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OPTIMIZATION HIERARCHY FOR FAIR
STATISTICAL DECISION PROBLEMS
By Anil Aswani and Matt Olfat∗
University of California, Berkeley
Data-driven decision-making has drawn scrutiny from policy mak-
ers due to fears of potential discrimination, and a growing literature
has begun to develop fair statistical techniques. However, these tech-
niques are often specialized to one model context and based on ad-hoc
arguments, which makes it difficult to perform theoretical analysis.
This paper develops an optimization hierarchy for fair statistical de-
cision problems. Because our hierarchy is based on the framework of
statistical decision problems, this means it provides a systematic ap-
proach for developing and studying fair versions of hypothesis testing,
decision-making, estimation, regression, and classification. We use the
insight that qualitative definitions of fairness are equivalent to statis-
tical independence between the output of a statistical technique and
a random variable that measures attributes for which fairness is de-
sired. We use this insight to construct an optimization hierarchy that
lends itself to numerical computation, and we use tools from varia-
tional analysis and random set theory to prove that higher levels of
this hierarchy lead to consistency in the sense that it asymptotically
imposes this independence as a constraint in corresponding statis-
tical decision problems. We demonstrate numerical effectiveness of
our hierarchy using several data sets, and we conclude by using our
hierarchy to fairly perform automated dosing of morphine.
1. Introduction. There is growing concern that improperly designed
data-driven approaches to decision-making may display biased or discrimi-
natory behavior. In fact, such concerns are justified by numerous examples
of unfair algorithms that have been deployed in the real world [1, 4, 27, 52].
In response, researchers have started to develop a number of approaches
to encourage fairness in various statistical or machine learning problems
[13, 18, 26, 35, 53, 77, 82]. The problem of classification has received par-
ticular attention due to the ease of mapping class labels to positive and
negative outcomes with which to characterize fairness, but recent work has
also begun to explore fair statistical methods in the context of unsupervised
learning [17, 54] and in more general decision-analytic frameworks [29, 44].
∗This material is based upon work supported by the National Science Foundation under
Grant CMMI-1847666, and by the UC Berkeley Center for Long-Term Cybersecurity.
MSC 2010 subject classifications: Primary 62C12, 62F12, ; secondary 49J53, 60D05
Keywords and phrases: Fairness, Independence, Optimization, Statistical Learning
1
ar
X
iv
:1
91
0.
08
52
0v
3 
 [m
ath
.ST
]  
10
 D
ec
 20
19
2 ASWANI AND OLFAT
1.1. Existing Approaches to Fairness. The literature on fair statistics
and learning can be classified into three categories: pre-processing steps,
post-processing steps, and training regularization. The general setup of these
approaches is that they seek to estimate a model that predicts a dependent
variable using a vector of independent variables, while trying to ensure that
the model predictions are fair (we discuss quantitative measures of fairness in
the next subsection) with respect to some variable that indicates a protected
attribute (e.g., gender or race). Here we briefly review some of the existing
approaches that have been developed for fairness.
Pre-processing approaches transform the data before estimation, to re-
move any protected information that could cause unfairness. For instance,
[15, 78] take a nonparametric approach: They optimize over distributions to
variationally transform the feature space. The nonparametric nature of their
approach means that the optimization problem they design quickly becomes
intractable. Alternatively, [54] take an adversarial outlook on pre-processing
for fairness, and propose a semidefinite programming (SDP) formulation
to calculate a “fair principal component analysis (FPCA)” that can then
be used to this end. Several groups have attempted to design autoencoders
with a similar inspiration, although these are oriented around deep classifiers
[7, 28, 45, 79]. However, pre-processing methods lead to high generalization
error when used before performing estimation, due to the theoretical diffi-
culties associated with estimating high-dimensional densities [67].
In comparison, there is a smaller literature on post-processing for fairness.
These methods take the output of a statistical technique, and process the
output in order to improve fairness. A canonical example of this approach
is [35], which designs a method for post-processing an arbitrary classifier
in order to ensure fairness. While this method is flexible with regards to
the type of classifier used, it achieves fairness by requiring different score
function thresholds for different groups of protected classes. This violates
a general principle called individual fairness [26], which says that similar
individuals should be treated similarly. More significantly, [74] show that
this method achieves suboptimal tradeoffs between accuracy and fairness.
Notably, both pre-processing and post-processing approaches are nec-
essarily greedy since they unlink the process of estimation from ensuring
fairness. This has motivated work on regularization approaches to fair-
ness, which generally achieve lower generalization error while improving
fairness. The regularization approaches most related to this paper include
[6, 53, 74, 77]. In particular, [77] control the correlation of a classifier score
function and the protected attribute, which can be formulated as a linear
constraint in the estimation problem. The method in [53] implements non-
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convex optimization techniques to further consider second-order deviations.
However, a limitation of both is that they are applicable only when protected
attributes are binary. The approach of [38, 78] works for more general types
of protected attributes, but it uses a heuristic approach to approximate an
intractable optimization problem that includes a mutual information (MI)
measure of fairness as a constraint. Alternatively, [33] design an iterative
cutting-plane algorithm for fair support vector machine (SVM) that requires
solving an SVM instance in each iteration. Moving away from classification,
[14, 36] develop key concepts of fairness in the case of regression, and the
work in [5] extends this to regularization techniques for ensuring different
qualitative types of fairness in regression. Finally, a recent line of work has
sought to generalize these ideas towards fair decision-making [29, 44].
1.2. Quantitative Measures of Fairness. We have so far casually used the
terms fairness and bias without formally defining them. Part of the difficulty
is a considerable lack of clarity in the existing literature as to their meaning,
with different works defining different quantitative measures of fairness. We
believe the underlying (and unifying) idea behind all these measures is they
approximate in some way a measure of independence between the output
of the statistical procedure and the variable of protected attributes. In fact,
this way of thinking about fairness was first noticed by [38].
To make our discussion more concrete, we start by first discussing no-
tions of fairness for binary classification with a binary protected attribute.
Let (X,Y, Z) ∈ Rp × {±1} × {±1} be a jointly distributed random vari-
able consisting of a vector of predictors, a binary class label, and a binary
protected attribute. Let δ(x) be a score for a classifier, and suppose the clas-
sifier makes binary predictions d(x, t) = sign(t− δ(x)) for a given threshold
t of the score. Since binary classifiers output a ±1 that can be mapped to
desirable/undesirable decisions, one measure of fairness is
(1) KS = max
t∈R
∣∣P[d(X, t) = +1|Z = +1]− P[d(X, t) = +1|Z = −1]∣∣.
For any fixed value of t, this is the correlation of the binary classifier and
the protected attribute of interest. This quantitative measure of fairness is
often called disparate impact [35, 53]. Effectively, disparate impact measures
the total disparity in outcomes between protected classes.
This above measure of fairness can be too strict in some applications, as
there may be unavoidable correlation between the classifier output and the
protected label. For such cases, [35] proposes equalized odds as an alternative
measure of fairness that instead constrains disparity in outcomes conditional
on some informative variable. In the setting of binary classification, one
4 ASWANI AND OLFAT
possible informative variable is Y ∈ {±1} itself. This choice leads to the
following quantitative measure of equalized odds fairness:
(2) EO = max
y∈{±1}
max
t∈R
∣∣P[d(X, t) = +1|Z = +1, Y = y]−
P[d(X, t) = +1|Z = −1, Y = y]∣∣.
Restated, the quantity (2) measures the disparity in error rates between the
protected classes. An additional benefit is that a classifier with zero training
error will also be fair with respect to this measure of fairness [35].
At an initial glance, the above measures of fairness do not look like man-
ifestations of independence. Yet note the event {d(X, t) = +1} is equivalent
to the event {δ(X) ≤ t} since d(x, t) = sign(t − δ(x)). This means that
(1) is the Kolmogorov-Smirnov (KS) distance between the distributions of
δ(X)|Z = +1 and δ(X)|Z = −1. Since (2) has a very similar interpretation,
we will focus our discussion on (1). Thus when KS = 0 in (1), we have that
(3) G(t) := P[δ(X) ≤ t|Z = +1] = P[δ(X) ≤ t|Z = −1].
This means that the joint distribution factorizes as
(4) P(δ(X) ≤ t, Z = z) = P[δ(X) ≤ t|Z = z] · P(Z = z) = G(t) · P(Z = z),
which means the two random variables are independent. Summarizing, we
have KS = 0 in (1) if and only if δ(X) is independent of Z. The importance
of such independence in relation to fairness was first noticed by [38].
1.3. Technical Challenges with Independence. The above discussion sug-
gests that a promising direction for generalizing fairness to a broader class of
problems is to ensure independence (or rather some approximate notion of
independence) between the output of a statistical technique and a random
variable that measures attributes in respect to which fairness is desired. In
fact, the broader idea of quantifying independence using an empirical esti-
mate has a long history in statistics [12, 16, 31, 56, 68]. One approach is
to compute some generalized notion of correlation such as Renyi correlation
or distance correlation. Another approach is to use some distance like the
KS distance, total variation distance, or mutual information between the
empirical probability measures of the joint and product distributions.
However, incorporating empirical independence measures into statistical
procedures is not straightforward. Many statistical procedures are computed
by solving an optimization problem, and so such measures must be added as
constraints. However, measures like Renyi correlation, distance correlation,
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KS distance, total variation distance, and mutual information are all them-
selves the solutions of an optimization problem. (Mutual information is tra-
ditionally defined using a hard-to-compute integral, but a well-known varia-
tional characterization [11] shows that it should more properly be thought of
as the solution to an optimization problem for our discussion.) This means
the resulting optimization problem for a fair statistical procedure defined
in this way would have another optimization problem as a constraint; these
types of problems are known as bilevel programs and are very difficult to nu-
merically solve [20, 55]. The numerical difficulties are compounded for those
measures defined using an empirical c.d.f., which is always discontinuous.
1.4. Contributions and Outline. This paper develops an optimization hi-
erarchy for fair statistical decision problems. We first generalize in Section 3
the framework of statistical decision problems [42] to include fairness. This
provides a systematic approach for developing and studying fair versions
of hypothesis testing, decision-making, estimation, regression, and classifi-
cation. We use the above discussed insight relating fairness to statistical
independence in order to propose in Section 4 an optimization hierarchy
that lends itself to numerical computation. Tools from variational analysis
and random set theory are used to prove in Section 5 that higher levels of
this hierarchy lead to consistency in the sense that it asymptotically imposes
independence as a constraint in corresponding statistical decision problems.
Section 6 generalizes our framework to measure fairness using a notion of
approximate independence. In Section 7, we demonstrate numerical effec-
tiveness of our hierarchy using several data sets, and we conclude by using
our hierarchy to fairly perform automated dosing of morphine.
The distinguishing feature of our approach to ensuring independence is
to use a moment-based characterization of independence that generalizes
Kac’s theorem [9, 37] to multivariate random variables. This has the key
practical benefit over other approaches to measuring independence (such as
[38, 78]) that all the resulting constraints in the corresponding optimiza-
tion problems are smooth polynomials. This means we avoid the bilevel pro-
gramming structure that arises from the use of other independence measures
[38, 78], and which makes numerical optimization very difficult. Because the
moment constraints are smooth polynomials, this further allows us to lever-
age advances in convex optimization [41] and related heuristics such as the
constrained convex-concave procedure [66, 72, 76] for the purpose of numer-
ically solving the resulting optimization problem. The tradeoff is that we
have to include multiple (but a finite number of) constraints, one for each
possible combination of moments between joint and product distributions.
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Our framework also builds on preliminary work on the use of moment-
based constraints for fair statistical methods [53, 54, 77]. These approaches
were restricted to binary classification with binary protected classes, made
use of only first- or second-order moments of only the classifier, were based
on ad-hoc arguments and justifications, and lacked theoretical analysis of
the resulting statistical methods. The past papers [53, 54, 77] leave open
the larger question of how moment-based approaches to fairness can be
generalized to continuous protected classes, multivariate protected classes,
multivariate statistical decisions, and other classes of statistical problems
beyond classification. Our work in this paper unifies these past approaches
into a broader theoretical framework, provides a rigorous theoretical analysis
of the resulting optimization hierarchy, and successfully achieves a general-
ization of moment-based methods in order to handle continuous protected
classes, multivariate protected classes, multivariate statistical decisions, and
multiple classes of statistical decision problems, including fair versions of hy-
pothesis testing, decision-making, estimation, regression, and classification.
Because we have to include multiple constraints, this significantly com-
plicates the theoretical analysis of our optimization hierarchy. The limiting
behavior of our framework requires a statistical analysis on the solution to an
optimization problem in the limit of a countably-infinite number of random
constraints involving empirical moments. Traditional results in statistics do
not apply to set-valued functions [2], which are one way to interpret con-
straints in an optimization problem [59]. In fact, most attention in statistics
on sets has been focused on estimating a single set under different measure-
ment models [24, 34, 39, 57, 64]. The traditional theoretical argument is to
use the PompeiuHausdorff distance to metricize the set of sets, but this ap-
proach is intractable in our setting which has random sets defined using (in
the limit) an infinite number of non-convex constraints. Instead, we build
on our past work on statistics with set-valued functions [2]: We develop
new theoretical arguments for statistics with random sets and set-valued
functions, using variational analysis [59, 60] and random sets [49, 50].
2. Preliminaries. This section presents our notation. We also describe
some useful (and needed) notation and definitions from variational analysis
and random sets. Most of the variational analysis definitions are from [59],
and the stochastic set convergence notation is originally from [2].
2.1. Notation. Let M : Rdp → Rd×p to be the function that reshapes a
vector into a matrix by placing elements into the matrix columnwise from
the vector. Similarly, we define W := M−1 : Rd×p → Rdp to be its inverse.
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We use En(·) to denote expectation with respect to the empirical dis-
tribution. Recall this is the sample average of the random variable inside
parenthesis. As examples, En(Z) = 1n
∑n
i=1 Zi and En(ZX) =
1
n
∑n
i=1 ZiXi.
Consider a tensor ϕ ∈ Rr1×···×rq , and let [r] = {1, . . . , r}. The norm ‖ϕ‖
is the `∞ vector norm for the tensor considered as a vector. For two tensors
ϕ, ν ∈ Rr1×···×rq , we define their inner product 〈ϕ, ν〉 to be the usual dot
product for the tensors interpreted as vectors.
For a tensor interpreted as a multlinear operator ϕ(u1, . . . , uq), we define
the two subordinate norms
(5)
‖ϕ‖◦ = max
{‖ϕ(u , . . . , u )‖ ∣∣ ‖ u ‖2 = 1}
‖ϕ‖∗ = max
{‖ϕ(u1, . . . , uq)‖ ∣∣ ‖uk‖2 = 1 for k ∈ [q]}
where ‖ · ‖2 is the Euclidean norm for vectors. These are subordinate norms
since ‖ϕ(u, . . . , u)‖ ≤ ‖ϕ‖◦
(‖u‖2)q and ‖ϕ(u1, . . . , uq)‖ ≤ ‖ϕ‖∗∏qk=1 ‖uk‖2.
When ϕ(·, . . . , ·) is symmetric in its arguments, then ‖ϕ‖◦ = ‖ϕ‖∗ [3, 10].
2.2. Variational Analysis. Let R = [−∞,∞] denote the extended real
line. We define Γ(·,S) : E → R to be the indicator function
(6) Γ(u,S) =
{
0, if u ∈ S
+∞, otherwise
where E is some Euclidean space that will be clear from the context.
The outer limit of the sequence of sets Cn is defined as
(7) lim supnCn = {x : ∃nk s.t. xnk → x with xnk ∈ Cnk},
and the inner limit of the sequence of sets Cn is defined as
(8) lim infnCn = {x : ∃xn → x with xn ∈ Cn}.
The outer limit consists of all the cluster points of Cn, whereas the inner
limit consists of all limit points of Cn. The limit of the sequence of sets Cn
exists if the outer and inner limits are equal, and when it exists we use the
notation that limnCn := lim supnCn = lim infnCn.
A sequence of extended-real-valued functions fn : X → R is said to epi-
converge to f if at each x ∈ X we have
(9)
{
lim infn fn(xn) ≥ f(x) for every sequence xn → x
lim supn fn(xn) ≤ f(x) for some sequence xn → x
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Epi-convergence is so-named because it is equivalent to set convergence of
the epigraphs of fn, meaning that epi-convergence is equivalent to the con-
dition limn{(x, α) ∈ X ×R : fn(x) ≤ α} = {(x, α) ∈ X ×R : f(x) ≤ α}. We
use the notation e-limn fn = f to denote epi-convergence relative to X.
A sequence of extended-real-valued functions fn : X → R is said to con-
verge pointwise to f if at each x ∈ X we have that limn fn(x) = f(x). We ab-
breviate pointwise convergence relative to X using the notation limn fn = f .
2.3. Random Sets. Let (Ω,F,P) be a complete probability space, where
Ω is the sample space, F is the set of events, and P is the probability measure.
A map S : Ω→ F is a random set if {ω : S(ω) ∈ X} ∈ F for each X in the
Borel σ-algebra on F [50]. Like the usual convention for random variables,
we notationally drop the argument for a random set.
When discussing stochastic convergence of random sets, we denote that a
type of limit occurs almost surely by appending “as-” to the limit notation.
For instance, notation as-lim supnCn ⊆ C denotes P(lim supnCn ⊆ C) = 1,
and notation as-lim infnCn ⊇ C denotes P(lim infnCn ⊇ C) = 1.
3. Fair Statistical Decision Problems. We use the setting of statis-
tical decision problems: Consider the random variables (X,Y, Z) that have a
joint distribution P ∈ Ω where Ω is some fixed family of distributions. The
interpretation is that X gives descriptive information, Y has information
about some target, and Z encodes protected information which we would
like to be fair with respect to. We will not explicitly use Y in this paper, but
we note that it is implicitly included within other terms that we discuss.
The goal is to construct a function δ(·, ·) called a decision rule, which
provides a decision d = δ(x, z). To evaluate the quality of a decision rule δ,
we define a risk function R(δ). (Though it is conventional to define the risk as
R(P, δ), we assume without loss of generality that the risk is of the form R(δ)
because when the risk is R(P, δ) then the proper choice of R(δ) recovers the
Bayes R(δ) = EPR(P, δ) and minimax R(δ) = maxP∈ΩR(P, δ) procedures.)
In this setup, an optimal decision rule is taken to be any function from
arg minδ(·,·)R(δ). However, we can define a related optimization problem
that chooses an optimal fair decision rule by solving
(10) δ∗(x, z) ∈ arg minδ(·,·)
{
R(δ)
∣∣ δ(X,Z) ⊥⊥ Z},
where the notation δ(X,Z) ⊥⊥ Z indicates independence of δ(X,Z) and Z.
The above abstract setup is useful because it allows us to reason about
fairness for a wide class of problems using a single theoretical framework.
This is demonstrated by the following (which is the first to our knowledge)
example of a procedure for performing fair hypothesis testing:
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Example 1. Consider a hypothesis testing setup where the null hypoth-
esis is H0 : E(Ξ) = 0 for the underlying distribution
(11)
[
Ξ
Ψ
]
∼ N
([
0
0
]
,
[
1 ρ
ρ 1
])
.
Suppose X = (Ξ1, . . . ,Ξn) and Z = (Ψ1, . . . ,Ψn) consist of i.i.d. samples.
Let d0 be the decision to accept the null, and let d1 be the decision to
reject the null. The traditional hypothesis test with a significance level of α
corresponds to a decision rule δ that minimizes the risk function
(12) R(δ) = PH1(δ = d0) + Γ(PH0(δ = d1)− α,R≤0),
where H1 = {P ∈ Ω : P 6= H0} [42]. An optimal decision rule for this risk is
(13) δ∗ =
{
d0, if p ≥ α
d1, if p < α
where p is a p-value [42]. An optimal decision rule that depends only upon
X corresponds to the use of a traditional p-value
(14) p = 2Φ
(
−√n∣∣ 1n∑ni=1 Ξi∣∣),
with Φ(·) being the standard normal cdf. Using the above framework, we can
also compute an optimal fair decision rule for this risk. This corresponds to
(15) p = 2Φ
(
−
√
n
1−ρ2
∣∣ 1
n
∑n
i=1
(
Ξi − ρΨi
)∣∣),
which we can interpret as a fair p-value. An interesting observation about
this setup is that using (15) results in a test with greater power than using
(14). This is interesting because it shows that imposing fairness constraints
can lead to better statistical procedures in certain contexts.
In many statistical contexts, Ω is singleton but unknown. We then instead
choose the decision rule using a sample (Xi, Yi, Zi) for i = 1, . . . , n, which
is i.i.d. from the distribution P. Towards this aim, we approximate the risk
function R(δ) using an (random) approximate risk function Rn(δ) that de-
pends upon the sample. However, computing a sample-based fair decision
rule is not obvious because a statistically well-behaved, sample-based analog
of the constraint δ(X,Z) ⊥⊥ Z from (10) has not been studied previously.
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4. Fair Optimization Hierarchy. We next propose a framework for
computing a fair decision rule by solving a sample-based analog of (10). We
first describe our assumptions about the statistical and numerical properties
of the problem. Next we present our framework and provide some intuition
to justify the structure of our formulation. We conclude by discussing some
of the favorable computational properties of our framework.
4.1. Assumptions. We first make some assumptions about our decision
rule and random variables:
Assumption 1. The decision rule belongs to a parametric polynomial
family and can be written as
(16) δ(x, z) = B · ω(x, z),
where B ∈ B is a matrix, B ⊂ Rd×p is a compact set, and ω(x, z) ∈ Rp is
a vector of monomials of the entries of the vectors x, z. More precisely, B
parametrizes the decision rule δ(x, z), and the function ω(x, z) is assumed
to be known and fixed by our design such as through feature engineering.
We define the random variable Ω = ω(X,Z), so that δ(X,Z) = BΩ.
Remark 1. In some settings, it may be desirable to have the fair decision
rule depend upon only X and not Z. The above includes this case by noting
ω(x, z) is free to be chosen to include only monomials of the entries of x.
Assumption 2. The entries of the random variables X,Z are almost
surely bounded by α ≥ 1. Moreover, the maximal monomial degree of entries
in ω(x, z) is ρ ≥ 0, and the random variable Z has dimensions Z ∈ Rr.
Assumption 3. Recall B ∈ B is a matrix that parametrizes the decision
rule, for compact B ⊂ Rd×p. We assume B ⊆ {B ∈ Rd×p : ‖W (B)‖2 ≤
√
λ}.
Our next assumption is about statistical properties of the approximate
risk function. Since our primary interest in this paper is studying indepen-
dence constraints, we directly make assumptions about the convergence of
the approximate risk function. Showing that such convergence holds typi-
cally involves a separate statistical analysis specific to the problem at hand.
Assumption 4. Note the function Rn(B · ω(x, z)) is the approximate
risk function composed with the parametric decision rule in Assumption 1.
We assume that this function can be written in the form
(17) hn(B) := Rn(B · ω(x, z)) = fn(B) + Γ(gn(B), {R≤0}η),
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where fn : Rd×p → R and gn : Rd×p → Rη. Moreover, define the notation
h(B) = R(B ·ω(x, z)). We assume as-e-limhn = as-limhn = h relative to B.
Remark 2. We should interpret the notation of (17) as simultaneously
specifying an objective function fn(B) and a set of constraints gn(B) ≤ 0.
Remark 3. This convergence assumption may look unfamiliar, but we
note that it is weaker than the convergence results that are usually shown
when proving consistency of estimators. In particular, almost sure uniform
convergence of hn to h implies the above assumption.
The first four assumptions are primarily related to statistical properties,
though the polynomial structure of the decision rule is also related to numer-
ical computation. Our last assumption is about the mathematical structure
of the approximate risk function, and it is related to numerical computation.
Assumption 5. In the notation of Assumption 4, we assume that the
functions fn : Rd×p → R and gn : Rd×p → Rη are polynomials on the set B.
We also assume that h is a lower semicontinuous function on the set B.
Remark 4. The polynomial assumption is not restrictive because the
celebrated Stone-Weierstrass theorem shows that if fn and gn are continuous
then they can be approximated to arbitrary accuracy by polynomials, since
the domain of the optimization problem is within a compact set B.
4.2. Formulation. We are now ready to present our framework. Given
the above assumptions, we study use of the following sample-based optimal
fair decision rule: The level-(g, h) fair optimization (FO) is
(18)
min
B∈B
Rn(B · ω(x, z))
s.t.
∥∥En(Z⊗m(BΩ)⊗q)− En(Z⊗m)⊗ En((BΩ)⊗q)∥∥ ≤ ∆m,q,
for (m, q) ∈ [g]× [h].
We will study the constraints of the above problem and show that they are
statistically well-behaved analogs of the independence constraint in (10).
Our first result provides intuition about the constraints in the FO opti-
mization problem (18). This result generalizes Kac’s theorem [9, 37], which
characterizes independence of random variables using moment conditions, to
the setting of random vectors. This generalization is novel to the best of our
knowledge, and so we include its proof below for the sake of completeness.
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Theorem 1. Suppose the multivariate random variables U ∈ Rp and
V ∈ Rd are bounded. Then U and V are independent if and only if
(19) E
(
U⊗mV ⊗q
)
= E
(
U⊗m
)⊗ E(V ⊗q) for m, q ≥ 1.
Proof. Let the functions MU (s) = E exp(〈s, U〉), MV (t) = E exp(〈t, V 〉),
andM(U,V )(s, t) = E(exp(〈s, U〉+〈t, V 〉) be the moment generating functions
for U , V , and (U, V ), respectively. Observe these are defined for all s, t since
U, V are bounded. Our proof begins with the well-known characterization
of independence using moment generating functions, that is U and V are
independent if and only if M(U,V )(s, t) = MU (s)MV (t). In particular, if (19)
holds then we have
(20)
M(U,V )(s, t) =
∑∞
m=1
∑∞
q=1
1
m!·q! · E
(〈s, U〉m〈t, V 〉q)
=
∑∞
m=1
∑∞
q=1
1
m!·q! · 〈E
(
U⊗mV ⊗q
)
, s⊗mt⊗q〉
=
∑∞
m=1
∑∞
q=1
1
m!·q! · 〈E
(
U⊗m
)⊗ E(V ⊗q), s⊗mt⊗q〉
=
∑∞
m=1
∑∞
q=1
1
m!·q! · 〈E
(
U⊗m
)
, s⊗m〉 · 〈E(V ⊗q), t⊗q〉
=
∑∞
m=1
∑∞
q=1
1
m!·q! · E
(〈s, U〉m) · E(〈t, V 〉q)
=
∑∞
m=1
1
m! · E
(〈s, U〉m) ·∑∞q=1 1q! · (E〈t, V 〉q)
= MU (s)MV (t)
This proves the reverse direction. To prove the forward direction, we note it
follows immediately by applying componentwise the standard result that if U
and V are independent and bounded, then E(g(U)h(V )) = E(g(U))·E(h(V ))
for any continuous functions g : Rp → R and h : Rd → R.
The above multivariate generalization of Kac’s theorem allows us to inter-
pret the constraints of the FO problem (18). We can interpret the constraints
as a finite number (g ·h many, for a level-(g, h) FO problem) of sample-based
analogs of the corresponding moment conditions for independence (19).
4.3. Computational Properties. We next discuss some favorable compu-
tational properties of the FO problem (18). A key advantage of our frame-
work is that the constraints are polynomials, and so we can leverage signif-
icant numerical and theoretical advances in order to solve such problems.
Theorem 2 (Theorem 5.6 and 5.7 of [41]). If Assumptions 1–5 hold,
then the level-(g, h) FO problem (18) can be solved to any desired accuracy
by solving a convex optimization problem that can be explicitly constructed.
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Remark 5. Though the convex optimization problems resulting from
the explicit construction of [41] are often large, these resulting optimization
problems can be numerically solved for many interesting instances [46, 80].
We can say more about the FO problem for specific levels of the hierarchy,
and we omit the proofs since they follow from the definition of the constraint:
Proposition 1. The constraints in the FO problem (18) for q = 1 can
be written as the following linear inequality constraints:
(21)
B
(
1
n
∑n
i=1 Ωi ⊗ (Zi)⊗m − 1n
∑n
i=1 Ωi ⊗ 1n
∑n
i=1(Zi)
⊗m
)
≤∆m,1
−B
(
1
n
∑n
i=1 Ωi ⊗ (Zi)⊗m − 1n
∑n
i=1 Ωi ⊗ 1n
∑n
i=1(Zi)
⊗m
)
≤∆m,1
where the inequality should be interpreted as being elementwise of the left
(which is a tensor) with respect to the scalar ∆m,1 on the right.
This results says constraints with q = 1 are always convex. This means
that the FO problem (18) with h = 1 is a convex optimization problem
whenever Rn is convex in B. Such convexity of Rn occurs in many interesting
problems, including linear regression and support vector machines.
Proposition 2. The constraints in the FO problem (18) for q = 2 are
inequalities that each involve a difference of two convex quadratic functions.
This results says constraints with q = 2 are always a difference of convex
functions. This means that stationary points of the FO problem (18) with
h = 2 can be found using the effective constrained convex-concave procedure
[66, 72, 76] whenever Rn is convex in B. Recall that Rn is convex in many
interesting problems like linear regression and support vector machines.
Proposition 3. If Z is a binary random variable, which is coded as
either Z ∈ {0, 1} or Z ∈ {±1}, then the constraints in the FO problem (18)
for m ≥ 2 are redundant with the corresponding constraint for m = 1.
This result says that when Z is binary, then the hierarchy simplifies and
we only need to consider applying the level-(1, h) FO problems. We will use
this simplification when conducting numerical experiments in Section 7.
5. Statistical Consistency of FO Hierarchy. We prove in this sec-
tion that the sample-based constraints of the FO problem (18) are in fact
statistically well-behaved analogs of the independence constraint in (10).
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5.1. Concentration of Tensor Moment Estimates. We begin by defining
several multilinear operators. We define the empirical operators
(22)
ϕ̂m,q(B1, . . . , Bq) = En
(
Z⊗m
⊗q
k=1(BkΩ)
)
ν̂m,q(B1, . . . , Bq) = En
(
Z⊗m
)⊗ En(⊗qk=1(BiΩ))
and the expected operators
(23)
ϕm,q(B1, . . . , Bq) = E
(
Z⊗m
⊗q
k=1(BkΩ)
)
νm,q(B1, . . . , Bq) = E
(
Z⊗m
)⊗ E(⊗qk=1(BiΩ))
As a slight simplification of notation, when the argument of these multilin-
ear operators is (B) we take that to mean the argument is (B, . . . , B). We
can thus identify these operators with terms in the FO problem (18): The
ϕ̂m,q(B) and ν̂m,q(B) are precisely the terms appearing in the constraints.
Proposition 4. If Assumptions 1 and 2 hold, then we have
(24) P
(‖ϕ̂m,q − ϕm,q‖◦ > Rm,q[n] + γ) ≤ 2 exp (− nγ264pqα2m+2ρq )
for Rm,q[n] = 8αm+ρqpq/2
√
dp log(1+4q)+m log r+q log d
n .
Proof. We use a chaining argument. Suppose {ti}Ni=1 is a 12q covering
of Sdp−1, and note N ≤ (1 + 4q)dp by the volume ratio bound [73]. Define
Ti = M(ti) ∈ Rd×p. Let Pq be the set of all permutations of [q], and let
(25) Φ(B1, . . . , Bq) =
1
q!
∑
pi∈Pq
(
ϕ̂m,q(Bpi1 , . . . , Bpiq)−ϕm,q(Bpi1 , . . . , Bpiq)
)
.
Observe that by construction: Φ(·, . . . , ·) is symmetric, and it satisfies the
identity Φ(B) = ϕ̂m,q(B)− ϕm,q(B). Now consider the telescoping sum
(26) Φ(B) = Φ(Ti) +
∑q
k=1 Φ(
q−k︷ ︸︸ ︷
B, . . . , B,B − Ti,
k−1︷ ︸︸ ︷
Ti, . . . , Ti).
Recall ‖W (Ti)‖2 = 1 and ‖W (B−Ti)‖2 ≤ 12q for W (B) ∈ Sdp−1. Since ‖ · ‖∗
is a subordinate norm, we have ‖Φ‖◦ ≤ ‖Φ(Ti)‖ +
∑q
k=1
1
2q‖Φ‖∗. But note
that Φ(·, . . . , ·) is symmetric, and so ‖Φ‖◦ = ‖Φ‖∗ [3, 10]. Thus we have
‖Φ‖◦ ≤ 2‖Φ(Ti)‖. But by definition of the tensor norm ‖ · ‖ we have
(27) ‖Φ(Ti)‖ = max
uk,vk
∣∣〈Φ(Ti),⊗mk=1 uk⊗qk=1 vk〉∣∣
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for uk ∈ Er, vk ∈ Ed; where Ed = {x ∈ {0, 1}d : ‖x‖1 = 1}. So it holds that
(28) ‖Φ‖◦ ≤ 2 max
i,uk,vk
∣∣〈Φ(Ti),⊗mk=1 uk⊗qk=1 vk〉∣∣
for i ∈ [N ], uk ∈ Er, vk ∈ Ed. Next consider any s ∈ R, and observe that
(29)
E exp
(
s‖Φ‖◦
) ≤ E exp (2s max
i,uk,vk
∣∣〈Φ(Ti),⊗mk=1 uk⊗qk=1 vk〉∣∣)
≤ 2Nrmdq max
i,uk,vk
E exp
(
2s
〈
Φ(Ti),
⊗m
k=1 uk
⊗q
k=1 vk
〉)
We seek to bound the term on the right-hand side. Towards this end, note
‖BΩi‖ ≤ √p‖W (B)‖2‖Ωi‖ ≤ √pαρ by the Cauchy-Schwarz inequality and
Assumption 2. This means that for Si =
〈
Z⊗m(TiΩ)⊗q,
⊗m
k=1 uk
⊗q
k=1 vk
〉
we have
∣∣Si∣∣ ≤ αm+ρqpq/2. Next observe that
(30)
E exp
(
2s
〈
Φ(Ti),
⊗m
k=1 uk
⊗q
k=1 vk
〉) ≤ (E exp (4sSin ))n
=
(
E
∑∞
k=0
1
k!
(
4sSi
n
)k)n
=
(
E
∑∞
k=0
1
(2k)!
(
4sSi
n
)2k)n
≤ (∑∞k=0 1k!(16s2pqα2m+2ρqn2 )k)n
= exp
(16s2pqα2m+2ρq
n
)
where the first line follows by a stochastic symmetrization step (i.e., Jensen’s
inequality, followed by multiplication with i.i.d. Rademacher random vari-
ables  having distribution P( = ±1) = 12 , and concluded by using the
triangle inequality), the third line follows since  is a symmetric random
variable, and the fourth line follows by replacing (2k!) with k! and substi-
tuting the absolute bound on |Si|. Combining the above with (29) gives
(31) E exp
(
s‖Φ‖◦
) ≤ 2(1 + 4q)dprmdq exp (16s2pqα2m+2ρqn ).
Using the Chernoff bound gives
(32)
P
(‖Φ‖◦ > t) ≤ 2(1 + 4q)dprmdq inf
s∈R
exp
(16s2pqα2m+2ρq
n − st
)
= 2(1 + 4q)dprmdq exp
(− nt2
64pqα2m+2ρq
)
The result now follows by choosing
(33) t =
√
64pqα2m+2ρq
n
(
dp log(1 + 4q) +m log r + q log d
)
+ γ2
and accordingly simplifying the resulting expression.
16 ASWANI AND OLFAT
Remark 6. Though a similar proof was used in [73] for random matrices
and in [70] for random tensors, we use a stronger argument that is adapted
to our setup and results in a faster convergence rate where some terms are
logarithmic that would otherwise be polynomial with a weaker argument.
We use a stronger chaining argument than [70, 73] by using a telescoping sum
(26) that reduces cross terms. We use a tensor symmetrization construction
(25) that allows us to exploit Banach’s theorem [3, 10]. We achieve better
constants than [73] by more carefully bounding our moment series expansion.
Proposition 5. If Assumptions 1 and 2 hold, then we have
(34) P
(‖ν̂m,q − νm,q‖◦ > 2Rm,q[n] + 2γ) ≤ 4 exp (− nγ264pqα2m+2ρq ).
for Rm,q[n] = 8αm+ρqpq/2
√
dp log(1+4q)+m log r+q log d
n .
Proof. We cannot prove the result directly as in Proposition 4 be-
cause Eν̂m,q(B) 6= νm,q(B), whereas the proof of Proposition 4 used the
fact that Eϕ̂m,q(B) = ϕm,q(B) in the symmetrization step of (30). We in-
stead have to use an indirect approach to prove this result. We begin by
noting ϕ̂m,0(B) = En(Z⊗m), ϕm,0(B) = E(Z⊗m), ϕ̂0,q(B) = En((BΩ)⊗q),
and ϕ0,q(B) = E((BΩ)⊗q). For any W (B) ∈ Sdp−1 we have that ‖BΩi‖ ≤√
p‖W (B)‖2‖Ωi‖ ≤ √pαρ by the Cauchy-Schwarz inequality and Assump-
tion 2. This means that ‖ϕ̂m,0‖◦ ≤ αm and ‖ϕ0,q‖◦ ≤ αρqpq/2. Now consider
(35)
‖ν̂m,q − νm,q‖◦ = ‖ϕ̂m,0 ⊗ ϕ̂0,q − ϕm,0 ⊗ ϕ0,q‖◦
≤ ‖ϕ̂m,0‖◦ · ‖ϕ̂0,q − ϕ0,q‖◦ + ‖ϕ0,q‖◦ · ‖ϕ̂m,0 − ϕm,0‖◦
≤ αm‖ϕ̂0,q − ϕ0,q‖◦ + αρqpq/2‖ϕ̂m,0 − ϕm,0‖◦
Then the union bound implies
(36) P
(‖ν̂m,q − νm,q‖◦ ≤ 2Rm,q[n] + 2γ) ≤
1− P(αm‖ϕ̂0,q − ϕ0,q‖◦ > Rm,q[n] + γ)+
− P(αρqpq/2‖ϕ̂m,0 − ϕm,0‖◦ > Rm,q[n] + γ)
for Rm,q[n] = 8αm+ρqpq/2
√
dp log(1+4q)+m log r+q log d
n , which upon using (24)
from Proposition 4 gives (34), which is the desired result.
5.2. Feasible Set Consistency. We are now in a position to study the
constraints of the FO problem (18). Towards this goal, we first define
(37) S = {B ∈ B : BΩ ⊥⊥ Z}.
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This is the feasible set of (10), which chooses an optimal fair decision rule
when the underlying distributions are exactly known, for a decision rule that
satisfies Assumption 1. We next define the family of random sets
(38) Ŝg,h =
{
B ∈ B : ∥∥ϕ̂m,q(B)−ν̂m,q(B)∥∥ ≤ ∆m,q, for (m, q) ∈ [g]×[h]}.
This is simply the feasible set of the level-(g, h) FO problem (18).
Proposition 6. The sets S and Ŝg,h are closed, under Assumption 1.
Proof. We first prove the result for S. Consider any convergent sequence
Bk ∈ Rd×p with Bk ∈ S and limk Bk = B0. Theorem 1 says for all k we have
(39) ϕm,q(Bk) = νm,q(Bk), for m, q ≥ 1.
But the ϕ and ν are continuous since they are multlinear operators on Eu-
clidean space. This means limk ϕm,q(Bk) = ϕm,q(B0) and limk νm,q(Bk) =
νm,q(B0) for m, q ≥ 1. As a result we have
(40) ϕm,q(B0) = νm,q(B0), for m, q ≥ 1,
which by Theorem 1 implies B0 ∈ S. This proves that S is closed.
The proof for Ŝg,h is a simple modification of the above argument. Con-
sider any convergent sequence Bk ∈ Rd×p with Bk ∈ Ŝg,h and limk Bk = B0.
By definition of Ŝg,h we have for all k that
(41)
∥∥ϕ̂m,q(Bk)− ν̂m,q(Bk)∥∥ ≤ ∆m,q, for (m, q) ∈ [g]× [h].
But the ϕ̂ and ν̂ are continuous since they are multlinear operators on Eu-
clidean space, and so the normed function
∥∥ϕ̂m,q(B)− ν̂m,q(B)∥∥ is also con-
tinuous. As a result we have
(42)
∥∥ϕ̂m,q(B0)− ν̂m,q(B0)∥∥ = limk ∥∥ϕ̂m,q(Bk)− ν̂m,q(Bk)∥∥ ≤ ∆m,q,
for m, q ≥ 1.
This means B0 ∈ Ŝg,h by definition. This proves that Ŝg,h is closed.
The sequence of random sets Ŝg,h is technically difficult to study because
each random set is defined by the intersection of many random constraint
inequalities, with the number of these random constraints increasing towards
infinity. There is a more subtle technical difficulty that needs to be addressed.
The issue is that when intersecting a sequence of sets, the intersection of
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(a) Unregularized Set Intersections (b) Regularized Set Intersections
Fig 1: The left shows how the intersection of a sequence of sets may not
converge to the intersection of the limiting sets. The right shows how regu-
larization of the sequence of sets can help to ensure that the intersection of
the regularized sets converges to the intersection of the limiting sets.
the sequence terms generally does not converge to the intersection of the
limiting sets [2, 49]. The next example demonstrates this phenomenon in
a deterministic setting, and it provides some insight into how the situation
can be addressed through a carefully designed regularization approach.
Example 2. Fig. 1 provides a visualization of this example. Let us first
define Cn = [−1,− 1n ] and Dn = [ 1n , 1], which each specify a deterministic
sequence of compact sets. Then we have that limnCn = [−1, 0] =: C0 and
that limnDn = [0, 1] =: D0. However, note that Cn
⋂
Dn = ∅. This means
limnCn
⋂
Dn = ∅ 6= C0
⋂
D0 = {0}. Now suppose we carefully regularize
these sequences of sets. Specifically consider the regularized sequence of
deterministic, compact sets C ′n = [−1,− 1n + ∆n] and D′n = [ 1n − ∆n, 1]
for ∆n =
2
n , where we think of the ∆n as regularizing by inflating the
sets. Clearly this choice of regularization goes to zero since limn ∆n = 0.
More importantly, we now have C ′n
⋂
D′n = [− 1n , 1n ]. This means we have
limnC
′
n = C0 and limnD
′
n = D0 with limnC
′
n
⋂
D′n = {0} = C0
⋂
D0.
The above example was deterministic, and it may not initially be clear
whether such behavior is an issue for our random setting. The next example
demonstrates a situation where this non-convergence occurs for Ŝg,h.
Example 3. Consider a setting where B ∈ R and the distributions are
X ∼ Ber(x) and Z ∼ Ber(z) with X ⊥⊥ Z. We assume that x ∈ (0, 1) and
z ∈ (0, 1) to prevent degeneracies in this example. In this setup S = B. Now
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observe that (Zi)
m = Zi and (Xi)
q = Xi for (m, q) ≥ 1 since Xi, Zi ∈ {0, 1}.
This means the (m, q) ≥ 1 constraints in Ŝg,h for ∆m,q = 0 are
(43)
∣∣( 1
n
∑n
i=1(Zi)
m(Xi)
q − 1n
∑n
i=1(Zi)
q · 1n
∑n
i=1(Xi)
q
)
Bq
∣∣ =∣∣( 1
n
∑n
i=1 ZiXi − 1n
∑n
i=1 Zi · 1n
∑n
i=1Xi
)
Bq
∣∣ = 0.
This means Ŝg,h = B whenever En = { 1n
∑n
i=1 ZiXi =
1
n
∑n
i=1 Zi · 1n
∑n
i=1Xi}
occurs, and that Ŝg,h = ∅ otherwise. And so trivially by the definition of
Ŝg,h we have as-lim supn Ŝg,h ⊆ B. If we recall the classical setting of a
2× 2 contingency table, this event En is equivalent to having exact equality
between a marginal and cross-term in the contingency table. As a result, we
consider a test statistic inspired by the Pearson test for independence
(44) Tn = n ·
(
En(ZX)− En(Z)En(X)
)2
.
Clearly by its definition, we have that Tn = 0 if and only if En holds. Also,
a straightforward calculation gives
(45) E(Tn) = (n−1n )(zx)(1− z − x− zx).
Note that E(Tn) > 0 since we assumed x, z ∈ (0, 1), and note that E(Tn) is
monotonically increasing towards limn E(Tn) = (zx)(1 − z − x − zx) > 0.
Now using McDiarmid’s inequality we get for any t > 0 that
(46) P(En) ≤ P(Tn ≤ E(Tn)− t) ≤ exp(−nt2/8).
Choosing t = (zx)(1 − z − x − zx)/2, the Borel-Cantelli lemma implies En
cannot occur infinitely often. Hence we must have as-lim infn Ŝg,h = ∅ + S.
Example 2 provides the key intuition for how potential non-convergence
of Ŝg,h, as demonstrated in Example 3, can be resolved. If we can regularize
the sets Ŝg,h by sufficiently inflating them in such a way that the amount of
inflation decreases with n, then we may be able to ensure the almost sure
stochastic convergence of Ŝg,h to S. In fact, the notation of Example 2 was
chosen to be suggestive of how we will perform this regularization: We will
purposefully keep the ∆m,q > 0 while allowing them to shrink towards zero.
More broadly, the FO problem (18) has two types of tuning parameters,
namely the (g, h) that controls the number of moment constraints and the
∆m,q that controls the strictness of the moment constraint. This gives us
considerable flexibility when studying asymptotic properties. A choice of
faster rates requires knowledge of an appropriate value of α from Assumption
2. An alternative approach is to choose slower rates that have the benefit of
working for any value of α. Here, we will take the latter approach.
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Theorem 3. Suppose that ∆m,q = O(n
−1/4) and g = h = O(log log n).
If Assumptions 1, 2, and 3 hold, then as-limn Ŝg,h = S.
Proof. For the first part of the proof we will show as-lim infn Ŝg,h ⊇ S.
Indeed, suppose this is not true. Then there exists B0 ∈ S and an open
neighborhood N ⊆ B of B0 such that N
⋂Sg,h = ∅ infinitely often (Theorem
4.5 of [59]). We can rewrite one of these events as
(47)
{N ⋂Sg,h = ∅} = ⋃m∈[g]⋃q∈[h] { inf
B∈N
‖Ξ̂m,q(B)‖ > ∆m,q
}
,
where for convenience we define the multilinear operators Ξm,q = ϕm,q−νm,q,
Ξ̂m,q = ϕ̂m,q − ν̂m,q, Φm,q = ϕ̂m,q − ϕm,q, and Ψm,q = ν̂m,q − νm,q. Because
Theorem 1 can be rewritten under the assumptions of this theorem as
(48) sup
B∈S
‖ϕm,q(B)− νm,q(B)‖ = 0 for m, q ≥ 1,
application of the triangle inequality yields
(49)
‖Ξ̂m,q(B0)‖ ≤ ‖Ξm,q(B0)‖+ ‖Φm,q(B0)‖+ ‖Ψm,q(B0)‖
≤ λq/2‖Φm,q‖◦ + λq/2‖Ψm,q‖◦
Let Gm,q[n] = (1 + log n)λq/2Rm,q[n], and note that Gm,q[n] = o(n−1/4) for
(m, q) ∈ [g]× [h] under the hypothesis of this theorem. This means that for
all n sufficiently large, the union bound gives us that
(50)
P
(N ⋂Sg,h = ∅) ≤∑m∈[g]∑q∈[h] P(λq/2‖Φm,q‖◦ > Gm,q[n])+∑
m∈[g]
∑
q∈[h] P
(
λq/2‖Ψm,q‖◦ > 2Gm,q[n]
)
≤ O((log logn/n)2)
where the last line used Propositions 4 and 5, along with the relation that
exp(− nγ2
64pqα2m+2ρq
) = O(1/n2) for γ = log n·Rm,q[n]. Thus the Borel-Cantelli
lemma says N ⋂Sg,h = ∅ only finitely many times, which is a contradiction.
This proves as-lim infn Ŝg,h ⊇ S.
For the second part of the proof we will show as-lim supn Ŝg,h ⊆ S. Indeed,
suppose this is not true. Then there exists B0 ∈ lim supn Ŝg,h and a closed
neighborhood N ⊆ B of B0 such that N
⋂S = ∅ and N ⋂Sg,h 6= ∅ infinitely
often (Theorem 4.5 of [59]). But Theorem 1 implies there exists some m, q ≥
1 such that we have
(51) ζ := inf
B∈N
‖ϕm,q(B)− νm,q(B)‖ > 0.
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We will keep m, q fixed at these values for the remainder of the proof. Now
note that for one of the events N ⋂Sg,h 6= ∅ we have
(52)
{N ⋂Sg,h 6= ∅} ⊆ { inf
B∈N
‖Ξ̂m,q(B)‖ ≤ ∆m,q
}
.
Application of the triangle inequality yields
(53) ζ = inf
B∈N
‖Ξm,q(B)‖ ≤
inf
B∈N
‖Ξ̂m,q(B)‖+ sup
B∈N
‖Φm,q(B)‖+ sup
B∈N
‖Ψm,q(B)‖ ≤
inf
B∈N
‖Ξ̂m,q(B)‖+ λq/2‖Φm,q‖◦ + λq/2‖Ψm,q‖◦.
Let Gm,q[n] = (1 + log n)λq/2Rm,q[n], and note that Gm,q[n] = o(n−1/4) and
that ∆m,q = o(1) under the hypothesis of this theorem. For all n sufficiently
large, we have ζ −∆m,q ≥ ζ/2 ≥ 3Gm,q[n]. Hence the union bound gives
(54)
P
(N ⋂Sg,h 6= ∅) ≤ P(λq/2‖Φm,q‖◦ > Gm,q[n])+
P
(
λq/2‖Ψm,q‖◦ > 2Gm,q[n]
)
≤ O(1/n2)
where the last line used Propositions 4 and 5, along with the relation that
exp(− nγ2
64pqα2m+2ρq
) = O(1/n2) for γ = log n·Rm,q[n]. Thus the Borel-Cantelli
lemma says N ⋂Sg,h 6= ∅ only finitely many times, which is a contradiction.
This proves as-lim supn Ŝg,h ⊆ S.
5.3. Solution Set Consistency. Next consider the solution set
(55) Ôg,h = arg min
B
{
Rn(B · ω(x, z))
∣∣ B ∈ Ŝg,h}
for the level-(g, h) FO problem (18). Similarly, consider the solution set
(56) O = arg min
B
{
R(B · ω(x, z)) ∣∣ B ∈ S}
for the optimization problem (10), which chooses an optimal fair decision
rule when the underlying distributions are exactly known.
Our next result shows that solving the FO problem (18) provides a statis-
tically consistent approximation to solving the optimization problem (10),
and we state the result using the solutions sets Ôg,h and O defined above.
Theorem 4. Suppose that ∆m,q = O(n
−1/4) and g = h = O(log log n).
If Assumptions 1–4 hold, then as-lim supn Ôg,h ⊆ O.
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Proof. First consider the indicator function Γ(B, Ŝg,h). Combining our
Theorem 3 with Proposition 7.4 of [59] gives as-e-lim Γ(·, Ŝg,h) = Γ(·,S)
relative to Rd×p. Next we claim as-lim Γ(·, Ŝg,h) = Γ(·,S) relative to Rd×p.
Since Proposition 6 says the Ŝg,h are closed, the remark after Theorem 7.10
of [59] implies it is sufficient to show that for every B0 ∈ S we have B0 /∈ Ŝg,h
only a finite number of times. A similar argument to the first part of the
proof for Theorem 3 can be used to show this, and so we omit the details.
Next we note that the level-(g, h) FO problem (18) can be written as
minB hn(B) + Γ(B, Ŝg,h), and the optimization problem (10) can be written
as minB h(B) + Γ(B,S). Now using Theorem 7.46 of [59] gives us that
(57) as-e-lim
(
hn(·) + Γ(·, Ŝg,h)
)
= h(·) + Γ(·,S).
The result now follows by direct application of Proposition 7.30 of [59].
Remark 7. If the optimization problem (10) is infeasible, then we will
have O = ∅ and as-lim supn Ôg,h = ∅, with Ôg,h 6= ∅ only finitely many times.
Remark 8. We can guarantee under the case of additional assumptions
that as-lim supn Ôg,h 6= ∅, with Ôg,h = ∅ only finitely many times. In particu-
lar, it can be shown that this occurs when Assumption 5 holds and O 6= ∅. If
O consists of a single point, then it can also be shown that as-limn Ôg,h = O.
The conclusion “as-lim supn Ôg,h ⊆ O” of the above theorem says all clus-
ter points (i.e., convergent subsequences) as n increases of optimal solutions
to the sample-based FO problem (18) belong to the set of optimal solutions
to the problem (10) that we initially set out to solve using a sample-based
approach. A stronger result is generally not true [59]; however, as mentioned
above it can be shown that if O is singleton then we have as-limn Ôg,h = O.
6. Approximate Independence. Let U ∈ Rp and V ∈ Rd be random
vectors, and consider the quantity
(58) M(U ;V ) = sup
m,q≥1
∥∥E(U⊗mV ⊗q)− E(U⊗m)⊗ E(V ⊗q)∥∥
(m+ q)!
.
We call the quantity M(U ;V ) the mutual majorization of U and V , and the
choice of this name is meant to draw a direct analogy to mutual information.
Proposition 7. The mutual majorization is nonnegative M(U ;V ) ≥ 0,
symmetric M(U ;V ) = M(V ;U), and satisfies M(U ;V ) ≤  if and only if
(59)
∥∥E(U⊗mV ⊗q)− E(U⊗m)⊗ E(V ⊗q)∥∥ ≤  · (m+ q)! for m, q ≥ 1.
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The mutual majorization also characterizes independence in the sense that
for bounded multivariate random variables U and V , we have M(U ;V ) = 0
if and only if U and V are independent.
Proof. The first three claims are obvious from the definition of mutual
majorization, and so we focus on the fourth claim. If U and V are indepen-
dent, then M(U ;V ) = 0 by Theorem 1. To show the converse, we prove its
contrapositive: If U and V are dependent, then M(U ;V ) > 0 since Theorem
1 implies ‖E(U⊗mV ⊗q)− E(U⊗m)⊗ E(V ⊗q)∥∥ > 0 for some m, q ≥ 1.
The implication of this result is that we can use mutual majorization to
quantify approximate independence. We thus define an optimization prob-
lem that chooses an optimal -approximately-fair decision rule by solving
(60) δ∗(x, z) ∈ arg minδ(·,·)
{
R(δ)
∣∣ M(δ(X,Z);Z) ≤ }.
The level-(g, h) FO problem (18) with appropriate choice of ∆m,q is a sta-
tistically well-behaved, sample-based approximation of the above problem.
In order to be able to discuss this, we first define the set
(61) S() = {B ∈ B : M(BΩ;Z) ≤ }
and the solution set
(62) O() = arg min
B
{
R(B · ω(x, z)) ∣∣ B ∈ S()}.
These are respectively the feasible set and solution set of the optimization
problem (60), which chooses an optimal -approximately-fair decision rule
when the underlying distributions are exactly known.
Theorem 5. Let ∆m,q = ·(m+q)!+O(n−1/4) and g = h = O(log log n).
If Assumption 1 holds, then S() is closed. If Assumptions 2 and 3 also hold,
as-limn Ŝg,h = S(). If Assumption 4 also holds, as-lim supn Ôg,h ⊆ O().
Remark 9. The proof is omitted because it is a straightforward mod-
ification of the proofs for Proposition 6 and Theorems 3 and 4. The main
difference in the modified proofs is the use of (59) from Proposition 7.
Remark 10. Recall we already proved Ŝg,h is closed in Proposition 6.
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Table 1
List of Datasets Used in Numerical Experiments
Dataset p n Z Type Task Source
Adult Income 58 32561 Binary Classification [43]
Biodeg 40 1055 Categorical Classification [48]
Communities 96 1994 Continuous Regression [21, 22, 23, 58]
EEG 12 4000 Binary Regression [30]
Energy 8 768 Categorical Classification [71]
German Credit 49 1000 Continuous Classification [43]
Letter 15 20000 Continuous Classification [32]
Music 68 1034 Continuous Regression [81]
Parkinson’s 18 5875 Binary Classification [43]
Pima 7 768 Continuous Classification [65]
Recidivism 6 5278 Binary Classification [1]
SkillCraft 17 3338 Continuous Both [69]
Statlog 35 3486 Binary Classification [43]
Steel 25 1941 Categorical Classification [43]
Taiwan Credit 22 29623 Binary Classification [75]
Wine Quality 11 6497 Binary Both [19]
7. Numerical Experiments. In this section, we implement various
levels of the FO problem (18) for: classification, regression, and decision-
making. (Recall Proposition 3 says that for binary Z, we only need to try
the level-(1, h) FO since level-(g, h) is equivalent to level-(1, h) in this case.)
Classifier accuracy is measured by area-under-the-curve (AUC), which rep-
resents the area under the receiver operator characteristic (ROC) curve for
a given binar classifier. Regression accuracy is measured by mean-squared-
error (MSE), unless indicated otherwise. In all cases, fairness is measured
using disparate impact (1). All results are averaged over 50 iterations, where
70% of the data is used for training and the 30% is used for measuring the
aforementioned metrics (reshuffled every iteration). Unless mentioned ex-
plicitly, all hyperparameters are chosen using 10-fold cross-validation. Un-
less otherwise noted, all experiments were carried out using the Mosek 8
optimization package [51]. We first present classification and regression im-
plementations of FO on a series of datasets from the UC Irvine Machine
Learning Repository [43], the full list of which is in Table 1. Next, we inves-
tigate the sensitivity of FO to various choices of hyperparameters. Finally,
we present a case study on the use of FO to perform fair morphine dosing.
7.1. Comparison Methods. In the following subsections, we compare FO
to three other methods. The methods of [5] and [38] are designed for fair
classification and fair regression, respectively, and are similar to our method
in that they enforce fairness at training time. We also compare FO to the
method of [15], although this takes a pre-processing approach.
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Berk et al. [5]. The method of [5] is one of the few comparable methods
for fair regression. They also take an in-training approach, defining two
regularization terms that enforce fairness. Let Pz = {i ∈ [n] : Zi = z}, and
note #Pz refers to the cardinality of these sets. Given a binary protected
attribute Z, they define a regularizer for group fairness
(63)
(
(#P−1 ·#P+1)−1
∑
i∈P−1
∑
j∈P+1 d(Yi, Yj) · (XTi β −XTj β)
)2
,
for some distance measure d(·, ·). Note that this is similar to the term con-
strained in FO for (m, q) = (1, 1). They also define the following regularizer
for individual fairness:
(64) (#P−1 ·#P1)−1
∑
i∈P−1
∑
j∈P+1 d(Yi, Yj) · (XTi β −XTj β)2.
This term is similar to a term in FO for (m, q) = (1, 2), although not equiva-
lent. It has the benefit of being convex, although the double-summation term
can be computationally prohibitive for large datasets. In our implementa-
tion, we estimate this term from a sub-sample (10%) of the data when this
issue arises. Since the first term is similar to a term arising in FO, we im-
plement it as a constraint instead and require that it is equal to zero, as we
do with the analogous term in FO. Finally, we note that this method can
only accommodate binary-valued protected attributes, so we cannot provide
comparisons to many of the datasets we use for fair regression.
Calmon et al. [15]. This work is comparable to that of [78]. Both of these
works formulate nonparametric optimization problems whose solution yields
a conditional distribution f
X̂,Ŷ |X,Y,Z that then probabilistically transforms
the data. We only compare our method to the approach introduced in [15],
since their formulation directly builds on that of [78].
Given a predefined notion of deviation amongst distributions, this method
minimizes the overall deviation of f
X̂,Ŷ
from fX,Y . In the original work,
the authors chose to minimize 12
∑
x,y |fX̂,Ŷ (x, y) − fX,Y (x, y)|. They also
include constraints on pointwise distortion EXˆ,Yˆ |X,Y [θ((X,Y ), (Xˆ, Yˆ )] for
some user-defined function θ : {Rp × {±1}}2 → R≥0. There are also bounds
on the dependency of the new main label Ŷ on the original protected label
J(f
Ŷ |Z [y|z], fY (y)), where J(a, b) = |ab − 1| is defined to be the probability
ratio measure. Thus, the final formulation is
(65)
min 12
∑
x,y |fX̂,Ŷ (x, y)− fX,Y (x, y)|
s.t. E
X̂,Ŷ |X,Y [θ((X,Y ), (X̂, Ŷ )|x, y] ≤ c, for all x, y
|f
Y
(y)−1f
Ŷ |Z [y|z]− 1| ≤ d, for all y, z
f
X̂,Ŷ |X,Y,Z are all distributions.
26 ASWANI AND OLFAT
Following the procedure used by the authors, we approximate fX,Y,Z with
the empirical distribution of the original data, separated into a pre-selected
number of bins. Note that the resulting optimization problem will have
8(#bins)2p parameters, which can quickly become computationally infea-
sible when the dataset is high-dimensional. To account for this, we again
follow the original work and choose the 3 features most correlated with the
main label Y . Each dimension is split into 8 bins. We choose θ((x′, y′), (x, y))
to be 0 if y = y′ and x = x′, 0.5 if y = y′ and x, x vary by at most one in any
dimension, and 1 otherwise: This is similar to the θ chosen in the original
paper itself. Finally, c and d were set at 0.1 and 0.3, respectively.
Kamishima et al. [38]. Another comparable method is that of [38], which
also aims to enforce fairness at training time. As opposed to our approach
of bounding interaction moments, they instead regularize with a mutual
information term. Also, this method differs from our framework notably in
that it imposes different treatments for different protected classes, violating
the principle of individual fairness; as a result, it is also unable to handle
continuous protected attributes. The authors implement their regularizer in
the context of logistic regression. Let σ be a sigmoid function and gβ[y|x, z] =
yσ(xTβ) + (1− y)(1−σ(xTβ)), and note that the notation βz indicates that
this approach has a different set of coefficients for each possible value of Z.
the authors approximate the mutual information as
(66) n−1
∑n
i=1
∑
y∈{±1} gβZi [y|Xi, Zi] log
P̂ [y|Zi]
P̂ (y)
,
with P̂ [y|z] = (#Pz)−1
∑
i∈Pz gβz [y|Xi, z] and P̂ (y) = 1n
∑n
i=1 gβzi [y|Xi, Zi].
This is then weighted and added to the objective as a regularizer. We in-
clude this method as a comparison to our fair SVM, while noting the core
differences mentioned above. We also note that the logarithmic terms cause
some numerical instability and make it difficult to implement this method
in standard solvers [51]. All experiments for this method were done using
the sequential least squares programming approach of [40], with up to 500
iterations. A weight of 0.1 was used for the fairness regularization term.
7.2. Penalization Formulation of FO Hierarchy. It can be advantageous
from a numerical computation standpoint to solve the FO problem (18)
where some of the constraints are included as a penalty function in the
objective. Specifically, consider the level-(g, h) FO penalty formulation
(67)
min
B∈B
Rn(B · ω(x, z)) +
∑
(m,q)∈I µm,q∆m,q
s.t.
∥∥En(Z⊗m(BΩ)⊗q)− En(Z⊗m)⊗ En((BΩ)⊗q)∥∥ ≤ ∆m,q,
for (m, q) ∈ [g]× [h].
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Table 2
Classifier Comparison of Various Levels of FO to [15] and [38]
SVM FO(1,1) FO(1,2) FO(2,1)
AUC KS AUC KS AUC KS AUC KS
Adult Income 0.894 0.333 0.875 0.232 0.628 0.106 – –
Biodeg 0.917 0.294 0.914 0.236 0.788 0.142 0.911 0.228
Energy 0.528 0.114 0.525 0.113 0.529 0.120 0.525 0.110
German Credit 0.767 0.148 0.761 0.127 0.743 0.119 0.760 0.125
Letter 0.739 0.154 0.738 0.149 0.728 0.141 0.738 0.152
Parkinson’s 0.643 0.157 0.642 0.157 0.617 0.079 – –
Pima 0.821 0.161 0.807 0.136 0.729 0.131 0.807 0.136
Recidivism 0.727 0.286 0.559 0.060 0.577 0.049 – –
SkillCraft 0.878 0.100 0.826 0.060 0.776 0.060 0.827 0.060
Statlog 0.998 0.331 0.992 0.331 0.937 0.216 – –
Steel 0.764 0.127 0.763 0.124 0.757 0.107 0.763 0.118
Taiwan Credit 0.727 0.061 0.729 0.056 0.728 0.056 – –
Wine Quality 0.798 0.273 0.788 0.103 0.778 0.069 – –
FO(3,1) Calmon Kamishima
AUC KS AUC KS AUC KS
Adult Income – – 0.515 0.231 0.862 0.212
Biodeg 0.912 0.238 0.604 0.144 0.884 0.190
Energy 0.525 0.117 0.518 0.114 0.525 0.123
German Credit 0.760 0.125 0.630 0.113 – –
Letter 0.738 0.151 0.648 0.185 – –
Parkinson’s – – 0.530 0.104 0.660 0.217
Pima 0.807 0.136 0.544 0.149 – –
Recidivism – – 0.554 0.080 0.716 0.107
SkillCraft 0.826 0.060 0.625 0.069 0.871 0.083
Statlog – – 0.675 0.163 0.980 0.539
Steel 0.763 0.124 0.553 0.118 0.632 0.154
Taiwan Credit – – 0.745 0.068 0.741 0.072
Wine Quality – – 0.665 0.093 0.794 0.071
where I ⊆ [g] × [h] is a subset of the indices. The numerical benefit of the
penalty formulation is it makes finding an initial feasible point easier since
there is no maximum bound on ∆m,q for (m, q) ∈ I, whereas the original
formulation of FO (18) involves constraints that must be satisfied for a fixed
value of ∆m,q for all (m, q) ∈ [g] × [h] in order to ensure feasibility. For
the problems we consider in this section, the level-(g, 1) formulations are
convex optimization problems and are solved with I = ∅. For the level-(1, 2)
formulations, we use I = {(1, 2)} and use the constrained convex-concave
procedure [66, 72, 76] to solve the optimization problem.
7.3. Fair SVM. We first consider classification problems using a series of
datasets, and formulate various hierarchies of fair SVM using the penaliza-
tion formulation of FO (67) with ∆i,1 = 0 for i = 1, 2, 3 and µ1,2 = 1000. The
results are in Table 2. Since the mutual-information-based method of [38]
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Table 3
Regression Comparison of Various Levels of FO to [5]
OLS FO(1,1) FO(1,2) FO(2,1) FO(3,1)
MSE KS MSE KS MSE KS MSE KS MSE KS
Commun. 0.355 0.414 0.836 0.128 0.897 0.049 0.843 0.107 0.851 0.116
EEG 0.062 0.085 0.069 0.086 0.201 0.080 – – – –
Music 0.876 0.122 0.925 0.062 0.912 0.058 0.932 0.047 0.934 0.061
SkillCraft 0.930 0.025 0.960 0.008 0.960 0.007 0.964 0.007 0.967 0.007
Wine 0.712 0.285 0.734 0.080 0.737 0.065 – – – –
*Note [5] yielded MSE of 0.069 and 0.734, and KS of 0.087 and 0.080 for the EEG and Wine
datasets, respectively. Its formulation does not allow it to be used on the other datasets.
cannot accommodate continuous protected classes, results are not reported
for this method for the associated datasets. We note our method often im-
proves fairness with less cost (in terms of accuracy) than the method of
[15]. This is to be expected, as such pre-processing approaches do not take
into account the downstream task that the transformed data is to be used
for. Our method is also able to match or improve the fairness results of the
mutual information approach. Recall that this method maintains explicitly
different treatments for different protected classes, while ours adheres to the
principle of individual fairness. Given this, it is unsurprising that the method
of [38] can often achieve fairness at a lower cost to accuracy, although our
method even outperforms on this metric for a number of datasets. Further,
this feature of disparate treatments can yield fairness values notably worse
than even a standard SVM. Finally, we note that our level-three interaction
constraints provide only a marginal benefit.
7.4. Fair Regression. We next consider regression problems using an-
other series of datasets, and implement various levels of the FO hierarchy
for regression using the penalization formulation of FO (67) with ∆i,1 = 0
for i = 1, 2, 3 and µ1,2 = 0.1. The results are displayed in Table 3. For the
method of [5], the group fairness term is implemented as a constraint and re-
quired to be equal to 0, while the individual fairness term is left as a penalty
in the objective, also with a weight of 0.1. As the method of [5] is unable to
accommodate non-binary protected attributes, we only provide results for
the appropriate datasets. Again, we note that our method is able to reduce
the bias of a typical regression, often without considerable loss in accuracy.
It again seems that lower levels of the hierarchy are largely sufficient.
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Fig 2: The sensitivity of FO to changes in its hyperparameters. Red lines
indicate the level-(1,1) FO, green lines the level-(2,1) FO, and blue lines the
level-(1,2) FO. Each line represents the evolution of accuracy and fairness
for ∆1,1 ∈ {0, 0.05, 0.1, 0.2}. Note that Figure 2c reflects an instance of fair
regression, and so accuracy is measure via mean-squared error.
7.5. Hyperparameter Sensitivity. We next explore the sensitivity of FO
to the hyperparameters. Fig. 2 shows results for a selection of the datasets.
Red lines are results of the level-(1,1) FO, green lines with the level-(2,1) FO,
and blue lines with the level-(1,2) FO. Each line plots the average accuracy
and fairness over 50 runs of the associated FO for ∆1,1 ∈ {0.0, 0.05, 0.1, 0.2},
and ∆2,1 and µ1,2 indicated, as appropriate, in the legend. There is gener-
ally a negative tradeoff between fairness and accuracy as a function of ∆1,1,
but higher levels of the FO hierarchy can flout this tradeoff: In all of the
examples shown, it is possible to uniformly outperform the level-(1,1) FO
in terms of both accuracy and fairness with higher levels of the hierarchy.
This suggests fairness is not purely a detriment to predictive strength, and
implies that loosely-enforced higher-order moment constraints can act as
regularizers that protect against overfitting. The Pima Diabetes dataset in
Fig. 2b is relatively small, which may explain the large benefit of fairness
constraints as regularizers for that dataset; it is easier to overfit with a small
dataset, and the enforcement of exogenously-available information (like in-
dependence of Y from Z) through regularization can provide a big benefit.
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Fig 3: The sensitivity of FO with single parameter tuning. Red lines indicate
the level-(1,1) FO, green lines the level-(2,1) FO, and blue lines the level-
(1,2) FO. Each line represents the evolution of accuracy and fairness as the
value of µ changes. Note that Figure 3c reflects an instance of fair regression,
and so accuracy is measure via mean-squared error.
7.6. Single Parameter Tuning. One of the obvious questions with using
the FO hierarchy is how to choose the tuning parameters. The theory associ-
ated with Theorems 3, 4, and 5 implies that in practice an FO problem with
a small level-(g, h) should be used since g and h are required to grow very
slowly at a double-logarithmic rate. Even if we derived faster bounds for
these theorems that are based on α, these terms could grow no faster than
a sub-logarithmic rate. Thus from a practical standpoint, the more relevant
question is how to tune the ∆m,q, and potentially µm,q for (m, q) ∈ I, hyper-
parameters. Towards this end, Theorem 5 suggests one possible approach.
For a level-(g, h) FO, consider the penalty formulation variant given by
(68)
min
B∈B
Rn(B · ω(x, z)) + µ · 
s.t.
∥∥En(Z⊗m(BΩ)⊗q)− En(Z⊗m)⊗ En((BΩ)⊗q)∥∥ ≤  · (m+ q)!,
for (m, q) ∈ [g]× [h].
This formulation has just one tuning parameter µ. A sensitivity analysis
with respect to this parameter is shown in Fig. 3.
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7.7. Case Study: Morphine Dosing. Opioid overdoses, including from il-
licit heroine and synthetic fentanyl, have become the leading cause of death
in Americans under 50 [63]. Today, Americans comprise 4.6% of the global
population, but 51.2% of global morphine usage. So there has been much
recent interest in regulated and disciplined methods for dosing [47]. At the
same time, recent reports have indicated that women and low-income pa-
tients are more likely to be under-diagnosed for pain or made to wait longer
for a diagnosis [8, 25]. Thus, we seek to employ FO in order to train an in-
dividualized dosing policy that adapts to each patient’s measurements and
status, but can be made certifiably fair with regards to protected labels.
We extracted data for 7156 morphine prescriptions made to 4612 unique
patients extracted from the publicly-available Multiparameter Intelligent
Monitoring in Intensive Care (MIMIC III) database [62]. For each patient,
we collected age (at the time of prescription), heart rate, breath rate, blood
pressure (both systolic and diastolic), weight and temperature. In all cases,
measurements are the latest possible within 48 hours of prescription. We also
collect, as categorical variables, admission type (ER, urgent care or other),
service type (surgery or medical), ethnicity (black, white or other), gender
(male or female) and insurance type (private or governmental). We also note
the presence of embolism or obesity amongst the diagnoses of the patients at
admission. We exclude all patients who are not prescribed Morphine Sulfate
to be taken intravenously, and all patients for whom the appropriate mea-
surements were not available. Since there are medical justifications for the
consideration of gender and ethnicity in opioid dosing, we decide to instead
consider insurance type as our protected variable in this analysis. To be-
gin, we conduct a standard linear regression to determine if insurance type
does currently play a role in, or is at least highly correlated with, morphine
dosage, conditional on all other variables considered. The results found that
insurance type had a large magnitude coefficient with p < 0.001, which pro-
vides some statistical evidence that insurance type is correlated to dosing
even after adjusting for the other predictor variables.
One possible risk function for dosing is analogous to the newsvendor prob-
lem from the operations research community, where supply must be chosen
beforehand to meet random demand and undersupply/oversupply are penal-
ized differently. Recent work formulated a data-driven newsvendor model,
where demand is predicted via a quantile regression problem [61]. Similarly,
we can treat dosage as a matter of supply, with demand being the amount of
medication that a specific patient needs. In our case, we impose a linearly in-
creasing cost to both under-prescription and over-prescription, with the cost
to over-prescription increasing half as quickly as that of under-prescription.
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Fig 4: The accuracy vs. disparate impact of the learned dosage rule under
varying orders of FO and for different hyper-parameters. In Figure 4a, the
red curve reflects the level-(1,1) FO, while the blue curves reflect the level-
(1,2) FO for the µ1,2 parameters indicated. All curves represent ∆1,1 ∈
{0, 0.05, 0.1, 0.2}. The curve in Figure 4b reflects the Pareto optimal curve,
showing the lowest loss achievable for all levels of disparate impact.
This reflects the short-term nature of the risks of under-prescription, and
the long-term nature of the risks of over-prescription. Given the features de-
scribed above (excluding insurance payer), we then formulate varying levels
of our FO to solve the quantile regression problem that specifies dosing.
The results of our analysis are displayed in Fig. 4 and Fig 5. In Fig. 4, the
tradeoff between risk and fairness is displayed, as well as the range of best
possible dosage rules. In Fig. 4a, the solid red curve represents results from
the level-(1,1) FO with ∆1,1 ∈ {0, 0.05, 0.1, 0.2}, and each broken blue curve
represents results from the level-(1,2) FO with ∆1,1 ∈ {0, 0.05, 0.1, 0.2} and
µ1,2 as indicated in the legend. As also visible from Fig. 4b, we note that
decreased disparate impact comes at the cost of increasing risk, and that
this marginal cost increases as more fairness is demanded. We also note that
the level-(1,2) FO can achieve better fairness results than the level-(1,1)
FO, for proper choice of hyperparameters. Furthermore, the level-(1,2) FO
can even achieve better accuracy results than the level-(1,1) FO, albeit only
slightly. We attribute this to a possible regularization affect that the fairness
constraints can have, preventing overfitting to uninformative elements in the
data that have a dependence on the protected attribute. Visual evidence
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Fig 5: The distributions of morphine dosage, conditional on insurance
type, for varying levels of FO. Figure 5a reflects a standard quantile re-
gression with no fairness constraints. Figure 5b reflects the level-(1,1) FO
with ∆1,1 = 0, and Figure 5c with ∆1,1 = 0 and µ1,2 = 10. Histograms are
generated by running each method five times over random training-testing
splits of the data, and compiling results. We can see that increasing orders
of FO can yield more similar distributions. Note that all negative dosage
recommendations from the respective models are replaced with zero.
of the reduction in disparate impact is shown in Fig. 5, which presents
the difference in the distribution of dosage levels across insurance types for
standard Quantile Regression (QR), the level-(1,1) FO and the level-(1,2)
FO. There is a clear disparity between the distributions in Fig. 5a, but this
difference is significantly reduced in Fig. 5b and even more so in Fig. 5c.
8. Conclusion. We proposed an optimization hierarchy for fair statisti-
cal decision problems, which provides a systematic approach to fair versions
of hypothesis testing, decision-making, estimation, regression, and classifi-
cation. We proved that higher levels of this hierarchy asymptotically impose
independence between the output of the decision rule and the protected
variable as a constraint in corresponding statistical decision problems. We
demonstrated numerical effectiveness of our hierarchy using several data
sets. An important question that remains to be answered is how to tune
the hyperparameters in our hierarchy. Our theoretical results provide some
guidance on how to choose the level of the hierarchy and how to reduce the
number of tuning parameters to just one. However, further theoretical and
empirical study is needed to better understand the tuning process.
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