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Abstract 
Hybrid large-eddy type simulations for chevron nozzle jet flows are performed at Mach 0.9 and Re ~ 106. Implicit or numerical large-
eddy simulation (ILES or NLES) is employed, namely omitting explicit subgrid scale models. A Reynolds-averaged Navier-Stokes 
(RANS) solution is blended into the near wall region. This makes an overall hybrid LES-RANS approach. A Hamilton–Jacobi equation is 
applied to remove the disparate turbulence length scales implied by hybridization. Computations are contrasted for a baseline round 
nozzle and a highly bended chevron nozzle. The chevron effects are studied by comparing both nozzles using the same mesh resolution 
and flow conditions. Through the use of RANS simulations the state of the incoming boundary layer from the measurements is explored 
and the extent of any laminarization. Noise predictions are made using a permeable surface Ffowcs Williams – Hawkings (FWH) method 
based on the near field LES data. Results are compared with the NASA SHJAR measurement data. Parallel aspects of the flow solver are 
also explored including an improved data packaging/sending mechanism using scheduling. 
© 2013 The Authors. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Hunan University 
and National Supercomputing Center in Changsha (NSCC). 
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Nomenclature 
a speed of sound 
A Jacobian, A=∂F/∂Q 
d Modified wall distance 
F flux vectors 
nj normal vector’s j-th component 
p’ pressure fluctuation, acoustic pressure 
Q vector of primitive variables 
t physical time 
T temperature 
x Cartesian coordinates 
Greek symbols 
İ small number 
Subscripts 
 ambient condition 
j nozzle exit condition 
L, R left and right of the common interface of two control volumes 
n Outward normal direction 
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1. Introduction 
Noise reduction nozzles are of great interests to the aerospace industry, such as the serrated (or chevron) nozzle (see 
Bridges & Brown 2004). The potential of chevron nozzles (or serration) is promising. As shown in the experiments (Saiyed 
1997, Saiyed et al. 2000), chevron modification to the round nozzle can bring as much as 3 dB reduction in peak noise 
during take-off with less than 0.5% thrust loss during cruise. For high frequencies and large angles to the jet, the use of 
chevrons may also lead to about to 2 dB noise increase. This naturally leads to the chevron design optimistion problem in 
which eddy resolving numerical simulations and acoustic modeling techniques for jet noise prediction play an important 
potential role. 
Large eddy simulation (LES) owes its current status to recent tremendous advances in affordable computing power. 
Directly resolving the jet turbulent field in both space and time serves as an essential stage for predicting the far-field sound. 
Despite a number of debatable issues (Bodony and Lele 2008), LES remains the promising platform for jet noise prediction. 
In general, it is found that there is hardly any clear advantage of using explicit SGS, and quite often implicit (or numerical) 
LES can be successfully applied (such as: Shur et al. 2003, 2005; Bogey and Bailly 2005; Uzun and Hussuni 2009; Xia et al. 
2009, Xia and Tucker 2011). When an adverse pressure gradient is present at the nozzle wall boundary, a laminar type 
boundary velocity profile is prone to separate non-physically, dramatically altering the subsequent downstream jet 
development. Naturally, unless fully resolved, the boundary layer needs some kind of treatment, where RANS seems highly 
suitable among many other options. The hybrid LES-RANS approach (Tucker 2003, 2004) with a Hamilton-Jacobi equation 
blending the RANS and LES zones has recently been successfully applied to chevron jets (Xia et al. 2009), and is again 
applied in the present study. 
The current paper also employs a permeable surface Ffowcs-Williams Hawkings (FWH) approach to compute far-field 
sound using the data collected on the FWH surface located in the near field. For validation purposes, the chevron data from 
the NASA Small Hot Jet Acoustic Rig (SHJAR) experiment of Bridges and Brown (2004) is used. Both the baseline round 
nozzle and the SMC006 nozzle with a large penetration angle into the flow 18.2° are our focus. The latter is a six-chevron 
nozzle (see Fig. 1). Both cases are at high subsonic Mach number Uj / a=0.9. The isothermal flow condition is defined by 
the temperature ratio Tj / T = 0.84. Based on the jet exit diameter Dj and jet exit velocity Uj the Reynolds number is about 
1.03×106. 
 
(a)  (b)  
Fig. 1. NASA Glenn’s SMC nozzle series. The baseline round nozzle SMC000 (a), and the high penetration chevron nozzle SMC006 (b). 
 
2. Methodology for numerical simulation 
2.1. Hybrid LES-RANS 
The Favre-average/filtered compressible Navier–Stokes equations for ideal gases are solved with a finite volume in-
house solver. In the near wall regions the Spalart-Allmaras RANS model is applied. The wall distance is efficiently 
computed using a level set type approach (Tucker 2004, Xia and Tucker 2010, 2011). Based on the modified wall distance, 
the RANS and LES regions are defined and blended by a Hamilton-Jacobi equation: 
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where dc is the RANS cut-off distance. The above equation is solved as an auxiliary equation to the main ﬂow equations, 
which reduces the cost of a crude search for the nearest wall distance. This formula essentially leads to 0~ =d  in the off wall 
LES region, where the production of eddy viscosity is therefore also zero. No additional subgrid scale modeling is used. The 
smooth transition of the eddy viscosity ﬁeld between the RANS and LES zones seems more reasonable and helps maintain 
good numerical stability. 
 
2.2. Spatial and temporal discretization 
For the inviscid flux at a control volume common face, the MUSCL scheme with a modified Roe’s scheme is used to 
limit the excessive amount of dissipation due to upwinding: 
 ( ) ( )1 1
2 2L R R L
ε= + − −F F F A Q Q  (2) 
where Q and F are the conservative and flux vectors respectively, and the smoothly varying parameter 0.1< İ < 1 is defined 
similarly to Xia et al. (2009). Similar techniques have also been successfully explored by Bui (1999), Mary and Sagaut 
(2002) and Ciardi et al. (2005). 
Dual-time advancing is employed with the outer physical time discretized by a three-level backward Euler scheme. This 
leads to second-order temporal accuracy. The inner pseudo time is advanced by a three-stage Runge-Kutta scheme. As the 
outer time is discretized implicitly, relatively larger physical time steps are allowed. 
2.3. Far-field Sound Extrapolation 
The surface integral, based on the Ffowcs Williams-Hawkings (1969) equation, is computed. This yields the far-field 
acoustic pressure fluctuation ( , )p t′ x . Since the noise source is inside the surface (if the surface is large enough and far 
enough from the jet exit region), a simplification can be made by omitting the volume quadrupole integral. This, as 
suggested by Shur et al. (2003) and Tucker (2004), saves substantial data storage. The permeable surface integral 
formulation of Francescantonio (1997) is as follows, 
 ( )24 ( , ) , and .j j n j j nS S Sx xp t LdS LdS u dS L p n u ua t tπ ρ ρ
∞
∂ ∂ª º ª º ª º′ ′= + + = +¬ ¼ ¬ ¼ ¬ ¼∂ ∂³ ³ ³x x x x  (3) 
In the above, x defines the observer position, a∞ stands for the ambient speed of sound and S is the FW-H surface. The 
quantities in the square brackets are computed at “retarded” times. Also, nj is the component of the unit outward normal 
vector on the surface, and uj is the velocity component. Surface data is stored while the simulation is performed ready for 
later post processing. This gives flexibility, avoiding re-running the whole simulation if anything needs to be changed in the 
post-processing process. 
3. Results and discussion 
3.1. Computational overview 
The flow conditions studied here and by Bridges and Brown (2004) were originally defined in Tanna (1977) as Test 
Point 7 with an acoustic Mach number at the jet exit Maac = Uj / a = 0.9 and a temperature ratio Tj / T = 0.84. The ambient 
conditions are p = 0.97×105 Pa and T = 280.2 K. Based on the nozzle exit diameter Dj and jet exit velocity Uj the 
Reynolds number is 1.03×106. 
A total number of 20 million grid points are used for both cases. A singularity treatment is needed for the jet centerline (x 
axis) thus avoiding clustering polar points or polar lines. Previous studies show that the flow appears to be strongly non-
parallel with high values of mean radial velocity in the near nozzle region. The current grid features doubled azimuthal grid 
points (240 in total) and faster radial spreading, with lip line radius doubled from x = 0 to 1.5Dj, followed by a slower 
spreading. Other adjustments have also been made, such as reducing the LES domain size (non-reflective BCs and “sponge” 
zones seem to work well), slightly reducing grid points in axial and radial direction to make the grid cell more isotropic for 
x > 1.5Dj. The wall units near the nozzle exit boundary are controlled such that ǻr+  2.5, ǻx+  300 and ǻ(rș)+  30. 
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Physical time step is set to be 1.7×10−7s corresponding to 1000 time steps per flow through time. To reach a fully developed 
jet 100 thousand physical time steps (i.e. 100 flow-through time) are normally needed and another 100 thousand are further 
advanced to obtain turbulent statistics. For higher order statistics, such as the two-point spatial-time cross correlations, it is 
found 300 thousand steps are required. 
 
Table 1. Nozzle parameters 
Nozzle Number of chevrons Tip-to-tip distance 
(or diameter), mm 
Penetration angle (degree)
SMC000 0 50.8 0 
SMC006 6 42.9 18.2 
 
Table 2. Flow conditions for cold jets, Test Point 7 of Tanna (1977) 
P 97000 Pa 
T 280.2 K 
Uj / a 0.90 
Tj / T 0.84 
 
3.2. Mean flow and Reynolds stresses 
Both time and azimuthal averages are applied to obtain mean quantities. Since the nozzle itself is azimuthally periodic, 
periodic (or ensemble) average in the azimuthal direction and a full circumferential average can be further applied. 
Figure 2 compares the centerline mean axial velocity and normal Reynolds stress. For the centerline mean velocity decay, 
differences of numerical predictions and measurements are within 1 2%. For the centerline normal Reynolds stress, the 
simulations are, on average, within 5% of the measurements. There is a small amount of oscillation in at 0< x / Dj <1. 
However, the level of the oscillation is lower than the experimental value, suggesting further consistency checks are needed. 
For a baseline round jet, the potential core is normally around 6  7Dj. This can often be verified by the location where the 
centerline velocity starts to decay and the Reynolds stress peaks. For the current SMC006 nozzle, the potential core is 
notably shortened, about 5  6Dj, which is considerably shorter than SMC000. This again can be interpreted as the result of 
the enhanced mixing dispersing the momentum of the core jet stream. 
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Fig. 2. Comparison of centerline mean axial velocity and Reynolds stresses. Solid line: this study; Symbols: experiment data. 
The half jet width reveals the geometric development of the jet shear layer. It is defined as the distance measured from 
the centerline of the jet where the local mean velocity is equal to half of the local centerline or maximum mean velocity. Fig. 
3 compares half jet width at the tip and notch cut planes. Encouraging agreement between the present LES and the 
measurement is obtained. As shown in the plot, one can only distinguish the tip profile and notch profile for 0 < x/Dj < 6. 
U / Uj 
jUuu /)''( 2/1
U / Uj 
jUuu /)''( 2/1
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Strong serration effect takes place within the first 5 jet diameters. Towards the end of potential core and further downstream, 
the jet tends to be statistically axisymmetric. 
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Fig. 3. Comparison of the jet spreading rate of nozzle SMC006 using the half jet width. Dashed line for linear spreading rate at: 0.107x. 
3.3. Two-point velocity correlation 
Fig. 4a compares the predicted and measured (Bridges & Wernet, 2003) two-point velocity correlation curves for the round 
nozzle SMC000 at x0=16Dj and y0=0. The two-point velocity correlation is defined as 
 ),,('),,('
),,('),,('
0000
0000
11 tyxutyxu
tyyxxutyxuR τ+Δ+Δ+=  (4) 
The correlation curves show encouraging agreement with the measurements. Fig. 4b shows the spatially separated and 
temporally delayed R11 for SMC006. This can help understand differences in integral scales and eddy convection speed. The 
reference probing point is fixed at x/Dj = 2. All correlations are normalized by the auto-correlation of each signal at zero 
time delay. 
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Fig. 4. Two-point correlations R11. (a) SMC000, at x0=16D, y0=0 with no time delay. Solid line: this study; Dash-dot: experiment data. (b) SMC006, at 
x0=2Dj, y0=0.5Dj. Solid line: different spatial separation; Dashed line: auto-correlation at (x0, y0) 
3.4. Far-field sound 
Pressure fluctuation p’ is plotted in Fig. 5 to visualize the sound dilatation on x-y and y-z cut planes at z = 0 and x = 
5.5Dj, respectively. The inner region, usually indicating the pseudo sound, is overlaid by vorticity contours. The FW-H 
integral from the far-field sound postprocessor calculates the overall sound pressure level (dB). 
The root-mean-square pressure fluctuation is obtained from the FWH integrated far-field pressure perturbation p’ in the 
time domain. To further examine the effects of SMC006’s stronger penetration, Fig. 6 compares the difference of sound 
pressure level: ǻOSPL = SPLSMC006 – SPLSMC001 obtained from the current predictions and the measurements. The predicted 
noise level agrees favourably with the measurement. More importantly, our numerical study shows the similar trend 
ǻy / Dj t Dj / Uj × 106, time delay 
ǻx / Dj = 0.1
0.3
0.6
1.1 1.8
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observed in the experiments. For example, at lower (or downstream) polar angles chevrons tend to reduce the noise 
dramatically. However, at higher angles they increase the noise slightly. 
 
 
(a)         (b)    
Fig. 5. SMC006’s near field instantaneous pressure fluctuation plotted on x-y cut plane at z=0 and y-z cut plane at x=5.5Dj 
 
 
Fig. 6. Overall sound pressure level due to chevron effects. Solid line: present prediction; Symbol: experiment data. 
4. Flow solver’s parallel aspects 
The parallelism of the in-house code used in this study is based on the use of the graph partitioning algorithm outlined in 
LaSalle and Karypis (2013). The aim is to achieve minimum communication between different partitions as well as load 
balance, i.e. mesh cells/points are equally distributed. The parallelism is implemented using Message Passing Interface 
(MPI). Due to the limited capacity of the interconnect between different computing nodes in a HPC cluster, scheduling the 
message passing become important. MPI has its own non-blocking mechanism to schedule these messages at a lower level. 
However, it is found in our study that scheduling at flow solver level can even improve the parallel efficiency by at least 
10%. An exhaustive searching table needs to be constructed for each partition’s communication list first. Then scheduling 
procedure tries to seek a schedule to ensure the number of non-overlapping message passing rounds is at its minimum. 
Scalability tests results are shown in Figs 7 and 8. For strong scalability, the mesh size is fixed at 20 million and the 
number of CPU cores varies. Two PRACE (Partnership For Advanced Computing in Europe) HPC systems are used. Both 
show encouraging performances from the flow solver. They also suggest that there is still enough space for further 
improvement, especially on the CURIE (FN) system the margin between ideal and actual is still large when using more 512 
cores. 
For the weak scalability, the mesh size is varying accordingly with the specified CPU cores. The used mesh size is 
between 5 to 50 million cells. The performance in Fig. 8 shows an excellent match of the actual and ideal weak scalability. 
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(a)       (b)  
Fig. 7. Strong scalability on the PRACE supercomputers. (a) HERMIT 64 to 512 CPU cores; (b) CURIE (FN) 128 to 512 CPU cores. 
 
 
Fig. 8. Weak scalability on the PRACE supercomputer CURIE (FN) 64 to 512 CPU cores. 
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