In this paper we present a conditional principle of Gibbs type for independent nonidentically distributed random vectors. We obtain this result by performing Edgeworth expansions for densities of sums of independent random vectors.
Introduction

Context and scope
Let (X j ) j≥1 be a sequence of independent, not necessarily identically distributed (i.d.), random vectors (r.v.) valued in R d , d ≥ 1. Let (k n ) n≥1 be a sequence of integers with 1 ≤ k n < n, for all n ≥ 1. We write k instead of k n . We assume that the (X j ) have a common support S X . For a ∈ S X and n ≥ 1, let Q nak be a regular version of the conditional distribution of X k 1 := (X 1 , ..., X k ) given {S 1,n = na}, where S 1,n := n j=1 X j . Such a version exists since R d is a Polish space (see (Stroock, 1994) ). In this paper, we study the asymptotic behaviour (as n → ∞) of Q nak .
This question is closely related to the well-known Gibbs Conditioning Principle (GCP) (see (Stroock and Zeitouni, 19 which states that when the r.v.'s are independent and identically distributed (i.i.d.) and valued in any Polish space, the distribution of X k 1 given 1 n n j=1 f (X j ) = a , where f is a measurable real function, converges weakly to some limit distribution. Let P X be the common law of the (X j ). Denote by B R d the Borel σ-algebra of R d . Then, under suitable conditions, the GCP asserts that for fixed k, we have for any B ∈ B R d k and a = E P X [f ], Then γ a is absolutely continuous (a.c.) with respect to (w.r.t.) P X , with dγ a dP X (x) = exp(θ a f (x)) Φ f (θ a ) .
( 1.3)
The GCP extends to the case where k −→ ∞ as n −→ ∞, provided that k = o(n). (See (Dembo and Zeitouni, 1996) ). It has an interpretation in Statistical Mechanics, since it describes the distribution of a typical small subset in a system composed of a very large number n of particles, under a constraint of averaged energy. The classical approach to obtain statements of the form (1.1) is to interpret the event A(a, δ) in terms of the empirical distribution and to use Sanov's large deviations theorem (see Section 7.3. in (Dembo and Zeitouni, 1993) ). However, this method uses the exchangeability of the (X j ) under the conditioning event, which does not hold anymore when the r.v.'s are not i.d..
In this paper, we consider the conditioning point approach of (Diaconis and Freedman, 1988) . Instead of enlarging the conditioning event as in (1.1), this approach uses that, when all the X j 's are a.c. w.r.t the Lebesgue measure on R d , Q nak may be defined by a conditional density (see Fact 2 below). We prove that this method can be applied to r.v.'s which are not i.d. More precsisely, we generalize Theorem 1.6 in (Diaconis and Freedman, 1988) , which holds, when k = o(n), for a sequence of i.i.d. r.v.'s valued in R (d = 1). We extend it to a sequence of independent non i.d. r.v.'s. valued in R d with d ≥ 1. We obtain that Q nak is asymptotically approximated in total variation distance, by the product of k probability measures (γ a j,n ) 1≤j≤k described as follows. For any j ≥ 1, let Φ j (·) := R d exp ·, x dP X j (x) be the moment generating function (mgf) of X j . Then, for any n ≥ 1 and 1 ≤ j ≤ k, γ a j,n is a.c. w.r.t. P j := P X j , with dγ a j,n dP j (x) = exp θ a n , x Φ j (θ a n )
,
where for any n ≥ 1, θ a n ∈ R d is a solution of the equation 1 n n j=1 ∇ log Φ j (θ) = a.
(1.5)
Although our conditioning event is less general than in the GCP, our result still has a Statistical Mechanics interpretation, as explained in the conclusion of Section 2. After some preliminary results in Section 3, we precise our assumptions in Section 4. Then, we state and prove our main theorem in Section 5, while some technical lemmas are deferred to the Appendix.
Notations and elementary Facts
All the densities considered are w.r.t. the Lebesgue measure on R d . For any r.v. X, we denote by P X its distribution and by p X its density if it exists. When X = X j , set P j := P X j and p j := p X j .
Definition 1. Let X be a r.v. valued in R d , d ≥ 1. Denote by Φ X its mgf. Let Θ X := θ ∈ R d : Φ X (θ) < ∞ . For any θ ∈ Θ X , denote by X θ a random vector having the tilted density, defined by
Fact 1. For any θ ∈ Θ X , the mean of the r.v. X θ is equal to the gradient of κ at θ. Thus,
The covariance matrix of X θ is equal to the Hessian matrix of κ at θ. Thus, for for any
. We will prove in Section 2.1 that, for a suitable choice of a, the equation (1.5) has a unique solution denoted by θ a n . The r.v. having the associated tilted density will be denote simply by X, which means that θ a n is implicit. We will denote X j := X θ a n j ; P j := P θ a n j ; p j := p θ a n j .
Let U and V be r.v.'s having respective densities p U and p V and a joint density denoted by p (U,V ) . Then, there exists a conditional density of U given V , denoted as follows.
Fact 2. Let (X j ) j≥1 be a sequence of independent r.v.'s valued in R d , d ≥ 1. For any n ≥ 1, let J n be a subset of {1, ..., n} such that α n := |J n | < n. Let L n be the complement of J n in {1, ..., n}. Set S Ln := j∈Ln X j . Then, there exists a conditional density of (X j ) j∈Jn given S 1,n , defined by
Proof. For any measurable function φ :
(1.10)
Then, we apply the change of variables formula with the diffeomorphism of class C 1 defined by
We obtain thus that the joint density of (X j ) j∈Jn and S 1,n is the numerator of (1.9).
Statistical Mechanics setting
In this Section, we recall the foundations of Statistical Mechanics as developed in (Khinchin, 1949) .
The Phase Space
Let G be a mechanical system with s degrees of freedom. The state of G is described by values of its 2s dynamical variables denoted by q 1 , ...q s ; p 1 , ...p s . In other words, there is a one-to-one correspondence which associates to each possible state of G, a point of an Euclidian space Γ, whose coordinates are the values of (q i , p i ) 1≤i≤s . Γ is called the phase space of G. During any interval of time ∆t, each point P ∈ Γ describes a curve corresponding to some successive changes of states of G during ∆t. Thus, the whole space Γ is transformed into itself during ∆t. This motion of Γ is called its natural motion. A subset M of Γ which is stable under the natural motion is called an invariant part of Γ. From point of view of physics, the most important function on Γ is the total energy of G, denoted by
Assume that G is an isolated system. Then, by the law of conservation of energy, the function E has a constant value. Consequently, for any constant a, the set
is an invariant part of Γ and is called a surface of constant energy. We can assume that E is positive over Γ. Set
is a monotone function which increases from 0 to ∞ as x varies between the same limits. Then, we have the following lemma.
4)
where dV and dΣ are the volume elements of Γ and of Σ x .
Let M be a measurable subset of Σ x . Then in the natural motion of Γ, M is transformed into a set
We are deprived of important mathematical tools without this invariance. Therefore, we consider another measure of any set M contained in Σ x as follows. At each point of M , draw the outward normal to Σ x to its intersection with the infinitely near surface Σ x+dx . Denote by D the bounded part of Γ which is filled by these normal vectors. Then set
This volume is clearly invariant with respect to the natural motion. Its ratio to ∆x and the limit of this ratio as ∆x → 0 are also invariant. Now, by Lemma 1, this limits is
Therefore, we obtain an invariant measure on subsets of Σ x by considering the measure M defined by
Definition 2. The measure Ω(x) of the whole surface Σ x is
Assume that for all P , f (P ) = 1 in Lemma 1. Then we obtain that
The function Ω(·) determines the most important features of the mechanical structure of G and is therefore called the structure function of G.
Definition 3. We denote by x 1 , ..., x 2s the dynamical ccordinates of a point of Γ, where the order of numeration is irrelevant. Assume that the energy E = E(x 1 , ..., x 2s ) can be written as
We say that the set {x 1 , ..., x 2s } is decomposed in two components, that is {x 1 , ..., x 2s } = {x 1 , ..., x r } {x r+1 , ..., x 2s } , (2.11)
which we write
A component defined in this sense does not necessarily coincide with a separate physical subsystem of G. The isolated character of such components is of a purely energy nature.
Each component, being a subset of dynamical coordinates, has its own phase space. With obvious
Let Ω, Ω 1 and Ω 2 be the respective structure functions of G, G 1 and G 2 . Then we prove that
We deduce readily that if
In order to be able to split G = G 1 G 2 in two components in this sense, we need to neglect the mixed terms of energy interactions which would involve variables from both G 1 and G 2 .
Reduction to Probability Theory
We shall now consider the dynamical variables (x 1 , ..., x 2s ) as a random vector X = (X 1 , ..., X 2s ). We still assume that G is an isolated system, so that the natural motion of Γ is limited within Σ na and the support of X is contained in Σ na . We assume that the distribution law of X is given by
Assume that G is divided into two components G (1) and G (2) . Therefore, we can write X = (X (1) ; X (2) ) with X (1) = (X 1 , ..., X r ) and X (2) = (X r+1 , ..., X 2s ). Then, we can prove that for any subset M 1 contained in Γ 1 ,
Consequently, the distribution law of X (1) is absolutely continuous w.r.t the Lebesgue measure with density given by
We can then deduce that the random variable E 1 is absolutely continuous w.r.t the Lebesgue measure with density given by
Let Ψ(·) be the Laplace transform of the function Ω(·), called the partition function of G. We assume that for any α > 0,
Then, we have the following facts.
Fact 3. For any constant c > 0, there exist a unique solution β a n > 0 to the equation of unknown α
Fact 4. The partition function of a system G is equal to the product of the partition functions of its components.
We introduce now the family (U α ) α>0 of distribution laws conjugate with the system G, defined by
and
is the probability density of a random variable X α , since
Furthermore, we have the following Fact 5. For any α > 0,
Gibbs Measure
We intend to evaluate the energy E 1 of a given component G (1) of G. However, we can not approximate directly the structure functions which appear in (2.19). Instead, we will be able to approximate the U α 's, since they are densities. In that purpose, we assume that G is divided into a large number n of components and that G (1) is a collection of some of them, that is
We still assume that G is an isolated system, so that its energy has some constant value denoted by na, where a is the average energy of g 1 , ..., g n .
) be the family of distribution laws conjugate with G (1) (resp. G (2) ). Using that Ω(x) = Ψ(α) exp(αx)U α (x), we readily get that for any α > 0,
The objective is now to evaluate U α 2 (na − x) and U α (na). We can prove the following fact.
where for all 1 ≤ j ≤ n, the (u α j ) α>0 are the distribution laws conjugate with g j .
In other words, for any α > 0, one can interpret U α (·) as the density of a sum of independent random variables X α j , which are not necessarily identically distributed. The Theory of Probability provides then an asymptotic approximation of U α (·). More precisely, we may apply the following Central Limit Theorem.
Theorem 1. Consider a sequence of independent random variables (X j ) j≥1 with probability densities
Let (a j ) j≥1 be the sequence of expectations of the X j 's and for 2 ≤ ℓ ≤ 5, let (a ℓ j ) j≥1 be the sequence of their centered absolute moments of order ℓ. Assume that
(2) There exist 0 < α < β a n such that inf j≥1 a 2 j > α and sup
(3) There exist positive constants λ and τ such that in the region |t| ≤ τ , sup
(4) For any 0 < c 1 < c 2 , there exists ρ = ρ(c 1 , c 2 ) < 1 such that for any t ∈ (c 1 , c 2 ), sup
where
Recall that (U α ) α>0 is the family of distribution laws conjugate with G, which is composed of n components. We will write U α , the number n being omitted. We assume that for any α > 0, for very large n, the densities (U α i ) 1≤i≤n satisfy the assumptions (1), (2), (3), (4). This essentially means that the components (g i ) are of a small number of different kinds, which is a reasonable assumption.
Applying Theorem 1, we obtain that for any α > 0, (2.29) holds for U α , with A n = E[ X α ] and B n = V ar( X α ). We get from Fact 5 that A n = − d dα log Φ(α). Then, (2.21) implies that there exists a unique β a n > 0 such that
We deduce that
We assume that the number k of components of G (1) satisfies that k = o(n). Therefore, n − k ∼ n and we may appply Theorem 1 to U β a n 2 to obtain that
V ar( X β a n j ). The assumptions of Theorem 1 imply that B n and B k+1,n are respectively of order n and n − k, and are therefore of the same order since k = o(n). Consequently, for any x > 0,
However, if we only consider those x such that
Therefore, writing (2.27) for α = β a n , we get that for
Thus, when x belongs to an interval of wide radius (equal to n 1/2 ), the density of E 1 is approximated by U β a n 1 (x), which is the density of a Gibbs measure. One can interpret (2.37) as follows. G is an isolated system divided in two components : a small one, G (1) , immersed in a large heat bath G (2) . G (1) and G (2) interact only by exchanges of energy and their temperatures are equal to the same value T when thermal equilibrium is reached. Then, the distribution of energy in G (1) and in any small component of G is given by (2.37), and the parameter β a n , usually called an inverse temperature, is equal to
Conclusion
We have the following analogies between the mathematical point of view and the statistical mechanics one.
n ←→ β a n Notice that, although the energies (e i ) of the components (g i ) are the analogues of the (X i ), the (e i ) are not stochastically independent. However, splitting G in components (g i ) in this sense, gives raise to some (U α i ) such that (U α ) is the density of a sum of independent random variables ( X α i ). The assumptions on the ( X α i ) of Theorem 1 are actually analytical conditions of uniformity on their densities (U α i ). They mean that the components (g i ) have rather similar characteristics, although they are not identical. Now, we have from (2.37) that
. Therefore, we expect that p(S 1,k = x|S 1,n = na) should be approximated by
, where Φ 1,k is the mgf of S 1,k . This approximation is a consequence of our general result, which is therefore natural.
Preliminary Results
Existence of the tilted density
We suppose throughout the text that the functions (Φ j ) j≥1 have the same domain of finiteness denoted by Θ, which is assumed to be of non void interior. We write, for any j ≥ 1,
For any set E ⊂ R d , we denote respectively by int(E), cℓ(E) and conv(E) the interior, the closure and the convex hull of E. Let S X be the common support of the (X j ) j≥1 . Set
whenever (x i ) is a sequence of points in int(dom(f )) converging to x. Furthermore, f is called steep if it is steep at all boundary point of dom(f ).
We have the following characterization of steepness, which is Theorem 5.27 in (Barndorff-Nielsen Ole, 2014).
Theorem 2. Let f be a convex function on R d . Assume that int(dom(f )) = ∅ and that f is differentiable throughout int(dom(f )). Then f is steep if and only if for any z ∈ int(dom(f )) and any boundary point
Fact 7. Assume that for all j ≥ 1, κ j is steep. For all n ≥ 1, set
Then, for all n ≥ 1, κ n is steep.
Proof. For all n ≥ 1, κ n clearly satisfies the assumptions of Theorem 2. Now, for all j ≥ 1, κ j being steep, κ j satisfies (3.2). We deduce readily that κ n satisfies (3.2), which implies that κ n is steep.
Definition 5. Let C be an open convex subset of R d . Let f be a strictly convex and differentiable function on C. Assume that f is steep. Then the pair (C, f ) is said to be of Legendre type.
We have the following result, which is Theorem 5.33. in (Barndorff-Nielsen Ole, 2014).
Theorem 3. Let f be a convex and lower semi-continuous function. Let C = int(dom(f )) and C * = int(dom(f * )). If the pair (C, f ) is of Legendre type, then the gradient mapping ∇f is a homeomorphism from the open convex set C onto the open convex set C * , and ∇(f * ) = (∇f ) −1 .
Then, we can state and prove the main result of this Section.
Theorem 4. Assume that for all j ≥ 1, κ j := log Φ j is strictly convex and steep. Then, for all n ≥ 1 and any a ∈ int(C X ), there exists a unique θ a n ∈ int(Θ) such that
Namely, for any n ≥ 1 and a ∈ int(C X ),
Proof. For all n ≥ 1, dom(κ n ) = Θ is an open convex set and κ n is strictly convex and differentiable on int(Θ), since by assumption, the κ j 's are. Now, we get from Fact 7 that κ n is steep. Therefore, the pair (Θ, κ n ) is of Legendre type. Furthermore, κ n is lower semi-continuous. Therefore, we obtain from Theorem 3 that the gradient mapping ∇κ n : Θ −→ int(dom((κ n ) * )) is a homeomorphism. We conclude the proof by Lemma 2 below.
Lemma 2. For any n ≥ 1, we have that int(dom((κ n ) * )) = int(C X ).
Proof. The proof is given in Appendix.
Sufficiency Theory
Definition 7. Let (E, A) be a measurable space. Let Σ be a sub σ-algebra of A. Let P and Q be probability measures on (E, A). We say that Σ is sufficient w.r.t. P and Q if for all A ∈ A, P (A|Σ) = Q(A|Σ) almost everywhere (a.e.) P and a.e. Q. (3.7)
Lemma 3. Assume that Σ ⊂ A is sufficient w.r.t. P and Q. Then
Proof. The proof is elementary. See Lemma (2.4) in (Diaconis and Freedman, 1987) for details.
Lemma 4. Let P be a probability measure on
is a regular conditional P-distribution for I d given T , where I d is the identity map on (R d ) k .
Lemma 5. Let T be the map defined on
Proof. Let θ ∈ Θ. Recall that Q nak and P θ 1,k are a.c. w.r.t. the Lebesgue measure with respective densities q nak and p θ 1,k given by
, where p
, where Φ
Since on L t , we have that T (x k 1 ) = t, we deduce readily that for any
Consequently, Σ is sufficient w.r.t Q nak and P θ 1,k , which concludes the proof.
Edgeworth expansion
We obtain from the following theorem (theorem 19.3 in (Bhattacharya and Rao, 1976) ) an Edgeworth expansion for a sequence of independent random vectors.
Theorem 5. Let {X n : n ≥ 1} be a sequence of independent random vectors with values in R d , having zero means and average positive-definite covariance matrices V n for any n large enough. Set
Assume also the existence of an integer p > 0 such that for n ≥ p + 1 and 0 ≤ m ≤ n − p, the functions
and, for all b > 0,
Then the distribution Q n of n −1/2 B n S n has a density q n for all n large enough, and 20) where
is a polynomial function of degree 3 which vanish at 0 and χ ν,n is the average of the νth cumulants of B n X j with 1 ≤ j ≤ n, for |ν| = 3. See (7.20) in (Bhattacharya and Rao, 1976 ) for the precise expressions.
Proof. We write hereafter a sketch of the proof. For a given nonnegative integral vector α with |α| ≤ 4, set
Letĥ n be the Fourier transform of h n . Then, the Fourier inversion theorem implies that
The aim is then to bound ĥ n (t) dt, by splitting it into a sum of three integrals which are bounded by some O 1 n . The key point is that these controls are made at fixed n.
We recall that all the notations considered in the sequel pertain to θ = θ a n .
Corollary 1. For n ≥ 1, let J n be a subset of {1, ..., n} and L n be its complement in {1, ..., n}. Set α n := |J n | and assume that lim
which implies in particular that for all n large enough, V Ln is positive-definite, so that we may set
Suppose also that there exists an integer p > 0 such that for all n larger than some N p , to insure that α n ≥ p + 1, the functions Then the density q Ln of S Ln = α
32)
where χ ν,Ln is the average of the νth cumulants of B Ln X j − m j (θ a n ) with j ∈ L n , for |ν| = 3.
Proof. We need to perform an Edgeworth expansion when, instead of a sequence {X n : n ≥ 1} of independent random vectors, we consider a triangular array whose row of index n is composed of the α n independent random vectors X θ a n j − E X θ a n j j∈Ln
, where we recall that E X θ a n j = m j (θ a n ). (3.33) Therefore, in the framework of triangular arrays, we can write analogously these controls, for a fixed row of the array. So, we consider the row of index n of the triangular array defined by (3.33). A careful study of the preceding proof implies that (3.32) holds if the assumptions of this corollary hold.
Assumptions and Examples
Assumptions
The following assumptions are essentially those of our main Theorem, since they imply those of the Preliminary Results.
(Supp) : The (X j ), j ≥ 1 have a common support S X , and they have positive densisties p j .
(Mgf ) : The mgf's (Φ j ) j≥1 have the same domain of finiteness Θ, and int(Θ) = ∅.
(Stp) : For all j ≥ 1, κ j := log Φ j is a strictly convex and steep function.
(Bdθ) : For any a ∈ int(C X ), the sequence (θ a n ) n≥1 is bounded.
(Cv) : For all j ≥ 1 and θ ∈ Θ, C θ j := Cov X θ j is a positive definite matrix and for any compact
where λ min (C θ j ) (resp. λ max (C θ j )) is the smallest (resp. largest) eigenvalue of C θ j .
(AM4) : For any compact K ⊂ cl(Θ),
For any j ≥ 1, let ξ j be the characteristic function of X j and for any θ ∈ Θ, denote respectively by p θ j and ξ θ j the density and the characteristic function of X θ j .
(Cf 1) : For any compact K ⊂ cl(Θ), there exist positive constants δ K , C K , R K such that
(Cf 2) : For any compact K ⊂ cl(Θ), for any ℓ ∈ {1, ..., d}, Remark 2. (Bdθ) is reasonable, since ∇ κ n is a mean of functions. We will see that, when d = 1, it can be replaced by a natural uniformity assumption, denoted by (U f ). It implies that, for any a ∈ int(C X ), there exists a compact subset
We keep this notation throughout the text.
Denote by [Ad] the set of assumptions (Bdθ), (Cv), (AM4) and (Cf 1), (Cf 2), (Cf 3).
Remark 3.
[Ad] is natural since it concerns each individual r.v. X j , j ≥ 1. Thereby, the order of the r.v.'s is irrelevant (as in Statistical Mechanics), which makes sense since we intend to study the distribution of any small subset of r.v.'s among those defining the global constraint {S 1,n = na}. is a continuous function. Therefore, for fixed j ≥ 1, sup
convenient to check set of uniformity assumptions.
We prove hereunder that [Ad] implies the assumptions of Corollary 1. We also prove that (Bdθ) and (Cf 2) imply (Cf 1).
Covariance
Fact 8. Assume that (Bdθ) holds and that for any compact K ⊂ cl(Θ),
Proof. Recall from the Courant-Fischer min-max theorem that for any Hermitian matrix M ,
Let K a be a compact subset of int(Θ) such that (θ a n ) n≥1 ⊂ K a . Then, for any θ ∈ K a , any x ∈ R d (x = 0), and any j ∈ L n ,
Therefore, for all n ≥ 1,
Absolute Moments of order 4
Fact 9. (AM4), (Bdθ) and (Cv) imply that (3.28) holds.
(4.12) Therefore, (3.28) holds if lim n→∞ λ min V Ln > 0 and (Bdθ) together with (AM4) hold.
Characteristic function
Lemma 6. Assume that (Bdθ) and (Cf 1) hold. Then, (3.30) holds for any p >
Corollary 2. Assume that (Bdθ) and (Cf 2) hold. Then, (Cf 1) holds for all t ∈ R d , t = 0, with δ K = 1.
Lemma 7. Assume that (Bdθ) and (Cf 3) hold. Then, (3.31) holds for any p > 0.
Proof. Let p > 0, n ≥ N p and 0 ≤ m ≤ α n − p. For any b > 0 and t ∈ R d such that t > b, we have that When X = X j , we write κ j , m j and s 2 j . Fact 10. For any θ ∈ Θ X ,
(4.14)
In the sequel, Θ and S X pertain to r.v.'s X j , j ≥ 1, with common support and common domain of finitness of their mgf's. Since Θ and conv(S X ) are convex, int(Θ) and int(C X ) are open convex subsets of R, which are open intervals. Therefore, we can write int(Θ) = (α, β) and int(C X ) = (A, B) , where α, β, A, B may be finite or not. (U f ) : There exist functions f + and f − which satisfy (H) and such that
(4.15)
Fact 12. (Hκ) implies that dκn dθ is a homeomorphism from int(Θ) to int(C X ) and in particular that for any a ∈ int(C X ), for any n ≥ 1, there exists a unique θ a n such that
Fact 13. The uniformity assumption (U f ) implies that (Bdθ) holds.
Proof. For any j ≥ 1 and n ≥ 1, we have that
We deduce from these considerations that, when d = 1, we can replace (Stp) and (Bdθ) by respectively (Hκ) and (U f ).
Examples
Normal distribution
For any j ≥ 1, X j is a r.v. with normal distribution. Set µ j := E[X j ] and Γ j := Cov(X j ). Assume that
We recall that, for any j ≥ 1, for all θ ∈ Θ = R d ,
So, for all θ ∈ R d , the Hessian matrix of κ j at θ is equal to Γ j . Since for all θ ∈ R d , this matrix is equal to C θ j , we get that (Cv) holds. Since for any j ≥ 1, Γ j is positive definite, we deduce also that κ j is strictly convex. Clearly, ∇κ j satisfies (3.1), so that κ j is steep and (Stp) holds.
Set µ n := 1 n n j=1 µ j and Γ n := 1 n n j=1 Γ j . We get after some elementary calculations that for any a ∈ int(C X ) and n ≥ 1, the equation ∇κ n (θ) = a is equivalent to
Then, (4.20) implies readily that (4.22) defines a unique θ a n and that the sequence (θ a n ) n≥1 is bounded, so that (Bdθ) holds. Finally, it is straightforward to get from the expression of p j and the boundedness conditions, that (AM4) and (Cf 2) hold.
Gamma distribution
Fix t > 0. For any j ≥ 1, X j is a random variable (d = 1) with distribution Γ(k j , t), such that
(4.23)
For any j ≥ 1 and x ≥ 0,
Recall that for any j ≥ 1,
We check readily that (Mgf ), (Stp) and (Cv) hold, since, for any j ≥ 1 and θ ∈ Θ,
Furthermore, (U f ) holds, since for any j ≥ 1 and θ ∈ Θ,
Now, we have that, for any j ≥ 1 and θ ∈ Θ,
For θ ∈ Θ, we have that θ − 1 t < 0. Thereby, we deduce readily that (AM4) holds. We also get (Cf 2), since
is of the form P (x) exp x θ − 1 t , where P is a polynomial function.
Main Result
In the sequel, for any probability measures P and Q on R k , we denote the total variation distance between P and Q by P − Q T V := sup
Theorem of Diaconis and Freedman
Theorem 6. Let (X j ) j≥1 be a sequence of i.i.d. random variables (d = 1). Assume that Θ = (α, β) and S X = (A, B) , where α, β, A, B may be finite or not. This implies that int(Θ) = (α, β) and int(C X ) = (A, B) . Assume that the function
and that for any θ ∈ Θ,
Suppose that there exists ν ≥ 1 such that for any θ ∈ Θ,
and that for any θ ∈ Θ, for all b > 0,
Assume that k n → 0 and k → ∞, as n → ∞. Set γ := 1 2 E |1 − Z 2 | , where Z is of standard normal distribution. Then, for any a ∈ S X ,
4)
where P k 1 is the joint distribution of independent r.v.'s ( X j ) 1≤j≤k , having the tilted density defined by θ a such that m(θ a ) = a.
Main Theorem and Proof
Theorem 7. When d > 1, assume that (Mgf ), (Stp), (Bdθ), (Cv), (AM4), (Cf 2), (Cf 3) hold. (See Section 4 for weaker assumptions). When d = 1, we can replace (Stp) and (Bdθ) by respectively (Hκ) and (U f ). If k = o(n), then for any a ∈ int(C X ), 5) where P k 1 is the joint distribution of independent r.v.'s ( X j ) 1≤j≤k .
Proof. Let n ≥ 1. Let R nak be the distribution of
X j . Then, we obtain from Sufficiency Theory (Section 3.2) that
Now, by Scheffe's theorem, we deduce that
Then, we can check readily the following invariance of the conditional density : for any t ∈ R d ,
For any integers ℓ, m with 1 ≤ ℓ ≤ m, we denote by f ℓ,m the density of S ℓ,m := m j=ℓ X j . Therefore, we deduce readily from (5.6), (5.7) and (5.8) that
First, we need to normalize in order to perform Edgeworth expansions. Recall that if X is a random vector with density p X , then the normalized random vector X has a density given by
Therefore, t and t # are linked by
(5.14)
(5.14) holds uniformly in n, k, a, t with k < θ 1 n.
Proof. For any integers ℓ, m with 1 ≤ ℓ ≤ m, we denote by g ℓ,m the density of the normalized r.v. associated to S ℓ,m . So, we have that
The assumptions allow us to perform Edgeworth expansions to obtain that
where L n = {k + 1, ..., n} and
Now, for |ν| = 3, the ν-cumulant of a centered random vector is equal to its ν-moment. See (6.21) in (Bhattacharya and Rao, 1976) for details. Furthermore, the cumulants are invariant by any translation. Therefore,
Then, we have that
Now, we have that
where A is an absolute constant which appears by equivalence of the norms. Now, the assumptions on the covariance matrices and on the absolute moments of order 4 imply that
so that χ ν,Ln = O(1) and
3 (t # ) and get that
We deduce readily, after some elementary calculations, that
Furthermore, we have that
Therefore,
Consequently, performing a Taylor expansion of det at I d , we obtain that
Lemma 10. For ν = 1, 2, 3, 4 we have that
Proof. We only need to prove the case ν = 4. Setting I 4 := t 4 f k (t)dt, we readily obtain that
Since the X j − m j (θ a n ) are centered and mutually independent, we obtain that
35) The assumption on the absolute moments of order 4 and the inequality of Cauchy-Schwartz imply that
Proof of Lemma 2
Proof. We adapt the proof of Theorem 9.1. (ii) * in (Barndorff-Nielsen Ole, 2014) . So, it is enough to prove that
Let t / ∈ C X . Let H be a hyperplane separating C X and t strongly, and let e be the unit vector in R d which is normal to H and such that C X lies in the negative halfspace determined by H and e. For any r > 0, we have that
Since t / ∈ C X , we obtain from (5) of Section 7.1 in (Barndorff-Nielsen Ole, 2014) that for all 1 ≤ j ≤ n, rd−κ j (re) −→ ∞ as r → ∞. Therefore, ℓ n (re; t) −→ ∞ as r → ∞. So (κ n ) * (t) = sup
Conversely, let t ∈ int(C X ). Applying Jensen's inequality, we have that for any θ ∈ R d ,
Now, we apply Lemma 9.1. in (Barndorff-Nielsen Ole, 2014) (which follows readily from Markov's inequality) to the random vector S n /n to get that for any θ, τ ∈ R d ,
where ρ n (τ ) = inf e P ( e, S 1,n /n ≥ e, τ ) , (6.5) the infimum being taken over all unit vectors in R d . Then, Lemma 9.2. in (Barndorff-Nielsen Ole, 2014) implies that, since t ∈ int(C X ), we have that ρ n (t) > 0. Consequently, we have that t ∈ dom((κ n ) * ), since for any θ ∈ R d , (6.6) and ρ n (t) is independent of θ.
Proof of Lemma 4
A Preliminary result
Let Ω be an open subset of R m+q = R m × R q . Let T be a function of class C 1 from Ω to R q such that for any a ∈ Ω, the differential at a of T in the second direction (of R q ) is invertible. Define the map h : R m+q −→ R m+q by h : (x 1 , ..., x m ; x m+1 , ..., x m+q ) → (x 1 , ..., x m ; T (x 1 , ..., x m+q )) (6.7)
The local inversion theorem implies that for any a ∈ Ω, there exist an open neighborhood ω a of a and open sets U a ⊂ R m and T a ⊂ R q such that h induces a diffeomorphism of class C 1 from ω a to U a × T a . Denote by ξ a the inverse of the restriction of h to ω a .
Lemma 11. Assume that for any a ∈ Ω, and any (u, t) ∈ U a × T a ,
where J ξa (u, t) is the determinant of the jacobian matrix of ξ a at (u, t). For any fixed t ∈ T a , let ξ t a be the map from U a to ω a defined by ξ t a (u) = ξ a (u, t). Then, ξ t a is a diffeomorphism of class C 1 and clearly, we have that ξ t a (U a ) = {T = t} ∩ ω a . (6.9)
For any u ∈ U a , let g ξ t a (u) be the Gram determinant of the partial derivatives of ξ t a at u. Assume that g ξ t a (u) is independent of u, t and a, that is (6.10) for some constant g > 0. For any t ∈ R q , set L t := {T = t}. Then, for any measurable non negative function f on Ω, we have that
where σ t is the natural measure on the submanifold L t ∩ Ω.
Proof. We recall that σ t is a Borel measure on L t , defined as follows for any submanifold V of dimension p. Let ω be a neighborhood of a point of V such that there exists a local parametrization (U, ξ) of V , where U is an open subset of R p with ξ(U ) = V ∩ ω. Then, we define a measure σ ω on V ∩ ω by
where λ U is the Lebesgue measure on U and g ξ is the Gram determinant of the partial derivatives of ξ. Then, σ is a Borel measure on V , satisfying that for any such ω, the restriction of σ to V ∩ ω is σ ω . Now, we have Ω = a∈Ω ω a , from which we can extract a countable subcover, that is Ω = n≥1 ω an .
Without loss of generality, we can assume that the (ω an ) n≥1 are non-overlapping and that
for some negligible set N . Therefore, f = n≥1 f 1 ωa n a.e., so (6.13) where σ t an is the natural measure on the submanifold L t ∩ ω an . Now, (6.9) implies that the couple U an , ξ t an is a local parametrization of the submanifold L t . Furthermore, we clearly have that {t : L t ∩ ω an = ∅} = T an . Therefore,
(6.14)
Now, we obtain from (6.10) and the definition of ξ t an that
We deduce from Fubini's theorem and the change of variables formula that, under (6.8),
Proof of Lemma 4
Proof. For any open set A ⊂ (R d ) k and any meaurable set B ⊂ R d ,
We readily get from the local inversion theorem that h is a local diffeomorphism of class C 1 . Furthermore, for any a ∈ (R d ) k , the maps ξ a and ξ t a are defined by We readily check that (6.8) and (6.10) hold here. Therefore, we get from the preceding Lemma that (6.21) In particular, applying (6.21) with A = (R d ) k , we get that for any B ∈ B(R d ), First, we clearly have that for any fixed t ∈ R d , the map A → ν P (t, A) is a probability measure. We deduce from this fact and the monotone class theorem that (6.24) holds for any Borel set A.
Finally, we need to prove that for any fixed Borel set A, the map t → ν P (t, A) is measurable. Notice that L t ∩ A = ∅ if and only if t ∈ T (A). Therefore, it is enough to prove that T (A) is a Borel set and that the map t → Lt∩A p(x)dσ t (x) is measurable.
For the first point, write A = F ∪ (A ∩ F c ), for some F ∈ F σ included in A (which means that F is a countable union of closed sets). The key point is then that A ∩ F c is negligible w.r.t. the Lebesgue measure, and so is T (A ∩ F c ), which is obtained using that T is Lipschitz. We conclude by the completeness of the Lebesgue measure.
For the second point, it is enough to prove it when A = ω a , for some a ∈ A. Then, we have that (6.25) which is clearly measurable w.r.t t.
Proof of Lemma 6
Proof. Let a ∈ int(C X ). Consequently, we may apply (4.3) to K a . We set δ := δ Ka , C := C Ka and R := R Ka . Now, for any p > 0, any n large enough to insure that α n ≥ p + 1, and any 0 ≤ m ≤ α n − p, Notice that, without loss of generality, we can assume that R > 2C 1 δ . Therefore, (4.3) implies that for all t satisfying B Ln t ≥ R, for all j ≥ 1, | ξ j ( B Ln t)| ≤ C R δ < 1. (6.29)
Therefore, we obtain from Theorem 1, Chapter 1 in (Petrov, 1975) that for all t satisfying B Ln t < R, for all j ≥ 1, 
Let p be the characteristic function of p, defined for all t ∈ R d by p(t) := exp it, x p(x)dx. Assume that p ∈ C 1 (R d ) and that for all ℓ ∈ {1, ..., d}, ∂p ∂x ℓ ∈ L 1 (R d ). Then, there exists an absolute constant C such that for all t ∈ R d , | p(t)| ≤ C t (6.34)
Proof. Let t = (t ℓ ) 1≤ℓ≤d ∈ R d . For any ℓ ∈ {1, ..., d}, we have that t ℓ p(t) = i ∂p ∂x ℓ (6.35)
The preceding equality is obtained by applying a multidimensional version of integration by parts, which holds when one of the involved functions has compact support. Then, notice that p can be approximated in L 1 -norm by a sequence of functions of compact support. We deduce that 
