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Introduction
We consider parallel knock-out schemes for finite undirected graphs with no selfloops and no multiple edges. These schemes, which were introduced by Lampert and Slater [17] , proceed in rounds. In the first round each vertex in the graph selects exactly one of its neighbours, and then all the selected vertices are eliminated simultaneously. In subsequent rounds this procedure is repeated in the subgraph induced by those vertices not yet eliminated. The scheme continues until there are no vertices left, or until an isolated vertex is obtained (since an isolated vertex will never be eliminated). A graph is called KO-reducible if there exists a parallel knock-out scheme that eliminates the whole graph. The parallel knock-out number of a graph G, denoted by pko(G), is the minimum number of rounds in a parallel knock-out scheme that eliminates every vertex of G. If G is not KO-reducible, then pko(G) = ∞.
Examples. Every graph G with a hamiltonian cycle has pko(G) = 1, as each vertex can select its successor on a hamiltonian cycle C of G after fixing some orientation of C. Also every graph G with a perfect matching has pko(G) = 1, as each vertex can select its matching neighbour in the perfect matching. In fact it is not difficult to see [2] that a graph G has pko(G) = 1 if and only if G contains a [1, 2] -factor, that is, a spanning subgraph in which every component is either a cycle or an edge.
We study the computational complexity of the Parallel Knock-Out problem, which is the problem of deciding whether a given graph is KO-reducible. Our main motivation is the close relationship with cycles and matchings as illustrated by the above examples. We also consider the variant in which the number of rounds permitted is fixed. This problem is known as the k-Parallel Knock-Out problem, which has as input a graph G and ask whether pko(G) ≤ k for some fixed integer k (i.e. that is not part of the input).
Known Results. The 1-Parallel Knock-Out problem is equivalent [2] to testing whether a graph has a [1, 2] -factor, which is well-known to be polynomialtime solvable (see e.g. [3] for a proof). However, both the problems Parallel Knock-Out and k-Parallel Knock-Out with k ≥ 2 are NP-complete even for bipartite graphs [3] . On the other hand, it is known that Parallel Knock-Out and k-Parallel Knock-Out (for all k ≥ 1) can be solved in O(n 3.5 log 2 n) time on trees [2] . These results were later extended to graph classes of bounded treewidth [3] . It remains open whether a further generalization is possible to graph classes of bounded clique-width. Broersma et al. in [4] gave an O(n 5.376 ) time algorithm for solving Parallel Knock-Out on n-vertex clawfree graphs. Later this was improved to an O(n 2 ) time algorithm for almost claw-free graphs (which generalize the class of claw-free graphs) [16] . The latter paper also gives a full characterization of connected almost claw-free graphs that are KO-reducible. In particular it shows that every KO-reducible almost clawfree graph has parallel knock-out number at most 2. In general, KO-reducible graphs (even KO-reducible trees [2] ) may have an arbitrarily large parallel knockout number. Broersma et al. [4] showed that a KO-reducible n-vertex graph G has pko(G)
2 } (where α denotes the size of a largest independent set in G). This bound is asymptotically tight for complete bipartite graphs [2] . Broersma et al. [4] also showed that every KO-reducible graph with no induced (p + 1)-vertex star K 1,p has parallel knock-out number at most p − 1.
Our Results. We address the open problem of whether Parallel Knock-Out is polynomial-time solvable on graph classes whose clique-width is bounded by a constant. This seems a very challenging problem, and in this paper we focus on graphs of clique-width at most 2. It is known that a graph has clique-width at most 2 if and only if it is a cograph [7] . Cographs are also known as P 4 -free graphs (a graph is called P k -free if it has no induced k-vertex path).
In Section 3 we give a linear-time algorithm for solving the Parallel Knock-Out problem on cographs. The first step of the algorithm is to compute the cotree of a cograph. It then traverses the cotree twice. The first time to compute to what extent "large" subgraphs can be reduced by themselves and how many free "firings" from outside are available. The second time to check whether the number of free external firings is sufficient to knock them out. In this way it will be verified whether the whole graph is KO-reducible. In Section 4 we prove that both the Parallel Knock-Out problem and the k-Parallel Knock-Out problem (k ≥ 2) are NP-complete even for split graphs. Because split graphs are P 5 -free, our results imply a dichotomy result for the computational complexity of the Parallel Knock-Out problem restricted to P k -free graphs, as shown in Section 5, where we also give some (other) open problems.
Preliminaries
We denote a graph by G = (V (G), E(G)) and write |G| = |V (G)| to denote the order of G. An edge joining vertices u and v is denoted by uv. If not stated otherwise a graph is assumed to be finite, undirected and simple.
Let G = (V, E) be a graph. The neighbourhood of u ∈ V , that is, the set of vertices adjacent to u is denoted by N G (u) = {v | uv ∈ E}. For a subset S ⊆ V , we let G[S] denote the induced subgraph of G, which has vertex set S and edge
The union of two graphs G and H is the graph with vertex set V (G) ∪ V (H) and edge set E(G) ∪ E(H). If V (G) ∩ V (H) = ∅, then we say that the union of G and H is disjoint and write G + H. We denote the disjoint union of r copies of G by rG.
For n ≥ 1, the graph P n denotes the path on n vertices, that is,
The graph K n denotes the complete graph on n vertices, that is, the n-vertex graph whose vertex set is a clique. A graph is complete bipartite if its vertex set can be partitioned into two classes such that two vertices u and v are adjacent if and only if u and v belong to different classes. The graph K p,q is the complete bipartite graph with partition classes of sizes p and q, respectively; the graph K 1,q is also called the star on q + 1 vertices.
Let G be a graph and let {H 1 , . . . , H p } be a set of graphs. We say that G is (H 1 , . . . , H p )-free if G has no induced subgraph isomorphic to a graph in {H 1 , . . . , H p }. If p = 1 we may write H 1 -free instead of (H 1 )-free. A P 4 -free graph is also called a cograph. A graph G is a split graph if its vertex set can be partitioned into a clique and an independent set. Split graphs coincide with (2K 2 , C 4 , C 5 )-free graphs [10] ; note that this implies that every split graph is 2K 2 -free and thus P 5 -free.
We also need some formal terminology for parallel knock-out schemes. For a graph G = (V, E), a KO-selection is a function f :
we say that vertex v fires at vertex u, or that u is knocked out by a firing of v. If u ∈ U for some U ⊆ V then the firing is said to be internal with respect to U if v ∈ U ; otherwise it is said to be external (with respect to U ).
For a KO-selection f , we define the corresponding KO-successor of G as the subgraph of G that is induced by the vertices in V \ f (V ); if G is the KOsuccessor of G we write G ; G . Note that every graph without isolated vertices has at least one KO-successor. A sequence
is called a parallel knock-out scheme or KO-scheme. A KO-scheme in which G s is the null graph (∅, ∅) is called a KO-reduction scheme; in that case G is also called KO-reducible. A single step in a KO-scheme is called a (firing) round . Recall that the parallel knock-out number of G, pko(G), is the smallest number of rounds of any KO-reduction scheme, and that if G is not KO-reducible then pko(G) = ∞.
We will use the following result of Broersma et al. [2] .
). Let p and q be two integers with 0 < p ≤ q. Then K p,q is KO-reducible if and only if pko(K p,q ) ≤ p if and only if q ≤ 1 2 p (p + 1).
Cographs
In this section we show that Parallel Knock-Out can be solved in linear time for cographs. For doing so we need to introduce some extra notation and terminology.
Let G 1 and G 2 be two disjoint graphs. The join operation ⊗ adds an edge between every vertex of G 1 and every vertex of G 2 . The union operation ⊕ creates the disjoint union of G 1 and G 2 (note that we may also write
It is well known (see, for example, [1] ) that a graph G is a cograph if and only if G can be generated from K 1 by a sequence of operations, where each operation is either a join or a union. Such a sequence corresponds to a decomposition tree, which has the following properties:
1. its root r corresponds to the graph G r = G; 2. every leaf x of it corresponds to exactly one vertex of G, and vice versa, implying that x corresponds to a unique single-vertex graph G x ; 3. every internal node x has at least two children, is either labeled ⊕ or ⊗, and corresponds to an induced subgraph G x of G defined as follows:
• if x is a ⊕-node, then G x is the disjoint union of all graphs G y where y is a child of x; • if x is a ⊗-node, then G x is the join of all graphs G y where y is a child of x.
A cograph G may have more than one such tree but has exactly one unique tree [5] , called a cotree, if the following additional property is required:
4. Labels of internal nodes on the (unique) path from any leaf to r alternate between ⊕ and ⊗.
We denote the cotree of a cograph G by T G ; see Figures 1 and 2 for an example of a cograph with its corresponding cotree. We use the following result of Corneil, Perl and Stewart [6] as a lemma. We now present our algorithm, which we call Cograph-PKO, for solving Parallel Knock-Out on cographs.
Sketch We start by giving some intuition. Let G be a cograph. We may assume without loss of generality that G is connected, as otherwise we could consider each connected component of G separately. We first construct the cotree
Note that G has a spanning complete bipartite graph with partition classes
However, such a partition (X, Y ) need not exist, but G might still be KO-reducible. In order to find out, we must analyze the cotree of G at lower levels.
The main idea behind our algorithm is as follows. As mentioned above, the graph G x corresponding to a join node x has at least one spanning complete bipartite subgraph. We will show that it is sufficient to consider only bipartitions, in which one bipartition class corresponds to a single child z of x. We chose z in such a way that if the corresponding complete bipartite subgraph is unbalanced (with respect to the ratio prescribed in Lemma 1) then the vertices of G z correspond to a "large" bipartition class. We will then try to reduce G z as much as possible by internal firings only. If G z cannot be reduced to the empty graph, then external firings are needed. In particular, some of these external firings will be internal firings for supergraphs of G z . Hence, we first traverse T G from top to bottom, starting with the root r, to determine the number of external firings for each graph G z . Afterwards we can then use a bottom-up approach, starting with the leaves of T G , to determine the number of vertices a graph G z can be reduced to by internal firings only. If this number is zero for r then G is KO-reducible; otherwise it is not.
Full Description Let G be a connected cograph, and let x ∈ V (T G ). We say that |G x | is the size of x. We fix a largest child of x, that is, a child of x with largest size over all children of x. We denote this child by z(x) (if there is more than one largest child we pick an arbitrary largest one). Let C(x) consist of all other children of x in T G (so excluding z). We write F (x) = y∈C(x) G y .
In our algorithm we recursively define two functions f and l that assign a positive integer to the nodes of V (T G ). We write f (x) = ⊥ or l(x) = ⊥ if we have not yet assigned an integer f (x) or l(x) to node x; for some nodes x our algorithm might never do this (as we shall see, l will define an integer to a node x if and only if f has previously done so). The meaning of these two functions will be made more clear later. In particular, we will show that f (x) (if defined) is the the number of vertices in V (G) \ V x adjacent to each vertex of V x . This function will help us in determining how many additional internal firing rounds we have when we expand G x to a larger subgraph of G by moving up the tree.
The integer l(x) (if defined) is, as we will prove, equal to the smallest number of vertices in G x that cannot be knocked out internally (that is, within G x ) by any KO-scheme of G. We will show that l(r) is defined, that is, l(r) = ⊥. Hence, there exists a KO-scheme that knocks out all vertices of V (G r ) = V (G) if and only if l(r) = 0.
Step
Step 4. Recursively define a function l. Initially set l(
4a. If x is a ⊕-node: l(x) := l(z(x)) + y∈C(x) l(y). Note that for some x ∈ V (T G ), it may happen indeed that f (x) = ⊥ or l(x) = ⊥ holds (for example, if x is a leaf node not in B then l(x) = ⊥).
Example. We illustrate the working of Cograph-PKO by applying it on the graph G of Figure 1 gives Figure 2 , in which the size, f -value and l-value are displayed except for the leaves and all y-nodes except y 3 . The other y-nodes have the same f -value and l-value as y 3 , namely equal to ⊥ (our algorithm does not need to compute f and l for these nodes). Because l(r) = 0 we conclude that G is KO-reducible. Indeed this can also be seen as follows. In order to prove correctness of Cograph-PKO we need some new terminology and a number of lemmas. Let x be a node in T G . From now on we write V
The following two statements hold:
Proof. Let x ∈ V (T G ) with f (x) = ⊥. Statement (i) follows from the definition of T G . We prove (ii) as follows. Let dist(x, r) denote the distance between x and r in T G . We use induction on dist(x, r). The claim is true for dist(x, r) = 0 because in that case x = r and V (G) \ V x = ∅.
Let dist(x, r) ≥ 1. Then x has a parent in T G . Denote this parent by x . By the induction hypothesis, f (x ) is equal to the number of vertices not in G v that are complete to V x . Because V x is contained in V x , these vertices are complete to V x as well. Suppose that x is a ⊕-node. Then x is a ⊗-node. This means that all vertices in F (x ) are complete to V x . Hence, the total number of vertices in
The following lemma follows directly from the construction of our algorithm. We are now ready to give a new definition that plays an important role in proving correctness of our algorithm. Let x be a node in 
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We copy some terminology. If f (v) = u, we say that v fires at u, or that u is knocked-out by a firing of v. Note that every KO-selection of G is an x-pseudo-KO-selection of G. However, the reverse implication is not true if x = r, because we do not let any vertices in V (G) \ V x fire according to this definition.
For an x-pseudo-KO-selection, we define the x-pseudo-KO-successor of G x as the subgraph of G induced by V (G) \ f (V ). We write G ; x G to denote that G is an x-pseudo-KO-successor of G. We call a sequence G ; x G 1 ; x · · · ; x G s an x-pseudo-KO-scheme (where each single step is called a round) of G if in addition there is no vertex of V x that fires at a vertex of V x in some round i and at a vertex in V (G) \ V x in some round j > i. Let G s x be the subgraph of G s induced by V x . Then we say that G x is x-pseudo-reducible to G s x . Define pseudo(x) as the number of vertices in a smallest graph to which G x is x-pseudoreducible and say that a corresponding x-pseudo-KO-scheme of G is optimal. Proof. Recall that V r = V (G). Then the statement of the lemma holds because every KO-reduction scheme of G (if there exists one) is an r-pseudo-KO-scheme with pseudo(r) = 0, and vice versa.
The following lemma is crucial for the correctness of our algorithm. 
Note that q ≥ 1 and p ≥ 1 by the definition of a ⊗-node. Let d denote the number of internal ⊗-nodes on the longest path from x to a leaf in the subtree of T G rooted at x. We prove the lemma by induction on d. Let d = 0. Then every child of x is either a leaf itself or all its children are leaves.
First suppose z is a leaf. Because V (G x ) ∩ B = ∅, we find that z ∈ B. Hence, l(z) = 1. Then, as p ≥ 1, we find that l(z) − f (x) · p − 1 2 p(p + 1) ≤ 0. Hence, l(x) = 0. Note that q = 1. Because z is a largest child of x, all children of x are leaves. Hence, G x is a complete graph on p + 1 vertices. This means that G x is KO-reducible. We conclude that pseudo(x) = 0 = l(x).
Now suppose that z is not a leaf. Then z has at least two children (which are all leaves since d = 0). Hence, q ≥ 2. Because V (G x ) ∩ B = ∅, every child of z is in B, that is, V z = B is an independent set, in particular, q = |B|. Because l( ) = 1 for every ∈ B, this means that l(z) = |B| = q. We distinguish three cases.
Hence, l(x) = 0. Let y 1 , . . . , y r , z be the children of x for some r ≥ 1. In fact, because 2 ≤ q < p and z is the largest child of x, we find that r ≥ 2. Assume that |V y1 | ≥ · · · ≥ |V yr |. By definition, q = |V z | ≥ |V y1 |. Because q < p, we can pick a set D of q−|V y1 | ≥ 0 vertices of V (F (x))\V y1 . We define T 1 = V y1 ∪D and T i = V yi \D for i = 2, . . . , r. Note that |T 1 | = q.
Let {|T 1 |, . . . , |T r |} = {j 1 , . . . , j s } for some s ≤ r, where j 1 ≥ · · · ≥ j s . Because |T 1 | = q, we find that j 1 = q. We partition V (G x ) into s subsets. For the first subset we pick j s vertices from V z and also j s vertices from each nonempty T i . The graph induced by the union of all these vertices has a hamilton cycle, as q < p, so besides T 1 at least one other set T i is nonempty. We remove all chosen vertices. Then, for the second subset of our partition, we pick j s−1 −j s vertices from V z and also j s−1 − j s vertices from each T i that is not yet empty. The graph induced by the union of all chosen vertices has a hamilton cycle if there are two non-empty sets T i and a perfect matching otherwise. We repeat this procedure until all sets T i are empty. In this way we have found a [1, 2]-factor of G x . Consequently, pko(G x ) = 0. Hence, pseudo(x) = 0 = l(x).
Case 2. q ≥ p and l(x) = 0. As l(z) = q, the assumption that l(x) = 0 implies that q − f (x) · p ≤ 1 2 p(p + 1). By Lemma 3, all vertices in V (G) \ V x that are adjacent to V x are complete to V x and moreover, the number of such vertices is equal to f (x). This enables us to define the following x-pseudo-KO-scheme. Let all vertices of F (x) fire at different vertices in V z for the first f (x) rounds. Let all vertices in V z fire at the same vertex of V (G) \ V x for the first f (x) rounds. Note that q decreases in this way. However, we may not need to perform all these rounds: after each round we check whether p ≤ q ≤ 1 2 p(p + 1). Because q − f (x) · p ≤ 1 2 p(p + 1), it will eventually happen that q ≤ 1 2 p(p + 1). If it turns out that q < p, we slightly adjust the previous round by letting a sufficient number of vertices of F (x) fire at the same vertex in V z instead of at different vertices, in order to get p ≤ q ≤ 1 2 p(p + 1). We then apply Lemma 1 to knock out the remaining vertices of V x in at most p additional rounds. Hence pseudo(x) = 0 = l(x). Case 3. q ≥ p and l(x) > 0. As l(z) = q, the assumption that l(x) > 0 implies that q > f (x) · p + 1 2 p(p + 1). Recall that, by Lemma 3, all vertices in V (G) \ V x that are adjacent to V x are complete to V x , and moreover, the number of such vertices is equal to f (x). This enables us to define the following x-pseudo-KO-scheme. Let all vertices of F (x) fire at different vertices in V z for the first f (x) rounds. Let all vertices in V z fire at the same vertex of V (G) \ V x for the first f (x) rounds. Afterwards we can reduce the number of vertices of V x by at most 1 2 p(p + 1) by letting all vertices of F (x) fire at different vertices in V z , whereas all vertices in V z fire at the same vertex of F (x) until F (x) = ∅. Because F (x) = ∅ in the end, and in each round we have reduced the maximum number of vertices of the independent set V z , we find that pseudo(x) = q − f (x) · p − 1 2 p(p + 1) = l(z) − f (x) · p − 1 2 p(p + 1) = l(x).
Let d ≥ 1. Then z is not a leaf as otherwise all children of x are leaves, which contradicts d ≥ 1. Consequently, z is a ⊕-node. We distinguish two cases.
Hence, l(x) = 0. We repeat the same arguments as for the corresponding case for d = 0 to obtain that pseudo(x) = 0 = l(x). So Case 1 is proven.
Before we consider Case 2, we first analyze the subtree of T G rooted at x. Let s 1 , . . . , s p be the children of z with l(s i ) > 0 for i = 1, . . . , p (if such children exist) and let t 1 , . . . , t q be the children of z with l(t i ) = 0 for i = 1, . . . , q (if such children exist). Note that all children of z are either leaves or ⊗-nodes. Let z be a child of z. If z is a leaf, then pseudo(z ) = 1 = l(z ). If z is a ⊗-node, we may apply the induction hypothesis to find that pseudo(z ) = l(z ). In other words, pseudo(s i ) = l(s i ) for i = 1, . . . , p and pseudo(t i ) = l(t i ) for i = 1, . . . , q. Then, because G z = G s1 + · · · + G sp + G t1 + · · · + G tq , we find that an optimal z-pseudo-KO-scheme mimics the optimal s i -pseudo-KO-schemes and optimal t j -pseudo-KO-schemes (we may assume without loss of generality that all external firings outside G z in a round are always at a single vertex). Hence, pseudo(z) = l(s 1 ) + · · · + l(s p ) + l(t 1 ) + · · · + l(t q ) = l(z).
We define the following x-pseudo-KO-selection scheme. The firing rounds for the vertices in G z are according to an optimal z-pseudo-KO-scheme under the following conditions. For the first f (x) rounds any external firings outside G z are at a single vertex, which is not in G x . Note that this is possible by Lemma 3. Afterwards any external firing outside G z must be in F (x) and also for such firings we require that they are at a single vertex in every round. The vertices in F (x) fire in each round at different vertices of G x that are in G s1 + · · · + G sp and that are not being fired at by vertices in G x . They stop firing in a graph G si as soon as they have knocked out l(s i ) of its vertices. Note that we are guaranteed a budget of exactly f (x) · p + 1 2 p(p + 1) firings from vertices outside G z into G z . First suppose that l(z) − f (x) · p ≤ 1 2 p(p + 1), so l(x) = 0. Then we can knock out all l(z) vertices of G z that cannot be knocked out by internal firings inside G z . As we still need to knock out the vertices of F (x), we check after each round whether q has decreased such that p ≤ q ≤ 1 2 p(p + 1) holds. Because q − f (x) · p ≤ 1 2 p(p + 1), it will eventually happen that q ≤ 1 2 p(p + 1). If it turns out that q < p, we slightly adjust the previous round as we did in Case 2 for d = 0, in order to get p ≤ q ≤ 1 2 p(p + 1). We then apply Lemma 1 to knock out the remaining vertices of V x in at most p additional rounds. We conclude that pseudo(x) = 0 = l(x). Now suppose that l(z) − f (x) · p > 1 2 p(p + 1), so l(x) > 0. Then, by the definition of our x-pseudo-KO-reduction scheme, all vertices in F (x) have fired at different vertices in every round for f (x) · p + 1 of G z in each round, we cannot improve. We conclude that pseudo(x) = l(z) − f (x) · p − 1 2 p(p + 1) = l(x). This completes the proof of Lemma 6. Proof. Let G be a cograph with n vertices and m edges. If G is disconnected we consider each connected component of G separately. Hence, assume that G is connected. We construct T G . Run Cograph-PKO with input G. By Lemma 4, we find that l(r) = ⊥. Hence, we may apply Lemma 6 to find that l(r) = pseudo(r). By Lemma 5, we find that G is KO-reducible if and only if pseudo(r) = 0. As Cograph-PKO outputs a yes-answer if and only if l(r) = 0, we find it is correct.
It remains to show that Cograph-PKO runs in linear time. We can perform Step 1 in a bottom-up approach starting from the leaves of T G . So, Steps 1-3 each visit each node at most once. This means that every node of x is visited at most three times in total. Because every co-tree has at most n+n−1 = 2n−1 vertices, we find that the running time of Cograph-PKO is O(n). Because constructing T G costs time O(n + m) by Lemma 2, the total running time is O(n + m).
Split Graphs
We show the following result, the proof of which is (partially) based on the NP-hardness proof of 2-Parallel Knock-Out for bipartite graphs from [3] . Proof. First consider the Parallel Knock-Out problem. We reduce from the Dominating Set problem, which is well known to be NP-complete (see [11] ). This problem takes as input a graph G = (V, E) and a positive integer p. We may assume without loss of generality that p ≤ |V |. The question is whether G has a dominating set of cardinality at most p.
From an instance (G, p) of Dominating Set we construct a split graph G as follows. Let V (G) = {v 1 , . . . , v n }. We let V (G ) consist of three mutually disjoint sets: the set V = {v 1 , . . . , v n }, a set V = {v 1 , . . . , v n } and a set W = {w 1 , . . . , w r } where r = 1 2 (n − p)(n − p + 1). We define E(G ) as follows. First we add the edges v i v i for i = 1, . . . , n. For all i = j, we add the edges v i v j and v j v i if and only if v i v j is an edge in E(G). We also add an edge between every v i and every w j . Finally, we add an edge between any two vertices in V . Observe that G is indeed a split graph in which V is a clique of size n and V ∪ W is an independent set of size n + r. We claim that G has a dominating set of size at most p if and only if G is KO-reducible.
First suppose G has a dominating set D of size at most p. Because p ≤ |V |, we may assume without loss of generality that D = {v 1 , . . . , v p }. We construct a KO-reduction scheme of G as follows. In the first round let every vertex v i ∈ V fire at v i ∈ V . For i = 1, . . . , p, let v i fire at v i . For i = p + 1, . . . , n let v i fire at an arbitrary vertex in D, which is possible because D is a dominating set of G. Finally, let every vertex in W fire at an arbitrary vertex in D as well; this is possible by the construction of G . The resulting (split) graph G consists of a clique V \ D of size n − p and the independent set W of size 1 2 (n − p)(n − p). Because there is an edge between every vertex in V and every vertex in W , we find that G is KO-reducible by Lemma 1. Now suppose G is KO-reducible. Consider a KO-reduction scheme of G . Let D be the subset of vertices that are knocked out in the first round. Because each vertex must fire at a neighbour, D is a dominating set of G. We claim that |D| ≤ p. For contradiction, suppose that |D| ≥ p + 1. Let V 1 = V \ D be the subset of V consisting of vertices not knocked out in the first round. Because |D| ≥ p + 1, we obtain |V 1 | = |V | − |D| ≤ n − p − 1. Let V * and W * be the subsets of V and W , respectively, that consist of vertices not knocked out in the first round. Vertices in V ∪ W can only be knocked out by vertices of V . Moreover, the total number of vertices that V can knock out in the first round is at most |V | = n. This means that V * ∪ W * is an independent set of size
However, as in every round the size of V 1 is reduced by at least 1, the maximum number of vertices in V * ∪ W * that V 1 can knock out is at most
Hence, the scheme is not a KO-reduction scheme of G . This is a contradiction, and we have completed the proof for Parallel Knock-Out. Now let k ≥ 2 and consider the k-Parallel Knock-Out problem. We use the same reduction and the same arguments as for Parallel Knock-Out after changing the size of W into r := (n − p) + (n − p − 1) + · · · + (n − p − k + 2).
Conclusions
We have shown in Theorem 1 that Parallel Knock-Out is linear-time solvable for P 4 -free graphs. We have also shown in Theorem 2 that Parallel Knock-Out and, for any k ≥ 2, k-Parallel Knock-Out are NP-complete for split graphs. Because split graphs are (2K 2 , C 4 , C 5 )-free [10] , they are P 5 -free. Hence, Theorems 1 and 2 have the following consequence. Whether it is possible to compute pko(G) in polynomial time for cographs is still an open problem. It is natural to ask whether this can be solved by adjusting our algorithm Cograph-PKO. We pursued this approach, but encountered the following problem. With unlimited rounds, either all the vertices in F (x) are used up or G z(x) can be reduced entirely so an adjustment can be made such that F (x) and G z(x) knock each other out in the final round. With a restriction on the number of rounds, the assumption that F (x) will always be entirely eliminated is no longer valid, since there may be survivors in both F (x) and G z(x) and determining their optimal firing is not trivial.
We believe, however, that the above open problem is not the most interesting direction for future work; recall that our long-standing goal is to determine the complexity of Parallel Knock-Out on graph classes of bounded clique-width.
Also recall that cographs are exactly those graphs that have clique-width at most 2 [7] . Can we solve Parallel Knock-Out in polynomial time for graphs of clique-width at most 3? For this we could start by considering the class of distance-hereditary graphs, which have clique-width at most 3 [12] . Distancehereditary graphs are completely decomposable with respect to a so-called split decomposition [13] , a graph decomposition introduced by Cunningham and Edmonds [8] which may be useful for our purposes.
We also do not know whether there is a constant c such that Parallel Knock-Out is NP-complete for graphs of clique-width at most c. However, it is known that the related NP-complete problem Hamilton Cycle, which tests whether a graph has a hamiltonian cycle, is polynomial-time solvable on any graph class whose clique-width is bounded by a constant (this follows from combining results of [14, 18] , also see [9] ).
A different direction from above for extending our results would be to classify the complexity of Parallel Knock-Out restricted to H-free graphs. The complexity status is open even for small graphs H ∈ {4P 1 , 2P 1 + 2P 2 , P 1 + P 3 , K 1,4 }.
