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ASYMPTOTIC PROPERTIES OF LINEAR FILTER FOR NOISE FREE DYNAMICAL
SYSTEM
ANUGU SUMITH REDDY, AMIT APTE, AND SREEKAR VADLAMANI
Abstract. It is known that Kalman-Bucy filter is stable with respect to initial conditions under the condi-
tions of uniform complete controllability and uniform complete observability [4, 17]. In this paper, we prove
the stability of Kalman-Bucy filter for the case of noise free dynamical system. The earlier stability results
cannot be applied for this case, as the system is not controllable at all. We further show that the optimal
linear filter for certain class of non-Gaussian initial conditions is asymptotically proximal to Kalman-Bucy
filter. It is also shown that the filter corresponding to non-zero system noise in the limit of small system
noise approaches the filter corresponding to zero system noise in the case of Gaussian initial conditions.
1. Introduction
Since the seminal paper of Kalman and Bucy [13], Kalman-Bucy filter is extensively studied [2, 12]. It
gives the best mean square estimate of the state at a fixed time t, given the observations up to time t, when
the dynamical system and the observation model are linear and the initial condition is Gaussian. Studying
asymptotic properties of filters with respect to initial conditions of the filter is an important aspect of filtering
theory, primarily to unravel certain universalities among different filters, and to gain some understanding
into the large time behaviour of the filters. In practice, the exact initial condition of the system is rarely
known. Therefore, it is desirable that the filter be asymptotically independent of initial condition. This
property, known as filter stability, has been studied extensively [17, 4].
The classical results on stability of Kalman-Bucy filter are based on the assumption of controllability. If
the system being observed is modelled by a deterministic process (in other words, zero system noise in case
of additive noise systems), the assumption of controllability breaks down and the classical results are not
applicable, and a new approach is needed. This problem was first studied in [16] while for nonlinear systems,
the asymptotic convergence of the filter estimate to the true state in the case of zero system noise is studied
in [8].
In practice, filtering for deterministic systems is quite commonly used in the context of atmospheric and
oceanic sciences where the problem is known as data assimilation. [19, 3, 10] In these applications, the
asymptotic degeneracy and stability of the filter covariance (but not of the filter mean) for discrete time
Kalman filter has been studied recently [11, 5] and generalising those results to filter stability for continuous
time Kalman-Bucy filters is one of the main aim of this work.
The unifying theme of this work is to study stability of linear filters in the following three cases: (a)
Kalman-Bucy filter in the case of zero system noise; (b) linear filter with non Gaussian initial conditions;
and (c) linear filter with small system noise case and examine its relation with zero system noise case.
The methods used in this work are motivated from the results of Ocone and Pardoux [17] on the sta-
bility of Kalman-Bucy filter. However, analogous results, for the case of zero system noise, do not follow
trivially as the crucial assumption of stabilizability becomes invalid. As mentioned earlier, Ni and Zhang
[16] studied this problem and proved the stability of Dynamic Riccati Equation (see (4) below), whereas
we show (in theorems 3.4-3.6) a stronger result that the filter initialised with incorrect initial condition
converges asymptotically to the optimal filter almost surely. We also show (in theorem 4.1) that even with
non-Gaussian initial conditions, the optimal filter approaches the Kalman-Bucy filter. It is also shown (in
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theoremthm:noisy) that, under appropriate assumptions, the case with small system noise is asymptotically
similar to the case with zero system noise.
The paper is organised as follows: the main setup and statement of the problem is introduced in Section 2.
Thereafter, in Section 3 we study the asymptotic properties of filter in the case of Gaussian initial conditions.
The case of linear filter with non-Gaussian initial conditions is discussed in Section 4. In particular, we
establish that for a particular class of non-Gaussian initial conditions, the optimal filter asymptotically
approaches the Kalman-Bucy filter. Finally, in Section 5, it is also shown that small noise limit of the filter
corresponding to non-zero system noise is indistinguishable to the filter corresponding to zero system noise
in the case of Gaussian initial conditions.
2. Problem Setup
Let (Ω,F , {Ft}t≥0,P) be a complete filtered probability space satisfying usual conditions, i.e, F0 contains
all P-null sets and Ft is right continuous. We consider the following filtering model for a linear signal process
xt ∈ Rm,
xt = x0 +
∫ t
0
Asxsds,(1)
with linear observation process yt ∈ Rn,
yt =
∫ t
0
Csxsds+
∫ t
0
R
1
2
s dWs ,(2)
where, t ≥ 0, At ∈ Rm×m, Ct ∈ Rn×m and Rt ∈ Rn×n. Let Yt := σ(ys : 0 ≤ s ≤ t) be the σ-field generated
by the observation process and Wt be the m-dimensional Ft-standard Brownian motion independent of x0.
The central theme of interest in filtering theory is estimating xt, given the observations up to time t, which
is calculating E[xt|Yt]. Since we are usually interested in estimating functions of xt, we are interested in the
calculating conditional distribution, πt(B) := E[1xt∈B|Yt], where B ∈ B(Rm).
We now introduce Kalman-Bucy filtering equations which play a crucial role in the rest of the paper.
These are given by,
dX
m,P
t = AtX
m,P
t dt+ P
P
t C
T
t R
−1
t (dyt − CtXm,Pt dt), Xm,P0 = m ∈ Rm,(3)
P˙Pt = AtP
P
t + P
P
t A
T
t − PPt CTt R−1t CtPPt , PP0 = P ∈ Rm×m,(4)
where1 P > 0. Note that the superscripts in Xm,Pt and P
P
t refers to initial conditions of (3) and (4). It is
well known [22, Theorem 9.4] that, for the filtering model in (1) and (2), if the initial condition is Gaussian,
x0 ∼ N (m0, P0), then the conditional distribution πt is Gaussian, πt ∼ N (Xˆt, Pt), with mean Xˆt := Xm0,P0t
and covariance Pt := P
P0
t . It is clear that the Gaussian distribution π¯t := N (Xm¯,P¯t , P P¯t ), where Xm¯,P¯t and
P P¯t are solutions of (3) and (4) with initial conditions (m¯, P¯ ) different from (m0, P0), is not the same as
πt. The linear filter is said to be stable with respect to initial conditions if (πt − π¯t) t→∞−−−→ 0 with respect
to an appropriate metric. We will discuss such stability results for both Gaussian and non-Gaussian initial
conditions.
We shall make the following assumptions throughout the paper.
Assumption 2.1. At,Ct,Rt, R
−1
t are all continuous and uniformly bounded in t and P0 is invertible.
In order to state the next assumption, we first need the following definition [1].
Definition 2.2. A pair [At, Ct], At ∈ Rm×m, Ct ∈ Rn×m is said to be uniformly completely observable, if
there exist positive constants τ , ρ1, ρ2, such that for all t ≥ 0, we have
1For real symmetric positive semi-definite matrices X and Y of same dimension, we write X ≥ Y whenever xT (X − Y )x ≥
0, ∀ x 6= 0 ∈ Rm. Notations like X ≤ Y , X < Y and X > Y are adopted accordingly throughout the paper.
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ρ1In ≤
∫ t
t−τ
Φ−Tt Φ
T
s C
T
s R
−1
s CsΦsΦ
−1
t ds ≤ ρ2In.(5)
Here, Φt is the fundamental matrix solution of (1), i.e, Φ˙t = AtΦt and Φ0 := I. Additionally, we also
assume that:
Assumption 2.3. The pair [At, Ct] is uniformly completely observable.
3. Asymptotic properties of filter in case of Gaussian initial conditions
In this section, we study the asymptotic properties and stability of the filter when the initial condition
is assumed to be Gaussian. As mentioned earlier, we are interested in calculating the distance between
measures πt and π¯t under appropriate metric. Since both πt and π¯t are Gaussian, if we choose the total
variation metric, then showing the convergence of ‖Xˆt−Xm¯,P¯t ‖ t→∞−−−→ 0 and ‖Pt−P P¯t ‖ t→∞−−−→ 0 is sufficient
to establish the stability of the filter for the Gaussian initial condition. In other words, it is sufficient to
prove the stability of (4) which is called the Dynamic Riccati Equation and of (3). Throughout this paper,
we define the norm ‖ · ‖ of a m× n matrix Q as ‖Q‖ := sup‖x‖=1 ‖Qx‖.
3.1. Stability of the dynamic Riccati equation. We begin with observing that the solution of (4) with
a non-negative definite initial condition Pge0 can be written as
PPt = Φt
√
P
(
I +
√
PC¯t
√
P
)−1√
PΦTt ,(6)
where C¯t :=
∫ t
0
ΦTs C
T
s R
−1
s CsΦsds. To investigate the stability of (4), we need the following result proved in
[16] which concerns the uniform boundedness of PPt .
Lemma 3.1. If [At, Ct] is uniformly completely observable, P
P
t is uniformly bounded in t.
Remark 3.2. Consider the subspace of Rm defined by S := {u : ‖ΦTt u‖ → 0 as t → 0}. For v ∈ S, it
is clear from (6) that vTPPt v → 0 as t → ∞ (since C¯t is bounded below uniformly in time [16, Proposition
3]), implying that the uncertainty along S reduces to zero asymptotically in time. This feature is used in
data assimilation algorithms in discrete time that go by the name of Assimilation in Unstable Subspace
(AUS) [7, 18, 21]. This and other properties of the filter covariance (in discrete time) and their relation to
Lyapunov vectors and exponents of the dynamics that have been discussed extensively in [11, 5] extend to the
filter covariance for the Kalman-Bucy filter (in continuous time).
To prove stability of (4), we consider solutions PPt and P
P¯
t of (4) corresponding to two different initial
conditions P and P¯ , respectively. A straightforward calculation shows that Et := P
P
t − P P¯t satisfies
E˙t = B
P
t Et + Et
(
BP¯t
)T
,
where BPt :=
(
At − PPt CTt R−1t Ct
)
and BP¯t :=
(
At − P P¯t CTt R−1t Ct
)
. Further, it can easily be verified that
Et = Ψ
P
t
(
P − P¯)(ΨP¯t )T ,(7)
with Ψ˙Pt = B
P
t Ψ
P
t , Ψ
P
0 = I, Ψ˙
P¯
t = B
P¯
t Ψ
P¯
t and Ψ
P¯
0 = I. Therefore, stability of the Riccati equation is related
to studying the asymptotic properties of ΨPt and Ψ
P¯
t . Without loss of generality, it is sufficient to study
asymptotic properties of ΨPt . To this end, consider a linear system
z˙t =
(
At − PPt CTt R−1t Ct
)
zt ,(8)
whose solution is given by zt = Ψ
P
t z0, where z0 is the initial condition. The above system (8) is said to be
asymptotically stable if ‖ΨPt ‖ t→∞−−−→ 0 which is equivalent to ‖zt‖ t→∞−−−→ 0, ∀ z0 ∈ Rm. Therefore, to establish
that ‖ΨPt ‖ t→∞−−−→ 0, we use Lyapunov function approach used in [6] and show that ‖zt‖ t→∞−−−→ 0, ∀ z0 ∈ Rm.
The first step towards proving asymptotic stability of (8), is the following lemma [20, Lemma 2.5.2].
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Lemma 3.3. If [At, Ct] is uniformly completely observable and Kt is continuous and bounded in t, then
[At −KtCt, Ct] is also uniformly completely observable.
Consequently, since PPt C
T
t R
−1
t is continuous and bounded in t, [B
P
t , Ct] is uniformly completely observ-
able, i.e., there exist τ˜ , ρ3, ρ4 > 0 such that for all t > 0 we have,
ρ3In ≤
∫ t
t−τ˜
(
ΨPt
)−T (
ΨPs
)T
CTs R
−1
s CsΨ
P
s
(
ΨPt
)−1
ds ≤ ρ4In .(9)
We shall now state one of the main results of this paper, that of asymptotic stability of the filter covariance.
Theorem 3.4. Let P be non-negative definite, and [At, Ct] be uniformly completely observable, then (8) is
asymptotically stable and
∫ ∞
0
(
ΨPs
)T
ΨPs ds <
τ˜P−1
ρ3
(10)
Remark 3.5. We note here that the asymptotic stability of (8) has already been proven in [16] using
Lyapunov function, wherein it is shown that ‖zt‖ t→∞−−−→ 0, which in turn implies the stability of the Riccati
equation. However, our result above is stronger since (10) gives certain control over the rate of decay of ΨPs ,
which is needed later to prove almost sure convergence of the filter mean.
Proof. Like in [16], we begin with a Lyapunov function
V (zt, t) := z
T
t
(
PPt
)−1
zt.(11)
Using (4) and (8), we see that
dV
dt
(zt, t) = −zTt (At − PP tCTt R−1t Ct)T
(
PPt
)−1
zt
+ zTt (−ATt
(
PPt
)−1 − (PPt )−1At + CTt R−1t Ct)zt
+ zTt
(
PPt
)−1
(At − PP tCTt R−1t Ct)zt
= −zTt CTt R−1t Ctzt ≤ 0 , ∀t > 0 .(12)
Using the relationship zs = Ψ
P
s
(
ΨP
)−1
t
zt, we can write
V (zt+τ˜ , t+ τ˜ )− V (zt, t) = −zTt
∫ t+τ˜
t
(
ΨPt
)−T (
ΨPs
)T
CTs R
−1
s CsΨ
P
s
(
ΨPt
)−1
ds zt .
Observe that from (9),
ρ3‖zt‖2 ≤ V (zt, t)− V (zt+τ˜ , t+ τ˜ ) ≤ ρ4‖zt‖2,(13)
which together with the assumption of uniform complete observability of [At, Ct] imply that V (zt, t) → 0,
and ‖zt‖ → 0, as t→∞, and that (8) is asymptotically stable.
Next, in order to prove (10), observe that writing t = t′ + kτ˜ , for some t′ ∈ [0, τ˜ ], we have
V (zt′+(k+1)τ˜ , t
′ + (k + 1)τ˜)− V (zt+kτ˜ , t′ + kτ˜) ≤ −ρ3‖zt′+kτ˜‖2
Adding N such inequalities with k = 0, 1, 2, ..., N , we have
V (zt′+(N+1)τ˜ , t
′ + (N + 1)τ˜)− V (zt′ , t′) ≤ −ρ3
N∑
k=0
‖zt′+kτ˜‖2
Using (12), and letting N →∞,
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∞∑
k=0
‖zt′+kτ˜‖2 ≤ V (zt′ , t
′)
ρ3
≤ V (z0, 0)
ρ3
.(14)
Integrating (14) with respect to t′ in the range t′ ∈ [0, τ˜ ], we have
∫ τ˜
0
∞∑
k=0
‖zt′+kτ˜‖2dt′ ≤
∫ τ˜
0
V (z0, 0)
ρ3
dt′
∫ ∞
0
‖zt′‖2dt′ ≤ V (z0, 0)τ˜
ρ3
zT0
(∫ ∞
0
(
ΨPt′
)T
ΨPt′dt
′
)
z0 ≤ V (z0, 0)τ˜
ρ3
=
τ˜ zT0 P
−1z0
ρ3
(15)
Since (15) is true for all initial conditions z0,
∫ ∞
0
(
ΨPt′
)T
ΨPt′dt
′ ≤ τ˜
ρ3
P−1(16)
which completes the proof. 
3.2. Almost sure convergence of the conditional expectation. To discuss the convergence of condi-
tional expectation, we follow the method set forth in [17]. Consider two solutions (Xˆt, Pt), (X
m¯,P¯
t , P
P¯
t ) of
(3) and (4) with different initial conditions: one correct, m0, P0 (which are the mean and covariance of the
Gaussian x0) and the other incorrect, m¯, P¯ , respectively. Our result concerning the asymptotic stability of
the filter mean is as follows:
Theorem 3.6. Let P0, P¯ be some bounded non-negative definite matrices, and [At, Ct] be uniformly com-
pletely observable, then ‖Xˆt −Xm¯,P¯t ‖ t→∞−−−→ 0 P− a.s
Proof. Let us begin with defining the innovations process
dνt := dyt − CtXˆtdt,
which is a Yt-Brownian motion [22]. Then, the using (3), we see that the dynamical equation for Xˆ −Xm¯,P¯
is
d(Xˆt −Xm¯,P¯t ) =
(
At − P P¯t CTt R−1t Ct
)
(Xˆt −Xm¯,P¯t )dt+
(
Pt − P P¯t
)
CTt R
−1
t (dyt − CtXˆtdt) .(17)
Using a simple application of Ito’s formula, we observe that solution to he above dynamical equation is given
by
(
Xˆ −Xm¯,P¯ )
t
= ΨP¯t (m0 − m¯) +
∫ t
0
ΨP¯t
(
ΨP¯s
)−1(
Ps − P P¯s
)
CTs R
−1
s dνs
Next, writing Zˆt :=
∫ t
0
(
ΨP¯s
)−1(
Ps − P P¯s
)
CTs R
−1
s dνs, we can express the above solution in a compact form
as
(
Xˆ −Xm¯,P¯ )
t
= ΨP¯t (m0 − m¯) + ΨP¯t Zˆt.(18)
Observe now that using (7) to write (Ps − P P¯s ) in terms of ΨP0s and ΨP¯s , it is clear that,
E[|Zˆt|2] = E
[
tr
(∫ t
0
(P0 − P¯ )
(
ΨP0s
)T
CTs R
−1
s R
−1
s CsΨ
P0
s (P0 − P¯ )ds
)]
,(19)
where tr(A) denotes the trace of the square matrix A. Using simple algebra, we can easily conclude that for
some M ′ > 0, we have (P0 − P¯ )2 < M ′I. In particular, we could choose M ′ to be the squared sum of the
largest eigenvalues of P0 and P¯ . Moreover, we also have ‖CTt R−2t Ct‖ < M , for some M > 0, thus implying
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tr
(∫ t
0
(P0 − P¯ )
(
ΨP0s
)T
CTs R
−1
s R
−1
s CsΨ
P0
s (P0 − P¯ )ds
)
≤MM ′tr
( ∫ t
0
(
ΨP0s
)T
ΨP0s ds
)
≤MM ′tr
( ∫ ∞
0
(
ΨP0s
)T
ΨP0s ds
)
<∞,
where the last inequality follows from Theorem (3.4), indicating that Zˆt is a square integrable martingale.
Therefore, by martingale convergence theorem, {Zˆt}t≥0 converges almost surely, as t→∞, to an integrable
random variable, say N . Thus, we conclude that ΨP¯t Zˆt → 0 P − a.s, since we already know by Theorem
(3.4) that ΨP¯t converges to zero as t → ∞. Similarly, we can deduce that ΨP¯t (m0 − m¯) → 0, as t → ∞,
which in view of (18) completes the proof. 
4. Linear filter with non-Gaussian initial condition
In this section, we will consider the filter stability in the case of non-Gaussian initial conditions. Note
that if x0 is not Gaussian, then πt is not Gaussian either. But the following theorem shows that, under
certain conditions, the linear filter even with non-Gaussian initial condition is asymptotically close to an
appropriate Kalman-Bucy filter almost surely. To state the theorem below, we recall that Xm¯,P¯t , P
P¯
t denote
the solutions of (3) and (4) with initial conditions m¯ and P¯ .
Theorem 4.1. Suppose the pair [At, Ct] is uniformly completely observable. Let x0 be square integrable and
be of the form x0 := v0 + x¯0, where x¯0 is a non-degenerate Gaussian random variable independent of v0.
Then for the system given by (1) and (2), the filter mean E[xt|Yt] is almost surely asymptotically proximal
to the filter mean Xm¯,P¯t :
E[xt|Yt]−Xm¯,P¯t t→∞−−−→ 0, P− a.s.(20)
We also have the almost sure weak asymptotic proximality (or merging, following the terminology of [9]) of
the filtering distributions πt with the Gaussian distributions defined by solutions of Kalman-Bucy equations:
πt(g)−N (Xm¯,P¯t , P P¯t )(g) t→∞−−−→ 0, P− a.s,(21)
for any bounded, uniformly continuous g, for any m¯ ∈ Rm and P¯ ∈ Rm×m, P¯ > 0.
Remark 4.2. The requirement that the initial condition x0 be a sum of a Gaussian and a non-Gaussian
random variables is not very restrictive. One quite large class of random variables that satisfy this assumption
is as follows: for every m-dimensional random variable U with finite second moment and a density fU , there
is a corresponding x0 satisfying the assumptions of the theorem, where x0 is defined to be a random variable
with density which is a solution of m-dimensional heat equation initialised with fU .
Proof. The ideas of our proof are motivated by [15] and by those used in the proof of [17, Theorem 2.6],
with certain modifications to accommodate our model with zero noise.
First, observe that the system given by (1) and (2) can also be represented as
xt = x¯t +Φtv0, x¯t = Φtx¯0
yt =
∫ t
0
Csx¯sds+Wt +
∫ t
0
CsΦsv0ds
Here, W¯t := Wt +
∫ t
0
CsΦsv0ds is not a Brownian motion with respect to P. Hence we invoke a change
of measure transformation to find a new probability measure P¯, with respect to which W¯t is a Brownian
motion. By introducing such a transformation we can use much of the analysis related to Gaussian initial
conditions with appropriate modifications. The authors in [15] and [17] use precisely this idea, to analyse
the case of non-Gaussian initial conditions in their works.
Let us begin with defining Zt for t > 0 by
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Zt := exp
(−
∫ t
0
(CsΦsv0)
T dWs − 1
2
∫ t
0
‖CsΦsv0‖2ds
)
,
and define a new measure P¯T0 for some fixed T0 > 0 by the Radon-Nikodym derivative
dP¯T0
dP
:= Z−1T0
where P¯T0 defined as above is a probability measure (by [14, Corollary 3.5.16]) and equivalent to P for
all T0 < ∞. Notice that the variables v0, W¯t, x¯t are all mutually independent under P¯T0 , and that the
distribution of v0 remains unchanged. Denoting the expectation with respect to P¯T0 by E¯, we see that the
expectations with respect to the two probability measures are related by ([22]):
E[f(v0, x¯t)|Yt] = E¯[f(v0, x¯t)Zt|Yt]
E¯[Zt|Yt](22)
for any bounded measurable function f : Rm × Rm → R. Writing π for the distribution of v0, it is easy see
that
E¯[f(v0, x¯t)Zt|Yt] =
∫
Rm
π(dx)
∫
R2m
f(x, r1)e
− 1
2
xTMtx+x
T r2ηt(dr1, dr2),(23)
where, Mt :=
∫ t
0 Φ
T
s C
T
s CsΦsds, bt :=
∫ t
0 (CsΦs)
T dW¯s, and ηt is the conditional distribution of
(
x¯t
bt
)
given Yt
under P¯T0 . The conditional distribution ηt is obtained by studying Kalman-Bucy filter in the framework with
correlated observation and system noises for the extended system,
(
x¯t
bt
)
. It is known that the conditional
distribution ηt is again Gaussian [22], with mean
(
m˜t
b˜t
)
and covariance
(
P˜t St
STt Qt
)
given by the following
set of equations.
m˜t = X
m′,P ′
t (solution of (3)), m˜0 = m
′ = E[x¯0] ,
P˜t = P
P ′
t (solution of (4)), P˜0 = P
′ = E[(x¯0 − E[x¯0])(x¯0 − E[x¯0])T ] ,
db˜t = (Φt + St)
TCTt (dyt − Ctm˜tdt) , b˜0 = 0 ,
Q˙t = −ΦtCTt CtSt − STt CTt CtΦt − STt CTt CtSt , Q0 = 0 ,
S˙t = AtSt − P˜tCTt CtSt − P˜tCTt CtΦt , S0 = 0 .(24)
Back to computing expectations, we use (23) in (22) to express
E[f(v0, x¯t)|Yt] =
∫
Rm
π(dx)
∫
R2m
f(x, r1)e
− 1
2
xTMtx+x
T r2ηt(dr1, dr2)∫
Rm
π(dx)
∫
R2m
e−
1
2
xTMtx+xT r2ηt(dr1, dr2)
=
∫
Rm
e
1
2
xT (Qt−Mt)x+x
T b˜tπ(dx)
∫
R2m
f(x, r1)η˜t(dr1, dr2)∫
Rm
e
1
2
xT (Qt−Mt)x+xT b˜tπ(dx)
∫
R2m
η˜t(dr1, dr2)
=
∫
Rm
e
1
2
xT (Qt−Mt)x+x
T b˜tπ(dx)
∫
R2m
f(x, r1)η˜t(dr1, dr2)∫
Rm
e
1
2
xT (Qt−Mt)x+xT b˜tπ(dx)
(25)
where η˜t is a Gaussian measure with mean
(
m˜t + Stx
b˜t +Qtx
)
and covariance
(
P˜t St
STt Qt
)
. Setting f(v0, x¯t) =
f˜(Φtv0 + x¯t), and taking γt to be a Gaussian measure with mean 0 and covariance P˜t, we have
7
E[f˜(Φtv0 + x¯t)|Yt] =
∫
Rm
e
1
2
xT (Qt−Mt)x+x
T b˜tπ(dx)
∫
R2m
f˜(Φtx+ r1)η˜t(dr1, dr2)∫
Rm
e−
1
2
xT (Qt−Mt)x+xT b˜tπ(dx)
=
∫
Rm
e
1
2
xT (Qt−Mt)x+x
T b˜tπ(dx)
∫
Rm
f˜(Φtx+ m˜t + Stx+ r3)γt(dr3)∫
Rm
e
1
2
xT (Qt−Mt)x+xT b˜tπ(dx)
.(26)
Now setting f˜(x) = x (this can be done even though f˜ is not bounded because f˜ is integrable with respect
to Gaussian measure), we obtain the conditional mean as
E[xt|Yt] = m˜t + E[(Φt + St)v0|Yt] = m˜t + (Φt + St)E[v0|Yt]
Now observe from (24) that
d
dt
(Φt + St) = (At − P˜tCTt Ct)(Φt + St),
which has the same form as (8), and thus from Theorem (3.4) it follows that ‖Φt + St‖ → 0 as t→∞.
‖E[xt|Yt]− m˜t‖ = ‖(Φt + St)E[v0|Yt]‖
≤ K0‖(Φt + St)‖ P− a.s.
t→∞−−−→ 0 P− a.s. ,
because E[v0|Yt] is uniformly integrable (square integrable, in particular). Therefore,
E[xt|Yt]− m˜t → 0 P− a.s. and in L2
Now, if we can prove that (Xm¯,P¯t − m˜t)→ 0, P− a.s then we shall have shown that
E[xt|Yt]−Xm¯,P¯t → 0, P− a.s
To that end, consider
d(m˜t −Xm¯,P¯t ) = (At − P P¯t CTt Ct)(m˜t −Xm¯,P¯t )dt+ (P˜t − P P¯t )CTt (dyt − CtE[xt|Yt])
+ (P˜t − P P¯t )CTt Ct(E[xt|Yt]− m˜t)dt
whose solution can be expressed as
m˜t −Xm¯,P¯t = ΨP¯t (m˜0 − X¯0) +
∫ t
0
ΨP¯t
(
ΨP¯s
)−1
(P˜s − P P¯s )CTs (dys − CsE[xs|Ys])
+
∫ t
0
ΨP¯t
(
ΨP¯s
)−1
(P˜s − P P¯s )CTs Cs(E[xs|Ys]− m˜s)ds
= J1 + J2 + J3,
where J1 = Ψ
P¯
t (m˜0− X¯0), J2 =
∫ t
0
ΨP¯t
(
ΨP¯s
)−1
(P˜s− P¯s)CTs (dys−CsE[xs|Ys]), and J3 =
∫ t
0
ΨP¯t
(
ΨP¯s
)−1
(P˜s−
P¯s)C
T
s Cs(E[xs|Ys] − m˜s)ds. In view of Theorem 3.4, it is easy to check that J1 → 0 and J2 → 0 P− a.s.
Thus, consider
8
J3 =
∫ t
0
ΨP¯t
(
ΨP¯s
)−1
(P˜s − P P¯s )CTs Cs(E[xs|Ys]− m˜s)ds
= ΨP¯t (P
′ − P¯ )
∫ t
0
(
ΨP
′
s
)T
CTs CsΨ
P ′
s E[v0|Ys]ds
= ΨP¯t (P
′ − P¯ )
∫ t
0
(
ΨP
′
s
)T
CTs CsΨ
P ′
s (E[v0|Ys]− E[v0|Y∞])ds+ΨP¯t (P ′ − P¯ )
∫ t
0
(
ΨP
′
s
)T
CTs CsΨ
P ′
s dsE[v0|Y∞]
= L1 + L2,
where,
L1 = Ψ
P¯
t (P
′ − P¯ )
∫ t
0
(
ΨP
′
s
)T
CTs CsΨ
P ′
s (E[v0|Ys]− E[v0|Y∞])ds
L2 = Ψ
P¯
t (P
′ − P¯ )
∫ t
0
(
ΨP
′
s
)T
CTs CsΨ
P ′
s dsE[v0|Y∞]
Again, using the uniform bound on Cs and theorem 3.4, it is clear that L2 → 0 P − a.s. In order to show
that L1 → 0 P− a.s, It suffices to show that ‖
∫ t
0
(
ΨP
′
s
)T
CTs CsΨ
P ′
s (E[v0|Ys]− E[v0|Y∞])ds‖ <∞. To that
end, we know that for a given ǫ > 0, there is a tǫ > 0 such that for every t > tǫ, ‖E[v0|Ys]− E[v0|Y∞]‖ < ǫ.
∥∥∥∥
∫ t
0
(
ΨP
′
s
)T
CTs CsΨ
P ′
s (E[v0|Ys]− E[v0|Y∞])ds
∥∥∥∥ ≤
∥∥∥∥
∫ tǫ
0
(
ΨP
′
s
)T
CTs CsΨ
P ′
s (E[v0|Ys]− E[v0|Y∞])ds
∥∥∥∥
+
∥∥∥∥
∫ t
tǫ
(
ΨP
′
s
)T
CTs CsΨ
P ′
s (E[v0|Ys]− E[v0|Y∞])ds
∥∥∥∥
<∞ uniformly in t, by (16)
Therefore, the above calculation implies that (Xm¯,P¯t − m˜t)→ 0, P− a.s. This concludes the proof of (20).
We again follow the method of [17] to next prove (21). To this end, consider the optimal filtering
distribution πt (recall πt(B) = E[1xt∈B|Yt]) and the Gaussian µ˜t := N (m˜t, P˜t). For a bounded uniformly
continuous function g : Rn → R, using the expression from (26),
∫
Rn
g(x)πt(dx)−
∫
Rn
g(x)µ˜t(dx)
=
∫
Rm
e
1
2
xT (Qt−Mt)x+x
T b˜tπ(dx)
∫
Rm
g(Φtx+ m˜t + Stx+ r3)γt(dr3)∫
Rm
e
1
2
xT (Qt−Mt)x+xT b˜tπ(dx)
−
∫
Rn
g(x)µ˜t(dx)
=
∫
Rm
e
1
2
xT (Qt−Mt)x+x
T b˜tπ(dx)
∫
Rm
[g(Φtx+ m˜t + Stx+ r3)− g(m˜t + Str3)] γt(dr3)∫
Rm
e
1
2
xT (Qt−Mt)x+xT b˜tπ(dx)
,(27)
where the last line is obtained by using definition of γt(dx) and by multiplying and the second term in
the second line above by
∫
Rm
e
1
2
xT (Qt−Mt)x+x
T b˜tπ(dx). Now, if we partition the π(dx) integral into regions
|(Φt + St)x| < δ and |(Φt + St)x| ≥ δ for a fixed δ > 0, then
∫
Rn
g(x)πt(dx)−
∫
Rn
g(x)µ˜t(dx)
≤ sup
|z1−z2|<δ
|g(z1)− g(z2)|+ 2 sup
z
(g(z))E[1|(Φt+St)x0|>δ|Yt]
≤ sup
|z1−z2|<δ
|g(z1)− g(z2)|+ 2 supz (g(z))
δ2
‖Φt + St‖2E[|x0|2]
≤ sup
|z1−z2|<δ
|g(z1)− g(z2)| as t→∞
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where the second inequality follows from Chebyshev’s inequality. Observe now that for any δ0 > 0, we can
choose sufficiently small δ, such that sup|z1−z2|<δ |g(z1)− g(z2)| < δ0 which implies that πt converges weakly
to µ˜t P−a.s. as t→∞. Using now the fact that (Xm¯,P¯t −m˜t)→ 0, P−a.s and (P P¯t − P˜t)→ 0, we conclude
that [πt(g)−N (Xm¯,P¯t , P P¯t )(g)] t→∞−−−→ 0, P− a.s. 
Remark 4.3. We have shown that the optimal filter is asymptotically proximal to the Gaussian distribution
with mean and covariance given by solutions of (3) and (4) for arbitrary initial conditions. In contrast to
the results in [17], our methods are not sufficient to prove the exponential convergence in our case of zero
system noise.
5. Small noise analysis
In this section, we would like to study the small system noise behaviour of linear filter. We initialise
the system with noise and zero noise system with same initial conditions and study the behaviour of both
solutions for same set of observations. Consider the processes given by,
xǫt = x
ǫ
0 +
∫ t
0
Asx
ǫ
sds+ ǫ
∫ t
0
FsdV
ǫ
s ,(28)
yǫt =
∫ t
0
Csx
ǫ
sds+
∫ t
0
R
1
2
s dW
ǫ
s ,(29)
xǫ0 ∼ N (m0, P0) t ≥ 0,
where, V ǫt andW
ǫ
t are mutually independent Ft-standard Brownian motion. Also, x0 is mutually independent
with respect to V ǫt and W
ǫ
t .
dxˆǫt = Atxˆ
ǫ
tdt+Q
ǫ
tC
T
t R
−1
t (dy
ǫ
t − Ctxˆǫtdt),(30)
Q˙ǫt = AtQ
ǫ
t +Q
ǫ
tA
T
t −QǫtCTt R−1t CtQǫt + ǫ2FtFTt ,(31)
xˆǫ0 = m, Q
ǫ
0 = Q,(32)
where, xˆǫt = E[x
ǫ
t |Yǫt ] with Yǫt := σ{yǫs : 0 ≤ s ≤ t}] and Qǫt = E[(xǫt − xˆǫt)(xǫt − xˆǫt)T ]. We also define the new
process xˆ0t as
dxˆ0t = Atxˆ
0
tdt+ P
Q
t C
T
t R
−1
t (dy
ǫ
t − Ctxˆ0t dt).
Note that above definition involves yǫt , instead of y
0
t . To proceed further, additional assumption is made in
this analysis.
Assumption 5.1. Ft is uniformly bounded in t and z˙t = (At − PQt CTt R−1t Ct)zt is exponentially stable.
Sufficient conditions for the required exponential stability are given in [16].
Theorem 5.2. If [At, Ct] are uniformly completely observable and assumption (5.1) holds, then
P
(
lim
ǫ→0
||xˆǫt − xˆ0t || = 0, ∀t ≥ 0
)
= 1
Proof. Let us begin with observing
d
dt
(Qǫt − PQt )(33)
= BQt (Q
ǫ
t − PQt ) + (Qǫt − PQt )
(
B
Q
t
)T − (Qǫt − PQt )CTt R−1t Ct(Qǫt − PQt ) + ǫ2FtFTt , Qǫ0 − PQ0 = 0,(34)
where, BQt := At−PQt CTt R−1t Ct. If we define ∆Pt := Qǫt−PQt and ΨQt is such that Ψ˙Qt = BQt ΨQt , ΨQ0 = I,
10
ddt
[
(
ΨQt
)−1
∆Pt
(
ΨQt
)−T
] =
(
ΨQt
)−1
(−∆PtCTt R−1t Ct∆Pt + ǫ2FtFTt )
(
ΨQt
)−T
∆Pt = Ψ
Q
t
∫ t
0
(
ΨQs
)−1
(−∆PsCTs R−1s Cs∆Ps + ǫ2FsFTs )
(
ΨQs
)−T
ds
(
ΨQt
)T
≤ ǫ2ΨQt
∫ t
0
(
ΨQs
)−1
FsF
T
s
(
ΨQs
)−T
ds
(
ΨQt
)T
From the assumption of exponential stability, we have ‖ΨQt
(
ΨQs
)−1‖ ≤ Ke−α(t−s), for some K, α and for all
t ≥ s ≥ 0. Therefore,
0 ≤ ‖∆Pt‖ ≤ ǫ
2KF
2α
Now, we consider the evolution equation for xˆǫt − xˆ0t
d(xˆǫt − xˆ0t ) = BQt (xˆǫt − xˆ0t )dt+ (∆Pt)CTt R−1t (dyǫt − Ctxˆǫtdt), xˆ0 − xˆǫ0 = 0,
xˆǫt − xˆ0t =
∫ t
0
ΨQt
(
ΨQs
)−1
(∆Ps)C
T
s R
−1
s (dy
ǫ
s − Csxˆǫsds)
Define, ut :=
∫ t
0
(
ΨQs
)−1
(∆Ps)C
T
s R
−1
s (dy
ǫ
s−Csxˆǫsds) and Bt := σ{yǫr −
∫ r
0
Csxˆ
ǫ
sds : 0 ≤ r ≤ t}. Clearly, ut is
a Bt-martingale. For any given T¯ ≥ 0 and λ > 0, applying Doob’s inequality to submartingale, |ut|, we have
P
(
sup
0≤t≤T¯
|ut| ≥ λ
) ≤ E[|uT¯ |]
λ
P
(
sup
0≤t≤T¯
|(ΨQt )−1(xˆǫt − xˆ0t )| ≥ λ) ≤ E[|
(
ΨQ
T¯
)−1
(xˆǫ
T¯
− xˆ0
T¯
)|]
λ
≤ ‖(ΨQ
T¯
)−1‖ ǫ
√
KFM
2αλ
P
(‖(ΨQ
T¯
)−1‖ sup
0≤t≤T¯
|(xˆǫt − xˆ0t )| ≥ λ
) ≤ ‖(ΨQ
T¯
)−1‖ ǫ
√
KFM
2αλ
s
Now, choose ǫ = 1
n2
, n ∈ N and λ = λ0KeαT¯ (arbitrariness of λ is now in λ0),
P
(
KeαT¯ sup
0≤t≤T¯
|(xˆǫt − xˆ0t )| ≥ λ0KeαT¯
) ≤ KeαT¯
√
KFM
2n2αλ0KeαT¯
P
(
sup
0≤t≤T¯
|(xˆǫt − xˆ0t )| ≥ λ0
) ≤ ǫ
√
KFM
2αn2λ0
Then, using Borel-Cantelli lemma, we conclude that P
(
limn→∞ |xˆ
1
n2
t − xˆ0t | = 0, ∀T¯ ≥ t ≥ 0
)
= 1, ∀T¯ ≥ 0.
Therefore, the small noise limits are non-singular in the case of Gaussian initial condition. 
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