Abstract. Resting state functional connectivity holds great potential for diagnostic prediction of neurological and psychiatric illness. This paper introduces a compact and information-rich representation of connectivity that is geared directly towards predictive modeling. Our representation does not require a priori identication of localized regions of
Introduction
Resting state functional magnetic resonance imaging (fMRI), in conjunction with multivariate pattern analyses, holds great promise for diagnostic prediction of neurological and psychiatric illness [2] . For accurate predictive modeling, it is necessary to have compact representations of functional connectivity. Such representations are usually obtained by a judicious choice of nodes for assembling the correlation matrix/connectivity network. Parcellation schemes based on anatomical and/or functional features are used to yield regions of interest (ROIs) that are identied as nodes of the network [10] . For network-based analyses of anatomical and functional connectivity it is crucial to use nodes derived from spatially localized ROIs that are functionally and biologically meaningful [5] . On the other hand, for predictive modeling it is desirable to maximize the information content of the reduced representation. For example, a priori identication of ROIs may obscure more subtle and complex phenomena that cross the boundaries of ROIs and thus may lead to suboptimal prediction accuracy.
The goal of our work is to introduce a compact and informative representation of functional connectivity that is geared directly towards predictive modeling and does not require a priori identication of localized ROIs. Our approach is based on the observation that a localized ROI can be fully captured by its indicator function, which is simply a particular type of spatial map (i.e., realvalued functions on the collection of voxels). The set of all possible spatial maps is a very high-dimensional vector space, but since fMRI data is already subject to smoothing, both in its acquisition and preprocessing, we choose to restrict to the subspace of spatial maps exhibiting some smoothness. This subspace can be approximated by the span of low-frequency eigenvectors of an appropriate graph Laplacian (in the same way as Fourier basis provides building blocks for time signals, the Laplacian eigenvectors provide a basis for spatial signals).
Therefore, we build our representation from the spatial maps associated to lowfrequency eigenvectors, which replace ROIs as nodes of network. Namely, these distributed and overlapping spatial maps are combined with blood oxygenation level dependent (BOLD) signal to obtain the corresponding representative time series. The matrix of correlations between these time series are then computed, giving the sought representation of connectivity.
The proposed approach has a number of advantages. First, it leads to a compact representation of functional connectivity that is hierarchical. Indeed, the Laplacian eigenvectors are naturally ordered by their smoothness and a number of smoother eigenvectors can be retained to obtain a connectivity matrix of desired size. Second, the proposed representation is informative in that it allows approximate reconstruction of correlations between any pair of traditional ROIs, even if these ROIs were not specied a priori. This explains why our approach is eective: in a sense, traditional ROIs are subsumed by our approach and a classier applied to our representation is able to learn any information that could be extracted from traditional ROIs. Finally, our representation is interpretableit provides a simple mechanism for mapping the weights learned by linear classiers back to the brain, allowing a detailed understanding of the predictive model.
Methods
Let X be the n TR ×n vox matrix of the voxel-wise z-scored corrected BOLD signal acquired in n vox grey matter voxels over n TR time points. The matrix C = X X captures the correlations between all pairs of voxels, but is impractically large.
Our goal is to obtain a computationally tractable reduced representation of C.
Motivation. To motivate our representation, let us analyze the commonly used ROI-based approaches. For i-th ROI, consider an n vox × 1 column vector whose entries correspond to voxels, with an entry of 1 for voxels that belongs to the ROI, and 0 otherwise. Let us scale this vector so that its entries sum to 1, and denote this normalized vector by φ i ; this is the indicator vector of the ROI.
Note that the product Xφ i gives the averaged BOLD time series over the i-th ROI, and so the product (Xφ
normalized correlation between i-th and j-th ROIs. Denote by Φ the n vox × n ROI matrix whose i-th column is the vector φ i . Now the matrix Φ CΦ can be seen to be an n ROI × n ROI matrix of un-normalized correlations between all the ROIs. This process can be interpreted in the following manner. The large matrix C denes a dot product (namely, f, g = f Cg) over the space of all spatial maps.
The goal is to capture information about this dot product, and so about connectivity, in a compact manner. The ROI based approach achieves this by restricting the dot product to a much smaller subspace of spatial maps. Namely, the subspace in question is span{φ 1 , φ 2 , ..., φ nROI }, and the matrix of the restricted dot product is precisely the matrix Φ CΦ above.
Proposed Approach. In the light of the discussion above, the gist of our approach is to choose a dierent subspace of spatial maps for restricting the dot product. For multivariate pattern analyses it is desirable to maximize the information content of the reduced representation and this can be achieved by choosing a subspace that oers strong approximation properties. Since spatial smoothing is applied to BOLD signal during preprocessing, it is natural to restrict the dot product to a subspace of smooth spatial maps.
We propose to use the subspace spanned by the low spatial frequency eigenvectors of an appropriate graph Laplacian. Here, we consider the grey matter template voxels as nodes of a graph, and introduce an edge between voxels that share a face. By solving the eigenvalue problem to obtain low-dimensional subspace of smooth spatial maps, we consider the subspace spanned by the rst n ev eigenvectors. Denoting by Ψ an n vox × n ev matrix whose i-th column is ψ i , our reduced representation of the voxel-wise connectivity matrix C is given by D = Ψ CΨ which is a matrix of size n ev × n ev . In practice, we rst compute Xψ i for i = 1, 2, ..., n ev , which gives the BOLD time series weighted by the spatial map ψ i , and then we set the entries
Informativeness. The proposed representation is informative in the sense that it allows approximate reconstruction of correlations between two given ROIs. Indeed, let φ 1 and φ 2 be the indicator vectors of the two ROIs. As discussed in Motivation, the un-normalized correlation between the ROIs is given by φ 1 Cφ 2 . Let us write the vectors φ 1 and φ 2 in terms of the eigenvector basis:
here α (resp. β) is a column-vector with entries α i (resp. β i ). Now we have,
We can compute the correlations between the ROIs by appropriate normalization, namely:
Note that since we have actually truncated the eigenvector basis, this equality holds only approximately. This approximate reconstruction property shows that despite its compactness, our representation is able to capture connectivity in a richly informative manner, which is crucial for accurate predictive modeling. 
here i, j run over eigenvector indices, and p, q run over voxels. Thus, we can say that the coecient of C pq given by R pq = i,j W ij Ψ ip Ψ jq captures the contribution of connectivity between voxels p and q. It is easy to see that R = Ψ W Ψ .
The matrix R is impractically big, but from it, we can derive a quantity that measures the importance of the connectivity of a given voxel for classication.
For a voxel p, consider quantity ω p = q R 2 pq ; note that squaring the coecients is appropriate here, as we would like to amplify importance of voxels whose connectivity coecients are larger. Letting ω be the vector with entries ω p , we have:
where the last expression is nothing but the vector of row sums of squared entries of W Ψ . Here we used that Ψ Ψ is the identity matrix since the full eigenvector basis is orthonormal; in practice since we truncate the basis, the equality above is only an approximation, but it still gives a measure of how much each voxel's connectivity contributes to the classication. 
Here, we let k index the pair-wise terms; without loss of generality, we can assume that vectors u k and v k have unit lengths, and to compensate, we introduce a scalar factor σ k . With this notation, one can think of σ k as the importance of each pair-wise connectivity u k Dv k to classication task. It is easy to show that we can rewriteŷ = sign
k , which is exactly the singular value decomposition (SVD) of W , and now it becomes clear that our assumption is equivalent to W being a low-rank matrix. Classiers satisfying low-rank constraints have been studied in the machine learning literature, and we will use Bilinear SVM [8] in our experiments. In practice, we nd that the learned W is symmetric up to a small error (presumably since D is symmetric), so we apply SVD to the symmetrized matrix W + W . Due to symmetry, we get u k = v k , and for visualization we depict the spatial maps Ψ u k ordered by the decreasing singular value σ k .
Experiments and Results
Data and Preprocessing. We utilize the public dataset
from Beijing Eyes
Open/Closed study [6] . The study included 48 healthy subjects who underwent three resting state scanning sessions. In the rst session, all of the subjects were scanned with their eyes closed; the remaining two sessions were scanned one with eyes open (EO) and the other with eyes closed (EC) in a random order counterbalanced across subjects. Since our goal is to conduct analyses for distinguishing EO and EC, we use the data from the second and third sessions only.
3 http://fcon_1000.projects.nitrc.org/indi/retro/BeijingEOEC.html
The data is processed in the following manner. As in [6] , we start by discarding the rst 10 volumes of each session. Next, we use SPM8 (The Wellcome Trust Centre for Neuroimaging) for spatial preprocessing. We then use the CONN Toolbox [11] with default settings to obtain corrected BOLD signal. The corrected BOLD signal is z-scored at every voxel, giving the nal normalized BOLD signal. This pipeline failed to process two of the subjects, and thus all of our experiments are based on the remaining 46 subjects.
To obtain the proposed representation of resting state connectivity, we rst compute a number of low-frequency eigenvectors of the grey matter voxel grid
Laplacian. Next, we normalize the eigenvectors to have unit 1 -norm. The normalized BOLD signal is then weighted by the eigenvectors, and the resulting time series are used to compute the dot product and correlation matrices. For comparison, we also compute connectivity matrices based on the commonly used Automated Anatomical Labeling (AAL) atlas [9] with 90 ROIs.
Experimental Results. We stress that no physiological meaning is associated with these eigenvectors.
The inset plot on the right depicts the error in- Next, we exemplify our representation in a multivariate analysis task, where our goal is to train classiers that use resting state connectivity for predicting whether the subject had their eyes open or closed for a particular scan. We train three dierent classiers: linear discriminant analysis (LDA) as implemented in MATLAB, with default settings; a linear support vector machine (SVM) as implemented in libsvm [3] with default parameters; and Bilinear SVM (maximum rank set to d = 8) with our in-house implementation that directly follows the algorithm description in [8] . LDA and SVM input a vector containing all of the unique entries in connectivity matrices; Bilinear SVM inputs the connectivity matrices directly. Each feature input to the linear SVM is z-scored over all subjects as this improves the performance; LDA is completely insensitive to zscoring; the inputs to Bilinear SVM are not z-scored as this would potentially destroy the low rank structure of the coecient matrix. The classication experiments are conducted as follows. To avoid confounding, we train and test the classiers on each session (i.e., the second and third sessions) separately. Due to the small sample size and standard practice in the neuroimaging literature, classication performance is measured via leave-one-out cross-validation accuracy. We report average accuracy over the two sessions. 
For all combinations, our proposed representation is seen to improve classication accuracy over the AAL by a non-negligible amount. analyses that interrogate network dierences between these two states [7, 12] .
Note that classier weights should be interpreted with caution, as they can reect properties of the methods used rather than the data they are applied to;
yet the fact that they are consistent with known physiology is encouraging.
Conclusion
We have introduced a novel information-rich compact representation of functional connectivity based on using low-frequency Laplacian eigenvectors as the spatial maps. The resulting maps only depend on the grey matter template and so enjoy the kind of data-independent universality usually associated with atlas-based methods. Experiments conrm increased classier accuracy with our representation and lead to plausible interpretations.
