Many successful methods for recognizing human action are spatio-temporal interest point (STIP) based methods. Given a test video sequence, for a matching-based method using a voting mechanism, each test STIP casts a vote for each action class based on its mutual information with respect to the respective class, which is measured in terms of class likelihood probability. Therefore, two issues should be addressed to improve the accuracy of action recognition. First, effective STIPs in the training set must be selected as references for accurately estimating probability. Second, discriminative STIPs in the test set must be selected for voting. This work uses ε-nearest neighbors as effective STIPs for estimating the class probability and uses a variance filter for selecting discriminative STIPs. Experimental results verify that the proposed method is more accurate than existing action recognition methods.
Introduction
The recognition of action in video sequences is an active and challenging area of research in the field of computer vision [1] , [2] . Human action recognition is the preliminary task in many applications, including video retrieval, intelligent vehicles, video surveillance and video event analysis. Methods for recognizing human action fall into two categories: top-down and bottom-up.
Top-down methods detect objects, categorize them and then describe their motion. Finally, based on the characteristics of motion, a model of action is established. Bobick and Davis [3] used the motion energy image (MEI) and the motion history image (MHI) to describe human motion. Recently, Wang et al. [4] , Weiland et al. [5] , Wang et al. [6] and Hsieh et al. [7] developed top-down methods based on the detection of human silhouettes or contours. These methods are partially effective because accurate recognition depends on accurate object detection which is yet an ill-posed problem.
Inspired by object recognition in image processing, bottom-up methods treat human action recognition as object recognition in the spatio-temporal dimension. Local features of interest points are first detected and represented. An action is then defined as a set of features. Finally, an "action object" is established as a recognition model. Based on this idea, many researchers used object recognition methods in image processing to recognize human action yielding some new "human action object" recognition methods.
Interest points for recognizing actions are widely detected by a 3D Harris spatio-temporal interest point (STIP) detector, which was extended from Harris corner detection [9] to three-dimensional space by Laptev et al. [8] . Other STIP detectors include the cuboid detector [10] , the feature detector based on the Hessian matrix [11] and the three-dimensional SIFT detector [12] . Niebles et al. [13] and Liu et al. [14] quantified STIPs as spatio-temporal visual words to generate STIP vocabularies and used the bags-of-words (BOW) model for recognizing actions. Wang et al. [15] extracted video blocks at regular positions and scales in spatio-temporal space by dense sampling and then used the BOW model for recognizing actions. Methods based on the gradient or optical flow are extensively used for representing STIPs. Laptev et al. [8] used the N-jets methods [16] , based on image gradient and optical flow, to describe STIP as a histogram of oriented gradient (HOG) and an histogram of optical flow (HOF) [17] . Other descriptors include the 3D-SIFT descriptor [12] , the 3D-HOG descriptor [18] and the ESURF descriptor [19] .
Most action classification algorithms that are based on STIP description apply learning-based algorithms. These include SVM [20] , Boosting [19] , the generative model that is based on some parameter estimations [21] and others. These algorithms have training and learning phases. Whenever the training set is changed by an increase or decrease in the number of samples or the addition of new categories, retraining is required. To prevent retraining, Yuan et al. [23] , inspired by the NBNN algorithm [22] for image classification, proposed the Native Bayes Mutual Information Maximization (NBMIM) algorithm for classifying actions. The NBMIM method identifies the class of a given test sequence as the one having the maximum decision score, which is obtained by summing scores casted from all the STIPs in the action sequence. The decision score for each STIP is based on point-wise mutual information between the STIP and all of STIPs in the training set. Yuan et al. [23] achieved an accuracy of 93.7% using 16 training subjects, which exceeded the accuracies achieved using other methods when applied to the same dataset [10] , [15] , [21] , [24] , [25] .
In the NBMIM algorithm, the distance between a STIP and a class is measured in terms of mutual information.
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Therefore, recognition accuracy depends on precise estimation of the class conditional probability. NBMIM used 1-NN (Nearest neighbor) for probability estimation; however, to achieve an efficient 1-NN search, Yuan et al. [23] used ε-NN search to prevent global nearest neighbor searching. Since precise non-parameter estimation of class probability is based on the fact that numerous training samples are available, an estimation algorithm, which can work well even with few training samples, should be proposed. To this end, this work uses the ε-NN probability estimation method.
Various actions such as running and jogging actions may have similar local STIPs. In other words, the same STIPs may exist in different action categories yielding nonempty intersection of STIP sets between different classes. STIPs that have similar distances to different action categories are regarded as indiscriminative STIPs and should be removed to improve the accuracy of action recognition. To do so, the work proposes the variance filter for STIP selection. In summary, this work proposed the ε-NN probability estimation method and the variance filter for discriminative STIP selection. Various experiments are performed on the KTH database to verify that NBMIM with the ε-NN probability estimation method and the variance filter for STIP selection outperforms the existing methods based on STIPs.
In the following, Sect. 2 introduces action classification problem and the KTH database on which this work is based. Section 3 describes the algorithms on which the proposed method is based. Section 4 presents and discusses relevant experimental results. Section 5 concludes the work and proposes future work.
Action Classification

Problem Definition
The problem of action recognition is to identify the action that is performed in a given video sequence. Among various action recognition methods, the STIP method has achieved considerable success in recent years. In this method, a video is represented by a set of STIPs. The action recognition problem is then formulated as follows: Given a video sequence Q, a set of C action categories {1, 2, · · · , C}, and a training set of labeled videos T = c=1,···,C; n=1,···,N T c n , the category of video is identified. Here, N is the number of labeled videos for each category, so the training set T has C × N video sequences. In the STIP-based method, the video sequence Q is represented by a collection of STIPs that are detected from each frame of the video, and denoted by Q = {d q }. Similarly, the training set T is denoted by
Database
The proposed method is designed based on the KTH dataset [26] , which contains six actions (C = 6): "walking", "jogging", "running", "boxing", "handwaving", and "handclapping". Each action has 25 subjects in 4 different environments (E = 4) -outdoors, outdoors with variable scales, outdoors with different clothes, and indoors with variable lighting conditions. In other words, there are C×E = 6×4 = 24 action videos related to a subject. Figure 1 presents some examples of actions. In this work, STIPs are detected by the 3D-Harris detector and represented by concatenating HOG and HOF features (162-dimensional feature vector), as in NBMIM [23] . However, to verify our method in practical use, another two datasets were used to demonstrate the performance of our method as described in Sect. 4.
Classification Method
NBMIM Algorithm
The NBMIM algorithm [23] encodes Q = {d q } as a collection of 3D-Harris interest points [8] , which are represented by two descriptors: HOG and HOF [17] . In other words, d q is the feature vector that represents an STIP. The NBMIM algorithm treats action recognition as an optimization problem. The class of test action Q is the class c * that has the maximum voting score based on the mutual information between Q and a specific class c corresponding to the following equation.
where
is the mutual information score between d q and the specific action category c; c ∈ {1, 2, · · · , C} is a class label, and P(ĉ = c) = 1 C is the equal prior probability. Notably, the equation
is less than one and d q votes positively; in contrast, the equation 
The proposed method uses ε-NN rather than 1-NN as used in NBMIM to estimate the likelihood ratio according to the following equation:
Additionally, the proposed method seeks a fixed bandwidth σ empirically rather than by adaptive adjustment of σ in NBMIM to eliminate the need for adaptive computation. In this work, σ is empirically set to 0.4, which yields the best accuracy, as demonstrated by the experimental results.
The reason for the use of ε-NNs rather than 1-NN to estimate the conditional class probability for likelihood ratio is as follows. A higher error rate is obtained when probability estimation is based on 1-NN, particularly when the number of training samples is small. The experimental results as described in Sect. 4 support this claim. Therefore, ε-NN rather than 1-NN is used for probability estimation in this work.
NBMIM used 1-NN for probability estimation, however, to achieve an efficient 1-NN search, Yuan et al. [23] used ε-NN search to prevent global nearest neighbor searching. The experimental results of Yuan et al. [23] reveal that setting ε to 2.2 yields the highest accuracy; nevertheless, classification performance is insensitive to the choice of ε. The same conclusion is drawn in this work, and so ε is also set to 2.2.
Variance Filter for STIP Selection
The decision function of action sequence Q = {d q } is the sum of voting scores s c (d q ) in terms of mutual information between all STIPs, d q and the action category c. However, selecting discriminative STIPs, d q , for voting is critical to improving classification accuracy. In this work, the discriminative power of each STIP is measured as the difference between the mutual information of the STIP and all of the action categories. Clearly, a smaller difference between the mutual information of the STIP and various categories is associated with less discriminative power. In other words, the variance of
, is used to measure the discriminative power of d q and is given by the following equation:
The final decision function of the proposed method is modified from Eq. (1), used in NBMIM [23] , to form the following equation:
where Var h is a threshold value. The threshold value of Var h is critical to maximizing accuracy and is determined empirically on the KTH database as described in Sect. 3.4.
In summary, there are eight versions of NBMIM according to the bandwidth, the methods for probability estimation, and whether or not the variance filter is used. The methods to which are attached " f" or " a" use fixed or adaptive bandwidth, respectively, the methods to which are attached "+1-NN" or "+ε-NN" use 1-NN or ε-NN for probability estimation, respectively, and the methods to which are attached "+Var" use the variance filter to select discriminative STIPs for voting. Therefore, NBMIM a+1-NN denotes the original version of NBMIM, and NBMIM f+ε-NN+Var denotes the proposed version of NBMIM.
Threshold Selection for Variance Filter
The performance of action recognition is defined in terms of precision (P), recall (R), and F-score. The P and R values are determined from the recall and precision variables for each action c, P c and R c , using the equations P c = tp tp + f p ,
, where tp denotes the number of videos whose recognized action and ground truth are both c; f p is the number of videos whose recognized action is c but whose ground truth is not c; f n is the number of videos whose recognized action is not c but whose ground truth is c. The values of P and R can then be defined as the mean values of P c and R c over the C actions, in this work C is set to 6. Notably, recall is equal to recognition accuracy used for performance evaluation of human action recognition [23] . Let the number of selected subjects for training be S , S subjects are randomly selected and their corresponding actions are collected as a training dataset; the remaining videos are used in a test. If eight persons are selected for training (S = 8), then the number of labeled videos in each category, N, is set to S × E = 8 × 4 = 32 and the training dataset contains C × S × E = 6 × 32 = 192 videos. The remaining 6 × 17 × 4 = 408 action videos, corresponding to the other 17 subjects, are regarded as the test dataset.
The threshold value of Var h for the variance filter is determined by performing S -fold validation on the training can then be plotted. For example, in the case of S = 24 and s = 12, its curve of mean accuracies is plotted as the blue curve in Fig. 2 .
The S mean curves of accuracies for the respective S subjects are finally collected to yield the mean curve of accuracies for the entire training dataset. The final mean curve of accuracies for S = 24 is plotted as the black curve and denoted by AVG in Fig. 2 . The value of Var h with the highest accuracy in the final mean curve of accuracies is then selected as the final threshold value of Var h . For example, the final threshold is set to 0.26 since the peak accuracy of 0.96 is reached at 0.26 in Fig. 2 .
In this work, two other adaptive methods for selecting threshold are considered. First, the mean of variances is selected as the threshold. Second, the variances of STIPs Table 1 Comparison of accuracies achieved using various threshold selection methods. Notably, the proposed cross-validation method selects a threshold value of Var h for the entire action recognition system in the training phase. However, the mean and median strategies select threshold values of Var h individually for each action sequence in the test phase. The latter strategies are more flexible than the former, but the former is more accurate (Table 1) . Therefore, the former is used herein. The accuracies in Table 1 are computed by crossvalidation strategy. For example, in the case of S = 24, 25 runs of action recognition are performed to calculate respective mean accuracies. Clearly, the accuracy is highest when the threshold value of Var h is determined by the cross-validation method in the training phase. The first row of Table 1 presents the optimal accuracies achieved using the NBMIM f+ε-NN+Var algorithm for various numbers of training subjects. The optimal accuracies are obtained by performing exhaustive action recognition for various threshold values of Var h . Table 1 reveals that the accuracies achieved using cross-validation method are closest to the optimal accuracies.
In addition, Fig. 3 presents precision and recall rates achieved by NBMIM f+ε-NN+Var for various threshold values of Var h with S = 23 on training and S = 23 on test sets, respectively. Notably, the recall curve for the training set in Fig. 3 is the same as the AVG curve in Fig. 2. Figure 3 
Experiments
Here, experiments were performed to verify the effectiveness of the proposed methods. Experimental results are obtained using the KTH dataset [26], the UCF sport dataset [30] and a new dataset collected from web site. Notably, parameters are determined based on the KTH dataset.
Parameter Determination
As mentioned in Sect. 3.2, the bandwidth σ critically affects the accuracy of probability estimation. In this work, σ is set to 0.4. This value is based on the obtained experimental results. In Table 2 , the values of σ range from 0.1 to 1 in steps of 0.2, and this parameter varies with S , which is the number of subjects selected for training. Table 2 indicates that when σ is set to 0.4, the mean accuracies of NBMIM f+ε-NN are high for most values of S .
In addition, Fig. 4 shows the Receiver Operating Characteristic (ROC) curves achieved by NBMIM f+ε-NN with S = 24 for various bandwidth values of σ. To plot ROC curve for a specific bandwidth, a modified version of Table 2 Comparison of accuracies of NBMIM f+ε-NN for various bandwidth σ. Table 3 Comparison of accuracies achieved by NBMIM using 1-NN and ε-NN, with fixed and adaptive bandwidth (σ), and with and w/o variance filter for various numbers of training subjects.
Eq. (7) with rejection is defined as follows:
The larger is the threshold value of Score h , the lower is the recall rate. Therefore, the ROC curve is plotted in the increasing order of threshold values of Score h . The average precision (AP), defined as the area under ROC curve, are 99.16, 99.10, 99.13, 99.38, 99.30 and 99.06%, for bandwidth σ = 1.0, 0.8, 0.6, 0.4, 0.2, 0.1, respectively. It is obvious that σ = 0.4 has the highest AP value. Therefore, the fixed bandwidth σ = 0.4 was used herein.
Computational Complexity
Notably, the computation complexities of various versions of NBMIM are almost balance. The reasons are as follows.
The intensive computation for various versions of NBMIM is to search nearest neighbors no matter 1-NN or ε-NN since original NBMIM uses ε-NN search to achieve an efficient 1-NN search.
Performance Evaluation of Action Recognition
As described in Sect. 3.2 and 3.3, the ε-NN probability estimation method and variance filter for STIP selection are proposed to improve recognition accuracy. Here, some experiments are performed to prove the increase in accuracy, particularly for a small training set. Table 3 shows that NBMIM f+ε-NN+Var is typically the most accurate version of NBMIM, particularly in case of a small training set. The reasons are as follows. The increase from accuracy of the original NBMIM (NBMIM a+1-NN) to that of the proposed method (NBMIM f+ε-NN+Var) is over 3% in each case of the number of training samples less than ten; while the increases are only 1% in most cases that the numbers of training samples are greater than ten.
Notably, NBMIM f+1-NN (NBMIM f+ε-NN) with fixed bandwidth outperforms NBMIM a+1-NN (NBMIM a +ε-NN) with adaptive bandwidth in most situations. Table 3 also demonstrates that even NBMIM f+ε-NN is typically more accurate than the original version of NBMIM using 1-NN for probability estimation with fixed or adaptive bandwidth (NBMIM a+1-NN, NBMIM f+1-NN) . Moreover, the versions with variance filter are better than those without variance filter in most situations. Therefore, the proposed method can select effective and discriminative STIPs to improve action recognition accuracy. Figure 5 presents the confusion matrix of NBMIM f+ε-NN+Var for 24 training subjects. Finally, Table 4 compares the proposed method to the existing methods, which are boosted exemplar learning for action recognition and annotation [27] , action recognition from one example [28] , and action recognition by dense trajectories [29] . To the best of the authors' knowledge, the best accuracies of the-state-of-art methods for the KTH dataset with 24 training subjects are 95.33% [27] , 95.10% [28] , and 94.20% [29] . The method proposed herein has the highest accuracy of 97.00%.
In order to verify our method in practical use, the proposed method was applied to the UCF sport dataset [30] , which contains ten different types of sport actions: swinging (on the pommel horse and on the floor), diving, kicking (a ball), weight-lifting, horse-riding, running, skateboarding, high-swinging (at the high bar), golf swinging and walking. The dataset consists of 150 real videos with a large intra-class variability. In order to increase the amount of training samples, the dataset was added a horizontally flipped version of each video sequence to the dataset as used by Wang et al. [15] . Figure 6 presents some examples of actions. Table 4 Comparison of method proposed herein with existing methods for 24 training subjects (S = 24). Table 5 Comparison of method proposed herein with existing methods for UCF sports dataset.
As similar to the experiments conducted by Wang et al. [15] , the leave-one-out strategy is adopted to test on each original action sequence while the rest original video sequences together with their flipped versions are included as the training set. Note that the flipped version of the action sequence is removed from the test set as in [15] . Table 5 compares the proposed method to the existing methods, which are standard bag-of-feature SVM approach with dense 3D-HOG descriptors [15] , maximum average correlation height filter for action recognition [30] , learning a hierarchy of discriminative space-time neighborhood features for action recognition [31] , and learning hierarchical invariant spatio-temporal features for action recognition with independent subspace analysis [32] . Our method has the highest accuracy of 90.49%. Figure 7 presents the confu- sion matrix of NBMIM f+ε-NN+Var for UCF sport dataset.
Action Recognition with Rejection
Here, a dataset containing videos of other types of actions is discussed, that is, different classes of actions compared to the six actions of the KTH dataset. To cope with this condition, Eq. (8) with rejection is used. One hundred and twenty videos of other types of actions were collected from Weizmann, UCF sport action, UCF YouTube action datasets or through Google video retrieval for experiments. Figure 8 shows some examples of these videos. Figure 9 presents the probability distribution of maximum score values MAX in Eq. (8) for videos of the six KTH actions and the other types of actions, respectively. Figure 9 shows that the proposed action recognition has the discriminative power to verify whether or not the actions belong to the classified actions since the distribution is bimodal. Figure 10 presents ROC curves achieved by NBMIM f+ε-NN+Var with S = 24 for various threshold values of Score h on the KTH dataset and the dataset including other types of actions, respectively. In addition, Fig. 11 presents comparison of recall, precision, and F-score with S = 24 for various threshold values of Score h on the KTH dataset and the dataset including other types of actions, respectively. Figures 9 and 11 indicate that the optimal threshold value of Score h is close to 0.
Conclusions
This work proposes the ε-NN probability estimation method and variance filter for STIP selection to improve the accuracy of action recognition. Experimental results reveal that the proposed method has classification accuracies of 95.37 and 97.00% for the KTH dataset with 16 and 24 training subjects, respectively. These accuracies exceed the 93.52 and 94.00% achieved using the original NBMIM (NBMIM a+1-NN) [23] . Additionally, to the best of the authors' knowledge, the best accuracies that have been achieved using the-state-of-art methods for the KTH dataset with 24 training subjects are 95.33% [27] , 95.10% [28] , and 94.20% [29] . Thus, the method proposed in this work is superior to the existing action recognition methods.
The method proposed in this work has some limitations, for example our method works only in the case that one person performs one action in videos. Therefore, future works should address the following topics. The proposed method should be extended to detect multiple action events in videos such as: more than one action occurring at the same time, more than one action occurring in sequence, or action interactions occurring between humans, or humans and objects.
