ABSTRACT: Present-day precipitation and temperature simulations from regional climate models (RCMs) are compared with 2 re-analysis datasets, a hindcast dataset and observations over Scandinavia. The selected RCM data consist of 25 runs from the ENSEMBLES project, the re-analysis datasets are ERA-40 and ERA-Interim from ECMWF, the hindcast is NORA10 from MET Norway, and observations consist of E-OBS gridded data as well as data from meteorological stations. We studied the interannual variability and mean annual temperature and precipitation cycle for 1981 to 2000 and for 2001 to 2012 for 5 locations in Norway and Sweden: Oslo, Bergen, Trondheim, Tromsø and Östersund. The results show rather large differences between models and observations, demonstrating the need for bias adjustment of results from climate models. A model ranking is provided to indicate which model gives the best representation of present climate over Scandinavia. The performance measure used is the root-mean-square deviation of mean and standard deviation of monthly values at the 5 selected locations. The regional models RACMO2 and RCA show the smallest deviations from observed climate. Among the top-ranking model runs, most were driven by the global model ECHAM5 and some by a version of HadCM3. These 2 GCMs are also present among the worst-performing GCM-RCM combinations, indicating that selection of RCMs is crucial. For robust projections, an ensemble mean is still needed.
INTRODUCTION
Modelling different impacts of climate change often requires accurate Regional Climate Model (RCM) out put. For hydrological purposes, climate results need to reproduce the local hydrology for the his to ri cal reference period to be applicable to hydrological modelling (Wood et al. 2004 ). The hydropower industry relies on access to accurate input of meteo ro logical variables in order to, as correctly as possible, model future hydrological states and thus possible power output (e.g. Bergström et al. 2001 , Beldring et al. 2008 . The meteorological variables of particular inte rest for input to conceptual hydrological models -such as the HBV model (Berg ström, 1976 (Berg ström, , 1992 -are precipitation and temperature. To model snow accumulation/ snow melt in cold climates, it is crucial to use RCMs providing consistent combinations of temperature and precipitation. In this paper, we present a simple method for users of climate model results to remove the worst-performing models according to different metrics.
As a means of retrieving daily estimates of temperature and precipitation projections locally, global climate model (GCM) runs are dynamically downscaled using RCMs -see e.g. Giorgi et al. (2001) . In gen eral, bias adjustment is needed to make the dynamically downscaled data comparable to observations and to produce plausible values of e.g. runoff and streamflow (e.g. Wood et al. 2004) . For more information regarding these methods, see e.g. Gudmundsson et al. (2012) or Engen-Skaugen (2007) .
RCM performance has been documented in several projects, where the RCMs were driven by re ana -lysis data in addition to GCM results. For the European domain in the ENSEMBLES-project (www. ensembles-eu.org) (van der Linden & Mitchell 2009 ), the full model ensemble driven by ERA40 was evaluated for the period 1961 to 2000 , and for North America, in the NARCCAP program, 6 RCMs driven by NCEP reanalysis were evaluated for the period from 1980 to (Mearns et al. 2012 . Reanalysis simulations may be used in a biasadjustment procedure of GCM-driven experiments to assign RCM-specific errors, while the GCM-driven experiments for present climate contains other sources of uncertainty as well, e.g. natural climate variability and GCM-specific features. In the PRU-DENCE project by Jacob et al. (2007) , an 11-member RCM ensemble driven by HadAM3H and ARPEGE was evaluated for 1961 to 1990 over multiple European regions, including Scan dinavia, detailing seasonal performance in temperature and precipitation compared to gridded ob servations from the Climatic Research Unit (www.cru.uea.ac.uk) . Over the same regions and time period, Boberg et al. (2010) compared precipitation for 7 ENSEMBLES models and found improvements in the ensemble as a whole as well as in individual models when comparing with the PRUDENCE ensemble. There are studies of global model performance in high latitudes (e.g. Walsh et al. 2008 and Overland et al. 2011 ) and over Europe (e.g. Cattiaux et al. 2012 , Bladé et al. 2012 ). There are numerous evaluations of individual models, e.g. Jones et al. (2004) and Kjellström et al. (2011) for the Rossby Centre Atmospheric model.
To obtain a signal of the uncertainty and spread in climate predictions, multiple models can be run and results compared. While users ideally may need to revise their methods to be less dependent on individual model runs and more on ensemble statistics. They often end up using a small selection of model data because the computational time associated with running all GCM-RCM-hydrological mo del combinations necessitates narrowing down to fewer models. The large spread in the climate model results represents a challenge for decision makers; e.g. the hydro-power industry wants recommendations on the optimum GCM-RCM model run combinations. Giving such recommendations is not straight forward.
Numerous dynamically downscaled GCM runs are available from different international collaborations. This study focusses on results from the large European project ENSEMBLES, which was supported by European Commission's 6th Framework Programme as a 5 yr Integrated Project (2004 Project ( to 2009 . The aim of the ENSEMBLES project was to evaluate different RCM runs covering the same region (domain). This provided uncertainty measures from climate models in a way similar to how an ensemble of model runs work in numerical weather prediction. The regional models were forced with boundary conditions from GCMs available from the CMIP3 project (Meehl et al. 2007 ), 3 separate GCM runs from UK MetOffice Hadley Centre (Collins et al. 2011 ) and 1 ARPEGE run from Météo France.
To obtain recommendations, we consider a large ensemble of model runs. One way of dealing with such data sets is to use the average of all ensemble members. This would be ideal if all members were independent and none had bigger errors than any other. However, some models share the same representation of e.g. the model physics, and are therefore not independent; and in the ENSEMBLES datasets, some of the global models (notably ECHAM5 and HadCM3) were used more often than the others.
There have been attempts to produce a weighted average according to different metrics, and the matter has been discussed in the ENSEMBLES Final Report (van der Linden & Mitchell 2009, Chap. 6) as well as by e.g. Founda & Giannakopoulos (2009) and Fowler & Ekström (2009) . Weighting is subjective, and it has been concluded by e.g. Fowler & Ek ström (2009) that it does not improve the results a great deal, possibly due to lack of model independence and lateral boundary conditions. Christensen et al. (2010) did not find compelling evidence of an improved description of mean climate states using performance-based weights in comparison to the use of equal weights. Kjellström et al. (2010) found improvements in results when using individual weights but stressed that weights should not be based on overall performance measures but rather depend on application, with different weights for different regions, seasons, variables, etc. In this study, we do not attempt to give recommendations on how many members the user should look at. For global model selection, a procedure and some considerations regarding ensemble size are discussed by Overland et al. (2011) .
Here, we have chosen to evaluate the models against recent historical data covering the Scandinavian region. Care must be taken when applying conclusions to future periods, since the performance for historical periods does not necessarily have to correspond to the performance for future periods. According to Racherla et al. (2012) , a skillful prediction of climatology is not strongly related to skill in predicting trends and climate change. Christensen et al. (2008) analysed the bias of the ENSEMBLES data when driven with ERA40 over 8 regions, including Scandinavia, finding that the bias increases with increasing temperature, which highlights the difficulties related to bias-adjustment.
To provide an assessment of the performance over the Scandinavian peninsula and to be able to give advice regarding which RCM run to use, all RCM runs available from the ENSEMBLES project were evaluated against the re-analysis datasets as well as observations for a given reference period. Results at 5 selected stations (Fig. 1) -Oslo-Blindern, BergenFlorida, Trondheim-Vaernes, Tromsø in Norway and Östersund-Frösön in Sweden -are considered (for details, see Table 3 ). The annual cycle for the gridded datasets is also presented for comparison. Despite being close to the coast (especially Bergen-Florida and Tromsø), all 5 stations are located on land points in the model domain.
An evaluation of the GCMs and RCMs used is presented by Landgren et al. (2012) , including a short description of the magnitude of the climate change signal on temperature and precipitation over Scandinavia and the 5 selected locations. Climate projections covering the Norwegian mainland are discussed in more detail by Hanssen-Bauer et al. (2009) .
DATA
The data used in this study consisted of model data from RCM runs as well as re-analyses, hindcasts and observational data. The variables used were the 2 m temperature (known as T2m or TAS) and total precipitation (PR).
Re-analyses and hindcasts
Since there is no such thing as a global (or even regional) observation dataset that perfectly covers the whole area of interest with high spatial and temporal resolution, we cannot directly compare models to observations. Instead, re-analysis datasets are created from models using different observation types as input, in an optimal way, to fill in the gaps in space and time.
The European Centre for Medium-Range Weather Forecasts (ECMWF) provides re-analyses of presentday climate. The ECMWF products used in this study are the monthly means from the 40 yr re-analysis (ERA-40, Uppala et al. 2005) and Interim re-analysis (ERA-Interim, Dee et al. 2011) . Although available in higher temporal resolutions, for this study monthly values are used.
Accompanying the ENSEMBLES RCM data was also a daily gridded observational dataset, E-OBS (Haylock et al. 2008) , covering Europe on the same grid as the models. The dataset is provided by the European Climate Assessment and Dataset (ECA&D) project (http://eca.knmi.nl). This dataset contains only data over land and is based upon a sparse station network. The E-OBS data is given as daily values, so monthly values were created by taking the mean (for temperature) and sum (for precipitation) for each month.
NORA10 is a hindcast project produced at MET Norway in which the numerical weather prediction model HIRLAM is used to downscale ERA-40 data to 0.1° resolution over Norway and adjacent sea areas. ig. 1. The spatial region used in this study, 2° to 23°E, 56°to 71°N, including the 5 station locations. Map © OpenStreetMap contributors
The dataset originally covered the ERA-40 period, until 2002, but has since been extended using data from the ECMWF Integrated Forecast System (IFS) operational analyses (Reistad et al. 2011 , Haakenstad et al. 2012 . The different re-analyses or hindcast runs used in the present study are listed in Table 1 .
Regional climate models
RCMs provide a higher spatial resolution (here, typically 25 to 50 km) than global models, and thus include representation of several smaller-scale processes that are not included in global models. The process of simulating higher-resolution parameters from lower using numerical models is called dynamical downscaling. Regional models, as the name implies, are typically only run for a region, although the size can vary from just a few hundred kilometres up to continental scale. A prerequisite for regional models is that the spatial and temporal range of interest should be covered by a global model, whose data then acts as boundary conditions for the regional model. Therefore, the lists of GCMs and RCMs available form a matrix with an increasing number of combinations of GCMs and RCMs.
RCM runs available from the ENSEMBLES project are used. The model combinations used are listed in Table 2 .
Most models were run in 25 km resolution (some of the runs from KNMI and SMHI are 50 km) and time periods within the range 1950 to 2050 (2100). A more detailed description can be found in the GCM/RCM matrix at the ENSEMBLES website (http:// ensemblesrt3. dmi. dk/ GCM-RCM-matrix.xls). For the Hadley Centre global climate model (HadCM3), multiple runs are represented by 3 different climate sensitivities (Q0 = normal sensitivity, 3.50K; Q3 = low sensitivity, 2.52K; and Q16 = high sensitivity, 5.46K). The SMHI RCA 50 km run was omitted from this study because of difficulties with coordinate transformations. 
Temperature and precipitation stations
The variables used were monthly means of temperature and monthly precipitation totals. To validate the RCMs, 5 high-quality stations representing different climate regions were chosen. For Norway, Hanssen-Bauer et al. (2003) identified 6 regions within which the long-term developments of standardized monthly temperatures are similar. From each of the 4 largest regions, 1 representative station with long-term climate records was selected. The Swedish station Östersund was chosen to include 1 site east of the Swedish-Norwegian mountain divide. The Norwegian data were available from the Norwegian Meteorological Institute (www.met.no), while data from the Swedish station (Östersund-Frösön) were available from the Swedish Meteorological and Hydrological Institute (www.smhi.se). The station locations are shown in Fig. 1 . More information regarding the locations, IDs as well as altitude and time period available is presented in Table 3 .
METHODS
To visualise and quantify the differences between the models, the data was studied in terms of values at the selected locations, as well as spatial averages over all of Scandinavia. Since climate models develop their own climatology, a specific month should not necessarily relate exactly to the corresponding measured point in time from observations. Instead, the overall statistics (mean, distribution, etc.) are comparable. For this reason, when comparing the model data with observations or re-analysis in this work, mean monthly values over a multi-year interval are used.
The procedures of data retrieval, selection of spatial and temporal subsets, and different data analysis steps are detailed by Landgren et al. (2012) .
For the reference period 1981-2000, data for each of the 12 months was selected, and the mean values were calculated in order to compare the individual RCM runs to the ERA-40, ERA-Interim, NORA-10 and the E-OBS data sets. This was done for each of the 5 locations.
Inspired by the model-ranking tables in e.g. Walsh et al. (2008) and Overland et al. (2011) , the model performance ranking was presented as integrated rank indices from individual performance tests. Compared to Christensen et al. (2010) , who used 6 different performance metrics, for this study, the representation of annual cycle and inter-annual variability were considered the most important for hydrological purposes. After calculating the rootmean-square deviation (RMSD) of a model from a reanalysis or observational dataset, its value was compared to the values of the other models. The inter-annual variability was calculated as the standard deviation (SD) for each month (e.g. 20 January values for [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] for each model and reference dataset. For the temperature, the difference between the model SD and reference data SD were used, while for precipitation, it was calculated based on the method of de Elía et al. (2013) . Here, it is taken as follows:
(1)
The root-mean-square is then taken over the 12 values (one for each month) to produce a single value representative of the deviation from observed interannual variability.
The model with the lowest error was ranked as 1, and the others followed in order. This was done for each of the 5 locations and the 2 parameters (TAS and PR), giving 10 tests in total. The ranks for the different tests were summed up to form integrated rank indices. From these, a total rank of the models was found. If 2 or more models ended up with the same score, they were both given the higher numbered rank, e.g. if there was a tie for the first place, both were given position 2. 
Model ranking
The RMSD of the annual cycles and inter-annual variability were calculated for each of the 12 months, and the values were compared in each of the 5 locations as shown in Table 4 .
Using the RMSD data from observations (Table 4) , statistics can be derived to compare the ensemble overall performance at the 5 selected locations. Minimum, 1st quartile, median, mean, 3rd quartile, maximum values and SD for temperature and precipitation are presented in the lower part of the table. The ranking for all 5 stations combined is shown in Table 5 . Due to the fact that output from the ETHZ CLM HadCM3Q0 run does not contain data far enough north, the ranks for this model (shown in italics) have been calculated without Tromsø, and thus, the ranks are not directly comparable to the rest of the table. Similarly, the ranks for all other models have been calculated including Tromsø but excluding ETHZ so that the number of ensemble members and maximum rank is 24.
Annual cycle at the selected locations
Mean monthly values of temperature and precipitation from the 25 RCM runs for the 5 locations are shown in Figs. 2 & 3. The 3 model combinations KNMI RACMO2 ECHAM5, KNMI RACMO2 MIROC3.2-hires and SMHI RCA ECHAM5 are highlighted with dashed lines. These were selected due to high ranking (Table 5 ) when comparing with observations. For KNMI RACMO2 ECHAM5, there were 3 runs with similar results, but only Run 1 was selected.
Inter-annual variability
The inter-annual variability for the 5 stations is shown in Fig. 4 (temperature) and Fig. 5 (precipitation).
DISCUSSION

Model ranking
The RMS deviation of the mean annual cycle for the period 1981 to 2000 in RCMs compared to observations is presented in Table 4 . The underlying annual cycle data is presented in Section 4.2. For some model runs, there are large differences between RCM control runs and observations, up to 9.2°C for Tromsø for the OURANOS-MRCC-CGCM3 run. Interestingly, this model run shows among the best representations of the precipitation cycle, while at the same time being among the poorest for temperature. This emphasises that for combined temperature-precipitation studies (e.g. hydrology), no model should be selected because of good performance for only 1 variable.
The overall ranking is similar whether the analysis is done over the whole Scandinavian domain (Landgren et al. 2012;  Kjellström et al. (2010) , who determined that, for Scandinavia, RACMO2 and RCA were the best-performing RCMs for a compound weight metric. These 3 may represent the Scandinavian climate best according to our tests, but we do not recommend constructing an ensemble using only these 3 model runs, particularly since 2 of them share the same GCM. When choosing members for a small ensemble, users should pay attention to cover the uncertainty range e.g. from differences in global climate sensitivity as well as consult the references mentioned in Section 1. The same analysis was performed for the period January 2001 to May 2012 with similar results, as shown in Table 5 . For these combinations, the driving GCMs are related to the findings of Walsh et al. (2008) , where ECHAM5, MIROC3.2 (medres) and HadCM3 were among the top 4 GCMs when comparing temperature, precipitation and sea-level pressure over Alaska and Greenland as well as latitudes 60° to 90° and 20° to 90°.
The statistics presented in the lower part of Table 4 show small differences in ensemble median values among the 5 locations. The median temperature deviation from observed values is lowest for Öster-sund-Frösön and Oslo-Blindern, while the median precipitation deviation is highest for the same locations. For the minimum, median and mean values as well as the first and third quartile, the highest values for temperature deviation are found in TrondheimVaernes and for precipitation in Östersund-Frösön. Bergen-Florida has lowest deviations for precipitation, except for minimum and maximum values, but the fact that this location has the highest absolute values indicates that the performance would be different if using absolute values rather than using a ratio.
Annual cycle
When studying the annual temperature cycles in Fig. 2 , the majority of the models seem to give temperatures that are too low compared to observations, especially for the winter season. Exceptions are KNMI-RACMO2-MIROC3.2-hires, which overestimates the summer temperature by ~2° for all locations, and MPI-M-REMO-ECHAM5, which overestimates winter temperature by almost 5° for all lo ca tions. For the area studied, we may advise against OURANOS MRCC4.2.1 CGCM3 and the 2 HIRHAM-BCM runs due to cold biases. The cold biases in MRCC can be related to the bias in daily minimum temperature ) and could be caused by e.g. failure to represent inversions on the coarse vertical scale. The HIRHAM-BCM temperature may be influenced by incorrect representation of sea ice. (The SMHI RCA-BCM run scores better, illuminating that the performance of one GCM may differ between different RCM downscalings.)
For the precipitation cycles in Fig. 3 , the models show a large spread. Many models greatly overestimate precipitation for most locations and seasons (e.g. VMGO-RRCM-HadCM3Q0, MPI-M-REMO-ECHAM5 and DMI-HIR HAM5-ECHAM5). Runs based on BCM seem to underestimate precipitation for the 3 locations on the Norwegian coast (BergenFlorida, Trondheim-Vaernes and Tromsø), especially in the summer months. There are, however, considerable differences, especially for precipitation but also for temperature, be tween observational, re-analysis and hindcast datasets. Table 5 provides an idea of how the model performance changes depending on which dataset is chosen as reference. The ranks for multiple references have not been merged to a single score as it would be equivalent to trying to achieve cycles resembling the average of the reference datasets.
For Oslo-Blindern and particularly Östersund-Frösön, most models seem to overestimate wintertime precipitation. This may partly be due to undercatch in the precipitation gauges during events with snowfall and high winds (Førland & Hanssen-Bauer 2000) .
Interannual variability
For all 5 stations, the highest temperature variability is in the winter months, as shown in Fig. 4 . The model ensemble manages to lie around the observed temperature variability for most months, but the winter season (December to February) is a challenge, with under-representation in Oslo-Blindern and Östersund-Fröson and over-representation in Trom sø. There is a slight overestimation in variability in March and April, which may be related to snow melt.
The precipitation variability (Fig. 5) is frequently overestimated by some models, notably VMGO-RRCM-HadCM3Q0 and MPI-M-REMO-ECHAM5 in Bergen-Florida and Trondheim-Vaernes. Because of its overestimation of precipitation both in mean and variability, we recommend against using the VMGO-RRCM-HadCM3Q0 run. There is also a clear difference between the reference datasets: ERA-40 and NORA10 have less variability for most months and sites than observations, ERA-Interim and E-OBS.
A comparison done point by point may be misleading, so care should be taken when generalising the results. In particular, the variability from a pointbased measurement will not necessarily correspond to the variability of values taken from a grid, since each grid cell represents a certain area.
Literature comparison and other considerations
In the literature, analyses of the performance of RCM model runs over Scandinavia have been performed e.g. using the domains from PRUDENCE, which included a Scandinavian domain. Boberg et al. (2010) evaluated the probability distribution function of precipitation from 7 of the ENSEMBLES RCMs as well as comparing with the same method using the PRUDENCE data. Using this subset of models, the observed PDFs of daily precipitation from ECA&D stations in Scandinavia from 1961 to 1990 were best represented by METO-HC-HadRM3-HadCM3Q0, KNMI-RACMO2-ECHAM5 and MPI-M-REMO-ECHAM5. While the first of these 2 rank well in Table 5 for the precipitation scores, the third ranks 23 and 21 for RMSD and IAV respectively. This could be either due to different stations, the time period or the time resolution used. Jones et al. (2004) evaluated the RCA model and found that it produces overly frequent precipitation for Scandinavia. Kjellström et al. (2011) studied the RCA3 model using different driving data and found that the biases are larger when driving with GCMs than with reanalyses and that the biases are related to biases in sea surface temperature and sea-ice cover in the GCMs, and to how the GCMs represent the large-scale circulation. For the same model, Samuelsson et al. (2011) addressed some sources of systematic biases and how they have been mitigated somewhat in later versions. Kjellström et al. (2011) found that the ensemble mean is better than individual simulations at least for temperature but not necessarily for precipitation. Users designing an ensemble with limited computational resources may benefit from the results of Kendon et al. (2010) , e.g. that for most areas, GCM uncertainty should be prioritised, using a reduced set of RCMs. For climate projections, Déqué et al. (2012) found that for Scandinavia, more (less) of the variability in winter precipitation (temperature) could be explained by the RCM than for other regions.
The results and discussion above show the need for RCM runs to be bias corrected in order to be locally applicable. In principle, all available climate model simulations can be bias-adjusted/calibrated to fit observed climate and thus can be used as input to hydro logical models. However, the results in Fig. 2 for temperature and particularly in Fig. 3 for precipitation demonstrate that some models do not give a representative reproduction of annual amplitudes and annual cycles. The reason may be that some models may have significant biases in descriptions of sea-ice and snow cover in northern regions, and thus give misleading projections. To make sure that the dy namics in the models are realistic for Norway, we thus think it is wise to choose models that need small bias adjustments. Different bias adjustment methods exist based on statistical methods; see e.g. Ho et al. (2012) , Watanabe et al. (2012) and White & Toumi (2013) . It is highly recommended that users of the climate projections are aware of the adjustment methods used, and particularly how they affect the climate signal, with special attention paid to the fact that the bias may incorrectly be assumed to be invariant over time.
Further work
The performance of the GCMs and RCMs over the Scandinavian region is dependent on the representation of the atmospheric circulation patterns. Norway typically experiences heavy precipitation coming from the south-west. Less common, but even more challenging are heavy precipitation events originating from the Atlantic Ocean, warming up over the European continent and reaching the Norwegian mainland from the south-east. Weather type classification was an important topic in the completed COST action 733 'Harmonisation and applications of weather type Classifications for European Regions' (http:// cost733. met. no). To obtain a broader picture of the representation of the GCM and RCM runs in Scandinavia, and in southern Norway in particular, effort should be made to analyse how well the models capture the large-scale circulation patterns of recent historical re-analysis.
The work presented here is based on the CMIP3 archive and earlier results. Newer GCM runs are available (CMIP5 archive) as well as downscaled results (EURO-CORDEX; Jacob et al. 2013) . Further analyses should be performed on these results.
SUMMARY AND CONCLUSIONS
Precipitation and temperature from RCMs are compared to reanalysis and observations over Scandinavia. Results are presented for 5 locations: OsloBlindern, Bergen-Florida, Trondheim-Vaernes and Tromsø in Norway and Östersund-Frösön in Sweden.
To indicate which GCM-RCM-combination gives the best representation of the present climate over Scandinavia, a model ranking is provided. The performance measure used is the RMSD of mean monthly values and ratio of inter-annual variability. The data are compared for the selected 5 locations. The results show rather large differences between control runs and observations, demonstrating the need for bias adjustment of results downscaled from climate models. The main findings include the following:
• Compared to observations and re-analyses, the majority of the models seem to capture the annual temperature cycle rather well. Some models are exceptions, with RMSD of 5 to 9°C.
• The regional models RACMO2 and RCA exhibit the smallest deviations from observed climate, but no model run performs best in all metrics. One RCM run has among the best representations of the precipitation cycle while at the same time being among the worst on temperature. It is highly recommended to apply an ensemble of model runs rather than 1 or 2 single model runs.
• Observed precipitation is less than in the models during the winter months. This may partly be caused by undercatch of snow in the precipitation gauges.
• Model ranking is tentative and should be considered only as an indicator of model performance for the present climate. It is not given that the model with the most representative control period results is the best also for future climate development.
• For studies of local climate change impacts, the results emphasize the need for GCM and RCM runs to be bias-corrected. It is important for users of climate projections to be aware of which methods are used, and how they change the absolute values as well as the future climate signal. 
