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Abstract
Application of the cyclotomic Fast Fourier Transform algorithm to the syndrome evaluation problem in classical
Reed-Solomon decoders is described. A number of complexity reduction tricks is suggested. Application of the
algorithm leads to signiﬁcant reductions in the complexity of syndrome evaluation. Moreover, automatic generation
of the program code implementing the described algorithm is possible.
1 Introduction
One of the most time-consuming steps in classical
decoding of Reed-Solomon codes is evaluation of the
syndrome vector. It is well-known that the Fast Fourier
Transform (FFT) can be used to compute it [3], but
practical implementation of this idea meets certain
difﬁculties. The problem is that most existing FFT
algorithms are inefﬁcient if only a small fraction of
Discrete Fourier Transform (DFT) components needs to
be computed, which is the case of syndrome evaluation.
In this paper we propose the application of the
cyclotomic FFT algorithm [5] to this problem. The
structure of the cyclotomic FFT allows one to efﬁciently
evaluate partial Fourier transforms leading to dramatic
reductions in the complexity. However, it must be
recognized, that the application of the suggested algo-
rithm makes sense only if the whole word to be decoded
is fed into the decoder simultaneously, not symbol-
by-symbol. Such situation occurs, for example, in the
decoding of a Reed-Solomon outer code concatenated
with some sufﬁciently long inner code, as speciﬁed in
e.g. CCSDS 101.0-B-4 and IEEE 802.16 standard [4].
The paper is organized as follows. In section 2
the cyclotomic FFT algorithm is reviewed. Section 3
describes its application to the syndrome evaluation
problem. Section 4 presents an example illustrating the
developed techniques. Finally, conclusions are drawn in
Section 5.
2 Cyclotomic FFT
The cyclotomic FFT algorithm [5] is based on some
properties of linearized polynomials.
Deﬁnition 1: A polynomial L(y) over GF(2m) is
called linearized if
L(y) =
X
i
Liy2
i
; Li 2 GF(2m):
It can be easily seen that L(a+b) = L(a)+L(b) holds
for linearized polynomials. This property leads to the
following Lemma, presented here in a slightly modiﬁed
form with respect to that in [2].
Lemma 1: Let x 2 GF(2m) and let
¯0;¯1;:::;¯m¡1 be a basis of the ﬁeld.
If x =
m¡1 X
i=0
xi¯i; xi 2 GF(2); then
L(x) =
m¡1 X
i=0
xiL(¯i):
Let us consider cyclotomic cosets modulo n = 2m¡1
over GF(2):
f0g
fk1;k12;k122;:::;k12m1¡1g;
:::;
fkl;kl2;kl22;:::;kl2ml¡1g;
where ki ´ ki2mi mod n.
Then any polynomial f(x) =
n¡1 X
i=0
fixi;fi 2
GF(2m) can be decomposed as
f(x) =
l X
i=0
Li(xki);where Li(y) =
mi¡1 X
j=0
fki2j mod ny2
j
:
(1)
In fact, (1) represents a way of grouping indices
0 · i < n of f(x) terms into cyclotomic cosets:
i ´ ks2j mod n. Obviously, this decomposition is al-
ways possible. Note, that the term f0 can be represented
as L0(x0), where L0(y) = f0y.
Let us now consider the problem of computing
the DFT of a polynomial f(x), i.e. computing values
f(®j) =
Pn¡1
i=0 fi®ij;j = 0::n¡1, where ® is a prim-
itive element of GF(2m). According to (1), f(®j) can
be represented as f(®j) =
Pl
i=0 Li(®j ki). It is known[2], that ®ki is a root of a minimal polynomial of degree
mi j m, and thus belongs to a subﬁeld GF(2mi). Thus
all the values (®ki)j lie in GF(2mi) and so they can
be decomposed in some basis (¯i;0;:::;¯i;mi¡1) of the
subﬁeld: ®j ki =
Pmi¡1
s=0 aijs¯i;s;aijs 2 GF(2). Then,
according to the Lemma 1,
Fj = f(®j) =
Pl
i=0
Pmi¡1
s=0 aijsLi(¯i;s) (2)
=
Pl
i=0
Pmi¡1
s=0 aijs
³Pmi¡1
p=0 ¯2
p
i;sfki2p
´
:
This equation can be represented in matrix form as
F = ALf; (3)
where F and f are vectors consisting of some permuta-
tions of elements Fj and fi, respectively, A is a matrix
with elements aijs 2 GF(2) and L is a block diagonal
matrix with elements ¯2
p
i;s.
It is possible to choose the same basis for all the
linearized polynomials of the same degree mi in (1)
and obtain a very small amount of different blocks
in the matrix L. This can simplify the problem of
constructing of a fast algorithm for multiplication of
the matrix L by a vector f over GF(2m). Moreover,
if one chooses the normal basis in (2), then all the
blocks of the matrix L are circulant matrices. Thus,
the multiplication by this matrix can be considered as
a problem of computing a set of cyclic convolutions
of degree mi j m. Since a lot of efﬁcient algorithms
for computing cyclic convolutions of various lengths
are known, the complexity of the FFT algorithm is
signiﬁcantly reduced. For computing the product Af
one can use either the ”Four Russians’” algorithm [1]
or a computer-optimized sequence of additions.
3 Computing the syndrome polyno-
mial
In this section, we will solve the problem of computing
the syndrome polynomial for classical RS codes by
applying the cyclotomic FFT algorithm in an efﬁcient
way. Let S(x) =
P2t¡1
i=0 Sixi be the syndrome poly-
nomial, where t is the number of errors correctable by
the code. It is well-known [3], that its coefﬁcients can
be computed as
Si = D(®i);i = 0::2t ¡ 1
where D(x) =
Pn¡1
i=0 Dixi is the polynomial corre-
sponding to the data vector to be decoded.
One clearly recognize that computing Si corresponds
to evaluating the partial Discrete Fourier Transform of
D(x). However, the direct application of the cyclotomic
algorithm (3) would require evaluation of all cyclic
convolutions, so that the algorithm would have the same
number of multiplications as for the case of complete
DFT.
Since both matrices A and L are invertible, one
can derive from (3) the following representation of the
inverse DFT:
f = L¡1A¡1F: (4)
By recalling that the direct and inverse Fourier trans-
forms differ only by a ﬁxed permutation and by ob-
serving that the inverse of the matrix L is also a block
diagonal matrix consisting of circulants, we can derive
that (4) does also represent an FFT algorithm. However,
in this case if one needs to evaluate only a fraction
of the vector f components, it is sufﬁcient to perform
multiplications only by those blocks of L¡1 which
occupy the corresponding rows of this matrix. This dra-
matically reduces the overall number of multiplications.
Moreover, one does not need to compute the whole
product A¡1F, but only the elements corresponding to
the required blocks of L¡1 should be evaluated. This is
equivalent to truncating the matrix A¡1, thus reducing
the overall number of additions.
Most existing cyclic convolution algorithms for com-
puting c(x) = a(x)b(x) mod xm¡1 can be represented
as
0
B
B
@
c0
c1
:::
cm¡1
1
C
C
A = P
2
6
6
4S1
0
B
B
@
a0
a1
:::
am¡1
1
C
C
A ¢ S2
0
B
B
@
b0
b1
:::
bm¡1
1
C
C
A
3
7
7
5;
where P;S1;S2 are some binary postsummations and
presummations matrices and x ¢ y denotes component-
wise multiplication of vectors x and y. Hence, (4) can
be rewritten as
f = P0 £
(S0
1Γ) ¢ (S0
2A¡1f)
¤
; (5)
where P0;S0
1 and S0
2 are combined post-
and presummation matrices, and Γ =
(¯0;0;:::;¯0;m0¡1;¯1;0;:::;¯1;m1¡1;:::)T is
combined vector of basis elements ¯i;s. Clearly,
vector C = S0
1Γ can be computed beforehand. Since
most cyclic convolution algorithms have a number of
rows in S1 consisting only of 1’s, multiplication of
Γ by these rows would lead to
Pmi¡1
s=0 ¯i;s. If f¯i;sg
represent a normal basis of the ﬁnite ﬁeld GF(2mi),
this quantity is always equal to 1, so that one does
not actually need to perform some multiplications in
(5). Moreover, if one computes partial DFT, it is not
necessary to perform multiplications by all rows of
P0. By striking out these rows, a number of columns
in P0 become zero columns, which implies in turn that
one does not need to compute some products in square
brackets in (5). Furthermore, by changing the order of
the basis elements ¯i;s one can alter the number of
non-zero columns remaining after striking out unused
rows and, thus, the number of multiplications to be
eliminated. Note that one can easily check all basis
reorderings and ﬁnd the best one minimizing the
number of multiplications.This optimization is possible due to the fact that
cyclic convolution algorithms which are proved to be
optimal (such as Winograd ones [3]) are not optimal
anymore if one computes only a fraction of cyclic con-
volution components. For example, the 4-point cyclic
convolution algorithm in [3] has the following postsum-
mations matrix:
P =
0
B
B
@
1 0 1 1 0 0 0 0 1
1 0 1 0 1 0 0 1 0
1 1 0 1 0 0 1 0 0
1 1 0 0 1 1 0 0 0
1
C
C
A
If one strikes out the two middle rows, only two zero
columns are obtained, but by striking out the ﬁrst two
rows it is possible to obtain three zero columns.
Note that the described method for constructing FFT
(or syndrome evaluation) algorithm does not require
any manual optimizations and thus can be implemented
in a computer program. In fact, all examples presented
in this paper were constructed automatically by such a
program.
4 Example
This section presents a small example illustrating the
techniques described above.
A polynomial f(x) =
P6
i=0 fixi; fi 2 GF(23)
can be represented as
f(x) = L0(x0) + L1(x) + L2(x3)
L0(y) = f0y
L1(y) = f1y + f2y2 + f4y4
L2(y) = f3y + f6y2 + f5y4:
Let (°;°2;°4);° = ®3 be a normal basis of GF(23),
where ® is a root of the primitive polynomial x3+x+1.
Then the Discrete Fourier Transform of f(x) can be
represented as
f(®0) = L0(®0) + L1(®0) + L2(®0)
= L0(1) + L1(°) + L1(°2) + L1(°4) +
L2(°) + L2(°2) + L2(°4)
f(®1) = L0(®0) + L1(®) + L2(®3)
= L0(1) + L1(°2) + L1(°4) + L2(°)
f(®2) = L0(®0) + L1(®2) + L2(®6)
= L0(1) + L1(°) + L1(°4) + L2(°2)
f(®3) = L0(®0) + L1(®3) + L2(®2)
= L0(1) + L1(°) + L2(°) + L2(°4)
f(®4) = L0(®0) + L1(®4) + L2(®5)
= L0(1) + L1(°) + L1(°2) + L2(°4)
f(®5) = L0(®0) + L1(®5) + L2(®)
= L0(1) + L1(°4) + L2(°2) + L2(°4)
f(®6) = L0(®0) + L1(®6) + L2(®4)
= L0(1) + L1(°2) + L2(°) + L2(°2):
These equations can be rewritten in matrix form as
F =
0
B
B B
B
B B
B B
@
F0
F1
F2
F3
F4
F5
F6
1
C
C C
C
C C
C C
A
=
0
B
B B
B
B B
B B
@
1 1 1 1 1 1 1
1 0 1 1 1 0 0
1 1 0 1 0 1 0
1 1 0 0 1 0 1
1 1 1 0 0 0 1
1 0 0 1 0 1 1
1 0 1 0 1 1 0
1
C
C C
C
C C
C C
A
0
B
B B
B
B B
B B
@
L0(1)
L1(°)
L1(°2)
L1(°4)
L2(°)
L2(°2)
L2(°4)
1
C
C C
C
C C
C C
A
=
A
0
B
B
B B
B B
B
B
@
1 0 0 0 0 0 0
0 °1 °2 °4 0 0 0
0 °2 °4 °1 0 0 0
0 °4 °1 °2 0 0 0
0 0 0 0 °1 °2 °4
0 0 0 0 °2 °4 °1
0 0 0 0 °4 °1 °2
1
C
C
C C
C C
C
C
A
0
B
B
B B
B B
B
B
@
f0
f1
f2
f4
f3
f6
f5
1
C
C
C C
C C
C
C
A
= ALf:
Note that each non-zero block of the second matrix is
circulant.
By inverting matrices A and L, the following Inverse
Fourier Transform algorithm can be obtained:
f =
0
B
B
B B
B B
B
B
@
f0
f1
f2
f4
f3
f6
f5
1
C
C
C C
C C
C
C
A
=
0
B
B
B B
B B
B
B
@
1 0 0 0 0 0 0
0 °1 °2 °4 0 0 0
0 °2 °4 °1 0 0 0
0 °4 °1 °2 0 0 0
0 0 0 0 °1 °2 °4
0 0 0 0 °2 °4 °1
0 0 0 0 °4 °1 °2
1
C
C
C C
C C
C
C
A
£
0
B B
B B
B
B B
B
@
1 1 1 1 1 1 1
1 0 0 1 1 1 0
1 1 0 1 0 0 1
1 0 1 0 0 1 1
1 1 0 0 1 0 1
1 1 1 0 0 1 0
1 0 1 1 1 0 0
1
C C
C C
C
C C
C
A
0
B B
B B
B
B B
B
@
F0
F1
F2
F3
F4
F5
F6
1
C C
C C
C
C C
C
A
= L¡1A¡1F:
Since direct and inverse DFT are symmetrical, we
obtain the following expression for computing the DFT:
˜ F =
0
B
B B
B
B B
B B
@
F0
F6
F5
F3
F4
F1
F2
1
C
C C
C
C C
C C
A
= L¡1A¡1
0
B
B B
B
B B
B B
@
f0
f1
f2
f3
f4
f5
f6
1
C
C C
C
C C
C C
A
= L¡1A¡1˜ f ; (6)
where ˜ F and ˜ f are some permutations of Fj and fi. The
following algorithm [3] can be used to compute the 3-
point cyclic convolution bi(x) = bi;0+bi;2x+bi;1x2 =(° +°4x+°2x2)(ai;0 +ai;1x+ai;2x2) mod (x3 ¡1):
bi =
0
@
bi;0
bi;1
bi;2
1
A =
0
@
1 0 1 1
1 1 1 0
1 1 0 1
1
A £
0
B B
@
2
6 6
4
0
B B
@
1 1 1
0 1 1
1 1 0
1 0 1
1
C C
A
0
@
°
°4
°2
1
A
3
7 7
5 ¢
2
6 6
4
0
B B
@
1 1 1
0 1 1
1 1 0
1 0 1
1
C C
A
0
@
ai;0
ai;1
ai;2
1
A
3
7 7
5
1
C C
A
= P (Ci ¢ (S2ai)); i = 1;2:
Since ° + °2 + °4 = 1, one can clearly see that mul-
tiplication of a vector by each block
0
@
°1 °2 °4
°2 °4 °1
°4 °1 °2
1
A
requires 3 multiplications, 4 pre- and 5 postsummations
over GF(23). By combining this algorithm with (6) one
can obtain
0
B
B B
B
B B
B B
@
F0
F6
F5
F3
F4
F1
F2
1
C
C C
C
C C
C C
A
=
0
B
B B
B
B B
B B
@
1 0 0 0 0 0 0 0 0
0 1 0 1 1 0 0 0 0
0 1 1 1 0 0 0 0 0
0 1 1 0 1 0 0 0 0
0 0 0 0 0 1 0 1 1
0 0 0 0 0 1 1 1 0
0 0 0 0 0 1 1 0 1
1
C
C C
C
C C
C C
A
£
0
B
B
B B
B B
B
B B
B B
B
@
0
B
B
B B
B B
B
B B
B B
B
@
1
1
°2 + °4
° + °4
° + °2
1
°2 + °4
° + °4
° + °2
1
C
C
C C
C C
C
C C
C C
C
A
¢
2
6
6
6 6
6 6
6
6 6
6 6
6
4
0
B
B
B B
B B
B
B B
B B
B
@
1 1 1 1 1 1 1
1 1 1 0 1 0 0
0 1 1 1 0 1 0
0 1 0 0 1 1 1
0 0 1 1 1 0 1
1 0 0 1 0 1 1
0 1 0 1 1 1 0
0 0 1 0 1 1 1
0 1 1 1 0 0 1
1
C
C
C C
C C
C
C C
C C
C
A
0
B B
B B
B
B B
B
@
f0
f1
f2
f3
f4
f5
f6
1
C C
C C
C
C C
C
A
3
7
7
7 7
7 7
7
7 7
7 7
7
5
1
C
C
C C
C C
C
C C
C C
C
A
:
It can be easily shown that this algorithm requires 6
multiplications and 24 additions and appears to be the
best known 7-point FFT for GF(23).
If one needs to evaluate only F0 and F1 (syn-
drome components for (7;5;3) Reed-Solomon code
over GF(23)), then the above expression reduces to
µ
F0
F1
¶
=
µ
1 0 0 0
0 1 1 1
¶
£
0
B
B B
B
B B
B B
@
0
B
B
@
1
1
°2 + °4
° + °4
1
C
C
A ¢
2
6
6 6
6
6 6
6 6
4
0
B
B
@
1 1 1 1 1 1 1
1 0 0 1 0 1 1
0 1 0 1 1 1 0
0 0 1 0 1 1 1
1
C
C
A
0
B
B B
B
B B
B B
@
f0
f1
f2
f3
f4
f5
f6
1
C
C C
C
C C
C C
A
3
7
7 7
7
7 7
7 7
5
1
C
C C
C
C C
C C
A
:
This leads to the following algorithm for computing
two components of DFT:
T0 := f5 + f6; T7 := f3 + T3
T1 := f2 + f4; T8 := T1 + T6
T2 := f0 + f3; T9 := f5 + T7
T3 := f1 + f4; T10 := ®T9
T4 := T0 + T2; T11 := ®2T5
T5 := T0 + T1; T12 := T10 + T11
T6 := f1 + T4;
F0 := T8; F1 := T4 + T12
Note that if we change the order of normal basis
elements (e.g., (°2;°4;°)) this would cause the order
of rows in matrix P to change. Since its rows are
in general not symmetric, it is possible to ﬁnd an
order of elements for which the rows in the required
positions are such that the number of zero columns in
them is maximal, thus minimizing the total number of
multiplications. The above example does not illustrate
this effect, but by studying matrix representation of
cyclic convolution algorithms presented in [3] one can
ﬁnd that complexity savings due to this effect may be
very signiﬁcant.
Since this is very simple example, it does not show
any advantage compared to the conventional syndrome
evaluation methods. However, it demonstrates the main
ideas of the proposed method:
1) Construction of the inverse cyclotomic FFT algo-
rithm.
2) Elimination of some multiplications by appropri-
ate selection of normal basis ordering.
This method has been used to construct an algorithm for
computing the syndrome polynomial for (255;239;17)
Reed-Solomon code (this code is speciﬁed in e.g.
IEEE 802.16a standard) with 75 multiplications and
2938 additions, while the application of the Horner
rule to the same problem requires 15 £ 254 = 3810
multiplications and 15 £ 254 + 254 = 4064 additions.
FFTDesigner program by T. Zakharova, which is based
on the development presented in [6], produces for the
same problem an algorithm with 85 multiplications
and 2989 additions. Simulation results show that the
algorithm based on the approach described in this paper
is 8 times faster than the classical Horner rule applied
to syndrome evaluation problem and about 7% faster
than the algorithm based on [6].
5 Conclusions
In this paper we have presented an algorithm for
computing syndrome polynomial required by classical
Reed-Solomon decoders. The algorithm is based on
cyclotomic FFT and has much smaller complexity than
conventional syndrome evaluation techniques. It alsoallows automatic construction of highly-optimized pro-
gram code. It must be recognized that the application
of the algorithm makes sense only if all symbols of the
word to be decoded are supplied simultaneously to the
syndrome evaluation block. We have to note that this is
a quite common situation, e.g. occuring in the decoders
of Reed Solomon codes concatenated with some other
codes.
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