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えば，Hastings（1955），山内・森口・一松（1970），Abramowitz and Stegun（1972），Johnson，Kotz and 
Balakrishnan（1994），Patel and Read（1996））。













Peizer-Pratt 変換と呼ばれている。実数 z が与えられたとき，分割関数によってある点 z˜ が決定される。点 z˜























　実数 が与えられたとき，正規確率  の値を２項確率 で精度の高い近似をするため
に をどのように決定すればよいのかを考える。数多くある２項分布 から１つの正規確率 
を近似すればよいので，２項分布のパラメータ p を自由に選択・固定できる。正規密度関数は対称性がある
ので，２項確率関数も対称性を持つように p＝0.5とするのは自然である。変動するパラメータは n であり，
ド・モアブル = ラプラスの中心極限定理より，n は十分大きな自然数を選択すればよい。以下，どのように
して２項確率 で正規確率  の値を近似計算するかを述べよう。
　定数 は非負の整数で既知とし， とおく。
を満たす任意の整数 n に対し，関数 が分割関数とは次の条件が満たされるときにいう。
（a） は x に関して 上で狭義単調増加関数である。
（b）任意の実数 に対して，ある正整数 が存在して， なる限り，
　　　  となる正整数  が存在する。
（c）
  　　







（ii）Cornish-Fisher 関数  
　　　　
（iii）Peizer-Pratt 関数  
　　　　
などが挙げられる（詳しくは，中村・平井（2012））。
　２項確率  で正規確率  を近似するのだから，x の方程式  の整数解を求め
るのが自然である。しかし，この方程式の整数解は一般には存在しないし，陽な形では表せない。この解に
ついての議論は Molenaar(1973) で詳細に論じられている。条件 (b)，(c) より，n が十分大きな場合には，
全ての  は，方程式  の近似解である。従って， ，  
はそれぞれ， ，  の近似解である。不等式  より，z に近い z0 ，
z1の値 ，  を用いて  の値を近似することを考える。 ，  は，それぞれ，  ， 




を利用する。上の近似式はすべて未知の標準正規分布関数値（i.e., 連続量）  と標準正規密度関数値（i.e., 
連続量）  を含んでいる。本論では離散量のみを用いた正規確率計算アルゴリズムの開発を目的にしてい
るので，これらを離散化する必要が生じる。第２節の条件 (c) より，n が十分大きいときは  を未知の量 
 で近似できる。n が非常に大きい場合（例えば，数億）は，通常の C 言語による数値処理プログラ




よび任意の非負整数  に対して，２項確率  の値の計算法を提案している。この計算法
で  は計算可能となる。この計算法によって算出された  の値を  とかく。小
規模の数値実験より，  の近似値を求めた数値実験の結果， z の負の領域での相対誤差がよくない（例え
ば，中村・平井（2012））。この欠点を補うために，平井・中村（2006）の  の計算法を改善した計算法
を新たに加える。修正計算法による  の値を　　　　　　　　　とかく。この 　　　　 の修正計
算法は中村・平井（2012）に詳しく述べられている。一方，もう一つの連続量  の離散化について述べよう。




　　Case I:　   のとき，３点  をとる。
　　Case II:　  のとき，３点  をとる。
Case I の場合は  ，Case II の場合は  であることに注意しよう。表記を簡単にするため，Case I，
Case II における３点を共通に表すのに記号　　　　　　　　　　　を用いる。これらの３点を利用して， 















小規模の数値実験の結果より，  の場合はそれ以下のパラメータ n を持つ近似法より近似精度が悪いの
で，10億 ( ) 以下のパラメータ n を持つ近似法に制限した。n が大きくなると近似法の精度が悪くなる理
由として，n が大きくなると計算量が多くなり，コンピュータ内部計算において誤差が積み重なってくるも
のと推察される。一方，n が小さいと近似誤差は悪い。ここでは近似誤差が  以下であるような n をもつ
近似計算法に制限する。ド・モアブル = ラプラスの極限定理における近似誤差は  のオーダ （ー例えば，
Johnson, Kotz and Balakrishnan（1994））だから，  を満たすような大きさの n に制限する。すなわち，
100万（ ）以上のパラメータ n を持つ近似法に制限する。以上の理由により，良い近似法を構成するため
の土台となる近似法の全体として，
　　




　集合  に属す近似法の精度を比較するために，近似法  の点  における絶対相対誤
差  を 利 用 す る。  の 部 分 区 間 I に お け る 近 似 法  の 評 価  を 
 で定義する。通常のＣ言語とパソコンで得られる精度は  ないしは  程度で
ある。従って，  の全域において近似法  の評価  を計算することは，精度の観点から，
無駄である。このため，近似法  の評価の計算する範囲として，パソコンで計算できる精度の範囲を
考えれば十分である。よく知られた不等式 (Abramowitz and Stegun, 1972)
より，
が得られる。上の不等式に  を代入すると，  となる。




を満たす  は区間 [⊖8,8] が広すぎて，絶対相対誤差の基準で良いと判断できる近似法が特定できない。
このため，区間 [⊖8,8] の部分区間において，何らかの選択基準を設定する必要がある。区間 [⊖8,8] の部分区
間 I において，  より  の方が精度が良いとは  であるときにいう。部分区







　区間 [⊖8,8] を部分区間  に分割する。[⊖8,8] の任意の部
分区間 I において適当な基準を設ける。その基準を各部分区間  に対して適用し，良い近似法
を選択する方法を導入する。  は計算できないので，近似値を利用する。そのために， 




Maple の50桁精度計算で算出した数を採用した。計算は NEC 社製の LaVieLL750(Intel(R) Core(TM) i5 
CPU 2.53GHz，実装メモリ 4GB，64ビット Windows 7) で実行し，コンパイラは Microsoft Visual C++ 
2010を用いた。区間 [⊖8,8] の部分区間 I における近似法  の評価基準  の近似値として，
　　　　    　　   
を採用する。  の場合は単に  とかくことにする。以下，混乱の恐れがない限り，記号 
 の　　　は省略することにする。
3.2　最良近似法の選出アルゴリズム




を採用する。区間 [⊖8,8] の任意の部分区間 I に対して， 
とおく。データセット  は土台集合  を部分区間上の近似法の集合としてみたときの別形である。













ステップ1-1： を  と表す。ただし，m は非負整数，実数 r は  を
　　　　　　  満たすものとする。  とする。
ステップ1-2：　固定した d に対し，  となる近似法の全体を  とおく。
　　　　　　　   の中で最も大きいものに対応する分割関数を d* と
する。
ステップ1-3：    を満たす  の最小値を n' とする。n<n'  を満たす
　　　　　　　  の最大値を n'' とする。
ステップ1-4：






ステップ2-1：  に属す近似法の中で，パラメータが一番小さいものを選び，その全体を とおく。
ステップ2-2：  に属す近似法の中で，多項式の次数が一番小さいものを選ぶ。その全体を とおく。
　以上で，第２段階の手続きが終了する。第２段階の手続きで得られた  に対して，次の第３段階の手
続きを行う。
ステップ3-1：   から任意に  と  を選び，
　　　　　　　とする。
以上で，第３段階の手続きが終了する。上記の３段階の手続きを経て，部分区間 I での標準正規分布関数 
 の近似計算法  が得られる。この節で提案した手続きの応用については次節で議論する。
3.3　数値実験による正規確率近似法の構成
　前節では，正規確率を近似するアルゴリズムの構成法を述べた。ここでは，数値実験により，正規確率の









　表3.1に示すのは，  となるすべての近似法の  の値である。 















ステップ1-2： 表3.3に示すのは，  となるすべての近似法の  の値
である。
ステップ1-3：  となる。
ステップ1-4：  なので， 
［第２段階］
ステップ2-1： に属す近似法の  は，
　　　　　　　
　　　　　　　となる。




　このとき，  である。 




このうち，部分区間［6, 8］では，近似法の構成の過程で，  のパラメータ n をもつ近似法も最後まで残っ
たが，第３節に述べた理由により，n ＝100万が選ばれた。
3.4　提案された近似法の検証
　提案された近似法が別の  についても同じ精度を示すことを検証する。前節同様に部分区間 
 に分割する。区間［⊖8, 8］を幅10-3の微小区間に等分割し，
それぞれの微小区間内に乱数を用いて１点をとる。このようにしてとらえた16000個の点に対して，前節で








































　以上，(1) から (6) までに従来の方法との比較をおこなったが，従来の方法は t の一部の範囲では優れた精
度をもつ場合もあるが，［⊖8, 8］のような広範囲の t について一様に良い精度をもつ手法ではないことがわ
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