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Abstract—The linear complexity of a sequence has been used
as an important measure of keystream strength, hence designing
a sequence which possesses high linear complexity and k-error
linear complexity is a hot topic in cryptography and communi-
cation. Niederreiter first noticed many periodic sequences with
high k-error linear complexity over GF(q). In this paper, the
concept of stable k-error linear complexity is presented to study
sequences with high k-error linear complexity. By studying linear
complexity of binary sequences with period 2n, the method using
cube theory to construct sequences with maximum stable k-error
linear complexity is presented. It is proved that a binary sequence
with period 2n can be decomposed into some disjoint cubes. The
cube theory is a new tool to study k-error linear complexity.
Finally, it is proved that the maximum k-error linear complexity
is 2n − (2l − 1) over all 2n-periodic binary sequences, where
2l−1 ≤ k < 2l.
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I. INTRODUCTION
The concept of linear complexity is very useful in the
study of the security of stream ciphers for cryptographic
applications. A necessary condition for the security of a
key stream generator is that it produces a sequence with
large linear complexity. However, high linear complexity can
not necessarily guarantee the sequence is safe. The linear
complexity of some sequences is unstable. If a small number
of changes to a sequence greatly reduce its linear complexity,
then the resulting key stream is cryptographically weak. Ding,
Xiao and Shan in their book [2] noticed this problem first,
and presented the weight complexity and sphere complexity.
Stamp and Martin [15] introduced k-error linear complexity,
which is similar to the sphere complexity, and presented the
concept of k-error linear complexity profile. Suppose that (s)
is a sequence over GF(q) with period N. For k(0 ≤ k ≤ N),
k-error linear complexity of (s) is defined as the smallest linear
complexity that can be obtained when any k or fewer of the
terms of the sequence are changed within one period. For small
k, Niederreiter [14] presented sequences over GF(q) which
possess high linear complexity and k-error linear complexity.
By generalized discrete Fourier transform, Hu and Feng [7]
constructed some periodic sequences over GF(q) which pos-
sess very large 1-error linear complexity.
The reason why people study the stability of linear complex-
ity is that changing a small number of elements in a sequence
may lead to a sharp decline of its linear complexity. Therefore
we really need to study such sequences, to which even a small
number of changes do not reduce their linear complexity. We
introduce the stable k-error linear complexity to describe this
problem. Suppose that (s) is a sequence over GF(q) with period
N. For k(0 ≤ k ≤ N), the k-error linear complexity of (s)
is defined as stable when any k or fewer of the terms of the
sequence are changed within one period, the linear complexity
does not decline. By studying the linear complexity of binary
sequences with period 2n, a method using cube theory to
construct sequences which possess maximum stable k-error
linear complexity is presented, and some examples are given
to illustrate the approach. It is proved that a binary sequence
with period 2n can be decomposed into some disjoint cubes.
Therefore, the cube theory is a new tool to study k-error linear
complexity. Finally, it is proved that the maximum k-error
linear complexity is 2n − (2l − 1) over all 2n-periodic binary
sequences, where 2l−1 ≤ k < 2l.
II. PRELIMINARIES
We will consider sequences over GF(q), which is the
finite field of order q. Let x = (x1, x2, · · · , xn) and y =
(y1, y2, · · · , yn) be vectors over GF(q). Then define x + y =
(x1 + y1, x2 + y2, · · · , xn + yn).
The generating function of a sequence s =
{s0, s1, s2, s3, · · · , } is defined by
s(x) = s0 + s1x+ s2x
2 + s3x
3 + · · · =
∞∑
i=0
six
i
The generating function of a finite sequence sN =
{s0, s1, s2, · · · , sN−1, } is defined by sN (x) = s0 + s1x +
s2x
2 + · · ·+ sN−1x
N−1
. If s is a periodic sequence with the
first period sN , then,
s(x) = sN (x)(1 + xN + x2N + · · · ) =
sN(x)
1− xN
=
sN (x)/ gcd(sN (x), 1 − xN )
(1− xN )/ gcd(sN (x), 1 − xN )
=
g(x)
fs(x)
(1)
where fs(x) = (1 − xN )/ gcd(sN (x), 1 − xN ), g(x) =
sN (x)/ gcd(sN (x), 1 − xN ).
Obviously, gcd(g(x), fs(x)) = 1, deg(g(x) < deg(fs(x))).
fs(x) is called the minimal polynomial of s, and the degree of
fs(x) is called the linear complexity of s, that is deg(fs(x)) =
L(s).
Suppose that N=2n, then 1− xN = 1− x2n = (1− x)2n =
(1−x)N . Thus for binary sequences with period 2n, its linear
complexity is equal to the degree of factor (1− x) in sN (x).
Lemma 2.1 Suppose that s is a binary sequence with period
N=2n, then L(s)=N if and only if the Hamming weight of a
period of the sequence is odd.
Proof: As L(s)=N− deg(gcd(sN (x), 1 − xN )), thus
L(s)=N if and only if gcd(sN (x), 1 − xN ) = 1. There is no
factor (1 − x) in sN (x), so sN (1) = 1, hence the Hamming
weight of a period of the sequence is odd.
If an element one is removed from a sequence whose
Hamming weight is odd, the Hamming weight of the sequence
will be changed to even, so the main concern hereinafter is
about sequences whose Hamming weight are even.
Lemma 2.2 Let s1 and s2 be binary sequences with
period N=2n. If L(s1) 6= L(s2), then L(s1 + s2) =
max{L(s1), L(s2)}; otherwise if L(s1) = L(s2), then L(s1+
s2) < L(s1).
Proof: If L(s1) > L(s2), s1(x) and s2(x) are generating
functions of the first period of s1 and s2 respectively, then
si(x) = (1 − x)
N−L(si)gi(x), gi(1) 6= 0, i = 1, 2.
Thus s1(x) + s2(x) = (1− x)N−L(s1)g(x), g(1) 6= 0.
It follows that L(s1 + s2) = max{L(s1), L(s2)}.
If L(s1) = L(s2), then s1(x) + s2(x) = (1 −
x)N−L(s1)(g1(x) + g2(x)), g1(1) + g2(1) = 0.
Thus L(s1 + s2) < L(s1).
Suppose that the linear complexity of s can decline when
at least k elements of s are changed. By Lemma 2.2, the
linear complexity of the binary sequence, in which elements
at exactly those k positions are all nonzero, must be L(s).
Therefore, for the computation of k-error linear complexity,
we only need to find the binary sequence whose Hamming
weight is minimum and its linear complexity is L(s).
Lemma 2.3 Suppose that Ei is a 2n-periodic binary sequence
with one nonzero element at position i and 0 elsewhere in
each period, 0 ≤ i ≤ N . If j − i = 2r(1 + 2a), a ≥ 0, 0 ≤
i < j < N, r ≥ 0, then L(Ei + Ej) = 2n − 2r.
Proof: Let Ei + Ej correspond to a polynomial, which
is given by
xi + xj = xi(1 + xj−i) = xi(1 − xj−i) = xi(1 − x2
r+2a2r)
where a is a nonnegative integer.
Note that 1−x2r+2a2r = (1−x2r)(1+x2r +x2·2r + · · ·+
x2a·2
r
) = (1− x2
r
)f(x) and f(1) = 1, thus
gcd((1− x)2
n
, xi(1− xj−i)) = gcd((1− x)2
n
, 1− x2
r
) =
gcd((1− x)2
n
, (1− x)2
r
) = (1 − x)2
r
Hence, L(Ei + Ej) = 2n − 2r.
Denote Eij as a binary sequence with period 2n, and it
has only 2 nonzero elements in a period. If there are only 2
adjacent positions with nonzero element in Eij , then its linear
complexity is 2n − 1, namely Eij is a sequence with even
Hamming weight and the largest linear complexity. According
to Lemma 2.2, if sequence s can be decomposed into the sum
of several Eij , in which each has linear complexity 2n−1, and
the number of Eij is odd, then L(s) = 2n− 1. After a symbol
of s is changed, its Hamming weight will be odd, so its linear
complexity will be 2n, namely the 1-error linear complexity
of sequence s is 2n − 1.
Theorem 2.1 If s is a binary sequence with period 2n, then
its maximum 1-error linear complexity is 2n − 1.
In order to discuss the maximal 2-error linear complexity of
a binary sequence with period 2n, we now consider a binary
sequence which has only 4 positions with nonzero element.
Lemma 2.4 If s is a binary sequence with period N=2n
and there are only four non-zero elements, thus s can be
decomposed into the sum of two Eij . Suppose that non-zero
positions of the first Eij are i and j, j−i = 2d(1+2u), and non-
zero positions of the second Eij are k and l, l−k = 2e(1+2v),
i < k, k − i = 2c + 1. If d = e, the linear complexity is
2n − (2d + 1), otherwise 2n − 2min(d,e).
Proof: According to Lemma 2.2, if d 6= e, then L(s)=
2n − 2min(d,e).
Consider the case of d=e. The corresponding polynomial of
Ei + Ej is given by
xi + xj = xi(1 − xj−i) = xi(1− x2
d(1+2u))
= xi(1 − x2
d
)(1 + x2
d
+ x2·2
d
+ · · ·+ x2u·2
d
)
The corresponding polynomial of Ek + El is given by
xk + xl = xk(1− xl−k) = xk(1− x2
d(1+2v))
= xk(1− x2
d
)(1 + x2
d
+ x2·2
d
+ · · ·+ x2v·2
d
)
Then Ei+Ej+Ek+El corresponds to a polynomial, which
is given by
xi + xj + xk + xl
= xi(1− x2
d
)[(1 + x2
d
+ x2·2
d
+ · · ·+ x2u·2
d
)
+xk−i(1 + x2
d
+ x2·2
d
+ · · ·+ x2v·2
d
)]
= xi(1− x2
d
)[1 + xk−i + (x2
d
+ x2·2
d
+ · · ·+ x2u·2
d
)
+xk−i(x2
d
+ x2·2
d
+ · · ·+ x2v·2
d
)]
= xi(1− x2
d
)[1 + x2c+1 + (x2
d
+ x2·2
d
+ · · ·+ x2u·2
d
)
+xk−i(x2
d
+ x2·2
d
+ · · ·+ x2v·2
d
)]
= xi(1− x2
d+1)[(1 + x+ x2 + · · ·+ x2c)
+(x2
d
+ x3·2
d
+ · · ·+ x(2u−1)·2
d
)(1 + x)2
d
−1
+xk−i(x2
d
+ x3·2
d
+ · · ·+ x(2v−1)·2
d
)(1 + x)2
d
−1]
There is no factor (1+x) in (1 + x+ x2 + · · ·+ x2c), hence
gcd((1− x)2
n
, xi + xj + xk + xl) = (1− x)2
d+1
, thus, L(s)=
2n − (2d + 1).
Lemma 2.5 If s is a binary sequence with period 2n and
there are only 4 non-zero elements, and s can be decomposed
into the sum of two Eij , in which each has linear complexity
2n − 1, then the linear complexity of s is 2n − (2d + 1) or
2n − 2d, d > 0.
Proof: Suppose that non-zero positions of the first Eij
are i and j, whose linear complexity is 2n− 1, j− i = 2a+1,
and non-zero positions of the second Eij are k and l, whose
linear complexity is also 2n − 1, i < k, l− k = 2b+ 1.
1) i < k < l < j, and k − i = 2c.
As j − i = 2a+ 1, l− k = 2b+ 1, so
j − l = 2a+ 1− (2b+ 1 + 2c) = 2(a− b− c)
If j − l = 2d + 2u2d, k − i = 2e + 2v2e, without loss of
generality, assume d < e, by Lemma 2.2, L(s)= 2n−2d, d > 0.
If d=e, by Lemma 2.4, since l− i = 2(b+ c) + 1, so L(s)=
2n − (2d + 1).
2) i < k < l < j, and k − i = 2c+ 1.
As j−i = 2a+1, l−k = 2b+1, so l−i = 2b+1+2c+1 =
2(b+ c+ 1), j − k = 2a+ 1− (2c+ 1) = 2(a− c)
If j − k = 2d + 2u2d, l − i = 2e + 2v2e, without loss
of generality, assume d < e, by Lemma 2.2, L(s)= 2n − 2d,
d > 0.
Since k − i = 2c + 1, by Lemma 2.4, if d=e, then L(s)=
2n − (2d + 1).
3) i < k < j < l, and k − i = 2c.
As j− i = 2a+1, l− k = 2b+1,so j− k = 2a+1− 2c =
2(a− c) + 1, l− j = 2b+ 1− [2(a− c) + 1] = 2(b+ c− a)
If l − j = 2d + 2u2d, k − i = 2e + 2v2e, without loss of
generality, assume d < e, by Lemma 2.2, L(s)= 2n−2d, d > 0.
Since j − i = 2a + 1, by Lemma 2.4, if d=e, then L(s)=
2n − (2d + 1).
4) i < k < j < l, and k − i = 2c+ 1.
As j−i = 2a+1, l−k = 2b+1,so j−k = 2a+1−(2c+1) =
2(a− c), l − i = 2b+ 1 + 2c+ 1 = 2(b+ c+ 1).
If l − i = 2d + 2u2d, j − k = 2e + 2v2e, without loss of
generality, assume d < e, by Lemma 2.2,L(s)= 2n−2d,d > 0.
Since k − i = 2c + 1, by Lemma 2.4, if d=e, then L(s)=
2n − (2d + 1).
5) i < j < k < l, and k − i = 2c.
As j−i = 2a+1, l−k = 2b+1, so k−j = 2c−(2a+1) =
2(c− a)− 1, l− j = 2b+ 1 + [2(c− a)− 1] = 2(b+ c− a)
If l − j = 2d + 2u2d, k − i = 2e + 2v2e, without loss of
generality, assume d < e, by Lemma 2.2, L(s)= 2n−2d, d > 0.
Note that j− i = 2a+1, by Lemma 2.4, if d=e, then L(s)=
2n − (2d + 1).
6) i < j < k < l, and k − i = 2c+ 1.
As j−i = 2a+1, l−k = 2b+1, so k−j = 2c+1−(2a+1) =
2(c− a), l − i = 2b+ 1 + 2c+ 1 = 2(b+ c+ 1)
If l − i = 2d + 2u2d, k − j = 2e + 2v2e, without loss of
generality, assume d < e, by Lemma 2.2, L(s)= 2n−2d, d > 0.
Note that k− i = 2c+1, by Lemma 2.4, if d=e, then L(s)=
2n − (2d + 1).
Based on 6 cases above, we conclude that the lemma can
be established.
Corollary 2.1 Suppose that s is a binary sequence with period
2n and there are only 4 non-zero elements, and s can be
decomposed into the sum of two Eij . If non-zero positions
of the first Eij are i and j, j − i is an odd number, and non-
zero positions of the second Eij are k and l, l − k is an odd
number too, and i < k, k − i = 4c + 2, |l − j| = 4d + 2, or
|k − j| = 4c+ 2, |l− i| = 4d+ 2, then the linear complexity
is 2n − 3.
Proof: According to case 1), 3) and 5) of Lemma 2.5, if
k− i = 4c+2, |l− j| = 4d+2, then |l− j| = 2+4d, k− i =
2 + 4c. By Lemma 2.4, note that j − i = 2a + 1, so L(s)=
2n − (2 + 1).
According to case 2), 4) and 6) of Lemma 2.5, if |k− j| =
4c+ 2, |l − i| = 4d+ 2, then it is easy to know that k − i is
odd, thus |k − j| = 2 + 4c, |l − i| = 2 + 4d. By Lemma 2.4,
L(s)= 2n − (2 + 1).
Corollary 2.2 If s is a binary sequence with period 2n and
there are only 4 non-zero elements, and s can be decomposed
into the sum of two Eij , in which each has linear complexity
2n− 2, then the linear complexity of s is 2n− (2d+1)2e, e =
0, 1, d > 0 or 2n − 2d, d > 1.
Proof: Suppose that non-zero positions of the first Eij
are i and j, j − i = 4a + 2, and non-zero positions of the
second Eij are k and l, l− k = 4b+ 2, where i < k.
If k − i = 2c + 1, according to Lemma 2.4, then L(s)=
2n − (2 + 1).
If k − i = 2c, the corresponding polynomial of Ei + Ej +
Ek + El is given by
xi + xj + xk + xl = xi(1 + xj−i + xk−i + xl−k+k−i)
Therefore, we only need to consider
1 + xj−i + xk−i + xl−k+k−i = 1 + (x2)2a+1 + (x2)c +
(x2)2b+1+c = 1 + y2a+1 + yc + y2b+1+c
According to Lemma 2.5, L(s)= 2n − (2d + 1)2, d > 0 or
2n − 2d, d > 1.
It is easy to get the following conclusions according to
Lemma 2.5 and Corollary 2.2.
Theorem 2.2 Suppose that s is a binary sequence with period
2n and there are four non-zero elements, then the necessary
and sufficient conditions for the linear complexity of s being
2n−3 are given by: s can be decomposed into the sum of two
Eij , in which each has linear complexity 2n − 2, if non-zero
positions of the first Eij are i and k, k− i = 4c+2, and non-
zero positions of the second Eij are j and l, l − j = 4d + 2,
where i < j, then j − i = 2a + 1(or |l − k| = 2b + 1 or
|l − i| = 2e+ 1 or |k − j| = 2f + 1).
k l
2b+ 1
i j
2a+ 1
4d+ 2
2f + 1
4c+ 2
2e+ 1
Figure 2.1 A graphic illustration of Theorem 2.2
Theorem 2.3 Suppose that s is a binary sequence with period
2n and its Hamming weight is even, then the maximum stable
2-error linear complexity of s is 2n − 3.
Proof: Assume that L(s) = 2n − 1, then s can be
decomposed into the sum of several Eij and the number of
Eij with linear complexity 2n−1 is odd. According to Lemma
2.2, if an Eij with linear complexity 2n − 1 is removed, then
the linear complexity of s will be less than 2n−1, namely the
2-error linear complexity of s is less than 2n − 1.
Assume that L(s) = 2n − 2, then s can be decomposed into
the sum of several Eij and the number of Eij with linear
complexity 2n − 2 is odd. If an Eij with linear complexity
2n−2 is removed, then the linear complexity of s will be less
than 2n − 2, namely the 2-error linear complexity of s is less
than 2n − 2.
Assume that L(s) = 2n − 3, without loss of generality, here
we only discuss the case that s has 4 non-zero elements:
ei, ej , ek and el, and L(Ei + Ej + Ek + El) = 2n − 3. If
any two of them are removed, by Theorem 2.2, the linear
complexity of remaining elements of the sequence is 2n − 1
or 2n − 2. From Figure 2.1, after ei and el are removed, we
can see that the linear complexity of the sequence composed
by ej and ek is 2n − 1.
If the position of one element from ei, ej , ek and el is
changed, then there exist two elements, of which the position
difference remains unchanged as odd, thus L(s) ≥ 2n − 3 .
If two nonzero elements are added to the position outside
ei, ej , ek and el, namely an Eij with linear complexity 2n−2d
is added to sequence s, according to Lemma 2.2, the linear
complexity will be 2n − 1, 2n − 2 or 2n − 3.
The proof is completed.
The following is an example to illustrate Theorem 2.3.
The linear complexity of 11110· · ·0 is 2n − 3
The linear complexity of 01010· · ·0 or 10100· · ·0 is 2n−2
The linear complexity of 01100· · ·0 or 10010· · ·0 is 2n−1
If two additional nonzero elements are added to 11110· · ·0,
namely an Eij whose linear complexity is 2n−2d is added to
it, according to Lemma 2.2, the linear complexity will become
2n − 1, 2n − 2 or 2n − 3.
For instance, suppose that 1110· · ·010· · ·0 is the result of
addition. We only consider that the position difference of the
last two nonzero elements is 2c+ 1. According to case 5) of
Lemma 2.5, j − i = 1, l − k = 2c+ 1, so k − j = 1, l− j =
2(c+ 1).
If l − j = 2d + 2u2d, k − i = 2, according to Lemma 2.2,
L(s)= 2n − 2 when d > 1.
If d = 1, since j − i = 1, according to Lemma 2.4, L(s)=
2n − 3.
III. CUBE THEORY AND ITS MAIN RESULTS
Before presenting some more general results, we first give
a special case.
Lemma 3.1 Suppose that s is a binary sequence with period 2n
and there are 8 non-zero elements, thus s can be decomposed
into the sum of 4 Eij . Suppose that non-zero positions of the
first Eij are i and j, j − i = 2a + 1, and non-zero positions
of the second Eij are k and l, l − k = 2b + 1, and k − i =
4c+2, l−j = 4d+2, and non-zero positions of the third Eij are
m and n, non-zero positions of the fourth Eij are p and q, and
m−i = 4+8u, n−j = 4+8v, p−k = 4+8w, q− l = 4+8y,
where a, b, c, d, u, v, w and y are all non-negative integers, then
the linear complexity of s is 2n − 7.
Proof: According to Corollary 2.1, L(Ei + Ej + Ek +
El) = 2
n − 3.
It is easy to verify that Em + En + Ep + Eq also satisfies
the conditions of Corollary 2.1, namely its linear complexity
is also 2n − 3.
Similar to the proof of Lemma 2.4, the corresponding
polynomial of Ei + Ek + Em + Ep is given by
xi + xk + xm + xp
= xi(1− x4)[(1 + x4 + x2·4 + · · ·+ x2u·4)
+xk−i(1 + x4 + x2·4 + · · ·+ x2w·4)]
= xi(1− x4)[1 + xk−i + (x4 + x2·4 + · · ·+ x2u·4)
+xk−i(x4 + x2·4 + · · ·+ x2w·4)]
= xi(1− x4)[1 + x4c+2 + (x4 + x2·4 + · · ·+ x2u·4)
+xk−i(x4 + x2·4 + · · ·+ x2w·4)]
= xi(1− x6)[(1 + x2 + x4 + · · ·+ x4c)
+(x4 + x3·4 + · · ·+ x(2u−1)·4)(1 + x)2
+xk−i(x4 + x3·4 + · · ·+ x(2w−1)·4)(1 + x)2]
The corresponding polynomial of Ej + El + En + Eq is
given by
xj + xl + xn + xq
= xj(1− x4)[(1 + x4 + x2·4 + · · ·+ x2v·4)
+xl−j(1 + x4 + x2·4 + · · ·+ x2y·4)]
= xj(1− x6)[(1 + x2 + x4 + · · ·+ x4d)
+(x4 + x3·4 + · · ·+ x(2v−1)·4)(1 + x)2
+xl−j(x4 + x3·4 + · · ·+ x(2y−1)·4)(1 + x)2]
The corresponding polynomial of Ei + Ej + Ek + El +
Em + En + Ep + Eq is given by
xi + xj + xk + xl + xm + xn + xp + xq
= xi(1 − x6){(1 + x2 + x4 + · · ·+ x4c)
+(x4 + x3·4 + · · ·+ x(2u−1)·4)(1 + x)2
+xk−i(x4 + x3·4 + · · ·+ x(2w−1)·4)(1 + x)2
+xj−i[(1 + x2 + x4 + · · ·+ x4d)
+(x4 + x3·4 + · · ·+ x(2v−1)·4)(1 + x)2
+xl−j(x4 + x3·4 + · · ·+ x(2y−1)·4)(1 + x)2]}
= xi(1 − x6){1 + xj−i + (x2 + x4 + · · ·+ x4c)
+(x4 + x3·4 + · · ·+ x(2u−1)·4)(1 + x)2
+xk−i(x4 + x3·4 + · · ·+ x(2w−1)·4)(1 + x)2
+xj−i[(x2 + x4 + · · ·+ x4d)
+(x4 + x3·4 + · · ·+ x(2v−1)·4)(1 + x)2
+xl−j(x4 + x3·4 + · · ·+ x(2y−1)·4)(1 + x)2]}
= xi(1 − x7){1 + x+ x2 + · · ·+ x2a
+x2(1 + x)(1 + x4 + · · ·+ x4(c−1))
+(x4 + x3·4 + · · ·+ x(2u−1)·4)(1 + x)
+xk−i(x4 + x3·4 + · · ·+ x(2w−1)·4)(1 + x)
+xj−i[x2(1 + x)(1 + x4 + · · ·+ x4(d−1))
+(x4 + x3·4 + · · ·+ x(2v−1)·4)(1 + x)
+xl−j(x4 + x3·4 + · · ·+ x(2y−1)·4)(1 + x)]}
The number of items in (1 + x + x2 + · · · + x2a) is odd,
thus
gcd((1−x)2
n
, xi+xj+xk+xl+xm+xn+xp+xq) = (1−x)7
p
2
1 q
4
2
m
4
1 n
4
i j1
l
2
2
k
2
1
Figure 3.1 A graphic illustration of Lemma 3.1
For the convenience of presentation, we introduce some
definitions.
Definition 3.1 Suppose that the difference of positions of two
non-zero elements of sequence s is (2x+ 1)2y, both x and y
are non-negative integers, then the distance between the two
elements is defined as 2y . If the two elements are the two ends
of an edge, then the length of the edge is defined as 2y.
Definition 3.2 Suppose that s is a binary sequence with period
2n, and there are 2m non-zero elements in s, and 0 ≤ i1 <
i2 < · · · < im < n. If m=1, then there are 2 non-zero elements
in s and the distance between the two elements is 2i1 , so it is
called as a 1-cube. If m = 2, then s has 4 non-zero elements
which form a rectangle, the length of 4 sides are 2i1 and 2i2
respectively, so it is called as a 2-cube. In general, s has 2m−1
pairs of non-zero elements, in which there are 2m−1 non-zero
elements which form a (m-1)-cube, the other 2m−1 non-zero
elements also form a (m-1)-cube, and the distance between
each pair of elements are all 2im , then the sequence s is called
as an m-cube, and the linear complexity of s is also called as
the linear complexity of the cube.
Similar to the proof of Lemma 3.1, it is easy to prove the
following conclusion.
Theorem 3.1 Suppose that s is a binary sequence with period
2n, and non-zero elements of s form a m-cube, length of edges
are i1, i2, · · · , im (0 ≤ i1 < i2 < · · · < im < n) respectively,
then L(s)= 2n − (2i1 + 2i2 + · · ·+ 2im).
There is a 3-cube in Figure3.1. L(s)= 2n− (1+2+4), and
length of edges are 1, 2 and 4 respectively.
Theorem 3.2 Suppose that s is a binary sequence with period
2n, and L(s)= 2n − (2i1 + 2i2 + · · ·+ 2im), where 0 ≤ i1 <
i2 < · · · < im < n, then the sequence s can be decomposed
into several disjoint cubes, and only one cube has the linear
complexity 2n − (2i1 + 2i2 + · · ·+ 2im), other cubes possess
distinct linear complexity which are all less than 2n − (2i1 +
2i2 + · · ·+ 2im). If the sequence s comprises only one cube,
then the Hamming weight of s is 2m.
Proof: The mathematical induction will be applied to the
degree d of sN (x). For d < 3, by Lemma 2.3, the theorem is
established.
A) Suppose that L(s)= 2n− (2i1 +2i2 + · · ·+2im +2im+1),
and the Hamming weight of s is minimum, namely L(s) 6=
2n − (2i1 +2i2 + · · ·+2im +2im+1) when remove 2 or more
non-zero elements. Next we prove that s comprises one (m+1)-
cube exactly. Let
sN (x) = (1− x2
i1
)(1 − x2
i2
) · · · (1− x2
im
)(1− x2
im+1
)
[1 + f(x)(1 − x)]
Then tN (x) = (1 − x2i1 )(1 − x2i2 ) · · · (1 − x2im )[1 +
f(x)(1 − x)] corresponds to a sequence t whose linear com-
plexity is L(t)= 2n − (2i1 + 2i2 + · · · + 2im). The degree of
tN (x) is less than the degree of sN (x), so the mathematical
induction can be applied. In the following, we consider two
cases.
1) The Hamming weight of t is 2m. By mathematical
induction, t is an m-cube. Since sN (x) = tN (x)(1− x2im+1 ),
and 0 ≤ i1 < i2 < · · · < im < im+1 < n, so s is a (m+1)-
cube and its Hamming weight is 2m+1.
2) The Hamming weight of t is 2m + 2y. By mathematical
induction, tN (x) = (1 − x2i1 )(1 − x2i2 ) · · · (1 − x2im )[1 +
g(x)(1 − x) + h(x)(1 − x)], and uN(x) = (1 − x2i1 )(1 −
x2
i2
) · · · (1 − x2
im
)[1 + g(x)(1 − x)], corresponds to an m-
cube, its non-zero elements form a set denoted by A.
vN (x) = (1 − x2
i1
)(1 − x2
i2
) · · · (1 − x2
im
)h(x)(1 − x)
corresponds to several cubes, whose 2y non-zero elements
form a set denoted by B.
Assume that b ∈ B, bx2im+1 ∈ A, we swap b and bx2im+1 ,
namely let b ∈ A, bx2
im+1
∈ B. It is easy to show that the
linear complexity of the sequence to which uN(x) corresponds
remains unchanged.
sN (x) = tN (x)(1 − x2
im+1
) = uN (x) + vN (x) −
uN(x)x2
im+1
− vN (x)x2
im+1
, uN(x)x2
im+1
corresponds to
2m non-zero elements which form a set denoted by C.
vN (x)x2
im+1
corresponds to 2y non-zero elements which
form a set denoted by D.
According to Case 1), set A and set C do not have inter-
section. As elements of A have low power in the assumption,
so set A and set D do not have intersection.
Set C and B may have intersection, set D and B may have
intersection, but an element e of B can not belong to set C
and D simultaneously.
If e ∈ B, e = ax2
im+1
∈ C, a ∈ A, e = bx2
im+1
∈ D, b ∈
B, so a=b. It contradicts the fact that A and B are disjoint.
Suppose that b ∈ B, b = ax2im+1 ∈ C, a ∈ A, then
axk(2
im+1 )(k ≥ 2) must exist in D.
If k = 2z is even, then sequence s has non-zero elements
a and ax2z(2im+1 ), whose linear complexity is less than
2n − 2 · 2im+1 < 2n − (2i1 + 2i2 + · · ·+ 2im + 2im+1).
By Lemma 2.2, if the two non-zero elements are removed, the
linear complexity of s remains unchanged. It contradicts the
assumption that the Hamming weight is minimum, so k = 2z
+1 is odd.
Thus, the Hamming weight of the sequence to which sN (x)
corresponds is more than or equals to |A|+ |C| = 2m+1.
A,C\B and {ax(2k+1)(2im+1 ) ∈ D|a ∈ A} form a (m+1)-
cube exactly, and the linear complexity is 2n − (2i1 + 2i2 +
· · ·+ 2im + 2im+1).
By the assumption, s has minimum Hamming weight, so 2y
non-zero elements of set B are covered set C or set D, and
only the element ax(2k+1)(2im+1 )(a ∈ A) of set D remains.
Namely s comprises a (m+1)-cube exactly.
B) Let sN(x) = uN (x) + vN (x), where the Hamming
weight of uN (x) is minimum, and
L(u) = 2n − (2i1 + 2i2 + · · ·+ 2im + 2im+1).
By Case A), uN(x) comprises a (m+1)-cube exactly.
Let vN (x) = yN (x) + zN(x), where the Hamming weight
of yN(x) is minimum, and L(y)=L(v). By Case A), yN (x)
comprises a cube exactly. By analogy, we can prove that s
comprises several cubes, and only the linear complexity of
one cube is 2n− (2i1 +2i2 + · · ·+2im +2im+1), other cubes
possess distinct linear complexity which are all less than 2n−
(2i1 + 2i2 + · · ·+ 2im + 2im+1).
The proof is finished.
The following examples can help us understand the proof
of Theorem 3.2.
(1 + x)(1 + x2)[1 + x5(1 + x2)] = 1+ x+ x2 + x3 + x5 +
x6 + x9 + x10 corresponds a sequence in which there are 8
non-zero elements. It comprises two 2-cube: (1 + x)(1 + x2)
and (1 + x)(1 + x4)x5.
(1 + x)(1 + x2)[1 + x5(1 + x2)](1 + x4) = 1 + x + x2 +
x3 + x4 + x7 + x13 + x14 corresponds a sequence in which
there are also 8 non-zero elements, but only one 3-cube. The
linear complexity is 2n− (1+ 2+4), and the length of edges
are 1, 2 and 4 respectively.
Suppose that the linear complexity of s can decline when
at least k elements of s are changed. By Lemma 2.2, the
linear complexity of the binary sequence, in which elements
at exactly those k positions are all nonzero, must be L(s).
According to Theorem 3.1 and Theorem 3.2, it is easy to get
the following conclusion.
Corollary 3.1 Suppose that s is a binary sequence with period
2n, and L(s)= 2n−(2i1+2i2+· · ·+2im), where 0 ≤ i1 < i2 <
· · · < im < n. If kmin is the minimum, such that kmin-error
linear complexity is less than L(s), then kmin = 2m.
Corollary 3.1 was first proved by Kurosawa et al [10], and
later it was proved by Etzion et al [3] in a different way.
Obviously, previous Theorem 2.2 and Theorem 2.3 are also
corollaries of Theorem 3.1 and Theorem 3.2.
Consider a k-cube. The length of edges are 1,2,22, · · · , and
2k−1 respectively, and the linear complexity is 2n − (2k −
1). By Theorem 3.1 and Theorem 3.2, it is easy to get the
following conclusion.
Corollary 3.2 Suppose that s is a binary sequence with period
2n and its Hamming weight is even, then the maximum stable
2k−1, · · · , 2k−2 or 2k−1-error linear complexity of s are all
2n − (2k − 1)(k > 0).
The following is an example to illustrate Corollary 3.2.
Let s be the binary sequence 11· · · 110· · ·0. Its period is 2n,
and there are 2k continuous nonzero elements at the beginning
of the sequence. Then it is a k-cube, and the 2k−1, · · · , 2k−2
or 2k − 1-error linear complexity of s are all 2n − (2k − 1).
After at most e(0 ≤ e ≤ 2k−1) elements of a period in the
above sequence are changed, the linear complexity of all new
sequences are not less than the linear complexity of original
sequences, so the original sequence possesses stable e-error
linear complexity.
According to Lemma 2.2, if a sequence whose linear com-
plexity is less than 2n−(2k−1) is added to the sequence with
linear complexity 2n− (2k− 1), then the linear complexity of
the new sequence is still 2n−(2k−1), and the 2k−1, · · · , 2k−2
or 2k − 1-error linear complexity of the new sequence are all
2n − (2k − 1).
Combining Corollary 3.1 and Corollary 3.2, it is easy to
show the following theorem.
Theorem 3.3 For 2l−1 ≤ k < 2l,
Lk(s) = max
t
Lk(t)
where s is a 2n-periodic binary sequence with stable k-linear
complexity 2n − (2l − 1) and t is any 2n-periodic binary
sequence.
CELCS (critical error linear complexity spectrum) is studied
by Etzion et al [3]. The CELCS of the sequence s comprises
the ordered set of points (k, ck(s)) satisfying ck(s) > ck′(s),
for k′ > k; these are the points where a decrease occurs in
the k-error linear complexity, and are called critical points.
Let s be a binary sequence whose period is 2n and it has
only one cube. Then s has two critical points.
In the following we study binary sequences which comprise
several cubes. By Theorem 3.2, if s is a binary sequence
whose every period is 2n, then it can be decomposed into
several cubes. The following examples show that the cube
decomposition of a sequence is not necessarily unique.
1 + x + x3 + x4 + x7 + x8 can be decomposed into a 1-
cube 1 + x, whose linear complexity is 2n − 1, and a 2-cube
x3 + x4 + x7 + x8, whose linear complexity is 2n − (1 + 4).
It can also be decomposed into a 1-cube x3 + x4, whose
linear complexity is 2n − 1, a 1-cube x + x7, whose linear
complexity is 2n−2, and another 1-cube 1+x8, whose linear
complexity is 2n − 8.
It can also be decomposed into a 1-cube x7 + x8, whose
linear complexity is 2n − 1, a 1-cube x + x3, whose linear
complexity is 2n−2, and another 1-cube 1+x4, whose linear
complexity is 2n − 4.
It can also be decomposed into a 1-cube 1 + x3, whose
linear complexity is 2n − 1, a 1-cube x + x7, whose linear
complexity 2n − 2, and another 1-cube x4 + x8, whose linear
complexity is 2n − 4.
· · · · · ·
By superposing another sequence over the original one to
achieve the maximal decline of the linear complexity of the
new sequence, a direct method is that the linear complexity of
the first cube is changed to the same as the linear complexity
of the second cube.
As an illustrative example, note that the linear complexity of
x3+x4+x7+x8 is 2n−5, thus superpose x12+x13 over 1+x+
x3+x4+x7+x8. As the linear complexity of 1+x+x12+x13
is also 2n − 5, so 1+ x+ x3 + x4 + x7 + x8 + x12 + x13 can
be decomposed into a 2-cube x+x3+x7+x13, whose linear
complexity is 2n − 6, and another 2-cube 1 + x4 + x8 + x12,
whose linear complexity is 2n − 12.
To construct the sequence possessing high stable k-error
linear complexity, both the first cube and the second cube
should possess higher linear complexity.
IV. CONCLUSION
A small number of element changes may lead to a sharp
decline of linear complexity, so the concept of stable k-error
linear complexity has been introduced. By studying the linear
complexity of binary sequences with period 2n, especially
the linear complexity will decline when the superposition of
two sequences with same linear complexity, an approach to
construct the sequence with stable k-error linear complexity
based on cube theory has been derived. It has been proved
that a binary sequence whose period is 2n can be decomposed
into several disjoint cubes, so a new approach to study k-error
linear complexity has been given.
Etzion et al [3] proposed to study sequences with two
k-error linear complexity value exactly, namely its linear
complexity is only L(s) or 0. So these sequences possess stable
k-error linear complexity, but not necessarily maximum stable
k-error linear complexity.
By using methods similar to that of the binary sequence,
we may study a sequence with period pn over Fp, where p is
a prime number. The polynomial 1−xpn = (1−x)pn is over
Fp. Thus for a sequence with period pn over Fp, its linear
complexity is equal to the degree of factor (1− x) in sN (x).
The following are some similar conclusions, whose proof is
omitted.
Lemma 4.1 Suppose that s is a sequence with period pn over
Fp. Necessary and sufficient conditions for L(s) < pn are: the
element sum of one period of the sequence s is divisible by
p.
Lemma 4.2 Both s1 and s2 are sequences with period pn over
Fp. If L(s1) 6= L(s2), then L(s1+s2) = max{L(s1), L(s2)}.
If L(s1) = L(s2), then L(s1 + s2) ≤ L(s1).
Lemma 4.3 Suppose that s is a sequence with period pn over
Fp, and sN (x) = axk(1− xl), a 6= 0( mod p), l = bpm, b 6=
0( mod p), then both the linear complexity and 1-error linear
complexity of sequence s are pn − pm.
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