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Human Information Processing Research in 
Auditing: A Review and Synthesis 
Robert H. Ashton 
New York University 
The importance of individual decision making to the audit process is 
increasingly being recognized. Decisions involving the collection, interpretation 
and integration of audit evidence are receiving attention from auditing firms 
concerned with improving the effectiveness and efficiency of audits. Concur-
rent with the profession's interest in audit decision making, a growing body of 
knowledge about decision making by practicing auditors is being generated by 
academic researchers. This body of knowledge, based on human information 
processing research, focuses on the understanding, evaluation and improve-
ment of audit decision making. It offers great potential for identifying shortcom-
ings of audit decision making, and for reducing or eliminating those 
shortcomings. 
This paper reviews and synthesizes human information processing re-
search in auditing. Its purpose is to introduce this body of knowledge to 
readers who are relatively unfamiliar with it. Coverage of the topic is fairly 
broad, emphasizing the questions of why this research is conducted and what 
its implications are, and de-emphasizing methodological issues of experimental 
design and analysis.1 The discussion proceeds in four parts: (1) some 
background information on human information processing research in auditing, 
(2) an explanation of the reasons for conducting this type of research, (3) an 
overview of the research evidence, and (4) a consideration of some of its 
practical implications. 
Introduction and Background 
Human information processing research in auditing focuses on several 
decision-related activities of practicing auditors. Although a large audit may 
entail hundreds of judgments and decisions, it is useful for research purposes to 
abstract audit decision making to four basic types of decision-related activities: 
(1) evaluations or judgments of current information, (2) predictions of future 
outcomes, (3) assessments of the probability that particular outcomes will 
occur (and revisions of such probabilities), and (4) choices among alternative 
courses of action. 
For example, auditors collect, interpret and combine various types of 
evidence in order to evaluate internal control system design, the materiality of 
an item, and the implications of sample outcomes. Auditors may predict error-
rate levels in audit populations, or the future going-concern status of a client, or 
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they may assess probability distributions over error-rate levels or going-
concern status. Auditors make choices among alternatives when selecting 
sample sizes, the type of opinion to issue, and disclosure alternatives. 
Obviously, these are only a few of the areas in which auditors make 
evaluations, predictions, probability assessments and choices. Moreover, 
these four types of decision-related activities are not necessarily practiced as 
distinct phases of audit decision making. For example, an auditor might use the 
results of internal control evaluation and preliminary testing to predict the 
specific error-rate level in a population or to assess a probability distribution 
over several possible error rates, and then combine these evaluations, 
predictions and assessments with additional information in order to choose 
among alternatives types or amounts of subsequent testing. For research 
purposes, however, it is convenient to regard these four decision-related 
activities as relatively distinct, because rigorous research methods exist for 
studying each of the four. 
These decision-related activities are studied by human information process-
ing research in controlled experimental settings designed to mirror the real-
world decision contexts of interest. This type of research does not rely on 
auditors' self-reports of their decisions (e.g., through surveys or interviews), 
and does not rest on anecdotal evidence about decision making. Instead, it 
takes advantage of the primary strength of the experimental method—the 
control over confounding variables, which, in other types of research methods, 
make it difficult to draw reliable scientific inferences. 
Human information processing research is guided by decision-making 
paradigms (or models, or theories, or "world views") which provide opera-
tional frameworks for choosing variables to be examined, for forming expecta-
tions about relationships between independent and dependent variables, for 
designing particular studies, and for interpreting and integrating research 
results. In addition to providing comprehensive perspectives from which to 
conduct and interpret research, the paradigms also entail criteria for evaluating 
and improving human performance in information processing, judgment and 
decision making. These paradigms were developed primarily in the discipline of 
cognitive psychology, but they also were developed in economics and statis-
tics.2 
From a methodological standpoint, human information processing research 
in auditing can be traced directly to earlier developments in cognitive 
psychology. For all practical purposes, the interest in human information 
processing research began less than 30 years ago with the appearance of Ward 
Edwards' classic article on decision making.3 To appreciate the enormity of the 
literature that has appeared since then, consider that in the past 20 years the 
Annual Review of Psychology has published five reviews of this research,4 with 
each review covering the empirical studies published since the previous 
review. The number of studies cited has ranged from about 140 to about 320 
for these five reviews. A complementary line of research that comes from 
psychology (as well as from business and economics) has been pursued since 
the mid-1950s by Herbert Simon and his colleagues.5 
More to the point, however, is the sizable amount of human information 
processing research conducted in accounting and auditing contexts. This work 
has been done by researchers with training in accounting and auditing, 
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psychology, and statistics, and has been published in the accounting and 
auditing literature (and, increasingly, in the psychology literature). The 
research in accounting and auditing began approximately 10 years ago, and 
both its quantity and quality have grown significantly since then. By 1976/77, 
there were enough studies in accounting and auditing to warrant a literature 
review,6 and enough interest in the future development of the area that an 
American Accounting Association committee was formed to evaluate its 
potential contributions. After the appearance of the committee's report7 and 
the literature review, the number of human information processing studies in 
accounting and auditing increased dramatically. My own recent review identi-
fied some 100 published articles or unpublished working papers in this area.8 
The human information processing studies in our literature relate to a wide 
variety of issues in financial accounting, managerial accounting, and auditing. 
However, the studies devoted to auditing are the most extensive and realistic 
of all. I am aware of approximately 50 articles or working papers which report 
empirical results on audit decision making. It is important to recognize that the 
people whose decision making was examined in these studies were practicing 
auditors, not college students or other surrogates for auditors. More than 
2,500 auditors from national, regional and local firms have participated in these 
studies, and they represent all levels in these firms. Further, in many cases the 
researchers had the advice of practicing auditors in designing their research 
studies. While some of the studies might be considered "basic" research, 
since they relied on abstract and simplified representations of the audit 
process, most have had an applied orientation.9 Taken as a whole, the set of 
human information processing studies in auditing is an invaluable source for 
understanding audit decision making, and for drawing practical implications. 
Reasons for Studying Audit Decision Making 
Before reviewing the research results and their potential implications, it 
may be useful to consider explicitly the reasons for doing human information 
processing research in auditing. The ultimate goal of this research is to 
improve audit decision making. Before decision making can be improved, 
however, it is useful to evaluate the current quality of decision making, and 
before decision quality can be evaluated, decision making must be understood. 
Thus, three reasons for studying audit decision making are to understand, 
evaluate and improve audit decisions. 
Understanding Audit Decision Making. Before audit decision making can be 
evaluated or improved, it must be understood. The research in this area 
focuses on such general questions as: How do auditors make evaluations, 
predictions, probability assessments and choices? What items of information, 
or "cues," influence their decisions? Can their decision making be systemat-
ically explained by some information-processing biases or by some aspects of 
the decision setting? 
Efforts to understand audit decision making involve attempts to describe 
audit decision making. Most such attempts rely on representational models of 
decision making; that is, models that represent the relationships among the 
multiple cues that serve as inputs for information processing and decision 
making, and the decisions that result. This type of "input-output" modeling is 
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frequently operationalized by constructing a linear multiple regression model 
that represents the auditors' processing of information. This is done by 
providing the auditor with several (experimentally controlled) combinations of 
values on each of certain cues that are used for making decisions, and recording 
the auditor's decision for each combination of cue values. The decisions 
(evaluations, predictions, etc.) are then regressed on the cue values. Other 
possibilities are to attempt to represent the auditor's intuitive probability 
revisions via Bayes Rule for probability revision, or to attempt to represent 
choices among alternatives via an expected utility model. Bayesian, regres-
sion, and utility models can then be used as starting points for describing, and 
understanding, audit decision making. 
Evaluating Audit Decision Making. A second reason for doing human 
information processing research in auditing is to evaluate audit decision 
making, and, accordingly, much of the research goes beyond simply trying to 
understand audit decision making as it exists. Decision making in auditing has 
been evaluated against six criteria: (1) accuracy, (2) normativeness, (3) 
stability, (4) consensus, (5) insight, and (6) consistency with professional 
auditing standards. 
The accuracy criterion implies that an auditor wants his or her decisions to 
be correct. This criterion can be used for evaluations or predictions if an 
external reference point is available, or will become available in the future. For 
example, an accuracy criterion can be used in going-concern evaluations by 
seeing whether firms predicted to go bankrupt actually do go bankrupt. An 
accuracy criterion can be used for evaluating subjective probability assess-
ments if relative frequency information is available. However, the number of 
audit decision contexts in which an accuracy criterion can be used appears to be 
extremely small. 
The criterion of normativeness can be (and has been) used more extensively 
in the research on audit decision making. Use of this criterion implies that an 
auditor wants his or her decisions to correspond with those prescribed by 
normative or statistical standards of decision making. For example, choices 
among alternatives might be evaluated in some contexts against the normative 
standard of expected utility maximization. Probability revisions can be evalu-
ated against the statistical standard of Bayes Rule, a logical consequence of 
conditional probabilities that prescribes the optimal revision of prior proba-
bilities upon the receipt of new data. Subjective probability assessments can be 
evaluated against several types of normative standards, including the proba-
bility axioms that relate to the combinatorial properties of probabilities. As a 
final example, an auditor's interpretations of sample outcomes can be evaluated 
by the extent to which these interpretations reveal an appreciation for (1) the 
inverse relationship between sample size and sampling variability, or (2) the 
impact of data reliability. 
Three other criteria for evaluating audit decision making which are 
frequently employed in the research literature are stability, consensus and 
insight. Stability refers to the question of whether one auditor, given the same 
data at different points in time, will make the same decision. Consensus 
addresses the question of whether different auditors, given the same data at 
one point in time, will make the same decision. Insight refers to the degree of 
understanding that an auditor has into his or her own decision process as 
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represented by a model of that process. These three criteria can be employed 
in addition to accuracy and normativeness, but they are most often used when 
accuracy and normativeness cannot be employed. One rationale for stability is 
that perfectly stable decisions have no random component, which has a 
detrimental effect on decision accuracy. A rationale for both stability and 
consensus is that the cost and/or quality of an audit may fluctuate needlessly if 
decision making is inconsistent over time or across auditors. The rationale for 
insight involves the importance of an auditor's understanding his or her own 
decision making if he or she attempts to train other auditors in decision making. 
A sixth criterion for evaluating audit decisions, which is rarely mentioned in 
the research literature but would appear to be extremely important, is the 
extent to which decisions are consistent with professional auditing standards. In 
some cases, auditing standards may be sufficiently precise that they can serve 
as criteria for decision evaluation. Examples include the SAS 39 statement that 
the extent of substantive testing required to obtain sufficient evidence should 
vary inversely with the auditor's reliance on internal control, and the SAS 31 
statements that evidence based on the auditor's direct personal knowledge or 
obtained from independent sources outside the client entity should ordinarily 
be considered more reliable than evidence obtained indirectly or secured solely 
within the entity.10 
Improving Audit Decision Making. When research finds shortcomings in 
audit decision making vis-a-vis any of these six criteria, attention naturally 
turns to finding ways of improving audit decision making. Five possibilities have 
been considered: (1) increasing the auditor's awareness of his or her 
information-processing shortcomings, (2) feedback, (3) changing the data set, 
(4) education/training, and (5) the use of decision models. Obviously, these 
possibilities are not mutually exclusive. 
The first alternative, increasing awareness, may be a prerequisite for the 
application of the other four. It may also be a useful alternative in its own right. 
If auditors are aware of the possibility that their decision making may 
sometimes involve shortcomings, and if the nature of these shortcomings is 
made explicit, then they may be willing to monitor their decision making. 
Monitoring could involve the provision of feedback information about the 
outcomes of past decisions so that a "track record" could be established. It 
could also involve the provision of information about the auditor's own decision 
process or about data relationships in the environment. Such monitoring could 
also lead to changing the data set on which audit decision are based. This could 
involve a search for additional data to include in the decision process, as well as 
the elimination of data that already are included. 
A fourth possibility for improving audit decision making is education and 
training. This could be undertaken in both university courses and in-house 
training modules in auditing firms, and could include training in statistical and 
probabilistic concepts as well as exposure to the results of human information 
processing research studies. Finally, decision models could be used to supple-
ment or replace intuitive decision making in repetitive audit decision contexts. 
This alternative could entail the use of optimal models such as Bayes Rule, 
statistical models based on environmental data relationships, and models of the 
auditor's own decision process. One feature that these five decision-improve 
ment alternatives share, to a greater or lesser extent, is that of providing 
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structure for intuitive decision making. Establishing some type of structure may 
be necessary if audit decision making is to be improved. 
Justifying or Defending Audit Decision Making. Although it is not explicitly 
addressed in the research literature, a fourth reason for doing human 
information processing research in auditing is to provide a sound basis for 
explaining, justifying or defending audit decision making to parties who might 
question the auditor's application of "professional judgment." These parties 
could include an auditor's superiors, peers or subordinates, as well as 
regulatory agencies and the courts. While the literature's overriding concern 
with improving audit decision making implies that it needs improving (and the 
research results generally support this contention), many studies have found 
auditors to be rather good decision makers vis-a-vis the six decision-evaluation 
criteria mentioned earlier. In addition, decision making by auditors has been 
found to be relatively good compared to that of other groups of experts such as 
physicians and clinical psychologists. Thus, auditors may wish to use the 
results of human information processing research as a basis for defending, as 
well as improving, audit decision making. 
The Research Results 
Most of the research has focused on understanding and evaluating audit 
decision making. A sufficient number of studies has appeared in four areas to 
permit some generalizations: (1) materiality/disclosure judgments, (2) internal 
control evaluation, (3) probability assessment, and (4) evaluation of sample 
outcomes and other types of audit evidence. A few studies have been reported 
in other areas. 
Materiality/Disclosure Judgments. Some studies have addressed mate-
riality/disclosure issues directly,11 while others have addressed such issues 
indirectly as part of a study devoted primarily to some other topic.12 Many of 
these studies have focused on the type of disclosure recommended for specific 
items (e.g., an inventory write-down) of varying sizes, while others have dealt 
with the specification of overall pre-audit materiality levels for planning 
purposes. Still others have examined the interaction between materiality and 
uncertainty. 
One consistent finding is that simple linear models based on a small number 
of cues explain a large proportion of the variance in materiality/disclosure 
judgments of individual auditors. For virtually all auditors studied, impact on 
net income has been the most important factor in such judgments, but there 
has been little agreement on the importance of other factors, resulting in only 
moderate levels of consensus among different auditors. Differences in mate-
riality and disclosure judgments have been found between auditors and other 
professional groups (e.g., investment analysts and lending officers) and among 
auditors from different firms and different levels of experience. The amount of 
uncertainty about the proper valuation of an item has been found to influence 
materiality/disclosure judgments, and, conversely, an item's materiality has 
been found to affect judgments about acceptable levels of uncertainty. 
Internal Control Evaluation. More studies have been devoted to internal 
control evaluation than to any other topic.13 Most of these studies have simply 
asked auditors to rate the strength of an internal control system (in a particular 
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area such as payroll or the sales/collections cycle) as certain internal control 
indicators changed. Others have studied the effects of changes in internal 
control strength on the allocation of audit work to different types of testing, or 
the effects of such changes on the judgmental selection of sample sizes for 
substantive testing. 
As with materiality/disclosure judgments, the research has found that the 
internal control evaluations of individual auditors can be represented well by 
simple linear models based on a small number of cues. Consensus across 
auditors has been found to be relatively high for ratings of internal control 
strength, but moderate to low for the allocation of audit effort and the selection 
of sample sizes in response to internal control changes. Stability and self-
insight have been found to be high. 
Internal control cues related to separation of duties have been found to 
dominate internal control evaluations. Moreover, the number of hours planned 
for audit testing in specific areas has been found to vary inversely with the 
rated strength of internal control, and sample-size specifications have been 
found to change in the appropriate direction in response to changes in the 
strength of internal control. Finally, the evidence on firm and experience-level 
effects has been mixed: Some studies have noted small effects on consensus, 
insight and the importance of separation-of-duties cues, while other studies 
have found no effects. 
Probability Assessment. Studies of probability assessment and revision have 
been conducted in both attribute14 and variables15 contexts. Most studies have 
provided the participating auditors with some background information and then 
asked for subjective probability assessments over error-rate levels or popula-
tion values of account balances. Some studies, however, have focused on the 
revision of probabilities after new data are received, and others have investi-
gated the impact of subjective probability assessments on sample sizes and on 
the chances of making Type I and Type II errors. 
The studies have shown that auditors can understand and use several 
probability elicitation methods. In attribute contexts, however, low consensus 
in probability assessments has been found across auditors when the same 
elicitation method is used, and low convergence in probability assessments has 
been found when one auditor uses different elicitation methods. Different 
methods have also been found to result in different sample-size specifications. 
In addition, judgmentally-revised distributions have been found to be more 
diffuse and to result in larger sample sizes than distributions revised via Bayes 
Rule. 
In the variables contexts studied, the variability in fractile assessments 
across auditors was greater for the more extreme fractiles assessed, and the 
variability for given fractiles was greater across individual auditors than across 
three-person teams of auditors. Also, the teams assessed higher probabilities 
near the actual population values, and lower probabilities elsewhere, than the 
individuals did. Studies in both attribute and variables contexts have found that 
internal control strength has some effects on probability assessments. For 
example, distributions assessed by individual auditors have been found to be 
tighter, and to be less variable across auditors, for stronger internal control 
systems. 
Evaluation of Sample Outcomes and Other Types of Audit Evidence. Another 
set of studies has focused on some decision "heuristics," or rules-of-thumb, 
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that auditors might use to reduce the complexity of certain types of audit 
decisions.16 Heuristics may be beneficial since they reduce the time and effort 
required for decision making, and in many cases they may result in "good" 
decisions. On the other hand, they may also lead to systematic biases in 
decision making by causing the auditor to ignore relevant information and/or to 
process irrelevant information. The studies in this group have attempted to 
demonstrate the existence of such biases across a variety of audit-related 
decision contexts. 
Some studies suggest that many auditors are insensitive to the importance 
of sample size when evaluating sample outcomes, and do not have sufficient 
appreciation for the inverse relationship between sample size and sampling 
variability. Other studies have suggested that auditors are not sufficiently 
sensitive to the reliability of information or to the importance of prior 
probabilities. Still others have found that auditors' evaluations and probability 
assessments are influenced by irrelevant information. 
Other Studies. Human information processing studies have been conducted 
in several additional auditing areas, but not in sufficient quantity to allow 
generalizations about the results. Topics addressed include: (1) analytic 
review, (2) review of financial forecasts, (3) evaluation of the competence of 
internal audit departments, (4) audit seniors' performance evaluations of their 
subordinates, (5) predictions of going-concern status, (6) perceptions of the 
messages intended by different types of audit reports, (7) perceptions of 
auditors' independence, and (8) the applicability of expected utility theory as a 
framework for audit decision making.17 
Implications for Practice 
Given the goal of improved decision making, the practical implications of 
human information processing research in auditing are suggested by the five 
decision-improvement alternatives discussed earlier: increasing awareness, 
education/training, feedback, changing the data set, and using formal models. 
This final section of the paper elaborates briefly on some of these alterna-
tives.1 8 
It seems reasonable to believe that auditors will be better able to improve 
decision making if they are aware of the information-processing shortcomings 
that affect their decisions. Therefore, efforts to communicate to auditors the 
results of human information processing research are important, and have been 
undertaken in some instances.19 Such efforts could lead to the inclusion of 
training materials on judgment and decision making in formal in-house training 
programs. Auditing researchers are beginning to develop materials which 
might be useful for this purpose.20 Another possibility is to include such 
materials in auditing courses in universities, and some efforts in this direction 
have been made.21 The need for auditors to be trained in decision making, as 
well as in auditing, is one of the principal implications of this research. 
Other important implications relate to structuring the audit decision 
process. This could involve the provision of checklists or other types of explicit 
guidance to assist auditors in both the selection of relevant information and the 
integration of multiple items of information to reach a decision. 
A national auditing firm has recently implemented a structured approach for 
computing sample sizes for substantive testing when statistical sampling is not 
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used.22 Actual sample sizes that depart from the computed sample sizes by 
more than 20 percent must be explicitly justified, the approach relies on a 
combination of equations and decision tables to mechanically process six types 
of information. This information is based on auditors' judgments related to 
expected monetary error in an account and the strength of internal control, in 
addition to information about the size of the account, materiality, the level of 
stratification of the sample, and the existence of overlapping substantive tests. 
In effect, this method specifies the variables to be used, the weighting factors 
for these variables, and the way in which the variables are to be combined to 
arrive at sample sizes. There is some arbitrariness in the weights for the 
variables, but the appropriate variables are included, and the directions of their 
impact on sample size are correctly specified. A large body of analytical and 
empirical research has shown that selecting the appropriate variables and 
weighting them in the appropriate directions is often more important to 
decision quality than is refinement of the weights themselves.23 Moreover, the 
use of such a method should substantially reduce inconsistencies across 
auditors in the selection of sample sizes. 
The structured approach just described relies on a formal model to aid the 
auditor in processing information and making decisions. The research evidence 
suggests that other types of formal models would also improve audit decision 
making. Examples include models for weighing and combining internal control 
indicators in order to quantify the strength of an internal control system, 
models for analytical reviews, and models of bankruptcy prediction to aid in 
going-concern evaluations.24 The evidence strongly supports the use of 
statistical sampling and the statistical evaluation of sample results. 
In conclusion, I believe the results of human information processing 
research have important implications for the practice of auditing. Some of these 
implications are at the level of the individual auditor (e.g., the need for 
awareness and education), but most are at the level of the auditing firm (e.g., 
the need for training programs and formal models). Indeed, some firms have 
already shown significant interest in potentially changing some aspects of their 
practice in response to the research results. At the very least, the evidence 
generated in this area is consistent with, and can be used to support, activities 
such as providing structure for decisions and using formal models, although 
these activities may not have been directly motivated by the research results. 
In addition to having practical implications at the individual and firm levels, 
human information processing research can produce results that are relevant at 
the standard-setting level. For example, the Auditing Standards Board revised 
the exposure draft of SAS 39 to eliminate a suggested probability-assessment 
method which human information processing research had shown to result in 
excessive Type II errors.25 While it would be an overstatement to claim that 
human information processing research is sweeping the auditing profession like 
wildfire, it does seem to be kindling some interest among practitioners and 
policy makers. Hopefully, this interest will increase as more people become 
familiar with its potential benefits. 
Footnotes 
1. Recent books by Ashton (1982) and Libby (1981) analyze human information processing 
research in auditing, and in other areas of accounting, in great detail. This research is also 
reviewed by Libby and Lewis (forthcoming). 
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2. The two major paradigms that have guided human information processing research in 
auditing are the "lens" and "probabilistic judgment" paradigms. The former, which is closely 
linked to the decision-related activities of evaluation and prediction, emphasizes the construction of 
linear models as representations of information processing by individuals. This paradigm further 
emphasizes the relative accuracy of intuitive predictions versus those made by formal information-
processing models, as well as the "weights" that decision makers (implicitly) attach to various 
pieces of information in making evaluations or predictions. The probabilistic judgment paradigm 
(which is also called the subjectively expected utility, or SEU, paradigm) is more closely linked to 
choices among alternative actions and to the assessment, revision and use of probabilities in 
decision making. It emphasizes the relationship between intuitive assessments, revisions and 
choices and those prescribed by formal models. These paradigms are discussed at length by 
Ashton (1982) and Libby (1981). 
3. Edwards (1954). 
4. Edwards (1961); Becker and McClintock (1967); Rapoport and Wallsten (1972); Slovic, 
Fischhoff and Lichtenstein (1977); Einhorn and Hogarth (1981). 
5. This research is summarized in several papers by Simon (1955, 1956, 1959, 1978, 1979a, 
1979b). 
6. Libby and Lewis (1977). 
7. Ashton, Barrett, Elliott, Libby, Vasarhelyi and Wright (1977). 
8. Ashton (1982). 
9. Several aspects of basic and applied research in auditing are discussed by Kaplan (1977) and 
Ashton (1981b). 
10. American Institute of Certified Public Accountants (1982, Sec. 350.19 and Sec. 326.18). 
11. Boatsman and Robertson (1974), Firth (1979), Messier (1979), Moriarity and Barron 
(1976, 1979). 
12. Lewis (1980), Newton (1977), Schultz and Reckers (1979), Ward (1974, 1976). 
13. Ashton (1974a, 1974b), Ashton and Brown (1980), Biggs and Mock (1980), Gaumnitz, 
Nunamaker, Surdick and Thomas (forthcoming), Hall and Zimmer (1981), Hamilton and Wright 
(1977, 1980, 1981), Joyce (1976), Mock and Turner (1979, 1981), Reckers and Taylor (1979), 
Weber (1978). 
14. Corless (1972), Crosby (1980, 1981), Felix (1976), Kinney and Uecker (1982). 
15. Solomon (forthcoming), Solomon, Krogstad, Romney and Tomassini (forthcoming). 
16. Bamber (1980), Biddle and Joyce (1979, forthcoming), Gibbins (1977), Joyce and Biddle 
(1981a, 1981b), Kinney and Uecker (1982), Uecker and Kinney (1977). 
17. The references for these eight areas follow: 1—Blocher, Esposito and Willingham (1981). 
2-Danos and Imhoff (1982). 3-Gibbs and Schroeder (1979). 4-Wright (1980). 5-Kida (1980). 
6-Libby (1979). 7-Shockley (1981). 8-Ashton (1980, forthcoming), Lewis (1980), and Ward 
(1974, 1976). 
18. Practical implications of this research are also discussed by Holstrum (1980), Joyce and 
Libby (1981), Libby (1981), and Messier and Snowball (1981). 
19. An example is Holstrum (1980). 
20. An example is Waller and Felix (1981). 
21. Ashton (1981a). 
22. Peat, Marwick, Mitchell & Co. (1980). Libby (1981) reports that Deloitte, Haskins & Sells 
and Touche Ross & Co. have developed similar approaches for certain types of decisions. 
23. For elaboration, see Ashton (1979). 
24. Altman (1982) reports that Arthur Andersen & Co. is testing a bankruptcy-prediction 
model for this purpose. 
25. See Kinney and Uecker (1982) for elaboration. 
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