Background The final outcome of any resource allocation decision in healthcare cannot be determined in advance. Thus, decision makers, in deciding which new program to implement (or not), need to accommodate the uncertainty of different potential outcomes (i.e., change in both health and costs) that can occur, the size and nature (i.e., 'bad' or 'good') of these outcomes, and how they are being valued. Using the decision-making plane, which explicitly incorporates opportunity costs and relaxes the assumptions of perfect divisibility and constant returns to scale of the cost-effectiveness plane, all the potential outcomes of each resource allocation decision can be described. Objective In this study, we describe the development and testing of an instrument, using a discrete choice experiment methodology, allowing the measurement of public preferences for potential outcomes falling in different quadrants of the decision-making plane. Method In a sample of 200 participants providing 4200 observations, we compared four versions of the preference-elicitation instrument using a range of indicators. Results We identified one version that was well accepted by the participants and with good measurement properties. Conclusion This validated instrument can now be used in a larger representative sample to study the preferences of the public for potential outcomes stemming from re-allocation of healthcare resources.
Introduction
If healthcare budgets were unlimited, all the most effective treatments could be adopted. However, resources allocated to healthcare are scarce, hence health policy decision makers (HPDMs) need to decide how to best allocate them.
Resource scarcity can occur in different contexts (i.e., fixed budgets, a shrinking budget with less resources allocated to healthcare, a growing budget with more resources allocated to healthcare) provided the total amount of resources available is not sufficient to support the implementation of all the most effective treatments. As a result of scarcity, HPDMs need to determine where the resources should come from to fund the implementation of new treatments to replace or complement existing treatments. For example, in the case of a fixed budget, HPDMs may decide to cancel existing treatment(s) to free up resources to implement the new treatment(s). In the case of a growing budget, because not all new treatments can be implemented, HPDMs would still need to decide which new treatment(s) to implement and which treatment(s) to abandon.
This resource allocation decision (RAD) is challenging because it typically requires a trade-off of potential health gains for patients who will benefit from the new treatment against potential health losses for patients who will see their current treatment being cancelled or replaced (or potential new treatment not adopted). In this context, HPDMs need to consider the opportunity costs of their decisions to "ensure that the value of what is gained from an activity [e.g., implementing the new treatment] outweighs the value of what has to be sacrificed [e.g., cancelling an existing treatment]" [1] .
A cost-effectiveness analysis is widely advocated as a tool to help HPDMs to allocate the resources available in a manner that maximizes the health benefits produced to the population. The analytical tool of a cost-effectiveness analysis is the incremental cost-effectiveness ratio (ICER), which is then compared with a threshold ICER to determine whether the new treatment should be implemented. Assuming that healthcare resources are efficiently used, this threshold ICER should in principle correspond to the ICER of the last treatment adopted [2] and would then correspond to the shadow price of the budget constraint. However, it has been shown that this approach would lead to an optimal use of healthcare resources only under the strong assumptions of perfect divisibility and constant returns to scale of all treatments [3] [4] [5] .
Birch and Gafni have suggested an alternative approach relaxing these two questionable assumptions [2, 3] . Other studies also questioned the validity of the "ICER of the last treatment adopted" as a threshold to guide the RAD [6] . Eckerman and Pekarsky showed that the shadow price is impacted by different factors such as the type of financing (i.e., expansion of healthcare budget vs. displacement of existing resources) and whether existing resources were optimally allocated or not. For instance, when funding is conducted by expansion of the healthcare budget in an economically efficient system, the shadow price should correspond to the ICER of the 'best' (i.e., most cost-effective) existing program. When the funding is carried out by displacement of existing resources in an economically inefficient system, the shadow price should depend on the ICERs of the 'best' program, of the 'worst' (i.e., least cost-effective) program and of the displaced program [6] . The Birch and Gafni approach is based on the key concept of opportunity cost. The differences are: (1) it does not require the use of underlying unrealistic assumptions and their consequences [3] , and (2) it does not require the use of an ICER and a ICER threshold. The Birch and Gafni approach identifies the source of the additional resource requirements of the new program and makes a recommendation regarding the adoption of the new program based on a direct comparison of the total additional benefits produced from the new program with the total benefits forgone. In doing so, it ensures that if followed and under conditions of certainty, "the value of what is gained from an activity outweighs the value of what has to be sacrificed" [1] .
In the past two decades it has been recognized that both the costs and effects of all programs are stochastic, and the Birch and Gafni approach has been extended to account for the uncertainty in costs and effects of re-allocating resources [7, 8] . Visually, it takes the form of a decisionmaking plane (DMP) allowing a description of all the possible outcomes stemming from resource reallocation as a result of the uncertainty [7] . The cost-effectiveness plane (CEP) describes only the difference in health outcomes (E) and costs (C) of a candidate treatment for implementation (A1) with a reference treatment (A0) using measures of incremental effectiveness ( ΔE A = E A1 − E A0 ) and incremental costs ( ΔC A = C A1 − C A0 ). Those measures are used to compute the ICER and compare it to the ICER threshold. The DMP 'extends' the CEP by also comparing a candidate treatment(s) for cancellation (B1) with another reference treatment(s) (B0) 1 [i.e., the explicit consideration of the source of additional resources], thus leading to another set of incremental effects ( ΔE B = E B1 − E B0 ) and costs ( ΔC B = C B1 − C B0 ). All of these incremental measures are used to compute net changes in health outcomes ( ΔE = ΔE A − ΔE B ) and costs ( ΔC = ΔC A − ΔC B ), which are then mapped into the DMP (Fig. 1a) . The DMP is divided into four quadrants that will affect the RAD. Quadrant I (QI) describes situations where the joint decision to replace A0 by A1 and B1 by B0 improves the population health (i.e., ΔE > 0) for an overall lower level of medical expenditures (i.e., ΔC < 0). In contrast, quadrant III (QIII) describes situations where population health is decreased (i.e., ΔE < 0) and medical expenditures increased (i.e., ΔC > 0). Quadrant II (QII) describes situations where both the population health and level of medical expenditures are decreased (i.e., ΔE < 0; ΔC < 0). Quadrant IV (QIV) describes situations where both the population health and the level of medical expenditures are increased (i.e., ΔE > 0; ΔC > 0).
In terms of health policy decision making, the decision to replace existing treatments to free up resources for the implementation of a new treatment should be made, ideally, only if the final outcome will be located in QI. However, this cannot be guaranteed because, as explained, net changes in population health and medical expenditures are uncertain, such that the RAD becomes a risky decision. Each proposed method of allocating healthcare resources might have a non-null probability to land in each of the four quadrants of the DMP. This uncertainty can be represented by a joint distribution of net changes over the DMP (Fig. 1b) . Given this element of risk, the RAD will depend not only on the probabilities of falling in the four DMP quadrants, but also on how HPDMs value each possible situation. It would be too restrictive to assume that HPDMs view all potential situations as being equally desirable [8] . The valuation of each (ΔE; ΔC) situation is likely to depend on the specific quadrant that it falls in and the exact location within the quadrant. Assuming, for example, that HPDMs positively value an improvement in population health and a decrease in the level of medical expenditures, a situation falling in QIII should be perceived as 'bad' (i.e., to have a negative value), and likewise a QI situation should be seen as 'good' (i.e., to have a positive value). However, this description of HPDM preferences for changes in population health and medical expenditures remains largely incomplete. It is unknown whether: (1) HPDMs would be more concerned by a 'bad' situation rather than a comparable (same-size) 'good' situation and (2) all situations falling in QI (QIII) should be seen as equally 'good' ('bad'). Additionally, (ΔE; ΔC) situations can fall in QII and QIV where one outcome is 'good' and the other outcome is 'bad'. The answers to these questions depend on both the sign and size of HPDMs' preferences for net changes in population health and medical expenditures.
To the best of our knowledge, such valuation function, which describes the preferences (or value attributed) for every potential outcome in each quadrant of the DMP, does not exist. To measure such function, one first needs to develop and validate a tool that will provide reliable measures of preferences for net changes in population health and medical expenditures. This is the objective of this study. In this study, we report the development and testing of a preference-elicitation instrument (PEI), which can be used to measure preferences for changes in population health and medical expenditures in a context of resource scarcity.
Methods

Developing a Preference Elicitation Instrument
Choice Experiment
The discrete choice experiment (DCE) methodology was used to measure preferences for net changes in health outcomes and costs. Discrete choice experiments are commonly used in health for eliciting preferences for a wide range of Illustrates the posterior joint distribution taken from an example used in Sendi et al. [7] of introducing program A and cancelling program B in the DMP. Source: Sendi et al. [7] policy questions [9, 10] . We use the concept of healthy years equivalent 2 [11] to describe net changes in health outcomes (ΔE) and the amount of Euros for net changes in the medical expenditures (ΔC). In our study, we used a modified DCE format known as best-worst (BW) scaling case III. Unlike the standard DCE approach that only asks participants to identified their most preferred choice option (i.e., 'best' choice), the best-worst scaling approach also asks them to identify their least preferred option (i.e., 'worst' choice). This approach allows for a full rank ordering of the situations and then provides more information about individuals' preferences for the same number of choice tasks [12] .
Whilst there are studies in the DCE literature explaining how to identify relevant attributes, to the best of our knowledge, there is no comparable evidence regarding the selection of attribute levels. Furthermore, methodological research on the designing of DCEs showed that individuals' preferences were not invariant to changes in the range of attribute levels [13] . Unfortunately, this issue has been overlooked in the DCE literature and there is no validated approach to identify the 'best set' of attribute levels. In our study, we addressed this issue by testing and comparing four different versions of the BW-DCE questionnaire that only differ in terms of attribute levels: the ranges of possible values for the ΔE attribute were {− 4; − 2; 0; + 2; + 4} and {− 8; − 4; 0; + 4; + 8} for versions 1 and 2 (V1-2) and versions 3 and 4 (V3-4), respectively; The ranges of possible values for the ΔC attribute were {− 60,000; − 30,000; 0; + 30,000; + 60,000} and {− 120,000; − 60,000; 0; + 60,000; + 120,000} for V1 and V2-4, respectively. All four versions were based on a D-efficient design, [14, 15] allowing for the estimation of all main effects and one continuous interaction effect between ΔE and ΔC. However, we used non-informative (i.e., null) priors about participants' preferences to generate the list of choice tasks for V1-3 and used results from V3 as informative (i.e., non-null) priors to design the tasks for V4. This last version also included 12 experimental tasks (instead of ten) to allow for the estimation of two alternativespecific constants in addition to the other effects. 3 We used the same experimental design for V1-3 because we specified null preferences for the ΔE and ΔC attributes, thus making the D-efficiency measure insensitive to changes in the magnitude only of the attribute levels. The purpose of V4 was to investigate whether a 'better' (i.e., statistically more efficient) design would allow building a better PEI. The gain in statistical efficiency was obtained by relaxing the assumption of null preferences for ΔE and ΔC, using V3 as non-null priors for the designing of V4.
In every choice task, we included three generic situations (i.e., scenario 1; scenario 2; scenario 3) (Fig. 2) to reflect the uncertainty in the consequences of reallocating healthcare resources. In the information sheet of the questionnaire, the participants were told that deciding to reallocate resources would have uncertain consequences that are represented by the different scenarios. One of these generic situations was designed to correspond to the origin point of the DMP, hereafter neutral changes situation (NCS). The specification of the BW-DCE was completed by manually designing two quality checks. For the estimation of individuals' preferences, only answers to the experimentally designed choice tasks were considered. The order of the choice tasks within the questionnaire and the order of the alternatives within the choice tasks were randomized across participants to control for potential order effects (e.g., left-to-right, learning/ fatigue).
Sampling
The development of our PEI took place in France. In 2016, we contacted a market research company to recruit a total of 200 participants from the general population. Version 4 of the instrument was administered 2 months after the first three versions. 4 Participants were randomly allocated to V1-V3. We used the same recruitment procedure for all four versions. Following Louviere et al. [16] formulae, 5 we needed to recruit a minimum of 44 participants per version (rounded up at 50).
Empirical Testing of the Preference-Elicitation Instrument
As there is no validated approach regarding the selection of the 'best set' of attribute levels, we used different criteria to compare the four DCE versions in terms of statistical performance (predictive validity), behavioral realism (properties of participants' choices), and acceptability by the participants.
This multi-criteria analysis should increase our chance to identify the best PEI.
Debriefing Questions
The participants were asked to rate their interest in and the difficulty of the questionnaire on a 5-point scale. Then, we asked them to answer questions related to how they made their choices: (1) decision objective (i.e., random choice; decision to minimize ΔC; decision to maximize ΔE; to find a compromise between ΔE and ΔC); (2) minimum acceptable level of ΔE, and maximum acceptable level of ΔC; and (3) importance of ΔE and ΔC. Differences between the four choice experiments were investigated using Chi squared tests.
Properties of Participants' Choices
In addition to the experimental choice tasks, we also included two additional tasks to control for the quality of participants' choices. One task was used to check the monotonicity of participants' choices. In the monotonicity task, one option was the best and one was the worst in terms of both ΔE and ΔC. Participants were expected to choose the best option as 'most preferred' and the worst one as 'least preferred'. The second quality check was a stability task. We tested the stability of choices by repeating task #2 as the second last task. Participants were expected to pass the stability test when at least one of their choices was repeated. We also defined two other quality measures based on serial non-participation (i.e., participants who systematically select either the left-, middle-, or right-located option) and response time (RT). A participant was classified as a serial non-participant when s/he selected the NCS situation as 'best' in more than 80% of the choice tasks. We recorded the RTs at the task level to identify 'speedsters' (i.e., participants who tended to answer the choice tasks 'too quickly'). A 'quick decision' was defined as a choice with a RT falling in the first quintile of the corresponding RT distribution. A participant was considered as a 'speedster' when s/he made quick decisions in at least 80% of the choice tasks. We compared the proportions of participants who passed/failed the quality checks using Chi squared tests.
Behavioral Realism
Multi-attribute choices are typically analyzed using the random utility maximization framework [17, 18] .
The 'base case' model can be written:
where U ntj corresponds to the utility U derived by respondent n at task t from the option j, ε ntj are modeling errors, and the β 1 , β 2 parameters capture the main effect of a 1-unit change in ΔE attribute (i.e., + 1 healthy year equivalent) and in ΔC (i.e., +10,000 euros) on participants' choices, respectively.
(1) U ntj = 1 E ntj + 2 C ntj + ntj , 4 The V4 was administered 2 months after the three other versions because we first needed to analyze data obtained from V3 before being able to improve the statistical efficiency of the V4 design (by using V3 results as non-null priors). 5 The formulae is for choice proportions and it allows the testing of whether observed proportions significantly differ from proportions that would be obtained by chance (in our case, 33% as there are three choice options per task): H 0 : proportion = 33%; H 1 : proportion ≠ 33%.
We expect to find positive preferences for ΔE, meaning that on average participants would positively respond to better health outcomes, and negative preferences for ΔC, meaning that participants would negatively respond to an increase in the level of medical expenditures.
However, as suggested by Gafni et al. there is a priori no guarantee that this reference specification provides the best account of participants' decisions [8] . For each version of the choice experiment, we estimated 32 different specifications allowing for more flexible choice behaviors: (1) non-linear preferences (in ΔE and/or ΔC); (2) interaction effect between ΔE and ΔC; (3) NCS bias; and (4) inconsistency in choices. As the number of parameters differs across the models, we used the Bayesian information criterion to identify the best performing specification for each version (i.e., the specification associated with the smallest Bayesian information criterion value).
The more sophisticated specification of the choice model would take the following form:
where β 1 captures an effect of the type of choices (i.e., best vs. worst) on the errors variance, β 2 is a preference for the NCS above and beyond the preferences for ΔE and ΔC, β 3 -β 6 are parameters capturing the preferences for the different ΔE values relative to a null change, β 7 -β 10 are similar parameters for the ΔC attribute, and finally β 11 is a parameter capturing an interaction effect between ΔE and ΔC. In terms of behavioral realism of the choice model, the best version is expected to be the one associated with: (1) nonlinear preferences for at least one attribute; (2) non-significant bias towards NCS; and (3) significant interaction effect between preferences for ΔE and ΔC [19] [20] [21] .
Predictive Validity
The relative performance of choice models across the four versions of the choice experiment can be compared in terms of ability to predict individuals' choices. We use a crossvalidation procedure to determine the level of predictive validity of each model on its corresponding version. The cross-validation procedure consists of randomly splitting the sample into two groups, namely an estimation sample and a validation sample. The observations from the estimation sample are used to estimate the choice model, and the estimates are then used to predict choices observed in the validation sample. The predictive validity corresponds to the percentage of correct matches between predicted and observed choices. Because sample sizes are limited, we proceed to a 75-25% repartition of the respondents between the (2) U ntj = exp 1 TYPE ntj 2 NCS ntj + 3 E{Max loss} + 4 E{Min loss} + 5 E{Min gain} + 6 E{Max gain} + 7 C{Max loss} + 8 C{Min loss} + 9 C{Min gain} + 10 C{Max gain} + 11 E njt × C ntj + ntj , estimation and validation samples, respectively. The crossvalidation procedure was repeated 10,000 times to compute a mean score of predictive validity and associated 95% confidence interval.
Results
Samples of Respondents
The proportion of men was approximately 50% in all four samples (44-50%). About a quarter of the respondents reported a less than good health status (20-30%) and a third declared at least one chronic condition (28-44%). The samples mainly included respondents with a higher level of education (either a university or college degree) (62-84%). Overall, the differences in sample characteristics across the four versions do not reach significance, thus suggesting there is no sample selection bias (i.e., some profiles of participants are not significantly more represented in one group compared to another group).
Debriefing Questions
Results are reported in Table 1 . The descriptive analysis of debriefing questions indicates that overall the participants considered the questionnaire as being interesting (≈ 70%) and easy to answer (≈ 50%). A majority of participants were willing to trade net changes in health outcomes (ΔE) against net changes in medical expenditures (ΔC). Version 4 appeared to be more interesting (+ 20 points) [p = 0.004] than the other versions. This version also has an impact on the individuals' perceptions of the ΔE and ΔC attributes. In this version, 48% of the participants declare not being willing to accept a net change in health outcomes below + 8 healthy year equivalents (which also corresponds to the maximum value presented to the participants). However, we do not find a similar effect for net changes in medical expenditures with only 16% of the participants not being willing to accept an option offering a level of change below the maximum value.
Properties of Participants' Choices
Results are presented in Table 2 . Regarding the monotonicity of preferences, all four versions of the choice experiment were associated with high levels of performance. However, V4 appeared to perform better than the other versions (+ 10-16 points) but this difference did not reach significance (p = 0.147). Version 4 outperformed the other versions in terms of stability (p < 0.001); it achieved better performance in terms of serial non-participation and response time (+ 6-8 points) but the difference did not reach significance (p = 0.283 and p = 0.580, respectively).
Regarding the results of the RT analysis, we found a similar pattern of RTs across the four versions of the choice experiment. The first choice task (task #1) is associated with significantly longer RTs, and then RTs tend to slightly decrease over the sequence of tasks. Although most of the RT differences between the four versions did not reach significance, V4 appeared to be systematically associated with a longer RT at every task. This last result might indicate that participants might have been more engaged in the completion of the choice tasks [22] .
Behavioral Realism
Results are presented in Table 3 . 6 Regarding V1 and V3, the best fitting choice model appeared to be a model allowing for linear preferences for both ΔE and ΔC. In contrast, the final model for V2 and V4 allowed for non-linearities in preferences for ΔE and/or ΔC. In V1 and V3, there was evidence of a NCS bias. In all versions but V4, we found a significant interaction effect between preferences for ΔE and ΔC. Overall, the results verify our a priori assumptions regarding the nature of respondents' preferences for ΔE and ΔC attributes (i.e., positive effect of gains; negative effect of losses; monotonic preferences for changes in ΔE/ΔC).
Predictive Validity
Results are presented in Fig. 3 . With a level of predictive validity close to 78%, V4 appeared to perform significantly better than the other versions. This high level of predictive validity indicates that most of the participants made choices that can be well explained by the random utility maximization hypothesis, thus providing evidence that participants were actually making trade-offs between the ΔE and ΔC attributes.
Discussion
The objective of this study was to develop and test a PEI that can then be used in a large representative sample of the general population to identify the outcome valuation function needed to help the decision makers to decide whether a given distribution of potential situations is acceptable, which will affect the decision to reallocate (or not) resources. After having compared four different versions of the PEI in terms of data quality, behavioral realism, and predictive validity, V4 was identified as best. To the best of our knowledge, it is the first time that such an instrument is being developed. A copy of the instrument is provided as ESM.
We found that public preferences were sensitive both to the range of values for medical expenditures and health outcomes, and to the design of the PEI. The two versions based on 'extended' sets of attribute values (i.e., V3 and V4) outperformed V1, which was based on a 'narrow' set of values. Increasing the level of statistical efficiency, and thus presumably making the choice tasks more difficult, also had a positive effect on preference elicitation. In the DCE literature, it is usually argued that participants would respond to an increase in task difficulty by adopting simplifying decision rules or making more random decisions [23] . In our case, making the choice tasks more statistically efficient (and presumably more difficult) was not correlated with an increase in perceived difficulty (as reported by the participants). This result suggests that an increase in the statistical efficiency of the tasks could also have made the choice situations more realistic and more engaging for the participants, leading to better quality data. Overall, our study results indicate that small changes in the design of the choice tasks can have significant effects on stated preferences. This result is consistent with the hypothesis of ill-defined/malleable preferences, [24, 25] following which individuals would not know a priori how much they value the different product attributes and therefore would "build their preferences on the fly". Previous studies have investigated the effect of manipulating some experimental features, such as the level of statistical efficiency, on respondents' choices, [26, 27] and provide mixed evidence.
In the past, studies have already used the DCE methodology to investigate public preferences for the allocation of healthcare resources [28] [29] [30] [31] [32] [33] [34] [35] [36] . We cannot compare our results to this literature because our study differs in one central feature: the way in which the resource constraint was described and incorporated. Whilst the previous studies were motivated by the context of resource scarcity (i.e., because resources are limited, it becomes important to understand public preferences regarding how these scarce resource should be used), they did not explicitly incorporate the resource constraint in the decision problem (i.e., the question asked). Our study is different because it forces the respondent to deal with the consequences of taking into account the opportunity costs of implementing a new program (e.g., having to make a decision where a program(s) have to be cancelled to free up resources to implement a new program and what would be the outcome of such decision). We explained, carefully, to all participants the meaning of the concepts of resource scarcity and opportunity costs and their implications when making a decision about reallocation of resources. Our study is not exempt from limitations. First, because of the sample size limitation, we were unable to explore the impact of respondents' characteristics on their preferences for health outcomes and medical expenditures. Erdem and Thompson used a latent class approach to investigate preference heterogeneity and found the existence of three different classes of preferences [29] . As this flexible modeling of respondents' choices requires a large amount of data, we plan to repeat this analysis in a bigger sample. Second, the recruitment of the participants was conducted at two different points in time (i.e., participants to the V4 were recruited 2 months after those for V1-V3), which might have introduced a potential bias in our comparison. However, this seems unlikely as (1) the recruitment procedure was the same for all four versions, (2) the main sociodemographic characteristics did not significantly differ between the four samples, and (3) the time lag was relatively short (i.e., only 2 months). Our instrument measures preferences for two core elements of the decision-making process, namely changes in health outcomes and medical expenditures. In real-life situations, decision makers are likely to take into account more factors (e.g., the profile of the patients who will benefit from the new intervention and those who will lose). However, a priori, we had no guarantee that members of the general population would be willing to make such difficult decisions and thus we decided to focus on the core dimensions of resource reallocation. There is no point making the instrument more complex by including other factors in the decision-making process if the public already struggles to trade medical expenditures against health outcomes. Building on this work, future studies could further improve the quality of our instrument by including additional factors in the decision-making problem. While we had no formal way of controlling whether participants did consider other factors when making their decisions, we tried to prevent/decrease a potential omission bias by explicitly prompting them to only consider the information about health outcomes and medical expenditures.
Conclusions
This study reports the development of an instrument to measure public preferences for the allocation of healthcare resources. This preferences-elicitation instrument (PEI) can now be used in a larger sample of participants to measure their preferences for net changes in health outcomes and medical expenditures. This information about public preferences can then be used in combination with the information described in the DMP to inform the RAD. Knowing the joint distribution of net changes in health outcomes and medical expenditures, the preferences information can be used, for example, to compute the expected value of implementing the new treatment. Health policy decision makers may decide to adopt the new intervention only if, for example, the expected value is positive. By following this approach, the decisionmaking process would become more transparent and would allow the public to have a say in the management of the healthcare system by allowing their preferences for population health and medical expenditures to influence the RAD.
