









The	 digital	world	 of	 the	 21st	 century	 is	 increasingly	 the	world	 of	 automatic	
decision	making.	In	such	a	world,	an	ever	larger	number	of	tasks	are	relegated	
to	 computers	 which	 gather	 and	 process	 data	 as	 well	 as	 suggest	 or	 make	
decisions	 silently	 and	with	 little	 supervision.	 This	 situation	 has	 been	made	
possible	by	a	transfer	of	a	staggering	portion	of	our	daily	lives	from	the	offline	
world	 to	 the	 Internet.	 It	 is	 a	 truism	 that	 automation	 would	 be	 impossible	
without	our	willing	participation	on	the	Internet.	We	freely	take	part	in	social	
networks,	post	on	blogs,	and	send	our	emails.	On	the	other	hand,	it	is	equally	
true	 that	 we	 are	 increasingly	monitored	 by	 the	 state,	 by	 profit‐maximizing	
corporations	and	by	our	fellow	citizens	and	that	these	methods	of	monitoring	
are	 becoming	 smarter.	 Vast	 amounts	 of	 data	 which	 have	 become	 available	
and	which	we	 contribute,	 form	what	we	 today	 call	 “big	 data”.1	This	 is	 then	
harvested	 for	 connections	 and	 correlations	 and	profiles	 created	 that	 can	be	
used	 for	 commercial	 and	 other	 purposes.	 We	 fear	 this	 world	 but	 are	 also	
dependant	on	it.	The	creation	of	these	profiles	and	their	usage	is	an	uncharted	
territory	 for	 the	 social	 sciences	 as	much	 as	 it	 is	 a	 strange	 territory	 for	 the	
regulators.		
	
Although	 often	 labelled	 “profiling”,	 there	 are	 at	 least	 separate	 phenomena	
which	are	 frequently	but	 erroneously	used	 concurrently.	Profiling	generally	









humans	 on	 the	 basis	 of	 the	 very	 same	 profiles	 that	 machines	 use.	 Smart	
surveillance,3		 on	 the	other	hand,	normally	 refers	 to	 a	 sub‐set	of	 automated	
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2	On	 the	 complexities	 of	 profiling	 in	 the	 EU	 see	 Mireille	 Hildebrandt	 and	 Serge	 Gutwirth	
(editors).	Profiling	the	European	Citizen	(Springer,	2008)	
3	Smart	surveillance,	which	is	only	indirectly	dealt	with	in	this	paper,	is	currently	a	subject	of	
comprehensive	 studies	 funded	 through	 EU	 Seventh	 Framework	 Programme.	 While	 the	
SMART	 Project	 is	 a	 broad	 study	 of	 automated	 recognition	 technologies	 in	 the	 EU,	 the	
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decision	 making	 where	 individuals,	 companies	 and	 states	 use	 surveillance	
technologies	 (such	 as	 CCTVs,	 social	 networks,	 RFID	 and	 geo‐tagging	




Working	 Party	 (Article	 29	 WP).4	A	 definition	 was	 proposed	 saying	 that	
profiling		
	
means	 any	 form	 of	 automated	 processing	 of	 personal	 data,	 intended	 to	 analyse	 or	
predict	 the	 personality	 or	 certain	 personal	 aspects	 relating	 to	 a	 natural	 person,	 in	
particular	 the	 analysis	 and	 prediction	 of	 the	 person’s	 health,	 economic	 situation,	








its	 commercial	 value.	 Second,	 automated	 decision	 making	 is	 a	 much	 wider	
term	than	smart	surveillance.	A	database	of	banking	data	may	serve	as	a	basis	
for	 decision	 on	 the	 customers’	 credit	 rating	 without	 any	 surveillance	






and	 dangerous	 at	 the	 same	 time.	 Both	 are	 controversial.	 In	 2014,	 both	 are	
ubiquitous.	 The	 risk	 has	 two	 faces.	 One	 is	 primarily	 economic	 –	 a	 subject	
fearful	of	monitoring	will	not	easily	share	information	and	will	not	avail	itself	
of	information	society	services.	The	second	is	social	and	it	has	to	do	with	our	
feeling	 that	 being	 monitored	 is	 morally	 and	 socially	 wrong.	 The	 public	 is	
aware	 of	 the	 potential	 negative	 sides	 with	 the	 European	 Barometer	 2011	
study	 demonstrating	 that	 74%	 of	 Europeans	 desire	 the	 ability	 to	 give	 or	
refuse	consent	before	collection	or	processing	for	online	profiling	purposes.6		
																																																																																																																																																								
RESPECT	Project	 looks	 at	 convenient	 and	 cost‐effective	 surveillance.	 Scalable	Measures	 for	
Automated	 Recognition	 Technologies	 (SMART),	 Project	 No.	 261727,	 2011‐2014.	 Rules,	





one	 form	 or	 another	 “consented”	 to	 their	 use	 is	 questionable.	 For	 more	 details	 on	 the	
meaning	 and	 effect	 of	 consent	 online	 see	 EU	 FP7	 project	 Consumer	 sentiment	 regarding	
privacy	on	user	 generated	 content	 services	 in	 the	digital	 economy	 (CONSENT),	 Project	No.	
244643,	2010‐2013	
6	European	 Commission,	 Special	 Eurobarometer	 359,	 "Attitudes	 on	 Data	 Protection	 and	







the	 current	proposals	 for	 reform.	 In	 the	 first	part	 ,	we	will	 look	at	 the	Data	
Protection	 Directive 7 	and	 the	 Council	 of	 Europe	 Recommendation	 on	
Profiling.8	In	 the	 second	 part,	 we	 will	 analyse	 the	 proposed	 General	 Data	
















evidence	 that	 they	also	apply	 in	cases	where	data	 is	anonymized,	 i.e.	where	
data	 previously	 gathered	 about	 an	 identified	 or	 identifiable	 person	 had	 the	



























The	 key	 provision	 dealing	 with	 automated	 data	 processing	 is	 Article	 15,	
entitled	“Automated	Individual	Decisions”.		The	first	paragraph	of	the	Article	
grants	 the	 right	 of	 every	 person	 not	 to	 be	 subject	 to	 a	 decision	 “which	
produces	 legal	effect”	or	“significantly	affects”	and	which	is	“based	solely	on	
automated	processing	of	data”.	The	paragraph	specifically	mentions	that	data	
needs	 to	 be	 intended	 to	 “evaluate”	 personal	 aspects	 and,	 by	 way	 of	 an	




or	 legal	 effect	 (the	 assumption	 being	 that	 legal	 effect	 is	 by	 default	 of	 some	
significance).	An	automated	decision	by	a	bank	not	to	grant	credit	falls	under	








The	key	 to	application	of	 the	article	 is	 the	 intention	understood	as	 the	data	
processor’s	 awareness	 of	 and	 desire	 to	 analyse	 personal	 information.	 If	
personal	 information	 analysis	 is	 not	 the	 intended	 but	 ancillary	 effect,	 the	
article	would	not	apply.	An	example	could	be	found	in	a	number	of	situations	
where	surveillance	of	public	spaces	(real	or	virtual)	attempts	to	find	patterns	
of	 public	 behaviour	 but	 gathers	 personal	 information	 (photos,	 addressed,	
etc.)	in	the	course	of	that	activity.		A	local	council	system	monitoring	whether	
public	 parking	 spaces	 are	 full	 could	 gather	 registration	 numbers	 in	 the	
process	and	forward	them	to	other	departments	which	may	be	in	the	position	
of	making	a	decision	(e.g.	issue	parking	fines).	This	is	not	an	ideal	solution.	It	
is	 submitted	here	 that	 intention	 should	not	 form	part	 of	 the	 provision.	 The	
individual	 should	 be	 able	 to	 object	 to	 automatic	 decision	making	 based	 on	





any	of	 the	other	bases.	The	obligation	 imposed	 is	 only	 to	 grant	 the	 right	 to	
prevent	 automatic	 decisions	 being	 made	 on	 the	 basis	 of	 data	 otherwise	
legitimately	obtained.	The	original	consent,	 if	required,	would	therefore	still	























A	 difference	 has	 been	made	 above	 between	 profiling	 and	 decision‐making.	
Profiling,	 it	 will	 be	 recollected	 involves	 a	 computer‐assisted	 search	 for	
patterns	 that	 help	 arrive	 at	 conjectures	 which,	 in	 turn,	 help	 form	 profiles.	
Decision	 making,	 on	 the	 other	 hand,	 involves	 making	 choices/conclusions	
based	on	profiles.	Article	15	of	the	Directive	in	its	present	form	applies	to	“a	
decision”.	In	other	words,	it	applies	to	profile	application	–	not	profile	making.	
Whereas	 original	 drafts	 of	 the	 Directive	 had	 the	 same	 solution,	 original	
proposal	 for	 Directive	 on	 telecommunications	 privacy11	had	 not.12	Article	
4(2)	of	that	proposal	(though	not	of	the	final	Directive)	specifically	provides	
that	 “the	 telecommunications	organization	shall	not	use	such	data	 to	 set	up	
electronic	 profiles	 of	 the	 subscribers	 or	 classifications	 of	 individual	
subscribers	by	category.”		
	
The	 result	 of	 this	position	 is	 that	profile	creation	 is,	 by	default,	 allowed	but	
that	 persons	 who	 are	 unhappy	 with	 the	 profile	 being	 used	 for	 automated	
decision	making	may	object	according	to	Article	15.	There	are	several	reasons	
why	 this	 situation	 is	 not	 ideal.	 The	 first	 is	 that	 profiles,	 which	 play	 an	
increasingly	 important	 commercial	 role	 and	 are	 treated	 as	 commodities	 by	
modern	 companies,	 contain	 a	 significant	 potential	 for	 privacy	 violation	
irrespective	 of	 whose	 hands	 they	 are	 in.	 Data	 mining	 (computer‐aided	
extraction	 of	 useful	 information	 from	 the	 Internet)	 and	 data	 aggregation	
(combining	 data	 from	 several	 sources)	 can	 constantly	 improve	 profiles	 and	
increase	their	commercial	value.	An	example	can	be	found	in	common	social	
networking	 sites.	A	public	profile	 (i.e.	 a	profile	being	displayed	 to	a	general	
public	 and	 not	 just	 to	 “friends”)	 is	 available	 to	 anyone	 who	 browses	 on	 a	




the	 present	 regime	 whether	 such	 consent	 extends	 to	 profiles	 created	 by	
aggregation	 information	 obtained	 in	 the	 previous	 ones.	 If	 a	 hypothetical	
																																																								
11	Proposal	for	a	Council	Directive	concerning	the	protection	of	personal	data	and	privacy	in	
the	 context	 of	 public	 digital	 telecommunications	 networks,	 in	 particular	 the	 Integrated	
Services	Digital	Network	 (ISDN)	and	public	digital	mobile	networks	 (COM(90)	314	 final	—	
SYN	288,	13.9.1990)	




aggregator	 obtains	 such	 information	 by	 means	 of	 automatic	 computerized	
search	 and	 then	displays	 it,	 the	original	 contractual	 consent	 for	 each	 of	 the	
sites	 would	 not	 seem	 to	 cover	 the	 aggregator.	 Such	 aggregator	 would	
inevitably	 be	 both	 the	 processor	 and	 the	 controller	 within	 the	 meaning	 of	
Article	2	of	the	Directive.	Furthermore,	pursuant	to	Article	6	of	the	Directive,	
personal	data	can	only	be	processed	in	a	fair	and	lawful	way	and	for	specified,	




It	 is	 also	 necessary	 to	 add	 here	 that	 data	 processed	 in	 police	 and	 judicial	
matters	 fall	 under	 a	 separate	 regime.13	The	 2008	 Framework	 Decision	
prohibits	automated	individual	decisions	in	the	manner	similar	to	Directive.	It	






more	 detailed	 regulatory	 solution	 for	 profiling	 than	 the	 Data	 Protection	
Directive.	The	Recommendation,	the	first	 international	attempt	at	regulating	
profiling,	 is	 meant	 as	 an	 application	 of	 data	 protection	 principles	 from	
Convention	 108	 to	 profiling.14	It	 does	 not	 have	 a	 binding	 effect	 but	 can	 be	
considered	soft	law	directed	at	all	states	which	have	adopted	Convention	108.		
	




which	 the	data	subject	has	communicated	 to	 the	controller	or	which	can	be	
presumed	to	be	known	to	the	controller.	This	is	a	justified	fear,	especially	in	
light	of	the	increasing	data	aggregation	practices	the	sole	purpose	of	which	is	
to	 augment	 the	 value	 of	 the	 communicated	 data	 by	way	 of	 connecting	 it	 to	
other	 data.	 The	 second	 prominent	worry	 is	 the	 lack	 of	 knowledge	 that	 the	
individual	is	being	profiled,	the	lack	of	transparency	and	the	lack	of	accuracy.	
This	 fear	 is	also	 justified	as	the	user	often	has	 little	or	no	control	over	what	
happens	 to	 data	 after	 he	 gives	 consent	 to	 its	 processing.	 The	 subsequent	
profiling	 may,	 therefore,	 continue	 without	 his	 knowledge	 and	 the	 original	
data	may	be	degraded	as	they	are	combined	with	older	or	less	accurate	data	
or	 even	 data	 relating	 to	 a	 completely	 different	 individual.	 	 The	 final	worry	
relates	 to	children	whose	profiling	may	have	serious	consequences	 for	 their	
																																																								
13	Council	 Framework	 Decision	 2008/977/JHA	 of	 27	 November	 2008	 on	 the	 protection	 of	
personal	 data	 processed	 in	 the	 framework	 of	 police	 and	 judicial	 cooperation	 in	 criminal	
matters,	OJ	L	350,	30.12.2008,	page	60	









The	Recommendation	 does	make	 the	 important	 distinction	 between	profile	
generation	 and	profile	application.	Article	1(d)	defines	a	“profile”	as	a	set	of	
data	 characterising	 an	 individual	 which	 is	 meant	 for	 “applying”	 to	 an	
individual.	Furthermore,	 in	Article	1(e)	“profiling”	 is	defined	as	applying	the	
profile	 to	 an	 individual.	 The	 choice	 of	 words	 is	 somewhat	 unfortunate	 as	
profiling	 is	 often	 understood	 elsewhere	 as	 only	 the	 process	 of	 gathering	
information	not	the	process	of	applying	it.	Elsewhere	in	the	text,	however,	the	





must	 be	 for	 “specific	 and	 legitimate”	 purposes.	 The	 requirement	 that	
purposes	should	be	specific	is	unrealistic.	Modern	profiles	are	often	collected	
without	specific	purpose	 in	mind	or	 the	purpose	may	become	apparent	at	a	
later	 stage.	 Facebook	 “like”	 button,	 for	 example,	 was	 originally	 introduces	
without	 commercial	 purposes	 but	 these	 have	 subsequently	 been	
experimented	 with.	 Condition	 3.2	 demands	 that	 profiling	 be	 “adequate,	
relevant	and	not	excessive”		in	relation	to	the	purposes.	
	
Collection	 and	 processing	 can	 be	 allowed	 in	 two	 situations	 only.	 The	 first	
(Article	 3.4.a)	 is	 where	 they	 are	 provided	 for	 by	 law.	 This	 should	 be	
interpreted	 to	mean	where	 they	 are	demanded	 by	 law,	 i.e.	where	 a	 specific	







The	 first	 precondition	 for	 permitted	 collection	 and	 processing	 is	 a	 “free,	
specific	 and	 informed	 consent”.	 This	 is	 a	 big	 advance	 over	 the	 solution	
currently	 given	 in	 Article	 15	 of	 the	 Data	 Protection	 Directive.	 The	
Recommendation	demands	a	consent	that	specifically	relates	to	profiling	–	a	
general	 consent	 given	 in	 the	 context	 of	 the	 ordinary	 data	 processing	 is	 not	
sufficient.	 Moreover,	 the	 consent	 must	 be	 “informed”,	 meaning	 that	 data	
subject	must	be	aware	 that	data	will	be	used	 for	profiling	and	not	 for	other	
purposes,	 however	 legitimate	 they	may	be.	The	 second	precondition	 covers	
performance	 of	 a	 contract	 and	 implementation	 of	 precontractual	 measures	
taken	 at	 data	 subject’s	 request.	 An	 example	 can	 be	 found	 in	 any	web	 store	
account	used	today.	The	third	precondition	relates	to	tasks	carried	out	“in	the	
public	interest”	or	“in	the	exercise	of	official	authority”.	The	authority	may	be	
vested	 either	 in	 the	 controller	 or	 in	 a	 third	 party.	 The	 fourth	 precondition	
exists	where	the	controller’s	or	the	third	party’s	legitimate	interests	demand	








The	 Recommendation	 shows	 acute	 awareness	 of	 one	 of	 the	 most	 common	
sources	 of	 profiling	 today	 –	 commercial	 profiling.	 In	 Article	 3.7	 it	 demands	
that	 “as	 much	 as	 possible”,	 it	 should	 be	 able	 to	 access	 information	 about	
goods	and	services	or	access	goods	or	services	themselves	without	disclosing	
personal	 information,	 The	 article	 demands	 that	 providers	 of	 information	
society	 services	 (and	 this	 includes	 strictly	 commercial	 but	 also	 non‐
commercial	 or	 hybrid	 websites)	 should	 provide	 by	 default	 non‐profiled	
access	to	their	information.	Sensitive	data	are	the	subject	of	a	separate	entry	




In	 the	 course	 of	 profiling,	 the	 controller	 must	 provide	 the	 subject	 with	 a	
number	 of	 predetermined	 pieces	 of	 information	 (Article	 4.1).	When	 data	 is	


















third	 party	 (by	 way	 of	 purchase,	 for	 example)	 does	 not	 exonerate	 the	
controller	 from	providing	 the	 information	 to	 the	data	 subject	 at	 the	 time	of	
transfer	 (i.e.	when	 the	 controller	 receives	 the	data).	 It	 is	 interesting	 to	note	
that	Article	4.4	 is	 aware	 that	data	 is	 often	not	 collected	 for	 the	purposes	of	






profiling	 is	 performed	 contrary	 to	 domestic	 law.	 The	 right	 to	 correction,	













The	 Regulation	 has	 a	 significantly	 more	 coherent	 protection	 of	 profiling.	
Recital	 24	 recognizes	 the	 danger	 of	 online	 identifiers	 such	 as	 cookies	 or	 IP	
numbers	which	 their	 “devices,	 applications,	 tools	 and	 protocols”	may	 leave	
behind.	 This,	 combined	 with	 unique	 identifiers	 and	 other	 information	 may	
lead	 to	 profile	 creation.	 The	 Commission	 concludes,	 however,	 that	
identification	 numbers,	 location	 data,	 online	 identifiers	 or	 other	 specific	
factors	are	not	personal	data	as	such.	 It	 is	puzzling	why	this	conclusion	had	




position	 is	Regulation	application	 “unless	 those	 identifiers	demonstrably	do	
no	 relate	 to	 natural	 persons”,	 giving	 as	 a	 way	 of	 example	 company	 IP	
addresses.		
	
The	main	 provision	 on	 profiling,	 Article	 20,	 is	 entitled	 “Measures	 based	 on	
profiling”.	This	may	suggest	that	the	article	is	only	regulating	decision	making	
based	 on	 profiles	 and	 not	 the	 actual	 profile	 creation.	 The	 word	 “decision”,	
however,	 prominently	 featuring	 in	 Article	 15	 of	 the	 Directive	 has	 been	
removed.	This	has	to	be	interpreted	to	mean	that	the	new	regime	applies	to	
profile	 creation	 as	well	 as	 to	 decision	making,	 automatic	 or	 other,	 resulting	
from	the	application	of	the	profile	to	an	individual.16	Another	difference	from	
the	 Directive	 is	 that	 “natural	 person”	 replaces	 the	 “data	 subject”.	 This	 is	 a	
significant	change.	In	the	Directive	Article	2,	a	“data	subject”	is	“an	identified	




Recital	 58	 outlines	 the	 bases	 for	 lawful	 profiling.	 Such	 measure	 should	 be	
allowed	 when	 expressly	 authorised	 by	 law	 (and	 proper	 safeguards	 exist),	
when	it	is	carried	out	in	the	course	of	entering	or	performance	of	a	contract,	














Article	 20	 applies	 to	 measures	 which	 produce	 legal	 effect	 or	 which	
“significantly	affect”	natural	persons.	The	measures	must	be	“based	solely	on	




way	 of	 example,	 performance	 at	work,	 economic	 situation,	 location,	 health,	





contract,	where	 it	 is	expressly	authorized	either	by	EU	or	national	 law	or	 is	










and	 explicit	 indication”.	 This	 indication	 can	 be	 given	 by	 a	 statement	 or	
affirmative	 action.	 Article	 4(8)	 is	 an	 improvement	 on	 the	 situation	 in	 the	
Directive.	 FP7	 CONSENT	 project,	 looking	 into	 consent	 and	 privacy	 on	 user‐




that	 they	 change	 frequently.	 Even	 popular	 sites	 like	 Facebook,	 which	 have	
simplified	 both	 their	 privacy	 policies	 and	 terms	 of	 use,	 prove	 complicated.	
Facebook	 “Data	 use	 policy”18	lists	 six	 different	 headings.	 Among	 these	 are	

























An	 important	 addition	 to	 the	 old	 regime	 is	 paragraph	 3,	 which	 says	 that	
decisions	 cannot	be	made	 solely	on	Article	9.	This	article	deals	with	 special	
categories	of	data	 (racial,	 ethnic,	political,	 religious,	 trade	union‐related	and	






The	 business	 communities	 reacted	 aversely	 to	 the	 proposal	 believing	 that	
extra	 burden	 is	 being	 placed	 on	 them.23	In	 particular	 they	 objected	 to	
potential	 requirement	 to	 consent	 to	 cookies,	 the	 potential	 to	 apply	 the	
proposed	Regulation	to	behavioural	advertising	and	to	consent	as	a	basis	 in	
general.24	They	 emphasized	 that	 comprehensive	 and	 wide‐ranging	 clause	







to	 “advertising,	market	 research	 or	 tailoring	 telemedia”.	 In	 such	 cases,	 user	
profiles	can	be	created	using	pseudonymised	data,	in	cases	where	the	person	




Article	 29	 WP,	 consisting	 from	 EU	 data	 protection	 authorities,	 suggested,	
contrary	to	the	industry	views	summarized	above,	that	the	Regulation	could	




















its	 application	 in	 Article	 3	 to	 such	 controllers	 where	 they	 offer	 goods	 or	
services	 to	 data	 subjects	 in	 the	 EU	 or	where	 they	monitor	 their	 behaviour.	






The	 Albrecht	 Report	 changes	 the	 article	 structurally,	 moving	 definition	 to	
Article	 4	 (Amendment	 87)	 and	 information	 requirements	 to	 Article	 14	
(Amendments	 130‐132).	 It	 streamlines	 and	 tightens	 the	 requirements	 for	
lawful	 profiling.	 The	 title	 is	 changed	 from	 “Measures	 based	 on	 profiling”	 to	
“Profiling”	signifying	that	the	regime	applies	to	profile	generation	as	well	as	to	









monitoring	of	data	 in	 the	 sense	of	Article	3	 (as	 amended)	would	 take	place	












and	 on	 the	 free	 movement	 of	 such	 data	 (General	 Data	 Protection	 Regulation)	 (COM	



























simply	 become	 too	 dated	 for	 the	modern	 realities	 of	 big	 data,	 data	mining,	
data	 aggregation,	 profiling	 and	 automated	 decision	 making.	 On	 the	 other	
hand,	future	profiling	and	automated	decision	need	to	be	regulated	carefully.		
National	 data	 protection	 authorities	 (represented	 in	 Article	 29	 WP)	 have	
sometimes	radically	different	solutions	than	those	offered	by	the	industry	or	
the	Commission.	It	is	a	misapprehension	to	believe	that	these	differences	can	
be	 overcome	 without	 a	 constructive	 political	 dialogue	 or	 by	 strong‐arm	




States	 are	 different.	 The	 United	 States	 have	 traditionally	 been	 more	
“parsimonious”	 while	 the	 EU	 has	 been	 more	 proactive.33	It	 is	 illusory,	




Third,	 data	 mining	 and	 big	 data	 have	 led	 to	 creation	 of	 an	 information	




as	 access	 controls,	 anonymity	 and	 purpose	 specification	 are	 increasingly	
failing	in	the	fight	against	privacy	violation	and	discrimination	and	argued	for	
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