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Text Mining: Research Trend Analysis, 
Forecast and Citation Approach 
 
ABSTRACT 
Text Mining (TM) is one of the immerging areas of research, but there are limited studies from the 
view point of scientometric. Using the bibliometric approach, this paper analyses TM research trend, 
forecast and citation approach from 2000 to 2019 by locating headings “text mining”, “text 
clustering”, “text extraction” and “text categorization” in Web of Science database. The paper 
classified 5006 retrieved articles, using the following ten categories – publication year, citation, 
country, institution, type of document, language, subject, author, source title and key-word – for 
distribution status of different areas, in order to explore the trend of researches in this field during 
this period. According to K-S test, the result depicts that the set of data confirms to Lotka's Law is 
rejected at 0.01 level of significance. To do so, Pao’s formula and Least-square method are used.  
The research provides a roadmap for future researchers to follow, whether they can concentrate in 
the core categories where the possibility of success is lying.  
 
Key-words: Text mining, Author’s productivity, Research trend analysis, Bibliometrics, K-S test, 
Lotka’s law, Pao’s formula 
 
INTRODUCTION 
In the age of information explosion several web platforms and social medias are generating billions 
of information in every second (Buchmann, 2010; Korth, 1997). To find out an exact piece of 
information from the ‘jungle of information’ is a Hercules task for the information professionals. 
These activities are somehow manageable by the application of TM algorithms (Kao, 2007). That’s 
why there has been a tremendous need to develop suitable methods and algorithms which can 
effectively process the vast range of unstructured data. This paper glimpse on the state of research 
trend in this field.  
Text Mining (TM) 
TM, a part of NLP (Feldman, 2007), is that machine learning process which built up with artificial 
intelligence (Buitelaar, 2005) can semantically associate the unstructured text data of various web 
platforms by a typical algorithm and offer an interesting pattern of learning from the data in a 
dynamic and scalable way (Gupta, 2009; Miner, 2010).  Text data can be treated as a string or bag of 
words, which can be analysed at different levels of presentation. This is the primary goal of TM, 
which helps to digest text data by interpreting these and facilitate decision making (Aggarwal, 2012), 
whether the traditional information retrieval has focussed on information access rather than 
information analysis (Frakes, 1992; Croft, 2010; Jpnes, 1997; Manning, 2008). It is the variation of 
data mining (Navathe, 2000) and also known as knowledge discovery (Feldman, 2007) and text data 
mining (Hearst, 1997). 
RESEARCH GAP 
Text Mining became a part of the library and information science, but no research work has been 
encountered during the literature review on it from the bibliometric view point to explore the 
literature growth and citation approaches in this field. To fill up this gap the present study has been 
undertaken. 
OBJECTIVES 
The paper has certain objectives, these are very simple and specific in nature for the study as 
mentioned below 
• To find year wise distribution of publications 
• To find citation distribution of publications 
• To observe the relationship between publication and citations 
• To find country wise distribution of publications 
• To find institution wise distribution of publications 
• To find document type wise distribution of publications and citations 
• To find language wise distribution of publications 
• To find subject wise distribution of publications 
• To find author wise distribution of publications and citations 
• To find source title wise distribution of publications 
• To find key-word wise distribution of publications. 
• To find author productivity by applying Lotka’s Law and justify it by K-S test. 
METHODOLOGY 
The methodology which is followed by the present paper is classified into two segments, i.e. 
Research material and Tools/techniques. 
Research Material 
The data used in this study is retrieved from the Core collection of Web of Science database on 29th 
February, 2020. The paper analyses the trends, forecasts and citation from 2000 to 2019 in TM 
locating heading “Text Mining”, “text clustering”, “text extraction” and “text categorization” in 
topics in the said database. The search begets 5006 research articles in TM.  
Tools and Technique 
The paper uses MS-Excel as a tool and followed the following techniques for data analysis and the 
research architecture is according to the successive sequence of objectives.  
Lotka’s Law 
Lotka’s law shows the author’s productivity by calculating the frequency of publication in a certain 
field. Lotka’s generalised formula is xny = c, where x is the contributions made by y number of 
authors, the exponent n and the constant c are parameters to be estimated from a given set of data. 
It states that “the number of authors making n contributions is about 1/n2 of those making one; and 
the proportion of all contributors, that make a single contribution, is about 60%, about 15% will have 
two publications, about 7% will have three publications (Lotka, 1926). 
Least Square-Method 
The value of n of Lotka’s generalised formula is calculated by the least-square method using the 
following formula17:  
𝑛 =  
𝑁 ∑ 𝑋𝑌 −  ∑ 𝑋 ∑ 𝑌
𝑁 ∑ 𝑋2 − (∑ 𝑋)
2  
Where N = number if pairs of data, X = logarithm of publications (x), Y = logarithm of authors (y). 
Pao’s Formula 
The value of c of Lotka’s law is calculated in the applied field by using the following formula of Pao 
















Where p is 20, n is obtained by lest-square method and x is the number of publications. 
K-S Test 
The study uses the K-S test, a goodness-of-fit statistical test, to evaluate whether the results satisfy 
the Lotka’s law or not. The maximum deviation between the cumulative properties of the observed 
and theoretical frequency is analysed by the following formula (Pao, 1985): 
D = Max/Fo(x) – Sn(x) 
Where Fo(x) = theoretical cumulative frequency, Sn(x) = observed cumulative frequency. The test is 
performed at 0.01 level of significance by the following formula: 
1.63
√∑ 𝑦
 , where ∑ 𝑦 = total population 
under study.   
REVIEW OF LITERATURE 
A wonderful work from the view point of bibliometric, on knowledge management and data mining 
has been done by Tasi (2012; 2013) to show the trend of research in the concerning field. With 
research trend in Text analytics and deep learning, Young (2018) also provide the concepts of 
Elasticsearch, data warehouse and data harvesting. Research trend also analysed by Darko (2016) in 
the field of green building, Kho (2013) and others in the field of management, Ding (2009) and others 
in the field of Stem cell and Kim (2016) in data mining and network analysis. A penumbral study on 
TM, regarding the present study, has done by Nagarkar (2015) with the research works which are 
appeared under the ‘Information Science Library Science’ in Web of Science database from 1999-
2013. 
The short communication of bibliometric study of literature on bibliometrics by Patra, Bhattacharya 
and Verma (2006) is also a wonderful work in this field. Lotks’s law is very easily interpreted and 
analysed its problem of application by Allison and Kretschmer (1976). Pao in his paper simplify 
Lotka’s law, calculate it by least-square method and judge the relevancy by K-S test. To understand 
the K-S test, the study takes helps from Glazer (2012), Eghbali’s (1979) paper  and Kothari (2004) and 
Kumar’s (2019) book.  
From the literature survey it is now evident that no research work from the scientometric approach 
on TM has yet been observed, which create a gap, in the concerned field, in the phase of studies. 
The paper intends to bridge the said research gap. 
DATA ANALYSIS AND VISUALIZATION 
Retrieved data has analyzed by using MS-excel according to the objectives of the study. The depicted 
results are as follows. 
Distribution by Publication Year 
Table one picturizes year wise distribution of publications. Total twenty years (2000-2019) have 
chosen for the study. 2019, the latest year, has the maximum publication (827, 16.52%). The topper 
year is followed by 2018, 2017, 2016 and 2015 by possessing 581 (11.61%), 465 (9.29%), 435 (8.69%) 
and 408 (8.15%) publications. 2000 is the lowest productive year which has only 13 (0.26%) 
publication. From this table almost, a uniform literature growth pattern is noticed that is progressed 
with increasing manner. 
 
Figure 1: The trend chart of publication growth of TM  
AS figure 1 shows, the publication on TM has been rising actually since 2008. The publication 
distribution can be broadly divided into two segments to show the trend of development: (1) 
Formation phase; from 2000 to 2017, (2) Growth phase; from 2018 to 2019 for TM research domain. 
Again, the former segment is further divided into two sub-segments according to their nature of 
growth: (1.1) Early formation phase; from 2000 to 2007, (1.2) Lithe formation phase; from 2008 to 
2017. From 2000 to 2007, TM did not draw many researcher’s attention. After 2007, the publication 
productivity per annum steadily increased, was followed by rapid growth between 2009 and 2015, 















































































































and very swift growth from 2016 to 2019. The trend chart of publication growth depicts two things 
vividly: Selected topic is the immerging area of research; growth trend implicates that TM has great 
potentiality to grow in the future. 
Distribution by Citation 
This table depicts the acceptance of the research outputs among the peers of this field. This 
acceptance is expressed by the given citation. The research outputs on TM have received total 88046 
(100%) citations in the concern years. 
Table 1: Distribution of publications and citations by year 
Publication 
Year 
Output % of 5006 Citation 
% of 
88046 
2000 13 0.26 220 0.25 
2001 14 0.28 1041 1.18 
2002 29 0.58 733 0.83 
2003 59 1.18 2291 2.6 
2004 101 2.02 3721 4.23 
2005 127 2.54 4203 4.77 
2006 128 2.56 4036 4.58 
2007 111 2.22 4212 4.78 
2008 169 3.38 7486 8.5 
2009 160 3.2 4907 5.57 
2010 214 4.27 5954 6.76 
2011 240 4.79 8379 9.52 
2012 281 5.61 6207 7.05 
2013 308 6.15 7950 9.03 
2014 336 6.71 5427 6.16 
2015 408 8.15 6687 7.59 
2016 435 8.69 4955 5.63 
2017 465 9.29 6012 6.83 
2018 581 11.61 2398 2.72 
2019 827 16.52 1227 1.39 
Total 5006 100 88046 100 
 
In the field of TM, 2011 is the highest citation receiving year, which have 8379 (9.52%) citation. The 
next citation productive year is 2013 which kept 7950 (9.03%) citations. 2013 is followed by 2008, 
2015 and 2012 by having 7486 (8.50%), 6687 (7.59%) and 6207 (7.05%) citations.  
 
Figure 2: Year wise publication and citation distribution in TM 
As figure two shows that, with the tortoise growth of publications, citations have grown so from 
2000 to 2002 but from 2003 to 2007 a steady growth is noticed. Again from 2008 to 2017, huge 
number of citations have been gaining by each concerned year but a wide fluctuation is noticed. 
Although citation is cumulated by time but the sudden fall of citation from 2018 is not giving an 




































Distribution by Country 
Figure three shows that the USA at the top with 1510 (30.16%) publications in TM, followed by 
Peoples R China, with 794 (15.86%).  
 
Figure 3: Top 25 publishing country 
England ranks third with 487 (9.73%) publications. Behind them, South Korea, Spain, Germany, 
Taiwan, Japan, Australia, Spain and Canada are also major academic providers having 365 (7.29%), 
337 (6.73%), 262 (5.23%), 254 (5.07%), 247(4.93%), 243 (4.85%) and 192 (3.84%) publications 
respectively. India ranked eleventh with 172 (3.44%) publications. 
Distribution by Institution Name 
As table two shows, University of Manchester, Chinese Academy of Sciences and National Institutes 
of Health USA are the top three affiliating institutions with 129 (2.58%), 81 (1.62%) and 80 (1.60%) 
publications respectively in TM.  
Table 2: Institution wise distribution of publications on Text Mining 
Rank Organizations No. of Publications % of 5006 


































2 Chinese Academy of Sciences 81 1.62 
3 National Institutes of Health USA 80 1.6 
4 University of California 74 1.48 
5 NIH National Library of Medicine 63 1.26 
6 University of London 63 1.26 
7 European Molecular Biology Laboratory 61 1.22 
8 University of Cambridge 60 1.2 
9 State University of Florida 56 1.12 
10 University System of Georgia 53 1.06 
11 Centre National De La Recherche Scientifique 52 1.04 
12 Stanford University 52 1.04 
13 Harvard University 51 1.02 
14 Seoul National University 50 1 
15 University of Tokyo 50 1 
16 Yonsei University 50 1 
17 Ku Leuven 49 0.98 
18 University of Illinois 49 0.98 
19 University of Texas 49 0.98 
20 Dalian University of Technology 47 0.94 
21 Tsinghua University 47 0.94 
22 National Cheng Kung University 45 0.9 
23 University of North Carolina 44 0.88 
24 University of Wisconsin 44 0.88 
25 Indiana University 43 0.86 
Total   1442 28.81 
 
Beside these, there are several other important research institutions for Text Mining literature 
publications such as University of California (74 publications, 1.48%), NIH National Library of 
Medicine (63 publications, 1.26%), University of London (63 publications, 1.26%), European 
Molecular Biology Laboratory (61 publications, 1.22%), University of Cambridge (60 publications, 
1.20%), State University of Florida (56 publications, 1.12%) and University of Georgia (53 
publications, 1.03%). 
Distribution by Document Type 
The following table shows the distribution by document type of the publications in Text Mining from 
2000 to 2019. 
Table 3: Distribution by document type of the publications and citations in Text Mining  
Document Type Sub-types Outputs % of 
5006 






4502 89.93 79188 89.94 17.59 
Proceedings 380 7.59 4840 5.50 12.74 
Early Access 36 0.72 5 0.01 0.14 
Book Chapter 8 0.16 19 0.02 2.38 
Data Paper 7 0.14 18 0.02 2.57 
Retracted 
Publication 
3 0.06 12 0.01 4.00 
Review 
 
320 6.39 8050 9.14 25.16 
Book Chapter 5 0.10 45 0.05 9.00 
Early Access 5 0.10 0 0.00 0.00 
Meeting Abstract 103 2.06 22 0.02 0.21 
Editorial Material 49 0.98 632 0.72 12.90 
Correction 13 0.26 0 0.00 0.00 
Book Review 6 0.12 7 0.01 1.17 
Letter 5 0.10 87 0.10 17.40 
News Item 5 0.10 19 0.02 3.80 
Software Review 2 0.04 41 0.05 20.50 
Reprint 1 0.02 0 0.00 0.00 
Total 
 
5006* 100.00* 88046* 100.00*  
*indicates the inclusion of values of Document Types only 
In table three, the distribution of document types from 2000 to 2019 indicates that the most popular 
published document type is “Article” (4502 frequency, 89.93%) which gates maximum number of 
citation (79188 citations, 89.94%), followed by “Review” (320 frequency, 6.39%) which gets second 
highest citation (8050 citations, 9.14%) and “Meeting Abstract” (103 frequency, 2.06%) with only 
22citations, in Text Mining. Articles are basically six types in nature and review are three types in 
nature as the table depicts. 
The average citation indicates the high influence of the research outputs among the peers of these 
research domains. Review is the top influencing document type with 25.16 average citations, 
followed by Software Review and Article with 20.50 and 17.59 average citations respectively. 
Distribution by Language  
Table 4: Distribution by language of the publications                                                                                                                                                                                                                                                
Languages Outputs % of 5006 
English 4956 99.01 
Japanese 15 0.3 
Spanish 11 0.22 
French 7 0.14 
German 7 0.14 
Portuguese 5 0.1 
Chinese 1 0.02 
Czech 1 0.02 
Dutch 1 0.02 
Italian 1 0.02 
Korean 1 0.02 
Turkish 1 0.02 
 
In table four, the majority language for TM researchers is English, with 4956 (99.01%) articles. 
Japanese (15), Spanish (11) and French (7) & German (7) are the second, third and fourth preferable 
language of the researchers. So, the table depicts that English is the dominatory language in this 
research domain and in each rest languages only one publication has made. 
Distribution by Subject Area 
Figure four offers delicious information regarding future research tendencies in TM, allowing the 
following researchers a better understanding of the distribution of the top 25 subject areas in future 
research. The top three subject areas for TM research domains are Computer Science (2251 
publications, 44.97%), Engineering (670 publications, 13.38%) and Computational Biology (651 
publications. 13%). 
 















































Beside these, there are several other important research disciplines for TM literature publications 
such as Biochemistry (12.75%), Biotechnology Applied Microbiology (8.09%) and Library & 
information Science (7.83%). 
Distribution by Author & Citation 
As the data of table five Xu H has the maximum publications (64 publications, 1.09% with 1107 
citation), followed by Liu HF (53 publications, 0.90% with 810 citation) and Denny JC (40 
publications, 0.68% with 1681 citation). 
Table 5: Distribution by author of the publications and citations in TM  
Rank Authors Outputs % of 5880 Citation % of 76447 Average Citation 
1 Xu H 64 1.09 1107 1.45 17.3 
2 Liu HF 53 0.90 810 1.06 15.3 
3 Denny JC 40 0.68 1681 2.20 42.0 
4 Friedman C 38 0.65 1744 2.28 45.9 
5 Chapman WW 32 0.54 1553 2.03 48.5 
6 Stewart R 28 0.48 409 0.54 14.6 
7 Sohn S 26 0.44 851 1.11 32.7 
8 Zhang Y 26 0.44 111 0.15 4.3 
9 Yu H 25 0.43 471 0.62 18.8 
10 Cai TX 24 0.41 510 0.67 21.3 
11 Chute CG 23 0.39 2027 2.65 88.1 
12 Zhou L 23 0.39 1517 1.98 66.0 
13 Khorasani R 22 0.37 431 0.56 19.6 
14 Liu Y 21 0.36 80 0.10 3.8 
15 Wang Y 21 0.36 111 0.15 5.3 
16 Duvall SL 20 0.34 453 0.59 22.7 
17 Murphy SN 20 0.34 585 0.77 29.3 
18 Cohen KB 19 0.32 527 0.69 27.7 
19 Szolovits P 19 0.32 539 0.71 28.4 
20 Cambria E 18 0.31 1081 1.41 60.1 
21 Hripcsak G 18 0.31 1212 1.59 67.3 
22 Li Q 18 0.31 204 0.27 11.3 
23 Savova G 18 0.31 506 0.66 28.1 
24 Savova GK 18 0.31 980 1.28 54.4 
25 Verspoor K 18 0.31 323 0.42 17.9 
 
Beside them, there are several other important researchers for TM literature publications such as 
Friedman C (38 publications, 0.65% with 1744 citation), Chapman WW (32 publications, 0.54% with 
1553 citation) and Stewart R (28 publications, 0.48% with 409 citations). 
 
Figure 5: Top 25 publishing authors’ verses citations in TM 
Figure five and the average citation calculation in table five highlights the impact of the research 












































































































































































































publications but get the highest citation (2027 citations, 2.68%) and the highest average citation 
(88.1) also depicts his high influence of his publications. Friedman C (1744) and Denny JC (1681) has 
the second and third highest citations. The name Hripcsak G (18 publications, 0.31%) is occurring 
almost at the bottom of the table according to number of publications but he placed second by 
average citations (67.3), followed by Cambria E (60.1). 
Distribution by Source Title 
As table six shows 35.26% (1765) research works have been published by top twenty-five journals 
which got 49.30% (43404) citations. 














1 BMC Bioinformatics 204 4.08 4901 5.57 24.02 
2 Expert Systems with Applications 144 2.88 4009 4.55 27.84 
3 Bioinformatics 114 2.28 4113 4.67 36.08 
4 Journal of Biomedical Informatics 114 2.28 3244 3.68 28.46 
5 The Journal of Biological Databases and 
Curation 
108 2.16 1310 1.49 12.13 
6 Lecture Notes in Computer Science 97 1.94 428 0.49 4.41 
7 PLOS One 96 1.92 1200 1.36 12.50 
8 Nucleic Acids Research 90 1.8 10543 11.97 117.14 
9 Technological Forecasting and Social Change 72 1.44 1828 2.08 25.39 
10 Scientometrics 71 1.42 964 1.09 13.58 
11 IEEE Transactions on Knowledge and Data 
Engineering 
66 1.32 2761 3.14 41.83 
12 Lecture Notes in Artificial Intelligence 62 1.24 460 0.52 7.42 
13 Decision Support Systems 60 1.2 1994 2.26 33.23 
14 IEEE Access 54 1.08 73 0.08 1.35 
15 Knowledge Based Systems 44 0.88 734 0.83 16.68 
16 Sustainability 43 0.86 69 0.08 1.60 
17 Information Processing Management 42 0.84 1159 1.32 27.60 
18 Journal of the American Medical Informatics 
Association 
42 0.84 885 1.01 21.07 
19 Journal of Biomedical Semantics 40 0.8 288 0.33 7.20 
20 IEEE ACM Transactions on Computational 
Biology and Bioinformatics 
35 0.7 591 0.67 16.89 
21 Information Sciences 35 0.7 726 0.82 20.74 
22 Journal of the Association for Information 
Science and Technology 
35 0.7 195 0.22 5.57 
23 Knowledge and Information Systems 35 0.7 320 0.36 9.14 
24 Journal of Medical Internet Research 32 0.64 319 0.36 9.97 
25 BMC Medical Informatics and Decision 
Making 




 1765 35.26 43404 49.30  
 
BMC Bioinformatics, ranked first with 204 publications (4.08%) and 4901 citations (5.57%), is 
followed by Expert Systems with Applications and Bioinformatics with 144 publications (2.88%) both 
and 4009 (4.55%) and 4115 (4.67%) citations respectively. 
 
Figure 6: Publication and citation distribution of 25 source titles in TM 
According to number of citations, Nucleic Acids Research, BMC Bioinformatics and Bioinformatics 
have ranked first, second and third with 10543, 4901 and 4113 citations respectively. From average 
citation view-point, Nucleic Acids Research also ranked first with 117.14 citation, followed by IEEE 
Transactions on Knowledge and Data Engineering (41.83) and Bioinformatics (36.08). As figure ten 
shows that unique citation pattern is not followed by each journal regarding the number of articles.  






















































































































































































































































































































Figure 7: Top twenty-five key-words in TM 
Key-words represent the key concept of a research work. There are total 19372 key-words appears 
from the said publications, out of these ‘text mining’ ranked first with 2252 (11.63%) frequencies, 
followed by ‘natural language processing’, ‘data mining’, ‘machine learning’ and ‘information 
extraction’ with 290 (1.50%), 204 (1.05%), 201 (1.04%) and 138 (0.71%) frequencies respectively. 
Author Productivity 










































































58 1 58 58 0.27 1 0.01 
47 1 47 105 0.49 2 0.01 
45 1 45 150 0.71 3 0.02 
34 1 34 184 0.87 4 0.03 
32 1 32 216 1.02 5 0.04 
31 1 31 247 1.16 6 0.04 
30 2 60 307 1.45 8 0.06 
29 1 29 336 1.58 9 0.07 
28 2 56 392 1.85 11 0.08 
26 1 26 418 1.97 12 0.09 
25 4 100 518 2.44 16 0.12 
24 3 72 590 2.78 19 0.14 
23 2 46 636 3 21 0.15 
22 1 22 658 3.1 22 0.16 
21 2 42 700 3.3 24 0.17 
20 1 20 720 3.39 25 0.18 
19 6 114 834 3.93 31 0.22 
18 7 126 960 4.52 38 0.28 
17 6 102 1062 5 44 0.32 
16 7 112 1174 5.53 51 0.37 
15 9 135 1309 6.17 60 0.44 
14 10 140 1449 6.83 70 0.51 
13 8 104 1553 7.32 78 0.57 
12 12 144 1697 8 90 0.65 
11 15 165 1862 8.77 105 0.76 
10 19 190 2052 9.67 124 0.9 
9 29 261 2313 10.9 153 1.11 




7 68 476 3077 14.5 257 1.86 












3 584 1752 7088 33.4 1334 9.67 









Table 7 shows the calculation of author productivity of TM when the result is compared with table 7, 
it occurs that authors with only one article account for 78.14% (100% - 21.86%), which almost 
matches the primitive c value 0.752% generated by Lotka’s law. 
Calculation of Exponent n  
Table 8: Calculation of exponent n 
NP (x) No. of Authors (y) X = log (x) Y = log (y) XY XX 1/x^n 
1 10776 0.00 4.03 0.00 0.00 1 
2 1680 0.30 3.23 0.97 0.09 0.174343 
3 584 0.48 2.77 1.32 0.23 0.0627559 
4 276 0.60 2.44 1.47 0.36 0.0303955 
5 147 0.70 2.17 1.51 0.49 0.0173219 
6 70 0.78 1.85 1.44 0.61 0.010941 
7 68 0.85 1.83 1.55 0.71 0.0074191 
8 36 0.90 1.56 1.41 0.82 0.0052992 
9 29 0.95 1.46 1.40 0.91 0.0039383 
10 19 1.00 1.28 1.28 1.00 0.00302 
11 15 1.04 1.18 1.22 1.08 0.0023751 
12 12 1.08 1.08 1.16 1.16 0.0019075 
13 8 1.11 0.90 1.01 1.24 0.0015591 








15 9 1.18 0.95 1.12 1.38 0.0010871 
16 7 1.20 0.85 1.02 1.45 0.0009239 
17 6 1.23 0.78 0.96 1.51 0.000793 
18 7 1.26 0.85 1.06 1.58 0.0006866 
19 6 1.28 0.78 1.00 1.64 0.0005992 
20 1 1.30 0.00 0.00 1.69 0.0005265 
21 2 1.32 0.30 0.40 1.75 0.0004656 
22 1 1.34 0.00 0.00 1.80 0.0004141 
23 2 1.36 0.30 0.41 1.85 0.0003702 
24 3 1.38 0.48 0.66 1.90 0.0003326 
25 4 1.40 0.60 0.84 1.95 0.0003 
26 1 1.41 0.00 0.00 2.00 0.0002718 
28 2 1.45 0.30 0.44 2.09 0.0002255 
29 1 1.46 0.00 0.00 2.14 0.0002064 
30 2 1.48 0.30 0.44 2.18 0.0001895 
31 1 1.49 0.00 0.00 2.22 0.0001745 
32 1 1.51 0.00 0.00 2.27 0.0001611 
34 1 1.53 0.00 0.00 2.35 0.0001383 
45 1 1.65 0.00 0.00 2.73 6.822E-05 
47 1 1.67 0.00 0.00 2.80 6.114E-05 
58 1 1.76 0.00 0.00 3.11 3.599E-05 
Total 
 
40.61 33.25 25.22 52.42 1.3306002 
 
The value of n and c also calculated by the least-square method and again brought into further 
interpretation for Lotka’s law compliance. The absolute value of n should be between 1.2-3.8, 
according to Pao as given by the generalized Lotka’s law. The obtained result indicates that n (2.52) 
is between 1.2 and 3.8. 
 
Figure 8: Log-Log plots of number of authors (y) and number of publications (x) 
 
K-S Test 
Table 9: Data set of K-S test 
A B % of B 
(C) 
Cumulat
ive of C 
Expected (D) Cumulative of D Deviation  




D Abs D 
1 10776 0.7814 0.7814 0.752 0.752 0.0294 0.029436 
2 1680 0.1218 0.9033 0.131106 0.883106 -0.0093 0.009278 
3 584 0.0423 0.9456 0.047192 0.930298 -0.0048 0.004843 
4 276 0.0200 0.9656 0.022857 0.953156 -0.0028 0.003152 














6 70 0.0051 0.9814 0.008228 0.974409 -0.0032 0.002366 
7 68 0.0049 0.9863 0.005579 0.979989 -0.0006 0.001374 
8 36 0.0026 0.9889 0.003985 0.983974 -0.0014 0.000893 
9 29 0.0021 0.9910 0.002962 0.986935 -0.0009 0.000859 
10 19 0.0014 0.9924 0.002271 0.989206 -0.0009 0.000698 
11 15 0.0011 0.9935 0.001786 0.990992 -0.0007 0.000648 
12 12 0.0009 0.9943 0.001434 0.992427 -0.0006 0.000592 
13 8 0.0006 0.9949 0.001172 0.993599 -0.0006 0.000564 
14 10 0.0007 0.9956 0.000973 0.994572 -0.0002 0.000323 
15 9 0.0007 0.9963 0.000817 0.995389 -0.0002 0.000248 
16 7 0.0005 0.9968 0.000695 0.996084 -0.0002 0.000239 
17 6 0.0004 0.9972 0.000596 0.99668 -0.0002 0.000205 
18 7 0.0005 0.9978 0.000516 0.997197 0.0000 0.000187 
19 6 0.0004 0.9982 0.000451 0.997647 0.0000 0.000165 
20 1 0.0001 0.9983 0.000396 0.998043 -0.0003 0.000161 
21 2 0.0001 0.9984 0.00035 0.998393 -0.0002 0.000133 
22 1 0.0001 0.9985 0.000311 0.998705 -0.0002 0.000132 
23 2 0.0001 0.9986 0.000278 0.998983 -0.0001 8.27E-05 
24 3 0.0002 0.9988 0.00025 0.999233 0.0000 6.44E-05 
25 4 0.0003 0.9991 0.000226 0.999459 0.0001 5.87E-05 
26 1 0.0001 0.9992 0.000204 0.999663 -0.0001 4.86E-05 
28 2 0.0001 0.9993 0.00017 0.999833 0.0000 4.55E-05 
29 1 0.0001 0.9994 0.000155 0.999988 -0.0001 3.25E-05 
30 2 0.0001 0.9996 0.000143 1.000131 0.0000 3.14E-05 
31 1 0.0001 0.9996 0.000131 1.000262 -0.0001 2.65E-05 
32 1 0.0001 0.9997 0.000121 1.000383 0.0000 2.45E-05 
34 1 0.0001 0.9998 0.000104 1.000487 0.0000 2.12E-05 
45 1 0.0001 0.9999 5.13E-05 1.000538 0.0000 1.55E-05 
47 1 0.0001 0.9999 4.6E-05 1.000584 0.0000 8.72E-06 
58 1 0.0001 1.0000 2.71E-05 1.000611 0.0000 2.51E-06 
*A = Number of publications, B = Number of authors,  
From table 8, using the K-S test it is found that at the 0.01 level of significance the maximum 
deviation is 0.029436 which is greater than the critical value (0.0139). Thus, the set of data confirms 
to Lotka's Law is rejected at 0.01 level of significance. 
LIMITATION AND SCOPE 
The results are not exclusive. Only WoS collections are adopted by the study, therefore findings may 
not reflect the actual phenomena. One can produce a comparative study among different databases. 
The findings can be extended to investigate author productivity by interpreting different parameters 
such as academic and chronological age, frequency of previous publications, job status etc. 
CONCLUSION 
The paper classified TM articles (200-2019), taken from Web of Science, using the following ten 
categories – publication year, citation, country, institution, type of document, language, subject, 
author, source title and key-word – for distribution status of different areas, in order to explore the 
trend of researches in this field during this period. It also used the K-S test to justify whether the 
analysis follows Lotka’s law. 
The result of this paper depicts that ‘article’ is the main trending document type and English is the 
major favour language in TM research. On the basis of year 2019, 2018 and 2017 are the top three 
productive years and except in 2007 the growth follows a uniform pattern. From the citation 
viewpoint 2011, 2013 and 2008 are top three citation receiving year. Regarding the 
country/territories, USA, Peoples R China and England ranked in first three respectively, where 
among organizations, University of Manchester, Chinese Academy of Sciences and National 
Institutes of Health USA are top three. Based on the research area, the most relevant disciplines for 
TM subject category offered by computer science, engineering and mathematical computational 
biology.  
Regarding authors, Xu H, Liu HF and Denny JC are top three productive authors in this field, but from 
the citation viewpoint, Chute CG has received highest citation followed by Friedman C and Denny JC. 
On the basis of sources, most enthusiastic supports for scholarly publication came from BMC 
Bioinformatics with 204 publications, but highest citation received by Nucleic Acids Research. Again, 
from the viewpoint of key-words, text mining, natural language processing and data mining are top 
three emerging area of research. According to K-S test, the result depicts that the set of data 
confirms to Lotka's Law is rejected at 0.01 level of significance, because of too much authors made 
only one publication. 
The research provides a roadmap for future researchers to follow, whether they can concentrate in 
the core categories where the possibility of success is lying.  
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