Abstract. The problem of optimal estimation of a linear functional
Introduction
Stochastic processes with stationary increments of order n have been studied by Yaglom in [18] . A spectral representation of stochastic increments is obtained and the problem of prediction of a stochastic increment by known observations is solved in the paper [18] . The method in [18] is to reduce the problem of prediction for processes with stationary increments of order n to the problem of prediction in the case of ordinary stationary increments. Stochastic processes with stationary increments of order n were also studied by Pinsker [12] and Yaglom and Pinsker [11] .
The classical methods for solving the problems of extrapolation, interpolation, and filtration for stationary processes were proposed by Kolmogorov [5] , Wiener [15] , and Yaglom [16, 17] for the case where the spectral densities of the processes are known. If the spectral density is unknown, but a family of admissible spectral densities is given, one applies the minimax method for solving the problems of estimation. The minimax method is to determine an estimator that minimizes the error of estimation for all densities from the given family. This method was proposed by Grenander [1] to solve the problem of extrapolation of stationary processes. Franke [2] and Franke and Poor [3] have studied the problems of minimax extrapolation and interpolation of stationary sequences in the framework of the theory of convex optimization. Moklyachuk in [7] - [10] studied the problems of extrapolation, interpolation, and filtration for stationary processes and sequences.
The problem of the optimal estimation of the functional
that depends on unknown values of the stochastic sequence {ξ(m), m ∈ Z} with stationary increments of order n from observations after this sequence at the moments m ∈ Z \ {0, 1, . . . , N} is studied in the current paper. We solve the problem of interpolation of stochastic sequences with stationary increments of order n if the spectral density of the sequence {ξ(m), m ∈ Z} is known. If the spectral density is unknown but a family of admissible spectral densities is given, we find the sets of least favorable spectral densities and formulas for evaluating the minimax spectral characteristics of the optimal linear estimate of the above functional.
Stationary increments. Spectral decomposition
Definition 2.1. The function
is called the stochastic increment of order n with step μ ∈ Z for the stochastic sequence {ξ(m), m ∈ Z} where B μ is the shift operator corresponding to step μ defined by
It is clear that
where {A l , l = 0, 1, 2, . . . , (k − 1)n} are the coefficients for the corresponding terms x l in the decomposition of the polynomial (1 + x + · · · + x k−1 ) n with respect to the powers of the argument x. Definition 2.2. The stochastic increment ξ (n) (m, μ) of order n for a stochastic sequence {ξ(m), m ∈ Z} is called stationary (in the wide sense) if the expectations
exist for all integer numbers m 0 , μ, m, μ 1 , and μ 2 , and, moreover, both expectations do not depend on m 0 . The function c (n) (μ) is called the mean value of the stationary increment of order n, while the function
is called the structural function of the stationary increment of order n (or the structural function of order n for the stochastic sequence {ξ(m), m ∈ Z}). The stochastic sequence {ξ(m), m ∈ Z} defining the stationary increment ξ (n) (m, μ) of order n according to equality (1) is called a sequence with stationary increments of order n. Using representation (5) of the structural function of a stationary increment ξ (n) (m, μ) of order n together with Karhunen's theorem [4] , we obtain a representation of a stationary increment ξ (n) (m, μ) of order n written as follows:
where Z(λ) is a stochastic orthogonal measure on the interval [−π, π) subordinated to the structural measure generated by the function F (λ), namely
We use the spectral representation (6) to find the optimal linear estimator of unknown values of a stochastic sequence.
The problem of interpolation
Let a stochastic sequence {ξ(m), m ∈ Z} define the stationary increment ξ (n) (m, μ) of order n with an absolutely continuous spectral function F (λ) whose spectral density is f (λ); that is,
Assume that the observations after the sequence ξ(m) at points m ∈ Z \ {0, 1, 2, . . . , N} are known. Consider the optimal (in the mean square sense) linear estimation of the functional
that depends on the unknown sequence ξ(m).
After some algebra, we obtain from (1) that
where {d μ (k) : k ≥ 0} are the coefficients for the terms x k in the decomposition
Relations (8) and (1) imply that
where [x] is the least integer number being larger than or equal to x. The preceding two relations allow us to write the following representation of the functional A N ξ in the form of the difference of two functionals
Here 
We apply the method of orthogonal projections in Hilbert spaces introduced by Kolmogorov [5] to find the optimal (in the mean square sense) linear estimator of the functional B N ξ.
Denote by
the linear closed subspace generated by the random variables −μ the linear closed subspace in the space H generated by the random variables
respectively. Equality (6) implies that there exists a one-to-one correspondence between elements ξ (n) (k, μ) of the space H and elements
where h μ (λ) is the spectral characteristic of the estimator. The optimal estimator B N ξ is the projection of the element B N ξ of the space H to the subspace
The spectral characteristic h μ (λ) of the optimal estimator is determined from the following two conditions:
(f ), where
Condition 2) implies that, for all k ≤ −1 and for all k ≥ N + μn + 1, the function
This implies that the spectral characteristic h μ (λ) of the estimator B N ξ is of the following form:
where c μ (k) are unknown coefficients. Our current goal is to determine these coefficients.
Condition 1) implies that the function h μ (λ) is of the form
and that h μ (λ) satisfies the following relations:
Assume that
Then the Fourier coefficients of the function
are given by
The spectral density f (λ) is such that f (λ) = f (−λ), whence we conclude that the Fourier coefficients f μ (k) are such that
Then, from equality (13), we obtain the following system of equations:
The latter system of equations can be rewritten as
where b μ is the vector of dimension (N + μn + 1) formed by elements
c μ is the vector of dimension (N + μn + 1) formed by elements c μ (l), l = 0, . . . , N + μn; and where F is the (N + μn + 1) × (N + μn + 1) matrix with entries
Now we show that the matrix F possesses the inverse. Using the vector
instead of b μ in relation (16), we reduce the problem to that of the construction of the projection B N +μn of the element
belonging to the space H to the subspace
is closed and convex, the projection is uniquely defined for an arbitrary set of numbers
Since not all of them are equal to zero, system (16) has a unique solution for an arbitrary vector b μ = 0. This implies that the matrix F is nonsingular and possesses the inverse F −1 .
We derive from equality (16) that the unknown coefficients c μ (k), k = 0, . . . , N + μn, can be written as
The mean square error of the estimator is evaluated according to
Therefore the following result holds. 
becomes of the following form:
The mean square error is evaluated by
Therefore we proved the following result. Using equality (11) and Theorem 3.1 we construct the estimator (1) ] +μn the vector constructed by adding μn zero coordinates to the vector D μ N a (1) . Substituting the vector b μ whose coefficients are defined by (10) to relations (17) and (18), we deduce the following formulas for evaluating the spectral characteristic and mean square error of the estimator:
where
Thus we proved the following assertion. Example 3.1. Consider a stochastic sequence {ξ(m) : m ∈ Z} with stationary increments of the second order. Assume that the second order increments with step μ = 1 form an autoregressive sequence of the first order with parameter ψ. We find the mean square optimal linear estimator of the value of the functional A 1 ξ = aξ(0) + bξ(1) that depends on unknown values of the sequence by using the observations at the moments m ∈ Z \ {0, 1}. Then the spectral density of the random sequence ξ(m) is given by
while the spectral characteristic of the optimal estimator of the functional A 1 ξ is evaluated by the formula
and Ψ 4 = aψ
. The optimal estimator of the functional is given by
Minimax interpolation
The square mean error Δ h (23) and (24), respectively, if the spectral density f (λ) of the sequence ξ(m) is known. In the case where the spectral density is unknown but a set D of admissible densities is given, one can use the minimax approach to the problem of estimation of the functional. According to this approach, one finds an estimator that minimizes the mean square error for all spectral densities belonging to the class D. 
determines the solution of the extremum problem 
where f 0 is the solution of the conditional extremum problem
The latter problem is equivalent to the unconditional extremum problem
whose solution f 0 is determined by the condition 0 ∈ ∂Δ D (f 0 ) (see [13] ).
Least favorable densities in the class
Consider the following set of spectral densities:
Since 0 ∈ ∂Δ D (f 0 ), we derive the relation
that determines the least favorable spectral density. Consider the system
which is equivalent to system (28). We split the matrix [F 0 ] ·,μn+1 into two blocks, (k), k = 0, 1, . . . , N, are arbitrary, the system (28) is inconsistent in general. We introduce additional coefficients to avoid this problem. Put a (2) = (a (N + 1), . . . , a(N + μn) ) and consider the functional where the coefficients a(0), a(1), . . . , a(N ) are given, while a(N + 1), . . . , a(N + μn) are arbitrary. Then
where the entries v(k, a (2) ), k = −1, −2, . . . , −μn, are defined by relation (9) . Since
We consider the unconditional extremum problems
to determine the least favorable spectral density.
Consider the system of equations
where Generally speaking, the set B depends on the family (a(0), a(1), . . . , a(N ) ). The least favorable density is given by
Thus the class of least favorable densities is
The minimax estimator of the functional A N ξ is evaluated by
, and where the vector a is a result of merging two vectors a (1) and a (2) (α). Example 5.1. We construct the minimax estimator of the functional (1) from observations after the process at the moments Z \ {0, 1} where {ξ(m) : m ∈ Z} is a random sequence with stationary increments of the second order. Consider the increments corresponding to the step μ = 1. Then the functional A 1 ξ can be written as follows:
. Then the system for evaluating the least favorable spectral density is given by
The last equation of the system determines the following subspace of possible combinations of the coefficients a (2) = (a(2), a(3)): (2) . Then the above system yields
we get p 0 = P −1 . The least favorable density is of the following form:
Consider, for example, the case where the coefficient a(3) is equal to − Therefore the mean square error is equal to Δ(h 
. , M ,
Solving system (40) we obtain the relations for the coefficients b μ (i; a (2) ) (similar to relations (31)) that define the linear subspace L 1 of the space R μn of parameters a (2) . Systems (38), (40) Solving system (42) we obtain relations for the coefficients b μ (i; a (2) ) (similar to relations (31)) that define the linear subspace L 2 of the space R μn of parameters a (2) . Systems is the least favorable density. Therefore we proved the following result.
