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We review the physics of one-dimensional interacting bosonic systems. Beginning with results
from exactly solvable models and computational approaches, we introduce the concept of bosonic
Tomonaga-Luttinger Liquids relevant for one-dimension, and compare it with Bose-Einstein con-
densates existing in dimensions higher than one. We discuss the effects of various perturbations
on the Tomonaga-Luttinger liquid state as well as extensions to multicomponent and out of equi-
librium situations. Finally, we review the experimental systems that can be described in terms of
models of interacting bosons in one dimension.
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I. INTRODUCTION
While still holding many surprises, one-dimensional
(1D) quantum many-body systems have fascinated physi-
cists and mathematicians alike for nearly a century. In-
deed, shortly after the inception of Quantum Mechanics,
Bethe (1931) found an exact solution to the 1D Heisen-
berg model using an ansatz for the wave function that
nowadays bears his name. This early exact solution of
a 1D quantum many-body problem of interacting (but
fixed) spin- 12 particles was to be followed by a multi-
tude of others. Other simple 1D models, which could
not be solved exactly, were thoroughly studied by pow-
erful methods especially suited for 1D. For long, many
researchers regarded these solutions as mere mathemat-
ical curiosities that were, in general, of rather limited
interest for the real three-dimensional (3D) world. Sub-
sequent technological developments in the 20th and 21st
centuries led to the discovery, chemical synthesis, and
more recently fabrication of a wide range of (quasi-)1D
materials and physical systems. Interestingly enough, the
properties of these systems are sometimes fairly well cap-
tured by the ‘toy models’ of the past. In this article, we
shall review the physics of some of these models as well
as their experimental realizations. However, unlike ear-
lier reviews which have mainly focused on 1D systems
of fermions (Giamarchi, 2004; Gogolin et al., 1999), we
shall only deal with 1D systems where the constituent
particles (or the relevant excitations) obey Bose statis-
tics.
As the reader will learn below, compared to higher
dimensions, the quantum statistics of the constituents
plays a much less determinant role in 1D. Nevertheless,
when computing physical properties, quantum statistics
dictates the type of observables that may be experimen-
tally accessible. Thus, because of the long standing in-
terest in the electronic properties of quasi-1D materials
and nanostructures, physicists have mainly focused their
attention on 1D electron systems. Much less attention
has been given to 1D bosons, with the important ex-
ception of spin systems. We will show in Sec. II.D that
spin-1/2 systems are mathematically equivalent to a lat-
tice gas of hard-core bosons, and thus are also reviewed
in this article. In fact, many quasi-1D materials exhibit
(Mott-)insulating phases whose magnetic properties can
be modeled by assuming that they consist of weakly cou-
pled spin chains, similar to those analyzed by Bethe in
his groundbreaking work.
Besides the spin chains, interest in other bosonic sys-
tems is rather recent and was initially spurred by the
fabrication of long 1D arrays of Josephson junctions. In
these systems, Cooper pairs (which, to a first approxi-
mation, behave like bosons) can hop around in 1D. Even
more recently, further experimental stimulus has come
from the studies of the behavior at low temperatures of
liquid 4He confined in elongated mesoscopic pores, as well
as from availability of ultracold atomic gases loaded in
highly anisotropic traps and optical lattices. Indeed, the
strong confinement that can be achieved in these systems
has made it possible to realize tunable low-dimensional
quantum gases in the strongly correlated regime.
As often happens in physics, the availability of new ex-
perimental systems and methods has created an outburst
of theoretical activity, thus leading to a fascinating inter-
play between theory and experiment. In this article, we
shall attempt to survey the developments concerning 1D
systems of interacting bosons. Even with this constraint,
it is certainly impossible to provide a comprehensive re-
view of all aspects of this rapidly evolving field.
The plan of this article is as follows. In Sec. II the
basic models are derived starting from the most general
Hamiltonian of bosons interacting through a two-body
potential in the presence of an arbitrary external poten-
tial. Models both in the continuum and on the lattice are
discussed. This section also introduces some important
mappings allowing to establish the mathematical rela-
tionship of some of these boson models to other models
describing S = 12 spins or spinless fermions on 1D lat-
tices. Next, in Sec. III, exact solutions of integrable mod-
els along with with results on their correlation functions
are reviewed. Some of these results are important by
themselves and not just merely academic models, as there
currently exist fairly faithful experimental realizations of
them. In Sec. IV, we describe some of the computational
approaches that can be used to tackle both integrable and
non-integrable models. We also discuss their application
to some 1D models of much current interest. The follow-
ing section, Sec. V, reviews the basic field-theoretic tools
that describe the universal low-energy phenomena in a
broad class of 1D interacting boson models, the so-called
Tomonaga-Luttinger liquid (TLL) phase. For these sys-
tems, the method of bosonization and its relationship
to the hydrodynamic description of superfluids (which is
briefly reviewed in Sec. II), are described.
The classification of phases and phase transitions ex-
hibited by the models introduced in Sec. II is presented
in Sec. VI, where besides the Mott transition between
the TLL phase and the Mott insulating phase, other
kinds of instabilities arising when the bosons move in
the presence of a disorder potential will be described.
The low-energy picture is often unable to provide the
quantitative details that other methods such as exact so-
lutions (Sec. III) or computational approaches (IV) do.
Thus, when results from any (or both) of the latter meth-
ods are available, they complement the picture provided
by bosonization. Further extensions are considered in
Sec. VII.B, where studies of coupled 1D systems are re-
viewed. These include multicomponent systems (binary
mixtures of bosons or bosons and fermions). Next we
turn to the experimental realizations of systems of in-
teracting bosons in 1D, which include spin ladders, su-
perconducting wires, Josephson junctions, liquid 4He in
3nanopores, as well as the most recent ultracold atomic
systems. Finally, in Sec. IX we shall provide a brief out-
look for the field, focusing on non-equilibrium dynamics
and other topics that may become important research
topics in the future.
II. MODELS FOR INTERACTING BOSONS
In this section, we introduce the basic models that de-
scribe interacting bosons in 1D both in the continuum
and on a lattice. These models will be analyzed using
various techniques in the rest of the review. However,
before embarking on the study of 1D physics per se, let
us briefly recall the main general results for bosons in di-
mensions higher than one. This will serve as a reference
with which we can compare the results in 1D.
A. Bosons in dimensions higher than one
As Einstein discovered shortly after Bose introduced
a new type of quantum statistics, when the tempera-
ture of a system of N non-interacting bosons is low-
ered, a phase transition occurs. Below the transition
temperature, the occupation (N0) of the lowest avail-
able energy state becomes macroscopic, i.e., N0/N tends
to a constant for N large. The transition was therefore
named ‘Bose-Einstein condensation’, and the macroscop-
ically occupied quantum state, ‘Bose-Einstein conden-
sate’. The acronym BEC is used indistinctly for both
concepts. Mathematically, a BEC can be described by
a coherent state of matter, i.e., an eigenstate of the bo-
son field operator: Ψˆ(r)|ψ0(τ)〉 = Ψ0(r, τ)|ψ0(τ)〉, hence
|ψ0(τ)〉 = eaˆ†0(τ)|0〉, where |0〉 is the zero-particle state,
aˆ0(τ) =
∫
drΨ∗0(r, τ)Ψˆ(r), and Ψ0(r, τ) is a complex
function of space (r) and time (τ).
The above definition implies that the U(1) symme-
try group related to particle conservation must be spon-
taneously broken. However, this is sometimes prob-
lematic (Leggett, 2001, 2006) because the use of co-
herent states for massive particles violates the super-
selection rule forbidding the quantum superposition of
states with different particle numbers. The definition
of BEC due to Yang (1962) circumvents this prob-
lem by relating the existence of a BEC to the case in
which the one-particle density matrix of the system,
g1(r, r
′, τ) = 〈Ψˆ†(r, τ)Ψˆ(r′, τ)〉, behaves as g1(r, r′, τ) →
Ψ∗0(r, τ)Ψ0(r
′, τ) (Ψ0(r, τ) 6= 0) for |r− r′| → +∞. This
behavior is referred to as off-diagonal long-range order
(ODLRO) and Ψ0(r, τ) is called the order parameter of
the BEC phase.
However, Yang’s definition is not applicable to fi-
nite systems. Following Penrose and Onsager (1956),
a more general criterion is obtained by diagonaliz-
ing the one-particle density matrix1 as g1(r, r
′) =∑
αNα(τ)φ
∗
α(r, τ)φα(r
′, τ), where the natural orbitals φα
are normalized such that
∫
dr |φα(r, τ)|2 = 1. The exis-
tence of a BEC depends on the magnitude of the Nα
compared to N . When there is only one eigenvalue of
O(N) (say, N0 ∼ O(N)), the system is a BEC described
by Ψ0(r, τ) =
√
N0(τ)φ0(r, τ). When there are sev-
eral such eigenvalues one speaks of a ‘fragmented’ BEC
(see Mueller et al. (2006) and references therein). Fur-
thermore, provided the depletion of the BEC is small,
that is, for N −N0 ≪ N (indeed, N0(T )→ N as T → 0
for the non-interacting gas), it is possible to describe the
state of the system using |ψN0 (τ)〉 = 1√N !
[
aˆ†0(t)
]N
|0〉.
Note that, differently from the coherent state |Ψ0(τ)〉,
|ψN0 (τ)〉 has a well defined particle number and can be
obtained from |ψ0(τ)〉 by projecting it onto a state with
total particle number equal to N .
The definitions of BEC due to Yang, Penrose and On-
sager are equivalent in the thermodynamic limit and also
apply to interacting systems. In general, the ratio N0/N
is called the condensate fraction. It is important to not
to confuse the condensate fraction, which for a BEC is fi-
nite, with the superfluid fraction. The latter is a thermo-
dynamic property that is physically related to the frac-
tion of the system mass that is not dragged along by
the walls of the container when the latter rotates at con-
stant angular frequency. In charged systems, it is related
to Meissner effect, i.e., the expulsion of an externally
applied magnetic field. Mathematically, the superfluid
fraction can be obtained as the thermodynamic response
to a change in the boundary conditions of the system (see
Sec. V for a discussion concerning 1D systems). Indeed,
the non-interacting Bose gas below the condensation tem-
perature is the canonical example of a BEC that is not a
superfluid. On the other hand, the 1D models discussed
here do not exhibit BEC (even at T = 0). Yet, they are
good superfluids (cf. Sec. V.A)
The above discussion does not provide any insights
into how to compute the BEC wavefunction, Ψ0(r, τ), for
a general system of mass m bosons interacting through
a potential Vint(r) and moving in an external potential
Vext(r, τ), which is described by the Hamiltonian:
Hˆ =
∫
dr Ψˆ†(r)
[
− ~
2
2m
∇2 + Vext(r, τ)
]
Ψˆ(r)
+
∫
dr dr′ Ψˆ†(r)Ψˆ†(r′)Vint(r′ − r)Ψˆ(r)Ψˆ(r′). (1)
For such a system, in the spirit of a mean-field theory
Gross (1963) and Pitaevskii (1961) independently derived
an equation for the condensate wavefunction by approx-
imating Ψˆ(r) in the equation of motion, i~∂τ Ψˆ(r, τ) =
1 This is mathematically always possible because g1(r, r′, τ) =
〈Ψˆ†(r, τ)Ψˆ(r′, τ)〉, is a positive-definite Hermitian matrix pro-
vided r, r′ are regarded as matrix indices.
4[Ψˆ(r, τ), Hˆ − µNˆ ], by its expectation value 〈Ψˆ(r, τ)〉 =
Ψ0(r, τ) over a coherent state, where µ is the chemical po-
tential and Nˆ the number operator. The Gross-Pitaevskii
(GP) equation reads:
i~∂τΨ0(r, τ) =
[
− ~
2
2m
∇2 − µ+ Vext(r, τ)+
+
∫
dr′ Vint(r− r′)|Ψ0(r′, τ)|2
]
Ψ0(r, τ). (2)
For an alternative derivation, which does not assume
the spontaneous break-down of the U(1) symmetry, one
can look for the extrema of the functional 〈ψ(τ)|i~∂τ −
(Hˆ − µNˆ)|ψ(τ)〉, using the (time-dependent Hartree)
ansatz |ψ(τ)〉 = 1√
N0!
[
aˆ†0(τ)
]N0 |0〉, where aˆ0(τ) =∫
drΨ∗0(r, τ) Ψˆ(r)|0〉 and µ is a Lagrange multiplier to
ensure that
∫
dr |Ψ0(r, τ)|2 = N0.
The use of the Gross-Pitaevskii equation (2) to de-
scribe the interacting boson system assumes a small
BEC depletion, i.e., N0 ≃ N . This is a good
approximation in the absence of strong correlations
and at low temperatures. Thus, it is particu-
larly suitable for dilute ultracold gases (Leggett, 2001;
Pitaevskii and Stringari, 1991; Pitaevskii and Stringari,
2003), for which the range of inter-particle poten-
tial is much smaller than the inter-particle distance
d. In these systems, interactions are well described by
the Lee-Huang-Yang pseudo-potential (Huang and Yang,
1957; Lee et al., 1957; Lee and Yang, 1957) V (r) ≃
4π~2as
m δ(r)∂r (r·), where as is the s-wave scattering
length. Typically, as ≪ d, except near a s-wave Fesh-
bach resonance (Leggett, 2006; Pitaevskii and Stringari,
2003). For trapped gases, it has been rigorously es-
tablished that in the limit of N → ∞ and Nas fixed,
the Gross-Pitaevskii approximation becomes exact for
the ground state energy and particle density (Lieb et al.,
2000). Furthermore, in this limit, the gas is both 100%
Bose condensed(Lieb and Seiringer, 2002) and 100% su-
perfluid (Lieb et al., 2002).
In a uniform system, the above definitions imply that
the momentum distribution:
n(k) =
∫
dr e−ik·rg1(r) = N0 δ(k) + n˜(k), (3)
where n˜(k) is a regular function of k. The Dirac delta
function is the hallmark of the BEC in condensed mat-
ter systems such like liquid 4He below the λ-transition.
On top of the condensate, interacting boson systems sup-
port excitations with a dispersion that strongly deviates
from the free particle dispersion ǫ0(k) =
~
2k2
2m . A way
to compute the excitation spectrum is to regard the GP
equation as a time-dependent Hartree equation. Thus,
its linearized form describes the condensate excitations,
which, for a uniform dilute gas, have an a dispersion of
the form ǫ(k) =
√
ǫ0(k) [ǫ0(k) + 2gρ0], where ρ0 = N/V ,
and g is the strength of the interaction. This was first
obtained by Bogoliubov, which proceeded differently by
deriving a quadratic Hamiltonian from (1) in terms of
δΨˆ(r) = Ψˆ(r) − √N0 and δΨˆ†(r) = Ψˆ†(r) −
√
N0 and
keeping only the (leading) terms up to O(N0). Note that,
in the |k| → 0 limit, the excitations above the BEC state
are linearly dispersing phonons: ǫ(k) ≃ ~vs|k|, where
vs =
√
gρ0
2m . From the point of view of the spontaneous
break-down of the U(1) symmetry, the phonons are the
Goldstone modes of the broken-symmetry phase.
We conclude this subsection by reviewing the hydro-
dynamic approach. Although we derive it from the GP
equation for a dilute gas, its validity extends beyond the
assumptions of this theory to arbitrarily interacting su-
perfluid systems in any dimension. We begin by setting
Ψ0(r, τ) =
√
ρ(r, τ) eiθ(r,τ) in (2). Hence,
∂τρ +
~
m
∇ · (ρ∇θ) = 0, (4)
∂τθ +
(
~(∇θ)2
2m
+
1
~
[Vext + gρ]− ~
2m
∇2√ρ√
ρ
)
= 0. (5)
The first equation, (4), is the just continuity equation
where the particle current j(r, τ) = ρ(r, τ)v(r, τ) =
~
mρ(r, τ)∇θ(r, τ). The second equation describes a po-
tential flow with velocity potential ~mθ(r, τ). The last
term in Eq. (5) is called the quantum pressure. If we call
ℓ the typical distance characterizing the density varia-
tions, the quantum pressure term scales as ∼ ~2mℓ2 and
therefore it is negligible compared to the classical pres-
sure term gρ when ℓ≫ ξ = ~/√mρg (ξ is known as the
healing length). In the limit of a slowly varying density
profile, the quantum pressure term in (5) can be dropped
and the equations can be written as:
∂τρ+∇ · (ρv) = 0, (6)
∂τv +∇
(
Vext
m
+
1
2
v2
)
= −∇P
ρm
. (7)
These equations coincide with the classical Euler equa-
tion describing the flow of a non-viscous fluid with an
equation of state where P (ρ) = gρ2/2. This result is
in agreement with simple thermodynamic considerations
from which the classical fluid of Eqs. (6) has, at zero tem-
perature, an energy per unit volume e(ρ) = gρ2/2 and
chemical potential µ(ρ) = gρ. In the literature on ultra-
cold gases, this approximation is known as the Thomas-
Fermi approximation. In the static case (v = 0 and
∂τρ = 0), it leads to the equation∇ [Vext(r) + P (ρ(r))] =
0, which allows to determine the BEC density profile ρ(r)
for a given trapping potential Vext(r).
As mentioned above, the validity of the hydrody-
namic equations is very general, and applies to strongly-
interacting boson as well as fermion superfluids, for
which the dependence of the chemical potential on
the density is very different. However, in 1D the as-
sumptions that underlie GP (as well as Bogoliubov)
theory break down. Quantum and thermal fluctu-
ations are strong enough to prevent the existence
5of BEC, or equivalently, the spontaneous break-down
of the U(1) symmetry in the thermodynamic limit.
This result is a consequence of the Mermin-Wagner-
Hohenberg (MWH) theorem (Hohenberg, 1967; Mermin,
1968; Mermin and Wagner, 1967), which states that, at
finite temperature, there cannot be a spontaneous break-
down of continuous symmetry groups (like U(1)) in two-
dimensional (2D) classical systems with short range inter-
actions. Indeed, at T = 0, a 1D quantum system with a
spectrum of long wave-length excitations with linear dis-
persion can be mapped, using functional integral meth-
ods, to a 2D classical system (see discussion in Sec. II.D
for an example). Therefore, the MWH theorem also rules
out the existence of a BEC in those 1D systems. For
the 1D non-interacting Bose gas, the excitations have
a quadratic dispersion, and thus the mapping and the
theorem do not apply. However, a direct proof of the
absence of a BEC also in this case is not difficult (see
e.g. Pitaevskii and Stringari (2003)).
In the absence of a BEC, the assumptions of the GP
theory and the closely related Bogoliubov method break
down. When applied to 1D interacting boson systems
in the thermodynamic limit, these methods are plagued
by infrared divergences. The latter are a manifestation
of the dominant effect of long wavelength thermal and
quantum fluctuations, as described by the MWH the-
orem. By decoupling the density and phase fluctua-
tions, Popov (1972, 1987) was able to deal with these
infrared divergences within the functional integral for-
malism. However, Popov’s method relies on integrating
the short-wave length fluctuations perturbatively, which
is a controlled approximation only for a weakly interact-
ing system. However, for arbitrary interaction strength,
it is necessary to resort to a different set of tools to tackle
the 1D world. Before going into their discussion, we first
need to define the various models that we will use to de-
scribe the bosons interacting in 1D, and whose solutions
are reviewed in the following sections.
B. Bosons in the continuum in 1D
Let us first consider the case of bosons moving in the
continuum along one direction (henceforth denoted by
x). Thus, we assume that a very strong confinement is
applied in the transverse directions [denoted r⊥ = (y, z)]
so that only the lowest energy transverse quantum state
φ0(r⊥) needs to be considered. Hence, the many-body
wavefunction reads:
ψB(r1, . . . , rN ) = ψB(x1, . . . , xN )
N∏
i=1
φ0(ri⊥). (8)
In what follows, we shall focus on the degrees of freedom
described by ψB(x1, . . . , xN ). The most general Hamil-
tonian for a system of N bosons interacting through a
two-body potential Vint(x) while moving in an external
potential Vext(x) reads:
Hˆ =
N∑
i=1
[
pˆ2i
2m
+ Vext(xˆi)
]
+
N∑
i<j=1
Vint(xˆi − xˆj), (9)
where m is the atom mass and pˆi = −i~ ∂∂xi the i-th
particle momentum operator ([xˆi, pˆj ] = i~δij).
The simplest non-trivial model of interacting bosons
in the continuum is the one introduced by Lieb (1963);
Lieb and Liniger (1963), which is obtained from (9) upon
setting Vext(x) = 0 and considering a Dirac-delta inter-
action, Vint(x) = g δ(x). When a transverse external
confinement is considered, an effective one-dimensional
model with Dirac-delta interaction can still be obtained
within a pseudopotential approximation by properly
summing over the virtual excitations of the high-energy
transverse modes (Olshanii, 1998) (cf. Sec. IV.A.2). For
the Lieb-Liniger model the Hamiltonian reads:
Hˆ = − ~
2
2m
N∑
i=1
∂2
∂x2i
+ g
N∑
i<j=1
δ(xi − xj). (10)
It is convenient to parametrize the interaction strength
in this model using the parameter c = mg
~2
which has the
dimension of an inverse length. Thus, c = 0 corresponds
to free bosons while c→ +∞ is the hard-core or Tonks-
Girardeau limit (Girardeau, 1960). As it will be shown in
Sec. III.A, in this limit the model can be solved exactly
by mapping it onto a system of non-interacting fermions.
Moreover, as shown by Lieb and Liniger, the model can
be solved for all values of c using the Bethe ansatz. This
solution is reviewed in Sec. III.B. Gurarie (2006) has
studied a generalization of the Lieb-Liniger model with
Feshbach resonant interactions, which can be approxi-
mately solved by the Bethe ansatz. However, we shall
not review this solution here and refer the reader to the
original paper (Gurarie, 2006).
The Lieb-Liniger model is not the only interacting bo-
son model that can be solved exactly. The following
model
Hˆ = − ~
2
2m
N∑
i=1
∂2
∂x2i
+
N∑
i<j=1
g
(xi − xj)2 , (11)
which was introduced by Calogero (1969) has also this
property. Moreover, Calogero showed that the model
is also solvable when a harmonic potential, i.e., for∑N
i=1 Vext(xˆi) =
1
2mω
2
∑L
i=1 x
2
i , is added to Eq. (11).
The interaction strength in the model (11) is character-
ized by the dimensionless parameter λ, where λ(λ− 1) =
2mg
~2
. Note that the interaction potential in this model
is singular for xi = xj . To deal with this behavior, we
must require that the many-body wavefunction vanishes
when xi = xj , that is, the model describes a system of
hard-core bosons with 1/x2 interactions. For λ = 0, 1,
one recovers the TG gas. This model will be further dis-
cussed in Sec. III.E.
6Furthermore, besides the two types of interactions
leading to the exactly solvable models of Lieb and Liniger
and Calogero, it is also possible to consider other kinds
of interactions that are experimentally relevant. Among
them, three types of interactions play an especially im-
portant role: i) Vint(x) ∼ 1/|x|3 describes a system of
(polarized) dipoles in 1D. Such interaction is relevant
for systems of dipolar ultracold atoms (Griesmaier et al.,
2005) or bosonic molecules. Note that, contrarily to 3D,
this potential is integrable in 1D (i.e.,
∫ +x
−x dx
′ Vint(x′)
converges for large x) and thus it is essentially not dif-
ferent from a short but finite range interaction potential;
ii) The unscreened Coulomb potential Vint(x) ∝ 1/|x|
is relevant for charged systems such as superconducting
wires, Josephson junction arrays, and trapped ion sys-
tems. This potential is nonintegrable even in 1D, and
this leads to some modifications of the properties of the
system at the long wavelengths compared to the case of
short range interactions.
Furthermore, other models that are worth studying
deal with the effect of different kinds of external poten-
tials such as periodic, disorder, or trapping potentials.
The effect of weak periodic potential will be considered
in Sec. VI.A, whereas the effect of a strong periodic po-
tential is best discussed by using the lattice models that
will be introduced in the following section. In both cases,
the potential leads to the existence of bosonic Mott in-
sulators. Disorder potentials are another type that is
relevant for both condensed matter systems, where it ap-
pears naturally, and currently for ultracold atomic sys-
tems, where it is introduced artificially to study its effects
in a much more controlled way. In 1D Bose systems, as
it will be discussed in Sec. VI.B, it can lead to glassy
phases. In addition, in ultracold atomic systems, the
atoms are in the gaseous phase and therefore need to be
contained. As it will briefly be described in Sec. VIII.D,
the confining potential can be either made using laser
light or (time-dependent) magnetic fields, and for small
gas clouds, it can be well approximated by a harmonic
potential, Vext(x) =
1
2mω
2x2. Such a potential makes the
system intrinsically inhomogeneous, and thus can lead to
a quite complicated physics, where different phases co-
exist in the same trap. The effect of the trap will be
discussed in several sections below.
C. Bosons on the lattice in 1D
In the previous section, we have introduced several
models of interacting bosons in the continuum. However,
when the bosons move in a deep periodic potential, e.g.
for Vext(x) = V0 cos(Gx) where V0 is the largest energy
scale in the problem, a more convenient starting point is
to project the Bose field operator on the basis of Wan-
nier orbitals w0(x) belonging to the lowest Bloch band of
Vext(x). Thus,
Ψ(x) ≃
L∑
i=1
w0(x − ia) bˆi, (12)
where a = 2πG is the lattice parameter. In doing the
above approximation, we have neglected the projection
of Ψ(x) on higher bands. Thus, if V0 is decreased, taking
into account the Wannier orbitals of higher bands may
become necessary. Upon inserting (12) into the second
quantized version of Eq. (9), the following Hamiltonian
is obtained:
Hˆ =
L∑
i,j=1

−tij bˆ†i bˆj +
L∑
k,l=1
V intik,jl bˆ
†
i bˆ
†
kbˆj bˆl

 , (13)
where tij = −
∫
dxw∗0(x − ia)Hˆ0(x)w0(x − ja), and
Hˆ0 =
~
2
2m∂
2
x + Vext(x), and V
int
ik,jl =
∫
dxdx′ w∗0(x −
ia)w∗(x′ − ka)V intint (x − x′)w0(x′ − ja)w0(x − la). When
the boundary conditions are periodic, we must further
require that bˆ†L+1 = bˆ
†
1 and bˆL+1 = bˆ1. For a deep lattice
potential, it is possible to further simplify this model be-
cause in this limit, the orbitals w0(x − ia) are strongly
localized about x = ia and it is sufficient to retain only
the diagonal as well as nearest neighbor terms, which
leads to the extended Hubbard model:
HˆEBHM =
L∑
i=1
[
−t
(
bˆ†i bˆi+1 +H.c.
)
− µnˆi
+
U
2
bˆ†i bˆ
†
i bˆibˆi + V nˆinˆi+1
]
, (14)
where nˆi = bˆ
†
i bˆi is the site occupation operator and µ
is the chemical potential. We shall deal with this model
in Sec. VI.A. The fist term is the kinetic energy of the
bosons in the tight binding approximation, while the last
two terms describe an onsite interaction of strength U
and a nearest neighbor interaction of strength V .
When the range of the interaction is small compared
to the lattice parameter a, it is possible to further neglect
the nearest neighbor interaction compared to the onsite
interaction U because the overlap of the Wannier orbitals
in a deep lattice potential makes V small. The resulting
model is known as the Bose-Hubbard model:
HˆBHM =
L∑
i=1
[
−t
(
bˆ†i bˆi+1 +H.c.
)
− µnˆi + U
2
bˆ†i bˆ
†
i bˆibˆi
]
.
(15)
In condensed matter systems, such as Josephson junction
arrays, it is usually difficult to compute t and U from first
principles. However, in cold atomic systems the forms of
the external potential and the atom-atom interaction are
accurately known so that it is possible to compute t and
U from first principles (Bloch et al., 2008).
For finite values of U/t, the Bose-Hubbard model is not
exactly solvable. However, for U/t→ +∞, the sectors of
7the Hilbert space where ni = 0, 1 and ni > 1 decouple
and the model describes a gas of hard-core bosons, which
is the lattice analogue of the TG gas. For this system,
the Hamiltonian reduces to the kinetic energy:
HˆLTG =
L∑
i=1
[
−t (bˆ†i bˆi+1 +H.c.)− µnˆi
]
, (16)
supplemented with the constraint that (bˆ†i )
2|Ψphys〉 =
(bˆi)
2|Ψphys〉 = 0 on all physical states |Ψphys〉. More-
over, as in the continuum case, the model remains exactly
solvable when an external potential of the form Vˆext =∑
i vext(i)nˆi is added to the Hamiltonian. The proper-
ties of the lattice hard-core bosons both for Vˆext = 0,
and for the experimentally relevant case of a harmonic
trap are discussed in Sec. III.A.2. We note in passing
that in dimension higher than one, the lattice gas of hard
core bosons on hypercubic lattice is known rigorously to
possess a BEC condensed ground state (Kennedy et al.,
1988).
When the interactions are long range, such as for
Cooper pairs in Josephson junction arrays, which inter-
act via the Coulomb interaction, or for dipolar ultra-
cold atoms and molecules, neglecting the nearest neigh-
bor interaction V
∑
i nˆinˆi+1 in (14) is not entirely jus-
tified. In some cases, however, U may be sufficiently
large, so that the U → +∞ limit is a reasonable approx-
imation. Under those conditions, the extended Bose-
Hubbard model, Eq. (14), reduces to the so-called t-V
model, whose Hamiltonian reads:
Hˆt−V =
L∑
i=1
[
−t (bˆ†i bˆi+1 +H.c.)− µnˆi + V nˆinˆi+1
]
,
(17)
This model is Bethe-Ansatz solvable and is some-
times also called the quantum lattice gas model
(Yang and Yang, 1966a,b,c). As we will see in the next
subsection, this model is equivalent to an anisotropic
spin- 12 model called the XXZ chain (Orbach, 1958;
Walker, 1959) and to the 6 vertex model of statistical
mechanics (Lieb, 1967). It is convenient to introduce
the dimensionless parameter ∆ = V/(2t) to measure the
strength of the repulsion in units of the hopping.
D. Mappings and various relationships
In 1D, several transformations allow the various mod-
els introduced to be related to one other as well as to
others. We shall explore them in this section. The
first mapping relates a system of hard-core bosons to
a spin- 12 chain (Fisher, 1967; Holstein and Primakoff,
1940; Matsubara and Matsuda, 1956). The latter is de-
scribed by the set of Pauli matrices {σˆxj , σˆyj , σˆzj }Lj=1 (be-
low we shall use σˆ±j = σˆ
x
j ± iσˆyj ), where j is the site in-
dex. The transformation due to Holstein and Primakoff
(1940) reads:2
σˆ+j = bˆ
†
j
√
1− nˆj , σˆ−j =
√
1− nˆj bˆj ,
σˆzj = nˆj − 1/2. (18)
Hence, Eq. (16) maps onto the XX spin-chain model:
Hˆ0 =
L∑
j=1
[
−2t(σˆxj σˆxj+1 + σˆyj σˆyj+1)− µ
(
σz +
1
2
)]
(19)
Furthermore, the nearest neighbor interaction in the t-V
model [cf. Eq. (17)] becomes an Ising interaction:
Hˆint = V
L∑
j=1
(
σˆzj +
1
2
)(
σˆzj+1 +
1
2
)
. (20)
Therefore, the t-V model maps onto the XXZ or
Heisenberg-Ising spin-chain model in a magnetic field,
and spin systems can be seen as faithful experimental
realizations of hard-core boson systems.
Another useful transformation relates S = 12 spins (and
hence hard-core bosons) to spinless fermions. This is
a fairly convenient way of circumventing the hard-core
constraint by means of the Pauli principle. Following
Jordan and Wigner (1928), we introduce the transforma-
tion by relating fermions to spins (Jordan and Wigner,
1928; Katsura, 1962; Lieb et al., 1961; Niemeijer, 1967):
σˆ+j = cˆ
†
j e
−iπ∑m<j cˆ†mcˆm , σˆ−j = e
iπ
∑
m<j cˆ
†
mcˆm cˆj ,
σˆzj = cˆ
†
j cˆj − 1/2, (21)
where {cˆi, cˆ†j} = δij , and otherwise anti-commute, as
corresponds to fermions. By combining the transfor-
mations (21) and (18), Eq. (16) is mapped onto a non-
interacting fermion Hamiltonian:
H0 =
L∑
j=1
[
−t
(
cˆ†j cˆj+1 +H.c.
)
− µc†jcj
]
. (22)
Nevertheless, as given above, the mapping assumes open
boundary conditions. For periodic boundary conditions
bˆ†1bˆL = −cˆ†1cˆL eiπ
∑L
j=1 cˆ
†
j cˆj , (23)
which means that when the total number of particles
N = 〈Nˆ〉, where Nˆ = ∑Lm=1 cˆ†mcˆm commutes with Hˆ ,
in the chain is odd, the fermions obey periodic boundary
conditions, while if N is even, they obey anti-periodic
boundary conditions.
A consequence of the mapping is that, similar to the
situation encountered with TG gas in the continuum, the
2 The Holstein-Primakoff transformation is actually more general
as it can be used for higher S spins and in any dimension.
8spectra and thermodynamics of the lattice TG gas and
the non-interacting fermion model (22) are identical. In
particular, the low energy excitations of the TG gas have
linear dispersion, which contribute a term linear in the
temperature T to the specific heat at low T (see Sec. III
for an extended discussion). In addition, on the lattice it
is also possible to show (see e.g. the appendix in Cazalilla
(2004a)) the equivalence of the Jordan-Wigner approxi-
mation and Girardeau’s Bose-Fermi mapping, which ap-
plies to the many-body wavefunctions of both models and
is reviewed in Sec. III.A.
At low lattice filling, that is, when the number of
particles, N , is very small compared to the number of
lattice sites, L, single particle dispersion of the lattice
model is well approximated by a parabola, i.e., ǫ(k) =
−2t coska ≃ −2t + ~2k22m∗ where m∗ = ~2/(2a2t) is the
lattice effective mass. The TG gas of hard-core bosons
in the continuum is thus recovered. Indeed, by carefully
taking the low-filling limit of the Bose-Hubbard model
(15), it is also possible to recover the Lieb-Liniger model
(10) and hence, in the limit U/t≫ 1, the leading correc-
tions of O(t/U) to the lattice TG Hamiltonian. These
corrections can be then used to compute various ther-
modynamic quantities of the lattice and continuum TG
gases (Cazalilla, 2003). In the low-filling limit, the correc-
tions yield an attractive interaction between the Jordan-
Wigner fermions, which is a particular case of the map-
ping found by Cheon and Shigehara (1999) between the
Lieb-Liniger model and a model of spinless fermions with
(momentum-dependent) attractive interactions.
In the opposite limit of large lattice filling (i.e., n0 =
N/L≫ 1), the following representation:
bˆ†j =
√
nˆje
−iθˆj , and bˆj = eiθˆj
√
nˆj . (24)
in terms of the onsite particle-number (nˆj) and phase
(θˆj) operators becomes useful. The phase operator θˆj
is defined as the canonical conjugate of nˆj , that is, we
assume that
[
nˆj, θˆj
]
= iδij . Hence, nˆj = i
∂
∂θj
and the
many-body wavefunctions become functions of the set
of angles {θj}Lj=1 where θi ∈ [0, 2π). The angle nature
of the θj stems from the discreteness of the eigenvalues
of nˆj . The operator e
iθˆj decreases the eigenvalue of nˆj
by one, just like bˆj does, but if repeatedly applied to a
eigenstate with small eigenvalue, it will yield unphysical
states with negative eigenvalues of nˆj . Indeed, this is one
of the problems usually encountered when working with
θˆj . However, when the mean lattice filling 〈nˆj〉 = n0 ≫ 1
these problems become less serious.
Using (24), the kinetic energy term in
the Bose-Hubbard model (15) becomes
−t∑j(√nˆj+1ei(θˆj−θˆj+1)√nˆj + H.c.). In addition, the
interaction energy and chemical potential can be written
as:
∑
j
[
U
2 bˆ
†
j bˆ
†
j bˆj bˆj − µnˆj
]
=
∑
j
[
U
2 Nˆ
2
j − δµNˆj
]
, where
Nˆj = nˆj − 〈nˆj〉 = nˆj − n0 = i ∂∂θj and δµ is the deviation
of the chemical potential from the value for which
〈nˆj〉 = n0. If the fluctuations of Nˆj are small, which is
the case provided U ≫ tn0, nˆj can be replaced by n0
and thus the following Hamiltonian is obtained:
Hˆ =
L∑
j=1
[
−EJ cos(θˆj − θˆj+1) + EC
2
Nˆ2j − δµNˆj
]
, (25)
where EJ = 2n0t, EC = U . In the case of arrays of
Josephson junctions (cf. Sec. VIII), the interaction is the
long-range Coulomb potential, and a more realistic model
is obtained by replacing EC2
∑
j Nˆ
2
j by
∑
ij VijNˆiNˆj ,
where Vij is a function of |i− j|.
Interestingly, when formulated in the language of the
Feynman path integral, the model in Eq. (25) with δµ = 0
provides a particular example of a general relationship
between some models of quantum bosons in 1D and some
classical systems in 2D. As pointed out by Feynman
(1972), the partition function Z = Tr e−βHˆ (β = 1kBT ,
with kB being the Boltzmann constant) of a quantum
system can be written as a sum over all system configu-
rations weighted by e−S , where S is the analytic contin-
uation of the classical action to imaginary time τE . For
the model in Eq. (25), Z =
∫ ∏L
j=1 [dθj ] e
−S[θj], where
[dθj ] stands for the integration measure over all possible
configurations of the angle θj , and S[θj ] is given by:
S[θj ] =
L∑
j=1
∫ ~β
0
dτE
[
~θ˙2j
2EC
− EJ
~
cos (θj+1 − θj)
]
.
(26)
where θj =
dθj
dτE
. The term proportional to θ˙2j in
(26) plays the role of the kinetic energy, and stems
from the operator EC Nˆ
2
j /2 in the Hamiltonian, where
Nˆj = i
∂
∂θj
plays the role of the momentum. Indeed,
in certain applications, such as e.g. the computational
methods to be discussed in Sec. IV, it is sometimes
useful to discretize the integral over τ . A convenient
discretization of the term ∝ ∑j θ˙2j /2 is provided by
−∑j,τT cos (θj,τE+∆τE − θj,τ ). By suitably choosing the
units of the ‘lattice parameter’ ∆τ , the partition function
corresponding to (26) can be related to that of classical
XY model. The latter describes a set of planar classical
spins Sr = (cos θr, sin θr) interacting ferromagnetically
on a square lattice and its classical Hamiltonian reads:
HXY = −J¯
∑
〈r,r′〉
Sr · Sr′ = −J¯
∑
〈r,r′〉
cos (θr − θr′) . (27)
where r = (j, τE∆τE ), and 〈r, r′〉 means that the sum runs
over nearest neighbor sites only. Assuming that θr varies
slowly with r, we may be tempted to take a continuum
limit of the XY model, where − cos (θr − θr′) is replaced
by 12
∑
〈r,r′〉 (θr − θr′)2 = 12
∫
dr (∇rθ)2. Indeed, this
procedure seems to imply that this model (and the equiv-
alent quantum model of Eq. (26)) are always superfluids
with linearly dispersing excitations in the quantum case.
However, this conclusion is incorrect as the continuum
9limit neglects the existence of non-smooth configurations
of θr, which are topological excitations corresponding to
vortices of the classicalXY model and to quantum phase
slips in 1D quantum models. The correct way of taking
the continuum limit of models like (25) or its ancestor,
the Bose-Hubbard model, will be described in Sec. V,
where the bosonization method is reviewed.
To sum up, we have seen that, equipped with the
knowledge about a handful of 1D models, it is possible to
analyze a wide range of phenomena, which extend even
beyond 1D to 2D Classical Statistical Mechanics. In the
following, we begin our tour of 1D systems by studying
the exactly solvable models, for which a rather compre-
hensive picture can be obtained.
III. EXACT SOLUTIONS
A. The Tonks-Girardeau (hard-core boson) gas
Let us first consider the Tonks-Girardeau (TG) model
corresponding to the limit c → +∞ of Eq. (10). In
this limit, the exact ground state energy was first ob-
tained in Bijl (1936) and explicitly derived in Nagamiya
(1940). The infinitely strong contact repulsion between
the bosons imposes a constraint in the form that any
many-body wavefunction of the TG gas must vanish ev-
ery time two particle meet at the same point. As first
pointed out by Girardeau (1960), this constraint can be
implemented by writing the wavefunction ψB(x1, . . .) as
follows:
ψB(x1, . . . , xN ) = S(x1, . . . , xN ) ψF (x1, . . . , xN ), (28)
where S(x1, . . . , xN ) =
∏N
i>j=1 sign(xi − xj) and
ψF (x1, . . .) is the many-body wavefunction of a (ficti-
tious) gas of spinless fermions. Note that the function
S(x1, . . .) compensates the sign change of ψF (x1, . . .)
when any two particles are exchanged and thus yields
a wavefunction obeying Bose statistics. Furthermore,
eigenstates must satisfy the non-interacting Schro¨dinger
equation when all N coordinates are different. Hence,
in the absence of an external potential, and on a ring of
circumference L with periodic boundary conditions (i.e.,
ψB(x1, . . . , xj + L, . . . , xN ) = ψB(x1, . . . , xj , . . . , xN )),
the (unnormalized) ground state wavefunction has the
Bijl-Jastrow form:
ψ0B(x1, . . . , xN ) ∝
∏
i<j
sin
π
L
|xi − xj |. (29)
This form of the ground state wavefunction is generic of
various 1D models in the limit of infinitely strong repul-
sion and of the Calogero-Sutherland model as we will
see later. The ground state energy of the TG gas is
then E = ~
2(πρ0)
2
6πm where ρ0 = N/L is the mean parti-
cle density; and the energy of the lowest excited state is:
E(q) ∼ ~2πρ0m |q| for |q| ≪ πρ0 suggesting a linear phonon
spectrum. Like the free Fermi gas, the TG gas has a fi-
nite compressibility at T = 0 and a specific heat linear in
temperature. As we will see in Sec. V, these properties
are not limited to the case of infinite contact repulsion
but are generic features of interacting 1D bosons.
1. Correlation functions in the continuum
Besides thermodynamic properties, the mapping of
(28) also allows the calculation of the correlation func-
tions of the TG gas. Since Eq. (28) implies that the
probability of finding particles at given positions is the
same in the TG and in the free spinless Fermi gases,
all the density correlation functions of both gases are
identical. In particular, the pair correlation function,
D2(x) = 〈ρ(x)ρ(0)〉/ρ20 is given:
D2(x) = 1−
[
sin(πρ0x)
πρ0x
]2
. (30)
However, computing the one-particle density matrix,
g1(x, y) =
∫ N∏
i=2
dxi ψ
∗
B(x, . . . xN )ψB(y, . . . xN ), (31)
is considerably more involved. Upon inserting (28) into
Eq. (31) we see that the sign functions do not cancel out
and therefore the bosonic and fermionic correlations are
not anymore identical.
Nevertheless, it can be shown (Schultz, 1963) that
g1(x, y) can be expressed as the Fredholm determinant
of a linear integral equation (Tricomi, 1985). Another
representation (Lenard, 1964) of g1(x, y) is in terms
of a Toeplitz determinant. Such determinants have
been thoroughly studied in relation to the 2D Ising
model (Szego, 1952; Wu, 1966). The asymptotic long-
distance behavior of the Toeplitz determinant can be ob-
tained (Ovchinnikov, 2009) from the Fisher-Hartwig the-
orem (Fisher and Hartwig, 1968), which yields:
g1(x) = ρ0G
4(3/2)
[
1
2ρ0L| sin(πx/L)|
]1/2
, (32)
where G(z) is Barnes’ G function; G(3/2) =
A−3/2π1/4e1/821/24; A = 1.28242712 . . . is Glaisher’s con-
stant. Thus, G4(3/2) = 1.306991 . . .. In the thermody-
namic limit, a more complete asymptotic expression is
available (Gangardt, 2004; Vaidya and Tracy, 1979a,b):
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g1(x) =
ρ∞
|πρ0x|1/2
[
1− 1
8
(
cos(2πρ0x) +
1
4
)
1
(πρ0x)2
− 3
16
sin(2πρ0x)
(πρ0x)3
+
33
2048
1
(πρ0x)4
+
93
256
cos(2πρ0x)
256(πρ0x)4
+ . . .
]
,
(33)
where ρ∞ = G(3/2)4/
√
2 = πe1/22−1/3A−6. The leading
term of (33) agrees with (32) for L→∞. The slow power
law decay of g1(x) at long distances leads to a divergence
in the momentum distribution: n(k) ∼ |k|−1/2 for k → 0.
The lack of a Delta function at k = 0 in n(k) implies the
absence of BEC. However, the ∼ k−1/2 divergence can
be viewed as a remnant of the tendency of the system to
form a BEC. The power-law behavior of g1(x) as |x| → ∞
(or n(k) as k → 0) is often referred to as quasi-long range
order.
Alternative ways of deriving the g1(x) follow from the
analogy (Lenard, 1964) between the ground state wave-
function of the TG gas and the distribution of eigenval-
ues of random matrices (Mehta, 2004) from the circu-
lar unitary ensemble (CUE). It is also possible to show
(Forrester et al., 2003a; Jimbo et al., 1980) that the den-
sity matrix of the TG gas satisfies the Painleve´ V nonlin-
ear second order differential equation (Ince, 1956). Fur-
thermore, the Fredholm determinant representation can
be generalized to finite temperature (Lenard, 1966).
The asymptotic expansion of the one-particle den-
sity matrix function at finite temperature in the grand-
canonical ensemble has been derived (Its et al., 1991).
Asymptotically with distance, it decays exponentially,
and, for µ > 0, the dominant term reads:
g1(x, 0, β) ∼
√
2mβ−1
π~
ρ∞e−2|x|/rcF (βµ) , (34)
where β−1 = kBT and ρ∞ is the same constant as in
Eq. (33), the correlation radius rc is given by
r−1c =
√
2mβ−1
2π~
∫ ∞
−∞
dλ ln
∣∣∣∣∣e
λ2−βµ + 1
eλ2−βµ − 1
∣∣∣∣∣ , (35)
whereas F (u) is a regular function of u = βµ given by:
F (u) = exp
[
−1
2
∫ ∞
u
dσ
(
dc
dσ
)2]
, (36)
c(σ) =
1
π
∫ ∞
−∞
dλ ln
∣∣∣∣∣e
λ2−σ + 1
eλ2−σ − 1
∣∣∣∣∣ .
Two regimes can be distinguished: For 0 < βµ ≪ 1, the
correlation length rc is just proportional to the De Broglie
thermal length
√
2mβ−1
~
. For 1≪ βµ, the integral in (35)
is dominated by λ in the vicinity of ±√βµ. By lineariz-
ing λ2 in the vicinity of these points, the integral can be
shown to be proportional to (βµ)−1/2. As a result, one
obtains rc ∼ ~vFβ (where vF = ~πρ0m is the Fermi veloc-
ity) for a degenerate TG gas. For the one-particle Green’s
function, G<B(x, τ ;β) = 〈Ψˆ†(x, τ)Ψˆ(0, 0)〉 Korepin et al.
(1993) showed that:
G<B(x, τ ;β) ∝ exp
[∫ ∞
−∞
dk
2π
∣∣∣∣x+ t~km
∣∣∣∣ ln
∣∣∣∣∣e
β ~
2k2
2m −βµ − 1
eβ
~2k2
2m −βµ + 1
∣∣∣∣∣
]
.
(37)
For 1≪ βµ, one can use the previous expansion of the in-
tegrand around the points k = ±kF = ±
√
2mµ/~, which
gives G<B((x, τ ;β) ∝ exp[− π4β~vF (|x − vF t|+ |x + vF t|)].
These results can be also recovered by using the field
theoretic approach reviewed in Sec. V.
So far, we have dealt with the homogeneous TG gas,
which can be relevant for condensed matter systems.
However, ultracold atomic gases are confined by inho-
mogeneous potentials. Fortunately, as mentioned in
Sec. II.B, the TG gas remains solvable even in the pres-
ence of an external potential.
The Bose-Fermi mapping, Eq. (28), is still valid in
the presence of any external confining potential, Vext(x).
However, the eigenstates are constructed from the Slater
determinants:
ψF (x1, . . . , xN ) =
1√
N !
n=N−1,j=N
det
n=0,j=1
ϕn(xj), (38)
where ϕn(xj) are the eigenfunctions of the non-
interacting Schro¨dinger equation in the presence of
Vext(x). Considerable simplification results from the fact
that the confining potential in experiments is, to a good
approximation, harmonic: Vext(x) =
1
2mω
2x2. Using
(38) and (28), the eigenfunctions of many-body Hamil-
tonian are constructed from the harmonic oscillator or-
bitals: ϕn(x) =
Hn(x/ℓHO)√
2nn!ℓHO
√
π
e−x
2/2ℓ2HO , where Hn(z) are
the Hermite polynomials and ℓHO =
√
~/(mω) the oscil-
lator length (in what follows and unless otherwise stated,
all lengths are measured in units where ℓHO = 1), which
yields the following ground state wavefunction:
ψ0B(x1, . . . , xN ) = C
−1/2
N
N∏
k=1
e−x
2
k/2
N∏
i>j=1
|xi − xj |, (39)
where CN = N !
∏N−1
n=0 2
−n√π n!. Also in this case, the
special form of the mapping (28) implies that the den-
sity profile and density correlations of the harmonically
trapped TG gas are identical to those of a harmonically
trapped gas of non-interacting spinless fermions. The lat-
ter have been studied in detail (Brack and van Zyl, 2001;
Vignolo et al., 2000) and will not be review here. Instead,
we focus on the off-diagonal correlations and the momen-
tum distribution which, as in the homogeneous case, are
different for the Fermi and TG gases.
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The one-particle density matrix, g1(x, y), can be
obtained evaluating the (N -1)-dimensional integral in
(31) using (39). From this result, we can obtain
the natural orbitals (cf. section II.A), which obey∫
dy g1(x, y)φα(y) = Nα φα(x), as well as the momen-
tum distribution: n(k) = 12π
∫
dx dy g1(x, y) e
ik(x−y).
In the ground state, N0 is the largest eigenvalue, fol-
lowed by N1, etc. As discussed in Sec. II.A, when the
system exhibits BEC, N0 is of O(N) (Leggett, 2001;
Penrose and Onsager, 1956). Furthermore, note that,
because the trapped system is not translationally invari-
ant, Nα and n(k) are not proportional to each other.
In other words, the natural orbitals φα(x) are not plane
waves.
For small harmonically trapped systems, g1(x, y) was
first computed by Girardeau et al. (2001); Lapeyre et al.
(2001). To obtain the thermodynamic limit scaling of
n(k = 0) and N0 with N , Papenbrock (2003) studied
g1(x, y) for larger systems by writing the integrals in (31)
in terms of an integration measure that is identical to
the joint probability density for eigenvalues of (N − 1)-
dimensional random matrices from the Gaussian unitary
ensemble (GUE), and expressed the measure in terms of
harmonic oscillator orbitals. This enabled the computa-
tion of g1(x, y) in terms of determinants of the (N − 1)-
dimensional matrices:
g1(x, y) =
2N−1e−(x
2+y2)/2
√
π(N − 1)!
m,n=N−2
det
m,n=0
[Bm,n(x, y)],
Bm,n(x, y) =
∫ ∞
−∞
dz|z − x||z − y|ϕm(z)ϕn(z). (40)
The form of g1(x, y) above and its relation to the GUE
had earlier been discussed by Forrester et al. (2003a).
Equation (40) allowed Papenbrock (2003) to study
g1(x, y) and n(k) for up to N = 160. The leading N
behavior of n(k = 0) was found to be n(k = 0) ∝ N .
The behavior of λ0 was then inferred from the result
for n(k = 0) and a scaling argument, which resulted in
N0 ∝
√
N .
A detailed study of the lowest natural orbitals and
their occupations Nα in a harmonic trap was given by
Forrester et al. (2003b). Using a numerical approach
based on an expression similar to Eq. (40), they com-
puted g1(x, y) and obtained the natural orbitals by a
quadrature method up to N = 30. By fitting the re-
sults of the two lowest natural orbitals (α = 0, 1) to a
law Nα = aN
p + b+ cN−q, they found that
N0 = 1.43
√
N − 0.56 + 0.12N−2/3
N1 = 0.61
√
N − 0.56 + 0.12N−4/3. (41)
Furthermore, a mapping to a classical Coulomb gas al-
lowed Forrester et al. (2003b) to obtain an asymptotic
expression for g1(x, y) of the harmonically trapped TG
gas in the limit of large N . Their result reads:
g1(x, y) = N
1/2G
4(3/2)
π
(1− x2)1/8(1− y2)1/8
|x− y|1/2 . (42)
This expression shows that g1(x, y) in the trap exhibits
a power-law decay similar to the one found in homoge-
neous systems. Using a scaling argument the behav-
ior of Nα=0,1 can be obtained from Eq. (42), which
reproduces the leading behavior obtained numerically
[Eq. (41)]. In addition, the one-particle density matrix
in harmonic traps was also studied by Gangardt (2004)
using a modification of the replica trick. The leading or-
der in N obtained by Gangardt agrees with (42), and his
method further allows to obtain the finite-size corrections
to Eq. (42). Indeed, the leading corrections in the trap
and homogeneous systems (cf. Eq. 33) are identical.
Another quantity of interest is the momentum distribu-
tion, n(k). Whereas the small k behavior can be obtained
from the asymptotic formula (42), the large k asymp-
totics gives information about short distance one-particle
correlations not captured by Eq. (42). For two hard-core
bosons in a harmonic trap, Minguzzi et al. (2002) found
that n(k → +∞) ∼ k−4. Since the singularities arising
in the integrals involved also appear in the many-body
case, this behavior was believed to hold for arbitrary N .
Similar results were obtained numerically for up to eight
particles in harmonic traps (Lapeyre et al., 2001) and an-
alytically, using asymptotic expansions, for homogeneous
systems (Forrester et al., 2003b).
Olshanii and Dunjko (2003) later showed that the tail
∼ k−4 is a generic feature of delta-function interactions,
i.e., it applies to the Lieb-Liniger model at all values of
the dimensionless parameter γ = c/ρ0. The behavior can
be traced back to the kink in the first derivative of the
exact eigenstates at the point where two particles meet.
For homogeneous systems (Olshanii and Dunjko, 2003):
n(k →∞) = 1
~ρ0
γ2e′(γ)
2π
(
~ρ0
k
)4
, (43)
where the calculation of e(γ) is discussed in Sec. III.B,
and n(k) is normalized so that
∫
dk n(k) = 1. Further
results for harmonically trapped systems were obtained
by means of the local density approximation (LDA). In
trapped systems, n(k → ∞) ∼ ΩHO(~ρ00)3/k4, where
ΩHO is a dimensionless quantity and ρ0(x = 0) is the
density at the trap center. Numerical results for ΩHO
for different values of γ0 (where γ0 is the γ parameter
in the center of the trap) are shown in Fig. 1. Based
on the observed behavior of ΩHO, Olshanii and Dunjko
(2003) proposed that measuring the high-k tail of n(k)
allows one to identify the transition between the weakly
interacting Thomas-Fermi and the strongly interacting
Tonks-Girardeau regimes.
A straightforward and efficient approach to comput-
ing the one-particle density matrix of hard-core bosons
in generic potentials in and out of equilibrium was intro-
duced by Pezer and Buljan (2007). Indeed, g1(x, y, τ) =
〈Ψ†(x, τ)Ψ(y, τ)〉 (notice the addition of the depen-
dence on time τ) can be written in terms of the so-
lutions (ϕi(x, τ)) of the single-particle time-dependent
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Scho¨rdinger equation relevant to the problem:
g1(x, y, τ) =
N−1∑
i,j=0
ϕ∗i (x, τ)Aij(x, y, τ)ϕj(y, τ), (44)
where, from the general definition of the many-body
Tonks-Girardeau wave-function [Eq. (38)] and of the one-
particle density matrix [Eq. (31)], one can write
A(x, y, τ) = (detM) (M−1)T , (45)
where Mij(x, y, τ) = δij − 2
∫ y
x dx
′ϕ∗i (x
′, τ)ϕj(x′, τ) (no-
tice that x < y without loss of generality). This ap-
proach has allowed the study of hard-core boson systems
out of equilibrium (Buljan et al., 2007; Pezer and Buljan,
2007) and was generalized to study hard-core anyons by
del Campo (2008).
2. Correlation functions on the lattice
As it was briefly mentioned in Sec. II.D, for hard-
core bosons on the lattice, the Jordan-Wigner transfor-
mation, Eq. (21), plays the role of Girardeau’s Bose-
Fermi mapping (28). Thus, as in continuum case, the
spectrum, thermodynamic functions and the correlation
function of the operator nˆj are identical to those of the
non-interacting spinless lattice Fermi gas. However, the
calculation of the one-particle density matrix is still a
non-trivial problem requiring similar methods to those
reviewed in Sec. III.A.1.
Using the Holstein-Primakoff transformation (18),
the one-particle density matrix g1(m − n) = 〈bˆ†mbˆn〉
can be expressed in terms of spin correlation func-
tions (Barouch and McCoy, 1971a,b; Barouch et al.,
1970; Johnson and McCoy, 1971; McCoy et al., 1971;
Ovchinnikov, 2002, 2004): g1(m − n) = 〈σˆ+mσˆ−n 〉 =
〈σˆxmσˆxn〉 + 〈σˆymσˆyn〉 = 2〈σˆxmσˆxn〉 (note that 〈σˆxnσˆym〉 = 0
and 〈σˆxnσˆxm〉 = 〈σˆynσˆym〉 by the U(1) symmetry of the XX
model). Thus, let us consider the following set of cor-
relation functions: Sνν(n−m, τ) = 〈σˆνm(τ)σˆνn(τ)〉 where
ν = x, y, z. We first note that (Lieb et al., 1961):
eiπcˆ
†
mcˆm = 1− 2cˆ†mcˆm = AˆmBˆm, (46)
where Aˆm = cˆ
†
m + cˆm and Bˆm = cˆ
†
m − cˆm. Hence,
Sxx(l −m) = 1
4
〈BˆlAˆl+1Bˆl+1 . . . Aˆm−1Bˆm−1Aˆm〉
Syy(l −m) = 1
4
(−1)l−m〈AˆlBˆl+1Aˆl+1 . . . Bˆm−1Aˆm−1Bˆm〉
Szz(l −m) = 1
4
〈AˆlBˆlAˆmBˆm〉. (47)
Using Wick’s theorem (Barouch and McCoy, 1971a;
Caianiello and Fubini, 1952), these expectation values
are reduced to Pfaffians (Itzykson and Zuber, 1980). At
zero temperature, the correlators over the partially filled
Fermi sea have the following form 〈ΨF |AˆlAˆm|ΨF 〉 = 0,
〈ΨF |BˆlBˆm|ΨF 〉 = 0, and 〈ΨF |BˆlAˆm|ΨF 〉 = 2G0(l −m),
where G0(R) = 〈ΨF |cˆ†m+Rcˆm|ΨF 〉 is the free-fermion
one-particle correlation function on a finite chain. The
Pfaffians in Eq. (48) then reduce to the Toeplitz deter-
minant (Lieb et al., 1961) of a R × R matrix: G(R) =
detlm[2G0(l −m− 1)], l,m = 1, . . . , R. Thus,
Sxx(R) =
1
4
G−1 G−2 . . . G−R
G0 G−1 . . . G−R+1
. . . . . .
. . . . . .
. . . . . .
GR−2 GR−3 .. G−1
. (48)
By taking the continuum limit of Eq. (48) as explained
in Sec.II.C, the Toeplitz determinant representation of
the continuum TG gas is recovered. For a half-filled
lattice with an even number of sites L and a number
of particles N = L/2 odd (Ovchinnikov, 2004), the
free fermion density-matrix G0(l) =
sin(πl/2)
L sin(πl/L) , so that
G0(l) = 0 for even l, and the Toeplitz determinant (48)
can be further simplified to yield Sxx(R) =
1
2 (CN/2)
2
(for even R), Sxx(R) = − 12C(R−1)/2G(R+1)/2 (for odd
N), where CR is the determinant of the R × R matrix:
CR = detlm((−1)l−mG0(2l− 2m− 1)), l,m = 1, . . . , R.
On a finite chain and for odd N , CR is a Cauchy de-
terminant, showed by Ovchinnikov (2002) to yield:
CR =
(
2
π
)R R−1∏
k=1

 sin
(
π(2k)
L
)2
sin
(
π(2k+1)
L
)
sin
(
π(2k−1)
L
)


R−k
.
(49)
In the thermodynamic limit, Eq. (49) reduces to
CR = (2/π)
R
R−1∏
k=1
(
4k2
4k2 − 1
)R−k
, (50)
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and hence the one-body density matrix,
g1(R) = 2Sxx(R) ∼ 2C0√
π
(
1
R1/2
− (−1)
R
8R5/2
)
(51)
for large R, where 2C0/
√
π = 0.588352 . . . can be ex-
pressed in terms of Glaisher’s constant (McCoy, 1968;
Ovchinnikov, 2004; Wu, 1966). Thus, also in this case,
the one-particle density matrix of the bosons decays as a
power law, indicating the absence of a BEC at T = 0. For
positive temperature, the power law behavior is replaced
by an exponential decay (Its et al., 1993).
Next, we turn to the dynamical correlations,
G<νν(R, τ) = 〈ei~Hτ/~σˆνme−iHˆτ/~σˆνm+R〉, ν = x, y. To ob-
tain these objects, it is convenient to consider the four
spin correlator (McCoy et al., 1971; Vaidya and Tracy,
1978):
Cνν(R, τ,N) = 〈σˆν1+N2 (τ)σˆ
ν
1−R+N (τ)σˆ
ν
1 (0)σˆ
ν
1−R+N2 (0)〉,
(52)
which is obtained by evaluating a Pfaffian (Lieb et al.,
1961; McCoy et al., 1971). From the cluster property,
lim
N→∞
Cνν(R, τ,N) =
[
G<νν(R, τ)
]2
. (53)
G<νν(R, τ) can be obtained. The long-time behav-
ior of the one-particle Green’s function G<B(R, τ) =
〈bˆ†n+R(τ)bˆn(0)〉 was computed in (Mu¨ller and Shrock,
1983, 1984) for R = 0 following a method due to
McCoy et al. (1983a,b). These authors found that
G<B(0, τ) ∼ (iτ)−1/2. When comparing this result with
Eq. (51), we see that the leading asymptotic behavior is
controlled by the same exponent (= 12 ) both in space and
time. This is a consequence of the conformal invariance of
the underlying field theory (see Sect. V and (Giamarchi,
2004; Gogolin et al., 1999) for an extended discussion)
At finite temperature, the asymptotic behavior of the
Green’s function has been obtained by Its et al. (1993):
G<B(R, τ) ∼ exp
[
|R|
∫ π
−π
dk
2π
ln |tanhβ (µ− 2t cosk)|
]
,
(54)
in the space-like regime (for |R| > 4τt
~
, β = 1kBT ), and
G<B(R, τ)∼ τ2(ν
2
++ν
2
−) exp
[ ∫ π
−π
dk
2π
|R− 4τ sin k|
× ln |tanhβ (µ− 2t cosk)|
]
, (55)
in the time-like regime (for |R| < 4τt/~), where
ν± =
1
2π
ln |tanhβ (−µ∓ 2 cosp0)| , (56)
where p0 is defined by the equation sin p0 = |R|~/4τt.
For βµ≫ 1 and |µ/t| < 2, one can expand in the vicinity
of ±kF = πn0 such that µ = 2t cos kF , and obtain that
the correlation functions (54) and (55) decay exponen-
tially with x on a lengthscale π4β~vF , as found previously
in the continuum case. For infinite temperature, the
correlation functions are local and gaussian (Sur et al.,
1975).
Finally, we shall consider the effects of a trapping po-
tential. As it will be discussed Sec. VIII, using a deep
periodic potential generated by an optical lattice provides
us with a powerful tool to reach the strongly correlated
regime where the system behaves essentially as a lattice
TG gas in the presence of a trap (Paredes et al., 2004).
Like in the continuum case, the lattice TG gas re-
mains exactly solvable when an external potential Vˆext
is added to HˆLTG (Eq. 16). For the experimentally rele-
vant harmonic potential, the Jordan-Wigner transforma-
tion maps the model described by HˆLTG + Vˆext to the
following fermionic Hamiltonian:
HˆF =
∑
j
[
−t
(
cˆ†j cˆj+1 +H.c.
)
+ (V x2i − µ)nˆj
]
, (57)
where xi = ia, a being the lattice parameter and V the
curvature of the trapping potential. The above Hamil-
tonian can be easily diagonalized since it is quadratic.
Using the single-particle eigenstates of (57), the momen-
tum distribution n(k) can be computed using Toeplitz
determinants (Paredes et al., 2004), as explained be-
fore. In addition, an alternative and computationally
more efficient way of calculating one-particle correlations
in the lattice, for arbitrary external potentials, was in-
troduced by Rigol and Muramatsu (2004, 2005c). As
above, the one-particle density matrix is expressed in
term of spin operators g1(i, j) = 〈bˆ†i bˆj〉 = 〈σˆ+i σˆ−j 〉 =
δij+(−1)δij〈σˆ−j σˆ+i 〉. Hence, in order to determine g1(i, j)
it suffices to calculate:
G(i, j) = 〈σˆ−i σˆ+j 〉 = 〈ΨF |
i−1∏
β=1
eiπcˆ
†
β cˆβ cˆicˆ
†
j
j−1∏
γ=1
e−iπcˆ
†
γ cˆγ |ΨF 〉
=det
[(
Pi
)†
Pj
]
, (58)
where |ΨF 〉 =
∏N
κ=1
∑L
̺=1 P̺κcˆ
†
̺ |0〉 is the Slater deter-
minant corresponding to the fermion ground state in the
trap, and (Pα)L,N+1, with α = i, j is obtained using
properties of Slater determinants and written as
Pα̺κ =


−P̺κ for ̺ < α, κ = 1, . . . , N
P̺κ for ̺ ≥ α, κ = 1, . . . , N
δα̺ for κ = N + 1
. (59)
From Eq. (58), G(i, j), and hence g1(i, j), are com-
puted numerically. This method has the additional
advantage that it can be easily generalized to study
off-diagonal correlations in systems out of equilibrium
(Rigol and Muramatsu, 2005b). It has also been gen-
eralized to study hard-core anyons by Hao et al. (2009).
To discuss the properties of the trapped gas, it is con-
venient to define a the length scale determined by the
confining potential in Eq. (57): ζ = (V/t)
−1/2
. We also
define the ‘characteristic’ density ρ˜ = Na/ζ, which is a
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FIG. 2 One-particle density matrix of trapped hard-core
bosons vs |i−j| (i located in the center of the trap) for systems
with N = 1000, ρ˜ = 2.0, n0 = 0.75 (dotted line), N = 100,
ρ˜ = 4.47×10−3, n0 = 0.03 (dashed-dotted line), and N = 11,
ρ˜ = 2.46 × 10−5, n0 = 2.3 × 10−3 (dashed line), where n0 is
the filling of the central cite. The abrupt reduction of g1(i, j)
occurs when nj → 0. Thin continuous lines correspond to
power laws |i− j|−1/2. The inset shows N0 vs N for systems
with ρ˜ = 1.0 (©). The straight line exhibits
√
N behavior
(Rigol and Muramatsu, 2005c).
dimensionless quantity (a is the lattice parameter) that
plays a similar role to the mean filling n0 in homoge-
neous systems (Rigol and Muramatsu, 2004, 2005c). For
ρ˜ > 2.68 an incompressible plateau with n0 = 1 is always
present at the trap center.
A detailed study of g1(i, j), the lowest natural orbitals
and their occupations, and the scaled momentum dis-
tribution function, revealed that, in the regions where
ni < 1, their behavior is very similar to the one observed
in the continuum trapped case (Rigol and Muramatsu,
2004, 2005c). One-particle correlations were found to
decay as a power-law, g1(i, j) ∼ |i − j|−1/2, at long dis-
tances (see the main panel in Fig. 2), with a weak de-
pendence on the density (discussed in Sec. IV.B.3). As a
consequence of that power-law decay, the leading N be-
havior of N0 and n
′
k=0 was found, both numerically and
by scaling arguments, to be N0 ∝
√
N (see the inset in
Fig. 2) and n′k=0 ∝
√
N , with proportionality constants
that are only functions of ρ˜. On the other hand, the
high-α and high-k asymptotics of the occupation of the
natural orbitals and of the momentum distribution func-
tion, respectively, are not universal for arbitrary fillings.
However, at very low filling, universal power-law decays
Nα ∝ α−4 and n′(k) ∝ k−4 were found in the lattice TG
(Rigol and Muramatsu, 2004), in agreement with what
was discussed for the TG gas in the continuum.
Finite temperatures in experiments have dramatic ef-
fects in the long distance behavior of correlations in 1D
systems. For the trapped TG gas in a lattice, exact re-
sults for g1(i, j), the natural orbitals and their occupa-
tions, as well as the momentum distribution function,
can be obtained in the grand canonical ensemble (Rigol,
2005). Like in the homogeneous case, the power-law be-
havior displayed in Fig. 2 is replaced by an exponen-
tial decay, which implies that n(k = 0) ∼ O(1) and
N0 ∼ O(1) at finite T . As a result, the behavior of
n(k) at low momenta is very sensitive to the value of T .
Hence, it can be used as a sensitive probe for thermome-
try (Rigol, 2005). More recent studies of the momentum
distribution of the trapped lattice TG gas at finite T
have suggested that it can be well approximated by a
Le´vy distribution (Ponomarev et al., 2010).
B. The Lieb-Liniger model
Let us now turn to the more general Lieb-Liniger
model, Eq. (10). The model is integrable (Lieb, 1963;
Lieb and Liniger, 1963) by the Bethe Ansatz, i.e., its
eigenfunctions are of the form:
ψB(x1, . . . , xN ) =
∑
P
A(P )ei
∑
n kP(n)xn , (60)
for x1 < x2 < . . . < xN where the P ’s are the N ! possi-
ble permutations of the set {1, . . . , N}. The value of the
wavefunction ψB(x1, . . .) when the condition x1 < x2 <
. . . < xN is not satisfied is obtained from the symmetry of
the wavefunction under permutation of the particle coor-
dinates. The physical interpretation of the Bethe Ansatz
wavefunction is the following. When the particle coordi-
nates are all distinct, the potential energy term in (10)
vanishes, and the Hamiltonian reduces to that of a sys-
tem of non-interacting particles. Thus, the eigenstates
of the Hamiltonian can be written as a linear combina-
tion of products of single particle plane waves. If we now
consider a case with two particles n and m of respective
momenta kn and km having the same coordinate, a col-
lision between these two particles occurs. Due to the 1D
nature of the system, the energy and momentum conser-
vation laws imply that a particle can only emerge out of
the collision carrying the same momenta or exchanging
it with the other particle. Considering all possible se-
quences of two-body collisions starting from a particular
set of momenta k1, . . . , kN leads to the form of the wave-
function (60). When the permutations P and P ′ only
differ by the transposition of 1 and 2, the coefficients
A(P ) and A(P ′) are related by: A(P ) = k1−k2+ick1−k2−icA(P
′)
so that the coefficients A(P ) are fully determined by two-
body collisions. Considering three body collisions then
leads to a compatibility condition known as Yang-Baxter
equation which amounts to require that any three-body
collision can be decomposed into sequences of three suc-
cessive two-body collisions. The Bethe Ansatz wavefunc-
tion can be seen as a generalization of the Girardeau
wavefunction (28), where the requirement of a vanishing
wavefunction for two particles meeting at the same point
has been replaced by a more complicated boundary con-
dition. As in the case of the TG gas, the total energy of
the state (60) is a function of the kn by:
E =
∑
n
~
2k2n
2m
. (61)
15
However, the (pseudo-)momenta kn are determined by
requiring that the wavefunction (10) obeys periodic
boundary conditions, i.e.,
eiknL =
N∏
m=1
m 6=n
kn − km + ic
kn − km − ic , (62)
for each 1 ≤ n ≤ N . Taking the logarithm, it is seen
that the eigenstates are labeled by a set of integers {In},
with:
kn =
2πIn
L
+
1
L
∑
m
log
(
kn − km + ic
kn − km − ic
)
. (63)
The ground state is obtained by filling the pseudo-Fermi
sea of the In variables. In the continuum limit, the N
equations (62) determining the kn pseudomomenta as a
function of the In quantum numbers reduce to an integral
equation for the density ρ(kn) = 1/[L(kn+1 − kn)] of
pseudomomenta that reads (for zero ground state total
momentum):
2πρ(k) = 1 + 2
∫ q0
−q0
cρ(k′)
(k − k′)2 + c2 , (64)
with ρ(k) = 0 for |k| > q0, while the ground state energy
per unit length and the density become:
E
L
=
∫ q0
−q0
dk
~
2k2
2m
ρ(k), and ρ0 =
∫ q0
−q0
dkρ(k). (65)
By working with dimensionless variables and functions:
g(u) = ρ(q0x) ; λ =
c
q0
; γ =
c
ρ0
, (66)
the integral equation can be recast as:
2πg(u) = 1 + 2λ
∫ 1
−1
g(u′)du′
λ2 + (u− u′)2 , (67)
where g(u) is normalized such that γ
∫ 1
−1 g(u)du = λ.
In the limit c → ∞, λ/(u2 + λ2) → 0 so that
g(u) = 1/(2π). Using the second equation (67), one finds
that λ/γ → 1/π i.e., q0 = πρ0. Thus, in this limit,
the function ρ(k) = θ(πρ0 − |k|)/(2π) and the ground
state energy becomes that of the TG gas. In the general
case, the integral equations have to be solved numerically.
The function g(u) being fixed by the ratio λ = c/q0 and
γ being also fixed by λ, the physical properties of the
Lieb-Liniger gas depend only on the dimensionless ra-
tio γ = c/ρ0. An important consequence is that, in the
Lieb-Liniger model, low density corresponds to strong
interaction, and high density corresponds to weak inter-
action, which is the reverse of the 3D case. As a con-
sequence of the above mentioned scaling property, the
energy per unit length is E/L =
~
2ρ30
2m e(γ). The Bogoli-
ubov approximation gives a fair agreement with e(γ) for
0 < γ < 2. The TG regime (defined by e(γ) = π2/3
with less than 10% accuracy) is reached for γ > 37. Ex-
pansions of the ground state energy to order 1/γ3 have
been obtained(Guan and Batchelor, 2010) recently, and
are very accurate for γ > 3, allowing to describe the
crossover.
Until now, we have only considered the ground state en-
ergy with zero momentum. However, by considering the
equations (63), it is seen that if we shift all the In quan-
tum numbers by the same integer r and at the same
time we shift all the kn pseudomomenta by the quantity
2πr/L, we obtain another solution of the equations (63).
For such a solution, the wavefunction (60) is multiplied
by a factor ei
2pir
L
∑
n xn indicating a shift of the total mo-
mentum P = 2~πrN/L . At the same time, the ground
state energy is shifted by a quantity equal to P 2/2Nm, in
agreement with the Galilean invariance of (10). The com-
pressibility and the sound velocity can be derived from
the expression of the energy per unit length. Remark-
ably, the sound velocity obtained from the Bogoliubov
approximation agrees with the exact sound velocity de-
rived from the Lieb-Liniger solution for 0 < γ < 10 even
though, as we have just seen, the range of agreement for
the energy densities is much narrower. For λ ≫ 1, one
can obtain an approximate solution of the integral equa-
tions (67) by replacing the kernel by 2/λ. Then, one
finds (Lieb and Liniger, 1963) g(u) ≃ λ/(2πλ−2), which
leads to πλ = (2 + γ) and E =
~
2π2ρ30
6m
(
γ
γ+2
)2
. This ex-
pression of the energy is accurate to 1% for γ > 10. For
the non-interacting limit, λ → 0, the kernel of the inte-
gral equation (67) becomes 2πδ(u−u′) and the solutions
become singular in that limit. This is an indication that
1D interacting bosons are not adiabatically connected
with non-interacting bosons, and present a non-generic
physics.
Besides the ground state properties, the Bethe-Ansatz
solution of the Lieb-Liniger model also allows the study
of excited states (Lieb, 1963). Two types of excitations
(that we will call I and II) are found. Type I excitations
are obtained by adding one particle of momentum q > q0
to the (N − 1) particle ground state. Because of the in-
teraction, the N −1 pseudomomenta k′n (1 ≤ n ≤ N −1)
are shifted with respect to the ground state pseudomo-
menta kn by k
′
n = kn + ωn/L, while the pseudomomen-
tum kN = q. Taking the continuum limit of Eq. (63),
one finds the integral equation (Lieb, 1963):
2πJ(k) = 2c
∫ q0
−q0
J(k′)
c2 + (k − k′)2 − π + 2 tan
−1
(
q − k
c
)
,
(68)
where J(k) = ρ(k)ω(k). The momentum and energy of
type I excitations are obtained as a function of q and
J(k) as:
P = q +
∫ q0
−q0
J(k)dk; ǫI = −µ+ q2 + 2
∫ q0
−q0
kJ(k)dk.
(69)
The type I excitations are gapless, with a linear disper-
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sion for P → 0 and a velocity equal to the thermody-
namic velocity of sound. For weak coupling, they reduce
to the Bogoliubov excitations. In the TG limit, they cor-
respond to transferring one particle at the Fermi energy
to a higher energy. Type II excitations are obtained by
removing one particle of momentum 0 < kh = q < q0
from the (N + 1) particle ground state. As in the case
of type I excitations, the interaction of the hole with the
particles creates a shift of the pseudo-momenta, with this
time k′n = kn + ωn/L for n ≤ h and k′n = kn+1 + ωn/L
for n > h. The corresponding integral equation is (Lieb,
1963):
2πJ(k) = 2c
∫ q0
−q0
J(k′)
c2 + (k − k′)2 + π − 2 tan
−1
(
q − k
c
)
,
(70)
with the same definition for J(k). The momentum and
energy of the type II excitation are:
P = −q +
∫ q0
−q0
J(k)dk; ǫII = µ− q2 + 2
∫ q0
−q0
kJ(k)dk.
(71)
For P = πρ, ǫII is maximum, while for q = K, P = 0 and
ǫII = 0. For P → 0 the dispersion of type II excitation
vanishes linearly with P , with the same velocity as the
type I excitations. Type II excitations have no equivalent
in the Bogoliubov theory. Type II and type I excitations
are not independent from each other (Lieb, 1963): a type
II excitation can be built from many type I excitations
of vanishing momentum. The Lieb-Liniger thermody-
namic functions can be obtained using the Thermody-
namic Bethe Ansatz (Yang and Yang, 1969).
C. The t-V model
Results similar to that above can be obtained for the
t-V model defined in Sec. II.C. Its Bethe-Ansatz wave-
function, in second quantized form, reads:
|ΨB〉=
∑
1≤n1<...<nN≤L
∑
P
ei
∑N
j=1 kP (j)njA(P)
×bˆ†nN . . . bˆ†n1 |0〉, (72)
where |0〉 is the vacuum state of the bosons, and P is a
permutation. By imposing periodic boundary conditions,
the following set of equations for the pseudomomenta kn
is obtained:
eikjL = (−)N−1
N∏
l=1
l 6=j
1− 2∆eikj + ei(kj+kl)
1− 2∆eikl + ei(kj+kl) . (73)
By the same method as in the Lieb-Liniger gas, (73) can
be turned into an integral equation for the density of
pseudomomenta. The energy of the eigenstates is given
by:
E = −2t
N∑
j=1
cos kj . (74)
For half-filling, solving the equations (73) shows that the
quantum lattice gas model has a period 2 density-wave
ground state (with gapped excitations) for V > 2t. This
state corresponds to the more general Mott phenomenon
to be examined in Sec. VI.A. For V < −2t, the system
has a collapsed ground state. Using the mappings de-
scribed in Sec. II.D, in the spin language the collapsed
state becomes a ferromagnetic ground state, while the
charge density wave state becomes an Ising like anti-
ferromagnetic ground state. For |V | < 2t, the ground
state has a uniform density and the excitations above the
ground state are gapless. For incommensurate filling, no
density wave phase is obtained.
The Bethe Ansatz equations also allow the determi-
nation of the dispersion of excitations. In the half-filled
case, for |V | < 2t, a continuum is obtained where the
excitation energy, ~ω obeys:
πt
2
√
1− (V/2t)2
arccos(V/2t)
| sin(qa)| ≤ ~ω ≤ (75)
π2
√
1− (V/2t)2
arccos(V/2t)
| sin(qa/2)|.
For small momentum, the upper and lower bound of the
continuum merge, yielding a linearly dispersion branch
~ω(q) =
πt
√
1−(V/2t)2
arccos(V/2t) |qa|. In the case of attractive inter-
actions (−2t < V < 0) there are also bound states above
the continuum with dispersion:
~ωn(q) = πt
√
1− (V/2t)2
arccos(V/2t)
| sin(qa/2)|
×
√
1− cos2 yn cos2 q/2
sin yn
, (76)
where:
yn =
nπ
2
[
π
arccos(V/2t)
− 1
]
, (77)
and yn <
π
2 . For V > 2t and at half-filling, a density
wave state is formed. The transition between the liquid
and the density wave was reviewed by Shankar (1990).
The gap in the density-wave state is:
EG = −t ln
[
2e−λ/2
∞∏
1
(
1 + e−4mλ
1 + e−(4m−2)λ
)2]
, (78)
where coshλ = V/2t. For V → 2t, the gap behaves
as: EG ∼ 4t exp(−π2/
√
8(1− V/2t)). The expectation
value of the particle number on site n is 〈bˆ†nbˆn〉 = (1 +
(−)nP ) where:
P =
∞∏
1
(
1− e−2mλ
1 + e−2mλ
)2
. (79)
The order parameter P of the density wave for V − 2t→
0+ vanishes as P ∼ π
√
2√
V/2t−1 exp
[
− π2√
32(V/2t−1)
]
and
goes to 1 for V ≫ 2.
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Besides the t-V model, other integrable models of in-
teracting lattice bosons have been constructed. These
models are reviewed by Amico and Korepin (2004).
They include correlated hopping and interactions beyond
next nearest neighbor, finely tuned in order to produce
integrability. In the continuum limit they reduce to the
Lieb-Liniger model.
D. Correlation functions of integrable models
Recent progress in the theory of integrable systems
has found that the form factors (i.e., the matrix ele-
ments between two Bethe-Ansatz eigenstates) of a given
operator can be obtained by computing a determinant.
These methods have been applied to the Lieb-Liniger and
t-V models by Caux and Calabrese (2006); Caux et al.
(2007); Caux et al. (2005); Caux and Maillet (2005).
For the Lieb-Liniger model, Caux and Calabrese
(2006) and Caux et al. (2007) computed
the dynamic structure factor S(k, ω) =∫
dxdτ ei(ωτ−kx) 〈ρˆ(x, τ)ρˆ(0, 0)〉 and the
single-particle Green’s function G<(k, ω) =∫
dxdτ ei(ωτ−kx) 〈Ψˆ†(x, τ)Ψˆ(0, 0)〉. For S(k, ω), the
matrix elements of ρˆ(k) =
∫
dx e−ikxρˆ(x) were cal-
culated for up to N = 150 particles. It was checked
that the f-sum rule,
∫
dω ωS(k, ω) = 2πρ0k
2, was
fulfilled to a few percent accuracy. Results for S(k, ω)
are shown in Fig. 3. There, one can see that for
γ < 1, most of spectral weight of S(k, ω) is found
for ~ω in the vicinity of the dispersion of the type I
excitation ǫI(k) (cf. discussion in Sec. III.B) so that
S(k, ω) ≃ Nk2LǫI(k) δ(~ω − ǫI(k)), i.e., Bogoliubov’s theory
provides a good approximation for the dynamic structure
FIG. 3 Intensity plots of the dynamical structure factor
[S(q, ω)]. Data obtained from systems of length L = 100 at
unit density, and γ = 0.25, 1, 5, and 20 (Caux and Calabrese,
2006).
factor. For larger γ, the most spectral weight of S(k, ω)
is found when ǫII(q) < ~ω < ǫI(q). Finally, at very large
γ, the dynamical structure factor of the TG gas, with its
characteristic particle-hole excitation spectrum becomes
essentially identical to that of the free-fermi gas.
In the case of the one-particle correlation functions,
Fig. 4, similar results were obtained. For small γ, the
spectral weight of the single particle correlation func-
tion peaks in the vicinity of the Type I dispersion, in
agreement with the Bogoliubov picture. For larger γ,
the support of the spectral weight broadened, with the
type II dispersion forming the lower threshold. For the
t-V model, similar calculations have been carried out by
Caux et al. (2005); Caux and Maillet (2005).
FIG. 4 Intensity plots of the logarithm of the dynamical one-
particle correlation function of the Lieb-Liniger gas. Data
obtained from systems of length L = 150 at unit density, and
γ = 0.5, 2, 8, and 32 (Caux et al., 2007).
In addition, local correlations of the form gn(γ, T ) =
〈[Ψˆ†(x)]n[Ψˆ(x)]n〉 have been also investigated for the
Lieb-Liniger model by relying on its integrability. Indeed,
g2(γ, T ) follows, by virtue of the Hellman-Feynman the-
orem, from the free energy, which can be computed using
the thermodynamic Bethe ansatz (Kheruntsyan et al.,
2005). For n > 2, one needs to resort to more sophis-
ticated methods. Gangardt and Shlyapnikov (2003) ob-
tained the asymptotic behavior of g3 at large and small γ
for T = 0. Later, Cheianov et al. (2006) computed g3 for
all γ at T = 0 by relating it to the ground state expec-
tation value of a conserved current of the Lieb-Liniger
model. More recently, Kormos et al. (2009, 2010) have
obtained general expressions for gn(γ, T ) for arbitrary n,
γ, and T by matching the scattering matrices of the Lieb-
Liniger model and (the non-relativistic limit of) the sinh-
Gordon model, and then using the form factors of the
latter field theory along with the thermodynamic Bethe-
ansatz solution at finite T and chemical potential. In
Sec. VIII some of these results are reviewed in connec-
tion with the experiments.
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E. The Calogero-Sutherland model
Let us finish our tour of integrable models with the
Calogero model introduced in Sec. II. This model has
the advantage of leading to relatively simple expressions
for its correlation functions. Moreover, the ground-state
wavefunction of this model (11) in the presence of a
harmonic confinement potential 12mω
2
∑
n x
2
n is exactly
known (Sutherland, 1971a). It takes the form:
ψ0B(x1, . . . , xN ) ∝ e−
mω
2~
∑
k=1 x
2
k
N∏
j>i=1
|xi − xj |λ,
where λ is related to the dimensionless interaction param-
eter via λ(λ − 1) = mg
~2
. For λ = 1/2, 1, 2, the probabil-
ity density of the particle coordinates |ψB(x1, . . . , xN )|2
can be related to the joint probability density function
of the eigenvalues of random matrices. More precisely,
λ = 1/2 corresponds to the Gaussian Orthogonal En-
semble (GOE), λ = 1 to the Gaussian Unitary Ensem-
ble (GUE), and λ = 2 to the Gaussian Symplectic En-
semble (GSE). Many results for the random matrices in
the gaussian ensembles are available (Mehta, 2004), and
translate into exact results for the correlation functions of
the Calogero-Sutherland models in the presence of a har-
monic confinement. In particular, the one-particle den-
sity is known to be exactly (R2 = 2N~λmω ):
ρ0(x) =
2N
πR2
θ(R2 − x2)
√
R2 − x2. (80)
In the homogeneous case with periodic bound-
ary conditions, ψB(x1, . . . , xn + L, . . . , xN ) =
ψB(x1, . . . , xn, . . . , xN ), the Hamiltonian reads:
Hˆ = − ~
2
2m
N∑
i=1
∂2
∂x2i
+
N∑
i>j=1
gπ2
L2 sin2
[
π(xi−xj)
L
] , (81)
and the ground state is (Sutherland, 1971b):
ψ0B(x1, . . . , xn) ∝
∏
n<m
sin
∣∣∣∣π (xn − xm)L
∣∣∣∣
λ
. (82)
The energy per unit length E/L =
π2λ2ρ30/3 (Sutherland, 1971b). For λ = 0, 1 (i.e., g = 0),
Eq. (82) reduces to the TG gas wavefunction (29) thus
illustrating that the Bijl-Jastrow product form is generic
of the ground-state of various 1D interacting models in
the infinitely strong interaction limit. For λ = 1/2 or
λ = 2, the results for the respectively Circular Orthogo-
nal Ensemble (COE) and Circular Symplectic Ensemble
(CSE) random matrices can be used (Mehta, 2004). In
particular, for λ = 2, the one-particle density matrix is
g1(x) =
Si(2πρ0x)
2πx , where Si is the sine-integral function
(Abramowitz and Stegun, 1972). Hence, the momentum
distribution is n(k) = θ(4π2ρ20 − k2) ln(2πρ0/|k|)/(4π).
These results show that long range repulsive inter-
actions (the case for λ = 2) further weaken the
singularity at k = 0 in the momentum distribution
with respect to hard-core repulsion. The above re-
sults can also be used to obtain the static structure
factor S(k) =
∫
dx 〈ρˆ(x)ρˆ(0)〉(Mucciolo et al., 1994;
Sutherland, 1971b):
S(k) =
|k|
πρ0
[
1− 1
2
ln
(
1 +
|k|
πρ0
)]
(|k| < 2πρ0)
S(k) = 2− |k|
2πρ0
ln
∣∣∣∣ |k|+ πρ0|k| − πρ0
∣∣∣∣ (|k| > 2πρ0), (83)
for λ = 1/2,
S(k) =
|k|
2πρ0
(|k| < 2πρ0)
S(k) = 1 (|k| > 2πρ0), (84)
for λ = 1, and
S(k) =
|k|
4πρ0
[
1− 1
2
ln
(
1− |k|
2πρ0
)]
(|k| < 2πρ0)
S(k) = 1 (|k| > 2πρ0), (85)
for λ = 2. The Fourier transform of the density-density
response function was also obtained (Mucciolo et al.,
1994). It was shown that for λ = 2, the support of
S(q, ω) touched the axis ω = 0 for q = 0, 2πρ0 and
q = 4πρ0. The general case of rational λ can be treated
using Jack polynomials techniques (Ha, 1994, 1995). The
dynamical structure factor S(k, ω) is non-vanishing only
for ω−(k) < ω < ω+(k) where ω±(k) = ~πλρ0m |k| ± ~λk
2
2m
for |k| < 2πρ0 [ω−(k) is a periodic function of |k| with
period 2πρ0]. Near the edges (Pustilnik, 2006), S(k, ω →
ω−(k)) ∝ (ω − ω−(k))1/λ−1 and S(k, ω → ω+(k)) ∝
(ω+(k) − ω)λ−1. For λ > 1 (repulsive interactions), this
implies a power law divergence of the structure factor for
ω → ω−(k) and a structure factor vanishing as a power
law for ω → ω+(k). For λ < 1 (attraction), the behavior
is reversed, with a power law divergence only for ω → ω+
reminiscent of the results of Caux and Calabrese (2006)
for the Lieb-Liniger model near the type I excitation. Us-
ing replica methods (Gangardt and Kamenev, 2001), the
long distance behavior of the pair correlation function is
obtained as:
D2(x) = 1− 1
2π2λ(ρ0x)2
+
∞∑
m=1
2dm(λ)
2 cos(2πρ0mx),
(2πρ0|x|)2m2/λ ,
(86)
where
dl(λ) =
∏l
a=1 Γ(1 + a/λ)∏l−1
a=1 Γ(1− a/λ)
. (87)
For λ = p/q rational, the coefficients dl van-
ish for l > p. The expression (86) then re-
duces to the one derived (Ha, 1995) for rational
λ. The replica method can be generalized to time-
dependent correlations (Gangardt and Kamenev, 2001).
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For long distances, the one-body density matrix behaves
as (Astrakharchik et al., 2005b):
g1(x) = ρ0
A2(λ)
(2πρ0|x|)λ/2 (88)
×
[
1 +
∞∑
m=1
(−)mD
2
m(λ) cos(2πρ0x)
(2πρ0|x|)2m2/λ
]
,
where:
A(λ) =
Γ(1 + λ)1/2
Γ(1 + λ/2)
× exp
[∫ ∞
0
dt
t
e−t
(
λ
4
− 2(cosh(t/2)− 1)
(1 − e−t)(et/λ − 1)
)]
,
Dm(λ) =
k∏
a=1
Γ(1/2 + a/λ)
Γ(1/2 + (1− a)/λ) . (89)
The asymptotic form (88) is similar to the one derived for
the TG gas, Eq. (33) differing only by the (non-universal)
coefficients Dm(λ).
IV. COMPUTATIONAL APPROACHES
The exactly solvable models discussed in the previous
section allow one to obtain rather unique insights into
the physics of 1D systems. However, the results are re-
stricted to these special models, and it is difficult to as-
certain how generic the physics of these special models
can be. Besides, as we saw in the previous section, it is
still extremely difficult to extract correlation functions.
One thus needs to tackle various of the models in Sec. II
by generic methods that do not rely on integrability. One
such approach is to focus on the low-energy properties as
will be discussed in Sec. V. In order to go beyond low en-
ergies, one can use computational approaches. We thus
present in this section various computational techniques
that are used for 1D interacting quantum problems, and
discuss some of the physical applications.
A. Bosons in the continuum
1. Methods
Several methods have been used to tackle 3D and 1D
systems in the continuum. Let us examine them briefly
before moving to the physical applications.
a. Variational Monte Carlo: Within this approach a vari-
ational trial wave function ψT (R, α, β, . . .) is introduced,
where R ≡ (r1, . . . , rN ) are the particle coordinates, and
α, β, . . . are variational parameters. The form of ψT de-
pends on the problem to be solved. One then minimizes
the energy,
EVMC =
∫
dr1 . . . drN ψ
∗
T (R) Hˆ ψT (R)∫
dr1 . . . drN ψ∗T (R)ψT (R)
, (90)
with respect to the variational parameters, using the
Metropolis Monte Carlo method of integration (Umrigar,
1999). EVMC is an upper bound to the exact ground-
state energy. Unfortunately the observables computed
within this approach are always biased by the selection
of ψT , so the method is only as good as the variational
trial wavefunction itself.
b. Diffusion Monte Carlo: This is an exact method,
within statistical errors, for computing ground-state
properties of quantum systems (Kalos et al., 1974;
Reynolds et al., 1982). The starting point here is the
many-body time-dependent Schro¨dinger equation writ-
ten in imaginary time τE :[
Hˆ(R)− ǫ
]
ψ(R, τE) = −~∂ψ(R, τ)
∂τE
(91)
where Hˆ = − ~22m
∑N
i=1∇2i + Vˆint(R) + Vˆext(R). Upon
expanding ψ(R, τE) in terms of a complete set of eigen-
states of the Hamiltonian ψ(R, τE) =
∑
n cn exp[−(ǫn −
ǫ)τE/~]ψ
n(R). Hence, for τE → +∞, the steady-state
solution of Eq. (91) for ǫ close to the ground-state en-
ergy is the ground state ψ0(R). The observables are then
computed from averages over ψ(R, τE → +∞).
The term diffusion Monte Carlo stems from the similar-
ity of Eq. (91) and the diffusion equation. A direct simu-
lation of (91) leads to large statistical fluctuations and a
trial function ψT (R) is required to guide the metropolis
walk, i.e., ψ(R, τE)→ ψ(R, τE)ψT (R). ψT (R) is usually
obtained using variational Monte Carlo. ψT (R) can in-
troduce a bias into the calculation of observables that do
not commute with Hˆ , and corrective measures may need
to be taken (Kalos et al., 1974).
c. Fixed-node diffusion Monte Carlo: The diffusion Monte
Carlo method above cannot be used to compute excited
states because ψ(R, τE)ψT (R) is not always positive and
cannot be interpreted as a probability density. A solution
to this problem is provided by the fixed-node diffusion
Monte Carlo approach in which one enforces the posi-
tive definiteness of ψ(R, τE)ψT (R) by imposing a nodal
constraint so that ψ(R, τE) and ψT (R, τE) change sign
together. The trial wavefunction ψT (R) is used for that
purpose and the constraint is fixed throughout the cal-
culation. The calculation of ψ(R, τE) then very much
follows the approach used for the ground state. Here one
just needs to keep in mind that the asymptotic value of
ψB(R, τE → +∞) is only an approximation to the exact
excited state, and depends strongly on the parametriza-
tion of the nodal surface (Reynolds et al., 1982).
2. The Lieb-Liniger gas
Let us next discuss the application of the above meth-
ods to the Lieb-Liniger model, Eq. (10). As mentioned
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in Sec II.B (see also Sec. VIII for a brief description
of the experimental methods), in order to realize such
a system, a strong transverse confinement must be ap-
plied to an ultracold atomic gas. Olshanii (1998) pointed
out that doing so modifies the interaction potential be-
tween the atoms, from the Lee-Huang-Yang pseudopo-
tential (cf. Sec. II.A) that describes their interactions
in the 3D gas in terms of the s-wave scattering length
as, to a delta-function interaction described by the Lieb-
Liniger model. The strength of the latter is given by the
coupling g, which is related to as and the frequency of
the transverse confinement ω⊥ by means of the expres-
sion (Olshanii, 1998):
g =
2~2as
ma2⊥
1
1− Cas/a⊥ , (92)
where a⊥ =
√
~/mω⊥, C = |ζ(1/2)|/
√
2 = 1.0326,
and ζ(· · · ) is the Riemann zeta function. The cou-
pling g can also be expressed in terms of an effective
1D scattering length a1D, g = −2~2/ma1D, where a1D =
−a⊥(a⊥/as − C). Hence, g increases as ω⊥ increases
and the bosonic density profiles will start resembling
those of noninteracting fermions as correlations between
bosons are enhanced and the 1D Tonks-Girardeau regime
is approached. These changes occur through a crossover
that was studied theoretically, by means of diffusion
Monte Carlo simulations (Astrakharchik and Giorgini,
2002; Blume, 2002).
In order to simulate the crossover from the 3D to 1D
gas, two different models for the interatomic potential
Vˆint =
∑
i<j v(rij) (rij = |ri − rj |) in the Hamiltonian
(Hˆ) of Eq. (91) were considered in the numerical studies:
(i) a hard-core potential, v(rij) = ∞ for rij < as and
v(rij) = 0 otherwise, where as corresponds to the 3D s-
wave scattering length a quantity that is experimentally
measurable, and (ii) a soft-core potential, v(rij) = V0
for rij < R and v(rij) = 0 otherwise, where R are as
are related by as = R[1− tanh(K0R)/K0R], with K20 =
V0m/~
2 and V0 > 0 [note that for V0 →∞, the potential
(ii)→(i)]. The external potential, whose shape drives the
3D to 1D crossover, was taken to be Vext(r) = m(ω
2
⊥r
2
⊥+
ω2x2)/2 to closely resemble actual experimental traps.
For the Monte Carlo sampling, ΨT (R) was chosen to
have a Bijl-Jastrow form (Bijl, 1940; Jastrow, 1955)
ΨT (R) =
N∏
i=1
ϕ(ri)
N∏
j<k,j=1
f(rjk), (93)
which had been successfully used in a variational
Monte Carlo study of the trapped bosonic gas in 3D
(DuBois and Glyde, 2001). In Eq. (93), the single-
particle orbital ϕ(r) accounts for the effect of the external
potential and was taken to be ϕ(r) = exp(−α⊥r2⊥−αx2),
which is a harmonic-oscillator ground-state wave function
with two variational parameters α⊥ and α. Those param-
eters were optimized using variational Monte Carlo sim-
ulations. The two-particle function f(rjk) was selected
to be the exact solution of the Schro¨dinger equation for
two particles interacting via corresponding two-body in-
teratomic potential.
By changing the aspect ratio λ = ω/ω⊥, the numerical
simulations revealed the expected crossover between the
mean-field Gross-Pitaevskii regime (Sec. II.A) and the
strongly interacting Tonks-Girardeau limit (Sec. III.A.1),
both for the ground-state energy and for the density pro-
files (Astrakharchik and Giorgini, 2002; Blume, 2002).
For large anisotropies (λ ≪ 1), a comparison of the full
3D simulation with the Lieb-Liniger theory (Sec. III.B)
was also presented. The agreement between them was re-
markable and validated the analytical expressions for a1D
and g in terms of as and ω⊥ (Astrakharchik and Giorgini,
2002).
The ground state, one-particle, and two-particle cor-
relation functions of the Lieb-Liniger model, for which
no closed analytic expressions are known, were cal-
culated using the diffusion Monte Carlo method by
Astrakharchik and Giorgini (2003, 2006). For x → ∞,
the one-particle correlations were found to exhibit the
power-law decay predicted by the Tomonaga-Luttinger
liquid theory described in Sec. V, while two-particle
correlations were seen to fermionize as the TG limit
was approached. Local (Kheruntsyan et al., 2003, 2005)
and nonlocal (Deuar et al., 2009; Sykes et al., 2008) two-
particle correlations, as well as density profiles, have been
studied at finite temperatures by exact analytical meth-
ods and perturbation theory in some limits, and nu-
merical calculations using the stochastic gauge method
(Drummond et al., 2004).
3. The super-Tonks-Girardeau gas
For negative values of g, the low energy eigenstates
of the Hamiltonian (10) are cluster-like bound states
(McGuire, 1964) and their energy is not proportional to
N (Lieb and Liniger, 1963). In order to access g < 0
starting from a 3D gas, Astrakharchik et al. (2004a,b)
considered a short-range two-body potential of the form
v(rij) = −V0/ cosh2(rij/r0), where r0 was fixed to be
much smaller than a⊥, and V0 was varied. The inset in
Fig. 5 shows how as changes with V0 as a resonance is
crossed. Following the effective theory of Olshanii (1998),
g and a1D vs as are depicted in Fig. 5. That figure shows
that there is a value of as, a
c
s, at which a1D = 0 and
|g| → ∞. This is known as a confinement-induced reso-
nance. The Lieb-Liniger regime (g > 0) is only accessible
for 0 < as < a
c
s, where a1D < 0. On the other hand,
g < 0 occurs for as < 0 and as > a
c
s, where a1D > 0.
It is also important to note that, at the 3D resonance
as → ∞, g and a1D reach an asymptotic value and be-
come independent of the specific value of as.
Experimentally, for g < 0, one is in general interested
in the lowest energy solution without bound states (a gas-
like solution). This solution describes a highly excited
state of the system. A computational study of this gas-
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FIG. 5 g [dashed line, Eq. (92)] and a1D [solid line] as a
function of a3d = as. The vertical arrow indicates the value
of the s-wave scattering length as where g diverges, a
c
s/a⊥ =
0.9684. Horizontal arrows indicate the asymptotic values of g
and a1D, respectively, as as → ±∞ (g = −1.9368a⊥~ω⊥ and
a1D = 1.0326a⊥). Inset: as as a function of the well depth V0
(Astrakharchik et al., 2004b).
like solution was done by Astrakharchik et al. (2004a,b)
using fixed-node diffusion Monte Carlo simulations for
both 3D and effective 1D systems. In that study, the re-
sult of the exact diagonalization of two particles was used
to construct the many-body nodal surface (expected to
be a good approximation in the dilute limit). The many-
body energy was then found to be remarkably similar for
the highly anisotropic 3D case and the effective 1D the-
ory using g from Eq. (92). A variational Monte Carlo
analysis of the stability of such a solution suggested that
it is stable if
√
Nλa1D/a⊥ . 0.78, i.e., the stability can
be improved by reducing the anisotropic parameter λ.
For small values of the gas parameter ρ0a1D (0 <
ρ0a1D . 0.2), the energy of the gas-like solution is well
described by a gas of hard rods, i.e., particles interact-
ing with the two-body potential v(rij) = ∞ for rij <
a1D and V (rij) = 0 otherwise (Astrakharchik et al.,
2005a; Girardeau and Astrakharchik, 2010). One- and
two-particle correlation functions for g < 0 display
unique behavior. They were computed both for the
Hamiltonian (10) and for the hard-rod model, and were
shown to behave similarly. The one-particle correlations
decay faster than in the hard-core limit (Sec. III.A),
for that reason, in this regime, the gas was called
the ‘super-Tonks-Girardeau’ gas. The structure fac-
tor (the Fourier transform of the two-particle corre-
lation matrix) exhibits a peak at πρ0,
3 and, with
increasing ρ0a1D, the speed of sound was shown to
increase beyond the TG result (Astrakharchik et al.,
3 In the Tonks-Girardeau regime, for which the structure factor
is identical to the one of noninteracting fermions, only a kink is
observed at kF .
2005a; Mazzanti et al., 2008). Analytically, it can be
seen that for g → ∞ Eq. (29) for the homogeneous gas
and Eq. (39) for the trapped gas describes the ground
state of the system. For negative values of g, those
states can be obtained as highly excited states of the
the model with attractive interactions (Batchelor et al.,
2005a; Girardeau and Astrakharchik, 2010), which war-
rant their stability and suggest how to realize gas like
states when g < 1 in experiments (see discussion in
Sec. VIII.D.3). Like in the repulsive case, one possi-
ble method of detection may rely upon the measure-
ment of the local correlations. Kormos and cowork-
ers (Kormos et al., 2010) have obtained the exact ex-
pression of the local correlators gn = 〈
[
Ψ†(0)
]n
[Ψ(0)]〉
of the super-Tonks gas at finite temperature and at any
value of the coupling using the same method employed
for Lieb-Liniger gas Kormos et al. (2009, 2010).
B. Bosons on a lattice
1. Methods
For lattice systems, in addition to the standard tech-
niques valid in all dimensions, some specific and very
powerful techniques are applicable in 1D.
a. Exact diagonalization and density-matrix renormalization
group: A natural way to gain insight into the properties
of a quantum system using a computer is by means of
exact diagonalization. This approach is straightforward
since one only needs to write the Hamiltonian for a finite
system in a convenient basis and diagonalize it. Once the
eigenvalues and eigenvectors are computed, any physical
quantity can be calculated from them. A convenient ba-
sis to perform such diagonalizations for generic lattice
Hamiltonians, which may lack translational symmetry, is
the site basis {|α〉}. The number of states in the site
basis depends on the model, e.g., two states for hard-
core bosons (|0〉 and |1〉) and infinite states for soft-core
bosons.
Given the site basis, one can immediately generate the
basis states for a finite lattice with N sites as
|m〉 ≡ |α〉1 ⊗ |α〉2 ⊗ . . .⊗ |α〉N , (94)
from which the Hamiltonian matrix can be simply de-
termined. Equation (94) reveals the main limitation of
exact diagonalization, namely, the size of the basis (the
Hilbert space) increases exponentially with the number of
sites. If the site basis contains n states, then the matrix
that one needs to diagonalize contains nN×nN elements.
Two general paths are usually followed to diagonal-
ize those matrices, (i) full diagonalization using standard
dense matrix diagonalization approaches (Press et al.,
1988), which allow one to compute all eigenvalues and
eigenvectors required to study finite temperature proper-
ties and the exact time evolution of the system, and (ii)
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iterative diagonalization techniques such as the Lanczos
algorithm (Cullum and Willoughby, 1985), which give
access the ground state and low energy excited states.
The latter enable the study of larger system sizes, but
they are still restricted to few tens of lattice sites.
An alternative to such a brute force approach and
an extremely accurate and efficient algorithm to study
1D lattice systems is the density-matrix renormalization
group (DMRG) proposed by White (1992, 1993). This
approach is similar in spirit to the numerical renormal-
ization group (NRG) proposed by Wilson (1975) to study
the single-impurity Kondo and Anderson problems. The
NRG is an iterative nonperturbative approach that al-
lows one to deal with the wide range of energy scales
involved in those impurity problems by studying a se-
quence of finite systems with varying size, where degrees
of freedom are integrated out by properly modifying the
original Hamiltonian. However, it was early found by
White and Noack (1992) that the NRG approach breaks
down when solving lattice problems, even for the very
simple noninteracting tight-binding chain, a finding that
motivated the development of DMRG.
There are several reviews dedicated to the DMRG
for studying equilibrium and nonequilibrium 1D systems
(Chiara et al., 2008; Hallberg, 2003; Manmana et al.,
2005; Noack and Manmana, 2005; Schollwo¨ck, 2005), in
which the reader can also find various justifications of the
specific truncation procedure prescribed by DMRG. A
basic understanding of it can be gained using the Schmidt
decomposition. Suppose we are interested in studying
the ground state (or an excited state) properties of a
given Hamiltonian. Such a state |Ψ〉, with density ma-
trix ρˆ = |Ψ〉〈Ψ|, can in principle be divided into two parts
M and N with reduced density matrices ρˆM = TrN [ρˆ]
and ρˆN = TrM [ρˆ], where TrM [· ] and TrN [· ] mean trac-
ing out the degrees of freedom ofM and N , respectively.
Remarkably, using the Schmidt decomposition (Schmidt,
1907) one can write |Ψ〉 in terms of the eigenstates and
eigenvalues of the reduced density matrices of each part
|Ψ〉 =
∑
α
√
wα|mα〉|nα〉, (95)
where ρˆM |mα〉 = wα|mα〉 and ρˆN |nα〉 = wα|nα〉, and the
sum runs over the nonzero eigenvalues wα, which can be
proven to be identical for both parts. Hence, a convenient
approximation to |Ψ〉 can be obtained by truncating the
sum above to the first l eigenvalues, where l can be much
smaller than the dimension of the smallest of the Hilbert
spaces of M and N provided the wα’s decay sufficiently
fast. This approximation was shown to be optimal to
minimize the difference between the exact |Ψ〉 and the
approximated one (White, 1993).
The DMRG is a numerical implementation of the above
truncation. We should stress that the DMRG is varia-
tional and that two variants are usually used: (i) the
infinite-system DMRG, and (ii) the finite-system DMRG.
We will explain them for the calculation of the ground
state, but they can also be used to study excited states.
In the infinite-system DMRG, the idea is to start with
the Hamiltonian HL of a lattice with L sites, which can
be diagonalized, and then: (1) Use an iterative approach
to compute the ground state |Ψ〉 of HL (Hamiltonian of
the superblock), and its energy. (2) Compute the re-
duced density matrix of one half of the superblock (the
“system” block). For definiteness, let us assume that
the system block is the left half of the superblock. (3)
Use a dense matrix diagonalization approach to com-
pute the eigenvectors with the l largest eigenvalues of
the reduced density matrix from point 2. (4) Transform
the Hamiltonian (and all other operators of interest) of
the system block to the reduced density matrix eigenba-
sis, i.e., H′L/2 = R
†HL/2R, where R is the rectangular
matrix whose columns are the l eigenvectors of the re-
duced density matrix from point 3. (5) Construct a new
system block from H′L/2 by adding a site to the right,
H′L/2+1. Construct an “environment” block using the
system block and an added site to its left, H′′L/2+1. Con-
nect H′L/2+1 and H
′′
L/2+1 to form the Hamiltonian of the
new superblock, HL+2. (The same is done for all opera-
tors of interest.) Here we note that: (i) we have assumed
the original Hamiltonian is reflection symmetric, (ii) the
superblock has open boundary conditions, and (iii) the
superblock Hamiltonian (and any other superblock op-
erator) will have dimension 2(l + n) (n is the number
basis states for a site) at most, as opposed to the actual
lattice Hamiltonian (or any other exact operator), which
will have a dimension that scales exponentially with L.
At this point, all steps starting from 1 are repeated with
L → L + 2. When convergence for the energy (for the
ground state expectation value of all operators of inter-
est) has been reached at point 1, the iterative process is
stopped.
There are many problems for which the infinite size
algorithm exhibits poor convergence or no convergence
at all. The finite-system DMRG provides the means for
studying such systems. The basic idea within the lat-
ter approach is to reach convergence for the properties
of interest in a finite-size chain. Results for the ther-
modynamic limit can then be obtained by extrapolation
or using scaling theory in the vicinity of a phase tran-
sition. The finite-system DMRG utilizes the infinite-
system DMRG in its first steps, namely, for building
the finite size chain with the desired length. Once the
chain with the desired length has been constructed one
needs to perform sweeps across the chain by (i) increas-
ing the system block size to the expense of the envi-
ronment block size, up to a convenient minimum size
for the latter, and then (ii) reversing the process by in-
creasing the environment block size to the expense of
the system block size, again up to a convenient mini-
mum size for the latter. Those sweeps are repeated until
convergence is reached. In general, this approach yields
excellent results for the ground state and low-lying ex-
cited states properties. However, care should always be
taken to check that the system is not trapped in some
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metastable state. Problems with incommensurate fillings
and disordered potentials are particularly challenging in
this respect. For the estimation of the errors as well as
extensions of DMRG to deal with systems with periodic
boundary conditions, higher dimensions, finite tempera-
tures, and nonequilibrium dynamics, we refer the reader
to the reviews previously mentioned.
b. World-line quantum Monte Carlo: Quantum Monte
Carlo (QMC) approaches provide a different way of
dealing with many-body systems. They can be used
to efficiently solve problems in one and higher dimen-
sions. However, for fermionic and spin systems, QMC
algorithms can be severely limited by the sign problem
(Loh et al., 1990; Troyer and Wiese, 2005).
One of the early QMC algorithms devised to deal with
lattice problems is the discrete-time world-line algorithm,
introduced by Hirsch et al. (1982). It is based in the path
integral formulation of the partition function in imagi-
nary time. The goal is to compute observables within
the canonical ensemble 〈Oˆ〉 = Tr{Oˆe−βHˆ}/Z, where
Z = Tr{e−βHˆ} is the partition function. For example,
for a 1D Hamiltonian that only couples nearest-neighbor
sites, i.e., Hˆ =
∑L
i=1 Hˆi,i+1 and [Hˆi,i+1, Hˆj,j+1] = 0 if
j ≥ i + 2, the Hamiltonian can be then split as the sum
of two terms Hˆ = Hˆodd + Hˆeven, where Hˆodd(even) =∑
i odd(even) Hˆi,i+1. Since Hˆodd and Hˆeven do not com-
mute, one can use the Trotter-Suzuki decomposition
(Suzuki, 1976; Trotter, 1959) to write
e−∆τ(Hˆodd+Hˆeven) = e−∆τHˆodde−∆τHˆeven +O[(∆τ)2],
(96)
and Z is approximated by ZTS
ZTS = Tr
{
L∏
m=1
e−∆τHˆodde−∆τHˆeven
}
=
∑
m1···m2L
〈
m1|e−∆τHˆodd |m2L
〉〈
m2L|e−∆τHˆeven|m2L−1
〉
· · ·
〈
m3|e−∆τHˆodd |m2
〉〈
m2|e−∆τHˆeven |m1
〉
, (97)
where L∆τ = β, and {|mℓ〉} are complete sets of states
introduced at each imaginary time slice. Since Hˆodd and
Hˆeven consist of a sum of mutually commuting pieces,
the matrix elements in Eq. (97) can be reduced to prod-
ucts of the matrix elements of e−∆τHˆi,i+1. A graphi-
cal representation of each term of the sum in Eq. (97)
leads to a checkerboard picture of space-time, where par-
ticles “move” along the so called world lines (the par-
ticle number must be the same at each τ , and periodic
boundary conditions are applied to the imaginary time
axis). The systematic error introduced by the Trotter-
Suzuki decomposition can be proven to be O[(∆τ)2 ] for
the partition function and also for Hermitian observables
(Assaad, 2002; Fye, 1986).
The formulation above has been succeeded by
a continuous time one with no discretization error
(Prokof’ev and Svistunov, 1998; Prokof’ev et al., 1996).
The starting point for the latter is the operator identity
e−βHˆ = e−βHˆde−
∫
β
0
dτHˆod(τ) (98)
where the Hamiltonian Hˆ has been split as the sum of
its diagonal Hˆd, which now can contain a term −µNˆ so
that one can work in the grand-canonical ensemble, and
off-diagonal Hˆod terms in the site basis {|α〉} introduced
with Eq. (94). In addition, Hˆod(τ) = e
τHˆdHˆode
−τHˆd and
e−
∫
β
0
dτHˆod(τ) = 1−
∫ β
0
dτHˆod(τ) + . . .+ (99)
(−1)n
∫ β
0
dτn . . .
∫ τ2
0
dτ1 Hˆod(τn) . . . Hˆod(τ1) + . . .
Once again, each term in the expansion of e−βHˆ has a
graphical representation in terms of world lines and the
partition function Z = Tr{e−βHˆ} can be written as a
sum over all possible paths of these world lines.
The Monte Carlo technique is then used to avoid the
exponential sum over all the possible world-line config-
urations by sampling them in such a way that accurate
results for observables of interest are obtained in poly-
nomial time. The challenge is then to develop efficient
update schemes to perform such a sampling.
The updates within the discrete-time formulation
are based on local deformations of the world lines
(Hirsch et al., 1982). Observables that are diagonal in
the occupation number (such as the density and the
density-density correlations), as well as observables that
conserve the number of particles in two contiguous sites
(such as the kinetic energy and the current operator) can
be easily computed while other observables that do not
conserve the fermion number locally, such as the one-
particle density matrix g1(i, j) = 〈bˆibˆ†j〉, are almost im-
possible to calculate (Scalettar, 1999). This local up-
date scheme may lead to long auto-correlation times
(Kawashima et al., 1994) in a way similar to classical
simulations with local updates. However, those times can
be reduced by global moves in cluster (loop) algorithms,
as proposed by Swendsen and Wang (1987) for the clas-
sical Ising model, and extended to quantum systems
by Evertz (2003); Evertz et al. (1993); Kawashima et al.
(1994). In addition, other problems with this world-line
formulation were removed by the loop algorithm, which
works in the grand canonical ensemble, and for which
the time continuum limit ∆τ → 0 in the Trotter-Suzuki
decomposition was also implemented (Beard and Wiese,
1996).
Loop algorithms also have their limitations since
they are difficult to construct for many Hamiltoni-
ans of interest and may suffer from “freezing” when
there is a high probability of a single cluster occu-
pying the entire system (Evertz, 2003; Evertz et al.,
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1993; Kawashima et al., 1994). These drawbacks can
be overcome by the continuous-time world-line ap-
proach with worm updates, which works in an ex-
tended configuration space with open loops and for which
all updates are local (Prokof’ev and Svistunov, 2009;
Prokof’ev and Svistunov, 1998; Prokof’ev et al., 1996)
and by the stochastic series expansion (SSE) algorithm
(Sandvik, 1999).
c. Stochastic series expansions: The SSE algorithm is
based on the power series expansion of the partition func-
tion
Z = Tr
{
e−βHˆ
}
=
∑
m
∞∑
n=0
(−β)n
n!
〈m|Hˆn|m〉, (100)
where {|m〉} is a convenient basis [such as the one in
Eq. (94)]. It is useful to write the Hamiltonian as the sum
of symmetric bond operators Hˆai,bi , where ai denotes
the operator type in the bond, bi ∈ {1, . . . Lb} the bond
index, and Lb the number of bonds. For example, if the
basis in Eq. (94) is used, then the operator types in the
bonds could be selected to be (i) diagonal, i.e., containing
terms related to the density, and (ii) off-diagonal, i.e.,
containing the hopping related terms.
The partition function can then be written as
Z =
∑
m
∞∑
n=0
∑
Sn
(−β)n
n!
〈m|
n∏
i=1
Hˆai,bi |m〉, (101)
where Sn is the set of all concatenations of n bond oper-
ators. The average expansion order can be shown to be
〈n〉 ∼ Lβ, so that one can truncate the sum over n at a
finite cutoff nmax without introducing systematic errors
(nmax can be adjusted during the warm up phase of the
simulation) (Sandvik, 1999). By inserting nmax − n unit
operators Hˆ0,0 = 1 one can rewrite Z as
Z =
∑
m
∑
Snmax
(−β)n(nmax − n)!
nmax!
〈m|
nmax∏
i=1
Hˆai,bi |m〉,
(102)
where now n is the number of nonunit operators in Snmax .
This last expression simplifies the Monte-Carlo sampling,
which once again is used to avoid summing over an expo-
nentially large number of terms. Various update schemes
have been implemented within the SSE approach, such as
the “operator loop updates” (Sandvik, 1999) and the “di-
rected loops” (Alet et al., 2005; Sylju˚asen and Sandvik,
2002).
In general, the SSE as well as the continuous-time
world-line formulation with worm updates have been
found to be very efficient when dealing with spin and
boson systems. We note that within these approaches:
(i) the superfluid density ρs is calculated through the
fluctuations of the winding number W in the world-
line configurations generated during the simulations
ρs = 〈W 2〉L/(2βt) (Pollock and Ceperley, 1987), where
W is the net number of times that the world-lines
wound around the periodic system, and (ii) the one-
particle Green’s function can also be efficiently computed
(Dorneich and Troyer, 2001; Prokof’ev and Svistunov,
2009).
2. The Bose-Hubbard model and its phase diagram
Let us analyze the Bose-Hubbard model (15). As will
be discussed in Sec. VIII this model is relevant in a wide
variety of contexts such as 4He in various confined ge-
ometries (such as in porous media or between surfaces),
granular superconductors, Josephson arrays, and ultra-
cold gases in optical lattices. As with several models on
a lattice, and in a way that will be examined in details
in Sec. VI.A, this model contains the necessary ingredi-
ents to describe a quantum phase transition between a
superfluid and an insulator. This transition, which takes
place only at integer fillings and is driven by quantum
fluctuations rather than by thermal fluctuations, is the
consequence of the competition between the delocaliza-
tion effects of the kinetic term, proportional to t, which
reduce the phase fluctuations, and the localization effects
of the interaction term, proportional to U , which reduce
the on-site particle number fluctuations.
The phase diagram of this model is qualitatively sim-
ilar in all spatial dimensions. In 1D it can be calculated
by bosonization techniques (Haldane, 1981a), which we
will introduce in Sec. V and Sec. VI.A. Its general prop-
erties in any dimension can be easily understood in terms
of perturbative arguments starting from the atomic limit
and scaling arguments (Fisher et al., 1989). For t = 0,
nˆi commutes with the Hamiltonian and each site is oc-
cupied by an integer number of bosons n (we drop the
site index because of the translational invariance). The
site occupation can be computed minimizing the on-site
energy E = −µn + Un(n − 1)/2. One finds that for
n−1 ≤ µ/U < n (where n > 0) the occupation per site is
n and for µ < 0 is zero. Now let us analyze what happens
if one takes µ/U = n − 1/2 + δ, where −1/2 < δ < 1/2
so that the site occupation is n, and adds some small
hopping t. If t is smaller than the smallest of the ener-
gies required to add a particle Ep ∼ (1/2− δ)U or a hole
Eh ∼ (1/2 + δ)U , then one immediately realizes that n
will not change. This is because the kinetic energy (∼ t)
gained by the hopping of the added particle (hole) will
be smaller that the interaction energy that is needed to
be overcome to add it. Hence, there are finite regions in
the plane µ/U -t/U in which n is fixed at their values in
the atomic limit. Hopping in energetically unfavorable
in those regions and the bosons remain localized, i.e.,
the system is insulating. This insulating state, known
as a Mott insulator, is characterized by an energy gap
(the energy required to add or remove a particle), which
leads to a vanishing compressibility κ = ∂n/∂µ = 0. The
lowest lying particle conserving excitations in the Mott
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insulator are particle-hole excitations.
By changing µ for any finite value of t within the
Mott insulating phase, one realizes at some point µ+(U, t)
[µ−(U, t)] the kinetic energy gained by the added par-
ticle (hole) balances the interaction energy required to
add it. At that point, the added particle (hole) will
be free to hop and a finite density of those particles
(holes) will led to BEC (in dimensions higher than one)
and superfluidity. Following the perturbative arguments
given before, one can also realize that the gap [∆(U, t) =
µ+(U, t)−µ−(U, t)] in the Mott insulator should decrease
as the hopping amplitude increases, and this leads to a
phase diagram with a lobe-like structure (see e.g., Fig. 6).
As will be discussed in details in Sec. VI.A, two differ-
ent universality classes exist for the Mott transition: (i)
A transition that occurs by changing the chemical poten-
tial (density), which is driven by density fluctuations and
belongs to the mean-field universality class. (This tran-
sition has du = 2 as the upper critical dimension.) (ii)
A transition that occurs by changing t/U at fixed den-
sity, which is driven by phase fluctuations and belongs
to the (d + 1)-dimensional XY universality class. (This
transition has du = 3 as the upper critical dimension and
dl = 1 as the lower critical dimension.)
Several analytical and computational approaches
have been used to study the phase diagram of
the Bose-Hubbard model in one, two, three, and
infinite dimensions. Among the most commonly
used ones are mean-field theory, which is ex-
act in infinite dimensions but qualitatively cor-
rect in dimensions higher than one (Fisher et al.,
1989; Rokhsar and Kotliar, 1991), quantum Monte-
Carlo simulations (Batrouni and Scalettar, 1992;
Batrouni et al., 1990; Capogrosso-Sansone et al., 2007,
2008), strong coupling expansions (Elstner and Monien,
1999; Freericks et al., 2009; Freericks and Monien,
1996), and density matrix renormalization group
(Ku¨hner and Monien, 1998; Pai et al., 1996).
In what follows, we restrict our discussion to the 1D
case. It is interesting to note that despite the close re-
lation of the Bose-Hubbard model in 1D to the Lieb-
Liniger model, the former is not Bethe-Ansatz solv-
able (Choy and Haldane, 1982; Haldane, 1980). The
phase diagram for this model was first computed by
Batrouni et al. (1990) by means of the world-line quan-
tum Monte Carlo approach. In that work, the transition
driven by changing the chemical potential was confirmed
to have Gaussian exponents as proposed by Fisher et al.
(1989).
Studying the transition at constant density turned
out to be a more challenging task. This transition,
as shown by Haldane (1981a) (see also Sec. VI.A and
references therein) is in the same universality class
as the two-dimensional Berezinskii-Kosterlitz-Thouless
(BKT) transition. As a consequence, the gap vanishes
as ∆ ∝ exp[−const/
√
(t/U)crit − t/U ]. This behav-
ior makes the determination of (t/U)crit in 1D much
more difficult than in higher dimensions. Early at-
tempts for n = 1 led to wide range of values, such as
(t/U)crit = 0.215± 0.01 from world-line quantum Monte
Carlo simulations (Batrouni et al., 1990), (t/U)crit =
1/(2
√
3) = 0.289 from a Bethe-Ansatz approxima-
tion (Krauth, 1991), (t/U)crit = 0.304 ± 0.002 from a
combination of exact diagonalization and renormaliza-
tion group theory (Kashurnikov and Svistunov, 1996),
(t/U)crit = 0.300 ± 0.005 from world-line QMC simu-
lations (Kashurnikov et al., 1996) and (t/U)crit = 0.298
from DMRG (Pai et al., 1996) after fitting the gap to
the exponential form given before, and (t/U)crit =
0.265 from a third order strong coupling expansion
after a constrained extrapolation method was used
(Freericks and Monien, 1996).
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FIG. 6 Phase diagram for the 1D Bose-Hubbard model
obtained by means of: two different sets of quantum
Monte Carlo results [+] (Batrouni et al., 1990) and [×]
(Kashurnikov et al., 1996), [solid line] a Pade´ analysis of 12th
order strong coupling expansions (Elstner and Monien, 1999),
[filled circles] earlier DMRG results (Ku¨hner and Monien,
1998), and [empty boxes] the DMRG results from
Ku¨hner et al. (2000). The dashed lines indicate the area
with integer density. The error bars in the µ/U direction
are smaller than the circles, the error bar in the t/U direction
is the error of (t/U)c for the BKT transition. The Mott in-
sulating phase is denoted by MI and the superfluid phase by
SF (Ku¨hner et al., 2000).
A remarkable feature about the superfluid to Mott
insulator transition that is unique to the phase dia-
gram in 1D, and which was found in some of the pre-
vious studies, is that the Mott lobe exhibits a reen-
trant behavior with increasing t. Later studies using
DMRG (Ku¨hner and Monien, 1998; Ku¨hner et al., 2000),
and higher order strong coupling expansions combined
with Pade approximants (Elstner and Monien, 1999),
provided some of the most accurate results for the phase
diagram. Those are depicted in Fig. 6 and compared with
the results of quantum Monte Carlo simulations. The ra-
tio (t/U)crit = 0.297± 0.010 at the tip of the Mott lobe
was determined using DMRG (Ku¨hner et al., 2000) by
finding the value of t/U at which the Luttinger parame-
ter K = 2 (see Sec. VI.A).
26
3. The Bose-Hubbard model in a trap
In relation to the experiments with ultracold bosons
in optical lattices, a problem that has been extensively
studied recently is that of the Bose-Hubbard model in
the presence of a confining potential. The hamiltonian in
this case is Hˆtrap = HˆBHM+
∑
i Vi nˆi, where Vi is usually
taken to represent the nearly harmonic trap present in
the experiments Vi = V (i− L/2)2.
The effect of the trapping potential is something that
can be qualitatively, and in many instances quantita-
tively, understood in terms of the local density approx-
imation (LDA). Within the LDA, one approximates lo-
cal quantities in the inhomogeneous system by the cor-
responding quantities in a homogeneous system with a
local chemical potential equal to
µHOM = µi ≡ µ0 − V (i − L/2)2 . (103)
Hence, density profiles in the trap can be constructed
from vertical cuts across the homogeneous phase dia-
gram, which in 1D is depicted in Fig. 6, by starting a
point with µ = µ0 and moving towards the point µ where
the density vanishes. This leads to a wedding cake struc-
ture in which superfluid and Mott insulating domains
coexist space separated. Such a structure was originally
predicted by means of mean-field theory by Jaksch et al.
(1998) and, for 1D systems, obtained by means of world-
line QMC simulations by Batrouni et al. (2002).
A consequence of the coexistence of superfluid and
Mott insulating domains is that the total compressibility
in a trap never vanishes (Batrouni et al., 2002). This
has motivated the definition and use of various local
quantities such as the local density fluctuations ∆i =
〈n2i 〉 − 〈ni〉2 and local compressibilities (Batrouni et al.,
2002; Rigol et al., 2009; Wessel et al., 2004)
κl1i =
∂ni
∂µi
=
1
β

〈(∫ β
0
dτnˆi(τ)
)2〉
−
〈∫ β
0
dτnˆi(τ)
〉2 ,
(104)
and
κl2i =
∂N
∂µi
=
∫ β
0
dτ
[
〈nˆi(τ)Nˆ 〉 − 〈nˆi(τ)〉〈Nˆ 〉
]
, (105)
to characterize trapped systems. We note that κl2i ≡
∂ni/∂µ, i.e., it can also be computed as the numerical
derivative of experimentally measured density profiles.
This quantity vanishes in the Mott insulating domains
and as such it can be taken as a local order parameter
(Wessel et al., 2004).
In Sec. III.A.2, we used a dimensional argument to
introduce the characteristic density ρ˜ = Na/ζ as the ap-
propriate quantity to define the thermodynamic limit in a
trapped system. Hence, for each value of U/t, this quan-
tity uniquely determines the local phases that are present
in the trap. A more rigorous derivation follows from
the local density approximation (Batrouni et al., 2008;
Roscilde, 2010). Within the LDA 〈ni〉 = n(µi/t, U/t),
where n(µi/t, U/t) is the density in a homogeneous sys-
tem with a chemical potential µi as defined in Eq. (103),
and µ0 is determined by the normalization condition
N =
∑
i〈ni〉 =
∑
i n(µi/t, U/t). Approximating the
sum by an integral, and taking into account the reflection
symmetry of the trapped system, N = 2
∫∞
0 dxn([µ0 −
V (x/a)2]/t, U/t). Finally, by making a change of vari-
ables µx = µ0 − V (x/a)2, one gets4
ρ˜ ≡ Na
√
V/t =
∫ µ0
−∞
dµx
n(µx/t, U/t)√
t(µ0 − µx)
. (106)
As discussed before, within the LDA µ0 uniquely deter-
mines the density profiles, and Eq. (106) shows that µ0 is
uniquely determined by ρ˜, so that indeed, ρ˜ uniquely de-
termines the local phases in the trap. This fact has been
recently used to construct state diagrams for trapped sys-
tems in 1D and 2D (Rigol et al., 2009), which are useful
in order to compare experimental and theoretical results
in which different trap curvatures and system sizes are
considered. Those state diagrams can be seen as the
equivalent to phase diagrams for homogeneous systems.
A word of caution is needed when using the LDA. For
example, for a homogeneous noninteracting bosonic gas
in 2D there is no finite temperature transition to a BEC,
from which, within the LDA, one could wrongly con-
clude that condensation cannot take place in the two-
dimensional trapped case. This is, of course, incorrect as
condensation does occur in the latter case (Dalfovo et al.,
1999). Equally, as one crosses the superfluid to Mott in-
sulator transition in a homogeneous system in any dimen-
sion, or any other second order transition for that matter,
the system becomes critical and long-range correlation
will preclude the local density approximation from being
valid in the finite size region where such a transition oc-
curs in a trap. A finite size scaling approach is required in
those cases (Campostrini and Vicari, 2010a,b). Finally,
of particular relevance to the 1D case, the superfluid
phase in 1D is already a critical phase with power-law
decaying correlations, so that one needs to be particu-
larly careful when using the LDA in 1D (Bergkvist et al.,
2004; Wessel et al., 2004).
With that in mind, theoretical studies have addressed
how correlation behave in the 1D trapped Bose-Hubbard
model. Kollath et al. (Kollath et al., 2004) found that
the same power-law decay of the one-particle correlations
that is known from homogeneous systems can still be ob-
served in the trap, in the regime of weak and intermediate
interaction strength, after a proper rescaling g˜1(i, j) =
〈bˆ†i bˆj〉/√ninj is considered. In the infinite repulsive limit
(Sec. III.A.2), on the other hand, Rigol and Muramatsu
(2005c) concluded that a different rescaling is required,
4 This result can be easily generalized to higher dimensions where
ρ˜ ≡ Na(V/t)d/2 (Batrouni et al., 2008).
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and g˜1(i, j) = 〈bˆ†i bˆj〉/[ni(1 − ni)nj(1 − nj)]1/4 was pro-
posed. The latter rescaling is consistent with the results
in the continuum (equivalent to the low density limit in
the lattice) presented in Sec. III.A.1, where analytical ex-
pressions for the one-particle density matrix in the trap
are available.
In the early experiments, the momentum distribution
function n(k) of the trapped gas (measured after time
of flight) was one of the few probes available to ex-
tract information about those systems (see Sec. VIII).
Hence, various numerical studies were devoted to iden-
tify how, (i) the peak high and half width of n(k)
(Kollath et al., 2004; Wessel et al., 2004), (ii) the visibil-
ity V = nmax(k)−nmin(k)nmax(k)+nmin(k) (Sengupta et al., 2005), and (iii)
other observables such as the total energy measured after
time of flight (Rigol et al., 2006b), can be used to detect
the formation of the Mott insulating domains in 1D. More
recently, local measurements have become available in
trapped systems (Bakr et al., 2009, 2010; Gemelke et al.,
2009) so that the local compressibility in Eq. (105) can
be determined from the experiments and the local phases
and transitions identified (Kato et al., 2008; Zhou et al.,
2009). However, it has been argued (Pollet et al., 2010)
that n(k) is nevertheless the best quantity to determine
the critical parameters for the formation of the Mott in-
sulator in the trap.
V. LOW ENERGY UNIVERSAL DESCRIPTION
At low temperatures, the models discussed in the pre-
vious sections exhibit a liquid phase in which no con-
tinuous or discrete symmetry is broken. This phase has
two salient features: i) The low energy excitations are
collective modes with linear dispersion. ii) At zero tem-
perature, the correlation functions exhibit an algebraic
decay characterized by exponents that depend on the
model parameters. These two properties are intimately
related to the MWH theorem, which rules broken con-
tinuous symmetry in 1D.5 Haldane (1981b) noticed that
these features are quite ubiquitous in 1D and thus de-
fined a universality class of 1D systems that encompasses
a large number of models of interacting bosons (both
integrable and non-integrable) in 1D (Giamarchi, 2004;
Gogolin et al., 1999). This universality class, known as
Tomonaga-Luttinger liquids (TLLs), is a line of fixed
points of the renormalization group (RG) characterized
by a single parameter called the Tomonaga-Luttinger pa-
rameter.
5 Actually, the Calogero-Sutherland models (see Sec. III.E) escape
one of the conditions of the theorem, which require the interac-
tions to be short-ranged. However, as the exact solution demon-
strates, they also exhibit these properties.
A. Bosonization method
The collective nature of the low-energy excitations in
1D can be understood as follows: In the presence of inter-
actions, a particle must push its neighbors away in order
to propagate. Thus, when confinement forces particles
to move on a line, any individual motion is quickly con-
verted into a collective one. This collective character mo-
tivates a field-theoretic description in terms of collective
fields, which is known as ‘harmonic fluid approach’ (also
called ‘bosonization’ (Giamarchi, 2004; Haldane, 1981a,b;
Luther and Peschel, 1974; Mattis and Lieb, 1965) for his-
torical reasons). For bosons, the collective fields are the
density, ρˆ(x, τ), and the phase, θˆ(x, τ), out of which the
boson field operator, Ψˆ†(x, τ), is written in polar form:
Ψˆ†(x, τ) = [ρˆ(x, τ)]1/2 e−iθˆ(x,τ). (107)
The above equation is the continuum version of (24). The
quantum mechanical nature of harmonic fluid description
requires that we also specify the commutation relations
of the fields ρˆ(x, τ) and θˆ(x, τ):[
ρˆ(x), θˆ(x′)
]
= iδ(x− x′). (108)
Equation (108) is consistent with
[
ρˆ(x), e−iθˆ(x
′)
]
=
δ(x − x′)e−iθˆ(x′), which is required by the canonical
commutation relations of the field operator (Giamarchi,
2004; Haldane, 1981a). It expresses the well known
fact in the theory of superfluids that phase and den-
sity are canonically conjugated fields. The relation (108)
can be derived from the well known commutation
relation between the momentum current, ˆP (x) =
1
2
∑N
j=1 [pˆjδ(x− xˆj) + δ(x − xˆj)pˆj ], and the density op-
erators:
[ρˆ(x), ˆP (x
′)] = i~ρˆ(x′)∂x′δ(x− x′), (109)
which follows directly from [xˆi, pˆj] = i~δij . Using (112)
and (113), and retaining only the slowly varying terms,
this equation leads to: ˆ(x) = ~m
√
ρˆ(x)∂xθˆ
√
ρˆ(x). Using
Eq. (109), Eq. (108) is recovered.
In a translationally invariant system, the ground state
density is a constant, 〈ρˆ(x, τ)〉 = ρ0 = N/L. At small
excitation energies, we expect that ρˆ(x, τ) does dot de-
viate much from ρ0. In a simple-minded approach, these
small deviations would be described by writing the den-
sity operator as follows:
ρˆ(x, τ) ≃ ρ0 − 1
π
∂xφˆ(x, τ), (110)
where φˆ(x, τ) is a slowly varying quantum field, which
means that its Fourier components are predominantly
around q ≃ 0. Such description is however insufficient
especially when the interactions are strong. For exam-
ple, in the case of the TG gas (cf. Sec. III.A) the pair-
correlation function, Eq. (30), is such that: D2(x)− 1 =
(1− cos(2πρ0x))/(2x2)
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The first term in the right hand side of this expres-
sion stems from the q ≈ 0 density fluctuations and it
can be recovered using the method of Andersen et al.
(2002); Popov (1972), which is valid for weakly interact-
ing bosons. However, the second oscillating term stems
from density fluctuations of wave number q0 ≈ 2πρ0
and cannot be recovered from (110). That oscillating
contribution reflects the discreteness of the constituent
particles, which locally (but not globally) tend to de-
velop a crystal-like ordering with a lattice spacing of or-
der ρ−10 . Similar oscillating terms involving harmonics of
2πρ0 also appear in other correlations functions of the TG
gas such as the one-particle density matrix, cf. Eq. (33),
as well as in the correlations of other models of inter-
acting bosons in general. Efetov and Larkin (1975), ar-
gued that the density operator must contain, besides the
∂xφˆ term, a term proportional to × cos 2π
∫ x
dx′ ρ(x′) =
cos(2πρ0x − 2φˆ(x)) in order to reproduce the oscillating
contribution in D2(x).
A more complete derivation of the oscillating terms,
which also automatically includes all higher harmonics
of 2πρ0x, was given by Haldane (1981a), and is reviewed
in what follows. One enumerates the particles on the line
by assigning them an index j = 1, . . .N , such that two
consecutive values of j correspond to two neighboring
particles. Next, a labeling field φˆl(x, τ) is introduced.
This field is smooth on the scale of ρ−10 and such that
φˆl(x, τ) = πj for x = xj(τ), where xj(τ) is the position
of the j-th particle. Hence,
ρˆ(x, τ) =
N∑
j=1
δ[x− xˆj(τ)] ≃ ∂xφˆl(x, τ)
∑
j
δ[φˆl(x, τ) − jπ]
=
1
π
∂xφl(x, τ)
+∞∑
m=−∞
e2imπφl(x,τ). (111)
The last expression follows from Poisson’s summation
formula. If we imagine that the particle positions, xj(t),
fluctuate about the 1D lattice defined by x0j = jρ
−1
0 , it
is possible to reintroduce φˆ(x, τ) as φˆl(x, τ) = πρ0x −
φˆ(x, τ). In terms of φˆ(x, τ),
ρˆ(x, τ) ≃
(
ρ0 − 1
π
∂xφˆ(x, τ)
) +∞∑
m=−∞
αme
2im(πρ0x−φˆ(x,τ)),
(112)
which reduces to Eq. (110) only when the m = 0 term of
the series is retained.
The harmonic fluid approach also provides a represen-
tation for the boson field operator (Didier et al., 2009;
Haldane, 1981a) in terms of φˆ(x, τ) and θˆ(x, τ). From
Eq. (107) it can be seen that this relies on finding a
representation for the operator [ρˆ(x, τ)]
1/2
. This can
be achieved by noting that (by virtue of Fermi’s trick)
the square root of the sum of Dirac-delta functions in
Eq. (111) is also proportional to a sum of delta func-
tions. Thus, [ρˆ(x, τ)]
1/2
in Eq. (107) lends itself to the
same treatment as ρ(x, τ), which leads to the following re-
sult (Cazalilla, 2004b; Giamarchi, 2004; Haldane, 1981a):
Ψˆ†(x, τ)≃
(
ρ0 − 1
π
∂xφˆ(x, τ)
)1/2
×
[
+∞∑
m=−∞
βme
2im(πρ0−φˆ(x,τ))
]
e−iθˆ(x,τ).(113)
The expressions (112) and (113) must be understood as
low-energy representations of the density and field oper-
ators as an infinite series of harmonics of 2(πρ0x− φˆ(x)).
They can be used, for instance, to compute the asymp-
totic behavior of correlation functions in 1D systems.
However, it must be also emphasized that the coeffi-
cients αm, βm of each term in these series are not de-
termined by the harmonic fluid approach and, in gen-
eral, depend on the microscopic details of model (i.e.,
they are non-universal). In some integrable models, such
as the t-V model it is possible to obtain these coeffi-
cients analytically (Lukyanov, 1998, 1999). In the case
of the TG gas, they can be deduced from Eqs. (33)
and (30). Similarly, for the CS models, Eqs. (89) and
(87) can be used to derive the coefficients αm and βm.
However, in the general case, one must resort to semi-
numerical (Caux and Calabrese, 2006) or fully numeri-
cal (Bouillot et al., 2010; Hikihara and Furusaki, 2004)
methods to compute them.
Finally, let us provide a representation of the Hamilto-
nian and total momentum operators describing the (low-
energy part of the) spectrum. For a system of bosons of
mass m interacting via a two-body potential V (x), such
as (1) (with Vext) one can substitute the expressions (112-
113) to obtain the following effective Hamiltonian:
Hˆ =
~
2π
∫
dx
[
vK
(
∂xθˆ(x)
)2
+
v
K
(
∂xφˆ(x)
)2]
+ · · ·
(114)
The ellipsis stands for an infinite series of irrelevant oper-
ators in the RG sense, which yield subleading corrections
to the system properties. Similarly, applying the same
identities, the momentum operator (Pˆ =
∫
dx ˆP (x)),
becomes
Pˆ =
~
π
∫
dx
(
ρ0 − 1
π
∂xφˆ(x)
)
∂xθˆ(x) + · · · (115)
The Hamiltonian (114) and the formulas (112-113) thus
allow to compute the low energy behavior of all cor-
relation function of the initial problem. Since (114) is
a simple quadratic Hamiltonian, with [θˆ(x), ∂x′ φˆ(x
′)] =
iδ(x − x′), this is a remarkable simplification. The pa-
rameters vJ = vK and vN = v/K in (114) are model
dependent but can be related to the ground state proper-
ties. All the interaction effects are then encoded into the
two effective parameters v and K. Moreover, it can be
shown that the Hamiltonian (114) leads to ground state
wavefunctions of the Bijl-Jastrow form (Cazalilla, 2004b;
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Fradkin et al., 1993). As we will see in Sec. V.B, K con-
trols the behavior of correlation functions at long dis-
tance. As to v, one can immediately see that (114) leads
to a linear dispersion ω = v|k| so that v is the velocity
of propagation of density disturbances. The bosoniza-
tion technique can reproduce the Bogoliubov spectrum
simply by approximating the kinetic energy term as:∫
dx
~
2
2m
(∂xΨˆ
†)(∂xΨˆ) ≃
∫
dx
~
2
2m
[ρ0(∂xθˆ)
2 + (
∂xρ
2
√
ρ0
)2],
(116)
leading to the Hamiltonian:
Hˆ ≃ ~
2π
∫
dx
[
π~ρ0
m
(
∂xθˆ(x)
)2
+
g
π~
(
∂xφˆ(x)
)2
+
~
4mπρ0
(
∂2xφˆ(x)
)2]
+ · · · (117)
and yielding a spectrum ǫ(k) =
√
gρ0
~2k2
m +
(
~2k2
2m
)2
,
which is identical to the Bogoliubov spectrum discussed
in Sec. II.A. Note however, that here no condensate frac-
tion assumption was made. We will come back to that
point in Sec. V.E.
Since all the low-energy properties only depend on v
and K, it is enough to determine these two nonuniver-
sal parameters to fully describe the system. There are
very efficient ways to do such a calculation, either based
on analytical or computational approaches. First, in a
Galilean invariant system such as Eq. (10), the value
of vJ (Haldane, 1981a), is independent of interaction as
shown by the following argument. From Galilean invari-
ance, the center of mass position Xˆ = 1
Nˆ
∫
dxxρˆ(x) obeys
the equation of motion:
dXˆ
dt
=
1
i~
[
Xˆ, Hˆ
]
=
Pˆ
Nˆm
. (118)
Using (112), Xˆ = − 1
Nˆπ
∫
dxx∂xφˆ(x) + · · · , along with
Eq. (108)), in order to compute
[
Xˆ, Hˆ
]
/(i~), and com-
paring the result with Pˆ /Nˆm where Pˆ is given by
Eq. (115), yields vJ = ~πρ0/m. Furthermore, this ar-
gument shows that Galilean invariance also requires the
existence of an irrelevant operator (contained in the el-
lipsis of 114) of the form − ~22πm
∫
dx∂xφˆ(x)
(
∂xθˆ(x)
)2
,
which describes the curvature of the quadratic free-
particle dispersion. Several authors (Khodas et al., 2007;
Pereira et al., 2006) have recently emphasized that such
irrelevant operators lead to a damping rate γq ∼ q2/m
for the collective excitations in 1D.
If Galilean invariance is absent, as in lattice models
like the Bose-Hubbard or the t-V models, then vJ can
be renormalized by the interactions. Yet, vJ can be
still related to the zero-temperature response of the sys-
tem to an infinitesimal phase twist ∆χ in the bound-
ary conditions (Cazalilla, 2004b; Giamarchi, 1991, 2004;
Maslov et al., 1996; Prokof’ev and Svistunov, 2000;
Schulz, 1990; Shastry and Sutherland, 1990). Physically,
this corresponds to the existence of a persistent cur-
rent flowing through the system at zero temperature
upon connecting it to two large phase-coherent reservoirs,
whose phase differs by ∆χ. Thus, it is very tempting to
think that vJ is related to the superfluid fraction at zero
temperature, ρs(T = 0) = ρ
0
s by means of the relation
vJ =
~πρ0s
m . However, this can be misleading. To clarify
this point, let us define:
ρtwist(T, L) =
πL
~
∂2F (T, L,∆χ)
∂∆χ2
∣∣∣∣∣
∆χ=0
, (119)
where F (T,∆χ) is the free energy of a system of
length L computed assuming twisted boundary con-
ditions, that is, Ψˆ(L) = ei∆χ Ψˆ(0). The super-
fluid fraction is a thermodynamic property obtained
in the limit limL→+∞ ρtwist(T, L) = ρs(T ). How-
ever, it is important to stress that the limits L →
+∞ and T → 0 of ρtwist(T, L) do not commute
(Giamarchi and Shastry, 1995; Prokof’ev and Svistunov,
2000). For example, for the TG gas, whose thermody-
namics is equivalent the 1D free Fermi gas thermodynam-
ics, limT→0 limL→+∞ ρs(T ) = ρs(T = 0) = 0 because
the free Fermi gas is not superfluid. However, when the
limits of the free Fermi gas ρtwist(T, L) are taken in the
reverse order, limL→+∞ limT→0 ρtwist(T, L) = ρ0. This
corresponds to the result vJ = vF , which follows from
Galilean invariance. The product vK is thus related to
Kohn’s stiffness (Kohn, 1964) which is the weight of the
δ(ω) in the conductivity, and is related to the capability
of the system to sustain persistent currents.
As to the other stiffness parameter, vN = v/K, it can
be related to the inverse of the macroscopic compressibil-
ity at T = 0 (Giamarchi, 2004; Haldane, 1981a), which
is defined as:
κ−1s = ρ
2
0L
[
∂2E0(N)
∂N2
]
. (120)
where E0(N) is the ground state energy with N parti-
cles. To relate κ−1s and vN , first note that the operator
δNˆ = Nˆ − N = − ∫ dxπ ∂xφˆ(x), which means that, by
shifting φˆ(x)→ φˆ(x)− πxδN/L in Eq. (114), and taking
the expectation value over the ground state, it is pos-
sible to obtain ∂2E0(N)/∂N
2 as the coefficient of the
O(δN20 ) term. Hence, κ
−1
s = ~πvNρ
2
0 = ~πρ
2
0v/K. For
Galilean invariant systems, this relationship can be writ-
ten as κs = mK
2/(~2π2ρ30), which means that, as K
increases, the system becomes more and more compress-
ible. In particular, for a non-interacting boson system
κs = +∞, as the energy cost of adding new particles
in the ground state vanishes and therefore K = +∞.
Repulsive interactions reduce the value of K. For in-
stance, in the Lieb-Liniger model K ≥ 1 (cf. Fig. 8),
and K = 1 for TG gas, which stems from its equiva-
lence to a free Fermi gas. In 1D boson systems with
longer range interactions (such as a dipolar interactions
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(A. S. Arkhipov and Lozovik, 2005; Citro et al., 2008))
regimes where K < 1 are possible.
B. Correlation functions: temperature, boundaries, and
finite-size effects
Realization of 1D ultracold atomic systems (see
Sec. VIII), where the number of bosons confined to
1D typically ranges from a few tens to a few hundred,
has renewed the interest in understanding finite-size sys-
tems (Batchelor et al., 2005c; Cazalilla, 2004b). In a fi-
nite size system, the low-energy excitation spectrum as
well as the asymptotic behavior of correlation functions
depend on the boundary conditions (BC’s) obeyed by the
field operator. These can be either periodic (PBCs) or
open (OBCs). In physical realizations, PBCs are more
convenient to describe systems near the thermodynamic
limit, as they include translational invariance from the
start, whereas OBCs are more realistic for finite or semi-
infinite systems. Moreover, numerical methods such as
the DMRG described in Sec. IV.B.1 work better with
OBCs than with PBCs. The effects of temperature can
also be treated in the framework of finite-size effects. In-
deed, in the Matsubara formalism, a finite temperature
β = 1/(kBT ) corresponds to PBCs on the imaginary time
of size ~β. The harmonic fluid approach introduced in
the previous section can be extended to deal with both
finite-size and boundary effects. The conformal invari-
ance of the theory (114) greatly simplifies that exten-
sion (Giamarchi, 2004) by enabling the use of conformal
transformations (Cardy, 1996) to compute the finite size
effects.
1. Infinite systems and periodic boundary conditions
Since the temperature effects are already well docu-
mented in the literature (Giamarchi, 2004), we focus here
on the spatial boundary conditions. Let us begin our dis-
cussion in the case of the field operator obeying (twisted)
periodic BC’s, that is, Ψˆ†(x + L) = e−i∆χΨˆ†(x). With-
out the twist (∆χ = 0), this is simply the usual periodic
boundary condition taken in many thermodynamic sys-
tems. A physical realization of such PBCs, corresponds
to loading an ultracold Bose gas in a tight toroidal trap,
which can be created by e.g. combining a Gaussian laser
beam with a magnetic harmonic trap (Ryu et al., 2007).
In order to determine the appropriate boundary condi-
tions for the fields φˆ(x) and θˆ(x), we note that Eq. (113)
implies that the boson field operator obeys (twisted) pe-
riodic BC’s provided
φˆ(x+ L) = φˆ(x)− π(Nˆ −N), (121)
θˆ(x+ L) = θˆ(x) + π(Jˆ +
∆χ
π
), (122)
where the operatorN has integer eigenvalues whereas the
eigenvalues of J obey the selection rule (−1)J (Haldane,
1981a). The conditions (121) and (122) must be taken
into account when developing θˆ(x) and φˆ(x) in Fourier
series, which for the present system read:
φˆ(x) = φˆ0 − δNˆ xπ
L
− i
2
∑
q 6=0
(
2πK
L|q|
) 1
2
sgn(q)
×e−iqx [aˆ†q + aˆ−q] , (123)
θˆ(x) = θˆ0 + Jˆ
xπ
L
+
i
2
∑
q 6=0
(
2π
L|q|K
) 1
2
e−iqx
[
aˆ†q − aˆ−q
]
,
where q = 2πm/L (m being an integer),
[
aˆq, aˆ
†
q′
]
=
δq,q′ , commuting otherwise,
[
Nˆ, e−iθˆ0
]
= e−iθˆ0 and[
Jˆ , e−iφˆ0
]
= e−iφˆ0 . The operator φˆ0 is related to
the center of mass position of the liquid (and there-
fore π−1dφˆ0/dt is the mean current operator (Haldane,
1981a)), whilst θˆ0 is related to the global phase.
Introducing these expressions into (114,115) leads to:
Hˆ =
∑
q 6=0
~v|q| aˆ†q aˆq +
~π
2LK
(Nˆ −N)2
+
~πvK
2L
(
Jˆ +
∆χ
π
)2
, (124)
Pˆ =
~πNˆJˆ
L
+
∑
q 6=0
~q aˆ†q aˆq. (125)
Thus, the elementary excitations of the system are run-
ning waves carrying momentum ~q and energy ~v|q| (v
is the sound velocity). The system can also sustain per-
sistent currents, quantized in values proportional to the
eigenvalue of Jˆ , which for bosons must be even integers.
Furthermore, from Eqs. (121) and (122) the asymp-
totic behavior of correlation functions obeying PBC’s can
be obtained. For the one-particle density matrix and the
pair-correlation function, it was obtained in (Haldane,
1981a):
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g1(x) = 〈Ψˆ†(x)Ψˆ(0)〉 = ρ0
[
1
ρ0d(x|L)
] 1
2K
{
A0 +
+∞∑
m=1
Am
[
1
ρ0d(x|L)
]2m2K
cos (2πmρ0x)
}
, (126)
D2(x) = ρ
−2
0 〈ρˆ(x)ρˆ(0)〉 =
{
1− K
2π2
[
1
ρ0d(x|L)
]2
+
∑
m>0
Bm
[
1
ρ0d(x|L)
]2m2K
cos (2πmρ0x)
}
. (127)
K1/2
SUCDW
FIG. 7 “Phase diagram” indicating the slowest decaying fluc-
tuation for 1D interacting bosons. The correlations are totally
controlled by the Tomonaga-Luttinger liquid parameter K.
For K > 1/2 the dominant order is superfluid (SU), while for
K < 1/2 the system exhibit dominant charge density wave
(CDW) fluctuations. Note that for a model with purely local
interactions one has 1 < K <∞ so the system is always dom-
inated by superfluid order. Nearest neighbor repulsion on a
lattice can allow to reach the point K = 1/2.
A more detailed treatment of the term (ρ0−∂xφˆ/π)1/2 of
Eq. (113)has been developed in (Didier et al., 2009), al-
lowing to obtain also the subleading corrections to (126).
As mentioned above, the coefficients Am = |αm|2 and
Bm = |βm|2 are non-universal; d(x|L) = L| sin(πx/L)|/π
is the chord function.
Let us first examine these expressions for an infinite
system. In the thermodynamic limit where L → ∞
d(x|L)→ |x|, and thus we retrieve the well-known power-
law correlations controlled by a single parameter,K. The
Euclidean invariance of the theory ensures that a simi-
lar power-law occurs in Matsubara time. We thus see
that the system is in a critical state, with quasi-long
range order both in the one-particle correlation and in
the density-density one. The later signals the tendency of
the system to form a charge density wave of bosons, while
the first one is the tendency to BEC. Although there is
no long range order one can define a “phase diagram” by
looking at the dominant correlation, i.e., the one with the
slowest decay. This is the one that should be realized as
an ordered state should one couple 1D system, as will be
discussed in Sec. VII.B. Such a phase diagram is shown
in Fig. 7. Upon comparison with, e.g. Eqs. (33) and
(30), it can be seen that the above series contains only
the leading (i.e., the slowest decaying term) for each har-
monic. The remaining subleading corrections stem from
less relevant operators, which have been neglected in the
derivation of (126) and (127).
2. Open boundary conditions
In the case of a system of bosons trapped in a box with
sufficiently high walls, OBCs of Dirichlet type must be
used, i.e., the field operator must obey Ψˆ(x) = 0 and
hence ρˆ(x) = 0 for x = 0, L. Hence, Eq. (111) implies
that, for x = 0, L, the labeling field φˆl(x) 6= πj, where j
is an integer. This is the minimum requirement to ensure
that no particle exist at x = 0, L. Hence, φˆ(x) = πρ0x−
φˆl(x) = φ0 6= πj at x = 0. If the number of particles
(that is the eigenvalue of Nˆ) is fixed (as corresponds to a
system of trapped ultracold atoms), then it follows from
δNˆ = Nˆ − N = − ∫ L0 dxπ ∂xφˆ(x) = φˆ(0) − φˆ(L) that
φˆ(x = L) = φˆ(0)− πNˆ .
When developed in a Fourier series of modes that obey
the open BC’s:
φˆ(x) = φˆ0 − δNˆ πx
L
−
∑
q>0
(
πK
qL
) 1
2
sin(qx)
[
aˆ†q + aˆq
]
,
θˆ(x) = θˆ0 − i
∑
q>0
(
πK
qL
) 1
2
cos(qx)
[
aˆ†q − aˆq
]
, (128)
where
[
δNˆ , e−iθˆ0
]
= e−iθˆ0 , but φˆ0 is a real (non-integer)
number, i.e., it is not an operator. The Hamiltonian
operator becomes:
Hˆ =
∑
q>0
~vq aˆ†q aˆq +
~πv
2LK
(
Nˆ −N
)2
. (129)
Thus, the low-energy elementary excitations are stand-
ing waves characterized by a wavenumber q > 0 and an
energy ~vq. However, the total momentum operator, P ,
vanishes identically as the center of mass position of the
system is fixed (e.g., 〈Xˆ〉 ∝ φ0 = const.) by the confine-
ment. This means that the operator J undergoes large
fluctuations and therefore its canonical conjugate opera-
tor, φ0, acquires a constant expectation value.
The existence of boundaries leads to a dramatic change
in the nature of the correlations as translational invari-
ance is lost. Thus, for example, to leading order
ρ0(x)=ρ0 + C1
[
1
ρ0d(2x|2L)
]K
cos(2πρ0x+ δ1), (130)
g1(x, y)=ρ0B0
[
ρ−10
√
d(2x|2L)d(2y|2L)
d(x+ y|2L)d(x− y|2L)
] 1
2K
, (131)
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where C1, δ1, and B0 are non-universal coefficients. For
the full asymptotic series in harmonics of 2πρ0 of these
and other correlation functions, we refer the inter-
ested reader to the literature (Cazalilla, 2002, 2004b).
Thus, because the system has boundaries, the ground
state density ρ0(x) = 〈ρ(x)〉 is no longer uniform,
and two-point correlation functions such as g1(x, y) =
〈Ψˆ†(x)Ψˆ(y)〉 depend both on x and y (Cazalilla,
2002, 2004b; Eggert and Affleck, 1992; Giamarchi, 2004;
Hikihara and Furusaki, 2000). It is also important to no-
tice that the boundaries do modify the asymptotic be-
havior of the correlation functions. This can be seen in
the previous expressions if we consider, for instance, the
behavior of g1(x, y). Away from the boundaries, (in the
bulk) of the system, the leading behavior is the same
as for PBC’s, that is |x|− 12K . However, for y ≈ 0 and
ρ−10 ≪ x ≪ L, the decay of the asymptotic behavior is
|x|− 34K controlled by the (boundary) exponent 34K . The
same remarks apply to the behavior of other correlation
functions near the boundaries at x = 0, L.
Another type of OBCs (Neumann) corresponds to
Ψˆ†(x = 0) = Ψ∗0 and Ψˆ
†(x = L) = Ψ∗L, where Ψ0,L =
|Ψ0,L|e−iχ0,L 6= 0 (Maslov et al., 1996). This amounts
to enforcing that θˆ(x = 0, L) = χ0,L. In this case, the
results obtained for open BC’s of Dirichlet type can used
upon interchanging the roles of θ and φ and making the
replacement K → K−1.
The form of the effective Hamiltonian, however, is dif-
ferent:
Hˆ =
∑
q>0
~vq aˆ†q aˆq +
~πvK
2L
(
Jˆ +
∆χ
π
)2
, (132)
where ∆χ = χL−χ0 the phase difference across the sys-
tem. Note that, in this case, the global phase 〈θˆ0〉 = ∆χ
is well defined, which means that the canonically con-
jugate operator, N , undergoes large fluctuations about
the ground state value N = 〈Nˆ〉 that fixes the zero-
temperature chemical potential.
3. The t-V , Lieb-Liniger, and Bose-Hubbard models as
Tomonaga-Luttinger liquids
Let us now give the relation between some of the mi-
croscopic models that were examined in Sec. II and the
TLL liquids. We examine in particular the t-V , Lieb-
Liniger and Bose-Hubbard models. Indeed these three
models display TLL behavior at low energies, as can be
seen from the exact results in Sec. III or the numerical
ones in Sec. IV.B.1.
The phase diagram of the Lieb-Liniger model is the
simplest, being described by the TLL fixed point for all
values of the single dimensionless parameter that char-
acterizes the model, namely γ = mg/~2ρ0. The exis-
tence of the Bethe-ansatz solution allows us to compute
the ground state energy as described in Sec. III.B. From
that result, the compressibility and hence the Tomonaga-
Luttinger parameter,K = K(γ) are obtained. The sound
velocity then follows from the Galilean invariance of the
model (Haldane, 1981a): v(γ) = ~πρ0/(mK(γ)). These
two functions are plotted in Fig. 8. In general, analyt-
ical expressions are not available for arbitrary values of
γ. However, in the limit large and small γ, the follow-
ing asymptotic formulas are known (Bu¨chler et al., 2003;
Cazalilla, 2004b):
K(γ) =
{
1 + 4γ2 +O(γ
−3) for γ ≫ 1
π√
γ
(
1−
√
γ
2π
)
for γ ≪ 1 (133)
The asymptotic formulas for the sound velocity v(γ) fol-
low from Galilean invariance.
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FIG. 8 Tomonaga-Luttinger liquid parameters for the Lieb-
Liniger model (cf. Sec. III.B) as a function of γ =
Mg/~2ρ0(Cazalilla, 2004b). vF = ~vF = ~piρ0/m is the
Fermi velocity of a Fermi gas of the same density ρ0. The
dashed lines correspond to the asymptotic results following
from Eq. (133).
The t-V model is also integrable by the Bethe-ansatz
and thus it is found to be a TLL when the lattice fill-
ing, n0, is away from 0,
1
2 and 1. In the half-filled case
(n0 =
1
2 ), for 2t < V the system also belongs to the TLL
universality class, and it is possible to obtain an ana-
lytic expression for the Tomonaga-Luttinger parameter
and the sound velocity:
K(∆) =
1
2− 2π cos−1(∆)
, v(∆) =
πvF
2
√
1−∆2
cos−1 (∆)
,
(134)
where ∆ = V/2t and vF = 2ta/~, a being the lattice pa-
rameter. Away from half-filling, one has to resort in gen-
eral to solving numerically the Bethe-ansatz equations to
obtain K and v (Giamarchi, 2004).
Finally, the Bose-Hubbard model is a TLL for non-
integer filling and also for sufficiently weak interactions at
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integer filling (U/t < 0.297± 0.001 for lattice filling n0 =
1 (Ku¨hner et al., 2000)). Being a non-integrable model,
no analytic expressions are available for the Tomonaga-
Luttinger parameter and the sound velocity. These pa-
rameters must be therefore obtained from numerical cal-
culations. Nevertheless, for n0 ≤ 1 and U/t ≫ 1, the
following results have been obtained, to leading order in
U/t from a strong coupling expansion (Cazalilla, 2004a):
K ≃ 1 + 4t
πU
sinπn0, v ≃ vB
(
1− 4t
U
n0 cosπn0
)
,
(135)
where vB = ta sin(πn0)/~.
The Tomonaga-Luttinger liquid parameters can be
computed numerically for more complicated models (see
e.g. the case of spin ladders (Bouillot et al., 2010;
Hikihara and Furusaki, 2000)). Typically one determines
numerically the compressibility. For DMRG, it is con-
venient to determine K directly from the static corre-
lation functions, but methods based on twisted bound-
ary conditions, finite size effects, or direct computa-
tion of the spectrum (Giamarchi, 2004) are also possi-
ble. Proceeding in such a way one efficiently combines
numerical and analytical insights since thermodynamic
quantities are less sensitive to finite size effects and can
thus be accurately obtained numerically. It is then pos-
sible to plug the obtained values of v and K in the
analytic expressions of the asymptotics of the correla-
tion functions, which are more sensitive to finite size ef-
fects and thus harder to calculate purely numerically.
Such a combination has allowed for quantitative tests
(Klanjˇsek et al., 2008; Thielemann et al., 2009a) of the
Tomonaga-Luttinger liquid as we will see in Sec. VIII
C. The Thomas-Fermi approximation in 1D
In the presence of harmonic trapping along the lon-
gitudinal direction, 1D Bose gases become inhomoge-
neous, finite-size systems. As a result of the finite-size,
a crossover between the non-interacting BEC regime and
the quasi-long range ordered regime becomes observ-
able. Meanwhile, inhomogeneity makes the excitation
spectrum different from the uniform case previously dis-
cussed. The equilibrium properties have been discussed
in a series of theoretical papers (Dunjko et al., 2001;
Petrov et al., 2004), while the consequences of harmonic
trapping on the collective excitations were analyzed by an
hydrodynamic approach in (Gangardt and Shlyapnikov,
2006; Ma and Ho, 1999; Menotti and Stringari, 2002;
Petrov et al., 2000).
As we saw in Sec. III.B the dimensionless parameter,
γ = c/ρ0 =
mg
~2ρ0
distinguishes the weakly (γ ≪ 1) and
strongly (γ ≫ 1) interacting regimes. In the presence of
the axial harmonic potential V (x) = mω2x2/2, one can
introduce another dimensionless quantity:
α = cℓHO =
mgℓHO
~2
, (136)
where ℓHO =
√
~/mω is oscillator length. This param-
eter can be regarded as the ratio between the oscilla-
tor length and the interaction length rs = ~
2/mg. The
weakly interacting regime is characterized by α ≪ 1,
which means that the relative motion of two particles
approaching each other is governed by the harmonic trap-
ping rather than the interparticle distance.
In the weakly interacting limit (γ ≪ 1), we expect the
system to behave almost like a BEC, and thus the Gross-
Pitaevskii (GP) equation (2) introduced in Sec. II.A can
be used to estimate (ground state) density profile as
ρ0(x) = |Ψ0(x)|2, where we write the order parameter
as Ψ0(r) = Ψ0(x)φ0(r⊥) (cf. Eq. 8). For N ≫ 1 and
γ ≪ 1 the Thomas-Fermi approximation becomes accu-
rate (see discussion in Sec. II.A and references therein).
Hence,
ρ0(x) =
µ
g
(
1− x
2
R2TF
)
, (137)
where RTF =
√
2µ
mω2 is the Thomas-Fermi radius. Im-
posing the normalization condition
∫ RTF
−RTF dxρ(x) = N ,
one obtains the expression of the chemical potential µ as
a function of the number of particles N :
µ = ~ω
(
3Nα
4
√
2
)2/3
, (138)
where the parameter α =
√
mg2/(~3ω). The condi-
tion for the validity of the approximation γ ≪ 1 then
takes the form (α2/N)2/3 ≪ 1, i.e., either α ≪ 1 and
any N or α ≫ 1 but N ≫ α2. The latter condi-
tion reflects the fact that the weakly interacting regime
requires sufficiently large number of particles. Since
ρ0(0)ℓc =
√
~2µ/(2mg2), the regime of a weakly inter-
acting gas also is characterized by the healing length ℓc
being much larger than the interparticle distance 1/ρ0(0).
The limit α≫ 1 and N ≪ α2 corresponds to the case
of the TG gas. In this case the mapping to a free fermion
hamiltonian gives a chemical potential µ = N~ω and the
density distribution (Mehta, 2004):
ρ0(x) =
mωRTF
π~
(
1− x
2
R2TF
)1/2
. (139)
Note that a similar density profile was also obtained
in the case of Calogero-Sutherland model, as discussed
in Sec. III.E. Finally, when the healing length ξ =√
~2
mµ ≫ RTF , i.e., µ ≪ ~ω, we can neglect the non-
linear term in the GP equation and find the density
profile of the ground state in the form of a gaussian
Ψ0(x) =
√
µ/ge−x
2/(2ℓ2HO). The chemical potential is
then µ = Nα~ω/
√
π, and this regime is obtained for
α ≪ 1/N . This regime corresponds to interactions so
weak that the system is forming a true BEC at zero tem-
perature.
A more general approach to the interacting Bose gas
in a trap can be developed (Dunjko et al., 2001). If the
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FIG. 9 Zero temperature crossover diagram for a 1D Bose gas
in a harmonic potential. For α≪ 1/N , the ground state is a
BEC. For α≫
√
N , the ground state is a TG gas. In between,
the ground state is in the Thomas-Fermi regime (Petrov et al.,
2004).
trapping potential is sufficiently shallow, one can assume,
in the spirit of the Thomas-Fermi approximation, that
the ground state energy for a given density profile ρ0(x)
can be written as the integral P [ρ0] =
∫
dxe(ρ0(x)),
where e(ρ0) is the energy per unit length of a uniform in-
teracting Bose gas of mean density ρ0. The ground state
energy in the presence of the trapping potential Vext and
chemical potential µ can be approximated as:
P [ρ0(x)] +
∫
(Vext(x)− µ)ρ0(x)dx, (140)
Varying the functional (140) with respect to the particle
density ρ0(x), one obtains the equation:(
∂e(ρ0)
∂ρ0
)
ρ0=ρ0(x)
+ Vext(x) = µ, (141)
In the weakly interacting (‘mean field’) limit e(ρ0) =
gρ20/2, and for a harmonic trap Eq. (141) reduces to
(137). In the opposite TG limit, Eq. (139) is recovered.
Density profiles in the intermediate regime can be com-
puted using e(ρ0) derived from the numerical solution of
the Bethe Ansatz equation (Dunjko et al., 2001).
D. Trapped bosons at finite temperature
Let us now turn to the properties of trapped 1D
Bose gases at finite temperature and in particular the
different regimes of quantum degeneracy (Petrov et al.,
2004, 2000). In a non-interacting 1D Bose gas in a har-
monic trap, a sharp crossover from the classical regime to
the trapped BEC is obtained (Ketterle and van Druten,
1996). Its origin of the sharp crossover is related to the
discrete nature of the levels in the trap. Interactions, by
smearing out the discrete nature of the levels can sup-
press this sharp crossover. The criterion for the persis-
tence of the sharp crossover is that the average inter-
action between particles is much smaller than the level
spacing ~ω. With a gaussian profile for the density, the
average interaction per particle is ∼ gN(mω/~)1/2. The
criterion for persistence of the sharp crossover is then
α≪ 1/N .
In the Thomas-Fermi regime, it is convenient to ex-
pand the Hamiltonian to second order in terms of phase
and amplitude as was done in Eqs. (4)-(5):
Hˆ =
∫
dx
[
~
2ρ0(x)
2m
(∂xθˆ(x))
2
+
~
2(∂xδρˆ(x))
2
8mρ0(x)
+
g
2
(δρˆ(x))2
]
. (142)
In the limit of high temperature, we can treat the fluc-
tuations of δρˆ = ρˆ(x) − ρ0(x) and θˆ as purely classi-
cal. Let us consider first the fluctuations of the operator
δρˆ. Since the Hamiltonian Eq. (142) is quadratic, we
can easily compute the correlation functions 〈(δρˆ(x) −
δρˆ(x′))2〉. In order to simplify further the calculation,
we make ρ0(x) = ρ0(0) in Eq. (142). We then find
that 〈(δρˆ(x) − δρˆ(x′))2〉 = kBT
√
8mρ0(0)/(~2g)(1 −
e−
√
8mgρ0(0)|x−x′|/~). The relative density fluctua-
tion (Petrov et al., 2000), 〈(δρˆ(x) − δρˆ(x′))2〉/ρ0(0)2 ∼
kBT
√
8mg2/(~2µ3), and is negligible provided T < Td =√
~2µ3/(8mg2). With Eq. (138), we have Td =
3
16N~ω,
and Td is just the degeneracy temperature. Below Td the
density profile of the gas is given by (137) and above Td
it reduces to the one of a classical gas. Let us now turn
to the phase fluctuations, using this time the Hamilto-
nian Hphase =
∫
dx ~2ρ0(x)(∂xθˆ)
2/(2m). By the change
of variable ρ0(0)s =
∫ x
0 ρ0(x
′)dx′, we obtain the phase
fluctuations as 〈(θˆ(x) − θˆ(x′))2〉 = πkBTm2~2ρ0(0) |s(x) − s(x′)|.
With the density profile (137), s(x) = RTF ln[(RTF +
x)/(RTF − x)]/2 one has (Petrov et al., 2000) 〈(θˆ(x) −
θˆ(x′))2〉 = πkBTm4~2ρ0(0)RTF ln[(RTF + x)(RTF − x′)/((RTF −
x)(RTF + x
′))]. This time, the overall amplitude of the
fluctuation is controlled by the parameter T/Tph where
Tph =
~ω
µ Td ≪ Td since we are in the Thomas-Fermi
regime. For T < Tph, both phase and density fluctu-
ations are negligible, and the system behaves as a true
BEC when Tph < T < Td, there are no density fluctua-
tions, but phase fluctuations are present. Such a regime is
called quasi-condensate. For T > Td, we have a classical
gas. We note that Tph ∼ ~ω(N/α2)1/3, so as N is in-
creased, the width of the quasicondensate regime broad-
ens.
The resulting crossover diagram at finite temperature,
as computed by (Petrov et al., 2000), is shown in Fig. 10.
It can be summarized as follows: forN ≫ α2 the decrease
of the temperature to below Td leads to the appearance of
a quasicondensate that becomes a true condensate below
Tph. For N < α
2 the system lies in the Tonks regime.
E. Collective excitations
Let us now turn to the collective excitations of the
trapped gas. We will generalize the Tomonaga-Luttinger
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FIG. 10 Crossover diagram for a trapped 1D gas at finite
temperature for α = 10. For N ≪ α2, the system is forming
a TG gas below the degeneracy temperature Td ∼ N~ω. For
N ≫ α2, the system is a quasicondensate when Tph ≪ T ≪
Td. For T ≪ Tph ∼ N1/3, phase fluctuations are suppressed
and the system is a true BEC. From (Petrov et al., 2000)
liquid Hamiltonian and bosonization method to an in-
homogeneous system (Citro et al., 2008; Petrov et al.,
2004). The inhomogeneous Tomonaga-Luttinger liquid
Hamiltonian is:
Hˆ =
∫ R
−R
dx
~v(x)
2π
[
K(x)
(
∂xθˆ(x)
)2
+
(
∂xφˆ(x)
)2
K(x)
]
,
(143)
where the Tomonaga-Luttinger parameters are given by
v(x)K(x) =
~πρ0(x)
m
,
v(x)
K(x)
=
1
π
∂ρ0µ(ρ0(x)). (144)
The field φˆ(x, τ) obeys the boundary conditions:
φˆ(R, τ) = φ1, and φˆ(−R, τ) = φ0. (145)
which amount to require that no current is going in or
out at the edges of the system. The fields satisfy the
following equations of motion(Safi and Schulz, 1995):
∂τ φˆ(x, τ) = v(x)K(x)∂x θˆ(x, τ),
∂τ θˆ(x, τ) = ∂x
(
v(x)
K(x)
∂xφˆ(x, τ)
)
. (146)
Noting that density operator δρˆ = −∂xφˆ/π and and
the vˆ = ~∂xθˆ/m, the above equations are the op-
erator 1D equivalent of the linearized hydrodynamic
equations discussed in Sec. II.A and employed by
Menotti and Stringari (2002).
Combining the two equations (146), using the bound-
ary condition (145) and Fourier transforming one obtains
the eigenvalue equation for the normal models of the op-
erator φˆ(x):
− ω2nϕn(x) = v(x)K(x)∂x
(
v(x)
K(x)
∂xϕn(x)
)
. (147)
with boundary conditions ϕn(±R) = 0. The eigenfunc-
tions ϕn are normalized as:∫
dx
ϕn(x)ϕm(x)
v(x)K(x)
= δn,m, (148)
The solution of the eigenvalue equation (147) gives ac-
cess to the eigenmodes of the trapped gas. The zero
frequency solution is immediately obtained by substitut-
ing ∂xϕ = K(x)/u(x) in Eq. (147). With ϕ(x) = λρ0(x),
a solution with ωn = ω, that describes the harmonic os-
cillations of the center of mass of the cloud (the Kohn
mode) is obtained. For the particular case (Citro et al.,
2008; Petrov et al., 2004):
v(x) = v0
√
1− x
2
R2
, K(x) = K0
(
1− x
2
R2
)α
. (149)
the solutions ϕn(x) of (147) are obtained in
terms of Gegenbauer (or ultraspherical) polynomi-
als (Abramowitz and Stegun, 1972):
ϕn(x) = An
(
1− x
2
R2
)α+1/2
C(α+1)n
( x
R
)
, (150)
ω2n =
v20
R2
(n+ 1)(n+ 2α+ 1), (151)
where An is a normalization factor. The frequen-
cies in (151) are in agreement with the results
of (Menotti and Stringari, 2002). In the case of α =
1/2, the dependence of v(x) and K(x) is the one pre-
dicted by the mean-field approach of Sec. V.C [Eq. (5)].
The Gegenbauer polynomials in (151) can then be ex-
pressed in terms of the simpler Legendre polynomials
(Petrov et al., 2000). Another interesting limit is α = 0,
which corresponds to the case of the Tonks Girardeau
gas, where the Gegenbauer polynomials reduce to Cheby-
shev polynomials. Then, ωn = (n+ 1)ω, as expected for
fermions in a harmonic potential.
VI. PERTURBATIONS ON 1D SUPERFLUIDS
Since the Tomonaga-Luttinger liquid theory reviewed
in Sec. V incorporates all the interaction effects into a
relatively simple quadratic Hamiltonian, it provides a
convenient starting point to study the effects of various
external potentials on 1D superfluid systems. In this sec-
tion, we consider the effect that three different kinds of
external potentials have on 1D superfluids. First, we dis-
cuss the effect of a periodic potential, i.e., a lattice. As
already mentioned in Sec. IV.B, this can lead to inter-
action driven insulating phases (Mott insulators). Then
we introduce the random potential and disorder driven
insulating phases (Anderson insulators). We conclude
with the intermediate case of a quasiperiodic potential,
for which recent cold atomic experiments have provided
an experimental realization (Roati et al., 2008).
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A. Mott transition
1. Periodic potentials and the sine-Gordon model
In this section we consider the effect of a periodic po-
tential on an interacting boson system. Its effect can be
described in two complementary ways. If the potential is
weak, it can be added as a perturbation on the interact-
ing bosons in the continuum. However, if the potential
is strong, as described in Sec. II.C, is it better to start
from a lattice model such as the extended Bose-Hubbard
model (14), or its descendants. As we show below, both
approaches lead to same low-energy field theory.
Let us begin by considering a weak periodic potential
Vext(x) = V0 cos(Gx). The addition of this term to the
Hamiltonian (9) reduces its invariance under continuous
space translations to the discrete group of lattice transla-
tions x→ x+ 2πGm, with integerm. As noted by Haldane
(1981a), using the expression (112) for the density leads
to an additional term HV (see e.g., Giamarchi (2004) for
a detailed derivation) in the TLL Hamiltonian, H [cf.
Eq. (114)].
HV =
g˜u
π
∫
dx cos
(
2pφˆ(x) + δx
)
. (152)
For a weak potential, g˜u ≈ πρ0V0
(
V0
µ
)n−1
is the bare
coupling. In Eq. (152), we have retained the term with
the smallest value of δ = nG − 2pπρ0 (n, p being inte-
gers), which measures the degree of incommensurability
of the potential; δ = 0 corresponds to a commensurate
number of bosons per site. For p = 1 there is an inte-
ger number of bosons per site since ρ0 = nG/(2π), while
higher values of p, such as p = 2, correspond (modulo
an integer) to one boson every two sites, etc. δ is thus a
measure of the doping of the system away from this com-
mensurate value. There are some subtle issues depending
on whether one works at constant density or at constant
chemical potential and we refer the reader to Giamarchi
(2004) for more details on that point.
Remarkably, the same effective model is obtained if one
starts directly from a lattice model, such as the Hubbard
model. In that case the terms (152) arise because, in
a lattice system, the quasi-momentum is only conserved
modulo a reciprocal lattice vector. Terms in which the
quasi-momentum of the final state differs from the one of
the initial state by a nonzero multiple of G, nicknamed
umklapp terms, can be obtained by using (112) and the
condition that on a lattice (e.g., for one particle per site)
one has 2πρ0rn = 2πn and thus e
i2πρ0rn = 1. For one
particle per site the role of umklapp processes is to create
a Mott insulator. The role of higher order umklapps,
allowing an interaction process to transfer several times
a vector of the reciprocal lattice, and its role in leading
to Mott insulating phases was pointed out by Giamarchi
(1997); Giamarchi and Millis (1992). The final result is
exactly (152) with the same condition for δ. The main
difference is in the amplitude of this term which now is
proportional to the interaction itself.
Hence, the model (114), and HsG = H + HV [after
Eq. (152)], is thus able to give a complete description
of the effects of periodic potential or lattice in a 1D in-
teracting bosonic system. This description depends on
the value of the Tomonaga-Luttinger parameter, which
is a measure of the interactions, the lattice potential, and
the doping δ away from commensurability. One imme-
diately sees that two different types of transition can be
expected. In one case one remains commensurate δ = 0.
The term HV is a simple cosine. The corresponding
model is known as the “sine-Gordon” (sG) model for his-
torical reasons (Coleman, 1988). The transition can then
occur as a function of the strength of the interactions, or
in our low energy model, as a function of the change
of the Tomonaga-Luttinger parameter K. Alternatively
we can fix the interactions and change the degree of in-
commensurability δ inside the term HV . Let us examine
these two type of transitions.
2. Commensurate transition
The first type of transition, which we denote Mott-
U transition, corresponds to keeping the density fixed,
and commensurate δ = 0 and varying the Luttinger pa-
rameter. The physics of such a transition can be easily
understood by looking at the term HV to the Hamil-
tonian. When HV (rather than H) dominates the low-
temperature properties of the system, the fluctuations of
the field φˆ(x) are strongly suppressed, and φˆ can order.
Since ordering φˆ(x) means ordering the density, it follows
that the bosons are localized at the potential minima and
the system becomes a Mott insulator (MI). To see this,
let us consider the limit g˜u → −∞ for δ = 0. In this limit,
〈cos 2pφˆ(x)〉 → 1 and the ground state density following
from (112) is 〈ρˆ(x)〉 ≃ ρ0 + ρ0
∑
m>0Am cosm
(
n
pGx
)
.
This function is periodic for x → x + 2πpnG l (l being an
integer). The insulating state is thus a system where, on
average, n0 =
n
p bosons are localized per potential min-
imum. Note that there is no violation of the Mermin-
Wagne-Hohenberg theorem since, in the presence of the
potential, the symmetry that is being broken is the dis-
crete invariance under lattice translations, which is pos-
sible at T = 0 even in 1D.
To quantitatively study the effects of (152) on the low-
temperature properties of the system, let us first con-
sider a commensurate potential, and write renormaliza-
tion group equations. The RG flow maps one effective
Hamiltonian HsG = H + HV characterized by a set of
parameters (v,K, gu) and a short-distance cutoff a0 onto
a new H ′sG characterized by (v
′,K ′, g′u) and a new cutoff
scale a′0 > a0 by progressively integrating out high en-
ergy degrees of freedom. This method is well documented
in the literature (see e.g., Giamarchi (2004)) so we only
quote the results. To lowest order in gu, the RG flow is
described by the following set of differential equations for
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[v(ℓ),K(ℓ), gu(ℓ] as functions of ℓ = ln
(
a′0
a0
)
,
dgu
dℓ
= (2− p2K)gu, dK
dℓ
= −g2uK2. (153)
where gu = g˜ua
2
0/~v ≪ 1 is a dimensionless cou-
pling. In addition to these equations, dv(ℓ)/dℓ = 0 to
all orders due to the Lorentz invariance of the theory.
Equations (153) describe a BKT flow (Kosterlitz, 1974;
Kosterlitz and Thouless, 1973). This flow has two dif-
ferent regimes. For weak coupling, The separatrix be-
tween them is given by K = 2/p2+2gu/p
3 and delimiters
two phases: i) a phase in which gu(l) → 0. This corre-
sponds to a Tomonaga-Luttinger liquid phase, in which
the decay of the correlations is algebraic, and the lattice
plays asymptotically no role beyond a renormalization
of the parameters entering in the Tomonaga-Luttinger
Hamiltonian; ii) a phase in which gu(l) scales up. This
phase corresponds to ordering of φˆ. As discussed be-
fore, this means that the particles are localized and cor-
responds to a Mott insulator. It follows from the RG, or
a variational treatment of the Hamiltonian (Giamarchi,
2004), that a gap G opens in the spectrum. Perturba-
tive values are G/µ ∼ g1/(2−K)u for 2 − K ≫ 1, but
since the sine-Gordon model is integrable, exact values
are also available (Giamarchi, 2004; Gogolin et al., 1999;
Lukyanov and Zamolodchikov, 2001).
Hence, generically for any commensurate filling, the
system can undergo a transition between a LL and a MI.
At the transition point, the Luttinger parameter K takes
a universal value that depends only on the lattice filling:
K∗ = 2/p2. Since K/v is proportional to the compress-
ibility and vK to the Kohn stiffness (cf. Sec. V.A), both
compressibility and Kohn stiffness jump discontinuously
to zero when entering the MI phase. The exponents of the
various correlations have a universal algebraic decay at
the transition. In the MI phase, the spectrum is gapped
and the correlation functions decay exponentially.
Let us next examine some simple cases of the above
transition. For p = 1 which corresponds to an integer
number of particles per site, relevant the Bose-Hubbard
model or the Lieb-Liniger gas in a periodic potential, the
critical value is K∗1 = 2. The LL phase is thus domi-
nated by superfluid fluctuations since K > 2. One has
a superfluid-MI transition. At the transition the one-
particle correlation function is thus g1(x) ∼ |x|−1/4. For
one particle every two sites one has p = 2 and thus
K∗2 = 1/2. Note that this critical value is beyond the
reach of a model with only local interactions such as the
Lieb-Liniger or the Bose-Hubbard (BH) models, as for
such models 1 < K < ∞. A MI phase with one parti-
cle every two sites can thus never occur in those mod-
els. This is quite natural since it would correspond to
an ordered phase of the form 1010101010 and a purely
local interaction cannot hold the particles one site apart.
In order to stabilize such MI phases one needs longer
range interactions, for example nearest neighbor ones as
in the t− V or extended BH models, or dipolar interac-
tions (Burnell et al., 2009; Citro et al., 2008). In those
cases K∗2 = 1/2 can be reached, and the MI phase ap-
pears Note that the critical behavior of such a transition
is also BKT-like but with different values for the universal
jump and for the correlation functions. For the transition
with one particle every two sites g1(x) ∼ |x|−1. More-
over, logarithmic corrections to this scaling results exist
in some cases (Giamarchi, 2004; Giamarchi and Schulz,
1989). The transport properties can be also computed
near these phase transitions and we refer the reader to the
literature (Controzzi et al., 2001; Giamarchi, 1991, 1992,
2004; Rosch and Andrei, 2000) for an extended discus-
sion. Finally, in systems with a nearest neighbor inter-
actions like the extended BH model at unit lattice filling
other interesting phases, besides the MI, can also ap-
pear (Berg et al., 2008; Dalla Torre et al., 2006).
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FIG. 11 Phase diagram for commensurate bosons as a func-
tion of the chemical potential µ and the interactions. Only
the commensurabilities of one boson per site and one boson
every two sites have been shown. The Mott phase for the
bosons occurs for a commensurate filling and depends on the
strength of the interactions. The Tomonaga-Luttinger liquid
(LL) parameters take a universal value both for the Mott-U
and Mott-δ transitions. The value depends on the order of
commensurability (Giamarchi, 2004).
The properties discussed above and summarized in
Fig. 11 agree very well with the numerical results for
the BH model of Sec. IV.B.2 and with results on the ex-
tended BH model (Ku¨hner et al., 2000), in which a value
K∗ = 1/2 was numerically found for the transition from
the TLL and the MI with one boson every two sites.
As a final remark, let us note that although for the BH
model, which corresponds to the strong lattice case, the
phase diagram is more or less independent on the dimen-
sion, 1D systems in presence of a weak periodic potential
present a very interesting feature. Indeed from the scal-
ing properties above we see that in 1D one can realize a
MI phase even for a very weak periodic potential provided
that the interactions are strong enough (e.g., K < 2 for
one boson per site). This is a true quantum effect com-
ing from the interferences of the particles on the periodic
38
potential that can lead to localization even if the peri-
odic potential is much weaker than the kinetic energy.
In the TG limit (K = 1) this would simply correspond
to free fermions moving in a periodic potential with an
exact 2kF periodicity, where kF is the Fermi wavevec-
tor. In that case it is well known that even an arbitrarily
weak potential opens a gap. Such a feature would not
be present in higher dimensions were a strong lattice po-
tential is needed to stabilize the Mott insulator phase, at
least for the case of local interactions.
3. Incommensurate transition
The situation is drastically different when the system
is incommensurate. Let us now look at the case for
which the commensurate system δ = 0 would be a MI,
i.e. K < K∗ and look at the effect of an increasing δ on
the physics of the system. Naively, the presence of a δx
term inside the cosine means that the cosine oscillates
with space and thus is wiped out and its sole effect can
be a renormalization of the LL parameters, leading back
to a purely quadratic Hamiltonian. This is traducing
the fact that a doped system is always at large distance
a LL with algebraic decay of the correlations. Of course,
in order to have finite doping, since the Mott phase
has a gap, one needs to apply a chemical potential in
excess of the gap G. One has thus the possibility to
have another MI-SF transition, driven by the change
of density of the system, and sometimes referred to as
Mott-δ transition. Although it is not obvious in the
original single particle language, the LL representation
makes it obvious that the doped Mott problem is
directly related to one specially important classical
problem known as the commensurate-incommensurate
phase transition (Japaridze and Nersesyan, 1978;
Pokrovsky and Talapov, 1979; Schulz, 1980), describing
particles adsorbed on a surface with a different periodic-
ity than the one of the adsorbed molecules. One can thus
follow the same route than the one used to determine the
critical behavior of this transition to obtain the Mott-δ
critical exponents. For this reason the transition is
often referred to as being in the universality class of the
commensurate-incommensurate (C-IC) phase transition.
In order to obtain the critical properties of such a tran-
sition two routes are possible. One is to use the standard
renormalization group procedure and establish equations
involving the doping δ (Giamarchi, 1991, 2004). Al-
though these equations are very useful in deriving some
of the physical quantities, specially away from the tran-
sition itself, they flow to strong coupling when one ap-
proaches the transition line, making it difficult to extract
the critical exponents. It is thus especially useful to use
a technique known as refermionization (Giamarchi, 2004;
Luther and Emery, 1974; Schulz, 1980) to deal with this
issue. The idea is simply to use the fact that in a similar
way one can represent bosonic single particle operators
by collective variables as described by Sec. V, one also
represent fermionic particles. It is thus possible to map
the sine-Gordon Hamiltonian to a fictitious Hamiltonian
of interacting “fermions”. We will not detail here the
relation between fermions and collective variables (the
density operator is the same than for bosons, but single
particle operator is slightly different) since it has been
well described in the literature (Giamarchi, 2004) and
simply quote the final result (Schulz, 1980):
Hˆ =
∑
k
~vk(ψˆ†k,Rψˆk,R − ψˆ†k,Lψˆk,L) + Hˆint + (154)
gu
∑
k
(ψˆ†k,Rψˆk,L +H.c.)− δ
∑
k
(ψˆ†k,Rψˆk,R + ψˆ
†
k,Lψˆk,L)
where Hˆint is an interaction term between the fermions.
The above describes right and left moving fermions (R
and L) indices, with a Dirac-like linear dispersion con-
trolled by the velocity v. Those pseudo fermions are
in fact representing the kink excitations of the phase φ
where the phase goes from one of the minima of the co-
sine to the next, thereby changing by ±π/p2. The in-
teraction term depends on the commensurability of the
system is proportional to Kp2 − 1/(Kp2). So while in
general the fermions interact making the fermionic the-
ory as difficult to solve as the original sine-Gordon one,
for a special value K0 of the LL parameter, this inter-
action disappear leading to a free fermionic theory. For
p = 1 one has K0 = 1 that corresponds to the TG limit,
in which case the fermions in (154) are nothing but the
spinless fermions of Eq. (28). This technique, introduced
by Luther and Emery (1974) has been used in several
contexts for 1D systems (Giamarchi, 2004). It provides
a useful solution when the non linear excitations of the
sine-Gordon model are important to keep and when a
simple quadratic approximation of the cosine would be
insufficient.
The former Mott term is now hybridizing the right
and left movers and thus opens a gap at energy zero in
the initially gapless spectrum. The energy spectrum is
ǫ±(k) = ±
√
(vk)2 + g2u. We thus recover here the fact
that this operator is opening a Mott gap. The refermion-
ization allows thus to make quite rigorous here the usu-
ally rather vague concept of the upper and lower Hub-
bard bands. The corresponding “free” particle are the
kinks in the phase φ and thus describe the defects in the
perfect arrangement of the Mott insulator. For exam-
ple starting from 10101010101010 a configuration such
as 10110101010010 would contain one kink and one anti-
kink. The δ term corresponds to an average density for
fermions. If δ is nonzero, the chemical potential will
sit either in the upper or lower band and one recovers
that there are gapless excitations given by the fermions.
We thus see that the Mott-δ transition can be described
(Giamarchi, 1997) as the doping of a band insulator.
Using this mapping on free fermions one can extract
the critical behavior, which is markedly different from the
commensurate case. Right at the transition δ → 0+, the
dynamical exponent relating space and time ω ∼ kz is
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z = 2 contrarily to the commensurate case for which z =
1 because of Lorentz invariance. The effective velocity of
excitations is for 0 < δ ≪ gu/v
v∗ =
(
dǫ(k)
dk
)
k=πδ
≃ πv
2δ
gu
, (155)
and goes to zero at the transition. The compressibil-
ity which can be computed by dN/dµ diverges at the
transition, before going to zero in the Mott phase. The
Kohn stiffness, D ∝ v∗K∗, vanishes continuously with
the doping δ since the Tomonaga-Luttinger parameter is
a constant. Interestingly, the exponents of the various
correlation functions at the transition are universal and
can be determined by using the free fermion value. For
example, the density correlator of the fermions decays as
|x|−2. Since before the mapping the correlation would
have corresponded to an exponent 2/K this means that
at the Mott-δ transition the Tomonaga-Luttinger param-
eter takes the universal value K0 = 1. For a generic com-
mensurability p it is easy to check that K0 = 1/p
2. This
is exactly half of the universal value of the commensurate
Mott-U transition. A summary of is shown in Fig. 11.
Interestingly, several of these scalings both for the com-
mensurate and incommensurate case are also valid and
extendable to higher dimensions (Fisher et al., 1989).
These considerations also directly apply to the case
of spin chains and ladders with a gapped phase and we
refer the reader to the literature (Chitra and Giamarchi,
1997; Furusaki and Zhang, 1999; Giamarchi and Tsvelik,
1999) and to Sec. VIII for more details on this point.
B. Disorder
Another type of perturbation is provided by a dis-
ordered potential. For non-interacting particles, disor-
der can give rise to Anderson localization: the single-
particle eigenfunctions of the Hamiltonian decay expo-
nentially over a characteristic length ξl, called the lo-
calization length (Anderson, 1958). Indeed, the ef-
fect of disorder depends on dimensionality. In 1D,
all eigenstates are localized for any nonzero disor-
der strength (Mott and Twose, 1961). Exact solutions
(Abrikosov and Rhyzkin, 1978; Berezinskii, 1974; Efetov,
1983; Gogolin, 1982) can be devised. For noninter-
acting particles, the localization length is of the or-
der of the mean free path in 1D. Higher dimensions
(Abrahams et al., 1979; Efetov, 1983; Efetov et al., 1980)
lead either to a full localization, albeit with a potentially
exponentially large localization length in 2D, or to the
existence of a mobility edge separating localized states
(near band edges) from diffusive states (at band center)
in 3D. Recently cold atomic gases have allowed to di-
rectly observe the localization of noninteracting 1D par-
ticles (Billy et al., 2008; Roati et al., 2008).
Although the non-interacting case is conceptually well
understood, taking into account the combined effects of
disorder and interactions is a formidable problem. For
fermions, the noninteracting case is a good starting point
and the effects of interactions can be at least tackled
in a perturbative fashion (Altshuler and Aronov, 1985;
Lee and Ramakhrishnan, 1985) or using renormalization
group techniques (Finkelstein, 1984).
Such an approach is impossible with bosons since the
noninteracting disordered bosonic case is pathological.
The ground state in the non-interacting case is a highly
inhomogeneous Bose condensate in which all particles are
in the lowest eigenstate of the Hamiltonian (which is nec-
essarily localized). In the absence of repulsion, a macro-
scopic number of particles are thus in a finite region of
space. Such a state is clearly unstable to the introduc-
tion of even the weakest interaction. The interactions
should thus be included from the start. Alternatively, the
limit of very strong interactions can be considered start-
ing from a crystal phase of particles (fermions or bosons
since statistics in that case does not matter) (Giamarchi,
2003).
1. Incommensurate filling
Let us next consider the Hamiltonian of disordered in-
teracting bosons. For convenience and generality, we will
deal with the case of bosons on a lattice. Similar results
and methods are of course applicable in the continuum.
The Hamiltonian reads
Hˆ =
L∑
i=1
[
−ti(bˆ†i bˆi+1 +H.c.)− ǫinˆi +
U
2
bˆ†i bˆ
†
i bˆibˆi
]
,
(156)
The ti describe random hopping from site to site. This
type of disorder is particularly pertinent for spin chains
(see Sec. II.D) since it that case it corresponds to the
case of random spin exchange (Hong et al., 2010). ǫi is a
random chemical potential. Note that in the case of cold
atomic gases ǫi also contains in general the confining po-
tential. Other types of disorder (random interactions,
etc) can of course also be treated, but we will confine our
discussion here to the above two cases. Note that for the
case of hard-core bosons (or spins) these two types of dis-
order have an important difference. The first one respects
the particle hole symmetry of the problem (for soft-core
bosons no such particle-hole symmetry exists), while the
second, being a random chemical potential, breaks it for
each realization of the disorder, even if it is still respected
in average.
Just as for the case of a periodic potential, we use
the bosonization method introduced in Sec. V. Let us
start the with the on-site disorder. Similar results and
equations can be derived for the random hopping. Mi-
croscopic disorder is in general rarely Gaussian. For ex-
ample impurities scattered in random positions represent
a Poissonian disorder. It might be important for practi-
cal cases to carefully take into account the precise form
of such correlations (see e.g., Lugan et al. (2009)). How-
ever, the Gaussian limit is generic if the length scales
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over which the properties of the system vary (e.g., the lo-
calization length) are large compared to the microscopic
scale of the disorder. In that case, the central limit the-
orem applies. We thus for simplicity discuss the case of
ǫiǫi′ = Dδii′ , where D is the disorder strength.
For the case of incommensurate filling, or for bosons
in the continuum, one can rewrite the coupling to a weak
disorder potential as
Hdis =
∫
dxV (x)ρˆ(x), (157)
where, V (x)V ⋆(x′) = Dδ(x−x′). Using the boson repre-
sentation for the density of Sec. V and keeping only the
most relevant harmonics one has (Giamarchi and Schulz,
1988):
Hdis =
∫
dxV (x)
[
− 1
π
∂xφˆ(x) + ρ0
(
ei2(πρ0x−φˆ(x)) +H.c.
)]
(158)
The term proportional to ∂xφˆ describes “forward” scat-
tering by the random potential. It corresponds to a
slowly (compared to the interparticle spacing ρ−10 ) vary-
ing chemical potential. This term can be absorbed, for in-
commensurate cases, in the quadratic part of the Hamil-
tonian. It is straightforward to check that although it
leads to exponential decay of density correlations, it can-
not affect the superfluid ones nor change the conductiv-
ity.
The main disorder effects are thus coming from the
“backscattering” term, i.e., the term for which the mo-
mentum exchanged with the impurities is of the order
of 2πρ0. This term can be treated by an RG procedure
(Giamarchi and Schulz, 1988). The RG equations read:
dK
dl
= −K
2
2
D˜,
dD˜
dl
= (3 − 2K)D˜, (159)
where D˜ = D/(π2u2ρ0). There is also an additional
equation for the velocity showing that the compressibil-
ity is not renormalized at this order of the flow. These
equations indicate that both the disorder and the interac-
tions get renormalized when disorder (and interactions)
is present. The equations have a BKT form. There is a
separatrix, depending on both K and D˜, terminating at
K∗ = 3/2 separating a phase in which D˜ scales to zero
and a phase in which D˜ is relevant. The first one clearly
corresponds to a superfluid one. In the later one D˜ scales
to strong coupling so the flow cannot be used beyond a
certain scale l∗ such that D˜(l∗) ∼ 1. One can nevertheless
infer the properties of such a phase from various approxi-
mations. The simplest is to note that this phase contains
the Tonks line K = 1 for which the bosons behave as free
fermions. Hence, it has the same long distance properties
as free fermions in presence of disorder, and is therefore a
phase in which the particles are localized. This Anderson
localized phase has been discussed for the Tonks gas in
Radic´ et al. (2010).
The critical properties of the transition can be ex-
tracted from the flow. Since the transition is of the BKT
type, K jumps discontinuously at the transition. Note
that contrarily to what happens for the periodic case,
the system remains compressible in the localized phase,
as one can see from the free fermion limit, or the RG flow.
The jump of K indicates that the Kohn stiffness, which
is finite in the superfluid, goes to zero in the localized
phase. The localization length, which can be extracted
from the flow, diverges at the transition, in the usual
stretched exponential way characteristics of BKT transi-
tion. Note that if one defines a critical exponent ν for the
divergence of the localization length one has ν = ∞ in
1D. Disordered bosons in 1D provided the first derivation
of a superfluid-localized transition and the existence of
a localized bosonic phase (Giamarchi and Schulz, 1988).
This phase, nicknamed Bose glass, was surmised to ex-
ist in higher dimensions as well, and the critical prop-
erties of the SF-BG transition were obtained by gen-
eral scaling arguments (Fisher et al., 1989). In ad-
dition to 1D bosons, the same RG methodology has
been applied to several systems using the mapping of
Sec. II.D, such as spin chains and ladders or bosonic lad-
ders. We refer the reader to the literature for details on
those points (Doty and Fisher, 1992; Giamarchi, 2004;
Orignac and Giamarchi, 1998a,b).
If the value of K becomes too large (i.e, if the inter-
actions between the bosons become too small) then the
bosonization description becomes inadequate to describe
the system since the chemical potential becomes smaller
than the disorder strength. Since the noninteracting line
is localized irrespective of the strength of the disorder it
was suggested that the separatrix bend down to the point
K = ∞, D˜ = 0, to lead to the reentrant phase diagram
of Fig. 12.
These predictions were confirmed by different methods.
On the analytic side, after bosonization the Hamiltonian
bears resemblance to the one describing the pinning of
charge-density waves (Fukuyama and Lee, 1978). This
leads to a physical interpretation of the Bose glass phase
as a pinned density wave of bosons. The phase φ adjusts
in (158) to the random phase 2πρ0xi where xi would
be the position of the impurities. For small disorder
the boundary between the superfluid and the localized
phase has recently been reinvestigated (Aleiner et al.,
2010; Falco et al., 2009; Lugan et al., 2007), confirming
the general shape of Fig. 12, and giving the precise posi-
tion of the boundary.
The transition itself can be studied by two meth-
ods, slightly more approximate than the RG, since
they amount to neglecting the first RG equation and
consider that the interactions are not renormalized by
the disorder. The first one is a self-consistent har-
monic approximation, developed for the pinning of
charge-density-waves (Suzumura and Fukuyama, 1983),
the second a variational method based on replicas
(Giamarchi and Le Doussal, 1996). Although they do
not, of course, give the correct critical properties, they
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FIG. 12 Phase diagram of interacting disordered
bosons(Giamarchi and Schulz, 1987), for incommensu-
rate filling, in 1D. K is the Tomonaga-Luttinger parameter
(K = ∞ for non interacting bosons, and K decreases for
increasing repulsion). D˜ is the strength of the disorder.
Noninteracting bosons are localized in a finite region of space
and have thus no thermodynamic limit. The solid line is the
separatrix computed from the RG (see text). The limit of
the superfluid region must bend down (dashed line) for small
interactions to be compatible with the non-interacting limit,
leading to a reentrant superconducting phase. The Bose
glass phase is a localized, compressible bosonic phase (see
text). The question on whether to distinct localized phases
could exist (dash-dotted line) or whether there is only one
single localized phase is still open.
properly recover the transition at K = 3/2. The later
method also allows the calculation of the correlation func-
tions in the localized phase. It, in particular, it shows
that a second localization length, corresponding to the
localization of the particles in time exists. It also gives
access to the frequency dependence of the conductivity
at zero temperature.
The TG limit allows one to also obtain some of the
properties in the localized phase. The density correla-
tions can directly be extracted and the single particle
Green’s function, which can be represented as a Pfaffian
(Klein and Perez, 1990) as discussed in Sec. III.A. This
allows to show rigorously that for large distance the single
particle Green’s function of the bosons decays exponen-
tially, and thus that there is no off-diagonal quasi-long
range order. For a fixed disorder realization hi, one can
compute numerically the Pfaffian and then average over
the different disorder realizations (Henelius and Girvin,
1998; Young and Rieger, 1996). A similar numerical
study of the effect of disorder has also been done for
a discrete binary probability distribution of random on-
site energies (Krutitsky et al., 2008). The probability
distribution of on-site energies ǫi is given by p(ǫ) =
p0δ(ǫ)+(1−p0)δ(ǫ−U ′), where 1−p0 is the concentration
of impurities, U ′ is the boson-impurity interaction term.
This type of disorder can be obtained in experiments by
the interaction of the bosons with impurity atoms having
a large effective mass (Gavish and Castin, 2005). Hard-
core bosons also allow for an exact calculation of the su-
perfluid fraction defined by Fisher et al. (1973); Leggett
(1973); Pollock and Ceperley (1987). The numerical re-
sults show that for small t/U ′ the binary disorder de-
stroys the superfluidity in the thermodynamic limit in
a similar manner as for Gaussian disorder. A study of
binary disorder in case of finite but large U has been
performed with strong coupling expansions and exact di-
agonalization by Krutitsky et al. (2008).
Although the bosonization approach is very efficient to
describe the moderately and strongly interacting bosons,
it is, as mentioned above, not applicable when the in-
teractions become weak or alternatively if the disorder
become strong. If the disorder is very strong one has a
priory even to take into account broad distributions for
the various parameters. A very efficient real space renor-
malization group technique (Fisher, 1994) has been de-
veloped to renormalize distribution of coupling constants.
If the distributions are broad to start with they become
even broader, making the RG controlled. This RG has
been applied with success to the study of strongly dis-
ordered bosons (Altman et al., 2004b, 2010). This tech-
nique gives a transition between a Bose glass and the SF
phase. It is interesting that in the limit of strong dis-
order, the transition is also of the BKT type but with
some divergences of the distributions. Whether this in-
dicates the presence of two different localized phases, one
for weak interaction and one for strong interactions (see
Fig. 12) or whether the two can be smoothly connected
is an interesting an still open question. A proper order
parameter separating the two phases would have to be de-
fined. Note that the computational studies give conflict-
ing results on that point (Batrouni and Scalettar, 1992;
Rapsch et al., 1999)
At finite temperature, the question of the conductivity
of the Bose glass phase is a very interesting and still open
problem. If the system is in contact with a bath, an in-
stanton calculation (Nattermann et al., 2003) leads back
to Mott’s variable range hopping (Mott, 1990) σ(T ) ∼
e−(T0/T )
1/2
. This technique can also be used to compute
the a.c. conductivity (Rosenow and Nattermann, 2006).
In the absence of such a bath the situation is more sub-
tle (Aleiner et al., 2010; Basko et al., 2006; Gornyi et al.,
2005, 2007). In particular it has been suggested that the
conductivity could be zero below a certain temperature,
and finite above, signaling a finite temperature many-
body localization transition. Consequences for bosonic
systems have been investigated by Aleiner et al. (2010).
2. Commensurate filling
Let us now turn to the case for which the system is at
a commensurate filling. If the interactions is such that
the commensurate potential could open a Mott gap, then
there will be a competition between Mott and Anderson
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localization. To describe such a competition one must
add to the Hamiltonian a term like Eq. (152) at δ = 0,
where p describes the order of commensurability and is
defined by p = 1/(ρ0a). In the case of a commensurabil-
ity p > 1, i.e., of an atom density wave competing with
disorder, it can be shown (Shankar, 1990) that even a
weak disorder turns the atom density wave into an An-
derson insulator, by breaking it into domains. Indeed,
a density wave has a ground state degeneracy p, which
allows the formation of domain walls. Since the energy
cost of a domain wall is a constant proportional to the ex-
citation gap of the pure atom density wave phase, while
the typical energy gained by forming a domain of length
L can be estimated to be of order ∝ −√DL by a random
walk argument (Imry and Ma, 1975), it is always ener-
getically advantageous to break the density wave phase
into domains as soon as D > 0. The resulting ground
state is gapless and thus a Bose glass.
In contrast, a Mott phase with each site occupied by an
integer number of atoms has no ground state degeneracy,
and thus is stable in the presence of a weak (bounded)
disorder. There will thus be several additional effects in
that case that have to be taken into account. First, at
variance with the incommensurate case, it is not possible
anymore to eliminate the forward scattering by a simple
shift of φ. Indeed the forward scattering which is acting
as a slowly varying chemical potential is in competition
with the commensurate term cos(2φ) just as was the case
for the doping in the Mott transition in Sec. VI.A. The
disorder will thus reduce the gap and ultimately above a
certain threshold destroy the commensurability. Gener-
ally, it will reduce the stability of the Mott region com-
pared to Fig 11. The forward scattering part of the dis-
order thus leads to a delocalization by a reduction of the
Mott effects. This is quite general and extend to higher
dimensions as well. On the other hand, the effect of the
backward potential will be to induce the Anderson local-
ization and leads to the Bose glass phase, as discussed in
the previous section. It is easy to see that even if such
a backward scattering was not present to start with, the
combination of the forward scattering and the commen-
surate potential would always generate it. One can thus
expect naively, when the disorder is increased, a transi-
tion between a Mott insulator, which is incompressible
and localized to a Bose glass, which is compressible and
also localized due to the backward scattering.
One interesting question (Fisher et al., 1989) is
whether the Bose glass phase totally surrounds the
shrunk Mott lobes in Fig 11, or whether at commensu-
rate filling, a direct MI-SF transition would be possible.
In 1D this question can be easily answered by looking
at the combined renormalization of the commensurate
potential, and the one of the backward scattering. For
small forward scattering, the commensurate flow (153) is
essentially unperturbed. It reaches strong coupling be-
fore the forward disorder can cut the RG, which signals
the existence of the Mott gap. If the disorder is increased
the flow will now be cut before the scale at which the
Mott gap develops. The Mott phase is thus destroyed
by the disorder, which corresponds to the shrinking of
the Mott lobe. On the other hand, as seen in (153), K
has now being renormalized to small values K∗. Since
when the commensurate potential flow is cut, backward
scattering is present (or generated) one should then start
with the flow for the backward scatting disorder (159).
Just at the destruction of the Mott lobe K ∼ 0 one has
K < 3/2 and the system is always in the Bose glass
phase. As the forward scattering is increased (or alter-
natively as the initial value of K would be increased)
the flow can be cut early enough such that K∗ > 3/2
and one can be in the superfluid phase where the back-
ward scattering is irrelevant. One thus sees that in 1D
the RG predicts always a sliver of Bose glass between
the Mott and superfluid phase. Further analysis confirm
these arguments (Herbut, 1998; Svistunov, 1996) and the
topology of the phase diagram where the Mott lobes are
surrounded by a Bose glass phase applies to higher di-
mension as well (Pollet et al., 2009). The Mott insulator
Bose glass phase transition has been understood to be
of the Griffiths type (Gurarie et al., 2009). This is to
be contrasted with the transition between the Bose glass
and the superfluid phase, which is a second order phase
transition. The dynamical critical exponent of the lat-
ter transition has been suggested to be z = d, with no
upper critical dimension dc = ∞ (Fisher et al., 1989).
This relation is in agreement with the 1D result where
the Lorentz invariance of the bosonized theory implies
indeed z = 1 at the transition.
On the numerical side the combined effects of disor-
der and commensurability have been intensively studied.
One of the first studies of the effect of bounded disor-
der on the Mott lobes in 1D (Batrouni and Scalettar,
1992; Scalettar et al., 1991) confirmed the shrinking of
the Mott lobes, and the generation of a compress-
ible Bose glass phase in the weakly and strongly in-
teracting regimes. The phase boundary between the
Mott insulator and the Bose glass was further stud-
ied by means of strong coupling expansions, both
for finite systems and in the thermodynamic limit
(Freericks and Monien, 1996). While for finite sys-
tem the results agreed with the ones obtained in
Batrouni and Scalettar (1992); Scalettar et al. (1991),
Freericks and Monien (1996) pointed out the difficulty in
obtaining the thermodynamic limit result from extrapo-
lations of finite system calculations because of the effect
of rare regions imposed by the tails of the bounded dis-
order distribution.
In the thermodynamic limit, the effect of a bounded
and symmetric distribution with |ǫi| ≤ ∆ in the grand-
canonical phase diagram (depicted in Fig. 6) is to shift
the Mott insulating boundaries inward by ∆. Later stud-
ies, using QMC simulations (Prokof’ev and Svistunov,
1998) and DMRG (Rapsch et al., 1999), mapped out the
full phase diagram for the Bose-Hubbard model in the
presence of disorder [see also (Pai et al., 1996)]. The
phase diagram at fixed density n = 1 is shown in Fig. 13.
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It exhibits, when starting from the Mott insulating phase,
a reentrant behavior into the Bose-glass phase with in-
creasing disorder strength. It also fully confirms the reen-
trance of the localized phase at small repulsion in agree-
ment with Fig. 12.
max∆     
Bose glass
4
2 4
2
∆
super-
fluid
Mott insulator
glass
Bose
n = 1
0
U
FIG. 13 Phase diagram of the Bose-Hubbard model, for com-
mensurate filling n = 1, with an additional uniformly dis-
tributed disorder in the interval [−∆,∆]. Notice the pres-
ence of the Bose glass phase between the Mott insulator and
the superfluid, and the reentrant behavior in the Bose glass
phase when increasing the disorder amplitude for 2 . U . 5
(Rapsch et al., 1999).
Another very interesting class of effects occur when the
filling is commensurate and the disorder respects particle-
hole symmetry. This is not the case of the random on site
potential, and is traduced by the presence of the forward
scattering term. On the contrary for hard-core bosons
this would be the case of the random hopping term. This
is a rather natural situation for spin chains, for which
random exchange can be realized. In that case, there is
an important difference with the case (158). Because of
the commensurability ei2πρ0x = 1 and the disorder term
is
Hdis =
∫
dxV (x)ρ0 cos(2φˆ(x)). (160)
Although the two terms look superficially similar, there
is thus no random phase on which φ(x) must pin. φ(x)
is thus oscillating between the two minima φ = 0 and
φ = π/2, and the physics of the problem is totally con-
trolled by the kink between these two minima. Thus
although the initial steps of the flow (159) are identical
for the two problems, the strong coupling fixed points
are different. In the particle-hole symmetric case a de-
localized state exists in the center of the band, leading
to various singularities. This is a situation which is well
adapted to the above mentioned real space RG (Fisher,
1994), and the system is dominated by broad distribu-
tions (so called random singlet phase).
3. Superlattices and quasiperiodic potentials
As seen in the previous sections, the periodic and disor-
dered potentials albeit leading to very different physical
phases, seem to share some common features. In partic-
ular, disorder can be viewed as a potential for which all
Fourier harmonics would be present. It is thus a natural
question on whether one could generalize the case of a
simple periodic potential to potentials with several peri-
odicities or even to quasiperiodic potentials. In addition
to the pure theoretical interest of this problem, it has be-
come, thanks to optical lattices in cold atomic gases, an
extremely relevant question experimentally. Let us con-
sider first the case of a superlattice, i.e., of a potential
with two commensurate periods Q1 and Q2. For sim-
plicity we assume in what follows that the first periodic
potential is very large and thus defines the model on a
lattice, and that the second potential is superimposed on
this lattice. This defines a variant of the Bose-Hubbard
Hamiltonian
Hˆ =
L∑
i=1
[
−ti(bˆ†i bˆi+1 +H.c.) + ǫinˆi +
U
2
bˆ†i bˆ
†
i bˆibˆi
]
, (161)
where ti+l = ti and ǫi = ǫi+l with l ≥ 2.
The case of a commensurate superlattice (i.e., when
Q1 and Q2 are commensurate) falls in the problems al-
ready described in Sec. VI.A. This situation allows one
to obtain Mott insulating states with fractional filling
(Buonsante et al., 2004; Buonsante and Vezzani, 2004,
2005; Rousseau et al., 2006). The physics can be eas-
ily understood in the TG limit. In that case one has
free fermions in a periodic potential. The eigenstates of
the non-interacting fermion Hamiltonian form l distinct
bands separated by energy gaps. Within a given band,
the eigenstates are indexed by a quasi-momentum de-
fined modulo 2π/l, so that quasi-momenta can be taken
in the interval [−π/l, π/l] (called the first Brillouin zone
in solid state physics). The filling is determined by the
condition n0 = N/L =
∑l
n=1
∫ kF,n
−kF,n
dk
2π where n is the
band index, and kF,n the Fermi wavevector in the n-th
band. As the density is increased, bands get progres-
sively filled. From this picture, it is clear that when the
highest non-empty band is partially filled, the system will
be in a gapless state, which as we saw previously can be
described as a Tomonaga-Luttinger liquid with exponent
K = 1. However, when the highest non-empty band is
completely filled, there is a gap to all excitations above
the ground state and one obtains a Mott insulator. This
situation is obtained every time the filling is an integer
multiples of 1/l, thus allowing the observation of a Mott
insulating state for a filling with less than one-boson per
site. In some cases, two energy bands may cross and,
since there will be no gap, the system may not be insu-
lating for some integer multiples of 1/l (Rousseau et al.,
2006).
For finite U , one can use bosonization and is back to
the situation described in Sec. VI.A where one has added
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a periodic potential leading to an operator with p > 1.
These terms will be relevant for K < 2/p2, so that they
can only contribute in the case of systems with long-range
interaction, as was discussed in Sec. VI.A.
An instructive way to understand the effect of the com-
petition between U and the superlattice potential is to
consider the atomic limit. For concreteness, let us as-
sume that ǫi = A cos(2πi/l) with l = 2. In this case,
we have to deal with a two-site problem and n = N/2
(N is the number of bosons). In order to minimize the
energy, the first particle should be added to the site with
ǫ = −A, i.e., the boundary between n = 0 and n = 1/2
occurs at µ ≡ E(n = 1/2) − E(n = 0) = −A, and for
µ < −A the system is empty. The fate of the second par-
ticle added will depend on the relation between A and U .
If A < U the energy is minimized by adding it to the site
with ǫ = A, i.e., the energy increases in A, while if A > U
then the second particle should be added to the site with
ǫi = −A, i.e., the energy increases in U − A. As a re-
sult, the boundary between n = 1/2 and n = 1 occurs at
µ = min(A,U −A), so that for −A < µ < min(A,U −A)
the density in the system is n = 1/2 (this phase is also re-
ferred to in the literature as a charge-density wave), and
so on (see left panel in Fig. 14). As in the Bose-Hubbard
model (Sec. IV.B.2), starting from the atomic limit re-
sult, one can perturbatively realize that the effect of a
very small hopping amplitude will be to generate com-
pressible superfluid phases between the boundaries of the
insulating phases. An exact phase diagram for finite hop-
ping from Rousseau et al. (2006), obtained using QMC
simulations, is presented in the right panel in Fig. 14.
Incommensurate superlattices exhibit a quite different
behavior. The case of two incommensurate periodicities
is known as the Harper model (Hiramoto and Kohmoto,
1992), and constitutes one of the cases of quasiperiodic
potentials. How such quasiperiodic potentials lead to
properties similar or different from disordered ones is
a long standing question. For noninteracting particles
the question can be addressed analytically. In a lat-
tice, the model is known as the Aubry-Andre´ model
(Aubry and Andre, 1980; Hofstadter, 1976; Jitomirskaya,
1999)
Hˆ =
L∑
i=1
[
−t(bˆ†i bˆi+1 +H.c.) + V2 cos(2πβi)nˆi
]
. (162)
Here t is the tunneling rate and V2 is the amplitude
of the quasiperiodic modulation of the potential energy,
while β is an irrational number. Such model exhibits a
localization transition even in 1D with a critical value
V2/t = 2. A duality transformation maps the Aubry-
Andre´ model at V2/t > 2 on the same model at V2/t < 2
(Aubry and Andre, 1980). Below criticality, all states
are extended Bloch-like states characteristic of a periodic
potential. Above criticality, all states are exponentially
localized and the spectrum is pointlike. At criticality the
spectrum is a Cantor set, and the gaps form a devil’s
staircase (Harper, 1955). Some differences at the semi-
classical level between this type of potential and localiza-
tion by disorder were pointed out (Albert and Leboeuf,
2010). A generalization of the Aubry-Andre´ model to
the presence of a non-linear term in the dynamics was
discussed in Flach et al. (2009). The crossover between
extended to localized states in incommensurate superlat-
tices has been experimentally observed for a noninter-
acting 39K BEC where the effect of interactions has been
canceled by tuning a static magnetic field in proximity of
a Feshbach resonance to set the scattering length to zero
(Roati et al., 2008).
What remains of such a transition in the presence
of interactions is of course a very challenging question.
Here the effects of interactions can be taken into account
within a mean-field type of approach(Larcher et al.,
2009) or by bosonization. A unifying description of
all types of potentials including periodic, disordered,
quasiperiodic was proposed by Vidal et al. (1999, 2002),
by generalizing the equations (153) and (159) to a po-
tential with arbitrary Fourier components V (q). For
quasiperiodic potentials, such as the Fibonacci sequence,
the transition between a superfluid phase and a phase
dominated by the QP potential was found. The critical
point Kc depends on an exponent characteristic of the
QP potential itself. These conclusions were confirmed
by DMRG calculations on quasiperiodic spin and Hub-
bard chains (Hida, 1999, 2000, 2001). The case of the
Aubry-Andre´ potential was studied by exact diagonal-
ization (Roth and Burnett, 2003a,b) on 8 and 12 sites
system and also for the case of a specific choice of the
height of the secondary lattice (Roscilde, 2008).
DMRG approaches (Deng et al., 2008; Roux et al.,
2008), combined with the above analytical considera-
tions, allowed for a rather complete description of the
physics of such quasi-periodic systems. As discussed
above, for fillings commensurate with either the primary
or the secondary lattice, the periodic potential changes
the simple quadratic Hamiltonian of the Tomonaga-
Luttinger liquid into a sine-Gordon Hamiltonian which
describes the physics of the Mott transition (Giamarchi,
2004). A Mott insulator is obtained in case of filling
commensurate with the primary lattice, and a pinned
incommensurate density wave (ICDW) for filling com-
mensurate with the secondary lattice. For fillings incom-
mensurate with both lattices, the potential is irrelevant
under RG flow and one expects from perturbative analy-
sis a superfluid phase for all the values of the interaction
strength. As a consequence, when one of the potentials
is commensurate, no Bose Glass phase can be created by
the other potential in the vicinity of the Mott Insulator
superfluid transition in the regime where bosonization
is applicable. In agreement with the limiting cases of
free and hard-core bosons described by an Aubry-Andre´
problem, the transition towards the Bose glass phase is
found at V2/t ≥ 2, the critical value of V2 being higher
for bosons with finite interaction strength. Another fea-
ture of an interacting Bose gas in quasiperiodic potential
is the shrinking of the Mott-lobes as a function of V2.
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FIG. 14 (Left panel) Phase diagram of soft-core bosons in the atomic limit (t = 0) in a superlattice with l = 2. A is the
amplitude of the periodic potential, T is its period, µ is the chemical potential, ρ the number of particle per site. (Right panel)
Phase diagram computed with QMC simulations for U = 8t. In the latter, notice the appearance of superfluid phases (SF in
the figure) in between the insulating ones (Rousseau et al., 2006).
The computed phase diagram in the (V2/J, U/J) plane
for both commensurate and incommensurate fillings is
reported in Fig. 15.
The Bose glass phase has been shown to be localized
by computing the expansion of the 1D cloud (Roux et al.,
2008), as is relevant for the experimental situation. Al-
though from the point of view of the phase diagram, the
localized nature of the phase in interacting quasiperi-
odic and disordered systems are found to be very similar,
some experimental probes have been found to show some
marked differences between the two cases (Orso et al.,
2010). Interacting quasiperiodic potentials are a prob-
lem deserving more experimental and theoretical inves-
tigations. We should add that the influence of a third
harmonic as well as confining potentials in such systems
have already been investigated by Roscilde (2008).
VII. MIXTURES, COUPLED SYSTEMS, AND
NON-EQUILIBRIUM
In this Section we briefly examine several developments
going beyond the simple case of 1D bosons in presence
of an external potential. We present three main direc-
tions where new physics is obtained by either: i) mixing
bosonic systems, or bosonic and fermionic systems; ii)
going away from the 1D situation by coupling chains or
structures. This leads to quasi-1D systems which links
the 1D world with its higher dimensional counterpart;
and iii) setting systems out of equilibrium.
A. Multicomponent systems and mixtures
Compared to the case of a single component bosonic
system, described in the previous sections, novel physics
can be obtained by mixing several components in a 1D
situation or giving to the bosons an internal degree of
freedom.
1. Bose-Bose mixtures
Internal degrees of freedom for bosons lead to a wider
range of physical phenomena. Let us focus here on the
case of two internal degrees of freedom and refer the
reader to the literature for the higher symmetry cases
(Cao et al., 2007; Essler et al., 2009; Lee et al., 2009;
Nonne et al., 2010). For two components this is similar
to giving a “spin” 1/2 to the bosons. The corresponding
case for fermions is well understood (Giamarchi, 2004).
Because of the Pauli principle a contact interaction in
such a system can only exist between opposite spins
U = U↑,↓. The ground state of the two component
fermionic systems, is in the universality class of LL, with
dominant antiferromagnetic correlations. Quite remark-
ably because in the LL everything depends on collective
excitations, the Hilbert space separates into two indepen-
dent sectors, one for the collective charge excitations, one
for the spins. This phenomenon, known as spin-charge
separation is one of the hallmark of the 1D properties.
For the case of two component bosons the situation
is much richer. First, even in the case of contact in-
teractions, interactions between the same species must
be considered. The properties of the system thus de-
pend on three interaction constants U↑,↑, U↓,↓, U↑,↓. The
dominant magnetic exchange will be crucially dependent
on those interactions (Duan et al., 2003), and can go for
dominantly antiferromagnetic if U↑,↑, U↓,↓ ≫ U↑,↓ while
they are dominantly ferromagnetic in the opposite case.
In particular, the isotropic case corresponds to a ferro-
magnetic ground state (Eisenberg and Lieb, 2002). The
phase diagram of such systems can be worked out by us-
ing either LL description or numerical approaches such
as DMRG or time evolving block decimation (TEBD)
(Kleine et al., 2007, 2008; Mathey et al., 2009a). Probes
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FIG. 15 Phase diagrams of the bichromatic Bose-Hubbard model for densities n = 1, r (the ratio of the potential wave lengths)
and n = 0.5. SF stands for the superfluid phase, MI for the Mott-insulating phase, BG for the “Bose-glass” phase (meaning
localized but with zero one-particle gap) and ICDW for incommensurate charge-density wave phase. The U = V2 line on the
phase diagram with n = 1 indicates the J = 0 limit for which the gap of the one-particle excitation vanishes. In the phase
diagram with density n = 1, the darker (violet) region in the BG phase is localized but could have a small gap which cannot
be resolved numerically (Roux et al., 2008).
such as noise correlations, as will be discussed in the next
section, can be used to study the phases of such binary
bosonic mixtures (Mathey et al., 2009b). When the ex-
change is dominantly antiferromagnetic, the physics is
very similar to the fermionic counterpart, with two col-
lective modes for the charge and spin excitations, and
can be described in the LL framework. Such bosonic
systems thus provide an alternative to probe for spin-
charge separation (Kleine et al., 2007, 2008) compared
to the electronic case for which this property could only
be probed for quantum wires (Auslaender et al., 2002;
Tserkovnyak et al., 2002). Depending on the interac-
tions, one of the velocities can vanish, signaling an in-
stability of the two component LL. This signals a phase
separation that corresponds to entering into the ferro-
magnetic regime which we now examine.
When the ground state of the system is ferromag-
netic, a phenomenon unusual to 1D takes place. Indeed,
the system has now spin excitations that have a dis-
persion behaving as k2 (Fuchs et al., 2005; Guan et al.,
2007; Li et al., 2003; Sutherland, 1968), which can-
not be described by a LL framework. This leads
to the interesting question of the interplay between
charge and spin excitations, and it has been pro-
posed (Zvonarev et al., 2007) that such a system be-
long to a new universality class, nicknamed “fer-
romagnetic liquid”. This field is currently very
active (Akhanjee and Tserkovnyak, 2007; Caux et al.,
2009; Guan et al., 2007; Kamenev and Glazman, 2008;
Matveev and Furusaki, 2008; Zvonarev et al., 2009a,b),
and we refer the reader to the literature for further dis-
cussions on this subject and references.
2. Bose-Fermi mixtures
Cold atomic systems have allowed for the very inter-
esting possibility to realize Bose-Fermi mixtures. Such
systems can be described by the techniques described
in the previous sections, both in the continuum case
and on a lattice. In the continuum, a Bose-Fermi
mixture can be mapped, in the limit when the boson-
boson interaction becomes hard-core, to an integrable
Gaudin-Yang model (Gaudin, 1967; Yang, 1967). For
special symmetries between the masses and couplings a
mapping to an integrable model exists (Batchelor et al.,
2005b; Frahm and Palacios, 2005; Guan et al., 2008;
Imambekov and Demler, 2005; Imambekov and Demler,
2006; Lai, 1974; Lai and Yang, 1971). In the case of a lat-
tice, the system can be described by a generalized Bose-
Hubbard description in which the parameters can be
obtained from the continuum description (Albus et al.,
2003). Similarly to the continuum case, if the boson-
boson repulsion becomes infinite, the hard-core bosons
can be mapped onto fermions either by using the boson-
fermion mapping(Girardeau and Minguzzi, 2007) or by
using the Jordan-Wigner transformation of Sec. II.D
leading (Sengupta and Pryadko, 2005) to a 1D Fermi-
Hubbard model that can be described be Bethe ansatz
(Lieb and Wu, 1968) or by the various low energy or
numerical methods appropriate for fermionic systems
(Giamarchi, 2004).
Quite generally the low energy of Bose-Fermi
mixtures can be described by the LL description
(Cazalilla and Ho, 2003; Mathey et al., 2004). Like for
Bose-Bose mixtures, the resulting low energy Hamil-
tonian has a quadratic form and can be diagonalized
by a linear change of variables (Cazalilla and Ho, 2003;
Loss and Martin, 1994; Muttalib and Emery, 1986),
which leads to two collective modes with two differ-
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ent velocities. The elementary excitations are pola-
ronic modes (Mathey and Wang, 2007; Mathey et al.,
2004). In similar way, the exponents of the correlation
functions are given by the resulting TLL Hamiltonian
(Mathey and Wang, 2007; Orignac et al., 2010). Also
similarly to the Bose-Bose mixtures, when the velocity of
one of the mode vanishes, the two component Tomonaga-
Luttinger liquid shows an instability. This instability can
be, depending on the coupling constants, either a phase
separation or a collapse of the system. This is the ana-
log of the Wentzel-Bardeen instability (Bardeen, 1951;
Wentzel, 1951) obtained in 1D electron-phonon systems
(Loss and Martin, 1994).
Several interesting extensions to this physics ex-
ist when the components of the mixture are close in
density (Cazalilla and Ho, 2003; Mathey et al., 2004).
In particular, bound states of bosons and fermions
can form leading to a LL of composite particles
(Burovski et al., 2009). In the presence of a lattice,
commensurability with the lattice can give rise to par-
tially gapped phases, in the similar way than the Mott
physics described in the previous section (Mathey et al.,
2009a; Mathey and Wang, 2007), and, in general, to
very rich phase diagrams (He´bert et al., 2008, 2007;
Pollet et al., 2008, 2006; Rizzi and Imambekov, 2008;
Sengupta and Pryadko, 2005; Zujev et al., 2008). Sim-
ilarly, disorder effects can be investigated for Bose-Fermi
mixtures (Cre´pin et al., 2010).
The lattice Bose-Fermi Hubbard model has also been
studied by world-line quantum Monte Carlo simulations
(Takeuchi and Mori, 2005a,b) and phase separation was
found both as a function of the interparticle interac-
tion and of the fermion density. The mixed phase was
instead studied using Stochastic Series Expansions by
Sengupta and Pryadko (2005). For weak coupling, a
two-component Tomonaga-Luttinger liquid behavior was
found while at strong coupling, and commensurate filling,
a phase with total gapped density mode was recognized.
Doping the gapped phase nF + nB = 1 with fermions
was shown to lead to supersolid order (He´bert et al.,
2008). The ground state phase diagram was obtained us-
ing the canonical worm algorithm for nF = nB = 1/2 by
Pollet et al. (2006) and for other commensurate as well
as incommensurate fillings by Zujev et al. (2008). The
effect of harmonic trapping was instead considered using
both DMRG and quantum Monte Carlo calculations by
Pollet et al. (2008) and a complete analysis of the boson
visibility appeared in (Varney et al., 2008).
B. Coupled systems
Although the extended Bose-Hubbard model [Eq. (14)]
describes a single chain system, we have seen that its
bosonization description requires doubling the number
of degrees of freedom, which means that it effectively be-
comes two coupled (hard-core boson or spin- 12 ) systems.
Here, we shall further pursue this issue and consider the
rich physics that arises when coupling many such 1D
systems. Reasons for studying coupled 1D boson sys-
tems are manifold. The main motivation is, of course,
an experimental one, since many experimental realiza-
tions of 1D systems are typically not created in isolation
but in arrays containing many of them. Considering the
possible ways they can be coupled such as via quantum
tunneling and/or interactions leads to many interesting
theoretical questions. These include the understanding
of the way in which the properties and excitations of sys-
tem evolve, as a function of the temperature or the energy
scale at which the system is probed, from the fairly pecu-
liar properties of a 1D to the more familiar ones of higher
dimensional systems (Giamarchi, 2010). Other impor-
tant questions concern the competition between different
ordered phases which are stabilized either by interactions
or tunneling between the different 1D systems. We next
review the work done on some of these questions.
One of the simplest situations allowing to transition
from a low dimensional to a high dimensional system is
provided by coupling zero dimensional objects. This is
for example the case in spin systems where pairs of spins
can form dimers. Such dimers form zero dimensional ob-
jects that can then be coupled into a higher dimensional
structure by additional magnetic exchanges. Since the
dimers are normally in a singlet state, separated by a
gap from the triplet, a weak coupling between them is
irrelevant and the ground state still consists in a collec-
tion of uncoupled singlets. A quantum phase transition
can thus be obtained in two ways: i) one can increase the
coupling up to a point at which the ground state changes
and becomes an antiferromagnetic one (Sachdev, 2008),
ii) one can apply a magnetic field leading to transitions
between the singlet and triplet states. As can be seen
from the mappings of Sec. II.D, this model corresponds
then to hard-core bosons (representing the triplet states)
on a lattice and can lead to Bose-Einstein condensation
and various interesting phases (Giamarchi et al., 2008),
which will be further described in the next section on
experiments.
For bosonic chains, a typical coupling between the 1D
systems is provided by a Josephson coupling
HJ = −t⊥
∫ ∑
〈R,R′〉
[
Ψˆ†R(x)ΨˆR(x) + H.c.
]
, (163)
Such a term will combine with the 1D physics and lead to
novel phases. In the case for which the physics of the 1D
systems is described by a Tomonaga-Luttinger liquid, the
interchain coupling is strongly renormalized by the 1D
fluctuations (Cazalilla et al., 2006a; Efetov and Larkin,
1975; Ho et al., 2004). Using the various mappings of
Sec. II.D, such physics is relevant in various context rang-
ing from spin chains (Schulz, 1996) to classically coupled
XY planes (Benfatto et al., 2007; Cazalilla et al., 2007;
Mathey et al., 2008). Although the system becomes es-
sentially an anisotropic 3D ordered system (superfluid
or magnetically ordered), new modes (Higgs modes) ap-
pear (Cazalilla et al., 2006a; Huber et al., 2007, 2008;
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Menotti and Trivedi, 2008; Schulz, 1996) due to the
quasi-1D nature of the system. Such modes have also be
observed in strongly correlated anisotropic 3D systems.
When the 1D physics is gapped, such as in a Mott insu-
lator, an interesting competition occurs between the 1D
gap and the Josephson coupling. This leads to a quan-
tum phase transition for which the system goes from a
1D Mott insulator to a higher dimensional superfluid.
Such a deconfinement (Giamarchi, 2010) is relevant for
a variety of systems ranging from spins to fermions. In
the case of coupled bosonic systems it can be studied
(Cazalilla et al., 2006a; Ho et al., 2004) by the low energy
methods described in the previous sections. Interesting
results are also found in the case of a finite number of cou-
pled chains (so called ladder systems (Dagotto and Rice,
1996)) or planes. We refer the reader to the literature
(Donohue and Giamarchi, 2001; Luthra et al., 2008) for
more on this subject.
C. Nonequilibrium dynamics
Another topic of much current interest is the
nonequilibrium dynamics of 1D quantum sys-
tems (Cazalilla and Rigol, 2010; Dziarmaga, 2009;
Polkovnikov et al., 2010). Research on this topic is
mainly motivated by ultracold gases experiments,
where the unique degree of tunability, isolation, and
long coherent times have enabled the exploration of
phenomena not previously accessible in condensed
matter experiments. In the latter, a strong coupling to
the environment, combined with the short time scales
associated to their microscopic properties, usually lead
to rapid decoherence.
As discussed in Sec. VIII.D, driving cold gases with
time-dependent potentials can be used to probe several
properties of interest, such as the excitation spectra.
However, the physics out of equilibrium is far richer than
that. Optical lattices and Feshbach resonances can be
used to transition between weakly and strongly interact-
ing regimes in controllable time scales, and to generate
exotic out-of-equilibrium states (Greiner et al., 2002b;
Strohmaier et al., 2010; Will et al., 2010; Winkler et al.,
2006). Those could lead to new phenomena and phases
not present in systems in thermal equilibrium. Study-
ing the dynamics of cold gases can also help us gain
a better understanding of the inner working of statisti-
cal mechanics in isolated quantum systems (Rigol et al.,
2008). Furthermore, now that nearly integrable systems
can be realized in experiments (Kinoshita et al., 2004;
Paredes et al., 2004), one can study their dynamics and
address questions previously considered purely academic,
such as the effect of integrability in the properties of the
gas after relaxation (Kinoshita et al., 2006).
Some of the early studies of the nonequilibrium dy-
namics in 1D geometries addressed the effect of a lat-
tice potential and the onset of the superfluid to Mott
insulator transition in the transport properties of a
bosonic gas (Fertig et al., 2005b; Sto¨ferle et al., 2004b).
In those experiments, the systems were loaded in deep
two-dimensional optical lattices with a weaker lattice
along the 1D tubes (see Sec. VIII.D). The harmonic
trap along the 1D tubes was then suddenly displaced
a few lattice sites and the dynamics of the center of
mass studied by TOF expansion. Surprisingly, it was
found that even very weak optical lattices could pro-
duce large damping rates,6 and that, in some regimes,
over-damping took place with the center of mass stay-
ing away from the center of the trap. The former ef-
fect was related to the large population of high mo-
menta resulting from the strong transverse confinement
(Ruostekoski and Isella, 2005), while the latter was re-
lated to the appearance of a Mott insulator in the trap
(Pupillo et al., 2006; Rey et al., 2005; Rigol et al., 2005).
More recently, time-dependent DMRG studies have accu-
rately reproduced the experimental findings in the regime
where the one-band Bose-Hubbard model is a valid repre-
sentation of the experiments (Danshita and Clark, 2009;
Montangero et al., 2009).
Correlations in 1D systems can manifest themselves
in surprising ways out of equilibrium. As noted by
Sutherland (1998), if a gas of interacting bosons is al-
lowed to expand under a 1D geometry, the resulting
momentum distribution after long expansion times can
be very different from the initial momentum distribu-
tion of the trapped system, as opposed to what will
happen in the usual TOF expansion in three dimen-
sions. As a matter of fact, in the Tonks-Girardeau
regime, it has been shown that no-matter whether
there is a lattice (Rigol and Muramatsu, 2005a,b) or not
(Minguzzi and Gangardt, 2005) along the 1D tubes, the
expansion of a TG gas results in the dynamical fermion-
ization of the bosonic momentum distribution function.
This is something that only occurs out of equilibrium
and leads to a bosonic momentum distribution with a
Fermi edge. The expansion of the more generic Lieb-
Liniger gas has been studied by Jukic´ et al. (2008) using
a Fermi-Bose transformation for time-dependent states
(Buljan et al., 2008). Those authors found that, asymp-
totically, the wave functions acquire a Tonks-Girardeau
structure but the properties of the gas are still be very
different from those of a TG gas in equilibrium.
The ultimate effect of one-dimensionality in the dy-
namics of isolated systems may be the lack of thermal-
ization associated to integrability. In a remarkable ex-
periment, Kinoshita et al. (2006) studied the relaxation
dynamics of an array of 1D bosonic gases created by a
deep 2D optical lattice. They found that, as long as the
system remained 1D, no relaxation occurred towards the
expected thermal result. In the TG limit, in which the
6 In a harmonic trap, in the absence of a lattice, no damping should
occur as the center of mass follows the classical equation of mo-
tion of a harmonic oscillator.
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1D system is integrable, the lack of thermalization can be
understood to be a result of the constraints imposed by
conserved quantities that make the TG gas integrable.
Interestingly, in that regime, few-body observables af-
ter relaxation can still be described by a generalization
of the Gibbs ensemble (the GGE) (Rigol et al., 2007).
The GGE density matrix can be constructed following
Jaynes (1957a,b) principle of maximization of the many-
body entropy subject to constraints, which in this case
are a complete set of integrals of motion. The relevance
of the GGE to different 1D integrable systems and few-
body observables, as well as it limits of applicability, have
been the subject of several studies during the last years
(Barthel and Schollwo¨ck, 2008; Calabrese and Cardy,
2007; Cassidy et al., 2010; Cazalilla, 2006; Cramer et al.,
2008; Fioretto and Mussardo, 2010; Iucci and Cazalilla,
2009, 2010; Kollar and Eckstein, 2008; Rigol et al., 2007,
2006a; Rossini et al., 2009).
In the opposite limit of nonintegrable systems, i.e., far
from any integrable point, the understanding of thermal-
ization in isolated quantum systems, whose dynamics is
unitary, has remained controversial. Early studies in 1D
lattice models resulted in mixed results in which ther-
malization was reported in some regimes and not in oth-
ers (Kollath et al., 2007; Manmana et al., 2007; Roux,
2009). In 2D lattices, thermalization was observed in
rather small systems (Rigol et al., 2008) and was ex-
plained in terms of the eigenstate thermalization hypoth-
esis (ETH) (Deutsch, 1991; Srednicki, 1994). Later sys-
tematic studies in 1D lattices have shown that thermal-
ization also occurs in finite nonintegrable 1D systems.
However, thermalization and the eigenstate thermaliza-
tion hypothesis break down as one approaches an inte-
grable point (Rigol, 2009a,b; Roux, 2010). This may be
the reason behind the lack of thermalization observed
by Kinoshita et al. (2006) for all 1D regimes, while re-
laxation to thermal equilibrium was inferred to occur in
1D experiments on atom ships (Hofferberth et al., 2007).
While the former were not sufficiently away from integra-
bility the latter were (Mazets and Schmiedmayer, 2010;
Mazets et al., 2008).
Many questions remain open in this exciting area of
research. We will mention some of them in the Outlook
section at the end.
VIII. EXPERIMENTAL SYSTEMS
Experimentally, 1D quantum liquids have been created
in various forms. We shall review several of them in this
Section. In the first three subsections we examine con-
densed matter realizations, whereas the last subsection is
devoted to ultracold atom realizations. Some of the for-
mer, such as spin ladder compounds submitted to strong
magnetic fields, have yielded a wealth of experimental
evidence for exotic behavior related to the Tomonaga-
Luttinger liquid. Ultracold atomic systems have prop-
erties that are largely tunable and therefore hold many
promises for reaching regimes that are hardly accessible
in condensed matter systems. However, their properties
can only be tested by a still rather limited number of
probes. Hence, the discussion of these systems is inti-
mately linked to the developments related to the probes
used to investigate their properties.
A. Josephson junctions
a. Theory: In a superconductor, electrons with oppo-
site spins form Cooper pairs. Those pairs have bosonic
statistics so that a superconductor can be seen as a sys-
tem of interacting bosons. In a Josephson junction, two
grains (µm sized) of superconducting metal are sepa-
rated by a barrier of insulating or non-superconducting
material. Each grain is small enough to have a well
defined superconducting phase θj . The operator mea-
suring the number of Cooper pairs transferred to the
j-th grain is Nˆj = Qˆj/(2e), where Qˆj measures the
charge imbalance of the grain and 2e is the Cooper-pair
charge. The electrostatic energy of the charged grain is
ECNˆ
2
j /2− δµNˆj, where EC = 4e2/C and δµ = Vg/2e, C
being the capacity of the grain and Vg the gate potential.
The phase rigidity of the superconductor leads to a con-
tribution −EJ
∑
j cos
(
θˆj − θˆj+1 − 2e~
∫ rj+1
rj
dr ·A(r)
)
in
the case of a chain, where A is the electromag-
netic vector potential. Since [Nˆi, θˆj ] = iδij , the
Josephson junction chain is a realization of the
model (25), where Vg controls the chemical potential
δµ of the Cooper pairs (Bradley and Doniach, 1984;
Fazio and van der Zant, 2001).
The model defined by the Hamiltonian (25), the
so-called self-charging model, was shown to possess
for Vg = 0 (the particle-hole symmetric case) a
zero temperature superconductor-insulator phase tran-
sition (Bradley and Doniach, 1984) driven by the ratio
of Josephson to charging energy, analogous to the tran-
sition between superfluid order and bosonic Mott insula-
tor discussed in Sec. VI. The insulating regime is called
Coulomb blockade of Cooper pair tunneling (CBPCT).
Using an approximate mapping of the Hamiltonian (25)
onto the t-V model (Glazman and Larkin, 1997), the
non-particle-hole symmetric case (Vg 6= 0) can be ana-
lyzed. A CBPCT phase is predicted for integer filling, re-
covering the result of Bradley and Doniach (1984) while
for fillings close to a half-integer number of particles per
site a density wave phase is obtained. For incommensu-
rate filling or half-filling and weak/short-ranged electro-
static repulsion, a fluid phase is predicted. This model
has also been studied with quantum Monte Carlo simu-
lations (Baltin and Wagenblast, 1997).
b. Experiments: As we have seen previously, Josephson
junction arrays provide an experimental realization of in-
teracting boson systems. Experiments to probe the phase
transition between the bosonic Mott insulator and the
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Tomonaga-Luttinger liquid have been reported. Chains
of Josephson junctions are prepared by lithography. The
capacities and influence coefficients are determined by
the geometry. Because of the finite dimension of the
grains, the application of a magnetic field can be used
to create a dephasing that reduces the tunneling ampli-
tude of the Cooper pairs E˜J = EJ | cos(πΦ/Φ0)|, where
Φ is the magnetic flux applied between the grains and
Φ0 = h/(2e) is the flux quantum for a Cooper pair. Since
the repulsion between Cooper pairs is not affected, this
allows one to vary the ratio of Coulomb to Josephson en-
ergy and induce the superconductor-insulator transition
by increasing the applied magnetic field.
Experiments with Al/Al2O3/Al junctions of 200nm
size show, as a function of magnetic field, a tran-
sition from a regime of high electrical conductance
to a regime with a voltage threshold for electrical
conduction (Chow et al., 1998; Haviland et al., 2000;
Watanabe and Haviland, 2002), in qualitative agreement
with the theoretical predictions (Bradley and Doniach,
1984). However, a study of scaling near the quantum
phase transition (Kuo and Chen, 2001) showed disagree-
ment between the measured critical exponent ν and the
theoretical expectations (Fisher et al., 1989). A possible
explanation is the presence of random offset charges on
the junctions (which in the boson language correspond
to a random potential) which might turn the transition
into an Anderson localization transition as discussed in
Sec. VI.B. Another explanation could be related to the
dissipation which has been neglected in Sec. II.C.
Dissipation can be included by adding to the Matsub-
ara action a term proportional to 1
~β
RQ
R
∑
n |ωn||θˆ(ωn)2|,
where RQ = h/(4e
2) is the quantum of resistance, R is
the resistance of the junction, and θ is the phase dif-
ference across the junction (Bobbert et al., 1992, 1990;
Korshunov, 1989a,b). In the presence of such terms,
a richer phase diagram is obtained with new super-
conducting phases. However, in the vicinity of the
superconductor-insulator critical point, the dissipative
contribution to the action could become relevant, and
change the universality class of the phase transition.
Although the problem of quantum phase transitions
in dissipative systems is interesting in its own right,
this change of universality class would make Joseph-
son junctions arrays not well-suited as an experimen-
tal realizations of the model (25). Another, more
direct realization of interacting bosons using Joseph-
son junctions is based on the vortices in the Joseph-
son junction arrays (van Oudenaarden and Mooij, 1996;
van Oudenaarden et al., 1998). Here, the vortices in-
duced in the array by the magnetic field behave as
bosonic quantum particles. The array acts on the vor-
tices as a periodic potential, and a Mott insulating state
of the vortices is observable when the number of vortices
per site is commensurate. The advantage of this type of
experiment is that the vortices are insensitive to the ran-
dom offset charges. The main inconvenient is that the
quantum effects are weak (Bruder et al., 1999).
B. Superfluid helium in porous media
Mesoporous materials with pores of diameter of
nanometer scale have been available since the 1990s.
Folded sheet mesoporous materials (FSM-16), synthe-
sized from layered silicate kanemite possess pore forming
long straight channels arranged in a honeycomb lattice.
The diameter of the pores can be controlled between 1
and 5 nm using appropriate surfactants during the syn-
thesis process. 4He atoms adsorbed in these pores are
confined in the transverse direction, and the pores can
only interact with each other via the free surface of the
materials. For temperatures that are low compared to
the transverse confinement energy scale the 4He adatoms
are thus expected to exhibit the properties of a 1D Bose
fluid (Wada et al., 2001). With a typical phonon veloc-
ity u of the order of 200m.s−1, and pores of diameter
d = 18± 2 A˚ the temperature scale below which the 1D
physics should appear is T ∼ ~u/(πkBd) ∼ 1K. With
pores of a larger diameter, one-dimensionalization occurs
at lower temperatures. Experiments have shown that the
first layer of 4He adatoms on the surface of nanopore was
inert. For coverages n < n1 = 2.4mmol, the
4He atoms
occupy only the inert layer, and heat capacity measure-
ments gave C/T → 0 as T → 0 for these low cover-
ages. For coverage n > 1.15n1 ∼ 2.7mmol, the specific
heat behaves as C/T ∼ α(n) + bT , for T → 0, with
b = 1.4mJ.K−3 independent of n. The bT contribution is
attributed to the inert layer, and the contribution α(n)
to the fluid layer.
As shown in Fig. 16, the T -linear behavior of the spe-
cific heat is the one expected in a 1D Tomonaga-Luttinger
liquid. By fitting α to the Tomonaga-Luttinger liquid
expression, it was possible to measure u as a function of
coverage. Since the density of the 1D 4He fluid can be
obtained from the coverage knowing the pore diameters,
the adsorption area S, and the first layer coverage, by
assuming a Lieb-Liniger interaction, one can obtain the
Lieb-Liniger interaction constant. For n ∼ 2.75mmol,
Wada et al. (2001) obtained an interaction c ∼ 0.7A˚−1.
For higher densities, n > nf ∼ 1.4n1, the phonon ve-
locity u is found to diverge. This corresponds to the
hard-core repulsion between the 4He atoms turning the
second layer into a 1D Mott insulator. The hard-core
area was estimated to be A0 = (4.24A˚)
2.
C. Two-leg ladders under an applied field
Recently, quantum dimer spin systems in magnetic
fields became of great interest because the experimen-
tal data on ladder geometries showed the possibility of a
quantum phase transition (QPT) driven by the magnetic
field (Giamarchi et al., 2008; Sachdev, 2000).
In such systems, the application of a magnetic field in-
duces a zero temperature QPT between a spin-gap phase
with all dimers in the singlet state and zero magnetiza-
tion and a phase where a non-zero density of spin dimers
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FIG. 16 Specific heat over temperature Cv/T of Helium 4 in
nanopores of 18 A˚ diameter. The T -linear contribution comes
from the inert layer, and the constant contribution from the
quasi-1D fluid (Wada et al., 2001).
are the triplet state giving a nonzero magnetization. By
increasing H , the spin gap between the singlet ground
state and the lowest triplet (Sz = −1) excited states of
the coupled dimers system decreases. It closes at hc1,
where the dimer system enters the gapless phase corre-
sponding to the partially magnetized state. At h > hc2
the system becomes fully polarized and the gap reopens.
This transition has been shown (Giamarchi and Tsvelik,
1999) to fall in the universality class of BEC, where the
dimers in the triplet state behave as hard-core bosons, the
magnetization is proportional to the density of hard-core
bosons, and the staggered magnetization in the plane or-
thogonal to the applied field plays the role of the BEC
order parameter. Basic experimental evidence was re-
cently obtained by magnetization (Nikuni et al., 2000)
and neutron (Ruegg et al., 2003) measurements on the
3D material class XCuCl3 (X = Tl,K,NH4). We refer
the reader to Giamarchi et al. (2008) for more details and
references.
As discussed in Sec. III, BEC cannot occur in 1D,
but quasi-long range order is expected in the magne-
tized phase. In 1D systems, the continuous phase tran-
sition from the commensurate spin gapped (C) zero uni-
form magnetization phase to an incommensurate phase
(IC) with nonzero magnetization has been studied the-
oretically by mapping the spin-1/2 AF ladder in an
external magnetic field H onto a 1D system of inter-
acting hard-core bosons (Chitra and Giamarchi, 1997;
Furusaki and Zhang, 1999; Giamarchi and Tsvelik, 1999;
Hikihara and Furusaki, 1998), where H acts as a chemi-
cal potential. The interaction term in the hard-core bo-
son picture is determined by the exchange coupling con-
stants, which can be experimentally extracted, J⊥ on the
ladder rungs and J‖ on the ladder legs, and by H , which
controls the density of hard-core bosons. Thus the Hamil-
tonian is very well controlled, allowing for a precise deter-
mination of the Tomonaga-Luttinger parameters through
the measurements of the magnetization and transverse
staggered spin-spin correlation function 〈Sˆ+(x)Sˆ−(x′)〉.
By combining DMRG calculations with bosonization, the
LL parameters can be obtained numerically for arbitrary
H (Bouillot et al., 2010; Hikihara and Furusaki, 1998).
These studies are relevant for several experi-
mental compounds. One of the first studied was
Cu2(C5H12N2)2Cl4 (Chaboussant et al., 1997), but
questions on whether its magnetic structure is actually
made of coupled ladders was raised(Stone et al., 2002).
Recently, CuBr4(C5H12N)2 (BPCB) (Patyal et al.,
1990) was shown to be an excellent realization of a
ladder system. Namely, the low-temperature magne-
tization data was well described by the XXZ chain
model (Watson et al., 2001) in the strong-coupling
limit (J⊥ ≫ J‖) of a ladder (Chaboussant et al.,
1997; Giamarchi and Tsvelik, 1999; Mila, 1998;
Tachiki and Yamada, 1970).
In connection with the magnon BEC, another impor-
tant question is the dimensional crossover, between the
1D and the 3D character in a system made of weakly
coupled ladders as discussed in Sec. VII.B. At tem-
peratures much larger than the inter-ladder coupling,
the system can be viewed as a collection of 1D lad-
ders (Chitra and Giamarchi, 1997; Furusaki and Zhang,
1999; Giamarchi and Tsvelik, 1999; Sachdev et al., 1994)
in the universality class of Tomonaga-Luttinger liq-
uids at high field. At lower temperature, interlad-
der coupling cannot be ignored, and the system falls
into the universality class of magnon BEC conden-
sates. From the experimental point of view, such a
change of regime between the 1D and 3D limits is rel-
evant for the above mentioned compound BPCB. Ex-
perimentally, to probe these different regimes and LL
behavior characterized by power-laws, Nuclear Mag-
netic Resonance (NMR) Knight shift and relaxation time
T−1 measurements have been performed and compared
with the theoretical predictions from bosonization and
DMRG (Giamarchi and Tsvelik, 1999; Klanjˇsek et al.,
2008; Ru¨egg et al., 2008; Thielemann et al., 2009a,b).
The above comparison allows for a quantitative check
of the LL theory (Klanjˇsek et al., 2008). More gen-
erally phase diagram and order parameter have been
found in good agreement with the theoretical predictions
(Fig. 17). The neutron scattering spectrum has been
measured and compared with exact solutions as described
in Sec. III.D (Thielemann et al., 2009b) or DMRG cal-
culations (Bouillot et al., 2010).
Since they lead to a good realization of interacting
bosons, these ladder systems open interesting possibil-
ities such as the study of disordered bosons and the Bose
glass phase (see Sec. VI.B) (Hong et al., 2010).
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FIG. 17 Low T phase diagram of (Hpip)2CuBr4. The
crossover temperature to the spin LL phase is derived from
magnetocaloric measurements and the phase transition to the
BEC 3D-XY magnetic order from neutron diffraction. The
red line is based on theoretical prediction (Thielemann et al.,
2009a).
D. Trapped atoms
Atom trapping techniques allow for the realization of
ultracold vapors of bosonic atoms, thus offering another
route for the experimental study of low-dimensional in-
teracting bosons. In experiments, Bose-Einstein conden-
sates are usually created in 3D geometries. However, by
making the trap very anisotropic (Dettmer et al., 2001;
Go¨rlitz et al., 2001; Schreck et al., 2001), or by load-
ing the condensate in 2D optical lattices (Greiner et al.,
2001; Moritz et al., 2003), or by means of atom chips
(Folman et al., 2000; van Amerongen et al., 2008), the
quasi-1D regime can be accessed. In this section, we first
review the basic principles of atom trapping techniques
and the particular techniques developed for probing the
atomic clouds. Then, we review the experiments done on
quasi-1D bosonic systems.
1. Atom trapping techniques
a. Optical trapping: In this method, ultracold atoms are
trapped in standing light patterns created by laser inter-
ference. The atoms respond to the electric field of the
laser light by acquiring a small dipole moment, which
in turn yields a force on the atom proportional to the
gradient of the electric field. The optical potential thus
created is proportional to the square of the electric field,
that is, to the laser intensity. The proportionality fac-
tor is the atom polarizability. The latter, for a two-level
atom (a cartoon model of alkali atoms such as 87Rb or
133Cs), is positive when the laser is blue-detuned from a
characteristic atomic transition and negative when it is
red-detuned. Therefore, atoms accumulate in regions of
high light intensity when the laser is red detuned whereas
they are attracted towards regions of low light intensity
when the laser is blue detuned. The two types of opti-
cal potentials are indeed used in the experiments to be
described below.(Bloch et al., 2008)
The simplest type of optical potential is created by a
retro-reflected laser beam (propagating, say, along the
z-direction), which produces a standing wave potential
of the form Vopt(x) = V0z sin
2(kz), where V0z is propor-
tional to the laser intensity and k = 2πλ , λ being the laser
wavelength. The strength of the optical potential, V0z is
conventionally measured in units of the recoil energy of
the atom ER =
~
2k2
2M , where M is the atom mass. Com-
bining three such mutually incoherent standing waves
perpendicular to each other yields the following three di-
mensional optical potential:
Vopt(x, y, z) =
3∑
i=1
V0i sin
2(kxi). (164)
The minima of this potential occur at a cubic Bravais
lattice. In addition, in the experiments, a (harmonic)
potential is needed in order to confine the gas. The latter
may or may not be generated by the same lasers that
create the lattice.
b. magnetic trapping and atoms on chip: Another tech-
nique for trapping atoms relies on magnetic fields. The
advantage of this technique is that the magnetic field can
be created by wires deposited on a surface (the so called
atom chip trap) by microfabrication techniques. Atoms
of total spin F interact with a magnetic field B(r) by
the Zeeman coupling HZeeman = −gµBF ·B. When the
magnetic field is slowly varying in space, the spin follows
adiabatically the direction of the magnetic field result-
ing in a potential proportional to ||B||(r) (Folman et al.,
2002). When the magnetic moment gµBF is parallel to
the magnetic field, this potential is minimum where the
strength of the magnetic field is maximum. The atom
is then said to be in a strong field seeking state. Since
Earnshaw’s theorem (Ketterle and Pritchard, 1992) pro-
hibits maxima of the magnetic field in vacuum, in such
situation trapping is possible only if a source of magnetic
field is located inside the trap. With a magnetic moment
antiparallel to the magnetic field, the potential is mini-
mum when the magnetic field intensity is minimum. The
atom is then said to be in a weak field seeking state, which
is metastable. Since Earnshaw’s theorem does not pro-
hibit minima of the magnetic field in vacuum, no source
of magnetic field is needed to be present inside that trap.
Hence, most atom chip traps operate in the metastable
weak field seeking state. By superimposing the mag-
netic field created by a wire and a uniform field Bbias
orthogonal to the wire, one obtains a line of vanishing
magnetic field which traps the weak field seeking atoms
called a side guide trap. However, in this setup the adi-
abaticity condition gµBB/~ ≫ dB/dτ/B is not satis-
fied and Majorana spin flips switch atoms to the strong
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field seeking state causing losses from the trap. Thus, a
second uniform offset magnetic field Bo parallel to the
wire is superimposed to the trapping field to ensure that
the adiabaticity condition remains satisfied in the trap.
The trapping in the transverse direction is then harmonic
(Folman et al., 2002; Fortagh et al., 2004). With a Z-
shaped wire, the atoms can also be confined along the
central part of the wire by a shallow harmonic confin-
ing potential. Since magnetic trapping depends on the
atoms remaining in the weak field seeking state, Feshbach
resonances cannot be used to reach a regime of strong in-
teractions. As a result, atom on chip trapping can only
be used to study the regime of weak interaction.
2. Probes
A usual probe in condensed matter physics is the mea-
surement of the structure factor:
S(q, ω) =
∫
dxdte−i(qx−ωτ)〈ρˆ(x, τ)ρˆ(0, 0)〉, (165)
a quantity which can be predicted either via computa-
tional techniques or analytical approaches. Using lin-
ear response theory, Brunello et al. (2001), showed that
the structure factor of a trapped gas could be measured
with Bragg spectroscopy. In Bragg spectroscopy mea-
surements, (Stenger et al., 1999), two laser beams of dif-
ferent wavelengths are shone on an atomic clouds. This
creates a time dependent potential acting on the atoms:
H = V0
∫
dx cos(qx− ωτ)ρˆ(x, τ) (166)
After the perturbation has been applied, the total en-
ergy E or the total momentum P of the system is mea-
sured. Brunello et al. (2001) showed that both quantities
are proportional to the structure factor. The effect of
the trapping potential was considered by Golovach et al.
(2009). Cle´ment et al. (2009) have used Bragg spec-
troscopy techniques to monitor the evolution of a trapped
bosonic gas in a 1D lattice from the superfluid to the
Mott insulator as the potential is ramped up.
a. Time-of-flight measurements: In a time-of-flight (TOF)
measurement, the trapping potential containing the
atomic gas is suddenly switched off and, after expan-
sion, the density of the atomic cloud is measured us-
ing absorption imaging techniques. Assuming that in-
teractions between atoms can be neglected and apply-
ing the stationary phase approximation to the solution
of the time-dependent Schrodinger equation, the annihi-
lation operator of a boson at position r and time τ is
found to be ψˆ(r, τ) ∼ ψˆ(k(r))/τd/2, where the momen-
tum k(r) = mr/~τ , i.e., it provides a correspondence
between the position of a boson after TOF and its initial
momentum in the trap, and the factor τd/2 comes from
the free evolution. After some straightforward manipu-
lations, the density distribution measured after a TOF τ
at the position r is then found to be proportional to the
initial momentum distribution function
〈ρˆ(r, τ)〉 ∝ 1
τ
〈ρˆ(k(r))〉. (167)
The above expression means that BEC is reflected by a
large peak in 〈ρˆ(r = 0, τ)〉 after TOF (Anderson et al.,
1995; Bradley et al., 1995; Davis et al., 1995). If a BEC
is loaded in the lowest band of an optical lattice, one
needs to relate the momentum distribution function ρˆ(k)
to the quasi-momentum distribution function nˆk in the
lattice. The latter satisfies nˆk = nˆk+Q, where Q is an
arbitrary reciprocal lattice vector. Using the 3D version
of Eq. (12), one finds that ρˆ(k) = |w0(k)|2nˆk, where
w0(k) is the Fourier transform of the Wannier orbitals.
This relation implies that after TOF expansion, a BEC
released from an optical lattice will exhibit Bragg peaks
at k(r) = Q corresponding to reciprocal lattice vectors
(Greiner et al., 2002a).
We should stress, however, that the density distribu-
tion after a TOF can be different from the in-trap mo-
mentum distribution if interaction effects occur or when
the TOF is not sufficiently long to neglect the initial size
of the cloud (Gerbier and al., 2008; Pedri and al., 2001).
For optical lattice experiments with small filling factors,
the ballistic expansion is typically a good approximation.
Moreover by applying the Feshbach resonance technique,
one can also always tune the collision interaction to a
negligible magnitude at the beginning of the expansion
to satisfy the condition of the ballistic expansion. An-
other deviation from the true BEC behavior occurs when
the temperature is increased from zero, T > Tφ, Tφ being
the temperature at which the phase fluctuations become
of order unity. In this quasi-BEC regime the detection
signal decreases and Bragg peaks becomes less visible. If
instead, the interaction is increased while the tempera-
ture is still very low, i.e., in the Mott state, coherence is
destroyed and there is no interference pattern in 〈ρˆ(r, τ)〉.
For a Tomonaga-Luttinger liquid, the boson creation
operator is represented by ψˆ†(x) ∼ e−iθˆ(x), thus 〈ρˆ(k)〉 ∝
k1/2K−1 displaying a characteristic power-law divergence
at zero momentum for K > 1/2. In particular, in the
Tonks-Girardeau limit, the Tomonaga-Luttinger param-
eter K = 1, and the momentum distribution presents
a square-root divergence at k = 0. During the past
years experimental groups were able to increase the in-
teractions to reach this regime (Kinoshita et al., 2004;
Paredes et al., 2004).
b. Noise correlations: Since atomic clouds are meso-
scopic, the density fluctuates between different time-of-
flight experiments. Altman et al. (2004a) thus proposed
to use time of flight spectroscopy to measure correlations
between occupation numbers for different momenta:
Gk,k′ = 〈nˆknˆk′〉 − 〈nˆk〉〈nˆk′〉 (168)
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where nˆk is the occupation number for momentum k, and
the average is taken over the initial state. Altman et al.
(2004a) considered Fermi superfluids and bosonic Mott
insulators.
For 1D boson systems, the correlations (168) were
studied by Mathey et al. (2009b). For K ≫ 1, the corre-
lation function Gk,k′ shows a large peak for k = k′ = 0,
sharp power law peak-like features for k = ±k′, and
power law dip-like features for k = 0 or k′ = 0. The
peak as k = k′ is the result of boson bunching famil-
iar from quantum optics. The location of the other fea-
tures is predicted (Mathey et al., 2009b) by the Bogoli-
ubov approximation. However, their power law character
is a signature of the Tomonaga-Luttinger liquid physics
unique to one-dimension (Mathey et al., 2009b). For lat-
tice hard-core bosons, noise correlations have been com-
puted in the presence of commensurate and incommen-
surate superlattices, and in the presence of a trap, by
Rey et al. (2006a,b,c) and their scaling has been studied
by He and Rigol (2010), using the methods described in
Sec. III.A.
A different approach to probe static quantum corre-
lations with noise measurement has been proposed by
Polkovnikov et al. (2006). The idea is to start from two
independent 1D condensates parallel to the x-axis and
separated by a distance d, both tightly confined in the
radial direction z. At time zero, both condensates are
let to expand in the radial direction. Because the con-
densates were tightly confined, expansion is much faster
in the radial direction z, and one can neglect expansion
along the direction x. Under this assumption, the total
annihilation operator of the bosons reads:
Ψˆ(z, x, τ) ≃ −im
2π~τ
∑
p=1,2
Ψˆp(z)e
im
2~τ (x+spd/2)
2
, (169)
where sp=1 = −1 and sp=2 = +1 and ψˆ1,2(z) is the anni-
hilation operator of bosons initially trapped in the con-
densate 1 or 2. Absorption imaging techniques can then
be used to measure the density profile integrated along
the beam axis:
ρˆ(z, τ) =
∫ L
0
dx Ψˆ†(x, z, τ)Ψˆ(x, z, τ), (170)
Using Eq. (169), one can express ρˆ(z, τ) as a function of
the annihilation operators of condensates 1 or 2, which
has an oscillatory contribution (that accounts for the in-
terference fringes in the optical absorption images) pro-
portional to AˆQe
iQz , where we have introduced Q = md
~τ
and
AˆQ =
( m
2π~τ
)2 ∫ L
0
dz1Ψˆ
†
1(z1)Ψˆ2(z1). (171)
From one experimental realization (‘shot’, for short) to
another, the quantity AQ varies randomly. As a result,
the amplitude of the fringes varies from experiment to ex-
periment, and one needs the moments of the correlation
function 〈(A†Q)nAnQ〉 to characterize the full probabil-
ity distribution of AˆQ (Glauber, 1963; Mandel and Wolf,
1965). As we will see, the probability distribution of AˆQ
is non-gaussian, and depends on the Luttinger parame-
ter thus permitting its experimental determination. The
higher moments are given by the expression:
〈(Aˆ†Q)nAˆnQ〉 =
∫ L
0
dx1 . . . dxndx
′
1 . . . dx
′
n× (172)∣∣∣〈Ψˆ†(x1) . . . Ψˆ†(xn)Ψˆ†(x′1) . . . Ψˆ†(x′n)〉∣∣∣2 .
Using bosonization, this integral can be rewritten as:
〈(Aˆ†Q)nAˆnQ〉 ∼ Ln(2−1/K)
∫ 1
0
dω1 . . . dωndω
′
1 . . . dω
′
n ×∣∣∣∣∣
∏
1≤k<ℓ≤n |ωk − ωℓ||ω′k − ω′ℓ|∏
1≤k,ℓ≤n |ωk − ω′ℓ|
∣∣∣∣∣
1/K
,(173)
where the change of variables xi = Lωi, x
′
i =
Lω′i has been used. Equation (173) shows that the
higher moments are of the form: 〈(Aˆ†Q)nAˆnQ〉 ∼
(〈(Aˆ†Q)AˆQ〉)nZ2n(K), where Z2n(K) is a dimension-
less factor given by the multidimensional integral in
(173) that depends only on n and K. The quan-
tities Z2n(K) are the moments of the distribution
function of the normalized fringe interference con-
trast. The integrals in (173) can be expressed using
Jack polynomials (Fendley et al., 1995), contour inte-
gration (Konik and LeClair, 1996) or Baxter’s Q oper-
ator (Gritsev et al., 2006) methods. Imambekov et al.
(2008), related the distribution function to the statis-
tics of random surfaces, allowing for Monte-Carlo com-
putation. With periodic boundary conditions, the nor-
malized distribution W˜ (α) such that Z2n(K)/Z2(K)
n =∫
dααnW˜ (α) goes to a Gumbell distribution WG(α) =
K exp(K(α − 1) − γ − eK(α−1)−γ) in the limit K → ∞.
This is the result of the rare events (Imambekov et al.,
2007) in the fluctuations of the equivalent random sur-
face model. The prediction of a Gumbel distribution of
interference fringe contrasts was checked experimentally
(Hofferberth et al., 2008) using 87Rb atoms in radiofre-
quency microtraps on atom chips.
3. One-dimensional bosons with cold atoms
On a chip, atoms can be trapped in a quasi-1D ge-
ometry allowing one to access the weakly interacting
regime. A study of the density profile of atoms on chip
(Trebbia et al., 2006) showed that the Hartree-Fock ap-
proximation breaks down already in the weakly interac-
tion regime for quasi-1D trapping. Later experiments
(van Amerongen et al., 2008) showed that the density
profiles could be well fitted using the Yang-Yang ther-
modynamics (Yang and Yang, 1969) of the Lieb-Liniger
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FIG. 18 Experimental setup for the creation of a 2D Optical
lattice (Greiner et al., 2001). The optical potential resulting
form the interference of a pair of retro-reflected, mutually
perpendicular, lasers splits a BEC into an array of several
thousand 1D gas tubes.
gas (Lieb and Liniger, 1963). To access the regime of
strong interaction, optical lattices are more suitable.
In what follows, we shall consider ultracold quan-
tum gases in strongly anisotropic lattices. By ‘strongly
anisotropic’, we mean that the optical potential is of the
form of Eq. (164) but such that |V0z | ≪ |V0x| = |V0y|.
Under this condition, it is possible to confine atoms to 1D
(Fertig et al., 2005a; Greiner et al., 2001; Haller et al.,
2010; Kinoshita et al., 2004, 2005; Moritz et al., 2003;
Paredes et al., 2004; Sto¨ferle et al., 2004a; Tolra et al.,
2004). Indeed, this requires that the chemical potential of
the 1D gas, µ, is much smaller than the trap frequency,
which for a deep lattice ≃ k|V0zM |1/2. Thus, the atoms
are strongly localized about the minima of the potential
in the transverse directions (i.e., y and z in the previ-
ous example), forming elongated clouds (referred to as
“tubes”). Since the potential along the longitudinal (x)
direction is much weaker, all the dynamics will occur in
that direction. The resulting system is an ensemble of a
few thousand (finite-size) 1D ultracold gas tubes, which
is sometimes called a 2D optical lattice (in the case where
V0x = 0, see Fig. 18), or, as we shall do in what follows,
a quasi-1D lattice.
Nevertheless, once the condition for one-
dimensionality of the tubes is achieved, two quasi-1D
regimes are possible. This is because, even if the
atoms only undergo zero-point motion transversally,
the hopping amplitude between tubes t⊥ is in general
non vanishing. Regime (i), if over typical duration of
a experiment, τexp . 10
2 s, the characteristic hopping
time τhop ∼ ~t⊥ & τexp, then hoping events will rarely
occur and therefore phase coherence between different
tubes cannot be established. In the RG language used
in Sec. VII.B, the energy scale associated with the
observation time ∼ hτexp behaves as an infrared cut-off
of the RG flow preventing the renormalized Josephson
coupling, gJ , from becoming of order one. Regime (ii), if
τhop ≪ τexp, then the establishment of long range phase
coherence will be possible (but it may be prevented
by other terms of the Hamiltonian, see below and
Sec. VII.B). Indeed, experimental groups have explored
the two regimes, as we shall review in more detail below.
The regime of a phase coherent ensemble of tubes and
the transition to the phase incoherent regime was ex-
plored in the early experiments by Greiner et al. (2001),
where the 1D regime was first reached in a quasi-
1D lattice, and later more thoroughly by Moritz et al.
(2003); Sto¨ferle et al. (2004a). However, other groups
have focused directly in the 1D (phase-incoherent)
regime (Haller et al., 2010; Kinoshita et al., 2004, 2005;
Paredes et al., 2004). In what follows, these experi-
ments are reviewed and the theoretical background for
the probes used in some of them will be also discussed.
We begin with the experiments that explored the phase
incoherent 1D regime, and near the end of this subsec-
tion, discuss the experiments where inter-tube hoping
may become a relevant perturbation on the system.
a. Strongly Interacting 1D Bosons in optical lattices: For
alkali atoms, which at ultracold temperatures (from ∼ 10
nK to ∼ 1 µK) interact dominantly via the s-wave chan-
nel (see Sec. II), the interaction is short ranged. When
ultracold atoms are loaded into an anisotropic optical lat-
tice, they occupy the lowest available (Bloch) band. This
system is thus amenable to a lattice description in terms
of the (anisotropic) Bose-Hubbard model. Furthermore,
if the experimental conditions are such that the hopping
between tubes can be neglected (see discussion above),
the system can be described as an array of independent
tubes. Each tube is described by a 1D Bose-Hubbard
model Eq. (15). The particle number within each tube is
largest at the center and decreases towards the edges of
the lattice in response to the existence of the harmonic
trap, which makes the system inhomogeneous.
Tuning the longitudinal potential (∝ V0x), effectively
changes the ratio t/U of the 1D Bose-Hubbard model.
For deep potentials, it is thus possible to access the
strongly interacting regime of the model and to ob-
serve the transition from the superfluid (i.e., Tomonaga-
Luttinger liquid) phase to the Mott insulator. Indeed,
shortly after this transition was observed in a 3D optical
lattice (Greiner et al., 2002a), the 1D transition was ob-
served by Sto¨ferle et al. (2004a). More recently, the Mott
transition in a weak lattice, as discussed in Sec. VI.A,
was also observed (Haller et al., 2010). In order to probe
the excitation spectra of the phases realized by tun-
ing V0x in the quasi-1D optical lattice, Sto¨ferle et al.
(2004a) followed a novel spectroscopic method which re-
lied on modulating in time the amplitude of the longitu-
dinal potential. In equations, this amounts to replacing
V0x → V0x + δV0x cosωτ in Eq. (164). The time depen-
dent potential heats up the system, and the transferred
energy can be estimated in a time of flight experiment
from the enhancement of the width at half maximum of
the peak around zero momentum. The measured spectra
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FIG. 19 Energy absorption of a strongly interacting 1D Bose
system measured as a function of the longitudinal potential
V0x/ER (ER is th atom recoil energy). Notice the broad spec-
trum of the superfluid (small V0x/ER) and the double peak
structure characterizing the Mott insulator (large V0x/ER)
(Sto¨ferle et al., 2004a).
for different values of the lattice depth (V0x/ER) are dis-
played in Fig. 19. The superfluid phase is characterized
by a broad spectrum, whereas the emergence of the 1D
Mott insulator is characterized by the appearance of two
peaks: A prominent one at ~ω ≃ U and a smaller one at
~ω ≃ 2U .
In order to qualitatively understand these spectra,
Iucci et al. (2006) employed linear response theory, and
considered both the limit of small and large potential
V0x. When V0x is smaller than µ, the lattice modulation
couples to the density operator. Using the bosonization
formula Eq. ( 112), the q ≈ 0 term ∝ ∂xφ gives a van-
ishing contribution to the energy absorption within lin-
ear response and, to leading order, the modulation of the
amplitude of the optical potential is described by the per-
turbation Hˆ1(τ) = Bρ0δV0x cosωτ
∫
dx cos(2φˆ(x, τ)+xδ)
where δ = 2G − 2πρ0, that is, the modulation couples
to the density operator for q ≈ 2πρ0. In the limit
of large V0x, it is most convenient to begin with the
Bose-Hubbard model. Within this framework, it can
be shown that the lattice modulation can be expressed
as a modulation of the hopping amplitude, Hˆ1(τ) =
−δt cosωτ∑m [bˆ†m+1bˆm +H.c.], where δt = dtdV0x δV0x.
Hence, the (time-averaged) energy absorption rate per
particle reads:
ǫ˙(ω) =
δV 20x
N
ω Im [−χO(ω)] , (174)
where χO(ω) is the Fourier transform of
χ(τ) = − i
~
〈
[
Oˆ(τ), Oˆ(0)
]
〉. The operator
Oˆ = ∫ dx cos(2φˆ(x) + xδ), in the weak lattice regime,
and Oˆ = −δJ∑m [bˆ†m+1bˆm +H.c.], in the strong lattice
regime.
For a weak commensurate lattice, in the super-
fluid (Tomonaga-Luttinger liquid) phase, ǫ˙(ω) ∼
~ω
(
~ω
µ
)2K−2
, where K is the Tomonaga-Luttinger liq-
uid parameter and µ the chemical potential. Since for
the superfluid phase (K & 2), the calculated low fre-
quency part contains very little spectral weight, using
the f -sum rule, Iucci et al. (2006) argued that the ab-
sorption spectrum of the superfluid phase should be
broad, in agreement with the experiment and the cal-
culations of Caux and Calabrese (2006) based on the
Bethe-ansatz. For the Mott insulator phase, in the
weak coupling limit, a threshold behavior of the form
ǫ˙(ω) ∼ ~ωF (~ω)θ(~ω − ∆) exists, where ∆ is the Mott
gap and F (x) is a smooth function. This threshold be-
havior was observed in the experiments of (Haller et al.,
2010), which recently explored the phase diagram of the
1D Bose gas in a weak periodic potential.
In the strong coupling regime the perturbation reads,
in an expansion to O(t2/U), in the subspace of particle
hole states:
ǫ˙(ω) =
(δt)2
2t
~ω
(
n0 + 1
2n0 + 1
)√
1−
[
~ω − U
(2n0 + 1)t
]2
, (175)
and zero otherwise. The accuracy of this expression was
tested using time-dependent DMRG by Kollath et al.
(2006), and the results are shown in Fig. 20. The later
numerical technique allows to go beyond linear response
and to incorporate the effects of the trap and thus to deal
with the experiments of Sto¨ferle et al. (2004a) for which
δV0x/V0x ∼ 10%. Numerically investigating of the inho-
mogeneity brought about by the trap, it was shown by
Kollath et al. (2006) that the smaller peak near ~ω = 2U
is indeed a measurement of the incommensurability in the
1D tubes.
An alternative interpretation of the broad resonance
observed in the superfluid phase was given in terms of
a parametric instability of Bogoliubov modes and their
nonlinear dynamics(Kra¨mer et al., 2005). This interpre-
tation assumes that the Bogoliugov approximation is also
applicable for strongly interacting bosons in 1D.
b. Approaching the Tonks-Girardeau limit: For bosonic
atoms, there are essentially two routes into the strongly
interacting regime, which asymptotically approaches
the Tonks-Girardeau limit where fermionization oc-
curs. The two routes were explored simultaneously by
Paredes et al. (2004) and Kinoshita et al. (2004). One of
them (Paredes et al., 2004) relies on reaching the strong
interacting limit of the 1D Bose Hubbard model while
ensuring that the system remains incommensurate with
the lattice potential (e.g, at average filling n0 < 1). In
the presence of a longitudinal harmonic confinement, this
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is by no means straightforward, because, as discussed in
Sec. IV.B.3, the center of the cloud easily becomes Mott
insulating as the ratio t/U decreases. Thus, carefully
controlling the trapping potential, Paredes et al. (2004)
entered the strongly interacting regime where the bosons
undergo fermionization. The signatures of the latter
were observed in the momentum distribution as mea-
sured in time-of-light experiments (cf. Sec. VIII.D.2.a).
After averaging over the distribution of tubes resulting
from the inhomogeneous density profile, Paredes et al.
(2004) were able to reproduce the experimentally mea-
sured momentum distribution of the strongest interact-
ing systems. Computational studies of the approach to
the Tonks-Girardeau regime were done by Pollet et al.
(2004); Wessel et al. (2005).
The other route into the strongly correlated regime
for bosons in 1D is to first load the atoms in a deep
2D optical lattice (V0x = 0 and V0y = V0z & 30ER
in Eq. 164). The resulting system is described by the
Lieb-Liniger model in a harmonic trap. The strongly
interacting regime of this model is reached by making
γ = Mg
~ρ0
large. This can be achieved either by decreasing
the mean density, ρ0, which for small atom numbers . 10
per tube ultimately poses detection problems, and/or by
increasing the coupling constant g (cf. Eq. 92). As pre-
dicted by Olshanii (1998), this is possible either by mak-
ing the transverse confinement tighter (Kinoshita et al.,
2004, 2005) or by increasing the scattering length using
Feshbach resonance (Haller et al., 2010). Kinoshita et al.
(2004, 2005) used a blue-detuned 2D optical lattice po-
tential (cf. Fig. 18) to confine an ultracold 87Rb gas
into an array of 1D traps (∼ 103 tubes). In addition,
the atoms were confined longitudinally by an optical (red
detuned) dipole trap. The blue-detuned lattice potential
makes it possible to reach a tighter transverse confine-
ment without increasing the probability of spontaneous
emission, which due to the atom recoil may result in the
latter being lost from the trap. In addition, as mentioned
above, by virtue of Eq.(92), a tighter confinement allows
for the increase of the interaction coupling g.
By measuring the mean atom energy after the expan-
sion in 1D (turning off the optical dipole trap only),
Kinoshita et al. (2004) were able to detect the incipient
signatures of fermionization of the 1D gases. However,
the most dramatic signatures of strong interactions were
observed in a later experiment (Kinoshita et al., 2005),
in which local pair correlations g2(x) were measured.
For the Lieb-Liniger model, g2 (note that we drop x
assuming translational invariance) is a thermodynamic
quantity that can be obtained from the free-energy by
using the Hellman-Feynman theorem:
g2(γ, ϑ) = ρ
−2
0 〈
[
Ψˆ†(x)
]2 [
Ψˆ(x)
]2
〉 = −2T
L
∂F (T )
∂g
,
(176)
where F = −T ln Tr e−H/T is the free energy for
the Lieb-Liniger model (H is given by Eq. 10), ϑ =
T/Td, T being the absolute temperature and Td =
~
2ρ0
2M
the characteristic temperature for quantum degeneracy.
Gangardt and Shlyapnikov (2003) first obtained g2(γ, ϑ)
for τ = 0 for all γ values using the Bethe ansatz re-
sult for the ground state energy. Kheruntsyan et al.
(2005) extended these results to finite temperatures. For
large and small γ values, the following asymptotic lim-
its have been derived (Gangardt and Shlyapnikov, 2003;
Kheruntsyan et al., 2005):
g2(γ, ϑ) ≃


4
3
(
π
γ
)2 [
1 + ϑ
2
4π2
]
γ ≫ 1 andϑ≪ 1,
2ϑ
γ2 1≪ ϑ≪ γ2,
1− 2π
√
γ + πϑ
2
24γ3/2
ϑ≪ γ ≪ 1,
1 + ϑ2√γ γ ≪ ϑ≪
√
γ,
2− 4γϑ2
√
γ ≪ ϑ≪ 1,
2− γ
√
2π
ϑ ϑ≫ max{1, γ2}.
(177)
The results for large γ can be also reproduced from the
low-density limit of a strong coupling expansion for the
Bose-Hubbard model (Cazalilla, 2004a).
The asymptotic expressions (177) show that for T → 0,
g2 → 0 as γ → +∞. The latter reflects the fermioniza-
tion that becomes complete in the Tonks-Girardeau limit,
where g2 = 0 at all temperatures. The dramatic decrease
in g2 (Kinoshita et al., 2005) as it crosses over from the
behavior for weakly interacting bosons (i.e., g2 ≈ 1 for
γ ∼ 0.1) to strongly interacting bosons (i.e., g2 ≈ 0.1 for
γ ≃ 10) was observed by tuning the interaction coupling
g, as described above. The measurements are depicted
in Fig. 21, which also show the excellent agreement with
theory.
In order to measure g2, atoms in the optical lattice
were photo-associated into molecules using a broad laser
beam resonant with a well-defined molecular state of the
Rb-Rb dimer. The molecule formation was subsequently
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FIG. 21 Pair correlation function as determined from photo-
association by Kinoshita et al. (2005) versus dimensionless
parameter γ. The solid line is from the 1D interacting
bosons theory of Gangardt and Shlyapnikov (2003).The dif-
ferent symbols correspond to different dipole trap power in-
tensities Pcd, and thus different one-dimensional densities:
squares, Pcd = 3.1 W; circles, Pcd = 1 W; diamonds,
Pcd = 320 mW; up triangles, Pcd = 110 mW; and down tri-
angles, Pcd = 36 mW.
.
detected as a loss of atoms from the trap. One important
issue that must be addressed in order to compare theory
and experiment is the inhomogeneity of the 1D systems
due to the harmonic trap. Fortunately, the LDA allows
one to obtain g2(x) for the trapped system from the g2(γ)
calculated for the uniform system.
Another experimentally accessible local correlation is
g3 = ρ
−3
0 〈
[
Ψˆ†(x)
]3 [
Ψˆ(x)
]3
〉. This local correlation func-
tion is related to the rate of three-body recombination
processes where molecules from out of three-atom en-
counters. The calculation of g3 is less straightforward.
Gangardt and Shlyapnikov (2003) obtained the follow-
ing asymptotic expressions for the Lieb-Liniger model at
large and small γ and T = 0:
g3(γ) =
{
4π2
3γ2 γ ≫ 1,
1− 6π
√
γ γ ≪ 1. (178)
Subsequently, in a mathematical tour de force,
Cheianov et al. (2006) computed the behavior of g3(γ)
at T = 0 for the entire crossover from weakly to strongly
interacting gas. More generally, at any finite T and for
intermediate of γ, one has to rely on the general expres-
sions recently obtained by Kormos et al. (2009). These
results predict a strong reduction in g3(γ) at low T as the
1D gas enters the strongly interacting regime. This be-
havior should manifest itself in a strong reduction of the
atom losses due to three-body recombination. Indeed,
this is consistent with the experiments in optical lattices
in the 1D regime (Tolra et al., 2004).
Finally, in a recent experiment, Haller et al. (2009)
have been able to access the super-Tonks-Girardeau
regime in a 2D optical lattice by starting with a low en-
ergy initial state in the Tonks-Girardeau regime (with
a large and positive value of g) and quickly changing g
across the confinement induced resonance (see Sec. IV.A)
to a negative final value. In this experiment, g was
changed by means of a Feshbach resonance. The ratio
between the lowest compressional and dipole modes of
oscillation in the highly excited state (with g < 0) cre-
ated in such a way was found to be larger than the one
in the Tonks-Girardeau regime, a hallmark of the super-
Tonks-Girardeau regime (Astrakharchik et al., 2005a).
c. Coupled condensates The behavior of the Bose gas in
the quasi-1D optical lattice as the transverse potential is
tuned and phase coherence between the tubes emerges
has been explored by Moritz et al. (2003); Sto¨ferle et al.
(2004a). A theoretical discussion of these experiments
has been given by some of us in Cazalilla et al. (2006b)
and we thus refer the interested reader to this work.
Using atom chips, a 1D Bose gas with a few thousand
atoms can be trapped in the 1D quasicondensate regime
kBT, µ≪ ~ν⊥ (Hofferberth et al., 2007). Applying a ra-
diofrequency (rf) induced adiabatic potential, the 1D gas
can be split into two 1D quasicondensates. The height of
the barrier between the two condensates can be adjusted
by controlling the amplitude of the applied rf field. This
allows one to achieve both Josephson coupled and fully
decoupled quasicondensates. The fluctuations of the rel-
ative phase of the two condensates are measured by the
quantity:
Aˆ(τ) = 1
L
∣∣∣∣
∫
dxei(θˆ1(z,τ)−θˆ2(z,τ))
∣∣∣∣ , (179)
where θˆ1, θˆ2 are the respective phases of the two con-
densates obtained after the splitting. From the the-
oretical point of view, split condensates can be ana-
lyzed within the Tomonaga-Luttinger liquid framework
(Bistritzer and Altman, 2007; Burkov et al., 2007). One
introduces θˆ+ = (θˆ1 + θˆ2)/2 and θˆ− = θˆ1 − θˆ2. The
Hamiltonian Hˆ = Hˆ [θˆ1] + Hˆ [θˆ2] can be rewritten as
Hˆ [θˆ+] + Hˆ [θˆ−]. In the initial state, the wavefunction
factorizes Ψˆ[θˆ1, θˆ2] = Ψˆ+[θˆ+] + Ψˆ−[θˆ−], where Ψˆ+ is de-
termined by the initial state of the condensate and Ψˆ−
is initially localized near θˆ−(z) = 0. Assuming an ini-
tial state with 〈θˆ−(x)θˆ−(x′)〉 = δ(x − x′)/2ρ, the quan-
tum dynamics of the phase θˆ− under the Hamiltonian
(114) gives 〈Aˆ〉 = A0e−τ/τQ with τQ = 2K2/(π2vρ)
(Bistritzer and Altman, 2007). For long times, τ ≫
~/(kBT ), the symmetric and antisymmetric modes in-
teract with each other. The symmetric modes remain in
thermal equilibrium, and generate friction 1/τf(k) ∝ k3/2
and noise ζ(x, τ) (satisfying the fluctuation dissipation
relation) for the dynamics of the antisymmetric mode.
The field θˆ− can then be treated as a classical variable,
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satisfying the Langevin equation:
∂2τ θˆ−(k, τ) +
∂τ θˆ−(k, τ)
τf(k)
+ (vk)2θˆ−(k, τ) = ζ(k, τ). (180)
Solving this second order differential equation by the
variation of the constant method with initial condi-
tions θˆ(k, τ) = ∂τ θˆ(k, τ), one finds that 〈θˆ−(x, τ)2〉 =
2(τ/τC)
2/3, and thus A ∝ e−(τ/τC)2/3 . This behavior
was indeed observed in experiments in the case of a large
potential barrier (Hofferberth et al., 2007), as shown in
Fig. 22.
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FIG. 22 Double logarithmic plot of the coherence factor ver-
sus time for decoupled 1d condensates. Each point is the
average of 15 measurements, and error bars indicate the stan-
dard error. The slopes of the linear fits are in good agreement
with a 2/3 exponent (Hofferberth et al., 2007).
IX. OUTLOOK
Quantum interacting bosons in 1D provide the con-
junction between solid theoretical descriptions and a wide
variety of experimental situations. In the previous sec-
tions we have seen that the properties of those systems
can be captured by a variety of techniques ranging from
exact solutions and computational methods to asymp-
totic theories such as Tomonaga-Luttinger liquids. Al-
though we have now a firm understanding of several of
these properties, many challenges remain. This is in par-
ticular prompted by many remarkable experiments, var-
ious of which were discussed in Sec. VIII. In the present
section, we discuss some of the open problems and recent
developments in the field and provide an outlook for fu-
ture research. Our list is of course non-exhaustive and
many unexpected developments will certainly occur as
well. These are all the ingredients of a very lively field
that will surely continue to provide exciting results in the
years to come.
a. Beyond Tomonaga-Luttinger liquid theory: The low-
energy, long wavelength description based on the
bosonization technique introduces a particle-hole sym-
metry that is not present in the original models that
it intends to describe. In the recent years, there has
been intensive theoretical efforts to improve bosoniza-
tion by including non-linear terms (Bettelheim et al.,
2006; Imambekov and Glazman, 2009; Khodas et al.,
2007; Pereira et al., 2006). In particular, damping rates
and universal crossover functions for the spectral func-
tions have been derived. A related problem is the
existence of a quantum critical regime at sufficiently
large temperature which does not obey Luttinger liquid
scaling(Guan and Batchelor, 2010). The search for ex-
perimental signatures of these effects going beyond the
simplest Tomonaga-Luttinger liquid theory is one possi-
ble future development of interacting bosons in 1D. In
a similar way, as discussed in Sec. VII.A, systems which
do not obey the paradigm of Tomonaga-Luttinger liquids
(Zvonarev et al., 2007) have been found and will lead to
interesting further developments.
b. Disorder and many-body localization: As discussed in
Sec. VI.B, important developments have occurred in the
understanding of the interplay between disorder and in-
teractions. However, many questions still remain open.
In particular, the understanding of the finite tempera-
ture transport properties of disordered quantum systems,
a topic that should lead to a wealth of future devel-
opments (Aleiner et al., 2010; Monthus and Garel, 2010;
Oganesyan and Huse, 2007; Pal and Huse, 2010).
Another interesting open problem is the far-from-
equilibrium dynamics of interacting bosons in the pres-
ence of a random potential. This problem is relevant for
the expansion of condensates in experiments in which
either a quasiperiodic or speckle potential is present
(Roati et al., 2008). More generally, understanding how
those systems respond to quenches, and the steady states
in the presence of time-dependent (Dalla Torre et al.,
2010) or time-independent noise, are of very much cur-
rent interest. A related question is the one of aging in
disordered and glassy quantum systems. It is well known
that in disordered systems, below a certain temperature,
the relaxation may become extremely slow so that the
system never equilibrates on any reasonable timescale.
In such regime, both correlation C(τ, τ ′) and response
R(τ, τ ′) functions depend on both τ and τ ′ and not just
τ − τ ′ as in equilibrium. Some of these properties were
understood for classical glasses (Cugliandolo, 2003) but
remain largely to be understood for quantum glassy sys-
tems.
c. Dimensional crossover: In Sec. VII.B, we discussed
briefly the issue of the dimensional crossover. A particu-
larly interesting case is the one of coupled chains in a sin-
gle plane. In that case, the system possesses long range
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order in the ground state but, for any strictly positive
temperature, long range order is replaced by quasi-long
range order with a temperature dependent exponent. At
higher temperature, the system undergoes a BKT tran-
sition and is fully disordered above the transition. By
contrast, a single chain has no long range order at any
strictly positive temperature, with a correlation length
that diverges with temperature. There is thus an impor-
tant issue of understanding the crossover from between
the 1D decoupled chain regime and the 2D regime. Since
both regimes are strongly fluctuating, this crossover can-
not be tackled within a mean field approximation, in con-
trast to the 1D-3D crossover.
Another important problem is the magnon BEC in
coupled two-leg ladders when the interladder coupling is
frustrated. In that case, one has to understand whether
the formation of the magnon BEC is suppressed leav-
ing the system in a critical state (Emery et al., 2000;
Vishwanath and Carpentier, 2001), or whether a more
exotic broken symmetry develops, making the system off-
critical albeit with an unconventional spin ordering. A
related problem exists in arrays of Josephson junctions
(Tewari et al., 2005, 2006) where dissipative effects can
also come into play.
d. Ergodicity, quantum chaos, and thermalization: In
Sec. VII.C, we briefly touched upon some of the recent
experimental and theoretical studies that have dealt with
the nonequilibrium dynamics of isolated quantum sys-
tems in 1D. This field is in its infancy and many im-
portant questions are currently being addressed both by
experimentalists and theorists.
Most of the computational works so far have con-
sidered either small systems (with less than 10 parti-
cles), for which all time scales are accessible by means
of full exact diagonalization techniques, or systems with
up to ∼ 100 particles, for which only the short time
scales (∼ 10~/t) can be addressed with time-dependent
DMRG and related techniques. It is becoming ap-
parent that in order to gain further understanding of
the long time limit in large systems (or in the ther-
modynamic limit) a close collaboration will be needed
between cold gases experiments, with their “quantum
analog simulators”, and theory. Among the things we
would like to learn from those studies is what kind
of memory of the initial conditions few-body observ-
ables retain in isolated quantum systems after relax-
ation (Olshanii and Yurovsky, 2009), what typicality
(Goldstein et al., 2006; Popescu et al., 2006; Reimann,
2008; Tasaki, 1998) means for 1D systems (some of
which are integrable or close to integrable points),
the relation between thermalization and quantum chaos
(Santos and Rigol, 2010a,b), the time-scales for ther-
malization (Barmettler et al., 2009; Eckstein et al., 2009;
Moeckel and Kehrein, 2008), and the proper definition of
thermodynamic quantities (Polkovnikov, 2008, 2010).
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