Abstract -In 1131, we proposed the "sparse extended information Jilter" for eficiently solving the simullaneous localization and mapping (SLAM) problem. In this paper, we extend this algorithm to handle data association problems and reporl real-world results, obtained with an outdoor veh i c k We find that our approach performs favorably when compared to the extended Kalmanfilter solution from which it is derived.
INTRODUCTION
This paper investigates a scalable algorithm for the simultaneous mapping and localization (SLAM) problem, and evaluates it in the context of outdoor navigation. The SLAM problem is the problem of acquiring a map of an unknown environment with a moving robot, while simultaneously localizing the robot relative to this map [2, 51. The SLAM problem addresses situations where the robot lacks a global positioning sensor, and instead has to rely on a sensor of incremental ego-motion for robot position estimation (e.g., odometry, inertial navigation). Such sensors accumulate errors over time, making the problem -occur in real-world settings.
This paper describes SEIFs, our extension to handle data association problems, and empirical results. Because SEIFs are approximations of EKFs, an important question is the accuracy of this approximation. This paper presents experimental results that compare SEIFs with EKFs using both simulated and realworld data sets. We find that empirically, SEIFs are highly accurate approximations to EKFs. Our empirical comparison utilizes a benchmark data set recorded with an outdoor vehicle [2] . On the computational end, we find that SEIFs are significantly more efficient as is predicted, and their efficiency makes them scalable to much larger maps than EKFs can handle. This paper addresses computational issues in performing real-world SLAM. The classical SLAM solution, based on the extended Kalman filter (EKF) [S, 9, 12, 111, scales quadrat- ically with the number of landmarks in the map. As a result, practical implementations of this approach are limited to a few hundred landmarks [21. This deficiency has long been recognized and has spurred a flurry of research on more efficient SLAM algorithms. One thrust of research involves the development of hierarchical techniques, which decompose
Introduction
The standard approach for solving feature-based SLAM problems is based on the extended Kalman filter (Em [I I , 21. Figure 1 shows the result of EKF mapping in an environment with 50 landmarks. The normalized covariance of the EKF is the correlation matrix, which is visualized in Figure la . Each of the two axes lists the robot pose (x-y location and orientation) followed by the x-v-locations of the 50 landmarks. Dark maps. Additionally, the consistency is difficult to maintain as the vehicle crosses boundaries between different sub-maps. One recent technique updates the estimate in constant time [6] by restricting all computation to the suhmap in which the robot presently operates. The method does not propagate information to previously visited submaps unless the robot subsequently revisits these regions. Hence, this method suffers a slower rate of convergence in comparison to the O ( N z ) full covariance solution. h In this paper, we follow a different approach. In a recent paper [13], we proposed a SLAM algorithm that requires constant time for updating. This approach is based on the information form of the Kalman filter [7, IO] , known as extended information filter (EIF). ElFs are mathematically identical to EKF, yet they represent map estimates by sets of painvise constraints between landmarks. In practice, these constraints are usually
The key insight that motivates our approach is shown in Figure Ib . Shown there is the inverse covariance matrix (also known as information matrix [7, IO]), normalized just like the correlation matrix. Elements in this normalized jnformation matrix can be thought of as constraints, or links, between the locations of different landmarks: The darker an entry is in the display, the stronger the link is. As this depiction suggests, the normalized information matrix appears to be naturally sparse: It is dominated by a small number of strong links between geographically nearby landmarks, and possesses a large number of links whose values, when normalized, are near zero. Furthermore, link strengths are related to distances between . landmarks: Strong links are found only between geometrically nearby landmarks. The more distant two landmarks are from (a) a correlation matrix (normalized covariance) and (b) the normalized inverse covariance, or infomation matrix. This plot illustrates the basic insight of SEIFs: Correlation matrices at dense, whereas their normalized inverses are naturally sparse.
Figure 2:
Illustration of the network of landmarks generated by our approach. Shown on the left is a sparse information mauix, and on the right a map in which entities are linked when the corresponding elements in the information matrix are non-zero. As argued in the paper, the fact that not all landmarks are connected is a key structural element of the SLAM problem, and at the heart of our constant time solution.
each other, the weaker their link is SEIFs exploit this structure by maintaining a sparse information matrix, in which only nearby landmarks are linked through a non-zero element. The resulting network sttucture is illustrated in the right panel of Figure 2 , where disks correspond to landmarks and dashed arcs to links, as specified in the information matrix visualized on the left. Shown also is the robot, which is linked to a small subset of landmarks only. This subset of landmarks are called active landmarks and drawn in black.
Storing a sparse information matrix requires linear space. More importantly, updates can be performed in constant time regardless of the number of landmarks in the map. The resulting filter is a sparse exrended informarionfilter. or SEIF.
Informarion Srare
Let xt denote the pose of the robot at time t , and y , with 1 < n 5 N the location of the n-th landmark, with N k i n g the total number of landmarks in the environment (a quantity that is estimated during mapping). The robot pose xt and the set of all landmark locations Y together constitute the state of the environment:
As is common in SLAM literature, SElFs present the posterior by a multi-variate Gaussian over the state Et. Such a Gaussian can be represented by a mean pLt and a covariance E t , or equally by the so-called naturalparameters of the Kalman filter:
Ht = E;' (3) The EKF representation using the information vector bt and the information matrix Ht is known as the informarion form of the EKF, or exrended information Jilter (EIF). The mean pLt and covariance Cc are easily recovered from the information form:
The information matrix Ht was already discussed above, and an example was shown in Figure Ib . Sparse EIFs, or SEIFs, are EIFs whose information matrix Ht is sparse. Put differently, each row and each column in Ht contains only a limited number of non-zero elements, and the limit does not depend on the size of the matrix N . Sparseness is achieved by an update mle that occasionally removes links from the posterior so as to maintain sparseness, as described further below.
Measurement Updates
One of the key update steps in SLAM involves the incorporation of a measurement (a landmark sighting). The measurement at time t is denoted zt. In 1131, it is assumed the index of this landmark can be sensed without error--a classical assumption known in SLAM as "known data association," necessary for maintaining Gaussian estimates. For now, let us adopt this assumption; further below, we will discuss our approach for estimating the landmark identity during the estimation process. Figure 3b shows the incorporation of a second measurement of a different landmark, 1 2 . In Esponse to this measurement, the EIF updates the links H,,,,,, H,.,.<, Hi. ,=(, and H,,,,,) . ,As this example suggests, measurements introduce links only between the robot pose at and obsewed landmarks. Measurements never generate links hetween pairs of landmarks, or between the robot and unobserved landmarks. 
Here h is the measurement function that maps state Et into measurement zt. The measurement noise is Gaussian with covariance Z. Finally, the matrix Ct is the gradient of the measurement function h with respect to the state vector E, taken at E = pt: Figure 4a illustrates an information matrix and the associated network before the robot moves. The robot is linked to two (previously observed) landmarks. If robot motion was free of noise, this link structure would not be affected by robot motion. However, the noise in robot actuation weakens the link between the robot and all active landmarks. Hence H,,,,, and H,,,,, are decreased by certain amounts. This decrease reflects the fact that the noise in robot motion causes a loss of information about the relative positions of the landmarks with respect to the robot. Not all of this information is lost, however. Some of it is shifted into between-landmark link H,, as illustrated in Figure 4b . This reflects the fact that even though the motion induces a loss of information of the robot relative to the landmarks, no information is lost between individual landmarks. Robot motion, thus, has the effect that landmarks that were indirectly linked through the robot pose become linked directly. Here S, is the canonical projection matrix from the full state to the robot pose coordinates. These equations are mathematically exact (not just approximations) and constant time. However, they may cause violations to the sparseness constraints by adding new links (non-zero elements) in the information matrix Ht. The removal of some links is a key approximation step in S E E , which enables them to maintain sparse information matrices. Figure 5 . Shown there are the situations before and after spmification. The removal of a link in the network corresponds to setting an element in the information matrix to zero. However, this requires the manipulation of some links between the robot and other active landmarks. The resulting network is only an approximation to the original one, and its quality depends on the strength of the link before its removal. 
Morion Updates

Sparsijicarion
SEIF's spanification technique is illustrated in
To implement these equations, it is necessary to subdivide the set of landmarks into three subsets: the set of active landmarks Y+ that contain a non-zero link to the robot pose in the infor- a step necessary if the number of landmarks linked to the robot exceeds a given sparsity threshold. By doing so, the number of between-landmark links also remains limited. Consequently, the sparsification step ensures the spaneness of the information matrix Ht in SEIFs. We note that this step is approximate. The question as to whether this approximation affects SEIF's performance in practice has not been addressed previously. The sparsification may cause SEIFs to be over-confident on landmark positions. Empirically, this over-confidence is mostly on the absolute positions of the landmarks rather than on their relative positions. Empirically, the approximation works well for our experiments on recovering relative maps.
Amortized Map Recovery
Finally, SEIFs offer an algorithm that also requires constant time for recovering the means pLt from the information form. The recovely of the means might he interesting if one would like to visualize the map: The information form contains the map only implicitly, and the obvious recovely via Equations (4) and (5) would reapire cubic time. More importantly, the means of the robot pose ahd active landmarks' locations are required in several ofthe abdve update steps, (8), (9) and (IO). SEIFs use an amortized iteratiye method, similar to the Jacobi method or the slightly different Gauss-Seidel method, to gradually recover pt. One sufficient condition for this kind of method to converge is the positive definite condition which the H I matrix satisfies.
To describe the Llgorithm in detail, let us write Ht in four blocks Ht = ( $: 2; ) and accordingly have pt = Following the idea of iterative methods mentioned above, only part of pt. i.e. pi is updated by pi = H;'(bl -Hi21.2) in one step. Since matrices H I I and H I , have only a limited number of nonzero elements, an update shall be carried out in constant time. Iterations are performed whenever components of pLt are needed. If some components of p1 are changed by significant amounts, for example, when a loop is being closed, extra steps may he taken to update those components together with landmarks linked directly with them. Further, such extra steps can he buffered to work out when the computer is idling, thus the computing power is better utilized. As the robot explores the environment, active landmarks change, so all the components of pt get chances to be updated. This amortized map recovery introduces additional error to the system. However experiments show that the error is insignificant when comuared to the advantages of SEIF in other aspects.
DATA ASSOCIATION
I Recovering Data Association Probabilities
Finally, practical domains are characterized by dam association problems. Data association problems arise when indwidual landmarks in the environment cannot be identified uniquely based on sensor measurements alone. The data association problem is pervasive in red-world SLAM problems. However, the original publication [I 31 did not address this important problem.
Our mechanism for handling the data association problem uses a maximum likelihood estimator, together with a thresholded xz test. In particular, our approach selects the landmark that best explains a measurement. If we write nt as the landmark index of the landmark seen at time t, the maximum likelihood estimator determines n; = argmaxp(zt 1 nt,nt-',*,zt-',u') (12) n2 = w m a x p ( z t I n t , Z t , y n t ) nt where zt = zl. ...., zt and ut = ul; ...., ut. If the expression inside the argrnax is smaller than a threshold a, that is, none of the landmarks in the map explains the measurement with a minimum required probability. the landmark is considered new and the filter is grown accordingly. By using this test, the resulting SEIF gradually builds up a network of landmarks, while nearby landmarks are connected by links. This approach is commonly used in the context of EKFs [Z] . In EKFs, calculating p(zt 1 nt, nf-'.*, zt-l;ut) is straightfonvard, since the mean and the covariance of a landmark position together with the robot pose is easily extracted fmm the full state estimate. The mean and the covariance define a probability density p(xt. y , , , I nt-l,** zt-l, u t ) which is used to calculate the desired probability in (12).
In SEIFs, the situation is more complicated: Recovering the covariance of a landmark location and the robot pose in the naive way would require inverting a large matrix, which is a O ( N 3 ) operation. However, we can once again exploit the spaneness of the information matrix to obtain a high fidelity approximation of the necessary covariances. Figure 6 The combined Markov blanket of landmark y. and robot z i is sufficient for approximating the posterior probability of the landmark locations, conditioning away all other landmarks. This insight leads to a constant time method for recoverin the approximate probability distr-
Suppose we would like to calculate the probability distrihution of the nt-th landmark y,, and the robot pose xt. The idea is to do so by conditioning on all state variables outside the Markov blankets of these variables. The Markov blanket of the robot pose xt is simply the set of all active landmarks. Likewise, the Markov blanket of landmark ynt is the set of all landmarks (and possibly the robot pose) directly connected to this landmark in the SEIF. 
is the set of all state variables not included in the Markov blanket Y z . and also excluding yn, and xt; p; are the means corresponding to Yn; . This approximation ignores a residual uncertainty in remote state variables. However, we found that empirically it appmximates the true posterior probability needed for data association with double-digit accuracy in our real world test.
Apatt from the mathematical reasoning, the operation in matrix form is simple. The distribution p(xt,yn I +I.'
, Zf--l ,U') is approximated by a Gaussian with covari- 
This calculation is constant time, since it involves a matrix whose size is independent of N .
Map Management
Our exact mechanism for building up the map is closely related to standard procedures in the SLAM community [2]. Due to erroneous landmark detections caused for example by moving objects or measurement noise, additional care has to he taken to filter out those interfering measurements. For any detected object that can not be explained by existing landmarks, a new landmark candidate is generated hut not put into SEIF directly. Instead it is added into a waiting list with a weight representing its probability of being a useful landmark. In the next measurement step, the newly arrived candidates are checked against all candidates in the waiting list; reasonable matches increase the weight of corresponding candidates. Candidates that are not matched lose weight because they are more likely to be a moving object. When a candidate has its weight above a certain threshold, it joins the SEIF network of landmarks.
We notice that data association violates the constant time property of SEIFs. This is because when calculating data associations, multiple landmarks have to he tested. If we can ensure that all plausible landmarks are already connected in the SEIF by a short path to the set of active landmarks, it would he feasible to perform data association in constant time. In this way, the SEIF structure.naturally facilitates the search of the most likely landmark given a measurement. However, this is not the case when closing a cycle for the fint time, in which case the correct association might be far away in the SEW adjacency graph. Using kd-trees, it appears to be feasible to implement data association in logarithmic time by recursively pattitioning the space of all landmark locations using a tree.
Finally, we notice that another important operation can be done in constant time in SEIF: the merge of identical landmarks previously mistreated as two or more unique ones. It is simply accomplished by adding corresponding values in the Ht matrix and bt vector. This operation is necessary when collapsing multiple landmarks into one upon the arrival of further sensor evidence.
EXPERIMENTAL RESULTS
The purpose of our comparison was to evaluate the performance of SEIFs against that of the "gold standard:' which is EKF from which SEIFs are derived. The vehicle and its environment are shown in Figures 7 and 8 . The vehicle is equipped with a SICK laser range finder, and a unit for measuring steering angle and forward velocity. The laser is used to detect trees in the park, hut it also picks up hundreds of spurious features such as corners of moving cars on a nearby highway, The raw odometry of the vehicle is extremely poor, resulting in several In addition to the real-world data, we also used a robot simulator. The simulator has the advantage that we know the ground truth (which is unknown for the real-world data sets), and that it facilitates experiments on scaling our approach to different environment sizes. In our simulations, we focused particularly on the loop closing problem, which is generally acknowledged to be one of the hardest problems in SLAM. When closing a loop, usually many landmark locations are affected, testing our amortized map recovery mechanism under the hardest possible circumstances.
The robot simulator is set up so that unit area has SO landmarks on average. The landmarks are randomly distributed in a squared region with a minimum distance of 0.05 between landmarks. As the number of landmarks increases, so does the area. The noise of robot motion and measurements are all modeled by zero mean Gaussian noise. Specifically, the variance is for forward velocity, low3 for rotational velocity, 0.002 for range detection and 0.003 for bearings measurements. In each iteration of the simulation, the robot takes one move and one measurement. For k number of landmarks, 20k iterations are performed. This roughly makes the average number of visits to each landmark the same for the simulations of different nurnber'of landmarks. Maximum sensor range is set to 0.2, which translates to 6 landmark detections on average for one measurement step. The maximum number of active landmarks is chosen to he 10. Figure 10 and 11 clearly show that SEIF beats EKF in terms of computation and memory usage. In the case of EKF, the usage of both computation and memory increases quadratically with respect to the number of landmarks, whereas for SEIF, CPU time per iteration comes to a constant when the number of landmarks goes beyond 300, and the mem- ory used to store the information matrix increases only linearly. Due to the approximation of the information matrix and amortized map recovery, SEIF has bigger error than EKF as is shown in Figure 12 . However the decrease in computation and memory costs can easily outweigh this small increase in errors.
DISCUSSION
This paper summarized a new algorithm for the simultaneous localization and mapping (SLAM) problem, which can maintain posterior over maps with constant update time. Our approach is based on the observation that in the information form of traditional Kalman-filter algorithms (EKF), most elements in the normalized information matrix are near zero. The sparse extended information filter, or SEIF, enforces a sparse information matrix, which can he updated in constant time. This paper also proposed a data association mechanism for SEIFs based on the maximum likelihood principle. 
