In the past decade, much research has been conducted on data-driven structural health monitoring (SHM) algorithms with use of sensor measurements. A fundamental step in this SHM application is to identify the dynamic characteristics of structures. Despite the significant efforts devoted to development and enhancement of the modal parameter identification algorithms, there are still substantial uncertainties in the results obtained in real-life deployments. One of the sources of uncertainties in the results is the existence of noise in the measurement data. Depending on the subsequent application of the system identification, the level of uncertainty in the results and, consequently, the level of noise contamination can be very important. As an effort towards understanding the effect of measurement noise on the modal identification, this paper presents parameters that quantify the effects of measurement noise on the modal identification process and determine their influence on the accuracy of results. The performance of these parameters is validated by a numerically simulated example. They are then used to investigate the accuracy of identified modal properties of the Golden Gate Bridge using ambient data collected by wireless sensors. The vibration monitoring tests of the Golden Gate Bridge provided two synchronized data sets collected by two different sensor types. The influence of the sensor noise level on the accuracy of results is investigated throughout this work and it is shown that high quality sensors provide more accurate results as the physical contribution of response in their measured data is significantly higher. Additionally, higher purity and consistency of modal parameters, identified by higher quality sensors, is observed in the results.
Introduction
Identification of dynamic characteristics of constructed structures is one of the fundamental steps in many structural health monitoring applications. Having dynamic properties enables assessment of a structure's performance, calibration of finite element models, and assists with the maintenance of the structure over its life time. In practice, dynamic characteristics of constructed structures are obtained through vibration monitoring tests and applying system identification algorithms on the measured data. Over the past three decades, vibration monitoring techniques have improved from several points of view, from advanced instrumentation technology to enhanced data processing and system identification algorithms. The objectives of the improvements in vibration monitoring fall into three basic categories: (i) enhancing the accuracy of the estimated results, (ii) minimizing the cost, and (iii) simplicity of the implementation.
One of the distinguished improvements introduced to vibration monitoring systems is deployment of wireless technology for data communication in a sensing network. This approach was first introduced to structural health monitoring (SHM) applications in the late 1990s (Straser and Kiremidjian 1998) and showed its inherent potential in improving the monitoring techniques in terms of cost and deployment (Lynch et al 2003) . As the advantages of wireless sensor networks (WSNs) became evident, researchers developed different WSN platforms and deployed them in SHM systems (Tanner et al 2003 , Lynch et al 2004 , Chung et al 2004 , Lynch et al 2005 , Pakzad et al 2008 , Whelan and Janoyan 2009 , Kim et al 2010 , Jang et al 2010 . While researchers have shown the effective role of WSNs in improving the affordability of vibration monitoring (ease of implementation and reduction of costs), their possible impact on the reliability and accuracy of the results is still a research question.
Fundamental factors affecting the performance of a vibration monitoring system are (i) software characteristics-the implemented data processing techniques and proceduresand (ii) hardware characteristics-the monitoring system including sensors and data acquisition system (e.g. the embedded analog filters, analog-to-digital converters, etc).
Perhaps the most significant distinction between WSNs and their traditional counterparts, wired systems, is the wireless communication which is the objective of their invention. However, some challenges in the design of wireless sensor units, such as the trade-off between functionality and power consumption, and also attempts to minimize the cost, will cause limitations in their architecture which do not necessarily exist in the design of wired systems. Although a large number of wireless sensing unit prototypes with different embedded sensors and filters has been presented in the literature (Lynch 2006) , the number of commercially available platforms with integrated quality sensors is limited. Therefore, it is important to carefully investigate the impact of sensor quality on modal identification results.
As the source of measurement noise, the selected sensors may introduce an epistemic uncertainty into the results of system identification (Moon 2006) . Depending on the subsequent application of the system identification (e.g. damage detection, finite element model updating, etc) the level of uncertainty in the results can be very important. On the other hand, despite the development of numerous system identification methods and many successful implementations on structural systems (Juang and Pappa 1985 , Pandit 1991 , James et al 1992 , Overschee and Moor 1994 , Roeck et al 1995 , Farrar and James 1997 , relatively limited effort has been devoted to evaluation of the results in terms of accuracy and credibility. Even the limited research is mainly concerned with the uncertainties associated with environmental and operational conditions (Peeters and De Roeck 2001a , 2001b , Sohn 2007 , excitation characteristics (Reynders et al 2007, Kijewski-Correa and Pirnia 2007) and data processing methodology (Grimmelsman and Aktan 2005, Reynolds et al 2004) , and less attention is paid to the impact of the measurement system and the possible uncertainties derived from measurement noise. The lack of research on the effects of uncertainties on system identification results is even more critical in the area of large-scale structural monitoring, where many different sources of noise exist.
A major challenge in such studies is that the existing accuracy indicators in modal identification are mostly relative indicators which are useful when comparing different identified parameters. For example, Juang and Pappa (1985) introduced two parameters (modal amplitude coherence and modal phase collinearity) that can be utilized to determine the confidence level of each identified modal parameter when the eigensystem realization algorithm (ERA) is used. Although these parameters are very helpful in selecting structural modes and eliminating the spurious modes, they cannot indicate the general performance of the whole sensing system. However, it will be beneficial to use them to compare the performance of two sensing systems in terms of accuracy of results. In this paper, parameters to investigate the effect of sensing quality are presented and the impact of measurement noise on vibration monitoring is discussed through a field example.
Scope of the paper
This study evaluates the influence of measurement system quality on modal parameter estimation, using the ERA-NExT algorithm. The physical contribution ratio is introduced, which reflects the level of contribution of physical modes in the estimation of impulse response versus noise and computational modes when ERA-NExT is used. The parameter is validated through implementation on a numerically simulated example. Additionally, the developed parameter is implemented on data collected from vibration monitoring of the Golden Gate Bridge which was performed by Pakzad et al (2008) , using a wireless sensor network. The sensor boards in this vibration monitoring test utilized two types of accelerometer with low and high characteristic noise levels to measure a broad range of ambient vibrations. The performance of the two sensing systems in estimation of the Golden Gate Bridge's modal parameters is examined and the results are presented. The modal phase collinearity (MPC) and modal amplitude coherence (MAC), developed by Pappa et al (1993) , are also used for investigating the accuracy and purity of each modal parameter identified by both sensing networks. Furthermore, the consistency of the identified modal parameters through the increase of model order in ERA-NExT is evaluated and the results of different sensing systems are compared and discussed.
Modal identification using ERA-NExT
In this section the basic formulations of the natural excitation technique (NExT) and the eigensystem realization algorithm (ERA) are presented to provide background and terminology for derivation of physical contribution ratios later in this paper.
The natural excitation technique
The natural excitation technique (NExT) is an approach to modal testing which allows structures to be tested in their ambient environments (James et al 1993) . The fundamental idea of this approach is that the cross-correlation function between two measured displacements (or accelerations) of a structure satisfies the homogeneous differential equation of motion (Caicedo et al 2004) . Consider the equation of motion for a multi-degree-of-freedom, linear time invariant system:
where M, C and K are N by N mass, damping and stiffness matrices, u(t) is the input of the system which can be an external excitation or ground motion, andq(t),q(t) and q(t) are acceleration, velocity and displacement responses at time t. Assuming that the excitations are stationary random processes and the structural parameters (M, C and K) are deterministic, equation (1) can be written as
where R(.) denotes the correlation function. This equation shows that the correlation function of displacement satisfies the homogeneous differential equation of motion. It can be shown that the correlation function of acceleration response also satisfies equation (2) (Beck et al 1994) . Therefore, for a structural system under ambient vibration (e.g. wind, traffic and ground motions), the free decay response can be estimated by computing the correlation function of its acceleration responses. The estimated free decay function is required in many modal parameter identification algorithms such as ERA (Juang and Pappa 1985) or Polyreference (Vold and Rocklin 1982) .
The eigensystem realization algorithm
One of the effective and commonly used time-domain system identification techniques is the eigensystem realization algorithm (ERA), developed by Juang and Pappa (1985) . This method uses the system's impulse response to derive the system's parameters, without considering external force in its formulation. When the ERA is accompanied by the NExT, the impulse response is estimated by the auto-and cross-correlation functions of the measured responses. Consider the discrete-time state-space representation of the systems
where x(n) is the state vector at time step n, y(n) is the observation vector at time step n, u(n) is the input, and the system's parameters A, B, C, and D are the discrete-time state, input, output, and feed through matrices, respectively. In the ERA, to estimate the system's parameters the Hankel block data matrix is formed as
whereŶ(n) is the N × N (the number of outputs is assumed to be equal to the number of inputs and equal to N) estimated impulse response matrix at the time step n; i.e.,ŷ ij (n) is the estimated ith output, due to an impulse at the jth input at time step n. p and q correspond to the order of the Hankel matrix.
The following relationship between the state matrices and the estimated impulse response can be obtained by substituting the impulse function, as the input, into equations (3a) and (3b):Ŷ
Therefore, the Hankel matrix is composed of the system's parameters as
To extract an estimate of the system's matrices, the Hankel data block matrix, H(n − 1), is decomposed using singular-value decomposition (SVD) for n = 1:
where P and Q T are matrices of left and right singular vectors of H (0) respectively, and is the diagonal matrix of singular values. Small singular values along the diagonal of correspond to computational or noise modes (nonphysical spurious modes). Therefore, the rows and columns associated with nonphysical modes are eliminated from the singularvector and singular-value matrices. The truncated matrices, n , P n and Q n , are used to estimate the state-space matrices for the discrete-time structural model as follows (Juang and Pappa 1985) 
where E inp and E out are matrices of 1 and 0 with appropriate dimensions based on the sizes of inputs and outputs ([I 0]). Eigenvalue decomposition of the estimated state matrix results in the diagonal matrix of eigenvalues ( ) and the matrix of eigenvectors (ψ) which are functions of the system's natural frequencies (ω n s), damping ratios (ζ n s) and mode shapes ( φ n s).
Contribution ratio of physical modes in measured signals
This section presents the formulation of a parameter, called the physical contribution ratio (PCR), which quantifies the participation of physical modal vibrations in the estimation of impulse response and modal parameters. The performance of this parameter is examined later, through implementation of a numerical example and data collected from ambient vibration tests of the Golden Gate Bridge. As mentioned earlier, using NExT the impulse response of the structure is estimated and can be used in the ERA or a similar algorithm for modal parameter estimation. The objective is to quantify what portion of this estimated impulse function is driven from physical modal vibration compared to noise. The portion of the estimated impulse function which is driven from structural modes (PCR) reflects the level of noise contamination in the modal identification process. Considering the measured signal as a combination of the real response and the measurement noise, it can be written as
where q(t) is the structural response and n s (t) is the stochastic noise in the measurement. The impulse response, Y(τ ), is then estimated by the cross-correlation function of measured response asŶ
where R y is a function of time delay or lag τ . The estimation can be rewritten aŝ
Based on the assumption that the measurement noise is uncorrelated with the response of the structure, the last two terms on the right-hand side of equation (13) vanish and the impulse response can be written aŝ
Assuming that the noise characteristic is reflected in R n (τ ), equation (14) shows that the measurement noise has a direct impact on the estimated impulse response. Also, it can be assumed that there is no correlation between measurement noises of different sensors. Thus, mainly the diagonal components of the correlation function are assumed to be contaminated by the measurement noise in the system. Now that the relation between noise characteristics and the estimated impulse response has been clarified, the next step in correlating the noise effects to the identified modal parameters is to find the relationship between the estimated impulse response and the estimated modal properties. Considering the discrete state-space model, the A, B and C matrices of the system can be estimated based on the estimated impulse response, using the ERA. The relationship between the state matrices and the estimated impulse response follows equation (5). Transforming the system from physical coordinates into modal coordinates (A n = ψ n ψ −1 ), equation (5) can be written aŝ
where ψ is the matrix of eigenvectors and is the diagonal matrix of eigenvalues (λ i s) in discrete form. Also, Cψ = E T out P 1/2 n ψ and ψ −1 B = ψ −1 1/2 n Q T n E inp are mode shapes and modal amplitudes, respectively, which are the outcomes of minimum realization in the ERA. The mode shapes and modal amplitudes can be rewritten as
where φ 1 to φ m are column vectors of mode shapes, and b 1 to b m are row vectors of corresponding modal amplitudes (the modal amplitude of a particular mode when an impulse is applied at different nodes); m is the order of the system or the size of the state vector. It should be noted that the order of the system is usually selected higher than what is minimally required (twice the number of outputs) to reduce the estimation bias, but in the over parameterized model noise and computational spurious modes will also appear. Expanding the estimated impulse response as sum of m identified modes of the system, it can be written aŝ
where N is the number of outputs and b and φ are components of the mode shape and modal amplitude vectors (e.g. φ ij is the ith component of the jth mode shape and, similarly, b jk is the jth mode's amplitude at the kth location). This equation presents each component of the estimated impulse response as the summation of contributions of all the estimated modes (in terms of mode shapes, modal amplitudes and eigenvalues). Having this expansion forŶ(n), the contribution of each mode can be identified. Since the impulse response is a function of time, the PCR parameter is defined by the integration over time (summation in the discrete domain) which is a measure of the signal's power. Therefore, the PCR of the jth mode in the kth diagonal component of the estimated impulse response (auto-correlation function of a signal with the kth node as the reference) is defined as
where n is the time index. When the noise contamination is constant for all the modes it is evident that a higher PCR will correspond to less sensitivity of the mode to the noise. In other words, higher amplitude results in higher signal-to-noise ratio in modal coordinates. Therefore, those modes with higher contribution in the auto-correlation function of a particular node are less sensitive to the noise level of the corresponding sensor.
Validation of the physical contribution ratio through a simulated example
To validate the performance of the PCR in the presence of measurement noise and also environmental and operational condition changes, a simulated model is developed. The The PCR values at different nodes for each of the fundamental modes are computed and presented in figure 2.
Comparing these plots with the mode shapes of the bridge, it is evident that the PCRs are proportional to the modal ordinates. However, the PCR also accounts for the modal amplitude factor (b) and the modal frequency, as predicted by equation (17). It can be seen that the PCR value is relatively small in a couple of nodes for some of the vibration modes. These nodes correspond to small (or zero) modal displacement. It is also observed that the PCR is larger for higher modes, which is consistent with the acceleration response's power spectrum for this model. In this example, the amounts of participation of the first and second modes in the acceleration response are small as their angular frequencies are less than unity. It is worth noting that the sum of the PCRs at each node over the five natural frequencies is almost 100%. This is obvious as the response is noise-free.
To see the effect of measurement noise on the PCR values, artificial stochastic white noise is added to the acceleration response and the variation of these ratios is inspected as the root mean square (RMS) of noise increases and the signal-to-noise ratio (SNR) decreases. As expected, the noise causes attenuation of the PCR, since it adds into the frequency contents of the measured response at non-fundamental frequencies. This behavior can be clearly observed in figure 3 which shows the PCR for each mode, and also the overall PCR for all modes.
The PCR is developed to reflect the noise contamination of the response which is due to nonphysical variables (e.g. measurement noise). However, to further investigate the performance of the PCR in the presence of environmental and operational changes, its behavior under different structural perturbations is also inspected. For this purpose, the changes in the PCR against random changes in the structural stiffness and also addition of random impulsive loads are evaluated. The stiffness perturbation is to represent the variation of structural properties due to different environmental conditions (e.g. temperature change effects) and the addition of random impulsive loads is to also reflect the existence of non-stationary loads on structures (e.g. random heavy traffic loads). Of course in real world structures many parameters are affected by these types of environmental and operational changes. In this example, however, only the effects of these two factors are considered.
For the stiffness perturbation, the components of the stiffness matrix are subjected to a random change with increasing mean values and the corresponding changes in the PCR are inspected. The results are shown in figure 4 where the PCRs are plotted for each mode and also the summation of all modes versus stiffness perturbation percentages. It can be seen that, in contrast to the noise contamination, the changes in the PCR do not follow any decreasing trend and the overall values (summation of all fundamental modes) are almost 100% for all cases. This is reasonable as the physical changes in the structure only alter the contributions of different modes and do not decrease the overall PCR in the modal estimation process.
A similar process is applied to observe the effects of adding random impulsive loads on the PCR values. The loads are selected based on the possible scenario of a truck passing over a bridge structure. Thus, the loads are applied to different nodes at different times (i.e. a moving load) and their amplitudes are selected as random values with increasing mean up to 30 times the applied stationary load RMS (the maximum impulsive load generates L/1000 deflection at the mid-span). The result of PCR variation is plotted in figure 5 . It can be seen that the overall PCRs for all modes are almost unchanged as the random impulsive loads increase. The contributions of different modes, however, change due to the increasing impulsive load which is again expected as random impulsive loads may alter the load shape function and, as a result, change the participation of different modes.
Through this numerical example, it is observed that the PCR is sensitive to the level of noise in the measured response. However, the overall value of the PCR (for all modes) is not sensitive to the structural changes (e.g. environmental and operational changes), though its values in different modes change due to changes in modal participation of different modes.
Accuracy assessment of the identified modal parameters using the MAC and MPC
In order to validate the identified modal parameters, it is necessary to assess the accuracy of the results, particularly when there are different sources of uncertainty in the vibration data (e.g. environmental affects, measurement noise, etc). This section focuses on approaches which quantify the uncertainties of each identified mode and provide parameters to measure the accuracy of modal identification results.
A study of the effects of noise on modal identification using ERA was performed by Juang and Pappa (1986) , and a mathematical foundation was established for determining the accuracy of identified genuine modes versus those associated with noise. In this study, the modal amplitude coherence (as a special case of degree of the modal purity parameter) is introduced which quantifies the consistency of the identified modes versus time. Another indicator developed also by Juang and Pappa (1985) is the modal phase collinearity (MPC) which measures the strength of the linear functional relationship between the real and imaginary parts of the mode shapes for each identified mode.
Modal amplitude coherence (MAC)
The modal amplitude coherence is defined as the coherence between the modal amplitude history and the one formed by extrapolating the initial value to later points in time, using the identified eigenvalues. As a result of minimum order realization, the triple [z, E T p P 1/2 n ψ, ψ −1 1/2 n Q T n E m ] is available where z and ψ are eigenvalues and eigenvectors of the A matrix (state matrix). The second element, E T p P 1/2 n ψ, is the matrix of mode shapes and the third element, ψ −1 1/2 n Q T n E m , is called the initial modal amplitude. Having the initial modal amplitudes and the identified eigenvalues, the modal amplitude can be extrapolated. At the same time the counterpart sequence would be the identified modal amplitude time history, obtained from decomposition of the Hankel matrix (ψ −1 1/2 n Q T n ). Finally, the MAC can be obtained by computing the coherence of the extrapolated and identified modal amplitudes. This parameter takes values between 0 and 1 where values close to 1 indicate that the estimated system eigenvalue and the initial modal amplitude are close to the true system. Also values that are close to zero indicate that the identified mode is a noise-driven mode. This parameter determines the level of the purity of the identified mode in the presence of measurement noise (Juang and Pappa 1985) .
Modal phase collinearity
The modal phase collinearity (MPC) quantifies the spatial consistency of the identified mode shapes. When the modes are normal (which is expected in an ideal lightly damped system) the vibrations of all locations on the structure are either in-phase or out-of-phase with one another (Pappa et al 1993) . However, in practice, usually the phase angles of the identified modal displacement vectors are not consistent. This behavior is not necessarily due to structural properties (e.g. non-proportional damping), but can be a result of noise in the process. Particularly in lightly damped structures, the modes are normal and the inconsistent phase angles are often the result of poor data quality. The MPC is an indicator which quantifies the collinearity of the phase angle in the identified mode shapes and determines their accuracy. Similarly to the MAC, the MPC values are also ranged from 0 to 1, where 0 indicates uncorrelated phase angles in the identified mode, and 1 represents a perfect in-phase mode.
Evaluation of measurement noise effects using Golden Gate Bridge data
In this section the data collected in a deployment of a wireless sensor network on the Golden Gate Bridge is used as an example to apply the PCR, MAC, and MPC parameters for quantification of modal identification accuracy (Pakzad et al 2008) . The data include measurements by two synchronized sensor networks with different sensor sensitivities. Having two synchronized data sets allows examination of the accuracy parameters in the presence of only uncertainties derived from measurement noise (as the same response with the same environmental and operational conditions is measured by the two sensor types). Therefore, the performances of the sensor types can be compared by comparing the accuracies of the results.
The wireless sensor network
Pakzad et al (2008), Pakzad and Fenves (2009), Pakzad (2010) presented the results of long term ambient vibration monitoring on the Golden Gate Bridge where the acceleration data were measured using a WSN, consisting of 65 sensing units, during a three month deployment period. The sensing units in this network utilized three hardware components: sensors, filters and microcontroller, and a radio for wireless communication. For the measurement of low-level and highlevel accelerations, two micro-electro-mechanical system (MEMS) accelerometer sensors were used each in two directions. The use of two accelerometer types in the sensor board design is a cost-effective solution and allows examination of performance-price tradeoffs. Analog Device's ADXL202 was the high-level sensor ( figure 6(a) ) which provides a ±2 g range with a sensitivity of 1 mg at 25 Hz (AnalogDevices 1999). For low-level vibrations, Silicon Design 1221L ( figure 6(b) ) was used which has higher sensitivity and is suitable for ambient structural vibrations (SiliconDesign 2007) . The acceleration range of the Silicon Design 1221L accelerometer was reduced from ±2 to ±0.15 g to achieve a higher resolution from the 16 bit analog-to-digital converter (ADC). Table 1 shows the detailed specifications of the two accelerometer sensors, integrated in the sensor board.
The measured signal from the MEMS accelerometers was fed to a single-pole anti-aliasing low-pass filter with a cutoff frequency of 25 Hz. The cutoff frequency was high enough to Temperature range −55 to
capture many high vibration modes of this long span bridge (Pakzad et al 2008) . The filtered analog signal was then fed to a 16 bit ADC for each of the channels. The acceleration data were collected with a high-frequency sampling of 1 kHz and were downsampled on-board to 200 Hz to reduce the noise level of the measured signal. For a detailed description of the implemented WSN architecture, the system software, and the full scale deployment on the bridge, the reader is referred to Pakzad (2010) . Before application of the sensor board in vibration monitoring of the Golden Gate Bridge, the sensors were validated through static and dynamic tests, using a reference Wilcoxon 731-4A low-noise piezoelectric accelerometer (Pakzad 2010) . The result of the validation showed that the Silicon Design 1221L accelerometer behaves very similarly to the low-noise reference sensor in both time and frequency domains, whereas the ADXL202 sensor presents higher noise in the data, especially in the low-frequency range. Considering the significant difference in the cost ($10 versus $150 in 2005) , it is important to evaluate the significance of the lower noise level of the more expensive accelerometer in the modal identification process.
Identified modal parameters of the Golden Gate Bridge
The data collected by the two accelerometer sensor types from the ambient vibration of the Golden Gate Bridge are used for modal parameter identification of the bridge, using ERA-NExT. A summary of identified natural frequencies and damping ratios of vertical modes resulting from ADXL202 and SD1221L accelerometer data is presented in table 2. Figure 7 also shows the first six identified vertical mode shapes resulting from the two sensor types. More detailed information about the identified modal properties of the Golden Gate Bridge using the ambient vibrations can be found in Pakzad and Fenves (2009) . By comparing the modal properties, it is clear that both sensor types are capable of estimating the fundamental modal parameters of the bridge. However, some inconsistencies in the results of the two sensor types, especially in damping ratios and mode shapes, can be observed. Applying PCR, MAC, and MPC parameters on the estimated modal parameters, the performance of the two sensing systems, in terms of accuracy and consistency of results, is investigated.
Evaluation of the results using the physical contribution ratio
The PCR of each mode is computed for all sensing nodes of the implemented sensor network on the Golden Gate Bridge. Figure 8 shows these ratios for the first four vertical modes. Similarly to the results of the numerical example, the PCRs are proportional to the modal ordinates. In addition, these ratios also depend on the modal amplitude factor (b) and modal frequency. Due to the long span of the bridge, many modes (with natural frequencies up to the Nyquist frequency) contribute in the measured response. Therefore, the contribution of each mode of vibration in the measured response is expected to be small. This is evident by comparing the amplitudes of the PCR values of this implementation with those of the 5 DOF simulated example. Figure 8 shows that the Silicon Design 1221L, which has a lower noise level, presents a significantly higher PCR, compared to that of the ADXL202 sensors. This simply means that the noise contamination of the estimated impulse response is higher in the ADXL202 sensors and, therefore, the estimated modal parameters are more influenced by the measurement noise.
Although in theory higher modes usually have less participation in the response and therefore are more sensitive to the noise level, investigation of real data shows that some of the higher modes also have significant PCRs. This is reasonable since the ambient excitation does not necessarily have a perfectly constant spectrum and, therefore, some higher modes may be excited more than others. To observe the contributions of different modes in general, the PCRs of all the nodes are added together for each mode and plotted in figure 9 . This Figure shows that the signal from the Silicon Design 1221L accelerometers has higher overall PCRs in almost all of the modes. At the same time, it can be realized that the difference is more significant for lower frequencies (e.g. the first five modes) rather than higher ones. This reflects the fact that the Silicon Design accelerometers are significantly more accurate than the ADXL accelerometers at low frequencies. This result highlights the importance of sensors with a low noise level at low frequencies for monitoring of long span bridges that have low fundamental natural frequencies.
Evaluation of the results using the MAC and MPC
The MAC and MPC are both evaluated for the identified modal parameters of the Golden Gate Bridge from the two networks of Silicon Design 1221L and ADXL202 sensors. Both of these parameters (MAC and MPC) were originally developed as tools to distinguish the structural modes from spurious ones. However, in this work, as accuracy indicators these parameters are used to evaluate and compare the accuracies of identified modes from two different sensor types. Figure 10 shows the MAC and the MPC for 25 identified vertical modes. Comparing the results, it is clear that the network of Silicon Design sensors has resulted in more accurate modal parameters.
The low MAC and MPC values of the estimated results become more important when the selection of identified modes relies on these indicators. For example, the consistent mode indicator (CMI) is defined as the product of the MAC and the MPC (Pappa et al 1998) and is utilized in autonomous algorithms for selection of structural modes from spurious noise and/or computational modes (Pappa et al 1998 , Nayeri et al 2009 . The threshold for acceptance of identified modes suggested in these two articles is CMI greater than 80%. Figure 11 shows the values of this parameter for different identified modes for the two accelerometer types. It can be seen that many of the modes identified by ADXL202 sensors are not acceptable as accurate modes based on this criterion.
Generally, the results of identification for modes with lower frequency are less sensitive to the noise level, since the modal vibrations at those frequencies have higher amplitudes and, therefore, higher SNR in modal coordinates (as can be seen from the results of the previous section, (figure 9)). However, figure 11 shows that even in the low-frequency modes (third and fourth modes with frequencies of 0.17 and 0.21 Hz, respectively) identified by ADXL202 data the lack of confidence is evident. This is particularly reasonable as the ADXL202 sensors presented a high level of noise in the low-frequency range and probably the third and fourth identified modes from this sensor do not have enough amplitude to overcome the high noise of this frequency range.
Consistency of results through increase of the system's order
The last parameter which is evaluated in this study is the consistency of modal parameters through changes in the system order. In the ERA process, the initial model order is usually selected higher than the desired number of modes to be identified. It is also conventional to use stabilization diagrams (Peeters and De Roeck 2001a) for selection of the model order which gives the most stable modal parameters. A difficulty associated with the selection of the model order is that the identified modal properties are not constant as the model order increases. This inconsistency is particularly significant for the case of damping ratios since the process of adding a pole into the system changes the damping ratios more than other parameters.
To detect the effect of measurement noise on the consistency of the modal parameters, the identified frequencies and damping ratios are inspected as the system's order increases. Figure 12 shows the frequencies in the 0.1-1.0 Hz range versus the selected system order for sensor networks with both ADXL202 and Silicon Design 1221L. Figures 13(a) and (b) also present the same information for the first five damping ratios, identified by the two different sensor types. The mean values and standard deviations of the identified damping ratios are also presented in the plots which help in comparing the consistency of results obtained from the two sensor types. For calculating the means and deviations of the results, the damping ratios outside the 0.5%-7.5% range are considered as outliers and excluded from this computation. Figure 13 shows that the sensors with lower noise level, Silicon Design 1221L, result in smaller deviations and are generally more consistent. However, the results for higher orders are fairly similar and stable for both systems. This means that increase of the model order and use of the stabilization diagram are quite effective in overcoming the inconsistency issue associated with identification of modal parameters.
Summary and conclusion
In this study, the influence of measurement noise on the accuracy and consistency of modal parameter identification is investigated. The physical contribution ratio (PCR) is developed to examine the level of contribution of physical modes in the estimation of impulse response. This parameter, PCR, is validated through implementation on a numerically simulated example and its behavior under the effects of artificial noise and random structural changes is investigated. The PCR is also implemented on the ambient vibration data for the Golden Gate Bridge measured by two accelerometer sensors (ADXL 202 and Silicon Design 1221L) with different noise levels. To evaluate the effects of higher measurement noise, the modal parameters identified by the two sensor types are compared and inspected in terms of accuracy and consistency, using the presented parameter. The comparison of results obtained from the two sensor types showed a significantly higher PCR from the estimation using the low-noise sensor data. Furthermore, to quantify and compare the purity and accuracy of the modal parameters identified by the two measurement systems, modal amplitude coherence and modal phase collinearity are applied. The investigation shows higher purity in the results for low-noise accelerometer and failure of some modes identified by the ADXL202 accelerometer, based on an accuracy criterion. To detect the effect of measurement noise on the consistency of the modal parameters as the model order increases, the identified parameters (natural frequencies and damping ratios) are inspected throughout the increase of order, for the results of both sensor types. The results show that the deviation of the modal parameters obtained by the low-noise sensors is generally less than the deviation of the modal parameters identified by the sensors with higher noise level. However, the difference is not significant, particularly in higher model orders, and it can be concluded that the inconsistency of the results can be resolved by increasing the model order and through the use of a stabilization diagram.
While this work quantified the uncertainty of modal identification results associated with measurement noise, further studies are still needed to assess the uncertainty of results in the presence of both noise and environmental and operational changes.
