Abstract Differential evolution (DE) is a population-based and stochastic search algorithm of evolutionary computation that offers three major advantages: it finds the global minimum regardless of the initial parameter values, it involves fast convergence, and it uses few control parameters. This work presents a global optimization algorithm based on DE approaches combined with local search using the implicit filtering algorithm. The implicit filtering algorithm is a projected quasi-Newton method that uses finite difference gradients. The difference increment is reduced as the optimization progresses, thereby avoiding some local minima, discontinuities, or nonsmooth regions that would trap a conventional gradient-based method. Problems involving optimization procedures of complex mathematical functions are widespread in electromagnetics. Many problems in this area can be described by nonlinear relationships, which introduce the possibility of multiple local minima. In this paper, the shape design of Loney's solenoid benchmark problem is carried out by DE approaches. The results of DE approaches are also investigated and their performance compared with those reported in the literature.
Introduction
The literature about electromagnetics contains several optimization algorithms for solving Loney's solenoid design [1] - [3] . With the development of artificial intelligence, some alternative methods for the nonlinear, nonconvex, and discontinuous optimization problems in electromagnetics are revealed. Recent attempts to overcome the limitations of the traditional mathematical programming approaches include the application of evolutionary algorithms [4] , taboo search [5] , and particle swarm optimization [6] .
In this context, Evolutionary Algorithms (EAs) are a class of stochastic search and optimization methods. These algorithms, based on the principles of natural biological evolution, have received considerable and increasing interest over the past decade. EAs operate on a population of potential solutions, applying the principle of survival of the fittest to produce successively better approximations to a solution. EAs encompass a range of different 'nature-inspired' methods, including genetic algorithms, evolution strategies, evolutionary programming, genetic programming, and their variants.
DE is one of the best EAs, and has proven to be a promising candidate to solve real valued optimization problems. DE is a population-based algorithm introduced by Storn and Price [7] , [8] is a very simple but very powerful stochastic global optimizer. The crucial idea behind DE is a scheme for generating trial parameter vectors. DE combines simple arithmetic operators with the classical operators of crossover, mutation and selection to evolve from a randomly generated starting population to a final solution.
This paper contributes by presenting hybrid approaches of DE combined with implicit filtering algorithm for the optimization of Loney's solenoid design. The Loney's solenoid design problem is an ill conditioned objective function with a very narrow valley that makes it very difficult to handle.
Differential evolution
The fundamental idea behind DE is a scheme whereby it generates the trial parameter vectors. In each time step, DE mutates vectors by adding weighted random vector differentials to them. If the cost of the trial vector is better than that of the target, the target vector is replaced by trial vector in the next generation.
A number of alternative versions of basic configurations of DE have been proposed by [9] , [10] . However, there is a variant of DE that has been reported, DE/best/1/exp. The different variants are classified according to the following notation: DE/α/β/δ, where α indicates the method for selecting the parent chromosome that will form the base of the mutated vector, β indicates the number of difference vectors used to perturb the base chromosome, and δ indicates the recombination mechanism used to create the offspring population. The bin acronym indicates that the recombination is controlled by a series of independent binomial experiments. The exp indicates a series of independent exponential experiments. The variant implemented here was the DE/best/1/exp, which is given by the following steps:
A. Initialization of the parameter setup
The user must choose the key parameters that control the DE, i.e., population size, boundary constraints of optimization variables, mutation factor (f m ), recombination rate (CR), and the stop criterion (G max ).
B. Initialization of individual populations
Set generation t=0. Initialize a population of i=1,..,M individuals (real-valued n-dimensional solution vectors) with random values generated according to a uniform probability distribution in the n dimensional problem space. Initialize the entire solution vector population in the given upper and lower limits of the search space.
C. Evaluation of individual populations
Evaluate the fitness value of each individual (in this work, the objective of the fitness function is to minimize the cost function).
D. Mutation operation (or differential operation)
Mutation is an operation that adds a vector differential to a population vector of individuals, according to equation (1):
where i=1,2,...,M is the individual's population index; j=1,2,...,n is the position in n of the dimensional individual; t is the time (generation);
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; f m (t) > 0 is a real parameter called a mutation factor, which controls the amplification of the difference between two individuals so as to avoid search stagnation and is usually a constant value taken from the range [0.1, 1].
The mutation operation using the difference between two selected randomly individuals may cause the mutant individual to escape from the search domain. If an optimized variable for the mutant individual is outside of the domain search, then this variable is replaced by its lower bound or its upper bound so that each individual should be restricted within the search domain.
E. Recombination operation
Following the mutation operation, recombination is applied to the population. Recombination is employed to generate a trial vector by replacing certain parameters of the target vector by the corresponding parameters of a randomly generated donor vector.
is randomly chosen using uniform distribution, and a trial vector,
, is generated with
where randb(j) is the j-th evaluation of a uniform random number generation with [0, 1]; CR is a crossover or recombination rate in the range [0, 1]; and F is the evaluation of the cost function. Usually, the performance of a DE algorithm depends on three variables: the population size N, the mutation factor f m (t) and the CR.
F. Selection operation
Selection is the procedure whereby better offspring are produced. To decide whether or not the vector u i (t+1) should be a member of the population comprising the next generation, it is compared with the corresponding vector x i (t). Thus, if f denotes the objective function under minimization, then
In this case, the cost of each trial vector u i (t+1) is compared with that of its parent target vector x i (t). If the cost, f, of the target vector x i (t) is lower than that of the trial vector, the target is allowed to advance to the next generation. Otherwise, the target vector is replaced by a trial vector in the next generation.
G. Verification of the stopping criterion
Set the generation number for t = t + 1. Proceed to Step C until a stopping criterion is met, usually a maximum number of iterations (generations), G max . The stopping criterion depends on the type of problem.
Combining of DE and implicit filtering method
A fundamental and practical remark is that after a certain amount of time, the population in DE is quite uniform and the cost function of the population is no longer decreasing, the odds to produce fitter solutions (individuals) being very low. That is, the process has fallen into a basin of attraction from which it has a (very) low probability to escape [11] .
It is experimentally clear that the exploitation of the basin of attraction that has been found may be more efficiently performed by another algorithm than by a DE. Hence, it is much more efficient to use a local search algorithm such as a hillclimbing. This schema of algorithm is qualified hybrid. DE and IF methods have potentialities that complement each other. The proposed combination of DE with Implicit Filtering (IF) for local search consists of a form of sequential hybridization.
Basically, in this combined method, the DE is applied to the optimization problem and the best solution obtained by DE is used as starting point for the IF method. In this work, this hybrid approach is called DE-IF method.
The quasi-Newton implicit filtering algorithms differ from other methods in the literature that use either inaccurate gradient information, only samples of the function, or difference or interpolatory approximations to gradients and/or Hessians.
Implicit filtering, originally proposed in the context of computer aided design of semiconductors [12] is a generalization of the gradient projection algorithm of [13] in which derivatives are computed with difference quotients. The step sizes (called scales) in the difference quotients are changed as the iteration progresses with the goal of avoiding local minima that are caused by high-frequency, low amplitude oscillations. Real filtering could be performed, but this requires sampling and filtering the entire solution space and thus, is computationally quite expensive. Implicit filtering is very similar to adaptive meshing schemes used by the computational fluid mechanics community to avoid unwanted harmonics. The algorithm is fully described in [14] and [15] . Case study: Optimization of Loney's solenoid design Loney's solenoid problem presents an outstanding potential as a benchmark in the field of magnetostatic inverse problems [1] - [3] , [16] . The design problem of Loney's solenoid is to determine the distribution of the current density J which generates a uniform magnetic flux density B in a given interval on the axis of the solenoid. The upper half plane of the axial cross-section of the system is presented in figure 1 . The interval of the axis, where the magnetic flux density must be uniform, is (-z o , z o ). The current density J 0 in the coils is assumed to be constant [6] . The position s and the length l of the correcting coils are unknown. The other dimensions are presented in figure 1 . The variables s and l are optimized in this work by DE approaches. In this case, the optimization problem to be solved is the following minimization problem:
where the objective function F of the minimization problem is given by: 
Optimization results
The DE and DE-IF approaches were calculated using MathWorks' Matlab  software. For each of the above described optimization algorithm, a total of 50 independent runs (using different seeds to generate random numbers in each run) were made, using the aforementioned parameters and different initial random seeds. All the runs were terminated after G max = 50 generations. A total of 1,000 cost function evaluations were made by each DE and DE-IF approach in each run. Other specific parameters and design procedures used in the standard optimization methods, which were set empirically, were:
• DE (1) The mean time of each run in a PC-compatible with Pentium IV 3.2 GHz processor and 2 GB RAM using Matlab 6.5 was 0.02 seconds for IF, 0.05 seconds for DE, and 0.08 seconds for DE-IF approaches. 
Conclusion and future research
In this work, Loney's solenoid design was optimized using DE, IF and DE-IF approaches. DE algorithms offer potential advantages: they find the true global minimum regardless of the initial parameter values, they display a fast convergence, and use few control parameters. In this paper, the efficiency of the DE(2)-IF approach was validated, as shown in Loney's solenoid benchmark (see Table 1 ). In comparison with the latest results reported in the literature [5] , [6] , the result listed in Table 1 for DE(2)-IF is better for Loney's solenoid design.
In future research, more detailed studies relating to f m (t) setup using DE approaches will be carried out to optimize Loney's solenoid design.
