Abstract. We present a novel idea to compute square roots over finite fields, without being given any quadratic nonresidue, and without assuming any unproven hypothesis. The algorithm is deterministic and the proof is elementary. In some cases, the square root algorithm runs inÕ(log 2 q) bit operations over finite fields with q elements. As an application, we construct a deterministic primality proving algorithm, which runs inÕ(log 3 N ) for some integers N .
Introduction
Let F q be a finite field with q elements and β ∈ F q be a square. The square root problem over F q is to find α ∈ F q such that α 2 = β, given β and F q as inputs. Suppose q ≡ 1 (mod 8) in this paper. Otherwise, the square root problem is easy; see [12] , [11] .
The problem of taking square roots over a finite field and the problem of constructing a quadratic nonresidue over the same finite field are polynomial time equivalent. If one can take square roots, one can compute (−1) 1/2 , (−1) 1/4 , (−1) 1/8 , · · · , and eventually obtain a quadratic nonresidue because the number of steps is O(log q). Conversely, given a quadratic nonresidue as an additional input, there are deterministic polynomial time algorithms [28] , [24] and [1] for computing square roots. There is no known deterministic polynomial time square root algorithm over finite fields in general, therefore, there is no known deterministic polynomial time algorithm for constructing a quadratic nonresidue. We discuss some probabilistic approaches below for these two problems.
There is a simple, efficient probabilistic algorithm for finding a quadratic nonresidue because, in F q , the number of quadratic nonresidues is equal to the number of quadratic residues, and it is easy to determine whether an element is a quadratic nonresidue. One could randomly pick an element a ∈ F q , and then test whether a is a quadratic nonresidue by computing a (q−1)/2 . The element a is a quadratic nonresidue if and only if a (q−1)/2 = −1. Repeat this process until a quadratic nonresidue is found.
There are several efficient probabilistic algorithms for taking square roots in finite fields. When quadratic nonresidues are not given, Tonelli-Shanks [28, 24] , Adleman-Manders-Miller [1] and Cipolla-Lehmer [10, 16] are considered as probabilistic algorithms since they require a quadratic nonresidue as an additional input. Berlekamp-Rabin [7, 20] takes square roots by polynomial factoring over finite fields.
2010 Mathematics Subject Classification. Primary 12Y05, Secondary 11Y16, 11Y11. The idea of Peralta [21] is similar to Berlekamp-Rabin. For other results, see [4] , [5] , [6] , [8] , [9] , [18] , [19] , [25] and [29] .
We restrict our discussion to prime fields F p for odd prime p in the following paragraphs. Although there is no known deterministic polynomial time algorithm for taking square roots, or equivalently, constructing a quadratic nonresidue, over prime fields in general, deterministic polynomial time algorithms exist in some special cases.
Schoof [23] showed a deterministic algorithm for computing square roots of β over F p with running time O((|β| 1/2+ǫ log p) 9 ) bit operations 1 for all ǫ > 0. Thus, his algorithm is polynomial time for any fixed β but it is exponential time generally.
For primes p with p ≡ 1 (mod 240), a quadratic nonresidue over F p can be constructed in deterministic polynomial time as shown below. Denote a primitive rth of unity by ζ r . If p ≡ 1 (mod 16), at least one of
is a quadratic nonresidue over F p . Suppose p ≡ 1 (mod 4) for the following. If p ≡ 2 (mod 3), then the Legendre symbol
by the law of quadratic reciprocity and so 3 is a quadratic nonresidue over F p . Similarly, 5 is a quadratic nonresidue over F p for p ≡ 2, 3 (mod 5). Suppose p ≡ 4 (mod 5). Let
Then, a 2 − 4 is a quadratic nonresidue over F p since ζ 5 ∈ F p . Note that the values of √ −1, √ 2 and √ 5 that appeared previously can be computed by Schoof's square root algorithm in polynomial time. In conclusion, the problem of constructing a quadratic nonresidue over F p is non-trivial only if p ≡ 1 (mod 16), p ≡ 1 (mod 3) and p ≡ 1 (mod 5).
We end our discussion on prime fields by considering the Extended Riemann Hypothesis (ERH). By assuming ERH, Ankeny [3] showed that the least 2 quadratic nonresidue over F p is less than c log 2 p for some constant c. As a consequence, the probabilistic algorithm for finding a quadratic nonresidue mentioned previously can be improved to a deterministic polynomial time algorithm. It can be proved that the least quadratic nonresidue must be a prime. One could evaluate the Legendre symbol r p ≡ r (p−1)/2 (mod p) with primes r = 2, 3, 5, 7, ..., until the least quadratic nonresidue is found.
In this paper, the main results and the main ideas are presented in Section 2 and Section 3, respectively. In Section 4, we construct a group and describe the arithmetic of the group. In Section 5, we show a deterministic square root algorithm over finite fields. As an application, a deterministic primality proving algorithm is constructed in Section 6. In the appendix (by L. Washington), we show how to construct roots of unity needed for Theorem 2.2.
Main Results
We present a novel idea to compute square roots over finite fields, without being given any quadratic nonresidue, and without assuming any unproven hypothesis.
1 |β| denotes the absolute value of β, where β is considered as an integer in (−
]. 2 The elements in Fp are considered as non-negative integers.
The square root algorithm, Algorithm 5.4, is deterministic and the proof is elementary. In some cases, the algorithm runs inÕ(log 2 q) bit operations over finite fields F q . As an application, we construct a deterministic primality proving algorithm, which runs inÕ(log 3 N ) for some integers N . We prove the following theorems.
Theorem 2.1. Let F q be a finite field with characteristic p such that q = 2 e 3 f t + 1 and p ≡ 1 (mod 12).
Suppose t = O(poly(log q)). There is a deterministic polynomial time square root algorithm over F q . 
There is a deterministic polynomial time square root algorithm over F q . Theorem 2.3. Let F q be a finite field with characteristic p such that q = r e t + 1 for some prime r.
Suppose r + t = O(poly(log q)). There is a deterministic polynomial time square root algorithm over F q .
Main Ideas
Suppose β ∈ F × q is a square, where F q is a finite field with q elements. Then,
We present an idea to compute α, given β and F q . The problem of taking a square root of β with arbitrary size is reduced to the problem of constructing a primitive rth root of unity ζ r ∈ F q for some r|q − 1. The main ingredient of the reduction is a group isomorphism. More details are discussed below.
Let G α be a group with the following properties:
(i) the group operation of G α can be computed efficiently with β but without the knowledge of α, (ii) G α is isomorphic to the multiplicative group F × q , and (iii) the isomorphism ψ α : G α −→ F × q depends on α as a parameter. Since the isomorphism ψ α depends on α while the value of α is unknown, ψ α and its inverse are not at first efficiently computable. We try to match certain elements in G α with the corresponding elements in F × q . In the cases we considered, a matched pair reveals the isomorphism ψ α . Consequently, α can be computed.
We first find an order r element in G α , where r is an odd 3 prime factor of q − 1. where ζ r ∈ F q is a primitive rth of unity. Once the index k is obtained, the parameter α of ψ α can be computed.
The remaining problem is to find a primitive rth root of unity, ζ r . In some cases, ζ r can be constructed by taking square roots of some fixed size elements over F q . These square roots can be computed by Schoof's square root algorithm. In some other cases, ζ r can be constructed directly.
A Group Isomorphic to F × q
Let F q be a finite field with q odd. Define the set
For distinguishing the elements in G 
Define an operation * on G α as follows:
Interestingly, (G α , * ) is a well-defined group, which is isomorphic to the multiplicative group F × q . The group G α provides a new computational point of view of F × q . We will use G α to construct a deterministic square root algorithm later. 
A straightforward calculation shows that ψ is a homomorphism. The Theorem follows.
Note that G α is cyclic because F × q is. Since q is odd, there is a unique order 2 element in G α . For any α ∈ F × q , we have
Thus, [0] is the order 2 element in G α , independent of the choice of α. For more discussions on G α , see [26] .
4.1. Singular Curves with a Double Point. We can reinterpret the group law in terms of "singular elliptic curves." Consider the curve
Let E(F q ) be the points on the curve with coordinates in F q . The only singular point on E(F q ) is (0, 0), which is a double point. Let E ns (F q ) be the non-singular points on E(F q ). Then, the mapping
For proofs and details, see [31] p61 -p63. Together with the isomorphism ψ given in equation (4.6), we have
The isomorphism from E ns (F q ) to G α is surprisingly simple:
Although it is possible to formulate our discussion in terms of the language of elliptic curves, we will keep using G α in this paper.
Taking Square Roots
Suppose β ∈ F × q is a square. We have α 2 = β for some α ∈ F × q . Consider the group G α defined in equation (4.2). Let ζ d ∈ F q be a primitive dth root of unity for d|q − 1. We have the following proposition.
Proof. Since ψ defined in equation (4.6) is an isomorphism, we have
by assumption, we have j = 0 and j = d 2 . By applying ψ −1 on both sides, we obtain
The Proposition follows. .1), is the set of all elements in G α except the identity.
Lemma 5.2. Given a square β ∈ F × q , the group operation * over G α can be performed inÕ(log q) bit operations without the knowledge of α.
Proof. Clearly, the group operation involving the identity element is trivial. By equations (4.4) and (4.5), for any [
, otherwise.
Note that equation (5.1) does not involve α. Therefore, the group operation * over G α can be computed by a few field operations over F q in the worst case. The Lemma follows from the fact that field operations over F q can be performed iñ O(log q) bit operations; see [13] , [22] , [15] , [30] .
′ α can be computed inÕ(log k log q) bit operations without the knowledge of α.
Proof. The power [g]
k can be evaluated in O(log k) group operations using the successive squaring method. The Lemma follows from Lemma 5.2.
5.1. The Algorithm. In this section, we present a deterministic square root algorithm over F q . Write
1 · · · p en n t + 1, where p 1 , · · · , p n are n distinct odd primes and t, e, e 1 , · · · , e n are positive integers such that (2p 1 · · · p n , t) = 1. Suppose e > 1. Otherwise, the square root problem is easy. We have following algorithm. Proof. Clearly, if t ′ exists in Step I.1, the algorithm returns the square roots of
Since G α is cyclic, the 2t-torsion subgroup
has exactly 2t elements. Hence, d|2 e t.
Together with (5.3), we have d|2t,
Step IV is similar to Step II. Since [g] 
The order of [a] = [g]
(q−1)/r k+1 ∈ G α is r in Step IV.2. By Proposition 5.1,
The Theorem follows.
Proposition 5.6. Algorithm 5.4 runs iñ
O((t log t + p max + n log q) log q + Z max )
bit operations, where p max = max(p 1 , ..., p n ) and Z max = max(Z 4 , Z p1 , ..., Z pn ), where Z d is the time required to construct a dth root of unity over F q .
Proof. Writing q in the form of equation (5.2) by trial divisions requiresÕ(p max log q).
The running time of
Step I isÕ(t log t log q) since multiplications over F q and powering over G α can be performed inÕ(log q) andÕ(log t log q), respectively.
In
Step II, computing [g]
, finding the required k in Step II.1 and computing [a] in Step II.2 takeÕ(log 2 q). It also requires O(Z 4 ) to compute ζ 4 = √ −1. The running time of Step II isÕ(log 2 q + Z 4 ). Clearly, the running time of Step III isÕ(n log 2 q).
Step IV is similar to Step II except that there are (r − 1)/2 possible j in Step IV.4, which takesÕ(r log q). The running time of Step IV isÕ((r+log q) log q+Z r ).
The Proposition follows.
Corollary 5.7. Algorithm 5.4 runs in polynomial time when
Proof. This immediately follows from Proposition 5.6.
We consider some special cases in the rest of the section.
5.2.
Case q = 2 e 3 f t + 1. Consider the finite fields F q with characteristic p such that q = 2 e 3 f t + 1 and p ≡ 1 (mod 12). Note that e ≥ 2 and f ≥ 1 because p ≡ 1 (mod 12). We prove Theorem 2.1 below.
Proof of Theorem 2.1. The elements −1 and −3 are squares in the prime field F p . We can compute ζ 3 = −1± √ −3 2 and ζ 4 = √ −1 inÕ(log 9 p) by Schoof's square root algorithm. Then, the running time of Algorithm 5.4 is O((t log t + log q) log q + log 9 p) bit operations by Proposition 5.6. Since t = O(poly(log q)) by assumption, the Theorem follows.
5.3.
Constructing Primitive (2 · 3 k + 1)th Roots of Unity. Suppose p be a prime with p ≡ 1 (mod 4) and p ≡ 4, 7 (mod 9). We show in Lemma 5.8 below that cube roots over F p can be computed efficiently. As a consequence, a primitive rth root of unity ζ r , for prime r = 2 · 3 k + 1 and some k ≥ 1, can be computed in polynomial time by the method described in the Appendix. We will prove Theorem 2.2 after Lemma 5.8.
Lemma 5.8. Let p be a prime with p ≡ 1 (mod 4) and p ≡ 4, 7 (mod 9). Cube roots over F p can be computed in polynomial time.
Proof. We can compute ζ 3 = −1± √ −3 2 ∈ F p by Schoof's square root algorithm. Let b ∈ F p be a cubic residue. We have
Therefore, b (2p+1)/9 , b (2p+1)/9 ζ 3 and b (2p+1)/9 ζ 2 3 are cube roots of b. Similarly, if p ≡ 7 (mod 9), let a = b (p+2)/9 . Then,
Therefore, b (p+2)/9 , b (p+2)/9 ζ 3 and b (p+2)/9 ζ 2 3 are cube roots of b. All computations can be performed in polynomial time. The lemma follows.
Proof of Theorem 2.2. The square roots
.., √ p n ∈ F p can be computed using Schoof's square root algorithm. Since p ≡ 13, 25 (mod 36), cube roots over F p can be computed in polynomial time by Lemma 5.8. Then, the primitive roots of unity ζ p1 , ζ p2 , ..., ζ pn ∈ F p can be constructed by the method described in the Appendix. Since t + p j = O(poly(log q)) by assumption, Algorithm 5.4 runs in polynomial time by Corollary 5.7. The Theorem follows.
5.4.
Searching for Primitive Roots of Unity. In the previous sections, the square root problem with arbitrary size elements is first reduced to the problem of constructing primitive roots of unity, which is further reduced to the square root problem with some fixed size elements. We show in Algorithm 5.9 below that a primitive root of unity can be constructed efficiently without the need of taking square roots in some cases. We will prove Theorem 2.3 at the end of the section.
Algorithm 5.9 (Constructing a Primitive rth Root of Unity). The inputs are r and F q for some odd prime r such that q = r e t + 1 and (r, t) = 1. This algorithm returns a primitive rth root of unity in F q .
1. Consider t + 1 distinct elements g 1 , ..., g t+1 ∈ F × q . Set g = g j such that g Proof. Since the t-torsion subgroup of F × q only has t elements but there are t + 1 distinct elements in g 1 , g 2 , · · · , g t+1 , there exists an element g j such that g Lemma 5.11. Algorithm 5.9 runs inÕ((t log t + log q) log q) bit operations.
Proof. The running time for Step 1 isÕ(t log t log q) and the running time for
Step 2 and Step 3 isÕ(log 2 q). The Lemma follows.
Similarly, we may construct a primitive 4th root of unity by Algorithm 5.12 below. The correctness proof for Algorithm 5.12 is similar to the proof given for Lemma 5.10. The running time is alsoÕ((t log t + log q) log q).
Algorithm 5.12 (Constructing a Primitive 4th Root of Unity). The input is F q such that q = 2 e t + 1, where e > 1 and t is odd. This algorithm returns a primitive 4th root of unity in F q .
2. Find the largest k such that g
Proof of Theorem 2.3. If r = 2, construct ζ 4 by Algorithm 5.12. Otherwise, construct ζ r by Algorithm 5.9. The running time isÕ((t log t + log q) log q) for either case. Then, the running time of Algorithm 5.4 is O((t log t + r + log q) log q) bit operations by Proposition 5.6. Since r + t = O(poly(log q)) by assumption, the Theorem follows.
Deterministic Primality Proving
We briefly describe a deterministic primality proving algorithm as an application of the square root algorithm. For more details, see [27] .
Suppose N = 2 e t + 1 > 3 for some odd t with 2 e > t. Try to compute √ −1 by Algorithm 5.12 and then try to compute (−1)
e−1 is obtained, then N is a prime by Proth's Theorem (Theorem 6.1 below). Otherwise, since the square root algorithm is deterministic, the computation process must fail in some point and then we conclude that N is composite. Such a primality proving algorithm is deterministic and runs iñ O((t log t + log N ) log 2 N ) bit operations. The algorithm runs inÕ(log 3 N ) when t is O(log N ). For this kind of numbers, the algorithm is faster than other applicable deterministic algorithms. The running time of the AKS algorithm [2] and Lenstra-Pomerance's modified AKS algorithm [14] areÕ(log 7.5 N ) andÕ(log 6 N ), respectively. Assuming ERH, Miller's algorithm [17] is deterministic with running timeÕ(log 4 N ).
Theorem 6.1. (Proth's Theorem) Let N = 2 e t + 1 for some odd t with 2 e > t. If a (N −1)/2 ≡ −1 (mod N )
for some a, then N is a prime.
See [32] for the details of Proth's Theorem.
It is classical, and easily verified numerically, that
.
Then σ fixes x 0 and x 1 , so they lie in Q( √ −19, ρ). Moreover, the map that switches ρ and ρ 2 and fixes ζ 19 switches x 0 and x 1 . Therefore, x 0 + x 1 and (x 0 − x 1 )/ √ −3 are in Q( √ −19). Numerical computation shows that
(Note that these numbers are algebraic integers, so rounding the results of a floating point computation yields exact answers.) Therefore, Then f 1 and f 2 are fixed by σ 1 , hence lie in K 1 . Let
Then y 1 and y 2 lie in Q( √ −19, ρ). Numerical computation yields 
