Abstract.-Understanding the effects of past climatic fluctuations on the distribution and population-size dynamics of coldadapted species is essential for predicting their responses to ongoing global climate change. In spite of the heterogeneity of cold-adapted species, two main contrasting hypotheses have been proposed to explain their responses to Late Quaternary glacial cycles, namely, the interglacial contraction versus the interglacial expansion hypotheses. Here, we use the coldadapted plant Primula farinosa to test two demographic models under each of the two alternative hypotheses and a fifth, null model. We first approximate the time and extent of demographic contractions and expansions during the Late Quaternary by projecting species distribution models across the last 72 ka. We also generate genome-wide sequence data using a Reduced Representation Library approach to reconstruct the spatial structure, genetic diversity, and phylogenetic relationships of lineages within P. farinosa. Finally, by integrating the results of climatic and genomic analyses in an Approximate Bayesian Computation framework, we propose the most likely model for the extent and direction of population-size changes in P. farinosa through the Late Quaternary. Our results support the interglacial expansion of P. farinosa, differing from the prevailing paradigm that the observed distribution of cold-adapted species currently fragmented in high altitude and latitude regions reflects the consequences of postglacial contraction processes. [Approximate Bayesian computation; climate change; hindcasting; Late Quaternary glacial cycles; paleoclimate; Reduced Representation Library; species distribution models.]
The responses of species and communities to Quaternary climatic oscillations have represented one of the main research topics in biogeography for over a century (Darwin 1859; Willis and Whittaker 2000; Hewitt 2000 Hewitt , 2004 Taberlet and Cheddadi 2003) , recently acquiring heightened relevance in relation to current trends of global warming (Etterson 2008; Lavergne et al. 2010) . Species may react to climate change by expanding or contracting their distributional ranges. Range dynamics may in turn drive processes of hybridization, speciation, and extinction that vary both temporally and spatially among species adapted to different climates (Hewitt 1996; Stewart et al. 2010; Dawson et al. 2011 ). In the European subcontinent, the prevailing paradigm for species responses to Quaternary glacial cycles has largely relied on studies of temperate taxa, documenting their survival in refugia located in the Mediterranean peninsulas of Iberia, Italy, and the Balkans, followed by postglacial expansion and colonization of northern Europe (Hewitt 1999; Tzedakis et al. 2013) . In contrast to taxa restricted to areas with temperate climate, cold-adapted species occur in areas characterized by low summer and winter temperatures and short growing-season (e.g., alpine and arctic regions), but can display great variability in terms of tolerance to warmer temperatures, range size, and competition with other species (Birks 2008; Crawford 2008) . The variable characteristics of coldadapted species and their habitats have precluded the emergence of a unified consensus on their responses to Quaternary climatic shifts. Yet, in-depth understanding of how climatic cycles affect the processes that generate and erode the diversity of cold-adapted species is necessary to respond to the twin crises of global warming and biodiversity loss, which are especially severe in alpine and arctic regions (Engler et al. 2011; Dullinger et al. 2012) .
In spite of the heterogeneity of cold-adapted species, only two main hypotheses have been proposed to explain their responses to Quaternary glacial cycles, and only one of those is supported by substantial evidence (Fig. 1) . The first and most common hypothesis posits that cold-adapted species attained larger distributions during colder intervals (i.e., glacials) by surviving and spreading in climatically suitable peripheral and lowland ice-free regions (e.g., cold tundra and steppe plains beyond and below the ice margins). During interglacials, cold-adapted taxa retreated to refugia in colder parts of Europe, including northern regions and the summits of southern mountains (i.e., interglacial contraction hypothesis; Hewitt 2004; Stewart et al. 2010) . The hypothesis of glacial expansions and interglacial contractions has been supported by several studies on alpine and arctic species (Kropf et al. 2003; Muster and Berendonk 2006; Dalén et al. 2007; Westergaard et al. 2010; Espíndola et al. 2012) .
The alternative hypothesis proposes that some coldadapted species may have attained larger ranges in warmer interglacial periods (e.g., Holocene) than during full glacial periods (Stewart et al. 2010 ). The two main, pre-existing hypotheses (left) and corresponding models of population-size changes (right) for responses of cold-adapted plants to Quaternary climatic oscillations in Europe. Hypothesis I: During colder intervals (i.e., Pleistocene glacials), cold-adapted species attained larger distributions by surviving and spreading in climatically suitable, peripheral and lowland ice-free regions, that is, cold tundra and steppe plains beyond and below the ice margins; during warmer intervals (i.e., Pleistocene interglacials and Holocene) they retreated into colder regions, including northern areas and summits of southern mountains (i.e., interglacial contraction). Hypothesis II: During colder intervals, cold-adapted species may not have been able to fully expand their ranges, due to low competitiveness and/or dryness of glacial steppes beyond the ice margins, becoming restricted to the proximity of glaciated regions; during interglacials they were able to persist in their previously occupied habitats and expand upwards and northwards into habitats newly made available by retreating glaciers (i.e., interglacial expansion). Ice sheets are shown in gray. Black filled circles represent species ranges. N Glacial = species effective population size during glacial periods, N Interglacial = species effective population sizes during interglacial periods.
These species may have been unable to fully expand their ranges during colder intervals due to their low competitiveness and/or the dryness of glacial steppes beyond the ice margins, becoming restricted to the proximity of glaciated regions during glacials (Schmitt 2007) . According to this hypothesis, some cold-adapted species, particularly plants with broader climatic tolerances, may have been able to persist in lowland, open habitats during glacial maxima, shifting, and gradually expanding their ranges upwards and northwards into habitats rendered available by retreating glaciers, where biotic competition was low, during interglacials (i.e., interglacial expansion hypothesis; Birks 2008; Stewart et al. 2010 ). This second hypothesis might better apply to species that currently exhibit a facultative alpine distribution (i.e., wide altitudinal and ecological range) in central European mountains, and a southern boreal distribution in northern Europe (Ronikier et al. 2008b ). However, scarce evidence is available in support of the interglacial expansion hypothesis, in part because, to our knowledge, no explicit, empirical assessment of the two main alternative hypotheses on the responses of cold-adapted plant species to Late Quaternary glacial cycles has been conducted yet.
Reconstructing species responses to past episodes of climate change requires three main sources of evidence: phylogeographic patterns of genetic diversity, species distribution models (SDMs) through time, and/or the fossil record (rarely available at sufficient resolution in space and time). In this article, we exploit recent advances in the integration of the former two sources of evidence to elucidate the responses of a coldadapted plant species to Quaternary climatic cycles. Phylogeography investigates the spatial arrangement of genetic lineages and their genealogical links by combining analytical principles used in population genetics and phylogenetics (Avise 2009; Hickerson et al. 2010) . The recent advent of high-throughput sequencing is revolutionizing phylogeographic research, because it enables the analysis of thousands of genome-wide markers, allowing for increased resolution of genetic relatedness even among recently diverged populations (Emerson et al. 2010; Davey et al. 2011; Carstens et al. 2012 ; Lemmon and Lemmon 2012; . Furthermore, newly available paleoclimatic data sets at high spatial and temporal resolution now enable us to predict past species distributions and identify potential range expansions and contractions through time (Nogués-Bravo 2009; Svenning et al. 2011; Patsiou et al. 2014) . Moreover, the suitability of climatic shifts as a proxy for historical demographic changes through the Late Quaternary has been recently demonstrated for a wide range of organisms (Hoareau 2015) .
Phylogeographic and climatic data can be integrated in the framework of statistical phylogeography to inform and test alternative evolutionary hypotheses (Alvarado-Serrano and Knowles 2014). Statistical phylogeography enables the comparison of alternative phylogeographic scenarios by simulating patterns of genetic variation under complex evolutionary and demographic processes, allowing for the estimation of relevant model parameters (including timing of population divergence, population expansions, and migration) that could not be previously estimated using descriptive phylogeographic methods (Knowles 2009 ). This integrative framework thus provides a robust approach to explain current species distributions and genetic structure in relation to historical climate oscillations (Richards et al. 2007; Gavin et al. 2014) .
Here, we use statistical phylogeography to explicitly evaluate the proposed contrasting hypotheses (Fig. 1) . The selected species, Primula farinosa L., represents an ideal study system because it is adapted to cold, moist conditions at high altitudes and latitudes (Richards 2003) ; presents a broad, disjunct range in Europe that epitomizes the current fragmented distribution of cold-adapted species (Stewart et al. 2010; Fig. 2) ; and evolved during the Late Quaternary (de Vos et al. 2014) . To estimate the time and extent of demographic contractions and expansions during the Late Quaternary, we project SDMs through time using a recently developed, high-resolution, paleoclimatic data set spanning the last 72 ka (Pleniglacial to Holocene; Maiorano et al. 2013; Schmatz et al. in revision) . We also generate genome-wide sequence data using a Reduced Representation Library (RLL) approach to reconstruct the spatial structure, genetic diversity, and evolutionary relationships of genetic lineages within P. farinosa. Finally, by integrating the results of climatic and genomic analyses, we test five models (two under each of the alternative hypotheses and a null model) for the extent and direction of population-size changes in P. farinosa through the Late Quaternary. By adopting an Approximate Bayesian Computation (ABC) approach to evaluate pre-existing hypotheses on how cold-adapted species responded to past climatic cycles, namely, through either range expansion or contraction during warmer intervals (Fig. 1) , the present study contributes new knowledge on the processes that shaped the distributions and diversity of cold-adapted species in the Late Quaternary.
MATERIALS AND METHODS

Study System
Primula farinosa L. a cold-adapted species within the montane and high alpine flora of southern Europe (Carpathians, Alps, Pyrenees), where it occurs between 400 and 2900 m a.s.l. (Hambler and Dixon 2003; Richards 2003; Theodoridis et al. 2013) . In northern Europe (British Isles, Baltic region, and Southern Scandinavia), P. farinosa occurs in flat areas between 0 and 400 m a.s.l. (Fig. 2 ; Hambler and Dixon 2003; Richards 2003; Theodoridis et al. 2013) . It is an insect pollinated, short-lived perennial herb included in Primula sect. Aleuritia Duby subsect. Aleuritia (Primulaceae); it is diploid (2n = 2x = 18; Bruun 1932) and heterostylous, hence mostly outcrossing (Hambler and Dixon 2003; Richards 2003) . The habitat of P. farinosa encompasses calcareous fens, edges of streams or lakes, and drier calcareous grasslands at high altitudes. Dormancy of P. farinosa appears to be enforced at the end of the growing season, and growth is resumed early in the year-typical characteristics of arctic and alpine perennials (Urbanska and Schutz 1986; Hambler and Dixon 2003) . Previous analyses of its ecological characteristics established that this species has broader climatic preferences than those of its closest alpine/arctic relatives in sect. Aleuritia (Theodoridis et al. 2013 ). Molecular phylogenetic and morphological analyses concluded that P. farinosa played a central role in the Quaternary evolution of Primula sect. Aleuritia, likely contributing to the origin of polyploid species via secondary contact following glacial retreat (Hultgård 1990; Guggisberg et al. 2006 Guggisberg et al. , 2009 Theodoridis et al. 2013; de Vos et al. 2014) .
Species Distribution Modeling
Species occurrences and environmental predictors.-Occurrences of P. farinosa were recorded during field surveys between 2011 and 2013. Additional georeferenced occurrences were obtained from the following global and national databases: GBIF (http://www.gbif.org), ANTHOS (Spain, http://www.anthos.es), the Data Center of the Swiss Flora (ZDSF, https://www.infoflora.ch/), and the French Alpine Botanical Conservatory (www.cbnalpin.fr). The validity and accuracy of all sources were checked during field surveys by visiting multiple localities obtained from each source. Sampling points were spatially filtered and occurrences closer than 1 km to each other were removed, resulting in a final data set of 1764 occurrence points.
To select climatic predictors for SDM, we first extracted the current monthly mean temperature (tmean) and precipitation (prec) variables from the WorldClim data set (Hijmans et al. 2005 ) at 30-s (ca. 1 km) spatial resolution for the region considered in this study (Fig. 2 Table S2 , available on Dryad at http://dx.doi.org/10.5061/dryad.1fp80) considered crucial in determining species boundaries, especially for large-scale geographic patterns (Wiens 2011 ) and cold-adapted plants (Körner 2003) . We then evaluated the relevance of each variable for the ecological preferences of the study species using three different statistical techniques implemented in R (R Development Core Team 2013): generalized linear models (GLMs; McCullagh and Nelder 1989) , generalized additive models (GAMs; Hastie and Tibshirani 1990) , and random forest (RF; Breiman 2001). We retained the climatic variables that showed the highest independent contribution to variation in the three techniques mentioned above (Aguirre-Gutiérrez et al. 2013) and were not highly correlated with each other (Pearson correlation <0.7). The final set consisted of the following five variables: i) annual range of mean monthly temperature, ii) mean temperature of the coldest month, iii) mean temperature of the warmest month, iv) precipitation of the driest month, and v) precipitation of the wettest quarter. These Bioclim variables were used to project the potential distribution of P. farinosa under current and past climatic conditions.
variables (Supplementary
To reconstruct the potential past distributions of P. farinosa and identify stages of expansion and contraction through time, we used geographic paleoclimatic layers of monthly mean temperature and precipitation data from Maiorano et al. (2013) and described in Singarayer and Valdes (2010) . The available paleoclimatic layers span a period of 72 ka (from the onset of the cold period of the Würm/Weichselian glaciation to present time) at 1 ka intervals from 1 to 20 ka BP (last glacial maximum; LGM) and at 4 ka intervals from 21 to 72 ka BP. In order to match the spatial resolution of the Worldclim variables, the paleoclimatic data set was downscaled to 1 km using the delta method [see Patsiou et al. (2014) for more details on the downscaling procedure].
Calibration of SDMs.-We used a suite of five modeling techniques combined into an ensemble approach (as recommended in Guisan and Thuiller 2005; Araújo and New 2007) to reconstruct the current and past potential distribution of P. farinosa. GLMs, GAMs, generalized boosted models (Friedman 2001) , and RF were implemented using custom scripts in R, while we used Maxent v.3.3.3 (Phillips et al. 2006) for maximum entropy models. These modeling techniques have been shown to display good transferability in space and time and to be among the best-performing techniques for predictive modeling (Elith et al. 2006; Randin et al. 2006; Howard et al. 2014 Allouche et al. 2006) .
Spatial projections and distribution-through-time analysis.-SDMs for P. farinosa were projected onto current and past climates and the probabilities of occurrence obtained from those projections were transformed into binary presence/absence maps using the threshold that maximized the TSS (Liu et al. 2005) . As in Patsiou et al. (2014) , we combined all 10 replications of each modeling technique and considered a pixel as potentially suitable when at least 5 of the 10 model replications predicted the presence of P. farinosa. To assess uncertainty in the predictions and produce maps of potentially suitable surfaces for each time slice, we combined all SDM techniques into four possible ensembles of projections: (i) at least two techniques predicting suitable areas, defined as "minority"; (ii) at least three techniques predicting suitable areas, defined as "majority 3"; (iii) at least four techniques predicting suitable areas, defined as "majority 4"; and (iv) all five techniques predicting suitable areas, defined as "consensus". Additionally, we considered as unsuitable the areas covered by ice at each time slice (Ehlers et al. 2011; Supplementary Table S4 , available on Dryad).
We used the four ensembles above to characterize expansion and contraction responses to climatic oscillations at different spatial and temporal scales. First, we counted the number of climatically suitable cells across the entire range of P. farinosa and across the available time slices from 72 ka BP to present. Second, we counted the number of climatically suitable cells within regions corresponding to lineages identified by the results of molecular analyses (see below) and across the time slices available for the current interglacial period (i.e., Holocene; 10 ka BP to present times). Each region was circumscribed as follows: we first defined circular buffers (each with a radius of 250 km) around each occurrence point within each region, then we calculated a convex hull around these buffers. The radius value was estimated by taking into account Primula dispersal rates (Brys and Jacquemyn 2009) and the maximum dispersal distance a herbaceous plant could have covered during the Holocene (Pakeman 2001) . The results of the distribution-through-time analyses described above were then used as proxies for changes in population sizes within the statistical phylogeography framework (see "Hypothesis Testing").
Molecular Analyses
Sampling.-During springs of 2011, 2012, and 2013, we collected leaf tissue from 144 individuals of 53 populations (one to five individuals per population, see Supplementary Table S1 , available on Dryad) that encompassed most of the known distribution of P. farinosa, were located at least 15 km apart from each other (Fig. 2) , and covered both its ecological and geographic gradients (Albert et al. 2010) . We also sampled 12 individuals of P. exigua Velen. and 1 individual of P. frondosa Janka, both endemic to the Balkan Peninsula and closely related to P. farinosa (Richards 2003; Guggisberg et al. 2006) , to be used as outgroups in phylogenomic analyses.
nextRAD sequencing.-Collected leaf samples were preserved in silica gel and DNA was extracted using a modified CTAB protocol (Doyle and Doyle 1990) . Samples were normalized to a total input of 10 ng genomic DNA per sample. Genotyping by sequencing, including library preparation and sequencing, was performed by SNPsaurus (SNPsaurus.com) using nextRAD libraries with the selective primer sequence GTGTAGAGC. The nextRAD library preparation protocol performs a complexity reduction of the genome by amplifying Nextera-tagmented DNA with a selective primer, so that DNA fragments with the reverse complement of the selective sequence at an end will be preferentially amplified. Single-end sequencing was carried out using two lanes of an Illumina HiSeq 2000 (University of Oregon High-throughput Sequencing Core), producing raw reads that were 101 bp long.
Bioinformatics.-We developed custom scripts written in python to process the original raw reads. Initial analysis of the raw reads indicated the existence of a few organellar loci with extremely high coverage and invariability among individuals. To exclude these chloroplast and mitochondrial DNA sequences from our raw data prior to downstream analyses, we used organellar genomes of the closest relatives of Primula because no complete organellar or nuclear genome sequences were available from the genus at the time of analysis. Raw reads were blasted against four chloroplast (Ardisia polysticta-Primulaceae, Arbutus unedoEricaceae, Vaccinium macrocarpon-Ericaceae, Camellia oleifera-Theaceae) and one mitochondrial (Vaccinium macrocarpon-Ericaceae) genomes of species included in Ericales by the Angiosperm Phylogeny Group III (http://www.mobot.org/MOBOT/research/APweb/). Reads with a BLASTN hit to the organellar genomes at e <10 −4 were discarded from the raw data, leaving only reads from the nuclear genome. For quality filtering and trimming of the raw nuclear reads, we removed reads that had less than two-thirds of the bases with Phred quality score (Q) 30 in the first half of the read and reads containing at least one uncalled base (Minoche et al. 2011) ; we then trimmed the last 11 bp of the reads, for they contained low quality bases in the majority of the samples.
Our final, filtered data set consisted of nuclear reads that were 90 bp long (Supplementary Table S6 , available on Dryad). To identify putative homologous loci across samples, we employed the STACKS pipeline v.1.18 VOL. 66 (Catchen et al. 2013 ) and applied the following parameter values: a minimum depth (coverage) of 20 identical reads per stack was required and stacks with coverage of more than two standard deviations above the mean were removed (Catchen et al. 2013 ); we allowed a maximum distance (M) between stacks of eight nucleotides and a maximum number of two stacks at a single de novo locus in each individual; 12 mismatches were allowed between putatively homologous loci (n) across all individuals. Although these settings may be relatively relaxed when assessing intraspecific genetic diversity, they are necessary to capture potential admixture and recover putative homologous loci among divergent lineages (Leaché et al. 2014; Lischer et al. 2014) . To assess the influence of varying the alignment-mismatch thresholds, we performed additional analyses using an M value of four mismatches and an n value of six mismatches. Because results did not significantly differ between the different combinations of mismatch values (see Supplementary Fig. S3 , available on Dryad), the results presented in main text are inferred by using the former values. The STACKS pipeline was run on two data sets: one that included only P. farinosa populations (i.e., "ingroup" data set) and one that included also the outgroup species P. exigua and P. frondosa (i.e., "full" data set). Putatively homologous loci present in at least two populations within each data set were kept for subsequent analyses. SNPs were called by aligning homologous loci across all individuals, including the alternative alleles for heterozygous loci as recovered by STACKS based on stacks of identical reads.
We ran a preliminary series of analyses of the genomic data set by applying a range of percentages (from 0% to 100%, at 10% intervals) for missing data per locus. As expected, increasing this percentage allowed for the inclusion of more loci in the matrix. The same phylogeographic structure (i.e., lineages corresponding to geographic areas) was consistently recovered for all values above 60% (see Appendix 1 for further details); hence, this threshold was used for downstream analyses. Because structured patterns (i.e., nonrandom distribution) of missing data across taxa could bias phylogeographic signal (Patterson et al. 2006; Rubin et al. 2012) , we further investigated our data set for such patterns under the chosen threshold and developed a simple index to identify potential nonrandom distribution of missing data (Appendix 1).
Population structure and genomic diversity.-Population genomic analyses were performed on the "ingroup" data set. We first used the Bayesian clustering method implemented in STRUCTURE v.2.3.4 (Pritchard et al. 2000) to identify groups of individuals with similar allele-frequency profiles and obtain an estimate for the most likely number of ancestral gene pools. All analyses were run using the admixture model with correlated allele frequencies within populations and no a priori information on each individual's origin; each individual was represented as diploid, thus allowing for heterozygosity. Since STRUCTURE assumes that the investigated loci are unlinked, we ran it with only one random SNP per locus (total SNPs = 2055) and repeated this analysis 20 times to account for the stochasticity stemming from the random choice of one SNP per locus. We performed 10 replicate runs for each value of the number of ancestral gene pools, K, between 1 and 10. In each replicate, 100,000 Markov chain Monte Carlo iterations were run after a burn-in period of 50,000 iterations. Convergence of the Markov chain was ensured by checking the values of summary statistics (, F, likelihood) across iterations and replicates (Pritchard et al. 2000) . The most likely value of K was selected based on two criteria: (i) the K value at which the likelihood distribution began to plateau or decrease and (ii) second-order rate of change in values of K ( K) (Evanno et al. 2005) . For the best K value, the results of the 20 randomly selected SNP repetitions and 10 replicated STRUCTURE runs per repetition were combined using the "greedy" algorithm within CLUMPP v1.1.2 (Jakobsson and Rosenberg 2007) .
We then assessed genomic diversity in each of the four main genetic groups recovered by STRUCTURE (see the "Results" section). Although STRUCTURE is relatively robust to SNP ascertainment bias when using large multilocus data sets (Haasl and Payseur 2011) , this bias is known to influence statistics that summarize genetic variation and differentiation across populations (Lachance and Tishkoff 2013; McTavish and Hillis 2015) . Therefore, to assess the genomic diversity of the four genetic groups (referred to as lineages hereafter), we followed a haplotype-based approach that can partially correct for SNP ascertainment bias (Conrad et al. 2006; Browning and Weir 2010; Lachance and Tishkoff 2013) . We thus used the full sequence of each locus as recovered in the STACKS analysis, including two sequences at heterozygous loci (François et al. 2008) . We retained loci that were present in at least 10 individuals, resulting in a minimum of 20 sequences per locus and per lineage, and applied a rarefaction approach to account for differences in sample size within the lineages (Kalinowski 2004) . For each of the four lineages, we calculated the expected allelic richness as the number of distinct alleles per locus and the expected private allelic richness as the number of alleles unique to the lineage (i.e., not found in other lineages). Both statistics were calculated for sequence sample sizes (g) from 2 to 20 (1-10 diploid individuals). This analysis was conducted using a custom program written in python; the script is available in the Dryad data submission for this manuscript (http://dx.doi.org/10.5061/dryad.1fp80).
Phylogenomic analyses.-To infer the evolutionary relationships among the sampled individuals of P. farinosa, phylogenomic analyses were performed on the "full" data set. A total of 2006 loci comprising 180,540 aligned nucleotide positions and 21,781 variable sites were thus concatenated to infer the P. farinosa tree. All heterozygous positions in each individual were replaced by IUPAC ambiguity codes. Maximumlikelihood trees were estimated using RAxML v.8.0.2 (Stamatakis 2014) and rooted with the outgroup taxa P. exigua and P. frondosa. The rapid bootstrap algorithm (Stamatakis et al. 2008 ) with 1000 replicates was used to assess uncertainty in topology estimation. We also investigated the influence of heterozygosity on phylogenomic reconstruction by randomly selecting one of the two alleles (full sequences) at each heterozygous locus to generate haploid sequences for each individual and inferring an ML tree from the random haplotypes (Lischer et al. 2014) , repeating the process of haplotype generation and tree inference 1000 times. For both approaches (IUPAC codes and random allele selection), we employed a super matrix constructed by concatenating all loci and performed a partitioned analysis by using an independent general time-reversible model of substitutions and variation in substitutions rates among sites assigned to each locus. A 50% majority rule consensus of the trees inferred from the two approaches was computed with SumTrees in the DendroPy package (Sukumaran and Holder 2010) .
Phylogenomic methods that concatenate data across multiple loci may fail to resolve evolutionary relationships among recently diverged lineages due to the inherent stochasticity of the coalescent process across loci (Edwards et al. 2007 ). Therefore, the lineage tree was also inferred using two additional approaches, namely SNAPP (Bryant et al. 2012) and TreeMix (Pickrell and Pritchard 2012) . By using the coalescent approach, SNAPP analyses allowed us to both reconstruct the order of divergence among lineages of P. farinosa and estimate the relative population sizes of the four main lineages identified by the population structure and phylogenomic analyses of the concatenated data set described above (see the "Results" section). Because SNAPP infers the lineage tree from unlinked, biallelic markers, we excluded all SNPs with more than two nucleotide states across populations and further reduced our data set to one random SNP per locus. Furthermore, in order to make our analyses computationally feasible, we reduced each population to one individual by selecting the individuals with the highest number of sequenced loci. The final data set consisted of 53 individuals (106 haplotypes) and 2105 randomly chosen SNPs. We applied a gamma prior for ( = 1, = 200) and uniform hyperprior for speciation rate in the Yule model. SNAPP was run until the effective sample size (ESS) values were greater than 200 after sampling every 1000 generations and discarding the first 10% of the samples as burn-in. ESS values and likelihood plots were visualized in Tracer v.1.6 (Rambaut et al. 2014) . The analysis was repeated three times, each time choosing a new random SNP per locus and the complete tree sets were visualized using DensiTree (Bouckaert 2010) . We then used TreeAnnotator v.1.8 (Rambaut and Drummond 2008) to determine the Maximum Clade Credibility tree and posterior probability values for each repetition. Notes: In the species-wide models, values for the Holocene growth rates for each lineage were drawn from a single prior distribution, while for the lineage-specific models these values were drawn from prior distributions specific for each lineage. Posterior probabilities were estimated using two approaches: the standard rejection approach by Pritchard et al. (1999) and the weighted multinomial logistic regression by Beaumont (2008) .
To further validate the lineage tree inferred with SNAPP, we used TreeMix to estimate the maximumlikelihood tree for the lineages identified by the population structure and phylogenomic analyses of the concatenated data set. TreeMix uses as input a set of population allele frequencies and assumes biallelic, unlinked sites (Pickrell and Pritchard 2012 ). Therefore, we followed a similar approach as in SNAPP analysis, that is, we retained only one randomly chosen SNP per locus and excluded SNPs with more than two nucleotide states across populations. The analysis was performed on the "full" data set with the outgroups (P. exigua and P. frondosa) combined into one population. The analysis was repeated 20 times, each time choosing a random SNP per locus (the total SNP number varied between 1777 and 1808 across repetitions), and for each SNP repetition we ran 100 bootstrap replicates. A 50% majority rule consensus of the trees across all SNP repetitions and bootstrap replicates was computed with SumTrees.
Hypothesis Testing
We evaluated the two alternative hypotheses (i.e., interglacial contraction vs. expansion) on the responses of cold-adapted species to Late Quaternary glaciations in a statistical phylogeography framework by integrating genomic data with the results of SDMs. For each of the two hypotheses, we tested two distinct models that differed with regard to lineage growth rates during the Holocene (see Table 1 ). In one model, we used a single prior distribution (referred to as "species-wide" model hereafter) to draw values for each lineage's growth rates, which were inferred from the cell counts of SDMs across the entire range of P. farinosa through time. In the other model, we used different, lineage-specific prior distributions (referred to as "lineage-specific" model hereafter) inferred from region-specific cell counts of SDMs through time (see the "Spatial projections and distribution-through-time VOL. 66 analysis" section). We additionally included a null model with constant population sizes through time to account for potential range shifts without demographic changes (Table 1) . To estimate the posterior probabilities of the five models and the parameters of the model selected from the best fit between observed and simulated genomic data, we used ABC (Beaumont 2010; Csilléry et al. 2010; . We briefly outline below the ABC procedure [see also Ray et al. 2010; Cornuet et al. 2014; Patiño et al. 2015 for details on implementation]. We used the program fastsimcoal v. 2.5.0.2 (Excoffier et al. 2013 ) to perform 10 6 coalescent simulations of genomic diversity under each of the five models for the Quaternary biogeographic history of P. farinosa. The model parameters were either fixed across all simulations and models (i.e., lineage tree topology, current population sizes) or randomly drawn from uniform prior distributions (i.e., growth rates, divergence times, migration times and rates, mutation rates; Table 2 ). Fixed parameters and prior distributions of parameters for each model were informed by the results of SDM and molecular analyses, and by information drawn from published studies, as detailed below: i) Four main lineages were defined for the ABC analyses from the results of the STRUCTURE and phylogenomic analyses of the concatenated data set.
ii) The time frame for the splits among the four lineages of P. farinosa was defined as follows. Table 2 ). The order of lineage splits was inferred from the trees estimated with SNAPP and TreeMix (see the "Results" section). Strong intraspecific lineage differentiation is commonly interpreted as pre-LGM diversification in phylogeographic studies [see Schönswetter et al. 2005 for a review], thus the results of our molecular analyses (see above and in the "Results" section) justified a pre-Holocene prior distribution for the age of the most recent split in our models. Divergence times for all splits were sampled from uniform prior distributions (Table 2) . Time was expressed in number of generations by assuming an average generation time of 5 years (personal observation).
iii) Effective population sizes (N) of extant lineages (Table 2) were inferred from relative sizes estimated by SNAPP analysis and converted to absolute values by reference to population sizes of other short-lived perennial plants (Gossmann et al. 2010) .
iv) Time intervals of demographic expansions and contractions were bracketed by transition time points (treated as fixed parameters in the models) inferred via visually identifying changes in the number of suitable cells predicted by the models of the distribution-through-time analysis. We thus identified three time intervals with different demographic trends (see the "Results" section).
v) Prior distributions for population growth rates were calculated from changes in the counts of climatically suitable cells of SDMs at the beginning and the end of each time interval during which a demographic change was detected (see the "Results" section). The bounds (r) of the prior distributions for growth rates were obtained using the formula of Excoffier et al. (2013) , which assumes exponential population growth
where N 0 and N t are the population sizes, expressed in number of suitable cells, at the beginning and at the end of each time interval, respectively. Negative and positive growth rates imply population contraction and expansion, respectively, backwards in time.
For the interglacial expansion models (both lineage-specific and species-wide), we estimated the lower and upper bounds of the prior distributions of growth rates for each time interval as follows. The lower bound was inferred from the model ensemble that showed the smallest change of climatically suitable cells during the interval; hence, N 0 and N t were obtained from a single SDM ensemble for each interval. On the other hand, to account for SDM uncertainty, the upper bounds were inferred by calculating the change of climatically suitable cells between the minority and the consensus SDM ensembles (i.e., N 0 and N t were obtained from the two extreme SDM ensembles). For the interglacial contraction models, growth-rate priors were defined by using the additive inverse of lower and upper bounds of the interglacial expansion models. Growth rates were sampled from uniform priors for both expansion and contraction models. vi) Connectivity providing opportunity for migration between lineages was inferred from the paleodistribution maps. Migration was also inferred from the results of phylogenomic analysis of the concatenated data set using random allele selection, where closely related populations of a lineage appeared paraphyletic, probably due to introgression with another lineage (Eaton and Ree 2013; see the "Results" section). Migration rates and times were sampled from uniform distributions provided in Table 2 .
vii) Mutation rates were sampled from a uniform distribution with a lower bound of 0.05×10 −8 and an upper bound of 5×10 −8 substitutions/site/year, based on previously published estimates for Primulaceae and other annual and perennial plants (Zhang et al. 2001; Gossmann et al. 2010 ).
For each of the 5×10 6 parameter value combinations (10 6 for each model), we simulated 1424 independent diploid loci of 90 bp length in all 144 individuals used in our study, maintaining the same size of the empirical data set that was used to estimate the genomic diversity of P. farinosa (see the "Population structure and genomic diversity" section). For each simulated locus, we randomly introduced the same amount of missing genotypes in each lineage as in our observed data set (Cornuet et al. 2014) .
For each simulated data set, we calculated the same two summary statistics used in the genomic diversity analysis of the empirical data set: expected allelic richness and private allelic richness for each of the four main lineages (as in François et al. 2008) , for a fixed sample size of 10 diploid individuals (20 sequences) as point estimate. We chose these two statistics because they explicitly account for different sample sizes among lineages. Additionally, commonly used summary statistics of genetic diversity (i.e., F ST , w, and ) calculated from genomic data generated by RRLs are known to deviate considerably from real values due to missing haplotypes, so they are inappropriate for demographic inferences (Arnold et al. 2013) .
To estimate the posterior probabilities of the five tested models (i.e., the fit between observed and simulated data under each model), we first calculated the Euclidean distance between the observed and simulated 724 SYSTEMATIC BIOLOGY VOL. 66 summary statistics (standardized across all simulations for each model), following Beaumont et al. (2002) . We subsequently followed two approaches. The first approach is a standard rejection procedure proposed by Pritchard et al. (1999) . For each of the five models, we retained the 5000 simulations with the smallest Euclidean distances to the observed summary statistics. The retained simulations for each model were combined and the final 25,000 simulations were ordered by ascending Euclidean distances recomputed on summary statistics standardized with common mean and standard deviation (Ray et al. 2010; Patiño et al. 2015) . The posterior probability of each model was then computed as the proportion of simulations executed under the respective model that were included in the set of 1000 top simulations with the smallest distances (Estoup et al. 2004; Miller et al. 2005) . The second approach, proposed by Beaumont (2008) , uses a weighted multinomial logistic regression procedure to compute the posterior probability for each model. For each model, we used again the 5000 simulations closest to the observed data and the R package "abc" (Csilléry et al. 2012) .
Given the uncertainty associated with the choice of certain demographic parameters (e.g., divergence times), we further evaluated the fit of the model with the highest posterior probability to the observed data. We computed the likelihood of the observed data under a postsampling regression adjustment (ABC-GLM; Leuenberger and Wegmann 2010 ) and compared it with the likelihood of the 1000 retained data sets (simulations with the smallest distance to the observed data set under the respective model) using ABCestimator ). The reported P value represents the fraction of the retained simulations with a smaller or equal likelihood .
To estimate the parameters of the model with the higher posterior probability, we used the general linear model postsampling regression adjustment approach implemented in ABCestimator (ABC-GLM; Leuenberger and Wegmann 2010) . The ABC-GLM approach aims at establishing a simple statistical model among used model parameters and summary statistics. Because this model is known to fit well locally around the observed data , postsampling adjustment and parameter estimation was carried out using the 1000 top simulations. We report the mode of the posterior distribution and the 95% highest posterior density (HPD) interval for each parameter.
RESULTS
Species Distribution Modeling
All five SDM techniques showed very good performance, with average AUC values ranging between 0.9224 and 0.9945 (values higher than 0.9 indicate excellent performance in terms of true positive rates; Pearce and Ferrier 2000) and TSS values between 0.786 and 0.9502 (values higher than 0.6 indicate strong agreement between the training and the validation data; Landis and Koch 1977; Supplementary Table S3 , available on Dryad), reflecting appropriate selection of climatic variables. In addition to the observed distribution of P. farinosa in Europe, the predicted distribution also included regions where the species occurred in the past, but now is extinct or nearly extinct (e.g., Denmark, Poland, Ukraine, Croatia, Scotland; Fig. 3 ; see the "Discussion" section) and regions where close relatives occur (e.g., P. exigua in Balkan peninsula and P. scandinavica in Norway).
Ensemble projections of SDMs into past climates consistently predicted climatically suitable regions for P. farinosa that overlap with areas included in the current distribution of the species: the southwestern Alps, Iberia (Pyrenees, Cantabria), the British Isles, and a large part of France, including the Massif Central ( Supplementary  Fig. S1 , available on Dryad). Scandinavia, where the species currently occurs, was predicted as suitable only after the LGM and mainly during the Holocene, after the peninsula became ice-free ( Fig. 3; Supplementary Fig. S1 , available on Dryad).
In the distribution-through-time analysis across the entire range of P. farinosa, the four ensemble projections (i.e., Minority, Majority 3, Majority 4, and Consensus) showed similar patterns of predicted range expansions and contractions across the last 72 ka, even though the specific numbers of predicted suitable cells through time varied among them (Supplementary Table S5 , available on Dryad; Fig. 7a ). Projections-through-time predicted an initial range contraction during the middle stages of the last glacial period in Europe (72-64 ka BP), then a relatively stable range until the end of the glaciations about 10 ka BP, followed by continuous range expansion during the Holocene (10 ka BP to present times).
The region-specific distribution-through-time analysis showed differential predicted range expansions (expressed in increases in the number of climatically suitable cells) within each region during the Holocene ( Supplementary Fig. S2 , available on Dryad). Range expansion was particularly pronounced in the Carpathians, followed by the Alps and Northern Europe. Range expansion was less pronounced in Iberia, where only the minority and consensus ensembles showed a relatively distinct increase in number of suitable cells ( Supplementary Fig. S2 , available on Dryad).
Molecular Analyses
Attributes of nextRAD data.-We obtained a total of 327,689,814 raw, single-end Illumina reads of 101 bp length. After removing the reads identified as organellar DNA, trimming and quality-control filtering, we retained a total of 208,064,697 reads of 90 bp length (Supplementary Table S6 , available on Dryad) that were used in subsequent STACKS analysis. STACKS pipeline identified 17,595 loci for the full data set and 16,009 loci for the ingroup data set shared in at least two populations for each data set. A total of 154,990 SNPs were called in the full data set and 136,019 SNPs in the ingroup data set.
Using a 60% threshold of missing data per locus (see above), we obtained a relatively equal ratio of missing genotypes across the four lineages of P. farinosa. This threshold resulted in a total of 37% missing data for the ingroup data set and 38.4% for the full data set (see Appendix 1), and was further used for all subsequent STRUCTURE and phylogenomic analyses.
Population structure.-For the majority of the 20 repetitions, STRUCTURE assigned all populations to four groups (K = 4), corresponding to the four main geographic areas (Fig. 4a) . Specifically, based on our first criterion (i.e., likelihood distribution begins to plateau or decrease), 19 STRUCTURE runs supported four distinct groups and only one supported two. Based on our second criterion ( K), 15 runs supported four groups, whereas 5 supported K values between 2 and 9.
Population genomic diversity.-We obtained estimates of the mean number of distinct alleles (i.e., allelic richness) and the mean number of private alleles (i.e., private allelic richness) across the four lineages for subsamples of 2-20 sequences (10 diploid individuals) and 1424 loci (Fig. 4b) . Alpine populations had on average the highest allelic richness across most investigated sample sizes, followed by the Northern populations, the Carpathian populations, and finally the Iberian populations. Carpathian populations had the highest number of private alleles per locus followed by the Alpine, the Iberian, and the Northern populations. topologies (Fig. 5) . The Carpathian, Iberian, and Northern populations formed three monophyletic groups, consistent with STRUCTURE results, with the Northern lineage receiving lower statistical support under the IUPAC method (58.9%; Fig 5a) . The Alpine populations formed an unresolved polytomy with the Northern and Iberian populations in the IUPAC approach. Under the random allele-choice approach, the Alpine populations were paraphyletic, for the southwestern Alpine samples formed a clade that was more closely related to the Iberian clade than to the rest of the samples from the Alps, with 89.4% of the trees supporting the respective clade (Fig. 5b) .
TreeMix and SNAPP analyses resulted in identical tree topologies. Specifically, all three replications in the SNAPP lineage-tree analyses yielded the same wellsupported topology (posterior probability of all nodes = 1; Fig. 6a) , with an initial divergence between the Carpathian and the rest of the European lineages, followed by a divergence of the Iberian from other WestEuropean lineages, and finally a divergence between the Alpine and the Northern lineages. All runs converged after 3-4 million generations. When using different priors in trees with few internal nodes, SNAPP is expected to produce unstable estimates of parameter (i.e., the product of mutation rates and effective population sizes; Rheindt et al. 2014) , hence of effective population sizes. In our analyses, while the relative between lineages remained the same when using different priors, the absolute varied greatly. Therefore, we relied on relative population sizes across the four lineages derived from SNAPP analysis for the coalescentbased simulations (Supplementary Table S7, available Phylogenomic analyses: Maximum-likelihood trees from 2006 loci, comprising 180,540 aligned and 21,781 variable positions. Terminals represent haplotypes obtained with two different approaches for handling heterozygosity: a) All heterozygous SNP positions in each individual were replaced with IUPAC ambiguity codes; statistical support was estimated from 1000 bootstrap replicates; b) Haploid sequences were generated for each individual by randomly selecting one of the two alleles at each heterozygous locus; statistical support was obtained by repeating the haplotype-generation process 1000 times. Both trees were rooted using the two outgroup species, P. exigua and P. frondosa. Note that the scale of branch lengths differs between the two trees.
supported the same topology, with support values ranging from 0.94 to 1.
Hypotheses Testing
The results of the independent molecular and SDM analyses were incorporated in the five demographic models as follows (see also the "Hypotheses testing" section in Materials and Methods). For the interglacial expansion models, we assumed size contraction starting at 72 ka BP (at the onset of Mid-Glacial) and lasting until 64 ka BP, size expansion starting at the onset of Holocene (10 ka BP) and lasting until present times as indicated by the distribution-through-time analysis (Fig. 7a) , and stable linage population sizes between the two time intervals. These time intervals were inferred from the distribution-through-time analysis. For the interglacial contraction models, we assumed size expansion between 72 and 64 ka BP and size contraction starting at 10 ka BP until present times. These demographic transitions closely resemble the two-epoch demographic model with exponential population growth (Shapiro et al. 2004; Crandall et al. 2012) . The values used to inform the exponential growth rates for the species-wide models are shown in Figure 7a and in Supplementary Table S5 , available on Dryad, while the ones used to inform the growth rates for the lineage-specific models are shown in Supplementary Figure S2 , available on Dryad.
We assumed migration between the Alpine and Iberian lineages during LGM, as indicated by the connectivity of the two regions in the paleodistribution maps ( Fig. 7 map inset; Supplementary Fig. S1 , available on Dryad) and by relatedness between the southwestern Alps and Iberia revealed in the phylogenomic analyses (Fig. 5b) .
Both model-choice procedures provided strong support for the species-wide interglacial expansion model, with 0.72 and 0.76 posterior probabilities under the standard rejection and the weighted multinomial logistic regression procedure, respectively (Table 1) . The second best model was the null model (no population size changes), with 0.23 and 0.16 under the standard rejection and the weighted multinomial logistic regression procedure, respectively. Additionally, the species-wide contraction model received very low support (0.05 and 0.08 posterior probabilities). The lineage-specific models received no support by the two model-choice procedures. The estimated P value produced by ABCestimator was 0.09, indicating a good fit of the species-wide interglacial expansion model to the observed data. Therefore, we will mostly refer to the results of the species-wide interglacial expansion model in the "Discussion" section.
The demographic parameter estimates under the species-wide interglacial expansion model are provided in Table 2 and in Figure 7b 
DISCUSSION
In this study, we investigated the effects of Late Quaternary climatic fluctuations on the range dynamics of the cold-adapted plant P. farinosa. The combination of recent methodological advances, both experimental (generation of large amounts of genomic data) and analytical (explicit modeling of demographic variables), with newly published data (high-resolution paleoclimatic layers) allowed us to explicitly test contrasting hypotheses (interglacial contraction vs. interglacial expansion) on the response of cold-adapted species to past climatic cycles. The present study thus demonstrates the potential of integrating genomic and climatic data into a rigorous hypothesis-testing approach to discriminate between alternative demographic models. Our results provide the first empirical evidence for interglacial demographic expansion of a cold-adapted plant during the Late Quaternary, implying that such species need not necessarily respond to warming trends by contracting their range, as suggested in previous studies.
First Empirical Evidence for Interglacial Range Expansion in a Cold-Adapted Species
The statistical phylogeographic approach used in our study provided strong support for the specieswide interglacial expansion of P. farinosa (Fig. 7) and much lower support for the null model of constant population sizes and for the species-wide interglacial contraction model (Table 1) . Moreover, models in which a) b)
FIGURE 7. Overview of the interglacial expansion model for cold-adapted species (see Fig. 1 ) supported by statistical phylogeographic analyses of P. farinosa: a) Number of predicted suitable pixels through time inferred from SDM ensembles, with example of paleodistribution at 24 ka BP in inset map; b) The species-wide interglacial expansion model for the spatiotemporal evolution of P. farinosa informed by the order of lineage splitting in Figure 6 and predicted demographic fluctuations in a). The Carpathian lineage split first, followed by the Iberian lineage and by the final divergence between Alpine and Northern lineages. Estimated times (modes of posterior distributions) of lineage splitting, demographic transitions, and migration are indicated by gray dashed lines (T 1 to T 7 ). We assumed bidirectional migration between the Alpine and the Iberian lineage during the LGM (estimated migration time at 25.58 ka bp), when the species range likely extended between the Alps and Iberia (inset map). Fluctuations in the predicted distribution of P. farinosa during the Late Quaternary were incorporated in the phylogeographic model as exponential population decay at the onset of the Mid-Glacial (between 72 and 64 ka bp) and exponential growth during the Holocene (10 ka bp to present times), as indicated by the distribution through time analysis in a). Estimated growth rates are provided in Table 2 . Symbols correspond to time (T), population sizes (N), migration rate (m), and exponential rates (r; see also Table 2 ). demographic responses were lineage-specific were not supported, suggesting that the prior distributions for lineage-specific growth may be too narrow and restrictive. Taken together, these results indicate a significant Holocene expansion for P. farinosa as a whole. These results contrast with the expectation that the observed distribution of cold-adapted species currently fragmented in high altitude and latitude regions reflects the consequences of postglacial contraction processes (Hewitt 2004; Ehrich et al. 2007; Provan and Bennett 2008; Stewart et al. 2010 ). This classical scenario has indeed been supported in many case studies (e.g., Kropf et al. 2003; Dalén et al. 2007; Espíndola et al. 2012) . For example, employing the same paleoclimatic data set used in our study (but at much lower resolution), Espíndola et al. (2012) identified significant postglacial contraction for Trollius europaeus, a cold-adapted plant species with distribution and climatic niche that largely overlap with those of P. farinosa. This discrepancy could be attributed to the fact that T. europaeus is a better competitor, found in comparatively more nutrient-rich habitats (Hitchmough 2003) , attributes that may have allowed for its broader distribution during the last glacial period, followed by interglacial contraction. In stark VOL. 66 contrast, our study supports interglacial expansion for a cold-adapted species, providing the first empirical evidence for a model that had been proposed based mainly on theoretical considerations (Birks 2008; Stewart et al. 2010) , as explained below.
The interglacial expansion hypothesis has been suggested as an alternative to the hypothesis of interglacial contraction for cold-adapted plants that may be either weak competitors and/or intolerant of drier climate (Schmitt 2007; Birks 2008) . During the last glacial period, a large number of such cold-adapted species may have been excluded from the dry glacial steppes of central Europe (Harrison and Prentice 2003; Fletcher et al. 2010 ) that were mainly dominated by boreal dwarf shrubs (Tzedakis et al. 2013) . Additionally, the coldadapted plants that are predicted to have experienced postglacial expansion are currently not restricted to high alpine habitats, having wider ecological preferences than obligate alpine species (Ronikier et al. 2008b) . Being tolerant of warm temperatures, these species may have initially persisted in lowland refugia during glacial maxima, from which they expanded when glaciers retreated and temperatures started to rise during the Holocene (Birks 2008) , resulting in postglacial expansion (see Fig. 1, bottom panels) . Nevertheless, while the leading edges of these species kept expanding to higher altitudes and latitudes during interglacials, competition from large herbs, shrubs, and trees tended to confine them to treeless refugia, such as river gravels, cliffs, and wetlands (Birks 2008) . Indeed, P. farinosa is a weak competitor (Lindborg and Ehrlén 2002) that prefers mostly wet, open microhabitats (Theodoridis et al. 2013) , factors that may not have allowed for an extensive European distribution during the last glaciation while favoring its postglacial expansion, as our results indicate (Fig. 7) . Furthermore, P. farinosa's tolerance for a range of temperatures (Theodoridis et al. 2013 ) may have enabled the persistence of populations at warmer, lower altitudes during interglacials, as currently observed in the Carpathians and Alps (Fig. 2) , and the colonization of higher-latitude and altitude open habitats that became available following glacial retreat, resulting in its broad current range. Along with the expansion of P. farinosa into newly available habitats, the increasing temperature during the Holocene may have provided opportunities for temperate species to gradually invade the lowland habitats of P. farinosa, decreasing its lowland populations and restricting it to open habitats, such as calcareous fens (Hájek et al. 2011) , where competitive temperate species do not typically occur (Hájek et al. 2006 ).
Multiple Sources of Postglacial Colonization
Given that European mountain systems were extensively glaciated during the LGM, it has been suggested that most plants specifically adapted to montane environments survived in peripheral and lowland refugia (Schönswetter et al. 2005 ; Holderegger and Thiel-Egenter 2009). Our results, namely, paleodistribution maps ( Supplementary Fig. S1 , available on Dryad) and strong lineage differentiation (Fig. 4a, Fig. 6 ), fit this scenario, suggesting that the southern lineages of P. farinosa probably survived the LGM in isolated regions of southern Europe in proximity of glaciated mountain systems (i.e., Carpathians, Alps, and Pyrenees), where wetter areas were available. These regions most likely served as multiple sources for postglacial colonization of the European mountains. Previous studies on mountain species have also suggested similar postglacial colonization patterns within the southern European mountain ranges (Després et al. 2002; Schmitt et al. 2006; Ronikier et al. 2008a; Schorr et al. 2013) , however with no explicit analysis of population-and range-size dynamics, as performed in the present study.
The pre-LGM divergence of the Northern and Alpine lineages (Fig. 7b) and the predicted occurrence of P. farinosa in the British Isles during the LGM ( Supplementary Fig. S1 , available on Dryad) indicate that this latter region probably served as source for the colonization of Scandinavia and the Baltic region after the retreat of glaciers from the North Sea, a hypothesis that was previously suggested for other members of Primula sect. Aleuritia (Hultgård 1990) . Corroborating this hypothesis, fossil seeds attributed to species of Primula sect. Aleuritia found in Pleistocene deposits of southern UK indicate that primroses occurred in this region during the last glacial period (Hultgård 1990 ). Additional palynological evidence for the occurrence of other cold-adapted species in the British Isles during the LGM (Kelly et al. 2010) indicates that this area might have served as a source for postglacial colonization of Northern Europe. Our findings thus lend further support to the hypothesis of northern cryptic glacial refugia for cold-adapted species (Tzedakis et al. 2013) .
Potential Corridors That Enabled Migration among Refugia
in Europe Dispersal plays a key role in species and population persistence, especially in fragmented systems under rapid climatic change, via promoting (re)colonization of habitat patches and gene flow between isolated populations (Watkinson and Gill 2002) . In our study, a part of France is predicted as climatically suitable for P. farinosa during the Mid-Glacial and LGM ( Fig. 7  map inset; Supplementary Fig. S1 , available on Dryad), although it currently harbors no known occurrences of the species. The predicted climatic suitability for P. farinosa, coupled with fossil evidence of a lowland steppe-tundra in this region during LGM (Peyron et al. 2005) , suggests that suitable environmental corridors between the southwestern Alps and the Pyrenees may have existed during the LGM. These corridors may have allowed for dispersal across these regions through a patchy distribution of P. farinosa populations in Western Europe. The biogeographic link between the Alps and the Pyrenees is reflected in the inferred phylogeny of Figure 5b , where the southwestern Alpine populations are more closely related to Iberian populations than to other Alpine populations. Previous studies have also provided genetic evidence for glacial links between the Pyrenees and the southwestern Alps (Després et al. 2002; Schmitt and Hewitt 2004; Schönswetter et al. 2009; Charrier et al. 2014) or even postglacial, long-distance dispersal between the two regions (Schönswetter et al. 2002) . The results of our study further emphasize the importance of maintaining connectivity among isolated habitats for species persistence and diversity under climatic fluctuations, especially in fragmented systems such as the current habitats of cold-adapted species.
Implications for the Future of P. farinosa Under Global
Change Despite the suggested Holocene expansion of P. farinosa (Fig. 7) and the current predicted climatic suitability of several lowland regions in Europe for this cold-adapted species (Fig. 3) Gajewski et al. 2013; Denmark: Sørensen et al. 2014) in recent decades, mainly due to human-driven changes in its wetland microhabitats, such as fens. These changes might have allowed for the invasion of more competitive, temperate species, as discussed above. Furthermore, the species is listed as "vulnerable" in Great Britain (Cheffings et al. 2005) , Slovakia (Turis et al. 2014) , and Romania (Coldea et al. 2009 ). Thus, despite the recent expansion of P. farinosa supported by our analyses, its current threatened status in several countries indicates that modern human activities leading to the destruction of natural habitats may hinder the persistence of cold-adapted species and threaten their diversity.
Conclusions
In this article, we demonstrate the importance and utility of combining tools from different research fields, including ecology, population genomics, phylogenomics, and modeling, to test alternative hypotheses, estimate past demographic variables, and infer detailed phylogeographic scenarios of species evolution. Our results provide novel evidence to explain the persistence and range dynamics of cold-adapted species through Late-Quaternary climatic oscillations in Europe. In sharp contrast with the classic hypothesis of cold-adapted species attaining broader distributions during glacial maxima, this is the first study to provide sound evidence for the interglacial expansion of a coldadapted plant at the European continental scale. By improving our understanding of past species responses to climatic oscillations, our results should allow us to make better predictions about how cold-adapted species might react to current and future human-driven changes. , Euclidean distance of observed missing data distribution from the expected nonstructured distribution across the data set) for different missing data thresholds. The missing data threshold corresponds to the percentage of genotypes a locus is allowed to lack. Lower values of the metric indicate a nonstructured, random distribution of missing data across the four main lineages of P. farinosa, whereas higher values indicate a structured, nonrandom distribution. Each value of the metric is an average value across all loci for the respective threshold. Vertical bars show standard error. The vertical dashed gray line represents the missing data threshold chosen for this study. Including loci under this threshold of missing data (60%) allowed us to recover a geographic genetic structure. The horizontal dashed grey line indicates a value of where the distribution of missing genotypes in the dataset shows a strong bias. Values for were obtained both for the ingroup (P. farinosa only) and the full (P. farinosa, P. exigua and P. frondosa) datasets. Numbers in parentheses show the total number of loci for each threshold. missing data represent an important potential source of bias both in population structure (Clayton et al. 2005; Patterson et al. 2006 ) and phylogenomic (Rubin et al. 2012) inferences. On the other hand, a reduced data set consisting only of loci with low amounts of missing data results in lower accuracy of estimated phylogenetic and phylogeographic relationships by disproportionately excluding loci with the highest mutation rates (Huang and Knowles 2014) . To date there is a lack of consensus on whether to include or exclude loci with large amounts of missing data in studies using RRL approaches.
SUPPLEMENTARY MATERIAL
The initial analysis of our genetic data set indicated a phylogeographic structure that was consistently recovered above a certain threshold of missing data defined as the allowed percentage of missing genotypes per locus. We thus explored our data set for potential structured patterns (i.e., nonrandom distribution) of missing data that could bias the phylogeographic signal. To facilitate the identification of such patterns, we developed a simple metric called , analogous to Pearson's Chi-squared statistic, which quantifies the Euclidean distance of the observed data set from an expected data set with nonstructured (i.e., random) distribution of missing data across taxa. Consider a data set of one locus and two taxa where N t1 and N t2 are the total sample sizes per taxon and N 1 and N 2 the amount of missing genotypes for each population at a specific locus. Then, the observed ratios of missing data for each taxon are
and the expected ratios given a nonstructured distribution (equal ratios across taxa) of missing data across the data set are given by
The normalized Euclidean distance of the observed from the expected data set equals
where n is the total number of taxa in the data set and 0 1. In order to apply the metric to our data set, we grouped taxa based on the respective geographic lineages. We thus defined four geographic groups for the ingroup (Alps, Carpathians, Iberia, and North) data set and a fifth one (the Balkans) for the outgroup data set. We calculated the metric in Equation (A.2) for a range of missing data thresholds (from 0.5% to 95%, at 0.5% intervals) averaged across all loci at the respective threshold.
Missing Data Threshold Selection
Initial evaluation of different values of the metric indicated that missing genotypes of loci with > 0.4 showed a strongly biased distribution among the four groups. Additionally, our initial STRUCTURE and phylogenomic analyses revealed a geographic structure (K value and number of monophyletic clades) of the four P. farinosa lineages only after including loci above the threshold of 60% missing data per locus. The average metric across all loci for the ingroup data set at the 60% missing data threshold was 0.129 ( Fig. A.1) , indicating a nonstructured distribution with relatively equal ratios of missing genotypes across the four groups. Similar values were obtained between 50% and 90% of missing data thresholds. Eta values for the full data set were higher ( = 0.22 at 60% threshold; Fig. A.1) , due to the fact that genotypes for many loci were missing mainly in the outgroup species. For the downstream analyses, we chose the 60% missing data threshold, representing the lowest threshold that allowed us to recover the above mentioned phylogeographic structure. The 60% threshold resulted in 37% of total missing data in the ingroup data set and 38.4% in the full data set. Additionally, the number of loci with >0.4 at 60% missing data threshold in the ingroup populations was very low (8 out of 2055).
