Abstract. We extend Minkowski's results on successive minima of lattice points in Eulidean space to the setting of S-adic numbers. We use this to establish the corresponding Mahler's compactness criterion on homogeneous spaces.
Introduction
The space of unimodular lattices in R n can be identified with the homogeneous space X = SL n (Z)\SL n (R) via the correspondence Z n g ↔ SL n (Z)g where g ∈ SL n (R). It is proved by Mahler [9] that a subset R of X is relatively compact if and only if nonzero elements of the corresponding unimodular lattices are separated from zero. This phenomenon is called Mahler's compactness criterion and it is used in many results of dynamical approach to number theory. We refer the readers to survey papers [2] , [3] and [5] and references there for more details.
Let S be a finite (non-empty) set of places of a global field K containing all the archimedean ones. The connection between dynamics and number theory also spread to the S-adic case where the corresponding case of Mahler's criterion plays an important role. The extension of Mahler's criterion to the S-adic case may be known to experts but it can not be found in the literature. Some special cases are written according to the aims of the papers. For example, [6] established the case for K = Q and [4] established the case for K = F[X] (F is a finite field) and S contains a single place corresponding to X −1 .
In this paper we prove a general S-adic version of Mahler's compactness criterion. For each place v, let K v be the completion of K at v. We consider K as a subring of K S = v∈S K v via the natural embedding K → K v . We consider K S as a topological ring via the product topology of locally compact field K v . Let I S be the ring of S-integers of K, i.e.
I S = {a ∈ K : a is integral in K v for any place v ∈ S}.
It is well-known that for each integer n, the additive group I n S ⊂ K n S is a cocompact lattice. We consider K n S as row vectors with entries in K S so that the linear group SL n (K S ) acts naturally via right multiplication of matrices. The main result of this paper is Theorem 1.1. A set R ⊂ SL n (I S )\SL n (K S ) is relatively compact if and only if the subset {ξ ∈ I n S g : ξ = 0, g ∈ SL n (K S ) and SL n (I S )g ∈ R} of K n S is separated from zero. We will prove the above theorem by extending Minkowski's geometry of numbers to the S-adic case. Let vol be the normalized Haar measure on the additive group K n S (see Section 2). Let Γ ⊂ K n S be a discrete I S module with covolume cov(Γ) finite. Let B r (K n S ) be the ball of radius r centered at 0 in K n S with respect to the normalized norm (see Section 2). For each integer 1 ≤ m ≤ n, the m-th minimum of Γ is defined by
We remark that if K = Q and S = ∞, then we get the usual concept of successive minima of lattice points in R n . The S-adic version of Minkowski's theorem on successive minima (see e.g. [11] Chapter IV §1) is Theorem 1.2. Let Γ ⊂ K n S be a discrete I S module with finite covolume and ι m (1 ≤ m ≤ n) be the m-th minimum defined in (1.1) . Then
where |S| is the number of elements in S, the implied constant depends on K and S.
After proving Theorem 1.2 in Section 4 we will estimate the covering radius of discrete I S modules with finite covolume. Both of the results will be used in a subsequent paper on the effective discreteness of Markov spectrum of S-adic quadratic forms which is a generalization of the main results of [7] .
Preliminaries: notations
Let K be a global field, i.e. K is either a number field or a function field. An absolute value is a map | · | : K → R ≥0 which satisfies:
(1) For a ∈ K one has |a| = 0 if and only if a = 0.
(2) |ab| = |a| · |b| for all a, b ∈ K. (3) There exists a positive real constant C such that |a+b| ≤ C max{|a|, |b|} for all a, b ∈ K. Two absolute values | · | and | · | ′ on K are said to be equivalent, if there is a positive number s such that | · | s = | · | ′ . The trivial absolute value on K is the one which sends every nonzero element of K to 1. A place of K is an equivalence class of non-trivial absolute values on K. Let P be the set of places of K. For each v ∈ P , the unique (up to isomorphism) completion of K with respect to the induced topology is denoted by K v . For each v ∈ P there is a normalized absolute value | · | v representing it. If K v is R (resp. C), then | · | v is (resp. square of) the usual absolute value. If K v is non-archimedean, we take I v to be the ring of integers and fix a uniformizer
v equals the number of elements in
In this paper n stands for a positive integer. If v is real (reps. complex) we take the norm · v on K n v to be Euclidean norm on R n (reps. square of the Euclidean norm on C n ). The reason for using the square of the usual norm on C n will be explained below. Here we remark that
So we does not go too far away from the triangle inequality. If v is non-archimedean we take the norm · v to be the sup norm with respect to the standard basis, that is
Let P 0 ⊂ P be the set of archimedean places of of K. We use σ and τ to denote the number of real and complex ones in P 0 . We take a finite (non-empty) subset S of P containing P 0 . The S-adic numbers and integers are defined as follows:
If K is a number field and S = P 0 , then I S is the ring of integers in the number field K. We consider K as a subring of K S via the natural inclusion K → K v . We define the absolute value and contents for x = (x v ) v∈S ∈ K S by:
Throughout the paper vol stands for the normalized Haar measure on the locally compact additive group K n v or K n S . On the space K n v , if v is archimedean then vol is induced from the standard inner or Hermitian product; if v is non-archimedean then vol(I n v ) = 1. On the space K n S , the normalized Haar measure vol is the product of the corresponding ones on K n v . In the sequel we will abbreviate dvol(ξ) by dξ.
We consider vectors as row vectors and places as levels. For example, elements of K n S are represented by (2.1)
where x i ∈ K S and ξ v ∈ K n v . We make it convention that row vectors are represent explicitly as the first part of (2.1), while column vectors are represented condensely as the second part of (2.1). The v component of an element in K n S will be denoted by the same symbol with a subscript v. Therefore x i,v is the v component of x i and ξ v = (x 1,v , · · · , x n,v ). We will omit the subscript 'v ∈ S' if there is no risk of confusion. We define the norm and contents for ξ ∈ K n S by
We remark that ξ + η ≤ 2( ξ + η ) for all ξ, η ∈ K n S . The group GL n (K v ) acts naturally from the right on K n v by matrix multiplication. The natural action of GL n (K S ) on K n S is consistent with the the natural identification
It is well-known (see e.g. [10] 
Now we explain why the norm on C n is convenient when working with contents. For any a ∈ I * S where I * S is the group of multiplicatively invertible elements of I S we have cont(a) = 1. Therefore for any ξ ∈ K n S and a ∈ I * S we have cont(aξ) = cont(ξ). Also for every g ∈ GL n (K S ) we have d(gξ) = cont(det(g))dξ.
Discrete I S modules
In this section, we use ideas of [6] Section 7 to study discrete I S modules. The following lemma shows that these modules are irreducible with respect to the decomposition
The following are equivalent:
Proof. It suffices to show that (1) implies (3). We prove it by induction on m. Write ξ i = (ξ i,v ) v∈S as in Section 2. Suppose that ξ 1 is linearly dependent over K S , then there exists w ∈ S such that ξ 1,w = 0. According to the strong approximation theorem (see e.g. [1] Chapter II §15), there is a sequence
Therefore c i ξ 1 → 0 which contradicts the assumption that Γ is discrete and establishes (3) in case of m = 1. Now suppose that (1) implies (3) for m−1 > 0. By the case for m = 1, we know ξ 1,v = 0 for every v ∈ S. So there exists g ∈ GL n (K S ) such that ξ 1 g = (1, 0, · · · , 0). The right multiplication of g on K n S is a K S linear isomorphism, so we can without loss of generality assume that
be the natural map. Since I S ξ 1 is a cocompact lattice in K S ξ 1 and Γ ⊂ K n S is discrete, the module ϕ(Γ) is discrete and ϕ(ξ 2 ), · · · , ϕ(ξ m ) are linearly independent over I S . In view of the induction hypothesis we have ξ 1 , · · · , ξ m are linear independent over K S .
Here to the end of this section let Γ ⊂ K n S be a discrete I S module. It follows from the above lemma that we can (and will) naturally identify Γ ⊗ I S K (resp. Γ ⊗ I S K S ) with K (reps. K S ) linear span of Γ in K n S which is denoted by KΓ (resp. K S Γ). We call the number dim K Γ ⊗ I S K the rank of Γ which is less than or equal to n. Moreover it is easy to see that Γ has rank n if and only if it is a lattice.
We call the Haar measure on the additive group
We call the covolume of Γ in L with respect to the induced measure the relative covolume of Γ and denote it by cov r (Γ).
We can describe the induced measure more explicitly as in [6] 
Let r be the rank of L and m be the rank of L ′′ . For each v ∈ S we choose basis
The corresponding push forward measures as above are denoted by µ v , µ ′ v and µ ′′ v . We denote the induced measures on L, L ′ and L ′′ by µ, µ ′ and µ ′′ . Since K S Γ ∩ K S Γ ′ = 0, the right hand side of (3.1) is the covolume of Γ + Γ ′ with respect to the Haar measure µ × µ ′ on L ′′ . Therefore it suffices to show that
First we assume that v is archimedean. There exists
Now we assume that v is non-archimedean. Let
is less than or equal to vol(I m v ). This proves (3.2) in the nonarchimedean case and completes the proof.
Successive minima
The aim of this section is to prove Theorem 1.2. The method is the same as that in [11] for the corresponding results in real case. Let Γ ⊂ K n S be a lattice. We use cov(Γ) to denote the covolume of Γ with respect to the normalized Haar measure vol on K n S . If Γ in addition is an I S module, then we have cov(Γ) = cov r (Γ) which is defined in the previous section.
Lemma 4.1. Let Γ ⊂ K n S be a lattice and let R ⊂ K n S be a measurable subset. Then there exists ξ ∈ K n S such that (ξ + R) ∩ Γ contains at least vol(R)/cov(Γ) points.
Proof. For any subset B of K n S we let E(B) be the number of points in B ∩Γ. Let χ R be the characteristic function of R and let F ⊂ K n S be a fundamental domain for Γ. Then
Therefore there exists ξ ∈ F such that (ξ+R)∩Γ has at least vol(R)/vol(F ) = vol(R)/cov(Γ) elements.
where R 1 is a convex subset of K n P 0 symmetric with respect to 0 and R 2 is a measurable additive subgroup of
It follows from the assumption on the vol(R) that vol(R ′ ) > cov(Γ). According to Lemma 4.1, we can find two distinct points γ 1 , γ 2 ∈ Γ and ξ ∈ K n S such that γ i − ξ ∈ R ′ . Therefore the nonzero element γ 1 − γ 2 ∈ R.
Here to the end of this section we assume that Γ ⊂ K n S is a discrete I S module with finite covolume. Let ι m (1 ≤ m ≤ n) be the m-th minimum of Γ defined in (1.1). It follows from Lemma 3.1 that there are K S linearly independent vectors ξ 1 , · · · , ξ n ∈ Γ with ξ m = ι m .
According to Lemma 4.2 for any 0 < t ≤ ι 1 we have
Recall that the ball of radius 1 in the n dimensional Euclidean space has volume π n/2 Γ( n 2 +1) and the ball of radius 1 in K v where K v a non-archimedean local field whose residue field has q v elements has volume 1 qv . Therefore
In the following lemma we prove a Gram-Schmidt orthogonal process for non-archimedean fields which will be used later. Proof. The idea is to choose entries of maximal absolute value. Write
First we choose i 1 such that ξ 1 v = |x 1i 1 | v and take
In general after l steps we have l different integers i 1 · · · , i l and norm one vectors η 1 , · · · , η l such that η j has i j -th entry 1 and i s -th entry zero for s < j. We set
, then it has i l+1 -th entry 1 and i s -th entry 0 for s < l + 1. The induction process gives m norm one vectors η 1 , · · · , η m . It is easy to see that they satisfy (4.2) and the required linear conditions. Lemma 4.5. Let Γ be a discrete I S module with finite covolume. Suppose that γ 1 , · · · , γ n ∈ Γ are linearly independent over K S with γ m (1 ≤ m ≤ n) equals the m-th minimum ι m of Γ. Then there exists g ∈ GL n (K S ) such that
and any non zero vector of Γ ′ = Γg has norm greater than or equal to one.
Proof. Suppose that γ i = (γ i,v ) v∈S where γ i,v ∈ K n v as in Section 2. By a Gram-Schmidt orthogonalization process (see Lemma 4.3 for the nonarchimedean case) for each v ∈ S we can find an orthonormal basis η 1,v , · · · , η n,v such that for every 1 ≤ m ≤ n the K v linear span of η 1,v , · · · , η m,v is the same as that of γ 1,v , · · · , γ m,v . We take
We claim that g satisfies the requirement of the lemma.
It is clear that g satisfies (4.3). Suppose that ζ = c 1 η 1 + · · · + c m η m ∈ Γ ′ where c i ∈ K S and c m = 0. We have
Since for every v ∈ S, the basis η 1,v , · · · , η n,v is orthonormal, we have
On the other hand for any 1 ≤ j ≤ m the K S linear span of η 1 , · · · , η j is the same as that of γ 1 , · · · , γ j . It follows from the definition of the m-th minimum that ζg −1 ≥ ι m . Therefore we have ζ ≥ 1. This completes the proof.
Lemma 4.6. Let Γ be a discrete I S module with finite covolume. Let
Proof. We prove the second inequality of (4.4) first. Suppose that g ∈ GL n (K S ) satisfies the conclusion of Lemma 4.5 and let Γ ′ = Γg. Then the first minimum ι ′ 1 of Γ ′ is greater than or equal to 1. Therefore
The inequality (4.1) with lattice Γ ′ and g = ι ′ 1 implies (4.6) (ι
Now (4.5) and (4.6) imply that
Now we prove the first inequality of (4.4). Let
After simplification we have
To prove Theorem 1.2 we need a balance between contents and norms of K n S . The following lemma is a generalization of [6] Lemma 7.8 and proof is the same. We write it down for completeness.
Lemma 4.7. For any ξ ∈ K n S with cont(ξ) = 0, there exists a ∈ I * S such that aξ |S| ≍ cont(ξ) where the implied contents only depend on K and S.
Proof. Suppose that S = {v 1 , · · · , v m }. We define map
It follows from Dirichlet's unit theorem (see [1] Chapter II §18) that the group ϕ(I * S ) ⊂ H is a cocompact lattice in H. Therefore there exists A > 1 which only depends on K and S such that for any (r 1 , · · · , r m ) ∈ H we can find a ∈ I * S with (4.8)
Suppose that ξ = (ξ v i ), then (
Proof of Theorem 1.2. Let γ 1 , · · · , γ n ∈ Γ be as in Lemma 4.6. Then it follows from Lemma 4.7 and the definition of minima that there exists C > 0 depending on K and S such that
for (1 ≤ m ≤ n). So Thoerem 1.2 follows from Lemma 4.6.
Let Γ ⊂ K n S be a discrete I S module with finite covolume. Since Γ is a cocompact lattice, there exists a positive number r such that (4.9)
B r (K n S ) + Γ = K n S . We call the infinimum of all the positive numbers r satisfying (4.9) the covering radius of Γ. The aim of the rest of this section is to give a lower and upper bound for the covering radius. 
where the implied constant depends on n, K and S.
Proof. Let γ 1 , · · · , γ n ∈ K n S be K S linearly independent vectors with γ i = ι i . We prove the left inequality of (4.10) by contradiction. If s < t = ιn max{4,qv:v∈S\P 0 } , then there exists r < t while (4.9) holds. Let
It follows form (4.9) and (4.11) that ξ = γ + ξ ′ for some nonzero γ ∈ Γ and ξ ′ ∈ B r (K n S ). Therefore γ ≤ 2 ξ + 2 ξ ′ < ι n . So the definition of n-th minimum forces that γ is in the K S span of γ 1 , · · · , γ n−1 . Then ξ ′ = ξ − γ is not in the K S span of γ 1 , · · · , γ n−1 . But ξ ′ < r < ι n which is a contradiction. This proves the first inequality of (4.10).
Since I S is a cocompact lattice in K S , there exists a positive number r such that B r (K S ) + I S = K S . For any ξ ∈ Γ we can find
, the second inequality of (4.11) follows.
Mahler's compactness criterion
The space X = SL n (I S )\SL n (K S ) can be identified with a subset of discrete I S modules of K n S with covolume equal to cov(I n S ). The image of g ∈ SL n (K S ) in X is denoted by [g] . The lattice corresponding to [g] is I n S g which is denoted by Γ g . The aim of this section is to prove Theorem 1.1. It is the S-adic version of Mahler's compactness criterion. Suppose that R is relatively compact. Let F ⊂ SL n (K S ) be a relatively compact subset with π(F ) = R where π : SL n (K S ) → X is the natural projection map. There exists C > 0 such that g −1 ξ ≤ C ξ for every ξ ∈ K n S . So (5.1) is satisfied. Now we prove the other direction. It follows from (5.1) and Theorem 1.2 that there exists ǫ > 0 such that the first minimum ι 1 and n-th minimum ι n of any lattice Γ ∈ R satisfy i ), 1, . . . , 1))h i then h i = f i h for some f i ∈ SL n (I S ). We claim that {h i g i : i ∈ N} has a convergent subsequence in GL n (K S ). It follows from (5.2) that det(h i ) = det(h i g i ) (i ∈ N) is bounded from above. By (5.3), we know cont(det(h i )) (i ∈ N) is bounded from below. Therefore |det(h i )| v (i ∈ N, v ∈ S) is bounded from below and above. Hence the claim follows.
Without loss of generality we assume that h i g i → g ∈ GL n (K S ). So h −1 f i hg i → h −1 g. Since h −1 SL n (I S )h is commensurable with SL n (I S ), there existsf ∈ h −1 SL n (I S )h such that there are infinitely many i with h −1 f i h ∈f SL n (I S ). Therefore {[g i ]} has a convergent subsequence.
