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АННОТАЦИЯ
Многие практические задачи хозяйственной деятельности и ряд важных вопросов экономической теории свя-
заны с определением наилучшего, оптимального варианта решения. Адекватная экономическая теория должна 
отражать процесс непрерывного развития экономической системы, поэтому необходимо рассматривать эко-
номические модели, в которых все экономические переменные зависят от времени, и иметь математический 
аппарат, позволяющий находить оптимальные значения этих переменных. Таким математическим аппаратом 
является теория оптимального управления. Классическая теория оптимального управления рассматривает мо-
дели, в которых поведение системы описывается системой дифференциальных уравнений, задан функционал, 
определяющий цель управления и множество ограниченных управляющих воздействий. Важным инструмен-
том решения таких задач является принцип максимума Понтрягина. Но применение принципа максимума 
приводит ко многим вычислительным проблемам. Для решения некоторых классов вычислительных проблем 
используется понятие оптимальности по Парето. Более широким понятием является понятие -оптимальности. 
Показано, что множество -оптимальных решений может быть шире или у́же множества Парето-оптимальных. 
В данной статье выделены классы задач, которые удобно решать с использованием Парето- и -оптимальности. 
Приведен пример быстрого решения задачи управления рекламной деятельностью.
Ключевые слова: Парето-оптимальность, -оптимальность, выпуклый конус, функционал, генераторы конуса.
PARETO-OPTIMALITY AND -OPTIMAL FOR SOLVING 
SOME CLASSES OF OPTIMAL CONTROL PROBLEM
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ABSTRACT
Many practical problems of economic activities and a number of important issues of economic theory are connected to 
the choice of optimal solution. An adequate economic theory should refl ect the process of continuous development 
of the economic system; therefore, it is necessary to consider the economic models in which all economic variables 
depend on time, and to have a mathematical tool that allows to fi nd optimal values of these variables. The theory 
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of optimal control is a mathematical tool for just such a purpose. The classical theory of optimal control considers 
models in which the behavior of the system is described by a set of differential equations while the functional 
is given to defi ne the purpose of control and a variety of the limited control actions is set. An important tool for 
solving such problems is the Pontryagin principle of maximum. However, the use of the maximum principle leads 
to many computational problems. That is why the concept of Pareto optimality is used to solve certain classes of 
computational problems. The broader concept is a -optimality, its defi nition was introduced in P. L. Yu (Cone. Cone 
convexity, cone extreme points, and non-dominated solutions in decision problems with multi-objectives // Optim. 
Theory Appl. 1974. Vol. 14. № 3). It shows that a plurality of -optimal decisions can be wider or narrower than the 
set of Pareto-optimalities. The article highlights the classes of problems that are easy to solve using the Pareto- 
and -optimality. The solution of advertising management problem is given for illustration purposes.
Keywords: Pareto-optimality, -optimality, convex closed set, dimension matrix, functional, cone generators.
Существующие в настоящее время динами-ческие модели экономики представляют собой формальное описание множеств 
вариантов развития экономической системы, или 
траекторий экономики, удовлетворяющих тем или 
иным требованиям [1].
ИСПОЛЬЗОВАНИЕ -ОПТИМАЛЬНОСТИ
Будем рассматривать следующую задачу. Пове-
дение системы описывается уравнением:
( ) ( , ),
, .
  
   

N M
x l x Bu f x u
x X R u U R
Задано начальное условие x(0) = x0. Здесь X — 
некоторое выпуклое открытое множество, U — 
выпуклое замкнутое множество. B = B(t) — 
матрица размерности N  M, причем B > 0 на 
[0, T].
Требуется минимизировать функционал
0
( , ) .T F x t dt
Пусть
1 1 1, 1 (0) 0,    N N Nx f x
0 0 0,  (0) 0.  x F f x
Запишем систему сопряженных уравнений [2]:
0, 1 1.1,,          ji j
j i
dfd i N
dt dx
Теперь принцип максимума можно записать 
так [3]:
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Пусть  — выпуклый конус, вектор-функция 
g(u) определена на множестве U.
Определение 1 [4]. Вектор uU называется 
Λ-оптимальным, если не существует такого век-
тора uU, что g(u) – g(u)  g(u)  g(u).
Множество всех Λ-оптимальных точек на U бу-
дем обозначать U.
Замечание. Если все координаты вектор-фун-
кции g(u) желательно максимизировать на мно-
жестве U, тогда Парето-оптимальность — это 
Λ-оптимальность для конуса
 0, | 1,   iy y i N
и оптимальность по Слейтеру, если
 0, 1 .,|   iy y i N
Множество точек, оптимальных по Парето, бу-
дем обозначать UП, а множество точек, оптималь-
ных по Слейтеру, UС.
Определение 2. Конус Λ* называется много-
гранным, если его можно представить в виде
1
* , 0, , 1, .

          
L
M
i i i i
i
z z H H R i L
Векторы , 1,iH i L  называются генераторами 
конуса.
Теорема 1. Если множество значений функции 
(t) ограничено на [0, T] и принадлежит некоторо-
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му выпуклому конусу * [данное предположение, 
в частности, выполнено, если множество значе-
ний (t) — выпуклое и не содержит начало коор-
динат], тогда
   mm aax x,Bu ,Bu
 
 
u U u U
для конуса
  *0,| , .   y zy z
Доказательство. Выражение
 ,ax Bum u U
означает, что оптимальное управление в каждый 
момент времени следует выбирать так, чтобы мак-
симизировать скалярное произведение (, Bu), 
которое в фиксированный момент времени можно 
рассматривать как линейную свертку координат 
вектора Bu с весами , по условию   . Дока-
зательство того, что максимум линейной свертки 
при данных условиях достигается на множестве 
-оптимальных решений, приведено в работе [4].
Замечание. Для практических вычислений 
всегда можно выбрать выпуклые многогранные 
конуса *1  и *2 , такие, что * * *1 2    . Из этих 
вложений следует: 1 2      и 1 2   U U U .
Далее рассмотрим возможность использования 
понятия Λ-монотонности для сокращения количе-
ства вычислений.
Определение 3. Пусть   RM — выпуклый 
конус, размерность конуса равна М. Скаляр-
ная функция Ф(u), u  V  RM называется строго 
-возрастающей (-неубывающей) на множестве 
V, если из u1 – u2  u1, u2  V Λ-выпуклый конус, 
следует Ф(u1)  Ф(u2) (Ф(u1)  Ф(u2)).
Определение 4 [4]. Пусть  — фиксирован-
ный выпуклый конус,   RN+M, функция Ф(х, u) 
определена и непрерывна на выпуклом множестве 
V = U  X. Если для любых u1, u2 из множества 
U  RM таких, что u2  u1 + , u1  u2 и любом фик-
сированном x из X  RN выполняется неравенство 
Ф(х, u2) > Ф(х, u1) (Ф(х, u2)  Ф(х, u1)), то будем 
говорить, что функция Ф(х, u) строго -монотонна 
(-монотонна) по группе переменных u.
Определение 5. Функция Ф(х, u) определена 
и непрерывна на выпуклом множестве V = U  X. 
Данная функция называется неубывающей по 
группе переменных x, если для любого фиксиро-
ванного u  U  RM и x2  x1, x1, x2  X выполняется 
Ф(х2, u)  Ф(х1, u).
Пример. Функция F(х1, х2)  x2 – sinx1 опре-
делена при 100  x1  100, 100  x2  100. Данная 
функция монотонна по группе переменных x2 и -монотонна для конуса
2
1 2 1
2
{ | ( , ) 0,( , ) 0,
(10,1), ( 10,1)}.
        
   
z R z z
Теорема 2. Рассматривается задача оптималь-
ного управления 
0
( , ) max,T F x u dt
1 1
0
( ( ),..., ( )), ( ( ),..., ( )),
( , ), (0) , , .
 
   
N Mx x t x t u u t u t
x f x u x x u U x X
Здесь U, X — выпуклые множества, функции 
F(х, u) и f(х, u) являются неубывающими по x и 
-неубывающими по u, f (x, u)  0 в области опре-
деления. Тогда
0 0
max ( , ) max ( , ) ,
 
 T Tu U u UF x u dt F x u dt
где U — множество -оптимальных решений.
Доказательство. В данной задаче для любых 
t1, t2  [0, T] таких, что t2  t1 и любого u  U вы-
полняется неравенство x(t1  t2)  x(t1), поскольку
1 1 1 1( ) ( ) ( ( ), ( )) ( )      x t t x t f x t u t t o t
и f(x(t1), u(t1))t  0. Функция f(x, u), Λ-монотонна 
по группе переменных u, поэтому [6]
   mama xx ., ,
 

u U u U
u fx x uf
Отсюда следует:
  
1 1 1 1
1 1 1
max ( ) max ( ) ( ( ), ({ ))
( )} ( ) ( ( ), ( )) ( )}max{ .
 

     
     
u U u U
u U
x t t x t f x t u t t
o t x t f x t u t t o t
   (1)
В момент времени 0
   0 0max, .,max
 

u U u U
Fx u x uF
В момент времени t в силу равенства (1) и 
свойств функции F выполнено
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max max( ( ), ( )) ( ( ), ( )).
 
    
u U u U
F x t u t F x t u t
Аналогичные равенства можно записать в мо-
менты времени 2Δt, …, nΔt. Поскольку в любой 
момент времени
max max( , ) ( , ),
 

u U u U
F xF x u u
то можно записать
0 0
max m( , ) ( ,a .)x
 
 T Tu U u Ux u dt x u dtF F
ИСПОЛЬЗОВАНИЕ ПАРЕТО-
ОПТИМАЛЬНОСТИ ПРИ РЕШЕНИИ 
ЗАДАЧ ОПТИМАЛЬНОГО УПРАВЛЕНИЯ
Частный случай теоремы 2 можно сформули-
ровать так.
Следствие теоремы 2. Если задача оптималь-
ного управления имеет вид 
0
( , ) max,
T
F x u dt 
1 1
0
( ( ),..., ( )), ( ( ),..., ( )),
( , ), (0) , , .
 
   
N Mx x t x t u u t u t
x f x u x x u U x X
Здесь U, X — выпуклые множества, функции 
F(x, u) и f(x, u) являются неубывающими по x и 
неубывающими по u, f(x, u)  0 в области опреде-
ления. Тогда
0 0
max ( , ) max ( , ) ,
 
 T Tu U u UF x u dt F x u dtÏ
где UП — множество Парето-оптимальных решений.
Следствие. Если в условиях теоремы 3 множе-
ство U является параллелепипедом
1 1[ , ] ... [ , ],Ì MU a b a b  
тогда вектор ub  (b1, ..., bM) задает оптимальное 
управление в любой момент времени.
ЧАСТНЫЙ СЛУЧАЙ ЗАДАЧИ 
ОПТИМАЛЬНОГО УПРАВЛЕНИЯ
Рассмотрим частный случай задачи оптималь-
ного управления, когда правые части исходной 
системы дифференциальных уравнений имеют 
вид: f1(u1), f2(u2), …, fk(uk), fk+1(x, t), …, fN(x, t).
1 1 1( ),x f u
2 2 2( ),x f u
...
( ),k k kx f u
1 1( , ),k kx f x t 
( , ).N Nx f x t
Задано x(t0)  x0, u  U  RK , здесь U — выпу-
клое множество.
Требуется минимизировать интеграл 
0
( , ) .
T
F x t dt
.
Полагаем 1 1 1 0 01 , (0) 0, ,N N Nx f x x F f       
0 (0) 0.x 
Для исходной системы можно записать систе-
му сопряженных уравнений
1
0
0
1
, 1, 0.
N
ji
j
j i
f d
t x dt


        
Далее будем рассматривать расширенные век-
торы 2 2, .N Nf R R  
Теорема 3. Если известно, что 1(t)  0, 2(t)  0, 
..., k(t)  0, то для принципа максимума верно сле-
дующее равенство:
( , ) ( , ).max max
 
  
Cu U u U
f f
Доказательство. Запишем детально принцип 
максимума:
1
0
1
0 0
1 1
1
0 0
1 1
( , )max max
max
.max
N
i i
i
k N
i i i i
i i k
N k
i i i i
i k i
u U u U
u U
u U
f f
f f f
f f f



  

  
 


   
                     

 
 
В каждый момент времени выражение
1
{ }max
k
i i
iu U
f


— линейная свертка с неотрицательными весовы-
ми коэффициентами .
Поэтому можно записать
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1 1
{ } { }.max max
  
   
C
k k
i i i i
i iu U u U
f f
РЕШЕНИЕ ЗАДАЧИ ОПРЕДЕЛЕНИЯ 
ОПТИМАЛЬНОЙ ПОЛИТИКИ ОБЛАСТИ 
РЕКЛАМНОЙ ДЕЯТЕЛЬНОСТИ
Ниже приводится решение задачи, сформули-
рованной в книге [5]. Выбрать оптимальную поли-
тику в области рекламной деятельности, которая 
стимулирует объем продаж данного продукта за 
некоторый период времени при следующих усло-
виях: скорость изменения объема продаж умень-
шается пропорционально объему продаж и уве-
личивается пропорционально уровню рекламной 
деятельности в той части рынка, которая еще этим 
продуктом не насыщена. Задача имеет вид
 
1
0
( )
( ) max,
t
A tt
S t dt 
1 ,SS aS bA
M
      

0 0( ) , 0 ( ) ,S t S A t A  
где S — объем продаж; А — уровень рекламной 
деятельности; М — емкость рынка; t0, t1, а, b, S0, 
А — заданные положительные параметры.
Пусть t1 – t0 = T, x1 = S, A(t) = u, A U , тогда 
сформулированную выше задачу можно перепи-
сать так:
0 1
0
( ) ,
T
x t x dt 
0 1 0 0, (0) 0,x x f x   
1
1 1 1 ,
xx ax bu
M
      
0
1 1(0) , 0 .x x u U  
Запишем систему сопряженных уравнений:
     
0 0 1
0 1 0 1
0 0
0 0 0,d f f
dt x x
                 
(2)
             
1 0 1
0 1
1 1
0 1 0 1 ,
d f f
dt x x
b ua B
M
      
           
 (3)
где
;bB a u
M
  
поскольку a > 0, b, М, U — неотрицательные чи-
сла, то B > 0.
Из первого уравнения следует 0(t) = C0; ис-
пользуя формулу граничного условия, можно за-
писать:
0 0 0( ) 1 ( ).T C t     
Получим условия для нахождения оптимально-
го управления:
0 0 1 10 0
1
1 1 10
1
1 1 1 10
max( , ) max( )
max( 1 ( ) 1
max 1 ;
   
 
 
     
                
        
u U u U
u U
u U
f f f
xx ax bu
M
xx ax bu
M
поскольку по условию задачи
 
10, 1,xb
M
   то 
u* = Usig1, где
1
1
1
1 0
sig
0 0.
     
ïðè
ïðè
Подставим оптимальное управление в выраже-
ние, определяющее В:
1
1
0
0.
a
B bUa
M
     
ïðè
ïðè
Заметим, что d(B1 – 1) = dB1.
Теперь уравнение (3) можно переписать в виде
1
1
( 1) .
( 1)
d B Bdt
B
   
Проинтегрируем это уравнение:
1ln 1 ,B Bt c   
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это эквивалентно
            
1 1
1 1
1 1 0;
( 1) 1 0.
Bt c
Bt c
B e B
B e B


            
ïðè
ïðè           
(4)
Из граничного условия следует 1(T) = 0. Запи-
шем выражения для 1.
Из уравнения (4) следует:
1
( 1)( ) 0.
BT ceT
B
   
Из уравнения (5) следует:
1
( 1) .
Bt ce
B
  
Так как 1(T) = 0, то eBT–c = 1 или BT = c, т.е.
( )
1
(1 ) .
B t Te
B
 
Поскольку 1 > 0 при   t < T и  = 0 при t = T, 
то теперь можно записать оптимальное уравнение:
u* = U при   t < T.
Выше было приведено классическое решение 
задачи. Если использовать теорему 1, то решение 
можно получить значительно проще и быстрее. 
Поскольку φ(t) > 0 на интервале [0, T), то * = 
= {y | y > 0}, тогда  = {z | z · y > 0}. Отсюда следует, 
что z > 0 и U = U, это означает, что по теореме 1
u* = U при   t < T.
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