lntroduction
Whenever the Monte Carlo method is used for numerical integration, it is known that increasing the uniformity of the random samples by stratification can only increase the convergence (see e.g. [Sobol' 1994) or any other textbook on Monte Carlo integration). In the context of computer graphics Mitchell [Mitchell 1996] investigated the benefits of jittered sampling [Cook et al. 1984) and demonstrated that stratification strictly improves accuracy. The experimentation was undertaken in two and four dimensions for pixel anti-aliasing and form factor estimation at n = m 2 and n = m 4 samples, respectively, form E N. Opposite to the core idea of Monte Carlo integration to get rid of the curse of dimension, the known constructions for jittered samples force sampling rates n = 0(2•) that exponentially increase with the dimension s of the integration domain, since the integration domain is partitioned along each dimension separately. In addition the independent stratified samples can happen to lie arbitrarily close along strata boundaries. A minimum distance property, however, is favorable as explored by blue noise sampling [McCool and Fiume 1992) . Even worse the independence prevents to exploit continuity when evaluating a family of integrals with smoothly varying parameters, as encountered for e.g. neighboring pixels.
The basic idea is illustrated in figure 1: Assuming a sampling rate of e.g. n = 34 samples in two dimensions, the standard decomposition would allow for 2 by 17 axis aligned strata, where each stratum is uniforrnly sampled once. Obviously sampling is not as efficient as it could be since samples can lie arbitrarily close together and huge areas remain without samples. On the contrary our new approach of correlated sampling using stratification by rank-1-lattices guarantees a minimum distance of the samples and a much better uniformity of the sample set. The resulting integration scheme shows much less noise converges much faster for the identical amount of work. Based on rank-1-lattices that are introduced in section 2, we will present our new sampling schemes in section 3. These schemes allow to efficiently stratify any number n of samples independent of dimension s (section 3.1). By switching to correlated sampling in section 3.2 randomness and such noise are decreased while efficiency is increased. This is especially useful for trajectory splitting (section 3.3). The power of our new methods is demonstrated by application examples in section 4 before concluding the paper.
Rank-1-Lattices
A discrete set L := Pn + '11! C JR•, where Pn := {zo, ... ,  that is closed under addition and subtraction is called a lallice. Simple examples for lattices are axis aligned regular grids. lt is interesting to consider the rank of a lattice, which is the minimum number of basis vectors needed to generate all points of the lattice. For the case of axis aligned regular grids the dimension s is the number of basis vectors that in linear combinations yield the lattice points. However it is also possible to generate s-dimensional lattices by
using only one generator vector g E N•. In consequence these lattices are called rank-1-lallices.
If for the components of g we have gcd(g;, n) = 1, the resulting rank-1-lattice is an instance of a Latin hypercube sample, i.e. provides perfect low dimensional projections (each axis is equidistantly stratified, see figure Je) and a trivial lower distance bound of ~. Depending on the choice of the generator vector g the point set even can be of low discrepancy [Niederreiter 1992 ]; then it is called good lattice. lt has been shown that such constructions [Sloan and Joe 1994] exist for any number of points n independent of the dimension s. Thus it is possible to have good lattices ins dimensions, where however the number of lattice points does not exponentially dependent on dimension! There is a weil established theory on rank-1-lattices and their use for the integration of periodic functions from very restricted classes [Sloan and Joe 1994) . Besides the existence theorems for good lattices only a very small number of explicit constructions are known. The construction of the 2-dimensional Fibonacci lallices (section 2. 1) will proof tobe extremely useful for integrating the class of square-integrable functions as encountered in photorealistic rendering. For general dimension rank-1-lattices often are tabulated in Korobov form (section 2.2).
A useful Example: The Fibonacci Lattices
Forthe Fibonacci sequence Fk := Fk-l +Fk_ 2 with F 2 = F 1 = 1 and k E N, the Fibonacci lattice at n = Fk. k 2: 3, points has the generator vector g = (1, H-1).
In connection with equation (1) the Fibonacci lattice in the unit square is trivial to generate in a for-loop: The first component is j )k , while the second component is computed by j F~:
1 mod 1 (see also table 1). Figure lb shows the Fibonacci lattice at n = 34 points. Obviously the unit square is much more uniforrnly partitioned and sampled by allowing for the use of rotated and sheared [Bouville et al. 1991] For the rank-1-lattice in b) the parallelepiped Aj offset by the lattice point Zj is outlined. Obviously the unit square is sampled and stratified much more uniformly by the rank-1-lattice. c) Each stratum contains an independent random sample. whereas in d) the san1e random instance is used in each stratum. The one-dimensional projections of the samples onto the x-axis undemeath the unit squares exposes the much higher regularity of the correlated samples including a minimum distance property that cannot be guaranteed for uncorrelated sampling.
Lattices in Korobov Form
Lattices in Korobov form have a generator vector g (1,a,a 2 ,. " ,a•-1 ) and consequently can be spec ifi ed by a pair (n, a), where n is the number of points. Besides various tables of pairs [Sloan and Joe 1994; Haber 1983) , two useful pairs [Hickemell et al. 200 1) are (2"', 17797) and (2"',203) that produce a rank-1-lattice for any number of points n = 2"' , m E N, for any dimension s.
Domain Discretization by Rank-1-Lattices
The unit cell of a rank-1-lattice cannot be uniquely specified [Sloan and Joe 1994) . However specifying the unit cell in the sense of Delaunay, i.e. such that the volume of an inscribed sphere is maximized, almost makes the choice unique: The resulting unit cells are equivalent in the sense that they can be mapped onto each other by means of rigid body transformations. The unit cells in the sense of Delaunay are identified by the Voronoi diagram of the rank-1-lattice, whose nerve is constructed out of the s shortest vectors v1, . . . , v, from the origin to points of the lattice, where the first component Vj, 1 > 0 (this implies Vj 1 0 and n > 1). These vectors span parallelepipeds
Obviously nB is an integer matrix and so can be efficiently stored along with the generator vector g.
Each of the n parallelepipeds contained in a rank-1-lattice restricted to the unit cube can be regarded as a stratum Aj induced by the bijections
where the j-th lattice point Zj = ~ · g is used as offset for the unit cube [O, 1)' under the linear transformation B representing a rotation and shear (see figure lb) . We will refer to this mapping as Since good rank-1-lattices exist for any dimension and number of lattice points, the induced domain discretization has obvious applications for e.g. solving high dimensional partial differenti al equations. For the scope of this paper we will focus on stratification for variance reduction.
Stratified Sampling
The integrands in photorealistic image synthesis are square integrable but may contain unknown discontinuities and often are of high dimension. The Monte Carlo methods uses a random point set 
by a one-sample Monte Carlo scheme can only improve the convergence [Niederreiter 1992 ].
Jittered Sampling by Rank-1-Lattices
Jittered sampling has been introduced to computer graphics by Cook [Cook et al. 1984] et al. and its benefits have been illustrated by Mitchell [Mitchell 1996] . However the used partitions by axisaligned grids of rank s suffer an exponential growth of strata with dimension s. On the contrary rank-1-lattices imply much more regular strata (Ai)J=I independent of dimension and for any number n of strata ( compare figures 1 a and 1 b ). Using the strata induced by (2) yields
where the determinant J de tB J ~ = JA il has been used for the substitution. The estimate uses independent uniform random samples ~i E [O , 1) ' ; one for each stratum A i as depicted in figure lc.
Using rank-1-lattices the s-dimensional unit cube easily can be stratified into any number n of strata independent of dimension. The estimator is unbiased and applicable to any square-integrable function . This is a much !arger class of functions than the one of bounded variation in the sense of Hardy and Krause [Niederreiter 1992] as used for quasi-Monte Carlo integration or periodic functions with rapidly decaying Fourier coefficients [Sloan and Joe 1994 ] . In addition no care of periodization transformations has to be taken [Sloan and Joe 1994 ]. This has not been recognized before.
Correlated Sampling
Correlated sampling is the core of the most powerful variance reduction method of separating the main part [Kalos and Whitlock 1986] . The same principle is applied here: lnstead of evaluating each integral by an independent set of samples (see figure lc) , correlated sampling uses one set of samples for all integrals (see figure   ld ) . This is easily derived from (3) by just exchanging the finite sum and lhe integral yielding
Since stratified samples are independent, there is no correlation between them and especially no minimum distance property. Therefore no variance reduction can be guaranteed. Minimum distance constraints can be imposed by e.g. applying Lloyd's relaxation algorithm [McCool and Fiume 1992; Haeberli and Akeley 1990] . Combined with modified sample weights by poststratification [Glassner 1993 ] the convergence is very much improved. Rank-1-lattices by nature are invariant under Lloyd's relaxation method and Hickernell [Hickernell 1998 ] proved that uniform weights are optimal. For Riemann-integrable functions the unbiased estimator (4) has been shown [Tuffin 1996 
which is the so-called Cranley-Patterson rotation [Cranley and Patterson 1976 ).
Correlated Trajectory Splitting
Trajectory splitting [Sobol' 1994] can improve the efficiency depending on the correlation of the integrand with respect to its lower dimensional projections. A beneficial application example from computer graphics is tracing multiple shadow rays to an area light source for only one ray sent from the eye. Here the variance of the integrand with respect to the pixel area usually is much smaller than with respect to the the support of the light source. Contrary to current practice, the samples split off one instance do not need tobe independent. Thinking of x as the position in the pixel and y a location on the light source, we can formalize: r r J(x , y) dydx sampling scheme then corresponds to subdividing the light source into smaller ones, i.e. stratification by rank-! lattices. However in each stratum the same sample position is used and thus the samples of one instance i preserve their good properties of uniform distribution although being independent from instance to instance. In figure 3 the application of Cranley Patterson rotations and reduced Cranley Patterson rotations is illustrated. While the standard Cranley-Patterson rotation [Cranley and Patterson 1976] (5) can destroy the structure of the samples (j, replicating the samples using reduced Cranley Patterson rotations (2) preserves their structure.
RJP((i)
Due to its tensor product structure trajectory splitting should be applied only once along a trajectory. Otherwise the recursive application of the mapping (2) yields exponential complexity.
Applications
The new unbiased Monte Carlo estimators have many applications in image synthesis. We illustrate the principles from the previous sections for some representative examples.
Photon Map Generation
The photon map method [Jensen 2001 ) simulates random walks of portions of light starting from the sources through a synthetic scene. The photons, i.e. packages of energy, are stored in their location of incidence. Then elements of density estimation are applied for irradiance estimation.
A random walk is determined by a high-dimensional vector ~ E [O, 1)3 of random numbers (For the explicit details we refer to Jensen's book [Jensen 2001) ). High-dimensional stratification has not been available so far [Jensen 2001 ]. However using rank-1-lattices provides a simple solution to that problem: The j-th random walk is determined by the stratified sample Ri (~i) as defined in (2).
In figure 5 the locations of incidence of the photons are displayed for an exarnple scene. Using the lattice points Ri (0) directly results in obvious correlation pattems. These pattems of course persist randomization by correlated sampling (4), i.e. Ri(~) , since locally close photon map queries still reveal the just shifted correlation pattems. However the correlations are completely resolved by the independent stratified sarnples Ri ( ~i) . Tue general proof for the rate of stratified sampling (3) only guarantees that the convergence rate cannot be worse . However hardly any improvement in the convergence rate can be observed for the general photon map method. This relates to observations from the domain of quasi-Monte Carlo integration [Keller l 996b; Keller 1996a] , where a slightly faster but much smoother convergence has been observed. The reason is the small support of the estimation kemel that selects only a small fraction of the random walks and thus attenuates variance reduction. However benefils are tobe expected in high density regions as caused by convergent beams of light, e.g. by caustics.
Anti-Aliasing
Since in most cases it is impossible to fulfil Shannon's sampling theorem, aliases are unavoidable. However they can be masked by noise from randomization . To achieve this the samples must be independent for different pixels, however can be correlated in one pixel. The estimator (4) perfectly matches these requirements: The samples in one pixel are a shifted lattice exposing very good uniformity of distribution and a maximized minimum distance guaranteeing for a fast convergence. For different pixels they are independent still pushing aliasing artifacts to noise.
In figure 6 jittered sampling is compared to Cranley-Patterson rotated Fibonacci lattices . The enlargements are taken from the scene completely shown in figure 4. Clearly the correlated sampling scheme outperforms jittered sampling: At a lower sampling rate aliasing and noise noticeably are reduced, which becomes even more apparent in animations. As compared to less correlated sampling schemes, the faster convergence is obtained by a much more uniform coverage of the pixel. Sample generation effort is almost negligible and much less random numbers are required as compared to previous schemes. ·
Path Tracing
Contrary to the photon map generation path tracing uses all trajectories for integral computation. Consequently the efficiency of correlated sampling (4) can be exploited. In figure 7 one randomly shifted lattice per pixel is used for antialiasing and illumination by a very long thin area light source. This is a difficult situation for blind stratification, since it can happen that the shorter side is stratified better than the langer (which of course is counterintuitive). The lattices however perfectly handle this case:
Since Korobov lattices with gcd(a, n) = 1 are instances of Latin hypercube samples, they have perfectly stratified projections and a minimum distance property (see also figure 1 ). Tue comparison shows that the Korobov lattice (8, 3) in s = 4 performs as good as the best case of a 9 sam ple multidimensional stratified pattem. lt such is more efficient, simpler to implement and more robust to use.
Distribution Ray Tracing
Distribution ray tracing can be regarded as extending path tracing by trajectory splitting. For one dimension correlated splitting coincides with random offset sampling [Pauly et al. 2000; Keller and Heidrich 2001] as introduced for volume rendering. The advantages of faster convergence at improved speed transfer to correlated trajectory splitting in higher dimensions as e.g. final gathering or illumination by area light sources.
In figure 8 we illustrate splitting by reduced Cranley-Patterson rotations. We use the same setting as in the previous section, i.e. the four dimensional samples (~;, (,) of a randomly shifted Korobov lattice (8, 3) are replicated on the light source using correlated splitting (6) by the Fibonacci lattice (Fg, Fs) = (34, 21) .
For one instance the resulting points Ri ( (;) on the light source are those shown in bottom row of figure 3c. Clearly the points are much more uniformly distributed than jittered samples yielding a much better convergence as can be seen in the images of figure 8. Tue implementation is almost trivial. Randomness is reduced to only one random shift and such aliases still are pushed to noise, however the noise level is much lower as compared to uncorrelated sampling.
Deterministic Application of Rank-1-Lattices
The ideas of strictly deterministic sampling schemes for image synthesis [Keller 2000 ] in a straightforward way apply to the path tracing and distribution ray tracing algorithm from the previous sections: Instead of the random shifls deterministic low discrepancy points sets are applied, i.e. the Monte Cai;lo quadratures are replaced by interleaved [Keller 2000 ] quasi-Monte Carlo quadrature rules. · Some of the Fibonacci lattices implicitly have been used in computer graphics before . We briefly point out how these applications fit into our general framework.
Rasterization algorithms are optimized by exploiting the structure of regular grids, which correspond to the lattice L = 'l}. The Quincunx [Bouville et al. 1991] sampling pattern as used for anlialiasing by the n Vidia graphics boards embodies the Fibonacci lattice with n = F3 = 2 points. v's-sampling [Stamminger and Drettakis 200 I] in fact is a special case of the recursive application of (2) using the Fibonacci-lattice at n = Fs = 5 points.
Conclusion and Future Work
Using the classical rank-1-lattices in a completely novel way we introduced more efficient sampling schemes. Randomness has been reduced to the necessary minimum to still result in unbiased Monte Carlo estimates. The intrinsic correlation preserves the smoothness of continuously varying parameters when evaluating a family of integrals thus very much improving image quality and interpolation algorithms . The superior performance has been demonstrated by examples. At the same computational effort the correlated trajectory splitting noticeably reduces the noise level. Due to the projection regularity of the shifted lattice the long thin light source is stratified much better than jittered sampling can guarantee.
