We propose a new approach to update fault seal estimates in fluid flow simulation models by direct use of 4D seismic amplitudes calibrated by a well geological constraint. The method is suited to compartmentalized reservoirs and based on metrics created from differences in the 4D seismic signature on either side of major faults. The effectiveness of the approach is demonstrated by application to data from the fault controlled Heidrun field in the Norwegian Sea. The results of this application appear favourable and show that our method can detect variations of fault permeability along the major controlling faults in the field. Updates of the field simulation model with the 4D seismic-derived transmissibilities are observed to decrease the mismatch between the predicted and historical field production data in the majority of wells in our sector of interest.
Introduction
For hydrocarbon reservoirs in compartmentalized settings, it is known that faults impact significantly on pressure development, fluid flow and hence reservoir performance (Knipe 1997) . It is common to represent these faults in the flow simulation by multipliers applied to the transmissibility factor defined at the interface between selected cells. These multipliers are initially unknown, and in the reservoir engineering domain only a broad scale estimation is possible by the time consuming and iterative process of history matching (Al-Busadi et al 2005) . In the geological domain, it has been demonstrated that the consideration of realistic fault zone properties and geometries can help provide additional calibration input for these multipliers (Manzocchi et al 1999) . Such fault seal evaluation relies on fault rock permeabilities derived from core measurements or the clay/shale portion in logs and fault thickness derived from fault throw estimated 1 Present address: Perenco, Anchor House, 15-19 Britten Street, London SW3 3TY, UK. from 3D seismic data. When well-testing techniques and the injection of tracers are available, this might also help as part of assessment. The main problem with multiplier estimation, however, is that it is strongly restricted by well availability and spatial coverage of the dynamic changes in the reservoir.
In principle, this gap in coverage can be filled by repeated 3D seismic surveys (4D seismic), which have proven to be a highly successful monitoring tool in the quantitative analysis of reservoir production (Barkved 2013 , Johnston 2013 . As fault permeability controls fluid communication, which in turn influences the reservoir changes, then fault properties can possibly be inferred from 4D seismic signatures in the vicinity of the fault (Al-Busadi et al 2005) . Indeed, the value of 4D seismic in inferring the nature and location of faults has been demonstrated at a qualitative level by several previous studies. For example, Barkved et al (2003) showed that small scale faulting in the Valhall field could be detected by differential pressure changes in fault blocks monitored with seismic. Parr and Marsh (2000) detected the position of a breakdown in a fault-related pressure barrier on the Schiehallion field using 4D seismic data. Finally, there are several clear examples of compartments sealed by faults being illuminated by 4D seismic as a consequence of pressure depletion below the bubble point and gas breakout (for example, Alsos et al (2009) ). 4D seismic data have also been used in past more quantitative studies on inter-compartment communication in compartmentalized reservoirs. For example, Koster et al (2000) determined the sealing capacity of small faults to water influx in the Draugen field, using 4D seismic signatures predominantly influenced by water saturation. Here, the seismic data permitted the selection of the simulation model that best matched the observed waterflooded areas of this field. Similarly, Sønneland et al (2000) proposed a manual updating procedure to detect flow barriers using discontinuities in saturation changes derived from the 4D seismic over the Gullfaks field. In this study, well production data are combined with fault network information to assess the degree of saturation change across the faults. More recently, Al-Maskeri and MacBeth (2005) estimated the position and relative magnitude of transmissibility multipliers at barriers directly from discontinuities in 4D seismic attributes controlled predominantly by pressure, and applied the method to a North Sea field.
The current work attempts to progress the previous 4D seismic studies described above to determine a lateral distribution of fault permeability in compartmentalized reservoirs that can then be used to directly update the simulation model. In order to honour geological measurements and principles, the development also includes calibration from geological measurements at wells. Here, after preliminary tests on an idealized model, application is then made to a case study from the Heidrun field in the Norwegian Sea where faults are known to be the main control.
Methodology
In general terms, it is understood that the 4D seismic signature is sensitive to changes of water and gas saturation and also pore pressure resulting from the injector and producer activity. Indeed, when calibrated with well historical data it has been shown that 4D seismic signatures can be quantitatively related to the water saturation and pressure changes in the reservoir or simply well activity through fluid volumes alone (Huang et al 2011) . Following this development, here it is believed that the overall spatial variability of 4D seismic amplitudes can assess the continuity of the reservoir changes in particular fields, and in turn this can be used as an aid in quantitatively interpreting discontinuities attributed specifically to the faults. Despite 4D seismic attributes being generally controlled by a mixture of pressure and saturation changes, faults induce an anisotropy in the dynamic changes controlled by their flow properties, and this can be inferred by measuring the strength and spatial continuity of the 4D seismic signature.
To describe our proposed approach, consider a homogeneous reservoir defined by compartments i and i + 1, both separated by a fault plane (figure 1). Also consider a time period during the reservoir's lifetime which allows significant changes due to production and recovery to occur in the presence of the fault. 
Fault transmissibility analysis using 4D seismic data
The first step is to select a seismic attribute map that is sensitive to the reservoir changes. Examples of the range of possible seismic attributes suited for this purpose are given by Floricich et al (2006) ; however, it is known that the choice is field dependent. After selection, a discrete grid of points is then overlain on top of the attribute map, and across the fault segment of interest (figure 1). This grid is defined by rows of points that are drawn perpendicular to the known fault trace as interpreted by the 3D seismic data. Each sample from the 4D seismic represents a weighted contribution of pressures and saturations changes at that particular point. The perturbations in these changes due to the fault are detected using two statistical metrics derived from the 4D seismic signature. These metrics are chosen after an extensive trial and error procedure to determine the two most independently acting quantities (Benguigui 2010 , also see the following section). They are defined on the grid according to the following.
(a) 4D inter-compartment difference (defined here as the variable ICD): this parameter measures the 4D attribute contrast between the adjacent sides of the fault using the average of the centred differences between the neighbouring compartments. This is defined at each fault segment position and for N pairs of differences (N points either side of the fault). For each data row z = z k in figure 1,
where A ik is the 4D signature at the ith point on the row across the fault, and the index k is the location of the particular row. (b) 4D spatial variability (defined here as the variable SV):
this measurement captures the spatial continuity of the 4D signatures. 1D variograms γ (h) are calculated along the rows z = z k perpendicular to the fault segment:
where h is the spacing or discrete lag interval between the grid points, and N and A i are defined as in (a). A spherical model for the variogram is then fit to the points
if h > R, where S is the sill and R the desired range. The SV metric is set equal to the range of the variogram.
Based on both ICD and SV measurements extracted from the 4D seismic signature around and along the fault as described above, a quadratic polynomial model is considered as the best fit function for fault permeability at each location as a function of z = z k :
The quadratic in (4) is chosen based on our model-based study (see the following section) as providing the best balance between lateral definition and accuracy for our application (Benguigui 2010) . For a given number of samples, k = 1 to K, along a fault segment (4), can be re-written as a system of linear equations:
Therefore, the computation of fault permeability requires the determination of the five coefficients of this polynomial expression. These coefficients are obtained by calibration with known geologically based fault information at the wells for which k f and the seismic are known. For the purposes of the current work, this conversion to k f uses the shale gouge ratio (SGR) approach, which has proven to be particularly advantageous due to its successful application to outcrop and field data (Yielding et al 1997) . This technique is described in more detail in the field data section. Once the coefficients a 0 to a 4 are known from the well control areas, it is then possible to calculate fault permeability values for segments in areas with poor well data control, assuming these coefficients remain fixed along the fault. In the following section, the method proposed above is initially tested using 4D seismic data calculated with a synthetic reservoir model. After this, the method is applied to observed data from the Heidrun field.
Application to model-generated data
The method described above is now applied to the synthetic seismic data calculated from the fluid flow simulation of a reservoir model based on a North Sea field. This example utilizes a sector of the full field model used in our data application in the following section. The model focuses on a single vertical fault which compartmentalizes the reservoir according to known displacement at the fault boundary (figure 2(a)). A model is created with 16 × 10 cells of horizontal dimension 100 × 100 m 2 , and a single cell layer of 80 m thick. Fault transmissibility multipliers are assigned according to the fault permeability calculated from the displacement and a pre-defined SGR variation along the fault plane (see (6) and (8) for the relevant equations). Thus, the fault is defined in the simulation model as a vertical interface across ten cell widths, with a transmissibility multiplier assigned for each cell to cell interface. The model is set up so that there is a reduction in permeability across the fault segment from 0.1 to 0.03 mD for the last four cells.
Flow simulation and seismic modelling
A water flood into a fully oil saturated reservoir is simulated using a single producer and water injector located at opposite corners of the model, with rates set to 400 Sm 3 /day. Two different time steps are selected to evaluate the time-lapse signature: the pre-production or base line, and the postproduction case given by six years of production and recovery. Between the post-production stage and the base line, there is an increase of pressure for the injector compartment and a decrease of pressure for the producer compartment. Oil saturations range from 0.10 to 0.40 for water displacing oil on the injector side, whilst there is no change on the producer side. The reduction in permeability along the fault is observed to alter both the simulated pressure and saturation distributions. Thus, the permeability change deflects the flow across the fault from the injector compartment and slows the waterflood. The pressure and saturation changes are now converted to impedances using the petroelastic modelling of Amini and MacBeth (2011) , from which full offset synthetic seismic data for the baseline and monitor times are calculated using convolutional modelling and a wavelet derived from the field data. After this, RMS amplitude maps are computed in a timewindow of 16 ms centred on top reservoir, and differences are taken (figure 2(b)). From visual inspection, it is observed that there is an increase in amplitude in the water injector compartment associated with the permeability change.
Extraction and calibration of the 4D seismic statistics
The ICD and spatial variability as defined in (1) and (3) are now extracted by applying the method described in the previous section to the synthetic seismic amplitude maps. It is assumed that the fault permeability can be expressed as a polynomial function of the metrics. To test this assumption in our analysis, different orders of polynomial are considered and it is found that a quadratic produces the best fit between the model and the seismic data with a regression coefficient of 95%. This order of the polynomial is small enough to reduce the number of parameters to be calculated but they remain sufficiently large to capture the variability across the fault (Benguigui 2010) . Figure 3 shows the result of this process, and also the limitations of the seismic technique in capturing the fine-scale variations across the fault. Equation (4) can now be used to invert for the fault permeabilities from the time-lapse metrics, assuming the polynomial coefficients are initially unknown. Thus, to emulate the well calibration aspect of our method, the coefficients are obtained by assuming that well data have provided three of the permeability values out of the ten across the fault. The remaining permeability variation is then determined and the comparison with the model variation calculated. A different selection of the three calibration locations is then repeated, and the error re-calculated. This exercise is repeated until all combinations of cells have been chosen. The average cross-validation error obtained by this process is less than 5%. As a final exercise, extensive tests are also carried out to check on the choice of the metrics. Following Pardo-Igúzquiza (1999), this also includes different variogram functions. Further details of this procedure can be found in Benguigui (2010) . The methodology is now ready for application to a field dataset.
Field data application

Introduction
The proposed method is applied to data from the Heidrun field, which lies offshore mid Norway. The field is under 350 m of water, and contains oil and gas reserves at depths ranging from 2175 to 2475 m below sea level. The hydrocarbons are contained mostly in two clastic sequences: the productive middle Jurassic Fangst Group and lower Jurassic Båt group (Harris 1989) . The former is the focus of our study, and in particular the Garn formation. Details of the reservoir are shown in table 1. The permeability and porosity of the Fangst sandstones commonly exceed 500 mD and 30% respectively, which indicate favourable reservoir characteristics for production. The hydrocarbons are trapped in a triangular shaped, south dipping horst block (figure 4). Of particular importance to this current work is that the field is strongly compartmentalized by several major faults with trends Table 1 . General characteristics of the reservoir and the seismic for the field in our study. NNE-SSW and ESE-WNW, and hence possesses a complex inter-compartment communication ( figure 5 ). This makes it suitable for the application of our proposed methodology. Indeed, an analysis of the seismic data by Kahar et al (2006) proposes faults as one of the fluid flow mechanisms controlling drainage. Seismic resolution allows the detection of faults with throws down to 10 m, but typically between 30 and 80 m (Reid et al 1996) . With a seismic wavelength of 120 m, the transmissibility multiplier resolved by the seismic will therefore represent the entire vertical extent of the fault boundary.
The field is produced by draining its separate compartments (Furre et al 2006) ; however, even in these relatively homogeneous and highly permeable reservoirs extensive infill drilling is required to improve production. The primary drainage strategy includes a set of producers located in the thickest part of the oil column. Pressure is maintained constant by water injectors placed in the southern flank of the field, as well as gas injectors located in the gas cap at the top of the structure (figure 4). As the waterfront moves towards the producers, new infill wells are drilled to produce the up-flank part of the reservoir and by-passed oil areas. To accomplish the task of positioning of new producers and injector wells in those regions for recovery improvement, the drainage needs to be understood. Interestingly, for the purpose of our current study, it is known that permeability reduction along the fault planes influences the way in which major compartments are being depleted. This motivation led the operator to carry out time-lapse surveying in the southern part of the field with the aim of tracking water and gas. The aim of our current study is to interpret these 4D seismic data further with a focus on the faults. The method we have developed is applied to the faults separating four major compartments of the Heidrun field: compartments D, E, F and G (figure 5).
Time-lapse seismic analysis on the Heidrun field
The baseline 3D survey for the time-lapse analysis was acquired in 1986, nine years before the start of production, and the repeat survey used in this study was in 2001. Processing and cross-equalization by the operator yielded a modest normalized root-mean-square repeatability value of 31%. Further details of the processing and noise considerations together with analysis of the resultant 4D seismic products can be found in Furre et al (2006) . The seismic attributes used in our work are differences of RMS amplitude maps generated for the monitor in 2001 and baseline in 1986. The most suitable maps are found to be those extracted in a 16 ms window centred on the top Garn formation (figure 6). For guidance, figures 7(a), (b) and (c) show the corresponding pressure, and water and gas saturation changes respectively predicted from the simulation model, displaying the anticipated effect of the compartmentalization on the signal. As confirmed in previous studies on this field, the 4D seismic amplitudes are observed to have a strong character which corresponds to the field production and recovery. More specifically, the amplitudes are dominated by water and gas saturation changes (Furre et al 2006) . There is a clear pattern of anomalies connected to waterflooding in the individual fault segments, and detection of both the original oil water contact and the produced oil-water contact is possible for all the fault segments in our study (see figure 6 ). The faults separating the segments clearly define the water-flooding as well as the injected gas movement. Seismic Predicted fault permeability values given by the statistical metrics extracted from the 4D seismic mapped amplitudes. The solid blue line is the permeability derived from the 4D seismic using our method and the green points are the calibration points derived from the well logs using the geological information. changes are observed in compartments D, E and F associated with the water flooding, and updip water flooding is clearly observed moving from the three water injectors (W1 to W7) towards the producers (P4, 5 and 6) located in the segment F. These changes to a large extent confirm the predictions of the simulation model. Gas related amplitude differences are also observed in the compartments, and these are a strong dominant signal that overprints the water saturation response. There are several discrete areas of no predicted gas saturation that suggest a need for update to the simulation model. The obvious controlling influences of the faults on the fluid flow, and hence the 4D seismic signatures, suggest that our technique could be applicable to this field.
Application of fault analysis methodology
In our analysis, three major bounding faults are considered. These are: fault 1, lying between compartments D and E; fault 2, lying between compartments E and F; and fault 3 lying between compartments F and G (see figure 2) . Using the RMS amplitude maps, 4D ICD are calculated along each fault to yield ICD and SV estimates as a function of fault length (see figure 8 for an example). After this, a geocellular model is constructed around each fault with grid dimensions 100 m × 100 m and points coinciding with these are used in the seismic calculation. Fault permeability at well locations W1, W2 and W3 is now evaluated using the SGR and fault displacement (D) measured along the fault plane (Yielding et al 1997) :
where k f is the fault permeability in milliDarcies and the fault displacement is measured in metres. The SGR measures the fraction of shale or clay in the slipped fault interval:
where z is the thickness of each bed, V sh the volume of shale, and the summation is performed over a depth zone equal to the throw, T, of the fault. The more shaley the rocks, the greater the proportion of shale in the fault zone. Additionally, outcrop data have shown that the thickness of the zone between the fault surfaces, t f , is given approximately by the throw according to D/170 (Yielding et al 1997) . Propagation of an SGR value defined by the well logs allow these to be upscaled and vertically averaged onto the fault grid geometry, and then interpolated across the model grid. Thus, each grid cell within this model contains an estimate of the upscaled SGR. The SGR values at the well locations themselves are used as a calibration measure for each fault, from which it is possible to obtain estimates for the coefficients of the permeability equation in (4) using a least-squares regression analysis. The values for these coefficients in our case are given in table 2. The prediction of the fault permeability values can now be propagated into fault segments not covered by well data using the variation of the 4D seismic metrics, ICD and SV. The results of this process are shown in figure 9 . Several fault rock types presented in Fisher and Knipe (1998) are identified in the Heidrun cores. These are cataclasites (developed from clean sandstones), phyllosilicate framework fault rocks (created from impure sandstones) and clay smears. Based on such core analysis, representative fault permeabilities are assigned to each fault rock category in this study. The lowest fault permeabilities are in fault 2, whereas the higher values are included in the profile associated with fault 3. It is also predicted that variations along each fault segment should be different in each fault case. Fault permeabilities are expected to be in the order of 0.3 mD; however, from the history matching results in that study it is inferred that permeabilities for the cataclasite fault rock type (which might dominate the fault microstructure) could be higher than that observed in the core data. A constant value of 1 mD is finally deduced by Knai and Knipe (1998) during updating of the simulation model, and assumed as the best fit for their study. This magnitude appears consistent with our results, which give values of 0.05-1.30 mD.
Simulation model updating using our estimated fault transmissibilities
To incorporate our calculated fault permeability values into the fluid flow model, transmissibility multipliers T M (in the range 0-1) are determined. These multiply the transmissibility defined between two neighbouring grid cells in the simulation model. Manzocchi et al (1999) propose an equation to obtain T M using an estimate of the fault zone permeability k f and the fault zone thickness. Their method has been extensively applied to North Sea reservoirs (see, for example, Manzocchi et al (1999) and Harris et al (2002) ). The final form they give for T M is
where k i and k j are the permeabilities of the original neighbouring grid cells, and L i and L j their width, which is also known. Successfully cored faults indicate values for fault rock thickness of 2 m (Knai and Knipe, 1998) , and therefore this is held constant and inserted into the calculation. The flow simulation model built by the operator has grid cell dimensions 120 m × 110 m × 10 m, and a total number of 910 248 cells covering all producing units in the field. The Fangst Group contains up to 13 layers, with laterally continuous properties of excellent reservoir quality. The model simulates a black oil system with water and gas flooding over several time steps. The laterally fine grid cells (25 × 25 m 2 laterally) on which the fault multipliers are derived from the 4D seismic, and are incompatible with the coarser grid-blocks in the simulation model. Therefore, upscaling must be performed in which multiplier values are averaged to represent each simulation grid block. The simulation model is then re-run and pressure and saturation changes derived from the updated model are compared with the base case (original) simulation output.
Field pressure changes in the time interval 1995-2001 show a general decrease when compared with the base case (figure 10). The major differences are mostly located in the north of the compartments, and particularly in the compartment D. The new prediction has a better fit with the observed 4D seismic data. Differences between the updated and base case simulations for the water saturation changes are found to be around 20% (figure 11). Although less visually obvious, the circled areas in figure 11 indicate an overall increase in water saturation, and there is a better match at wells P2 and P6. The updated model also predicts more gas saturation overall, and provides a better match around most wells (figure 12), with a good overall agreement with the 4D seismic response. Figure 13 shows examples of the production match at selected wells. The watercut at well P9 demonstrates a good historical (prior to the monitor survey date) improvement, whilst the watercut at well P3 generally improves the match after the monitor period relative to the base case model. Finally, the gas oil ratio at well P2 is improved for the historical period, whilst at well P3 the gas oil ratio is improved at both the historical and future times. Overall we observe a reasonable improvement at the majority of wells. 
Conclusions and discussion
The quantitative assignment of fault transmissibility multipliers in strongly compartmentalized reservoirs such as our case study example is critical to the success of a fully history matched flow simulation model, but is difficult to achieve in practice. This study proposes that dynamic spatial data from 4D seismic may help with this problem by directly estimating the multiplier values and their distribution along the faults. The advantage of the approach is that it provides relatively quick estimates with which to bump-start the flow simulation model and reduce non-uniqueness, from which the slower well history match can then be pursued. In this sense, it assists in a more controlled outcome. It is demonstrated in our work to reduce the mismatch between the predicted and observed production data. For integration purposes, the method proposed in this paper also calibrates the seismic measurements with the geological well data that have been traditionally used to assign fault transmissibilities.
In practice, when applying this method to other compartmentalized fields, there are several complicating factors that may affect the performance. The first is the simple nature of the fault model assumption used here. In reality, there is a fault gouge that may not be readily represented by a single cell to cell transmissibility multiplier between two cell faces in the simulation model but involve non-neighbour connections. Thus, fault-rock permeability, thickness and their vertical variation may need to be considered. Also, the concept of fault multipliers only takes into account one fluid phase, and might be too open to the flow of oil and too restrictive to the flow of water (Manzocchi et al 1999) . This may cause a timevariant fault transmissibility that may need to be considered. A second possible limiting factor arises with the seismic data itself. It is known that amplitude changes may be affected by faults depending on their throw (Townshend et al 2013) , but also that 4D seismic signatures at the faults are affected by lack of perfect repeatability of the fault positions between surveys. Also, whilst 4D seismic signatures controlled predominantly by pressure or saturation changes are to be preferred for our technique, mixed controlling factors prove more challenging. A possible solution is offered by the multiple survey well2seis technique of Huang et al (2011) .
From the geological perspective, the second-order polynomial that has been used to represent the fault permeability has been selected as optimal for the fairly homogenous and favourable petrophysical properties of our Jurassic case study, as these conditions are likely to generate gentle variations in the material incorporated in the gouge of the fault, particularly when fault throws are uniform along the fault plane. Yet, this situation could be different if varied depositional environments are present. In that case, more rapid variations in the petrophysical properties of the reservoir might be expected, therefore inducing significant alterations in the fault-rock properties. Thus, a polynomial of higher order might be required to allow the representation of the higher variability in the sealing capacity of the fault. Finally, as a reservoir becomes increasingly heterogeneous, a different component can be introduced to the compartmentalization which is mostly stratigraphic rather than structural (Bentley, 2008) . In this case, application of the proposed workflow to estimate fault permeability using the 4D seismic might lead to unsatisfactory results as the signature is now not just the product of the flow interaction with the faults. Hence, the challenge lies in the separation of the structural from the stratigraphic constraint using the 4D signature so that they can be individually represented in the simulation models. Considering the above, the general applicability of this approach, and the way in which faults are to be considered in flow simulators, remains a subject to be tested on future datasets. 
