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Affine Dependence of Network Controllability/Observability on Its
Subsystem Parameters and Connections
Tong Zhou† and Yuyu Zhou
Abstract—This paper investigates controllability/observability
of networked dynamic systems (NDS) in which the system
matrices of each subsystem are described by a linear fractional
transformation (LFT). A connection has been established be-
tween the controllability/observability of an NDS and that of
a descriptor system. Using the Kronecker canonical form of a
matrix pencil, a rank based condition is established in which the
associated matrix affinely depends on subsystem parameters and
connections. An attractive property of this condition is that all the
involved numerical computations are performed on each subsys-
tem independently. Except a well-posedness condition, any other
constraints are put neither on parameters nor on connections of a
subsystem. This is in sharp contrast to recent results on structural
controllability/observability which is proved to be NP hard. Some
characteristics are established for a subsystem with which a
controllable/observable NDS can be constructed more easily. It
has been made clear that subsystems with an input matrix of full
column rank are helpful in constructing an observable NDS that
receives signals from other subsystems, while subsystems with
an output matrix of full row rank are helpful in constructing a
controllable NDS that sends signals to other subsystems. These
results are extended to an NDS with descriptor form subsystems.
As a byproduct, the full normal rank condition of previous works
on network controllability/observability has been completely
removed. On the other hand, satisfaction of this condition is
shown to be appreciative in forming a controllable/observable
NDS.
Index Terms—controllability, descriptor system, first principle
parameter, LFT, networked dynamic system, observability.
I. INTRODUCTION
In system designs, it is essential to at first construct a
plant that is possible to achieve a good performance. When
a networked dynamic system (NDS) is to be designed, this
problem is related to both subsystem parameter selections and
the design of subsystem connections. To achieve this objective,
it appears preferable to establish an explicit relation between
system achievable performances and its subsystem parame-
ters/connections. On the other hand, both controllability and
observability are essential requirements for a system to work
properly, noting that they are closely related to a number of
important system properties. For example, the existence of
an optimal control, possibilities of stabilizing a plant and/or
locating its poles to a desirable area, convergence of a state
estimation procedure like the extensively utilized Kalman
filter, etc. [11, 15, 16, 20].
Controllability and observability are now well developed
concepts in system analysis and synthesis, and various criteria
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have been established, such as the PBH test, controllabil-
ity/observability matrix, etc. [11, 16, 20]. In addition, these
concepts have been studied from various distinctive aspects.
For example, it is now extensively known that for many
systems, both controllability and observability are a generic
system property, meaning that rather than a numerical value
of the system matrices, it is the connections among the system
states, as well as the connections from an input to the system
states (the connections from the system states to an output),
that determine the controllability (observability) of a sys-
tem. Motivated by these observations, structural controllabil-
ity/observability is developed and studied by many researchers
[6, 12, 20]. [4] reveals that the minimal input/output number
guaranteeing the structural controllability/observability of an
NDS is determined by its subsystem dynamics. The problem
is proved to be NP-hard in [13] of finding the sparest in-
put/output matrix such that an NDS is controllable/observable.
Some measures are suggested in [14] to quantitatively analyze
difficulties of controlling a system. [18] makes it clear that
in order to construct a controllable/observable NDS, each
subsystem must be controllable/observable. It has also been
found there that the minimal input/output number of each
subsystem is equal to the maximum geometric multiplicity of
its state transition matrix. And so on.
While various results have been obtained for controlla-
bility/observability of an NDS, many theoretical issues still
require further efforts, which include influences from subsys-
tem dynamics, subsystem connections, etc., to the controlla-
bility/observability of the whole system. Another challenging
issue is computational costs and numerical stability [2, 3, 20].
When system matrices of each subsystem can be expressed
as an linear fractional transformation (LFT) of its first principle
parameters (FPP), structural controllability has been recently
studied in [21] for an NDS. It has been shown that controllabil-
ity for these systems is a generic property and their structural
controllability verification is in general NP hard. This is quite
discouraging, noting that LFT is a very effective expression in
system analysis and synthesis, and various systems have the
property that although elements of its system matrices are not
algebraically independent of each other, but can be written as
an LFT of its algebraically independent FPPs [16, 20].
In this paper, we investigate the controllability/observability
verification problem for NDSs in which the system matrices of
each subsystem are described by an LFT. Rather than struc-
tural controllability/observability, controllability/observability
has been directly studied. It has been observed that this
verification problem can be converted to the verification of the
controllability/observability of a particular descriptor system.
Using the Kronecker canonical form (KCF) of a matrix
pencil, a rank based condition is established in which the
2associated matrix affinely depends on a matrix formed by the
parameters of each subsystem and the subsystem connection
matrix (SCM). This condition keeps the attractive properties of
the verification procedure reported in [17, 20] that in obtaining
the associated matrices, the involved numerical computations
are performed on each subsystem independently, which means
that the associated condition verification is also scalable for
an NDS formed by a large number of subsystems. In deriving
these results, except that the NDS is required to be well-
posed, there are neither any other restrictions on a subsystem
FPP, nor any other restrictions on an element of the SCM.
This explicit expression of the matrix on subsystem param-
eters and subsystem connections appears helpful in system
topology design and parameter selections. As a byproduct,
this investigation also completely removes the full normal
rank condition required in [17, 20]. On the other hand, it
has been made clear that satisfaction of this rank condition
by a subsystem is appreciative in reducing difficulties of
constructing a controllable/observable NDS.
On the basis of this condition, it is shown that a subsystem
with an input matrix of full column rank is helpful in construct-
ing an observable NDS that receives signals from other subsys-
tem, while a subsystem with an output matrix of full row rank
is helpful in constructing a controllable NDS that sends signals
to other subsystems. Some rank conditions have also been
derived for a subsystem with which a controllable/observable
NDS can be more easily constructed, and these conditions can
be verified for each subsystem independently. These results
are expected to be helpful in studying optimal sensor/actuator
placements. Extensions to an NDS with its subsystems being
described in a descriptor form have also been dealt with.
Similar results have been obtained.
The above results are in sharp contrast to those about struc-
tural controllability/observability, noting that in [21], structural
controllability verification has been proven to be NP hard
for these systems, and an effective verification algorithm is
developed only for the case in which the matrix has a diagonal
parametrization that is constructed from all subsystem FPPs
and the SCM, which appears to be a great restriction on the
applicability of the obtained results to a practical problem.
The outline of this paper is as follows. At first, in Section
II, a state space model like representation is given for an
NDS, together with some preliminary results. Controllability
and observability of an NDS are investigated in Sections III.
An application of these results to sensor/actuator placements
are discussed in Section IV, while Section V investigates how
to extend them to an NDS when the dynamics of some of its
subsystems are described by a descriptor form. A numerical
example is provided in Section VI to illustrate the obtained
theoretical results. Finally, some concluding remarks are given
in Section VII in which some further issues are discussed.
Five appendices are included to give proofs of some technical
results.
The following notation and symbols are adopted. C and Rn
stand respectively for the set consisting of complex numbers
and the n dimensional real Euclidean space. det (·) represents
the determinant of a square matrix, null (·) and span (·)
the (right) null space of a matrix and the space spanned
by the columns of a matrix. diag{Xi|Li=1} denotes a block
diagonal matrix with its i-th diagonal block being Xi, while
col{Xi|Li=1} the vector/matrix stacked by Xi|
L
i=1 with its i-th
row block vector/matrix being Xi. For a m × n dimensional
matrix A, A(1 : k) stands for the matrix consisting of its first
k columns with k satisfying 1 ≤ k ≤ n, while A(J ) the
matrix consisting of its columns indexed by the elements of
the set J with J ⊂ {1, 2, · · · , n}. 0m and 0m×n represent
respectively the m dimensional zero column vector and the
m × n dimensional zero matrix. The subscript is usually
omitted if it does not lead to confusions. The superscript
T and H are used to denote respectively the transpose and
the conjugate transpose of a matrix/vector. A matrix valued
function is said to be full normal column/row rank, if there
exists a value for its variable(s), at which the value of the
matrix is of full column/row rank.
Results without proof of Section III in this paper have
been accepted by the 2019 IEEE Conference on Decision and
Control [19].
II. SYSTEM DESCRIPTION AND SOME PRELIMINARIES
In actual engineering problems, each subsystem of an NDS
may have distinguished input-output relations. A possible
approach to describe the dynamics of a general linear time
invariant (LTI) NDS is to model each of its subsystems as that
in [17, 20]. To express the dependence of the system matrices
of a subsystem on its FPPs, the following model is used in this
paper to describe the dynamics of the i-th subsystem Σi of an
NDS Σ composing of N subsystems, which is also utilized
in [21] for a continuous time NDS.
 δ(x(t, i))z(t, i)
y(t, i)

=



A
[0]
xx(i) A
[0]
xv(i) B
[0]
x (i)
A
[0]
zx(i) A
[0]
zv(i) B
[0]
z (i)
C
[0]
x (i) C
[0]
v (i) D[0](i)

+

H1(i)H2(i)
H3(i)

×
P (i)[I −G(i)P (i)]−1
[
F1(i) F2(i) F3(i)
]} x(t, i)v(t, i)
u(t, i)


(1)
Here, δ(·) denotes either the derivative of a function with re-
spect to time or a forward time shift operation. In other words,
the above model can be either continuous time or discrete
time. Moreover, t represents the temporal variable, x(t, i) its
state vector, u(t, i) and y(t, i) respectively its external input
and output vectors, v(t, i) and z(t, i) respectively its internal
input and output vectors which denote signals received from
other subsystems and signals transmitted to other subsystems.
All the parameters of this subsystem are included in the matrix
P (i), which may be the masses, spring and damper coefficients
of a mechanical system, concentrations and reaction ratios of
a chemical/biological process, resistors, inductor and capaci-
tor coefficients of an electronic/electrical system, etc. These
parameters are usually called FPPs (first principle parameter)
as they can be selected or adjusted in designing an actual
system. The matrix G(i), together with the matrices Hj(i)
and the matrices Fj(i) with j = 1, 2, 3, are known matrices
reflecting how these FPPs affect the system matrices of this
subsystem. These matrices, together with the matrices A
[0]
∗#(i),
B
[0]
∗ (i), C
[0]
∗ (i) and D[0](i) with ∗,# = x, u, v, y or z, are in
3general known and can not be selected or adjusted in system
designs, as they reflect the physical, chemical or electrical
principles governing the dynamics of this subsystem, such as
the Kirchhoff’s current law, Netwon’s mechanics, etc.
In the above description, the matrix P (i) consists of fixed
zero elements and elements which are from the set consisting
of all the FPPs of the subsystem Σi, i = 1, 2, · · · , N . In some
situations, it may be more convenient to use a simple function
of some FPPs, such as the reciprocal of a FPP, the product
of several FPPs, etc. These transformations do not affect
results of this paper, provided that the corresponding global
transformation is a bijective mapping. To avoid an awkward
presentation, these elements are called pseudo FPPs (PFPP)
in this paper, and are usually assumed to be algebraically
independent of each other.
Compared with the subsystem model adopted in [17, 20], it
is clear that each of its system matrices in the above model,
that is, A∗#(i), B∗(i), C∗(i) and D(i) with ∗,# = x, u, v,
y or z, is a matrix valued function of the parameter matrix
P (i). This reflects the fact that in an actual system, elements of
its system matrices are usually not algebraically independent
of each other, and some of them can not be changed in
system designs. It can therefore be declared that this model
is closer to the actual input-output relations of a dynamic
plant. Note that an LFT is capable of representing any rational
functions [16]. It is believed that a large class of systems can
be described by the aforementioned model. A more detailed
discussion can be found in [21] on engineering motivations
of the aforementioned model. To have a concise presentation,
the dependence of a system matrix of the subsystem Σi on
its parameter matrix P (i) is usually not explicitly expressed,
except when this omission may lead to some significant
confusions.
Obviously, the aforementioned model is also applicable to
situations in which we are only interested in the influences
from part of the subsystem FPPs on the performances of the
whole NDS. This can be simply done through fixing all other
FPPs to a particular numerical value.
Define vectors v(t) and z(t) respectively as v(t) =
col{v(t, i)|Ni=1}, z(t) = col{z(t, i)|
N
i=1}. It is assumed in this
paper that the interactions among subsystems of the NDS Σ
are described by
v(t) = Φz(t) (2)
The matrix Φ is called SCM (subsystem connection matrix),
which describes influences among different subsystems of
an NDS. A graph can be assigned to an NDS when each
subsystem is regarded as a node and each nonzero element
in the SCM Φ is regarded as an edge. This graph is usually
referred to as the structure or topology of the associated NDS.
The following assumptions are adopted throughout this
paper.
• The dimensions of the vectors u(t, i), v(t, i), x(t, i),
y(t, i) and z(t, i) are respectively mui, mvi, mxi, myi
and mzi.
• Each subsystem Σi, i = 1, 2, · · · , N , is well posed.
• The whole NDS Σ is well posed.
Note that the first assumption is only for indicating the size
of the involved vectors. On the other hand, well-posedness
is an essential requirement for a system to work properly
[11, 15, 16, 20]. It appears safe to declare that all the above
three assumptions must be satisfied for a practical system.
Therefore, the adopted assumptions seem not very restrictive
in actual applications.
Using these symbols, define integers Mxi, Mvi, Mx and
Mv as Mx =
∑N
k=1mxk, Mv =
∑N
k=1mvk, and Mxi =
Mvi = 0 when i = 1, Mxi =
∑i−1
k=1mxk, Mvi =
∑i−1
k=1mvk
when 2 ≤ i ≤ N . Obviously, the SCM Φ is a Mv × Mz
dimensional real matrix. In addition, if we partition this matrix
according to the dimensions of the vectors v(t, i)|Ni=1 and
z(t, i)|Ni=1, and denote its i-th row j-th column block by Φij ,
then Φij is a mvi ×mzj dimensional real matrix, reflecting
direct influences from the subsystem Σj to the subsystem Σi,
i, j = 1, 2, · · · , N .
To develop a computationally feasible condition for ver-
ifying the controllability/observability of the NDS Σ, the
following results are introduced which are well known in
matrix analysis [8, 9].
Lemma 1: Partition a matrix A as A =
[
AT1 A
T
2
]T
. Assume
that A1 is not of FCR, and let A
⊥
1 denote a matrix consisting
of column vectors that are independent of each other and span
the null space of the submatrix A1. Then the matrix A is of
FCR, if and only if A2A
⊥
1 is.
When a matrix A1 is of FCR, its null space consists of
only the zero vector. In this case, for an arbitrary matrix A2
with a compatible dimension, the matrix A =
[
AT1 A
T
2
]T
is
obviously of FCR.
On the basis of these conclusions, the following results
are obtained, which are quite helpful in exploiting the block
diagonal structure of the matrices involved in some matrix pen-
cils that are utilized in attacking controllability/observability
verifications for the NDS Σ.
Lemma 2: Let Ai|3i=1 and Bi|
3
i=1 be some matrices with
compatible dimensions. Assume that the matrix A2 is of FCR.
Then the matrix
[
diag {A1, A2, A3}
[B1 B2 B3]
]
is of FCR, if and
only if the matrix
[
diag {A1, A3}
[B1 B3]
]
is.
Proof: Note that

A1 0 0
0 A2 0
0 0 A3
B1 B2 B3

 =


0 I 0 0
I 0 0 0
0 0 I 0
0 0 0 I




A2 0 0
0 A1 0
0 0 A3
B2 B1 B3

×

 0 I 0I 0 0
0 0 I

 (3)
Here, the identity matrices may have distinguished dimensions.
It is obvious that the matrix
[
diag {A1, A2, A3}
[B1 B2 B3]
]
is of
FCR, if and only if the matrix
[
diag {A2, A1, A3}
[B2 B1 B3]
]
is.
On the other hand, when the matrix A2 is of FCR, the null
space of the matrix [A2 0 0] can be spanned by the columns
of the matrix col {[0 0], [I 0], [0 I]}. Obviously, columns
4of this matrix are linearly independent. As
 0 A1 00 0 A3
B2 B1 B3



 0 0I 0
0 I

 =

 A1 00 A3
B1 B3

 (4)
the proof can be completed through a direct application of
Lemma 1. ✸
From this lemma, the following conclusions can be directly
obtained. As the proof is quite straightforward, it is omitted.
Corollary 1: Let A
[j]
i |
i=3,j=m
i=1,j=1 and B
[j]
i |
i=3,j=m
i=1,j=1 be some
matrices with compatible dimensions. Assume that the matrix[
A
[1]
2 A
[2]
2 · · · A
[m]
2
]
is of FCR. Then the matrix
diag
{
A
[1]
1 , A
[1]
2 , A
[1]
3
}
· · · diag
{
A
[m]
1 , A
[m]
2 , A
[m]
3
}
[
B
[1]
1 B
[1]
2 B
[1]
3
]
· · ·
[
B
[m]
1 B
[m]
2 B
[m]
3
]


is of FCR, if and only if the following matrix is
 diag
{
A
[1]
1 , A
[1]
3
}
· · · diag
{
A
[m]
1 , A
[m]
3
}
[
B
[1]
1 B
[1]
3
]
· · ·
[
B
[m]
1 B
[m]
3
]


The following results on a matrix pencil are required in
deriving a computationally checkable necessary and sufficient
condition for the controllability/observability of the aforemen-
tioned NDS, which can be found in many references, for
example, [1, 10].
Definition 1: For two arbitrary m × n dimensional real
matrices G and H , a first degree matrix valued polynomial
Ψ(λ) = λG+H is called a matrix pencil.
• When m = n and det(Ψ(λ)) 6≡ 0, this matrix pencil is
called regular.
• A regular matrix pencil is called strictly regular if both
the associated matrix G and the associated matrix H are
invertible.
• A matrix pencil Ψ(λ) is said to be strictly equivalent to
the matrix pencil Ψ¯(λ), if there exist two invertible real
matrices U and V satisfying Ψ(λ) = UΨ¯(λ)V .
Throughout this paper, for an arbitrary positive integer m,
the symbol Hm(λ) stands for a m × m dimensional strictly
regular matrix pencil, while the symbols Km(λ), Nm(λ),
Lm(λ) and Jm(λ) respectively for matrix pencils having the
following definitions,
Km(λ)=λIm+
[
0 Im−1
0 0
]
, Nm(λ)=λ
[
0 Im−1
0 0
]
+Im(5)
Lm(λ) =
[
Km(λ)
[
0
1
] ]
, Jm(λ) =
[
KTm(λ)
[0 1]
]
(6)
Obviously, the dimensions of the matrix pencils Km(λ) and
Nm(λ) arem×m, while the matrix pencils Lm(λ) and Jm(λ)
respectively have a dimension ofm×(m+1) and (m+1)×m.
Moreover, when m = 0, Lm(λ) is a 0× 1 zero matrix, while
Jm(λ) is a 1 × 0 zero matrix. On the other hand, Jm(λ) =
LTm(λ). For a clear presentation, however, it appears better to
introduce these two matrix pencils simultaneously.
In other words, the capital letters H , K , N , J and L are
used in this paper to indicate the type of the associated matrix
pencil, while the subscript m its dimensions.
It is well known that any matrix pencil is strictly equivalent
to a block diagonal form with its diagonal blocks being in the
form of the matrix pencils H∗(λ), K∗(λ), N∗(λ), L∗(λ) and
J∗(λ), which is extensively called the Kronecker canonical
form (KCF). More precisely, we have the following results
[1, 8, 10].
Lemma 3: For any two m×n dimensional real matrices G
and H , there exist some unique nonnegative integers ξH, ζK,
ζL, ζN, ζJ, ξL(j)|
ζL
j=1 and ξJ(j)|
ζJ
j=1, some unique positive
integers ξK(j)|
ζK
j=1 and ξN(j)|
ζN
j=1, such that the matrix pencil
Ψ(λ) = λG + H is strictly equivalent to the block diagonal
Ψ¯(λ) defined as
Ψ¯(λ) = diag
{
HξH(λ), KξK(j)(λ)|
ζK
j=1, LξL(j)(λ)|
ζL
j=1,
NξN(j)(λ)|
ζN
j=1, JξJ(j)(λ)|
ζJ
j=1
}
(7)
The following lemma explicitly characterizes the null spaces
of matrix pencils H∗(λ), K∗(λ), N∗(λ), L∗(λ) and J∗(λ).
This characterization is helpful in clarifying situations for a
subsystem with which a controllable/observable NDS can be
constructed more easily. The proof of this lemma is given in
Appendix A.
Lemma 4: For any positive integerm, the matrix pencils de-
fined in Equations (5) and (6) respectively have the following
properties.
• Hm(λ) is rank deficient only at some isolated values of
the complex variable λ which are different from zero.
Moreover, the number of these values is equal to m.
• Nm(λ) is always of full rank (FR).
• Jm(λ) is always of full column rank (FCR).
• Km(λ) is singular only at λ = 0, and
Null {Km(0)} = Span (col {1, 0m−1})
• Lm(λ) is not of FCR at an arbitrary complex λ, and
Null {Lm(λ)} = Span
(
col
{
1, (−λ)j
∣∣m
j=1
})
III. OBSERVABILITY AND CONTROLLABILITY OF AN NDS
Note that parallel, cascade and feedback connections of
LFTs can still be expressed as an LFT [16]. On the other
hand, [17] has already made it clear that the system matrices
of the whole NDS can be represented as an LFT of its SCM,
provided that all the subsystems are connected by their internal
inputs/outputs. These make it possible to rewrite the NDS Σ
in a form which is completely the same as that of [17], in
which all the (pseudo) FPPs of each subsystem, as well as the
subsystem connection matrix, are included in a single matrix.
This has also been performed in [21]. As the associated ex-
pressions are important in studying actuator/sensor placements
in Section V, and the derivations are not very lengthy, both of
them are included in this section to make the presentation more
easily understandable.
More precisely, for each subsystem Σi, i = 1, 2, · · · , N ,
introduce the following two auxiliary internal input and output
5vectors v[a](t, i) and z[a](t, i),
z[a](t, i) = [F1(i) F2(i) F3(i)]

x(t, i)v(t, i)
u(t, i)

+G(i)v[a](t, i) (8)
v[a](t, i) = P (i)z[a](t, i) (9)
Let z¯(t, i) = col{z(t, i), z[a](t, i)}, v¯(t, i) =
col{v(t, i), v[a](t, i)}. Denote the dimensions of v¯(t, i)
and z¯(t, i) respectively by mv¯i and mz¯i. Then it can be
straightforwardly shown that, under the assumption that this
subsystem is well-posed, which is equivalent to that the
matrix I −G(i)P (i) is invertible, the input-output relation of
Subsystem Σi can be equivalently expressed by (9) and the
following equation
δ(x(t, i))z¯(t, i)
y(t, i)

 =

Axx(i) Axv(i) Bx(i)Azx(i) Azv(i) Bz(i)
Cx(i) Cv(i) D(i)



x(t, i)v¯(t, i)
u(t, i)

 (10)
in which D(i) = D[0](i) and
Axx(i) = A
[0]
xx(i), Axv(i) =
[
A
[0]
xv(i) H1(i)
]
Azx(i)=
[
A
[0]
zx(i)
F1(i)
]
, Azv(i) =
[
A
[0]
zv(i) H2(i)
F2(i) G(i)
]
B(i)x = B
[0]
x (i), Bz(i) =
[
B
[0]
z (i)
F3(i)
]
Cx(i) = C
[0]
x (i), Cv(i) =
[
C
[0]
v (i) H3(i)
]
Define vectors v¯(t) and z¯(t) respectively as
v¯(t)=col
{¯
v(t, i)|Ni=1
}
, z¯(t)=col
{¯
z(t, i)|Ni=1
}
Moreover, define a matrix Φ¯ as
Φ¯ =


Φ11 Φ12 · · · Φ1N
P (1) 0 · · · 0
...
...
...
...
. . .
...
...
ΦN1 ΦN2 · · · ΦNN
0 0 · · · P (N)


(11)
Then Equations (2) and (9) can be compactly expressed as
v¯(t) = Φ¯z¯(t) (12)
Here, Φij , i, j = 1, 2, · · · , N , is the i-th row block j-th
column block submatrix of the SCM Φ with its partitions
consistent with the dimensions of the system internal input
and output vectors.
To emphasize similarities in system analysis and synthesis
between the matrix Φ¯ and the matrix Φ, as well as to
distinguish the matrix Φ¯ from the matrix Φ in their engineering
significance, etc., the matrix Φ¯ is called the augmented SCM
in the remaining of this paper.
Equations (10) and (12) give an equivalent description for
the input-output relations of the NDSΣ, which has completely
the same form as that for the NDS investigated in [17]. This
equivalent form is benefited from the invariance properties of
LFTs, and makes results of [17] applicable to the NDS Σ.
From these observations, the following results have been
established which can be directly obtained from [17] for the
observability of the NDS described by Equations (1) and (2).
Lemma 5: Assume that the NDS Σ, as well as all of
its subsystems Σi|Ni=1 , are well-posed. Then this NDS is
observable if and only if for every complex scalar λ, the
following matrix pencil M(λ) is of FCR,
M(λ) =

 λIMx −Axx −Axv−Cx −Cv
−Φ¯Azx IMz − Φ¯Azv

 (13)
Here, A∗# = diag
{
A∗#(i)|
N
i=1
}
, C∗ = diag
{
C∗(i)|
N
i=1
}
, in
which ∗,# = x, v, or z.
Assume that there are M subsystems in the NDS Σ,
denote their indices by k(j)|Mj=1, with their system matrix
[Cx(k(j)) Cv(k(j))] not being of FCR. For a clear pre-
sentation, assume without any loss of generality that 1 ≤
k(1) < k(2) < · · · < k(M) ≤ N . Then from matrix
theories [8, 9], we have that for each j = 1, 2, · · · ,M ,
there exist matrices Ncx(k(j)) and Ncv(k(j)) with respec-
tively mxk(j) rows and mv¯k(j) rows, such that the matrix
col {Ncx(k(j)), Ncv(k(j))} is of FCR, and
Null ([Cx(k(j)) Cv(k(j))]) = Span
([
Ncx(k(j))
Ncv(k(j))
])
(14)
From these results, the following conclusions are derived,
which establish some relations between the observability of
the NDS investigated in this paper and that of a descriptor
system. Their proof is deferred to Appendix B.
Theorem 1: Define matrices Ncx and Ncv respectively as
Ncx=


0
diag
{[
Ncx(k(j))
0
]∣∣∣∣
M
j=1
} (15)
Ncv=


0
diag
{[
Ncv(k(j))
0
]∣∣∣∣
M
j=1
} (16)
Then the NDSΣ is observable if and only if for every complex
scalar λ, the following matrix pencil Ψ(λ) is of FCR,
Ψ(λ) = λ
[
Ncx
0
]
+
[
−AxxNcx −AxvNcv
Ncv − Φ¯ (AzxNcx +AzvNcv)
]
(17)
Remark 1: When the matrix Ncx is square and
det (λNcx − [AxxNcx +AxvNcv]) 6≡ 0, the condition that
the aforemention matrix pencil Ψ(λ) is of FCR at every com-
plex λ is necessary and almost sufficient for the observability
of the following descriptor system,
Ncxδ(x(t)) = [AxxNcx +AxvNcv]x(t)
y(t) =
[
Ncv − Φ¯ (AzxNcx +AzvNcv)
]
x(t)
Results on the observability of descriptor systems appear
directly applicable to that of the NDS Σ, while the former
has been extensively studied and various conclusions have
been established [5, 7]. A direct application of these results,
however, can not efficiently use the block diagonal structure
6of the associated matrices, and usually introduces some un-
necessary computational costs that is not quite attractive for
the analysis and synthesis of a large scale NDS. On the other
hand, there is in general no guarantee that the matrix pencil
λNcx − [AxxNcx +AxvNcv] is regular. As a matter of fact,
this matrix pencil may sometimes even not be square.
Remark 2: The results of Theorem 1 essentially mean that
when there is a subsystem in the NDS Σ with its external
output matrix being of FCR, then the conclusions of system
observability are not changed by removing the column blocks
associated with this subsystem from the matrix pencil M(λ).
This can also be understood from Corollary 1.
To derive a computationally attractive condition for the
observability of the NDS described by Equations (1) and (2),
the KCF for a matrix pencil, which is given in the previous
section, are helpful.
From Lemma 3, it can be declared that for every i =
1, 2, · · · , N , there exist a regular real matrix U(i), a regular
real matrix V (i), as well as a matrix pencil Ξ(λ, i), such that
λNcx(i)−[Axx(i)Ncx(i) +Axv(i)Ncv(i)] = U(i)Ξ(λ, i)V (i)
(18)
in which
Ξ(λ, i) = diag
{
HξHi(λ), KξKi(j)(λ)|
ζKi
j=1, LξLi(j)(λ)|
ζLi
j=1,
NξNi(j)(λ)|
ζNi
j=1, JξJi(j)(λ)|
ζJi
j=1
}
(19)
Here, ξHi, ζKi, ζNi, ζLi, ζJi, ξLi(j)|
ζLi
j=1 and ξJi(j)|
ζJi
j=1
are some nonnegative integers, ξKi(j)|
ζKi
j=1 and ξNi(j)|
ζNi
j=1
are some positive integers. All these numbers are uniquely
determined by the system matrices Axx(i), Axv(i), Ncx(i)
and Ncv(i) of the i-th subsystem Σi.
In the decomposition of Equation (18), the calculations are
performed for each subsystem individually. On the other hand,
there are extensive studies on expressing a matrix pencil with
the KCF and various computationally attractive algorithms
have already been established [1, 8]. It can therefore be
declared that computations involved in the aforementioned
decomposition are in general possible, while the total com-
putational complexity increases linearly with the increment of
the subsystem number N .
For each i = 1, 2, · · · , N , define a matrix pencil Ξ¯(λ, i) as
Ξ¯(λ, i) = diag
{
HξHi(λ), KξKi(j)(λ)|
ζKi
j=1, LξLi(j)(λ)|
ζLi
j=1
}
Moreover, define a matrix pencil Ξ¯(λ) as
Ξ¯(λ) = diag
{
Ξ¯(λ, i)|Ni=1
}
On the basis of the above observations, as well as the expres-
sions of Equation (19), the following condition is obtained for
the observability of the NDS Σ. Its derivations are given in
Appendix C.
Theorem 2: Let s(i) denote ξHi +
∑ζKi
j=1 ξKi(j) +∑ζLi
j=1 ξLi(j) with i ∈ {1, 2, · · · , N}. Moreover, let V
−1
i (1 :
s(i)) represent the matrix constructed from the first s(i)
columns of the inverse of the matrix V (i). Denote the fol-
lowing matrix pencil[
Ξ¯(λ)[
Ncv − Φ¯(AzxNcx +AzvNcv)
]
diag
{
V −1i (1 : s(i))|
N
i=1
}]
by Ψ¯(λ). Then the NDS Σ is observable, if and only if the
matrix pencil Ψ¯(λ) is of FCR at each λ ∈ C.
From the proof of Theorem 2, it is clear that if ξHi =
ζKi = ζLi = 0 in each Ξ(λ, i) with i ∈ {1, 2, · · · , N},
which is essentially a condition required for each subsystem
individually, then the NDS Σ is always observable, no matter
how the subsystems are connected and the parameters of a
subsystem are selected.
For each i ∈ {1, 2, · · · , N}, let Λ(i) denote the set
consisting of the values of the complex variable λ at which
Ξ¯(λ, i) is not of FCR. From Lemma 4, this set is the whole
complex plane if ζLi 6= 0. On the other hand, if ζLi = 0,
then this set is simply formed by zero and all the complex
values that lead to a singular HξHi(λ). For a λ0 ∈ Λ(i), let
Ξ¯⊥(λ0, i) denote a matrix whose columns are independent of
each other and span the null space of Ξ¯(λ0, i). Obviously,
this matrix is also block diagonal with each of its blocks
being completely determined by a matrix constructed from
base vectors of the null space ofHξHi(λ0) orKξKi(j)(λ0) with
j ∈ {1, 2, · · · , ζKi} or LξLi(j)(λ0) with j ∈ {1, 2, · · · , ζLi}.
Moreover, all of them can be easily obtained using the results
of Lemma 4.
Furthermore, let Λ denote the set consisting of the values of
the complex variable λ at which Ξ¯(λ) is not of FCR, Ξ¯⊥(λ0) a
matrix whose columns are independent of each other and span
the null space of Ξ¯(λ0) with λ0 belonging to Λ, and M(λ0)
the set of all the subsystem indices with which the matrix
pencil Ξ¯(λ, i) is not of FCR at λ0. From the definitions of
Ξ¯(λ) and Ξ¯(λ, i)|Ni=1, it is obvious that
Λ =
N⋃
i=1
Λ(i), Ξ¯⊥(λ0)=


0
diag
{[
Ξ¯⊥(λ0, i)
0
]∣∣∣∣
i∈M(λ0)
}
(20)
The following results can be immediately established from
Theorem 2 and Lemma 1.
Theorem 3: For a prescribed complex λ0, denote the
following two matrices
diag
{
Ncv(i)V
−1
i (1 : s(i))|
N
i=1
}
Ξ¯⊥(λ0)
diag
{
[Azx(i)Ncx(i)+Azv(i)Ncv(i)]V
−1
i (1 :s(i))|
N
i=1
}
Ξ¯⊥(λ0)
respectively by X(λ0) and Y (λ0). Then the NDS Σ is
observable, if and only if for each λ0 ∈ Λ, the matrix
X(λ0)− Φ¯Y (λ0) (21)
is of FCR.
The proof is omitted due to its obviousness.
The above theorem makes it clear that the existence of a
matrix pencil having the form of L∗(λ) in the matrix pencil
Ξ¯(λ) may greatly increase difficulties for the satisfaction of the
observability condition by the NDS Σ, as it makes the set Λ
equal to the whole complex plane and requires that the matrix
of Equation (21) is of FCR at each complex λ0. The latter
7leads to infinitely many constraints on the augmented SCM
Φ¯. It is interesting to see possibilities to avoid occurrence of
this type of matrix pencils in subsystem constructions for an
NDS. This will be discussed briefly in the following Section
IV.
Remark 3: In both the definition of the matrix X(λ0) and
the definition of the matrix Y (λ0), all the involved matrices
have a consistent block diagonal structure. This means that
these two matrices are also block diagonal, and the compu-
tational costs for obtaining them increase only linearly with
the increment of the subsystem number N . This is a quite
attractive property in dealing with a large scale NDS which
consists of numerous subsystems.
Remark 4: The augmented SCM Φ¯, which is defined by
Equation (11), clearly has a sparse structure. This means that
results about sparse computations, which have been exten-
sively and well studied in fields like numerical analysis, can
be applied to the verification of the condition in Theorem
3. It is interesting to see possibilities of developing more
numerically efficient methods for this condition verification,
using the particular sparse structure of the augmented SCM
Φ¯ and the consistent block diagonal structure of the matrices
X(λ0) and Y (λ0).
Remark 5: The matrices of Equation (21) have completely
the same form as those of previous works reported in [17, 20].
In the derivations of these results, however, except the well-
posedness assumptions, there are not any other requirements
on a subsystem of the NDS Σ. That is, the full normal column
rank (FNCR) condition on each subsystem, which is required
in [17, 20] to get the associated transmission zeros of each
subsystem, is completely removed.
Remark 6: Compared with [21], the results of the above
theorem are in a pure algebraic form. In system analysis and
synthesis, they are not as illustrative as the results of [21]
which are given in a graphic form. It is interesting to see
whether or not a graphic form can be obtained from Theorem
3 on the observability of an NDS. On the other hand, in the
derivations of this theorem, except well posedness of each
subsystem and the whole system, which is also asked in [21]
and is an essential requirement for a system to work properly,
there are not any other constraints on either a subsystem or
the whole system of the NDS. This appears to be a significant
advantage, as the augmented SCM, that is, the matrix Φ¯, is
required to have a diagonal parametrization in [21], which
may not be easily satisfied by a practical system and may
significantly restricts applicability of the corresponding results
in dealing with an actual plant. In addition, for a general
augmented SCM, [21] proves that structural controllability
verification is NP hard for the NDS Σ.
Remark 7: Recall that controllability of an LTI system is
equal to observability of its dual system, and this is also true
for an NDS [17, 20]. This means that the above results can
be directly applied to controllability analysis for the NDS Σ.
As a matter of fact, using the duality between controllability
and observability of a system, as well as the equivalence
representation of the NDSΣ, which is given by Equations (10)
and (12), it can be declared that the NDS Σ is controllable,
if and only if the following matrix pencil is of full row rank
(FRR) for each complex λ,[
λIMx −Axx Bx −AxvΦ¯
−Azx Bz IMz −AzvΦ¯
]
in which Bx=diag
{
Bx(i)|Ni=1
}
, Bz=diag
{
Bz(i)|Ni=1
}
, and all
the other matrices have the same definitions as those of Lemma
5. Using the KCF of a matrix pencil, as well as a basis for
the left null space of the matrix
[
BTx B
T
z
]T
, similar algebraic
manipulations lead to a necessary and sufficient condition for
the controllability of the NDS, which has a similar form as that
of Theorem 3. The details are omitted due to their obviousness.
IV. CONDITIONS FOR SENSOR/ACTUATOR PLACEMENTS
Sections III makes it clear that for any 1 ≤ i ≤ N , the ex-
istence of a matrix pencil with the form of L∗(λ)/J∗(λ) in the
matrix pencil Ξ¯(λ, i), which is completely and independently
determined by the system matrices of the subsystem Σi, may
make the observability/controllability condition difficult to be
satisfied by an NDS. An interesting issue is therefore that in
constructing subsystems of an NDS, whether it is possible
to avoid the existence of this type of matrix pencils. In this
section, we investigate how to avoid this occurrence under the
assumption that Cv(i) = 0 for each i = 1, 2, · · · , N .
Note that in the matrix pencil Ξ¯(λ, i), both the matrices
Cx(i) and Cv(i) are involved which respectively associate the
external output vector y(t, i) of the subsystem Σi to its state
vector and internal input vector. On the other hand, sensors
are usually used for state measurement in a system, and an
essential requirement for sensor placements is that the associ-
ated system is observable. These mean that the aforementioned
issue is closely related to NDS sensor placements which is also
an important topic in system designs. In addition, y(t, i) may
also be used to evaluate the performances of a system in its
designs. Examples include to ask some states of a subsystem to
track an objective signal, etc. In either of these situations, the
external output vector y(t, i) usually include only some states
of a subsystem [16, 20]. These observations mean that it does
not introduce very severe restrictions in actual applications
through assuming that C
[0]
v (i) = 0 and H3(i) = 0 for each
i = 1, 2, · · · , N in the NDS Σ. Under this hypothesis, it
is obvious from its definition that Cv(i) = 0. Hence, the
assumption adopted in this section is reasonable and not quite
restrictive.
To settle the above issue, the following results are helpful
which are standard in the analysis of a matrix pencil [8, 10].
Lemma 6: Define the rank of a m× n dimensional matrix
pencil Ψ(λ) as the maximum dimension of its submatrix
whose determinant is not constantly equal to zero, and denote
it by rank {Ψ(λ)}. Assume that in the KCF of the matrix
pencil Ψ(λ), there are p matrix pencils in the form of L∗(λ)
and q matrix pencils in the form of J∗(λ). Then
p = n− rank {Ψ(λ)} , q = m− rank {Ψ(λ)} (22)
An immediate result of Lemma 6 is that there does not exist
a matrix pencil having the form L∗(λ) in the KCF of a matrix
pencil, if and only if it is of FNCR. Moreover, it does not
8have a matrix pencil with the form J∗(λ) in its KCF, if and
only if it is of full normal row rank (FNRR).
Remark 8: From the definition of the matrix pencil Ξ¯(λ, i),
it is obvious that the nonexistence of a matrix pencil with the
form of L∗(λ) in it is equal to that in the KCF Ξ(λ, i). On
the other hand, Lemmas 1 and 6, together with Equation (18),
imply that ζLi = 0 in the KCF Ξ(λ, i) is equivalent to that
the following matrix pencil is of FNCR,[
λImxi −Axx(i) −Axv(i)
−Cx(i) −Cv(i)
]
It can therefore be declared from Lemma 2 and the consistent
block diagonal structure of the matrices Axx, Axv, Cx and
Cv that, there does not exist a subsystem Σi with 1 ≤ i ≤ N
in the NDS Σ, such that there is a matrix pencil in the form
of L∗(λ) in its associated matrix pencil Ξ¯(λ, i), if and only if
the following matrix pencil is of FNCR,[
λIMx −Axx −Axv
−Cx −Cv
]
(23)
Remark 9: When λ is not equal to an eigenvalue of the
matrix Axx, it is straightforward to prove that
null ([λIMx −Axx −Axv])
= span
([
(λIMx −Axx)
−1Axv
I
])
(24)
It can therefore be claimed from Lemma 1 that the matrix
pencil of Equation (23) is of FNCR, if and only if the
following transfer function matrix (TFM) is,
Cv + Cx(λIMx −Axx)
−1Axv (25)
Note that the TFM of Equation (25) is exactly the TFM
G[1](λ) defined in [17, 20]. The above discussions mean that
while the results of [17, 20] are valid only when the TFM
G[1](λ) is of FNCR, which appears to be a severe restriction
on the applicability of the obtained results, its satisfaction by
the subsystems of an NDS may greatly reduce difficulties in
constructing an observable NDS. Similar conclusions can also
be reached on the corresponding FNRR assumption adopted
in [17, 20] for controllability verification of an NDS.
In order to derive conditions for the non-existence of a
matrix pencil in Ξ¯(λ, i) that has the form of L∗(λ), we at
first investigate influences of the rank of the matrix [Cx Cv]
on the observability of the NDS Σ.
Assume that the matrix [Cx Cv] is not of FRR. Then
according to [8, 9], there exit a nonsingular permutation matrix
Tp and a matrix Td, as well as matrices C¯x, C¯v , C˜x and C˜v,
such that the matrix
[
C¯x C¯v
]
is of FRR and
Tp [Cx Cv] =
[
C¯x C¯v
C˜x C˜v
]
[
C˜x C˜v
]
= Td
[
C¯x C¯v
]
Hence
[Cx Cv] = T
−1
p
[
I
Td
] [
C¯x C¯v
]
(26)
Therefore, the matrix pencil M(λ) of Lemma 5 can be
expressed as
M(λ) = TM¯(λ) (27)
in which
M¯(λ) =

 λIMx −Axx −Axv−C¯x −C¯v
−Φ¯Azx IMz − Φ¯Azv


T =


I 0 0
0 T−1p
[
I
Td
]
0
0 0 I


In the above expressions, the three identity matrices, as well
as the six zero matrices, may have different dimensions. Their
dimensions are not clearly indicated for a concise presentation,
as this omission does not introduce any significant confusions.
Obviously, the matrix T is of FCR. It can therefore be
straightforwardly proved from Equation (27) that
M¯(λ) = (T TT )−1T TM(λ) (28)
As the validness of both Equation (27) and Equation (28)
does not depend on a particular value of the complex variable
λ, it is clear that these two equations imply that at any λ ∈ C,
the matrix pencil M(λ) is of FCR, if and only if the matrix
pencil M¯(λ) is.
The above conclusions are also obvious from an application
view of point. To be more specific, a linear dependence of the
rows of the matrix [Cx Cv] means that some of the NDS
external outputs can be expressed as a linear combination
of its other external outputs. Hence, these external outputs
do not contain any new information about the NDS states.
Therefore, their elimination does not have any influences on
the observability of the NDS.
These observations, together with Lemma 5, further mean
that in the investigation of the observability of the NDS Σ,
the assumption will not introduce any lose of generality that
the matrix [Cx Cv] is of FRR. From the consistent block
diagonal structure of the matrices Cx and Cv, this assumption
is obviously equivalent to that the matrix [Cx(i) Cv(i)] is of
FRR for each i = 1, 2, · · · , N .
Under these assumptions, the following conclusions are
obtained from Lemma 6 on the number of the matrix pencils
with the form L∗(λ) in the matrix pencil Ξ(λ, i) that is defined
in Equations (18) and (19).
Theorem 4: Assume that Cv(i) = 0. Let C
⊥
x (i) denote a
matrix whose columns are independent of each other and span
the null space of the matrix Cx(i). Define a matrix pencil
Θ(λ, i) as
Θ(λ, i) =
{
I −Axv(i)
[
ATxv(i)Axv(i)
]−1
ATxv(i)
}
×
[λI −Axx(i)]C
⊥
x (i) (29)
Then there does not exist a matrix pencil in the KCF Ξ(λ, i)
that has the form L∗(λ), if and only if
• the matrix Axv(i) is of FCR;
• the matrix pencil Θ(λ, i) is of FNCR.
A proof of this theorem is given in Appendix D.
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arbitrary nonzero vector of a compatible dimension is certainly
not equal to zero. On the other hand, recall that in Subsystem
Σi, the matrix Axv(i) is actually an input matrix connecting
its internal inputs, that is, signals sent from other subsystems,
to its state vector. The requirement that this matrix is of
FCR means that in order to construct an observable NDS,
it is appreciative in subsystem selections to guarantee that any
nonzero signals received from other subsystems have some
influences on a subsystem state. In other words, influences
on the states of a subsystem from a signal sent from another
subsystem, are not allowed to be killed by any other signal(s)
sent from any other subsystem(s).
Generally speaking, the matrix ATxv(i)Axv(i) may not be
invertible, which leads to some difficulties in the definition of
the matrix pencil Θ(λ, i). However, when the matrix Axv(i) is
of FCR, this matrix is certainly positive definite and therefore
has an inverse. This means that when the first condition in the
above theorem is satisfied, the matrix pencil Θ(λ, i) is well
defined.
When a problem of sensor placements is under investigation,
it is a general situation that one sensor measures only one state
of plant. This means that in each row of the matrix Cx(i), there
is only one nonzero element. On the other hand, previous
discussions reveal that the matrix Cx(i) can be assumed to
be of FRR without any loss of generality. These observations
mean that the assumption that each element of the external
output vector y(t, i) is related only to one of the states of
the subsystem Σi, as well as the assumption that all the
elements of the external output vector y(t, i) are different from
each other, generally do not introduce any restrictions in an
investigation about sensor placement.
In the subsystem Σi, denote by
{k(j, i)| j ∈ {1, 2, · · · ,myi}, k(j, i) ∈ {1, 2, · · · ,mxi}}
the set consisting of its states that are measured by a sensor.
The above discussions mean that it can be assumed that
k(j1, i) 6= k(j2, i) whenever j1 6= j2 without any loss
of generality. On the other hand, through similar arguments
as those of Equations (26)-(28), it can be shown that the
following two assumptions do not introduce any restrictions
on sensor placement studies also,
• 1 ≤ k(1, i) < k(2, i) < · · · < k(myi, i) ≤ mxi;
• the j-th element of the external output vector y(t, i) is
equal to the k(j, i)-th element of the state vector x(t, i)
of the subsystem Σi, j = 1, 2, · · · ,myi.
The details are omitted due to their straightforwardness.
On the other hand, the rationality of these assumptions can
be easily understood from an application view of points. In
particular, any position rearrangements of the NDS external
outputs do not change the total information contained in these
outputs about its states. Hence, it is not out of imaginations
that these assumptions do not introduce any restrictions on
observability analysis for the NDS Σ.
Let e
[y]
j,i with 1 ≤ j ≤ myi denote the j-th canonical
basis vector of the Euclidean space Rmyi , and O(j, i) the
myi × [k(j, i)− k(j − 1, i)− 1] dimensional zero matrix in
which j = 1, 2, · · · ,myi + 1 with k(0, i) and k(myi + 1, i)
being respectively defined as k(0, i) = 0 and k(myi +1, i) =
mxi. The above discussions show that in a sensor placement
problem, it can be generally assumed, without any loss of
generality, that
Cx(i)=
[
O(1, i) e
[y]
1,i O(2, i) e
[y]
2,i
· · · O(myi, i) e
[y]
myi,i
O(myi + 1, i)
]
(30)
Under this assumption, the following results can be directly
obtained from Theorem 4.
Corollary 2: Assume that Cv(i) = 0 and Cx(i) satisfies
Equation (30). Denote the set
{1, 2, · · · ,mxi} \ {k(1, i), k(2, i), · · · , k(myi, i)}
by S(i), and the following matrix pencil{
I−Axv(i)
[
ATxv(i)Axv(i)
]−1
ATxv(i)
}
[λI−Axx(i)]Imxi(S(i))
by Θ¯(λ, i). Then there does not exist a matrix pencil in the
KCF Ξ(λ, i) that has the form L∗(λ), if and only if
• the matrix Axv(i) is of FCR.
• the matrix pencil Θ¯(λ, i) is of FNCR.
Proof: When Equation (30) is satisfied by the matrix Cx(i),
direct matrix manipulations show that
C⊥x (i) = diag
{[
Ik(j,i)−k(j−1,i)−1
0
]∣∣∣∣
myi
j=1
, Imxi−k(myi,i)
}
Obviously, this matrix can be equivalently expressed as
C⊥x (i) =
[
e
[x]
j,i : j ∈ S(i)
]
in which e
[x]
j,i with 1 ≤ j ≤ mxi denote the j-th canonical
basis vector of the Euclidean space Rmxi .
The results can then be obtained by applying this expression
for the matrix C⊥x (i) to the definition of the matrix pencil
Θ(λ, i) given in Theorem 4.
This completes the proof. ✸
From the definitions of the matrices Axx(i) and Axv(i),
which are given immediately after Equation (10), it is clear that
these two matrices depend neither on a PFPP of a subsystem,
nor on a nonzero entry in the SCM. In other words, these
two matrices depend only on the principles in mechanics,
electricity, chemistry, biology, etc., that govern the dynamics
of the subsystem Σi. Therefore, the results of Theorem 4 and
Corollary 2 appear very helpful in determining the type of
subsystems with which an NDS can be constructed that is
possible to achieve good performances more easily.
On the other hand, although the 2nd condition of
Corollary 2 is combinatorial, it depends only on a sin-
gle subsystem. As the dimension of the state vector
in a subsystem is usually not very large, this condi-
tion does not lead to a heavy computational burden in
general. In addition, using the KCF of the matrix pen-
cil
{
I−Axv(i)
[
ATxv(i)Axv(i)
]−1
ATxv(i)
}
[λI−Axx(i)], some
more explicit conditions on sensor positions can be obtained.
The details are omitted due to space considerations.
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On the basis of the duality between controllability and
observability of the NDS Σ, similar results can be obtained
for actuator placements. Details are omitted due to their
straightforwardness.
V. EXTENSIONS TO AN NDS WITH DESCRIPTOR
SUBSYSTEMS
For various traditional control plants, rather than a state
space model, it is more convenient to describe its dynamics
by a descriptor form. Typical examples include constrained
mechanical systems, electrical power systems, etc. [5, 7, 10].
An interesting issue is therefore about properties of an NDS
with the dynamics of its subsystems being described by
descriptor forms.
In this section, complete controllability and observability
are investigated for an NDS, in which the dynamics of each
subsystem is described by a descriptor system with its system
matrices depending on some parameters in the way of an LFT.
Results of the previous sections are extended to this type of
NDSs.
More precisely, assume that in an NDS Σ[d] composing of
N subsystems, the dynamics of the i-th subsystem Σ
[d]
i with
i ∈ {1, 2, · · · , N}, is described by the following descriptor
system,
E[0](i)δ(x(t, i))z(t, i)
y(t, i)

=



A
[0]
xx(i) A
[0]
xv(i) B
[0]
x (i)
A
[0]
zx(i) A
[0]
zv(i) B
[0]
z (i)
C
[0]
x (i) C
[0]
v (i) D[0](i)

+

H1(i)H2(i)
H3(i)

P (i)[I−G(i)P (i)]−1[F1(i) F2(i) F3(i) ]



x(t, i)v(t, i)
u(t, i)


(31)
in which E[0](i) is a known square and real matrix that may
not be invertible. In actual applications, this matrix is usually
utilized to reflecting constraints on system states, etc. All
the other matrices and vectors have the same meanings as
those of Equation (1). Moreover, relations among the internal
subsystem inputs and outputs are still assumed to be described
by Equation (2).
To investigate controllability and observability of this NDS,
some related concepts and results about a descriptor system
are at first introduced, which are now well known [5, 7, 10].
Concerning an LTI plant, if its input-output relations can be
described by the following equations,
Eδ(x(t)) = Ax(t) +Bu(t), y(t) = Cx(t) +Du(t) (32)
in which A, B, C, D and E are constant real matrices with
consistent dimensions, then this plant is called a descriptor
system. It is said to be regular if there exists a λ ∈ C, such
that det(λE −A) 6= 0. When the initial states of a descriptor
system can be uniquely determined by its outputs over the
whole time interval, it is said to be completely observable.
Regularity is a special and important concept for a descrip-
tor system. A regular descriptor system has an unique output
when it is stimulated by a consistent input.
Lemma 7: Assume that the descriptor system of Equation
(32) is regular. Then it is completely observable if and only
if the following two conditions are satisfied simultaneously,
• the matrix
[
E
C
]
is of FCR;
• the matrix pencil
[
λE −A
C
]
is of FCR at every λ ∈ C.
Through completely the same augmentations as those of
Section III for the internal input and output vectors of the
subsystem Σi with 1 ≤ i ≤ N , the input-output relations of
the NDS Σ[d] can be equivalently rewritten as Equation (12)
and the following equation with i ∈ {1, 2, · · · , N},
E[0](i)δ(x(t, i))z¯(t, i)
y(t, i)

 =

Axx(i) Axv(i) Bx(i)Azx(i) Azv(i) Bz(i)
Cx(i) Cv(i) D(i)



x(t, i)v¯(t, i)
u(t, i)


(33)
Here, all the matrices have the same definitions as those of
Equations (10) and (12).
Define a matrix Du as Du = diag
{
D[0](i)|Ni=1
}
. Us-
ing this equivalent representation of the NDS Σ[d], it can
be straightforwardly shown through eliminating the internal
input vector v¯(t) and the internal output vector z¯(t) that, its
dynamics can also be described by the descriptor system of
Equation (32) with E = diag
{
E[0](i)|Ni=1
}
and[
A B
C D
]
=
[
Axx Bx
Cx Du
]
+
[
Axv
Cv
]
Φ¯
[
I−AzvΦ¯
]−1
[Azx Bz]
(34)
Here, the matrices A∗#, B∗ and C∗ with ∗,# = x, v, or z,
have the same definitions as those of Lemma 5.
From the definition of regularity and the above equation,
a condition can be established for the regularity of the NDS
Σ[d].
Theorem 5: Assume that the NDS Σ[d], as well as all of its
subsystemsΣ
[d]
i |
N
i=1 , are well-posed. Let Λ¯ be a set consisting
of Mx+1 arbitrary but distinguished complex numbers. Then
the NDS Σ[d] is regular if and only if there exists a λ0 ∈ Λ¯
at which the following matrix pencil is of FCR,[
λE −Axx −Axv
−Φ¯Azx IMz − Φ¯Azv
]
(35)
Proof: For brevity, denote the associated matrix pencil by
Π(λ). When both the subsystems and the whole system of the
NDS Σ[d] are well-posed, direct matrix manipulations show
that the matrix IMv − Φ¯Azv is invertible [17, 20]. Hence
det {Π(λ)} = det
(
IMz − Φ¯Azv
)
×
det
(
λE−
[
Axx+Axv
[
IMz−Φ¯Azv
]−1
Φ¯Azx
])
= det
(
IMz − Φ¯Azv
)
× det (λE −A) (36)
This means that at each λ, the nonsingularity of the matrix
pencil Π(λ) is equal to that of the matrix pencil λE −A.
Assume now that there is a λ0 belonging to the set Λ¯ such
that the matrix Π(λ0) is of FCR. Then, the above arguments
means that at this particular value, the matrix pencil λE −A
is invertible. The regularity of the NDS Σ[d] follows from its
definition for a descriptor system.
On the other hand, assume that for each λ0 ∈ Λ¯, the
matrix pencil Π(λ) is rank deficient. Then the equivalence in
the nonsingularity between the matrix Π(λ0) and the matrix
λ0E − A implies that det (λ0E −A) = 0 whenever λ0
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is an element of the set Λ¯. On the other hand, note that
det (λE −A) is a polynomial of the variable λ with its degree
not exceeding Mx. This means that if det (λE −A) is not a
zero polynomial, it has at most Mx roots. In addition, recall
that the set Λ¯ consists of Mx + 1 different elements. It can
therefore be declared that det (Π(λ0)) = 0 for each λ0 ∈ Λ¯
means that det (λE −A) ≡ 0. Hence, the NDS Σ[d] is not
regular, according to the definition of a descriptor system.
The proof is now completed. ✸
For a particular λ0, the nonsingularity of the matrix Π(λ0)
can be verified through a matrix completely in the same form
of Equation (21). As a matter of fact, a direct application of
Lemma 1 with
M1=[λ0E−Axx −Axv] , M2=
[
−Φ¯Azx IMz−Φ¯Azv
]
leads to this conclusion. On the other hand, note that the matrix
E and the matrix Axx, as well as the matrix Axv, have a
consistent block diagonal structure. This means that in getting
a matrix with its columns independent of each other and span
the null space of the matrix [λ0E −Axx −Axv], the com-
putations can be performed on each subsystem independently.
On the basis of Lemma 7 and Equation (34), the following
results are obtained for the complete observability of the NDS
Σ[d], which are very similar to those of Lemma 5. The latter
is established in [17, 20] for an NDS with its subsystems
described by a state-space model.
Theorem 6: Assume that the NDS Σ[d], as well as all of its
subsystems Σ
[d]
i |
N
i=1 , are well-posed. Moreover, assume that
this NDS is also regular. Define a matrix pencil M [d](λ) and
a matrix M
[d]
∞ respectively as
M [d](λ) =

 λE −Axx −Axv−Cx −Cv
−Φ¯Azx IMz − Φ¯Azv

 (37)
M [d]∞ =

 E 0−Cx −Cv
−Φ¯Azx IMv − Φ¯Azv

 (38)
Then this NDS is completely observable if and only if the
following two conditions are satisfied simultaneously,
• at every complex scalar λ, the matrix pencil M [d](λ) is
of FCR;
• the matrix M
[d]
∞ is of FCR.
A proof of this theorem is given in Appendix E.
Note that in the above theorem, except the replacement of
the identity matrix IMx in the matrix pencilM(λ) of Lemma 5
by the matrix E in the matrix pencilM [d](λ), these two matrix
pencils are completely the same. On the other hand, note that
the results of Lemma 3 are valid for every matrix pencil with
the form λG+H . It is obvious that through similar arguments
as those of Sections III and IV, similar conclusions can be
obtained for the verification of the first condition of Theorem
6, and therefore the complete observability of an NDS with
its subsystems being modeled as a descriptor system, as well
as for its sensor placements.
Concerning verification of the second condition, that is, the
matrix M
[d]
∞ associated condition, let M1 and M2 represent
respectively the matrix[
E 0
−Cx −Cv
]
and the matrix
[
−Φ¯Azx IMv−Φ¯Azv
]
. Then a direct applica-
tion of Lemma 1 leads to an equivalent condition in the form
of Equation (21). Once again, except the augmented SCM Φ¯,
the other two matrices in this condition can be obtained from
independent computations on each subsystem.
In addition, using the duality between complete controllabil-
ity and complete observability of a descriptor system, similar
results can be established for the complete controllability of
the NDS Σ[d], as well as for its actuator placements.
The details are omitted due to their obviousness and space
considerations.
VI. A NUMERICAL EXAMPLE
To illustrate applicability of the obtained results in system
analysis and synthesis, an artificial NDS is constructed and
analyzed in this section, which has N subsystems and each
of them are constituted from two operational amplifiers, two
capacitors and several resistors. Figure 1 gives a schematic
illustration of its i-th subsystem with 1 ≤ i ≤ N .
The following assumptions are adopted for this system in
which i ∈ {1, 2, · · · , N}.
• For each subsystem, the voltage of its right capacitor is
measured.
• The i-th subsystem is directly affected by m(i) subsys-
tems with their indices being ρ1(i), ρ2(i), · · · , ρm(i)(i).
• The internal output of the i-th subsystem, that is, z(t, i),
directly affects n(i) subsystems with their indices being
ξ1(i), ξ2(i), · · · , ξn(i)(i).
• The i-th subsystem directly affects the ξj(i)-th subsystem
as its ηj(i)-th internal input, 1 ≤ j ≤ n(i).
Define R¯i for each i = 1, 2, · · · , N as
R¯i =

n(i)∑
j=1
1
Rξj(i), ηj(i)


−1
Moreover, denote RiCi and Ri/R¯i respectively by Ti and
ki. In addition, let x1(t, i) and x2(t, i) represent respectively
the voltages of the left and right capacitors in the i-th
subsystem, and define its state vector x(t, i) as x(t, i) =
col {x1(t, i), x2(t, i)}. Using these symbols, the following
model can be straightforwardly established from circuit prin-
ciples for the dynamics of this subsystem,
x˙(t, i) =
1
(5 + 3ki)Ti
[
−3− 2ki 1
1 −2− 3ki
]
x(t, i) +
1
(5 + 3ki)Ti
[
2 + ki
1
](
v(t, i)−
R∗i
Ri,0
u(t, i)
)
z(t, i) =
1
(5 + 3ki)
{
[1 3]x(t, i) +
(
v(t, i)−
R∗i
Ri,0
u(t, i)
)}
y(t, i) = [0 1]x(t, i)
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In addition, subsystem connections are given by the following
equation
v(t, i) =
m(i)∑
j=1
R∗i
Ri,j
z(t, ρj(i)) (39)
This implies that for each 1 ≤ j ≤ m(i) and each 1 ≤ i ≤ N ,
the i-th row ρj(i)-column element of the SCM Φ is equal to
R∗i /Ri,j , while all the other elements are equal to zero.
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Fig. 1. The i-th Subsystem of the NDS
From this model, it can be directly proved that for each
i = 1, 2, · · · , N ,
Ncx(i) =
[
1 0
0 0
]
, Ncv(i) = [0 1]
Using these matrices, direct algebraic manipulations show that[
λNcx −AxxNcx −AxvNcv
Ncv − Φ (AzxNcx +AzvNcv)
]
=


diag


[
λ+ 3+2ki(5+3ki)Ti −
2+ki
(5+3ki)Ti
− 1(5+3ki)Ti −
1
(5+3ki)Ti
]∣∣∣∣∣
N
i=1


diag
{
[0 1]|Ni=1
}
− Φdiag
{
1
(5+3ki)Ti
[1 1]
∣∣∣N
i=1
}


On the other hand, for an arbitrary i ∈ {1, 2, · · · , N},[
λ+ 3+2ki(5+3ki)Ti −
2+ki
(5+3ki)Ti
− 1(5+3ki)Ti −
1
(5+3ki)Ti
]
= U(i)
[
λ+ T−1i 0
0 1
]
V (i)
in which
U(i) =
[
1 − 2+ki(5+3ki)Ti
0 − 1(5+3ki)Ti
]
, V (i) =
[
1 0
1 1
]
Note that from their definitions, both Ti and ki are positive
numbers, which means that the matrices U(i) and V (i) are
always invertible. Moreover,
Ncv(i)V
−1
i (1 : 1) = −1
(Azx(i)Ncx(i) +Azv(i)Ncv(i))V
−1
i (1 : 1) = 0
Let Λ denote the set constituted from −1/Ti|Ni=1 with
different values. For each λ0 ∈ Λ, let M(λ0) denote the set
of all the indices of subsystems with Ti = −1/λ0. Then
Ξ¯⊥(λ0) = col


0
diag
{[
1
0
]∣∣∣∣
j∈M(λ0)
} 

Substitute these results into the definitions of the matrices
X(λ0) and X(λ0) of Theorem 3,we immediately have that
X(λ0) = −N(λ0), Y (λ0) = 0
Hence X(λ0)− ΦY (λ0) ≡ −N(λ0), and is therefore always
of FCR, no matter what value λ0 takes from the set Λ and
what value the SCM Φ takes.
It can therefore be declared that when this artificial NDS
is well-posed, it is always observable, no matter how its
subsystems are connected.
When the NDS is well-posed and the voltage of the left
capacitor is measured for each subsystem, similar arguments
show that the system is observable, if and only if the matrix
I +Φ is invertible.
VII. CONCLUDING REMARKS
In this paper, we study controllability/observability of net-
worked dynamic systems in which the system matrices of
each subsystem are described by a linear fractional transfor-
mation of its (pseudo) first principle parameters. An explicit
connection has been established between the controllabil-
ity/observability of an NDS and that of a descriptor system.
Using the Kronecker canonical form of a matrix pencil, a rank
based condition is established in which the associated matrix
affinely depends on a matrix formed by the parameters of
each subsystem and the subsystem connection matrix. This
matrix form completely agrees with that of [17, 20], but in
its derivations, the full normal rank condition asked there is
no longer required. On the other hand, this matrix keeps the
attractive property that in obtaining the involved matrices, the
associated numerical computations are performed on each sub-
system independently, which makes the condition verification
scalable for an NDS formed by a large number of subsystems.
In addition, except well-posedness of each subsystem and the
whole system, there are not any other restrictions on either a
subsystem or the subsystem connections.
On the basis of this condition, characteristics of a subsystem
are clarified with which a controllable/observable NDS can be
constructed more easily. It has been made clear that satisfac-
tion of the full normal column/row rank condition adopted
in [17, 20] may greatly reduce difficulties in constructing an
observable/controllable NDS. In addition, subsystems with an
input matrix of full column rank are helpful in constructing an
observable NDS that receives signals from other subsystems,
while subsystems with an output matrix of full row rank are
helpful in constructing a controllable NDS that sends signals
to other subsystems. Extensions to an NDS with its subsystems
being modeled as a descriptor system have also been attacked.
It is observed that similar results can also be established.
Further efforts include finding engineering significant ex-
planations for the obtained results, as well as extending the
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obtained results to structural controllability/observability of a
networked dynamic system.
APPENDIX A
PROOF OF LEMMA 4
In this proof, the null space is derived for the associated 5
kinds of matrix pencils individually.
A. The Matrix Pencil Hm(λ)
Note that the matrix pencil Hm(λ) is strictly regular.
According to the definition of a strictly regular matrix pencil,
there are two real and nonsingularm×m dimensional matrices
X and Y , such that
Hm(λ) = λX + Y
Hence,
Hm(λ)α = X
[
λI +X−1Y
]
α
det [Hm(λ)] = det [X ]× det
[
λI +X−1Y
]
in which α is an arbitrary vector with a consistent dimension.
It can therefore be declared that det [Hm(λ)] = 0 if and only
if det
[
λI +X−1Y
]
= 0. On the other hand, note that
det
[
X−1Y
]
=
det [Y ]
det [X ]
which is different from zero by the nonsingularity of the
associated two matrices. We therefore have that the matrix
X−1Y is always nonsingular. Moreover, Hm(λ)α = 0 if and
only if
[
λI +X−1Y
]
α = 0.
These observations mean that the matrix pencil Hm(λ) is
rank deficient only at an eigenvalue of the matrix X−1Y .
As X−1Y is a nonsingular matrix, all of its eigenvalues are
different from zero. Moreover, at an arbitrary eigenvalue of the
nonsingular matrix X−1Y , say λ0, the null space of Hm(λ0)
is spanned by the associated independent eigenvectors of the
matrix X−1Y . The latter is now related to a standard problem
in numerical computations and can be easily calculated in
general for a matrix with a moderate size.
B. The Matrix Pencils Nm(λ) and Jm(λ)
From the definitions of these two matrix pencils, which are
given in Equations (5) and (6), it is straightforward to prove
that the matrix pencil Nm(λ) is always of full rank, while the
matrix pencil Jm(λ) is always of FCR. To be more specific,
direct algebraic manipulations show that
det [Nm(λ)] ≡ 1
Moreover, if there is a vector α = [α1 α2 · · · αm]T , such that
Jm(λ)α = 0 is satisfied at a particular value of the complex
variable λ, say, λ0. Then
λ0α1 = 0
αi + λ0αi+1 = 0, i = 1, 2, · · · ,m− 1
αm = 0
which lead to α1 = α2 = · · · = αm = 0. That is, α = 0.
Hence, the matrix Jm(λ) is of FCR, no matter what value is
taken by the complex variable λ.
C. The Matrix Pencil Km(λ)
From the definition of the matrix pencil Km(λ), it can be
straightforwardly proved thatKm(λ) is singular only at λ = 0.
Moreover,
Null {Km(0)} = Span
{[
1
0
]}
(a.1)
More precisely, assume that there is a vector α =
[α1 α2 · · · αm]T , such that Km(λ)α = 0 is satisfied at a
particular value of the complex variable λ. Denote it by λ0.
Then
λ0αi + αi+1 = 0, i = 1, 2, · · · ,m− 1 (a.2)
λ0αm = 0 (a.3)
If λ0 6= 0, then the last equation means that αm = 0, which
further leads to that αm−1 = αm−2 = · · · = α1 = 0. Hence,
the matrix Km(λ) is always of full rank whenever λ 6= 0. On
the other hand, if λ0 = 0, then Equation (a.2) implies that
αm = αm−1 = · · · = α2 = 0, while α1 can be an arbitrary
complex number. This proves Equation (a.1).
D. The Matrix Pencil Lm(λ)
From the definition of the matrix pencil Lm(λ), it can be
directly proved that this matrix pencil is singular at an arbitrary
complex λ. Moreover,
Null {Lm(λ)} = Span




1
−λ
...
(−λ)m




(a.4)
As a matter of fact, assume that there is a vector α =
[α1 α2 · · · αm]T , such that Lm(λ)α = 0 is satisfied with
λ = λ0, a particular value of the complex variable λ. Then
λ0αi + αi+1 = 0, i = 1, 2, · · · ,m (a.5)
If λ0 6= 0, then Equation (a.5) means that αi+1 = −λ0αi,
i = 1, 2, · · · ,m. On the other hand, if λ0 = 0, this equation
implies that αm = αm−1 = · · · = α2 = 0, while α1 can take
any complex value. These prove Equation (a.4).
This completes the proof. ✸
APPENDIX B
PROOF OF THEOREM 1
For brevity, define sets K and N respectively as
K = { k(1), k(2), · · · , k(M) } , N = { 1, 2, · · · , N }
Let αx(i) be an arbitrary mxi dimensional real vector, while
αv(i) be an arbitrary mvi dimensional real vector, i =
1, 2, · · · , N . Denote col
{
αx(i)|Ni=1, αv(i)|
N
i=1
}
by α. From
the block diagonal structure of the matrices Cx and Cv, it is
immediate that
[Cx Cv]α =


Cx(1)αx(1) + Cv(1)αv(1)
Cx(2)αx(2) + Cv(2)αv(2)
...
Cx(N)αx(N) + Cv(N)αv(N)

 (a.6)
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It can therefore be declared that [Cx Cv]α = 0 if and only if
Cx(i)αx(i) + Cv(i)αv(i) = 0, i = 1, 2, · · · , N (a.7)
From the adopted assumption, we have that when i ∈ K, the
matrix [Cx(i) Cv(i)] is not of FCR, otherwise it is of FCR.
Hence, Equation (a.7) implies that for each j ∈ {1, 2, · · · ,M},
there is a vector ξ(j), such that[
αx(k(j))
αv(k(j))
]
=
[
Ncx(k(j))
Ncv(k(j))
]
ξ(j) (a.8)
Moreover, αx(i) = 0 and αv(i) = 0 for each i ∈ N\K.
Denote the vector col
{
ξ(j)|Mj=1
}
by ξ. These results mean
that
α =




0
col
{[
Ncx(k(j))ξ(j)
0
]∣∣∣∣
M
j=1
}


0
col
{[
Ncv(k(j))ξ(j)
0
]∣∣∣∣
M
j=1
}


=




0
diag
{[
Ncx(k(j))
0
]∣∣∣∣
M
j=1
}


0
diag
{[
Ncv(k(j))
0
]∣∣∣∣
M
j=1
}


col
{
ξ(j)|Mi=1
}
=
[
Ncx
Ncv
]
ξ (a.9)
On the other hand, a repetitive application of Lemma 2 and
Corollary 1 shows that the matrix
[
NTcx N
T
cv
]T
is of FCR. It
can therefore be declared that
Null ([Cx Cv]) = Span
([
Ncx
Ncv
])
(a.10)
Assume that the NDS Σ is observable. Then according to
Lemma 5, the matrix pencil M(λ) is of FCR at each complex
λ. This is equivalent to that for every nonzero vector α with
a consistent dimension, M(λ)α 6= 0.
Now, let α be a nonzero vector belonging to the null space
of [Cx Cv]. Then according to Equation (a.10), there is a
nonzero vector ξ, such that
α =
[
Ncx
Ncv
]
ξ (a.11)
Hence
M(λ)α =

 λIMx −Axx −Axv−Cx −Cv
−Φ¯Azx IMz − Φ¯Azv

[ Ncx
Ncv
]
ξ
=

 λNcx − (AxxNcx +AxvNcv)0
Ncv − Φ¯ (AzxNcx +AzvNcv)

 ξ
6= 0 (a.12)
Therefore,[
λNcx − (AxxNcx +AxvNcv)
Ncv − Φ¯ (AzxNcx +AzvNcv)
]
ξ 6= 0 (a.13)
As the vector ξ can take an arbitrary
nonzero value, this means that the matrix pencil[
λNcx − (AxxNcx +AxvNcv)
Ncv − Φ¯ (AzxNcx +AzvNcv)
]
is always of FCR.
On the contrary, assume that the NDS Σ is observable, but
the matrix pencil
[
λNcx − (AxxNcx +AxvNcv)
Ncv − Φ¯ (AzxNcx +AzvNcv)
]
is not
of FCR at a particular λ. Denote it by λ0. Then there exists
a nonzero vector ξ such that[
λ0Ncx − (AxxNcx +AxvNcv)
Ncv − Φ¯ (AzxNcx +AzvNcv)
]
ξ = 0 (a.14)
which is equivalent to[
λ0IMx −Axx −Axv
−Φ¯Azx IMz − Φ¯Azv
] [
Ncx
Ncv
]
ξ = 0 (a.15)
Combing Equation (a.15) with Equation (a.10), we have that
 λ0IMx −Axx −Axv−Cx −Cv
−Φ¯Azx IMz − Φ¯Azv

[ Ncx
Ncv
]
ξ = 0 (a.16)
Note that ξ 6= 0 by assumption. On the other hand,[
NTcx N
T
cv
]T
is of FCR. These mean that[
Ncx
Ncv
]
ξ 6= 0
It can therefore be declared from Equation (a.16) that the NDS
Σ is not observable, which is a contradiction to the assumption
about the observability of this NDS. Therefore, the existence
of the aforementioned λ0 is impossible.
This completes the proof. ✸
APPENDIX C
PROOF OF THEOREM 2
Define a matrix pencil Ξ(λ) as
Ξ(λ) = diag
{
Ξ(λ, i)|Ni=1
}
Then from the consistent block diagonal structures of the
matrices Ncx, Axx and Axv, it is obvious that
λNcx − [AxxNcx +AxvNcv]
= diag
{
U(i)|Ni=1
}
Ξ(λ)diag
{
V (i)|Ni=1
}
(a.17)
To simplify the associated expressions, denote the block
diagonal matrices diag
{
U(i)|Ni=1
}
and diag
{
V (i)|Ni=1
}
re-
spectively by U and V . Then both U and V are invertible.
On the other hand, it is obvious from its definition that the
matrix pencil Ξ(λ) is block diagonal, and consists only of
strictly regular matrix pencils, the matrix pencils in the forms
of K∗(λ), N∗(λ), L∗(λ) and J∗(λ).
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On the basis of Equations (17) and (a.17), we have that
Ψ(λ)=
[
UΞ(λ)V
Ncv − Φ¯ (AzxNcx +AzvNcv)
]
=
[
U 0
0 I
]
×[
Ξ(λ)
NcvV
−1−Φ¯ (AzxNcx+AzvNcv)V −1
]
V (a.18)
For brevity, denote by Ψ˜(λ) the following matrix pencil[
Ξ(λ)
NcvV
−1−Φ¯
(
AzxNcxV
−1 +AzvNcvV
−1
) ]
As both the matrix U and the matrix V are invertible, it is
obvious from Equation (a.18) that the matrix pencil Ψ(λ) is
of FCR at every complex λ, if and only if the matrix pencil
Ψ˜(λ) holds this property.
Recall that a matrix pencil having the form of N∗(λ) or
J∗(λ) is always of FCR. On the basis of Lemma 2, this
characteristic of these matrix pencils in the matrix pencil Ξ(λ),
as well as its block diagonal structure, it can be claimed that
the matrix pencil Ψ˜(λ) is always of FCR, if and only if the
matrix pencil Ψ¯(λ) meets this requirement.
This completes the proof. ✸
APPENDIX D
PROOF OF THEOREM 4
For brevity, denote the matrix pencil on
the left hand side of Equation (18), that is,
λNcx(i) − [Axx(i)Ncx(i) +Axv(i)Ncv(i)], by Ω(λ, i).
From the assumption that Cv(i) = 0 and the definition of the
matrix C⊥x (i), straightforward matrix operations show that
Null [Cx(i) Cv(i)] = Span
([
C⊥x (i) 0
0 I
])
(a.19)
From this relation, as well as the definitions of the matrices
Ncx(i) and Ncv(i), we have that
Ncx(i) =
[
C⊥x (i) 0
]
, Ncv(i) = [0 I] (a.20)
Substitute these two equations into the definition of the matrix
pencil Ω(λ, i), we have that
Ω(λ, i) =
[
(λI −Axx(i))C
⊥
x (i) Axv(i)
]
(a.21)
Assume that Axv(i) is not of FCR. Then there exists a
nonzero vector αv, denote it by αv0 such that Axv(i)αv0 = 0.
Construct a vector α0 as α0 = col {0 αv0} in which the
zero vector has a suitable dimension. Obviously, this vector is
not a zero vector. On the other hand, from Equation (a.21),
direct algebraic manipulations show that Ω(λ, i)α0 = 0 for an
arbitrary complex λ. This means that the matrix pencil Ω(λ, i)
is not of FNCR. Hence, to guarantee that this matrix pencil is
of FNCR, it is necessary that the matrix Axv(i) is of FCR.
Assume now that the matrix pencil Ω(λ, i) is not of FNCR.
Then for each λ0 ∈ C, the matrix Ω(λ0, i) is not of FCR.
Let α be a nonzero complex vector satisfying Ω(λ0, i)α = 0.
Partition it as α = col {αx αv} in a consistent way as the
partition of the matrix pencil Ω(λ, i). Then
Ω(λ0, i)α = (λ0I −Axx(i))C
⊥
x (i)αx +Axv(i)αv
= 0 (a.22)
When the matrix Axv(i) is of FCR, the matrix
ATxv(i)Axv(i) is invertible. Moreover, Equation (a.22) implies
that
αv = −
[
ATxv(i)Axv(i)
]−1
ATxv(i)(λ0I −Axx(i))C
⊥
x (i)αx
(a.23)
αx 6= 0 is hence guaranteed by α 6= 0.
Recall that the matrix pencil Θ(λ, i) is defined as
Θ(λ, i) =
{
I −Axv(i)
[
ATxv(i)Axv(i)
]−1
ATxv(i)
}
(λI −
Axx(i))C
⊥
x (i). Substitute the above equality back into Equa-
tion (a.22), we further have that
Θ(λ0, i)αx = 0 (a.24)
Hence, αx 6= 0 and Equation (a.24) imply that the matrix
Θ(λ0, i) is not of FCR. Note that λ0 is an arbitrary complex
number. From the definition of FNCR, it can be declared that
the matrix pencil Θ(λ, i) is not of FNCR.
On the contrary, assume that the matrix pencil Θ(λ, i) is
not of FNCR. Then for an arbitrary λ0 ∈ C, there is at least
one vector αx0 that is nonzero and satisfies Θ(λ0, i)αx0 = 0.
Construct a vector α as
α =
[
αx0
−
[
ATxv(i)Axv(i)
]−1
ATxv(i)(λI −Axx(i))C
⊥
x (i)αx0
]
Clearly α 6= 0. On the other hand, direct matrix operations
lead to
Ω(λ0, i)α = Θ(λ0, i)αx0 = 0 (a.25)
which means that the matrix Ω(λ0, i) is also not of FCR. As
λ0 is an arbitrary complex number, this implies that Ω(λ, i)
is always of rank deficient, and hence is not of FNCR.
This completes the proof. ✸
APPENDIX E
PROOF OF THEOREM 6
Assume that the NDS Σ[d] is completely observable. Then
according to Lemma 7 and Equation (34), we have that for
every λ ∈ C and every nonzero Mx dimensional complex
vector α,[
λE −
[
Axx +Axv(IMv − ΦAzv)
−1ΦAzx
]
Cx + Cv(IMv − Φ¯Azv)
−1ΦAzx
]
α 6= 0
(a.26)
Now, assume that at a particular λ0, the matrix pencil
M [d](λ) is not of FCR. Then a nonzeroMx+Mv dimensional
complex vector ξ exists that satisfies
M [d](λ0)ξ = 0 (a.27)
Partition the vector ξ as ξ = col{ξ1, ξ2} consistently
with the matrix pencil M [d](λ). Then Equation (a.27) can be
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equivalently rewritten as
(λ0E −Axx)ξ1 −Axvξ2 = 0 (a.28)
Cxξ1 + Cvξ2 = 0 (a.29)
−Φ¯Azxξ1 + (IMv − Φ¯Azv)ξ2 = 0 (a.30)
On the other hand, from the well-posedness assumptions on
each subsystem and the whole system of the NDS Σ[d], it can
be directly proved that the matrix IMv − Φ¯Azv is invertible
[17, 20]. It can therefore be declared from Equation (a.30) and
the assumption ξ 6= 0 that ξ1 6= 0 and
ξ2 = (IMv − Φ¯Azv)
−1Φ¯Azxξ1 (a.31)
Combing Equations (a.28), (a.29) and (a.31) together, we
further have that[
λ0E−
[
Axx +Axv(IMv−Φ¯Azv)
−1Φ¯Azx
]
Cx + Cv(IMv − Φ¯Azv)
−1Φ¯Azx
]
ξ1=0 (a.32)
which is clearly in contradiction with Equation (a.26). Hence,
the matrix pencil M [d](λ) must be of FCR at each complex
number λ.
Now assume that the matrix M
[d]
∞ is not of FCR. Similar
arguments show that it will lead to the rank deficiency of the
matrix col{E, A}, which further results that the NDS Σ[d] is
not completely observable.
On the contrary, assume that the NDSΣ[d] is not completely
observable. Then according to Lemma 7, there exist a λ0 ∈ C
and a nonzero vector α such that[
λ0E−
[
Axx +Axv(IMv−Φ¯Azv)
−1Φ¯Azx
]
Cx + Cv(IMv − Φ¯Azv)
−1Φ¯Azx
]
α=0 (a.33)
or there is a nonzero vector α such that[
E
Cx + Cv(IMv − Φ¯Azv)
−1Φ¯Azx
]
α=0 (a.34)
Assume now that Equation (a.33) is satisfied. Define a
vector ξ as
ξ =
[
IMx
(IMv − Φ¯Azv)
−1Φ¯Azx
]
α
Then ξ 6= 0 and the following equality is obviously satisfied
by this vector, [
−Φ¯Azx IMv − Φ¯Azv
]
ξ = 0 (a.35)
Moreover, Equation (a.33) can be equivalently rewritten as[
λ0E−Axx −Axv
−Cx −Cv
]
ξ=0 (a.36)
It can therefore be declared from the definition of the matrix
pencil M [d](λ) that
M [d](λ0)ξ = 0 (a.37)
That is, this matrix pencil is not of FCR for each λ ∈ C.
Now assume that Equation (a.34) is satisfied. Similar argu-
ments as those for the situation in which Equation (a.33) is
satisfied show that, there exists a nonzero vector ξ satisfying
 E 0−Cx −Cv
−Φ¯Azx IMv − Φ¯Azv

ξ=0 (a.38)
This completes the proof. ✸
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