In this research, three parallel thinning algorithms and their implementation on the hypercube parallel computer are studied. The analysis and comparison of the algorithms are based on the topological analysis, shapes of the skeletons, processing time, and load balance. A special labeling technique is used which can both save the memory space and improve the processing time in implementation of parallel algorithms on parallel computers.
INTRODUCTION
Thinning techniques play an important role in image processing and computer vision. In many computer vision applications, the objects interested in a scene can be characterized by structures composed of line or arc patterns for shape analysis; for example, the recognition of handwriting or printed characters, fingerprints, printed circuits, chromosomes and biological cell structures, etc. [1] .
A number of thinning algorithms have been proposed [2] -[8] . They differ from each other by using different conditions or templates to classify the deletable pixels and preserved pixels during the processing.
Parallel algorithms have an advantage over sequential algorithms in the processing time.
In this research, three parallel thinning algorithms and their implementation on the hypercube machine are studied. The analysis and comparison is based on the topological analysis, shapes of the skeletons, and processing time. Some modifications are added to Zhang and Suen's algorithm [4] . A special labeling technique is used which can both save the memory space and improve the processing time in implementation of parallel algorithms on parallel computers. The remainder of this paper is organized as follows. Section 2 introduces three parallel algorithms. Section 3 describes implementation of thinning algorithms on the hypercube machine. The analysis and comparison of the experimental results of these algorithms are in Section 4. Finally, the conclusions are summarized in Section 5.
PARALLEL THINNING ALGORITHMS AND THEIR FEATURES
Three parallel thinning algorithms will be introduced and studied here. They are: A) Zhang and Suen's Thinning Algorithm [4]; B) One Pass Thinning Algorithm [6]; and C) Guo and Hall's Thinning Algorithm [5] . For short, we will call the above algorithms ZS, OPTA, and GH respectively in the rest of the paper.
Under parallel processing, all the points can be processed simultaneously. A problem appears at this step. If we use 3*3 windows only, some two-pixel thick strokes will disappear after processing when they are processed from opposite directions.
There are several approaches to prevent the error mentioned above. One is to use some additional various sized windows to check the two-pixel thick stroke. Another way is to divide one iteration into several subiterations in the thinning procedure. The third method is to add some additional steps to check the environment of the neighboring points of the point under processing. Many thinning algorithms accept the second method.
Here we will introduce and analyze three parallel thinning algorithms.
Zhang and Suen's thinning algorithm
In 1984, T.Y. Zhang and C. Y. Suen proposed a thinning algorithm [4] which they called a fast thinning algorithm. Three 3*3sized windows are used in this algorithm. The pixels in the windows are labeled as in Fig. 2 . 1 . Each iteration is divided into two subiterations.
Let B(P) be the number of l's neighbors of P and A(P) be the number of 0-1 patterns in an ordered set P2, P3, ..., P8, P1;
In odd subiterations, an edge point P satisfies: a) 2<=B(P)<=6; b) A(P)=1; c) P2*P4*P6=O; d) p4*p6*p80 If the first group of conditions is satisfied in odd subiterations or the second group of conditions is satisfied in even subiterations, the point under processing is deleted.
When A(P)>1, there are more than one group of separated l's around P. Under this condition, P cannot be deleted; otherwise, the connected region will become two parts.
For some pictures, ZS's algorithm works very well. However, there are some errors and disadvantages in this algorithm. It is necessary to make a modification to this algorithm.
In ZS's algorithm, the end point is determined by B(P)=1 . It is correct in many cases but not so for the two-pixel wide 45° and 135° diagonal lines, because the end points have two 1 8-neighbors. Since these end points satisfy all the deletion conditions in the ZS algorithm, they will be deleted. As the thinning procedure continues, these two-pixel diagonal lines will become one or two points. This error is due to excessive erosion. For two-pixel wide diagonal images, all points have A(P)=2 except the end points. In order to improve the disadvantage and obtain a one-pixel wide skeleton of the object, some additional conditions are added to the ZS algorithm, and are shown below:
In odd iterations, when A(P)=2, the following conditions are checked: 1) p4*p6=1 and P1=0; or 2) p4*p2=1 and p3'*p7'*p8'1 In even iterations, when A(P)=2, the following conditions are checked: 1') P2*P8=1 and P5=0; or 2') P6*P8=1 and p3'*p4'*p7', where "" expresses the logic "AND" operation. P expresses the complement of P.
If either condition 1 or condition 2 is satisfied in the odd iterations, the point being processed will be deleted. In even iterations, condition 1' or condition T will be used.
According to the paper of Zhang and Suen [4], the ordered set used for calculating A(P) is a set which forms a string composed of P2, P3, ..., P1 around P. For a window with P2=0, the correct answer can be obtained according to the ordered set shown in Fig. 2 .2. However, if P2=1, an error will occur. In Fig. 2 .2(b), since A(P)=1 and B(P)=3, point P is deleted after the conditions (a) and (b) are satisfied. But it is obvious that P is a break point and it cannot be deleted. The error above can be corrected if the definition of the ordered set is changed to a closed ring composed of P2, P3, ...,P8, P1, P2. After this change, the correct results can be obtained whether P2 is 0 or 1.
One pass thinning algorithm
The one pass thinning algorithm (OPTA) was proposed in 1986 [6] . In this algorithm, there are no subiterations in each iteration. The OPTA algorithm uses ten predefined windows to carry out the thinning procedure. These windows are illustrated in Fig. 2 .3
The OPTA algorithm uses two kinds of differentsized windows to prevent the deletion of two-pixel thick lines. In Fig. 2 .3, windows a-h are used for thinning and windows i and j for preserving.
The main advantage of OPTA algorithm is that only one pass is needed to delete all of the outermost layer points on the boundary of the object. That will reduce the processing time as shown by the experimental results of this work.
Guo and Hall's thinning algorithm
Zichang Guo and Richard W. Hall proposed two thinning algorithms in 1989 [5] . Only the first one will be discussed here.
Using the same labels as shown in Fig. 2 .1, Guo and Hall's algorithm is described below: Let C(P) be the number of distinct 8-connected components of l's in P's 8-neighborhood.
An edge point will be deleted if it satisfies: a) C(P)=1; b) 2z=N(P)<=3; c) apply one of the following: 1) (P2vP3vP5)*P4=O in odd iterations; or 2) (P6vP7vP8)*P8=O in even iterations where "v" expresses the logic "OR" operation. C(P)=1 means P is 8-simple. in other words, there is only one group of 8-connected i's around P. Under this condition, deletion of P will not break the connectivity of the elements in the 3*3 window under processing. Condition (a) guarantees P is not a break point.
The OH algorithm is better in detecting the end points than the ZS algorithm. The use of N(P) allows one to identify the end points whether or not they have one or two l's 8-neighbors. A one-pixel thick skeleton for diagonal lines can be obtained by the OH algorithm. From Fig 2.4 , it is clear that the central point P in this window can be deleted without violating the connectivity of the image. When applying the ZS algorithm, P is reserved since A(P)=2. And for the OPTA algorithm, P is kept by both windows i and j.
IMPLEMENTATION OF THINNING ALGORITHMS ON THE HYPERCUBE MACHINE
The most obvious advantage of the parallel processing is that it can divide the problem being processed into several parts and process different parts at the same time. The processing time of parallel processing is much faster than that of sequential processing.
To make a problem to be processed parallel, we need not only the parallel algorithms, but also the support of the hardware. Of the many hardware structures explored until now, the hypercube structure is one of the most widely used architectural configurations.
A hypercube machine is a parallel computer which uses hypercube structure to organize multiprocessors in it. Since all the experiments in this research are implemented on the AMETEK S14 parallel computer, we will use it as an example to introduce the hypercube machine.
The AMETEK S 14 needs a host computer to maintain its operation. The host computer provides an interface between users and the concurrent system.
Only one processor in the concurrent system can communicate with the host computer directly. This processor is called the corner processor. That's really a bottleneck between the host and the concurrent system. It is desirable to reduce the communications between the host and the concurrent system as much as possible.
A concurrent program which is run in the concurrent system always consists of two parts--the parent Communication is the most important factor to influence the processing time of a concurrent program. There are two kinds of communications in the concurrent system--communications between the host and the nodes, and internode communications. All the messages from the host to the processors or vice versa must pass through a special processor called the corner processor. The time for communications between the host and processors is much longer than that for internodes communications. If possible, substituting the first communications to the second communications is desirable if the same objective can be reached.
Only neighboring nodes communicate directly. When it is necessary for unneighborly nodes to communicate, the message is passed through some intermediate nodes. In this procedure, the topology set for the program should be considered carefully since suitable topology selection reduces the steps for indirect communications and the amount of interchanging data efficiently. The key approach to improve the efficiency of a concurrent program is to reduce the communications to the minimum in the program.
For all local operations in image processing, the information we need is the values of the interested point and points near it. This feature is particularly suitable for us to carry out parallel processing on the parallel computer.
Thinning has many common characteristics similar to other vision algorithms. While a notable difference between thinning and other algorithms is that thinning is an iterative process. This feature makes us pay much attention to the communications in creating a concurrent program since the data interchanges are carried out repeatedly as the iterative processes continue. Once the algorithm is chosen for the program, the communications arranged in the program become the main factor to influence the efficiency of the program. The accumulative time consumed due to an inadequate communication arrangement is considerable. This influence is bigger to thinning than it is to the other process because there is only one time data communication between nodes in many other vision algorithms such as smoothing, edge detection, etc.
The main approach to reduce the communications is to choose a suitable topology for the algorithm used. In the concurrent system, the terminology "topology" means the logic linkage. This logic linkage indicates which neighbors of a given node can be communicated directly with that node. Different topologies lead to different performance.
Ring topology and mesh topology (also called nearest neighbor topology) are the two most commonly used topologies in creating a concurrent program for image processing. both topologies can fit the local operations of vision algorithms very well.
We found that the mesh topology is more efficient than ring topology for thinning algorithms. This conclusion is based on the analysis of the data interchange procedure in these different topologies. It cannot be extended to other conditions. One feature of thinning algorithms is that the changing range for window size is very narrow. Only very little data is needed from the indirectly connected processors in mesh topology. Some vision algorithms such as correlation use very big operating windows. When applying such algorithms on the concurrent system using mesh topology, a large number of data is needed from indirectly connected processors. Under this condition, both theoretical analysis and experiments may be needed to assess the merits of a topology. By comparing the original images with their skeletons obtained by three algorithms, we can see that the connectivity that represents the topology features of the images is kept unchanged after thinning.
COMPARISON AND ANALYSIS OF RESULTS OF EXPERIMENT
From the thinning results of Image 1 as shown in Fig. 4 .1(c), it is clear that the improved ZS and GH algorithms generate better results even if there is some noise in the original images. For the OPTA algorithm, it is desired to acquire images in good condition. If the requirement for pattern recognition is higher, some additional steps may be necessary for deleting the twigs. The causes of the above phenomena are due to the deletion of conditions used in these different algorithms.
For the diamond object, the same thing happens as in processing the square object by using GH and improved ZS algorithms. On the other hand, the corner points of that diamond will not be deleted by the OPTA algorithm. A cross is left after thinning by that algorithm.
The positions of some objects in Image 2 are special. The medial lines of the rectangles, square, diamond, and one triangle are perpendicular to the x-axis. In Theoretically, the skeleton of an object should be orientation independent. In this research, the rectangular, triangular, and square objects rotated at different angles are experimented. It is found that the GH algorithm is less influenced by the rotations. The OPTA and improved ZS algorithms can also produce correct skeletons at some orientations, but the results are not as good as that of OH algorithm.
Implementation Speed Analysis
For Image 1 , the OPTA algorithm is the fastest one. The OH and ZS algorithms took the same processing time.
For Image 2, the OPTA algorithm is still faster than the other two. Unlike the situation in the first image, there is a large difference in processing time between the OH and improved ZS algorithms.
CONCLUSION
Three parallel thinning algorithms and their implementation on the hypercube parallel computer are discussed and analyzed in the research. We found that the mesh topology is more efficient than ring topology for thinning algorithms.
The OPTA algorithm is faster than the OH and improved ZS algorithms. But the skeletons of this algorithm are not as good as that of other two algorithms. The OH algorithm obtains better skeletons than that of the other algorithms. Its noise resistant ability is higher, but the processing speed is found to be lowest, at least in this study. 
