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EXISTENCE AND EXACTNESS OF EXPONENTIAL RIESZ SEQUENCES
AND FRAMES FOR FRACTAL MEASURES
DORIN ERVIN DUTKAY, SHAHRAM EMAMI, AND CHUN-KIT LAI
Abstract. We study the construction of exponential frames and Riesz sequences for a class of
fractal measures on Rd generated by infinite convolution of discrete measures using the idea of
frame towers and Riesz-sequence towers. The exactness and overcompleteness of the constructed
exponential frame or Riesz sequence is completely classified in terms of the cardinality at each
level of the tower. Using a version of the solution of the Kadison-Singer problem, known as the
Rǫ-conjecture, we show that all these measures contain exponential Riesz sequences of infinite
cardinality. Furthermore, when the measure is the middle-third Cantor measure, or more generally
for self-similar measures with no-overlap condition, there are always exponential Riesz sequences of
maximal possible Beurling dimension.
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1. Introduction
A finite Borel measure µ is called a spectral measure if there exists a set Λ such that the family
of exponential functions E(Λ) := {e2πi〈λ,x〉 : λ ∈ Λ} is an orthonormal basis for L2(µ). A set Ω
is called a spectral set if χΩdx is a spectral measure. If the family of exponentials E(Λ) forms a
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frame/Riesz sequence for L2(µ) (See Section 2 for the definition of frames and Riesz sequences),
we say that the measure µ is frame-spectral/RS-spectral. If E(Λ) is both a frame and a Riesz
sequence, then E(Λ) is a Riesz basis for L2(µ) and µ is called Riesz-spectral.
The study of spectral measures was initiated in [Fug74] motivated by analysis of commuting self-
adjoint extensions of partial differential operators. Fuglede asked which subsets of the Euclidean
space are spectral sets and proposed his famous conjecture which states that these sets are precisely
those that tile the Euclidean space by translations. In [JP98], Jorgensen and Pedersen widened
the scope of Fuglede’s question and asked which Borel measures on Rd admit orthogonal Fourier
series. They constructed the first example of a singular, non-atomic spectral measure. It is based
on a Cantor-type construction, where the unit interval is divided into four pieces and the second
and fourth piece are discarded. Many more classes of examples of singular spectral measures have
been constructed since, see, e.g, [Str00,  LW02, DJ06, DHL18, and the references therein]. Strichartz
proved in [Str06] that, in some cases, the Fourier series associated to such singular spectral measures
have much better convergence properties than their classical counterparts, see also [DHS14].
In their original paper, Jorgensen and Pedersen also proved that the more familiar middle-third
Cantor set, with the measure µ being the standard Hausdorff measure, is not a spectral measure,
so it does not admit orthogonal bases of exponential functions. This motivated Strichartz [Str00],
to ask if this middle-third Cantor measure µ can be frame-spectral or even Riesz-spectral. Very
little progress towards an answer for this question has been made since then. In [DHW11], some
Bessel sequences of exponential functions were constructed with positive Beurling dimension for µ.
In [LW17], the first examples of frame-spectral fractal measures with only finitely many mutually
orthogonal exponential were constructed.
In this paper, we generalize the study in [LW17] on Rd and consider the frame-spectrality and
the RS-spectrality of the measures obtained as infinite convolutions of atomic measures, of the form
(1.1) µ = µ({Rj , Bj}) = δR−11 B1 ∗ δR−12 B2 ∗ ... ∗ δR−1n Bn ∗ ....,
where Rj = RjRj−1 . . . R1, with Ri being some expanding matrices with integer entries in Rd, Bj
are some finite sets of digits in Zd, and for a finite subset A of Rd,
δA =
1
#A
∑
a∈A
δa,
where δa is the Dirac measure at the point a. This class of measures contains self-affine measures
defined by affine iterated function systems as well as the middle-third Cantor measure.
Main Result and organization of the paper. The main tool for constructing frames and Riesz
sequences for our class of measures is based on the frame/Riesz sequence towers (Definition 2.1).
Originally, the idea of the tower construction is due to Strichartz [Str00], who considered compatible
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towers for constructing orthogonal exponential basis. Special cases of the tower constructions for
frames were considered previously by the authors [LW17, DHL18].
In Section 2, we will present the most general setting for towers to generate frames and, the
first examples of Riesz sequences. Basically, we will need to have a frame/Riesz sequence condition
at each finite dimensional level {Rj , Bj} and then concatenate, or convolute these sets to obtain
frames or Riesz sequences for the resulting measure. In Section 3, we show how these towers
generate frames and Riesz sequences of exponential functions for the infinite convolution measure
in (1.1) (Theorem 3.3). We notice that, similar to all previous results in literature, a tail-term
estimate (See (3.5)) is required for the infinite convolution measure to have a frame. However, no
such estimate is required for exponential Riesz sequences.
In Section 4, we investigate the exactness and completeness of the resulted frame and Riesz
sequences (Theorem 4.1 and Theorem 4.4) generated by the frame/Riesz sequence towers. In brief,
these towers show a rigid structure. Under the tail-estimate (3.5), we get a Riesz basis of exponential
functions if and only if we have a square matrix of finite frames at all levels. In particular, this
shows that all frame-spectral measures constructed by the third-named author and Wang in [LW17]
are indeed Riesz-spectral.
The recent solution of the Kadison-Singer problem by [MSS15] provides an elegant proof that it
is possible to partition a highly redundant tight frame into two frames with roughly the same frame
bounds. This has led to important advances in frame theory. A recent survey of the Kadison-Singer
problems and its equivalent statements can be found in [Bow18]. In Section 5, using one of the
consequences of the Kadison-Singer theorem, we show that all infinite convolution measures (1.1)
admit Riesz sequences of exponentials of infinite cardinality (Theorem 5.4). In the more partic-
ular case of self-similar measures, we show that there exist Riesz sequences of maximal Beurling
dimension (Theorem 5.8).
Theorem 5.8 tells us that the middle-third Cantor measure has an exponential Riesz sequence
of Beurling dimension log 2/ log 3. All spectral self-similar measures we know admit a spectrum of
maximal Beurling dimension. Our result here leads to some evidence that an exponential Riesz basis
may exist for the middle-third Cantor measure and that would lead to a solution to Strichartz’s
question. On the other hand, in contrast to the existence of exponential Riesz sequences of maximal
Beurling dimension, it is also known that one can also construct exponential orthonormal basis of
zero Beurling dimension for some spectral measures [DHL13]. This tells us that an exponential
frame of the middle-third Cantor measure may exist even if it does not have maximal Beurling
dimension.
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2. Frame and Riesz sequence towers
Recall that a sequence of vectors {fk}∞k=1 is called a frame for a Hilbert space H if there exists
C,D > 0 such that, for all x ∈ H,
C‖x‖2 ≤
∞∑
k=1
|〈x, fk〉|2 ≤ D‖x‖2.
A sequence of vectors {fk}∞k=1 is called a Riesz sequence for a Hilbert space H if there exists
C,D > 0 such that for any finite scalar sequence (ak) (i.e., there exists N such that ak = 0 for all
k > N),
C
∑
k≤N
|ak|2 ≤
∥∥∥∥∥∥
∑
k≤N
akfk
∥∥∥∥∥∥
2
≤ D
∑
k≤N
|ak|2.
(see [Chr03] for a comprehensive theory of frames and Riesz sequences). Our goal is to build a
frame/Riesz sequence for Cantor-type fractal measures defined by rescaling. This section will be
devoted to studying the finite dimensional preparation of such construction. A matrix R is called
expanding if all of its eigenvalues have moduli strictly greater than 1. Throughout the paper, AT
denote the transpose of A.
2.1. Finite dimensional preliminaries.
Definition 2.1. Let R be an d × d expanding matrix of integer entries and let B,L be a finite
subset of Zd and 0 ∈ B ∩ L (by a simple translation, there is no loss of generality to assume this).
Define the vector
eR,λ =
1√
#B
(
e2πi〈R
−1b,λ〉
)
T
b∈B
∈ C#B
We say that (R,B,L) forms a frame triple with bounds C ≤ D if
C‖x‖2 ≤
∑
λ∈L
|〈x, eR,λ〉|2 ≤ D‖x‖2, ∀ x ∈ C#B.
We say that (R,B,L) forms a Riesz sequence triple with bounds C ≤ D if
C
∑
λ∈L
|aλ|2 ≤
∥∥∥∥∥∑
λ∈L
aλeR,λ
∥∥∥∥∥
2
≤ D
∑
λ∈L
|aλ|2, ∀(aλ) ∈ C#L.
For j = 1, 2, ..., let 0 < Cj ≤ Dj <∞ be a sequence of positive numbers such that
∏∞
j=1Cj > 0
and
∏∞
j=1Dj <∞. Let Rj be a sequence of expanding integer matrices on Rd and Bj , Lj are finite
subsets of Zd. We say that {(Rj , Bj , Lj) : j = 1, 2, ...} forms a frame tower (respectively a Riesz
sequence tower) with respect to the bounds Cj ,Dj if for each j = 1, 2, ..., (Rj, Bj , Lj) forms a frame
triple (respectively a Riesz sequence triple) with bounds Cj,Dj .
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We notice that if C = D = 1 and #B = #L, then {eR,λ : λ ∈ Λ} forms an orthonormal basis on
C#B. In this case (R,B,L) is called the Hadamard triple, which is known to be the key condition
for generating exponential orthonormal basis of fractal measures [Str00, DHL18].
The following lemma establishes the duality relation between these two triples.
Lemma 2.2. (R,B,L) forms a frame triple with bounds C,D if and only if (RT, L,B) forms a
Riesz sequence triple with bounds
(
#B
#LC,
#B
#LD
)
.
Proof. As 〈R−1b, λ〉 = 〈(RT)−1λ, b〉, we have
∑
λ∈L
|〈x, eR,λ〉|2 =
∑
λ∈L
∣∣∣∣∣∑
b∈B
xb
1√
#B
e−2πi〈R
−1b,λ〉
∣∣∣∣∣
2
=
∑
λ∈L
∣∣∣∣∣∑
b∈B
xb
1√
#B
e−2πi〈(R
T)−1λ,b〉
∣∣∣∣∣
2
=
#L
#B
∥∥∥∥∥∑
b∈B
xbeRT,b
∥∥∥∥∥
2
The lemma follows from this. 
Given finite set of integers B,L ⊂ Zd and an integral expanding matrix R, we define the (#L)×
(#B) matrix
FL,B = 1√
#B
(
e2πi〈R
−1b,λ〉
)
λ∈L,b∈B
(Rows are indexed by L and columns are indexed by B). Then eR,λ, λ ∈ L are all the row vectors
in FL,B. With some simple linear algebra, we have the following proposition. Note that this
proposition is well-known if (R,B,L) forms a Hadamard triple [ LW02].
Proposition 2.3. Suppose that (R,B,L) forms a frame triple. Then each element in B must be
a distinct representative in Zd/R(Zd).
Proof. Since {eR,λ : λ ∈ Λ} forms a frame for C#B if (R,B,L) forms a frame triple, we have that
the vectors eR,λ span C
#B. Hence, the rank of the matrix FL,B = #B = number of columns.
However, if there exists b, b′ such that b = b′ +Rk for some k ∈ Zd, then, for all λ ∈ L,
e2πi〈R
−1b,λ〉 = e2πi〈R
−1(b′+Rk),λ〉 = e2πi〈R
−1b′,λ〉
This means that FL,B has two identical columns. Hence, the rank of FL,B is strictly less than
#B, a contradiction. Hence, each element in B must be a distinct representative in Zd/R(Zd),
completing the proof. 
Using Lemma 2.2, it also follows easily that if (R,B,L) forms a Riesz sequence triple, then each
element in L must be a distinct representative in Zd/RT(Zd). However, it is not true that B is
from distinct representative in Zd/R(Zd) if (R,B,L) forms a Riesz sequence triple, as we will see
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in Example 4.5. Since we wish to construct frame-spectral measures from frame towers, we will
from now on assume that the elements in B are distinct representatives in Zd/R(Zd).
Lemma 2.4. Let R be an d × d integral expanding matrix and let B be a set containing some
distinct representatives in Zd/R(Zd). Suppose that L is a complete set of distinct representatives
of Zd/RT(Zd). Then (R,B,L) forms a (tight) frame triple with constant C = D = |det(R)|#B
Proof. Given an integer expanding matrix R, let B be a complete set of distinct representative of
the group Zd/R(Zd). Then it is well-known that the matrix
1√
|det(R)|
(
e2πi〈R
−1b,λ〉
)
λ∈L,b∈B
is a unitary matrix. Hence, the rows form an orthonormal basis for C#B. Let
e˜R,λ =
1√
#B
(
e2πi〈R
−1b,λ〉
)
T
b∈B
∈ C#B
in C#B. Then we have ∑
λ∈L
|〈x, e˜R,λ〉|2 = |det(R)|
#B
‖x‖2.
Taking x to be a vector w ∈ C#B and zero on entries located at B \B, we have that∑
λ∈L
|〈w, eR,λ〉|2 = |det(R)|
#B
‖w‖2
for all w ∈ C#B. Hence, {eR,λ : λ ∈ L} forms a unit norm tight frame on C#B with its tight frame
constant D = |det(R)|#B . 
2.2. Concatenation of frame/Riesz sequence triples. Given frame/Riesz sequence towers, we
can concatenate finitely many factors to form a larger frame/Riesz sequence triple. Define
Rn = Rn...R1
and let
(2.1) Bn = Rn ·
{
n∑
k=1
R−1k bk : bk ∈ Bk
}
= Rn...R2(B1) +Rn...R3(B2) + ...+Bn.
(2.2) Λn = L1 +R
T
1 L2 + ...+ (R
T
1 R
T
2 ...R
T
n−1)Ln
Proposition 2.5. With the notations above, the following statements hold:
(i) Suppose that {(Rj , Bj , Lj) : j = 1, 2, ...} forms a frame tower. Then (Rn,Bn,Λn) forms a
frame triple with bounds
∏n
j=1Cj,
∏n
j=1Dj .
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(ii) Suppose that (Rj , Bj , Lj) forms a Riesz sequence tower. Then (Rn,Bn,Λn) forms a Riesz
sequence triple with bounds
∏n
j=1Cj ,
∏n
j=1Dj .
Proof. (i). We prove it by mathematical induction. When n = 1, it is the frame triple for
(R1, B1, L1), so the statement is true trivially. Assume now the inequality is true for n − 1. Then
we decompose b ∈ Bn and λ ∈ Λn by
b = bn +Rnbn−1, λ = λn−1 +RTn−1ln,
where bn ∈ Bn, bn−1 ∈ Bn−1, λn−1 ∈ Λn−1 and ln ∈ Ln. Let also Mn =
∏n
j=1(#Bj) we have
∑
λ∈Λn
∣∣∣∣∣∣
∑
b∈Bn
wb
1√
Mn
e−2πi〈R
−1
n b,λ〉
∣∣∣∣∣∣
2
=
∑
λn−1∈Λn−1
∑
ln∈Ln
∣∣∣∣∣∣
∑
bn−1∈Bn−1
∑
bn∈Bn
1√
Mn
wRnbn−1+bne
−2πi〈R−1n (bn+Rnbn−1),λn−1+RTn−1ln〉
∣∣∣∣∣∣
2
.
Note that 〈R−1n (Rnbn−1),RTn−1ln〉 = 〈bn−1, ln〉 is always an integer, so the term above can be
written as
∑
λn−1∈Λn−1
∑
ln∈Ln
∣∣∣∣∣∣
∑
bn∈Bn
1√
#Bn
 ∑
bn−1∈Bn−1
1√
Mn−1
wRnbn−1+bne
−2πi〈R−1n (bn+Rnbn−1),λn−1〉
 e−2πi〈R−1n bn,ln〉
∣∣∣∣∣∣
2
Using the frame triple assumption for (Rn, Bn, Ln) and also the induction hypothesis, we further
get
≤Dn ·
∑
λn−1∈Λn−1
∑
bn∈Bn
∣∣∣∣∣∣
∑
bn−1∈Bn−1
1√
Mn−1
wRnbn−1+bne
−2πi〈R−1n (bn+Rnbn−1),λn−1〉
∣∣∣∣∣∣
2
=Dn ·
∑
bn∈Bn
∑
λn−1∈Λn−1
∣∣∣∣∣∣
∑
bn−1∈Bn−1
1√
Mn−1
wRnbn−1+bne
−2πi〈R−1n−1bn−1,λn−1〉
∣∣∣∣∣∣
2
≤
n∏
j=1
Dj ·
∑
bn∈Bn
∑
bn−1∈Bn−1
|wRnbn−1+bn |2
=
n∏
j=1
Dj · ‖w‖2.
This completes the proof of the upper bound and the proof of the lower bound is analogous.
For (ii), by Lemma 2.2, we note that (RTj , Lj, Bj) with j = n, n − 1, ..., 1 (in reverse order) now
forms a frame tower with frame bound
(
#Bj
#Lj
C,
#Bj
#Lj
Dj
)
. Then we know that (RT1...R
T
n,Ln, B˜n)
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forms a frame triple with bounds
(∏n
j=1
#Bj
#Lj
Cj ,
∏n
j=1
#Bj
#Lj
Dj
)
, where
Ln = R
T
1...R
T
n−1(Ln) +R
T
1...R
T
n−2(Ln−1) + ...+ L1 = Λn,
by replacing Rk with R
T
n−k+1 and Bk with Ln−k+1 in (2.1), and similarly
B˜n = Bn + ...+Rn...R2(B1) = Bn.
Hence, (RT1...R
T
n,Λn,Bn) forms a frame triple with bounds
(∏n
j=1
#Bj
#Lj
Cj ,
∏n
j=1
#Bj
#Lj
Dj
)
. Using
Lemma 2.2 again, (Rn,Bn,Λn) forms a Riesz sequence triple. 
3. Frame-spectral/RS-spectral Cantor measures
In this section, we will use the frame/Riesz-sequence towers to generate Cantor measures with
Fourier frames and Riesz sequences. Given a sequence of expanding matrices Rn with integer entries
and a finite collection of integer digit sets Bj , a natural probability measure is induced
(3.1) µ = µ({Rj , Bj}) = δR−11 B1 ∗ δR−12 B2 ∗ ... ∗ δR−1n Bn ∗ ....,
and we assume that the infinite convolution product is weakly convergent to a Borel probability
measure. We let
µn = δR−11 B1
∗ δ
R
−1
2 B2
∗ ... ∗ δ
R
−1
n Bn
, µ>n = δR−1n+1Bn+1
∗ δ
R
−1
n+2Bn+2
∗ ...
so that µ = µn ∗ µ>n. Let also
Kn =
{ ∞∑
k=n+1
R−1k bk : bk ∈ Bk
}
,Bn = Rn
{
n∑
k=1
R−1k bk : bk ∈ Bk
}
.
Hence, K0 =
⋃
b∈Bn(R
−1
n bn +Kn) and K0,R
−1
n Bn,Kn are respectively the support of µ, µn and
µ>n. We say that µ satisfies the no overlap condition if
µ((R−1n bn +Kn) ∩ (R−1n b′n +Kn)) = 0, for all bn 6= b′n ∈ Bn, for all n ∈ N.
Let also Kb,n = R
−1
n b+Kn if b ∈ Bn.
Recall that the Fourier transform of a finite Borel measure µ on Rd is defined as
µ̂(y) =
∫
e−2πi〈y , x〉 dµ(x), (x ∈ Rd).
Remark 3.1. We will assume throughout the paper that the no-overlap condition holds. IfRj = Nj
are integers in dimension one and Bj are chosen from {0, 1, ..., Nj − 1}, then µ are the Moran-type
measure studied in [LW17]. On the other hand, if all Rj are the same matrix and Bj is a subset of
distinct representatives in the group Zd/R(Zd), then the resulting measure is a self-affine measure.
They all satisfy the no-overlap condition. For the latter case, the no-overlap condition was proved
in [DHL18, Section 2].
EXISTENCE AND EXACTNESS OF EXPONENTIAL RIESZ SEQUENCES AND FRAMES FOR FRACTAL MEASURES9
Lemma 3.2. Under the no-overlap condition for the measure µ, suppose that f =
∑
b∈Bn wb1Kb,n.
Then,
(3.2)
∫
f(x)e−2πi〈λ , x〉 dµ(x) =
1
#Bn
µ̂>n(λ)
∑
b∈Bn
wbe
−2πi〈R−1n b , λ〉.
(3.3)
∫
|f |2dµ = 1
#Bn
∑
b∈Bn
|wb|2.
Proof. We have∫
f(x)e−2πi〈λ , x〉 dµ(x) =
∑
b∈Bn
wb
∫
1Kb,n(x)e
−2πi〈λ , x〉 d(µn ∗ µ>n)(x)
=
∑
b∈Bn
wb
∫
1
R
−1
n b+K0,n
(x+ y)e−2πi〈λ , x+y〉 dµn(x) dµ>n(y).
Note that µ>n is supported on K0,n and µn is supported on R
−1
n Bn, and, due to the non-overlap
condition, x has to be equal to R−1n b to get non-zero contribution. Thus, the quantity above is
equal to
=
∑
b∈Bn
1
#Bn
∫
1
R
−1
n b+K0,n
(R−1n b+ y)e
−2πi〈λ ,R−1n b+y〉 dµ>n(y)
=
∑
b∈Bn
1
#Bn
e−2πi〈λ ,R−1n b〉
∫
e−2πi〈λ , y〉 dµ>n(y)
=
1
#Bn
µ̂>n(λ)
∑
b∈Bn
wbe
−2πi〈R−1n b , λ〉.
(3.3) follows from a standard computation. 
Define Λn as in (2.2) and let
(3.4) Λ =
∞⋃
n=1
Λn.
Theorem 3.3. (i) Suppose that (Rj , Bj , Lj) forms a frame tower with the associated measure
µ = µ(Rj, Bj) in (3.1) and that the no-overlap condition is satisfied. Suppose furthermore
that
(3.5) δ(Λ) = inf
n≥1
inf
λ∈Λn
|µ̂>n(λ)|2 > 0
Then {e2πi〈λ,x〉 : λ ∈ Λ} forms a frame for L2(µ) with bounds ∏∞j=1Cj, ∏∞j=1Dj .
(ii) Suppose that (Rj , Bj , Lj) forms a Riesz sequence tower and that the associated measure
satisfies the no-overlap condition. Then {e2πi〈λ,x〉 : λ ∈ Λ} forms a Riesz sequence for
L2(µ) with bounds
∏∞
j=1Cj,
∏∞
j=1Dj .
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Proof. Let Sn = {
∑
b∈Bn wb1Kb,n : wb ∈ C} and S =
⋃∞
n=1 Sn. To prove (i), we notice that it
suffices to check the frame inequality holds for every function f ∈ S as they are dense in L2(µ).
Since 0 ∈ Bn for all n, the collection Sn is an increasing union. Given any f ∈ Sn0 and write it as
f =
∑
b∈Bn0 wb1Kb,n0 , for any n ≥ n0, using (3.2) in Lemma 3.2 (as the no-overlap condition is
satisfied),
∑
λ∈Λn
∣∣∣∣∫ f(x)e−2πi〈λ,x〉dµ(x)∣∣∣∣2 = 1#Bn ∑
λ∈Λn
|µ̂>n(λ)|2
∣∣∣∣∣∣
∑
b∈Bn
wbe
−2πi〈R−1n b , λ〉
∣∣∣∣∣∣
2
.
With the assumption that δ(Λ) > 0, using that (Rn,Bn,Λ) forms a frame triple (Proposition 2.5)
and with (3.3) in Lemma 3.2, we have
δ(Λ) ·
 n∏
j=1
Cj
 · ∫ |f |2dµ ≤ ∑
λ∈Λn
∣∣∣∣∫ f(x)e−2πi〈λ,x〉dµ(x)∣∣∣∣2 ≤
 n∏
j=1
Dj
 · ∫ |f |2dµ
Taking n → ∞, we show that {e2πi〈λ,x〉 : λ ∈ Λ} forms a frame for L2(µ) with a less sharp frame
bound δ(Λ) ·
(∏∞
j=1Cj
)
.
We now adopt the idea of the proof from [DHL13] and [DHL18, Appendix] to show that δ(Λ)
does not appear in the lower frame bound. It suffices to show that the lower bound of frame
inequality holds for a dense set of functions in L2(µ). We will check it for step functions in S.
Let f =
∑
b∈Bn wb1Kb,n ∈ Sn and note that f ∈ Sm, for all m ≥ n; we use this to define the
coefficients wb, for b ∈ Bm, so f can be written also as a function in Sm as
f =
∑
b∈Bm
wb1Kb,m.
Define
Q∞(f) =
∑
λ∈Λ
∣∣∣∣∫ f(x)e−2πiλxdµ(x)∣∣∣∣2 = limn→∞Qn(f),
where, with Lemma 3.2,
Qn(f) :=
∑
λ∈Λn
∣∣∣∣∫ f(x)e−2πiλxdµ(x)∣∣∣∣2 = 1Mn ∑
λ∈Λn
|µ̂>n(λ)|2
∣∣∣∣∣∣
∑
b∈Bn
wb
1√
Mn
e−2πi〈R
−1
n b,λ〉
∣∣∣∣∣∣
2
.
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Let Cn =
∏n
j=1Cj , Dn =
∏n
j=1Dj for n = 1, 2... and n =∞ and Mn =
∏n
j=1(#Bj). We are going
to establish the lower bound. Note that
Qm(f) =Qn(f) +
∑
λ∈Λm\Λn
∣∣∣∣∫ f(x)e−2πi〈λ,x〉dµ(x)∣∣∣∣2
=Qn(f) +
∑
λ∈Λm\Λn
1
Mm
|µ̂>m(λ)|2
∣∣∣∣∣∣
∑
b∈Bm
wb
1√
Mm
e−2πi〈R
−1
m b,λ〉
∣∣∣∣∣∣
2
.
≥Qn(f) + δ(Λ) ·
∑
λ∈Λm\Λn
1
Mm
∣∣∣∣∣∣
∑
b∈Bm
wb
1√
Mm
e−2πi〈R
−1
m b,λ〉
∣∣∣∣∣∣
2
.
Note that, by Proposition 2.5(i) and Lemma 3.2
∑
λ∈Λm
1
Mm
∣∣∣∣∣∣
∑
b∈Bm
wb
1√
Mm
e−2πi〈R
−1
m b,λ〉
∣∣∣∣∣∣
2
≥ Cm · 1
Mm
∑
b∈Bm
|wb|2 = Cm
∫
|f |2dµ.
We further have
Qm(f) ≥Qn(f) + δ(Λ) ·
Cm ∫ |f |2dµ − ∑
λ∈Λn
1
Mm
∣∣∣∣∣∣
∑
b∈Bm
wb
1√
Mm
e−2πi〈R
−1
m b,λ〉
∣∣∣∣∣∣
2
=Qn(f) + δ(Λ) ·
Cm ∫ |f |2dµ − ∑
λ∈Λn
∣∣∣∣∫ f(x)e−2πiλxdµm(x)∣∣∣∣2

For a fixed n, we let m go to infinity. By the fact that Qm(f) converges to Q∞(f) and µm converges
weakly to µ, we have
Q∞(f) ≥ Qn(f) + δ(Λ) ·
C∞ ∫ |f |2dµ− ∑
λ∈Λn
∣∣∣∣∫ f(x)e−2πiλxdµ(x)∣∣∣∣2
 .
We then let n go to infinity and obtain
Q∞(f) ≥ Q∞(f) + δ(Λ) ·
(
C∞
∫
|f |2dµ−
∑
λ∈Λ
∣∣∣∣∫ f(x)e−2πiλxdµ(x)∣∣∣∣2
)
.
and thus
δ(Λ) ·
(
C∞
∫
|f |2dµ−
∑
λ∈Λ
∣∣∣∣∫ f(x)e−2πiλxdµ(x)∣∣∣∣2
)
≤ 0.
However, δ(Λ) > 0 and we have
C∞
∫
|f |2dµ ≤
∑
λ∈Λ
∣∣∣∣∫ f(x)e−2πiλxdµ(x)∣∣∣∣2
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This establishes the lower bound.
We now prove (ii). Take any finite subset Λ0 of Λ. As Λn is an increasing union, we have that
Λ0 ⊂ Λn for n large. Note that∥∥∥∥∥∥
∑
λ∈Λ0
aλe
2πi〈λ,x〉
∥∥∥∥∥∥
2
L2(µn)
=
1
#Bn
∑
b∈Bn
∣∣∣∣∣∣
∑
λ∈Λ0
aλe
2πi〈R−1n b,λ〉
∣∣∣∣∣∣
2
=
∥∥∥∥∥∥
∑
λ∈Λ0
aλeR,λ
∥∥∥∥∥∥
2
.
Hence, by Proposition 2.5,
(3.6)
 n∏
j=1
Cj
 · ∑
λ∈Λ0
|aλ|2 ≤
∥∥∥∥∥∥
∑
λ∈Λ0
aλe
2πi〈λ,x〉
∥∥∥∥∥∥
2
L2(µn)
≤
 n∏
j=1
Dj
 · ∑
λ∈Λ0
|aλ|2
As µn converges weakly to µ and
∑
λ∈Λ0 aλe
2πi〈λ,x〉 is a continuous function,
lim
n→∞
∥∥∥∥∥∥
∑
λ∈Λ0
aλe
2πi〈λ,x〉
∥∥∥∥∥∥
2
L2(µn)
=
∥∥∥∥∥∥
∑
λ∈Λ0
aλe
2πi〈λ,x〉
∥∥∥∥∥∥
2
L2(µ)
.
Hence, our conclusion follows by taking limit in (3.6). 
Remark 3.4. (i) The inequality δ(Λ) > 0 may be regarded as a condition guaranteeing that
the tail-term of µ̂ does not become too small. It is a sufficient condition for the canonical
spectrum Λ to be a frame-spectrum. But it is in general not necessary (See [DHL13]).
(ii) Theorem 3.3 (ii) shows that there is no extra condition for Λ to be a Riesz sequence once
we have formed our Riesz sequence tower. However, it may happen that all the sets Lj
have only one element, then trivially, the set Λ has only one element which must form
a Riesz sequence. Hence, to construct an infinite Riesz sequence, we need to make sure
#Lj ≥ 2. We will show, using a version of the Kadison-Singer theorem, that such a Riesz
sequence always exists (Section 5).
4. Exactness and Overcompleteness
In this section, we will study the exactness and overcompleteness of the Fourier frame generated
by the frame and Riesz-sequence towers.
4.1. Exactness and overcompleteness of the frame tower.
Theorem 4.1. Let {(Rj , Bj , Lj) : j ≥ 1} be a frame tower with no-overlap. Suppose that δ(Λ) > 0
(see (3.5)). Then
(i) Suppose that all #Bj = #Lj. Then E(Λ) = {e2πi〈λ,x〉 : λ ∈ Λ} is a Riesz basis for L2(µ).
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(ii) Suppose that there exists j such that #Bj < #Lj. Then {e2πi〈λ,x〉 : λ ∈ Λ} is a Fourier
frame for L2(µ) with infinite redundancies (i.e., there exists an infinite subset Λ0 of Λ such that
Λ \ Λ0 is still a frame spectrum for L2(µ)).
Proof. (i) Since δ(Λ) > 0, we know that E(Λ) is a frame. We now show that it is a Riesz basis
by showing that E(Λ) is an exact frame. Let λ0 be an element in Λ and we need to show that
E(Λ \ {λ0}) is incomplete.
To show this, we note that there exists n0 such that λ0 ∈ Λn for all n ≥ n0. From the assumption,
#Λn = #Bn =
∏n
j=1#Bj. Since L
2(µn) is finite dimensional with dimension #Bn, we have
that E(Λn) forms a Riesz basis for L
2(µn). In particular, there exists fn ∈ L2(µn) such that
‖fn‖L2(µn) = 1 and
(4.1)
1√
#Bn
〈wn, eRn,λ〉C#Bn = 〈fn, e2πi〈λ,x〉〉L2(µn) = 0, ∀λ ∈ Λn \ {λ0}.
where wnb = fn(b) and w
n = (wnb )b∈Bn . As ‖fn‖L2(µn) = 1, ‖wn‖2 = #Bn.
The vector fn can be identified naturally with fn =
∑
b∈Bn w
n
b 1Kb,n ∈ L2(µ).
‖fn‖2L2(µ) =
1
#Bn
∑
b∈Bn
|wb,n|2 = ‖fn‖2L2(µn) = 1
By the Banach-Alaoglu theorem, there is a subsequence fnk that converges weakly to some function
f ∈ L2(µ). Note that for all λ ∈ Λ \ {λ0}, λ ∈ Λnk for all k sufficiently large, and we have, with
Lemma 3.2,
(4.2) 〈fnk , e2πi〈λ,x〉〉L2(µ) = µ̂>nk(λ)〈fnk , e2πi〈λ,x〉〉L2(µnk ) = 0.
By taking k →∞, we obtain that
〈f, e2πi〈λ,x〉〉L2(µ) = 0, ∀λ ∈ Λ \ {λ0}.
Therefore, f is orthogonal to all e2πi〈λ,x〉, λ ∈ Λ \ {λ0}. We now show that f 6= 0 in L2(µ), then
this implies that E(Λ \ {λ0}) is not complete.
Indeed, if we take wn into the definition of the frame triple of (Rn,Bn,Λn) and use (4.1), we
obtain n∏
j=1
Cj
 ‖wn‖2 ≤ ∑
λ∈Λn
|〈wn, eRn,λ〉|2 = |〈wn, eRn,λ0〉|2 = #Bn|〈fn, e2πi〈λ0,x〉〉L2(µn)|2.
Note that ‖wn‖2 = #Bn and |µ̂>n(λ)|2 ≥ δ(Λ) > 0. By (4.2), we have
|〈fn, e2πi〈λ0 ,x〉〉L2(µ)|2 ≥
 n∏
j=1
Cj
 · δ(Λ).
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Take n = nk to infinity, we obtain
|(fdµ)̂(λ0)|2 ≥
 ∞∏
j=1
Cj
 · δ(Λ) > 0.
Since (fdµ)̂(λ0) 6= 0, f cannot be a zero function in L2(µ) and this completes the proof.
(ii) Suppose that at the j0th level, we have that #Bj0 < #Lj0 . Then the collection of vectors
{eRj0 ,λ : λ ∈ Lj0} is a linearly dependent set in C#Bj0 . Since we have a finite dimensional vector
space, there exists λj0 ∈ Lj0 such that {eRj0 ,λ : λ ∈ Lj0 \ {λj0}} is still a frame for C#Bj0 with
frame bounds C˜j and D˜j . Let L˜j0 = Lj0 \ {λj0}.
Then it is clear that ({(Rj , Bj , Lj) : j ≥ 1} \ {(Rj0 , Bj0 , Lj0)}) ∪ {(Rj0 , Bj0 , L˜j0)} still forms a
frame tower with bounds
C˜j
Cj
·
∞∏
j=1
Cj and
D˜j
Dj
·
∞∏
j=1
Dj
which are still positive and finite. Moreover, the corresponding Λ˜ formed with Lj0 replaced by L˜j0
in (2.2) is a subset of Λ. This implies that δ(Λ˜) ≥ δ(Λ) > 0. By Theorem 3.3(i), E(Λ˜) is a frame
for L2(µ). Note that the removed elements are
Λ \ Λ˜ = RT1..RTj0−1λj0 +
 ∑
finite,j 6=j0
(RT1...R
T
j−1)ℓj : ℓj ∈ Lj
 ,
which is an infinite set. Hence, E(Λ) is a Fourier frame for L2(µ) with infinite redundancies. 
Remark 4.2. In [LW17], we considered on R1, Rj = MjKj + αj , where Mj ,Kj are integers and
0 ≤ αj < Mj and they satisfy
∞∑
j=1
αj
√
Mj
Kj
<∞.
Then letting Bj = {0,Kj , ..., (Mj − 1)Kj} and Lj = {0, 1, ...,Mj − 1}, the resulting (Rj , Bj , Lj)
forms a frame tower and the associated fractal measure admits a Fourier frame. Using Theorem
4.1, we can actually conclude that the Fourier frame we constructed is actually a Riesz basis.
4.2. Incompleteness of Riesz sequence tower. In this section we consider the completeness
of the Riesz basis obtained from a Riesz-sequence tower. We first recall a proposition about Riesz
sequences, whose statements can be found in Young’s book ([You01], Proposition 2 and Theorem
3 in Chapter 4, p.129).
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Proposition 4.3. Let H be a Hilbert space and let {fn : n ≥ 1} be a Riesz sequence for H. Let C
be its lower bound. Then for any ℓ2 sequence {cn}, there exists f ∈ H such that
‖f‖ ≤ 1
C
∞∑
n=1
|cn|2
and
〈f, fn〉 = cn,∀n ≥ 1.
Theorem 4.4. Let {(Rj , Bj , Lj) : j ≥ 1} be a Riesz sequence tower and assume the associated
fractal measure satisfies the no-overlap condition and elements in Bj are distinct representatives
in Zd/R(Zd). Suppose that there exists j such that #Lj < #Bj. Then {e2πi〈λ,x〉 : λ ∈ Λ} is not
complete in L2(µ).
Proof. Without loss of generality, we may assume that, at the first level, we have #L1 < #B1.
From Proposition 2.3, elements in L1 are distinct representative in Z
d/RT(Zd). Let L1 be a com-
plete representative of Zd/RT(Zd) containing L1. As elements in B1 are distinct representative
in Zd/R(Zd), {eR,λ : λ ∈ L1} forms a tight frame in C#B by Lemma 2.4. On the other hand,
as {eR,λ : λ ∈ L1} forms a Riesz sequence, so they must be linearly independent. Hence, we
can find λ1 ∈ L1 such that (R1, B1, L˜1) with L˜1 = L1 ∪ {λ1} forms a Riesz sequence triple and
(R1, B1, L˜1) ∪ {(Rj , Bj , Lj) : j ≥ 2} forms a Riesz sequence tower.
We know that (Rn,Bn, Λ˜n) are Riesz sequence triples for all n ≥ 1, and
Λ˜n = L˜1 +R
T
1L2 + ...+R
T
1...R
T
n−1Ln.
Define Λ˜ analogously. Then Λn ⊂ Λ˜n and Λ ⊂ Λ˜. Let
cλ1 = 1 and cλ = 0, for all λ ∈ Λ˜n \ {λ1}.
Then
∑
λ∈Λ˜n |cλ|2 = 1. By Proposition 2.5 and 4.3, we can find fn ∈ L2(µn) such that
‖fn‖L2(µn) ≤
1∏n
j=1Cj
, and 〈fn , e2πi〈λ,x〉〉 = cλ
for all λ ∈ Λn. Since 0 <
∏∞
j=1Cj <∞ and all Cj > 0, C := inf{
∏n
j=1Cj : n ≥ 1} > 0. Identifying
fn naturally in L
2(µ) with a step function, we have that
‖fn‖L2(µ) ≤
1
C
.
By the Banach-Alaoglu theorem, we have a subsequence fnk that converges weakly to some function
f ∈ L2(µ). Then, with Lemma 3.2,
〈fnk , e2πi〈λ,x〉〉L2(µ) = µ̂>nk(λ) · 〈fnk , e2πi〈λ,x〉〉L2(µnk ).
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In particular, by taking limit and since Λ ⊂ Λ˜, we have
〈f, e2πi〈λ,x〉〉L2(µ) = 0, for all λ ∈ Λ.
If we can show that f 6= 0, then f is orthogonal to the the closure of the span of e2πi〈λ,x〉, λ ∈ Λ.
This will show that E(Λ) is not complete.
To show that f 6= 0, we note that by our choice of cλ,
〈fn, e2πi〈λ1,x〉〉L2(µn) = 1.
This implies that
〈fn, e2πi〈λ1,x〉〉L2(µ) = µ̂>n(λ1)〈fn, e2πi〈λ1,x〉〉L2(µn) = µ̂>n(λ1).
We note that the measure µ>n converges weakly to δ0. This means that µ̂>n(·) converges to 1
uniformly on all compact subsets of Rd. Hence, µ̂>n(λ1) converges to 1 and we have
〈f, e2πi〈λ1,x〉〉L2(µ) = 1.
This shows that f cannot be a zero function in L2(µ). 
Example 4.5. Consider R = 3, B = {0, 1, 3} and L = {0, 1}. Then (R,B,L) forms a Riesz
sequence triple. However, we can never add another λ ⊂ Z into L so that (R,B,L ∪ {λ}) forms a
Riesz sequence triple.
Proof. Note that the matrix
FL,B =
(
− eR,0 −
− eR,1 −
)
=
1√
3
(
1 1 1
1 ω 1
)
where ω is the cubic root of unity. The two rows are linearly independent. Hence, (R,B,L) forms
a Riesz sequence triple. However, to add one more element, we see that we can only add λ = 2
(mod 3) by Proposition 2.3. However, if we add this,
FL∪{2},B =
1√
3
1 1 11 ω 1
1 ω2 1
 .
The rows are not linearly independent and do not span C#B . This example shows that the as-
sumption that elements of B is from a distinct representative in Zd/R(Zd) is required in Theorem
4.4. Otherwise we cannot add another element that preserve the Riesz sequence property. 
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5. Existence of Riesz sequence towers
In this section, we will show that under some simple assumptions on Rj, Bj , one can construct
a Riesz sequence tower easily. The key theorem is the following version of the solution to the
Kadison-Singer problem, given in [BCMS16, Theorem 6.12].
Theorem 5.1. [Rǫ conjecture] Suppose that {ui}i∈I is a unit norm Bessel sequence with Bessel
bound D in a separable Hilbert space H. Then there exists a universal constant C0 > 0 such that
for any ǫ > 0, one can find a partition {I1, ..., Ir} of I of size r ≤ C0(D/ǫ4) such that each {ui}i∈Ij ,
j = 1, ..., r is a Riesz sequence with bounds 1− ǫ, 1 + ǫ.
Focusing on the finite dimensional Hilbert space in the above theorem, we notice that if ǫ is
very small, then r will most likely be very large and each Ij may possibly be containing only one
element, in which case the theorem would be trivially true. In our application, we will need some
Ij to contain more than one element.
Lemma 5.2. Let R be an integral expanding matrix and let B be a finite subset of Zd containing
some distinct representatives (mod R(Zd)). Suppose that 0 < ǫ < 1. Then there exists L with
#L ≥ #Bǫ4C0 such that (R,B,L) forms a Riesz sequence triple with bounds 1− ǫ, 1 + ǫ.
Proof. Given an integer expanding matrix R, let L be a complete set of distinct representatives of
Zd/RT(Zd). By Lemma 2.4, we have that∑
λ∈L
|〈w, eR,λ〉|2 = |det(R)|
#B
‖w‖2
for all w ∈ C#B. By Theorem 5.1, one can find a partition {I1, ..., Ir} such that each {eR,λ}λ∈Ij ,
j = 1, ..., r is a Riesz sequence with bounds 1 − ǫ, 1 + ǫ. Note that at least one of the Ij must
contain at least |detR|/r elements. As r ≤ C0(D/ǫ4) where D = |det(R)|/#B, there exists j such
that
#Ij ≥ #Bǫ
4
C0
.
Take L = Ij and this completes the proof. 
Remark 5.3. Indeed, we do not need the full strength of the Kadison-Singer problem (as in the Rǫ
conjecture above) to prove Lemma 5.2. It can be also obtained as a consequence of the Bourgain-
Tzafriri restricted invertibility theorem [BT87], see also [CT09, Proposition 4.4] . We would like to
thank Peter Casazza for pointing this fact to us.
Theorem 5.4. Let {(Rj , Bj)} be a sequence of pairs with integral expanding matrix Rj and Bj a
finite subset containing some distinct representatives (mod Rj(Z
d)). Suppose also that the associated
fractal measure
µ = δ
R
−1
1 B1
∗ δ
R
−1
2 B2
∗ ...
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has the no-overlap condition. Then µ admits an exponential Riesz sequence of infinite cardinality.
Proof. First, we note that we can group any nj consecutive factors without changing the resulting
measure µ.
µ =
(
δ
R
−1
1 B1
∗ ... ∗ δ
R
−1
n1
Bn1
)
∗
(
δ
R
−1
n1+1
Bn1+1
∗ ... ∗ δ
R
−1
n1+n2
Bn2
)
∗ ...
=δ
R
−1
n1
Bn1
∗ δ
R
−1
n1+n2
Bn2
∗ ....
As each #Bn ≥ 2, #Bn ≥ 2n. Using this regrouping, we can assume that each #Bn ≥ 2n. For
n large enough, we let 1 > ǫn >
(
C0
#Bn
)1/4
. As #Bn ≥ 2n, one can also find sequence ǫn that is
summable. By Lemma 5.2, we can find Ln such that (Rn, Bn, Ln) forms a Riesz-sequence triple and
#Ln ≥ #Bnǫ
4
n
C0
> 1. Since the sequence ǫn is summable, we can use Theorem 3.3(ii) and conclude
that Λ forms a Riesz sequence for µ. Since each #Ln > 1, Λ is an infinite set. 
5.1. Riesz sequence with optimal Beurling dimension. In this section, we focus on self-affine
measures.
Definition 5.5. For a given expansive d× d integer matrix R and a finite set of integer vectors B
with #B, we define the affine iterated function system (IFS)
τb(x) = R
−1(x+ b), (x ∈ Rd, b ∈ B).
The self-affine measure associated to R and B is the unique probability measure µ = µ(R,B)
satisfying
(5.1) µ(E) =
1
#B
∑
b∈B
µ(τ−1b (E)), for all Borel subsets E of R
d.
This measure is supported on the attractor T (R,B) which is the unique compact set that satisfies
T (R,B) =
⋃
b∈B
τb(T (R,B)).
The set T (R,B) is also called the self-affine set associated with the IFS. It can also be described
as
T (R,B) =
{ ∞∑
k=1
R−kbk : bk ∈ B
}
.
If R = ρO where |ρ| < 1 and O is an orthogonal matrix, then µ(R,B) is called a self-similar
measure. One can refer to [Hut81] and [Fal97] for a detailed exposition of the theory of iterated
function systems.
It is known that self-affine measures can be realized as an infinite convolution product
µ(R,B) = δR−1B ∗ δR−2B ∗ .....
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Therefore, they fit into the category of measures that we have considered in the previous sections.
By factorization of any nk consecutive factors, we can also write it as
µ(R,B) = δR−n1Bn1 ∗ δR−(n1+n2)Bn2 ∗ .....
It is known [DHL18, Section 2] that µ(R,B) satisfies the no-overlap condition if the digits in B are
chosen from distinct coset representatives in Zd/R(Zd).
Definition 5.6. Let Λ be a countable set on Rd. The α-Beurling density is defined to be
D+α (Λ) = lim sup
h→∞
sup
x∈Rd
#(Λ ∩B(x, h))
hα
, B(x, h) = {y : |y − x| < h}
and the Beurling dimension of Λ is defined to be
dimB(Λ) = sup{α : Dα(Λ) > 0}.
Theorem 5.7. [DHSW11, DHW11] (i) Let µ(R,B) be the self-similar measure with R = ρO as in
Definition 5.5, and let E(Λ) be a Bessel sequence of µ(R,B). Then the Beurling dimension of Λ
is at most logρ(#B).
(ii) Let µ(R,B) be the self-similar measure. Then there exists a Bessel sequence E(Λ) of positive
Beurling dimension.
We are going to prove the following theorem:
Theorem 5.8. Let µ(R,B) be the self-similar measure with R = ρO and assume that µ(R,B)
satisfies the no-overlap condition. Then there exists a Riesz sequence E(Λ) of Beurling dimension
logρ(#B) for µ(R,B).
Proof. By regrouping, µ(R,B) is generated by the tower (Rnk , Bnk), where #Bnk = (#B)
nk . Let
ǫk =
(
C0
n5k
)1/4
and by Lemma 5.2, we can find Lnk such that (R
nk , Bnk , Lnk) forms a Riesz sequence
triple and
(5.2) #Lnk ≥
(#B)nk
n5k
.
We now take nk = k so that
∑
ǫk <∞ and then we obtain a Riesz sequence tower (Rnk , Bnk , Lnk)
and hence µ(R,B) admits a Riesz sequence E(Λ), with
Λ =
∞⋃
k=1
Lk, Lk := Ln1 + (R
T)n1Ln2 + (R
T)n1+n2Ln2 + ...+ (R
T)n1+...+nk−1Lnk
by Theorem 3.3(ii). It remains to show that the Beurling dimension of Λ is logρ(#B).
Let Qn = (R
T)n(B√d(0)) = Bρn√d(0) for n = 1, 2, ..., note that B√d(0) contains the cube
[−1/2, 1/2]d . We note also that Lni can be chosen to be inside Qni , by reducing (modRT)ni , and
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then Lk is inside Qn1+...+nk+1. For any x ∈ Lk,
|x| ≤
√
dρn1+...+nk+1.
Therefore, letting hk =
√
dρn1+...+nk+1 =
√
dρk(k+1)/2+1 (since nk = k), and using (5.2), we have
#(Λ ∩Bhk(0)) ≥
k∏
i=1
#Lni ≥
k∏
i=1
(#B)ni
n5i
=
(#B)k(k+1)/2
(k!)5
Let α = logρ(#B). For any η > 0,
#(Λ ∩Bhk(0))
hα−ηk
≥
(#B)k(k+1)/2
(k!)5
d(α−η)/2(#B)k(k+1)/2+1ρ−η(k(k+1)/2+1)
≥ 1
d(α−η)/2
· ρ
ηk(k+1)/2
k5k
,
≥ 1
d(α−η)/2
· eck2−5k ln k → +∞, (let c = ln(ρη/2) > 0)
since limk→∞(ck2−5k ln k) = +∞. This shows that D+α−η(Λ) =∞ for all η > 0. Hence, dimB(Λ) ≥
logρ(#B). Hence, together with Theorem 5.7, we have dimB(Λ) = logρ(#B). This completes the
proof.
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