Abstract. In this paper, we establish the precise asymptotic behaviors of the tail probability and the transition density of a large class of isotropic Lévy processes when the scaling order is between 0 and 2 including 2. We also obtain the precise asymptotic behaviors of the tail probability of subordinators when the scaling order is between 0 and 1 including 1.
Introduction and main results
This paper is a continuation of the journey of the second-named author on investigating the behavior of the transition density of Lévy processes whose (weak) scaling order is between 0 and 2 including 2. In [Mim] , the second-named author considered the large class of purely discontinuous subordinate Brownian motions when the weak scaling order is between 0 and 2 including 2, and obtained sharp heat kernel estimates of such processes. In this paper, we assume that the function ψ(λ) − λ 2 ψ ′ (λ) is regularly varying where ξ → ψ(|ξ|) is the characteristic exponent of an isotropic Lévy process, and discuss the asymptotic behavior of the tail probability. As a corollary, when the process is unimodal, the asymptotic behavior of the tail probability implies the precise off-diagonal asymptotic expression of the transition density. We remark here that the function ψ(λ) − λ 2 ψ ′ (λ) is a natural counterpart of the function H(λ) = φ(λ) − λφ ′ (λ) for subordinator with Laplace exponent φ, which has been already known in the literature (see [JP87] ).
Lévy processes and their associated (non-local) operators have been of current research interest both in probability theory and in PDE. The transition density of a Lévy process X is also the fundamental solution of corresponding non-local operator. Except a few special case, the explicit expression of transition density of Lévy process is typically impossible to get. Thus obtaining the exact off-diagonal asymptotic expression of transition density is an important problem both in probability theory and in analysis.
Even though transition densities of Lévy processes are determined by their characteristic exponents, in general, neither the transition density nor the tail probability can be calculated explicitly by their characteristic exponents. But for large class of isotropic Lévy process, their asymptotic behaviors can be formulated in terms of their characteristic exponents. For example, for the transition density p(t, x) of isotropic α-stable process, whose characteristic exponent is |x| α , it is known that
where Γ(t) is the gamma function. (See [BG60] .) Since, in general, the Lévy kernel of isotropic Lévy process X is not equal to a constant times |x| −d ψ(|x| −1 ) where ξ → ψ(|ξ|) is the characteristic exponent of X, we do not expect that (1.1) holds. But as it is shown in [CGT15, Theorems 4 and 5], when the characteristic exponent ψ of isotropic unimodal Lévy process is regularly varying at ∞ (at zero, respectively) with index α ∈ (0, 2), the transition density is asymptotically equal to a constant times t|x| −d ψ(|x| −1 ) as tψ(|x| −1 ) → 0 and |x| → ∞ (|x| → 0, respectively).
Natural open questions are, when the regularly varying index α is not strictly between 0 and 2,
(1) instead of tψ(|x| −1 ) → 0, what condition in the limit we need to put?
(2) to what functions the tail probability and the transition density, respectively, are asymptotically equal?
In this paper, we answer the above questions when ψ(λ) − In this paper, f (t) ∼ g(t), t → a means lim t→a f (t)/g(t) = 1. We also use the notation f (t, r) ∼ g(t, r), r → a and h(t, r) → 0, which means lim r→a h(t,r)→0 f (t, r) g(t, r) = 1.
We say a function ℓ : (0, ∞) → (0, ∞) varies regularly at ∞ (at zero, respectively) with index α if ℓ(λt)/ℓ(t) → λ α as t → ∞ (t → 0, respectively) for every λ > 0.
T = (T t ) t≥0 is called a subordinator if it is a non-decreasing Lévy process. The Laplace transform of the law of a subordinator T t is given by
and φ : (0, ∞) → (0, ∞) is called the Laplace exponent of the subordinator T .
The first main result of this paper is the following asymptotic expression of the tail probability of a subordinator.
Theorem 1.1. Suppose that φ is the Laplace exponent of a subordinator T . If
varies regularly at 0 (at ∞, respectively) with index γ ∈ [0, 2), then
It turns out that, in fact, the tail of the Lévy measure of T describes decay of
Note that, if φ varies regularly at 0 (at ∞, respectively) with index γ ∈ (0, 1), since φ ′ is non-increasing, we can apply monotone density theorem (see [BGT87, Theorem
(1.4) and Proposition 3.7 below imply that if γ ∈ (0, 1) then φ varies regularly at 0 with index γ if and only if H varies regularly at 0 with index γ. Furthermore, from (1.4) we see that for γ = 1 functions H and φ are not comparable, but we will see that regular variation of H implies regular variation of φ (see Proposition 3.7 below).
A consequence of Theorem 1.1 and (1.4) is that, if γ ∈ [0, 1), we may replace condition t
Corollary 1.2. Assume that φ varies regularly at 0 (at ∞, respectively) with index γ ∈ [0, 1). Then
tφ(r −1 ), r → ∞ (r → 0, resp.) and tφ(r −1 ) → 0.
The next main result is the precise asymptotic expression of the tail probability of isotropic Lévy processes. We recall that ξ → ψ(|ξ|) is the characteristic exponent of isotropic Lévy process X if
where
with a ≥ 0 and a Lévy measure ν .
(i) Suppose that g varies regularly at 0 with index α ∈ [0, 4). Then
(ii) Suppose that g varies regularly at ∞ with index α ≥ 0. Then, in fact, g varies regularly at ∞ with index α ∈ [0, 2]. We further assume that ψ does not have diffusion part (a = 0 in (1.5)) if g varies regularly at ∞ with index α ∈ [0, 2). Then
Finally we give the precise off-diagonal asymptotic expression of the transition density p(t, x) when the isotropic Lévy process is unimodal, that is, r → q(t, r) is decreasing where p(t, x) = q(t, |x|).
Theorem 1.4. Suppose X = (X t ) t≥0 is a unimodal Lévy process in R d , d ≥ 1 with the characteristic exponent ξ → ψ(|ξ|), and that p(t, x) and J(x) are the transition density and the Lévy kernel of X, respectively. Suppose that g(λ) = ψ(λ) − λ 2 ψ ′ (λ) varies regularly at 0 with index α ∈ (0, 4) (at ∞ with index α ∈ (0, 2], respectively). We further assume that ψ does not have diffusion part (a = 0 in (1.5)) if g varies regularly at ∞ with index α ∈ (0, 2). Then
|x| → ∞ (|x| → 0, resp.) and
We conclude this introduction by setting up some notation and conventions. We use ":=" to denote a definition, which is read as "is defined to be"; we denote a ∧ b := min{a, b}, a ∨ b := max{a, b}.
Tail asymptotic behaviors of subordinators
In this section we always assume that T = (T t ) t≥0 is a subordinator and that φ : (0, ∞) → (0, ∞) is the Laplace exponent of T . φ has the following form (see [Ben94,  Section 3])
Here b ≥ 0 is called the drift and µ is the Lévy measure of the subordinator T , i.e. a measure on (0, ∞) satisfying (0,∞) (1 ∧ t)µ(dt) < ∞ . Laplace exponent φ belongs to the class of Bernstein functions, i.e., a non-negative
Let us define the function H : (0, ∞) → [0, ∞) by
Note that, by the concavity of φ, H(λ) ≥ 0. Moreover, H is non-decreasing since H ′ (λ) = −λφ ′′ (λ) ≥ 0. We also note that
We remark here that H loses the information on the drift of φ.
In this section we obtain asymptotical properties of the function P(T t ≥ r) as r → ∞ (r → 0, respectively) and t
Using (1.2) and Fubini theorem, we obtain
For a measure ν on [0, ∞) its Laplace transform Lν is defined by
In particular, the Laplace transform of the measure ν(dy) = P(T t ≥ y) dy is, by (2.4), given by (Lν)(λ) = 1−e −tφ(λ) λ for λ > 0 .
We will use the following result which is a part of the continuity theorem for Laplace transforms (see [Fel71, Theorem XIII.1.2] for a proof). 
for all x ≥ 0 such that y → ν([0, y]) is continuous at y .
Now we prove the main result of this section, namely the tail estimate of the subordinator.
Proof of Theorem 1.1. Taking derivative in (2.4) we obtain
Note that, by using φ(λy) ≤ (1 ∨ y)φ(λ) and [Mim, Lemma 2.1],
→ 0 for any λ > 0 (and so tφ(λx −1 ) → 0 for any λ > 0). Therefore from (2.6) we see that
for all λ > 0 .
We now assume that H(λ) = φ(λ) − λφ ′ (λ) varies regularly at 0 (at ∞, respectively) with index γ ∈ [0, 2). Then, changing variables in the integral of the last display and using regular variation of H, we conclude that for any λ > 0 the following holds
We rewrite the last display in the following way; lim x→∞(x→0, resp.)
Hence, by using Theorem 2.1 we obtain that for all R > 0 lim x→∞(x→0, resp.)
In particular, for any 0 < a < 1 we have
lim sup x→∞(x→0, resp.)
Letting a go to 1 we obtain lim sup x→∞(x→0, resp.)
Similarly, for b > 1 we obtain
and, by letting b go to 1, we obtain lim inf x→∞(x→0, resp.)
The result follows now from (2.8) and (2.9) .
Remark 2.2. It is instructive to see why previous proof does not always work if we start with (2.4) instead of (2.5). Assume that φ varies regularly at 0 with index γ = 1 . Using the same idea as in the proof of Theorem 2.1 we obtain
where δ 0 is the point mass at 0, i.e.
By continuity theorem, Theorem 2.1, we obtain
Hence, in this case tail decays faster than tφ(x −1 ) as x → ∞ and tφ(x −1 ) → 0 .
Proof of Corollary 1.2. Since 1 − γ > 0, by (1.4), it follows that H varies regularly at 0 (at ∞, respectively) with index γ. 
yielding the desired estimate.
The following proposition explains the decay of the tail of the Lévy measure of the subordinator T .
Proof. It is easy to show that
Taking the derivative we obtain
we can use regular varation of H to get lim x→∞ (x→0 resp.)
Note that the last display is very similar to (2.7) . We now repeat the argument after (2.7) in the proof of Theorem 1.1 to obtain the claim.
Asymptotic of the tail probability of isotropic Lévy processes
Throughout this section, we assume that X = (X t ) t≥0 is an isotropic Lévy process in R d (d ≥ 1) with the characteristic exponent ξ → ψ(|ξ|). The following is known and, in fact true for any negative definite function (see [Grz14,  Lemma 1]).
Lemma 3.1. For every t > 0 and λ ≥ 1,
where ψ * (r) := sup |z|≤r ψ(|z|).
We start with
to obtain the Laplace transform of the measure P(|X t | ≥ √ r) dr (see also [CGT15] );
One of the ideas of proving the asymptotic behaviors of the tail probability and the transition density is using the following function φ, which is nicer than ψ. Define the auxiliary function φ : (0, ∞) → (0, ∞) by
The following forms of φ are useful in evaluation of its derivative (since then we do not have to take derivative of ψ);
Remark 3.2. The function φ is, in fact, a Bernstein function and the Laplace exponent of a subordinator. Moreover, if a = 0 in (1.5) then φ is the Laplace exponent of a subordinator without drift.
Indeed, by using (1.5), (3.1) and polar coordinates, we obtain
ν(dy) dr .
ν(dy) dr , we obtain that µ is the Lévy measure of a subordinator, since
As in the subordinate Brownian motion case, set
By Remark 3.2, H is non-negative and non-decreasing.
Using (3.5), we obtain H in terms of ψ as
We now discuss compatibilities of functions φ(λ), H(λ) and ψ( √ λ).
Proposition 3.3. Assume that ψ varies regularly at 0 (at ∞, respectively) with index α ∈ [0, 2]. Then
(1)
lim λ→0 (λ→∞, resp.)
where φ is defined in (3.5). Consequently, φ varies regularly at 0 (at ∞, respectively) with index α/2 and, if α < 2, then H varies regularly at 0 (at ∞, respectively) with index α/2 .
Proof.
(1) By (3.5) we have
II(λ) .
We first assume that ψ varies regularly at 0 with index α ∈ [0, 2]. By Potter's theorem (see [BGT87, Theorem 1.5.6]) there exists a constant c 1 > 0 such that
So, by the dominated convergence theorem we have
By Lemma 3.1 we have 
We now assume that ψ varies regularly at ∞ with index α ∈ [0, 2]. In this case, through analogous argument
Moreover, by change of variable
which goes to zero as λ ↑ ∞.
(2) As we observed in (1), the proof will be analogous and simpler when ψ varies regularly at ∞ with index α ∈ [0, 2]. Thus we only provide the proof for the case that ψ varies regularly at 0 with index α ∈ [0, 2].
Using (3.12) and change of variable, we rewrite as
II(λ) .
Similar to (1), by Potter's theorem as (3.7) we can use the dominated convergence theorem and get
Similar as (3.8) and (3.9), for λ ∈ (0, 1] we also bound II(λ) as
4λ r d+1 ψ(r)dr Therefore,
It follows from the previous result that, in the case α = 2, functions H(λ) and ψ( √ λ) are not comparable. We clarify this situation in the following result.
If g varies reularly at 0 (at ∞, respectively) with index α ≥ 0, then
Proof. Since the proof for the case that g varies regularly at ∞ will be analogous and simpler, we only provide the proof for the case that g varies regularly at 0 with index α ≥ 0.
Note that, by the change of variable we have 
Thus we can differentiate under the integral sign and get
(3.11)
From (3.10) and (3.11) we obtain that
To evaluate the limit we use the above form so that
By Potter's theorem (see [BGT87, Theorem 1.5.6]) there exists a constant c 1 > 0 such that
and so we may use dominated convergence theorem in the first integral to obtain
On the other hand, we can rewrite I 2 as
4λ ψ(r)dr
Thus for λ ∈ (0, 1]
where in the last inequality we have used ψ(r) ≤ 2(1 + r 2 ) sup s≤1 ψ(s) for all r > 0 by Lemma 3.1. Since λ → g( √ λ) varies regularly with index α/2 we now conclude that lim sup
Lemma 3.5. Assume that H(λ) = φ(λ) − λφ ′ (λ) varies regularly at 0 (at ∞, respectively) with index γ ∈ [0, 2) and ψ varies regularly at 0 (at ∞, respectively) with index γ 1 ∈ [0, 2]. Then for all R > 0 we have
and t ψ(
Proof. We provide the proof for the case that H varies regularly at 0 with index γ ∈ [0, 2). The proof of the other case is similar.
Taking derivative in (3.3) we obtain
Since we have from (3.12)
comparing the above two displays and changing variable we see that
We replace λ in (3.13) by λs −1 and divide both sides by tH(s −1 ) and get
Now changing variable in the first integral yields
(3.14)
Note that, since
Since ψ varies regularly at 0 with index γ 1 , by Potter's theorem (see [BGT87, Theorem 1.5.6]) it follows that, for any ε > 0 there exists c = c(ε) > 0 such that
Hence, by (3.15) we may use dominated convergence theorem to I(s) and get
On the other hand, by the change of variable v = r √ λ √ s −1 we have that
Therefore we conclude that the integral term in (3.14) goes to 0 if s → ∞ and t
→ 0 . This and regular variation of H with index γ (by Proposition 3.4) yield
By Theorem 2.1 it follows that
for any R > 0 .
Proposition 3.6. Assume that H(λ) = φ(λ) − λφ ′ (λ) varies regularly at 0 (at ∞, respectively) with index γ ∈ [0, 2) and ψ varies regularly at 0 (at ∞, respectively) with index γ 1 ∈ [0, 2]. Then
Proof. By Lemma 3.5, we have that for 0 < a < b lim r→∞(r→0, resp.)
which implies that lim sup r→∞(r→0, resp.)
.
By taking b = 1 > a we get lim sup r→∞(r→0, resp.)
Similarly, for a = 1 < b we obtain lim inf r→∞(r→0, resp.)
We now observe the following fact.
Proposition 3.7. Assume that g(λ) = ψ(λ) − λ 2 ψ ′ (λ) varies regularly at 0 (at ∞, respectively) with index 2γ with γ ≥ 0. We further assume that, if g varies regularly at ∞ with index 2γ ∈ [0, 2), then the diffusion part is zero. Then ψ varies regularly at 0 (at ∞, respectively) with index 2(1 ∧ γ) .
Proof. Since
by integrating it we obtain log ψ(λ) λ 2 = log ψ(1)
Hence,
On the other hand, since (
Thus for λ > 0 and θ ≥ 1
. for 0 < λ < λs < 1 and s > 1.
Thus by the dominated convergence theorem, from (3.18) we have
= 2 − 2γ. Now, using the zero version of [BGT87, Theorem 1.3.1 and (1.5.2)] we conclude from (3.16) and the above display that ψ(λ)/λ 2 varies regularly at 0 with index 2γ − 2 . Therefore, ψ varies regularly at 0 with index 2γ . (3) Assume that g varies regularly at 0 (at ∞, respectively) with index 2γ ≥ 2. Proposition 3.4 implies that the term
in (3.18) stays positive for small λ (large λ, respectively). Thus, from (3.18), we have that for any θ ≥ 1 lim inf λ↓0 (λ↑∞, resp.)
where we have used the fact lim λ↓0 (λ↑∞, resp.)
(See [BGT87, Theorem 1.5.2].) Therefore, by letting θ → ∞, we get lim t↓0 (t↑∞, resp.) Proof of Theorem 1.3. (i) By Proposition 3.7 we have that ψ varies regularly at 0 with index 2 ∧ α . Moreover, by Proposition 3.4 we have that H varies regularly at 0 with index α/2 . Noting that
we now use Propositions 3.4 and 3.6 to get lim r→∞,
(ii) The first claim in (ii) is Corollary 3.8. The proof of the second claim in (ii) is analogous to the proof of (i).
Remark 3.9. If ψ varies regularly at ∞, with index α ∈ [0, 2) then it follows from Proposition 3.3 that H varies regularly with index α/2. Thus Propositions 3.3 and 3.6 yield lim r→∞(r→0, resp.) tψ(r −1 )→0 P(|X t | ≥ r) tψ(r −1 ) = lim r→∞(r→0, resp.)
Asymptotic of the transition density of unimodal Lévy processes
Throughout this section we assume that X is a unimodal Lévy process in R d , d ≥ 1 with the characteristic exponent ξ → ψ(|ξ|), and that p(t, x) and J(x) are the transition density and the jumping kernel of X t , respectively.
We will give the precise off-diagonal asymptotic expression of p(t, x). Recall that p(t, x) = q(t, |x|) where r → q(t, r) is decreasing. We also recall that φ : (0, ∞) → (0, ∞) is defined in (3.4).
Theorem 4.1. Assume that H(λ) = φ(λ) − λφ ′ (λ) varies regularly at 0 (at ∞, respectively) with index γ ∈ (0, 2) and ψ varies regularly at 0 (at ∞, respectively) with index γ 1 ∈ [0, 2]. Then
Proof. Let 0 < a < b. By Proposition 3.6 we have lim r→∞(r→0, resp.)
Hence, by using
, and the fact that p(t, x) is radially decreasing, for a < 1 < b we obtain lim sup |x|→∞(|x|→0, resp.)
and lim inf |x|→∞(|x|→0, resp.)
Note that in the case γ = 0 formula holds.
If γ > 0, we let a ↑ 1 and b ↓ 1 to obtain lim |x|→∞(|x|→0, resp.) ) .
We apply Theorem 1.4 to subordinate Brownian motion X = (X t ) t≥0 . It is an isotropic Lévy process in R d (d ≥ 1) defined by
where B = (B t ) t≥0 is the d-dimensional Brownian motion with the transition density and T = (T t ) t≥0 is an independent subordinator whose the Laplace exponent is ϕ.
It is known that the characteristic exponent of X is given by ψ(ξ) = ϕ(|ξ| 2 ) and X has a transition transition density given by p(t, x) = Corollary 4.3. X t = B Tt is a subordinate Brownian motion and ϕ is the Laplace exponent of the subordinator T t . Suppose H(λ) = ϕ(λ) − λϕ ′ (λ) varies regularly at 0 (at ∞, respectively) with index γ ∈ (0, 2). We further assume that ϕ does not have drift part if H varies regularly at ∞ with index γ ∈ (0, 1). Then
|x| → ∞ (x → 0, resp.) and tϕ(|x| 
