We propose a new class of state space models for longitudinal discrete response data where the observation equation is specified in an additive form involving both deterministic and random linear predictors. These models allow us to explicitly address the effects of trend, seasonal or other time-varying covariates while preserving the power of state space models in modeling serial dependence in the data. We develop different Markov chain Monte Carlo algorithms to carry out statistical inference for models with binary and binomial responses. In a simulation experiment we examine the mixing and convergence properties of these algorithms. In particular, we demonstrate that a joint state variable update is preferable over individual updates. In addition, different prior choices are studied. Finally, we illustrate the applicability of the proposed state space mixed models for longitudinal binomial response data in two data examples.
INTRODUCTION
In this paper we consider a time series of discrete observations, {Y t , t = 1, . . . , T }, where Y t may be either binary or binomial, associated with p time-varying covariates X t1 , . . . , X tp . The primary objective is to model both the mean of the observed process as a function of the covariates, and the pattern of serial correlation in the data.
For the ease of exposition, our discussion in this section focuses only on the binary case. Amongst available models for time series of dichotomous observations, the class of state space models or parameter-driven models (Cox, 1981) seems to have gained a great deal of popularity. See for example Fahrmeir (1992) , Carlin and Polson (1992) , and Song (2000) . A binary state space model consists of two processes: In the first observed process {Y t }, the conditional distribution of Y t given the q-dimensional state variable θ t is Bernoulli, namely Y t |θ t ∼ Bernoulli(µ t ), where the conditional mean or the conditional probability of success µ t = P (Y t = 1|θ t ) follows the observation equation,
with a given link function h −1 (·) as in generalized linear models (e.g. McCullagh and Nelder, 1989 ) and a known q-dimensional vector G t comprised of the time-varying covariates. In the second process, the state variables {θ t } are assumed to follow a q-dimensional Markov process, governed by the state equation, θ t = H t θ t−1 + ǫ t , (1.2) where H t is a q × q-dimensional transition matrix and the error vector ǫ t has zero mean. For the special case of one-dimensional state process with q = 1, two common models used in the literature are the random walk and Box and Jenkins' AR(1) process. The random walk is a nonstationary process with the transition matrix being 1, H t ≡ 1, while the AR(1) process is stationary with the transition matrix being a constant, H t = γ ∈ (−1, 1), which is a parameter representing the autocorrelation coefficient.
The above class of binary state space models has been widely used for the analysis of longitudinal discrete data. For example, it has been applied to analyze the Tokyo rainfall data by many authors (e.g. Kitagawa, 1987; Fahrmeir, 1992; Carlin and Polson, 1992; Song, 2000) . The rainfall data, reported by Kitagawa (1987) , consist of the daily number of occurrences of rainfall in Tokyo area during years 1983 and 1984. The central question of the analysis is to model the probability µ t of rainfall for each calendar day over a year. The proposed state space model in these papers, among others, takes the form:
µ t = h(θ t ) and θ t = θ t−1 + ǫ t , with ǫ t iid ∼ N (0, σ 2 ), (1.3) where θ t may be thought of essentially as a certain underlying meteorological variable such as moisture most directly responsible for rainfall. The central task here is to estimate the state variables, which can be carried out by posterior modes (Fahrmeir, 1992) , MCMC (Carlin and Polson, 1992) and Monte Carlo Kalman filter (Song, 2000) . We observe two major inadequacies for this model formulation, which motivates us to investigate alternatives that may improve modeling and interpreting of the data.
First, the fitted mean curves µ t = h( θ t ) shown in their papers clearly indicate the existence of a seasonal pattern, which is typical in meteorological settings. However, there are no systematic components in model (1.3) that address the seasonality. Second, the nonstationarity due to the seasonality in the data is not modeled, as the state process {θ t } takes a random walk that behaves as independent increments. Although a random walk is nonstationary, it is unrealistic to postulate the underlying meteorological process responsible for rainfall follows the nonstationarity of a random walk. This unsuitability can be easily seen from several aspects of the process of random walk. For instance, the variance of a random walk at time t increases to σ 2 0 + σ 2 t with σ 2 being the variance of the noise term ǫ s , s ≤ t and σ 2 0 the variance at t = 0. This implies that the difference of the variation of the underlying meteorological system between the end of a year and the beginning of the year is 365 times the variability of the noise. This is clearly irrational for the meteorological behavior. In contrast, we believe that the nonstationarity in the rainfall data would be present more at level of the first moment in trend, seasonal and other forms, with however a bounded second moment.
When the objective of the rainfall data analysis concerns the seasonal effects, an inevitable question would be raised: Whether or not there is significant evidence in the data that the seasonality is responsible for the nonstationarity. This gives rise to a different task from what has been considered in the previous studies (e.g. Song, 2000) , and it can not be answered by model (1.3) due to the lack of systematic components for the seasonality. Therefore an alternative model is needed, in which certain deterministic linear predictors have to be incorporated in the observation equation. This model formulation would enable us to examine the effects of seasonal covariates by performing, for example, a testing for their significance. For more details of our analysis of the rainfall data see Section 5.1.
Motivated by the above discussion, it seems natural to express the conditional expectation µ t of the observed process as follows,
where η t is the deterministic predictor that may take the form of the decomposition model (Brockwell and Davis, 1996) , η t = m t + s t . Here m t and s t represent the trend and seasonal components, respectively, and both may be modeled further as linear functions of covariates. For convenience, we may combine the trend and seasonal components into one, X ′ t α, where X t = (X t1 , . . . , X tp ) ′ and parameter vector α consists of p regression coefficients to be estimated.
The inclusion of the deterministic predictor is appealing as it would enable us to quantify the relationship between the probability of success and covariates and to allow hypothesis testing on covariates, both of which are very often of scientific interest. It is noted that state space models that contain both deterministic and random predictors (η t and G ′ t θ t , respectively) have been proposed in other settings, for instance, in the analysis of longitudinal count data by Zeger (1988) , Chan and Ledolter (1995) and Jørgensen et al. (1999) .
In this paper we develop a Markov chain Monte Carlo (MCMC) estimation procedure for the proposed state space models with the observation equation given by
where the state variable θ t follows a univariate AR(1) process. Clearly, θ t represents a timespecific effect on the observed process. Because of the similarity of model representation (1.4) to the generalized linear mixed models (e.g. Diggle, Liang and Zeger, 1994) , we refer the proposed models to be as state space mixed models.
The structure of this paper is as follows. In Section 2 we discuss the state space mixed models for binary time series and the MCMC algorithm for estimation. Section 3 concerns the models for binomial time series and the MCMC estimation. A simulation experiment is given in Section 4 to verify the proposed MCMC algorithm. Section 5 presents two data analysis examples using the proposed method. Finally we make some concluding remarks in Section 6. All technical details are listed in the appendices.
BINARY STATE SPACE MIXED MODELS
We start with state space mixed models for binary response variables, in which a latent variable representation is utilized to develop MCMC algorithms for parameter estimation.
MODEL FORMULATION
Consider a binary longitudinal data (Y t , X t ), t = 1, . . . , T , where the binary response vector is denoted by Y *
′ . In this paper, we adopt the so-called threshold approach (e.g. Albert and Chib, 1993) where Y t is generated through dichotomization of an underlying continuous process Z t , given by the one-to-one correspondence
With the unobservable or latent threshold variable vector Z *
′ , a binary state space mixed model can be rewritten as follows,
To develop the MCMC algorithm, we further assume that both error terms are independent and normally distributed, u t iid ∼ N (0, 1) and ǫ t iid ∼ N (0, σ 2 t ), and hence the expressions (2.2) and (2.3) together represent a linear Gaussian state space models. It is noted that the variance parameters {σ 2 t > 0, t = 1, · · · , T } in the state equation (2.3) are unknown, time-varying, and bounded. Therefore the state process governed by (2.3) may address the pattern of variation in the data better than an ordinary AR(1) process with a constant variance. As in most hierarchical model specifications, we assume mutual independence between u t 's and ǫ t 's. This implies that given θ t , Z t is conditionally independent of the other Z t 's and θ t 's. In addition, the initial condition is assumed to be θ 0 ∼ N (0, σ 2 0 ). It follows from the one-to-one relationship (2.1) that the marginal distribution of Y t given both state variable θ t and covariate vector X t follows a probit model, namely
where Φ(·) denotes the cumulative distribution function of N (0, 1). In other words, a combination of (2.2) and (2.1) is equivalent to (1.4) with link function h(·) = Φ(·).
The parameters of primary interest are α and γ, based on which we may make inference on the covariates and the autocorrelation structure. However, to make forecasting or conduct model diagnostics, we also need to estimate the state variables θ t 's and the variances σ t and a uniform prior distribution on (−1, 1) for γ. It is noted that all conditional distributions appear tractable under these chosen prior distributions, which assures this algorithm computationally efficient. The detailed expressions of these distributions and their derivations can be found in Appendix A. 
Before closing this section, we would like to make two remarks.
1. Sampling the state variables θ t 's turns out to be the most tedious and time-consuming step. To evaluate the effectiveness of the joint update algorithm for the entire vector θ * T presented in Table 2 .1, in comparison to alternatively updating single components θ t sequentially, a simulation experiment is performed in Section 4. Below we list relevant formulas required in such an alternative updating scheme. In fact our simulation study uses the AR(1) process for the state variables with σ 2 t = σ 2 for all t. It is straight forward to show that the conditional distribution
where the mean and variance are given by, respectively,
2. In our simulation experiment presented in Section 4, we found that the less informative priors for σ 2 tend to generate large values of estimates for σ 2 by the MCMC algorithm. Note that unduly large (or small) values of σ 2 would make the θ t component dominant in the model, which could largely reduce the quality of inference on the deterministic component. Therefore it seems desirable to control values of σ 2 in between two reasonable numbers l and u if possible. The resulting prior choice for σ 2 would apparently be a truncated IG(a, b) distribution on [l, u] or more simply a uniform distribution truncated on [l, u] . In our simulation the latter prior choice is used, and the updating conditional distribution for σ 2 is given by a truncated IG(a, b) distribution on interval [l, u] with a and b given in (A.11).
MODEL SELECTION
To assess the goodness-of-fit for a proposed model and compare several candidate models, we adopt Spiegelhalter et al.'s (2002) deviance information criterion (DIC) for model selection within the MCMC framework. Like the likelihood ratio tests and Akaike's information criterion (Akaike, 1973) , the DIC serves a measure that reasonably balances between model fit and model complexity. The Bayesian deviance for a binary state space mixed model is given by
for a model with mean µ t and parameters (α, θ * T 1 ). The value of the true number of free parameters is defined as
Therefore, the deviance information criterion (DIC) takes the form 
BINOMIAL STATE SPACE MIXED MODELS
We now consider longitudinal data with binomial response variables. We will show how the MCMC algorithm developed for binary responses can be extended to binomial responses. We assume that n t Bernoulli trials Y it , i = 1, · · · , n t give rise to the binomial response
The latent variable representation (2.1) now specifies the correspondence in a componentwise fashion as follows:
At a given time T , let N = T t=1 n t be the total number of Bernoulli trials, and denote the history vectors by
Likewise, assume that the latent vector Z * T follows componentwise the state space formulation,
. Similarly mutual independence between the two sets of innovations {u it , i = 1, · · · , n t , t = 1, · · · , T } and {ǫ t , t = 1, · · · , T } is imposed.
It is apparent that the only difference between the binary and binomial state space mixed models appears in the dimension of the observed processes. In effect, the binomial case can be regarded as an aggregation of a number of independent binary copies, both driven by the same state process. The immediate implication of this observation is that we need only to modify the updating procedures for α and θ t 's, since only these two are directly affected by such a dimension expansion.
Let us first discuss the modification for the update of the regression parameter α. To proceed, we first define an expanded design matrix X of N × p dimension as X = BX, where B = blockdiag(1 n 1 , 1 n 2 , · · · , 1 n T ), a block diagonal matrix with the i-th block 1 n i being an n idimensional vector of ones. As before, X = (X ij ) i=1,...,T ;j=1,...,p . Clearly B ′ B is a T × T diagonal matrix with diagonal elements {n t , t = 1, · · · , T }. One can now proceed to update the regression parameter α in an exactly same way as in the binary case with the X in place of the X in (A.1) and (A.2).
The other updating algorithm that is affected is for the state variables. This update in the binomial case requires care, to avoid large matrix inversions and related calculations. First, we proceed as in the binary case to show that [θ *
and variance-covariance matrix
It follows from Sherman-Morrison-Woodberry formula (see Ortega and Rheinboldt, 1970, p.50 
Using (3.6) we can simplify (3.4) and (3.5), respectively, to
Finally, since both state correlation and state variance updates do not involve the latent variables, the corresponding update procedures for the binary case given in Table 2 .1 remain valid in the binomial case.
A SIMULATION EXPERIMENT
To investigate the performance of the different MCMC algorithms and prior specifications for the proposed models we conducted a simulation study based on a binary state space mixed model given as follows: The specific purposes of this simulation are (1) to evaluate the effectiveness of the proposed MCMC algorithm between two different procedures of the state variable update, individual θ t updates versus joint θ t update, and (2) to assess how the different prior choices for σ 2 influence the length of burn-in and other convergence issues. In particular, two priors for σ 2 were chosen in the simulation. They are, the flat improper prior and the uniform prior on the interval [.1, 1]. In addition, throughout the simulation we used the flat improper prior for regression parameters α j , j = 0, 1. The four cases considered in the simulation are tabulated as follows,
Case
Prior for σ Figure 4 .2 the indtrunc case has been identified to produce a different tail behavior for density estimates of α 0 and α 1 , and now it creates a slightly heavy right tail for {θ t } but a reasonably consistent tail pattern for {Z t }.
[ Finally we plot the autocorrelation function of the sampled MCMC chains for the four parameters, shown in Figure 4 .5. It is clearly seen that the autocorrelation functions for α 0 and α 1 decay significantly more slowly for the procedures with individual state variable updates compared to the procedures with a joint state variable update. This implies that the algorithms using the individual state variable update give much slower rate of mixing and hence take more iterations for convergence. Similar patterns occur in the autocorrelation functions for both parameters of γ and σ.
[ Figure 4 .5 about here]
In summary, we conclude that the algorithm using the joint state variable update together with the truncated σ 2 prior performed better than the other three algorithms. We also notice that the algorithm using joint state variable update but with the flat improper σ 2 prior worked reasonably well, which would serve as an alternative to the best when the choice of truncation interval for the informative prior becomes difficult.
DATA ANALYSIS

ANALYSIS OF THE RAINFALL DATA
We now illustrate the application of the proposed model to analyze the Tokyo rainfall data, which has been briefly discussed in Section 1. Let Y t be the number of occurrences of rainfall for a given calendar day t during the years 1983-1984. So, Y t ∼ Binomial(2, p t ), t = 60 and Y t ∼ Binomial(1, p t ), t = 60 (February 29, 1984) . Therefore, we set T = 366 in our analysis. Most previous analyses assumed a random walk for the state process and ignored the nonstationarity of seasonality, although the seasonal pattern was revealed by these studies.
The proposed binomial state space mixed model is useful to investigate seasonal and monthly effects with chosen covariates X t = (cos 1 t , sin 1 t , cos 4 t , sin 4 t , cos 12 t , sin 12 t ) ′ , where cos m t = cos 2πmt T and sin m t = sin 2πmt T , m = 1, . . . , T.
So the latent variables {Z t } follow Z it = −α 0 − α 1 cos 1 t − α 2 sin 1 t − α 3 cos 4 t − α 4 sin 4 t − α 5 cos 12 t − α 6 sin 12 t −θ t + u it , i = 1, 2; t = 1, . . . , 366, (5.1) and in contrast to Kitagawa (1987) the state variables {θ t } here follow the stationary AR(1) process with a common and bounded variance σ 2 . Note again that we take the probit link instead of the logistic link used in Kitagawa (1987) and Fahrmeir and Tutz (1994, P.281 ).
Our experience with the prior choice in the simulation study led us to favor an informative prior for σ 2 . So we used the uniform prior on the truncation interval [.05, 1]. A total of 10,000 iterations of this MCMC algorithm adapted to the binomial model were run with every 10th iteration recorded. A burn-in of 100 recorded iterations was used for the posterior density estimates. Figure 5 .1 displays the estimated posterior densities for the regression parameters α i , i = 0, · · · , 6, the standard error parameter σ and the autocorrelation parameter γ. For comparison, we also fit the rainfall data using the probit regression model with the same deterministic component as in the binomial model but the serial dependence is neglected, and the corresponding point estimates of the regression parameters are indicated by the vertical dotted lines in these plots. By the 90% credible intervals, it is evident that the effects of the yearly effect cos(1 t ), the seasonal covariate cos(4 t ) and monthly covariate cos(12 t ) are present. Meanwhile, the estimate of the autocorrelation coefficient γ is around .4, and such a medium sized γ is clearly not in favor of the random walk model (with γ = 1) for the state variables. In conclusion, the nonstationarity of the rainfall data seems attributed to the seasonality of the meteorological system that can not be modeled by the process of independent increments. We also found the estimated σ 2 is around .16.
[ Figure 5 .1 about here]
In this analysis we also computed the pointwise estimation of the rain probability p t at day t, t = 1, . . . , 366. Figure 5 .2 shows the posterior mean estimatesp t , t = 1, . . . , 366 based on the last 900 recorded iterations, represented by the solid line, together with its 90% credible bounds. The gray line indicates the posterior mean estimates of the probabilities computed by only using the deterministic component. This line without the disturbance of the state variables θ t 's amplifies the seasonal pattern, which has been fitted to the data. By comparing this gray line to the solid line, we may tell how and to what extent the the time-specific random effect θ t affects the deterministic mean pattern.
[ Figure 5 .2 about here] Figure 5 .3 gives the posterior mean estimates for the state variables θ t , t = 1, . . . , 366 with 90% pointwise credible bounds. The plot indicates that posterior mean estimates have a zero mean value and a stable variation over time, so the proposed model seems to be fitting the data well.
[ Figure 5 .3 about here]
Furthermore, we conclude that for the rainfall data a state space model with an AR(1) structure is more appropriate than a random walk structure, since we observe that the 90% credible interval for γ ([−.14, .65]) is comfortably away from −1 and 1 and that the variation of the state variables θ t remains evenly bounded. In addition, if the AR(1) structure was mistakenly used for the true random walk process, unduly large values for σ 2 would be frequently seen in the course of its updating procedure, but this was indeed not the case.
To compare several possible combinations of seasonal covariates we use the DIC information criterion introduced in Section 2.3. For this we run the MCMC algorithm as before for the chosen covariate sets, and the results are summarized in Table 5 .1. From this table we see that the model (5.1) with all seasonal variables included gives in fact the lowest DIC, indicating that the selection of the full covariates leads to the best fit among the ones considered. 
ANALYSIS OF INFANT SLEEP DATA
A dichotomous time series {y t } of infant sleep status, reported by Stoffer et al. (1988) , were recorded in a 120 minute EEG study. Here, y t = 1 if during minute t the infant was judged to be in REM sleep and otherwise y t = 0. Associated are two time-varying covariates: the number of body movements due not to sucking during minute t (x t1 ) and the number of body movements during minute t (x t2 ). This time series alone has been previously analyzed by Carlin and Polson (1992) and Song (2000) using a simple probit state space model µ t = Φ(θ t ), and θ t = γθ t−1 + ǫ t , t = 1, . . . , 120, where the initial state θ 0 ∼ N (0, 1). The state process {θ t } may be regarded as an underlying continuous "sleep state" governed by a first-order stationary Markov process. Their primary goal is to estimate the probability of being in REM sleep status.
In the present paper, however, our objective of this data analysis is different from theirs. Our interest is to investigate whether or not the probability of being in REM sleep status is significantly related to the two types of body movements x t1 and x t2 . If so, the use of a deterministic predictor α 0 + α 1 x t1 + α 0 x t2 together with the random component θ t would better interpret and predict this probability of REM sleep. Therefore our observation equation takes an extended form as follows,
and the state equation is AR(1), the same as in the previous analyses.
We then applied the MCMC algorithm using a uniform prior with truncation interval [.05, 2] for σ 2 , as indicated above that an informative prior is preferable. A total of 10,000 iterations with every 10th iteration recorded were run. Various graphical examinations showed that a burn-in of recorded 50 iterations was sufficient for this case, and the autocorrelation plots (not shown) indicated that the algorithm has a relatively fast rate of mixing. Figure 5 .4 displays the marginal posterior density estimates for the regression parameters (α 0 , α 1 , α 2 ), the autocorrelation (γ) and the variance parameter (σ). The dotted lines indicate the estimated regression coefficients of the probit model with the serial dependency in the time series being ignored. It is evident that a high autocorrelation is present in the AR(1) process for state variables and thus in this binary time series. The truncated prior choice for σ 2 seems appropriate since the posterior mode of σ is safely away from the boundaries. Posterior means and quantiles are given in Table 5 .2. It is clear that the influence of the number of body movements (x 2 ) is marginal, since the corresponding 90% credible interval for α 2 contains the zero value. In contrast the influence of the number of body movements not due to sucking (x 1 ) is detected. The negative value of the posterior mean for α 1 shows that a higher number of body movements not due to sucking will reduce the probability of the infant being in REM sleep. This conclusion is intuitively meaningful. Figure 5 .5 shows the posterior mean estimates for the state variables {θ t } with 90% pointwise credible intervals. The binary REM sleep status is indicated by dots. This shows that the state process θ t behaves as an underlying continuous "sleep state". We also observe that the posterior mean estimates ofθ t 's have a zero mean value and stable variation over time, demonstrating no obvious lack of fit.
[ Figure 5 .5 about here] Posterior mean estimates of the REM sleep state probabilities p t = Φ(α 0 + α 1 x t1 + α 2 x t2 + θ t ) are presented in Figure 5 .6. The dotted lines give 90% credible bounds, while the dashdotted line indicates the posterior mean estimates of the probabilities computed using only the deterministic predictor, representing the effect due only to the covariates. This also shows that the deterministic effect of the covariates is less influential than the random effect of the state variables.
[ Figure 5 .6 about here]
To further demonstrate the usefulness of the mixed state space models, we now investigate their predictive ability, in comparison to regular state space models. From the evidence presented below, it is clear that a pure binary state space model will have poor predictive ability simply because the state variables have zero expectation. On the other hand, the inclusion of covariates will in general improve the predictive power. To illustrate this, we consider three observation equations: (1) with both covariates x t1 and x t2 , (2) with only x t1 , and (3) with no covariates. We then run the same MCMC algorithm as before for each of the three cases with only the first 80 observations used. The out-of-sample predicted probabilities of REM sleep are computed bŷ µ t = Φ(X ′ tᾱ +θ t ), t > 80 whereθ t =γθ t−1 . Hereᾱ andγ denote the corresponding posterior mean estimates. Figure 5 .7 shows that the fitted probabilities for t ≤ 80 and the predicted probabilities for t > 80. It is obvious that for all three cases a reasonable fit of the probabilities (t ≤ 80) is indicated. Moreover, as expected, the pure state space model has little predictive ability, while the models with the covariates show better predictive power by utilizing the information from the covariates over the period t > 80 especially the models with both covariates included.
Finally, we considered also the problem of model selection. For the same three cases as considered in the prediction study, we obtained the DIC values, for respective models, (1) 92.45, (2) 89.64, and (3) 89.70. These values do not differ much, so the models are quite close with regard to the selection of covariates. A very slight preference goes to the second model with the single covariate x t1 . Overall, one may use the first model with both covariates since it seems to have a better predictive ability than the other two models.
CONCLUSIONS AND DISCUSSION
In this paper we proposed a class of state space mixed models for longitudinal discrete data, useful in finding statistical evidence for the relation between the mean of the observed process and some covariates of interest. The models with both deterministic and random predictors are more flexible than models with no deterministic components, since they provide access to the inferential methods used in regression analysis. For example, we show how the DIC criterion of Spiegelhalter et. al. (2002) can be applied in these models. In addition, the predictive ability is improved substantially over a pure binary state space model by utilizing the information of covariates, when they are included. These mixed models are also useful to formally detect causes for nonstationarity, which is often of scientific interest in applications. In both the simulation study and the two data analyses the proposed MCMC algorithm was shown to work satisfactorily with reasonably fast convergence.
The proposed MCMC algorithm can be modified to deal with the logistic link function, in which the distribution for updating α will no longer be exact multivariate normal but in principle can still be done using the Metropolis-Hastings algorithm. The difference in conclusions using the two link functions is very mild, so we did not pursue any further development with the logistic link.
The authors are currently looking for the possibility of implementing the proposed algorithm via the BUGS software (http://www.mrc-bsu.cam.ac.uk/bugs). With the hope of such success, the programming and computational burden for the application of these new models for data analysts would become a lot of lighter.
Conceptually, perhaps with some analytic efforts, the proposed models can be extended to analyze longitudinal data with polychotomous responses or with ordinal responses. These data types are often encountered in practice, and the development of models analogous to our binary state space mixed models would be needed. At the moment, we are investigating such extensions. . We use the inversion method for the generation of truncated univariate normal random variables in the numerical implementation, proposed by Robert (1995) .
REGRESSION PARAMETER UPDATE:
The fact that Y * T is completely determined with given Z * T produces the following reduction, 
where X = (X ij ) i=1,...,T ;j=1,...,p is the T × p matrix of full column rank. For a flat improper prior of α (A.1) and (A.2) can be simplified by replacing parameters α 0 = 0 and Σ −1 0 = 0, which gives a proper distribution.
STATE VARIABLE UPDATE:
We propose to jointly update the state variable vector θ * 
The exponent on the right-hand side of (A.3) takes the form of 
It follows immediately that [θ * T |σ 2 * T , γ] is multivariate normal with zero mean vector and variance covariance matrix given by Σ γ,σ = P 
.
For the implementation of this sampling algorithm, it is useful to note that the elements {s ij , i = 0, · · · , T, j = 0, · · · , T } of the matrix Σ γ,σ can be computed recursively as
Thus we have Σ γ,σ = (s ij ) i=1,···,T +1;j=1,···,T +1 .
STATE VARIANCE UPDATE:
For this update, with an inverse gamma prior for [σ 2 t ], its density is given by
with a t > 0 and b t > 0 known hyper parameters, denoted by σ 2 t ∼ IG(a t , b t ). A straightforward calculation gives that the density of [θ t |θ t−1 , γ] is
Since the prior distributions are independent we can write
Substituting the expressions (A.7) and (A. In the special case of the stationary AR(1) process with a constant σ 
