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MACDONALD-KOORNWINDER POLYNOMIALS
J.V. STOKMAN
Abstract. An overview of the basic results on Macdonald-Koornwinder polynomials
and double affine Hecke algebras is given. We develop the theory in such a way that
it naturally encompasses all known cases as well as a new rank two case. Among the
basic properties of the Macdonald-Koornwinder polynomials we treat are the quadratic
norm formulas, duality and the evaluation formulas. This text is a provisional version of
a chapter on Macdonald-Koornwinder polynomials for volume 5 of the Askey-Bateman
project, entitled “Multivariable special functions”.
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1. Introduction
This text is a provisional version of a chapter on Macdonald-Koornwinder polynomials for
volume 5 of the Askey-Bateman project, entitled “Multivariable special functions”. The
aim is to introduce nonsymmetric and symmetric Macdonald-Koornwinder polynomials
and to present their basic properties: (bi-)orthogonality, norm formulas, q-difference(-
reflection) equations, duality and evaluation formulas.
Symmetric GL type Macdonald polynomials were introduced by Macdonald [58] as a
two-parameter family of orthogonal multivariate polynomials interpolating between the
Jack polynomials and the Hall-Littlewood polynomials. Root system generalizations were
subsequently defined by Macdonald in [60]. They were labelled by so called admissible
pairs of root systems. Recasting these data in terms of affine root systems (cf. [15, 61]) it
is natural to speak of an untwisted theory and a twisted theory of Macdonald polynomials
associated to root systems. An important further extension for nonreduced root systems
was constructed by Koornwinder [51]. In [61, 32] important steps were undertaken to
develop a general theory covering all these cases. In this text we pursue this further. We
call the corresponding polynomials Macdonald-Koornwinder polynomials.
The symmetric Macdonald-Koornwinder polynomials are root system generalizations
of classical one-variable q-orthogonal polynomials from the q-Askey scheme [48]. Before
giving the contents of this chapter in more detail, we first illustrate this point of view for
the symmetric GL Macdonald polynomials and the symmetric Koornwinder polynomials.
1.1. Symmetric GL type Macdonald polynomials. The symmetric GLn+1 type Mac-
donald [58] polynomials form a linear basis of the space of symmetric Laurent polynomials
in n + 1 variables t1, . . . , tn+1, depending on two parameters 0 < q, κ < 1. They form
an orthogonal basis of the Hilbert space L2(Tu, v+(t)dt), where dt is the normalized Haar
measure on Tu = {t = (t1, . . . , tn+1) ∈ Cn+1 | |ti| = 1} and with weight function v+(t)
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explicitly given by
v+(t) =
∏
1≤i 6=j≤n+1
(
ti/tj; q
)
∞(
κ2ti/tj; q
)
∞
(the q-shifted factorial is defined by (3.11)). In addition, the symmetric GLn+1 type Mac-
donald polynomials are common eigenfunctions of the commuting trigonometric Ruijsenaars-
Macdonald [73, 58] q-difference operators
(Djf)(t) :=
∑
I⊆{1,...,n+1}
#I=j
( ∏
r∈I,s 6∈I
κ−1tr − κts
tr − ts
)
f(q−
∑
r∈I rt) 1 ≤ j ≤ n+ 1,
where q−
∑
r∈I r is the (n + 1)-vector with q−1’s at the entries labelled by I and ones
elsewhere. The eigenvalue equation for Dn+1 is equivalent to a homogeneity condition for
the symmetric Macdonald polynomials. Up to a monomial factor the symmetric GLn+1
Macdonald polynomials thus only depend on the n variables t1/t2, . . . , tn/tn+1. For n = 1
the Macdonald polynomials are essentially the continuous q-ultraspherical polynomials in
the variable t1/t2. The above results then reduce to the orthogonality relations and the
second order q-difference equation satisfied by the continuous q-ultraspherical polynomials,
see Subsection 3.7 for further details.
1.2. Symmetric Koornwinder polynomials. The symmetric Koornwinder [51] poly-
nomials form a linear basis of the space of Laurent polynomials in n variables t1, . . . , tn
which are invariant under the hyperoctahedral group (acting by permutations and inver-
sions of the variables), depending on six parameters 0 < q, a, b, c, d, k < 1. They form an
orthogonal basis of the Hilbert space L2(Tu, v+(t)dt) with Tu = {t ∈ Cn | |ti| = 1}, Haar
measure dt on Tu, and weight function
v+(t) =
n∏
i=1
(
t±2i ; q
)
∞(
at±1i ; q
)
∞
(
bt±1i ; q
)
∞
(
ct±1i ; q
)
∞
(
dt±1i ; q
)
∞
∏
1≤r 6=s≤n
(
ttt
±1
s ; q
)
∞(
ktrt±1s ; q
)
∞
,
where (uz±1; q
)
∞ := (uz; q
)
∞(uz
−1; q
)
∞. The symmetric Koornwinder polynomials are
eigenfunctions of Koornwinder’s [51] multivariable extension of the Askey-Wilson [1] second
order q-difference operator
(Df)(t) :=
n∑
i=1
∑
ξ∈{±1}
Aξi (t)
(
f(qξit)− f(t)),
Aξi (t) :=
(1− atξi )(1− btξi )(1− ctξi )(1− dtξi )
(1− t2ξi )(1− qt2ξi )
∏
j 6=i
(1− ktξi tj)(1− ktξi t−1j )
(1− tξi tj)(1− tξi t−1j )
.
For n = 1 the k-dependence drops out and the symmetric Koornwinder polynomials are
the Askey-Wilson polynomials from [1]. See Subsection 3.8 for further details.
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1.3. General description of the contents. Most literature on Macdonald-Koornwinder
polynomials deals with one out of the above mentioned four cases of Macdonald-Koornwinder
type polynomials (the GL-case, the untwisted case, the twisted case and the Koornwinder
case). Cherednik [15] treats the first three cases separately. Macdonald’s [61] exposition
covers the last three cases, but various steps still need case by case analysis. We develop
the theory in such a way that it naturally unifies the above four cases, but in addition
contains a new class of rank two Macdonald-Koornwinder type polynomials (see Subsec-
tion 3.9). The setup will be close to Haiman’s [32] approach, which allowed him to give a
uniform proof of the duality of the Macdonald-Koornwinder polynomials.
It is tempting to believe that the initial data for the Macdonald-Koornwinder polynomi-
als should be similarity classes of irreducible affine root systems R together with a choice
of a deformation parameter q and a multiplicity function (playing the role of the free pa-
rameters in the theory). In such a parametrization the untwisted and twisted cases should
relate to the similarity classes of the irreducible reduced affine root systems of untwisted
and twisted type respectively, the GL case to the irreducible reduced affine root system
of type A with a “reductive” extension of the affine Weyl group, and the Koornwinder
case with the nonreduced irreducible affine root system of type C∨C (we refer here to
the classification of affine root systems from [56], see also the appendix). It turns out
though that a more subtle labelling is needed to capture all fundamental properties of the
Macdonald-Koornwinder polynomials.
We take as initial data quintuples D = (R0,∆0, •,Λ,Λd) with R0 a finite reduced irre-
ducible root system, ∆0 an ordered basis of R0, • ∈ {u, t} (u stands for untwisted and t
stands for twisted), and Λ, Λd two lattices satisfying appropriate compatibility conditions
with respect to the (co)root lattice of R0 (see (2.2)). We build from D an irreducible affine
root system R and an extended affine Weyl group W . The extended affine Weyl group W
is simply the semi-direct product group W0nΛd with W0 the Weyl group of R0. The affine
root system R is constructed as follows. We associate to R0 and • the reduced irreducible
affine root system R• of type • with gradient root system R0. Then R is an irreducible
affine root system obtained from R• by adding 2a if a ∈ R• has the property that the
pairings of the associated coroot a∨ to elements of Λ take value in 2Z (see (2.5)). The
Macdonald-Koornwinder polynomials associated to D are the ones naturally related to R
in the labelling proposed in the previous paragraph.
In the literature the terminology Macdonald polynomials is used when the underly-
ing affine root system R is reduced, while the terminology Koornwinder polynomials or
Macdonald-Koornwinder polynomials is used when R is nonreduced and of type C∨C. In
this text we will use the terminology Macdonald-Koornwinder polynomials when dealing
with arbitrary initial data D. We will speak of Macdonald polynomials if the underlying
affine root system R is reduced and of Koornwinder polynomials if R is of type C∨C.
Duality is related to a simple involution on initial data, D 7→ Dd = (Rd0,∆d0, •,Λd,Λ)
with Rd0 the coroot system R
∨
0 if • = u and the root system R0 if • = t. This duality is
subtle on the level of affine root systems (it can for instance happen that the affine root
system Rd associated to Dd is reduced while R is nonreduced). The reason that the present
choice of initial data is convenient is the fact that the duality map D 7→ Dd on initial data
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naturally lifts to the duality antiisomorphism of the associated double affine braid group
(see [32] and Section 4). This duality antiisomorphism is the key tool to prove duality,
evaluation formulas and norm formulas for the Macdonald-Koornwinder polynomials.
1.4. Topics that are not discussed. We do not discuss the shift operators for the
Macdonald-Koornwinder polynomials (see, e.g., [9, 79]), leading to the explicit evalua-
tions of the constant terms (generalized Selberg integrals). Other important developments
involving Macdonald-Koornwinder polynomials that are not discussed in this chapter, are
– connections to combinatorics. This is discussed in a separate chapter of the fifth
volume of the Askey-Bateman project,
– connections to algebraic geometry, see, e.g., [30, 31, 76],
– connections to representation theory, see [15, 16, 17, 41, 38, 39] and references
therein.
– applications to harmonic analysis on quantum groups, see, e.g., [62, 66, 64, 53, 22,
24, 25, 67],
– limit cases of symmetric Macdonald-Koornwinder polynomials, see, e.g., [58, 60, 15,
33, 34, 18, 78, 2] and the separate chapter of the fifth volume of the Askey-Bateman
project on Heckman-Opdam polynomials,
– the theory of Gaussians, Macdonald-Mehta type integrals, and basic hypergeometric
functions associated to root systems, see, e.g., [14, 80, 18, 82],
– interpolation Macdonald-Koornwinder polynomials, see, e.g., [46, 47, 74, 69, 68, 52],
– the relation to quantum integrable systems, see, e.g., [7, 8, 73, 77, 5, 6, 70, 44, 45,
27, 81],
– special parameter values (e.g. roots of unity), see, e.g., [15, 12, 19, 43, 41, 42, 26,
5, 6],
– affine and elliptic generalizations, see, e.g., [23, 10, 73] and [49, 71, 72, 20] respec-
tively.
See the introductory chapter of Cherednik’s [15] book for an extensive discussion on the
ramifications of Macdonald polynomials.
1.5. Detailed description of the contents. Precise references to the literature are given
in the main text.
In Section 2 we give the definition of the affine braid group, affine Weyl group and affine
Hecke algebra. We determine an explicit realization of the affine Hecke algebra, which will
serve as starting point of the Cherednik-Macdonald theory on Macdonald-Koornwinder
polynomials in the next section. In addition we introduce the initial data. We introduce
the space of multiplicity functions associated to the fixed initial data D. We extend the
duality on initial data to an isomorphism of the associated spaces of multiplicity functions.
We give the basic representation of the extended affine Hecke algebra associated to D,
using the explicit realization of the affine Hecke algebra.
In Section 3 we define and study the nonsymmetric and symmetric monic Macdonald-
Koornwinder polynomials associated to the initial data D. We first focus on the non-
symmetric monic Macdonald-Koornwinder polynomials. We characterize them as common
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eigenfunctions of a family of commuting q-difference reflection operators. These operators
are obtained as the images under the basic representation of the elements of the Bernstein-
Zelevinsky abelian subalgebra of the extended affine Hecke algebra. We determine the
biorthogonality relations of the nonsymmetric monic Macdonald-Koornwinder polynomi-
als and use the finite Hecke symmetrizer to obtain the symmetric monic Macdonald-
Koornwinder polynomials. We give the orthogonality relations of the symmetric monic
Macdonald-Koornwinder polynomials and show that they are common eigenfunctions of
the commuting Macdonald q-difference operators (also known as Ruijsenaars operators in
the GL case). We finish this section by describing three cases in detail: the GL case, the
C∨C case, and an exceptional nonreduced rank two case not covered in Cherednik’s [15]
and Macdonald’s [61] treatments.
In Section 4 we introduce the double affine braid group and the double affine Hecke
algebra associated to D and (D, κ) respectively, where κ is a choice of a multiplicity func-
tion on R. We lift the duality on initial data to a duality antiisomorphism on the level
of the associated double affine braid groups. We show how it descends to the level of
double affine Hecke algebras and how it leads to an explicit evaluation formula for the
monic Macdonald-Koornwinder polynomials. We proceed by defining the associated nor-
malized nonsymmetric and symmetric Macdonald-Koornwinder polynomials and deriving
their duality and quadratic norms.
In Section 5 we give the norm and evaluation formulas in terms of q-shifted factorials
for the GL case, the C∨C case, and for the exceptional nonreduced rank two case.
In the appendix we give a short introduction to (the classification of) affine root systems,
following closely [56] but with some adjustments. We close the appendix with a list of all
the affine Dynkin diagrams.
2. The basic representation of the extended affine Hecke algebra
We first introduce the affine Hecke algebra and the appropriate initial data for the
Cherednik-Macdonald theory on Macdonald-Koornwinder polynomials. Then we introduce
the basic representation of the extended affine Hecke algebra, which is fundamental in the
development of the Cherednik-Macdonald theory.
2.1. Affine Hecke algebras. A convenient reference for this subsection is [36]. For unex-
plained notations and terminology regarding affine Weyl groups we refer to the appendix.
For a generalized Cartan matrix A = (aij)1≤i,j≤r let M = (mij)1≤i,j≤r be the matrix with
mii = 1 and for i 6= j, mij = 2, 3, 4, 6,∞ if aijaji = 0, 1, 2, 3,≥ 4 respectively.
Definition 2.1. Let A = (aij)1≤i,j≤r be a generalized Cartan matrix.
(1) The braid group B(A) is the group generated by Ti (1 ≤ i ≤ r) with defining relations
TiTjTi · · · = TjTiTj · · · (mij factors on each side) if 1 ≤ i 6= j ≤ r (which should be
interpreted as no relation if mij =∞).
(2) The Coxeter group W(A) associated to A is the quotient of B(A) by the normal
subgroup generated by T 2i (1 ≤ i ≤ r).
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It is convenient to denote by si the element in W(A) corresponding to Ti for 1 ≤ i ≤ r.
They are the Coxeter generators of the Coxeter group W(A).
Let A = (aij)1≤i,j≤r be a generalized Cartan matrix. Suppose that ki (1 ≤ i ≤ r) are
nonzero complex numbers such that ki = kj if si is conjugate to sj in W(A). We write
k for the collection {ki}i. Let C[B(A)] be the complex group algebra of the braid group
B(A).
Definition 2.2. The Hecke algebra H(A, κ) is the complex unital associative algebra given
by C[B(A)]/Ik, where Ik is the two-sided ideal of C[B(A)] generated by (Ti − ki)(Ti + k−1i )
for 1 ≤ i ≤ r.
If ki = 1 for all 1 ≤ i ≤ r then the associated affine Hecke algebra is the complex group
algebra of W(A).
If w = si1si2 · · · sir is a reduced expression in W(A), i.e. a shortest expression of w as
product of Coxeter generators, then
Tw := Ti1Ti2 · · ·Tir ∈ H(A, k)
is well defined (already in the braid group B(A)), and the Tw (w ∈ W(A)) form a complex
linear basis of H(A, k).
Suppose R0 ⊂ V is a finite crystallographic root system with ordered basis ∆0 =
(α1, . . . , αn) and write A0 for the associated Cartan matrix. Then W0 ' W(A0) by map-
ping the simple reflections sαi ∈ W0 to the Coxeter generators si of W(A0) for 1 ≤ i ≤ n.
The associated finite Hecke algebra H(A0, k) depends only on k and W0 (as Coxeter group).
We will sometimes denote it by H(W0, k).
Similarly, if R is an irreducible affine root system with ordered basis ∆ = (a0, . . . , an) and
if A is the associated affine Cartan matrix, then W(A) ' W (R) by si 7→ sai (0 ≤ i ≤ n).
Again we write H(W (R), k) for the associated affine Hecke algebra H(A, k).
2.2. Realizations of the affine Hecke algebra. We use the notations on affine root
systems as introduced in the appendix. The construction is motivated by Cherednik’s
polynomial representation [15, Thm. 3.2.1] of the affine Hecke algebra and its extension to
the nonreduced case by Noumi [63].
Let R ⊂ Ê be an irreducible affine root system on the affine Euclidean space E (possibly
nonreduced) with affine Weyl group W , and fix an ordered basis ∆ = (a0, a1, . . . , an) of R.
Write A = A(R,∆) for the associated affine Cartan matrix.
Consider the lattice ZR in Ê. It is a full W -stable lattice with Z-basis the simple affine
roots. Denote by F the quotient field Quot
(
C[ZR]
)
of the complex group algebra C[ZR]
of ZR. It is convenient to write eλ (λ ∈ ZR) for the natural complex linear basis of C[ZR].
The multiplicative structure of F is determined by
e0 = 1, eλ+µ = eλeµ, λ, µ ∈ ZR.
The affine Weyl group W canonically acts by field automorphisms on F . On the basis
elements eλ the W -action reads w(eλ) = ewλ (w ∈ W , λ ∈ ZR). Since W acts by algebra
automorphisms on F , we can form the semidirect product algebra W n F .
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Let k : R→ C∗ := C \ {0}, a 7→ ka be a W -equivariant map, i.e. kwa = ka for all w ∈ W
and a ∈ R. If a ∈ R but 2a 6∈ R then we set k2a := ka. Note that kind := k|Rind is a
W -equivariant map on Rind, which is determined by its values ki := kai (0 ≤ i ≤ n) on the
simple affine roots. It satisfies ki = kj if si is conjugate to sj in W . Hence we can form
the associated affine Hecke algebra H(W (R), kind).
Theorem 2.3. With the above notations and conventions, there exists a unique algebra
monomorphism
β = βR,∆,k : H(W (R), k
ind) ↪→ W n F
satisfying
(2.1) β(Ti) = kisi +
ki − k−1i + (k2ai − k−12ai)eai
1− e2ai (1− si)
for 0 ≤ i ≤ n.
The proof uses the Bernstein-Zelevinsky presentation of the affine Hecke algebra, which
we present in a slightly more general context in Subsection 3.1.
Remark 2.4. If 2ai 6∈ R then (2.1) simplifies to
β(Ti) = kisi +
ki − k−1i
1− eai (1− si).
The notion of similarity of pairs (R,∆) (see the appendix) can be extended to triples
(R,∆, k) in the obvious way. The algebra homomorphisms β that are associated to different
representatives of the similarity class of (R,∆, k) are then equivalent in a natural sense.
Starting from the next subsection we therefore will focus on the explicit representatives of
the similarity classes as described in the appendix in Subsection 6.2.
Recall from the appendix that the classification of irreducible affine root systems leads
to a subdivision of irreducible affine root systems in three types, namely untwisted, twisted
and mixed type. It is easy to show that the algebra map βR,∆,k in case R is of mixed type
(possibly nonreduced) can alternatively be written as β(R′,∆′,k′) with appropriately chosen
triple (R′,∆′, k′) and with R′ of untwisted or of twisted type. In the Cherednik-Macdonald
theory, the mixed type can therefore safely be ignored, as we in fact will do.
2.3. Initial data. It turns out that labelling Macdonald-Koornwinder polynomials by
irreducible affine root systems is not the most convenient way to proceed. In this subsection
we give more convenient initial data and we explain how it relates to affine root systems.
For basic notations and facts on affine root systems we refer to the appendix.
Definition 2.5. The set D of initial data consists of quintuples
D = (R0,∆0, •,Λ,Λd)
with
(1) R0 is a finite set of nonzero vectors in an Euclidean space Z forming a finite,
irreducible, reduced crystallographic root system within the real span V of R0,
(2) ∆0 = (α1, . . . , αn) is an ordered basis of R0,
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(3) • = u or • = t,
(4) Λ and Λd are full lattices in Z, satisfying
ZR0 ⊆ Λ,
(
Λ,ZR∨0
) ⊆ Z,
ZRd0 ⊆ Λd,
(
Λd,ZRd0∨
) ⊆ Z(2.2)
where Rd0 = {αd := µ•αα∨}α∈R0 and
µuα := 1, α ∈ R0,
µtα := |α|2/2, α ∈ R0.
Note that Rd0 = R
∨
0 if • = u and = R0 if • = t.
We view the vector space V̂ of real valued affine linear functions on V as the subspace
of Ẑ consisting of affine linear functions on Z which are constant on the orthocomplement
V ⊥ of V in Z. We write c for the constant function one on V as well as on Z. In a
similar fashion we view the orthogonal group O(V ) as subgroup of O(Z) and Oc(V̂ ) as
subgroup of Oc(Ẑ), where Oc(V̂ ) is the subgroup of linear automorphisms of V̂ preserving
c and preserving the natural semi-positive definite form on V̂ (see the appendix for further
details).
Fix D = (R0,∆0, •,Λ,Λd) ∈ D. We associate to D a triple (R,∆,W ) of an affine root
system R = R(D), an ordered basis ∆ = ∆(D) of R and an extended affine Weyl group
W = W (D) as follows. We first define a reduced irreducible affine root system R• ⊂ V̂ to
D as
(2.3) R• = {mµ•αc+ α}m∈Z,α∈R0
for • ∈ {u, t}. In other words, Ru := S(R0) and Rt := S(R∨0 )∨ in the notations of the
appendix (see (6.2)). Let ϕ ∈ R0 (respectively θ ∈ R0) be the highest root (respectively
highest short root) of R0 with respect to the ordered basis ∆0 of R0. Then the ordered
basis ∆ = ∆(D) of R• is set to be
∆ := (a0, a1, . . . , an)
with ai := αi for 1 ≤ i ≤ n and
(2.4) a0 :=
{
c− ϕ if • = u,
|θ|2
2
c− θ if • = t.
Remark 2.6. Suppose that (R′,∆′) is a pair consisting of a reduced irreducible affine root
system R′ and an ordered basis ∆′ of R′. If R′ is similar to R• then there exists a similarity
transformation realizing R′ ' R• and mapping ∆′ to ∆• as unordered sets.
The affine root system R is the following extension of R•. Define the subset S = S(D)
by
(2.5) S := {i ∈ {0, . . . , n} | (Λ, a∨i ) = 2Z}.
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Let W • be the affine Weyl group of R•. Then we set
(2.6) R = R(D) := R• ∪
⋃
i∈S
W •(2ai),
which is an irreducible affine root system since ZR0 ⊆ Λ. Note that ∆ is also an ordered
basis of R.
Remark 2.7. Note that R is an irreducible affine root system of untwisted or twisted type,
but never of mixed type (see the appendix for the terminology). But the irreducible affine
root systems of mixed type are affine root subsystems of the affine root system of type
C∨C, which is the nonreduced extension of the affine root system Rt with R0 of type
B (see Subsection 3.8 for a detailed description of the affine root system of type C∨C).
Accordingly, special cases of the Koornwinder polynomials are naturally attached to affine
root systems of mixed type, see Subsection 2.2 and Remark 3.28.
Remark 2.8. The nonreduced extension of the affine root system Ru with R0 of type B2
is not an affine root subsystem of the affine root system of type C∨C2. It can actually
be better viewed as the rank two case of the family Ru with R0 of type Cn since, in the
corresponding affine Dynkin diagram (see Subsection 6.4), the vertex labelled by the affine
simple root a0 is double bonded with the finite Dynkin diagram of R0. The nonreduced
extension of Ru with R0 of type C2 was missing in Macdonald’s [56] classification list. It was
added in [61, (1.3.17)], but the associated theory of Macdonald-Koornwinder polynomials
was not developed. In the present setup it is a special case of the general theory. We will
describe this particular case in detail in Subsection 3.9.
Finally we define the extended affine Weyl group W = W (D) (please consult the ap-
pendix for the notations). Write si := sai (0 ≤ i ≤ n) for the simple reflections of W •.
Note that si = sαi (1 ≤ i ≤ n) are the simple reflections of the finite Weyl group W0 of
R0. Furthermore, s0 = τ(ϕ
∨)sϕ if • = u and s0 = τ(θ)sθ if • = t, where τ(v) stands for
the translation by v (see the appendix). Consequently
W • ' W0 n τ(ZRd0).
We omit τ from the notations if no confusion can arise. The extended affine Weyl group
W = W (D) is now defined as
W := W0 n Λd.
It contains the affine Weyl group W • of R• as normal subgroup, and W/W • ' Λd/ZRd0.
The affine root system R• ⊂ Ẑ is W -stable since
(2.7) τ(ξ)(mµ•βc+ β) =
(
m− (ξ, βd∨))µ•βc+ β, m ∈ Z, β ∈ R0
and (ξ, βd∨) ∈ Z for ξ ∈ Λd and β ∈ R0. Moreover, the affine root system R is W -invariant.
We now proceed by giving key examples of initial data. Recall that for a finite root
system R0 ⊂ V ,
P (R0) := {λ ∈ V | (λ, α∨) ∈ Z ∀α ∈ R0}
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is the weight lattice of R0. If ∆0 = (α1, . . . , αn) is an ordered basis of R0 then we write $i ∈
P (R0) (1 ≤ i ≤ n) for the corresponding fundamental weights, which are characterized by
($i, α
∨
j ) = δi,j.
Example 2.9. (i) Take an arbitrary finite reduced irreducible root system R0 in V = Z
with ordered basis ∆0. Choose • ∈ {u, t} and let Λ,Λd be lattices in V satisfying
ZR0 ⊆ Λ ⊆ P (R0), ZRd0 ⊆ Λd ⊆ P (Rd0).
Then (R0,∆0, •,Λ,Λd) ∈ D. Note that if Λ = P (R0) then S = ∅ hence R = R• is reduced
(Cherednik’s [15] theory corresponds to the special case (Λ,Λd) = (P (R0), P (R
d
0))).
(ii) Take Z = Rn+1 with standard orthonormal basis {i}n+1i=1 and R0 = {i − j}1≤i 6=j≤n+1
for the realization of the finite root system of type n in Z. Then V = (1 + · · · + n+1)⊥.
As ordered basis take
∆0 = (α1, . . . , αn) = (1 − 2, . . . , n − n+1).
Then
(
R0,∆0, u,Zn+1,Zn+1
) ∈ D. Note that θ = ϕ = 1 − n+1, hence the simple affine
root a0 of R is a0 = c − 1 + n+1. This example is naturally related to the GLn+1 type
Macdonald polynomials, see Subsection 3.7.
Given a quintuple D = (R0,∆0, •,Λ,Λd) we have the dual root system Rd0 with dual
ordered basis ∆d0 := (α
d
1, . . . , α
d
n). This extends to an involution D 7→ Dd on D with
(2.8) Dd := (Rd0,∆
d
0, •,Λd,Λ)
for D = (R0,∆, •,Λ,Λd) ∈ D. We call Dd the initial data dual to D.
We write µ = µ(D) and µd = µ(Dd) for the function µ• on R0 and Rd0 respectively. Let
$di ∈ P (Rd0) (1 ≤ i ≤ n) be the fundamental weights with respect to ∆d0.
For a given D = (R0,∆0, •,Λ,Λd) ∈ D we thus have a dual triple (Rd0,∆d0, •,Λd,Λ) ∈ D
and hence an associated triple (Rd,∆d,W d). Concretely, the highest root ϕd and the
highest short root θd of Rd0 with respect to ∆
d
0 are given by
ϕd =
{
θ∨ if • = u,
ϕ if • = t,
and
θd =
{
ϕ∨ if • = u,
θ if • = t.
Hence
∆d = (ad0, a
d
1, . . . , a
d
n)
with adi = α
d
i (1 ≤ i ≤ n) and ad0 = µθ(c− θ∨). The dual affine root system Rd = R(Dd) is
Rd = Rd• ∪
⋃
i∈Sd
W d•(2adi )
with Sd = {i ∈ {0, . . . , n} | (Λd, adi ∨) = 2Z}, with Rd• = {mµαd + αd}m∈Z,α∈R0 and with
W d• ' W0 n τ(ZR0) the affine Weyl group of Rd•. The dual extended affine Weyl group
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is W d = W0 n Λ. The simple reflections sdi := sadi ∈ W d• (0 ≤ i ≤ n) are sdi = si for
1 ≤ i ≤ n and sd0 = τ(θ)sθ.
Example 2.10. The correpondence R↔ Rd can turn nonreduced affine root systems into
reduced ones. We give here an example of untwisted type. An example for twisted type will
be given in Example 3.27.
Take n ≥ 3 and R0 ⊆ V = Z := Rn of type Bn, realized as R0 = {±i} ∪ {± ± j}i<j
(all sign combinations possible), with {i} the standard orthonormal basis of V . Take as
ordered basis of R0,
∆0 = (α1, . . . , αn−1, αn) = (1 − 2, . . . , n−1 − n, n).
The highest root is ϕ = 1 + 2 ∈ R0. We then have
ZR∨0 ⊂ P (R∨0 ) = Zn = ZR0 ⊂ P (R0)
with both sublattices ZR∨0 ⊂ Zn and Zn ⊂ P (R0) of index two. Taking Λ = Zn = Λd we
get the initial data D = (R0,∆0, u,Zn,Zn) ∈ D. Then S = S(D) = {n} and R = R(D) is
given by
R = {±i +mc}1≤i≤n,m∈Z ∪ {±i ± j +mc}1≤i<j≤n,m∈Z ∪ {±2i + 2mc}1≤i≤n,m∈Z.
It is nonreduced and of untwisted type Bn. We have written it here as the disjoint union of
the three W = W0nZn-orbits of R. Note that a0 lies in the orbit {±i±j+mc}1≤i<j≤n,m∈Z.
Dually, Rd = R(Dd) is the reduced affine root system of untwisted type Cn. Concretely,
Rd = {±i ± j +mc}1≤i<j≤n,m∈Z ∪ {±2i + 2mc}1≤i≤n,m∈Z ∪ {±2i + (2m+ 1)c}1≤i≤n,m∈Z,
written here as the disjoint union of the three W d = W0 n Zn-orbits of Rd.
This example shows that basic features of the affine root system can alter under dual-
ization. It turns out though that the number of orbits with respect to the action of the
extended affine Weyl group is unaltered. To establish this fact it is convenient to use the
concept of a multiplicity function on R.
Definition 2.11. Set M = M(D) for the complex algebraic group of W -invariant func-
tions κ : R→ C∗, and ν = ν(D) for the complex dimension of M.
Note that ν = ν(D) equals the number of W -orbits of R. The value of κ ∈ M at an
affine root a ∈ R is denoted by κa. We call κ ∈ M a multiplicity function. We write
κ• := κ|R• for its restriction to R•. For a multiplicity function κ ∈ M we set κ2a := κa if
a ∈ R is unmultiplyable (i.e. 2a 6∈ R).
First we need a more precise description of the sets S = S(D) and Sd = S(Dd), see
(2.5). It is obtained using the classification of affine root systems (see Subsection 6.2 and
[56]).
Lemma 2.12. Let D = (R0,∆0, •,Λ,Λd) ∈ D. Set S0 = S ∩ {1, . . . , n}.
(a) If • = u then #S ≤ 2. If #S = 2 then R0 is of type A1. If #S = 1 then R0 is of
type Bn (n ≥ 2) and S = S0 = {j} with αj ∈ ∆0 the unique simple short root.
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(b) If • = t then #S = 0 or #S = 2. If #S = 2 then R0 is either of type A1 or of type
Bn (n ≥ 2) and S = {0, j} with αj ∈ ∆0 the unique short simple root.
Note that in both the untwisted and the twisted case, αdj ∈ W0(D(ad0)) if S0 = {j}.
The following lemma should be compared with [32, §5.7].
Lemma 2.13. Let D ∈ D and κ ∈ M(D). Let αj ∈ ∆0 (respectively αdjd ∈ ∆d0) be a
simple short root. The assignments
κdad0
:= κ2αj ,
κdαdi
:= καi if i ∈ {1, . . . , n},
κd2ad0
:= κ2a0 if 0 ∈ Sd,
κd2αd
jd
:= κa0 if j
d ∈ Sd
uniquely extend to a multiplicity function κd ∈ Md :=M(Dd). For fixed D ∈ D the map
κ 7→ κd defines an isomorphism φD :M(D) ∼−→M(Dd) of complex tori, with inverse φDd.
Remark 2.14. Let κ ∈ M(D). Recall the convention that κ2a = κa for a ∈ R such that
2a 6∈ R. Then for all α ∈ R0,
κ2α = κ
d
µ
αd
c+αd .
Corollary 2.15. Let D ∈ D. The number ν of W -orbits of R is equal to the number νd
of W d-orbits of Rd.
Remark 2.16. Returning to Example 2.10, the correspondence from Lemma 2.13 links the
orbit {±i +mc} of R to the orbit {2i + 2mc} of Rd, the orbit {±i± j +mc} of R to the
orbit {±i±j +mc} of Rd and the orbit {±2i+2mc} of R to the orbit {±2i+(2m+1)c}
of Rd.
2.4. The basic representation. We fix throughout this subsection a quintuple D =
(R0,∆0, •,Λ,Λd) ∈ D of initial data. Recall that it gives rise to a triple (R,∆,W ) of an
irreducible affine root system R containing R•, an ordered basis ∆ of R as well as of R•,
and an extended affine Weyl group W = W0nΛd. In addition we fix a multiplicity function
κ ∈ M(D) and we write κ• := κ|R• . It is a W -equivariant map R• → C∗. Write κi := κ•ai
for 0 ≤ i ≤ n. Note that κi = κj if si is conjugate to sj in W = ΩnW •.
We write R± and R•± for the positive respectively negative affine roots of R and R•
with respect to ∆. Since the affine root system R• is W -stable, we can define the length
l(w) = lD(w) of w ∈ W by
l(w) := #
(
R•+ ∩ w−1R•−).
If w ∈ W • = W (R•) then l(w) equals the number of simple reflections si (0 ≤ i ≤ n) in a
reduced expression of w. We have W = ΩnW • with Ω = Ω(D) the subgroup
Ω := {w ∈ W | l(w) = 0}
of W . Then Ω ' Λd/ZRd0. The abelian group Ω permutes the simple affine roots ai (0 ≤
i ≤ n), which thus gives rise to an action of Ω on the index set {0, . . . , n}. Consequently the
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action of Ω on W • by conjugation permutes the set {si}ni=0 of simple reflections, wsiw−1 =
sw(i) for w ∈ Ω and 0 ≤ i ≤ n (cf., e.g., [61, §2.5]). A detailed description of the group Ω
in terms of a complete set of representatives of Λd/ZRd0 will be given in Subsection 3.4.
Extended versions of the affine braid group and of the affine Hecke algebra are defined
as follows. Let A = A(D) := A(R•,∆) be the affine Cartan matrix associated to (R•,∆).
Recall that the affine braid group B• := B(A) is isomorphic to the abstract group generated
by Tw (w ∈ W •) with defining relations TvTw = Tvw for all v, w ∈ W • satisfying l(vw) =
l(v) + l(w).
Definition 2.17. (i) The extended affine braid group B = B(D) is the group generated
by Tw (w ∈ W ) with defining relations TvTw = Tvw for all v, w ∈ W satisfying l(vw) =
l(v) + l(w).
(ii) The extended affine Hecke algebra H(κ•) = H(D, κ•) is the quotient of C[B] by the
two-sided ideal generated by (Ti − κi)(Ti + κ−1i ) (0 ≤ i ≤ n).
Similarly to the semidirect product decomposition W ' Ω nW • we have B ' Ω n B•
and
H(κ•) ' ΩnH(W •, κ•),
where the action of Ω on B by group automorphisms (respectively on H(W •, κ•) by algebra
automorphisms) is determined by w · Ti = Tw(i) for w ∈ Ω and 0 ≤ i ≤ n. For ω ∈ Ω we
will denote the element Tω in the extended affine Hecke algebra H(κ
•) simply by ω.
The algebra homomorphism
β(R,∆,κ) : H(W
•, κ•) ↪→ W • n F ⊆ W n F
from Subsection 2.2 extends to an injective algebra map
βD,κ : H(κ
•) ↪→ W n F
by βD,κ(Tω) = ω (ω ∈ Ω). We will now show that it gives rise to an action of H(κ•) as
q-difference reflection operators on a complex torus TΛ. It is called the basic representation
of H(κ•). It is fundamental for the development of the Cherednik-Macdonald theory.
The complex torus TΛ (of rank dimR(Z)) is the algebraic group of complex characters of
the lattice Λ,
TΛ := HomZ
(
Λ,C∗
)
.
The algebra C[TΛ] of regular functions on TΛ is isomorphic to the group algebra C[Λ],
where the standard basis element eλ (λ ∈ Λ) of C[Λ] is viewed as the regular function
t 7→ t(λ) on TΛ. We write tλ for the value of eλ at t ∈ TΛ. Since Λ is W0-stable, W0 acts
on TΛ, giving in turn rise to an action of W0 on C[TΛ] by algebra automorphisms. Then
w(eλ) = ewλ (w ∈ W0 and λ ∈ Λ). We now first extend it to an action of the extended
affine Weyl group W on C[TΛ] depending on a fixed parameter q ∈ R>0 \ {1}.
Set
qα := q
µα , α ∈ R0
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and define qξ ∈ TΛ (ξ ∈ Λd) to be the character λ 7→ q(λ,ξ) of Λ. The action of W0 on TΛ
extends to a left W -action (w, t) 7→ wqt on TΛ by
τ(ξ)qt := q
ξt, ξ ∈ Λd, t ∈ TΛ.
Then (wqp)(t) := p(w
−1
q t) (w ∈ W , p ∈ C[TΛ]) is a W -action by algebra automorphisms
on C[TΛ]. In particular,
τ(ξ)q(e
λ) = q−(λ,ξ)eλ, ξ ∈ Λd, λ ∈ Λ.
It extends to a W -action by field automorphisms on the quotient field C(TΛ) of C[TΛ]. It
is useful to introduce the notation
trc+λq := q
rtλ, r ∈ R, λ ∈ Λ
for t ∈ TΛ. Then (w−1q t)rc+λq = tw(rc+λ)q for w ∈ W , t ∈ TΛ, r ∈ R and λ ∈ Λ.
We write W nq C(TΛ) for the resulting semidirect product algebra. It canonically acts
on C(TΛ) by q-difference reflection operators. We thus have a sequence of algebra maps
H(κ•)→ W n F → W nq C(TΛ)→ EndC
(
C(TΛ)
)
,
where the first map is βD,κ and the second map sends e
µαmc+α to qmα e
α for mµαc+α ∈ R•.
It gives the following result, which is closely related to [32, 5.13] in the present generality.
Theorem 2.18. Let D = (R0,∆0, •,Λ,Λd) ∈ D and κ ∈ M(D). For a ∈ R set κ2a := κa
if 2a 6∈ R. There exists a unique algebra monomorphism
piκ,q = piD;κ,q : H(D, κ
•) ↪→ EndC
(
C[TΛ]
)
satisfying
(
piκ,q(Ti)p
)
(t) = κai(si,qp)(t) +
(
κai − κ−1ai + (κ2ai − κ−12ai)taiq
1− t2aiq
)
(p(t)− (si,qp)(t)),(
piκ,q(ω)p
)
(t) = (ωqp)(t)
for 0 ≤ i ≤ n, ω ∈ Ω, p ∈ C[TΛ] and t ∈ TΛ.
If 2ai 6∈ R then, by the convention κ2ai = κai , the first formula reduces to(
piκ,q(Ti)p)
)
(t) = κai(si,qp)(t) +
(κai − κ−1ai
1− taiq
)
(p(t)− (si,qp)(t)).
The theorem is due to Cherednik (see [15] and references therein) in the GLn+1 case (see
Example 2.9(ii)) and when D = (R0,∆0, •, P (R0), P (Rd0)) with R0 an arbitrary reduced
irreducible root system. The theorem is due to Noumi [63] for D = (R0,∆0, t,ZR0,ZR0)
with R0 of type A1 or of type Bn (n ≥ 2). This case is special due to its large degree of
freedom (ν(D) = 4 if n = 1 and ν(D) = 5 if n ≥ 2). We will describe this case in detail in
Subsection 3.8.
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Remark 2.19. (i) From Theorem 2.3 one first obtains piκ,q as an algebra map from H(κ
•)
to EndC
(
C(TΛ)
)
. The image is contained in the subalgebra of endomorphisms preserving
C[TΛ] since, for λ ∈ Λ, we have (λ, a∨i ) ∈ Z if 2ai 6∈ R and (λ, a∨i ) ∈ 2Z if 2ai ∈ R.
(ii) Let s = s(D) be the number of W -orbits of R \ R•. Extending a W -equivariant
map κ• : R• → C∗ to a multiplicity function κ ∈ M on R amounts to choosing s nonzero
complex parameters. Hence, the maps piκ,q define a family of algebra monomorphisms of the
extended affine Hecke algebra H(κ•) into EndC
(
C[TΛ]
)
, parametrized by s+ 1 parameters
κ|R\R• and q.
3. Monic Macdonald-Koornwinder polynomials
In this section we introduce the monic nonsymmetric and symmetric Macdonald-Koorn-
winder polynomials. The terminology Macdonald polynomials is employed in the litera-
ture for the cases that R is reduced (i.e. the cases D = (R0,∆0, •, P (R0), P (Rd0)) and
the GLn+1 case). The Koornwinder polynomials correspond to the initial data D =
(R0,∆0, t,ZR0,ZR0) with R0 of type A1 of of type Bn (n ≥ 2), in which case R = R(D) is
nonreduced and of type C∨Cn. To have uniform terminology we will speak of Macdonald-
Koornwinder polynomials when discussing the theory for arbitrary initial data.
The monic nonsymmetric Macdonald-Koornwinder polynomials will be introduced as the
common eigenfunctions in C[TΛ] of a family of commuting q-difference reflection operators.
The operators are obtained as images under the basic representation piκ,q of elements from
a large commutative subalgebra of the extended affine Hecke algebra H(κ•) constructed
by Bernstein and Zelevinsky. A Hecke algebra symmetrizer turns the monic nonsymmet-
ric Macdonald-Koornwinder polynomials into monic symmetric Macdonald-Koornwinder
polynomials, which are W0-invariant regular functions on TΛ solving a suitable spectral
problem of a commuting family of q-difference operators, called Macdonald operators. We
in addition determine in this section the (bi)orthogonality relations of the polynomials.
Throughout this section we fix
(1) a quintuple D = (R0,∆0, •,Λ,Λd) of initial data,
(2) a deformation parameter q ∈ R>0 \ {1},
(3) a multiplicity function κ ∈M(D)
and we freely use the resulting notations from the previous section.
3.1. Bernstein-Zelevinsky presentation. An expression w = ωsi1si2 · · · sir ∈ W with
ω ∈ Ω and 0 ≤ ij ≤ n is called a reduced expression if r = l(w).
For a given reduced expression w = ωsi1si2 · · · sir ,
Tw := ωTi1Ti2 · · ·Tir ∈ H(κ•)
is well defined, and {Tw}w∈W is a complex linear basis of H(κ•).
The cones
Λd± := {ξ ∈ Λd | (ξ, αd∨) ≥ 0 ∀α ∈ R±0 }
form fundamental domains for the W0-action on Λ
d. Any ξ ∈ Λd can be written as
ξ = µ − ν with µ, ν ∈ Λd+ (and similarly for Λd−). Furthermore, if ξ, ξ′ ∈ Λd+ then
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l(τ(ξ+ ξ′)) = l(τ(ξ)) + l(τ(ξ′)). It follows that there exists a unique group homomorphism
Λd → B, denoted by ξ 7→ Y ξ, such that
Y ξ = Tτ(ξ) ∀ ξ ∈ Λd+.
On the level of the extended affine Hecke algebra it gives rise to an algebra homomorphism
(3.1) C[TΛd ]→ H(κ•)
which we denote by p 7→ p(Y ), where TΛd is the complex torus Hom(Λd,C∗), and p(Y ) =∑
ξ cξY
ξ if p(t) =
∑
ξ cξt
ξ. The image of the map (3.1) is denoted by CY [TΛd ].
As in Subsection 2.4, the lattice Λd is W0-stable, giving rise to a W0-action on TΛd , hence
a W0-action on C[TΛd ] by algebra automorphisms.
Denote by H0 the subalgebra of H(κ
•) generated by Ti (1 ≤ i ≤ n). We have a
natural surjective algebra map H(W0, κ|R0) → H0, sending the algebraic generator Ti of
H(W0, κ|R0) to Ti ∈ H0.
The analog of the semidirect product decomposition W = W0nΛd for the extended affine
Hecke algebra H(κ•) is the following Bernstein-Zelevinsky presentation of H(κ•) (see [54]).
Theorem 3.1. (1) The algebra maps C[TΛd ] → CY [TΛd ] and H(W0, κ|R0) → H0 are
isomorphisms,
(2) multiplication defines a linear isomorphism H0 ⊗ CY [TΛd ] ' H(κ•),
(3) for i ∈ {1, . . . , n} such that (Λd, αd∨i ) = Z we have
(3.2) p(Y )Ti − Ti(sip)(Y ) =
(
κi − κ−1i
1− Y −αdi
)
(p(Y )− (sip)(Y ))
in H(κ•) for all p ∈ C[TΛd ],
(4) for i ∈ {1, . . . , n} such that (Λd, αd∨i ) = 2Z we have
(3.3) p(Y )Ti − Ti(sip)(Y ) =
(
κi − κ−1i + (κ0 − κ−10 )Y −αdi
1− Y −2αdi
)
(p(Y )− (sip)(Y ))
in H(κ•) for all p ∈ C[TΛd ].
These properties characterize H(κ•) as a unital complex associative algebra.
With the notion of the dual multiplicity parameter κd (see Lemma 2.13), the cross
relations (3.2) and (3.3) in the affine Hecke algebra H(κ•) can be uniformly written as
(3.4) p(Y )Ti−Ti(sip)(Y ) =
κdαdi − (κdαdi )−1 + (κd2αdi − (κd2αdi )−1)Y −αdi
1− Y −2αdi
 (p(Y )−(sip)(Y ))
for p ∈ C[TΛd ] and 1 ≤ i ≤ n.
It follows from the theorem that the center Z(H(κ•)) of the extended affine Hecke algebra
H(κ•) equals CY [TΛd ]W0 .
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3.2. Monic nonsymmetric Macdonald-Koornwinder polynomials. The results in
this section are from [59, 12, 75, 32]. For detailed proofs see, e.g., [61, §2.8, §4.6, §5.2].
We put in this subsection the following conditions on q and κ ∈M(D),
(3.5) 0 < q < 1, 0 < κa < 1 ∀a ∈ R,
or
(3.6) q > 1, κa > 1 ∀a ∈ R.
Set
(3.7) η(x) =
{
1 if x > 0,
−1 if x ≤ 0
and define a W0-equivariant map υ : R
d
0 → R>0 (depending on κ•) by
(3.8) υαd := κ
1
2
ακ
1
2
µαc+α, α ∈ R0.
Definition 3.2. For λ ∈ Λ define γλ,q = γλ,q(D;κ•) ∈ TΛd by
γλ,q := q
λ
∏
α∈R+0
υ
η((λ,α∨))αd∨
αd
.
In other words, for all ξ ∈ Λd,
γξλ,q = q
(λ,ξ)
∏
α∈R+0
υ
η((λ,α∨))(ξ,αd∨)
αd
.
As a special case,
γλ,q = q
λ
∏
α∈R+0
υ−α
d∨
αd
∀λ ∈ Λ−,
where Λ± = {λ ∈ Λ | (λ, α∨) ≥ 0 ∀α ∈ R±0 }.
Write ld = lDd for the length function on the dual extended affine Weyl group W
d and
Ωd = Ω(Dd) for the subgroup of elements of W d of length zero with respect to ld. We have
a q-dependent W d-action on TΛd extending the W0-action by τ(λ)qγ = q
λγ for all λ ∈ Λ
and γ ∈ TΛd . Then γλ,q = τ(λ)qγ0,q in TΛd if λ ∈ Λ−. This generalizes as follows.
Lemma 3.3. We have for λ ∈ Λ,
γλ,q = u
d(λ)qγ0,q
in TΛd, where u
d(λ) ∈ W d is the element of minimal length with respect to ld in the coset
τ(λ)W0.
The conditions (3.5) or (3.6) on the parameters, together with Lemma 3.3, imply
Lemma 3.4. The map Λ→ TΛd, defined by λ 7→ γλ,q, is injective.
For later purposes it is convenient to record the following compatibility between the
q-dependent W d-action on γλ,q ∈ TΛd and the W d-action (wτ(λ), λ′) 7→ w(λ + λ′) on Λ
(w ∈ W0 and λ, λ′ ∈ Λ).
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Proposition 3.5. Let λ ∈ Λ. Then
(a) If ω ∈ Ωd then ωqγλ,q = γωλ,q.
(b) If 0 ≤ i ≤ n and sdiλ 6= λ then sdi,qγλ,q = γsdi λ,q.
(c) If 0 ≤ i ≤ n and sdiλ = λ then sdi,qγλ,q = γλ,qυ2D(a
d
i )
∨
D(adi )
.
Warning: D(adi ) = (Dai)
d holds true for 1 ≤ i ≤ n and for i = 0 if • = t (then both sides
equal −θ). It is not correct when i = 0, • = u and R0 has two root lengths, since then
(Da0)
d = −ϕ∨ and D(ad0) = −θ∨.
For λ, µ ∈ Λ+ we write λ ≤ µ if µ− λ can be written as a sum of positive roots α ∈ R+0 .
We also write ≤ for the Bruhat order of W0 with respect to the Coxeter generators si
(1 ≤ i ≤ n). For λ ∈ Λ let λ± be the unique element in Λ± ∩W0λ and write v(λ) ∈ W0 for
the element of shortest length such that v(λ)λ = λ−. Then τ(λ) = ud(λ)v(λ) in W d for
λ ∈ Λ.
Definition 3.6. Let λ, µ ∈ Λ. We write λ  µ if λ+ < µ+ or if λ+ = µ+ and v(λ) ≥ v(µ).
Note that  is a partial order on Λ. Furthermore, if λ ∈ Λ− then µ  λ for all µ ∈ W0λ.
For each λ ∈ Λ the set of elements µ ∈ Λ satisfying µ  λ thus is contained in the finite
set
{µ ∈ Λ |µ  λ−} =
⋃
µ+∈Λ+:µ+≤λ+
W0µ+,
which is the smallest saturated subset Sat(λ+) of Λ containing λ+ (a subset X ⊆ Λ is
saturated if for each α ∈ R+0 and λ ∈ Λ we have λ− rα ∈ X for all integers r between zero
and
(
λ, α∨
)
, including both zero and
(
λ, α∨
)
).
We write p = dλe
λ + l.o.t. for an element p =
∑
µ∈Λ dµe
µ ∈ C[TΛ] satisfying dµ = 0 if
µ 6 λ. If in addition dλ 6= 0 then we call p of degree λ.
Proposition 3.7. For r ∈ C[TΛd ] and λ ∈ Λ we have
piκ,q(r(Y ))e
λ = r(γ−1λ,q)e
λ + l.o.t.
in C[TΛ].
Corollary 3.8. For each λ ∈ Λ there exists a unique Pλ = Pλ(D;κ, q) ∈ C[TΛ] satisfying
piκ,q(r(Y ))Pλ = r(γ
−1
λ,q)Pλ, ∀ r ∈ C[TΛd ]
and satisfying Pλ = e
λ + l.o.t.
Definition 3.9. Pλ = Pλ(D;κ, q) ∈ C[TΛ] is called the monic nonsymmetric Macdonald-
Koornwinder polynomial of degree λ ∈ Λ.
ForD = (R0,∆0, •, P (R0), P (Rd0)) the definition of the nonsymmetric Macdonald-Koorn-
winder polynomial is due to Macdonald [59] in the untwisted case (• = u) and due to
Cherednik [12] in the general case. For D = (R0,∆0, t,ZR0,ZR0) with R0 of type A1
or of type Bn (n ≥ 2) the nonsymmetric Macdonald-Koornwinder polynomials are Sahi’s
[75] nonsymmetric Koornwinder polynomials. In the present generality (with more flexible
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choices of lattices Λ and Λd) the definition is close to Haiman’s [32, §6] definition. The
same references apply for the biorthogonality relations of the nonsymmetric Macdonald-
Koornwinder polynomials discussed in the next subsection.
The GLn+1 nonsymmetric Macdonald polynomials (corresponding to Example 2.9(ii))
are often studied separately, see, e.g., [46, 29].
3.3. Biorthogonality. We assume in this subsection that κ ∈M and q satisfy
0 < q < 1,
0 < κa < 1 ∀ a ∈ R,
0 < κaκ
±1
2a ≤ 1 ∀ a ∈ R•
(3.9)
and write for λ ∈ Λ,
Pλ := Pλ(D, κ, q), P
◦
λ := Pλ(D, κ
−1, q−1),
where κ−1 ∈M(D) is the multiplicity function a 7→ κ−1a .
For a ∈ R• define ca = cκ,qa (·;D) ∈ C(TΛ) by
(3.10) ca(t) =
(1− κaκ2ataq)(1 + κaκ−12a taq)
(1− t2aq )
.
Then for w ∈ W and a ∈ R•,
ca(w
−1
q t) = cwa(t).
In addition,
piκ,q(Ti) = κi + κ
−1
i cai(si,q − 1)
for 0 ≤ i ≤ n.
Since 0 < q < 1, the infinite product
v :=
∏
a∈R•+
1
ca
defines a meromorphic function on TΛ. In terms of products
(3.11)
(
x1, . . . , xm; q
)
r
:=
m∏
i=1
r−1∏
j=0
(1− qjxi), r ∈ Z≥0 ∪ {∞}
of q-shifted factorials it becomes
v(t) =
∏
α∈R+0
1− t2α
(1− κακ2αtα)(1 + κακ−12α tα)
×
∏
β∈R0
(
q2βt
2β; q2β
)
∞(
q2βκβκ2βt
β,−q2βκβκ−12β tβ, qβκµβc+βκ2µβc+2βtβ,−qβκµβc+βκ−12µβc+2βtβ; q2β
)
∞
.
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Remark 3.10. If β ∈ R0 satisfies
(
Λd, βd∨
)
= Z then κµβc+β = κβ and κ2µβc+2β = κ2β. In
that case the β-factor in the second line of the above formula of v simplifies to(
q2βt
2β; q2β
)
∞(
qβκβκ2βtβ,−qβκβκ−12β tβ; qβ
)
∞
.
If in addition κ2β = κβ (for instance, if 2β 6∈ R) then the β-factor simplifies further to(
qβt
β; qβ
)
∞(
qβκ2βt
β; qβ
)
∞
.
By the conditions (3.9) on the parameters, v is a continuous function on the compact
torus T uΛ = Hom(Λ, S
1) ⊂ TΛ, where S1 = {z ∈ C | |z| = 1}. Write dt for the normalized
Haar measure on T uΛ .
Definition 3.11. Define a sesquilinear form 〈·, ·〉 : C[TΛ]× C[TΛ]→ C by
〈p, r〉 :=
∫
TuΛ
p(t)r(t)v(t)dt.
Proposition 3.12. Let p, r ∈ C[TΛ] and w ∈ W . Then 〈piκ,q(Tw)p, r〉 = 〈p, piκ−1,q−1(T−1w )r〉.
The biorthogonality of the nonsymmetric Macdonald-Koornwinder polynomials readily
follows from Proposition 3.12.
Theorem 3.13. If λ, µ ∈ Λ and λ 6= µ then 〈Pλ, P ◦µ〉 = 0.
3.4. Macdonald operators. Special cases of what now are known as the Macdonald
q-difference operators were explicitly written down by Macdonald [60] when introducing
the symmetric Macdonald polynomials. Earlier Ruijsenaars [73] had introduced these
commuting q-difference operators for R0 of type A as the quantum Hamiltonian of a rela-
tivistic version of the quantum trigonometric Calogero-Moser system (see Subsection 3.7).
Koornwinder [51] introduced a multivariable extension of the second-order Askey-Wilson
q-difference operator to define the symmetric Koornwinder polynomials. This case corre-
sponds to D = (R0,∆0, t,ZR0,ZR0) with R0 of type A1 or of type Bn with n ≥ 2 (see
Subsection 3.8).
The construction of the whole family of Macdonald q-difference operators using affine
Hecke algebras is due to Cherednik [9] in case D = (R0,∆0, •, P (R0), P (Rd0)) and due to
Noumi [63] in case D = (R0,∆0, t,ZR0,ZR0) with R0 of type A1 or of type Bn (n ≥ 2).
We explain this construction here, see [61, §4.4] for a treatment close to the present one.
In this subsection we assume that κ ∈ M and q satisfy (3.5) or (3.6). Consider the
linear map
Resq : W nq C(TΛ)→ τ(Λd)nq C(TΛ)
defined by
Resq(
∑
w∈W0
Dww) :=
∑
w∈W0
Dw,
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where Dw ∈ τ(Λd)nq C(TΛ) (w ∈ W0). Note that
(3.12) L(p) =
(
Resq(L)
)
(p) ∀ p ∈ C(TΛ)W0 .
Lemma 3.14. Let βκ,q(H0)
′ be the commutant of the subalgebra βκ,q(H0) in W nq C(TΛ).
Then Resq restricts to an algebra homomorphism
Resq : βκ,q(H0)
′ → (τ(Λd)nq C(TΛ))W0
where (τ(Λd) nq C(TΛ))W0 is the subalgebra of W nq C(TΛ) consisting of W0-invariant
q-difference operators.
Since Z(H(κ•)) = CY [TΛd ]W0 , the lemma implies that the W0-invariant q-difference
operators
Dp := Resq
(
βκ,q(p(Y ))
) ∈ (τ(Λd)nq C(TΛ))W0 , p ∈ C[TΛd ]W0
pairwise commute. The operator Dp is called the Macdonald q-difference operator associ-
ated to p ∈ C[TΛd ]W0 .
Define the orbit sums mdξ ∈ C[TΛd ]W0 (ξ ∈ Λd) by
mdξ(t) :=
∑
η∈W0ξ
tη.
Then {mdξ}ξ∈Λd− is a linear basis of C[TΛd ]W0 . We write Dξ for Dmdξ .
Set, for w ∈ W ,
cw :=
∏
a∈R•+∩w−1R•−
ca ∈ C(TΛ)
and κw :=
∏
a∈R•+∩w−1R•− κa. Write W0,ξ for the stabilizer subgroup of ξ in W0.
Remark 3.15. If ξ ∈ Λd− and w ∈ W0,ξ then w(cτ(−ξ)) = cτ(−ξ) in C(TΛ).
Proposition 3.16. Let ξ ∈ Λd−. Then
Dξ = κ
−1
τ(−ξ)
∑
w∈W0/W0,ξ
w(cτ(−ξ))τ(wξ)q +
∑
η∈Sat(ξ+)\W0ξ
gητ(η)q
for certain gη ∈ C(TΛ) satisfying gwη = w(gη) for all w ∈ W0 and η ∈ Λd.
The set of dominant miniscule weights in Λd is defined by
Λd+min := {ξ ∈ Λd |
(
ξ, αd∨
) ∈ {0, 1} ∀α ∈ R+0 }.
Set Λd0 := Λ
d ∩ V ⊥. We now first give an explicit description of the dominant miniscule
weights.
Recall that Da0 = −ϕ if • = u and Da0 = −θ if • = t. Hence −(Da0)d∨ is the highest
root of Rd∨0 . Consider the expansion of −(Da0)d∨ ∈ Rd∨0 with respect to the ordered basis
∆d∨0 = (α
d∨
1 , . . . , α
d∨
n ) of R
d∨
0 ,
−(Da0)d∨ =
n∑
i=1
miα
d∨
i ,
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then mi ∈ Z≥1 for all i. Set
J+
Λd
:= {i ∈ {1, . . . , n} | mi = 1 & ($di + V ⊥) ∩ Λd 6= ∅},
where V ⊥ is the orthocomplement of V in Z.
Proposition 3.17. (i) Λd+min is a complete set of representatives of Λ
d/ZRd0.
(ii) For j ∈ J+
Λd
choose an element $˜dj ∈ ($dj + V ⊥) ∩ Λd. Then
Λd+min = Λ
d
0 ∪
⋃
j∈J+
Λd
(
$˜dj + Λ
d
0
)
(disjoint union).
(iii) For η ∈ Λd let u(η) ∈ W be the unique element of minimal length (with respect to l)
in the coset τ(η)W0. Then Ω = {u(ξ) | ξ ∈ Λd+min}.
Since −(Da0)d∨ ∈ Rd∨+0 is the highest root, −(Da0)d ∈ Rd+0 is quasi-miniscule, i.e.
(−(Da0)d, αd∨) ∈ {0, 1} for all αd ∈ Rd+0 \ {−(Da0)d}.
Let w0 ∈ W0 be the longest Weyl group element.
Corollary 3.18. (i) For j ∈ J+
Λd
we have
Dw0$˜dj = κ
−1
τ(−w0$˜dj )
∑
w∈W0/W0,w0$˜dj
w(cτ(−w0$˜dj ))τ(ww0$˜
d
j )q.
(ii) We have
D(Da0)d = κ
−1
τ(−(Da0)d)
∑
w∈W0/W0,(Da0)d
w(cτ(−(Da0)d))
(
τ(w(Da0)
d)q − 1
)
+md(Da0)d(γ
−1
0,q ).
3.5. Monic symmetric Macdonald-Koornwinder polynomials. Historically the sym-
metric Macdonald-Koornwinder polynomials preceed the nonsymmetric Macdonald-Koorn-
winder polynomials. The monic symmetric Macdonald polynomials associated to initial
data of the form D = (R0,∆0, •, P (R0), P (Rd0)) were defined in Macdonald’s handwritten
preprint from 1987. It appeared in print in 2000, see [60] (see [58] for the GLn case).
Macdonald used the fact that for a fixed ξ ∈ {w0$˜dj}j∈J+
Λd
∪ {(Da0)d}, the explicit Mac-
donald q-difference operators Dξ (see Corollary 3.18) is a linear operator on C[TΛ]W0 which
is triangular with respect to the suitable partially ordered basis of orbit sums and has
(generically) simple spectrum.
This approach was extended by Koornwinder [51] to the case corresponding to the initial
data D = (R0,∆, t,ZR0,ZR0) with R0 of type A1 or of type Bn (n ≥ 2), in which case D−θ
is Koornwinder’s multivariable extension of the Askey-Wilson second-order q-difference op-
erator (see Subsection 3.8). The corresponding symmetric Macdonald-Koornwinder poly-
nomials are the Askey-Wilson [1] polynomials if R0 is of rank one and the symmetric
Koornwinder [51] polynomials if R0 is of higher rank.
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In this subsection we introduce the monic symmetric Macdonald-Koornwinder polynomi-
als by symmetrizing the nonsymmetric ones, cf. [9, §4]. We assume throughout this subsec-
tion that κ ∈M and q satisfy (3.5) or (3.6). Recall the notation κw :=
∏
a∈R•+∩w−1R•− κa.
It only depends on κ• = κ|R• . It satisfies κvκw = κvw if l(vw) = l(v) + l(w). Hence there
exists a unique linear character χ+ : H(κ
•) → C satisfying χ+(Tw) = κw for all w ∈ W ,
the trivial linear character of H(κ•).
Define C+ ∈ H0(κ•|R0) ⊂ H(κ•) by
(3.13) C+ =
1∑
w∈W0 κ
2
w
∑
w∈W0
κwTw.
The normalization is such that χ+(C+) = 1. Then TiC+ = κiC+ = C+Ti for 1 ≤ i ≤ n and
C2+ = C+. The following lemma follows from the explicit expression of piκ,q(Ti) (1 ≤ i ≤ n).
Lemma 3.19. The linear endomorphism piκ,q(C+) of C[TΛ] is an idempotent with image
C[TΛ]W0.
Consider the linear basis {mλ}λ∈Λ+ of C[TΛ]W0 given by orbit sums, mλ(t) =
∑
µ∈W0λ t
µ.
Recall that Pλ = Pλ(D;κ, q) denotes the monic nonsymmetric Macdonald-Koornwinder
polynomial of degree λ ∈ Λ.
Lemma 3.20. If λ ∈ Λ+ then piκ,q(C+)Pλ =
∑
µ∈Λ+:µ≤λ cλ,µmµ for certain cλ,µ ∈ C with
cλ,λ 6= 0.
Definition 3.21. The monic symmetric Macdonald-Koornwinder polynomial P+λ = P
+
λ (D;κ, q)
of degree λ ∈ Λ+ is defined by
P+λ := c
−1
λ,λpiκ,q(C+)Pλ ∈ C[TΛ]W0 .
Theorem 3.22. The monic symmetric Macdonald-Koornwinder polynomial P+λ of degree
λ ∈ Λ+ is the unique element in C[TΛ]W0 satisfying
(i) P+λ =
∑
µ∈Λ+:µ≤λ dλ,µmµ with dλ,µ ∈ C and dλ,λ = 1,
(ii) DpP
+
λ = p
(
q−λ
∏
α∈R+0 υ
−αd∨
α
)
P+λ for all p ∈ C[TΛd ]W0.
(Note that for p ∈ C[TΛd ]W0 and λ ∈ Λ+ we have p
(
q−λ
∏
α∈R+0 υ
−αd∨
α
)
= p(γ−1w0λ,q)).
Explicit expressions of the monic symmetric Macdonald-Koornwinder polynomials when
R0 is of rank one are given in Subsection 3.7 and Subsection 3.8.
3.6. Orthogonality. In this subsection we assume that κ ∈ M and q satisfy the con-
ditions (3.9). We thus have the monic symmetric Macdonald-Koornwinder polynomials
{P+λ }λ∈Λ+ with respect to the parameters (κ, q), as well as the monic symmetric Macdonald-
Koornwinder polynomials with respect to the parameters (κ−1, q−1), in which case we de-
note them by {P ◦+λ }λ∈Λ+ .
Define the W0-invariant meromorphic function
v+ :=
∏
a∈R•:a(0)≥0
1
ca
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on TΛ. It relates to the weight function v by
(3.14) v = Cv+, C = C(·;D;κ, q) :=
∏
α∈R−0
cα.
One recovers v+ from v up to a multiplicative constant by symmetrization in view of the
following property of the rational function C ∈ C(TΛ) (cf. [55, (2.8)& (2.8 nr)]).
Lemma 3.23. We have
(3.15)
∑
w∈W0
wC = C(γd0,q)
as identity in C(TΛ), where γdξ,q := γξ,q(Dd;κd•) ∈ TΛ (ξ ∈ Λd), cf. Definition 3.2. More
generally, if ξ ∈ Λd− and if (κ, q) is generic then∑
w∈W0
wC = C(γdξ,q)
∑
η∈W0ξ
∏
α∈R+0 ∩v(η)R−0
cα(γ
d
ξ,q)
c−α(γdξ,q)
as identity in C(TΛ), where (recall) v(η) ∈ W0 is the element of shortest length such that
v(η)η = η−.
The meromorphic function v+ on TΛ reads in terms of q-shifted factorials,
(3.16) v+(t) =
∏
β∈R0
(
t2β; q2β
)
∞(
κβκ2βtβ,−κβκ−12β tβ, qβκµβc+βκ2µβc+2βtβ,−qβκµβc+βκ−12µβc+2βtβ; q2β
)
∞
.
It is a nonnegative real-valued continuous function on T uΛ (it is nonnegative since it can be
written on T uΛ as v+(t) = |δ(t)|2 with δ(t) the expression (3.16) with product taken only
over the set R+0 of positive roots).
Corollary 3.24. 〈·, ·〉 restricts to a positive definite, sesquilinear form on C[TΛ]W0. In
fact, for p, r ∈ C[TΛ]W0,
〈p, r〉 = C(γ
d
0,q)
#W0
∫
TuΛ
p(t)r(t)v+(t)dt.
Symmetrizing the results on the monic nonsymmetric Macdonald-Koornwinder polyno-
mials using the idempotent C+ ∈ H0 gives the following properties of the monic symmetric
Macdonald-Koornwinder polynomials.
Theorem 3.25. Let λ ∈ Λ+.
(a) The symmetric Macdonald-Koornwinder polynomial P+λ ∈ C[TΛ]W0 satisfies the follow-
ing characterizing properties,
(i) P+λ =
∑
µ∈Λ+:µ≤λ dλ,µmµ with dλ,λ = 1,
(ii) 〈P+λ ,mµ〉 = 0 if µ ∈ Λ+ and µ < λ.
(b) P ◦+λ = P
+
λ .
(c) 〈P+λ , P+µ 〉 = 0 if µ ∈ Λ+ and µ 6= λ.
26 J.V. STOKMAN
3.7. GLn+1 Macdonald polynomials. Take n ≥ 1 and
V := (1 + · · ·+ n+1)⊥ ⊂ Rn+1 =: Z
with {i}n+1i=1 the standard orthonormal basis of Rn+1. Let R0 = {i − j}1≤i 6=j≤n+1 with
ordered basis
∆0 = (α1, . . . , αn) = (1 − 2, . . . , n − n+1).
As lattices take Λ = Zn+1 = Λd. Then indeed D := (R0,∆0, u,Zn+1,Zn+1) ∈ D.
The corresponding irreducible reduced affine root system is Ru = {mc + α}m∈Z,α∈R0 ,
and the corresponding additional simple affine root is a0 = c − 1 + n+1. There is no
nonreduced extension of Ru involved since
(
Λ, a∨i
)
= Z for i ∈ {0, . . . , n}. Hence R = Ru.
The fundamental weights $j = $
u
j (1 ≤ j ≤ n) are given by
$j = − j
n+ 1
(1 + · · ·+ n+1) + 1 + 2 + · · ·+ j.
Define for 1 ≤ j ≤ n+ 1 the elements
$˜j := 1 + · · ·+ j.
The orthocomplement V ⊥ of V in Z is R$˜n+1 and Λd0 := Λd ∩ V ⊥ = Z$˜n+1. Then
$˜j ∈
(
$j + V
⊥) ∩ Λd ∀ j ∈ {1, . . . , n}.
Since −(Da0)d∨ = 1 − n+1 =
∑n
i=1 αi we conclude that
J+
Λd
= {1, . . . , n}.
The miniscule dominant weights in Λd are thus given by
Λd+min = Λ
d
0 ∪
n⋃
j=1
($˜j + Λ
d
0).
We have u(1) = τ(1)s1 · · · sn−1sn in the extended affine Weyl group W ' Sn+1 n Zn+1
(where Sn+1 is the symmetric group in n + 1 letters). Note also that u(1)(aj) = aj+1 for
0 ≤ j < n and u(1)(an) = a0. In addition we have u(1)j = u($˜j) for 1 ≤ j ≤ n and
u(1)
n+1 = u($˜n+1) = τ($˜n+1) in W . Hence Z ' Ω by m 7→ u(1)m.
Observe that R = Ru has one W (Ru)-orbit, hence also one W -orbit. The affine Hecke
algebra H(W (R);κ) and the extended affine Hecke algebra H(κ) = H(D;κ) thus depends
on a single nonzero complex number κ. Z acts on H(W (R);κ) by algebra automorphisms,
where 1 ∈ Z acts on Ti by mapping it to Ti+1 (reading the subscript modulo n + 1). We
write Z nH(W (R);κ) for the associated semidirect product algebra.
Proposition 3.26. (i) Z n H(W (R);κ) ' H(κ) by mapping the generator 1 ∈ Z to
u($˜1) = u(1).
(ii) For 1 ≤ i ≤ n+ 1 we have
Y i = T−1i−1 · · ·T−12 T−11 u(1)TnTn−1 · · ·Ti.
in H(κ).
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We now turn to the explicit description of the Macdonald-Ruijsenaars q-difference oper-
ators and the orthogonality measure for the GLn+1 Macdonald polynomials.
The longest Weyl group element w0 ∈ W0 maps i to n+2−i for 1 ≤ i ≤ n+ 1, hence
R+ ∩ τ(w0$˜j)R− = {r − s | 1 ≤ r ≤ n+ 1− j & n+ 2− j ≤ s ≤ n+ 1}.
Write ti = t
i for t ∈ TΛ and 1 ≤ i ≤ n+ 1. Then, for 1 ≤ j ≤ n we obtain
cτ(−w0$˜j)(t) =
∏
1≤j≤n+1−i
n+2−j≤s≤n+1
(1− κ2trt−1s )
(1− trt−1s )
and consequently
Dw0$˜j =
∑
I⊂{1,...,n+1}:
#I=n+1−j
( ∏
r∈I,s 6∈I
(1− κ2trt−1s )
κ(1− trt−1s )
)
τ
(∑
s 6∈I
s
)
q
=
∑
I⊂{1,...,n+1}:
#I=j
( ∏
r∈I,s 6∈I
κ−1tr − κts
tr − ts
)
τ
(∑
r∈I
r
)
q
for 1 ≤ j ≤ n by Proposition 3.18(i). These commutative q-difference operators were
introduced by Ruijsenaars [73] as the quantum Hamiltonians of a relativistic version of
the trigonometric quantum Calogero-Moser system. These operators also go by the name
(trigonometric) Ruijsenaars q-difference operators, or Ruijsenaars-Macdonald q-difference
operators.
The corresponding monic symmetric Macdonald polynomials {Pλ}λ∈Λ+ are parametrized
by
Λ+ = {λ ∈ Zn+1 | λ1 ≥ λ2 ≥ · · · ≥ λn+1}.
The orthogonality weight function then becomes
v+(t) =
∏
1≤i 6=j≤n+1
(
ti/tj; q
)
∞(
κ2ti/tj; q
)
∞
.
The GL2 Macdonald polynomials are essentially the continuous q-ultraspherical polynomi-
als (see [15, Chpt. 2] or [61, §6.3]),
P+λ (t) = t
λ1
1 t
λ2
2 2φ1
(
κ2, qλ2−λ1
q1+λ2−λ1/κ2; q,
qt2
κ2t1
)
,
for λ = (λ1, λ2) ∈ Z2 with λ1 ≥ λ2, where we use standard notations for the basic
hypergeometric rφs series (see, e.g., [28]).
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3.8. Koornwinder polynomials. Take Z = V = Rn with standard orthonormal basis
{i}ni=1. We realize the root system R0 ⊂ V of type Bn as
R0 = {±i}ni=1 ∪ {±i ± j}1≤i<j≤n
(all sign combinations allowed). The W0-orbits are Ol = {±i ± j}1≤i<j≤n and Os =
{±i}ni=1. As an ordered basis of R0 take
∆0 = (α1, . . . , αn−1, αn) = (1 − 2, . . . , n−1 − n, n).
Note that ZR0 = Zn. For n = 1 this should be interpreted as R0 = {±1}, the root
system of type A1, with basis element 1. We consider in this subsection the initial data
D = (R0,∆0, t,Zn,Zn) ∈ D.
The associated reduced affine root system is
Rt = {m
2
c+ α}n∈Z,α∈Os ∪ {mc+ β}m∈Z,β∈Ol
(for n = 1 it should be read as Rt = {m
2
c ± 1}m∈Z, the affine root system Rt with R0 of
type A1). The associated ordered basis of R
t is
∆ = (a0, a1, . . . , an) = (
1
2
c− θ, α1, . . . , αn)
with θ = 1 =
∑n
j=1 αj the highest short root of R0 with respect to ∆0. The affine root
system Rt has three W -orbits,
Rt = Ô1 ∪ Ô2 ∪ Ô3,
where Ô1 = Wa0 =
(
1
2
+ Z
)
c + Os, Ô2 = Wai = Zc + Ol (where 1 ≤ i < n) and
Ô3 = Wan = Zc+Os. If n = 1 then ∆ = (a0, a1) = (12c− 1, 1) and Rt has two W -orbits
Ô1 and Ô3.
Note that
(
Λ, a∨i
)
= 2Z for i = 0 and i = n, hence S = {0, n} = Sd and
R = Rt ∪W (2a0) ∪W (2an) = Ô1 ∪ Ô2 ∪ Ô3 ∪ Ô4 ∪ Ô5
with additional W -orbits Ô4 = 2Ô1 and Ô5 = 2Ô3. If n = 1 then R has four W -orbits Ôi
(i = 1, 2, 4, 5). Since Dd = D we have Rd = R, ∆d = ∆ and W d = W .
Suppose that κ ∈ M(D) and q ∈ C∗ satisfy (3.5) or (3.6). Fix 1 ≤ i < n. Then
κ ∈M(D) is determined by five (four in case n = 1) independent numbers κa0 , κai , κan , κ2a0
and κ2an . The corresponding Askey-Wilson [1] parameters are defined by
(3.17) (a, b, c, d, k) = (κanκ2an ,−κanκ−12an , q
1
2κa0κ2a0 ,−q
1
2κa0κ
−1
2a0
, κ2ai)
(the parameter k is dropping out in case n = 1). The dual multiplicity function κd on
Rd = R is then determined by κda0 := κ2an , κ
d
ai
:= κai , κ
d
an := κan , κ
d
2a0
:= κ2a0 and
κd2an := κa0 . The corresponding Askey-Wilson parameters are
(a˜, b˜, c˜, d˜, k˜) = (κanκa0 ,−κanκ−1a0 , q
1
2κ2anκ2a0 ,−q
1
2κ2anκ
−1
2a0
, κ2ai).
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In terms of the original Askey-Wilson parameters this can be expressed as k˜ = k and
(a˜, b˜, c˜, d˜) =
(√
q−1abcd,
ab√
q−1abcd
,
ac√
q−1abcd
,
ad√
q−1abcd
)
.
Note that
−(Da0)d∨ = θ∨ = 2α∨1 + 2α∨2 + · · ·+ 2α∨n−1 + α∨n .
Furthermore, denoting the fundamental weights of R0 with respect to the ordered basis ∆0
by {$i}ni=1, we have
$n =
1
2
(1 + · · ·+ n) 6∈ Λd = Zn.
Consequently J+
Λd
= ∅. Hence the only explicit Macdonald q-difference operator obtainable
from Corollary 3.18 is D−θ = D−1 .
Write
D = κ−1τ(1)
∑
w∈W0/W0,1
w
(
cτ(1)
)(
τ(−w1)q − 1
)
,
so that D−1 = D +md−1(γ−10,q ). Write ti = ti for t ∈ TΛ and 1 ≤ i ≤ n. Since
Rt+ ∩ τ(−1)Rt− = {1, 1
2
c+ 1} ∪ {1 ± j}nj=2
(= {1, 12c+ 1} if n = 1) it follows that
κ−1τ(1)cτ(1)(t) = κ
−1
τ(1)
c1(t)c 1
2
c+1
(t)
n∏
j=2
c1−j(t)c1+j(t)
=
1√
q−1abcdkn−1
(1− at1)(1− bt1)(1− ct1)(1− dt1)
(1− t21)(1− qt21)
×
n∏
j=2
(1− kt1t−1j )(1− kt1tj)
(1− t1t−1j )(1− t1tj)
.
(3.18)
For n = 1 the product over j is not present in (3.18). In particular, the operator D then
only depends on q and on the four parameters a, b, c, d.
Hence D is Koornwinder’s [51] second order q-difference operator
D = 1√
q−1abcdkn−1
n∑
i=1
(
Ai(t)(τ(−i)q − 1) + Ai(t−1)(τ(i)q − 1),
Ai(t) =
(1− ati)(1− bti)(1− cti)(1− dti)
(1− t2i )(1− qt2i )
∏
j 6=i
(1− ktitj)(1− ktit−1j )
(1− titj)(1− tit−1j )
,
with the obvious adjustment for n = 1, in which case D is the Askey-Wilson [1] second-
order q-difference operator (this derivation is due to Noumi [63]). The weight function
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v+(t) becomes
v+(t) =
n∏
i=1
(
t2i , t
−2
i ; q
)
∞(
ati, at
−1
i , bti, bt
−1
i , cti, ct
−1
i , dti, dt
−1
i ; q
)
∞
∏
1≤r 6=s≤n
(
trts, trt
−1
s ; q
)
∞(
ktrts, ktrt−1s ; q
)
∞
The dominant elements Λ+ in Λ are the partitions of length ≤ n,
Λ+ = {λ ∈ Zn | λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0}.
The corresponding monic symmetric Macdonald-Koornwinder polynomials {P+λ }λ∈Λ+ are
the symmetric Koornwinder [51] polynomials.
For n = 1 the Koornwinder polynomials are the Askey-Wilson [1] polynomials. Con-
cretely, using standard notations for basic hypergeometric series (cf. [28]), for m ∈ Z≥0 =
Λ+,
P+m(t) = cstm4φ3
(
q−m, qm−1abcd, at, at−1
ab, ac, ad
; q, q
)
,
where
cstm =
(
ab, ac, ad; q
)
m
am
(
qm−1abcd; q
)
m
.
The Cherednik-Macdonald theory associated to the Askey-Wilson polynomials was worked
out in detail in [65].
Example 3.27. Consider the initial data D = (R0,∆0, t,Zn, P (R0)) ∈ D with the root
system R0 ⊂ Rn of type Bn (n ≥ 2) and the ordered basis ∆0 both defined in terms of the
standard orthonormal basis {i}ni=1 of Rn as above. Compared to the Koornwinder setup
just discussed we have thus chosen a different lattice Λd = P (R0), which contains ZR0 = Zn
as index two sublattice. Still S(D) = {0, n}, hence R is the nonreduced affine root system
with five W0 n Zn-orbits Ôi (1 ≤ i ≤ 5) as introduced above. But the number ν = ν(D) of
W0 n P (R0)-orbits is three: they are given by Ô2, Ô1 ∪ Ô3 and Ô4 ∪ Ô5.
On the other hand, Rd = Rt since S(Dd) = ∅, in particular Rd is reduced. It has the
three W d = W0 n Zn-orbits Ôi (i = 1, 2, 3).
Remark 3.28. Consider the initial data D = (R0,∆0, u,Zn,Zn) with (R0,∆0) of type
Bn (n ≥ 3) as above. Compared to initial data DC∨Cn := (R0,∆0, t,Zn,Zn) related to
Koornwinder polynomials, we thus have only changed the type from twisted to untwisted.
Then Ru is the affine root subsystem Ô2 ∪ Ô3 of the affine root system RC∨Cn of type
C∨Cn as defined above, and R = R(D) is the nonreduced irreducible affine root subsystem
Ô2 ∪ Ô3 ∪ Ô5 of R(DC∨Cn). The dual affine root system Rd = R(Dd) is the reduced
irreducible affine root subsystem Rd = Ô2∪Ô4∪Ô5 (it is of untwisted type, with underlying
finite root system R∨0 of type Cn). The Macdonald-Koornwinder theory associated to the
initial data D thus is the special case of the C∨Cn theory when the multiplicity function
κ ∈ M(DC∨Cn) takes the value one at the two orbits Ô1 = W (a0) and Ô4 = W (2a0) of
RC
∨Cn \R.
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3.9. Exceptional nonreduced rank two Macdonald-Koornwinder polynomials.
For this special case of the theory we take D = (R0,∆0, u,ZR0,ZR∨0 ) with R0 ⊂ Z = V =
R2 the root system of type C2 (it is more natural to view it as type C2 then of type B2)
given by R0 = R0,s ∪R0,l with
R0,s = {±(1 + 2),±(1 − 2)},
R0,l = {±21,±22},
where {1, 2} is the standard orthonormal basis of R2. As ordered basis take ∆0 =
(α1, α2) = (1 − 2, 22). Then ϕ = 21 and θ = 1 + 2. Hence the simple affine root
a0 of the associated reduced affine root system R
u = Zc + R0 is c − 21. Then S = {1}
hence
R = Ru ∪W (2α1)
with W = W u = W0 n ZR∨0 . Then R has four W -orbits,
W (a0) = (2Z+ 1)c+R0,l,
W (α1) = Zc+R0,s,
W (α2) = 2Zc+R0,l,
W (2α1) = 2Zc+ 2R0,s.
For the dual initial data Dd = (R∨0 ,∆
∨
0 , u,ZR∨0 ,ZR0) we have Rud = Zc + R∨0 and Rd =
Rud ∪W d(2α∨2 ) with W d = W ud = W0 n ZR0. The simple affine root ad0 of Rud is ad0 =
c− 1 − 2. The four W d-orbits of Rd are
W d(ad0) = (2Z+ 1)c+R∨0,s,
W d(α∨1 ) = 2Zc+R∨0,s,
W d(α∨2 ) = Zc+R∨0,l,
W d(2α∨2 ) = 2Zc+ 2R∨0,l.
Note that R ' Rd but not (R,∆) ' (Rd,∆d).
Let κ ∈M(D). We write
{a, b, c, d} := {κθκ2θ,−κθκ−12θ , κ2ϕ, qκ20},
{a˜, b˜, c˜, d˜} = {κϕκ0,−κϕκ−10 , κ2θ, qκ22θ}
(3.19)
(the dual parameters (a˜, b˜, c˜, d˜) are the parameters (a, b, c, d) with respect to the dual initial
data Dd). We identify TZR0 ' (C∗)2 by t 7→ (z1, z2) := (tα1 , tα2). The W0-action on TZR0
then reads s1(z1, z2) = (z
−1
1 , z
2
1z2) and s2(z1, z2) = (z1z2, z
−1
2 ), giving rise to a W0-action
on C[TZR0 ] ' C[z±11 , z±12 ] by algebra automorphisms. The weight function v+(z1, z2) of
the associated symmetric Macdonald-Koornwinder polynomials is given by v+(z1, z2) =
δ(z1, z2)δ(z
−1
1 , z
−1
2 ) with
δ(z1, z2) :=
(
z21 , z
2
1z
2
2 ; q
2
)
∞(
az1, az1z2, bz1, bz1z2; q
)
∞
(
z21z2, z2; q
)
∞(
cz21z2, cz2, dz
2
1z2, dz2; q
2
)
∞
.
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The symmetric Macdonald-Koornwinder polynomials associated to the initial data D form
an orthogonal basis of C[z±11 , z±11 ]W0 with respect to the sesquilinear, positive pairing
〈p, r〉+ := 1
(2pii)2
∫
|z1|=1
∫
|z2|=1
p(z1, z2)r(z1, z2)v+(z1, z2)
dz1
z1
dz2
z2
on C[z±11 , z±12 ]W0 (note that the monic symmetric Macdonald-Koornwinder polynomials are
parametrized by the λ = λ11 + λ22 ∈ Λ+ with the λi ∈ Z satisfying λ1 + λ2 ∈ 2Z and
λ1 ≥ λ2 ≥ 0).
The associated explicit Macdonald operator is D−1 . Indeed,
−(Da0)d∨ = −(Da0)∨ = 1 = α∨1 + α∨2
hence
JZR∨0 = {i ∈ {1, 2} | $di ∈ ZR∨0 } = {1}
since $d1 = 1 ∈ ZR∨0 and $d2 = 12(1 + 2) 6∈ ZR∨0 . By a direct computation we obtain the
explicit expression
κ0κ
2
θκϕ(D−1f)(z1, z2) =A(z1, z2)f(qz1, z2) + A(z
−1
1 , z2)f(q
−1z1, q2z2)
+A(z−11 z
−1
2 , z
2
1z2)f(qz1, q
−2z2) + A(z−11 z
−1
2 , z2)f(q
−1z1, z2),
A(z1, z2) :=
(1− az1)(1− az1z2)(1− bz1)(1− bz1z2)(1− cz21z2)(1− dz21z2)
(1− z21)(1− z21z22)(1− z21z2)(1− qz21z2)
.
4. Double affine Hecke algebras and normalized
Macdonald-Koornwinder polynomials
Cherednik’s [8, 9] double affine braid group and double affine Hecke algebra are funda-
mental for proving properties of the (non)symmetric Macdonald-Koornwinder polynomials
such as evaluation formula, duality and quadratic norms (see [11, 12]). We discuss these
results in this section.
The first part follows closely [32]. We define a double affine braid group and a double
affine Hecke algebra depending on q, on the initial data D and, in case of the double affine
Hecke algebra, on a choice of a multiplicity function κ ∈ M(D). We extend the duality
D 7→ Dd on initial data to an antiisomorphism of the associated double affine braid groups,
and to an algebra antiisomorphism of the associated double affine Hecke algebras (on the
dual side, the double affine Hecke algebra is taken with respect to the dual multiplicity
function κd ∈ M(Dd) as defined in Lemma 2.13). These antiisomorphisms are called
duality antiisomorphisms and find their origins in the work of Cherednik [11, 12] (see also
[37, 75, 61, 32] for further results and generalizations).
As a consequence of the duality antiisomorphism and of the theory of intertwiners we
first derive the evaluation formula and duality of the Macdonald-Koornwinder polynomi-
als following closely [12, 13, 75]. These results, together with quadratic norm formulas,
were first conjectured by Macdonald (see, e.g., [60, 57]). For R0 of type A the evaluation
formula and duality were proven by Koornwinder [50] by different methods (see [58] for a
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detailed account). Subsequently Cherednik [11] established the evaluation formula and du-
ality when (Λ,Λd) = (P (R0), P (R
d
0)). The C
∨C case was established using Koornwinder’s
[50] methods by van Diejen [21] for a suitable subset of multiplicity functions. Chered-
nik’s double affine Hecke algebra methods were extended to the C∨C case in the work of
Noumi [63] and Sahi [75], leading to the evaluation formula and duality for all multiplicity
functions. Our uniform approach is close to Haiman’s [32].
Following closely [12, 13] we use the duality antiisomorphism and intertwiners to establish
quadratic norm formulas for the (non)symmetric Macdonald-Koornwinder polynomials.
We fix throughout this section initial data D = (R0,∆0, •,Λ,Λd) ∈ D, a deformation
parameter q ∈ R>0 \ {1}, and a multiplicity function κ ∈M(D).
4.1. Double affine braid groups, Weyl groups and Hecke algebras. Consider the
W -stable additive subgroup Λ̂ := Λ + Rc of Ẑ. In the following definition it is convenient
to write X λ̂ (λ̂ ∈ Λ̂) for the elements of Λ̂. In particular, X λ̂X µ̂ = X λ̂+µ̂ for λ̂, µ̂ ∈ Λ̂ and
X0 = 1.
We write A = A(R,∆) and A0 = A(R0,∆0). The generators of the affine braid group
B• = B(A) are denoted by T0, T1, . . . , Tn, the generators of B0 = B(A0) by T1, . . . , Tn.
Recall that elements Tw ∈ B (w ∈ W •) and Tw ∈ B0 (w ∈ W0) can be defined using reduced
expressions of w in the Coxeter groups W • = W (A•) and W0 = W (A0), respectively.
Recall furthermore that B = B(D) ' Ωn B• denotes the extended affine braid group (cf.
Definition 2.17).
Definition 4.1. The double affine braid group B = B(D) is the group generated by the
groups B and Λ̂ together with the relations:
(4.1) TiX
λ̂ = X λ̂Ti
if λ̂ ∈ Λ̂ and 0 ≤ i ≤ n such that (λ̂, a∨i ) = 0;
(4.2) TiX
λ̂Ti = X
siλ̂
if λ̂ ∈ Λ̂ and 0 ≤ i ≤ n such that (λ̂, a∨i ) = 1;
(4.3) ωX λ̂ = Xωλ̂ω
if λ̂ ∈ Λ̂ and ω ∈ Ω.
Note that XRc is contained in the center of B. It is not necessarily true that any element
g ∈ B can be written as g = bX λ̂ (or g = X λ̂b) with b ∈ B and λ̂ ∈ Λ̂. The cases that this
possibly fails to be true is if S(D) 6= ∅ (these are the cases for which R 6= R•, i.e. for which
nonreduced extensions of R• play a role in the theory, cf. Subsection 2.4). Straightening
the elements of B is always possible as soon as quotients to double affine Weyl groups and
double affine Hecke algebras are taken, as we shall see in a moment.
Recall from Subsection 3.1 the construction of commuting group elements Y ξ ∈ B (ξ ∈
Λd). It leads to a presentation of B in terms of the group Λd (with its elements denoted by
Y ξ (ξ ∈ Λd)) and the braid group B0 = B(A0), see e.g. [61, §3.3]. On the level of double
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affine braid groups it implies the following alternative presentation of B (recall that Da0
equals −ϕ if • = u and −θ if • = t).
Proposition 4.2. The double affine braid group B is isomorphic to the group generated
by the groups B0, Λd and Λ̂, satisfying for 1 ≤ i ≤ n, λ ∈ Λ and ξ ∈ Λd,
(a) XRc is contained in the center,
(b) 1. Y −ξTi = TiY −ξ if (ξ, αd∨i ) = 0,
2. TiX
λ = XλTi if (λ, α
∨
i ) = 0,
(c) 1. TiY
−ξTi = Y −siξ if (ξ, αd∨i ) = 1,
2. TiX
λTi = X
siλ if (λ, α∨i ) = 1,
(d) if (λ, a∨0 ) = 0, (
Y −(Da0)
d
T−1sDa0
)
Xλ = Xλ
(
Y −(Da0)
d
T−1sDa0
)
,
(e) if (λ, a∨0 ) = 1,(
Y −(Da0)
d
T−1sDa0
)
Xλ
(
Y −(Da0)
d
T−1sDa0
)
= p−1Da0X
sDa0λ
where pα := X
µαc for α ∈ R0.
Recall that u(η) ∈ W ' W0 n Λd denotes the element of minimal length in τ(η)W0 for
all η ∈ Λd. Then u(η) = τ(η)v(η)−1 with v(η) ∈ W0 the element of minimal length such
that v(η)η = η−. Recall furthermore that Ω = {u(ξ) | ξ ∈ Λd+min}.
The identification of the two different sets of generators of B then is as follows: T0 =
Y −(Da0)
d
T−1sDa0 and u(ξ) = Y
ξT−1v(ξ) for ξ ∈ Λd+min. Conversely, for ξ = η1 − η2 ∈ Λd with
η1, η2 ∈ Λd+, Y ξ = Y η1
(
Y η2
)−1
and
Y ηs = Tτ(ηs) = ωTi1Ti2 · · ·Tir
if τ(ηs) = ωsi1si2 · · · sir ∈ W is a reduced expression (ω ∈ Ω and 0 ≤ ij ≤ n).
Recall the set S = S(D) given by (2.5). Write
(4.4) Vi := X
−aiT−1i ∈ B ∀ i ∈ S.
Recall furthermore that R = R• ∪⋃i∈SW •(2ai).
Definition 4.3. (i) The double affine Weyl group W = W(D) is the quotient of B by the
normal subgroup generated by T 2j (j ∈ {0, . . . , n}) and V 2i (i ∈ S).
(ii) The double affine Hecke algebra H(κ, q) = H(D;κ, q) is C[B]/Îκ,q, where Îκ,q is the
two-sided ideal of C[B] generated by Xrc− qr (r ∈ R), (Tj − κj)(Tj + κ−1j ) (j ∈ {0, . . . , n})
and (Vi − κ2ai)(Vi + κ−12ai) (i ∈ S).
Recall that W acts on Λ̂ by group automorphisms.
Proposition 4.4. W ' W n Λ̂.
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For the double affine Hecke algebra, note that we have canonical algebra homomorphisms
H(κ•) → H(κ, q) and C[Λ̂] → H(κ, q). We write h˜, X˜ λ̂q and X˜λ for the images of h ∈ Ĥ,
X λ̂ ∈ C[Λ̂] (λ̂ ∈ Λ̂) and Xλ ∈ C[Λ] (λ ∈ Λ) in H(κ, q) respectively. Define a linear map
m : H(κ•)⊗C C[Λ]→ H(κ, q)
by m(h⊗Xλ) := h˜X˜λ for h ∈ H(κ•) and λ ∈ Λ.
If λ̂ = λ+ rc ∈ Λ̂ then we interpret eλ̂q as the endomorphism of C[TΛ] by(
eλ̂qp
)
(t) := tλ̂qp(t) = q
rtλp(t), r ∈ R, λ ∈ Λ.
Theorem 4.5. (i) We have a unique algebra monomorphism H(κ, q) ↪→ EndC
(
C[TΛ]
)
defined by
h˜ 7→ piκ,q(h) ∀h ∈ H(κ•),
X˜ λ̂q 7→ eλ̂q ∀ λ̂ ∈ Λ̂.
(ii) The linear map m defines a complex linear isomorphism H(κ•)⊗C C[Λ] ∼−→ H(κ, q).
To simplify notations, we omit the tilde when writing the elements in H. With this
convention X λ̂q = q
rXλ in H(κ, q) if λ̂ = λ+ rc.
Together with the Bernstein-Zelevinsky presentation of the extended affine Hecke algebra
H(κ•) (see Subsection 3.1) we conclude that
C[TΛd ]⊗C H0(κ|R0)⊗C C[TΛ] ' H(κ, q)
as complex vector spaces by mapping eξ ⊗ h ⊗ eλ to Y ξhXλ (ξ ∈ Λd, h ∈ H0(κ|R0) and
λ ∈ Λ). This is the Poincare´-Birkhoff-Witt property of the double affine Hecke algebra
H(κ, q).
The dual version of the Lusztig relations (3.2) and (3.3), now also including a commuta-
tion relation for T0, is given as follows. Write p(X) ∈ H(κ, q) for the element corresponding
to p ∈ C[TΛ]. In other words, p(X) =
∑
λ∈Λ cλX
λ if p(t) =
∑
λ∈Λ cλt
λ.
Corollary 4.6. Let 0 ≤ i ≤ n and p ∈ C[TΛ] ⊂ H(κ, q). Then
(4.5) Tip(X)− (si,qp)(X)Ti =
(
κi − κ−1i + (κ2ai − κ−12ai)Xaiq
1−X2aiq
)
(p(X)− (si,qp)(X))
in H(κ, q).
4.2. Duality antiisomorphism. Recall that we have associated to D = (R0,∆0, •,Λ,Λd)
the dual initial data Dd = (Rd0,∆
d
0, •,Λd,Λ), see (2.8).
We define the dual double affine braid group by Bd := B(Dd). We add a superscript d
to elements of Bd if confusion may arise. So we write dY λ (λ ∈ Λ), dXξ (ξ ∈ Λd) and T di
(0 ≤ i ≤ n) in Bd. The group generators T di (1 ≤ i ≤ n) of the homomorphic image of B0
in Bd will usually be written without superscripts.
Recall that Da0 = −ϕ (respectively −θ) if • = u (respectively • = t). We have
s0 = τ(−(Da0)d)sDa0 ∈ W • ⊆ W and T0 = Y −(Da0)dT−1sDa0 ∈ B. Dually, D(a
d
0) = −θd,
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sd0 = τ(θ)sθ ∈ W d and T d0 = Y θT−1sθ ∈ Bd. The following result, in the present generality, is
from [32, §4] (in [32] the duality isomorphism is constructed, which is related to the duality
antiisomorphism below via an elementary antiisomorphism). See also [11, 12, 37, 75, 61]
for special cases.
Theorem 4.7. There exists a unique antiisomorphism δ : B→ Bd satisfying
δ(Xrc) = Xrc ∀ r ∈ R,
δ
(
Y ξ
)
= dX−ξ ∀ ξ ∈ Λd,
δ
(
Ti
)
= Ti ∀ i ∈ {1, . . . , n},
δ
(
Xλ
)
= dY −λ ∀λ ∈ Λ.
Note that δd = δ−1, where δd is the duality antiisomorphism with respect to the dual
initial data Dd.
Recall that for λ ∈ Λ, v(λ) is the element in W0 of smallest length such that λ− = v(λ)λ.
Then τ(λ) = ud(λ)v(λ) in W d, where ud(λ) is the shortest element (with respect to the
length function ld on W d) of the coset τ(λ)W0 in W
d. Then Ω = {ud(λ) |λ ∈ Λ+min} and
in Bd,
dY λ = ud(λ)Tv(λ)
hence
δd(ud(λ)) = T−1v(λ)−1X
−λ
in B. On the other hand, τ(θ) = sd0sθ and ld(τ(θ)) = l(sθ) + 1, hence
T d0 =
dY θT−1sθ
in Bd and
δd(T d0 ) = T
−1
sθ
X−θ
in B.
The next result shows that the duality antiisomorphism from Theorem 4.7 descends to
an antiisomorphism between double affine Hecke algebras. In order to do so, we use the
isomorphism M ∼−→ Md from the complex torus M = M(D) onto Md = M(Dd) from
Lemma 2.13.
Theorem 4.8. The antiisomorphism δ : B → Bd descends to an antiisomorphism δ :
H(κ, q)→ Hd(κd, q) := H(Dd;κd, q).
For instance, the cross relations (4.5) in H(κ, q) for i ∈ {1, . . . , n} match with the the
cross relations (3.4) in Hd(κd, q) through the antiisomorphism δ. Note that δd = δ−1 also
on the level of the double affine Hecke algebra, where δd is the duality antiisomorphism
with respect to the dual data (Dd, κd).
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4.3. Evaluation formulas. We follow closely the arguments from [12] (which relates to
the special case that (Λ,Λd) = (P (R0), P (R
d
0))). See also [79, 61, 32]. We assume in this
subsection that q and κ ∈ M(D) satisfy either (3.5) or (3.6). Then we have the monic
nonsymmetric Macdonald-Koornwinder polynomials Pλ ∈ C[TΛ] (λ ∈ Λ) associated to
(D, κ, q), as well as the dual monic nonsymmetric Macdonald-Koornwinder polynomials
P dξ ∈ C[TΛd ] (ξ ∈ Λd) associated to (Dd, κd, q).
Write γdξ,q = γξ,q(D
d;κd•) ∈ TΛ (ξ ∈ Λd) for the spectral points with respect to the dual
initial data (Dd, κd, q). Concretely, they are given by
γdξ,q = q
ξ
∏
α∈R+0
dυη((ξ,α
d∨))α∨
α
with dυα := (κ
d
αd
)
1
2 (κd
µ
αd
c+αd
)
1
2 = κ
1
2
ακ
1
2
2α for α ∈ R+0 .
Cherednik’s basic representations
piD;κ,q : H(κ
•) ↪→ EndC
(
C[TΛ]
)
,
piDd;κd,q : H(κ
d•) ↪→ EndC
(
C[TΛd ]
)
extend to algebra maps
pi : H(κ, q) ↪→ EndC
(
C[TΛ]
)
,
pid : H(κd, q) ↪→ EndC
(
C[TΛd ]
)
by pi
(
X λ̂q
)
= eλ̂q for λ̂ ∈ Λ̂ and pid
(
dX ξ̂q
)
= eξ̂q for ξ̂ ∈ Λ̂d.
Note that
γd0,q =
∏
α∈R+0
dυ−α
∨
α ∈ TΛ, γ0,q =
∏
α∈R+0
υ−α
d∨
α ∈ TΛd .
Definition 4.9. Define evaluation maps Ev : H(κ, q)→ C and Evd : dH(κd, q)→ C by
Ev(Z) :=
(
pi(Z)1
)
(γd0,q), Z ∈ H(κ, q),
Evd(Z) :=
(
pid(Z)1
)
(γ0,q), Z ∈ Hd(κd, q).
The following lemma is crucial for the duality of the (nonsymmetric) Macdonald-Koornwinder
polynomials.
Lemma 4.10. For all Z ∈ H(κ, q),
Evd(δ(Z)) = Ev(Z).
Write H = H(κ, q) and Hd = Hd(κd, q). Define bilinear forms
B : H×Hd → C, B(Z, Z˜) = Ev(δd(Z˜)Z),
Bd : Hd ×H→ C, Bd(Z˜, Z) = Evd(δ(Z)Z˜)
for Z ∈ H and Z˜ ∈ Hd.
Corollary 4.11. B(Z, Z˜) = Bd(Z˜, Z) for all Z ∈ H and all Z˜ ∈ Hd.
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The following elementary lemma provides convenient tools to derive the evaluation for-
mula for nonsymmetric Macdonald-Koornwinder polynomials.
Lemma 4.12. Let p ∈ C[TΛ], p˜ ∈ C[TΛd ], Z,Z1, Z2 ∈ H and Z˜, Z˜1, Z˜2 ∈ Hd. Then
(i) B(Z1Z2, Z˜) = B(Z2, δ(Z1)Z˜).
(ii) B(ZTi, Z˜) = κiB(Z, Z˜) for 0 ≤ i ≤ n.
(iii) B((pi(Z)(p))(X), Z˜) = B(Zp(X), Z˜).
Lemma 4.12 and Corollary 4.11 imply
Proposition 4.13. (i) For ξ ∈ Λd and p ∈ C[TΛ],
P dξ (γ0,q)p(γ
d
ξ,q) = B(p, P
d
ξ ).
(ii) For λ ∈ Λ and p˜ ∈ C[TΛd ],
Pλ(γ
d
0,q)p˜(γλ,q) = B
d(p˜, Pλ).
Corollary 4.14 (duality). For λ ∈ Λ and ξ ∈ Λd we have
P dξ (γ0,q)Pλ(γ
d
ξ,q) = Pλ(γ
d
0,q)P
d
ξ (γλ,q).
The next aim is to explicitly evaluate Ev(Pλ) = Pλ(γ
d
0,q).
Using the results on the pairing B above and using Proposition 3.5, one first derives
an important intermediate result which shows how the action of generators of the double
affine Hecke algebra on monic nonsymmetric Macdonald-Koornwinder polynomials Pλ can
be explicitly expressed in terms of an action on the degree λ ∈ Λ of Pλ.
Recall that W d acts on Λ by (wτ(λ), λ′) 7→ w(λ+ λ′) (w ∈ W0 and λ, λ′ ∈ Λ).
Proposition 4.15. (i) If sdiλ = λ for 1 ≤ i ≤ n then
pi(Ti)Pλ = κ
d
iPλ.
(ii) If sd0λ = λ then
pi(δd(T d0 ))Pλ = κ
d
0Pλ.
(iii) Let λ ∈ Λ+min, then
pi
(
δd(ud(λ))
)
1 = κdv(λ)P−λ− .
(iv) Suppose 1 ≤ i ≤ n, λ ∈ Λ such that (λ, α∨i ) > 0. Then
pi(Ti)Pλ =
(κdi − (κdi )−1 + (κd2αdi − (κd2αdi )−1)γαdiλ,q
1− γ2αdiλ,q
)
Pλ + (κ
d
i )
−1Psdi λ.
(v) Suppose λ ∈ Λ such that ad0(λ) > 0. Then
pi
(
δ−1(T d0 )
)
Pλ =
(κd0 − (κd0)−1 + (κd2ad0 − (κd2ad0)−1)qθγ−θdλ,q
1− q2θγ−2θ
d
λ,q
)
Pλ + κ
d
v(sd0λ)
(κdv(λ))
−1Psd0λ
(note that ad0 = µθc− θd = µθ(c− θ∨) and sd0λ = λ+ (1− (λ, θ∨))θ).
The proposition gives the following recursion relations for Ev(Pλ) = Pλ(γ
d
0,q).
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Corollary 4.16. (i) If λ ∈ Λ+min then
Ev(Pλ) = (κ
d
v(λ))
−1.
(ii) If λ ∈ Λ, 1 ≤ i ≤ n and adi (λ) > 0 then
Ev(Psdi λ) =
(1− κdiκd2αdi γ
αdi
λ,q)(1 + κ
d
i (κ
d
2αdi
)−1γα
d
i
λ,q)
(1− γ2αdiλ,q )
Ev(Pλ).
(iii) If λ ∈ Λ and ad0(λ) > 0 then
Ev(Psd0λ) = (κ
d
0)
−1κdv(λ)(κ
d
v(sd0λ)
)−1
(1− qθκd0κd2ad0γ
−θd
λ,q )(1 + qθκ
d
0(κ
d
2ad0
)−1γ−θ
d
λ,q )
(1− q2θγ−2θ
d
λ,q )
Ev(Pλ).
Recall the definition ca = c
κ,q
a (·;D) ∈ C(TΛ) for a ∈ R• from (3.10). The dual version is
denoted by cda = c
κd,q
a (·;Dd) (a ∈ Rd•). Concretely, for a ∈ Rd•, cda ∈ C(TΛd) is given by
cda(t) :=
(1− κdaκd2ataq)(1 + κda(κd2a)−1taq)
1− t2aq
.
We also set for w ∈ W d,
cdw :=
∏
a∈Rd•,+∩w−1(Rd•,−)
cda ∈ C(TΛd).
An induction argument gives now the explicit evaluation formula for the nonsymmetric
Macdonald-Koornwinder polynomials (see [12, 79, 61]).
Theorem 4.17. For λ ∈ Λ we have
Ev
(
Pλ
)
= (κdτ(λ))
−1cdud(λ)(γ0,q).
4.4. Normalized nonsymmetric Macdonald-Koornwinder polynomials and dual-
ity. The treatment in this subsection is close to [12] and [79], which deal with the case that
(Λ,Λd) = (P (R0), P (R
d
0)) and C
∨C case, respectively. We assume that q and κ ∈ M(D)
satisfy (3.5) or (3.6). Then
Pλ(γ
d
0,q) 6= 0 & P dξ (γ0,q) 6= 0
for all λ ∈ Λ and ξ ∈ Λd in view of the evaluation formula (Theorem 4.17).
Recall the Macdonald-Koornwinder polynomials Pλ ∈ C[TΛ] (λ ∈ Λ) and P dξ ∈ C[TΛd ]
(ξ ∈ Λd) satisfy
pi(p(Y ))Pλ = p(γ
−1
λ,q)Pλ,
pid(r(dY ))P dξ = r(γ
d−1
ξ,q )P
d
ξ
for all p ∈ C[TΛd ] and r ∈ C[TΛ]. This motivates the following notation for the normalized
nonsymmetric Macdonald-Koornwinder polynomials.
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Definition 4.18. The normalized nonsymmetric Macdonald-Koornwinder polynomials are
defined by
E(γ−1λ,q; ·) :=
Pλ
Pλ(γd0,q)
∈ C[TΛ], λ ∈ Λ
and
Ed((γdξ,q)
−1; ·) := P
d
ξ
P dξ (γ0,q)
∈ C[TΛd ], ξ ∈ Λd.
We denote by E◦(γλ,q; ·) ∈ C[TΛ] the normalized Macdonald-Koornwinder polynomial
with respect to the inverted parameters (κ−1, q−1) (and similarly for Ed◦(γdξ,q; ·)).
For λ ∈ Λ we have E(γ−1λ,q; γd0,q) = 1. From the previous subsection we immediately get
the self-duality of the normalized nonsymmetric Macdonald-Koornwinder polynomials (cf.
[12, 75, 61, 32]).
Corollary 4.19. For all p ∈ C[TΛ], r ∈ C[TΛd ], λ ∈ Λ and ξ ∈ Λd,
B(p, Ed(γd−1ξ,q ; ·)) = p(γdξ,q),
B(E(γ−1λ,q; ·), r) = r(γλ,q).
In particular, E(γ−1λ,q; γ
d
ξ,q) = E
d(γd−1ξ,q ; γλ,q) for all λ ∈ Λ and γ ∈ Λd.
4.5. Polynomial Fourier transform. For the remainder of the text we assume that the
parameters q and κ ∈M(D) satisfy the more restrictive parameter conditions (3.9).
In order to compute the norms of the normalized nonsymmetric Macdonald-Koornwinder
polynomials it is convenient to formulate the explicit formulas from Proposition 4.15 in
terms of properties of a Fourier transform whose kernel is given by the normalized nonsym-
metric Macdonald-Koornwinder polynomial. For this we first need to consider the adjoint
of the double affine Hecke algebra action with respect to the sesquilinear form
〈p1, p2〉 :=
∫
TuΛ
p1(t)p2(t)v(t)dt, p1, p2 ∈ C[TΛ]
and express it in terms of an explicit antilinear antiisomorphism of the double affine Hecke
algebra.
Lemma 4.20. There exists a unique antilinear antialgebra isomorphism ‡ : H(κ, q) →
H(κ−1, q−1) satisfying T ‡w = T−1w (w ∈ W ) and (Xλ)‡ = X−λ (λ ∈ Λ). In addition,
〈piκ,q(h)p1, p2〉 = 〈p1, piκ−1,q−1(h‡)p2〉
for all h ∈ H.
Define
S := {γλ,q | λ ∈ Λ} ⊂ TΛd ,
Sd := {γdξ,q | ξ ∈ Λd} ⊂ TΛ,
and write F (S) (respectively F (Sd)) for the space of finitely supported complex valued
functions on S (respectively Sd). The following lemma follows easily from the results in
Subsection 2.2 and from Proposition 3.5.
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Lemma 4.21. There exists a unique algebra homomorphism ρ̂d : Hd → EndC(F (S))
satisfying for 0 ≤ i ≤ n,
(ρ̂d(T di )g)(γλ,q) = κ
d
i g(γλ,q) + (κ
d
i )
−1cdadi (γλ,q)(g(γsdi λ,q)− g(γλ,q)) if s
d
iλ 6= λ,
(ρ̂d(T di )g)(γλ,q) = κ
d
i g(γλ,q) if s
d
iλ = λ,
and satisfying for ω ∈ Ωd,
(ρ̂d(ω)g)(γλ,q) = g(γω−1λ,q)
and for ξ ∈ Λd,
(ρ̂(dXξ)g)(γλ,q) = γ
ξ
λ,qg(γλ,q).
Definition 4.22. We define the complex linear map
F : C[TΛ]→ F (S)
by
(Fp)(γ) := 〈p, E◦(γ; ·)〉, p ∈ C[TΛ], γ ∈ S.
For generators X ∈ H and p ∈ C[TΛ] we can re-express F(pi(X)p) as an explicit linear
operator acting on Fp ∈ F (S) using Lemma 4.20, Proposition 4.15 and Theorem 4.17.
It gives the following result (the first part of the theorem follows easily from the duality
antiisomorphism).
Theorem 4.23. (i) The following formulas define an algebra isomorphism Φ : H→ Hd,
Φ(Ti) = T
d
i , 1 ≤ i ≤ n,
Φ(T−1sθ X
−θ) = T d0 ,
Φ(T−1v(λ)−1X
−λ) = ud(λ)−1, λ ∈ Λ+min,
Φ(Y ξ) = dX−ξ, ξ ∈ Λd.
(ii) We have for all h ∈ H,
F ◦ pi(h) = ρ̂d(Φ(h)) ◦ F .
4.6. Intertwiners and norm formulas. Define for 0 ≤ i ≤ n,
Idi := [T
d
i ,
dX
adi
q ] ∈ Hd,
and Idω := ω ∈ Hd (ω ∈ Ωd). The following theorem extends results from [13, 75, 79].
Theorem 4.24. For a reduced expression w = ωsdi1s
d
i2
· · · sdir ∈ W d (ω ∈ Ωd, 0 ≤ ij ≤ n),
the expression
Idw := I
d
ωI
d
i1
Idi2 · · · Idir ∈ Hd
is well defined (independent of the choice of reduced expression). In addition,
pid(Idw) := r
d
w · wq ∈ EndC(C[TΛd ]),
where rdw :=
∏
a∈dR•+∩w(dR•−) r
d
a ∈ C[TΛd ] and rda ∈ C[TΛd ] is defined by
rda(t) := (κ
d
a)
−1(1− κdaκd2ataq)(1 + κda(κd2a)−1taq)
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for t ∈ TΛd. In addition, in Hd,
IdwI
d
w−1 = r
d
w(
dX)(wqr
d
w−1)(
dX)
and
Idwp(
dX) = (wqp)(
dX)Idw
for all p ∈ C[TΛd ].
The Idw ∈ Hd (w ∈ W d) are called the dual intertwiners. The intertwiners are defined by
Iw := δd(Idw) ∈ H, w ∈ W d
Then in H,
Iw−1Iw = rdw(Y −1)(wqrdw−1)(Y −1)
and
p(Y −1)Iw = Iw(wqp)(Y −1)
for all p ∈ C[TΛd ]. Proposition 4.15 and Theorem 4.17 give the following result.
Proposition 4.25. (i) If λ ∈ Λ and 0 ≤ i ≤ n satisfy sdiλ 6= λ then
pi(Ii)E(γ−1λ,q; ·) = γ−a
d
i
λ,q r
d
adi
(γλ,q)E(γ
−1
sdi λ,q
; ·).
(ii) If λ ∈ Λ and 0 ≤ i ≤ n satisfy sdiλ = λ then
pi(Ii)E(γ−1λ,q; ·) = 0.
(iii) If ω ∈ Ωd and λ ∈ Λ then
pi(Iω)E(γ−1λ,q; ·) = E(γ−1ω−1λ,q; ·).
This proposition shows that intertwiners can be used to create the nonsymmetric Macdonald-
Koornwinder polynomial from the the constant polynomial E(γ−10,q ; ·) ≡ 1 (cf., e.g., [61,
§5.10]). We explore now this observation to express the norms of the nonsymmetric
Macdonald-Koornwinder in terms of the nonzero constant term
〈1, 1〉 =
∫
TuΛ
v(t)dt =
C(γd0,q)
#W0
∫
TuΛ
v+(t)dt.
The constant term 〈1, 1〉 is a q-analog and root system generalization of the Selberg in-
tegral, whose explicit evaluation was conjectured by Macdonald [60] in case (Λ,Λd) =
(P (R0), P (R
d
0)). By various methods it was evaluated in special cases (for references we re-
fer to the detailed discussions in [60, 9]). A uniform proof in case (Λ,Λd) = (P (R0), P (R
d
0))
using shift operators was given in [9, Thm. 0.1] (see [79] for the C∨C case).
Write for λ ∈ Λ,
(4.6) N(λ) :=
〈E(γ−1λ,q; ·), E◦(γλ,q; ·)〉
〈1, 1〉 .
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We write
cdw :=
∏
a∈Rd•,+∩w−1(Rd•,−)
cda ∈ C[TΛd ],
cd−w :=
∏
a∈Rd•,+∩w−1(Rd•,−)
cd−a ∈ C[TΛd ]
for w ∈ W d (warning: cd−w(t) = cdw(t−1) is only valid if w ∈ W0). Part (i) of the following
theorem should be compared with [15, Prop. 3.4.1] and [61, (5.2.11)] (it originates from
[12] in case (Λ,Λd) = (P (R0), P (R
d
0)) and [75, 79] in the C
∨C case). The first part of
the theorem follows from Proposition 4.25 and the fact that the intertwiners behave nicely
with respect to the antiinvolution ‡ (see Lemma 4.20): for all 0 ≤ i ≤ n,
I‡i = Ii
in H(κ−1, q−1) and for all ω ∈ Ωd,
I‡ω = Iω−1
in H(κ−1, q−1). The second part of the theorem is immediate from the first and from the
biorthogonality of the nonsymmetric Macdonald-Koornwinder polynomials (see Theorem
3.13).
Theorem 4.26. (i) For λ ∈ Λ,
N(λ) =
cd−ud(λ)(γ0,q)
cd
ud(λ)
(γ0,q)
,
which is nonzero for all λ ∈ Λ.
(ii) The transform F : C[TΛ]→ F (S) is a linear bijection with inverse G : F (S)→ C[TΛ]
given by
(Gf)(t) := 1〈1, 1〉
∑
λ∈Λ
N(λ)−1f(γλ,q)E(γ−1λ,q; t)
for f ∈ F (S) and t ∈ TΛ.
Combined with the evaluation formula (Theorem 4.17) we get
Corollary 4.27. For all λ ∈ Λ,
〈Pλ, P ◦λ 〉
〈1, 1〉 =
(
κdud(λ)
)2
cdud(λ)(γ0,q)c
d
−ud(λ)(γ0,q).
4.7. Normalized symmetric Macdonald-Koornwinder polynomials. We keep the
same assumptions on q and on κ ∈ M(D) as in the previous subsection. The results in
this subsection are from [12] in case (Λ,Λd) = (P (R0), P (R
d
0)) and from [75, 79] in the
C∨C case.
For λ ∈ Λ− define
E+(γ−1λ,q; ·) ∈ C[TΛ]W0
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by
E+(γ−1λ,q; ·) := piκ,q(C+)E(γ−1λ,q; ·),
where (recall)
C+ :=
1∑
w∈W0 κ
2
w
∑
w∈W0
κwTw.
We call E+(γ−1λ,q; ·) the normalized symmetric Macdonald-Koornwinder polynomial of de-
gree λ ∈ Λ−.
Lemma 4.28. (i) For all w ∈ W0 and λ ∈ Λ−,
(4.7) E+(γ−1λ,q; ·) = pi(C+)E(γ−1wλ,q; ·).
(ii) E+(γ−1λ,q; γ
d
0,q) = 1 for all λ ∈ Λ−.
(iii) {E+(γ−1λ,q; ·)}λ∈Λ− is a basis of C[TΛ]W0 satisfying, for all p ∈ C[TΛd ]W0,
Dp(E
+(γ−1λ,q; ·)) = p(γ−1λ,q)E+(γ−1λ,q; ·) = p(q−λγ−10,q )E+(γ−1λ,q; ·).
(iv) For all λ ∈ Λ−,
E+(γ−1λ,q; ·) =
P+λ+(·)
P+λ+(γ
d
0,q)
.
(iv) For all λ ∈ Λ− and ξ ∈ Λd−,
E+(γ−1λ,q; γ
d
ξ,q) = E
+ d(γd−1ξ,q ; γλ,q).
As before we write superindex ◦ to indicate that the parameters (κ, q) are inverted. The
nonsymmetric and symmetric Macdonald-Koornwinder polynomials with inverted param-
eters (κ−1, q−1) can be explicitly expressed in terms of the ones with parameters (κ, q).
The result is as follows (see [15, §3.3.2] for (Λ,Λd) = (P (R0), P (Rd0)) and [82, (2.5)] in the
twisted case).
Proposition 4.29. (i) For all λ ∈ Λ,
E◦(γλ,q; t−1) = κ−1w0
(
piκ,q(Tw0)E(γ
−1
−w0λ,q; ·)
)
(t)
in C[TΛ], where w0 ∈ W0 is the longest Weyl group element and t ∈ TΛ.
(ii) For all λ ∈ Λ− we have
E+ ◦(γλ,q; t−1) = E+(γ−1−w0λ,q; t),
E+ ◦(γλ,q; t) = E+(γ−1λ,q; t)
in C[TΛ]W0.
Using intertwiners or Proposition 4.15 it is now possible to expand the normalized sym-
metric Macdonald-Koornwinder polynomials in nonsymmetric ones. This in turn leads to
an explicit expression of the quadratic norms of the symmetric Macdonald-Koornwinder
polynomials in terms of the nonsymmetric ones. Recall the rational function C(·) =
C(·;D;κ, q) ∈ C(TΛ) from (3.14). We write Cd(·) = C(·;Dd;κd, q) ∈ C(TΛd) for its dual
version.
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Theorem 4.30. (i) For λ ∈ Λ− we have
(4.8) P+λ+(t) =
∑
µ∈W0λ
 ∏
α∈R+0 ∩v(µ)R−0
cdα(γλ,q)
Pµ(t).
(ii) For λ ∈ Λ− we have
E+(γ−1λ,q; t) =
∑
µ∈W0λ
Cd(γµ,q)
Cd(γ0,q)E(γ
−1
µ,q; t).
(iii) For λ, µ ∈ Λ− we have
〈E+(γ−1λ,q; ·), E+(γ−1µ,q; ·)〉+
〈1, 1〉+ = δλ,µ
Cd(γλ,q)N(λ)
Cd(γ0,q)
where 〈p, r〉+ :=
∫
TuΛ
p(t)r(t)v+(t)dt.
As a consequence we get the following explicit evaluation formulas and quadratic norm
formulas for the monic symmetric Macdonald-Koornwinder polynomials. Set
N+(λ) :=
〈E+(γ−1λ,q; ·), E+(γ−1λ,q; ·)〉+
〈1, 1〉+ , λ ∈ Λ
−.
Corollary 4.31. (i) For λ ∈ Λ− we have
P+λ+(γ
d
0,q) =
Cd(γ0,q)cdτ(λ)(γ0,q)
Cd(γλ,q)κdτ(λ)
.
(ii) For λ ∈ Λ−,
N+(λ) =
Cd(γλ,q)cd−τ(λ)(γ0,q)
Cd(γ0,q)cdτ(λ)(γ0,q)
.
Remark 4.32. For λ ∈ Λ−, ∑
µ∈W0λ
N(µ)−1 = N+(λ)−1.
5. Explicit evaluation and norm formulas
We rewrite in this subsection the explicit evaluation formulas and the quadratic norm
espressions for the symmetric Macdonald-Koornwinder polynomials in terms of q-shifted
factorials (3.11). The explicit formulas for the GLn+1 symmetric Macdonald polynomials
(see Subsection 3.7) can be immediately obtained as special cases of the explicit formulas
below. We keep the conditions (3.9) on the parameters (κ, q).
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5.1. The twisted cases. In case we have initial data D = (R0,∆0, •,Λ,Λd) with • = t
the evaluation and norm formulas take the following explicit form.
Corollary 5.1. (i) Suppose • = t and S = ∅ = Sd. Then R = R• = Rd, κ = κd and
κmµαc+α = κα for all m ∈ Z and α ∈ R0. Then for all λ ∈ Λ−,
P+λ+(γ0,q) = γ
−λ
0,q
∏
α∈R+0
(
κ2αγ
−α
0,q ; qα
)
−(λ,α∨)(
γ−α0,q ; qα
)
−(λ,α∨)
,
N+(λ) = γ2λ0,q
∏
α∈R+0
(
1− γ−α0,q
1− q−(λ,α∨)α γ−α0,q
) (
qακ
−2
α γ
−α
0,q ; qα
)
−(λ,α∨)(
κ2αγ
−α
0,q ; qα
)
−(λ,α∨)
.
(ii) Suppose • = t and (Λ,Λd) = (ZR0,ZR0) (the C∨C case), realized concretely as in
Subsection 3.8. Recall the relabelling of the multiplicity functions κ and κd given by k =
κ2ϕ = k˜ and
{a, b, c, d} = {κθκ2θ,−κθκ−12θ , qθκ0κ2a0 ,−qθκ0κ−12a0},
{a˜, b˜, c˜, d˜} = {κθκ0,−κθκ−10 , qθκ2θκ2a0 ,−qθκ2θκ−12a0}.
Then for λ ∈ Λ− we have
P+λ+(γ
d
0,q) = (γ
d
0,q)
−λ ∏
α∈R+0,l
(
κ2ϕγ
−α
0,q ; qϕ
)
−(λ,α∨)(
γ−α0,q ; qϕ
)
−(λ,α∨)
×
∏
α∈R+0,s
(
a˜γ−α0,q , b˜γ
−α
0,q , c˜γ
−α
0,q , d˜γ
−α
0,q ; q
2
θ
)
−(λ,α∨)/2(
γ−2α0,q ; q
2
θ
)
−(λ,α∨)
and
N+(λ) = (γd0,q)
2λ
∏
α∈R+0,l
(
1− γ−α0,q
1− q−(λ,α∨)ϕ γ−α0,q
) (
qϕk
−2
ϕ γ
−α
0,q ; qϕ
)
−(λ,α∨)(
k2ϕγ
−α
0,q ; qϕ
)
−(λ,α∨)
×
∏
α∈R+0,s
(
1− γ−2α0,q
1− q−2(λ,α∨)θ γ−2α0,q
) (
q2θ a˜
−1γ−α0,q , q
2
θ b˜
−1γ−α0,q , q
2
θ c˜
−1γ−α0,q , q
2
θ d˜
−1γ−α0,q ; q
2
θ
)
−(λ,α∨)/2(
a˜γ−α0,q , b˜γ
−α
0,q , c˜γ
−α
0,q , d˜γ
−α
0,q ; q
2
θ
)
−(λ,α∨)/2
,
where R0,s ⊂ R0 (respectively R0,l ⊂ R0) are the short (respectively long) roots in R0. In
addition, qϕ = q
2
θ .
The formulas in the intermediate case • = t and S = ∅ 6= Sd (or S 6= ∅ = Sd) are
special cases of the C∨C case (by choosing an appropriate specialization of the multiplicity
function).
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5.2. The untwisted cases. If the initial data is of the form D = (R0,∆0, u,Λ,Λ
d) then
there are essentially two cases to consider, namely the case that S = ∅ = Sd and the
exceptional rank two case (see Subsection 3.9). Indeed, the cases corresponding to a
nonreduced extension of the untwisted affine root system with underlying finite root system
R0 of type Bn (n ≥ 3) or BCn (n ≥ 1) are special cases of the twisted C∨Cn case.
Corollary 5.2. (i) Suppose • = u and S = ∅ = Sd. Then R = Zc + R0, Rd = Zc + R∨0
and κmc+α = κα = κ
d
mc+α∨ for all m ∈ Z and α ∈ R0. Then for all λ ∈ Λ−,
P+λ+(γ
d
0,q) = γ
−λ
0,q
∏
α∈R+0
(
κ2αγ
−α∨
0,q ; q
)
−(λ,α∨)(
γ−α
∨
0,q ; q
)
−(λ,α∨)
,
N+(λ) = γ2λ0,q
∏
α∈R+0
(
1− γ−α∨0,q
1− q−(λ,α∨)γ−α∨0,q
) (
qκ−2α γ
−α∨
0,q ; q
)
−(λ,α∨)(
κ2αγ
−α∨
0,q ; q
)
−(λ,α∨)
.
(ii) Suppose D = (R0,∆0, u,ZR0,ZR∨0 ) with R0 of type C2, realized concretely as in Sub-
section 3.9. Recall the relabelling of the multiplicity functions κ and κd given by (3.19).
Then for λ ∈ Λ− we have
P+λ+(γ
d
0,q) = (γ
d
0,q)
−λ ∏
α∈R+0,s
(
c˜γ−α
∨
0,q , d˜γ
−α∨
0,q ; q
2
)
−(λ,α∨)/2(
γ−α
∨
0,q ; q
)
−(λ,α∨)
∏
β∈R+0,l
(
a˜γ−β
∨
0,q , b˜γ
−β∨
0,q ; q
)
−(λ,β∨)(
γ−2β
∨
0,q ; q
2
)
−(λ,β∨)
and
N+(λ) = (γd0,q)
2λ
∏
α∈R+0,s
(
1− γ−α∨0,q
1− q−(λ,α∨)γ−α∨0,q
) (
q2c˜−1γ−α
∨
0,q , q
2d˜−1γ−α
∨
0,q ; q
2
)
−(λ,α∨)/2(
c˜γ−α
∨
0,q , d˜γ
−α∨
0,q ; q
2
)
−(λ,α∨)/2
×
∏
β∈R+0,l
(
1− γ−2β∨0,q
1− q−2(λ,β∨)γ−2β∨0,q
) (
qa˜−1γ−β
∨
0,q , qb˜
−1γ−β
∨
0,q ; q
)
−(λ,β∨)(
a˜γ−β
∨
0,q , b˜γ
−β∨
0,q ; q
)
−(λ,β∨)
,
where R0,s ⊂ R0 (respectively R0,l ⊂ R0) are the short (respectively long) roots in R0.
6. Appendix on affine root systems
6.1. Affine root systems. The main reference for this subsection is Macdonald [56].
Let E be a real affine space with the associated space of translations V of dimension
n ≥ 1. Fix a real scalar product (·, ·) on V and set |v|2 = (v, v) for all v ∈ V . It turns E
into a metric space, called an affine Euclidean space [4, §3].
A map Ψ : E → E is called an affine linear endomorphism of E if there exists a linear
endomorphism dΨ of V such that Ψ(e + v) = Ψ(e) + dΨ(v) for all e ∈ E and all v ∈ V .
Set O(E) for the group of affine linear isometric automorphisms of E. Let τE : V → O(E)
be the group monomorphism defined by τE(v)(e) = e + v. Then we have a short exact
sequence of groups
τE(V ) ↪→ O(E)
d O(V ).
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For a subgroup W ⊆ O(E) let LW ⊆ V be the additive subgroup such that τE(LW ) =
Ker(d|W ).
Set Ê for the real n + 1-dimensional vector space of affine linear functions a : E → R.
Let c ∈ Ê be the constant function one. The gradient of an affine linear function a ∈ Ê
is the unique vector Da ∈ V such that a(e+ v) = a(e) + (Da, v) for all e ∈ E and v ∈ V .
The gradient map D : Ê → V is linear, surjective, with kernel consisting of the constant
functions on E.
For a, b ∈ Ê set (
a, b
)
:=
(
Da,Db
)
,
which defines a semi-positive definite symmetric bilinear form on Ê. The radical consists
of the constant functions on E. We write |a|2 := (a, a) for a ∈ Ê. Let O(Ê) be the form-
preserving linear automorphisms of Ê and Oc(Ê) its subgroup of automorphisms fixing the
constant functions.
The contragredient action of g ∈ O(E) on Ê, given by (ga)(e) := a(g−1e) (a ∈ Ê, e ∈ E),
realizes a group isomorphism O(E) ' Oc(Ê). Note that τE(v)a = a − (Da, v)c for a ∈ Ê
and v ∈ V .
A vector a ∈ Ê is called nonisotropic if Da 6= 0. For a nonisotropic vector a ∈ Ê let
sa : E → E be the orthogonal reflection in the affine hyperplane a−1(0) of E. It is explicitly
given by
sa(e) = e− a(e)Da∨, e ∈ E,
where v∨ := 2v/|v|2 ∈ V is the covector of v ∈ V \ {0}. Viewed as element of Oc(Ê) it
reads
sa(b) = b− (a∨, b)a, b ∈ Ê,
where a∨ := 2a/|a|2 ∈ Ê is the covector of a. For a subset R of nonisotropic vectors in
Ê let W (R) be the subgroup of O(E) ' Oc(Ê) generated by the orthogonal reflections sa
(a ∈ R).
Definition 6.1. A set R of nonisotropic vectors in Ê is an affine root system on E if
(1) R spans Ê,
(2) W (R) stabilizes R,
(3) (a∨, b) ∈ Z for all a, b ∈ R,
(4) W (R) acts properly on E (i.e., if K1 and K2 are two compact subsets of E then
w(K1) ∩K2 6= ∅ for at most finitely many w ∈ W (R)),
(5) LW (R) spans V .
The elements a ∈ R are called affine roots. The group W (R) is called the affine Weyl
group of R. The real dimension n of V is the rank of R.
Definition 6.2. Let R be an affine root system on E. A nonempty subset R′ ⊆ R is called
an affine root subsystem if W (R′) stabilizes R′ and if LW (R′) generates the real span V ′ of
the set {Da}a∈R′ of gradients of R′ in V .
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Remark 6.3. With the notations from the previous definitions, let E ′ be the V ′⊥-orbits of
E, where V ′⊥ is the orthocomplement of V ′ in V . It is an affine Euclidean space with V ′
the associated space of translations and with norm induced by the scalar product on V ′.
Let F ⊆ Ê be the real span of R′. Then F ∼→ Ê ′ with form-preserving linear isomorphism
a 7→ a′ defined by a′(e+ V ′⊥) := a(e) for all a ∈ F and e ∈ E. With this identification R′
is an affine root system on E ′. Furthermore, the corresponding affine Weyl group W (R′)
is isomorphic to the subgroup of W (R) ⊂ O(E) generated by the orthogonal reflections sa
(a ∈ R′).
We call an affine root system R irreducible if it cannot be written as a nontrivial or-
thogonal disjoint union R′ ∪ R′′ (orthogonal meaning that (a, b) = 0 for all a ∈ R′ and
all b ∈ R′′). It is called reducible otherwise. In that case both R′ and R′′ are affine root
subsystems of R. Each affine root system is an orthogonal disjoint union of irreducible
affine root subsystems (cf. [56, §3]).
Remark 6.4. Macdonald’s [56, §2] definition of an affine root system is (1)-(4) of Definition
6.1. Careful analysis reveals that Macdonald tacitly assumes condition (5), which only
follows from the four axioms (1)-(4) if R is irreducible. Mark Reeder independently noted
that an extra condition besides (1)-(4) is needed in order to avoid examples of affine root
systems given as an orthogonal disjoint union of an affine root system R′ and a finite
crystallographic root system R′′ (compare, on the level of affine Weyl groups, with [3,
Chpt. V, §3] and [4, §1.3]). Mark Reeder proposes to add to (1)-(4) the axiom that
for each α ∈ D(R) there exists at least two affine roots with gradient α. The resulting
definition is equivalent to Definition 6.1, as well as to the notion of an e´chelonnage from
[4, (1.4.1)] (take here [4, (1.3.2)] into account).
An affine root system R is called reduced if Ra∩R = {±a} for all a ∈ R, and nonreduced
otherwise. If R is nonreduced then R = Rind ∪ Runm with Rind (respectively Runm) the
reduced affine root subsystem of R consisting of indivisible (respectively unmultiplyable)
affine roots.
If R ⊂ Ê is an affine root system then R0 := D(R) ⊂ V is a finite crystallographic
root system in V , called the gradient root system of R. The associated Weyl group W0 =
W0(R0) is the subgroup of O(V ) generated by the orthogonal reflections sα ∈ O(V ) in the
hyperplanes α⊥ (α ∈ R0), which are explicitly given by sα(v) = v − (α∨, v)α for v ∈ V .
The Weyl group W0 coincides with the image of W (R) under the differential d.
We now define an appropriate equivalence relation between affine root systems, called
similarity. It is a slightly weaker notion of similarity compared to the one used in [56, §3].
This is to render affine root systems that differ by a rescaling of the underlying gradient
root system similar, see Remark 6.6.
Definition 6.5. We call two affine root systems R ⊂ Ê and R′ ⊂ Ê ′ similar, R ' R′, if
there exists a linear isomorphism T : Ê
∼−→ Ê ′ which restricts to a bijection of R onto R′
preserving Cartan integers,(
(Ta)∨, T b
)
=
(
a∨, b
)
, ∀ a, b ∈ R.
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Similarity respects basic notions as affine root subsystems and irreducibility. If R ' R′,
realized by the linear isomorphism T , then TsaT
−1 = sTa for all a ∈ R. In particular,
W (R) ' W (R′). Note that T maps constant functions to constant functions. Replacing
T by −T if necessary, we may assume without loss of generality that T (c) ∈ R>0c′, where
c ∈ Ê and c′ ∈ Ê ′ denote the constant functions one on E and E ′ respectively. With this
additional condition we call T a similarity transformation between R and R′.
If R is an affine root system and λ ∈ R∗ := R \ {0} then λR := {λa}a∈R is an affine root
system similar to R (the similarity transformation realizing R
∼→ λR is scalar multiplication
by |λ|). We call λR a rescaling of the affine root system R. If two affine root systems R
and R′ are similar, then a similarity transformation T between R and a rescaling of R′
exists such that T (c) = c′. In this case T arises as the contragredient of an affine linear
isomorphism from E ′ onto E. For instance, each affine Weyl group element w ∈ W (R) is
a selfsimilarity transformation of R in this way.
If the affine root systems R ⊂ Ê and R′ ⊂ Ê ′ are similar, then so are their gradients
R0 ⊂ V and R′0 ⊂ V ′ (i.e. there exists a linear isomorphism t of V onto V ′ restricting
to a bijection of R0
∼→ R′0 and preserving Cartan integers). Indeed, if T is a similarity
transformation between R and R′, then the unique linear isomorphism t : V ∼−→ V ′ such
that D ◦ T = t ◦D realizes the similarity between R0 and R′0.
Remark 6.6. Let R ⊂ Ê be an irreducible affine root system with associated gradient
R0 ⊂ V . Fix an origin e ∈ E. For λ ∈ R∗ \ {±1} and a ∈ R define aλ ∈ Ê by
aλ(e + v) := a(e) + λ(Da, v) for all v ∈ V . Then Rλ = {aλ}a∈R ⊂ Ê is an affine root
system similar to R, and Rλ,0 = λR0. The affine root systems R and Rλ are not similar if
one uses Macdonald’s [56, §3] definition of similarity.
In the remainder of this section we assume that R is an irreducible affine root system of
rank n. Since W (R) acts properly on E, the set of regular elements
Ereg := E \
⋃
a∈R
a−1(0)
decomposes as the disjoint union of open n-simplices, called chambers of R. For a fixed
chamber C there exists a unique R-basis ∆ = ∆(C,R) of Ê consisting of indivisible affine
roots ai = ai,C (0 ≤ i ≤ n) such that C = {e ∈ E | ai(e) > 0 ∀i ∈ {0, . . . , n}}. The set of
roots ∆ is called the basis of R associated to the chamber C. The affine roots ai are called
simple affine roots. Any affine root a ∈ R can be uniquely written as a = ∑ni=0 λiai with
either all λi ∈ Z≥0 or all λi ∈ Z≤0. The subset of affine roots of the first type is denoted
by R+ and is called the set of positive affine roots with respect to ∆. Then R = R+ ∪R−
(disjoint union) with R− := −R+ the subset of negative affine roots. The affine Weyl group
W (R) is a Coxeter group with Coxeter generators the simple reflections sai (0 ≤ i ≤ n).
A rank n affine Cartan matrix is a rational integral (n+1)×(n+1)-matrix A = (aij)ni,j=0
satisfying the four conditions
(1) aii = 2,
(2) aij ∈ Z≤0 if i 6= j,
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(3) aij = 0 implies aji = 0,
(4) det(A) = 0 and all the proper principal minors of A are strictly positive.
(5) A is indecomposable (i.e. the matrices obtained from A by a simultaneous permu-
tation of its rows and columns are not the direct sum of two nontrivial blocks).
The larger class of rational integral matrices satisfying conditions (1)-(3) are called
generalized Cartan matrices. They correspond to Kac-Moody Lie algebras, see [40]. The
Kac-Moody Lie algebras related to the subclass of affine Cartan matrices are the affine Lie
algebras. The affine Cartan matrices have been classified by Kac [40, Chpt. 4].
Fix an ordered basis ∆ = (a0, a1, . . . , an) of R. The matrix A = A(R,∆) = (aij)0≤i,j≤n
defined by
aij :=
(
a∨i , aj
)
is an affine Cartan matrix. The coefficients aij (0 ≤ i, j ≤ n) are called the affine Cartan
integers of R.
If R ' R′ with associated similarity transformation T , then the T -image of an ordered
basis ∆ of R is an ordered basis ∆′ of R′. Let R and R′ be irreducible affine root systems
with ordered bases ∆ and ∆′ respectively. We say that (R,∆) is similar to (R′,∆′),
(R,∆) ' (R′,∆′), if the irreducible affine root systems R and R′ are similar and if there
exists an associated similarity transformation T mapping the ordered basis ∆ of R to the
ordered basis ∆′ of R′. For similar pairs the associated affine Cartan matrices coincide.
Moreover, the affine Cartan matrix A(R,∆) modulo simultaneous permutations of its row
and columns does not depend on the choice of ordered basis ∆. This leads to a map from
the set of similarity classes of reduced irreducible affine root systems to the set of affine
Cartan matrices up to simultaneous permutations of rows and columns. Using Kac’ [40,
Chpt. 4] classification of the affine Cartan matrices and the explicit construction of reduced
irreducible affine root systems from [56] (see also the next subsection), it follows that the
map is surjective. It is injective by a straightforward adjustment of the proof of [35, Prop.
11.1] to the present affine setup. Hence we obtain the following classification result.
Theorem 6.7. Reduced irreducible affine root systems up to similarity are in bijective
correspondence to affine Cartan matrices up to simultaneous permutations of the rows and
columns.
Remark 6.8. Affine Cartan matrices also parametrize affine Lie algebras (see [40]). For a
given affine Cartan matrix the set of real roots of the associated affine Lie algebra is the
associated irreducible reduced affine root system.
Affine Cartan matrices up to simultaneous permutations of the rows and columns (and
hence similarity classes of irreducible reduced affine root systems) can be naturally encoded
by affine Dynkin diagrams [40, 56]. The affine Dynkin diagram associated to an affine
Cartan matrix A = (aij)
n
i,j=0 is the graph with n+ 1 vertices in which we join the ith and
jth node (i 6= j) by aijaji edges. In addition we put an arrow towards the ith node if
|aij| > 1. At the end of the appendix we list all affine Dynkin diagrams and link it to Kac’s
[40] classification.
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6.2. Explicit constructions. The main reference for the results in this subsection is [56].
For an irreducible finite crystallographic root system R0 of type A,D,E or BC there
is exactly one similarity class of reduced irreducible affine root systems whose gradient
root system is similar to R0. For the other types of root systems R0, there are two such
similarity classes of reduced irreducible affine root systems. We now proceed to realize
them explicitly.
Let R0 ⊂ V be an irreducible finite crystallographic root system (possibly nonreduced).
The affine space E is taken to be V with forgotten origin. We will write V for E in the
sequel if no confusion is possible.
We identify the space Ê of affine linear functions on E with V ⊕Rc as real vector space,
with c the constant function identically equal to one on V and with V ∗ ' V the linear
functionals on V (the identification with V is realized by the scalar product on V ). With
these identifications,
Oc(Ê) ' O(E) = O(V )n τ(V ),
with τ(v)(e) = e+ v. Regarding τ(v) as element of Oc(V̂ ) it is given by
τ(v)a = −(Da, v)c+ a, a ∈ V̂ .
Note that the orthogonal reflection sa ∈ O(E) associated to a = λc + α ∈ Ê (λ ∈ R,
α ∈ V \ {0}) decomposes as sλc+α = τ(−λα∨)sα.
Consider the subset
S(R0) := {mc+ α}m∈Z,α∈Rind0 ∪ {(2m+ 1)c+ β}m∈Z,β∈R0\Rind0
of V̂ , where Rind0 ⊆ R0 is the root subsystem of indivisible roots. Then S(R0) and S(R∨0 )∨
are reduced irreducible affine root systems with gradient root system R0. We call S(R0)
(respectively S(R∨0 )∨) the untwisted (respectively twisted) reduced irreducible affine root
system associated to R0. Note that S(R0) ' S(R∨0 )∨ if R0 is of type A,D,E or BC.
Proposition 6.9. The following reduced irreducible affine root systems form a complete
set of representatives of the similarity classes of reduced irreducible affine root systems:
(1) S(R0) with R0 running through the similarity classes of reduced irreducible finite
crystallographic root systems (i.e. R0 of type A,B, . . . , G),
(2) S(R∨0 )∨ with R0 running through the similarity classes of reduced irreducible finite
crystallographic root systems having two root lengths (i.e. R0 of type Bn (n ≥ 2),
Cn (n ≥ 3), F4 and G2),
(3) S(R0) with R0 a nonreduced irreducible finite crystallographic root system (i.e. R0
of type BCn (n ≥ 1)).
In view of the above proposition we use the following terminology: a reduced irreducible
affine root system R is said to be of untwisted type if R ' S(R0) with R0 reduced, of twisted
type if R ' S(R∨0 )∨ with R0 reduced, and of mixed type if R ' S(R0) with R0 nonreduced.
Note that a reduced irreducible affine root system R with gradient root system of type
A,D or E is of untwisted and of twisted type.
MACDONALD-KOORNWINDER POLYNOMIALS 53
Suppose that ∆0 = (α1, . . . , αn) is an ordered basis of R0. Let ϕ ∈ R0 (respectively
θ ∈ R0) be the associated highest root (respectively the highest short root). Then
∆ := (a0, a1, . . . , an) = (c− ϕ, α1, . . . , αn)
is an ordered basis of S(R0), while
∆ := (a0, a1, . . . , an) = (
|θ|2
2
c− θ, α1, . . . , αn)
is an ordered basis of S(R∨0 )∨.
6.3. Nonreduced irreducible affine root systems. If R is an irreducible affine root
system with ordered basis ∆, then ∆ is also an ordered basis of the affine root subsystem
Rind of indivisible roots. Furthermore, R ' R′ impliesRind ' R′,ind. To classify nonreduced
irreducible affine root systems up to similarity, one thus only needs to understand the
possible ways to extend reduced irreducible affine root systems to nonreduced ones.
Let R′ be a reduced irreducible affine root system with affine Weyl group W = W (R′).
Choose an ordered basis ∆ = (a0, a1, . . . , an) of R
′. Set
(6.1) S := {a ∈ ∆ | (ZR′, a∨) = 2Z}.
Let 1 ≤ m ≤ #S + 1 and choose a subset Sm of S of cardinality m. Then
R(m) := R′ ∪
⋃
a∈Sm
W (2a)
is an irreducible affine root system with R(m),ind ' R′.
Considering the possible affine Dynkin diagrams associated to (R′,∆) (see Subsection
6.4) it follows that the set S (6.1) is of cardinality ≤ 2. It is of cardinality two iff R′ '
S(R∨0 )∨ with R0 of type A1 or with R0 of type Bn (n ≥ 2). It is of cardinality one iff
R′ ' S(R0) with R0 of type Bn (n ≥ 2) or of type BCn (n ≥ 1). Hence the similarity class
of R(m) does not depend on the choice of subset Sm ⊆ S of cardinality m, and it does not
depend on the choice of ordered basis ∆ of R′. The number of W -orbits of R(m) equals the
number of W -orbits of R′ plus m. The number of similarity classes of irreducible affine
root systems R satisfying Rind ' R′ is #S + 1.
If R0 is of type A1 or of type Bn (n ≥ 2) we thus have a nonreduced irreducible affine root
system in which two W -orbits are added to S(R∨0 )∨. It is labelled as C∨Cn by Macdonald
[56]. In the rank one case it has four W -orbits, otherwise five. A detailed description of
this affine root system is given in Subsection 3.8.
Irreducible affine root subsystems with underlying reduced affine root system S(R0)
having finite root system R0 of type BCn (n ≥ 1) or of type Bn (n ≥ 3) can be naturally
viewed as affine root subsystems of the affine root system of type C∨Cn. This is not the
case for the nonreduced extension of the affine root system S(R0) with R0 of type B2. It
can actually be better viewed as the rank two case of the family S(R0) with R0 of type Cn
since, in the corresponding affine Dynkin diagram, the vertex labelled by the affine simple
root a0 is double bonded with the finite Dynkin diagram of R0. The nonreduced extension
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of S(R0) with R0 of type C2 was missing in Macdonald’s [56] classification list. It was
added in [61, (1.3.17)].
6.4. Affine Dynkin diagrams. In this subsection we list the connected affine Dynkin
diagrams (cf. [56, Appendix 1]) which, as we have seen, are in one to one correspondence
to similarity classes of irreducible reduced affine root systems. Each similarity class of
irreducible reduced affine root systems has a representative of the form S(R0) or S(R∨0 )∨ for
a unique irreducible finite crystallographic root system R0 up to similarity, see Subsection
6.2. Recall that S(R∨0 )∨ ' S(R0) if R0 is of type A,D,E,BC. We label the connected
affine Dynkin diagram by X̂ with X the type of the associated finite root system R0 if
X ∈ {A,D,E,BC}. If the associated finite root system R0 is of type X ∈ {B,C, F,G}
then we label the connected affine Dynkin diagram by X̂u (respectively X̂ t) if the associated
irreducible reduced affine root system is S(R0) (respectively S(R∨0 )∨). Since A1 ' B1 ' C1
and B2 ' C2 there is some redundancy in the notations, we pick the one which is most
convenient to fit it into an infinite family of affine Dynkin diagrams. In the terminology of
Subsection 6.2, the irreducible reduced affine root systems corresponding to affine Dynkin
diagrams labelled by X̂ with X ∈ {A,D,E} are of untwisted and of twisted type, labelled
by B̂C of mixed type, labelled by X̂u of untwisted type and labelled by X̂ t of twisted type.
In [56, Appendix 1] the affine Dynkin diagrams labelled B̂tn and Ĉ
t
n are called of type C
∨
n
and B∨n respectively. The remaining relations with the notations and terminologies in [56,
Appendix 1] are self-explanatory.
We specify in each affine Dynkin diagram a particular vertex (the grey vertex) which is
labelled by the unique affine simple root a0 in the particular choice of ordered basis ∆ of
S(R0) or S(R∨0 )∨ as specified in Subsection 6.2.
In Kac’s notations (see Tables Aff 1–3 in [40, §4.8]) the affine Dynkin diagrams are
labelled differently: our label X̂ corresponds toX(1) ifX ∈ {A,D,E} and B̂Cn corresponds
to A
(2)
2n (n ≥ 1). Our label X̂u corresponds to X(1) if X ∈ {B,C, F,G}. Finally, our label
B̂tn corresponds to D
(2)
n+1 (n ≥ 2), Ĉtn corresponds to A(2)2n−1 (n ≥ 3), F̂ t4 to E(2)6 and Ĝt2 to
D
(3)
4 .
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Figure 1. Â1 and Ân (n ≥ 2)
...... ......
Figure 2. B̂un (n ≥ 3)
...... ......
Figure 3. B̂tn (n ≥ 2)
...... ......
Figure 4. B̂C1 and B̂Cn (n ≥ 2)
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Figure 5. Ĉun (n ≥ 2)
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Figure 6. Ĉtn (n ≥ 3)
...... ......
Figure 7. D̂n (n ≥ 4)
Figure 8. Ê6, Ê7 and Ê8
Figure 9. F̂ u4 and F̂
t
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Figure 10. Ĝu2 and Ĝ
t
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