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Consider a Navier–Stokes liquid ﬁlling the three-dimensional space
exterior to a moving rigid body and subject to an external force.
Using a coordinates system attached to the body, the equations
of the ﬂuid can be written in a time-independent domain, which
results in a perturbed Navier–Stokes system where the extra terms
depend on the velocity of the rigid body.
In this paper, we consider the related whole space problem
and construct a strong solution with ﬁnite kinetic energy for
the corresponding steady-state equations. For this, appropriate
conditions on the external force have to be imposed (for instance,
that it is a function with compact support and null average)
together with a smallness condition involving the viscosity of the
ﬂuid. First, a linearized version of the problem is analysed by
means of the Fourier transform, and then a strong solution to the
full nonlinear problem is obtained by a ﬁxed point procedure. We
also show that such a solution satisﬁes the energy equation and is
unique within a certain class.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Consider a Navier–Stokes liquid, with kinematic viscosity ν , that ﬁlls the three-dimensional space
exterior to a moving rigid body. Using a reference frame attached to the body, the equations of
motion of the liquid can be written in a ﬁxed, time-independent domain, Ω , in the form (see, for
instance [14])
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∇ · u = 0
}
in Ω × (0,∞),
u = u∗ + U on Σ × (0,∞),
lim|x|→∞u(x, t) = 0 in (0,∞),
u(x,0) = u0(x), for x ∈ R3, (1.1)
where the unknowns are u, the velocity ﬁeld of the ﬂuid, and q, the pressure. The vector ﬁeld
U (x, t) = ζ(t) + ω(t) × x represents the velocity of the rigid body (ζ is the velocity of the center
of mass and ω is the angular velocity), the boundary values v∗ represent a motion of the surface of
the body, and F represents an external force acting on the liquid.
A signiﬁcant feature that distinguishes system (1.1) from the standard Navier–Stokes equations is
the presence of the Coriolis force term ω× v and the extra convection term (ω× x) · ∇u in the equa-
tion of conservation of linear momentum. Due to the unbounded coeﬃcient ω × x, this convection
term produces additional diﬃculties in the study of the Navier–Stokes equations in unbounded do-
mains. In the last years, many authors have been interested in the study of several aspects of the
Navier–Stokes equations around a rotating body, namely, the analysis of the steady problem [9,23,
24,28], including the asymptotic behavior of steady solutions [16,17], the analysis of the unsteady
problem [3,4], in particular, the existence of mild solutions and strong solutions [5,15,18,21], the
properties of the Stokes and Oseen operators with “rotation effect” [11,22,25], and the properties of
the fundamental solutions of the unsteady and steady linearized versions of the problem [8,19].
In this paper, we will assume that U is independent of time, U (x) = ζ + ω × x, and consider the
whole space problem associated to (1.1), which, in the unsteady case is described by
∂tu = νu − u · ∇u + ζ · ∇u +ω × x · ∇u −ω × u − ∇q + F ,
∇ · u = 0
}
in R3 × (0,∞),
lim|x|→∞u(x, t) = 0 in (0,∞),
u(x,0) = u0(x), for x ∈ R3, (1.2)
and in the steady case reduces to
νv = v · ∇v − ζ · ∇v −ω × x · ∇v +ω × v + ∇p + f ,
∇ · v = 0
}
in R3,
lim|x|→∞ v(x) = 0. (1.3)
System (1.3) and its linearized version obtained by disregarding the term v · ∇v have also been in-
vestigated in the last years, not only by its independent interest but also as a preliminary stage in
the study of the steady counterpart of the exterior problem (1.1). Several results on existence, unique-
ness and regularity of solutions can be found, for instance, in [6,7,10,14] and in some of references
aforementioned.
Our aim here is to construct steady ﬂows (1.3) with ﬁnite kinetic energy. This means that the
corresponding velocity ﬁeld v belongs to L2(R3)3, what usually does not happen in ﬂows in exterior
domains. In general (see, for instance, [13] for the case ω = 0 and [14,16,28] for the more general
case we are considering here), given f ∈ L2(R3)3 ∩ D−1,20 (R3)3, where D−1,20 (R3)3 is the dual of
{w ∈ L1loc(R3)3: ∇w ∈ L2(R3)3×3, w ∈ L6(R3)3}, a solution to (1.3) satisﬁes
∇v ∈ L2(R3)3×3, D2v j ∈ L2(R3)3×3 ( j = 1,2,3)
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ω = 0, it is well known (see [12] or Theorem IX.7.2 in [13]) that, for f ∈ L2(R3)3 of bounded support,
v ∈ L2(R3)3 holds if and only if ∫
R3
f = 0. Hence, not every external force f will produce a steady
motion with ﬁnite kinetic energy, and therefore our study will have to be restricted to an appropriate
class of forcing terms.
Like in the recent articles [1,2] of Bjorland and Schonbek, we will assume that f ∈ L2(R3)3 ∩
D−1,20 (R3)3 and that
there exist α > 1/2, 
 > 0 and M > 0 such that∣∣ fˆ (ξ)∣∣ M|ξ |α, for a.a. ξ with |ξ | < 
, (1.4)
where fˆ denotes the Fourier transform of f . As we will see in Section 3, this class of functions
contains all functions f ∈ L2(R3)3 ∩ D−1,20 (R3)3 of the form f = ∇ · G with G ∈ L1(R3)3×3 and all
functions f ∈ L2(R3)3 with compact support and satisfying ∫
R3
f (x)dx = 0.
In [1], a new method is proposed for constructing a weak solution v with ﬁnite kinetic energy for
system (1.3) with ζ = 0 and ω = 0. Speciﬁcally, for f small enough in a natural norm and with low
frequencies suﬃciently controlled, the approach of Bjorland and Schonbek consists in ﬁrst showing
that a linearized version of the problem (1.2) with ζ = 0, ω = 0, F = 0 and u0 = f possesses a
unique solution u˜ such that ‖u˜(t)‖2  C(1+ t)−β (β > 1), and then in taking the steady state v˜(x) :=∫∞
0 u˜(x, t)dt as an “approximate solution” for (1.3). Due to the fast decay of ‖u˜(t)‖2 when t → ∞,
v˜ belongs to L2(R3)3. This idea is used to generate a sequence of steady states which is shown to
converge to a solution v of the nonlinear problem (1.3). The time decay of the L2-norm of each u˜ is
proved by means of the Fourier Splitting Method [26,27] which is also used to establish a stability
result for the steady state with ﬁnite energy.
In the spirit of the approaches of [20] and [1], our objective is to solve the more general steady
problem (1.3) in the L2-framework, avoiding potential theoretic methods. Under the hypotheses we
have speciﬁed above for the external force f , we propose, as an alternative to the potential theoretic
methods, a simple approach for obtaining a strong solution to (1.3), that consists essentially in applying
the Fourier transform directly to an appropriate linearized version of the problem. This procedure is
more direct than the one of Bjorland and Schonbek [1] because it avoids the study of the related
unsteady problem (1.2). On the other hand, it also allows a straightforward analysis of the terms
depending on ζ and ω which are not present in the problem studied in [1]. Basically, it will be
restriction (1.4) on fˆ that will ensure v ∈ L2(R3)3 in a steady ﬂow. This means, and it will be evident
in the proof of Theorem 4.1, that the L2-summability of v is closely related with the behavior of fˆ
near the origin. After the study of the linear problem, we ﬁnd a strong solution to (1.3) by means
of the contraction mapping principle. To complete our study, we show that the constructed solution
satisﬁes the energy equation and is unique in a certain class, larger than the existence one.
The plan of the paper is the following. In Section 2, we introduce some notation and state the
main results of the paper. Section 3 is devoted to the characterization of a set of admissible external
forces based on condition (1.4). In Section 4, we establish existence and uniqueness results for a
linearized version of problem (1.3) with external force satisfying (1.4), and we prove, in particular, the
L2-summability of the corresponding velocity ﬁeld. Finally, in Section 5, we consider the nonlinear
problem (1.3) for which we show existence of a solution with ﬁnite kinetic energy, a uniqueness
result and the validity of the energy equation.
2. Notation and statement of the main results
In addition to the notation given in the Introduction, we shall adopt the following one. If z is
a complex number, z denotes its complex conjugate. We deﬁne Bρ = {x ∈ R3: |x| < ρ} and Bρ =
{x ∈ R3: |x| > ρ} for ρ > 0, and Bρ2ρ1 = {x ∈ R3: ρ1 < |x| <ρ2} for 0< ρ1 < ρ2.
For A a second order tensor in R3 and a ∈ R3, the symbols a · A and A · a mean vectors with
components A jka j and A jkak , respectively, in the canonical basis {e1, e2, e3} of R3. Moreover, if B
A.L. Silvestre / J. Differential Equations 247 (2009) 2124–2139 2127is another second order tensor in R3, we indicate the Frobenius product by A : B = A jkB jk and the
induced norm by |A| = √A : A. Throughout the paper, we use the convention that an index appearing
two or more times in a single term implies summation across that index.
For a suﬃciently regular vector ﬁeld v : R3 → R3, by ∇v we denote the second order tensor ﬁeld
whose components (∇v) jk are given by ∂vk∂x j , and by D(v) we denote the symmetric part of ∇v . The
second order derivatives of v will be indicated by D2v , more precisely, for each j ∈ {1,2,3}, D2v j is
the Hessian matrix of v j .
We shall use standard notation for function spaces. So, for instance, Lr(O) and Wm,r(O) will
denote the usual Lebesgue and Sobolev spaces on the domain O, with norms ‖ · ‖r,O and ‖ · ‖m,r,O ,
respectively. We will also use the homogeneous Sobolev spaces Dm,r(O) (see [13]) with associated
seminorm |u|m,r,O := (∑|l|=m ∫O |Dlu|r) 1r , where Dlu denotes a partial derivative of order l. Notations
like Lr(O)3 (resp. Lr(O)3×3), Wm,r(O)3 (resp. Wm,r(O)3×3), etc. will be used to denote analogous
spaces of vector-valued functions (resp. tensor-valued functions). Whenever confusion will not arise,
we shall omit the subscript O in the above norms and seminorms.
Let D1,20 (R
3) be the homogeneous Sobolev space deﬁned by D1,20 (R
3) = C∞0 (R3)|.|1,2 , where
C∞0 (R3) is the subspace of C∞(R3) of functions with compact support. Recall that (see [13])
D1,20 (R
3) = {v ∈ L1loc(R3): v ∈ D1,2(R3), v ∈ L6(R3)}. The dual space (D1,20 (R3))′ will be indicated
by D−1,20 (R3), with norm | . |−1,2, and the duality 〈F , v〉 will indicate the value of F ∈ D−1,20 (R3) at
v ∈ D1,20 (R3). The above considerations concerning vector- and tensor-valued functions hold for the
spaces D1,20 (R
3) and D−1,20 (R3) as well.
For a function f ∈ L1(R3) we denote by fˆ the Fourier transform of f , deﬁned by fˆ (ξ) = F( f )(ξ) =
(2π)−3/2
∫
R3
e−iξ ·x f (x)dx for each ξ ∈ R3. The extension of F to L2(R3) is an isometric automor-
phism and, in a more general context, F is an automorphism of S ′(R3), the space of tempered
distributions.
Now, let us proceed with the precise description of our main results. The ﬁrst main result of the
paper is
Theorem 2.1. Let f ∈ L2(R3)3 ∩ D−1,20 (R3)3 satisfy (1.4) and let
F1 := 2
√
πM
α−1/2√
2α − 1 +
1+ 2
2

2
‖ f ‖2 + ‖ f ‖−1,2,
F2 := 2‖ f ‖2 + ‖ f ‖−1,2.
There exists a positive absolute constant C0 such that if F1 < C0ν2 then the following hold:
1. The problem (1.3) has a solution (v, p) ∈ W 2,2(R3)3 × W 1,2(R3) that satisﬁes the estimates
‖v‖2,2  2F1
ν
,
‖p‖1,2  C1F1 + F2,
where C1 is a positive constant independent of the data, and the energy equation
2ν
∥∥D(v)∥∥22 = −
∫
R3
f · v.
2. If (v1, p1) ∈ W 2,2loc (R3)3 ∩ L2(R3)3 ∩ D1,2(R3)3 × W 1,2loc (R3) ∩ L2(R3) is another solution to (1.3) then
(v, p) = (v1, p1).
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case, Theorem 2.1 takes the form
Corollary 2.2. Let f ∈ L2(R3)3 have compact support and satisfy ∫
R3
f (x)dx = 0. Let R( f ) be such that
BR( f ) ⊇ supp( f ). There exists a positive constant C ′0 = C ′0(R( f )) such that if ‖ f ‖2 < C ′0ν2 then the following
hold:
1. The problem (1.3) has a solution (v, p) ∈ W 2,2(R3)3 × W 1,2(R3) that satisﬁes the estimates
‖v‖2,2  C
′
1
ν
‖ f ‖2,
‖p‖1,2  C ′2‖ f ‖2,
for positive constants C ′j = C ′j(R( f )) ( j = 1,2), and the energy equation
2ν
∥∥D(v)∥∥22 = −
∫
R3
f · v.
2. If (v1, p1) is another solution to (1.3) with
(v1, p1) ∈ W 2,2loc
(
R
3)3 ∩ L2(R3)3 ∩ D1,2(R3)3 × W 1,2loc (R3)∩ L2(R3)
then (v, p) = (v1, p1).
3. A set of external forces
As already mentioned in the Introduction, a general forcing term f ∈ L2(R3)3 ∩ D−1,20 (R3)3 is not
expected to give rise to a solution with ﬁnite kinetic energy for system (1.3). Hence, we have to make
precise the class of admissible forcing terms for (1.3) in order to achieve v ∈ L2(R3)3.
We denote by A the set of those functions f ∈ L2(R3)3 ∩ D−1,20 (R3)3 that satisfy
there exist α > 1/2, 
 > 0 and M > 0 such that∣∣ fˆ (ξ)∣∣ M|ξ |α, for a.a. ξ ∈ B
. (3.1)
Next, we specify certain elements of the class A in terms of conditions on the functions f them-
selves, instead of conditions on their Fourier transforms fˆ . We begin with the following result:
Proposition 3.1. Let f ∈ L2(R3)3 ∩ D−1,20 (R3)3 . If there exists G ∈ L1(R3)3×3 such that f = ∇ ·G(= ∂G jk∂x j ek)
then f ∈ A with α = 1, M = ‖G‖1 and any 
 > 0.
Proof. Since fˆ (ξ) = −iξ · Gˆ(ξ) and |Gˆ(ξ)| ‖G‖1, for all ξ ∈ R3, it is immediate to conclude that
∣∣ fˆ (ξ)∣∣ ‖G‖1|ξ |, ∀ξ ∈ R3. 
Now we show that any L2-function with compact support and null average belongs to A.
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R3
f (x)dx = 0.
Then f ∈ A with α = 1, M = 2
√
π R( f )5
5 ‖ f ‖2 , where R( f ) is such that supp( f ) ⊆ BR( f ) , and any 
 > 0.
Proof. Since f has compact support, by Paley–Wiener–Schwartz Theorem, fˆ ∈ C∞(R3)3 and the con-
dition
∫
R3
f (x)dx = 0 means that fˆ (0) = 0. Hence we have
fˆk(ξ) = ξ · ∇ fˆk
(
αk(ξ)ξ
)
, αk(ξ) ∈ (0,1) (k = 1,2,3). (3.2)
Using the properties of Fourier transform and Schwarz inequality, we get
∣∣∇ fˆk(αk(ξ)ξ)∣∣
∫
R3
|x|∣∣ fk(x)∣∣dx
 2
√
π R( f )5
5
‖ fk‖L2(R3), ξ ∈ R3 (k = 1,2,3). (3.3)
From (3.2) and (3.3) it follows that
∣∣ fˆ (ξ)∣∣ 2
√
π R( f )5
5
‖ f ‖2|ξ |, ∀ξ ∈ R3. 
4. Existence and uniqueness for a linearized problem
In this section, we consider the following linear problem associated to (1.3):
νv = −ζ · ∇v +ω × v −ω × x · ∇v + ∇p + f ,
∇ · v = 0
}
in R3,
lim|x|→∞ v(x) = 0. (4.1)
Before showing the result of this section, we recall that A ⊂ L2(R3)3 ∩ D−1,20 (R3)3 is constituted
by those functions f satisfying
there exist α > 1/2, 
 > 0 and M > 0 such that∣∣ fˆ (ξ)∣∣ M|ξ |α, for a.a. ξ ∈ B
. (4.2)
Theorem 4.1. Let f ∈ A. Then the system (4.1) has a solution (v, p) ∈ W 2,2(R3)3 × W 1,2(R3) satisfying the
following estimates
‖v‖2,2  1
ν
(
2
√
πM
α− 12√
2α − 1 +
1+ 2
2

2
‖ f ‖2 + ‖ f ‖−1,2
)
,
‖p‖1,2  2‖ f ‖2 + ‖ f ‖−1,2.
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(v1, p1).
Proof. We begin by obtaining the pressure. To this end, we consider q ∈ D1,2(R3)3 ∩ D2,2(R3)3 satis-
fying
q = − f in R3,
along with the estimates
|q|1,2  ‖ f ‖−1,2 and |q|2,2  2‖ f ‖2.
If we take p = ∇ · q then p satisﬁes
p = −∇ · f in R3, (4.3)
in the sense of distributions, and the estimates
‖p‖2  ‖ f ‖−1,2,
|p|1,2  2‖ f ‖2.
Applying the divergence operator to (4.1)1 and using the relation
∇ · (ω × v −ω × x · ∇v) = 0
we ﬁnd (4.3), and therefore we take p = ∇ · q for the pressure.
Now we put F := f + ∇p and observe that F satisﬁes
∇ · F = 0 in R3,
in the sense of distributions. Moreover F ∈ D−1,20 (R3)3 and
〈F ,u〉 = 〈 f ,u〉 −
∫
R3
p∇ · u dx, ∀u ∈ D1,20
(
R
3)3. (4.4)
Let us consider the problem of ﬁnding v ∈ D1,20 (R3)3 such that ∇ · v = 0 in R3 and
ν
∫
R3
∇v : ∇ϕ dx
=
∫
R3
ζ · ∇v · ϕ dx+
∫
R3
(ω × x · ∇v −ω × v) · ϕ dx− 〈F ,ϕ〉, ∀ϕ ∈ C∞0
(
R
3)3. (4.5)
In order to solve this problem, in a ﬁrst step, we ﬁnd v ∈ D1,20 (R3)3 satisfying (4.5) and
|v|21,2 
1 ∣∣〈F , v〉∣∣. (4.6)
ν
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C∞0 (R3)3 of D
1,2
0 (R
3)3 satisfying
∫
R3
∇ϕ j : ∇ϕk dx = δ jk for all j,k ∈ N. A sequence of approximate
solutions {vn}n∈N is constructed in the following way: each vn =∑nk=1 cknϕk is obtained solving the
system
ν
∫
R3
∇vn : ∇ϕ j dx
=
∫
R3
ζ · ∇vn · ϕ j dx+
∫
R3
(ω × x · ∇vn −ω × vn) · ϕ j dx− 〈F ,ϕ j〉, j = 1,2, . . . ,n,
for the coeﬃcients ckn , k = 1,2, . . . ,n. This is a linear system which has a unique solution because
the determinant of the matrix A ∈ Rn×n deﬁned by
A jk = νδ jk −
∫
R3
ζ · ∇ϕk · ϕ j dx+
∫
R3
(ω × x · ∇ϕk −ω × ϕk) · ϕ j dx
is nonzero, as consequence of the following properties
ω × ϕk · ϕ j = −ω × ϕ j · ϕk,∫
R3
ζ · ∇ϕk · ϕ j dx = −
∫
R3
ζ · ∇ϕ j · ϕk dx,
∫
R3
ω × x · ∇ϕk · ϕ j dx = −
∫
R3
ω × x · ∇ϕ j · ϕk dx.
The sequence thus obtained satisﬁes
|vn|21,2 = −
1
ν
〈F , vn〉, ∀n ∈ N,
and therefore, passing to the limit n → ∞ along a suitable subsequence, we ﬁnd v ∈ D1,20 (R3)3 sat-
isfying (4.5) and (4.6). Since v ∈ W 1,2loc (R3)3 and F ∈ L2(R3)3, by elliptic regularity it follows that
v ∈ W 2,2loc (R3)3.
In a second step, we take ϕ = ∇φ with φ ∈ C∞0 (R3) in (4.5) to get
ν
∫
R3
∇(∇ · v) · ∇φ dx=
∫
R3
ζ · ∇(∇ · v)φ dx+
∫
R3
ω × x · ∇(∇ · v)φ dx, ∀φ ∈ C∞0
(
R
3).
This means that the function h := ∇ · v satisﬁes
h + ζ · ∇h +ω × x · ∇h = 0 in R3,
in the sense of distributions, and following the proof of Lemma 4.14 in p. 706 of [14], we conclude
that ∇ · v = 0 in R3.
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that (v, p) satisﬁes (4.1) a.e. in R3. Moreover from (4.6), (4.4) and the fact that v is divergence free,
it follows
|v|21,2 
1
ν
∣∣∣∣〈 f , v〉 −
∫
R3
p∇ · v dx
∣∣∣∣= 1ν
∣∣〈 f , v〉∣∣
and therefore
|v|1,2  1
ν
‖ f ‖−1,2.
Applying the Fourier transform (in S ′(R3)3) to (4.1)1,2 we get
−ν|ξ |2 vˆ(ξ) = iξ · ζ vˆ(ξ)+ω × vˆ(ξ)−ω × ξ · ∇ vˆ(ξ)− iξ pˆ(ξ)+ fˆ (ξ),
ξ · vˆ(ξ) = 0.
From (4.3), we deduce
Fˆ (ξ) = fˆ (ξ)− iξ pˆ(ξ) = fˆ (ξ)− ξ|ξ |2 ξ · fˆ (ξ) =
(
fˆ (ξ)× ξ|ξ |
)
× ξ|ξ | ,
and we continue the study of the summability properties of the velocity ﬁeld based on the following
relation
−ν|ξ |2 vˆ(ξ) = iξ · ζ vˆ(ξ)+ω × vˆ(ξ)−ω × ξ · ∇ vˆ(ξ)+ Fˆ (ξ). (4.7)
It was already shown that ∇v ∈ L2(R3)3×3, which means that |ξ |vˆ ∈ L2(R3;C)3, and this, in turn,
implies
|ξ |2 vˆ ∈ L2(BR;C)3, ∀R > 0,
vˆ ∈ L2(B;C)3, ∀ > 0.
From (4.7)1 and the above summability properties we also deduce that
ω × vˆ −ω × ξ · ∇ vˆ ∈ L2(BR;C)3, ∀R > 0.
Now, from (4.7) we get
ν2|ξ |4∣∣vˆ(ξ)∣∣2 + ∣∣iξ · ζ vˆ(ξ)+ω × vˆ(ξ)−ω × ξ · ∇ vˆ(ξ)∣∣2
+ ν|ξ |2 vˆ(ξ) · (iξ · ζ vˆ(ξ)+ω × vˆ(ξ)−ω × ξ · ∇ vˆ(ξ))
+ ν|ξ |2 vˆ(ξ) · (−iξ · ζ vˆ(ξ)+ω × vˆ(ξ)−ω × ξ · ∇ vˆ(ξ))= ∣∣ Fˆ (ξ)∣∣2. (4.8)
We can simplify the following terms in (4.8)
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ω × vˆ(ξ) · vˆ(ξ)+ω × vˆ(ξ) · vˆ(ξ) = 0,
ω × ξ · ∇ vˆ(ξ) · vˆ(ξ)+ω × ξ · ∇ vˆ(ξ) · vˆ =ω × ξ · ∇(|vˆ|2)(ξ)
to obtain
ν2|ξ |4∣∣vˆ(ξ)∣∣2 + ∣∣iξ · ζ vˆ(ξ)+ω × vˆ(ξ)−ω × ξ · ∇ vˆ(ξ)∣∣2
+ ν|ξ |2ω × ξ · ∇(|vˆ|2)(ξ) = ∣∣ Fˆ (ξ)∣∣2. (4.9)
Next, we show that v ∈ D2,2(R3)3. Integrating both sides of (4.9) in BR and taking into account that
∫
BR
|ξ |2ω × ξ · ∇(|vˆ|2)(ξ)dξ
=
∫
∂BR
|ξ |2∣∣vˆ(ξ)∣∣2 ξ|ξ | · (ω × ξ)dσξ −
∫
BR
∣∣vˆ(ξ)∣∣2∇ · (|ξ |2ω × ξ)dξ
= −
∫
BR
∣∣vˆ(ξ)∣∣2|ξ |2∇ · (ω × ξ)dξ − ∫
BR
2
∣∣vˆ(ξ)∣∣2ξ · (ω × ξ)dξ = 0
we get
ν2
∫
BR
|ξ |4∣∣vˆ(ξ)∣∣2 dξ  ∫
BR
∣∣ Fˆ (ξ)∣∣2 dξ  ‖ Fˆ‖2L2(R3;C)3 , ∀R > 0. (4.10)
Letting R → ∞ and observing that
‖ Fˆ‖L2(R3;C)3 = ‖F‖L2(R3)3  ‖ f ‖L2(R3)3 ,
we conclude by Plancherel Theorem that v ∈ D2,2(R3)3 with
|v|2,2  2
ν
‖ f ‖2.
As a consequence, lim|x|→∞ v(x) = 0 uniformly pointwise. On the other hand, from (4.7) we conclude
that
ω × vˆ −ω × ξ · ∇ vˆ ∈ L2(R3;C)3
which implies that
ω × v −ω × x · ∇v ∈ L2(R3)3.
We arrive at the main step of the proof, to show that v ∈ L2(R3)3. As observed before, we have
vˆ ∈ L2(B;C)3, for all  > 0. Moreover, 12 ω × ξ · ∇(|vˆ|2) ∈ L1(B;C), for all  > 0, and|ξ |
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BR
1
|ξ |2ω × ξ · ∇
(|vˆ|2)(ξ)dξ
=
∫
∂BR
1
|ξ |2
∣∣vˆ(ξ)∣∣2 ξ|ξ | · (ω × ξ)dσξ −
∫
∂B
1
|ξ |2
∣∣vˆ(ξ)∣∣2 ξ|ξ | · (ω × ξ)dσξ
−
∫
BR
∣∣vˆ(ξ)∣∣2∇ ·( 1|ξ |2ω × ξ
)
dξ
= −
∫
BR
∣∣vˆ(ξ)∣∣2 1|ξ |2∇ · (ω × ξ)dξ +
∫
BR
2
∣∣vˆ(ξ)∣∣2 ξ|ξ |4 · (ω × ξ)dξ = 0,
for all R and  such that 0<  < R . Hence,
∫
B

1
|ξ |2ω × ξ · ∇
(|vˆ|2)(ξ)dξ = 0,
and from (4.9) we obtain
‖vˆ‖L2(B
;C)3 
1
ν
∥∥∥∥ Fˆ|ξ |2
∥∥∥∥
L2(B
;C)3
 1
ν
2
‖ f ‖2. (4.11)
Moreover, from (4.9) and the hypotheses on f we conclude that
ν2
∣∣vˆ(ξ)∣∣2 + ν 1|ξ |2ω × ξ · ∇
(|vˆ|2)(ξ) M2|ξ |2α−4 in B
. (4.12)
Integrating both sides of (4.12) in B
 and then passing to the limit  → 0, gives
ν2‖vˆ‖2L2(B
;C)3  4πM2

2α−1
2α − 1 ,
which combined with (4.11) allows to conclude that v ∈ L2(R3)3 and satisﬁes
‖v‖2 = ‖vˆ‖L2(R3;C)3 
1
ν
(
2
√
πM

α− 12√
2α − 1 +
1

2
‖ f ‖2
)
.
To ﬁnish the proof, we show uniqueness. Let V := v − v1 and P := p − p1, where (v1, p1) ∈
W 2,2loc (R
3)3 ∩ L2(R3)3 × W 1,2loc (R3)∩ L2(R3) is another solution to (4.1). Then V and P satisfy
νV + ζ · ∇V +ω × x · ∇V −ω × V = ∇ P ,
∇ · V = 0
}
in R3. (4.13)
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|∇ψR(x)| K/R and |D2ψR(x)| K/R2, for all x ∈ R3, with K independent of R and x. We take the
dot-product of both sides of (4.13)1 with ψR V , and integrate in R3. It is obvious that∫
R3
ψR V ·ω × V dx = 0. (4.14)
Moreover, by integration by parts we ﬁnd the following identities
∫
R3
ψR V ·V dx = 1
2
∫
R3
ψR |V |2 dx−
∫
R3
ψR |∇V |2 dx,
∫
R3
ψRζ · ∇V · V dx = −1
2
∫
R3
ζ · ∇ψR |V |2 dx,
∫
R3
ψR V · ∇ P dx = −
∫
R3
P∇ψR · V dx. (4.15)
Again, by integration by parts and by the fact that ψR is radial, we also ﬁnd∫
R3
ψRω × x · ∇V · V dx = −1
2
∫
R3
∇ψR · (ω × x)|V |2 dx = 0. (4.16)
From (4.14)–(4.16), it follows that
ν
∫
R3
ψR |∇V |2 dx = ν
2
∫
R3
ψR |V |2 dx− 1
2
∫
R3
ζ · ∇ψR |V |2 dx+
∫
R3
P∇ψR · V dx.
Taking into account that V ∈ L2(R3)3 and the properties of the function ψR , we ﬁnd that there is a
positive constant C independent of R such that
∣∣∣∣
∫
R3
ψR |V |2 dx
∣∣∣∣ CR2 ‖V ‖22,
∣∣∣∣
∫
R3
ζ · ∇ψR |V |2 dx
∣∣∣∣ CR ‖V ‖22.
Since P ∈ L2(R3), we have, by the Schwarz inequality,
∣∣∣∣
∫
R3
P∇ψR · V dx
∣∣∣∣ KR ‖P‖2‖V ‖2.
Hence, there exists C > 0, independent of R , such that
ν
∫
3
ψR |∇V |2 dx C
(
1
R
‖V ‖22 +
ν
R2
‖V ‖22 +
1
R
‖P‖2‖V ‖2
)
.R
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it follows that V = 0, which in turn, implies P = 0. 
5. The nonlinear problem. Proof of the main results
We are now in a position to give a proof of our main result, Theorem 2.1.
Proof of Theorem 2.1. The proof of existence is based on a ﬁxed point argument that uses the results
of Theorem 4.1. Let
X := {ψ ∈ W 2,2(R3)3: ∇ ·ψ = 0 in R3}
with the norm ‖ψ‖X := ‖ψ‖2,2.
The solution of (1.3) can be seen as a ﬁxed point of the mapping M : X → X such that, for each
ψ ∈ X, the pair (v, p) = (M(ψ), p) is the solution of the linear problem
νv = −ζ · ∇v −ω × x · ∇v +ω × v + ∇p + f +ψ · ∇ψ,
∇ · v = 0
}
in R3,
lim|x|→∞ v(x) = 0. (5.1)
Let γ > 0 and
Xγ :=
{
ψ ∈ X: ‖ψ‖X  γ
}
.
It is clear that Xγ is a closed subset of X . We will show, under certain conditions on the data, the
existence of γ > 0 such that M(Xγ ) ⊆ Xγ and M : Xγ → Xγ is a contraction.
Concerning the new forcing term ψ · ∇ψ , it is easy to show that, if ψ ∈ X then
‖ψ · ∇ψ‖L2(R3)3  ‖ψ‖2X ,
and, since ψ · ∇ψ = ∇ · (ψ ⊗ψ), we have
‖ψ · ∇ψ‖D−1,20 (R3)3  ‖ψ‖
2
X .
Moreover, by Proposition 3.1, we conclude that ψ · ∇ψ ∈ A with 
 = 1, α = 1 (for instance),
G = ψ ⊗ψ and
M = ‖G‖1  ‖ψ‖2X .
Given ψ ∈ Xγ , Theorem 4.1 guarantees the existence of a unique solution (v, p) ∈ X × W 1,2(R3)
of system (5.1), which satisﬁes
‖v‖X  F1
ν
+ (2
√
π + 4)‖ψ‖2X
ν
 F1
ν
+ (2
√
π + 4)γ 2
ν
,
‖p‖1,2  F2 + 3‖ψ‖2X  F2 + 3γ 2.
From the above estimate for v , we conclude that M(Xγ ) ⊆ Xγ holds true if γ satisﬁes
F1 + (2
√
π + 4)γ 2  γ ⇐⇒ (2√π + 4)γ 2 − νγ + F1  0.ν ν
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F1 <
ν2
4(2
√
π + 4) (5.2)
and γ ∈ [ ν−
√
ν2−4(2√π+4)F1
2(2
√
π+4) ,
ν+
√
ν2−4(2√π+4)F1
2(2
√
π+4) ] then M(Xγ ) ⊆ Xγ .
Now let ψ1,ψ2 ∈ Xγ and v j = M(ψ j), j = 1,2. Again by Theorem 4.1 we obtain
‖v1 − v2‖X  2
√
π + 4
ν
(‖ψ1‖X + ‖ψ2‖X )‖ψ1 −ψ2‖X
 2(2
√
π + 4)γ
ν
‖ψ1 −ψ2‖X .
Therefore, if
2(2
√
π + 4)γ
ν
< 1 ⇐⇒ γ ∈
(
0,
ν
2(2
√
π + 4)
)
then M is a contraction.
Summarizing, if the data satisfy (5.2) and γ ∈ [ ν−
√
ν2−4(2√π+4)F1
2(2
√
π+4) ,
ν
2(2
√
π+4) ) then M has a
(unique) ﬁxed point v in Xγ . In particular, it is easy to see, that, under condition (5.2), we can
choose γ = 2F1ν .
In order to derive the energy equation, we dot-multiply Eq. (1.3)1 by ψR v, with ψR a “cut-off”
function as in the proof of Theorem 4.1, and integrate by parts in R3. This yields the following equa-
tion
−2ν
∫
R3
ψR
∣∣D(v)∣∣2 dx− 2ν ∫
R3
(∇ψR ⊗ v) : D(v)dx+
∫
R3
pv · ∇ψR dx
= −1
2
∫
R3
∇ψR · v|v|2 dx+
∫
R3
ψR v · f dx.
The energy equation is obtained by letting R → ∞ and using the properties of ψR , v and p.
As regards uniqueness, let us assume that (v1, p1) is another solution to (1.3) such that
v1 ∈ W 2,2loc
(
R
3)3 ∩ L2(R3)3 ∩ D1,2(R3)3, p1 ∈ W 1,2loc (R3)∩ L2(R3)
and set (V , P ) := (v − v1, p − p1). Then (V , P ) satisﬁes
∫
R3
ψR |∇V |2 dx = 1
2
(∫
R3
ψR |V |2 dx+
∫
R3
∇ψR · v|V |2 dx
)
+ 1
2
(∫
R3
∇ψR · V
(|V |2 + 2V · v)dx− ∫
R3
ζ · ∇ψR |V |2 dx
)
+
∫
3
ψR V · ∇V · v dx+
∫
3
P∇ψR · V dx,
R R
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and v , we let R → ∞ in this latter equation. Then, using the Sobolev inequality and the inequality
‖v‖3  ‖v‖2,2, we easily show that
ν‖∇V ‖22  ‖∇V ‖2‖V ‖6‖v‖3  ‖∇V ‖22‖v‖2,2 
2F1
ν
‖∇V ‖22.
Hence, under the assumption (5.2), we have ν − 2F1ν > 0 and(
ν − 2F1
ν
)
‖∇V ‖22  0
implies V = 0, and uniqueness follows. 
It remains to prove Corollary 2.2.
Proof of Corollary 2.2. Essentially this is a consequence of Theorem 2.1 and Proposition 3.2. If
f ∈ L2(R3)3 has compact support and satisﬁes ∫
R3
f (x)dx = 0 then, by Proposition 3.2, f ∈ A
with α = 1, M = 2
√
π R( f )5
5 ‖ f ‖2, where R( f ) is such that supp( f ) ⊆ BR( f ) , and 
 = 1. Moreover,
f ∈ L 65 (R)3 ⊂ D−1,20 (R)3 and ‖ f ‖−1,2  3
√
4π
3 R( f )‖ f ‖2. Therefore we can apply Theorem 2.1 with
F1 =
(
3+ 3
√
4π
3
R( f )+ 4π
√
R( f )5
5
)
‖ f ‖2,
F2 =
(
2+ 3
√
4π
3
R( f )
)
‖ f ‖2. 
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