Abstract-In a typical tool use task, we can view both the relationship between the agent and the tool and the relationship between the tool and the target in terms of affordances. One set of affordances relates to the ability of the agent to manipulate the tool, while a second set of affordances relates to the ability of the agent to manipulate the target by means of the tool. In both cases, effective tool use is facilitated by the coupling of one object to another: agent-to-tool-to-target. In this paper, we focus on the visual identification of such affordances via contour similarity. Objects with complementary contour segments can fit together, which suggests possible opportunities for effective interactions. We present a system for the identification and evaluation of partial contour-based matches and analyze the system's behavior. We propose a set of sample tool-use scenarios as part of our analysis. We demonstrate the use of the system in providing guidance to an autonomous robotic agent performing tool selection tasks.
I. INTRODUCTION AND RELATED WORK
T HE DEVELOPMENT of autonomous habile (i.e., tool-using) agents provides a path toward more capable robots. Robots able to identify and use tools could be far more effective operating in complex environments than their nontool-using equivalents; if we consider the ubiquity of tool use in nearly every facet of human life, we see that the development of habile agents could lead to a wide range of new opportunities for robotic assistance, both in daily life (e.g., helping the disabled in the kitchen) and in highly specialized tasks (e.g., working alongside an astronaut on the repair of a satellite).
A. Affordances and Tool Use
The concept of affordance, developed by psychologist Gibson [1] , suggests one possible approach to the design of such agents. Affordances may be thought of as opportunities for action, and though Gibson never provides a formal definition of affordance, he describes them as follows:
The affordances of the environment are what it offers the animal, what it provides or furnishes, either for good or ill.
One of the central challenges of taking an affordance-based approach to agent design is the fact that simply saying an object affords an action to an agent tells us remarkably little about the particulars of how the agent might actually go about interacting with the object. It is not even always exactly clear what we mean by the term "affordance" [2] - [4] . Nevertheless, we believe that affordance-based approaches are worth exploring and that developing functioning affordance-based agents may even help us to better define the concept of affordance itself.
Many researchers have developed systems that explore various aspects of tool using agents. Examples include the automated identification of a tool's endpoint using optic flow [5] ; automated prediction of a tool or other object's functional characteristics based on a visual analysis of its geometry [6] , [7] ; integration of a tool's properties into an agent's self representation [8] , [9] ; generalization of tool-use tasks from observations of human tool use [10] ; and the automatic discovery and learning of the functional properties of tools though task-oriented interactions [6] , [11] and exploratory behaviors [7] , [12] , [13] . While our focus here is on the visual analysis of objects, other research has utilized haptic, proprioceptive, and even auditory feedback [6] , [11] , [14] .
Of particular relevance is Stoytchev's work [12] involving the automated learning of the affordances of tools, in which a robotic agent grasped a tool object and then ran through a series of preset motor actions in a behavioral babbling stage, observing the resulting changes in the position of a target object on the work surface. Through repeated trials, the agent was able to learn the affordances of the provided tools and use them to manipulate the target to achieve a given placement on the surface. A limitation of this approach and in earlier work in our own laboratory [8] , was that the tool was identified only by color, not by its functional properties (e.g., shape). Thus, the agent was unable to make predictions about the affordances of novel objects.
More recent work attempts to solve this problem by identifying visual properties of a tool that relate to its affordances. Gonçalves et al. [7] used several global visual descriptors, including area, convexity, eccentricity, compactness, circleness, and squarness. Jain and Inamura [15] identified verticals, horizontals, and corners (though they do not indicate how such features may be obtained). Mar et al. [16] extracted 3-D volume-based features specific to particular tool orientations.
In this paper, we present a method for visually detecting functional similarities between novel objects, based on contour segmentation. Our approach to visual analysis is most similar to that of Gonçalves et al. [7] , in that we consider the shapes of both the tool and the target objects and attempt to relate the two. A key difference is that we first decompose the objects' contours, allowing us to identify local similarities between objects, in place of the global shape descriptors Gonçalves et al. [7] used.
We have developed a system for identifying and evaluating visual matches between environmental objects, a process we present as a plausible though limited account of a particular class of affordances for robots. The system identifies visual contours of objects, segments the contours, and searches for pairs of objects with similar segments. Objects with complementary contour segments can fit together, which suggests possible opportunities for interactions between those objects.
In a typical tool use task, we can view both the relationship between the agent and the tool and the relationship between the tool and the target in terms of affordances. One set of affordances relates to the ability of the agent to manipulate the tool, while a second set of affordances relates to the ability of the agent to manipulate the target by means of the tool. In both cases, effective tool use is facilitated by the coupling of one object to another: agent-to-tool-to-target. Thus, we will refer to the subset of affordances that support such interactions as "coupling" affordances.
By focusing only on coupling affordances, we ignore a much wider array of affordance types (especially considering how broadly the term can be applied). Coupling affordances provide a good starting point, both for the general study of affordances and for the development of habile agents. Coupling affordances also comprise a narrow enough class to be relatively easy to formalize, while being general enough in their application to be useful in a variety of tool use tasks. Applications include supporting object acquisition and positioning, navigation (e.g., by treating the agent itself as an environmental object), and tool selection (e.g., identifying the properly sized wrench for a given task). Additionally, while the system presented here is not capable of learning new affordances on its own, it could easily be adapted to provide input to such a system, by identifying object couplings likely to result in interesting interactions in the case of an agent exploring a novel environment.
B. Matching Shapes
A large body of work already exists in the area of shape matching, for purposes such as object recognition and object classification, and many techniques have been developed to perform such tasks [17] . We would like to be able to apply some of these techniques when searching for coupling affordances. Unfortunately, while our problem is in many ways similar to such tasks, there are also certain key differences that make applying existing techniques difficult. Such techniques generally seek to match one shape against a database of stored representations (often including multiple views of individual objects), using detailed geometrical models, with the goal of finding those shapes with the greatest global similarity. In the problem we face, however, two environmental objects must be matched to each other, rather than a single object against a database; either or both objects may be viewed from a suboptimal perspective (possibly requiring additional navigation and manipulation); detailed representations may not be available due to sensor noise and the difficulty of generating 3-D models from 2-D input; rather than looking for a one-to-many mapping, we may be looking for a many-to-many mapping (in the absence of high-level guidance indicating that a particular object is of interest); related objects may have very different global structure (e.g., a wrench and a bolt bear little resemblance, but an important local similarity exists nonetheless); and even local similarities may have very different structure (e.g., a bolt head is convex while a wrench is concave).
In Sections II and III, we identify the concepts behind a system capable of identifying coupling affordances, through the recognition of simple visually perceivable similarities between objects; we then describe the design and implementation of the system in some detail. Section IV describes a range of tools and scenarios for evaluating tool-using systems, and Section V concludes with a discussion of results.
II. AFFORDANCES, SYMMETRY, AND SIMILARITY
Our thinking about affordances is influenced by Thimbleby [18] , who develops an approach based on the concept of symmetry. By extension, our focus here is on a particular form of symmetry between shapes we refer to as contour similarity.
In the context of tool use, many of the obvious similarities seem to be "complementary" rather than "identical" similarities. We refer to two objects as identical if when overlaid they appear the same, as in Fig. 1(a) . A convex object and a concave object are complementary if they have the same curvature, thus allowing the one to fit within the other, as in Fig. 1(b) . In such a case, curvature, orientation, scale, and position might be the same, but convexity is not. However, if we focus only on the matching outlines of the two contours, ignoring convexity, these partial contour segments will appear identical, as in Fig. 1(c) .
Complementary similarities allow for an interlocking of objects, as in Fig. 1(d) , which in turn allows for the controlled transfer of force central to many instances of tool use. For example, the head of a screwdriver fits within the slot of a screw, such that when the screwdriver turns, the screw turns with it. Unless otherwise stated, when we refer to contour similarities in this document, we are talking about complementary similarities.
Simply recognizing contour similarity is insufficient; we need some metric by which to quantify the degree of similarity. This will allow us to estimate how useful a match is likely to be, as well as to rank competing matches in a relative order so that we can focus on the more promising matches first. As part of the matching process, we sample the object contours at regular intervals to obtain a set of points approximating each contour. Once identified by the system, a potential match can be described by a set of matching point pairs, with each pair containing one point sampled from the contours of each object. A matching function for two objects is defined with three components (see examples in Table I) .
Local similarity for a pair of points is based on the normalized distance between the points and the normalized difference in their tangents. Imagine the cross section of an object A overlaid on that of another object B. Lower distances between pairs of points, A i and B i , and smaller differences between tangents, averaged over all pairs, gives a higher average local similarity for the two objects.
Angular coverage is a measure of how restrictive the match is, in conceptual terms (Fig. 2) . If one object's position is fixed and we attempt to move the second object, does a collision occur or does the match come freely apart? Over 360 • , what is the ratio of directions that lead to a collision? The higher the ratio, the better the match. Angular coverage is computed by partitioning the range of possible angles into n bins covering (2π/n) radians each. We assume that each point pair provides coverage in a 180 • arc from the tangent vector. For each bin within the range of coverage of a point pair, if the pair's local similarity score is greater than the bin's current value, we update the bin's value with the local score. To compute the final coverage estimate, we sum the values of the bins, divide by the number of bins, and normalize the result.
Continuity is a measure of the ratio of the total length of the matching contour segments (where a segment is between sequential points on the contour) to the total length of a hypothetical ideal match. The more and the larger the gaps in the match, the lower the continuity score. For each matching segment, we add the length of the span to the total. Similarly, for each gap between matching segments, we add the length of the shortest segment it would take to connect the existing segments. The continuity score is then the ratio of the total matching span length to the sum of the total span length and the total gap length.
Some additional refinements of these measures have been elided for space [4] . In practice, we have found that simply averaging the three measures provides reasonable results. An exact match will return the maximum score of 1.0, while a very low score on any single measure will significantly reduce the overall score.
III. DESIGN AND IMPLEMENTATION
The system described in this section was implemented using a client/server architecture with communication via sockets. Code was written in C and C++. The server code ran on a Sony Aibo ERS-7 robot dog. We used the Tekkotsu framework [19] to simplify control of the robot and provide low level visual processing. The ERS-7 is equipped with a wireless network interface that allows communication with the client software running on a remote PC. To increase speed, the bulk of the processing was performed on the remote PC. The client can request raw and color-segmented image data from the Aibo's onboard video camera and can issue movement commands to reposition the robot.
Consider a naive approach to identifying relevant similarities. It begins with sampling the contours at regular intervals to generate a set of points approximating each contour. A potential match can then be generated by selecting one sample point from the contours of one object and a second sample point from the contours of a different object. We can then find a translation and rotation such that the two points overlap and the local tangent vectors align. Given this global transformation, we can then compare the remaining points to identify other point pairs in close proximity. This set of point pairs approximates regions of similarity between the two objects. We can apply this approach to an exhaustive search, matching each sample point on an object with every other sample point from all other objects under consideration. Obviously, this is not very efficient; it also does not address the problem of identifying impossible matches that would require interpenetration of portions of the two objects.
The system we have built is significantly more complex, but as shown in evaluation, covered in Section IV, also significantly more efficient and robust. The system performs two main phases of processing, the first an analysis of the shapes of objects, the second a comparison between objects.
For convenience we will refer to the results of the first phase, a set of data structures for each input object, as shape specifications. Each static specification will be used in the comparison phase, in matches between the associated object and another object. A shape specification includes the object's contours and segmented partial contours, a distance map, and a set of shape contexts [20] for each contour segment. These properties will be described in more detail in the following sections.
In the comparison phase, each object is compared against every other object. If we have some knowledge about the task at hand, such as which objects are tools and which are targets that the tools can operate on, we can reduce the number of comparisons by only comparing tools to targets. We use contour segmentation to reduce the number of orientations we test. We also use scores based on matching the shape contexts as a heuristic to guide us in testing the orientations most likely to result in good matches first. We can then terminate the search early, while still usually finding most of the best matches. Each match is tested for interpenetration of the objects and discarded if interpenetration exceeds an error threshold. Matches that are judged to be physically possible are then scored based on their local similarity, angular coverage, and continuity as described in the previous section and saved. The result is an ordered list of matches sorted by their contour similarity scores.
In an optional third simplification phase, the output list is simplified to remove highly similar matches, again using shape contexts.
In developing our system, we made three primary assumptions to simplify the tasks it would be required to perform, in order to focus on the core problem of identifying and evaluating matches. First is that the system will have access to presegmented visual input that isolates objects of interest from the rest of a scene. Second, due to the difficulty in obtaining accurate 3-D models using a simple camera, we elected to focus on 2-D image input. Further, while many of the methods we used in our implementation could be adapted to operate on 2-D representations, there would be significant additional computational costs. Third, we assume that objects are rigid and do not flex or bend.
A. Shape Specification
Once an image becomes available to the system, either from the file system or a live camera, color segmentation is used to isolate the target objects from the rest of the scene. In some cases, as discussed below, input images are scaled for distance. This allows comparisons between objects viewed from different distances.
1) Edge Contours: The next step is to identify the edge contours of an object's shape from the bitmap image mask. Each contour is stored as a linked list of pixel objects corresponding to the pixels in the bitmap that comprise the contour. The list is ordered by following the contour in a clockwise loop. In addition to the position information for each pixel, we also compute the local tangent by running a sliding window along the contour and examining the slope of the neighboring pixels. Lists representing inner edge contours correspond to holes in the shape and are associated with the list representing the shape's outer edge.
Each edge list is sampled at a fixed rate. In general, a higher sampling rate will result in better matches but can greatly increase computation times. For each sampled pixel on an edge, the distance and angle to every other sampled pixel are computed and stored. These will be used later when we construct the shape context for each sampled point.
During the matching phase, 2-D coordinates will be analyzed to find the closest sampled point from among all the edge contours in a shape, a typical nearest-neighbors problem in two dimensions. We use k-d trees [21] , which can find the nearest neighbor in O(log(n)) time.
We use an additional method of simplifying the edge contours, based on discrete curve evolution (DCE) [22] , [23] . Note that this step is performed on the original contour and is independent of the pixel sampling performed earlier. DCE is an iterative process. At each iteration, two consecutive line segments on a closed curve, C, are replaced with a single line segment by removal of the connecting vertex. The choice of the line segments to be joined is based on their contribution to the curve, K. This value can also be viewed as the cost of linearizing the arc formed by the two segments. At each iteration, the pair of line segments with the smallest value of K is combined. DCE is invariant to translation, rotation, and scale. Fig. 3 shows an example of DCE-based contour simplification applied to an image of a hammer.
For two consecutive line segments, AB and BC, with B as the connecting vertex, K is determined based on the segment lengths of AB and BC and the turn angle at B
where β() returns the difference in the angles of the two segments, and l() returns the length of the segment normalized by the length of the closed curve, C. With repeated iteration, until the smallest remaining value of K exceeds a set cost threshold, the curve is simplified to retain only the most relevant line segments.
2) Distance Map:
We next construct a Euclidean distance map for the shape. A Euclidean distance map associates each interior pixel with the nearest edge pixel, using a Euclidean distance measure [24] . Along with the DCE simplified contour, the distance map will be used in the construction of the medial axis skeleton in the next step. Additionally, we will keep the distance map for later use in determining whether a match would result in the interpenetration of the shapes.
We adopt a method based on Ragnemalm's [25] 8-neighborhood signed sequential method. This method uses three masks and three passes over the image. First the map is initialized by setting the distance values for the edge pixels to zero and the values for the remaining pixels to a very large number. For now, we ignore interior edges (i.e., assume there are no holes). On each pass, the current value at the center pixel is compared to the distance to the closest edge pixel of each of the neighbors specified by the current mask. If a shorter distance is found, the pixel is updated. For each pixel, we maintain both the shortest distance and a pointer to the corresponding edge pixel. During the construction of the map, we also maintain a record of the pixel that has the greatest distance to the edge. This pixel will be used as the skeleton root in the next step.
3) Skeleton Construction: We next use the DCE simplified edge contour and the Euclidean distance map computed above to create a simplified medial axis skeleton. A skeleton reduces a shape to a tree-like abstraction that preserves the original topology; we will use the skeleton to segment the edge contours. We follow the method proposed by Bai et al. [23] , which uses DCE to create a simpler skeleton than obtained with most methods, while still having the endpoints of the skeleton extend to the edge boundaries. This method uses DCE (or a similar technique) to reduce variation in the edge contour, thereby reducing the number of extraneous branches in the skeleton. Fig. 3 demonstrates skeleton pruning through DCE simplification.
4) Contour Segmentation:
The next step is to segment the outer edge contours (we do not segment inner edges). Contours are segmented into regions with low curvature (i.e., flat segments), concave regions, and convex or protruding regions (Fig. 4) . Note that a single point may lie on multiple segments (e.g., as part of a concave region that also forms the slope of a protrusion). Additionally, protrusions may be hierarchical, with a small protrusion projecting from a larger protrusion.
Segmenting the contours has two main advantages. First, it simplifies matching. Rather than testing each sample point of one shape against every sample point on the second shape, we instead test protrusions against concavities and flat regions against each other. In addition, we also test unsegmented outer edges against unsegmented inner edges (holes). Second, segmenting the contours allows us to use existing shape matching techniques on the individual segments, without worrying about the overall shape of the contour.
We again use the simplified contours from the DCE step. Identifying flat segments is simply a matter of locating regions of a contour where the local tangent remains nearly constant. Identification of concave segments is also simple. First we compute the convex hull, then traverse it and the original contour. When the contour deviates from the hull, we have found a concave region.
Unfortunately, identifying protruding regions of the contour is not as simple as just identifying the regions that match the convex hull, since protrusions may originate or even be contained entirely within concave regions. Instead, we use a variation of the method described by Zeng et al. [26] . This method uses the skeleton computed in the previous step to identify cut points along the edge contour that define protrusions. We use these cut points to further segment the edge contour.
We begin with the set of endpoints from the skeleton. For each pair of endpoints, there is a unique path along the branches of the skeleton from one endpoint to the other. Each pair of endpoints also divides the edge contour into two half boundaries. For each path, we start at the endpoints and work up the path toward the interior (alternating between moving up the left and right paths) until we meet at the midpoint of the path.
A junction point is a branching node on the skeleton where three or more branches converge. Whenever we encounter a junction point, we use the distance map to find the edge points closest to the junction point. For each edge point, we also determine on which of the two half boundaries ("left" or "right") the point lies. We then pair each edge point on one half boundary with each point on the other half boundary. For each pair of edge points, left and right, we compute the sum of the curvature C
where c(p) returns the local curvature at point p, with concavities having negative curvature. We also compute the protrusion strength P
In this equation, b is the length of the branch from the endpoint to the junction point, or, if we have previously found a cut at an earlier junction point along the branch, the branch length from the previous junction point to the current junction point. d is the distance from the junction point to the edge points (which should be equidistant from the junction point), and |l − r| is the Euclidean distance from the left edge point to the right edge point. Given a threshold, T, for the protrusion strength, we select the pair of edge points with P ≥ T that has the smallest curvature value, C. If no points meet the minimum protrusion strength we do nothing and continue moving up the path. If we do find a valid point pair, we have found a new protrusion segment defined by the two edge points. We then reset the branch length to zero and continue moving up the path. We may find additional protrusion segments that contain the segment we just found; we will want to store all of them. We also use these protrusions and the convex hull to identify any remaining convex regions not already on a segment.
5) Shape Contexts:
At this point, we now have a set of partial contour segments representing different regions of the shape contours. These include an unsegmented outer edge contour, any inner contours corresponding to holes in the shape, flat regions on the outer edge, concave regions on the outer edge, and (possibly nested) protrusions and other convex regions. For each of these segments, we need to compute the shape context at each sampled point. Since a sampled point may lie on more than one segment, it will also be associated with an equal number of shape contexts.
Shape context is a form of shape descriptor for use in measuring similarity between shapes in object recognition tasks [20] , [27] . Shape contexts are invariant under translation and can be computed such that they are also scale and rotation invariant. A point's shape context uses log-polar coordinates centered on the point. The region surrounding the point is then divided by n angles and m circles to form a set of n×m bins (see Fig. 5 ). The value of each bin is set to the number of sampled contour points that fall within the bin on the logpolar grid. Each shape context is then a log-polar histogram of the coordinates of the surrounding sample points (this is why we computed the distances and angles between all the sample points way back at the beginning). Sample points at similar locations on similar shapes will have similar shape contexts.
In a typical shape recognition task, when two shapes are compared, each shape context of the first shape will be compared against each shape context of the second shape. If p i is a point on the first shape and q j is a point on the second shape, the cost of matching p i to q j is given by 4, where h i (k) and h j (k) are the values of the kth histogram bin for points p i and q j , respectively
Once all the pair costs have been computed, the problem is to find a one-to-one mapping across the shapes that minimizes the total cost. This can be done with the Hungarian method or other algorithms. Shape contexts are useful in our situation because they are general and robust. For example, we can compare a circle to a square without having to identify any particular features (e.g., corners, which the circle lacks). Additionally, the log-polar coordinates give more weight to differences near the origin. Dissimilarities far from the points under consideration are less relevant. Given that we want to be able to find the best match even in cases where the best match may not be very good, the ability to compare highly dissimilar contours is important.
Since we are not using the shape contexts for a standard global shape matching task, we will need to make a few changes to the basic technique. First, because we may be comparing shapes with different numbers of sample points, we do not normalize the bins. Additionally, the shape context can be very sensitive to the divisions between bins, especially if we are comparing two very simple contour segments. A slight difference in curvature can result in a very high cost, even if the curves are similar (Fig. 5) . We can mitigate this issue by weighting the contribution of each sample point to its bin and the closest neighboring bin by its angular proximity to the bin boundary. A point centered between angular divisions will contribute its full weight to that bin, while a point adjacent to a division will contribute roughly half its weight to each of the neighboring bins.
Shape contexts are typically used by first scaling the input shapes so that their bounding boxes have equal dimensions, making the contexts invariant to scale. They are also typically used in situations where the shapes are in fixed orientations (we usually do not need to match upside-down people, cars, or letters), so invariance to rotation is not needed. We need the reverse of both these cases. For example, we do not want to match a 20 mm wrench to an 8 mm bolt. And we need to know that we can pick up the wrench with our manipulator regardless of the direction in which it is lying on the table.
Introducing scale dependence is simply a matter of not initially scaling the shapes. Rotation invariance requires a bit more work. When determining the bin into which a sample point falls, we first rotate the coordinate system by the local tangent at the point whose context we are constructing. Unfortunately, this sacrifices useful information. If we consider a rotation-dependent case in which we are matching two identical circles, for a given point on the first circle, there will be exactly one point on the second circle with an identical histogram. If we look at the same problem, but have computed the shape contexts to be invariant to rotation, every point will have the same histogram. This can significantly complicate the problem of finding the global mapping between the two shapes. As we will see in the next section however, we chose to use a different mapping method that avoids this situation.
B. Object Comparison
Now that the underlying static data structures have been constructed, we can move on to the actual comparison of objects in search of matches (the tables in Section IV provide examples of such matches). In the simplest case, we will be comparing one object to another. More complex scenarios involve comparisons between multiple objects, as when tasked with identifying the best tool from a set to apply to a target. It is useful at this stage to have some knowledge about the task at hand; if we can divide the objects under consideration into two groups (e.g., manipulator and tools, or tools and targets), we can reduce the number of necessary comparisons, since we only need to compare objects in one group to objects in the other group. If however, we cannot make such distinctions, we must compare each object to all the other objects under consideration.
In either case, once we have identified two objects to be matched against each other, the initial comparison takes place at the segment level, using the precomputed segmentations identified in the previous section. For two objects A and B, we make the following comparisons.
1) Protruding/convex regions of A versus concave regions of B. 2) Protruding/convex regions of B versus concave regions of A.
3) The outer contour of A versus interior holes in B.
4) The outer contour of B versus interior holes in A.
5) Flat regions of A versus flat regions of B.
The comparison of flat regions is treated as a special case (described later). For all other comparisons, we begin by computing shape context-based estimates of similarity.
1) Similarity Estimation:
For each segment comparison, our goal is to identify pairs of sample points from the two segments (one point from each object) that have a good chance of providing the basis for a close global match. We will use the shape contexts previously computed for each point to estimate the similarity of each point pair. We assume that pairs with similar shape contexts are good candidates for high scoring global matches. For each point pair, we compute the cost, using the function given in (4). As we compute the costs, we add them to an ordered list (in practice, we can use a binary tree structure to reduce insertion time).
Unfortunately, computing all the pair costs can be computationally expensive. While computing a single cost is relatively cheap, to compute the cost for all pairs takes O(n 2 ) time. As the goal is to identify only the pairs with the lowest costs, we can think of this task as a multiple nearest neighbor problem. Thus, we would like to be able to use a method, such as k-d trees, to reduce the number of comparisons needed. However, shape contexts have relatively high dimensions (10 angular divisions by 4 circular divisions in our tests). As the number of dimensions increases, the performance of techniques such as k-d trees approaches that of an exhaustive search. Frome and Malik [28] have had success improving the performance of shape context-based object recognition using locality-sensitive hashing. Locality-sensitive hashing can guarantee the identification of a near neighbor with a certain probability, and thus is well suited to recognizing highly similar objects. In our case, however, we want to find the nearest match, even if that match is not very close. It is possible that hashing or a related technique could provide sufficient matching for most cases while reducing computation, but for now, we have chosen to take the more conservative, if expensive approach, and rely on exhaustive search. Thus, improving the performance of this stage remains an open problem.
Once the ordered list has been constructed, we select a cutoff point. Only those pairs with a cost below the cutoff will be considered further. In the current implementation, the cutoff point is chosen based on two criteria. We first look at the lowest scoring pair. We choose a cutoff based on the lowest cost, such that pairs with a cost greater than n times the lowest cost are removed from consideration. We assume that pairs with costs greater than the cutoff value will result in poor global matches. In the event that there are no highly similar pairs, we would still like to test the best matches, but since all the pair costs are high, basing the cutoff on the lowest scoring pair may lead to a large number of pairs being selected for further testing. Thus, we also choose the cutoff point based on a fixed maximum number of pairs m. If this number is less than the cutoff point selected based on the lowest scoring pair, we instead use the fixed cutoff point.
2) Midpoint Matching: We now consider the special case of matching flat regions. Since points along these segments will all tend to have highly similar shape contexts, there is little point in using shape contexts to identify similar pairs. Instead, we chose to select pairs based on their locations along the segments. For example, we can match endpoints to endpoints and midpoints to midpoints. We could also test additional combinations of internal points. In practice, however, we have found reasonably good performance by matching only the midpoints of the segments. The other difference between this case and the case in which we use context-based estimation is the choice of the tangents used for later testing (which is quite sensitive to this choice). In the above case, we use the local tangents at each point in the pairs. Since the shape contexts are already sensitive to the local tangents, pairs selected this way should generate close matches when their tangents are aligned. In this case, however, there may be local differences in the tangents at the midpoints that would generate poor global alignments. Thus, we choose the tangent for each segment based on the vector from one endpoint to the other.
For the remainder of this section, the procedure is the same, regardless of the type of segments being compared.
3) Removal of Similar Matches:
In cases of high similarity, there will likely be a number of redundant point pairs that correspond to similar matches. If we consider the contours in Fig. 6 , pairs ad, be, and cf result in the same global alignment. In such cases, we only need to evaluate the alignment resulting from one pair of points. Thus, for each point pair under consideration, we check the corresponding alignment against the list of matches we have already found. If we find an existing match (within a small tolerance threshold), we can move on to the next point pair.
Note that a very small difference in rotation at a single point can have a large effect on whether a global match is considered possible or results in interpenetration of the objects. Thus, we only check a point pair's alignment against accepted matches, not against matches that have been rejected as impossible. Doing so could reduce the number of matches that are tested and rejected, but could also cause us to reject valid matches that are too close to a previously rejected match.
4) Interpenetration Testing:
We next consider how we perform the tests for detecting interpenetration. We could use line intersection tests, but for complex shapes, testing each line of one shape against each line of the other can become expensive. Instead, we reuse the distance maps we computed earlier for use in segmenting the shapes. Note that we also want to allow for a small amount of interpenetration, as we expect that our input will contain noise.
The distance maps are well-suited to this task. For each point on one shape (we are now considering the complete contours, not just the segments used to generate the potential match's alignment), we transform the point using the alignment transform and test it against the other shape's distance map with a simple table lookup. If the point corresponds to a location outside the shape, there is no interpenetration at this point. If the location is inside the shape, we can look at the distance value to determine how far it is from the nearest edge. If it is close to an edge (the distance is below a set threshold), we can consider the penetration to be within the range of error we allow for noise and still consider the match as possible. If the distance to the edge is too large however, the match would result in interpenetration of the objects and can be discarded. 5) Point Matching: As mentioned above, matching with shape contexts usually involves searching for a global set of pairings between shape points that minimizes the sum of the pair costs. One way of thinking of such a match is in terms of how much one shape would have to be deformed to be identical to the other shape. This sort of matching works well for finding globally similar shapes with distinct features (e.g., trademark identification [20] ).
As we noted earlier, this problem can become much harder in the rotation-invariant case when the shapes have few distinct features. If we consider matching two circles, every potential point pair will have a roughly identical cost. The resulting global match may link points out of order with regard to the sequential ordering along the contours. There is no guarantee that the neighbors of a point pair will also be paired.
If we assume that the shapes we are matching are rigid however, we can rely on a fixed geometry for our matches. That is, given an orientation, we can pair points-based simply on their proximity to each other and ignore their shape contexts. The problem of point matching is then equivalent to a series of nearest-neighbor problems. We can find the nearest neighbor of a point in O(log(n)) time using the k-d trees precomputed for each shape. After a point on one shape is rotated and translated by the transform determined by the initial point pair, we find its nearest neighbor using the k-d tree associated with the other shape. If the distance to the nearest neighbor is below a set proximity threshold, we try to match the pair. If the nearest neighbor is already paired, and that pair is closer than the new distance, we leave the point unpaired. If the nearest neighbor is unpaired or already paired with another point with a greater distance, we pair the neighbors (uncoupling the previous pairing if necessary). We do this test for n points on one shape for a search in O(nlog(n)) time. If the match is not very close, or one contour has more sampled points, there will be unpaired points remaining.
Once we have the set of all matched point pairs, we can use the scoring method described in Section II to score the global match. We then add the match to the ordered list of all the matches found so far and move on to test the next potential match.
C. Postprocessing
If a single object has multiple similar regions, it exhibits self-symmetry. Comparisons involving self-symmetric objects will often result in potentially redundant matches. If we consider the matches in Fig. 7 , the resulting matches are all equivalent, differing only in rotation. There may be some cases in which we wish to consider all such equivalent matches.
Once we have the list of all the matches, it is relatively simple to prune the bulk of the redundant matches. As we work through the match list, we compare each match to those that come after it. If two matches involve different objects, we know they are not equivalent. Otherwise, we consider the midpoints of the matching points set. If the top level shape contexts (i.e., those that utilize all the points on the contour, not just the segment that generated the match) are highly similar, we keep the match with the higher score and discard the other match. Focusing only on the midpoints can make this method overly sensitive to slight differences in orientation, so we also consider the points along the contour in a small window on either side of each of the midpoints. If any point within the window on one shape has a similar shape context to a point within the window on the other shape, we consider the matches to be equivalent. In the case of highly self-symmetric targets (e.g., circles), this can greatly reduce the final number of matches in the output list.
IV. EVALUATION
System evaluation had two phases. In the first, the input to the system consisted of a series of 2-D paper cut-outs presented to the Sony Aibo's nose-mounted camera at fixed distances. Input figures were organized into scenarios-based upon abstractions of various tool-use tasks. The system was then run with each scenario as input under various conditions. In the second phase, the system was paired with a simple finite state machine controlling the Aibo robot. In each of three scenarios, the FSM guided the robot to a series of objects comprising a single target and three or four possible tools. The controller then queried the system, which returned the top match between the target and the tools. The FSM then guided the Aibo back to the tool providing the best match and signified the selection to the operator by barking and wagging the Aibo's tail. Fig. 8 shows both phases.
A. Scenarios for Image Processing Tests
One way to evaluate the matches produced by the system is to compare them with human judgments, but we have not done this. Instead, our evaluation focused on the efficiency and robustness of the system in its identification of plausible matches between tools and target objects in specific scenarios.
In developing the scenarios used for testing, we looked to the literature on animal tool use [29] - [31] , in addition to common examples of human tool use. We identified five general categories of tool-use behavior and two additional categories of tool-related behavior that seemed well suited to a contour similarity-based approach. For each category, we developed an abstract scenario and created a set of 2-D figures to use as input. These are not exhaustive, but they represent several of the common types of problems we would like a habile agent to be able to solve. They also form a basic set of inputs that could be used to test other similar systems for comparison to our own. We believe a standard reference set of such scenarios would be of benefit in the development of habile systems, much as existing image databases are already used for comparing the performance of shape recognition algorithms.
1) Hook Tools: These tools are used to pull an out-of-reach target object closer to the tool user. This behavior is seen in the wild by chimpanzees [31] and is a common tool use task in the lab to study human infants [32] , chimpanzees [33] , crows [34] , and even rodents [35] . Hook tools have also been used by habile robots [12] . The scenario includes two targets, a circle and a square, and several possible tools: an open J-shaped hook, a closed P-shaped hook, and a simple L-shaped hook. The circle target can fit within the square hooks, but the square target is slightly too big to fit the rounded hooks. The L-shape is compatible with either target.
2) Probe Tools: These tools are used to explore a narrow opening. Examples in the wild include "tree-hole tool use" by orangutans [30] and similar behaviors by chimpanzees, including "termite fishing" [31] . The first scenario involves a tube, either open at both ends or closed at one end. Tools are a stick that just fits within the tube, a stick much narrower than the tube, and a stick with protrusions that prevent it from being fully inserted into the tube. The tube is viewed from the side. A second scenario provides a cross sectional view of a tube with an E-shaped opening. The tool shapes include an E-shape that fits the opening exactly, a large U-shape that spans the two outermost spars of the opening, a small U-shape that can span either of the adjacent pairs of spars, and an S-shape that cannot fit into the opening.
3) Wedge Tools: These tools are used to fit into a narrow gap to support a levering action. Wedges can be used to pry seeds free from fruits [30] , to enlarge openings [31] , or to act as as meta-tools for stabilizing an anvil to be used with a hammer tool [31] . The scenario includes a block with a triangular shaped opening as a target. Three wedges are provided: one that is an exact fit, one that is too small, and one that is too big. In addition, there is a simple stick that can fit inside the opening and a large block that is much too big.
4) Push Tools: These tools move an object away from the tool user. Scenarios are defined for six targets: a circle and a square in small, medium, and large sizes. Tools are a curved U-shape, a squared U-shape, and an L-shape. Some of the targets are too large to fit completely within the U-shapes, but all fit the L-shape.
5) Handle Grips:
Handles are not part of tool-target relationships but instead agent-tool relationships, the topic of some focused research in animal cognition [33] . In our case, the question is how well the shape of the handle of a tool matches the mouth of the Sony Aibo. Targets include blocks with handles that fit a cross section of the mouth exactly, fairly well, and not very well; two other targets are a block with a handle that cannot be picked up due to protrusions and finally a block shape with no handle. 6) Containers: Containers are not always tools but a common focus in animal tool use research. We are specifically interested in whether our approach might lend itself to navigation problems: could an agent determine whether an opening is passable by evaluating the fit to its own body? There is a close relationship here to affordances [36] . In this scenario, three shapes represent the sides of boxes. A fourth shape is based on the top-down view of a Sony Aibo. One box provides a close fit the Aibo shape, another provides a loose fit, Sample matches are shown in Table II . The left and center represent the best match and a good match, respectively; the right shows a poor match.
The system was tested for robustness along several dimensions. 1) Distance: Objects were displayed to the system at distances of 20, 30, 40, 60, and 80 cm. As the distance to an object increases, details are lost, which reduces the required computation; for example, in the hook scenarios, the average total time to find the best match was 0.84 s at 20 cm and 0.67 s at 80 cm. The top matches typically remain identical across all tool/target scenarios. 2) Edge Sample Rate: Pixels along the edge of an object were sampled every 3, 6, 9, or 12 pixels. As with different distances, a less frequent edge sample rate reduces the required computations (0.96 s for push tools, sampling every 6th pixel, and dropping to 0.92 at half that sample rate). The top matches remain the same. 3) Scale: Scaling is a necessary preprocessing step for comparing objects viewed at different distances. Provided we have access to the estimated distance to each object (e.g., from an onboard IR range-finder), we can scale the images to approximate the apparent sizes of the objects if they were viewed at a uniform distance. We can then perform object comparison using the scaled images as input. For testing, objects viewed at 20, 30, 40, 60, and 80 cm were scaled to a uniform 30 cm distance. This tends to increase compute time, by introducing scaling artifacts into an object's contours. For the wedge tools, 0.54 s to process an object with no scaling increases to 1.64 s when objects at 80 cm are scaled to a 30 cm distance. 4) Rotation: Objects were rotated to random orientations.
Rotations have negligible effect on the processing of any scenarios. In each of these cases, the performance of the system (in terms of compute time) was compared with that of a naive implementation, as described at the beginning of Section III. Under nominal conditions (i.e., objects at 20 cm distance, an edge sample rate of every 6 pixels, and no scaling), the system took 0.70 s (median; 0.76 s mean) to find the best match, over all scenarios. Only the push tool scenario required more than a second, at 1.19 s. The naive implementation was an order of magnitude slower, taking 7.12 s (median; 44.0 s mean) to find a comparable match, with the worst case being the push tool scenario, which required over four minutes of processing.
B. Scenarios for Tool Selection Tests
In addition to the static evaluation described above, we also tested the system as a component of a simple agent controlling the motion of the Aibo during a series of (highly constrained) tool selection tasks (Fig. 8) . In each of these scenarios, the Aibo was placed at one end of a row of 3-D objects (colored to stand out from the background). The first object was a target, the rest potential tools. The task involved moving along the row of objects, analyzing each in turn, before deciding on the potential tool that provided the best fit to the target object. The agent's choice was indicated by moving to position the Aibo in front of the selected tool, followed by a bark and a wag of the Aibo's tail. A simple finite state machine was used for basic navigation and centering of the camera (the total number of objects was specified to the controller beforehand). The individual scenarios and results are specified below. The top match in each table corresponds to the tool object chosen by the agent.
1) Hook Scenario:
The first active scenario is based on the static hook scenario above. The target object was a plastic ball (one of the toys originally included by Sony with the Aibo). The potential tools included a simple straight stick, an L-shaped hook and a J-shaped hook. Both hooks featured straight edges at right angles rather than curved shapes (i.e., there was no perfectly fitting contour). The top matches are presented on the left in Table III . As expected, the J-shaped hook was the selected tool object.
2) Nut Scenario: In this scenario, we used parts from a children's toy tool set. The toy tools were thicker and shorter than typical real tools. This made it easier to fit the entire tool into the rather narrow field of view of the Aibo's camera while still keeping the camera close enough to see the outlines clearly. The target object was a hexagonal nut (again from the toy tool set). The agent was tasked with choosing a matching tool from a lineup comprising a screwdriver, a hammer, and a wrench with both open and box ends sized to fit the nut. The top matches are listed in the center columns of Table III . Note that at the distance from the camera to the targets, the hexagonal details of the nut and the wrench opening are lost, such that they resemble simple circles. The two ends of the wrench provide the top two matches, with the closed end scoring higher than the open end.
3) Screw Scenario: In the final scenario, we again used objects from the toy tool set. In this case, the target object had the appearance of the head of a Phillips screw (fashioned from a modified nail from the toy set). The tools were viewed head on, with the end effectors highlighted for color segmentationbased recognition (though we specified the effective points for the agent, a more dextrous agent might automatically identify such regions of a tool [5] ). The tool line up included a flatblade screwdriver, a Phillips screwdriver, the hammer, and the open end of the wrench. Results are on the right in Table III. As we would expect, the Phillips screwdriver provides the best match to the screw head. The flat-head screwdriver also provides a reasonable match. The sides of the wrench provide an additional match to the outside of the screw head.
V. CONCLUSION
We have demonstrated an application of the concept of affordances to the development of habile agents. Our system is capable of providing useful guidance to an agent by identifying combinations of tools and targets that are likely to result in effective tool use. From a systems perspective, it is much more efficient than a naive implementation of shape matching. From a tool use perspective, our evaluation method identifies a set of basic scenarios that could also be used to test and compare the performance of other systems similar to our own. Finally, from the perspective of affordances, the system allows for an agent to make its tool selections quickly, typically in less than a second, and robustly with respect to factors such as distance, rotation, and noise, even when both tool and target are novel.
By segmenting the shape contours, the system is capable of matching local similarities, rather than relying on less precise global shape descriptions for comparing objects. The system is able to prioritize affordances that reflect the closest matches between tool and target, while discarding matches that are physically impossible. A close match implies a high degree of control afforded over the target, and is important for such tasks as selecting the appropriately sized tool from a tool kit.
Much of the current research in this area involves automated learning. While our system is more limited than those capable of learning new affordances, it is capable of identifying appropriate tools and effective tool-target configurations when presented with novel objects and in the absence of specified goals. Thus, while our system is not designed to learn new affordances independently, it is well-suited to providing support to such systems. The affordances identified by the system suggest tool-object couplings that are likely to result in interesting and effective interactions with the target during exploration. Further, the shape matching methods could easily be adapted to support predicting the affordances of novel objects by identifying similarities to familiar objects with known affordances.
Developing methods for automatically selecting the appropriate 2-D viewpoints would reduce the system's reliance on a human operator, while joining the system to a simple physics simulator would allow the system to make predictions about the interactions that become available when a coupling is realized. And of course, it would be exciting to enhance the physical capabilities of the robotic platform such that the system could be capable of testing out its predictions in the real world and actually utilizing the tools it is analyzing.
