Abstract-In this paper, an approach to model reference adaptive control based on neural networks is proposed and analyzed for a class of first-order continuous-time nonlinear dynamical systems. The controller structure can employ either a radial basis function network or a feedforward neural network to compensate adaptively the nonlinearities in the plant. A stable controller-parameter adjustment mechanism, which is determined using the Lyapunov theory, is constructed using a -modification-type updating law. The evaluation of control error in terms of the neural network learning error is performed. That is, the control error converges asymptotically to a neighborhood of zero, whose size is evaluated and depends on the approximation error of the neural network. In the design and analysis of neural network-based control systems, it is important to take into account the neural network learning error and its influence on the control error of the plant. Simulation results showing the feasibility and performance of the proposed approach are given.
SAGACIA turns out to be quite robust and is able to locate global optimum solutions for problems where gradient based algorithms fail. Furthermore, when SAGACIA failed to locate global optimal solutions, suboptimal solutions of good quality can be located quickly. SAGACIA can not only escape from local minima easily, but also converge to global minimum rapidly. It is an efficient and convenient optimization algorithm.
I. INTRODUCTION
Let a plant be given by the following differential equation 
where y(t) is the output signal of the system, u(t) is the input signal to the system, and f : R ! R is the unknown static nonlinear function which is continuously differentiable and Lipschitz. Let a stable linear continuous-time reference model be specified by the following differential equation:
_ ym(t) + amym(t) = kmr(t); t 0 (2) where y m (t) is the output signal, r(t) is the reference input signal, and am > 0; km > 0.
The objective of a model reference adaptive control (MRAC) system can be stated as follows. It is desired to obtain a control law u(t), and an updating law of the controller parameters, such that one or more variables of the plant are kept within prescribed limits, and the closed-loop system maintains a performance specified by the reference model. In other words, it is desired to design a controller that computes a control action signal, such that the overall control system responds dynamically as the specified reference model. This may be expressed in mathematical terms as follows. A plant with an input-output pair u(t), y(t) is given as in (1) , and a stable reference model specified by its input-output pair r(t), ym(t) is given as in (2) with the reference input signal of the system r 2 L1. Then, the objective is to determine a control action law, u(t), for all t > 0, and an updating law of the controller parameters such that lim t!1 jy(t) 0 y m (t)j " for some specified constant " > 0. It is shown in [5] , [6] , [13] , and [14] , and others that any well-behaved nonlinear function can be approximated to any desired accuracy by a two-layer feedforward neural network or a radial basis function (RBF) network, with a sufficiently large number of neurons, over a compact domain of a finite dimensional normed vector space. In [1] , [2] , [7] , [12] , [15] - [17] , and [20] , it is shown that neural networks can be used for both identification and control of dynamical systems. In these works, the nonlinear mapping capability of neural networks is exploited for forward and inverse plant models in order to develop different adaptive control schemes.
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In this paper, a neural network controller based on MRAC is developed, in which the error between the outputs of the plant and the reference model is used to adapt the controller parameters. The present results are established for MRAC with a first-order reference model. The nonlinear part of the controller, which compensates the plant nonlinearity f (1), can be implemented by either an RBF network or a feedforward neural network. The learning law used to train on-line the RBF network or the feedforward neural network is a -modification-type updating law [8] . The adjustment mechanism is determined by the Lyapunov stability analysis of the overall adaptive control system. This kind of neural network-based adaptive controller is applicable to a wide variety of practical problems. Another interesting contribution of the present paper is the evaluation of control error (the error between the outputs of the plant and the reference model) in terms of the neural network learning error. In the design and analysis of neural network-based control systems, it is important to take into account the neural network learning error and its influence on the control error of the plant.
II. MAIN RESULTS
The nonlinear adaptive control system considered in the present paper is generalized from the well-known linear model reference adaptive control systems [9] , [11] . Consider the plant to be controlled given by (1) and a reference model given by (2) . Assume that am, k m , and r(t) have been chosen such that a desired trajectory y m (t) is obtained for the plant output y(t) to follow. The proposed control law has the following form: u(t) = 0a m y(t) + k m r(t) + N f [y(t); w(t)] = T (t) (3) where N f (1; 1) is implemented using an RBF network or a feedforward-type neural network that approximates the function f (1), w is the parameter vector of the neural network (w 2 R p ), and = [am; km; 1] T 2 R 3 is a vector of constant parameters, and (t) = [0y; r; N f ] T 2 R 3 is a vector of functions. The vector w represents the neurocontroller parameters to be tuned (Fig. 1) .
Define the error signal as e(t) 1 = y(t) 0 y m (t): When the neural network exactly represents the function f (1), i.e., when N f [y(t); w(t)] = f [y(t)] for all t, the closed-loop system equation, in terms of the error signal, is obtained by substituting (2) and (3) into (1) as _ e(t) + ame(t) = 0: (4) Note that (4) represents an unforced linear system with a unique equilibrium point at the origin, and it is asymptotically stable since am > 0. Thus, the control objective of y(t) tracking y m (t) is achieved, i.e., e(t) = y(t) 0 y m (t) ! 0 as t ! 1.
Consider the neural network learning error, i.e., the approximation error in the representation of the function f (1) by the neural network, given by Substituting (2), (3), and (5) into (1), the closed-loop system equation becomes _ e(t) + ame(t) = 1(y; w):
Note that when in (6) the learning error tends to zero, i.e., when N f ! f , the control error e(t) tends to zero too. Define the neural network weight parameter error asw = w0w 3 , where w 3 is the optimal parameter vector corresponding to the global minimum error of the network which minimizes j1(y; w)j; i.e., the minimum value of j1(y; w)j that could be reached is j1(y; w 3 )j. In the sequel, a stable parameter adjustment law is determined using the Lyapunov stability theory, and the practical stability for the neural network-based MRAC system is demonstrated. In addition, an explicit evaluation of the control error in function of the neural network learning error and the design parameter will be given.
A. Stability Analysis
In this subsection, analysis will be given for the case in which an RBF network is employed to approximate the nonlinear function of the plant. It is assumed that both RBF centers and widths have been chosen and fixed adequately, and the weight values of the linear combiner will be adjusted by a learning law such that the stability of the whole adaptive control system can be guaranteed. Background material on practical stability will be first introduced.
Definition 1- [10] : Let a system be given by _x = X(x; t); t 0
which has the equilibrium state at the origin, i.e., X(0; t) = 0 for all t 0. Let the perturbed system be given by _x = X(x; t) + p(x; t); t 0:
Let Q be a set which is closed and bounded containing the origin and let Q0 be a subset of Q. Let x(t; x0; t0) be the solution of (8) satisfying x(t 0 ; x 0 ; t 0 ) = x 0 . Let P be the set of perturbations satisfying jp(x; t)j for all t 0 and for all x, where > 0. If for each p in P , each x 0 in Q 0 , and each t 0 0, x(t; x 0 ; t 0 ) is in Q for all t 0, then, the equilibrium of (7) at the origin is said to be practically stable. In other words, practical stability of (7) implies that the solution of (8) which starts initially in Q0 remains thereafter in Q. Practical stability implies that the system may oscillate sufficiently close to its operating state with acceptable performance even though the operating state of the system may be unstable in the sense of Lyapunov [10] . The concept of practical stability is relative to the sets Q and Q0. Q is the set of acceptable states, i.e., if the state x(t) of the system at time t is in Q, then the system at that time is operating satisfactorily. The subset Q 0 is a set of initial states. It is necessary to take into account the concept of practical stability in the analysis and design of certain control systems. This will specify how close the state of the system to operating state is acceptable (the set Q), the magnitude of perturbations to be expected (the number ), and how well the initial conditions should be controlled (the set Q 0 ).
In analogy to the classic asymptotic stability in the large, we can consider a strong practical stability. For this case, given , Q, and Q0, if the origin is practically stable and if, in addition, we require that every solution of the system (8) for each p 2 P be ultimately in Q, then we say that the system (7) has a strong practical stability. The following result is from [10] .
Lemma 1: Let V (x) be a scalar function which has continuous first partial derivative for all x and with the property that V (x) ! 1 as jxj ! 1. Let _ V (8) denote the time derivative of V along the solutions of system (8) . If _ V (8) 0" for all x outside Q 0 , for all p in P , and for all t 0 and if V (x) V (y) for all x in Q0 and all y outside Q, then system (7) possesses strong practical stability.
The following is an application of Lemma 1 to our case. Theorem 1: Suppose that the control law is given by (3) and the parameter updating law is given by _ w(t) = 09B(t)e(t) 0 Kw(t) 
(t)w(t).
Then, the whole system given by _ e(t) + a m e(t) = 0 _ w(t) = 09B(t)e(t) 0 Kw(t) (10) possesses strong practical stability under perturbation given by [1(y; w); 0] T , wherew(t) = w(t) 0 w 3 and w 3 is the optimal parameter vector as defined before.
Proof: System (10) under the given perturbation is described by _ e(t) + a m e(t) = 1(y; w) _ w(t) = 09B(t)e(t) 0 Kw(t):
Consider the positive definite function V (e;w) = 
Since both f (y) and N f (y; w) are continuously differentiable with respect to their arguments, so is 1(y; w). One can apply the mean value theorem and obtain 1(y; w) = 1(y; w 3 ) +w T @1(y; w ) @w (13) for some w , where 1(y; w 3 ) is the learning error evaluated at the global minimum w = w 3 .
Considering (5) 
The second term of (14) is partially cancelled out by the following parameter updating law _ w(t) = 09B(t)e(t) 0 Kw(t):
As w 3 is a constant vector, the adjusting law of w can be determined as in (9) (11) will be ultimately in Q, which implies that e(t) 2 L 1 andw(t) 2 L p 1 for all t 0.
Remark 2:
The nonlinear part of the controller that compensates the nonlinearities f [y(t)] of the plant can also be approximated by feedforward neural networks. In this case, for demonstrating the stability of the control system it is necessary to make modifications to the learning law of the network.
B. Control Error Evaluation as a Function of the Neural Network Learning Error
In this subsection an evaluation of the control error as an explicit function of the neural network learning error and design parameter will be conducted.
Define the Laplace transfer function of system (6) as G(s), i.e.,
The temporal response of system (6) 
Notice that this expression can be used to evaluate the performance of the system through the evaluation of the learning error and design parameter a m . We note that the bound obtained in (21) is established by an analysis on the bounds for input-output relation and it is useful to evaluate the performance of control system both in the transient and steady state.
III. SIMULATION RESULTS
In order to show the feasibility and performance of the proposed neural network-based adaptive control algorithm, as well as the stability properties obtained in the preceding theoretical development, a simulation study has been carried out for two examples of nonlinear plants.
Example 1: The plant to be controlled is governed by the nonlinear differential equation given by (1) , in which the unknown function has the form f [y(t)] = 2y(t) + 0:8y
(t):
Notice that this mathematical model has similar structure to ship-steering model [4] , [18] . The reference model is described by a first-order differential equation
_ym(t) + 2ym(t) = 2r(t)
where r(t) is a smooth bounded reference input signal in the interval
The function f (1) is estimated on-line using a Gaussian-type radial basis function network with input y(t) and output N f (1; 1) . The number of nodes of the hidden layer used is 100 with a spread of 0.03. The centers are distributed uniformly along [−1, 1]. Other design procedures for placing the nodes in the input domain, such as the ones described in [3] , are not possible to use due to the fact that the error between the actual and desired network output is not explicitly available. The evolution of the desired and measured output signals of the system is presented in Fig. 2 (the dashed line is for y) . The learning process can be seen in Fig. 3 , which represents the mean square neural network learning error during the first 150 s.
Example 2: In this case, the plant to be controlled is described by the nonlinear differential equation (1), where the unknown function f (1; 1) has the form f [y(t); u(t)] = y(t)
1 + y 2 (t) + 0:1 tanh[u(t)]:
The last term of (22) represents a small-bounded perturbation.
The reference model employed is described by _y m (t) + 2:5y m (t) = 2:5r(t):
Here, the reference input signal r(t) is also in the interval [−1, 1]. The function f (1; 1) is estimated on-line using a Gaussian-type RBF network, which has two inputs y(t) and u(t), and one output N f (1; 1). Fig. 4 . The learning process, in terms of the evolution of mean square learning error during the first 50 s, is shown in Fig. 5 .
IV. CONCLUSIONS
A neural network-based model reference adaptive controller for a class of nonlinear dynamical plants has been presented. The results obtained can be extended to systems of higher order and multivariable. The design of the present adaptive controller is based on the Lyapunov stability theory. The controller structure is a direct type and can employ either radial basis function networks or feedforward neural networks to compensate adaptively the nonlinearities in the plant. In comparison to the traditional learning systems, here the error between the actual nonlinear function output and desired neural network output is not available. Instead, it is shown that the discrepancy between the reference model output and the plant output can be used as the activation signal of the parameter adjusting law. The controller parameter adjustment law is determined using the Lyapunov stability theory. A practical stability result for the proposed control system is given, which takes into account the neural network learning error. In other words, the convergence of the control error to a neighborhood of zero can be assured, and the radius of the neighborhood is evaluated and depends on the approximation error of the network. In addition, a result is established that relates explicitly the control error to the neural network learning error and the design parameter. We believe that the procedure carried out in the proof of stability of the adaptive control system will be useful to the proof of the stability of other kinds of neural network-based adaptive control structures. To show the practical feasibility and performance of the proposed neural network-based adaptive control algorithm as well as the stability properties obtained in the present paper, a simulation study was carried out for two examples of nonlinear plants. The directions for future investigation will be oriented at the robustness issues of the neural network-based adaptive control structures, and applications of the control algorithm to other real plants. 
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I. INTRODUCTION
Fuzzy logical control (FLC) techniques represent a means of both collecting human knowledge and expertise and dealing with uncertainties in the process of control. In many cases, it has been suggested as an alternative approach to conventional control techniques, (see , for example, [2] - [4] ). The first attempt to design a fuzzy control system was made in [2] . Many researchers have since followed that method which was based on the compositional rule of inference [1] and approximate reasoning [6] . Though the method has been practically successful, it
