In practice, each writer provides only a limited number of signature samples to design a signature verification (SV) system. Hybrid generative-discriminative ensembles of classifiers (EoCs) are proposed in this paper to design an off-line SV system from few samples, where the classifier selection process is performed dynamically. To design the generative stage, multiple discrete left-to-right Hidden Markov Models (HMMs) are trained using a different number of states and codebook sizes, allowing the system to learn signatures at different levels of perception. To design the discriminative stage, HMM likelihoods are measured for each training signature, and assembled into feature vectors that are used to train a diversified pool of two-class classifiers through a specialized Random Subspace Method. During verification, a new dynamic selection strategy based on the K-nearest-oracles (KNORA) algorithm and on Output Profiles selects the most accurate EoCs to classify a given input signature. This SV system is suitable for incremental learning of new signature samples. Experiments performed with real-world signature data (comprised of genuine samples, and random, simple and skilled forgeries) indicate that the proposed dynamic selection strategy can significantly reduce the overall error rates, with respect to other EoCs formed using well-known dynamic and static selection strategies. Moreover, the performance of the SV system proposed in this paper is significantly greater than or comparable to that of related systems found in the literature.
Introduction
Signature Verification (SV) systems are relevant in many real-world applications, such as check cashing, 1 credit card transactions and document authentication. In off-line SV, handwritten signatures are transcribed 2 on sheets of paper, and at some later time scanned in order to obtain a digital representation. Given a digi-3 tized signature, an off-line SV system typically performs preprocessing, feature extraction and classification. 4 For complete and recent surveys of off-line SV, the reader is referred to [1, 2] . The Hidden Markov Models 5 (HMMs) [3] have been successfully employed for classification due the sequencial nature and variable size 6 of the signature data [4, 5, 6, 7] . In particular, the left-to-right topology of HMMs is well adapted to the 7 dynamic characteristics of European and American handwriting, in which the hand movements are always 8 from left to right. 9
Handwriting signatures are behavioural biometric traits that are known to incorporate a considerable 10 amount of intra-class variability. Figure 1 presents the superimposition of several signature skeletons samples 11 of the same writer. Note that the intrapersonal variability occurs mostly in the horizontal direction, since 12 there is normally more space to sign in this direction. By using a grid segmentation scheme adapted to 13 the signature size, Rigoll and Kosmala [7] , and later Justino [6] , have shown that HMMs are suitable for 14 modeling the variabilities observed among signature samples of a same writer. 15 Since the HMM is a generative classifier [8] , it requires a considerable amount of training data to achieve 16 a high level of performance. Unfortunately, acquiring signature samples for the design of off-line SV systems 17 is a costly and time consuming process (for instance, in banking transactions, a client is asked to supply 18 between 3 to 5 signatures samples at the time of his/her subscription). A related problem regards the 19 generation of codebooks 1 needed to design discret HMMs. Typically, the data used to generate codebooks 20 are the same data that are employed to train the HMMs [5, 7] . The main drawback of this strategy is the 21 need to reconstruct the codebook whenever a new writer is added to the system. Moreover, this strategy 22 has been shown to yield poor system performance when few signature samples are available [9] . 23
In this paper, the problem of having a limited amount of genuine signature samples is addressed by 24 designing a hybrid off-line SV system based on the dynamic selection of generative-discriminative ensembles. 25 To design the generative stage, multiple discrete left-to-right HMMs are trained using a different number 26 of states and codebook sizes, allowing the system to learn signatures at different levels of perception. The 27 codebooks are generated using signature samples of an independent database (also called development 28 database), supplied by writers not enrolled to the SV system. This prior knowledge ensures that the SV 29 system can be deployed even when a single user is enrolled. To design the discriminative stage, HMM 30 likelihoods are measured for each training signature, and assembled into feature vectors that are used to 31 train a diversified pool of two-class classifiers through a specialized Random Subspace Method. 32
Given a test signature during verification, the most accurate subset of classifiers is selected to form an 33
EoC using a dynamic selection strategy based on K-nearest-oracles (KNORA) [10] and on Output Profiles 34 [11] . As opposed to static selection, where a single ensemble of classifiers (EoC) is selected before operations, 35 and applied to all input samples, dynamic selection allows for a different selection of EoCs according to each 36 input sample. Moreover, when new reference samples become available, they can be incorporated to the 37 system, incrementally, to improve the selection of the most adequate EoC. 38
To validate the proposed SV system, proof-of-concept experiments are carried out on real-world signature 39 data from two datasets, namely, the Brazilian SV database [4] (comprised of genuine samples, and random, 40 simple and skilled forgeries) and the GPDS database [12] (comprised of genuine samples, and random and 41 skilled forgeries). The performance of the generative-discriminative ensembles formed with the proposed 42 dynamic selection strategy is compared to that of other well-know dynamic and static selection strategies, 43 with a traditional system based on HMMs, and with other relevant SV systems found in the literature. 44
Moreover, the adaptive properties of the proposed SV system for incremental learning of new signature 45 samples are investigated. 46
The rest of this paper is organized as follows. The next section briefly presents the state-of-the-art 47 on hybrid generative-discriminative classifiers and on ensemble of classifiers. Section 3 presents the hybrid 48 generative-discriminative off-line SV system, as well as the proposal of a new dynamic selection strategy. 49 Section 4 describes the experimental methodology, including datasets, training protocol and measures used 50 to evaluate system performance. Finally, the experiments are presented and discussed in Section 5. 51
Hybrid Generative-Discriminative Ensembles 52
Generative classifers differs from discriminative ones in that they can reproduce an input pattern in 53 addition to recognizing it. A generative classifier learns the full joint distribution of a class, i.e., a model of 54 the joint probability P (X|Y ), of the inputs X and the label Y , and may generate labeled instances according 55 to this distribution. Prediction is performed via the Bayes rule to compute P (Y = y j |X = x i ), and then 56
by assigning x i to the most likely y j . In contrast, a discriminative classifier models the decision boundary 57 between class distributions by learning the posterior probability P (Y |X) directly, or by learning a direct 58 map from inputs X to the class labels [13, 14] . 59
Despite the success of HMMs in SV, several important systems have been developed with discriminative 60 classifiers [1, 2] . In fact, both generative and discriminative paradigms hold advantages and drawbacks. and supervised, unsupervised and incremental training more easily, since class densities are considered sep-68 arately one from another [17] . It is therefore easy to add and remove classes as the operational environment 69
unfolds. 70
Some hybrid approaches found in literature appear promising to exploit both generative and discrimi-71 native paradigms. In the hybrid handwritten 10-digit recognition system proposed by Abou-Moustafa et al. 72
[16], a set of 20 discrete HMMs (two per class) is used to map the variable-length input patterns into single 73 fixed-size likelihood vectors. In the classification stage, these vectors are presented to 10 SVMs (one per 74 class) that provide the final decision through the one-against-all strategy. With a similar hybrid architecture, 75
Bicego et al. [19] proposed a system for 2D-shape/face recognition where each sample of a class is modeled 76 by a continuous HMM. This type of architecture can be viewed as a dissimilarity representation approach, 77 in which input patterns are described by their distance with respect to a predetermined set of prototypes 78 [20, 21] . Therefore, while the HMMs model a set of prototypes, the likelihoods provide similarity measures 79 that define a new input feature space. This new space of similarities can, in principle, be used to train any 80 discriminative classifier. The fact that two patterns x 1 and x 2 present similar degrees of similarity with 81 respect to several HMMs enforces the hypothesis that x 1 and x 2 belong to the same class [19] . In a pure 82 generative approach, an input pattern x 1 would be assigned to the most similar class model, neglecting all 83 the information provided by a space of (dis)similarities (i.e., the distances with respect to the other classes). 84
The hybrid system achitectures presented in [16, 19] are particularly relevant for SV since they allow to 85 model not only the genuine class, but also the impostor class. Traditional SV approches based on HMMs 86 generally use only genuine signatures to train the system. Then, a decision threshold is defined by using 87 a validation set composed of genuine and random forgery samples (in practice, only random forgeries are 88 available during the design of a SV system). 89
Ensembles of classifiers (EoCs) have been used to reduce error rates of many challenging pattern recog-90 nition problems, including SV [22, 23, 24, 25] . The motivation of using EoCs stems from the fact that 91 different classifiers usually make different errors on different samples. Indeed, it has been shown that, when 92 the response of a set of C classifiers is averaged, the variance contribution in the bias-variance decomposition 93 decreases by 1/C, resulting in a smaller expected classification error [26, 27] Given a pool of classifiers, an important issue is the selection of a diversified subset of classifiers to form 102
an EoC, such that the recognition rates are maximized during operations [10] . This task may be performed 103 either statically or dynamically. Given a set of reference samples (generally not used to train the classifiers), 104 a static selection approach selects the EoC that provides the best classification rates on that set. Then, 105 this EoC is used during operations to classify any input sample. dynamic selection also needs a reference 106 set to select the best EoC; however, this task is performed on-line, by taking into account the specific 107 characteristics of a given sample to be classified. The KNORA strategy [10], for instance, finds for each 108 input sample its K-nearest neighbors in the reference set, and then selects the classifiers that have correctly 109 classified those neighbors. Finally, the selected classifiers are combined in order to classify the input sample. 110
In a biometric system that starts with a limited number of reference samples, it is difficult to define a 111 priori a single best EoC for the application. Ideally, the EoC should be continuously adapted whenever 112 new reference samples become available. With dynamic selection, this new data can be incorporated to the 113 reference set (after being classified by the pool of classifiers) without any additional step. 114
A System for dynamic selection of Generative-Discriminative Ensembles 115
In this section, a hybrid generative-discriminative multi-classifier system is proposed for off-line SV. It 116 consists of two stages -a generative stage that provides feature vectors for input patterns using a bank 117 of HMMs; and a discriminative stage that classifies these feature vectors using an ensemble of two-class 118 classifiers. The dynamic selection strategy proposed in this paper is based on the K-nearest-oracles (KNORA) 152 (briefly described in Section 2), which has been successfully applied to handwritten-numeral recognition 153
[10]. The main drawback of KNORA is that a robust set of features must be defined in order to compute 154 similarity between the input sample and the samples in the dynamic selection database. As an alternative, 155 the strategy proposed in this paper inputs the likelihood vector to all classifiers in the pool, and the resulting 156 output labels are used to find the K-nearest neighbors in the dynamic selection database. Then, the classifiers 157 that have correctly classified those neighbors are selected to classify the input likelihood vector. 158 The rest of this section presents additional details on the bank of HMMs, the specialized algorithms to 159 generate random subspaces and to perform dynamic selection of classifiers, and a complexity analysis of 160 different components of the system. 161
Bank of HMMs 162
Let M i = {w 1 ∪ w 2 } be the bank of left-to-right HMMs, where w 1 = {λ
R } is the 163 set of R HMMs of the genuine class C 1 , and w 2 = {λ
} is the set of S HMMs of the 164 impostor's class C 2 . Each HMM in w 1 is trained on genuine signature sequences of a specific writer i by 165 using a different number of states. In a similar manner, the HMMs in w 2 are trained on random forgery 166 sequences, that is, genuine signature sequences from writers not enrolled to the system. Besides the different 167 number of states, different codebooks are used, allowing the system to learn a signature at different levels 168 of perception. Section 4.3 presents the training strategy adopted for the HMMs. 
...
If, for instance, λ 
store c r in the ensemble E, that is, E(count) = c r ;
10:
increment the variable count; the ensemble E k ; otherwise, the next classifier in the pool is verified. After applying this procedure to all 225 K-nearest neighbors, the classifiers in each ensemble E k are combined in order to classify the test vector. 226
Finally, the final classification label L is obtained by using the majority vote rule. Note that a same classifier 227 can give more than one vote if it correctly classifies more than one DS vectors. 228 
Output Profiles. Note that the Output Profiles are obtained from the pool of SVMs, whose complexity is 244 shown in the second column. 245 
Experimental Methodology 246
Given the generative-discriminative system proposed in Section 3, two scenarios are investigated: 247 The rest of this section describes the signature databases, the grid segmentation scheme, the classifier 258 training specifications and the performance evaluation method used in the experiments. 259
Off-line SV Databases 260
Two different off-line signature databases are used for proof-of-concept computer simulations: the Brazil-261 ian SV database, used by our research group [4, 6, 23, 35] , and the GPDS database [12], used by other 262 researchers [5, 36, 37, 38] . While the Brazilian SV database is composed of random, simple and skilled 263 forgeries, the GPDS database is composed of random and skilled forgeries. A random forgery is usually a 264 genuine signature sample belonging to a different writer. It is produced when the forger has no access to 265 the genuine samples, not even the writer's name. In the case of simple forgeries, only the writer's name is 266 known. Thus, the forger reproduces the signature in his/her own style. Finally, a skilled forgery represents 267 a reasonable imitation of a genuine signature. 268
Brazilian SV database 269
The Brazilian SV database contains 7920 samples of signatures that were digitized as 8-bit greyscale 270 images over 400X1000 pixels, at resolution of 300 dpi. The signatures were provided by 168 writers and are 271 organized in two sets: the development database (DB dev ) and the exploitation database (DB exp ). 272 DB dev and used as random forgeries to train a pool of SVMs. In this case, the indice j is not specified in 291 the training set T (as shown in second row, fourth column). A similar procedure is applied to the validation 292 set V, and to the GPDS database, which is described in the following section. 293
GPDS database 294
The GPDS database is composed of 16200 signature images digitized as 8-bit greyscale at resolution of 295 300 dpi. It contains 300 writers, where the first 160 are set as DB exp and the remaining 140, as DB dev . 296
For each writer in both DB exp and DB dev , there are 24 genuine signatures and 30 skilled forgeries. In the 297 literature, only 80 to 160 writers (out of 300) are used to develop the SV systems, which allow us to work 298 with two datasets. 299
As this database has a limited number of genuine signatures per writer, it is employed only in Scenario 300 2 (see Table 3 ). For each writer j in DB dev , 14 genuine signatures are available for training (T In the following sections, the GPDS database is refered as GPDS-160, since a set of 160 writers (that is, 307 DB exp ) is actually modeled by the proposed system. 308
Grid Segmentation 309
After conversion to black and white using the Otsu's binarization method [39], the signature images of 310 the Brazilian SV database (composed of 400x1000 pixels) are divided in 62 horizontal cells, where each cell 311 is a rectangle composed of 40x16 pixels. This grid resolution along with pixel density features have been 312 successfully applied to this database in [6] . 313
Without using any optimization process, a similar grid resolution is applied to the GPDS-300 database. 314
Although this database contains images of different sizes (that vary from 51x82 pixels to 402x649 pixels), 315 they are represented in a grid of 400x650 pixels, and segmented in 65 horizontal cells of 40x10 pixels. For dealing with a limited number of signatures samples per writer. Moreover, if we assume that the signature 318 samples come from a same type of document, i.e., checks from a specific bank, the area used for signing is 319 not supposed to vary. 320
To absorb the horizontal variability of the signatures, the images are aligned to the left and the blank 321 cells in the end of the images are discarded. Therefore, the images may have a variable number of horizontal 322 cells, while the number of vertical cells is always 10, as shows the example of Figure 6 . 323 Figure 6 : Example of grid segmentation scheme. By trying different resolutions, Justino [40] has shown that the grid with 10 vertical cells is the most suitable for the Brazilian SV database. This analysis was performed with DB dev , that is, using signature samples from writers not enrolled to the system. Each HMM is trained by using the Baum-Welch Forward-Backward algoritm [3] , and at each iteration 333 t, a error measure E t is calculated as: 334 The use of a single training sequence per HMM was previoulsy investigated in [19] . The main advantage of 342 this strategy is that it allows to obtain a higher number of HMMs, adding more diversity to the next system 343 stage. 344
Training of the Generative Stage
E t = P (O i q /λ (t) )−P (O i q /λ (t−1) ) P (O i q /λ (t) )+P (O i q /λ (t−1) )(2)
Training of the Discriminative Stage 345
Although any discriminative two-class classifier can be used in the second stage, the SVM classifier with 346 providing the smallest error rates are used to train the final SVMs.
Classifier Ensemble Selection 358
In this paper, the simulation results obtained with OP-UNION and OP-ELIMINATE are compared with 359 KNORA-UNION/ELIMINATE [10], the standard combination of all classifiers, and Decision Templates 360 (DT) [42] . 361
With OP-UNION and OP-ELIMINATE, the search for the K-nearest neighbors is done by using the 362 output labels provided by all 100 SVMs; while with KNORA-UNION and KNORA-ELIMINATE, only the 363 SVM input subspace providing the lowest error rates on DB The dynamic selection strategies proposed in this paper are compared as well with two reference systems 385 proposed in our previous work, that is, (i) a traditional generative system based on HMMs [4] (refered in this 386 paper as baseline system), and (ii) a hybrid system based on the static selection of generative-discriminative 387 ensembles [35] . Both systems are briefly described in Section 5. 1. 388 (taken from DB i roc ) is computed. Then, the scores providing a same value of cumulative frequency, γ, are 392 used as thresholds to compute the operating points {T AR i (γ), F AR i (γ)}. Finally, the operating points 393 associated with a same γ (and related to different users) are averaged. Note that γ can be viewed as the 394 true negative rate (T RR = ratio of random forgeries correctly classified to the total of random forgeries) 395 and that it may be associated with different thresholds. Fig. 7 shows an example where the thresholds 396 associated with γ = 0.3 are different for users 1 and 2, that is τ user1 (0.3) ∼ = −5.6 and τ user2 (0.3) ∼ = −6. 4 . 397
In other words, regarding user 1, 30% of the random forgery scores were below than -5.6, while for user 2, 398 30% of the random forgery scores were below than -6. 4 . 399 Since different classifiers are trained through the Random Subspace Method, each classifier results in a 400 different averaged ROC curve. To measure the system performance during verification, F RR and F AR are 401 calculated by using the user-specific thresholds associated to a given γ of the averaged ROC curves. The 402 average error rate (AER), also computed for a given γ, indicates the total error of the system, where F RR 403 and F AR are averaged taking into account the a priori probabilities. 404
When the Brazilian SV database is used, the F AR is calculated with respect to three forgery types: 405 random, simple and skilled (see DB i tst of Table 2 ), that is, 406
While for GPDS database, F AR is calculated with respect to random and skilled forgeries (see DB 
Scenario 2 -sparse data 452
In this experiment, each DB The proposed system achieved higher error rates with the GPDS-160 database because it contains dif-470 ferent image sizes, which vary (vertically and horizontally) even for a same writer. In this work, no normal-471 ization technique was employed. As explained in Section 4.2, a fixed-sized grid -suitable for the Brazilian 472 SV database -was applied to all writers in the GPDS-160 database. With the Brazilian SV database, the 473 region used for signing does not vary, since it simulates the case where the signature samples come from a 474 same type of document, i.e., checks from a specific bank. 475
The final experiment investigates the adaptive capabilities of the proposed system when new genuine 476 signatures are integrated incrementally. A limited number of genuine signatures are used to design both 477 generative and discriminative stages. Then, the goal is gradually improve system performance by adding 478 new genuine signatures to DB genuine samples for training and 8 for dynamic selection is comparable to that of using 8 genuine samples 487 for both training and dynamic selection in some operating points, such as γ = 0.91 and γ = 0.87. With 488 the GPDS-160 database (see Figure 14) , the performance of the system using 4 signatures for training and 489 12 for DS is comparable to or better than that of using 12 genuine samples for both training and dynamic 490 selection, when γ ≤ 0.92. 491
The main advantage of adapting DB i ds incrementally is that the actual classifiers need not be retrained. Comparisons with other systems is difficult because of the use of different features, databases and exper-505 imentation protocols. In our research, only genuine signatures and random forgeries are considered during 506 training, validation and thresholding, since other forgery types are not available during the design of a real-507 world SV system. However, some authors have used skilled forgeries to select optimal decision thresholds. 508
In order to compare with systems that use the GPDS database, the equal error rate (EER) -obtained 509 when the threshold is set to have the F RR approximately equal to the F AR -is employed. Two operating 510 points are chosen from the test scores: one regarding genuine signatures vs. random forgeries, and a second 511 regarding genuine signatures vs. skilled forgeries (where 30 skilled forgeries are employed, instead of 10). 512 Table 8 presents the EERs provided by the proposed system and other systems designed with different 513 subsets of the GPDS database. Results presented on multiple rows correspond to the use of different feature 514 extraction/selection techniques or classifiers. In the work of Ferrer et al.
[5], for instance, three differentwere proposed taking into account the Brazilian SV database; which, posteriorly, were applied to the GPDS 518 database without any optimization process. The systems presented in Table 8 , however, have been optimized 519 to the GPDS database, which explains the slightly lower error rates. Moreover, these systems have been 520 designed and tested using a same set of writers, DB exp . Our systems are based on two independent datasets: 521 DB dev is employed to generate codebooks and to train the impostor's class, and DB exp is employed to train 522 the genuine class and to test the system. It is therefore considered that the results obtained in this paper 523 are comparable to those reported in the literature. 524 Table 8 : EERs (%) provided by the proposed system and by other systems in the literature, using the GPDS database. LBP stands for local binary pattern, GLCM, for grey level co-occurrence matrix, and MDF, for modified direction feature.
( HMMs than the previous one. Nevertheless, the time complexity to train an individual HMM is lower in 531 Scenario 2, since HMMs are trained with a single observation sequence, and with a smaller number of states. 532
Recall that the number of HMM states varies from 2 to L min in Scenario 1 and from 2 to Regarding the discriminative stage, each SVM has a fixed input feature dimension of 15+15 (i.e., R + S ). 534
During the experiments, the number of HMM states varied from 2 to 33 in Scenario 1 and from 2 to 12 535 in Scenario 2, on average. By considering only the genuine space, w 1 , 29x(33-1) HMMs were trained per 536 writer in Scenario 1, and 4x29x(12-1) HMMs were trained per writer in Scenario 2, when α = 4. Table 9  537 presents the average number of HMMs, states, SVM inputs and support vectors employed in each scenario. 538
Despite the overproduction of base classifiers in both generative and discriminative stages, each individual 539 base classifier holds a very low complexity. 540 
Conclusions 541
In this paper, the challenge of designing off-line SV systems from a limited amount of genuine signature 542 samples is addressed through dynamic selection of hybrid generative-discriminative ensembles. In the genera-543 tive stage, multiple discrete left-to-right HMMs are trained using a different number of states and codebook 544 sizes, and employed as feature extractors for the discriminative stage. In the discriminative stage, HMM 545 likelihoods are measured for each training signature, and assembled into feature vectors that are used to 546 train a diversified pool of two-class classifiers through a specialized Random Subspace Method. During 547 verification, a dynamic selection strategy selects the most accurate EoCs to classify a given input signature. 548
Experiments performed with two real-world signature databases (comprised of genuine samples, and random, 549 simple and skilled forgeries) indicate that the proposed dynamic selection strategy can significantly reduce 550 the overall error rates, with respect to other EoCs formed using well-known dynamic and static selection 551 strategies. Moreover, the performance of the hybrid generative-discriminative system is greater than or 552 comparable to that of relevant systems found in the literature. 553
The system proposed in this paper combines of the advantages of multiple generative and discriminative 554 classifiers to achieve a very high classification rate in off-line SV. The use of different codebooks and HMM 555 states allows the system to learn each signature at different levels of perception. The codebooks -as well as 556 the impostor class -are obtained from signatures of an independent database, ensuring that the SV system 557 can be designed with a single user. 558
Another important contribution is the proposal of two new dynamic selection strategie (OP-ELIMINATE 559 and OP-UNION), based on KNORA [10] and on Output Profiles [11] , which were shown to be more suitable 560 for off-line SV than other well-known dynamic and static selection strategies. The decision of using OP-561 UNION or OP-ELIMINATE may be based on the number of genuine samples employed to train the classifiers. 562
During experiments, it was observed that OP-UNION provides better results than OP-ELIMINATE when 563 the SVM classifiers are trained with a small number of signatures (for instance, 4 genuine signatures vs. 4 564 random forgeries). Since classifiers trained with a limited number of signature samples are less accurate, 565 more classifiers are needed to form a robust EoC. 566 Finally, by choosing among different γ values from the averaged ROC curve, the system can be adjusted 567 according to the risk linked to an input sample. In banking applications, for instance, the decision to use 568 a specific operating point may be associated with the amount of the check. As an example, if a user rarely 569 signs high value checks, signing for large amounts would require operating points related to low F ARs, as 570 would be provided by a γ value close to 1. Lower amounts would translate to operating points related to 571 low F RRs, since the bank and user would not feel comfortable with frequent false rejections. 572
A challenging issue in biometrics is to take into account the aging of reference data in long-lived systems 573
[50]. In this respect, the proposed SV system can be adapted such that new genuine signature samples may 574 be integrated incrementally. As new genuine signature samples become available, the system performance 575 may be improved overtime, without the need of retraining the actual classifiers. 576
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