Genes in higher eukaryotes may span tens or hundreds of kilobases with the protein-coding regions accounting for only a few percent of the total sequence. Identifying genes within large regions of uncharacterized DNA is a difficult undertaking and is currently the focus of many research efforts. We describe a reliable computational approach for locating protein-coding portions of genes in anonymous DNA sequence. Us a concept suggested by robotic environmental sensing, our method combines a set of sensor algorithms and a neural network to localize the coding regions. Several algorithms that report local characteristics of the DNA sequence, and therefore act as sensors, are also described. In its current configuration the "coding recognition module" identifies 90% of coding exons of length 100 bases or greater with less than one false positive coding exon indicated per five coding exons indicated. This is a significantly lower false positive rate than any method of which we are aware. This module demonstrates a method with general applicability to sequence-pattern recognition problems and is available for current research efforts.
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Major sequencing efforts, a number of which are directed toward identifying and localizing human disease genes (1) (2) (3) , are producing large amounts of DNA sequence data. DNA sequencing is no longer restricted to regions of known function, and large amounts of anonymous DNA sequence are being generated. Indeed the use of sequence-tagged sites (4) to mark positions on a high-resolution map of the human genome will result in the generation of many anonymous stretches of DNA sequence.
Perhaps the most fundamental question that can be asked about a DNA sequence is whether or not it encodes protein. Recognition of coding sequence has generally been approached by examining the positional and compositional biases imposed on the DNA sequence in protein-coding regions by the genetic code and by the distribution of amino acids in proteins (5-7). While it is fairly easy to devise algorithms with some value as predictors of coding regions, such methods are generally not sufficiently robust to be useful for finding genes in anonymous DNA sequence data from higher eukaryotes. Rather than attempting to develop a single "perfect" indicator of protein-coding character, given the incomplete state of our understanding of the underlying biological processes, a more useful approach. may be to consider how information from several algorithms, each designed to recognize particular sequence properties, can be combined to provide more powerful pattern recognition capabilities (8, 9) .
We regard the recognition of patterns in DNA sequence data as a problem analogous to environmental sensing in sensor-based robotic systems. In these systems, perception of the robot's surroundings occurs through the integration of information from multiple sensors-e.g., charge-coupled device (CCD) cameras, sonar transducers, laser range finders, tactile sensors (9) . Optimal integration of the outputs from these sensors, accomplished through machine learning, allows one to form a combined best estimate of the environment that is better than any estimate based on individual sensors.
We have applied this approach to DNA sequence analysis and particularly to the problem of recognizing coding sequences. This "coding recognition module" (CRM) (Fig. 1) incorporates a group of seven sensor algorithms (described below) each designed to provide an indication of the coding potential of a region of sequence. A neural network is used to integrate the sensor outputs and to predict the location of coding regions. After a suitable training procedure, the neural network learns how to interpret the sensor outputs, and, when provided with sensor data from a test sequence, can make accurate decisions about the location of coding DNA.
There are a number of advantages to the DNA pattern recognition method implemented in the CRM. (i) It represents a convenient framework for combining different types of input information (for example, statistical information and rules). (ii) The various types of input information are integrated, in a nonbiased manner, by machine learning algorithms (i.e., neural-network training). (iii) The system is robust to input (sequencing) errors because of the redundant and partially independent nature of the input sensors. The modular nature of this system also allows it to evolve by incorporating new sensor algorithms as they become available.
Several of the sensors measure characteristics of DNA sequences that are organism-specific (10) . Although preliminary results suggest that the CRM based on statistics compiled from human DNA sequences performs well on sequences from other mammals, it is relatively simple to create similar modules for other species.
Sensors
To determine the likelihood that a given sequence position is within a coding segment, a program written in C language calculates the values of the seven sensors for a 99-base sequence window centered at each test position in the sequence, and the sensor signals, scaled between 0.0 and 1.0, are then evaluated by the neural net. After neural-network training is complete, the weights of the net are extracted and incorporated into a C routine that simulates the action of the net. A brief overview of the sensor algorithms follows.
(i) Frame bias matrix. The basis of this method is the nonrandom frequency with which each of the four bases occupies each of the three positions within codons. This distribution is due to unequal usage of amino acids and to preferred use of codons for particular amino acids (10) . This Abbreviation: CRM, coding recognition module.
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11262 Genetics: Uberbacher and Mural bias, expressed as a matrix, is used as a probe to identify potential coding regions and the preferred reading frame. If a region codes for protein, then one frame should have a significantly better correlation to the bias matrix than the other two possible reading frames. The correlation coefficient between the matrix and each reading frame is calculated and the difference between the best and worst coefficient is used as an indicator of coding potential.
(ii) Fickett . This is an implementation of an algorithm developed by Fickett (5) that considers several properties of coding sequences. In a given window, it independently examines the 3-periodicity of each of the four bases and compares them to the periodic properties of coding DNA. It also compares the overall base composition of the test DNA with the known composition for coding and noncoding DNA.
(iii) Dinucleotide fractal dimension. Dinucleotide occurrence is known to be far from random, with dinucleotides such as AA and TC being common and CG being rare. By examining the transitions of sequential dinucleotides (asking whether the next dinucleotide is of similar or different commonality), it is possible to view a DNA sequence as a dynamic function. These transitions can be considered as changes in energy, in the Boltzmann sense, by using the energy scale E = -ln(p), where p is each dinucleotide's probability. These fluctuations can be characterized by a fractal dimension (11) . We have found that coding DNA usually has lower dimension than noncoding DNA (9) . The sensor value represents the difference in fractal dimension between a reference value derived from intron DNA and the dimension of the window being examined.
(iv) Coding 6-tuple word preferences. One way of characterizing sequences is by examining the frequency of occurrence of nucleotide "words" of a given length in the sequence. Different types of DNA sequence (introns, coding regions, etc.) have different distributions of word occurrence (19) . Each word's preference value is calculated as the logarithmic ratio ofits normalized frequency ofoccurrence in coding vs. noncoding human DNA, and the sum of preference values in the window provides the coding indicator. The 6-tuple frequencies for protein-coding DNA were compiled from the protein-coding portions of 122 human cDNA sequences (about 210,000 nucleotides), and the statistics for noncoding DNA were compiled from a data set of about 175,000 bases of sequence from human introns. These sequences were extracted from GenBank release 60.0 (12) .
(v) Coding 6-tuple in-frame preferences. This is similar to the previous sensor except that the observed 6-tuples in the test DNA are compared with the preference values of inframe 6-tuples compiled from coding DNA. The total preference is computed three times for the analysis window, once for each reading frame. The predicted reading frame is taken to be the one that provides the best 6-tuple in-frame coding vs. noncoding preference, and the sensor value corresponds to the total preference for this frame.
(vi) Word commonality. The overall frequency of occurrence or commonality of a given 6-tuple in bulk DNA is related to its context. For example, introns use extremely common words and exons relatively rare words. In this sensor, 6-tuple word commonality is defined as the logarithmic ratio of its normalized frequency of occurrence (in a subset of human genomic DNA of about 900,000 bases) divided by its expected random frequency. The score at each test position for 6-tuple commonality is calculated by summing all (overlapping) 6-tuple commonalities contained completely in the analysis window.
(vii) Repetitive 6-tuple word preferences. The test sequence is compared with 6-tuple statistics for several classes of repetitive DNAs in a manner similar to that used in the previous three algorithms, and the largest total preference in the window (best similarity to a repetitive type) is used as the sensor. This is a negative coding indicator since it reflects the fact that highly repetitive DNA rarely encodes protein.
As an example ofthe application ofthese seven algorithms, Fig. 2 A-G shows the sensor outputs for the 6500-base-pair human ras protooncogene region.
Neural Network
A back-propagation neural network (13, 14) was constructed to integrate the output from the seven sensor algorithms. This network consists of7 input nodes, two hidden layers of14 and 5 nodes, and an output node. Input to the neural network for both training and test sets consists of a vector containing the values of the seven sensor algorithms (Fig. 2 A-G Figs. 2H and 3 . The output of the CRM is characterized by its decisive nature and a very low level of noise.
In our test set, the module located 90%o (71/79) ( Table 1) (1991) 
