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Abstract
With the fast growth of the amount of digitalized texts in recent years, text information manage-
ment becomes increasingly important in people’s daily life. Natural language processing provides
the foundation of many modern text information management technologies. For many natural lan-
guage processing tasks, the state-of-the-art solutions are based on supervised statistical machine
learning methods, which require large manually annotated corpora. However, the variations of
text in vocabulary, format, style, etc. in different domains and the large amount of human efforts
needed to create labeled training data make it practically infeasible to directly apply supervised
machine learning methods to natural language processing tasks in new domains. There is there-
fore a great need to develop special learning algorithms and techniques to adapt classifiers trained
on some old domains to a different but related new domain.
This thesis aims at understanding the domain adaptation problem and developing general learn-
ing techniques for solving the problem. To understand domain adaptation, a formal analysis is
conducted from different perspectives. First, we look at the intrinsic distributional difference be-
tween two domains, which leads to an instance weighting solution to domain adaptation. Second,
we look at the the extrinsic functional difference between the optimal classifiers for two domains,
which leads to a feature selection solution to domain adaptation. Third, we distinguish the domain
difference that comes from the old training domain from the difference that comes from the new
test domain, and accordingly propose that domain adaptation should consist of two stages.
The instance weighting and feature selection solutions are formally developed into two general
and principled frameworks for domain adaptation. Both frameworks modify the objective function
of the standard risk minimization framework for supervised learning, and include standard super-
ii
vised learning and semi-supervised learning as special cases. Evaluation of the two frameworks
on a number of natural language processing tasks using real data sets demonstrates the effective-
ness of the domain adaptation techniques incorporated in the frameworks compared with standard
supervised and semi-supervised learning.
Observing that the effectiveness of different domain adaptation techniques varies from data set
to data set, we also study different types of domain adaptation and their associations with different
domain adaptation techniques. Using perturbed real data sets, we are able to show that different
types of domain difference indeed require different domain adaptation techniques. This analysis
deepens our understanding of domain adaptation, and potentially helps us select the appropriate
techniques for particular domain adaptation problems.
Although we focus on domain adaptation in natural language processing in this thesis, most
of the analysis of the problem and the proposed domain adaptation techniques are not restricted
to natural language processing problems but can be generally applied to most classification tasks
when the training and the test domains differ.
iii
to Kai and my parents
iv
Acknowledgments
It is a great pleasure to express my respect to the many people who have supported me throughout
my doctoral study at UIUC.
First of all, I would like to express my deep and sincere gratitude to my advisor, Professor
ChengXiang Zhai, whose enthusiasm and vision in research has greatly inspired me, and whose
constant guidance and encouragement has made this work possible. Ever since I started working
with Cheng, he has been treating me as a peer, pointing me to important research questions while
also giving me enough freedom to explore my own interests. Cheng has generously and patiently
spent much time discussing research ideas with me. A large part of the solutions presented in
this thesis came from those stimulating discussions with him. Most importantly, I learned from
Cheng not only how to conduct high-quality research but also how to identify and aim at research
problems that will make real impact to this field and the society. In the field of text informa-
tion management, where theory meets practice, Cheng’s research vision and approach has greatly
influenced me.
I would also like to thank all the other thesis committee members, Professor Dan Roth, Profes-
sor Jiawei Han, Professor Bruce Schatz, and Professor Hwee Tou Ng, for their generous time and
commitment. Their constructive comments and suggestions made this thesis complete. Special
thanks to Professor Hwee Tou Ng from the National University of Singapore, who made a special
trip to UIUC for my final defense. I also want to thank Professor Feng Liang from the Department
of Statistics of UIUC for her insightful feedback on my thesis research.
During my doctoral study, I have received help from many colleagues and friends at UIUC. I
would like to thank many of the members of the TIMan Group for the various valuable discussions
v
I had with them as well as the joyful time we spent together in the office: Hui Fang, Tao Tao,
Xuehua Shen, Azadeh Shakery, Xu Ling, Qiaozhu Mei, Xuanhui Wang, Xin He, Bin Tan, Younhee
Ko, Yue Lu, Duo Zhang, Alex Kotov, Maryam Karimzadehgan, and V.G.Vinod Vydiswaran. I
would also like to thank many other members of the DAIS Group, especially Hong Cheng, Jing
Gao, and Deng Cai. I also want to thank my roommates Priscilla To and Yaning Yang for sharing
our graduate life together at UIUC.
My thesis research would not be possible without the financial support from the BeeSpace
project and the MIAS project at UIUC.
Finally, I am grateful to my husband Kai and my parents, whose unceasing love and support
has helped me go through all the difficulties to complete this venture. I dedicate this thesis to them.
vi
Table of Contents
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Chapter 2 Understanding Domain Adaptation . . . . . . . . . . . . . . . . . . . . . . 7
2.1 Notations and Problem Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Some Basics of Statistical Learning Theory . . . . . . . . . . . . . . . . . . . . . 9
2.3 Analysis of Domain Adaptation . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.1 An Intrinsic View—Joint Distribution . . . . . . . . . . . . . . . . . . . . 13
2.3.2 An Extrinsic View—Classification Function . . . . . . . . . . . . . . . . . 16
2.3.3 Two Stages of Domain Adaptation . . . . . . . . . . . . . . . . . . . . . . 18
Chapter 3 An Instance Weighting Framework for Domain Adaptation . . . . . . . . . 20
3.1 Two Factors for Domain Adaptation . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 A Framework with Instance Weighting for Domain Adaptation . . . . . . . . . . . 22
3.2.1 Using Ds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2.2 Using Dt,l . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2.3 Using Dt,u . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2.4 Combining Ds, Dt,l and Dt,u . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3 Setting the Instance Weights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3.1 Setting α . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3.2 Setting β . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3.3 Setting γ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3.4 Setting λ’s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.4.1 Tasks and Data Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.4.2 The Effect of α . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.4.3 The Effect of β . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.4.4 Instance Pruning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4.5 Combining α and β . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.4.6 The Effect of γ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.4.7 The Effect of λt,l . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4.8 The Effect of λt,u . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
vii
3.5 Summary and Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
Chapter 4 A Feature Selection Framework for Domain Adaptation . . . . . . . . . . . 52
4.1 Generalizable Features and Domain-Specific Features . . . . . . . . . . . . . . . . 54
4.2 A Two-Stage Framework with Feature Selection for Domain Adaptation . . . . . . 55
4.2.1 Generalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2.2 Adaptation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.3 Finding Generalizable Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.4 Implementation Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.4.1 An Alternating Optimization Procedure for Joint Optimization of A and v . 61
4.4.2 A Heuristic for Domain Cross Validation . . . . . . . . . . . . . . . . . . 63
4.4.3 Summary of the Framework . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.5 Special Case with A Single Source Domain . . . . . . . . . . . . . . . . . . . . . 66
4.6 Experiments with Multiple Source Domains . . . . . . . . . . . . . . . . . . . . . 67
4.6.1 Data Set and Experiment Setup . . . . . . . . . . . . . . . . . . . . . . . 67
4.6.2 Domain Generalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.6.3 Domain Adaptation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.7 Experiments with A Single Source Domain . . . . . . . . . . . . . . . . . . . . . 73
4.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
Chapter 5 An Analysis of Domain Difference Types . . . . . . . . . . . . . . . . . . . 76
5.1 Characterizing Domain Difference Based on Changes of Feature Properties . . . . 79
5.1.1 Feature Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.1.2 Change of Feature Properties . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.1.3 Domain Difference Types . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.2 Associating Domain Difference Types with Domain Adaptation Techniques . . . . 84
5.2.1 Domain Adaptation Techniques . . . . . . . . . . . . . . . . . . . . . . . 84
5.2.2 Associations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.3 Experiments with Perturbed Real Data Sets . . . . . . . . . . . . . . . . . . . . . 87
5.3.1 Data Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.3.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.4 Conclusions and Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
Chapter 6 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.2 Instance Weighting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
6.2.1 Class Imbalance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.2.2 Covariate Shift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.2.3 Change of Functional Relations . . . . . . . . . . . . . . . . . . . . . . . 101
6.3 Semi-Supervised Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.4 Change of Representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.5 Bayesian Priors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.6 Multi-Task Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.7 Ensemble Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
viii
Chapter 7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.2 Future Directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
Author’s Biography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
ix
List of Tables
3.1 The effect of using α to weigh the source domain instances in unsupervised domain
adaptation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 Comparison between instance weighting using α only and using β only. In all
experiments, Nt,l is roughly 120 of Ns. . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3 Comparison between directly estimating β and instance pruning. . . . . . . . . . . 44
3.4 Comparison between instance weighting using α only, using β only, and using α
and β together. In all experiments, Nt,l is roughly 120 of Ns. . . . . . . . . . . . . . 44
3.5 The effect of using γ to include Dt,u in unsupervised domain adaptation. . . . . . . 45
3.6 The effect of setting λt,l heuristically to NsNt,l . . . . . . . . . . . . . . . . . . . . . . 47
4.1 Comparison between BL, DA-1 and DA-2. . . . . . . . . . . . . . . . . . . . . . . 69
4.2 Comparison between BL-SSL, BL-SSL-2, and DA-2-SSL. . . . . . . . . . . . . . 71
5.1 Our expectation of the associations between different types of domain difference
and different domain adaptation techniques. . . . . . . . . . . . . . . . . . . . . . 87
5.2 Comparison between domain difference types and domain adaptation techniques
on User-1’s email collection. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.3 Comparison between domain difference types and domain adaptation techniques
on User-2’s email collection. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.4 Comparison between domain difference types and domain adaptation techniques
on User-3’s email collection. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
x
List of Figures
2.1 An abstract illustration of the two stages of domain adaptation. . . . . . . . . . . . 18
3.1 An illustration of the two factors for the distributional difference between two
domains. The plus signs represent positive instances, and the minus signs repre-
sent negative instances. The red signs represent instances from the target domain,
while the blue signs represent instances from the source domain. Clearly the two
domains have different data distributions, and hence different optimal decision
boundaries. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2 The effect of instance weighting using β with different Nt,l for part-of-speech tag-
ging. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3 The effect of instance weighting using β with different Nt,l for entity type classifi-
cation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.4 The effect of instance weighting using β with different Nt,l for spam filtering. . . . 38
3.5 The effect of instance weighting using β and inclusion of Dt,l in the training set
for part-of-speech tagging. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.6 The effect of instance weighting using β and inclusion of Dt,l in the training set
for entity type classification. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.7 The effect of instance weighting using β and inclusion of Dt,l in the training set
for spam filtering. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.8 The effect of instance pruning for part-of-speech tagging. . . . . . . . . . . . . . . 42
3.9 The effect of instance pruning for entity type classification. . . . . . . . . . . . . . 42
3.10 The effect of instance pruning for spam filtering. . . . . . . . . . . . . . . . . . . 43
3.11 The effect of increasing λt,l on part-of-speech tagging. . . . . . . . . . . . . . . . 46
3.12 The effect of increasing λt,l on entity type classification. . . . . . . . . . . . . . . 47
3.13 The effect of increasing λt,l on spam filtering. . . . . . . . . . . . . . . . . . . . . 48
3.14 The effect of increasing λt,u on part-of-speech tagging. . . . . . . . . . . . . . . . 49
3.15 The effect of increasing λt,u on entity type classification. . . . . . . . . . . . . . . 49
3.16 The effect of increasing λt,u on spam filtering. . . . . . . . . . . . . . . . . . . . . 50
4.1 Comparison between BL, DA-1 and DA-2 as h Varies. . . . . . . . . . . . . . . . 70
4.2 Comparison between BL-SSL, BL-SSL-2, DA-2-SSL and DA-2-BL-SSL as m
Varies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.3 The effect of feature selection for part-of-speech tagging. . . . . . . . . . . . . . . 74
4.4 The effect of feature selection for entity type classification. . . . . . . . . . . . . . 74
4.5 The effect of feature selection for spam filtering. . . . . . . . . . . . . . . . . . . . 75
xi
5.1 An abstract illustration of the different overlapping patterns between two domains. 77
5.2 Two types of domain difference based on where the domain-specific characteristics
come from. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.3 Comparison between the domain adaptation techniques as Nt,l changes on User-
1’s email collection. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.4 Comparison between the domain adaptation techniques as Nt,l changes on User-
2’s email collection. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.5 Comparison between the domain adaptation techniques as Nt,l changes on User-
3’s email collection. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
xii
Chapter 1
Introduction
The past few decades witnessed an explosion of digitalized textual data in many fields, including
scientific, clinical, enterprise, legal, and personal information management. Information retrieval
(IR) systems have been deployed in many areas and shown to be very useful in helping users find
relevant documents. The most prominent example is the success of Web search engines. However,
natural language processing (NLP) techniques can provide users with even more sophisticated
services. For example, automatic text summarization, information extraction (IE), and question
answering (QA) systems can help users quickly digest the huge amount of relevant information
and locate specific information nuggets.
Recent advances in natural language processing have shown that statistical machine learning
plays a critical role (Manning and Schu¨tze, 1999). In particular, supervised statistical learning
has been successfully applied to many NLP problems, including part-of-speech tagging, chunk-
ing, full parsing, dependency parsing, word sense disambiguation, semantic role labeling, named
entity recognition, relation extraction, etc., and achieved the state-of-the-art performance. Super-
vised statistical learning relies on a sufficient amount of manually labeled data for training. For this
reason, computational linguists have devoted a large amount of human efforts to creating annotated
corpora for different purposes, including the Penn Treebank for part-of-speech tagging and syn-
tactic parsing (Marcus et al., 1993), the Proposition Bank for semantic role labeling (Palmer et al.,
2005), a series of data sets from the ACE (Automatic Content Extraction) program for information
extraction1, etc.
A fundamental assumption in supervised statistical learning is that the labeled training data is
1http://www.nist.gov/speech/tests/ace/
1
an independent and identically distributed (i.i.d.) sample drawn from the data distribution where
the learned classifier will be applied later to make predictions; otherwise, good performance on
the test data cannot be guaranteed even if the training error is low. When dealing with textual
data, this assumption usually amounts to requiring the training and the test data to be from the
same domain. For example, if one wants to build a named entity recognizer for personal Web logs,
ideally she should also train on Web log entries annotated with named entities rather than on, say,
financial news articles, because common named entities in Web logs and in financial news can
have different properties. However, existing annotated corpora are usually biased toward certain
domains, especially the news domain. For example, the Penn Treebank corpus is dominated by
financial news from the Wall Street Journal. The Proposition Bank uses the Penn Treebank corpus,
and thus has the same bias. The ACE data sets also contain mostly newspaper articles; only
recently have texts from Web logs and Web forums been added to the ACE data sets. It has
generally been observed that when an NLP classifier (e.g. a part-of-speech tagger, a parser, a
word sense disambiguation classifier, or a named entity recognizer) trained on a certain domain is
applied to a different domain, the performance of the classifier often substantially degrades (Blitzer
et al., 2006; McClosky et al., 2006; Chan and Ng, 2006; Vilain et al., 2007).
An immediate solution to the problem is to create annotated data representative of the new
domains. For example, the University of Pennsylvania has developed a corpus of biomedical text
that contains a Treebank with syntactic structures, a Propbank with predicate-argument structures,
and annotated entities and relations (Kulick et al., 2004). Such annotated corpora in special do-
mains can clearly help computational linguists develop NLP tools tailored for the corresponding
domains. However, human annotation is usually very labor-intensive. For example, for the first
phase of the Penn Treebank project, it took three years to annotated a 4.5-million-word corpus
with part-of-speech information and skeletal syntactic structures (Marcus et al., 1993). Clearly, it
is infeasible to create new annotated corpora for all domains. The insufficiency of labeled data
is therefore a bottleneck problem that hinders the progress of developing effective NLP tools in
various domains.
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On the other hand, existing annotated corpora are not entirely useless even if we are not work-
ing on the same domain; when working on a special domain such as the biomedical literature
domain where labeled data is lacking, it would be a big waste to ignore existing annotated corpora
from other domains such as the news domain, because there is still a certain degree of similarity
between other domains and the biomedical literature domain. Therefore, in order to address the
bottleneck problem with insufficient labeled data, a critical and interesting research question is
how to leverage existing labeled data from related domains to help train classifiers in the domain
we are interested in. We refer to the domain which does not have sufficient labeled data but which
we are interested in as the target domain, and the domain(s) where sufficient labeled data is avail-
able as the source domain(s). We call this problem of exploiting labeled data from the source
domains to help train classifiers in the target domain the domain adaptation problem.
Despite its importance, the domain adaptation problem only gained much attention in the ma-
chine learning and natural language processing research communities very recently. There have
been a number of studies on solving special kinds of domain adaptation problems or addressing the
problem from different perspectives. For example, Chelba and Acero (2004) studied adaptation of
maximum entropy classifiers from one domain to another for the task of recovering capitalization,
and proposed to construct a Bayesian prior from the source domain to be used in the target domain.
Chan and Ng (2006) studied domain adaptation for word sense disambiguation (WSD), where the
domain difference is mainly caused by different class prior probabilities. Daume´ III and Marcu
(2006) used mixture models and labeled data from both the source and the target domains to dis-
cover a common mixture component as well as two domain-specific mixture components, one for
each domain. Blitzer et al. (2006) proposed a structural corresponding learning (SCL) algorithm
for domain adaptation, which maps domain-specific features to common “pivot” features shared
by domains, and to learn in the projected feature space. The SCL algorithm was applied to the task
of part-of-speech tagging (Blitzer et al., 2006) and sentiment analysis (Blitzer et al., 2007). Ben-
David et al. (2007) and Blitzer et al. (2008) theoretically analyzed the domain adaptation problem
based on statistical learning theory, and gave error bounds for the problem.
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However, the domain adaptation problem is not yet completely understood, and no single stan-
dard method has been identified that is guaranteed to work well for any arbitrary domain adaptation
problem. In this thesis, we aim at a deep and thorough understanding of the domain adaptation
problem by identifying the causes of domain difference and designing domain adaptation methods
accordingly. Because much of the existing work on domain adaptation appeared around the same
time as this thesis research was conducted, we postpone a detailed discussion of related work until
Chapter 6 at the end of the thesis so that we can relate our work with other existing work and lay
out a big picture of the current research on this topic.
To understand domain adaptation, we first observe that the essential difference between two
domains lies in the joint distribution of the observed object or instance X and the class label Y .
Because statistical learning theory requires the labeled training data to be drawn from the same
underlying distribution as the data to be classified, training on a domain that has a different data
distribution than the test domain fundamentally violates this basic assumption of statistical learn-
ing theory. To alleviate this problem, we observe that one solution is to weigh the training instances
based on the difference between the two data distributions of the two domains. To further study
how to assign the instance weights, we decompose the joint probability of X and Y into two com-
ponents, the marginal probability of the observed instance X , and the conditional probability of
the class label Y given X . This view of domain adaptation from the perspective of the distribu-
tional difference between the two domains leads to our instance weighting framework for domain
adaptation. In this instance weighting framework, we make use of all the instances available to
us, including both labeled instances from the source domain and labeled and unlabeled instances
from the target domain. Applying the instance weighting framework boils down to setting various
parameters in the framework. We propose several heuristics to set the parameters. Evaluation of
the framework on a number of natural language processing tasks shows that instance weighting is
effective for domain adaptation.
We also study domain adaptation from another perspective: we look at how the optimal classi-
fication functions for the two domains can be different. In particular, we focus on linear classifiers
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because they are widely used in natural language processing and shown to be effective. A natu-
ral way to connect the linear classifiers for two domains is to see for which features the weights
in the two linear classifiers are close and for which features the weights are far apart from each
other. In another word, we hypothesize that two domains may have a set of generalizable features
that have similar weights in the linear classifiers for the two domains, but there may also be a
set of domain-specific features that have very different weights in the two linear classifiers. This
view of domain adaptation from the perspective of the similarity and dissimilarity between the
weight vectors of the two linear classifiers for two domains leads to our feature selection frame-
work for domain adaptation. The feature selection framework allows two domains to have the
same weights for the generalizable features but different weights for the domain-specific features.
We generalize the framework to the case where we have more than one source domains. We then
propose heuristic ways of identifying generalizable features across the multiple training domains.
We also use a penalization parameter to force the domain-specific features that are not useful for
the target domain to have low weights, in order to shift the focus to those generalizable features.
Semi-supervised learning can also be incorporated into the feature selection framework in order
for the model to learn weights for those domain-specific features in the target domain. The feature
selection framework is evaluated on a number of natural language processing tasks and shown to
be effective.
The experiment results from applying the two frameworks show that the effectiveness of dif-
ference domain adaptation techniques varies from data set to data set. Motivated by this obser-
vation, we then study whether there are different types of domain difference and whether these
types require different techniques. We consider domain difference from two perspectives. First,
we separate domain difference in P (X) from domain difference in P (Y |X). Second, we sepa-
rate domain difference caused by “novel” characteristics in the test domain from that caused by
“noisy” characteristics in the training domain. These two perspectives give us four different types
of domain difference. We then analytically associate a few representative domain adaptation tech-
niques with the domain difference types, and use perturbed real data sets to verify the associations.
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Our findings confirm that the different types based on different domain-specific characteristics
have strong associations with certain domain adaptation techniques. However, there is no strong
evidence to suggest that domain difference in P (X) and domain difference in P (Y |X) require
different domain adaptation techniques, probably because difference in P (X) also leads to dif-
ference in P (Y |X). The analysis on domain difference types and their associations with domain
adaptation techniques has particular practical meaning because it can potentially help us choose
the appropriate domain adaptation techniques for specific domain adaptation problems.
The rest of the thesis is organized as follows. We first formally analyze the domain adaptation
problem in Chapter 2, from both an intrinsic view and an extrinsic view, leading to the two general
solutions based on instance weighting and feature selection, respectively. We then present the
two general frameworks in Chapter 3 and Chapter 4 in detail and evaluate them on real data sets.
In Chapter 5, we study different types of domain difference and their associations with different
domain adaptation techniques. We give a detailed discussion on related work in Chapter 6 with
our work included, which summarizes the state-of-the-art solutions to this problem. Finally, in
Chapter 7, we conclude our work and point out future directions to explore.
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Chapter 2
Understanding Domain Adaptation
In this chapter, we try to analyze and understand the domain adaptation problem in a principled
way. Such an analysis allows us to identify the underlying causes of domain difference and to
design methods that can directly address the difference. We first introduce some notations and
give the setup of the domain adaptation problem in Section 2.1. We then briefly review some
basics of statistical learning theory that will be used in the rest of this thesis in Section 2.2. We
formally analyze the domain adaptation problem in Section 2.3 from three perspectives. We first
discuss domain adaptation from an intrinsic view and an extrinsic view. These two views naturally
lead to two solutions to domain adaptation, instance weighting and feature selection, which we
will discuss in detail in Chapter 3 and Chapter 4, respectively. We also present a third view which
is based on whether the domain difference mainly comes from special characteristics of the target
domain or from the source domain. This third view forms the basis of our analysis of domain
difference types in Chapter 5.
2.1 Notations and Problem Setup
We first introduce some notations that are used in the rest of the thesis. Recall that we refer to the
training domain where labeled data is abundant as the source domain, and the test domain where
labeled data is not available or very little as the target domain. Let X denote the input variable
(i.e. an observation) and Y the output variable (i.e. a class label). We use P (X, Y ) to denote
the true underlying joint distribution of X and Y , which is unknown. In domain adaptation, this
joint distribution in the target domain differs from that in the source domain. We therefore use
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Pt(X,Y ) to denote the true underlying joint distribution in the target domain, and Ps(X, Y ) to
denote that in the source domain. We use Pt(Y ), Ps(Y ), Pt(X) and Ps(X) to denote the true
marginal distributions of Y and X in the target and the source domains, respectively. Similarly,
we use Pt(X|Y ), Ps(X|Y ), Pt(Y |X) and Ps(Y |X) to denote the true conditional distributions in
the two domains. We use lowercase x to denote a specific value of X , and lowercase y to denote
a specific class label. A specific x is also referred to as an observation, an unlabeled instance or
simply an instance. A pair (x, y) is referred to as a labeled instance. Here, x ∈ X , where X is the
input space, i.e. the set of all possible observations. Similarly, y ∈ Y , where Y is the class label set.
Without any ambiguity, P (X = x, Y = y) or simply P (x, y) should refer to the joint probability
of X = x and Y = y. Similarly, P (X = x) (or P (x)), P (Y = y) (or P (y)), P (X = x|Y = y)
(or P (x|y)) and P (Y = y|X = x) (or P (y|x)) also refer to probabilities rather than distributions.
We assume that there is always a relatively large amount of labeled data available in the source
domain. We use Ds = {(xsi , ysi )}Nsi=1 to denote this set of labeled instances in the source domain. In
the target domain, we assume that we always have access to a large amount of unlabeled data, and
we use Dt,u = {xt,ui }Nt,ui=1 to denote this set of unlabeled instances. Sometimes, we may also have
a small amount of labeled data from the target domain, which is denoted as Dt,l = {(xt,li , yt,li )}Nt,li=1 .
In the case when Dt,l is not available, i.e. Nt,l = 0, we refer to the problem as unsupervised
domain adaptation, while when Dt,l is available, we refer to the problem as supervised domain
adaptation.
It is worth pointing out that the unlabeled instances Dt,u from the target domain are not nec-
essarily the instances on which we need to make predictions later. In another word, we consider
an inductive learning setting, where the learned classifier can be applied to any unseen instance,
rather than a transductive learning setting, where we only care about predictions on a pre-specified
set of unlabeled instances (Vapnik, 1998; Zhu, 2005). Our ultimate goal is to learn a classifier that
works well for instances drawn i.i.d. from the target domain distribution.
While we only consider a single target domain, sometimes, we may have labeled training data
from more than one source domains. In this case, exploiting the domain difference in the training
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data may also be useful. Suppose there are K (K > 1) source domains. We use Pk(X, Y )
(k = 1, 2, . . . , K) to denote the joint distribution of X and Y in the k’th source domain. Similarly,
we use Pk(X) and Pk(Y ) to denote the marginal distributions of X and Y in the source domains,
and Pk(Y |X) and Pk(X|Y ) to denote the conditional distributions in the source domains. In each
source domain, we have a set of labeled instances Dk = {(xki , yki )}Nki=1 (Nk > 0), drawn i.i.d.
from Pk(X,Y ). We will see later that having multiple source domains is especially useful in
unsupervised domain adaptation, i.e. when Nt,l = 0.
2.2 Some Basics of Statistical Learning Theory
Before we begin the discussion on the analysis of domain adaptation, let us first briefly review
some basics of statistical learning theory that will be used in this thesis. To simplify the notations
and the discussion, let us first assume a binary classification setting, i.e. Y = {−1,+1}. This sim-
plification should not affect our analysis of domain adaptation. Indeed, multiclass classification
problems can always be solved by binary classifiers if we first transform the multiclass classifi-
cation problem into a number of binary classification problems (Hsu and Lin, 2002; Har-Peled
et al., 2003). Furthermore, some statistical learning algorithms can naturally handle multiclass
classification, e.g. logistic regression classifiers.
For classification problems, our ultimate goal is to find the functional dependency between the
input X and the output Y . We often also seek a prediction confidence value. Let f : X → R be
a function that returns the confidence of assigning the class label +1 to x. We assign +1 to x if
f(x) > 0, i.e. the classification function is y = sign(f(x)). To find a good function f , we usually
first choose a hypothesis spaceH, which is the set of candidate functions we consider. The optimal
choice f ∗ should then minimize the expected loss with respect to the true distribution P (X, Y ):
f ∗ = argmin
f∈H
∑
(x,y)∈X×Y
P (x, y)L(x, y, f),
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where L(x, y, f) is a loss function. For example, we can use the 0-1 loss function defined as
follows:
L(x, y, f) =
 1 if y = sign(f(x))0 otherwise .
Another commonly used loss function is the logistic loss function:
L(x, y, f) = ln(1 + exp(−yf(x))). (2.1)
Because the true distribution P (X, Y ) is unknown, in practice, we find fˆ that minimizes the
empirical loss:
fˆ = argmin
f∈H
∑
(x,y)∈X×Y
P˜ (x, y)L(x, y, f)
= argmin
f∈H
1
N
N∑
i=1
L(xi, yi, f).
P˜ (X,Y ) denotes the empirical joint distribution of X and Y , which can be estimated from a set
of labeled instances {(xi, yi)}Ni=1 drawn i.i.d. from P (X,Y ).
To avoid overfitting, we often add a regularization term R(f) to the objective function to con-
trol the smoothness or the complexity of f :
fˆ = argmin
f∈H
[
1
N
N∑
i=1
L(xi, yi, f) + λR(f)
]
.
The parameter λ is used to balance the tradeoff between the empirical loss and the function com-
plexity, and can be set by cross validation.
Different classification algorithms differ in their choices of the hypothesis space H, the loss
function L, and the search strategies for fˆ . In this thesis, when we need to refer to a specific choice
of the hypothesis space, we always choose the hypothesis space that contains linear classification
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functions. This choice is reasonable because many classification problems in natural language
processing can be solved by linear classifiers. In the meantime we assume that the input variable
X is represented by a p-dimensional vector in Rp, i.e. X = Rp, and we use boldface X and x to
denote X and x, respectively. In this case, for any f ∈ H, f is of the following form:
f(x) = wTx,
where w ∈ Rp is a weight vector, and wTx is the inner product of w and x. Note that usually we
also have a threshold b ∈ R, that is, f(x) = wTx + b. Here to simplify the notation, we assume
that X has a bias feature that is always set to 1. b is then encoded as the weight for the bias feature.
A number of classification algorithms output linear classifiers, including support vector ma-
chines (SVMs), logistic regression classifiers (a.k.a. conditional maximum entropy classifiers),
perceptrons, etc. In this thesis, when we need to refer to a specific classification algorithm, we al-
ways choose to work with logistic regression classifiers, although the general approach to domain
adaptation should also apply to other classification algorithms. For logistic regression classifiers,
the loss function is chosen to be the logistic loss as defined in Equation (2.1). Thus, with logis-
tic regression, given a sample of labeled instances {(xi, yi)}Ni=1, the following linear classifier is
chosen to be the optimal decision boundary:
wˆ = argmin
w
[
1
N
N∑
i=1
ln(1 + exp(−yi(wTxi))) + λ‖w‖2
]
, (2.2)
where λ‖w‖2 is the regularization term. Equation (2.2) is a convex optimization problem, and can
be solved by standard convex optimization procedures.
Logistic regression classifiers can naturally handle multiclass classification. For multiclass
classification, there are |Y| weight vectors associated with a logistic regression classifier, each
corresponding to one class label. We use wy to denote the weight vector associated with the class
label y. Then logistic regression classifiers assume the following parametric model to approximate
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P (Y |X):
P (y|x,w) = exp(w
T
y x)∑
y′∈Y exp(w
T
y′x)
.
When learning the optimal classifier, − lnP (y|x,w) is used as the loss function, i.e. risk mini-
mization is equivalent to maximization of data likelihood. The objective function for learning a
multiclass logistic regression classifier is then
wˆ = argmin
w
[
− 1
N
N∑
i=1
ln
exp(wTy x)∑
y′∈Y exp(w
T
y′x)
+ λ‖w‖2
]
,
where ‖w‖2 =∑y∈Y ‖wy‖2.
2.3 Analysis of Domain Adaptation
In this section, we analyze the domain adaptation problem from three perspectives. We first try
to understand the intrinsic problem by considering the difference between the joint distributions
of X and Y in the source and the target domains, which is the essential cause of the problem.
In this intrinsic view, we do not refer to any specific choice of the hypothesis space or the loss
function, and therefore the analysis is general to any statistical learning algorithm that minimizes
the (regularized) empirical loss. Next, we take an extrinsic view, and directly consider the possible
difference between the optimal classification functions for the two domains. In this extrinsic view,
we have to refer to a specific hypothesis space. The hypothesis space we consider here is the
set of linear classification functions as described above. However, we do not refer to a specific
loss function, and therefore the analysis is still applicable to a number of linear classification
algorithms such as support vector machines and logistic regression classifiers. The third angle from
which we analyze domain adaptation is to see whether the domain difference comes from special
characteristics in the target domain or those in the source domain. This analysis suggests that there
are two stages in domain adaptation, a generalization stage where we want to remove “noise” from
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the source domain, and an adaptation stage where we want to pick up “novel” characteristics in
the target domain.
2.3.1 An Intrinsic View—Joint Distribution
As we have pointed out earlier, the essential cause of the domain adaptation problem is that the
joint distribution of X and Y in the target domain is different from that in the source domain, that
is, Pt(X, Y ) 6= Ps(X,Y ). How does this difference affect learning a good classification function
for the target domain? Recall that the optimal function f ∗t for the target domain minimizes the
expected loss with respect to Pt(X,Y ):
f ∗t = argmin
f∈H
∑
(x,y)∈X×Y
Pt(x, y)L(x, y, f). (2.3)
Usually, we can use P˜ (X, Y ) to approximate P (X,Y ). Here since we do not have a sufficient
amount of labeled instances drawn i.i.d. from Pt(X, Y ), we cannot obtain a P˜t(X,Y ) that is a
good approximation of Pt(X,Y ).
We have, however, an i.i.d. sample from Ps(X, Y ), i.e. a set of labeled instances from the
source domain. Since these instances are drawn from Ps(X, Y ), the empirical distribution esti-
mated from these instances cannot help us approximate Pt(X,Y ). In order to make use of these
labeled instances, we can rewrite Equation (2.3) as follows:
f ∗t = argmin
f∈H
∑
(x,y)∈X×Y
Pt(x, y)
Ps(x, y)
Ps(x, y)L(x, y, f)
≈ argmin
f∈H
∑
(x,y)∈X×Y
Pt(x, y)
Ps(x, y)
P˜s(x, y)L(x, y, f)
= argmin
f∈H
1
Ns
Ns∑
i=1
Pt(x
s
i , y
s
i )
Ps(xsi , y
s
i )
L(xsi , y
s
i , f). (2.4)
As can be seen from Equation (2.4), in order to make use of the labeled instances from the source
domain for the purpose of learning a good classification function for the target domain, we need to
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weigh each labeled instance (xsi , y
s
i ) with
Pt(xsi ,y
s
i )
Ps(xsi ,y
s
i )
.
Intuitively, Pt(x,y)
Ps(x,y)
indicates how different the two domains are at (x, y). This probability ratio
cannot be directly computed, however, because estimating the probability P (x, y) is a challenging
task, especially in the target domain when labels are not available. In order to simplify the analysis
a little, we decompose P (X, Y ) into P (X)P (Y |X). Pt(x,y)
Ps(x,y)
is then decomposed into Pt(x)
Ps(x)
· Pt(y|x)
Ps(y|x) .
We can now deal with these two ratios separately.
• Instance Difference
The first probability ratio component is Pt(x)
Ps(x)
. If Pt(x) 6= Ps(x), then Pt(x)Ps(x) 6= 1. Intuitively,
an instance that is in a dense region in the source domain but in a sparse region in the target
domain should be down-weighted, because this instance is not so representative of the target
domain. This case corresponds to Pt(x)
Ps(x)
< 1. Likewise, an instance that is in a sparse region
in the source domain but in a dense region in the target domain should be weighted more,
corresponding to Pt(x)
Ps(x)
> 1. Since Y is not involved in this probability ratio, ideally we
can estimate this ratio using only unlabeled instances, that is, we can estimate this ratio
in unsupervised domain adaptation. We refer to this distributional difference as instance
difference.
• Labeling Difference
The second probability ratio component is Pt(y|x)
Ps(y|x) . If Pt(y|x) 6= Ps(y|x), then
Pt(y|x)
Ps(y|x) 6= 1,
which indicates that the distribution of labels are different in the two domains at x. Since
this ratio is related to Y , without any labeled instances from the target domain, it is hard
to estimate Pt(y|x) and thus hard to estimate this ratio. Therefore, we can only estimate
this ratio with relatively high accuracy in supervised domain adaptation. We refer to this
distributional difference as labeling difference.
Alternatively, we can also decompose P (X,Y ) into P (Y )P (X|Y ), and analyze Pt(x,y)
Ps(x,y)
ac-
cordingly. However, we choose not to follow this decomposition for our analysis here for two
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reasons. First, if we decompose the joint distribution in this way, then both components, P (Y )
and P (X|Y ), are related to Y . However, we have little observation of Y in the target domain.
As a result, both Pt(y)
Ps(y)
and Pt(x|y)
Ps(x|y) will be hard to estimate with only unlabeled instances from the
target domain. Second, it is generally observed that discriminative models work better than gen-
erative models for classification. In discriminative models, we are interested in P (Y |X) rather
than P (X|Y ). Therefore, decomposing P (X, Y ) into P (X)P (Y |X) makes it easier to place the
decomposition in the discriminative model based learning paradigm.
The analysis above naturally leads to an instance weighting approach to domain adaptation, as
shown below:
f ∗t ≈ argmin
f∈H
Ns∑
i=1
Pt(x
s
i )
Ps(xsi )
Pt(y
s
i |xsi )
Ps(ysi |xsi )
L(xsi , y
s
i , f). (2.5)
This instance weighting approach looks attractive because it points out how we should correctly
make use of the labeled instances from the source domain in a principled way. There are, however,
a number of challenges when following this instance weighting approach:
1. Estimating Pt(x) and Ps(x) may not be as easy as we expect. One solution is to assume a
generative model P (X|pi) for X , and estimate the parameters pis and pit for the two domains
using unlabeled instances. However, it may be hard to find a suitable generative model
for X , especially when the features are not independent, as is the case in most natural lan-
guage processing problems. Another solution is to use non-parametric density estimation.
However, since we usually work with high-dimensional data in natural language processing
problems, non-parametric density estimation may become inaccurate here. In Chapter 3, we
will present two other more feasible methods for estimating Pt(x)
Ps(x)
.
2. Estimating Pt(y|x) is hard without any labeled instances from the target domain. Indeed,
our original goal is to estimate Pt(Y |X). The difference is that in the original problem we
want to find a parametric model P (Y |X, θ) to approximate Pt(Y |X = x) for all x, while
here we only need to estimate Pt(ysi |xsi ) for i = 1, 2, . . . , Ns. Still, without any labeled
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instances from the target domain, we cannot expect to know Pt(ysi |xsi ) because it can be
arbitrarily different from Ps(ysi |xsi ). Therefore, we only consider using the ratio Pt(y|x)Ps(y|x) in
the supervised domain adaptation setting. In Chapter 3, we will discuss how to estimate the
ratio Pt(y|x)
Ps(y|x) and use it to weigh the source domain instances in detail.
3. When Ps(x) is very small or zero,
Pt(x)
Ps(x)
may be very large or infinity. Essentially, the prob-
lem here is that if there is some region in the input space X where instances are dense in
the target domain but are sparse or have zero probability in the source domain, then we may
have only a few or no labeled instances in this region from the labeled training set Ds, al-
though we need many instances in this region to be included in the expected loss function
for the estimation to be accurate. One possible solution to this problem is to make use of the
unlabeled instances from the target domain.
As we can see, although the instance weighting approach appears attractive because of its
clean, principled derivation, the actual execution still remains challenging. In Chapter 3, we will
study this instance weighting approach in detail, and address the challenges identified above.
2.3.2 An Extrinsic View—Classification Function
In the intrinsic view discussed above, we do not need to relate to the kind of classification functions
we use. We can also directly consider the possible difference between the optimal classification
functions for the source and the target domains. Let f ∗t ∈ H be the optimal classification function
for the target domain, and f ∗s ∈ H the optimal classification function for the source domain. If we
believe that the two domains are related, then f ∗t must be similar to f
∗
s in some way. To model this
similarity between f ∗s and f
∗
t , we have to refer to the functional form of f
∗
s and f
∗
t , or in another
word, the specific hypothesis space.
Let us consider the space of linear classification functions. To simplify the discussion, we
again assume that we deal with binary classification problems. Let w∗s and w
∗
t be the parameters
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associated with f ∗s and f
∗
t , respectively, that is,
f ∗s (x) = w
∗T
s x,
f ∗t (x) = w
∗T
t x.
There are many different ways to relate w∗t with w
∗
s . A simple and natural way to connect them
is to assume that a subset of the features have very similar wights in w∗s and in w
∗
t . The intuition
behind this assumption is that there are some features whose correlations with Y in the target
domain are similar to their correlations with Y in the source domain. On the other hand, there are
some other features which have different correlations with Y in the two domains. We formalize
this assumption with the following formulas:
w∗s = A
Tv∗ + u∗s, (2.6)
w∗t = A
Tv∗ + u∗t . (2.7)
Here A is an h × p (h < p) feature selection matrix. It selects a fixed set of h rows from a p-
dimensional vector. For example, the following A matrix select the second and the fifth features
from an original 6-dimensional feature vector.
A =
 0 1 0 0 0 0
0 0 0 0 1 0
 .
What Equation (2.6) and Equation (2.7) mean is that w∗s and w
∗
t share a common lower-
dimensional weight vector v∗, which can be regarded as the weights for those features that have
similar correlations with Y in the two domains. What can be adapted from the source domain to
the target domain is exactly this component v∗.
With labeled instances from the source domain, we can obtain an estimated w∗s . By making the
above assumption, intuitively we can use Aw∗s to approximate v
∗, which can then be applied to Ax
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Figure 2.1: An abstract illustration of the two stages of domain adaptation.
to make predictions in either the source or the target domains. The difficulty is how to identify the
subset of features that behave similarly in the two domains, i.e. to find the matrix A. In Chapter 4,
we will formally present a feature selection framework for domain adaptation with all the details.
2.3.3 Two Stages of Domain Adaptation
Another way to look at how the source and the target domain differ is to separate the difference
caused by “novel” characteristics in the target domain from that caused by “noisy” characteristics
in the source domain that are not useful in the target domain. This intuition is illustrated in Fig-
ure 2.1 in an abstract manner. We use two ovals to represent the source and the target domains,
respectively. Because we believe that the two domains are somehow similar, the two ovals have an
overlapping region. Because the two domains are still different from each other, there are also two
non-overlapping regions in the diagram. Ideally, the optimal classifier for the target domain should
cover only the region inside the target oval. However, when training only on the source domain,
we obtain a classifier that covers only the source oval. We then need two steps in order to achieve
our goal. First, we want to remove the “noise” in the source domain, which can be regarded as
identifying the overlapping or the generalizable region between the two domains. Second, we want
to adapt to the target domain by reaching out to the non-overlapping region in the target domain.
Note that although we separate the two stages in the diagram for illustration purpose, they can also
be combined into a single step in learning.
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This two-stage idea presented above is fairly abstract. We can relate the idea to the previous
two perspectives based on instances and features to make it concrete. In the first perspective, for
example, we propose to weigh the source domain instances to address domain adaptation. One
challenge we identified is that there may be dense regions in the target domain where we only
observe very few or no source domain instances. These regions can be represented by the non-
overlapping region in the target domain as shown in Figure 2.1. In order to adapt to the target
domain, we then need to include enough target domain instances into the training set at the adapta-
tion stage. In the second perspective, we propose to separate features that are generalizable across
domains from features that are domain-specific. The generalizable features can then be regarded
as the overlapping region in Figure 2.1, and at the generalization stage, our goal is to identify these
generalizable features. In Chapter 3 and Chapter 4, when we fully develop the instance weighting
and the feature selection frameworks, we will discuss the details of incorporating the two-stage
idea into both frameworks.
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Chapter 3
An Instance Weighting Framework for
Domain Adaptation
In this chapter, we present an instance weighting framework to address the domain adaptation
problem. This framework is motivated by the analysis of domain adaptation in Chapter 2 that
looks into the distributional difference between two domains and its effect on empirical risk mini-
mization. Chapter 2 identified some challenges of directly applying the idea of instance weighting
as presented in Equation (2.5). In this chapter, we address these challenges by formally devel-
oping an instance weighting framework and discuss the details of setting various parameters in
this framework. We first review the two kinds of distributional difference between the source and
the target domains in Section 3.1. We then formally present the instance weighting framework in
Section 3.2. In Section 3.3, we discuss how to set the various weighting parameters in the frame-
work and propose a number of heuristics. We show our experiment results in Section 3.4, and
summarize our findings in Section 3.5.
3.1 Two Factors for Domain Adaptation
In Chapter 2, we identified two kinds of distributional difference between the source and the target
domains, namely, instance difference and labeling difference. Let us revisit them here. The two
kinds of difference are also illustrated in Figure 3.1.
• Instance Difference
The difference between Pt(X, Y ) and Ps(X, Y ) may come from the difference between
Pt(X) and Ps(X). In another word, the source and the target domains may have different
dense regions of X . It may first appear that if Pt(Y |X = x) = Ps(Y |X = x) holds for all
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Pt(y | x) ≠ Ps(y | x)
Pt(x) ≠ Ps(x)
Figure 3.1: An illustration of the two factors for the distributional difference between two domains.
The plus signs represent positive instances, and the minus signs represent negative instances. The
red signs represent instances from the target domain, while the blue signs represent instances from
the source domain. Clearly the two domains have different data distributions, and hence different
optimal decision boundaries.
x ∈ X , then Pt(X) 6= Ps(X) should not cause any problem, because we are only interested
in modeling P (Y |X) in classification. However, usually the optimal classification function
we choose is only an approximation of P (Y |X). To measure how good a classifier is, we
measure its performance averaged over P (X). In another word, we care more about how a
classifier performs in dense regions of X than in sparse regions regions of X when choosing
the optimal classifier. Therefore, if the target domain has different dense regions of X than
the source domain, then the optimal classifier learned from the source domain may no longer
be optimal for the target domain.
When the distributional difference between the source and the target domains comes only
from P (X), the problem is referred to as covariate shift (Shimodaira, 2000) or sample se-
lection bias (Heckman, 1979; Zadrozny, 2004). See Chapter 6 for a detailed discussion of
related work.
• Labeling Difference
The difference between Pt(X, Y ) and Ps(X,Y ) may also come from the difference between
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Pt(Y |X = x) and Ps(Y |X = x) for a considerable number of x ∈ X . In this case, it is clear
that the classifier we learn from the labeled source domain instances may no longer work
well in the target domain, especially at those x’s where Pt(Y |X = x) is very different from
Ps(Y |X = x). Note that unlike the instance difference, labeling difference is hard to detect
because we need observations of Y to estimate P (Y |X) but we generally do not have enough
labeled instances from the target domain. When we do not have any labeled instance in the
target domain, we generally have to make the assumption that Pt(Y |X = x) = Ps(Y |X =
x) for all x ∈ X ; when we have a little amount of labeled instances from the target domain,
we may be able to detect some difference between Pt(Y |X) and Ps(Y |X).
Note that we can have both kinds of domain difference at the same time. Also note that the
degree of either kind of difference may affect the degree of difference between the two domains;
if we expect to learn from the source domain for the target domain, neither instance difference
nor labeling difference can be large. In another word, the dense regions of X in the two domains
should have much overlapping, and there should be a large fraction of x ∈ X where Pt(Y |X = x)
is very close to Ps(Y |X = x).
3.2 A Framework with Instance Weighting for Domain
Adaptation
In this section, we formally present the instance weighting framework. Recall that when we set
up the domain adaptation problem in Chapter 2, we introduced three data sets, Ds, Dt,l, and Dt,u,
where Dt,l is optional. Our instance weighting framework makes use of both the labeled instances
from the source domain (i.e. Ds) and the unlabeled instances from the target domain (i.e. Dt,u). If
there is a small amount of labeled instances from the target domain (i.e. Dt,l), the framework will
also include them. We first show that each of these three data sets alone can be used to approximate
the expected loss in the target domain, but each has its limitations. We then propose to combine
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the three approximations into a single objective function, and introduce parameters that can control
the contributions of each component.
3.2.1 Using Ds
Ds = {(xsi , ysi )}Nsi=1 is the set of labeled instances from the source domain. We assume that Ds
is an i.i.d. sample from Ps(X, Y ). If we ignore the difference between the source and the target
domains, and directly apply the standard supervised learning on Ds to obtain a classifier for the
target domain, we do the following:
fˆt = argmin
f∈H
Ns∑
i=1
L(xsi , y
s
i , f).
However, because of the distributional difference between the two domains, the estimation
above is not appropriate for the target domain. As we analyzed in Chapter 2 and showed in Equa-
tion (2.5), Ds can be used to approximate the expected loss in the target domain if we weigh the
instances appropriately. We rewrite the estimation formula here:
f ∗t = argmin
f∈H
∑
(x,y)∈X×Y
Pt(x, y)
Ps(x, y)
Ps(x, y)L(x, y, f)
≈ argmin
f∈H
Ns∑
i=1
Pt(x
s
i )
Ps(xsi )
Pt(y
s
i |xsi )
Ps(ysi |xsi )
L(xsi , y
s
i , f)
= argmin
f∈H
Ns∑
i=1
αiβiL(x
s
i , y
s
i , f), (3.1)
where αi and βi are defined as follows:
αi ∝ Pt(x
s
i )
Ps(xsi )
,
βi ∝ Pt(y
s
i |xsi )
Ps(ysi |xsi )
,
Ns∑
i=1
αiβi = Ns.
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We will show how to estimate αi and βi in Section 3.3.
The major limitation of this approximation is that there may be dense regions of X in the target
domain where X is sparse in the source domain. In this case, we may have very few or no labeled
instances in Ds to represent these regions. For example, in Figure 3.1, the circle on right hand side
represents a region where for an x in this region Pt(x) is large but Ps(x) is very small. As a result,
Ds may not contain any instance that can represent this region, but this region may be very critical
in defining the optimal decision boundary for the target domain, as illustrated in Figure 3.1. As we
will see soon, to address this limitation, we need to use instances from the target domain.
3.2.2 Using Dt,l
If we have a small set of labeled instances from the target domain, Dt,l = {(xt,li , yt,li )}Nt,li=1 , then
naturally we can learn a model from Dt,l:
f ∗t = argmin
f∈H
∑
(x,y)∈X×Y
Pt(x, y)L(x, y, f) (3.2)
≈ argmin
f∈H
∑
(x,y)∈X×Y
P˜t(x, y)L(x, y, f) (3.3)
= argmin
f∈H
Nt,l∑
i=1
L(xt,li , y
t,l
i , f), (3.4)
where P˜t(x, y) is the empirical probability of (x, y) in the target domain. However, Equation (3.3)
is a very crude approximation of Equation (3.2) because P˜t(x, y) only has non-zero values at the
Nt,l instances {(xt,li , yt,li )}Nt,li=1 and Nt,l is relatively small. Therefore, usually, using only the small
amount of labeled instances from the target domain for training does not give us a classifier with
good performance on the target domain.
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3.2.3 Using Dt,u
We always have a large set of unlabeled instancesDt,u = {xt,ui }Nt,ui=1 from the target domain. Recent
advances in semi-supervised learning have shown that unlabeled instances may help classification
when valid assumptions are made about the data and appropriate methods are applied (Chapelle
et al., 2006; Zhu, 2005). We now show how Dt,u may possibly help domain adaptation in the
instance weighting framework.
f ∗t = argmin
f∈H
∑
(x,y)∈X×Y
Pt(x)Pt(y|x)L(x, y, f)
≈ argmin
f∈H
∑
(x,y)∈X×Y
P˜t(x)Pt(y|x)L(x, y, f)
= argmin
f∈H
Nt,u∑
i=1
∑
y∈Y
Pt(y|xt,ui )L(xt,ui , y, f)
= argmin
f∈H
Nt,u∑
i=1
∑
y∈Y
γi(y)L(x
t,u
i , y, f), (3.5)
where γi(y) is define as follows:
γi(y) = Pt(y|xt,ui ). (3.6)
Obviously, we cannot accurately estimate Pt(y|xt,ui ) for any xt,ui ; otherwise, we would have
already solved the original classification problem in the target domain. Therefore, Equation (3.5)
alone is unlikely to give good estimation of f ∗t when we have a very crude estimation of γi(y).
However, we hope that even a crude estimation of Pt(y|xt,ui ) can still improve the estimation
of f ∗t , especially if we combine Equation (3.5) with Equation (3.1) and Equation (3.4), because
Equation (3.5) allows us to possibly include instances from the dense regions in the target domain.
In Section 3.3, we will discuss in detail heuristic ways to set γi(y).
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3.2.4 Combining Ds, Dt,l and Dt,u
As we have pointed out, each of the three ways to approximately estimate f ∗t has its limitations.
However, these three approximations can presumably complement each other. We therefore pro-
pose to combine them into a single objective function, as shown below:
fˆt = argmin
f∈H
[
λs
Ns∑
i=1
αiβiL(x
s
i , y
s
i , f) + λt,l
Nt,l∑
i=1
L(xt,li , y
t,l
i , f)
+λt,u
Nt,u∑
i=1
∑
y∈Y
γi(y)L(x
t,u
i , y, f) + λR(f)
]
, (3.7)
and
αi ≥ 0, βi ≥ 0,
Ns∑
i=1
αiβi = Ns,
0 ≤ γi(y) ≤ 1.
λR(f) is a regularization term to control the complexity of f . λs, λt,l and λt,u are parameters used
to balance the contributions of the three components.
3.3 Setting the Instance Weights
In the last section, we introduced the instance weighting framework with various instance weight-
ing parameters. In this section, we discuss how to set these weighting parameters in Equation (3.7).
3.3.1 Setting α
As we briefly mentioned earlier, people have studied the covariate shift or sample selection bias
problem, where the training and the test domains differ only in P (X). There have therefore been
a number of approaches proposed to estimate the ratio Pt(X)
Ps(X)
(Shimodaira, 2000; Zadrozny, 2004;
Huang et al., 2007; Bickel et al., 2007). We list two methods below, and use these two methods in
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our experiments.
• Logistic Regression: Zadrozny (2004) proposed to transform the estimation of Pt(x)
Ps(x)
into
the problem of estimating the probability of x coming from the source domain or from the
target domain. More specifically, we can rewrite Pt(x)
Ps(x)
as follows. First, let d be a variable
that denotes the domain.
Pt(x)
Ps(x)
=
P (x|d = t)
P (x|d = s)
=
P (d = t|x)P (x)
P (d = t)
· P (d = s)
P (d = s|x)P (x)
=
P (d = s)
P (d = t)
· P (d = t|x)
P (d = s|x) (3.8)
∝ P (d = t|x)
P (d = s|x) . (3.9)
In Equation (3.8), because the ratio P (d=s)
P (d=t)
is a constant for all instances, we drop this factor.
We can treat the estimation of P (d = t|x) and P (d = s|x) as a logistic regression problem.
Specifically, let x be the feature vector representing x. We have
P (d = t|x) = 1
1 + exp(−θTx) ,
P (d = s|x) = 1− P (d = t|x)
=
1
1 + exp(θTx)
,
where θ is the logistic regression model we try to learn. To learn this model, we use the
available source and target domain instances, i.e. Ds, Dt,l and Dt,u, that is, we treat instances
in Ds as belonging to one class, and instances in Dt,l and in Dt,u as belonging to the other
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class.
θˆ = argmin
θ
[ Ns∑
i=1
ln(1 + exp(θxsi )) +
Nt,l∑
i=1
ln(1 + exp(−θxt,li ))
+
Nt,u∑
i=1
ln(1 + exp(−θxt,ui )) + λ‖θ‖2
]
,
where λ‖θ‖2 is a regularization term.
Once this θˆ is learned from Ds, Dt,l and Dt,u, we set αi as follows:
α′i =
P (d = t|xsi ; θˆ)
P (d = s|xsi ; θˆ)
=
1 + exp(θˆTxsi )
1 + exp(−θˆTxsi )
,
C =
Ns∑
i=1
α′i,
αi =
Ns
C
α′i.
• Mean Matching: Huang et al. (2007) proposed a kernel mean matching method to address
the sample selection bias problem. We present below a slightly modified version of their
method. The key idea of the method is to select a set of weights so that the difference be-
tween the weighted mean of the source domain instances and the mean of the target domain
instances is minimized. The mean of a set of instances is the mean of the feature vectors
representing the instances. The difference between two mean vectors is measured by the
norm of the difference vector.
We can therefore solve the following optimization problem in order to obtain a set of weights
αˆi:
{αˆi}Nsi=1 = argmin
αi
‖ 1
Ns
Ns∑
i=1
αix
s
i −
1
Nt,l +Nt,u
( Nt,l∑
i=1
xt,li +
Nt,u∑
i=1
xt,ui
) ‖2,
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subject to
αi ≥ 0,
Ns∑
i=1
αi = Ns.
Here, 1
Nt,l+Nt,u
(∑Nt,l
i=1 x
t,l
i +
∑Nt,u
i=1 x
t,u
i
)
is the mean of the feature vectors representing the
target domain instances, and 1
Ns
∑Ns
i=1 αix
s
i is the weighted mean of the features vectors rep-
resenting the source domain instances. The goal is to find a set of weights αi that minimize
the difference between the two mean feature vectors.
This optimization problem is a quadratic programming problem and can be solved by any
standard quadratic program solver.
3.3.2 Setting β
βi should ideally be set to
Pt(ysi |xsi )
Ps(ysi |xsi ) . However, while Ps(y
s
i |xsi ) can be estimated from the empirical
data because we have labeled instances from the source domain, estimation of Pt(ysi |xsi ) is much
harder. We thus consider two cases here. If Nt,l = 0, that is, we are dealing with unsupervised
domain adaptation, then we assume that Pt(y|x) = Ps(y|x) for all (x, y) ∈ X × Y . With this
assumption, βi is always set to 1 for all i. Note that this assumption is the best we can do because
without any labeled instance from the target domain, we simply do not know anything about the
labeling difference unless we have some prior knowledge about the target domain. When we do
have a small amount of labeled instances Dt,l from the target domain, we propose two strategies
to set βi. In both strategies, we first learn a logistic regression model Pt(Y |X, θˆt) from Dt,l, i.e.
θˆt = argmin
θt
[
−
Nt,l∑
i=1
lnP (yt,li |xt,li , θt) + λ‖θt‖2
]
,
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where
P (y|x, θt) =
exp(θTt,yx)∑
y′∈Y exp(θ
T
t,y′x)
.
We can then predict Pt(ysi |xsi ) using this trained model:
Pt(y
s
i |xsi ) ≈ P (ysi |xsi , θˆt)
=
exp(θˆTt,ysix
s
i )∑
y′∈Y exp(θˆ
T
t,y′x
s
i )
. (3.10)
We now describe the two strategies:
• Direct Estimation: We can directly use the estimated Pt(ysi |xsi ) as in Equation (3.10) to
estimate βi. In order to do this, we also train another logistic regression model θˆs using the
labeled source domain instances from Ds, and estimate Ps(ysi |xsi ) using P (ysi |xsi , θˆs). We
then set βi as follows:
β′i =
P (ysi |xsi , θˆt)
P (ysi |xsi , θˆs)
,
C =
Ns∑
i=1
β′i,
βi =
β′i
C
. (3.11)
• Instance Pruning: The model P (Y |X, θˆt) may not be accurate because the set of labeled
instances Dt,l is small. We can also choose to only trust the estimated P (ysi |xsi ; θˆt) if it is
relatively small. The reason is that when this estimated probability is small, we know that
the label for this instance in the source domain cannot be trusted. We thus use the following
heuristic to set βi: if an instance xsi is predicted incorrectly by θˆt, i.e. P (y
s
i |xsi , θˆt) is very
small, then we set βi to 0, which means that (xsi , y
s
i ) is essentially removed from the training
set; otherwise, βi is set to 1. In our experiments, we order the misclassified instances in Ds
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in increasing order of P (ysi |xsi , θˆt), and gradually remove them.
3.3.3 Setting γ
γi(y) ideally should be set to Pt(y|xt,ui ). We clearly do not know this probability. However,
we borrow some semi-supervised learning methods, and consider the following two strategies of
setting γ.
• Bootstrapping: The first method comes from bootstrapping or self-training (Zhu, 2005).
Different heuristic version of bootstrapping have been applied to many natural language pro-
cessing problems, e.g. information extraction (Collins and Singer, 1999; Riloff and Jones,
1999). Here we present a general version of bootstrapping. First, we learn a base classifier
from the source domain instances in Ds. If we have some labeled instances from the target
domain, i.e. Dt,l, we can also include these instances in the training data. Using the learned
classifier, we can predict the labels for the unlabeled instances in the target domain. We then
set γi(y) to 1 if the instance x
t,u
i is predicted to have the label y with high confidence, and
to 0 otherwise. Alternative, we can set γi(y) to 1 for the top m instances that are predicted
with the highest confidence. This process can be done iteratively until a certain number of
unlabeled target domain instances are added to the training set.
• Entropy Minimization: The second method comes from entropy minimization based semi-
supervised learning (Grandvalet and Bengio, 2005), which has also been applied to natural
language processing problems (Jiao et al., 2006). In this method, we can incorporate the
estimation of γi(y) into the optimization problem itself. First, we assume that we use logistic
regression classifiers. We then rewrite Equation (3.7) as follows:
wˆt = argmin
w
[
− λs
Ns∑
i=1
αiβi lnP (y
s
i |xsi ,w)− λt,l
Nt,l∑
i=1
lnP (yt,li |xt,li ,w)
−λt,u
Nt,u∑
i=1
∑
y∈Y
P (y|xt,ui ,w) lnP (y|xt,ui ,w) + λ‖w‖2
]
, (3.12)
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where
P (y|x,w) = w
T
y x∑
y′∈Y w
T
y′x
.
We can see that γi(y) is replaced by P (y|xt,ui ,w), which is a function of w. Therefore, in
this case, γi(y) is not set in advance before we solve the optimization problem, but rather is
inside the optimization function.
Because the objective function in Equation (3.12) is no longer convex, gradient descent only
gives us a local optimal solution. We use the following strategy. We start with a small value
of λt,u, and gradually increase it until it reaches the pre-specified value. At each iteration,
with a fixed value of λt,u, we apply gradient descent to find wˆ, where the starting point of w
is from the solution at the last iteration.
3.3.4 Setting λ’s
The three parameters λs, λt,l and λt,u are used to control the contribution of using each of the
three data sets in the objective function. Usually, if we apply standard supervised learning, then
we always set λs to 1, λt,l to 1, and λt,u to 0, which means that labeled instances from the source
domains are treated the same as those from the target domains, and unlabeled instances are not
used. If we apply some kind of standard semi-supervised learning, then λt,u is set to a positive
value. For example, in standard bootstrapping, λt,u is set to 1 so that an unlabeled instance with its
predicted label is added to the training set and weighted the same as a correctly labeled instance.
For domain adaptation, we may consider different settings of the λ parameters. For example,
if the source domain is very different from the target domain, we may want to increase λt,l and/or
λt,u, or decrease λs, or even set λs to 0. The relative settings of these parameters are thus related
to the degree with which we believe the two domains are similar. In general, because the source
domain is different from the target domain and therefore contains noise with respect to the target
domain, we believe that the target domain instances are more reliable than the source domain
32
instances. Therefore, we propose to set λt,l and λt,u to some values greater than 1.
3.4 Experiments
In this section, we present the experiment results from exploring the various ways of setting the in-
stance weighting parameters in the framework. For each task, there are two settings: unsupervised
domain adaptation and supervised domain adaptation.
3.4.1 Tasks and Data Sets
We choose three different tasks in natural language processing to evaluate the instance weighting
framework for domain adaptation.
• Part-of-speech tagging: The first task is part-of-speech (POS) tagging. The goal is to assign
part-of-speech tags to each word in a corpus. We use 6166 Wall Street Journal sentences
from sections 00 and 01 of the Penn Treebank corpus as the labeled source domain data,
and 2730 PubMed sentences from the Oncology section of the PennBioIE corpus as the
unlabeled target domain data1. These instances are used for the unsupervised setting. For
supervised domain adaptation, we use an additional 300 Oncology sentences as the labeled
target domain data. We use standard features including the word itself, its surrounding
words, its prefix and suffix, capitalization, etc.
• Entity type classification: The second task is entity type classification. The setup is very
similar to that in (Daume´ III and Marcu, 2006). We assume that the entity boundaries have
been correctly identified, and we want to classify the types of the entities. We use the ACE
2005 training data for this task2. For the source domain, we use 10,000 entities from the
newswire collection as labeled data. For the target domains, we use 4,800 entities from the
conversational telephone speech (CTS) collection and 5,000 entities from the Web log (WL)
1http://bioie.ldc.upenn.edu/publications/latest release/data/
2http://www.nist.gov/speech/tests/ace/ace05/
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collection. We therefore have two target domains. For unsupervised domain adaptation, all
4,800 CTS entities and 5,000 WL entities are treated as unlabeled instances. For supervised
domain adaptation, we randomly pick 1,000 entities in each target domain as labeled in-
stances, and the remaining instances (3,800 for CTS and 4,000 for WL) as unlabeled. We
again use standard features including words, part-of-speech tags, prefix and suffix, capital-
ization, etc.
• Spam filtering: The third task is personalized spam filtering. We use the ECML/PKDD
2006 discovery challenge task A data set3. The source domain contains 4,000 spam and ham
emails from publicly available sources, and the target domains are three individual users’
inboxes, each containing 2,500 emails. For unsupervised domain adaptation, we use all
2,500 personal emails for each user as unlabeled data. For supervised domain adaptation,
we randomly pick 500 personal emails for each user as labeled data, and the remaining 2,000
emails as unlabeled data.
The three tasks are referred to as POS, NE Type and Spam, respectively. In all our experi-
ments, we use classification accuracy (the percentage of correctly classified test instances) as our
performance measure.
3.4.2 The Effect of α
In this set of experiments, we test the effect of using α only to weigh the source domain instances.
We therefore consider the setting of unsupervised domain adaptation.
Table 3.1 compares the performance of instance weighting using α only and that of not using
instance weighting. BL refers to the baseline method, in which all labeled source domain instances
in Ds are weighted equally in training. LR refers to the method of estimating α using logistic
regression, and MM refers to the estimation of α using mean matching. For the task of entity type
classification, we use two different sizes of Ds: 10,000 and 5,000. Note that for part-of-speech
3http://www.ecmlpkdd2006.org/challenge.html
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Task POS NE Type Spam
Src Domain WSJ Newswire (10K) Newswire (5K) Public Email Collection
Trgt Domain Oncology CTS WL CTS WL User-1 User-2 User-3
BL 0.8613 0.7819 0.7274 0.7463 0.6832 0.6480 0.6929 0.8028
LR 0.8622 0.8438 0.7218 0.7927 0.6850 0.6580 0.6960 0.8108
MM – – – 0.7238 0.6862 0.6932 0.7260 0.8400
Table 3.1: The effect of using α to weigh the source domain instances in unsupervised domain
adaptation.
tagging and for entity type classification when Ns = 10, 000, we do not show the performance of
MM. It is because when Ns is too big, we find that the quadratic program solver we use cannot
handle the problem. In all the experiments, we set λs = 1, λt,u = 0, and λ = 1.
From Table 3.1, we see that first, in most cases except for 10K newswire to Web logs with
logistic regression and for 5K newswire to conversational telephone speech with mean matching,
instance weighting with α gives better performance than the baseline method. The improvement
is mostly significant for newswire to conversational telephone speech with logistic regression and
for spam filtering with mean matching. This shows that instance weighting using α only does help
transform the labeled source domain instances to make them more useful for the target domain.
Between the two estimation methods for α, we can see that for the spam filtering task, mean
matching performs better than logistic regression, but for entity type classification, adaptation to
conversational telephone speech suggests the opposite. An advantage of logistic regression over
mean matching is that it is more efficient to compute.
3.4.3 The Effect of β
In this set of experiments, we use only β to weigh the source domain instances. To obtain esti-
mation of β, we need some labeled target domain instances. We therefore consider the supervised
domain adaptation setting in this section.
We first run the following experiments. We choose Nt,l labeled target domain instances so that
Nt,l is roughly 120 of Ns. This setting gives us Nt,l ≈ 8, 000 for part-of-speech tagging, Nt,l = 500
for entity type classification, and Nt,l = 200 for spam filtering. With these labeled target domain
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Task POS NE Type Spam
Src Domain WSJ Newswire (10K) Public Email Collection
Trgt Domain Oncology CTS WL User-1 User-2 User-3
BL 0.8613 0.7787 0.7330 0.6435 0.6925 0.8005
IW-α 0.8627 0.8403 0.7310 0.6845 0.7255 0.8410
IW-β 0.8740 0.8732 0.7330 0.7245 0.7808 0.8610
Table 3.2: Comparison between instance weighting using α only and using β only. In all experi-
ments, Nt,l is roughly 120 of Ns.
instances, we can estimate β for each source domain instance using Equation (3.11). We then
use these β to weigh the labeled source domain instances, and use only these weighted source
domain instances to train a classifier for the target domain. In another word, we use Dt,l only
to help estimate β, but we set λt,l to 0 so that we do not include Dt,l in the training data. The
reason we exclude Dt,l in the training set is that we want to evaluate the pure effect of instance
weighting on the source domain using β, and compare it with no instance weighting as well as
instance weighting using only α.
Table 3.2 shows the comparison between the three methods: BL is the method where no in-
stance weighting is performed, and only Ds is used for training the classifier; IW-α is the method
where instance weighting using α is used, and again only the weighted Ds is used for training the
classifier; IW-β is the method where instance weighting using β is used, and still, only the weighted
Ds is used for training. For IW-α, for part-of-speech tagging and entity type classification, we use
logistic regression method to set α, and for spam filtering, we use mean matching to set α. Note
that the performance of BL and of IW-α in Table 3.2 is different from that in Table 3.1. The
reason is that we use different Dt,u in supervised domain adaptation and in unsupervised domain
adaptation, as we explained in Section 3.4.1.
As we can see from the table, instance weighting using β outperforms the baseline method
in all cases except for adaptation to Web logs; for adaptation to Web logs, IW-β gives the same
accuracy as BL, and better than IW-α. The comparison shows that using estimated Pt(y|x)
Ps(y|x) to weigh
the labeled source domain instances can indeed help transform the source domain distribution to
make it closer to that of the target domain. Furthermore, we can see from the table that instance
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Figure 3.2: The effect of instance weighting using β with different Nt,l for part-of-speech tagging.
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Figure 3.3: The effect of instance weighting using β with different Nt,l for entity type classifica-
tion.
weighting using β is more effective than instance weighting using α. This comparison suggests
that for the three NLP tasks we consider here, the domain difference that causes the classification
performance to degrade comes more from the difference in P (Y |X) than from P (X).
Because estimation of β depends on the availability of Dt,l, we expect that the size of Dt,l, i.e.
Nt,l, has some effect on the estimation accuracy of β and in turn on the instance weighting perfor-
mance. In order to see how Nt,l affects instance weighting, we run another set of experiments. We
try different values of Nt,l, and evaluate the performance of instance weighting using β where β
is estimated using these Nt,l labeled target domain instances. Again, these labeled target domain
instances are not used in the final training of classifiers, but only used for estimation of β, in order
for us to see the pure effect of instance weighting using β.
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Figure 3.4: The effect of instance weighting using β with different Nt,l for spam filtering.
The experiment results are shown in Figure 3.2, Figure 3.3 and Figure 3.4. As we can see
from the figures, in general, larger Nt,l gives better instance weighting performance, confirming
that better estimation of β is obtained with larger Nt,l. We can also see that the instance weighting
performance becomes stable as Nt,l is larger than some threshold, and this threshold is usually
smaller than 1
20
of Ns. For example, for the spam filtering task, when Nt,l is above roughly 1% of
Ns, the instance weighting performance becomes relatively stable. This suggests that we can obtain
good instance weighting performance with a relatively small number of labeled target domain
instances.
In the experiments above, we use Dt,l only to estimation β. We still set λt,l to 0 in order
to separate the effect from instance weighting on the source domain using β and the effect from
inclusion of labeled target domain instances. In practice, for supervised domain adaptation, i.e.
when we have some labeled target domain instances, we naturally want to include them in the
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Figure 3.5: The effect of instance weighting using β and inclusion of Dt,l in the training set for
part-of-speech tagging.
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Figure 3.6: The effect of instance weighting using β and inclusion of Dt,l in the training set for
entity type classification.
training set. We therefore also make the following comparison. First of all, we consider two
baseline methods. In the first baseline method, we use only Dt,l to train a classifier, i.e. we set
λt,l = 1 and λs = 0. We call this method trgt only. In the second baseline method, we use both
Ds and Dt,l to train a classifier, i.e. we set λs = 1 and λt,l = 1. But we do not perform instance
weighting on Ds in this second baseline. We call this method src+trgt. We then compare these two
baselines with a third method where we use Dt,l to estimate β, weigh the source domain instances
with β, and combine the weighted Ds with Dt,l to train a classifier. Again, we try a range of
different Nt,l for the comparison of these three methods. Figure 3.5, Figure 3.6 and Figure 3.7
show the comparison.
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Figure 3.7: The effect of instance weighting using β and inclusion of Dt,l in the training set for
spam filtering.
For the task of part-of-speech tagging and entity type classification, we see that src+trgt clearly
outperforms trgt only, which means that for these two tasks, the source domain instances are very
useful for the target domain. Comparing instance weighting using β with src+trgt, we see that for
the part-of-speech tagging task, when Nt,l is above 4,000, instance weighting performs better than
src+trgt. For adaptation from newswire to conversational telephone speech, when Nt,l is below
200, instance weighting also ourperforms src+trgt. In the other ranges of Nt,l, instance weighting
may perform slightly worse than src+trgt, but the difference is small. For adaptation to Web logs,
instance weighting using β does not show obvious advantage.
For the spam filtering task, the observation is different. First of all, there is no absolute ad-
vantage of src+trgt over trgt only. For User-1, only when Nt,l is below 100 is src+trgt better than
trgt only. For the other two users, src+trgt does not show much advantage. For User-3, there
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is clear advantage of trgt only over src+trgt. This observation can be explained as follows. The
learning curves of trgt only show that spam filtering for these three users is an easier task than part-
of-speech tagging and entity type classification shown above, in the sense that good performance
can be achieved with a relatively small number of training instances. This is especially true for
User-3, as we can see that 20 labeled instances from the target domain can already give an accu-
racy of above 95%. Therefore, when labeled target domain instances are available, the usefulness
of labeled source domain instances becomes small, and the noise in the source domain instances
may become more obvious, causing trgt only to be better than src+trgt. In this case, even if we
try to weigh the source domain instances, the effect is not obvious because it is overshadowed by
the effect of the inclusion of the labeled target domain instances. Nevertheless, if we compare
instance weighting using β and src+trgt, we see that for User-1 and User-2, IW-β still outperforms
src+trgt, and for User-3, IW-β does not hurt src+trgt.
The above experiment results suggest that it is generally safe to apply instance weighting using
β on the labeled source domain instances before combining them with the labeled target domain
instances. We can generally expect the performance to be better than simply combining Ds and
Dt,l.
3.4.4 Instance Pruning
As we discussed in Section 3.3.2, besides directly estimating β by estimating Pt(y|x) and Ps(y|x),
we can also prune the instances from the source domain. We first train a logistic regression classi-
fier using Dt,l, and then classify the source domain instances in Ds using this classifier. For those
instances whose predicted labels differ from their true labels, we consider them to be “mislead-
ing,” and remove them from the training data set. We can gradually remove these “misleading”
instances in decreasing order of the prediction confidence. In another word, we first remove in-
stances that are classified by the classifier trained from Dt,l with the highest confidence but are
classified incorrectly.
Figure 3.8, Figure 3.9 and Figure 3.10 show the performance on the three tasks as we gradu-
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Figure 3.9: The effect of instance pruning for entity type classification.
ally remove the “misleading” source domain instances until all of them are removed. The x-axis
shows the number of “misleading” instances removed. In this set of experiments, in order to later
compare with direct estimation of β, we use the same set of Dt,l for each task as in Table 3.2. As
we can see, in all cases except for adaptation to Web logs, removing those “misleading” instances
improves the performance from the baseline method where all labeled source domain instances
are used. In some cases removing all “misleading” instances is not the optimal setting. For ex-
ample, for adaptation from newswire to conversational telephone speech, removing around 3,000
“misleading” instances is better than removing all of them. Nevertheless, we can generally choose
to remove all “misleading” instances and still obtain considerably better performance than the
baseline without instance pruning.
For adaptation from newswire to Web logs, we see that instance pruning greatly hurts the
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Figure 3.10: The effect of instance pruning for spam filtering.
performance. Actually previous experiment results also showed that instance weighting using α
and using β did not improve the baseline performance for adaptation to Web logs from newswire.
All these results suggest that the Web log domain is not very different from the newswire domain.
With a small set of Dt,l from the Web log domain, the “misleading” source domain instances we
identify may not be correct, and therefore removing them may even hurt the performance.
To compare instance pruning with direct estimation of β, we list the performance on each task
when all “misleading” source domain instances are removed, and compare the performance with
the baseline performance as well as the performance obtained by weighting the source domain
instances using directly estimated β. The performance is shown in Table 3.3. Note that for IW-β
and instance pruning, the same set of Dt,l is used for each source-target domain pair. We can
see that for adaptation from newswire to conversational telephone speech and for spam filtering,
instance pruning outperforms instance weighting using directly estimated β. However, for part-of-
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Task POS NE Type Spam
Src Domain WSJ Newswire (10K) Public Email Collection
Trgt Domain Oncology CTS WL User-1 User-2 User-3
BL 0.8613 0.7787 0.7330 0.6435 0.6925 0.8005
IW-β 0.8740 0.8732 0.7330 0.7245 0.7808 0.8610
instance pruning 0.8697 0.8816 0.6828 0.8570 0.8665 0.8720
Table 3.3: Comparison between directly estimating β and instance pruning.
Task POS NE Type Spam
Src Domain WSJ Newswire (10K) Public Email Collection
Trgt Domain Oncology CTS WL User-1 User-2 User-3
BL 0.8613 0.7787 0.7330 0.6435 0.6925 0.8005
IW-α 0.8622 0.8403 0.7310 0.6845 0.7255 0.8410
IW-β 0.8740 0.8732 0.7330 0.7245 0.7808 0.8610
IW-αβ 0.8722 0.8911 0.7395 0.7265 0.7660 0.8480
Table 3.4: Comparison between instance weighting using α only, using β only, and using α and β
together. In all experiments, Nt,l is roughly 120 of Ns.
speech tagging and for adaptation from newswire to Web logs, instance pruning is less effective or
even harmful. In these two cases, instance weighting using β does not generate much improvement
over the baseline in the first place, which suggests that the source domain does not contain much
“noise” with respect to the target domain. In this case, instance pruning may cause useful instances
in the source domain to be pruned.
Overall, we can conclude that instance pruning is a more aggressive way of removing “noise”
from the source domain. If the source domain does contain much “noise,” then instance pruning is
more effective than directly estimating β; otherwise, directly estimating β is a more conservative
and safer choice.
3.4.5 Combining α and β
In previous sections we saw that using α only and β only to weigh the source domain instances are
both useful, with β being more effective. In this section, we use both α and β to weigh the source
domain instances as shown in Equation (3.7).
Table 3.4 shows the comparison between the performance achieved by using α only, using β
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Task POS NE Type Spam
Src Domain WSJ Newswire (10K) Newswire (5K) Public Email Collection
Trgt Domain Oncology CTS WL CTS WL User-1 User-2 User-3
BL 0.8613 0.7819 0.7274 0.7463 0.6832 0.6480 0.6929 0.8028
BST 0.8731 0.8910 0.7542 0.8883 0.7116 0.8860 0.9268 0.9780
ENT 0.8735 0.8419 0.7386 0.8277 0.7004 0.6396 0.7640 0.9756
Table 3.5: The effect of using γ to include Dt,u in unsupervised domain adaptation.
only and using both. The results show that using both α and β is not necessarily better than using
only β; its performance is often between using α only and using β only. Therefore, in the case of
supervised domain adaptation, we should just apply instance weighting using β.
3.4.6 The Effect of γ
In all the experiments above, we always set λt,u = 0, that is, we exclude the use of unlabeled target
domain instances in Dt,u. In this set of experiments, we evaluate the effect of including these
unlabeled target domain instances into the training set. We consider the setting of unsupervised
domain adaptation, i.e. we do not use any labeled target domain instance. We use the two methods
of setting γ as presented in Section 3.3.3. For bootstrapping, at each iteration, we add 10 unlabeled
target domain instances that are predicted with the highest confidence into the training set. We set
λt,u to 1. We continue the iterations until all instances from Dt,u are added to the training set. For
entropy minimization, we start with λt,u = 10−5, and gradually increase it to 1. We do not perform
any instance weighting on Ds.
Table 3.5 shows the performance of bootstrapping (BST) and entropy minimization (ENT)
on the three tasks. We also include the baseline (BL) performance where Dt,u is not used. We
can draw very clear conclusions from the results. First, both bootstrapping and entropy mini-
mization improve the performance over the baseline method. It therefore shows that inclusion of
target domain instances is useful even if pseudo labeled instances are used. Second, bootstrapping
clearly outperforms entropy minimization for all tasks and for all source-target domain pairs. This
comparison suggests that for many NLP problems, bootstrapping is a better choice than entropy
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Figure 3.11: The effect of increasing λt,l on part-of-speech tagging.
minimization if we want to apply semi-supervised learning.
3.4.7 The Effect of λt,l
As we mentioned earlier, in standard supervised learning, λs and λt,l are both set to 1, that is, we
ignore the difference between the source and the target domains. For domain adaptation, however,
we expect the labeled target domain instances to be more useful than the labeled source domain
instances. We therefore want to increase the value of λt,l. In this section, we test the effect of
increasing λt,l when Dt,l is available. For part-of-speech tagging, we include all the 300 labeled
target domain sentences, which contain around 8,000 tokens, into Dt,l. For entity type classifi-
cation and spam filtering, we include only 50 labeled target domain instances in Dt,l. We do not
make use of the unlabeled target domain instances so we set λt,u to 0. We do not perform any
instance weighting on Ds.
Figure 3.11, Figure 3.12 and Figure 3.13 show the performance on the three tasks as λs is set to
1 and λt,l changes from 1 to 100 (for part-of-speech tagging), 200 (for entity type classification),
or 80 (for spam filtering). The message from these figures is very clear. Increasing λt,l to some
value greater than 1 improves the performance on the target domain. In all cases except for WL,
up to the point when λt,l = NsNt,l , the performance always increases as λt,l increases. For adaptation
to WL, however, there is some fluctuation of the performance in the range of λt,l between 1 and
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Figure 3.12: The effect of increasing λt,l on entity type classification.
Task POS NE Type Spam
Src Domain WSJ Newswire (10K) Public Email Collection
Trgt Domain Oncology CTS WL User-1 User-2 User-3
λt,l = 1 0.9325 0.8611 0.7475 0.8550 0.8530 0.9070
λt,l =
Ns
Nt,l
0.9453 0.8937 0.7558 0.8935 0.9190 0.9435
Table 3.6: The effect of setting λt,l heuristically to NsNt,l .
Ns
Nt,l
(i.e. 200). However, setting λt,l to NsNt,l still outperforms setting it to 1. The fluctuation shows
that the optimal value for λt,l in this case (adaptation from newswire to Web logs) is smaller than
those for the other cases (e.g. adaptation from newswire to conversational telephone speech). This
suggests that the difference between the newswire domain and the Web log domain is relatively
smaller than the difference in other domain pairs, and therefore we need less emphasis on the target
domain instances here. This hypothesis can be confirmed by previous experiment results.
To select a good value for λt,l, we can heuristically set λt,l to NsNt,l while setting λs to 1. Table 3.6
compares the performance when we use this heuristic setting of λt,l and that of setting λt,l to 1,
which is the default setting in standard supervised learning. We can see that in all cases setting λt,l
to Ns
Nt,l
improves over the default setting. Therefore, we can recommend this heuristic as a default
setting for λt,l.
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Figure 3.13: The effect of increasing λt,l on spam filtering.
3.4.8 The Effect of λt,u
Similar to λt,l, λt,u can also be set to a value greater than 1. In this set of experiments, we use
bootstrapping as the semi-supervised learning method to set γ, and gradually increase the value of
λt,u. In bootstrapping, we stop when all instances in Dt,u are added to the training data set. The
performance on the three tasks is shown in Figure 3.14, Figure 3.15 and Figure 3.16.
Comparing the results shown in these figures with those for increasing λt,l, we can clearly see
that increasing λt,u is not as effective and can often be dangerous, such as the case for adaptation to
Web logs in entity type classification and adaptation to User-2’s email collection in spam filtering.
However, if we think about where λt,u is applied, the results we obtained are not surprising. λt,u
is the overall weighting factor for those instances from Dt,u. Since we stop bootstrapping when
all instances from Dt,u are added to the training set, the term λt,u
∑Nt,u
i=1
∑
y∈Y γi(y)L(x
t,u
i , y, f)
already has a lot of contribution to the overall objective function even when λt,u is set to 1. The
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Figure 3.14: The effect of increasing λt,u on part-of-speech tagging.
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Figure 3.15: The effect of increasing λt,u on entity type classification.
effect of increasing λt,u depends on how noisy the pseudo-labeled Dt,u are. Note that Ds is also
noisy for the target domain because instances in Ds are drawn from the source domain. If the
pseudo-labeled Dt,u is indeed a better representation of the target domain than Ds, then increas-
ing λt,u may improve the performance of the classifier on the target domain; if, however, that
the pseudo-labeled Dt,u contains much noise, then it is better not to increase λt,u. We therefore
recommend to keep λt,u to be 1.
3.5 Summary and Discussions
In this chapter, we presented an instance weighting framework for domain adaptation. The in-
stance weighting approach is naturally derived from the analysis of the distributional difference
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Figure 3.16: The effect of increasing λt,u on spam filtering.
between the source and the target domains. While the original idea of instance weighting is well-
justified and looks straightforward, to implement the idea, we have to introduce several weighting
parameters in the overall framework, and estimation of these parameters is not trivial.
We presented alternative ways of estimating each of the weighting parameters we introduced
into the framework, and evaluated the effect of these estimation methods on three natural language
processing tasks with real data sets. The experiment results suggest that the following instance
weighting strategies are effective for domain adaptation:
First, for unsupervised domain adaptation, we can apply two techniques: (1) Instance weight-
ing using α ∝ Pt(x)
Ps(x)
. To estimate α, when the number of source domain instances is relatively
small, we can use either the logistic regression method or the mean matching method as shown
in Section 3.3.1. When the number of source domain instances is relatively large, mean match-
ing may be too expensive to compute, and we should apply the logistic regression method. (2)
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Bootstrapping using the unlabeled target domain instances.
Second, for supervised domain adaptation, three techniques can be effective: (1) Instance
weighting using β ∝ Pt(y|x)
Ps(y|x) . Pt(y|x) and Ps(y|x) can be estimated by training two logistic re-
gression classifiers on the target and the source domains, respectively, using the available labeled
instances in each domain. (2) Balancing the contributions of the labeled target domain instances
and the labeled source domain instances by setting λt,l to NsNt,l . (3) Bootstrapping using the unla-
beled target domain instances.
Currently, the above strategies are tested separately and each is shown to be generally effective.
We also conducted some experiments combining these strategies. Our results show that combining
these techniques by using the default settings of the instance weighting parameters as suggested
above does not always give better classification performance than using the individual techniques.
An explanation is that the default parameter settings we found are based on experiments using
individual techniques. An important future work is therefore to globally optimize the settings of
the various instance weighting parameters in order to effectively combine the various instance
weighting techniques.
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Chapter 4
A Feature Selection Framework for Domain
Adaptation
In Chapter 2, we briefly introduced the idea of feature selection for domain adaptation. In this
chapter, we further explain the motivation for feature selection in detail, and formally present our
feature selection framework for domain adaptation. The framework we present in this chapter
works for a general setting where there are K(K > 1) different source domains, each containing a
set of labeled instances. There may or may not be some labeled instances from the target domain,
but there are always a set of unlabeled instances from the target domain. Again, as in the instance
weighting framework, the unlabeled target domain instances can be used for training the classifier
through semi-supervised learning.
In this chapter, we assume that instances are represented by high-dimensional binary feature
vectors, and we consider only linear classifiers to separate different classes. With this assumption,
the absolute value of the weight of a feature in a learned classifier roughly represents the degree
of correlation between the feature and class labels: a feature that is highly correlated with some
class label will have a relatively large weight in the learned classifier. For many natural language
processing problems such as part-of-speech tagging and named entity recognition, binary feature
representations and linear classifiers are commonly used and have achieved the state-of-the-art
performance. Therefore, our assumptions do not impose much restriction on the applicability of
our framework to natural language processing problems.
Our key idea is to differentiate between features that are useful for all domains and features
that are only useful for a specific domain. We hypothesize that one reason why the classifier
trained on the source domains does not work well on the target domain is that the classifier puts
too much weight on features that are only useful for the source domains but not useful for the target
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domains, and hence causes the general features not to get enough weight. We therefore propose to
first identify a set of features that are generalizable across the different source domains, and then
put more emphasis on these generalizable features during training in order to learn a more general
classifier that can be better applied to the target domain.
The target domain may also have its own domain-specific features, that is, features that are
useful in the target domain but not useful in the source domains. We cannot expect to obtain large
weights for these features by training only on the source domain instances because these features
do not show high correlation with class labels in the source domains. We therefore propose to
apply semi-supervised learning in order to obtain appropriate weights for these features.
Our general feature selection framework works when there are multiple source domains. In the
case when there is only a single source domain, we require some labeled target domain instances
in order to identify the generalizable features. These labeled target domain instances can also help
us learn target-domain-specific features.
We evaluate the feature selection framework on the task of gene name recognition where
different organisms are regarded as different domains. We also evaluate the framework with a
single source domain on the same natural language processing tasks as in Chapter 3. The ex-
periment results show that the framework is effective and outperforms standard supervised and
semi-supervised learning methods.
The rest of this chapter is organized as follows. In Section 4.1, we introduce the notions of
generalizable features and domain-specific features, and argue that identifying and emphasizing
generalizable features is a solution to avoid domain overfitting. We then present a formal two-
stage feature selection framework in Section 4.2. A key issue in this framework is how to identify
the generalizable features. We present two ways to identify generalizable features in Section 4.3,
and discuss some of the implementation issues in Section 4.4. In Section 4.5, we show how the
framework should be specialized to the case when there is only a single source domain. We present
our experiment results in Section 4.6 and Section 4.7, and summarize the results in Section 4.8.
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4.1 Generalizable Features and Domain-Specific Features
Why would a classifier learned from a source domain overfit the source domain and not work well
for the target domain? An important observation we make is that there may be some features that
are very useful for the classification task in the source domain but are no longer useful in the target
domain. Let us consider an example from the gene name recognition task. The task is essentially
a named entity recognition problem, where the named entities are gene and protein names in
biomedical text. Suppose our source domain contains biomedical articles about the organism fly,
and the target domain contains biomedical articles about the organism mouse. For fly, there are a
number of gene names that end with the suffix “-less”, such as eyeless, daughterless and wingless,
because fly biologists tend to name a gene by its phenotype. Therefore, the feature “-less” has
a relatively large absolute weight value in the classifier learned from fly articles. However, for
many other organisms including mouse, genes are not named after their phenotypes. Now the
feature “-less” is no longer useful for these other organisms or domains. On the other hand, there
are features that are useful across different domains. For example, the contextual feature “X is
expressed” is generally useful for gene name recognition for different organisms because gene
expression is commonly discussed in biomedical articles. We refer to these features that are useful
across different domains as generalizable features and features that are only useful for a specific
domain as domain-specific features.
If in the source domains, the generalizable features are weaker than the domain-specific fea-
tures, then the generalizable features may not get large weights, because we usually control the
complexity of classifiers during the training process by placing a regularization term λ‖w‖2 on
the weight vector, which penalizes large weights. In another word, generalizable features have to
compete with domain-specific features for the weight mass. Ideally, if we want to learn a model
from the source domains that is also useful in the target domain, we want the weight mass to be
assigned to those generalizable features rather than those domain-specific features. This kind of
skewed regularization can be achieved by imposing a larger λ to the weights of those domain-
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specific features. In Section 4.2.1, we will show how this skewed regularization is imposed in the
objective function.
4.2 A Two-Stage Framework with Feature Selection for
Domain Adaptation
Having discussed the distinction between generalizable features and domain-specific features, we
now propose a two-stage approach to domain adaptation. First, we learn a general classifier from
the source domains that emphasizes the generalizable features and therefore presumably works
better on the target domain than a classifier learned without distinguishing generalizable features
from domain-specific features. We call this step generalization. Second, after we have the general
classifier, we make use of unlabeled target domain instances to pick up features that are specifically
useful for the target domain. We call this step adaptation.
4.2.1 Generalization
The first stage of our two-stage approach to domain adaptation is a domain generalization stage.
We have shown that in order to make the model learned from the source domains useful in the
target domain, we need to regularize the learning process such that the weight mass is mostly kept
on the generalizable features. There are two problems that need to be solved here: (1) To identify
the generalizable features; (2) To learn appropriate weights for these generalizable features. We
first show how the second problem can be solved given a fixed set of generalizable features. We
postpone the solutions to the first problem until Section 4.3.
To easily represent the separation of the generalizable features from other features in our formal
problem formulation, we first introduce a matrix A, which we refer to as the feature selection
matrix. Formally, A is an h × p matrix (h < p) that transforms an instance x represented as a
p-dimensional vector in the original feature space into an h-dimensional vector z = Ax in the
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reduced feature space with only generalizable features. In another word, A is a matrix in which
each entry is either 0 or 1, and AAT = Ih×h. For example, the following 2 × 6 matrix A chooses
the second and the fifth rows in a 6-dimensional feature vector to form a new 2-dimensional feature
vector.
A =
 0 1 0 0 0 0
0 0 0 0 1 0
 .
In the rest of this chapter, the constraints that each entry of A is 0 or 1 and AAT = Ih×h are implied
whenever we refer to A. Such a matrix A essentially defines the selection of h features from the
original feature set. Here we assume that the number of generalizable features h is fixed.
Suppose we already know the set of h generalizable features, that is, we have a fixed A. How
do we learn the appropriate weights for these generalizable features from the labeled instances in
the K source domains? In standard supervised learning where we do not consider the difference
between the domains, we learn a single weight vector w for all domains1. When we have K
different source domains for training, however, we cannot expect the optimal classifiers, i.e. the
optimal weight vectors, to be the same for all domains. We thus introduce K different weight
vectors, {wk}Kk=1, for the K source domains. However, since the generalizable features behave
similarly in different domains, we expect the weights for them to be similar across domains. To
capture this, we decompose each wk as follows:
wk = ATv + uk,
where v is an h-dimensional weight vector shared by all domains, and uk is a domain-specific p-
dimensional weight vector. We can think of v as essentially the weight vector for the generalizable
features.
1To simplify the discussion, we consider binary classification problems here so we have a single weight vector to
represent a classifier. For multiclass classification, usually a classifier has |Y| weight vectors, one for each class. Our
discussion based on binary classification can be easily generalized to multiclass classification.
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Given the labeled instances from the K source domains, and given a fixed A, we can learn
weight vectors v and {uk}Kk=1 by optimizing the following objective function:
(
vˆ(A), {uˆk(A)}
)
= argmin
v,{uk}
[
1
K
K∑
k=1
1
Nk
Nk∑
i=1
L(xki , y
k
i ,w
k)
+λ
(
‖v‖2 + µs
K∑
k=1
‖uk‖2
)]
, (4.1)
where wk = ATv + uk, {(xki , yki )}Nki=1 is a set of labeled instances from the k’th source domain,
and L(x, y,w) is a loss function. The first term on the right-hand side is the empirical loss, and
the second term is the regularization term, where different regularization parameters are put on v
and {uk}. Note that the learned vˆ and {uˆk} are dependent on A, and therefore we represent them
as functions of A.
Now recall that we want to put more weight mass on the generalizable features. To achieve
this goal, we set µs to be much larger than 1. With µs À 1, we penalize large values of {uk}
more than large values of v, and therefore, we naturally give the most weight mass to v unless the
training instances strongly favor some large values of {uk}.
Note that in Equation (4.1) we have made two modifications to the standard objective function
in supervised learning: (a) We have separated a subset of generalizable features (defined by A)
so that we now have two sets of weights (i.e. v and uk) for each domain. (b) We tie the weight
vector v for the generalizable features across all the domains, while allowing some slight domain
variation captured by {uk}.
A key problem we need to solve is how to find a good A in the first place, that is, how to find a
good set of generalizable features. We postpone this discussion until Section 4.3.
4.2.2 Adaptation
After the first stage of domain generalization, we will obtain a matrix A, which represents the set
of generalizable features learned from the source domains, as well as a weight vector for these
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generalizable features. In the second stage of domain adaptation, our goal is to pick up those
features that are specifically useful for the target domain, but cannot be learned from the source
domains. A sensible way to achieve this goal is to include some labeled instances from the target
domain in the learning process. In the case where we do not have any labeled instance in the
target domain, we can adopt semi-supervised learning to obtain some target domain instances with
predicted labels and use these pseudo-labeled target domain instances in the learning process. Here
we adopt bootstrapping. More specifically, with the best generalizable model that we have learned
from the source domains, we make predictions on the unlabeled instances in the target domain,
choose the most confident m instances together with their pseudo labels, and include these labeled
instances in our objective function to learn the weights.
Formally, let A be the feature selection matrix that we have obtained in the first domain gen-
eralization stage, and let {xti, yˆti}mi=1 be the set of instances in the target domain that have been
predicted with the highest confidence values, where yˆti is the predicted label of x
t
i. We learn
weight vectors vˆ and uˆt by optimizing the following objective function:
(
vˆ, uˆt, {uˆk}
)
= argmin
v,ut,{uk}
[
1
K + 1
( K∑
k=1
1
Nk
Nk∑
i=1
L(xki , y
k
i ,w
k) +
1
m
m∑
i=1
L(xti, yˆ
t
i ,w
t)
)
+λ
(
‖v‖2 + µs
K∑
i=1
‖uk‖2 + µt‖ut‖2
)]
. (4.2)
Note that Equation (4.2) is very similar to Equation (4.1): the target domain is treated in the same
way as all source domains in the objective function, except for the regularization parameter µt,
that is, the domain-specific weight vector ut for the target domain has a different regularization
parameter than the domain-specific weight vectors uk for the source domains. The intuition is that
while we do not want to put much weight mass on the features specifically useful for the source
domains, we do want to allocate some weight mass to the features specifically useful for the target
domain. Therefore, we want to set µt ¿ µs to achieve this goal. After we have learned vˆ and uˆt,
we set wˆt = AT vˆ+ uˆt, and use this weight vector as the final linear classifier to make predictions
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on the target domain.
4.3 Finding Generalizable Features
A remaining issue from the discussion above is how to identify the best h generalizable features. In
this section, we show how ideally generalizable features should be defined based on the expected
performance on the target domain. For any A, let vˆ(A) be the weight vector learned from the
training domains, as defined in Equation (4.1). Suppose we only use these generalizable features
to make predictions on the target domain. Recall that our ultimate goal is to make good predictions
on the target domain. One way to quantify this goal is to minimize the expected loss with respect
to Pt(X, Y ) in the target domain, which can be captured by the following objective function:
A∗ = argmin
A
∑
(x,y)∈X×Y
Pt(x, y)L(z, y, vˆ(A)), (4.3)
where z = Ax, and L(z, y,v) is a loss function.
What Equation (4.3) means is that we want to choose the optimal A∗ among all choices of
A’s so that the classifier learned from the source domains with strong emphasis on the features
selected by A∗ gives the lowest expected loss in the target domain. While Equation (4.3) is the
ideal criterion for choosing the optimal A∗, in practice, it is infeasible to achieve the goal because
(1) we do not know Pt(X, Y ), and (2) a brute force enumeration of all possible values of A is too
expensive. To make the objective function feasible to compute, our general idea is to obtain an
approximation of A∗. Here we discuss two strategies of approximating A∗.
Joint Optimization of A and v
In Equation (4.3), instead of using Pt(x, y), which is unknown, we can use the empirical joint
probability of x and y from the source domains to approximate Pt(x, y). If we make several
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further approximations, we obtain the following objective function:
(
Aˆ, vˆ, {uˆk}
)
= argmin
A,v,{uk}
[
1
K
K∑
k=1
1
Nk
Nk∑
i=1
L(xki , y
k
i ,w
k)
+λ
(
‖v‖2 + µs
K∑
k=1
‖uk‖2
)]
, (4.4)
where wk = ATv+ uk. The Aˆ and vˆ chosen in this way form the final generalizable classifier we
use for predictions on the target domain. Note that Equation (4.4) is the same as Equation (4.1)
except that A is now free to change inside the objective function. In Section 4.4.1, we will explain
how we can solve this optimization problem efficiently without enumerating all the possible values
of A.
Note that in this approximation, we use the empirical risk on the training data to assess the
quality of A, that is, we train and validate on the same data. However, to avoid overfitting, in
general we want to use different data for training and validation. In the next section, we show such
a method that uses cross validation. The experiment results in Section 4.6 also show that the cross
validation method is better than the joint optimization method.
Domain Cross Validation
A better way to approximate A∗ is a domain cross validation method. Here we borrow the idea of
leave-one-out cross validation from regular supervised learning. However, we treat each training
domain as if it were a single training instance. Thus, given a fixed A, we first learn the weight
matrix vˆ(A) using all but one source domains, and then test the performance on the held-out
source domain. We repeat this procedure for each held-out source domain, and take the average
performance as an indicator of how good A is.
Formally, we want to find Aˆ that optimizes the following objective function:
Aˆ = argmin
A
1
K
K∑
k=1
[
1
Nk
Nk∑
i=1
L(zki , y
k
i , vˆ(k,A))
]
, (4.5)
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where zki = Ax
k
i , and vˆ(k,A) is the optimal weight matrix for the features selected by A, learned
from all source domains except the k’th source domain. In another word, vˆ(k,A) is obtained from
(
vˆ(k,A), {uˆk′(k,A)}k′ 6=k
)
= argmin
v,{uk′}k′ 6=k
[
1
K − 1
∑
k′ 6=k
1
Nk′
Nk′∑
i=1
L(xk
′
i , y
k′
i ,w
k′)
+λ
(
‖v‖2 + µs
∑
k′ 6=k
‖uk′‖2
)]
, (4.6)
where wk′ = ATv + uk′ .
However, even with this approximation, in practice it is still infeasible to enumerate all pos-
sible A when optimizing Equation (4.5). In Section 4.4.2, we will propose a heuristic way to
approximate the optimization problem in Equation (4.5).
4.4 Implementation Details
In this section, we discuss some implementation details that have been left out in Section 4.3.
Since now we touch on the actual implementation of the framework, we need to choose a specific
classification algorithm, or in another word, a specific loss function. We choose to use logistic
regression classifiers.
4.4.1 An Alternating Optimization Procedure for Joint Optimization of A
and v
We first discuss how to solve the optimization problem in Equation (4.4). The problem formulation
is very similar to the optimization problem in (Ando and Zhang, 2005), which can be solved by
an alternating optimization procedure (Bezdek and Hathaway, 2002). We thus also use alternating
optimization to solve our problem. We give the outline of the procedure below.
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Recall that wk = ATv + uk for each k. Equation (4.4) can then be rewritten as follows:
(
Aˆ, vˆ, {wˆk}
)
= argmin
A,v,{wk}
[
1
K
K∑
k=1
1
Nk
Nk∑
i=1
L(xki , y
k
i ,w
k)
+λ
(
‖v‖2 + µs
K∑
k=1
‖wk − ATv‖2
)]
. (4.7)
When {wk}Kk=1 are fixed, the first term on the right-hand side in Equation (4.7) is also fixed,
while we can vary A and v to minimize the second term. When A is fixed, we can vary v and
{uk}Kk=1 to minimize the objective function, which is equivalent to varying v and {wk}Kk=1. Thus,
we alternate between fixing {wk}Kk=1 and fixing A to solve for (Aˆ, vˆ, {wˆk}) that minimizes the
objective function:
1. Initialize {wk}Kk=1: for each k, setwk to the weight vector trained from the labeled instances
from the k’th domain.
2. Fix {wk}, solve for Aˆ and vˆ:
(
Aˆ, vˆ
)
= argmin
A,v
[
‖v‖2 + µs
K∑
k=1
‖wk − ATv‖2
]
.
3. Fix A, solve for vˆ and {uˆk}:
(
vˆ, {uˆk}) = argmin
v,{uk}
[
1
K
K∑
k=1
1
Nk
Nk∑
i=1
L(xki , y
k
i , A
Tv + uk) + λ
(
‖v‖2 + µs
K∑
k=1
‖uk‖2
)]
.
4. For all k, set wk = ATv + uk.
5. Repeat 2, 3 and 4 until A does not change any more.
In the algorithm outlined above, if we choose the loss function for logistic regression, the
optimization problem defined in step 3 is similar to the standard training of logistic regression
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classifiers, which can be solved by standard convex optimization methods. The optimization prob-
lem defined in step 2 in general can be reduced to an SVD (singular value decomposition) problem
if A is an arbitrary matrix satisfying AAT = I . See (Ando and Zhang, 2005) for the derivation of
the solution for a similar problem. In our case, since we restrict the entries of A to be either 1 or
0, the problem is further simplified, and the solution can be easily obtained by ranking the features
with a scoring function and selecting the best h features. We leave out the technical details here.
Since in both step 2 and 3, the value of the objective function decreases, the alternating opti-
mization procedure converges to a local minimum.
4.4.2 A Heuristic for Domain Cross Validation
We now discuss how to approximate the optimization problem defined in Equation (4.5). First, let
us consider a single component of Equation (4.5):
1
Nk
Nk∑
i=1
L(zki , y
k
i , vˆ(k,A)), (4.8)
where zki = A
Txki . Recall that vˆ(k,A) is the weight vector learned from all training instances
except those from the k’th domain, with a fixed A. Consider another weight vector βˆ(k,A) defined
as follows:
(
βˆ(k,A), uˆ
)
= argmin
β,u
[
1
Nk
Nk∑
i=1
L(xki , y
k
i , A
Tβ + u) + λ
(
‖β‖2 + µs‖u‖2
)]
. (4.9)
In order to minimize Formula (4.8), we want vˆ(k,A) to be as close to βˆ(k,A) as possible because
βˆ(k,A) almost directly minimizes Formula (4.8). To measure the similarity between βˆ(k,A) and
vˆ(k,A), we use the inner product of βˆ(k,A) and vˆ(k,A). Formally, we define a scoring function
S(β,v) as follows:
S(β,v) = βTv.
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We can then use the following optimization problem to approximate Equation (4.5):
Aˆ = argmax
A
K∑
k=1
S
(
βˆ(k,A), vˆ(k,A)
)
,
where βˆ(k,A) and vˆ(k,A) are defined in Equation (4.9) and Equation (4.6), respectively.
We still have not addressed the problem that it is not feasible to enumerate all possible A’s.
We now make a final approximation, which allows us to incrementally select h features rather
than enumerating all possible subsets of features of size h. First, let θˆk be the optimal weight
vector learned from the training instances in the k’th source domain without any feature selection.
Formally,
θˆk = argmin
θ
[
1
Nk
Nk∑
i=1
L(xki , y
k
i , θ) + λ‖θ‖2
]
.
Let θˆk¯ be the optimal weight vector learned from the training instances in all source domains except
the k’th source domain, also without any feature selection:
θˆk¯ = argmin
θ
[
1
K − 1
∑
k′ 6=k
1
Nk′
Nk′∑
i=1
L(xk
′
i , y
k′
i , θ) + λ‖θ‖2
]
.
We now approximate βˆ(k,A) and vˆ(k,A) as follows:
βˆ(k,A) ≈ A θˆk, (4.10)
vˆ(k,A) ≈ A θˆk¯. (4.11)
What Equation (4.10) and Equation (4.11) mean is that we can roughly use the weights learned
from the training data without feature selection to approximate the weights learned with feature
selection. Note that since we only use this approximation to select features rather than to obtain
the weights for the final classifier, this inaccurate approximation should not be critical.
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Let f1, . . . , fh be the set of features selected by A. Let θf denote the weight for feature f in the
weight vector θ. We then have
K∑
k=1
S
(
βˆ(k,A), vˆ(k,A)
)
≈
K∑
k=1
S
(
Aθˆk, Aθˆk¯
)
=
K∑
k=1
(
Aθˆk
)T
Aθˆk¯
=
K∑
k=1
( h∑
i=1
θˆkfi · θˆk¯fi
)
. (4.12)
Now it is clear that we can maximize Equation (4.12) by selecting h features that have the highest
scores defined below:
K∑
k=1
θˆkf · θˆk¯f . (4.13)
4.4.3 Summary of the Framework
We summarize the framework and the implementation details in this section. First, in Section 4.2,
we have shown that given a fixed set of generalizable features, represented by matrix A, we can
first learn a generalizable classifier vˆ(A) using the K source domains by solving the optimization
problem in Equation (4.1). With this generalizable classifier, we can select m unlabeled instances
from the target domain together their pseudo labels, and include them in the objective function.
We can then learn a target-domain-specific classifier by solving the optimization problem in Equa-
tion (4.2).
To find a set of h generalizable features, we have shown in Section 4.3 that we can either
jointly find A and v to optimize the objective function, or perform domain cross valuation. We
then showed in Section 4.4 the implementation details of the two methods, where for the second
method, a heuristic method was proposed to select h generalizable features without enumerating
all possible A’s.
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4.5 Special Case with A Single Source Domain
The framework presented above assumes multiple source domains. In most cases, we may only
have a single source domain. Because identification of generalizable features requires labeled
instances from more than one domains, in the case with a single source domain, we need some
labeled target domain instances in order to identify generalizable features. In this section, we show
how the general framework presented above should be specialized for this case. We assume that
we have a set of labeled source domain instances Ds and a set of labeled target domain instances
Dt,l.
Equation (4.1) can now be re-written as follows:
(
vˆ(A), uˆs(A), uˆt(A)
)
= argmin
v,us,ut
[
Ns∑
i=1
L(xsi , y
s
i , A
Tv + us)
+
Nt,l∑
j=1
L(xt,lj , y
t,l
j , A
Tv + ut)
λ
(
‖v‖2 + µs‖us‖2 + µt‖ut‖2
)]
. (4.14)
To identify the generalizable features, that is, to find an appropriate matrix A, we can use ei-
ther joint optimization or domain cross validation as discussed in Section 4.3. For domain cross
validation, we can treat Ds and Dt,l as labeled instances from two source domains, and use For-
mula (4.13) to find the best h generalizable features.
Note that in Equation (4.14),Dt,l is used not only for learning generalizable features but also for
learning those target-domain-specific features, i.e. for finding uˆt(A). So the generalization stage
and the adaptation stage now become a single step in this case. If we incorporate bootstrapping,
then the pseudo-labeled target domain instances will be treated the same as those in Dt,l.
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4.6 Experiments with Multiple Source Domains
In this section, we evaluate the two-stage feature selection framework for domain adaptation in the
case where there are more than one source domains.
4.6.1 Data Set and Experiment Setup
We test our method on the problem of recognizing gene and protein names from biomedical liter-
ature. The data set we use is from the BioCreAtIvE I challenge, Task 1B2. The data set contains
three subsets, corresponding to three organisms, fly, mouse, and yeast. Thus we can naturally treat
each organism as an individual domain. Note that since the labels in this data set were automat-
ically obtained using a dictionary-based named entity recognition method, the data set is noisy
and the absolute performance on this data set is lower than the state-of-the-art for gene recogni-
tion. Nevertheless, it should not affect the evaluation of our framework compared with standard
methods.
The task is cast into a classification problem to predict the boundaries of gene mentions, where
each word in the text is classified as either part of a gene name or outside of any gene name.
We follow a commonly used Markov model based sequential tagging method to recognition gene
names in this way (Finkel et al., 2005). We use F1 as the primary performance measure, where F1
is defined as
F1 =
2× Precision× Recall
Precision + Recall
.
We ran three parallel sets of experiments. In each set of experiments, we use two organisms
as the source domains, and the third organism as the target domain. We refer to the three sets of
experiments as F+M⇒Y, M+Y⇒F and Y+F⇒M, where F, M and Y denote fly, mouse and yeast,
respectively.
2http://biocreative.sourceforge.net/biocreative 1 task1b.html
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Our feature selection framework consists of two stages. For each stage, we compare our
method with a corresponding baseline method. For the generalization stage, we consider a baseline
method which combines the two training domains without considering the domain difference. We
also consider feature selection in the baseline method, that is, we first rank the features based on
some commonly used feature selection criterion, and then select the top h features. In our experi-
ments, we use the χ2 statistic measure to rank the features. We call this baseline method BL. We
implemented the first stage of our feature selection framework using both the joint optimization
heuristic and the domain cross validation heuristic. We call the first DA-1 and the second DA-2.
When comparing DA-1 and DA-2 with BL, we vary the value of h for all three methods.
For the adaptation stage of our domain adaptation method, we consider a baseline method
that uses regular bootstrapping. In particular, at the i’th round of bootstrapping, we use the current
model to label the sentences in the target domain, and choosem = 200×i sentences that are labeled
with gene mentions and are predicted with the highest probabilities. We add these m sentences
with the predicted labels to the training set, and retrain the model. We call this baseline semi-
supervised learning method BL-SSL. In comparison, our domain adaptive method also chooses m
sentences in each round of bootstrapping in the same way, but uses Equation (4.2) to learn a new
model. Since our results in the first stage show that DA-2 is better than DA-1, in the adaptation
stage, we only combine DA-2 with bootstrapping. We call this method DA-2-SSL.
In all experiments, we set λ to 10−6. This value was chosen based on cross validation on the
training data. In DA-1, DA-2 and DA-2-SSL, we set µs to 106. This value was arbitrarily chosen
to be sufficiently large. In DA-2-SSL, we set µt to 1. This value was also arbitrarily chosen to be
sufficiently smaller than µs.
4.6.2 Domain Generalization
In Table 4.1, we compare the performance of BL, DA-1 and DA-2 when h is set to the total
number of features (designated as Max in the table) and the optimal value (designated as Opt in
the table). First, we can see that when h is set to the total number of features, DA-1 and DA-2
68
F+M⇒Y M+Y⇒F Y+F⇒M
Method h Prec Rec F1 Prec Rec F1 Prec Rec F1
Max 0.624 0.449 0.522 0.534 0.0641 0.114 0.586 0.297 0.394
BL Opt 0.742 0.553 0.633 0.569 0.0727 0.129 0.607 0.316 0.416
Max 0.657 0.523 0.583 0.535 0.0695 0.123 0.597 0.291 0.392
DA-1 Opt 0.638 0.616 0.627 0.498 0.0907 0.153 0.583 0.335 0.425
Max 0.655 0.524 0.582 0.535 0.0695 0.123 0.598 0.291 0.391
DA-2 Opt 0.666 0.643 0.654 0.533 0.120 0.195 0.565 0.402 0.470
Table 4.1: Comparison between BL, DA-1 and DA-2.
either perform similarly to BL, or perform slightly better than BL. This comparison shows that
even if we include all features in the generalizable set, considering the domain difference in the
training data and optimizing Equation (4.1) to learn the common weights shared by all training
domains is still better than ignoring the domain difference. Second, when h is set optimally, the
performance achieved by DA-2 is better than that of DA-1 and of BL, and DA-1, in two out of
the three cases, is better than BL. This comparison shows the advantage of the domain adaptive
method if we can appropriately set h. It also shows that in general the domain cross validation
heuristic is better than the joint optimization heuristic.
In Figure 4.1, we show the performance of the three methods when the value of h varies from
1 to the total number of features. As we can see, for F+M⇒Y and Y+F⇒M, BL achieves better
performance when a small number of features (100 features) are used, but the performance drops
when more features are included. For M+Y⇒F, BL achieves the best performance when 10000
features are used. In all three settings, however, the performance of BL at h = 100000 (roughly
one tenth of the total number of features) is much lower than the performance when all features
are used. This fluctuation of BL suggests that the χ2 statistic measure computed from the labeled
source domain instances is not reliable any more on the target domain. Since in practice, it is hard
to predict the optimal value of h, DA-1 and DA-2 are more robust than BL for domain adaptation
because their performance is more stable when h is relatively large.
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Figure 4.1: Comparison between BL, DA-1 and DA-2 as h Varies.
4.6.3 Domain Adaptation
For the methods BL-SSL and DA-2-SSL, we choose the best models learned by BL and DA-2
as the starting models, respectively. In another word, we assume that the optimal value of h is
used. We also consider another baseline, BL-SSL-2, where we use all features instead of the top
h features. The reason we include BL-SSL-2 is that we found that in the case with F+M⇒Y,
BL-SSL-2 performed reasonably but BL-SSL performed poorly.
In Table 4.2, we show the performance of the three methods when m = 1000 and when m
is set optimally (designated as Opt in the table), i.e. when we stop bootstrapping at the iteration
right before the performance decreases. We can see that when m = 1000, DA-2-SSL always
performs better than BL and BL-2, although in Y+F⇒M, the improvement is minor. When m is
set optimally, DA-2-SSL performs significantly better than the two baseline methods.
In Figure 4.2, we show the comparison between BL-SSL, BL-SSL-2 and DA-2-SSL when
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F+M⇒Y M+Y⇒F Y+F⇒M
Method m Prec Rec F1 Prec Rec F1 Prec Rec F1
1000 0.588 0.414 0.486 0.632 0.149 0.241 0.616 0.365 0.458
BL-SSL Opt 0.742 0.553 0.633 0.632 0.149 0.241 0.616 0.365 0.458
1000 0.624 0.631 0.627 0.620 0.112 0.190 0.594 0.375 0.460
BL-SSL-2 Opt 0.624 0.631 0.627 0.620 0.112 0.190 0.594 0.375 0.460
1000 0.727 0.741 0.734 0.377 0.248 0.300 0.395 0.579 0.470
DA-2-SSL Opt 0.706 0.822 0.759 0.425 0.238 0.305 0.492 0.510 0.501
Table 4.2: Comparison between BL-SSL, BL-SSL-2, and DA-2-SSL.
m varies from 0 to 1000. We can make a number of observations from Figure 4.2. First, the
performance of these semi-supervised learning methods does not always increase as m increases.
Indeed, in semi-supervised learning, since the target instances added to the training set may not
be labeled correctly, when more target instances are added, we may introduce noise and therefore
decrease the performance. Second, except for BL-SSL with F+M⇒Y, the performance of the two
baseline bootstrapping methods monotonically increases as m increases, but the performance of
DA-2-SSL decreases as m increases when m is above a certain number. This comparison suggests
that DA-2-SSL may be affected by the noise in the training data more than the baseline methods.
Indeed, there is a tradeoff between adaptation and robustness. Because of the noise in the target
instances with pseudo labels, when we adapt to the target domain using these target instances, we
can pick up either correct or incorrect classification patterns. Since DA-2-SSL is a more aggressive
adaptive method than BL-SSL and BL-SSL-2, it will both gain more from the correct information
and suffer more from the noise contained in the target instances with pseudo labels. Nevertheless,
DA-2-SSL outperforms both baselines in the whole spectrum of values of m. Also, in the cases
of F+M⇒Y and M+Y⇒F, we can see that the performance of DA-2-SSL is still stable when m
increases. In the case of Y+F⇒M, 600 is the threshold for m under which the performance is also
stable. An important research question is how to automatically set m inside a safe range.
The difference between BL-SSL and DA-2-SSL is attributed to two factors: the difference
between the pseudo labeled instances added to the training set, and the difference between the
learning algorithms. In order to separate the two factors, we designed another diagnostic method,
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Figure 4.2: Comparison between BL-SSL, BL-SSL-2, DA-2-SSL and DA-2-BL-SSL as m Varies.
DA-2-BL-SSL, where we choose the best 200 sentences predicted by DA-2 to add to the training
set at the first round of bootstrapping, but we use the regular bootstrapping method as in BL as
the learning algorithm. In other words, DA-2-BL-SSL uses the same pseudo labeled sentences
in the first round as DA-2-SSL, but uses the same learning algorithm as BL-SSL. We show the
performance of DA-2-BL-SSL also in Figure 4.2. As we can see, compared with BL-SSL, DA-
2-BL-SSL performed better, which suggests that the difference between BL-SSL and DA-2-SSL
is indeed caused to some degree by the difference between the pseudo labeled sentences added
to the training set. In other words, DA-2-SSL performed better than BL-SSL partly because DA-
2 gave more accurate pseudo labels than BL to start with. Next, let us compare DA-2-BL-SSL
with DA-2-SSL. For F+M⇒Y, DA-2-SSL performed consistently better than DA-2-BL-SSL for
all values of m. For M+Y⇒F, when m = 400, 600, DA-2-BL-SSL performed similarly to DA-2-
SSL, but when m ≥ 800, DA-2-BL-SSL performed slightly better than DA-2-SSL. For Y+F⇒M,
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DA-2-SSL again performed better than DA-2-BL-SSL except when m = 1000. This comparison
between the two methods suggests that on the one hand, besides better pseudo labels, our domain
adaptive learning algorithm in DA-2-SSL also contributed to the improvement over BL in many
cases. On the other hand, when a relatively large number of pseudo labeled instances are used, the
more aggressive method DA-2-SSL may introduce more noise, and hence not perform as well as
the less aggressive, regular bootstrapping method. This again shows the importance of finding a
good m in bootstrapping.
4.7 Experiments with A Single Source Domain
In this section, we show our experiment results with single source domains. We consider the tasks
of part-of-speech tagging, entity type classification and spam filtering, and use the same data sets
as we used in Chapter 3.
For each source-target domain pair, we change the size of Dt,l, and use Equation (4.14) to
learn a classifier for the target domain. In all experiments, we set λ to 1, µs to 1000, and µt to
1. We use two strategies to choose h. First, we choose h by considering a range of values for
h and selecting the optimal one. Second, we use the following heuristic way of choosing h: We
first score features using Equation (4.13), and then select features whose scores are greater than or
equal to 0. We call the first strategy FS (Opt) and the second strategy FS (Def). We compare the
feature selection method with a baseline method where Dt,l is simply merged with Ds to train a
classifier. We call this baseline method BL. The comparison between the three methods is shown
in Figure 4.3, Figure 4.4 and Figure 4.5.
We can see from the figures that the two feature selection methods clearly outperform the base-
line method. For entity type classification and spam filtering, we can also see that the advantage of
feature selection over the baseline method is mostly obvious when Nt,l is relatively small. We thus
conclude that (1) feature selection is effective for domain adaptation when there is a single domain
and there are some labeled target domain instances to help us identify generalizable features, and
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Figure 4.3: The effect of feature selection for part-of-speech tagging.
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Figure 4.4: The effect of feature selection for entity type classification.
(2) the advantage of the feature selection method is mostly shown when the number of labeled
target domain instances is relatively small, which is usually the situation we face.
The figures also show that the heuristic way of choosing h gives near optimal performance. We
therefore recommend this heuristic way of setting h as the default way to choose h.
4.8 Summary
In this chapter, we studied a feature selection framework for domain adaptation. The general
framework assumes multiple source domains, and consists of two stages. In the first stage, fea-
tures that are useful for the classification task across different domains are identified and empha-
sized during training, and features that are only specifically useful for the source domains are
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Figure 4.5: The effect of feature selection for spam filtering.
de-emphasized. In the second stage, bootstrapping is used to add instances from the target domain
into the training data set. These pseudo labeled instances help learn features that are specifically
useful for the target domain. Experiment results show that the two-stage feature selection frame-
work is effective on the gene name recognition task. The framework can also be specialized for
the case when there is a single source domain but there are some labeled instances from the target
domain. In this case, the generalization stage and the adaptation stage become a single step. Exper-
iments on part-of-speech tagging, entity type classification and spam filtering show that the feature
selection framework is also effective for this case when there is only a single source domain.
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Chapter 5
An Analysis of Domain Difference Types
In previous chapters, we focused on developing solutions to domain adaptation, and studied a num-
ber of techniques, including instance weighting, feature selection, and semi-supervised learning,
which have all shown to be generally useful for domain adaptation. However, we also observed that
the effectiveness of these techniques varies from data set to data set, and sometimes a technique
may fail to work completely. A reasonable hypothesis to explain this phenomenon is that there
exist different types of domain difference, and each domain adaptation technique is only suitable
for certain types of domain difference. If applied inappropriately, a domain adaptation technique
may even hurt the classification performance, especially when it is hard to optimally set certain
learning parameters. Therefore, there is a need to study how to identify and characterize different
types of domain difference and how to associate various domain adaptation techniques with these
different types of domain difference. This research question has not been formally explored in pre-
vious chapters or any other existing study on domain adaptation. We study this research question
in this chapter.
When we analyzed domain adaptation in Chapter 2, we already discussed some intuitions about
what may cause two domains to differ. One perspective from which we can separate domain dif-
ference into different types is to decompose P (X, Y ) into P (X) and P (Y |X) as in Section 2.3.1,
and to consider the difference between two domains in each of these two probability components.
In our instance weighting framework, we also identified two weighting parameters, α and β, to
address these two types of difference separately.
Another perspective to separate different types of domain difference is related to our discussion
on two-stage domain adaptation in Section 2.3.3 of Chapter 2. From this perspective, we check
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Figure 5.2: Two types of domain difference based on where the domain-specific characteristics
come from.
whether the domain difference comes from some special characteristics in the target domain or
special characteristics in the source domain, or in both. By special characteristics, we vaguely
mean anything about X and Y that may be important for the classification task, and we will ma-
terialize this abstract concept later. An abstract illustration of this second perspective is given in
Figure 5.1 and explained by three different overlapping patterns between the source and the target
domains. As we can see, difference between two domains may come from some special charac-
teristics that are only observed in the target domain but not in the source domain, as diagram (a)
in Figure 5.1 depicts, or from some special characteristics observed in the source domain only, as
diagram (b) depicts, or both, as in diagram (c). Although we believe that in general two domains
overlap with the pattern shown in diagram (c), it is still a good idea to separate the two types of
difference as shown in Figure 5.2 and to study them individually.
There are several reasons why we want to devote another chapter to discussions of issues
related to different types of domain difference. First of all, the two perspectives, namely, the per-
spective based on probability decomposition and the perspective based on domain-specific char-
acteristics, are orthogonal, but they have not been considered together in previous chapters. For
example, there may be completely new features such as new vocabulary words that are only ob-
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served in the target domain but not present in the source domain, which can be considered to be
diagram (a) in Figure 5.2 coupled with difference in P (X). Or, there may be features that are use-
ful for classification in the source domain but become not useful in the target domain, which can
be considered to be diagram (b) in Figure 5.2 coupled with difference in P (Y |X). Therefore, by
combining these two perspectives in this chapter, we can get a better understanding of the different
types of domain difference.
Second, we have introduced several domain adaptation techniques, motivated by different need
in domain adaptation. For example, in Chapter 4, we argued that to learn target-domain-specific
features, we should consider using semi-supervised learning. With a systematic analysis of domain
difference types in this chapter, we can also associate different domain adaptation techniques with
different types of domain difference in a systematic way. Presumably, different techniques address
different types of domain difference, and therefore should be complementary to each other. But
some technique may be useful for more than one types of domain difference, and some different
techniques may have similar effects on the same type of domain difference. It is therefore natural
to summarize all these associations in this chapter.
Third, after identifying and characterizing different types of domain difference, and associ-
ating them with different domain adaptation techniques, it is important to empirically verify the
hypothesized associations. However, the real data sets used in previous chapters are usually mix-
tures of different domain difference types, preventing us from separate, controlled studies of each
domain difference type. Indeed, although there are several real data sets that have been used for
studying domain adaptation in a number of studies, we still lack standard benchmark data sets for
evaluation of domain adaptation methods. In this chapter, we propose to perturb some real data
sets and construct new data sets that each represent a single type of domain difference. These per-
turbed data sets allow us to conduct controlled studies of the properties of each domain difference
type and its associations with different domain adaptation techniques. These data sets can also be
used for comparing different domain adaptation techniques designed for the same type of domain
difference.
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Finally, all the analysis of domain difference types and their associations with domain adapta-
tion techniques serves the purpose of obtaining a better understanding of domain adaptation and
helping choose or design techniques to tailor to the need of specific domain adaptation problems.
The rest of this chapter is organized as follows. In Section 5.1, we characterize different types
of domain difference based on the changes of feature properties across domains. Then in Sec-
tion 5.2, we associate the different domain difference types with the domain adaptation techniques
we have introduced in previous chapters. In Section 5.3, we use perturbed read data sets to show
that different domain difference types are indeed associated with different domain adaptation tech-
niques. Finally in Section 5.4 we make our conclusions based on the analysis and the empirical
experiment results.
5.1 Characterizing Domain Difference Based on Changes of
Feature Properties
As we briefly discussed earlier, we want to consider two perspectives from which we can separate
domain difference into different types. First, we want to separate difference in P (X) between two
domains from difference in P (Y |X). Second, we want to separate difference caused by “novel”
characteristics in the target domain from difference caused by “noisy” characteristics in the source
domain. Here, by “novel” characteristics, we mean characteristics specific to the target domain but
not covered in the source domain, and by “noisy” characteristics, we mean characteristics specific
to the source domain but not useful in the target domain. Since the two perspectives are orthogonal
to each other, we need to consider target-specific characteristics and source-specific characteristics
in both P (X) and P (Y |X).
However, although we have the intuitions about these two perspectives, it is still very vague
as of what domain-specific characteristics in P (X) and in P (Y |X) mean. To make the concepts
concrete, we propose to look at the properties of individual features in each domain and how these
properties differ between domains. We then define domain difference types based on the changes
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of the feature properties across domains. Note that this approach is a simplified view because we
assume that features are independent so that we can study their properties independently. Although
this assumption does not hold in reality, it is a reasonable starting point.
5.1.1 Feature Properties
We consider two feature properties, roughly corresponding to P (X) and P (Y |X), respectively.
Because we are mostly interested in domain adaptation in natural language processing problems,
here we assume that all features are binary.
• Feature Frequency
For each feature f , and given a sample of instances {xi}Ni=1 (with or without labels), we
compute the frequency of the feature as follows:
Freqf =
∑N
i=1 f(xi)
N
,
where N is the sample size, and f(xi) is 1 if feature f is present in xi or 0 otherwise. The
feature frequency is essentially the probability of observing the feature as estimated from
the sample of instances.
Usually, because features are dependent, P (X) cannot be decomposed into a function of
the probabilities of individual features. However, if we observe a change of a feature’s
frequency from the source domain to the target domain, this change is likely to indicate some
change of P (X) across the two domains. Therefore, we propose to use feature frequencies
to characterize the difference between two domains in P (X).
• Information Gain
To describe difference in P (Y |X), i.e. to consider the relation between X and Y , we want
to use some correlation measure between X and Y . While there are many choices available,
here we choose to use information gain because it is widely used and shown to be effective
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for tasks such as feature selection. The information gain of a feature f is the mutual infor-
mation between f and Y , or in another word, the reduction in the entropy of Y achieved by
knowing the value of f .
For a feature f , and given a sample of labeled instances {(xi, yi)}Ni=1, the information gain
of f is computed as follows:
IGf = H(Y )−H(Y |f),
where
H(Y ) = −
∑
y∈Y
P (Y = y) logP (Y = y),
P (Y = y) =
∑N
i=1 δ(yi, y)
N
,
and
H(Y |f) = P (f = 1)H(Y |f = 1) + P (f = 0)H(Y |f = 0)
= −
(
P (f = 1)
∑
y∈Y
P (Y = y|f = 1) logP (Y = y|f = 1)
+P (f = 0)
∑
y∈Y
P (Y = y|f = 0) logP (Y = y|f = 0)
)
,
P (f = 1) = Freqf ,
P (f = 0) = 1− P (f = 1),
P (Y = y|f = 1) =
∑N
i=1 δ(yi, y)f(xi)∑N
i=1 f(xi)
,
P (Y = y|f = 0) =
∑N
i=1 δ(yi, y)(1− f(xi))∑N
i=1(1− f(xi))
.
Here δ(y1, y2) is the Kronecker delta.
As we can see, information gain is related to both Y and f , and f is part of X . If Y is
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completely independent of f , H(Y |f) is equal to H(Y ) and IGf is 0; otherwise, IGf is a
positive number. IGf is upper-bounded by H(Y ).
It is easy to see that IGf has some direct relation to P (Y |X). IGf depends on H(Y |f),
which is computed from P (Y |f), and P (Y |f) is related to P (Y |X) because f is part of X .
Therefore, we propose to approximately characterize the difference in P (Y |X) between two
domains by looking at the difference in the information gains of features between the two
domains.
5.1.2 Change of Feature Properties
The two feature properties we consider roughly correspond to the two types of domain differ-
ence based on the probability decomposition P (X, Y ) = P (X)P (Y |X). Now for each feature
property, we consider its possible change from the source domain to the target domain, in order
to capture the two types of domain difference based on where the domain-specific characteristics
come from.
• Feature Frequency
The frequency of a feature can change in two possible ways: changing from infrequent to
frequent, and from frequent to infrequent. These two changes can be exactly regarded as the
two cases depicted in Figure 5.2. When the target domain contains a considerable number
of features that are frequent in the target domain but infrequent in the source domain, we
can regard this case as in diagram (a) in Figure 5.2, where the target domain contains special
characteristics about X . Similarly, when the source domain contains a considerable number
of features that are frequent in the source domain but not in the target domain, it is the case
as in diagram (b) in Figure 5.2, where the source domain contains special characteristics
about X .
• Information Gain
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Similar to feature frequency, we also consider two possible changes of the information gain
of a feature from the source domain to the target domain: changing from non-discriminative
to discriminative, and from discriminative to non-discriminative. These two cases again cor-
respond to the two diagrams in Figure 5.2. When the target domain contains a considerable
number of features that have high correlations with certain class labels in the target domain
but are not discriminative in the source domain, we can regard this case as in diagram (a) in
Figure 5.2, but this time the target domain contains special characteristics related to P (Y |X)
instead of P (X). Similarly, when the target domain contains a considerable number of fea-
tures that are discriminative in the source domain but become non-discriminative in the target
domain, it is the case as in diagram (b) in Figure 5.2, with special characteristics related to
P (Y |X) in the source domain.
Note that the notions of frequent vs. infrequent features and of discriminative vs. non-
discriminative features are subjective. Since feature frequency and feature discriminativeness as
measured by information gain are continuous, there is no absolute definition for frequent features
or discriminative features. In Section 5.3, when we construct perturbed data sets, we use some cut-
off numbers to define frequent/infrequent features and discriminative/non-discriminative features.
5.1.3 Domain Difference Types
Based on our analysis above, we consider the following four types of domain difference. We use
F to denote frequent features, I to denote infrequent features, D to denote discriminative features,
or features with high information gains, and N to denote non-discriminative features, or features
with low information gains.
• [I→F] This type of domain difference is characterized by a set of features that are infrequent
in the source domain but frequent in the target domain.
• [F→I] This type of domain difference is characterized by a set of features that are frequent
in the source domain but infrequent in the target domain.
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• [N→D] This type of domain difference is characterized by a set of features that are non-
discriminative in the source domain but discriminative in the target domain.
• [D→N] This type of domain difference is characterized by a set of features that are discrim-
inative in the source domain but non-discriminative in the target domain.
5.2 Associating Domain Difference Types with Domain
Adaptation Techniques
In this section, we analytically associate several domain adaptation techniques with the domain
difference types we identified in the previous section.
5.2.1 Domain Adaptation Techniques
In previous chapters, we presented two general frameworks to address the domain adaptation prob-
lem, namely, an instance weighting framework and a feature selection framework. We also incor-
porated semi-supervised learning into both frameworks. Although instance weighting and feature
selection are the basis of the two frameworks, several ideas are included in these two frameworks.
We summarize them into the following five individual techniques. The first two techniques can
be used in unsupervised domain adaptation, when no labeled target domain instance is available,
while the last three techniques has to be used in supervised domain adaptation, when we have some
labeled target domain instances.
• [SSL] Semi-supervised learning
In Chapter 3 and Chapter 4, we showed that semi-supervised learning is very effective in
improving the classification performance of the various NLP domain adaptation problems
we considered. Between the two semi-supervised learning methods we evaluated, i.e. boot-
strapping and entropy minimization, we found that bootstrapping is more effective. In our
experiments in this chapter, we use bootstrapping as our semi-supervised learning methods.
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• [IW-α] Instance weighting on source domain instances using α
In Chapter 3, we showed that instance weighting on the source domain instances using α ∝
Pt(x,y)
Ps(x,y)
is useful for domain adaptation. In this chapter, we use the mean matching method to
set the α’s.
• [BAL] Balancing the labeled source domain instances and the labeled target domain in-
stances
In Chapter 4, we showed that setting the parameter λt,l to NsNt,l , namely, to make the total
contribution of the labeled target domain instances to be equal to that of the labeled source
domain instances in the objective function, can improve the performance over the standard
method where target domain instances are each weighted the same as a single source domain
instance. We refer to this technique as balancing the labeled instances from the two domains.
• [IW-β] Instance weighting on source domain instances using β
In Chapter 3, it was shown that using β ∝ Pt(y|x)
Ps(y|x) to weigh the source domain instances
is also effective. In this chapter, we use logistic regression models to estimate Pt(y|x) and
Ps(y|x) to set the β’s.
• [FS] Feature selection on source domain instances
In Chapter 4, we showed that if we separate the weight vector for the generalizable features
from the weight vector for the domain-specific features, we can obtain better performance.
In this chapter, we use the domain cross validation heuristic to rank and select features. To
decide the number of features to choose, we rank the features using the scoring function as
in Equation (4.13), and choose features whose scores are greater than or equal to zero.
We use the abbreviations as shown above in square brackets to denote the different techniques.
As we can see, IW-α, IW-β and BAL come from the instance weighting framework, FS comes
from the feature selection framework, and SSL is used in both frameworks. SSL and IW-α can
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be applied to unsupervised domain adaptation while IW-β, BAL and FS can only be applied to
supervised domain adaptation.
5.2.2 Associations
How are the domain adaptation techniques identified above related to the different types of domain
difference identified in Section 5.1? Let us go through the techniques above.
Both SSL and BAL add target domain instances into the training data. Therefore, we expect
them to be useful for the case when the target domain has special characteristics that are not cov-
ered in the source domain, that is, they are expected to work for I→F and N→D. The difference
between SSL and BAL is that in SSL, the labels of the target domain instances are predicted and
therefore not guaranteed to be correct. Therefore, SSL may or may not improve the performance,
depending on how much noise there is in the predicted labels. On the other hand, SSL can poten-
tially make use of all the unlabeled target domain instances in Dt,u, while BAL only uses the small
number of instances in Dt,l. So it is possible for SSL to bring more performance improvement
than BAL when the size of Dt,l is small.
While the major contribution of SSL and BAL is likely to be bringing new characteristics in
the target domain, inclusion of target domain instances may also have the side effect of reducing
the “noise” in the source domain. For example, suppose we have some source-domain-specific
features that are discriminative in the source domain but non-discriminative in the target domain.
When target domain instances are added to the training set through SSL or BAL, the discrimi-
nativeness of these features will decrease, making these features less useful. Therefore, we also
expect SSL and BAL to work to some degree for F→I and D→N.
IW-α tries to weigh the source domain instances to make the transformed distribution of X to
be similar to that in the target domain. It therefore should remove noise caused by source-domain-
specific characteristics in P (X). Since we use change of feature frequencies to describe change of
P (X) when we define domain difference types, we expect IW-α to work for F→I.
IW-β and FS both transform the source domain instances by considering the difference between
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Domain Difference Type Domain Adaptation Techniques
I→F BAL, SSL
F→I IW-α, BAL, SSL
N→D BAL, SSL
D→N IW-β, FS, BAL, SSL
Table 5.1: Our expectation of the associations between different types of domain difference and
different domain adaptation techniques.
Pt(Y |X) and Ps(Y |X). Therefore, they are expected to work well for the situation when there are
“noisy” characteristics in the source domain about P (Y |X), namely, the domain difference type
D→N.
The analysis above is summarized in Table 5.1. As we can see, some domain adaptation
techniques are expected to be useful for more than one domain difference types, and a domain
difference type can have more than one solutions.
5.3 Experiments with Perturbed Real Data Sets
In this section, we use perturbed real data sets to verify the associations between domain difference
types and domain adaptation techniques. We first describe how we construct the perturbed data
sets in Section 5.3.1. We then show the performance of the different techniques on the perturbed
data sets in Section 5.3.2.
5.3.1 Data Construction
In this subsection, we describe how we perturb a real data set to generate several versions of the
original data set, each representing a single type of domain difference. Because we are constructing
perturbed data sets for the purpose of evaluation, we assume that we have complete knowledge
about the true labels of the target domain instances we have.
To begin with, suppose we are given a real data set that contains a large amount of labeled
instances in both a source domain and a target domain. For each domain difference type, our idea
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is to select a subset of features such that when the instances are represented with this feature subset,
the two domains mainly contain the specified domain difference type.
Since in all types of domain difference, the source and the target domains still share a common
part, our first step is to select a core set of features whose properties do not change much across
the two domains. In order to do this, we first compute the feature frequencies and information
gains in both domains, and choose features that are considered to be frequent and discriminative in
both domains. We do this by choosing features whose frequencies and information gains are above
certain thresholds. In our experiments, the frequency threshold for a domain is chosen such that
10% of the features in the domain are considered to be frequent. The information gain threshold is
chosen similarly. We then rank the selected features by the summation of each feature’s normalized
frequency and information gain, and select the top 100 features as the core feature set.
For each domain difference type, we then choose an additional set of 100 features that have
the corresponding feature property change as described in the definition of the domain difference
type in Section 5.1.3. For example, for the domain difference type I→F, we choose 100 features
that are considered to be infrequent in the source domain but frequent in the target domain, and
combine these 100 features with the core feature set to form the final feature set for I→F.
The real data set we use as a starting point for perturbation is from Task A of the ECML
2006 Discovery Challenge. This is the same data set for spam filtering as we used in Chapter 3
and Chapter 4. We always use the public email collection as the source domain, and use each of
the three personal email collections as the target domain. We thus get three groups of perturbed
data sets, each group containing four perturbed data sets, corresponding to I→F, F→I, N→D, and
D→N. We use 4,000 emails in the public collection as source domain training data, and 2,000
emails from each personal collection as target domain test data. An additional 200 emails from
each personal collection are set aside and used to draw labeled target domain instances.
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Domain Domain Adaptation
Difference Type BL SSL IW-α BAL IW-β FS
I→F 0.826 0.839 0.826 0.856 0.829 0.846
N→D 0.824 0.843 0.812 0.861 0.849 0.841
F→I 0.752 0.751 0.754 0.786 0.784 0.793
D→N 0.762 0.769 0.784 0.790 0.783 0.791
Table 5.2: Comparison between domain difference types and domain adaptation techniques on
User-1’s email collection.
Domain Domain Adaptation
Difference Type BL SSL IW-α BAL IW-β FS
I→F 0.877 0.889 0.859 0.885 0.862 0.872
N→D 0.880 0.887 0.883 0.883 0.864 0.870
F→I 0.772 0.772 0.764 0.811 0.803 0.817
D→N 0.776 0.780 0.766 0.809 0.798 0.810
Table 5.3: Comparison between domain difference types and domain adaptation techniques on
User-2’s email collection.
5.3.2 Experiments
We first compare the performance of the five different domain adaptation techniques on the four
types of domain difference for each personal email collection. We set Nt,l to 200 and Nt,u to
2,000. The performance is shown in Table 5.2, Table 5.3 and Table 5.4. The column “BL” shows
the performance when only labeled instances from the source domain are used for training without
instance weighting or feature selection. For SSL, we use the bootstrapping method, where we
continue the iterations until all unlabeled target domain instances are added to the training set. For
IW-α, we use the mean matching method as described in Chapter 3. In IW-β and FS, these labeled
target domain instances are not only used to find instance weights or generalizable features but
also included in the final training set. We use classification accuracy as the performance measure.
For the accuracies obtained by the five domain adaptation techniques, we compare them with the
corresponding baseline accuracy, and highlight those numbers that improve over the baseline.
As we can see from the tables, the experiment results generally meet our expectations of the ef-
fectiveness of the different domain adaptation techniques on the domain difference types, although
we also observe something that we did not expect. First, for I→F and N→D, we expected BAL to
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Domain Domain Adaptation
Difference Type BL SSL IW-α BAL IW-β FS
I→F 0.811 0.853 0.794 0.850 0.811 0.853
N→D 0.816 0.859 0.801 0.855 0.801 0.811
F→I 0.676 0.680 0.656 0.730 0.712 0.755
D→N 0.695 0.687 0.694 0.744 0.729 0.756
Table 5.4: Comparison between domain difference types and domain adaptation techniques on
User-3’s email collection.
help, and indeed for all three users, BAL improved the baseline. For these two domain difference
types, we also expected SSL to help, although SSL is not guaranteed to work because of the noise
pseudo labels may contain. It is shown that SSL improved over baseline as well, although for
User-1, the improvement was not substantial as BAL. We did not expect the other domain adapta-
tion techniques to help for these two domain adaptation types, and as shown in the tables, the other
domain adaptation techniques sometimes helped, but not consistently. Furthermore, these other
techniques may even hurt the performance sometimes.
Second, for F→I, we expected IW-α and BAL to help. However, we instead found that BAL,
IW-β and FS consistently helped but IW-α only helped for User-1. The explanation may be that
in our perturbation of the data, when we selected features whose frequencies change across the
domains, we did not force their discriminativeness to remain the same. In another word, we did
not separate the change of P (X) completely from the change of P (Y |X). As a result, F→I also
contains change of P (Y |X). We therefore observe IW-β and FS to help because they are designed
to help for change in P (Y |X). On the other hand, the observation that IW-α did not consistently
help suggests that IW-α is not very robust.
To further verify the associations between domain difference types and domain adaptation
techniques, we run another set of experiments. We try different sizes of Dt,l, ranging from 20 to
200 with a step size of 20. For each size, we apply the five domain adaptation techniques. The
performance curves as Nt,l changes are shown in Figure 5.3, Figure 5.4 and Figure 5.5. We also
plot the curves for the baseline method, where standard supervised learning is performed with Ds
and Dt,l simply combined.
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Figure 5.3: Comparison between the domain adaptation techniques as Nt,l changes on User-1’s
email collection.
The three figures show stronger patterns of the associations between the domain difference
types and the domain adaptation techniques. First of all, we can generally conclude that I→F
and N→D should be combined into a single type while F→I and D→N should be combined into
another single type. In another word, we only need to differentiate between domain difference
caused by “novel” target domain characteristics and that caused by “noisy” source domain char-
acteristics. Second, for I→F and N→D, BAL and SSL help improve the baseline performance the
most. Third, for F→I and D→N, FS, BAL and IW-β generally all help, although FS is the most
robust, followed by BAL, and IW-β may not help sometimes. Third, for F→I and D→N, IW-α
sometimes helps, such as for User-1, but in general does not change the baseline performance
much. For I→F and N→D, however, IW-α may hurt the performance.
The findings above show that if we can correctly identify the domain adaptation type, then
we can select the most effective domain adaptation techniques accordingly. Otherwise, we should
only apply those robust techniques which do not hurt the performance much when applied to the
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Figure 5.4: Comparison between the domain adaptation techniques as Nt,l changes on User-2’s
email collection.
wrong domain difference type. The figures suggest that BAL, SSL and FS are relatively more
robust than the other techniques.
5.4 Conclusions and Discussions
In this chapter, we studied the problem of how to identify and characterize different types of
domain difference, and how these domain difference types are associated with different domain
adaptation techniques. We looked at domain difference from two perspectives, one based on prob-
ability decomposition and the other based on domain-specific characteristics. Combining the two
perspectives, we obtained four different types of domain difference. We analytically associated
these domain different types with five typical domain adaptation techniques that we used in previ-
ous chapters.
To verify the hypothesized associations we established, we constructed several data sets by
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Figure 5.5: Comparison between the domain adaptation techniques as Nt,l changes on User-3’s
email collection.
perturbing some real data sets. The constructed data sets each contain a single type of domain
difference. Experiment results on these constructed data sets show that indeed different domain
difference types are associated with different domain adaptation techniques.
Our general conclusions are as follows. For domain difference that is caused by “novel” char-
acteristics in the target domain, feature selection and instance weighting on the source domain are
not useful because these techniques aims at removing “noise” from the source domain. Instead,
increasing the contribution of the labeled target domain instances or performing semi-supervised
learning is the most effective. When the domain difference is caused by “noisy” characteristics
from the source domain, and when we have a small amount of labeled target domain instances,
we should try to use the small amount of target domain instances to help identify the noise in the
training domain and remove the noise through feature selection, instance weighting, or increasing
the contribution of the labeled target domain instances. Feature selection is generally the most
effective choice among the three.
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The analysis in this chapter shows that for different domain adaptation problems, different do-
main adaptation techniques should be applied. How to choose the appropriate techniques depends
on properties of the domain difference in a particular domain adaptation problem. Our analysis
provides some insight into the association of domain adaptation techniques with domain difference
types, and deepens our understanding of domain adaptation. To apply the analysis to solving real
problems, however, we need to design measures of domain difference types that do not rely on the
availability of labels in the target domain. What we found in this chapter suggests that changes of
feature frequencies are often associated with changes of feature discriminativeness. Since feature
frequencies can be measured without knowing any class labels, in the future, we plan to study
whether we can quantify the change of feature frequencies from a source domain to a target do-
main and whether we can give good recommendations of domain adaptation techniques based on
this quantity.
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Chapter 6
Related Work
Although the domain adaptation problem is a fundamental problem in machine learning, it only
started gaining much attention very recently (Chelba and Acero, 2004; Daume´ III and Marcu, 2006;
Blitzer et al., 2006; Ben-David et al., 2007; Daume´ III, 2007; Satpal and Sarawagi, 2007; Blitzer
et al., 2008). However, some special kinds of domain adaptation problems have been studied
before under different names including class imbalance (Japkowicz and Stephen, 2002), covariate
shift (Shimodaira, 2000), and sample selection bias (Zadrozny, 2004; Heckman, 1979). There
are also some closely-related but not equivalent machine learning problems that have been studied
extensively, including multi-task learning (Caruana, 1997) and semi-supervised learning (Chapelle
et al., 2006; Zhu, 2005).
In this chapter, we review some existing work in both the machine learning and the natural
language processing communities related to domain adaptation. The goal of this literature review
is twofold. First, there have been a number of methods proposed to address domain adaptation,
but it is not clear how these methods are related to each other. This review thus tries to organize
the existing work and lay out an overall picture of the domain adaptation problem with its possible
solutions. Second, a systematic literature review naturally reveals the limitations of current work
and points out promising directions that should be explored in the future.
6.1 Overview
Recently, there have been a number of studies related to domain adaptation. However, the moti-
vating ideas behind these methods are different. To connect the existing work and hence to better
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understand the problem, in the following sections, we organize the existing work into several cat-
egories from our own viewpoint. First, in Section 6.2, we consider a line of work that is based
on instance weighting. In Section 6.3, we look at some work that bears strong resemblance to
semi-supervised learning. In Section 6.4, we review another line of work that is based on changing
the representation of X . Section 6.5 reviews work using Bayesian priors, and Section 6.6 reviews
work related to multi-task learning. In Section 6.7, ensemble methods for domain adaptation are
considered.
The categories are ordered in this way so that methods in Section 6.2, Section 6.3 and Sec-
tion 6.4 are generally applicable to unsupervised domain adaptation problems, while methods in
Section 6.5 and Section 6.6 can only handle supervised domain adaptation problems.
6.2 Instance Weighting
One general approach to addressing the domain adaptation problem is to assign instance-dependent
weights to the loss function when minimizing the expected loss over the distribution of data. To
see why instance weighting may help, let us first briefly review the empirical risk minimization
framework for standard supervised learning (Vapnik, 1999), and then informally derive an instance
weighting solution to domain adaptation. Let Θ be a model family from which we want to select
an optimal model θ∗ for our classification task. Let l(x, y, θ) be a loss function. Strictly speaking,
we want to minimize the following objective function in order to obtain the optimal model θ∗ for
the distribution P (X, Y ):
θ∗ = argmin
θ∈Θ
∑
(x,y)∈X×Y
P (x, y)l(x, y, θ).
Because P (X, Y ) is unknown, we can use the empirical distribution P˜ (X,Y ) to approximate
P (X,Y ). Let {(xi, yi)}Ni=1 be a set of training instances randomly sampled from P (X, Y ). We
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then minimize the following empirical risk in order to find a good model θˆ:
θˆ = argmin
θ∈Θ
∑
(x,y)∈X×Y
P˜ (x, y)l(x, y, θ)
= argmin
θ∈Θ
N∑
i=1
l(xi, yi, θ).
Now consider the setting of domain adaptation. Ideally, we want to find an optimal model for
the target domain that minimizes the expected loss over the target distribution:
θ∗t = argmin
θ∈Θ
∑
(x,y)∈X×Y
Pt(x, y)l(x, y, θ).
However, our training instances, Ds = {(xsi , ysi )}Nsi=1, are randomly sampled from the source dis-
tribution Ps(X,Y ). We can rewrite the equation above as follows:
θ∗t = argmin
θ∈Θ
∑
(x,y)∈X×Y
Pt(x, y)
Ps(x, y)
Ps(x, y)l(x, y, θ)
≈ argmin
θ∈Θ
∑
(x,y)∈X×Y
Pt(x, y)
Ps(x, y)
P˜s(x, y)l(x, y, θ)
= argmin
θ∈Θ
Ns∑
i=1
Pt(x
s
i , y
s
i )
Ps(xsi , y
s
i )
l(xsi , y
s
i , θ). (6.1)
As we can see, weighting the loss for the instance (xsi , y
s
i ) with
Pt(xsi ,y
s
i )
Ps(xsi ,y
s
i )
provides a well-justified
solution to the domain adaptation problem.
It is not possible to compute the exact value of Pt(x,y)
Ps(x,y)
for a pair (x, y), especially because we
do not have enough labeled instances in the target domain. Section 6.2.1 reviews one line of work
in which Pt(X|Y ) = Ps(X|Y ) is assumed, while Section 6.2.2 reviews another line of work in
which Pt(Y |X) = Ps(Y |X) is assumed.
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6.2.1 Class Imbalance
One simple assumption we can make about the connection between the distributions of the source
and the target domains is that given the same class label, the conditional distributions of X are
the same in the two domains. However, the class distributions may be different in the source
and the target domains. Formally, we assume that Ps(X|Y = y) = Pt(X|Y = y) for all y ∈
Y , but Ps(Y ) 6= Pt(Y ). This difference is referred to as the class imbalance problem in some
work (Japkowicz and Stephen, 2002).
When this class imbalance assumption is made, the ratio Pt(x,y)
Ps(x,y)
that we derived in Equa-
tion (6.1) can be rewritten as follows:
Pt(x, y)
Ps(x, y)
=
Pt(y)
Ps(y)
Pt(x|y)
Ps(x|y)
=
Pt(y)
Ps(y)
.
Therefore, we only need to use Pt(y)
Ps(y)
to weight the instances. This approach has been explored
in (Lin et al., 2002). Alternatively, we can re-sample the training instances from the source domain
so that the re-sampled data roughly has the same class distribution as the target domain. In re-
sampling methods, under-represented classes are over-sampled, and over-represented classes are
under-sampled (Kubat and Matwin, 1997; Chawla et al., 2002; Zhu and Hovy, 2007).
For classification algorithms that directly model the probability distribution P (Y |X) such as
logistic regression classifiers, it can be shown theoretically that the estimated probability Ps(y|x)
can be transformed into Pt(y|x) in the following way (Lin et al., 2002; Chan and Ng, 2005):
Pt(y|x) = r(y)Ps(y|x)∑
y′∈Y r(y
′)Ps(y′|x) ,
where r(y) is defined as
r(y) =
Pt(y)
Ps(y)
.
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Now we can first estimate Ps(y|x) from the source domain, and then derive Pt(y|x) using Ps(Y )
and Pt(Y ).
For other classification algorithms that do not directly model P (Y |X), such as naive Bayes
classifiers and support vector machines, if P (Y |X) can be obtained through careful calibration,
the same trick can be applied. Chan and Ng (2006) applied this method to the domain adaptation
problem in word sense disambiguation (WSD) using naive Bayes classifiers.
In practice, one needs to know the class distribution in the target domain in order to apply the
methods described above. In some studies, it is assumed that this distribution is known a priori (Lin
et al., 2002). However, in reality, we may not have this information. Chan and Ng (2005) proposed
to use the EM algorithm to estimate the class distribution in the target domain.
6.2.2 Covariate Shift
Another assumption one can make about the connection between the source and the target domains
is that given the same observation X = x, the conditional distributions of Y are the same in the
two domains. However, the marginal distributions of X may be different in the source and the
target domains. Formally, we assume that Ps(Y |X = x) = Pt(Y |X = x) for all x ∈ X , but
Ps(X) 6= Pt(X). This difference between the two domains is called covariate shift (Shimodaira,
2000).
At first glance, it may appear that covariate shift is not a problem. For classification, we
are only interested in P (Y |X). If Ps(Y |X) = Pt(Y |X), why would the classifier learned from
the source domain not perform well on the target domain even if Ps(X) 6= Pt(X)? Shimodaira
(2000) showed that this covariate shift becomes a problem when misspecified models are used.
Suppose we consider a parametric model family {P (Y |X, θ)}θ∈Θ from which a model P (Y |X, θ∗)
is selected to minimize the expected classification error. If none of the models in the model family
can exactly match the true relation between X and Y , that is, there does not exist any θ ∈ Θ such
that P (Y |X = x, θ) = P (Y |X = x) for all x ∈ X , then we say that we have a misspecified model
family. The intuition of why covariate shift under model misspecification becomes a problem is
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as follows. With a misspecified model family, the optimal model we select depends on P (X),
and if Pt(X) 6= Ps(X), then the optimal model for the target domain will differ from that for the
source domain. The intuitive is that the optimal model performs better in dense regions of X than
in sparse regions of X , because the dense regions dominate the average classification error, which
is what we want to minimize. If the dense regions of X are different in the source and the target
domains, the optimal model for the source domain will no longer be optimal for the target domain.
Under covariate shift, the ratio Pt(x,y)
Ps(x,y)
that we derived in Equation (6.1) can be rewritten as
follows:
Pt(x, y)
Ps(x, y)
=
Pt(x)
Ps(x)
Pt(y|x)
Ps(y|x)
=
Pt(x)
Ps(x)
.
We therefore want to weight each training instance with Pt(x)
Ps(x)
.
Shimodaira (2000) first proposed to re-weight the log likelihood of each training instance (x, y)
using Pt(x)
Ps(x)
in maximum likelihood estimation for covariate shift. It can be shown theoretically that
if the support of Pt(X) (the set of x’s for which Pt(X = x) > 0) is contained in the support of
Ps(X), then the optimal model that maximizes this re-weighted log likelihood function asymptot-
ically converges to the optimal model for the target domain.
A major challenge is how to estimate the ratio Pt(x)
Ps(x)
for each x in the training set. In some work,
a principled method of using non-parametric kernel density estimation is explored (Shimodaira,
2000; Sugiyama and Mu¨ller, 2005). In some other work, it is proposed to transform this density
ratio estimation into a problem of predicting whether an instance is from the source domain or from
the target domain (Zadrozny, 2004; Bickel and Scheffer, 2007). Huang et al. (2007) transformed
the problem into a kernel mean matching problem in a reproducing kernel Hilbert space. Bickel
et al. (2007) proposed to learn this ratio together with the classification model parameters.
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6.2.3 Change of Functional Relations
Both class imbalance and covariate shift simplify the difference between Ps(X,Y ) and Pt(X, Y ).
It is still possible that Pt(X|Y ) differs from Ps(X|Y ) or Pt(Y |X) differs from Ps(Y |X).
We considered the case when Pt(Y |X) differs from Ps(Y |X), and proposed a heuristic method
to remove “misleading” training instances from the source domain, where Ps(y|x) is very different
from Pt(y|x) (Jiang and Zhai, 2007a). To discover these “misleading” training instances, some
labeled data from the target domain is needed. This method therefore is only suitable for supervised
domain adaptation.
6.3 Semi-Supervised Learning
If we ignore the domain difference, and treat the labeled source domain instances as labeled data
and the unlabeled target domain instances as unlabeled data, then we are facing a semi-supervised
learning (SSL) problem. We can then apply any SSL algorithms (Zhu, 2005; Chapelle et al., 2006)
to the domain adaptation problem. The subtle difference between SSL and domain adaptation is
that (1) the amount of labeled data in SSL is small but large in domain adaptation, and (2) the
labeled data may be noisy in domain adaptation if we do not assume Ps(Y |X = x) = Pt(Y |X =
x) for all x, whereas in SSL the labeled data is all reliable.
There has been some work extending semi-supervised learning methods for domain adaptation.
Dai et al. (2007a) proposed an EM-based algorithm for domain adaptation, which can be shown
to be equivalent to a semi-supervised EM algorithm (Nigam et al., 2000) except that Dai et al.
proposed to estimate the trade-off parameter between the labeled and the unlabeled data using the
KL-divergence between the two domains. Jiang and Zhai (2007a) proposed to not only include
weighted source domain instances but also weighted unlabeled target domain instances in training,
which essentially combines instance weighting with bootstrapping. Xing et al. (2007) proposed a
bridged refinement method for domain adaptation using label propagation on a nearest neighbor
graph, which has resemblance to graph-based semi-supervised learning algorithms (Zhu, 2005;
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Chapelle et al., 2006).
6.4 Change of Representation
As has been pointed out, the cause of the domain adaptation problem is the difference between
Pt(X,Y ) and Ps(X,Y ). Note that while the representation of Y is fixed, the representation of X
can change if we use different features. Such a change of representation of X can affect both the
marginal distribution P (X) and the conditional distribution P (Y |X). One can assume that under
some change of representation of X , Pt(X, Y ) and Ps(X,Y ) will become the same.
Formally, let g : X → Z denote a transformation function that transforms an observation
x represented in the original form into another form z = g(x) ∈ Z . Define variable Z and an
induced distribution of Z that satisfies P (z) =
∑
x∈X ,g(x)=z P (x). The joint distribution of Z and
Y is then
P (z, y) =
∑
x∈X ,g(x)=z
P (x, y).
If we can find a transformation function g so that under this transformation, we have Pt(Z, Y ) =
Ps(Z, Y ), then we no longer have the domain adaptation problem because the two domains have
the same joint distribution of the observation and the class label. The optimal model P (Y |Z, θ∗)
we learn to approximate Ps(Y |Z) is still optimal for Pt(Y |Z).
Note that with a change of representation, the entropy of Y conditional onZ is likely to increase
from the entropy of Y conditional on X , because Z is usually a simpler representation of the
observation than X , and thus encodes less information. In another word, the Bayes error rate
usually increases under a change of representation. Therefore, the criteria for good transformation
functions include not only the distance between the induced distributions Pt(Z, Y ) and Ps(Z, Y )
but also the amount of increment of the Bayes error rate.
Ben-David et al. (2007) first formally analyzed the effect of representation change for domain
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adaptation. They proved a generalization bound for domain adaptation that is dependent on the
distance between the induced Ps(Z, Y ) and Pt(Z, Y ).
A special and simple kind of transformation is feature subset selection. Satpal and Sarawagi
(2007) proposed a feature subset selection method for domain adaptation, where the criterion for
selecting features is to minimize an approximated distance function between the distributions in
the two domains. Note that to measure the distance between Ps(Z, Y ) and Pt(Z, Y ), we still need
class labels in the target domain. To solve this problem, in (Satpal and Sarawagi, 2007), predicted
labels for the target domain instances are used.
Blitzer et al. (2006) proposed a structural correspondence learning (SCL) algorithm that makes
use of the unlabeled data from the target domain to find a low-rank representation that is suit-
able for domain adaptation. It is empirically shown in (Ben-David et al., 2007) that the low-rank
representation found by SCL indeed decreases the distance between the distributions in the two
domains. However, SCL does not directly try to find a representation Z that minimizes the dis-
tance between Ps(Z, Y ) and Pt(Z, Y ). Instead, SCL tries to find a representation that works well
for many related classification tasks for which labels are available in both the source and the target
domains. The assumption is that if a representation Z gives good performance for the many related
classification tasks in both domains, then Z is also a good representation for the main classification
task we are interested in in both domains. The core algorithm in SCL is from (Ando and Zhang,
2005).
6.5 Bayesian Priors
Most of the work reviewed in the previous sections does not require labeled data from the target
domain. In this section and the next section, we review two kinds of methods that work for su-
pervised domain adaptation, i.e. when a small amount of labeled data from the target domain is
available.
When we use the maximum a posterior (MAP) estimation approach for supervised learning, we
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can encode some prior knowledge about the classification model into a Bayesian prior distribution
P (θ), where θ is the model parameter. More specifically, instead of maximizing
N∏
i=1
P (yi|xi; θ),
we maximize
P (θ)
N∏
i=1
P (yi|xi; θ).
In domain adaptation, the prior knowledge can be drawn from the source domain. More specif-
ically, we first construct a Bayesian prior P (θ|Ds), which is dependent on the labeled instances
from the source domain. We then maximize the following objective function:
P (θ|Ds)P (Dt,l|θ) = P (θ|Ds)
Nt,l∏
i=1
P (yti |xti; θ).
Li and Bilmes (2007) proposed a general Bayesian divergence prior framework for domain
adaptation. They then showed how this general prior can be instantiated for generative classifiers
and discriminative classifiers. Chelba and Acero (2004) applied this kind of a Bayesian prior for
the task of adapting a maximum entropy capitalizer across domains.
6.6 Multi-Task Learning
Multi-task learning, sometimes known as transfer learning, is a machine learning topic highly
related to domain adaptation. The original definition of multi-task learning considers a differ-
ent setting than domain adaptation. In multi-task learning, there is a single distribution of the
observation, i.e. a single P (X). There are, however, a number of different output variables
Y1, Y2, . . . , YM , corresponding to M different tasks. Therefore, there are M different joint distribu-
tions {P (X, Yk)}Mk=1. Note that the class label sets are different for these M different tasks. We as-
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sume that these different tasks are related. When learningM conditional models {P (Yk|X, θk)}Mk=1
for the M tasks, we impose a common component shared by {θk}Mk=1. There have been a number
of studies on multi-task learning (Caruana, 1997; Ben-David and Schuller, 2003; Micchelli and
Pontil, 2005; Xue et al., 2007).
Strictly speaking, domain adaptation is a different problem than multi-task learning because
we have only a single task but different domains. However, domain adaptation can be treated as
a special case of multi-task learning, where we have two tasks, one on the source domain and the
other on the target domain, and the class label sets of these two tasks are the same. If we have some
labeled data from the target domain, we can then directly apply some existing multi-task learning
algorithm.
Indeed, some domain adaptation methods proposed recently are essentially multi-task learning
algorithms. Daume´ III (2007) proposed a simple method for domain adaptation based on feature
duplications. The idea is to make a domain-specific copy of the original features for each domain.
An instance from domain k is then represented by both the original features and the features
specific to domain k. It can be shown that when linear classification algorithms are used, this
feature duplication based method is equivalent to decomposing the model parameter θk for domain
k into θc + θ′k, where θc is shared by all domains. This formulation then is very similar to the
regularized multi-task learning method proposed by Evgeniou and Pontil (2004). Similarly, we
proposed a two-stage domain adaptation method, where in the first generalization stage, labeled
instances from K different source training domains are used together to train K different models,
but these models share a common component, and this common model component only applies to
a subset of features that are considered generalizable across domains (Jiang and Zhai, 2007b) .
6.7 Ensemble Methods
In previous sections, only learning algorithms that return single classification models are consid-
ered. Ensemble methods are a type of learning algorithms that combine a set of models to construct
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a complex classifier for a classification problem. Ensemble methods include bagging, boosting,
mixture of experts, etc. There has been some work using ensemble methods for domain adaptation.
One line of work uses mixture models. It can be assumed that there are a number of different
component distributions {P (k)(X,Y )}Kk=1, each of which modeled by a simple model. The dis-
tribution of X and Y in either the source domain or the target domain is then a mixture of these
component distributions. The source and the target domains are related because they share some of
these component distributions. However, the mixture coefficients are different in the two domains,
making the overall distributions different.
Daume´ III and Marcu (2006) proposed a mixture model for domain adaptation, in which three
mixture components are assumed, one shared by both the source and the target domains, one
specific to the source domain, and one specific to the target domain. Labeled data from both
the source and the target domains is needed to learn this three-component mixture model using the
conditional expectation maximization (CEM) algorithm. Storkey and Sugiyama (2007) considered
a more general mixture model in which the source and the target domains share more than one
mixture components. However, they did not assume any target domain specific component, and as
a result, no labeled data from the target domain is needed. The mixture model is learned using the
expectation maximization (EM) algorithm.
Boosting is a general ensemble method that combines multiple weak learners to form a com-
plex and effective classifier. Dai et al. (2007b) proposed to modify the widely-used AdaBoost
algorithm to address the domain adaptation problem. With some labeled data from the target do-
main, the idea here is to put more weight on mistakenly classified target domain instances but less
weight on mistakenly classified source domain instances in each iteration, because the goal is to
improve the performance of the final classifier on the target domain only.
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Chapter 7
Conclusions
In this chapter, we summarize the findings of this thesis and point out some future research direc-
tions.
7.1 Summary
Supervised statistical machine learning is now an essential tool for solving many natural language
processing problems. Standard supervised learning requires a large amount of correctly labeled
training data, which is harder and harder to obtain nowadays given the various domains in which
text analysis is needed. For example, we have texts in personal emails, Web logs, scientific lit-
erature, legal documents, etc. to analyze, and these different domains certainly contain different
text properties. Therefore, there is a great need in natural language processing to exploit existing
annotated corpora from limited domains, usually the news domain, and adapt classifiers trained on
these domains to new domains.
In this thesis, we conducted an in-depth study of the domain adaptation problem in natural lan-
guage processing. We first analyzed the problem from different angles. Observing that the essential
cause for domain difference is the difference in the joint distribution of the observed instance and
the class label, we directly looked at how standard empirical risk minimization framework should
to be modified to account for this distributional domain difference. The analysis naturally leads
to an instance weighting approach to domain adaptation. However, setting the instance weights
is a challenging problem. We therefore proposed several heuristic ways to estimate the instance
weights. Evaluation of the instance weighting framework on several real data sets shows that
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instance weighting is effective in reducing the noise in the source domain caused by irrelevant
instances.
We also analyzed the domain adaptation problem from the perspective of the difference in the
classification functions for the two domains. This analysis leads to a feature selection framework
for domain adaptation. In this framework, we consider a generalization stage where we identify
features generalizable to both domains and an adaptation stage where we learn new characteristics
of the target domain. The feature selection framework can also be generalized to the situation
when there are multiple source domains from which we can adapt a classifier. Our experiment re-
sults show that the feature selection framework improves over standard supervised learning where
domain difference is not considered.
We also studied different types of domain difference and their associations with different do-
main adaptation techniques. We constructed perturbed real data sets in order to evaluate the asso-
ciations. The experiment results confirmed our hypothesis that different domain adaptation types
require different techniques.
This thesis makes the following contributions to the understanding of the domain adaptation
problem:
• A formal analysis of domain adaptation
We provided a formal analysis of the domain adaptation problem, and the analysis is from a
number of different angles. Such an analysis helps us better understand domain adaptation,
finding the essential causes of domain difference in order to design solutions accordingly,
and identifying different types of domain difference.
• Two general solutions to domain adaptation
We proposed two general frameworks to address domain adaptation, both shown to be effec-
tive. While instance weighting for a similar “sample selection bias” problem has also been
explored by other people, to the best of our knowledge, we first proposed to weigh instances
not only based on the difference in P (X) but also based on the difference in P (Y |X). Our
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experiment results show that for many natural language processing problems, the weighting
factor based on P (Y |X) is much more useful than the factor based on P (X). Another ma-
jor difference between our work and other existing work on instance weighting and feature
selection is that we propose to combine instance weighting or feature selection with semi-
supervised learning. Our experiment results show that including semi-supervised learning
into the general frameworks can indeed further improve the performance.
• Domain difference types
Existing work on domain adaptation treats all domain difference the same. We observe that
there are different types of domain difference, which need different domain adaptation tech-
niques. We constructed perturbed data sets to allow controlled study of individual domain
difference types. These constructed data sets are also better benchmark data sets for com-
parison of different domain adaptation algorithms because they each contain a single type of
domain difference.
7.2 Future Directions
In the future, we plan to further optimize the current solutions to domain adaptation as well as to
study a few new directions related to domain adaptation.
• Global optimization of a unified framework
Currently, we have not found a good solution to globally optimize the instance weighting
framework in order to combine all the useful instance weighting techniques and generate the
best performance for a given problem. Preliminary experiment results showed that combin-
ing the techniques in a straightforward manner is not the best, suggesting that further study
is needed. Furthermore, the instance weighting framework and the feature selection frame-
work can also be unified into a single framework, but we will again encounter the challenge
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of setting the various parameters to be globally optimal. We therefore plan to extend our
current work along this direction.
• Predict domain difference types
Although in Chapter 5 we found that different types of domain difference require differ-
ent domain adaptation techniques, how to predict domain difference types without a large
amount of labels in the target domain still remains a challenging problem. Our experiments
suggest that it may be possible to choose appropriate domain adaptation techniques based
only on changes of feature frequencies. In the future, we plan to further study prediction
of domain difference types along this direction. Such predictions should also be combined
with global optimization of the unified framework as discussed above, because the various
instance weighting and feature selection parameters essentially determine the domain adap-
tation techniques employed for a particular problem.
• Exploiting existing knowledge bases
Our findings show that it is still important to have some labeled instances from the target do-
main. These instances can help us identify the difference between the source and the target
domains. However, obtaining labels from humans is expensive. For some natural language
processing problems in special domains, knowledge about the new domain may already exist
in some knowledge bases and in formats different from labeled data. For example, for entity
and relation extraction on biomedical literature, there exist many databases with information
such as gene names and protein-protein interactions stored. Such information has been ex-
tracted by humans from biomedical literature, but what we can get from the databases is not
labeled text but rather individual entities or relations taken out of context. However, such in-
formation is still very useful for obtaining knowledge about the new domains. For example,
a gene list for a new organism we want to study may help us filter out morphological and
orthographic features that are only useful to our training organisms. How to exploit such
information in knowledge bases is an interesting and challenging research question.
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• Human interaction
As we discussed above, obtaining labeled instances from humans in order to obtain domain
knowledge can be expensive. It is also a waste of human efforts as humans can provide
more useful information than merely labels. Another interesting direction to explore is how
to obtain domain knowledge through human interactions. For example, is it possible to
obtain domain-specific features directly from expert users?
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