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Resumo
Nesta dissertac¸a˜o, apresentamos resultados de existeˆncia e multiplicidade de soluc¸o˜es
positivas para os seguintes problemas: −∆v+λv = f (z)vp−1+h(z)vq−1, emRNv ∈ H1(RN), (Eλ)
onde 1≤ q< 2< p< 2∗= 2NN−2 , para N≥ 3, e as func¸o˜es f e h satisfazem algumas condic¸o˜es,
e 
−∆u = λg(z)|u|p−2u+ αα+β f (z)|u|α−2u|v|β, em Ω
−∆v = µh(z)|v|p−2v+ βα+β f (z)|u|α|v|β−2v, em Ω
u = v = 0, sobre ∂Ω,
(Eλ,µ)
onde α> 1, β> 1 e 2 < p < α+β= 2∗ = 2NN−2 , N > 4, λ,µ > 0, 0 ∈Ω⊂RN e´ um domı´nio
limitado com fronteira ∂Ω suave e f ,g,h : Ω→ R satisfazem algumas condic¸o˜es. Entre as
principais ferramentas utilizadas esta˜o o Princı´pio Variacional de Ekeland, Lema de Pierre-
Louis Lions, Teorema dos Multiplicadores de Lagrange e propriedades envolvendo Varie-
dade de Nehari.
Palavras-chave: Equac¸a˜o Elı´ptica Semilinear, Sistema Elı´ptico Semilinear, Me´todos Varia-
cionais, Na˜o Linearidade do Tipo Coˆncava e Convexa.
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Abstract
In this dissertation, we present results of existence and multiplicity of positive solutions
for the following problems: −∆v+λv = f (z)vp−1+h(z)vq−1, inRNv ∈ H1(RN), (Eλ)
where 1≤ q< 2< p< 2∗= 2NN−2 for N ≥ 3 and the functions f and g satisfy some conditions,
and 
−∆u = λg(z)|u|p−2u+ αα+β f (z)|u|α−2u|v|β, in Ω
−∆v = µh(z)|v|p−2v+ βα+β f (z)|u|α|v|β−2v, in Ω
u = v = 0, on ∂Ω,
(Eλ,µ)
where α> 1, β> 1 and 2 < p < α+β= 2∗ = 2NN−2 , N > 4, λ,µ > 0, 0 ∈Ω⊂RN is a boun-
ded domain with smooth boundary ∂Ω and f ,g,h : Ω→R satisfy some conditions. Among
the main tools used are the Ekeland’s Variational Principle, Pierre-Louis Lions Lemma, La-
grange Multipliers Theorem and properties involving Nehari Manifold.
Keywords: Semilinear Elliptic Equations, Semilinear Elliptic Systems, Nehari Manifold,
Concave and Convex Type Nonlinearity.
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Lista de Notac¸o˜es
u+ max{u,0} ≥ 0, chamada de parte positiva de u.
〈·, ·〉 Produto de dualidade.
supp(u) Suporte da func¸a˜o u.
BNr (x) Bola aberta de centro x ∈RN e raio r > 0.
Ac Complementar do conjunto A.
Lp(Ω) Espac¸o das func¸o˜es mensura´veis u : Ω→ R tais que ∫Ω |u|pdz <
∞, 1≤ p < ∞.
Lploc(Ω) Espac¸o das func¸o˜es mensura´veis u : Ω→ R tais que
∫
K |u|pdz <
∞, para todo conjunto compacto K ⊂Ω, 1≤ p < ∞.
H1(RN) Espac¸o de Sobolev das func¸o˜es em L2(RN) cujas derivadas fracas
de primeira ordem esta˜o em L2(RN).
D1,2(RN) Espac¸o das func¸o˜es u ∈ L2∗(RN) tais que ∇u ∈ L2(RN).
H−1(RN) Espac¸o dual de H1(RN).
H H10 (Ω)×H10 (Ω).
H−1 Espac¸o dual de H.
Ck Conjunto das func¸o˜es k vezes continuamente diferencia´veis.
C∞0 (Ω) Espac¸o das func¸o˜es u ∈C∞(Ω) tais que supp(u)⊂⊂Ω.
on(1) Sequeˆncia de nu´meros reais convergindo para 0 quando n→ ∞.
oε(1) Sequeˆncia de nu´meros reais convergindo para 0 quando ε→ ∞.
f (x) = O(εN−2) Se lim
ε→∞
∣∣∣ f (x)εN−2 ∣∣∣≤C, para algum C ≥ 0.
∇u =
(
∂u
∂x1
, . . . , ∂u∂xN
)
Denota o gradiente da func¸a˜o u.
∆u = ∑Ni=1
∂2u
∂x2i
Denota o laplaciano de u.
‖.‖ Norma no espac¸o H1(RN).
‖.‖H Norma no espac¸o H.
‖.‖# Norma no espac¸o L
p
p−q (RN).
‖.‖LP(RN) Norma no espac¸o Lp(RN).
‖.‖∞ Norma no espac¸o L∞(Ω).
→,⇀ Convergeˆncia forte e fraca, respectivamente.
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9 Na˜o converge forte.
↪→ Indica a imersa˜o.
2∗ = 2NN−2 Expoente crı´tico de Sobolev, N ≥ 3.
(PS) Palais-Smale.
(PS)c Sequeˆncia de Palais-Smale no nı´vel c.
q.s. Quase sempre, ou seja, a menos de um conjunto de medida nula.
|Ω| Medida de Lebesgue do conjunto Ω.
Fim de uma demonstrac¸a˜o.
Introduc¸a˜o
Nesta dissertac¸a˜o, apresentamos resultados de existeˆncia e multiplicidade de soluc¸o˜es
positivas para a seguinte equac¸a˜o elı´ptica semilinear envolvendo na˜o-linearidade coˆncava e
convexa  −∆v+λv = f (z)vp−1+h(z)vq−1, emRNv ∈ H1(RN), (Eλ)
onde 1 ≤ q < 2 < p < 2∗ = 2NN−2 , para N ≥ 3, e as func¸o˜es f e h satisfazem as seguintes
hipo´teses:
( f1) f e´ uma func¸a˜o contı´nua positiva em RN e lim|z|→∞
f (z) = f∞ > 0.
( f2) existem k pontos a1, a2, . . . , ak em RN tais que
f (ai) = fmax = max
z∈RN
f (z), para 1≤ i≤ k
e f∞ < fmax.
(h1) h ∈ L
p
p−q (RN)∩L∞(RN) e h > 0.
Estudamos tambe´m a existeˆncia e multiplicidade de soluc¸o˜es positivas para o seguinte
sistema elı´ptico semilinear
−∆u = λg(z)|u|p−2u+ αα+β f (z)|u|α−2u|v|β, em Ω
−∆v = µh(z)|v|p−2v+ βα+β f (z)|u|α|v|β−2v, em Ω
u = v = 0, sobre ∂Ω,
(Eλ,µ)
onde α> 1, β> 1, 2 < p < α+β= 2∗ = 2NN−2 , N > 4, λ,µ > 0, 0 ∈Ω⊂RN e´ um domı´nio
limitado com fronteira ∂Ω suave e f ,g,h :RN →R satisfazem as seguintes propriedades:
(A1) f , g e h sa˜o func¸o˜es contı´nuas e positivas em Ω.
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(A2) existem k pontos a1, a2, . . . , ak em Ω tais que
f (ai) = max
z∈Ω
f (z) = 1, 1≤ i≤ k,
e para alguma σ> N,
f (z)− f (ai) = o(|z−ai|σ)
quando z→ ai uniformemente em i.
Para abordar tais problemas utilizamos o Me´todo Variacional. Grosso modo, tal me´todo
consiste em encontrar pontos crı´ticos do funcional associado ao problema em estudo. A mul-
tiplicidade de soluc¸o˜es para tais problemas esta´ relacionada ao nu´mero de ma´ximos isolados
que a func¸a˜o f possui. De uma maneira geral, introduzimos uma func¸a˜o baricentro e, a partir
dela, construı´mos vizinhanc¸as na Variedade de Nehari associada ao funcional. Em seguida,
em cada vizinhanc¸a, construı´mos sequeˆncias Palais-Smale para as quais vale a condic¸a˜o
de Palais-Smale para o funcional associado, mostrando, assim, a existeˆncia de mu´ltiplas
soluc¸o˜es positivas.
Esta dissertac¸a˜o esta´ dividida em dois capı´tulos e treˆs apeˆndices organizados da se-
guinte maneira: no Capı´tulo 1, baseado no artigo de Lin [25], buscamos k+ 1 soluc¸o˜es
positivas para o problema (Eλ). A` princı´pio, faremos uma mudanc¸a de varia´vel na equac¸a˜o
(Eλ), a qual e´ transformada em −∆u+u = f (εz)up−1+ ε
2(p−q)
p−2 h(εz)uq−1, emRN
u ∈ H1(RN),
(Eε)
onde ε = λ−
1
2 e u(z) = ε
2
p−2 v(εz). Depois, dedicamos ao estudo do funcional associado ao
problema (Eε) e a variedade de Nehari Mε, a qual dividimos em duas partes M+ε e M
−
ε . Em
seguida, provamos a existeˆncia de uma soluc¸a˜o positiva u0 ∈ M+ε para (Eε). Finalmente,
mostramos que a condic¸a˜o ( f2) garante a existeˆncia de k soluc¸o˜es positivas para (Eε), isto e´,
existem, pelo menos, k pontos crı´ticos u1, u2, . . . , uk ∈ M−ε de Jε tais que Jε(ui) = βiε, para
1≤ i≤ k.
No Capı´tulo 2, baseado tambe´m no artigo de Lin [24], buscamos k soluc¸o˜es positivas
para o sistema (Eλ,µ). Primeiramente, estudamos a variedade de Nehari Mλ,µ. Em seguida,
provamos a existeˆncia de uma soluc¸a˜o positiva (u0,v0)∈Mλ,µ de (Eλ,µ). Por fim, mostramos
que a condic¸a˜o (A2) garante a existeˆncia de k soluc¸o˜es positivas para (Eλ,µ), isto e´, existem,
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no mı´nimo, k pontos crı´ticos (ui,vi) ∈Mλ,µ de Jλ,µ tais que Jλ,µ(ui,vi) = βiλ,µ para 1≤ i≤ k.
No Apeˆndice A, definimos a` derivada de Fre´chet, a` derivada de Gateaux e mostramos
que os funcionais associados aos problemas (Eε) e (Eλ,µ) sa˜o de classe C1.
No Apeˆndice B, mostraremos que dois valores Palais-Smale em H1(RN) para um fun-
cional sa˜o iguais.
Por fim, no Apeˆndice C, traremos os principais resultados utilizados no decorrer da
nossa dissertac¸a˜o.
Capı´tulo 1
Existeˆncia e Multiplicidade de Soluc¸o˜es
Positivas para uma Equac¸a˜o Elı´ptica
Semilinear Envolvendo na˜o Linearidade
Coˆncava e Convexa
O objetivo deste capı´tulo e´ estudar a existeˆncia e multiplicidade de soluc¸a˜o na˜o nega-
tiva para o seguinte problema −∆v+λv = f (z)vp−1+h(z)vq−1, emRNv ∈ H1(RN), (Eλ)
onde 1≤ q< 2< p< 2∗= 2NN−2 , para N≥ 3, e as func¸o˜es f e h satisfazem algumas condic¸o˜es.
Este tipo de na˜o linearidade caracteriza o Problema (Eλ) como do tipo coˆncava e convexa.
Problemas elı´pticos semilineares envolvendo na˜o linearidade coˆncava e convexa em
um domı´nio limitado vem sendo estudado intensamente na literatura. Em 1994, Ambrosetti-
Brezis-Cerami [3] mostraram que o problema −∆u = c|u|q−2u+ |u|p−2u, em Ωu ∈ H10 (Ω),
onde Ω e´ um domı´nio limitado do RN e 1≤ q < 2 < p < 2∗, tem, no mı´nimo, duas soluc¸o˜es
positivas para c > 0 suficientemente pequeno. Resultados mais gerais do problema −∆u = ch(z)|u|q−2u+ |u|p−2u, em Ωu ∈ H10 (Ω),
15
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onde Ω e´ um domı´nio limitado do RN e 1 ≤ q < 2 < p < 2∗, foram feitas por Ambrosetti-
Garcia-Peral em 1996 [4], Brown-Zhang [12] e de Figueiredo-Gosses-Ubilla [14], ambos em
2003.
Mais tarde, em 2006, Wu [31], utilizando a variedade de Nehari, provou que existem,
pelo menos, duas soluc¸o˜es positivas para o problema −∆u = up+λ f (x)uq, em Ωu ∈ H10 (Ω),
onde Ω e´ um domı´nio limitado doRN , 0≤ q < 1 < p < 2∗, λ> 0 e f :Ω→R e´ uma func¸a˜o
contı´nua que muda de sinal em Ω.
Neste capı´tulo, trataremos da existeˆncia e multiplicidade de soluc¸o˜es positivas para o
problema (Eλ) emRN . Para o caso q= λ= 1 e f ≡ 1, Zhu [32] mostrou que o problema (Eλ)
admite, pelo menos, duas soluc¸o˜es positivas em RN , onde a func¸a˜o h e´ na˜o negativa, sufici-
entemente pequena e tem decaimento exponencial. Sem a condic¸a˜o do decaimento exponen-
cial, Cao-Zhou [13] e Hirano [19] provaram que o problema (Eλ) admite, pelo menos, duas
soluc¸o˜es positivas em RN . Mudando a condic¸a˜o sobre a f (z), Adachi-Tanaka [1], usando
a ideia de categoria e o argumento minimax de Bahri-li’s, afirmaram que o problema (Eλ)
admite, no mı´nimo, quatro soluc¸o˜es positivas em RN , onde f (z) ≥ 1− cexp(−(2+ δ)|z|),
para algum c, δ> 0 e ‖h‖H−1 > 0 suficientemente pequeno. Hsu-Lin em [20] estudaram que
ha´, ao menos, quatro soluc¸o˜es positivas do caso geral
−∆u+u = f (z)up−1+λh(z)uq−1 em RN ,
para λ> 0 suficientemente pequeno.
1.1 O Funcional Energia Associado ao Problema e a Vari-
edade de Nehari
Inicial, faremos uma mudanc¸a de varia´vel na equac¸a˜o do problema (Eλ).
Lema 1.1 Sejam ε= λ−
1
2 e u(z) = ε
2
p−2 v(εz). Enta˜o o problema (Eλ) e´ transformado em{
−∆u+u = f (εz)up−1+ ε 2(p−q)p−2 h(εz)uq−1, RN
u ∈ H1(RN).
(Eε)
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Demonstrac¸a˜o. Sejam ε= λ−
1
2 e u(z) = ε
2
p−2 v(εz), enta˜o
ε−2 = λ e u(z)ε−
2
p−2 = v(εz).
Assim, via mudanc¸a de varia´vel, temos que a equac¸a˜o
−∆v+λv = f (z)vp−1+h(z)vq−1,
isto e´,
−
N
∑
i=1
∂2v
∂z2i
+λv = f (z)vp−1+h(z)vq−1
e´ equivalente a
−ε−2ε− 2p−2
N
∑
i=1
∂2u
∂z2i
+ ε−2ε−
2
p−2 u = f (εz)ε−
2(p−1)
p−2 up−1+h(εz)ε−
2(q−1)
p−2 uq−1.
Logo,
−ε− 2(p−1)p−2 ∆u+ ε− 2(p−1)p−2 u = f (εz)ε− 2(p−1)p−2 up−1+h(εz)ε− 2(q−1)p−2 uq−1. (1.1)
Dividindo (1.1) por ε−
2(p−1)
p−2 , temos
−∆u+u = f (εz)up−1+ ε 2(p−q)p−2 h(εz)uq−1.
Portanto, o problema (Eλ) e´ transformado em −∆u+u = f (εz)up−1+ ε
2(p−q)
p−2 h(εz)uq−1, RN
u ∈ H1(RN).
Considere o problema elı´ptico semilinear (Eε), com 1 ≤ q < 2 < p < 2∗, para N ≥ 3,
onde f e h satisfazem as seguintes condic¸o˜es:
( f1) f e´ uma func¸a˜o contı´nua positiva em RN e lim|z|→∞
f (z) = f∞ > 0.
( f2) existem k pontos a1, a2, . . . , ak em RN tais que
f (ai) = fmax = max
z∈RN
f (z), para 1≤ i≤ k
e f∞ < fmax.
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(h1) h ∈ L
p
p−q (RN)∩L∞(RN) e h > 0.
Associado ao problema (Eε), temos o funcional energia Jε : H1(RN)→R definido por
Jε(u) =
1
2
||u||2− 1
p
∫
RN
f (εz)|u|pdz− 1
q
∫
RN
ε
2(p−q)
p−2 h(εz)|u|qdz,
onde
‖u‖2 =
∫
RN
(|∇u|2+ |u|2)dz
e´ a norma em H1(RN).
O funcional Jε ∈C1(H1(RN),R) (Veja Apeˆndice A) com
〈
J′ε(u),v
〉
=
∫
RN
∇u∇vdz+
∫
RN
uvdz−
∫
RN
f (εz)|u|p−2uvdz−
∫
RN
ε
2(p−q)
p−2 h(εz)|u|q−2uvdz,
para todo v ∈ H1(RN).
Definic¸a˜o 1.2 Uma soluc¸a˜o fraca para (Eε) e´ uma func¸a˜o u ∈ H1(RN) que satisfaz∫
RN
∇u∇vdz+
∫
RN
uvdz =
∫
RN
f (εz)|u|p−2uvdz+
∫
RN
ε
2(p−q)
p−2 h(εz)|u|q−2uvdz,
para todo v ∈ H1(RN).
Observac¸a˜o 1.3 Uma soluc¸a˜o fraca para (Eε) e´ precisamente ponto crı´tico do funcional Jε
e reciprocamente.
Seja
S = sup
u∈H1(RN) : ‖u‖=1
‖u‖Lp(RN)
a melhor constante de Sobolev para a imersa˜o de H1(RN) em Lp(RN), isto e´, a menor
constante positiva tal que
‖u‖Lp(RN) ≤ S‖u‖, (1.2)
para todo u ∈ H1(RN)\{0}.
Para a equac¸a˜o elı´ptica semilinear −∆u+u = f (εz)up−1, RNu ∈ H1(RN), (E0)
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definimos o funcional energia Iε : H1(RN)→ R pondo
Iε(u) =
1
2
‖u‖2− 1
p
∫
RN
f (εz)|u|pdz.
Como feito anteriormente, Iε ∈C1 com
〈I′ε(u),u〉= ‖u‖2−
∫
RN
f (εz)|u|pdz.
Defina
γε = inf
u∈Nε
Iε(u),
onde
Nε =
{
u ∈ H1(RN)\{0} : 〈I′ε(u),u〉= 0
}
.
Note que:
i) Se f ≡ f∞, definimos
I∞(u) =
1
2
‖u‖2− 1
p
∫
RN
f∞|u|pdz,
com
〈I′∞(u),u〉= ‖u‖2−
∫
RN
f∞|u|pdz.
Temos, tambe´m,
γ∞ = inf
u∈N∞
I∞(u),
onde
N∞ =
{
u ∈ H1(RN)\{0} : 〈I′∞(u),u〉= 0
}
.
ii) Se f ≡ fmax > 0, definimos
Imax(u) =
1
2
‖u‖2− 1
p
∫
RN
fmax|u|pdz,
com
〈I′max(u),u〉= ‖u‖2−
∫
RN
fmax|u|pdz.
Temos, tambe´m,
γmax = inf
u∈Nmax
Imax(u),
onde
Nmax =
{
u ∈ H1(RN)\{0} : 〈I′max(u),u〉= 0
}
.
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Agora, definiremos as sequeˆncias de Palais-Smale (denotada por (PS)), valor Palais-
Smale e a condic¸a˜o Palais-Smale em H1(RN) para um funcional J : H1(RN)→R, que sera˜o
u´teis nas demonstrac¸o˜es seguintes.
Definic¸a˜o 1.4 Para β ∈R, dizemos que:
i) a sequeˆncia {un} e´ uma sequeˆncia (PS)β para J se{
J(un) = β+on(1),
J′(un) = on(1), em H−1(RN).
ii) β e´ um valor (PS) para J se existe uma sequeˆncia (PS)β para J.
iii) J satisfaz a condic¸a˜o (PS)β se toda sequeˆncia (PS)β para J possui uma subsequeˆncia
convergente.
Pelo Corola´rio B.8, Apeˆndice B, temos
γmax =
p−2
2p
( fmaxSp)
− 2p−2 > 0. (1.3)
Observe que Jε na˜o e´ limitado inferiormente em H1(RN), pois para cada u > 0, temos
Jε(tu) =
t2
2
||u||2− t
p
p
∫
RN
f (εz)|u|pdz− t
q
q
∫
RN
ε
2(p−q)
p−2 h(εz)|u|qdz
≤ t
2
2
||u||2− t
p
p
∫
RN
f (εz)|u|pdz,
donde
Jε(tu)→−∞,
quando t → ∞, uma vez que p > 2. Dessa forma, nenhuma minimizac¸a˜o e´ possı´vel em
todo o espac¸o H1(RN). O primeiro passo consiste em livrar-se dessa ilimitac¸a˜o, para isso
restringiremos Jε a um conjunto adequado onde ele torna-se limitado inferiormente.
Definic¸a˜o 1.5 Suponha que ϕ ∈ C1(X ,R) com ϕ′(0) = 0. Uma condic¸a˜o necessa´ria para
que u ∈ X seja um ponto crı´tico de ϕ e´ que 〈ϕ′(u),u〉= 0. Esta condic¸a˜o define a Variedade
de Nehari
N :=
{
u ∈ X : 〈ϕ′(u),u〉= 0,u , 0} .
Consideremos a Variedade de Nehari para o funcional Jε
Mε =
{
u ∈ H1(RN)\{0} : 〈J′ε(u),u〉= 0} , (1.4)
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onde
〈J′ε(u),u〉= ‖u‖2−
∫
RN
f (εz)|u|pdz−
∫
RN
ε
2(p−q)
p−2 h(εz)|u|qdz.
Lema 1.6 O funcional energia Jε e´ coercivo e limitado inferiormente em Mε.
Demonstrac¸a˜o. Se u ∈Mε, enta˜o 〈J′ε(u),u〉= 0. Dessa forma,
‖u‖2 =
∫
RN
f (εz)|u|pdz+
∫
RN
ε
2(p−q)
p−2 h(εz)|u|qdz. (1.5)
Segue enta˜o que
Jε(u) =
1
2
||u||2− 1
p
∫
RN
f (εz)|u|pdz− 1
q
∫
RN
ε
2(p−q)
p−2 h(εz)|u|qdz
=
1
2
||u||2− 1
p
[
||u||2−
∫
RN
ε
2(p−q)
p−2 h(εz)|u|qdz
]
− 1
q
∫
RN
ε
2(p−q)
p−2 h(εz)|u|qdz
=
(
1
2
− 1
p
)
||u||2−
(
1
q
− 1
p
)∫
RN
ε
2(p−q)
p−2 h(εz)|u|qdz. (1.6)
Pela Desigualdade de Ho¨lder (Teorema C.2), com expoentes conjugados pp−q e
p
q , temos que
Jε(u)≥
(
1
2
− 1
p
)
||u||2−
(
1
q
− 1
p
)
ε
2(p−q)
p−2 ‖h‖# ‖u‖qLp(RN) ,
onde ‖h‖# e´ a norma em L
p
p−q (RN). Daı´, pela Imersa˜o de Sobolev (Teorema C.7),
Jε(u) ≥
(
1
2
− 1
p
)
||u||2−
(
1
q
− 1
p
)
ε
2(p−q)
p−2 ‖h‖# Sq ‖u‖q
=
p−2
2p
||u||2− p−q
pq
ε
2(p−q)
p−2 ‖h‖# Sq ‖u‖q
=
‖u‖q
p
[
p−2
2
‖u‖2−q− p−q
q
ε
2(p−q)
p−2 ‖h‖# Sq
]
.
Logo, como q < 2, temos que Jε e´ coercivo e limitado inferiormente em Mε.
Para cada u ∈Mε, defina
ψε(u) =
〈
J′ε(u),u
〉
.
Ca´lculos diretos, resulta que
〈
ψ′ε(u),u
〉
= 2‖u‖2− p
∫
RN
f (εz)|u|pdz−q
∫
RN
ε
2(p−q)
p−2 h(εz)|u|qdz.
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Para u ∈Mε, temos por (1.5)
〈
ψ′ε(u),u
〉
= 2‖u‖2− p
[
‖u‖2−
∫
RN
ε
2(p−q)
p−2 h(εz)|u|qdz
]
−q
∫
RN
ε
2(p−q)
p−2 h(εz)|u|qdz
= (p−q)
∫
RN
ε
2(p−q)
p−2 h(εz)|u|qdz− (p−2)‖u‖2 . (1.7)
Por outro lado, e tambe´m por (1.5), podemos escrever
〈
ψ′ε(u),u
〉
= 2‖u‖2− p
∫
RN
f (εz)|u|pdz−q
[
‖u‖2−
∫
RN
f (εz)|u|pdz
]
= (2−q)‖u‖2− (p−q)
∫
RN
f (εz)|u|pdz. (1.8)
Agora, dividiremos Mε em treˆs partes, a saber,
M+ε =
{
u ∈Mε :
〈
ψ′ε(u),u
〉
> 0
}
;
M0ε =
{
u ∈Mε :
〈
ψ′ε(u),u
〉
= 0
}
;
M−ε =
{
u ∈Mε :
〈
ψ′ε(u),u
〉
< 0
}
;
este me´todo e´ devido a Tarantello (veja [28]).
Primeiramente, necessitaremos de alguns Lemas que sa˜o essenciais para a demonstrac¸a˜o
do Teorema 1.18.
Lema 1.7 Seja α= ε
2(p−q)
p−2 . Suponha ( f1), ( f2) e (h1). Se
0 < α< α0 = (p−2)
(
2−q
fmax
) 2−q
p−2
[(p−q)S2] q−pp−2‖h‖−1# , (1.9)
enta˜o M0ε = /0.
Demonstrac¸a˜o. Suponha, por contradic¸a˜o, que M0ε , 0. Seja u ∈M0ε . Como u ∈M0ε , temos
por (1.7) e (1.8),
‖u‖2 = p−q
p−2
∫
RN
ε
2(p−q)
p−2 h(εz)|u|qdz
=
p−q
2−q
∫
RN
f (εz)|u|pdz.
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Uma vez que p−qp +
q
p = 1, segue da Desigualdade de Ho¨lder (Teorema C.2), que
‖u‖2 ≤ p−q
p−2ε
2(p−q)
p−2
(∫
RN
|h(εz)| pp−q dz
) p−q
p
(∫
RN
(|u|q) pq
) q
p
=
(
p−q
p−2
)
ε
2(p−q)
p−2 ‖h‖# ‖u‖qLp(RN) .
De (1.9), obtemos
‖u‖2 ≤ p−q
p−2ε
2(p−q)
p−2 ‖h‖# Sq ‖u‖q
implicando
‖u‖2−q ≤
(
p−q
p−2
)
α‖h‖# Sq,
e, daı´,
α ≥ p−2
(p−q)‖h‖# Sq
‖u‖2−q . (1.10)
Por outro lado,
‖u‖2 = p−q
2−q
∫
RN
f (εz)|u|pdz
≤ p−q
2−q
∫
RN
fmax|u|pdz
=
p−q
2−q fmax‖u‖
p
Lp(RN),
Novamente, por (1.9), temos
‖u‖2 ≤ p−q
2−q fmaxS
p ‖u‖p
implicando
‖u‖2−p ≤ p−q
2−q fmaxS
p
e, assim,
‖u‖p−2 ≥ 2−q
p−q( fmax)
−1S−p,
ou seja,
‖u‖ ≥
(
2−q
p−q( fmax)
−1S−p
) 1
p−2
. (1.11)
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Logo, combinando (1.10) e (1.11), temos
α ≥ p−2
(p−q)‖h‖# Sq
(
2−q
(p−q) fmax S
−p
) 2−q
p−2
= (p−2)
(
2−q
fmax
) 2−q
p−2 [
(p−q)S2] q−pp−2 ‖h‖−1# = α0,
que e´ uma contradic¸a˜o, pois 0 < α< α0.
O Lema seguinte mostra que minimizantes em Mε sa˜o pontos crı´ticos para Jε.
Lema 1.8 Suponha que u0 e´ um minimizante local de Jε em Mε e u0 <M0ε . Enta˜o, J′ε(u0) = 0
em H1(RN).
Demonstrac¸a˜o. Se u0 e´ um minimizante local para Jε sobre Mε, enta˜o u0 e´ soluc¸a˜o do
seguinte problema de otimizac¸a˜o: minimizar Jε(u) sujeito a` restric¸a˜o ψε(u), 0. Assim, pelo
Teorema dos Multiplicadores de Lagrange (Teorema C.10), existe µ ∈ R tal que J′ε(u0) =
µψ′ε(u0). Logo,
0 = 〈J′ε(u0),u0〉= µ〈ψ′ε(u0),u0〉,
pois u0 ∈Mε. Pore´m, como u <M0ε , temos 〈ψ′ε(u0),u0〉 , 0, o que implica µ = 0. Portanto,
J′ε(u0) = 0 em H1(RN).
Lema 1.9 Valem as seguintes desigualdades:
i)
∫
RN
h(εz)|u|qdz > 0, para cada u ∈M+ε ;
ii) ‖u‖<
(
p−q
p−2α‖h‖#Sq
) 1
2−q
, para cada u ∈M+ε ;
iii) ‖u‖>
(
2−q
(p−q)( fmax)Sp
) 1
p−2
, para cada u ∈M−ε ;
iv) Se 0 < α=
(
ε
2(p−q)
p−2
)
< q2α0, enta˜o existe uma constante positiva d0 = d0(α, p,q,S,
‖h‖# , fmax) tal que Jε(u)> d0 > 0, para cada u ∈M−ε .
Demonstrac¸a˜o. i) Por (1.7), temos
(p−q)
∫
RN
ε
2(p−q)
p−2 h(εz)|u|qdz− (p−2)‖u‖2 = 〈ψ′ε(u),u〉, u ∈Mε.
Para u ∈M+ε , temos
(p−q)
∫
RN
ε
2(p−q)
p−2 h(εz)|u|qdz− (p−2)‖u‖2 > 0,
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donde ∫
RN
h(εz)|u|qdz > p−2
p−qε
2(q−p)
p−2 ‖u‖2 > 0. (1.12)
ii) De (1.12),
‖u‖2 < p−q
p−2ε
2(p−q)
p−2
∫
RN
h(εz)|u|qdz
=
p−q
p−2α
∫
RN
h(εz)|u|qdz.
Daı´, como fora feito no Lema 1.7, temos
‖u‖2−q < p−q
p−2α‖h‖# S
q,
ou seja,
‖u‖<
(
p−q
p−2α‖h‖# S
q
) 1
2−q
.
iii) Para cada u ∈M−ε , segue de (1.8), que
0 > (2−q)‖u‖2− (p−q)
∫
RN
f (εz)|u|pdz.
Daı´,
‖u‖2 < p−q
2−q
∫
RN
f (εz)|u|pdz
≤ p−q
2−q fmax ‖u‖
p
Lp(RN)
≤
(
p−q
2−q
)
fmaxSp ‖u‖p .
Assim,
‖u‖2−p < p−q
2−q fmaxS
p
o que implica
‖u‖p−2 > 2−q
(p−q) fmaxSp
e, portanto,
‖u‖>
(
2−q
(p−q) fmaxSp
) 1
p−2
, para u ∈M−ε .
iv) Para cada u∈M−ε ⊂Mε, de (1.6), da Desigualdade de Ho¨lder (Teorema C.2) e juntamente
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com as Imerso˜es de Sobolev (Teorema C.7),
Jε(u) =
(
1
2
− 1
p
)
‖u‖2−
(
1
q
− 1
p
)∫
RN
αh(εz)|u|qdz
≥ ‖u‖
q
p
[
p−2
2
‖u‖2−q− p−q
q
α‖h‖# Sq
]
.
Por (iii), segue que
Jε(u) >
1
p
[
2−q
(p−q) fmaxSp
] q
p−2
[
p−2
2
(
2−q
(p−q) fmaxSp
) 2−q
p−2
− p−q
q
α‖h‖# Sq
]
=
(p−q)
p
[
2−q
(p−q) fmaxSp
] q
p−2
‖h‖#Sq
 p−2
2
(
2−q
fmax
) 2−q
p−2 1(
(p−q)S2) p−qp−2‖h‖# −
α
q

=
1
p
[
2−q
(p−q) fmaxSp
] q
p−2
(p−q)‖h‖#Sq
[
α0
2
− α
q
]
= d0 > 0,
pois α< q2α0. Portanto, para 0 < α<
q
2α0 e u ∈M−ε , temos que Jε(u)> 0.
Definiremos agora uma func¸a˜o e mostraremos que tal func¸a˜o atinge um ma´ximo. Essa
informac¸a˜o sera´ u´til para a demonstrac¸a˜o do Lema (1.11).
Lema 1.10 Para cada u ∈ H1(RN)\{0} fixada, defina k :R→R por
k(t) = ku(t) = t2−q‖u‖2− t p−q
∫
RN
f (εz)|u|pdz, (1.13)
para t ≥ 0. Enta˜o, k(t) tem um u´nico ponto crı´tico
t¯ = t¯(u) =
 (2−q)‖u‖2
(p−q)
∫
RN
f (εz)|u|pdz

1
p−2
que e´ um ponto de ma´ximo global. Ale´m disso,
k(t¯)≥ (p−2)
(
2−q
fmax
) 2−q
p−2
(p−q) q−pp−2 S p(q−2)p−2 ‖u‖q. (1.14)
Demonstrac¸a˜o. Note que k(0) = 0. Como p−q> 2−q, pois 1≤ q< 2< p< 2∗, temos que
k(t) > 0 para t ≈ 0+ e k(t)→−∞ quando t → ∞. Enta˜o, sendo k(t) uma func¸a˜o contı´nua,
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temos que k(t) atinge seu valor ma´ximo em t > 0. Derivando (1.13), obtemos
k′(t) = (2−q)t2−q−1‖u‖2− (p−q)t p−q−1
∫
RN
f (εz)|u|pdz
= (2−q)t−(q+1)t2‖u‖2− (p−q)t−(q+1)t p
∫
RN
f (εz)|u|pdz
= (2−q)t−(q+1)‖tu‖2− (p−q)t−(q+1)
∫
RN
f (εz)|tu|pdz
= t−(q+1)
[
(2−q)‖tu‖2− (p−q)
∫
RN
f (εz)|tu|pdz
]
, (1.15)
para t > 0. Se t0 > 0 e´ ponto crı´tico de k(t), temos
0 = k′(t0) = (2−q)t1−q0 ‖u‖2− (p−q)t p−q−10
∫
RN
f (εz)|u|pdz,
como t1−q0 , 0, obtemos
(2−q)‖u‖2− (p−q)t p−20
∫
RN
f (εz)|u|pdz = 0.
Daı´,
t0 =
 (2−q)‖u‖2
(p−q)
∫
RN
f (εz)|u|pdz

1
p−2
= t¯, (1.16)
sendo t¯ o u´nico ponto crı´tico de k(t). Ou seja, k′(t¯) = 0. Ca´lculos ana´logos, mostram que
k′(t)> 0 em 0 < t < t¯ e k′(t)< 0 em t > t¯. Portanto, k(t) atinge o seu ma´ximo em t¯. Ale´m
disso,
k(t¯) =
 (2−q)‖u‖2
(p−q)
∫
RN
f (εz)|u|pdz

2−q
p−2
‖u‖2−
 (2−q)‖u‖2
(p−q)
∫
RN
f (εz)|u|pdz

p−q
p−2 ∫
RN
f (εz)|u|pdz
=
 (2−q)‖u‖2
(p−q)
∫
RN
f (εz)|u|pdz

2−q
p−2
‖u‖2−
[
2−q
p−q‖u‖
2
] p−q
p−2
 1∫
RN
f (εz)|u|pdz

2−q
p−2
=
[(
2−q
p−q
) 2−q
p−2
‖u‖ 2(p−q)p−2 −
(
2−q
p−q
) p−q
p−2
‖u‖ 2(p−q)p−2
] 1∫
RN
f (εz)|u|pdz

2−q
p−2
.
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Pela Desigualdade de Ho¨lder (Teorema C.2) e pela Imersa˜o de Sobolev (Teorema C.7), vem
k(t¯) ≥
[(
2−q
p−q
) 2−q
p−2
−
(
2−q
p−q
) p−q
p−2
]
‖u‖ 2(p−q)p−2
(
1
fmaxSp‖u‖p
) 2−q
p−2
=
(2−q) 2−qp−2
(p−q) p−qp−2
[
1
(p−q)−1 − (2−q)
]
‖u‖q
(
1
fmaxSp
) 2−q
p−2
.
e, portanto,
k(t¯)≥ (p−2)
(
2−q
fmax
) 2−q
p−2
(p−q) q−pp−2 S p(q−2)p−2 ‖u‖q.
y = k(t)
t
y
t¯
Figura 1.1: Gra´fico de y = k(t)
Lema 1.11 Para cada u ∈ H1(RN)\{0} fixada, temos que:
i) Se
∫
RN
h(εz)|u|qdz = 0, enta˜o existe um u´nico nu´mero positivo t− = t−(u)> t¯ tal que
t−u ∈M−ε e Jε(t−u) = sup
t≥0
Jε(tu);
ii) Se 0 < α
(
= ε
2(p−q)
p−2
)
< α0 e
∫
RN
h(εz)|u|qdz > 0, enta˜o existem nu´meros positivos
unicamente determinados
t+ = t+(u)< t¯ < t− = t−(u)
tais que t+u ∈M+ε , t−u ∈M−ε ,
Jε(t+u) = inf
0≤t≤t¯
Jε(tu) e Jε(t−u) = sup
t≥t¯
Jε(tu).
Demonstrac¸a˜o. i) Sabemos que k(t) e´ crescente para t < t¯, k(t) e´ decrescente para t > t¯,
k(t¯)> 0 e lim
t→∞k(t)=−∞. Enta˜o, como k(t) e´ contı´nua, pelo Teorema do Valor Intermedia´rio,
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existe um u´nico t− > t¯ tal que
k(t−) = 0 =
∫
RN
h(εz)|u|qdz e k′(t−)< 0.
Observe que para t > 0, temos
〈J′ε(tu), tu〉 = ‖tu‖2−
∫
RN
f (εz)|tu|pdz−
∫
RN
αh(εz)|tu|qdz
= t2‖u‖2− t p
∫
RN
f (εz)|u|pdz− tq
∫
RN
αh(εz)|u|qdz
= tq
[
t2−q‖u‖2− t p−q
∫
RN
f (εz)|u|pdz−
∫
RN
αh(εz)|u|qdz
]
= tqk(t).
Assim, para t = t−, obtemos
〈J′ε(t−u), t−u〉= (t−)q[k(t−)] = 0,
donde, t−u ∈Mε. Segue de (1.7) e (1.15) que,
〈ψ′ε(t−u), t−u〉 = (2−q)‖t−u‖2− (p−q)
∫
RN
f (εz)|t−u|pdz
= (t−)q+1[k′(t−)]< 0.
ou seja, t−u ∈M−ε .
Mostraremos agora que Jε(t−u) = sup
t≥0
Jε(tu). Observe que
Jε(tu) =
t2
2
‖u‖2− t
p
p
∫
RN
f (εz)|u|pdz− t
q
q
∫
RN
αh(εz)|u|qdz.
Daı´,
d
dt
Jε(tu) = t‖u‖2− t p−1
∫
RN
f (εz)|u|pdz− tq−1
∫
RN
αh(εz)|u|qdz
= tq−1
[
t2−q‖u‖2− t p−q
∫
RN
f (εz)|u|pdz−
∫
RN
αh(εz)|u|qdz
]
.
Por hipo´tese
∫
RN
αh(εz)|u|qdz = 0, logo
d
dt
Jε(tu) = tq−1k(t).
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Como k(t)> 0, 0 < t < t¯ < t−, k(t) e´ decrescente em (t¯,∞) e k(t−)≤ 0 segue que
d
dt
Jε(tu)

> 0 , em (0, t−)
= 0 , em t−
< 0 , em (t−,∞)
.
Assim, Jε(tu) e´ crescente em (0, t−), ddt J(t
−u) = 0 e Jε(tu) e´ decrescente em (t−,∞), logo t−
e´ o u´nico ponto crı´tico de Jε(tu), o qual e´ ponto de ma´ximo. Portanto, Jε(t−u) = sup
t≥0
Jε(tu).
ii) Como k(0) = 0 e
∫
RN
αh(εz)|u|qdz > 0, pela Desigualdade de Ho¨lder (Teorema C.2) e a
Imersa˜o de Sobolev (Teorema C.7),
k(0) = 0 < α
∫
RN
h(εz)|u|qdz < α‖h‖#Sq‖u‖q.
Assim, para 0 < α< α0 aplicando (1.9) e (1.14), concluı´mos que
0 < α
∫
RN
h(εz)|u|qdz
<
[
(p−2)
(
2−q
fmax
) 2−q
p−2
[(p−q)S2] q−pp−2‖h‖−1#
]
‖h‖#Sq‖u‖q
= (p−2)
(
2−q
fmax
) 2−q
p−2
(p−q) q−pp−2 S p(q−2)p−2 ‖u‖q
≤ k(t¯).
Sendo k(t) contı´nua, crescente em (0, t¯) e decrescente em (t¯,−∞) segue do Teorema do Valor
Intermedia´rio que existem u´nicos t+ e t− onde 0 < t+ < t¯ < t−, tais que
k(t+) =
∫
RN
αh(εz)|u|qdz = k(t−)
e
k′(t−)< 0 < k′(t+).
Analogamente ao que foi feito no item (i), temos que t+u ∈M+ε , t−u ∈M−ε ,
Jε(t+u)≤ Jε(tu)≤ Jε(t−u),
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para cada t ∈ [t+, t−] e
Jε(t+u)≤ Jε(tu),
para cada t ∈ [0, t¯]. Portanto,
Jε(t+u) = inf
0≤t≤t¯
Jε(tu) e Jε(t+u) = sup
t≥t¯
Jε(tu).
Aplicando o Lema 1.7 (M0ε = /0 para 0 < α< α0), podemos escrever Mε = M+ε ∪M−ε ,
onde
M+ε =
{
u ∈Mε : (2−q)‖u‖2− (p−q)
∫
RN
f (εz)|u|pdz > 0
}
e
M−ε =
{
u ∈Mε : (2−q)‖u‖2− (p−q)
∫
RN
f (εz)|u|pdz < 0
}
.
Como Jε e´ limitado inferiormente em Mε, podemos definir
αε = inf
u∈Mε
Jε(u), α+ε = inf
u∈M+ε
Jε(u) e α−ε = inf
u∈M−ε
Jε(u).
Lema 1.12 Temos:
i) Se 0 < α
(
= ε
2(p−q)
p−2
)
< α0, enta˜o αε ≤ α+ε < 0;
ii) Se 0<α< q2α0, enta˜o α
−
ε ≥ d0 > 0 para alguma constante d0 = d0(ε, p,q,S,‖h‖#, fmax).
Demonstrac¸a˜o. i) Seja u ∈M+ε . Por (1.7), temos
(p−2)‖u‖2 < (p−q)
∫
RN
αh(εz)|u|qdz.
Como u ∈M+ε , por (1.6), obtemos
Jε(u) =
(
1
2
− 1
p
)
‖u‖2−
(
1
q
− 1
p
)∫
RN
αh(εz)|u|qdz
<
[(
1
2
− 1
p
)
−
(
1
q
− 1
p
)
p−2
p−q
]
‖u‖2
= −(2−q)(p−2)
2pq
‖u‖2,
daı´,
Jε(u)< 0.
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Portanto, α+ε < 0. Como M+ε ⊂Mε, segue da definic¸a˜o de ı´nfimo que
αε ≤ α+ε < 0.
ii) Seja u ∈ M−ε . Como 0 < α < q2α0, pela demonstrac¸a˜o do Lema 1.9 (iv), temos que
Jε(u) > d0 > 0 para alguma constante d0 = d0(ε, p,q,S,‖h‖#, fmax). Aplicando a definic¸a˜o
de α−ε , resulta
α−ε ≥ d0 > 0.
O Lema seguinte mostra a existeˆncia de sequeˆncias minimizantes (PS) para Jε em Mε,
M+ε e M
−
ε . Omitiremos a demonstrac¸a˜o, pois as ideias sa˜o semelhantes ao Lema 1.25.
Lema 1.13 i) Existe uma sequeˆncia (PS)αε em Mε para Jε;
ii) Existe uma sequeˆncia (PS)α+ε em M
+
ε para Jε;
iii) Existe uma sequeˆncia (PS)α−ε em M
−
ε para Jε.
1.2 Existeˆncia de uma Soluc¸a˜o Positiva
A fim de provar a existeˆncia de soluc¸o˜es positivas, mostraremos primeiro que Jε sa-
tisfaz a condic¸a˜o (PS)β em H1(RN) para β ∈
(
−∞,γ∞−C0α
2
2−q
)
, onde α = ε
2(p−q)
p−2 e C0 e´
definida no Lema seguinte.
Lema 1.14 Suponha que h satisfaz (h1) e 0 < α
(
= ε
2(p−q
p−2
)
< α0. Se {un} e´ uma sequeˆncia
(PS)β para Jε em H1(RN) com un ⇀ u em H1(RN), enta˜o J′ε(u) = 0 em H−1(RN) e
Jε(u)≥−C0α
2
2−q ≥−C′0,
onde
C0 =
(2−q)[(p−q) ‖ h ‖# Sq]
2
p−q
2pq(p−2) q2−q
e
C
′
0 =
(p−2)(2−q) pp−2
2pq[ fmax(p−q)]
2
p−2 S
2p
p−2
.
Demonstrac¸a˜o. Seja {un} uma sequeˆncia (PS)β para Jε em H1(RN) com un ⇀ u em
H1(RN). Afirmamos que J′ε(u) = 0 em H−1(RN). De fato, como un ⇀ u em H1(RN),
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temos que 〈un,v〉 → 〈u0,v〉. Daı´,∫
RN
∇un∇vdz→
∫
RN
∇u∇vdz
e ∫
RN
unvdz→
∫
RN
uvdz.
Pela Imersa˜o de Sobolev (Teorema C.7), temos que un→ u em Lp(RN). Assim, decorre do
Teorema de Vainberg (Teorema C.4) que un(x)→ u(x) q.s. em RN e existe g ∈ Lp(RN) tal
que |un(x)| ≤ g(x) q.s. em RN . Daı´
|un(x)|p−2un(x)v(x)→ |u(x)|p−2u(x)v(x) q.s. em RN
e ∣∣|un(x)|p−2un(x)v(x)∣∣= |un(x)|p−1|v(x)| ≤ g(x)p−1|v(x)|,
para todo v ∈ H1(RN). Como g ∈ Lp(RN), temos que gp−1|v| ∈ L1(RN), pois
∫
RN
gp−1|v|dz≤
(∫
RN
gpdz
) p−1
p
(∫
RN
|v|pdz
) 1
p
< ∞.
onde usamos Desigualdade de Ho¨lder (Teorema C.2). Logo, como f e´ uma func¸a˜o contı´nua
segue do Teorema da Convergeˆncia Dominada de Lebesgue (Teorema C.3) que
∫
RN
f (εz)|un|p−2unvdz→
∫
RN
f (εz)|u|p−2uvdz.
Sendo h uma func¸a˜o limitada, mostra-se de maneira ana´loga ao que foi feito acima que
∫
RN
αh(εz)|un|q−2unvdz→
∫
RN
αh(εz)|u|q−2uvdz.
Portanto, 〈J′ε(un),v〉 → 〈J′ε(u),v〉, ou seja, J′ε(un)→ J′ε(u). Sendo {un} uma sequeˆncia (PS)β
para Jε em H1(RN), temos que J′ε(un)→ 0 em H−1(RN). Assim, pela unicidade do limite,
temos que J′ε(u) = 0 em H−1(RN), completando a afirmac¸a˜o.
Assim, obtemos 〈J′ε(u),u〉= 0, isto e´,∫
RN
f (εz)|u|pdz = ‖u‖2−
∫
RN
αh(εz)|u|qdz.
Pela Desigualdade de Ho¨lder (Teorema C.2) e as Imerso˜es de Sobolev (Teorema C.7), temos
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que
Jε(u) =
(
1
2
− 1
p
)
‖u‖2−
(
1
q
− 1
p
)∫
RN
αh(εz)|u|qdz
≥
(
p−2
2p
)
‖u‖2−
(
p−q
pq
)
α‖h‖#‖u‖qLp(RN)
≥
(
p−2
2p
)
‖u‖2−
(
p−q
pq
)
α‖h‖#Sq‖u‖q
=
(
p−2
2p
)
‖u‖2−
(
p−2
pq
)[(
p−q
p−2
)
α‖h‖#Sq‖u‖q
]
.
Daı´, pela Desigualdade de Young (Teorema C.1), com expoentes conjugados 2q e
2
2−q , temos
Jε(u) ≥
(
p−2
2p
)
‖u‖2−
(
p−2
pq
)[
q‖u‖2
2
+
(
p−q
p−2α‖h‖#S
q
) 2
2−q 2−q
2
]
=
(
p−2
2p
− q(p−2)
2pq
)
‖u‖2−
(
(p−2)(p−q) 22−q
pq(p−2) 22−q
)(
α‖h‖#Sq
) 2
2−q
(
2−q
2
)
(1.17)
= −(2−q)[(p−q)‖h‖#S
q]
2
2−q
2pq(p−2) q2−q
α
2
2−q
= −C0α
2
2−q .
Ale´m disso, como por hipo´tese 0 < α< α0 = (p−2)
(
2−q
fmax
) 2−q
p−2
[(p−q)S2] q−pp−2‖h‖−1# , segue
de (1.17) que
Jε(u) > −(p−2)(p−q)
2
2−q
2pq(p−2) 22−q
[
(p−2)
(
2−q
fmax
) 2−q
p−2
[(p−q)S2] q−pp−2‖h‖−1# ‖h‖#Sq
] 2
2−q
(2−q)
= −(p−2)(2−q)
p
p−2 (p−q) −2p−2 S−2pp−2
2pq( fmax)
2
p−2
= − (p−2)(2−q)
p
p−2
2pq[ fmax(p−q)]
2
p−2 S
2p
p−2
= −C′0.
Lema 1.15 Se {un} ⊂ H1(RN) e´ uma sequeˆncia (PS)β para o funcional Jε, enta˜o {un} e´
limitada em H1(RN).
Demonstrac¸a˜o. Seja {un} uma sequeˆncia em H1(RN) (PS)β para Jε. Enta˜o, Jε(un) = β+
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on(1) e J′ε(un) = on(1) em H−1(RN). Assim,
|β|+ cn+ dn‖un‖p ≥ Jε(un)+
1
p
〈J′ε(un),un〉
=
(
1
2
− 1
p
)
‖un‖2−
(
1
q
− 1
p
)∫
RN
ε
2(p−q)
p−2 h(εz)|un|qdz
≥ p−2
2p
‖un‖2− p−qpq α‖h‖#S
q‖un‖q,
onde cn = on(1) e dn = on(1) quando n→ ∞. Como 1 ≤ q < 2, segue-se da desigualdade
acima que {un} e´ limitada em H1(RN).
Lema 1.16 Suponha que f e h satisfazem ( f1) e (h1). Se 0 < α
(
= ε
2(p−q)
p−2
)
< α0, enta˜o Jε
satisfaz a condic¸a˜o (PS)β em H1(RN) para β ∈
(
−∞,γ∞−C0α
2
2−q
)
.
Demonstrac¸a˜o. Seja {un} uma sequeˆncia em H1(RN) (PS)β para Jε. Pelo Lema anterior
{un} ⊂H1(RN) e´ uma sequeˆncia limitada. Uma vez que {un} e´ limitada em H1(RN), o qual
e´ um espac¸o reflexivo, pelo Teorema C.8, existe uma subsequeˆncia, ainda denotada por {un},
e uma u ∈ H1(RN) tais que
un ⇀ u em H1(RN).
Pelo Lema 1.14, temos que
J′ε(u) = 0 em H
−1(RN).
Usando as Imerso˜es de Sobolev, temos
un→ u em Lsloc(RN), para algum 1≤ s < 2∗
e
un→ u q.s. em RN .
Usando o Lema de Bre´zis-Lieb (Teorema C.5), obtemos
∫
RN
f (εz)|un−u|pdz =
∫
RN
f (εz)|un|pdz−
∫
RN
f (εz)|u|pdz+on(1) (1.18)
e
∫
RN
h(εz)|un−u|qdz =
∫
RN
h(εz)|un|qdz−
∫
RN
h(εz)|u|qdz+on(1). (1.19)
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Afirmamos que
∫
RN
h(εz)|un−u|qdz→ 0 quando n→ ∞. (1.20)
De fato, como h ∈ L pp−q (RN), para todo σ> 0, existe r > 0 tal que
∫
[BNr (0)]c
h(εz)
p
p−q dz < σ.
Temos,∣∣∣∣∫
RN
h(εz)|un−u|qdz
∣∣∣∣ ≤ ∫BNr (0) h(εz)|un−u|qdz+
∫
[BNr (0)]c
h(εz)|un−u|qdz.
Pela Desigualdade de Ho¨lder (Teorema C.2) e o Teorema de Imersa˜o de Sobolev (Teorema
C.7), temos∣∣∣∣∫
RN
h(εz)|un−u|qdz
∣∣∣∣ ≤ ‖h‖#(∫BNr (0)(|un−u|q) pq dz
) q
p
+
(∫
[BNr (0)]c
h(εz)
p
p−q dz
) p−q
p
‖un−u‖qLp(RN)
≤ ‖h‖#
(∫
BNr (0)
|un−u|pdz
) q
p
+Sq
(∫
[BNr (0)]c
h(εz)
p
p−q dz
) p−q
p
‖un−u‖q.
Como {un} e´ limitada em H1(RN) e un→ u em Lploc(RN),∣∣∣∣∫
RN
h(εz)|un−u|qdz
∣∣∣∣≤C′σ+on(1), para todo σ> 0.
Sendo assim,
limsup
n→∞
∣∣∣∣∫
RN
h(εz)|un−u|qdz
∣∣∣∣≤C′σ.
Fazendo σ→ 0, concluı´mos que para n suficientemente grande
∫
RN
h(εz)|un−u|qdz = on(1),
completando a afirmac¸a˜o.
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Afirmamos, tambe´m, que
∫
RN
f (εz)|un−u|pdz =
∫
RN
f∞|un−u|pdz+on(1). (1.21)
Com efeito, por ( f1), dado ς > 0, existe R > 0 tal que | f (εz)− f∞| < ς, para todo |z| > R.
Enta˜o,∣∣∣∣∫
RN
f (εz)|un−u|pdz−
∫
RN
f∞|un−u|pdz
∣∣∣∣ = ∣∣∣∣∫
RN
(
f (εz)− f∞
)|un−u|pdz∣∣∣∣
≤
∫
[BNR (0)]
c
∣∣ f (εz)− f∞∣∣|un−u|pdz
+
∫
BNR (0)
∣∣ f (εz)− f∞∣∣|un−u|pdz
≤ Cς+‖ f (ε)− f∞‖∞
∫
BNR (0)
|un−u|pdz.
Fazendo n→ ∞ na desigualdade acima e usando o fato de un→ u em Lploc(RN), obtemos
limsup
n→∞
∣∣∣∣∫
RN
f (εz)|un−u|pdz−
∫
RN
f∞|un−u|pdz
∣∣∣∣≤Cς, para todo ς> 0.
Como ς> 0 e´ arbitra´rio, concluı´mos que
∫
RN
f (εz)|un−u|pdz−
∫
RN
f∞|un−u|pdz = on(1),
demonstrando o que querı´amos.
Seja pn = un−u. Suponha que pn 9 0 em H1(RN). Temos
‖pn‖2 = 〈pn, pn〉= 〈un−u,un−u〉= ‖un‖2+‖u‖2−2〈un,u〉 .
Como un ⇀ u em H1(RN), temos 〈un,u〉= ‖u‖2− 12on(1). Assim,
‖pn‖2 = ‖un‖2+‖u‖2−2‖u‖2+on(1)
= ‖un‖2−‖u‖2+on(1).
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Por (1.18) - (1.21), deduzimos que:
‖pn‖2 =
∫
RN
f (εz)|un|pdz−
∫
RN
ε
2(p−q)
p−2 h(εz)|un|qdz−
∫
RN
f (εz)|u|pdz
+
∫
RN
ε
2(p−q)
p−2 h(εz)|u|qdz+on(1)
=
∫
RN
f (εz)|un−u|pdz+on(1)
=
∫
RN
f∞|pn|pdz+on(1).
Enta˜o,
I∞(pn) =
1
2
‖pn‖2− 1p
∫
RN
f∞|pn|pdz
=
1
2
‖pn‖2− 1p‖pn‖
2+on(1)
=
(
1
2
− 1
p
)
‖pn‖2+on(1)> 0.
Pelo Teorema B.5, existe uma sequeˆncia {sn} ⊂R+ tal que
sn = 1+on(1), sn pn ⊂ N∞ e I∞(sn pn) = I∞(pn)+on(1).
Assim,
γ∞ ≤ I∞(sn pn)
= I∞(pn)+on(1)
= Jε(un)− Jε(u)+on(1)
= β− Jε(u)+on(1).
Daı´, como β< γ∞−C0α
2
2−q e Jε(u)≥−C0α
2
2−q (veja Lema 1.14), segue-se que
γ∞ < γ∞−C0α
2
2−q +C0α
2
2−q +on(1)
= γ∞+on(1),
que e´ um absurdo. Portanto, un→ u em H1(RN), demonstrando que Jε satisfaz a condic¸a˜o
(PS)β.
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Observac¸a˜o 1.17 Da expressa˜o de C′0 no Lema 1.14 e de (1.3), temos
C
′
0 =
(p−2)(2−q) pp−2
2pq[ fmax(p−q)]
2
p−2 S
2p
p−2
=
2−q
q
(
2−q
p−q
) 2
p−2
[
p−2
2p( fmax)
2
p−2 S
2p
p−2
]
=
2−q
q
(
2−q
p−q
) 2
p−2
γmax
< γmax < γ∞.
Daı´, como −C′0 ≤ −C0α
2
2−q , desde que 0 < α < α0, temos 0 < γ∞−C′0 ≤ γ∞−C0α
2
2−q .
Donde,
γ∞−C0α
2
2−q > 0,
para 0 < α< α0.
Pelo Lema 1.13 (i), existe uma {un} ⊂Mε sequeˆncia (PS)αε para Jε. Enta˜o, provare-
mos que (Eε) admite uma soluc¸a˜o positiva u0 em RN .
Teorema 1.18 Suponha que ( f1) e (h1) valem. Se 0 < α
(
= ε
2(p−q)
p−2
)
< α0, enta˜o existe,
pelo menos, uma soluc¸a˜o positiva u0 de (Eε) em RN . Ale´m disso, temos que u0 ∈M+ε e
Jε(u0) = αε = α+ε ≥−C0α
2
2−q . (1.22)
Demonstrac¸a˜o. Pelo Lema 1.13 (i), existe uma sequeˆncia minimizante {un} ⊂Mε para Jε
tal que
Jε(un) = αε+on(1) e J′ε(un) = on(1) em H
−1(RN).
Pelo Lema 1.12 (i) e a observac¸a˜o 1.17, temos
αε < 0 < γ∞−C0α
2
2−q .
Assim, pelo Lema 1.16, existem uma subsequeˆncia {un} e u0 ∈ H1(RN) tais que un → u0
em H1(RN). Pela continuidade de Jε temos que Jε(un)→ Jε(u0). Mas Jε(un)→ αε quando
n→ ∞, pois {un} e´ uma sequeˆncia minimizante para Jε em Mε. Pela unicidade do limite
temos Jε(u0) = αε. Logo, pelo Lema 1.8, temos que u0 e´ ponto crı´tico para o funcional Jε e,
portanto, uma soluc¸a˜o de (Eε) em RN .
Afirmac¸a˜o: u0 ∈M+ε . De fato, caso contra´rio, u0 deveria estar em M−ε , visto que, pelo Lema
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1.7, M0ε = /0. Observe que: ∫
RN
αh(εz)|u0|qdz > 0,
pois, caso contra´rio, ∫
RN
αh(εz)|u0|qdz = 0,
enta˜o, pelo Teorema da Convergeˆncia Dominada de Lebesgue (Teorema C.3), temos
lim
n→∞
∫
RN
αh(εz)|un|qdz =
∫
RN
αh(εz)|u0|qdz = 0,
o que implica, juntamente com (1.5),
‖un‖2 =
∫
RN
f (εz)|un|pdz+on(1).
Dessa forma,
Jε(un) =
1
2
||un||2− 1p
∫
RN
f (εz)|un|pdz− 1q
∫
RN
ε
2(p−q)
p−2 h(εz)|un|qdz
=
1
2
‖un‖2− 1p‖un‖
2+on(1)
=
(
1
2
− 1
p
)
‖un‖2+on(1),
implicando que lim
n→∞Jε(un) =
(
1
2 − 1p
)
‖un‖2 > 0, pois p > 2, que e´ uma contradic¸a˜o, pois
Jε(un)→ αε < 0. Pelo Lema 1.11 (ii) existem nu´meros positivos t+ < t¯ < t− = 1 tais que
t+u0 ∈M+ε , t−u0 ∈M−ε e
Jε(t+u0)< Jε(t−u0) = Jε(u0) = αε,
contradic¸a˜o, pois Jε(t+u0) ≥ α+ε ≥ αε. Daı´, u0 ∈ M+ε e −C0α
2
2−q ≤ Jε(u0) = αε = α+ε ,
completando a afirmac¸a˜o.
Como Jε(|u0|) = Jε(u0) podemos assumir sem perda de generalidade que u0 e´ na˜o
negativa e, pelo Princı´pio do Ma´ximo (Teorema C.13), concluı´mos que u0 e´ soluc¸a˜o positiva
de (Eε) em RN .
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1.3 Existeˆncia de Mu´ltiplas Soluc¸o˜es Positivas
No que segue, assumiremos que f e h satisfazem ( f1), ( f2) e (h1). Seja w ∈H1(RN) a
u´nica soluc¸a˜o positiva, radialmente sime´trica, da equac¸a˜o (E0) emRN para f = fmax. Temos
as seguintes propriedades (veja [6], [7], [17] ou [23])
i) w ∈ L∞(RN)∩C2,θloc(RN) para algum 0 < θ< 1 e lim|z|→∞w(z) = 0;
ii) Para qualquer ε> 0, existem nu´meros positivos c1, cε2 e c
ε
3 tais que, para todo z ∈RN ,
cε2exp(−(1− ε)|z|)≤ w(z)≤ c1exp(−|z|)
e
|∇w(z)| ≤ cε3exp(−(1− ε)|z|).
Para 1≤ i≤ k, definimos
wiε(z) = w
(
z− a
i
ε
)
, onde f (ai) = fmax.
Claramente, wiε(z) ∈ H1(RN). Pelo Lema 1.11 (ii), existe um u´nico nu´mero (t iε)− > 0
tal que
(t iε)
−wiε ∈M−ε ⊂Mε, para 1≤ i≤ k.
Agora, provaremos que
lim
ε→0+
sup
t≥0
(Jε(t iε)
−wiε)≤ γmax uniformemente em i.
Lema 1.19 Temos:
i) Existe um nu´mero t0 tal que para todo 0≤ t ≤ t0 e qualquer ε> 0, tem-se
Jε(twiε)< γmax uniformemente em i;
ii) Existem nu´meros positivos t1 e ε1 tal que para qualquer t > t1 e 0 < ε< ε1, vale
Jε(twiε)< 0 uniformemente em i.
Demonstrac¸a˜o. i) Como Jε e´ contı´nua em H1(RN), wiε e´ uniformemente limitada em
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H1(RN) e para qualquer ε> 0 e γmax > 0, existe t0 > 0 tal que para 0≤ t ≤ t0,
Jε(twiε)< γmax, para todo ε> 0.
ii) Como f e´ contı´nua, existe r0 > 0 tal que f (z)≥ fmax2 , para z ∈ BNr0(ai) uniformemente em
i. Enta˜o, existe ε1 > 0 tal que para 0 < ε< ε1
Jε(twiε) =
t2
2
‖wiε‖2−
t p
p
∫
RN
f (εz)(wiε)
pdz− t
q
q
∫
RN
αh(εz)(wiε)
qdz
≤ t
2
2
‖wiε‖2−
t p
p
∫
RN
f (εz)(wiε)
pdz
=
t2
2
∫
RN
(|∇wiε|2+(wiε)2)−
t p
p
∫
RN
f (εz)(wiε)
pdz
≤ t
2
2
∫
RN
(|∇w|2+w2)dz− t
p
p
∫
BN1 (0)
f (εz+ai)wpdz
≤ t
2
2
∫
RN
(|∇w|2+w2)dz− t
p
2p
∫
BN1 (0)
fmaxwpdz,
o que implica que Jε(twiε)→−∞, quando t→+∞, pois p > 2. Assim, existe t1 > 0 tal que
para qualquer t > t1 e 0 < ε< ε1
Jε(twiε)< 0 uniformemente em i.
Lema 1.20 Suponha ( f1), ( f2) e (h1). Se
0 < α
(
= ε
2(p−q)
p−2
)
<
q
2
α0,
enta˜o
lim
ε→0+
sup
t≥0
Jε(twiε)≤ γmax uniformemente em i.
Demonstrac¸a˜o. Pelo Lema 1.19, basta mostrar que
lim
ε→0+
sup
t0≤t≤t1
Jε(twiε)≤ γmax uniformemente em i.
Sabemos que sup
t≥0
Imax(tw) = γmax. Para t0 < t < t1, temos
Jε(twiε) =
1
2
‖twiε‖2−
1
p
∫
RN
f (εz)(twiε)
pdz− 1
q
∫
RN
αh(εz)(twiε)
qdz.
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Como wiε(z) = w
(
z− aiε
)
, obtemos
Jε(twiε) =
t2
2
∫
RN
[∣∣∣∣∇w(z− aiε
)∣∣∣∣2+w(z− aiε
)2]
dz− t
p
p
∫
RN
f (εz)
[
w
(
z− a
i
ε
)]p
dz
−t
q
q
∫
RN
αh(εz)
[
w
(
z− a
i
ε
)]q
dz.
Usando o fato do RN ser invariante por translac¸a˜o, temos
Jε(twiε) =
t2
2
∫
RN
[|∇w|2+w2]− t
p
p
∫
RN
fmaxwpdz+
t p
p
∫
RN
fmaxwpdz
−t
p
p
∫
RN
f (εz)
[
w
(
z− a
i
ε
)]p
dz− t
q
q
∫
RN
αh(εz)
[
w
(
z− a
i
ε
)]q
dz
= Imax(tw)+
t p
p
∫
RN
(
fmax− f (εz)
)[
w
(
z− a
i
ε
)]p
dz
−t
q
q
∫
RN
αh(εz)
[
w
(
z− a
i
ε
)]q
dz
≤ γmax+ t
p
1
p
∫
RN
(
fmax− f (εz)
)[
w
(
z− a
i
ε
)]p
dz− t
q
0
q
∫
RN
αh(εz)
[
w
(
z− a
i
ε
)]q
dz.
Como
∫
RN
(
fmax− f (εz)
)[
w
(
z− a
i
ε
)]p
dz =
∫
RN
(
fmax− f (εz+ai)
)
wpdz = oε(1),
quando ε→ 0+ uniformemente em i e
α
∫
RN
h(εz)
[
w
(
z− a
i
ε
)]q
dz≤ ε
2(p−2)
p−q ‖h‖#Sq‖w‖q = oε(1),
quando ε→ 0+, enta˜o
lim
ε→0+
sup
t0≤t≤t1
Jε(twiε)≤ γmax,
donde,
lim
ε→0+
sup
t≥0
Jε(twiε)≤ γmax uniformemente em i.
Aplicando os resultados dos Lemas 1.11, 1.12 (ii) e 1.20, podemos deduzir que
0 < d0 ≤ α−ε ≤ γmax+oε(1), quando ε→ 0+.
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Como γmax < γ∞, existe ε0 > 0 tal que
γmax < γ∞−C0α
2
2−q , para qualquer ε< ε0. (1.23)
Como os pontos de ma´ximos a1, a2, . . ., ak da func¸a˜o f sa˜o distintos, iremos fixar
0 < ρ0 < 1 de modo que
BNρ0(ai)∩BNρ0(a j) = /0, para i , j e 1≤ i, j ≤ k,
onde BNρ0(ai) = {z ∈RN : |z−ai| ≤ ρ0} e f (ai) = fmax. Defina
K = {ai : 1≤ i≤ k}
e
Kρ0
2
=
k⋃
i=1
BNρ0
2
(ai).
Suponha que
k⋃
i=1
BNρ0(ai)⊂ BNr0(0), para algum r0 > 0.
Seja
Qε : H1(RN)\{0} →RN
u 7→ Qε(u) =
∫
RN
χ(εz)|u|pdz∫
RN
|u|pdz
,
onde χ :RN →RN , χ(z) = z para |z| ≤ r0 e χ(z) = r0z|z| para |z|> r0.
Lema 1.21 Existe 0 < ε0 ≤ ε0 tal que se 0 < ε < ε0, enta˜o Qε
(
(t iε)
−wiε
) ∈ Kρ0
2
para cada
1≤ i≤ k.
Demonstrac¸a˜o. Como
Qε((t iε)
−wiε) =
∫
RN
χ(εz)|(t iε)−wiε|pdz∫
RN
|(t iε)−wiε|pdz
=
∫
RN
χ(εz)
∣∣∣∣w(z− aiε
)∣∣∣∣p dz∫
RN
∣∣∣∣w(z− aiε
)∣∣∣∣p dz =
∫
RN
χ(εz+ai)|w(z)|pdz∫
RN
|w(z)|pdz
,
segue do Teorema da Convergeˆncia Dominada de Lebesgue que Qε((t iε)
−wiε)→ ai quando
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ε→ 0+. Portanto, existe ε0 > 0 tal que
Qε((t iε)
−wiε) ∈ Kρ0
2
,
para todo ε< ε0 e para cada 1≤ i≤ k.
Lema 1.22 Existe um nu´mero δ¯> 0 tal que se u ∈ Nε e Iε(u)≤ γmax+ δ¯, enta˜o Qε(u) ∈ Kρ0
2
,
para todo 0 < ε< ε0.
Demonstrac¸a˜o. Suponha, por contradic¸a˜o, que existe uma sequeˆncia {εn} ⊂ R+ e {un} ⊂
Nεn tais que
εn→ 0, Iεn(un) = γmax+on(1), quando n→ ∞ (1.24)
e
Qεn(un) < Kρ0/2 para todo n ∈RN . (1.25)
Temos que {un} e´ limitada em H1(RN). De fato, se para alguma subsequeˆncia tive´ssemos
‖un‖ → +∞, enta˜o acarretaria Iεn(un)→ +∞, o que contraria (1.24). Suponha que un→ 0
em Lp(RN). Como
‖un‖2 =
∫
RN
f (εnz)|un|pdz, para cada n ∈N,
pois un ∈ Nεn , e
Iεn(un) =
1
2
‖un‖2− 1p
∫
RN
f (εnz)|un|pdz
= γmax+on(1),
concluı´mos que
γmax+on(1) = Iεn(un) =
(
1
2
− 1
p
)∫
RN
f (εnz)|un|pdz = on(1),
que e´ um absurdo, pois γmax > 0. Assim,
un 9 0 em Lp(RN). (1.26)
Aplicando o Lema de Lions (Teorema C.9), existe uma constante d0 > 0 e uma sequeˆncia
46
{zn} ⊂RN tal que ∫
BN1 (zn)
|un(z)|2dz≥ d0 > 0. (1.27)
Com efeito, se (1.27) na˜o ocorresse, terı´amos
∫
BN1 (z¯n)
|un(z)|2dz→ 0.
Consequentemente, como {un} e´ limitada em H1(RN), pelo Lema de Lions, terı´amos {un}→
0 em Lp(RN), o que contradiz (1.26).
Seja vn(z) = un(z+ z˜n). Enta˜o, existe uma subsequeˆncia {vn} e v ∈ H1(RN) tais
que vn ⇀ v em H1(RN). Usando um ca´lculo similar ao Lema 1.11, existe uma sequeˆncia
{snmax} ⊂R+ tal que
v˜n = snmaxvn ∈ Nmax
e
0 < γmax = inf
u∈Nmax
Imax(u)≤ Imax(v˜n)≤ Iεn(snmaxun)≤ sup
t≥0
Iεn(tun) = Iεn(un) = γmax+on(1),
onde a u´ltima iguadade segue de (1.24). Assim,
{snmaxun} ⊂ Nmax e Iεn(snmaxun)→ γmax.
Logo, podemos supor que {snmax} satisfaz snmax → s0, para algum s0 > 0. Enta˜o, existem
subsequeˆncias {v˜n} e v˜ ∈ H1(RN) tais que v˜n ⇀ v˜(= s0v) em H1(RN). Por (1.27), temos
v˜ , 0. Ale´m disso, podemos obter que
v˜n→ v˜ em H1(RN)
e
Imax(v˜) = γmax.
Agora, queremos mostrar que existe uma subsequeˆncia {zn} = {εnz˜n} tal que zn →
z0 ∈ K.
Afirmac¸a˜o 1: {zn} e´ uma sequeˆncia limitada emRN . Suponha por contradic¸a˜o que |zn| →∞,
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enta˜o
γmax = Imax(v˜)
< I∞(v˜)
≤ liminf
n→∞
[
1
2
‖v˜n‖2− 1p
∫
RN
f (εnz+ zn)|v˜n|pdz
]
= liminf
n→∞
[
(snmax)
2
2
‖un‖2− (s
n
max)
p
p
∫
RN
f (εnz)|un|pdz
]
= liminf
n→∞ Iεn(s
n
maxun)
≤ liminf
n→∞ Iεn(un) = γmax.
Donde, γmax < γmax, o que e´ um absurdo.
Afirmac¸a˜o 2: z0 ∈ K. De fato, suponha que z0 < K, isto e´, f (z0) < fmax. Enta˜o, usando os
mesmos argumentos acima, obtemos
γmax = Imax(v˜)
=
1
2
‖v˜‖2− 1
p
∫
RN
fmax|v˜|pdz
<
1
2
‖v˜‖2− 1
p
∫
RN
f (z0)|v˜|pdz
≤ liminf
n→∞
[
1
2
‖v˜n‖2− 1p
∫
RN
f (εnz+ zn)|v˜n|pdz
]
= γmax,
acarretando γmax < γmax, o que e´ um absurdo. Como vn→ v , 0 em H1(RN), temos que
Qεn(un) =
∫
RN
χ(εnz)|vn(z− z˜n)|pdz∫
RN
|vn(z− z˜n)|pdz
=
∫
RN
χ(εnz+ εnz˜n)|vn|pdz∫
RN
|vn|pdz
.
Passando ao limite quando n→ ∞,
Qεn(un)→ z0 ∈ Kρ0
2
,
que e´ uma contradic¸a˜o com (1.25). Portanto, existe um nu´mero δ¯ > 0 tal que se u ∈ Nε e
48
Iε(u)≤ γmax+ δ¯, tem-se
Qε(u) ∈ Kρ0
2
para qualquer 0 < ε< ε0.
De (1.23), escolha 0 < δ0 < δ¯ tal que
γmax+δ0 < γ∞−C0α
2
2−q para qualquer 0 < ε< ε0. (1.28)
Para cada 1≤ i≤ k, defina as vizinhanc¸as em M−ε ,
Oiε =
{
u ∈M−ε : |Qε(u)−ai|< ρ0
}
e suas fronteiras
∂Oiε =
{
u ∈M−ε : |Qε(u)−ai|= ρ0
}
.
Considere tambe´m os nu´meros
βiε = inf
u∈Oiε
Jε(u) e β˜iε = inf
u∈∂Oiε
Jε(u).
Lema 1.23 Se u ∈ M−ε e Jε(u) ≤ γmax + δ02 , enta˜o existe um nu´mero 0 < ε¯ < ε0 tal que
Qε(u) ∈ Kρ0
2
para qualquer 0 < ε< ε¯.
Demonstrac¸a˜o. Usando um ca´lculo similar ao que foi feito para obter (1.16), obtemos um
u´nico nu´mero positivo
suε =
 ‖u‖2∫
RN
f (εz)|u|pdz

1
p−2
tal que suεu ∈ Nε.
Afirmac¸a˜o: suε < c, para alguma constante c > 0 (independente de u). Como u ∈M−ε ⊂Mε,
enta˜o 〈J′ε(u),u〉= 0. Ale´m disso, temos tambe´m
0 < d0 ≤ α−ε ≤ Jε(u)≤ γmax+
δ0
2
.
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Assim,
0 < d0 ≤ Jε(u)
=
(
1
2
− 1
p
)
‖u‖2−
(
1
q
− 1
p
)∫
RN
αh(εz)|u|qdz
≤ p−2
2p
‖u‖2,
isto e´,
‖u‖2 ≥ p−2
2p
d0 = c1 > 0. (1.29)
Como Jε e´ coercivo em Mε e Jε(u)≤ γmax+ δ02 , enta˜o temos que existe uma constante
c2 > 0 (independente de u) tal que
‖u‖2 < c2. (1.30)
Logo, por (1.29) e (1.30), temos
0 < c1 ≤ ‖u‖2 < c2. (1.31)
Provaremos agora que
‖u‖pLp(RN) > c3 > 0. (1.32)
De fato, suponha que (1.32) na˜o ocorre, logo existe uma sequeˆncia {un} ⊂M−ε tal que
‖u‖pLp(RN) = on(1) quando n→ ∞.
Por (1.8) e (1.29),
2−q
p−q <
∫
RN
f (εz)|un|pdz
‖un‖2 ≤
fmax‖un‖pLp(RN)
c1
= on(1),
que e´ uma contradic¸a˜o, pois 2−qp−q > 0. Segue enta˜o que (1.32) vale.
Assim, por (1.31), (1.32) e da expressa˜o de suε , existe c > 0 (independente de u) tal
que suε < c, completando a demonstrac¸a˜o da afirmac¸a˜o.
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Agora, obtemos que
γmax+
δ0
2
≥ Jε(u) = sup
t≥0
Jε(tu)≥ Jε(suεu)
=
1
2
‖suεu‖2−
1
p
∫
RN
f (εz)|suεu|pdz−
1
q
∫
RN
αh(εz)|suεu|qdz
≥ Iε(suεu)−
1
q
∫
RN
αh(εz)|suεu|qdz.
Da desigualdade acima, deduzimos que
Iε(suεu) ≤ γmax+
δ0
2
+
1
q
∫
RN
αh(εz)|suεu|qdz
≤ γmax+ δ02 +α‖h‖#S
q‖suεu‖q
< γmax+
δ0
2
+αcq(c2)
q
2‖h‖#Sq,
onde α= ε
2(p−q)
p−2 . Daı´, existe 0 < ε¯< ε0 tal que, para 0 < ε< ε¯,
Iε(suεu)≤ γmax+
δ0
2
, onde suεu ∈ Nε.
Pelo Lema 1.22, obtemos
Qε(suεu) =
∫
RN
χ(εz)|suεu(z)|pdz∫
RN
|suεu(z)|pdz
∈ Kρ0
2
,
para qualquer 0 < ε< ε¯ ou Qε(u) ∈ Kρ0
2
, para qualquer 0 < ε< ε¯.
Aplicando o Lema acima, obtemos que
β˜iε ≥ γmax+
δ0
2
para qualquer 0 < ε< ε¯. (1.33)
Com efeito, se (1.33) na˜o vale, segue da definic¸a˜o de β˜iε que existe u ∈ ∂Oiε tal que Jε(u)<
γmax+ δ02 . Assim, pelo Lema 1.23, temos que Qε(u) ∈ Kρ0/2, para todo 0 < ε< ε¯, enta˜o
Qε(u) ∈ BNρ0
2
(a j),
para algum j ∈ {1, ...,k}, que e´ uma contradic¸a˜o, pois |Qε(u)− a j| = ρ0. Portanto, (1.33)
vale.
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Pelo Lema 1.21, existe ε0 > 0 tal que
Qε((t iε)
−wiε) ∈ Kρ0/2,
para cada 1 ≤ i ≤ k e 0 < ε < ε0. Segue da definic¸a˜o de Kρ0/2 que (t iε)−wiε ∈ Oiε. Usando a
definic¸a˜o de βiε, o Lema 1.20 e a equac¸a˜o (1.28), obtemos
βiε = inf
u∈Oiε
Jε(u)≤ Jε((t iε)−wiε)≤ sup
t≥0
Jε(twiε)≤ γmax+
δ0
3
< γ∞−C0α
2
2−q , (1.34)
para qualquer 0 < ε< ε∗.
Lema 1.24 Dado u ∈ Oiε, enta˜o existem η> 0 e um funcional diferencia´vel
l : B(0,η)⊂ H1(RN)→R+
tais que
l(0) = 1, l(v)(u− v) ∈ Oiε, para qualquer v ∈ Bη(0)
e
〈l′(v),φ〉 |(l,v)=(1,0)=
〈ψ′ε(u),φ〉
〈ψ′ε(u),u〉
, (1.35)
para qualquer φ ∈C∞c (RN), onde ψε(u) = 〈J′ε(u),u〉.
Demonstrac¸a˜o. Para u ∈ Oiε, defina uma func¸a˜o F :R×H1(RN)→R por
F(τ,w) = 〈J′ε(τ(u−w)),τ(u−w)〉.
Logo, pela definic¸a˜o de J′ε,
F(τ,w) = ‖τ(u−w)‖2−
∫
RN
f (εz)|τ(u−w)|pdz−
∫
RN
αh(εz)|τ(u−w)|qdz
e, assim,
F(τ,w) = τ2‖u−w‖2− τp
∫
RN
f (εz)|u−w|pdz− τq
∫
RN
αh(εz)|u−w|qdz.
Daı´,
F(1,0) = ‖u‖2−
∫
RN
f (εz)|u|pdz−
∫
RN
αh(εz)|u|qdz
= 〈J′ε(u),u〉= 0
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(pois u ∈M−ε (u ∈Mε)). Derivando F em relac¸a˜o a τ, obtemos
d
dτ
F(τ,w) = 2τ‖u−w‖2− pτp−1
∫
RN
f (εz)|u−w|pdz−qτq−1
∫
RN
αh(εz)|u−w|qdz.
Logo,
d
dτ
F(1,0) = 2‖u−w‖2− p
∫
RN
f (εz)|u|pdz−q
∫
RN
αh(εz)|u|qdz
= 〈ψ′ε(u),u〉 , 0 (u ∈M−ε ).
Ale´m disso,
∂
∂w
F(τ,w)(φ) = −2τ2(u−w/φ)+ pτp
∫
RN
f (εz)|u−w|p−2(u−w)φdz
+qτq
∫
RN
αh(εz)|u−w|q−2(u−w)φdz.
Daı´,
∂
∂w
F(1,0)(φ) =−2(u/φ)+ p
∫
RN
f (εz)|u|p−2uφdz+q
∫
RN
αh(εz)|u|q−2uφdz.
Logo, pelo Teorema da Func¸a˜o Implı´cita, existem η > 0 e uma func¸a˜o diferencia´vel l :
Bη(0)⊂ H10 (RN)→R tais que l(0) = 1, F(l(v),v) = 0, para todo v ∈ Bη(0) e
〈l′(0),φ〉= −
∂F
∂w(1,0)
dF
dτ (1,0)
=
〈ψ′ε(u),φ〉
〈ψ′ε(u),u〉
.
Lema 1.25 Para cada 1≤ i≤ k, existe uma sequeˆncia (PS)βiε , {un} ⊂Oiε, em H1(RN) para
Jε.
Demonstrac¸a˜o. Para cada 1≤ i≤ k, por (1.33) e (1.34),
βiε ≤ γmax+
δ0
3
< δmax+
δ0
2
= β˜iε,
para todo 0 < ε< ε∗, ou seja,
βiε < β˜
i
ε, para qualquer 0 < ε< ε
∗. (1.36)
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Enta˜o,
βiε = inf
u∈Oiε∪∂Oiε
Jε(u),
para qualquer 0 < ε< ε∗.
Considere {uin}⊂Oiε∪∂Oiε uma sequeˆncia minimizante para βiε. Aplicando o Princı´pio
Variacional de Ekeland (Teorema C.11), existe uma subsequeˆncia {uin} tal que
Jε(uin) = β
i
ε+
1
n
e
Jε(uin)≤ Jε(u)+
‖w−uin‖2
n
, para qualquer w ∈ Oiε∪∂Oiε. (1.37)
Usando (1.36), podemos assumir que uin ∈ Oiε, para n suficientemente grande. Pelo Lema
1.24, existem ηin > 0 e um funcional diferencia´vel
lin : B(o,η
i
n)⊂ H1(RN)→R+
tais que
lin(0) = 1, l
i
n(v)(u
i
n− v) ∈ Oiε, v ∈ Bηin(0)
e
〈l′(v),φ〉 |(l,v)=(1,0)=
〈ψ′ε(u),φ〉
〈ψ′ε(u),u〉
. (1.38)
Seja vσ = σv com ‖v‖= 1 e 0 < σ< ηin. Enta˜o,
vσ ∈ Bηin(0) e wσ := lin(vσ)(uin− vσ) ∈ Oiε.
Desde que Jε e´ de classe C1, segue de (1.37) que
‖wσ−uin‖H
n
≥ Jε(uin)− Jε(wσ)
=
∫ 1
0
d
dt
Jε(tuin+(1− t)wσ)dt
=
∫ 1
0
J′ε(tu
i
n+(1− t)wσ)(uin−wσ)dt
= 〈J′ε(t0uin+(1− t0)wσ),uin−wσ〉, onde t0 ∈ (0,1)
≥ 〈J′ε(tuin),uin−wσ〉+o(‖uin−wσ‖).
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Substituindo o valor de wσ, temos
‖wσ−uin‖H
n
≥ 〈J′ε(tuin),uin− lin(vσ)(uin− vσ)〉+o(‖uin−wσ‖)
= 〈J′ε(tuin),uin− lin(vσ)uin− lin(vσ)vσ〉+o(‖uin−wσ‖)
= 〈J′ε(tuin), lin(vσ)σv〉+ 〈J′ε(tuin),uin(1− lin)〉+o(‖uin−wσ‖).
Fazendo σ→ 0, temos lin(vσ)→ lin(0) = 1 e, daı´
|〈J′ε(uin),v〉| ≤ σlin(σv)〈J′ε(uin),v〉+o(‖uin−wσ‖),
onde o(‖u
i
n−wσ‖)
‖uin−wσ‖ → 0, quando σ→ 0. Assim,
|〈J′ε(uin),v〉| ≤
‖wσ−uin|(1n + |o(1)|)
σ|lin(σv)|
.
Como wσ = lin(u
i
n− vσ), segue que
|〈J′ε(uin),v〉| ≤
‖lin(vσ)(uin− vσ)−uin‖(1n + |o(1)|)
σ|lin(σv)|
.
Sabendo-se que vσ = σv, temos
|〈J′ε(uin),v〉| ≤
‖lin(vσ)(uin−σv)−uin‖
(1
n + |o(1)|
)
σ|lin(σv)|
=
‖uin(lin(σv)−1)−σvlin(σv)‖
(1
n + |o(1)|
)
σ|lin(σv)|
.
Como lin(0) = 1, segue que
|〈J′ε(uin),v〉| ≤
‖uin(lin(σv)− lin(0))−σvlin(σv)‖
(1
n + |o(1)|
)
σ|lin(σv)|
≤ ‖u
i
n‖|lin(σv)− lin(0)|−σ‖v‖|lin(σv)|
σ|lin(σv)|
(
1
n
+ |o(1)|
)
=
(‖uin‖|lin(σv)− lin(0)|
σ|lin(σv)|
+1
)(
1
n
+ |o(1)|
)
.
Tomando o limite quando σ→ 0 e observando que (‖uin‖) e´ limitada, obtemos
|〈J′ε(uin),v〉| ≤ (C‖(lin)′(0)‖+1)
(
1
n
+ |o(1)|
)
.
onde o(1)→ 0 quando σ→ 0.
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Mostraremos agora que ‖(lin)′(0)‖ ≤ c. Dada φ ∈C∞0 , temos∣∣〈ψ′ε(uin),φ〉∣∣≤ 2|(uin|φ)|+ p ∣∣∣∣∫
RN
f (εz)|uin|p−2uinφdz
∣∣∣∣+q ∣∣∣∣∫
RN
αh(εz)|uin|q−2uinφdz
∣∣∣∣ .
Pela Desigualdade de Cauchy-Schwarz e a limitac¸a˜o de (‖uin‖), temos |(uin|φ)| ≤ ‖uin‖‖φ‖ ≤
C1‖φ‖. Usando a Desigualdade de Ho¨lder (Teorema C.2) e as Imerso˜es de Sobolev (Teorema
C.7), ∣∣∣∣∫
RN
f (εz)|uin|p−2uinφdz
∣∣∣∣≤ fmax‖uin‖p−1Lp(RN)‖φ‖Lp(RN) ≤C2‖φ‖.
e ∣∣∣∣∫
RN
αh(εz)|uin|q−2uinφdz
∣∣∣∣≤ α‖h‖∞‖uin‖p−1Lp(RN)‖φ‖Lp(RN) ≤C3‖φ‖.
Logo, ∣∣〈ψ′ε(uin),φ〉∣∣≤C4‖φ‖. (1.39)
Afirmamos que ∣∣〈ψ′ε(uin),un〉∣∣>C5. (1.40)
Como uin ∈M−ε ⊂Mε, temos
〈
ψ′ε(u
i
n),u
i
n
〉
= (2−q)‖uin‖2− (p−q)
∫
RN
f (εz)|uin|pdz.
De (1.31)
0 < c1 ≤ ‖u‖< c2, para todo u ∈M−ε ,
donde
‖uin‖2 >C6
e ∫
RN
f (εz)|uin|pdz≤ fmax‖uin‖pLp(RN) ≤ fmaxSp‖uin‖p < fmaxSpc
p
2 .
Assim,
∣∣〈ψ′ε(uin),uin〉∣∣ = ∣∣∣∣(2−q)‖uin‖2− (p−q)∫
RN
f (εz)|uin|pdz
∣∣∣∣
≥ ∣∣(2−q)‖uin‖2∣∣− ∣∣∣∣(p−q)∫
RN
f (εz)|uin|pdz
∣∣∣∣
> (2−q)C6− (p−q) fmaxSpcp2 =C5,
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mostrando (1.40). Enta˜o, de (1.39) e (1.40), temos
∣∣〈(lin(0))′,φ〉∣∣= ∣∣∣∣ 〈ψ′ε(uin),φ〉〈ψ′ε(uin),uin〉
∣∣∣∣≤ C4C5‖φ‖.
e, portanto, de (1.35) ‖(lin)
′
(0)‖ e´ limitada para todo n e i e, consequentemente, J′ε(uin) =
on(1) fortemente em H−1(RN) quando n→ ∞.
Usando os resultados mostrados anteriormente, mostraremos que a equac¸a˜o (Eλ) tem
k+1 soluc¸o˜es positivas em RN .
Teorema 1.26 Suponha que ( f1), ( f2), (h1) e que existe um nu´mero positivo λ∗(λ∗ = (ε∗)2)
tal que para λ> λ∗, enta˜o a equac¸a˜o (Eλ) tem k+1 soluc¸o˜es positivas em RN .
Demonstrac¸a˜o. Para cada 1 ≤ i ≤ k, existe uma sequeˆncia {un} ⊂M−ε (PS)βiε em H1(RN)
para Jε. De (1.34), temos
βiε < γ∞− c0α
2
2−q .
Como Jε satisfaz a condic¸a˜o (PS)β para todo β ∈ (−∞,γ∞− c0α
2
2−q ), enta˜o Jε tem, pelo
menos, k pontos crı´ticos em M−ε para 0 < ε < ε∗. Seja u+ = max{u,0}. Substituindo os
termos ∫
RN
f (εz)|u|pdz e
∫
RN
ε
2(p−q)
p−2 h(εz)|u|qdz
do funcional por ∫
RN
f (εz)up+dz e
∫
RN
ε
2(p−q)
p−2 h(εz)uq+dz,
respectivamente, segue que a equac¸a˜o (Eλ) tem k soluc¸o˜es na˜o negativa em RN . Aplicando
o Princı´pio do Ma´ximo (Teorema C.13) e o Teorema 1.18, a equac¸a˜o (Eλ) tem k+1 soluc¸o˜es
positivas em RN .
Capı´tulo 2
Existeˆncia e Multiplicidade de Soluc¸o˜es
Positivas para um Sistema Elı´ptico
Semilinear
Neste Capı´tulo vamos estabelecer resultados de existeˆncia e multiplicidade de soluc¸o˜es
positivas para o sistema elı´ptico semilinear
−∆u = λg(z)|u|p−2u+ αα+β f (z)|u|α−2u|v|β, em Ω
−∆v = µh(z)|v|p−2v+ βα+β f (z)|u|α|v|β−2v, em Ω
u = v = 0, sobre ∂Ω
(Eλ,µ)
onde α> 1, β> 1, 2 < p < α+β= 2∗, N > 4, λ,µ > 0, 0 ∈Ω⊂RN e´ um domı´nio limitado
com fronteira ∂Ω suave e f ,g,h :RN →R satisfazem as seguintes condic¸o˜es:
(A1) f , g e g sa˜o func¸o˜es contı´nuas e positivas em Ω.
(A2) existem k pontos a1, a2, . . . , ak em Ω tais que
f (ai) = max
z∈Ω
f (z) = 1, 1≤ i≤ k,
e para alguma σ> N,
f (z)− f (ai) = o(|z−ai|σ),
quando z→ ai uniformemente em i.
Estudos recentes teˆm investigado os sistemas elı´pticos com expoentes subcrı´ticos ou
crı´ticos e provado a existeˆncia de pelo menos uma soluc¸a˜o positiva ou a existeˆncia de pelo
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menos duas soluc¸o˜es positivas para esses problemas.
Neste capı´tulo, construiremos k sequeˆncias de Palais-Smale compactas que sa˜o ade-
quadamente localizadas em correspondeˆncia com os k pontos ma´ximos de f . Sob as hipo´teses
(A1)− (A3), mostraremos que existem ao menos k soluc¸o˜es positivas do sistema elı´ptico
(Eλ,µ) para λ,µ > 0 suficientemente pequenos.
2.1 O Funcional Energia Associado ao Problema e a Vari-
edade de Nehari
Considere o espac¸o H = H10 (Ω)×H10 (Ω) com a norma
‖(u,v)‖H =
[∫
Ω
(|∇u|2+ |∇v|2)dz
] 1
2
.
Associado ao problema (Eλ,µ), consideramos o funcional Jλ,µ de classe C1 (Veja Apeˆndice
A), para (u,v) ∈ H,
Jλ,µ(u,v) =
1
2
‖(u,v)‖2H−
1
2∗
∫
Ω
f (z)|u|α|v|βdz− 1
p
∫
Ω
(λg(z)|u|p+µh(z)|v|p)dz.
Primeiramente definiremos soluc¸a˜o fraca para o problema (Eλ,µ).
Definic¸a˜o 2.1 Uma soluc¸a˜o fraca para (Eλ,µ) e´ um vetor (u,v) ∈ H que satisfaz∫
Ω
(∇u∇ϕ1+∇v∇ϕ2)dz − λ
∫
Ω
g(z)|u|p−2uϕ1dz−µ
∫
Ω
h(z)|v|p−2vϕ2dz−
− α
2∗
∫
Ω
f (z)|u|α−2u|v|βϕ1dz− β2∗
∫
Ω
f (z)|u|α|v|β−2vϕ2dz = 0,
para todo (ϕ1,ϕ2) ∈ H, ou seja, e´ um ponto crı´tico do funcional Jλ,µ.
Considere a Variedade de Nehari para o funcional Jλ,µ
Mλ,µ =
{
(u,v) ∈ H\{(0,0)} :
〈
J′λ,µ(u,v),(u,v)
〉
= 0
}
, (2.1)
onde
〈
J′λ,µ(u,v),(u,v)
〉
= ‖(u,v)‖2H−
∫
Ω
f (z)|u|α|v|βdz−
∫
Ω
(λg(z)|u|p+µh(z)|v|p)dz. (2.2)
Observe que a Variedade de Nehari Mλ,µ conte´m todas as soluc¸o˜es na˜o negativas de (Eλ,µ).
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Sejam S a melhor constante de Sobolev na imersa˜o D1,2(RN) ↪→ L2∗(RN) definida por
S = inf
u∈D1,2(RN)\{0}
∫
RN
|∇u|2dz(∫
RN
|u|2∗dz
) 2
2∗
= infu∈H10 (Ω)\{0}
∫
Ω
|∇u|2dz(∫
Ω
|u|2∗dz
) 2
2∗
> 0,
onde D1,2(RN) =
{
u ∈ L2∗(RN) : ∇u ∈ (L2(RN))N} e
Sα,β = inf
u,v∈H10 (Ω)\{0}
‖(u,v)‖2H(∫
Ω
|u|α|v|βdz
) 2
α+β
. (2.3)
Lema 2.2 Se α+β≤ 2∗, enta˜o existe uma constante positiva tal que
(∫
Ω
|u|α|v|βdz
) 1
α+β
≤C‖(u,v)‖H .
Consequentemente, Sα,β esta´ bem definida e Sα,β > 0.
Demonstrac¸a˜o. Pela definic¸a˜o de S, para todo (u,v) ∈ H,
(∫
Ω
|u|α|v|βdz
) 1
α+β
≤
[∫
Ω
(max{|u|, |v|})α+β dz
] 1
α+β
≤
[∫
Ω
(
|u|α+β+ |v|α+β
)
dz
] 1
α+β
≤
[
2max
{∫
Ω
|u|α+βdz,
∫
Ω
|v|α+βdz
}] 1
α+β
≤ 2 1α+β
[(∫
Ω
|u|α+βdz
) 1
α+β
+
(∫
Ω
|v|α+βdz
) 1
α+β
]
≤ 2
1
α+β
S
[∫
Ω
|∇u|2dz+
∫
Ω
|∇v|2dz
]
=
2
1
2(α+β)
S
1
2
[∫
Ω
(|∇u|2+ |∇v|2)dz] 12
=
2
1
2(α+β)
S
1
2
‖(u,v)‖H .
De acordo com Alves, de Morais Filho e Souto (Veja Teorema 5, [2]), temos que
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Sα,β =
(α
β
) β
α+β
+
(
β
α
) α
α+β
S, (2.4)
onde α+ β = 2∗. Observe que S e´ independente do domı´nio e nunca e´ atingido exceto
quando Ω = RN (Ver Proposic¸a˜o 1.43, [30]). Ale´m disso, S e´ atingido pela func¸a˜o (Ver
Teorema 1.42, [30])
U(z) =
[N(N−2)]N−24
(1+ |z|2)N−22
e
‖∇U‖2L2 = ‖U‖2
∗
L2∗ = S
N
2 .
Note que ε
2−N
2 U
( z
ε
)
e´ uma soluc¸a˜o da seguinte equac¸a˜o
−∆u = u2∗−1, RN
u > 0, RN
u ∈ D1,2(RN).
O funcional energia associado ao problema e´ dado por
Imax(u) =
1
2
∫
RN
|∇u|2dz− 1
2∗
∫
RN
|u|2∗dz
e
γmax = inf
u∈Nmax
Imax(u)
onde
Nmax =
{
u ∈ D1,2(RN) {0} : 〈I′max(u),u〉= 0} .
Ale´m disso, temos que
γmax =
1
N
S
N
2 > 0.
Para λ= µ = 0, o sistema elı´ptico semilinear (Eλ,µ) toma a forma:
−∆u = αα+β f (z)|u|α−2u|v|β, em Ω;
−∆v = βα+β f (z)|u|α|v|β−2v, em Ω;
(u,v) ∈ H,
(E0,0)
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e o funcional energia associado e´ dado por
J0,0(u,v) =
1
2
‖(u,v)‖2H−
1
α+β
∫
Ω
f (z)|u|α|v|βdz
e
θ0,0 = inf
(u,v)∈N0,0
J0,0(u,v),
onde
M0,0 =
{
(u,v) ∈ H\{(0,0)} : 〈J′0,0(u,v),(u,v)〉= 0} .
Note que se f (ai) = maxz∈Ω f (z) = 1, definimos
Jmax(u,v) =
1
2
‖(u,v)‖2H−
1
α+β
∫
Ω
|u|α|v|βdz
e
θmax = inf
(u,v)∈Mmax
Jmax(u,v),
onde
Mmax =
{
(u,v) ∈ H\{(0,0)} : 〈J′max(u,v),(u,v)〉= 0}.
Agora, mostraremos um resultado que e´ essencial para os resultados posteriores.
Lema 2.3 Seja D⊂RN um domı´nio suave (possivelmente limitado). Se un ⇀ u, vn ⇀ v em
H10 (D) e un→ u, vn→ v q.s. em D, enta˜o
lim
n→∞
∫
D
|un−u|α|vn− v|βdz = lim
n→∞
∫
D
|un|α|vn|βdz−
∫
D
|u|α|v|βdz.
Demonstrac¸a˜o. Vamos analisar a diferenc¸a
∫
D
|un|α|vn|βdx−
∫
D
|un−u|α|vn− v|βdx.
Obeserve primeiro que
∫
D
|un|α|vn|βdx−
∫
D
|un−u|α|vn− v|βdx =
∫
D
(|un|α|vn|β−|un−u|α|vn|β)dx
+
∫
D
(|un−u|α|vn|β−|un−u|α|vn− v|β)dx.
Defina F : [0,1]→R por
F(t) = |un− tu|α|vn|β.
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Enta˜o,
dF(t)
dt
= α|un− tu|α−2(un− tu)|vn|β(−u), t ∈ [0,1].
Temos
∫
D
(|un|α|vn|β−|un−u|α|vn|β)dx = −
∫
D
[F(1)−F(0)]dx.
Pelo Teorema Fundamental do Ca´lculo, temos
∫
D
(|un|α|vn|β−|un−u|α|vn|β)dx = −
∫
D
[∫ 1
0
dF
dt
dt
]
=
∫
D
∫ 1
0
α|un− tu|α−2(un− tu)|vn|βudtdx.
Analogamente, defina G : [0,1]→R por
G(t) = |un−u|α|vn− tv|β.
Enta˜o,
dG(t)
dt
= β|un−u|α|vn− tv|β−2(vn− tv)(−v), t ∈ [0,1].
Tambe´m, pelo Teorema Fundamental do Ca´lculo, obtemos
∫
D
(|un−u|α|vn|β−|un−u|α|vn− v|β)dx = −
∫
D
[G(1)−G(0)]dx
= −
∫
D
[∫ 1
0
dG
dt
dt
]
=
∫
D
∫ 1
0
β|un−u|α|vn− tv|β−2(vn− tv)vdtdx.
Daı´,
∫
D
|un|α|vn|βdx−
∫
D
|un−u|α|vn− v|βdx = α
∫
D
∫ 1
0
|un− tu|α−2(un− tu)|vn|βudxdt
(2.5)
+β
∫
D
∫ 1
0
|un−u|α|vn− tv|β−2(vn− tv)vdxdt
e daı´,
∫
D
|un|α|vn|βdx−
∫
D
|un−u|α|vn− v|βdx = α
∫
D
∫ 1
0
fnudxdt+β
∫
D
∫ 1
0
gnvdxdt,
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onde
fn = |un− tu|α−2(un− tu)|vn|β e gn = |un−u|α|vn− tv|β−2(vn− tv),
t ∈ [0,1]. Como,
fn→ (1− t)α−1|u|α−2u|v|β
e
gn→ 0 q.s. em D× (0,1),
e, ale´m disso,
∫
D
∫ 1
0
| fn|
α+β
α+β−1 dxdt ≤
(∫
D
∫ 1
0
|un− tu|α+βdxdt
) α−1
α+β−1
(∫
D
∫ 1
0
|vn|α+βdxdt
) β
α+β−1
≤C
e
∫
D
∫ 1
0
|gn|
α+β
α+β−1 dxdt ≤
(∫
D
∫ 1
0
|un−u|α+βdxdt
) α
α+β−1
(∫
D
∫ 1
0
|vn− tu|α+βdxdt
) β−1
α+β−1
≤C,
concluı´mos que
fn ⇀ (1− t)α−1|u|α−2u|v|β e gn ⇀ 0 em L
α+β
α+β−1 (D× (0,1)).
Logo,
α
∫
D
∫ 1
0
fnudxdt→ α
∫
D
∫ 1
0
(1− t)α−1|u|α|v|βdxdt =
∫
D
|u|α|v|βdx (2.6)
e
β
∫
D
∫ 1
0
gnvdxdt→ 0. (2.7)
Portanto, inserindo (2.6) e (2.7) em (2.5), obtemos o desejado.
Note que Jλ,µ e´ ilimitado inferiormente em H, pois Jλ,µ(tu)→−∞, quando t → +∞.
O Lema seguinte, mostra que Jλ,µ e´ limitado inferiormente na Variedade de Nehari Mλ,µ.
Lema 2.4 O funcional energia Jλ,µ e´ limitado inferiormente em Mλ,µ.
Demonstrac¸a˜o. Para (u,v) ∈Mλ,µ, temos〈
J′λ,µ(u,v),(u,v)
〉
= 0.
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Dessa forma,
‖(u,v)‖2H =
∫
Ω
f (z)|u|α|v|βdz+
∫
Ω
(λg(z)|u|p+µh(z)|v|p)dz.
Assim,
Jλ,µ(u,v) =
1
2
‖(u,v)‖2H−
1
2∗
∫
Ω
f (z)|u|α|v|βdz− 1
p
∫
Ω
(λg(z)|u|p+µh(z)|v|p)dz
=
1
2
‖(u,v)‖2H−
1
2∗
∫
Ω
f (z)|u|α|v|βdz− 1
p
[
‖(u,v)‖2H−
∫
Ω
f (z)|u|α|v|βdz
]
=
(
1
2
− 1
p
)
‖(u,v)‖2H +
(
1
p
− 1
2∗
)∫
Ω
f (z)|u|α|v|βdz
> 0.
Sendo Jλ,µ limitada inferiormente em Mλ,µ, podemos definir
θλ,µ = inf
(u,v)∈Mλ,µ
Jλ,µ(u,v).
Lema 2.5 Temos
i) Existem nu´meros positivos σ e d0 tais que Jλ,µ(u,v)≥ d0 para ‖(u,v)‖H = σ;
ii) Existe (u¯, v¯) ∈ H\{(0,0)} tal que
‖(u¯, v¯)‖H > σ e Jλ,µ(u¯, v¯)< 0.
Demonstrac¸a˜o. i) Por (A2), temos que f (z)≤ 1. Assim,
Jλ,µ(u,v) =
1
2
‖(u,v)‖2H−
1
2∗
∫
Ω
f (z)|u|α|v|βdz− 1
p
∫
Ω
(λg(z)|u|p+µh(z)|v|p)dz
≥ 1
2
‖(u,v)‖2H−
1
2∗
∫
Ω
|u|α|v|βdz− 1
p
∫
Ω
(λg(z)|u|p+µh(z)|v|p)dz.
Afirmac¸a˜o 1:
∫
Ω
(|u|α|v|β)dz≤

∫
Ω
(|∇u|2+ |∇v|2)dz
Sα,β

2∗
2
. De fato, se
∫
Ω
(|u|α|v|β)dz = 0,
a afirmac¸a˜o vale. Caso contra´rio, consideramos
a =
(∫
Ω
(|u|α|v|β)dz
) 1
α+β
, 0.
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Enta˜o,
(u
a ,
v
a
)
e´ tal que ∫
Ω
(∣∣∣u
a
∣∣∣α ∣∣∣v
a
∣∣∣β)dz = 1.
Daı´, pela definic¸a˜o de Sα,β (Equac¸a˜o (2.3)), obtemos
Sα,β ≤
∫
Ω
(
∇
(u
a
)2
+∇
(v
a
)2)
dz =
∫
Ω
(|∇u|2+ |∇v|2)dz(∫
Ω
|u|α|v|βdz
) 2
α+β
.
o que prova a afirmac¸a˜o.
Afirmac¸a˜o 2:
∫
Ω
(λg(z)|u|p+µh(z)|v|p)dz≤Max|Ω| 2
∗−p
2∗ S
−p
2 (λ+µ)‖(u,v)‖pH , onde Max =
max{‖g‖∞,‖h‖∞}. De fato, temos∫
Ω
(λg(z)|u|p+µh(z)|v|p)dz≤ λ‖g‖∞
∫
Ω
|u|pdz+µ‖h‖∞
∫
Ω
|v|pdz,
pois |g(z)| ≤ ‖g‖∞ e |h(z)| ≤ ‖h‖∞, uma vez que g e h sa˜o func¸o˜es continuas em Ω. Pela
Desigualdade de Ho¨lder (Teorema C.2), com expoentes conjugados 2
∗
2∗−p e
2∗
p , concluı´mos
que
∫
Ω
(λg(z)|u|p+µh(z)|v|p)dz ≤ λ‖g‖∞
[∫
Ω
1dz
] 2∗
2∗−p
[∫
Ω
(|u|p) 2
∗
p dz
] p
2∗
+µ‖h‖∞
[∫
Ω
1dz
] 2∗
2∗−p
[∫
Ω
(|v|p) 2
∗
p dz
] p
2∗
= λ‖g‖∞|Ω|
2∗
2∗−p
[∫
Ω
|u|2∗dz
] p
2∗
+µ‖h‖∞|Ω|
2∗
2∗−p
[∫
Ω
|v|2∗dz
] p
2∗
.
Da definic¸a˜o de S, segue que
∫
Ω
|u|2∗dz≤ S−2
∗
2
(∫
Ω
|∇u|2dz
) 2∗
2
e
∫
Ω
|v|2∗dz≤ S−2
∗
2
(∫
Ω
|∇v|2dz
) 2∗
2
.
Assim,
∫
Ω
(λg(z)|u|p+µh(z)|v|p)dz ≤ λ‖g‖∞|Ω|
2∗
2∗−p S
−p
2
(∫
Ω
|∇u|2dz
) p
2
+µ‖h‖∞|Ω|
2∗
2∗−p S
−p
2
(∫
Ω
|∇v|2dz
) p
2
.
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Considerando Max = max{‖g‖∞,‖h‖∞}, obtemos∫
Ω
(λg(z)|u|p+µh(z)|v|p)dz≤Max|Ω| 2
∗
2∗−p S
−p
2 (λ+µ)‖(u,v)‖pH ,
completando a demonstrac¸a˜o da afirmac¸a˜o.
Das afirmac¸o˜es 1 e 2, vem
Jλ,µ(u,v)≥
1
2
‖(u,v)‖2H−
1
2∗
S
−2∗
2
α,β ‖(u,v)‖2
∗
H −
1
p
Max|Ω| 2
∗−p
p S
−p
2 (λ+µ)‖(u,v)‖pH .
Escolhendo σ> 0 de modo que
1
2
− 1
2∗
S
−2∗
2
α,β σ
2∗−2− 1
p
Max|Ω| 2
∗−p
p S
−p
2 (λ+µ)σp−2 =
1
4
,
obtemos da desigualdade acima
Jλ,µ(u,v)≥
1
4
σ2 := d0,
para ‖(u,v)‖H = σ, concluindo a demonstrac¸a˜o do item i).
ii) Considere (u,v) ∈ H\{(0,0)}. Como
Jλ,µ(tu, tv) =
t2
2
‖(u,v)‖2H−
t2
∗
2∗
∫
Ω
f (z)|u|α|v|βdz− t
p
p
∫
Ω
(λg(z)|u|p+µh(z)|v|p)dz
e 2 < p < 2∗, concluı´mos que
lim
t→∞Jλ,µ(tu, tv) =−∞.
Para (u,v) ∈ H\{(0,0)} fixado, existe t¯ > 0 tal que
‖(t¯u, t¯v)‖H > σ e Jλ,µ(t¯u, t¯v)< 0.
Para concluir a demonstrac¸a˜o do resultado basta tomar (u¯, v¯) = (t¯u, t¯v).
Como no Capı´tulo 1, defina a func¸a˜o
ψλ,µ(u,v) =
〈
J′λ,µ(u,v),(u,v)
〉
.
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Assim, para (u,v) ∈Mλ,µ, de (2.2), resulta〈
ψ′λ,µ(u,v),(u,v)
〉
= 2‖(u,v)‖2H−2∗
∫
Ω
f (z)|u|α|v|βdz− p
∫
Ω
(λg(z)|u|p+µh(z)|v|p)dz
= (2∗− p)
∫
Ω
(λg(z)|u|p+µh(z)|v|p)dz− (2∗−2)‖(u,v)‖2H . (2.8)
Analogamente,
〈
ψ′λ,µ(u,v),(u,v)
〉
= (2− p)‖(u,v)‖2H +(p−2∗)
∫
Ω
f (z)|u|α|v|βdz < 0. (2.9)
Vamos mostrar agora que mı´nimos em Mλ,µ sa˜o pontos crı´ticos para Jλ,µ.
Lema 2.6 Seja (u0,v0) ∈Mλ,µ satisfazendo
Jλ,µ(u0,v0) = min
(u,v)∈Mλ,µ
Jλ,µ(u,v) = θλ,µ.
Enta˜o, (u0,v0) e´ soluc¸a˜o de (Eλ,µ).
Demonstrac¸a˜o. Por (2.9) , 〈
ψ′λ,µ(u,v),(u,v)
〉
< 0,
para (u,v) ∈Mλ,µ. Como
Jλ,µ(u0,v0) = min
(u,v)∈Mλ,µ
Jλ,µ,
pelo Teorema dos Multiplicadores de Lagrange (Teorema C.10), existe τ ∈R tal que
J′λ,µ(u0,v0) = τψ
′
λ,µ(u0,v0) ∈ H−1.
Daı´,
0 =
〈
J′λ,µ(u0,v0),(u0,v0)
〉
= τ
〈
ψ′λ,µ(u0,v0),(u0,v0)
〉
.
Sendo
〈
ψ′λ,µ(u,v),(u,v)
〉
< 0, segue que τ= 0 e, assim, J′λ,µ(u0,v0) = 0 em H
−1. Portanto,
(u0,v0) e´ uma soluc¸a˜o na˜o trivial de (Eλ,µ) e Jλ,µ(u0,v0) = θλ,µ.
Lema 2.7 Para cada (u,v)∈H\{(0,0)}, existe um nu´mero positivo tu,v tal que (tu,vu, tu,vv)∈
Mλ,µ e Jλ,µ(tu,vu, tu,vv) = supt≥0 Jλ,µ(tu, tv).
Demonstrac¸a˜o. Para cada (u,v) ∈ H\{(0,0)} fixado, considere a func¸a˜o ξ : [0,∞)→ R
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definida por
ξ(t) = Jλ,µ(tu, tv)
=
t2
2
‖(u,v)‖2H−
t2
∗
2∗
∫
Ω
f (z)|u|α|v|βdz− t
p
p
∫
Ω
(λg(z)|u|p+µh(z)|v|p)dz.
Como ξ(0) = 0, ξ(t) > 0 para t > 0 suficientemente pequeno e lim
t→∞ξ(t) = −∞, pelo Lema
2.3(i), temos que sup
t≥0
ξ(t) e´ atingido para algum tλ,µ > 0. Isso significa que ξ′(tu,v) = 0.
Logo,
0 = ξ′(tu,v) = J′λ,µ(tu,vu, tu,vv)(u,v)
=
1
tu,v
〈
J′λ,µ(tu,vu, tu,vv),(tu,vu, tu,vv)
〉
e, portante, (tu,vu, tu,vv) ∈Mλ,µ.
Observac¸a˜o 2.8 O Lema 2.5 (i) e o Lema 2.7 indicam que θλ,µ ≥ d0 > 0 para alguma cons-
tante d0.
2.2 Sobre Sequeˆncias de Palais-Smale
A aplicac¸a˜o do Princı´pio Variacional de Ekeland nos da´ o seguinte resultado, cuja
demostrac¸a˜o sera´ omitida pois as ideias sa˜o semelhantes ao Lema 1.25.
Lema 2.9 Existe uma sequeˆncia {(un,vn)} ⊂Mλ,µ que e´ (PS)θλ,µ para o funcional Jλ,µ.
Provaremos agora que Jλ,µ satisfaz a condic¸a˜o (PS)γ em H para γ ∈
(
0, 1N (Sα,β)
N
2
)
.
Lema 2.10 Jλ,µ satisfaz a condic¸a˜o (PS)γ em H para γ ∈
(
0, 1N (Sα,β)
N
2
)
.
Demonstrac¸a˜o. Seja {(un,vn)} uma sequeˆncia (PS)γ em H para Jλ,µ. Enta˜o, Jλ,µ(un,vn) = γ+on(1)J′λ,µ(un,vn) = on(1), em H−1.
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Daı´,
γ+ cn+
dn‖(un,vn)‖H
p
≥ Jλ,µ(un,vn)−
1
p
〈
J′λ,µ(un,vn),(un,vn)
〉
=
(
1
2
− 1
p
)
‖(u,v)‖2H +
(
1
p
− 1
2∗
)∫
Ω
f (z)|un|α|vn|βdz
≥ p−2
2p
‖(u,v)‖2H ,
onde cn = on(1) e dn = on(1) quando n→ ∞. Como 2 < p < 2∗, segue-se que {(un,vn)} e´
limitada em H. Sendo H10 (Ω) um espac¸o reflexivo, existe uma subsequeˆncia, ainda denotada
por {(un,vn)}, e (u,v) ∈ H tais que
un ⇀ u,vn ⇀ v em H10 (Ω).
Da Imersa˜o de Sobolev (Teorema C.7), temos
un→ u,vn→ u em Ls(Ω) para algum 1≤ s < 2∗.
Pelo Teorema de Veinberg (Teorema C.4),
un→ u,vn→ v q.s. em Ω.
Logo, J′λ,µ(u,v) = 0 em H
−1.
Seja pn = (un−u,vn− v). Como no Capı´tulo 1, temos
‖pn‖2H = ‖(un,vn)‖2H−‖(u,v)‖2H +on(1).
Pelo Lema 2.3, deduzimos que
‖pn‖2H =
∫
Ω
f (z)|un|α|vn|βdz−
∫
Ω
(λg(z)|un|p+µh(z)|vn|p)dz−
∫
Ω
f (z)|u|α|v|βdz
+
∫
Ω
(λg(z)|u|p+µh(z)|v|p)dz+on(1)
=
∫
Ω
f (z)|un−u|α|vn− v|βdz+on(1). (2.10)
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Ale´m disso, tambe´m pelo Lema 2.3, temos
1
2
‖pn‖2H −
1
α+β
∫
Ω
f (z)|un−u|α|vn− v|βdz =
=
1
2
‖(un,vn)‖2H−
1
2
‖(u,v)‖2H +on(1)−
1
2∗
∫
Ω
f (z)|un−u|α|vn− v|βdz
=
1
2
‖(un,vn)‖2H−
1
2
‖(u,v)‖2H−
1
2∗
∫
Ω
f (z)|un|α|vn|βdz
+
1
2∗
∫
Ω
f (z)|u|α|v|βdz+on(1)
= Jλ,µ(un,vn)− Jλ,µ(u,v)+on(1)
= γ− Jλ,µ(u,v). (2.11)
Por (2.10), podemos supor que
‖pn‖2H → l e
∫
Ω
f (z)|un−u|α|vn− v|βdz→ l, (2.12)
quando n→ ∞. Observe que
Sα,β = inf
u,v∈H10 (Ω)\{0}
‖(u,v)‖2H(∫
Ω
|u|α|v|βdz
) 2
α+β
, (2.13)
quando α+β= 2∗. Seja l > 0. Por (2.13), obtemos
Sα,β
(∫
Ω
|un−u|α|vn− v|βdz
) 2
2∗ ≤ ‖(un−u,vn− v)‖2H .
Como f (z)≤ 1 (veja hipo´tese (A2)), temos
Sα,β
(∫
Ω
f (z)|un−u|α|vn− v|βdz
) 2
2∗ ≤ Sα,β
(∫
Ω
|un−u|α|vn− v|βdz
) 2
2∗
.
Assim,
Sα,β
(∫
Ω
f (z)|un−u|α|vn− v|βdz
) 2
2∗ ≤ ‖(un−u,vn− v)‖2H ,
o que implica
Sα,β
(∫
Ω
f (z)|un−u|α|vn− v|βdz
) 2
2∗ ≤ ‖pn‖2H .
Passando ao limite, quando n→ ∞, vem
Sα,βl
2
2∗ ≤ l.
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Isto implica l ≥ (Sα,β)
N
2 . Assim, por (2.11) e (2.12), obtemos que
γ=
(
1
2
− 1
2∗
)
l+ Jλ,µ(u,v).
Como Jλ,µ(u,v)≥ d0 (veja Lema 2.5), 12 − 12∗ = 1N e l ≥ (Sα,β)
N
2 , vem
γ≥ 1
N
(Sα,β)
N
2 ,
o que e´ uma contradic¸a˜o, pois γ < 1N (Sα,β)
N
2 . Logo, l = 0 e, portanto, (un,vn)→ (u,v) em
H.
2.3 Existeˆncia de uma Soluc¸a˜o Positiva
Como mencionado anteriormente
S = inf
u∈D1,2(RN)\{0}
‖∇u‖2L2(RN)
‖u‖2
L2∗(RN)
.
e´ a melhor constante de Sobolev na imersa˜o D1,2(RN) ↪→ L2∗(RN). Ale´m disso, temos que
U(z) =
[N(N−2)]N−24
[1+ |z|2]N−22
e´ um minimizante de S (Ver Teorema 1.4.2, [30]) e ‖∇U‖2L2(RN) = ‖U‖2
∗
L2∗(RN) = S
N
2 . Seja
ηi ∈C∞0 (Ω) uma func¸a˜o tal que
0≤ ηi ≤ 1, |∇ηi| ≤ c;
ηi(z) = 1, |z−ai|< ρ02 ;
ηi(z) = 0, |z−ai|> ρ0,
onde 1≤ i≤ k. Para 1≤ i≤ k defina
uiε(z) = ε
2−N
2 ηi(z)U
(
z−ai
ε
)
=
c1ε
N−2
2 ηi(z)
[ε2+ |z−ai|2]N−22
, (2.14)
onde c1 = [N(N−2)]N−24 e ε> 0.
O pro´ximo Lema garante que, fixado ε0 > 0, θλ,µ pertence ao intervalo onde vale a
condic¸a˜o (PS) para Jλ,µ.
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Lema 2.11 Se existe 0 < ε0 < min{1,ρ0/2} tal que se 0 < ε< ε0, enta˜o
sup
t≥0
Jλ,µ(t
√
αuiε, t
√
βuiε)<
1
N
(Sα,β)
N
2
uniformemente em i. Ale´m disso, temos que
0 < θλ,µ <
1
N
(Sα,β)
N
2 .
Demonstrac¸a˜o. Usaremos os seguintes fatos sobre as func¸o˜es uiε (para demonstrac¸a˜o ver
Brezis-Nirenberg [11], Struwe [27] ou Willem [30]) ‖u
i
ε‖2L2∗(Ω) = ‖U‖2L2∗(RN)+O(εN−2)
‖∇uiε‖2L2(Ω) = ‖∇U‖2L2(RN)+O(εN−2).
(2.15)
Para N > 4 e 0 < ε< ρ02 ,
‖uiε‖pLp(Ω) =
∫
Bρ0/2(a
i)
[
ε
2−N
2 U
(
z−ai
ε
)]p
+O(εN−2)
≥ cεθ+O(εN−2), (2.16)
onde θ= N− (N−2)p2 .
Inicialmente, consideramos o funcional J0,0 : H→R definido por
J0,0(u,v) =
1
2
‖(u,v)‖2H−
1
2∗
∫
Ω
f (z)|u|α|v|βdz.
Passo I: Mostrar que supt≥0 J0,0(t
√
αuiε, t
√
βuiε)≤ 1N (Sα,β)
N
2 +O(εN−2).
De acordo com a condic¸a˜o (A2), como σ> N, obtemos que
(∫
Ω
f (z)(uiε)
2∗dz
) 2
2∗
= ‖U‖2L2∗(RN)+O(εN−2). (2.17)
Com efeito, por (2.14), temos que
‖ f (x) 12∗ uiε‖2
∗
L2∗(Ω) =
∫
Ω
f (z)(uiε)
2∗dz =
∫
RN
f (z)c2
∗
1 ε
Nη2∗i (z)
(ε2+ |z−ai|2)N
dz.
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Por outro lado,
∫
RN
c2
∗
1 ε
N
(ε2+ |z−ai|2)N
dz = ε−N
∫
RN
εN [N(N−2)]N2
(1+ |y|2)N
dz = ‖U‖2∗L2∗(RN).
Combinando as igualdades acima, temos
‖U‖2∗L2∗(RN)−‖ f (x)
1
2∗ uiε‖2
∗
L2∗(Ω) =
∫
RN
c2
∗
1 ε
N
(ε2+ |z−ai|2)N
dz−
∫
RN
f (z)c2
∗
1 ε
Nη2∗i (z)
(ε2+ |z−ai|2)N
dz
=
∫
RN
c2
∗
1 ε
N− f (z)c2∗1 εNη2
∗
i (z)
(ε2+ |z−ai|2)N
dz
=
∫
RN\B ρ
2
(ai)
c2
∗
1 ε
N− f (z)c2∗1 εNη2
∗
i (z)
(ε2+ |z−ai|2)N
dz
+
∫
B ρ
2
(ai)
c2
∗
1 ε
N− f (z)c2∗1 εNη2
∗
i (z)
(ε2+ |z−ai|2)N
dz.
Assim,
0 ≤ ‖U‖2∗L2∗(RN)−‖ f (x)
1
2∗ uiε‖2
∗
L2∗(Ω)
≤
∫
RN\B ρ
2
(ai)
c2
∗
1 ε
N
(ε2+ |z−ai|2)N
dz+
∫
B ρ
2
(ai)
o(|z−ai|σ)
(ε2+ |z−ai|2)N
dz
≤
∫
RN\B ρ
2
(ai)
c2
∗
1 ε
N
|z−ai|2N dz+
∫
B ρ
2
(ai)
o(|z−ai|σ)
|z−ai|2N dz
= c2
∗
1 ε
NNωN
∫ ∞
ρ/2
rN−1
r2N
dr+
∫ ρ/2
0
o(rσ)rN−1
r2N
dr
= c2
∗
1 ε
NωN(ρ/2)−N +
o(1)(ρ/2)σ−N
σ−N ≤C2 =Const.,
onde ωN e´ o volume da bola unita´ria do RN . Logo,
0≤ 1−‖ f (x) 12∗ uiε‖2
∗
L2∗(Ω)‖U‖−2
∗
L2∗(RN) ≤C2‖U‖
−2∗
L2∗(RN)
isto e´,
1−C2‖U‖−2∗L2∗(RN) ≤ ‖ f (x)
1
2∗ uiε‖2
∗
L2∗(Ω)‖U‖−2
∗
L2∗(RN) ≤ 1. (2.18)
Agora, seja ε suficientemente pequeno tal que C2‖U‖−2∗L2∗(RN) < 1, enta˜o por (2.18) podemos
deduzir que:
1−C2‖U‖−2∗L2∗(RN) ≤
(
1−C2‖U‖−2∗L2∗(RN)
) 2
2∗ ≤ ‖ f (x) 12∗ uiε‖2L2∗(Ω)‖U‖−2L2∗(RN) ≤ 1,
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implicando que
‖U‖2L2∗(RN)−C2‖U‖2−2
∗
L2∗(RN) ≤ ‖ f (x)
1
2∗ uiε‖2L2∗(Ω) ≤ ‖U‖2L2∗(RN),
ou seja, (∫
Ω
f (z)(uiε)
2∗dz
) 2
2∗
= ‖U‖2L2∗(RN)+O(εN−2),
provando o que querı´amos.
Usando (2.15) e (2.17), temos
‖∇uiε‖2L2(Ω)(∫
Ω f (z)(u
i
ε)2
∗dz
) 2
2∗
=
‖∇U‖2L2(RN)+O(εN−2)
‖U‖2
L2∗(RN)+O(ε
N−2)
=
‖∇U‖2L2(RN)
‖U‖2
L2∗(RN)
−
‖∇U‖2L2(RN)
‖U‖2
L2∗(RN)
+
‖∇U‖2L2(RN)+O(εN−2)
‖U‖2
L2∗(RN)+O(ε
N−2)
. (2.19)
Observe que
‖∇U‖2L2(RN)+O(εN−2)
‖U‖2
L2∗(RN)+O(ε
N−2)
−
‖∇U‖2L2(RN)
‖U‖2
L2∗(RN)
=
=
‖∇U‖2L2(RN)‖U‖2L2∗(RN)+‖U‖2L2∗(RN)O(εN−2)−‖∇U‖2L2(RN)‖U‖2L2∗(RN)+‖∇U‖2L2(RN)O(εN−2)(
‖U‖2
L2∗(RN)+O(ε
N−2)
)
‖U‖2
L2∗(RN)
=
(‖U‖2
L2∗(RN)+‖∇U‖2L2(RN)
)
O(εN−2)(‖U‖2
L2∗(RN)+O(ε
N−2)
)‖U‖2
L2∗(RN)
= O(εN−2).
Assim, por (2.19),
‖∇uiε‖2L2(Ω)(∫
Ω f (z)(u
i
ε)2
∗dz
) 2
2∗
=
‖∇U‖2L2(RN)
‖U‖2
L2∗(RN)
+O(εN−2)
= S+O(εN−2), (2.20)
pois U e´ um minimizante de S.
Vamos mostrar agora que
max
t≥0
(
a
2
t2− b
2∗
t2
∗
)
=
1
N
(
a
b2/2∗
)N
2
,
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para alguns a > 0 e b > 0. Seja ϕ(t) = a2t
2− b2∗ t2
∗
. Derivando ϕ(t), obtemos ϕ′(t) = at−
bt2
∗−1. Como 2∗ > 2, temos que 2∗−1 > 1, enta˜o at−bt2∗−1 = 0 implica t(a−bt2∗−2) = 0.
Assim, os possı´veis pontos crı´ticos para ϕ sa˜o:
t = 0 ou t =
(a
b
) 1
2∗−2
.
Mas como ϕ(t)→−∞, quando t → +∞, temos ϕ(0) ≤ ϕ
((a
b
) 1
2∗−2
)
. Portanto, segue que
t =
(a
b
) 1
2∗−2 e´ o ponto de ma´ximo de ϕ. Dessa forma,
max
t≥0
(
a
2
t2− b
2∗
t2
∗
)
=
a
2
(a
b
) 2
2∗−2 − b
2∗
(a
b
) 2
2∗−2
=
1
2
a
2∗
2∗−2
b
2
2∗−2
− 1
2∗
a
2∗
2∗−2
b
2
2∗−2
=
(
1
2
− 1
2∗
)
a
2∗
2∗−2
b
2
2∗−2
=
1
N
(
a
b2/2∗
)N
2
,
mostrando o que querı´amos. Por (2.20), deduzimos que
sup
t≥0
J0,0(t
√
αuiε, t
√
βuiε) = sup
t≥0
[
1
2
‖(t√αuiε, t
√
βuiε)‖2H−
1
2∗
∫
Ω
f (z)|t√αuiε|α|t
√
βuiε|βdz
]
= sup
t≥0
[
t2
2
(α+β)‖∇uiε‖2L2−
t2
∗
2∗
α
α
2 β
β
2
∫
Ω
f (z)(uiε)
2∗dz
]
=
1
N
 (α+β)‖∇uiε‖2L2(
α
α
2 β
β
2
∫
Ω f (z)(u
i
ε)2
∗dz
)2/2∗

N
2
=
1
N
(α
β
) β
α+β
+
(
β
α
) α
α+β
N2 (S+O(εN−2))N2
=
1
N
(α
β
) β
α+β
+
(
β
α
) α
α+β
N2 (S N2 +O(εN−2))
=
1
N
(Sα,β)
N
2 +O(εN−2). (2.21)
A u´ltima igualdade segue da Equac¸a˜o (2.4).
Passo II: Como Jλ,µ e´ contı´nua em H, Jλ,µ(0,0) = 0 e {(
√
αuiε,
√
βuiε)} e´ uniformemente
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limitada em H para todo 0 < ε < min{1,ρ0/2}, enta˜o existe t0 > 0 tal que, para todo 0 <
ε< min{1,ρ0/2},
sup
0≤t≤t0
Jλ,µ(t
√
αwiε, t
√
βwiε)<
1
N
(Sα,β)
N
2 uniformemente em i.
De acordo com a condic¸a˜o (A1), gin f = infz∈Ω¯ g(z)> 0 e hin f = infz∈Ω¯ h(z)> 0. Aplicando
o resultado do Passo I e (2.16), temos para N > 4 que
sup
t≥t0
Jλ,µ(t
√
αwiε, t
√
βwiε) ≤ sup
t≥t0
J0,0(t
√
αwiε, t
√
βwiε)
−t
p
0
p
∫
Ω
(
λg(z)|√αuiε|p+µh(z)|
√
βuiε|p
)
dz
≤ 1
N
(Sα,β)
N
2 +O(εN−2)− t
p
0
p
(λ+µ)m
∫
Bρ0/2(a
i)
(uiε)
pdz
≤ 1
N
(Sα,β)
N
2 +O(εN−2)− t
p
0
p
cm(λ+µ)εθ,
onde m = min{αp/2gin f ,βp/2hin f } e θ= N− (N−2)pp . Como 2 < p < 2∗, enta˜o 0 < θ< 2 <
N−2 para N > 4. Escolha ε0 > 0 tal que ε0 < min{1,ρ0/2} e
O(εN−2)− t
p
0
p
cm(λ+µ)εθ < 0 para todo 0 < ε< ε0.
Segue que para todo 0 < ε< ε0
sup
t≥t0
Jλ,µ
(
t
√
αuiε, t
√
βuiε
)
<
1
N
(Sα,β)
N
2 uniformemente em i.
Passo III: O Lema 2.7 mostra que existe t iε > 0 tal que
(
t iε
√
αuiε, t iε
√
βuiε
) ∈ Mλ,µ, com
1≤ i≤ k. Para 0 < ε< ε0, pela observac¸a˜o (2.8), temos que
0 < θλ,µ ≤ Jλ,µ
(
t iε
√
αuiε, t
i
ε
√
βuiε
)
= sup
t≥0
Jλ,µ
(
t
√
αuiε, t
√
βuiε
)
<
1
N
(Sα,β)
N
2 .
Teorema 2.12 O sistema (Eλ,µ) admite, pelo menos, uma soluc¸a˜o positiva (u0,v0) ∈Mλ,µ.
Demonstrac¸a˜o. Pelo Lema 2.9 existe uma sequeˆncia minimizante {(un,vn)} ⊂ Mλ,µ para
Jλ,µ tal que
Jλ,µ(un,vn) = θλ,µ+on(1) e J′λ,µ(un,vn) = on(1) em H
−1.
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Como
0 < θλ,µ <
1
N
(Sα,β)
N
2 ,
pelo Lema 2.10, existe uma subsequeˆncia {(un,vn)} e (u0,v0)∈H tais que (un,vn)→ (u0,v0)
em H. De maneira ana´loga ao Teorema 1.18, mostra-se que (u0,v0) e´ uma soluc¸a˜o na˜o trivial
de (Eλ,µ) e Jλ,µ(u0,v0) = θλ,µ. Como Jλ,µ(u0,v0) = Jλ,µ(|u0|, |v0|) e (|u0|, |v0|) ∈Mλ,µ, pelo
Lema 2.6, podemos supor que u0 ≥ 0, v0 ≥ 0. Aplicando o Princı´pio do Ma´ximo segue que
u0 > 0 e v0 > 0 em Ω e, portanto, uma soluc¸a˜o positiva para o sistema (Eλ,µ).
2.4 Existeˆncia de Mu´ltiplas Soluc¸o˜es Positivas
Nesta sec¸a˜o demonstraremos que o problema (Eλ,µ) possui pelo menos k soluc¸o˜es posi-
tivas. A ideia central e´ construir vizinhanc¸as em Mλ,µ e, em cada vizinhanc¸a, uma sequeˆncia
(PS) fortemente convergente.
Como no Capı´tulo 1, podemos escolher 0 < ρ0 < 1 de modo que
Bρ0(ai)∩Bρ0(a j) = /0
para i , j e 1≤ i, j ≤ k,
k⋃
i=1
Bρ0(ai)⊂Ω e f (ai) = maxz∈Ω f (z) = 1.
Defina
K = {ai;1≤ i≤ k}
e
Kρ0
2
=
k⋃
i=1
B ρ0
2
(ai).
Suponha que
⋃k
i=1 Bρ0(ai)⊂ Br0(0) para algum r0 > 0. Seja Q definido por
Q(u,v) =
∫
Ω
χ(z)|u|α|v|βdz∫
Ω
|u|α|v|β
,
onde χ :RN →RN , χ(z) = z para |z| ≤ r0 e χ(z) = r0z|z| para |z|> r0.
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Para cada 1≤ i≤ k, defina as vizinhanc¸as em Mλ,µ
Oiλ,µ =
{
u ∈Mλ,µ : |Q(u,v)−ai|< ρ0
}
e suas fronteiras
∂Oiλ,µ =
{
u ∈Mλ,µ : |Q(u,v)−ai|= ρ0
}
.
Considere tambe´m os nu´meros
βiλ,µ = inf
(u,v)∈Oiλ,µ
Jλ,µ(u,v) e β˜iλ,µ = inf
(u,v)∈∂Oiλ,µ
Jλ,µ(u,v).
Usando o Lema 2.7, para cada 1≤ i≤ k existe t iε> 0 tal que (t iε
√
αuiε, t iε
√
βuiε)∈Mλ,µ.
Temos enta˜o, o seguinte resultado:
Lema 2.13 Existe ε0 ∈ (0,ε0) tal que se 0 < ε< ε0, enta˜o Q(t iε
√
αuiε, t iε
√
βuiε) ∈ Kρ0
2
para
cada 1≤ i≤ k.
Demonstrac¸a˜o. Seja Ωε = {x : εx+ai ∈Ω}. Como
Q(t iε
√
αuiε, t
i
ε
√
βuiε) =
∫
Ω
χ(z)|t iε
√
αuiε|α|t iε
√
βuiε|βdz∫
Ω
|t iε
√
αuiε|α|t iε
√
βuiε|βdz
=
∫
Ω
χ(z)|t iε
√
α|α|uiε|α|t iε
√
β|β|uiε|βdz∫
Ω
|t iε
√
α|α|uiε|α|t iε
√
β|β|uiε|βdz
=
∫
Ω
χ(z)|ε 2−NN ηi(z)U(2−a
i
ε
)|2∗dz∫
Ω
|ε 2−NN ηi(z)U(2−a
i
ε
)|2∗dz
=
∫
Ωε
χ(εx+ai)ηi(εx+ai)|U(x)|2∗dx∫
Ωε
ηi(εx+ai)|U(x)|2∗dx
segue, do Teorema da Convergeˆncia Dominada de Lebesgue, que Q(t iε
√
αuiε, t iε
√
βuiε)→ ai
quando ε→ 0+. Portanto, existe ε0 ∈ (0,ε0) tal que
Q(t iε
√
αuiε, t
i
ε
√
βuiε) ∈ Kρ0
2
,
para todo 0 < ε< ε0 e cada 1≤ i≤ k.
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Os Lemas seguintes nos ajudaram provar que βiλ,µ < β˜
i
λ,µ para λ,µ suficientemente
pequeno.
Lema 2.14 θmax = 1N (Sα,β)
N
2 .
Demonstrac¸a˜o. Usando a mesma argumentac¸a˜o do Passo I do Lema 2.11, obtemos que
sup
t≥0
Jmax
(
t
√
αuiε, t
√
βuiε
)
≤ 1
N
(Sα,β)
N
2 +O(εN−2)
uniformemente em i. Similarmente ao Lema 2.7, existe uma sequeˆncia {simax} ⊂R+ tal que(
simax
√
αuiε,simax
√
βuiε
)
∈Mmax e, segue da definic¸a˜o de θmax que
θmax ≤ Jmax
(
simax
√
αuiε,s
i
max
√
βuiε
)
= sup
t≥0
Jmax
(
t
√
αuiε, t
√
βuiε
)
≤ 1
N
(Sα,β)
N
2 +O(εN−2).
Fazendo ε→ 0+ na desigualdade acima, temos que θmax ≤ 1N (Sα,β)
N
2 . Para provar a outra
desigualdade considere {(un,vn)} ⊂ Mmax uma sequeˆncia minimizante de θmax para Jmax.
Assim,
‖(un,vn)‖2H =
∫
Ω
|un|α|vn|βdz
e
θmax =
1
2
‖(un,vn)‖2H−
1
2∗
∫
Ω
|un|α|vn|βdz+on(1) = 1N ‖(un,vn)‖
2
H +on(1).
Podemos supor que ‖(un,vn)‖2H → l e
∫
Ω
|un|α|vn|βdz→ l quando n→∞, onde l = Nθmax >
0. Pela definic¸a˜o de Sα,β,
Sα,βl
2
2∗ ≤ l.
Isto implica que Sα,β ≤ l
2
N = (Nθmax)
2
N , isto e´,
1
N
(Sα,β)
N/2 ≤ θmax.
Lema 2.15 θ0,0 = θmax
Demonstrac¸a˜o. Como f (z) ≤ maxz∈Ω f (z) = 1, enta˜o θmax ≤ θ0,0. Pelo Passo I do Lema
2.11, supt≥0 J0,0
(
t
√
αuiε, t
√
βuiε
)
≤ 1N (Sα,β)
N
2 +O(εN−2) uniformemente em i. Similar-
mente ao Lema 2.7, temos que existe uma sequeˆncia {siε} ⊂R+ tal que(
simax
√
αuiε,s
i
max
√
βuiε
)
∈M0,0
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e
θ0,0 ≤ J0,0
(
simax
√
αuiε,s
i
max
√
βuiε
)
= sup
t≥0
J0,0
(
t
√
αuiε, t
√
βuiε
)
≤ 1
N
(Sα,β)
N
2 +O(εN−2)
= θmax+O(εN−2).
Fazendo ε→ 0+, temos que θ0,0 ≤ θmax.
Lema 2.16 Existe um nu´mero δ0 tal que se (u,v) ∈ M0,0 e J0,0(u,v) ≤ θ0,0 + δ0, enta˜o
Q(u,v) ∈ Kρ0/2.
Demonstrac¸a˜o. Suponha, por contradic¸a˜o, que existe uma sequeˆncia {(un,vn)} ⊂M0,0 tal
que
J0,0(un,vn) = θ0,0+on(1) quando n→ ∞ e Q(un,vn) < Kρ0/2
para todo n ∈N. Usando ca´lculo similar ao Lema 2.7, existe uma sequeˆncia {snmax} ⊂ R+
tal que (snmaxun,s
n
maxvn) ∈Mmax e
0 < θmax ≤ Jmax (snmaxun,snmaxvn)≤ J0,0 (snmaxun,snmaxvn)≤ sup
t≥0
J0,0(tun, tvn)
= J0,0(un,vn) = θ0,0+on(1)
quando n→ ∞. Aplicando o Princı´pio Variacional de Ekeland (Teorema C.11), existe uma
sequeˆncia (PS)θmax , {(Un,Vn)}, para o funcional Jmax com
‖(Un− snmaxun,Vn− snmaxvn)‖H = on(1).
Afirmamos que
∫
Ω
|Un|α|Vn|βdz9 0 quando n→ ∞. Caso contra´rio, como
‖(Un,Vn)‖2H =
∫
Ω
|Un|α|Vn|βdz+on(1),
terı´amos
θmax+on(1) = Jmax(Un,Vn) =
(
1
2
− 1
2∗
)∫
Ω
|Un|α|Vn|βdz+on(1) = on(1),
que e´ uma contradic¸a˜o, pois θmax > 0.
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Considere a func¸a˜o de concentrac¸a˜o de Le´vy dada por
Qn(λ) := sup
y∈RN
∫
B(y,λ)
|un|2∗.
Como
∫
Ω
|Un|α|Vn|βdz9 0 quando n→ ∞, existem sequeˆncias {σn} ⊂R+ e {yn} ⊂Ω tais
que ∫
Bσn(yn)
|Un|α|Vn|βdz≥ c0, (2.22)
para alguma constante cn > 0. Seja
(
U˜n(z),V˜n(z)
)
=
(
σ
N−2
2
n Un(σnz+ yn),σ
N−2
2
n Vn(σnz+ yn)
)
.
Enta˜o, podemos obter
1
σn
dist(yn,∂Ω)→ ∞, n→ ∞.
Ademais, existe uma subsequeˆncia
{(
U˜n(z),V˜n(z)
)}
e
(
U˜ ,V˜
) ∈ D1,2(RN)×D1,2(RN) tal
que U˜n → U˜ e V˜n → V˜ em D1,2(RN). Por (2.22), U˜ , 0 e V˜ , 0. Uma vez que Ω e´ um
domı´nio limitado e {yn} ⊂ Ω, existe uma sequeˆncia {σn} tal que σn → 0. Suponha que a
subsequeˆncia yn→ y0 ∈Ω quando n→ ∞.
Afirmac¸a˜o: y0 ∈ K. De fato, uma vez que J0,0(snmaxun,snmaxvn) = θmax + on(1) e ‖(Un−
snmaxun,Vn− snmaxvn)‖H = on(1) quando n→ ∞, segue do Teorema da Convergeˆncia Domi-
nada de Lebesgue e de
1
σn
dist(yn,∂Ω)→ ∞ quando n→ ∞, que
(Sα,β)
N
2 =
∫
Ω
f (z)|Un|α|Vn|βdz+on(1)
=
∫
Ω
f (z)
∣∣∣∣∣ 1σN−22n U˜n
(
z− yn
σn
)∣∣∣∣∣
α ∣∣∣∣∣ 1σN−22n V˜n
(
z− yn
σn
)∣∣∣∣∣
β
dz+on(1)
=
1
σ
N−2
2 (α+β)
n
∫
Ω
f (z)
∣∣∣∣U˜n(z− ynσn
)∣∣∣∣α ∣∣∣∣V˜n(z− ynσn
)∣∣∣∣β dz+on(1)
=
1
σ
N−2
2
2N
N−2
n
∫
Ω
f (z)
∣∣∣∣U˜n(z− ynσn
)∣∣∣∣α ∣∣∣∣V˜n(z− ynσn
)∣∣∣∣β dz+on(1)
=
(
1
σn
)N ∫
Ω
f (z)
∣∣∣∣U˜n(z− ynσn
)∣∣∣∣α ∣∣∣∣V˜n(z− ynσn
)∣∣∣∣β dz+on(1)
=
∫
Ω
f (σnz+ yn)|U˜n(z)|α|V˜n(z)|βdz+on(1)
= f (y0)(Sα,β)
N
2 ,
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ou seja, f (y0) = 1 e, portanto, y0 ∈ K.
Uma vez que ‖(Un−snmaxun,Vn−snmaxvn)‖H = on(1) e U˜n→ U˜ e V˜n→ V˜ em D1,2(RN),
segue que
Q(un,vn) =
∫
Ω
χ(z)|snmaxun|α|snmaxvn|βdz∫
Ω
|snmaxun|α|snmaxvn|βdz
=
(
1
σn
)N ∫
Ωχ(z)
∣∣∣U˜n( z−ynσn )∣∣∣α ∣∣∣V˜n( z−ynσn )∣∣∣β dz(
1
σn
)N ∫
Ω
∣∣∣U˜n( z−ynσn )∣∣∣α ∣∣∣V˜n( z−ynσn )∣∣∣β dz +on(1)
= y0+on(1)
quando n→∞, donde Q(un,vn)∈Kρ0/2, o que e´ uma contradic¸a˜o, pois supomos que Q(un,vn)
< Kρ0/2. Portanto, existe δ0 > 0 tal que se (u,v) ∈ M0,0 e J0,0(u,v) ≤ θmax + δ0, enta˜o
Q(u,v) ∈ Kρ0
2
.
Lema 2.17 Se (u,v) ∈Mλ,µ e Jλ,µ(u,v)≤ θ0,0+ δ02 , enta˜o existe um nu´mero Λ∗ tal que
Q(u,v) ∈ Kρ0
2
para 0 < λ+µ < Λ∗.
Demonstrac¸a˜o. De modo ana´logo ao Lema 2.7, existe um u´nico nu´mero positivo
s = s(u,v) =
 ‖(u,v)‖2H∫
Ω
f (z)|u|α|v|βdz

N−2
4
tal que (su,sv) ∈M0,0.
Afirmac¸a˜o: Existe Λ> 0 tal que se 0 < λ+µ < Λ, enta˜o s <C para alguma constante C > 0
(independente de u e v). Do Lema (2.15), θ0,0 = θmax, daı´ por hipo´tese
θmax+
δ0
2
= θ0,0+
δ0
2
≥ Jλ,µ(u,v).
Para (u,v) ∈Mλ,µ, tem-se
θmax+
δ0
2
≥ Jλ,µ(u,v)
=
(
1
2
− 1
p
)
‖(u,v)‖2H +
(
1
p
− 1
2∗
)∫
Ω
f (z)|u|α|v|βdz
≥ p−2
2p
‖(u,v)‖2H
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isto e´,
‖(u,v)‖2H ≤
2p
p−2(θmax+δ0/2) =C1, (2.23)
e, lembrando que existe d0 > 0 tal que d0 ≤ θλ,µ (veja observac¸a˜o 2.8), temos
0 < d0 ≤ θλ,µ ≤ Jλ,µ(u,v)
=
(
1
2
− 1
2∗
)
‖(u,v)‖2H−
(
1
p
− 1
2∗
)∫
Ω
(λg(z)|u|p+µh(z)|v|p)dz
≤ 1
N
‖(u,v)‖2H ,
ou seja,
‖(u,v)‖2H ≥ Nd0 =C2. (2.24)
Ale´m disso, como (u,v) ∈Mλ,µ, segue de (2.2) que∫
Ω
f (z)|u|α|v|βdz = ‖(u,v)‖2H−
∫
Ω
(λg(z)|u|p+µh(z)|v|p)dz
Da Afirmac¸a˜o 2, na demonstrac¸a˜o do Lema 2.5 (i), vem
∫
Ω
f (z)|u|α|v|βdz≥ ‖(u,v)‖2H−Max|Ω|
2∗−p
2∗ S
−p
2 (λ+µ)‖(u,v)‖pH ,
onde Max = {‖g‖∞,‖h‖∞}. Assim, por (2.23), (2.24), temos que∫
Ω
f (z)|u|α|v|βdz ≥ C2−Max|Ω|
2∗−p
2∗ S
−p
2 (λ+µ)C
p
2
1 .
Podemos enta˜o escolher Λ> 0 tal que para 0 < λ+µ < Λ
∫
Ω
f (z)|u|α|v|βdz≥C2−Max|Ω|
2∗−p
2∗ S
−p
2 ΛC
p
2
1 . (2.25)
Logo, por (2.23), (2.24), (2.25) e da expressa˜o de s, existe C > 0 (independente de u e v) tal
que s <C para todo 0 < λ+µ < Λ, demonstrando a afirmac¸a˜o.
Note que
θmax+
δ0
2
≥ Jλ,µ(u,v) = sup
t≥0
Jλ,µ(tu, tv)≥ Jλ,µ(su,sv)
=
1
2
‖(su,sv)‖2H−
1
2∗
∫
Ω
f (z)|su|α|sv|βdz− 1
p
∫
Ω
(λg(z)|su|p+µh(z)|sv|p)dz
≥ J0,0(su,sv)− 1p
∫
Ω
(λg(z)|su|p+µh(z)|sv|p)dz.
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implicando
J0,0(su,sv) ≤ θmax+ δ02 +
1
p
∫
Ω
(λg(z)|su|p+µh(z)|sv|p)dz
≤ θmax+ δ02 +Max|Ω|
2∗−p
2∗ S
−p
2 (λ+µ)‖(su,sv)‖pH
< θmax+
δ0
2
+Max|Ω| 2
∗−p
2∗ S
−p
2 (λ+µ)CpC
p
2
1 .
Enta˜o, existe Λ∗ ∈ (0,Λ) tal que 0 < λ+µ < Λ∗
J0,0(su,sv)≤ θmax+ δ02 , onde (su,sv) ∈M0,0.
Portanto, pelo Lema (2.16), obtemos
Q(u,v) = Q(su,sv) ∈ Kρ0
2
para 0 < λ+µ < Λ∗.
De acordo com os Lemas 2.11 e 2.13, existe 0 < ε0 ≤ ε0 tal que
βiλ,µ ≤ Jλ,µ
(
t
√
αuiε, t
√
βuiε
)
<
1
N
(Sα,β)
N
2 para todo 0 < ε< ε0. (2.26)
Aplicando o Lema 2.17, concluı´mos que
β˜iλ,µ ≥
1
N
(Sα,β)
N
2 +
δ0
2
, para todo 0 < λ+µ < Λ∗. (2.27)
Para cada 1≤ i≤ k, por (2.26) e (2.27), obtemos
βiλ,µ < β˜
i
λ,µ para todo 0 < λ+µ < Λ
∗.
Daı´,
βiλ,µ = inf
(u,v)∈Oiλ,µ∪∂Oiλ,µ
Jλ,µ(u,v), para todo 0 < λ+µ < Λ∗.
O Lema seguinte e´ de suma importaˆncia para a demonstrac¸a˜o do Teorema 2.19, pore´m
na˜o sera´ demonstrado aqui, pois e´ ana´logo ao Lema 1.25.
Lema 2.18 Para cada 1 ≤ i ≤ k, existe uma sequeˆncia (PS)βiλ,µ , {(un,vn)} ⊂ O
i
λ,µ, em H
para Jλ,µ.
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Teorema 2.19 Existe um nu´mero positivo Λ∗ tal que (Eλ,µ) admite, pelo menos, k soluc¸o˜es
positivas para quaisque λ,µ > 0 satisfazendo 0 < λ+µ < Λ∗.
Demonstrac¸a˜o. Para cada 1 ≤ i ≤ k, existe uma sequeˆncia (PS)βiλ,µ ⊂ O
i
λ,µ em H para Jλ,µ.
Por (2.26), temos
βiλ,µ <
1
N
(Sα,β)
N
2 .
Note que Jλ,µ satisfaz a condic¸a˜o (PS)γ, para γ ∈
(
−∞, 1N (Sα,β)
N
2
)
. Portanto, temos que
Jλ,µ tem, ao menos, k pontos crı´ticos em Mλ,µ para todo λ,µ > 0 satisfazendo 0 < λ+ µ <
Λ∗. Sejam u+ = max{u,0} e v+ = max{v,0}. Substituindo os termos
∫
Ω
f (z)|u|α|v|βdz e∫
Ω
(λg(z)|u|p + µh(z)|v|p)dz do funcional por
∫
Ω
f (z)uα+v
β
+dz e
∫
Ω
(λg(z)up++ µh(z)v
p
+)dz,
respectivamente, segue-se enta˜o que (Eλ,µ) tem k soluc¸o˜es na˜o negativas. Aplicando o
Princı´pio do Ma´ximo, (Eλ,µ) admite pelo menos k soluc¸o˜es positivas.
Apeˆndice A
Funcionais Diferencia´veis
Definic¸a˜o A.1 Seja J : X →R um funcional, onde X e´ um espac¸o normado. Diremos que J
e´ diferencia´vel a` Fre´chet em u ∈ X se existe A ∈ X ′ tal que, para v ∈ X, temos
lim
‖v‖→0
1
‖v‖ [J(u+ v)− J(u)−Av] = 0.
Definic¸a˜o A.2 Seja J : X →R um funcional, onde X e´ um espac¸o normado. Diremos que J
e´ diferencia´vel a` Gateaux em u ∈ X se existe A ∈ X ′ tal que, para v ∈ X, temos
lim
t→0
1
t
[J(u+ tv)− J(u)] = Av.
A derivada de Gateaux de J em u e´ denotada por J′(u).
Observac¸a˜o A.3 Se J tem derivada a` Gateaux contı´nua em X, enta˜o J ∈C1(X ,RN).
Considere o funcional Jε : H1(RN)→R definido por
Jε(u) =
1
2
||u||2− 1
p
∫
RN
f (εz)|u|pdz− 1
q
∫
RN
ε
2(p−q)
p−2 h(εz)|u|qdz.
Lema A.4 O funcional Jε ∈C1(H1(RN),R).
Demonstrac¸a˜o. Considere os funcionais I1, I2 e I3 definidos por
I1(u) =
1
2
||u||2 , I2(u) = 1p
∫
RN
f (εz)|u|pdz e I3(u) = 1q
∫
RN
ε
2(p−q)
p−2 h(εz)|u|qdz.
Afirmac¸a˜o 1: O funcional I1 e´ de classe C1(H1(RN),R). De fato, seja u ∈ H1(RN), enta˜o
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para cada v ∈ H1(RN), temos
I′1(u)v =
1
2
lim
t→0
‖u+ tv‖2−‖u‖2
t
=
1
2
lim
t→0
‖u‖2+2t 〈u,v〉+ t2‖v‖2−‖u‖2
t
=
1
2
lim
t→0
2〈u,v〉+ t‖v‖2
= 〈u,v〉 ,
onde 〈u,v〉 =
∫
RN
(∇u∇v+uv)dz. Assim, I1 e´ diferencia´vel a` Gateaux e I′1(u)v = 〈u,v〉.
Provaremos agora a continuidade da derivada de Gateaux de I′1. Para isso, devemos mostrar
que I′1(un)→ I′1(u) em H−1(RN), quando un→ u em H1(RN), ou equivalentemente,
‖I′1(un)− I′1(u)‖H−1(RN)→ 0, quando n→+∞.
Considere uma sequeˆncia {un} ⊂ H1(RN) tal que un → u em H1(RN). Dados arbitraria-
mente ε> 0 e v ∈ H1(RN), com ‖v‖ ≤ 1, para n suficientemente grande, temos
∣∣(I′1(un)− I′1(u))v∣∣ = |I′1(un−u)v|
= | 〈un−u,v〉 |
= ‖un−u‖‖v‖
< ε,
o que implica
‖I′1(un)− I′1(u)‖H−1(RN) = sup
v∈H1(RN) : ‖v‖≤1
∣∣(I′1(un)− I′1(u))v∣∣< ε,
ou seja,
‖I′1(un)− I′1(u)‖H−1(RN)→ 0, quando n→+∞,
donde concluı´mos que I′1 e´ contı´nua. Consequentemente, I1 ∈C1(H1(RN),R).
Afirmac¸a˜o 2: O funcional I2 e´ de classe C1(H1(RN),R). De fato, consideremos a seguinte
func¸a˜o ζ : [0,1]→R definida por ζ(s) = 1p f (εz)|u+ stv|p, onde t ∈R e´ tal que 0 < |t|< 1 e
u,v ∈ H1(R). Assim,
i) ζ(1) = 1p f (εz)|u+ tv|p;
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ii) ζ(0) = 1p f (εz)|u|p;
iii) ζ′(s) = f (εz)|u+ stv|p−2(u+ stv)tv.
Como ζ e´ diferencia´vel em (0,1), enta˜o pelo Teorema do Valor Me´dio, existe δ∈ (0,1)
tal que
ζ(1)−ζ(0) = ζ′(δ)
e segue
1
p
f (εz)|u+ stv|p− 1
p
f (εz)|u|p = f (εz)|u+δtv|p−2(u+δtv)tv.
Daı´,
1
p
f (εz)
( |u+ tv|p−|u|p
t
)
= f (εz)|u+δtv|p−2(u+δtv)v.
Agora, passando ao limite, quando t→ 0,
lim
t→0
1
p
f (εz)
( |u+ tv|p−|u|p
t
)
= f (εz)|u|p−2uv.
Segue que ∣∣∣∣1p f (εz)
( |u+ tv|p−|u|p
t
)∣∣∣∣ = | f (εz)||u+δtv|p−1|v|
≤ | f (εz)|(|u||+ |δ||t||v|)p−1 |v|
≤ M (|u||+ |δ||t||v|)p−1 |v|
≤ M (|u|+ |v|)p−1 |v|
Como u,v ∈ H1(RN), temos que u,v ∈ Lp(RN). Decorre disso que |u|+ |v| ∈ Lp(RN).
Assim, (|u|+ |v|)p−1 ∈ L pp−1 (RN). Usando a Desigualdade de Ho¨lder com expoentes conju-
gados pp−1 e p, temos
∫
RN
(|u|+ |v|)p−1|v|dz≤
(∫
RN
∣∣(|u|+ |v|)p−1∣∣ pp−1 dz) p−1p (∫
RN
|v|pdz
) 1
p
< ∞.
Assim, M(|u|+ |v|)p−1|v| ∈ L1(RN). Pelo Teorema da Convergeˆncia Dominada de Lebesgue
(Teorema C.3), temos
lim
t→0
1
p
∫
RN
f (εz)
|u+ tv|p−|u|p
t
dz =
∫
RN
lim
t→0
1
p
f (εz)
|u+ tv|p−|u|p
t
dz
=
∫
RN
f (εz)|u|p−2uvdz.
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Portanto,
I′2(u)v =
∫
RN
f (εz)|u|p−2uvdz.
Consequentemente, existe a derivada de Gateaux em u, com
I′2(u)v =
∫
RN
f (εz)|u|p−2uvdz.
Provaremos agora a continuidade da derivada de Gateaux de I′2. Para isso, devemos mostrar
que I′2(un)→ I′2(u) em H−1(RN), quando un→ u em H1(RN). Seja {un} ⊂ H1(RN), com
un→ u em H1(RN). Das Imerso˜es de Sobolev (Teorema C.7), segue que un→ u em Lp(RN).
Enta˜o, pelo Teorema de Vainberg (Teorema C.4), existem uma subsequeˆncia, ainda denotada
por {un}, e g ∈ Lp(RN) tais que un(x)→ u(x) q.s. em RN e |u(x)| ≤ g(x) q.s em RN . Para
todo v ∈ H1(RN), com ‖v‖ ≤ 1, temos
∣∣(I′2(un)− I′2(u))v∣∣ = ∣∣∣∣∫
RN
f (εz)|un|p−2unvdz−
∫
RN
f (εz)|u|p−2uvdz
∣∣∣∣
=
∣∣∣∣∫
RN
f (εz)
(|un|p−2un−|u|p−2u) |v|dz∣∣∣∣
≤
∫
RN
| f (εz)| ∣∣|un|p−2un−|u|p−2u∣∣ |v|dz.
Usando a Desigualdade de Ho¨lder (Teorema C.2) com expoentes conjugados pp−1 e p, obte-
mos
∣∣(I′2(un)− I′2(u))v∣∣≤M(∫
RN
∣∣|un|p−2un−|u|p−2u∣∣ pp−1 dz) p−1p (∫
RN
|v|pdz
) 1
p
.
Usando as Imerso˜es de Sobolev (Teorema C.7), temos
∣∣(I′2(un)− I′2(u))v∣∣ ≤ M(∫
RN
∣∣|un|p−2un−|u|p−2u∣∣ pp−1 dz) p−1p S‖v‖
≤ MS
(∫
RN
∣∣|un|p−2un−|u|p−2u∣∣ pp−1 dz) p−1p
Ale´m disso, como un(x)→ u(x) q.s em RN , temos
∣∣|un|p−2un−|u|p−2u∣∣→ 0 q.s em RN .
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Portanto, pelo Teorema da Convergeˆncia Dominada de Lebesgue (Teorema C.3), temos
∫
RN
∣∣|un|p−2un−|u|p−2u∣∣ pp−1 → 0.
Logo, ∣∣(I′2(un)− I′2(u))v∣∣→ 0.
Como
‖I′2(un)− I′2(u)‖H−1(RN) = sup
v∈H1(RN) : ‖v‖≤1
∣∣(I′2(un)− I′2(u))v∣∣ ,
temos
‖I′2(un)− I′2(u)‖H−1(RN)→ 0, quando n→+∞,
donde concluı´mos que I′2 e´ contı´nua. Consequentemente, I2 ∈C1(H1(RN),R).
Afirmac¸a˜o 3: O funcional I3 e´ de classe C1(H1(RN),R). A demonstrac¸a˜o desta afirmac¸a˜o
segue exatamente os mesmos passos da afirmac¸a˜o 2.
Portanto, das afirmac¸o˜es 1, 2 e 3, concluı´mos que Jε ∈C1(H1(RN),R).
Lema A.5 O funcional Jλ,µ ∈C1(H1(RN),R).
Demonstrac¸a˜o. A demonstrac¸a˜o deste Lema segue os mesmos passos do Lema A.4.
Apeˆndice B
Sobre Valores Palais-Smale
Neste Apeˆndice provaremos que dois valores (PS) em H1(RN) para o funcional Imax
sa˜o iguais. Tais resultados sa˜o importantes no estudo de existeˆncia de soluc¸o˜es de problema
do tipo (Emax).
Seja Imax : H1(RN)→R o funcional energia de classe C1 definido por
Imax(u) =
1
2
‖u‖2− 1
p
∫
RN
fmax|u|pdz
e
γmax = inf
u∈Nmax
Imax(u),
onde
Nmax =
{
u ∈ H1(RN)\{0} : 〈I′max(u),u〉= 0
}
.
Considere o problema de maximizac¸a˜o sujeito a` um vı´nculo
αmax =
(
1
2
− 1
p
)(
fmaxSp
) 2
2−p . (B.1)
Das Imerso˜es de Sobolev, concluı´mos que αmax > 0.
Lema B.1 αmax e´ um valor (PS) em H1(RN) para Imax.
Demonstrac¸a˜o. Seja {un} ⊂ H1(RN) uma sequeˆncia maximizante de S. Enta˜o,
‖un‖= 1, para n = 1,2, . . .
e
‖un‖pLp(RN) = S+on(1).
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Temos
Imax(u) =
1
2
‖u‖2− 1
p
fmax
∫
RN
|u|pdz
=
1
2
‖u‖2− 1
p
fmax‖u‖pLp(RN). (B.2)
Para cada n ∈N, defina
vn =
(
fmaxSp
) 1
2−p un.
Observe que
‖vn‖2 =
∣∣∣( fmaxSp) 12−p ∣∣∣2 ‖un‖= ( fmaxSp) 22−p (B.3)
e
‖vn‖pLp(RN) =
∣∣∣( fmaxSp) 12−p ∣∣∣p ‖un‖pLp(RN)
=
(
fmaxSp
) p
2−p Sp+on(1)
=
(
fmax
) p
2−p S
2p
2−p +on(1)
o que implica
fmax‖vn‖pLp(RN) = ( fmax)
2
2−p S
2p
2−p +on(1)
=
(
fmaxSp
) 2
2−p +on(1).
De (B.2), (B.3) e (B.4), resulta
Imax(vn) =
(
1
2
− 1
p
)(
fmaxSp
) 2
2−p +on(1) = αmax+on(1).
Para cada n ∈N e ϕ ∈ H1(RN), defina
Tn(ϕ) =
∫
RN
|vn|p−2vnϕdz.
Considere ψ ∈ H1(RN) com ‖ψ‖= 1. Assim,
‖ψ‖Lp(RN) ≤ S
93
e
|Tn(ψ)| =
∣∣∣∣∫
RN
|vn|p−2vnψdz
∣∣∣∣
≤
(∫
RN
|vn|p
) p−1
p
(∫
RN
|ψ|p
) 1
p
≤ ‖vn‖p−1Lp(RN)S
=
[
( fmax)
1
2−p S
2
2−p
]p−1
S+on(1)
= ( fmax)
p−1
2−p S
p
2−p +on(1).
Donde,
‖Tn‖H−1 ≤ ( fmax)
p−1
2−p S
p
2−p +on(1). (B.4)
Por outro lado,
Tn
(
vn
‖vn‖
)
=
1
‖vn‖
∫
RN
|vn|pdz
=
(
fmax
) p
2−p S
2p
2−p +on(1)(
fmaxSp
) 1
2−p
= ( fmax)
p−1
2−p S
p
p−1 +on(1). (B.5)
De (B.4) e (B.5), concluı´mos que
‖Tn‖H−1 = ( fmax)
p−1
2−p S
p
2−p +on(1).
Como Tn e´ um funcional linear contı´nuo, pelo Teorema da Representac¸a˜o de Riesz (Teorema
C.12), para cada n ∈N, existe wn ∈ H1(RN) tal que
Tn(ϕ) = 〈wn,ϕ〉=
∫
RN
(∇wn∇ϕ+wnϕ) , ϕ ∈ H1(RN)
e
‖wn‖= ‖Tn‖H−1.
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Como
〈
I′max(vn),ϕ
〉
=
∫
RN
(∇vn∇ϕ+ vnϕ)− fmax
∫
RN
|vn|p−2vnϕ
= 〈vn,ϕ〉− fmaxTn(ϕ)
= 〈vn,ϕ〉− fmax 〈wn,ϕ〉
= 〈vn− fmaxwn,ϕ〉 .
Daı´, ∣∣〈I′max(vn),ϕ〉∣∣= ‖vn− fmaxwn‖. (B.6)
Observe que
‖vn− fmaxwn‖2 = ‖vn‖2−2 fmax 〈wn,vn〉+( fmax)2‖wn‖2.
Temos
• fmax 〈wn,vn〉= fmaxTn(vn) = fmax‖vn‖pLp(RN) = fmax( fmax)
p
2−p S
2p
2−p = ( fmaxSp)
2
2−p .
• fmax‖wn‖= fmax( fmax)
p−1
2−p S
p
2−p +on(1) = ( fmax)
1
2−p S
p
2−p +on(1).
• ‖vn‖2 =
(
fmaxSp
) 2
2−p .
Das igualdades acima,
‖vn− fmaxwn‖2 = on(1).
De (B.6), vem ∣∣〈I′max(vn),ϕ〉∣∣≤ ‖vn− fmaxwn‖2 = on(1),
para todo ϕ ∈ H1(RN) com ‖ϕ‖= 1. Portanto,
I′max(vn) = on(1) em H
−1,
demonstrando o resultado.
Agora considere o problema de minimizac¸a˜o
γmax = inf
u∈Nmax
Imax(u)
onde Nmax = {u ∈ H1(RN)\{0} : 〈I′max(u),u〉}.
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Lema B.2 Para u ∈ Nmax, tem-se
‖u‖ ≥ d,
para alguma constante d > 0.
Demonstrac¸a˜o. Seja u ∈ Nmax. Enta˜o, 〈I′max(u),u〉= 0. Assim,
‖u‖2− fmax
∫
RN
|u|pdz,
o que implica
‖u‖2 = fmax
∫
RN
|u|pdz = fmax‖u‖pLp(RN).
Das imerso˜es contı´nuas de Sobolev, existe C > 0 tal que
‖u‖2 ≤ fmaxC‖u‖p.
Daı´,
‖u‖p−2 ≥ 1
fmaxC
,
implicando
‖u‖ ≥
(
1
fmaxC
) 1
p−2
= d.
Observac¸a˜o B.3 γmax > 0.
Demonstrac¸a˜o. Com efeito, para u ∈ Nmax,
Imax(u) =
1
2
‖u‖2− 1
2
fmax
∫
RN
|u|pdz
=
p−1
2p
‖u‖2
≥ p−1
2p
d2.
Consequentemente, γmax > 0.
Suponha, agora, as seguintes condic¸o˜es:
f 1) f : RN ×R→ R e´ uma func¸a˜o contı´nua satisfazendo | f (x, t)| ≤ C(|t|q−1 + |t|p−1),
para todo x ∈RN , t ∈R, onde C e´ uma constante positiva.
f 2) f (x, t) = o(|t|q−1) com t→ 0 uniformemente em x.
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f 3) Existe uma constante positiva β> q tal que
0 < βF(x, t)≤ t f (x, t), para todo x ∈RN e t , 0,
onde F(x, t) =
∫
RN
f (x,s)ds.
f 4) Para cada x ∈RN a func¸a˜o f (x, t)|t|q−1 e´ crescente em t em R
N\{0}.
Seja I : H1(RN)→R o funcional de classe C1 definido por
I(u) =
∫
RN
(|∇u|2+ |u|2)dx−∫
RN
F(x,u)dx,
para todo u ∈ H1(RN).
Considere a Variedade de Nehari dada por
N = {u ∈ H1(RN)\{0} : 〈I′(u),u〉= 0}.
Lema B.4 Sob as condic¸o˜es ( f 1)− ( f 4) para cada u ∈ H1(RN) existe um u´nico tu > 0 tal
que tuu ∈ N. Ale´m disso, o ma´ximo de I(tu) para t > 0 e´ atingido em t = tu.
Demonstrac¸a˜o. Fixado u ∈ H1(RN) arbitra´rio, consideremos a func¸a˜o ϕ : [0,+∞)→ R
definida por ϕ(t) = I(tu). Note que ϕ(0) = 0 e que ϕ verifica a geometria do passo da
montanha, ou seja, ϕ(t)> 0 para t > 0 suficientemente pequeno e ϕ(t)< 0 para t > 0 grande.
Logo, o ma´ximo de ϕ(t) em [0,+∞) e´ atingido em algum ponto tu = t(u)> 0 e, portanto,
ϕ(tu) = I′(tuu) = 0.
Seja v= tuu. Enta˜o, I′(v)v= 0, donde v∈N. O pro´ximo passo consiste em provar a unicidade
de tu. Considere a func¸a˜o ψ : [0,+∞)→R dada por ψ(t) = I(tv). Assim,
ψ(1) = I(v) = ϕ(tu) = max
t≥0
ϕ(t) = max
t≥0
I(tu) = max
s≥0
I(stuu) = max
s≥0
I(su) = max
t≥0
ψ(t).
Logo,
0 = ψ(1) = I′(v)v,
consequentemente,
‖v‖2 =
∫
RN
f (x,v)v.
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Agora, supondo t ≥ 1, resulta
ϕ′(t) = I′(tv)v
= t‖v‖2−
∫
RN
f (x, tv)v
= t
[
‖v‖2− 1
t
∫
RN
f (x, tv)v
]
.
Afirmac¸a˜o: f (x,v)v <
1
t
f (x, tv)v. Com efeito, para v > 0, sendo t > 1, tem-se que tv > v e
por ( f 4),
f (x, tv)
|tv| >
f (x,v)
|v|
ou
f (x, tv)v
t
> f (x,v)v. (B.7)
Se v < 0, enta˜o tv < v e novamente por ( f 4)
f (x, tv)
|tv| <
f (x,v)
|v|
implicando
f (x, tv)
−tv <
f (x,v)
−v .
Daı´,
f (x, tv)v
t
> f (x,v)v. (B.8)
O resultado segue de (B.7) e (B.8). Da afirmac¸a˜o, ψ′ < 0 para t > 1. De maneira ana´loga
concluı´mos queψ′> 0 se t ∈ (0,1). Provando que o nu´mero positivo tu satisfazendo ϕ′(tu) =
I′(tuu) = 0 e´ u´nico, finalizando a demonstrac¸a˜o do Lema.
Teorema B.5 Sejam β > 0 e {un} ⊂ H1(RN) uma sequeˆncia para Imax tal que Imax(un) =
β+ on(1) e ‖un‖2 = fmax‖un‖pLp(RN)+ on(1). Enta˜o, existe uma sequeˆncia {sn} ⊂ R+ tal
que sn = 1+on(1), {snun} ⊂ Nmax e Imax(snun) = β+on(1).
Demonstrac¸a˜o. Pelo Lema B.2, existe {sn} ⊂R+ tal que {snun} ⊂ Nmax. Assim,
〈Imax(snun),snun〉= 0,
ou seja,
s2n‖un‖2 = fmaxspn‖un‖pLp(RN).
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Mas, por hipo´tese, ‖un‖2 = fmax‖un‖pLp(RN), o que implica
s2n‖un‖2 = spn‖un‖2+on(1)
ou
s2n(1− sp−2n )‖un‖2 = on(1).
Como Imax = β+on(1) e β> 0, enta˜o sn , 0.
Afirmac¸a˜o: Existe C > 0 tal que ‖un‖ ≥ C para cada n ∈ N. Com efeito, suponha por
contradic¸a˜o que existe um subsequeˆncia tal que
lim
n→∞‖un‖= 0.
Enta˜o, Imax(un) = on(1), mas isto contradiz β> 0.
Logo, devemos ter lim
n→∞sn = 1. Da definic¸a˜o de Imax e do fato sn = 1+ on(1), con-
cluı´mos que Imax(snun) = β+on(1).
Teorema B.6 Seja {un} ⊂ H1(RN). Enta˜o, {un} e´ uma sequeˆncia (PS)γmax para Imax se, e
somente se, Imax(un) = γmax+on(1) e ‖un‖2 = fmax‖un‖pLp(RN)+on(1). Em particular, toda
sequeˆncia minimizante {un}⊂Nmax de γmax e´ uma (PS)γmax sequeˆncia em H1(RN) para Imax.
Consequentemente, γmax e´ um valor (PS)γmax em H1(RN) para Imax.
Demonstrac¸a˜o. Suponha que {un} e´ uma sequeˆncia (PS)γmax em H1(RN) para Imax. Enta˜o,
claramente
‖un‖2 = fmax‖un‖pLp(RN)+on(1).
Reciprocamente, se {un} ⊂ H1(RN) e´ tal que
Imax = γmax+on(1)
e
‖un‖2 = fmax‖un‖pLp(RN)+on(1), (B.9)
enta˜o
Imax(un) =
1
2
‖un‖2− 1p fmax‖un‖
p
Lp(RN) = γmax+on(1).
Logo,
1
2
‖un‖2− 1p‖un‖
2 = γmax+on(1),
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o que implica
‖un‖2 = 2pp−1γmax+on(1). (B.10)
Para cada n ∈N, defina
Tn(ϕ) =
∫
RN
|un|p−2unϕ, para todo ϕ ∈ H1(RN).
Seja ψ ∈ H1(RN) com ‖ψ‖= 1. Enta˜o, existe tψ tal que tψψ ∈ Nmax e, assim,
‖tψψ‖2 = fmax‖tψψ‖pLp(RN).
Daı´,
t2ψ = fmaxt
p
ψ‖ψ‖pLp(RN),
ou seja,
tψ =
(
fmax‖ψ‖pLp(RN)
)− 1p−2
. (B.11)
Observe que
γmax ≤ Imax(tψψ)
=
(
p−2
2p
)
t2ψ‖ψ‖2
=
p−2
2p
t2ψ.
Por (B.11),
γmax ≤ p−22p
(
fmax‖ψ‖pLp(RN)
)− 2p−2
.
Assim, (
fmax‖ψ‖pLp(RN)
) 2
p−2 ≤ p−2
2p
1
γmax
,
o que implica
‖ψ‖pLp(RN) =
1
fmax
(
p−2
2p
1
γmax
) p−2
2
=
1
fmax
(
2p
p−2γmax
) 2−p
2
.
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Logo,
‖ψ‖Lp(RN) = ( fmax)−
1
p
(
2p
p−2γmax
) 2−p
2
.
De (B.9), temos
1
2
‖un‖2− 1p fmax‖un‖
p
Lp(RN) = γmax+on(1).
Assim,
1
2
fmax‖un‖pLp(RN)+on(1)−
1
p
fmax‖un‖pLp(RN) = γmax+on(1),
ou seja, (
1
2
− 1
p
)
fmax‖un‖pLp(RN) = γmax+on(1),
implicando
‖un‖pLp(RN) =
2p
p−1
1
fmax
γmax+on(1).
Note que
|Tn(ψ) ≤ ‖un‖p−1Lp(RN)‖ψ‖Lp(RN)
≤
(
1
fmax
2p
p−1γmax
) p−1
p
(
( fmax)
− 1p
(
2p
p−2γmax
) 2−p
2p
)
+on(1)
=
1
fmax
(
2p
p−1γmax
) 1
2
+on(1).
Daı´,
‖Tn‖H−1 ≤
1
fmax
(
2p
p−1γmax
) 1
2
+on(1).
Pelo Teorema da Representac¸a˜o de Riesz (Teorema C.12), para cada n ∈N, existe
wn ∈ H1(RN) tal que
Tn(ϕ) = 〈wn,ϕ〉=
∫
RN
(∇wn∇ϕ+wnϕ)
e
‖wn‖= ‖Tn‖H−1 =
1
fmax
(
2p
p−1γmax
) 1
2
+on(1). (B.12)
Temos
〈wn,un〉= Tn(un) =
∫
RN
|un|pdz = 1fmax
2p
p−1γmax+on(1). (B.13)
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Por (B.10), (B.12) e (B.13), obtemos
‖un− fmaxwn‖2 = ‖un‖2−2 fmax 〈wn,un〉+ f 2max‖wn‖2
=
2p
p−1γmax−2
2p
p−1γmax+
2p
p−1γmax+on(1)
= on(1).
Para ψ ∈ H1(RN) com ‖ψ‖= 1, vem
〈
I′max(un),ψ
〉
=
∫
RN
(∇un∇ψ+unψ)− fmax
∫
RN
|un|p−2unψ
= 〈un,ψ〉− fmaxTn(ψ)
= 〈un,ψ〉−〈 fmaxwn,ψ〉
= 〈un− fmaxwn,ψ〉 .
Daı´,
‖I′max(un)‖ ≤ ‖un− fmaxwn‖= on(1)
e, portanto,
I′max = on(1).
Teorema B.7 Seja β> 0 um valor (PS) em H1(RN) para Imax. Enta˜o,
i) β≥ αmax;
ii) β≥ γmax.
Demonstrac¸a˜o. Seja {un} ⊂H1(RN)\{0} uma sequeˆncia (PS)β em H1(RN) para Imax com
β> 0. Enta˜o,
Imax = β+on(1)
e
‖un‖2− fmax‖un‖pLp(RN) = on(1).
i) Temos que
‖un‖ ≥ 1S‖un‖Lp(RN) =
1
S
(
1
fmax
‖un‖2
) 1
p
+on(1).
Logo,
‖un‖
p−2
p ≥ 1
S
1
( fmax)1/p
+on(1),
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ou seja,
‖un‖ ≥
(
1
Sp
1
fmax
) 1
p−2
+on(1) =
(
fmaxSp
) 1
2−p +on(1).
Assim,
β+on(1) = Imax(un)
=
1
2
‖un‖2− 1p fmax‖un‖
p
=
(
1
2
− 1
p
)
‖un‖2
≥
(
1
2
− 1
p
)(
fmaxSp
) 2
2−p +on(1)
e, portanto,
β≥
(
1
2
− 1
p
)(
fmaxSp
) 2
2−p = αmax.
ii) Existe {sn} ⊂R+ tal que {snun} ⊂ Nmax e Imax(snun) = β+on(1). Mas, por definic¸a˜o,
γmax ≤ Imax(snun) = β+on(1).
Passando ao limite,
γmax ≤ β.
Corola´rio B.8 γmax = αmax =
(
1
2 − 1p
)(
fmaxSp
) 2
2−p .
Demonstrac¸a˜o. Segue diretamente do Lema B.1, Teorema B.6 e Teorema B.7.
Apeˆndice C
Resultados Importantes
Neste Apeˆndice traremos alguns resultados que foram u´teis para o entendimento do
trabalho. Primeiramente, definiremos os Espac¸os Lp e em seguida listaremos alguns resulta-
dos ba´sicos usados referentes aos mesmos.
Seja Ω⊂RN um conjunto aberto. Dado p ∈R, com 1≤ p≤∞, os espac¸os Lp(Ω) sa˜o
definidos como
Lp(Ω) =
{
u : Ω→R : u e´ mensura´vel e
∫
Ω
|u(x)|pdx < ∞
}
,
com a norma
‖u‖Lp(Ω) =
(∫
Ω
|u(x)|pdx
) 1
p
,
para 1≤ p < ∞, e
L∞(Ω) = {u : Ω→R | u e´ mensura´vel e ∃C > 0 tal que |u(x)| ≤C q.s. em Ω} ,
com a norma
‖u‖∞ = inf{C : |u(x)| ≤C q.s. em Ω},
onde consideramos a classe das func¸o˜es iguais q.s. Enta˜o, Lp(Ω) e´ um espac¸o de Banach
separa´vel, para 1≤ p < ∞, e reflexivo para 1 < p < ∞ (veja [10], pa´g. 103).
Teorema C.1 (Desigualdade de Young) Sejam A e B nu´meros na˜o negativos e
1 < p < ∞, 1 < q < ∞ tais que p e q sa˜o conjungados, isto e´,
1
p
+
1
q
= 1.
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Enta˜o
AB≤ A
p
p
+
Bq
q
.
Demonstrac¸a˜o. Ver [8].
Teorema C.2 (Desigualdade de Ho¨lder) Sejam u ∈ Lp e v ∈ Lq com 1 < p < ∞ tais que p
e q sa˜o conjugados. Enta˜o, uv ∈ L1 e
‖uv‖L1 ≤ ‖u‖Lp ‖v‖Lq .
Demonstrac¸a˜o. Ver [8].
Teorema C.3 (Teorema da Convergeˆncia Dominada de Lebesgue) Seja (un) uma sequeˆn-
cia de func¸o˜es integra´veis que converge quase sempre para uma func¸a˜o real mensura´vel u.
Se existe uma func¸a˜o integra´vel v tal que |un| ≤ v para todo n ∈N, enta˜o u e´ integra´vel e e´
va´lido ∫
udµ = lim
n→∞
∫
un dµ.
Demonstrac¸a˜o. Ver [8], Teorema 5.6, p. 44.
Teorema C.4 (Teorema de Vainberg) Sejam 1 ≤ p ≤ ∞, (un) uma sequeˆncia em Lp(Ω)
e u ∈ Lp(Ω), tais que un → u em Lp(Ω). Enta˜o, existe uma subsequeˆncia (uni) ⊆ (un) e
g ∈ Lp(Ω), satisfazendo:
i) uni(x)→ u(x) q.s. em Ω;
ii) |uni(x)| ≤ g(x), para todo i ∈N.
Demonstrac¸a˜o. Ver [10], Teorema 4.9.
Teorema C.5 (Lema de Brezis-Lieb) Sejam Ω ⊂ RN subconjunto aberto e (un) ⊂ Lp(Ω)
em que 1≤ p < ∞. Se
i) (un) e´ limitada em Lp(Ω);
ii) un→ u q.s. em Ω.
Enta˜o,
lim
n→∞[‖un‖
p
p−‖un−u‖pp] = ‖u‖pp.
Demonstrac¸a˜o. Ver [30], Lema 1.32, pa´g. 21.
Agora, definiremos os Espac¸os de Sobolev e enunciaremos alguns resultados usados
referente a esses espac¸os.
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Dados k ∈N e p ∈R, com 1≤ p < ∞, definimos o espac¸o de Sobolev W k,p(Ω) como
sendo formado por todas as func¸o˜es de Lp(Ω) que admitem derivadas parciais fracas ate´
ordem k em Lp(Ω), isto e´,
W k,p(Ω) = {u ∈ Lp(Ω);Dαu ∈ Lp(Ω), para todo |α| ≤ k},
munido da norma
‖u‖W k,p(Ω) =
(
∑
|α|≤k
∫
Ω
|Dαu|pdx
) 1
p
.
Define-se tambe´m
W k,p0 (Ω) =C
∞
0 (Ω)
‖.‖Wk,p(Ω).
Os espac¸os W k,p(Ω), W k,p0 (Ω) sa˜o de Banach separa´veis, para 1≤ p < ∞, e reflexivos, para
1 < p <∞ (veja [18]). Para p= 2, o espac¸o Hk(Ω) :=W k,2(Ω) e´ um espac¸o de Hilbert, com
norma proveniente do seguinte produto interno
(u,v)Hk(Ω) =
∫
Ω
∑
|α|≤k
DαuDαvdx.
Quando p = 2 e k = 1, temos o espac¸o de Hilbert
H10 (Ω) :=W
1,2
0 (Ω) =C∞c (Ω)
‖.‖W1,2(Ω).
Observac¸a˜o C.6 O espac¸o H10 (R
N) coincide com H1(RN).
Teorema C.7 (Teorema de Imersa˜o de Sobolev) Temos
i) Seja Ω⊂RN um subconjunto aberto e limitado do RN , N ≥ 3. Enta˜o
H10 (Ω) ↪→ Lq(Ω), para todo q ∈
[
1,2∗ =
2N
N−2
]
.
A imersa˜o e´ compacta se, e somente se, q ∈ [1,2∗).
ii) Seja N ≥ 3. Enta˜o
H1(RN) ↪→ Lq(RN), para todo q ∈ [2,2∗].
A imersa˜o nunca e´ compacta.
Ressaltamos que a continuidade da imersa˜o acima e´ expressa explicitamente pela de-
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sigualdade da forma
||u||Lq(RN) ≤ S||u||, para todo u ∈ H1(RN),
onde S e´ uma constante que na˜o depende de u.
[Ver [5]].
Teorema C.8 Sejam E um espac¸o de Banach reflexivo e {un} uma sequeˆncia limitada em
E. Enta˜o existe uma subsequeˆncia {unk} tal que
unk ⇀ u em E.
Demonstrac¸a˜o. Ver [9], Teorema III.27, pa´g. 50.
Teorema C.9 (Lema de Pierre-Louis Lions) Sejam r > 0 e 2≤ q < 2∗. Se {un} e´ limitada
em H1(RN) e
sup
y∈RN
∫
B(y,r)
|un|q→ 0, n→ ∞,
enta˜o un→ 0 em Lp(RN) para 2 < p < 2∗.
Demonstrac¸a˜o. Ver [30], Lema 1.21.
Por fim, apresentaremos alguns teoremas importantes que nos ajudaram a compreender
os resultados.
Teorema C.10 (Teorema dos Multiplicadores de Lagrange) Sejam E um espac¸o de Ba-
nach e J,F ∈C1(E,R). Se J e´ limitado inferiormente no conjunto M = {u ∈ E : F(u) = 0}
e valem as propriedades:
i) F ′(u) , 0, para todo u ∈M,
ii) Existe u0 ∈M tal que J(u0) = min
u∈M
J(u).
Enta˜o, existe λ ∈R tal que
J′(u0) = λF ′(u0).
O nu´mero λ ∈R e´ denominado multiplicador de Lagrange.
Demonstrac¸a˜o. Ver [21], Proposic¸a˜o 14.3, pa´g. 55.
Teorema C.11 (Principio Variacional de Ekeland) Seja J : X→R, J .+∞, semicontı´nuo
inferiormente e limitado inferiormente. Enta˜o, para cada ε> 0, existe uε ∈ X tal que
J(uε)≤ inf
X
J+ ε
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e
J(uε)− εd(x,uε)< J(x),
para todo x ∈ X, x , uε.
Demonstrac¸a˜o. Ver [16], pa´g. 35.
Teorema C.12 (Teorema de Representac¸a˜o de Riesz) Todo funcional linear limitado f so-
bre um espac¸o de Hilbert pode ser representado em termos do produto interno, isto e´,
f (x) = 〈z,x〉
onde z e´ unicamente determinado e verifica ‖ f‖= ‖z‖.
Demonstrac¸a˜o. Ver [9].
Teorema C.13 (Princı´pio do Ma´ximo) Se u e´ soluc¸a˜o do problema{
−∆u = f (x),
u ∈ D1,2(RN),
com f ≥ 0, enta˜o u≥ 0; e se u atinge mı´nimo, enta˜o u≡ 0.
Demonstrac¸a˜o. Ver [21].
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