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Abstract-A physically based model for the ionic currents associated with the neural 
membrane is further developed to predict the spatial dependence as well as the time 
dependence of the electrical and chemical potentials by solution in three dimensions of 
the associated nonlinear equations. It is shown how this model relates to recent 
experimental work on habituation and sensitization in aplysia, which appears to have 
an important bearing on elementary forms of associative learning. 
I. INTRODUCTION 
In earlier papers [l, 2,3,4], the authors and their associates Sherwood and Vaccaro, 
have developed a method of modelling the variations in ionic composition which 
accompany, and to a large extent determine, the electrical activity in nervous systems. In 
the more recent work [4], based solely on Coulomb’s law of electrostatics and the 
equations of continuity and motion of the various types of ions, it has been shown how 
to calculate the changes in the electrical and chemical potentials which occur at the inner 
surface of the neural membrane, in the course of the action potential. From these, other 
quantities of interest, especially the ionic currents, and the associated transfer to energy 
and information, could be determined. With the help of a simple model of the synaptic 
interactions, these results were applied to obtain a reasonably faithful computer simula- 
tion of the nervous activity observed in segmental ganglia of the leech. 
This method of modelling nervous activity represents an advance on the well known 
pioneering work of Hodgkin and Huxley [5] principally in taking account of the 
variations in the electrical and chemical potentials due to changes of the ionic densities 
at and within the neural membrane, as well as those imposed, or occurring naturally 
within the neuron. The results obtained suggest that the large variations in the ionic 
conductances which were postulated by Hodgkin and Huxley are associated with 
changes in the ionic densities at the inner surface of the membrane rather than changes 
in the intrinsic resistance of the membrane. In addition, this method underlines and 
explains the fundamental role of calcium ions in nervous action, which has been amply 
demonstrated by experimental work in recent years. 
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The verisimilitude of the ionic model was sufficiently good to encourage the expec- 
tation that it could be applied to a wider range of interesting phenomena, in particular 
those, such as habituation and sensitization, which are important components of the 
learning process in animals. These phenomena have been studied experimentally, at a 
primitive but nevertheless highly significant level, by Kandel and his associates [6,7,8], 
in aplysia (a large species of shell-less sea snail). It has been found that habituation and 
sensitization are associated with ionic process in parts of the nervous system which 
typically comprise a sensory neuron, a motor neuron, and an interneuron. The sensory 
neuron responds to an external stimulus and, in the sensitized state, transmits an impulse 
to the motor neuron, thus producing a reflex action. However, as a result of repeated 
stimuli, progressive densitization takes place, which, the experimental work indicates, is 
associated with a progressive depletion of calcium in the sensory neuron near its 
synaptic junction with the motor neuron. On the other hand, this process of desen- 
sitization can be reversed almost immediately by the action of the interneuron, which is 
believed to connect with the sensory neuron near its junction with the motor neuron, as 
shown in Fig. 1. 
As has been observed previously [4], the transmission of an impulse across a synaptic 
junction is a complex process, involving relatively large transmitter molecules such as 
ACh. In aplysia, Brunelli, Castellucci. and Kandel [7] found that serotonin in concen- 
trations of 10”~ enhances synaptic transmission, and that the action of the serotonin is 
mediated by cyclic AMP. However, again as previously, we do not intend to concern 
ourselves with these details, but shall confine our attention to the known role of the 
calcium ions in the processes of habituation and sensitization. In this way, we shall be 
able to expose a relatively simple mechanism which is relevant to these processes, and 
which is substantially independent of the detailed mechanism responsible for synaptic 
transmission. 
For this purpose, it will be necessary to extend our earlier investigation of the 
solutions of the nonlinear equations which determine the electrical and chemical poten- 
tials. In our previous papers [4], we limited attention to the time dependence of the 
potentials at the internal surfaces of the neural membranes, and eliminated the space 
dependence by means of an appropriately chosen ansatz. Since, in the present paper, we 
wish to study the spatial dependence of the potentials along and across the membrane, 
we shall find it necessary to generalize this ansatz, and in so doing shall show that it is a 
mathematically essential part of the solution. Accordingly, we shall first discuss the 
solutions of the fundamental equations in a context largely independent of the ap- 
plications. 
We begin by summarizing the notation and essential results of our earlier work. We 
denote the number densities of the various ionic species by n,(a = K+, Na+, Ca++, Cl-); 
these are in general functions of position and time, related to the chemical potentials 4. 
by the formula 
n, = n9 exp(-a.+.), (I) 
where the nl! are densities in the electrically neutral axoplasm (intracellular fluid), and 
the a. = /3.eo are effectively constants, which, by a suitable choice of units for the 
potentials (-25 mV), can be identified with the ionic valencies. From the equations of 
continuity and motion of the ions, it follows that 
Yo t$ = w4J, - 41, 
where 4 is the electrical potential, and the y,, are the inverse diffusion constants for the 
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Fig. I. Sensory intermotor neuron circuit and details. 
various ionic types. The ionic current densities are given by 
ia = ~v(4~ - 4). (3) 
where the o,, = ez n./&, are the ionic conductances, which, to a good approximation, are 
simply proportional to the densities n.. These equations are all consistent with those 
used by Hodgkin and Huxley, except that we have included calcium and chloride among 
the relevant ionic species, and have taken explicit account of the spatial variation of all 
variables. The most significant departure is in the use of Coulomb’s law, 
v21$ = -(47=/K) = - %G exP(-W#bh (4) 
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where c, = 4rre,n3k is a measure of the concentration involving the ionic charges e, and 
the dielectric constant K. It is this equation which introduces the essential nonlinearity of 
the coupled equations. We note that, because the nf satisfy the condition Z,e,nt = 0 for 
electrical neutrality, (4) may also be written 
V24 = -2&[exp(- cyo4.) - 11. (5) 
We proceed immediately to the investigation of the solutions of these equations in the 
following section. 
2. NONLINEAR ION DYNAMICS 
Equations (2) and (5) for the determination of the chemical potentials can be written in 
the form 
- - V24, + &c$expt-c64b) - 11, a4, _ ya at (6) 
which applies also to the electrical potential, if we allow the subscripts to take the value 
0, and agree that 4~, = 4 and y. = ci = 0. We shall outline a general method of solving (6), 
which is more or less independent of the context. The method depends on the fact that, 
in spite of their nonlinearity, a linear decomposition of the solutions into different 
“modes” is possible, thus, 
where 
a4!? _ 
ya at --V24bk)+Zbcbk’[exp(-ab4P))- 11, 
and 
CP’ = ct exp(-aJf:d4f)) (9) 
does not depend on 46”‘, or any 4c’ with I > k. It is easily verified that the original 
equation (6) is recovered by summing (8) with respect to k. The partial solutions 
4(j), 4(l) 4(Z) . . may be described as a causal sequence, since each 4:) is determined in 
part b; its iredecessors in the sequence, but not by its successors. 
The number of terms in the decomposition (7) is not only aribtrary, but unlimited, and, 
as we shall see below, it is possible to replace the summation by an integration, though 
the summation has obvious advantages in numerical work. In subsequent sections, we 
shall consider alternative methods of decomposition, but in this section, for theoretical 
purposes, we shall identify 4. (‘) with the time-independent resting solution, and suppose 
that the number of remaining terms is increased to the point where the individual terms 
are small enough to allow exp(-ab4(dQ to be approximated by 1 - czb4(b)(k = 1,2.. .). 
Then (8) is reduced to the linear form 
?!?d? = V24:‘+ &QbCbk)4f) ya at 
for k > 0. Clearly this set of equations can be solved sequentially by a simple adaption of 
the technique adopted in previous papers for the (very approximate) linearization of (6). 
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We can achieve a separation of variables by setting 
which is the obvious generalization of the ansatz at this level. 
the time dependence of 4:“’ is given by 
(11) 
It is then easy to verify that 
(12) 
where R denotes the real part, since u(‘) and Atk’ may be complex, provided that ptk), 
4 (Ir), and hCk’ are related by the dispersion equation 
(13) 
The characteristics of the solutions of an equation of the same type as (13) were 
discussed in our earlier work [4], where it was pointed out that for most purposes only 
imaginary values of A”’ were of interest in the neurophysiological context, and that, for 
such imaginary values of A(‘), both q”’ and A”;’ could be regarded as determined by p”‘. 
Furthermore, when the physically required inequalities YK -C YNa C yea < ycl are imposed, 
the only possible values of p”’ are contained in two bands, so that plk’ < pCk’ < pp’ or 
pik’ < p(‘) < pf’. These two bands depend to some extent on the concentrations cp’. but 
are normally quite narrow and occupy small intervals somewhat below YNa and yea, 
respectively. Values in the first band (between P\~’ and pp’) are thus associated with 
what we have called the sodium resonance, while those in the second band are 
associated with the calcium resonance. The above analysis is sufficient to show that 
these resonances are well defined in nonlinear, as well as linear, approximation to the 
solutions of the original equations (6). Once the time dependence of the solutions has 
been obtained, the space dependence can be determined from (1 l), together with the 
appropriate boundary conditions. Analytical and numerical results will be presented 
later. For the present, we note that, because the concentrations CL”’ depend on position in 
general, pCk’ and q (‘) also depend on position. However, because of the limited range of 
P (‘), only the variations of qtk’ are important in practice. 
In the last section, we shall discuss the resting solution 4:’ in more detail. An 
analytical solution will be found, depending on the Debye shielding length aB defined by 
(14) 
This shielding length is of the order lo-‘cm, and small compared with the thickness of 
the neural membrane. The character of the time-dependent solutions is quite different. 
Values of qtk’ determined from (13) vary from zero at the lower limits p(l” and pjk’ of the 
values of p”’ in the bands associated with the sodium and calcium resonances, respec- 
tively, to what are still small values compared with q”’ at the upper limits. If we continue 
to interpret q”’ for k > 0 as an inverse square shielding length, it is evident that this 
length is much larger than in the resting state, and may be comparable with the thickness 
of the membrane. 
When solutions of (13) corresponding to nonimaginary values of ACk’ are excluded, on 
the grounds that they are either strongly damped, or unstable and inconsistent with the 
boundary conditions, two independent stable modes are left corresponding to a given 
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value of pfk’. Only two of the partial potentials 4:“’ are therefore linearly independent for 
a given value of k, so that +6”‘, C#J $!, and #&! can be expressed in terms of 4$’ and 4I:‘, using 
the formula 
where 
(Xl - YK)fS’4P’ = (WI - Y.)fWK + (Y. - YK)fW!# 3 (15) 
11’ = (q(k))* + (A”‘)*(% - p”‘)*. (16) 
If p”’ is in the band of values associated with the sodium resonance, f$$ is small, since 
both q”’ and YNa - p”’ are small, so that c#J$! is correspondingly large compared with c#.J$’ 
and 4%‘. Similarly, if ptk’ is in the band associated with the calcium resonance, ~~~ is 
relatively very large. Somewhat paradoxically, the smaller the concentration, the greater 
the enhancement of the associated potential. For instance, if cgi is very small in (13) (as 
it usually is), the band of values of p”’ associated with the calcium resonance is very 
narrow and close to yea, and the corresponding q (‘) is very small, so that the factor fgi is 
also very small and c#J$~ is correspondingly large. On the other hand, if the concentration 
of an ionic species is near enough to zero, its effect on the ionic dynamics must clearly 
disappear. There is, therefore, a critical value of the calcium concentration, below which 
there is little or no effect, but above which large fluctuations in the calcium concen- 
tration are possible, together with smaller but still significant fluctuations in the concen- 
trations of the other ions. This is illustrated in Fig. 2, which was obtained by numerical 
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Fig. 2. Effect of decreasing and increasing calcium concentrations on electrical potential of inner Debye layer. 
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integration of the nonlinear equations, and shows the dramatic effect on the electric 
potential of increasing the calcium concentration over the critical value. 
Certain prerequisites for the excitation of the calcium resonance should be noticed 
here. It evident from (9) and (13) that an appreciable variation in cF~“, such as will arise 
if 4I”B’ suffers a fluctuation, may violate the conditions for an imaginary value of A(~+*), so
that the fluctuation will not be transmitted from one mode to another. In our present 
work, we have found it important to adjust the ratio of the chloride and potassium 
concentrations in such a way that condition (13) is still satisfied approximately, even 
when the term corresponding to b = Ca is reduced by an order of magnitude. Thus, for 
the values (1, 8.5, 11, 14) x lo’* se&m* for the yO, which have been adopted in the 
present work, and with values of 135 and 5 mM for the potassium and sodium concen- 
trations, the chloride concentration should be of the order of 52 mM. 
Although the above method linear decomposition enables solutions of the nonlinear 
equations to be determined in principle with arbitrary accuracy, it does not provide 
much insight into the detailed mechanism of phenomena such as are evident in Fig. 2, or 
the general characteristics of the solutions in the nonlinear domain. To conclude this 
section, we shall therefore develop some techniques more suited to the investigation of 
these questions. They depend on the observation that, when the potentials are rapidly 
varying, the term involving q”’ in (11) is usually negligible compared with that involving 
p”‘, and that the p”’ are restricted to two small intervals. In the nonlinear domain, 
therefore, we can formulate equations satisfied by the sums 
of selected time-dependent solutions associated with the calcium and sodium 
resonances, respectively: 
(ye-p’)~=Zbcb[exp(-ab4b)- 11, (18) 
(% - P") ~=&,cb exp(-ab4;)[exp(-ab4~- 11, (19) 
where p’ and p” are mean values of the p”’ in the calcium and sodium bands. These 
equations yield the relations 
(YK - P’b#d = (YCI - P’h#Jb ,
(?'K - P”)‘#‘k =(YCI - P")48* 
valid only in the nonlinear domain, in addition to those implied by (15). 
We can use these results to estimate the critical value of the potential which must be 
reached in order that an action potential, like that shown in Fig. 2, should ensue. This 
value corresponds to a point of inflexion in the contribution to the potential associated 
with the calcium resonance. The condition for such a point of inflexion can be obtained 
by differentiating (18) with respect to time: 
xbcbab exp(-ab+;)/(Yb - p’) = 0 , (21) 
and this, together, with (20) and (15), allows the critical threshold potential to be 
determined. Typical values of the order of 5 mV are obtained, in agreement with 
observation. 
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Though the calcium resonance is responsible for the initiation of an action potential, 
the high maximum is determined mainly by the sodium resonance. The maximum, as 
shown by (19), is given by the condition 
Zbcb exp(-a&:)[exp(a&Z) - 11 = 0. (22) 
Also with the help of (20) and (15), it is found that the maximum is of the order of 
100 mV, again in agreement with observation. 
The mechanism of the action potential, inferred from this model, may be summarized 
as follows. Although the variations of potential associated with the calcium resonance 
are normally quite small (< 1 mV), they are sufficient to excite the sodium resonance, 
which in turn induces larger fluctuations of the calcium potential. Variations of potential 
up to several mV, which we term graded potentials, may occur without provoking an 
action potential. But, if a critical value of the order of 5 mV is reached, further variations 
of the order of 100 mV, characteristic of the action potential, will follow. 
3. RADIAL VARIATION OF THE POTENTIALS 
We now proceed to examine the spatial characteristics of the solutions of the equations 
for the potentials in their application to a neuron. This will clearly be needed for the 
determination of the radial (i.e., transverse) and longitudinal currents from (3), and also 
for the investigation of the attenuation and emplification of the potentials in their 
passage through and propagation along the membrane. 
In this section, we consider the implications of our model for the variation of the 
potentials in the radial direction, across the membrane. For this purpose it is permissible 
to ignore effects arising from transmission along the membrane, because the charac- 
teristic wavelength is long compared with the thickness of the membrane or the 
contiguous Debye layers. However, it is desirable to take account of the inhomogeneous 
structure of the membrane, by distinguishing between those internal surface areas which 
are impermeable to ions, and those which give access to the electrolytic channels 
through the membrane. The latter comprise only a small fraction of the total internal 
surface, especially in mammals where they are restricted to the unmyelineated “nodes.” 
But since the electrolytic channels represent the source of energy of the graded and 
action potentials, we consider them first in the determination of the variation of the 
potentials across the membrane. 
In principle, the radial variation of the potentials can be calculated by sequential 
integration of Eqs. (10) satisfied by the individual components +b”‘, but when the number 
of such components is large, this is a time-consuming and inefficient procedure. We have 
hitherto preferred to limit the number of components, and integrate the nonlinear 
equations (6) numerically, since this does not present much difficulty in practice. To 
motivate this approach, let us suppose that the difference between 4. and its resting 
value +P’ is represented, for any value of the radial coordinate r, as an integral: 
m.-&!“=jx.dr, (23) 
where ro is in the axoplasm, near to but not within the Debye layer associated with the 
internal surface of the membrane. Then it follows from (6) that 
70 $ = v2Xa - xbc%~b exp(-ab+b)xb . 
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The analysis of the previous section shows that x0 can be resolved into components xl, 
and x: corresponding to the calcium and sodium resonances, respectively. We now 
define 4, , ‘*’ for odd values of k, by 
c#I~*‘-“(r) = I ,y: dr (25) 
‘l-l 
for rl_lSr~rf, by 4. (2’-1)(r) = 0 for r < rf_l, and by +2’-“(r) = 4f’-“(r’) for r > rl. For 
even positive values of k, we define &p” similarly in terms of xi. Then the 4:“’ will 
satisfy (6), and the potential 4. is given by (7) for all values of r. Assuming that I takes 
values 1,2... m, and that, for I = m, rl is in the extracellular fluid, the electrolytic 
section of the membrane is divided into m layers. Since, according to the present model, 
the sodium resonance is excited by the calcium resonance, and furthermore the time- 
dependent potentials originate within rather than outside the neuron, the identification of 
the c#J~“’ which we have just made is consistent with our characterization of +:I, +t’, 
(2) 4. me* as a causal sequence. 
If m, the number intervals (r’_l, r’) into which the electrolytic component of the 
membrane has been subdivided, is sufficiently large, the linearized equations (10) are 
recovered, and it is clear that the ansatz (11) is applicable with negligible error in the 
form 
vzx: = pl !g+ SIX: 
vx;= p”!g+ 4Rxg, 
and it follows from (25) that, for r’-’ < r < r’, 
Vd-J, W-1) = P’F+ CJ’X: dr 
(26) 
(27) 
with a similar formula for V 4 * f” If p’ and q’ are replaced by constants p’*‘-” and q’*‘-” . 
within the Ith layer, we recover the ansatz in the original form (11); this is obviously 
justified when the layers are sufficiently thin. If the layers are not thin, as we have 
already pointed out, the variation of p’ is still small so that it may be replaced by a mean 
value p’*‘-“; but the same may not be true of q’. Then the integral in (27) depends not 
only on 4 b”-” but also to some extent on the radial derivatives of the potential, or, 
equivalently, 0; 42’-“- ~$2’~~) and (for r > r’)c#J’,*‘+“- r$?‘-‘I. We thus obtain a generalized 
ansatz of the type 
with coefficients q”“) chosen to simulate the exact equation (28). It will be seen that the 
effect of this ansatz is to introduce a small coupling between potentials in adjacent 
layers, in addition to that implied by the use of the “concentrations” cp’, defined by (9), 
in solving (10). When the layers are not thin, this generalized form of the ansatz is still, 
of course, an approximation, but a good one which is besides capable of indefinite 
refinement. 
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The simplest approximation is obviously to take m = 1, so that the membrane is 
represented as a single layer, which may be identified conceptually with the Debye layer 
at the inner membrane surface; this was in fact done in earlier work. But in the 
calculations presented here, we have experimented with values as large as m = 5; 
however, the results were found almost indistinguishable from those obtained with 
m = 2, and not very different in most instances with those we obtained previously with 
m = 1. The fact that comparatively crude versions of the ansatz yield satisfactory 
results appears to stem from the lack of variability of p’ and p”, and the validity of the 
approximations (18) and (19), which do not involve q, in the nonlinear domain. We have 
inferred from this experience that it is certainly sufficient, in calculating membrane 
potentials, to consider contributions from two layers, which may be thought of as the 
internal and external Debye layers, even though during an action potential these layers 
merge and are not physically distinct. 
The “swelling” of the Debye layers, which we have just referred to, in the time- 
dependent modes, can be quantified by solving (11) explicitly. For this and other 
theoretical purposes, the value of m can be arbitrarily large. Again neglecting the 
longitudinal variation of the potentials, we obtain a solution of the form (12) with 
u(‘) = uf’{exp[p’k’(r - r,)] - 1) + u!!‘{exp[p’k’(rl - r)] - 1) , 
where I is the integral part of OS(k + 1) and 
(29) 
(@‘)2 = AMP”‘+ q’k’. (30) 
The numerical coefficients u!k’ and up’ are determined with the help of the boundary 
conditions, which imply that u? = ~‘2’ = u!Zm) = u$‘~-‘) = 0, and the requirement that both 
4. and &&lib should be continuous at the interfaces r = r,(l = 1,2.. . m - 1) of adjacent 
layers. 
The dimensions of the Debye layers in the time-dependent modes are determined from 
the absolute values of CL(‘). As both qtk’ and -iA”‘pCk’ are typically of the order 10’O/cmZ, 
the thickness of the Debye layer is of the order 10e5 cm, and exceeds the thickness of the 
membrane. This is much greater than the value of an given by (14), which is, of course, 
only applicable in the resting state. On the other hand, it should be noticed that the 
amplitude of the time-dependent graded potentials is very variable, and that the degree 
of penetration of the electrolytic channels may therefore also vary widely: it would be 
incorrect to suppose that large variations of potential occur throughout the Debye layer, 
except during the passage of an action potential. 
A similar analysis applies to the impermeable sections of the membrane, but as the 
lipid material of the membrane is a dielectric, the solution within the membrane has a 
different character. It is necessary to distinguish between at least three layers interposed 
between the axoplasm and the fluid external to the membrane: the inner Debye layer, the 
dielectric membrane, and the outer Debye layer. We assume that the ionic conductances 
of the Debye layers are not very different from those obtained in the electrolytic 
channels. This is physically reasonable, since the abnormally low values are due to 
similar causes: a constrained environment, and the well-known quasirigid anisotropy of a 
polar fluid in the neighbourhood of a polarized surface [9], which of course affects the 
hydrated ions as well as the water molecules. For the inner Debye layer, we have a 
solution similar to that obtained from (29) with k = 1 and 2, of the form 
4. = 4b”‘+ R{+ti’exp[p”‘(r- ri)]+~$‘exp[~(2)(r- ri)]}, (31) 
where 4::. and 4$’ are time-dependent amplitudes at the inner membrane surface (r = ri), 
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and 11”’ and pL(” are defined by (30). The second term, corresponding to the sodium 
resonance, is dominant for graded or action potentials greater than 1 mV. In the 
dielectric, the time-dependent part of the electric potential satisfies V*(& - Deb”‘) = 0, and 
therefore varies linearly between its values 4oi at the inner membrane surface and 4op at 
the outer membrane surface: 
40 = 46”‘+ [$Oi(re - r) + 40dr - ri)ll(r, - ri) . (32) 
As the electric displacement vector must be continuous at r = ri, 
kR(p(“46li)+ p(*)4&)) = Km(400 - 40i)/(r, - ri) , (33) 
where K,,, is the dielectric constant of the membrane. Since K,,,/K - 0.1, but (~“‘l(r, - ri) - 
0.1 also, the difference of potential across the internal Debye layer is comparable with 
the difference of potential across the membrane. The axon of a neuron has often been 
compared with an electric cable, and the analogy is a good one in some respects. But the 
above analysis underlines one important way in which the electrolytic content of an 
axon differs from the metallic core of a cable: the formation of a Debye layer of variable 
width, with a dipole moment which, under suitable conditions, can account for a 
considerable fraction of the membrane potential. 
4. LONGITUDINAL VARIATION OF THE POTENTIALS 
We shall next consider the processes involved in the transmission of the time- 
dependent potentials along the axon of a neuron, beginning with an estimate of the 
velocity of transmission. Various earlier theories of the propagation of an action 
potential along an axon have been summarized by Fitzhugh [lo]. All are derived from 
the equation of transmission in cables, which, in the light of the observations made at the 
end of the previous section, may need reconsideration in its application to the neuron. In 
fact our fundamental equation (6) is a recognizable generalization of the cable equation, 
but signifies a coupling between the electrical and chemical potentials which has not 
usually been taken into account. The ansatz (1 l), which with a = 0 applies to the 
electrical potential, is also similar in form to the cable equation, but is identical only 
when qtk’ is neglected. 
We suppose first that a graded or action potential is transmitted without appreciable 
amplification or attenuation along the axon, so that 
a%, 2 a*db -g-=v az” (34) 
where z is the longitudinal coordinate and v is the velocity of propagation. In cylindrical 
coordinates, the exact formula for V*&, is 
a*6 1 84, a%, v*hl =T+;-$+x’ (35) 
but, in and near the membrane, r is sufficiently large for the second term on the right 
side to be neglected, and as we shall confirm below, the velocity of propagation is big 
enough for the third term to be neglected also. Thus, the solution obtained in the 
previous section can be extended as a function of z quite simply, by replacing &(r, t) 
with &(r, t k z/v). This assumes that there is no important contribution to the membrane 
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potential from the axoplasm. It is true that, because of the relatively large ionic 
conductances in the axoplasm, the fluctuations 84, of the potentials in this region are 
very small. But, in order to determine the velocity of propagation, it is necessary to 
make use of the boundary condition a&,/& = 0 at the axis of the axon. In the axoplasm, 
the second and third term on the right side of (35) are no longer negligible, and the 
solution satisfying the boundary condition is 
WJ, = Vdbr)/Mbr0)1~4,0 exp[A’*‘(t 2 z/u)l, (36) 
where IO represents the modified Bessel function, and b = - iA’*‘/u is the wave vector 
corresponding to the dominant frequency -iA’” at the interface r = r. of the axoplasm 
and the inner Debye layer. 
The velocity of propagation can now be obtained from (31) and (36) by requiring that 
the logarithmic derivative a(log &Jar should be continuous at r = ro; i.e., that 
blXbrd/b4brd = Ip(* (37) 
to a good approximation. We thus obtain 
0 = 10.5 ro(A’2’)2/p(2’(1’2. (38) 
In spite of differences in approach and derivation, this formula is similar in its prediction 
to that obtained from the cable equation. In the abdominal ganglion of aplysia, the 
radius of a large axon attains a value of the order lo-*cm, and the velocity of 
propagation is of the order of 1 mlsec, in agreement with observation [ 111. 
We next study factors affecting the amplification or attenuation of a graded or action 
potential propagating along the axon, in particular the effect of variations in ionic 
concentrations. For this purpose we shall need the fact that, for odd k, p”’ depends 
sensitively only on the calcium concentration, and the linear dependence is seen most 
clearly by rewriting the dispersion equation (13) in the form 
(p”‘-- y&A"'+ q”’ = ac,c&/d$: , 
de: = 1 - &,+~a 
CYbCik’ 
(p”‘- yb)A"'+ q"' ' (39) 
where d&’ depends on c’c”,’ only very weakly, through p”’ and q”‘. Since A(‘) is imaginary, 
the same form shows, to a good approximation, that q”’ is proportional to the calcium 
concentration; so that we may write 
P (k) = yea - a(k’c(Z) 
4 ck) = p’k’c(z) , (40) 
where a(‘) and flCk) are positive constants, and c(z) is the calcium concentration, naw 
regarded as function of the longitudinal coordinate. 
We now turn our attention to the ansatz (1 l), which reduces to 
(41) 
in cylindrical coordinates. We shall seek solutions of this equation corresponding to 
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propagation with velocity u and attenuation (or negative amplification) f(z) 
length, and therefore write 
a&? _ -_ - 
a2 
~!!!?&‘+fcZ,@‘). 
u at 
The second derivative is easily calculated from (42), and substituted into (41), 
with (40). The z-dependence of the equation can be eliminated, provided 
together 
2&)/u = p’k’ - p $’ 
[f(z)]2--f’(z) = q”‘_ q6”‘, (43) 
where phk’ and qs’ are values of p’” and q”’ corresponding to propagation without 
attenuation, i.e., f(z) = 0. These relations confirm that variations in the calcium concen- 
tration imply attenuation or amplification of the time-dependent potentials in their 
173 
per unit 
(42) 
propagation along the axon; which should be expected in view of the results shown in Fig. 2. 
A semiquantitative account of the relation between the longitudinal variation of the 
resting calcium concentration c(z) and the attenuation or amplification of the potentials 
can be obtained by solving Eqs. (43), with the help of (40), and then integrating the partial 
differential equation (42). If CO is the concentration corresponding to pCk’ = ps’, we find in 
this way 
f = - 0.5 cyu(c - co) = - $(heT7z + 1) , (44 
where y = 2p’k’/(ol’k’o), and h is a constant which must obviously change sign with 
c - co. Also, 
4b”’ = &j(z - ut)[l - /3(c - Co)/r2]-2 (45) 
where 4:’ is the unattenuated solution. The range of validity of these results is of course 
limited by the applicability of the approximations (40). But they show without doubt that 
propagation of the potentials will be strongly attenuated if they are advancing into a 
region of decreasing calcium concentration, and that, conversely, an amplification of 
potentials will occur in passing from a region of lower calcium concentration. 
Some further insight into the role of the calcium ions in the propagation of potentials 
is obtained from an examination of the longitudinal currents. According to (3), the 
calcium current density in the longitudinal direction is given by 
ka = uczl-&c.-~o)= -~$(9c.-dJo), (46) 
where uca is proportional to the calcium concentration, and attenuation has been 
neglected. Since this current is confined to the Debye layer, and the internal calcium 
concentration is always small, it has not been observed directly; however, Llinas and 
Nicholson 1121 have observed that the transverse (inward) currents appear to be 
insufficient to account for ambient calcium concentrations and have suggested that “a 
small inward movement of calcium serves to trigger calcium release from intracellular 
stores.” A mechanism for this process is provided by the present model. In Fig. 3, we 
display the transverse and longitudinal ionic currents obtained from our computer 
simulation of a graded potential; those accompanying an action potential are similar but 
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Fig. 3. Potential and ion variations with different calcium concentrations in inner Debye layer. 
larger. Also shown are the ionic densities in the inner Debye layer, expressed as a 
fraction of their resting values. 
It will be seen that the calcium resonance is accompanied by an effective depletion of 
calcium during the passage of the potential, and that this occurs principally on account 
of a longitudinal current in a direction opposite to the direction of propagation of the 
potential. The existence of such a current can also be inferred directly from (46). If the 
graded potential develops into an action potential, there is an inward current which tends 
to restore the level of calcium in the inner Debye layer, but, depending on the 
circumstances, may not do so completely. The implications of these results for the 
observed phenomena of habituation and sensitization in aplysia will be discussed in the 
section to follow. 
Naturally, the effect of the resonance, associated with the propagation of a graded or 
action potential, in promoting a longitudinal current in the reverse direction, is not 
confined to the calcium ions. The same theoretical considerations show that the effect of 
the sodium resonance is to produce a current of sodium ions, in a direction opposite to 
the direction of propagation, during the passage of the potential. This is also readily 
confirmed by an examination of the results of the computer simulation shown in Fig. 3. 
There are, however, differences in the behaviour of the calcium and sodium ions, arising 
partly from specific differences in hydration and valency, which affect the conductances, 
and partly from incidental differences of concentration. In the biological context, the 
internal concentration of sodium, though low, is much greater than that of calcium, and 
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the depletion of sodium in the Debye layer is unlikely to become critical, since it is easily 
remedied by diffusion from the intracellular fluid, as well as by slow diffusion across the 
membrane. For this reason, we have emphasized the effects of the passage of a graded 
or action potential on the calcium ions, in the above discussion. 
5. MODEL FOR HABITUATION AND SENSITIZATION 
We shall now discuss the application of the detailed ionic model which has been 
developed to the particular neural configuration described earlier and represented 
schematically in Fig. 1. The interneuron, which forms part of the connective between the 
head and the abdominal ganglion, within which this configuration is situated, plays no 
part in the habituation process. We therefore consider first the transmission of potentials 
from the sensory neuron to the motor neuron, in the neighborhood of the synapse. In the 
experimental work [8], the sensory neuron was stimulated repeatedly in the course of 
habituation, and effects in the motor neuron, which operates a gill withdrawal reflex, 
were observed. It was found that the amplitude of the induced potentials in the motor 
neuron declined progressively, and that, after long term habituation training, a functional 
inactivation of the synapse resulted which persisted for several weeks. It has been 
known for some time from the work of Katz and Miledi [13] that an influx of calcium 
into the terminals was essential for synaptic transmission, and it was confirmed that the 
observed inactivation of this synapse in aplysia was associated with depletion of 
calcium in the synaptic region of the sensory neuron. The mechanism governing this 
depletion has hitherto been unknown, but the analysis of the previous section provides a 
very natural explanation. The transient currents of calcium and sodium ions in the 
reverse direction which accompany the propagation of a graded or action potential, if 
uncompensated, will eventually reduce the levels of calcium and sodium to the point 
where an action potential is no longer possible. The axoplasm of the sensory neuron is 
known to have a remarkably low concentration of calcium (- lo-’ M). It is true that the 
value in the extracellular fluid is much higher (- 10m3 M), and that the resting solution, 
4:‘~ ~,(r- ri)/d + 0.5aD~o exp[(ri - r)/aD]/d 
-O.~~DUO exp[(r - r,)/aD]/d (ri < r < r, = 5 = ri + d) 
4’0”’ = 0.5a~ exp[r - ri)/aD]/d (f-0< r < C) , (47) 
indicates a mean value of the order of lo-’ M within the Debye layer, but this is still near 
the lower limit for the development of an action potential. The longitudinal transport of 
calcium can, therefore, easily result in depletion to a level where an action potential 
cannot be supported. 
Nevertheless, there are processes which normally ensure the replenishment of calcium 
within the cell, and the depletion of calcium by the longitudinal ionic currents can be 
compensated in essentially three different ways: 
1. Within the main body of the axon, the calcium lost to the inner Debye layer in one 
locality may be replaced by calcium which was originally nearer to the synapse, 
assuming that the potential propagates towards the synapse. The net effect of the 
action potential is simply to displace calcium through a longitudinal distance of the 
order of 1 mm. However, it is clear that this process cannot restore the level of 
calcium, except to a limited extent, in the synaptic region itself. 
2. The calcium may be replaced by an influx of calcium across the membrane, such as 
normally happens during a well developed action potential. It is precisely the failure 
of this mechanism which is imphcated experimentally in the habituation process. 
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3. 
Our computer simulation shows that, even when the concentration of calcium in the 
inner Debye layer is somewhat above the critical value, illustrated in Fig. 2, for the 
development of an action potential, the influx of calcium through the membrane is 
insufficient to compensate for the transport by ionic currents away from the 
synapse. As a result, the action potential is not repeated, as it is at higher 
concentrations. In the resting state, the degree of hydration of the calcium ions is 
such that their rate of diffusion through the narrow electrolytic channels can be 
neglected. Thus, in a cell where the calcium level is naturally low, further depletion 
can result in what has been described as functional inactivation of the synapse. 
There remains the possibility that the calcium level can be restored during a 
restitutive phase, by diffusion from the electrolytic channels and the axoplasm. This 
does appear to happen to some extent, since, as shown in Fig. 4, judged by 
responses in the motor neuron, there is a partial recovery of function of the 
synapse over a period of 10 sec. 
The hypothesis that this limited recovery of function is due, at least partly, to ordinary 
diffusion within the sensory neuron is supported by the construction of an approximate 
solution of our equations corresponding to the restitutive phase. This is a generalization 
of the resting solution (47) shown above, from which it differs only in allowing a gradient 
of the electrochemical potentials, and therefore ionic diffusion, within the inner Debye 
layer: 
4, = (w, + 6w,)(r - ri)/d + 0.5 ~DwO exp[(r - ri)/aD]/d 
- 0.5 aDw0 eXp[(r - r,)/tlD]/d (ri < r < re) 
C#J. = 6W,(r - ri)/d •k 0.5 aDwO exp[(r - ri)/llD]/d (ro< r < ri) , (48) 
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where w. is chosen so that Swo = 0. The radial components of the current densities in the 
inner Debye layer are 
jar = wM,/d = - e,Sn,/(j3.e.d) ,
where fin, is the mean depletion in the resting number density. Taking account of the 
reduced conductance in slow processes, we find a relaxation time which is in fact of the 
order of 10 sec. Nevertheless, on account of the low level of calcium in the axoplasm, a 
complete restitution cannot be sustained in the synaptic region, and after many repeated 
stimuli, the level of calcium in the axoplasm itself will be depleted. This is consistent 
with the profound depression of synaptic transmission, and the consequent inhibition of 
the reflex, which has been found to result from long-term habituation training. 
A complementary mechanism resulting in the attenuation of potentials propagating 
along the sensory axon towards the synapse can be inferred from (45). An action 
potential encountering a deficiency of calcium will collapse to a graded potential which is 
itself subject to strong attenuation. The critical role of the calcium concentration 
suggests that this form of attenuation is certainly involved, but not the controlling factor 
in the attenuation of response over an interval of several seconds, shown in Fig. 4, and 
that the recovery of function is due to diffusion into the inner Debye layer. 
The above analysis shows that, in the absence of the interneuron, the process of 
habituation can be expected to result in functional inactivation of the synapse between 
the sensory and motor neurons. However, the experimental work referred to has shown 
that the synapse may be reactivated by a sensitizating stimulus applied to the inter- 
neuron. This process of sensitization can also be explained very naturally in terms of the 
present model, assuming the geometry of the synapses is as inferred experimentally and 
depicted in Fig. 1. Again we need not concern ourselves with the details of synaptic 
transmission, but assume that the effect of a stimulus applied to the interneuron is to 
initiate a small graded potential within the synaptic region of the sensory neuron. Such a 
graded potential, moving into regions of increasing calcium concentration within the 
inner Debye layer of the axon, will be rapidly amplified, and as it progresses along the 
axon, will produce a flux of calcium towards the synapse of the sensory neuron with the 
motor neuron. In this way, the conditions necessary for the propagation of an action 
potential and the influx of calcium from outside the neuron are restored. Thus the 
mechanism underlying the process of sensitization is seen to be in one sense the same, 
and in another sense the converse of that responsible for habituation. While the detailed 
experimental work has so far been restricted to the abdominal ganglion of apfysia, where 
the unusual size of the axons facilitates observation, the likelihood that the same 
mechanism is involved in other elementary forms of associative learning has already 
been recognized. 
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