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Abstract
The recent progress in ultracold-atom experiments has provided a very powerful tool to test new theories.
The possibility to realize isotopic mixtures of bosonic and fermionic atoms at very low temperatures and
with tunable interactions, has naturally lead to the search for a fermionic excitation due to the breaking
of the symmetry which allows to exchange bosons and fermions, analogously to the Supersymmetry in
elementary particle physics.
In the context of ultracold atoms an excitation with quadratic spectrum should arise: the goldstino.
Its spectrum has been studied in the case of weakly interacting bosons coupled to a polarized Fermi gas
through a density-density interaction, but when bosons are not condensed.
This work aims to study the goldstino spectrum when dealing with Bose-Einstein condensation, after
a broad overview of different limit cases regarding the single-particle spectrum for bosons and fermions.
The thesis is structured as follows: first the standard theory of Bose-Einstein Condensation is briefly
reviewed, then the formalism that is needed to face the problem is introduced. At this point, several
explicit effects of renormalization on the boson speed of sound and fermion gap and effective mass are
shown and discussed; finally the goldstino excitation is presented and related conclusions are drawn.
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Chapter 1
Introduction
Since the first realization of a Bose-Einstein Condensate on June 5, 1995 by Eric Cornell and Carl
Wieman at the University of Colorado at Boulder NIST–JILA lab, huge developments has been achieved
in cooling several different species of atoms. So the field of ultracold atomic gases has recently become
an interesting lab for high precision experiments. In particular, Bose-Fermi mixtures in a quantum
degenerate regime have grown the attention on a field that can exhibit a plethora of different phase
diagrams and features.
Figure 1.1: Bose-Einstein condensate, from Ref. [1]
Beside, mixtures of bosons and fermions have been realized experimentally combining different isotopes
of the same atomic species as, for example: K, Li, Rb, Sr and Yb [?, ?]. In this case, the larger the
atomic number is, the smaller is the relative mass difference between isotopes and so it can be assumed
that the system is made up by components characterized by almost equal mass but opposite statistics.
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On the other hand, the Feshbach resonance technique has provided a very useful experimental tool to
control the strength of the interaction in the system.
That is why it has been recently suggested in Ref. [2] to test a special symmetry in the context of
ultracold Bose-Fermi mixtures: the symmetry under the exchange of bosons and fermions.
Supersymmetry (SUSY) has been of strong interest in elementary particle physics after the first
theoretical model including it in interacting quantum field theory was constructed by Wess and Zumino
(see Ref. [4]). Regardless of the intense theoretical works on the supersymmetry in the particle physics,
none of the superpartners (particles with identical properties, but opposite statistics) of any known
elementary particle has been found so far.
Despite the difficulties in confirming the relativistic SUSY in high energy physics, there have been
several proposals on searching the spacetime supersymmetry in condensed matter and atomic systems as
in Ref. [2,3,5,17,18,22,23]. For this purpose, this thesis aims to investigate the beyond-mean-field effects
of the boson-fermion coupling on quantities that are to be related to a fermionic collective excitation.
Its origin has to be accounted to the breaking of the supersymmetry, entailing the existence of a gapped
fermionic mode with quadratic spectrum (at least for low momenta). The investigation is obtained
thanks to the method of Green’s functions for Many-Body physics.
By considering a mixture of spinless bosons and polarized fermions, it is assumed that there is a
contact interaction among bosons and bosons with fermions (indeed fermion-fermion interactions are
suppressed at low enough temperatures), its effect renormalizes quantities such as the phonon speed of
sound and the fermionic gap along with the fermionic mass. The above-mentioned results are to be
obtained thanks to the Green’s function methods for Many-Body physics and their relation with the
goldstino is the main content of this thesis.
In Section 6.3 the original results are presented and discussed, even if their role in the search of a
supersymmetric excitation has to be explained in the following chapter.
1.1 Contents and structure of the thesis
In Chapter 2, we shall introduce the very basic properties of a degenerate quantum gas, starting from the
Bose gas and ending with the Hamiltonian which will be investigated in the rest of this work. Chapter 3
presents a quite technical review of the formalism of Green’s functions in Many-Body physics; its content
is briefly resumed in Section 3.9.
Chapter 4 shows an example of renormalization due to the boson-fermion interaction, here the effective
phonon speed of sound is computed and commented in several different limits.
Chapter 5 starts with a brief, introductory overview of Supersymmetry and then the goldstino excita-
tion is characterized both in the zero coupling and weak coupling case with Bose-Einstein condensation.
In Chapter 6, the effect of the coupling is studied from the fermionic point of view, in particular
regarding the exact evaluation of the gap and the effective mass; explicit calculations are shown in the
Appendices.
Finally, in Chapter 7 conclusions are drawn in order to recap the obtained results and possible
improvements are suggested.
2
Chapter 2
Bose gas and system preview
2.1 Weakly interacting Bose gas
This thesis work aims to study the interaction between a Bose-Einstein Condensate (later referred to as
BEC) and free fermions coupled to the BEC by a density-density interaction. Before proceeding with
the description of our system, let us introduce some very general features of the weakly interacting Bose
gas as in Ref. [6], which is a reference point for this thesis.
Let r0 be the the range of interatomic forces and l = n−1/3 the average distance among atoms, we
call the condition:
r0  l (2.1)
diluteness condition and if true it will allow us to consider only configurations involving pairs of inter-
acting particles, neglecting configurations with simultaneous interaction among three or more particles.
Beside, thanks to (2.1), the distance between two particles is always large enough to justify the use of
asymptotic expression for the wave function relative to their reciprocal motion, which is fixed by the
scattering amplitude. So the properties of the system can be written in terms of this quantity and the
relevant values of momenta should always satisfy the inequality pr0/~ 1 so as to have an energy inde-
pendent scattering angle and amplitude which allows us to safely replace the latter with its low-energy
value. According to standard scattering theory this value is determined by the s-wave scattering length
a, which characterizes all the effects of the interaction on the physical properties of the gas. In order to
consider the gas a weakly-interacting one the condition:
|a|  l (2.2)
must hold and it is usually referred to as requiring the smallness of the gas parameter n|a|3.
We assume that the system can be described by the following Hamiltonian, bˆ†p, bˆp are respectively the
creation and annihilation (or destruction) operators in Fock space for a boson particle of momentum p:
HˆB =
∑
p
p2
2mB
bˆ†pbˆp +
1
2V
∑
k,p,q
Vk bˆ
†
p+kbˆ
†
q−kbˆpbˆq (2.3)
where Vk =
∫
V (r)eiqr/~dr and V (r) is the two-body potential. Usually this two-body potential has
a short range term which makes it difficult to obtain the solution of the Schro¨edinger equation: in
particular scattering involving slow particles can not be investigated by means of perturbation theory.
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On the other hand, thanks to the previous discussion on the diluteness criterium, we can conclude
that the actual form of the two body potential is not important in order to describe the macroscopic
properties, provided it gives the correct value of the s-wave scattering length. Since we want to work
out the many-body formalism in the simplest way, therefore it is useful to replace the microscopic real
potential V with an effective, soft potential Veff for which perturbation theory can be safely applied.
Physical properties must depend uniquely on the value of the scattering length, that is why this
procedure will provide the correct answer to the many-body problem as far as we are interested in the
macroscopic behaviour.
Since only small momenta are involved in the solution of the many-body problem at low enough
temperatures, we are allowed to consider just the k = 0 value in the Fourier transform of Veff .
Defining:
V0 :=
∫
Veff (r)dr (2.4)
we can rewrite
HˆB =
∑
p
p2
2mB
bˆ†pbˆp +
V0
2V
∑
k,p,q
bˆ†p+kbˆ
†
q−kbˆpbˆq. (2.5)
If we define the relevant interaction coupling constant gBB as
gBB =
4pi~2a
mB
(2.6)
we know from the standard scattering theory of Born approximation [Landau] that at first order the
following relation holds:
V0 =
4pi~2a
mB
= gBB (2.7)
while at higher order perturbation theory one finds:
V0 = gBB
(
1 + gBB
V
∑
p6=0
mB
p2
)
. (2.8)
Now we will do what is called Bogoliubov prescription: i. e. assuming condensation allows us to replace
bˆ0 and bˆ†0 with the c-number bˆ0 ≈
√
N0 ≈ bˆ†0, which is equivalent to neglect in
[
bˆ0, bˆ
†
0
]
= 1 the non-
commutative nature of the particle operators; actually this substitution cannot be made for a realistic
potential since it would result in a poor approximation at short distances of the order of r0 where the
potential is strong and quantum correlations are important. The replacement is instead accurate in the
case of soft potentials producing a small perturbation at all distances: in fact, in an ideal gas at T = 0 all
atoms are in the p = 0 state while, in a dilute quantum gas, occupation numbers of nonzero momentum
state are finite, but small compared to the macroscopic occupation number N0 ≈ NB .
Finally, operating the prescription we get:∑
k,p,q
bˆ†p+kbˆ
†
q−kbˆpbˆq ' b40 + b20
∑
p 6=0
(
bˆpbˆ−p + bˆ†pbˆ
†
−p + 4bˆ†pbˆp
)
(2.9)
where single nonzero momentum operators are missing because they violate momentum conservation.
Noting that from
b20 + 〈
∑
p6=0
bˆ†pbˆp〉 = NB (2.10)
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it follows (neglecting higher order terms)
b40 = N2B − 2NB
∑
p6=0
bˆ†pbˆp (2.11)
and substituting it in the RHS of the previous equation
HˆB =
∑
p
p2
2mB
bˆ†pbˆp +
NBV0
2V
∑
p6=0
(
bˆpbˆ−p + bˆ†pbˆ
†
−p + 2bˆ†pbˆp
)
+ N
2
BV0
2V (2.12)
we have managed to derive a quadratic form for the Hamiltonian. To be honest, we have not been
consistent with the Born approximation as explained above. We need just to take into account relation
(2.8) which yields the following expression:
HˆB =
∑
p
p2
2mB
bˆ†pbˆp +
gBBn¯B
2
∑
p 6=0
(
bˆpbˆ−p + bˆ†pbˆ
†
−p + 2bˆ†pbˆp +
mBgBBn¯B
p2
)
+ gBBNBn¯B2 (2.13)
So we can perform the Bogoliubov transformation:bˆk = ukaˆk + vkaˆ
†
−k
bˆ†k = ukaˆ
†
k + vkaˆ−k
aˆk = uk bˆk − vk bˆ
†
−k
aˆ†k = uk bˆ
†
k − vk bˆ−k
(2.14)
with (real) coefficients uk, vk. Their value is derived by requiring for aˆk, aˆ†k to satisfy standard bosonic
commutation relations
u2k − v2k = 1. (2.15)
One further finds
u2k =
k + gBBn¯B + ωk
2ωk
, v2k =
k + gBBn¯B − ωk
2ωk
ukvk = −gBBn¯B2ωk (2.16)
in order to diagonalize Hamiltonian (2.13):
HˆB = EB +
∑
k
ωk aˆ
†
kaˆk (2.17)
where
ωk =
√
2k + 2gBBn¯Bk (2.18)
is the energy spectrum of the quasi-particles (sometimes called bogolons) and
EB =
N2BgBB
2V +
1
2
∑
p6=0
[
ωk − gBBn¯B − p
2
2mB
+ mB(gBBn¯B)
2
p2
]
(2.19)
is the ground-state energy of the dilute Bose gas. We will just check that replacing the sum with the
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integral what we obtain is a finite quantity, since it does not show any IR divergence we have to verify:∫
R3
dp
{
ωk − p
2
2mB
− gBBn¯B + mB(gBBn¯B)
2
p2
}
∼
∫
p2dp
{
p2
2mB
[√
1 + 4gBBn¯BmB
p2
]
+
−gBBn¯B + mB(gBBn¯B)
2
p2
}
'
∫
p2dp
{
p2
2mB
[
1 + 4gBBn¯BmB2p2 −
1
8
(
4gBBn¯BmB
p2
)2
+
+O
(
1
p6
)
− 1
]
− gBBn¯B + mB(gBBn¯B)
2
p2
}
∼
∫ dp
p2
<∞
(2.20)
and the exact calculation gives the result:
EB =
NB~2
2ma2
[
4pin¯Ba3 +
512
15
√
pi
(
n¯Ba
3)3/2] (2.21)
as in [Lee-Yang 1957]. So
µ = ∂EB
∂NB
= gBBn¯B
[
1 + 323
√
pi
(
n¯Ba
3)1/2]. (2.22)
The quantity
ξB :=
~√
2mBgBBn¯B
= 1√
8pin¯Ba
(2.23)
is called healing length and it is important for defining several different regimes of the system. In
particular, an important observation has to be made concerning the behavior of Eq. (2.18) for different
momenta: that is,
ωk ≈ k (2.24)
when
k  gBBn¯B ⇐⇒ k  1
ξB
, (2.25)
while for
k  gBBn¯B ⇐⇒ k  1
ξB
(2.26)
we have the phonon branch of quasi-particles
ωk ≈ ~kc0, c0 :=
√
gn¯B
m
(2.27)
which defines the speed of sound c0. Notice that this implies a > 0 in order to have stability.
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2.2 Hamiltonian of the system
As explained at the very beginning, we are going to consider a mixture of weakly interacting bosons and
polarized fermions at T = 0. By assuming that the coupling among them is a contact interaction it can
be written in terms of density operators as:
Hˆint = gBF
∫
dr nˆB(r)nˆF (r) (2.28)
where gBF is the relevant coupling constant for fermion-boson interactions and it is related to the s-wave
scattering length b similarly to gBB :
gBF :=
2pi~2b
mR
, (2.29)
where
mR :=
mBmF
mB +mF
(2.30)
is the reduced mass of the boson-fermion pair.
In particular, we will assume that fermions and bosons have the same mass and also that the boson-
boson coupling constant is equal to the boson-fermion one:
mB = mF = m
gBF = gBB = g ⇐⇒ a = b,
(2.31)
that is what we will call supersymmetry condition.
Let us consider the Hamiltonian:
Hˆ =
∑
p
p2
2mbˆ
†
pbˆp +
g
2
∑
k,p,q
bˆ†p+kbˆ
†
q−kbˆpbˆq︸ ︷︷ ︸
HˆB
+
∑
p
p2
2mfˆ
†
pfˆp︸ ︷︷ ︸
HˆF
+ g
∑
p,q,k 6=0
bˆ†p+kbˆpfˆ
†
q−kfˆq + g
NBNF
V︸ ︷︷ ︸
Hˆint
(2.32)
with fˆ†p, fˆp fermionic particle operators in Fock space. We forget about the spin index since we have
assumed, for simplicity, to deal with spinless bosons and polarized fermions (same spin species), this
hypothesis excludes at low energies fermion-fermion short-range interactions due to the Pauli principle.
From now on p =
p2
2m will indicate the free particle energy, eventually we could mean k =
~2k2
2m
when the difference between momentum and wave vector is clear and not misleading.
The system under investigation presents Bose-Einstein condensation since the coupling constant is as-
sumed to be small so that the interaction with fermions implies just an increase of the quantum depletion
of O((n¯Fa3)3/2) as in Ref. [7]. Thanks to this, the Bogoliubov prescription b0 ≈ √N0 ≈ b†0 is still valid
and leads to:
Hint = g
NBNF
V
+ g
∑
p,q,k
bˆ†p+kbˆpfˆ
†
q−kfˆq ' g
NBNF
V
+ g
√
n¯B
∑
q,k
(
bˆ†−k + bˆk
)
fˆ†q−kfˆq '
' gNBNF
V
+ g
√
n¯B
∑
q,k
(uk + vk)
(
aˆ†−k + aˆk
)
fˆ†q−kfˆq + o
(√
n¯Bd3
)
.
(2.33)
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Chapter 3
Overview of the formalism
3.1 Schro¨dinger and Heisenberg pictures
Now that we have the Hamiltonian of the system, we would like to compute how the spectrum of bogolons
and fermions is modified by the interaction. To do this we will use the Green’s function formalism: Here
we present a brief introduction following the 3rd Chapter of [8], with contributions from Ref. [9] and
Ref. [10].
The Schro¨dinger picture and the Heisenberg picture are the most usual tools to analyze the Schro¨dinger
equation, the first one (to which we will refer to with a pedix S) assumes that the state vectors are time
dependent, whereas the operators are time independent and are constructed by the familiar rules from
the corresponding classical quantities;
|ΨS(t)〉 = Hˆ |ΨS(t)〉 (3.1)
here Hˆ is assumed to have no explicit time dependence. So the formal solution of this differential equation
is
|ΨS(t)〉 = eiHˆ(t−t0)/~ |ΨS(t0)〉 (3.2)
and the exponential of an operator is defined as usual as its power-series expansion. Being Hˆ hermitian, if
we are given the solution at the time t0, the solution at time t is generated by the unitary transformation
in Eq. (3.2).
In the Heisenberg representation (pedix H) it is assumed that wave functions are time independent
|ΨH〉 := e−iHˆt/~ |ΨS(t)〉 , (3.3)
it’s time derivative may be combined with the Schro¨dinger equation in Eq. (3.1) to yield
i~
∂
∂t
|ΨH〉 = 0 (3.4)
which shows that here |ΨH〉 is time independent and a general operator Oˆ in this picture is given by
OˆH(t) := eiHˆt/~ OˆS e−iHˆt/~ = eiHˆt/~ OˆH(0) e−iHˆt/~ (3.5)
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therefore its matrix element (expectation value) is unchanged:
〈ΨS(t)| OˆS |ΨS(t)〉 = 〈ΨS(0)| eiHˆt/~ OˆS e−iHˆt/~ |ΨS(0)〉 = 〈ΨH | OˆH |ΨH〉 (3.6)
and deriving Eq. (3.5) we find the famous Heisenberg equation (here OˆS does not depend on time):
i~
∂
∂t
OˆH(t) = eiHˆt/~
[
OˆS , Hˆ
]
e−iHˆt/~ =
[
OˆH(t), Hˆ
]
(3.7)
3.1.1 Interaction picture
There is also an intermediate formulation known as the interaction picture (pedix I): assume that the
Hamiltonian of the system, which is time independent, can be decomposed in two terms:
Hˆ = Hˆ0 + Hˆ1. (3.8)
We know that Hˆ0, if acting alone, leads to a solvable problem, but we would like to take into account
also the interaction part Hˆ1. Let us define the interaction state vector in this way:
|ΨI(t)〉 = eiHˆ0t/~ |ΨS(t)〉 (3.9)
By performing the time derivative of the above equation we get:
i~
∂
∂t
|ΨI(t)〉 = Hˆ1(t) |ΨI(t)〉
Hˆ1(t) = eiHˆ0t/~Hˆ1e−iHˆ0t/~
(3.10)
By computing an arbitrary matrix element both in the Schro¨dinger picture and in the interaction picture
〈ΨS(t)| OˆS |ΨS(t)〉 = 〈ΨI(t)| eiHˆ0t/~OˆSe−iHˆ0t/~ |ΨI(t)〉 (3.11)
suggests us a natural definition for an operator in the interaction picture:
OˆI := eiHˆ0t/~OˆIe−iHˆ0t/~. (3.12)
Eqs. (3.10) and (3.12) show that both OˆI and |ΨI(t)〉 are time dependent in this picture. The important
point here is that this dependence in very simple:
i~
∂
∂t
OˆI =
[
OˆI , Hˆ0
]
(3.13)
Let us introduce a practical but useful example: starting with a trivial diagonal Hamiltonian Hˆ0 =∑
k ~ωkαˆ
†
k,Sαˆk,S , the time dependence for the particle operator can be easily determined from Eq.
(3.13):
i~
∂
∂t
αˆk,I(t) = e−iHˆ0t/~
[
αˆk,S , Hˆ0
]
eiHˆ0t/~ = ~ωkαˆk,I(t) (3.14)
and the solutions for αˆk,I(t), αˆ†k,I(t) are
αˆk,I(t) = αˆk,S e−iωkt
αˆ†k,I(t) = αˆ
†
k,S e
iωkt
(3.15)
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We shall now try to solve the equations of motion in the interaction picture. Define a unitary operator
Sˆ(t, t0) that determines the state vector at time t in terms of the state vector at time t0:
|ΨI(t)〉 = Sˆ(t, t0) |ΨI(t0)〉 (3.16)
with the trivial condition
Sˆ(t0, t0)
!= 1 (3.17)
For finite times Sˆ(t, t0) can be constructed by using the Schro¨dinger picture:
|ΨI(t)〉 = eiHˆ0t/~ |ΨS(t)〉 = eiHˆ0t/~e−iHˆ(t−t0)/~ |ΨS(t0)〉 = eiHˆ0t/~e−iHˆ(t−t0)/~e−iHˆ0t0/~ |ΨI(t0)〉 (3.18)
so Sˆ satisfies
Sˆ(t, t0) = eiHˆ0t/~e−iHˆ(t−t0)/~e−iHˆ0t0/~ (3.19)
which implies several identities:
Sˆ†(t, t0)Sˆ(t, t0) = Sˆ(t, t0)Sˆ†(t, t0) = 1 (unitarity)
Sˆ(t, t1)Sˆ(t1, t0) = Sˆ(t, t0)
Sˆ(t0, t)Sˆ(t, t0) = 1.
(3.20)
Even if Eq. (3.19) is the formal solution for Sˆ it is not very useful in order to perform computations:
that is why we shall prefer to derive an iterative solution.
Eqs. (3.10) and (3.16) lead to
i~
∂
∂t
Sˆ(t, t0) = Hˆ1(t)Sˆ(t, t0), (3.21)
if we integrate it from t to t0 and use condition (3.17), we get
Sˆ(t, t0) = 1−
∫ t
t0
dt′ Hˆ1(t′)Sˆ(t′, t0) (3.22)
which is an integral equation. If Sˆ were a c-number function, it would be solvable by iteration under very
broad conditions. Even if there is no assurance that the present operator equation has the same poperties,
we shall attempt to solve it by iteration, always maintaining the proper ordering of the operators. The
solution thus takes the form:
Sˆ(t, t0) = 1 +
(−i
~
)∫ t
t0
dt′Hˆ1(t′) +
(−i
~
)2 ∫ t
t0
dt′
∫ t′
t0
dt′′ Hˆ1(t′)Hˆ1(t′′) + . . . (3.23)
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the last term may be rewritten as
∫ t
t0
dt′
∫ t′
t0
dt′′ Hˆ1(t′)Hˆ1(t′′) =
1
2
∫ t
t0
dt′
∫ t′
t0
dt′′ Hˆ1(t′)Hˆ1(t′′) +
1
2
∫ t
t0
dt′′
∫ t
t′′
dt′ Hˆ1(t′)Hˆ1(t′′) =
= 12
∫ t
t0
dt′
∫ t′
t0
dt′′ Hˆ1(t′)Hˆ1(t′′) +
1
2
∫ t
t0
dt′
∫ t
t′
dt′′ Hˆ1(t′′)Hˆ1(t′) =
= 12
∫ t
t0
dt′
∫ t
t0
dt′′
[
θ(t′ − t′′)Hˆ1(t′)Hˆ1(t′′) + θ(t′′ − t′)Hˆ1(t′′)Hˆ1(t′)
]
=
= 12
∫ t
t0
dt′
∫ t
t0
dt′′ T
(
Hˆ1(t′′)Hˆ1(t′)
)
(3.24)
Where we have defined the time-ordered product of operators, denoted by the symbol T , which means
that operators related to the latest time stand to the farthest left.
This result can be generalized to the higher orders; what we obtain is
Sˆ(t, t0) =
+∞∑
n=0
(
− i
~
)n 1
n!
∫ t
t0
dt1 · · ·
∫ t
t0
dtn T
(
Hˆ1(t1) · . . . · Hˆ1(tn)
)
=
= T
(
exp
[
− i
~
∫ t0
t
dt′ Hˆ1(t′)
])
.
(3.25)
In this way, Eq. (3.25) reproduces the iterated series of Eq. (3.22).
3.2 Gell-Mann and Low theorem
Unfortunately this is not enough, yet since we have still a great problem to deal with: we need to know
an exact eigenstate of the entire Hamiltonian even is we want to use the interaction picture. Actually we
can use a trick to avoid the knowledge of these states: it is the adiabatic “switching on” of the interaction,
namely we define a new time dependent Hamiltonian
Hˆ = Hˆ0 + e−η|t|Hˆ1 (3.26)
where η is supposed to be a small positive quantity, therefore at very large times, both in the past
and in the future, the Hamiltonian reduces to the easily solvable Hˆ0. If η tends to zero at the end
of the calculation, the perturbation will be turned on and off infinitely slowly (adiabatically), and any
meaningful result must be independent of the quantity η.
In spite of the time-dependence of Eq. (3.26), Eqs. (3.21) and (3.25) remain correct and rather we
obtain:
|ΨI(t)〉 = Sˆη(t, t0) |ΨI(t0)〉 (3.27)
with
Sˆη(t, t0) =
+∞∑
n=0
(
− i
~
)n 1
n!
∫ t
t0
dt1 · · ·
∫ t
t0
dtn T
(
Hˆ1(t1) · . . . · Hˆ1(tn)
)
e−η
(
|t1|+···+|tn|
)
(3.28)
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Now let time t0 approach −∞; in this limit the Schro¨dinger-picture state vector reduces to:
|ΨS(t)〉 = e−iE0t/~ |Φ0〉 (3.29)
where |Φ0〉 is some time independent stationary eigenstate of Hˆ0
Hˆ0 |Φ0〉 = E0 |Φ0〉 (3.30)
and the corresponding interaction-representation state becomes
|ΨI(t)〉 = eiHˆ0t/~ |ΨS(t)〉 = |Φ0〉 . (3.31)
Thus |ΨI(t)〉 becomes time independent as t0 → −∞; alternatively, the same conclusion follows from
Eq. (3.21) when Hˆ1 is replaced by e−η|t|Hˆ1:
i~
∂
∂t
|ΨI(t)〉 = e−η|t|Hˆ1(t) |ΨI(t)〉 −→
t→±∞ 0 (3.32)
As t increases from −∞, the interaction is turned on and Eq. (3.33) determines how the state vector
develops in time, all the way to the time t = 0, when the interaction is at full strength. For finite times
|t|  η−1 all our previous results remain valid, we thus obtain the basic relation:
|ΨH〉 = |ΨI(0)〉 = Sˆη(0,−∞) |Φ0〉 = |Ψ0〉 . (3.33)
Fortunately, there is a theorem which ensures us, in some sense that we will explain, the validity of Eq.
(3.33) in the limit η → 0: here it is, given without proof.
The Gell-Mann and Low theorem states that if the following quantity exists to all orders in perturbation
theory,
lim
η→0
Sˆη(0,−∞) |Φ0〉
〈Φ0| Sˆη(0,−∞) |Φ0〉
= |Ψ0〉〈Φ0|Ψ0〉 (3.34)
then it is an eigenstate of Hˆ, namely:
Hˆ
|Ψ0〉
〈Φ0|Ψ0〉 = E
|Ψ0〉
〈Φ0|Ψ0〉 . (3.35)
This prescription generates the eigenstate that develops adiabatically from |Φ0〉 as the interaction is
turned on. If |Φ0〉 is the ground state of the noninteracting system, the corresponding eigenstate of Hˆ is
usually the interacting ground state, but this is by no means necessary. For example, the ground state
energy of some systems does not have a perturbation series in the coupling constant.
An essential point of the theorem is that the numerator and the denominator of Eq. (3.34) do not
separately exist as η → 0. An equivalent statement is that Eq. (3.33) becomes meaningless in the
previous limit; indeed its phase diverges and the denominator serves precisely to cancel this phase.
The theorem thus asserts that if the ratio in Eq. (3.34) exists, the eigenstate is well defined and has the
following eigenvalue:
E − E0 = 〈Φ0| Hˆ1 |Ψ0〉〈Φ0|Ψ0〉 (3.36)
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3.3 Time ordered Green’s functions
Single-particle Green’s functions (sometimes called propagators) allow us to write the time evolution of
the wave functions but are in general useful since they contains observable properties such as: ground
state expectation value of single particle operators, the ground state of the system and the excitation
spectrum of the system. This last feature is what we are interested in, so now that is clear our goal, let
us start with some definitions.
The single particle Green’s function is defined by the equation:
i~Ga b(x, t; x′, t′) :=
〈Ψ0|T
(
ψˆH i(x, t)ψˆ†H j(x′, t′)
) |Ψ0〉
〈Ψ0|Ψ0〉 (3.37)
where Ψ0 is the Heisenberg ground state of the interacting system as in Eq. (3.33); ψˆH i, ψˆ†H j are the
Heisenberg particle operators of which i or j label the components of the field. Since we will not be
interested in the spin degree of freedom, from now on we shall forget about spin indices, in order to
lighten the notation.
Here the T product represents a generalization of that in Eq. (3.24) in the sense that:
T
(
ψˆH(x, t)ψˆ†H(x′, t′)
)
=
ψˆH(x, t)ψˆ
†
H(x′, t′), t > t′
±ψˆ†H(x′, t′)ψˆH(x, t), t′ > t
(3.38)
since the upper (lower) sign refers to bosons (fermions). More generally, the T product of several
operators orders them from right to left in ascending time order and adds a factor (−1)p where p is the
number of interchanges of fermion operators from the original given order. This definition agrees with
that in Eq. (3.24) because Hˆ1 always contains an even number of fermion fields.
The Green’s function is an expectation value of field operators; as such, it is simply a function
of the coordinate variables (x, t) and (x′, t′). If Hˆ is time independent, then G depends only on the
difference t− t′, which follows immediately from the definition of states and operators in the Heisenberg
representation.
i~Ga b(x, t; x′, t′) =

eiE(t−t
′)/~ 〈Ψ0| ψˆH(x, t)e−iHˆ(t−t
′)/~ψˆ†H(x′) |Ψ0〉
〈Ψ0|Ψ0〉 , t > t
′
±e−iE(t−t′)/~ 〈Ψ0| ψˆ
†
H(x′)eiHˆ(t−t
′)/~ψˆH(x) |Ψ0〉
〈Ψ0|Ψ0〉 , t
′ > t
(3.39)
Example: Free fermions
As a first example of the above formalism, consider the Green’s function for a noninteracting and homo-
geneous system of fermions governed by the simple Hamiltonian
Hˆ0 =
∑
k
kfˆ
†
kfˆk (3.40)
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with the fermion field (the following coefficients are the single-particle wave functions and the sum is
over the complete set of quantum numbers given by momentum k and spin index s)
ψˆ(x) =
∑
k
ψk(x)fˆk
ψˆ†(x) =
∑
k
ψ∗k(x)fˆ
†
k.
(3.41)
It is convenient to perform a canonical transformation to underline the different particle- and hole-like
nature. If F =
~2k2F
2m is the Fermi energy of the system and kF is the related Fermi momentum then we
redefine:
fˆk =
gˆk, k > kFhˆ†k, k < kF . (3.42)
which is a canonical transformation that preserves the anticommutation relations:{
gˆk, gˆ
†
k′
}
=
{
hˆk, hˆ
†
k′
}
= δ3
(
k− k′) (3.43)
and therefore leaves the physics unchanged. Here the hˆ’s and gˆ’s anticommute with each other because
they refer to different modes. The gˆ, gˆ† operators cleary create and destroy particles above the Fermi
sea, while the hˆ, hˆ† operators do the same with holes inside the Fermi sea.
In this case the fermion fields may be rewritten as:
ψˆS(x) =
∑
k>kF
ψk(x)gˆk +
∑
k<kF
ψk(x)hˆ†−k
ψˆI(x, t) =
∑
k>kF
ψk(x)gˆke−ikt/~ +
∑
k<kF
ψk(x)hˆ†−ke
−ikt/~.
(3.44)
At the same time the Hamiltonian becomes ((2s + 1) stands for the spin degeneration for a fermion of
spin s):
Hˆ0 =
∑
k>kF
k gˆ
†
kgˆk −
∑
k<kF
k hˆ
†
khˆk +
(
2s+ 1
) ∑
k<kF
k. (3.45)
It can be seen that in the absence of particles and holes the energy is that of the filled Fermi sea, while
creating a hole lowers the energy, as well as creating a particle raises it. But if the total number of
fermions is fixed then particles and holes must occur in pairs: each pair then has a net positive energy,
showing that the filled Fermi sea represents the ground state.
By definition, the noninteracting fermion Green’s function is:
i~G0(x, t; x′, t′) = 〈Φ0|T
(
ψˆI(x, t)ψˆ†I(x′, t′)
)
|Φ0〉 (3.46)
where the noninteracting ground state is assumed to be normalized and the superscript zero indicates
that this is a Green’s function without interaction.
Since there are no particles and holes in the filled Fermi sea, both the destruction operators gˆ and hˆ
must annihilate the ground state:
gˆk |Φ0〉 = hˆk |Φ0〉 = 0. (3.47)
Since:
θ(t− t′) = − lim
η→0+
∫ +∞
−∞
dω
2pii
e−iω(t−t
′)
ω + iη (3.48)
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(henceforth, the limit η → 0+ will be implicit whenever such a factor appears), the remaining term for
each time ordering is easily computed, and we find:
G0(x, t; x′, t′) = −i
~V
∑
k
eik(x−x
′)e−ik(t−t
′)/~[θ(t− t′)θ(k − kF )− θ(t′ − t)θ(kF − k)] =
= −i
~(2pi)3
∫
R3
dk eik(x−x
′)e−ik(t−t
′)/~[θ(t− t′)θ(k − kF )− θ(t′ − t)θ(kF − k)] =
= 1(2pi)4
∫
R3
dk
∫ +∞
−∞
dω eik(x−x
′)e−ik(t−t
′)/~
[
θ(k − kF )
~ω − k + iη +
θ(kF − k)
~ω − k − iη
]
.
(3.49)
3.4 The bosonic case
The difficult point when dealing with bosons is the presence of Bose-Einstein condensation, so differently
from the filled Fermi sea, zero-momentum creation and destruction operators do not annihilate the N-
particles ground state and this is a problem above-all to apply the Wick Theorem of Section 2.1. Anyway
we can overcome this problem by separating the bosonic operators as in Section 2.1. Once we have split
them in condensed fraction and fluctuation operators, we can go on with the discussion, but now we have
to take into account the fact that interactions alter the number of particles in or out of the condensate.
As a result, the total number of particles is no longer a constant of the motion but must, instead, be
determined through the condition
b20 + 〈
∑
p 6=0
bˆ†pbˆp〉 = NB (3.50)
as in Eq. (2.10). So we better define
HˆGC = Hˆ − µBNˆB . (3.51)
If it is true that
[
HˆGC , NˆB
]
= 0 then the exact problem separates into subspaces of given total number
NB . Within a subspace, the ground state clearly corresponds to the lowest eigenvalue of HˆGC :
HˆGC |Ψ0(NB)〉 =
(
E(V,NB)− µBNB
)
|Ψ0(NB)〉 (3.52)
These relation holds for any value of µB . If we now choose to look for that subspace in which the
thermodynamic condition
µB =
(
∂E(V,NB)
∂NB
)
V
, S = 0 (3.53)
is satisfied, then we will have found the absolute minimum of HˆGC :
∂EGC(V, µB , NB)
∂NB
= ∂E(V,NB)
∂NB
− µB = 0 (3.54)
Eq. (3.54) can be considered as a relation to eliminate NB in terms of the variables µ and V . In this
subspace, the expectation value of 〈Ψ0| HˆGC |Ψ0〉 is the minimum value of the thermodynamic potential
at zero temperature and fixed µB and V
〈Ψ0(µB)| HˆGC |Ψ0(µB)〉 = Ω
(
T = 0, V, µB
)
=
(
E − µBNB
)
T=0 (3.55)
In accordance with general thermodynamic principles, |Ψ0(µB)〉 therefore represents the equilibrium
state of the assembly at fixed T = 0, V and µB .
16
Example: Green’s function for free bosons
Suppose we have a system of free bosons described by the Hamiltonian:
Hˆ0 =
∑
k
k bˆ
†
kbˆk (3.56)
We can write the boson field operators as follows:
ψˆS(x) =
√
n¯B +
∑
k 6=0
eikx
V
bˆk =
√
n¯B + φˆS(x)
ψˆ†S(x) =
√
n¯B +
∑
k 6=0
e−ikx
V
bˆ†k =
√
n¯B + φˆ†S(x),
(3.57)
and define an interaction picture with the operator HˆGC (actually the time evolution due to the conden-
sate fraction cancels since it is a c-number)
OˆI(t) = eiHˆGCt/~OˆSe−iHˆGCt/~. (3.58)
Formulas as in Section 3.1 can be re-derived, we have just to notice that since
[
HˆGC , NˆB
]
= 0, the
ground state of the operator HˆGC can be considered a state of definite number of particles and it is with
respect to this ground state that we have to average operators.
In the same way, we obtain a single-particle Green’s function for the nonzero-momentum component
as in Eq. (3.37), but with a “grand-canonical” Hamiltonian as explained above. Here, as expected, the
free propagator can be derived from
i~D0(x− x′, t− t′) = n¯B + 〈0|T
(
φˆI(x, t)φˆ†I(x′, t′)
)
|0〉 = n¯B + i~D′0(x− x′, t− t′) (3.59)
similar to Eq. (3.49), but this time the single-field term vanishes because of the translational invariance
of the ground state.
Then proceeding as in the previous section, the final result is:
D′0(x− x′, t− t′) = 1(2pi)4
∫
R3
dk
∫ +∞
−∞
dω eik(x−x
′) e
−iω(t−t′)
~ω − ωk + µB + iη . (3.60)
The previous equation shows that the propagator vanishes when t′ > t: thus D′0(x− x′, t − t′) only
propagates forward in time: in contrast to the fermion case of Eq. (3.49) there is no hole propagation.
3.5 Lehmann representation
Certain features of the single-particle Green’s function follow directly from fundamental quantum-
mechanical principles and are therefore independent of the specific form of the interaction.
For the sake of simplicity we shall consider only fermions. In general, the Heisenberg field operators
and state vectors in Eq. (3.37) are very complicated, but it is possible to derive some interesting and
general results. Assume |Ψ0〉 to be normalized and insert a complete set of Heisenberg states between
the field operators; these states are eigenstates of the full Hamiltonian and include all possible numbers
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of particles. The RHS of Eq. (3.37) becomes:
i~G(x, t; x′, t′) =
∑
n
[
θ(t− t′) 〈Ψ0| ψˆH(x, t) |Ψn〉 〈Ψn| ψˆ†H(x′, t′) |Ψ0〉+
− θ(t′ − t) 〈Ψ0| ψˆH(x, t) |Ψn〉 〈Ψn| ψˆ†H(x′, t′) |Ψ0〉
] (3.61)
Each Heisenberg operator may be rewritten as in Eq. (3.5) so that the time dependence of this matrix
element is now explicit
i~G(x, t; x′, t′) =
∑
n
[
θ(t− t′)e−i(En−E)(t−t′)/~ 〈Ψ0| ψˆS(x) |Ψn〉 〈Ψn| ψˆ†S(x′) |Ψ0〉+
− θ(t′ − t)ei(En−E)(t−t′)/~ 〈Ψ0| ψˆS(x) |Ψn〉 〈Ψn| ψˆ†S(x′) |Ψ0〉
]
.
(3.62)
As a preliminary step, we show that the states |Ψn〉 contain NF ± 1 particles if the state Ψ0 contains
NF of them. Since the number operator is
NˆS = (2s+ 1)
∫ +∞
−∞
dx ψˆ†S(x)ψˆS(x) (3.63)
we can compute its commutator with the fermion field and we get:[
NˆS , ψˆS(x)
]
= −ψˆS(x) ⇐⇒ NˆSψˆS(x) = ψˆS(x)
(
NˆS − 1
)
(3.64)
and if the latter equation is applied to |Ψ0〉
NˆS
[
ψˆS(x) |Ψ0〉
]
=
(
NF − 1
)[
ψˆS(x) |Ψ0〉
]
(3.65)
which was what we wanted (similarly the operator ψˆ† acting on |Ψ0〉 increases the number of particles
by one).
Until this point, the discussion has been very general, assuming only that Hˆ is time independent.
Although it is possible to continue this analysis without further restriction, we shall consider only the
simpler case of translational invariance. This implies that the momentum operator, which is the generator
of spatial displacement, commutes with the Hamiltonian.
PˆS := (2s+ 1)
∫ +∞
−∞
dx ψˆ†S(x)
(
−i~∇
)
ψˆS(x) = (2s+ 1)V
∫
R3
dk ~kfˆ†kfˆk (3.66)
is a conserved quantity, so as a complete set of states we can take the eigenstates of momentum. Beside,
integrating
− i~∇ψˆS(x) =
[
ψˆS(x), Pˆ
]
(3.67)
ψˆ can be rewritten as
ψˆS(x) = e−iPˆx/~ψˆS(0)eiPˆx/~, (3.68)
therefore the x-dependence is extracted to get (notice that Pˆ |Ψ0〉 = 0):
i~G(x, t; x′, t′) =
∑
n
[
θ(t− t′)e−i(En−E)(t−t′)/~eiPˆn(x−x′)/~ 〈Ψ0| ψˆS(0) |Ψn〉 〈Ψn| ψˆ†S(0) |Ψ0〉+
− θ(t′ − t)ei(En−E)(t−t′)/~e−iPˆn(x−x′)/~ 〈Ψ0| ψˆS(0) |Ψn〉 〈Ψn| ψˆ†S(0) |Ψ0〉
]
.
(3.69)
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From Eq. (3.69) we can observe that G depends only on the variables x− x′ and t − t′, so by Fourier
transforming:
G(k, ω) =
∫
R3
d(x− x′)
∫ +∞
−∞
d(t− t′) eik(x−x′)+iω(t−t′)G(x, t; x′, t′) =
=V
∑
n
~ δ
(
~k− Pˆn
) 〈Ψ0| ψˆS(0) |Ψn〉 〈Ψn| ψˆ†S(0) |Ψ0〉
~ω − (En − E) + iη +
+ V
∑
n
~ δ
(
~k + Pˆn
) 〈Ψ0| ψˆS(0) |Ψn〉 〈Ψn| ψˆ†S(0) |Ψ0〉
~ω + (En − E)− iη =
=V
∑
n
[
〈Ψ0| ψˆS(0) |n,k〉 〈n,k| ψˆ†S(0) |Ψ0〉
~ω − (En − E) + iη +
〈Ψ0| ψˆS(0) |n,−k〉 〈n,−k| ψˆ†S(0) |Ψ0〉
~ω + (En − E)− iη
]
.
(3.70)
Focusing on the denominator of this expression, since En is referred to as intermediate state with NF +1
particles, En(NF + 1)−E(NF ) is the change in the ground-state energy when an extra particle is added
to the system; since the volume is kept constant it is just the chemical potential. Furthermore if we call
εn,k := En(NF + 1) − E(NF ) the excitation energy of the NF + 1-particle system (by definition it it
greater than or equal to zero), we can combine these observations and Eq. (3.70) to obtain:
G(k, ω) = V
∑
n
[
〈Ψ0| ψˆS(0) |n,k〉 〈n,k| ψˆ†S(0) |Ψ0〉
~ω − µF − εn,k(NF + 1) + iη +
〈Ψ0| ψˆS(0) |n,−k〉 〈n,−k| ψˆ†S(0) |Ψ0〉
~ω − µF + εn,k(NF − 1)− iη
]
. (3.71)
which is the Lehmann representation.
Beside, if the Hamiltonian and the ground state are invariant under spatial rotations and reflections,
the Green’s function has the following property:
G(k, ω) = G(|k|, ω) (3.72)
For a practical example let us notice that the Green’s function of Eq. (3.49) in momentum space reads
G0(k, ω) = θ (|k| − kF )
~ω − k + iη +
θ (kF − |k|)
~ω + k − iη . (3.73)
Since µF = F is the Fermi energy and the excitation energies are εn,k(NF + 1) = k− F or εn,−k(NF −
1) = F − k, Eqs. (3.71) and (3.72) match.
Eq. (3.71) exhibits the dependence of the exact Green’s function on the frequency ω, and it is
interesting to consider the analytic properties of this function. The crucial observation is that the
function G(k, ω) is a meromorphic (holomorphic except for a set of isolated points, which are poles of
the function) function of ~ω, with simple poles at the exact excitation energies of the interacting system
corresponding to a momentum ~k. For frequencies below µF /~ these singularities lie slightly above the
real axis in the ~ω-complex plane, while for frequencies above µF /~ one can find singularities slightly
below the real axis.
In this way, the singularities of the Green’s function immediately yield the energies of those excited
states for which the numerator does not vanish. For an interacting system, the field operator connects
the ground state with a huge amount of excited states to either one more or one less particle. For the
noninteracting system, however, the field operator connects only one state to the ground state, so that
G0(k, ω) has only a single pole at ~ω = k, slightly below the real axis when k > kF , slightly above in
the opposite case.
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3.5.1 Retarded and advanced Green’s functions
It is clear from this discussion that the Green’s function is not analytic in neither the upper nor the
lower plane. In order to consider analytic functions in some half plane, it is convenient to define a pair
of functions:
i~GR(x, t; x′, t′) :=
〈Ψ0|
{
ψˆH i(x, t), ψˆ†H j(x′, t′)
} |Ψ0〉
〈Ψ0|Ψ0〉 θ(t− t
′) (3.74)
i~GA(x, t; x′, t′) := −〈Ψ0|
{
ψˆH i(x, t), ψˆ†H j(x′, t′)
} |Ψ0〉
〈Ψ0|Ψ0〉 θ(t
′ − t), (3.75)
known as retarded and advanced Green’s function (braces stand for the anticommutator). In a homoge-
neous system we find the following Lehmann representation of their Fourier transforms:
GR,A(k, ω) = V
∑
n
[
〈Ψ0| ψˆS(0) |n,k〉 〈n,k| ψˆ†S(0) |Ψ0〉
~ω − µF − εn,k(NF + 1)± iη +
〈Ψ0| ψˆS(0) |n,−k〉 〈n,−k| ψˆ†S(0) |Ψ0〉
~ω − µF + εn,k(NF − 1)± iη
]
(3.76)
which are, again, meromorphic functions of ω. All the poles of GR(k, ω) lie in the lower half plane, in
contrast all the poles of GA(k, ω) lie in the upper half, so the retarded Green’s function is analytic for
Im(ω) > 0, vice versa the advanced Green’s function is analytic for Im(ω) > 0. If we assume ω ∈ R,
these functions satisfy: [
GR(k, ω)
]∗ = GA(k, ω). (3.77)
Beside, since T-ordered, advanced and retarded Green’s functions differ from each other by ±iη, which
are important near the singularities. The following relations hold:
GR(k, ω) = G(k, ω), ~ω > µF
GA(k, ω) = G(k, ω), ~ω < µF
(3.78)
If we assume the spacing between levels to be characterized by a typical value ∆, it happens to become
vanishingly small for a macroscopic sample so the relation ~/τ  ∆ is satisfied, τ being the typical time
for an observation and ~/τ the order of magnitude for the energy resolution. It follows that the previous
discrete variable n can be replaced by a continuous one. If we denote the density of states in the energy
interval ε < εn,k < ε+ dε with dn, then the summations of Eqs. (3.71) and (3.76) can be rewritten as
V
(2s+ 1)
∑
n
| 〈n,k| ψˆ†(0) |Ψ0〉 |2 ≈ V2s+ 1
∫
dn | 〈n,k| ψˆ†(0) |Ψ0〉 |2 =
= V2s+ 1
∫
dε | 〈n,k| ψˆ†(0) |Ψ0〉 |2 dndε =
1
~
∫
dεA(k, ω = ε/~)
(3.79)
and similarly
V
(2s+ 1)
∑
n
| 〈n,−k| ψˆ(0) |Ψ0〉 |2 ≈ V2s+ 1
∫
dε | 〈n,−k| ψˆ(0) |Ψ0〉 |2 dndε =
1
~
∫
dεB(k, ω = ε/~) (3.80)
which define the positive-definite weight functions A(k, ω) and B(k, ω). So Eq. (3.71) becomes:
G(k, ω) =
∫ +∞
0
dω′
[
A(k, ω′)
~ω − µ− ~ω′ + iη +
B(k, ω′)
~ω − µ+ ~ω′ − iη
]
(3.81)
20
which has a branch cut in the complex ω plane along the whole real axis. Thus the infinite-volume limit
completely alters the analytic structure of G(k, ω), because the discrete poles have merged to form a
branch line. The same result describes a finite system whenever the individual levels cannot be resolved.
While for Eq. (3.76) we get:
GR,A(k, ω) =
∫ +∞
0
dω′
[
A(k, ω′)
~ω − µ− ~ω′ ± iη +
B(k, ω′)
~ω − µ+ ~ω′ ± iη
]
(3.82)
so all the three Green’s functions can be constructed if A and B are known.
We are going to introduce an identity which will be very useful later on and now helps us find some
relations about the Green’s functions.
1
ω ± iη = P
1
ω
∓ ipiδ(ω) (3.83)
is the Sokhotsky’s formula or Sokhotski–Plemelj theorem, P denotes the Cauchy principal value. The
identity shows that GR and GA satisfy dispersion relations:
ReGR,A(k, ω) = ∓
∫ +∞
−∞
dω′
pi
ImGR,A(k, ω′)
ω − ω′ ; (3.84)
this equation also holds for finite systems, where ImG is a sum of Dirac deltas.
3.6 Wick’s Theorem
The previous analysis of the single-particle Green’s function still in no way solves the fundamental many-
body problem, but we would like to evaluate it for nontrivial physical systems. As our general method
of attack, we shall start with perturbation theory. This procedure is most easily carried out in the
interaction picture, where the various terms can be enumerated with a theorem due to Giancarlo Wick.
The Green’s function consists of a matrix element of Heisenberg operators in the exact interacting
ground state. This form is inconvenient for perturbation theory and we now state a basic theorem that
relates the matrix element of a Heisenberg operator OˆH(t) to the matrix element of the corresponding
interaction operator OˆI(t):
〈Ψ0| OˆH(t) |Ψ0〉
〈Ψ0|Ψ0〉 =
1
〈Φ0| Sˆ |Φ0〉
〈Φ0|
+∞∑
n=0
(−i
~
)
1
n!
∫ +∞
−∞
dt1 · · ·
∫ +∞
−∞
dtn·
· e−η(|t1|+···+|tn|)T [Hˆ1(t1) · · · Hˆ1(tn)OˆI(t)] |Φ0〉
(3.85)
with Sˆ := Sˆη(+∞,−∞) and Sˆη is the one of Eq. (3.28).
Similarly, the expectation value of time-ordered Heisenberg operators may be rewritten as:
〈Ψ0|T
[
OˆH(t)OˆH(t′)
] |Ψ0〉
〈Ψ0|Ψ0〉 =
1
〈Φ0| Sˆ |Φ0〉
〈Φ0|
+∞∑
n=0
(−i
~
)
1
n!
∫ +∞
−∞
dt1 · · ·
∫ +∞
−∞
dtn·
· e−η(|t1|+···+|tn|)T [Hˆ1(t1) · · · Hˆ1(tn)OˆI(t)OˆI(t′)] |Φ0〉
(3.86)
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so the exact Green’s function is
i~G (x, t; x′, t′) =
+∞∑
n=0
(−i
~
)
1
n!
∫ +∞
−∞
dt1 · · ·
∫ +∞
−∞
dtn
〈Φ0|T
[
Hˆ1(t1) · · · Hˆ1(tn)ψˆI(x, t)ψˆI(x′, t′)
] |Φ0〉
〈Φ0| Sˆ |Φ0〉
.
(3.87)
Henceforth, the subscript I will be omitted since we shall consistently work in the interaction picture.
To present the Wick’s theorem in a useful and concise manner, it is necessary to introduce a new
definition.
1. First a reminder. The T -product of a collection of field operators has already been defined in Sec.
3.3, it orders the field operators with the latest time on the left and includes an additional factor
−1 for each interchange of fermion operators:
T
(
fˆ1fˆ2fˆ3fˆ4 . . .
)
= (−1)p T
(
fˆ3fˆ1fˆ4fˆ2 . . .
)
(3.88)
where p is the number of permutations of fermion operators needed to rearrange the product as
given on the LHS to agree with the order of the RHS. It is clearly permissible to treat the boson
fields as if they commute and the fermion fields as if they anticommute when reordering within a
T -product.
2. Normal ordering consists of placing all the annihilation operators to the right of all creation oper-
ators, again including a factor −1 for every interchange of fermion operators. It is conventionally
indicated as a simple N or by including the normal-ordered operators within a couple of “:”.
A normal-ordered product of fields is especially convenient because its expectation value in the
unperturbed ground state |Φ0〉 vanishes identically. This is obviously true even if the product
consists entirely of creation or annihilation parts, as they are clearly each other adjoint.
Thus the ground-state expectation value of a T -product of operators may be evaluated by reducing it
to the corresponding N -product; the fundamental problem is the enumeration of the additional terms
introduced in the reduction. This process is simplified by noting that both the T -product and the
N -product are distributive.
We are now ready to present the Wick’s Theorem, here is its statement:
T
(
aˆbˆcˆ · · · xˆyˆzˆ
)
= N
(
aˆbˆcˆ · · · xˆyˆzˆ
)
+N(sum over all possible pairs of contractions) (3.89)
where the contraction of two operators aˆ, bˆ is readily defined
aˆ bˆ = T
(
aˆbˆ
)−N(aˆbˆ) = ±bˆ aˆ. (3.90)
It must be emphasized that Wick’s theorem is an operator identity for matrix elements. Its real use,
however, is for a ground-state average 〈Φ0| · · · |Φ0〉, where all uncontracted normal ordered products
vanish
〈Φ0|T
(
aˆbˆ
) |Φ0〉 = 〈Φ0| aˆ bˆ |Φ0〉 − 〈Φ0|N(aˆbˆ) |Φ0〉 (3.91)
and the distributive properties then lead to the contraction law for fields operators themselves:
〈Φ0| ψˆ(x, t) ψˆ†(x′, t′) |Φ0〉 = i~G 0(x, t; x′, t′) (3.92)
In particular, the exact Green’s function consists of all possible fully contracted terms.
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3.7 Feynman diagrams
Wick’s theorem allows us to evaluate the exact Green’s function as a perturbation expansion involving
only wholly contracted field operators in the interaction picture. These contractions are just the free-
field Green’s functions G 0, and G is thereby expressed in a series containing G 0 and the coupling. This
expansion can be analyzed directly in coordinate space or, for uniform systems, in momentum space.
The zero-temperature theory for condensed bosons requires a special treatment, and we shall consider
only fermions in this section.
As an example of the utility of Wick’s theorem, we shall calculate the first-order contributions to Eq.
(3.87). The expectation value of all the terms containing normal-ordered products of operators vanishes
in the noninteracting ground state |Φ0〉, leaving only the fully contracted products of field operators.
Wick’s theorem then requires us to sum over all possible contractions, and Eq.(3.92) shows that the only
nonvanishing contraction is between a field ψˆ and an adjoint ψˆ†. In this way the first-order term of
numerator in Eq. (3.87) becomes:
i~G˜ (1)(x, y) =−i2~
∫
d4x1d4x′1 U(x1, x′1)·
·
{
i~G 0(x, y)
[
i~G 0(x′1, x′1) i~G 0(x1, x1)− i~G 0(x′1, x1)i~G 0(x1, x′1)
]
+
+ i~G 0(x, x1)
[
i~G 0(x1, x′1)i~G 0(x′1, y)− i~G 0(x1, y)i~G 0(x′1, x′1)
]
+
+ i~G 0(x, x′1)
[
i~G 0(x′1, x1)i~G 0(x1, y)− i~G 0(x′1, y)i~G 0(x1, x1)
]}
(3.93)
Where we have used the “relativistic” notation x := (x, t), it will be used just in this section and in
the following one for convenience (in the rest of the work vector variables in the standard form will be
referred to the module of the vector). We can now associate a picture with each of the terms appearing
in Eq. (3.93), as illustrated in Fig. 3.1.
The Green’s function G0 is denoted by a straight line with an arrow running from the second argument
to the first, while the interaction potential is denoted by a wavy line. These diagrams appearing in
the perturbation analysis of G form a convenient way of classifying the terms obtained with the Wick’s
theorem. They are known as Feynman diagrams but the precise relation with quantum field theory was
first demonstrated by Dyson.
The analytic expression of Eq. (3.93) and the corresponding diagrams have several interesting fea-
tures:
1. Terms with a Green’s function having arguments referring to the same time (solid line closed on
itself) are ambiguously defined: time-ordered products are undefined at equal times. Such a term,
however arises from a contraction of two fields within the interaction Hamiltonian Hˆ1, where they
appear in the form ψˆ†(x)ψˆ(x) with the adjoint field always occurring on the left. In consequence,
the Green’s function at equal times must be interpreted as
i~G0(x, x) lim
t′→t+
〈Φ0|T
(
ψˆ(x, t)ψˆ†(x, t′)
)
|Φ0〉 = −n¯F (3.94)
2. The first two terms are disconnected diagrams, containing subunits that are not connected to the
rest of the diagram by any lines. Eq. (3.93) shows that such terms typically have Green’s functions
and interactions whose argument close on themselves. As a result, the contribution of this subunits
can be factored out of the expression for G . Thus, in the first two terms above, i~G 0(x, y) represents
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Figure 3.1: First order expansion
one factor and the integral represents another factor. To first order in the interaction, we assert
that the numerator of Eq. (3.87) can be rewritten as in Fig. 3.1. Each diagram in this figure
denotes a well-definite integral, given in Eq. (3.93). The validity of Fig. 3.2 is readily verified by
expanding the product and retaining only the first-order terms, which are just those in Fig. 3.1.
The additional terms of second order in the interaction are here unimportant because the present
calculation is consistent only to first order in the interaction.
The denominator 〈Φ0| Sˆ |Φ0〉 has been ignored to this point and we shall now evaluate it to first
order in the interaction potential. The operator Sˆ = Sˆ(+∞,−∞) is the same as that in the numer-
ator of Eq. (3.87), except that the operators ψˆ(x)ψˆ†(y) must be deleted. Thus the denominator
can also be evaluated with Wick’s theorem and only the fully contracted terms contribute. The
resulting calculation evidently yields the the very same terms shown on the right of Fig. 3.2 (each
diagram again stands for a well-defined integral).
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Figure 3.2: Factorization of the first order contribution to the numerator of Eq. (3.87).
We therefore conclude that the contribution of the denominator in Eq. (3.87) exactly cancels the
contribution of the disconnetted diagrams in the numerator. This important result has so far been
verified only to lowest order in the interaction, but it has been shown for all orders, even if we shall
omit the proof.
3. For any given diagram, there is an identical contribution from all similar diagrams that differ
merely in the permutation of the variables’ labels in the interaction Hamiltonian Hˆ1. In addition,
it has to be considered the parity of the number of fermion fields in order to assign the correct
overall sign.
In the m-th order there are m! possible interchanges of this type corresponding to the m! ways of
choosing the interaction Hamiltonian Hˆ1 in applying Wick’s theorem. All these terms make the
same contribution to the Green’s function, so that we can count each diagram just once and cancel
the factor (m!)−1 in the total propagator. Note that this result is true only for the connected
diagrams, where the external points x and y are fixed.
In principle, we should be able to write down the exact Green’s function to arbitrary order, but the ac-
tual evaluation of the terms can lead to formidable problems because each free propagator G0(x, t; x′, t′)
consists of two disjoint pieces. Thus even the first order contribution must be split into many sepa-
rate pieces according to the relative values of the time variables. In contrast, the Fourier transform
G0(x,x′, ω) with respect to the time has a simple form and it is convenient to incorporate this into the
calculations. Although it is possible to consider a mixed representation G(x; x′, ω), which would apply to
spatially inhomogeneous systems with a time-independent Hamiltonian, we shall now restrict the discus-
sion to uniform and isotropic systems, where the exact Green’s function takes the form G0(x−x′, t− t′).
The spatial and temporal invariance then allows a full Fourier representation, and we write as in Eq.
(3.70).
3.8 Dyson’s equations and Random Phase Approximation
We shall now classify the various contributions in an arbitrary Feynman diagram. This procedure yields
Dyson’s equations, which summarize the Feynman-Dyson perturbation theory in a particular compact
form.
A self-energy insertion Σ is defined as any part of a diagram that is connected to the rest of the diagram
by two particle lines (one in and one out):
G (x, x′) = G 0(x, x′) +
∫
dx2 dx′2 G 0(x1, x2)Σ(x2, x′2)G 0(x′2, x′1) (3.95)
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We next introduce the concept of a proper self-energy insertion, which is a self energy insertion that
cannot be separated into two pieces by cutting a single particle line. By definition, the proper self-energy
is the sum of all proper self-energy insertions and will be denoted with Σ. It follows from these definitions
that the self-energy consists of sum of all possible repetitions of the proper self-energy.
Σ(x1, x′1) =
∫
dx2 dx′2 Σ(x1, x2)G 0(x2, x′2)Σ(x′2, x′1)+
+
∫
dx2 dx′2
∫
dx3 dx′3 Σ(x1, x2)G 0(x2, x′2)Σ(x2, x′2)G 0(x3, x′3)Σ(x′3, x′1) + . . .
(3.96)
Correspondingly, the single-particle Green’s function becomes:
G (x, x′) =G 0(x, x′) +
∫
dx2 dx′2 G 0(x1, x2)Σ(x2, x′2)G 0(x′2, x′1)+
+
∫
dx2 dx′2
∫
dx3 dx′3 G 0(x1, x2)Σ(x2, x′2)G 0(x′2, x3)Σ(x3, x′3)G 0(x′3, x′1) =
=
∫
dx2 dx′2 G 0(x1, x2)Σ(x2, x′2)G (x′2, x′1)
(3.97)
which is the integral equation known as Dyson’s equation for the exact G . The last step of Eq.(3.97) has
been performed by summing formally the whole series.
Dyson’s equation naturally becomes much simpler if the interaction is invariant under translations
and the system is spatially uniform. In this case the quantities appearing in Eq. (3.97) depend only
on the coordinate differences and it is possible to introduce 4-dimensional Fourier transforms in these
differences. Thanks to the definition
Σ(x, y) = 1(2pi)4
∫
dk eik(x−y)Σ(k) (3.98)
and Eq. (3.70), we find an algebraic equation in momentum space:
G (k) = G 0(k) + G 0(k)Σ(k)G (k) (3.99)
solved by
G (k) = 1
[G 0(k)]−1 −Σ(k) = G (k, ω) =
1
~ω − k −Σ(k, ω) . (3.100)
The Lehmann representation ensures that for real ω
Im
[
Σ(k, ω)
] ≥ 0, for ~ω < µ
Im
[
Σ(k, ω)
] ≤ 0, for ~ω > µ (3.101)
so that the chemical potential can be determined as the point where ImΣ(k, ω) changes sign.
We are now interested to know how to calculate Σ, since it is not immediate from its definition. A very
famous approach to this problem is called the Random Phase Approximation (RPA). Actually it was
firstly introduced to compute the polarization function for an electron gas.
Anyway, we are dealing with something different: in the sense that our interaction is not a Coulomb
coupling, but it is just a density-density effect, which appears in Eq. (2.33) as a proper product of field
operators without any other dependence. In this work, the RPA will be used in order to obtain an
approximation of the proper self-energy which takes into account an infinite number of diagrams and so
it allows us to go beyond the mean-field level.
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The same argument and procedure will be applied to bosonic Green’s function, leading to an equiv-
alent Dyson’s equation as in Eq. (3.97).
3.9 Recap
In momentum space, the T-ordered single-particle Green’s function for annihilation and creation opera-
tors αk, α†k is:
G (k, t) := − i
~
1
〈S〉 〈T
(
S αk(t)α†k(0)
)〉 (3.102)
with S time evolution operator as in Eq. (3.25). This means that we are calculating vacuum expectation
values with respect to the free theory (alias the meaning of 〈·〉 = 〈Φ0| · |Φ0〉) of T-ordered expressions
containing destruction and creation operators.
The unperturbed Green’s function for Bogoliubov’s quasi-particles, whose spectrum ωk is given in Eq.
(2.18) and is defined avoiding the value of null momentum, reads:
D0(k, t) =
∫ +∞
−∞
dω
2pi e
−iωtD0(k, ω) =
∫ +∞
−∞
dω
2pi
e−iωt
~ω − ωk + iη = ak(t)a
†
k(0). (3.103)
ak(t)a†k(0) stands for the Wick-contraction between particle operators.
While the free fermion propagator is:
G0(k, t) =
∫ +∞
−∞
dω
2pi e
−iωtG0(k, ω) =
∫ +∞
−∞
dω
2pi
{
θ (|k| − kF )
~ω − k + iη +
θ (kF − |k|)
~ω − k − iη
}
e−iωt =
= fk(t)f†k(0),
(3.104)
k is the free-particle energy.
Note that when we switch to the grancanonical ensemble, as we will do, the Hamiltonian for fermions
gets an extra term −µFNF as if the replacement k −→ k − µF took place, meaning that we need to
use the chemical potential to take into account non conservation of the number of particles for a certain
species.
Another useful trick involving the same substitution consists in writing the constant term of Hint of Eq.
(2.33)
g
NBNF
V
= gn¯B
∑
q
f†qfq = gn¯F
∑
q
b†qbq (3.105)
so that, e. g. for fermions, −gn¯B becomes the Mean-Field correction to the chemical potential µF due
to the interaction.
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Chapter 4
Effect on the phonon dispersion
The first effect we will look for in our coupled system is the modified phonon speed of sound. As seen in
Section 2.1, we call phonons the linear spectrum of Bogoliubov’s quasi-particles. In fact, we derived in
Chapter 2 that the approximated Hamiltonian for the weakly interacting Bose gas is diagonalized when
the bogolons have the following dispersion relation:
ωk =
√
2k + 2gn¯Bk. (4.1)
Defining the healing length
ξB :=
~√
2mgn¯B
= 1√
8pin¯Ba
(4.2)
we can identify the low-momentum branch of the Bogoliubov’s spectrum when
k  gn¯B ⇐⇒ k  1
ξB
, (4.3)
in this regime the excitation energy
ωk ≈ ~kc0, c0 :=
√
gn¯B
m
(4.4)
exhibits the linear dependence on k, typical of the phonon dispersion relation.
We need to write Eq. (2.32) in terms of fermion and quasi-particle operators: one finds
H =
∑
p
kb
†
pbp +
g
2
∑
k,p,q
b†p+kb
†
q−kbpbq +
∑
p
kf
†
pfp + g
∑
p,q,k 6=0
b†p+kbpf
†
q−kfq + g
NBNF
V
'
'
∑
k
ωka
†
kak +
∑
k
kf
†
kfk + g
√
n¯B
∑
q,k 6=0
(
uk + vk
)(
a†−k + ak
)
f†k+qfq + g
NBNF
V
+ E0
(4.5)
We are now ready to compute the phonon spectrum, as it appears after considering the “renormaliza-
tion” due to the boson-fermion interaction. Expanding S to order n = 2 (which is the first nonzero
order sensible to the boson-fermion coupling beyond the mean-field level) and taking into account only
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connected Feynman diagrams we get for (3.102):
D(2)(k, t) = ak(t)a†k(0)−
∫ +∞
−∞
dt1
∫ +∞
−∞
dt2
{
g2
2 ak(t)
[√
n¯B
∑
q′,k′ 6=0
(
uk′ + vk′
)(
a†−k′(t1)+
+ak′(t1)
)
f†q′−k′(t1)fq′(t1)
][√
n¯B
∑
q′′,k′′ 6=0
(
uk′′ + vk′′
)(
a†−k′′(t2) + ak′′(t2)
)
f†q′′−k′′(t2)fq′′(t2)a
†
k(0)
]}
(4.6)
The factor 2 cancels because of the exchange invariance between t1 and t2. By performing the integration
in both dt1 and dt2 we get two δ-functions which relate the frequencies ω obtained by Fourier transform-
ing, actually this relation corresponds to the conservation of energy; instead momentum conservation is
ensured by a δ-function in momentum space due to Wick’s contractions.
Finally, we are facing Dyson’s equation:
D(2)(k, ω) = D0(k, ω) + g2n¯B (uk + vk)2D20(k, ω)Π(k, ω). (4.7)
and, as we explained in Section 3.8 for the fermion case,
D(2)(k, ω) = D0(k, ω)
[
1 + g2n¯B (uk + vk)2D0(k, ω)Π(k, ω) + . . .
]
'
' D0(k, ω)
1− g2n¯B (uk + vk)2D0(k, ω)Π(k, ω)
= 1
~ω − ωk − g2n¯B (uk + vk)2 Π(k, ω) + iη
(4.8)
which is the result found by summing the entire series according to the RPA. Here
Π(k, ω) =
∫
R3
dq
(2pi)3 nq
(
1− nq+k
)( 1
~ω + q − |q−k| + iη −
1
~ω + |q+k| − q − iη
)
(4.9)
is the so-called fermion polarization function. It can be evaluated analytically, the result can be found
in Ref. [8]. We define ω˜ = ~ω/2F , k˜ = kkF or the real part of the polarization function we have:
Re
(
Π(k, ω˜)
)
= mkF4pi2~
{
−1 + 1
2k˜
[
1−
(
ω˜
2k˜
− k˜2
)2]
log
∣∣∣∣1 + ω˜/(2k˜)− 12 k˜1− ω˜/(2k˜)− 12 k˜
∣∣∣∣+
− 1
2k˜
[
1−
(
ω˜
2k˜
+ k˜2
)2]
log
∣∣∣∣1 + ω˜/(2k˜) + 12 k˜1− ω˜/(2k˜) + 12 k˜
∣∣∣∣}
(4.10)
while the imaginary part reads:
Im
(
Π(k, ω˜)
)
=

−mkF
8pi~k˜
[
1−
(
ω˜
2k˜
− k˜2
)2]
, for k˜ > 2, k˜2 + 2k˜ ≥ ω˜ ≥ k˜2 − 2k˜,
−mkF
8pi~k˜
[
1−
(
ω˜
2k˜
− k˜2
)2]
, for k˜ < 2, k˜2 + 2k˜ ≥ ω˜ ≥ 2k˜ − k˜2,
−mkF
8pi~k˜
ω˜, for k˜ < 2, 0 ≤ ω˜ ≤ 2k˜ − k˜2.
(4.11)
So the integral in Eq. (4.9) can be solved analytically and, when evaluated in the pole of Eq. (4.8),
Π(k, ~ω = ωk) gives the dispersion relation for the low momentum spectrum of quasi-particles.
We will comment briefly these results, found in a more general way in Ref. [7].
By defining r = gn¯BF we distinguish:
1. when gn¯B  F the speed of sound is weakly corrected by a term which tends to zero proportional
30
to g3/2F (gn¯)
−1
B , and the weakly interacting Bose gas is asymptotically restored:
~ω ' ~kc = ~kc0
[
1 + gmkF6pi2~2r
]
, for r  1 ⇐⇒ gn¯B  F ; (4.12)
2. in the opposite limit the dependence on the bosonic parameters has disappeared in the slower,
renormalized speed of sound, but it can be found in the new damping term which gives a finite
life-time for the excitation;
~ω ' ~kc = ~kc0
[
1− gmkF
h2
− igrk
3
Fm
1/2
16pi~
]
, for r  1 ⇐⇒ gn¯B  F ; (4.13)
3. it is interesting, (even if irrelevant for our purpose), to specialize our results to the r = 2 case.
~ω ' ~kc = ~kc0
[
1− gmkF
h2
(
1 + ln k˜
)]
, for r = 2 ⇐⇒ gn¯B = 2F , (4.14)
Here the behavior of the polarization function exhibits a divergence: in fact for fixed, finite r
we have the phonon spectrum for k  ξ−1B ≈ kF , and the renormalized speed of sound has a
logarithmic dependence, increasingly larger for low momenta. This resonance, located in vF = c0,
has been discussed in [11] and it is connected to a collective mode of the fermionic gas which
scatters the fermionic particle-hole excitations near ~ω ∼ ~kc0.
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Chapter 5
Goldstino mode
5.1 Introduction to supersymmetry
The Standard Model is very successful in explaining experiments of modern physics; nevertheless, open
questions are obviously still unsolved.
Supersymmetry [4] aims to extend Standard Model’s range of predictability filling some gaps: it
consists in assuming that every known elementary particle has a supersymmetric partner, dubbed su-
perpartner, with equal quantum numbers but different spin (by half of a unit) so that every boson is
“associated” with its analogous fermion and vice versa.
Just to overview to problem from an introductory point of view and avoiding technical details, it can
be said that supersymmetry could be able to solve, for example, the problems here listed.
1. The Higgs boson, whose discovery was announced in July 2012 by ATLAS and CMS experiments
[12–16], solves the problem of having just massless elementary particles, through the so-called Higgs
mechanism. Anyway, it is not clear why it should be so light, since interactions between it and
Standard-Model particles should make it very heavy. Predicted superpartners would tend to cancel
out this extra contributions, making it as light as possible.
2. Beside, supersymmetry could offer good (stable and electrically neutral) candidates to explain dark
matter and these extra particles would interact only very weakly with Standard-Model elementary
constituents.
3. Finally, taking into account superpartners could imply for electromagnetic, strong and weak nuclear
force to have the same strength at very high energy. A theory that “unifies” - as it is common habits
to say - forces is called a Grand Unified Theory, and it is a sort of dream for a lot of physicists.
Since there is not any experimental evidence of this theory in the relativistic context of particle physics,
our purpose is studying its non-relativistic analogous at ultralow temperature. The implementation of
such a symmetry in a real experiment could be a special challenge for experimentalists and a useful tool
for theoreticians. The following Chapters have to be intended as an effort to contribute to the topic, in
order to guide a possible future investigation.
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5.2 Non interacting case and general properties
In Sec. 2.2 we introduced the supersymmetry condition as a peculiar feature of the system we are
considering. Now it’s time to explain this choice: first we have to define a new operator (and its adjoint),
both in momentum and coordinate space:
qp :=
∫ dk
(2pi)3 b
†
kfk+p, q
†
p :=
∫ dk
(2pi)3 f
†
k+pbk
q(x) := b†(x)f(x), q†(x) := f†(x)b(x)
(5.1)
and what we will call “supercharge”
Q :=
∫ dk
(2pi)3 b
†
kfk, Q
† :=
∫ dk
(2pi)3 bkf
†
k (5.2)
which is simply the zero-momentum part of Eq. (5.1).
We can understand some properties of this supercharge playing with commutation and anticommutation
relations, starting from the toy model
H0 =
∑
p
p2
2mb
†
pbp +
∑
|p|<kF
p2
2mf
†
pfp. (5.3)
We can easily derive the following relations: [
Q,NB
]
= −Q,[
Q,NF
]
= Q,[
Q,NB +NF
]
= 0,[
Q,H0
]
= 0,[
Q,NB −NF
]
= −2Q,{
Q,Q†
}
= Ntot.
(5.4)
Since they contain fermion operators, q and Q give zero if squared, this suggests that they are fermion-
like, too. Beside, Eqs. (5.4) imply degeneracies among the eigenstates of the Hamiltonian, labeled by the
NB and NF eigenvalues of the particle number operators. Here is how supercharge acts on eigenstates
(keep in mind that one of this must be annihilated by supercharge or its adjoint and the anticommutation
relation of Eq. (5.1)):
Q |NB , NF 〉 =
√
Ntot |NB + 1, NF − 1〉 , Q† |NB , NF 〉 =
√
Ntot |NB − 1, NF + 1〉 . (5.5)
At T=0 bosons have zero momentum, so Q† annihilates the ground state (assuming that there is at least
a fermion), while Q creates particle-hole excitations, the particle being given by the boson, the hole is
instead a fermion.
In order to allow changes in the number of bosons and fermions, we shall introduce chemical potentials
(actually, µB = 0 for free bosons, but let us keep it explicit) so that we are interested in
HGC =
∑
p
p2
2mb
†
pbp +
∑
|p|<kF
p2
2mf
†
pfp − µBNB − µFNF = H0 − µNtot −
1
2∆µ∆N (5.6)
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∆µ := µF − µB , µ := µF + µB2 ∆N := NF −NB . (5.7)
Knowing Eqs. (5.4), we can easily see that
[Q,HGC ] = −∆µQ,
[
Q†, HGC
]
= ∆µQ† (5.8)
so the “Hamiltonian” does not commute anymore with the supercharge operator: the difference of
chemical potentials implies an explicit symmetry breaking that deletes the degeneracy between the
eigenstates of H0.
We define a retarded Green’s function for qk as follows:
GR (k, ω) := − i
~
∫ +∞
−∞
dt
∫
dx θ(t)〈S〉 〈S
{
q(x, t), q(x, 0)
}〉 eiωt−ikx =
= − i
~
∫ +∞
−∞
dt
∫
dxGR (x, t) eiωt−ikx.
(5.9)
We have not to forget that when bosons have a macroscopic occupation number for the zero momentum
state separation in condensed component and uncondensed is required as in Section 3.4, and Eq. (5.1)
reads:
q(x) = f(x) b†(x) = f(x)
(√
n¯B + b˜†(x)
)
=
√
n¯Bf(x) + q˜(x)
q†(x) = b(x)f†(x) = f†(x)
(√
n¯B + b˜(x)
)
=
√
n¯Bf
†(x) + q˜†(x)
(5.10)
b˜(x) and b˜†(x) are the quantum fluctuation components.
So for Eq. (5.9) one can write:
G (x, t) = −i
~
1
〈S〉
{
n¯B 〈T
(
S f (x, t) f† (0, 0)
)〉+ 〈T (S q˜(x, t)q˜†(0, 0))〉}=
= n¯BG(x, t) + G′(x, t)
(5.11)
where G(x, t) is the fermion Green’s function as defined in Eq. (3.49) and G′(x, t) is the residual term
due to the quantum fluctuations.
5.3 Sum rules for the goldstino
The spectral function σ(k, ω) is defined as:
σ(k, ω) := 2Im
(GR(k, ω)) (5.12)
and it obeys to the sum rule:∫ +∞
−∞
dω
2pi σ(k, ω) =
∫
R3
dx 〈{q(x, 0), q†(0, 0)}〉 e−ikx/~ = ∫
R3
dx 〈{q(x, 0), Q†}〉 e−ikx/~ =
=
{∫
R3
dx q(x, 0)e−ikx/~, Q†
}
=
{
Q,Q†
}
= NB +NF = Ntot,
(5.13)
as we can guess from the anticommutation relations in Eq. (5.4). Another interesting sum rule can be
derived as follows.
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First we notice that supersymmetry is concerned with a conservation law. From
i~
∂q(x, t)
∂t
=
[
q(x, t), HGC
]
= − ~
2
2m
[
f(x)∇2b†(x)−
(
∇2b†(x)
)
f(x)
]
−∆µ q(x) (5.14)
it follows
∂q(x, t)
∂t
+∇ · j = −i∆µ q(x, t) (5.15)
where
j = −i ~
2
2m
[
f(x)∇b†(x)− (∇f(x))b†(x)] (5.16)
is the supercurrent, i.e. the current related to the supercharge conservation (similarly continuity equa-
tions can be found for bosons and fermions). In momentum space Eq. (5.15) reads:
i~
∂qp(t)
∂t
= ~
2
2m
∫ dk
(2pi)3 k
2(fk+p(t)b†k(t)− fk(t)b†k−p(t))−∆µ qp(t) (5.17)
and it implies for p = 0
i~
∂Q(t)
∂t
= −∆µQ(t). (5.18)
From Eq. (5.17) we can derive another sum rule, here it is:∫ dω
2pi ωσ(p, ω) =
∫ dk
(2pi)3 〈
{
i
∂qp(t)
∂t
, q†k(0)
}〉 =
= −Ntot∆µ+ ~
2
2m
∫ dk
(2pi)3
∫ dk′
(2pi)3 〈
{
k2
(
fkb
†
k−p − fk+pb†k
)
, q†k′(0)
}〉 =
= −Ntot∆µ+ ~
2p2
2m
∑
k
〈b†kbk − f†kfk〉 = −Ntot∆µ+
~2p2
2m
(
NB −NF
) (5.19)
This sum rule, analogous to the f-sum rule, has been derived simply by using the expression for the
supercurrent and the anticommutation relations, without any approximation.
In general, if an excitation is characterized by a spectral function of the form
σ(k, ω) = S(k)δ(~ω − εk) (5.20)
its spectrum can be calculated through
~ω =
~
∫ +∞
−∞ dω ωσ(k, ω)∫ +∞
−∞ dω σ(k, ω)
=
~
∫ +∞
−∞ dω ωS(k)δ(~ω − εk)∫ +∞
−∞ dω S(k)δ(~ω − εk)
= εk. (5.21)
If the goldstino exhausts the sum rule with a single peak in the spectral function as in Eq. (5.20), it is
possible to evaluate its spectrum through the formula in Eq (5.21):
εp =
∫ +∞
−∞ dω ωσ(p, ω)∫ +∞
−∞ dω σ(p, ω)
= −∆µ+ n¯B − n¯F
n¯tot
p (5.22)
so the goldstino mass is
mG =
n¯tot
n¯B − n¯F m. (5.23)
This means that in the general case the goldstino mass depends only on the bosonic and fermionic
density: directly proportional to their sum and inversely proportional to the difference. Instead, the
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gap is due to the explicit supersymmetry breaking introduced in the grancanonical Hamiltonian and it
can be derived also by direct integration of Eq. (5.18), since supercharge is just the zero-momentum
component of the goldstino operator.
The validity of this results rely (only) on the (anti)commutation relations to be satisfied. The
condition in Eq. (5.20) is not automatically satisfied. As it can be shown after a heavy calculation
exploited in Ref. [17], the non-interacting case modeled by Eq. (5.3) has not the required form of Eq.
(5.20). By considering the non-interacting system, the single-pole spectrum due to the G component
of the goldstino Green’s function overlaps with the continuum spectrum of bosonic excitations at fixed
momentum above the condensate. The width of the continuum entails for the quasi-particles to be
damped.
5.4 Goldstino with BEC
The entire Hamiltonian of Eq. (2.32) still has the supersymmetry in the sense that [Q,H] = 0, but we
want to investigate the effects of the Bogoliubov’s spectrum. According to the Bogoliubov prescription
showed in Sec. 2.1 and used in Eqs. (2.9) and (2.10), the non-kinetic terms of Eq. (2.32) become:
g
{
n¯BNF +
√
n¯B
∑
p,k 6=0
f†p+kfp
(
b†−k + bk
)
+
∑
k1,k2,k3
f†k1fk2b
†
k3bk1−k2+k3 +
n¯B
2
∑
p6=0
(
bpb−p+
+b†pb
†
−p + 2b†pbp
)
+
√
n¯B
∑
k1,k2
(
b†k1+k2bk1bk2 + h.c.
)
+ 12
∑
k1,k2,k3
b†k1b
†
k2bk3bk1+k2−k3 +
N2B
2V
} (5.24)
so the Bogoliubov approximation gives rise to vertices involving three operators. This implies a new
contribution in the Green’s function:
G (x, t) = −i
~
1
〈S〉
{
n¯B 〈T
(
S f (x, t) f† (0, 0)
)〉+√n¯B[〈T (S f (x, t) f† (0, 0) b˜(0, 0))〉+
+ 〈T (S b˜†(x, t)f (x, t) f† (0, 0))〉]+ 〈T (S q˜(x, t)q˜†(0, 0))〉}=
= n¯BG(x, t) +
√
n¯BS(x, t) + G′(x, t)
(5.25)
S(x, t) being the Green’s function of the three operators component.
The main order contribution to these Green’s functions has to be referred to the term of Eq. (2.33),
so the resummed fermionic propagator is just the one computed in Section 6.3. Beside G′ is proportional
to the loop contribution Σ that in Section 6.3 will be evaluated through the RPA.
So, since from Eq. (5.25) we know that the goldstino spectrum is given by the fermionic Green’s
function at leading order in the density of condensed bosons, the renormalized mass for the goldstino
needs to have the same dependence on the parameter r = gn¯B/F as in formula of Eq. (6.18) (it is
supposed to be different for a normalization condition due to the anticommutation relation for qp and
its adjont which needs to be renormalized to a Dirac delta). The same argument can be used to quantify
the gap, knowing the result of Eq. (6.19).
Beside, it is interesting to see that, even if the supersymmetry is preserved when all the vertices
appearing after the Bogoliubov approximation are retained, we have to consider what follows:
1. first of all, the interaction renormalizes the chemical potential, so that it is not trivial to determine
the exact condition as a function of r which realizes a gapless excitation;
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2. taking into account only the main contribution to the goldstino Green’s function assumes a sort of
spontaneously broken symmetry which, in turn, breaks supersymmetry. Thus, we do not expect
to have a gapless excitation in this approximation, as it is just a feature of the entire Hamiltonian
to have the pole position located at ∆µ.
In Ref. [17] it is explained that taking into account the interaction realizes the separation of the single-
pole excitation from the continuum region discussed in Section 5.3.
These considerations suggest to compute the effect of the interaction on fermionic quasi-particles.
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Chapter 6
Effect on fermionic quasi-particles
Let us now consider fermionic excitations. In this Chapter we will show how fermionic excitations
experience the interaction with the bosons so that their properties are modified. Coherently with the
previous method, we will use the Green’s function formalism. Again, the interaction is given by Eq.
(2.33) and the free-fermion propagator has a pole with an energy shift due to the mean-field contribution
of Eq. (3.105):
G(2)(k, t) = fk(t)f†k(0)−
g2n¯B
2
{∫ +∞
−∞
dt1
∫ +∞
−∞
dt2
∑
q′,k′ 6=0
∑
q′′,k′′ 6=0
(
uk′ + vk′
)(
uk′′ + vk′′
)
[(
a†−k′(t1) + ak′(t1)
)
f†q′−k′(t1)fq′(t1)
(
a†−k′′(t2) + ak′′(t2)
)
f†q′′−k′′(t2)fq′′(t2)fk(t)f
†
k(0)+
+
(
a†−k′(t1) + ak′(t1)
)
f†q′−k′(t1)fq′(t1)
(
a†−k′′(t2) + ak′′(t2)
)
f†q′′−k′′(t2)fq′′(t2)fk(t)f
†
k(0)
]}
.
(6.1)
The detailed calculation of Eq. (6.1) is showed in Appendix A.
From Dyson’s equation, as in Eq. (3.97) and within RPA, we get:
G(k, ω) = G0(k, ω) + g2n¯BG20(k, ω)Σ(k, ω) + · · · =
= G0(k, ω)1− g2n¯BΣ(k, ω)G0(k, ω) =
1
~ω − k − gn¯B − g2n¯BΣ(k, ω)
(6.2)
with the self-energy Σ given by (q = |q|):
Σ(k, ω) ∝
∫
R3
{
(uq−k + vq−k)2
[
θ(q − kF )
~ω − ωq−k − q − gn¯B + iη −
θ(kF − q)
~ω + ωq−k − q − gn¯B − iη
]}
dq (6.3)
Since
(uk + vk)2 =
k
ωk
∼
kkF
1 (6.4)
for large k Eq. (6.3) behaves as
Σ(k, k) ∼
kkf
∫ +∞
1
q2
q2
dq = +∞ (6.5)
which is clearly divergent.
This divergence can be healed by the second-order term in the Born approximation which has to
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be added consistently as in Section 2.1. Observing the denominator of Eq. (6.2), we can see both
O(g) and O(g2) corrections: since we are dealing with the second order of gBF n¯B the substitution
gBF → gBF + g2BF
1
V
∑
q
1
2q
is required and it leads to an expression which is well behaved in the
ultraviolet regime.
The full self-energy is therefore given by
Σ(k, ~ω = k) =
∫
R3
{
(uq−k + vq−k)2
[
θ(kF − q)
k + ωq−k − q − iη−
θ(q − kF )
k − ωq−k − q + iη
]
− 12q
}
dq
(2pi)3 . (6.6)
and it can be written as a function of k˜ = k/kF , r = gn¯B/F , as it is shown in Appendix A.
6.1 Fermions interacting with few bosons
Different regimes of r = gn¯B/F will be considered. Fixing the bosonic and fermionic densities, we shall
study the r → 0 limit by letting the coupling constant approach to zero:
Σ(k, k) '
r→0
−1
(2pi)3
∫
R3
{
θ(q − kF )
k − q−k − q + iη −
θ(kF − q)
k + q−k − q − iη +
1
2q
}
dq = ΣFB(k, k) (6.7)
The full calculation can be found in Appendix B; here we simply give the result, which satisfies Eq.
(3.101):
ΣFB(k, k) =
im
8pi~2
k2F − k2
k
. (6.8)
As we can see, Re
(
ΣFB
)
= 0: this means that there is no correction to the fermion effective mass in this
limit. Instead, quasi-particle excitations are increasingly damped as they move far from the Fermi-sea.
This example and the following one are useful to understand how the energy spectra of each single
component in the mixture influences the other. Recall that even in Eq. (4.13), in the same r  1 limit,
we saw the existence of a finite damping for the phonon propagation.
6.2 Fermion impurity in BEC
Another useful simplification is the opposite limit r  1, which refers to a condensate interacting with
a single impurity (actually the statistics is not relevant) whose mass is renormalized. So the result has
to be independent of kF .
One finds:
Σimp(k, k) =
−1
(2pi)3
∫
R3
{
(uq + vq)2
[
1
k − ωq − q−k + iη
]
+ 12q
}
dq, (6.9)
differently from the previous example, only the limit k → 0 is relevant. In terms of the healing length
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(defined in Eq. (2.23)) and the bosonic chemical potential one obtains:
Σimp(k, k) =
−1
(2pi)3
∫
R3
{
(uq + vq)2
[
1
k − ωq − q−k + iη
]
+ 12q
}
dq =
= −2pi
ξ3Bgn¯B(2pi)3
∫ +∞
0
dq˜ q˜2
∫ +1
−1
d cos θ
{√
q˜2
q˜2 + 2
1√
q˜4 + 2q˜2 − 2q˜k˜ cos θ + q˜2 +
1
2q˜2
}
=
= −1
ξ3Bgn¯B(2pi)2
∫ +∞
0
dq˜ q˜
∫ +1
−1
d cos θ
{√
q˜2
q˜2 + 2
1(√
q˜2 + 2 + q˜
)(
1− 2 cos θ√
q˜2 + 2 + q˜
k˜
) − 12q˜
}
'
' 1
ξ3Bgn¯B(2pi)2
∫ +∞
0
dq˜
∫ +1
−1
d cos θ
{
1
2 −
q˜2√
q˜2 + 2
1√
q˜2 + 2 + q˜
− q˜
2√
q˜2 + 2
4 cos2 θ(√
q˜2 + 2 + q˜
)3 k˜2
}
=
=
√
2
3ξ3Bpign¯B
− 4k
2
45pi2
√
2ξBgn¯B
.
(6.10)
In order to extract the new effective mass m∗, we have to consider the k2-dependent term of Eq. (6.10),
its contribution to the free energy renormalizes the mass as follows:
1
2m∗ =
1
2m +
g2n¯B
~2
∂Σimp(k, k)
∂k2
∣∣∣∣
k2=0
, (6.11)
in units of m and thanks to the assumption that g is assumed to be small
m∗
m
= 1
1− 2mg 4
45pi2
√
2~2ξB
' 1 + 8gm45pi2~2ξB = 1 +
64(n¯Ba3)1/2
45
√
pi
. (6.12)
The constant-term contribution to the spectrum due to Eq. (6.10) is readily evaluated using Eq. (2.23)
and Eq. (2.6):
g2n¯B
√
2
3ξ3Bpign¯B
= gn¯B
32
3
√
pi
(n¯Ba3)1/2 (6.13)
We define the binding energy of the impurity as the energy difference between the ground state energy
E0(NB , NF = 1) of NB bosons and a fermion and E0(NB)
B := E0(NB , NF = 1)− E0(NB) (6.14)
The constant value of Eq. (6.13) gives the so-called reduced binding energy, namely the binding energy
without the mean-field contribution; so taking into account this correction we find:
B = gn¯B
[
1 + 323
√
pi
(n¯Ba3)1/2
]
. (6.15)
These results are well-known in the literature as they were first derived in Ref. [12].
6.3 Back to the starting problem
It’s time to face the entire calculation. Again, go to Appendix C for details.
As usual, variables with a ˜ are to be considered dimensionless in unit of kF and r = gn¯B/F .
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If the condition
k˜ <
√
r/2 (6.16)
is satisfied we find:
Σ(k, ω = k) =
∫
R3
{
(uq−k + vq−k)2
[
θ(kF − q)
k + ωq−k − q − iη −
θ(q − kF )
k − ωq−k − q + iη
]
+ 12q
}
dq
(2pi)3 =
= mkF2pi2~2
(
B(r)−A(r)k˜2
)
(6.17)
It is important to underline condition (6.16), when it is not satisfied we are not supposed to get a real
solution for Eq. (6.6).
Repeating the method of Section 6.2, the coefficient A(r) of k2 implies a correction of the fermion
mass given by:
m∗
m
= 1
1 + 2g
2mn¯B
~2
∂Σ(k, k)
∂k2
∣∣∣∣
k2=0
' 1 + g
2m2n¯B
pi2~4kF
A(r) = 1 + 2r 3
√
3
pi
(
n¯Fa
3)1/3A(r). (6.18)
Function rA(r) is plotted in Fig. 6.1
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Figure 6.1: Plot of rA(r).
Instead, the B(r) renormalizes the energy gap:
∆(r) = gn¯B + g2
mn¯BkF
2pi2~2 B(r) = gn¯B
[
1 + 2 3
√
3
pi
(
n¯Fa
3)1/3B(r)]. (6.19)
Function B(r) is plotted in Fig. 6.2
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Figure 6.2: Plot of B(r).
The physical meaning of this gap can be explained imagining a two level Fermi gas with just the com-
ponent at the lower energy state coupled to the condensate. Since the first excited state is not supposed
to change because it is not interacting, the energy difference between the coupled and the uncoupled
fundamental level, measured with respect to the fixed, first excited state, gives the energy gap.
Let us discuss the obtained results of Eqs. (6.18) and (6.19). In the r  1 limit we find for rA(r):
rA(r) = 43
6
√
1 + 2r − 2√2r5/2 − r√1 + 2r + 4r2√1 + 2r
15r2 ≈
8
√
2
45
√
r. (6.20)
The parameter (n¯Fa3)1/3 can be rewritten as follows
(
n¯Fa
3)1/3 = 13√3pi2 kFa = 13√3pi2
√
2mgn¯B
~2r
a = 13√3pi2
√
8pin¯B
a3/2√
r
(6.21)
and therefore we obtain for the effective mass:
m∗
m
∣∣∣∣
r1
= 1 + 2 3
√
3
pi
(√
8pin¯B
a3/2√
r
)
1
3√3pi2
8
√
2
45
√
r = 1 +
64
(
n¯Ba
3)1/2
45
√
pi
. (6.22)
So we have re-derived the effective mass of the impurity as in Eq. (6.12).
Similarly, B(r) behaves, for large r, as:
B(r) = −23r + 2
√
2r3/2 +
√
1 + 2r − 4r√1 + 2r
3r ≈
4
√
2
3
√
r, (6.23)
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so that, using Eq. (6.21), we get for ∆(r):
∆(r  1) = gn¯B
[
1 + 2 3
√
3
pi
1
3√3pi2
√
8pin¯B
a3/2√
r
4
√
2
3
√
r
]
= gn¯B
[
1 + 323
√
pi
(n¯Ba3)1/2
]
(6.24)
and, again, we have found the binding energy of the impurity. After all, the performed limit is physically
realized varying the relative densities in order to have n¯B  n¯F . In fact, the coupling cannot be assumed
arbitrarily large since we are dealing with perturbation theory.
The substitution of (n¯Fa3) Eq. (6.21) has outlined our interest in obtaining the dependence on the
densities for fixed interaction strength, otherwise we should have done:
(
n¯Fa
3)1/3 = n¯1/3F a = n¯1/3F F rmn¯B4pi~2 ∝ n¯Fn¯B r (6.25)
and we would have been able to study the dependence on the coupling. E. g. the beyond-mean-field
dimensionless correction to the gap, measured in units of gn¯B , is given in terms of rB(r), plotted in Fig.
6.3
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Figure 6.3: Plot of rB(r).
Another check can be done in the opposite limit, where we compare our result for the renormalized
fermion chemical potential with the one obtainable deriving the ground state energy for this kind of
mixture as we can find in Ref. [7].
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Chapter 7
Conclusions
A uniform system made of spinless bosons and polarized fermions with properly tuned contact interac-
tions and equal masses exhibits a (super)symmetry consisting in the possibility of exchanging a boson
with a fermion and vice versa without modifying the global energy. There is a conserved quantity related
to this supersymmetric condition: the supercharge, which is a sum of bosonic particle creation operator
and a fermionic particle annihilation operator, referred to the same space (momentum) variable. Being
the supercharge zero if squared, added to the fact that it satisfies an anticommutation relation with its
adjoint yielding the total number of atoms, suggests a fermionic nature for this operator and the total
density plays the role of the order parameter.
It can be verified, that the total number of atoms is a conserved quantity: it commutes with both
the Hamiltonian and the supercharge. This suggests to use a description that allows the single-species
number of atoms to vary, but fixing the chemical potential i. e., switching to the grancanonical ensemble.
A difference in the value of the two chemical potentials introduces an explicit supersymmetry breaking:
the supercharge does not commute anymore with the new, “grancanonical” Hamiltonian, meaning that
the fermionic excitation implemented by the above-mentioned operator presents an energy gap, since
supercharge representes its zero-momentum component. This fermionic collective mode proper of the
supersymmetry has been called goldstino, in order to underline the difference with the Goldstone boson:
a massless excitation originated by spontaneously-broken continuous symmetries.
Assuming that fermions interact just with the free-particle like spectrum of the bosons, the propa-
gation of a quasi-particle is originated and its energy has a quadratic dependence on momenta in the
low-energy limit, the coefficient of the quadratic term is proportional to the inverse of the mass owned by
this collective mode. This mass has already been computed in Ref. [18] and in Ref. [17]: it is proportional
to the total density over the density difference.
7.1 Original contributions
When Bose-Einstein condensation occurs in the three dimensional interacting system, the phonon mode
is supposed to dominate the coupling with fermions. In this regime, we have derived in Section 6.3 the
renormalized phonon speed of sound as in Ref. [7], focusing on the so-called supersymmetric condition of
Section 2.2. A sort of resonance has been noticed when the speed of sound equals the Fermi velocity: in
this situation an undamped phonon with logarithmically divergent velocity originates. Otherwise, there
is a damping for the low-momentum branch of Bogoliubov quasi-particles provided that the chemical
potential of the fermions is not too small compared with the one of the bosons. In this extreme limit
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the undamped regime of Chapter 2 has to be restored, and one finds only a small real correction to the
bare phonon speed.
In Chapter 6, we have addressed the basis goal of this thesis: the evaluation of the fermionic self-
energy for low momenta in order to find the renormalized gap and mass when the fermions are coupled to
condensed bosons featuring the Bogoliubov spectrum. When the ratio of the incoming momentum and
the Fermi momentum is small compared to
√
r, the self-energy is a real valued function (no damping),
whose constant term gives the energy gap, while the k2 one modifies the effective mass of the quasi-
particle in this regime. We find the dependence of gap and effective mass as functions of r = gn¯B/F .
The effective mass shows a divergence for small r and it is, in general, heavier than the non-interacting
one.
These interesting results are discussed consistently with the previous relations, obtained for the the
few-bosons and fermionic impurity limits. In particular, it is shown how to manipulate properly the
behavior of the above-mentioned quantities depending on the fixed parameters and the chosen variables.
The obtained results have been considered in view of the search for the goldstino mode, conjecturing
that they must define the relevant part of the goldstino spectrum for low momenta, since this fermionic
collective mode has a single-particle Green’s function whose leading order contribution in the fraction
of condensed bosons is given by the Green’s function for the fermionic atoms. We have to admit that
the effect on the goldstino has still to be fully understood properly, the first improvement being the
calculation of the remaining terms of the full goldstino Green’s function.
7.2 Future prospects
In a realistic context, it must be noticed that when dealing with real atomic mixtures it is not likely
to have equal masses. In Ref. [18], it is shown that, any difference in masses, chemical potentials, and
coupling constants, introduces a linear dependence on the gap, while only the mass difference is involved
in the modification of the goldstino mass. Again, these considerations do not take into account the
phonon dispersion of condensed bosons.
A further investigation should investigate the effects due to the thermal fluctuations or the presence
of a trapping potential.
Beside, we report the proposal made in Ref. [18] consisting in measuring an equation of state, possibly
sensible to the presence of the golstino modes. For our part, we suggest to look for the goldstino excitation
by realizing energy measurements with the fermionic atoms. Provided that they can reach an higher
energy level uncoupled to the BEC, we consider the possibility of exploiting these levels to study the
interaction-affected energy difference between them, reminding that putting in and out the fermions of
mixture corresponds to the creation and annihilation of goldstinos at the leading order in the fraction of
condensed bosons.
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Appendix A
Derivation of the fermionic
self-energy: explicit calculation
Here it is shown the explicit calculation of what is indicated in Eq. (6.1). This term represents the
one-loop correction that has to be resummed through the RPA scheme in order to obtain a beyond-
mean-field result which takes into account an infinite number of contribution, even if it is not the proper
self-energy.
The two different multiple contractions are evaluated individually, of course we start from the first
one:
−g
2n¯B
~2
∫ +∞
−∞
dt1
∫ +∞
−∞
dt2
∑
k′ 6=0
(
uk′ + vk′
)2
θ(t1 − t2)e−iωk′ (t1−t2)/~
[
θ(kF − k)θ(t1 − t)+
−θ(k − kF )θ(t− t1)
]
e−[ik(t−t1)]/~
[
θ(|k− k′| − kF )θ(t1 − t2)
]
e−[ik−k′ (t1−t2)]/~
[
θ(t2)θ(k − kF )+
−θ(−t2)θ(kF − k)
]
e−ikt2/~ = −g2n¯B
∫ +∞
−∞
dt1
∫ +∞
−∞
dt2
∑
k′ 6=0
(
uk′ + vk′
)2 ∫ +∞
−∞
dω1
2pi G0(k, ω1)
e−iω1(t−t1)
∫ +∞
−∞
dω˜2
2pi e
−i[ω˜2+(ωk′+k−k′ )/~](t1−t2) θ(|k− k′| − kF )
~ω˜2 + iη˜
∫ +∞
−∞
dω3
2pi G0(k, ω3)e
−iω3(t2) =
= −g2n¯B
∫ +∞
−∞
dω1
2pi G0(k, ω1)
∑
k′ 6=0
(
uk′ + vk′
)2 ∫ +∞
−∞
dω2
2pi
θ(|k− k′| − kF )
~ω2 − ωk′ − k−k′ + iη∫ +∞
−∞
dω3
2pi G0(k, ω3)
∫ +∞
−∞
dt1
∫ +∞
−∞
dt2e−iω1(t−t1)e−iω2(t1−t2)e−iω3t2 = g2n¯B
∫ +∞
−∞
dω1
2pi G0(k, ω1)∑
k′ 6=0
(
uk′ + vk′
)2 ∫ +∞
−∞
dω2
2pi
θ(|k− k′| − kF )
~ω2 − ωk′ − k−k′ + iη
∫ +∞
−∞
dω3
2pi G0(k, ω3)(2pi)
2δ(ω2 − ω1)δ(ω3 − ω2) =
= −g2n¯B
∫ +∞
−∞
dω
2pi G
2
0(k, ω)
∑
k′ 6=0
(
uk′ + vk′
)2 θ(|k− k′| − kF )
~ω − ωk′ − k−k′ + iη e
−iωt
(A.1)
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while for the last line of Eq. (6.1) we have
− g
2n¯B
~2
∫ +∞
−∞
dt1
∫ +∞
−∞
dt2
∑
k′ 6=0
(
uk′ + vk′
)2
θ(t1 − t2)e−iωk′ (t1−t2)/~
[
−θ(kF − k)θ(t1)+
+ θ(k − kF )θ(t1)
]
e−[ik(t1)]/~
[
θ(kF − |k− k′|)θ(t1 − t2)
]
ei[k−k′ (t1−t2)]/~
[
−θ(t− t2)θ(k − kF )+
+ θ(t2 − t)θ(kF − k)
]
e−ik(t−t2)/~ = −g2n¯B
∫ +∞
−∞
dt1
∫ +∞
−∞
dt2
∑
k′ 6=0
(
uk′ + vk′
)2 ∫ +∞
−∞
dω1
2pi G0(k, ω1)
e−iω1t1
∫ +∞
−∞
dω˜2
2pi e
−i[ω˜2+(ωk′−k−k′ )/~](t1−t2) θ(kF − |k− k′|)
~ω˜2 + iη˜
∫ +∞
−∞
dω3
2pi G0(k, ω3)e
−iω3(t−t2) =
= −g2n¯B
∫ +∞
−∞
dω1
2pi G0(k, ω1)
∑
k′ 6=0
(
uk′ + vk′
)2 ∫ +∞
−∞
dω2
2pi
θ(kF − |k− k′|)
~ω2 − ωk′ + k−k′ + iη
∫ +∞
−∞
dω3
2pi G0(k, ω3)∫ +∞
−∞
dt1
∫ +∞
−∞
dt2e−iω1t1e−iω2(t1−t2)e−iω3(t−t2) = −g2n¯B
∫ +∞
−∞
dω1
2pi G0(k, ω1)∑
k′ 6=0
(
uk′ + vk′
)2 ∫ +∞
−∞
dω2
2pi
θ(kF − |k− k′|)
~ω2 − ωk′ + k−k′ + iη
∫ +∞
−∞
dω3
2pi G0(k, ω3)(2pi)
2δ(ω2 + ω1)δ(ω3 + ω2) =
= g2n¯B
∫ +∞
−∞
dω
2pi G
2
0(k, ω)
∑
k′ 6=0
(
uk′ + vk′
)2 θ(kF − |k− k′|)
~ω + ωk′ − k−k′ − iη e
−iωt.
(A.2)
By summing the two contributions we get the final expression:
g2n¯B
∫ +∞
−∞
dω
2pi G
2
0(k, ω)
{
−
∑
k′ 6=0
(
uk′ + vk′
)2 θ(|k− k′| − kF )
~ω − ωk′ − k−k′ + iη+
+
∑
k′ 6=0
(
uk′ + vk′
)2 θ(kF − |k− k′|)
~ω + ωk′ − k−k′ − iη
}
e−iωt = g2n¯B
∫ +∞
−∞
dω
2pi G
2
0(k, ω)Σ(k, ~ω)e−iωt
(A.3)
Note that we should have used k + gn¯B , instead of k, but we do not need to add this energy shift: in
fact it vanishes when Σ(k, ~ω) is evaluated in ~ω = k + gn¯B .
Σ(k, ~ω = k) can be written as a function of k˜ = k/kF and r = gn¯B/F by measuring the energy in
units of the Fermi energy and momenta in units of the Fermi momentum (here it is given the Σ which
takes into account the second order correction to g):
Σ(k, k) =
∫ {(
uq + vq
)2[ θ(|k− q| − kF )
k − ωq − k−q + iη −
θ
(
kF − |k− q|
)
k + ωq − k−q − iη
]
+ 12q
}
dq
(2pi)3 =
= − mkF2pi2~2
∫ +∞
0
∫ 1
−1
{
q˜√
q˜2 + 2r
[
θ
(|k˜ − q˜| − 1)
2k˜ cos θ −
√
q˜2 + 2r − q˜ + iη
− θ
(
1− |k˜ − q˜|)
2k˜ cos θ +
√
q˜2 + 2r − q˜ − iη
]
+ 12q˜
}
d cos θ q˜ dq˜ = − mkF2pi2~2 f
(
k˜, r
)
(A.4)
Go back to Chapter 6 for further analysis.
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Appendix B
Fermions interacting with few
bosons: explicit calculation
In the following pages it will be shown how to compute the quantity ΣFB(k, k). We will first analyze
the case when k˜ < 1, then k˜ < 1 showing that it is a symmetric reuslt with respect to k˜ = 1.
ΣFB(k, k)
∣∣∣∣
k˜<1
=
∫
R3
{
θ(q − kF )
k − q−k − q + iη −
θ(kF − q)
k + q−k − q − iη +
1
2q
}
dq
(2pi)3 =
= −2mk
3
F
~2k2F (2pi)2
{∫ +∞
1
dq˜
∫ +1
−1
d cos θ
[
k˜ cos θ
2(k˜ cos θ − q˜)
]
−
∫ 1
0
dq˜
∫ +1
−1
d cos θ
[ P q˜2
2k˜
(
k˜ − q˜ cos θ
)+
−ipiq˜2δ
(
2k˜2 − 2q˜k˜ cos θ
)
− 12
]}
= −2mk
3
F
~2k2F (2pi)2
{
1
2k˜
∫ +∞
1
dq˜
∫ +1
−1
d cos θ 1
cos θ − q˜
k˜
+
+
∫ +∞
1
dq˜ − 1
2k˜
∫ 1
0
dq˜
(∫ +1
−1
P q˜
k˜/q˜ − cos θd cos θ − ipiq˜
)
+ 1
}
=
= −2mk
3
F
~2k2F (2pi)2
{∫ +∞
1
[
1− q˜
k˜
arccoth
(
q˜
k˜
)]
dq˜ +
(
1− k˜2) ipi
4k˜
+ k˜2
∫ 1
k˜
0
q˜
k˜
log
(
1− q˜/k˜
1 + q˜/k˜
)
d
(
q˜
k˜
)}
=
= −mkF2pi2~2
{(
1
2k˜
− k˜2
)
arcth
(
k˜
)− 12 + 1 + (1− k˜2) ipi4k˜ + k˜2
[(
1
2k˜2
− 12
)
log
(
1− k˜
1 + k˜
)
− 1
k˜
]}
=
= mkF2pi2~2
(
k˜2 − 1) ipi
4k˜
= im8pi~2
k2 − k2F
k
(B.1)
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While for k˜ > 1 we find:
ΣFB(k, k)
∣∣∣∣
k˜>1
=
∫
R3
{
θ(q − kF )
k − q−k − q + iη −
θ(kF − q)
k + q−k − q − iη +
1
2q
}
dq
(2pi)3 =
= − mkF2pi2~2
{∫ +∞
1
dq˜
∫ +1
−1
d cos θ
[ P q˜
2k˜(cos θ − q˜/k˜) + ipiq˜
2δ
(
2q˜k˜ cos θ − 2q˜2
)
+ 12
]
+
−
∫ 1
0
dq˜
∫ +1
−1
d cos θ
[
q˜2
2k˜
(
k˜ − q˜ cos θ) − 12
]}
= − mkF2pi2~2
{∫ +∞
1
[
q˜
2k˜
log
∣∣∣∣1− q˜/k˜1 + q˜/k˜
∣∣∣∣+ 1]dq˜+
+
∫ k˜
1
ipiq˜2
2q˜k˜
dq˜ − k˜2
∫ 1
k˜
0
q˜
k˜
log
(
1 + q˜/k˜
1− q˜/k˜
)
d
(
q˜
k˜
)
+ 1
}
=
= − mkF2pi2~2
{
k˜
2
∫ ∞
1
[
1
2
q˜
k˜
log
(
q˜/k˜ − 1
q˜/k˜ + 1
)
+ 2
]
d
(
q˜
k˜
)
+ k˜2
∫ 1
0
[
q˜
k˜
log
(
k˜/q˜ − 1
k˜/q˜ + 1
)
+ 2
]
d
(
q˜
k˜
)
+
+ ipi
4k˜
(
k˜2 − 1)} = − mkF2pi2~2
{
ipi
4k˜
(
k˜2 − 1)} = im8pi~2 k2 − k2Fk .
(B.2)
In Sec. 6.1 several comments can be found about this result.
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Appendix C
Fermionic self-energy in the general
case: explicit calculation
Here we present the very general calculation that will be discussed in Sec. 6.3, since we are interested in
the low momenta limit of Eq. (6.6):
Σ(k, k)
∣∣∣∣
k<kF
=
∫ {(
uq + vq
)2[ θ(kF − |k− q|)
k + ωq − k−q − iη −
θ
(|k− q| − kF )
k − ωq − k−q + iη
]
− 12q
}
dq
(2pi)3 =
= mkF2pi2~2
∫ +∞
0
∫ 1
−1
{
q˜√
q˜2 + 2r
[
θ
(|k˜ − q˜| − 1)
2k˜ cos θ −
√
q˜2 + 2r − q˜ + iη
− θ
(
1− |k˜ − q˜|)
2k˜ cos θ +
√
q˜2 + 2r − q˜ − iη
]
+ 12q˜
}
d cos θ q˜ dq˜
(C.1)
We have to find the pole(s) of each fraction so that we can distinguish whether we can perform directly
the integration or if we have to use Sokhotsky identity to split the calculation into a Dirac delta and a
Cauchy principal value. When we fix k˜ < 1, we have the following relations:
|k˜− q˜| < 1⇒ cos θ < q˜
2 + k˜2 − 1
2q˜k˜
= X1, X1
!
> −1⇒ q˜ > −k˜ + 1,∧X1
!
< 1⇒ q˜ < k˜ + 1 (C.2)
2k˜ cos θ −
√
q˜2 + 2r − q˜ = 0→ cos θ =
√
q˜2 + 2r + q˜
2k˜
= X2 > 0, X2
!
< 1⇒ q˜ < k˜ − r
2k˜
(C.3)
X1 < X2 (C.4)
2k˜ cos θ +
√
q˜2 + 2r − q˜ = 0→ cos θ = q˜ −
√
q˜2 + 2r
2k˜
= X3,
X3
!
< 1⇒ q˜ > r
4k˜
− k˜, X3
!
> −1⇒ q˜ > r
4k˜
− k˜ ∨ q˜ > 2r
(C.5)
If k˜ <
√
r/2 (e. g. it is taken arbitrarily small) condition in Eq. (C.3) on q˜ can’t be satisfied. Note
that Eq. (C.5) is hardly satisfied as k˜ → 0, so in this limit the pole is translated towards +∞, but the θ
function gives a strong constraint on q˜, which cannot be much greater than 1.
So in this case both fractions cannot have a pole (so η can be safely set to 0) and we rewrite (forgetting
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about the dimensional prefactor):
∫ +∞
0
∫ 1
−1
{
q˜√
q˜2 + 2r
[
θ
(|k˜ − q˜| − 1)
2k˜ cos θ −
√
q˜2 + 2r − q˜ + iη −
θ
(
1− |k˜ − q˜|)
2k˜ cos θ +
√
q˜2 + 2r − q˜ − iη
]
+
+ 12q˜
}
d cos θ q˜ dq˜ ≈
∫ +∞
1
∫ 1
−1
[
q˜2√
q˜2 + 2r
1
2k˜ cos θ −
√
q˜2 + 2r − q˜ +
1
2
]
d cos θ dq˜+
−
∫ 1
0
∫ 1
−1
[
q˜2√
q˜2 + 2r
1
2k˜ cos θ +
√
q˜2 + 2r − q˜ +
1
2
]
d cos θ dq˜ ≈
≈ −
∫ +∞
1
{
q˜2√
q˜2 + 2r
∫ 1
−1
[
1√
q˜2 + 2r + q˜
+ k˜2 4 cos
2 θ(√
q˜2 + 2r + q˜
)3 ]d cos θ − 1} dq˜+
−
∫ 1
0
{
q˜2√
q˜2 + 2r
∫ 1
−1
[
1√
q˜2 + 2r − q˜ + k˜
2 4 cos2 θ(√
q˜2 + 2r − q˜)3
]
d cos θ + 1
}
dq˜ =
= −2
∫ +∞
1
{
q˜2√
q˜2 + 2r
1√
q˜2 + 2r + q˜
− 12 +
4
3 k˜
2 q˜
2√
q˜2 + 2r
1(√
q˜2 + 2r + q˜
)3}dq˜+
−2
∫ 1
0
{
q˜2√
q˜2 + 2r
1√
q˜2 + 2r − q˜ +
1
2 +
4
3 k˜
2 q˜
2√
q˜2 + 2r
1(√
q˜2 + 2r − q˜)3
}
dq˜ =
= B(r)−A(r)k˜2
(C.6)
with
B(r) = −2
∫ +∞
1
{
q˜2√
q˜2 + 2r
1√
q˜2 + 2r + q˜
− 12
}
dq˜ − 2
∫ 1
0
{
q˜2√
q˜2 + 2r
1√
q˜2 + 2r − q˜ +
1
2
}
dq˜ =
= −26r
{
−1 +√1 + 2r + r
[
3− 4√1 + 2r
]
+ 1 + 4
√
2r3/2 +
√
1 + 2r + r
[
3− 4√1 + 2r
]}
=
= −23r + 2
√
2r3/2 +
√
1 + 2r − 4r√1 + 2r
3r ,
(C.7)
A(r) = 83
{∫ +∞
1
[
q˜2√
q˜2 + 2r
1(√
q˜2 + 2r + q˜
)3 ] dq˜ + ∫ 1
0
[
q˜2√
q˜2 + 2r
1(√
q˜2 + 2r − q˜)3
]
dq˜
}
=
= 43
6
√
1 + 2r − 2√2r5/2 − r√1 + 2r + 4r2√1 + 2r
15r3
(C.8)
Comments on this result are exploited in Sec. 6.3.
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