One of the most difficult problems in applications of semi-parametric partially linear single-index models (PLSIM) is the choice of pilot estimators and complexity parameters which may result in radically different estimators. Pilot estimators are often assumed to be root-n consistent, although they are not given in a constructible way. Complexity parameters, such as a smoothing bandwidth are constrained to a certain speed, which is rarely determinable in practical situations.
Introduction
Although the presence of nonlinearities in statistical data analysis is often modelled with nonand semi-parametric methods, there are still few noncritical semi-parametric techniques. One argument that has been advanced is that-despite a reduction in dimensionality-the practical estimation still depends heavily on pilot estimators and complexity parameters. Another argument against finely tuned semi-parametrics is that mathematical tools for inferential decisions and software implementations are either missing or not readily accessible. The purpose of this paper is to show that such critiques may be refuted even for the very flexible class of partially linear single-index models (PLSIM):
where E(ε|X, Z) = 0 almost surely, 0 and 0 are unknown parameters, g(·) is an unknown link function. The PLSIM (1.1) was first analyzed by Carroll et al. [4] and contains the singleindex models ( 0 ≡ 0), generalized partially linear models (X one-dimensional and y observed logits) and generalized linear models ( 0 ≡ 0 and g known). The advantage of the PLSIM lies in its generality and its flexibility. The wide spread application of PLSIMs though is somewhat obstructed by the facts described above: necessity of pilot estimators for 0 and complexity parameters such as bandwidths (to estimate the link function g). In this paper, we further assume 0 = 1 and that the first entry of 0 is positive for model identification; see [26] .
The issue of the order of magnitude of the complexity parameter was addressed in [4, Eq. (18), p. 483]. The convenience of a root-n pilot estimator for 0 was employed in [7] but was found to severely influence the final estimate. In practical application, these two important questions will be addressed in this paper: we will show that a simple multi-dimensional kernel estimator suffices to ensure root-n consistency of the parametric parts of (1.1) and that no under-smoothing is required for the proposed algorithm.
One motivation of our work comes from credit scoring and the study of nonlinear effects in retail banking. Another motivation comes from the analysis of circulatory and respiratory problems in Hong Kong and the study of the complicated effect of weather conditions on the health problems. Credit scoring methods are designed to asses risk measures for potential borrowers, companies, etc. Typically, the scoring is reduced to a classification or (quadratic) discriminant analysis problem, see [1, 10] . The credit data set of Müller and Rönz [17] consists of 6180 cases with 8 metric variables (x 2 , . . . , x 9 ) and 15 categorical explanatory variables (x 10 , . . . , x 24 ). Covariates x 3 , x 4 , x 5 are of the most interest and represent, respectively, duration of payment, amount of loan and customer's age. The response variable y was 0 if customers paid their installments without problem, or 1 otherwise. There were 513 cases with a y value of 1. A scatterplot matrix of the observations (x 2 , x 3 , x 4 , x 5 ) is given in Fig. 1 .
The distribution of the variable y (black points in Fig. 1 ) shows a clear nonlinear structure and speaks therefore against a linear discriminant analysis. A logit model
(also of linear structure) shows clear nonlinearity in the residuals, see [17] . Here X denotes the vector of metric variables and Z the vector of categorical variables. Müller and Rönz [17] therefore applied a partially linear approach as in [22] by replacing one linear term in (1.2) operating on the metric variable x 5 by a nonparametric function g(x 5 ) as shown in Fig. 2 . We partition the range of x 4 (or x 5 ) into 50 intervals with equal lengths. We cluster the observations with x 4 (or x 5 ) in the same interval as one class. We calculate the relative frequenciesp for y = 1. In Fig. 2 , the variable x 4 (or x 5 ) is plotted against the logit(p) = log(p/(1 −p)). Using bootstrap, the nonlinearity was tested and found to be significant. The question of how to integrate further nonlinear influences by the other metric variables was analyzed in [17] at a multi-dimensional kernel regression (e.g. on (x 4 , x 5 ), see Fig. 5 .6 in their article) and found to be too difficult to implement due to the high-dimensional kernel smoothing. The technique that we develop here will make it possible to overcome the dimensionality issue and indicate nonlinear influences on the logits via the PLSIM. Based on these discussion, we can consider fit the relation between Y = log(p/(1 − p)) and (X, Z) by
The other motivation of this research comes from the investigation of the number of daily hospital admissions of patients suffering from the circulatory and respiratory (CR) problems in Hong Kong from 1994-1996. There is a jump in the numbers at the beginning of 1995 due to the additional hospital beds released to accommodate CR patients from the beginning of 1995. We remove this jump by a simple kernel smoothing over time and denote the remaining time series by y t . The pollutants and weather conditions might cause the CR problems. The pollutants include sulfur dioxide (x 1t , in g m −3 ), nitrogen dioxide (x 2t , in g m −3 ), respirable suspended particulates (x 3t , in g m −3 ) and ozone (x 4t , in g m −3 ), and weather conditions include temperature (x 5t , in • C) 3 . The first and third panels are the plots of daily y against NO 2 and humidity, respectively. In the second and fourth panels, the central lines are kernel smoothers of y on NO 2 and humidity, respectively, the upper and lower lines are the corresponding 95% pointwise confidence intervals.
and relative humidity (x 6t , in %). It is obvious that the higher the levels of air pollutants are, the stronger they tend to cause health problems. Furthermore, simple kernel smoothing suggests that we can approximate the relations between y t and the pollution levels linearly; see Fig. 3 . However, for the other covariates such as temperature and humidity, the relations are unknown and might be nonlinear. Fig. 3 is simple regression analyses based on kernel smoothing. The relation of y t with NO 2 is almost linear, but the relation of y t with humidity is nonlinear and hard to explain. To explore the relation between y t and air pollutants and weather conditions, we may consider the following model:
where Z t consists of levels of pollutants and their lagged variables, and X t consists of weather conditions and their lagged variables. A nonparametric estimation method can be evaluated in the following four aspects: (1) computational cost, (2) efficiency, (3) conditions necessary for the consistency, and (4) the range of the bandwidth. Most nonparametric methods for the estimation of model (1.1) or its special cases are criticized in one or another aspects. The methods in [4, 8, 13, 23, 24] include complicated optimization techniques and no simple algorithm is available up to now. The method of Li [14] required symmetric distribution of the covariate; Härdle and Stoker [9] and Hristache et al. [12] required that |Eg ( T 0 X)| is away from 0. If these conditions are violated, their methods cannot obtain useful estimators. The method of Härdle and Stoker [9] and the method of Hristache et al. [11, 12] are not asymptotically efficient in the semi-parametric sense. Most of the methods mentioned above require a bandwidth that is much smaller than the data-driven bandwidth in order to allow the estimator of the parameters to achieve root-n consistency, i.e. under-smoothing the link function is needed; see, [4, 6, 9, 11, 12] among others. More discussions on the selection of bandwidth for the partially linear model can be found in [15] .
In this paper, we present the minimum average variance estimation (MAVE) method that will provide a remedy to these four weak points.
Estimation method and asymptotic results
The basic algorithm for estimating the parameters in (1.1) is based on observing that
It follows that
Therefore, minimization (2.1) is equivalent to,
. . , n} be a sample from (X, Z, y). The conditional expectation in (2.2) is now approximated by the sample analog. For X i close to x, we have the following local linear approximation:
Following the idea of local linear smoothing [5] , we may estimate 2
Here, w i0 0, i = 1, 2, . . . , n, are some weights with n i=1 w i0 = 1, typically centering at x. Let X ij = X i − X j . By (2.2) and (2.3), our estimation procedure is to minimize
with respect to (a j , d j ) and ( , ), where G(·) is another weight function that controls the contribution of (X j , Z j , y j ) to the estimation of and . For example, when the model is assumed to be heteroscedastic and V ar(y|X, Z) = V ( [4, 7] . I n (x) is employed here for technical purpose to handle the boundary points. It is given in the next section. See also [7] . For simplicity, we can take I n (·) = 1 in practice. If the noise term is negligible, the true parameter ( 0 , 0 ) is a solution to the minimization problem in (2.4) with w ij → 0 if X i − X j → 0. This observation can give us an intuition about why minimizing (2.4) can generate a consistent estimator. We call the estimation procedure the MAVE (conditional) method. The main difference between our method and those in [4, 7] is that our method estimate all the parameters and the nonparametric function by minimizing a single common loss function as in (2.4) while those in the two papers estimated nonparametric functions and parameters by minimizing two different loss functions, respectively. This difference is the reason that under-smoothing is not necessary in our method. Similar spirit appeared in [7] for the single-index model, where they minimized a common loss function with respect to both smoothing parameter h and the single-index, but employed another one for the nonparametric function.
Minimizing (2.4) can be decomposed to two typical quadratic programming problems by fixing (a j , d j ), j = 1, . . . , n and ( , ) alternatively. They can be solved easily with simple analytic expressions. Given ( , ), we have from minimizing (2.4)
Given (a j , d j ), we have from minimizing (2.4)
and standardize := sgn 1 /| |, where sgn 1 is the sign of the first entry in . Here and later, | | = ( T ) 1/2 for any vector . The minimization in (2.4) can be solved by iterations between (2.5) and (2.6). We call the above procedure the PLSIM algorithm.
The choice of the weights w ij plays an important role in different estimation methods. See [11, 12, 25] . In this paper, we use two sets of weights. Suppose H (·) and K(·) are a p-variate symmetric density function and a univariate symmetric density function, respectively. The first set of weights is
and b is a bandwidth. This is a multivariate dimensional kernel weight. For this kind of weights, we set I n (x) = 1 if n −1 n =1 H b, (x) > c 0 ; 0 otherwise for some constant c 0 > 0. Iterating (2.5) and (2.6) until convergence, denote the estimators (i.e., the final values) of and by˜ and˜ , respectively. Because of the so-called "curse of dimensionality", the estimation based on this kind of weights is not efficient. However, the multivariate kernel weight can help us to find consistent initial estimators for 0 and 0 . We then use single-index kernel weights (v) . Iterating (2.5) and (2.6) until convergence, denote the estimators (i.e. the final values) of and byˆ andˆ , respectively. After obtaining estimatesˆ andˆ , we can then estimate g(v) by the solution of a j in (2.5) with T X j replaced by v, denote the estimate byĝ(v).
Lemma 1. Let˜ and˜ be the estimators based on the multi-dimensional kernel weight. Suppose that (C1)-(C6)
in Section 6 hold, b → 0 and nb p+2 / log n → ∞. If we start the estimation procedure with such that
This lemma suggests that we can obtain consistent initial estimators of 0 and 0 using multidimensional kernel. Although these initial estimators have a slow consistent rate, they suffice for us to obtain root-n consistent estimators eventually. If the design of X is symmetric, the method of Li [14] can also be used to get consistent initial estimators. There are other numerical methods available for the choice of the initial values. See, for example, [2, 20] . However, those methods cannot guarantee the consistent properties for the initial estimators. The consistency is needed for the technical purpose to get the following theorem.
, and for k = 0 and 2,
Theorem 1. Let (ˆ ,ˆ ) be the estimators based on the single-index kernel weight starting with
If E{ε i |(X j , Z j , y j ), j < i} = 0, then the asymptotic normal distribution still holds, but the covariance matrix in the distribution depends on the structure of the stochastic process of the observations. If E(ε 2 |X, Z) = 2 is constant, then the asymptotic distribution of (ˆ ,ˆ ) is the same as that obtained by Carroll et al. [4] . They further showed that their estimator is efficient in the semi-parametric sense if the conditional density of Y given X and Z belongs to the exponential distribution family. Therefore, our estimator is also efficient in the semi-parametric sense under the same conditions. If Theorem 1 is used for statistical inference about the parameters, we need to have a consistent estimator for the covariance matrix. Here, we provide such a consistent estimator for W k aŝ
and fˆ (v) is defined above and k = 0 and 2.
Bandwidth selection is always an important issue for nonparametric smoothing. One of the advantages of our method is that we do not need under-smoothing the link function. Therefore, most commonly used bandwidth selection methods can be employed here. Consider estimation of g at the final step of the iterations. For a given function w(·) with compact support, minimizing the asymptotic weighted mean-squared error with weight f 0 (·)w(·) yields the optimal global
See also the discussion in Carroll et al. [4] . Both the cross-validation bandwidth selection method and the plug-in method [21] can be used to obtain bandwidths that are asymptotically consistent of h 0 . Here, we give the details for the cross-validation bandwidth selection method. For any and , let
The bandwidth in each step is thenb = arg min b CV 0 (b) for the weight function w ij andĥ = arg min h CV (h) for the weight function w ji .
Numerical comparisons
In this section, we first use an example to demonstrate the relation between estimation errors and the bandwidth. We then use the examples in [4, 7] to check the performance of our estimation method for finite data sets. In our simulations, kernel functions H (x) = 3(1 − |x| 2 )I (|x| < 1)/4 and K(u) = 3(1 − u 2 )I (|u| < 1)/4 are used. A computer code for the calculation is available at http://www.stat.nus.edu.sg/˜staxyc/plsi.m andˆ , respectively. We use the MSE for the estimation error of the link function g as MSE =
With different dimension p, sample sizes and bandwidths, the logarithm of the average errors (the solid lines) and the 90% quantiles of the errors (the dash line) are shown in Fig. 4 (the number of replications is 200). The vertical lines are the corresponding average values of cross-validation bandwidths. Fig. 4 shows that the estimation procedure works quite well and stable and that the cross-validation bandwidth is applicable to the estimation of the parameters as well as the nonparametric function.
Example 3.2. Consider the following two models:
where x 1 , x 2 , x 3 are independent uniformly distributed on [0, 1], A = 0.3912 and B = 1.3409. Model (3.1) was used by Härdle et al. [7] , in which 0 = ( 11 , 12
2) was used by Carroll et al. [4] , in which 0 = ( 21 , 22 , 23 
We start the simulation for model (3.1) with = (1, 3) T / √ 10 and model (3.2) with = (0, 1, 2) T / √ 5. The cross-validation bandwidth is used. The number of replications is 100. With sample size n = 50, 100 and 200, respectively, the simulation results are listed in Table 1 .
For model (3.1), the corresponding simulation results of = arccos( 11 ) were 0.766(0.103), 0.792(0.084), 0.782(0.045) for n = 50, 100 and 200, respectively, in of Härdle et al. [7] . Our results outperform theirs. A possible reason is that minimizing the cross-validation type of residuals was used to estimate the parameters in their paper, which reduces the estimation efficiency. See [24] for details. For model (3.2), the corresponding simulation results of Carroll et al. [4] for 21 , 22 and 23 were (1.4e − 4), (1.6e − 4) and (1.3e − 4), respectively, when n = 200. Our results also improve theirs. 
Real data analysis
Now we return to our real data sets in Section 1. The Epanechnikov kernel and the crossvalidation bandwidths are used in the calculations below.
Credit scoring
We partition x 4 and x 5 into 20 intervals separately. All the observations in a combination of one interval of x 4 and one interval of x 5 form a group. In all the groups, the proportionp i , of customers who paid their installments without problem, and y i = log(p i / ( 24 are categorical variables, they are denoted by dummy variables. Here, x 4 and x 5 are standardized, respectively, for ease of calculations. For simplicity, we assume E(ε 2 |X, Z) = 2 is a constant. Applying the estimation procedure to the data set, we obtain the estimates of the parameters as listed in Table  2 . See [17] Based on the estimation results as shown in Fig. 5 , we have the following conclusion. Recall that x 4 is the amount of loan. Fig. 2 in Section 1 shows that as the loan increases, the costumer's ability to pay the installment increases, i.e. y decreases. This seems misleading. For age x 5 , Fig. 2 suggests that there is a range for the age at which the costumer has less problem to pay their loan. In comparison, the estimated model can give us a more reasonable explanation. Fig. 5 suggests that as the age and the loan,ˆ T X = 0.249x 4 + 0.969x 5 , increases, the ability to pay the installments decreases. However, there is an age range, in which the costumer has high ability to pay the loan.
Circulatory and respiratory (CR) problems in Hong Kong
Due to the hospital booking system, the day-of-the-week can affect y t . We use dummy variables to describe the day of the tth observation by a 6-dimension vector (D t1 , . . . , D t6 ) , where D tk = 1 if the observation is taken on the kth day of a week; 0 otherwise. Together with lagged variables of pollutants and weather conditions in 1 week, we take Z t = (D t1 , . . . , D t6 , x 1,t−1 , . . . , x 1,t−7 ,  x 2,t−1 , . . . , x 2,t−7 , x 3,t−1 , . . . , x 3,t−7 , x 4,t−1 , . . . , x 4 ,t−7 ) T and X t = (x 5,t−1 , . . . , x 5,t−7 , x 6,t−1 , The bold coeff. are statistically significant with "t-value" greater than 2.0.
. . . , x 6,t−7 ) T in model (1.1). Here, x 1,t , . . . , x 6,t are standardized. We further assume that E(ε 2 t | X t , Z t ) = 2 is a constant. By the asymptotic distribution of the parameters, we remove those covariates with smallest t-values in the estimated model one by one and re-estimate the model. Continue this procedure until all the covariates have t-values larger than 1.8. We finally obtain the following model (the values in the parentheses are the corresponding standard errors of the estimators): The estimated link functionĝ is shown in Fig. 6 . Based on this model, the effects of weather conditions on the CR problems are as follows. The coefficients of temperatures x 5,t−2 and x 5,t−5 forms a contrast. Together with Fig. 6 , it suggests that a rapid temperature variation (rather than the temperature itself) will increase the hospital admission y t . The coefficients of humidity x 6,t−4 and x 6,t−7 have about the same value, which can be taken as an average. Together with Fig. 6 , it suggests that extreme dry or wet weather will increase the hospital admission in Hong Kong.
Conclusion
This paper proposes an estimation method for the partially linear single-index model. Good properties of the method has been demonstrated theoretically and by simulations. These properties are: (1) a √ n-consistent pilot estimator is not needed, see Theorem 1. This solves the problems addressed in [4] ; (2) convergence of the PLSIM algorithm is proved, see the proof of Theorem 1 in Section 6; (3) a wide range of bandwidth can be used including the cross-validated bandwidth. This makes the algorithm stable and frees it from the audible critique on "the necessity of uncontrollable hyperparameters"; (4) under normal noise assumptions, the estimators of the parameters are asymptotically efficient in semi-parametric sense, see [4] ; and (5) the PLSIM algorithm is applicable to time series. Of course, there are some limitations to the method. Because the estimators are based on minimizing the sum of residual squares, they are not the most efficient in the semi-parametric sense when the noise is not normally distributed. Extending the approach in this paper to more complicated models such as the generalized partially linear single-index model given in [4] , the simple algorithm proposed in this paper cannot be used.
Some important problems for the model and the estimation method need to be investigated in further work. These problems include variable selection and model checking. However, since the estimation has been simplified in this paper to solving simple regression problems as in (2.5) and (2.6). It is possible that those problems can be solved based on the methods in this paper.
Assumptions and proofs
Let U = (X T , Z T ) T . Suppose {(U i , y i ), i = 1, . . . , n} is a set of observations. We make the following assumptions on the stochastic nature of the observations, the link function and the kernel functions.
(C1) The observations are a strongly mixing and stationary sequence with geometric decaying mixing rate (k). The mixing rate [3] in (C1) can be relaxed to algebraic rate (k) = O(k − ). Suppose the bandwidth h ∼ n − . Then the mixing rate satisfying the following equation is sufficient:
The regions with positive densities in (C2) are needed to avoid zero values of the denominator of kernel estimator of regression. There are different approaches for this purpose. See, e.g. [7, 9, 15] . However, their ideas are the same. We can further assume that c 0 decreases to 0 with n at a slow speed, but it makes no difference in practices. Assumption (C3) ensures successful searching for the direction globally. If we restrict the searching area, the assumption can be removed; see [7] . The third-order derivatives in (C4) is needed for higher-order expansion. Actually, existence of second-order derivative is sufficient for the root-n consistency. In this paper, we only employ kernel functions with compact support as in (C5). We further assume that 2
is imposed for identification. Similarly, if we search for the direction in a small neighbor of 0 as in [4, 7] , (C6) can be removed.
Proof of the main results
The basic tools are given in Lemmas A.1-A.3. Some simple calculation results are listed in Lemmas 6.1-6.3. Based on these lemmas, Lemma 1 and Theorem 1 are proved. Let = | − 0 |, = | − 0 | and = + . In a bounded parameter space, , and are bounded. Let pn = {log n/(nb p )} 1/2 , pn = b 2 + pn , n = {log n/(nh)} 1/2 , n = h 2 + n and 0n = (log n/n) 1/2 . By the condition h ∼ n − with 1/6 < < 1/4, we have 0n >h 2 >h −1 n and n >h. We shall use these relations frequently in our calculations. Let = { : | | = 1}. Suppose A n is a matrix. A n = O(a n ) (or o(a n )) means every element in A n is O(a n ) (or o(a n )) almost surely. We adopt the consistency in the sense of "almost surely" because we need to prove the convergence of the algorithm, which theoretically need infinite iterations. Let c, c 1 , c 2 
and 
Proof of Lemma 1. We shall prove that the equations in the Lemma 1 hold with probability 1. From Lemmas 6.2 and 6.3 and (6.5), we have for any and with T = 1,
Note that the above equation does not depend on the choice of . This is because we use a multivariate kernel, i.e. we use a more general multivariate function to replace g( T 0 x). In the algorithm, (6.9) can be written as (1 − 1 )/(3c).
Consequently, ˜ k (1 − 1 )/(3c) for all k. Therefore we have from (6.17) that
almost surely, where 0 0 < (2 + 1 )/3 < 1. It follows that
for sufficiently large k. By (6.16), we havẽ The facts that n 1/2 h 3 → 0 and n 1/2 h −1 2 n → 0 are used in the last step above. It follows from (6.21) that
The first part of Theorem 1 follows from the above equation and the central limiting theorem of dependent data, see e.g. [19] . The second part follows immediately from the first part and Theorem 1 of Carroll et al. [4] .
Proofs of Lemmas 6.1-6.3
In this subsection, we first give some basic lemmas. Based on these basic lemmas, the proofs of Lemmas 6.1-6.3 are simple algebraic calculations. We will state the main ideas of the calculations without going into the details. However, the details can be obtained on request from the authors. It can also be downloaded from http://www.stat.nus.edu.sg/˜staxyc/plsi.pdf
