First we prove that the set of countable linear orders of the form I +I form a complete analytic set. As a consequence of this we improve a result of Humke and Laczkovich, who showed in HL] that the set of functions of the form f f form a true analytic set in C 0; 1]. We show that these functions form a complete analytic set, solving a problem mentioned on p.215 of K] and on p.4 of B].
Introduction
Let 2 2 N N code the relation I = I( ) on N the following way: (n; m) 2 I if and only if (hn; mi) = 1. It is well-known that LO = f 2 2 N N : codes a linear order g is a Borel subset of the Polish (separable, completely metrizable) space 2 N N . For codes from LO we write n < m instead of (hn; mi) = 1.
Let LO2 be the set of codes from LO which code a linear order of the form I + I: LO2 = f 2 LO : 9f 2 2 N ; g 2 N N such that g : N ! N is a bijection and 8n; m 2 N f(n) = 0 and f(m) = 1 imply n < m, 8n 2 N f(n) = 0 if and only if f(g(n)) = 1, 8n 2 N g(g(n)) = n 8n; m 2 N f(n) = f(m) = 0 imply that n < m i g(n) < g(m)g
In other words f determines two classes of N such that every element of f ?1 (f0g) is -less then every element of f ?1 (f1g), and g gives an -orderpreserving bijection of these two classes. From the de nition one can easily see that LO2 is an analytic set. We'll show in section 2. that it is complete. We'll show that C 2 is a complete analytic set. Since there are true analytic sets, this also implies that C 2 is not Borel. This is a stronger result since it is not known in ZFC if every * Research partially supported by the Hungarian National Foundation for Scienti c Research grant no. T019476 true analytic set is complete or not. This problem was mentioned on p. Proof. Clearly if I is isomorphic to I 0 then I + J + I 0 + J is of type K + K. We show that the only way to cut I + J + I 0 + J into two isomorphic intervals is to cut between the rst J and I 0 . This will su ce. Indeed if I +J is isomorphic to I 0 +J then I 0 is isomorphic to I since by (i), J is not isomorphic to any nontrivial subinterval of itself. Since I has a smallest element, the only way to cut I + J + I 0 + J into two isomorphic intervals is to cut it in front of some element x of the order. We show that this x cannot be anything else than the rst element of I 0 . Case 1. If x is in I or it is the smallest element of the rst J, then the second J is isomorphic to some subinterval of I, contradicting (iii).
Case 2. If x is in the rst J other than its smallest element, then some part of J below x is isomorphic to some terminal interval of the second J which contradicts (ii).
Case 3. If x is in I 0 but not the smallest element of I 0 then the rst J is entirely in the rst interval of the cut but it is not the terminal part of this rst interval. Its isomorphic image cannot intersect the second J, it would contradict (ii). On the other hand by (iii) it cannot be entirely in I 0 .
Case 4. If x is in the second J then the isomorphic image of the rst J is a subinterval of the second J above x which contradicts (i).
|
De nition. We say that a countable linear order J is almost dense if it is of the form J 1 + J 2 + : : :, where each J i is either a dense linear order with endpoints or it has exactly one point. If J has no dense blocks, then the claim is trivial. Otherwise J starts with a nite number of points followed by a dense block. In this case the isomorphic image of J has to start at the beginning of a block, which imply the periodicity of the blocks.
(b) This follows from the fact that for an almost dense order a subinterval has in nitely many density equivalence classes i it is terminal. Proof. Any almost dense linear order satis es (ii). We build J in ! steps, at each step adding nitely many blocks to the already existing part of J. Starting with a one point block this way we clearly get an almost dense order.
In the 2n'th step we add n dense blocks and n points to the already existing part. This ensures that the building blocks of J are not repeated periodically, hence by Lemma 2.2. (i) of Lemma 2.1. is satis ed.
In the odd numbered steps we look at the points of I and I 0 one by one. In the 2n + 1'st step look at e.g. x of I. (For points in I 0 the procedure is the same.) Suppose we already have the initial part J n of J. D J n has nitely many, say m equivalence classes. Let I x be the order of the terminal interval of I starting at x. If I x does not start with m + 1 D I x equivalence classes then no subinterval of I starting at x can be isomorphic to any almost dense linear order that starts with J n . In this case we add a dense linear order with endpoints and a point to J n . If I x starts with m+1 D I x equivalence classes then add a dense linear order with endpoints and a point to J n if the m + 1'st D I x equivalence class is a point, otherwise add one point and a dense linear order with endpoints. This makes sure that the resulting J is not isomorphic to any subinterval of I which starts at x. Since we take care of every point of I and I 0 , the J we build this way satis es (iii) of Lemma 2.1. Proof. Add a smallest element to the orders coded by and , and denote these orders by I and I 0 . De ne the codes 0 and 0 for these orders as follows. 0 < 0 n for n = 1; 2; : : :, n < 0 m i n ? 1 < m ? 1 for n; m = 1; 2; : : : The de nition of 0 is similar.
For this (I; I 0 ) we can construct a J as in Lemma 2.3. We'll show that we can choose a code = F( ; ) for I+J+I 0 +J such that the set fhh ; i; i : = F( ; )g 2 (LO LO) LO is Borel, hence the function F which we de ne this way is Borel measurable. (Here we use that a function with Borel domain is Borel measurable if its graph is Borel.) Since I and I 0 are isomorphic i and code isomorphic orders, using Lemmas 2.1. and 2.3. this is enough to prove the claim.
We de ne = F( ; ) the following way: The four parts of I + J + I 0 + J are coded by the numbers of the form 4k, 4k + 1, 4k + 2 and 4k + 3 respectivelly. Let G1 = fhh ; i; i 2 (LO LO) LO : 4k < 4l i k < 0 l for k; l = 0; 1; : : :, 4k + 2 < 4l + 2 i k < 0 l for k; l = 0; 1; : : :, 4k + i < 4l + j for k; l = 0; 1; : : :, 0 i < j 3, 4k + 1 < 4l + 1 i 4k + 3 < 4l + 3 for k; l = 0; 1; : : : g. This G1 is Borel and if hh ; i; i 2 G1 then codes an order which is of the form 1+I +J+1+I +J for some J. Let's de ne J 2 LO by J (hk; li) = 1 i (h4k+1; 4l+1i) = 1 for k; l = 0; 1; : : : Let (n) = h 1 (n); 2 (n)i be a bijection of N n f0g and N N. Let G2 = fhh ; i; i 2 G1 :
1 < 4k + 1 for k = 1; 2; : : :, if 1 (k) < 1 (l) then k < J l for k = 1; 2; : : : g. This G2 is Borel and if hh ; i; i 2 G2 then the J part of the order coded by starts with a single point and is then followed by an !-sequence of intervals each of which has in nitely many elements. Notice that in the proof of Lemma 2.3. in each step we add in nitely many elements to the order. We give a code so that the n'th interval of this !-sequence codes the points that we add in the n'th step of the procedure. Also, in each step we can compute the number of D J -equivalence classes up to that point independently of I and I 0 the following way. We sart J with a point, which is the rst equivalence class. In the 2n'th step we add 2n equivalence classes. In the odd steps we add two equivalence classes. Let m(n) denote the number of D J -equivalence classes added up to the n'th step. Then m(2n) = 1 + (2 + 4 + : : : + 2n) + 2n = 1 + 3n + n 2 and m(2n + 1) = 3 + 3n + n 2 . We formalize the properties of J we constructed for I and I 0 in Lemma 2.3. Let p( ; x; n) = 1 i the part of the order coded by starting at x starts with n density equivalence classes all with endpoints and the n'th class is a single point. This can be written formally as p( ; x; n) = 1 i there are points x = a 1 a 2 : : : a 2n?1 = a 2n such that there is no d satisfying a 2i < d < a 2i+1 for i = 1; 2; : : : ; n ? 1, and either a 2i?1 = a 2i or a 2i?1 ; a 2i ] is dense for i = 1; 2; : : : ; n ? 1. Fix a code for a dense linear order of N with endpoints. For any n 2 N let n be a code for n copies of followed by n points, e.g., j < n i for i < j and i < n, nb + a < n nc + a i b ? 1 < c ? 1 for a = 0; 1; : : : ; n ? 1, b; c = 1; 2; : : :, nb + a 1 < n nc + a 2 for 0 a 1 < a 2 < n, b; c = 1; 2; : : :. De ne the graph of the function F we are looking for. Part (i) of the de nition formalizes the even steps of the construction of Lemma 2.3. Part (ii) formalizes that in the odd steps in each case we add a dense linear order with endpoints to the existing part of J. In the odd steps we also put a point in front or after this dense part depending on the point we are looking at in that step. Part (iii) and (iv) of the de nition formalizes this for the points of I and I 0 respectivelly. Let G = fhh ; i; i 2 G2 : for n = 0; 1; : : : (i) ?1 (2n; k) < J ?1 (2n; l) i k < n l for k; l = 0; 1; : : :, (ii) ?1 (2n + 1; k) < J ?1 (2n + 1; l) i k ? 1 < l ? 1 for k; l = 1; 2; : : :, (iii) ?1 (4n + 1; 0) < J ?1 (4n + 1; k) i p( 0 ; n; m(4n) + 1) 6 = 1 for k = 1; 2; : : :, (iv) ?1 (4n + 3; 0) < J ?1 (4n + 3; k) i p( 0 ; n; m(4n + 2) + 1) 6 = 1 for k = 1; 2; : : : g. This G is the Borel graph of the function F, so the proof is complete. | 2.6. Theorem LO2 is a complete analytic set Proof. This is a consequence of Lemma 2.4. as we mentioned it in the introduction. Proof: We use ideas appearing in HL]. Let O = f(a n ; b n ) : n 2 Ng be an enumeration of the rational open subintervals of 1=4; 1=2]. Fix 2 LO and choose a pairwise disjoint subsystem of O as follows. Let (s 1 ; t 1 ) = (a 1 ; b 1 ). Assume that we have already chosen (s k ; t k ) for 0 < k < n such that if k is -less then l then t k < s l (i.e. (s k ; t k ) preceeds (s l ; t l )). Let i be the -biggest among 1; : : : ; n?1 which is -less than n, if such i exists, otherwise let i = 0 and t 0 = 1=4. Let j be the -smallest among 1; : : : ; n ? 1 which is -bigger then n, if such j exists, otherwise let j = 0 and s 0 = 1=2. By the choice of the f(s k ; t k ) : 0 < k < ng, t i < s j . Let (s n ; t n ) be the rst (a m ; b m ) which is . We have to prove that G : LO ! N is continuous and that G( ) is of the form f f if 2 LO2.
To prove continuity notice that (by (iii)) for all " > 0 there is an n " such that no matter what we start with, P n>n " (q n ? p n ) < ". If ; 2 LO agree on the order of f1; : : : ; n " ? 1g, then the construction of G( ) and G( ) start with the same intervals (p 1 ; q 1 ); : : : ; (p n " ; q n " ), hence jg ? g j < ". Using the properties of the product topology on LO this implies that the map 7 ! g and hence 7 ! f is continuous, so G : LO ! N is continuous. (q j ) = q t(j) for j 2 J. This is strictly increasing on D = fp j ; q j : j 2 Jg (1=4; d). Using that p n ; q n ] (s n ; t n ), which are already disjoint intervals, the properties of this system of intervals mentioned before and that t is an isomorphism one can easily see that can be extended to a strictly increasing continuous function on the closure of D. 
