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Abstract—Image-language matching tasks have recently attracted a lot of attention in the computer vision field. These tasks include
image-sentence matching, i.e., given an image query, retrieving relevant sentences and vice versa, and region-phrase matching or
visual grounding, i.e., matching a phrase to relevant regions. This paper investigates two-branch neural networks for learning the
similarity between these two data modalities. We propose two network structures that produce different output representations. The
first one, referred to as an embedding network, learns an explicit shared latent embedding space with a maximum-margin ranking loss
and novel neighborhood constraints. Compared to standard triplet sampling, we perform improved neighborhood sampling that takes
neighborhood information into consideration while constructing mini-batches. The second network structure, referred to as a similarity
network, fuses the two branches via element-wise product and is trained with regression loss to directly predict a similarity score.
Extensive experiments show that our networks achieve high accuracies for phrase localization on the Flickr30K Entities dataset and for
bi-directional image-sentence retrieval on Flickr30K and MSCOCO datasets.
Index Terms—Deep Learning, Cross-Modal Retrieval, Image-Sentence Retrieval, Phrase Localization, Visual Grounding
F
1 INTRODUCTION
COMPUTER vision is moving from predicting discrete,categorical labels to generating rich descriptions of
visual data, in particular, in the form of natural language.
We are witnessing a surge of interest in tasks that involve
cross-modal learning from image and text data, widely
viewed as the “next frontier” of scene understanding. For
example, in bi-directional image-sentence search [1], [2],
[3] one aims to retrieve the corresponding images given a
sentence query, and vice versa. Image captioning [4], [5],
[6] is the task of generating a natural language description
of an input image. Motivated by the notion of creating a
visual Turing test, Visual Question Answering (VQA) [7],
[8], [9] aims at answering freeform questions about image
content. Visual grounding tasks like referring expression
understanding [10], [11] and phrase localization [12] find
image regions indicated by questions, phrases, or sentences.
To support these tasks, a number of large-scale datasets
and benchmarks have recently been proposed, including
MSCOCO [13] and Flickr30K [14] datasets for image cap-
tioning, Flickr30K Entities [12] for phrase localization, the
Visual Genome dataset [15] for localized textual description
of images, and the VQA dataset [7] for question answering.
We study neural architectures for a core problem un-
derlying most image-text tasks—how to measure the semantic
similarity between visual data, e.g., images or regions, and text
data, e.g., sentences or phrases. Learning this similarity re-
quires connecting low-level pixel values and high-level lan-
guage descriptions. Figure 1 shows an example of a phrase
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description of an image region from the Flick30K Entities
dataset. Matching the phrase “fire pit” to its corresponding
region requires not only distinguishing between the correct
region and background clutter, but also understanding the
difference between “fire pit” and other visual concepts that
might be present in the image. Naively, one might consider
training binary or multi-class classifiers to estimate the
probabilities of various concepts given image regions. How-
ever, the natural language vocabulary of visual concepts
is very large, even if we restrict these concepts to nouns
or simple noun phrases. Further, different concepts have
complex semantic similarity relationships between them –
for example, “fire” and “flame” are synonyms, “fireplace”
is similar in meaning but not identical to “fire pit,” and
attributes can modify the meaning of head nouns (“fire
pit” is not the same as “pit”). This suggests that, instead
of representing different phrases using separate classifiers,
representing text in a continuous “semantic” embedding
space is more appropriate. Furthermore, the frequencies of
different phrases are highly unbalanced: the word “fire”
only occurs three times in the Flickr30K Entities dataset,
while the most common words, such as “man,” show up
a few hundred times. For all these reasons, training separate
per-concept classifiers is undesirable. A more natural ap-
proach is to design a model that takes in continuous image
and text features (for the latter, derived from continuous
word embeddings like word2vec [16]) and predicts a sim-
ilarity score. This approach has the advantage of treating
image and text symmetrically, enabling both image-to-text
and text-to-image retrieval, and of being easily extendable
from individual words and simple phrases to arbitrarily
complex sentences, provided a continuous feature encoding
for sentences can be devised.
As suggested by the above discussion, the network ar-
chitecture for these tasks should consist of two branches
that take in image and text features respectively, pass them
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2Fig. 1. Taking the phrase localization task as an example, we show the architectures of the two-branch networks used in this paper. Left column:
given the phrase “a fire pit” from the image caption, sets of positive regions (purple) and negative regions (blue) are extracted from the training
image. The positive regions are defined as ones that have a sufficiently high overlap with the ground truth (dashed white rectangle).X and Y denote
the feature vectors describing image regions and phrases, respectively. In this paper, X are features extracted from pre-trained VGG networks, and
Y are orderless Fisher Vector text features [2]. Middle: the embedding network. Each branch consists of fully connected (FC) layers with ReLU
nonlinearities between them, followed by L2 normalization at the end. We train this network with a maximum-margin triplet ranking loss that pushes
positive pairs closer to each other and negative pairs farther (Section 3.2). Right: the similarity network. As in the embedding network, the branches
consist of two fully connected layers followed by L2 normalization. Element-wise product is used to aggregate features from two branches, followed
by several additional fully connected (FC) layers. The similarity network is trained with the logistic regression loss function, with positive and negative
image-text pairs receiving labels of “+1” and “-1” respectively (Section 3.3).
through one or more layers of transformations, fuse them,
and eventually output a learned similarity score. At a con-
ceptual level, there are two ways to obtain this score. One is
to train the network to map images and text into an explicit
joint embedding space in which corresponding samples
from the two modalities lie close to one another, and image-
text similarity is given by cosine similarity or Euclidean
distance. The second approach is to frame image/text cor-
respondence as a binary classification problem: given an
image/text pair, the goal is to output the probability that
the two items match. Accordingly, we propose two variants
of two-branch networks that follow these two strategies
(Figure 1): the embedding network and the similarity network.
Embedding Network: The goal of this network is to map
image and text features, which may initially have different
dimensions, to a joint latent space of common dimension-
ality in which matching image and text features have high
cosine similarity. Each branch passes the data through two
layers with nonlinearities, followed by L2 normalization, so
that cosine similarity is equivalent to Euclidean distance.
We train the network with a bi-directional ranking loss that
enforces that matched sample pairs should have smaller
distance than unmatched ones in the embedding space.
We also propose augmenting this loss with neighborhood
information in each modality via novel triplet constraints
and sampling strategy. In particular, where different phrases
or sentences can be used to describe the same image or
region, we force them to be close to each other. We ar-
gue that adding these constraints can help to regularize
the learning of the embedding space, especially facilitat-
ing matching within the same modality, i.e., sentence-to-
sentence retrieval.
Similarity Network: In our alternative architecture, im-
age and text data is also passed through branches with two
layers with nonlinearities, but then, element-wise product
is used to aggregate features from the two branches into a
single vector, followed by a further series of fully connected
layers. This network is trained with logistic regression loss
to match the output score to +1 for positive pairs and
−1 for negative pairs. This network is notably simpler but
also less flexible than our embedding network, as it no
longer has an explicit embedding space and cannot encode
structural constraints. However, it still achieves comparable
performance on the phrase localization task.
Our contributions can be summarized as follows:
• We propose state-of-the-art embedding and similarity
networks for learning the correspondence between
image and text data for two tasks: phrase localization
(given a phrase, find a corresponding bounding box
in the image) and bi-directional image-sentence search
(given a query image/sentence, retrieve matching
sentences/images from a database).
3• We systematically investigate all important compo-
nents of both embedding and similarity networks,
including loss functions, feature fusion strategies,
and different ways of sampling positive and negative
examples to form mini-batches during training.
• For the embedding network, we show how to take
advantage of within-modality neighborhood struc-
ture via additional loss terms and a novel triplet
sampling strategy, which can improve the accuracy
of within-modality retrieval as well.
• We obtain state-of-the-art accuracies on phrase lo-
calization on the Flickr30K Entities dataset [12],
and near state-of-the-art accuracies on bi-directional
image-sentence retrieval on Flickr30K [14] and
MSCOCO [17] datasets.1
A previous version of our embedding network was
published in CVPR 2016 [19]. In this journal paper, we add
the similarity network as a counterpoint to the embedding
network, conduct more in-depth experiments, and signifi-
cantly improve the absolute accuracies on both tasks. Our
two-branch networks are very general and can be modified
and applied to other image-text tasks. For example, our
embedding architecture has already been used by [20] for
modeling referring expressions.
Section 2 covers the related work on learning from visual
and text data. Section 3 presents our embedding and simi-
larity networks. Sections 4 and 5 describe our experiments
on phrase localization and image-sentence retrieval. Finally,
Section 6 concludes with a summary of findings and a
discussion of important future research directions.
2 RELATED WORK
CCA-based methods. One of the most popular baselines
for image-text embedding is Canonical Correlation Analysis
(CCA), which finds linear projections that maximize the cor-
relation between projected vectors from the two views [21],
[22]. Recent works using it include [2], [3], [23]. To obtain
a nonlinear embedding, other works have opted for kernel
CCA [21], [24], which finds maximally correlated projections
in reproducing kernel Hilbert spaces with corresponding
kernels. Despite being a classic textbook method, CCA has
turned out to be a surprisingly powerful baseline. Klein et
al. [2] showed that properly normalized CCA [23] with state-
of-the-art image and text features can outperform much
more complicated models. The main disadvantage of CCA
is its high memory cost, as it requires loading all the data
into memory to compute the data covariance matrix.
Deep multimodal representations. To extend CCA to learn-
ing nonlinear projections and improve its scalability to
large training sets, Andrew et al. [25] and Yan and Miko-
lajczyk [26] proposed to cast CCA into a deep learning
framework. Their methods are trained using stochastic gra-
dient descent (SGD) and thus can be applied to large-scale
datasets. However, as pointed out in [27], SGD cannot guar-
antee a good solution to the generalized eigenvalue problem
at the heart of CCA because covariance estimation in each
1. In the last few months, following the conclusion of our experi-
ments, we have become aware of some new methods that achieve better
Recall@1 [18].
minibatch is unstable. Our proposed networks share a sim-
ilar two-branch architecture with deep CCA models [25],
[26], but they are much more stable and accurate.
Apart from deep CCA, many other deep learning meth-
ods have been proposed for joint modeling of multiple
modalities. Some of the earlier techniques have included
restricted Boltzmann machines and autoencoders [28], [29].
For image-text tasks, recurrent text representations are the
most popular among current approaches [30], [31], [32], [33],
[34]. Unlike these works, we rely primarily on hand-crafted
orderless text features from [2]. Our experiments of Section
5 will show that these features perform similarly to LSTMs
for image-sentence matching, which seems to suggest that
bag-of-words information is sufficient for cross-modal tasks
that do not involve generation of novel text, at least given
the current state of image-text models.
Ranking-based methods. Some of the most successful
multi-modal methods, whether they be linear models or
deep networks, are trained with a ranking loss. For example,
WSABIE [35] and DeVISE [36] learn linear transformations
of visual and text features into a shared space using a
single-directional ranking loss, which applies a margin-based
penalty to an incorrect annotation when it gets ranked
higher than a correct one for describing an image. A bi-
directional ranking loss adds the missing link in the opposite
direction: It further ensures that for each annotation, the
corresponding image gets ranked higher than unrelated
images [1], [32], [37]. Our embedding network is also trained
using bi-directional loss, but we carefully explore a number
of implementation choices, resulting in a model that can
significantly outperform CCA-based methods and scale to
large datasets.
Metric learning and Siamese networks. In our conference
paper introducing the embedding network [19], in addi-
tion to the bi-directional ranking loss, we proposed con-
straints that preserve neighborhood structure within each
individual view. Specifically, in the learned latent space,
we want images (resp. sentences) with similar meaning
to be close to each other. Such within-view neighborhood
preservation constraints have been extensively explored in
the metric learning literature [38], [39], [40], [41], [42], [43].
In particular, the Large Margin Nearest Neighbor (LMNN)
approach [42] tries to ensure that for each image its target
neighbors from the same class are closer than samples from
other classes. As our work will show, these constraints
are also helpful for the cross-view matching task, and for
training models that can achieve high accuracy both for
cross-view and within-view matching.
Our two-branch networks are related to Siamese net-
works for metric learning [44], [45], [46], [47], [48], [49].
However, instead of learning a similarity function between
two instances from the same modality using tied weights,
we learn the embedding space across two different modali-
ties with asymmetric branches.
Classification-based methods. Learning the similarity be-
tween images and text can be also modeled as classification.
Deep models can be designed to answer whether two input
visual and text samples match each other [9], [50], [51].
For example, Jabri et al. [9] used a softmax function to
predict whether the input image and question match with
4the answer choice for VQA. Ba et al. [50] trained a two-
branch network using classification loss to match visual and
text data for zero-shot learning. Rohrbach et al. [52] used a
softmax function to estimate the posterior probability of a
phrase over all the available region proposals in an image.
To fuse region and phrase features, they performed a linear
transformation in each branch, followed by sum, followed
by a ReLU nonlinearity and a fully connected (FC) layer. In
a subsequent work, Fukui et al. [51] systematically investi-
gated multiple feature fusion strategies and found element-
wise product to be among the most effective. They then
proposed a novel Multimodal Compact Bilinear Pooling
(MCB) approach that slightly outperformed element-wise
product. However, MCB has a high memory cost, necessi-
tating the use of sketch approximations. Like [52], MCB uses
softmax to map a phrase to a the single best region proposal
from the image, with all the other regions (including ones
having a high overlap with the ground truth) designated as
negatives.
Our second network type, the similarity network, also
builds on the idea of directly predicting similarity between a
phrase and a region through classification. However, instead
of softmax loss, we use non-exclusive logistic regression
loss and treat each phrase-region pair as an independent
binary classification problem – that is, for a given phrase,
more than one region in the same image can be positive. At
training time, this allows us to augment the ground truth
region for a phrase with other positive examples having
a high overlap with it. As our experiments in Section 4
will show, this positive data augmentation strategy plays a
much more important role in improving performance than
the fusion strategy, allowing us to outperform MCB using
much simpler element-wise product.
3 EMBEDDING AND SIMILARITY NETWORKS
3.1 Overview of Image-Text Tasks
In this paper, we focus on two image-text tasks: phrase local-
ization and image-sentence retrieval. Phrase localization [12],
also known as text-to-image reference resolution or visual
grounding, has recently received lots of attention [12], [19],
[51]. Our definition of phrase localization follows [12]: given
an image and an entity mention, i.e. noun phrase, taken
from a sentence description that goes with that image, the
goal is to predict the corresponding bounding box. We
solve this task in a retrieval framework: Given the entity
mention, we rank a few hundred candidate regions output
by a separate region proposal method (e.g., EdgeBox [53])
using the similarity score produced by one of our trained
networks. Our embedding network computes cosine simi-
larity scores between input phrase and candidate regions in
the shared embedding space, while our similarity network
directly output similarity scores via regression.
Our second task, bi-directional image-sentence retrieval,
refers both to image-to-sentence and sentence-to-image
search. The definitions of the two scenarios are straight-
forward: given an input image (resp. sentence), the goal is
to find the best matching sentences (resp. images) from a
database. Both scenarios are handled identically by nearest
neighbor search in the latent image-sentence embedding
space. Our embedding network is the most appropriate for
this task, as it directly optimizes the bi-directional ranking
loss.
Sections 3.2 and 3.3 will explain the details of our two
networks, their objective functions, and training procedures.
In the following, X and Y will denote the collections
of training images and sentences or training regions and
phrases, each encoded according to their own feature rep-
resentation, and x ∈ X and y ∈ Y will denote individual
image and text features. From now on, unless stated oth-
erwise, when we use the term “image and text,” it applies
equally to “image and sentence” or “region and phrase.”
3.2 Embedding Network
3.2.1 Network Architecture
The embedding network, illustrated in Figure 1 (middle),
has two branches, each composed of a series of fully
connected (FC) layers, separated by Rectified Linear Unit
(ReLU) nonlinearities. We apply batch normalization [54]
right after the last FC layer (without ReLU) to improve the
convergence during training. The output vectors are further
normalized by their L2 norm for efficient computation of
Euclidean distance.
The embedding architecture is highly flexible. The two
branches can have different numbers of layers. The inputs
can be either pre-computed features or outputs of other
networks (e.g. CNNs or RNNs), and back-propagation of
gradients to the input networks is possible. In our work,
we focus on investigating the behavior of the two-branch
networks and thus stick to pre-computed image and text
features, which already give us state-of-the-art results.
3.2.2 Learning Cross-Modal Matching by Ranking
The embedding network is trained using stochastic gra-
dient descent with a margin-based loss that encodes
both bi-directional ranking constraints and neighborhood-
preserving constraints within each modality. This section
will discuss the design of our loss function and the strategy
of sampling triplets for stochastic gradient descent.
Bi-directional ranking loss. Given a visual input xi (a
whole image or a region), let Y +i and Y
−
i denote its sets
of matching (positive) and non-matching (negative) text
samples, respectively. If yj and yk are positive and negative
samples for xi, we want the distance between xi and yj to be
smaller than the distance between xi and yk, with a margin
of m. This leads to the following triplet-wise constraint:
d(xi, yj) +m < d(xi, yk)
∀yj ∈ Y +i , ∀yk ∈ Y −i .
(1)
Note that here and in the following, d(x, y) will denote the
Euclidean distance between image and text features in the
embedding space.
Given a text input yi′ (a phrase or sentence), we have
analogous constraints in the other direction:
d(xj′ , yi′) +m < d(xk′ , yi′)
∀xj′ ∈ X+i′ , ∀xk′ ∈ X−i′ ,
(2)
where X+i′ and X
−
i′ denote the sets of matched (positive)
and non-matched (negative) visual data for yi′ .
5These ranking constraints can be converted into a
margin-based loss function:
L(X,Y ) = λ1
∑
i,j,k
[m+ d(xi, yj)− d(xi, yk)]+
+ λ2
∑
i′,j′,k′
[m+ d(xj′ , yi′)− d(xk′ , yi′)]+,
(3)
where [t]+ = max(0, t). Our bi-directional ranking loss
sums over all triplets (a target instance, a positive match,
and a negative match) defined in constraints (1) and (2).For
simplicity, we fix the margin m = 0.05 for all terms in our
image-sentence experiments. The weights λ1 and λ2 balance
the strength of the ranking loss in each direction.
Optimizing the loss function requires enumerating
triplets, which can be computationally expensive, especially
for large datasets. Similarly to [1], [32], [37], we use SGD to
optimize the loss function and sample triplets within each
mini-batch and our sampling strategy is loosely inspired
by [40], [55]. Briefly, for each positive image-text pair (x, y)
in a mini-batch, we keep sampling triplets (x, y, y′) such
that (x, y′) is a negative pair and (y, x, x′) such that (x′, y)
is a negative pair. Details of triplet sampling algorithms for
the phrase localization and image-sentence retrieval tasks
will be given in Sections 4.1 and 5.1.
3.2.3 Preserving Neighborhood Structure within Modalities
The many-to-many nature of correspondence for image-text
tasks creates an additional aspect of complexity for training.
For example, the same image region can be described by dif-
ferent phrases, while the same phrase can refer to different
regions across the training set. These correspondences, in
turn, induce neighborhood structure within each modality
— which text (resp. image) pairs are similar because they
correspond to the same image (resp. text) example. It is
therefore interesting to see how this structure can help in
learning the embedding.
Neighborhood-preserving constraints. In our conference
paper [19], we proposed adding “structure constraints”
(now termed neighborhood constraints) to our loss function.
Let N(xi) denote the neighborhood of xi, which is the set
of images or regions described by the same text as xi. We
would like to enforce a small margin of m between N(xi)
and any data point x outside of the neighborhood:
d(xi, xj) +m < d(xi, xk)
∀xj ∈ N(xi), ∀xk 6∈ N(xi), (4)
Analogously to (4), we also define the neighborhood
constraints for the text side:
d(yi′ , yj′) +m < d(yi′ , yk′)
∀yj′ ∈ N(yi′), ∀yk′ 6∈ N(yi′), (5)
where N(yi′) is the set of descriptions, e.g. phrases or
sentences, for the same visual data.
We then add terms corresponding to the above con-
straints to our baseline bi-directional ranking loss function
in Eq. (3):
Lst(X,Y ) = λ1
∑
i,j,k
[m+ d(xi, yj)− d(xi, yk)]+
+ λ2
∑
i′,j′,k′
[m+ d(xj′ , yi′)− d(xk′ , yi′ ]+,
+ λ3
∑
i,j,k
[m+ d(xi, xj)− d(xi, xk)]+
+ λ4
∑
i′,j′,k′
[m+ d(yi′ , yj′)− d(yi′ , yk′)]+,
(6)
where the sums are over all triplets defined in the con-
straints (1-2) and (4-5). The weights λ3 and λ4 control the
regularization power of the neighborhood-preserving terms,
and small values give the best performance.
For phrase localization, we typically have multiple
phrases corresponding to the same region (derived from
multiple sentences corresponding to the same image), and
multiple regions corresponding to the same phrase (these
can be regions in different training images, or overlap-
ping positive regions in the same image). Thus, both
neighborhood-preserving terms given by Eqs. (4) and (5) are
meaningful. However, for image-sentence retrieval, while
each image is paired with multiple sentences, Flickr30K and
MSCOCO datasets do not allow us to determine when the
same sentence can apply to multiple images. Therefore, the
image-view constraints (Eq. 4) cannot be applied.
Neighborhood sampling. The use of neighborhood-
preserving constraints requires that the same mini-batch
contain more than one positive match for each target sam-
ple, i.e., at least two texts that are matched to the same image
and vice versa. To ensure this, after performing regular
triplet sampling, for any target image feature x, we add new
triplets to the mini-batch as necessary to ensure that there
are at least two triplets (x, y1, y′1) and (x, y2, y
′
2) that pair
the target x with different positive matches y1 and y2 – and
analogously for any target text feature y. This is done by
searching all positive pairs that contain x (resp. y), which
can be pre-computed using hash tables with small run-time
cost (see Algorithm 1 for details).
In our original work [19], we introduced neighbor-
hood sampling solely as a way to provide triplets upon
which neighborhood constraints could be imposed. How-
ever, somewhat surprisingly, we have since found out
that doing neighborhood sampling by itself, even without
adding the corresponding terms to the objective function,
already accounts for some improvements in image-sentence
retrieval tasks. Accordingly, in Sections 4 and 5, we will
evaluate the impact of our neighborhood sampling strategy
apart from the constraints given by Eqs. (4) and (5).
3.3 Similarity Network
The complexity of the embedding network’s objective func-
tion and triplet sampling strategy motivates us to consider
as an alternative a more straightforward classification-based
similarity network, shown on the right of Figure 1. It shares
the same architecture of the two branches as the embedding
network, including FC, ReLU, batch normalization and L2
normalization. The network then merges the output of the
6two branches using element-wise product, followed by a
series of FC and ReLU layers (we found three to give the
best results).
As discussed in Section 2, our use of element-wise
product for fusion of the two branches is inspired by the
corresponding baseline of Fukui et al. [51]. Other methods
of fusion, e.g., concatenation, bilinear pooling, and com-
pact bilinear pooling, can also be used in our network in
principle. However, as shown in [51], element-wise product
outperforms all other baseline strategies like concatenation,
and typically comes within 1% of the much more complex
multimodal compact bilinear pooling method that is the
main contribution of [51]. As our phrase localization experi-
ments (Table 1) will show, even with element-wise product,
our similarity network can still outperform the full model
of [51].
For each input pair (xi, yj), the similarity network gen-
erates a score pij seeking to match the correct ground truth
label (+1 for positive pairs and −1 for negative pairs). Our
training objective is thus a logistic regression loss defined
over the samples {xi, yj , zij}, where zij = +1 if xi and yj
match each other, and −1 otherwise:
L(X,Y, Z) =
∑
i,j
log(1 + exp(−zijpij)) . (7)
To train the similarity network with SGD, we only need
to sample positive and negative image-text pairs, which is
much simpler and more efficient than sampling triplets. The
only subtlety we found is that it is necessary to balance the
number of positive and negative pairs in each mini-batch.
Otherwise, the network will be dominated by the large
number of negative pairs. More specifically, we maintain
an equal number of positives and negatives in every mini-
batch, though the sizes of different mini-batches can vary,
especially for the phrase localization task. More details of
the sampling and training algorithms will be covered in
Sections 4 and 5.
4 PHRASE LOCALIZATION EXPERIMENTS
This section presents our experiments on the task of phrase
localization on the Flickr30K Entities benchmark [12].
Flickr30K Entities augments the Flickr30K [14] image-
sentence dataset, consisting of 31783 images with five sen-
tences each, with annotations that link 244K mentions of
distinct entities in sentences to 276K ground-truth bounding
boxes.
The phrase localization task was introduced in Section
3.1. To recap briefly, given a query noun phrase from
an image caption and a set of region proposals from the
same image, we rank the proposals using the region-phrase
similarity scores produced by one of our trained networks.
Consistent with Plummer et al. [12], for each image we use
200 region proposals produced by the category-independent
EdgeBox method [53]. A proposal is considered to be a
correct match for the query phrase if it has an Intersection
over Union (IoU) score of at least 0.5 with the ground-truth
bounding box for that phrase. Accuracy is evaluated using
Recall@K, defined as the percentage of phrases for which
the correct region is ranked among the top K.
4.1 Training Set Construction
In our experience, properly defining positive/negative
region-phrase pairs and sampling pairs and triplets of ex-
amples during training is crucial for achieving the best
performance. Phrase localization is akin to object detection,
in that region-phrase scores produced by the embedding
should be sensitive not only to semantic correspondence,
but also to localization quality, i.e., how much a given region
proposal overlaps the ground truth box for a query phrase.
By default, given a phrase from a description of a spe-
cific image, Flickr30K Entities annotations specify a unique
ground truth region.2 Our conference paper [19], together
with other related work like MCB [51], only used the ground
truth boxes as positive regions during training. However,
we have since realized that it is highly beneficial to aug-
ment the ground truth positive region with other proposals
that have sufficiently high overlap with it. Specifically, we
consider proposals having IoU > 0.7 with the ground
truth as positive examples for the corresponding phrase,
while proposals with IoU < 0.3 are marked as negative
background regions. As our experiments will demonstrate,
positive region augmentation improves recall by 3∼4%. It
helps to improve the model’s robustness since ground truth
regions are not available at test time, and is consistent with
the way object detection is typically evaluated (a detection
does not need to perfectly overlap the ground truth box to
be considered correct).
Starting from our definition of positive and negative
pairs, we sample mini-batches of triplets for the embedding
network and pairs for the similarity network according to
the procedure given in Algorithm 1.
4.2 Baselines and Comparisons
Our experiments systematically evaluate multiple compo-
nents of our models, including network structure, sampling
of the training set, and different components of the loss
function for the embedding network. The full list of variants
used in our comparisons is as follows.
Network Architecture. We are interested in how our net-
works benefit from being able to learn a nonlinear mapping
in each branch. For this, we compare two variants:
• Linear branch structure: only keeping the first layers
in each branch (i.e., the ones with parameters W1, V1,
as shown in Figure 1) immediately followed by L2
normalization.
• Nonlinear branch structure: branches consisting of
two FC layers with ReLU, batch normalization and
L2 normalization.
Selecting Positive Pairs. We evaluate how positive exam-
ple augmentation contributes to the performance of phrase
localization. We compare the vanilla scheme without aug-
mentation to our scheme described in Section 4.1:
• Single positive: using the ground truth region for a
phrase as the single positive example.
2. Consistent with [12], for plural entities associated with multiple
boxes, we form one big bounding box containing all the instances. We
also exclude non-visual phrases, i.e., phrases that do not correspond to
a bounding box.
7Triplet sampling for the embedding network.
1) Accumulate all pairs of ground truth regions with corresponding phrases from the dataset. Randomly shuffle
these pairs into sets of 100.
2) Positive region augmentation (optional): For each ground truth region-phrase pair, generate a positive pair
(x, y) where x is a randomly chosen region having IoU ≥ 0.7 with the ground truth region for phrase y.
3) For each positive pair (x, y) from the initial set of 100:
a) Enumerate all triplets (x, y, y′) where y′ is a phrase from this mini-batch not in the same coreference
chain as y (i.e., phrases y and y′ are not both associated with the same ground truth region). Evaluate
the loss for all these triplets and keep at most K = 30 with highest nonnegative loss.
b) Enumerate all triplets (y, x, x′) where x′ is a region from the same image with IoU < 0.3 with the
ground truth. Keep at most K = 30 triplets with highest nonnegative loss.
c) Neighborhood sampling (optional):
i) For each unique target region x: make sure there are at least two triplets (x, y1, y′1) and (x, y2, y
′
2)
where y1 and y2 are both positive matches for x. If needed, add a triplet by sampling y2 from the
same coreference chain as y1.
ii) For each unique target phrase y: make sure there are at least two triplets (y, x1, x′1) and (y, x2, x
′
2)
where x1 and x2 are both positive matches for y. If needed, add a triplet by randomly sampling a
positive region x2 from the same picture.
Pair sampling for the similarity network.
1) Accumulate all pairs of ground truth regions with corresponding phrases from the dataset. Randomly shuffle
these pairs into sets of 100.
2) Positive region augmentation (optional): For each ground truth region-phrase pair, generate all positive pairs
(x, y) where x is a region having IoU ≥ 0.7 with the ground truth region for phrase y.
3) For each positive pair (x, y) from the augmented set, get a corresponding negative pair (x′, y) by randomly
selecting a region proposal from the same image with IoU < 0.3 with the ground truth.
Algorithm 1. Mini-batch construction for the phrase localization task.
• Augmented positive: augmenting ground truth re-
gions with other regions having IoU > 0.7 with it.
Embedding Loss Functions. In principle, phrase localiza-
tion is a single-directional task of retrieving image regions
given a query phrase, so we want to know whether we can
derive an additional benefit by using a bi-directional loss
function:
• Single-directional: only using the phrase-to-region
loss from Eq.(6). This is done by setting λ1 = 0, λ2 =
1, λ3 = 0, λ4 = 0.
• Bi-directional: using the bi-directional loss from
Eq.(6). This is done by setting λ1 = 1, λ2 = 4, λ3 =
0, λ4 = 0. These parameter values have been tuned
on our validation set.
Neighborhood Sampling and Constraints. Flickr30K Enti-
ties dataset includes 130K pairs of region-phrase correspon-
dences, with 70K unique phrases and 80K unique regions.
In general, one phrase can correspond to many regions and
vice versa. We are interested in how multiple matches to the
same region (resp. phrase) can help the task, as described in
Section 3.2.3:
• Neighborhood sampling: using the sampling strat-
egy of Section 3.2.3 to augment standard triplet sam-
pling.
• Neighborhood constraints: using the full loss func-
tion of Eq.(6). This is done by setting λ3 = 0.1, λ4 =
0.1. This requires the use of neighborhood sampling.
4.3 Implementation details
Following Rohrbach et al. [52] and Plummer et al. [56], we
use Fast R-CNN features [57] from the VGG network [58]
fine-tuned on the union of the PASCAL 2007 and 2012 train-
val sets [59]. To be consistent with [56], we extract 4096D
features from a single crop of an image region.
For phrases, we use the Fisher Vector (FV) encod-
ing [60] as suggested by Klein et al. [2]. We start from 300-
dimensional word2vec features [16] and apply ICA as in [2]
to construct a codebook with 30 centers. The resulting FV
representation has dimension 300 × 30 × 2 = 18000. For
simplicity, we only use the Hybrid Gaussian-Laplacian Mix-
ture Model (HGLMM) from [2] rather than the combined
HGLMM+GMM model. To save memory and training time,
we perform PCA on these 18000-dimensional vectors to
reduce the dimension to 6000. A disadvantage of HGLMM
is that it is a complex and nonlinear hand-crafted text
feature. However, as we showed in the conference version
of this work [61], we can obtain very similar results on top
of basic tf-idf features. In this paper, our main focus is on
the design and training of two-branch networks, so we omit
the evaluation of different text features.
Both the embedding and similarity networks use the
same configurations for the two branches. The image branch
has two FC layers with weight matrices W1 and W2 having
sizes 4096 × 1024 and 1024 × 512. The text branch has
two FC layers with weight matrices V1 and V2 having sizes
86000× 1024 and 1024× 512. Thus, the embedding network
projects image and text features into a 512-dimensional
latent space. For the similarity network, the 512-dimensional
outputs of the two branches get combined by the element-
wise product layer that doesn’t change the dimensionality,
followed by three additional FC layers with parameters of
size 512×512, 512×256 and 256×1. The similarity network
outputs a scalar score trained with logistic regression as
described in Section 3.3.
All our experiments in Sections 4 and 5 are conducted
in TensorFlow. We train our phrase localization networks
using the Adam optimizer [62] with an initial learning
rate of 0.001. We use a mini-batch of 100 image-phrase
pairs. Each epoch thus needs around 4000 iterations. Both
our similarity (with single and augmented positives) and
embedding networks (no neighborhood terms or sampling)
converge after 32000 iterations (around 8 epochs). For both
similarity and embedding networks, it takes around 1-2
days to get convergence with a single Geforce GTX TITAN
X card. Training the embedding network takes longer due
to the addition of neighborhood constraints. Therefore, in
order to save time, we first train the network without adding
neighborhood constraints for 8 epochs with neighborhood
sampling, then add the neighborhood terms and resume the
training for two additional epochs.
4.4 Result Analysis
At test time, we treat phrase localization as the task of
retrieving regions matching a query phrase (assumed to
be present in the image) from a set of region proposals.
For the embedding network, the query phrase and each
candidate region are passed through the respective branches
to compute their embedded representation, and Euclidean
distance (equivalently, cosine similarity) is used as the simi-
larity score. For the similarity network, the score is predicted
directly using the logistic formulation. In both cases, we
rank regions in decreasing order of similarity to the query
and report Recall@K, or the percentage of queries for which
the correct match has rank of at most K. A region proposal
is considered to be a correct match if it has IoU of at least
0.5 with the ground-truth bounding box for that phrase. We
use the evaluation code provided by Plummer et al. [12].
Table 1 shows the results of our embedding and similar-
ity networks, in comparison to several state-of-the-art meth-
ods. Among them, CCA [12], GroundeR [52] and MCB [51],
introduced in Section 2, are representative linear and deep
models for this task. We also compare to the structured
matching system of Wang et al. [61], which uses a single-
layer version of our embedding network from [19] com-
bined with global optimization to find a joint assignment
of phrases to all image regions while satisfying certain
relations derived from the sentence. As we can see from
Table 1(a), CCA, which is trained only on positive region-
phrase pairs, already establishes a strong baseline. MCB
gives the best results among all previous methods.
Table 1(b) gives the ablation study results for the em-
bedding network. Using a nonlinearity within each branch
improves performance, and using bi-directional instead of
single-directional loss function doesn’t give too much differ-
ence, since phrase localization emphasizes more on the sin-
gle direction (phrase-to-region). Therefore, given the limited
space, we only list those combinations with bi-directional
loss in Table 1(b). Adding positive region augmentation
improves R@1 by almost 5%. Neighborhood sampling, that
uses at least two positive regions for each query phrase in
the mini-batch, gives a further increase of about 2% over
standard sampling that only uses one positive region.
Finally, adding neighborhood constraints gives a slight
drop in R@1 but further minor improvements in R@5
and R@10. Interestingly, contrary to our original expecta-
tions [19], it is the composition of the mini-batches, not
the imposition of a specific neighborhood-preserving loss
penalty during training, that seems to be responsible for
most of the improvements in performance. However, image-
sentence retrieval experiments in Section 5 will demonstrate
that neighborhood constraints have a more noticeable effect
on the accuracy of retrieval within the same modality,
i.e., sentence-to-sentence retrieval as opposed to image-
sentence retrieval. For both neighborhood constraints and
neighborhood sampling, as we found in experiments, the
neighborhood of regions (namely the third term in Eq.(6))
plays a more important role than neighborhood of phrases
(the fourth term in Eq.(6)) since it is easier to get multiple
positive regions than have more than one positive phrases
in this task.
Table 1(c) reports the accuracy of the similarity network
with and without nonlinearity in each branch, with and
without positive region augmentation. Consistent with the
embedding network results, the nonlinear models improve
R@1 over their linear versions by about 2%, but positive
region augmentation gives an even bigger improvement of
about 5%. The highest R@1 achieved by the similarity net-
work is 51.05, which is almost identical to the 50.69 or 51.03
achieved by our best embedding networks. We also checked
the performance of the similarity network with a different
number of FC layers after the element-wise product, though
we do not list the complete numbers in Table 1 to avoid
clutter. With a single FC layer, we get a significantly lower
R@1 of 36.61, and with two FC layers, we get 49.39, which
is almost on par with three layers.
Figure 2 shows examples of phrase localization results in
three images with our best model (similarity networks with
augmented positives) compared to the CCA model.
4.5 Discussion
Our embedding and similarity networks are comparable in
terms of recall, but they have different advantages and dis-
advantages. The embedding network has a more complex
and memory-intensive training procedure due to its use of
triplet sampling. To be specific, on average, the similarity
network has 2138 pairs in each mini-batch (split equally
between positive and negative pairs), while the embedding
network has 5378 triplets without neighborhood sampling
and 10756 with neighborhood sampling. On the other hand,
the similarity network has more model parameters due
to the addition of three FC layers after the element-wise
product layer. The embedding network is more flexible than
the similarity network because it learns an explicit “shared
space” that is readily available for other tasks. The ranking
loss used by the embedding network also gives us more
freedom to fine-tune the structure of the embedding space
via neighborhood-preserving constraints.
9Methods on Flickr30K Entities R@1 R@5 R@10
(a)
State of
the art
CCA baseline [12] 41.77 64.52 70.77
StructMatch [61] 42.08 - -
GroundingPhrase [52] 47.70 - -
MCB Element-wise Product [51] 47.41 - -
MCB [51] 48.69 - -
linear non-linear
single
positive
augm.
positive
single-
dir. bi-dir.
neighbor.
sampling
neighbor.
constr. R@1 R@5 R@10
(b)
Embedding
Network
- - - - - 39.60 64.30 71.00
- - - - - 43.15 65.78 71.64
- - - - - 44.53 67.46 73.12
- - - - - 49.09 69.46 74.80
- - - - 51.03 70.26 75.25
- - - 50.69 70.42 75.51
(c)
Similarity
Network
- - - - - - 43.19 65.45 70.88
- - - - - - 45.19 67.14 72.13
- - - - - - 48.30 68.97 74.08
- - - - - - 51.05 70.30 75.04
TABLE 1
Phrase localization results on Flickr30K Entities. We use 200 EdgeBox proposals, for which the recall upper bound is R@200 = 84.58. See
Section 4.2 for definitions of all the variants of embedding and similarity networks that we compare.
5 IMAGE-SENTENCE RETRIEVAL
This section evaluates our networks on the task of bi-
directional image-sentence retrieval, which was introduced
in Section 3.1. Given a query image (resp. sentence), the
goal is to find corresponding sentences (resp. images) from
the dataset. In addition to the Flickr30K dataset, here we
perform experiments on the larger MSCOCO dataset [13],
consisting of 123287 images (the combination of released
train2014 and val2014 from MSCOCO website) with five
sentences each. MSCOCO does not include comprehensive
region-phrase correspondence, so we can use it for image-
sentence retrieval only.
5.1 Training Set Construction
The mini-batch construction procedure for the image-
sentence task is a simplified version of the one from Al-
gorithm 1. For the embedding network, we start by ran-
domly permuting the data into mini-batches consisting of
500 positive image-sentence pairs. Then for each positive
image-sentence pair (x, y), we enumerate triplets (x, y, y′)
where y′ is a sentence in the same mini-batch not associated
with x, as well as triplets (y, x, x′) where x′ is an image
in the mini-batch not associated with y. In both cases, we
keep at most K = 10 triplets with highest nonnegative
loss. For neighborhood sampling, we need to make sure that
given a target image x, a mini-batch has at least two triplets
(x, y1, y
′
1) and (x, y2, y
′
2) where y1 and y2 are both sentences
associated with x. Because we typically cannot identify
more than one image described by the same sentence, we
cannot do the other direction of neighborhood sampling,
corresponding to step 3.c.ii of Algorithm 1.
For the similarity network, for each positive pair (x, y),
we generate a negative pair (x, y′) by randomly sampling
a sentence not associated with the image. Note, however,
that we cannot guarantee that x and y′ are semantically
incompatible with each other, since for any given image,
our image-sentence datasets probably contain a number of
sentences not associated with it that could still describe it
accurately. This is not a major issue for phrase localization,
since in Section 4 we adopt the alternative strategy of
sampling negative pairs (x′, y) with the “negative” regions
x′ constrained to have low overlap with x in the same image
(Algorithm 1). It also doesn’t play as much of a role for
the embedding network, since the triplet objective merely
tries to make sure that the captions actually written for a
given image are closer to it than other sentences, not to
push down the similarity of the other sentences to the image
to a fixed low target value. Based on this reasoning, we
expect the similarity network to perform poorly for image-
sentence retrieval, and the subsequent experiments confirm
this expectation.
5.2 Baselines and Comparisons
Just as in Section 4, we demonstrate the impact of different
components of our models by reporting results for the
following variants.
Linear vs. Nonlinear Branch Structure. The same way as
in the phrase localization experiments, we want to see the
difference made by having one vs. two fully connected
layers within each branch.
Embedding Loss Functions. Image-sentence retrieval is a
bi-directional retrieval task, so we want to see whether bi-
directional loss can give a bigger improvement over the
single-directional loss than that on phrase localization task.
• Single-directional: in Eq.(6), only using the single
direction (from image to sentences) by setting λ1 =
1, λ2 = 0, λ3 = 0, λ4 = 0.
• Bi-directional: in Eq.(6), set λ1 = 1, λ2 = 1.5, λ3 =
0, λ4 = 0. These parameter values are determined on
the validation set.
Neighborhood Sampling and Constraints. In both
Flickr30K and MSCOCO datasets, each image is associated
with five sentences. Therefore, we can try to enforce neigh-
borhood structure on the sentence space. We cannot do it
on the image space since in the Flickr30K and MSCOCO
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Fig. 2. Example phrase localization results. For each image and reference sentence, phrases and best-scoring corresponding regions are shown in
the same color. The first row shows the output of the CCA method [12] and the second row shows the output of our best model (similarity network
trained with augmented positive regions). In the first example, our method finds a partially correct bounding box for the horse while CCA completely
misses it; in the second (middle) example, our method gives a more accurate bounding box for the frisbee. In the third (right) example, our method
gives marginally better boxes for the chainsaw and wooden sculpture.
datasets we do not have direct supervisory information
about multiple images that can be described by the same
sentence. Thus, in Eq.(6), we always have λ3 = 0.
• Neighborhood sampling: using the neighborhood
sampling strategy (see Section 3.2.3) to replace stan-
dard triplet sampling.
• Neighborhood constraints: using the full loss func-
tion as in Eq.(6). This is done by setting λ2 =
1.5, λ4 = 0.05. We always use neighborhood sam-
pling in this case.
5.3 Implementation Details
To represent whole images, we follow the implementation
details in [2], [12]. Given an image, we extract the 4096-
dimensional activations from the 19-layer ImageNet-trained
VGG model [58]. Following standard procedure, the original
256× 256 image is cropped in ten different ways into 224×
224 images: the four corners, the center, and their x-axis
mirror image. The mean intensity is then subtracted from
each color channel, the resulting images are encoded by the
network, and the network outputs are averaged. The output
dimensions of the two FC layers on the image side are 2048
and 512.
To represent sentences, we continue to rely on the same
orderless HGLMM features as for phrase localization, PCA-
reduced to 6000 dimensions, with output dimensions of the
two FC layers on the text side also set to 2048 and 512.
However, while we could be reasonably assured that these
features do not lose much information when representing
short phrases, their suitability for longer sentences is less
clear. Therefore, in this section we also evaluate a recurrent
sentence representation learned by an LSTM [67]. We start
with a one-hot encoding with vocabulary size of 11,263
(MSCOCO) and 8,569 (Flickr30K), which are the numbers
of words in the respective training sets. This input gets
projected into a word embedding layer of dimension 256,
and the LSTM hidden space dimension is 512. The hidden
space output is used as the input to the text branch of our
embedding network. Accordingly, we change the first FC
layer of the text branch to accept 512-dimensional input.
The output dimensions of the two FC layers are 1024 and
512. During training, the LSTM parameters are optimized
jointly with the rest of the network parameters by back-
propagating the embedding loss.
For the subsequent experiments, we train our net-
works using Adam with starting learning rate of 0.0001 for
HGLMM features and 0.0002 for LSTM features. We use a
Dropout layer after ReLU with probability = 0.5 (note that in
the phrase localization experiments of Section 4, we did not
use Dropout, as we found that it did not make a difference).
5.4 Result Analysis
For evaluation of bi-directional image-sentence retrieval, we
follow the same protocols as other recent works [2], [12].
Given the test set of 1000 images and 5000 corresponding
sentences, we use our networks to score images given
query sentences and vice versa, and report performance as
Recall@K (K = 1, 5, 10), or the percentage of queries for
which at least one correct ground truth match was ranked
among the top K matches. For Flickr30K, we use the same
random split as Plummer et al. [12]. For MSCOCO, like [1],
11
Methods on Flickr30K
Image-to-sentence Sentence-to-image
R@1 R@5 R@10 R@1 R@5 R@10
(a) State of the art
Deep CCA [26] 27.9 56.9 68.2 26.8 52.9 66.9
mCNN(ensemble) [63] 33.6 64.1 74.9 26.2 56.3 69.6
m-RNN-vgg [33] 35.4 63.8 73.7 22.8 50.7 63.1
Mean vector [2] 24.8 52.5 64.3 20.5 46.3 59.3
CCA (FV HGLMM) [2] 34.4 61.0 72.3 24.4 52.1 65.6
CCA (FV GMM+HGLMM) [2] 35.0 62.0 73.8 25.0 52.7 66.0
CCA (FV HGLMM) [12] 36.5 62.2 73.3 24.7 53.4 66.8
Two-way Nets [18] 49.8 67.5 - 36.0 55.6 -
linear non-linear
single
dir. bi-dir.
neighbor.
sampling
neighbor.
constr. R@1 R@5 R@10 R@1 R@5 R@10
(b) Embedding Network
- - - - 38.1 68.9 79.4 22.6 49.0 61.5
- - - - 40.1 66.9 75.9 27.5 56.9 68.5
- - - - 40.5 71.9 80.8 22.1 47.1 57.9
- - - - 40.5 70.7 80.9 30.7 61.1 72.3
- - - 41.6 69.5 79.3 31.1 61.5 72.8
- - 43.2 71.6 79.8 31.7 61.3 72.4
(c) Embedding Network(LSTM) - - 37.5 64.7 75.0 28.4 56.3 67.4
(d) Similarity Network - - - - - 16.6 38.8 51.0 7.4 23.5 33.3
TABLE 2
Bi-directional retrieval results. The numbers in (a) come from published papers, and the numbers in (b-d) are results of our embedding and
similarity networks. Note that the Deep CCA results in [26] were obtained with AlexNet [64]. The results of our embedding network with AlexNet
are still about 3% higher than those of [26] for image-to-sentence retrieval and 1% higher for sentence-to-image retrieval.
Methods on MSCOCO 1000
Image-to-sentence Sentence-to-image
R@1 R@5 R@10 R@1 R@5 R@10
(a) State of the art
Mean vector [2] 33.2 61.8 75.1 24.2 56.4 72.4
CCA (FV HGLMM) [2] 37.7 66.6 79.1 24.9 58.8 76.5
CCA (FV GMM+HGLMM) [2] 39.4 67.9 80.9 25.1 59.8 76.6
DVSA [4] 38.4 69.9 80.5 27.4 60.2 74.8
m-RNN-vgg [33] 41.0 73.0 83.5 29.0 42.2 77.0
mCNN(ensemble) [63] 42.8 73.1 84.1 32.6 68.6 82.8
LayerNorm [65] 48.5 80.6 89.8 38.9 74.3 86.3
OrderEmbedding [66] 46.7 - 88.9 37.9 - 85.9
Two-way Nets [18] 55.8 75.2 - 39.7 63.3 -
neighbor.
sampling
neighbor.
constr. R@1 R@5 R@10 R@1 R@5 R@10
(b) Embedding Network
(nonlinear, bi-directional)
- - 53.0 82.3 91.6 41.2 75.8 87.7
- 54.2 84.1 92.2 42.4 76.2 88.1
54.9 84.0 92.2 43.3 76.4 87.5
(c) Embedding Network(LSTM) 54.0 84.0 91.2 43.3 76.8 87.6
(d) Similarity Network - - 30.9 61.1 76.2 14.0 30.0 37.8
TABLE 3
Bi-directional retrieval results on the MSCOCO 1000-image test set.
[2], we randomly generate the splits that contain 113287
images with their corresponding sentences for training, 1000
images and their corresponding sentences for testing and
the remaining images and their corresponding sentences for
validation.
Results on the Flickr30K and MSCOCO datasets are
given in Tables 2 and 3, respectively. Parts (a) of the tables
list the numbers reported by recent competing methods.
The most relevant baseline for our embedding network is
CCA (HGLMM) [2], [12], since it uses the same underlying
feature representations for images and sentences. Parts (b)
of the tables give results for our embedding networks,
and the trends are largely similar to those of Table 1.
Going from single-directional to bi-directional constraints
improves the accuracy by a bigger amount for sentence-
to-image retrieval. Neighborhood sampling is effective and
can generally improve over conventional triplet sampling
around in R@1 across the table, and adding neighborhood
constraints does not show significant further improvements.
In Table 3(b), adding neighborhood constraints improves
the R@1 in both directions but shows a small drop for
R@10. However, we will show in Section 5.5 that adding
neighborhood constraints can consistently improve within-
view retrieval.
Parts (c) of Tables 2 and 3 give the results for our full
embedding network with LSTM sentence encoding, which
turns out to be comparable to, or slightly worse than, the
HGLMM feature. For completeness, Parts (d) give the re-
sults for the similarity network. While we argued in Section
5.1 that the similarity network is poorly suited for this task,
it is remarkable just how low its numbers are, especially
given its competitive accuracy on the phrase localization
task.
5.5 Sentence-to-sentence Retrieval
Our experiments on the embedding network both for phrase
localization and image-sentence retrieval have shown that
neighborhood sampling can give considerable improve-
ments even without adding neighborhood constraint terms
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neighbor.
sampling
neighbor.
constr. R@1 R@5 R@10
- - 60.5 81.4 87.7
- 60.5 81.5 87.6
63.8 84.1 90.2
Methods on MSCOCO
neighbor.
sampling
neighbor.
constr. R@1 R@5 R@10
- - 54.4 78.3 86.9
- 54.3 78.8 86.9
55.5 79.6 87.8
TABLE 4
Sentence-to-sentence retrieval on Flickr30K and MSCOCO datasets.
to the triplet loss. Thus, it is still unclear how neighborhood
constraints change the latent embedding space. Therefore, in
this section, instead of only looking at cross-modal retrieval,
we show how neighborhood constraints can improve per-
formance for the within-view task of sentence-to-sentence
retrieval: given a query sentence, retrieve other sentences
that correspond to the same image. For the evaluation
metric, we still use R@K. We also use the same train-
ing/val/testing splits as in the previous section. Results on
Flickr30K and MSCOCO datasets are listed in Table 4. It
can be seen that adding neighborhood constraints on top
of neighborhood sampling provides a more convincing gain
for within-view retrieval than for cross-view retrieval. This
behavior can be useful for practical multi-media systems
where both tasks are required at the same time.
5.6 Combining Image-Sentence and Region-Phrase
Models
So far, we have evaluated our networks separately on
region-phrase and image-sentence correspondence tasks.
The next obvious question is whether the local and global
similarity models can be brought together, for example,
to improve performance on image-sentence retrieval. Intu-
itively, it would be nice to have an approach that can verify
whether an image and a sentence match based not only
on their global features, but on detailed correspondence
between regions in the image and phrases in the sentence.
Given the high accuracy achieved by our models on phrase
localization in Section 4, one would expect that combining
it with the image-sentence model of Section 5 would lead
to significant improvements. However, one of the most
frustrating findings in our work to date is that making such
a combination work is highly non-trivial. For completeness,
and to point towards one of our most important future
directions, we give in this section the results of the simple
post-hoc weighted combination scheme from our related
work [56]. Given an image x and a sentence y, we define
the combined image-sentence and region-phrase distance as
D(x, y) = (1− α) d(x, y) + αdrp(x, y) , (8)
where d(x, y) is the distance in the image-sentence latent
space learned by the embedding network, and drp(x, y)
is the average of the distances between all the phrases in
the sentence and their best-matching regions in the image.
For the image-sentence model, we use the best embedding
network from Table 2. For the region-phrase model, we use
the generated embedding distance matrix from Table 1. We
set α = 0.3, which was experimentally found to give the
best results.
As can be seen from Table 5, the improvement of the
combined model over the image-sentence one is very small.
We have analyzed some of the reasons for this somewhat
surprising and frustrating outcome in our related jour-
nal paper [56], where we used simple CCA embeddings.
Namely, the global image-sentence model already works
very well for image-sentence retrieval, in that it usually suc-
ceeds in retrieving sentences that roughly fit the image. In
order to provide an improvement, the region-phrase model
would have to make fine distinctions of which it is currently
incapable, e.g., between closely related or easily confused
objects, between fine-grained attributes of people, or cardi-
nalities of people and objects. Furthermore, due to the way
our region-phrase model is trained, its scores are meant to be
useful for ranking regions within the same image based on
the correspondence to a given phrase that is assumed to be
present. However, we found them to be much less consistent
when ranking a phrase across different images, or ranking
different phrases in the same image. In other words, given a
region-phrase score output by our embedding network, we
cannot use it as evidence of presence or absence of a given
phrase in an image, in the same way that one might want
to use the score of an object detector. Extending our training
formulation to a more open-ended phrase detection scenario
is an important subject for future work, as is joint training
of image-sentence and region-phrase embeddings in a single
network (to date, our attempts at joint training have not led
to good results).
6 CONCLUSION AND FUTURE WORK
This paper has studied state-of-the-art two-branch network
architectures for region-to-phrase and image-to-sentence
matching. To our knowledge, our results on Flickr30K and
MSCOCO datasets are the best to date on both tasks. Our
first architecture, the embedding network, works by explicitly
learning a non-linear mapping from input image and text
features into a joint latent space in which corresponding
image and text features have high similarity. This net-
work works well for both image-sentence and region-phrase
tasks, though its objective consists of multiple terms and
relies on somewhat costly and intricate triplet sampling. We
investigated triplet sampling within mini-batches in detail
and showed that the way it is done can have a significant
impact on performance, even without changing the objec-
tive function. Our second architecture, the similarity network,
tries to directly predict whether an input image and text
feature are similar or dissimilar. Our experiments showed
that this network can serve as an attractive alternative to
the embedding network for region-phrase matching, but
fails miserably for image-sentence retrieval, revealing an
interesting difference between the two tasks. Finally, our
preliminary unsuccessful experiments on combining image-
sentence and region-phrase models indicate an important
direction for future research.
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Methods on Flickr30K Image-to-sentence Sentence-to-image
R@1 R@5 R@10 R@1 R@5 R@10
Image-sentence model 43.2 71.6 79.8 31.7 61.3 72.4
Weighted distance 43.8 72.1 80.4 33.5 62.4 73.9
TABLE 5
Results on Flickr30K image-sentence retrieval with incorporating region-phrase correspondences (see text).
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