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Abstract— Inner-canthus localization has played an essential role in measuring human body temperature. This is due to the theory 
that human core body temperature can be measured in the inner-canthus. Such measurement is useful for mass screening since it is 
non-contact, non-invasive and fast. This paper presents an algorithm that has been developed to locate the inner-canthus. The 
algorithm proposed a robust method in various face-view, i.e., frontal, sided and tilted. The algorithm consisted of: face segmentation, 
determining face-orientation, rotating face into straight view, eye localization, and inner-canthus localization. The face segmentation 
used human temperature threshold of 34°C — the face orientation used trend line of a middle point between each most-bottom and 
most-top coordinates. The face rotation was based on the gradient of the trend line. Once the face is rotated, the eye location was 
determined using facial proportion. The inner-canthus location was determined as the highest intensities in the eye-frame. The test on 
15 thermal images of faces with various view showed localization accuracy of 80% for eye-frame determination and 100% for inner-
canthus localization. 
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I. INTRODUCTION 
During an epidemic of viral infection, body temperature 
was the first to be screened in public facilities — the fever 
result elevation on body temperature significantly above 
37.3°C [1]. Research in average body temperature using 
axillary thermometer showed the temperature was between 
36.2°C and 36.8°C [2]. Temperature above those ranges 
should be considered as having a fever. All countries have 
high anxiety about the dangerous disease will be epidemic in 
their country. One of the guarded locations is gates in the 
airport [3]. This area is the entrance of passengers from other 
countries which was suspected to be a carrier of the Avian 
Flu disease. Therefore, the thermal camera has been used 
widely to screen febrile condition in every airport [4], [5]. 
The thermal camera was operated to measure the infrared 
radiation from the passengers who are correlated with heat 
or temperature. 
The inner-canthus location has played an essential role as 
one of location for human body temperature measurement 
[6].in recent standard IEC 80601-2-59, the inner-canthi 
region is the best spot for fever screening [7]. It is located in 
the inner-tip of eyes and near the nose. There are many 
issues over the measured temperature in the inner-canthus 
whether it is sufficient to represent the body temperature. 
However, it is an appropriate spot to identify human body 
temperature with non-contact, non-invasive, and fast fashion 
[8]–[10]. 
The localization could be performed manually. Several 
algorithms to automatically locate the inner-canthus in 
thermal images has been developed.  It located inner-canthus 
using anthropometry knowledge where the distance between 
eyes are one-fifth the head-breadth [11]. Inner-canthus is in 
the inner tip of eyes. Hence both would have the distance. 
Two high temperature in the thermal image that has the 
specific distance was assigned as inner-canthus. Other 
method applied to eye detection before the inner-canthus 
[12]. Once eyes were detected using Haar classifier, 
acanthus searching is performed in the x-axis quarter region 
of eyes. 
Identifying inner-canthus in thermal image is tedious. 
Compare to a visible image, facial features in the thermal 
image such eyes, nose, the mouth appears more blurry and 
vary in time. Multi-Modality Image Registration (MMIR) 
could be utilized to combine visible and thermal image to get 
better localization of inner-canthus [13]. A registration 
procedure combines detected edges of both images. Once the 
registered image was obtained, the inner-canthi was 
localized based on its location in the visible image. A 
Discriminative Response Map Fitting (DRMF)-based model 
was used to find the inner-canthi location in the visible 
image. 
The searching for inner-canthus has also been investigated 
in a visible RGB image. The inner-canthus could be located 
using two knowledge which was apparently between the 
inner and outer region of canthus and bisector of canthus 
angle [14].  
2570
Moreover, in the real condition, the algorithm of inner-
canthus localization in thermal images are required to 
resolve the various posed by people. Therefore, this paper 
proposed the detecting of inner-canthus localization of 
thermal images in face-view invariant. It is expected not to 
bind human for specific frontal pose during non-contact 
measurement. Researches in face recognition of thermal 
images with various head pose used moment invariant [15] 
and Convolutional Neural Network (CNN) [16] without 
changing head’s orientation. While the algorithm developed 
to determine head orientation [17], finding the orientation 
can be used to rotate or translate images into the desired 
view. Although the algorithm worked on the visible RGB 
image, it gave an insight on how to find face’s orientation. It 
used facial features such as eyes, nose, and lips to determine 
the angle of pitch, yaw, and roll of the head. Similar to the 
study, [18] also develop an algorithm to determine head 
orientation by locating facial features such as eyebrows, eyes, 
nose, and mouth. 
This paper proposed a knowledge-based algorithm to 
locate inner-canthus in thermal images in various face-view. 
The knowledge was applied using a simple and ordinary 
mathematical equation. 
II. MATERIAL AND METHOD 
The algorithm was developed to handle variation on face 
view, i.e., frontal, side and tilted. The faces should not wear 
head accessories such as glasses, a scarf or hat. Infrared 
radiation does not pass through glasses. Hence inner-canthus 
would be invisible in the images. Scarf and hat would be left 
some part of the face to be unexposed, hence would not be 
adequately detected. 
A. Data Acquisition 
The thermal images were taken using FLIR i7 which 
senses infrared signal in spectral range 7.5 – 13 µm (long-
wave infrared). It produces thermal images in 240x240 pixel 
and JPG format as shown in Fig. 1. The data were acquired 
in camera setting as follow: 
• Face-to-camera distance is fixed in 1 m. This is due to 
the camera operation that requires a minimum of 0.6 
m face-to-camera distance. A longer distance (>1 m) 
was not investigated in the study. This is due to low 
camera resolution, hence face details would be blurred. 
• Colour palette was set to grayscale. This is due to the 
image processing technique utilized in the study used 
grayscale color-space, hence no color conversion 
would be required. 
• The temperature range was locked in 24⁰C - 39⁰C. 
This follows temperature range of the human body 
and room. 
 
Fig. 1  Image acquired using Thermal Camera 
The acquired images were then cropped to discard 
unnecessary information that would not be analyzed further, 
i.e., temperature and camera brand. 
The algorithm was developed to locate inner-canthus of a 
face with no challenge in the background. Henceforth there 
was no other heat-source within the range of human body 
temperature in the background. The only face of one person 
was acquired in a frame. There was no challenge in face 
accessories as well, e.g., putting-on hat, wearing scarf and 
glasses. Each face was acquired in 5 different face-views, 
which are: 
View 1: Straight, Frontal 
View 2: Straight, Right-sided 
View 3: Straight, Left-sided 
View 4: Right-tilted, Frontal 
View 5: Left-tilted, Frontal 
 
The degree of the face which was sided to the right and 
left was limited since a significant degree would make the 
inner-canthus unseen. The degree of the face which was 
tilted to the right and left was limited since a significant 
degree was uncommon to happen. 
B. The algorithm of Inner-Canthus Localization in Various 
Face-View 
The image processing steps of the developed algorithm 
are shown on Fig.2. The main idea of the algorithm was to 
found the straight view of various face-view. The straight 
view was important since eyes and inner-canthus would be 
easily located using a facial proportion of normal face. The 
algorithm first segment the face from the background based 
on knowledge of face. It then calculated the degree of face’s 
tilted-angle which is necessarily required to rotate the face 
into straight view. 
 
 
Fig. 2  Flowchart of Algorithm 
 
1)  Face Segmentation:  for face segmentation from the 
background, two criteria of adult’s face were used: (1) 
Temperature threshold of above 34⁰C, (2) Minimum area of 
647.9 cm2. Both criteria were based on knowledge of faces. 
• Temperature Threshold > 34⁰C. 
The first segmentation utilized simple Thresholding 
method that would assign binary number into an 
image. The algorithm used face temperature as a 
threshold to segment a face from non-face. The face 
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usually falls in the temperature range of above 34⁰C 
since the thermal images were taken in the 
temperature range of 24⁰C - 39⁰C which equals to 0-
255 grayscale intensity. Hence the temperature 
threshold used was 170. Fig. 3(a) shows the original 
image acquired while Fig. 3(b) shows the 
segmentation result based on temperature threshold. 
 
 
 
Fig. 3  Face Segmentation Based on Temperature; (a) Original Image,        
(b) Segmented face based on Temperature 
 
• Area Threshold > 647.9 cm2. 
The minimum size of adult’s head was 13.3 cm width 
and 15.5 cm height [19]. Since the human head is an 
oval shape, hence the area was found to be 647.9 cm2. 
This area was then converted in pixel size using the 
fact that pixel to actual ratio is 1:2. Henceforth, the 
minimum area of the face was 2620 pixel. Each 
connected components in the detected face based on 
the first criteria (as shown in Fig. 3(b)), which are less 
than 2620 pixel were then eliminated. Fig. 4(a) shows 
the original image, while Fig. 4(b) shows the 
segmented face based on temperature threshold and 
area threshold criteria.  
 
Fig. 4  Face Segmentation Based on Area; (a) Original Image, (b) 
Segmented Face based on Area 
 
2)  Determining Face Tilted-Angle:  Tilted-angle of faces 
needs to be calculated in order to determine whether the face 
was tilted or straight. This straight view is essential since the 
facial proportion used to determine the eye location was 
based on the proportion of straight face. The tilted-angle was 
determined based on the gradient of vertical middle-points’ 
trend line. This method is proposed to be simple without 
detecting facial features beforehand. The steps for 
determining the angel are listed below: 
• Lists coordinates of most-top and the most-bottom 
edge of the segmented face 
• Calculate coordinates of middle-point  between 
those most-top and most-bottom coordinates 
• Operate polynomial fitting of second order to attain 
gradient, , of trend-line for the vertical middle point 
using Equation (1) where  is the number of middle-
point coordinates. 
 
             (1) 
 
• The tilted-angle was then defined using Equation (2). 
 
                                         (2) 
 
Fig. 5(a) shows the segmented face while Fig. 5 (b) show 
the face orientation found. The middle-points coordinates are 
shown as a dot, and the trend-line is shown as a line. 
 
Fig. 5  Determining Tilted-Angle; (a) Segmented Face, (b) Trend-line of 
face orientation 
3)  Rotating Face into Straight-View:  The tilted-angle 
found was then used to rotate the segmented faces into 
straight view. The rotation used the opposite direction from 
the tilted-angle using Equation (3). The negative sign would 
rotate the segmented face in exact opposite angle 
counterclockwise if the gradient were positive and clockwise 
if the gradient was negative to result in 0° angle of the face 
(straight view). Fig. 6(b) shows the rotating result into a 
straight view of the original image in Fig. 6(a). 
 
                              (3) 
 
 
Fig. 6  Rotating Face; (a) Original Image, (b) Rotated Face into Straight 
View 
 
4)  Eye Localization:  Inner-canthus show the highest 
temperature in the face. Nevertheless, the highest 
temperature was not only found in inner-canthus. Several 
spots in the face such forehead, nose-tip and mouth-tip in 
several faces show the highest temperature as well. Fig. 7 
shows several spots in the face that has high temperature 
shown as an asterisk (*). 
 
Fig. 7 The highest temperature appears in inner-canthus and nose-tip 
(a) (b) 
(a) (b) 
(a) 
(b) 
(a) (b) 
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Since several spots in the face have the highest 
temperature similar to inner-canthus, directly assigning the 
highest intensity as inner-canthus could lead to false 
detection. An eye localization is required to narrow the 
searching area where the highest temperature only appears in 
inner-canthus. 
Once the face is rotated into straight-view, the eye 
location was found based on the facial proportion of straight 
face. The face-box was determined beforehand based on 
facial proportion as well. 
• Face-Box Determination: Face Box is a frame that 
was based on the human facial proportion of 
height/width which is 1.6 [20]. The first edge 
determined was left and right edge. These vertical 
edges were calculated as the most-left vertical 
coordinate for left-edge and most-right vertical 
coordinate for right-edge. The face width was the 
distance between left-edge and right-edge. The top-
edge was determined as the most-top horizontal 
coordinate. The bottom-edge was determined based on 
facial proportion where it was 1.6 of face width from 
the top edge. Fig. 8 shows the detected Face-box 
which is shown as the black rectangle that binds and 
crops the segmented face.  
 
 
Fig. 8  Face-Box 
 
• Eye-Frame Determination: Once the face-box was 
found, the eye location was determined based on facial 
proportion where it located in the border between the 
first and second upper one-third of face height [12]. 
The eye frame was then decided to be located within ± 
0.5 from the border. Eye-frame detected as shown in 
Fig. 9 as a box. 
5)  Inner-Canthus Localization:  Based on the theory, 
inner-canthus was the highest temperature in the inner corner 
of the eye. This fact was used in the algorithm to determine 
the inner-canthus location as coordinate/s of the highest 
intensity in the eye-frame. This method is simple since no 
template was required. Fig. 9 shows the eye-frame (box) and 
inner-canthus location (asterisk,*). In Fig. 9, the inner-
canthus appears as blob-like since more than one pixels were 
indicated to having the highest intensity. 
 
Fig. 9  Eye-Frame (box) and Inner-Canthus Location (asterisk,*) 
III. RESULT AND DISCUSSION 
The algorithm was tested in 15 images from 3 people 
acting 5 different face-views. The Thresholding method 
which was based on temperature was an accurate and 
straightforward way to detect a face. Chest area had a similar 
temperature to the face, but since it was mostly covered in 
public by clothes, the infrared radiation is reduced to travel 
through. The chest area appeared to have lower intensity in 
the thermal image compare to face. The temperature in the 
face was also distinctive in the public environment as it 
appears brighter due to the high temperature of the human 
body. Human also has homeostatic regulation that keeps its 
temperature within a specific range, hence faces in non-
extreme condition would still be detected using the defined 
temperature threshold. 
Face area as second criteria was able to detect a face from 
area candidates that fall within the defined range of 
temperature. It eliminated some part of the chest that was 
false-segmented in the binary image. Human’s 
anthropometry is standard for every normal head. Hence it 
was accurate to detect a face using the simple calculation of 
the area. 
The algorithm accuracy deeply depended on the face-
rotation process. The gradient which was found using the 
polynomial fitting of second order was able to determine 
head-orientation as shown in Fig. 10. During pose 1, 2 and 
three which is shown in the three upper part of Fig. 10, the 
gradient of trend-line was little meaning it was in straight-
position which was accurate since the face was not tilted. 
While for the two lower images in Fig. 10, both faces were 
tilted at a certain degree, and it can be seen that the gradient 
of trend-line is high. The trend line also showed head-
orientation of different tilted-angle.  
 
 
  
Fig. 10  Trend-line in various face-view 
 
Figure 10 above shows that the face-rotation algorithm 
was also affected by the presence of neck. It is an exposed 
body part as well. Hence it fell within the range of 
temperature in the segmentation process and was considered 
as a face. The trend-line in face-view 1 (top, left-most in Fig. 
10) is slightly tilted since the middle-points in the center 
were calculated between the top of head and bottom of the 
neck. The result of face-rotation for face-view 1 in Figure 10 
is shown in Figure 11. The result is the head was slightly 
rotated. 
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Fig. 11  Face-rotation for face-view 1, straight and frontal; (a) Original 
Image, (b) Rotated Face 
 
The face-rotation process was specially designed for face-
view 4 and five which were tilted head. The rotation used a 
negative value of the tilted-angle to rotate the face into 
straight view. The result for all pose 4 and five from 3 test 
people are shown in Fig. 12. Each row in Fig 12 is the result 
of a person where left-images are for left-tilted, and right-
images are for right-tilted. Each image is a pair of original 
image and its rotation result. The rotation was able to rotate 
tilted-face into straight position as shown in Fig.12. 
 
 
 
 
 
Fig. 12  Result of Face Rotation for Pose 4 and Pose 5 
 
The facial proportion helped the algorithm to determine 
face-box and eye-frame in a simple calculation. The result of 
detected face-box and eye-frame from 15 images is shown in 
Fig. 13 in every right side of its original images. Fig. 13 also 
shows the result of eye-frame which is indicated as a 
rectangle and inner-canthus which is indicated as an asterisk 
(*). 
The face-box determination was based on the golden ratio 
of 1.6. The ratio was primarily used to determine the height 
of the face and cropped the lower part of the segmented 
image to eliminate neck area. In Fig. 13, all face-box still has 
neck area included. Ears are also shown in several face-box. 
The lower ratio could be implemented to eliminate the non-
face area. Other statistical parameters could also be used 
instead of the out-most coordinate to be assigned as the edge 
of the face’s bounding-box. 
Accuracy for eye-frame and inner-canthus of all 15 
images is listed in Table 1. Result for localization from the 
algorithm was compared to manual. The accuracy for eye-
frame detection was 80%, while inner-canthus detection was 
100%. In Image ID 2c, 2d, and 2e, only lower part of eyes 
were detected within eye-frame. The condition was affected 
by the presence of a neck in the fare-box. Face-height was 
longer than it should be. Hence eye-frame position in some 
images was descended. 
 
TABLE I 
THE ACCURACY OF EYE-FRAME AND INNER-CANTHUS LOCALIZATION 
ID Detection Result 
Eye-Frame Inner-Canthus 
1a 1 1 
1b 1 1 
1c 1 1 
1d 1 1 
1e 1 1 
2a 1 1 
2b 1 1 
2c 0 1 
2d 0 1 
2e 0 1 
3a 1 1 
3b 1 1 
3c 1 1 
3d 1 1 
3e 1 1 
Accuracy 80% 100% 
• 1 = accurate location, 0 = false location 
 
 
 
(a) (b) 
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Fig. 13  Result of Face-box, Eye-frame, and Inner-canthus of Test Images 
 
Eye-frame was low in some images, inner-canthus 
localization still results in an accuracy of 100%. This is due 
to the location of inner-canthus which is in the inner-tip of 
an eye. The tip is in the middle compared to eye-height. 
Hence it was still located accurately. Locating inner-canthus 
by searching maximum intensity within eye-frame was then 
accurate. There was no other spot in the eye-frame which 
has the highest intensity except the inner-canthus. Moreover, 
this localization process requires an only a simple method by 
searching the maximum intensity within the eye-frame in 
Image ID 1b, 1e, 2a, 2b, and 3d, inner-canthus appear in 
more than one pixel. It appears as a blob-like region in inner-
canthus location. 
The algorithm has accurately detected inner-canthus. 
Nevertheless, mostly only one inner-canthus of eyes were 
detected. Left and a right eye appeared to have a slightly 
different temperature. Since only the maximum intensity was 
assigned as inner-canthus, both inner canthus in most images 
were not detected. For temperature measurement, this one 
detected inner-canthus is sufficient to represent the 
temperature of the human body. The measurement chooses 
the highest temperature between both inner-canthus.  
For inner-canthus detection purpose, the highest 
temperature as main criteria could be expanded not to only 
its maximum value but several high temperatures. Thus 
other inner-canthus which have lower intensity could still be 
detected. 
IV. CONCLUSIONS 
In this paper, an algorithm to locate inner-canthus has 
been developed. The localization process was based on two 
knowledge where eyes are in a particular location of face 
height based on facial proportion, and inner-canthus has the 
highest temperature that was implemented using simple 
calculation. This paper also has proposed gradient of trend 
line from vertical middle-points to determine face-
orientation. Further study should include facial challenges 
3a 
1d 
1b 1a 
2a 
3a 
3d 
2b 2c 
2e 2d 
3e 
3c 
3a 
3b 
1e 
1c 
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such as head accessories and another heat-source in the 
background to result in more adaptive non-contact 
measurement algorithm of human body temperature. 
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