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The gravitational-wave signal from the merger of two neutron stars cannot be easily differentiated
from the signal produced by a comparable-mass mixed binary of a neutron star and a black hole.
Indeed, both binary types can account for the gravitational-wave signal GW170817 even if its
electromagnetic counterpart emission is taken into account. The existence of low-mass black holes
(< 5M) is astrophysically disfavored. However, such back holes could be of primordial origin
or the outcome of interactions between neutron stars and dark matter. We propose a method to
identify mixed binaries of neutron stars merging with low-mass black holes using gravitational-waves
alone. This method is based on the fact that certain neutron star properties that can be measured
with gravitational-waves are common or similar for all neutron stars. For example all neutron stars
share the same equation of state and if the latter is hadronic, neutron stars have similar radii. If a
mixed binary is misidentified as a neutron star binary, the inferred neutron star properties will be
misestimated and appear as outliers in a population of low-mass binaries. We show that as few as
a handful of low-mass events will allow for the identification of the type of one event at the 80%
confidence level. We model the population of low-mass binaries with a hierarchical mixture model
and show that we can constrain the existence of mixed binaries or measure their abundance relative
to neutron star binaries to ∼ 0.1 at the 68% credible level with 100 events. This method requires
neither information from the post-inspiral phase of the binary, nor an EM counterpart.
INTRODUCTION
The gravitational-wave (GW) event GW170817 de-
tected by Advanced LIGO [1] and Virgo [2] is consistent
with the merger of two neutron stars (BNS) [3]. Although
the GW data place a lower limit on the compactness of
the two coalescing bodies, objects more compact than
neutron stars (NSs) are not ruled out [4]. Arriving after
the GW signal, the electromagnetic (EM) counterparts
GRB170817A [5] and kilonova AT 2017gfo, e.g. [6, 7],
imply the presense of at least one NS in the binary. How-
ever, we still can not exclude the possibility of GW170817
as a merger of a NS and a black hole (NSBH) [4, 8, 9].
The existence of low-mass (< 5M) BHs is under de-
bate. Scenarios for the production of low-mass BHs in-
clude primordial density fluctuations [10], slow supernova
explosions [11], mergers of NSs [12], and interactions of
dark matter and NSs [13]. X-ray binaries suggest a lack
of BHs with mass below 5M [14–16], but the origin of
this mass gap between BHs and NSs is not fully under-
stood [11, 17]. Low-mass binary mergers can potentially
help study the mass distribution [18], but probing the ex-
istence of objects in the mass gap is challenging [19, 20].
As already noted in [3], though, constraining the com-
ponent masses in ∼ (0.5 − 2)M does not definitively
prove the type of the binary. For that we also need
to detect (or rule out) tidal interactions in the binary
with GWs, quantified through the NS tidal deformabili-
ties [21, 22]. The individual tidal parameter of each star
is difficult to measure; instead constraints are placed on
a combination of masses and tidal deformabilities, Λ˜ [23].
GW170817 data place a lower limit on Λ˜ subject to the
assumption of small spins [4]; the data are nonetheless
consistent with a highly spinning BH binary. At the same
time, a nonzero Λ˜ only suggests the presence of one NS,
still allowing for the NSBH scenario. Further analysis
of the EM counterpart remains inconclusive and cannot
rule out the NSBH scenario [8, 9]. Similar analyses for
near-future detections are subject to the availability and
interpretation of an EM counterpart, while post-merger
information [24–26] or evidence for disruption [27] will
likely be buried in detector noise.
The misidentification of a low-mass NSBH for a BNS
can have dire consequences for our ability to accurately
measure the radius of NSs with GWs. Indeed analysis of
a NSBH assuming it is a BNS underestimates the true
radius [28]. The amount of bias depends on the mass of
the BH as the tidal deformability is a steeply decreasing
function of the mass. Misidentifying a ∼ 2M BH for
a NS induces a negligible error, while misidentifying a
∼ 1M BH can lead to a radius error of multiple km.
We present a method to distinguish between BNSs and
low-mass NSBHs using their GW signals alone. We take
advantage of the inferred radius bias that is incurred for
NSBHs and the fact that NS radii are almost constant for
hadronic equations of state (EoSs). A population of low-
mass binaries of mostly BNSs and a few NSBHs will lead
to inferred radii that are either approximately common
(the BNSs) or outliers (the NSBHs). We show that BNSs
and NSBHs can be identified within such a mixed popu-
lation based on their inferred radii with high confidence,
allowing us to estimate the rate of low-mass NSBHs and
achieve an unbiased measurement of NS radii.
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2METHOD AND RESULTS
Consider a low-mass binary with estimated component
masses in the range (0.5, 2)M, consistent with known
NS masses and GW170817 [3, 4, 29]. In this mass range
and for hadronic EoSs that can support at least 2M
NSs [30], the NS radius is expected to be constant to
within a few hundred meters [31]. If the system is a BNS,
then we can infer this almost-common radius, but for a
misidentified NSBH any radius estimate will be biased.
To quantify the bias we assume that the first binary
component is a NS (the presence of which can be con-
firmed by detection of an EM counterpart or tidal ef-
fects) with mass m1 and tidal deformability Λ1, while
the second component could be either a NS or a BH with
mass m2 and tidal deformability Λ2 (Λ2 = 0 for BHs).
In either scenario, the leading order tidal effects will be
encoded in the GW phase through
Λ˜ ≡ 16
13
(m1 + 12m2)m
4
1Λ1 + (m2 + 12m1)m
4
2Λ2
(m1 +m2)5
. (1)
A GW analysis estimates Λ˜est = Λ˜ if the source is a BNS,
or Λ˜est = Λ˜(Λ2 = 0) if it is a NSBH and an error.
The NS radius is then inferred from Λ˜est with use of two
relations that do not sensitively depend on the EoS. The
first relates the NS compactness to the tidal deformability
C = C(Λ), and can be used to obtain the radius from the
tidal deformability and the mass, R = m/C(Λ) [32, 33].
This relation holds for any NS, regardless of whether it
is part of a NSBH or a BNS. The second relation ap-
plies to BNSs only and it relates the individual tidal de-
formabilities of the two binary components given their
mass ratio Λa = Λa(Λs, q), where Λa = (Λ2 − Λ1)/2,
Λs = (Λ2 + Λ1)/2, and q = m2/m1 [34, 35].
Working under the assumption that the binary is a
BNS (a common assumption for GW170817), we use the
two EoS-insensitive relations to obtain RBNS (RNSBH), the
radius estimate if the signal is emitted by a BNS (NSBH).
The former is close to the correct NS radius RNS, while
the latter is biased. The difference between the two de-
pends on RNS and the masses of the stars
RBNS −RNSBH ≡ ∆R(RNS,m1,m2) > 0, (2)
and it is plotted in Fig. 1 of [28]. The difference is
smaller for larger m2: the tidal deformability is a steeply
decreasing function of the mass and almost negligible for
a 2M NS. Misinterpreting a heavy BH for a NS induces
almost negligible error in the radius estimate, but NSBHs
with 1M BH result in a heavily biased radius estimate.
Simulation of a population
Now consider a population of N low-mass binaries
comprised mostly of BNSs, but possibly contaminated by
a few NSBHs. Information from the BNSs will result in
an unbiased estimate of the true NS radius RNS, while the
corresponding radius estimate from the NSBHs will be bi-
ased by ∆R(RNS,m1,m2). To simulate such a population
we assume that the signal-to-noise ratio (SNR), ρ, of each
event follows the power-law distribution 3ρth/ρ
4 [36, 37],
where ρth ≡ 12 is the network SNR detection threshold.
This SNR distribution is a reasonable choice since the
(0.5 − 2)M detectable binaries will be relatively local
(redshift less than 0.1) with current GW detectors [38].
We draw NS and BH masses from a uniform distribu-
tion in (0.5, 2)M and set all NS radii to RNS = 12km,
consistent with the median radius measurement of [29].
The inferred radius for each event i has a standard devi-
ation σRi which is set to ∼0.75km at ρ = 33, consistent
with GW170817 [29] and scales inversely with the SNR
of the event. The likelihoood for the inferred radius of
each event is then approximated with a normal distri-
bution centered at Ri + N (0, σRi) and with a standard
deviation σRi , where Ri = RNS if the event is a BNS, or
Ri = RNS−∆R(RNS,m1i,m2i) if it is a NSBH. The addi-
tional scatter in the mean of the likelihood is caused by
the random instance of detector noise. We approximate
the likelihood for the component masses similarly, assum-
ing a standard deviation of σmi = 0.1M at ρ = 33 [29].
Special Event Analysis
Given the above population and corresponding radius
measurements we first study whether we can determine
the nature of individual events. Our method is based on
the fact that the inferred radii from the BNSs will be
consistent with RNS, while the NSBHs result in a biased
radius whose value depends on the component masses.
We divide the N detections into two groups: a special
event whose type we want to determine and the remain-
ing N−1 detections. We compute the Bayes Factor (BF)
that the special event is a BNS compared to a NSBH
BF =
∫
p(R′|HBNS)Ls(d|R′) dR′∫
p(R′|HNSBH)Ls(d|R′) dR′
, (3)
where Ls(d|R′) is the radius likelihood for the spe-
cial event given the GW data d and p(R′|HBNS) or
p(R′|HNSBH) is the prior assuming the event is a BNS
or NSBH respectively. If BF > 1(< 1), the GW data are
more consistent with the event being a BNS (NSBH).
The radius likelihood for the special event is computed
as detailed above, while the priors are computed by mak-
ing use of the remaining N − 1 events. We multiply the
radius likelihoods for the N − 1 detections and obtain
the combined likelihood f(d|R). Assuming a low ratio of
NSBHs to BNSs, or equivalently that the N − 1 events
are mostly BNSs, f(d|R) will be consistent with RNS.
3Assuming a flat prior on the radius, the appropriately-
normalized combined likelihood can be interpreted as the
prior probability on the radius for a BNS event not be-
longing in the N − 1 detections, for example our spe-
cial event: p(R|HBNS) = f(d|R). If the special event is
a NSBH, then the prior can be computed again using
f(d|R) and shifting it by the expected radius bias
p(R|HNSBH) =
∫
ps(m1,m2|d)× (4)
f(d|R+ ∆R(R,m1,m2)) dm1 dm2,
where ps(m1,m2|d) is the posterior of the two component
masses of the special event.
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FIG. 1. Probability of correct identification of the highest-
SNR event as a function of the number of detections. Thick
dashed lines correspond to a rate ratio of NSBHs to BNSs of
A = 20%. The blue/red line is the probability of correct iden-
tification of a BNS/NSBH if the event is truly a BNS/NSBH.
The black line is the probability regardless of the event type.
The grey lines are similar to the black line, but with the NSBH
and BNS rate ratio of 1%, 10%, and 50% (light to dark grey).
We apply this method to simulated events. We con-
sider 1500 populations, compute the BF for each special
event, and from those the probability of correct identifi-
cation. We find that we can correctly identify the binary
type if the special event is selected wisely. In Fig. 1 we
consider the highest-SNR event as this event would have
small uncertainty in radius and mass. We find that the
highest-SNR event is correctly identified 80% of the time
after ∼ 5 events if 20% of them are NSBHs. The over-
all probability of correct identification reaches 90% after
∼ 40 events. For larger ratios of NSBHs to BNSs, the NS
radius prior might not represent the true radius. Such
a biased measurement lowers the probability of correct
identification. However, even if half the events are NS-
BHs, the probability of correctly classifying the highest-
SNR event is ∼ 70% after about 10 detections.
Another possibility for the special event is the event
with the largest/smallest inferred radius; recall that NS-
BHs underestimate the radius. Indeed we find that the
event with the largest radius is classified correctly in 90%
of our populations after a handful of events. The event
with the smallest radius, though, is not a good candidate;
noise fluctuations can result in a BNS having the smallest
inferred radius, increasing the risk of a misidentification.
Hierarchical Mixture Model
Besides treating each event individually, we also em-
ploy a hierarchical approach [39] to measure the ratio of
NSBHs to BNSs in a population and infer the NS ra-
dius. The inferred radii follow a common underlying dis-
tribution which we model with a mixture model with two
gaussian components and the likelihood
L ∼ (1−A)N (R1, α1) +AN (R2, α2). (5)
The first gaussian component models the BNSs with a
common radius R1, while the second gaussian component
models the NSBHs. We use a prior on R1 that is uniform
in [10 − 14] km; for R2 we use a uniform prior in [R1 −
10, R1−3] since the inferred radii from NSBHs are smaller
than the corresponding radii from BNSs. The parameter
A is the ratio of NSBHs to BNSs so we use a uniform
prior in [0, 1]. We assume that the rate ratio does not
evolve with redshift, a reasonable assumption for low-
mass binaries detected by second generation detectors.
The scatter α1 in the radii of the BNSs is caused by
the detector noise realization. To find a suitable prior
for α1 we analyze BNS-only populations and find that
the posterior for α1 can be approximated by a lognormal
distribution with a mean of 0.8/
√
N km and a standard
deviation of 1 km. The scatter in the NSBH radii α2 is
a combination of detector noise and the fact that the in-
ferred radius from NSBHs depends on the bodies’ masses.
For lack of knowledge of the NSBH mass distribution we
simply use a wide prior for α2: a lognormal distribution
with a mean of
√
3 km and a standard deviation of 1 km.
We have verified that all prior bounds do not affect the
resulting posteriors, with the obvious exception of A.
We simulate populations of low-mass detections that
are potentially contaminated by NSBHs and compute the
posterior of the 5 parameters of the hierarchical mixture
model, Eq. (5). This method can correct the bias in
the NS radius estimate even if the population includes
NSBHs as we show in Fig. 2 which plots the posterior for
R1 with and without (setting A = 0) the mixture model
for different values of the ratio of NSBHs to BNSs. In all
cases the mixture model is able to separate the detected
events well-enough into BNSs and outliers such that it
leads to a correct estimate of the true BNS radius.
Besides a corrected measurement of the NS radius, we
also obtain an estimate for A, the ratio of NSBHs to
BNSs. In Fig. 3 we plot credible intervals for A as a
function of the number of events, averaged over 200 pop-
ulations. We find that if no low-mass NSBHs exist we
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FIG. 2. Radius posterior density with the hierarchical mix-
ture model (solid) lines for different ratios of NSBHs to BNSs
and a population of 100 detections. In dashed we show the
result of assuming the population contains only BNS, i.e. set-
ting A = 0 in Eq. (5). The vertical line is the true radius.
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FIG. 3. Credible interval for A, the ratio of NSBHs to BNSs,
as a function of the number of detections averaged over many
populations for different simulated values of A. The green
shaded region shows the 90% upper limit on A for a BNS-only
population, while the orange, blue, and pink regions show the
68% credible interval for A when the ratio of NSBHs to BNSs
is 0.1, 0.2, and 0.3 respectively (dashed horizontal lines).
put an upper limit on their relative abundance of 3% at
the 90% level with 100 detections. If, on the other hand,
low-mass NSBHs do exist we can constrain their abun-
dance to within 0.16(0.11)[0.08] at the 68% level with 100
detections if the true ratio is 0.3(0.2)[0.1].
DISCUSSION
We present a method to identify NSBHs in a popu-
lation of low-mass events, measure their relative abun-
dance, and measure the NS radius. We find that we can
correctly classify the loudest events with only a handful
of detections and measure the ratio of NSBHs to BNSs
with a few dozens of events. In fact, the merger rate of
(1, 2)M binaries inferred by LIGO-Virgo is 110 − 3840
Gpc−3yr−1 [40]. This applies to any merger in this mass
range, be it a BNS or a NSBH, suggesting a few to many
tens of relevant detections in the upcoming observing
runs [38]. We therefore expect the identification of a BNS
or a NSBH with GWs alone in the near future and a mea-
surement of their rate ratio with a few years of data. We
emphasize that we do not use information from the post-
inspiral phase of the binary, or rely on EM counterparts
to the mergers.
Our approach treats NSBHs as outliers in a population
so its performance is degraded if the fraction of NSBHs
is high. However, we show that the probability of correct
identification of the event with the largest SNR reaches
70% after 10 detections even if 50% of the low-mass merg-
ers are NSBHs. Similarly, we find that our ratio posteri-
ors in Fig. 3 are systematically shifted to lower values of
A as A increases. Despite that, we can recover the rate
ratio at the 1σ level for a ratio up to at least 30%.
For our simulations we assumed a true NS radius of
12 km. A stiffer EoS, a heavier BH, or a lighter NS will
lead to a larger bias in the measured NS radius [28] and
make classification easier. We also assume that the NS
and BH masses are distributed uniformly in (0.5, 2)M.
If the NS mass distribution instead favors heavy stars
while most BHs are lighter, both classification and the
ratio measurement will improve. We expect the contrary
if low-mass BHs have masses around 2M.
One caveat is that our analysis is formulated in terms
of the NS radius and the assumption that it is approxi-
mately constant for all BNSs, at least to within statistical
errors. This is reasonable for hadronic EoSs, but it is not
expected to hold for EoSs with phase transitions to quark
matter [41]. We do not consider this a limitation as our
analysis can also be formulated in terms of a quantity
that it truly universal for all NSs: the EoS itself. In fact,
the radius is correlated with the pressure at twice the
nuclear density [31], suggesting that our arguments can
be applied to the EoS directly. Specifically, a population
of BNSs will yield an ever-improving measurement of the
common EoS, while a misidentified NSBH will result in
an EoS that is different than the population.
Other systematic errors in the analysis might affect the
inferred radius itself. We test this by artificially widening
the radius likelihood by 500m, and find that the proba-
bility of correct identification is reduced by just ∼ 5%.
In reality, Ref. [4] argued that systematic errors are small
even for a loud event like GW170817 and they are likely
to remain smaller than statistical errors until we detect
a signal with an SNR of about 100 [42].
As a final note, seeking outliers in a population can
also be used to identify exotic systems, such as binaries
with at least one quark star, or hybrid binaries where one
(or both) stars have undergone a phase transition.
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