Propriétés des moments des coefficients de régression dans        un modèle de régression linéaire avec erreurs autocorrelées by Truong, Thuan V.
Érudit est un consortium interuniversitaire sans but lucratif composé de l'Université de Montréal, l'Université Laval et l'Université du Québec à
Montréal. Il a pour mission la promotion et la valorisation de la recherche. Érudit offre des services d'édition numérique de documents
scientifiques depuis 1998.
Pour communiquer avec les responsables d'Érudit : info@erudit.org 
Compte rendu
 












Note : les règles d'écriture des références bibliographiques peuvent varier selon les différents domaines du savoir.
Ce document est protégé par la loi sur le droit d'auteur. L'utilisation des services d'Érudit (y compris la reproduction) est assujettie à sa politique
d'utilisation que vous pouvez consulter à l'URI https://apropos.erudit.org/fr/usagers/politique-dutilisation/
Document téléchargé le 12 février 2017 02:54
426 L'ACTUALITÉ ÉCONOMIQUE 
Propriétés des moments des coefficients de régression dans un modèle de régression 
linéaire avec erreurs autocorrelées 
Thuan V. TRUONG, Université Laval 
Un des problèmes les plus fréquents en économétrie appliquée est 
celui où les erreurs sont autocorrelées. Dans la présente étude, il s'agit 
du cas le plus simple communément appelé le cas autorégressif du 
1er ordre. Quatre techniques d'estimation sont considérées, à savoir la 
méthode des moindres-carrés, la méthode de Cochrane et Orcutt, la 
méthode de Prais et Winsten et la méthode de Durbin. Pour chacune 
de ces méthodes, les moments du premier et du second ordres des 
estimateurs des coefficients de régression sont dérivés. La dérivation 
est immédiate avec la méthode des moindres carrés. Pour les autres 
méthodes, conditionnés par l'estimateur du coefficient d'autorégres-
sion, les estimateurs des coefficients de régression dépendent linéaire-
ment des observations. Leur variance est la somme des deux termes 
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dont l'un est fini et dont l'autre est simplement la valeur moyenne des 
variances conditionnelles, la valeur moyenne étant prise par rapport à 
la fonction de distribution de l'estimateur du coefficient d'auto régres-
sion. La présente étude fournit la démonstration de la continuité ou de 
la discontinuité des variances conditionnelles des estimateurs des 
coefficients de régression pour chaque méthode d'estimation con-
sidérée. 
