The problem of time is studied in a toy model for quantum gravity: Barbour and Bertotti's timeless formulation of non-relativistic mechanics simplified to the case where space is still absolute but time is relational. We quantize this timeless theory using path integrals and compare it to the path integral quantization of parameterized Newtonian mechanics, which contains absolute time. In general, we find that the solutions to the timeless theory are energy eigenstates, as predicted by the usual canonical quantization. Nevertheless, the path integral formalism brings new insight as it allows us to precisely determine the difference between the theory with and without time. This difference is found to lie in the form of the constraints imposed on the gauge fixing functions by the boundary conditions. In the stationary phase approximation, the constraints of both theories are equivalent. This suggests that a notion of time can emerge in systems for which the stationary phase approximation is either good or exact.
Introduction
Central to the difficulties of quantizing General Relativity is the apparent "disappearance of time" which one encounters during canonical quantization. This is related to the fact that the Hamiltonian is proportional to a constraint and, as a result, the solutions of the Wheeler-DeWitt equation [1] H GR |Ψ = 0 (1.1)
are energy eigenstates. The Hamiltonian, not containing any operator conjugate to time, implies no time evolution for |Ψ leaving the wavefunction frozen in time. Despite this, it is commonly believed that time may still be emergent from a theory of quantum gravity. However, to date, there has been no definitive mechanism to realize this emergence.
In this paper, we propose to study a much simpler theory than General Relativity but one that contains many of the same difficulties associated with time. This theory, I will call JacobiBarbour-Bertotti (JBB) theory because its action was first written down by Jacobi, who considered the theory in the context of absolute time 1 , and because much later Barbour and Bertotti [3] realized that Jacobi's action could be used to define a convenient notion of relational time. We will consider Jacobi's action but interpret time relationally following Barbour and Bertotti. It should be noted that JBB is a simplified version of Barbour-Bertotti (BB) theory [4, 5, 6, 7, 8] in which both time and space are relational. Here we treat only the temporally relational case since we are interested specifically in the problem of time. The JBB Hamiltonian, as we will see, is proportional to a constraint and is independent of any operator canonically conjugate to time. As a result, the canonical quantization of the theory produces energy eigenstate solutions frozen in time. We thus have a theory where, classically, a notion of time is seen to emerge but, quantum mechanically, this notion of time disappears. For other approaches where BB theory has been used to study the problem of time in quantum gravity, see [9, 10, 5, 11, 12] . Unfortunately, the canonical quantization gives us little more information than this to understand what has happened. Other treatments of the canonical formulation of BB theory include [13, 14, 15, 16] . For this reason, we find it useful to study the path integral quantization of JBB theory. Here, because we must sum over all histories, we will see that it is difficult to define a reasonable notion of time off-shell and we will also see how it will still be possible to recover Barbour and Bertotti's ephemeris time [4, 3] in the stationary phase approximation. The hope would be that, through the path integral formalism, it may be possible to identify a mechanism, either directly or through some approximations or special considerations, from which time might be seen to emerge, as is the hope in General Relativity, for quantum subsystems of the universe. If this is possible in such a simple theory where we understand what the final answer should look like, we may gain hints as to how this might be possible for the theory of gravity.
Hamiltonian Formulation
Before getting started on the quantization of JBB theory we should start by reviewing the classical theory and state some general properties. We will also write down results for Parameterized Newtonian Mechanics (PNM) since, as we will see, this theory is deeply connected to JBB theory.
Jacobi's Principle and the Timeless Mechanics of Barbour and Bertotti

Action and Equations of Motion
JBB theory is defined by the action:
where
is the kinetic energy of an N particle system, V (q i j (λ)) is the potential energy (that does not depend explicitly on λ) and E is the constant part of V and can be understood as the total energy of the system. The index i ranges from 1 to d while j ranges from 1 to N . In this paper we will only consider the case N = 1 for the sake of compact notation but it is trivial to extend the analysis to the more general case. As can be readily checked, the action (2.1) is invariant under reparameterizations of λ and, as such, its apparent dependence on λ is artificial. Thus, S JBB is independent of anything that one could call a time parameter. It does, however, depend on the gauge invariant image q i (Λ) of all histories defined as the projection of all possible parameterized histories q i (λ) onto configuration space.
The classical equations of motion are straightforward to compute. A variation with respect to q i (λ) gives:
where η ij is the 3 dimensional identity matrix. We can then define the reparamaterization invariant quantity
first referred to as ephemeris time by Barbour and Bertotti [4, 3] in analogy to the operational definitions of time first adopted by astronomers [17] . In terms of this quantity, the equations of motion reduce to Newton's equations
From the perspective of JBB theory, we start with an action that depends only on the image q(Λ) representing the relative positions of particles in the universe. After writing down the classical equations of motion, we find it convenient to define an invariant quantity called time to describe how the q i j 's change relative to each other. In the end, we recover equations of motion equivalent to those of Newton's theory, for a fixed energy E, in terms of this invariant quantity. However, in this theory it is not necessary to define an absolute Newtonian time: the time emerges as a convenient tool for keeping track of the relative positions of particles in a system.
Hamiltonian Formulation
To move to the quantum theory we must first write down the Hamiltonian formulation of Eq. (2.1). To this end, we define the canonical momenta
With this definition, it is easy to see that the canonical Hamiltonian given by
is identically zero. Because Eq. (2.5) is in terms of the quantityq i |q i | , the map fromq i to p i is infinity to one. This ambiguity is expressed by the first class primary constraint
which generates a constraint surface on phase space. To enforce this constraint, the total Hamiltonian is given by adding H times a Lagrange multiplier N (λ) to the canonical Hamiltonian
As is the case of any reparameterization invariant theory, the total Hamiltonian is proportional to a constraint. Next, we define the fundamental Poisson Brackets
which we use to compute Hamilton's equations of motioṅ
The presence of the first class constraint H indicates that JBB theory is a gauge theory. Fixing a gauge in the classical theory amounts to choosing a function N (λ). However, in Sec. (3) we will show that, in parameterized theories, gauge-equivalent histories are generated only when H acts at every point in the history. Because of this, the path integral quantization will be similar to a (0 + 1) dimension field theory in the way the Faddeev-Popov determinant is calculated. Before getting to this point, we will first review the related theory of PNM and compute its Hamiltonian.
Parameterized Newtonian Mechanics (PNM)
Action and Equations of Motion
The reparameterization invariant action of PNM
is defined on extended configuration space where q 0 is treated as an independent configuration space variable. Classically (and quantum mechanically as we will see), q 0 will become the Newtonian absolute time. To see how this happens we vary with respect to q i giving
These are clearly the Newtonian equations of motion with t replaced by q 0 . Noting that the action is cyclic in q o (that is, it only depends on its derivative) a variation with respect to q 0 will produce a conserved quantity. This will be the total energy of the system E and the equation of motion for
Note the similarities between this theory and JBB theory. If one substitutes Eq. (2.12) into Eq. (2.11) one gets exactly the equations of motion of JBB theory. Furthermore, Eq. (2.12) is the definition of Jacobi time. In fact, if one adds the term −Eq 0 to S P N M and substitutes Eq. (2.12) foṙ q 0 on obtains S JBB . 2 However, there are important differences. Firstly, Eq. (2.12) is an equation of motion resulting from the variation of an action while Eq. (2.3) is a simply a definition. Secondly, in PNM, E is considered an integration constant resulting from integrating the equations of motion and is uniquely determined given a set of boundary conditions for q α and Eq. (2.11) while, in the JBB theory, E is treated as a free parameter of the theory and is used in the definition (2.3) to uniquely determine the Jacobi time provided the equations of motion (2.2) are satisfied. It's as if the roles of energy and time have been switched in terms of how data is inputed into the theory. The connection and differences between these two theories will become very important when trying to see how time might emerge from the path integral quantization of JBB theory.
Hamiltonian Formulation
To end this section we will write down the Hamiltonian formulation for this system. The canonical momenta are
The first class constraint
is a result of an infinity-to-1 map betweenq 0 and p 0 . The total Hamiltonian, H T = N (λ)H, is a pure constraint. With the fundamental Poisson Brackets {q α , p β } = δ α β , Hamilton's equations of motion are:q
Theṗ 0 equation emphasizes that the energy is a fixed quantity. Note the striking similarities between these equations and Hamilton's equations for JBB theory. In PNM as in JBB theory, fixing a gauge in the classical theory is equivalent to choosing a particular set of functions N (λ). From the above is it clear that this simply involves choosing an arbitrary time gauge. For example, one could define the "Newtonian gauge" as the gauge where N (λ) = 1. It is easy to see that this gauge indeed recovers the equations of motion of Newtonian mechanics.
On Gauge Invariance and the Phase Space Path Integral
The presence of the first class constraint H in both JBB theory and PNM would normally indicate that we have gauge theories according to the language of Dirac [18] . In light of [12] , we know that Dirac's theorem does not, strictly speaking, apply for H. However, in a path integral we are dealing with sums over entire histories in configuration space instead of a single configuration space point so that the Hamiltonian can still be used as a way of determining the gauge volume associated to the reparameterization invariance of the action. This is because H applied to every point in the history will generate a new history that is physically equivalent in the sense that it is just a reparameterization of the previous history.
To spell out the difference between a single point and an entire history, let's consider JBB as an example. Here, if we act with the first class Hamiltonian constraint on a configuration space point q i (λ 0 ) at a given instant λ 0 , we get a new history that is very different and physically distinguishable from the previous history. This point has been emphasized in the context of gravity in [12, 4] and [11] . It can easily be seen by noting that the new history will jump discontinuously from the point
λ0) then back to the point q i (λ 0 + ǫ). This will be troublesome for the path integral quantization which sums over the histories. This is, of course, a very unnatural thing to do in the path integral formalism and there is an obvious way to make the kernel well defined. To achieve this, we must act with the Hamiltonian constraint at every point along the history instead of just one. When this is done, H does indeed generate physically equivalent histories. This will lead to a type of (0 + 1) dimensional field theory.
To realize this, consider the infinitesimal gauge transformations of JBB theory in a discrete configuration space. Here, λ takes discrete values λ K where capital roman indices range from 1 to some large number N . We then define q K = q(λ K ) and H K = H(λ K ). Using the discrete form of the Poisson Brackets of Eq. (2.9)
we can compute the action of an infinitesimal gauge transformation
Using Hamilton's first equation, H.1.J, we find that, in a gauge where
Hence, provided H.1.J is satisfied the set { q K } → { q K+1 }. Since this is just a relabeling of the set, we do indeed have a physically indistinguishable history. This clearly avoids the analogous objections raised in [12, 11] which are considered in the context of canonical quantization. Our last task before doing a path integral quantization of JBB and comparing it to PNM is to motivate the use of the phase space path integral. Since the action (2.1) of JBB is only artificially dependent on λ one might wonder if it would be simplest to start with a configuration space path integral with the λ dependence removed. In this case, one would no longer have to consider a gauge theory and all the technical complications that come along with it. Unfortunately, the configuration space path integral provides no simple algorithm for computing the measure. In most cases, one must solve for the infinitesimal kernel or integrate the kernel exactly in order to solve for the measure. In the former, one obtains no more information than in the canonical quantization. In the latter, the integration is difficult because of the square roots in the exponential. Moreover, we will find that the measure (given by Eq. (4.14)) is non-trivial making a comparison to PNM difficult except at the level of the phase space path integral. For these reasons, we find it convenient to keep the λ dependence so that we can define momenta and compute the phase space path integral where the precise definition of the measure is understood.
Path Integral Quantization
Now that we have a laid out the Hamiltonian formulation of our theories and that we understand how first class constraints generate physically indistinguishable histories, we can proceed to quantize these theories using gauge theory techniques developed for path integrals [19] . To see a treatment of the JBB path integral using BRST quantization, see [20] . Because our Hamiltonian constraint is acting on every point in the history, our methods will resemble those of a field theory. We will first check our method by applying it to PNM since versions of this path integral have already been discussed in [21] .
PNM
We define the kernel k PNM (q ′′α , q ′α ) as the phase space path integral (in units where = 1)
which is a function of the two configuration space points q ′′α and q ′α . The integration is understood to be over the true degrees of freedom q * α and p * α . Since the true degrees of freedom are in principle difficult to solve for, we would like to write the theory in terms of the redundant variables q α and p α then find a gauge fixing condition G(λ) for the first class constraint H(λ). To evaluate the path integral explicitly and to be rigorous about the boundary conditions, we will work with discrete values of λ and use the same conventions as Sec. (3) . This means we should expect the gauge fixing conditions G K , with Lagrange multipliers E K , and the first class constraints H K , with Lagrange multipliers N K . By inspecting Hamilton's equations for PNM (H.PNM) we see that natural gauge fixing conditions are
In general, the functions f K (q i K , p K i ) can be nearly arbitrary functions on phase space 3 with the only restriction being that they must give a unique solution forq 0 k . This has been easily achieved by requiring that the f K do not depend on the q 0 K or on their conjugate momenta p K 0 . To get the kernel in terms of the partially redundant variables q α and p α , we must complete N insertions of the identity
where the constraints are functions of the variables q α and p α . Making a change of variables from the set (q * α , p * α , G, H) → (q α , p α ) we pick up a Jacobian factor which is more commonly known as the Faddeev-Popov determinant. With the gauge fixing conditions (4.2) and the first class constraints (2.14), we get a factor of 1 from commuting the q 0 's of the G K with the p 0 's of the H K . Formally we are left with
It is easiest to work out this expression explicitly in specific gauges and for specific choices of V . Given these considerations and using the Fourier transform definition of the delta functions, we find
. (4.5)
Boundary Conditions
A word or two about boundary conditions are in order. The integrations in Eq. (4.1) are over N p's but only (N − 1) q's as is usually the case. This is, of course, because the boundary conditions impose a constraint on the q's. Similarly, although we need N gauge fixing conditions to make the constraint algebra second class, the boundary conditions impose a constraint on the functions f K . In this case they must satisfy,
reducing the number of independent gauge fixing functions f K to (N −1). One can think of the path integral (4.5) as an integration over q 0 0 and E 0 with the result of imposing the boundary conditions. As a result, we can remove the integrals over dq 0 0 and dE 0 while keeping the constraint algebra second class provided we evaluate the result at q 0 0 = q ′0 and q N 0 = q ′′0 . In this way of thinking, we allow q 0 0 to vary but choose gauge fixing functions f K that guarantee the boundary conditions are satisfied. Thus, it is understood that in the sum of Eq. (4.5) we should take E 0 = 0.
3 If one is worried about the presence of theq 0 K in the gauge fixing functions recall that we have access to the full history given by the set {q α K } so that we can simply use the definitionq 0
which is a function of phase space.
Connection to Standard Quantum Mechanics
It is possible to connect to the path integral of Hartle and Kuchař [21] using the the Newtonian gauge. 4 To realize this gauge, we choose functions f K =ṫ K which are constants over phase space. The Faddeev-Popov determinant is easily seen to be 1. Integrating over the E K gives the infinite product of δ-functions
or, equivalently,
With this, Eq. (4.5) becomes
This is exactly the form of k PNM in [21] . This confirms that our method does indeed recover standard quantum theory. It is just a special case of the more general kernel given by Eq. (4.5) which has been obtained using gauge theory techniques. We make the observation that, unlike in [21] , Eq. (4.5) allows for more general functions, f K , of phase space provided one computes the correct Faddeev-Popov determinant.
k PNM and Energy Eigenstates
Before leaving PNM I would like to rewrite Eq. (4.5) in a form that will allow us to make a connection to JBB theory. First, integrate over the dp 
where,
Since we know k PNM is the kernel for standard quantum mechanics from the results of [21] , dτ e iτ E k PNM will give the kernel for energy eigenstates of energy E. One immediately recognizesk PNM (E) as this kernel.
JBB Theory
Making use of the same techniques used to write the phase space path integral for PNM, we choose the gauge fixing functions
The phase space path integral is then
where we impose the boundary conditions by evaluating this at q N = q ′′ and q 0 = q ′ . In the above, as with PNM, it is understood that E 0 = 0. The Faddeev-Popov determinant is easiest to write out in specific gauges. It can be formally written as
(4.14)
Boundary Conditions
For Sec. (5) we will need to know explicitly how the boundary conditions have been imposed in Eq. (4.13). This complication arises because of the fact that, of the three independent components of the vectors q K , one of them is a pure gauge. Thus, two of the boundary conditions can be imposed in the usual way; while, the third condition, like the case of PNM described in Sec. (4.1.1), should be imposed by letting the gauge degree of freedom vary freely and by choosing gauge fixing functions f K that guarantee that the boundary conditions will be satisfied. To see this realized explicitly, we must add to Eq. (4.13) an integration over dE 0 and d 3 q 0 and we must include the term exp(i∆λ 0 E 0 (f 0 − p0·˙ q0 p0 )) in the integrand. We will need some notation to split the gauge piece of q 0 from the physical piece. For an arbitrary vector x, we define x || ≡ x· p0 p0 , and
p0 . These definitions allow us to write any vector in terms of a cylindrical coordinates system where p 0 points in the z-direction. The boundary conditions for the non-gauge degrees of freedom can be imposed simply by integrating over dφ 0 dq
For the gauge degrees of freedom, it is a short calculation to show that, choosing f 0 such that
will lead to the appropriate boundary conditions for q || 0 . Although this seems like an unnecessary amount of work just to justify the integration over E 0 and d 3 q 0 , we will see that the difference between a time dependent kernel and a time independent kernel is exactly expressed by the form of the constraint (4.15).
Connection Between k PNM and k JBB
It is constructive to rewrite k PNM (E) and k JBB (E) in special gauges. For PNM, we pick the gauge
The Faddeev-Popov determinant takes the form
For JBB theory, we pick
These conditions lead to the same Faddeev-Popov determinant as PNM. By comparing the integrands, we see that in these gauges it is manifest thatk PNM (E) = k JBB (E). This agrees with a result from [20] derived using other methods. For completeness, we write this as
The bracketed expression after the dE 0 integral is nearly equal tok PNM (E + E 0 ). If it were and if we were able to pull the factor e iE 0 τ through the integral in the bracketed expression then we would have
which is k PNM (τ ) up to an unobservable global U (1) factor e −iEτ . That is, we would have a theory with time. But e iE 0 τ cannot, in general, be moved through the integral since τ is a complicated function of phase space. Furthermore, the bracketed expression is missing the appropriate boundary condition δ-function that would make it exactly equal tok PNM . Hence, if we want time to emerge in the quantum JBB theory, we must: a) find a way to implement the boundary conditions separately from putting constraints on the gauge fixing conditions, and b) we must be able to pull τ through the integral over all of phase space. This is possible in the stationary phase approximation.
In the stationary phase approximation we approximate the kernel by a sum over the unique history that extemizes the action. That is, we approximate the kernel by a sum over the classical history. Because we no longer have an integral over all of phase space, τ can be moved through the bracketed expression. Furthermore, the boundary conditions are imposed by requiring the classical solution. Thus, we have succeeded in showing that the stationary phase approximation gives us a theory with time. However, this is not a theory with just any time. The emergent time must be given by Eq. (5.2) which is a specific function of the classical history. Using the boundary conditions and returning to the continuous limit, we see that τ = τ BB . That is, the time that is emergent in the stationary phase approximation is exactly the ephemeris time of the classical theory. However, it is important to note that, like in the classical theory, the roles played by time and energy in the way data is inputed into the stationary kernels of PNM and JBB are switched. That is, one cannot simply plug a time into the kernel of JBB just as one cannot simply plug an energy into the kernel of PNM. However, in the stationary phase approximation, a unique energy can be calculated for a unique time simply by inverting Eq. (2.3) and inserting the classical history. Thus, the algorithm for comparing the two theories involves either specifying a time t for k PNM ( q ′′ , q ′ , t) then calculating the energy E(t) by inverting Eq. (2.3) to insert into k JBB ( q ′′ , q ′ , E) or specifying an energy E for k JBB ( q ′′ , q ′ , E) then calculating t(E) using Eq. (2.3) to insert into k PNM ( q ′′ , q ′ , t). Specifically, we have shown that, in the stationary phase approximation, we have the equality
This agrees with our intuition from the classical theory. On shell, the emergent time is determined through Eq. (2.3) uniquely by specifying the energy E and by imposing the boundary conditions and the classical equations of motion. Off shell however, Eq. (2.3) gives a different Barbour-Bertotti time since an arbitrary history will lead, in general, to a very different value of τ BB for a fixed energy. In the quantum theory, we sum over all histories. This will lead to a sort of averaging over all times. In general, this averaging will effectively integrate time out of the theory. This is why we should expect to find solutions which are energy eigenstates. In the stationary phase approximation however, there is only one time that gives an important contribution to the kernel: the Barbour-Bertotti time. We see that time can be emergent in systems for which the stationary phase approximation is either good or exact.
Outlook
We have seen that the path integral quantization of JBB theory leads to a theory of energy eigenstates that is often understood as being frozen in time. Nevertheless, in the stationary phase approximation, ephemeris time is still seen to emerge. In fact, the path integral formulation has provided us with a richer understanding of the connection between PNM, which contains a Newtonian time, and JBB theory, which does not. The difference is simply in the constraint on the gauge fixing functions required to impose the boundary conditions. However, this is just a notion of time since, as outlined in Sec. (5), we have the equality of Eq. (5.4) but have not demonstrated any type of unitary evolution of the wavefunction in terms of this time. In this direction, it might be possible to study special limits or approximations of the theory where a standard time, like the one just described, might be seen to emerge for subsystems. In particular, systems containing isolated particles subject to potentials where the stationary phase approximation is exact could be treated as a type of "quantum clock". Such particles would be subject to potentials that are at most quadratic in the q's. Interestingly, this would include the harmonic oscillator which is a good practical example of a clock that can be used in a classical setting. Studying how time might emerge in this simple JBB theory may shed new light on how this might be possible in a quantum theory of gravity where, apart from obvious additional technical complications, the problem of time is similar.
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