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Towards a Schubert Calculus for Maps from a Riemann Surface
to a Grassmannian
by
Aaron Bertram1
0. Introduction. The notion of a quantum cohomology theory for com-
plex projective varieties was introduced by the physicist C. Vafa (cf. [13]),
and has recently received a more mathematical treatment by Witten (cf.
[14]) and others (see [8] and [10]). Given such a variety X with polariza-
tion OX(1), the idea is to change the multiplicative structure of H
∗(X,C)
by carrying out the intersection of cohomology classes not on X itself, but
rather after pulling them back to the scheme Mord(C,X) parametrizing the
morphisms of degree d from a fixed Riemann surface C to X . When the right
number of cohomology classes are intersected on Mord(C,X) to produce a
top codimensional cohomology class on Mord(C,X), then the degree of such
a class is referred to as the “k point correlation function” in the literature, but
following [1], we will simply call it the Gromov invariant of the cohomology
classes.
Although the objects in question, as described here, are all algebro-
geometric, it is not readily apparent how to make sense of the Gromov invari-
ants in terms of algebraic geometry. For example, the scheme Mord(C,X)
often does not have the expected dimension, is essentially never projective,
and tends to have singularities. All these features evidently pose problems
when one attempts to intersect cohomology classes.
The purpose of this paper is first to show that if X = G = G(r, k), the
Grassmannian of complex r-planes in Ck, then for all Riemann surfaces and
sufficiently large d, the Gromov invariants for the special Schubert cycles can
be rigorously defined, and are realized as an intersection of chern classes on
a projective scheme. (One probably ought to call this “quantum Schubert
calculus”.) It is almost immediate when one defines the invariants in this way
that they do not depend upon the choice of complex structure on the Riemann
surface of genus g. Another advantage of realizing the Gromov invariants in
1Partially supported by NSF grant DMS-9218215
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this way comes from the general principle that intersection numbers tend to
be more easily computed when they are defined algebraically.
This principle was demonstrated by Daskalopoulos, Wentworth and the
author in [1], where it was shown that in case r = 2 and C is an elliptic
curve, the Gromov invariants for Grassmannians agree with a remarkable
conjectural formula of Vafa and Intriligator ([6]), generalizing the classical
Schubert calculus on the Grassmannian.
The second aim of this paper is to rigorously prove an induction on the
genus. That is, an explicit relation is derived between the Gromov invariants
associated to Riemann surfaces of genus g and g−1. The induction, together
with the results of [1], enables us to calculate all the invariants when r = 2,
and again the result agrees with the generalized Schubert calculus formula.
The results of this paper mostly follow from a detailed analysis of the
Grothendieck quot scheme parametrizing quotients of a trivial vector bundle
on an algebraic curve C. These schemes, as was shown in [1], provide com-
pactifications of the scheme of morphisms from C to a Grassmann variety.
Moreover, the pull backs of the special Schubert cycles to Mord(C,G) ex-
tend to chern classes on the quot scheme, which may therefore be intersected
in spite of the presence of singularities. It is shown that representatives of
the pulled-back cycles on Mord(C,G) may be chosen in sufficiently general
position so that the actual intersection number is defined, and agrees with
the intersection of the corresponding chern classes on the quot scheme. The
induction on the genus is obtained by considering the family of quot schemes
associated to a family of smooth curves degenerating to an irreducible curve
with one node.
Acknowledgements: I would like to thank Richard Wentworth for the
many discussions we had on the topic of Gromov invariants before and during
the preparation of this paper. I would also like to thank Ja´nos Kolla´r and
Yongbin Ruan for their useful suggestions.
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1. Intersections on the Space of Maps. If C is a Riemann surface of
genus g and X is a projective variety equipped with an ample line bundle
OX(1), then the moduli space Mord(C,X) parametrizing the morphisms
f : C → X of degree d is quasiprojective and admits a universal evaluation
map:
ev : C ×Mord(C,X)→ X
Given a subvariety Y ⊂ X and a point p ∈ C, one gets an induced subscheme
of Mord(C,X) by pulling back and intersecting:
Wd(p, Y ) := ev
−1(Y ) ∩ ({p} ×Mord(C,X))
where {p} ×Mord(C,X) is identified with Mord(C,X).
If Y1, ..., YN ⊂ X are subvarieties of codimension c1, ..., cN , chosen so that∑N
i=1 ci = dim(Mord(C,X)), then one expects the intersection: ∩
N
i=1W (pi, Yi)
to consist of distinct reduced points.
(Imprecise) Definition: The Gromov invariant associated to the subva-
rieties Y1, ..., YN above is the number of points in the intersection of the
Wd(pi, Yi) ⊂ Mord(C,X), assuming that Mord(C,X) is of the expected di-
mension, and that there is no extra “intersection at infinity”.
The Gromov invariant ought not to depend upon the choice of distinct
points pi ∈ C. Moreover, it may be extended by linearity to a function of
cycles Z1, ..., ZN on X , and it ought in fact to be an invariant attached to
the corresponding cohomology classes [Zi] ∈ H
ci(X,C).
Our object in this section is to make rigorous sense of this definition in
case X is a Grassmann variety, and to prove at least the independence of the
choice of points.
Suppose now that G = G(r, k), the Grassmannian of r-planes in V ∼= Ck.
Let
0→ S → V ⊗OG → Q→ 0
be the universal exact sequence of vector bundles on G. The polarization
OG(1) is the determinant ∧
r(S∗), which determines the Plu¨cker embedding.
It was shown in [1] that the dimension of Mord(C,G) has the expected
value kd−r(k−r)(g−1) if d >> 0, and moreover that in this caseMord(C,G)
is irreducible and generically reduced.
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We regard G = G(r, k) as a homogeneous space for the group GL(V ). If
Y ⊂ G(r, k) is any subvariety, let gY be the translate of Y by the element
g ∈ GL(V ).
Lemma 1.1: Suppose Y ⊂ G(r, k) is an irreducible subvariety of codimen-
sion c, and suppose Z ⊂ Mord(C,G) is an irreducible subscheme. Then for
any p ∈ C and a general translate g, the intersection Z ∩Wd(p, gY ) is either
empty or has codimension c in Z.
Proof: Let evp be the restriction of ev to {p}×Mord(C,G), and consider
the reduced image T = evp(Z) ⊂ G(r, k). Under a general translation, gY
intersects T in codimension c or the empty set. More generally, gY intersects
each locus in T over which evp has constant fiber dimension in codimension
c or the empty set, so Wd(p, gY ) ∩ Z = ev
−1
p (gY ) ∩ Z is of codimension c in
Z or else empty.
Suppose Y1, Y2, ..., YN are irreducible subvarieties of G(r, k) such that the
codimension of Yi is ci and suppose that p1, ..., pN are (not necessarily dis-
tinct) points of C.
Corollary 1.2: If
∑N
i=1 ci >dim(Mord(C,G)), then for general elements
g1, ..., gN ∈ GL(V ), we have Wd(p1, g1Y1) ∩ ... ∩Wd(pN , gNYN) = ∅.
Proof: Immediate from the Lemma.
Suppose in addition that Mord(C,G) is irreducible and generically re-
duced. Then:
Corollary 1.3: If
∑N
i=1 ci =dim(Mord(C,G)), then for general g1, ..., gN ∈
GL(V ), the intersection ∩Ni=1Wd(pi, giYi) is finite, and is contained in the
smooth locus.
Proof: Again, immediate from the Lemma.
As a consequence of Corollary 1.3, one can count the multiplicities at
each of the finite points of the intersection ∩Ni=1Wd(pi, giYi), and thus a well-
defined intersection number is obtained on Mord(C,G).
One can now define the Gromov invariant associated to any subvarieties
Y1, ..., YN as the intersection number in Corollary 1.3 for general choices of
p1, ..., pN ∈ C and g1, ..., gN ∈ G. However, for special choices of Y1, ..., YN ,
the intersection numbers may be realized as intersections of chern classes on
a projective scheme.
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Definition: If W ⊂ V ∗ has dimension n ≤ r, and Y ⊂ G(r, k) is the
degeneracy locus of the map W ⊗ OG → S
∗, then following the literature
(see e.g. [4]), we will call Y a special Schubert subvariety of G.
The special subvarieties of the Grassmannian are straightforward general-
izations of the hyperplanes in projective space. The special subvariety Y ⊂ G
is always irreducible (though not necessarily smooth), and Y represents the
r + 1 − nth chern class of S∗ (see [4]). Any translate gY by an element of
g ∈ GL(V ) is simply the degeneracy locus associated to the translate gW .
Finally, the special subvarieties generate the cohomology ring of G, as we
will remind the reader in §3.
Theorem 1.4: If d >> 0 and Yi, i = 1, ..., N are special subvarieties of
G(r, k) of codimension ci satisfying
∑N
i=1 ci = dk − (g − 1)r(k − r), then
the intersection number associated to ∩Ni=1Wd(pi, giYi) is independent of the
choice of general gi ∈ GL(V ), and distinct points pi ∈ C.
The plan of the proof of Theorem 1.4 is as follows:
Step 1: To find a natural (irreducible, generically reduced) projective
scheme compactifying the space of morphisms Mord(C,G), on which each
subscheme Wd(pi, giYi) ⊂ Mord(C,G) extends to a projective subscheme
representing a chern class.
Step 2: To show that for general gi and distinct pi, the intersection
of the N extensions of the Wd(pi, giYi) is contained in Mord(C,G), that
is, there is no intersection at infinity. Thus the intersection number of the
theorem is computable as an intersection of chern classes on the compact-
ification. Changing gi simply changes representatives of the chern classes,
while changing the pi deforms them, and the theorem follows.
Following [1], the compactification ofMord(C,G) we use is Grothendieck’s
quot scheme. Namely, let Quotd(C,G) be the projective scheme representing
the functor:
F (S) = { flat families of quotients of V ⊗OC×S of relative
Hilbert polynomial d− (k − r)(g − 1) over S.}
Let
0→ E → V ⊗OC×Quot → Q→ 0
be the universal exact sequence on C×Quotd(C,G). (See [5] for the details.)
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While the universal quotient, Q, is a rather unpleasant sheaf, the kernel E
always locally free of rank r and has degree −d on the fibers overQuotd(C,G).
So Quotd(C,G) may be thought of dually as parametrizing injective maps
E → V ⊗OC from vector bundles E of degree −d and rank r.
Of course, the morphisms to the Grassmannian are special cases of this
where the map E → V ⊗ OC is injective on each fiber, and one easily sees
that this determines Mord(C,G) as an open subscheme of Quotd(C,G). It
was shown in [1] moreover that for d >> 0, the quot scheme is irreducible
and generically reduced, so Mord(C,G) is dense.
Now suppose that W ⊂ V ∗ is a plane of dimension n and Y ⊂ G(r, k) is
the associated special subvariety. Given p ∈ C, we can define a corresponding
degeneracy locus inside Quotd(C,G) as follows. Restrict the universal map
V ∗ ⊗ OC×Quot → E
∗ to p × Quotd(C,G) ∼= Quotd(C,G). Let Ep be the
restriction of E to p×Quotd(C,G), and let Vd(p, Y ) be the degeneracy locus
of the resulting map W ⊗OQuot → E
∗
p .
It is immediate from the definitions that Vd(p, Y )∩Mord(C,G) = Wd(p, Y ).
Thus Step 1 is complete once we show that every component of Vd(p, Y ) has
codimension r+1−n in Quotd(C,G), since in that case Vd(p, Y ) will represent
the r + 1− nth chern class of E∗p .
Let P l : G(r, k) → Pn be the Plu¨cker embedding of the Grassmannian
(so n =
(
k
r
)
−1). This induces an embedding of moduli spaces of morphisms
P l : Mord(C,G) →֒ Mord(C,P
n), and this extends to a morphism of quot
schemes P l : Quotd(C,G) → Quotd(C,P
n) by sending an injective map
E → OkC to the (injective) deteminant map ∧
rE → ∧rOkC . One readily
checks that this induces a map of quot functors, hence of the quot schemes.
The boundary Quotd(C,P
n) − Mord(C,P
n) decomposes as a disjoint
union of locally closed subschemes ⊔0<m≤dCm ×Mord−m(C,P
n), where Cm
is the mth symmetric product of C. This is because any map L → OkC can
be recovered from its divisor D of zeroes and the induced map L(D)→ OkC .
As a result, the quot scheme decomposes as
Quotd(C,G) =Mord(C,G) ⊔0<m≤d Bm
where Bm = P l
−1(Cm ×Mord−m(C,G)). One checks that the fibers of the
morphisms P l : Bm → Cm ×Mord−m(C,G) all have dimension (r− 1)m. In
fact, the schemes Bm are all fiber bundles over Mord−m(C,G) with fiber over
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E →֒ V ⊗OC isomorphic to the quot scheme Quot(E, b) of length b quotients
of E.
Each intersection Vd(p, Y )∩Bm is contained in the union of two schemes,
namely P l−1(Cm ×Wd−m(p, Y )) and P l
−1(p+ Cm−1 ×Mord−m(C,G)). The
first scheme always has codimension r+1− n in Bm by Lemma 1.1, and the
intersection of Vd(p, Y ) with the second has codimension r − n in the fibers
of P l, hence codimension r− n+1 in Bm. This proves Step 1, in particular.
But this setup also gives Step 2. Suppose thatWd(pi, giYi), i = 1, ..., N are
chosen as in the Theorem, and consider ∩Ni=1Vd(pi, giYi)∩Bm. In the analysis
of the previous paragraph, for at mostm of the points pi may the intersection
Vd(pi, giYi)∩Bm lie in the scheme P l
−1(pi+Cm−1×Mord−m(C,G)) because the
points are distinct. The rest must lie in P l−1(Cm×Wd−m(pi, giYi)). But this
means, after reordering the points, that the intersection ∩Ni=1Vd(pi, giYi)∩Bm
is contained in P l−1(Cm × ∩
N−m
i=1 Wd−m(pi, giYi)).
Suppose that d1 is chosen so that d > d1 implies that dim(Quotd(C,G)) =
kd − r(k − r)(g − 1). (Such a d1 was proven to exist in [1]). Let D = kd1.
Then Step 2 follows from:
Claim: If d > d1+D and g1Y1, ..., gNYN are chosen as in the Theorem, then
for all 0 < m ≤ N , ∩N−mi=1 Wd−m(pi, giYi) = ∅.
Proof: For m ≤ D, this follows immediately from Corollary 1.2 since∑N−m
i=1 codimG(Yi) ≥ dim(Quotd(C,G))−mr
> dim(Quotd−m(C,G))
If m > D, only the last equality may fail to hold, since Quotd−m(C,G)
may have larger than the expected dimension, but in this case,
dim(Quotd(C,G))−mr > D − r(k − r)(g − 1)
> dim(Quotd1(C,G)) ≥ dim(Quotd−m(C,G))
and again Corollary 1.2 gives the claim.
Thus, the intersection number for ∩Ni=1Wd(pi, giYi) of Theorem 1.4 may
be thought of as an invariant associated to the subvarieties Y1, ..., YN ⊂ G,
or equivalently to the chern classes of S∗ represented by the Yi.
Proposition 1.5: The intersection number of Theorem 1.4 does not depend
upon the choice of smooth curve of genus g.
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Proof: In light of the irreducibility of the moduli space of smooth curves
of genus g, we have only to prove the following. For each family C of smooth
curves over a connected base B, the intersection numbers in Theorem 1.4 are
the same for all fibers C(b).
LetQd be the relative quot scheme over the base B, with fibers isomorphic
to Quotd(C(b), G). The fact that the quot schemes are all of the expected
dimension (d is assumed to be large) implies that the map Qd → B is a
complete intersection morphism, hence the family of quot schemes is flat
over B (see e.g.[7]).
Let U →֒ V ⊗ OC×BQd be the universal subbundle. After restriction and
base change, we can find a section σ of C near each point b ∈ B, and the
restriction of U∗ to σ ×B Qd gives a varying (flat) family of vector bundles
over a neighborhood of b. The Proposition now follows from:
Lemma 1.6: If f : X → Y is a projective, flat morphism of relative dimen-
sion n over an irreducible base, and if E is a vector bundle of rank r on X ,
then for any polynomial P (X1, ..., Xr) of weighted degree n, the intersection
number
∫
Xy
P (c1(Ey), ..., cr(Ey)) is independent of the point y ∈ Y .
Proof: Let OX (1) be a relatively ample line bundle on X . If L1, ..., Lk
are line bundles on X and
∑k
i=1 ai = n, then it follows from the invariance
of the Hilbert polynomials: χ(Xy,⊗Li
mai(n)) that the intersection numbers
c1(L1)
a1 ...c1(Lk)
ak .[Xy] are independent of y ∈ Y . If we apply this to the ap-
propriate intersections of pullbacks of OP(1)’s to fiber products of projective
bundles P(E)× ...×P(E) over Y , then we get invariance of the intersections
of segre classes, hence of the chern classes as well.
Suppose that X1, ..., Xr are weighted variables such that the weight of
Xi is i. If P (X1, ..., Xr) is a homogeneous polynomial of weighted degree
kd− r(k − r)(g − 1), then for d >> 0:
Definition: The genus-g Gromov invariant Nd(P (X1, ..., Xr), g) is the inter-
section number of Theorem 1.4, extended by linearity from the monomials,
where Xi are replaced by special subvarieties of codimension i.
Warning: The Gromov invariants do not respect intersections! Namely, as
noted following Corollary 1.3, it is possible to attach a Gromov invariant
to any subvarieties Y1, ..., YN of G. In general, if Y1 and Y2, for example,
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intersect transversally, then the Gromov invariant for Y1 ∩ Y2, Y3, ..., YN will
not coincide with the Gromov invariant for Y1, ..., YN .
Remark: It was shown in [1] that one can define a consistent Gromov
invariant for all degrees by downward induction from the observation that
Nd(P (X1, ..., Xr), g) = Nd−r(X
k
rP (X1, ..., Xr), g)
for sufficiently large d.
Proposition 1.7: If C0 is an irreducible curve with a single node ν and arith-
metic genus g, then the Gromov invariants for C0 and special subvarieties of
G agree with the genus-g Gromov invariants.
Proof: This time, we use a family of curves C → B smoothing the nodal
curve C0, and use the invariance property of Lemma 1.6 to conclude that if
E →֒ V ⊗ OC0×Quot is the universal (torsion-free) subsheaf and p ∈ C0 − ν,
then the intersection numbers of chern classes of the (locally free) sheaf Ep
are the same as the corresponding intersection numbers in the smooth case.
The argument proceeds just as in the proofs of Theorem 1.4 and Propo-
sition 1.5. That is, we need to show that:
(1) For d >> 0, the quot scheme Quotd(C0, G) is irreducible and generi-
cally reduced of the expected dimension dk − r(k − r)(g − 1).
(2) For d >> 0, the degeneracy loci Vd(pi, giYi) represent chern classes of
Ep, and the intersections ∩
N
i=1Vd(pi, giYi) and ∩
N
i=1Wd(pi, giYi) are the same.
We need to use the following result on the structure of torsion-free sheaves
on C0, which may be found, for example, in [11]. Namely, if E is a torsion-free
sheaf, then the cokernel, Tν , of the double-dual exact sequence:
0→ E → E∗∗ → Tν → 0
is a sheaf (necessarily of rank < r) supported on the node ν.
In other words, the torsion-free sheaves of rank r and degree −d are
identified with the locally free sheaves F of rank r and degree −d + m,
together with a quotient of the fiber F (ν) of rank m ≤ r.
This implies that the quot scheme Quotd(C0, G) decomposes as a disjoint
union of locally closed subschemes:
Quotd(C0, G) =Mord(C0, G) ⊔
d
m=1 Bm ⊔
r
m=1 Am
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where P l : Bm → Mord−m(C0, G) is smooth, of relative dimension mr as
before, and the new pieces Am are G(m, r)-bundles over Quot
lf
d−m(C0, G) :=
Mord−m(C0, G) ⊔
d−m
i=1 Bi, the subscheme of Quotd−m(C0, G) parametrizing
locally-free subsheaves E →֒ V ⊗OC0 .
The same argument as in the proof of Theorem 1.4 will give (1) and (2)
once we show:
Claim: Mord(C0, G) is of the expected dimension for d >> 0.
Proof: Let f : C˜0 → C0 be the normalization of C0. It suffices to show
that the image of the obvious embedding: ι : Mord(C0, G) →֒ Mord(C˜0, G)
has codimension r(k − r) for d >> 0.
The codimension of the locus {E → V ⊗ OC˜0 |H
1(C˜0, E
∗(−p − q)) 6= 0}
in Mord(C˜0, G) grows with d. This follows, for example, from the proof of
Theorem 4.28 in [1]. In particular, for large d, it exceeds r(k − r), and thus
this locus may be ignored.
On the other hand, if H1(C˜0, E
∗(−p − q)) = 0, then the natural map
Hom(E, V ⊗OC˜0)→ Hom(Ep, V )⊕Hom(Eq, V ) is surjective, and the claim
follows by pulling back the diagonal from the product of Grassmannians.
2. Induction on the Genus. The universal exact sequence implies that
the chern classes of the universal quotient bundle Q on G are all expressible
in terms of c1(S
∗), ..., cr(S
∗), and the chern classes of the tangent bundle
TG = S∗ ⊗ Q are therefore expressed in terms of c1(S
∗), ..., cr(S
∗) by the
standard formulas for the chern classes of a tensor product. (See §3 for more
details.) In particular, we get in this way an “euler” polynomial e(X1, ..., Xr)
of weighted degree r(k − r), with the property that when evaluated at the
chern classes of S∗, e produces the euler class, that is, the top chern class of
TG. The point of this section is to prove the following induction formula:
Theorem 2.1: The Gromov invariants for genus g and g− 1 are related by:
Nd(P (X1, ..., Xr), g) = Nd(e(X1, ..., Xr)P (X1, ..., Xr), g − 1)
The idea of the proof is as follows. We have already seen in Proposition
1.7 that the intersection ∩Ni=1Wd(pi, giYi) for an irreducible curve C0 with
one node and arithmetic genus g computes the Gromov invariant for genus
g. On the other hand, the scheme Mord(C0, G) embeds in Mord(C˜0, G) as
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the subscheme parametrizing morphisms which send p and q to the same
point. If the other points pi ∈ C0 are identified with their preimages in C˜0,
then the schemes Wd(pi, giYi) ⊂ Mord(C0, G) are just the intersections of the
corresponding subschemes in Mord(C˜0, G) with the image of Mord(C0, G).
The proof of Theorem 2.1 consists in showing that Mord(C0, G) extends
to a subscheme of Quotd(C˜0, G) which represents the pullback from G of the
euler polynomial in ci(S
∗), and that there are no “intersections at infinity”
when this scheme is intersected with the Vd(pi, giYi).
The first problem we encounter is the fact that ev∗p(Q) does not extend
as a vector bundle to the quot scheme.
Definitions: (a) Let G∗ = G(k − r, k) be the Grassmannian of k − r-
dimensional subspaces of V ∗ and let F →֒ V ∗⊗O be the universal subbundle
on C ×Quotd(C,G
∗).
(b) Let Γ ⊂ Quotd(C,G) × Quotd(C,G
∗) be the closure of the image of
Mord(C,G) =Mord(C,G
∗) via the two embeddings. Let the two projections
from Γ be named π : Γ→ Quotd(C,G) and π
∗ : Γ→ Quotd(C,G
∗).
(c) Let Zp,q be the zero scheme in Γ of the canonical map Ep → F
∗
q (which
factors through V ⊗OC×Γ.)
Note that Mord(C0, G) is identified with an open subscheme of Zp,q via
π−1.
Let M(X1, ..., Xr) be a monomial of weighted degree kd− r(k− r)(g− 1)
with corresponding special subvarieties Y1, ..., YN . Let ci = ci(E
∗
r ) for some
point r ∈ C˜0. The theorem follows immediately from:
Lemma 2.2: (a) The following degrees are the same:
M(c1, ..., cr).[Zp,q] = e(c1, ..., cr)M(c1, ..., cr).[Quotd(C˜0, G)]
(b) For general p1, ..., pN ∈ C˜0 and g1, ..., gN ∈ GL(V ),
Zp,q ∩
N
i=1 Vd(pi, giYi) = Mord(C0, G) ∩
N
i=1 Wd(pi, giYi)
Proof of (a): Since Zp,q is the zero locus of a section σ ∈ Hom(Ep,F
∗
q ), it
follows that if Zp,q is irreducible, of codimension r(k−r), then Zp,q represents
the top chern class of E∗p ⊗ F
∗
q . Moreover, since E
∗
p ⊗ F
∗
q coincides with the
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pullback ev∗pS
∗ ⊗ ev∗qQ from G over the open subscheme Mord(C˜0, G), any
difference between Zp,q and the pull-back of the euler polynomial would be
concentrated in higher codimension than r(k − r), hence can be ignored.
The same argument as in the proof of Proposition 1.7 shows that Zp,q
intersects Mord(C˜0, G) in codimension r(k− r). As with Step 1 in the proof
of Theorem 1.4, we next need to analyze the intersection of Zp,q with the
boundary subschemes π−1Bm = π
−1P l−1(Cm × Mord−m) for 1 ≤ m ≤ d.
A new argument is required only for the intersections of Zp,q with the open
subschemes of P l−1(ap+ bq ×Mord−a−b) parametrizing maps E →֒ V ⊗OC
which have rank r − a at p and r − b at q.
If F is a vector bundle on C˜0 of degree −d+a+b with H
1(F ∗(−p−q)) = 0,
then the codimension in
{s : F →֒ V ⊗O|rk(sp) = rk(sq) = r}
of the set of such s so that Zp,q ∩ π
−1P l−1(s) 6= ∅ is the same as the codi-
mension in G(r, k) × G(r, k) of {(Λ,Λ′)|dim(Λ ∩ Λ′) ≥ r − a − b}, which
is (k − r − a − b)(r − a − b). From this it follows that the codimension of
Zp,q ∩ π
−1P l−1(ap+ bq ×Mord−a−b) in Γ is r(k − r) + a
2 + b2.
This argument readily adapts to show that all other intersections with
boundary components also have codimension larger than r(k − r), and part
(a) follows.
Proof of (b): As in the claim in the proof of Theorem 1.4, we may
assume that all Mord−m(C˜0, G) are of dimension dk − r(k − r)(g − 1) −
mk. But then by the analysis of the previous paragraph, the locus in ap +
bq×Mord−a−b(C˜0, G) over which Zp,q intersects nontrivially has codimension
r(k− r)− (a+ b)k+(a+ b)2, and as in the proof of Step 2, this fact, together
with Corollary 1.2, implies part (b).
3. Quantum Schubert Calculus. Both the Chow ring and the co-
homology ring of G(r, k) are isomorphic to C[X1, ..., Xr]/I, where I is the
ideal generated by the coefficients of tk−r+1, ..., tk in the formal-power-series
inverse of
Pt := 1 +X1t+X2t
2 + ... +Xrt
r
The isomorphisms may be realized by identifying Xi with the ith chern class
of S∗. In particular, the Xi are represented by the special Schubert subvari-
eties.
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If Xi is assigned weight i and if P (X1, ..., Xr) is a polynomial of weighted
degree r(k−r) = dim(G(r, k)), then the computation of
∫
G P (c1(S
∗), ..., cr(S
∗))
is an intersection of special subvarieties, and is a special case of the Schubert
calculus on the Grassmannian. The classical Pieri formulas compute these
integers (see [3] or [4]), but a recent formula due to Vafa and Intriligator ([6])
generalizes readily to the quantum case.
Let Qt = 1 +
∑∞
m=1 ymt
m be the formal-power-series inverse of Pt. Then
the polynomials ym(X1, ..., Xr) can all be computed from the expansion
log(Pt) =
∞∑
n=0
Wn(X1, ..., Xr)t
n.
Namely, differentiating both sides with respect to Xi and equating powers of
tn, one finds that yn−i =
∂Wn
∂Xi
for 1 ≤ i ≤ r.
In particular, (plus or minus) the coefficients yk−r+1, ..., yk, which generate
all of the relations in the cohomology ring, are the partial derivatives of a
single polynomial W := (−1)kWk+1(X1, ..., Xr). It is immediate that W has
weighted degree k + 1. Indeed, if q1, ..., qr are the chern roots of Pt, that is
q1, ..., qr are formal variables satisfying Pt =
∏r
i=1(1 + qit), then in terms of
these chern roots, we may write
W =
r∑
i=1
qk+1i
k + 1
.
If we define the perturbed polynomial
W˜ :=W +X1,
then the zeroes of the Xi-gradient ∇XW˜ are distinct and reduced. Indeed,
the zeroes of the qi-gradient∇qW˜ are reduced, and occur when each qi is a kth
root of −1. The change of variables coming from the elementary symmetric
polynomials Xi = σi(q1, ..., qr) implies that the zeroes of ∇XW˜ are reduced
and that there are
(
k
r
)
of them (one for each unordered r-tuple of distinct
kth roots of −1).
We let
h(X1, ..., Xr) = det
(
∂2W˜
∂Xi∂Xj
)
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be the Hessian polynomial. Then Vafa and Intriligator tell us:
Proposition 3.1: The Schubert calculus for special subvarieties of G(r, k)
is computed by the following formula:
(∗)
∫
G
P (c1(S
∗), ..., cr(S
∗)) = (−1)(
r
2)
∑
∇XW˜=0
Ph−1
where P (X1, ..., Xr) is a homogeneous polynomial of weighted degree r(k−r).
Proof: Since both the left and right-hand sides of (∗) are linear in P ,
and Hr(k−r)(G,C) is one-dimensional, it suffices to show:
(1) (∗) holds and is nonzero for one choice of P .
(2) If P ∈ I, where I is the ideal of relations among the ci(S
∗), then the
right-hand side evaluates to zero.
The evaluation of h(X1, ..., Xr) (or h
−1(X1, ..., Xr)) on the zeroes of∇XW˜
may be written in terms of the qi’s as follows. The determinant of the Jaco-
bian matrix J associated to the elementary symmetric functions σi(q1, ..., qr)
is the Vandermonde determinant
∏
i<j(qi−qj), so ∇XW˜ = (∇qW˜ )(J
−1), and
when evaluated at the critical points ∇XW˜ = 0, we have
h(X1, ..., Xr) = det
(
∂2W˜
∂qi∂qj
)
det(J−2) =
kr
∏r
i=1 q
k−1
i
(
∏
i<j(qi − qj))2
We verify (1) for the choice of P (X1, ..., Xr) = X
k−r
r . The Schubert cycle
Y ⊂ G(r, k) consisting of the zero locus of a section OG → S
∗ represents
cr(S
∗), and k− r generally chosen sections yield Schubert cycles intersecting
in a single point, corresponding to the planeW ⊂ V ∗ spanned by the sections.
Thus,
∫
G c
k−r
r (S
∗) = 1, that is, this choice of P gives the volume form on the
Grassmannian.
We compute the right-hand-side using the q variables. Namely,
∑
∇W˜=0
Xk−rr h
−1 =
∑
∇W˜=0
r∏
i=1
qk−ri
(
∏
i<j(qi − qj))
2
kr
∏r
i=1 q
k−1
i
=
1
r!kr
∑
(−qi)k=−1
r∏
i=1
q1−ri (
∏
i<j
(qi − qj))
2
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Only the term qr−11 · · · q
r−1
r in (
∏
i<j(qi− qj))
2 contributes nontrivially to the
sum. This term appears with coefficient (−1)
r(r−1)
2 (r!), yielding (−1)
r(r−1)
2 as
the sum, as desired.
To verify (2), it is enough by linearity to show that if P =
(
∂W
∂Xi
)
N , then∑
∇W˜=0
Ph−1 = 0. But ∂W
∂Xi
= ∂W˜
∂Xi
for i ≥ 2, so the result is only nontrivial
in case i = 1. Since ∂W˜
∂X1
= ∂W
∂X1
+ 1, it follows that if P =
(
∂W
∂X1
)
· N , then∑
∇W˜=0
Ph−1 = −
∑
∇W˜=0
Nh−1, and when written in terms of the qi’s, this
sum is easily seen to be zero.
Corollary 3.2: The euler class cr(k−r)(TG) and the (modified) hessian poly-
nomial (−1)(
r
2)h(c1(S
∗), ..., cr(S
∗)) determine the same element of H∗(G).
Proof: We have determined that the number of zeroes of ∇XW˜ is
(
k
r
)
.
On the other hand, (23.2.1) of [2] states that the Poincare´ series of G(r, k)
is:
(1− t2)...(1− t2k)/(1− t2)...(1− t2r)(1− t2)...(1− t2(k−r))
Thus it follows from Proposition 2.1 that:
(−1)(
r
2)
∫
G
h(c1(S
∗), ..., cr(S
∗)) =
(
k
r
)
=
∫
G
cr(k−r)(TG)
This says that the euler class, as a polynomial in the chern classes of
S∗, and the modified hessian are the same modulo the ideal generated by
∂W
∂X1
, ..., ∂W
∂Xr
. But the following improvement will show that they are in fact
the same in the quantum cohomology ring.
Proposition 3.3: The euler polynomial and (−1)(
r
2)h are the same at the
zeroes of ∇W˜ .
Proof: The splitting principle together with the tensor product formula
imply that
(∗∗) e(X1, ..., Xr) = cr(k−r)(S
∗⊗Q) =
r∏
i=1
(qk−ri + q
k−r−1
i c1(Q) + ...+ ck−r(Q))
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When evaluated at the points where ∇W˜ = 0, we have:
1∏r
j=1
(1−qjt)
= 1
ct(S)
= 1 + c1(Q)t + ...+ ck−r(Q)t
k−r + 0 + ... + 0− tk − c1(Q)t
k+1 − ...
= (1 + c1(Q)t + ...+ ck−r(Q)t
k−r)(1 + tk)−1
If we take residues of both sides at t = q−1i , where qi is a kth root of −1,
we get:
1∏
j 6=i(1− qjq
−1
i )
=
1
k
(1 + c1(Q)q
−1
i + ... + ck−r(Q)q
−(k−r)
i )
Multiplying by kqk−ri and taking the product over all i, the right hand
side gives the euler polynomial by (∗∗), but the left hand side gives (−1)(
r
2)
times the formula for the hessian in terms of the qi’s derived earlier.
Putting together the results of this paper with [1], we get the following
formula, first conjectured by Vafa and Intriligator in [6]:
Theorem 3.4: The Gromov invariants for G = G(2, k) are computed by the
formula:
Nd(P (X1, X2), g) = (−1)
g−1
∑
∇W˜=0
P (X1, X2)h(X1, X2)
g−1
Proof: As already mentioned, the main result of [1] shows that the
Theorem holds for curves of genus one, and the arguments therein also imply
the genus zero case. For higher genera, we use Theorem 2.1, Proposition 3.3
and the result for genus one to get:
Nd(P, g) = Nd(Pe
g−1, 1) =
∑
∇W˜=0
Peg−1 = (−1)g−1
∑
∇W˜=0
Phg−1
as desired.
The full conjecture of Vafa and Intriligator states that the analogous
formula computes the genus-g Gromov invariants on any Grassmannian.
Namely,
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Conjecture: If P (X1, ..., Xr) is of weighted degree kd−r(k−r)(g−1), then
Nd(P (X1, ..., Xr), g) = (−1)
(g−1)( r2)
∑
∇W˜=0
Phg−1
In light of Theorem 2.1 and Proposition 3.3, it would suffice to verify this
conjecture in the genus zero case to get the result for all genera. Since the
genus zero quot scheme is smooth and indeed has been described quite explic-
itly by Strømme in [12], it may be possible to verify this directly. Indeed, it
was recently shown in [9] by direct methods that the degree of the genus zero
quot scheme, namely, Nd(X
kd+r(k−r)
1 , 0), agrees with the conjectured value.
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