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1. INTRODUCTION 
We consider the existence of a solution of quasilinear elliptic boundary value 
problems of the form 
div A@, u, Du) = a(x, u, Du) in Q; u = + on asZ, (1.1) 
where asZ C Iw” is a bounded smooth domain. We establish existence by the 
method of sub- and super-solutions. This technique has been used extensively 
for semilinear elliptic boundary value problems. See Kazdan and Warner [4] 
for examples and further references. For a semilinear elliptic boundary value 
problem 
Lu = f (ix, 24) in 9, u = $ on X& (1.2) 
with L the operator defined by 
Lu = -f u&) 
1 
& + 2 u4 g + w4 
1 1 “Z 
functions /I(x), y( x are said to be respectively sub- and supersolutions of (1.2) if ) 
LP <f(x,PJinQ,P G+onW (1.3-) 
Ly>f(x,y)inQ,y>+onaQ. (1.3,) 
Choquet-Bruhat and Leray [2] extended the method of sub- and super- 
solutions to problems of the form (1.1). Their definition of sub- and super- 
solutions is analogous to that for semilinear equations except that they require 
strict inequalities in place of each of the four weak inequalities in (1.3*). This 
restriction poses an obstacle to applications since often one is able to find two 
functions satisfying (1.3%) weakly but unable to find any pair satisfying (1.3+) 
with strict inequality. 
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In this paper we show that Choquet-Bruhat and Leray’s strict inequalities 
may be relaxed and existence results similar to theirs obtained. In Section 2 we 
state the precise class of problems to which our results apply. We then state and 
prove our main Existence Theorem. Several facts needed in the proof of the 
Existence Theorem are proved in Section 3. 
It is a pleasure to thank J. L. Kazdan for calling this problem to my attention 
and for several useful discussions. 
2. THE EXISTENCE THEOREM 
Let Q c IWn be a bounded domain with boundary 82 of class C2*“. We consider 
the Dirichlet problem (1.1). Following Choquet-Bruhat and Leray [2] we assume 
that there exist functions &, ,3/o E C,(Q) such that 
--oo < B&> < Yo(4 < 03, for a11 x E Q. 
In problem (1.1) we assume that A(x, U, p) E Cl*=(Y), a(x, u, p) E C=(9), 
C# E C2*“(tX2) where 
9 = {(x, 6 P) t x E Q &B,(x) < u(x) -=c %30(x), P E cwn>. 
We further assume that A@, u, p) is of class C2 on 9’ in u and p and similarly 
that a(x, u, p) is of class Cl on Y in the variables u, p. The function 4 in (1.1) 
is assumed to satisfy 
PO(X) < 4(x) -=l ‘yo(“) for all x E ZQ. 
Finally we assume problem (1.1) is elliptic so that 
(2-l) 
for all (x, u, p) E Y and all 0 # 5 E Rn. Subsequently we refer to problem (1.1) 
under all the above assumptions as P. 
DEFINITION. Let p, y E C2*@) with 
Bo(4 < B(x) < Y&)7 Ah> < Ye4 -=c ?%G4 for all x E a. 
We say /3, y are respectively sub- and super-solutions of P if 
div A(x, /3, Dj3) >, a(x, 8, Dfl) in 52 and d(x) > /I(X) on asZ, (2.2-) 
div A(r, y, Dy) < a(x, y, Dy) in 52 and $(x) < y(x) on Z2. (2.2,) 
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Remark. This definition of sub- and super-solutions is more general than 
that used in [2]. Each weak inequality in (2.2,) replaces a corresponding strict 
inequality in [2]. 
We now state our main result. 
EXISTENCE THEOREM. Suppose /I < y are respectively sub- and super-solutions 
of P. If there exist positive constants m > 1, pO , p1 , p2 such that (see [2, 51 for 
similar estimates) the estimates 
(2.3) 
1 a(x, u, p)~ + (1 g ( + I A I) (1 + I P I) + 1 g 1 G 1+(1 f 1 p I”“)* (2*4) 
hold for /3(x) < U(X) < y(x), then there exists at least one solution u(x) E C**rr(~) 
of P satisfying 
8(x) G 44 G Y(4, in 52. 
Remark 1. For a second order uniformly elliptic equation of the form Lu = 
a(x, u, Du) the only growth requirement imposed by our theorem is that 
a(x, u, p) grow at most quadratically in p. (See [4, Section 61.) 
Remark 2. It is easy to show (see Proposition I, Section 3) that either 
p = y or /3 < y for all x E .Q. If j3 = y the Existence Theorem is clear. Hence 
we shall assume that /3(x) < y(x) for all x E Q. 
Proof of Existence Theorem. The proof will use Theorem 1 of [2] together 
with a perturbation type argument. Let 
~-cQccszi+lc-~, i = 1, 2,... 
be a strictly nested family of C2sa subdomains of Q whose union exhausts .G?. 
Let these subdomains be chosen to satisfy 
I aa 12.a < K, for i = 1, 2,... (2.5) 
where K is independent of i. Let a(x) be an extension to fi of the function 4(x) 
in (1.1). We shall suppose (see Proposition 2, Section 3) that 
Q, E CQ(Q), B(X) < Q(x) < y(x) in 52 and +(x) = Q(x) on %G? 
Henceforth we denote this extension simply as 4. 
We introduce a sequence of problems Pi , i = 1,2,..., 
div A(x, u, Du) = ai(x, u, Du) in Qni with u(x) = &(x) on aQi , (2.6) 
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where 
and 
Ui(X, U, p) EZ u(x, u, p) + ( 1/2i)(2u - (B + Y))l XEQi 
$i(X) EG +(x) +- (1/2i)@ + Y - 2#>3 XEiX2,. 
The functions A(x, u, p), a(x, II, p) in Pi are the restrictions to Qi of the functions 
A, a in (1.1). 
LEMMA 1. For i = 1,2,... there exists a sohstion ui of Pi satisfying /3(x) < 
ui(x) < y(x) in sZi . Moreover fur each i there is a constant Ki such that 
for all j > i + 1, where Ki depends on i but is independent of j for j > i + 1. 
Proof of Lemma 1. To see that the solution ui exists we observe that /3, y are 
sub- and super-solutions respectively for Pi in the strict sense of Choquet- 
Bruhat and Leray and that Pi satisfies the hypotheses of Theorem 1 of [2]. 
In particular the estimates (2.3), (2.4) hold for Pi with new constants CL,,  pr , pa , 
m and with ai(x, u, p) replacing u(r, u, p). We note that the same new constants 
work uniformly for all i, i = 1, 2 ,... . The boundary data pi also satisfy a uniform 
estimate 
I A I2.ir.a~~ G ~3 + Ml 3 i = 1, 2,... (2.8) 
where 
Ml = U/2) I Y -B La and P3 = I c l2.u.d . 
The uniformity of the estimates (2.3), (2.4) and (2.8) for Pi together with 
Theorem 6.5, Chapter IV of [5] imply the estimate (2.7). For a similar type of 
argument see [2]. This proves Lemma 1. 
We now construct a solution of P inductively. Consider the solution u, to Pj . 
Restrict ui to Dr , j > 1. By Lemma 1 and the Arzela-Ascoli theorem there 
exists a subsequence of (ui In,}, j > 2 which converges in Cz@J to a limit which 
we label vi E C2(~r). After possible relabeling we denote this convergent sub- 
sequence by {uj IO,}. For j > 3 we may apply the Arzela-Ascoli theorem to 
{z+ In,} obtaining a limit va E C2(D2). It is clear that v2 lo1 = vi . Proceeding 
inductively we define a function u E C2(Q). 0 ne checks that u satisfies the differen- 
tial equation in (1.1). 
We turn now to satisfying the boundary condition in (1.1). 
LEMMA 2. The solution u(x) constructed above has a uniformly continuous 
extension to ES. Denote this unique extension by u(x). Then u(x) = C(x) on &‘. 
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Proof of Lemma 2. Assumption (2.5) on the uniform smoothness of a&, 
i = 1, 2,..., together with Theorem 1.1, Chapter IV of [5] implies that there is 
a constant K’ such that 
I % lu.Ri < K’~ i = 1, 2,..., (2.9) 
where K’ is independent of i. The constant 0 < 01 < 1 is the same as in Lemma 1. 
A routine limit argument shows that the limit function u also satisfies (2.9) for 
all i. Hence 
I u LR < K’, (2.10) 
with ti, K’ as in (2.9). 
From the regularity statement (2.10) we observe that u can be extended by 
continuity to 0 [3, p. 231. Let x,, E a52 be fixed. Denote by {xi} a sequence of 
boundary points xi E aSr, such that xi + x0 as i -+ co. One checks that ui(xi) - 
u(x,,) and that +i(~J -+4(x,,) as i - co. Since Ui(Xi) = Ci(xi) we conclude that 
+(x0) = u(xs). This proves Lemma 2. 
We have now constructed a function u(x) which is of class c’ on every sub- 
domain QR’ C J& is continuous on 0 and satisfies the boundary value problem P. 
By standard linear elliptic theory u E C2*&@). Q.E.D. 
3. APPENDIX 
In this section we prove several facts used in the proof of the Existence 
Theorem. 
PROPOSITION 1. Let /3, y be sub- and super-solutions for problem P as defined 
by (2.2*). Suppose ,6? < y for all x E 9. Then either j3 = y or /3(x) < y(x) for all 
x E Q. 
Proof. Assume that /3(x,,) = y(.lcs) f or some x0 E G. We show /3 = y in 9. 
Let w = y - 8. Subtract inequality (2.2-) f rom inequality (2.2,). The resulting 
difference on the left is linearized by a standard argument (see [I, p. 2831) 
and the difference on the right is linearized in similar fashion. The result is an 
inequality in w of the form 
L’w + cw d a,(x, S, ji)w + a,jx, S, ji) wzi , (3.1) 
where y > s > /3 and pi Iw” are given by the Mean Value Theorem. This 
inequality may be rewritten as 
Lw + cw < a,(.v, S, p)w, (3.2) 
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where L is a linear elliptic operator of the form 
Choose a constant 77 > 0 large enough that 
Lw + (c - 7)~ < 0 in Sz and c - 7 < 0. (3.3) 
Since w has an interior minimum of zero at x,, we conclude from the Maximum 
Principle (see [6, p. 641) that w = 0. Q.E.D. 
We now state a proposition which seems fairly clear intuitively. The result is 
perhaps well known but we know of no reference. Hence we include a proof. 
PROPOSITION 2. Let p, y be respectively sub- and super-solutions of problem P. 
Suppose /I < y on all of Q. Then there exists a function @ E Casti such that 
@lan==4and/3<@<yonQ. 
Proof. With notation as in Eq. (3.3) we consider the Dirichlet problem 
Lv + (c - 7)~ = (c - 7)w in Sz, v = 4 - /3 on aa. (3.4) 
From linear elliptic theory there exists a solution zr of (3.4). From the Maximum 
Principle we see v > 0 in J2. On the other hand if we apply the Maximum 
Principle to 
L(w - v) + (c - ~)(w - v) < 0 in n 
we see w - v > 0. The desired extension is @ == 18 + a. 
(3.5) 
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