An experiment comparing the e ectiveness of the all-uses and all-edges test data adequacy criteria was performed. The experiment was designed so as to overcome some of the de ciencies of previous software testing experiments. A large number of test sets was randomly generated for each of nine subject programs with subtle errors. For each test set, the percentages of executable edges and de nition-use associations covered were measured and it was determined whether the test set exposed an error. Hypothesis testing was used to investigate whether all-uses adequate test sets are more likely to expose errors than are all-edges adequate test sets. All-uses was signi cantly more e ective than all-edges for ve of the subjects, and appeared guaranteed to detect the error in four of them. Further analysis showed that in four of these subjects, all-uses-adequate test sets were more e ective than all-edges-adequate test sets of similar size. Logistic regression analysis was used to investigate whether the probability that a test set exposes an error increases as the percentage of de nition-use associations or edges covered by it increases. The evidence did not strongly support this conjecture. Error exposing ability was shown to be strongly positively correlated to percentage of covered de nitionuse associations in only four of the nine subjects. Error exposing ability was also shown to be positively correlated to the percentage of covered edges in four (di erent) subjects, but the relationship was weaker.
Introduction
Considerable e ort in software testing research has focussed on the development of software test data adequacy criteria, that is, criteria that are used to determine when software has been tested \enough", and can be released. Numerous test data adequacy criteria have been proposed, including those based on control ow analysis 25, 26] , data ow analysis 23, 29, 31, 34] and program mutation 9] . Tools based on several of these criteria have been built 8, 14, 28] and many theoretical studies of their formal properties and of certain aspects of their relations to one another have been done 6, 12, 15, 34] . But surprisingly, relatively little work has focussed on the crucial question: how good at exposing errors are the test sets that are deemed adequate according to these criteria?
In this paper, we describe an experiment addressing this question. One factor that makes it di cult to answer this question is that for a given program P and adequacy criterion C, there is typically a very large number of adequate test sets. If P is incorrect, then usually some of these test sets expose an error while others do not. Most previous experiments have failed to sample this very large space of test sets in a statistically sound way, and thus have given potentially misleading results. The goals of this research were twofold: 1) to develop an experiment design that allows the error-detecting ability of adequacy criteria to be compared in a meaningful way, and 2) to use that design to measure and compare several adequacy criteria for a variety of subject programs.
In Section 2, below, we de ne a notion of the e ectiveness of an adequacy criterion that, for a given erroneous program and speci cation, measures the likelihood that an adequate set will expose an error. The higher the e ectiveness of criterion C, the more con dence we can have that a program that has been tested on a C-adequate test set without exposure of an error is indeed correct. Our experiment measured e ectiveness by sampling the space of C-adequate test sets. For each of nine subject programs, we generated a large number of test sets, determined the extent to which each test set satis ed certain adequacy criteria, and determined whether or not each test set exposed an error. The data were used to measure and compare e ectiveness of several adequacy criteria and to address several related questions.
We limited our attention to three adequacy criteria. The all-edges criterion, also known as branch testing, is a well-known technique which is more widely used in practice than other, more sophisticated adequacy criteria. It requires the test data to cause the execution of each edge in the subject program's ow graph. The all-uses data ow testing criterion requires the test data to cause the execution of paths going from points at which variables are assigned values to points at which those values are used. It has received considerable attention in the research community and is considered promising by many testing researchers. For comparison, we also consider the null criterion, which deems any test set to be adequate.
The design of the experiment allowed us to address three types of related questions. Given a subject program and a pair of criteria, C1 and C2, we investigated, 1. Overall comparison of criteria: Are those test sets that satisfy criterion C1 more likely to detect an error than those that satisfy C2? More generally, are those test sets that satisfy X% of the requirements induced by C1 more likely to detect an error than those that satisfy Y % of the requirements induced by C2? 2. Comparison of criteria for xed test set size: For a given test set size, n, are those test sets of size n that satisfy criterion C1 more likely to detect an error than those that satisfy C2?
3. Relationship between coverage and e ectiveness: How does the likelihood that the test set detects an error depend on the extent to which a test set satis es a criterion and the size of the test set?
The overall comparisons of the criteria give insight into which criterion should be selected when cost is not a factor. If C1 is more e ective than C2, but C1 typically demands larger test sets than C2, one may ask whether the increased e ectiveness arises from di erences in test set sizes, or from other, more intrinsic characteristics of the criteria. The comparison of criteria for xed test set size addresses this issue by factoring out di erences in test set size. Lastly, investigation of the relationship between coverage and e ectiveness is useful because in practice it is not unusual to demand only partial satisfaction of a criterion.
We believe that the results reported here should be of interest both to testing researchers and to testing practitioners. While practitioners may be primarily interested in the experiment's results and their implications for choosing an adequacy criterion, researchers may also nd the novel design of the experiment interesting.
This paper is organized as follows. Section 2 of this paper de nes e ectiveness and reviews the de nitions of the relevant adequacy criteria. Section 3 describes the design of the experiment, Section 4 describes the statistical analysis techniques used, and Section 5 describes the subject programs on which the experiment was performed. The experiment's results are presented in Section 6 and discussed further in Section 7. The experiment design is compared to related work in Section 8, and conclusions are presented in Section 9.
Background 2.1 E ectiveness of an adequacy criterion
The goal of testing is to detect errors in programs. We will say that a test case t exposes an error in program P, if on input t, P's output is di erent than the speci ed output. A test set T exposes an error, or is exposing, if at least one test case t in T exposes an error.
Consider the following model of the testing process:
A test set is generated using some test data generation technique. The program is executed on the test set, the outputs are checked, and the adequacy of the test set is checked. If at least one test case exposes an error, the program is debugged and regression tested; if no errors are exposed but the test set is inadequate, additional test cases are generated. This process continues until the program has been executed on an adequate test set that fails to expose an error.
At this point, the program is released. Although the program is not guaranteed to be correct, the \better" the adequacy criterion, the more con dence one can have that it is correct.
Note that we have explicitly distinguished between two aspects of testing: test generation and application of a test data adequacy criterion. A test generation technique is an algorithm which generates test cases, whereas an adequacy criterion is a predicate which determines whether the testing process is nished. Test generation algorithms and adequacy criteria that are based on the structure of the program being tested are called program-based or white-box; those that are not based on the structure of the program are called black-box. Black-box techniques are typically speci cation-based, although some, such as random testing, are not. It is possible in principle to use white box techniques as the basis for test generation. For example, one could examine the program text and devise test cases which cause the execution of particular branches. However, it is usually much more di cult to generate a test case that causes execution of a particular branch than to simply check whether a branch has been executed by a given test case. Thus, in practice, systematic approaches to test generation are usually black-box, while systematic approaches to checking adequacy are often white-box. Black box test generation techniques may involve devising test cases intended to exercise particular aspects of the speci cation or may randomly sample the speci cation's domain. The testing techniques investigated in this paper combine black box test generation techniques and white-box adequacy criteria. In particular, we explore whether one white box adequacy criterion is more likely than another to detect a bug when a particular (random) black box testing strategy is used.
We now de ne a measure of the \goodness" of an adequacy criterion that captures this intuition. Let P be an incorrect program whose speci cation is S, and let C be an adequacy criterion. Consider all the test sets T that satisfy C for P and S. It may be the case that some of these test sets expose an error, while others do not. If a large percentage of the C-adequate test sets expose an error, then C is an e ective criterion for this program.
More formally, consider a given probability distribution on the space of all C-adequate test sets for program P and speci cation S. We de ne the e ectiveness of C to be the probability that a test set selected randomly according to this distribution will expose an error. In practice, test sets are generated using a particular test generation strategy G, such as random testing with a given input distribution, some other form of black-box testing, or a systematic white-box strategy. This induces a distribution on the space of C-adequate test sets. We de ne the e ectiveness of criterion C for P and S relative to test generation strategy G to be the probability that a C-adequate test set generated by G will expose an error in P. In this paper, we will be concerned with e ectiveness of criteria relative to various random test generation strategies.
To see that this notion of e ectiveness captures the intuition of the \goodness" of an adequacy criterion, let p C (P) denote the e ectiveness of criterion C for program P. The probability that a randomly selected C-adequate test set T will not expose an error, i.e., that we will release P, treating it as if it were correct, is 1 ? p C (P). In particular, if P is incorrect, this is the probability that after testing with a C-adequate test set we will mistakenly believe that P is correct. Now suppose p C1 (P) p C2 (P) for all programs P in some class P. Then, since 1 ? p C1 (P) 1 ? p C2 (P), the probability of our mistakenly believing P to be correct after using C2 as an adequacy criterion is at least as great as if we had used C1 as the adequacy criterion. Thus after testing P without exposing an error, we can have at least as much con dence that P is correct if we used criterion C1 as if we used criterion C2. Weiss has de ned a more general notion of the e ectiveness of an adequacy criterion and discussed its relation to con dence in program correctness 37].
Most previous comparisons of adequacy criteria have been based on investigating whether one criterion subsumes another. Criterion C1 subsumes criterion C2 if, for every program P and speci cation S, every test set that satis es C1 also satis es C2. It might seem, at rst glance, that if C1 subsumes C2, then C1 is guaranteed to be more e ective than C2 for every program. This is not the case. It may happen that for some program P, speci cation S, and test generation strategy G, test sets that only satisfy C2 may be better at exposing errors than those that satisfy C1. Hamlet has discussed related issues 21]. Weyuker, Weiss, and Hamlet 40] and Frankl and Weyuker 17, 16] have further examined the relationship between subsumption and error-detecting ability.
De nitions of the adequacy criteria
This study compares the e ectiveness of three adequacy criteria: the all-edges criterion, the all-uses criterion, and the null criterion. Two of these criteria, all-edges and alluses, are members of a family of criteria, sometimes called structured testing criteria, that require the test data to cause execution of representatives of certain sets of paths through the ow graph of the subject program. The null criterion considers any test set to be adequate; thus application of the null criterion is the same as not using any adequacy criterion at all. We have included the null criterion in this study in order to allow comparison of all-edges and all-uses adequate sets to arbitrary sets.
The all-edges criterion, also known as branch testing, demands that every edge in the program's ow graph be executed by at least one test case. All-edges is known to be a relatively weak criterion, in the sense that it is often easy to devise a test set that covers all of the edges in a buggy program without exposing the bug. A much more demanding, but completely impractical, criterion is path testing, which requires the execution of every path through the program's ow graph.
In an e ort to bridge the gap between branch-testing and path-testing, Rapps and Weyuker 34] de ned a family of adequacy criteria based on data ow analysis similar to that done by an optimizing compiler. The all-uses criterion belongs to this family 1 . Other data ow testing criteria have also been de ned 23, 29, 31] . Roughly speaking, these criteria demand that the test data exercise paths from points at which variables are de ned to points at which their values are subsequently used. Occurrences of variables in the subject program are classi ed as being either de nitions, in which values are stored, or uses, in which values are fetched. For example, a variable occurrence on the left-hand side of an assignment statement is a de nition; a variable occurrence on the right hand side of an assignment statement or in a Boolean expression in a conditional statement is typically a use. A de nition-use association (dua) is a triple (d,u,v) such that d is a node in the program's ow graph in which variable v is de ned, u is a node or edge in which v is used, and there is a de nition-clear path with respect to v from d to u. A test case t covers dua (d,u,v) if t causes the execution a path that goes from d to u without passing through any intermediate node in which v is rede ned. The all-uses criterion demands that the test data cover every dua in the subject program.
We had previously designed and implemented a tool, ASSET 11, 12, 14] , that checks the extent to which a given test set for a given Pascal program satis es all-uses and various other data ow testing criteria. ASSET analyzes the subject program to determine all of the de nition-use associations in a particular program unit and builds a modi ed program whose functionality is identical to the original subject program except that it also outputs a trace of the path followed when a test case is executed. After executing the modi ed program on the given test set, ASSET analyzes the traces to determine the extent to which the adequacy criterion has been satis ed and outputs a list of those de nitionuse associations that still need to be covered. For this experiment, we modi ed ASSET so that it could also check whether a test set satis es all-edges and replaced ASSET's interactive user interface by a batch interface.
One problem with the all-edges and all-uses criteria, as originally de ned, is that for some programs, no adequate test set exists. This problem arises from infeasible paths through the program, i.e., paths that can never be executed. The problem is particularly serious for the all-uses criterion because for many commonplace programs, no adequate test set exists. For example, the problem occurs with any program having a for loop in which the lower and upper bounds are non-equal constants. Frankl and Weyuker de ned a new family of criteria, the feasible data ow testing criteria, which circumvents this problem by eliminating unexecutable edges or de nition-use associations from consideration 12, 15] , and showed that under reasonable restrictions on the subject program, the feasible version of all-uses subsumes the feasible version of all-edges.
It is important to note that the original (infeasible) criteria are not really used in practice; they do not apply to those programs that have infeasible edges or duas, and they are the same as the feasible versions for other programs. Ideally, testers should examine the program to eliminate infeasible edges and duas from consideration. In reality, they often stop testing when some arbitrary percentage of the edges or duas has been covered, without investigating whether the remaining edges/duas are infeasible, or whether they indicate de ciencies in the test set. For this reason, we felt that it was also important to examine the relationship between the percentage of the duas covered by a test set and its likelihood of exposing an error. In the remainder of this paper, we will, by abuse of notation, use the terms all-edges and all-uses to refer to the feasible versions of these criteria.
Experiment Design
The goal of this experiment was to measure and compare the e ectiveness of various adequacy criteria relative to random test generation strategies for several di erent subject programs. To measure the e ectiveness of criterion C, we can generate a large number of C-adequate test sets, execute the subject program on each test set, check the outputs and consider a test set exposing if and only if the program gives the wrong output on at least one element of the test set, and calculate the proportion of C-adequate test sets that are exposing.
If the proportion of C1-adequate test sets that expose an error is signi cantly higher than the proportion of C2-adequate test sets that expose an error, we can conclude that criterion C1 is more e ective than C2 for the given program and test generation strategy.
In the present experiment, we generated test sets randomly and compared the alledges, all-uses, and null criteria. The programs on which we experimented, and the exact notion of \randomly generated test sets" used for each are described in Section 5 below.
We collected the data in such a way as to allow for comparison of a family of variants of all-edges and all-uses. Rather than just checking whether or not each test set satis ed all-edges (all-uses), we recorded the number of executable edges (duas) covered by the test set. This allowed us to use the collected data to measure not only the e ectiveness of all-edges and all-uses, but also of such criteria as X% edge coverage and Y% dua coverage. In addition it allowed us to investigate the correlation between percentage of edges (duas) covered and error exposing ability.
For each subject program, we rst identi ed the unexecutable edges and duas and eliminated them from consideration. We then generated a large set of test cases called the universe, executed each test case in the universe, checked its output, recorded whether it was correct, and saved a trace of the path executed by that test case. 2 We sampled the space of adequate test sets as follows: we selected various test set sizes, n, then for each n, generated many test sets by randomly selecting n elements from the universe, using a uniform distribution. Note that we did not use a uniform distribution on the space of test sets, but rather, used a distribution that arises from a practical test generation strategy. We then determined whether or not each test set was exposing and used ASSET to check how many executable edges and duas were not covered by any of the paths corresponding to the test set.
Some care was necessary in choosing appropriate test set sizes. If the generated test sets are too small, then relatively few of them will cover all edges (all duas), so the results will not be statistically signi cant. On the other hand, if the test sets are too large, then almost all of them will expose errors, making it di cult to distinguish between the e ectiveness of the two criteria. To overcome this problem, we generated our test sets in \batches", where each batch contained sets of a xed size. After observing which sizes were too large or too small, we generated additional batches in the appropriate size range, if necessary. This \strati cation" of test sets by size also allowed us to investigate whether all-uses is more e ective than all-edges for test sets of a given size.
The design of the experiment imposed several constraints on the subject programs:
The input domain of the program had to have a structure for which there was some reasonable way to generate the universe of test cases. For example, while there are several reasonable ways to randomly generate matrices, it is less clear how to randomly generate inputs to an operating system. Because of the large number of test cases on which each program was executed, it was necessary to have some means of automatically checking the correctness of the outputs.
The failure rate of the program had to be low; i.e., errors had to be exposed by relatively few inputs in the universe. Otherwise, almost any test set that was big enough to satisfy all-edges would be very likely to expose an error. We were surprised to discover that many of the programs we considered as candidates for this experiment, including many that had been used in previous software quality studies, had to be rejected because of their high failure rates.
The available tool support (ASSET) imposed an additional constraint { the subject programs had to be either written in Pascal or short enough to translate manually. When translation was necessary, program structure was changed as little as possible.
Note that our experiment considered the e ectiveness of all-edges adequate sets in general, not the e ectiveness of those all-edges adequate sets that fail to satisfy all-uses. This models the situation in which the tester releases the program when it has passed an all-edges adequate test set without caring whether or not the test set also satis es all-uses. In an alternative model, the tester would classify a test set as all-edges adequate only if it satis ed all-edges and did not satisfy all-uses. If all-uses is shown to be more e ective than all-edges using our model, then the di erence would be even greater if we were to use the alternative model.
Also note that our design introduces a bias in favor of all-edges. We used test sets that were big enough to insure the selection of a statistically signi cant number of all-uses adequate sets, not just a signi cant number of all-edges adequate sets. This resulted in the selection of many all-edges adequate sets that were bigger, thus more likely to expose an error, than the all-edges adequate sets that would be selected by a practitioner using our model of the testing process.
Data Analysis Techniques
Recall that we are interested in comparing the e ectiveness of all-uses to all-edges and to the null criterion for each of a variety of subject programs. We treat each subject program's data as that of a separate experiment. Throughout this section, when we refer to the e ectiveness of a criterion we mean its e ectiveness for a particular program and test generation strategy. For clarity, we describe the techniques used to compare all-uses with all-edges. The techniques for comparing all-uses and all-edges to the null criterion and for comparing coverage of X% of the duas to coverage of Y % of the edges are identical.
If we have randomly chosen N C-adequate test sets, and X is the number of these that exposed at least one error, thenp C = X=N, the sample proportion, is a good estimator of p C , the e ectiveness of C. In fact, if the probability that a C-adequate test set exposes an error is governed by a binomial distribution, thenp C is a minimum variance unbiased estimator of the e ectiveness of C 3], i.e., it is good statistic for estimating e ectiveness.
Overall comparison of criteria
The rst question posed was whether or not all-uses adequate test sets are signi cantly more e ective than all-edges adequate test sets. Letp u be the proportion of all-uses adequate sets that exposed an error and letp e be the proportion of all-edges adequate sets that exposed an error. Ifp u is signi cantly higher thanp e then there is strong statistical evidence that all-uses is more e ective than all-edges. If not, the data do not support this hypothesis.
This observation suggests that hypothesis testing techniques are suitable for answering this question. In hypothesis testing, a research, or alternative, hypothesis is pitted against a null hypothesis, and the data are used to determine whether one hypothesis is more likely to be true than the other. Our research hypothesis, that all-uses is more e ective than all-edges, is expressed by the assertion p e < p u . The null hypothesis is that the two criteria are equally e ective, expressed by p e = p u . Note that we chose a one-sided test because we wanted to know whether all-uses is more e ective than all-edges, not just whether they are di erent. It is important to realize that the goal in hypothesis testing is quite conservative; we uphold the null hypothesis as true unless the data is strong testimony against it, in which case we reject the null hypothesis in favor of the alternative.
Since we are using the sample proportions as estimators of the e ectiveness of the criteria, our decision to accept or reject the null hypothesis reduces to a decision as to whether or not the di erence between the sample proportions is signi cantly large. In for rejection of hypotheses, and the con dence intervals give an indication of how much better one criterion is than the other, if at all. To be conservative in our interpretation of the data, we chose a signi cance level of = 0:01, meaning that if the null hypothesis is rejected, the probability that all-edges is actually as e ective as all-uses is at most 1/100.
In several of our subjects, every all-uses adequate test set exposed an error, so that the normal approximation could not be used. In these cases, we calculated con dence intervals separately for p u and p e . Inspection of the data showed that all-uses was clearly more e ective than all-edges for these subjects, making further analysis unnecessary.
Comparison of criteria for xed size test sets
The second question we asked dealt with the e ect of test set size on the previous results. The all-uses adequacy criterion in general requires larger test sets than does the all-edges criterion. Since the probability that a test set exposes an error increases as its size increases, for some subjects all-uses may be more e ective than all-edges simply because it demands larger test sets. On the other hand, the increased e ectiveness of all-uses may result from the way the criterion subdivides the input domain 39].
To determine whether di erences in the e ectiveness of the criteria were primarily due to di erences in the sizes of adequate test sets, we analyzed the data on a \by-size" basis. In Tables 6, 7 , 8, we display the sample data for each of the subject programs by size, arranging close sizes into groups. The intent of this table is to give descriptive evidence of the relationship between all-uses and all-edges for xed size test sets. Where there was enough data, we also did hypothesis testing on the individual size groups and reported the results in the right hand columns.
Relationship between coverage and e ectiveness
The third question to be answered is whether there is a relationship between the extent to which a test set satis es the all-uses (or all-edges) criterion and the probability that the test set will expose an error. This is the most di cult of the questions, and the technique we employed to answer it is logistic regression.
A regression model gives the mean of a response variable in a particular group of variables as a function of the numerical characteristics of the group. If Y is the response variable and X 1 ; X 2 ; : : : X n are the predictors, we denote the mean of Y , given xed values x = x 1 ; x 2 ; : : :x n , by Y j x . Ordinary linear (or higher order) regression models are not suitable for data in which the response variable takes on yes-no type values such as \exposing" or \not exposing", in part because regression equations such as Y j x = 0 + 1 x 1 + 2 x 2 + n x n (1) put no constraints on the value of Y j x . The right hand side can take on any real value whereas the left hand side must lie between 0 and 1. The right hand side is also assumed to follow a normal distribution whereas the left hand side generally does not. There are other serious problems that make linear regression a poor choice for modeling proportions 1]. Logistic regression overcomes these problems and provides many important advantages as well. In logistic regression the left hand side of Equation 1 is replaced by the logit of the response variable, log In our analysis, we treated test set size and fraction of coverage of de nition-use associations (or edges) as the predictor variables, and used logistic regression to determine the extent, if any, to which the probability of exposing an error was dependent upon these variables. We used the CATMOD module of SAS to assist with the regression analysis, using maximum likelihood estimation, and measuring goodness of t with 2 tests of the model parameter estimates and of the likelihood ratio.
Subject Programs
Our nine subjects were obtained from seven programs, all of which had naturally occurring errors. Three of our programs were drawn from the Duran and Ntafos study 10]; high failure rates made the rest of the Duran-Ntafos subjects unsuitable for our experiment. The programs buggyfind, textfmt, and transpose, described below, were used by Duran and Ntafos; the remainder came from other sources. We obtained two subjects from buggyfind by using two di erent input distributions. Recall that ASSET monitors coverage of edges or duas in a single program unit. We obtained two subjects from a matrix inversion program by instrumenting two di erent procedures.
In this section, we describe the programs, the procedures for selecting random test data for them, and the method used to check outputs. For our experiment, we translated the LISP version into Pascal, and tested it using two di erent distributions of random inputs. For find1, the test universe consisted of 1000 randomly generated arrays, where the array sizes were randomly selected between zero and 10, the elements were randomly selected in the range 1 to 100, and the values of f were randomly selected between 1 and the array size. For find2 the universe contained one test case for each array with elements selected from f0; 1; 2; 3; 4g and range 0 : : : n], for each n from 0 to 5. This distribution more closely approximates uniform random selection from all test cases with array sizes from 0 to 5.
In both find1 and find2 we checked the output by checking whether all elements to the left of position f were less than or equal to a f] and all elements to the right of position f were greater than or equal to a f].
TextFormat
Goodenough and Gerhart 19] analyzed an erroneous text formatting program. They identi ed seven problems with the program and traced them to ve faults. Four of these faults either were too blatant to be useful for this experiment, or could not be replicated in Pascal versions of the program. Our textfmt program is a Pascal version of Goodenough and Gerhart's corrected textfmt program, in which we have re-inserted the remaining fault. This fault, which corresponds to Goodenough and Gerhart's problems N5 and N6, causes leading blanks and adjacent blanks/line-breaks to be handled improperly. We would have liked to re-insert the other faults to produce additional subject programs, but either they could not be replicated in Pascal, or they led to failure rates that were too high.
Each test case was a piece of text, 15 characters long, generated by repeated uniform random selection of a character from the set consisting of uppercase letters, lowercase letters, and blank and newline characters. Outputs were checked by comparing the output text to a correct version, using the UNIX diff command.
Transpose
The next subject program was a transpose routine from a sparse matrix package, Algorithm 408 of the Collected Algorithms of the ACM 30], in which two faults had subsequently been identi ed 20]. We translated the corrected FORTRAN program into Pascal, and re-introduced one of the faults. Our universe could not expose the other alleged fault. The failure occurs when the rst row of the matrix consists entirely of zeros.
Since the sparse matrix package was designed to reduce memory storage for matrices whose densities do not exceed 66%, we chose the test cases randomly from among the set of all R by C matrices with densities between 0 and 66%, where 0 C R 50. The matrix transpose package required that C be at most R. Positions of the zeros in the matrices were chosen randomly, and the non-zero entries were lled with their row-major ordinal values. To check the outputs we simply compared elements M i,j] and M j,i] for all i and j.
String-matching programs
Two of our subject programs were brute-force string-matching programs. They input some text and a pattern and are supposed to output the location of the rst occurrence of the pattern in the text, if it occurs, and zero if the pattern never occurs. The rst subject, strmtch1, resulted from a awed attempt to modify a string-matching program from a Pascal textbook 7] so that it could handle variable length texts and patterns. The error occurs when a pattern of length zero is entered; in this case the program returns the value two. Note that there are several reasonable speci cations of what the program should do in this case, but returning the value two is not among them. We had previously observed that the all-uses criterion is guaranteed to expose this error, because one of the duas can only be executed when the pattern length is zero. We did not know the e ectiveness of all-edges or the null criterion for this program.
Our second erroneous string match program, strmtch2, re ects a di erent error that also occurred naturally. In the implementation, the maximum length of a pattern is shorter than it should be, so the program is sometimes working with a truncated version of the pattern, hence sometimes erroneously reports that it has found a match.
For each of the string-matching programs, the universe consisted of all (text, pattern) pairs on a two letter alphabet with text length and pattern length ranging from zero to four. Outputs were checked by comparing them to those produced by a correct program.
Matrix Manipulation
Three of the subject programs were derived from a mathematical software package written as a group project in a graduate software engineering course. One of the programs in this package was a matrix inversion program, which used LU decomposition 33]. The error in this program was not just an implementation error, but rather was a case of choosing a known algorithm that did not quite meet the speci cation. The problem arose because the LU decomposition algorithm detects some, but not all, singular matrices. Thus, given some singular matrices, the program returns an error message, while given others, it returns a matrix that is purported to be the inverse of the input matrix. It is interesting to note that several well-known numerical methods textbooks 33] describe the LU decomposition algorithm with at most a brief mention of the singularity problem; it is thus very easy to imagine a professional programmer misusing the algorithm.
The algorithm has two steps, called decomposition and backsolving. The decomposition step, implemented in procedure ludcmp, returns the LU decomposition of a row-wise permutation of the input matrix. In the backsolving step, achieved by repeated calls to the procedure lubksb, the triangular matrices are used to compute the inverse.
In subject program matinv1, procedure ludcmp was instrumented, while in matinv2, lubskb was instrumented. In both cases, test sets were drawn from the same universe, which consisted of square matrices with sizes uniformly selected between 0 and 5 and with integer entries selected uniformly between 0 and 24. Outputs were checked by multiplying the output matrix by the input matrix, and comparing to the identity matrix.
Subject program determinant used the LU decomposition to compute the determinant of a square matrix. The program operated by calling the ludcmp procedure, then multiplying the diagonal elements of the resulting lower-triangular matrix. Like the matrix inversion program, determinant produces an error message on some singular matrices, but computes the determinant incorrectly on others. While the errors in these programs are related to one another, it is worth noting that the sets of inputs on which the two programs fail are not identical.
We instrumented the ludcmp procedure, and generated another universe in the same way as the universe used for the matrix inversion subjects. To check the outputs, we compared them to results obtained using an ine cient but correct program based on calculating minors and cofactors.
Results
The results of the experiment are presented below, organized into three subsections corresponding to each of the three types of questions we asked initially:
1. Are those test sets that satisfy criterion C1 more likely to detect an error than those that satisfy C2? 2. For a given test set size, are those test sets that satisfy criterion C1 more likely to detect an error than those that satisfy C2? 3. How does the likelihood that the test set detects an error depend on the extent to which a test set satis es the criterion?
In each of these subsections we present and describe tables that summarize the data and its statistical analysis, and we interpret this analysis. Tables 2, 3 , and 4 summarize the results of the comparisons of e ectiveness of all-uses to all-edges, all-uses to null, and all-edges to null. The columns labeled N e , N u , and N n give the total numbers of adequate test sets for criteria all-edges, all-uses, and null, respectively, and the columns labeledp e ,p u , andp n give the proportions of these that expose errors. The sixth column of each table gives the signi cance probability, where applicable; an entry of **** indicates that hypothesis testing could not be applied. A \yes" in the column labeled \p e < p u ?" indicates that all-uses is signi cantly more e ective than all-edges. The columns labeled \p n < p u ?" and \p n < p e ?" answer analogous questions. Where the answer to this question is \yes", con dence intervals are shown in the last column. In those cases where the normality assumption held, a con dence interval for the di erence in e ectiveness between the two criteria (e.g., p u ? p e ) is given, while in the other cases, con dence intervals around the e ectiveness of each criterion are shown. For example, the rst row of Table 2 indicates that for determinant we are 99% con dent that the e ectiveness of all-edges lies between 0 and 0.08, whereas that of all-uses lies between 0.52 and 1.0. The second row indicates that for find1 we are 99% con dent that the e ectiveness of all-uses is between 0.06 and 0.16 greater than that of all-edges. Examination of these tables shows that for ve of the nine subjects, all-uses was more e ective than all-edges at 99% con dence; for six subjects, all-uses was more e ective than the null criterion; and for ve subjects all-edges was more e ective than null. Note that for strmtch2 all-uses would be considered more e ective than all-edges at 98% con dence. Further interpretation of these results is given in Section 7. We next compare test sets that cover X% of the duas to test sets that cover Y % of the edges. In particular, Table 5 compares test sets that cover all but two duas to those that cover all but two edges. For example, since determinant has 103 executable duas and 74 executable edges, the table compares 98% dua coverage to 97% edge coverage for that program. Note that although there was only one program, strmtch2, for which the result of hypothesis testing changed from \yes" to \no" in going from 100% coverage to \all-but-two" coverage, the e ectiveness of all-uses fell dramatically for several subjects. On the other hand, in one subject, find2, \all-but-two" dua coverage was actually slightly more e ective than 100% dua coverage. Additional comparisons of X% dua coverage to Y % edge coverage can be made by examining the raw data 38].
Overall comparison of criteria

Comparison of criteria for xed size test sets
In Tables 6, 7 , and 8, the test sets are grouped according to their sizes. In four of the nine subjects, all-uses adequate test sets are more e ective than all-edges adequate sets and null-adequate sets of similar size. Thus it appears that in four of the ve subjects for which all-uses was more e ective than all-edges and in four of the six for which all-uses was more e ective than the null criterion, the improved e ectiveness can be attributed to the inherent properties of all-uses, not just to the fact that all-uses adequate test sets are larger on the average than all-edges and null adequate test sets. In contrast, all-edges adequate sets were not more e ective than null-adequate sets of the same size for any of the subjects. This indicates that, in those cases where all-edges was more e ective than null, the increased e ectiveness was primarily due to the fact that all-edges demanded larger test sets than the null criterion. 
Relationship between coverage and e ectiveness
The results of logistic regression are shown in Tables 9 and 10 . As was discussed in Section 4.3, each regression equation is of the form Prob(exposing) = exp f(s; c) 1 + exp f(s; c) where f(s; c) is a function of the predictor variables, s, the test set size, and c, the fraction of duas or edges covered by the test set. The table gives the functions f(s; c) for each subject program for which we were able to nd a good-tting model. The asterisks in some table entries indicate that the data are so scattered that any function that gives a good t is too complex to o er much insight into the relationship, if any exists, between coverage and e ectiveness. The regression equations give us information about the way in which the e ectiveness of a test set depends, if at all, upon coverage of the criterion and test set size. Because the functions f(s; c) have several terms, it is di cult to understand very much about the dependence relationship by inspection of the table alone. However, for some of the subjects, f(s; c) is simple enough that one can restrict one's attention to the coe cient of the term containing the highest power of c. If this coe cient is positive and has a large magnitude, then e ectiveness depends strongly and positively on coverage. This is the case, for example, for the find1 subject for both dua and edge coverage. For find1, all terms involving c are positive for both types of coverage, so we can safely conclude that e ectiveness is strongly correlated to dua and edge coverage.
For some of the subject programs, we have included graphs of Prob(exposing) versus proportion of duas (edges) covered at selected test set sizes so that the reader can see the relationship more clearly. In the gures, the all-uses and all-edges graphs are superimposed; to distinguish them, we use dashed lines for the all-edges graph and dot-dashed lines for the all-uses graphs. In Figure 1 , one can see that for find1 the probability of exposing an error increases monotonically as coverage increases, for test sets with 15 test inputs. In fact, for any test set size, this would be true; we picked s = 15 for illustrative purposes only.
For some of the other subjects, the relationship is harder to determine. Careful analysis of Table 9 , however, shows that for find1, matinv1, and strmtch1, e ectiveness depends strongly and positively on coverage of duas. Similarly, analysis of Table 10 shows that for find1, matinv1, strmtch1 and strmtch2, e ectiveness depends positively on coverage of edges. The graphs in most of these cases tend to look very much like the graph for strmtch1 illustrated in Figure 2 . In these cases, the probability of exposing an error is negligible unless a su ciently large percentage of duas or edges is covered. Then as more duas or edges are covered, the probability rises sharply to a plateau on or near 1.0. We o er a possible explanation for this in the next section.
In summary, there is a clear dependence of e ectiveness on extent of coverage of the all-uses criterion in only three of the nine subjects; in a fourth subject, transpose, the probability of exposing an error increases as the percentage of duas covered increases, except that it drops slightly when the percentage gets close to 100%. In four of the subjects such a dependence exists for the all-edges criterion.
Discussion
Close examination of the data led us to several interesting observations. While all-uses was not always more e ective than all-edges and the null criterion, in most of those cases where it was more e ective, it was much more e ective. In contrast, in those cases in which all-edges was more e ective than the null criterion, it was usually only a little bit more e ective.
For buggyfind, all-uses performed signi cantly better than all-edges when the find1 universe was used, apparently because all-uses required larger test sets. However, when the find2 universe was used there was little di erence between the criteria. Also, the e ectiveness of each criterion is dramatically better for find1 than for find2. This shows that even relatively minor changes in the test generation strategy can profoundly in uence the e ectiveness of an adequacy criterion and that blanket statements about \random testing" without reference to the particular input distribution used can be misleading.
For matinv1, all-uses appears to be guaranteed to detect the error, while for matinv2, in which a di erent procedure is instrumented, all-uses performs poorly. This is in part due to the fact that it is very easy to satisfy all-uses in matinv2, and partly due to the possibility that the procedure instrumented in matinv2 has nothing to do with the bug.
Both matinv1 and detm involve instrumenting the ludcmp procedure. While 100% dua coverage appears to guarantee detection of the error in both of these cases, 98% dua coverage is much more e ective for detm than for matinv1 (0.556 vs 0.026). This is interesting because it shows that an adequacy criterion can be more or less e ective for a given procedure depending upon the program in which that procedure is used.
In four of the subjects, determinant, matinv1, textfmt, and strmtch1, coverage of all duas appears to guarantee detection of the error. We knew this prior to the experiment for strmtch1, but were surprised to see it for the other three programs. Figure 3 contains the graphs for find2. In the gure, two graphs each for all-uses and all-edges, for test set sizes of 10 and 20, are superimposed. For both test set sizes, the all-edges graph shows that the probability of exposing an error monotonically increases as the number of covered edges increases. The all-uses graphs have upward slope until roughly 70% of the duas have been covered, after which they take a downturn. This phenomenon might be the result of insu cient data above 70% coverage combined with good a t of the regression curve to the data.
The graphs shown in Figures 2 and 4 , and the data from determinant and matinv1 found elsewhere 38], exhibit an interesting phenomenon. At high values of coverage, the probability P of error detection is 1.0; then, as coverage decreases, a point is reached at which P decreases rapidly. The raw data 38] corroborate this:
For matinv1, the e ectiveness goes from 1.0 at 100% coverage to 0.03 at 98% coverage, i.e., for test sets that covered at least 98% of the executable duas. For strmtch1, the e ectiveness is 1.0 at 100% coverage, 1.0 at 98% coverage (allbut-one dua) and about 0.35 at 95% coverage (all but 2 duas). For textfmt, the e ectiveness of dua coverage from 100% down to 83% is 1.0, then the e ectiveness of 80% dua coverage falls to 0.58. But strangely enough, for values of c between about 0.4 and 0.6, it is 1.0 again. This arises from the fact that all test sets with coverage c = 0:524 were exposing, and the curve is tted closely to the data. It is likely that the only way to achieve coverage of exactly 0.524 is for a particular set of paths to have been executed by the test set and that executing this set of paths guarantees exposing the error. At the same time, test sets that execute a di erent set of paths that covers more duas are not guaranteed to expose the error. For determinant, the e ectiveness goes from 1.0 at 100% coverage to 0.556 at 98% coverage.
Thus it appears that in each of these cases, not only was there one or more duas whose coverage guaranteed error detection, but that the remaining duas were largely irrelevant.
This phenomenon has profound consequences for testing practitioners, who might deal with the unexecutable dua problem by testing until some arbitrary predetermined percentage of the duas have been covered. If it so happens that the test set fails to cover any of the \crucial" duas, the test set may be much less likely to detect the error than if it had covered 100% of the executable duas.
For example, in matinv1, there are a total of 298 duas, only 206 (69%) of which are executable. Suppose it has been decided that test sets that cover 200 of the duas will be deemed adequate. Then it will be quite possible to test without hitting any of the crucial duas, so the chance of exposing the error will be much less than it would have been with coverage of 100% of the executable duas.
Consequently, we recommend that practitioners using data ow testing put in the e ort required to weed out unexecutable def-use associations, and only accept test sets that achieve 100% coverage of the executable duas. A heuristic for doing this is presented by Frankl 13] and the issue of how this a ects the cost of using a criterion is discussed by Weiss 37] .
We more closely examined the programs in which all-uses was guaranteed to expose the error, to gain insight into situations in which all-uses seems to perform well. In each of these cases, the fault could be classi ed as a \missing path error", i.e., a situation in which the programmer forgot to take special action under certain circumstances. 3 This is particularly interesting, because structured testing criteria are usually considered to be poor at exposing missing path errors, since test cases that execute the \missing path" are not explicitly demanded. However, in these cases, it turns out that all of the test cases that cover some particular dua happen to be test cases that would have taken the missing path, had it been present. Consequently, all-uses guaranteed that these errors were detected.
Related Work
Most previous work comparing testing techniques falls into two categories: theoretical comparisons of adequacy criteria and empirical studies of test generation techniques. There have been many theoretical comparisons of adequacy criteria, but only a few of these have addressed error detecting ability. In this section, we summarize simulations, experiments, and analytical studies that have addressed the fault detecting ability of various testing techniques.
Several papers have investigated the fault detecting ability of a generalization of path testing called \partition testing". Duran and Ntafos 10] performed simulations comparing random testing to partition testing, in which, using hypothetical input domains, partitions, and distributions of errors, they compared the probabilities that each technique would detect an error. Their conclusion was that, although random testing did not always compare favorably to path testing, it did well enough to be a cost e ective alternative. Considering those results counterintuitive, Hamlet and Taylor 22] did more extensive simulations, and arrived at more precise statements about the relationship between partition probabilities, failure rates, and e ectiveness, which corroborated the Duran-Ntafos results. Jeng and Weyuker 39] attacked the same problem analytically and showed that the e ectiveness of partition testing depends greatly on how failure causing inputs are distributed among the \subdomains" of the partition. Frankl and Weyuker 17, 16] investigated the conditions under which one criterion is guaranteed to be more likely to detect a fault than another, and found that the fact that C1 subsumes C2 does not guarantee that C1 is better at detecting faults than C2. Stronger conditions with more bearing on fault-detecting ability were also described. It should be noted that these studies used a di erent model of test set selection than we used. For a program with m subdomains, they considered test sets of size mk arising from an idealized test generation scheme, namely, independent random selection of k elements from each subdomain, using a uniform distribution on each subdomain. In contrast, for various values of n, we generated test sets by independent random selection of n elements from the universe, then considered only those sets that were adequate.
Several empirical studies have counted the number of errors detected by a particular technique on programs with either natural or seeded errors. Duran and Ntafos 10] executed roughly 50 randomly generated test cases for each of several programs and calculated the percentages of these that exposed errors. Girgis An experiment by Basili and Selby 2], comparing statement testing, partitioning with boundary value analysis and code-reading by stepwise abstraction, di ered somewhat from the others in this category, in that it used human subjects to generate tests and evaluated the extent to which their expertise in uenced the results. The use of human subjects in this type of experiment is a laudable goal; after all, as long as testing is under human control, human factors will in uence results. A problem with this approach is that one cannot necessarily extrapolate to the population one is trying to model, since the human sample may not be representative of that population.
A third category of studies involved measuring the extent to which test sets generated using some particular technique satis ed various adequacy criteria, or the extent to which test sets that satisfy one adequacy criterion also satisfy another. For example, Duran and Ntafos 10] measured the extent to which randomly generated test sets with roughly 20 to 120 test cases satis ed the LCSAJ, all-edges, required pairs, and TER n criteria. Several studies of this nature have been performed on mutation testing; for example, DeMillo, Lipton, and Sayward measured the extent to which randomly generated test sets satis ed mutation testing on the buggyfind program 9], and O utt measured the extent to which test sets that kill rst-order mutants also kill second-order mutants 32]. Note that this type of study does not address the question of error-detecting ability.
While the above cited studies each contributed in some way toward better understanding of software testing, there are several noteworthy di erences between each of them and the experiment described in this paper: Our experiment compared the error detecting ability of adequacy criteria, as opposed to error detecting ability of test generation techniques, and as opposed to other characteristics of adequacy criteria; was designed to allow the application of rigorous statistical techniques; investigated real adequacy criteria (as opposed to hypothetical partitions of the input domain) on real programs with naturally occurring bugs.
None of the above mentioned papers has all three of these attributes.
Finally, we note that there have also been many experimental studies that did use rigorous statistical techniques to investigate other software quality issues 27, 35, 36] . However since none of these were aimed at evaluating the e ectiveness of adequacy criteria, they are not directly relevant here.
Conclusions
We have described an experiment comparing the e ectiveness of randomly generated test sets that are adequate according to the all-edges, all-uses, and null test data adequacy criteria. Unlike previous experiments, this experiment was designed to allow for statistically meaningful comparison of the error-detecting ability adequacy criteria. It involved generating large numbers of test sets for each subject program, determining which test sets were adequate according to each criterion, and determining the proportion of adequate test sets that exposed at least one error. The data was analyzed rigorously, using well established statistical techniques.
The rst group of questions we posed was whether C1 is more e ective than C2 for each subject and for each pair of criteria. For ve of the nine subjects, all-uses was signi cantly more e ective than all-edges; for six subjects, all-uses was signi cantly more e ective than the null criterion; for ve subjects all-edges was more e ective than null. Closer examination of the data showed that in several of the cases in which all-uses did well, it actually did very well, appearing to guarantee error detection. We also compared test sets that partially satis ed all-uses to those that partially satis ed all-edges. In six subjects, test sets that covered all but two de nition-use associations were more e ective than test sets that covered all but two edges. Thus, test sets that cover all (or almost all) duas are sometimes, but not always more likely to expose an error than those that cover all (almost all) edges.
The second group of questions limited attention to test sets of the same or similar size. All-uses adequate test sets appeared to be more e ective than all-edges adequate sets of similar size in four of the nine subjects. For the same four subjects, all-uses adequate test sets appeared to be more e ective than null adequate sets of similar size. In contrast, all-edges adequate sets were not more e ective than null adequate sets of similar size for any of the subjects. This indicates that in those cases where all-edges was more e ective than the null criterion, the increased e ectiveness was due primarily to the fact that all-edges test sets were typically larger than null-adequate test sets. In most of the cases where all-uses was more e ective than all-edges or than the null criterion, the increased e ectiveness appears to be due to other factors, such as the way the criterion concentrates failure-causing-inputs into subdomains.
The third group of questions investigated whether the probability that a test set exposes an error depends on the size of the test set and the proportion of de nition-uses associations or edges covered. This is an important question because it is not uncommon for testers and testing researchers to assume implicitly that con dence in the correctness of a program should be proportional to the extent to which an adequacy criterion is satis ed. Logistic regression showed that in four of the nine subject programs the errorexposing ability of test sets tended to increase as these test sets covered more de nitionuse associations. It also showed that in a di erent set of four subject programs, there was a weaker, but still positive correlation between the error-exposing ability of test sets and the percentage of edges covered by these sets. However, even in those subjects where the probability that a test set exposes an error depended on the proportion of de nitionuse associations or edges covered, that dependence was usually highly non-linear. This indicates that one's con dence in the correctness of a program should not in general be proportional to the percentage of edges or duas covered.
In summary, our results show that all-uses can be extremely e ective, appearing to guarantee error detection in several of the subjects. It did not always perform signi cantly better than all-edges or the null criterion, but in most of our subjects it did. On the other hand, all-edges was not very e ective for most of our subjects; in fact, in none of the subjects did all-edges or almost-all-edges adequate test sets perform signi cantly better than randomly selected null-adequate test sets of the same size. We make no claim that our collection of subject programs is representative of all software, and therefore we do not believe it is sensible to extrapolate from our results to software in general. The primary contribution of this research is the methodology we used for the experiment; we believe that our results are both sound and interesting and should motivate further research. In addition, even this relatively small scale experiment allowed us to observe the existence of several interesting phenomena, noted in Section 7. The foremost direction for future research is to perform similar experiments on a much larger collection of subjects, including large programs. Our design could also be used to compare other adequacy criteria. Experiments comparing the e ectiveness of various adequacy criteria when non-random test generation strategies are used would also be useful. We hope that other researchers will join us in performing such experiments in the future.
