The simplest models of halo formation assume spherical symmetry, and that the evolution of a protohalo patch is determined completely by its initial overdensity δ L . The next more complicated model assumes that the traceless part of the shear field, q 2 , also matters: its main effect is to increase the initial overdensity that a protohalo must have if it is to collapse by the present time: δ L ≥ δ c (1 + q/q c ). This means that one is interested in estimating the largest scales on which the combination of overdensity and shear permit collapse. If the initial conditions were Gaussian, then the overdensity and traceless shear are independent random variates: whereas the overdensity is Gaussian, the traceless shear q 2 is drawn from a χ 2 5 distribution, so the variable which determines collapse, δ = δ L −q/(q c /δ c ), is non-Gaussian. In the excursion set approach, this means that we must solve for the first crossing distribution of a barrier of constant height by non-Gaussian random walks δ whose spatial correlations are inherited from those of δ L and q. For Gaussian random walks, a good approximation to the first crossing distribution, for all barrier shapes of interest, can be got from knowledge of the bivariate distribution of the walk height and slope only. We show that this simplicity survives when extending the approach to χ n and χ 2 n walks. Fundamentally, this happens because such walks are built from Gaussian variates, so the conditional distribution of slope at fixed height is Gaussian, even though the distribution of heights is not. We then use this to solve the first passage problem associated with the non-Gaussian walks δ. Our analysis shows that the solution is in fact remarkably simple, and provides a simple way to understand why earlier heuristic arguments about the nature of the solution worked so well.
INTRODUCTION
The abundance and spatial distribution of gravitationally bound objects is a sensitive probe of the nature of the initial conditions, the expansion history of the universe, and the nature of gravity. The simplest models of such objects, which we will call halos, assume that they form from the spherically symmetric collapse of sufficiently overdense spherical patches in the primordial fluctuation field (Gunn & Gott 1972) . Building on insights from Press & Schechter (1974) , the excursion set approach (Bond et al. 1991 ) provides a framework for linking halos to such overdense regions in the primordial field. In this approach, concentric spheres are assumed to remain concentric as the protohalo collapses ⋆ E-mail: marcello.musso@uclouvain.be † E-mail: sheth@ictp.it around its centre of mass, so one is interested in the largest sphere whose mean overdensity δL (assumed to be a Gaussian variate) exceeds a critical value δc.
However, halos are not spherical, and in the simplest models of non-spherical collapse, the shear field is assumed to play an important role (Bond & Myers 1996) . Measurements of halo formation in simulations show that the shear field does indeed matter (Sheth et al. 2001) : it acts to increase the overdensity required for collapse, approximately as δL > δc (1 + q 2 /q 2 c )
where q 2 is the traceless shear associated with the protohalo patch, and qc is a parameter that determines how important the effects of the shear are relative to the spherical collapse model. Large qc means that the shear must be large if it is to affect halo formation, and spherical collapse is recovered in the qc → ∞ limit. Measurements of protohalo patches in simulations suggest that q 2 c ∼ 6δ 2 c (Despali et al. 2013; Sheth et al. 2013) .
The effect of the shear can be incorporated into the excursion set approach by searching for the largest scale on which equation (1) is satisfied. The analysis is simplified by the fact that, in a Gaussian random field, q 2 is not correlated with δL (Sheth & Tormen 2002) . However, analytic progress has been hampered by the fact that on each scale q 2 is not a Gaussian variate -if it were, the analysis would be simple (see Castorina & Sheth 2013 ) -but is drawn from a χ 2 5 distribution.
The first crossing problem can be solved numerically of course, by noting that
where the gi's are independent Gaussian variates with g 2 i = δ 2 L , so the task reduces to generating the 6 Gaussian walks (one for δL and the other five to obtain q), and checking at each step if equation (1) is satisfied. This makes the first crossing problem appear to be six-dimensional, since it depends on six Gaussian walks. Accounting for the fact that each of these walks has correlated steps is an additional complication.
The main goal of the present work is to show that significant analytic progress can be made by noting that, if one defines δ ≡ δL − q(δc/qc), the multi-dimensional Gaussian problem reduces to that of the single non-Gaussian variate δ first exceeding δc. One can therefore make use of recent progress in our understanding of the correlated steps problem for non-Gaussian walks (Musso & Sheth 2012 , 2013a . In Section 2 we show that, in fact, this particular problem is even simpler than that for generic non-Gaussian walks, because the walks which make up δ are themselves Gaussian. A final section compares our analysis with previous more heuristic approximations, and summarizes.
FIRST CROSSING DISTRIBUTION WITH CORRELATED STEPS
In the excursion set approach, one is interested in the probability that the average δL(r) of the overdensity field over a sphere of radius r exceeds the threshold b, while for all R > r it remains below b. As r changes, δL(r) describes a random trajectory, whose value at given r has a Gaussian distribution with variance
where P (k) is the power spectrum of δ, and W (kr) is the Fourier transform of the filter that one uses to compute the mean value. The variance s grows monotonically as r gets smaller, starting from s = 0 at very large r. In practice, it is convenient to study the walks as a function of s rather than r, as this has the advantage of hiding the dependence on the power spectrum and the smoothing filter. One then wants the probability f (s) that δ(s) > b(s) at s but δ(S) < b(S) for all S < s. In general, imposing the first constraint is straightforward, whereas the second one is difficult to treat analytically. This difficulty is due to the fact that, for any choice of W (kr) other than a step function in Fourier space, the steps of the walks are correlated with each other.
Up-crossing rather than first-crossing
Since a walk that is first crossing is necessarily reaching the barrier from below, one may begin to approach the problem imposing the less restrictive constraint that δ = b and the increment v ≡ dδ/ds of the walk with scale (the "velocity" of the walk) is larger than the increment b ′ = db/ds of the barrier. This formulation correctly discards walks that are crossing downwards at s, although clearly fails to discard those walks that are crossing upwards at s but had already done so at a some larger scale S (i.e. walks with more than one upcrossing). However, Musso & Sheth (2012) showed that at small s the fraction of such walks is tiny, since the correlations between steps make sharp turns very unlikely, and walks with more than one upcrossing necessarily take at least two turns. Therefore, the upwards approximation already provides a good approximation to f (s) on the range of scales of interest for Cosmology. Corrections at small s, if needed can be computed as a a perturbative expansion in the number of times a walk crosses the barrier going upwards (Musso & Sheth 2013a) or, non perturbatively, imposing that f (s) is normalized to unity (Musso & Sheth 2013b) .
If earlier upcrossings can be neglected, then f (s) can be computed from the joint probability p(δ, v; s) that a walk reaches δ at scale s with velocity v. In particular, since one only wants walks that are crossing the barrier upwards, that is δ = b(s) and v ≥ b ′ (for a barrier of constant height, this is just v ≥ 0), the first crossing probability is well approximated by
where the factor of v − b ′ can be understood as the density current of the upcrossing walks (Musso & Sheth 2012 ). This expression correctly reduces to that of Press & Schechter (1974) in the small-s limit.
Although for a Gaussian distribution evaluating this integral is straightforward, it is in general convenient to use the rescaled stochastic quantities
is a weak function of s (e.g. Musso & Sheth 2012) . Notice that
i.e., ∆ and ξ are uncorrelated (although in a generic nonGaussian case not independent) random variables. Similarly, we will work with
where B ′ ≡ dB/ds. The sign of X is chosen so that a barrier that does not vary much, as it is typically the case at small s, has X > 0.
Gaussian walks
If δ is a Gaussian process, then ∆ and ξ are independent random variables and their joint distribution factorizes:
Inserting this in equation (3) shows that f (s) will be For a wide variety of smoothing filters, power-spectra and barrier shapes, fup(s) remains a good approximation to f (s) also down to scales on which a substantial fraction of the walks cross with negative slopes (Musso & Sheth 2012) . However, it cannot be accurate to arbitrarily small scales since, for a constant barrier, the integral of fup(s) over all s diverges. This is, of course, a consequence of the fact that multiple upcrossings of the barrier may become important as s increases; they need to be accounted for with the techniques formally described by Musso & Sheth (2013a) , which are however difficult to evaluate exactly, or with the excellent and efficient numerical approximation of Musso & Sheth (2013b) . However, roughly speaking one may expect these corrections -from walks with two or more turns -to be of the order of the square of those introduced by the square bracket term in equation (8), which mostly accounts for walks with just one turn. Since these are no larger than 10 − 15% over most of the range of interest in Cosmology, then fup is accurate up to 1 − 2% on the small mass side of this range (and exact for large masses), so we will continue with this simpler case.
Non-Gaussian walks
Motivated by equation (1) we now consider the problem of finding the first crossing distribution of a barrier of constant height δc by the non-Gaussian variate
where β ≡ δc/qc, and δL and the gi's are zero-mean Gaussian variates with
the mean and second moment of δ are thus
Note that the variance of δ is σ 2 ≡ s − δ 2 , so this differs from the usual definition of s as the variance of a zero-mean variate. We found it convenient to work in terms of s rather than σ, as its expression is simpler. Of course, covariance guarantees that the two choices are equivalent, with f (σ 2 ) = ds/dσ 2 f (s). We will comment further on this point later. One can then compute
where ∆L ≡ δL/ √ sL and Qn ≡ qn/ √ sL. While ∆L is a unit variance Gaussian process, it follows from its definition that Qn is a Chi-variate with n degrees of freedom, whose distribution is
where here Γ (not to be confused with the parameter of the walks!) denotes the Gamma function, and its mean value is Qn = 2 n Γ(n/2 + 1/2) Γ(n/2) .
Being the convolution of a Gaussian with a χn variate, the distribution of ∆ is manifestly non-Gaussian:
Although the integral can be evaluated exactly, for β < 1 and n > 1 it is very well-approximated by a Gaussian with the same mean ∆ and variance 1 − ∆ 2 ; this will be useful in the next section. In addition, it is worth noting that qn ∝ √ sL, so that the variance of δ is linearly proportional to sL.
The correlation structure of the ∆ walks is inherited from those of ∆L and Qn. Since ∆L is Gaussian, its correlation structure is simple (the joint distribution of ∆L and ∆ ′ L factorizes as in equation 7), so the issue is the correlation structure of Qn, which is determined by that of n independent Gaussian walks. Differentiating it, one gets
in terms of the unit variance Gaussian variates Gi ≡ gi/ √ sL.
or equivalently that
In order to compute the first crossing distribution, one needs the conditional of Q ′ n given Qn. As noted by Musso & Sheth (2013a) this will always be Gaussian, since Q ′ n depends linearly on G ′ i . However, the relations above imply that Q ′2m n |Qn = (2m − 1)!! Q ′2 n m at fixed Qn is actually independent of Qn, and Q ′2m+1 n |Qn = 0. Therefore, not only are Q ′ n and Qn uncorrelated variables (as always), but they are also independent: their joint probability distribution factorizes, just like in the Gaussian case (equation 7). Furthermore, Q ′ n is Gaussian, even though Qn is not. Although this is a new and interesting result in its own right, in the present context it is just a step towards the quantity of real interest. Now that we know the correlation structure of the nonGaussian variate Qn, we can address the problem of the ∆ walks. Recalling that s ≡ δ 2 = sL (1 + β 2 ), which makes ds/dsL = s/sL, one has
which means that, being the sum of two zero mean Gaussian variable, also ∆ ′ is Gaussian with zero mean and variance The relation between the parameter Γ for the non-Gaussian walks and the corresponding ΓL is therefore
Furthermore, since the stochastic variables ∆ ′ L and Q ′ n are independent of ∆L and Qn, so are ∆ ′ and ∆. This means that p(∆, ∆ ′ ) factorizes, like in the Gaussian case, with p(∆ ′ ) being Gaussian, even though p(∆) is not. Therefore, fup(s) is given by equation (8) with pG(B) replaced by p(B) from equation (15), and ΓL replaced by Γ of equation (21). It is remarkable that the structure of the first crossing solution for these non-Gaussian walks is so similar to the Gaussian case. In particular, for these walks, neglecting the Hermite polynomial terms in equation (23) of Musso & Sheth (2013a) leads to the exact result.
Note that had we chosen to work with Bσ ≡ b/σ rather than B (i.e. normalizing by the square root of the variance of δ instead of √ s), then we would have defined ∆ 2 dBσ/dσ 2 . A little algebra shows that Xσ = (dBσ/dσ 2 )/ ∆σ ′2 = (dB/ds)/ ∆ ′2 = X, so the final answer for fup(s) does not depend on the normalization convention, up to the overall factor ds/dσ 2 needed to preserve the covariance of the distribution.
Comparison with previous work
The structure of our solution makes it easy to see why previous approximations to f (s), based on heuristics, worked rather well. For instance, equation (A1) of Sheth et al. (2013) is motivated by equation (13) of Musso & Sheth (2012) . The integral on the right hand side of their equation (A1) is the same as our equation (15). Therefore, their expression for f (s) is the same as ours for fup(s), except that they ignore the difference between ΓL and Γ. This difference is small in the β ≪ 1 limit where they were working, so they found good agreement with their Monte-Carlo solutions of this problem. This approximation is intuitively simple: the full fup is a sum over the upcrossing distributions for walks crossing a constant barrier of height δc + β qn with the contribution associated with qn being weighted by pχ n (qn).
A slightly different approximation, which yields additional insight, is that of Sheth & Tormen (2002) . They argued that requiring δ ≥ δc is the same as requiring that δ − β ǫq ≥ δc + β qn , where ǫq ≡ qn − qn . At large n, p(ǫq) becomes approximately Gaussian with mean zero and variance ǫ 2 q = sL − qn 2 → sL/2n as n → ∞. As a result δ − β ǫq is approximately a Gaussian variate with mean zero and variance σ 2 = sL (1 + β 2 ) − β 2 qn 2 → sL (1 + β 2 /2n). Since qn ∝ √ sL, the quantity on the right hand side is like a deterministic 'moving' barrier b eff (sL), which the (approximately) Gaussian walks must cross. Therefore, fup(s) should be well-approximated by equation (8) with B = b eff (sL)/ σ 2 (sL), X = −2ΓLσ 2 dB/dσ 2 and ΓL equal to the value for the purely Gaussian δL walks. E.g., when n = 5 then q5 = (8/3) 2sL/5π, so
This line of reasoning led to equation (31) of Sheth et al. (2013) , who showed that it was indeed in reasonable agreement with their Monte-Carlos. Like the previous approximation, this one ignores the fact that Γσ = ΓL, but in the limit where β 2 ≪ 1 this difference matters little. Strictly speaking, equation (31) of Sheth et al. 2013 also ignores the fact that q5 / √ sL is slightly different from unity, and that s = sL, since β ≪ 1 anyway. Using the correct mean value removes most of the difference between the solid and dashed curves in their Fig.A1 . And correctly using σ 2 rather than sL makes this differ from their A1 only because it uses the Gaussian approximation instead of the full p(B) -but we know this is a very good approximation.
The symbols in Figure 1 show the first crossing distribution, obtained by Monte-Carlo methods of walks whose steps are correlated because of TopHat smoothing of a CDM power spectrum, for which ΓL ≈ 1/3. We show results for qc/δc = 2, 8 and ∞ (the limit in which the shear does not matter, so the non-Gaussian component does not contribute). The curves in Figure 1 show that equation (8), with the appropriate values of Γ, does indeed provide a very good description of the first crossing distribution. The dashed curves which lie slightly below the solid ones show equation (A1) of Sheth et al. (2013) . We argued above that they differ from the solid ones only because they ignore the difference between Γ and ΓL: evidently, this only makes a small difference.
