Global routing is an essential phase during the process of physical design of integrated circuits. Combinatorially, this problem amounts to a set of interdependent Steiner tree problems. Several versions of the problem are of importance in practical applications. All of them can be formulated as integer programs. Several such formulations have been investigated in the past, and di erent solution methods have been developed for di erent formulations.
Introduction
Global routing is an essential part of circuit layout. The global routing phase usually follows the placement or oorplanning phase. During the global routing phase, the approximate course of all wires is determined. A detailed introduction into the global routing problem and its role during circuit layout can be found in 22] .
Combinatorially, an instance of the global routing problem has the following elements:
A routing graph: This undirected graph is denoted by G = (V; E). The graph G is the representation of the routing regions on the chip that result from the preceding placement/ oorplanning phase. In many applications, G is planar. In general, this does not have to be the case, however. Intuitively, the vertices in the routing graph represent possible positions of wire terminals, and the edges represent channels along which wiring can be performed. In order to support this intuition, each edge e in the routing graph has two labels, its length`(e) 0 and its capacity c(e) 0. We assume capacities to be integer. Depending on the wiring model, the interpretation of G can take on di erent forms. Figures 1 (a) and (b) depict two di erent wiring models. In Figure 1 (a), the vertices are located at centers of the cells of the oorplan. The edges represent adjacencies between cells in the oorplan.
In this model, a reasonable choice of the labels for an edge e = fv; wg is to choose`(e) to be the actual length of e in the planar embedding shown in the gure|e.g., according to the Manhattan distance or the Euclidean distance|and c(e) to be the length of the dual edge e 0 of e in the oorplan, in an appropriate unit. In this way, the capacity c(e) measures the number of wires that can cross e 0 when moving from cell v to cell w. In Figure 1 (b), G represents the channel structure of the oorplan. In this case, the length of an edge should again be its actual length in the embedding. Its capacity should be an estimate of the width of the corresponding channel.
A set of nets: This multiset is denoted by N 2 V . Each net is given by the set of its terminals, and each terminal is a vertex in V . Thus, in Figure 1 (a), all terminals for a cell are clustered in the center of this cell. In Figure 1 (b), vertices can be added as desired to represent speci c terminal positions. Of course, the same net can occur multiply, with each instance of the net being routed di erently. Therefore, N is a multiset, in general. We denote a net with , and di erent copies of with ( ; i), i = 1; : : :; k . (k is the multiplicity of net .) Furthermore, each net ( ; i) has an integer weight w( ; i) > 0 that represents the cost of a unit-length wire for net ( ; i). Often, all weights will be unity. Di erent weights can, for instance, model the di erent bit-width of busses that are represented by a single net each.
A set of admissible routes for each net: Often, all Steiner trees between the vertices in will be admissible. However, we also allow to restrict ourselves to speci c routes, such as all routes of a given maximal length or wellshaped routes, say, with few bends. The admissible routes for net ( ; i) will be denoted with T 1 ;i ; : : : ; T I ;i
;i . The set of all admissible routes is denoted by T = (T j ;i ) 1 j I ;i ;( ;i) 2N . Usually, the number I ;i of admissible routes for ( ; i) is large (exponential in the number of terminals of ). But often, the set of admissible routes can be de ned concisely in small space. There are a multitude of variants of the global routing problem. In general, they fall into two classes, constrained global routing and unconstrained global routing. In the constrained global routing problem, the edge capacities in G are strictly adhered to|violations lead to illegal routings. In the unconstrained version, routings exceeding the edge capacities are allowed but punished in the cost function. The total wire length enters the cost measure with low priority, in both versions of the global routing problem.
We now de ne the solutions of these two versions of the global routing problem formally. In order to do so, we need to de ne a few notions. For this purpose, let I = (G; N; T ) be the given problem instance. Routing: A routing R = (T ;i ) ( ;i)2N 0 is a set of admissible routes T ;i for a subset N 0 of the nets N. The nets in N n N 0 have no routes in R. If N n N 0 6 = ;, the routing R is said to be incomplete. Tra c: The tra c U(R; e) across edge e 2 E in a routing R is the total weighted cost of all nets that are wired across e in R, i.e., U(R; e) := X ( ; i) 2 is the total weighted wire length of the routing. Costs of di erent routings are compared using the lexicographic ordering. Thus, the number of routed nets is maximized with rst priority. Among all routings that route a maximum number of nets, the one with the smallest total weighted wire length is chosen.
Unconstrained Global Routing: W.r.t. the unconstrained global routing problem, each complete routing is legal. The cost of the routing is the pair (max e2E (R; e); W(R))
Costs of di erent routings are again compared using the lexicographic ordering. Thus, an optimal routing is one with minimum maximal edge load and, among those, one with minimum total weighted wire length. Both versions of the global routing problem are strongly NP-hard. In fact, this holds even for severely restricted cases of these problems:
If jNj = 1, we obtain the minimum Steiner tree problem, which is strongly NP-hard 11]. Kramer and van Leeuwen 20] have shown the restriction to be strongly NPhard, in which all nets have exactly two terminals, all capacities are unity, all edge lengths are zero, and the routing graph is a square grid graph. (The restriction of the constrained global routing problem, in which all capacities are unity and all edge lengths are zero is also called Steiner tree packing.) Korte et al. 19] have proved the Steiner tree packing problem to be strongly NP-hard even if jNj = 2 and G is planar.
Beside these complexity issues, both versions of the global routing problem have received quite some attention from the CAD community, in the past few years. In the following, we sketch two advanced methods of global routing. For details, see 22] .
The method of hierarchical global routing solves the constrained global routing problem. This method has been introduced by Burstein and Pelavin 5] in the context of gate array layout and subsequently extended to general oorplans by Luk et al. 25 ]. Burstein and Hong 4] integrated this approach to global routing with placement in the context of gate-array layout, and Lengauer and M uller 23] did so for general oorplans. Hierarchical global routing methods use a cut tree for the oorplan, such as is obtained by oorplanning methods based on circuit partitioning. A small global routing problem is associated with each node in the cut tree and solved exactly, using integer programming methods. The partial solutions thus obtained are put together to form a \good" solution of the whole problem instance. Whereas the solutions of the small global routing problems pertaining to the nodes in the cut tree are optimal, no statement about the quality of the resulting overall solutions can be made. However, experience indicates that the solutions are quite good, in practice.
The method of routing by linear relaxation considers the unconstrained global routing problem. In fact, it considers the special case that disregards edge lengths (`(e) = 0 for all edges e in the routing graph). This technique formulates the global routing problem as an integer program and rst solves a linear relaxation of this program. Then it uses the fractional outcomes as biases for appropriate coin tosses that generate a solution in a randomized fashion. Repeating this random experiment an appropriate number of times generates a good solution with high probability. A worst case analysis of this method has been given in 33] . While this analysis is extraordinarily tight in the asymptotic sense, it does not provide tight bounds for the range of costs actually provided by routing problems. For typical values, the analysis promises to be within between about 50% and 100% above the optimum value. However, it has been reported that this method is much more e ective on small gate arrays 29]. In fact, it often comes up with an optimum answer. The method has yet to be adapted to large gate arrays. A deterministic version of the method has been presented in 32] .
In general, we can make the following remarks in terms of a comparison of the two versions of the global routing problem. Constrained global routing is the harder problem in so far, as it is not su cient to come up with just any routing; it has to be a legal one. Ensuring legality of the routings is quite a di cult issue, in general. So far, this problem has stood in the way of the use of randomized algorithms based on the linear relaxation of constrainted global routing integer programs, for instance. In general, if we are looking for heuristic methods for nding good routings, it is very comforting to not have to deal with legality issues. Furthermore, most often the capacities that are attached to the edges of a routing graph are only rough estimates, anyway, that arise during oorplanning. Thus there is no need to adhere strictly to these capacities.
In our opinion, there are only two reasons for considering the constrained global routing problem. First, there may be applications, in which the edge capacities are indeed tight constraints. For instance, on gate arrays channels are prefabricated with xed capacities. Thus, we can solve the constrained global routing problem. In general, we will get an incomplete solution that we have to complete, for instance, by heuristic rip-up and reroute techniques. However, even here we can solve the unconstrained global routing problem, instead. If we turn up with a maximum edge load of at most 0 the solution is fabricable. Otherwise, we know that there is no feasible solution and, what is more, we are given a solution with the fewest violations, in some sense.
The other reason why the constrained global routing problem is interesting is that it is a generalization of the routing problem in the knock-knee model, which it reduces to by setting all edge capacities to unity. There is a lot of research on knock-knee routing 22], leading to a large potential for cross-fertilization between these two problem areas. However, even unconstrained global routing shows many a nities to knock-knee routing. So, in our opinion, the unconstrained global routing problem is the more attractive version of the global routing problem.
Both of the routing methods described above rely on integer program formulations of the global routing problem. In fact, integer program formulations are quite useful above and beyond the two methods just presented: They make available to us a whole host of methods of discrete optimization. The purpose of this paper is to investigate global routing as an integer program, to introduce di erent integer program formulations of global routing, and to discuss their respective merits. We will also point out concepts for new optimization methods for the global routing problem. Section 2 will introduce and motivate di erent integer program formulations of the two versions of global routing. Section 3 will present the polyhedra of these integer programs and discuss structural characteristics, which are relevant to optimization aspects of the respective formulations. Section 4 will propose new solution methods for solving the global routing problem. In Section 5 we discuss integer program formulations for integrating placement with global routing. Finally, Section 6 will give a summary.
Integer Program Formulations of Global
Routing Problems
In this section we discuss several integer program (IP) formulations of both versions of the global routing problem. We will introduce the programs formally and discuss their merits. The global routing problem has two sources of combinatorial complexity. First, the minimum Steiner tree problem is part of global routing, and this problem is hard, in itself. Second, the interdependence between di erent nets introduces additional complexity. In our IP formulations we will sometimes aim at separating these two sources of complexity. Doing so, will enable us to apply decompositions that, in the end, will ease the task of global routing.
The Explicit Approach
The most straightforward way of dealing with the minimum Steiner tree problem is to enumerate all possible Steiner trees, rather than letting the integer program nd Steiner trees as part of the optimization. This observation leads to the socalled explicit approach to global routing IPs. In this approach, we provide a separate binary variable x ;i;j for each net ( ; i) 2 N and each admissible route T j ;i of net ( ; i). We interpret x ;i;j = 1 to mean that net ( ; i) takes route T j ;i , and x ;i;j = 0 to mean the opposite fact. The constraints of the IP have to enforce this interpretation. Therefore, we impose the following completeness constraints:
x ;i;j = 1 for all ( ; i) 2 N In constrained global routing, we allow for incomplete routings. In the IP formulation we can do so by providing, for each net, a special admissible route, the so-called empty route, which does not use any edge. We assume this route to have the index j = 0, for each net. In this case, the completeness constraints have to sum from j = 0 to j = I ;i . In unconstrained global routing, empty routes are forbidden.
The remainder of the IP di ers between the constrained and the unconstrained version of the global routing problem. However, in both cases we use the following linear functions of the variables of the IP: 
The resulting IP is denoted by I expl UGR . The explicit approach has the advantage that it trivializes the minimum Steiner tree optimization. In fact, since each route receives a private variable, the minimization for a single net just amounts to selecting the appropriate variable.
This feature is obtained at a high cost. Indeed, there is an exponential number of variables, in general. While this fact seems to render the explicit approach infeasible, at rst sight, we will see that this problem can be overcome, by decomposing the IP in such a way that an explicit handling becomes unecessary for many or all variables.
A second advantage of the explicit approach is that it enables us to restrict ourselves to any subset of admissible routes: We just provide variables only for the admissible routes. If the set of admissible routes is not too large, then the IP can be generated explicitly. Ng et al. 29] have successfully used this feature in practical experiments with global routing. Furthermore, this observation enables us to incorporate additional side constraints into global routing. For instance, in timing-driven layout, we often are only interested in wires whose length lies between speci ed lower and upper bounds 27]. In the explicit approach, we just render routings inadmissible that violate these constraints.
As a general rule we can state: Whenever the number of routes is small or we are not concerned with Steiner tree computations, we can use the explicit approach.
The Implicit Approach
The essential disadvantage of the explicit approach is the exploding number of variables of the IP. This phenomenon can be dealt with by not providing an explicit variable for each route but implicitly representing all routes. We call this approach the implicit approach. Let us assume, for now, that all Steiner trees are admissible for each net.
We provide a binary variable x ;i;e for each net ( ; i) 2 N and each edge e 2 E. The interpretation is that, if x ;i;e = 1, then the routing for net ( ; i)
takes edge e, otherwise it does not. Now, the number of variables has been reduced signi cantly. In fact, there are only jNjjEj variables.
The completeness constraints now have to be replaced by the so-called Steiner cut constraints. These constraints ensure that the assignments to the variables of the IP represent Steiner trees. The constraints look as follows. Let ( ; i) 2 N be a net. We call a partition (X; V n X) of the vertices of G into two disjoint parts such that each of the parts contain at least one terminal of ( ; i), i.e., X \ ( ; i); (V n X) \ ( ; i) 6 = ;, a Steiner cut for net ( ; i). The Steiner cut constraints are X e = (v;w) 2 E v 2 X;w 2 V n X x ;i;e 1 for ( ; i) 2 N, (X; V n X) Steiner cut of ( ; i)
The set of Steiner cuts for ( ; i) grows exponentially with the number of terminals of ( ; i) and with the number of vertices in G. Thus integer programs for the implicit approach have few variables but a huge number of constraints. However, there are methods for solving integer programs without generating all constraints. Therefore, we will not be worried by the large number of constraints, for now.
A more critical problem poses the fact, that the implicit formulation is not as robust with respect to additional side constraints as the explicit formulation. Restricting or attention to routes with few bends or a speci c length is more di cult, in this approach. We will come back to this problem in Section 4.6.
Let us now complete the IP for the implicit approach in the constrained and unconstrained version of the global routing problem. First, we formulate the tra c in terms of the new variables. The load and total weighted wire length are formulated in terms of the tra c in the same way as before.
Constrained Global Routing: The capacity constraints are formulated in terms of the tra c as in the explicit approach. The formulation of the Steiner cut constraints allows only for complete routings. Since we want to deal with partial routings, as well, we provide, for each net ( ; i), a variable x ;i;0 representing the empty route for the net. The Steiner cut constraints for net ( ; i) then look as follows: x ;i;0 + X e = (v; w) 2 E v 2 X;w 2 V n X x ;i;e 1 for (X; V n X) Steiner cut of ( ; i)
With this provision, the cost function is chosen as in the explicit approach. The resulting IP is denoted by I impl CGR .
Unconstrained Global Routing: As in the explicit approach, we provide an additional load variable x L , and, in addition to the Steiner cut constraints, impose the load constraints:
The cost function of the IP is c UGR (x) := Z x L + W(x) where Z is chosen as before. The resulting IP is denoted by I impl UGR . In the following, we assume that G = (V; E) is a biconnected graph. This does not restrict the generality because, we can route on each biconnected component of a graph separately, and afterwards combine the solutions. The assumption, that G is biconnected simpli es the structure of the polyhedra of global routing problems.
The Polyhedra for Global Routing Integer Programs
In this section we discuss the polyhedra related to the integer programs of the last section. We suppose a basic familiarity with polyhedral theory. Readers can familiarize themselves with these subjects using 21, 28, 34, 36] . Again, we distinguish between the explicit and the implicit approach. For instances of the constrained global routing problem, we can assume that every route can be used for the routing, e.g., no route exceeds any of the edge capacities. If we use the explicit approach, this assumption does not restrict the generality, because there is no sense in making the routes excluded in this way admissible. In the implicit approach, the restriction may be real, but the problem does not occur often, in practice.
The Explicit Approach
First we de ne formally the polytopes of the constrained global routing problem and the unconstrained global routing problem, respectively, while using the explicit approach.
For our further discussion let be the total number of feasible routes for all nets, i.e., := X 
Facets
We now give some intuition on the shape of the polytopes.
The polytope P expl;R CGR is a ?jNj-dimensional polytope in -space whose facets are the trivial facets de ned by the inequalities x ;i;j 0, ( ; i) 2 N, j = 0; : : : ; I ;i , and which lies in the a ne subspace ful lling all equations P I ;i j=0 x ;i;j = 1 for ( ; i) 2 N. This polyhedron has only integral corners, since the constraint matrix of the underlying integer program I expl;R UGR is totally unimodular. The polyhedron P expl;R UGR is obtained by lifting P expl;R CGR along the new dimension x L . (Here we disregard the empty routes, however.) P expl;R UGR is a ? jNj + 1-dimensional polyhedron in + 1-space.
Adding capacity constraints in the case of constrained global routing and load constraints in the case of unconstrained global routing cuts o corners from the polyhedra P expl;R CGR and P expl;R UGR , respectively. While these cuts do not decrease the dimension of the involved polyhedra, they introduce new corners that may be non-integral. The facet-inducing cuts among these are called capacity facets and load facets, respectively, the resulting polyhedra are denoted by P expl;S CGR and P expl;S UGR , respectively. (The S stands for sliced since we slice o parts from P expl;R CGR and P expl;R UGR , respectively, to get these polyhedra.) The polyhedra P expl CGR and P expl UGR are the convex hulls of all integral points in the polyhedra P expl;S CGR and P expl;S UGR , respectively. The corners of P expl CGR and P expl UGR are therefore exposed by cutting the polyhedra P expl;S CGR and P expl;S UGR with additional facet-de ning hyperplanes. Let us call these hyperplanes I-facets, since they encapsulate the interdependence between di erent nets in global routing.
In order to illustrate this somewhat involved situation consider the example depicted in Figure 2 . We set`; c; w 1. There are two nets with two terminals each. For every net i ; i = 1; 2 there are two feasible routes T 1 i , and T 2 i . The corresponding polyhedra P expl;R UGR , P expl;S UGR P expl UGR are three-dimensional and reside in 5-space. More precisely, they reside in a three-dimensional subspace of 5-space that is de ned by the equations x i ;1 +x i ;2 = 1 for both nets i ; i = 1; 2. Inside this space, the polyhedra look as shown in Figure 3 . The gure reveals that there are four load facets but there is only one I-facet, namely the facet x L 1. Finding this facet is tantamount to solving the global routing problem itself.
The same problem instance for constrained global routing shares the same di culty. One can easily verify that the inequality x 1 ;0 +x 2 ;0 1 de nes a facet of the polyhedron P expl CGR . The term x 1 ;0 + x 2 ;0 is the leading term in the cost function of this example. Thus nding this facet is tantamount to solving the problem itself.
We conjecture that this is not an isolated example but that, in many cases, there are I-facets of the form x L c, where c is the optimal cost for the routing. 
x L trivial facets This could mean that it is unlikely that cutting-plane algorithms are a feasible tool for solving global routing problems.
The Implicit Approach
Let us now de ne formally the polyhedra of the constrained global routing problem and the unconstrained global routing problem, respectively, while using the implicit approach. 
Facets
We will give now some intuition on the structure of the polyhedra for the implicit approach.
The polytope P impl;R CGR is a full-dimensional polytope in jNj(jEj + 1)-space.
Again, P impl;S CGR is obtained by cutting o integral corners from P impl;R CGR with the capacity constraints, and P impl CGR is the convex hull of the integer solutions of P impl;S CGR . These polytopes are also full-dimensional.
Analogous observations can be made about the polyhedra for unconstrained global routing. P impl;R UGR is a full-dimensional polyhedron in jNjjEj + 1-space, that is obtained by lifting the cross product of several Steiner tree polyhedra, one for each net, along the dimension x L . P impl;S UGR is obtained from P impl;R UGR by cutting o parts with the load constraints. P impl UGR is the convex hull of all integral points in P impl;S UGR . P impl;S UGR and P impl UGR are both full-dimensional polyhedra. All facets of the polytopes P impl;R CGR and P impl;R UGR can be found by lifting facets from polytopes for some implicit formulation of the minimum Steiner tree problem, which is based on Steiner cuts. There are several such formulations in the literature together with discussions of the facets of the resulting polyhedra 7, 8, 12] .
As in the explicit approach, additional facets determine the structure of the sliced polyhedra and the actual routing polyhedra, in the implicit approach. The same problems exist for nding these facets, that were discussed in Section 3.1.2.
We omit the details of this construction, but note that both the full-dimensionality of the polytopes as well as the lifting theorem rely on the fact that the routing graph is biconnected.
The are also implicit formulations of the minimum Steiner tree problem that are not based on Steiner cuts 24]. These formulations can be used as a basis for global routing, as well.
Solution Methods
In this section we discuss several elements of nding good upper and lower bounds for global routing problems. We will emphasize methods for nding lower bounds, which have largely been lacking in this eld. Many of the methods we propose have not been discussed before, in the context of global routing. Most of the methods result from applying well-known integer program techniques to global routing. We consider mainly the unconstrained global routing problem. Some of the solution methods can also be applied to constrained global routing.
Column Generation
If we use the explicit approach, a major problem is that there usually is an enormous number of admissible routes, each of which is represented by a separate variable. One way of dealing with this problem is, to limit oneself to few routes, e.g., in routing graphs that are grid graphs one can limit oneself to routes with few bends. Such a restriction reduces the size of the integer program and raises the hope of being able to optimize the program directly with integer programming methods. Raghavan and Thompson 29, 33] have pursued this approach.
If we want to optimize over more admissible routes, we can use a method that is adapted from column generation techniques in linear programming. We start with a reasonable feasible routing x. This routing can be obtained by a heuristic or by optimizing the integer program on a restricted small set of admissible routes. Subsequently, we improve x by iteratively exchanging routes for single nets using the following procedure.
1. Let ( ; i) be an arbitrary net which, in routing x, is routed by route T j ;i . 2. Let E ;i be the set of edges which are improper bottlenecks of that solution, e.g., E ;i := fe 2 T j ;i j U(x; e)?c(e) = x L g fe = 2 T j ;i j U(x; e)?c(e)+w(n; i) x L g 3. Let G ;i := (V; E ;i ) be the graph obtained by deleting all edges in E ;i , e.g., E ;i := E n E ;i .
4.
Compute an arbitrary Steiner tree T j 0 ;i on G ;i . Clearly, this exchange of route T j ;i by route T j 0 ;i decreases the cost of the routing. If, in Step 4, no route can be found for any net, we can consider proper bottlenecks in Step 2, e.g., edges from the set E ;i := fe = 2 T j j U(x; e) ? c(e) + w(n; i) > x L g
In this case, we can still hope to decrease the cost of the routing by nding near or exact minimum Steiner trees, but it can also be the case that all such exchanges increase the cost of the routing. There are several ways of using this basic exchange step in optimization heuristics. On the one hand, it can be embedded into local search strategies for the optimum solution|either into a greedy strategy or in a global optimization procedure such as simulated annealing. On the other hand, we can x the newly created route T j 0 ;i and reiterate an optimization of the whole integer program with this side constraint.
Steiner Tree Algorithms
If we use the implicit approach, we have the additional problem, that we have to solve the NP-hard minimum Steiner tree problem. We will spend much e ort on being able to route nets independently. Then routing reduces to computing independent Steiner trees, one for each net. Such methods were discussed in the past, under the notion of sequential routing. In classical sequential routing methods, however, the independence between nets is asserted heuristically, at the cost of losing the analyzability of the resulting routing with respect to the global optimum. In contrast, in Sections 4.4 and 4.5 we will aim at maintaining the analyzability of the quality of the resulting routings.
If the nets can be considered independent, then any of a large number of minimum Steiner tree algorithms can be applied, such as spanning tree enumeration 
Tradeo Between the Explicit and the Implicit Approach
We have discussed the explicit and the implicit approach. In fact, these are only two ends of a whole spectrum of possibilities of describing routes. In this section we discuss another possibility of describing routes. Basically, we use enumeration. Instead of enumerating Steiner trees, however, we enumerate sets of nonrequired vertices. Let us denote such a set by S j ;i V n f( ; i)g where j ranges from 1 to a number J n;i . For each net ( ; i), we admit all routes which are spanning trees on one of the vertex sets V S j ;i for some j.
To formulate this approach as an integer program, we need to de ne two sets of variables. First we need, for every net ( ; i) 2 N and for every set S j ;i , a variable x ;i;j which is set to 1, if net ( ; i) 2 N is routed by a spanning tree on V S j ;i , and which is set to 0 otherwise. Second we need, for each net ( ; i) 2 N, for each set S j ;i and for each edge e 2 E a variable x ;i;j;e which is set to 1, if edge e is used to route net ( ; i) 2 N with a spanning tree of V S j ;i and which is set to 0 otherwise. We can base an integer program formulation of the global routing problem on the above de nitions. This formulation explicitly enumerates all of the sets S j ;i , but implicitly describes all the spanning trees pertaining to set S j ;i using some appropriate integer program formulation. By suitably de ning the sets S j ;i , we may be able to trade o the problem of the enormous number of variables in the explicit approach with the problems that arise with the implicit approach to the minimum Steiner tree problem. For instance, we can introduce nontrivial admissible routes while still maintaining some degree of implicit route description.
Lagrange Relaxation 4.4.1 Introduction
Lagrange relaxation is a technique for computing lower bounds on the optimal cost of integer programs. It was applied with great success to the traveling salesperson problem 14, 15] and to the minimum Steiner tree problem 2, 3] . The basic idea is to split the constraints of the constraint matrix into two sets, one containing the constraints which are \easy" to meet and one containing the constraints which are \hard" to meet. In speci c cases, the notion \easy" can mean, for instance, that the respective constraint matrix is totally unimodular or that the respective integer program can be solved e ciently, say, with graphtheoretic methods. For the traveling salesperson problem, arising \easy" problems are, for example, the 1-tree problem or the 2-matching problem, and for the minimum Steiner tree problem an easy problem that occurs is the minimum spanning tree problem.
In Lagrange relaxation, the hard constraints are eliminated, but violations of the hard constraints are penalized in the cost function. The penalty for each eliminated constraint is weighted with a constant factor, the so-called Lagrange multiplier. To be more precise, consider the following integer program: The Lagrange dual can be solved with linear programming methods or with subgradient optimization. Subgradient optimization seems to be the more practical method. See 28] for more details on subgradient optimization. The optimum cost of the Lagrange dual cannot be less than the optimum cost of the linear relaxation of IP, i.e., the problem obtained from IP by removing the constraints (3). This cost is attained by the Lagrange dual exactly if all corners of the polyhedron for the easy constraint set are integral 28, 34] . Furthermore, Lagrange relaxation can be much more e cient due to the special shape of the Lagrange problems that have to be solved instead of applying general linear programming techniques.
Application to Unconstrained Global Routing
For unconstrained global routing a natural set of constraints to eliminate are the load constraints, because these constraints are the only constraints that relate di erent nets to each other. If we consider the explicit approach, the resulting Lagrange problem has the following shape. x ;i;j 2 f0; 1g for all nets ( ; i) 2 N and all T j ;i
In order for the relaxed program not to be unbounded, the Lagrange multipliers have to ful ll X e2E e = Z Relaxing the load constraints has the e ect that the Lagrange problem decomposes into a set of independent minimization problems, one for each net in N. A quick inspection of the Lagrange problem shows that the minimization problem for net ( ; i) is just a minimum Steiner tree problem, where the length of edge e 2 E is`(e) + e .
If the explicit formulation is used, solving this problem just amounts to selecting the variable x ;i;j that represents the shortest route for net ( ; i). Since the constraint matrix of the Lagrange problem is totally unimodular, we cannot achieve better lower bounds with Lagrange relaxation than with linear relaxation. However, making the nets independent in Lagrange relaxation allows for an easy parallelization of the computation. This is one of the main advantages of this Lagrange relaxation over the computation of lower bounds by linear relaxation.
If the implicit formulation is used, the constraints (4) are replaced by the Steiner cut constraints. The result is an integer program that is hard to solve.
However, we can apply Lagrange relaxation to this program, as well, to nd good lower bounds 2, 3], or else we can try to apply algorithms that exactly solve the minimum Steiner tree problem. This is feasible, for instance, if all nets are two-terminal nets, because in this case this problem reduces to a shortest path problem.
The quality of Lagrange relaxations of the unconstrained global routing problems can be ascertained by proving statements on the size of the gap between the optimum cost of a routing and the optimum cost of its linear relaxation. Partial answers to this question exist. If only two-terminal nets are involved,` 0, and Z = 1, then the unconstrained global routing problem reduces to an integer multicommodity ow problem. In special cases of such problems it can be shown that the gap between the cost of the optimum routing, i.e., of the integral multicommodity ow is at most 1 larger than the optimum cost of the linear relaxation, i.e., the cost of the fractional multicommodity ow 16, 17, 18, 30, 31] . If the gap is not too large, in general, then Lagrange relaxation is quite an accurate method of global routing. 
In the case of unconstrained global routing, it is natural to merge the load constraints. Geometrically, this means that the load-roof of the unconstrained global routing polytope only consists of one hyperplane. Using di erent values in the aggregation vector , one can orient this hyperplane in a large number of ways. The surrogate problem does not decompose into independent problems, one for each net, because the constraint obtained by merging the load constraints introduces a dependence between the nets. But, if we use the explicit approach, the surrogate problem can be solved with linear programming methods or with greedy methods based on an exchange step such as discussed in Section 4.1: Each corner of its polyhedron is integral. The reason is that the polytope for the surrogate problem is obtained by lifting the full-dimensional integral polytope P expl;R CGR (see Section 3.1.2) along the new dimension x L and afterwards cutting it with a single hyperplane.
Usually, surrogate duals are solved near optimally by subgradient procedures. If we use the implicit approach of unconstrained global routing, we rst have to formulate the minimum Steiner tree problem as a surrogate dual. Such formulations are not known, currently, but can possibly be derived from Lagrange relaxations of the minimum Steiner tree problem.
We are working on developing additional polyhedral methods for improving the lower bounds obtained by the relaxations described here. These methods are based on scanning the con guration space by successively forcing solutions to lie on speci c faces of the relaxed polyhedra. For small examples, these methods are powerful enough to even obtain an optimum solution in very few steps. We report on these methods in a subsequent paper.
Timing Aspects
In some applications, additional design-rules besides the capacity or load constraints have to be observed. For instance, often certain nets have requirements on their minimum and maximum delay. If we consider the explicit approach, the integration of such timing criteria is quite simple. In fact, routes which violate the timing constraints are deemed inadmissible. Using the implicit approach, timing criteria are harder to ensure. But, for instance, in a model where each edge e on a route makes an additive contribution t ;i;e to the delay of net ( ; i), we can incorporate requirements on the minimum and maximum delay of a net.
For this purpose, let us assume that net ( ; i) has The constants and Z are chosen such as to trade o the contributions of the different terms in the cost function appropriately for the application. The constants and # are appropriate constants that bound the polyhedra involved. Lower bounds on delays can be incorporated in a similar fashion.
Integrating Placement and Global Routing
The placement/ oorplanning process precedes global routing. The goal of placement/ oorplanning is to distribute the circuit components over the chip in such a way that wiring is possible in small space. The placement process is hampered severely by the fact that it is very di cult to come up with easy-to-compute and accurate estimates of wiring area. Thus, recently, research has been directed towards integrating placement with global routing, i.e., the router itself is used to provide wiring estimates. Heuristic versions of this approach have been presented in 9, 23, 39, 40] .
In this section, we will integrate placement and global routing on the basis of integer programming. The result will be a framework, in which it is possible, in principle, to solve the placement and global routing problem exactly using integer programming methods. 
The Integer Program
We will coach our problem in terms of a simple version of gate-array layout. In gate array-layout we have available a number of slots in which we can place gates, such as NOR-gates or ip-ops. The slots are arranged on the chip surface in some fashion. Each gate can be placed into one of a certain subset of the slots. We call these slots the admissible slots for the gate. For simplicity, we will assume that each slot can hold no more than one gate. The arrangement of slots on the chip surface gives rise to a speci c routing graph G = (V; E) whose vertices are the slots and whose edges are the connecting wiring channels. The routing graph is the abstraction of the gate-array master for our problem. Figure 4 shows a regular arrangement of slots across a chip surface in the so-called island style.
An instance of the placement problem is a circuit and a routing graph. The circuit is a network of gates, connected by wires. Formally, the circuit is a hypergraph C = (B; N), whose vertices b 2 B are the gates and whose hyperedges ( ; i) 2 N are the wires. The task is to assign the gates to slots in such a manner that the wiring complexity be minimized. The global routing problem then nds the optimum wiring, given a placement. We want to solve both problems simultaneously. So, the objective is to come up with the assignment of the gates to slots that minimizes the cost of the global routing and to compute the corresponding optimum routing. We can use either the constrained or the unconstrained version of the global routing problem to nd and evaluate the routing. Let us coach this task in terms of an integer program. We do so by extending the global routing integer programs discussed in Section 2. It is largely immaterial which of the integer programs in that section we choose. For purposes of illustration, let us choose I explIn addition, we have to ensure, that the route chosen for net ( ; i) is consistent with the xation chosen for net ( ; i). This is the purpose of the secondary nailing Finally, we need the load constraints, as in Section 2. The cost function is identical to that in Section 2.
The xation is a notion that is not really necessary for an integer program formulation of our problem. But introducing xations enables us to distinguish between di erent routes for the same net, that di er only in the permutation of the terminals. Such routes should be distinguished in optimization algorithms because they imply di erent placements. In concise integer programs, such routes would be represented by the same variable and thus could not be distinguished, however.
The resulting IP is denoted with I place . It is exceedingly large. It has both an exponential number of variables and constraints. Nevertheless, we will show in the next section, that it can be handled.
A Lagrange Relaxation
We will relax the following constraint sets:
The primary nailing constraints The load constraints The second group of constraints is already known to us as a good candidate for a relaxation, from Section 4. The rst group allows for splitting o the placement constraints (involving the x bv ), from the rest of the integer program (involving the the x f ;i and the x n;i;j ).
Let us discuss what the cost function of the Lagrange problem looks like. Each of the primary nailing constraints is associated with a Lagrange multiplier We have to choose the e such that P e2E e = Z, otherwise the relaxed problem is unbounded.
The Lagrange problem decomposes into two independent parts. First, the placement constraints give rise to a classical linear assignment problem with a cost function that is determined by the factors in (5) .
Second, the part of the Lagrange problem encompassing the variables x ;i;j and x f ;i , and the secondary nailing constraints as well as the routing completeness constraints is a set of independent nonstandard Steiner tree problems, one for each net ( ; i). Given ( ; i), the problem is to nd an admissible Steiner tree with j( ; i)j (arbitrarily placed) terminals that minimizes a cost which is composed additively of two terms. The rst term is the sum of the lengths of all edges e in the tree. Here, the length of edge e is additively composed from the edge length in G and from the factor for e in (7) . The second term is the sum of the costs of the terminal assignments to slots. Here each assignment of a gate b to a slot v is weighed with the corresponding contribution b;v; ;i from (6) . This factor may be negative.
This problem can be transformed into a standard minimum Steiner tree problem as follows (see Figure 5 ). Adjoin new vertices b 1 ; : : :; b j( ;i)j to the routing graph G and connect them to V with a complete bipartite graph, such that the edge fb j ; vg is labeled with b j ;v; ;i . Add the same suitable constant ? to all edges 
Discussion and Example
Let us, for convenience, assume that all edge lengths in G are zero, i.e., only the maximum load is considered in the cost function of the original problem and Z = 1. Setting all b;v; ;i = 0, and e = 1=jEj leads to a Lagrange problem whose optimum cost is the minimum average edge load: Select, for each net the route which induces the smallest overall load in G, add up all loads and divide by the number of edges in G. The resulting cost is the optimum cost of the Lagrange problem. Clearly, this gure is a lower bound on the optimum cost of the original problem. If nets are evenly distributed in the circuit and the routing graph is homogeneous, then this lower bound will, in fact, be quite tight. However, we can do better. In fact, this assignment to the Lagrange multipliers, by setting all b;v; ;i to zero, disregards the dependency between di erent nets, via the incidences in the circuit C. The following example shows that, in general, setting the b;v; ;i to values that are di erent from zero, improves upon this lower bound.
Consider the problem instance in Figure 6 . The edges have capacities 1 and M, respectively, wehere M is an appropriately large number.
The admissible xations for net 1 are depicted in Figure 7 . They are exactly those xations that place the two terminals of the net on adjacent vertices in G. The xations for net 2 are de ned analogously An optimal solution places gate i on vertex i, for i = 1; : : :; 4. Its cost is 0.
Choosing the above assignment to the Lagrange multipliers yields an optimum cost of ?M=2. In all optimal solutions with respect to this relaxation each of the two nets is routed along a high-capacity edge. Each such solution violates the incidences in the circuit C, however. The best possible assignment to the e i , if the b;v; ;i are all set to zero, is e 1 = e 2 = 1=2 and e 3 = e 4 = 0. The resulting cost of an optimal solution is ?1.
In order to account for incidences in C, we set b;1; ;i = ?1=2, for all possible choices of b and ( ; i), i.e., we give a weight of ?1=2 to assignments of all gates to vertex 1. Furthermore, we set e 1 = e 2 = 1=2 and e 3 = e 4 = 0, as before. The respective optimal cost is ?1=2: The cost contribution of an optimal routing is ?1. To this value we have to add 1=2 for the cost of an optimal linear assignment of gates to vertices.
The optimum cost of the linear relaxation for this example is also ?1=2.
Summary
Global routing is an interesting application of integer programming. Generic global routing problems can be located somewhere in the middle between the highly abstracted problems that have traditionally been popular as test cases for combinatorial optimization, such as the traveling salesperson problem, and the more unstructured problems that occur in practice. Therefore, research on global routing can be a valuable contribution to the transfer of advanced optimization methods into practical settings. Many of the methods suggested in this article still have to prove themselves in practice. We are currently in the process of implementing several of these methods on sequential as well as parallel computers and streamlining them using experiments on real-world data.
