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Adiabatic quantum computation starts from embedding a computational problem into a Hamiltonian
whose ground state encodes the solution to the problem. This problem Hamiltonian, Hp, is normally
chosen to be diagonal in a computational basis, which is a product basis for qubits. We point out that Hp
can be chosen to be non-diagonal. To be more precise, we show how to construct Hp in such a way that
all its excited states are entangled with respect to the qubit tensor product structure, while the ground state
is still of the product form and encodes the solution to the problem. We discuss how such non-diagonal
problem Hamiltonians might improve the performance of the adiabatic quantum computation.
Introduction. Quantum computation [1–5] promises to
tackle hard computational problems inaccessible to clas-
sical computers [4, 6]. Various models of quantum compu-
tation has been proposed to date. One of the most popular
ones is the adiabatic quantum computation (AQC) [7, 8].
It attracts an unceasing attention due to its elegance, im-
plementation prospects and, importantly, multiple interre-
lations with condensed matter physics.
Adiabatic quantum computation is based on two main
ideas. The first one is that a solution of a hard compu-
tational problem can be encoded in the ground state of a
quantum Hamiltonian, Hp [9], referred to as a problem
Hamiltonian in what follows. This means that there exists
a mapping from the set of problem inputs (or instances) to
a set of Hamiltonians, and an appropriate measurement of
the ground state reveals the solution for a given input.
The second idea is that the ground state of Hp can be
obtained from a known and easily preparable ground state
of another Hamiltonian, H0, by slowly transforming H0
to Hp in some physical device (e.g. by varying external
magnetic and electric fields) [7, 8]. This physical process is
described by a time-dependent Hamiltonian H(t/T ) with
t ∈ [0, T ], which interpolates between H0 and Hp:
H(0) = H0, H(1) = Hp. (1)
If the run time T of the computation is large enough and
the ground state of H(s) (where s ≡ t/T ∈ [0, 1]) is non-
degenerate, then, according to the adiabatic theorem [10–
12], a system initiated in the ground state of H0 will end
up in the ground state of Hp. Determining the run time
is, in general, not an easy task. For most known adiabatic
algorithms the run times are not rigorously known [13].
It is well-known, however, that the run time of AQC can
dramatically depend on the choices of the initial Hamilto-
nian H0, the problem Hamiltonian Hp and the interpolat-
ing Hamiltonian H(s) (here s ≡ t/T ) [13]. It is quite
clear that the concept of AQC allows for a large freedom in
choosingH0 andH(s), and wise choices are known to im-
prove the performance of AQC [13]. It is also known that
for a given computational problem various different Hp
can exist, and some of them are better than others [14–18].
However, the problem Hamiltonians Hp routinely consid-
ered in the AQC studies belong to a quite narrow class
of Hamiltonians. These are Hamiltonians diagonal in the
computational basis, i.e. the basis constructed of product
qubit states in which the final measurement is performed.
It can be argued that there is a pitfall in such choice of Hp,
since it forces the system to pass through a many-body lo-
calized (MBL) or a glassy phase, leading to exponential
slowdowns [19–24]. In the present paper we point out that
Hp should not be necessarily diagonal in the computational
basis. We show how to construct Hp with all excited states
being entangled with respect to this basis.
The reminder of the paper is organised as follows. We
start from illustrating our idea with a specific example of
an NP -complete computational problem. Next we de-
scribe how this idea can be implemented in a general case.
Last, we discuss why an entangling Hp may prove useful
in evading MBL/glassy bottlenecks of the AQC.
Monotone not-all-equal 3-satisfiability (MNAE3SAT). This
is the title of the following NP -complete problem. Con-
sider a string z = (z1, z2, ..., zN) of N bits. Since the
only essential property of a bit is that it is a binary vari-
able, we are free to choose our bits to admit values ±1.
An instance of a problem is a set C of M clauses, each
clause being a triple (i, j,m) of pairwise nonequal inte-
gers in the interval [1, N ]. A clause is said to be satisfied
if the corresponding bits are not all equal, i.e. whenever
(zi, zj, zk) 6= (1, 1, 1), (−1,−1,−1). A solution of the
problem (also called a satisfying assignment) is a bit string
z which satisfies all clauses from C. A discussion of this
problem in the context of AQC can be found in [25].
It is easy to see that MNAE3SAT is equivalent to a binary
optimization problem with the cost function
Hclp (z) =
∑
(i,j,m)∈C
Cclijm(z), (2)
where
Cclijm(z) =
{
1 if zi = zj = zk,
0 otherwise.
(3)
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2If a satisfying assignment exists, then it minimizes Hclp ,
and the minimal value of Hclp is zero. Vice versa, if
Hclp (z) = 0, then z is a satisfying assignment. If no sat-
isfying assignment exist, then Hclp (z) > 0 for any z. In
short, to solve the problem, one has to minimize Hclp (z).
Diagonal problem Hamiltonian. A conventional way to
map a classical binary optimization problem of the form (2)
to the problem of finding the ground state of a quantum
Hamiltonian is as follows [13]. One considers N qubits
and introduces the following (formally quantum) Hamilto-
nian:
H =
∑
(i,j,m)∈C
Cijm, (4)
where
Cijm =
1
4
(
1 + σzi σ
z
j + σ
z
jσ
z
k + σ
z
kσ
z
i
)
, (5)
and σzi is the third Pauli matrix for the i’th qubit. Note
that Cijm is positive semi-definite. This Hamiltonian is
diagonal in the computational basis, i.e. in the common
eigenbasis of all σzj , j = 1, 2, ..., N . Furthermore, this
Hamiltonian is non-negative. It is easy to see that mini-
mization of the classical cost function (2) is equivalent to
finding the ground state of the Hamiltonian (4). Indeed, if
z minimizes Hclp , then the product state
|z〉 ≡ |z1, z2, ..., zN〉, σzj |z〉 = zj|z〉 (6)
is the ground state of H with the zero eigenvalue. Vice
versa, if |z〉 is a product ground state1 of H , then z min-
imizes Hclp . If the ground state space of H is degenerate,
it can be diagonalized in the product basis. In this case
there are ground states which are superpositions of differ-
ent product states. This is not a problem, however, since
measuring such a ground state in the product basis still sin-
gles out a product ground state which corresponds to one
of the solutions of the classical optimization problem (2).
The above relation between ground states ofHp and sat-
isfying assumptions for Hclp directly follow from the fact
that Hp is frustration-free. This means that if |z〉 is a
ground state of H , then it is also a ground state of any
Cijm, and vice versa:
H|z〉 = 0 ⇔ ∀ (i, j,m) ∈ C Cijm|z〉 = 0. (7)
Non-diagonal problem Hamiltonian. To summarize the
previous section, a ground state of a Hamiltonian (4) with a
particular set C encodes a solution of a particular instance
of MNAE3SAT. This ground state is a product state |z〉,
which allows one to reveal the solution z by a series of N
1 Here and in what follows “product state” means a state which is of product
form in the computational basis.
single-qubit measurements. Note, however, that all other
eigenstates of H are also product states, up to degenera-
cies. This latter feature is absolutely unnecessary for pur-
poses of computation. Furthermore, it is likely to be even
harmful, as discussed in what follows.
We point out that one can easily avoid this feature by
introducing a Hamiltonian
Hentp =
∑
(i,j,m)∈C
CijmAijmCijm. (8)
Here operators Aijm are arbitrary local positive-definite
operators. In particular,Aijm can act nontrivially on qubits
other than i’th, j’th and k’th qubits (indexes i, j, k inAijm
indicate nothing more that Aijm is sandwiched between
two operators Cijm). This is the main result of the present
paper.
Importantly, one can choose operators Aijm which are
non-diagonal in the computational basis and do not com-
mute with Cijm. Given such a choice, Hentp is also non-
diagonal. To be more precise, excited eigenstates of Hentp
are generically entangled with respect to the computational
basis (thus the upper index in Hentp ). However, it is easy
to see that if a satisfying assignment for the optimization
problem (2),(3) exists, then Hentp is still frustration free,
the ground states ofHentp can be chosen to be product states
and coincide with the ground states of Hp, and the ground
state energy of Hentp is zero.
Note that if Cijm is kC-local and Aijm is kA-local, then
Hp is kC-local while Hentp is, in general (2kC + kA)-local
(although the locality can be tighter in certain cases). In
this respect Hp has an advantage compared to Hentp , since
tighter locality is favorable for physical implementations.
Specific example. Clearly, the freedom of choice for Aijm
is almost unlimited. We have studied in some detail a
Hamiltonian Hentp with Aijm of the following form:
Aijm = 2 + σ
x
i σ
x
j σ
x
k + σ
x
l σ
x
m, (9)
where additional indexes l and m depend on (i, j,m) and
differ from i, j and k.
The intuition behind this choice of Aijm is as follows.
The term σxi σ
x
j σ
x
k inverts each of the i’th, j’th and k’th
qubit and thus entangles the excited subspace of Cijm,
which is locally spanned by | ↑i↑j↑k〉 and | ↓i↓j↓k〉 (here
we use a representation of qubits as spins 1/2). The term
σxl σ
x
m inverts two qubits distinct from qubits i, j, k. The
role of this term is to introduce “nonlocal” (with respect to
C) interactions into the Hamiltonian. Finally, twice identity
matrix ensures that Aijm is positive semi-definite.2
2 In general, we require thatAijm is positive definite. In general, ifAijm is
positive semi-definite, extraneous ground states of the Hamiltonian (8) can
appear which are unrelated to the solution of the computational problem.
However, in the considered example this does not happen.
3FIG. 1. Participation ratios of eigenstates of the entangling Hamiltonian (8) with Aijm given by eq. (9) for a particular instance of the
MNAE3SAT problem (blue dots). Left plot - the whole spectrum, right plot - zoom to low lying eigenstates. The number of qubits
is N = 9. Eigenstates are ordered by eigenenergies, the first four being four degenerate ground states. These ground states have
unit participation ratios and correspond to four solutions of the given instance of MNAE3SAT. All excited states are entangled, their
participation ratios are greater than one. For comparison, plotted are participation ratios of eigenstates of a nonintegrable Ising model
with 9 spins 1/2 (red dots).
We wish to quantify to what extent the excited states of
Hentp differ from the product states. To this end we employ
the participation ratio, R, which is defined according to
R(Ψ) =
 2N∑
µ=1
|Ψµ|4
−1 . (10)
Here Ψ is a vector in the Hilbert space of the system and
Ψµ are its components in the computational basis. Intu-
itively, Ψ can be thought of as a superposition of ∼ R(Ψ)
product states.
We have diagonalized the Hamiltonian (8) withAijm de-
fined in eq. (9) for a small system with N = 9 qubits and
a particular choice of the set C of triples (i, j,m) and of
additional indexes l(i, j,m) and m(i, j,m). In Fig. 1 we
show the participation ratio for eigenstates ofHentp . For the
chosen C there are four solutions of MNAE3SAT3, which
correspond to four degenerate ground states ofHentp . These
ground states belong to the computational basis and thus
have R = 1. All excited eigenstates have R > 1, i.e. they
are entangled with respect to the computational basis.
Many-body localization and Hentp . Now we are in a po-
sition to discuss the relation between our construction of
Hentp and obstructions to AQC due to passage through the
many-body localized phase [19–24]. Consider a system of
qubits with a Hamiltonian which is local in the computa-
tional basis. An eigenstate of the Hamiltonian is said to
be many-body localized if, roughly speaking, its partici-
pation ratio is small (see e.g. review [26] and references
therein). A precise definition of smallness would require a
quantitative criterion in terms of scaling with the number of
3 Observe that due to the symmetry z → −z, the solutions of MNAE3SAT
always come in pairs.
qubits, as well as a clear distinction between a tensor prod-
uct structure and a set of bases which are of product form
with respect to this tensor product structure. We do not
elaborate upon such a definition here. Instead, we note that
all eigenstates of the conventional problem Hamiltonian
Hp given by (4) are product states and thus are, arguably,
many-body localized in an ultimate manner. Thus Hp is
likely to lie deep in the many-body localized phase in the
parameter space of local qubit Hamiltonians [23]. There-
fore, the path in this space which corresponds to H(s) in-
evitably traverses the MBL phase. This is believed to be ac-
companied by exponentially small energy gaps which lead
to exponential slowdown of AQC [23, 24].
EmployingHentp as the problem Hamiltonian might mit-
igate this problem. Indeed, all excited states of Hentp are
generically entangled, and only ground states are of prod-
uct form. We do not know whether eigenstates of Hentp are
many-body localized or not. Our numerical experiments
with small systems indicate that participation ratios of ex-
cited eigenstates of Hentp are quite high, but systematically
below those of a bona-fide ergodic quantum system, as il-
lustrated in Fig. 1. Anyway, it seems plausible that Hentp is
closer to ergodic phase than Hp. Further work is required
to establish what advances in the AQC performance, if any,
can be attained by using Hentp instead of Hp. These ad-
vances should be weighted against the unfavorable locality
properties of Hentp , as compared to Hp.
Summary and concluding remarks. To summarize, we have
constructed a quantum Hamiltonian Hentp whose ground
state encodes a solution to a NP -complete problem. This
Hamiltonian can be used as a problem Hamiltonian in adi-
abatic quantum computation. The ground state of Hentp is
of the product form and coincides with the ground state
of a conventional problem Hamiltonian, Hp. However, all
excited states of Hentp are entangled, in sharp contrast to
those of Hp. We hope that this feature can prove useful for
adiabatic quantum computation. We have provided some
4arguments related to many-body localization why this can
be the case.
A few remarks are in order. First, the ground state of
Hentp is still a product state, and, further, a number of low-
lying states can be weakly entangled, as we observe in our
numerical experiments, see Fig. 1. One might think that
this downplays the difference between Hentp and Hp as
it comes to the adiabatic quantum computation, a process
which takes place in the low-energy subspace of H(s). In
fact, this is not necessarily the case. It is easy to see that if
a gap between the n’th and (n+1)’th state is at most poly-
nomially small and n scales with the numberN of qubits at
most polynomially, then performing adiabatic evolution for
n lowest levels allows one to solve the problem in polyno-
mial time. This implies that the entanglement of polynomi-
ally many lowest levels is equally relevant to the adiabatic
quantum computation.
Second, we note that the Hamiltonian (8) is a particular
case of a more general Hamiltonian with analogous prop-
erties,
H˜entp =
∑
(i,j,m)∈C
(n,l,q)∈C
CnlqA
nlq
ijmCijm, (11)
whereAnlqijm are arbitrary local positive-definite terms. This
generalization provides even more freedom for choosing
the problem Hamiltonian for the adiabatic quantum com-
putation.
Finally, our construction is not limited to the particular
computational problem considered. In fact, it applies to
any computational problem equivalent to finding a satisfy-
ing assignment for a functionHclp (z) =
∑
ν C
cl
ν (z), where
each Cclν (z) is either 0 or greater or equal to one.
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