A study on the feasibility of using pseudorandom modulation continuous-wave (PMCW) Na lidar for mesopause-region temperature and horizontal wind measurements is presented with a number of specific geometries and associated beam-telescope overlap functions, suitable for ground-based and airborne deployments. The performance of these deployment scenarios is analyzed by scaling from the received signal and sky background and the measurement uncertainties in temperature and horizontal wind of the well-tested Colorado State University pulsed Na lidar. Using currently available high-power (∼20 W) continuous-wave Na narrowband lasers, a compact PMCW bistatic Na lidar system can indeed be deployed to simultaneously measure mesopause-region temperature and horizontal winds on a 24 h continuous basis, weather permitting.
Introduction
It is known in the radar community that ranging can be achieved from a continuous transmitting radio beam if it is modulated by a suitably designed pulse code [1] . Takeuchi et al. [2] first applied this technique with a pseudorandom M-sequence code (or for simplicity, M-code) and successfully demonstrated the ranging capability of a continuous-wave (CW) aerosol lidar. Further development of this technique that leads to the simultaneous use of multiple laser beams and/or frequencies is required, for example, in a differential absorption lidar [3] . More recently, Machol [4] produced formulas for the comparison of the signal-tonoise ratio (S/N) of a pseudorandom code CW lidar to a direct-detection pulsed lidar. In the seventeenth International Laser Radar Conference, Abo and Nagasawa [5] proposed the use of a random modulation CW lidar for probing the mesospheric Na layer. Since, in such a pseudorandom modulation CW (PMCW) lidar, the scattering signal from one range bin is received as the background noise in other range bins, they pointed out the need to separate the transmitter and receiver to block out the unwanted stronger Rayleigh scattering signal from altitudes below the Na layer. Abo and Nagasawa presented succinct formulas for S/N estimation and compared two vertical profiles of the S/N of a simulated Na layer with unity overlap functions for altitudes z > 10 km and z > 30 km, respectively.
The pseudorandom modulation M-code to be used in this paper consists of a sequence of N numbers, which can be either zero or one, i.e., a i ¼ 1 or 0. The acceptable code length is N ¼ 2 n − 1 with n being an integer [2, 3] . The period of the code is T ¼ NΔt, with Δt ¼ 2Δr=c, where c is the speed of light and Δt and Δr are the temporal (or gate width) and range resolutions of the lidar, respectively. Since the time series of 1s and 0s is not generated by a random number generator, we emphasize the word "pseudo" and use the acronym PMCW for pseudorandom (or pulsecode) modulation of a CW as opposed to the previously employed acronym RMCW. Indeed, the time sequence of the M-code for transmission, a i , is carefully arranged [1] in such a way that its cross correlation, ϕ aa 0 ðkÞ, with an associated code of the same length for retrieval, a 0 i , generated from the M-code a 0 i by replacing every "0" with a "−1," i.e., a 0 i ¼ 2a i − 1, is nonzero only when k ¼ 0, as
In the absence of noise, the cross correlation between the associated code, a 0 i , and the return signal of a PMCW lidar can reproduce the atmospheric response function in a range-resolved manner. This will be discussed in more detail in Section 2.
The great interest of the astronomical community for a sodium laser guided star large astronomical telescope [6] led to the research and development of high-power single-frequency CW lasers at 589 nm. Compact lasers with ∼20-25 W output power at 589 nm are now commercially available [7] , with 50 W demonstrated in the lab [8] , so it is an excellent time to consider the feasibility and performance of a PMCW lidar at 589 nm for probing mesopause-region temperature and winds. Such an evaluation can indeed be made more realistic by scaling from the signal received by the Colorado State University (CSU) pulsed Na lidar, which has been in regular operation for the past two decades, and upgraded since 2002 for the simultaneous observation of mesopause-region Na density, temperature, zonal, and meridional winds on a 24 h continuous basis, weather permitting [9] . As an explicit example, we first briefly review, in Section 2, the range resolution and signal retrieval method by the M-code with length N ¼ 31, which can be used to implement a PMCW lidar for the vertical resolution of about 4 km. In Section 3, we present the CSU pulsed Na lidar and its photon file structure, from which a PMCW lidar data acquisition scheme with 4:0 km vertical resolution is proposed. Then, with the help of mathematical details presented in Appendix A, we consider in Section 4 the geometry of a simple bistatic system for both ground-based and airborne deployments, implementing an overlap function that allows observation of the full Rayleigh scattering signal at 30 km for Na density normalization but blocks most of signal below this altitude. In Section 5, we present the temperature and horizontal wind measurement precision of the CSU pulsed lidar (power-aperture product of PA ¼ 0:05 Wm 2 per beam) at 4:0 km and 1 h resolution at nighttime as well as at local noon in winter. We then compare the S/N of the CSU pulsed Na lidar to the corresponding PMCW lidar with the same power-aperture product and the same vertical resolution. Since the uncertainties of temperature and wind measurements of the CSU pulsed Na lidar are already known, the difference in the S/N between the two lidars can then be used to realistically assess the performance (measurement accuracies) of the proposed PMCW lidar. This is followed in Section 6 by the performance estimation of a proposed PMCW lidar with 20 times more transmitting power, now commercially available. We discuss the feasibility of 24 h continuous PMCW lidar operation in summer followed by the conclusion in Section 7.
Pseudorandom Modulation, Ranging, and Signal Retrieval
As mentioned, the M-code, a i , is a sequence of 0s and 1s carefully arranged to modulate the transmitted CW laser beam so that the returned signal, when retrieved by its associate code, a 0 i , can reproduce the atmospheric response function, G, in a range resolved manner. As an useful example, we choose n ¼ 5, the code length, or the number of elements in the code sequence N ¼ 31; the range resolution, Δr, equals the total range dwelled, R, divided by the code length, i.e., Δr ¼ R=N. In this case (N ¼ 31), the M-code, a i or aðiÞ, its associate code, a 0 i or a 0 ðiÞ, and their cross correlation, ϕ aa 0 ðiÞ, may be deduced as shown in Table 1 .
We now compare the signal (plus sky background) received by a pulsed lidar with a repetition rate of R (hertz) to a proposed PMCW (code length N) lidar with the same average power, P 0 , and poweraperture (PA) product. The code period T of the latter is chosen to be long enough to cover the entire altitude range, R, including the Na layer (0 to 120 km or to 150 km, for example), In 1 s of time, the pulsed lidar transmits R (R ¼ 50 s −1 , for example) pulses, and periods of PMCW codes; both lidars transmit the same number of photons per second P 0 =hν (h ¼ planck constant and ν ¼ laser frequency). Depending on the value of N (or prescribed spatial resolution), the transmitted energy in one period of PMCW code is divided into N subunits, each lasting Δt ¼ T=N s. In 1 s of time, the received signal for the pulsed lidar is the product of transmitted photons of R pulses times the dimensionless lidar response function, GðtÞ, taking into account the scattering process and the efficiency of the receiver in question, i.e., P 0 GðtÞ=hν. Since the energy transmitted in one period of the PMCW lidar, P 0 T, is divided into N resolvable units, the received signal of the PMCW lidar is N times smaller, i.e., P 0 GðtÞ=Nhν. Due to range gating the receiver in each resolution range bin Δr or Δt ¼ 2Δr=c, a pulsed lidar receives only the scattered sky background light in that range bin (duration Δt), giving rise to a duty cycle for sky background reception of 1=ðRΔtÞ. On the other hand, the receiver of a PMCW lidar must be open all the time with a 100% duty cycle for the reception of sky background. Therefore, the detected sky background light of a PMCW laser is 1=ðRΔtÞ ¼ N=RT times that of the pulsed lidar. The retrieved signal and background in photons per second of the PMCW lidar is then
where b j ¼ BN=ðRTÞ, with B being the background photons per Δt second received by the pulsed lidar. The presence of ϕ aa 0 ðj − kÞ in Eq. (2) ensures range resolving capability and retrieves the response function G j , in a resolution of Δt, or Δr. Thus Eq. (2) is to be compared to the received pulsed signal (plus sky background) of P 0 Gðt k Þ=hν þ B.
3. Pulsed Na Lidar, Photon Files, and Proposed PMCW Lidar Acquisition Scheme
The CSU narrowband Na lidar began its upgrade from a one-beam to a two-beam system in 1999. The upgraded two-beam system was designed for the simultaneous measurement of mesopause-region Na density, temperature, zonal, and meridional winds with both daytime and nighttime observation capabilities [9] . The lidar cyclically transmits three different frequencies within the Doppler-broadened Na D 2 transition, ν a at the NaD 2a peak, ν þ ¼ ν a þ 630 MHz, and ν − ¼ ν a − 630 MHz. We use the signal level received from the east telescope during the winter of the UT day of year 310, 2002 to estimate the performance of the proposed PMCW Na lidar. For this day, the averaged photon files were recorded with a 2 min data acquisition cycle of three frequencies (or, 40 s for one frequency) under both nighttime and local noon conditions. The photon counts at the NaD 2a peak frequency, ν a , for the 40 s data acquisition averaged between 10 UT and 11 UT (night) and between 20 UT and 21 UT (local noon) are shown, respectively, in Fig. 1(a) . The photon files were recorded with 150 m radial range bins at 30°from zenith, corresponding to a vertical resolution of 130 m.
These photon files can be integrated temporally and smoothed vertically for temperature and wind deduction at a desired resolution. To facilitate calculation of the profile from a PMCW lidar scheme, data from nighttime and local noon are smoothed to a 4:0 km vertical resolution, giving rise to photon files as shown in Fig. 1(b) . We note that, due to the excellent sky background rejection capability of the Faraday filter, the background counts at local noon are only ∼30 times higher than that at night, while the signal is only reduced by a factor of ∼5 or so. In this data, half of the light is dumped by the entrance polarizer needed by the Faraday filter, so the overall signal can be doubled simply by using a second Faraday filter and making use of both polarizations of the returned Na signal [10] .
The proposed PMCW Na lidar considered in this paper is identical to the CSU pulsed Na lidar, except the pulsed beam is replaced by a CW beam with the M-code modulation described above. The code length and period of the proposed M-code are chosen to be N ¼ 31 and T ¼ 0:95455 ms. This choice allows coverage of a total range of 143:18 km at 30°off zenith, corresponding to a vertical range of 124 km; the bin length in time is Δt ¼ 30:792 μs, covering a distance of 4:62 km, slanted at 30°off zenith, giving rise to a vertical resolution of 4:0 km. To be specific, the beams are 30°off zenith, and it sends out three frequencies cyclically with 20,002 periods, or 20;002T ¼ 19:828 s, for each frequency. The time of one period out of 20,002 is used to switch the frequency of the transmitter from one to the next. The total time for a cycle of three frequencies is then 59:679 s, ∼1 min. For each frequency, the returns from the 20,001 periods are used for calculating 20,000 SðkÞ sequentially in real time by Eq. (2); these are added to form a range-resolved photon file, yielding three retrieved photon files, one at each frequency, ν a , ν þ , and ν − . These photon files, about three in 1 min, one per frequency, are stored for later calculation of temperature and horizontal winds at 4:0 km and desired temporal resolution. At this vertical resolution, the photon files at NaD 2a peak frequency, ν a for 40 s data acquisition averaged between 10:00 and 11:00, UT (night, in open circles) and between 20:00 and 21:00, UT (local noon, in solid squares), are shown, in Fig. 1(b) .
Deployment Geometry and Overlap Function of a PMCW Lidar
While it is easiest to assume that the bistatic lidar can be designed to block light below a certain altitude [5] , to be prudent, we consider a conceptual implementation for ground-based deployment. This implementation will allow full reception above a specified altitude (taken to be ∼30 km to allow normalization of the Na signal by the much less variable Rayleigh scattering in order to obtain Na density) and will preserve the half-angle of the receiving field of view (FOV), β, giving the same background per unit time as received by the pulsed lidar. The value used by the CSU lidar is β ∼ 0:4 mrad; it is chosen to avoid saturation of the Na layer [11] with a 0:5 W laser at 50 Hz with pulse width of ∼7 ns. Since saturation is no longer a concern for a PMCW lidar, to reduce the background light received, one may reduce the β value at the price of requiring greater precision in beam control. In addition, we also consider two deployment scenarios with shorter distance between the transmitter and receiver, suitable for airborne deployment. The mathematical details for implementing these four deployment geometries and deriving the associated overlap function are presented in Appendix A, each with a predetermined distance (x 0 ) between the transmitter and receiver, and a half-angle of the receiver's FOV (β): GB_L (12 m, 0:40 mrad), GB_S (2 m, 0:06 mrad) for groundbased deployments and AB_1 (5 m, 0:4 mrad) and AB_2 (3 m, 0:25 mrad) for airborne deployments. We point out that, to achieve GB_S deployment, the precision of beam pointing should be better than 5 μrad. The feedback control to achieve this level of accuracy is very challenging, and it should be avoided whenever possible. However, we note that such an accuracy, although difficult, is possible, as Höffner and Lautenbach [12] have developed an iron lidar system at 386 nm with β ¼ 25 μrad with 5 μrad precision and achieved an impressive signal-to-background ∼10 under sunlit conditions. ; they are seen to be quite small for nighttime operation and can be large for the worst-case scenario of local noon. The uncertainties for this pulsed system vary between a minimum of 0:4 K (1:1 K) and 1:5 m=s (2:1 m=s) at the Na peak near ∼91 km, to 1:2 K (7:7 K) and 2:1 m=s (12:4 m=s) at the lower edge of the Na layer at 80 km, and to 3:0 K (31:3 K) and 4:8 m=s (117 m=s) at the upper edge at 105 km for nighttime (local noon) condition.
Using Eq. (2) with the signal and background level of the pulsed lidar at ν a as shown in Fig. 1(b) , we can compare the signal and background of the pulsed and the proposed PMCW lidars for both night (10.5 UT) and local noon (20.5 UT) conditions in Figs. 3(a) and 3(b), respectively. It can be seen easily that the peak signal of the PMCW lidar is about a factor of 2 lower, due to the fact that the M-code for N ¼ 31 transmits only 16=31 of the laser power into the atmosphere. The background of the PMCW is N=ðRTÞ ∼650 times higher than that of the pulsed lidar, assuming the same receiver's FOV with GB_L. If GB_S geometry is used, the PMCW signal remains the same with background reduced by ð0:4=0:06Þ 2 ¼ 44:44 times. With the signal and background of the proposed PMCW lidar calculated (Fig. 3) , we can compute the background (noise) photons following Abo and Nagasawa [5] by including the sky background detected in an individual range bin along with the received signal from all range bins (Rayleigh as well as Na).
The results of S/N comparison between the pulsed lidar and the three PMCW lidar scenarios are shown in Fig. 4(a) under nighttime conditions (10.5 UT) and two PMCW scenarios in Fig. 4(b) under local noon condition (20.5 UT). In Table 2 we show the ratio of S/N at the Na peak between pulsed and six PMCW lidar deployment scenarios. This ratio for the GB_L deployment is 3.48 and 19.38 for night and local noon, respectively. Also shown in this table are the percentage fluctuations to the signal at the Na peak resulting from different contributions to the background, Rayleigh scattering, Na layer, and sky background. These fluctuations are calculated from the background photon counts from each contribution and the signal counts at the Na peak, listed in Table 3 for PA ¼ 0:05 Wm
2
. Also shown in Table 3 are the same quantities for 20 times larger laser power (PA ¼ 1:0 Wm 2 ) to be employed for discussion in Section 6. Since different contributions to the fluctuations are given in Table 2 , it is clear that, even with the effectiveness of the Faraday filter, the sky background (Bkg) at local noon is the dominating contributor to the fluctuations and measurement uncertainties. If the receiver's FOV is reduced from 0:4 mrad to 0:06 mrad, i.e., using Noon_GS_S, although the sky background contribution is still larger than the Rayleigh scattering (Scat.) or Na contribution, a 500% reduction in measurement uncertainty results. On the other hand, for nighttime operation, GB_S reduces the sky scattering contribution to fluctuations by ∼7 times, corresponding to a reduction on the measurement uncertainty only by ∼15%. In Fig. 4(a) and Table 2 
With the ratio of the S/N of the pulsed lidar to that of a PMCW lidar scenario for the same PA product calculated, we can then estimate the measurement uncertainties of temperature and zonal wind for a PMCW lidar with PA ¼ 0:05 Wm 2 at the temporal and vertical resolution of 1 h and 4:0 km by simply multiplying the measurement uncertainty of the pulsed lidar with this ratio (pulsed/PMCW) in Table 2 . We present the measurement uncertainty estimation of all six PMCW scenarios in Table 4 . We note that, for the noontime operation, choosing "Noon_GB_S" over "Noon_GB_L" reduces the sky background by ∼44 times that makes the huge uncertainties at noon hours (21:3 K, 40:6 m=s) at the Na peak acceptable (4:5 K, 8:7 m=s). For nighttime operation, the sky background plays a minor role compared to Rayleigh and Na contributions to the total background. In this case the improvement from (1:4 K, 5:2 m=s) to (1:3 K, 4:6 m=s), while welcomed, is not essential. Therefore, for nighttime groundbased operation, we would use GB_L geometry. We note the performance of Night_AB_1 is somewhat better than Night_GB_L, mainly because deployment at 14 km altitude cuts out more Rayleigh contribution to total background. For 24 h continuous operation at PA ¼ 0:05 Wm 2 , we must use GB_S to reduce sky background in daytime. Even then, to make good measurements near noon, the PA product should be increased with a higher power laser to be discussed in Section 6. As Table 4 shows, either AB_1 or AB_2 can be employed for nighttime airborne operation.
Measurement Accuracy of a PMCW Lidar at 589 nm with 20 Times More Laser Power
Since the received sky background depends on β and not on transmitter power, in order to achieve comparable measurement uncertainties of the pulsed lidar, one can increase the transmitter power of the PMCW system. Thanks to the interest of the astronomy community in using laser guide stars to produce an artificial point source for adaptive optics, a narrowband compact 20 W laser at 589 nm was developed by the European Southern Observatory and is now commercially available from Toptica Photonics [7, 8] . In Table 3 , we illustrate the improvement in the S/N using a 10 W=beam laser over a 0:5 W=beam laser for all six PMCW lidar deployment scenarios. The improvements in the S/N with 20 times more power are respectively 4.9, 4.5, 5.0, 4.7, 16.5, and 6.1, for Night_ GB_L, Night_GB_S, Night_AB_1, Night_AB_2, Noon_GB_L, and Noon_GB_S, as can be seen from the last column in Table 3 . Since higher power increases received signal without increasing sky background, it is most advantageous for the case with high sky background. The practical benefit is that the S/N of the Noon_GB_L scenario has increased from ∼4 to ∼66 with 20× more power, leading to a measurement uncertainty at the Na peak of (1:3 K, 2:5 m=s)-quite acceptable numbers. The corresponding S/N for Night_GB_L under higher power has only increased from ∼64 to ∼317, leading to a measurement uncertainty at the Na peak of (0:28 K, 1:1 m=s), about 50% better than that with the pulsed lidar without the 20× increase in power. The result is that, in conjunction with the Faraday filter, the deployment strategy using GB_L becomes quite suitable for 24 h continuous operation using 20 W of power at 589 nm. Also shown in Table 3 are the background counts from different contributions for different scenarios at a resolution of 4 km and integration time of 40 s. The total background counts with 20× more power for night deployments (Night_GB_L and Night_GB_ S) are about 2:5 × 10 6 and for noontime deployments (Noon_GB_L and Noon_GB_S) are 1,233,770 and 405,368, respectively. It is interesting to note that the total background for local noon deployment is less than that of nighttime deployments, resulting from the combined effect of Faraday filter and PMCW operation. Because of the effectiveness of Faraday filter, the received sky background at local noon is greatly reduced to only about 27× that received at night without the use of the Faraday filter. On the other hand, the use of Faraday filter, which also reduces the Na peak signal by a factor of ∼7 in this case, reduces the Rayleigh and Na layer contributions to the received background by ∼6 and ∼7, respectively. We note that, in the high-power case, the sky background contributed less than either Rayleigh or Na layer scattering to the total background.
The received total background plus signal at the Na peak for the Night_GB_L deployment is maximum among the scenarios considered in Table 3 , and it is a large number of 3,189,151 counts, or ∼3:2 × 10 6 counts=ð40 s − 4 kmÞ, i.e., collecting 3:2 × 10 6 photons in 40 s in an equivalent range bin of 4 km. Furthermore, we used the data file acquired from the CSU Na lidar in 2002 for scaling calculation; the quantum efficiency of photomultipliers was then 15%. Photomultipliers with 40% quantum efficiency at 589 nm have been used in Na lidars for several years now, and taking the better efficiency into account will increase the total count at the Na peak to be ∼8:5 × 10 6 =ð40 s − 4 kmÞ. This factor of 2.7 increase in signal corresponds to a factor of ∼1:6 decrease in errors. Whether this count rate is too high for a typical photon counting system with 10 ns gating width, capable of handling ∼50 MHz without needing nonlinear corrections [13] , deserves an investigation. Since the code period and the bin length in question are T ∼ 1 ms and Δt ∼ 30:8 μs, respectively, the received total count rate at the Na peak is then ð8:6 × 10 6 × 10 −3 Þ=ð40 × 30:8 × 10 −6 Þ ¼ 6:9 × 10 6 ∼ 7 MHz, a rate seven times lower than the maximal linearity limit of ∼50 MHz. Thus, a typical photon counting system can be used for the proposed PMCW lidar with PA ¼ 1:0 Wm 2 . We note that it is possible to implement faster counting electronics with a 2 ns gating width [14] , allowing deployment of a system with a 35 times higher counting rate or PA product than the PMCW lidar considered here.
Discussion and Conclusion
Using the received photon profile of a pulsed Na lidar with PA ¼ 0:05 Wm 2 , we have scaled and derived the retrieved photon profile for a PMCW lidar of the same PA product using the M-code with length of N ¼ 31. The performance scaling process has been carried out in some detail, including the determination of parameters for a chosen deployment geometry and its associated overlap function. With this paper, the readers can follow the examples presented and proceed to design PMCW lidar systems that may be more suitable for their applications. Three sets of PMCW scenarios with two different FOV for each, Night_GB_L and Night_GB_S, Night AB_1 and Night AB_2, and Noon_GB_L and Noon_GB_S, at 4:0 km vertical resolution are considered, respectively, representing nighttime ground-based, nighttime airborne, and daytime ground-based PMCW deployment strategies. The S/N between the pulsed lidar and each of the PMCW scenarios along with the different contributions to the error fluctuations for PA ¼ 0:05 Wm 2 system are shown in Table 2 , and associated measurement uncertainties are shown in Table 4 , along with those for PA ¼ 1:0 Wm 2 in parentheses. It is quite clear that, at the level of PA ¼ 0:05 Wm 2 , the performance of a nighttime PMCW lidar system is quite good, while the performance of GB_L near noon hours is poor, unless a much more challenging geometry like GB_S with much smaller receiver's FOV is employed. As shown in Table 3 , a 20 times power increases the S/N by a factor of 16.5 and 4.8, for Noon_GB_L and Night_GB_L deployments, respectively, making the measurement uncertainty, as shown in parentheses and bold in Table 4 , for GB_L near noon hours at the Na peak of (1:3 K, 2:5 m=s) nearly the same as that by the pulsed system of (1:1 K, 2:1 m=s) at the lower power. This analysis therefore concludes that, with a high-power laser of 20 W and telescopes with 35 cm in diameter, a PMCW system, with a deployment geometry such as GB_L can be used (at least in winter) to perform simultaneous mesopause-region temperature and horizontal wind measurements over a 24 h continuous basis, weather permitting. Though, not discussed in detail here, given that the solar scatter background is reduced by a factor of e 2 ¼ 7 at 14 km, daytime operation with β ∼ 50 μrad is likely also possible on the aircraft.
How about summer PMCW deployment when the Na signal is the lowest? The summer performance for each deployment geometry may be scaled from the corresponding winter performance if the relative signal strength and relative sky background near noon are known. For signal, we use the published nocturnal Na density climatology, from Table 2 of [15] ; the average Na densities of November and June between 85 and 100 km are calculated to be 3:35 × 10 9 m −3 and 0:97 × 10 9 m −3 , respectively. Though the sky background is weather dependent and thus more difficult to estimate, from the limited data sets we investigated, the sky background near noon in June is no more than a factor of 2 higher (and remains the same at night) than that of November. We thus assume the summer Na signal is 3.94 times smaller, the Rayleigh Table 6 . Parameters of Proposed PMCW Configurations with z Being Vertical Range (Not Altitude) Winter_Night_GB_L  518580  29975  1172240  1468320  2670535  317  Summer_Night_GB_L  131619  59950  1172240  372670  1604860  104  Winter_Noon_GB_L  73280  815390  208960  209420  1233770  66.0  Summer_Noon_GB_L  18599  1630780  208960  53152  1892892  13.5 signal remains the same, and background 2 times bigger for this study. For the higher power deployment with GB_L (β ¼ 0:4 mrad, δ ¼ 0:2 mrad), we compare the winter and summer performances (or S/N) in Table 5 , giving the ratio of S/N (winter/ summer) of 3.05 and 4.89 for night and near noon acquisitions, resulting in the uncertainties at Na peak of (0:73 K, 2:7 m=s) and (6:4 K, 12 m=s), respectively. Therefore, the proposed PMCW Na system with less challenging GB_L geometry can also be used in 24 h continuous observation of mesopause-region temperatures and horizontal winds in summer as well, although the measurement accuracy near noon hours in summer may be somewhat lower than desired.
We point out that the measurement accuracies estimated above were scaled from the data set from the CSU pulsed Na lidar acquired in 2002, when 15% efficient photomultipliers were used. With the 40% photomultipliers currently available, the estimated measurement accuracies will be improved by a factor of p ð2:7Þ.
The time sequence of the proposed system is straightforward with the M-code period of T ¼ 0:95455 ms for 4:0 km vertical resolution with two beams, each pointing 30°from zenith. The alternation between three frequencies is also straightforward with 20,002 periods for each frequency with 20,001 transmitting periods and one period used for frequency switching; the scheme is to cycle through the three frequencies. Since the total time for a three-frequency cycle is about 1 min, the data should have the potential to investigate the shortest period (∼5 min) atmospheric gravity waves using a system with larger PA product (1:0 Wm 2 , for example). The transmission system as proposed splits the total power, say 20 W, of the CW laser beam into two beams. The M-code used leaves about half of the power unused, which will be wasted unless a clever coding system can be conceived that allows range resolution for both the coding scheme and its complement code with zeros and ones switched; then one can use the full laser power without waste, and the measurement uncertainties will then be reduced by a factor of p 2 without any cost. Such a clever code may already exist in the radar or mathematical literature. The proposed lidar assumes the use of telescopes with 35 cm in diameter; this can certainly be increased along with the transmitter power, further improving the measurement accuracy. As the PA product of the PMCW lidar increases, the vertical resolution can be improved. This can be done, for example, with a higher-order code with N ¼ 63, improving the vertical resolution to 2:0 km. There is clearly room for improvement with a more clever coding scheme as well as practical considerations of turning the transmitting beam on and off with acousto-or electro-optic modulation techniques. Thanks to the development of the Faraday filter and the high-power CW laser at 589 nm, this paper demonstrated for the first time to our knowledge the feasibility of a PMCW Na lidar system for observing the mesopause-region temperatures and winds over a complete diurnal cycle. We point out that, with a comparable PA product, the performance of a pulsed system is superior to a PMCW system. However, with the high-power 589 nm CW laser available at a moderate cost, a PMCW transmitter offers better performance at night and comparable performance at local noon in a package an order of magnitude smaller than the current Na lidar transmitters, a distinct advantage for remote and/or airborne and space deployments. In addition to the choice of β ¼ 0:4 mrad and z 1h ∼ 30 km, the entire Na layer must lie between z 1h and z 2ℓ , i.e., z 2ℓ > ∼120 km. For effective rejection of Rayleigh background, z 1ℓ should be as close to z 1h as possible. Also, to make sure the upper (lower) edge of the transmitting beam is contained within the left (right) edge of the receiver FOV at far distances, α þ δ − β ðα − δ þ βÞ must be less than π=2. The separation between transmitter and receiver should be large enough and the transmitting beam divergence small enough to fulfill these requirements. Yet in practice, it is not possible to have very large x 0 or to use too small a beam divergence, δ. For a ground-based system, a workable design by choosing x 0 ¼ 12 m and δ ¼ 0:2 mrad yields the parameters for GB_L as shown in Table 6 . The parameters of another geometry with x 0 ¼ 3 m and δ ¼ 0:06 mrad for groundbased deployment, GB_S, is also given in Table 6 ; sky background received should be ∼44 times as small. Two airborne deployments, AB_1 and AB_2, from an aircraft at 14 km altitude are also considered. The former uses the same β as the CSU system with x 0 ¼ 5 m, while the latter permits the use of a smaller separation x 0 ¼ 3 m (often an important consideration for airborne deployment), with β ¼ 0:25 mrad resulting in 2.6 times lower sky background, but requiring better beam control.
As examples, the choice of the distance between transmitter and receiver, x 0 , in Table 6 is somewhat arbitrary. In general, a smaller x 0 is used with smaller FOV and beam divergence. A designer is advised to evaluate and compare several x 0 commensurate with the observatory layout. Notice that the vertical heights in this table are measured from the lidar site elevation; to convert these heights to the altitudes over Fort Collins, 1:57 km should be added. This is necessary to compare the signal and noise of the proposed PMCW lidar to the data of CSU pulsed lidar.
A ground-based PMCW lidar implemented with the parameters in Table 6 over a site at an elevation of 1:57 km should have full reception (unity overlap function) of scattered signal between altitudes 29:72 km (or 30:13 km) and 125:57 km for GB_L (or GB_S) deployments. Though the overlap function is expected to drop to zero quickly below 29 km, we briefly discuss its evaluation since its exact shape will dictate the amount of Rayleigh scattering contamination of the proposed Na PMCW lidar.
Shown in Fig. 6 (a) are two intercepting circles, depicting the cross sections of the transmitting beam with radius r a and the receiver's FOV with radius r b at a height z (measured from ground). Strictly speaking, the cross section of the transmitting beam should be an ellipse; owing to the fact that the angle α is very close to 90°, a circle is a valid approximation. As the height increases and the beam moves into the receiver's FOV, both x a and x b decrease, and the distance between the centers of the circles, D, also changes from x b þ x a (starting overlap with z ¼ z 1ℓ ) to x b − x a (complete overlap with z ¼ z 1h ). Initially, D > x b as the transmitting beam moves into the receiver FOV as shown, the overlap area of the two circles is the sum of two crescent-shaped areas A a for the one bounded by the arc of the smaller circle and the vertical line, and A b for the one bounded by the arc of the larger circle and the vertical line, i.e., A overlap ¼ A a þ A b . These areas may be calculated by the following formula: Table 2 , the overlap function of the PMCW lidar is calculated and plotted in Fig. 6(c) . Notice that the full view starts from ∼30 km and through the top of the Na layer for both ground-based and airborne geometries. It should be pointed out that, for simplicity, we assume a constant receiver's FOV independent of height. In reality, the receiver is focused at the height of the Na layer leading to defocused lower altitudes and thus relatively less Rayleigh signal contributions to background light given in Table 3 . However, since the Na layer is quite high, we ignore the reduction of Rayleigh scattering around 30-40 km in altitudes in this analysis.
