We present an unconditionally energy-stable scheme for approximating the incompressible NavierStokes equations on domains with outflow/open boundaries. The scheme combines the generalized Positive Auxiliary Variable (gPAV) approach and a rotational velocity-correction type strategy, and the adoption of the auxiliary variable simplifies the numerical treatment for the open boundary conditions. The discrete energy stability of the proposed scheme has been proven, irrespective of the time step sizes. Within each time step the scheme entails the computation of two velocity fields and two pressure fields, by solving an individual de-coupled Helmholtz (including Poisson) type equation with a constant precomputable coefficient matrix for each of these field variables. The auxiliary variable, being a scalar number, is given by a well-defined explicit formula within a time step, which ensures the positivity of its computed values. Extensive numerical experiments with several flows involving outflow/open boundaries in regimes where the backflow instability becomes severe have been presented to test the performance of the proposed method and to demonstrate its stability at large time step sizes.
Introduction
This work concerns the numerical approximation and computation of incompressible flows on domains with outflow or open boundaries. The presence of the outflow/open boundary significantly escalates the challenge for incompressible flow simulations. A well-known issue is the so-called backflow instability [14, 20] , which refers to the numerical instability associated with strong vortices or backflows at the outflow/open boundary and can cause the simulation to instantly blow up at moderate or high Reynolds numbers. The boundary condition imposed on the outflow/open boundary plays a critical role in the stability of such simulations. In the past few years a class of effective methods, so-called energy-stable open boundary conditions [16, 20, 14, 40] , have been developed and can effectively overcome the backflow instability; see also related works in [6, 7, 2, 39, 41, 23, 3, 29, 4] , among others.
In the current work we focus on the numerical approximation of the incompressible Navier-Stokes equations together with the energy-stable open boundary conditions (ESOBC), and propose an unconditionally energy-stable scheme for such problems. Two important issues are encountered immediately, which call for some comments here. First, the inclusion of ESOBC, which is nonlinear in nature [14] , makes the numerical approximation of the system and the proof of discrete energy stability considerably more challenging. Second, the computational cost per time step of energy-stable schemes is an issue we are conscious of. The goal here is to develop discretely energy-stable schemes with a relatively low computational cost, so that they can be computationally competitive and efficient even on a per-time-step basis.
There is a large volume of literature on the numerical schemes for incompressible Navier-Stokes equations (absence of open/outflow boundaries); see the reviews [24, 26] . These schemes can be broadly classified into two categories: semi-implicit splitting type schemes and unconditionally energy-stable schemes. The semiimplicit or fractional-step schemes (see e.g. [10, 49, 33, 31, 5, 53, 27, 38, 28, 44] , among others) typically treat the nonlinear term explicitly and de-couple the computations for the flow variables (pressure/velocity) by a splitting strategy. These schemes have a low computational cost per time step, because the coefficient matrices involved therein are all constant and can be pre-computed. The main drawback of these schemes lies in their conditional stability, and the computation is stable only when the time step size is sufficiently small. Thanks to their low cost, such schemes have been widely used in the simulations of turbulence and flow physics studies of single-and multi-phase problems; see e.g. [34, 17, 50, 11, 22, 1, 15, 36] . In the presence of outflow/open boundaries, the numerical methods employed in [16, 13, 20, 14, 21, 40 ] also belong to the semiimplicit type schemes. The unconditionally energy-stable schemes (see e.g. [45, 48, 51, 25, 35, 18, 43, 30, 8] , among others) typically treat the nonlinear term in a fully implicit or linearized fashion, and can alleviate or eliminate the constraint on the time step size encountered with semi-implicit schemes. The main drawback of energy-stable schemes lies in that they typically require the solution of a system of nonlinear algebraic equations or a system of linear algebraic equations with a variable and time-dependent coefficient matrix within a time step [18] . Their computational cost per time step is quite high due to the Newton type nonlinear iterations and/or the need for frequent re-computations of the coefficient matrices (every time step).
Mindful of the strengths and weaknesses of traditional energy-stable algorithms as discussed above, in this paper we propose a new unconditionally energy-stable scheme for the incompressible Navier-Stokes equations together with the convective-like energy-stable open boundary conditions from [14] . This scheme in some sense combines the strengths of semi-implicit schemes and the traditional energy-stable schemes. A prominent feature lies in that, while being unconditionally energy-stable, within a time step it requires only the solution of de-coupled linear algebraic systems with constant coefficient matrices that can be precomputed. As a result, the scheme is computationally very competitive and efficient. The unconditional discrete energy stability has been proven in the presence of outflow/open boundaries, regardless of the time step sizes.
These attractive properties of the proposed scheme are achieved by the use of an auxiliary variable associated with the total energy of the Navier-Stokes system. Such an auxiliary variable was introduced in a very recent work [37] for the incompressible Navier-Stokes equations (see also [46, 56, 55] for related problems). The adoption of the auxiliary variable enables us to deal with the ESOBC in a relatively simple way. It should be noted that the auxiliary variable and the Navier-Stokes equations are treated in a very different way in the current work than in [37] . In this work the incompressible Navier-Stokes equations, the dynamic equation for the auxiliary variable, and the energy-stable open boundary conditions have been reformulated based on the generalized Positive Auxiliary Variable (gPAV) approach. The gPAV approach is originally developed in [54] for general dissipative systems, and provides a systematic procedure for treating dissipative partial differential equations.
We treat the gPAV-reformulated system of equations numerically in a judicious way to arrive at a discrete scheme for simulating incompressible flows with outflow/open boundaries. The scheme incorporates features of the rotational velocity-correction type strategy that is reminiscent of semi-implicit type algorithms (see e.g. [26, 16, 19, 13, 12] ). The unconditional energy stability of this scheme is proven. We show that within each time step the scheme entails the computation of two velocity fields and two pressure fields, by solving an individual de-coupled linear equation involving a constant coefficient matrix that can be pre-computed for each of these field variables. On the other hand, the auxiliary variable (a scalar number) is computed by a well-defined explicit formula. No nonlinear algebraic solver is involved in the current scheme, and furthermore the existence and positivity of the computed auxiliary variable are guaranteed (or preserved). Note that this is in sharp contrast with the method of [37] , in which Newton-type nonlinear solvers are required for computing the auxiliary variable and neither the existence nor the positivity of the computed auxiliary variable is guaranteed.
The contribution of this paper lies in the unconditionally energy-stable scheme developed herein for simulating incompressible flows with outflow/open boundaries. The discrete formulation of the current algorithm, barring the auxiliary variable, resembles the conventional rotational velocity-correction scheme to a certain degree. In such a sense, the current algorithm can be considered as a modified velocity-correction type scheme, which turns out to be unconditionally energy-stable. By contrast, the conventional velocitycorrection scheme is only conditionally stable. To the best of the authors' knowledge, this is the first time when a rotational "velocity-correction" scheme has been proven to be unconditionally stable.
The proposed scheme is implemented using the high-order spectral element method [47, 32, 57, 9] in the current paper. It should be noted that the use of spectral elements is not essential to the current scheme, and other spatial discertization methods can equally be used in the implementation. A number of flow problems involving outflow/open boundaries, and in regimes where the backflow instability becomes a severe issue for conventional methods, have been used to demonstrate the performance of the method and its stability at large time step sizes.
The rest of this paper is structured as follows. In Section 2 we introduce an auxiliary variable defined based on the sum of the total system energy and the energy integral on the outflow/open boundary and introduce its dynamic equation. We then reformulate the governing equations together with the energystable open boundary condition into an equivalent system utilizing the gPAV approach. The algorithmic formulation of the scheme is then presented, and we prove its discrete energy stability property. The implementation of the scheme is also discussed in some detail. In Section 3 we use manufactured analytic solutions to demonstrate the convergence rates of the proposed scheme, and use several flow problems involving outflow/open boundaries to test the performance and demonstrate the stability of the presented method. Section 4 then concludes the discussions by some closing remarks. Consider a domain Ω in two or three dimensions, whose boundary is denoted by ∂Ω, and an incompressible flow contained in this domain. The dynamics is described by the incompressible Navier-Stokes equations, in non-dimensional form, given by
where u(x, t) and p(x, t) are the velocity and pressure, respectively, N(u) = u · ∇u, f (x, t) is an external body force, and x and t denote the spatial coordinate and time. ν is the non-dimensional viscosity (reciprocal of the Reynolds number Re),
where ν f is the kinematic viscosity of the fluid, and U 0 and L are the characteristic velocity and length scales. We assume that two types of boundaries (non-overlapping) may exist in the system: Dirichlet boundary ∂Ω d and open boundary ∂Ω o , namely, ∂Ω = ∂Ω d ∪ ∂Ω o . On the Dirichlet boundary the velocity distribution is known,
where w is the boundary velocity.
On the open boundary ∂Ω o neither the velocity nor the pressure is known. However, we assume that in general an external boundary force, in the form of a pressure head, denoted by p 0 , may be imposed on ∂Ω o . For domains with multiple openings (outlets/inlets), it is assumed that the imposed external pressure heads on these openings may be different. To fix the boundary condition for ∂Ω o , we consider the energy balance equation for the system consisting of (1a)-(1b),
where n is the outward-pointing unit vector normal to ∂Ω,
, and p 0 (x, t) is the imposed external pressure force on ∂Ω o , which in general can be a distribution. Following [14] , we consider the following convective-like boundary condition for the open boundary ∂Ω o in this work,
where the constant D 0 0 represents the inverse of a convection-velocity scale on ∂Ω o (see [14] for details), f b is a prescribed source term for the purpose of numerical testing only and will be set to f b = 0 in actual simulations. H(n, u) is given by [14] ,
where Θ 0 represents a smoothed step function, taking essentially the unit value when n · u < 0 and vanishing otherwise. The small constant δ > 0 controls the sharpness of the step, and as δ → 0 the function becomes sharper and Θ 0 approaches the step function. The boundary condition (5) (with f b = 0 and δ sufficiently small) is an energy-stable boundary condition for ∂Ω o , in the sense that in the absence of the external forces (f = 0, p 0 = 0) and with zero boundary velocity (w = 0) on ∂Ω d this boundary condition ensures that a modified energy of the system will not increase over time. This is because in this case the energy balance equation (4) is reduced to
Remark 2.1. The following more general form for H(n, u) is provided in [14] ,
where θ, α 1 and α 2 are constants satisfying the conditions 0 θ 1, α 1 0 and α 2 0. This form also ensures that the condition given by (5) is an energy-stable boundary condition for ∂Ω o .
The system of equations (1a)-(1b) is supplemented by the following initial condition for the velocity,
where u in denotes the initial velocity distribution that satisfies (1b) and is compatible with the boundary condition (3) on ∂Ω d .
Reformulated Equivalent System
To facilitate the development of numerical algorithms we will first reformulate the system consisting of equations (1a)-(1b), the boundary conditions (3) and (5), and the initial condition (9) into an equivalent system. Define a biased modified energy,
where C 0 is a chosen energy constant that ensures E(t) > 0 for all t 0. Define an auxiliary variable R(t) based on E(t),
Then R(t) satisfies the following dynamic equation,
Note that both E(t) and R(t) are scalar numbers, not field functions. We define another function,
Note that
E(t) = 1, and so g
With the variables defined above, we reformulate equation (1a) into the following equivalent form,
We re-write the boundary condition (5) into
Let u 1 , u 2 , p 1 , and p 2 denote four field functions that are to be specifically defined later in Section 2.4 (by equations (33)- (34) and (40a)-(41b)). They are related to u and p by the relations, u = u 1 + g(
E )p 2 ; see equations (35) and (42) 
In the above expression |(·)| denotes the absolute value of the variable (·). Then equation (12) is transformed into
The reformulated equivalent system consists of equations (14), (1b) and (17) , the boundary conditions (3) and (15) , the initial condition (9) for u and the following initial condition for R(t),
In this system the dynamic variables are u(x, t), p(x, t) and R(t). E(t) is given by equation (10) . Note that R(t) is obtained by solving this coupled system of equations, not by using equation (11) . So in such a sense R 2 (t) is an approximation of E(t), rather than E(t) itself.
Numerical Scheme and Discrete Energy Stability
We next present an unconditionally energy-stable scheme for numerically solving the reformulated system of equations. While seemingly a bit involved, this scheme allows for an efficient solution algorithm and efficient implementation. Let n 0 denote the time step index, and (·) n denote the variable (·) at time step n. Define
Then given (u n ,R n ) and these variables at previous time steps, we compute (u n+1 , p n+1 , R n+1 ) by the following scheme: For p n+1 :
For u n+1 :
For R n+1 :
The symbols in the above equations are defined as follows.ũ n+1 is an auxiliary field variable approximating u n+1 . u * ,n+1 is a second-order explicit approximation of u n+1 , defined by
u n+1 andū n+3/2 are second-order approximations of u n+1 and u n+3/2 to be specified later in equations (43) and (44) . R n+3/2 and R n+1/2 are defined by
The following relation will be useful subsequently when dealing with equation (22),
are field variables related to p n+1 and u n+1 that will be specifically defined later in equations (33)- (34) and (40a)-(41b).
It is crucial to note that in this scheme all terms are approximated at time step (n+1), except for the term
, which is approximated at time step (n + 3/2) as given in equation (20b).
is a second-order approximation of
E(t) = 1, because R n+3/2 and E[ū n+3/2 ] are second-order approximations of R(t) and E(t) at step (n + 3/2) and
is the unit value. Therefore this treatment does not affect the temporal second-order accuracy of the scheme. This treatment was originally used in [54] for general dissipative systems. It allows the auxiliary variable R n+1 to be computed explicitly by a well-defined formula, and guarantees that the computed values for R n+1 are always positive.
The scheme represented by equations (20a)- (22) is unconditionally energy stable because of the following stability property.
Theorem 2.1. In the absence of the external forces and source terms (f = 0, p 0 = 0, f b = 0) and with homogeneous condition on the Dirichlet boundary (w = 0), and as δ → 0 in the open boundary condition (5), the scheme given by equations (20a)- (22) satisfies the relation
where R n+3/2 and R n+1/2 are defined in (24) .
Proof. Take the L 2 inner product between u n+1 and equation (20a). Take the L 2 inner produce between u n+1 and equation (21a). Take the inner product between u n+1 and equation (21c) and integrate over ∂Ω o . Summing up these equations together with equation (22) leads to
where
dA,
In light of (6), one notes that
If f = 0, p 0 = 0, f b = 0 and w = 0, then S 0 = 0 and S 1 = 0. Therefore equation (27) leads to (26) . Note that E[ū n+1 ] > 0 and ξ 0 in light of (20b) and (20c). We conclude that the inequality in (26) holds.
Remark 2.2. Barring the terms involving the unknown g(ξ), equations (20a)-(21c) resemble a rotational velocity correction-type scheme for the incompressible Navier-Stokes equations (see e.g. [14, 26, 16, 18] ). Such a velocity correction scheme alone is known to be only conditionally stable. The current numerical scheme builds upon the velocity correction strategy. Because of the auxiliary variable R(t) introduced here and the coupling terms, the overall scheme becomes unconditionally energy-stable thanks to Theorem 2.1.
Remark 2.3. Note that the numerical scheme from [37] also employs an auxiliary variable. Several major differences distinguish the scheme herein from the one from [37] :
• In the scheme of [37] , the pressure p n+1 and the velocity u n+1 are fully coupled, and the energy stability therein is proven in this fully coupled setting. In the implementation in [37] , a further approximation is made to decouple the computations for the pressure and the velocity. The discrete energy stability of [37] , however, breaks down mathematically with that approximation. In contrast, in the current scheme the pressure and the velocity are de-coupled, except for the g(ξ) term, which can be dealt with in a straightforward way (see later discussions). The discrete energy stability presented here holds in the de-coupled setting.
• The dynamic equations for the auxiliary variables, and their numerical discretizations, in the current work and in [37] are completely different. In [37] a nonlinear algebraic equation needs to be solved based on the Newton's method when computing the auxiliary variable. In contrast, the auxiliary variable in the current work is computed by a well-defined explicit formula, and no nonlinear algebraic solver is involved. Furthermore, the computed values for the auxiliary variable here are guaranteed to be positive, and this positivity property is unavailable in the method of [37] . These points will become clear in subsequent discussions.
• The scheme developed herein is energy stable for flow problems involving open/outflow boundaries and Dirichlet boundaries. The scheme developed in [37] works only with Dirichlet boundaries.
Solution Algorithm and Implementation with High-Order Spectral Elements
Let us next consider how to implement the scheme represented by equations (20a)- (22), which are seemingly all coupled with one another. It is critical to realize the fact that the variables R(t), E[u], ξ and g(ξ) in these equations are but scalar-valued numbers, not field functions. By exploiting this fact, we can implement the scheme and compute different variables in a decoupled and efficient fashion. Let
We re-write equation (20a) as,
where ω * ,n+1 = ∇ × u * ,n+1 is the vorticity. We would like to derive the weak forms of this and subsequent equations so that certain types of boundary conditions can be incorporated within. Let q(x) denote an arbitrary test function, which is continuous in space. Its discrete function space will be specified later. Taking the L 2 inner product between ∇q and equation (31) yields,
where we have used integration by part, the divergence theorem, equations (20d)-(20f), and the identity as solutions to the following equations, respectively,
Then, noting that g(ξ) is a scalar-valued number, the solution to (32) is given by
where ξ still needs to be determined. Summation of equations (20a) and (21a) leads to
Let ϕ(x) denote an arbitrary test function (continuous in space) that vanishes on ∂Ω d , i.e. ϕ| ∂Ω d = 0. Taking the L 2 inner product between ϕ and equation (36), we get
where the divergence theorem has been used. In light of (21c), we have
Equation (37) can then be transformed into
In order to solve equation (39) together with (21b) for u n+1 , we define two field variables u :
Then, by exploiting the fact that g(ξ) is a scalar-valued number, the solution to the equations (39) and (21b) can be written as
in which ξ will be determined below. With u n+1 i (i = 1, 2) given by equations (40a)-(41b), we definē
Note that these are second-order approximations of u n+1 and u n+3/2 , respectively. Now we are ready to determine ξ. Note that the combination of equations (20a), (21a) and (22) leads to equation (27) . Using equation (20b), we can compute ξ from (27) as follows,
where S 0 and S 1 are given in (28) , and
It can be noted that A 0 0, S 0 0 and S 1 0. In light of the relation (29), we conclude that B 0 0 as δ in the open boundary condition (5) is chosen to be sufficiently small. It then follows that ξ > 0 if δ is chosen to be sufficiently small, regardless of the value ∆t and the external forces and source terms. With ξ known, p n+1 and u n+1 can be computed by equations (35) and (42), respectively. R n+1 is computed as follows,
where equations (20b) and (24) have been used. It can be noted that these computed values satisfy the property R n+1 > 0 and R n+3/2 > 0. Algorithm 1 summarizes the final solution procedure within a time step. ) are de-coupled, and the resultant linear algebraic systems involve only constant coefficient matrices that can be pre-computed. (iii) The auxiliary variable is computed by a well-defined explicit formula, and its computed values are guaranteed to be positive.
Equations (33)- (34) and (40a)-(41b) need to be solved for the field functions p . Let us next briefly discuss their spatial discretizations using C 0 -type high-order spectral elements [32] . We discretize the domain Ω using a mesh consisting of N el conforming elements. Let Ω h denote the discretized domain, Ω e h (e = 1, · · · , N el ) denote the elements, and ∂Ω h denote the discretized domain boundary. The corresponding discretized Dirichlet and open boundaries are denoted by ∂Ω dh and ∂Ω oh (∂Ω h = ∂Ω dh ∪∂Ω oh ). Let K (a positive integer) denote a measure of the highest polynomial degree in field expansions within an element, which will be called the element order. Define function spaces, ; Solve equation (34) 
the equations (33)- (34) are: Find p n+1 1h ∈ X and p n+1 2h ∈ X such that
The fully discretized versions of the equations (40a)-(41b) are as follows. Let d im denote the spatial dimension with d im = 2 or 3 below. dim such that:
Representative Numerical Examples
In this section we test the performance of the algorithm presented above using several flow problems in two dimensions involving outflow/open boundaries. These flows are challenging to simulate at moderate and high Reynolds numbers because of the open boundaries and the presence of strong vortices or backflows on such boundaries. The effects of the simulation parameters will be investigated, and in particular the stability of the method at large time step sizes will be demonstrated.
Convergence Rates
In this subsection we demonstrate the spatial and temporal convergence rates of the algorithm from Section 2 using a manufactured analytical solution to the Navier-Stokes equations. Consider the computational 
where (u, v) are the x and y components of the velocity u. In equation (1a) the non-dimensional viscosity is set to ν = 0.01, and the external force f is chosen in such a way that this equation is satisfied by the expressions in (52) . Dirichlet boundary condition (3) is imposed on the boundaries AB, BC and AE, where the boundary velocity w(x, t) is chosen according to the analytic expressions from (52) . The open boundary condition (5), with H(n, u) given by (6) , is imposed on the boundaries CD and DE, in which the parameters are set to D 0 = 1, δ = 0.05 and U 0 = 1, and the external boundary pressure force is set to p 0 = 1 on CD and p 0 = 10 on DE. The source term f b in (5) is chosen such that the analytic expressions from (52) satisfy the equation (5) on these boundaries. The initial velocity u in is chosen based on the analytic expressions from (52) by setting t = 0.
The method from Section 2 is employed to integrate the incompressible Navier-Stokes equations in time from t = 0 to t = t f (t f to be specified below), in which we have employed a constant value C 0 = 1 in equation (10) . We then compare the numerical solution at t = t f against the analytic solution of (52) , and compute the error in various norms. The element order and the time step size ∆t are varied systematically to test the spatial and temporal convergence behavior of the method. Figure 1(b) illustrates the behavior of the method for spatial convergence tests. Here we employ a fixed t f = 0.1 and ∆t = 0.001, and vary the element order between 2 and 20 in the tests. This figure shows the errors of the numerical solution at t = t f in L ∞ and L 2 norms as a function of the element order. The result clearly exhibits an exponential convergence rate for element orders below 12, and an error saturation for element orders above 12, which is due to the dominance of the temporal truncation error at large element orders. Figure 1 (c) illustrates the temporal convergence behavior of the presented method. Here we have employed a fixed element order 16 and t f = 0.2, and varied the time step size systematically between ∆t = 0.1 and ∆t = 7.8125e − 4 in the tests. This figure shows the L ∞ and L 2 errors of the numerical solution at t = t f as a function of ∆t for different flow variables. It is evident that the method exhibits a second-order convergence rate in time.
Flow in a Bifurcation Channel
In this subsection we test our method using the bifurcation channel problem, which has been considered by a number of previous works (see e.g. [42, 16] , among others) Specifically, we consider an incompressible flow contained in a bifurcation channel depicted in Figure 2 . There are three openings in the channel: one on the left side (x = 0), and two on the right (x = 5). All the rest of the boundaries are walls. The flow enters the channel through the left opening, with a velocity profile assumed to be parabolic with a unit center-line velocity. External pressure heads are imposed on the two openings on the right sides, with p 01 on the upper right opening and p 02 on the lower right one. The values for p 01 and p 02 will be specified later. Table 1 : Resolution tests of the bifurcation channel problem. f x and f y are the x and y components of the total force on the channel walls. L 1 is the length on the bottom wall of the recirculation zone behind the inlet step. L 2 is the length of the recirculation zone on the top wall of the lower bifurcation.
We discretize the domain using a mesh of 2288 quadrilateral elements as shown in Figure 2 , with the element order varied in a range of values to be specified below. The method from Section 2 is employed to simulate the flow (with no external body force, i.e. f = 0 in (1a)). On the left boundary (x = 0) the Dirichlet condition (3) is imposed, with the boundary velocity given according to the parabolic profile specified above. On the wall boundaries the no-clip condition (i.e. the Dirichlet condition (3) with w = 0) is imposed. On the right boundaries (x = 5), the open boundary condition (5) is imposed, with f b = 0 and H(n, u) given by (6) and with p 0 = p 01 for the upper right boundary and p 0 = p 02 for the lower right boundary.
Note that we have used the channel centerline velocity on the left boundary as the velocity scale (U 0 = 1), and the channel height in the mid-section (0.5 < x < 1.5) as the length scale. All the other parameters and variables are normalized accordingly. We focus on the Reynolds number Re = 800 for this problem, chosen in accordance with [16] , and the flow is at a steady state. The other simulation parameters are set to D 0 = 1 U0 = 1 and δ = 0.05. The element order, the time step size ∆t, C 0 , p 01 and p 02 are varied to study their effects on the flow characteristics.
We first concentrate on the cases with zero external pressure heads at the two open boundaries on the right, namely, p 01 = p 02 = 0. Figure 3 shows a visualization of the steady-state velocity patterns using streamlines, which are obtained with an element order 8, time step size ∆t = 0.001 and C 0 = 1 in the simulations. In this case, the flow enters the domain through the left boundary and discharges from the domain through the two open boundaries on the right. Several re-circulation zones (bubbles) are visible from the flow pattern. The most prominent are those behind the inlet step and the one on the top wall of the lower bifurcation of the channel.
We have varied the element order systematically in the simulations to make sure that the numerical results have converged with respect to the mesh resolution. Table 1 provides the x and y components of the total force (f x and f y ) exerting on the channel walls, as well as the sizes of the recirculation zones behind the inlet step (L 1 ) and on the top wall of the lower bifurcation (L 2 ), corresponding to different element orders. These results are obtained using a time step size ∆t = 0.001, and C 0 = 1 in equation (10) . The mesh independence of the simulation results is evident for element orders beyond 6. 
Some magnified views of sections of the velocity profiles are provided in the insets of Figures 4(c) and 5(b).
These results are computed with ∆t = 0.001 and C 0 = 1 in the simulations. It can be observed that the velocity profiles corresponding to element orders 6 and beyond essentially overlap with one another, further attesting to the convergence of simulation results.
Thanks to the unconditional energy stability property (Theorem 2.1), stable computation results can be obtained using the current method even with large (or fairly large) time step sizes. This point is demonstrated by Table 2 , in which we list the x and y forces on the wall (f x and f y ) obtained from the simulations using time step sizes ranging from ∆t = 10 −4 to ∆t = 0.5. These results correspond to an element order 8 and C 0 = 1 in the simulations. We observe that when ∆t increases beyond a certain value (5e − 3), the computed forces are no longer constant, but exhibit a fluctuation in their histories, although these fluctuations are minuscule. For such cases, f x and f y shown in Table 2 are the time-averaged forces, and f x and f y are the root-mean-square (rms) values. The stability of our method with large ∆t is evident. On the other hand, a deterioration in accuracy of the simulation result is visible when ∆t becomes large (or fairly large). Figure  6 shows a visualization of the flow pattern obtained with a larger time step size ∆t = 0.01. This figure can be compared with Figure 3 , which corresponds to ∆t = 0.001. While the overall flow pattern in Figure 6 seems reasonable, the recirculation zone on the top wall of the lower bifurcation is markedly different in size compared with that of Figure 3 .
The above simulation results are obtained with the parameter values D 0 = 1 and C 0 = 1 in the computations. The parameters D 0 and C 0 have also been varied systematically (D 0 ranging from 0.1 to 2.0; C 0 ranging from 10 −3 to 10 6 ), and we observe no apparent effects of the variation of these parameters on the simulation results (e.g. in terms of the forces on the walls).
The incorporation of p 0 (x, t) in the open boundary condition (5) allows one to impose different pressure heads (p 01 and p 02 ) on the open boundaries of the bifurcation channel. Depending on the relative values of p 01 and p 02 , the flow pattern in the domain can be modified dramatically. Figure 7 shows a comparison of the flow patterns visualized by streamlines corresponding to several p 01 values (ranging from −1.5 to 1.5) at the upper right opening, while zero pressure head is imposed on the lower right one (p 02 = 0). These patterns can be compared with that of Figure 3 , which corresponds to p 01 = p 02 = 0. These results are obtained with an element order 8, ∆t = 0.001, D 0 = 1 and C 0 = 1 in the simulations. When p 01 is sufficiently low compared with p 02 , e.g. with p 01 = −1.5 and p 02 = 0 (Figure 7(a) ), the flow direction in the lower bifurcation can be reversed. In this case the lower right boundary effectively becomes an inlet, through which the flow is sucked into the domain. On the other hand, when p 01 is sufficiently high compared with p 02 , e.g. with p 01 = 1.5 and p 02 = 0 (Figure 7(d) ), a flow reversal occurs in the upper bifurcation. In this case, the upper right boundary becomes an effective inlet, and the flow is pushed into the domain through that boundary due to the high pressure head there.
Flow past a Circular Cylinder
In this subsection we use a canonical problem, the flow past a circular cylinder, to test the performance of the method developed herein. Consider the flow domain depicted in Figure 8 . The center of the cylinder coincides with the origin of the coordinate system. Let d denote the cylinder diameter. On the left boundary (x = −5d), a uniform inflow with a velocity U 0 = 1 enters the domain in the horizontal direction. The flow exits the domain through the right boundary (x = 10d), which is open. The top and bottom domain boundaries (y = ±10d) are assumed to be periodic. We choose U 0 and d as the characteristic velocity and length scales, respectively, and all the parameters and variables are normalized accordingly. We would like to study the long-time behavior of this flow using the method developed here. As the Reynolds number becomes moderately large (around Re = 2000 and beyond), vortices shed behind the cylinder can persist in the entire wake region and pass through the right open boundary, which can cause a severe issue to numerical simulations due to the backflow instability [14, 20, 40, 16] .
We discretize the domain using a mesh of 1228 quadrilateral spectral elements, as shown in Figure 8 , (6), is imposed on the right boundary. We employ a fixed C 0 = 1 in equation (10) in the simulations of this problem. The element order and the time step size ∆t have been varied systematically to investigate their effects on the simulation results. The flow at several Reynolds numbers ranging from Re = 30 to Re = 10000 has been simulated.
The cylinder flow is at a steady state for low enough Reynolds numbers (for Re 47), and it becomes unsteady with vortex shedding behind the cylinder as the Reynolds number increases. We refer the reader to the review article [52] for a discussion of different flow regimes in the cylinder wake. Figure 9 shows instantaneous velocity field distributions at Reynolds numbers Re = 2000 and Re = 10000 obtained from current two-dimensional simulations. A train of irregular vortices can be observed behind the cylinder, which persist in the entire wake region at these Reynolds numbers with the current domain. In particular, vortices and backflows can be clearly observed at the outflow/open boundary, and they pose no problem to the current method. This is thanks to the energy-stable open boundary condition (5), which can effectively overcome the backflow instability issue (see [14] for details). Figure 10 shows a window of time histories of the drag and lift on the cylinder from current simulations for Reynolds numbers Re = 100 and Re = 2000, respectively. These forces fluctuate about some constant mean level, and their overall characteristics stay the same over time. These results demonstrate the long-term stability of our simulations, and show that the flow has reached a statistically stationary state. Based on the force history data, we can obtain the statistical quantities such as the time-averaged mean and root-mean-square (rms) forces. In current simulations we have varied the element order systematically between 4 and 10 to study its effect on the numerical result. In Table 3 we list the mean and rms drag and lift forces for several Reynolds numbers (Re = 30, 100 and 2000) corresponding to different element orders. At Re = 30 the flow is at a steady state, and so the values in the table are the steady-state forces and no time-averaging is performed for this Reynolds number. In these simulations the time step sizes are ∆t = 1e − 3 for Re = 30 and 100, and ∆t = 5e − 4 for Re = 2000. For comparison, the forces obtained from [14, 20] for these Reynolds numbers have also been included in this table. For the lower Reynolds numbers (Re = 30 and 100) the computed forces are basically the same using all these element orders. For the higher Reynolds number (Re = 2000) we can observe a larger discrepancy between the obtained forces corresponding to the element orders 4 and 5 and those corresponding to higher element orders. On the other hand, when the element order increases to 7 and higher, the obtained forces are quite close to one another, exhibiting a sense of convergence. The converged values of the forces from current simulations are in good agreement with those of [14] and [20] . In subsequent simulations an element order 8 is employed for this problem.
Thanks to the unconditional energy stability property, stable simulation results can be obtained using our method irrespective of the time step size. We have varied ∆t systematically and performed simulations using these ∆t values for several Reynolds numbers. Table 4 lists the mean and rms forces on the cylinder computed using different ∆t values at three Reynolds numbers Re = 30, 100 and 2000. The element order is fixed at 8 in these tests. Long-time simulations have been performed with each ∆t, and the statistical quantities shown in the table are computed based on the drag and lift histories from these simulations. These results attest to the stability of simulations using the current method, even with large (or fairly large) ∆t values. It can also be observed that the accuracy of the simulation results could deteriorate when ∆t becomes large. For example, at Re = 30 it should physically be a steady flow. However, with larger time step sizes (e.g. ∆t = 0.05 and 0.1) the obtained velocity fields actually become unsteady, and there is a notable (2015) difference between the computed mean and rms drag values when compared with those corresponding to smaller ∆t. At higher Reynolds numbers, the computed values for the mean and rms drags and lifts with large ∆t appear smaller than those corresponding to small ∆t. These tests suggest that, while the method is unconditionally energy stable and can produce stable results with various time step sizes ranging from small to large values, the result corresponding to a large ∆t should only serve as a reference solution and should not be blindly trusted. Convergence tests should be performed with respect to the simulation parameters (e.g. ∆t and spatial resolution) using the current method, as well as with any other numerical method for that matter. Finally, Figure 11 illustrates the dynamics of the cylinder flow with a temporal sequence of snapshots (with a time interval 0.6 between consecutive frames) of the velocity distributions at Re = 5000. Vortex shedding behind the cylinder generates a Karman vortex street in the wake. As the vortices exit the domain, backflows can be observed at the outflow/open boundary; see e.g. Figures 11(b) -(e) and (f)-(h). While some distortions to the vortices are evident, it is observed that the current method can allow the vortices to cross the outflow/open boundary in a fairly smooth and natural fashion.
Jet Impinging on a Wall
In the last numerical test we simulate a jet impinging on a wall using the current method. A sketch of the problem configuration is shown in Figure 12 . We consider a rectangular domain, −5
x/d 5 and 0 y/d 4, where d = 1 denotes the diameter of the jet at the inlet. The top and bottom of the domain are solid walls. A jet stream is introduced into the domain through an opening in the middle of the top wall, with a diameter d. The jet velocity at the inlet is assumed to have the following distribution:
where U All the parameters and variables are normalized with the velocity scale U 0 and the length scale d. We discretize the domain using a mesh of 640 equal-sized quadrilateral spectral elements, with 40 elements along the horizontal direction and 16 elements along the vertical direction. The method from Section 2 is employed to simulate the incompressible Navier-Stokes equations, with f = 0 in equation (1a). The Dirichlet condition (3) is imposed on the wall boundaries, with the boundary velocity set to w = 0, and also at the jet inlet, with the boundary velocity w set according to equation (53) . The boundary condition (5) (5) is set to p 0 = p 01 on the left boundary and p 0 = p 02 on the right boundary. The Reynolds number, the element order, the time step size ∆t, and the external pressure heads p 01 and p 02 have been varied to study their effects on the flow characteristics. We employ a constant C 0 = 1 in simulations for this problem. Long-time simulations have been performed such that the flow has reached a statistically stationary state. Therefore the initial velocity has no effect on the results reported below.
Let us first focus on the cases with zero external pressure heads on the left and right open boundaries (p 01 = p 02 = 0). Figure 13 provides an overview of the flow characteristics of this problem for several Reynolds numbers. At Re = 300 it is a steady flow (Figure 13 We can obtain the statistical quantities such as the mean and rms forces the jet exerts on the domain walls based on the force signals like those shown in Figure 14 . To investigate the mesh resolution effect, we have performed simulations using a range of element orders. In Table 5 we list the time-averaged mean and rms forces on the wall computed using different element orders at three Reynolds numbers Re = 300, 2000 and 5000. The flow at Re = 300 is steady, and so shown in the table are the steady-state forces and no time-averaging is performed. It can be observed that with element orders 6 and larger there is little difference in the obtained mean and rms force values, demonstrating a convergence with respect to the mesh resolution. The majority of subsequent simulations for this problem are performed with an element order 6.
The current method produces stable simulation results for the impinging jet problem, with various time step sizes ranging from small to large values. This is demonstrated by Table 6 , in which the mean and rms forces obtained with a range of ∆t values have been shown for the Reynolds numbers Re = 300, 2000 and 5000. The deterioration in accuracy of the obtained results when ∆t becomes large can also be observed here, similar to the observation from Section 3.3. Differences between the mean/rms forces corresponding to large (or fairly large) ∆t values and those corresponding to small ∆t are evident, indicating a deterioration or loss of accuracy when ∆t becomes too large. Figure 15 illustrates the dynamical features of the impinging jet problem with a temporal sequence of snapshots of the velocity fields at Re = 5000. These results correspond to zero external pressure heads (p 01 = p 02 = 0) on the open boundaries. They are computed with an element order 7, a time step size ∆t = 0.001, and the open boundary condition (5) with H(n, u) given by (8) Table 6 : Impinging jet: Effect of ∆t on the computed forces on the walls. Non-zero external pressure heads can also cause the force exerting on the wall to differ markedly when compared with the case of zero external pressure heads. Figure 18 shows time histories of the two components of the total force on the walls at Re = 5000 corresponding to a zero pressure head (p 01 = p 02 = 0, plots (a) and (b)) and a non-zero pressure head (p 01 = 0 and p 02 = 0.3, (c) and (d)). We observe that the external pressure difference induces a mean horizontal force on the walls, while with zero external pressure heads the 
Concluding Remarks
In the current work we have developed an unconditionally energy-stable scheme for simulating incompressible flows on domains with outflow/open boundaries. This scheme combines the generalized Positive Auxiliary Variable (gPAV) approach and a rotational velocity-correction type strategy. The incompressible NavierStokes equations, the dynamic equation for the auxiliary variable, and the energy-stable open boundary conditions have been reformulated based on the gPAV idea. The discrete unconditional energy stability of the proposed scheme has been proven. Within each time step, the scheme requires the computation of two velocity fields and two pressure fields in a fully de-coupled fashion, by solving several individual linear equations involving constant and time-independent coefficient matrices. The auxiliary variable, being a scalar number rather than a field function, is given by a well-defined explicit formula, and its computed values are guaranteed to be positive. It should be noted that no nonlinear solver is involved in the current method for either the field functions or the auxiliary variable, and the linear algebraic systems to be solved involve only constant coefficient matrices that can be pre-computed. Therefore, the current scheme is computationally very attractive and competitive. Extensive numerical experiments have been provided with a number of flow problems involving outflow/open boundaries. In particular the flow regimes with backflow instability have been simulated, in which strong vortices or backflows can occur at the outflow/open boundaries. These numerical tests demonstrate the stability of the proposed scheme with various time step sizes ranging from small to large values. At the same time these tests also show a deterioration in accuracy of the simulation results when the time step size becomes too large. These observations suggest that the simulation result using a large time step size should only serve as a reference solution, which cannot be fully trusted unless appropriate convergence tests with respect to the simulation parameters (such as the time step size) are performed. The use of an unconditionally energy-stable scheme such as the one presented herein (and any other numerical scheme for that matter) is no substitute for the convergence tests in actual production simulations.
It is worth comparing the scheme developed here with that from the recent work [37] , as both schemes employ an auxiliary variable in the algorithmic construction. In Remark 2.3 we have commented on this matter in some detail. Here we would like to emphasize two points:
• While an auxiliary variable is used in both schemes, the reformulated system and its numerical treatment are completely different in the current scheme compared with that of [37] . In the current method it is guaranteed that the solution for the auxiliary variable exists, that it is given by an explicit formula, and that its computed value is positive. In contrast, in [37] the auxiliary variable is obtained by solving a nonlinear algebraic equation. Consequently, the solution for the auxiliary variable cannot be guaranteed to exist in [37] . Even when it exists, the computed value is not guaranteed to be positive, even though this variable should physically be. Some nonlinear algebraic solver such as the Newton's method is required in [37] . In the current method, on the other hand, no nonlinear solver is involved, for either the field functions or the auxiliary variable.
• In the algorithmic formulation of the current scheme, the pressure and the velocity are de-coupled (barring the auxiliary variable) in a way that mirrors a rotational velocity-correction strategy. The discrete unconditional energy stability has been proven with this de-coupled formulation. In contrast, in the algorithmic formulation of [37] the pressure and the velocity are fully coupled, and the discrete energy stability can only be proven in this fully coupled setting therein.
Another salient feature of the current scheme lies in the use of the function g( E ) (defined in (13)), rather than R 2 E , when reformulating the incompressible Navier-Stokes equation (see equation (14)). This construction can improve the accuracy when small time step sizes are used in simulations. While R 2 E should physically equal the unit value on the continuum level, its numerically-computed value is rarely exactly the unit value. Numerical experiments indicate that, with small time step sizes, the computed values for Regarding the computational cost, because the current method requires the solution of two copies of the flow field variables (velocity and pressure), the amount of operations per time step in the current method is approximately twice that with a typical semi-implicit scheme (see e.g. [14] ), which is only conditionally stable.
