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1. Introduction and statement of results
During the last several years, a considerable amount of attention has been given to the study of various kinds of in-
tegral operators along surfaces and curves. This is motivated by the early study of the Hilbert transform along curves. For
background information on such topic we refer readers to consult, among others, [12,13,18–21,24,27], and references therein.
Let Rd (d = n or d =m), d  2, be the d-dimensional Euclidean space and Sd−1 be the unit sphere in Rd equipped with
the normalized Lebesgue measure dσd . Let Ω be an integrable function on Sn−1 × Sm−1 that satisﬁes
Ω(tx, sy) = Ω(x, y) for any t, s > 0, and (1.1)∫
Sn−1
Ω(u, ·)dσn(u) =
∫
Sm−1
Ω(·, v)dσm(v) = 0. (1.2)
For a given Ω and a suitable measurable function h : R+ × R+ → R, consider the singular integral operator
(TΩ,h f )(x, y) = p.v.
∫ ∫
Rn×Rm
f (x− u, y − v)h(|u|, |v|)Ω(u, v)|u|n|v|m du dv. (1.3)
Since their appearance in the work of R. Fefferman [22] and Fefferman and Stein [23], integral operators in the form (1.3)
have been studied by many authors [6,7,18,22,23], among others. A particular result that is related to our work here is the
Lp boundedness result obtained by Al-Salman, Al-Qassem, and Pan in [6]. In fact, Al-Salman, Al-Qassem, and Pan showed
in [6] that the operator TΩ,h is bounded on Lp(Rn × Rm) provided that Ω ∈ L(log L)2(Sn−1 × Sm−1) and that the function h
satisﬁes certain integrability-size condition. Moreover, they showed that the condition Ω ∈ L(log L)2(Sn−1×Sm−1) is optimal.
Subsequently, Al-Salman studied in [7] singular integrals on product domains along surfaces of revolution. More precisely,
let Γk,d(y) = Γk,d(y1, y2, . . . , yk) be a smooth k parameter surface in Rd with d k + 1. For a pair (Γn,d , Γm,l) of smooth n
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(initially for C∞0 functions on Rn+1 × Rm+1) by
TΓn,d,Γm,l,Ω f (x¯, y¯) = p.v.
∫ ∫
Rn×Rm
f
(
x¯− Γn,d(u), y¯ − Γm,l(v)
)Ω(u, v)
|u|n|v|m du dv, (1.4)
where x¯ = (x, xn+1) ∈ Rn+1 and y¯ = (y, ym+1) ∈ Rm+1. In [7], Al-Salman showed that if d = n + 1, l = m + 1, Γn,d(u) =
(u, φ(|u|)), Γm,l(v) = (v,ϕ(|v|)), φ and ϕ are C2 strictly increasing convex functions deﬁned on R+ with φ(0) = ϕ(0) = 0,
then the corresponding operator TΓn,d,Γm,l,Ω is bounded on L
p(Rn+1 × Rm+1) for all 1 < p < ∞ provided that Ω ∈
L(log L)2(Sn−1 × Sm−1). For convenience, throughout the rest of this paper, we shall let Γ φn (u) = Γn,n+1(u) = (u, φ(|u|))
and Γ ϕm (v) = Γm,m+1(v) = (v,ϕ(|v|)) where φ and ϕ are suitable real valued functions deﬁned on R+ .
In 1999, Y. Ding [16] considered maximal operators that are related to the class of singular integral operators in (1.3).
Namely, Ding studied the maximal operators MΩ given by
MΩ( f )(x, y) = sup
h∈U
∣∣TΩ,h f (x, y)∣∣, (1.5)
where TΩ,h is given by (1.3) and U is the set of all h ∈ L2(R+ × R+, r−1s−1 dr ds) with ‖h‖L2(R+×R+,r−1s−1 dr ds)  1. Here,
L2(R+ × R+, r−1s−1 dr ds) is the space of all measurable functions h : R+ × R+ → R that satisfy
‖h‖L2(R+×R+,r−1s−1 dr ds) =
( ∞∫
0
∞∫
0
∣∣h(r, s)∣∣2r−1s−1 dr ds
) 1
2
< ∞.
Ding [16] showed that MΩ is bounded on L2(Rn × Rm) provided that Ω ∈ L(log L)2(Sn−1 × Sm−1). This result was greatly
improved by Al-Salman in 2005. In [3], Al-Salman showed that the maximal function MΩ is bounded on Lp for all 2 
p < ∞ provided that the function Ω is in L(log L)(Sn−1×Sm−1). Moreover, he showed that the condition Ω ∈ L(log L)(Sn−1×
Sm−1) is nearly optimal in the sense that the L2 boundedness of MΩ may fail if the condition Ω ∈ L(log L)(Sn−1 × Sm−1)
is replaced by Ω ∈ L(log L)1−ε(Sn−1 × Sm−1) for any ε < 1. For related results concerning the analogue of MΩ in the one
parameter setting, we advice readers to consult [2,4,5,15], and references therein.
In light of the results mentioned above, it is natural to consider maximal functions in the form (1.5) that are related to
the class of singular integrals in the form (1.4). It is our aim in this paper to investigate the Lp boundedness of such class
of maximal functions.
For suitable functions φ,ϕ : R → R, deﬁne the associated maximal function M
Γ
φ
n ,Γ
ϕ
m ,Ω
(initially for C∞0 functions on
Rn+1 × Rm+1) by
M
Γ
φ
n ,Γ
ϕ
m ,Ω
( f )(x¯, y¯) = sup
h∈U
∣∣T
Γ
φ
n ,Γ
ϕ
m ,Ω,h
f (x¯, y¯)
∣∣, (1.6)
where
T
Γ
φ
n ,Γ
ϕ
m ,Ω,h
f (x¯, y¯) = p.v.
∫ ∫
Rn×Rm
f
(
x¯− Γ φn (u), y¯ − Γ ϕm (v)
)h(|u|, |v|)Ω(u, v)
|u|n|v|m du dv. (1.7)
Clearly, MΓ 0n ,Γ 0m,Ω reduces to the classical maximal function MΩ in (1.5).
Our main problem concerning the operator M
Γ
φ
n ,Γ
ϕ
m ,Ω
is that under what conditions on the functions φ and ϕ , the
corresponding operator maps Lp(Rn+1) into Lp(Rn+1) for some 2 p < ∞ provided that the function Ω is in L(log L)(Sn−1×
Sm−1). In Theorem 1.1 below, we shall show that the Lp boundedness of M
Γ
φ
n ,Γ
ϕ
m ,Ω
holds for various functions φ and ϕ . In
order to state our results, we deﬁne the following class of one parameter maximal functions.
For a real valued function φ on (0,∞), we deﬁne the one parameter maximal function Nφ by
Nφ( f )(u) = sup
t∈R
∣∣∣∣∣2−t
2t∫
0
f
(
u − φ(s))ds
∣∣∣∣∣. (1.8)
One parameter maximal functions in the form (1.8) have been studied extensively by many authors, [1,2,9–11,14,19,24,25],
among others. The general problem concerning maximal functions in the form (1.8) is that under what conditions on the
functions φ, the corresponding maximal function Nφ is bounded on Lp(R) for all 1 < p < ∞. Such problem has been
investigated by many authors in various settings. It turns out that the Lp boundedness of Nφ holds for many φ’s. The
following are very common:
(i) If φ : R→ R is of class C2(0,∞), convex and increasing with φ(0) = 0, then Nφ is bounded on Lp(R) for all 1 < p < ∞;
see [1,9,14,19,24].
A. Al-Salman / J. Math. Anal. Appl. 351 (2009) 43–56 45(ii) If φ : [0,∞)→ R is continuous and that φ ∈ C1((0,∞)) such that φ is strictly increasing on [0,∞); tφ′(t) Cφ(t) for all t > 0
and for some C > 0; and φ(2t)  cφ(t) for all t > 0 and for some c > 0, then Nφ is bounded on Lp(R) for all 1 < p < ∞;
see [1,9].
(iii) If φ : (0,∞)→ R is such that for some d = 0 and some positive constants C1, C2, C3, and C4 , the following growth conditions
hold: |φ(t)| C1td, |φ′′(t)|  C2td−2, and C3td−1  |φ′(t)|  C4td−1 for t ∈ (1,∞), then Nφ is bounded on Lp(R) for all 1 <
p < ∞; see [1].
(iv) If φ : R→ R is a real-valued polynomial, then Nφ is bounded on Lp(R) for all 1< p < ∞; see [27].
Our main result in this paper is the following.
Theorem 1.1. Suppose that Ω ∈ L(log L)(Sn−1 × Sm−1) and satisfying (1.1)–(1.2). Then,
(a) M
Γ
φ
n ,Γ
ϕ
m ,Ω
is bounded on L2(Rn+1 × Rm+1) for any pair of functions φ and ϕ .
(b) M
Γ
φ
n ,Γ
ϕ
m ,Ω
is bounded on Lp(Rn+1 × Rm+1) for every p ∈ [2,∞) provided that the one-dimensional maximal functions Nφ
and Nϕ are bounded on Lp(R) for all 1 < p < ∞. The Lp bounds depend only on the dimension of the underlying space and the
constants α(φ) = supq>1 ‖Nφ‖q and α(ϕ) = supq>1 ‖Nϕ‖q.
Let F be the class of all functions φ : R→ R that satisfy any of the properties (i)–(iv) above. Then we have the following
consequence of Theorem 1.1.
Corollary 1.2. Suppose that Ω ∈ L(log L)(Sn−1 × Sm−1) and satisfying (1.1)–(1.2). If φ,ϕ ∈ F , then the maximal function M
Γ
φ
n ,Γ
ϕ
m ,Ω
is bounded on Lp(Rn+1 × Rm+1) for every p ∈ [2,∞) with Lp bounds depend only on the dimension of the underlying space and the
constants α(φ) and α(ϕ).
It is clear that the functions φ and ϕ in Corollary 1.2 above do not have to satisfy the same condition.
By duality and the observation that
∣∣T
Γ
φ
n ,Γ
ϕ
m ,Ω,h
f (x¯, y¯)
∣∣ ‖h‖L2(R+×R+,r−1s−1 dr ds)MΓ φn ,Γ ϕm ,Ω( f )(x¯, y¯), (1.9)
we immediately obtain the following consequence of Theorem 1.1 and Corollary 1.2.
Corollary 1.3. Suppose that Ω ∈ L(log L)(Sn−1 × Sm−1) and satisfying (1.1)–(1.2). If Nφ and Nϕ are bounded on Lp(R) for all 1 <
p < ∞, then the singular integral operator T
Γ
φ
n ,Γ
ϕ
m ,Ω,h
is bounded on Lp(Rn+1 × Rm+1) for every 1 < p < ∞. Hence, if φ,ϕ ∈ F ,
then the singular integral operator T
Γ
φ
n ,Γ
ϕ
m ,Ω,h
is bounded on Lp(Rn+1 × Rm+1) for every 1 < p < ∞. The Lp bounds depend only on
the dimension of the underlying space and the constants α(φ) and α(ϕ).
Another consequence of Theorem 1.1 above is the following Lp boundedness of Marcinkiewicz integral operators along
surfaces of revolution of the type considered in [1,10,17], among others.
The Marcinkiewicz integral operator along surfaces of revolution on product domains is deﬁned by
μ
Γ
φ
n ,Γ
ϕ
m ,Ω
f (x¯, y¯) =
( ∞∫
−∞
∞∫
−∞
∣∣∣∣
∫
|u|2t
∫
|v|2s
f
(
x¯− Γ φn (u), y¯ − Γ ϕm (v)
)Ω(u, v)du dv
|u|n−1|v|m−1
∣∣∣∣
2 dt ds
22(t+s)
) 1
2
.
It can be easily shown that the operator μ
Γ
φ
n ,Γ
ϕ
m ,Ω
is dominated by the maximal function M
Γ
φ
n ,Γ
ϕ
m ,Ω
. Thus, Theorem 1.1
implies the following:
Corollary 1.4. Suppose that Ω ∈ L(log L)(Sn−1 × Sm−1) and satisfying (1.1)–(1.2). If Nφ and Nϕ are bounded on Lp(R) for all 1 <
p < ∞, then the Marcinkiewicz integral operatorμ
Γ
φ
n ,Γ
ϕ
m ,Ω
is bounded on Lp(Rn+1 × Rm+1) for every p ∈ [2,∞). Hence, if φ,ϕ ∈ F ,
then the operator μ
Γ
φ
n ,Γ
ϕ
m ,Ω
is bounded on Lp(Rn+1 × Rm+1) for every p ∈ [2,∞). The Lp bounds depend only on the dimension of
the underlying space and the constants α(φ) and α(ϕ).
Throughout this paper, the letter C will stand for a constant that may vary at each occurrence, but it is inde-
pendent of the essential variables. Also, we let dσn,m(u′, z′; v ′,w ′) = dσn(u′)dσn(z′)dσm(v ′)dσm(w ′) and dσn,m(u′; v ′) =
dσn(u′)dσm(v ′).
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This section is divided into two parts. In the ﬁrst part, we recall two general results concerning maximal functions of
Hardy–Littlewood type. In the second part, we shall establish certain oscillatory estimates that we shall need to prove our
results.
2.1. Two general lemmas
To handle the encountered one parameter maximal functions, we need the following lemma which is Theorem 3.1 in [9].
Lemma 2.1. (See [9].) Let L : RN → RM be a linear transformation and 0 < δ < 1. Let {σt : t ∈ R} and {μt : t ∈ R} be two families of
measures that satisfy
(i) supt∈R ‖σt‖ 1 and supt∈R ‖μt‖ 1;
(ii) |σˆt(ξ) − μˆt(ξ)| (2t |L(ξ)|)δ ;
(iii) |σˆt(ξ)| (2t |L(ξ)|)−δ ;
(iv) For any nonnegative function f , F (t, x) = |σt ∗ f (x)| satisﬁes
F (t, x) 2s−t F (s, x) for t  s;
(v) ‖μ∗( f )‖p  δ−1C‖ f ‖p for all 1 < p < ∞.
Then ∥∥σ ∗( f )∥∥p  δ−1C‖ f ‖p
for all 1 < p < ∞. Here, σ ∗ and μ∗ are the maximal functions corresponding to the families {σt : t ∈ R} and {μt : t ∈ R} respectively,
i.e.,
σ ∗( f ) = sup
t∈R
|σt ∗ f |
and
μ∗( f ) = sup
t∈R
|μt ∗ f |.
The following lemma which is Theorem 2.6 in [8] will be used to establish Lp estimates of maximal functions on product
domains.
Lemma 2.2. (See [8].) Let m¯, n¯,M,N ∈ N, B > 1, a,b 2,α,β > 0, and let L : Rn¯ → RN and Q : Rm¯ → RM be linear transformations.
Let {λ(l,s)k, j : k, j ∈ Z, l = 1,2, s = 1,2} be a sequence of nonnegative Borel measures on Rn¯ × Rm¯ with ‖λ(l,s)k, j ‖  B2 , 1  l, s  2.
Suppose that
(i) |λˆ(2,2)k, j (ξ,η)| B2|akB L(ξ)|−
α
B |b jB Q (η)|− βB ;
(ii) |λˆ(2,2)k, j (ξ,η) − λˆ(1,2)k, j (ξ,η)| B2|akB L(ξ)|
α
B |b jB Q (η)|− βB ;
(iii) |λˆ(2,2)k, j (ξ,η) − λˆ(2,1)k, j (ξ,η)| B2|akB L(ξ)|−
α
B |b jB Q (η)| βB ;
(iv) |λˆ(2,2)k, j (ξ,η) − λˆ(1,2)k, j (ξ,η) − λˆ(2,1)k, j (ξ,η) + λˆ(1,1)k, j (ξ,η)| B2|akB L(ξ)|
α
B |b jB Q (η)| βB ;
(v) |λˆ(2,1)k, j (ξ,η) − λˆ(1,1)k, j (ξ,η)| B2|akB L(ξ)|
α
B ;
(vi) |λˆ(1,2)k, j (ξ,η) − λˆ(1,1)k, j (ξ,η)| B2|b jB Q (η)|
β
B .
Suppose also that the maximal functions
M(l,s)( f ) = sup
k, j∈Z
∣∣∣∣λ(l,s)k, j ∣∣ ∗ f ∣∣,
1 l, s 2, satisfy∥∥M(l,s)( f )∥∥p  B2‖ f ‖p
for all (l, s) ∈ {(1,2), (2,1), (1,1)}, 1< p ∞ and f ∈ Lp(Rn¯ × Rm¯).
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holds for all 1< p ∞ and f in Lp(Rn¯ × Rm¯). The constant C is independent of B and the linear transformations L and Q .
We turn now to obtain the needed oscillatory estimates.
2.2. Oscillatory estimates
For real numbers λ,a, and b with a < b, we let
Iba(λ) =
2b∫
2a
t−1eiλt dt.
Then, by integration by parts and simple interpolation, we get
∣∣Iba(λ)∣∣ 2∣∣2aλ∣∣−ε for any ε ∈ [0,1]. (2.1)
Using the above (2.1) one-dimensional oscillatory estimate, we will be able to prove the targeted multi-dimensional oscilla-
tory integrals.
For suitable functions φ,ϕ : R → R, real numbers r and s, and an Ω ∈ L(Sn−1 × Sm−1) satisfying (1.1), deﬁne the Borel
measure σ (φ,ϕ)r,s,Ω by
(
σ
(φ,ϕ)
r,s,Ω
)ˆ
(ξ¯ , η¯) = e−iξn+1φ(r)e−iηm+1ϕ(s)
∫ ∫
Sn−1×Sm−1
e−iξ ·u′re−iη·v ′sΩ(u′, v ′)dσn,m(u′; v ′), (2.2)
where ξ¯ = (ξ, ξn+1) ∈ Rn+1 and η¯ = (η,ηm+1) ∈ Rm+1.
For j,k ∈ Z, q ∈ (1,∞), and Ω ∈ Lq(Sn−1 × Sm−1), let
R j,k,q,Ω =
{
(r, s) ∈ R2: (r, s) ∈ [2Bq(Ω) j,2Bq(Ω)( j+1))× [2Bq(Ω)k,2Bq(Ω)(k+1))}
and
Bq(Ω) = log
(
e + ‖Ω‖q
)
.
We shall also let
Cn,m = sup
(ξ ′,η′)∈Sn−1×Sm−1
∫ ∫ ∫ ∫
(Sn−1×Sm−1)2
dσn,m(u′, z′; v ′,w ′)
|ξ ′ · (u′ − z′)η′ · (v ′ − w ′)| 18
, (2.3)
Cn =
∣∣Sm−1∣∣2 sup
ξ ′∈Sn−1
∫ ∫
(Sn−1)2
∣∣ξ ′ · (u′ − z′)∣∣− 14 dσn(u′)dσn(z′), (2.4)
Cm =
∣∣Sn−1∣∣2 sup
η′∈Sm−1
∫ ∫
(Sm−1)2
∣∣η′ · (v ′ − w ′)∣∣− 14 dσm(v ′)dσm(w ′). (2.5)
We have the following estimates.
Proposition 2.3. Suppose that Ω ∈ Lq(Sn−1 × Sm−1) for some q > 1, ‖Ω‖1  1, and satisfying (1.1). Suppose also that εq,Ω =
1/(16q′Bq(Ω)). Then∫ ∫
R j,k,q,Ω
∣∣(σ (φ,ϕ)r,s,Ω )ˆ(ξ¯ , η¯)∣∣dr dsrs 
{
Bq(Ω)
}2{Cn,m}8εq,Ω ∣∣2Bq(Ω) jξ ∣∣−εq,Ω ∣∣2Bq(Ω)kη∣∣−εq,Ω (2.6)
and ∫ ∫
R j,k,q,Ω
∣∣(σ (φ,ϕ)r,s,Ω )ˆ(ξ¯ , η¯)∣∣2 dr dsrs 
{
Bq(Ω)
}2{Cn,m}8εq,Ω ∣∣2Bq(Ω) jξ ∣∣−2εq,Ω ∣∣2Bq(Ω)kη∣∣−2εq,Ω , (2.7)
where Cn,m is given by (2.3). If in addition, Ω satisﬁes the cancelation conditions (1.2), then the following estimates hold:
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R j,k,q,Ω
∣∣(σ (φ,ϕ)r,s,Ω )ˆ(ξ¯ , η¯)∣∣2 dr dsrs 
{
Bq(Ω)
}2{Cm}8εq,Ω (∣∣2Bq(Ω)( j+1)ξ ∣∣∣∣2Bq(Ω)kη∣∣−1)2εq,Ω , (2.8)
∫ ∫
R j,k,q,Ω
∣∣(σ (φ,ϕ)r,s,Ω )ˆ(ξ¯ , η¯)∣∣2 dr dsrs 
{
Bq(Ω)
}2{Cn}8εq,Ω (∣∣2Bq(Ω) jξ ∣∣−1∣∣2Bq(Ω)(k+1)η∣∣)2εq,Ω , (2.9)
∫ ∫
R j,k,q,Ω
∣∣(σ (φ,ϕ)r,s,Ω )ˆ(ξ¯ , η¯)∣∣2 dr dsrs 
{
Bq(Ω)
}2(∣∣2Bq(Ω)( j+1)∣∣∣∣2Bq(Ω)(k+1)η∣∣)2εq,Ω , (2.10)
∫ ∫
R j,k,q,Ω
∣∣(σ (φ,ϕ)r,s,Ω )ˆ(ξ¯ , η¯)∣∣2 dr dsrs 
{
Bq(Ω)
}2∣∣2Bq(Ω)( j+1)ξ ∣∣2εq,Ω , (2.11)
∫ ∫
R j,k,q,Ω
∣∣(σ (φ,ϕ)r,s,Ω )ˆ(ξ¯ , η¯)∣∣2 dr dsrs 
{
Bq(Ω)
}2∣∣2Bq(Ω)(k+1)η∣∣2εq,Ω . (2.12)
Proof. We start by the proof of (2.6) and (2.7). Notice that
∫ ∫
R j,k,q,Ω
∣∣(σ (φ,ϕ)r,s,Ω )ˆ(ξ¯ , η¯)∣∣dr dsrs  (ln 2)Bq(Ω)
{ ∫ ∫
R j,k,q,Ω
∣∣(σ (φ,ϕ)r,s,Ω )ˆ(ξ¯ , η¯)∣∣2 dr dsrs
} 1
2
.
Thus, it suﬃces to prove (2.7),∫ ∫
R j,k,q,Ω
∣∣(σ (φ,ϕ)r,s,Ω )ˆ(ξ¯ , η¯)∣∣2 dr dsrs 
∫ ∫ ∫ ∫
(Sn−1×Sm−1)2
∣∣Ω(u′, v ′)∣∣∣∣Ω¯(z′,w ′)∣∣W j,k,q,Ω(ξ,u′, z′, η, v ′,w ′)dσn,m(u′, z′; v ′,w ′)
 ‖Ω‖2q
{ ∫ ∫ ∫ ∫
(Sn−1×Sm−1)2
{
W j,k,q,Ω(ξ,u
′, z′, η, v ′,w ′)
}q′
dσn,m(u
′, z′; v ′,w ′)
} 1
q′
,
where
W j,k,q,Ω(ξ,u
′, z′, η, v ′,w ′) = I Bq(Ω)( j+1)Bq(Ω) j
(
ξ · (u′ − z′))I Bq(Ω)(k+1)Bq(Ω)k (η · (v ′ − w ′)).
Thus, by (2.1) with ε = 14q′ , we immediately obtain∫ ∫
R j,k,q,Ω
∣∣(σ (φ,ϕ)r,s,Ω )ˆ(ξ¯ , η¯)∣∣2 dr dsrs  {Cn,m}
1
q′ ‖Ω‖2q
∣∣2Bq(Ω) jξ ∣∣− 14q′ ∣∣2Bq(Ω)kη∣∣− 14q′ , (2.13)
where Cn,m is given by (2.3).
On the other hand, the following estimate holds trivially∫ ∫
R( j,k,q,Ω)
∣∣(σ (φ,ϕ)r,s,Ω )ˆ(ξ¯ , η¯)∣∣2 dr dsrs 
{
Bq(Ω)
}2
. (2.14)
Hence, the desired estimate (2.7) follows by an interpolation between (2.13) and (2.14).
Now, we prove (2.8). Notice that by the cancelation property (1.2), we have∫ ∫
R j,k,q,Ω
∣∣(σ (φ,ϕ)r,s,Ω )ˆ(ξ¯ , η¯)∣∣2 dr dsrs
=
∫ ∫
R j,k,q,Ω
∣∣∣∣
∫ ∫
Sn−1×Sm−1
{
e−iξ ·u′r − 1}e−iξn+1φ(r)e−i(η·v ′s+ηm+1ϕ(s))Ω(u′, v ′)dσn,m(u′; v ′)
∣∣∣∣
2 dr ds
rs
=
∫ ∫
R j,k,q,Ω
∣∣∣∣
∫ ∫
Sn−1×Sm−1
{
e−iξ ·u′r − 1}e−iη·v ′sΩ(u′, v ′)dσn,m(u′; v ′)
∣∣∣∣
2 dr ds
rs
 Bq(Ω)
∣∣2Bq(Ω)( j+1)ξ ∣∣2 ∫ ∫ ∫ ∫
n−1 m−1 2
∣∣I Bq(Ω)(k+1)Bq(Ω)k (η · (v ′ − w ′))∣∣∣∣Ω(u′, v ′)∣∣∣∣Ω¯(z′,w ′)∣∣dσn,m(u′, z′; v ′,w ′)
(S ×S )
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∣∣2( j+1)Bq(Ω)ξ ∣∣2‖Ω‖2q
{ ∫ ∫ ∫ ∫
(Sn−1×Sm−1)2
∣∣I Bq(Ω)(k+1)Bq(Ω)k (η · (v ′ − w ′))∣∣q′ dσn,m(u′, z′; v ′,w ′)
} 1
q′
.
Thus, by (2.1) with ε = 14q′ , we obtain∫ ∫
R( j,k,q,Ω)
∣∣(σ (φ,ϕ)r,s,Ω )ˆ(ξ¯ , η¯)∣∣2 dr dsrs  Bq(Ω)‖Ω‖2q{Cm}
1
q′
∣∣2Bq(Ω)( j+1)ξ ∣∣2∣∣2Bq(Ω)kη∣∣− 14q′ . (2.15)
Therefore, by interpolation between (2.14) and (2.15), we obtain∫ ∫
R( j,k,q,Ω)
∣∣(σ (φ,ϕ)r,s,Ω )ˆ(ξ¯ , η¯)∣∣2 dr dsrs  {Cm}8εq,Ω
{
Bq(Ω)
}2∣∣2Bq(Ω)( j+1)ξ ∣∣16q′εq,Ω ∣∣2Bq(Ω)kη∣∣−2εq,Ω . (2.16)
On the other hand, by (2.14) and a similar argument as that led to (2.15), we get∫ ∫
R( j,k,q,Ω)
∣∣(σ (φ,ϕ)r,s,Ω )ˆ(ξ¯ , η¯)∣∣2 dr dsrs  {Cm}8εq,Ω
{
Bq(Ω)
}2∣∣2Bq(Ω)kη∣∣−2εq,Ω . (2.17)
Thus, by interpolation between (2.16) and (2.17), we obtain (2.8). Similarly, we can obtain (2.9).
To see (2.10), notice that by the cancelation property (1.2), we have
∫ ∫
R j,k,q,Ω
∣∣(σ (φ,ϕ)r,s,Ω )ˆ(ξ¯ , η¯)∣∣2 dr dsrs =
∫ ∫
R j,k,q,Ω
∣∣∣∣
∫ ∫
Sn−1×Sm−1
{
e−iξ ·u′r − 1}{e−iη·v ′s − 1}Ω(u′, v ′)dσn,m(u′; v ′)
∣∣∣∣
2 dr ds
rs
.
Thus, ∫ ∫
R j,k,q,Ω
∣∣(σ (φ,ϕ)r,s,Ω )ˆ(ξ¯ , η¯)∣∣2 dr dsrs 
{
Bq(Ω)
}2∣∣2Bq(Ω)( j+1)∣∣2∣∣2Bq(Ω)(k+1)η∣∣2;
when combined with (2.14) imply (2.10). The veriﬁcations of (2.11) and (2.12) are straightforward. This completes the
proof. 
3. Maximal inequalities
Suppose that G ∈ L1(Sd−1) is a homogeneous function of degree zero on Rd . Let φ : (0,∞) → R be a suitable function. Let
Nφ be the one-dimensional maximal function deﬁned by (1.8) that is corresponding to φ. Deﬁne the maximal function MG,φ
on Rd+1 by
MG,φ,d( f )(x, xd+1) = sup
j∈Z
∫
2 j|y|<2 j+1
∣∣ f (x− y, xd+1 − ψ(|y|))∣∣|y|−d∣∣G(y)∣∣dy. (3.1)
Maximal functions in the form (3.1) have been studied by several authors for various functions φ and G . For background
information and related results on such maximal functions, we refer readers to consult [1,2,9–11,14,19,24,25], among others.
In particular, by following a similar argument as in [9] (see also [10,11,14,19]), it can be proved that if G ∈ Lq(Sd−1) for some
q > 1 and that the one-dimensional maximal function Nφ is bounded on Lp(R) for 1 < p < ∞, then the maximal function
MG,φ,d is bounded on Lp(Rd+1). However, for our applications in this paper, it is crucial to determine the dependence of
‖MG,φ,d‖p on the constants ‖Nφ‖p and ‖Ω‖q . This problem is resolved by our next lemma.
Lemma 3.1. Suppose that G ∈ Lq(Sd−1) for some q > 1. If
∥∥Nφ( f )∥∥p  ‖Nφ‖p‖ f ‖p (3.2)
for all 1 < p < ∞, then
∥∥MG,φ,d( f )∥∥p  {‖G‖1(2+ ‖Nφ‖p)+ (Cd) 1q′ + 1}2q′Bq(G)‖ f ‖p (3.3)
for all 1 < p < ∞.
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Rd+1
f dσΩ,φ,t = 1
2t
∫
|y|<2t
∣∣ f (y, φ(|y|))∣∣|y|−d+1∣∣G(y)∣∣dy (3.4)
and ∫
Rd+1
f dμG,φ,t = 1
2t
∫
|y|<2t
∣∣ f (0, φ(|y|))∣∣|y|−d+1∣∣G(y)∣∣dy. (3.5)
Then it is clear that
MG,φ,d( f )(x, xd+1) 2σ ∗Ω,φ( f )(x, xd+1) = 2sup
t∈R
∣∣σΩ,φ,t ∗ | f |(x, xd+1)∣∣ (3.6)
and that the measures {σΩ,φ,t: t ∈ R} satisfy condition (iv) of Lemma 2.1.
Now, it is clear that
∣∣σˆΩ,φ,t(ξ, ξd+1) − μˆG,φ,t(ξ, ξd+1)∣∣ ‖G‖1∣∣2tξ ∣∣. (3.7)
On the other hand,
∣∣σˆΩ,φ,t(ξ, ξd+1)∣∣
∫
Sd−1
∣∣G(y′)∣∣
∣∣∣∣∣
1∫
0
ei2
tξ ·y′r dr
∣∣∣∣∣dσd(y′). (3.8)
By integration by parts and interpolation with the estimate | ∫ 10 ei2tξ ·y′r dr| 1, we get∣∣∣∣∣
1∫
0
ei2
tξ ·y′r dr
∣∣∣∣∣ ∣∣2tξ · y′∣∣−
1
2q′ ;
which when combined with (3.8) along with Hölder’s inequality, imply
∣∣σˆΩ,φ,t(ξ, ξd+1)∣∣ (Cd) 1q′ ‖G‖q∣∣2tξ ∣∣− 12q′ , (3.9)
where
Cd = sup
ξ ′∈Sd−1
∫
Sd−1
|ξ ′ · y′|− 12 dσd(y′).
Now, by (3.7), (3.8), the estimates
∣∣σˆΩ,φ,t(ξ, ξd+1) − μˆG,φ,t(ξ, ξd+1)∣∣ 2‖G‖1,
|σˆΩ,φ,t(ξ, ξd+1)| ‖G‖1,
and interpolation, we get
∣∣σˆΩ,φ,t(ξ, ξd+1)∣∣ (Cd) 1q′Bq (G) ∣∣2tξ ∣∣− 12q′Bq (G) , (3.10)∣∣σˆΩ,φ,t(ξ, ξd+1) − μˆG,φ,t(ξ, ξd+1)∣∣ 2‖G‖1∣∣2tξ ∣∣ 12q′Bq (G) . (3.11)
Next,
μ∗( f )(x, xd+1)
∫
Sd−1
∣∣G(y′)∣∣ sup
t∈R
1
2t
2t∫
0
∣∣ f (x.xd+1 − φ(r))∣∣dr. (3.12)
Thus, by (3.2) and (3.12), we have
∥∥μ∗( f )∥∥p  ‖G‖1‖Nφ‖p‖ f ‖p . (3.13)
Hence, by applying Lemma 2.1 with δ = 1′ , we get (3.3). This completes the proof. 2q Bq(G)
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Mφ,ϕ,Ω,q( f )(x¯, y¯) = sup
j,k∈Z
∫ ∫
R j,k,q,Ω
∣∣∣∣σ (φ,ϕ)r,s,Ω ∣∣ ∗ f (x¯, y¯)∣∣dsdrsr . (3.14)
Then, we have the following main result.
Theorem 3.2. Suppose that Ω ∈ Lq(Sn−1 × Sm−1) for some q > 1 and satisfying (1.1)–(1.2). Suppose also that ‖Ω‖1  1 and that the
functions φ and ϕ satisfy∥∥Nφ( f )∥∥p  ‖Nφ‖p‖ f ‖p, (3.15)∥∥Nϕ( f )∥∥p  ‖Nϕ‖p‖ f ‖p (3.16)
for some constants ‖Nφ‖p and ‖Nϕ‖p . Then∥∥Mφ,ϕ,Ω,q( f )∥∥p  C(Ω,q, p,n,m){Bq(Ω)}2‖ f ‖p, (3.17)
where C(Ω,q, p,n,m) is a constant satisfying
C(Ω,q, p,n,m) 2q′C ·max{C(Ω,q, p,n,m, φ,ϕ),C(Ω,q,n,m)}, (3.18)
C(Ω,q, p,n,m, φ,ϕ) = {2+ ‖Nφ‖p + ‖Nϕ‖p + (Cn + Cm) 1q′ + 1}{‖Nϕ‖p + ‖Nφ‖p}, (3.19)
C(Ω,q,n,m) = max{1,Cn,m,Cn,Cm}
1
2q′Bq (Ω) e, (3.20)
and C is a constant independent of Ω,q, φ, and ϕ .
Proof. Deﬁne the maximal function M∗φ,ϕ,Ω,q by
M∗φ,ϕ,Ω,q( f )(x¯, y¯) = sup
j,k∈Z
∫ ∫
A j,k,q,Ω
∣∣ f (x¯− Γ φn (u), y¯ − Γ ϕm (v))∣∣ |Ω(u, v)||u|n|v|m du dv, (3.21)
where
A j,k,q,Ω =
{
(u, v) ∈ Rn × Rm: (|u|, |v|) ∈ [2Bq(Ω) j,2Bq(Ω)( j+1))2}.
Then
Mφ,ϕ,Ω,q( f )(x¯, y¯) M∗φ,ϕ,Ω,q( f )(x¯, y¯). (3.22)
Thus, it suﬃces to prove (3.17) for M∗φ,ϕ,Ω,q in place of Mφ,ϕ,Ω,q .
For j,k ∈ Z, let λ(2,2)j,k,Ω,q be the measure deﬁned by∫ ∫
Rn×Rm
f dλ(2,2)j,k,Ω,q =
∫ ∫
A j,k,q,Ω
f
(
Γ
φ
n (u),Γ
ϕ
m (v)
) |Ω(u, v)|
|u|n|v|m du dv.
Deﬁne the measures λ(1,2)j,k,Ω,q , λ
(2,1)
j,k,Ω,q , and λ
(1,1)
j,k,Ω,q by
λˆ
(1,2)
j,k,Ω,q(ξ¯ , η¯) = λˆ(2,2)j,k,Ω,q(0, ξn+1, η¯), λˆ(2,1)j,k,Ω,q(ξ¯ , η¯) = λˆ(2,2)j,k,Ω,q(ξ¯ ,0, ηm+1),
λˆ
(1,1)
j,k,Ω,q(ξ¯ , η¯) = λˆ(2,1)j,k,Ω,q(0, ξn+1,0, ηm+1).
It can be easily seen that
∣∣λˆ(2,2)j,k,Ω,q(ξ¯ , η¯)∣∣
∫ ∫
R j,k,q,Ω
∣∣(σ (φ,ϕ)r,s,|Ω|)ˆ(ξ¯ , η¯)∣∣dr dsrs .
Thus, by Proposition 2.3, (2.6), we get∣∣λˆ(2,2)j,k,Ω(ξ¯ , η¯)∣∣ C(Ω,q,n,m){Bq(Ω)}2∣∣2Bq(Ω) jξ ∣∣−εq,Ω ∣∣2Bq(Ω)kη∣∣−εq,Ω , (3.23)
where C(Ω,q,n,m) is given by (3.20).
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∣∣λˆ(2,2)j,k,Ω,q(ξ¯ , η¯) − λˆ(1,2)j,k,Ω,q(ξ¯ , η¯)∣∣
∫ ∫
R j,k,q,Ω
∣∣∣∣
∫ ∫
Sn−1×Sm−1
{
e−iξ ·u′r − 1}e−iη·v ′sΩ(u′, v ′)dσn,m(u′; v ′)
∣∣∣∣dr dsrs
 Bq(Ω)
{ ∫ ∫
R j,k,q,Ω
∣∣∣∣
∫ ∫
Sn−1×Sm−1
{
e−iξ ·u′r − 1}e−iη·v ′sΩ(u′, v ′)dσn,m(u′; v ′)
∣∣∣∣
2 dr ds
rs
} 1
2
. (3.24)
Thus, by similar argument as in the proof of (2.8), we obtain
∣∣λˆ(2,2)j,k,Ω,q(ξ¯ , η¯) − λˆ(1,2)j,k,Ω,q(ξ¯ , η¯)∣∣ Bq(Ω)‖Ω‖q∣∣2Bq(Ω)( j+1)ξ ∣∣∣∣2Bq(Ω)kη∣∣− 18q′ {Cm} 12q′ . (3.25)
By interpolation between (3.25) and the trivial estimate∣∣λˆ(2,2)j,k,Ω,q(ξ¯ , η¯) − λˆ(1,2)j,k,Ω,q(ξ¯ , η¯)∣∣ {Bq(Ω)}2 (3.26)
we obtain∣∣λˆ(2,2)j,k,Ω,q(ξ¯ , η¯) − λˆ(1,2)j,k,Ω,q(ξ¯ , η¯)∣∣ C(Ω,q,n,m){Bq(Ω)}2∣∣2Bq(Ω)( j+1)ξ ∣∣8q′εq,Ω ∣∣2Bq(Ω)kη∣∣−εq,Ω . (3.27)
On the other hand, by (3.26) and similar calculations as that led to (3.24), we get∣∣λˆ(2,2)j,k,Ω,q(ξ¯ , η¯) − λˆ(1,2)j,k,Ω,q(ξ¯ , η¯)∣∣ C(Ω,q,n,m){Bq(Ω)}2∣∣2Bq(Ω)kη∣∣−εq,Ω . (3.28)
By interpolation between (3.27) and (3.28), we obtain∣∣λˆ(2,2)j,k,Ω,q(ξ¯ , η¯) − λˆ(1,2)j,k,Ω,q(ξ¯ , η¯)∣∣ C(Ω,q,n,m){Bq(Ω)}2∣∣2Bq(Ω)( j+1)ξ ∣∣εq,Ω ∣∣2Bq(Ω)kη∣∣−εq,Ω . (3.29)
Similarly, it can be shown that∣∣λˆ(2,2)j,k,Ω,q(ξ¯ , η¯) − λˆ(2,1)j,k,Ω,q(ξ¯ , η¯)∣∣ C(Ω,q,n,m){Bq(Ω)}2∣∣2Bq(Ω)( j+1)ξ ∣∣−εq,Ω ∣∣2Bq(Ω)kη∣∣εq,Ω . (3.30)
Next, ∣∣λˆ(2,2)j,k,Ω,q(ξ¯ , η¯) − λˆ(1,2)j,k,Ω,q(ξ¯ , η¯) − λˆ(2,1)j,k,Ω,q(ξ¯ , η¯) + λˆ(1,1)j,k,Ω,q(ξ¯ , η¯)∣∣ {Bq(Ω)}2∣∣2Bq(Ω)( j+1)ξ ∣∣∣∣2Bq(Ω)kη∣∣;
which when combined with the trivial estimate∣∣λˆ(2,2)j,k,Ω,q(ξ¯ , η¯) − λˆ(1,2)j,k,Ω,q(ξ¯ , η¯) − λˆ(2,1)j,k,Ω,q(ξ¯ , η¯) + λˆ(1,1)j,k,Ω,q(ξ¯ , η¯)∣∣ {Bq(Ω)}2 (3.31)
imply that∣∣λˆ(2,2)j,k,Ω,q(ξ¯ , η¯) − λˆ(1,2)j,k,Ω,q(ξ¯ , η¯) − λˆ(2,1)j,k,Ω,q(ξ¯ , η¯) + λˆ(1,1)j,k,Ω,q(ξ¯ , η¯)∣∣
 C(Ω,q,n,m)
{
Bq(Ω)
}2∣∣2Bq(Ω)( j+1)ξ ∣∣εq,Ω ∣∣2Bq(Ω)kη∣∣εq,Ω . (3.32)
By similar argument, we obtain the following:∣∣λˆ(2,1)j,k,Ω,q(ξ¯ , η¯) − λˆ(1,1)j,k,Ω,q(ξ¯ , η¯)∣∣ C(Ω,q,n,m){Bq(Ω)}2∣∣2Bq(Ω)( j+1)ξ ∣∣εq,Ω (3.33)
and ∣∣λˆ(1,2)j,k,Ω,q(ξ¯ , η¯) − λˆ(1,1)j,k,Ω,q(ξ¯ , η¯)∣∣ C(Ω,q,n,m){Bq(Ω)}2∣∣2Bq(Ω)(k+1)η∣∣εq,Ω . (3.34)
For l = 1,2 and s = 1,2, let
M(l,s)Ω,q( f ) = sup
k, j∈Z
∣∣∣∣λ(l,s)j,k,Ω,q∣∣ ∗ f ∣∣. (3.35)
Then it is clear that
M∗φ,ϕ,Ω,q( f )(x¯, y¯) = M(2,2)Ω,q ( f )(x¯, y¯). (3.36)
Now, let
Ω(n)(u) =
∫
m−1
∣∣Ω(u, v ′)∣∣dσm(v ′) (3.37)
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Ω(m)(v) =
∫
Sm−1
∣∣Ω(u′, v)∣∣dσn(u′). (3.38)
Then, Ω(n) and Ω(m) are homogeneous functions of degree 0 on Sn−1 and Sm−1, respectively. Moreover,
∥∥Ω(n)∥∥1 = ‖Ω‖1, (3.39)∥∥Ω(n)∥∥q  ∣∣Sm−1∣∣ 1q′ ‖Ω‖q, (3.40)∥∥Ω(m)∥∥1 = ‖Ω‖1, (3.41)∥∥Ω(m)∥∥q  ∣∣Sn−1∣∣ 1q′ ‖Ω‖q (3.42)
for all 1 < p < ∞ and (l, s) ∈ {(1,2), (2,1), (1,1)}.
Notice that
∣∣∣∣λ(l,s)j,k,Ω,q∣∣ ∗ f ∣∣(x¯, y¯)
∫ ∫
A j,k,q,Ω
∣∣ f (x, xn+1 − φ(|u|), y¯ − Γ ϕm (|v|))∣∣ |Ω(u, v)||v|m|u|n du dv
=
2( j+1)Bq(Ω))∫
2 jBq(Ω)
( ∫
2Bq (Ω)k|v|<2Bq (Ω)(k+1)
∣∣ f (x, xn+1 − φ(r), y¯ − Γ ϕm (|v|))∣∣Ω(m)(v ′)|v|m dv
)
dr
r
.
Thus,
M(1,2)Ω,q ( f )(x¯, y¯) I
(1)
Rn ◦ Nφ ◦ M(2)G,ϕ,m( f )(x¯, y¯), (3.43)
where
M(2)G,ϕ,m( f )(u,un+1, v, vm+1) = M(2)G,ϕ,m
(
f (u,un+1, ·)
)
(v, vm+1),
Nφ( f )(u,un+1, v, vm+1) = Nφ
(
( f )(u, ·, v, vm+1)
)
(un+1),
and
I(1)Rn ( f )(u,un+1, v, vm+1) = IRn
(
f (·,un+1, v, vm+1)
)
(u) = f (u,un+1, v, vm+1).
By (3.43), (3.15), and Lemma 3.1, we get
∥∥M(1,2)Ω,q ( f )∥∥p  {∥∥Ω(m)∥∥1(2+ ‖Nϕ‖p)+ (Cm) 1q′ + 1}2q′Bq(Ω(m))‖Nφ‖p‖ f ‖p;
which when combined with (3.41)–(3.42), we obtain
∥∥M(1,2)Ω,q ( f )∥∥p  {(2+ ‖Nϕ‖p)+ (Cm) 1q′ + 1}2q′ log(e + ∣∣Sn−1∣∣ 1q′ ‖Ω‖q)‖Nφ‖p‖ f ‖p .
Similarly, we obtain
∥∥M(2,1)Ω,q ( f )∥∥p  {(2+ ‖Nϕ‖p)+ (Cn) 1q′ + 1}2q′ log(e + ∣∣Sm−1∣∣ 1q′ ‖Ω‖q)‖Nϕ‖p‖ f ‖p
and ∥∥M(1,1)Ω,q ( f )∥∥p  ‖Nφ‖p‖Nϕ‖p‖ f ‖p .
Hence, by applying Lemma 2.2, we obtain
∥∥M∗φ,ϕ,Ω,q( f )∥∥p  C(Ω,q, p,n,m){Bq(Ω)}2‖ f ‖p, (3.44)
where C(Ω,q, p,n,m) is given by (3.18). Hence, by (3.22) and (3.44), the proof is complete. 
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This section is devoted to establish Lp estimates of a class of maximal functions with kernels in Lq . Such class of
maximal functions is a reﬁned version of the class of maximal functions under consideration. Our main problem concerning
such class of maximal functions is to determine the dependence of the Lp norms on the Lq norms of the corresponding
kernels. By a suitable use of obtained estimates, we shall be able to develop in the next section a proof of our main result.
Theorem4.1. Suppose thatΩ ∈ Lq(Sn−1×Sm−1) for some q > 1, ‖Ω‖1  1, and satisfying (1.1)–(1.2). Suppose also that φ,ϕ : R→ R
are such that φ(0) = ϕ(0) = 0. Let {ψ j,Bq(Ω): j ∈ Z} and {θ j,Bq(Ω): j ∈ Z} be two collections of functions deﬁned on Rn and Rm
respectively with the following properties:
(i) ψˆ j,Bq(Ω) is supported in {ξ ∈ Rn: 2−Bq(Ω)( j+1)  |ξ | 2−Bq(Ω)( j−1)};
(ii) θˆ j,Bq(Ω) is supported in {ξ ∈ Rm: 2−Bq(Ω)( j+1)  |ξ | 2−Bq(Ω)( j−1)};
(iii) 0 ψˆ j,Bq(Ω), θˆ j,Bq(Ω)  1.
Let S(φ,ϕ)j,k,Bq(Ω) be the square function deﬁned by
S(φ,ϕ)j,k,Bq(Ω)( f )(x¯, y¯) =
( ∑
l,γ∈Z
∫ ∫
R j,k,q,Ω
∣∣Λ(φ,ϕ)j+l,k+γ ,r,s,q,Ω( f )(x¯, y¯)∣∣2 dsdrsr
) 1
2
, (4.1)
where Λ(φ,ϕ)j+l,k+γ ,r,s,q,Ω is deﬁned via the Fourier transform by(
Λ
(φ,ϕ)
j+l,k+γ ,r,s,q,Ω( f )
)ˆ
(ξ¯ , η¯) = ψˆ j+l,Bq(Ω)
(|ξ |)θˆk+γ ,Bq(Ω)(|η|)(σ (φ,ϕ)r,s,Ω )ˆ(ξ¯ , η¯).
Then:
(a) ‖S(φ,ϕ)j,k,Bq(Ω)( f )‖2  Bq(Ω)C2−ε1| j|2−ε2|k|‖ f ‖2 for some positive constants ε1, ε2, and C.
(b) ‖S(φ,ϕ)j,k,Bq(Ω)( f )‖p  C˜ p,q{Bq(Ω)}2−γ1| j|2−γ2|k|‖ f ‖p provided that the one-dimensional maximal functions Nφ and Nϕ are
bounded on Lp(R) for all 1< p < ∞ and that the functions ψ j,Bq(Ω) and θ j,Bq(Ω) satisfy∣∣∣∣ ∂α∂ξα (ψˆ j,Bq(Ω))(ξ)
∣∣∣∣ Cα |ξ |−|α|,
∣∣∣∣ ∂α∂ηα (θˆ j,Bq(Ω))(η)
∣∣∣∣ Cα |η|−|α| (4.2)
for all multi-indices α and for all ξ = 0, and η = 0 with constants Cα independent of Bq(Ω).
The constants ε1, ε2, γ1, and γ2 are independent of Bq(Ω), j, k, φ, and ϕ . The constants C and C˜p,q depend only on p,n,m, and the
constants Cn,Cm, and Cn,m.
Proof. We start by the proof of (a). By Placherel’s theorem, Fubini’s theorem, and the properties of the functions ψ j,Bq(Ω)
and θ j,Bq(Ω) , we have∥∥S(φ,ϕ)j,k,Bq(Ω)( f )∥∥22  ∑
l,γ∈Z
∫ ∫
A j,k,Ω,q
∣∣ fˆ (ξ,η)∣∣2K (φ,ϕ)j,k,Bq(Ω)(ξ¯ , η¯)dξ dη, (4.3)
where
K (φ,ϕ)j,k,Bq(Ω)(ξ¯ , η¯) =
∫ ∫
R j,k,q,Ω
∣∣(σ (φ,ϕ)r,s,Ω )ˆ(ξ¯ , η¯)∣∣2 dsdrsr . (4.4)
Hence, by the estimates (2.7)–(2.12) in Proposition 2.3, we obtain (a).
Now, we turn to the proof of (b). Let
Γa, j+l,k+γ = (ψ j+l,Bq(Ω) ⊗ θk+γ ,Bq(Ω)) ∗ (ψ j+l,Bq(Ω) ⊗ θk+γ ,Bq(Ω)). (4.5)
Then, by Littlewood–Paley theory [26] and the assumptions (4.2) on {ψ j,Bq(Ω): j ∈ Z} and {θ j,Bq(Ω): j ∈ Z}, we obtain∥∥∥∥
( ∑
j,k∈Z
∣∣ΓBq(Ω), j+l,k+γ ∗ f ∣∣2
) 1
2
∥∥∥∥
p
 Cp‖ f ‖p (4.6)
for all p > 2 where Cp is a constant that depends only on p, n, and m.
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∥∥S(φ,ϕ)j,k,Bq(Ω)( f )∥∥2p =
∫ ∫
Rn×Rm
∑
l,γ∈Z
∫ ∫
R j,k,q,Ω
∣∣Λ(φ,ϕ)j+l,k+γ ,r,s,q,Ω( f )(x¯, y¯)∣∣2 dsdrsr
∣∣g(x, y)∣∣dxdy. (4.7)
Thus,
∥∥S(φ,ϕ)j,k,Bq(Ω)( f )∥∥2p 
∫ ∫
Rn×Rm
{ ∑
l,γ∈Z
∣∣ΓBq(Ω), j+l,k+γ ∗ f (x¯, y¯)∣∣2
}
Mφ,ϕ,|Ω|,q(g)(x¯, y¯)

∥∥∥∥
( ∑
l,γ∈Z
∣∣ΓBq(Ω), j+l,k+γ ∗ f (x¯, y¯)∣∣2
) 1
2
∥∥∥∥
2
p
∥∥Mφ,ϕ,|Ω|,q(g)∥∥(p/2)′
 C2pC
(
Ω,q, (p/2)′,n,m
){
Bq(Ω)
}2‖ f ‖2p, (4.8)
where the last inequality follows by (4.6) and Theorem 2.3. Hence, (b) follows by ﬁrst taking square root for both sides
of (4.8) and then interpolating with the estimate in (a). This completes the proof. 
5. Proof of main result
Proof of Theorem 1.1. Assume that Ω ∈ L(log+ L)(Sn−1 × Sm−1) and satisﬁes (1.1)–(1.2). We start by decomposing the func-
tion Ω into small L2 atoms with suitable L2 sizes. By such decomposition, we will be able to use the estimates established
in Theorem 4.1.
Let E(0,Ω) be the set of all points (x′, y′) on Sn−1 × Sm−1 for which |Ω(x′, y′)| < 4. Write
Sn−1 × Sm−1 \ E(0,Ω) =
∞⋃
κ=1
E(κ,Ω),
where E(κ,Ω) is the set of all points (x′, y′) on Sn−1 × Sm−1 for which 2κ+1  |Ω(x′, y′)| < 2κ+2. Let D be the set of all
indices κ for which ‖Ω‖L1(E(κ,Ω))  2−3κ .
For each κ ∈ D, deﬁne the function Ωκ by
Ωκ(x, y) =
(‖Ω‖L1(E(κ,Ω)))−1
(
ΩχE(κ,Ω)(x, y) −
∫
Sn−1
ΩχE(κ,Ω)(u, y)dσn(u)
−
∫
Sm−1
ΩχE(κ,Ω)(x, v)dσm(v) +
∫
E(κ,Ω)
Ω(u, v)dσn(u)dσm(v)
)
. (5.1)
Let
Ω0(x, y) = Ω(x, y) −
∑
κ∈D
‖Ω‖L1(E(κ,Ω))Ωκ(x, y). (5.2)
Then it follows that∫
Sn−1
Ωκ(u, v)dσn(u) =
∫
Sm−1
Ωκ(u, v)dσm(v) = 0; (5.3)
‖Ωκ‖L1(Sn−1×Sm−1)  C, ‖Ωκ‖L2(Sn−1×Sm−1)  C24(κ+2), (5.4)
Ω(x, y) = Ω0(x, y) +
∑
κ∈D
‖Ω‖L1(E(κ,Ω))Ωκ(x, y). (5.5)
Thus, by (5.5), we have
M
Γ
φ
n ,Γ
ϕ
m ,Ω
( f )(x¯, y¯)
∑
κ∈D∪{0}
‖Ω‖L1(E(κ,Ω))MΓ φn ,Γ ϕm ,Ωκ ( f )(x¯, y¯). (5.6)
Now, given κ ∈ D ∪ {0} and choose two collections of C∞ radial functions {ψ j,B2(Ωκ ): j ∈ Z} and {θ j,B2(Ωκ ): j ∈ Z} deﬁned
on Rn and Rm respectively that satisfy the assumptions (i), (ii), (iii), (4.2) of Theorem 4.1, in addition to the following
condition∑
(ψˆ j,B2(Ωκ ))
2(ξ) =
∑
(θˆ j,B2(Ωκ ))
2(η) = 1. (5.7)
j∈Z j∈Z
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M
Γ
φ
n ,Γ
ϕ
m ,Ωκ
( f )(x¯, y¯)
∑
j,k∈Z
S(φ,ϕ)j,k,B2(Ωκ )( f )(x¯, y¯). (5.8)
Notice that
B2(Ωκ) = log
(
e + ‖Ωκ‖L2
)
 (κ + 2)C,
where C is independent of κ . Thus, by (5.8), Minkowaski’s inequality, and Theorem 4.1, it follows that
∥∥M
Γ
φ
n ,Γ
ϕ
m ,Ωκ
( f )
∥∥
p 
∑
j,k∈Z
∥∥S(φ,ϕ)j,k,B2(Ωκ )( f )∥∥p  (κ + 2)Cp
{ ∑
j,k∈Z
2−ε1,p | j|2−ε2,p |k|
}
‖ f ‖p  (κ + 2)Cp‖ f ‖p (5.9)
for all p  2. Here, ε1,p and ε2,p are ε1 and ε2 in Theorem 4.1(i) respectively if p = 2 and γ1 and γ2 in Theorem 4.1(ii) for
p > 2.
By (5.8), Minkowaski’s inequality, and (5.9), we obtain
∥∥M
Γ
φ
n ,Γ
ϕ
m ,Ω
( f )
∥∥
p 
{ ∑
κ∈D∪{0}
(κ + 2)‖Ω‖L1(E(κ,Ω))
}
Cp‖ f ‖p  ‖Ω‖L log LCp‖ f ‖p (5.10)
for all p  2. Notice that the estimate (5.9) and hence (5.10) hold without any assumptions on φ and ϕ which justiﬁes
part (i). This completes the proof. 
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