ABSTRACT This paper proposes a new source number estimator with improved degrees of freedom for blind source separation, where the mixing matrix does not have the parameterized structure. In order to enhance the degrees of freedom, we exploit the sample dependence of each source and construct a new matrix by vectorizing some delayed covariance matrices based on Khatri-Rao product. Then, an improved Gerschgorin disk estimator for source number is presented based on the new matrix. This estimator can detect the number of sources up to 2M − 1 using only M sensors, while the traditional source number estimators can merely estimate the number of sources less than M employing the same number of sensors. Simulation results verify the superiority of the proposed method by comparing with the existing source enumeration methods in scenario of spatially non-uniform noise when the sensor number is more than the source number and validate the reliability of the proposed method in the case with fewer sensors than sources.
I. INTRODUCTION
Blind source separation (BSS) [1] aims at recovering the N unknown sources from their mixtures received by M sensors without the prior knowledge about the sources, which has been widely applied into many fields such as wireless communication, sensor array processing and biomedical signal processing [2] - [4] . However, when the source number is unknown, achieving the goal of BSS effectively is still a challenging issue. Hence, the source number estimation becomes a significant problem before performing the BSS algorithms, most of which basically depend on the information of the source number.
In the last few decades, source enumeration techniques are proposed mainly based on hypothesis testing and information theoretic criteria. Generally, the hypothesis testing (such as [5] and [6] ) requires to find a subjective threshold in the decision-making process, while the information theoretic criteria, including minimum description length (MDL) [7] , Akaike information criterion (AIC) [8] and Schwarz's Bayesian information criterion (BIC) [9] , detect the source number naturally without the subjective judgment. Therefore, it receives much attention for identifying the source number by taking advantage of the information theoretic criteria. Reference [10] shows that the AIC method tends to be an inconsistent estimator which may overestimate the source number. The MDL and BIC methods yield the consistent estimation, so they are more extensively studied than the AIC method and thus develop a number of improved versions [11] - [17] in recent years. Reference [17] indicates that the MDL and the BIC are equivalent when the number of sensors is much less than the number of samples, which is the general case in many applications. The traditional MDL and BIC methods are proposed under the assumption that the noises have equal power levels form one sensor to another (spatially uniform noise), and work by detecting the smallest equal eigenvalues of the covariance matrix corresponding to the noise. In some realistic scenarios, this assumption about the noise is invalid, since the uncertain noise circumstance may be slowly time-varying [18] , [19] . In these cases, the eigenvalues of the covariance matrix corresponding to the noise are unequal, so the classical MDL and BIC methods will be unreliable. Some modified MDL methods [12] , [13] try to solve this problem, nevertheless, these methods only exploit the information of the eigenvalues of the covariance matrix without utilizing other valuable information such as the eigenvectors of the covariance matrix. In view of these issues, Wu et al. [20] presents a Gerschgorin disk estimator (GDE) to detect the source number by applying the transformed covariance matrix to acquire the Gerschgorin radii. The GDE method holds better robustness than the traditional MDL method and can be properly employed in scenario of spatially non-uniform noise. Then, [21] puts forward an improved Gerschgorin disk estimator without eigendecomposition (GDEWE) by computing the Gerschgorin radii based on multistage orthogonal projection which can restrain the background noise effectively. The GDEWE method has rather lower complexity and higher performance for the estimation of the source number than those of the GDE method.
Note that some methods above are proposed for parametric models in which the column vector of mixing matrix A possesses the parameterized structure. However, due to the blindness characteristic of BSS, the mixing matrix A in BSS is regarded as a completely unknown matrix. Fortunately, most of the mentioned methods for parametric models can be totally introduced into the model of BSS, since they do not employ the knowledge of the parameterized structure of A. Though, all these methods only suit the overdetermined case when the number of sources, N , is less than the number of sensors, M . The underdetermined case with less sensors than sources appears frequently in many application areas of BSS. For underdetermined case, a class of source enumeration methods [22] , [23] is presented based on the sparsity of the sources, which exploits the clustering characteristic of the mixtures in time-frequency domain, then the source number is decided by the number of the clustering centers. Another class expands the number of sensors by adding virtual array and eventually transforms the underdetermined case into the overdetermined case [24] , [25] . Reference [24] introduces the virtual array concept and solves array processing problems by fourth order (FO) cumulants, which provides an excellent ideal for source number estimation in underdetermined case. Reference [25] further extends the FO cumulants-based methods to arbitrary even-order cumulants to increase the maximal source number that can be processed when the number of sensors is fixed. Obviously, calculating higher order cumulants requires larger number of samples and greater computational cost. Recently, Khatri-Rao (KR) product is applied to direction-of-arrival (DOA) estimation as well as source number detection [26] - [29] with only utilizing second order (SO) statistics when the number of sensors is less than the source number. References [26] and [27] employ the spatially smoothed matrix based on nested arrays to improve the degrees of freedom with the determined number of arrays. For quasi-stationary sources such as speech signal, the KR subspace approach in [28] and [29] adopts the virtual array structure by exploiting quasi-stationary characteristic of sources and gives a simple way to suppress the noise covariance. However, these KR product-based methods take advantage of the parameterized structure of mixing matrix A and cannot be used directly into the model of BSS.
In this paper, we propose a new method for source enumeration with improved degrees of freedom for BSS based on Gerschgorin Radii. This method first exploits the sample dependence of each source and constructs a new matrix by vectorizing some delayed covariance matrices based on KR product. We point out that plenty of signals possess the characteristic of the sample dependence such as speech signals and some communication signals [30] , [31] . The new matrix can be seen as the result of adding M 2 − M ''virtual sensors'' similar to the virtual array. Then, an improved GDE (IGDE for short) is presented to estimate the source number based on this new matrix, which can detect the number of sources up to 2M − 1 using only M sensors. Simulation results show the superiority of the proposed method over the existing source enumeration methods in scenario of spatially non-uniform noise in the overdetermined case and indicate the reliability of the proposed method in the underdetermined case.
This paper is organized as follows. Section 2 introduces the signal model. In section 3, the proposed method is presented and the corresponding complexity analysis is given. Section 4 provides the computer simulation results. Finally, the conclusions are drawn in section 5.
Notations: In this paper, matrices and vectors are denoted by boldface capital letters and lowercase boldface letters, respectively. The superscript T , H , * and † represent the transpose, Hermitian transpose, conjugate, and Moore-Penrose pseudo-inverse operator, respectively. E{·} denotes the expectation operator. The symbol represents the Khatri-Rao product, which can be also seen as a columnwise Kronecker product. vec(·) denotes the vectorization operator. · represents the floor function. diag(y) denotes a diagonal matrix with the diagonal elements y 1 , · · · , y P , where the vector y = [y 1 , · · · , y P ] T .
II. SIGNAL MODEL
Consider the instantaneous linear mixing model, in which the received signal vector x(t) = [x 1 (t), · · · , x M (t)] T composed of M mixtures at sensors can be described as x(t) = As(t) + e(t),
where the source vector s(t) = [s 1 (t), · · · , s N (t)] T is constituted by N source signals, the size of mixing matrix A is M × N , e(t) = [e 1 (t), · · · , e M (t)] T is the noise vector, t = 1, · · · , T , and T is the number of samples. Some assumptions in this paper are made as follows: A1) The sources are zero-mean and mutually uncorrelated, but each source is sample dependence (nonwhiteness).
A2) The noise is independent of the sources and considered as a stationary, white and zero-mean random process.
The covariance matrix R x of the received signal vector x(t) is
where R s = E{s(t)s H (t)} and R e = E{e(t)e H (t)}. According to assumption A2), R e is a diagonal matrix whose diagonal elements σ 2
represent the noise powers on different sensors. Note that the power level of noise on each sensor may be unequal (spatially non-uniform noise), that is, possibly σ 2
are not all identical. VOLUME 5, 2017
III. THE PROPOSED METHOD A. DEDUCTION OF THE IGDE
By exploiting the sample dependence of sources, we employ the delayed covariance matrix R x (τ ) of x(t) instead of Eq. (2) shown by
where R s (τ ) = E{s(t)s H (t + τ )} and R e (τ ) = E{e(t)e H (t + τ )}. It can be easily inferred from assumption A2) that the value of R e (τ ) is zero when time lag τ = 0. It means that R x (τ ) is not influenced by the noise covariance matrix with τ = 0, so Eq. (3) is reduced to
According to assumption A1), R s (τ ) is a diagonal matrix. Vectorizing R x (τ ), we obtain
where d(τ ) is a vector whose components are the diagonal elements of R s (τ ). Eq. (5) can be seen as a transformed mixing model in which z(τ ) is a new received signal vector and (A * A) is an M 2 ×N transformed mixing matrix. In this transformed mixing model, the number of sensors increases to M 2 by adding M 2 − M ''virtual sensors'', which provides the possibility to estimate the source in underdetermined case when M < N . Therefore, we deduce the IGDE based on Eq. (5).
Choose K nonzero delays τ 1 , · · · , τ K , and construct two
Following [30] , we assume that:
A3) The matrix D T ∈ C K ×N is of full column rank. Assumption A3) implies that the covariance of sources at K delays are different so that it can ensure that D T is of full column rank. One necessary condition for the establishment of assumption A3) is K > N . What is more, the larger K may improve the possibility of that D T is of full column rank.
Define a matrix R = (1/K )ZZ H , and we get
where
is also of full column rank, we will achieve the equation rank(R)=rank(R D ) = N [32] . In order to give the sufficient condition for that (A * A) is of full column rank, we firstly introduce the concept of Kruskal rank of A denoted by krank(A) [29] . krank(A) = r means that any r columns of A are linearly independent but there exist r + 1 linearly dependent columns of A. Obviously, krank(A) ≤ rank(A). According to [29] and [33] , it holds correctly that
And it is easily acquired that
Supposing krank(A) ≥ M and N ≤ 2M − 1, we gain N ≤ rank(A * A) ≤ N by combining Eq. (8) and Eq. (9), namely, rank(A * A) = N . So, to ensure that A * A is of full column rank, we make the assumption as A4) The Kruskal rank of A is not less than M and N ≤ 2M − 1.
Assumption A4) provides the sufficient condition for (A * A) to be of full column rank. In fact, due to the different structures of A, given N ≤ M 2 may make that A * A is of full column rank. In this paper, the proposed IGDE is developed under the assumption A4) so that it is able to be robust to arbitrary A which satisfies the assumption A4).
The eigendecomposition of R is
is a diagonal matrix whose diagonal elements are M 2 eigenvalues of R, that is,
. Evidently, R is a positive semi-definite matrix. So, the M 2 eigenvalues of R are all non-negative. Theoretically, since the rank of R is N , the relationship of the eigenvalues is shown in descending order by
It seems that the source number can be achieved by detecting the number of nonzero eigenvalues of R. However, in practical application, the covariance matrix R x (τ ) is estimated by finite value of samples. Hence, the eigenvalues turn to be
As previously mentioned, GDE can robustly estimate the source number in scenario of spatially non-uniform noise when the eigenvalues have the structure like Eq. (12) . We note that GDE removes one sensor [20] to construct the transformed Gerschgorin radii that can be distinctly separated into two parts corresponding to signal and noise, respectively. The maximal source number that can be estimated by traditional GDE based on covariance matrix of the mixtures is M −2, while this number extends to M 2 −2 by adding M 2 −M ''virtual sensors'' based on the transformed mixing model in Eq. (5). It implies that N ≤ 2M − 1 and N ≤ M 2 − 2 must be satisfied simultaneously under the assumption A4). Consequently, N can be 1 or 2 when M = 2 (unlike the traditional GDE with the strict limitation of M > 2). And the condition N ≤ 2M − 1 in assumption A4) can guarantee that N ≤ M 2 − 2 when M > 2. In order to make sure that the proposed method can work in underdetermined case, we assume that M > 2 in this paper.
In theory, at least M 2 −(2M −1) eigenvalues in R are equal to zero under the condition N ≤ 2M − 1 in assumption A4).
So, we divide R into four parts given by
In Eq. (13), R 1 can be regarded as the reduced-rank matrix by removing M 2 − g sensors. When g = M 2 −1, it is similar to the GDE in [20] since they all form the transformed Gerschgorin radii by removing one sensor. We eigendecompose R 1 as
) are the eigenvalues and eigenvectors of R 1 , respectively. U 1 is an g × g unitary matrix constructed by g eigenvectors of R 1 , i.e.,
1 is a diagonal matrix formed by the corresponding eigenvalues, that is, 1 
). Like Eq. (11), the eigenvalues of R 1 can be reset in descending order as following
Now, we construct an M 2 × M 2 unitary matrix represented by
is defined in Eq. (17), as is written at the bottom of this page, where
) is the entry with row index i and column index j in the matrix W and
) is the entry in the matrix with p-th row and q-th column.
We set that A = A * A and Eq. (7) can be rewrit-
. Thus, is expressed as
Then, the entry with l-th row and h-th column in is
where l = 1, · · · , g and h = 1, · · · , M 2 − g. According to [20] , the Gerschgorin radii of the first g Gerschgorin disks are
Combining Eq. (7) with Eq. (13), R 1 is denoted by
Eq. (15) indicates that the eigenvalues of R 1 corresponding to the noise is equal to zero, so, Eq. (14) is reduced to
Due to the property of eigenvectors, r l in Eq. (20) becomes
It can be seen from Eq. (23) that the Gerschgorin radius corresponding to noise is zero, i.e., r l = 0 (N < l ≤ g), and Gerschgorin radius corresponding to signal is greater than zero, i.e., r l > 0 (l ≤ N ). Thus, the Gerschgorin radii are divided into two parts corresponding to the noise and the signal, respectively. However, the Gerschgorin radii corresponding to noise will be slightly larger than zero in the practical application since the number of samples is finite. In order to identify the Gerschgorin radii corresponding to
VOLUME 5, 2017
noise and detect the source number successfully, we use the detection criterion [20] as following
where k = 1, · · · , g, and D(T ) (0 < D(T ) < 1) is an nonincreasing function with increase of T which can be set empirically as in [20] , [21] , and [34] . In this paper, we choose D(T ) as D(T ) = ξ/ log(T ) referring to [21] , where ξ is a positive constant less than log(T ). Define a set which is composed of IGDE (1), · · · ,IGDE(g). Then, the estimation of the source number is equal to the number of positive values in . We summarize the IGDE in Table 1 . 
B. COMPLEXITY ANALYSIS
The steps 1-2 show that obtaining R needs KT M 2 + K M 4 multiplications. The traditional source enumeration approaches such as the AIC, MDL and GDE methods only calculate the covariance matrix of the mixtures which require T M 2 multiplications, but they cannot be employed in underdetermined case. Thus, the IGDE increases (K − 1)T M 2 + K M 4 multiplications to get matrix R so that the source enumeration in underdetermined case is available.
The main computational cost of the IGDE is the eigendecomposition of the g × g left-upper submatrix of R in the step 3. According to [34] , the eigendecomposition of the g×g matrix needs O(g 3 ) multiplications, where O(g 3 ) represents a value of the same order as g 3 . In the step 4, computing all the r l (l = 1, · · · , g) by Eq. (20) requires (M 2 − g)g 2 multiplications. We ignore the other algebraic computations whose computational cost is low enough, so, performing the IGDE has O(g 3 
− 1}, the multiplication in the IGDE will be the least if g = 2M and the complexity becomes higher when g increases. As it is mentioned before, both the IGDE with g = M 2 −1 and the GDE in [20] estimate the source number by removing one sensor. Therefore, we call the IGDE with g = M 2 − 1 the extended GDE (EGDE). It is obvious that the EGDE has the highest complexity in the IGDEs with various g.
IV. SIMULATION RESULTS
In this section, several simulations are carried out to verify the reliability and superiority of the proposed IGDE. Firstly, we compare the detection accuracy (probability of correct estimation of the number of sources) of the proposed IGDE with MDL, AIC and GDEWE under the assumption that the number of sources is less than the number of sensors, namely, the overdetermined case. Then, we consider validating the detection accuracy of the proposed IGDE in the underdetermined case when the number of sensors is not enough and less than the source number. Each experiment takes 5000 Monte-Carlo runs for performance comparison. In all the experiments, we assume that the noises at different sensors are white Gaussian processes with various variances. And that is the scenario of spatially non-uniform noise. As in [21] , the noise variances at various sensors are set independently, which are subject to a uniform distribution with the interval σ 2 min , σ 2 max , where σ 2 min and σ 2 max represent the minimal and maximal noise variances, respectively. The worst-noise-power-ratio (WNPR) [19] , [21] , defined as WNPR= σ 2 max /σ 2 min , is utilized to indicate the nonuniformity of the noise. According to [21] , the adjustable factor D(T ) and the parameter ε in GDEWE are set as 2.5/ log(T ) and 0.1, respectively. For the proposed IGDE, we select the adjustable function D(T ) to be 2.5/ log(T ) as well and the K nonzero delays τ 1 , · · · , τ K as 10, 12, · · · , 40, respectively. The M × N mixing matrix A is generated randomly, whose entries are subject to complex Gaussian distribution but satisfies the assumption A4). The sources are the quadrature phase-shift keying (QPSK), shaped by a raised cosine pulse shape filter with the roll-off ρ = 0.3.
In the experiments, we mainly consider the IGDE with g = 2M , g = (M 2 − 1 + 2M )/2 and g = M 2 − 1, where the IGDE with g = M 2 − 1 is the EGDE, the IGDE with g = 2M is the proposed method with the minimal g and (M 2 − 1 + 2M )/2 is chosen in the middle of 2M and M 2 − 1. For convenience, we call the IGDE with g = 2M IGDE-min and the IGDE with g = (M 2 − 1 + 2M )/2 IGDE-mid.
A. THE OVERDETERMINED CASE
Consider employing eight sensors (M = 8) to receive the mixtures of two sources (N = 2). Fig. 1 shows the detection accuracy versus the signal-noise-ratio (SNR) by MDL, AIC, GDEWE, EGDE, IGDE-mid and IGDE-min when T = 800 and WNPR = 10, where the SNR in this case with spatially inhomogeneous noise means the power of signals to the average power of noises. As is shown in Fig. 1, MDL and AIC have the considerably low detection accuracy for the source number at various SNRs. This result is easily to be explained. MDL and AIC depend on the equality of the M − N smallest eigenvalues, but the nonuniformity of the noise results in the distinct M −N smallest eigenvalues. Thus, the source number is estimated imprecisely by MDL and AIC under the circumstance of spatially inhomogeneous noise. When the SNR exceeds 7 dB, GDEWE, EGDE, IGDE-mid and IGDE-min all hold the high detection accuracy, while they fail to detect the source number when the SNR is less than -8 dB. EGDE, IGDE-mid and IGDE-min possess better performance of detection accuracy than GDEWE when the SNR is between -8 dB and 7 dB. And the loci of detection accuracy of EGDE, IGDE-mid and IGDE-min in Fig. 1 are almost parallel, where EGDE performs a little bit better at the SNRs with -8 to 5 dB. Note that the performance of GDEWE in this paper does not match that in [21] , because the mixing matrix A in this paper is random while [21] considers the uniform linear array (ULA) in simulations in which A has the parameterized structure, and the random A may include some cases with the unsatisfactory parameter. The detection accuracy versus the number of samples, T , by MDL, AIC, GDEWE, EGDE, IGDE-mid and IGDE-min when SNR=8 dB and WNPR = 10 is displayed in Fig. 2 . It can be observed from Fig. 2 that the detection accuracy of MDL and AIC converges to 0 along with the increase of T . As the analysis above, the spatially non-uniform noise leads to the inequality of the smallest eigenvalues, nevertheless, for the small number of samples, MDL and AIC may not detect the diversity of the smallest eigenvalues. As the number of samples ascends, the detection accuracy of MDL and AIC will be more affected by the differences of the smallest eigenvalues. When T > 300, GDEWE, EGDE, IGDE-mid and IGDE-min achieve the precise detection accuracy, while EGDE, IGDE-mid and IGDE-min do not perform well compared to GDEWE when T < 300. This is because the rather small number of samples provides the inaccurate estimation of the delayed covariance matrix which is required to be utilized in the proposed algorithm. However, it can be seen that at the cost of the length of the data set, the proposed algorithm can suppress the spatially inhomogeneous noise at relatively low SNRs and can work well even in the underdetermined case through the above and the following simulations. Additionally, EGDE, IGDE-mid and IGDE-min have nearly same curves of the detection accuracy versus T except that EGDE is slightly superior over IGDE-mid and IGDE-min when 160 < T < 300, and IGDE-min presents better performance than EGDE and IGDE-mid when T < 140. From  Fig. 3 , we can deduce that EGDE, IGDE-mid and IGDE-min can be robustly employed in the cases with both spatially uniform noise (WNPR = 1) and spatially non-uniform noise (WNPR > 1) as GDEWE. As for MDL and AIC, they can only estimate the source number precisely with the spatially homogeneous noise when WNPR = 1 and their detection accuracy deteriorates more seriously when WNPR rises.
Combining the simulation results above and the complexity analysis in previous section, a conclusion can be drawn that IGDE-min may be the best choice in the proposed IGDEs for source enumeration in the overdetermined case, since IGDE-min has the lowest complexity amongst IGDEs with various g which ranges from 2M to M 2 −1 and the similar performance of detection accuracy with EGDE and IGDE-mid which have the representative significance in IGDEs when 2M ≤ g ≤ M 2 − 1.
B. THE UNDERDETERMINED CASE
In the following experiments, we assume that the sensors are insufficient relative to the sources, i.e., the number of the sensors, M , is less than the number of sources, N . Suppose that there are only three sensors (M = 3) receiving the mixture signals which is mixed by four sources (N = 4). And it is obvious that MDL, AIC and GDEWE are invalid in this underdetermined case with M < N . 4 illustrates the detection accuracy versus the SNR by EGDE, IGDE-mid and IGDE-min when T = 800 and WNPR = 5. As is indicated in Fig. 4 , EGDE, IGDE-mid and IGDE-min exhibit high performance of detection accuracy when SNR > 6 dB. The detection accuracy of EGDE is mildly better than IGDE-mid and IGDE-min when −4 dB < SNR < 4 dB, while the best one becomes IGDE-min when 4 dB < SNR < 8 dB. However, EGDE, IGDE-mid and IGDE-min have rather close trajectories of the detection accuracy with various SNRs. The detection accuracy versus the number of samples, T , by EGDE, IGDE-mid and IGDE-min when SNR = 10 dB and WNPR = 5 is shown in Fig. 5 . We can see from Fig. 5 that EGDE, IGDE-mid and IGDE-min can precisely estimate the source number when T > 500. EGDE and IGDE-min possess the marginally best detection accuracy in Fig. 5 when 220 < T < 580 and 100 < T < 220, respectively, but EGDE, IGDE-mid and IGDE-min present the similar performance of detection accuracy with the different T in the rough. It can be inferred from Fig. 4, Fig. 5 and the previous complexity analysis that IGDE-min may be the best option for source enumeration in the proposed IGDEs with various g in the underdetermined case, which is the same as the conclusion we drawn in the overdetermined case. Through the above analysis, IGDE-min is the possibly optimal choice in the proposed IGDEs with various g by considering the complexity and detection accuracy altogether. Thus, we choose IGDE-min as the representative of the proposed IGDEs to study the performance of the proposed algorithm with different number of sources in the underdetermined case. We set that the number of sensors keep M = 4 invariably and the source number N ranges from 5 to 7. Note that N = 7 is the maximal number of sources that the proposed algorithm can detect robustly with random mixing matrix A according to assumption A4). Fig. 6 displays the detection accuracy versus the SNR by IGDE-min when T = 1000, WNPR = 5, M = 4, and N = 5, 6, and 7. It is shown in Fig. 6 that IGDE-min gets the exact detection accuracy with various number of sources when SNR > 10 dB. Nevertheless, with the rise of the source number, the detection accuracy decreases when −2 dB < SNR < 10 dB. As a result, Fig. 6 implies that the proposed algorithm can detect the source number up to 2M − 1 with only M sensors, and the performance of the detection accuracy will descend with the increase of the source number in the underdetermined case at low SNRs.
V. CONCLUSION
This paper presents a novel source number estimator with improved degrees of freedom for BSS, where the mixing matrix does not have the parameterized structure. The new estimator exploits the sample dependence of each source and constructs a new matrix by vectorizing some delayed covariance matrices based on Khatri-Rao (KR) product. Then, the source number is detected by the presented IGDE based on this new matrix. The maximal source number that the new estimator can detect extends to 2M − 1 using only M sensors. Simulation results validate the superiority of the proposed method by comparing with the existing methods for source enumeration in scenario of spatially non-uniform noise under the overdetermined case and testify the reliability of the proposed method in the underdetermined case. 
