We study multiple-input-multiple-output (MIMO)based downlink heterogeneous cellular networks (HetNets) with joint transmit-receive diversity using orthogonal space-time block coding at the base stations (BSs) and maximal-ratio combining (MRC) at the users. MIMO diversity with MRC receivers is particularly appealing in cellular networks due to the relatively low hardware complexity at both the BS and the user device. Using stochastic geometry, we develop a tractable stochastic model for analyzing such HetNets taking into account the irregular and multitier BS deployment. We derive the coverage probability for both interference-blind (IB) and interference-aware (IA) MRC as a function of the relevant tier-specific system parameters such as BS density and transmit (Tx) power, number of Tx antennas, and path-loss law. Important insights arising from our analysis for typical HetNets are as follows: 1) IA-MRC becomes less favorable than IB-MRC with Tx diversity due to the smaller interference variance and increased interference correlation across receive (Rx) antennas; 2) ignoring spatial interference correlation significantly overestimates the performance of IA-MRC; and 3) for a small number of Rx antennas, selection combining may offer a better performance-complexity tradeoff than MRC.
with poor reception quality, i.e., with strong interference and/or adverse fading states. Estimating the per-antenna interference power can be done within the channel estimation phase, e.g., after decoding and removing the pilot symbols sent by the serving BS [8] or by using techniques similar to those from [9] , [10] . Both types of MRC are well-understood for networks with fixed geometry, see for instance [11] [12] [13] , and recently also for networks with dynamic/varying geometry [14] [15] [16] [17] . IA-MRC was also studied for single-tier single-Tx antenna cellular networks in [18] .
In the context of downlink HetNets, MIMO diversity with MRC is not yet well-understood, since prior works do not directly apply due to the specific nature of the interference governing HetNets. An interesting question, for instance, is whether the gain of IA-MRC over IB-MRC justifies the slightly higher complexity in a typical MIMO HetNet setting, and how this trade-off varies with the number of Tx and Rx antennas. Certainly, extensive system-level simulations can only partly help in addressing the above challenge as they usually offer only limited insights. As a viable alternative approach to simulations, spatial modeling using stochastic geometry [19] has gained much attention recently, see for instance [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] and the references therein. In the context of MIMO cellular networks, [27] analyzed the average symbol error probability (ASEP) in multi-antenna single-tier cellular networks with spatial-multiplexing, where it is found that Rx diversity can significantly improve performance. In [28] , a unifying framework using the Equivalent-in-Distribution approach was presented, which studies the ASEP of MIMO diversity with IB-MRC in single-tier networks. The energy efficiency of small-cell multiple-input single-output (MISO) cellular system with maximal-ratio transmission in the downlink was analyzed in [29] . MIMO HetNets with different kinds of CSI-T based MIMO schemes were analyzed in [31] with load balancing and in [30] without load balancing. Complementing the above works, the main objective of this paper is to derive a tractable model and to conduct a meaningful analysis in order to obtain a better understanding of MIMO diversity with IA-MRC/ IB-MRC in HetNets.
B. Contributions, Outcomes, and Organization
In this work, we study the coverage performance of downlink HetNets with MIMO diversity, where users employ IB-MRC or IA-MRC. Our main contributions are outlined below.
Analytical Model: In Section II, we develop a tractable model for a downlink K-tier HetNet employing MIMO diversity using orthogonal space-time block codes (OSTBCs) and IB-MRC/IA-MRC. To reflect the irregular and multi-tier deployment of BSs observed in practice, we use a Poisson point process (PPP) to model the BS locations in each tier. The model captures relevant tier-specific parameters, such as BS density and Tx power, path loss exponent, and number of Tx antennas. We derive the coverage probability for both types of MRC in Section IV. For IA-MRC, we focus on the case with two Rx antennas. The theoretical expressions can be evaluated using standard numerical software and can be further simplified analytically in certain cases.
Second-Order Statistics of HetNet Interference:
In Section III, we study the interference power (hereafter, simply interference) dynamics at a multi-antenna receiver in HetNets, thereby complementing earlier work, which focused on Aloha-based ad hoc networks [24] . Interference dynamics affect the performance of IA diversity combining schemes such as IA-MRC. Our analysis shows that the interference variance measured at a typical user is tier-independent for equal path loss exponents and the same the number of Tx antennas across tiers. In direct comparison with the literature, our analysis indicates that the interference variance is smaller in HetNets than in Aloha-based ad hoc networks, where interferers can be much closer to a receiver. Moreover, the gains of IA diversity combining are expected to decrease when more Tx antennas are active (Tx diversity) as interference variance then becomes smaller. Interestingly, the interference correlation coefficient across Rx antennas is independent of the tier with which this user associates when the number of Tx antennas is equal in each tier. In this case, the correlation becomes entirely tier-independent and increases with the number of active Tx antennas. In line with the effect of decreasing interference variance explained above, the gains of IA diversity combining are expected to decrease when more Tx antennas are active due to the higher interference correlation across Rx antennas.
Design Insights: In Section V, we discuss the theoretical results using numerical examples. In a typical three-tier MIMO HetNet scenario with IB-MRC at the receivers, the gain of doubling the number of Rx antennas is roughly 2.5 dB at operating points of practical relevance. For IA-MRC, this gain is roughly 3.6 dB. Adding more Tx antennas is beneficial only at large coverage probabilities. The gain of IA-MRC over IB-MRC decreases with the number of Tx antennas due the higher interference correlation across Rx antennas resulting from the interference-smoothing effect of Tx diversity. The relative coverage probability gain of 1 × 2 single-input multiple-output (SIMO) over single-input single-output (SISO) transmission in the practical regime is between 12%-66% for IB-MRC, while an additional improvement of only 1%-3% is obtained by IA-MRC. Although interference power estimation needed in IA-MRC can be realized with acceptable complexity, the outcome of this comparison suggests that IA-MRC is less favorable than IB-MRC in MIMO HetNets with Tx diversity.
Spatial interference correlation across Rx antennas, caused by the common locations of interfering BSs, influences the performance of IA-MRC and should not be ignored in both analysis and system design; ignoring it significantly overestimates the true performance. In contrast, assuming full correlation underestimates the true performance only slightly. Moreover, it is shown that assuming full correlation in IA-MRC is equivalent to IB-MRC. Interestingly, it does not matter for the diversity order of IA-MRC if one assumes no correlation or full correlation of the interference.
We derive the coverage probability of selection combining (SC) for SIMO HetNets and compare its performance to MRC. Our results show that the gain of MRC over SC is not overwhelming for small number of Rx antennas. The higher complexity of MRC might thus outweigh the gain over SC. Moreover, the performance-complexity trade-off between MRC and SC in HetNets may differ significantly from the interference-free case.
Notation: Sans-serif-style letters (z) are used to denote random variables while serif-style letters (z) are used to refer to their realizations or variables. We define (z) + max{0, z}.
II. SYSTEM MODEL

A. Network Geometry and User Association
We consider a K-tier HetNet in the downlink with BSs scattered in the plane (see Fig. 1 ). We model the irregular BS locations in tier k ∈ K {1, . . . , K} by an independent stationary planar PPP k with density λ k and denote by ∪ K k=1 k the entire set of BSs. The spatial Poisson model is widely-accepted for analyzing cellular networks [20] [21] [22] , and recently also MIMO HetNets [30] , [31] . All BSs in tier k transmit an OSTBC using M k Tx antennas. Similarly, we assume that mobile receivers (users) are equipped with N colocated Rx antennas. The users are independently distributed on the plane according to some stationary point process. By Slivnyak's theorem [19] and due to the stationarity of , we can focus the analysis on a typical user located at the origin o ∈ R 2 . BSs in tier k transmit with total power P k , which is equally divided across all active Tx antennas. At the typical user, the long-term received power from a BS of tier k located at x i ∈ k is thus P k x i −α k , where · α k is the distancedependent path loss with path loss exponent α k > 2. We assume independent and identically distributed frequency-flat Rayleigh fading. Table I shows the notation used in this work.
Users are assumed to associate with the BS providing the strongest average measured received power, which is a common assumption in cellular systems. Note that this association rule is generally not coverage maximizing in MIMO HetNets with unequal M k and requires a biased association rule, see [31] for more details. Including biasing in the model, e.g., using similar techniques as in [21] , [31] , is left for possible future work. For the typical user, the serving BS is hence the one maximizing P k x i −α k . Without loss of generality, we label the location of this BS by x o and denote by y
x o its distance to the typical user. For convenience, we define o the set of interfering   TABLE I  NOTATION USED IN THIS WORK BSs. From the association rule discussed above it follows that, given y = y and that the serving BS is from tier ∈ K, o k is a homogeneous PPP on
The following useful lemma gives the probability that a user associates with tier ∈ K and the conditional probability density function (PDF) of the distance y to the serving BS.
Lemma 1 (Association Probability and Distance PDF [21] ): A user associates with tier ∈ K with probability
The PDF of the distance y
x o to the serving BS, given that it belongs to tier ∈ K, is
B. OSTBC MIMO Signal Model
All BSs in tier k use an (M k , L k , r k )-OSTBC, where L k ≥ 1 is the codeword length and r k ∈ (0, 1] is the code rate; L k can be seen as the number of slots needed to convey S k = L k r k symbols using M k Tx antennas [32] . For analytical tractability, we shall consider only power-balanced (M k , L k , r k )-OSTBCs, i.e., having the property that exactly S k symbols are transmitted, or equivalently that exactly S k Tx antennas are active, in every slot. This allows assigning a constant power load of P k /S k to each symbol-antenna pair in every slot. Practical examples of balanced OSTBCs are for instance (1, 1, 1) (single-antenna), (2, 2, 1) (Alamouti), (4, 4, 1/2), and (4, 4, 3/4), see [33] , [34] . We use the notation v i,τ ∈ {0, 1} M k to indicate the active Tx antennas of BS i in slot τ , i.e., the m-th entry of v i,τ is equal to one if Tx antenna m is active and zero otherwise.
Assume for the moment that the typical user associates with the -th tier. It will then be served by an (M , L , r )-OSTBC. The received signal at the typical user in slot τ ∈ {1, . . . , L } can then be expressed by
where • H i ∈ C N×M k is the channel matrix describing the fading from the i-th BS of tier k to the typical user. The entries of H i , h i,nm , are CN(0, 1) distributed and typically assumed constant over one codeword. 1 We assume 
is a diagonal matrix with entries v i,τ . The latter assumption follows from the balanced-power property of the considered OSTBCs.
• n τ ∈ C N is a vector describing the Rx noise with independent CN(0, σ 2 ) entries.
Upon receiving all L code symbols corresponding to one codeword, the typical user stacks the vectors r 1 , . . . , r L to form the new vector
whereī i ∈ C NL is the interference signal from the i-th BS received over the entire codeword period. With CSI-R,r is linearly processed/combined to form a decision variable. Two types of MRC are considered, which differ in the amount of CSI required. More specifically, IB-MRC requires knowledge of H o , while IA-MRC requires knowledge of H o and of the interference-plus-noise power. The squared Frobenius norm of a matrix G ∈ C U×V is given by
The following lemma will be useful in the later analysis.
Lemma 2 (Gaussian Matrices): Let G(u) ∈ C v×w have u ≤ vw independent CN(0, 1) distributed entries and vw − u zeros. 1 When H i is time-varying and space-time coding is across multiple channel realizations, technique from [35] can be used to achieve also temporal diversity. Such extensions are outside the scope of this paper.
Then, G(u) 2 F is Erlang distributed with shape u, rate 1, and cumulative distribution function (CDF) [36] 
and p-th (raw) moment, p > −u,
It is known that the performance of diversity-combining schemes is influenced by the second-order statistics of the interference, as reported in [24] , [25] for Aloha-based ad hoc networks. Next, we extend the above works by analyzing the second-order statistics of the interference in MIMO HetNets.
III. SECOND-ORDER STATISTICS OF HETNET INTERFERENCE
The performance of diversity combining is fundamentally limited by the nature of the channel observed by the receiver. More specifically, variability of the reception quality on the one hand, and degree of its correlation across Rx antennas on the other hand, limit the achievable gains of such techniques. Clearly, if the reception quality fluctuates considerably and independently across Rx antennas, large gains can be expected. If, in contrast, the channel quality remains constant or does not vary significantly across Rx antennas, little to no gains can be expected. From (3) it is evident that the resulting per-antenna reception quality is not only affected by the fading on the desired link but also by interference. Being a dynamic quantity, the latter contributes to the overall correlation structure and to the variability of the reception quality with its own statistical properties. In contrast to the influence from the desired channel, this contribution is yet relatively unexplored, particularly within the context of HetNets. Hence, this motivates to take a closer look at the second-order statistics of the interference experienced at the typical user.
Let h i,n = [h i,n1 , . . . , h i,nM k ] be the n-th row of H i . Then, the interference in slot τ (we drop the index τ in the following) at the n-th Rx antenna, averaged over the code symbols {c i } in one frame, is:
where (a) follows from the independence of the {c i } across BSs and (b) follows from the correlation properties of the {c i }.
A. Normalized Interference Variance
From (7) and (3), we can see that the dynamic part not belonging to the fading on the desired channel is I n + σ 2 . Since this term is essentially a function of the long-term received useful power P y −α through the cell association rule, it is reasonable to consider instead the normalized version (I n + σ 2 )/(P y −α ) I n . This expression can be intuitively understood as the interference-to-average-signal ratio in branch n. Given that the serving BS is at distance y and belongs to tier ∈ K, the corresponding conditional variance seen by the typical user is
Var ,y I n,k
where (a) follows from the fact that Var[z + c] = Var[z] and from the independence of the {I n,k } across tiers, (b) follows from Campbell's theorem [19] and from the radius d k of the exclusion ball for the k-th tier due to the cell association rule, and (c) follows from Lemma 2. The expression in (8) reflects the variance of the normalized interference for a given network geometry around the typical user. We thus still need to decondition on y and on the associated tier , which can be done using Lemma 1. To obtain a more tractable expression that reveals the underlying trend, we shall assume equal path loss exponents and the same number of active Tx antennas across tiers, i.e., α k = α and S k = S ∀k ∈ K, next. The variance experienced at the typical user then becomes
The following observations can be made from (9):
• The variance of the normalized interference neither depends on the number of tiers nor on their parameters {P k } and {λ k } if α k = α, S k = S ∀k ∈ K. This is consistent with [21] , [22] , where the independence between the distribution of the signal-to-interference ratio and the tier number/parameters was shown for equal {α k }. • In line with our intuition, the interference variance increases when α becomes smaller since the interference contribution from far-off BSs then carries more weight.
Conversely, for large α the interference is dominated by a few close-by BSs, which reduces the interference variance. For typical path loss exponents around α = 3.7 [37] , the variance is 0.74 when S = 1.
• With the same path loss law · −α , the interference variance in Aloha-based ad hoc networks diverges [38] , as interfering transmitters can be located arbitrarily close to the receiver in this case. Although this result is due to the singularity of the path loss law and has no physical relevance, it suggests that the interference variance in HetNets tends to be smaller than in Aloha-based ad hoc networks. This, in turn, means that IA diversity combining will generally perform lower in HetNets. We shall discuss this further in Section V-C. • The interference variance decays with the number of active Tx antennas S. This is because adding more Tx antennas while reducing the per-antenna Tx power by S smoothes out the channel fluctuations. This effect is also referred to as channel-hardening [39] . Hence, for large S we expect IA diversity-combining schemes to perform similar to IB diversity-combining schemes due to less interference variability. In the limit S → ∞, the interference variance becomes 1 α−1 .
B. Normalized Interference Correlation Across Rx Antennas
To study the interference correlation across Rx antennas, we first need the covariance of the normalized interference, conditioned on the serving tier ∈ K and BS distance y, i.e.,
where (a) follows from
and from the independence of the {I n,k } across tiers, (b) is due to Campbell's theorem [19] and to the {h n } being independent across Rx antennas, and (c) follows from Lemma 2. With (8) and (10), the conditional correlation coefficient becomes
The following observations can be made from (11):
• The correlation coefficient ρ ,y has the same form as the temporal correlation coefficient in Aloha-based ad hoc networks derived in [38, Lem. 5.13] . Temporal correlation with a fixed set of active interferers and spatial correlation across Rx antennas are mathematically the same, since in both cases fading varies while the interferer locations remain fixed relative to the considered receiver. • As expected, adding more Tx antennas increases the interference correlation across Rx antennas, since the channel fluctuations then undergo an averaging effect.
For S = 1 we have ρ ,y = 1/2. In the limit S → ∞, the interference correlation becomes maximal, i.e., ρ ,y = 1. Similar to the above comment on interference variance for large S, IA diversity-combining schemes are expected to have the same performance as IB diversity-combining schemes in this regime. • Interestingly, ρ ,y is independent of the tier with which the typical user associates and also of the distance to the serving BS when the number of active Tx antennas is equal across tiers (S k = S ∀k ∈ K). In this case, ρ ,y is unaffected by K, {P k }, {λ k }, and, contrary to the interference variance, also independent of the path loss exponents {α k }.
Remark 1 (Feasibility of Interference Estimation):
When the set of active Tx antennas of interfering BSs changes in every slot τ , I n varies between every slot of the codeword. This is the case when S k < M k . Such rapid variations over τ are imperceptible to CSI estimation since the latter is usually designed to track channel-fading variations, which happen on a larger time scale. However, when full-rate OSTBCs are used (r k = 1 ∀k ∈ K), I n is identical across τ since then, all M k = S k Tx antennas are always active. In that case, the receiver can measure I n + σ 2 with acceptable complexity, e.g., after decoding and removing the pilot symbols sent by the serving BS [8] or by using techniques similar as those from [9] , [10] .
IV. COVERAGE PROBABILITY ANALYSIS
We now study the MIMO downlink performance at the typical user for both IB-MRC and IA-MRC. A common way for studying the performance of diversity-combining techniques is to analyze the post-combiner signal-to-interference-plus-noise ratio (SINR). The specific form of the SINR depends on the considered scheme and will be derived in Section IV-A and B.
Definition 1 (Coverage Probability P c ): The coverage probability is defined as
for a coding and modulation specific SINR threshold T > 0. The P c can be interpreted as the complementary CDF of SINR at the typical user, or alternatively as the average fraction of users in the network covered by an SINR no less than T.
A. MIMO Diversity With Interference-Blind MRC
A useful feature of OSTBCs is that the MIMO channel (4) can be reduced to parallel SISO channels [40] . At the typical user, knowing H o , this is achieved by the linear combination
where {A nm }, {B nm } are the NL × S dispersion matrices describing the OSTBC employed in the serving tier, see [32] , [41] for further details. The resulting equivalent channel model allows treating the detection of each of the S information symbols of the current codeword separately. The corresponding SINR at the symbol decoder can then be expressed as
where I i,eqv is the interference from the i-th BS in the equivalent channel model. I i,eqv is statistically the same for all S symbols. Thus, focusing on an arbitrary symbol, i.e., considering a single arbitrary column of A nm , B nm , say a nm , b nm , the interference I i,eqv is
Note that the Rx noise statistics remain unaffected by the linear combination in (13) [40] , [41] . However, the distribution of I i,eqv is more involved, particularly due to its dependence on H o . This was already observed in [14] for a similar MIMO network model, where the authors also showed that ignoring this dependence and assuming I i,eqv to be Gamma distributed yields a valid approximation. We thus follow the same approach and assume I i,eqv
F with I i,eqv being independent from H o , which can be viewed as effectively ignoring the effect of the MIMO processing on interference. The following two facts support this approximation:
• It can be shown that the approximation is moment matching irrespective of the realization of H o , i.e., (15) . • Whenever M k = 1, it follows from [33] that the above approximation becomes exact. In this case, I i,eqv is also truly independent from H o .
Lemma 3 (Interference Laplace Transform):
Consider the interference field I = K k=1
x
F . Its Laplace transform is given by
where (a) follows from the independence of the { o k } across tiers and from the independence of the { H i (S k ) 2 F } across BSs, (b) follows from the Laplace transform of the Erlang distributed { H i (S k ) 2 F }, and (c) follows from the probability generating functional (PGFL) for PPPs, see [19] .
We now have the required tools to characterize the coverage probability for IB-MRC.
Theorem 1 (P c for IB-MRC): The coverage probability for IB-MRC in the described setting is given by (18) , shown at the bottom of the page, where SNR (y) P y −α /σ 2 and S k S k /S .
Proof: See Appendix A. The Gaussian hypergeometric function 2 F 1 (·, ·, ·; ·) can be expressed through elementary functions for certain α k [42] . (18) can be evaluated using numerical software programs, see Remark 3.
The derivative d m /ds m in (18) can be calculated using Faà di Bruno's formula for higher-order derivatives of composite functions [42] , i.e., with an inner and outer function. While the outer function of the integrand is simple due to the exp-term, the inner function, i.e., 2 [42] , its m-th derivative is obtained as
In dense deployments the performance is typically limited by interference rather than by Rx noise [43] , which means that one can set σ 2 = 0 in this case. In addition, the path loss exponent does usually not vary significantly across tiers with typical values around 3.7 [37] . If, in addition, all tiers have the same number of Tx antennas, the following corollary holds.
Corollary 1 (Special Case): Without Rx noise (σ 2 = 0) and with equal path loss exponents (α k = α ∀k ∈ K) and number of Tx antennas (M k = M, S k = S ∀k ∈ K), P IB c reduces to
The coverage probability in (20) neither depends on the BS densities {λ k } and Tx powers {P k }, nor on the number of tiers K, which is consistent with the literature, see for instance [22] . Note that the first term m = 0 in (20) corresponds to the coverage probability for the SISO case [21] .
B. MIMO Diversity With Interference-Aware MRC
We now assume M k ≤ 2 ∀k ∈ K, which ensures that the receiver can estimate the interference-plus-noise power at each Rx antenna with acceptable complexity once within the current block/frame, see Remark 1 for more details. Note that, in theory, M k > 2 is also possible though not practical as the estimation would then have to be performed in each slot τ in the presence of the desired code symbols c o,τ to be decoded. When M k ≤ 2 ∀k ∈ K, we have S k = M k for all tiers, meaning that either Alamouti space-time coding (M k = 2) or no space-time coding (M k = 1) is used in tier k. In both cases, the total interference then remains constant over the entire codeword. Its value at the n-th Rx antenna is given by (7) . We assume that the receiver knows the current per-antenna interferenceplus-noise power I n + σ 2 at each Rx antenna, in addition to H o . Interference is still treated as white noise. In IA-MRC, the phase-corrected and channel-weighted received signals are normalized by I n + σ 2 at each Rx antenna, thereby following the original MRC approach from [6] . The receiver hence performs the linear combination 
yielding the equivalent channel model for IA-MRC. We focus again on an arbitrary symbol and consider an arbitrary column a nm , b nm of A nm , B nm . The SINR can then be written as
where now I i,eqv is equal to 
dy (18) where Z i,n describes the part resulting from R i having nonzero off-diagonal matrix entries. From (24) , it can be inferred that Z i,n depends on the channel phases of H i . Since h i,nm ∼ CN(0, 1), it can be shown that
indicating that the effect of the {Z i,n } vanishes "in the long run." To obtain a more tractable expression, we hence ignore the {Z i,n }. With this simplification and after some algebraic manipulations, (22) then becomes
Remark 2 (SINR-Approximation): It follows by Jensen's inequality [36] that:
where SINR (y) on the left-hand side is the exact SINR from (22) . Hence, the simplified SINR from (26) is a lower bound on the phase-averaged exact SINR. The error when (26) is used to approximate the exact SINR is barely noticeable, as confirmed by simulations in Section V. Although the {h i,n } in (26) are mutually independent, the {I n } are correlated across Rx antennas due to the common locations of interfering BSs. More specifically, the expression in (26) is a sum of correlated random variables exhibiting a complicated correlation structure. This renders the computation of the coverage probability for IA-MRC for general N challenging. In practical systems, however, the number of antennas mounted on mobile devices is limited due to space/complexity limitations, thereby often not exceeding N = 2. This practical case is addressed next.
Theorem 2 (P c for IA-MRC): The coverage probability for IA-MRC in the described setting is given by (28) , shown at the bottom of the page, where 1 ≤ M k ≤ 2 ∀k ∈ K, N = 2,M k M k /M , and (·, ·, ·, ·) is given by (49) in Appendix B.
Proof: See Appendix B. The function (·, ·, ·, ·) in (28) can be given in terms of Gaussian hypergeometric functions 2 F 1 (·, ·, ·; ·), which can be further simplified in some cases, see comment after Theorem 1 in Section IV-A. Theorem 2 covers the general case and the expression can be further simplified as shown next.
Corollary 2 (Special Case): Without Rx noise (σ 2 = 0), and with equal path loss exponents (α k = α ∀k ∈ K) and number 
Remark 3 (Numerical Evaluation):
The expressions in Theorem 1, Theorem 2, and in the related corollaries, can be evaluated using numerical tools. One possible approach is to first move the higher-order derivatives outside the integral(s), which is allowed by Leibniz's integral rule [42] , to compute the integral(s) for specific s (and t) using built-in algorithms available in numerical software programs. Thereby, s (and t) can be chosen as the Chebyshev nodes of the Chebyshev interpolation method [44] , which allows numerically computing the higherorder derivatives with high precision. The reader is referred to [17] for a numerical recipe and further details.
V. NUMERICAL EXAMPLES AND DESIGN INSIGHTS
We next leverage the theoretical results developed in the prior sections to study the system performance through numerical examples. Besides, the approximations introduced in Section IV-A and B are verified by numerical simulations. Unless stated otherwise, we assume K = 3 with the typical tierspecific system parameters given in Table II , see [37] . The dispersion matrices {A nm }, {B nm } are taken from [33, Sec. 2.2.3] . For the simulation, in each tier an average number of 100 BSs was dropped within a disc of radius 100
for a total number of 2×10 3 iterations with the typical user assumed in the disc center. In each iteration, a frame spanning 80 (frequency) resources, each consisting of one or more OSTBC words (depending on the ratio L /L k ), was generated at every BS and the received signal was recorded at the typical user. For IA-MRC, the interference in one frame was estimated by averaging over the squared sum envelope of the (possibly non-aligned)
dy dz (28) received interfering codewords across the 80 resources according to (7) . Finally, the linear combining according to (13) , respectively (21) , for the two types of MRC was performed and the CDF of the resulting exact post-combiner SINR was estimated.
A. Multi-Tier and MIMO: IB-MRC vs. IA-MRC
We first focus on IB-MRC and consider a typical HetNet scenario with the parameters shown in Table II . The (4, 4, 3/4)-OSTBC from [34, 7.4.10] is chosen for tier one. Fig. 2(a) shows the coverage probability P IB c versus the SINR threshold T for IB-MRC and different number of Rx antennas N. It can be seen that the theoretical expressions perfectly match the simulation results, thereby validating the Gamma approximation explained in Section IV-A. As expected, increasing N improves P IB c since the typical user enjoys a larger diversity gain. For practical target coverage probabilities, i.e., around 80% covered users, the horizontal gap between the P IB c curves is around 2.5 dB. Fig. 2(b) shows the coverage probability P IA c for IA-MRC. Here, we consider the interference-limited case (σ 2 = 0) with equal path loss exponents and two Tx antennas (α k = 3.7, M k = 2 ∀k ∈ K). Again, simulation results and theoretical expressions are fairly close, which justifies the approximation made in Section IV-B, see Remark 2. For IA-MRC, doubling N yields a gain of around 3.6 dB for the same target coverage probability.
Next, we compare the performance of IB-MRC and IA-MRC for the same scenario, i.e., σ 2 = 0 and α k = 3.7, M k = M ∀k ∈ K. In Fig. 3(a) , the relative coverage probability gain of IA-MRC over IB-MRC, which is defined as IA-MRC IB-MRC P IA c /P IB c − 1, is shown for M = 1, 2 Tx antennas. This relative gain is somewhat disappointingly small (< 2% in this example). In fact, IA-MRC becomes even less favorable when adding more Tx antennas. This is due to the fact that adding more Tx antennas effectively smoothes out the fading on the interfering channels, which renders the interference increasingly similar across Rx antennas. This trend was already predicted in Section III, where the second-order statistics of the interference were analyzed. Thus, with almost equal interference across Rx antennas, the performance of IB-MRC and IA-MRC become similar due to less interference diversity.
In conclusion, the additional, though not overwhelming, complexity of IA-MRC must hence be traded-off against an insignificant improvement relative to IB-MRC; with Tx diversity, IB-MRC may offer a better performance-complexity trade-off compared to IA-MRC.
B. Multi-Tier and MISO: Effect of OSTBC
As can be inferred from (18) in Theorem 1, Tx diversity increases the number of diversity paths on the one hand, while it affects the interference statistics on the other hand. In the following, we study this trade-off by focusing on Tx diversity for the MISO case (N = 1) with different Tx antenna configurations. To capture the net gain of OSTBC one has to account for the rate loss resulting from code rates r < 1 when being associated with tier ∈ K. This can be realized by introducing a tier-specific SINR threshold T ⇒ T in (28) with T (1 + T) 1/r − 1, assuming the Shannon capacity formula r log 2 (1 + T ). The latter adaptation makes sure that the same amount of information is transmitted in every OSTBC. Of course, the same adaptation applies also to the MIMO case with N > 1 Rx antennas. Fig. 3(b) shows that the MISO coverage probability increases only slightly with the number of Tx antennas in the low SINR regime. For a target SINR larger than a few dB, Tx diversity is not beneficial. In fact, for OSTBCs with rates r k < 1, e.g., M k = 4, Tx diversity even reduces the coverage probability in this regime due to the aforementioned rate loss. This is in line with prior findings for the single-user case [45] and single-tier cellular networks [28] , where little to no gains due to OSTBC Tx diversity with more than two Tx antennas were reported for reasonable operating points.
C. Multi-Tier and SIMO: Gain of MRC Over SISO
From an information-theoretic viewpoint, Rx diversity with MRC is more appealing than Tx diversity with space-time coding as the latter incurs a power penalty [43] . But the potential gains of Rx diversity with MRC in HetNets, however, are yet not well-understood due to their dependence on many system parameters. While in Section V-A, the relative performance of IB-MRC and IA-MRC was studied, we now focus on the gains provided solely by MRC Rx diversity (M k = 1 ∀k ∈ K) over SISO transmission. For that, we consider the interferencelimited regime, equal path loss exponents across tiers, and two Rx antennas (σ 2 = 0, α k = α ∀k ∈ K, and N = 2). In this case, we obtain the simple expressions
for IB-MRC and
for IA-MRC, where A(·, ·, ·) 1 + (·, ·, 1, ·) is
Remark 4: The first term in (30) and (31) corresponds to the SISO coverage probability [21] 
Thus, G IB (α, T) in (30), respectively G IA (α, T) in (31), quantifies the absolute coverage probability increase of dual-antenna IB-MRC, respectively IA-MRC, over SISO in HetNets. The derivatives inside G IB (α, T) and G IA (α, T) can be obtained with the help of (19) . For IA-MRC, G IA (α, T) can be expressed by the integral in (34) , shown at the bottom of the page. As a consequence of Remark 4, we can identify G IB (α, T) and G IA (α, T) as the characteristic terms for quantifying the gain of dual-antenna MRC relative to SISO transmission. This relative gain can be defined as IB-MRC
, for the two MRC schemes. Fig. 4(a) 
D. Effect of Spatial Interference Correlation
As explained in Sections I and III, interference correlation across Rx antennas influences the performance of IA-MRC. Mathematically, this can be seen by noting that the postcombiner SINR in (26) is a sum of correlated random variables. The difficulty of characterizing the coverage probability for general N is due to the complicated correlation structure inherent to this sum, see Section IV-B. To increase mathematical tractability, two simpler correlation models are thus typically used in the literature: 1) no-correlation model, and 2) fullcorrelation model. Using the results from Section IV-B, the validity of these models will be discussed next for IA-MRC.
1) No-Correlation Model:
A commonly made assumption to maintain analytical tractability is to assume that the {I n } in (26) are uncorrelated, i.e., the locations of interfering BSs in I n originate from separate independent point processes for each Rx antenna n. Under this assumption, we obtain the following coverage probability P IA c,NC for the no-correlation model. Proposition 1 (Coverage Probability P IA c,NC ): The coverage probability P IA c,NC for dual-antenna IA-MRC in the no-correlation model is given by (28) with 1 + (·, ·, ·, ·) replaced by
Proof: See Appendix C.
By comparing the mathematical form of the expression 1 + (·, ·, ·, ·) in (35) with the one in (28) , the influence of spatial interference correlation becomes apparent: in (35) the first two terms result in a product of PDFs of the form f SINR 1 (T − z)f SINR 2 (z) inside the integral over z, which corresponds to the well-known convolution-type integral for sums of independent random variables [36, Sec. V.4] . Note that, by looking at 1 + (·, ·, ·, ·), it becomes clear that no such product form can be obtained for the joint PDF of SINR 1 and SINR 2 due to the interference correlation across Rx antennas.
2) Full-Correlation Model: Another frequently used approach in the literature to simplify the analysis is to assume that the {I n } are fully correlated, i.e., the fading gains {h i,n } yield the same realization across Rx antennas for all x i ∈ o . Under this assumption, the corresponding coverage probability P IA c,FC for the full-correlation model can be derived for an arbitrary number of Rx antennas N as shown next.
Proposition 2 (Coverage Probability P IA c,FC ): The coverage probability P IA c,FC for N-antenna IA-MRC in the full-correlation model is the same as for IB-MRC, see (18) in Theorem 1.
Proof:
Then, the SINR expression for IA-MRC in (26) collapses to (14) . Fig. 5(a) shows the relative coverage probability deviation for the two simpler correlation models for M k = M = 1, 2 ∀k ∈ K. The relative deviation is defined as δ NC P IA c,NC /P IA c − 1 (δ FC P IA c,FC /P IA c − 1) for the respective correlation models. First, it can be seen that both models reflect the true performance at small T. For T > 0 dB, the no-correlation model yields a significantly optimistic performance prediction (3% < δ NC < 8%), depending on the number of Tx antennas. In contrast, the full-correlation model slightly underestimates the true performance (δ FC < 2%). In line with our intuition, adding a second Tx antenna increases δ NC due to the smaller interference variance and larger interference correlation across Rx antennas, see Section III. Consequently, δ FC decreases in this case. Varying the path loss exponent has the same effect as observed in [18] for single-tier single-Tx-antenna cellular networks and is therefore not shown here. The smaller deviation for the fullcorrelation model was already reported in [17] for Aloha-based ad hoc networks and is reconfirmed in this work for HetNets. Fig. 5(b) illustrates the outage probability (1 − P c ) for the exact, no-correlation, and full-correlation model for M = 1, 2. It can be seen that the simpler correlation models preserve the true diversity order for dual-antenna IA-MRC. Interestingly, the diversity order due to IA-MRC (equal to N) remains unaffected by the interference correlation across Rx antennas. This is in sharp contrast to Aloha-based ad hoc networks, where the nocorrelation model fails to recover the true diversity behavior [17] . As expected, the diversity order for IA-MRC with M = 2 and N = 2 is NM = 4.
In conclusion, the full-correlation model offers a tight approximation to the performance of IA-MRC in HetNets, particularly when BSs employ multiple Tx antennas. This result is congruent with the prior observation that the performance gap between IA-MRC and IB-MRC is not significant and further decreases with the number of Tx antennas.
E. Comparison With Selection Combining
Complexity constraints may sometimes prohibit the use of MRC and allow only for simpler combining schemes. Importantly, while hardware requirements of combining schemes are independent of the communication environment, their performance obviously is not. To properly balance performance-complexity trade-offs, it is hence important to compare MRC also to other combining schemes under a realis-tic model. We shall do this next for the example of SC, which is also widely used and, compared to MRC, is less complex [43] . A similar comparison can be found in [17] for Aloha-based ad hoc networks and [18] for single-tier networks. We next focus on the case M k = 1 ∀k ∈ K and leave an extension for possible future work. The next result is a generalization of [24] and gives the coverage probability for SC, which we denote by P SC c . Theorem 3 (Coverage Probability P SC c ): The coverage probability P SC c for SC in the described setting with M k = 1 ∀k ∈ K is given by (36) , shown at the bottom of the page.
Proof: By [24, Eq. (8)], we can express P SC c as
where P n (T) P(SINR 1 > T, . . . , SINR n > T) is the joint success probability, i.e., the probability of the per-antenna SINR n being greater than T at n Rx antennas simultaneously. Invoking Lemma 1 and following the same line of thoughts as in [25, Appendix A], the conditional P n, (T, y) (conditioned on tier ∈ K and serving BS distance y) can be written as 
Remark 5 (Comment on Corollary 3): This corollary coincides with the result in [23, Corollary 2] for SC over multiple resource blocks without Rx noise in single-tier networks. Thus, Corollary 3, and especially Theorem 3, provide a generalization of the results from [23] for the HetNet case. Fig. 6 shows the relative coverage probability gain of MRC over SC for N = 2, 4. The relative gain is defined as IB-MRC SC P IB c /P SC c − 1 for IB-MRC and IA-MRC SC P IA c /P SC c − 1 for IA-MRC. The result for IA-MRC with N = 4 was obtained by numerical simulations as Theorem 2 and Corollary 2 treat only the case N = 2. As expected, MRC outperforms SC, particularly at large T. However, for practical T around a few dB (which corresponds to between 70-80% covered users), the gap is less than 10% for N = 2. Here, the additional complexity associated with MRC may not be justified as SC achieves similar performance. Nevertheless, adding more Rx antennas increases the relative performance (about 25% for N = 4 at practical T). Note that, in contrast to the interference-free case (dotted line in Fig. 6 ), the relative gain of MRC over SC saturates at large T, which is due to the effect of correlated interference.
VI. CONCLUSION
We developed a tractable model for analyzing downlink MIMO diversity with MRC in HetNets using tools from stochastic geometry. We showed that adding more Tx antennas at the BSs impacts the relative performance of IB-MRC and IA-MRC. One important design insight arising from our analysis is that IA-MRC is less favorable than IB-MRC when OSTBCs for Tx diversity are used. The gains of Tx diversity, however, are visible only at high target coverage probabilities and vanish for SINR thresholds above a few dB. Another insight is that the fullcorrelation model yields a tight approximation for IA-MRC; this could enable the analysis of other MIMO techniques, which may be hopeless when considering the exact correlation structure.
Future work may include incorporating other linear combing schemes in combination with Tx diversity in the model. Moreover, a performance comparison between MIMO diversity and more sophisticated MIMO schemes under realistic assumptions, e.g., imperfect CSI and/or imperfect spatial interference cancellation, would contribute to a better understanding of MIMO HetNets. For instance, this could help finding optimal switching points between different MIMO schemes.
APPENDIX
A. Proof of Theorem 1
Applying the law of total probability and making use of Lemma 1, we can express (12) 
where P(SINR (y) ≥ T) is the conditional P c . With Lemma 2, the conditional P c is written as
where in (a) we define Y 
where SNR (y) P y −α /σ 2 andŜ k S k /S . De-conditioning on y and using Lemma 1 yields the result.
B. Proof of Theorem 2
With the law of total probability, Lemma 1, and (26), we can rewrite (12) as
A ∞ 0 f y, (y)P (SINR (y) ≥ T) dy.
Next, we focus on P(SINR (y) ≥ T), which after conditioning on o , yields 
