We introduce a class of ordered triple systems which are both Mendelsohn triple systems and directed triple systems. We call these Mendelsohn directed triple systems (MDTS(v, λ)), characterise them, and prove that they exist if and only if λ(v − 1) ≡ 0 (mod 3). This is the same spectrum as that of regular directed triple systems, of which they are a special case. We also prove that cyclic MDTS(v, λ) exist if and only if λ(v − 1) ≡ 0 (mod 6). In so doing we simplify a known proof of the existence of cyclic directed triple systems. Finally, we enumerate some 'small' MDTS.
Introduction
The concepts of a Mendelsohn triple system and a directed triple system are well known. Let V be a set of cardinality v, and B a collection of ordered triples of distinct elements of V . The pair (V, B) is said to be a Mendelsohn triple system MTS(v, λ) or a directed triple system DTS(v, λ) if every ordered pair of distinct elements of V is contained in precisely λ ordered triples; the two types of system are distinguished by the definition of containment. In a Mendelsohn triple system containment is cyclic: an ordered triple (x, y, z) contains the ordered pairs (x, y), (y, z) and (z, x). However, in a directed triple system containment is transitive: an ordered triple (x, y, z) contains the ordered pairs (x, y), (y, z) and (x, z). For more information on these systems, see [3, 5, 10] . In graph-theoretic terms, each of the above types of triple system is a decomposition of the complete digraph on v vertices, with each arc taken λ times, into isomorphic copies of a particular digraph on three vertices. The problem of decomposition into other digraphs on three vertices in considered in [9] .
Clearly any cyclic shift of all triples of an MTS(v, λ) will result in an MTS(v, λ). In addition, reversing all the triples of an MTS(v, λ) will produce an MTS(v, λ). Thus the property of being Mendelsohn is invariant under all permutations of the positions of the elements in the triples. This is not true of directed triple systems. The converse of a DTS(v, λ) is also a DTS(v, λ), but if the triples are shifted cyclically, a DTS(v, λ) will not necessarily result.
In this paper we are interested in directed triple systems which have the additional property that any cyclic shift of all triples results in a DTS(v, λ). An example with v = 4 and λ = 1 is given by the following triples: (0, 2, 1), (2, 0, 3) , (1, 3, 0) , (3, 1, 2) . We call such systems Mendelsohn directed triple systems and denote them by MDTS(v, λ), because they are both Mendelsohn and directed, and remain so under all permutations of the positions of the elements in the triples. This follows from Lemma 1.1 below. In the proof of this lemma, by the union A∪B of two multisets A and B, we mean that if an element occurs m times in A and n times in B, then it occurs m + n times in A ∪ B. Lemma 1.1 Let (V, B) be an MDTS(v, λ). Denote by S a,b the multiset of ordered pairs (x, y) in positions a and b of the triples of B. Then S 1,2 = S 2,1 , S 2,3 = S 3,2 and S 3,1 = S 1,3 .
Proof
Let U λ denote the multiset whose elements are all the ordered pairs of distinct elements of V , each occurring precisely λ times.
It follows from the definition of an MDTS(v, λ) that (V, B) remains a DTS(v, λ) under all permutations of the positions of the elements in the triples. In particular, (V, B) remains a DTS(v, λ) under a transposition of any two positions. Considering the three such transpositions, (12) , (23) and (13), in turn, we obtain
Comparing the first of these equations with the equation in the first paragraph of the proof, we obtain S 1,2 = S 2,1 . Similarly, comparing the second of these equations with the equation in the first paragraph, we obtain S 2,3 = S 3,2 . Finally, comparing the third equation with the equation in the first paragraph, and using S 1,2 = S 2,1 and S 2,3 = S 3,2 , it follows that S 1,3 = S 3,1 .
2
We shall henceforth say that any collection of ordered triples which obey the three multiset equations in the statement of Lemma 1.1 satisfy the order conditions. It is not difficult to see that a DTS(v, λ) which satisfies the order conditions is an MDTS(v, λ). Thus a DTS(v, λ) is an MDTS(v, λ) if and only if it satisfies the order conditions. Finally in this introductory section, we consider regular directed triple systems, since, as will be clear from the definition, every Mendelsohn directed triple system is regular. The concept of a regular DTS(v, 1) was introduced by Colbourn and Colbourn [6] , and extends to DTS(v, λ) for any λ. For a given directed triple system (V, B), let c i (x) denote the number of times element x appears in position i of a triple. (V, B) is said to be regular if and only if c 1 (x) = c 2 (x) = c 3 (x) for all x ∈ V . Colbourn and Colbourn proved that there exists a regular DTS(v, 1) if and only if v ≡ 1 (mod 3). The necessary condition v ≡ 1 (mod 3) for the existence of a regular DTS(v, 1) can easily be generalised to values of λ greater than 1, as follows. 
Suppose that (V, B) is a regular DTS(v, λ). Since each ordered pair of elements is transitively contained in the same number of blocks, it follows that each element appears in the same number of blocks. Now (V, B) has λv(v − 1)/3 blocks; therefore each element appears in (λv(v − 1)/3)(3/v) = λ(v − 1) blocks. Since (V, B) is regular, this number must be divisible by 3.
It follows immediately from the order conditions that every MDTS(v, λ) is regular. Hence Lemma 1.2 gives a necessary condition for the existence of an MDTS(v, λ).
In Section 2, we settle the existence question for MDTS(v, λ): we show that there exists an MDTS(v, λ) for every v and λ for which the above necessary condition holds. In doing so we obtain an independent proof and generalisation of Colbourn and Colbourn's result that there exists a regular DTS(v, 1) if and only if v ≡ 1 (mod 3). In Section 3, we settle the existence question for cyclic MDTS(v, λ): we show that there exists a cyclic MDTS(v, λ) for every v and λ for which λ(v − 1) ≡ 0 (mod 6). In doing so we obtain a simplification of a proof by Cho, Han and Kang [4] of necessary and sufficient conditions for the existence of cyclic directed triple systems. Finally, in Section 4, we enumerate the non-isomorphic MDTS(v, 1) for v ≤ 10.
Existence
Theorem 2.1 below completely settles the existence question for Mendelsohn directed triple systems. In the proof, we use results on pairwise balanced
where V is a set of cardinality v, and B is a collection of subsets of V , called blocks, with the property that the size of every block is in the set K and every pair of elements of V is contained in precisely one block. Given a set K of positive integers, the PBD-closure of K is the set B(K) = {v :
Note that if there exists an MDTS(k, λ) for all k ∈ K, then it follows that there exists an MDTS(v, λ) for all v ∈ B(K). This is because, given a PBD(v, K), for each k ∈ K we may replace all the blocks of cardinality k by an MDTS(k, λ), to yield an MDTS(v, λ). 
Proof
Since an MDTS(v, λ) is regular, it follows from Lemma 1.2 that it must satisfy λ(v − 1) ≡ 0 (mod 3). We now show that this necessary condition for the existence of an MDTS(v, λ) is sufficient.
We begin by considering λ = 1. We exhibit an MDTS(v, 1) for v = 4, 7, 10, 19. Since the PBD-closure of {4, 7} is {v : v ≡ 1 (mod 3), v = 10, 19} [2, 11] , it follows that there exists an MDTS(v, 1) for all v ≡ 1 (mod 3).
We gave an example of an MDTS(4, 1) in Section 1, namely the system given by the triples (0, 2, 1), (2, 0, 3), (1, 3, 0), (3, 1, 2). An MDTS (7, 1) Since n copies of an MDTS(v, λ) form an MDTS(v, nλ), it follows from the above results for λ = 1 and λ = 3 that an MDTS(v, λ) exists for all v and λ satisfying the necessary condition λ(v − 1) ≡ 0 (mod 3).
The following corollary to Theorem 2.1 shows that we have an independent proof and generalisation of Colbourn and Colbourn's result [6] that there exists a regular DTS(v, 1) if and only if v ≡ 1 (mod 3).
Corollary 2.2 There exists a regular DTS(v, λ) if and only if
is a necessary condition for the existence of a regular DTS(v, λ). Since every MDTS(v, λ) is regular, it follows from Theorem 2.1 above that this condition is also sufficient. 2
Cyclic systems
In this section we completely settle the existence question for cyclic Mendelsohn directed triple systems. An MDTS(v, λ) is cyclic if it has an automorphism which permutes its points in a cycle of length v. The following lemma gives a necessary condition for the existence of such MDTS(v, λ). Proof Suppose that there exists a cyclic MDTS(v, λ). Then λ(v − 1) ≡ 0 (mod 3), by Theorem 2.1. We show that also λ(v − 1) ≡ 0 (mod 2). Suppose to the contrary that λ(v − 1) is odd. Then the number of orbits of the MDTS, namely λ(v − 1)/3, is odd; denote it by n. Consider any two of the three positions, say i and j. From Lemma 1.1 we know that, for any element x = 0, the number of orbits in which positions i and j contain the sub-orbit generated by (0, x) is equal to the number of orbits in which positions i and j contain the sub-orbit generated by (x, 0). This latter suborbit is the negative of the sub-orbit generated by (0, x), since it is also generated by (0, −x). Since the number n of orbits is odd, the multiset of sub-orbits appearing in places i and j must consist of pairs comprising orbits and their negatives, except for an odd number of occurrences of the only self-negative sub-orbit, that generated by (0, v/2). Now assume that the orbits are generated by the triples (0, x 1 , y 1 ), (0, x 2 , y 2 ), . . . , (0, x n , y n ). Then the sub-orbits occurring in positions 1 and 2 are generated by the pairs (0, x 1 ), (0, x 2 ), . . . , (0, x n ), those occurring in positions 1 and 3 are generated by the pairs (0, y 1 ), (0, y 2 ), . . . , (0, y n ), and those occurring in positions 2 and 3 are generated by the pairs (0, y 1 − x 1 ), (0, y 2 − x 2 ), . . . , (0, y n − x n ). It follows from the discussion in the above paragraph that
which is a contradiction. This completes the proof.
We now prove that the necessary condition in Lemma 3.1 for the existence of a cyclic MDTS(v, λ) is also sufficient. Since a cyclic MDTS(v, We cover all of these cases in Lemmas 3.3 to 3.8 below. The proofs of some of these use the following preliminary lemma, which is easily seen to be true. Lemma 3.2 Let x, y ∈ Z v . Then the ordered triples generated by (0, x, y) and (0, −x, −y) under the action of the mapping i → i + 1 (mod v) satisfy the order conditions.
The proof of the next lemma uses a result on Steiner triple systems. Recall that a Steiner triple system of order v, STS(v), is a pair (V, B) where V is a set of cardinality v and B is a collection of unordered triples of elements of V , called blocks, with the property that every pair of elements of V is contained in precisely one block. 
Proof
There exists a cyclic Steiner triple system of order v for all v ≡ 1 (mod 6) [12] . Choose a representation with V = Z v , invariant under the cyclic group generated by the mapping i → i + 1 (mod v). Replace each orbit of the Steiner triple system generated by a block {0, x, y} by the ordered triples generated by (0, x, y) and (0, −x, −y) under the action of the same group. Since the STS(v) contains no short orbits, it cannot contain a block (0, x, −x) and it then follows from Lemma 3.2 that this gives an MDTS(v, 1). This MDTS(v, 1) is also invariant under a cyclic automorphism. (0, 2x − 1, 4s + 3 − 2x), x ∈ {1, 2, . . . , s, s + 2, . . . , 2s + 1} taken twice, (0, 2x, 4s + 2 − 2x), x ∈ {1, 2, . . . , 2s − 1}, (0, 2x, 2s + 7 − 2x), x ∈ {4, 5, . . . , s}, (0, 2x, 6s − 3 − 2x),
x ∈ {s + 1, s + 2, . . . , 2s − 3}, (0, 2x, 2s + 1),
x ∈ {1, 2, 3, 2s − 2, 2s − 1, 2s}, (0, 4s, 1), (0, 5, 2), (0, 4s − 3, 4s + 1). 2
Thus we have proved the following theorem. Proof This follows from Lemmas 3.1 to 3.8. 2
Lemmas 3.6 and 3.8 above can be used to considerably simplify Cho, Han and Kang's proof [4] of necessary and sufficient conditions for the existence of cyclic directed triple systems. Specifically, Lemmas 2.6, 2.7, 2.8 and 2.9 of [4] , which together prove that there exists a cyclic DTS(v, 3) for v ≡ 3, 5 (mod 6), can be replaced by Lemma 3.6 above (which is in fact a generalisation of Lemma 2.9 of [4] ). Further, Lemmas 2.14, 2.16, 2.18, 2.20, 2.22 and 2.23 of [4] , which together prove that there exists a cyclic DTS(v, 6) for all v ≡ 2, 6 (mod 12), can be replaced by Lemma 3.8 above.
Enumeration of MDTS(v, 1)
We consider two Mendelsohn directed triple systems to be isomorphic if they are isomorphic as directed triple systems. In this section we enumerate the non-isomorphic MDTS(v, 1) for v ≤ 10. By Theorem 2.1, MDTS(v, 1) exist precisely when v ≡ 1 (mod 3). It is easy to see that the number of non-isomorphic MDTS(4, 1) is one; we gave such a system in Section 1. We now deal with v = 7 and v = 10.
We shall call any permutation of the positions of a Mendelsohn directed triple system (or a partial Mendelsohn directed triple system) a position permutation. We denote the six position permutations by I, F 1 , F 2 , F 3 , C and C 2 ; these send each ordered triple (x, y, z) to (x, y, z), (x, z, y), (z, y, x), (y, x, z), (z, x, y) and (y, z, x) respectively (so that F i fixes position i). We denote the group of position permutations by Π.
In determining whether two given MDTS(v, 1) (or partial MDTS(v, 1) satisfying the order conditions) are isomorphic, it is useful to consider graphs that we shall call the position graphs of the systems. Each system has three position graphs, one corresponding to positions 1 and 2, one to positions 1 and 3, and one to positions 2 and 3. Given a system, each of its position graphs has as vertices all the elements of the system. {x, y} is an edge of the graph corresponding to positions i and j if and only if the ordered pair (x, y) appears in positions i and j in some triple (which implies that (y, x) appears in these positions also).
We enumerate the MDTS(7, 1) and MDTS(10, 1) by starting with known enumerations of MTS(7, 1) and MTS(10, 1). We shall say that an MTS(v, λ) is directable if each triple (x, y, z) of the MTS can be individually cyclically re-ordered as one of (x, y, z), (z, x, y) or (y, z, x) in such a way that the resulting system is an MDTS(v, λ); in this case we say that the MTS underlies the MDTS. Clearly every directable MTS(v, 1) is pure, that is, its underlying BIBD has no repeated blocks. The converse of a MTS is the system obtained by replacing each triple (x, y, z) by (z, y, x). Two MTS are said to be equivalent if they are isomorphic or if one is isomorphic to the converse of the other. The inequivalent pure MTS(v, 1) have been enumerated for v = 7 and v = 10.
The number of inequivalent pure MTS(7, 1) is precisely one [10] . Such a system is given by the triples generated by (0, 1, 3) and (0, 6, 4) under the action of the mapping i → i + 1 (mod 7). This system is directable: for example, the triples (0, 1, 3) and (0, 6, 4) generate an MDTS(7, 1), as we stated in the proof of Theorem 2.1. In the remainder of this paragraph, we denote this system by D. Further, once the ordering of an initial triple of this MTS is determined, the orderings of all other triples are forced. Hence this MTS and its converse underly precisely six MDTS, namely those given by applying the six position permutations to D.
However it is straightfoward to check, by working with position graphs, that D is not isomorphic to F 1 (D) . Hence the number of non-isomorphic MDTS(7, 1) is two.
We now discuss the enumeration of MDTS(10, 1). Table 2 in [7] lists all the inequivalent pure MTS (10, 1) ; there are 34. We use the notation of [7] .
Given an element x of an MTS(v, 1), its adjacency graph is the graph whose vertices are the other v − 1 elements of the system, and where {y, z} is an edge if and only if there is a triple of the system containing x, y and z. The adjacency graph of an element of an MTS(10, 1) is thus one of four types: a cycle of length 9 (type A), two cycles of lengths 6 and 3 (type B), two cycles of length 5 and 4 (type C), or three cycles each of length 3 (type D). The T-vector of an MTS(10, 1) is the vector (T A , T B , T C , T D ) where T A , T B , T C and T D are the numbers of elements of the system with an adjacency graph of type A, B, C and D respectively. Table 1 in [7] lists the T-vectors of the 34 pure MTS(10, 1), against their underlying BIBDs (clearly a T-vector is in fact determined by the underlying BIBD of an MTS(v, 1)).
Now if any element x of an MTS(v, 1) has an adjacency graph containing a cycle whose length is not a multiple of 3, then by considering the potential orderings of the triples containing x, it can be seen that the MTS(v, 1) is not directable. Hence a necessary condition for an MTS(10, 1) to be directable is that T C = 0. It therefore follows from Table 1 in [7] that the only possibilities for directable MTS(10, 1) are those numbered (2), (3) (26) For the remainder of the discussion of this MTS, we denote the above system by D. Further, once the ordering of an initial triple of this MTS is determined, the orderings of all other triples are forced. Hence this MTS and its converse underly precisely six MDTS, namely those given by applying the six position permutations to D. 
We now determine the number of non-isomorphic systems amongst these.
Further, it is an easy exercise to check by working with position graphs that D 0 , C(D 0 ) and C 2 (D 0 ) are pairwise non-isomorphic. Thus we need only consider systems of the form
, where π is a position permutation.
Consider D 0 ) ). Hence, similarly to the above, the six systems of the form C(D 0 ) ∪ π(D 1 ) yield three non-isomorphic systems. Further, none of these three is isomorphic to any of the first three, since this would imply the existence of an isomorphism from D 0 to C(D 0 ). Finally, the six systems of the form C 2 (D 0 ) ∪ π(D 1 ) yield another three non-isomorphic systems.
In summary, there follows a list of the nine non-isomorphic MDTS(10, 1) corresponding to Mendelsohn triple system (2) in Table 2 of [7] . In this list, the entry π 0 /π 1 means π 0 (D 0 ) ∪ π 1 (D 1 ). (589)(607) respectively. Also, Mendelsohn triple systems (3)B and (3)C can be directed in such a way that they can be obtained from the above directed version of (3)A by applying appropriate position permutations to the last two MTS(4,1) sub-systems.
Hence every MDTS(10, 1) whose underlying Mendelsohn triple system is ( Thus we have found that in total there are 3+9+14=26 non-isomorphic MDTS (10, 1) .
In summary, we present our enumeration results for MDTS(v, 1) along with the known results for MTS(v, 1) and DTS(v, 1) with the same parameters (see [3, 5, 10] 
