
































How many languages exist?
Jerzy Pogonowski†
Institute of Linguistics, Adam Mickiewicz University
ul. Mie˛dzychodzka 5, 60-371 Poznan´, POLAND
pogon@amu.edu.pl
Abstract
This is the text of a talk given on March 2, 2002 at the conference Applications of Algebra, VI
in Zakopane. We share with the audience a few reflections concerning the problem of how many
languages there are. Logical, mathematical, linguistic and methodological presuppositions of this
question are taken into account.
1 Jaki sens ma powyz˙sze pytanie?
W lingwistyce matematycznej przez je˛zyk rozumie sie˛ dowolny zbiór skon´czonych cia˛gów elemen-
tów ustalonego (skon´czonego lub przeliczalnego) alfabetu. Jes´li wie˛c alfabet A jest skon´czony lub
przeliczalny, to wszystkich skon´czonych cia˛gów jego elementów jest przeliczalnie wiele. W konse-
kwencji, wszystkich je˛zyków nad alfabetem A jest 2ℵ0 , czyli kontinuum. Poniewaz˙ zbiorów rekuren-
cyjnych jest przeliczalnie wiele, wie˛c prawie wszystkie je˛zyki (w powyz˙szym sensie) to zbiory, dla
których nie istnieje efektywna metoda pozwalaja˛ca ustalic´ co jest, a co nie jest elementem tak rozu-
mianego je˛zyka. W innym jeszcze, nieco uproszczonym, sformułowaniu: poniewaz˙ istnieje jedynie
przeliczalnie wiele gramatyk formalnych, wie˛c nieprzeliczalna liczba je˛zyków nie ma efektywnego
opisu syntaktycznego.
Uznanym standardem metodologicznym w opisie je˛zyków rozpatrywanych w logice jest jedno-
znaczne okres´lenie ich składni (np. opis kategorialny) oraz semantyki (np. klasyczne uje˛cie tarskian´-
skie). Gdy je˛zyk jest ustalony, logika interesowac´ moga˛ operacje konsekwencji w tym je˛zyku, alge-
braika zas´ struktury, o których w tymz˙e je˛zyku mowa.
Sa˛ to wszystko powszechnie znane oczywistos´ci i nie to jest tematem niniejszych rozwaz˙an´. Be˛da˛
nas mianowicie interesowac´ je˛zyki naturalne — istnieja˛ce, moz˙liwe oraz brane in abstracto, jako
pewne typy systemów semiotycznych, z uwzgle˛dnieniem proponowanych przez lingwistów (a takz˙e
logików, matematyków i filozofów) ich teoretycznych opisów.
Na postawione w tytule pytanie dac´ moz˙na róz˙ne prawidłowe odpowiedzi. Ich postac´ zalez˙y od
perspektywy semiotycznej — od tych aspektów procesu komunikacji symbolicznej, które uwaz˙amy
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(w danym uje˛ciu) za niemoz˙liwe do pominie˛cia. Ewentualnym poz˙ytkiem ze sformułowania tych
odpowiedzi oraz ich porównania moz˙e byc´ np. ustalenie hierarchii celów badan´ lingwistycznych i
ukazanie — w wielu przypadkach — interdyscyplinarnos´ci tych badan´. Nadto, interesuja˛ce wydaje
sie˛ zwrócenie szczególnej uwagi na role˛ rozumowan´ przez analogie˛ w je˛zykoznawstwie. Przy tego
rodzaju rozumowaniach dokonujemy — s´wiadomie — znacznych uproszczen´ w opisie tak złoz˙onych
systemów, jakimi sa˛ je˛zyki naturalne. Mamy przecie w tym wypadku do czynienia z z˙ywymi syste-
mami semiotycznymi, zmiennymi w czasie, uwarunkowanymi społecznie, których pierwszoplanowe
funkcje komunikacyjne maja˛ charakter pragmatyczny. Od włas´nie wymienionych czynników najcze˛-
s´ciej abstrahujemy w logiczno-matematycznych opisach je˛zyka. Matematyka i logika nie ma jednak
zakazu wste˛pu na te obszary badawcze. Co wie˛cej, nie ma podstaw, aby sa˛dzic´, z˙e matematyczny opis
je˛zyków naturalnych jest gorszy od opisów „czysto lingwistycznych”. Moz˙e jest nawet na odwrót?
2 Ustalenia lingwistów
Odpowiedzi lingwistów na pytanie, ile jest je˛zyków s´wiata sa˛ róz˙ne. Sytuacja ta spowodowana jest
faktem, z˙e jednoznaczna definicja poje˛cia je˛zyk naturalny jest trudna do sformułowania. Nadto, w
układanie spisów je˛zyków (i odróz˙nianie ich np. od dialektów) ingeruja˛ czynniki pozamerytoryczne
— np. polityczne.
Po przyje˛ciu rozsa˛dnych kryteriów odróz˙niania poszczególnych je˛zyków (etnolektów) moz˙na
ustalic´ liczbe˛ istnieja˛cych (be˛da˛cych obecnie w uz˙yciu) je˛zyków s´wiata na 3500–6500.
Dane na temat je˛zyków s´wiata, choc´ wydawac´ sie˛ moga˛ olbrzymie ilos´ciowo, sa˛ jednak bardzo
niekompletne. Dla około 3% (ok. 350) je˛zyków istnieja˛ stosunkowo pełne opisy: słowniki jedno- i
dwuje˛zyczne, podre˛czniki i gramatyki. Cza˛stkowe opisy mamy dla ok. 1300 je˛zyków (nie wie˛cej
niz˙ 20%), mniej niz˙ 30% (około 2000) je˛zyków ma jaka˛kolwiek dokumentacje˛ materiałowa˛. O co
najmniej 70% je˛zyków wiadomo niewiele ponad to, z˙e w ogóle istnieja˛.
Około 98% ludnos´ci s´wiata posługuje sie˛ nieco ponad 2% (około 150) je˛zykami. Tak wie˛c, 98%
spos´ród wszystkich je˛zyków s´wiata jest uz˙ywane przez jedynie 2% całej ludnos´ci s´wiata. Te dane
procentowe maja rzecz jasna charakter rozmyty.
Obecnie 10 je˛zyków ma populacje˛ licza˛ca˛ ponad 100 mln uz˙ytkowników, zas´ około 50 je˛zyków
— populacje licza˛ce od 10 do 99 mln.
Szacuje sie˛, z˙e w cia˛gu 175000 lat historii gatunku homo sapiens maksymalna liczba je˛zyków
be˛da˛cych jednoczes´nie w uz˙yciu wynosiła 20000.
Według prognoz, w cia˛gu najbliz˙szych dwudziestu lat zniknie ponad połowa be˛da˛cych dzis´ w
uz˙yciu je˛zyków.
3 Gramatykalizacja informacji
Wypowiedzi je˛zykowe przekazuja˛ róz˙ne rodzaje informacji: leksykalna˛, gramatyczna˛, emotywna˛, ko-
natywna˛, . . . W opisie struktury je˛zyka szczególna rola przypada informacji zgramatykalizowanej
(lingwis´ci uz˙ywaja˛ tez˙ cze˛sto terminu morfo-syntaktyka je˛zyka). W uproszczeniu, informacja gra-
matyczna ma (wedle wypowiedzi lingwistów) naste˛puja˛ce cechy rozpoznawcze:
• jest informacja˛ obligatoryjnie wyraz˙ana˛ w wypowiedziach;
• jest informacja˛ wyraz˙ana˛ w sposób regularny, poprzez kilka – kilkanas´cie formalnych operacji
na znakach;
• z reguły nie wyste˛puje samodzielnie (to, nieco myla˛ce sformułowanie oddaje przekonanie lin-
gwistów, z˙e informacja gramatyczna jest niejako dodatkiem do — prymarnej — informacji
leksykalnej zawartej w komunikacie; równiez˙ w pragmatycznych opisach je˛zyka do cechy tej
podejs´c´ trzeba nieco inaczej).
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Pierwsze dwie z wymienionych cech wymagaja˛ komentarza. W kaz˙dym je˛zyku pewne aspekty
struktury sytuacji, o których mowa w wypowiedziach musza˛ byc´ formalnie zaznaczone. Np. w pol-
skim osobowe formy czasownika musza˛ byc´ okres´lone wzgle˛dem czasu gramatycznego oraz liczby,
w angielskim lub rumun´skim obligatoryjnie wyraz˙ana jest kategoria okres´lonos´ci, w suahili elementy
nominalne niosa˛ wykładniki klas informuja˛ce do jakich kategorii ontologicznych odnosi sie˛ rzeczow-
nik, w japon´skim konieczne jest zaznaczenie tematu, itd. Kaz˙dy je˛zyk ma sobie specyficzny zestaw
takich obligatoryjnych rodzajów informacji. Nadto, ta sama kategoria gramatyczna (np. czas) moz˙e
byc´ róz˙norako reprezentowana w poszczególnych je˛zykach (np. uprzednios´c´ – nieuprzednios´c´ w ja-
pon´skim a przeszłos´c´ – teraz´niejszos´c´ – przyszłos´c´ w polskim).
Wyliczenie wszystkich rodzajów tak obligatoryjnie wyraz˙anej informacji w je˛zykach s´wiata nie
jest — ze wzgle˛dów praktycznych (zob. poprzedni paragraf) — moz˙liwe. Ograniczmy sie˛ do podania





















Regularnos´c´ wyraz˙ania informacji gramatycznej polega na tym, z˙e kaz˙dy z je˛zyków wykorzystuje
okres´lone techniki do jej zaznaczania. Do najcze˛s´ciej uz˙ywanych nalez˙a˛:
• szyk
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• afiksacja





• jakos´c´ (artykulacyjna, akustyczna) głosek
• tony.
Jak wiadomo, tzw. teza determinizmu je˛zykowego (Sapira-Whorfa) głosi — w uproszczonej po-
staci — iz˙ je˛zyk wyznacza obraz s´wiata. Bywa ona powodem do wielu, nieuzasadnionych spekulacji,
prowokowanych przez niewłas´ciwe jej rozumiemie (zob. np. dywagacje o „bezczasowos´ci” kultury
Hopi, lub „rewelacje” s´niez˙ne Eskimosów).
Wydaje sie˛, z˙e to, co najistotniejsze w tezie determinizmu (i relatywizmu) je˛zykowego stres´cic´
moz˙na krótko: poszczególne je˛zyki gramatykalizuja˛ róz˙ne informacje. Moz˙e włas´ciwa byłoby w tym
miejscu przywołanie analogii z uz˙ywaniem róz˙nego rodzaju układów współrze˛dnych (raczej niz˙ róz˙-
nego rodzaju systemów geometrii).
Stwierdzono, iz˙ kaz˙dy przedstawiciel gatunku homo sapiens jest w stanie nauczyc´ sie˛ dowol-
nego je˛zyka naturalnego — to, jakiego sie˛ nauczy, zalez˙y od otoczenia. Nadto, w kaz˙dym je˛zyku
naturalnym oddac´ moz˙na kaz˙de znaczenie (z uz˙yciem odpowiednich s´rodków metaje˛zykowych oraz
peryfrazy) wyraz˙alne w kaz˙dym innym je˛zyku. Moz˙e to byc´ zache˛ta˛ do prób konstrukcji uniwer-
salnych „leibnizian´skich” systemów semiotycznych, których je˛zyki naturalne byłyby szczególnymi
przypadkami (konkretyzacjami). Istotnie, do prób takich zaliczyc´ moz˙na chyba propozycje dot. „je˛-
zyka mys´len´skiego” (zob. [Fodor 2001]).
Dodajmy na koniec tego paragrafu kilka ciekawostek pokazuja˛cych zróz˙nicowanie je˛zyków s´wia-
ta, jes´li idzie o gramatykalizacje˛ informacji. Fakty te sa˛ „ciekawostkami” z punktu widzenia jezyków
SAE, podobnie jak gramatyka SAE wydawac´ moz˙e sie˛ „dziwaczna” z punktu widzenia innych je˛zy-
ków.
1. W wielu je˛zykach s´wiata wyste˛puje konstrukcja zwana ergatywna˛. Jej specyfika polega — w
grubym uproszczeniu — na tym, z˙e agens zdania nieprzechodniego i patiens zdania przechodniego









Jerzy is´c´-BLISKA PRZYSZŁO´S ´C
Jerzy zaraz pójdzie.
2. Mohawk
Agens oraz patiens zaznaczane sa˛ w czasowniku, a nie w elementach nominalnych:
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Ieks´a:’a raks:á wahonwá:ienhte’
girl boy hit
The girl hit the boy.
Ieks´a:’a raks:á wahshakó:ienhte’
girl boy hit
The boy hit the girl.
3. Mam (zachodnia Guatemala)
Nie ma czasownika lez˙ec´. Sa˛ natomiast naste˛puja˛ce formy:
mutsl he is lying on his stomach
pak’l he is lying on his back
ts¸altsˆ he is lying on his side
qinl he is lying outstretched
leql he is lying sprawled (probably intoxinated)
kuts¸ he is lying alone in a house (probably sick).
Podobnie rzecz sie˛ ma — wedle [Aitchison 1996] — z czasownikiem stac´. Zauwaz˙my, z˙e np.
pierwsze trzy z podanych wyz˙ej form lez˙enia moglibys´my próbowac´ oddac´ przez nowotwory je˛zy-
kowe: brzuszkuje, pleckuje, boczkuje. Gdyby formy takie przyje˛ły sie˛ w je˛zyku, to byc´ moz˙e miałoby
to konsekwencje dla innych paradygmatów gramatycznych. Oczywis´cie nie nalez˙y uwagi tej trak-
towac´ powaz˙nie. W tej samej tonacji dodajmy, z˙e przedostatnia z wymienionych form lez˙enia, a
dokładniej przyczyna takiego lez˙enia moz˙e byc´ w polskim oddana przez całe szerokie spektrum form
(i to z jednym rdzeniem leksykalnym!).
4. Lisu (Birma)
làma nya ánà kyn`-a
tigers TOPIC dogs bite
Zdanie to moz˙na przetłumaczyc´ na dwa sposoby: It’s tigers that bite dogs lub tez˙ It’s dogs that bite
tigers. W tym przypadku role agensa i patiensa nie sa˛ zaznaczone — włas´ciwe znaczenie wynikna˛c´
musi z kontekstu. W je˛zyku lisa zaznacza sie˛ patiensa w niektórych zdaniach przez partykułe˛ lae. Por.
niejednoznaczne polskie: oskarz˙enie arcybiskupa okazało sie˛ słuszne.
5. Nootka
Naste˛puja˛cy przykład moz˙e skłaniac´ do uznania, z˙e w rozpatrywanym je˛zyku zatarciu ulega róz˙-
nica miedzy elementami nominalnymi i werbalnymi:
mamu·k-ma qu·?as-?i
work PRES man - the
The man is working.
qu·?as-ma mamu·k-?i
man PRES work - the
The worker is a man.
Dokładniejsza analiza gramatyczna kategorii okres´lonos´ci w tym je˛zyku (która˛ tu pominiemy)
zmusza jednak do odrzucenia tej — atrakcyjnej dla poszukiwaczy sensacji — hipotezy.
6. W wielu je˛zykach s´wiata spotyka sie˛ klasyfikatory — wyraz˙enia odnosza˛ce sie˛ np. do kategorii
ontologicznej denotacji elementów nominalnych, do ich kształtu, wielkos´ci, doste˛pnos´ci poznawczej,
itd. W szczególnos´ci, klasyfikatory numeryczne doła˛czane sa˛ obligatoryjnie w konstrukcjach kwan-
tyfikatorowych. Klasyfikatory wystepowac´ moga˛ takz˙e jako cze˛s´c´ elementów werbalnych.
5
Investigationes Linguisticae, vol. XIV
4 Diachronia
Matematyczne opisy je˛zyka naturalnego (je˛zyków naturalnych) z reguły dotycza˛ jego (ich) aspek-
tów synchronicznych — rozwaz˙a sie˛ je˛zyk jako twór statyczny i zarazem „semiotycznie domknie˛ty”,
całkowicie okres´lony. Tego typu podejs´cie ma uzasadnienie metodologiczne oraz historyczne. Opisy
wypracowane dla je˛zyków formalnych (siła˛ rzeczy, synchroniczne!) słuz˙a˛ jako aproksymacje je˛zyka
naturalnego. Nadto, matematyczne opisy je˛zyka zacze˛ły byc´ rozwijane, gdy w je˛zykoznawstwie prze-
waz˙ał (synchroniczny!) paradygmat strukturalistyczny (amerykan´ski i europejski).
W ostatnich latach pojawiło sie˛ sporo ciekawych prac dotycza˛cych diachronicznych aspektów
gramatykalizacji informacji w je˛zykach s´wiata. Pozwalaja˛ one spojrzec´ na informacje˛ gramatyczna˛ z
innej perspektywy; w szczególnos´ci, próbuja˛ podac´ (cza˛stkowe przynajmniej) wyjas´nienia, dlaczego
dany typ informacji ulega gramatykalizacji.
Gramatykalizacja informacji dokonuje sie˛ poprzez zmiany je˛zykowe. Jest to proces dos´c´ powolny
— mierzony w setkach lat. Logika opisuja˛cego je˛zyk naturalny najbardziej chyba interesuja˛ zmiany
składniowe (choc´ oczywis´cie przy opisie tych zmian niezbe˛dne jest odwoływanie sie˛ do zmian w
systemie dz´wie˛kowym, leksykalnym i morfologicznym je˛zyka).
Kariere˛ zrobiło dictum Bochen´skiego: Syntax reflects ontology. Kaz˙e ono uwaz˙ac´, z˙e informacja
zgramatykalizowana oddaje strukture˛ s´wiata. Nie pozostaje to w sprzecznos´ci z tezami relatywizmu
i determinizmu je˛zykowego, o ile rozumiane sa˛ one w sposób rozsa˛dny (zob. wyz˙ej). Ska˛d jednak
bierze sie˛ składnia? I, ogólniej, ska˛d bierze sie˛ informacja zgramatykalizowana?
Na temat pocza˛tków składni moz˙na jedynie spekulowac´. „Horyzont zdarzen´ gramatycznych” nie
moz˙e zostac´ przekroczony (rozsa˛dnie jest chyba uwaz˙ac´, z˙e w miare˛ wiarygodne ustalenia dotycza˛
ostatnich 10000 lat rozwoju gramatycznego je˛zyków). Lingwis´ci zakładaja˛ tzw. uniformitarian prin-
ciple — (dogmatyczne) załoz˙enie, z˙e prawa zmian je˛zykowych (a co za tym idzie, prawa dotycza˛ce
gramatykalizacji informacji) były zawsze takie same. Ustalanie struktury je˛zyka na pewnym stadium
jego rozwoju jest wie˛c pewna˛ projekcja˛ biora˛ca˛ pod uwage˛ zalez˙nos´ci (zmiany) mie˛dzy innymi tego
typu stadiami. Popularne ws´ród typologów jest takz˙e hasło today’s syntax is tomorrow’s morpho-
logy. Innym dogmatem (dos´c´ dobrze potwierdzonym) jest przekonanie o jednokierunkowos´ci zmian
je˛zykowych. Nie nalez˙y stwierdzenia tego mylic´ z ustaleniami dotycza˛cymi cyklicznos´ci pewnych
procesów (np. przejs´c´ typu: izoluja˛cy → aglutynacyjny → fleksyjny → izoluja˛cy → . . . ), ani z obser-
wacjami dotycza˛cymi powstawania takich form jak np. duzen, tutoyer, tykac´.
Lingwistyka historyczna stosuje wiele technik, nie mamy tu miejsca, aby je bardziej szczegó-
łowo omawiac´. Metoda filologiczna polega na porównywaniu tekstów (np. dane z okresu 1000 lat).
Metoda rekonstrukcji wewne˛trznej wykorzystuje ustalenia dotycza˛ce praw zmian je˛zykowych (np.
fonetycznych). Pomocne bywaja˛ inne jeszcze metody (np. badanie je˛zyków nowopowstaja˛cych —
pidgin, creole, ustalenia antropologiczne, geograficzne, genetyczne, itd.).
Opisuja˛c powody zmian je˛zykowych brac´ nalez˙y pod uwage˛ m.in.: potrzebe˛ jednoznacznos´ci
komunikatu, frekwencje˛ jednostek, kolizje znaczeniowe, zasade˛ najmniejszego wysiłku, itd. Bardzo
wiele czynników jest tu istotnych — od klityzacji po sacjacje˛.
Do najwaz˙niejszych rodzajów zmian je˛zykowych zaliczaja˛ lingwis´ci: metaforyzacje˛, inferencje˛
(konwencjonalizacje˛ implikatury), uogólnianie (rozszerzanie znaczenia).
Podajmy, dla ilustracji, garstke˛ przykładów pokazuja˛cych zmiany je˛zykowe i zwia˛zany z nimi
proces gramatykalizacji informacji.
1. Tworzenie sie˛ kategorii gramatycznych omówione zostało przyste˛pnie np. w pracy [Kuryło-
wicz 1968]. Rekonstruuje sie˛ tam np. tworzenie sie˛ liczby gramatycznej: od wyróz˙niania obiektów
na zasadzie stycznos´ci (liczba mnoga eliptyczna), przez wyróz˙nianie obiektów skojarzonych przez
stycznos´c´ i podobien´stwo (liczba mnoga kolektywna) do wyróz˙niania obiektów na podstawie podo-
bien´stwa, przynalez˙nos´ci do pewnej klasy (liczba mnoga „matematyczna”).
2. Angielskie will uzyskiwało status wykładnika informacji gramatycznej przez ok. 1000 lat (od
leksykalnego wyraz˙ania che˛ci, woli do gramatycznego wyraz˙ania czasu). Wyraz˙enie going to (a póz´-
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niej — gonna) funkcjonuje obecnie jako wykładnik bezpos´redniej przyszłos´ci; mamy tu do czynienia
z deleksykalizacja˛ znaczenia ruchu i kierunkowos´ci.
3. W Tok Pisin wyraz˙enie long (od angielskiego along) jest uz˙ywane jako „uniwersalny” przy-
imek: na angielski tłumaczone jest przez in, at, on, to, from, with, by, about, because of, during, for,
zalez˙nie od czasownika wyste˛puja˛cego w zdaniu.
4. Deleksykalizacja znaczenia widoczna jest np. w angielskich while, ahead, beside.
5. Leksykalizacja członu hipotaktycznego widoczna jest np. w polskim bog daj (by) zdechł →
bodaj zdechł. Dodanie do bodaj sufiksu -z˙e stwarza forme˛ wyraz˙aja˛ca˛ prawdopodobien´stwo.
6. Polskie formy robiłem, robiłes´, itd. pochodza˛ od form robił jes´m, robił jes´, itd.
7. W dawnej polszczyz´nie uz˙ywało sie˛ jednoczes´nie form: temu wydarzeniu mina˛ł rok oraz dziecku
mina˛ł rok. Współczes´nie pierwsza z tych form uzyskuje postac´ od tego wydarzenia mina˛ł rok, druga
trwa nadal.
Gdy ujmujemy je˛zyk w perspektywie diachronicznej poszczególne znaczenia (leksykalne i gra-
matyczne) nie sa˛ stowarzyszone z pojedyn´czymi wyraz˙eniami, ale raczej z przyporza˛dkowaniami
stadiom je˛zykowym (momentom lub przedziałom czasowym) wyraz˙en´. Jes´li wie˛c opisywac´ poszcze-
gólne stadia je˛zyka jako stosowne struktury relacyjne, to je˛zyk ujmowany diachronicznie staje sie˛
czyms´ w rodzaju produktu kartezjan´skiego tych struktur. Nasuwa sie˛ oczywis´cie dalsza analogia —
tworzenie ultraproduktu (role˛ odpowiedniego ultrafiltru odgrywac´ mogłyby struktury czasowe zwia˛-
zane ze stabilnos´cia˛ informacji).
5 Typy je˛zyków
Jak podobne do siebie sa˛ poszczególne je˛zyki? Czy pewne je˛zyki róz˙nia˛ sie˛ od siebie tak znacza˛co,
z˙e zasadne staje sie˛ mówienie o typach je˛zyków? Czym w takim przypadku sa˛ owe typy je˛zyków?
Oto niektóre z (prostszych) pytan´ zadawanych w typologii strukturalnej je˛zyków s´wiata.
Wedle niektórych lingwistów, typy je˛zyków to po prostu zbiory złoz˙one z jezyków o ustalonym
zestawie cech. W literaturze przedmiotu znajdujemy takz˙e propozycje, aby typy je˛zyków traktowac´
jako swego rodzaju ich wewne˛trzne własnos´ci (intrinsic properties), które odkrywac´ moz˙na na dro-
dze badan´ empirycznych. Dla pisza˛cego te słowa najbardziej atrakcyjna wydaje sie˛ propozycja Theo
Vennemanna, aby typy je˛zyków traktowac´ jako obiekty wyznaczone przez przyjmowana˛ koncepcje˛
lingwistyczna˛ [Vennemann 1982]. Pewne uogólnienie uje˛cia Vennemanna prezentowalis´my w innym
miejscu (zob. np. [Pogonowski 1996]). Postaramy sie˛ poniz˙ej, najkrócej jak to moz˙liwe, przypomniec´
ten pomysł.
Punktem wyjs´cia jest zbiór G obiektów (np. je˛zyków, etnolektów, dialektów, stadiów rozwoju je˛-
zyka, itd.), którym przypisac´ chcemy typy. Traktujemy obiekty z G jako struktury relacyjne, o których
mówic´ moz˙na w stosownym je˛zyku pierwszego rze˛du L, be˛da˛cym je˛zykiem (logicznej rekonstruk-
cji) branej pod uwage˛ teorii lingwistycznej T (teoria ta moz˙e dotyczyc´ np. morfologii, składni, zmian
je˛zykowych, itd.). Buduja˛c typologie obiektów z G lingwis´ci tworza˛ pewna˛ teorie˛ T +, której stałe po-
zalogiczne sa˛ interpretowane jako pewne relacje na zbiorze G (np. przekład, zalez˙nos´ci diachronicz-
ne, relacje polegaja˛ce na porównywaniu systemów fonologicznych, morfologicznych, leksykalnych,
syntaktycznych, itd.). Przez F(n) oznaczmy zbiór wszystkich formuł je˛zyka teorii T + o n zmiennych
wolnych, zas´ przez T p(n) algebre˛ Boole’a, której elementami sa˛ klasy abstrakcji relacji inferencyjnej
równowaz˙nos´ci formuł z F(n) wzgle˛dem teorii T +. Elementy algebry T p(n) nazywamy n-typami.
Pewne zbiory n-typów (spełniaja˛ce proste warunki, których nie ma potrzeby tu szczegółowo oma-
wiac´) sa˛ n-typologiami. Konstrukcja ta stanowi uogólnienie oryginalnej propozycji Vennemanna, w
której typami były jedynie formuły teorii T + z jedna˛ zmienna˛ wolna˛. Uogólnienie to pozwala m.in.
precyzyjnie scharakteryzowac´ poje˛cia inkorporacji oraz polisyntezy, które nie mogły byc´ opisane w
formalizmie Vennemanna.
Zilustrujmy naszkicowana˛ konstrukcje˛ przykładem. W przyje˛tej aparaturze poje˛ciowej dos´c´ pro-
sto zrekonstruowac´ moz˙na np. — z róz˙nym stopniem me˛tnos´ci podawana˛ w podre˛cznikach — kla-
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syczna˛ typologie˛ morfologiczna˛ wychodza˛ca˛ od propozycji Schlegla i Humboldta. Niech mianowicie
T be˛dzie teoria˛ morfologiczna˛ uz˙ywaja˛ca˛ (standardowo rozumianych) parametrów: derywacji, fleksji,
syntezy, semazji i fuzji (parametry te sa˛ trychotomiczne). Załóz˙my, z˙e ws´ród aksjomatów rozpatrywa-
nej teorii morfologicznej wyste˛puje 29 uniwersale Greenberga. W uproszczeniu oznacza to, z˙e jes´li
w je˛zyku wyste˛puje fleksja, to wyste˛puje tez˙ derywacja. Nazwiemy je˛zyk afiksacyjnym, jes´li nie jest
on analityczny (tzn. rdzenie podlegaja˛ afiksacji) oraz kaz˙da modyfikacja syntetyczna jest afiksacja˛ (a
nie np. mutacja˛ tonu lub akcentu, reduplikacja˛, itp.).
Tradycyjna˛ typologie˛ morfologiczna˛ reprezentuja˛ cztery 1-typy:
An 1-typ je˛zyków analitycznych
St-I 1-typ je˛zyków izoluja˛cych tematy
In 1-typ je˛zyków fleksyjnych
Ag 1-typ je˛zyków aglutynacyjnych
Typy te wyznaczone sa˛ przez naste˛puja˛ce własnos´ci wyraz˙alne w T +:
• An: analityczne [rdzenie nie podlegaja˛ afiksacji] (np. chin´ski);
• St-I: fleksja stosuje sie˛ wyła˛cznie do tematów oraz kaz˙dy wyraz jest tematem (np. samoan´ski);
• In: je˛zyki z fleksja˛, które sa˛ jednoczes´nie polisematyczne [nieanalityczne z wieloznaczenio-
wymi afiksami gramatycznymi] i fuzyjne [nieanalityczne z wewne˛trznym sandhi] (np. łacina,
hebrajski, niemiecki);
• Ag: je˛zyki syntetyczne, monosematyczne [nieanalityczne z jednoznaczeniowymi afiksami gra-
matycznymi], kolokacyjne [nieanalityczne bez wewne˛trznego sandhi] i afiksacyjne (np. kore-
an´ski, turecki, suahili).
Poszczególne je˛zyki moga˛ podpadac´ pod wie˛cej niz˙ jeden typ w tej typologii. Nadto, wzgle˛dy
czysto logiczne (definicyjne) wykluczaja˛ wie˛kszos´c´ z 35 = 243 wszystkich kombinacji wartos´ci bra-
nych pod uwage˛ parametrów. Szczególnie ciekawe wydaje sie˛ to, z˙e pewne z tych kombinacji nie sa˛
(?) reprezentowane przez z˙aden je˛zyk s´wiata. Byc´ moz˙e zatem naste˛puja˛ca hipoteza stanowic´ moz˙e
punkt wyjs´cia do sformułowania stosownego uniwersale:
W kaz˙dym je˛zyku, w którym wyste˛puje fleksja i derywacja, sandhi wewne˛trzne wyste˛puje
zawsze ła˛cznie z polisematycznos´cia˛.
Trafnos´c´ tej hipotezy ocenic´ moga˛ stosowne badania materiałowe.
Zauwaz˙my jeszcze, z˙e rozwaz˙anie n-typów dla n > 1 pozwala na przypisywanie typów nie tylko
poszczególnym obiektom z G, ale równiez˙ np. relacjom mie˛dzy tymi obiektami, itd. Nadto, dopusz-
czenie formuł z kwantyfikatorami wia˛z˙a˛cymi zmienne przebiegaja˛ce zbiór G umoz˙liwia charaktery-
styke˛ zjawisk w rodzaju inkorporacji i polisyntezy.




Es gelang einem überhaupt nicht, einen Rastplatz zu finden.
Całkiem mu sie˛ nie udawało znalez´c´ miejsca, aby odpocza˛c´.
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Afiks Przybliz˙ony odpowiednik polski
qasu byc´ zme˛czonym
iiq negacja (jakby przyorzecznikowa)
saq afiks kauzatywny
BBik miejsce dla ...
caq afiks powtarzalnos´ci
si znalez´c´
n˝n˝it negacja (jakby przyzdaniowa)
luinaq całkowicie
naq tam oto jest





n afiks osobowy 1 sing.
i afiks osobowy 3 sing.
a afiks osobowy 3 sing.
l kierunek (do)
o kierunek (od)
t afiks oznaczaja˛cy dawanie
3. Eskimoski (jupik)
kimuxsigjaxkauakuk
On powiniem jechac´ saniami zaprze˛z˙onymi w psy.
kimuxsik sanie zaprze˛z˙one w psy
ua duratywnos´c´
jaxka koniecznos´c´, przeznaczenie do czegos´
kuk afiks osobowy 3 sing.
4. Ajnu (sachalin´ski)
aneisantusuixci
Oni chca˛, abys´ ty mnie pos´lubiła.
an
e afiks osobowy




6 Uniwersalia i inz˙ynieria semantyczna
Jakie cechy strukturalne wyste˛puja˛ we wszystkich je˛zykach s´wiata? Czy jakies´ kategorie gramatyczne
musza˛ byc´ wspólne dla wszystkich je˛zyków? Czy wyste˛powanie w danym je˛zyku pewnych katego-
rii gramatycznych wymusza (lub wyklucza) obecnos´c´ w nim innych kategorii? Te i podobne (nieco
bardziej subtelne) pytania stanowia˛ punkt wyjs´cia do badan´ uniwersaliów je˛zykowych.
Wielokrotnie próbowano układac´ listy absolutnych uniwersaliów je˛zykowych (zob. np. [Hockett
1958], [Lyons 1977]). Proponowane cechy miały charakter bardzo ogólny, dotyczyły włas´ciwie sys-
temów semiotycznych w ogólnos´ci. Wspomnijmy tez˙, z˙e nie całkiem spełniły sie˛ nadzieje zwia˛zane
z tzw. glottochronologia˛ oraz leksykostatystyka˛ — ustaleniem listy podstawowych słów, wyste˛pu-
ja˛cych we wszystkich je˛zykach. Nieco inna˛ perspektywe˛ metodologiczna˛ przyjmuje sie˛ w pracach
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Wierzbickiej (szukanie tzw. semantic primitives, atomów znaczenia uniwersalnych dla wszystkich
je˛zyków).
Znacza˛ca w badaniu uniwersaliów była praca [Greenberg 1966], pos´wie˛cona przede wszystkim
szykowi elementów. Przytoczmy, dla ilustracji, niektóre z propozycji Greenberga:
Universal 3. Languages with dominant VSO order are always prepositional.
Universal 4. With overwhelmingly greater than chance frequency, languages with normal SOV
order are postpositional.
Universal 5. If a language has dominant SOV order and the genetive follows the governing noun,
then the adjective likewise follows the noun.
Universal 17. With overwhelmingly more than chance frequency, languages with dominant order
VSO have the adjective after the noun.
Dodajmy jeszcze prozycje˛ z pracy [Aitchison 1996]:
„A possible list of ‘narrow’ absolute universals — features found in all languages — runs as
follows.
All languages:
(1) have consonants and vowels.
(2) combine sounds into larger units.
(3) have nouns — words for people and objects.
(4) have verbs — words for actions.
(5) can combine words.
(6) can say what did what to who.
(7) can negate utterances.
(8) can ask questions.
(9) involve structure-dependence.
(10) involve recursion.
But even these few could be criticized as misleading.”
Wydaje sie˛, z˙e szczególnie mocne charakterystyki je˛zyków otrzymac´ moz˙na poprzez ustalanie,
jakie cechy nie moga˛ wysta˛pic´ w z˙adnym je˛zyku naturalnym. Innymi słowy, chodzi o podanie nie tych
cech, które po prostu nie sa˛ rejestrowane w z˙adnym je˛zyku (jest ich oczywis´cie nieskon´czenie wiele),
lecz tych, które sa˛ wykluczone — ze wzgle˛du na pozostałe własnos´ci (fonologiczne, leksykalne,
morfo-syntaktyczne, składniowe, pragmatyczne, itd.).
Pomocne w ustalaniu takich cech moz˙e byc´ stosowanie inz˙ynierii semantycznej: przekornego kon-
struowania potencjalnych je˛zyków o zadanych własnos´ciach (np. z wybranymi kategoryzacjami rze-
czywistos´ci pozaje˛zykowej odzwierciadlanymi w informacji zgramatykalizowanej, ustalonymi me-
todami wyraz˙ania informacji gramatycznej, itp.). Przykład takiej zabawy podany jest w broszurze
opisuja˛cej wydumany pewnej styczniowej nocy 1982 roku je˛zyk ninguen˜o [Majewicz, Pogonowski
1983a]. Rozwaz˙my kilka dalszych przykładów.
1. W z˙adnym je˛zyku negacja nie jest oddawana przez inwersje˛ szyku elementów. Włas´ciwie
trudno wytłumaczyc´, dlaczego tak jest. Natomiast w kaz˙dym je˛zyku negacja wyste˛puje i nie wydaje
sie˛ moz˙liwy system semiotyczny (opisuja˛cy rzeczywistos´c´ gatunku homo sapiens) bez moz˙liwos´ci
zaprzeczania wypowiedzi.
2. O ile wiadomo, nie istnieja˛ je˛zyki, które w kaz˙dym (!) paradygmacie fleksyjnym miałyby forme˛
supletywna˛. Moz˙na zastanawiac´ sie˛, jakie prawa strukturalne wymuszaja˛ te˛ sytuacje˛.
3. Czy moga˛ istniec´ je˛zyki pozbawione wyraz˙en´ metaforycznych lub idiomatycznych? Jakie sa˛
granice nasycenia je˛zyka metafora˛ i idiomami (wszystkie wyraz˙enia nie moga˛ byc´ metaforami; po-
dobnie, wszystkie wyraz˙enia nie moga˛ byc´ idiomami).
4. W wielu je˛zykach s´wiata nie wyste˛puje gramatyczna kategoria (osobo)-liczby. W kaz˙dym je˛-
zyku sa˛ jednak (o róz˙nym stopniu komplikacji) systemy zaimkowe. Wyobraz˙enie sobie je˛zyka bez
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elementów deiktycznych jest moz˙liwe — tematem spekulacji moz˙e byc´ nawet ew. pierwotnos´c´ tego
stadium je˛zykowego.
7 I co dalej?
Czy je˛zyki naturalne sa˛ jakiegos´ rodzaju strukturami algebraicznymi? Czym wtedy (w interpretacji
lingwistycznej) sa˛ morfizmy okres´lone na takich strukturach?
Jakiego rodzaju struktura˛ algebraiczna˛ jest Je˛zyk Naturalny — przy załoz˙eniu, z˙e obserwowalne
róz˙nice mie˛dzy je˛zykami etnicznymi sa˛, z nalez˙ytej perspektywy teoretycznej, do pominie˛cia?
Odpowiedzi na to pytanie sa˛ jednoczes´nie odpowiedziami na pytanie zadane w tytule tego od-
czytu. Staje sie˛ to oczywiste, gdy uznamy, z˙e liczyc´ je˛zyki chcemy z dokładnos´cia˛ do izomorfizmu.
Spójrzmy, jakie konsekwencje moga˛ miec´ konkretne, numeryczne charakterystyki liczby je˛zy-
ków:
1. Je˛zyków naturalnych jest tyle, ile wyliczaja˛ ich lingwis´ci — np. 5643. Oznacza to, z˙e kaz˙dy
je˛zyk naturalny jest struktura˛ (relacyjna˛) o indywidualnej sygnaturze. Troche˛ dziwaczne, prawda?
Nadto, grozi bezrobociem lingwistom teoretycznym. . .
2. Je˛zyków naturalnych (moz˙liwych) jest 2ℵ0 . Taka˛ odpowiedz´ uzasadnia np. traktowanie je˛zyka
jako zbioru zdan´ (skon´czonych cia˛gów morfemów). Czy Uniwersalny Indeks Je˛zyków moz˙e miec´
kontinuum pozycji? Kto to przeczyta?!
3. Je˛zyków naturalnych (moz˙liwych) jest ℵ0. Zgadzamy sie˛ na nieskon´czonos´c´ liczby je˛zyków,
ale niech be˛dzie ona „rozumnie” nieskon´czona. W szczególnos´ci, moz˙emy uznac´, z˙e mamy tylko
ograniczone moz˙liwos´ci tworzenia teorii lingwistycznych (i to teorii o pewnych wewne˛trznych ogra-
niczeniach). Bardzo me˛tna to odpowiedz´ (ale spotyka sie˛ takie w refleksjach lingwistycznych).
4. Liczba je˛zyków naturalnych (moz˙liwych) zalez˙y od akceptowanej teorii lingwistycznej. W
szczególnos´ci, moz˙na szacowac´ liczbe˛ 1-typów je˛zyków, otrzymywanych w typologiach bazuja˛cych
na rozwaz˙anej teorii lingwistycznej. Odpowiedz´ pone˛tna dla niektórych metodologów.
5. Jest 1 Je˛zyk Naturalny. Odpowiedz´ taka zakłada, z˙e potrafimy skonstruowac´ uniwersalna˛ teorie˛
lingwistyczna˛, której jedynym zamierzonym modelem jest Je˛zyk Naturalny. Znane metatwierdzenia
logiczne (twierdzenie Gödla, twierdzenie Löwenheima-Skolema) ukazuja˛ pewne ograniczenia, jes´li
idzie o istnienie takiego (jedynego z dokładnos´cia˛ do izomorfizmu) modelu. Jednak odpowiedz´ taka
jest obiektem poz˙a˛dania zarówno niektórych lingwistów jak i filozofów.
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