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Abstract
Liquid chromatography at the critical condition (LCCC) is often used for analy-
sis of block copolymers where solvent conditions are chosen such that the molecular
weight dependence of one of the blocks upon retention is negligible. In this work,
Gibbs ensemble Monte Carlo simulations are used to determine partition constants of
block copolymer chains moving between mobile and spherical- or cylindrical-shaped
stationary phases. With these simulations, we explore the limitations of using LCCC
to characterize the molecular weight distribution of block copolymers with various se-
quences. Thermodynamic properties of transfer are shown to vary with sequence and
are dependent on temperature. Informed by the monomer-level adsorption analysis,
new calibration equations relating partition constant and sequence are proposed.
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Chapter 1
Introduction
Polymers play many roles in modern life from simple applications like poly(ethylene
terephthalate) used in beverage bottles to highly technical applications such as drug
delivery, electronic devices, and medical devices where designer copolymers of varying
architectures and compositions are required [1, 2, 3]. The molecular weight distribu-
tion (MWD) of a polymer sample is integral to product performance in these appli-
cations. Liquid chromatography techniques, in particular size exclusion chromatog-
raphy (SEC), are commonly used to characterize the MWD of a polymer sample;
however, this technique is unable to give accurate data for copolymer systems [4, 5].
Given the rise of copolymer synthesis, a new method, liquid chromatography at the
critical condition (LCCC), was devised to help accurately characterize the MWD
these polymers [6]. Several recent experimental studies contest the validity of this
technique [7, 8, 9, 10, 11]. The main focus of this work is to test the assumptions
and validity of the LCCC methodology using the molecular-level insight gained from
Monte Carlo simulations.
1.1 Polymer Chromatography
Unlike small molecules, a polymer sample may be composed of molecules with a
wide range of molecular weights. Even polymer chains prepared in just one synthe-
sis experiment have varying lengths; hence, producing a “molecular weight distribu-
tion” (MWD) that varies based on polymerization type and reaction conditions. The
MWD affects the physical properties of the final product and thus is important to
1
2properly characterize. When describing a polymer sample, two average chain length
definitions are commonly used: the number-average molecular weight, Mn, and the
weight-average molecular weight, Mw, which are defined below [2]:
Mn =
∑
i niMi∑
i ni
(1.1)
Mw =
∑
i niM
2
i∑
i niMi
(1.2)
where ni is the number of chains with degree of polymerization i, and Mi is the
molecular weight of the i-mer. The ratio of Mw to Mn yields the dispersity, Ð, which
describes the spread of the chain lengths in the sample. A dispersity value of unity
means that all chains in the sample are the same length while larger values indicate
broader MWDs.
These average molecular weights are straightforward to determine when one knows
the distribution of chain lengths in a polymer sample; however, polymer syntheses do
not immediately yield this information at the end of the reaction based on the amount
of reagents consumed, reaction time, or by the appearance of the product. Instead,
chromatographic techniques are commonly used to separate the chains to determine
the MWD [4]. The remainder of this section provides a brief introduction into col-
umn chromatography and then chromatographic techniques specifically designed for
characterizing polymers.
1.1.1 Liquid Chromatography
Column chromatography dates back to the early 1900’s and is widely used due to its
relative ease to separate compounds for preparative or analytical needs [4, 12, 13, 14].
While there are many varieties of column chromatography, let us initially focus on
liquid chromatography (LC). In LC, a column is connected to a solvent source and a
sample injector on one end and a detector, or multiple detectors, are attached to the
other end. The solutes are separated according to the strength of their interactions
with the stationary phase, repulsive or attractive interactions with the surface of
the column packing material; and with the mobile phase, the solvent. The output
from a typical LC experiment can look similar to Fig. 1.1, where each peak contains
one or multiple analytes. Analytes that reside primarily in the mobile phase elute
3before those that reside more in the stationary phase. Ideally, each peak would be
very narrow and Gaussian-shaped, and all peaks would be baseline resolved; however,
peak broadening and tailing, along with similar elution times for different species lead
to non-Gaussian peak shapes. Peak broadening is influenced by many factors such as
sample concentration, mobile phase rate, and column packing particle size.
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Figure 1.1: Sketch of a LC chromatogram.
Despite the flow present in LC, the solute transfer between the two phases is
understood to be an equilibrium process [14, 15]. This can be written out for an
analyte A moving between mobile (mob) and stationary (stat) phases as:
Amob  Astat (1.3)
The partition coefficient, K, is defined as the ratio of analyte concentrations in the
two phases:
KA =
nA,stat/Vstat
nA,mob/Vmob
=
cA,mob
cA,stat
(1.4)
where n is the number of A molecules in each phase, V is the volume of each phase,
and c is the concentration of A in each phase. Unfortunately, K can not be directly
measured in a LC experiment, but a related factor, the retention time, tret, is mea-
sured. The retention time is the sum of the time the analyte spends in the stationary
phase, tstat and the time it takes for the mobile phase to reach the detector, tmob.
tret = tstat + tmob (1.5)
4With a known length of the column, L, the average analyte linear velocity, v, and
average mobile-phase molecule velocity, u, can be determined from:
v =
L
tret
(1.6)
and
u =
L
tmob
(1.7)
The analyte velocity can be described as a fraction of the mobile-phase molecules:
v = u× (fraction of time analyte spends in mobile phase) (1.8)
which can also be defined as
v = u× nA,mob
nA,mob + nA,stat
(1.9)
Introducing the volume of each phase allows us to re-write Eqn. 1.9 as:
v = u× cmobVmob
cmobVmob + cstatVstat
= u× 1
1 + cstatVstat/cmobVmob
(1.10)
Substitution of Eqn. 1.4 into Eqn. 1.10 yields:
v = u× 1
1 +KAVstat/Vmob
(1.11)
The retention factor, k, is introduced to compare migration rates of multiple analytes
as it does not depend on the mobile-phase flow rate through the column, allowing for
easier comparison between multiple experiments performed on the same column with
the same solvent system. It is defined as
kA =
KAVstat
Vmob
(1.12)
Substituting Eqn. 1.12 into Eqn. 1.11 yields
v = u× 1
1 + kA
(1.13)
Recalling the definitions of v and u and using these in Eqn. 1.13 gives the relationship
between the retention and time and kA
L
tret
=
L
tmob
× 1
1 + kA
(1.14)
5This can be rearranged to
kA =
tret − tmob
tmob
(1.15)
One advantage of using Gibbs ensemble Monte Carlo simulations, is that one may
easily obtain the analyte density in each phase. The ratio of these two densities can
be used to determine the partition coefficient, K, which is then used to calculate the
Gibbs free energies of transfer, ∆Gtrans, by using Eqn. 1.16 [15, 16]:
∆Gtrans = −RT lnK (1.16)
where R is the universal gas constant and T is the absolute temperature.
1.1.2 Size Exclusion Chromatography
A variant of LC, gel permeation chromatography, was first used for polymers in 1964
to characterize the molecular weight of polystyrene samples [17]. As time progressed
and the method became better understood, the preferred nomenclature changed from
“gel permeation chromatography” to “size exclusion chromatography” (SEC) [1, 2].
This method is still one of the most popular methods for separating and characterizing
polymers [18]. Like in “traditional” LC, there is a liquid mobile phase that carries
the solute through the column. Furthermore, the column is packed with porous
beads, as illustrated in Fig. 1.2. While small chains may still sample many degrees of
conformational freedom when within a pore, larger chains are able to sample only a
few degrees of configurational freedom when within a pore and are excluded from very
small pores. This entropic effect results in higher retention of small chains compared
to long chains, as illustrated in Fig. 1.2 (B). Long polymer chains have shorter elution
times than small chains as illustrated in Fig. 1.2 (C) and (D).
The polymer partition coefficient is influenced by the solvent as chain separation
is actually dependent on the hydrodynamic volume of the particular polymer in the
chosen solvent, rather than directly on the degree of polymerization. Different scal-
ing relationships between the degree of polymerization, N , and the hydrodynamic
volume, Vh, based on the quality of the solvent for a particular polymer have been
determined [2]. This requires the assumption that Vh is proportional to the radius of
6Figure 1.2: Illustration of a SEC retention process. Image taken from [1].
gyration, Rg, as shown:
Vh ∝ 3
4
piR3g (1.17)
From here, Rg is related to N through the Flory exponent, ν:
Rg ∝ Nν (1.18)
The value of the exponent varies from 1/3 for spheres which are similar to polymers
in poor solvents, 1/2 for flexible coils in theta solvents, 3/5 for flexible chains in good
solvents, to unity for rigid rods.
To account for the different scaling relationships, solvent and temperature effects,
and proportionality factors, the conversion from elution time to molecular weights
is usually done by comparing to calibration curves run under the same conditions.
Standards for common polymers such as polystyrene are available over a wide range
of molecular weights; however, standards for polymers made from novel monomers
are generally unavailable. In these cases, polystyrene standards are still frequently
used for the calibration curve, but since each solvent solvates each polymer differently,
polystyrene standards often yields inaccurate MWDs.
71.1.3 Liquid Chromatography at the Critical Condition
More recent developments in polymer synthesis have yielded polymer chains that are
composed of multiple monomers in a single polymer chain, known as copolymers, that
exhibit unique morphologies and thus are the subject of much interest [3, 19, 20]. As
alluded to previously, different polymers have different scaling relationships between
hydrodynamic volume and degree of polymerization under the same conditions. As
such, it is impossible to use SEC to determine an accurate MWD for a copolymer
sample and new variations of SEC have been developed to better characterize the
MWD of copolymers.
The SEC variant studied in this work is known by “liquid chromatography at the
critical condition” (LCCC) which was first described in 1986 [21, 22]. The “critical
condition” refers to the solvent, column, and temperature combination that results
in co-elution of homopolymers, independent of molecular weight. A sketch of the
relationship between molecular weight (M) and retention time for SEC and LCCC is
given in Fig. 1.3. Calibration curves similar to Fig. 1.3 are prepared when using SEC
to determine the molecular weight of a synthesized polymer. The x-axis is either time
or retention volume while the y-axis is typically log M . Experimental practice uses
log M as it yields an approximately linear relationship over two orders of magnitude
in M in SEC [2]. Poor separation is responsible for the nonlinear relationships at
either end of the time scale. All chains too large to fit into any pores elute together
at a short elution time corresponding to the time required to flow through the voids
between packing beads. Polymer chains small enough to enter all pores elute with
the solvent are represented in the nonlinear portion at long retention time. In LCCC,
all chain lengths co-elute at the same time so a narrow peak is observed.
In SEC, separation is primarily directed by entropic effects: shorter chains have
many more accessible configurational degrees of freedom within a pore than longer
chains, hence, shorter chains are more retained and have higher partition coefficients.
Adding an additional repeat unit to the chain decreases the number of accessible
configurational degrees of freedom as a longer chain is excluded from more pores.
In LCCC, this incremental entropic penalty is balanced with an enthalpic gain that
occurs from an additional repeat unit adsorbing onto the pore surface. This results
in minimal chromatographic separation for chains of different molecular weights. As
all chain lengths of one monomer type co-elute, this monomer type is at the “critical
8Figure 1.3: Sketch of the relationship between molecular weight,M , and elution time,
t, for SEC and LCCC.
condition” and thus appears to be “chromatographically invisible.” While it may seem
odd to choose operating conditions such that one has no separation, this approach
becomes more useful when multiple monomers are present in the chain. When one of
the monomers of a copolymer is at the critical condition, separation is supposed to be
purely dependent on the hydrodynamic volume composed of other monomer types.
This process is repeated for both monomer types present in a two-component polymer
to yield the degree of polymerization for each component and the total MWD for the
polymer sample.
There has been much debate over whether LCCC yields accurate MWD data for
block copolymers based on both experimental [7, 8, 9, 10, 11] and simulation [23, 24,
25, 26, 27, 28, 29, 30] data. The goal of the LCCC component of this work is to assess
the LCCC method by using computer simulation and demonstrate the limitations of
this technique with model linear polymers which is discussed in Chapter 3 of this
work.
Chapter 2
Theory and Methods
As mentioned in Chapter 1, scientific insight can be limited by the resolution of
characterization techniques and many experiments can be too dangerous or create too
much hazardous waste to perform. This chapter focuses on developing the background
for the primary simulation techniques utilized in this body of work. First, there is a
brief overview of statistical mechanics which is followed by a discussion of the Monte
Carlo simulation approach and advanced algorithms which enable efficient polymer
simulations.
2.1 Statistical Mechanics
Chemists tend to take either a macroscopic or a microscopic view of a system of inter-
est. From the macroscopic perspective, solutions are described by properties such as
temperature, volume, and concentration, but molecular scale information is generally
unknown. From the microscopic perspective, one knows the locations of individual
atoms and the electron distributions around them. Statistical mechanics serves as
the bridge from molecular configurations to macroscale thermodynamic properties.
When using the microscopic perspective, one finds that the possible number of
states for a macroscopic-sized system (roughly 1024 molecules) is quite large. The
term “ensemble” is used to describe a collection of a very large number of systems that
satisfy the same set of macroscopic constraints, but represent different microscopic
states [31, 32]. To connect the ensemble used in statistical mechanics and macroscopic
properties, we first begin with the three postulates of statistical mechanics:
9
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1. An isolated system can be found with equal probability in any of its accessible
quantum (or classical) states. This is known as the principle of equal a priori
probabilities.
2. Ensemble averages are equivalent to time averages, provided that the time aver-
age is taken over a period of time greater than the number of subsystems in the
ensemble times the relaxation time of the system. This is known as the ergodic
hypothesis.
3. The weighted average value of a mechanical property taken over all accessible
microscopic states corresponds to a parallel thermodynamic property.
This work uses the Gibbs-NV T ensemble which has constant number of particles,
N , volume, V , and absolute temperature, T . This is a multi-box variant of the
canonical ensemble which allows for simultaneous sampling of multiple phases that
are in chemical equilibrium with each other. To begin the discussion on specific
topics within statistical mechanics pertinent to this work, we will initially focus on
the canonical ensemble which is used for single box systems with known N , V , and
T , and discuss the Gibbs-NV T ensemble in Section 2.4.
The partition function of the canonical ensemble, Q(N, V, T ), is
Q(N, V, T ) =
∑
j
eEj/kBT (2.1)
and the probability that the system is in energy state Ej is given by
Pj(N, V, T ) =
eEj/kBT
Q(N, V, T )
(2.2)
where Ej is the energy of quantum state j and kB is the Boltzmann constant. This
summation is for all accessible states of a system. Using Eq. 2.2 and the third pos-
tulate, one can compute an average mechanical property, M¯ of the system using:
M¯ =
∑
j
MjPj (2.3)
The quantized canonical partition function may be extended to a continuous ver-
sion for classical mechanics by assuming that energy is a continuous function of
atomic positions and momenta and using the classical Hamiltonian H(qN ,pN) where
11
qN = q1, q2, · · · , qN is the set of all positions and pN = p1, p2, · · · , pN is the set of all
momenta. We can convert the summation in Eqn. 2.1 to a multidimensional integral
over the set of 3N coordinates, qN , and 3N momenta, pN to yield
Qclass =
c
N !
∫ +∞
−∞
· · ·
∫
V
e−H(q
N ,pN )/kBTdpNdqN (2.4)
where c is a constant that ensures Q and Qclass are equal and 1/N ! accounts for
indistinguishable particles.
Now, let us assume that the Hamiltonian can be separated into terms representing
kinetic and potential energy and that we only have translational degrees of freedom.
This yields
H(qN ,pN) =
1
2m
N∑
j=1
(p2xj + p
2
yj + p
2
zj) + U(q
N) (2.5)
We can substitute Eqn. 2.5 into Eqn. 2.4 and integrate over the momenta which
yields
Qclass =
1
N !
(
2pimkBT
h2
)3N/2
ZN (2.6)
where
ZN =
∫
· · ·
∫
e−U(q
N )/kBTdqN (2.7)
is called the configurational integral, and the exponential term is the Boltzmann
weight. By introducing the thermal de Broglie wavelength, Λ, defined as
Λ =
(
h2
2pimkBT
)1/2
(2.8)
We can substitute Λ into Eqn. 2.6 which results in
Qclass =
ZN
N !Λ3N
(2.9)
Recalling the third postulate, we can use Eqn. 2.9 to compute the average of a
thermodynamic property, 〈M〉, with
〈M〉 = 1
Qclass
∫
· · ·
∫
M(qN ,pN)e−U(q
N ,pN )/kBTdpNdqN (2.10)
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which simplifies to
〈M〉 = 1
ZN
∫
· · ·
∫
M(qN)e−U(q
N )/kBTdqN (2.11)
when examining properties that only depend on the particle positions.
To determine thermal properties, we need to determine the entropy of the system,
which is given by
S(N, V, T ) = −kB
∑
j
Pj ln Pj = − kB
Q(N, V, T )
∑
j
eEj/kBT
(
− Ej
kBT
− ln Q(N, V, T )
)
(2.12)
and the average energy of the system, E¯. Since E is a mechanical property we may
use Eq. 2.3
E¯ =
∑
j
EjPj =
∑
j Eje
Ej/kBT
Q(N, V, T )
(2.13)
From thermodynamics we have the relation
S =
E
T
− A
T
(2.14)
where A is the Helmholtz free energy. We can combine Equations 2.12, 2.13, and 2.14
to yield
S =
E¯
T
+ kB ln Q =
E
T
− A
T
(2.15)
Therefore
A(N, V, T ) = −kBT ln Q(N, V, T ) (2.16)
Equation 2.16 allows us to determine entropy, pressure (p), and energy from thermo-
dynamics using
dA = −SdT − pdV +
∑
α
µαdNα (2.17)
where µ is the chemical potential. Thus,
S = −
(
∂A
∂T
)
V,N
= kBT
(
∂ ln Q
∂T
)
V,N
+ kB ln Q (2.18)
p = −
(
∂A
∂V
)
T,N
= kBT
(
∂ ln Q
∂V
)
T,N
(2.19)
E = −T 2
(
∂A/T
∂T
)
V,N
= kBT
2
(
∂ ln Q
∂T
)
V,N
(2.20)
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2.2 Molecular Simulation Methods
The equations that allow us to compute thermodynamic properties using classical
mechanics were given in the previous sections; however, the integrals are frequently
impossible to solve due to the complexity of the potential function U and the high
dimensionality of the complete set of coordinates and momenta for a molecular sys-
tem, otherwise known as the “phase space.” Fortunately, molecular simulations are
a useful tool to bypass direct calculation of the partition function while determining
the desired thermodynamic properties. Furthermore, only a small subset of sample
configurations, if the simulation samples phase space efficiently, is required for precise
calculation of thermodynamic properties.
There are two main techniques for sampling phase space: molecular dynamics
(MD) and Monte Carlo (MC). Both techniques have certain advantages and disad-
vantages when sampling phase space efficiently. In MD, inter- and intra-molecular
potentials are used to calculate forces between particles. These forces are then used in
Newton’s equations of motion to determine how particles move during each timestep,
δt. As a result, MD simulations can be used to determine many time-dependent
properties such as diffusion rates. To accurately conserve energy and capture high
frequency vibrations, δt is typically on the order of a femtosecond or less, which limits
the total simulation length to time scales on the order of nanoseconds due to com-
putational cost. Coarse-grained models, which do not contain vibrations with light
atoms, permit longer time steps and thus longer simulations at the expense of atom-
istic detail. Replica-exchange MD is one improvement to help observe phenomena
that occur over long time scales such as protein folding [33]. In this method, pairs
of replicas from different temperatures are exchanged to move out of local minima
on the potential energy surface. Another approach, metadynamics, adds biases to
the potential energy surface such that the full energy surface is constant with respect
to a set of collective variables [34]. Despite these improvements to MD algorithms,
phenomena that occur over long (i.e. millisecond) time spans are still difficult, if not
impossible, to observe with current computing technology.
MC simulations instead rely upon probabilities to observe system configurations.
The probability to observe a given configuration is proportional to its Boltzmann
factor, e−U(qN )/kBT , which results in more frequent sampling of lower energy configu-
rations over higher energy configurations, but lacks time considerations. Thus, MC
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is unable to yield precise time-dependent properties; however, unphysical moves are
permitted such that high energy barriers can be bypassed and thus rare events are
sampled much more efficiently than in MD simulations. In this work, we wish to
examine properties which are not time-dependent and unphysical moves can help us
sample chain configurations much more efficiently. This technique is explained in
greater detail in Section 2.3, and a special scheme for efficient phase space sampling
for long chain configurations is explained in 2.5 below.
2.3 Metropolis Monte Carlo
One approach to approximate the integrals in Eqn. 2.11 to calculate our desired ther-
modynamic properties is known as hit-and-miss integration. Here, N configurations
are randomly generated and then the Boltzmann factors for all configurations are
summed, and thus the average is computed using the equation:
〈M〉 ≈
∑J
j=1 M(qj)e
−U(qj)/kBT∑J
j=1 e
−U(qj)/kBT
(2.21)
As the J → ∞, Eqn. 2.21 approaches the true ensemble average given in Eqn. 2.11.
Since most possible configurations have near-zero Boltzmann factors due to high-
energy overlaps between particles, relatively few configurations contribute signifi-
cantly to the the configuration average and thus contribute to the thermodynamic
averages. Given the nature of the hit-and-miss method, a large amount of insignifi-
cant configurations is generated, and thus a large amount of computer time is wasted
if this technique is used. Fortunately, smarter methods have been developed to in-
crease the likelihood of generating configurations that make a significant contribution
to the configuration integral.
The Metropolis Monte Carlo method was used for the first computer simulation
in 1953 and remains one of the most popular MC variants to this day [35, 36]. The
method also has the moniker “importance” sampling as configurations are chosen
according to their Boltzmann weight, but then weighted evenly. As a result, high
energy configurations are less likely to be selected, and thus, a smaller total number of
configurations can be generated while still obtaining accurate results. This is achieved
by starting with a random configuration and undergoing a perturbation upon a single
particle (i.e. a translation move) which then puts the system in a new state. This
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move is then accepted or rejected according to the Boltzmann weights for the two
configurations:
Pacc,old→new = min[1, e−∆U/kBT ] (2.22)
where ∆U is the change in potential energy between the new and old states. Moves
that decrease the potential energy of the system are always accepted. For moves
that increase the potential energy, a random number between zero and one is chosen
and compared to e−∆U/kBT . The move is accepted if the random number is less than
e−∆U/kBT ; otherwise it is rejected and the old configuration is counted again in the
averages for the simulation.
Since the original molecular simulations in the 1950’s and 1960’s, many devel-
opments have been made to improve simulation efficiency to allow for sampling of
complex chemical systems. These developments include several new algorithms that
involve multiple particles in a single move, such as “identity exchange” moves, and
algorithms to efficiently sample configurations of long chains. The acceptance rules
for these moves must be appropriately modified account for simultaneous changes to
multiple particles and the introduction of a bias for improved sampling efficiency.
2.4 The Gibbs Ensemble
The original Metropolis Monte Carlo method can be very useful for determining
properties of materials in a single phase; however, many important processes such
as separations have multiple phases present that are in thermal, chemical, and me-
chanical equilibrium with each other. To examine multi-phase systems, the “Gibbs
ensemble” was introduced [37, 38, 39]. In the Gibbs ensemble, two or more simulation
boxes are utilized, with each box representing a different phase. While there are no
explicit interfaces between the boxes, particles and volume (in the NV T ensemble)
may be exchanged between the boxes to reach equilibrium. This leads to the NV T -
Gibbs ensemble partition function that depends on the number of particles in one of
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the boxes, N1, and the volume of one of the boxes, V1, shown below:
Q =
1
Λ3NN !
N∑
N1=0
N !
N !(N −N1)!
∫ V
0
V N11 (V − V1)N−N1dV1
×
∫ ∫
e−U1(q
N1 )/kBT e−U2(q
N−N1 )/kBTdqN1dqN−N1
(2.23)
The probability density is proportional to the pseudo-Boltzmann weight:
ρ ∝ V
N1
1 (V − V1)N−N1
N1!(N −N1)! e
−U1(qN1 )/kBT e−U2(q
N−N1 )/kBT (2.24)
This allows us to determine acceptance probabilities as we proceed to sample
phase space. First, we will begin with a particle translation in box 1, for which the
probability density ratio is given by
ρnew
ρold
= e−∆U1(q
N1 )/kBT (2.25)
where ∆U1 is the energy difference between the old and new sets of coordinates in
box 1. This leads to an acceptance rule analogous to Eqn. 2.22:
Pacc,old→new = min[1, e−∆U(q
Ni )/kBT ] (2.26)
In this work, the systems are designed using an implicit solvent for the polymer
chains allowing us to avoid more expensive volume moves. Particle swap moves are
used to exchange the chains between the mobile and stationary phases. For the the
acceptance rule below, let us consider moving a particle from box 1 into box 2. For
the “new” state, the number of particles in box 1 is N1−1 and the number of particles
in box 2 is N −N1 + 1, so the probability ratio is given by:
ρnew
ρold
=
(
N1!(N −N1)!
(N1 − 1)!(N −N1 + 1)!
)(
V N1−11 (V − V1)N−N1+1
V N11 (V − V1)N−N1
)
× e−[∆U1(qN1 )+∆U2(qN−N1 )]/kBT
=
(
N1
N −N1 + 1
)(
V − V1
V1
)
e−[∆U1(q
N )+∆U2(qN )]/kBT
(2.27)
where
∆U1(q
N) = U1(q
N−N1)− U1(qN1) (2.28)
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and
∆U2(q
N) = U2(q
N−N1+1)− U2(qN−N1) (2.29)
This leads to the acceptance rule
Pacc,old→new = min
[
1,
(
N1
N −N1 + 1
)(
V − V1
V1
)
× e−[∆U1(qN )+∆U2(qN )]/kBT
] (2.30)
This particular acceptance rule only applies to single bead particle or rigid molecule
simple swap moves where only one trial site is used. It is much more efficient to use
multiple trial insertion sites, particularly with long, flexible chains such as the poly-
mers studied in this work. The configurational-bias Monte Carlo algorithm allows us
to use multiple insertion sites and change the conformation of a chain in combination
with a swap move. This algorithm is discussed in more detail in the next section.
2.5 Configurational-bias Monte Carlo
The original simple MC moves such as translation and rotation work fairly well for
sampling phase space for a system of rigid or single-bead particles; however, multi-
bead chains need additional moves to sample the added degrees of freedom. One
approach is to perform atom translations upon individual beads within the chain;
however, this often leads to unfavorable bond lengths, bond angles, or torsions within
the chain and thus many of these moves are rejected which leads to more costly
simulations. To help address this issue, Rosenbluth and Rosenbluth proposed a self-
avoiding walk algorithm for growing a polymer chain on a lattice [40]. As computers
improved and more simulations were performed in continuous space, configurational-
bias Monte Carlo (CBMC) was developed in the 1990’s [41, 42, 43, 44, 45]. This
algorithm samples chain configurations much more efficiently by generating trial con-
figurations in such a way that the chain avoids itself and other chains in the system,
while accounting for intramolecular potentials.
A CBMC move occurs in several steps which include chain selection, new config-
uration growth, old configuration regrowth, and accepting or rejecting the move. In
CBMC, it is more efficient to separate the interactions such that bonded interactions
(U int) are used to generate trial site, and non-bonded interactions (U ext) are used
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to bias the selection of the trial site [46]. A separation of inter- and intra-molecular
interactions is required to correctly sample configurations for branched architectures,
but considering bonded interactions for trial site generation or for trial site selection
is valid.
In the first step of a CBMC move, a chain segment is selected randomly and
then all segments between the selected segment and either one of the chain ends are
discarded. Then, the discarded segments are regrown sequentially from the chain frag-
ment that was not discarded. The first regrowth step consists of generating nchoice
trial sites for the first bead where the probability to select a site is influenced by its
Rosenbluth weight, w1new, which is given by
w1(new) =
nchoice∑
j=1
exp[−U ext1j /kBT ] (2.31)
which is used to calculate the probability to select a site i with
P1i =
exp[−U ext1i /kBT ]
w1(new)
(2.32)
For each sequential segment, l, nchoice trial positions are generated and have a
Rosenbluth weight given by
wl(new) =
nchoice∑
j=1
exp[−U extlj /kBT ] (2.33)
with the probability of selecting trial site i determined by
Pl,i =
exp[−Ul,i/kBT ]∑nchoice
j=1 exp[−Ul,j/kBT ]
(2.34)
The iterative growth process is repeated for all segments that need to be regrown,
ngrow, which results in a Rosenbluth weight, W , for the regrowth given by:
Wnew =
ngrow∏
l=1
1
n
n∑
i=1
exp[−Ul,i/kBT ] (2.35)
This scheme is much more efficient for sampling configurations as chains are pref-
erentially grown in favorable configurations based on their surroundings; however,
this bias needs to be removed when determining whether to accept or reject the
move. Therefore, we need the Rosenbluth weight for the old configuration, Wold.
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This is performed with an analogous iterative growth procedure. First, f − 1 trial
sites are randomly generated and the f th site corresponds to the old configuration.
The Rosenbluth weight for the first segment of the old configuration is given by
w1(old) =
f−1∑
j=1
exp[−U ext1j /kBT ] + exp[−U ext1f /kBT ] (2.36)
where exp[−U ext1f /kBT ] is the actual potential energy from nonbonded interactions for
the first segment in the old configuration. For each of the remaining segments, an
analogous procedure is followed in which nchoice− 1 trial sites are generated and the
Rosenbluth weight of each segment l is given by
w1(old) =
k−1∑
j=1
exp[−U extlj /kBT ] + exp[−U extlk /kBT ] (2.37)
where exp[−U extlk /kBT ] is the actual potential energy from nonbonded interactions for
segment l in the old configuration.
Now that Rosenbluth weights for both configurations have been determined, the
move can be accepted according to
Pacc,old→new = min
[
1,
Wnew
Wold
]
(2.38)
It has been shown that this acceptance rule properly samples the Boltzmann distri-
bution for linear chains [41, 42, 43, 44, 45].
In addition to sampling chain configurations, this algorithm can be used to improve
swap moves for flexible chains between phases as it inserts a molecule bead by bead
so that configurations with overlaps are avoided. When applied to a swap move, the
CBMC method first finds a location for the first bead of the molecule. This is done
by placing the first bead at nchoi1 trial sites and selecting one with a probability
given by:
P1,i =
exp[−Ui/kBT ]∑n
j=1 exp[−Uj/kBT ]
(2.39)
where Uj is the potential energy of the first bead, at position j with all other molecules
in the new box. After the first bead is inserted, the scheme given in Eqn. 2.34 is
followed for the rest of the chain insertion. Like with partial chain regrowth, the
Rosenbluth weight of the old configuration is determined by repeating this scheme
20
to generate the old configuration. The weights for the new configuration, Wins, and
the old configuration, Wold, are used to calculate the probability to accept the swap
move determined by:
Pacc,old→new = min
[
1,
N1
N2 + 1
V2
V1
Wins
Wold
]
(2.40)
Several years after the CBMC was first published, Vlugt and Smit found that the
distribution of angles was not correctly sampled if only the bonded interactions are
considered when growing branched chains with CBMC [47]. This can be remedied by
including the bond bending, torsional energies, and the interatomic potential energy
(i.e. a Lennard-Jones type potential) when growing a molecule. Unfortunately, this
method is quite inefficient as it requires a large number of sample positions to obtain
suitable bending angles; thus, a significant number of Lennard-Jones energies must
be calculated. To address this problem, the coupled-decoupled CBMC algorithm was
introduced [46]. In this variant of CBMC, the bond angles are sampled separately
from torsion and Lennard-Jones energy sampling, but the Rosenbluth weight from
the bond angle selection is propagated through for the final acceptance probability.
As a result, a large number of bond angles may be sampled without significantly
increasing the cost of the simulation.
Chapter 3
Linear Copolymers in LCCC
3.1 Introduction
As discussed in Chapter 1, many separation techniques are used to characterize poly-
mers, among which size exclusion chromatography (SEC) is the most popular. SEC
separates polymers predominately by their molecular size (e.g., hydrodynamic volume,
radius of gyration, or mean span dimension) [48, 49], and it is used in the fractionation
and characterization of polymers, from homopolymers to complex block copolymers
with unique molecular topologies [5]. Previous work in SEC has shown that en-
tropic effects (i.e., confinement reducing the number of conformations accessible to
the polymer) are primarily responsible for separation, but enthalpic effects also play
a nuanced role [5, 50, 51, 52]. The traditional experimental SEC methodology uses
standards or calibration curves to aid in the determination of the molecular weight
distribution and works fairly well for homopolymers, but complications arise when
copolymers are analyzed as different monomer sequences have different hydrodynamic
volumes in the same solvent [4, 6]. Interest in multicomponent polymers has surged
with promising applications in drug delivery, microelectronics, and other advanced
materials [3]. This interest has led to numerous techniques to synthesize multicom-
ponent and multiblock copolymers, and understanding how to properly characterize
these more complex polymers is crucial [3].
Liquid chromatography techniques, such as reversed-phase liquid chromatogra-
phy, are also used to characterize polymers. The affinity of the polymer to adsorb or
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(partially) partition into the bonded phase or for “bonding” to specific strong adsorp-
tion sites plays a significant role in determining retention order. LCCC is positioned
at the interface of these affinity-based techniques and SEC. LCCC finds tremendous
utility in the characterization of the molecular-weight distribution of block copoly-
mers [4, 6]. In LCCC, operating conditions are chosen to have homopolymers co-elute
independent of their molecular weight. The critical condition is the combination of
unique temperature and solvent composition such that the incremental transfer free
energy per segment becomes zero and, therefore makes the differences in molecular
weight chromatographically “invisible.” When analyzing copolymers, the operating
parameters are set to the critical condition of one monomer type and separation is
mostly dependent on the molecular weight of the other monomer types. This process
can be repeated for the other component(s) to determine the molecular-weight distri-
butions for all components when either mass spectrometry and/or suitable polymer
standards are available. However, multi-dimensional chromatographic methods would
still be needed to determine how the different weight fractions are coupled to form the
copolymers. Another important question concerns the topology of copolymers. Given
the rise of multiblock copolymers such as triblocks or tetrablocks [3], it is necessary
to confirm whether monomer sequence affects LCCC retention of linear copolymers.
Experimental studies of block copolymers have sometimes yielded conflicting con-
clusions regarding sequence effects on retention. In an earlier study, Falkenhagen et
al. [7, 8] reported co-elution for diblocks of poly(methyl methacrylate) and poly(tert-
butyl methacrylate) and triblocks with the invisible end blocks and surmised that
the amount of visible monomer within a polymer chain determined from LCCC is
not strongly influenced by monomer sequence. In contrast, Lee et al. [53] reported
that a block does not become completely invisible at the critical condition of the
corresponding homopolymer and that polystyrene-b-polyisoprene diblocks elute be-
fore the homopolymer when both have the same number of visible segments. For
polystyrene/polybutadiene block copolymers, Park et al. [9] observed that the tri-
block sequence with the invisible polybutadiene as the middle block elutes significantly
earlier than the triblock sequence with the invisible blocks at the end of the diblock
sequence, where the latter two elute together. In a more recent study of polystyrene
and poly(2-vinylpyridine) copolymers, Cho et al. [54] found that the triblock sequence
with invisible end blocks elutes after a comparable diblock, i.e., that the shorter end
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blocks have a slightly more effective interaction with the stationary phase than the
longer block of the diblock copolymer.
Several simulation studies have examined the behavior of linear polymer chains
partitioning between a bulk solution and a slit pore in the interest of examining
the critical condition [23, 24, 25, 26, 28, 55]. These studies examined random and
self-avoiding walks on a lattice. The partition constants were determined from the
chemical potentials of the chains in each environment, and the critical condition was
chosen as the bead-wall interaction strength that minimizes the standard deviation
of the logarithm of the partition constant[26, 28]. These studies found that the crit-
ical condition depends on the slit width for a self-avoiding walk, but tends to the
critical adsorption point as the slit width increases [23, 24, 25, 26, 28]. More com-
plex substrate geometries, such a column substrates with corners and edges, require
adjustments in the bead-wall interactions to approach LCCC behavior [55].
Systems of random and block copolymers partitioning into a slit pore have been
simulated as well by Wang and co-workers [27, 30, 49]. The critical condition for
statistically random copolymers was found to depend on both chemical composition
and sequence order; hence, the chromatographic resolution is impaired when the se-
quence order or composition distribution is broad [49]. For block copolymers with
the invisible B monomer, it was found that the partition constants for the AB di-
block and BAB triblock copolymers are larger than those of a homopolymer with the
same number of A monomers, whereas the partition constants for the ABA triblock
copolymer are smaller than those of the homopolymer [27, 30]. Such sequence ef-
fects can lead to incorrect estimation for the molecular weight (distribution) of block
copolymers [27].
The current computational work expands upon the work of Wang and co-workers
who used lattice models partitioning into planar slit and square channel pores [25,
26, 28, 27, 30, 49, 55]. Here, off-lattice, freely-jointed linear polymers partitioning
between a bulk mobile phase and either a spherical pore or a cylindrical pore are
investigated, and the partition constants are directly calculated from the average
number densities of the polymers in the two environments.
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3.2 Computational Details
The Gibbs ensemble Monte Carlo (GEMC) method [37, 38], involves two simulation
boxes and allows for the efficient calculation of phase and sorption equilibria [56],
and has also been applied for numerous chromatographic systems [57]. Here, the
GEMC simulations employ the configurational-bias Monte Carlo algorithm [42, 58, 59]
to sample chain conformations and assist with particle transfer moves between the
two boxes, one box containing the mobile phase and the other box representing the
stationary phase as either a spherical or cylindrical pore. Only one polymer chain is
used in each simulation to mimic the infinite-dilution limit, and the solvent is treated
implicitly. Thus, there is no need to sample volume fluctuations during the GEMC
simulations. Here, equal proportions of configurational-bias Monte Carlo moves are
used to sample conformational degrees of freedom within a given phase and for particle
transfers between the phases.
Each block copolymer is represented by a chain of freely-jointed beads with a
diameter of σ and the total number of beads in a chain is designated by N . All bead-
bead interactions are described by a hard sphere potential, and consequently the
solvent does not distinguish between the two monomer types. All copolymers consist
of equal proportions of A and B type monomers arranged in five sequences: diblock,
two triblock (both ABA and BAB arrangements), tetrablock, and alternating (see
Figure 3.1).
A
C
B
D
Figure 3.1: Illustrations of AB diblock (A), ABA triblock (B), ABAB tetrablock
(C), and alternating (D) sequences for copolymers with N = 8.
To decide on a suitable pore diameter, the radius of gyration, Rg, for a chain
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length is calculated as follows:
Rg =
√√√√ 1
N
N∑
k=1
(rk − rCOM)2 (3.1)
where rk and rCOM are the positions of the k-th bead and of the center of mass,
respectively. Configurational-bias Monte Carlo simulations yield Rg/σ = 3.609 ±
0.001, 5.599 ± 0.001, 8.606 ± 0.003, and 13.14 ± 0.02 for chains of lengths 32, 64,
128, and 256, respectively (with standard error of the mean provided). These Rg
values can be described well by a scaling law (Rg ∝ Nν) and yield a Flory exponent
of ν = 0.62 ± 0.004 that indicates that the freely-jointed bead model represents a
polymer in a good solvent [60]. Based on the Rg for the longest polymer investigated
here (N = 256), a pore diameter of 40σ which falls within the typical size exclusion
regime, is chosen for both the spherical and cylindrical pores [5]. For the cylindrical
pore, the periodic boundary condition is applied along its long axis, with the length
set to Lcyl/σ = N + 1 to allow for the (unlikely) case of a fully extended chain.
Similarly, the size of the mobile-phase box is varied with chain length to permit the
fully extended chain conformation (Lmob/σ = N + 1).
Two different interaction potentials are used to describe segment–pore wall inter-
actions. For bead type A, a hard-sphere potential is used that prevents segment–wall
overlaps, while a square-well potential is used for bead type B that also prevents
segment–wall overlaps but provides a favorable interaction energy when a bead is
located within one bead diameter of the pore wall. The square-well potential is as
follows:
uB(r) =

∞ for r ≥ 20σ
− for 19σ ≤ r < 20σ
0 for r < 19σ
(3.2)
where r is the radial distance from the center of the pore. The well depth to absolute
temperature ratio, /kBT , can be adjusted to yield the critical condition.
The determination of the critical condition for B homopolymers is carried out
in two stages. The first is a broad sweep over a wide range of /kBT values, which
uses simulations consisting of 12 × 106 Monte Carlo steps for each condition. Once
the approximate critical condition is found, the second stage uses eight independent
simulations, each consisting of 18× 106 Monte Carlo steps for each /kBT value in a
narrow range to assess the critical condition with greater precision.
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Once the critical condition was determined, the simulations for the block copoly-
mers and both homopolymers consist of 24× 106 Monte Carlo steps with eight inde-
pendent simulations performed for N ≤ 128, while 32 and 72 independent simulations
are used for N = 256 to account for the lower acceptance rate of particle transfer
moves in the cylindrical and spherical pores, respectively. Information from each
Monte Carlo step is used to compute the partition constant from the ratio of the
number densities in the pore versus the mobile phase. The chain configurations are
stored every 200 cycles to allow for the calculation of structural properties. Statistical
uncertainties are given as the standard error of the mean, unless noted otherwise, and
are calculated using data from independent simulations.
To improve statistics for the computation of the partition constant, a biasing
potential is utilized for each simulation so that the copolymer chain spends roughly
equal proportions of the simulation trajectory in each phase, but this biasing potential
is removed when calculating the partition constant [61].
3.3 Results and Discussion
3.3.1 Determination of the Critical Condition
The critical condition for the spherical pore is estimated by calculating the retention
factors, K, for B homopolymers of different lengths for a range of segment–wall inter-
action strengths (or, correspondingly, inverse temperatures). The K values obtained
for /kBT ratios from 0.0 to 0.9 (in increments of 0.1) are depicted in Figure 3.2.
For /kBT = 0.0, the pore is acting in a purely exclusionary mode, and, therefore,
longer chain lengths have a lower K due to the increased entropic penalty associ-
ated with transferring into the pore. For /kBT ≤ 0.3, the retention factors greatly
decrease with increasing chain length; i.e., the system is in the SEC regime. Near
/kBT ≈ 0.4, steric exclusion and affinity are balanced, leading to co-elution of differ-
ent length chains. The system enters the liquid adsorption (affinity) chromatography
regime at /kBT ≥ 0.5, with increasing separation as the /kBT ratio increases.
To assess the near-LCCC regime in greater detail, more precise retention factors
are determined for /kBT ratios falling into the range from 0.36 to 0.43 for the spher-
ical pore and from 0.35 to 0.42 for the cylindrical pore. Figure 3.3 displays the K
values obtained from these simulations. Polynomial fits to the K values for a given N
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versus the /kBT ratio indicate that there is no unique intersection point for the six
and four chain lengths considered for the spherical and cylindrical pores, respectively.
Thus, a strict critical condition does not exist in agreement with previous simula-
tion studies [26, 28, 55]. For each pair of consecutive chain lengths, the intersection
point is shifted towards larger /kBT ratios. This occurs because as the chain length
increases, the fraction of pore wall surface not occupied by other chain segments de-
creases so there is a greater entropic penalty for a segment of type B belonging to a
longer chain to adsorb at the pore wall. This increasing entropic penalty necessitates
a larger enthalpic gain to achieve the same retention factor for pairs of longer chains.
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Figure 3.2: Logarithm of the retention factors for B homopolymers with 4 ≤ N ≤ 32
in the spherical pore versus strength of segment–wall interaction (or inverse temper-
ature).
Comparing the intersection points obtained from polynomial fits for the systems
with spherical and cylindrical pores (see Table 3.1), it becomes apparent that the
/kBT ratios are systematically shifted to slightly lower values for the cylindrical
pore compared to the spherical pore; i.e., the entropic penalty is somewhat smaller
for the cylindrical pore as one should expect for chains being confined in only two
dimensions instead of three for the spherical pore. Given that real chromatographic
systems contain a distribution of pore diameters and shapes, a common segment–wall
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strength of /kBT = 0.40 is chosen here for bead type B as a close approximation to
the critical condition.
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-0.6
-0.4
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Figure 3.3: Near-LCCC region showing the logarithm of the retention factors for B
homopolymers with 4 ≤ N ≤ 128 in the spherical (top) and cylindrical (bottom) pores
versus strength of segment–wall interaction (or inverse temperature). Lines represent
second-order polynomial fits.
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Table 3.1: Intersection /kBT ratios for each pair of consecutive chain lengths. “SPH”
and “CYL” indicate partitioning into a spherical or cylindrical pore, respectively.
N1 N2 SPH CYL
4 8 0.366 –
8 16 0.386 –
16 32 0.403 0.386
32 64 0.408 0.394
64 128 0.421 0.404
3.3.2 Retention Behavior of Copolymers
The retention factors of the five different types of copolymers partitioning into the
spherical and cylindrical pores are calculated for chain lengths ranging from 32 to 256
total segments and are displayed in Figure 3.4. Also shown are the retention factors
for A and B type homopolymers. In LCCC, it is usually assumed that the invisible
segments do not contribute to retention and, hence, theK value of a copolymer should
be equal to that of a homopolymer with the same number of A segments. Specifically,
for a copolymer with equal proportions of A and B segments, the retention factor
would be as follows [5]:
lnKAB, N = lnKA, N/2 (3.3)
where the labels AB and A denote AB copolymer (irrespective of sequence) and A
hompolymer, respectively, and N is the total number of segments for these polymers.
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Figure 3.4: Logarithm of the retention factors for polymers in the spherical (left) and
cylindrical (right) pores as function of chain length. Error bars are smaller than the
symbol size. The dashed line shows the predicted values calculated from Equation
3.4.
However, as discussed above, a strict critical condition does not exist and the
K values for the B homopolymer are found to be a non-monotonic function of N .
For short chains, the K value of the B homopolymers increases with N because
the entropic cost for interacting with the pore wall is smaller when only a small
fraction of the pore surface is occupied by polymer segments. The maximum in K
is found for a different N value in the spherical and cylindrical pore systems because
the increase in entropic penalty for segment–wall interactions is larger in the more
confining spherical pore. This effect also leads to a steeper negative slope in the lnK
values for B homopolymers upon further increase in N for the spherical pore. Such
a non-linear variation of K with chain length has also been observed for self-avoiding
random walks near the critical adsorption condition [62].
Although the lnK values of the A homopolymer can be described well by a linear
fit for N ≤ 128, the lnK value for N = 256 falls significantly below this fit because
the entropic size exclusion penalty rapidly increases as Rg becomes greater than 40%
of the pore diameter. Taking the non-monotonic behavior for the B homopolymer
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and the non-linear behavior for the A homopolymer into account, the retention factor
of a copolymer with equal numbers of A and B segments and total length N can be
estimated as follows:
lnKAB, N = lnKA, N/2 + lnKB, N/2+1 − lnKB, 1 (3.4)
The contribution from typeB segments is split into two parts to avoid double-counting
the translational entropy penalty for placing a particle in the pore that is already in-
cluded in lnKA, N/2. It should be noted that Equations 3.3 and 3.4 predict copolymer
retention factors that are independent of sequence. For the specific data points shown
for Equation 3.4 in Figure 3.4, the lnKA, N/2 and lnKB, 1 values are taken directly
from the simulations, while the lnKB, N/2+1 values are determined from a local fit to
the two nearest lnKB values. In general, these local fits are also used when reversing
Equation 3.4 to determine NA from a “measured” lnKAB value of a copolymer.
For all N values investigated here, the retention factors exhibit a significant se-
quence dependence; this is neither accounted for by Equations 3.3 nor 3.4. The
spherical and cylindrical pores yield the same retention order (from least to most
retained): alternating, ABA triblock, tetrablock, diblock, and BAB triblock. The
spread in the K values for copolymers differing only in sequence is larger for the
spherical than the cylindrical pore, as one may expect from the stronger confinement
in a spherical pore of the same diameter.
The K values for the alternating sequence are significantly smaller than those of
the block sequences. At first, this may be surprising as this sequence could be viewed
as a chain of (AB) beads where the (AB) bead should have properties intermediate
to those of A and B beads. Excluding the triblocks, the K values are found to
decrease with increasing number of AB connections (from diblock over tetrablock
to alternating); i.e., each connection adds an entropic penalty for neighboring B
segments to interact with the pore wall. Considering the much larger number of AB
connections in an alternating copolymer, it is now obvious why a larger decrease in
K is found.
The observation that the BAB triblock copolymer is slightly stronger retained
than the diblock copolymer indicates that the proximity of B segments to the chain
termini plays a role. In contrast, placing the B block in the center, as for the ABA
triblock, significantly decreases retention. The microscopic origins for the sequence
dependence will be discussed in detail in Section 3.3.4. The trends in retention order
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for the diblock and triblock sequences matches experimental results by Park et al. [9]
and Cho et al. [54] Lattice Monte Carlo calculations by Jiang et al. [27] for copolymers
with equal proportions of A and B monomers near LCCC yielded an artificially
high A length for the ABA triblock while the BAB triblock had an artificially
low A length, also indicating that ABA copolymers are retained less than BAB
copolymers [27].
3.3.3 Internal Energy and Entropic Contributions
To determine the thermodynamic factors that govern retention, additional simulations
were carried out over a narrow temperature interval spanning 0.95TLCCC ≤ T ≤
1.05TLCCC where TLCCC = 0.4/kB is the temperature corresponding to the critical
condition. The internal energy, ∆Utrans, and entropy, ∆Strans, of transfer from the
solution phase to the pore were determined from the van’t Hoff equation:
lnK = −∆Utransfer
kBT
+
∆Stransfer
kB
(3.5)
where a weighted linear regression fit to lnK plotted as a function of /kBT yields both
∆Utrans and ∆Strans from the slope and intercept, respectively. (Note that ∆Utrans =
∆Htrans when the partial molar volume of the polymer is the same in the solution
phase and in the pore.)
The van’t Hoff plots (see Figure 3.5) again illustrate that both spherical and
cylindrical pores yield the same retention order over this entire temperature range.
However, the slopes indicate that ∆Htrans is larger for the spherical than for the
cylindrical pore despite that the same bead-wall interactions are used for both pores.
The values of the intercepts show that, as expected, ∆Strans is significantly larger
in magnitude for the spherical than the cylindrical pore due to greater confinement.
The data for the diblock, the two triblocks, and the tetrablock copolymers are clus-
tered together, whereas those for the alternating (only for N = 256) and the two
homopolymers are well separated.
The internal energy and Helmholtz energy of transfer determined for each tem-
perature may be used to determine the entropy of transfer with the equation [63]:
T∆Strans = ∆Utrans −∆Atrans (3.6)
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The internal energy of transfer, Helmholtz energy of transfer, and entropy of
transfer obtained from Equations 3.5 and 3.6 are given in Tables 3.2, 3.3, 3.4, 3.5 for
polymers partitioning into the spherical for N = 32, 64, 128, and 256, respectively.
These properties of transfer for polymers partitioning into the cylindrical pore are
given in Tables 3.6, 3.7, 3.8, 3.9 for N = 32, 64, 128, and 256, respectively. These
data for partitioning into the spherical or cylindrical pores are plotted in Figures 3.6
and 3.7, respectively.
A significant temperature dependence is seen for all three properties calculated
from Eq. 3.6. Furthermore, different values are seen for each polymer sequence. The
two homopolymers, and the alternating copolymer are each significantly different
from the cluster containing the other block copolymers.
Neither the internal energy term nor the temperature–entropy term completely
dominates the variation in the the Helmholtz energy of transfer. Instead, a com-
pensation between the two terms occurs such that the Helmholtz energy of tranfer
appears to be linear with respect to temperature. Entropy is assumed to be constant
in Eq. 3.5 and, thus, yields incorrect values for internal energy and entropy of transfer
for each of the sequences even though it would appear applicable based solely on the
partition constants seen in Fig. 3.5.
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Figure 3.5: Van’t Hoff plots for the logarithm of the retention factor as function
of inverse temperature for polymers with N = 32 (top), N = 64 (second from top),
N = 128 (second from bottom) and 256 (bottom) in the spherical (left) and cylindrical
(right) pores. Error bars are smaller than the symbol size. The solid lines show
weighted linear fits.
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Table 3.2: Internal energies, entropies, and Helmholtz energies of transfer for polymers
from the solution phase to spherical pores for N = 32. Errors designate standard
errors of the mean.T Property A B AB ABA BAB ABAB Alter
0.95
∆Utrans/(/kB) 0 −2.336115 −0.79757 −0.47005 −0.72528 −0.47847 −0.36554
∆Strans/(/kB) −3.306517 −3.691818 −3.3352 −3.197215 −3.187212 −3.121417 −3.135312
∆Atrans/(/kB) 3.141216 1.17119 2.370718 2.567413 2.30268 2.486914 2.613110
0.96
∆Utrans/(/kB) 0 −2.258819 −0.77676 −0.46847 −0.70907 −0.46845 −0.35963
∆Strans/(/kB) −3.302113 −3.6382 −3.3222 −3.122418 −3.175017 −3.1222 −3.133213
∆Atrans/(/kB) 3.170012 1.233513 2.412718 2.529116 2.339015 2.529119 2.648313
0.97
∆Utrans/(/kB) 0 −2.1822 −0.756011 −0.45994 −0.69475 −0.45996 −0.35412
∆Strans/(/kB) −3.30569 −3.5862 −3.312219 −3.1192 −3.174014 −3.118615 −3.13089
∆Atrans/(/kB) 3.20649 1.296512 2.456915 2.5652 2.384113 2.565113 2.68288
0.98
∆Utrans/(/kB) 0 −2.1152 −0.73708 −0.450710 −0.68066 −0.45074 −0.34893
∆Strans/(/kB) −3.306419 −3.5442 −3.2992 −3.1182 −3.165610 −3.117919 −3.132814
∆Atrans/(/kB) 3.240319 1.358510 2.495818 2.604818 2.42178 2.604819 2.721213
0.99
∆Utrans/(/kB) 0 −2.047714 −0.720110 −0.44135 −0.66789 −0.44135 −0.34335
∆Strans/(/kB) −3.304616 −3.501717 −3.2912 −3.115618 −3.163519 −3.1162 −3.130017
∆Atrans/(/kB) 3.271615 1.41898 2.537717 2.643217 2.464017 2.6432 2.755416
1.00
∆Utrans/(/kB) 0 −1.985718 −0.702110 −0.43367 −0.65486 −0.43363 −0.33864
∆Strans/(/kB) −3.3052 −3.4632 −3.284017 −3.1173 −3.155715 −3.1173 −3.131714
∆Atrans/(/kB) 3.3052 1.4772 2.582015 2.6833 2.500914 2.6833 2.793114
1.01
∆Utrans/(/kB) 0 −1.926918 −0.68588 −0.42565 −0.64274 −0.42566 −0.33387
∆Strans/(/kB) −3.305317 −3.4282 −3.271516 −3.115217 −3.150819 −3.115210 −3.131717
∆Atrans/(/kB) 3.338417 1.53578 2.618514 2.720717 2.539619 2.72078 2.829316
1.02
∆Utrans/(/kB) 0 −1.8703 −0.66979 −0.41825 −0.63123 −0.41826 −0.32883
∆Strans/(/kB) −3.306518 −3.3953 −3.265319 −3.115711 −3.1523 −3.115714 −3.132211
∆Atrans/(/kB) 3.372618 1.593011 2.660917 2.759810 2.5843 2.759813 2.866111
1.03
∆Utrans/(/kB) 0 −1.815315 −0.65619 −0.41137 −0.61974 −0.41135 −0.32463
∆Strans/(/kB) −3.307413 −3.3632 −3.261719 −3.116919 −3.1473 −3.11699 −3.131411
∆Atrans/(/kB) 3.406613 1.648515 2.703417 2.799118 2.6213 2.79918 2.900711
1.04
∆Utrans/(/kB) 0 −1.765110 −0.64087 −0.40406 −0.61046 −0.40404 −0.32063
∆Strans/(/kB) −3.303518 −3.336216 −3.249115 −3.114018 −3.143011 −3.114018 −3.133613
∆Atrans/(/kB) 3.435618 1.704513 2.738315 2.834518 2.65849 2.834518 2.938413
1.05
∆Utrans/(/kB) 0 −1.71698 −0.62849 −0.39765 −0.59785 −0.39763 −0.31622
∆Strans/(/kB) −3.306418 −3.309312 −3.244919 −3.113017 −3.141719 −3.113011 −3.133810
∆Atrans/(/kB) 3.4723 1.757810 2.778817 2.871117 2.7013 2.871111 2.974311
Eq. 5
∆Utrans/(/kB) −0.01017 −4.412 −1.51017 −1.15017 −1.48215 −1.16816 −0.82812
∆Strans/(/kB) −1.3267 −2.3528 −1.6357 −1.5667 −1.5936 −1.5407 −1.4485
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Table 3.3: Internal energies, entropies, and Helmholtz energies of transfer for polymers
from the solution phase to spherical pores for N = 64. Errors designate standard
errors of the mean.
T Property A B AB ABA BAB ABAB Alter
0.95
∆Utrans/(/kB) 0 −4.8967 −1.7953 −1.3194 −1.5663 −1.273810 −0.576112
∆Strans/(/kB) 4.4984 6.29110 4.9914 4.8965 4.6595 4.6963 4.3366
∆Atrans/(/kB) 4.2733 1.08162 2.9463 3.3313 2.8604 3.1883 3.5435
0.96
∆Utrans/(/kB) 0 −4.6353 −1.7084 −1.2184 −1.507814 −1.2182 −0.559710
∆Strans/(/kB) 4.4924 6.0665 4.9225 4.6495 4.6103 4.6495 4.3294
∆Atrans/(/kB) 4.3123 1.1883 3.0173 3.2454 2.9183 3.2454 3.5964
0.97
∆Utrans/(/kB) 0 −4.3745 −1.6302 −1.1673 −1.442212 −1.167410 −0.54175
∆Strans/(/kB) 4.4962 5.8488 4.8655 4.6144 4.5583 4.6142 4.3122
∆Atrans/(/kB) 4.361419 1.2996 3.0895 3.3083 2.9792 3.308419 3.6412
0.98
∆Utrans/(/kB) 0 −4.1237 −1.5532 −1.1242 −1.383212 −1.1242 −0.525210
∆Strans/(/kB) 4.5025 5.6389 4.7995 4.5845 4.5134 4.5843 4.2962
∆Atrans/(/kB) 4.4125 1.4025 3.1504 3.3684 3.0394 3.367918 3.684818
0.99
∆Utrans/(/kB) 0 −3.9093 −1.480717 −1.0802 −1.3343 −1.0803 −0.50955
∆Strans/(/kB) 4.5003 5.4707 4.7425 4.5514 4.4816 4.5514 4.2963
∆Atrans/(/kB) 4.4553 1.5066 3.2135 3.4253 3.1025 3.4253 3.7443
1.00
∆Utrans/(/kB) 0 −3.7057 −1.4203 −1.0332 −1.2792 −1.032919 −0.49389
∆Strans/(/kB) 4.4943 5.3108 4.6964 4.5194 4.4444 4.5195 4.2723
∆Atrans/(/kB) 4.4943 1.6054 3.2763 3.4863 3.1644 3.4864 3.7782
1.01
∆Utrans/(/kB) 0 −3.5196 −1.3553 −0.994516 −1.229517 −0.994512 −0.47949
∆Strans/(/kB) 4.5004 5.1698 4.6455 4.4874 4.4073 4.4874 4.2795
∆Atrans/(/kB) 4.5454 1.7026 3.3374 3.5374 3.2212 3.5374 3.8435
1.02
∆Utrans/(/kB) 0 −3.3326 −1.296318 −0.9563 −1.186116 −0.956113 −0.46568
∆Strans/(/kB) 4.4946 5.0268 4.6093 4.4705 4.3855 4.4704 4.2763
∆Atrans/(/kB) 4.5846 1.7945 3.4043 3.6033 3.2875 3.6034 3.8963
1.03
∆Utrans/(/kB) 0 −3.1676 −1.2433 −0.915018 −1.141914 −0.9152 −0.45318
∆Strans/(/kB) 4.4992 4.8958 4.5725 4.4365 4.3544 4.4363 4.2652
∆Atrans/(/kB) 4.6342 1.8756 3.4665 3.6544 3.3433 3.6543 3.9392
1.04
∆Utrans/(/kB) 0 −3.0045 −1.1923 −0.885019 −1.0992 −0.885018 −0.44095
∆Strans/(/kB) 4.4983 4.7766 4.5384 4.4154 4.3264 4.4155 4.2634
∆Atrans/(/kB) 4.6783 1.9633 3.5283 3.7074 3.4004 3.7075 3.9934
1.05
∆Utrans/(/kB) 0 −2.8522 −1.1443 −0.852619 −1.058218 −0.852618 −0.42755
∆Strans/(/kB) 4.4943 4.6754 4.5094 4.3983 4.3064 4.3985 4.2585
∆Atrans/(/kB) 4.7195 2.0583 3.5913 3.7653 3.4634 3.7655 4.0446
Eq. 5
∆Utrans/(/kB) 0.003 −8.167 −3.134 −2.283 −2.893 −2.303 −1.214
∆Strans/(/kB) −1.79714 −3.903 −2.56014 −2.36613 −2.42014 −2.31314 −2.00015
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Table 3.4: Internal energies, entropies, and Helmholtz energies of transfer for polymers
from the solution phase to spherical pores for N = 128. Errors designate standard
errors of the mean.
T Property A B AB ABA BAB ABAB Alter
0.95
∆Utrans/(/kB) 0 −10.294 −4.39613 −3.45315 −3.8995 −3.1269 −1.0023
∆Strans/(/kB) 6.9737 11.994 8.92917 8.65818 8.2629 8.07613 6.8359
∆Atrans/(/kB) 6.6257 1.108 4.08710 4.7728 3.9506 4.5468 5.4928
0.96
∆Utrans/(/kB) 0 −9.623 −4.09514 −2.93913 −3.65018 −2.93915 −0.9553
∆Strans/(/kB) 6.9808 11.353 8.65916 7.91215 8.012 7.91219 6.7817
∆Atrans/(/kB) 6.7018 1.28211 4.2187 4.6575 4.0426 4.6579 5.5555
0.97
∆Utrans/(/kB) 0 −8.783 −3.85016 −2.7538 −3.4639 −2.75315 −0.9163
∆Strans/(/kB) 6.9905 10.593 8.43918 7.75312 7.85712 7.75317 6.7629
∆Atrans/(/kB) 6.7805 1.48711 4.3367 4.7678 4.1588 4.7678 5.6438
0.98
∆Utrans/(/kB) 0 −8.142 −3.57111 −2.59017 −3.2308 −2.5909 −0.875018
∆Strans/(/kB) 6.9767 10.012 8.18713 7.60719 7.66111 7.60713 6.7329
∆Atrans/(/kB) 6.8367 1.6657 4.4527 4.8658 4.2788 4.8659 5.7229
0.99
∆Utrans/(/kB) 0 −7.503 −3.332 −2.403 −3.0278 −2.40314 −0.8325
∆Strans/(/kB) 6.9648 9.443 7.973 7.443 7.48012 7.44415 6.70811
∆Atrans/(/kB) 6.8957 1.84611 4.5578 4.9678 4.3789 4.9676 5.8099
1.00
∆Utrans/(/kB) 0 −6.934 −3.102 −2.25514 −2.8376 −2.2559 −0.7933
∆Strans/(/kB) 6.9699 8.954 7.782 7.32017 7.3139 7.32011 6.6788
∆Atrans/(/kB) 6.9699 2.0259 4.6789 5.06510 4.4766 5.0656 5.8847
1.01
∆Utrans/(/kB) 0 −6.27212 −2.91515 −2.11514 −2.66612 −2.1156 −0.7554
∆Strans/(/kB) 6.9738 8.37415 7.62417 7.18218 7.17816 7.1829 6.6519
∆Atrans/(/kB) 7.0438 2.1869 4.7869 5.13811 4.58410 5.1387 5.9638
1.02
∆Utrans/(/kB) 0 −5.843 −2.68112 −2.00614 −2.4925 −2.0068 −0.723115
∆Strans/(/kB) 6.9689 8.043 7.45016 7.11416 7.0489 7.11413 6.6228
∆Atrans/(/kB) 7.1079 2.3569 4.91811 5.2509 4.6988 5.25010 6.0318
1.03
∆Utrans/(/kB) 0 −5.343 −2.522 −1.84416 −2.3457 −1.84411 −0.6922
∆Strans/(/kB) 6.9786 7.653 7.332 6.98118 6.93812 6.98114 6.6097
∆Atrans/(/kB) 7.1886 2.53511 5.0298 5.34610 4.80110 5.3469 6.1157
1.04
∆Utrans/(/kB) 0 −4.89916 −2.31110 −1.74019 −2.21410 −1.7409 −0.6573
∆Strans/(/kB) 6.9708 7.28219 7.14513 6.91419 6.84112 6.91412 6.5799
∆Atrans/(/kB) 7.2498 2.67412 5.1209 5.4507 4.9018 5.4509 6.1858
1.05
∆Utrans/(/kB) 0 −4.544 −2.1869 −1.6559 −2.0835 −1.65510 −0.625417
∆Strans/(/kB) 6.9838 7.003 7.08316 6.86312 6.74312 6.86312 6.5597
∆Atrans/(/kB) 7.3329 2.8128 5.25114 5.5529 4.99711 5.5529 6.2627
Eq. 5
∆Utrans/(/kB) 0.037 −15.3111 −6.856 −5.378 −6.118 4.848 1.917
∆Strans/(/kB) −2.783 −6.924 −4.613 −4.273 −4.243 −3.963 −3.123
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Table 3.5: Internal energies, entropies, and Helmholtz energies of transfer for polymers
from the solution phase to spherical pores for N = 256. Errors given are standard
errors of the mean.
T/TLCCC Property A B AB ABA BAB ABAB Alter
0.95
∆Utrans/(/kB) 0 −25.11.5 −11.37 −10.28 −10.65 −9.16 −2.0911
∆Strans/(/kB) −12.914 −27.81.6 −19.18 −18.99 −18.06 −17.56 −12.7812
∆Atrans/(/kB) 12.264 1.374 6.795 7.704 6.454 7.504 10.053
0.96
∆Utrans/(/kB) 0 −22.21.5 −10.27 −9.49 −9.85 −8.46 −1.9211
∆Strans/(/kB) −12.883 −25.11.6 −18.07 −18.09 −17.15 −16.76 −12.7412
∆Atrans/(/kB) 12.363 1.905 7.084 7.925 6.684 7.684 10.313
0.97
∆Utrans/(/kB) 0 −20.41.7 −9.46 −8.67 −8.96 −7.75 −1.8510
∆Strans/(/kB) −12.894 −23.31.7 −17.17 −17.27 −16.36 −16.15 −12.5311
∆Atrans/(/kB) 12.504 2.274 7.264 8.134 6.954 7.944 10.313
0.98
∆Utrans/(/kB) 0 −18.11.6 −8.57 −7.77 −8.05 −7.05 −1.7310
∆Strans/(/kB) −12.884 −21.11.7 −16.47 −16.47 −15.65 −15.45 −12.4311
∆Atrans/(/kB) 12.634 2.594 7.554 8.394 7.204 8.134 10.463
0.99
∆Utrans/(/kB) 0 −16.61.5 −7.86 −6.87 −7.35 −6.35 −1.5612
∆Strans/(/kB) −12.865 −19.61.6 −15.76 −15.78 −14.95 −14.85 −12.4012
∆Atrans/(/kB) 12.735 2.844 7.724 8.674 7.444 8.354 10.724
1.00
∆Utrans/(/kB) 0 −14.11.5 −7.05 −6.17 −6.64 −5.74 −1.5011
∆Strans/(/kB) −12.934 −17.41.5 −14.95 −15.07 −14.24 −14.34 −12.2811
∆Atrans/(/kB) 12.934 3.324 7.984 8.894 7.664 8.633 10.774
1.01
∆Utrans/(/kB) 0 −12.51.7 −6.36 −5.79 −6.16 −5.26 −1.3814
∆Strans/(/kB) −12.954 −16.01.7 −14.45 −14.79 −13.86 −13.96 −12.2114
∆Atrans/(/kB) 13.084 3.674 8.184 9.104 7.844 8.834 10.954
1.02
∆Utrans/(/kB) 0 −11.41.7 −5.65 −5.18 −5.36 −4.76 −1.2913
∆Strans/(/kB) −12.944 −14.91.6 −13.85 −14.08 −13.25 −13.46 −12.0814
∆Atrans/(/kB) 13.204 3.874 8.444 9.194 8.134 8.984 11.034
1.03
∆Utrans/(/kB) 0 −10.21.5 −5.04 −4.58 −4.86 −4.15 −1.1811
∆Strans/(/kB) −12.964 −13.91.5 −13.34 −13.68 −12.86 −13.05 −12.0312
∆Atrans/(/kB) 13.344 4.144 8.684 9.524 8.345 9.244 11.214
1.04
∆Utrans/(/kB) 0 −8.61.2 −4.45 −4.17 −4.36 −3.85 −1.0814
∆Strans/(/kB) −12.934 −12.61.1 −12.85 −13.37 −12.36 −12.85 −12.0514
∆Atrans/(/kB) 13.454 4.574 8.925 9.784 8.564 9.443 11.464
1.05
∆Utrans/(/kB) 0 −7.61.1 −4.14 −3.77 −4.04 −3.35 −1.0112
∆Strans/(/kB) −12.914 −11.81.0 −12.54 −12.97 −12.04 −12.35 −11.9212
∆Atrans/(/kB) 13.564 4.795 9.064 9.855 8.634 9.654 11.514
Eq 3.5
∆Utrans/(/kB) 0.91.0 −57.11.2 −26.71.2 −25.51.2 −25.61.0 −21.81.0 −6.18
∆Strans/(/kB) −6.74 −23.55 −14.65 −14.85 −14.04 −13.14 −8.33
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Table 3.6: Internal energies, entropies, and Helmholtz energies of transfer for polymers
from the solution phase to cylindrical pores for N = 32. Errors designate standard
errors of the mean.
T Property A B AB ABA BAB ABAB Alter
0.95
∆Utrans/(/kB) 0 −1.841618 −0.54824 −0.39126 −0.49866 −0.38867 −0.23893
∆Strans/(/kB) 1.694614 2.1512 1.714717 1.685816 1.621810 1.639316 1.570314
∆Atrans/(/kB) 1.609813 0.201614 1.080816 1.210314 1.04217 1.168713 1.252913
0.96
∆Utrans/(/kB) 0 −1.7782 −0.53498 −0.38138 −0.48885 −0.38134 −0.23564
∆Strans/(/kB) 1.694613 2.1083 1.7112 1.634013 1.616517 1.634017 1.5702
∆Atrans/(/kB) 1.626812 0.246117 1.107919 1.18739 1.063116 1.187316 1.2722
0.97
∆Utrans/(/kB) 0 −1.719219 −0.52046 −0.37386 −0.47876 −0.37386 −0.23233
∆Strans/(/kB) 1.696511 2.0682 1.7023 1.630614 1.613710 1.630618 1.570419
∆Atrans/(/kB) 1.645611 0.286514 1.1303 1.207913 1.08668 1.207916 1.291018
0.98
∆Utrans/(/kB) 0 −1.666113 −0.50927 −0.36652 −0.46965 −0.36655 −0.22903
∆Strans/(/kB) 1.696613 2.032016 1.696918 1.629614 1.609512 1.629614 1.570317
∆Atrans/(/kB) 1.662713 0.32537 1.153816 1.230613 1.107711 1.230613 1.309917
0.99
∆Utrans/(/kB) 0 −1.608614 −0.49707 −0.36086 −0.46235 −0.36084 −0.22583
∆Strans/(/kB) 1.69717 1.9932 1.690015 1.627718 1.607411 1.627719 1.571116
∆Atrans/(/kB) 1.68017 0.364517 1.176113 1.250617 1.129010 1.250618 1.329616
1.00
∆Utrans/(/kB) 0 −1.562014 −0.48658 −0.35375 −0.45324 −0.35374 −0.22292
∆Strans/(/kB) 1.695817 1.9653 1.685417 1.619816 1.607018 1.619815 1.569214
∆Atrans/(/kB) 1.695817 0.4032 1.199014 1.266115 1.153817 1.266114 1.346314
1.01
∆Utrans/(/kB) 0 −1.51279 −0.47499 −0.34686 −0.44534 −0.34686 −0.22023
∆Strans/(/kB) 1.695212 1.931213 1.680413 1.624718 1.605613 1.6252 1.5732
∆Atrans/(/kB) 1.712112 0.43789 1.222310 1.294117 1.176312 1.2942 1.3682
1.02
∆Utrans/(/kB) 0 −1.468712 −0.464210 −0.34085 −0.43765 −0.34082 −0.21762
∆Strans/(/kB) 1.692910 1.9042 1.675518 1.624911 1.600812 1.624910 1.575815
∆Atrans/(/kB) 1.726810 0.4732 1.244815 1.316610 1.195211 1.316610 1.389815
1.03
∆Utrans/(/kB) 0 −1.426310 −0.45365 −0.33484 −0.43008 −0.33483 −0.21462
∆Strans/(/kB) 1.693314 1.877511 1.666112 1.621314 1.598418 1.621315 1.575015
∆Atrans/(/kB) 1.744115 0.50755 1.262511 1.335114 1.216417 1.335115 1.407716
1.04
∆Utrans/(/kB) 0 −1.385511 −0.44458 −0.32895 −0.42226 −0.32895 −0.21223
∆Strans/(/kB) 1.694813 1.855016 1.666318 1.619312 1.594014 1.619319 1.573112
∆Atrans/(/kB) 1.762613 0.543712 1.288517 1.355211 1.235613 1.355219 1.423813
1.05
∆Utrans/(/kB) 0 −1.347011 −0.43537 −0.32333 −0.41555 −0.32336 −0.21014
∆Strans/(/kB) 1.693613 1.8352 1.663417 1.617218 1.5932 1.6172 1.574014
∆Atrans/(/kB) 1.778213 0.580318 1.311316 1.374818 1.2572 1.3752 1.442615
Eq. 5
∆Utrans/(/kB) 0.02012 −3.402 −1.07717 −0.84813 −1.01214 −0.881816 −0.56516
∆Strans/(/kB) −0.6675 −1.4998 −0.9107 −0.8685 −0.8655 −0.8367 −0.7666
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Table 3.7: Internal energies, entropies, and Helmholtz energies of transfer for polymers
from the solution phase to cylindrical pores for N = 64. Errors designate standard
errors of the mean.
T Property A B AB ABA BAB ABAB Alter
0.95
∆Utrans/(/kB) 0 −3.6106 −1.2182 −0.8412 −1.0014 −0.810918 −0.36067
∆Strans/(/kB) 2.4262 3.8058 2.7553 2.6264 2.4807 2.5143 2.2953
∆Atrans/(/kB) 2.3052 0.0055 1.3992 1.6533 1.3565 1.5783 1.8203
0.96
∆Utrans/(/kB) 0 −3.4065 −1.1592 −0.783314 −0.965619 −0.783310 −0.35175
∆Strans/(/kB) 2.4284 3.6426 2.7124 2.4913 2.4584 2.4912 2.2935
∆Atrans/(/kB) 2.3314 0.0903 1.4443 1.6082 1.3943 1.6082 1.8494
0.97
∆Utrans/(/kB) 0 −3.2365 −1.1172 −0.7513 −0.933214 −0.7512 −0.34309
∆Strans/(/kB) 2.4263 3.5006 2.6793 2.4705 2.4354 2.4704 2.2833
∆Atrans/(/kB) 2.3533 0.1594 1.4813 1.6454 1.4294 1.6453 1.8713
0.98
∆Utrans/(/kB) 0 −3.0584 −1.067011 −0.723517 −0.897412 −0.7233 −0.33387
∆Strans/(/kB) 2.4292 3.3654 2.6403 2.4533 2.4153 2.4534 2.2843
∆Atrans/(/kB) 2.3802 0.2392 1.5203 1.6813 1.4693 1.6813 1.9043
0.99
∆Utrans/(/kB) 0 −2.9046 −1.0273 −0.704110 −0.867811 −0.704119 −0.32535
∆Strans/(/kB) 2.4302 3.2387 2.6166 2.4363 2.3973 2.4364 2.2803
∆Atrans/(/kB) 2.4062 0.3024 1.5635 1.7083 1.5053 1.7083 1.9323
1.00
∆Utrans/(/kB) 0 −2.7615 −0.982515 −0.6762 −0.837913 −0.6762 −0.31855
∆Strans/(/kB) 2.4282 3.1297 2.5813 2.4174 2.3763 2.4173 2.2774
∆Atrans/(/kB) 2.4282 0.3684 1.5993 1.7403 1.5382 1.7403 1.9594
1.01
∆Utrans/(/kB) 0 −2.6183 −0.942919 −0.655015 −0.810415 −0.655012 −0.30987
∆Strans/(/kB) 2.4282 3.0233 2.5544 2.4042 2.3584 2.4044 2.2763
∆Atrans/(/kB) 2.4532 0.435215 1.6373 1.773015 1.5713 1.7733 1.9893
1.02
∆Utrans/(/kB) 0 −2.5024 −0.9122 −0.630915 −0.784211 −0.630918 −0.30397
∆Strans/(/kB) 2.4253 2.9445 2.5323 2.3875 2.3523 2.3873 2.2683
∆Atrans/(/kB) 2.4733 0.5013 1.6712 1.8044 1.6152 1.8043 2.0093
1.03
∆Utrans/(/kB) 0 −2.3784 −0.8732 −0.6142 −0.760211 −0.613810 −0.29665
∆Strans/(/kB) 2.4243 2.8575 2.5075 2.3803 2.3303 2.3803 2.2653
∆Atrans/(/kB) 2.4973 0.5643 1.7095 1.8383 1.6403 1.8383 2.0373
1.04
∆Utrans/(/kB) 0 −2.2684 −0.8433 −0.5932 −0.737213 −0.592512 −0.29016
∆Strans/(/kB) 2.4274 2.7764 2.4895 2.3723 2.3212 2.3722 2.2642
∆Atrans/(/kB) 2.5244 0.619419 1.7464 1.874519 1.6772 1.8752 2.0642
1.05
∆Utrans/(/kB) 0 −2.1735 −0.8112 −0.574115 −0.71228 −0.574111 −0.28388
∆Strans/(/kB) 2.4254 2.7128 2.4732 2.3654 2.3123 2.3653 2.2673
∆Atrans/(/kB) 2.5464 0.6757 1.786217 1.9094 1.7163 1.9093 2.0973
Eq. 5
∆Utrans/(/kB) 0.023 −6.335 −2.233 −1.643 −2.033 −1.553 −0.783
∆Strans/(/kB) −0.96111 −2.682 −1.53012 −1.38612 −1.42612 −1.31511 −1.09412
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Table 3.8: Internal energies, entropies, and Helmholtz energies of transfer for polymers
from the solution phase to cylindrical pores for N = 128. Errors designate standard
errors of the mean.
T Property A B AB ABA BAB ABAB Alter
0.95
∆Utrans/(/kB) 0 −8.123 −3.00515 −2.432 −2.42810 −2.2286 −0.573
∆Strans/(/kB) 3.85015 8.274 5.22218 5.092 4.57416 4.77211 3.718
∆Atrans/(/kB) 3.65814 −0.25811 1.9568 2.40812 1.91811 2.3069 2.967
0.96
∆Utrans/(/kB) 0 −7.484 −2.81517 −2.10217 −2.2953 −2.1028 −0.553
∆Strans/(/kB) 3.85513 7.685 5.052 4.662 4.4558 4.66412 3.6913
∆Atrans/(/kB) 3.70112 −0.10514 2.03016 2.37513 1.9827 2.3758 2.9912
0.97
∆Utrans/(/kB) 0 −6.924 −2.64214 −2.00813 −2.16614 −2.0089 −0.529617
∆Strans/(/kB) 3.85312 7.184 4.90617 4.57918 4.36818 4.57913 3.6767
∆Atrans/(/kB) 3.73712 0.05311 2.1179 2.43411 2.07111 2.4349 3.0367
0.98
∆Utrans/(/kB) 0 −6.483 −2.46214 −1.89611 −2.0576 −1.8966 −0.5152
∆Strans/(/kB) 3.85611 6.773 4.76418 4.48516 4.2747 4.48514 3.65212
∆Atrans/(/kB) 3.77911 0.15812 2.20711 2.49910 2.1314 2.49913 3.06412
0.99
∆Utrans/(/kB) 0 −5.96617 −2.32414 −1.79115 −1.95310 −1.7919 −0.493712
∆Strans/(/kB) 3.85810 6.322 4.63317 4.39217 4.18516 4.39215 3.6435
∆Atrans/(/kB) 3.81910 0.29311 2.2639 2.5578 2.19013 2.55712 3.1135
1.00
∆Utrans/(/kB) 0 −5.562 −2.20312 −1.69216 −1.8376 −1.6928 −0.4732
∆Strans/(/kB) 3.84915 6.003 4.55119 4.292 4.0959 4.29513 3.64012
∆Atrans/(/kB) 3.84915 0.44115 2.34915 2.60312 2.2587 2.60310 3.16812
1.01
∆Utrans/(/kB) 0 −5.15219 −2.0477 −1.6197 −1.7626 −1.6199 −0.4582
∆Strans/(/kB) 3.8465 5.652 4.42311 4.24914 4.02910 4.24914 3.63114
∆Atrans/(/kB) 3.8855 0.55610 2.4208 2.67312 2.3088 2.67312 3.20814
1.02
∆Utrans/(/kB) 0 −4.792 −1.93010 −1.5328 −1.6556 −1.5327 −0.441310
∆Strans/(/kB) 3.87512 5.353 4.32515 4.17612 3.96612 4.17613 3.6309
∆Atrans/(/kB) 3.95313 0.66211 2.48212 2.7289 2.39010 2.72811 3.2629
1.03
∆Utrans/(/kB) 0 −4.49112 −1.8176 −1.43611 −1.5857 −1.4368 −0.4263
∆Strans/(/kB) 3.85210 5.10614 4.2609 −1.39413 3.90813 4.12216 3.60513
∆Atrans/(/kB) 3.96810 0.7687 2.5716 2.8109 2.44111 2.81015 3.28713
1.04
∆Utrans/(/kB) 0 −4.212 −1.7225 −1.3837 −1.5027 −1.3837 −0.4142
∆Strans/(/kB) 3.84414 4.893 4.1727 −1.33010 3.85212 4.06412 3.60615
∆Atrans/(/kB) 3.99815 0.87317 2.6165 2.8437 2.50410 2.84310 3.33615
1.05
∆Utrans/(/kB) 0 −3.86215 −1.62913 −1.30610 −1.4289 −1.3065 −0.400112
∆Strans/(/kB) 3.84514 4.632 4.10019 4.02613 3.81313 4.02614 3.5836
∆Atrans/(/kB) 4.03817 1.00014 2.67615 2.9229 2.57610 2.92213 3.3626
Eq. 5
∆Utrans/(/kB) 0.034 −12.015 −4.974 −3.734 −4.234 −3.434 −1.054
∆Strans/(/kB) −1.535 −4.976 −2.924 −2.604 −2.604 −2.424 −1.694
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Table 3.9: Internal energies, entropies, and Helmholtz energies of transfer for polymers
from the solution phase to cylindrical pores for N = 256. All errors are given as
standard error of the mean.
T/TLCCC Property A B AB ABA BAB ABAB Alter
0.95
∆Utrans/(/kB) 0 −18.23 −7.5813 −6.1614 −6.998 −5.749 −1.18418
∆Strans/(/kB) −7.084 −18.73 −11.3614 −10.4916 −10.5710 −9.9311 −6.984
∆Atrans/(/kB) 6.733 −0.515 3.225 3.805 3.054 3.704 5.453
0.96
∆Utrans/(/kB) 0 −16.92 −7.0913 −5.6014 −6.428 −5.238 −1.13016
∆Strans/(/kB) −7.134 −17.32 −10.8814 −9.9516 −10.059 −9.469 −6.933
∆Atrans/(/kB) 6.854 −0.294 3.364 3.955 3.234 3.864 5.523
0.97
∆Utrans/(/kB) 0 −15.52 −6.4212 −5.0913 −6.017 −4.839 −1.06316
∆Strans/(/kB) −7.144 −15.92 −10.2213 −9.4915 −9.629 −9.1410 −6.894
∆Atrans/(/kB) 6.924 −0.115 3.495 4.125 3.324 4.045 5.623
0.98
∆Utrans/(/kB) 0 −13.82 −5.8612 −4.6013 −5.517 −4.447 −1.01914
∆Strans/(/kB) −7.074 −14.32 −9.7413 −9.1214 −9.238 −8.808 −6.814
∆Atrans/(/kB) 6.934 0.264 3.696 4.335 3.544 4.194 5.653
0.99
∆Utrans/(/kB) 0 −12.73 −5.6516 −4.5919 −5.1911 −4.158 −0.97514
∆Strans/(/kB) −6.985 −13.33 −9.4318 −8.9521 −8.8612 −8.479 −6.755
∆Atrans/(/kB) 6.915 0.465 3.688 4.278 3.585 4.244 5.714
1.00
∆Utrans/(/kB) 0 −11.42 −5.009 −3.8112 −4.737 −3.828 −0.93816
∆Strans/(/kB) −7.053 −12.12 −8.9610 −8.4213 −8.518 −8.209 −6.744
∆Atrans/(/kB) 7.053 0.694 3.964 4.615 3.784 4.384 5.803
1.01
∆Utrans/(/kB) 0 −10.42 −4.558 −3.4811 −4.356 −3.447 −0.86715
∆Strans/(/kB) −7.065 −11.22 −8.559 −8.1612 −8.187 −7.978 −6.754
∆Atrans/(/kB) 7.135 0.865 4.084 4.765 3.924 4.614 5.954
1.02
∆Utrans/(/kB) 0 −9.52 −4.108 −3.169 −3.946 −3.236 −0.84011
∆Strans/(/kB) −6.954 −10.32 −8.2110 −7.8810 −7.917 −7.768 −6.704
∆Atrans/(/kB) 7.094 1.105 4.285 4.885 4.134 4.685 5.993
1.03
∆Utrans/(/kB) 0 −8.2118 −3.809 −2.868 −3.705 −2.976 −0.79012
∆Strans/(/kB) −7.035 −9.3918 −7.9810 −7.669 −7.676 −7.547 −6.654
∆Atrans/(/kB) 7.245 1.465 4.415 5.035 4.194 4.804 6.064
1.04
∆Utrans/(/kB) 0 −7.5318 −3.478 −2.719 −3.386 −2.756 −0.74714
∆Strans/(/kB) −7.064 −8.8218 −7.689 −7.559 −7.437 −7.357 −6.684
∆Atrans/(/kB) 7.354 1.645 4.525 5.144 4.344 4.905 6.204
1.05
∆Utrans/(/kB) 0 −6.9317 −3.197 −2.427 −3.196 −2.535 −0.71112
∆Strans/(/kB) −7.165 −8.2816 −7.458 −7.278 −7.248 −7.186 −6.6612
∆Atrans/(/kB) 7.525 1.765 4.634 5.224 4.415 5.013 6.284
Eq 3.5
∆Utrans/(/kB) 0.44 −22.85 −10.75 −10.25 −10.24 −8.74 −2.53
∆Strans/(/kB) −2.6916 −9.4018 −5.8419 −5.92 −5.6016 −5.2516 −3.3213
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Figure 3.6: Helmholtz free energies, internal energies, and temperature– entropies of
transfer for polymers partitioning into the spherical pore determined from Eq. 3.6.
Solid lines designate values obtained from Eq. 3.5.
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Figure 3.7: Helmholtz free energies, internal energies, and temperature– entropies of
transfer for polymers partitioning into the cylindrical pore determined from Eq. 3.6.
Solid lines designate values obtained from Eq. 3.5.
To confirm the results seen in Figures 3.6 and 3.7, the heat capacities of transfer
may be determined from either the internal energy or entropy transfer with Eq. 3.7
and Eq. 3.8 [63]:
∆Cv =
∆Utrans(Tf)−∆Utrans(To)
Tf − To (3.7)
∆Cv =
∆Strans(Tf)−∆Strans(To)
ln(Tf/To)
(3.8)
Three temperature ranges were used to determine the heat capacities to capture
temperature effects: To = 0.95 and Tf = 1.05, To = 0.95 and Tf = 0.96, and To = 1.04
and Tf = 1.05. These heat capacities are presented in Tables 3.10, 3.11, 3.12, and
3.13 for N = 32, 64, 128, and 256, respectively.
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Table 3.10: Heat capacities of transfer for polymers with N = 32 from the solution
phase to spherical (SP) and cylindrical (CY) pores determined from Eq. 3.7 and
Eq. 3.8. Errors given are standard errors of the mean.
To = 0.95, Tf = 1.05 To = 0.95, Tf = 0.96 To = 1.04, Tf = 1.05
Polymer Pore Eq. 3.7 Eq. 3.8 Eq. 3.7 Eq. 3.8 Eq. 3.7 Eq. 3.8
B
SP 2.4777 1.5299 3.0910 2.0612 1.935 1.128
CY 1.9799 1.26013 2.5512 1.6215 1.546 0.8211
BAB
SP 0.5104 0.1829 0.654 0.478 0.503 0.059
CY 0.3323 0.1159 0.393 0.208 0.273 0.0410
AB
SP 0.6775 0.36011 0.834 0.4911 0.505 0.1810
CY 0.4513 0.20510 0.533 0.1310 0.374 0.1210
ABAB
SP 0.3233 0.0338 0.403 −0.0410 0.262 0.049
CY 0.2614 0.08811 0.293 0.209 0.223 0.0912
ABA
SP 0.3903 0.0959 0.473 0.179 0.303 −0.0510
CY 0.3273 0.1239 0.444 0.158 0.263 0.039
Alter.
SP 0.19719 0.0066 0.242 0.087 0.17515 −0.017
CY 0.11519 −0.0158 0.132 −0.0110 0.08718 −0.048
A
SP 0 0.00013 0 0.178 0 −0.1214
CY 0 0.0047 0 0.007 0 0.058
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Table 3.11: Heat capacities of transfer for polymers with N = 64 from the solution
phase to spherical (SP) and cylindrical (CY) pores determined from Eq. 3.7 and
Eq. 3.8. Errors given are standard errors of the mean.
To = 0.95, Tf = 1.05 To = 0.95, Tf = 0.96 To = 1.04, Tf = 1.05
Polymer Pore Eq. 3.7 Eq. 3.8 Eq. 3.7 Eq. 3.8 Eq. 3.7 Eq. 3.8
B
SP 8.183 6.464 10.43 8.604 6.12 4.23
CY 5.753 4.374 8.23 6.264 3.82 2.74
BAB
SP 2.03213 1.413 2.3412 1.872 1.6211 0.82
CY 1.15415 0.673 1.4017 0.863 1.006 0.3716
AB
SP 2.60715 1.932 3.4819 2.652 1.9414 1.22
CY 1.63012 1.12617 2.3713 1.672 1.2813 0.72
ABAB
SP 1.6858 1.192 2.2310 1.792 1.2910 0.73
CY 0.9478 0.59518 1.108 0.9016 0.747 0.2916
ABA
SP 1.98818 1.512 2.62 2.243 1.4811 1.02
CY 1.13911 0.782 1.4211 1.22818 0.8711 0.52
Alter.
SP 0.5945 0.313 0.656 0.273 0.533 0.23
CY 0.3074 0.11118 0.363 0.092 0.254 −0.1417
A
SP 0 0.022 0 0.2319 0 0.22
CY 0 0.00619 0 −0.0816 0 0.12
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Table 3.12: Heat capacities of transfer for polymers with N = 128 from the solution
phase to spherical (SP) and cylindrical (CY) pores determined from Eq. 3.7 and
Eq. 3.8. Errors given are standard errors of the mean.
To = 0.95, Tf = 1.05 To = 0.95, Tf = 0.96 To = 1.04, Tf = 1.05
Polymer Pore Eq. 3.7 Eq. 3.8 Eq. 3.7 Eq. 3.8 Eq. 3.7 Eq. 3.8
B
SP 23.02 19.92 27.11.9 24.51.9 14.41.5 11.71.6
CY 17.0315 14.5717 252 232 13.81.1 10.71.4
BAB
SP 7.273 6.076 10.07 9.68 5.24 4.17
CY 4.005 3.048 5.34 4.67 3.04 1.67
AB
SP 8.846 7.389 12.08 10.39 5.06 2.69
CY 5.518 4.48811 7.69 6.71.2 3.75 3.08
ABAB
SP 5.895 4.857 7.57 6.39 3.45 2.17
CY 3.693 2.9817 5.04 4.16 3.13 1.68
ABA
SP 7.027 5.899 9.58 9.09 4.68 3.21.0
CY 4.639 3.8311 7.91.1 5.81.3 4.35 3.17
Alter.
SP 1.50515 1.105 1.8519 2.14 1.2613 0.85
CY 0.67011 0.5234 0.8015 1.16 0.5511 0.97
A
SP 0 −0.044 0 −0.34 0 −0.55
CY 0 0.029 0 −0.27 0 0.09
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Table 3.13: Heat capacities of transfer for polymers with N = 256 from the solution
phase to spherical (SP) and cylindrical (CY) pores determined from Eq. 3.7 and
Eq. 3.8. Errors given are standard errors of the mean.
To = 0.95, Tf = 1.05 To = 0.95, Tf = 0.96 To = 1.04, Tf = 1.05
Polymer Pore Eq. 3.7 Eq. 3.8 Eq. 3.7 Eq. 3.8 Eq. 3.7 Eq. 3.8
B
SP 708 648 10090 10090 3060 3060
CY 45.31.2 41.61.2 5614 5010 2010 2010
BAB
SP 263 243 3030 3030 1030 1030
CY 15.24 13.35 235 205 73 74
AB
SP 293 264 5040 4040 1030 1030
CY 17.56 15.66 197 188 114 105
ABAB
SP 233 203 3030 3030 2030 2030
CY 12.84 11.05 205 175 93 74
ABA
SP 264 264 3050 3050 1040 2040
CY 15.06 15.66 228 208 114 115
Alter.
SP 4.36 3.47 77 17 37 57
CY 1.898 1.32 2.11.0 22 1.48 12
A
SP 0 0.02 0 1.11.9 0 02
CY 0 −33 0 −12 0 −42
The two methods for calculating heat capacities agree for the different sequences,
pores, and temperature ranges. While the error bars are large for the small tempera-
ture ranges, the cylindrical pore heat capacities show a statistically significant differ-
ence between the two temperature ranges. This, in combination with Figures 3.6 and
3.7, highlights the temperature dependence of the thermodynamic transfer properties
for polymer chains partitioning into a pore and suggest exercising caution when using
the van’t Hoff equation to examine polymers partitioning between different phases.
3.3.4 Structural Properties
The order of partition constants can be partially explained by examining the radial
density profiles of the beads within the pore seen in Figure 3.8 for the spherical and
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cylindrical pores, for four different values of N used in this work. Both sets of calcu-
lations use 40 equal volume spherical or cylindrical shells with r = 0σ representing
the center of the pore and r = 20σ representing the pore wall. Only the outermost
5σ are shown here for clarity.
Both pores show similar trends with respect to the ordering of the chain segments.
The A type beads are concentrated in the center of the pore and display a stronger
preference for the pore center as N increases, which demonstrates the entropic penalty
for having a longer chain near a confined surface. Amongst the copolymers, A beads
in the BAB triblock sequence have the lowest prevalence near the pore wall, followed
by the diblock, tetrablock, ABA triblock, and alternating sequences. This matches
the order of the partition constants seen in Figure 3.4. These distributions have a
similar shape to those seen for athermal beads in copolymers in a wide slit pore seen
by Jiang et al. [27] While their block copolymers are composed of 50 A beads and
100 B beads, the same A density order is seen near the wall.
In the B homopolymer and block copolymers, the B type beads show a relatively
constant distribution throughout the pore with a slight peak at approximately r =
19σ, followed by a steep decline between 19 and 20 σ. This peak corresponds to
the distance for the attractive square-well potential for the B type beads. This peak
near the pore wall with a plateau at farther distances agrees with self-consistent-field
calculations of diblock copolymers consisting of one adsorbing block and one athermal
block near a single wall [64].
Amongst the copolymers, the diblock exhibits the tallest peak, followed by the
BAB triblock, tetrablock, ABA triblock, and alternating sequences. This illustrates
the ability of part of a terminal block to adsorb at the pore wall and overcome the en-
tropic penalty near the wall better than portions of the central blocks. This is similar
to the retention order, but doesn’t match exactly. Hence, while molecular level insight
can provide some insight into polymer retention, examining spatial distributions at
the monomer level is needed.
The probability of B monomers to “adsorb” or be within 1 σ of the pore wall
in the spherical and cylindrical pores for polymers with N = 32, 64, 128, or 256 as
a function of monomer position within the chain are displayed in Figure 3.9. An
index of one or N indicates either chain end while N /2 is the center of the chain.
The probability values are dependent on pore geometry, but the trends are consistent
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between the two pores.
The distribution for the B hompolymer is relatively constant, outside of slight
increases for approximately four units within each chain end, independent of chain
length. The increased probability near the chain ends corresponds to the decreased
steric hindrance these beads experience when adsorbing to the pore wall. This al-
lows the effects of intersections between A and B beads to be elucidated from the
distributions for the different copolymer sequences. There is a slight chain length
dependence for the central B bead adsorption probability as it varies by a factor of
1.2 for N = 32 and N = 256 due to the lack of a true critical condition, but this does
not prevent the observation of A–B intersection effects.
To better structure this discussion, let us initially focus on the copolymers with
N = 256 to illustrate long chain behavior. The diblock, BAB triblock, and tetra-
block sequences all contain long terminal B segments which exhibit similar increased
adsorption probabilities for beads near the chain end as those in the homopolymer.
For monomer indices near the chain end, but outside of the region affected by the
terminus, the probabilities are very similar to those of the B homopolymer until the
monomer index is roughly 32 units away from an intersection. This suggests that, at
least for sufficiently long terminal blocks, B beads far away from A–B intersections
adsorb very similarly to those in the B homopolymer.
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Figure 3.8: Normalized radial density profiles for polymers withN = 32 (top), N = 64
(second from top), N = 128 (second from bottom) and 256 (bottom) in the spherical
(left) and cylindrical (right) pores. Symbols and lines denotes the data for the B and
A segments, respectively.
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The ABA triblock and tetrablock sequences both have B blocks within the mid-
dle of the chain, which allows for the effect of two nearby intersections on block
adsorption probabilities. Beads near the intersection have a significantly decreased
adsorption probability compared to the homopolymer beads at the same index. For
indices near the center of the block, the adsorption probability approaches that of
the B homopolymer. Those in the longer ABA triblock segment (index near N/2)
agree with those in the homopolymer, while those in the shorter tetrablock segment
(index near 3N/8) have probabilities noticeably less than those in the homopolymer.
This suggests that monomers in the middle of triblock segment aren’t affected by the
intersections while those in the tetrablock segment are still slightly affected; thus,
an intersection does not affect adsorption for B beads far enough removed from it,
and terminal B beads are not necessary for the beads to exhibit similar adsorption
behavior as those in the homopolymer. Additionally, the B bead closest to an inter-
section has a very similar adsorption probability, independent of index and whether
the sequence has two, three, or four blocks. This implies that the nearby intersection
is the primary influence on the the adsorption probability, not monomer index.
In the alternating sequence, all B beads are neighboring an A bead and thus must
overcome the unfavorable placement of an A bead near the pore wall to adsorb. This
results in all beads having a much lower adsorption probability than those in the B
homopolymer. There is still a significant increase for B monomers near the chain
end compared to those in the middle of the chain, but they do not match those of
corresponding B monomers in the B homopolymer due to the nearby A beads. For
the central beads, the adsorption probabilities are less than those of the B beads
part of an A–B intersection in the other copolymers due to the influence of multiple
intersections nearby.
The distributions for N < 256 exhibit similar trends as those seen for N =
256. Increased probabilities for B beads near the chain ends are seen over a similar
range of roughly four beads. Similarly shaped curves are found for the B blocks
near intersections, but mid-block probabilities do not quite match those of the B
homopolymer due to the shorter block length such that all beads within the block are
affected by the intersection. Both the long-range decrease in adsorption probability
from A–B intersections and short-range increase in adsorption probability from B
beads near the termini are used to guide the development of a new calibration equation
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discussed in the next section.
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Figure 3.9: Probabilities for a favorable B segment–wall contact as function of seg-
ment index for polymers with N = 32, 64, 128, and 256 in the spherical and cylindrical
pores.
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The probability distributions for the B homopolymer, diblock, and ABA triblock
are similar to those seen in a self-consistent-field theory study by Evers et al. [64]
In their work, the A monomer is given a high affinity for a flat surface while the B
monomers have the same affinity for the surface and the solvent. Both the B ho-
mopolymer distribution in this work and the A homopolymer distribution in their
work are symmetric with enhanced adsorption near the chain ends. Their homopoly-
mer data is for N = 100, but suggests a plateau in the adsorption probability for
units in the middle of the chain. Both diblock and triblock distributions show an
enhancement for interacting beads near the chain end, a plateau in adsorption proba-
bility for beads of intermediate distance from the chain end and/or A–B intersection
and a significant decrease in adsorption probability near the intersection.
3.3.5 Sequence-Dependent Calibration Equation
Given the wide disparity between the the partition constants predicted by Eq. 3.4
and the actual partition constants seen in Figure 3.4, a new method to predict par-
tition constants is clearly needed. There appears to be a lack of proposed equations
that account for chain sequence to better predict polymer partition constants in the
literature. In Figure 3.9, it is evident that the proximity to a chain end or an inter-
section with A beads increases or decreases the probability that a B bead adsorbs
to the pore wall. When B beads are far enough removed from an intersection or a
chain end, they have the same probability to adsorb as B beads within the middle
of the B homopolymer. This sort of “saturation” behavior is analogous to Langmuir
adsorption behavior. Adding terms to compensate for these observations to Eq. 3.4
leads to an equation with the form:
lnKAB,N = lnKA,N/2 + lnKB,N/2+1 − lnKB,1
+
NiLblock
Lblock + C1
× C2 + NtLblock
Lblock + C3
× C4
(3.9)
where Ni is number of intersections between A and B beads, Nt is the number of
B termini, Lblock is the B block length in the copolymer, and C1, C2, C3, and C4 are
constants fit to each pore shape (provided in Table 3.14). These constants were fit
concurrently by using the “fminsearch” function within MATLAB [65] to minimize
the sum of the errors squared for all five copolymer sequences at all four lengths.
55
Pore C1 C2 C3 C4
Spherical 25.0 -0.256 6.25 0.153
Cylindrical 25.9 -0.176 10.1 0.103
Table 3.14: Fitted constants for new calibration curve, Eq. 3.9, for spherical and
cylindrical pores.
Several sets of initial guesses for the constants were used to confirm that a global
minimum was found. Closer examination of Figure 3.9 shows that an intersection
decreases the adsorption probability for all beads within roughly 32 beads of it, so
values near 26 are reasonable for C1 while C2 must be less than zero, given that the
number of intersections decreases adsorption probability. Figure 3.9 shows that a B
terminus increases the adsorption probability for only a few beads near the end, thus
C3 < 10 is reasonable, and C4 must be greater than zero, given that these termini
increase adsorption probability.
The differences between partition constants predicted by Eq. 3.4 or Eq. 3.9 and
those calculated directly from simulation are presented in Figure 3.10 with the mean
signed and mean unsigned errors presented in Table 3.15. Using these equations that
account for decreased adsorption caused by intersections and increased adsorption
for B located very close to the chain ends allows one to predict copolymer partition
constants with very high accuracy. While the sets of constants are similar for the two
pore shapes, the differences between them show that these values would need to be
fitted for a specific column and solvent system used in a LCCC experiment.
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Figure 3.10: Errors in the logarithm of the partition constant for partition constants
predicted by Eq. 3.4 (solid symbols) and by Eq. 3.9 (open symbols with dashed lines)
in the spherical (left) and cylindrical (right) pores.
Reversing Equations 3.4 or 3.9 allows them to be used as calibration curves to
determine the number of A beads in a chain, NA. The partition constants from sim-
ulation are used to calculate the total length of the chain, which is then halved to
yield NA based on the knowledge that each chain is 50% of each monomer. Eq. 3.4
yields quite inaccurate NA values, particularly at longer chain lengths and for the
tetrablock, ABA triblock, and alternating sequences. This result questions the ac-
curacy of large molecular weights determined from LCCC that use sequence-blind
calibration curves. The new sequence-dependent equation has much lower errors in
NA for all sequences, at all lengths, and in both pores. Unlike the sequence-blind
calibration equation, no one sequence has a significantly larger error than the other
sequences when the new calibration equation is used. This shows that with general
structural and composition information, molecular weights with less than 12% error
can be determined from LCCC for many linear copolymer sequences.
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ln K NA,LCCC
MSE MUE MSPE MUPE
SP CY SP CY SP CY SP CY
Eq. 3.3 -0.76 0.49 0.76 0.49 50 -8.5 54 19
Eq. 3.4 -0.24 -0.16 0.24 0.16 -27 -38 28 38
Eq. 3.9 -0.02 -0.01 0.07 0.04 -4.8 -6.7 11 11
Table 3.15: Mean signed (MSE) and unsigned (MUE) errors in the logarithm of the
partition constants predicted by Equations 3.3, 3.4 and 3.9. Mean signed percentage
(MSPE) and mean unsigned percentage (MUPE) errors in NA,LCCC determined from
Eq. 3.3, 3.4 and 3.9. “SP” and “CY” correspond to spherical and cylindrical pores,
respectively.
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Figure 3.11: Error in NA determined by using Eq. 3.4 (solid symbols) and Eq. 3.9
(open symbols with dotted lines) as calibration curves in the spherical (left) and
cylindrical (right) pores.
3.4 Conclusions
In summary, we have presented a refined empirical model for the retention of block
copolymers in LCCC based upon Gibbs ensemble Monte Carlo simulations. Parti-
tioning between a mobile phase and a spherical or cylindrical pore was examined for
five different copolymer sequences.
With the selected set of sequences, it was shown that monomer sequence does affect
retention in LCCC, in agreement with experimental and simulation studies. [9, 54, 27]
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Sequences with terminal B blocks are more retained than those with central B blocks.
Spatial distributions of the monomers were used to guide the design of new calibration
equations that account for both the number of A–B intersections and the number of
B termini in a sequence. These new calibration curves decrease the the unsigned error
in predicted partition constants and number of A segments determined by LCCC by
a factor of four and a factor of ten for signed errors. This type of calibration equation
has potential to accurately determine chain length for block copolymers though it
does require more standards to fit.
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Appendix A
Acronyms
Table A.1: Acronyms used in the present work.
CBMC Configurational-bias Monte Carlo
GEMC Gibbs ensemble Monte Carlo
MWD Molecular weight distribution
LC Liquid chromatography
LCCC Liquid chromatography at the critical condition
MC Monte Carlo
SEC Size exclusion chromatography
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