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TRUNCATION IN UNIONS OF HAHN FIELDS WITH A
DERIVATION
SANTIAGO CAMACHO
Abstract. Truncation in Generalized Series fields is a robust notion, in the
sense that it is preserved under various algebraic and some transcendental
extensions. In this paper we study conditions that ensure that a truncation
closed set extends naturally to a truncation closed differential ring, and a
truncation closed differential field has a truncation closed Liouville closure. In
particular, we introduce the Notion of IL-closedness in Unions of Hahn fields
in order to determine that this condition is sufficient to preserve truncation in
those two settings for constructions such as the field of logarithmic-exponential
transseries T.
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1. Introduction
Mourgues and Ressayre [10] showed that any real closed field is isomorphic to
a truncation closed subfield of a Hahn field over R. The papers [5, 6, 7, 4] con-
tinue the study of truncation closedness. The results are typically that truncation
closedness is robust in the sense of being preserved under a variety of extensions.
One significance of truncation closedness is that it enables transfinite induction to
be imported as a tool into valuation theory.
There is increasing interest in Hahn fields with a ‘good’ derivation, and trunca-
tion closedness is potentially significant in that context for similar reasons. We show
here that truncation closedness is preserved under certain extensions that involve
the derivation. Our main goal is to establish results for the differential field T of
transseries in the sense of [2], but initially we work in a simpler and rather general
setting of Hahn fields with a ‘good’ derivation. To apply results in that setting to
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T we use that T is, roughly speaking, obtained by iterating a Hahn field construc-
tion: at each step one builds a Hahn field-with-derivation on top of a previously
constructed Hahn field-with-derivation.
For subsets of T we introduce the condition of being iteratively-logarithmically
closed, IL-closed for short. We prove two preservation results for truncation closed
IL-closed subsets of T , TIL-closed for short.
Theorem 1.1. If K is a TIL-closed subfield of T containing R, then the differential
subfield of T generated by K is TIL-closed.
Following Aschenbrenner and van den Dries [1], anH-field is an ordered differential
field K with field of constants C such that
i) f ∈ K, f > C ⇒ f ′ > 0,
ii) O = C + O where O := {f ∈ K : |f | < |c| for some c ∈ C}, and O is the
maximal ideal of the convex subring O of K.
It is well known that any ordered differential subfield of T that contains R is again
an H-field. An H-field K is said to be Liouville closed if K is real closed, and
for each f ∈ K× there exist g, h ∈ K× such that g′ = f and h† := h′/h = f .
In the case of H-subfields of T containing R an equivalent condition is being real
closed, closed under integration, and closed under exponentiation. Our second
result regards diferential extensions of H-fields that are Liouville closed.
Theorem 1.2. Let K be a TIL-closed differential subfield of T containing R. Then
the smallest Liouville closed differential subfield of T containing K is also TIL-
closed.
2. Notations and Preliminaries
We let m,n range over the set N = {0, 1, 2, . . .} of natural numbers. By convention,
ordered sets (and ordered abelian groups, ordered fields) are totally ordered. For an
ordered set S and a ∈ S we set S>a = {s ∈ S : s > a} and similarly for <,≤,≥, 6=
in place of >. We let M denote a multiplicative ordered abelian group, whose
elements m are thought of as monomials; the (strict) ordering on M is denoted
by ≺ (or ≺M if we need to indicate M); likewise with N. Sometimes it is more
convenient to use additive notation, and so we let Γ denote an additive ordered
abelian group (with zero element 0Γ if we need to indicate the dependence on Γ);
then < rather than ≺ denotes the strict ordering of Γ; also, Γ> := Γ>0, and likewise
for <,≤,≥ and 6=. When Γ is clear from the context, we let α, β, γ range over Γ.
By “ring” we mean a commutative ring with 1. Throughout, k is a field.
Hahn Series. The elements of the Hahn field k[[M]] are the formal series f =∑
m fmm with coefficients fm ∈ k and monomials m ∈M such that
supp f := {m : fm 6= 0}
is anti-well-ordered, that is, supp f contains no strictly increasing infinite sequence
m0 ≺ m1 ≺ m2 ≺ · · · . These series are added and multiplied in the way suggested
by the series representation, and this makes k[[M]] into a field with k as a subfield
via the identification of a ∈ k with the series f =
∑
fmm such that f1 = a and
fm = 0 for all m 6= 1.
Often M = tΓ where t is just a symbol, and γ 7→ tγ : Γ → tΓ = M is an order-
reversing isomorphism of Γ onto M. Then we denote k[[M]] also by k((tΓ)), and
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write f =
∑
m fmm ∈ k[[M]] as f =
∑
γ fγt
γ , with fγ := fm for m = t
γ . In
this situation we prefer to take supp f as a subset of Γ rather than of M = tΓ:
supp f = {γ : fγ 6= 0}, and the anti-well-ordered requirement turns into the
requirement that supp f is a well-ordered subset of Γ. Of course, all this is only
a matter of notation, and we shall freely apply results for Hahn fields k((tΓ)) to
Hahn fields k[[M]], since we can always pretend that M is of the form tΓ.
The Hahn field k((tΓ)) comes equipped with the (Krull) valuation v := vΓ :
k((tΓ))× → Γ given by v(f) = min supp f . Given any (Krull) valued field K with
valuation v we have the binary (asymptotic) relations on K given by
• f 4 g :⇐⇒ v(f) > v(g)
• f ≺ g :⇐⇒ (f 4 g & g 64 f)
• f ≍ g :⇐⇒ (f 4 g & g 4 f)
We write 4v or 4Γ if we need to specify the valuation, or the value group Γ in the
case of the valued Hahn field K = k((tΓ)). Given a subset S of a valued field K
and f ∈ K we set S≺f := {g ∈ K : g ≺ f}.
Differential rings. Let R be a ring. A derivation on R is an additive map
∂ : R→ R that satisfies the Leibniz rule: for all a, b ∈ R,
• ∂(a+ b) = ∂(a) + ∂(b)
• ∂(ab) = ∂(a)b+ a∂(b).
A differential ring is a ring together with a derivation on it. Let R be a differential
ring. Unless we specify otherwise, we let ∂ be the derivation of R, and for a ∈ R
we let a′ denote ∂(a). The ring of constants of R is the subring CR := {a ∈
R : a′ = 0} of R. We also have the ring R{Y } of differential polynomials in the
indeterminate Y over R: as a ring, this is just the polynomial ring
R[Y, Y ′, Y ′′, . . . ] = R[Y (n) : n = 0, 1, 2, . . . ]
in the distinct indeterminates Y (n) over R, and it is made into a differential ring
extension of R by requiring that (Y (n))′ = Y (n+1) for all n.
For a differential field K and f ∈ K×, we let f † denote the logarithmic derivative
∂(f)/f , so (fg)† = f † + g† for f, g ∈ K×, and for a subset S of K× we set
S† := {f † : f ∈ S}.
3. Small and Strong Additive Operators
Let C be an additive abelian group, and M a totally ordered monomial set. We
consider the Hahn space C[[M]] of elements f =
∑
m∈M fmm with reverse well-
ordered (or Noetherian) support. Let (fi)i∈I be a family in C[[M]]. We say that
this family is summable if
•
⋃
i supp(fi) is reverse well-ordered, and
• for each m ∈M there are finitely many i such that m ∈ supp(fi).
If (fi)i∈I is summable, we define its sum f =
∑
i∈I fi by fm =
∑
i fi,m. Note that
for G a reverse well-ordered subset of M and (fg)g∈G a family in C, the notation∑
g fgg coincides for the series and the sum of the family (fgg)g.
An operator on C[[M]] is by definition a map P : C[[M]] → C[[M]]. We call
an operator P : C[[M]] → C[[M]] additive if P (f + g) = P (f) + P (g) for all
f, g ∈ C[[M]]. The set of all additive operators on C[[M]] with the above addition
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and multiplication given by composition is a ring with the null operator O as its
zero element and the identity operator I on C[[M]] as its identity element.
Strong Operators. We call an operator P strongly additive, or strong for
short, if for every summable family (fi) in C[[M]] the family (P (fi)) is summable
and
∑
P (fi) = P (
∑
fi). Strong operators on C[[M]] are additive, and the null
operator O and the identity operator I are strong. The following is a routine
consequence of the definition of “strong”.
Lemma 3.1. If P,Q are strong operators on C[[M]], then so are P +Q and PQ.
Proof. Let (fi)i∈I be a summable family in k[[M]]. We have⋃
i
supp(P (fi) +Q(fi)) ⊆
(⋃
i
suppP (fi)
)
∪
(⋃
i
suppQ(fi)
)
,
Which is reverse well ordered. and for each n ∈ N we have
{i ∈ I : (P +Q)(fi)n 6= 0} ⊆ {i ∈ I : P (fi)n 6= 0} ∪ {i ∈ I : Q(fi)n 6= 0},
which is finite, thus proving (1). For (2) (Q(fi)) is summable by assumption, so
(P (Q(fi))) = (PQ(fi)) is summable and∑
P (Q(fi)) = P
(∑
Q(fi)
)
= PQ
(∑
fi
)
. 
Thus the family of strong operators on C[[M]] is a subring of the ring of additive
operators on C[[M]]. Let (Pi)i∈I be a family of additive operators on C[[M]]. We
say that the family (Pi) of additive operators is summable if for all f ∈ C[[M]]
the family (Pi(f))i∈I is summable, and if in addition the map f 7→
∑
i Pi(f) is
strongly additive we say that the family (Pi) is strongly summable. We denote
the map f 7→
∑
i Pi(f) as
∑
i∈I Pi. In any case, if (Pi) is summable, then
∑
Pi is
additive.
Proposition 3.2. Let (Pi)i∈I be a family of additive operators on C[[M]].
(1) If I is finite, then (Pi)i∈I is summable.
(2) If I and J are disjoint sets, (Pi)i∈I is summable, and (Pj)j∈J is also a fam-
ily of summable additive operators, then the family (Pi)i∈I∪J is summable.
(3) If σ : I → J is a bijection, and (Pi)i∈I is summable, then (Pσ−1(j))j∈J is
summable.
(4) Let I =
⋃
j∈J Ij with pairwise disjoint Ij. If (Pi)i∈I is summable, then
(Pi)i∈Ij is summable for each j ∈ J and
∑
j∈J
∑
i∈Ij
Pi =
∑
i∈I Pi
Proposition 3.3. Let (Pi)i∈I be a family of strong operators such that (Pi)i∈I is
strongly summable and let Q be a strong operator. Then (PiQ)i∈I and (QPi)i∈I are
strongly summable and equal to (
∑
i Pi)Q and Q
∑
i Pi, respectively.
Small Operators. In this section M is a commutative monomial group and C
a commutative ring. We make the ring of strong operators on C[[M]] into a C-
algebra by defining (cP )(f) := c · P (f) for c ∈ C,P a strong operator on C[[M]],
and f ∈ C[[M]].
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An operator P on C[[M]] is said to be small1 , if P is additive and there is a reverse
well-ordered G ⊆ M≺1 such that supp(P (f)) ⊆ G supp(f) for every f ∈ C[[M]];
any such G is called a witness for P .
Proposition 3.4. If G and N are reverse well-ordered subsets of M, then GN is
reverse well-ordered, and for every m ∈ M there are finitely many pairs (g, n) ∈
G×N such that gn = m.
Proof. Let g1n1 ≺ g2n2 ≺ · · · be an increasing family with gi ∈ G and ni ∈ N by
reverse well-orderedness of G there is a subsequence gi1  g12  · · · of g1, g2, . . .
which is decreasing, but that would mean that the sequence n12 , ni2 , . . . is strictly
increasing, a contradiction. 
Small operators on C[[M]] are contained in the set of strong operators on C[[M]]:
Lemma 3.5. If P is a small operator on C[[M]], then P is strong.
Proof. Let (fi)i∈I be a summable family.⋃
i
supp(P (fi)) ⊆ G
⋃
i
supp(fi),
which is an reverse well-ordered subset of M. Let m ∈ M. Since there are only
finitely many pairs (g, n) ∈ G ×
⋃
i supp(fi) and for each n there are only finitely
many i such that n ∈ supp(fi), there are only finitely many i such that m ∈
supp(P (fi)). Thus P is a strong operator. 
In fact the small operators on C[[M]] form a subring of the strong operators on
C[[M]]
Lemma 3.6. Let P,Q be small operators, then so are P +Q and PQ.
Proof. Assume P and Q are small and let G be a witness for P and N a witness
for Q, then G ∪N and GN are witnesses for P +Q and PQ respectively. 
The following proposition is useful for constructing inverses of certain operators,
the statement appears originally in [11] and is usually refered to as Neumann’s
Lemma. A proof using additive notation appears in [8, Chapter 5].
Proposition 3.7. Let G be an reverse well-ordered subset of M≺1. Then G∗ :=⋃
nG
n is reverse well-ordered. Moreover, for any m ∈ M there are only finitely
many tuples (n, g1, . . . , gn) such that g1, . . . gn ∈ G and g1 · · · gn = m.
Proposition 3.8. Let (Pn) be a family of small operators such that there is P ⊆
M≺1 with Pn a witness for Pn. Then (Pn) is strongly summable.
Proposition 3.9. If (cn) is a sequence of elements in C and P a small operator.
Then (cnP
n) is strongly summable.
Proposition 3.10. Let P be a small operator, then I − P : C[[M]] → C[[M]] is
bijective with inverse given by
∑
n P
n. Moreover (I−P ) and its inverse are strong.
1Small operators were defined in [5, p. 66] without requiring additivity, but this invalidates
the assertion there about the inverse of I − P . Fortunately, this assertion is only used later in
that paper for additive P , for which it is correct.
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Proof. The existence of the inverse for (I−P ) follows from Proposition 3.9 by taking
cn = 1 for all n. We only prove strong additivity of the inverse Q = (I − P )−1.
Let (fi)i be a summable family in k[[M]]. We claim that the family (Q(fi))i is
summable. For every f ∈ k[[M]] the support of Q(f) is contained in G∗ supp(f).
Thus ⋃
i
supp(Q(fi)) ⊆
⋃
i
G∗ supp(fi) = G
∗
⋃
i
supp(fi),
which is reverse well-ordered. Now let n ∈ M. If n ∈ supp(Q(fi)) then there are
gi ∈ G∗ and mi ∈ supp(fi) such that gimi = n. There are only finitely many pairs
(g,m) ∈ G∗×
⋃
i(supp(fi)) such that gm = n. Since every m appears only in finitely
many of the sets supp(fi) we conclude that n appears in the support of Q(fi) for
only finitely many i ∈ I. Thus (Q(fi))i is a summable family and it is easy to see
that its sum is Q(
∑
i fi). 
Note that Q(I − P )−1 is a small operator with witness NG∗.
Lemma 3.11. Let (Qn)n≥1 be a family of small operators and Q ⊆M≺1 such that
Qn is a witness for Qn and let (Pi)i∈I be a family of small operators that share a
common witness P. If both families (Qn) and (Pi)i∈I are strongly summable, then
(PiQn)i,n is strongly summable and
∑
i,n PiQn =
∑
i Pi
∑
nQn.
Proof. First we note that for any f , the family (PiQn(f)) is summable. Let F
denote the support of f . Then⋃
i,n
supp(PiQn(f)) ⊆
⋃
n
QnPF ⊆ Q∗PF ,
which is anti-well-ordered. We now let m be a fixed element in M. We want to
show that {(i, n) : m ∈ supp(PiQn(f))} is finite. Since
∑
i Pi exists, we have
that for a fixed n, {i : m ∈ suppPiQn(f)} is finite. Now, by combining 3.7 and
3.4 we know that there are only finitely many tuples (p, (n, q1, . . . , qn), n) with
p ∈ P, n ∈ N, qi ∈ Q, n ∈ F such that pq1 · · · qnn = m. These two observations
show that (PiQn) is summable. The existence then follows from smallness, and
equality from Proposition 3.2. 
4. Truncation of Hahn Series
For f =
∑
m fmm ∈ k[[M]] and n ∈M, the truncation f |n of f at n is defined by
f |n :=
∑
m≻n
fmm, an element of k[[M].
Thus for f, g ∈ k[[M]] we have (f + g)|n = f |n + g|n. A subset S of k[[M]] is
said to be truncation closed if for all f ∈ S and n ∈ M we have f |n ∈ S. For
f, g ∈ k[[M]] we let f E g mean that f is a truncation of g, and let f ⊳ g mean that
f is a proper truncation of g, that is, f E g and f 6= g.
When, as in [4], Hahn fields are given as k((tΓ)), we adapt our notation accordingly:
the truncation of f =
∑
γ fγt
γ ∈ k((tΓ)) at γ0 ∈ Γ is
f |γ0 :=
∑
γ<γ0
fγt
γ .
We now list some items from [4] that we are going to use:
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Proposition 4.1. Let A be a subset of k[[M]], R a subring of k[[M]], and E a
(valued) subfield of k[[M]]. Then:
i) The ring as well as the field generated in k[[M]] by any truncation closed
subset of k[[M]] is truncation closed: [4, Theorem 1.1];
ii) If R is truncation closed and all proper truncations of all a ∈ A lie in R[A],
then the ring R[A] is truncation closed;
iii) If E is truncation closed and E ⊇ k, then the henselization of E in k[[M]]
is truncation closed: [4, Theorem 1.2];
iv) If E is truncation closed, henselian, and char(k) = 0, then any algebraic
field extension of E in k[[M]] is truncation closed: [4, Theorem 5.1].
Item (ii) here is an improved version of [4, Corollary 2.6]. To prove (ii), assume R
is truncation closed and all proper truncations of all a ∈ A lie in R[A]. Let
B := A ∪ {f ∈ k[[M]] : f ⊳ a for some a ∈ A}.
Then B is truncation closed, and so is R ∪ B, and thus the ring R[B] = R[A] is
truncation closed, by (i) of the proposition above.
The above deals with extension procedures of algebraic nature. As in [4], we also
consider transcendental adjunctions of of the following kind. Let for each n ≥ 1
a subset Fn of k[[X1, . . . , Xn]] be given such that the subring k[X1, . . . , Xn,Fn]
of k[[X1, . . . , Xn]] is closed under ∂/∂Xi for i = 1, . . . , n, and let F be the family
(Fn). For example, if char(k) = 0, we could take
F1 = {(1 +X1)
−1, expX1, log(1 +X1)}, Fn = ∅ for n > 1
where expX1 :=
∑∞
i=0X
i
1/i! and log(1 + X1) :=
∑∞
i=1(−1)
i+1X i1/i. A subfield
E of k[[M]] is said to be F -closed if f(~a) ∈ E for all f(X1, . . . , Xn) ∈ Fn and
~a ∈ (E∩ O)×n, n = 1, 2, . . . . The F -closure of a subfield E of k[[M]] is the smallest
F -closed subfield F(E) of k[[M]] that contains E.
Proposition 4.2. If char(k) = 0 and E ⊇ k is a truncation closed subfield of
k[[M]], then its F-closure F(E) is also truncation closed.
Additional facts on truncation. Besides Γ we now consider a second ordered
abelian group ∆. Below we identify Γ and ∆ in the usual way with subgroups of
the lexicographically ordered sum Γ⊕∆, so that Γ + ∆ = Γ ⊕∆, with γ > ∆ for
all γ ∈ Γ>. This makes ∆ a convex subgroup of Γ + ∆. Let k0 be a field and
k = k0((t
∆)). Then we have a field isomorphism
k((tΓ)) −→ k0((t
Γ+∆))
that is the identity on k, namely
f =
∑
γ
fγt
γ 7→
∑
γ,δ
fγ,δt
γ+δ
where fγ =
∑
δ fγ,δt
δ for all γ. Below we identify k((tΓ)) with k0((t
Γ+∆)) via the
above isomorphism. For a set S ⊆ k((tΓ)) this leads to two notions of truncation:
we say that S is k-truncation closed if it is truncation closed with k viewed as the
coefficient field and Γ as the group of exponents (that is, viewing S as a subset of
the Hahn field k((tΓ)) over k), and we say that S is k0-truncation closed if it is
truncation closed with k0 viewed as the coefficient field and Γ +∆ as the group of
exponents (that is, viewing S as a subset of the Hahn field k0((t
Γ+∆)) over k0).
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Lemma 4.3. If S ⊆ k((tΓ)) is k0-truncation closed, then S is k-truncation closed.
Proof. Let f ∈ k((tΓ)) and γ ∈ Γ. If (γ+∆<)∩suppk0 f = ∅, then the k-truncation
of f at γ equals the k0-truncation of f at γ ∈ Γ +∆.
If (γ + ∆<) ∩ suppk0 f 6= ∅, then the k-truncation of f at γ equals the k0-
truncation of f at the least element of (γ +∆<) ∩ suppk0 f . 
Lemma 4.4. Let k1 be a truncation closed subfield of the Hahn field k0((t
∆)) = k
over k0, and let V be a k1-linear subspace of k1((t
Γ)) ⊆ k((tΓ)) such that V ⊇ k1
and V is k-truncation closed. Then V is k0-truncation closed.
Proof. If Γ = {0}, then k1((tΓ)) = k1, so V = k1 is k0-truncation closed. In the
rest of the proof we assume Γ 6= {0}. Let β = γ + δ ∈ Γ + ∆ with γ ∈ Γ and
δ ∈ ∆, and f ∈ V . Let g be the truncation of f at β in the Hahn field k0((tΓ+∆))
over k0 and h the truncation of f at γ in the Hahn field k((t
Γ)). Then h ∈ V
and g = h + s with s = φtγ and φ ∈ k0((t∆)). If s = 0, then g ∈ V trivially, so
assume s 6= 0. Then f has a k-truncation h + θtγ ∈ V with 0 6= θ ∈ k1 and so
θtγ ∈ V , tγ = θ−1(θtγ) ∈ V . Moreover, φ is a k0-truncation of θ, so φ ∈ k1, hence
s = φtγ ∈ V , and thus g ∈ V . 
5. Derivations on k((tΓ))
In this section k is a differential field, with derivation ∂ (possibly trivial). We also
let α, β, γ range over Γ, and fix an additive map c : Γ → k. This allows us to
extend ∂ to a derivation on the field k((tΓ)), also denoted by ∂, by declaring for
f =
∑
γ fγt
γ ∈ k((tΓ)) that
∂ (f) :=
∑
γ
(
∂(fγ) + fγc(γ)
)
tγ .
Thus (tγ)′ = c(γ)tγ . For f ∈ k((tΓ)) we have supp f ′ ⊆ supp f , so f ′ 4 f . If
c(Γ) = {0}, then the constant field of k((tΓ)) is clearly Ck((tΓ)). It is easy to check
that the constant field of k((tΓ)) is the same as the constant field of k if and only
if c is injective and c(Γ) ∩ k† = {0}.
Sometimes it is more natural to consider a Hahn field k[[M]], and then a map
c : M → k is said to be addditive if c(mn) = c(m) + c(n) for all m, n ∈ M. Again,
such c allows us to extend ∂ to a derivation ∂ on the field k[[M]] by
∂ (f) :=
∑
m
(
∂(fm) + fmc(m)
)
m.
Examples. For M = xZ with x ≻ 1 we have the usual derivation d
dx
with respect
to x on the field of Laurent series k[[xZ]] = k((tZ)) (with t = x−1), but it is not
of the form considered above. The derivation x d
dx
, however, does have the form
above, with the trivial derivation on k and c(xk) = k · 1 ∈ k for k ∈ Z. Likewise for
M = xQ (x ≻ 1), and char(k) = 0: then x d
dx
has the above form, with the trivial
derivation on k and c(xq) = q · 1 ∈ k for q ∈ Q.
We now return to the setting of k((tΓ)), and observe that ∂(f |γ) = ∂(f)|γ for
f ∈ k((tΓ)). Thus by Proposition 4.1:
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Corollary 5.1. If R be a truncation closed subring of k((tΓ)) and f ∈ R is such
that ∂(g) ∈ F for every proper truncation g of f , then all proper truncations of
∂(f) lie in R and thus R[∂(f)] is truncation closed.
Lemma 5.2. Let R be a truncation closed subring of k((tΓ)). Then the differential
subring of k((tΓ)) generated by R is truncation closed.
Proof. Let R0 = R and Rn+1 = Rn[∂(f) : f ∈ Rn]. Assume inductively that
Rn is a truncation closed subring of k((t
Γ)) . For f ∈ Rn and γ ∈ Γ we have
∂(f)|γ = ∂(f |γ), so all truncations of ∂(f) lie in Rn+1, and thus Rn+1 is truncation
closed by Proposition 4.1(ii). Since the differential ring generated by R is
⋃
nRn,
and a union of truncation closed subsets of k((tΓ)) is truncation closed, we conclude
that the differential subring of k((tΓ)) generated by R is truncation closed. 
Note that Lemma 5.2 goes through with “subfield” instead of “subring”.
Adjoining solutions to y − ay′ = f . We wish to preserve truncation closedness
under adjoining solutions to differential equations y−ay′ = f , where a, f ∈ k((tΓ)),
a ≺ 1. This differential equation is expressed more suggestively as (I − a∂)(y) = f ,
where I is the identity operator on k((tΓ)) and a∂ is considered as a (strongly
additive) operator on k((tΓ)) in the usual way. Note that a∂ is small as defined
earlier, hence I − a∂ is bijective, with inverse
(I − a∂)−1 =
∑
n
(a∂)n
Thus the above differential equation has a unique solution y = (I − a∂)−1(f) in
k((tΓ)). This is why we now turn our attention to the operator (I − a∂)−1.
For n ≥ 1, 0 ≤ m ≤ n we define Gnm(X) ∈ Z{X} recursively as follows:
• Gn0 = 0,
• Gnn = X
n,
• Gn+1m = X(∂(G
n
m) +G
n
m−1) for 1 ≤ m ≤ n.
This recursion easily gives
(a∂)n =
n∑
m=1
Gnm(a)∂
m (n ≥ 1),
hence
(1) (I − a∂)−1 = I +
∞∑
n=1
n∑
m=1
Gnm(a)∂
m.
Since Gnm(X) is homogeneous of degree n, we have suppG
n
m(a) ∈ kt
nα for a ∈ ktα.
Lemma 5.3. Suppose R is a truncation closed differential subring of k((tΓ)), a ∈
R ∩ ktΓ, a ≺ 1, f ∈ R, and (I − a∂)−1(g) ∈ R for all g ⊳ f . Then all proper
truncations of (I − a∂)−1(f) lie in R.
Proof. We have (I − a∂)−1(f) = f +
∑∞
n=1
∑n
m=1G
n
m(a)∂
m(f). Also a = aαt
α
with α > 0, hence supp (Gnm(a)∂
m(f)) ⊆ nα + supp f for 1 ≤ m ≤ n. Consider
a proper truncation (I − a∂)−1(f)|γ of (I − a∂)
−1(f); we have to show that this
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truncation lies in R. The truncation being proper gives N ∈ N≥1 and β ∈ supp f
with γ ≤ Nα+ β. Let f1 := f |β and f2 := f − f1. Then f1, f2 ∈ R and
(I − a∂)−1(f) = (I − a∂)−1(f1) + f2 +
∞∑
n=1
n∑
m=1
Gnm(a)∂
m(f2).
Using supp f2 ≥ β and truncating at γ gives
(I − a∂)−1(f)|γ = (I − a∂)
−1(f1)|γ + f2|γ +
(
N−1∑
n=1
n∑
m=1
Gnm(a)∂
m(f2)
)∣∣∣∣∣
γ
,
which lies in R, since f1 ⊳ f and thus (I − a∂)−1(f1) ∈ R. 
The key inductive step is provided by the next lemma.
Lemma 5.4. Let R be a truncation closed differential subring of k((tΓ)). Let
a, f ∈ R be such that a ≺ 1 and for all b, g ∈ R,
• g ⊳ f ⇒ (I − a∂)−1(g) ∈ R,
• b ⊳ a⇒ (I − b∂)−1(g) ∈ R.
Then all proper truncations of (I − a∂)−1(f) lie in R.
Proof. Assume (I − a∂)−1(f)|γ ⊳ (I − a∂)−1(f). Then we have α ∈ supp a, β ∈
supp f , and N ∈ N≥1 such that γ ≤ Nα+β. Put a1 := a|α, a2 := a−a1, f1 := f |β,
and f2 := f − f1. Set P = a1∂ and Q = a2∂, so a∂ = P +Q. Then
(I − a∂)−1(f) = (I − a∂)−1(f1) + (I − a∂)
−1(f2)
= (I − a∂)−1(f1) +
∞∑
n=0
(P +Q)n(f2).
Note that
∞∑
n=0
(P +Q)n =
∑
n0
Pn0 +
∑
n0,n1
Pn0QPn1 +
∑
n0,n1,n2
Pn0QPn1QPn2 + · · · .
We have Q(I − P )−1 =
∑
nQP
n; raising both sides to the mth power gives(
Q(I − P )−1
)m
=
∑
n1,...,nm
QPn1QPn2 · · ·QPnm , so
∞∑
n=0
(P +Q)n =
∞∑
m=0
(I − P )−1
(
Q(I − P )−1
)m
, hence
(I − a∂)−1(f) = (I − a∂)−1(f1) +
∞∑
m=0
(I − P )−1
(
Q(I − P )−1
)m
(f2).
Truncating at γ yields
(I − a∂)−1(f)|γ = (I − a∂)
−1(f1)|γ +
(
N−1∑
m=0
(I − P )−1(Q(I − P )−1)m(f2)
)∣∣∣∣∣
γ
.
Since f1 ⊳ f the first summand of the right hand side lies in R. Since a1 ⊳ a, we
have (I − P )−1(h) ∈ R for all h ∈ R, and thus, using a2, f2 ∈ R,
N−1∑
m=0
(I − P )−1(Q(I − P )−1)m(f2) ∈ R.
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Therefore (I − a∂)−1(f)|γ ∈ R. 
Theorem 5.5. Let E be a truncation closed differential subfield of k((tΓ)). Let Ê
be the smallest differential subfield of k((tΓ)) that contains E and is closed under
(I − a∂)−1 for all a ∈ Ê≺1. Then Ê is truncation closed.
Proof. Let F be a maximal truncation closed differential subfield of Ê containing E.
(Such F exists by Zorn’s Lemma.) It suffices to show that F = Ê. Assume F 6= Ê.
Then there exist a ∈ F≺1 and f ∈ F with (I − a∂)−1(f) /∈ F . Take such a and
f for which (α, β) is minimal for lexicographically ordered pairs of ordinals, where
α is the order type of the support of a and β that of f . By minimality of (α, β)
we can apply Lemma 5.4 to F, a, and f to get that F
(
(I − a∂)−1(f)
)
is truncation
closed, using also parts (i) and (ii) of Proposition 4.1. Since F
(
(I − a∂)−1(f)
)
is a
differential subfield of Ê, this contradicts the maximality of F . 
Complementing the previous results. Suppose k1 is a differential subfield of
k and E is a subfield of k((tΓ)) such that a ∈ k1 and c(γ) ∈ k1 whenever atγ ∈ E,
a ∈ k×, γ ∈ Γ. Let Γ1 be the subgroup of Γ generated by the γ ∈ Γ with atγ ∈ E
for some a ∈ k×. In connection with Lemma 5.2 we note:
The differential subfield of k((tΓ)) generated by E is contained in k1((t
Γ1)).
This is because E ⊆ k1((tΓ1)) and k1((tΓ1)) is a differential subfield of k((tΓ)).
Likewise we can complement Theorem 5.5:
If ∂E ⊆ E and Ê is the smallest differential subfield of k((tΓ)) that contains E and
is closed under (I − a∂)−1 for all a ∈ Ê≺1, then Ê ⊆ k1((tΓ1)).
This is because k1((t
Γ1 )) is closed under (I − a∂)−1 for all a ∈ k1((tΓ1))≺1.
Exponentiation. Our aim is to apply the material above to the differential field
Texp of purely exponential transseries. The construction of Texp involves an iter-
ated formation of Hahn fields, where at each step we apply the following general
procedure (copied from [5]).
Define a pre-exponential ordered field to be a tuple (E,A,B, exp) such that
(1) E is an ordered field;
(2) A and B are additive subgroups of E with E = A⊕B and B convex in E;
(3) exp: B → E× is a strictly increasing group morphism (so exp(B) ⊆ E>).
Let (E,A,B, exp) be a pre-exponential ordered field. We view A as the part of E
where exponentiation is not yet defined, and accordingly we introduce a “bigger”
pre-exponential ordered field (E∗, A∗, B∗, exp∗) as follows: Take a multiplicative
copy exp∗(A) of the ordered additive group A with order-preserving isomorphism
exp∗ : A→ exp∗(A), and put E∗ := E[[exp∗(A)]]. Viewing E∗ as an ordered Hahn
field over the ordered coefficient field E, we set
A∗ := E[[exp∗(A)≻1]], B∗ := (E∗)41 = E ⊕ (E∗)≺1 = A⊕B ⊕ (E∗)≺1.
Note that exp∗(A)≻1 = exp∗(A>). Next we extend exp∗ to exp∗ : B∗ → (E∗)× by
exp∗(a+ b+ ε) := exp∗(a) · exp(b) ·
∞∑
n=0
εn
n!
(a ∈ A, b ∈ B, ε ∈ (E∗)≺1).
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Then E ⊆ B∗ = domain(exp∗), and exp∗ extends exp. Note that E < (A∗)> (but
exp∗(E) is cofinal in E∗ if A 6= {0}). In particular, for a ∈ A>, we have
exp∗(a) ∈ exp∗(A>) ⊆ (A∗)>, so exp∗(a) > E.
Assume also that a derivation ∂ on the field E is given that respects exponentiation,
that is, ∂(exp(b)) = ∂(b) exp(b) for all b ∈ B. Then we extend ∂ uniquely to
a strongly E-linear derivation ∂ on the field E∗ by requiring that ∂(exp∗(a)) =
∂(a) exp∗(a) for all a ∈ A. This falls under the general construction at the beginning
of this section with k = E and M = exp∗(A) by taking the additive function
c : exp∗(A) → E to be given by c(exp∗(a)) = ∂(a). It is also easy to check
that this extended derivation on E∗ again respect exponentiation in the sense that
∂(exp(b)) = ∂(b) exp(b) for all b ∈ B∗.
6. Directed Unions of Hahn fields
Let k be a field and M a (multiplicative) ordered abelian group with distinguished
subgroups Mn, n = 0, 1, 2, . . . , such that, with M
(n) := M0 · · ·Mn ⊆M, we have:
(1) M =
⋃
nM
(n);
(2) Mm ≺ mn for all m < n and mn ∈M≻1n .
Thus M(n) is a convex subgroup of M. Considering subgroups of M as ordered
subgroups, we have the anti-lexicographically ordered internal direct product
M(n) = M0 × · · · ×Mn ⊆ M.
Setting kn := k[[M
(n)]] we have k0 = k[[M0]] and field extensions forming a chain
k ⊆ k0 ⊆ k1 ⊆ · · · ⊆ kn ⊆ kn+1 ⊆ · · ·
of Hahn fields over k. We also identify kn with the Hahn field kn−1[[Mn]] over
kn−1 in the usual way (where k−1 := k by convention). We set
k∗ :=
⋃
n
kn, a truncation closed subfield of the Hahn field k[[M]].
A set S ⊆ k∗ is said to be truncation closed if it is truncation closed as a subset of the
Hahn field k[[M]]. Take an order reversing group isomorphism v : M→ Γ onto an
additive ordered abelian group Γ. Then v extends to the valuation v : k[[M]]× → Γ
given by v(f) = v(max supp f). Note that for a ∈ kn = kn−1[[Mn]] we have:
a ≺Mn 1 ⇐⇒ va > v(M
(n−1)).
We now assume that k is even a differential field, and that for every n there is given
an additive map cn : Mn → kn−1. Then we make kn into a differential field by
recursion on n: kn = kn−1[[Mn]] has the derivation given by the derivation of kn−1
and the additive map cn : Mn → kn−1. Thus kn is a differential field extension
of kn−1. We make k∗ into a differential field so that it contains every kn as a
differential subfield. It follows easily that
(m0 · · ·mn)
† = c0(m0) + · · ·+ cn(mn), (m0 ∈M0, . . . ,mn ∈Mn).
This suggest we define the additive function c : M→ k∗ by
c(m0 · · ·mn) := c0(m0) + · · ·+ cn(mn) (m0 ∈M0, . . . ,mn ∈Mn),
so c extends each cn, and m
† = c(m) for all m ∈M.
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We will say that this derivation is transerial if cn(M
6=1
n ) ≻Mn−1 1 for n ≥ 1. One
natural question we could ask at this point is the following: Is the differential field
generated by a truncation closed set inside k∗ truncation closed? Unfortunately
the answer is no.
Example: Let α0 > α1 > · · · > β0 > β1 > · · · 0 be a decreasing sequence of real
numbers such that g :=
∑
n αnx
αn and h :=
∑
n βnx
βn are differentially transcen-
dental over R(x). Then the field F = R(x, f) with f = exp(
∑
n x
αn +
∑
n x
βn)
is truncation closed, but K = R〈x, f〉, the differential ring generated by F , is not
truncation closed. To see this, note that g + h = f † ∈ K, and if K is truncation
closed, then both g and h would be in K making the differential transcendence
degree of F/R(X) greater than 2, a contradiction.
Below we let mi lie in Mi for i ∈ N. For f ∈ k[[M]].For S a subset of k∗ we set
supp(S) :=
⋃
f∈S supp(f). We say that S is IL-closed if for all m0 · · ·mn ∈ supp(S)
we have
∫
ci(mi),mi,
∫
c1(m1)+ · · ·+
∫
cn(mn),m1 · · ·mn ∈ S for i ∈ {1, . . . , n}. We
say that S is TIL-closed if S is both truncation closed and IL-closed.
Let kS be the k-linear subspace of k∗ generated by S. Note that suppkS =
supp(S) and if S is TIL-closed, then so is kS and supp(S) = suppkS ⊆ kS. Let
M(S) := (suppS)∗ be the submonoid of M generated by suppS, and G(S) the
subgroup of M generated by suppS. Thus suppk[S] ⊆M(S). The following hold.
Lemma 6.1. suppk(S) ⊆ Γ(S)
Proof. Let g = f/h ∈ k(S) with f, h ∈ k[S] since
supp(g) ⊆ supp(f) supp(1/h),
it suffices to show that supp(1/h) ⊆ G(S) let r ∈ k, h ≍ m ∈ M(S) and ǫ ≺ 1
be such that h = cm(1 − ǫ). Note that supp(ǫ) ⊆ m−1M(S). We have 1/h =
(cm)−1
∑
n ǫ
n, so supp(1/h) ⊆ G(S) 
Lemma 6.2. If S is TIL-closed, then so is kS ∪M(S).
Proof. For m = m0 · · ·mn ∈ supp(kS) it is clear that
∫
ci(mi),mi,
∫
c1(m1) + · · ·+
cn(mn),m1 · · ·mn ∈ S ⊆ kS ∪M(S) for i ∈ {1, . . . , n}. Let m = m0 · · ·mn ∈M(S).
Then there are (mi,j)i,j ∈ M such that
∑
j mi,j = mi and m0,j · · ·mn,j ∈ supp(S)
for i = 0, . . . , n, j ∈ {1, . . . ,m}. Hence
∫
ci(mi,j) ∈ S and m1,j · · ·mn,j ∈ S
for i = 1, . . . , n, j ∈ {1, . . . ,m}, so
∫
ci(mi),
∫
c1(m1) + · · ·
∫
cn(mn) ∈ kS and
mi,m1 · · ·mn ∈ M(S) for i ∈ {1, . . . , n}. It remains o note that kS is truncation
closed and so is M(S) 
Corollary 6.3. If S is TIL-closed, then so is k[S].
Proof. Assume S is TIL-closed. Then suppS ⊆ kS ⊆ k[S], so we have suppk[S] =
M(S). It remains to note that k[S] is truncation closed. 
Note that to check that a subfield F of k∗ is IL-closed it suffices to check that for
all n > 0 and m0 · · ·mn ∈ supp(F ) we have
∫
cn(mn),mn ∈ F
Corollary 6.4. If S is TIL-closed, then k(S) is TIL-closed and G(S) ⊆ k(S).
Proof. Assume S is TIL-closed. Then k(S) is truncation closed, and so it fol-
lows that G(S) = suppk(S) ⊆ k(S). If m0 · · ·mn ∈ G(S), then mn ∈ G(S) and∫
cn(mn) ∈ kS. 
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Lemma 6.5. Suppose S is such that for each m0m ∈ supp(S) we have m ∈ S
and
∫
c(m) ∈ S. If f ∈ k[S], then every truncation of f ′ lies in
∑
k[S]k[S]′, the
k[S]-submodule of k∗ generated by k[S]
′.
Proof. Let f ∈ kn ∩ k[S] and let g be a truncation of f ′; we prove by induction
on n that g ∈
∑
k[S]k[S]′. For n = 0 we have f =
∑
m∈M0
fmm, and so f
′ =∑
m∈M0
(f ′m+ c0(m)fm)m. Then either g = f
′ or g =
∑
m∈M≻m0 (f
′
m+ c0(m)fm)m =
(f|m0)
′ for some m0 ∈ M0, and as f|m0 ∈ k[S] for all m0 ∈ M0, we get g ∈ k[S]
′ ⊆∑
k[S]k[S]′.
Next, let n > 0, and consider first the case f = fmm with fm ∈ k0 and m ∈
M1 · · ·Mn. Then f ′ = (f ′m + fmc(m))m, so g = g1 + g2 where g1 is a truncation of
f ′mm and g2 is a truncation of fmc(m)m. Hence g1 = ((fm)|m0)
′m with m0 ∈ M0.
Now (fm)|m0m is a truncation of fmm = f ∈ k[S], so (fm)|m0m ∈ k[S]. Therefore,(
(fm)|m0m
)′
= g1 + (fm)|m0c(m)m ∈ k[S]
′, with
(fm)|m0c(m)m = (fm)|m0mc(m) ∈ k[S]S
′ (using
∫
c(m) ∈ S),
so g1 ∈
∑
k[S]k[S]′. From
∫
c(m) ∈ S∩En−1, we get by induction that every trun-
cation of c(m) lies in
∑
k[S]k[S]′, hence every truncation of fmc(m)m = fmmc(m)
lies in
∑(
k[S]
∑
k[S]k[S]′) =
∑
k[S]k[S]′, in particular, g2 ∈
∑
k[S]k[S]′. There-
fore, g = g1 + g2 ∈
∑
k[S]k[S]′.
In general, f =
∑
m∈M1···Mn
fmm with all fm ∈ k0. Then
f ′ =
∑
m
(f ′m + fmc(m))m.
Then g = f ′, or for some n we have
g =
( ∑
m∈M≻n
(f ′m + fmc(m))m
)
+ h,
where h is a truncation of (fnn)
′. It remains to note that
∑
m∈M≻n
(f ′m + fmc(m))m =
( ∑
m∈M≻n
fmm
)′
,
that
∑
m∈M≻n fmm is a truncation of f (and thus in k[S]), and that fnn is a
difference of such truncations, and thus in k[S] as well. 
Lemma 6.6. Suppose S is IL-closed. Then supp(S′) ⊆ supp(S)∗.
Proof. Let f ∈ S ∩ kn, and g ∈ supp(f ′). We show, by induction on n, that
g ∈ supp(S)∗. If n = 0 then the g ∈ supp(f) ⊆ supp(S). Let n > 0, so f =∑
m∈M0···Mn
fmm with all fm ∈ k. Then f ′ =
∑
m(f
′
m + fmc(m))m, so we get m
with
g ∈ tm supp(f ′m + fmc(m)) ⊆ {m} ∪m supp(c(m)).
Since S is IL-closed m,
∫
c(m) ∈ S. So by induction supp(c(m)) ⊆ supp(S)∗. Hence
g ∈ supp(S)∗. 
Corollary 6.7. If S is TIL-closed, then so is k{S}.
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Proof. Assume S is TIL-closed and set
S1 := k[S] ∪ {g : g is a truncation of f
′ for some f ∈ S}.
Let f ∈ S be given. Then supp(f ′) ⊆ supp(S)∗ by Lemma 6.6, and so if m0 · · ·mn ∈
supp(f ′), then m0 · · ·mn,mi ∈ k[S] and hence
∫
c(m0) + · · · +
∫
c(mn),
∫
c(mi) ∈
k[S] for i ∈ {1, . . . , n} by Corollary 6.3. Thus S1 is TIL-closed by another use of
Corollary 6.3. Moreover, by Lemma 6.5 we have S∪S′ ⊆ S1 ⊆
∑
k[S]k[S]′ ⊆ k{S}.
This leads to an increasing sequence
S = S0 ⊆ S1 ⊆ S2 ⊆ · · ·
of TIL-closed subsets of k{S}, where for each n,
Sn+1 := k[Sn] ∪ {g : g is a truncation of f
′ for some f ∈ Sn},
and S(n) ⊆ Sn. Thus S∞ :=
⋃
n Sn is TIL-closed, and k{S} = S∞. 
In view of Corollary 6.4, this yields:
Corollary 6.8. If S is TIL-closed, then so is k〈S〉.
6.1. A variant. In the results above we used k∗ with the derivation ∂ as the
ambient differential field. Let us fix an monomial e and consider instead k∗ equipped
with the derivation d = e∂, and let k{S; e} be the differential subring of (k∗, d)
generated by S over k, and likewise, let k〈S; e〉 be the differential subfield of (k∗, d)
generated by S over k.
Lemmas 6.5 and 6.6 then extends as follows:
Lemma 6.9. If S is TIL-closed and f ∈ k[S], then every truncation of d(f) lies
in
∑
k[S]d(k[S]), the k[S]-submodule of k∗ generated by d(k[S]).
Proof. Immediate from Lemma 6.5 and the fact that for f ∈ k∗ any truncation of
d(f) = ef ′ equals eg for some truncation g of f ′. 
Lemma 6.10. If S is IL-closed and e ∈ supp(S)∗, then
supp d(S) ⊆ supp(S)∗
.
Corollary 6.11. Suppose S is TIL-closed and e ∈ supp(S)∗. Then k{S; e} and
k〈S; e〉 are TIL-closed.
Proof. Analogous to the proof of Corollary 6.7, with S1 replaced by
k[S] ∪ {g : g is a truncation of d(f) for some f ∈ S},
and Lemmas 6.6 and 6.7 replaced by Lemmas 6.9 and 6.10. 
6.2. Operators of the form (I − a∂)−1 on k∗.
Lemma 6.12. Let F be a truncation closed differential subfield of k∗ that contains
k and M. Let F∞ be the smallest differential subfield of k∗ that contains F such
that for every n, Fn := F∞ ∩ kn is closed under (I − a∂)−1 for all a ∈ Fn with
a ≺ M(n−1), where by convention F−1 = k−1 and M(−1) := {0}. Then F∞ is
truncation closed.
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Proof. First note that cn(Mn) ⊆ F ∩ kn−1: this is because for m ∈ Mn we have
m ∈ F , so (m)′ = cn(m)m ∈ F , hence cn(m) ∈ F ∩ kn−1.
We define differential subfields Kn ⊆ kn by recursion on n as follows: Kn is the
smallest differential subfield of kn that contains F ∩ kn and Kn−1 and is closed
under (I−a∂)−1 for all a ∈ Kn with a ≺M(n−1), where by conventionK−1 = k−1.
We show by induction on n: Kn−1(Mn) ⊆ Kn ⊆ Kn−1[[Mn]] and Kn is truncation
closed. The first inclusion holds because Kn−1 ⊆ Kn and Mn ⊆ F ∩ kn ⊆ Kn.
Also cn(Mn) ⊆ Kn−1, so Kn−1[[Mn]] is a differential subfield of kn closed under
(I − a∂)−1 for all a ∈ Kn−1[[Mn]] with a ≺M(n−1). Moreover, by Lemma 4.3,
F ∩ kn ⊆ (F ∩ kn−1)[[Mn]] ⊆ Kn−1[[Mn]],
and so Kn ⊆ Kn−1[[Mn]]. Now the subfield En of Kn−1[[Mn]] generated by Kn−1
and F ∩ kn is a differential subfield of Kn−1[[Mn]] and is also Kn−1-truncation
closed. Applying Theorem 5.5 to En in the role of E we conclude that Kn is Kn−1-
truncation closed. In view of Kn−1 ⊆ Kn and Lemma 4.4 it follows that Kn is
truncation closed. It is also clear by induction on n that Kn ⊆ Fn. Hence K∞ :=⋂
nKn is a differential subfield of F∞ that contains F . Moreover, K∞ ∩ kn = Kn
is closed under (I − a∂)−1 for all a ∈ Kn with a ≺ M(n−1), so K∞ = F∞ by the
minimality of F∞. Since K∞ is truncation closed, so is F∞. 
The assumption that M ⊆ F is too strong, but we are going to replace it by
something more realistic. We say that a set S ⊆M is neat if for all m0 · · ·mn ∈ S,
with mi ∈Mi for i = 0, . . . , n, we have mi ∈ S for i = 0, . . . , n.
Lemma 6.13. Let F be a truncation closed differential subfield of k∗ that contains
k and such that F ∩M is neat. Let F∞ be the smallest differential subfield of k∗
that contains F such that for every n, Fn := F∞∩kn is closed under (I−a∂)−1 for
all a ∈ Fn with a ≺M
(n−1). Then F∞ is truncation closed and F∞ ∩M = F ∩M.
Proof. Set MF,n := (suppF ) ∩ Mn, a subgroup of Mn, and MF := M ∩ F , a
subgroup of M. Setting M
(n)
F := MF,n + · · ·+MF,0, conditions (1) and (2) above
hold for MF , (MF,n), (M
(n)
F ) in place of M, (Mn), (M
(n)). We have the subfield
kF,n := k[[M
(n)
F ]]
of kn = k[[M
(n)]], with F ∩ kn ⊆ kF,n. Using that F is a differential subfield
of k∗ we get cn(ΓF,n) ⊆ kF,n−1, and so kF,n is a differential subfield of kn. The
increasing chain
k ⊆ kF,0 ⊆ kF,1 ⊆ · · · ⊆ kF,n ⊆ kF,n+1 ⊆ · · ·
yields a differential subfield kF,∞ :=
⋃
kF,n of k∗ with F ⊆ kF,∞. In view of
tΓF ⊆ F it remains to apply the previous lemma with kF,∞ instead of k∗. 
One can probably also get rid of the assumption k ⊆ F , and assume instead that
F is strongly truncation closed, with the role of k taken over by kF := F ∩ k.
Lemma 6.14. Let F be a truncation closed differential subfield of k∗ that contains
k and such that F ∩M is neat. Let F∞ be the smallest differential subfield of k∗ that
contains F such that for every n, Fn := F∞ ∩ kn is closed under (I − a∂)−1 for all
a ∈ Fn with a ≺M(n−1), and such that for every f ∈ F∞ such that 1 /∈ supp(f) we
have g ∈ F such that ∂(g) = f . Then F∞ is truncation closed and F∞∩M = F∩M.
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Proof. LetK be a maximal truncation closed differential subfield of F∞ with respect
to that contains F and such that for every n, Kn := K ∩ kn is closed under
(I − a∂)−1 for all a ∈ Kn with a ≺ M(n−1). We will show that K is F∞. Assume
otherwise. Consider S = {f ∈ K : f /∈ ∂(K), 1 /∈ supp(f)}. Let f be minimal
in S with respect to the order type of its support. Then there is n such that
f ∈ kn so f =
∑
mn∈Mn
fmm. Thus g =
∑
m∈Mn
(
I − −∂
c(m)
)−1
(fm)m is such that
∂(g) = f . Claim: K[g] is truncation closed. To prove this it suffices to show that
any truncation of g lies in K. Let n = n0 + · · ·nn ∈ M be such that ni ∈ Mi and
g|n ⊳ g. Then
g|n =
 ∑
m∈M≻nnn
(
I −
−∂
c(m)
)−1
(fm)m
+ (I − −∂
c(nn)
)−1
(fnn)nn
∣∣∣∣∣
n
The first summand of the left hand side is in K by the choice of f . The second
summand is in K since fnn ∈ K, K is truncation closed and nn is in F . It follows
that K〈g〉 is truncation closed and K〈g〉∩M is neat. Thus by Lemma 6.13 applied
to K〈g〉 in place of F we get a contradiction with the maximality of K. 
7. Application to Transseries
Let us consider the field of exponential transseries Texp as in [2, Appendix A]
together with the derivative ∂ := x d
dx
we consider Texp as a differential field. In [2]
Gn takes the role of M
(n).
The construction of Texp. Let k = R, so that R[[G]] is considered as an ordered
field for any ordered multiplicative group G, by setting 0 < f if fm > 0 for m =
max(supp(f)). The construction of Texp is the same as the construction of k∗ in the
previous section, where M0 = x
R = {xr : r ∈ R} and Mn+1 = exp ∗(kn−1[[M
<0
n ]]),
where kn−1[[M
<0
n ]] is taken as an ordered additive subgroup of kn. By initially
taking the trivial derivation on R, we construct the derivation on k∗ by inductively
defining the map cn for every n. For n = 0, c0 = x
r 7→ r : M0 → R, and
cn+1 := exp ∗(f) 7→ ∂cn(f) : Mn+1 → kn. Thus for m = x
rm1 · · ·mn ∈ Γ we have
c(γ) = r + ∂(logm1 + · · ·+ logmn) and thus the derivation on Texp is the strongly
additive map extending m
∂
7→ (r + ∂(logm1 + · · ·+ logmn))m.
We recall some of the notation for certain subsets of Texp and its valued group and
identify using our notation in k∗ = Texp. En is kn, An corresponds to kn−1[[M
≻1
n ]],
Gn corresponds to M
(n). The set of exponential transmonomials GE corresponds
to
⋃
nM
(n). The convex subring Bn corresponds to kn−1[[M
41]].
Thus we can translate the notions of IL-closed and TIL-closed on subsets of
Texp. We set suppexp(f) := {E(a) : x
rE(a) ∈ supp(f)} for f ∈ Texp and
suppexp(S) :=
⋃
f∈S suppexp(f). A subset S of Texp is IL-closed if for every expo-
nential transmonomial E(a0 + · · · an) ∈ suppexp(S) with ai ∈ Ai for i ∈ {0, . . . , n}
we have E(ai), ai,
∑
i ai, E(
∑
i ai) are all in S for i ∈ {0, . . . , n}. Thus as direct
results from corollary 6.8 we get that the differential field generated by R and any
TIL-closed subset of Texp is again TIL-closed.
The exponential map on Texp. For f =
∑
γ fγt
γ ∈ T we set f≺ := f|1 the
purely infinite part of f , f≍ := f0 ∈ R the constant term and f≺ := f−f≻−f≍
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the infinitesimal part of f , and f4 := f≍ + f≺ the bounded part of f . The
exponential map on Texp is obtained by
exp(f) = exp(f≍) exp(f≻)
(∑
n
fn≺
n!
)
,
where exp(f≍) is the image of f≍ under the usual exponential map on R and exp(f≻)
is the image of t−f≻ under ι.
Extension to T. With Ln = R[[ℓ
R
n]]
E ∼= Texp as in [2] we recall that T =
⋃
n Ln,
and that for each n we are given an automorphism f 7→ f↓n= f(ℓn) of the expo-
nential ordered field T that is the identity on R, maps TE onto Ln, maps G
E onto
GLE ∩ Ln, and preserves infinite sums. For n = 0 it is the identity. The inverse of
the automorphism f 7→ f↓n is g 7→ g↑n= g(en) with e0 = x and em+1 = exp(em).
Let g ∈ Ln; then g = f(ℓn) with f = g↑n∈ TE , and this is a useful way to think
about g. Also g ∈ Ln+1, and thus likewise g = (f↑)(ℓn+1). Before we extend the
notion of IL-closedness to subsets of T we make an observation on IL-closed subsets
of Texp.
Lemma 7.1. Let S be an IL-closed subset of Texp that contains a non-constant
element. Then S contains a non-constant element of E0.
Proof. Each f /∈ E0 has a monomial of the form xr exp(a) with a ∈ A6=, and
r ∈ R. Consider the set M of such monomials as f ranges in S \ E0. If M is
empty then we are done. Otherwise take n minimal such that xr exp(a) is in M
and a ∈ An ⊕ · · · ⊕A0 \An−1 ⊕ · · · ⊕A0. Since S is L-closed, a ∈ S. Note that a is
non-constant, so a ∈ E0 \ R or a has a monomial xs exp(b) with b non-zero, which
contradicts the minimality of n. 
We would like to extend the notion of IL-closedness to subsets of T. For f ∈ T
we define the depth of f as the smallest n such that f ∈ Ln. For S ⊆ T we define
the depth of S as the supremum of the depth of its elements in |mathbbN ∪ {∞}.
If S has depth n, then we say that S is IL-closed if S↑n⊆ Texp is IL-closed. If S has
depth∞ then we say that S is IL-closed if for all n we have S↑n ∩Texp is IL-closed.
As before, if S is both IL-closed and truncation closed we say that it is TIL-closed.
Lemma 7.2. Let V be a TIL-closed R-vector subspace of Texp. Then V ↑ +Rx is
TIL-closed.
Proof. We first note that V ↑ ∩Rx = {0} thus V ↑ +Rx is a direct sum. Since
V ↑ is truncation closed, then V ↑ +Rx is truncation closed. Let exp(a0, . . . , an) ∈
suppexp(V ↑ +Rx). Then exp(a) is in the support of V ↑. One can easily check
that a = (rx + b↑), for some r ∈ R, b = b0 + · · · + bn−1 with bi ∈ Ai for i ∈
{0, . . . , n−1} and with the element xr exp(b) ∈ supp(V ). By IL-closedness of V we
get exp(b), bi, b, exp(bi), b ∈ V for i ∈ {0, . . . , n− 1}, hence b↑, bi↑ (= ai), exp(bi)↑=
exp(ai) ∈ V ↑ and thus rx+ b↑∈ V ↑ +Rx. Since V is truncation closed and a vector
space over R we have that xr exp(b) ∈ V . Then exp(a) = xr exp(b)↑∈ V ↑⊆ V ↑ Rx.
Thus concluding that V + Rx is TIL-closed. 
Corollary 7.3. Let V be a truncation closed R vector subspace of Texp. Then
V ⊕ Rℓ1 ⊕ · · · ⊕ Rℓn is TILm-closed.
Lemma 7.2 together with 4.1 give the following:
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Corollary 7.4. Suppose that K is a TIL-closed subfield of Texp containing R. Then
K↑ (x) is TIL-closed.
This gives a nice result for certain special subsets of T.
Corollary 7.5. Let K be a TIL-closed subfield of Texp containing R. Then the
fields K(ℓ1, . . . , ℓn) and K({ℓn}n) are TIL-closed.
This observations will be helpful further on in the analysis of integrals.
Recall:
(g′)↑n =
1
e1 · · · en
f ′.
Corollary 7.6. If S ⊆ Ln is TIL-closed and ℓ
−1
0 , . . . , ℓ
−1
n−1 ∈ S or S ⊇ {ℓn;n ∈ N}.
Then R{S} and R〈S〉 are TIL-closed.
Proof. By the formula above for derivatives, g 7→ g↑n: Ln → TE is a differential
field isomorphism where Ln is equipped with the usual derivation and T
E is given
the derivation en
d
dx
, where en :=
1
e1···en
. It follows that R{S}↑n= R{S ↑n; en}.
Since ℓ−10 , . . . , ℓ
−1
n−1 ∈ S we have (ℓ
−1
0 )↑
n= e−1n , . . . , (ℓn−1)↑
n= e−11 , all in S↑
n, and
so en ∈ supp(S↑n)∗. Hence R{S↑n; en} is TIL-closed by Corollary 6.11 It follows
that R{S} is TIL-closed. 
Henselization and Real Closure. It is easy to see that for a truncation closed
additive subgroup S of T, we have supp(S) = lm(S 6=). Thus using the fact that the
henselization of a valued field is an immediate extension, together with proposition
4.1 we get the following.
Proposition 7.7. Suppose K is a TIL-closed subfield of T containing R. Then the
henselization of K inside T is TIL-closed.
We also have a similar result for the real closure.
Lemma 7.8. Let K be a TIL-closed subfield of T containing R. Then the real
closure of K inside T is TIL-closed.
Proof. Let us denote by F the real closure of K inside T. By the previous propo-
sition, we may assume that K is henselian. Since the real closure is an algebraic
extension, and algebraic extensions of henselian fields are truncation closed, we get
that F is truncation closed. Let exp(
∑
i ai) ∈ suppexp(F ↑
n). Then there is m
such that exp(m
∑
i ai) ∈ suppexp(K↑
n) ⊆ K↑n. Hence mai,m
∑
i ai ∈ K↑
n gives
ai,
∑
i ai ∈ K↑
n⊆ F↑n for i ∈ {0, . . . , n}. E(ai) is a root ofXm−E(mai) ∈ K↑n [X ]
for i ∈ {0, . . . , n}. Thus E(ai) ∈ F↑n for i ∈ {0, . . . , n}. 
Some transcendental extensions. Let F = (Fn) be a family such that for each
n: Fn ⊆ R[[X1, . . . , Xn]], and for all F ∈ Fn we have ∂F/∂Xi ∈ Fn for i = 1, . . . , n.
Let K be a subfield of T. We define the F -extension of K, K(F ,≺ 1), to be the
smallest subfield of T that contains K and the set
{F (f1, . . . , fn) : F ∈ F , fi ∈ K, fi ≺ 1 for i = 1, . . . , n}.
Lemma 7.9. Suppose K is a truncation closed subfield of T containing R. Then
K(F ,≺ 1) is truncation closed.
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Proof. Let E be the largest truncation closed subfield of K(F ,≺ 1). We will pro-
ceed by contradiction, and assume that K(F ,≺ 1) \ E is nonempty. Let n be
minimal such that there are f1, . . . , fn ∈ K≺1 and F ∈ Fn such that the element
F (f1, . . . , fn) /∈ E. Let f1, . . . , fn ∈ K≺1 be such that (o(f1), . . . , o(fn)) is mini-
mal in the lexicographic order and there is F ∈ Fn such that F (f1, . . . , fn) /∈ E.
Let f = F (f1, . . . , fn) with F ∈ Fn so f /∈ E. It suffices to show that all proper
truncations of f lie inside E. If
o(f1) = . . . = o(fn) = 0
then F (f1, . . . , fn) is a constant. Let us assume that fi 6= 0 for some i ∈ {1, . . . , n}.
Let φ be a proper truncation of f . Take k ∈ {1, . . . , n}, m ∈ supp(fk), and N =
N(m) ∈ N such that mn < supp(φ) for all n > N . Let h, g ∈ K be such that
fk = h+ g, h = fk|m and lm(g) = m. By Taylor expansion we have
F (f1, . . . , fn) =
∑
n
∂nF
∂Xnk
(f1, . . . , fk−1, h, fk+1, . . . , fn)
gn
n!
.
Thus φ is a truncation of∑
n≤N
∂nF
∂Xnk
(f1, . . . , fk−1, h, fk+1, . . . , fn)
gn
n!
.
Given that we took (o(f1), . . . , o(fn)) minimal, and that o(h) < o(fk), we get
φ ∈ E. 
Lemma 7.10. Suppose K is a TIL-closed subfield of Ln and f ∈ K is such that for
any proper truncation g of f , we have exp(g) ∈ K. Then K(exp(f)) is TIL-closed.
Proof. We first show that K(exp(f)) is truncation closed. For this, it is enough to
show that all truncations of exp(f) lie inside K(exp(f)). We may assume that the
infinitesimal part of f is nonzero, otherwise exp(f) = exp(f≍) exp(f≻) so the only
truncations of exp(f) in this case are 0 and exp(f). Let c be a truncation of
exp(f) = exp(f≍) exp(f≻)
∑
n
fn≺
n!
.
Then there is m ∈ supp(f≺) and N = N(m) ∈ N such that exp(f≻)mn ≺ supp(c)
for all n > N . Let f≺ = f0 + f1 with f0 = f≺|m and Lm(f1) = m. Then
exp(f) = exp(f≍) exp(f≻)
∑
n
fn0
n!
∑
n
fn1
n!
= exp(f≍)
∑
n
fn0
n!
∑
n
exp(f≻)f
n
1
n!
Thus c is a truncation of exp(f |m)
∑N
n=0
fn
1
n! . Now let exp(a) ∈ suppexp(K(exp(f))↑
n
) Since↑n is an exponential field isomorphism it suffices to consider the case K ⊆
Texp to show that K(exp(f)) is IL-closed. Moreover it is enough to show that if
exp(a0+. . .+an) ∈ suppexp(exp(f)) then exp(ai), ai ∈ K(exp(f)) for i ∈ {1, . . . , n}.
We consider two cases. First assume that f≺ = 0. In this case a0 + · · ·+ an = f so
both exp(an + · · ·+ ak), an + · · · + ak are in K for 0 < k ≤ n by the assumptions
in the Lemma, and thus exp(ai), ai ∈ K(exp(f)). Now assume that f≺ 6= 0 so f≻
is a proper truncation of f . We have
exp(a0 + · · ·+ an)) ∈ suppexp(exp(f)) ⊆ exp(f≻) supp(f≺)
∗.
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Note that exp(f≻) ∈ K and f≺ ∈ K by assumption, so exp(a0+ · · ·+an) ∈ K. Now
use IL-closedness of K to finally conclude that exp(ai), ai ∈ K. Thus K(exp(f)) is
TIL-closed. 
Given a subfieldK of T we define the exp-extension ofK to be the smallest subfield,
K(exp(K)), of T containing K, and exp(K), where
exp(K) = {exp(f) : f ∈ K}.
Note that if K is truncation closed and f ∈ K, then f≻ = f |1, and exp(f≻) ∈
exp(K). Thus the exp-extension of K is the F -extension of K({exp(f≻)}f∈K) with
F = F1 = {
∑
nX
n/n!}. Hence we get the following.
Corollary 7.11. Suppose K is a TIL-closed subfield of T containing R. Then
K(exp(K)) is TIL-closed.
We can define the exp-closure of a field K, to be the smallest subfield L of T
containing K such that for any f ∈ L we have exp(f) ∈ L. By realizing the
exp-closure as a directed union of exp-extensions, we get the following.
Corollary 7.12. Let K be a TIL-closed subfield of Ln containing R. Then the
exp-closure of K is TIL-closed.
The Liouville Closure. LetH be a differential subfield of T containing R. For our
purposes the Liouville closure of H (inside T) is the (unique) smallest differential
subfield of T that contains H and is Liouville closed. As we mentioned in the
introduction a differential subfield H of T is Liouville closed if:
(LC1) H is real closed,
(LC2) exp(H) ⊆ H and,
(LC3) for every g ∈ H there is g ∈ H such that g′ = h.
We call (LC3) being closed under integrals, or antiderivatives. Recall every element
of Texp with constant term 0 has an antiderivative inside Texp. Moreover since∫
1 = ℓ1 then every element of Texp has an antiderivative in Texp(ℓ1) ⊆ L1. The
following diagram commutes
Ln
∫
//
↑n

Ln+1
Texp
×en // Texp
∫
// L1
↓n
OO
where en := e0e1 · · · en−1, e0 = x and en+1 = exp(en). The above diagram follows
from the commutative diagram
Ln
∂ //
↑n

Ln
TE
∂ // TE
÷en // TE
↓n
OO
which represents the way the derivative is defined.
Lemma 7.13. Let K be a TIL-closed differential subfield of T containing R. Then
there is F , a TIL-closed differential field extension of K inside the Liouville closure
of K such that every element of K has an antiderivative inside F .
Proof. We may assume that K contains ℓn for each n by corollary 7.5 and 7.6.
Let Kn be the image under↓
n of Fn∞, the smallest differential subfield of Texp
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containing K ↑n ∩Texp such that for every m, Fm := Fn∞ ∩ Em is closed under
(I − a∂)−1 for all a ∈ Fm with a ≺ En−1. Then K∞ :=
⋃
nKn is our desired
extension. To show this let f ∈ K ∩ Ln be such that en(f↑n) =
∑
a∈An
fa exp(a)
for fa ∈ En−1. since K is TIL-closed then fa↓n is in K for each a ∈ An, and thus
g :=
∑
a∈A 6=n
(I − a∂)−1(fa) exp(a) ∈ F∞. Let b be the constant term of f then the
antiderivatives of f have the form g↓ bℓn+1+r where r ∈ R. Since Kn is TIL-closed
for every n, then K∞ is TIL-closed. 
We are ready to prove Theorem 1.2
Theorem 7.14. Let K be a TIL-closed differential subfield of T containing R.
Then the Liouville closure of K is also TIL-closed.
Proof. Let L be the Liouville closure of K inside T. Using Zorn’s lemma we fix
F a maximal TIL-closed differential subfield of T containing R. By 7.12 F is
exponentially closed, by 7.8 F is real closed, and by Lemma 7.13 F is closed under
integrals and thus equal to the Liouville closure of K. 
8. Remarks and Comments
The proof of Lemma 7.9 is in taken mostly from [4] where a version of it appears
with a slightly weaker conclusion. There are notions of composition for generalized
power series see for example [9]. One may ask what are (if any) the truncation
preservation results that can be obtained under closing certain truncation closed
subsets of Hahn fields under composition. Another question that arises from our
work is what is a natural way of extending our results to the field of surreal numbers
with a derivation, such as the one suggested by Berarducci and Mantova [3]. Further
more we still want to determine if it is possible to find truncation preservation
results for extensions given just by antiderivatives of elements of a truncation closed
(differential) field.
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