We introduce a wavefield gradiometry technique to estimate both isotropic and anisotropic 6 local medium characteristics from short recordings of seismic signals by inverting a wave 7 equation. The method exploits the information in the spatial gradients of a seismic wave-8 field that are calculated using dense deployments of seismic arrays. The application of the 9 method uses the surface wave energy in the ambient seismic field. To estimate isotropic 10 and anisotropic medium properties we invert an elliptically anisotropic wave equation.
where ⇢ = ⇢(x) is the bulk density and C ijkl = C ijkl (x) is the elastic sti↵ness, and u i with 118 (in this equation only) i = 1, 2, 3 are the three components of particle velocity and (in 119 this equation only) we used the Einstein summation convention. It is possible to invert this 120 equation for local medium parameters directly when measurements of all three components 121 of the state vector are available at neighbouring points throughout a volume, since then the 122 derivatives in eq. (1) can be estimated using finite di↵erence in space and time. We recognize 123 the problem then takes the form
in which the subscript indicates a particular time-slice and m describes the material density higher modes. Any superposition of such surface wave plane waves, including standing waves, 142 satisfies the following two-dimensional scalar-wave equation: 144 where M 0 (x, y) is the isotropic surface-wave phase velocity squared, M 0 (x, y) = c 2 0 (x, y). an opportunity to estimate the second-order spatial derivatives of the wavefield by taking 156 irregular finite di↵erences between di↵erent nearby receivers and the time derivatives at each 157 single station by standard finite di↵erences. Consequently, the only unknown in eq. (3) is 158 the wave speed. 159 We estimate the wave speed by inverting eq. (3) with additional regularization con-160 straints. We pose the medium parameter as a perturbation on an average constant back-161 ground value, M 0 (x, y) = M 0 + M 0 (x, y), and insert this into eq. (3) giving 
where I is an identity matrix, and ✏ 1 and ✏ 2 are the regularization strengths. We now extend the formulation to include azimuthal anisotropy. We describe the anisotropy media (Helbig, 1983; Dellinger, 1991) . Dropping the 4 term or for Rayleigh and Scholte Anisotropic Seismic Gradiometry 9 We aim to derive a scalar wave-equation suitable for seismic noise, filtered to pass a 207 narrow frequency range so that we can ignore the frequency dependence in the derivation.
208
To derive an elliptically anisotropic form of eq. (3), we substitute c 2 ( ) into a general dis-209 persion relationship c 2 ( ) |k| 2 = ! 2 , where k = [k x , k y ] T is the wavenumber vector. Using 210 the trigonometric relationships cos( ↵) = cos( )cos(↵) + sin( )sin(↵), sin( ↵) = 211 sin( )cos(↵) cos( )sin(↵) and cos 2 (↵) + sin 2 (↵) = 1, we find: in an elliptically anisotropic scalar wave equation:
226 which alternatively can be written in the following matrix form:
where the presence of a prime on the spatial coordinates of the medium parameters denotes 229 that the spatial derivative operators do not operate on the medium parameters, but only 230 on the wavefield. In a strict sense we neglected lateral velocity variations in the derivation 10 S.A.L. de Ridder and A. Curtis of eq. (14), and thus neglected lateral surface wave scattering. However by allowing the 232 medium parameters to vary as a function of space, we do allow a degree of scattering just 233 as the isotropic two-dimensional wave eq. (3) still allows scattering due to lateral velocity 234 variations.
235
Similarly to the isotropic case, we use the nearby stations to evaluate spatial finite 236 di↵erences. In the absence of noise, we would need three linearly independent realizations 237 of wave states to resolve all three unknowns in eq. (14). Similarly to the isotropic case we 238 pose the medium parameter as a perturbation on the isotropic value,
Here D xx , D yy , and D xy denote discrete second-order spatial derivative operators with 243 subscripts indicating the spatial directions, and D is as before and also equates to D = 244 D xx + D yy . This equation, similar to the isotropic case, has the form F i m = b i , but the 245 elements of this linear system are:
Here, the number of model parameters is three times that in the linear system for the 250 isotropic case, and F in eq. (17) has dimensions M ⇥ 3M , where M is the number of stations 251 in the array. If we make N observations of states of the wavefield, we can invert the system 252 by least-squares regression, adding additional constraints by 0 th and 2 nd -order Tikhonov 253 regularization: To resolve the spatially varying nature of the erroneous recovered anisotropic velocity, we 281 used ✏ 1 = 0. Secondly, we solved the linear system (eq. 2), with eqs. (17) to (19), for an 282 anisotropic velocity map, using the solution of the isotropic case as the background velocity 283 map ( Fig. 2a ). The colours indicate the isotropic component of the retrieved anisotropic 284 velocities while the black dashes indicate the magnitude and fast-directions of anisotropy.
285
Even though the inversion ought to result in a homogeneous isotropic velocity, the inversion 286 yields (apparent) higher isotropic velocity and also include anisotropic components: this is 287 the result of stencil error.
288
The stencil error is a function of the stencil spacing relative to the wavelength of the plot the Fourier-space spectrum of the stencil coe cients (computed by discrete Fourier 291 transformation) with the ideal spectrum of the continuous operator (|k| 2 ) in Fig. 3 . Notice 292 that the error is zero for constant-functions, and is largest for wavelengths near Nyquist.
293
The frequency of the data and the velocity of the medium determine the spatial wavelength 294 of the wavefield along the horizontal axis of Fig. 3 . The measurement of second order deriva-
295
tives is plotted along the vertical axis of Fig. 3 . Notice that we always underestimate the 296 magnitudes of the second order derivatives. Thus we over-estimate the velocity by wave-297 field gradiometry, which essentially depends on the ratio between the second order time 298 derivatives and the second order space derivatives. In two dimensions the stencil error is Ellipses are attractive geometrical shapes to use for describing anisotropy because an el-307 lipse can be turned into a circle or any other ellipse by an invertible linear transformation.
308
We aim to establish a correction procedure for the finite di↵erence stencils by approximat-
309
ing the angle dependent error as ellipsoidal, and inserting two Jacobians into eq. (15). In 
328
Inserting eq. (25) into eq. (15) we see that J describes a rotation and a translation, and 329 hence acts as a Jacobian (a standard, orthogonality-preserving transformation) on the coor- 
335
We could use this relation and correct the observed apparent anisotropy as a final step 336 after the inversion for medium parameters. However, it is more prudent to use the Jacobian 337 in the wave equation so that we can apply the regularization free from the e↵ect of stencil and find in discrete operator form:
The elements of the new linear system for isotropic gradiometry, in place of eqs. (5) and 346 (6), simply have D 0 instead of D . To find the modified linear system for anisotropic 347 gradiometry, we insert J T MJ into eq. 15 and expand the matrix product to identify the 348 elements: We test these operators within the two step elliptically anisotropic gradiometry technique 363 on the previous synthetic plane waves with an isotropic homogeneous moveout. We first solve 364 the linear system (eq. 2) with eqs. (5) to (7) using eq. (29), and then solve the linear system 365 (eq. 2) with eqs. (30) to (35), and recover almost exactly the correct velocity, up to a remnant 366 average error of 0.007 % (Fig. 2b) . To test whether we can recover anisotropy, we add 10% 367 anisotropy (the di↵erence between maximum and minimum velocities as a percentage of the 368 isotropic velocity) in four di↵erent principal directions 0 , 45 , 90 , 135 . Fig. 4 shows that 369 we can recover anisotropy in those principal directions throughout the maps: the remaining 370 errors in the isotropic component and the angle are on average respectively 0.016% and 371 0.267 . However, we underestimate the magnitude of anisotropy by on average 47.45%.
372
We now test the ability to invert deviations from the velocity for which we calibrated 373 the finite di↵erence stencils (490 m/s). The velocity is varied according to a checkerboard 374 pattern with a velocity anomaly of ±5% (Fig. 6a ). The computations are kept simple by 375 computing a set of plane waves for each subset of stations independently. Therefore, the 376 test does not reveal any information regarding the lateral resolution of the recovered image, 377 but does assess the ability to estimate velocities given the irregular stencil shapes around 18 S.A.L. de Ridder and A. Curtis each location. The retrieved pattern shows that we significantly under estimate anomalies 379 (Fig. 6b ). The recovered positive anomalies have a 2.6% magnitude, while the recovered 380 negative anomalies have a 2.4% magnitude. To understand this we analyse the spectra of 381 the scaled finite di↵erence stencils (Fig. 3) . Although we corrected the error at a particular 382 wavelength corresponding to a given velocity and frequency, for waves propagating with 383 higher or lower velocities we will continue to respectively underestimate and overestimate 384 the velocity. Fig. S1 in the supplementary material shows the error in retrieved isotropic 385 anomaly and in anisotropic magnitude as a function of anomaly magnitude.
386
Finally, we test the e↵ect of noise in wavefield gradiometry. Fig. 5 contains the results 387 of a similar synthetic plane-wave data experiment as in Fig. 2 , where we added Gaussian 388 distributed noise to the synthetic plane wave data, with zero mean and a variance of 2% 389 times the maximum amplitude. Despite that the added noise has zero mean, the inversion 390 is biased towards higher velocities and includes an anisotropic component with the fast-391 direction aligning with the cross-line direction. We expect the bias to be a non linear function 392 of the noise strength, and vary with the precise statistical characteristics of the noise. This 393 bias diminishes our ability to iterate the calibration approach described above. Nevertheless,
394
in the next section we propose a procedure to apply a correction to the recovered anisotropic 395 velocity map. The above procedure corrects the finite di↵erence stencils, optimized for a specific isotropic 398 velocity. We can generalize this procedure to correct the finite di↵erence stencils for spe-399 cific anisotropic medium properties. Say the true-target anisotropy is M t , but the estimated 400 anisotropy without stencil correction is M m . The measured anisotropy can then be trans-401 formed into the true-target anisotropy by the following transform unitary two-by-two matrix, and recognize that J t = P t ⇤ 1 2 t P T t is a Jacobian that transforms 407 the isotropic unitary two-by-two matrix to the true anisotropy. If we define lies have a 1.6% magnitude, while the recovered negative anomalies have a 1.5% magnitude.
421
The derived transform predicts Fig. 6c from Fig. 6b . By assuming that the degree of under-422 estimation of anisotropy is consistent at models with larger anisotropy than the model we 423 obtained in Fig. 6b , we apply the inverse of this transform to Fig. 6b resulting in Fig. 6d . The with approximately 770 m/s), this energy is neglected in this study.
464
First, we solved the linear inverse system (eq. 2) for isotropic velocities with eqs. (5) to (7), 465 without calibrated finite di↵erence stencils. Second, we solved the linear system (eq. 2) with 466 eqs. (17) to (19) for an anisotropic velocity map (Fig. 8a) , using the solution of the isotropic 467 case as the background velocity map. We find velocities that are much higher than the known 468 average velocity from dispersion analysis. Furthermore, we find an anisotropic pattern where 469 the fast-directions are generally oriented perpendicular to the cables. This is expected from 470 the synthetic plane wave example above (compare to Fig. 2a ). We then use the calibrated 471 stencils, first solving the linear system (eq. 2) with eqs. (5) to (6) using eq. (29), then solving 472 the linear system (eq. 2) with eqs. (30) to (35), and we obtain the anisotropic velocity map 473 in Fig. 8b . Finally, we model synthetic plane waves satisfying the recovered anisotropic 474 medium parameters in Fig. 8b , and follow the anisotropic gradiometry procedure to recover 475 a map with underestimated anisotropic and anomaly magnitudes. We compute the transform estimating the underestimation and apply the inverse to the medium parameters in Fig. 8b at nearby Valhall field (Mordret et al., 2013b; De Ridder 2014) .
518
The resolution of wavefield gradiometry is limited by the stencil span from the assumption 519 of homogeneity over the stencil span: in this study based on the Ekofisk OBC array this is 520 at 800 m. In practice, the scattered wavefield due to subsurface changes is neglected, and 521 we recover a spatially averaged anisotropic phase velocity map revealing spatially varying 522 properties up to the resolution of the stencil span.
523
We solved for a phase velocity map at 0.7 Hz, but the procedure could be repeated for 524 di↵erent frequencies mapping dispersion curves throughout the array. These surface wave 525 dispersion curves could be inverted for depth structure (Kennett, 1976) . However, in practice
