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1. Introduction. In recent years, several studies have focused on moment and 
probability inequalities for multilinear forms and symmetric statistics (see, in particular, 
Serfling (1980), Krakowiak and Szulga (1986), McConell and Taqqu (1986), de la Pena 
(1992), de la Pena and Klass (1994), Koroljuk and Borovskikh (1994), de la Pena and 
Montgomery-Smith (1995), Sharakhmetov (1995, 1997), Ibragimov and Sharakhmetov 
(1996a, 1999), Borovskikh and Korolyuk (1997), Ibragimov (1997), Klass and Nowicki 
(1997a, b) and Gine et. al. (2000)). Interest in such inequalities is motivated by their 
applications in limit theorems, multiple stochastic integration, harmonic analysis, 
operator theory, quantum mechanics, theory of income inequality and species’ diversity 
measurement, etc. (see, in addition to the above-mentioned papers, Bonami (1970), 
Rosinski and Szulga (1982), Sjorgen (1982), Rosinski and Woyczynski (1984, 1986), 
Cambanis et al. (1985) and Kwapien and Woyczinski (1992)).  Furthermore, the bounds 
on moments for symmetric statistics can also be applied in investment theory and in 
testing for chaos in time series data based on the notion of correlation integral, which has 
the form of symmetric statistics (see Cecen and Erkal (1996a, b)). 
 In the case of linear statistics (sums of independent random variables (r.v.’s)), the 
exact moment estimates are given by the well-known Khintchine, Marcinkiewicz-
Zygmund and Rosenthal inequalities (see Khintchine (1923), Marcinkiewicz  and 
Zygmund (1937), Rosenthal (1970)). Let us remind the latter ones ( A i(⋅) , B i(⋅)  denote 
constants depending on parameters in parentheses only). 
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 Theorem 1. If ξ ξ1 ,..., n  are independent mean zero r.v.’s with finite  tth moment, 
2<t<∞ , then  
A1 (t)max E ξi t
i =1
n∑ , Eξi2
i=1
n∑     
t / 2 
  
 
  ≤ E ξii =1
n∑
t
≤ B1(t)max E ξi t
i =1
n∑ , Eξi2
i=1
n∑     
t / 2 
  
 
  .           (1) 
 
 The exact upper constants in inequality (1) (case  t=2m) and in its analogue for 
nonnegative r.v.’s were found in Ibragimov and Sharakhmetov (1996b, 1998a, b). The best 
constant in inequality (1) for symmetric r.v.’s was independently found by Figiel et al. 
(1997) and Ibragimov and Sharakhmetov (1995, 1997). The results obtained by Ibragimov 
and Sharakhmetov (1996b, 1997, 1998a, b) and their proofs were presented in Ibragimov 
(1997). Concerning refinements and extensions of Rosenthal’s inequalities and related 
problems see also Prokhorov (1962), Nagaev and Pinelis (1977), Pinelis (1980, 1994), 
Pinelis and Utev (1984), Johnson et al. (1985), Utev (1985), Talagrand (1989), Hitczenko 
(1990, 1994), Nagaev (1990, 1998), Kwapien and Szulga (1991) and Peshkir and Shiryaev 
(1995).  
Recently, Sharakhmetov (1995, 1997), Ibragimov and Sharakhmetov (1996a, 
1998a, 1999, 2000) (see also Ibragimov (1997)), Klass and Nowicki (1997a, b) and Gine 
et. al. (2000) obtained analogues of Rosenthal's inequality (1) and its analogue 
for nonnegative r.v.'s in the case of symmetric statistics. Ibragimov and Sharakhmetov 
(2000) also showed the significance of each term in the analogues of Rosenthal's bounds 
for symmetric statistics of arbitrary order. Ibragimov (1997) showed that the best 
constants in the analogues of Rosenthal's inequalities grow not slower than (t /ln t) m , as 
t → ∞ ,  where m is the order of a symmetric statistic. Gine et. al. (2000) showed that the 
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actual rate of growth of the above constants is (t /ln t) m . 
The qualitative difference of the results on Rosenthal’s inequalities for nonlinear 
statistics from the linear case is the exact constants in them are unknown yet. The main 
goal of the present paper is to fill partially this gap in the case of bilinear forms. More 
specifically, we obtain the explicit expressions for the best constant in the analogues of 
Rosenthal’s inequalities for ordinary and decoupled bilinear forms in identically 
distributed symmetric r.v.’s in the case of fixed number of r.v.’s. The proof of the 
expressions for the best constants in the non-linear analogues of Rosenthal inequalities is 
based on a theorem, which extends the extremal results obtained in Utev (1985) and 
Ibragimov and Sharakhmetov (1996b, 1997) in the case of bilinear forms and gives the 
exact estimates for moments of random bilinear forms in terms of moment characteristics 
of their particular components. To our knowledge, this theorem and its proof are the first 
attempt to apply methods which were used to investigate the extremal problems in 
moment inequalities for sums of independent r.v.’s for non-linear statistics. The results 
obtained in the present paper can be extended to the case of nonnegative random 
variables, multilinear forms of arbitrary order and generalized moments; these extensions 
will be presented elsewhere.  
 
 
 2. Main results.  Let  t>2, X 1, Y1, X 2 ,Y2 ,..., X n ,Yn  be independent symmetric 
r.v.’s with finite  tth moment.  Let   a i ≥ 0 , b i ≥ 0 , c i ≥ 0 , d i ≥ 0 , a i
t ≤ b i , 
c i
t ≤ d i ,i =1,...,n .  Set 
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(X, n) = (X 1, ..., X n) , (Y, n) = (Y1,..., Yn)  
 
},...,1,,:),{(),,( 221 nibXEaEXnXbanM itiii ====     
 
},...,1,,:),{(),,( 221 nidYEcEYnYdcnM itiii ====  
 
},...,1,,:),{(),,( 222 nibXEaEXnXbanM itiii =≤≤=  
 
},...,1,,:),{(),,( 222 nidYEcEYnYdcnM itiii =≤≤=  
 
 Let U i(a i , b i ,t) , Vi(c i , d i ,t) , i =1,...,n ,  be independent r.v.’s such that  
 
P(U i(a i , b i ,t) = 0) =1 − (a it / b i)2 /( t−2)  
 
P(U i(a i , b i ,t) = ±(b i / a i2)1/( t −2)) = (1/ 2)(a it / b i )2 /(t −2)  
 
P(Vi(c i , d i , t) = 0) = 1 − (c it / d i )2 /(t −2)  
 
P(Vi(c i , d i , t) = ±(d i / c i2 )1/(t −2) ) = (1/ 2)(c it / d i )2 /(t −2)  
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and let  U i , Vi , i =1,...,n , be independent r.v.’s with distribution   
 
P(U i = ±1) = P(Vi = ±1) =1/ 2 , i =1,...,n  
 
 The following theorem extends the results obtained in Utev (1985)  and 
Ibragimov and Sharakhmetov (1997) on the non-linear case and gives the explicit bounds 
for moments of random bilinear forms in terms of moment characteristics of their 
particular components. 
 
 Theorem 4. If 2 < t < 4, then 
sup
( X, n)∈M k (n, a, b)
E XiX j
1≤i < j≤n
∑
t
= (b i − a it )(b j − a jt )
1≤i< j≤n
∑ +  
+ (bi − a it )
i=1
n
∑ E a jU j
j ≠i
n
∑
t
+ E a ia jUiU j
1≤i< j ≤n
∑
t
                        (2) 
 
+−−= ∑∑
≠
≤≤≠≤≤
∈
∈
ji
nji
t
jj
t
ii
t
jinji
ji
dcnMnY
banMnX
cdabYXE
l
k ,1,,1
),,(),(
),,,(),(
))((sup
 + (d j − c jt )
j =1
n
∑ E a iUi
i=1,
i≠ j
n
∑
t
+−+ ∑∑
≠==
t
n
ijj
jj
n
i
t
ii VcEab
,11
)(  
t
jinji
jiji VUcaE ∑
≠≤≤
+
,,1
,  k,l =1,2            (3) 
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If  3 ≤ t < 4 , then 
inf
( X, n)∈M1 (n, a,b)
E XiXj
1≤i< j≤n
∑
t
=E Ui(ai ,bi , t)U j (a j ,b j , t)
1≤i< j≤ n
∑
t
                 (4) 
 
 
inf
( X, n)∈M1 (n, a,b),
(Y, n)∈M1 (n,c, d)
E XiYj
1≤i, j≤n,
i≠ j
∑
t
= E Ui(ai, bi , t)Vj(cj ,d j ,t )
1≤i, j ≤n,
i≠ j
∑
t
                 (5) 
 
If t ≥ 4 , then 
sup
( X, n)∈M k ( n, a, b)
E XiX j
1≤i< j ≤n
∑
t
= E Ui(ai ,bi , t)U j(a j ,bj ,t )
1≤i< j≤n
∑
t
        (6) 
 
sup
( X, n)∈M k (n, a, b),
(Y, n)∈M l(n, c, d)
E XiYj
1≤i, j≤n,
i≠ j
∑
t
= E Ui(ai ,bi, t)Vj(c j ,d j , t)
1≤i, j≤n,
i≠ j
∑
t
,k,l =1,2     (7) 
 
inf
( X, n)∈M1 ( n, a, b)
E XiXj
1≤i < j≤n
∑
t
= (b i − a it )(b j − a jt )
1≤i< j≤n
∑ +  
+−+ ∑∑
≠==
n
ijj
jj
n
i
t
ii UaEab
,11
)( E a ia jU iU j
1≤i< j ≤n
∑
t
                      (8) 
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inf
( X, n)∈M1 (n, a,b),
(Y, n)∈M1 (n,c, d)
E XiYj
1≤i, j ≤n,
i≠ j
∑
t
= (b i − a it )(d j − c jt )
1≤i, j ≤n,
i≠ j
∑ +  
+ (d j − c jt )
j =1
n
∑ E a iUi
i=1,
i≠ j
n
∑
t
+ (bi − a it )
i=1
n
∑ E c jVj
j=1,
j≠i
n
∑
t
+  
+ E a icjU iVj
1≤i, j≤n,
i≠ j
∑
t
                     (9) 
 Remark. The expressions in relations (2)-(9) are of a simple structure and their 
values can be easily calculated for given sequences ia , ib , ic , id , i =1,...,n .   
Let us fix  t>2 and  n ≥ 1. From the results obtained in Ibragimov and 
Sharakhmetov (1999) and decoupling theorems for symmetric statistics (see McConell 
and Taqqu (1986) and de la Pena and Montgomery-Smith (1995)) it follows that for all 
independent identically distributed symmetric r.v.’s nXX ,...,1 , nXX ,...,1  with finite  
 tth moment the following Rosenthal-type inequalities are true ( 2/)1(2 −= nnC n ): 
 
E Xi X j
1≤i< j ≤n
∑
t
≤ B4(t,n) max(Cn2(E X1 t)2 , (Cn2 )t / 2(EX12 )t)        (10) 
 
E Xi X j
1≤i< j ≤n
∑
t
≤ B5(t,n) max (n2 (E X1 t )2 , nt (EX12)t )                      (11) 
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))EX()C(,)XE(C(max)n,t(BXXE t/tntn
t
nji
ji 21222126
1
≤∑
≤≠≤
       (12) 
 
))EX(n,)XE(n(max)n,t(BXXE ttt
t
nji
ji 212127
1
≤∑
≤≠≤
                              (13) 
  
The following theorems give the explicit expressions for the best constants in 
inequalities (10) and (11). 
 
 Theorem 5. The exact constant in inequality (10) is given by 
 
B4
* (t,n) = C n2(1/(Cn2 )1 / 2 −1 /(C n2)t /2 )2 +  
+(1/(C n2)1 /2 −1/(C n2) t / 2)n /(C n2) t / 4 E U i
i=2
n
∑
t
+  
   
t
nji
/
nji )C/(UUE ∑
≤<≤
+
1
212
, 2 < t < 4           (14) 
∑
≤<≤
=
nji
/
n
/
ni
* )t,)C/(,)C/((UE)n,t(B
1
212412
4 11
 
t/
n
/
nj )t,)C/(,)C/((U 212412 11× , t ≥ 4               (15) 
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 Theorem 6. The exact constant in inequality (11) is given by 
 
B5
* (t,n) = Cn2(1/n −1/n t)2 + (1 / nt /2 −1/n3t / 2−1)E U i
i=2
n
∑
t
+  
  
t
nji
ji n/UUE ∑
≤<≤
+
1
, 2 < t < 4                       (16) 
 
B5
* (t,n) = E Ui(1/ n1 /2 , 1 / n, t)U j (1/n1 / 2 , 1/ n, t )
1≤i < j≤n
∑
t
, t ≥ 4        (17) 
 
Theorems 7 and 8 below give the explicit expressions for the exact constants in 
inequalities (12) and (13). 
  
Theorem 7. The exact constant in inequality  (12) is given by 
 
+−= 22221226 112 ))C/()C/((C)n,t(B /tn/nn*  
+2(1/(Cn2 )1 /2 −1/(C n2) t / 2 )n /(C n2) t / 4E U i
i=2
n
∑
t
+  
t
ji,nj,i
/
nji )C/(VUE ∑
≠≤≤
+
1
212
, 2 < t < 4          (18) 
=)n,t(B*6  
 11
∑
≤≠≤ nji
/
n
/
ni )t,)C/(,)C/((UE
1
212412 11  
t/
n
/
nj )t,)C/(,)C/((V 212412 11× ,  t ≥ 4                      (19) 
 
 Theorem 8. The exact constant in inequality (13) is given by 
 
+−= 227 112 )n/n/(C)n,t(B tn* 2(1/ nt /2 −1/ n3t / 2−1)E U i
i=2
n
∑
t
+  
  
t
ji
,nj,i
ji n/VUE ∑
≠
≤≤
+
1
, 2 < t < 4            (20) 
,)t,n/,n/(V)t,n/,n/(UE)n,t(B
t
ji,nj,i
/j/i* ∑
≠≤≤
=
1
2121
7 1111  
t ≥ 4                                                                                                          (21) 
 
3. Preliminaries. Let us formulate some auxiliary steps needed for the proof of 
the theorems. 
Lemma 1. If 2 < t < 4, R∈≥ 21 0 z,z ,  a ≥ 0, b ≥ 0, a
t ≤ b , X  is a symmetric 
r.v. with   EX2 ≤ a2 ,  E X t ≤ b , then   
  
E z1X + z2
t
− bz1
t ≤ E az1U + z2
t
− a
tz1
t
           (22) 
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 Proof. It suffices to consider the case z1 ≠ 0 . From Lemma 5 in Ibragimov and 
Sharakhmetov (1997) it follows that  
 
E X + z2 / z1
t
− b ≤ E aU + z 2 / z1
t
− a
t
          (23) 
 
Multiplying (23) by z1t  we obtain (22).  
 
 Applying Lemma 7 in Ibragimov and Sharakhmetov (1997) and Lemmas 7.3 and 
7.4 in Utev (1985) analogously to the proof of Lemma 1 above we easily obtain the 
following Lemmas 2-4. 
 
Lemma 2. If  3 ≤ t < 4 ,  z1, z2 ∈R , a ≥ 0, b ≥ 0, a
t ≤ b , X  is a symmetric r.v. 
with   EX2 = a2 ,  E X t = b , then   
 
E z1X + z2
t
≥ E z1U (a,b,t) + z2
t
 
 
Lemma 3. If  t ≥ 4 , z1, z2 ∈R , a ≥ 0, b ≥ 0, a
t ≤ b , X  is a symmetric r.v. with   
EX2 ≤ a2 ,  E X t ≤ b , then   
 
E z1X + z2
t
≤ E z1U (a,b,t) + z2
t
 
 13
 
Lemma 4. If  t ≥ 4 ,  R∈≥ 21 0 z,z , a ≥ 0, b ≥ 0, a
t ≤ b , X  is a symmetric r.v. 
with   EX2 = a2 ,  E X t = b , then   
 
E z1X + z2
t
− bz1
t ≥ E az1U + z2
t
− a
tz1
t
.           
 
 Lemma 5. Let  1 ≤ k ≤ n ,  X 1,..., X k −1, U k, X k+1 ,..., X n   be independent r.v.’s 
with E X i
t
< ∞ , i =1, ..., n , i ≠ k , a k , b k ≥ 0 ,  a k
t ≤ b k ,  c i ∈ R ,  i =1, ..., k −1 , and 
let F1  be the set of symmetric r.v.’s X k  independent of  X 1,..., X k −1, X k+1 ,..., X n  and 
satisfying the conditions    EXk
2 ≤ a k
2
,  E X k
t
≤ b k ,  F 2  be the subset of  F1  consisting 
of r.v.’s X k  such that   EXk
2
= a k
2
, E X k
t
= bk .  If  2 < t < 4, then  
 
 sup
X k ∈Fl
( c iE X j
j =1
j ≠i
n
∑
t
+ E X iX j
1≤i< j≤n
∑
t
i=1
k−1
∑ )  
  
 = c iE akU k + X j
j=1
j≠i,k
n
∑
t
+ c i(bk − a kt )
i=1
k −1
∑ +
i=1
k −1
∑  
 14
 +(bk − a kt )E X j
j =1
j ≠k
n
∑
t
+ E a kUk ( X j
j =1
j ≠k
n
∑ ) + X i X j
1≤i< j≤n
i, j ≠k
∑
t
,  l=1, 2 
If t ≥ 4 , then 
 
 inf
X k ∈F2
( c iE X j
j=1
j≠i
n
∑
t
+ E X iX j
1≤i < j≤n
∑
t
i=1
k −1
∑ )  
  
 = c iE akU k + X j
j=1
j≠i,k
n
∑
t
+ c i(bk − a kt )
i=1
k −1
∑ +
i=1
k −1
∑  
 +(bk − a kt )E X j
j =1
j ≠k
n
∑
t
+ E a kUk ( X j
j =1
j ≠k
n
∑ ) + X i X j
1≤i< j≤n
i, j ≠k
∑
t
 
 
 Proof. From Lemmas 1 and 4 above and Lemma 5 in Ibragimov and 
Sharakhmetov (1997) it follows that it suffices to find a sequence of r.v.’s Xmk ,  
m = 1,2,... ,  independent of X 1,..., X k −1, X k+1 ,..., X n  and satisfying the conditions 
EXmk
2
= a k
2
, E X mk
t
= b k , 
lim
m→∞
E X mk + X j
j =1
j ≠i, k
n
∑
t
= E a kU k + X j
j=1
j≠i, k
n
∑
t
+ bk − a k
t
, i =1, ...,k −1       (24) 
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lim
m→∞
E X mk ( X j
j =1
j ≠k
n
∑ ) + X iX j
1≤i< j≤n
i, j ≠k
∑
t
= (bk − a kt )E X j
j=1
j≠ k
n
∑
t
+  
+E a kU k ( X j
j=1
j≠k
n
∑ ) + X iX j
1≤i < j≤ n
i, j ≠k
∑
t
                                 (25) 
  
If  b k = a k
t
, then one can take  kkmk UaX = . Let a k
t < b k . Set  δ m =1/ m ,  
P(X mk = ±a k ) = 1/ 2(1 − δ m ) , P(X mk = ±bm k ) = 1/2δ mk* , δ mk* = a k2δ m /b mk2 , 
 
*
mkmmk )X(P δδ −== 0 , b mk = ((bk − a k
t (1 −δ m ))/ a k2δ m )1 /(t−2 ) , m = 1,2,...   
Then 
 
kmk ab ≥ ,  m
*
mk δδ ≤≤0 ,   
EXmk
2
= a k
2
, E X mk
t
= b k , m = 1,2,...          (26) 
 δ m → 0 ,  b mk → ∞ ,  tkk
*
mk
t
mk abb −→δ , m → ∞  
 
From (26) and the proof of Lemma 7.6 in Utev (1985) it follows that relations (24) are 
valid. 
 Let us prove that (25) is true. We have  
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E X mk ( X j) + X iX j
1≤i < j≤n,
i, j≠ k
∑
j =1,
j ≠k
n
∑
t
= E a kU k ( X j ) + X iX j
1≤i< j≤n,
i, j≠k
∑
j=1,
j≠k
n
∑
t
(1 −δ m ) +
 
 
+E X iX j
1≤i< j≤n,
i, j ≠k
∑
t
(δ m − δ mk* ) + (E bmkU k ( X j ) + X i X j
1≤i< j≤n,
i, j ≠k
∑
j=1,
j≠ k
n
∑
t
−  
−b mk
t E X j
j=1
j≠ k
n
∑
t
)δ mk* + b mkt δ mk* E X j
j=1,
j≠k
n
∑
t
 
                                  
From (26) it follows that for the proof of (25) it suffices to check that 
 
(E b mkUk ( X j ) + X iX j
1≤i< j≤n,
i, j≠k
∑
j=1,
j≠k
n
∑
t
− bmk
t E X j
j=1
j≠k
n
∑
t
)δ mk* → 0 , m → ∞  
 
This follows from the fact that *
mk
t
mkb δ  converges and that, on the strength of the 
inequality )yyx(txyx ttttt +≤−+ −12 , R∈y,x , t ≥1  (see Lemma 7.5. in Utev 
(1984)), and the dominated convergence principle, 
 
 17
 
t
n
kj
,j
j
t
n
kj
,j
jk
t
mk
n
kj
,j
kj,i
,nji
jijk
m
XE)X(UEb/XX)X(UElim ∑∑∑ ∑
≠
=
≠
=
≠
=
≠
≤<≤∞→
==+
111 1
 
 
Arguing analogously with the proof of Lemma 5, we easily obtain the following 
 
Lemma 6. Let  1 ≤ k ≤ n ,  X 1,..., X k −1, U k, X k+1 ,..., X n , Y1,..., Yn   be 
independent  r.v.’s with E X i
t
< ∞ , i =1, ..., n , i ≠ k , E Yi
t
< ∞ , i =1, ..., n , a k , b k ≥ 0 ,  
a k
t ≤ b k ,  c i ∈R ,  i =1, ..., k −1 , and let G1  be the set of symmetric r.v.’s X k   
independent of  X1, ..., X k −1, X k+1,..., X n , Y1, ..., Yn  and satisfying the conditions    
EXk
2 ≤ a k
2
,  E X k
t
≤ b k ,  G 2  be the subset of  G1  consisting of r.v.’s X k  such that   
EXk
2
= a k
2
, E X k
t
= bk .  If  2 < t < 4, then  
 
 =+∑ ∑∑
= ≤≠≤≠=∈
)YXEXEc(sup
n
i
t
nji
ji
t
n
ij,j
ji
GX lk 1 11
 
 ∑ ∑∑
= =≠=
+−++=
n
i
n
i
t
kki
t
n
k,ij,j
jkki )ab(cXUaEc
1 11
 
 
t
ki,nji
ji
n
kj,j
jkk
t
n
kj,j
j
t
kk YX)Y(UaEYE)ab( ∑∑∑
≠≤≠≤≠=≠=
++−+
111
,  l=1, 2 
If t ≥ 4 , then 
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 =+∑ ∑∑
= ≤≠≤≠=∈
)YXEXEc(inf
n
i
t
nji
ji
t
n
ij,j
ji
GX k 1 112
 
  
 ∑ ∑∑
= =≠=
+−++=
n
i
n
i
t
kki
t
n
k,ij,j
jkki )ab(cXUaEc
1 11
 
 
t
kj,i,nji
ji
n
kj,j
jkk
t
n
kj
j
j
t
kk YX)Y(UaEYE)ab( ∑∑∑
≠≤≠≤≠=
≠
=
++−+
111
 
 
 
4. Proofs of the theorems. 
 
 Proof of theorem 3. Relations (4)-(7) easily follow from Lemmas 2 and 3 by 
induction. Let us prove (2). Let 2 < t < 4, 1 ≤ k ≤ n ,  U1 ,..., U k −1, X k +1, ..., X n  be 
independent symmetric r.v.’s, E Xi
t
< ∞ , i = k +1,...,n , a i ≥ 0 , b i ≥ 0 , a i
t ≤ b i , 
i =1, ...,k . Denote by  H1 the set of symmetric r.v.’s X k  independent of 
U1 ,..., U k −1, X k +1, ..., X n  and satisfying the conditions EXk
2 ≤ a k
2
,  E X k
t
≤ b k ,  and 
by H2  the subset of H1 consisting of r.v.’s X k  such that   EXk
2
= a k
2
, E X k
t
= bk . On 
the strength of Lemma 5 we have 
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 sup
X k ∈H l
( (b i − a it)(b j − a jt ) +
1≤i< j ≤k −1
∑ (b i − a it )E a jU j
j=1
j≠i
k−1
∑ + X j
j=k
n
∑
t
+
i=1
k−1
∑  
 +E
i =1
k −1
∑ a iUi ( a jU j
j =i+1
k−1
∑ + Xj
j=k
n
∑ ) + Xi
i=k
n−1
∑ ( X j
j=i+1
n
∑ )
t
) =  
 = (b i − a it)(b j − a jt ) +
1≤i< j ≤k −1
∑ (b i − a it )E a jU j
j =1
j ≠i
k
∑ + Xj
j =k +1
n
∑
t
+
i=1
k−1
∑  
 + (b i − a it )(b k − a kt ) + (b k − a kt )E a jU j
j =1
k−1
∑ + Xj
j =k +1
n
∑
t
+
i=1
k−1
∑  
+E
i=1
k
∑ a iUi( a jU j
j=i +1
k
∑ + Xj
j =k +1
n
∑ ) + Xi
i=k+1
n−1
∑ ( Xj
j=i+1
n
∑ )
t
) =   
 = (b i − a it )(b j − a jt ) +
1≤i< j ≤k
∑ (b i − a it )E a jU j
j =1
j ≠i
k
∑ + Xj
j =k +1
n
∑
t
+
i=1
k
∑  
 +E
i=1
k
∑ a iUi( a jU j
j=i +1
k
∑ + Xj
j =k +1
n
∑ ) + Xi
i=k+1
n−1
∑ ( Xj
j=i+1
n
∑ )
t
, l =1,2        (27) 
 
 Applying (27)  n   times we get (2).  
Let us show that (3) is valid. Let 2 < t < 4, 1 ≤ k ≤ n ,  U1 ,..., U k −1, X k +1, ..., X n , 
Y1,..., Yn  be independent symmetric r.v.’s, E Xi
t
< ∞ , i = k +1,...,n , E Yi
t
< ∞ , 
i =1, ...,n , a i ≥ 0 , b i ≥ 0 , a i
t ≤ b i , i =1, ...,k . Denote by  K1  the set of symmetric r.v.’s 
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X k  independent of U1 ,..., U k −1, X k +1, ..., X n ,Y1,..., Yn  and satisfying the conditions 
EXk
2 ≤ a k
2
,  E X k
t
≤ b k ,  and by K 2  the subset of K1  consisting of r.v.’s X k  such that   
EXk
2
= a k
2
, E X k
t
= bk . From Lemma 6 with  c i = 0 , i =1,...,n , it follows that  
sup
X k ∈K l
( (b i − a it )E Yj
j=1
j≠i
n
∑
t
+
i=1
k−1
∑ E
i=1
k −1
∑ a iUi( Yj
j=1
j≠i
n
∑ ) + Xi
i=k
n
∑ ( Yj
j =1
j ≠i
n
∑ )
t
) =  
 
= (b i − a it)E Yj
j=1
j≠i
n
∑
t
+
i=1
k
∑ E
i=1
k
∑ a iUi ( Yj
j=1
j≠i
n
∑ ) + Xi
i =k +1
n
∑ ( Yj
j =1
j ≠i
n
∑ )
t
, l =1,2       (28) 
  
Using (28)  n   times we obtain 
t
nji
ji
)b,a,n(M)n,X(
YXEsup
k
∑
≤≠≤∈ 1
 
t
nji
jii
t
n
ij,j
j
n
i
t
ii YUaEYE)ab( ∑∑∑
≤≠≤≠==
+−=
111
,   k = 1, 2                                   (29)  
 Let  ,nk ≤≤1  nkkn Y...,,Y,V...,,V,U...,,U 1111 +−  be independent symmetric 
r.v.’s, ,YE
t
i ∞<  ,n...,,ki 1+=  a i ≥ 0 , b i ≥ 0 , a i
t ≤ b i , n,...,i 1= , 0≥ic , 0≥id , 
i
t
i dc ≤ , .k,...,i 1=  Denote by 1B  the set of symmetric r.v.’s kY  independent of  
nkkn Y...,,Y,V...,,V,U...,,U 1111 +−  and satisfying the conditions 
22
kk cEY ≤ ,  
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k
t
k dYE ≤ ,  and by 2B  the subset of 1B  consisting of r.v.’s kY  such that 
22
kk cEY = ,  
k
t
k dYE = . 
 Applying Lemma 6 again with c i = b i − a i
t
 we obtain 
∑ ∑∑∑∑
= ≠=
−
≠==
−
≠=∈
++−+−−
n
i
t
n
ij,kj
j
k
ij,j
jj
n
i
t
ii
k
ij,j
t
jj
t
ii
BY
YVcE)ab())cd()(ab((sup
lk 1
1
11
1
1
 
=++ ∑∑∑∑
≠==≠=
−
=
))Ua(Y)Ua(VcE
t
n
ji,i
ii
n
kj
j
n
ji,i
iijj
k
j 11
1
1
 
 
∑ ∑∑∑∑
= ≠+=≠==≠=
++−+−−=
n
i
t
n
ij,kj
j
k
ij,j
jj
n
i
t
ii
k
ij,j
t
jj
t
ii YVcE)ab())cd()(ab(
1 1111
 
t
n
ji,i
ii
n
kj
j
n
ji,i
iijj
k
j
)Ua(Y)Ua(VcE ∑∑∑∑
≠=+=≠==
++
1111
,  l=1, 2       (30) 
  
Using (30)  n   times we get (3). 
 Relations (8) and (9) might be proven in the same way.  
 Proofs of theorems 4-8. Let us prove (14).  Let  2 < t < 4, D ≥ 0, and let  L(D)  be 
a class of independent identically distributed r.v.’s  X 1,..., X n , for which 
 
 max(Cn2(E X1
t ) 2 , (C n2)t /2 (EX12 )t) = D . 
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It is evident that 
t
nji
ji
)D(L)n,X(
t
nji
ji
))C/(D,)C/(D,n(M)n,X(
XXEsup
XXEsup
/
n
//
n
t/
∑
∑
≤<≤∈
≤<≤∈
≤
1
121221412211
 
t
nji
ji
))C/(D,)C/(D,n(M)n,X(
XXEsup
/
n
//
n
t/
∑
≤<≤∈
≤
121221412212
                   (31) 
 
From relation (2) and its proof it follows that 
t
nji
ji
))C/(D,)C/(D,n(M)n,X(
XXEsup
/
n
//
n
t/
k
∑
≤<≤∈ 12122141221
= 
 
=
2222122 11 ))C/()C/((C( /tn/nn −  
t
n
i
i
/t
n
/t
n
/
n UE)C/(n))C/()C/(( ∑
=
−+
2
4222212 11   
   D))C/(UUE
t
nji
/
nji∑
≤<≤
+
1
212
,  k = 1,2           (32) 
 
(14) now follows from (31), (32) and the equality  
 )D/XXEsup(sup)n,t(B
t
nji
ji
)D(L)n,X(D
* ∑
≤<≤∈>
=
10
4  
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The remaining relations (15)-(21) might be proven in the similar way. 
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