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1. Introduction
s:introduction
We investigate the heat conduction properties of a composite material made of a
hosting medium in which a periodic array of finely mixed perfect heat conductors is
inserted. From a practical point of view, it is sufficient to assume that the inclusions
are made of a “good” heat conductor, since the hosting medium is usually a plastic
material. In applications, these kinds of composite materials are gaining increasing
importance, being produced with the purpose of improving thermal conductivity and,
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hence, heat dispersion. For example, we can refer to [14, 15, 19, 20], for their use in
electronic devices packaging.
The models describing such materials are known in the mathematical literature as
“equivalued surface boundary value problems”, this being justified by the fact that,
on the boundary of the inclusions, the temperature field is assumed to be spatially
constant (see, for instance, [7, 8, 13, 16, 17, 18] and the references therein).
In the model we address here, the value of the temperature field is determined by a
simple heat balance occurring on any inclusion and leading to the non-local boundary
condition (2.3). Such a property is due to the instantaneous redistribution of any
heat imbalance inside the inclusions because of their perfect thermal conductivity.
In order to obtain the effective thermal properties of the composite material, we will
perform a homogenization procedure, making use of the unfolding technique.
Such an approach allows us to get a non-standard variational two-scale weak formula-
tion for the limit problem, which unfortunately does not yield the usual strong form.
Nevertheless, by a standard factorization procedure, we can decouple this two-scale
problem, thus obtaining a parabolic equation with a uniformly elliptic principle part,
ensuring the uniqueness of the solution.
A generalized version of this problem, involving time-oscillating coefficients, is treated
by a completely different approach in [5].
The paper is organized as follows: in Section 2, we introduce the problem and its
geometrical setting. In Section 3, we recall the definition and the main properties of
the time-depending unfolding operator. Finally, in Section 4 we state and prove our
main homogenization results.
2. The microscopic problem
s:threeD_problemss:geometric
2.1. Geometrical setting. Let us introduce a periodic open subset E of RN , so that
E + z = E for all z ∈ ZN . We employ the notation Y = (0, 1)N , and Ev = E ∩ Y ,
Es = Y \ E, Γ = ∂E ∩ Y , so that Ev denotes the inclusion in the unit reference cell
(i.e., it is a connected set), while Es is the solid part in the unit reference cell. We
stipulate that ∂Ev ∩ ∂Y = ∅, so that ∂Ev = Γ .
LetΩ be an open connected bounded subset of RN and T > 0. We set ΩT = Ω×(0, T )
and
Ξε =
{
ξ ∈ ZN , ε(ξ + Y ) ⊂ Ω
}
.
For ξ ∈ Ξε, we define
T εξ := ε(Ev + ξ) and Γ
ε
ξ := ∂T
ε
ξ , so that T
ε =
⋃
ξ∈Ξε
T εξ ;
moreover,
Γ ε = ∂T ε and Ωε = Ω \ T ε .
We assume that Ω and E have regular boundary. We remark also that Ωε is con-
nected, while T ε is disconnected. Finally, let ν denote the normal unit vector to Γ
pointing into Es, extended by periodicity to the whole R
N , so that νε(x) = ν(x/ε)
denotes the normal unit vector to Γ ε pointing into Ωε.
2
In the following, by γ we shall denote a strictly positive constant, independent of ε,
which may vary from line to line.
ss:position
2.2. Position of the problem. Let λ be a strictly positive constant and K = [κij ]
be a symmetric matrix such that κij ∈ L
∞(Ω;L∞# (Y )) and there exist γ0, γ˜0 > 0 with
γ0|ζ |
2 ≤ K(x, y)ζ · ζ ≤ γ˜0|ζ |
2, for every ζ ∈ RN and a.e. (x, y) ∈ ΩT × Y . (2.1) eq:matrix
Moreover, set κε(x) = K(x, ε
−1x), for a.e. x ∈ Ω, and assume that it is measurable.
We give here a complete formulation of the problem we shall address in this paper
(the operators div and ∇ act only with respect to the space variable x).
Assume that f ∈ L2(ΩT ) and, for every ε > 0, let u0ε ∈ L
2(Ω) be such that u0ε is
constant (with possibly different values) on each inclusion T εξ , ξ ∈ Ξε. Let us consider
the problem for uε(x, t) given by
uεt − div(κε∇uε) = f , in Ωε × (0, T ); (2.2) eq:PDEin
λuεt =
1
εN
∫
Γ ε
ξ
κε
∂uε
∂νε
dσ , on Γ εξ × (0, T ), ξ ∈ Ξε; (2.3) eq:Circuit
uε(x, t) = 0 , on ∂Ω × (0, T ); (2.4) eq:BoundData
uε(x, 0) = u0ε(x) , on Ω. (2.5) eq:InitData
Notice that uε is spatially constant (with possibly different values) a.e. on each Γ
ε
ξ ,
ξ ∈ Ξε; hence, we can extend it inside T
ε
ξ by means of these constant values and,
for the sake of simplicity, we will denote by uε both the original function and its
extension to the whole of Ω.
Let us denote by Hε the space
Hε := {u ∈ C ([0, T );Lε) ∩ L
2 (0, T ;W ε0 ) : uεt ∈ L
2
(
0, T ; (W ε0 )
′
)
} , (2.6) eq:spacesol
where (as in [13])
Lε = {u ∈ L
2(Ω) : u |T ε
ξ
, with ξ ∈ Ξε, is a constant function
with the constant depending on ξ}
and
W ε0 = {u ∈ H
1
0 (Ω) : u |T εξ , with ξ ∈ Ξε, is a constant function
with the constant depending on ξ}.
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We remark that, if uε ∈ H
ε is solution of problem (2.2)–(2.5), it satisfies in a suitable
sense
−
T∫
0
∫
Ωε
uεφt dx dt +
T∫
0
∫
Ωε
κε∇uε · ∇φ dx dt+
∑
ξ∈Ξε
T∫
0
∫
Γ ε
ξ
κε
∂uε
∂νε
φ dσ dt
=
∫
Ωε
u0εφ(x, 0) dx+
T∫
0
∫
Ωε
fφ dx dt , (2.7) eq:weak_sol
for every test function φ ∈ C∞(ΩT ) such that φ has compact support in Ω for every
t ∈ (0, T ) and φ(·, T ) = 0 in Ω. In order to take into account the full strong
formulation of problem (2.2)–(2.5), we need to restrict the class of admissible test
functions, introducing the set
X ε := {φε ∈ C
∞(ΩT ) : φε has compact support in Ω for every t ∈ [0, T ],
φε(·, T ) = 0 in Ω and φε is spatially constant on each T
ε
ξ , ξ ∈ Ξε}. (2.8) eq:spaziotest
Then, we can write the weak formulation of problem (2.2)–(2.5) in the following way
−
T∫
0
∫
Ωε
uεφεt dx dt+
T∫
0
∫
Ωε
κε∇uε · ∇φε dx dt−
λ
|Ev|
T∫
0
∫
T ε
uεφεt dx dt
=
∫
Ωε
u0εφε(x, 0) dx+
λ
|Ev|
∫
T ε
u0εφε(x, 0) dx+
T∫
0
∫
Ωε
fφε dx dt . (2.9) eq:weak_sol_bis
Existence for the problem (2.2)–(2.5) for each fixed ε > 0 follows from the approach
of [6] (see also Remark 1.2 there), at least for bounded data f and u0ε, for non-
vanishing λ, even when λ < 0. As a difference with [6] we deal with a finite number
of well-stirred inclusions rather than with just one, but this point can be easily
circumvented by localization. In the case of λ > 0 an alternative proof of existence
for u0ε ∈ L
2(Ω) and f ∈ L2(ΩT ) can be based on the energy inequality and on
approximating the differential equations with a strictly parabolic equation set in the
whole spatial domain.
Taking into account that uε is constant on each T
ε
i , up to a standard regularization
procedure, we may test (2.2)–(2.3) directly with uε obtaining
1
2
∫
Ωε
u2ε(t) dx+
T∫
0
∫
Ωε
κε∇uε · ∇uε dx dτ +
λ
2|Ev|
∫
T ε
u2ε(t) dσ
=
1
2
∫
Ωε
u20ε dx+
λ
2|Ev|
∫
T ε
u20ε dx+
T∫
0
∫
Ωε
fuε dx dt , (2.10) eq:energy_bis
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which leads to the following energy estimate:
sup
t∈(0,T )
∫
Ωε
u2ε(t) dx+
T∫
0
∫
Ωε
|∇uε|
2 dx dτ + sup
t∈(0,T )
∫
T ε
u2ε(t) dx
≤ γ
(
‖u0ε‖
2
L2(Ω) + ‖f‖
2
L2(Ω)
)
, (2.11) eq:energy
where γ depends on γ0, γ˜0, λ, |Ev|, but it is independent of ε.
3. Time-depending unfolding operator
s:time_unfolding
A space-time version of the unfolding operator in a more general framework, in which
also a time-microscale is actually present, has been introduced in [2] and [3], to which
we also refer for a survey on this topic.
However, in the present case, the time variable does not play any special role and can
be treated essentially as a parameter, hence most of the properties of this operator
can be proven as in [9, 11, 12] and are therefore omitted.
Let us set
Ω̂ε = interior
{⋃
ξ∈Ξε
ε(ξ + Y )
}
, ΛεT = Ω̂ε × (0, T ) .
Denoting by [r] the integer part of r ∈ R, we define for x ∈ RN[x
ε
]
Y
=
( [x1
ε
]
, . . . ,
[xN
ε
] )
, so that x = ε
([x
ε
]
Y
+
{x
ε
}
Y
)
.
Then, we introduce the space cell containing x as Yε(x) = ε
([x
ε
]
Y
+ Y
)
.
d:oldunfop Definition 3.1. For w Lebesgue-measurable on ΩT , the (time-depending) periodic
unfolding operator Tε is defined as
Tε(w)(x, t, y) =
w
(
ε
[x
ε
]
Y
+ εy, t
)
, (x, t, y) ∈ ΛεT × Y ,
0 , otherwise.

Clearly, for w1, w2, as in Definition 3.1,
Tε(w1w2) = Tε(w1)Tε(w2) . (3.1) eq:unfop_product
We need also an average operator in space.
d:local_averages Definition 3.2. Let w be integrable in ΩT . The (time-depending) space average
operator is defined by
Mε(w)(x, t) =

1
εN
∫
Yε(x)
w(ζ, t) dζ , if (x, t) ∈ ΛεT ,
0 , otherwise.
(3.2) eq:local_s
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r:averages Remark 3.3. From the above definitions, it follows that
Mε(w)(x, t) =
∫
Y
Tε(w)(x, t, y) dy =MY (Tε(w))(x, t) , (3.3) eq:local_s_ii
where MY (Tε(w)) denotes the mean average of Tε(w) over Y . 
We collect here some properties of the operator defined above.
p:convergences Proposition 3.4. Let {wε} be a sequence of functions in L
2(ΩT ).
If wε → w strongly in L
2(ΩT ) as ε→ 0, then
Tε(wε)→ w , strongly inL
2(ΩT × Y ) . (3.4) eq:strong_conv
If wε is a bounded sequence of functions in L
2(ΩT ), then, up to a subsequence
Tε(wε)⇀ ŵ , weakly inL
2 (ΩT × Y ) , (3.5) eq:weak_conv
and
wε ⇀MY (ŵ) , weakly inL
2(ΩT ) . (3.6) eq:weak_conv_ii
r:r6 Remark 3.5. In particular, if w ∈ L2(ΩT ), we get that Tε(w)→ w, for ε→ 0, strongly
in L2(ΩT × Y ). Moreover, M
ε(w)→ w strongly in L2(ΩT ). 
r:fcapac_str_conv Remark 3.6. Actually, the only classes for which the strong convergence of the un-
folding Tε(wε) is known to hold, even without strong convergence of wε, are sums
of the following cases: wε(x, t) = f1(x, t)f2(ε
−1x), wε(x, t) = w(x, ε
−1x, t) with
w ∈ L2(Y ;C(ΩT )) or w ∈ L
2(ΩT ;C(Y )). In all such cases Tε(wε) → w strongly
in L2(ΩT × Y ) (see [1, 10, 11] and [3, Remark 2.9]). 
p:per_odc_fun Proposition 3.7. Let φ : Y → R be a function extended by Y -periodicity to the
whole of RN and define the sequence
φε(x) = φ
(x
ε
)
, x ∈ RN . (3.7) eq:a78
If φ is measurable on Y , then
Tε(φ
ε)(x, y) =
{
φ(y) , (x, y) ∈ Ω̂ε × Y ,
0 , otherwise.
(3.8) eq:per_osc_fun
Moreover, if φ ∈ L2(Y ), as ε→ 0,
Tε(φ
ε)→ φ , strongly inL2(Ω × Y ) ; (3.9) eq:per_osc_fun_ii
if φ ∈ H1(Y ), as ε→ 0,
∇y(Tε(φ
ε))→∇yφ , strongly inL
2(Ω × Y ) . (3.10) eq:unf_y_grad_per
We note that
∇y [Tε(w)−M
ε(w)] = ∇yTε(w) = εTε(∇w) . (3.11) eq:st_grad
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t:smalleps_grad_weak_conv Proposition 3.8. Let w ∈ L2(ΩT ). Then
1
ε
[Tε(w)−M
ε(w)]→ yc · ∇w , strongly inL2(ΩT × Y ) , (3.12) eq:convmedia
where
yc =
(
y1 −
1
2
, y2 −
1
2
, · · · , yN −
1
2
)
.
Let {wε} be a sequence converging weakly to w in L
2
(
0, T ;H10(Ω)
)
. Then, up to a
subsequence, there exists ŵ = ŵ(x, y, t) ∈ L2
(
ΩT ;H
1
#(Y )), MY (ŵ) = 0, such that,
as ε→ 0,
Tε(∇wε) ⇀ ∇w +∇yŵ , weakly inL
2(ΩT × Y ) , (3.13) eq:smalleps_grad_weak_co
1
ε
[Tε(wε)−M
ε(wε)] ⇀ y
c · ∇w + ŵ , weakly inL2(ΩT ;H
1
#(Y )) . (3.14) eq:smalleps_grad_weak_co
4. Homogenization
s:homog
Our goal in this section is to describe the asymptotic behavior, as ε → 0, of the
solution uε of problem (2.2)–(2.5). To this aim, we state the following compactness
result.
l:conv Lemma 4.1. Assume that ‖u0ε‖L2(Ω) ≤ γ, with γ independent of ε, and that, for
every ε > 0, uε is the unique solution of problem (2.7). Then, up to a subsequence,
still denoted by ε, there exist u ∈ L2(0, T ;H10(Ω)) and u1 ∈ L
2(ΩT ;H
1
#(Y )) with
MY (u1) = 0 such that
uε → u strongly in L
2 (ΩT ) , (4.1) eq:a1
uε ⇀ u weakly in L
2(0, T ;H10(Ω)), (4.2) eq:a2
Tε(∇uε)⇀ ∇u+∇yu1 weakly in L
2(ΩT × Es), (4.3) eq:a3
Tε(∇uε)⇀ 0 weakly in L
2(ΩT ×Ev), (4.4) eq:a4
1
ε
[Tε(uε)−M
ε(uε)] ⇀ y
c · ∇u+ u1 weakly in L
2(ΩT × Y ), (4.5) eq:a6
yc · ∇u+ u1 , is independent of y on ΩT ×Ev. (4.6) eq:a33
r:r3 Remark 4.2. Following [9, Remark 1.11], with a slight abuse of notation, in (4.3) Tε
stands for the restriction to Es of the unfolding operator defined above and in (4.4)
Tε stands for the restriction to Ev, respectively. The same notation will be used also
in the following. 
Proof. Assertion (4.2) is a direct consequence of the energy estimate (2.11), while
assertion (4.1) is due to the standard Aubin-Lions Lemma (see, for instance, [21,
Corollary 4]). Assertions (4.3), (4.4) and (4.5) follow from Proposition 3.8, where we
have taken into account that ∇uε ≡ 0 in T
ε, since uε is spatially constant in each
T εξ , ξ ∈ Ξε. Finally, for the same reason, we get that y
c · ∇u+ u1 is independent of y
on ΩT ×Ev. Indeed, (4.6) is a direct consequence of (4.4) and (4.5), recalling (3.11).
(see, also, [13, Proof of Proposition 4.1]). 
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For later use, we set
HΓ#(Y ) := {ψ ∈ H
1
#(Y ) : ψ is constant on Ev} (4.7) nneq:a20
and
HΓ (ΩT ; Y ) := L
2((0, T )× Y ;H10 (Ω)) ∩H
1(ΩT ;L
2
#(Y )) ∩ L
2(ΩT ;H
Γ
#(Y )) . (4.8) nneq:a18
Moreover, we introduce the space
W := {(w,w1) : w ∈ L2(0, T ;H10(Ω)), w
1 ∈ L2(ΩT ;H
1
#(Y )) ,
MY (w
1) = 0 , yc · ∇w + w1 is independent of y on ΩT ×Ev}. (4.9) nneq:a70
Notice that the pair (u, u1) given in Lemma 4.1 belongs to the space W .
t:hom Theorem 4.3. Assume that ‖u0ε‖L2(Ω) ≤ γ, with γ independent of ε, and that there
exists a function u0 ∈ L
2(Ω) such that u0ε → u0 strongly in L
2(Ω). Assume also
that Tε(κε)→ κ strongly in L
2(Ω × Y ). Then, the pair (u, u1) ∈ W appearing in the
statement of Lemma 4.1 is the unique weak solution of the two-scale problem
−
∫
ΩT
∫
Es
uwt dy dx dt+
∫
ΩT
∫
Es
κ(∇u+∇yu
1) · [∇w +∇yw
1] dy dx dt
−
λ
|Ev|
∫
ΩT
∫
Ev
uwt dy dx dt =
∫
Ω
∫
Es
u0w(0) dy dx
+
λ
|Ev|
∫
Ω
∫
Ev
u0w(0) dy dx+
∫
ΩT
∫
Es
fw dy dx dt , (4.10) eq:a69
for every (w,w1) ∈ W , with w ∈ H1(0, T ;L2(Ω)) and w(T ) = 0 a.e. in Ω.
Proof. Following [13], we take as test function in (2.9) φε(x, t) = εφ(x, t, ε
−1x), where
φ(x, t, y) = [Mε(w)(x, t)ψ(y) + w(x, t)ϕ(y)] (4.11) eq:a7
with w ∈ C∞(ΩT ), with compact support in Ω, for every t ∈ [0, T ], and w(x, T ) = 0,
for every x ∈ Ω, ψ ∈ C∞c (Y ) ∩ H
Γ
#(Y ) and ϕ ∈ C
∞
# (Y ), satisfying ϕ |Ev= 0. This
implies
−ε
T∫
0
∫
Ωε
uε[M
ε(wt)ψ+wtϕ] dx dt+
T∫
0
∫
Ωε
κε∇uε ·[M
ε(w)∇yψ+ε∇xwϕ+w∇yϕ] dx dt
−
ελ
|Ev|
T∫
0
∫
T ε
uε[M
ε(wt)ψ + wtϕ] dx dt = ε
∫
Ωε
u0ε[M
ε(w)(x, 0)ψ + w(x, 0)ϕ] dx
+
ελ
|Ev|
∫
T ε
u0ε[M
ε(w)(x, 0)ψ + w(x, 0)ϕ] dy + ε
T∫
0
∫
Ωε
f [Mε(w)ψ + wϕ] dx dt . (4.12) eq:a9
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Unfolding and then passing to the limit for ε→ 0, we get∫
ΩT
∫
Es
κ(∇u+∇yu
1) · ∇y(ψ + ϕ)w dy dx dt←−
∫
ΩT
∫
Es
Tε(κε)Tε(∇uε) · [Tε(M
ε(w)∇yψ) + Tε(w∇yϕ)] dy dx dt = O(ε)→ 0 . (4.13) eq:a8
Taking into account that a general function in C∞# (Y ) ∩ H
Γ
#(Y ) can always be split
in the form ψ+ϕ, with ψ, ϕ as before, and recalling the density of product functions
in HΓ (ΩT ; Y ), we obtain∫
ΩT
∫
Es
κ(∇u+∇yu
1) · ∇yΨdy dx dt = 0 , (4.14) eq:a81
for every Ψ ∈ HΓ (ΩT ; Y ), with Ψ(x, T, y) = 0 for every x ∈ Ω and a.e. y ∈ Y .
Now we take as test function in (2.9) φε(x, t) = φ(x, t, ε
−1x), where
φ(x, t, y) = [Mε(w)(x, t)ψ(y) + w(x, t)(1− ψ(y)] (4.15) eq:a10
with w, ψ as in (4.11) and ψ ≡ 1 on Ev. Clearly, φε → w strongly in L
2(ΩT × Y ),
and inserting it in the weak formulation, it follows
−
T∫
0
∫
Ωε
uε[M
ε(wt)ψ + wt(1− ψ)] dx dt
+
T∫
0
∫
Ωε
κε∇uε ·
[
1
ε
(Mε(w)− w)∇yψ +∇xw(1− ψ)
]
dx dt
−
λ
|Ev|
T∫
0
∫
T ε
uεM
ε(wt)ψ dx dt =
∫
Ωε
u0ε[M
ε(w)(x, 0)ψ + w(x, 0)(1− ψ)] dx
+
λ
|Ev|
∫
T ε
u0εM
ε(w)(x, 0) dx+
T∫
0
∫
Ωε
f [Mε(w)ψ + w(1− ψ)] dx dt . (4.16) eq:a9bis
Unfolding and then passing to the limit for ε→ 0, we get
−
∫
ΩT
∫
Es
uwt dy dx dt+
∫
ΩT
∫
Es
κ(∇u+∇yu
1) · [∇w −∇y
(
(yc · ∇w)ψ
)
] dy dx dt
−
λ
|Ev|
∫
ΩT
∫
Ev
uwt dy dx dt =
∫
Ω
∫
Es
u0w(x, 0) dy dx
+
λ
|Ev|
∫
Ω
∫
Ev
u0w(x, 0) dy dx+
∫
ΩT
∫
Es
fw dy dx dt , (4.17) eq:a8bis
9
where we have taken into account (3.12). Notice that, summing (4.14) and (4.17), it
follows
−
∫
ΩT
∫
Es
uwt dy dx dt+
∫
ΩT
∫
Es
κ(∇u+∇yu
1) · [∇w +∇y
(
Ψ− (yc · ∇w)ψ
)
] dy dx dt
−
λ
|Ev|
∫
ΩT
∫
Ev
uwt dy dx dt =
∫
Ω
∫
Es
u0z(0)w dy dx
+
λ
|Ev|
∫
Ω
∫
Ev
u0w(x, 0) dy dx+
∫
ΩT
∫
Es
fw dy dx dt , (4.18) eq:a72
which is equivalent to (4.10), by setting
w1(x, t, y) = Ψ(x, t, y)− (yc · ∇w(x, t))ψ(y)−
∫
Y
[
Ψ(x, t, y)− (yc · ∇w(x, t))ψ(y)
]
dy,
and taking into account classical density arguments.
The initial condition can be recovered by a standard procedure. Uniqueness for the
solution of the problem (4.10) follows by linearity and classical energy estimate, after
making use of a standard regularization procedure. Therefore, the whole sequence
{uε}, and not only a subsequence, converges to the homogenized limit function u. 
In order to provide the single-scale problem satisfied by the homogenized function u,
we state the following Lemma, whose proof can be found in [5].
nnl:cella Lemma 4.4. Let κ be as in Theorem 4.3. For j = 1, . . . , N , let us consider the
problem∫
Y
κ(x, y)∇y(χ
j(x, y)− yj) · ∇yϕ dy = 0 , ∀ϕ ∈ H
Γ
#(Y ) ; (4.19) nneq:a36
χj(x, y)− yj is independent of y on Ev, (4.20) nneq:a37∫
Y
χj(x, y) dy = 0 , (4.21) nneq:a38
where HΓ#(Y ) has been defined in (4.7). Then, problem (4.19)–(4.21) admits a unique
solution χj ∈ L∞(Ω;H1#(Y )).
A similar result was proven independently in [4] and [13] for the case where Ev has
more than one connected component.
Once given the cell functions χj, we set
u1(x, t, y) = −χj(x, y)∂ju(x, t) , (4.22) eq:a71
where χj, for j = 1, . . . , N , satisfies problem (4.19)–(4.21) and u ∈ L2
(
0, T ;H10(Ω)
)
is the function appearing in Lemma 4.1. It is easy to check that the pair (u,−χj∂ju)
is the unique solution of problem (4.10). Therefore, inserting there the factorization
(4.22), we are led to the following result.
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t:t1 Theorem 4.5. The two-scale problem (4.10) can be decoupled and we obtain that
u ∈ L2
(
0, T ;H10(Ω)
)
given in Lemma 4.1 is the unique solution of
− |Es|
T∫
0
∫
Ω
uwt dx dt+
T∫
0
∫
Ω
Ahom∇u · ∇w dx dt− λ
T∫
0
∫
Ω
uwt dx dt
= |Es|
∫
Ω
u0w(x, 0) dx+ λ
∫
Ω
u0w(x, 0) dx+ |Es|
T∫
0
∫
Ω
fw dx dt , (4.23) eq:a73
for every test functions w ∈ L2(0, T ;H10(Ω)) ∩H
1(0, T ;L2(Ω)), such that w(T ) = 0,
where the symmetric and positive homogenized matrix Ahom is given by
Aij
hom
=
∫
Es
κ∇y(χ
i − yi) · ∇y(χ
j − yj) dy =
∫
Y
κ∇y(χ
i − yi) · ∇y(χ
j − yj) dy . (4.24) eq:a13
The proof can be obtained as in the first part of the proof of Theorem 4.12 in [5].
We stress that, due to the positive definiteness of the matrix Ahom, equation (4.23)
has a unique solution.
We remark that the strong formulation of (4.23) reads like
(|Es|+ λ) ut − div(Ahom∇u) = |Es|f , in ΩT ;
u = 0 , on ∂Ω × (0, T );
u(x, 0) = u0 , in Ω.
(4.25) eq:a12
r:r1 Remark 4.6. Notice that, if we are in the so called “connected/connected” geometry
(i.e., when both phases T ε and Ωε are connected, which implies that N ≥ 3), from
(4.6), we immediately obtain that u ≡ 0 (see also [13, Section 7]). 
r:r2 Remark 4.7. We point out that the homogenization result in this paper can be easily
extended to the case of symmetric matrices K = K(x, t, y), still satisfying (2.1), and
when a capacity a = a(x, t), with a ∈ L∞(ΩT ) and a(x, t) ≥ λ > 0, appears in front
of the time derivative in the solid part (i.e. in equation (2.2)). Clearly, in this case
the cell functions χj and, therefore, the homogenized matrix Ahom will depend on
time, too. 
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