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ABSTRACT
A structural time series model is one which is set up in terms of components which
have a direct interpretation. In this paper, the discussion focuses on the dynamic
modeling procedure based on the state space approach (associated to the Kalman filter),
in the context of surface water quality monitoring, in order to analyze and evaluate
the temporal evolution of the environmental variables, and thus identify trends or
possible changes in water quality (change point detection). The approach is applied
to environmental time series: time series of surface water quality variables in a river
basin. The statistical modeling procedure is applied to monthly values of physico-
chemical variables measured in a network of 8 water monitoring sites over a 15-year
period (1999-2014) in the River Ave hydrological basin located in the Northwest region
of Portugal.
Keywords: River Ave, Water quality variables, Structure time series models, State space models,
Kalman filter, Change point detection.
1. INTRODUCTION
Structural time series models are formulated directly in terms of unobserved components, such as
trends, cycles and seasonals, that have a natural interpretation and represent the salient features
of the series under investigation. The key to handling structural time series models is the state
space form with the state of the system representing the various unobserved components. State
space models provide a very flexible yet fairly simple tool for analyzing dynamic phenomena and
evolving systems, and have significantly contributed to extend the classic domains of application
of statistical time series analysis to non-stationary, irregular processes, etc. A structural model
can therefore not only provide forecasts, but also, through estimates of the components, present a
set of stylised facts and this formulation will allow making some useful interpretations [3] and [4].
In this study, it is proposed a dynamic modeling procedure based on the state space approach
(associated to the Kalman filter) in time series of water quality variables. The data concerns the
River Ave hydrological basin located in the Northwest of Portugal, where monitoring has become
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Figure 1: River Ave hydrological basin located in the Northwest of Portugal and its 8 water
monitoring sites.
a priority in water quality planning and management because its water has been in a state of
obvious environmental degradation for many years. As a result, the watershed is now monitored
by eight sampling stations distributed along the River Ave and its main streams: PTR, STI,
RAV, VSA, FER, GOL, TAI and CAN (Figure 1). In these water quality monitoring sites are
held monthly measurements and analyses for a general assessment of basin’s surface water quality
(physico-chemical and microbiological variables).
Figure 2: 5-BOD monthly concentration from January 1999 to January 2014 in Ponte Trofa (PTR)
monitoring site.
Figure 3: DO monthly concentration from January 1999 to January 2014 in Ponte Trofa (PTR)
monitoring site.
For this study we selected the Dissolved Oxygen (OD) concentration and the 5-day Biological
Oxygen Demand (5-BOD) due to their importance in the evaluation of this river’s water quality,
both measured in mg/l. Dissolved oxygen (OD) refers to the level of free, non-compound oxygen
present in water or other liquids. It is an important variable in assessing water quality because
of its influence on the organisms living within a body water. Dissolved oxygen (OD) can range
from less than 1mg/l to more than 20mg/l. Biochemical Oxygen Demand (5-BOD) refers to the
amount of oxygen that would be consumed if all the organics in one liter of water were oxidized by
bacteria and protozoa. Microorganisms such as bacterias are responsible for decomposing organic
waste. When organic matter such as dead plants, sewage, etc. is present in a water supply, the
bacteria will begin the process of breaking down this waste. Biochemical Oxygen Demand (BOD)
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is a measure of the oxygen used by microorganisms to decompose this waste. The range of possible
readings can vary considerably: water from an exceptionally clear water might show a 5-BOD of
less than 2mg/l of water. In this paper we consider data series from one water monitoring site
PTR (Ponte Trofa) on pretence of example of the modeling approach (Figures 2 and 3). For the
modeling process we consider data between January 1999 to January 2014 (n = 181 observations).
2. MODELING APPROACH
An exploratory analysis was performed and showed that the data exhibit seasonal behavior (by
analyzing the monthly averages) and a moderate temporal dependency [2] and [3]. The linearity
of the possible trend that was suggested in [2] by a graphical analysis of the 12 times series
corresponding to each month was found not suitable for the time series. However, we must explore
a stochastic level as p-dimensional state space in the modeling. The parameters of the state space
models must be estimated for each environmental series, and they are estimated by Gaussian
maximum likelihood estimation in the state space framework. As the series of observations present
intrinsic environmental data proprieties, the initial model is very versatile since it can accommodate
several statistical properties often presented in environmental data, such as pth order polynomial
component (a stochastic local level is considered), seasonality and temporal correlation. It is
proposed an application of a structural time series model by taking into account this data structure.
So, the monthly time series are modeled by equations
yt = µt + t + t
µt+1 = µt + t
1,t+1 = − 1,t − 2,t − 3,t . . .− 11,t + !t
2,t+1 = 1,t, 3,t+1 = 2,t, . . . , 11,t+1 = 10,t
t = 1 t−1 +  t
with
t   N(0, 2),!t   N(0, 2!) and  t   N(0, 2 ).
The first equation represents the structure for the observed data, the observation equation, where
yt is the monthly environmental variable, in this case 5-BOD and OD variables with t = 1, 2, ..., 181.
The observations are driven by two state variables, one being the level variable and the second being
the seasonality variable. The second equation is a state space equation representing a stochastic
level as an 1-dimensional state space. The seasonal behavior is represented by t, an 11-dimensional
state space vector of seasonal deviations. And to deal with the temporal correlation structure it is
considered t following a 1st order autoregressive process, AR(1). Since the model has a state space
representation, it allows obtaining forecast or other predictions of interest (filtered or smoother
predictions). Since the state process is unobserved, both forecast and filtered predictions are
obtained through the Kalman filter algorithm.
Figure 4: Observed values and filtered state estimates of 5-BOD in PTR monitoring site.
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Figure 5: Observed values and filtered state estimates of OD in PTR monitoring site.
The referred methodology was applied in R environment with dlm package (http://www.r-project.org/)
[5] and [6]. A first analysis of adjustment models is done by comparing data and predictions. Fig-
ures 4 and 5 show observed data and the filtered predictions in Ponte Trofa (PTR) for 5-BOD and
OD.
3. CONCLUSIONS
The analysis performed in this study shows that the structural time series models (the state space
models associated to the Kalman filter) are suitable to model 5-BOD and OD concentration series
at the PTR water monitoring site and they allow to obtain pertinent findings concerning water
surface quality interpretation and of change point of view [1] and [4], thus highlighting the potential
value of this type of analysis. The next step is to analyze the filtered and smoothed predictions
(forecasts) of states given by the Kalman filter, which allows an interesting analysis of the structural
components, and further research is in progress to improve the modeling process and the results
obtained.
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