Obstacle detection system based on colour segmentation using monocular vision for an unmanned ground vehicle.
Introduction
The recent technologies advances in the area of robotics have made enormous contributions in many industrial applications as well as in the social domains, around the world. Nowadays, numerous applications of robotic systems can be found in factories automations for diagnosis, visual inspection, assembly, surveillance and quality control processes. Visual navigation systems received a considerable attention in the last three decades because such systems made a remarkable development in the field of manufacturing and industrial automation. In the indoor environment, the classification of visual navigation for unmanned ground vehicles (UVGs) falls mainly on one of the following systems, which are map based navigation systems or map-less based navigation systems. For the map based navigation systems, the UGV is provided with the models of the environment. A projection of two-dimensional feature, situated in the environment, is used to build an occupancy map. Whereas, for the map-less based navigation systems, the UGV does not use the knowledge of the environment to operate; it actually observes and extracts the environment features while moving.
In state of the art, a couple of algorithms have been proposed by different researchers to solve the issue of obstacle detection and depth perception , by using different approaches (Asamr and Shaker, 2012; Diamantas et al., 2016; Jeon et al., 2016; Liaquat et al., 2015) . Deepu et al. (2015) proposed an algorithm based on a laser source that emits light that falls on obstacle if any, and based on position of laser light on obstacle in the image and distance of obstacle from robot, robot change its direction with different angle and continues to move. Floor segmentation can be conducted to extract the floor information from the scene. The mobility platform can be integrated with a laser source that can be used for obstacles detection. Kim and Do (2012) presented a method for detecting moving obstacles and collision avoidance based on a single camera. In their method, the close objects were detected using block-based motion estimator. The image was firstly divided into small blocks, and then the motion of each block is searched by comparing two consecutive images. If the difference between matching blocks is significantly large, then the block in the current image is classified as belonging to moving objects. Mustafah et al. (2014) provided a study on how to develop a single vision system for a mobile robot that implements an obstacle avoidance algorithm by using objects colours detection. His system was able to detect obstacles and extract position information from the image in an indoor environment. Zheng and Green (2010) presented a robust vision-based navigation system through doorways and hallways. However, in their study, only static objects were presented. The method was proposed using the fusion of colour features, edge map, motion analysis and stereo vision for helping the system interpret visual cues. The system was able to detect ground plane, drop-offs, stairs and doorways, and was able to extract motion information from the camera. Al-Mutib et al. (2014) presented an autonomous navigation system of a mobile robot using simultaneous localisation and mapping (SLAM) technique, which was relying on an active stereo vision mechanism. The built system incorporated some SLAM based routines and relied on the stereo vision mechanism. MattiSon and Garcia (2011) introduced a vision system for autonomous navigation and mapping in an indoor environment. The autonomous ground explorer used only vision, three basic web cameras augmented with simple laser pointers, to move within the building corridors efficiently. The system was able to estimate the distances in three directions by evaluating the location of laser points within the vision field. The ground explorer was able to navigate the hallways and makes directional decisions based on some processes, which include tracking the corridor's visual vanishing point and anticipating intersections using odometry and corner edge detection. Azazi et al. (2015) built and designed a mobile robot that uses a navigation system based on embedded system. He used an infrared range distance sensor, a direction digital compass module and a camera. Lorigo et al. (1997) used colour information and edge information to differentiate between the free space and the obstacles in the environment. Ulrich and Nourbakhsh (2000) proposed an obstacle segmentation algorithm based on a hue and intensity histogram. Most recently, Lee et al. (2016) proposed an algorithm that uses the inverse perspective mapping method for obstacle detection. In fact, this method is much more advantageous when the camera is not high off the floor.
Based on the existing literature, there is still room for improvement in the accuracy of obstacle detection and in the optimisation of the execution performance. Therefore, in this paper, we proposed an algorithm for obstacles detection, based on a monocular vision sensor. Coloured obstacles placed randomly in different scenes. The UGV captures images from its attached camera. Several image-processing methods have been applied to the images to extract information about the obstacles. The implementation of the algorithm is based on the colour segmentation. Camera calibration conducted for the environments. Different images have been captured to achieve the camera calibration process. The camera projection matrix has been determined based on extrinsic and extrinsic matrices. Embedded depth perception was undertaken, from projection matrix by matching the images pixel coordinates with the real world coordinates and extract information. The recognition of the floor plane was made simply, based on finding the pixel points of the bounding box for each obstacle. The algorithm has shown an accurate obstacle detection and fast processing time.
The paper is organised as follows: Section 2 describes the problem statement. Section 3 discussed the camera calibration algorithm and the analytic model of projection matrix. Section 4 presents the obstacle detection algorithm. The experimental results are presented in Section 5 and the conclusion is presented in Section 6.
Problem Statement
Obstacle detection is an essential part in many applications of autonomous vehicles. It aids the autonomous vehicle to navigate in the workspace (Akmeliawati et al., 2009 ) and obtain its global localisations (Wang et al., 2010) . However, autonomous vehicle must be able to detect its surrounding obstacles and avoid collisions. The most successful obstacle detection system relies on a range of information to detect obstacles by their size and shape. Among all the range of sensors, vision sensors are widely used due to the quality of data they can provide. Such sensors provide a full description about the detected obstacles in term of the size, the shape and the depth distance. In this paper, the problem statement is classified into two main tasks. The first one is to detect the coloured obstacles that exist in the environment. In this task, the obstacles will be extracted solely from the background based on the developed algorithm, which will be introduced in the following sections. The second task is to calculate the distance of the detected obstacles from the camera. That can be considered as obstacles depth understanding to find their distances based on the real world coordinates which will be used for navigation purposes This work aims to develop a system that can detect coloured obstacles and perceive their depth information using a single camera as a sensory input. Therefore, two algorithms are needed to perform the function of obstacle detection and depth perception. Based on our approach, the developed system was tailored particularly for an unmanned ground vehicle to avoid obstacles that are in its path. Computer vision and image processing techniques have been applied to analyse and process the scene images that are captured by a fitted camera.
Camera calibration and Projection Matrix
The importance of a camera calibration is to find the camera projection matrix. The latter is the process of finding the internal characteristics of the camera and finding its location in the field. In the manufacturing process of a camera, there might be some distortions involved due to the lens, and many of the parameters are not empirically known. Therefore, in the geometric camera calibration, we accurately estimated the parameters of the lens and the image sensor for the video camera. These parameters will be used to correct the lens distortion, measure the size of the obstacles and determine the location of the camera in the scene. These tasks are also used in applications such as machine vision to detect and measure the location and the size of the obstacles ("What Is Camera Calibration?", 2016) . They are also used in robotics, to aid its navigation systems and reconstruct a 3-D scene. The main matrices that can obtained from the camera calibrations are the intrinsic and the extrinsic matrices as discussed below (Hartley and Zisserman, 2004 ):
Intrinsic Matrix
The intrinsic matrix transforms the 3D camera coordinates to its 2D homogeneous image coordinates. The intrinsic parameters include the focal length, the image format, and the principal point. The geometry of the perspective projection model is shown in Fig.1 . From Camera coordinates to image plane coordinates:
The relationship between the coordinates of the camera and the image plane can be derived as follows (Trucco and Verri, 1998 ):
From image plane coordinates to pixel coordinates, we can obtain the following equations:
Where (ox, oy) are the coordinates of the principal point (in pixels) and Sx, Sy correspond to the effective size of the pixels in the horizontal and vertical directions, in millimetres).
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Relating the pixel coordinates to the world coordinates can be obtained as follows:
Extrinsic Matrix
The extrinsic matrix represents the parameters that identify the transformation between the reference frame of the camera (unknown) and the reference frame of the world (known) uniquely. To determine the parameters of this matrix, we need to find the translation vector (T), between the relative positions of the origins of the two reference frames and to determine the rotation (R) matrix that brings the corresponding axes of the two frames with each other. The obtained parameters represent the coordinate transformation from the 3D world to the 3D camera model. The geometry of extrinsic projection model is shown in Fig.2 . In the extrinsic camera parameters, we can find the relation between the coordinates of point P in the world (Pw) and the coordinates of the camera (Pc 
Alternatively, as in equations (1, 2 and 3) given previously, we can write them as:
corresponds to the i th row of the rotation matrix.
For image depth perception, extrinsic with intrinsic camera parameters are combined as follows:
The matrix containing the intrinsic camera parameters is Min so that:
and the matrix containing the extrinsic camera parameters is Mex so that: 
And by using the homogeneous coordinates: 
Where: M is the projection matrix; it contains both the intrinsic and extrinsic. = / and = / Finally, the image pixel coordinates can be calculated based on the projection matrix as shown below: The summary of the coordinates of the frames and the calibration parameters are defined in Table 1 below. 
Calibration Algorithm
One of the standard procedures to calibrate the camera is to use a chessboard pattern (Helikkila and Silven, 1997; Zhang, 2002) . This is an easy method for calibration as the chessboard is flat and hence, there is no concern about the depth. It is also an easy method to extract the corner points as they are extensively defined and all the corners lie on the same line. Different poses are captured to get a better calibration performance. The procedures on how to conduct the calibration are summarised below.
Algorithm 1 Calibration procedure of the single camera Initialisation: Prepare images, camera, and calibration pattern.
Step 1: Load images.
Step 2: Detect the corners of the pattern.
Step 3: Calibrate the camera.
Step 4: Plot re-projected points.
Step 5: Evaluate calibration accuracy.
Step 6: Adjust parameters to improve accuracy.
Step 7: Export the parameters of the object. Output: Intrinsic and extrinsic matrices.
The planes in the images of Fig.3 display the checkerboard images with green circles to indicate the detected points. The verification of the corners was detected accurately by using zoom controls. The yellow square indicates the reference point or the origin (0, 0). The X and Y arrows indicate the checkerboard axes orientations. The next step is to run the calibration command, and once the detected corners are satisfied and the calibration can be accepted. The re-projected points that obtained after the calibration process are depicted in a red colour, inside the green circles. The evaluation of the calibration accuracy is conducted by examining the re-projection errors, the camera extrinsic, and by viewing the undistorted image.
The camera calibration algorithm estimates the values of the intrinsic and extrinsic parameters in addition to the distortion coefficients. The camera calibration process includes the following steps: 1. Solve for the intrinsic and extrinsic in a closed-form and assume that lens distortion is zero. 2. Estimate all parameters simultaneously, including the distortion coefficients by using a nonlinear least-squares minimisation method. We used the closed-form solution from the previous step to estimate the initial intrinsic and extrinsic parameters and set the initial estimate of the distortion coefficients to zero. Figure 5 shows that the overall mean error is 0.16 pixels, which means that the calibration accuracy is satisfied. The camera's fundamental parameters are listed in Table 2 . The numerical results of the extrinsic calibration between the camera and the unmanned ground vehicle are shown below. The variable 'T' is the translation matrix and the variable 'R' is the rotational matrix. 
Proposed Algorithm for Obstacle Detection
The vision-based obstacle detection algorithm was defined as a technique that can be used for an unmanned ground vehicle to detect objects that are placed in its desired path within the environment. The UGV has a vision sensor that perceives the external environments. The main components of a vision-based object detection system can be classified as below:
 The maps that illustrate the workspace features should be provided.  Capture images from the vision sensors.  Extract the main features from the images, including the edges and colours.  Landmark recognition, which represents the matching between the features in the observed image and the expected position in the real world.  Self-localisation by determining the UGV position as a function of the detected landmarks. The proposed algorithm begins with image acquisition, based on the vision sensor. This is followed by converting the captured image to Lab colour space, which is the most accurate means of representing colours. The Lab colour space channels are split to obtain the colours of the indoor environment separately. The vertices of specific colours like cones are selected in a view to detect the cones. After performing the thresholding on the images using generated mask intensity, morphological processing has been utilised, i.e., dilation and erosion. They are the most basic morphological operations in the image processing. Dilation adds pixels to the boundaries of obstacles in an image, while erosion removes pixels from obstacles boundaries. The number of pixels added or removed depends on the size and shape of the structure element that is used to process the image ("Morphological Dilation and Erosion", 2016). The block diagram in Fig.6 shows a summary of the proposed algorithm.
The implementation procedure of the obstacle detection algorithm is summarised below:
Algorithm 2 Obstacle detection implementation procedure Begin:
Step 1: Capture RGB images, class uint8.
Step 2: Convert captured images to double class.
Step 3: Generate Lab image from the double class image.
Step 4: Split the Lab image into three distinct channels.
Step 5: Display the histogram plot of the image.
Step 6: Select the interesting colours' boundaries based objects
Step 7: Threshold the image based on mask intensity.
Step 8: Dilate, erode and fill the image.
Step 9: Label the image.
Step 10: Draw bounding box for the detected objects. Finish   Fig.6 . The block diagram of the proposed coloured obstacle detection algorithm.
The key terms in this algorithm can be defined and explained as follows:
Colour Space
In image processing, different colour spaces might be utilised such as RGB (Graña et al., 2012) , HSV (Saravanakumar and Vadivel, 2011) and Lab (Lu et al., 2015) . The RGB colour space is not adequate for colour image segmentation despite it is used to acquire digital images and that is why in this paper, the Lab colour space was used. The Lab colour model is a three-axis colour system, and the Lab colours are absolute, meaning that the colours are exact. It is known as a device independent, meaning that the Lab colour space is the only way to communicate different colours across various devices. The Lab colour space separates the colour information into three channels L, a, and b. The first axis, the L-channel or lightness, goes up and down on the 3D colour model and it varies from white to black. All neutral colours will be relatively in the centre of this axis. The 'a' axis goes from cyan colour across to magenta/red colour. The 'b' axis goes from blue to yellow. Figure 7 shows the geometrical distribution of Lab colour space.
Mathematical Morphology
Mathematical morphology is a technique that uses nonlinear operations to the shape or the feature of an image. To perform the morphology technique, the image and the structuring element are needed. The structuring element is much smaller than the image, sometimes it is 3x3 in size but it can be bigger and rectangular. This structuring element slides over the image and transforms it. It can create new or erase pixels. Based on that, two basic operations are defined which are dilation and erosion, as discussed below (Shih, 2009 ): a) Dilation Dilation is one of the two basic operators in the area of mathematical morphology. It is typically applied to binary images, but there are some versions that work on grayscale images. The primary effect of the operator on a binary image is to gradually enlarge the boundaries of regions of foreground pixels, the white pixels typically. Therefore, areas of foreground pixels grow in size while the holes within those regions become smaller. b) Erosion
The erosion operator takes two pieces of data as inputs. The first is the image that is to be eroded and the second is a set of coordinate points, which is known as a structuring element. The structuring element will determine the precise effect of the erosion on the input image.
In the morphological dilation and erosion operations, the state of any given pixel in the output image is determined by applying a rule to the corresponding pixels and their neighbours on the input image. It is noted that large objects will be made '1' pixel larger by dilation, and will be reduced by '1' pixel by erosion.
Image histogram
The histogram of an image is normally referred to the histogram of the pixel intensity values. A histogram is a graph showing the number of pixels in an image at different intensity values that obtained from that image. For 8-bit grayscale image, there are 256 different possible intensities, and so the histogram will graphically display 256 numbers which show the distribution of pixels amongst those grayscale values. Histograms can be taken from the image colours so the individual histogram of red, green and blue channels and the brightness at each point represent the pixel count (Panda et al., 2010) . 
Image Segmentation
Image segmentation is the division of an image into regions or categories that correspond to different objects or parts of objects. Every pixel in an image is allocated to a number of these categories. A good segmentation is typically the one in which:
 Pixels in the same category have similar greyscale of multivariate values and form a connected region  Neighbouring pixels that are in different categories have different values. Colour image segmentation simplifies the vision problem by assuming that objects are coloured distinctively and only the differences in gross colour matter. Therefore, it discards the information about the variation of colours and brightness, which provide valuable information about the shapes and the textures of any 3D surfaces.
Image Thresholding
Image thresholding is one of segmentation techniques that are used for partitioning an image into a foreground and background. The input to a thresholding operation is typically a grayscale or a colour image. In the simplest implementation, the output is a binary image representing the segmentation. Black pixels correspond to background whereas white pixels correspond to the foreground. The parameter 'α' called the brightness threshold is chosen and applied to the image a[m,n] as follows (Solomon and Breckon, 2011) :
The output is either labelled as an "object" or a "background" which, due to its dichotomous nature, can be represented as a Boolean variable "1" or "0" (Young et al., 2009 ).
Bounding Box
The bounding box is the smallest rectangle that contains the region of an object in an image. It can be specified by the location of the upper left corner and the width and the height. Generally, the bounding box is represented as [u1 v1 w h], where u1, v1 are the coordinates of the upper left point, w represents the width and h represents the height (Gonzalez et al., 2009) . The properties of the bounding box is given in Fig.8 .
Experimental Results
The conducted experimental results are based on two tasks. The first one is how to detect the coloured obstacles and the second one is how to find the depth perception for the obstacles locations. A single fixed camera is fitted at the centre of UGV's platform. The images are captured through a video streaming using a quarter video graphics array (QVGA) with 320x240 pixels display resolution. This resolution is popular for a computer display and most often used in mobile phones.
Obstacle Detection
The obstacle detection was performed into two different scenarios to validate the performance and the robustness of the developed algorithm. Two scenarios are conducted with different objects and backgrounds as discussed below. 
Scenario I
In this scenario, several coloured objects are placed in an indoor environment. The objects are different in colours and sizes. The ground plane of this environment is green and it is a flat plane. Figure 9 (a) shows the scene of the environment under a certain illumination situation. Figure 9 (b) shows the intensity of the RGB colour space for this scene. The blue channel has the peak pixel value at about '0.2' pixels intensity. Figure 10(a) shows the Lab colour space after performing the conversion task for the main scene. Similarly, the intensity of the lab colour space is displayed in Fig.10 (b) which shows peak pixels counts at specific intensity values. The histogram plot of the Lab colour space is obtained as shown in Fig.11 . That illustrates the distribution of all colours in the scene. From the histogram plot, the colours of the obstacles can be selected and thus the obstacles can be detected later on. The grey conversion is performed to obtain the grey image intensity as shown in Fig.12 (a) and (b) , respectively. That helped to estimate the threshold level and segment the obstacles from its background. After, performing the thresholding, the extracted obstacles are shown in Fig.13 (a) . However, it can be noticed that the extraction contains some gaps on the obstacles surrounding. Therefore, morphology operations are performed, dilation and erosion to fill the gaps on the obstacles and improve their real appearance as depicted in Fig.13  (b) . The bounding box around each detected obstacle is shown in Fig.14 on both, the black-white image and the real captured scene. These bounding boxes will be used to locate the centre of each obstacle, in additional to the length and width, these parameters are the key elements for understanding the depth of the scene. The properties of the bounding boxes' parameters are given in Table 3 . The execution time of this scenario took 2.27 sec. 
Scenario II
In this scenario, a different experiment is conducted for the proposed method using another scene. This scene has different illuminated background to evaluate the robustness and the effectiveness of the proposed system. Figure 15(a) is the original captured image from the vision sensor in a corridor environment. The histogram plot for the captured image in its RGB format is displayed in Fig.15 (b) . Each channel shows the intensity of its independence colour. Figure 16 (a) shows the Lab colour space conversion of the original captured image. The histogram for the Lab channels after conversion to the Lab colour space is shown in Fig.16 (b) . In order to extract the required boundary's points for an attractive colours, the histogram for 'a' and 'b' channels are plotted and shown in Fig.17 . That allowed us to recognise the vertices for the boundaries of the colours. Hence, the targeted colours have been specified and selected. Figure 18(a) shows the conversion of the RGB image to a greyscale image and Fig.18 (b) displays its histogram. The histogram shows a peak at around '120' intensities, which it is corresponding to the dark grey background in the image.
After thresholding the image, the obstacles can be subtracted from the background of the scene, as shown in Fig.19  (a) . It is noticed that the obstacles are not entirely detected. Therefore, the morphology operations are utilised for dilation and erosion to fill the missing gaps on the obstacles. Figure 19(b) shows the final obstacles detection after a mathematical morphology process. The bounding boxes are found based on measuring the properties of regions in the image to specify the surroundings boxes for each obstacle. Hence, the centre of each cone was determined and the bottom pixel coordinates calculated, for each obstacle. Finally, Fig.20 (a) and (b) show the detected obstacles and their bounding boxes, which are extracted from the original image. The elapsed time for this scenario was 2.41 sec. The parameters properties of bounding boxes are given in Table 4 . It can be noticed that the elapsed time for the second scenario is slightly longer than the first scenario. That might belong to the changes in the size of the obstacles, use different colours for the obstacles, different illumination and different backgrounds. Also, the number of obstacles is different, for instance, the first scenario has four obstacles. Whereas, the second scenario has five obstacles. Therefore, more time was needed to analyse the second sense. The bars in Fig.21 shows the difference in the elapsed time for both conducted scenarios. 
Depth Perception
In this paper, the depth perception was measured based on a monocular vision. That has been achieved based on the pixel coordinates of the obstacles. From the bounding boxes that obtained previously, the coordinates of the bottom pixels can be found for each obstacle. These coordinates represent the ground plane level of the corridor. The centre point of each obstacle is now become known. These 2D pixel coordinates will be calculated based on the other coordinates frame. The transformation between the frames of the coordinates is given in the flowchart below, see Fig.22 . Hence, the real world coordinates are determined based on the camera projection matrix. This matrix was utilised to calculate the real world distances between the UGV and the obstacles. Each camera view involves a lens that forms a 2D projection of the scene on the image plane where the sensor is located. Due to this projection, depth information is lost, and so each point on the image plane corresponds to a ray in 3D space. Depth information may be obtained from multiple cameras, various views with a single camera, or knowledge of the geometric relation between several feature points on the target. The experiment of depth perception is conducted on the second scenario discussed in Section 5.1.2. The layout of the environment is illustrated in Fig.23 . Finally, the depth perception is obtained from the geometrical transformation process between the 2D pixel coordinates and the 3D obstacle real world coordinates. The z-axis is considered as zero because the UGV and the obstacles are placed on the same ground level. The final measured distances are reported in Table 5 . We can notice that the error associated with the obstacle no. '3' is the minimum because it is was closest, in the Y direction, to the camera. Also, for the obstacles no. '1' & '5', the error is also very close to the minimum. However, for obstacles no. '2' and '4', the perception distance error is bigger. That means when an obstacle is far from the camera, the error is expected to be high. 
Conclusion
An unmanned ground vehicle with real-time obstacle detection capacity using a single vision sensor was introduced. The proposed algorithm uses a monocular visual system to detect coloured obstacles. In additional, the locations of the obstacles were calculated. The distance between each obstacle and the UGV is measured based on the coordinates of the detected bounding box around each obstacle. The bottom pixel coordinates of each obstacle represent the ground level. Therefore, by converting the detected 2D pixel coordinates, the depth perception can be determined using the camera projection matrix that already calculated using the camera calibration approach. The experiments showed that the proposed algorithm has accomplished the requirements of obstacles detection, effectively. The approach is extended to detect a variety of different obstacles based on their colours. The system has been evaluated quantitatively by using obstacles with different sizes and colours in various backgrounds.
