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ABSTRACT 
A characterization is given of all nonsingular linear operators, on the set of m X n 
matrices over any field with at least four elements, which map the set of rank-k 
matrices into itself. It is also shown that if 9 is any subspace of m X n matrices over 
any field with at least k f 1 elements whose nonzero elements all have rank k, then 
the dimension of 9 is at most max(m,n). This fact is used to characterize all linear 
operators on the set of m X n matrices over certain fields which map the set of rank-k 
matrices into itself. 
Let km,+@) denote the set of all m X n matrices over the field IF, and let 
p(A) denote the rank of A. We define a rank-k-preserver to be a linear 
operator T on d’,.(F) such that p(A) = k implies p(T(A)) = k. Further, if T 
is a rank-k-preserver, we say that T preserves rank-k matrices. A linear 
operator which is a rank-k-preserver for each k = 1,2,. . . , min(m, n), is called 
a rank preserver. 
Marcus and Moyls [9] proved the following theorem in 1959: 
THEOREM 1. Zf F is algebraically closed and of characteristic 0, and T 
is a rank preserver, then there exist m X m and n X n matrices U and V, 
respectively, such that either 
T(A) = UAV jbr all A E &,_([F) (la) 
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m = n and T(A) = UAtV for all A E &m,,(IF), (lb) 
where At denotes the transpose of A. 
Also in 1959, Marcus and Moyls [lo] showed that if T is a rank-l 
preserver then T is a rank preserver. Westwick [ll] generalized these results 
to matrices over arbitrary algebraically closed fields in 1967. In a series of 
papers appearing between 1970 and 1983, Beasley [2-51 has shown that if T. 
is a rank-k-preserver then T is a rank preserver (and hence has the form 
given above) under any of the following hypotheses: max(m, n> < k + 1, 
min(m,n) = k, max(m,n) > Sk/Z, T is nonsingular, or lF = @. This paper 
extends that study to operators with different restrictions on the field. 
Throughout the remainder of this paper, we will adopt the convention 
that 1~ k < m < n. This causes no loss in generality. We let I, denote the 
o X 4 identity matrix and Eij denote the matrix which has a 1 in the (i, j) 
location and is zero elsewhere. 
Let E be a set of nonnegative integers; then let S, denote the subset of 
J&([F) consisting of all matrices A with p(A) E E. A subspace of km,n([F) 
which has only elements of rank k or 0 is called a rank-k space. This is 
equivalent to saying that the subspace is a subset of Z@tk,aj. As in the 
treatment of rank-k preservers over an algebraically closed field, we find that 
the maximum dimension of a rank-k space is a powerful tool in showing that 
rank-k preservers must be nonsingular. 
It should be noted that not all rank-k preservers are nonsingular. For 
example, if there is a rank-m subspace of dimension n, which is assured in 
certain cases as specified below in Lemma 1, define T as follows: Let Z be 
the rank-m space of dimension n, and let K,, . . . , K n be a basis for X: 
Define T by T( Ev) = Kj and T( Eij) = 0 if i # 1, and extend linearly. It can 
be seen that if A has full rank, then its top row must be nonzero and hence 
its image is an element of Z; moreover, every matrix with first row zero is 
mapped to zero. 
Also, under certain circumstances there is a singular rank-l preserver. 
Suppose [F is a field and K is an extension field of IF of degree n. Let 
tt,,t,,..., t,} be a basis for K over IF, and let oijk E IF be defined by the 
equations 
n 
titj = c aijktk, i, j = 1,2 ,*..,n. 
k=l 
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Define T : &,,(lF) -+ An(F) by 
and extend linearly to a linear operator on kn(W). This linear operator 
preserves the set of rank-l matrices over K but is clearly singular, since the 
dimension of the image is rr. This construction is due to D. W. Lewis and 
T. J. Laffey after a rank-l version by C. Lautemann [7]. 
Given a matrix A and two sequences of positive integers, cr and /3, we 
define A[a]/3] to be the submatrix of A which lies in the intersection of the 
rows corresponding to the entries of LY and the columns corresponding to the 
entries of p. If 9 is a set of matrices, let (9) denote the vector space 
generated by them. 
Both of the above examples depend on the existence of an irreducible 
polynomial of sufficient degree over [F. As seen in the following lemma, the 
existence of irreducible polynomials of various degrees is critical in finding 
the maximum dimension of a rank-k space. 
LEMMA 1. Let q and r be nonnegative integers such that n = qk + r with 
0 < r < k. If F has an extension of degree k and k + r, then there exists a 
rank-k subspace of A&(5) of dimension n. 
Proof. Let j = k or k + r, let f(x) be an irreducible polynomial of 
degree j, and let C be its companion matrix. Here ((I, C, C”, . . . , Cj-‘)) is a 
rank-j space of j X j matrices of dimension j. Let Bi = C'[l, . , k ]I,. . . , j] 
and 4 = ((IS,,, I?,, . . . , 
of dimension j. 
Bj_ 1}). Here 3 is a rank-k space of k X j matrices 
Now, for t = q - 1 and s = k + r, define X to be the set of all matrices 
of the form 
A, A, ... A, B 
0 0 .** 0 0 1 
where Ai E Xk, i = 1,2,. . . , t, and B E X,. Now, X is a rank-k space of 
m x n matrices of dimension n. n 
In [5], Beasley uses the fact, proven by Westwick [I2], that the maximum 
dimension of a complex rank-k space is at most m + n - 2k + 1 to show that 
all rank-k preservers over the complex field are nonsingular. We prove: 
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THEOREM 2. If Iff I>k + 1, then the dimension of any rank-k subspace of 
&_(F) is at most n. 
Proof. Let X be a rank-k subspace of J&.(E), and let (K,, K,, . . . , KJ 
be a basis for Z. Let (Y be a sequence of length m of elements of IF, and let 
p be a sequence of length n of elements of [F. (That is, (Y E [F” and p E [F”.) 
For i = 1,2,..., Z,letvi,=C~=iajKij anduip = CT=, P,.K{, where Ki j is 
the jth row of Ki and K{ is the jth column of K,. Define V, to be’the 
subspace of IF” generated by {vJf=r and UP to be the subspace of IF’” 
generated by (ui,J:_ r. Let 9 be the largest dimension of any V, or UP, that 
is, 9 = max(max{dimV, 1 a E [F’n}, max{dim UP I/? E En)). The proof that I < n 
is divided into two cases: 
Case 1: 9 > k. Suppose that 9 = dimV,. By multiplying each element 
of X by a suitable nonsingular matrix corresponding to (Y, we may assume 
that (Y = (l,O,O,. . . ,O>. Suppose 9 < 1. In this case there exists A E jr;/ such 
that the first row of A is zero. Therefore there exist nonsingular P E 
&? m- i, m_ ,(D and Q E &“,,([F) such that Cl@ P)X’Q contains 
0 1.k Ol,n-k 
H= 1, ok,n-k . 
[ 1 0 0 
Since 9 > k, there is some element b E V, such that bk+j # 0 for some 
j > 0. That means the corresponding element B E 3 has a nonzero entry 
b l,k+j’ Since the coefficient of tk in det(tH + B)[1,2,. . . , k, k + 111,2,. . . , k, k 
+ j] is b, k+j f 0, and since iF has at least k + 1 elements, for some choice of 
t, tH + B ‘has rank at least k + 1, a contradiction. Thus, I < 9 < n. Note that 
in the case 9 = dimUp for some /3, the argument is similar. 
Case 2: 9 Q k. As in case 1, we may assume that 9 = dimV, and that 
(Y =(l,O,O , . . . ,O>. By multiplying each element of X on the right by a 
suitable nonsingular matrix we may assume that for B,, B,, . . . , B,, matrices 
whose first rows generate V,, the first row of B, is e,, the unit vector with a 
one in the ith position and zero elsewhere. If any element A E X with a 
zero first row has ai j nonzero for some j > 9, then V, has dimension at least 
9+1, where r=(l:O,O ,..., , , 0 t 0,. . . ,O) for some t in the ith location. This 
contradicts the definition of 9. If there is some A E GY with first row zero, 
then without loss of generality, 
0 l,k Ol,n-k 
A = 1, Ok+-k . 
[ 1 0 0 
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Note that in this case q = k. Now, if Bi has a nonzero entry in column j for 
where ,=?I O O,.!,O r’0 
some j > q say b ’ # 0 then as above, V, has dimension at least q + 1, 
‘O,t,O , . . . ,O) for some x in the ith location 
and t in the ‘kh loca;ion. ‘+hfs contradicts the definition of q. Thus each 
element of X has nonzero entries only in the first k columns. In this case, if 
A E GY has first column zero, then A = 0. Thus, we have that dim U, = 1 
where (Y = (LO, 0,. . . ,O), so that 1~ m < n. n 
In [l], Atkinson and Lloyd prove the following theorem, which we shall 
use in the proof of Theorem 4. 
THEOREM 3. Suppose IF is a field, ([FI >, k + 1, and 27 is a space of 
matrices in km,,@) each of which has rank at most k. If the dimension of X 
is greater than nk - k + 1, then there exist invertible matrices CT and V such 
that either each matrix A in UXV has the form 
A= ;, [ 1 where A’ is a k x n matrix, 
or m = n and each matrix A in UXV has the fm 
A=[A” 01, where A” is an n x k matrix. 
THEOREM 4. lf 1 < k < m < n, n B 2k - 1, ][FJ > k + 1, and if there is an 
extension field of degree j for each j = 2, . . . , min(2 k - 1, n) over 5, then there 
does not exist a singular rank-k preserver. 
Proof. Suppose that T is a singular rank-k preserver. Further, suppose 
that kerT n ss ~0 for some s < k. Without loss of generality we may 
assume that 
E kerT. 
Let j = min(k, m - s). Since there is an extension field of degree j over IF, 
by Lemma 1, there is a rank-(k - s) subspace 2 of dimension j each of 
whose elements has the form 
where A’is jX(k - s). 
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Now for some nonnegative integers t and r with 0 < r < k we have 
n - s = kt + I-. Since n > 2k - 1 and s < k, we have that t is at least 1. Since 
[F has extensions of degree k and k + r, by Lemma 1 there is a rank-k 
subspace ;r;/ of dimension n -(k - s> each of whose elements has the form 
B= 0 O 
[ 1 B' 0' 
where B’is kX[n-(k-s)] 
Now, since J? f~ Z =0, the subspace (.Z, G’S?) has dimension [n -(k - 
s)]+j>n, since k<m. If CE(J?,Z) then C=X+Y, where XEJ? 
and YE 2. If X # 0 then p(C)= k, since p(X)= k and hence either 
p(C) = k or C E 2. If p(C) = k then p(T(C)) = k. If C E 2 and C # 0, 
then p(C) = k - s and p(C + H) = k. S’ mce T(H) = 0, p(T(C)) = p(T(H + 
C)). It follows that p(T(C)) = k. Thus the image of T contains a rank-k 
subspace of dimension strictly greater than n, a contradiction to Theorem 2. 
Thus, kerT n .LZi =0 for i = 1,2,. . . , k. 
NOW, let q be an integer such that 1 =G q < m, and let q, be the 
subspace of &“,,,.(iF) of all matrices of the form 
A= “0’ ,[ 1 where A’is q X n. 
Note that every element of q, has rank at most q and dim wq = nq. Let g 
be the largest integer such that T(A) = 0 for A # 0 implies that p(A) > g + 1. 
By the above paragraph, g > k, and so by Beasley [4] we may assume that 
g = k and that ImTf’ Sk+i - 0 for i > 1. Thus T(%‘) has dimension nk and 
is a space of matrices of rank at most k. By Theorem 3 we may assume that 
T(E&) = Pk. It follows that Im T = Pk. In particular T(E%, + i) = &. Define 
T’:J&+&)+ ++i),,(~) by 
T’(A)=T(;)[1,2 ,..., k+lll,2 ,..., n]. 
From the above, it follows that T’ preserves rank k, and Im T’ is the subspace 
of JZ~ + i. ,([F) of all matrices of the form 
A= “d , [ 1 where A’ is k X n 
Thus, dim ker T' = n, and ker T' c LZ’~ + ,. We may further assume that 
[Ik+l 0] E ker T'. 
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Let 9 be the subspace of -k;, + i, n (F) generated by the set { 0) U ( E, + 1, i : 
i=1,2 , . . . , n) where 
D= 
20 * 0 a-. . 0 
010 . .** * 0 
00 10 ... . 0 
(j ..: 0 0’ 1’ () 0 . . . 0 
0 * * * 0 0 0 *** 0 
0 . . . . () 0 . . . () 
Note that D has k -2 entries equal to 1. Thus if X E 9, there exist t and 
b$, i=l,2 )..., n, such that X=tD+blEk+l 1+ 1.. +bb,Ek+l,n. Now if 
t = 0, then there exists C E Pk such that the k + 1st row of C is zero and 
C + X E ker T'. Since C + X must have rank k + 1, C must have rank k. 
Thus, T’(X) has rank k, since p(T’(X)) = p(T’(C)). If t # 0 and bi # 0 for 
some i > k, then p(X) = k and hence p(T’(X)) = k. If t # 0 and bi = 0 for 
all i > k, then p(X-2t[Zk+, O])= k. Since T’([Zk+, O])= 0, we have 
p(T’(X)) = p(T’(X -2t[Zk+l 01)) = k. Thus T’(a) is a rank-k subspace of 
L k+ i,“(F) of dimension n + 1, a contradiction by Theorem 2. Thus T cannot 
be singular. n 
We now turn our attention to nonsingular rank-k preservers. It is easily 
shown that whenever F is an infinite field (or a field with at least n + 1 
elements), all nonsingular rank-k preservers have the form (1). We now show 
the restriction on the field need not be so limiting. 
We begin with two lemmas. 
LEMMA 2. Zf F is any field, A E JZ~,,~(F) has rank 1, and X E &,,,,.(F) 
has rank k, then one of the following holds: 
XA + X has rank k only if x = 0, 
xA+XhasrankkforallxEF, or 
XA + X has rank k for all x E F \ (p) for some p E F. 
Proof. Without loss of generality we may assume that A = E,,. Since 
p(A) = 1 and p(X) = k, wehavep(A+X)<k+l.Ifp(A+X)=k+Ithen 
p(X[2,. . . , m 12,. . . , n]) = k, so that for some increasing sequences (Y and p of 
length k and not containing 1, det X[a ] p] # 0. Thus det(xA + X)[o ] p] # 0 
exceptwhenx=O.Nowifp(pA+X)=k-l,then -(pA)+(pA+X)has 
rank k, so as above, rA + X = (x - p)A + (PA + X) has rank k - 1 only 
when x - p = 0. n 
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LEMMA 3. Suppose IF is a field and (F( > 2. lf A E J&,,(F), 1 < p(A) < 
2 k, then there exists X E J-Z,,, .(I3 such that p(X) = k and p(xA + X) = k for 
exactly two values of x E IF. 
Proof. We may suppose without loss of generality that 
&IS ’ 
[ 1 0 0’ 
where 2 < s < 2k. 
If s < k, let 
0 0 
0 0 
x= i 0 -1 
0 Zk-l 0 
0 0 0 1, 
If s > k, let 
x=[ -i-” 4 W]! 
where 
D= 
-0 1 0 * . . 0 
OOl*.*O 
. . 
. . . 
* 1 
-0 0 . . . * 0 
is (2k - s) x (2k - s). In either case %A + X has rank k only if x = 0 or 
x = 1. n 
THEOREM 5. If F is any field containing at least fmr elements and T is 
a nonsingular rank-k-preserver on J&,(F), then T is a rank-l-preserver. 
Proof. If IF is infinite see [6]. 
If [F is finite and T does not preserve rank-l matrices, say p(A) = 1 and 
p(T(A)) = s > 1, we may assume without loss of generality that A = E,,. If 
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s > 2k, then for 
183 
x= lk o 
[ 1 0 0’ 
p(A + X) = k, so that T(A + X) has rank k. But p(T(A)+T(X)) > s - k > k, 
since p(T(A)) = s, a contradiction. Thus s G 2k. By Lemma 3 there is 
Y E d,,,(F) such that Y has rank k and rT(A) + Y has rank k for precisely 
two values of x. Let X = T-‘(Y). Since F is finite, and T preserves the set of 
matrices of rank k, we have that p(X) = k. It then follows that XA + X has 
rank k for precisely two values of x. Since A has rank 1, we arrive at a 
contradiction to Lemma 2, since F has at least four elements. a 
A theorem of M. H. Lim [S] will be needed. 
THEOREM 6. If IF is any field and T(Z%‘t,,,,) c S%$,i), then either 
T(&,,(F)) L StO, 1j or T has the form (1). 
We can now characterize all nonsingular rank-k preservers over fields of 
at least four elements. 
THEOREM 7. lf F is any field containing at least j&r elements and 
T: JZ,,,,(F) --f &,JF) is a nonsingular rank-k preserver, then there exist 
m x m and n x n matrices U and V, respectively, such that either 
T(A) = UAV for all A E JZ~,,([F), 
or 
m=n and T(A)=UA’V forall AE&?,,,,@), 
where A’ denotes the transpose of A. 
Proof. Applying Theorem 5 to Theorem 6, we have that either 
T(&, &IF)) E 9{,,, 1) or T has the form (1). If m = 1, then T has the form (11, 
since it is a linear transformation and hence has a matrix representation. If 
m + 1, then T(.&JlQ) C .%‘t,,i) is impossible, since T is nonsingular and 
hence the dimension of T(km,.(IF)) > n and every subspace of 9t0, i) has 
dimension at most n. Thus T has the form (1). n 
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