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We consider N × N random matrices of the form H =W + V
where W is a real symmetric or complex Hermitian Wigner matrix
and V is a random or deterministic, real, diagonal matrix whose
entries are independent of W . We assume subexponential decay for
the matrix entries of W , and we choose V so that the eigenvalues
of W and V are typically of the same order. For a large class of
diagonal matrices V , we show that the local statistics in the bulk of
the spectrum are universal in the limit of large N .
1. Introduction. A prominent class of random matrix models is the
Wigner ensemble, consisting of N ×N real symmetric or complex Hermi-
tian matrices, W = (wij), whose matrix entries are random variables that
are independent up to the symmetry constraint W =W ∗. The first rigor-
ous result about the spectrum of random matrices of this type is Wigner’s
global semicircle law [60], which states that the empirical distribution of the
rescaled eigenvalues, (λi), of a Wigner matrix W is given by
1
N
N∑
i=1
δλi(E)−→ ρsc(E) :=
1
2π
√
(4−E2)+ (E ∈R),(1.1)
as N →∞, in the weak sense. The distribution ρsc is called the semicircle
law.
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Let pNW (λ1, . . . , λN ) denote the joint probability density of the (unordered)
eigenvalues of W . If the entries of the Wigner matrix W are i.i.d. (indepen-
dent and identically distributed) real or complex Gaussian random variables,
the joint density of the eigenvalues, pNW ≡ pNG , is given by
pNG (λ1, . . . , λN ) =
1
ZNG
∏
i<j
|λi − λj |βe−βN
∑N
i=1 λ
2
i /4,(1.2)
with β = 1,2, for the real, complex case, respectively. The normalization
ZNG ≡ ZNG (β) in (1.2) can be computed explicitly. The real and complex
Gaussian matrix ensembles so defined are known as the Gaussian orthogo-
nal ensemble (GOE, β = 1) and Gaussian unitary ensemble (GUE, β = 2),
respectively, and as noted above we denote the corresponding joint densities
as pNG instead of p
N
W .
The n-point correlation functions are defined by
̺NW,n(λ1, . . . , λn) :=
∫
RN−n
pNW (λ1, λ2, . . . , λN )dλn+1 dλn+2 · · · dλN ,
1 ≤ n ≤ N . Using orthogonal polynomials the correlation functions of the
GUE and GOE have been explicitly computed by Dyson, Gaudin and Mehta;
see, for example, [44]. For the Gaussian unitary ensemble, their results assert
that the limiting behavior on small scales at a fixed energy E in the bulk of
the spectrum, that is, for |E|< 2, satisfies
1
[ρsc(E)]n
̺NG,n
(
E +
α1
ρsc(E)N
,E +
α2
ρsc(E)N
, . . . ,E +
αn
ρsc(E)N
)
(1.3)
−→ det(K(αi − αj))ni,j=1,
as N →∞, where K is the sine-kernel
K(x, y) :=
sinπ(x− y)
π(x− y) .
Note that the limit in (1.3) is independent of the energy E as long as E is
in the bulk of the spectrum. The rescaling by a factor 1/N of the correla-
tion functions in (1.3) corresponds to the typical separation of consecutive
eigenvalues, and we refer to the law under such a scaling as local statistics.
Similar but more complicated formulas were also obtained for the Gaussian
orthogonal ensemble; see, for example, [1, 44] for reviews. Note that the
limiting correlation functions do not factorize, reflecting the fact that the
eigenvalues remain strongly correlated in the limit of large N .
The Wigner–Dyson–Gaudin–Mehta conjecture, or bulk universality con-
jecture, states that the local eigenvalue statistics of Wigner matrices are
universal in the sense that they depend only on the symmetry class of the
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matrix, but are otherwise independent of the details of the distribution of
the matrix entries. The bulk universality can be formulated in terms of weak
convergence of correlation functions or in terms of eigenvalue gap statistics.
This conjecture for all symmetry classes has been established in a series
of papers [22–24, 28, 31, 33]. After this work began, parallel results were
obtained for complex Hermitian matrices and certain symmetric matrices
in [55, 56]; see [30] for a more detailed review.
In the present paper, we consider deformed Wigner matrices. A deformed
Wigner matrix, H , is an N ×N random matrix of the form
H = V +W,(1.4)
where V is a real, diagonal, random or deterministic matrix and W is a
real symmetric or complex Hermitian Wigner matrix independent of V .
The matrices are normalized so that the eigenvalues of V and W are order
one. If the entries, (vi), of V are random we may think of V as a “random
potential”; if the entries of V are deterministic, matrices in the form of (1.4)
are sometimes referred to as Wigner matrices with external source.
Assuming that the empirical eigenvalue distribution of V ,
ν̂ :=
1
N
∑
i=1
δvi ,
converges weakly, respectively, weakly in probability, to a nonrandom mea-
sure, ν, it was shown in [46] that the empirical distribution of the eigenvalues
of H converges weakly in probability to a deterministic measure. This mea-
sure depends on ν and is thus in general distinct from ρsc. We refer to it as
the deformed semicircle law, henceforth denoted by ρfc. There is no explicit
formula for ρfc in terms of ν. Instead, ρfc is obtained as the solution of a
functional equation for its Stieltjes transform; see (2.9) below. It is known
that ρfc admits a density [6]. Depending on ν, ρfc may be supported on sev-
eral disjoint intervals. For simplicity, we assume below that ν is such that ρfc
is supported on a single bounded interval. Further, we choose ν̂ such that
all eigenvalues of H remain close to the support of ρfc; that is, there are no
“outliers” for N sufficiently large.
If W belongs to the GUE, H is said to belong to the deformed GUE. The
deformed GUE for the special case when V has two eigenvalues ±a, each
with equal multiplicity, has been treated in a series of papers [2, 8, 9]. In this
setting the local eigenvalue statistics of H can be obtained via the solution to
a Riemann–Hilbert problem; see also [17] for the case when V has equispaced
eigenvalues. Bulk universality for correlation functions of the deformed GUE
with rather general deterministic or random V has been proved in [51] by
means of the Brezin–Hikami/Johansson integration formula.
In the present paper, we establish bulk universality of local averages of
correlation functions for deformed Wigner matrices of the form H = V +W ,
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where W is a real symmetric or complex Hermitian Wigner matrix and V is
a deterministic or random real diagonal matrix. We assume that the entries
of W are centered independent random variables with variance 1/N whose
distributions decay sub-exponentially; see Definition 2.1. If V is random,
we assume for simplicity that its entries (vi) are i.i.d. random variables.
We assume that ν̂ converges weakly, respectively, weakly in probability, to
a nonrandom measure ν; see Assumption 2.2. We further assume that the
corresponding deformed semicircle law ρfc is supported on a single compact
interval and has square root decay at both endpoints. Sufficient conditions
for these assumptions to hold have appeared in [52] and are rephrased in
Assumption 2.3. Under these assumptions, our main results in Theorem 2.5
and in Theorem 2.6 assert that the limiting correlation functions of the de-
formed Wigner ensemble are universal when averaged over a small energy
window. Note that our results hold for complex Hermitian and real symmet-
ric deformed Wigner matrices.
Before we outline our proofs, we recall the notion of β-ensemble or log-gas
which generalizes the measures in (1.2). Let U be a real-valued potential,
and consider the measure on RN defined by the density
µNU (λ1, . . . , λN ) :=
1
ZNU
∏
i<j
|λi − λj |βe−βN
∑N
i=1(λ
2
i /2+U(λi))/2,(1.5)
where β > 0 and ZNU ≡ ZNU (β) is a normalization. Bulk universality for
β-ensembles asserts that the local correlation functions for measures in the
form of (1.5) are universal (for sufficiently regular potentials U ) in the sense
that for each value of β > 0 they agree with the local correlation functions
of the Gaussian ensemble with U ≡ 0.
For the classical values β ∈ {1,2,4}, the eigenvalue correlation functions
of µNU can be explicitly expressed in terms of polynomials orthogonal to the
exponential weight in (1.5). Thus the analysis of the correlation functions
relies on the asymptotic properties of the corresponding orthogonal polyno-
mials. This approach, initiated by Dyson, Gaudin and Mehta (see [44] for
a review), was the starting point for many results on the universality for
β-ensemble with β ∈ {1,2,4} [7, 18–20, 37, 42, 43, 49].
For general β > 0, bulk universality of β-ensembles has been established
in [10–12] for potentials U ∈ C4. Recently, alternative approaches to bulk
universality for β-ensembles with general β have been presented in [50]
and [4] under different conditions on U .
We emphasize at this point that the eigenvalue distributions of the de-
formed ensemble in (1.4) are in general not of the form (1.5), even when W
belongs to the GUE or the GOE.
Returning to the random matrix setting, we recall that the general ap-
proach to bulk universality for (generalized) Wigner matrices in [24, 28, 33]
consists of three steps:
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(1) establish a local semicircle law for the density of eigenvalues;
(2) prove universality of Wigner matrices with a small Gaussian compo-
nent by analyzing the convergence of Dyson Brownian motion to local
equilibrium;
(3) compare the local statistics of Wigner ensembles with Gaussian divisible
ensembles to remove the small Gaussian component of step (2).
For an overview of recent results and this three-step strategy, see [30].
Note that the “local equilibrium” in step (2) refers to measure (1.2), with
β = 1,2, respectively, in the real symmetric, complex Hermitian case.
For deformed Wigner matrices, the local deformed semicircle law, the ana-
logue of step (1), was established in [39] for random V . However, when V
is random, the eigenvalues of V +W fluctuate on scale N−1/2 in the bulk
(see [39]), but their gaps remain rigid on scale N−1. To circumvent the
mesoscopic fluctuations of the eigenvalue positions, we condition on V , con-
sidering its entries to be fixed. The methods of [39] can be extended, as
outlined in Section 3, to prove a local law on the optimal scale for “typical”
realizations of random as well as deterministic potentials V .
Our corresponding version of step (2), a proof of bulk universality for de-
formed Wigner ensembles with small Gaussian component, is the main nov-
elty of this paper. The local equilibrium of Dyson Brownian motion in the
deformed case is unknown but may effectively be approximated by a “refer-
ence” β-ensemble that we explicitly construct in Section 4. In Section 5, we
analyze the convergence of the local distribution of the deformed Wigner
ensemble under Dyson Brownian motion to the “reference” β-ensemble.
However, since the “reference” β-ensemble is not given by the invariant
GUE/GOE, it also evolves in time. Using the rigidity estimates for the de-
formed ensemble established in step (1) and the rigidity estimates for general
β-ensembles established in [12], we obtain, in Section 5, bounds on the time
evolution of the relative entropy between the two measures being compared.
The idea to estimate the entropy flow of the Dyson Brownian motion with
respect to the “global equilibrium state” given by the GUE/GOE was ini-
tiated in [28] and [29]. On the other hand, the idea to use “time dependent
local equilibrium states” to control the entropy flow of hydrodynamical equa-
tions was introduced in [61]. There it is observed that the change of relative
entropy is negligible provided that the time dependent local equilibrium is
chosen in agreement with the density predicted by the hydrodynamical equa-
tions. In this paper, we combine both methods to yield an effective estimate
on the entropy flow of the Dyson Brownian motion in the deformed case. This
global entropy estimate is then used in Section 6 to conclude that the local
statistics of the locally-constrained deformed ensemble with small Gaussian
component agree with those of the locally-constrained reference β-ensemble.
Relying on the main technical result of [31], we further conclude that the
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local statistics of the locally-constrained reference β-ensemble agrees with
the local statistics of the GUE/GOE. Once this conclusion is obtained for
the locally-constrained ensembles, it can be extended to the nonconstrained
ensembles. This completes step (2) in the deformed case.
In Sections 7 and 8, we outline step (3) for deformed Wigner matrices;
the proof is similar to the argument for Wigner matrices in [32]. The main
technical input is a bound on the resolvent entries of H on scales N−1−ε that
can be obtained from the local law in step (1). In Section 8, we then combine
steps (1)–(3) to conclude the proof of our main results, Theorems 2.5 and 2.6.
We remark that our arguments in step (2) do not rely on V being diagonal.
Step (3) depends only on the deformed local semicircle law of step (1); in
principle, step (3) is independent of whether or not V is diagonal, as long
as a deformed local semicircle law is given. Currently, our proof for the
deformed local semicircle law uses that V is diagonal.
In Section 9, we prove that, in addition to bulk universality, the edge
universality also holds for our model, that is, that the local statistics at the
spectral edges are given by the Tracy–Widom–Airy statistics. From the main
technical result of [12], the proof of the edge universality follows the same
three-step program as the proof of bulk universality. A detailed discussion of
our edge universality result, Theorem 2.10, and related results can be found
in Section 2.4.
In the Appendix, we collect several technical results on the deformed semi-
circle law and its Stieltjes transform. Some of these results have previously
appeared in [52] and [39, 40].
2. Assumptions and main results. In this section, we list our assump-
tions and our main results.
2.1. Definition of the model. We first introduce real symmetric and com-
plex Hermitian Wigner matrices.
Definition 2.1. A real symmetric Wigner matrix is an N ×N random
matrix, W , whose entries, (wij) (1≤ i, j ≤N), are independent (up to the
symmetry constraint wij =wji) real centered random variables satisfying
Ew2ii =
2
N
, Ew2ij =
1
N
(i 6= j).(2.1)
In case (wij) are Gaussian random variables, W belongs to the Gaussian
orthogonal ensemble (GOE).
A complex Hermitian Wigner matrix is an N ×N random matrix, W ,
whose entries, (wij) (1 ≤ i, j ≤ N), are independent (up to the symmetry
constraint wij = w¯ji) complex centered random variables satisfying
Ew2ii =
1
N
, E|wij |2 = 1
N
, Ew2ij = 0 (i 6= j).(2.2)
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For simplicity, we assume that the real and imaginary parts of (wij) are
independent for all i, j. This ensures that Ew2ij = 0 (i 6= j). In case (Rewij)
and (Imwij) are Gaussian random variables, W belongs to the Gaussian
unitary ensemble (GUE).
Irrespective of the symmetry class of W , we assume that the entries (wij)
have a subexponential decay, that is,
P(
√
N |wij |>x)≤C0e−x1/θ ,(2.3)
for some positive constants C0 and θ > 1. In particular,
E|wij|p ≤C (θp)
θp
Np/2
(p≥ 3).(2.4)
Let V = diag(vi) be an N ×N diagonal, random or deterministic matrix,
whose entries (vi) are real-valued. We denote by ν̂ the empirical eigenvalue
distribution of the diagonal matrix V = diag(vi),
ν̂ :=
1
N
N∑
i=1
δvi .(2.5)
Assumption 2.2. There is a (nonrandom) centered, compactly sup-
ported probability measure ν such that the following holds:
(1) If V is a random matrix, we assume that (vi) are independent and
identically distributed real random variables with law ν. Further, we assume
that (vi) are independent of (wij).
(2) If V is a deterministic matrix, we assume that there is α0 > 0, such
that for any fixed compact set D ⊂ C+ (independent of N ) with dist(D,
suppν)> 0, there is C such that
max
z∈D
∣∣∣∣∫ dν̂(v)v− z −
∫
dν(v)
v− z
∣∣∣∣≤CN−α0 ,(2.6)
for N sufficiently large.
Note that (2.6) implies that ν̂ converges to ν in the weak sense as N →∞.
Also note that condition (2.6) holds for large N with high probability for
0<α0 < 1/2 if (vi) are i.i.d. random variables.
2.2. Deformed semicircle law. The deformed semicircle can be described
in terms of the Stieltjes transform: for a (probability) measure ω on the real
line we define its Stieltjes transform, mω , by
mω(z) :=
∫
dω(v)
v − z (z ∈C
+).
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Note that mω is an analytic function in the upper half plane and that
Immω(z)≥ 0, Imz > 0. Assuming that ω is absolutely continuous with re-
spect to Lebesgue measure, we can recover the density of ω from mω by the
inversion formula
ω(E) = lim
ηց0
1
π
Immω(E + iη) (E ∈R).(2.7)
We use the same symbols to denote measures and their densities. Moreover,
we have
lim
ηց0
Remω(E + iη) =−
∫
ω(v)dv
v−E (E ∈R),
whenever the left-hand side exists. Here the integral on the right is under-
stood as principal value integral. We denote in the following by Remω(E)
and Immω(E) the limiting quantities
Remω(E)≡ lim
ηց0
Remω(E + iη),
(2.8)
Immω(E)≡ lim
ηց0
Immω(E + iη),
E ∈R, whenever the limits exist.
Choosing ω to be the standard semicircular law ρsc, the Stieltjes transform
mρsc ≡msc can be computed explicitly, and one checks that msc satisfies the
relation
msc(z) =
−1
msc(z) + z
, Immsc(z)≥ 0 (z ∈C+).
The deformed semicircle law is conveniently defined through its Stieltjes
transform. Let ν be the limiting probability measure of Assumption 2.2.
Then it is well known [46] that the functional equation
mfc(z) =
∫
dν(v)
v− z −mfc(z) , Immfc(z)≥ 0 (z ∈C
+),(2.9)
has a unique solution, also denoted by mfc, that satisfies, for all E ∈ R,
lim supηց0 Immfc(E + iη)<∞. Indeed, from (2.9), we obtain that∫
dν(v)
|v− z −mfc(z)|2
=
Immfc(z)
Immfc(z) + η
≤ 1 (z ∈C+),(2.10)
thus |mfc(z)| ≤ 1, for all z ∈C+.
The deformed semicircle law, denoted by ρfc, is then defined through its
density
ρfc(E) := lim
ηց0
1
π
Immfc(E + iη) (E ∈R).
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The measure ρfc has been studied in detail in [6]. For example, it was shown
there that the density ρfc is an analytic function inside the support of the
measure.
The measure ρfc is also referred to as the additive free convolution of
the semicircular law and the measure ν. More generally, the additive free
convolution of two (probability) measures ω1 and ω2, usually denoted by
ω1 ⊞ ω2, is defined as the distribution of the sum of two freely independent
noncommutative random variables, having distributions ω1, ω2, respectively;
we refer, for example, to [1, 59] for reviews. Similar to (2.9), the free con-
volution measure ω1 ⊞ ω2 can be described in terms of a set of functional
equations for the Stieltjes transforms; see [5, 16].
Our second assumption on ν guarantees (see Lemma 3.5 below) that ρfc
is supported on a single interval and that ρfc has a square root behavior at
the two endpoints of its support. Sufficient conditions for this behavior have
been presented in [52]. The assumptions below also rule out the possibility
that the matrix H has “outliers” in the limit of large N .
Assumption 2.3. Let Iν be the smallest interval such that suppν ⊆ Iν .
Then there exists ̟> 0 such that
inf
x∈Iν
∫
dν(v)
(v− x)2 ≥ 1 +̟.(2.11)
Similarly, let Iν̂ be the smallest interval such that supp ν̂ ⊆ Iν̂ . Then:
(1) for random (vi), there is a constant t> 0, such that
P
(
inf
x∈Iν̂
∫
dν̂(v)
(v − x)2 ≥ 1 +̟
)
≥ 1−N−t,(2.12)
for N sufficiently large;
(2) for deterministic (vi),
inf
x∈Iν̂
∫
dν̂(v)
(v− x)2 ≥ 1 +̟,(2.13)
for N sufficiently large.
We give two examples for which (2.11) is satisfied:
(1) Choosing ν = 12 (δ−a + δa), a≥ 0, we have Iν = [−a, a]. For a < 1, one
checks that there is a ̟ =̟(a) such that (2.11) is satisfied and that the
deformed semicircle law is supported on a single interval with a square root
type behavior at the edges. However, for a > 1, the deformed semicircle law
is supported on two disjoint intervals; for further details, see [2, 8, 9].
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(2) Let ν be a centered Jacobi measure of the form
ν(v) = Z−1(v− 1)a (1− v)bd(v)1[−1,1](v),(2.14)
where d ∈C1([−1,1]), d(v)> 0, −1< a, b <∞ and Z, a normalization con-
stant. Then for a, b < 1, there is ̟ > 0 such that (2.11) is satisfied with
Iν = [−1,1]. However, if a > 1 or b > 1, then (2.3) may not be satisfied. In
this setting the deformed semicircle law is still supported on a single interval;
however, the square root behavior at the edge may fail. We refer to [39, 40]
for a detailed discussion.
Lemma 2.4. Let ν satisfy (2.11) for some ̟> 0. Then there are L−,L+,
with L− ≤ −2, 2 ≤ L+, such that suppρfc = [L−,L+]. Moreover, ρfc has a
strictly positive density in (L−,L+).
Lemma 2.4 follows directly from Lemma 3.5 below.
2.3. Results on bulk universality. Recall that we denote by ̺NH,n the n-
point correlation function of H = V +W , where V is either a real deter-
ministic or real random diagonal matrix. We denote by ̺NG,n the n-point
correlation function of the GUE, respectively, the GOE.
A function O :Rn→R is called an n-particle observable if O is symmetric,
smooth and compactly supported. Recall from Lemma 2.4 that we denote
by L± the endpoints of the support of the measure ρfc. For deterministic V
we have the following result.
Theorem 2.5. Let W be a complex Hermitian or a real symmetric
Wigner matrix satisfying the assumptions in Definition 2.1. Let V be a
deterministic real diagonal matrix satisfying Assumptions 2.2 and 2.3. Set
H = V +W . Let E,E′ be two energies satisfying E ∈ (L−,L+), E′ ∈ (−2,2).
Fix n ∈N, and let O be an n-particle observable. Let δ > 0 be arbitrary, and
choose b≡ bN such that N−δ ≥ bN ≥N−1+δ. Then
lim
N→∞
∫
Rn
dα1 · · · dαnO(α1, . . . , αn)
×
[
1
2b
∫ E+b
E−b
dx
[ρfc(E)]n
̺NH,n
(
x+
α1
ρfc(E)N
, . . . , x+
αn
ρfc(E)N
)
(2.15)
− 1
[ρsc(E′)]n
̺NG,n
(
E′ +
α1
ρsc(E′)N
, . . . ,E′ +
αn
ρsc(E′)N
)]
= 0,
where ρfc denotes the density of the deformed semicircle law and ρsc denotes
the density of the standard semicircle law. Here, ̺NG,n denotes the n-point
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correlation function of the GUE in case W is a complex Hermitian Wigner
matrix, respectively, the n-point correlation function of the GOE in case W
is a real symmetric Wigner matrix.
For random V we have the following result.
Theorem 2.6. Let W be a complex Hermitian or a real symmetric
Wigner matrix satisfying the assumptions in Definition 2.1. Let V be a ran-
dom real diagonal matrix whose entries are i.i.d. random variables that are
independent of W and satisfy Assumptions 2.2 and 2.3. Set H = V +W . Let
E,E′ be two energies satisfying E ∈ (L−,L+), E′ ∈ (−2,2). Fix n ∈ N, and
let O be an n-particle observable. Let δ > 0 be arbitrary, and choose b≡ bN
such that N−δ ≥ bN ≥N−1/2+δ. Then
lim
N→∞
∫
Rn
dα1 · · · dαnO(α1, . . . , αn)
×
[
1
2b
∫ E+b
E−b
dx
[ρfc(E)]n
̺NH,n
(
x+
α1
ρfc(E)N
, . . . , x+
αn
ρfc(E)N
)
(2.16)
− 1
[ρsc(E′)]n
̺NG,n
(
E′ +
α1
ρsc(E′)N
, . . . ,E′ +
αn
ρsc(E′)N
)]
= 0,
where ρfc denotes the density of the deformed semicircle law and ρsc denotes
the density of the standard semicircle law. Here, ̺NG,n denotes the n-point
correlation function of the GUE in case W is a complex Hermitian Wigner
matrix, respectively, the n-point correlation function of the GOE in case W
is a real symmetric Wigner matrix.
Remark 2.7. Theorem 2.5 and Theorem 2.6 show that the averaged
local correlation functions of H = V +W are universal in the limit of large N
in the sense that they are independent of the diagonal matrix V and also
independent of the precise distribution of the entries of W . Both theorems
hold for real symmetric and complex Hermitian matrices. For the former
choice, ̺NG,n stands for the n-point correlation functions of the GOE. For
the latter choice, ̺NG,n stands for the n-point correlation functions of the
GUE.
Note that we can choose bN of order N
−1+δ , δ > 0, for deterministic V
in Theorem 2.5, while we have to choose bN of order N
−1/2+δ , δ > 0, for
random V in Theorem 2.6. The latter condition is technical and not optimal.
It is related to our next comment.
For random V with (vi) i.i.d. bounded random variables, the eigenvalues
of H fluctuate on scale N−1/2 in the bulk [39]. Yet, under the assumptions
12 LEE, SCHNELLI, STETLER AND YAU
of Theorem 2.6, the eigenvalue gaps remain rigid over small scales so that
the universality of local correlation functions, a statement about the eigen-
value gaps, is unaffected by these mesoscopic fluctuations. We thus expect
Theorem 2.6 to hold with bN ≫N−1. Relying on explicit integration formu-
las in the complex Hermitian setting, we suppose that the averaging over an
energy window can be dropped; cf. the results for the deformed GUE in [51].
Remark 2.8. The main ingredient of our proofs of Theorem 2.5 and
Theorem 2.6 is an entropy estimate; see Proposition 5.3. Once such an esti-
mate is obtained, the method in [31] also implies the single gap universality
in the sense that the distribution of any single gap in the bulk is the same
(up to a scaling) as the one from the corresponding Gaussian case. More
precisely, fix α > 0, and let k ∈ N be such that αN ≤ k ≤ (1− α)N . Let O
be an n-particle observable. Then there are χ > 0 and C such that
|EHO((Nρfc,k)(λk − λk+1), (Nρfc,k)(λk − λk+2), . . . , (Nρfc,k)(λk − λk+n))
−EµGO((Nρsc,k)(λk − λk+1), (Nρsc,k)(λk − λk+2), . . . ,
(Nρsc,k)(λk − λk+n))|
≤CN−χ,
for N sufficiently large, where µG is the standard GOE or GUE ensemble,
depending on the symmetry class of H . Here ρfc,k stands for the density of
the measure ρfc at the classical location, γk, of the kth eigenvalue defined
through ∫ γk
−∞
ρfc(x)dx=
k− 1/2
N
.(2.17)
Similarly, ρsc,k stands for the density of the standard semicircle law ρsc at
the classical location of the kth eigenvalue of the Gaussian ensembles.
Remark 2.9. To conclude, we mention two extensions of the above
results. In Theorem 2.6 we may relax the assumption that (vi) are indepen-
dent among themselves: our results can be extended to dependent random
variables provided that (vi) satisfy (2.6), (2.11) and (2.12) for some con-
stants α0,̟, t> 0, and provided that (vi) are independent of (wij). In such
a setting the required lower bound on bN depends on α0.
The assumption that V is diagonal can be relaxed by assuming in turn
that W belongs to the GUE/GOE. Then using the invariance of W , we
can diagonalize V and apply our approach for diagonal potentials. For W a
Wigner matrix and V a nondiagonal matrix, we expect that similar results
hold by slowly changing W to a GUE/GOE. This, however, involves many
more technical steps.
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2.4. Results on edge universality. In this subsection, we show that our
model also satisfies the edge universality. Edge universality states that the
statistics of the extremal eigenvalues of many random matrix ensembles are
universal: let λN denote the largest eigenvalue of a Wigner matrix W . The
limiting distribution of λN was identified for the Gaussian ensembles by
Tracy and Widom [57, 58]. They proved that
lim
N→∞
P(N2/3(λN − 2)≤ s) = Fβ(s) (β ∈ {1,2,4}),(2.18)
s ∈ R, where the Tracy–Widom distribution functions Fβ are described by
Painleve´ equations. The edge universality can also be extended to the k
largest eigenvalues, where the joint distribution of the k largest eigenvalues
can be written in terms of the Airy kernel, as first shown for the GUE/GOE
in [34]. These results also hold for the k smallest eigenvalues.
Edge universality for Wigner matrices was first proved in [54] (see also [53])
for real symmetric and complex Hermitian ensembles with symmetric distri-
butions. The symmetry assumption on the entries’ distribution was partially
removed in [47, 48]. Edge universality was proved in [55] under the condition
that the distribution of the matrix elements has subexponential decay, and
its first three moments match those of the Gaussian distribution; that is,
the third moment of the entries vanish. The vanishing third moment condi-
tion was removed in [33]. Finally, edge universality for generalized Wigner
matrices was proved only recently in [12].
Edge universality for the deformed GUE was obtained for the special
case when V has two eigenvalues ±a, each with equal multiplicity, via a
Riemann–Hilbert approach in [2, 8]. For general V , the joint distribution
of the eigenvalues of the deformed GUE can be expressed explicitly by the
Brezin–Hikami/Johansson formula that may be used to prove the edge uni-
versality various choices and ranges of V ; see [14, 36, 51].
Our result on the edge universality for real symmetric and complex Her-
mitian deformed Wigner matrices is as follows.
Theorem 2.10. Let W be a complex Hermitian or a real symmetric
Wigner matrix satisfying the assumptions in Definition 2.1. Let V be either
a random real diagonal matrix whose entries are i.i.d. random variables that
are independent of W , or a deterministic real diagonal matrix. Assume that
V satisfies Assumptions 2.2 and 2.3. Set H = V +W .
Then there are κ > 0, χ > 0, c0 > 0 such that the following result holds
for any fixed n ∈ N. For any n-particle observable O and for Λ ⊂ [[1,Nκ ]],
respectively, Λ⊂ [[N −Nκ,N ]], with |Λ|= n, we have
|EHO((c0N2/3j1/3(λj − γ̂j))j∈Λ)− EµGO((N2/3j1/3(λj − γj))j∈Λ)|
(2.19)
≤CON−χ,
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for N sufficiently large, for some constant CO (depending on O), where µG
is the standard GUE/GOE, depending on the symmetry class of W . Here,
the constant c0 is a scaling factor so that the eigenvalue density at the edge
of H can be compared with the Gaussian case. It only depends on ν. Fur-
ther, γ̂j , γj denote here the classical locations of the jth eigenvalue with
respect to the measure ρ̂fc introduced in (3.8) below, respectively, with re-
spect to the standard semicircle law ρsc.
Theorem 2.10 shows that the local statistics of the k largest, respec-
tively, smallest, eigenvalues of our model are given by the Tracy–Widom–
Airy statistics.
The measure ̺̂fc depends solely on the empirical eigenvalue distribution, ν̂,
of V , and so do the classical locations (γ̂k). The scaling factor c0 in (2.19)
may be computed explicitly [51].
Theorem 2.10 is proved in a similar way to Theorems 2.5 and 2.6. Using
the Dirichlet form bound obtained in Proposition 5.3 below, we invoke the
edge universality result for localized β-ensembles, Theorem 3.3 of [12], and
follow the same strategy as for the bulk universality. The proof of Theo-
rem 2.10 is given in Section 9.
To conclude, we mention that Theorem 2.10 has recently been proved
in [41] using a completely different approach based on the Green function
comparison theorem; see, for example, [32] for earlier ideas of using the
Green function comparison for edge universality.
2.5. Notation and conventions. In this subsection, we introduce some
more notation and conventions used throughout the paper. For high proba-
bility estimates we use two parameters ξ ≡ ξN and ϕ≡ ϕN : we let
a0 < ξ ≤A0 log logN, ϕ= (logN)C1 ,(2.20)
for some constants a0 > 2, A0 ≥ 10, C1 > 1.
Definition 2.11. We say an event Ξ has (ξ, υ)-high probability if
P(Ξc)≤ e−υ(logN)ξ (υ > 0),
for N sufficiently large. We say an event Ξ has ς-exponentially high proba-
bility if
P(Ξc)≤ e−Nς (ς > 0),
for N sufficiently large. Similarly, for a given event Ξ0 we say an event Ξ
holds with (ξ, υ)-high probability, respectively, ς-exponentially high proba-
bility, on Ξ0, if
P(Ξc ∩ Ξ0)≤ e−υ(logN)ξ (υ > 0), P(Ξc ∩Ξ0)≤ e−Nς (ς > 0),
respectively, for N sufficiently large.
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For brevity, we occasionally say an event holds with exponentially high
probability, when we mean ς-exponentially high probability. We do not keep
track of the explicit value of υ or ς in the following, allowing υ and ς to
decrease from line to line such that υ, ς > 0.
We use the symbols O(·) and o(·) for the standard big-O and little-o
notation. The notation O, o, ≪, ≫, refers to the limit N →∞, if not in-
dicated otherwise. Here a≪ b means a = o(b). We use c and C to denote
positive constants that do not depend on N . Their value may change from
line to line. We write a∼ b if there is C ≥ 1 such that C−1|b| ≤ |a| ≤ C|b|,
and occasionally we write for N -dependent quantities aN . bN if there exist
constants C, c > 0 such that |aN | ≤C(ϕN )cξ|bN |.
Finally, we abbreviate
(i)∑
j
(·)≡
N∑
j=1
j 6=i
(·),
and we use double brackets to denote index sets, that is,
[[n1, n2]] := [n1, n2]∩ Z,
for n1, n2 ∈R.
3. Local law and rigidity estimates. Recall the constant ̟ > 0 in As-
sumption 2.3. Set ̟′ := ̟/10. In this section we consider the family of
interpolating random matrices
Hϑ := ϑV +W, ϑ ∈Θ̟ := [0,1 +̟′],(3.1)
where V and W are chosen to satisfy Assumptions 2.2 and 2.3, respectively,
the assumptions in Definition 2.1. Here ϑ has the interpretation of a possibly
N -dependent positive “coupling parameter.”
We define the resolvent or Green function, Gϑ(z), and the averaged Green
function, mϑ(z), of Hϑ by
Gϑ(z) = (Gϑij(z)) :=
1
ϑV +W − z , m
ϑ
N (z) :=
1
N
TrGϑ(z),(3.2)
z ∈C+. Frequently, we abbreviate Gϑ ≡Gϑ(z), mϑN ≡mϑN (z), etc.
To conveniently cope with the cases when (vi) are random, respectively,
deterministic, we introduce an event Ω on which the random variables (vi)
exhibit “typical” behavior. Recall that we denote by mν̂ and mν the Stieltjes
transforms of ν̂, respectively, ν.
Definition 3.1. Let Ω ≡ Ω(N) be an event on which the following
holds:
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(1) There is a constant α0 > 0 such that, for any fixed compact set D ⊂
C+ (independent of N ) with dist(D, suppν)> 0, there is C such that
|mν̂(z)−mν(z)| ≤CN−α0 ,(3.3)
for N sufficiently large.
(2) Recall the constant ̟> 0 in Assumption 2.3. We have
inf
x∈Iν̂
∫
dν̂(v)
(v − x)2 ≥ 1 +̟, infx∈Iν
∫
dν
(v − x)2 ≥ 1 +̟,(3.4)
for N sufficiently large.
In case (vi) are deterministic, Ω has full probability for N sufficiently
large by the Assumptions in 2.2.
Similar to the definition of mfc, we define m
ϑ
fc and m̂
ϑ
fc as the solutions to
the equations
mϑfc(z) =
∫
dν(v)
ϑv− z −mϑfc(z)
, Immϑfc(z)≥ 0 (z ∈C+)(3.5)
and
m̂ϑfc(z) =
∫
dν̂(v)
ϑv− z − m̂ϑfc(z)
, Im m̂ϑfc(z)≥ 0, (z ∈C+),(3.6)
respectively. Following the discussion of Section 2.2, mϑfc and m̂
ϑ
fc define two
probability measures ρϑfc and ρ̂
ϑ
fc through the densities
ρϑfc(E) := lim
ηց0
1
π
Immϑfc(E + iη) (E ∈R)(3.7)
and
ρ̂ϑfc(E) := lim
ηց0
1
π
Im m̂ϑfc(E + iη) (E ∈R);(3.8)
cf. (2.7). More precisely, we have the following result which follows directly
from the proofs of Lemmas 3.5 and 3.6 below. Recall the definition of Θ̟
in (3.1).
Lemma 3.2. Let ν̂ and ν satisfy the Assumptions 2.2 and 2.3. Then,
for any ϑ ∈ Θ̟ and N ∈ N, equations (3.5) and (3.6) define, through the
inversion formulas in (3.7) and (3.8), absolutely continuous measures ρϑfc
and ρ̂ϑfc. Moreover, the measure ρ
ϑ
fc is supported on a single interval with
strictly positive density inside this interval. The same holds true on Ω for
the measures ρ̂ϑfc, for N sufficiently large.
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Note that if (vi) are random, then so are m̂
ϑ
fc, respectively, ρ̂
ϑ
fc. As noted
above, we use the symbol ̂ to denote quantities that depend on the em-
pirical distribution ν̂ of the (vi), while we drop this symbol for quantities
depending on the limiting distribution ν of (vi).
We denote by L̂ϑ±, respectively, L
ϑ
±, the endpoints of the support of ρ̂
ϑ
fc,
respectively, ρϑfc. Let E0 ≥ 1 +max{|L1−|,L1+}, and define the domain
DL := {z =E + iη ∈C : |E| ≤E0, (ϕN )L ≤Nη ≤ 3N},(3.9)
with L≡ L(N), such that L≥ 12ξ; see (2.20).
The following theorem is the main result of this section.
Theorem 3.3 (Strong local deformed semicircle law). Let Hϑ = ϑV +
W , ϑ ∈ Θ̟ [see (3.1)], where W is a real symmetric or complex Hermi-
tian Wigner matrix satisfying the assumptions in Definition 2.1 and V is
a deterministic or random real diagonal matrix satisfying Assumptions 2.2
and 2.3. Let
ξ =
A0 + o(1)
2
log logN.(3.10)
Then there are constants υ > 0 and c1, depending on the constants E0
in (3.9), α0 in (3.3), A0, a0, C1 in (2.20), θ, C0 in (2.3) and the mea-
sure ν̂ such that the following holds for L≥ 40ξ. For any z ∈ DL and any
ϑ ∈Θ̟, we have
|mϑN (z)− m̂ϑfc(z)| ≤ (ϕN )c1ξ
1
Nη
,(3.11)
with (ξ, υ)-high probability on Ω.
Moreover, we have, for any z ∈DL, any ϑ ∈Θ̟ and any i, j ∈ [[1,N ]],
|Gϑij(z)− δij ĝϑi (z)| ≤ (ϕN )c1ξ
(√
Im m̂ϑfc(z)
Nη
+
1
Nη
)
,(3.12)
with (ξ, υ)-high probability on Ω, where we have set
ĝϑi (z) :=
1
ϑvi− z − m̂ϑfc(z)
.(3.13)
The study of local laws for Wigner matrices was initiated in [25–27]. For
more recent results, we refer to [23]. For deformed Wigner matrices with
random potential, a local law was obtained in [39].
Denote by λϑ = (λϑ1 , λ
ϑ
2 , . . . , λ
ϑ
N ) the eigenvalues of the random matrix
Hϑ = ϑV +W arranged in ascending order. We define the classical loca-
tion, γ̂ϑi , of the eigenvalue λ
ϑ
i by∫ γ̂ϑi
−∞
ρ̂ϑfc(x)dx=
i− (1/2)
N
(1≤ i≤N).(3.14)
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Note that (γ̂ϑi ) are random in case (vi) are too. We have the following rigidity
result on the eigenvalue locations of Hϑ:
Corollary 3.4. Let Hϑ = ϑV +W , ϑ ∈ Θ̟, where W is a real sym-
metric or complex Hermitian Wigner matrix satisfying the assumptions in
Definition 2.1, and V is a deterministic or random real diagonal matrix sat-
isfying Assumptions 2.2 and 2.3. Let ξ satisfy (3.10). Then there are con-
stants υ > 0 and c1, c2, depending on the constants E0 in (3.9), α0 in (3.3),
A0, a0, C1 in (2.20), θ, C0 in (2.3) and the measure ν̂, such that
|λϑi − γ̂ϑi | ≤ (ϕN )c1ξ
1
N2/3αˇ
1/3
i
(1≤ i≤N),(3.15)
N∑
i=1
|λϑi − γ̂ϑi |2 ≤ (ϕN )c2ξ
1
N
,(3.16)
with (ξ, υ)-high probability on Ω, for all ϑ ∈Θ̟, where we have abbreviated
αˇi :=min{i,N − i+1}.
In the rest of this section we sum up the proofs of Theorem 3.3 and
Corollary 3.4.
3.1. Properties of mϑfc and m̂
ϑ
fc. In this subsection, we discuss properties
of the Stieltjes transforms mϑfc and m̂
ϑ
fc. We first derive the desired properties
for mϑfc (Lemma 3.5 and Corollary A.2 in the Appendix) and then show in a
second step that mϑfc is a good approximation to m̂
ϑ
fc so that m̂
ϑ
fc also shares
these properties; see Lemma 3.6.
For E0 as in (3.17), we define the domain, D′, of the spectral parameter z
by
D′ := {z =E + iη :E ∈ [−E0,E0], η ∈ (0,3]}.(3.17)
The next lemma, whose proof is postponed to the Appendix, gives a
qualitative description of the deformed semicircle law ρϑfc and its Stieltjes
transform mϑfc.
Lemma 3.5. Let ν satisfy Assumption 2.3, for some ̟ > 0. Then the
following holds true for any ϑ ∈Θ̟. There are Lϑ−,Lϑ+ ∈ R, with Lϑ− < 0<
Lϑ+, such that suppρ
ϑ
fc = [L
ϑ
−,L
ϑ
+], and there exists a constant C > 1 such
that, for all ϑ ∈Θ̟,
C−1
√
κE ≤ ρϑfc(E)≤C
√
κE (E ∈ [Lϑ−,Lϑ+]),(3.18)
where κE denotes the distance of E to the endpoints of the support of ρ
ϑ
fc,
that is,
κE := min{|E −Lϑ−|, |E −Lϑ+|}.(3.19)
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The Stieltjes transform, mϑfc, of ρ
ϑ
fc has the following properties:
(1) for all z =E + iη ∈D′,
Immϑfc(z)∼

√
κ+ η, E ∈ [Lϑ−,Lϑ+],
η√
κ+ η
, E ∈ [Lϑ−,Lϑ+]c;
(3.20)
(2) there exists a constant C > 1 such that for all z ∈D′ and all x ∈ Iν ,
C−1 ≤ |ϑx− z −mϑfc(z)| ≤C.(3.21)
Moreover, the constants in (3.18), (3.20) and (3.21) can be chosen uniformly
in ϑ ∈Θ̟.
Next, we argue that m̂ϑfc behaves qualitatively in the same way as m
ϑ
fc
on Ω for N sufficiently large. Lemma 3.6 below is proven in the Appendix.
Lemma 3.6. Let ν̂ satisfy Assumptions 2.2 and 2.3, for some ̟ > 0.
Then the following holds for all ϑ ∈ Θ̟ and all sufficiently large N on Ω.
There are L̂ϑ−, L̂
ϑ
+ ∈R, with L̂ϑ− < 0< L̂ϑ+, such that supp ρ̂ϑfc = [L̂ϑ−, L̂ϑ+]. Let
κ̂E := min{|E−L̂ϑ−|, |E−L̂ϑ+|}. Then (3.18), (3.20) and (3.21) of Lemma 3.5,
hold true on Ω, for N sufficiently large, with mϑfc replaced by m̂
ϑ
fc, ρ
ϑ
fc replaced
by ρ̂ϑfc, etc. Moreover, the constants in these inequalities can be chosen uni-
formly in ϑ ∈Θ̟ and N , for N sufficiently large.
Further, there is c > 0 such that for all z ∈D′ we have
|m̂ϑfc(z)−mϑfc(z)| ≤N−cα0/2 |L̂ϑ±−Lϑ±| ≤N−cα0 ,(3.22)
on Ω for N sufficiently large and all ϑ ∈Θ̟.
3.2. Proof of Theorem 3.3 and Corollary 3.4. The proof of Theorem 3.3
follows closely the proof of Theorem 2.10 in [39]. The difference between The-
orem 3.3 of the present paper and Theorem 2.10 in [39] is that we presently
condition on the diagonal entries (vi); that is, we consider the entries of V
as fixed. Accordingly, we compare [on the event Ω of typical (vi)] the aver-
aged Green function mϑ with m̂ϑfc [see (3.6)] instead of m
ϑ
fc; see (3.5). For
consistency, we momentarily drop the ϑ dependence form our notation. To
establish Theorem 3.3, we first derive a weak local deformed semicircle law
(see Theorem 4.1 in [39]) by following the proof in [39]. Using the Lemma 3.5,
Lemma 3.6 and the results in the Appendix, it is then straightforward to
obtain the following result.
Lemma 3.7. Under the assumption of Theorem 3.3, there are c1 and
υ > 0 such that
|mN (z)− m̂fc(z)| ≤ (ϕN )c1ξ 1
(Nη)1/3
, |Gij(z)| ≤ (ϕN )c1ξ 1√
Nη
,
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with (ξ, υ)-high probability on Ω, uniformly in z ∈DL and ϑ ∈Θ̟.
To prove Theorem 3.3 we follow mutatis mutandis the proof of Theo-
rem 4.1 in [39]. But we note that in the corresponding equation to (5.25)
in [39], we may set λ= 0 in the error term, at the cost of replacingmfc by m̂fc.
In the subsequent analysis, we can simply set λ = 0 in the error terms. In
this way, one establishes the proof of Theorem 3.3. Similarly, Corollary 3.4
can be proven in the same way as is Theorem 2.21 in [39]. It suffices to set
λ= 0 in the analysis in [39]. We leave the details aside.
4. Reference β-ensemble.
4.1. Definition of β-ensemble and known results. We first recall the no-
tion of β-ensembles. Let N ∈N, and let ̥(N) ⊂RN denote the set
̥
(N) := {x= (x1, x2, . . . , xN ) :x1 ≤ x2 ≤ · · · ≤ xN}.(4.1)
Consider the probability distribution, µU ≡ µNU , on ̥(N) given by
µNU (dx) :=
1
ZNU
e−βNH(x) dx, dx := 1(x ∈̥(N))dx1 dx2 · · · dxN ,(4.2)
where β > 0,
H(x) :=
N∑
i=1
1
2
(
U(xi) +
x2i
2
)
− 1
N
∑
1≤i<j≤N
log(xj − xi)(4.3)
and ZNU ≡ ZNU (β) is a normalization. Here U is a potential, that is, a real-
valued, sufficiently regular function on R. In the following, we often omit
the parameters N and β from the notation. We use PµU and EµU to denote
the probability and the expectation with respect to µU . We view µU as a
Gibbs measure of N particles on R with a logarithmic interaction, where
the parameter β > 0 may be interpreted as the inverse temperature. (For
the results in the present paper, we choose β = 2 in case W is complex
Hermitian Wigner matrix and β = 1 in case W is a real symmetric Wigner
matrix.) We refer to the variables (xi) as particles or points, and we call the
system a log-gas or a β-ensemble. We assume that the potential U is a C4
function on R such that its second derivative is bounded below; that is, we
have
inf
x∈R
U ′′(x)≥−2CU ,(4.4)
for some constant CU ≥ 0, and we further assume that
U(x) +
x2
2
> (2 + ε) log(1 + |x|) (x ∈R),(4.5)
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for some ε > 0, for large enough |x|. It is well known (see, e.g., [13]) that
under these conditions the measure is normalizable, ZNU <∞. Moreover, the
averaged density of the empirical spectral measure, ρNU , defined as
ρNU := E
µU
1
N
N∑
i=1
δxi ,(4.6)
converges weakly in the limit N →∞ to a continuous function ρU , the
equilibrium density, which is of compact support. It is well known that ρU
can be obtained as the unique solution to the variational problem
inf
{∫
R
(
x2
2
+U(x)
)
dρ(x)−
∫
R
log |x− y|dρ(x)dρ(y) :
(4.7)
ρ is a probability measure
}
and that the equilibrium density ρ= ρU satisfies
U ′(x) + x=−2−
∫
R
ρ(y)dy
y− x (x ∈ suppρU ).(4.8)
In fact, (4.8) holds if and only if x ∈ suppρU . We will assume in addition
that the minimizer ρU is supported on a single interval [A−,A+] and that
U is “regular” in the sense of [38]; that is, the equilibrium density of U is
positive on (A−,A+) and vanishes like a square root at each of the endpoints
of [A−,A+]. Viewing the points x= (xi) as points or particles on R, we define
the classical location of the kth particle, γk, under the β-ensemble µU by∫ γk
−∞
ρU (x)dx=
k− (1/2)
N
.(4.9)
For a detailed discussion of general β-ensemble we refer, for example, to [1,
12].
For U ≡ 0, we write µG ≡ µNG instead of µ0, since µ0 is the equilibrium
measure for the GUE (β = 2), respectively, the GOE (β = 1). More precisely,
setting
HG(x) :=
N∑
i=1
1
4
x2i −
1
N
∑
1≤i<j≤N
log(xj − xi),(4.10)
the GUE, respectively, GOE, distribution on ̥(N) are given by
µNG (dx) =
1
ZNG
e−βNHG(x) dx,(4.11)
where ZNG ≡ ZNG (β) is a normalization, and we either choose β = 2 or β = 1.
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We are interested in the n-point correlation functions defined by
̺NU,n(x1, . . . , xn) =
∫
RN−n
µ#U (x)dxn+1 · · · dxN ,(4.12)
where µ#U is the symmetrized version of µU given in (4.2) but defined on R
N
instead of the simplex ̥(N),
µ#U (dx) =
1
N !
µU (dx
(σ)), dx= dx1 · · · dxN ,(4.13)
where x(σ) = (xσ(1), . . . , xσ(N)), with xσ(1) < · · ·< xσ(N). The following uni-
versality result is proven in [12].
Theorem 4.1 (Bulk universality for β-ensembles, Theorem 2.1 in [12]).
Let U be a C4 regular potential with equilibrium density supported on a
single interval [A−,A+] that satisfies (4.4) and (4.5). Then the following
result holds. For any fixed β > 0, E ∈ (A−,A+), |E′|< 2, n ∈ N, 0< δ ≤ 12
and any n-particle observable O, we have with b :=N−1+δ,
lim
N→∞
∫
Rn
dα1 · · · dαnO(α1, . . . , αn)
×
[∫ E+b
E−b
dx
2b
1
[ρU (E)]n
̺NU,n
(
x+
α1
NρU (E)
, . . . , x+
αn
NρU (E)
)
− 1
[ρsc(E′)]n
̺NG,n
(
E′ +
α1
Nρsc(E′)
, . . . ,E′ +
αn
Nρsc(E′)
)]
= 0.
Here, ρsc denotes the density of the semicircle law, and ̺
N
G,n is the n-point
the correlation function of the Gaussian β-ensemble, that is, with U ≡ 0.
Theorem 4.1 was first proved in [11] under the assumption that U is
analytic, a hypothesis that was only required for proving rigidity. The ana-
lyticity assumption has been removed in [12]. Recently, alternative proofs of
bulk universality for β-ensembles with general β > 0, that is, results similar
to Theorem 4.1, have been obtained in [50] and [4]. In the present paper, we
will not use Theorem 4.1; it is stated here for completeness.
To conclude this subsection, we recall an important tool in the study of
β-ensembles, the “first order loop” equation. In the notation above it reads
(in the limit N →∞)
mU(z)
2 =
∫
x+U ′(x)
x− z ρU (x)dx (z ∈C
+),(4.14)
where mU denotes the Stieltjes transform of the equilibrium measure ρU ,
that is,
mU (z)≡mρU (z) =
∫
ρU (x)
x− z dx (z ∈C
+).
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The loop equation (4.14) can be obtained by a change of variables in (4.2)
(see [35]) or by integration by parts; see [49].
4.2. Time-dependent modified β-ensemble. In this subsection, we intro-
duce a modified β-ensemble by specifying potentials Û and U that depend,
among other things, on a parameter t≥ 0 which has the interpretation of
a time. The potential Û also depends on N , the size of our original matrix
H = V +W , yet the N dependence is only through the fixed random vari-
ables (vi). Recall that we have defined m̂
ϑ
fc, respectively, m
ϑ
fc, as the solutions
to the equations
m̂ϑfc(z) =
∫
dν̂(v)
ϑvi − z− m̂ϑfc(z)
, mϑfc(z) =
∫
dν(v)
ϑv− z −mϑfc(z)
,(4.15)
z ∈C+, subject to the conditions Im m̂ϑfc(z), Immϑfc(z)≥ 0, for Imz > 0. Re-
call from (3.1) that we denote Θ̟ = [0,1 + ̟
′], ̟′ = ̟/10. We then fix
some t0 ≥ 0 such that et0/2 ∈Θ̟ and let
ϑ≡ ϑ(t) := e−(t−t0)/2 (t≥ 0).(4.16)
In the following we consider t ≥ 0 as time, and we henceforth abbreviate
m
ϑ(t)
fc (z) ≡mfc(t, z), etc. Equation (4.15) defines time dependent measures
ρ̂fc(t), ρfc(t), respectively, whose densities at the point x ∈R are denoted by
ρ̂fc(t, x), respectively, ρfc(t, x).
We denote by Û ′(t, x), Û (n)(t, x) the first, respectively, the nth derivative
of Û(t, x) with respect to x, and we use the same notation for U . We define Û
and U (up to finite additive constants that enter the formalism only in
normalizations) through their derivatives Û ′ and U ′. For t≥ 0, we set
Û ′(t, x) + x :=−2−
∫
R
ρ̂fc(t, y)
y− x dy,(4.17)
for x ∈ supp ρ̂fc(t), respectively,
U ′(t, x) + x :=−2−
∫
R
ρfc(t, y)
y− x dy,(4.18)
for x ∈ suppρfc(t). Outside the support of the measures ρ̂fc(t) and ρfc(t), we
define Û ′ and U ′ as C3 extensions such that they are “regular” potentials
satisfying (4.4) and (4.5) for all t≥ 0. The definitions of such potentials are
obviously not unique. One possible construction is outlined in the Appendix
in the form of the proof of the next lemma.
Lemma 4.2. There exist potentials Û ,U :R+ ×R→ R, (t, x) 7→ Û(t, x),
U(t, x) such that for n ∈ [[1,4]], Û (n)(t, x), U (n)(t, x), ∂tÛ (n)(t, x), ∂tU (n)(t, x)
are continuous functions of x ∈ R and t ∈ R+, which can be uniformly
bounded in x on compact sets, uniformly in t ∈R+ and sufficiently large N .
Moreover the following holds for all t≥ 0 on Ω for N sufficiently large:
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(1) Û ′(t, x) and U ′(t, x) satisfy (4.17) and (4.18) for x ∈ supp ρ̂fc(t), re-
spectively, x ∈ suppρfc(t). For x /∈ supp ρ̂fc(t), respectively, x /∈ suppρfc(t),
we have
|Û ′(t, x) + x|> 2|Re m̂fc(t, x)|, |U ′(t, x) + x|> 2|Remfc(t, x)|.
(2) There is a constant c > 0 such that for all x ∈ R and all t ≥ 0, we
have
|Û ′(t, x)−U ′(t, x)| ≤N−cα0/2,(4.19)
where α0 > 0 is the constant in (3.3).
(3) The potentials Û and U satisfy (4.4) and (4.5). In particular, there
is CU ≥ 0 (independent of N), such that
inf
x∈R,t∈R+
Û ′′(t, x)≥−2CU , inf
x∈R,t∈R+
U ′′(t, x)≥−2CU .(4.20)
Moreover, Û and U are “regular”; see the paragraph below (4.8) for the
definition of “regular” potential.
Below, we are mainly interested in β-ensembles determined by the poten-
tial Û . For ease of notation, we thus limit the discussion to Û .
For N ∈N we define a measure on ̥(N) by setting
ψ̂t(x)µG(dx) :=
1
Z
ψ̂t
e−((βN)/2)
∑N
i=1 Û(t,xi)µG(dx) (x ∈̥(N)),(4.21)
where Z
ψ̂t
≡ Z
ψ̂t
(β) is a normalization, and we usually choose β = 1,2. By
Lemma 4.2, ψ̂tµG is a well-defined β-ensemble, and from the discussion in
Section 4.1 we further infer that the equilibrium density of ψ̂tµG, that is,
the unique measure solving the minimization problem in (4.7), is for any
t≥ 0, ρ̂fc(t). Viewing ψ̂tµG as a Gibbs measure of N (ordered) particles (xi)
on the real line, we define the classical location of the ith particles, γ̂i(t), as
in (4.9), that is,∫ γ̂i(t)
−∞
ρ̂fc(t, x)dx=
i− (1/2)
N
(i ∈ [[1,N ]]).(4.22)
From [12] we have the following rigidity result.
Proposition 4.3. Let Û(t, ·), with t≥ 0 and N ∈ N, be given by Lem-
ma 4.2. Then the following holds on Ω. For any δ > 0, there is ς > 0, such
that for any t≥ 0,
P
ψ̂tµG(|xi − γ̂i(t)|>N−(2/3)+δ αˇ−1/3i )≤ e−N
ς
(1≤ i≤N),(4.23)
for N sufficiently large, where Pψ̂tµG stands for the probability under ψ̂tµG
conditioned on V . Here, αˇi := min{i,N − i+1}.
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Proof. The rigidity estimate (4.23) is taken from Theorem 2.4 of [12].
To achieve uniformity in t ≥ 0 and N sufficiently large, we note that esti-
mate (4.23) depends on the potential mainly through the convexity bounds
(4.4) and (4.5). Starting from the uniform bounds of Lemma 4.2, one checks
that Proposition 4.3 holds uniformly in t and N large enough. 
In the rest of this section, we derive equations of motion for the potential
Û(t, ·) and the classical locations (γ̂i(t)). To derive these equations we ob-
serve that the Stieltjes transform m̂fc(t, z) can be obtained from m̂fc(t= 0, z)
as the solution to the following complex Burgers equation [46]:
∂tm̂fc(t, z) =
1
2∂z[m̂fc(t, z)(m̂fc(t, z) + z)] (z ∈C+, t≥ 0).(4.24)
This can be checked by differentiating (4.15). Combining the complex Burg-
ers equation (4.24) and the loop equation (4.14) we obtain the following
result.
Lemma 4.4. Let N ∈ N. Assume that ν̂ satisfies the Assumptions 2.2
and 2.3. Then the following holds on Ω for N sufficiently large. For t≥ 0,
we have
∂tγ̂i(t) =
1
2 Û
′(t, γ̂i(t)),(4.25)
respectively,
∂tγ̂i(t) =−−
∫
R
ρ̂fc(t, y)
y− γ̂i(t) dy−
1
2
γ̂i(t) (i ∈ [[1,N ]]).(4.26)
Further, the potential Û satisfies
∂tÛ(t, x) =−
∫
R
Û ′(t, y)ρ̂fc(t, y)
y− x dy (x ∈ supp ρ̂fc(t)).(4.27)
Moreover, there exist constants C,C ′ such that the following bounds hold
on Ω:
|∂tγ̂i(t)| ≤C, |∂tÛ(t, x)| ≤C ′,(4.28)
for all i ∈ [[1,N ]], uniformly in t≥ 0, x ∈ supp ρ̂fc(t) and N , for N sufficiently
large.
Finally, U(t, ·) and (γi(t)), share the same properties.
Proof. Combining (4.24) and (4.14), we find, for z ∈C+, t≥ 0,
∂tm̂fc(t, z) =
1
2
∂z
(
−
∫
v+ Û ′(t, v)
v− z ρ̂fc(t, v)dv+ z
∫
ρ̂fc(t, v)
v− z dv
)
=
1
2
∂z
(
−
∫
Û ′(t, v)
v− z ρ̂fc(t, v)dv− 1
)
=−1
2
∂z
∫
Û ′(t, v)
v− z ρ̂fc(t, v)dv.
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Hence, for Imz > 0, we get
∂tm̂fc(t, z) =−1
2
∫
Û ′(t, v)
(v − z)2 ρ̂fc(t, v)dv =−
1
2
∫
(Û ′(t, v)ρ̂fc(t, v))
′
(v − z) dv.
Clearly Û ′(t, v)ρ̂fc(t, v) is a C
3 function inside the support of ρ̂fc(z) that has
a square root behavior at the endpoints. Thus we obtain from the Stieltjes
inversion formula that
∂tρ̂fc(t,E) =
1
π
lim
ηց0
Im∂tm̂fc(t, z) =−1
2
(Û ′(t,E)ρ̂fc(t,E))
′,(4.29)
for all E ∈ (L̂−(t), L̂+(t)), where L̂±(t) denote the endpoints of the support
of ρ̂fc(t).
On the other hand, differentiating (4.22) with respect to time, we obtain∫ γ̂i(t)
−∞
∂tρ̂fc(t, v)dv =−ρ̂fc(t, γ̂i(t))∂tγ̂i(t).
Substituting from (4.29), we get
∂tγ̂i(t) =
1
2
1
ρ̂fc(t, γ̂i(t))
∫ γ̂i(t)
−∞
dv(Û ′fc(t, v)ρ̂fc(t, v))
′.
Hence
∂tγ̂i(t) =
1
2
1
ρ̂fc(t, γ̂i(t))
Û ′(t, γ̂i(t))ρ̂fc(t, γ̂i(t)),
and (4.25) follows. Using that Û satisfies (4.17), we can recast this last
equation as
∂tγ̂i(t) =−−
∫
R
ρ̂fc(t, y)
y− γ̂i(t) dy−
1
2
γ̂i(t),
and we find (4.26). Equation (4.26) follows in a similar way by differentiat-
ing (4.17) with respect to time. By a similar computation we obtain (4.27).
The bound in (4.28) follows from Lemma 4.2. 
Starting from the relations in (4.15), we derived via the time dependent
potential Û , an equation of motions for the classical locations (γ̂i(t)). The
points (γ̂i(t)) may also be viewed as the classical locations of the eigenvalues
of a family of random matrices which is parametrized by the times t0 and t.
This is the subject of the next section.
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5. Dyson Brownian motion: Evolution of the entropy.
5.1. Dyson Brownian motion. Let H0 = (hij,0) be the matrix
H0 := e
t0/2V +W,
where V satisfies Assumptions 2.2 and 2.3, and W is real symmetric or
complex Hermitian satisfying the assumptions in Definition 2.1. Here, t0 ≥ 0
is chosen such that ϑ = et0/2 ∈ Θ̟ [see (3.1)], and we consider ϑ as an a
priori free “coupling parameter” that we fix in Section 8 below. Let B =
(bij)≡ (bij,t) be a real symmetric, respectively, a complex Hermitian, matrix
whose entries are a collection of independent, up to the symmetry constraint,
real (complex) Brownian motions, independent of (hij,0). More precisely, in
caseW is a complex Hermitian Wigner matrix, we choose the entries (bij,t) to
have variance t; in case W is a real symmetric Wigner matrix, we choose the
off-diagonal entries of (bij,t) to have variance t, while the diagonal entries are
chosen to have variance 2t. Let Ht = (hij,t) satisfy the stochastic differential
equation
dhij =
dbij√
N
− 1
2
hij dt (t≥ 0).(5.1)
It is then easy to check that the distribution of Ht agrees with the distribu-
tion of the matrix
e−(t−t0)/2V + e−t/2W + (1− e−t)1/2W ′,(5.2)
whereW ′ is, in case W is a complex Hermitian, a GUE matrix, independent
of V and W , respectively, a GOE matrix, independent of V and W , in
case W is a real symmetric Wigner matrix. The law of the eigenvalues of
the matrix W ′ is explicitly given by (4.11) with β = 2, respectively, β = 1.
Denote by λ(t) = (λ1(t), λ2(t), . . . , λN (t)) the ordered eigenvalues of Ht. It
is well known that λ(t) satisfy the following stochastic differential equation:
dλi =
√
2√
βN
dbi+
(
−λi
2
+
1
N
(i)∑
j
1
λi − λj
)
dt (i ∈ [[1,N ]]),(5.3)
where (bi) is a collection of real-valued, independent standard Brownian
motions. If the matrix (bij) in (5.1) is real symmetric, we have β = 1 in (5.3),
respectively, β = 2, if (bij) is complex Hermitian. The evolution of λ(t) is
the celebrated Dyson Brownian motion [21].
For t ≥ 0, we denote by ftµG the distribution of λ(t). In particular,∫
ft dµG ≡
∫
ft(λ)µG(dλ) = 1. Note that ftµG depends on V through the
initial condition f0µG. In the following we always keep the (vi) fixed; that
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is, we condition on V . For simplicity, we omit this conditioning from our
notation. The density ft is the solution of the equation
∂tft =Lft (t≥ 0),
where the generator L is defined via the Dirichlet form
DµG(f) =−
∫
fLf dµG =
N∑
i=1
1
βN
∫
(∂if)
2 dµG (∂i ≡ ∂xi).(5.4)
Formally, we have L= 1βN∆− (∇HG) · ∇, that is,
L=
N∑
i=1
1
βN
∂2i +
N∑
i=1
(
−1
2
λi +
1
N
(i)∑
j
1
λi − λj
)
∂i.(5.5)
We remark that we use a different normalization in the definition of the
Dirichlet form DµG(f) in (5.4) (and the generator L) than in earlier works,
as in, for example, [30], where the Dirichlet from is defined as
∑N
i=1
1
2N ×∫
(∂if)
2 dµG.
Lemma 5.1 (Dyson Brownian motion). The equation ∂tft = Lft, with
initial data ft|t=0 = f0 has a unique solution on L1(µG) ≡ L1(RN , µG) for
all t≥ 0. Moreover, the domain ̥(N) is invariant under the dynamics; that
is, if f0 is supported in ̥
(N), then is ft for all t≥ 0.
(Strictly speaking, the eigenvalue distribution of H0 may not allow a den-
sity f0, but for t > 0, Ht admits a density ft. Our proofs are not affected by
this technicality.)
We refer, for example, to [1] for more details and proofs. To conclude, we
record one of the technical tools used in the next sections.
Lemma 5.2. Denote by ft(λ)µG(dλ) the distribution of the eigenvalues
of matrix (5.2) with t≥ 0. Then, for any 0< a< 1/2, we have
sup
t≥0
∫
1
N
N∑
i=1
(λi − γ̂i(t))2ft(λ)dµ(λ)≤N−1−2a,(5.6)
on Ω for N sufficiently large, where (γ̂i(t)) denote the classical locations with
respect to the measure ρ̂fc(t); that is, they are defined through the relation∫ γ̂i(t)
−∞
ρ̂fc(t, x)dx=
i− (1/2)
N
(1≤ i≤N).(5.7)
[They agree with the classical locations of (4.22).]
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Proof. The random matrix Wt ≡ (wij,t) := e−t/2W + (1 − e−t)1/2W ′
satisfies the assumptions in Definition 2.1: the entries are centered and have
variance 1/N . Moreover, since the distributions of (wij,0), satisfies (2.3) and
since (w′ij) are real, respectively, complex, centered Gaussian random vari-
ables with variance 1/N , respectively, 2/N , the distributions of (wij,t) also
satisfy (2.3). The claim now follows from (3.15) of Corollary 3.4 and the
moment bounds ETrW 2pt ≤Cp (see, e.g., [1]), as well as the boundedness of
(vi). 
5.2. Entropy decay estimates. Let ω and ν be two (probability) measures
on RN that are absolutely continuous with respect to Lebesgue measure. We
denote the Radon–Nikodym derivative of ν with respect to ω by dνdω , define
the relative entropy of ν with respect to ω by
S(ν|ω) :=
∫
RN
dν
dω
log
dν
dω
dω,(5.8)
and, in case ν = fω, f ∈ L1(RN ), abbreviate
Sω(f) = S(fω|ω).
The entropy Sω(f) controls the total variation norm of f through the in-
equality ∫
|f − 1|dω ≤
√
2Sω(f),(5.9)
a result we will use repeatedly in the next sections.
Besides the dynamics (ft)t≥0 generated by L introduced in Section 5.1,
we also consider a (a priori undetermined) time dependent density, (ψ˜t)t≥0,
with respect to µG. We assume that ψ˜t 6= 0, almost everywhere with respect
to µG and abbreviate g˜t :=
ft
ψ˜t
. Setting ω˜t := ψ˜tµG, we can write
ft(λ)µG(dλ) = g˜t(λ)ω˜t(dλ).
A natural choice for ψ˜tµG is the time dependent β-ensemble, ψ̂tµG, intro-
duced in (4.21). Yet, following the arguments of Erdo˝s et al. [29] we make a
slightly different choice for ψ˜t: for τ > 0, we define a measure ψ˜tµG on ̥
(N)
by setting
ψ˜t(λ)µG(dλ) :=
1
Z ′
ψ˜t
e−Nβ
∑N
i=1(λi−γ̂i(t))
2/(2τ)ψ̂t(λ)µG(dλ),(5.10)
where Z ′
ψ˜t
≡ Z ′
ψ˜t
(β) is chosen such that
∫
ψ˜t(λ)µG(dλ) = 1. In the following,
we mostly choose τ to be N -dependent with 1≫ τ > 0.
We call the measure ψ˜tµG the instantaneous relaxation measure. The
density ψ˜t depends on V = diag(vi) via the initial condition ψ˜0. As for the
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distribution ft, we condition on V and omit this from the notation. We may
write the measure ψ˜tµG in the Gibbs form
ψ˜t(λ)µG(dλ) =
1
Zψ˜t
e−βNH˜t(λ) dλ (λ ∈̥(N)),
with
H˜t(λ) =HG(λ) +
N∑
i=1
(
(λi − γ̂i(t))2
2τ
+
Û(t, λi)
2
)
,(5.11)
where HG is defined in (4.10) and Zψ˜t ≡ Zψ˜t(β) is a normalization. Then we
compute
∇u · (∇2H˜t) · ∇u≥
N∑
i=1
(∂iu)
2
(
1
τ
+
Û ′′(t, λi)
2
+
1
2
)
+
1
N
N∑
i=1
(i)∑
j
1
(xi − xj)2 (∂iu− ∂ju)
2(5.12)
≥
N∑
i=1
(∂iu)
2
2τ
,
for u ∈ C1(RN ) and τ sufficiently small (independent of N ), where we use
that Û ′′(t, ·) is uniformly bounded below by Lemma 4.2. Then, by the Bakry–
E´mery criterion [3], there is a constant C such that the following logarithmic
Sobolev inequality holds for all sufficiently small τ > 0:
Sω˜t(q)≤CτDω˜t(
√
q) (t≥ 0),(5.13)
where q ∈ L∞(dω˜t) is such that
∫
q dω˜t = 1. We refer, for example, to [28–
30, 33] for more details.
Recall the definition of ψ̂tµG in (4.21). Let L̂t denote the generator defined
by the natural Dirichlet form with respect to ω̂t, that is,
Dω̂t(q) =
1
βN
N∑
i=1
∫
(∂iq)
2 dω̂t =−
∫
qL̂tq dω̂t (t > 0).(5.14)
The main result of this section is the following proposition.
Proposition 5.3. Let ĝt := ft/ψ̂t, and set ω̂t := ψ̂tµG such that
S(ftµG|ψ̂tµG) = Sω̂t(ĝt).
Then there is a constant C (independent of t) such that, for all 0< a< 1/2,
we have
∂tSω̂t(ĝt)≤−4Dω̂t(
√
ĝt) +CN
1−2a (t > 0),(5.15)
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for N sufficiently large on Ω.
The results of Proposition 5.3 resemble the relative entropy estimate of
Theorem 2.5 in [30] for Wigner matrices. However, due to the fact that
both distributions ftµG and ψ̂tµG are not close to the global equilibrium for
the Dyson Brownian motion, µG, the reference ensemble ψ̂tµG changes with
time, too. Thus to establish (5.15), we need to include additional factors
coming from time derivatives of ψ̂tµG. These can be controlled using the
definition of the potential Û(t). The idea of choosing slowly varying time
dependent approximation states and controlling the entropy flow goes back
to the work [61].
The relative entropy Sω̂t and the Dirichlet form Dω̂t do not satisfy the
logarithmic Sobolev inequality (5.13). However, we have for t > 0 the esti-
mates
Dω̂t(
√
ĝt)≤ 2Dω˜t(
√
g˜t) +C
βN2Qt
τ2
(5.16)
and
Dω˜t(
√
g˜t)≤ 2Dω̂t(
√
ĝt) +C
βN2Qt
τ2
,(5.17)
respectively,
Sω˜t(g˜t) = Sω̂t(ĝt) +O
(
βN2Qt
τ
)
,(5.18)
where we have set
Qt := E
ftµG
1
N
N∑
i=1
(λi − γ̂i(t))2.(5.19)
Estimates (5.16), (5.17) and (5.18) can be checked by elementary computa-
tions, which we omit here. In the following we always bound Qt ≤CN−1−2a
[t≥ 0, a ∈ (0,1/2)]; see Lemma 5.6. Using (5.16), (5.17) and (5.18) in com-
bination with the logarithmic Sobolev inequality (5.13) and with Proposi-
tion 5.3, we can follow [30] to obtain a bound on the Dirichlet formDω̂t(
√
ĝt).
Corollary 5.4. Under the assumptions of Proposition 5.3, the follow-
ing holds on Ω for N sufficiently large. For any ε′ > 0 and t ≥ τN ε′ with
1≫ τ ≥N−2a, we have the entropy and Dirichlet form bounds
Sω̂t(ĝt)≤C
N1−2a
τ
, Dω̂t(
√
ĝt)≤CN
1−2a
τ2
,(5.20)
where the constants depend on ε′.
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Before we prove Proposition 5.3, we obtain rigidity estimates for the time
dependent β-ensemble ψ̂tµG. Recall that we denote by (γ̂i(t)) the classical
locations with respect to the measure ρ̂fc(t). Also recall the notation αˇi =
min{i,N − i+ 1}.
Lemma 5.5. Let Û(t, ·), t≥ 0 be as in Lemma 4.2. Then the following
holds on Ω for N sufficiently large:
For any δ > 0, there is ς > 0 such that
P
ψ̂tµG(|λi − γ̂i(t)|>N−(2/3)+δαˇ−1/3i )≤ e−N
ς
,(5.21)
for all t≥ 0, 1≤ i≤N , where Pψ̂tµG , stands for the probability under ψ̂tµG
conditioned on Ω. Moreover, for any 0< a< 1/2, we have
sup
t≥0
∫
1
N
N∑
i=1
(λi − γ̂i(t))2ψ̂t(λ)µG(dλ)≤N−1−2a,(5.22)
for N sufficiently large.
Proof. The rigidity estimate (5.21) follows from Proposition 4.3 by
choosing N ∈ N sufficiently large. Estimate (5.22) is a direct consequence
of (5.21) and the fast decay of the distribution ψ̂t(λ)µG(λ). 
For brevity, we often drop the t-dependence of γ̂i(t) from the notation.
Proof of Proposition 5.3. Recall that we have set ĝt = ft/ψ̂t and
ω̂t = ψ̂tµG. The relative entropy S(ftµG|ψ̂tµG) = Sω̂t(ĝt) satisfies [61],
∂tS(ftµG|ψ̂tµG) =− 1
βN
∫ |∇ĝt|2
gt
ψ̂t dµG+
∫
(L− ∂t)ψ̂t
ψ̂t
ft dµG.(5.23)
We note that the first term on the right-hand side of (5.23) equals
− 1
βN
∫ |∇ĝt|2
ĝt
ψ̂t dµG =−4Dω̂t(
√
ĝt).(5.24)
To bound the second term on the right-hand side of (5.23), we write∫
(L− ∂t)ψ̂t
ψ̂t
ft dµG
(5.25)
=
∫
(L̂tĝt)dω̂t+ 1
2
∫ N∑
i=1
Û ′(t, λi)(∂iĝt(λ))dω̂t(λ)−
∫
ĝt∂tψ̂t dµG,
with L̂t defined in (5.14).
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Note that the first term on the right-hand side of (5.25) vanishes since, by
construction, ω̂t is the reversible measure for the instantaneous flow gener-
ated by L̂t. The last term on the right-hand side of (5.25) can be computed
explicitly as (recall that the normalization Z
ψ̂t
in the definition of ψ̂tµG also
depends on t),
−
∫
ĝt∂tψ̂t dµG = [E
ftµG −Eψ̂tµG ]
[
βN
2
N∑
i=1
∂tÛ(t, λi)
]
.(5.26)
To deal with the second term on the right-hand side of (5.25), we integrate
by parts to find
1
2
∫ N∑
i=1
Û ′(t, λi)(∂iĝt(λ)) dω̂t(λ)
= EftµG
[
−1
2
N∑
i=1
Û ′′(t, λi)
]
(5.27)
+ EftµG
[
βN
4
N∑
i=1
Û ′(t, λi)
(
Û ′(t, λi) + λi − 2
N
(i)∑
j
1
λi − λj
)]
.
Setting ĝt ≡ 1 in the above computation, we also obtain the identity
0 = Eψ̂tµG
[
−1
2
N∑
i=1
Û ′′(t, λi)
]
(5.28)
+Eψ̂tµG
[
βN
4
N∑
i=1
Û ′(t, λi)
(
Û ′(t, λi) + λi− 2
N
(i)∑
j
1
λi − λj
)]
.
Equation (5.28) may alternatively be derived from the “first order loop equa-
tion” for the β-ensemble ψ̂tµG. Equation (5.27) can thus be rewritten as
1
2
∫ N∑
i=1
Û ′(t, λi)(∂iĝt(λ)) dω̂t(λ)
= [EftµG −Eψ̂tµG ]
[
−1
2
N∑
i=1
Û ′′(t, λi)
]
(5.29)
+ [EftµG −Eψ̂tµG ]
×
[
βN
4
N∑
i=1
Û ′(t, λi)
(
Û ′(t, λi) + λi − 2
N
(i)∑
j
1
λi− λj
)]
.
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Next, to control the second and third terms on the right-hand side of (5.25),
respectively, the right-hand side of (5.29), we proceed as follows. We expand
the potential terms Û ′(t, λi), respectively, Û
′′(t, λi), in Taylor series in λi to
second order around the classical location γ̂i. The resulting zero order terms
cancel exactly since the classical locations of the ensembles ftµG, and ψ̂tµG
agree by construction. The first order terms in the Taylor expansion can (1)
either be bounded in terms of the expectations of
∑N
i=1 (λi − γ̂i)2 (which can
be controlled with the rigidity estimates in Lemmas 5.5 and 5.2); or (2) they
cancel exactly due to the definition of the potential Û(t, ·) and its equation
of motion in (4.27). Finally, the second order terms in the Taylor expansion
can be bounded by the rigidity estimates in Lemmas 5.5 and 5.2. The details
are as follows.
Expanding ∂tÛ(t, λi) to second order around γ̂i, we obtain from (5.26)
that
−
∫
ĝt∂tψ̂t dµG = [E
ftµG − Eψ̂tµG ]
×
[
βN
2
N∑
i=1
∂tÛ(t, γ̂i) +
βN
2
N∑
i=1
∂tÛ
′(t, γi)(λi − γ̂i)
]
(5.30)
+O(N1−2a),
on Ω, where we use the rigidity estimates in Lemmas 5.5 and 5.2, and that
∂tÛ
′′(t, ·) is uniformly bounded on compact sets by Lemma 4.2.
To save notation, we introduce a function G :R+ ×R2→R by setting
G(t;x, y) :=
Û ′(t, x)− Û ′(t, y)
x− y ,(5.31)
with G(t;x,x) := Û ′′(t, x). Note that G(t;x, y) =G(t;y,x) and that G is C2
in the spatial coordinates by Lemma 4.2. Recalling the equation of motion
for ∂tÛ(t, ·) in (4.27), we can write
∂tÛ(t, x) =−
∫
Û ′(t, y)dρ̂fc(t, y)
y − x
(5.32)
=
∫
Û ′(t, y)− Û ′(t, x)
y− x dρ̂fc(t, y) + Û
′(t, x)−
∫
dρ̂fc(t, y)
y− x ,
for x inside the support of the measure ρ̂fc. Thus, recalling (4.17) and (5.31),
we obtain
∂tÛ(t, x) =
∫
G(t;x, y)dρ̂fc(y)− 1
2
Û ′(t, x)(Û ′(t, x) + x),(5.33)
for x inside the support of the measure ρ̂fc.
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We hence obtain from (5.30) that
−
∫
ĝt∂tψ̂t dµG
= [EftµG − Eψ̂tµG ]
[
βN
2
N∑
i=1
∫
G′(t; γ̂i, y)dρ̂fc(y)(λi − γ̂i)
]
− [EftµG −Eψ̂tµG ]
[
βN
4
N∑
i=1
Û ′′(t, γ̂i)(Û
′(t, γ̂i) + γ̂i)(λi − γ̂i)
]
(5.34)
− [EftµG −Eψ̂tµG ]
[
βN
4
N∑
i=1
Û ′(t, γ̂i)(Û
′′(t, γ̂i) + 1)(λi − γ̂i)
]
+O(N1−2a),
on Ω, where we denote by G′(t;x, y) the first derivative of G(t;x, y) with
respect to x.
Next we return to (5.29). Using the rigidity estimates of the Lemmas 5.5
and 5.2, we find
1
2
∫ N∑
i=1
Û ′(t, λi)(∂iĝt(λ))dω̂t(λ)
= [EftµG − Eψ̂tµG ]
[
−1
2
N∑
i=1
Û ′′(t, γ̂i(t))
]
+ [EftµG −Eψ̂tµG ](5.35)
×
[
βN
4
N∑
i=1
Û ′(t, λi)
(
Û ′(t, λi) + λi− 2
N
(i)∑
j
1
λi − λj
)]
+O(N1/2−a),
on Ω, where we use a Taylor expansion of the first term on the right-hand side
of (5.29). Here we also use that Û ′ is three times continuously differentiable
with uniformly bounded derivatives on compact sets. Note that the first
term on the right-hand side of (5.35) vanishes.
Using the definition of G(t; ·, ·) in (5.31), we can recast (5.35) as
1
2
∫ N∑
i=1
Û ′(t, λi)(∂iĝt(λ))dω̂t(λ)
36 LEE, SCHNELLI, STETLER AND YAU
= [EftµG − Eψ̂tµG ]
[
βN
4
N∑
i=1
Û ′(t, λi)(Û
′(t, λi) + λi)
]
(5.36)
+ [EftµG − Eψ̂tµG ]
[
−βN
4
N∑
i=1
1
N
(i)∑
j
G(t;λi, λj)
]
+O(N1/2−a),
where we use the symmetry G(t;x, y) = G(t;y,x). Expanding the second
term on the right-hand side (5.36) to second order in (λi, λj) around (γ̂i, γ̂j),
we obtain
[EftµG −Eψ̂tµG ]
[
−βN
4
N∑
i=1
1
N
(i)∑
j
G(t;λi, λj)
]
= [EftµG − Eψ̂tµG ]
[
−βN
2
N∑
i=1
(
1
N
N∑
j=1
G′(t; γ̂i, γ̂i)
)
(λi − γ̂i)
]
(5.37)
+O(N1/2−a) +O(N1−2a),
on Ω, where we use G(t;x, y) = G(t;y,x), G(t;x,x) = Û ′′(t, x) and that
G(t;x, y) is C2 in the spatial variables. Thus, also expanding the first term
on the right-hand side of (5.36) in λi around γ̂i, we obtain
1
2
∫ N∑
i=1
Û ′(t, λi)(∂iĝt(λ))dω̂t(λ)
= [EftµG − Eψ̂tµG ]
[
−βN
2
N∑
i=1
(
1
N
∑
j
G′(t; γ̂i, γ̂j)
)
(λi − γ̂i)
]
+ [EftµG −Eψ̂tµG ]
[
βN
4
N∑
i=1
Û ′′(t, γ̂i)(Û
′(t, γ̂i) + γ̂i)(λi − γ̂i)
]
(5.38)
+ [EftµG −Eψ̂tµG ]
[
βN
4
N∑
i=1
Û ′(t, γ̂i)(Û
′′(t, γ̂i) + 1)(λi − γ̂i)
]
+O(N1/2−a) +O(N1−2a),
on Ω, where we use the rigidity estimates in Lemmas 5.5 and 5.2.
Adding up (5.34) and (5.38), we hence obtain∣∣∣∣∫ (L− ∂t)ψ̂t
ψ̂t
ft dµG
∣∣∣∣
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≤ βN
2
∣∣∣∣∣EftµG
[
−
N∑
i=1
(
1
N
N∑
j=1
G′(t; γ̂i, γ̂j)
−
∫
G′(t; γ̂i, y)dρ̂fc(y)
)
(λi − γ̂i)
]
−Eψ̂tµG
[
−
N∑
i=1
(
1
N
N∑
j=1
G′(t; γ̂i, γ̂j)
−
∫
G′(t; γ̂i, y)dρ̂fc(y)
)
(λi − γ̂i)
]∣∣∣∣∣
+O(N1/2−a) +O(N1−2a),
on Ω. To finish the proof we observe that for all γ̂i,
1
N
N∑
j=1
G′(t; γ̂i, γ̂j) =
∫
G′(t; γ̂i, y)dρ̂fc(t, y) +O(N−1),
on Ω, where we use that γ̂i+1− γ̂i ∼N−2/3αˇ−1i (αˇi =min{i,N − i+1}), and
the square root decay of ρ̂fc(t) at the edges of the support. Thus∫
(L− ∂t)ψ̂t
ψ̂t
ft dµG =O(N1/2−a) +O(N1−a),(5.39)
for N sufficiently large on Ω, where we use one last time the rigidity esti-
mates. Using that N1/2−a <N1−2a, a ∈ (0,1/2), we get from (5.23), (5.24)
and (5.39) the desired estimate (5.15). 
Before we move on to the proof of Corollary 5.4, we give a rough estimate
on Sω̂t(ĝt) for t > 0.
Lemma 5.6. There is a constant m such that, for τ > 0 and t≥ τ , we
have
Sω̂t(ĝt) = S(ftµG|ψ̂tµG)≤CNm(5.40)
on Ω, for N sufficiently large. Here the constant C depends on τ .
Proof. From the definition of the relative entropy in (5.8), we have
S(ftµG|ψ̂tµG)
(5.41)
≤ S(ftµG|µG) +
∣∣∣∣∣βN2
N∑
i=1
∫
Û(t, λi)ft(λ)dµG(λ)
∣∣∣∣∣+ logZψ̂t .
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Since the potential Û(t) is bounded below, we have (for N sufficiently large
on Ω) logZ
ψ̂t
≤ CβN2. Similarly, using the rigidity estimate (5.6), we can
bound the second term on the right-hand side of (5.41) by CN2. To bound
the first term on the right of (5.41), we use that S(ftµG|µG)≤ S(Ht|W ′)≤
N2maxS(hij,t|w′ij) +NmaxS(hii,t|w′ii), where (hij,t) are the entries of the
in (5.2) and w′ij are the entries of the GOE, respectively, GUE, matrix W
′.
By explicit calculations, remembering that the diagonal entries (vi) are fixed,
one finds maxS(hij,t|gij)≤CN for t≥ τ ; see, for example, [22]. (Note that
we choose t > 0; otherwise the relative entropy may be ill defined.) 
To complete the proof of Corollary 5.4 we follow the discussion in [30].
Proof of Corollary 5.4. Using an approximation argument, we can
assume that g˜t ∈ L∞(dω˜t). Using first the entropy bound (5.15) and then
the Dirichlet form estimate in (5.17), we obtain
∂tSω̂t(ĝt)≤−4Dω̂t(
√
ĝt) +CN
1−2a
≤−2Dω˜t(
√
g˜t) +CN
1−2a +C
N1−2a
τ2
≤−Cτ−1Sω˜t(g˜t) +C
N1−2a
τ2
,
for N sufficiently large on Ω. To get the third line we use the logarithmic
Sobolev inequality (5.13) and that, by assumption, τ < 1. Using the entropy
estimate (5.18), we thus obtain
∂tSω̂t(ĝt)≤−Cτ−1Sω̂t(ĝt) +C
N1−2a
τ2
,(5.42)
for N sufficiently large on Ω. Integrating (5.42) from τ to t/2, we infer
Sω̂t/2(ĝt/2)≤ e−Cτ
−1(t/2−τ)Sω̂τ (ĝτ ) +C
N1−2a
τ
,
for N sufficiently large on Ω. Bounding Sω̂τ (ĝτ ) by (5.41), we get
Sω̂t/2(ĝt/2)≤CNme−Cτ
−1(t/2−τ) +C
N1−2a
τ
,
for N sufficiently large on Ω. Recalling that t ≥ τ0 = τN ε′ and using the
monotonicity of the relative entropy, we obtain the first inequality in (5.20).
Integrating (5.15) from t/2 to t, we obtain∫ t
t/2
Dω̂s(
√
ĝs)ds≤−
∫ t
t/2
∂sSω̂s(ĝs)ds+CtN
1−2a.
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Thus, using the above estimate on the relative entropy and the monotonicity
of the Dirichlet form,
Dω̂t(
√
ĝt)≤CN
1−2a
tτ
+CN1−2a.
Recalling that t≥ τ0 =N ε′τ , we get the second inequality in (5.20). 
6. Local equilibrium measures. The estimates on the relative entropy
and the Dirichlet form obtained in Corollary 5.4 do not directly imply that
the local statistics of the measures ftµG and ψ̂tµG agree in the limit of large
N . However, the averaged local gap statistics of ftµG, ψ̂tµG and µG can
be compared (for 1≫ t≫ N−1/2) for large N as is asserted in the main
theorems of this section, Theorem 6.1 and Theorem 6.2, below. We first
state these results and give a short outline of their proofs in Section 6.1
before going into the details in Sections 6.2–6.5.
6.1. Averaged local gap statistics for small times. Recall that we call
a symmetric function O :Rn → R, n ∈ N, an n-particle observable if O is
smooth and compactly supported. For a given observable O, a time t ≥ 0,
a small constant α > 0 and j ∈ [[αN, (1 − α)N ]], we define an observable
Gj,n,t(x)≡Gj,n(x), by setting
Gj,n(x) :=O(Nρj(xj+1− xj),Nρj(xj+2 − xj), . . . ,
(6.1)
Nρj(xj+n+1 − xj)),
x = (xk)
N
k=1 ∈ ̥(N), where we set Gj,n = 0 if j + n > (1 − α)N . Here ρj
denotes the density of the measure ρ̂fc(t) at the classical location of the jth
particle at time t, that is, ρj := ρ̂fc(t, γ̂j(t)). We also set
Gj,n,sc(x) :=O(Nρsc,j(xj+1 − xj),Nρsc,j(xj+2 − xj), . . . ,
(6.2)
Nρsc,j(xj+n+1− xj)),
x ∈̥(N), where ρsc,j denotes the density of the semicircle law at the classical
location of the jth particle with respect to the semicircle law.
In the following, we denote constants depending on O by CO. Recall the
definition of the density ψ̂t in (4.21). We have the following statement on
the averaged local gap statistics.
Theorem 6.1. Let n ∈ N be fixed, and consider an n-particle observ-
able O. Fix a small constant α> 0, and consider an interval of consecutive
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integers J ⊂ [[αN, (1−α)N ]] in the bulk. Then, for any small δ > 0, there is
a constant f> 0 such that, for t≥N−1/2+δ,∣∣∣∣∫ 1|J |∑
j∈J
Gj,n(x)ft(x)dµG(x)−
∫
1
|J |
∑
j∈J
Gj,n(x)ψ̂t(x)dµG(x)
∣∣∣∣
(6.3)
≤CON−f,
for N sufficiently large on Ω. The constant CO depends on α and O, and
the constant f depends on α and δ.
We can also compare the averaged local gap statistics of ftµG, with the
averaged local gap statistics of the Gaussian unitary, respectively, orthogo-
nal, ensemble.
Theorem 6.2. Under the same assumptions as in Theorem 6.1 and with
similar constants, we have∣∣∣∣∫ 1|J |∑
j∈J
Gj,n(x)ft(x)dµG(x)−
∫
1
|J |
∑
j∈J
Gj,n,sc(x)dµG(x)
∣∣∣∣≤CON−f,
for N sufficiently large on Ω.
The proofs of Theorem 6.1 and Theorem 6.2 proceed in two steps. We first
localize the measures ftµG and ψ̂t, µG; that is, we study the statistics of K,
1≪K≪ N , consecutive particles inside the bulk—the interior particles—
with the remaining particles—the exterior particles—being fixed; for details,
see Section 6.2. For most configurations of the exterior particles (boundary
conditions), we can compare the statistics of the localized versions of ftµG
and ψ̂t, µG. This is accomplished in Proposition 6.4 of Section 6.3 by using
that (1) the localized β-ensemble satisfies a logarithmic Sobolev inequal-
ity (6.23) with constant CK/N and that (2) the localized Dirichlet form
can be controlled by the global Dirichlet form [see (6.24)], the latter being
estimated in Corollary 5.4.
In a second step, we use Theorem 4.1 of [31] that, roughly speaking,
assures that the local gap statistics of localized β-ensembles are essentially
independent of the boundary conditions and indeed agree with the local
gap statistics of the Gaussian ensembles. Putting this universality result to
work in Section 6.4, we conclude that the local gap statistics of the localized
version of the measure ftµG are universal, for 1≫ t≫N−1/2 and for most
boundary conditions. Theorems 6.1 and 6.2 are then proven in Section 6.5
by integrating out the boundary conditions.
We conclude this subsection with the following two remarks: once the
entropy estimate of Proposition 5.3 has been established, one can apply
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the methods of [31] to prove the gap universality in the bulk for deformed
Wigner matrices; see Remark 2.8 above for an explicit statement; we leave
the details to the interested readers.
As an alternative to the approach outlined above, one could combine the
approach from [30] with Theorem 2.1 in [12] (see Theorem 4.1 above), to
prove Theorems 6.1 and 6.2.
6.2. Preliminaries. Let α,σ > 0 be two small positive numbers, and
choose two integer parameters L and K such that
L ∈ [[αN, (1−α)N ]], K ∈ [[Nσ,N1/4]].(6.4)
We denote by IL,K := [[L−K,L+K]] a set of K := 2K+1 consecutive indices
in the bulk of the spectrum. Below we often abbreviate I ≡ IL,K . Recall the
definition of the set ̥(N) ⊂RN in (4.1). For λ ∈̥(N), we write
λ= (y1, . . . , yL−K−1, xL−K , . . . , xL+K , yL+K+1, . . . , yN ),(6.5)
and we call λ a configuration (of N particles or points on the real line). Note
that on the right-hand side of (6.5) the points keep their original indices and
are in increasing order so that
x= (xL−K , . . . , xK+L) ∈̥(K),
(6.6)
y= (y1, . . . , yL−K−1, yL+K+1, . . . , yN ) ∈̥(N−K).
We refer to x as the interior points or particles and to y as the exterior
points or particles.
In the following, we often fix the exterior points and consider the condi-
tional measures on the interior points: let ω be a measure on ̥(N) with a
density. Then we denote by ωy the measure obtained by conditioning on y;
that is, for λ in the form of (6.5),
ωy(dx)≡ ωy(x)dx := ω(λ)dx∫
ω(λ)dx
=
ω(x,y)dx∫
ω(x,y)dx
,
where, with slight abuse of notation, ω(x,y) stands for ω(λ). We refer to
the fixed exterior points y as boundary conditions of the measure ωy. For
fixed y ∈̥(N−K), all (xi) lie in the open configuration interval
I≡ IL,K := (yL−K−1, yL+K+1).
Set y¯ := (yL−K−1+ yL+K+1)/2, and let
αj := y¯+
j −L
K+1 |y| (j ∈ IL,K)(6.7)
denote K equidistant points in the interval I.
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Let U ∈C4(R) be a “regular” potential satisfying (4.4) and (4.5). We then
consider the β-ensemble
µ(dλ)≡ µU (dλ) := 1
ZU
e−βNH(λ) dλ (β > 0),(6.8)
with [cf. (4.2)]
H(λ) :=
N∑
i=1
1
2
(
U(λi) +
λ2i
2
)
− 1
N
∑
1≤i<j≤N
log |λj − λi|,(6.9)
and with ZU ≡ ZU (β) a normalization. For K,L and y fixed, we can write µy
as the Gibbs measure
µy(dx) =
1
ZyU
e−βNH
y(x) dx,(6.10)
where
Hy(x) =
∑
i∈I
1
2
V y(xi)− 1
N
∑
i,j∈I
i<j
log |xj − xi|,(6.11)
with
V y(x) = U(x) +
x2
2
− 2
N
∑
i/∈I
log |x− yi|(6.12)
an external potential and with ZyU ≡ZyU (β) a normalization. Following [31],
we next introduce the notion of regular external potential:
Definition 6.3. An external potential V ≡ V y of a β-ensemble of K
points in a configuration interval I= (a, b) is called Kχ-regular if the follow-
ing bounds hold:
|I|= K
Nρ(y¯)
+O
(
Kχ
N
)
,(6.13)
V ′(x) = ρ(y¯) log
d+(x)
d−(x)
+O
(
Kχ
Nd(x)
)
,(6.14)
V ′′(x)≥ 1 + inf U ′′(x) + c
d(x)
,(6.15)
for x ∈ I, with some c > 0 and for some small χ > 0, where
d(x) :=min{|x− a|, |x− b|}
denotes the distance to the boundary of I,
d−(x) := d(x) + ρ(y¯)N
−1Kχ
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and
d+(x) := max{|x− a|, |x− b|}+ ρ(y¯)N−1Kχ.
The main technical result we use in this section is Theorem 4.1 of [31];
see Theorem 6.5 below. It asserts that the local gap statistics of µy are
essentially independent of y and U , provided that V y is Kχ-regular for
some small χ > 0.
6.3. Comparison of local measures. Fix small α,σ > 0, and let K and L
satisfy (6.4). Recall that we denote by ftµG the distribution of the eigen-
values of the matrix in (5.2) and by ψ̂tµG the reference β-ensemble defined
in (5.10). Following the discussion in Section 6.2, we introduce the condi-
tioned densities
fyt µ
y
G = (ftµG)
y, ψ̂yt µ
y
G = (ψ̂tµG)
y.(6.16)
Recall that we denote by ρ̂fc(t) the equilibrium density of ψ̂tµG and by
γ̂k ≡ γ̂k(t) the classical location of the kth particle with respect to ρ̂fc ≡
ρ̂fc(t); cf. (3.14). Let ε0 > 0 and define the set of “good” boundary conditions,
RL,K ≡RL,K(ε0, α),
RL,K : = {λ ∈̥(N) : |λk − γ̂k| ≤N−1+ε0 ,∀k ∈ [[αN, (1−α)N ]] \ IL,K}
(6.17)
∩ {λ ∈̥(N) : |λk − γ̂k| ≤N−2/3+ε0 ,∀k ∈ [[1,N ]]}.
The next result compares the local statistics of fyt µ
y
G and ψ̂
y
t µ
y
G for y ∈RL,K . Recall that a stands for any number in (0,1/2).
Proposition 6.4. Fix small constants α,σ > 0 [see (6.4)] and ε0 > 0;
see (6.17). Let K satisfy (6.4), and let O be an n-particle observable. Let
ε′ > 0, and choose τ satisfying 1≫ τ > N−2a. Then, for any t≥N ε′τ and
any constant c ∈ (0,1), there is a set of configurations G ≡ GL,K(ε0, α) ⊂
RL,K(ε0, α), with
P
ftµG(G)≥ 1− N
−c
2
,(6.18)
such that ∣∣∣∣∫ O(x)(fyt (x)− ψ̂yt (x))µyG(dx)∣∣∣∣≤CO√KN c−aτ−1,(6.19)
t ≥ N ε′τ , for N sufficiently large on Ω. The constant CO, depends only
on ε′, α and O.
Moreover, there is υ > 0, such that
P
fyt µ
y
G({|xk − γ̂k(t)|<N−1+ε0 , k ∈ IL,K})≥ 1− e−υ(ϕN )ξ ,(6.20)
t≥N ε′τ , for N sufficiently large on Ω, with ξ =A0 log logN/2; see (2.20).
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Proof. We follow closely the proof of Lemma 6.4 in [31]. Let τ satisfy
1≫ τ >N−2a, and choose t≥N ε′τ . We estimate∣∣∣∣∫ O(x)(fyt (x)− ψ̂yt (x))µyG(dx)∣∣∣∣≤ CO‖fyt µyG− ψ̂yt µyG‖1
(6.21)
≤ CO
√
S
ψ̂yt µ
y
G
(ĝyt ),
where we use (5.9) and set ĝt := ft/ψ̂t. For y ∈RL,K , we consider the locally
constrained measure ψ̂yt µ
y
G, explicitly given by
ψ̂yt µ
y
G(dx) =
1
Zy
e−NβĤ
y(t,x) dx,
with
Ĥy(t,x) =
∑
k∈I
(
Û(t, xk)
2
+
x2k
4
)
− 1
N
∑
k,l∈I
k<l
log |xk − xl| − 1
N
∑
k∈I
l/∈I
log |xk − yl|.
Here I ≡ IL,K . From (5.20) of [31], we know that
∇2
x
Ĥy(t,x)≥ cN/K (y ∈RL,K),(6.22)
for some c > 0 independent of t. Here, ∇2
x
denotes the Hessian with re-
spect the variables x. Thus the Bakry–E´mery criterion yields the logarithmic
Sobolev inequality
S
ψ̂yt µ
y
G
(ĝyt )≤
CK
N
D
ψ̂yt µ
y
G
(√
ĝyt
)
(y ∈RL,K),(6.23)
where the constant C can be chosen independent t.
For k ∈ [[1,N ]], denote by D
ψ̂tµG,k
the Dirichlet form of the particle k, that
is, D
ψ̂tµG,k
(f) := 12N
∫ |∂kf |2ψ̂tµG, and by Dψ̂yt µyG,k its conditioned analogue
(with k ∈ IL,K). Using the notation of (6.5), we may write
E
ftµGD
ψ̂yt µ
y
G
(√
ĝyt
)
=
∫
D
ψ̂yt µ
y
G
(√
ĝyt
)
ft(λ)µG(dλ),
and we can bound
E
ftµGD
ψ̂yt µ
y
G
(√
ĝyt
)
= EftµG
∑
k∈I
D
ψ̂yt µ
y
G,k
(√
ĝyt
)
≤D
ψ̂tµG
(
√
ĝt)(6.24)
≤ CN1−2aτ−2,
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for N sufficiently large, where we use Corollary 5.4 in the last line. Thus
Markov’s inequality implies, for c> 0, that there exists a set of configurations
G1 ⊂R, with PftµG(G1)≥ 1−N−c, such that, for y ∈ G1,
D
ψ̂yt µ
y
G
(√
ĝyt
)
≤CN2cN1−2aτ−2(6.25)
holds for N sufficiently large on Ω. Substituting (6.25) into (6.23) and then
into (6.21), we find that∣∣∣∣∫ O(x)(fyt − ψ̂yt )µyG(dx)∣∣∣∣≤ CO√KN cN−aτ−1,
on Ω for N sufficiently large. This proves (6.19).
To prove (6.20) note that the rigidity estimates of Lemma 5.6 imply
E
ftµG [Pf
y
t µ
y
G({|xk − γ̂k(t)|>N−1+ε, k ∈ I})]
= PftµG({|xk − γ̂k(t)|>N−1+ε, k ∈ I})≤ e−υ(ϕN )ξ ,
for some υ > 0, where we have chosen ξ = A0 log logN/2. By Markov’s in-
equality we conclude that there is a set of configurations, G2, such that (6.20)
holds with (ξ, υ)-high probability. Finally, set G := G1 ∩G2, and note that G
satisfies (6.18). 
6.4. Gap universality for local measures. In Section 6.3, we show that
the local gap statistics of the measure fyt µ
y
G agree with those of ψ̂
y
t µ
y
G for
boundary conditions y in the set RL,K . In this subsection, we are going
to show that the local statistics of ψ̂yt µ
y
G are essentially independent of the
precise form of y, as is asserted by the main theorem of [31]. Recall the
notion of external potential introduced in (6.12).
Theorem 6.5 (Gap universality for local measures, Theorem 4.1 in [31]).
Let L, L˜ and K= 2K +1 satisfy (6.4) with α,σ > 0. Consider two boundary
conditions y, y˜ such that the configuration intervals coincide, that is,
I= (yL−K−1, yL+K+1) = (y˜L˜−K−1, y˜L˜+K+1).(6.26)
Consider two measures µ and µ˜ in the form of (6.8), with possibly two differ-
ent potentials U and U˜ , and consider the constrained measures µy and µ˜y˜.
Let χ > 0, and assume that the external potentials V y and V˜ y˜ [see (6.12)]
are Kχ-regular; see Definition 6.3. In particular, assume that I satisfies
|I|= K
N̺U (y¯)
+O
(
Kχ
N
)
.(6.27)
Assume further that
max
j∈IL,K
|Eµyxj −αj |+ max
j∈IL˜,K
|Eµ˜y˜xj −αj | ≤CN−1Kχ.(6.28)
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Let p ∈ Z satisfy |p| ≤K −K1−χ′ , for some small χ′ > 0. Fix n ∈ N. Then
there is a constant χ0, such that if χ,χ
′ < χ0, then for any n-particle ob-
servable O, we have
|EµyO(N(xL+p+1− xL+p), . . . ,N(xL+p+n − xL+p))
−Eµ˜y˜O(N(xL+p+1 − xL+p), . . . ,N(xL+p+n − xL+p))| ≤COK−b,
for some constant b > 0 depending on σ, α, and for some constant CO
depending on O. This holds for N sufficiently large [depending on the χ,χ′, α
and C in (6.28)].
Recall that the measure ψ̂yt µ
y
G can be written as the Gibbs measure
ψ̂yt µ
y
G(dx) =
1
Zy
ψ̂t
e−NβH
y(t,x) dx,(6.29)
where
Hy(t,x) =
∑
i∈I
1
2
V y(t, xi)− 1
N
∑
i,j∈I
i<j
log |xj − xi|,(6.30)
with the external potential
V y(t, x) = Û(t, x) +
x2
2
− 2
N
∑
i/∈I
log |x− yi|.(6.31)
Using Theorem 6.5 we first show that the local statistics of ψyt µ
y
G are vir-
tually independent of y; that is, we apply Theorem 6.5 with µy = (ψ̂tµG)
y
and µ˜y˜ = (ψ̂tµG)
y˜.
We first check the regularity assumption of the external potential V y.
Recall the definition of Kχ-regular potential in Definition 6.3.
Lemma 6.6. Fix small constants α,σ > 0; see (6.4). Let χ > 0, and
consider y ∈ RL,K(χσ/2, α/2). Then, on the event Ω, the external poten-
tial V y(t, x) in (6.31) is Kχ-regular on I= (yL−K−1, yL+K+1).
The proof of Lemma 6.6 follows almost verbatim the proof of Lemma 4.5
in the Appendix A of [31], and we therefore omit it here.
To check that assumption (6.28) of Theorem 6.5 holds, we use the follow-
ing result. Recall the set of configurations G of Proposition 6.4.
Lemma 6.7. Under the assumptions of Proposition 6.4 the following
holds. Let y ∈ G. Then, for all k ∈ IL,K ,
|Efyt µyGxk − Eψ̂
y
t µ
y
Gxk| ≤ CKN
2c
N
N−aτ−1 (t≥ τN ε′),(6.32)
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for N sufficiently large on Ω.
Proof. We follow the proof of Lemma 6.5 of [31]. Fix t≥ τN ε′ , where
1≫ τ ≥ N−2a. Let y ∈ G. Denote by Lyt the generator associated to the
Dirichlet form D
ψ̂yt µ
y
G
, that is,∫
fLyt gψ̂yt dµyG =−
1
βN
∑
i∈I
∫
∂if∂igψ̂
y
t dµ
y
G (I ≡ IL,K).
Let qs be the solution of the evolution equation ∂sqs = Lyt qs, s ≥ 0, with
initial condition q0 := ĝ
y
t = f
y
t /ψ̂
y
t . Note that qs is a density with respect to
the reversible measure, ψ̂yt µ
y
G, of this dynamics. Hence, we can write
|Efyt µyGxk −Eψ̂
y
t µ
y
Gxk|=
∣∣∣∣∫ ∞
0
ds
∫
xkLyt qsψ̂yt dµyG
∣∣∣∣
=
∣∣∣∣ 1βN
∫ ∞
0
ds
∫
∂kqsψ̂
y
t dµ
y
G
∣∣∣∣.
Recall that ψ̂yt µ
y
G satisfies the logarithmic Sobolev inequality (6.23) with
constant τK :=CK/N , provided that y ∈RL,K . Thus, upon using Cauchy–
Schwarz and the exponential decay of the Dirichlet form D
ψ̂yt µ
y
G
(
√
qs), we
obtain for some υ′, c > 0,
|Efyt µyGxk −Eψ̂
y
t µ
y
Gxk|=
∣∣∣∣ 1βN
∫ Nυ′τK
0
ds
∫
∂kqsψ̂
y
t dµ
y
G
∣∣∣∣+O(e−cNυ′ ).
Using
|∂kqs|= 2|√qs∂k√qs| ≤R(∂k√qs)2 +R−1qs,
where R> 0 is a free parameter, we obtain∣∣∣∣ 1βN
∫ Nυ′ dsτK
0
∫
∂kqsψ̂
y
t dµ
y
G
∣∣∣∣
≤R
[∫ Nυ′τK
0
dsDfyt µG(
√
qs)
]
+
1
2
R−1N−1+υ
′
τK
≤RS
ψ̂yt µ
y
G
(ĝyt ) +
1
2
R−1N−1+υ
′
τK
≤CRτKDψ̂yt µyG
(√
ĝyt
)
+
1
2
R−1N−1+υ
′
τK ,
where in the second line we use that the time integral of the Dirichlet form
is bounded by the initial entropy (see, e.g., Theorem 2.3 in [30]) and in
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the final line we used the logarithmic Sobolev inequality (6.23). Optimizing
over R, we get
|Efyt µyGxk − Eψ̂
y
t µ
y
Gxk| ≤ CτK
(
N−1+υ
′
D
ψ̂yt µ
y
G
(√
ĝyt
))1/2
+O(e−cNυ
′
)
≤ CKN
υ′/2
N3/2
(
D
ψ̂yt µ
y
G
(√
ĝyt
))1/2
+O(e−cNυ
′
),
where we used that τK =CK/N . Using (6.25) we finally obtain
|Efyt µyGxk −Eψ̂
y
t µ
y
Gxk| ≤CKN
2c
N
N−aτ−1 +O(e−cNυ
′
),
for N sufficiently large on Ω. 
Lemma 6.8. Fix small constants α,σ > 0. Fix ε′ > 0 and t≥ τN ε′ , where
τ satisfies 1≫ τ ≥N−2a. Fix n ∈ N, and consider an n-particle observable
O. Let χ′, χ > 0, with χ′, χ < χ0, where χ0 is the constant in Theorem 6.5.
Then the following holds.
Assume that 0 < a < 1/2, 0 < c < 1, N−2a ≤ τ ≪ 1 and K ∈ [[Nσ,N1/4]]
are chosen such that
KN2c
N
N−aτ−1 ≤ K
χ
N
.(6.33)
Let p be an integer satisfying |p| ≤K −K1−χ′ . Let y ∈ GL,K(χ
2σ
2 ,
α
2 ). Then,
for the observable G, as defined in (6.1), we have∣∣∣∣∫ GL+p,n(x)(fyt dµyG− ψ̂t dµG)∣∣∣∣≤COK−b+CO√KN cN−aτ−1,(6.34)
for N sufficiently large on Ω, where the constant CO depends on O and ε
′,
and the constant b> 0 depends on α and σ.
Proof. We follow [31]. Fix t≥ τN ε′ and χ > 0. Let y ∈ GL,K(χ
2σ
2 , α)⊂GL,K(χσ2 , α). Then by Proposition 6.4 and the assumption in (6.33),
|Efyt µyGxk − γ̂k(t)| ≤CKχN−1,
for all k ∈ I ≡ IL,K . Further, from Lemma 6.7 and the assumption in (6.33)
we get
|Eψ̂yt µyGxk − γ̂k(t)| ≤CKχN−1,(6.35)
for all k ∈ I . Recall from (6.7) that we denote by y¯ := 12(yL−K−1+ yL+K+1)
the midpoint of the configuration interval I and that (αk) denote 2K + 1
equidistant points in I. As shown in Lemmas 4.5 and 5.2 of [31], we have
|γ̂k(t)−αk| ≤CKχN−1,
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for all k ∈ I , provided that y ∈ GL,K(χσ2 , α). We hence obtain
|Eψ̂yt µyGxk −αk| ≤CKχN−1,(6.36)
for N sufficiently large on Ω.
Proposition 6.4 implies that there is CO such that∣∣∣∣∫ GL+p,n(x)(fyt dµyG− ψ̂yt dµyG)∣∣∣∣≤CO√KN cN−aτ−1
(6.37)
(t≥N ε′τ),
for y ∈ GL,K(χσ2 , α), N sufficiently large on Ω.
For α, ε0, ς1 > 0 and a β-ensemble µ on ̥
(N), define a set of particle
configurations R∗µ ≡R∗µ(ε0, α) by
R∗µ := {y ∈̥(N−K) : Pµ
y
(|xk − γk|>N−1+ε0)≤ e−(1/2)Nς1 ,∀k ∈ IL,K},
where γk denotes the classical location of the kth particle with respect to
the equilibrium measure of µ.
As in the proof of Proposition 6.4, it follows from Markov’s inequality
and the rigidity bound for the β-ensemble ψ̂tµG in Lemma 5.5 that we can
choose R∗
ψ̂tµG
⊂ RL,K and that Pψ̂tµG(R∗ψ̂tµG) ≥ 1 − ce
−(1/2)Nς1 , for some
c > 0, possibly after decreasing ς1 by a small amount. For y˜ ∈R∗ψ̂tµG(
χ2σ
2 ,
α
2 ),
Lemma 5.1 of [31] implies that
|Eψ̂y˜t µy˜Gxk −αk| ≤CKχN−1,(6.38)
for N sufficiently large on Ω. Thus together with (6.36), we have on Ω
|Eψ̂y˜t µy˜Gxk − αk|+ |Eψ̂
y
t µ
y
Gxk −αk| ≤CKχN−1,(6.39)
for N sufficiently large, for all y ∈ G(χσ2 , α) and all y˜ ∈R∗ψ̂tµG(
χ2σ
2 ,
α
2 ).
We now apply Theorem 6.5: let y˜ and y be as above. By the scaling
argument of Lemma 5.3 in [31], we can assume that the two configuration
intervals I˜ and I agree, so that assumption (6.26) of Theorem 6.5 holds.
Moreover, by Lemma 6.6 we know that V y and V y˜ are Kχ-regular external
potentials. The assumption in (6.28) of Theorem 6.5 is satisfied by (6.39).
Thus Theorem 6.5 implies that there is b> 0, depending on σ and α, such
that ∣∣∣∣∫ GL+p,n(x)(ψ̂yt dµyG− ψ̂y˜t dµy˜G)∣∣∣∣≤COK−b,(6.40)
for N sufficiently large on Ω. Since estimate (6.40) holds for all y˜ ∈R∗
ψ̂tµG
,
and since Pψ̂tµG(R∗
ψ̂tµG
) ≥ 1 − e−(1/2)Nς1 , we can integrate over y˜ to find
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that ∣∣∣∣∫ GL+p,n(x)(ψ̂yt dµyG− ψ̂t dµG)∣∣∣∣≤COK−b,
for N sufficiently large on Ω. In combination with (6.37), this yields (6.34).

6.5. Proof of Theorems 6.1 and 6.2. Lemma 6.8 compares the local
statistics of the locally-constrained measure fyt µ
y
G with the β-ensemble ψ̂tµG.
In order to compare with local statistics of the measure ftµG with ψ̂tµG, we
next integrate out the boundary conditions y.
Lemma 6.9. Under the assumptions of Lemma 6.8 the following holds.
Let J ⊂ [[αN, (1 − α)N ]] be an interval of consecutive integers in the bulk.
Then ∣∣∣∣∫ 1|J |∑
j∈J
Gj,n(x)(ft dµG− ψ̂t dµG)
∣∣∣∣
(6.41)
≤CO(N−c +K−b +K−χ′/2) +CO
√
KN cN−aτ−1,
for N sufficiently large on Ω.
Proof. For a small χ′ > 0 as in Lemma 6.8, set K˜ :=K −K1−χ′/2. We
first assume that J is such that |J | ≤ 2K˜ + 1. We then choose L such that
J ⊂ IL,K˜ ⊂ IL,K . Recall the set of configurations G in Proposition 6.4. Using
the conditioned measure fyt µ
y
G we estimate
E
ftµG
[
1
|J |
∑
j∈J
Gj,n
]
(6.42)
= EftµG
[
1
|J |
∫ ∑
j∈J
Gj,n(x)f
y
t dµ
y
G1(G)
]
+O(N−c),
where we used (6.18). Next, using Lemma 6.8 we obtain on Ω
1
|J |
∫ ∑
j∈J
Gj,n(x)f
y
t (x)dµ
y
G(x)1(G)
=
1
|J |
∫ ∑
j∈J
Gj,nψ̂t dµG+O(K−b) +O(
√
KN cN−aτ−1),
on Ω. For the special case |J | ≤ 2K˜ + 1, this yields (6.41).
If |J | ≥ K˜ + 1, there are La ∈ [[αN, (1 − α)N ]], with a ∈ [[1,M0]], such
that the intervals ILa,K = [[La − K,La + K]] are nonintersecting with the
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properties that J ⊂⋃M0a=1 ILa,K and J ∩ ILa,K 6=∅, for all a ∈ [[1,M0]]. Note
that M0 ≤ |J |K + 2. For simplicity of notation we abbreviate I(a) ≡ ILa,K =
[[La −K,La +K]] and I˜(a) ≡ [[La − K˜,La + K˜]]. We also label the interior
and exterior points of a configuration λ∈̥(N) accordingly,
x(a) = (xLa−K , . . . , xK+La) ∈̥(K),
respectively,
y(a) = (y1, . . . , yLa−K−1, yLa+K+1, . . . , yN ) ∈̥(N−K);
cf. (6.6). We let G(a) ≡ GLa,K(ε0, α)⊂RLa,K(ε0, α) denote the set of config-
urations obtained in Proposition 6.4. Using this notation we can write
E
ftµG
[
1
|J |
∑
j∈J
Gj,n
]
=
1
|J |
∑
a : I(a)∩J 6=∅
E
ftµG
[∫ ∑
j∈I(a)∩J
Gj,n(x
(a))fy
(a)
t dµ
y
(a)
G 1(G(a))
]
(6.43)
+O(N−c),
on Ω, where the first summation on the right-hand side is over indices a ∈
[[1,M0]] such that the intervals (I
(a)) satisfy I(a) ∩ J 6=∅. Here, we also use
the probability estimate on G(a) in (6.18). In (6.43) we may further restrict,
for each a, the summation over the index j from I(a) to I˜(a) at an expense of
an error term of order |I(a)\ I˜(a)| ≤K1−χ′/2. Then summing over a ∈ [[1,M0]],
with M0 ∼ |J |/K, we get
E
ftµG
[
1
|J |
∑
j∈J
Gj,n
]
=
1
|J |
∑
a : I(a)∩J 6=∅
E
ftµG
[∫ ∑
j∈I˜(a)∩J
Gj,n(x
(a))fy
(a)
t dµ
y
(a)
G 1(G(a))
]
(6.44)
+O(N−c) +O(K−χ′/2),
on Ω. Since for each choice of the index a the term in the expectation on
the right-hand side of (6.44) can be dealt with as in the case |J | ≤ 2K˜ + 1
above, this completes the proof of (6.41) for general J . 
We can now give the proof of Theorem 6.1.
Proof of Theorem 6.1. Let α > 0. We first choose the constants
a ∈ (0,1/2), c ∈ (0,1) and ε′ > 0, and the parameter K ∈ [[Nσ ,N1/4]] ap-
propriately: let δ > 0 be a small constant. Then we set a≡ 1/2− δ, c≡ δ/4,
K ≡N δ/4, ε′ ≡ δ, σ = δ/8. Note first that for this choice of K condition (6.4)
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is satisfied. Second, for sufficiently small δ > 0, we observe that
KN2cN−aτ−1 =N3δ/4N−aτ−1 ≤Kχ,
holds, for example, for τ ≥N δN−a and χ > 0 (with χ < χ0). Thus (6.33) is
satisfied with the above choices.
Hence, for t≥N2δτ , Lemma 6.9 yields, for some b> 0,∣∣∣∣∫ 1|J |∑
j∈J
Gj,n(x)(ft dµG− ψ̂t dµG)
∣∣∣∣
≤COK−b+CON−c +COK−χ′/2 +CO
√
KN cN−aτ−1,
for N sufficiently large on Ω. Thus, choosing τ ≥N δN−a, there is a constant
f> 0 such that (6.3) holds. This completes the proof of Theorem 6.1. 
Next, we sketch the proof of Theorem 6.2.
Proof of Theorem 6.2. The proof of Theorem 6.2 is almost identi-
cal to the proof of Theorem 6.1. In fact, it suffices to establish Lemma 6.8
with µG replacing ψ̂tµG on the left-hand side of (6.34). This can be ac-
complished by applying Theorem 6.5 with µG instead of ψ̂tµG: let y˜ ∈
R∗µG(χ2σ/2, α/2), and let y ∈ G(χ2σ/2, α/2). Using the arguments of Propo-
sition 5.2 in [31], we can rescale µG such that (6.26) and (6.27) are satisfied
for y and y˜. It is also straightforward to check that the external potentials
leading to µy˜G, y˜ ∈R∗µG(χ2σ/2, α/2), are Kχ-regular. By Lemma 5.1 of [31]
we obtain
|Eµy˜Gxk −αk| ≤CKχN−1.
Hence, using estimate (6.35), we conclude that assumption (6.28) is also
satisfied. Thus Theorem 6.5 yields∣∣∣∣∫ GL+p,n(x)ψ̂yt dµyG− ∫ GL+p,n,sc(x)dµy˜G∣∣∣∣≤COK−b,(6.45)
for N sufficiently large on Ω. We refer to the proof of Proposition 5.2 in [31]
for more details.
Since R∗µG(χ2σ/2, α/2) has exponentially high probability under µG, we
can integrate over y˜ to find∣∣∣∣∫ GL+p,n(x)ψ̂yt dµyG− ∫ GL+p,n,sc(x)dµG∣∣∣∣≤COK−b,
for N sufficiently large on Ω.
The proof of Theorem 6.2 is now completed in the same way as the proof
of Theorem 6.1. 
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7. From gap statistics to correlation functions. In this section, we trans-
late our results on the averaged local gap statistics into results on averaged
correlation functions. Since this procedure is fairly standard (see, e.g., [29]),
we refrain from stating all proofs in detail. We first need to slightly generalize
the setup of Section 6.
Fix n ∈ N, let O be an n-particle observable and consider an array of
increasing positive integers,
m= (m1,m2, . . . ,mn) ∈Nn.(7.1)
Let α > 0. We define for j ∈ [[αN, (1−α)N ]] and t≥ 0 an observable Gj,m,t ≡
Gj,m by
Gj,m(x) :=O(Nρj(xj+m1 − xj),Nρj(xj+m2 − xj), . . . ,
(7.2)
Nρj(xj+mn − xj)),
where ρj ≡ ρ̂fc(t, γ̂j(t)) denotes the density of the measure ρ̂fc(t) at the clas-
sical location of the jth particle, γ̂j(t), with respect to the measure ρ̂fc(t).
We set Gj,m = 0 if j+mn ≥ (1−α)N . Similarly, we define Gj,m,sc by replac-
ing ρj by the density of the standard semicircle law at the classical locations
of the jth particle with respect to the semicircle law; cf. (6.2). The following
theorem generalizes Theorem 6.2.
Theorem 7.1. Let n ∈N be fixed, and let O be an n-particle observable.
Fix small constants α, δ > 0, and consider an interval of consecutive integers
J ⊂ [[αN, (1−α)N ]] in the bulk. Then there are constants f, δ′ > 0 such that
the following holds. Let m ∈Nn be an array of increasing integers [see (7.1)]
such that mn ≤N δ′ , and consider the observable Gj,m, respectively, Gj,m,sc;
see (7.2). Assume that t≥N−1/2+δ, then∣∣∣∣∫ 1|J |∑
j∈J
Gj,m(x)ft(x)dµG(x)−
∫
1
|J |
∑
j∈J
Gj,m,sc(x)dµG(x)
∣∣∣∣≤CON−f,
for N sufficiently large on Ω. The constant CO depends on α and O, and
the constants f and δ′ depend on α and δ.
Theorem 7.1 is proven in the same way as Theorem 6.2. We remark that δ′
is chosen such that N δ
′ ≪K; that is, mn is much smaller than the size of
the interval IL,K .
For n≥ 1, define the n-point correlation function, ̺Nft,n, by
̺Nft,n(x1, . . . , xn) :=
∫
RN−n
(ftµG)
# dxn+1 · · · dxN ,
54 LEE, SCHNELLI, STETLER AND YAU
where (ftµG)
# denote the symmetrized versions of ftµG. Similarly, we de-
note by
̺NG,n(x1, . . . , xn) :=
∫
RN−n
µ#G dxn+1 · · · dxN ,
the n-point correlation functions of the Gaussian ensembles; see (4.13) with
U ≡ 0.
Recall that we denote by L̂±(t), respectively, L±(t), the endpoints of
the support of the measure ρ̂fc(t), respectively, the measure ρfc(t). Recall
that the two densities ft and ψ̂t are both conditioned on V ; that is, the
entries (vi) of V are considered fixed. We have the following result on the
averaged correlation functions of ftµG and ψ̂tµG.
Theorem 7.2. Fix n ∈N, and choose an n-particle observable O. Fix a
small δ > 0, and let t≥N−1/2+δ. Let α˜ > 0 be a small constant, and consider
two energies E ∈ [L−(t) + α˜,L+(t)− α˜] and E′ ∈ [−2 + α˜,2− α˜]. Then we
have, for any ε > 0 and for b≡ bN satisfying α˜/2≥ bN > 0,∣∣∣∣∫
Rn
dα1 · · · dαnO(α1, . . . , αn)
×
[∫ E+b
E−b
dx
2b
1
[ρfc(t,E)]
n ̺
N
ft,n
(
x+
α1
Nρfc(t,E)
, . . . , x+
αn
Nρfc(t,E)
)
(7.3)
−
∫ E′+b
E′−b
dx
2b
1
[ρsc(E′)]
n ̺
N
G,n
(
x+
α1
Nρsc(E′)
, . . . , x+
αn
Nρsc(E′)
)]∣∣∣∣
≤CON2ε(b−1N−1+ε +N−f +N−cα0),
for N sufficiently large on Ω. Here a is the constant in the rigidity esti-
mate (5.6), and f is the constant in Theorem 7.1. Moreover, ρfc(t,E) stands
for the density of the (N -independent) measure ρfc(t) at the energy E. The
constant CO depends on O and α˜. Further, α0 is the constant appearing in
Assumption 2.2. The constant c depends on the measure ν.
Theorem 7.2 follows from Theorem 6.2. This is an application of Section 7
in [29]. The validity of Assumption IV in [29] is a direct consequence of the
local law in Theorem 3.3. Further, we remark that the parameter bN in
Theorem 7.2 and the interval of consecutive integers J in Theorem 7.1 are
related by J = {i : γ̂i(t) ∈ [E − bN ,E + bN ]}, where γ̂i(t) are the classical
locations with respect to the measure ρ̂fc(t). This explains, up to minor
technicalities, bN ≫N−1. Then Section 7 of [29] yields (7.3) formulated in
terms of ρ̂fc(t) instead of ρfc(t). Using (3.22) and the smoothness of O, we
can replace ρ̂fc by ρfc at the expense of an error of size CON
−cα0 . This
eventually gives (7.3) with ρfc(t).
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8. Proofs of main results. Theorem 7.2 shows that the averaged local
correlation functions of ensembles of the form
Ht = e
−(t−t0)/2V + e−t/2W + (1− e−t)1/2W ′,
with some small t0 ≥ 0, and withW ′ a GUE/GOE matrix independent ofW
and V , can be compared with the averaged local correlation functions of the
GUE, respectively, GOE, for times satisfying t≫N−1/2. In this section, we
explain how this can be used to prove the universality at time t= 0.
8.1. Green function comparison theorem. We start with a Green function
comparison theorem. Assume that we are given two complex Hermitian or
real symmetric Wigner matrices, X and Y , both satisfying the assumptions
in Definition 2.1. Let V be a real random or deterministic diagonal matrix
satisfying Assumptions 2.3 and 2.2. Consider the deformed Wigner matrices
HX := V +X, HY := V + Y,(8.1)
of size N . The main theorem of this subsection, Theorem 8.2, states that
the correlation functions of the two matrices HX and HY , when conditioned
on V , are identical on scale 1/N provided that the first four moments of X
and Y almost match. Theorem 8.2 is a direct consequence of the Green
function comparison Theorem 8.1.
Denote the Green functions of HX , HY , respectively, by
GX(z) :=
1
HX − z , G
Y (z) :=
1
HY − z (z ∈C \R),
and setmXN (z) :=N
−1TrGX(z),mYN (z) :=N
−1TrGY (z). From Theorem 3.3,
we know that, for all z ∈DL [see (3.9)], with L≥ 40ξ,
|mXN (z)− m̂fc(z)| ≤ (ϕN )cξ
1
Nη
(8.2)
and
|GXij (z)− δij ĝi(z)| ≤ (ϕN )cξ
(√
Im m̂fc(z)
Nη
+
1
Nη
)
,(8.3)
with (ξ, υ)-high probability on Ω for some υ > 0 and c > 0, where
ĝi(z) :=
1
vi − z − m̂fc(z)
(z ∈C \R).
Here, m̂fc, is the Stieltjes transform of the measure ρ̂fc, which agrees with ρ̂
ϑ
fc
for the choice ϑ = 1 and with ρ̂fc(t) for the choice t = t0. The identical
estimates hold true when X is replaced by Y .
Recall that we denote by L̂± the endpoints of the support of ρ̂fc, and
that we denote by κ̂E ≡ κ̂ the distance of E ∈ [L̂−, L̂+] to the endpoints L̂±.
Adapting the Green function theorem of [32] we obtain the following theo-
rem.
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Theorem 8.1 (Green function comparison theorem). Assume that X
and Y satisfy the assumptions in Definition 2.1, and let V satisfy Assump-
tions 2.2 and 2.3. Assume further that the first two moments of X = (xij)
and Y = (yij) agree and that the third and forth moments satisfy
|Ex¯pijx3−pij −Ey¯pijy3−pij | ≤N−δ−2 (p ∈ [[0,3]]),(8.4)
respectively,
|Ex¯qijx4−qij −Ey¯qijy4−qij | ≤N−δ (q ∈ [[0,4]]),(8.5)
for some given δ > 0.
Let ε > 0 be arbitrary, and let N−1−ε ≤ η ≤N−1. Fix N -independent in-
tegers k1, . . . , kn and energies E
1
j , . . . ,E
kj
j , j = 1, . . . , n, with κ̂ > α˜ for all
Ekj with some fixed α˜ > 0. Define z
k
j := E
k
j ± iη, with the sign arbitrarily
chosen. Suppose that F is a smooth function such that for any multi-index
σ = (σ1, . . . , σn), with 1≤ |σ| ≤ 5, and any ε′ > 0 sufficiently small, there is
a C0 > 0 such that
max
{
|∂σF (x1, . . . , xn)| :max
j
|xj | ≤N ε′
}
≤NC0ε′ ,
max
{
|∂σF (x1, . . . , xn)| :max
j
|xj| ≤N2
}
≤NC0 ,
for some C0.
Then there exists a constant C1, depending on
∑
m km, C0 and the con-
stants in (2.3), such that for any η with N−1−ε ≤ η ≤N−1,∣∣∣∣∣EF
(
1
Nk1
Tr
k1∏
j=1
GX(z1j ), . . . ,
1
Nkn
Tr
kn∏
j=1
GX(znj )
)
− EF
(
1
Nk1
Tr
k1∏
j=1
GY (z1j ), . . . ,
1
Nkn
Tr
kn∏
j=1
GY (znj )
)∣∣∣∣∣(8.6)
≤C1N−1/2+C1ε +C1N−1/2+δ+C1ε,
for N sufficiently large on Ω.
Theorem 8.1 is proven in the same way as Theorem 2.3 in [33] with
the following modifications. Fix some labeling of {(i, j) : 1 ≤ i ≤ j ≤N} by
[[1, γ(N)]], with γ(N) := N(N + 1)/2, and write the γth element of this
labeling as (iγ , jγ). Starting with W
(0) ≡X , inductively define W (γ) by re-
placing the (iγ , jγ), (jγ , iγ) entries of W
(γ−1) by the corresponding entries of
Y . Moreover set H(γ) := V +W (γ). Thus we have H(0) =HX , H(γ(N)) =HY ,
and H(γ)−H(γ−1) is zero in all but two entries for every γ. In short, we use
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a Lindeberg-type replacement strategy: we successively replace the entries
of the matrix X by entries of the matrix Y . Note, however, that the entries
of the matrix V are not changed.
The main technical input in the proof of Theorem 2.3 in [32] is esti-
mate (2.21) in that publication. For the case at hand the corresponding
estimate reads as follows: let ξ satisfy (2.20). Then, for all δ > 0, and any
N−1/2≫ y ≥N−1+δ , we have
P
(
max
γ≤γ(N)
max
k
sup
E : κ̂E≥α˜
∣∣∣∣( 1H(γ) −E − iy
)
kk
∣∣∣∣≥N2δ)
(8.7)
≤ e−υ(ϕN )ξ ,
on Ω for N sufficiently large, where υ > 0 depends only on α˜, δ and the
constants in (2.3). Estimate (8.7) follows easily from the local law in (8.3),
the stability bound (3.21) and Lemma 3.6. The rest of the proof of Theo-
rem 8.1 is identical to the proof in [32]. (The matching conditions in (8.4)
are weaker than in [32], but the proof carries over without any changes.)
Lindeberg’s replacement method was applied in random matrix theory
in [15] to compare traces of Green functions. This idea was also used in [56]
in the proof of the “four moment theorem” that compares individual eigen-
value distributions. The four-moment matching conditions (8.4) and (8.5)
appeared first in [56] with δ = 0. The “Green function comparison theorem”
of [32] compares Green functions at fixed energies. Since the approach in [56]
requires additional difficult estimates due to singularities from neighboring
eigenvalues, we follow the method of [32], where difficulties stemming from
such resonances are absent. For deformed Wigner matrices with determinis-
tic potential the approach of [56] was recently followed in [45] where a “four
moment theorem” was established. It allows one to compare local correlation
functions of the matrices V +W and V +W ′ for fixed V , where W and W ′
are real symmetric or complex Hermitian Wigner matrices, provided that
the moments of the off-diagonal entries of W and W ′ match to fourth order.
The Green function comparison theorem leads directly to the equivalence
of local statistics for the matrices HY and HX .
Theorem 8.2. Assume that X, Y are two complex Hermitian or two
real symmetric Wigner matrices satisfying assumptions in Definition 2.1.
Assume further that X and Y satisfy the matching conditions (8.4) and (8.5),
for some δ > 0. Let V be a deterministic real diagonal matrix satisfying the
Assumptions 2.2 and 2.3. Denote by ̺N
HX ,n
, ̺N
HY ,n
the n-point correlation
functions of the eigenvalues with respect to the probability laws of the ma-
trices HX , HY , respectively. Then, for any energy E in the interior of the
support of ρfc and any n-particle observable O, we have
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lim
N→∞
∫
Rk
dα1 · · · dαnO(α1, . . . , αn)
×
[
̺NHX ,n
(
E +
α1
N
, . . . ,E +
αn
N
)
− ̺NHY ,n
(
E +
α1
N
, . . . ,E +
αn
N
)]
= 0,
for any fixed n ∈N.
Notice that this comparison theorem holds for any fixed energy E in the
bulk. The proof of [32] applies almost verbatim. The only technical input in
the proof is the local law for mXN , respectively, m
Y
N , on scales η ∼N−1+ε,
which we have established in Theorem 3.3; see also (8.3).
8.2. Proof of Theorem 2.5. In the remaining subsections, 8.2 and 8.3,
we complete the proofs of our main results in Theorems 2.5 and 2.6. The
proofs for deterministic and random V differ slightly. We start with the
case of deterministic V in this subsection; the random case is treated in
Section 8.3.
Proof of Theorem 2.5. Assume that W = (wij) is a complex Hermi-
tian or a real symmetric Wigner matrix satisfying the assumptions in Defini-
tion 2.1. Let V = diag(vi) be a deterministic real diagonal matrix satisfying
Assumptions 2.2 and 2.3. (Note that the event Ω then has full probability.)
Set H = (hij) = V +W . Let E ∈ R be inside the support of ρfc. Note that
by Lemma 3.6, E is also contained in the support of ρ̂fc, for N sufficiently
large. (Here we have ρ̂fc = ρ̂
ϑ=1
fc and similarly for ρfc.) Fix δ
′ > 0, and set
t≡N−1/2+δ′ . We first claim that there exists an auxiliary complex Hermi-
tian or real symmetric Wigner matrix, U = (uij), satisfying the assumptions
in Definition 2.1 such that the following holds: set
Y := e−t/2U + (1− et/2)W ′,(8.8)
where W ′ is a GUE/GOE matrix independent of W . Then the moments of
the entries of Y satisfy
Ey¯pijy
3−p
ij = Ew¯
p
ijw
3−p
ij , |Ey¯qijy4−qij −Ew¯qijw4−qij | ≤Ct,(8.9)
for p ∈ [[0,3]], q ∈ [[0,4]], where (wij) are the entries of the Wigner matrix W .
Assuming the existence of such a Wigner matrix U , we choose t0 ≡ t and
set
Ht := e
−(t−t0)/2V + e−t/2U + (1− e−t)1/2W ′
= V + e−t/2U + (1− e−t)1/2W ′.
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Then the matrices Ht and H = V +W satisfy the matching conditions (8.4)
and (8.5) of Theorem 8.1 (with, say, δ = 1/4− 2δ′). This follows from (8.9).
Thus Theorem 8.2 implies that the correlation functions of Ht and H agree
in the limit of large N , that is,
lim
N→∞
∫
Rn
dα1 · · · dαnO(α1, . . . , αn)
×
[
1
2b
∫ E+b
E−b
dx
[ρfc(E)]n
̺NHt,n
(
x+
α1
ρfc(E)N
, . . . , x+
αn
ρfc(E)N
)
(8.10)
− 1
2b
∫ E+b
E−b
dx
[ρfc(E)]n
̺NH,n
(
x+
α1
ρfc(E)N
, . . . , x+
αn
ρfc(E)N
)]
= 0,
where (̺NH,n) denote the correlation functions of H = V +W and where
(̺NHt,n) denote the correlation functions of Ht. [In fact, (8.10) holds even
without the averages in the energy around E.]
On the other hand, for small δ > 0, Theorem 7.2 assures that the local
correlation functions of the matrix Ht agree with the correlation functions
of the GUE (resp., GOE), when averaged over an interval of size b, with
1≫ b≥N−δ ; that is, for any E′ with |E′|< 2,
lim
N→∞
∫
Rn
dα1 · · · dαnO(α1, . . . , αn)
×
[
1
2b
∫ E+b
E−b
dx
[ρfc(E)]n
̺NHt,n
(
x+
α1
ρfc(E)N
, . . . , x+
αn
ρfc(E)N
)
(8.11)
− 1
[ρsc(E′)]n
̺NG,n
(
E′ +
α1
ρsc(E′)N
, . . . ,E′ +
αn
ρsc(E′)N
)]
= 0,
where (̺NG,n) denote the correlations functions of the GUE, respectively,
GOE. Combining (8.10) and (8.11), we get (2.15).
Thus to complete the proof we need to show the existence of a Wigner
matrix U with the properties described above. For a real random variables ζ ,
denote by mk(ζ) = Eζ
k, k ∈N, its moments.
Lemma 8.3 (Lemma 6.5 in [32]). Let m3 and m4 be two real numbers
such that
m4 −m22 − 1≥ 0, m4 ≤C1,
for some constant C1. Let ζG be a Gaussian random variable with mean 0
and variance 1. Then for any sufficient small γ > 0, depending on C1, there
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exists a real random variable ζγ with subexponential decay and independent
of ζG, such that the first three moments of
ζ ′ := (1− γ)1/2ζγ + γ1/2ζG
are m1(ζ
′) = 0, m2(ζ
′) = 1, m3(ζ
′) =m3, and the forth moment m4(ζ
′) sat-
isfies
|m4(ζ ′)−m4| ≤Cγ,
for some C depending on C1.
Since the real and imaginary parts of W are independent, it is sufficient
to match them individually; that is, we apply Lemma 8.3 separately to the
real and imaginary parts of (wij). This completes the proof of Theorem 2.5
for deterministic V . 
8.3. Proof of Theorem 2.6. Next, we prove Theorem 2.6. Assume that
W = (wij) is a complex Hermitian or a real symmetric Wigner matrix sat-
isfying the assumption in Definition 2.1. Let V = diag(vi) be a random real
diagonal matrix satisfying Assumptions 2.2 and 2.3. Denote by f˜tµG the
distribution of the eigenvalues of the matrix
Ht := V + e
−t/2W + (1− et)1/2W ′ (t≥ 0),
where W ′ is a GUE/GOE matrix independent of V and W . Let EV stand
for the expectation with respect to the law of the entries (vi) of V . Recall
the definition of the event Ω in Definition 3.3. Following the notation of
Section 5, ftµG ≡ fVt µG denotes the density conditioned on V . For an n-
particle observable O and for Gj,m as in (7.2), we may write∫
1
|J |
∑
j∈J
Gj,m(x)f˜t(x)dµG(x)
= EV
[(∫
1
|J |
∑
j∈J
Gj,m(x)f
V
t (x)dµG(x)
)
1(Ω)
]
+O(N−t),
where t > 0 is the constant in (2.12) of the Assumptions in 2.3. Here we
use the definition of Ω. Since (vi) are i.i.d., (3.3) holds with exponentially
high probability. Estimate (3.4) holds with probability large than 1−N−t
by Assumption 2.3. Hence PV (Ωc)≤ cN−t, for some c > 0 and N sufficiently
large.
Using Theorem 7.1, we find that∫
1
|J |
∑
j∈J
Gj,m(x)f˜t(x)dµG(x)
(8.12)
=
∫
1
|J |
∑
j∈J
Gj,m,sc(x)dµG(x) +O(N−f) +O(N−t),
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where we use once more the estimates on the event Ω. Here f > 0 is the
constant appearing in Theorem 7.1.
To establish the equivalent result to Theorem 7.2, we need a local de-
formed semicircle law for the setting when the entries (vi) of V are not
fixed. Recall that we denote by mfc the Stieltjes transform of the deformed
semicircle law ρfc = ρ
ϑ=1
fc .
Lemma 8.4 (Theorems 2.10 and 2.21 in [39]). Let W be a complex
Hermitian or a real symmetric Wigner matrix satisfying the assumptions
in Definition 2.1. Let V be a random real diagonal matrix satisfying As-
sumptions 2.2 and 2.3. Set H := V +W , G(z) := (H − z)−1 and mN (z) :=
N−1TrG(z), (z ∈C+). Let ξ =A0 log logN/2; see (2.20). Then there exists
υ > 0 and c [both depending on the constants in (2.3), the constants A0, E0
in (3.9) and the measure ν], such that for L≥ 40ξ, we have
|mN (z)−mfc(z)| ≤ (ϕN )cξ
(
min
{
1
N1/4
,
1√
κE + η
1√
N
}
+
1
Nη
)
,(8.13)
and
|Gij(z)− δijgi(z)| ≤ (ϕN )cξ
(√
Immfc(z)
Nη
+
1
Nη
)
,(8.14)
i, j ∈ [[1,N ]], with (ξ, υ)-high probability, for all z = E + iη ∈ DL; see (3.9).
Here, we have set
gi(z) :=
1
vi − z−mfc(z) (z ∈C
+, i ∈ [[1,N ]]).
Moreover, fixing α > 0, there is c1 [depending on the constants in (2.3), the
constants A0, E0 in (3.9), the measure ν and α], such that
|λi − γi| ≤ (ϕN )c1ξ 1√
N
,(8.15)
with (ξ, υ)-high probability, for all i ∈ [[αN, (1− α)N ]]. Here (λi) denote the
eigenvalues of H = V +W , and (γi) are their classical locations with respect
the deformed semicircle law ρfc.
Using the local law in Lemma 8.4, we obtain from (8.12) equivalent results
to Theorem 7.2.
Theorem 8.5. Fix n ∈N, and consider an n-particle observable O. Fix
δ > 0, and let t≥N−1/4+δ . Let α˜ > 0 be a small constant, and consider two
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energies E ∈ [L−(t) + α˜,L+(t)− α˜] and E′ ∈ [−2 + α˜,2− α˜]. Then, for any
ε > 0 and for b≡ bN satisfying α˜/2≥ bN > 0, we have∣∣∣∣∫
Rn
dα1 · · · dαnO(α1, . . . , αn)
×
[∫ E+b
E−b
dx
2b
1
[ρfc(t,E)]n
̺N
f˜t,n
(
x+
α1
Nρfc(t,E)
, . . . , x+
αn
Nρfc(t,E)
)
−
∫ E′+b
E′−b
dx
2b
1
[ρsc(E′)]n
̺NG,n
(
x+
α1
Nρsc(E′)
, . . . , x+
αn
Nρsc(E′)
)]∣∣∣∣
≤CON2ε(b−1N−1/2+ε +N−f +N−t +N−1/4),
for N sufficiently large. Here, f> 0 is the constant in Theorem 7.1. More-
over, ρfc(E) stands for the density of the (N -independent) measure ρfc at
the energy E. The constant CO depends on O, α˜ and the measure ν. The
constant f depends on δ and α˜.
The proof of Theorem 8.5 is an application of Section 7 in [29]. The
validity of Assumption IV in [29] is a direct consequence of the local law in
Lemma 8.4. Here and also below, we use that the local laws of Lemma 8.4
are only used on very small scales η ∼N−1+ε in the bulk. For such small η
the first error term in (8.13) is negligible compared to the second error
term. Also note that the first term on the right-hand side of the estimate
in Theorem 8.5 is bigger than the corresponding term in (7.3). This is due
to the weaker rigidity bounds in case V is random; see (8.15). We therefore
have to impose that b≫N−1/2 in order to have a vanishing error term in the
limit of large N . Finally, we mention that the error term CON
2εN−1/4 stems
from replacing ρ̂fc(t,E) by ρfc(t,E); see the comment below Theorem 7.2.
Proof of Theorem 2.6. The proof Theorem 2.6 follows now along the
lines of the proof of Theorem 2.5. First, we check that the Green function
comparison Theorem 8.1 holds true for HX = V +X , respectively, HY =
V + Y with random V . This is indeed the case, since the only input we
used is estimate (8.7), which also holds for random V by the local laws in
Lemma 8.4 and the stability estimate (3.21). Note that we are using that
bound (8.7) is only required on scales η≪N−1/2. Similarly, we can establish
Theorem 8.2 for random V using the Green function comparison theorem
for random V , the local laws in Lemma 8.4 and the stability estimate (3.21).
Finally, we note that the construction of the matrix U and Y [see (8.8)] and
the moment matching in (8.9) do not involve V . We can thus complete the
proof of Theorem 2.6 in the same way as the proof of Theorem 2.5. 
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9. Edge universality for deformed Wigner matrices. In this section we
prove Theorem 2.10. Its proof is a combination of Corollary 5.4 (bounds
on the global Dirichlet form) and the method of [12]. In fact, the proof of
the edge universality is very similar to the proof of the bulk universality:
we first establish the edge universality for our model with a small Gaussian
component (cf. Section 6 for the bulk), and then remove the small Gaussian
component using Green function comparison and a moment matching; cf.
Section 8 for the bulk.
9.1. Edge universality with a small Gaussian component. We mainly fol-
low the exposition in Section 3 of [12]. We consider the local statistics at
the lower edge; the upper edge is treated in exactly the same way.
9.1.1. Preliminaries. Recall the definition of the β-ensemble µU in (4.2)
for a given potential U that is C4 and “regular.” To study the local statistics
at the lower edge, we introduce two auxiliary measures, σ and σˇ, on ̥(N)
as follows. By a shift and a rescaling, we can assume that the equilibrium
density, ̺U , of µU is supported on [0,A+], for some A+ > 0. Fix a small
ε0 > 0, and set
σ(dλ) :=
1
Zσ
e−βNHσ(λ) dλ,(9.1)
with
Hσ(λ) = H(λ) + 2
N
N∑
i=1
Θ(N2/3−ε0λi),
(9.2)
Θ(x) := (x+1)21(x<−1),
whereH is given in (4.3) and where Zσ ≡ Zσ(β) is a normalization. Similarly,
we introduce
σˇ(dλ) :=
1
Zσˇ
e−βNHσˇ(λ) dλ,(9.3)
with
Hσˇ(λ) =H(λ) + 1
N
N∑
i=1
Θ(N2/3−ε0λi),(9.4)
with Zσˇ ≡ Zσˇ(β) a normalization. The potential Θ is added to avoid that
the (xi) deviate too far to the left, yet its influence on the local statistics
at the edge is negligible; see Lemma 4.1 in [12]. Below, we choose β = 1,2
depending on the symmetry class of our original matrix.
64 LEE, SCHNELLI, STETLER AND YAU
Following Section 3 of [12], we choose a small δ > ε0 and an integer K such
that K ∈ [[N δ ,N1−δ]]. Denote by I = [[1,K]] the set of the first K indices.
For λ ∈̥(N), we write
(λ1, λ2, . . . , λN ) = (x1, . . . , xK , yK+1, . . . , yN ),(9.5)
and
x= (x1, . . . , xK) ∈̥(K), y= (yK+1, . . . , yN ) ∈̥(N−K);(9.6)
cf. (6.5) and (6.6). We further denote I := (−∞, yK+1]. For fixed y, we define
the localized measures µyU , σ
y and σˇy as in Section 6.2. (For simplicity of
notation, we do not indicate the U and ε0 dependences in the measures σ,
σˇ.)
We introduce the set of “good” boundary conditions
R(ε0)≡R := {y ∈̥(N−K) : |yk − γk| ≤N−2/3+ε0 kˇ, k /∈ I},(9.7)
with kˇ =min{k,N − k}, where (γk) denote the classical locations with re-
spect to the equilibrium density. With our choices of δ and ε0, we have
yK − y1 ∼ (K/N)2/3.
9.1.2. Comparison of the local measures at the edge. Fix t > 0. Recall
that we denote by ftµG the distribution of λ(t) under the flow generated
by (5.3). As in Section 6, we fix (vi), and condition of the event Ω; see
Definition 3.1. Also recall from (4.21) the definition of the time dependent
reference β-ensemble ψ̂tµG, whose equilibrium density is ̺̂fc(t). By a simple
shift and a scaling, we may assume, for fixed t, that supp ̺̂fc = [0, L̂+(t)] and
that
̺̂fc(t, x) = 1
π
√
x(1 +O(x)),(9.8)
as xց 0. This can easily be checked from the proofs of the Lemmas A.1
and 3.6 in the Appendix. For y ∈ R, we then introduce the localized mea-
sures ψ̂yt µ
y
G and f
y
t µ
y
G in the obvious way. For technical reasons, we also use
the measures σ and σˇ, with the choice U = Û(t). (The Hamiltonians of the
measures ψ̂tµG and σ, σˇ, agree up to the confining potential Θ.)
In a first step, we compare the statistics of ψ̂yt µ
y
G and σ
y. This is the
analogue result to Proposition 6.4 above, respectively, to Lemma 5.4 in [12].
Lemma 9.1. Let 0 < a < 1/2. Fix small constants δ > ε0 > 0. Let K ∈
[[N δ ,N1−δ]], and let O be an n-particle observable. Let ε′ > 0, and choose τ
satisfying 1≫ τ > N−2a. Then, for any t≥N ε′τ and any constant c ∈ (0,1),
there is a set of configurations G(ε0)≡G ⊂R, with
P
ftµG(G)≥ 1− N
−c
2
,(9.9)
BULK UNIVERSALITY FOR DEFORMED WIGNER MATRICES 65
such that∣∣∣∣∫ O(x)(fyt (x)µyG(dx)− σy(dx))∣∣∣∣≤COK1/6N1/3N c−aτ−1,(9.10)
t≥N ε′τ , for N sufficiently large on Ω.
Moreover, there is υ > 0, such that
P
fyt µ
y
G({|xk − γ̂k(t)|<N−1+ε0 , k ∈ I})≥ 1− e−υ(ϕN )ξ ,(9.11)
t≥N ε′τ , for N sufficiently large on Ω, with ξ =A0 log logN/2; see (2.20).
Proof. We follow the proof of Proposition 6.4 with some modifications.
First, introduce the density qt by demanding
qtσ = ftµG.
Then we note that, at the lower edge,
1
N
∑
k∈Ic
1
(x− γ̂k(t))2 ≥ cN
1/3/K1/3,
for x≥−N−2/3+ε0 and y ∈R. We thus have∇2
x
Hyσ(x)≥ cN1/3/K1/3; cf. (6.10)
for Hyσ . Hence the logarithmic Sobolev inequality
Sσy(q
y
t )≤C
K1/3
N1/3
Dσy
(√
qyt
)
,
with the Dirichlet formDσy(f) =
1
βN
∑
i∈I
∫ |∂if(x)|2σy(dx) holds. To bound
the Dirichlet form, we proceed as in (6.24),
E
σDσy
(√
qyt
)
≤Dσ(√qt)
≤ 2D
ψ̂tµG
(
√
ĝt) +CN
4/3
N∑
i=1
E
ψ̂tµG |Θ′(N2/3−ε0xi)|2
≤ CN
1−2a
τ2
+ e−N
c
,
for some c > 0, with ĝt = ft/ψ̂t, where we used the definitions ofDσ ,Dψ̂tµG
to
get the second line. The third line follows from Corollary 5.4 and Lemma 5.5.
To complete the proof, we now follow mutatis mutandis the proof of
Proposition 6.4. We leave the details aside. 
Eventually, we are going to apply Theorem 3.3 of [12], which shows that
the statistics of σy are universal for most boundary conditions y. In order
to apply it, we need the analogue of Lemma 6.7 above.
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Lemma 9.2. Under the assumptions of Proposition 9.1 the following
holds. Let y ∈ G. Then, assuming that
K1/3N−1/3N2c−aτ−1 ≤N ε0K−1/3N−2/3,(9.12)
we get, for all k ∈ I,
|Efyt µyGxk −Eσyxk| ≤CN ε0K−1/3N−2/3,(9.13)
for N sufficiently large on Ω.
Proof. Replacing the constant τK =CK/N in the logarithmic Sobolev
inequality 6.23 by CK1/3/N1/3, we can copy the proof of Lemma 6.7 (see
also Lemma 5.5 in [12]) almost word by word. 
From (9.13), we immediately get, for y ∈ G, the estimate
|Eσy(xk − γ̂k(t))| ≤CN ε0N−2/3k−1/3,(9.14)
provided that (9.12) holds.
9.1.3. Universality of the localized measures at the edge. In this subsec-
tion, we establish the following result.
Lemma 9.3. Fix an integer n > 0. Then for any 1/4> κ the following
holds on the event Ω. For any δ > 0, there is a constant f> 0 such that, for
t≥N−δ and for Λ⊂ [[1,Nκ ]] with |Λ|= n,
|EftµGO((ctN2/3j1/3(λj − γ̂j(t)))j∈Λ)
− EµGO((N2/3j1/3(λj − γj))j∈Λ)|(9.15)
≤CN−f,
where ct depends only on ̺̂fc(t). Here, (γ̂j) denote the classical locations with
respect the measure ̺̂t, and (γj) denote the classical locations with respect
the semicircle law ̺sc.
Proof. We follow the proof of Lemma 5.1 in [12]. We consider the case
n = 1 only; the general case is proved in the same way. By a shift and a
scaling, we may assume that ct = 1 [see (9.8)], and we may replace γ̂j(t) by
the γj . [Here, we implicitly use that we fixed (vi) and conditioned on the
event Ω.]
We will need two modifications of the set R(ε0) of “good” boundary
conditions. Let σ, σˇ be given by (9.1), respectively (9.3) (with a generic
potential U ). Then set
R∗(ε0) := {y ∈R(ε0) :∀k ∈ I, |Eσyxk − γk| ≤N−2/3+ε0k−1/3,
(9.16)
P
σˇy(x1 ≥ γ1 −N−2/3+ε0)≥ 1/2}.
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We further need the set
R#(ε0) := {y ∈R(ε0/3) : |yK+1 − yK+2| ≥N−2/3−ε0K−1/3}.(9.17)
While the set R∗(ε0) incorporates rigidity estimates in the sense that γk is
a good approximation in expectation to xk and that x1 is not too much on
the left, the set R#(ε0) incorporates a level repulsion estimate. It has no
counterpart in Section 6 above.
We now choose a= 1/2− δ′, c= δ′/2 and τ =N−δ′ , for some small 1/12>
δ′ > 0. With this choice, we have for K ≤N1/4−6δ′ , that
K1/6N1/3N c−aτ−1 ≤N−ε0 ,(9.18)
respectively,
K1/3N−1/3N2c−aτ−1 ≤N ε0K−1/3N−2/3,(9.19)
for a small ε0 > 0 (with δ
′ > ε0).
Then, from Lemma 9.1 we have, for y ∈ G,∣∣∣∣∫ O(N2/3j(xj − γj))(fyt dµyG− dσy)∣∣∣∣≤CON−χ (j ∈ Λ),(9.20)
for some χ > 0. Here, the measure σ is given by (9.1) with the potential
Û(t).
Let σ˜ denote the measure given by (9.1) with the potential U ≡ 0. For
y˜ ∈R(ε0) (where the classical locations are taken with respect the semicircle
law), we introduce the localized measure σ˜y˜. We now apply Theorem 3.3
of [12]: for y ∈R#(ε0)∩R∗(ε0), respectively, y˜ ∈R#(ε0)∩R∗(ε0), we have∣∣∣∣∫ O(N2/3j(xj − γj))(dσy − dσ˜y˜)∣∣∣∣≤CON−χ,(9.21)
for sufficiently largeN , by choosing χ> 0 sufficiently small. From Lemma 4.1
of [12], we know that Pσ˜(R#(ε0) ∩R∗(ε0))≥ 1−N−c, for some c > 0. We
further know from Lemma 4.1 of [12] that, for any bounded observable O,
|Eσ˜O − EµGO| ≤ CO exp(−N c), c > 0, where µG denotes the GUE/GOE.
Thus, integrating out the boundary conditions y˜ and replacing σ˜ with µG,
we get from (9.20) and (9.21),∣∣∣∣∫ O(N2/3j(xj − γj))(fyt dµyG− dµG)∣∣∣∣≤CON−χ,(9.22)
for sufficiently small χ > 0, where y ∈ G(ε0) ∩ R#(ε0) ∩ R∗(ε0). Once we
have established that
P
ftµG(G(ε0)∩R#(ε0)∩R∗(ε0))≥ 1−N−c,(9.23)
for some c > 0, we integrate out the boundary condition y in (9.22), and we
get (9.15) for n= 1.
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To prove (9.23) we follow the two steps of the proof of (5.23) in [12]. In a
first step, one controls the probability of R#(ε0) using the rigidity estimates
for ftµG (see Lemma 3.4), the level repulsion estimates for the measure σ
y in
Theorem 3.2 of [12], Lemma 9.1 and the condition (9.19). In a second step,
one shows that G(ε0)⊂R∗(ε0). This follows from (9.2) and the arguments
given in the proof of Lemma 5.1 of [12]. In this way (9.23) can be established;
we leave the details to the interested reader. 
9.2. Removal of the Gaussian component. In this subsection we prove
Theorem 2.10. We use the following version of the Green function comparison
theorem at the edge. It is the counterpart to Theorem 8.1 above.
Theorem 9.4. Suppose we have two Wigner matrices X and Y sat-
isfying the conditions in Definition 2.1. Set HX := V +X, HY := V + Y ;
see (8.1). Denote by PX , PY the probability distributions of X,Y . Then on Ω
the following holds true. For any ε > 0, there is δ > 0 [depending on ε and
the constants C0, ϑ in (2.3)], such that
P
X(N2/3(λ1 − γ̂1)≤ s−N−ε)−N−δ ≤ PY (N2/3(λ1 − γ̂1)≤ s)
≤ PX(N2/3(λ1 − γ̂1)≤ s+N−ε) +N−δ, s ∈R,
for N sufficiently large, where (γ̂k) denote the classical locations of the mea-
sure ̺̂fc ≡ ̺̂θfc, with θ = 1. Analogous results hold for the joint distributions
of the eigenvalues λi1 , λi2 , . . . , λip , as long as |ip| ≤N ε.
Theorem 9.4 is proven exactly in the same way as Theorem 2.4 of [33]
for the Wigner case V = 0. It suffices to note that the entries of V are fixed
in Theorem 9.4 and that the only input needed in the proof are the local
laws for the Green functions of HX and HY , which have been established
in Theorem 3.3 above.
Given Theorem 9.4, we now complete the proof of Theorem 2.10. Follow-
ing the arguments in Section 8.2, we construct an auxiliary Wigner matrix
U such that the first two moments of the matrix
Ht = V + e
−t/2U + (1− e−t)1/2W ′(9.24)
with t=N−δ (δ > 0 as in Lemma 9.3, and W ′ an independent GUE/GOE
matrix) and the matrix H = V +W match. By Lemma 9.3 the edge statistics
of Ht are universal. By Theorem 9.4 the eigenvalue statistics of Ht and H at
the edge agree for large N . The existence of such U is assured by Lemma 8.3.
We have thus established that there is a small χ> 0 such that
|Ef0µGO((c0N2/3j1/3(λj − γ̂j))j∈Λ)
(9.25)
− EµGO((N2/3j1/3(λj − γj))j∈Λ)| ≤CN−χ,
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for N sufficiently large on Ω, where µG is the GUE/GOE.
Finally, we use Assumptions 2.2 and 2.3 as well as a simple moment bound
to average over ν̂ (the empirical distribution of V ) in (9.25). This completes
the proof of Theorem 2.10.
APPENDIX
In this Appendix we prove the auxiliary results used in Sections 3 and 4:
Lemmas 3.5, 3.6 and 4.2. We start with a more extended version of Lemma 3.5.
Recall from (3.1) that we denote Θ̟ = [0,1 +̟
′], ̟′ =̟/10. Also recall
the definition of the domain D′ of the spectral parameter z in (3.17).
Lemma A.1. Let ν satisfy Assumption 2.3 for some ̟ > 0. Then the
following holds true for any ϑ ∈Θ̟. There are Lϑ−,Lϑ+ ∈ R, with Lϑ− < 0<
Lϑ+, such that suppρ
ϑ
fc = [L
ϑ
−,L
ϑ
+], and there is a constant C > 1 such that,
for all ϑ ∈Θ̟,
C−1
√
κE ≤ ρϑfc(E)≤C
√
κE (E ∈ [Lϑ−,Lϑ+]),(A.1)
where κE denotes the distance of E to the endpoints of the support of ρ
ϑ
fc,
that is,
κE := min{|E −Lϑ−|, |E −Lϑ+|}.(A.2)
The Stieltjes transform, mϑfc, of ρ
ϑ
fc has the following properties:
(1) for all z =E + iη ∈C+,
Immϑfc(z)∼

√
κ+ η, E ∈ [L−,L+],
η√
κ+ η
, E ∈ [L−,L+]c;(A.3)
(2) there exists a constant C > 1 such that for all z ∈ D′ and for all
x ∈ Iν ,
C−1 ≤ |ϑx− z −mϑfc(z)| ≤C;(A.4)
(3) there exists a constant C > 1 such that for all z ∈D′,
C−1
√
κ+ η ≤
∣∣∣∣1− ∫ dν(v)(ϑv− z −mϑfc(z))2
∣∣∣∣≤C√κ+ η;(A.5)
(4) there are constants C > 1 and c0 > 0 such for all z = E + iη ∈ D′
satisfying κE + η ≤ c0,
C−1 ≤
∣∣∣∣∫ dν(v)(ϑv− z −mϑfc(z))3
∣∣∣∣≤C;(A.6)
moreover, there is C > 1, such that for all z ∈D′,∣∣∣∣∫ dν(v)(ϑv− z −mϑfc(z))3
∣∣∣∣≤C.(A.7)
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The constants in statements (1)–(4) can be chosen uniformly in ϑ ∈Θ̟.
Proof. We follow the proofs in [39, 51]. Let ϑ ∈Θ̟. Set ζ = z+mϑfc(z),
and let
F (ζ) := ζ −
∫
dν(v)
ϑv− ζ (ζ ∈C
+).(A.8)
Then the functional equation (3.5) is equivalent to z = F (ζ). As is argued
in [51], a point E ∈ R is inside the support of the measure ρϑfc if and only
if ζE = E +m
ϑ
fc(E) satisfies ImF (ζE) = 0 and Im ζE > 0. Accordingly, the
endpoints of the support are characterized as the solutions of
H(ζ) :=
∫
dν(v)
(ϑv − ζ)2 = 1 (ζ ∈R).(A.9)
Note that H(ζ) is a continuous function outside ϑIν ≡ {x :x = ϑy, y ∈ Iν}
which is decreasing as |ζ| increases. Since ϑ ∈ Θ̟ = [0,1 +̟′], with ̟′ =
̟/10, we obtain from Assumption 2.3 that H(ζ)≥ 1+̟/2, for all ζ ∈ ϑIν .
It thus follows that there are only two solutions, ζϑ± ∈R \ ϑIν , to H(ζ) = 1,
ζ ∈R. In particular, ζϑ− < 0, ζϑ+ > 0, and there is a constant g> 0, depending
only on ν, such that
inf
ϑ∈Θ̟
dist({ζϑ±}, ϑIν)≥ g.(A.10)
As argued in [39, 51], the set γ := {ζ ∈ C+ : ImF (ζ) = 0, Im ζ > 0} is, for
each fixed ϑ ∈Θ̟, a finite curve in the upper half plane that is the graph
of a continuous function which only connects to the real line at ζϑ±.
Since dist({ζϑ±}, ϑIν} ≥ g > 0, F (ζ) is analytic in a neighborhood of ζϑ±.
Thus for ζ in a neighborhood of ζϑ+, we may write
F (ζ) = F (ζϑ+) +F
′(ζϑ+)(ζ − ζϑ+) +
F ′′(ζϑ+)
2
(ζ − ζϑ+)2 +O((ζ − ζϑ+)3).
Note that F ′(ζϑ+) = 0 by the definition of ζ
ϑ
+. Moreover, we know that
ImF (ζ) = 0, for ζ in a real neighborhood of ζϑ+, but we also have ImF (ζ) = 0,
for ζ ∈ γ ∪ γ¯. Thus F ′′(ζϑ+) 6= 0. We can therefore invert F (ζ) = z in a neigh-
borhood of ζ+ to obtain
ζ(z) = F (−1)(z) = ζϑ++ c
ϑ
+
√
z −Lϑ+
(
1 +Aϑ+
(√
z −Lϑ+
))
(A.11)
[with the convention ImF (−1)(z) ≥ 0], where Lϑ+ is defined by ζϑ+ = Lϑ+ +
mfc(L
ϑ
+). Here, c
ϑ
+ > 0 is a real constant, and Aϑ+ is an analytic function that
is real-valued on the real line and that satisfies Aϑ+(0) = 0. Recalling that
ζ(z) = z +mϑfc(z) and taking the limit η→ 0 we obtain (A.1), for fixed ϑ.
To achieve uniformity in ϑ, we use the (uniform) stability bound (A.10) and
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the (pointwise) positivity of |F ′′(ζϑ+)|: we differentiate (A.9) with respect
to ϑ and observe that ∂ϑH(ζ,ϑ)|ζ=ζϑ+ 6= 0, for all ϑ ∈Θ̟, since F
′′(ζϑ+) 6= 0.
Thus by the implicit function theorem, ζϑ+ is a C
1 function of ϑ ∈Θ̟. Next,
we observe that F ′′(ζ) is an analytic function of ζ , for ζ away from ϑIν .
Thus, using once more (A.10), we can bound |F ′′(ζϑ+)| ≥ c, for some c > 0,
uniformly in ϑ ∈Θ̟. In fact, F (n)(ζϑ+), n ∈N are all continuous functions of
ϑ ∈Θ̟, and we can bound them uniformly in ϑ for each n ∈N. Repeating
the same argument for ζ close to ζϑ−, we complete the proof of (A.1).
Statement (2) follows from (A.10) for z close to the edges. For z away
from the edges, Assumption 2.3 assures that the curve γ stays away from
the real line for all ϑ ∈Θ̟ as is readily checked. This implies the stability
bound for that region.
For the proofs of the remaining statements, we refer to the Appendix
of [39]. 
Next, we prove Lemma 3.6.
Proof of Lemma 3.6. It follows from Assumption 2.3 that on Ω for
all N sufficiently large,
inf
x∈Iν̂
1
N
N∑
i=1
1
(ϑvi − x)2 ≥ 1 +̟/2,(A.12)
for all ϑ ∈ Θ̟ = [0,1 + ̟/10]. The analogous statements of Lemma A.1,
holding on Ω for N sufficiently large, follow in the same way as in the proof
of that lemma. To get uniformity in N , it suffices to check that the analogous
expression to (A.10) holds uniformly in N , for N sufficiency large: by (A.12)
there are two real solutions ζ̂ϑ± to Ĥ(ζ) :=
1
N
∑N
i=1
1
(ϑvi−ζ)2
= 1 that both lie
outside of the interval ϑIν̂ . Thus (3.3) and (3.4) imply that
inf
ϑ∈Θ̟
dist({ζ̂ϑ±}, ϑIν̂)≥ g/2,(A.13)
on Ω for all N sufficiently large. Then we can bound
F̂ ′′(ζ) =− 2
N
N∑
i=1
1
(ϑvi − ζ)3 ,
evaluated at ζ̂ϑ±, uniformly below in ϑ and N , for N sufficiently large, im-
plying the uniformity in N of the constants in statements (1)–(4).
Next we prove (3.22). For simplicity we drop ϑ from the notation and work
on Ω. As above, set ζ = z+mfc(z) and ζ̂ = z+ m̂fc(z). From the definitions
of F , F̂ and equations (3.5), (3.6), we have F̂ (ζ̂) = F (ζ) = z, for all z ∈D′.
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Using the stability bound (A.13) and equation (3.3) in the definition of Ω,
we get, assuming that |ζ̂ − ζ| ≪ 1,
[F ′(ζ) +O(N−α0)](ζ̂ − ζ) + F
′′(ζ)
2
(ζ̂ − ζ)2
(A.14)
= o(1)(ζ̂ − ζ)2 +O(N−α0),
uniformly in ϑ ∈Θ̟, for all z ∈D′. From Lemma A.1, we get F ′(ζ)∼
√
κ+ η
and F ′′(ζ)≤C, for all z ∈D′. We abbreviate Λ := |ζ̂ − ζ| in the following.
We first consider z =E+iη ∈D′, such that κE + η >N−ε, for some small
ε > 0 (with ε < α0). Here κE is defined in (A.2). For such z we obtain
from (A.14) that Λ ≤ CN ε(Λ2 + N−α0). Thus either Λ ≤ C0N εN−α0 or
C0N
−ε ≤ Λ, for some constant C0. We now show that |Λ| ≤C0N εN−α0 , for
all z ∈D′ such that κE + η ≥N−ε. For z ∈D′ with η = 2, we have
ζ̂(z)− ζ(z) = 1
N
N∑
i=1
ζ̂(z)− ζ(z)
(ϑvi − ζ̂(z))(ϑvi − ζ(z))
+O(N−α0),
where we use (3.3). Since η = 2 and Im ζ̂ , Im ζ ≥ η, we obtain Λ ≤ 14Λ +O(N−α0), that is, Λ(z) ≤ CN−α0 , for η = 2. To extend the conclusion to
all η, we use the Lipschitz continuity of ζ̂(z), respectively, ζ(z). Differen-
tiating z = F (ζ), with respect to z we obtain ∂zζ = (F
′(ζ))−1. Thus using
property (2) of Lemma A.1, we infer that the Lipschitz constant of ζ(z)
is, for z ∈ D′ satisfying κE + η > N−ε, bounded above by N ε/2. The same
conclusion also holds for ζ̂(z). Bootstrapping, we obtain
|ζ̂(z)− ζ(z)| ≤CN εN−α0 ,(A.15)
on Ω for N sufficiently large, for all z ∈D′ satisfying κE + η >N−ε.
In order to control ζ̂(z) − ζ(z) for z = E + iη ∈ D′ with κE + η ≤ N−ε,
ε > 0, we first derive the estimate |L̂ϑ±−Lϑ±| ≤CN−α0 , for some c > 0, on Ω.
We recall that L̂±, respectively, L±, are obtained through the relations
1
N
N∑
i=1
1
(ϑvi − ζ̂±)2
= 1,
∫
dν(v)
(ϑv− ζ±)2 = 1.
Then a similar argument as given above shows that |ζ̂±− ζ±| ≤CN−α0 and
|L̂±−L±| ≤CN−α0 on Ω, N sufficiently large. We refer to Section 4.3 in [40]
for details.
Second, following the arguments in the proof of Lemma A.1, we may write,
for ζ̂ and ζ in a neighborhood of ζ±,
ζ̂(z)− ζ̂± = ĉ±
√
z − L̂±(1 +O(z − L̂±)),
(A.16)
ζ(z)− ζ± = c+
√
z −L±(1 +O(z −L±)).
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We therefore get |ζ̂(z)− ζ(z)| ≤ C√κE + η +CN−α0/2. Note that the con-
stants can be chosen uniformly in ϑ ∈Θ̟. Choosing, for example, ε= α0/4,
we get from (A.15) and (A.16) the desired inequality (3.22). 
We now move on to the construction of the potentials Û and U . We first
record the following corollary of Lemma A.1. Set Br(p) := {z ∈C : |z − p|<
r}. Recall the conventions in (2.8) and the definition of κE in (A.2).
Corollary A.2. Under the assumptions of Lemma 3.5 there are con-
stants cϑ+, r+ > 0, such that for any E ∈Br+(Lϑ+)∩R,
Immϑfc(E) =
{√
κE(c
ϑ
+ +Bϑ+(−κE)), E ≤ Lϑ+,
0, E ≥ Lϑ+,
(A.17)
and
Remϑfc(E) =
{
Cϑ+(−κE), E ≤ Lϑ+,√
κE(c
ϑ
+ +Bϑ+(κE)) + Cϑ+(κE), E ≥ Lϑ+,
(A.18)
where Bϑ+,Cϑ+ are analytic functions on Br+(0) that are real-valued on R and
that satisfy Bϑ+(0) = 0, cϑ+ + Bϑ+ > 0, respectively, Cϑ+ < 0, on Br+(0) ∩ R.
Moreover, for all z ∈ Br+(Lϑ+), the functions Bϑ+,Cϑ+, respectively, Immϑfc,
Remϑfc, are continuous in ϑ ∈Θ̟.
Similar statements hold at the lower edge Lϑ−.
Proof. Fix ϑ ∈ Θ̟. As argued in the proof of Lemma A.1, the func-
tion F (ζ) can locally be inverted around ζϑ±; see (A.11) above. Thus for ζ
in a neighborhood of ζϑ+, we may write
mϑfc(z) = F
−1(z)− z = ζϑ+ − z + cϑ+
√
z −Lϑ+
(
1 +Aϑ+
(√
z −Lϑ+
))
= cϑ+
√
z −Lϑ+(1 + Bϑ+(z −Lϑ+)) + Cϑ+(z −Lϑ+),
for z in Br(L
ϑ
+), for some r > 0, where Bϑ+ and Cϑ+ are analytic in a neigh-
borhood of zero and real-valued on the real line, since ImF−1(E) = 0,
for E ∈ [Lϑ−,Lϑ+]c. Equations (A.17) and (A.18) follow. From the proof of
Lemma A.1, it is immediate that cϑ+ > 0. Thus c
ϑ
+ +Bϑ+ > 0 in a real neigh-
borhood of zero. Since x−Lϑ+−mϑfc(Lϑ+)< 0, for all x ∈ ϑIν , we must have
Cϑ+ < 0 in a real neighborhood of zero. Since F (z) is analytic on Br(Lϑ+), for
all ϑ ∈ Θ̟, and since ζϑ+ is a C1 function of ϑ, the functions Bϑ+ and Cϑ+
are C1 in ϑ ∈ Θ̟. Then it is clear from (A.10) that we can choose r > 0
uniformly in ϑ ∈Θ̟. The same arguments apply for ζ close to ζϑ−. 
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The analogous result to Corollary A.2 is stated next. Recall the notation
κ̂E := min{|E − L̂ϑ−|, |E − L̂ϑ+|}.
Corollary A.3. Under the assumptions of Lemma 3.6 the following
holds on Ω, for N sufficiently large. There are constants ĉϑ+, r
′
+, with r+ ≥
r′+ > 0, such that for any E ∈Br′+(Lϑ+)∩R,
Im m̂ϑfc(E) =
{√
κ̂E(ĉ
ϑ
+ + B̂ϑ+(−κ̂E)), E ≤ L̂ϑ+,
0, E ≥ L̂ϑ+,
(A.19)
and
Re m̂ϑfc(E) =
{
Ĉϑ+(−κ̂E), E ≤ L̂ϑ+,√
κ̂E(ĉ
ϑ
+ + B̂ϑ+(κ̂E)) + Ĉϑ+(κ̂E), E ≥ L̂ϑ+,
(A.20)
where B̂ϑ+, Ĉϑ+ are analytic functions on Br′+(0) that are real-valued on R and
that satisfy B̂ϑ+(0) = 0 and ĉϑ++ B̂ϑ+ > 0, respectively, Ĉϑ+ < 0, on Br′+(0)∩R.
Moreover, the constant r′+ can be chosen independent of ϑ ∈ Θ̟ and N ,
for N sufficiently large.
Further, the functions B̂ϑ+, Ĉϑ+, respectively, Im m̂ϑfc, Re m̂ϑfc, are continuous
functions in ϑ ∈Θδ, for all z ∈ Br′+(Lϑ+). There is c > 0, such that
|B̂ϑ+(z)−Bϑ+(z)| ≤N−cα0/2, |Ĉϑ+(z)− Cϑ+(z)| ≤N−cα0/2,(A.21)
for all z ∈Br′+(Lϑ+) and all ϑ ∈Θ̟, on Ω for N sufficiently large.
Similar statements hold at the lower edge L̂ϑ−.
Proof. Corollary A.3 is proven in the same way as Corollary A.2. The
only things to be checked are that r′± > 0 can be chosen uniformly in N , N
sufficiently large, and the bounds in (A.21). The former statement is an
immediate consequence of the stability bound (A.13). The latter follows from
z = F (ζ) = F̂ (ζ̂), with ζ = z +mϑfc(z) and ζ̂ = z + m̂
ϑ
fc(z). Then using (3.3),
the stability bound (A.13) and the uniform lower bound on F ′′(ζϑ±), it is
straightforward to derive estimate (A.21) from (3.22). 
Next we prove Lemma 4.2. Recall from (4.16) that we chose ϑ≡ ϑ(t) :=
e−(t−t0)/2.
Proof of Lemma 4.2. For c > 0 and a measure ω on R, we define
suppcω := suppω+[−c, c]. Recall the constants r′± > 0 of Corollary A.3. Set
s := min{r′−, r′+}/2.
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We specify the potentials Û and U through their spatial derivatives Û ′
and U ′. For t≥ 0, we set
Û ′(t, x) + x :=−2−
∫
R
ρ̂fc(t, y)
y− x dy, U
′(t, x) + x :=−2−
∫
R
ρfc(t, y)
y − x dy,
for x ∈ supp ρ̂fc(t), respectively, x ∈ suppρfc(t).
For x ∈R satisfying |x−L±(t)| ≤ s, where L±(t) denote the endpoints of
the support of the measure ρfc(t), we set
Û ′(t, x) + x :=−2Ĉϑ±(k̂±), k̂± ≡ x− L̂±(t),
(A.22)
U ′(t, x) + x :=−2Cϑ±(k±), k± ≡ x−L±(t),
where Ĉϑ± are the functions appearing in Corollary A.3 with ϑ≡ ϑ(t), and Cϑ±
are the functions appearing in Corollary A.2 with ϑ≡ ϑ(t). From Lemma A.1,
Corollaries A.2 and A.3, we conclude that Û ′(t, x), respectively, U ′(t, x) are
well defined for x ∈ supps ρfc(t), t≥ 0, where s=min{r′−, r′+}/2.
For x /∈ supps ρfc(t), we define U ′ as a C3 extension in x such that:
(1) U (n)(t, x), ∂tU
(n)(t, x), n ∈ [[1,3]], are continuous in t; (2) for all t≥ 0 and
for all x /∈ supps ρfc(t), |U ′(t, x) + x| > |2Remfc(t, x)| and Û ′′(t, x) ≥ −CU ,
for some constant CU ≥ 0; (3) U ′(t, x)+x∼ x for all t≥ 0, as |x| →∞. Simi-
larly, we define Û(t, x) as C3 extensions such that: (1) Û (n)(t, x), ∂tÛ
(n)(t, x),
n ∈ [[1,3]], are continuous in t; (2) there is c > 0 such that supt≥0 |Û (n)(t, x)−
U (n)(t, x)| ≤N−cα0/2, n ∈ [[1,3]], for N sufficiently large on Ω.
We next show that the potential U ′(t, x) is a C3 function in x. For simplic-
ity, we often drop the t-dependence from the notation. Let ζ = z +mfc(z),
and recall from the proof of Lemma A.1 that ζ(z) satisfies ζ(z) = F (−1)(z),
where F (ζ) = ζ − ∫ dν(v)(ϑv−ζ) . Thus, to prove regularity of U ′(t, x) in x in the
support of the measure ρfc(t), it suffices to show that F
′(ζ) 6= 0 on the curve
γ ∩C+ where ImF = 0. Recall that on γ we have
H˜(ζ) :=
∫
dν(v)
|ϑv− ζ|2 = 1,(A.23)
where ϑ≡ ϑ(t). On the other hand, we have
ReF ′(ζ) = 1−
∫
(ϑv−Re ζ)2 − (Im ζ)2
|ϑv− ζ|4 dν(v).
Thus, on the curve γ,
ReF ′(ζ) =
∫
dν(v)
|ϑv− ζ|2 −
∫
(ϑv−Re ζ)2 − (Im ζ)2
|ϑv− ζ|4 dν(v)
=
∫
2(Im ζ)2
|ϑv− ζ|4 dν(v).
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From (2.10) we get ∫
dν(v)
|ϑv− ζ|4 ≥
(∫
dν(v)
|ϑv− ζ|2
)2
= 1,(A.24)
on γ. Since F ′ 6= 0 on γ, the inverse function theorem implies that the
real part of mfc(t, x) is a smooth function in the interior of suppρfc(t),
whose derivatives are continuous in t. For x ∈Bs(Lϑ±), we already showed in
Lemma A.2 that Cϑ±(x) is a smooth function, whose derivatives are continu-
ous in t. Thus we have shown that U ′(t, x) is smooth in supps ρfc(t). Outside
supps ρfc(t), U
′(t, x) is manifestly C3 by definition: it is a C3 extension of
the functions C±(t). Thus R ∋ x 7→ U ′(t, x), ∂tU ′(t, x) are C3 functions for
all t≥ 0.
Clearly, we can bound the derivatives U (n)(t, x), ∂tU
(n)(t, x), n ∈ [[1,3]],
uniformly on compact sets. It is also immediate that U (n)(t, x) are continuous
functions in t ≥ 0. Thus we can bound U (n) uniformly in t and uniformly
in x on compact sets, for n ∈ [[1,3]]. For x∈ supps ρfc(t), we have U ′′(t, x)≥
−C, for some C ≥ 0. For x /∈ supps ρfc(t), a similar bound holds true by
construction. Thus U ′(t, x) satisfies (4.4) uniformly in t≥ 0. Further, since
U ′(t, x) + x∼ x, as |x| →∞, (4.5) also holds uniformly in t≥ 0.
On Ω, we can extend the reasoning above to Û ′(t, x), ∂tÛ
′(t, x), for N
sufficiently large. For example, the arguments in (A.23)–(A.24) can be ex-
tended to the finite N case by using (3.3) and Lemma 3.6. Let again s ≡
min{r′−, r′+}/2. Then for x ∈ supps ρfc(t) we have by Lemma 3.6 that |m̂fc(t, x+
iη)−mfc(t, x+ iη)| ≤N−cα0 , for some c > 0, on Ω for all η ≥ 0 and all t≥ 0.
Together with (A.21) we can conclude that |Û ′(t, x) − U ′(t, x)| ≤ N−cα0/2
on Ω, for x∈ supps ρfc(t). We also have |∂xm̂fc(t, x+iη)−∂xmfc(t, x+iη)| ≤
CN−cα0 , for x satisfying min{|x−L+|, |x−L−|} ≥ s, as can be checked as in
the proof of Lemma 3.6. Hence, combining this last statement with the reg-
ularity of Ĉϑ± claimed in Lemma A.3, we have |Û ′′(t, x)−U ′′(t, x)| ≤N−cα0 ,
for x ∈ supps ρfc(t), t≥ 0, on Ω for N sufficiently large. This conclusion can
be extended to arbitrary Û (n). Similarly, one checks that U (n)(t, x), n ∈ [[1,3]]
are continuous functions of t≥ 0. For x /∈ supps ρfc(t), these properties follow
directly from the definition of Û ′ above. Thus Û ′(t, x) satisfies (4.4) and (4.5)
with uniform constants for all t≥ 0 and N sufficiently large on Ω.
Finally, the potentials Û(t) and U(t) are “regular” as follows from Lem-
mas 3.5 and 3.6. 
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