Development of a speaker diarization procedure using machine learning techniques by KATRAŠNIK, MARKO
Univerza v Ljubljani
Fakulteta za elektrotehniko,
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Z naraščajočim številom pametnih naprav je spremljanje medosebnih interakcij
uporabnikov v raziskovalne namene in za namene pametnega prilagajanja aplika-
cij vedno bolj enostavno. Veliko koristnih podatkov lahko pridobimo s snemanjem
in analizo pogovorov. Med možne načine analize govornih posnetkov se uvrščajo
tudi zaznavanje prisotnosti govora, ugotavljanje števila govorcev in določanje se-
gmentov v katerih je govoril posamezen govorec.
V ta namen se uporabljata postopka detekcije govora in diarizacije govorcev.
V tem diplomskem delu za rešitev problemov detekcije in diarizacije govorcev
uporabimo obstoječa orodja in njihovo delovanje prilagodimo našim potrebam.
Detektor govora deluje z algoritmom logistične regresije. Detekcija govora pred-
stavlja prvo komponento splošnega modela diarizacije govorcev. Sledita še iskanje
mej med segmenti govorcev in združevanje segmentov istega govorca. Pri tem
uporabimo pogosto uporabljene metode na podlagi Bayesovega informacijskega
kriterija. Za razvoj in testiranje uporabimo obstoječe prosto dostopne zbirke,
pripravili pa smo tudi manǰso lastno zbirko posnetkov.
Razviti detektor govora dosega povprečno točnost detekcije skoraj 90 % in
deluje v realnem času. Rezultati diarizacije govorcev na prosto dostopnih zbirkah
so primerljivi s podobnimi postopki iz literature. Na posnetkih iz naše zbirke,
ki najbolje predstavljajo zahtevneǰsi tip posnetkov, za katerega smo postopek
razvili, pa od testiranih postopkov edini vrne uporabne rezultate.





With the growing number of smart devices, monitoring interpersonal interactions
of users for research purposes and smart app adaptations is becoming increasingly
easy. A lot of useful information can be obtained by recording and analysing
conversations. When analysing voice recordings details like presence of speech,
number of speakers and when and how much each of participants spoke are of
interest.
For this purpose, voice activity detection and speaker diarization are used. In
this thesis, we use existing tools to solve problems of voice activity detection and
speaker diarization and adapted them to our needs. The voice activity detector
uses a logistic regression algorithm. Voice activity detection is the first com-
ponent of a general model of speaker diarization. It is followed by the speaker
segment boundary detection and the merging of the segments that belong to the
same speaker. We use commonly used methods based on the Bayesian informa-
tion criterion. Existing freely available datasets were used for development and
testing, and we also prepared a small collection of our recordings.
The voice activity detector that we developed achieves an average accuracy of
almost 90 % and can operate in real-time. The results of speaker diarization on
freely available datasets are comparable to similar procedures from the literature.
On our dataset, which best represents the type of recordings for which we have
developed the procedure, our method was the only one from the ones we tested
that returned useful results.
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3.1.1 Akustične značilke . . . . . . . . . . . . . . . . . . . . . . 18
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šumom
Seznam uporabljenih kratic xix
STRAW Research about STRess At
Work
raziskava o stresu na delovnem
mestu
SVM support vector machine metoda podpornih vektorjev
TDOA time delay of arrival časovni zamik prihoda zvočnega
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1 Uvod
V današnjem času smo obkroženi z napravami, ki zajemajo različne podatke, ki
se lahko uporabijo za analizo situacije, v kateri je uporabnik. Imenujemo jo tudi
kontekst uporabnika. Običajno ga sestavljajo podatki, kot so lokacija, fizična ak-
tivnost, temperatura okolice, prisotnost ostalih oseb v bližini in podobno. Čeprav
imamo zaradi neodgovornega ravnanja velikih podjetij s takimi podatki o tem
večinoma negativno mnenje, raziskovalcem omogočajo odkrivanje novih znanj, ki
lahko izbolǰsajo kakovost življenja.
Pri spremljanju konteksta uporabnika je pomembna tudi analiza medosebnih
interakcij. Veliko podatkov o tem lahko pridobimo z uporabo govornih tehnolo-
gij, saj je govor najbolj osnoven način komunikacije med ljudmi. Iz posnetkov
pogovorov lahko ugotovimo, o čem so sodelujoči govorili, kakšno je bilo njihovo
razpoloženje, koliko ljudi je sodelovalo v pogovoru, kdo je govoril kdaj in koliko, v
nekaterih primerih tudi o okolju, v katerem so se nahajali, in še bi lahko naštevali.
1.1 Motivacija
Zbiranje podatkov o kontekstu uporabnika je glavni namen aplikacije, ki jo raz-
vijamo v okviru raziskave o stresu na delovnem mestu (angl. Research about
STRess At Work – STRAW) [1]. Glavni cilj raziskave pa je analiza in modelira-
nje razmerij med doživljanjem stresa na delovnem mestu, delovnimi aktivnostmi
in dogodki ter fiziološkimi signali in vedenjskimi odzivi, ki jih je mogoče zaznati s
tehnologijo. Analiza in modeliranje se izvajata v realnem času. Z aplikacijo zbi-
ramo tri vrste podatkov, in sicer podatke, ki jih podajo uporabniki z odgovori na
vprašalnike, samodejno pridobljene podatke o interakciji z mobilnim telefonom in
1
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senzorske podatke. Poleg tega se s pametno zapestnico Empatica1 zbirajo senzor-
ski podatki o telesni aktivnosti in fiziološki signali. Tako pridobljene podatke o
kontekstu lahko povežemo z doživljanjem stresa, kar nam bo pomagalo pri iskanju
njegovega izvora.
Predpostavljamo, da ima tudi govorna interakcija velik vpliv na kontekst upo-
rabnika. V dveh raziskavah, v katerih se prav tako ukvarjajo z zbiranjem podatkov
z namenom iskanja konteksta stresnih situacij [2, 3], kot pomembno navajajo tudi
uporabo mikrofona oziroma detekcijo pogovorov.
Poleg prisotnosti govora nas zanima še število govorcev ter koliko časa in kdaj
je govoril posamezen govorec. O pogovorih, ki jih želimo analizirati, nimamo
predhodnega znanja, kar pomeni, da potrebujemo postopek, ki deluje v različnih
akustičnih razmerah, ni odvisen od uporabljene snemalne opreme in samodejno
določi število prisotnih govorcev. Dodatna zahteva je, da postopek ne zbira
občutljivih osebnih podatkov. Za rešitev predstavljenih problemov uporabimo
postopka detekcije govora (angl. voice activity detection – VAD) in diarizacije
govorcev (angl. speaker diarization).
V okviru raziskave STRAW bi bilo gotovo zanimivo tudi zaznavanje raz-
položenja in vsebine pogovora. Zaznavanje razpoloženja je še vedno zelo zahteven
problem, zato na posnetkih v šumnem okolju ne bi morali pričakovati zanesljivega
delovanja. Z ugotavljanjem vsebine pogovorov pa bi preveč posegali v zasebnost
uporabnikov.
Bločna shema naše aplikacije za zbiranje podatkov, v katero vključimo po-
stopke za analizo pogovorov, je prikazana na sliki 1.1. Komponenti za spre-
mljanje interakcije z mobilnim telefonom in senzorskih podatkov vsebujeta več
manǰsih komponent, ki skrbijo za zajem posameznih podatkov. Komponenta za
interakcijo z mobilnim telefonom tako zbira podatke kot so dnevnik opravljenih
telefonskih klicev in število prejetih obvestil iz nameščenih aplikacij. Komponenta
senzorskih podatkov pa uporablja fizične senzorje prisotne v telefonu, kot sta po-
speškomer in senzor svetlobe. Tej komponenti želimo dodati še zajem podatkov















Slika 1.1: Bločna shema aplikacije za zbiranje podatkov o kontekstu uporabnika.
Detektor govora označi segmente akustičnega signala, kjer je prisoten govor.
Detekcija govora je pomemben prvi korak v številnih postopkih analize govornega
signala, saj običajno želimo analizirati le dele posnetka, kjer je prisoten govor.
Akustični signali so zelo nepredvidljivi in lahko vsebujejo zvoke različnih izvorov,
ki se med seboj tudi prekrivajo. Lastnosti teh zvokov nam v naprej niso znane,
detekcijo pa dodatno otežuje različnost karakteristik govora različnih govorcev
[4].
Diarizacija govorcev pa je proces označevanja posnetka z informacijo o tem,
kateremu govorcu pripadajo določeni segmenti v posnetku. S tem odgovori na
vprašanje “Kdo je govoril kdaj?” (angl. “Who spoke when?”). Oznake govorcev
so abstraktne, saj postopek deluje brez predhodnega znanja o posnetku in govor-
cih. S tem ustreza zahtevi, da z njim ne zbiramo občutljivih osebnih podatkov.
Diarizacija govorcev se uporablja predvsem kot korak v postopku predpriprave na
razpoznavanje govora. Z informacijo o tem, kateremu govorcu pripadajo posame-
zni segmenti govornega posnetka, lahko tudi obogatimo prepise posnetkov novic,
sestankov, pogovorov z zdravnikom, sodnih postopkov itd. Raziskave na področju
diarizacije govorcev so bile najprej usmerjene v analizo posnetkov telefonskih po-
govorov, kasneje pa posnetkov novic oziroma radijskih in televizijskih oddaj. V
zadnjih letih so se raziskave o diarizaciji govorcev usmerile v analizo posnetkov
sestankov [5] in ravno sestanki so tip pogovora, ki nas pri analizi konteksta na
delavnem mestu najbolj zanima.
4 Uvod
1.2 Cilji
V okviru te diplomske naloge želimo z uporabo govornih tehnologij pridobiti
informacije o govorni interakciji, ki bodo uporabljene v okviru analize širšega
konteksta situacije uporabnika.
Diarizacija govorcev je običajno sestavljena iz treh glavnih komponent, in sicer
iz detekcije govora, iskanja mej med segmenti govorcev in združevanja segmentov
istega govorca. Vse tri komponente so prikazane na sliki 1.2.
1 – Detektor govora
2 – Iskanje mej med govorci
3 – Združevanje segmentov istega govorca
Slika 1.2: Tri glavne komponente diarizacije govorcev
Prvi cilj te diplomske naloge je razvoj postopka detekcije govora. Razlog za
ločeno obravnavo te komponente je pomembnost detekcije govora za delovanje
celotnega sistema. Posnetki, ki jih obravnavamo, namreč niso pridobljeni v
kontroliranem okolju, zaradi česar vsebujejo različne motnje iz okolice. Pri ra-
zvoju detektorja govora se ukvarjamo predvsem z izborom primernih akustičnih
značilk in algoritma strojnega učenja. Detektor govora mora biti razvit tako, da
ga bo kasneje mogoče uporabiti v aplikaciji za mobilne naprave z operacijskim
sistemom Android.
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Drugi cilj diplomske naloge je razvoj celotnega postopka diarizacije govorcev,
s katerim pridobimo podatek o številu sodelujočih v pogovoru ter kdaj in koliko
je govoril vsak od udeležencev. V postopku diarizacije govorcev želimo uporabiti
naš detektor govora. Za iskanje mej med segmenti govorcev in združevanje se-
gmentov po govorcih, pa uporabimo obstoječe pogosto uporabljene algoritme in
jih prilagodimo našemu problemu. Prilagodimo jih z nastavitvijo parametrov in
izborom najprimerneǰse kombinacije razpoložljivih komponent. Pri tem se osre-
dotočimo na področje posnetkov sestankov, saj je tak tip posnetkov od pogosto
obravnavnih najbolj podoben našim. Poleg tega želimo, da postopek dobro deluje
v primeru snemanja z mobilnim telefonom, kjer kakovost mikrofonov ni najbolǰsa,
ni pa predvideno, da bi se postopek diarizacije govorcev izvajal na mobilnem tele-
fonu. Uporabimo obstoječe prosto dostopne zbirke označenih zvočnih posnetkov,
pripravili pa smo tudi manǰso lastno zbirko posnetkov pogovorov.
1.3 Struktura dela
Diplomsko delo je razdeljeno na pet poglavij. V uvodu na kratko predstavimo
probleme, ki jih rešujemo in cilje našega dela. V poglavju 2 sledi pregled sorodnih
del, ki ga razdelimo na dve podpoglavji. Ločeno predstavimo dela na področju
detekcije govora in celotne diarizacije govorcev. Na enak način razdelimo tudi
ostala poglavja. V tretjem poglavju predstavimo uporabljene metode. Pri de-
tekciji govora opǐsemo uporabljene značilke in uporabljen algoritem strojnega
učenja, pri diarizaciji govorcev pa predvsem delovanje posameznih komponent.
V poglavju 4 najprej predstavimo uporabljene zbirke podatkov in orodja, nato
sledi predstavitev rezultatov, primerjava z referenčnimi postopki in možnosti za
nadaljnje delo. V zaključku povzamemo glavne ugotovitve.
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V tem poglavju predstavimo obstoječa dela na področju detekcije govora in di-
arizacije govorcev. Opǐsemo nekaj pristopov, ki so se uporabljali v preteklosti,
podobne kot smo jih uporabili v našem delu, na kratko pa predstavimo tudi
postopke, ki zaradi različnih razlogov za naše delo niso bili primerni, vendar
obljubljajo še bolǰse delovanje.
2.1 Detekcija govora
Detekcijo govora je mogoče implementirati na zelo različne načine, kar potrjuje
različnost člankov na to temo. Postopki so lahko zelo preprosti, primer takega je
opisan v [6], kjer avtorji predstavijo zaznavanje govora s pomočjo kratkočasovne
energije in številom prehodov skozi ničlo (angl. zero-crossing rate – ZCR). Obe
uporabljeni značilki sta izračunani v časovni domeni, zaradi česar je tak postopek
računsko nezahteven, vendar ob prisotnosti šuma hitro postane nezanesljiv.
V [7] predstavijo postopek, ki kratkočasovni energiji namesto števila prehodov
skozi ničlo doda najbolj dominantno frekvenčno komponento (angl. most domi-
nant frequency component) in ploščatost spektra (angl. spectral flatness), ki sta
izračunani v frekvenčni domeni, za odločitev je uporabljen algoritem glasovanja.
V praksi to pomeni, da morata biti vsaj dve od navedenih značilk nad določeno
mejo, vrednost katere se v tem primeru sproti prilagaja. V [8] predlagajo še
četrto značilko, in sicer spektralne vrhove (angl. spectral peaks). S spektralnimi
vrhovi ugotavljajo prisotnost samoglasnikov, ki naj bi bili v delih posnetka, kjer
ni govora, precej redki.
7
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V [9] je predstavljen detektor govora G.729 Annex B, ki je standardiziran s
strani Mednarodne telekomunikacijske zveze1 (International Telecommunication
Union – ITU) in se uporablja v telefoniji preko internetnega protokola (angl.
Voice over Internet Protocol – VoIP). Za odločitev uporablja statistično modeli-
ranje, izbrane značilke pa so koeficienti linearne napovedi v z-domeni (angl. line
spectral pairs – LSP), energija polnih frekvenčnih pasov (angl. full-band energy),
nizkopasovna energija (angl. low-band energy) in število prehodov skozi ničlo. Z
uporabo detektorja govora se lahko zniža potrebna količina prenesenih podatkov
med telefonskim klicem, saj se podatki lahko prenašajo le ob prisotnosti govora.
V preglednem članku [10] je navedeno, da se za detekcijo govora najpogosteje
uporablja pristop z mešanicami Gaussovih porazdelitev (angl. Gaussian mixure
models – GMM), nekateri pa uporabijo še modeliranje s prikritimi Markovovimi
modeli (angl. hidden Markov models – HMM). GMM je tip verjetnostne poraz-
delitve, ki je sestavljena kot linearna kombinacija več Gaussovih porazdelitev.
Tako lahko dobro modeliramo govorne lastnosti posameznih govorcev. HMM je
predstavljen kot naključni avtomat s končno množico stanj in povezavami med
njimi [4]. Trenutno stanje HMM je odvisno le od predhodnega stanja. Stanja v
takem modelu predstavljajo govorci, povezave med stanji pa prehodi med govorci.
Prednost modelov HMM je, da upoštevajo tudi časovno spremenljivost govornega
signala.
Pogosto citiran članek na temo detekcije govora je [11], v katerem je opi-
san postopek, kjer uporabijo ločene modele za razrede šuma, govora in govora
v šumnem okolju. Za napoved najbolj verjetnega razreda je uporabljen test z
razmerjem verjetij (angl. likelihood ratio test). Poleg tega je predlagana tudi
uporaba prikritih Markovovih modelov.
Žibert v doktorski disertaciji [12] predstavi tudi izbolǰsano tehniko za detek-
cijo govora. Opǐse uporabo fonetičnih značilk za detekcijo govora, ki so prido-
bljene s preprostim razpoznavalnikom govora. Kjer je v signalu prisoten govor,
pričakuje smiselno delovanje razpoznavalnika, vendar je delovanje odvisno od je-
zika. Zato predlaga dve skupini fonetičnih značilk, prva je izpeljana na podlagi
parov soglasnik-samoglasnik, druga pa zvenečih in nezvenečih glasovnih enot. Z
uporabo fonetičnih značilk detekcija govora deluje bolj stabilno na širšem po-
1Spletna stran: https://www.itu.int/en/Pages/default.aspx
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dročju izbora vnaprej nastavljenih parametrov kot ob uporabi akustičnih značilk.
Najbolǰse rezultate pa doseže z uporabo fuzije fonetičnih značilk na podlagi pa-
rov soglasnik-samoglasnik in kepstralnih koeficientov melodičnega spektra (angl.
mel-frequency cepstral coefficients – MFCC).
V članku [13] opisujejo implementacijo detekcije govora, ki deluje v realnem
času na mobilnih napravah z operacijskima sistemoma Android in iOS. Veliko
odločitev so sprejeli na podlagi želje, da je postopek računsko učinkovit. Za
značilke uporabljajo periodičnost frekvenčnih pasov (angl. band-periodicity), en-
tropijo frekvenčnih pasov (angl. band-entropy), spektralni pretok (angl. spectral
flux) in odstopanje moči frekvenčnih podpasov (angl. subband power spectral de-
viation), razvrstitev v najbolj verjeten razred pa izvedejo z naključnim gozdom
(angl. random forest). Koda za izračun značilk in klasifikacijo je napisana v pro-
gramskem jeziku C, kar tudi pozitivno vpliva na hitrost. Ta detektor govora so
razvili v okviru projekta za izbolǰsanje slušnih aparatov.
V okviru istega projekta so kasneje razvili še en postopek, ki sledi sodobnim
trendom na tem področju, to je z nevronsko mrežo (angl. neural network). V
[14] tako predstavijo aplikacijo za detekcijo govora z uporabo konvolucijske ne-
vronske mreže (angl. convolutional neural network – CNN), ki tako kot preǰsnja
deluje v realnem času na mobilnih procesorjih. Na vhod CNN pošljejo slike lo-
garitmov energije nizov melodičnih frekvenčnih pasov (angl. log-mel filterbank
energy images), ki naj bi bile najprimerneǰse za uporabo v kombinaciji s CNN.
Te slike pridobijo tako, da za posamezna okna akustičnega signala izračunajo
spektralne koeficiente melodičnega spektra (angl. mel-frequency spectral coeffici-
ents – MFSC) in jih zaporedno zlagajo v matriko oziroma sliko. Konvolucijska
nevronska mreža je naučena tako, da v takih slikah razvrsti segmente na govorne
in ne-govorne.
Zaradi vzpodbudnih rezultatov z uporabo nevronskih mrež v ostalih projektih
tudi v [15] uporabijo to tehniko, natančneje dve zaporedni globoki nevronski mreži
(angl. deep neural network). Namen prve je, da značilke signala pretvori tako, da
ne vsebujejo več šuma. Druga globoka nevronska mreža tako na vhodu prejme
očǐsčene značilke, s čimer se poveča verjetnost pravilne razvrstitve na govorne in
negovorne dele signala.
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Na področju govornih tehnologij je aktivno tudi podjetje Google. V [16]
opǐsejo uporabo povratnih nevronskih mrež (angl. recurrent neural networks
– RNN) za detekcijo govora. Glavna prednost takih nevronskih mrež je, da
upoštevajo tudi podatke preteklih stanj, kar je pri časovno spremenljivih signa-
lih velika prednost. Poleg tega namesto nelinearnih aktivacijskih funkcij, ki se
običajno uporabljajo v nevronskih mrežah, predlagajo uporabo kvadratnih funk-
cij v vozlǐsčih nevronske mreže. Od običajnih aktivacijskih funkcij se ločijo po
tem, da se vhodne vrednosti množijo tudi z matriko uteži in ne le z vektorjem
uteži. Z uporabo omenjenih tehnik zmanǰsajo velikost modelov in število potreb-
nih parametrov v primerjavi z detektorji govora na podlagi mešanic Gaussovih
porazdelitev.
Nekaj del na temo detekcije govora predlaga uporabo več mikrofonov, tako da
je mogoče odstraniti dele signala, ki ne prihajajo iz iste smeri kot govor. Vendar so
taki postopki bolj uporabni za primere, kjer je znana smer, iz katere pričakujemo
govor. Primer take aplikacije so govorni asistenti, kjer je pričakovano, da bo
uporabnik govoril proti sprednji strani telefona, kot je opisano na primer v [17].
Signala iz dveh mikrofonov sta najprej uporabljena za odstranjevanje šuma iz
okolice, v nadaljnjih korakih pa se uporablja združen signal. Odločitev je sprejeta
na podlagi komponente, ki računa energijo v vsakem oknu, in komponente, ki
uporablja mešanice Gaussovih porazdelitev na podlagi trifonov, zaradi česar je
model odvisen od slovnice. V [18] pa so predstavili postopek z uporabo več
mikrofonov, pri čemer je še večji poudarek na detekciji smeri signala. Vsi signali,
ki ne pridejo iz pričakovane smeri, so označeni kot ne-govor.
2.2 Diarizacija govorcev
Prvi postopki za diarizacijo govorcev so bili namenjeni posnetkom telefonskih
pogovorov, pri katerih pogosto že vnaprej vemo, da sta bila v pogovoru prisotna
dva govorca, s čimer odpade potreba po iskanju najprimerneǰsega končnega števila
rojev (angl. cluster) oziroma govorcev. Primer takega dela opǐsejo v [19]. Prvi
korak njihovega postopka je detekcija delov posnetka, kjer sta oba govorca govo-
rila hkrati. To detekcijo izvedejo s prikritimi Markovovimi modeli. Diarizacija
govorcev v primeru prekrivajočega govora je sicer še vedno ena večjih težav tudi v
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noveǰsih postopkih. Predstavijo dva postopka, prvi uporablja le delno nenadzoro-
vano metodo učenja (angl. unsupervised learning), za enega od govorcev namreč
obstaja že vnaprej naučen HMM model. Drugi pa je popolnoma nenadzorovan in
deluje na predpostavki, da se po vsaki tǐsini v posnetku govorca zamenjata. Na
ta način ne dobijo končnega rezultata, ampak le delitev podatkov, s katerimi za
vsakega govorca naučijo HMM, ki je potem uporabljen za diarizacijo.
Kasneje so se raziskave usmerile na področje posnetkov novic (angl. broadcast
news) oziroma raznih radijskih in televizijskih oddaj. Taki posnetki so za diariza-
cijo precej zahtevneǰsi, saj število govorcev ni znano vnaprej, lahko se spreminja
akustično ozadje, posnetki pa vključujejo tudi več delov, kjer se govor prekriva
z glasbo, smehom ali ploskanjem [5]. Čeprav se v tem delu posvetimo diarizaciji
govorcev v posnetkih sestankov, so k razvoju uporabljenih postopkov pomembno
prispevale raziskave za diarizacijo posnetkov novic.
V članku [10] iz leta 2006 so predstavljeni pogosti pristopi k problemu diari-
zacije govorcev v posnetkih novic. Predstavljene so posamezne komponente, ki
v različnih pristopih niso uporabljene v enakem vrstnem redu. Za iskanje mej
med segmenti v obravnavanih delih najpogosteje uporabljajo metodi na podlagi
Bayesovega informacijskega kriterija (angl. Bayesian information criterion – BIC)
in Gaussove divergence. Obe primerjata dva zaporedna segmenta v posnetku in
podata odločitev, če pripadata istemu viru oziroma govorcu.
Naslednja komponenta, ki jo uporabljajo nekateri pristopi, je klasifikacija na
podlagi spola in pasovne širine zvočnega posnetka. Tako je lahko združevanje
segmentov po govorcih oziroma rojenje (angl. clustering) bolje prilagojeno na
tip govora. Za korak rojenja kot najpogosteje uporabljeno navajajo metodo hi-
erarhičnega rojenja (angl. hierarhical agglomerative clustering – HAC) z ustavi-
tvenim kriterijem BIC. Ta se uporablja tudi kot mera podobnosti med roji. S
kriterijem BIC se na podlagi modelov, ki sta naučena za dva roja odloči, ali pri-
padata istemu govorcu ali ne. V nekaterih pristopih sta segmentacija in rojenje
združena v eni komponenti. Primer take metode uporablja razvijajoče se pri-
krite Markovove modele (angl. evolutive hidden Markov model – E-HMM), kjer
vsako stanje predstavlja enega govorca, model prehodov pa menjave govorcev.
Novi govorci in prehodi med njimi se dodajajo med postopkom diarizacije. Nato
lahko sledi še ponovno združevanje rojev, ki z navzkrižnim razmerjem logaritmov
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verjetja (angl. cross log-likelihood ratio – CLR) ǐsče najbolj podobne roje. V
tem koraku so običajno uporabljene normirane značilke, s čimer se zmanǰsa vpliv
akustičnega ozadja.
Zadnja komponenta je pogosto ponovna segmentacija z uporabo Viterbijevega
dekodirnika (angl. Viterbi decoder), s čimer se izbolǰsa začetna segmentacija,
lahko pa se h končnemu rezultatu diarizacije govorcev dodajo še kratki segmenti,
ki so pri nekaterih postopkih v preǰsnjih korakih odstranjeni. Primer članka s
takim klasičnim pristopom je [20], kjer pokažejo, da je kriterij BIC primeren za
uporabo pri segmentaciji in rojenju.
Žibert v [12] predstavi nekaj zanimivih predlogov za izbolǰsanje iskanja mej
segmentov in združevanja segmentov po govorcih. Veliko pozornosti nameni rela-
tivno določenim pragom, s čimer se zmanǰsa vpliv vnaprej določenih parametrov.
Za segmentacijo predlaga dva nova postopka. Prvi temelji na kriteriju BIC, pri
katerem se vrednost utežnega faktorja prilagaja na posnetek in posledično ni od-
visna od razvojne zbirke. Utežni faktor je vnaprej nastavljena vrednost, ki je
vključena v kriterij BIC in neposredno vpliva na prag odločitve. Drug predlog pa
je postopek segmentacije z združevanjem različnih predstavitev zvočnih posnet-
kov, kjer je združena segmentacija, kjer so bili kot značilke uporabljeni MFCC,
in segmentacija z uporabo njihovih prvih odvodov ∆MFCC.
Pri združevanju segmentov po govorcih pa Žibert opisuje predvsem predstavi-
tve segmentov in kriterije za ustavitev rojenja. Za združevanje uporablja pogosto
rabljen postopek hierarhičnega rojenja. Za predstavitev segmentov je preizkusil
in izbolǰsal postopek, ki je sicer osnova za razpoznavanje govorcev. Akustični
informaciji, ki je običajno uporabljena v takih postopkih, doda še prozodično. Za
ustavitveni kriterij rojenja pa predlaga dva postopka, in sicer skupni kriterij BIC
in relativno mero napake med ujemanjem referenčnih in samodejno pridobljenih
in označenih segmentov (angl. diarization error rate – DER) z dvema rojenjema.
Pri prvem ǐsče število rojev oziroma modelov, pri katerem je (prilagojen) kriterij
BIC največji. S takim kriterijem se odloči, ali je celoten posnetek bolje opisati z
več ali z manj roji. Pri drugem pa ǐsče optimalno število rojev oziroma govorcev
na podlagi rezultatov razvrščanja z uporabo mere DER. Ker pri samodejni diari-
zaciji govorcev referenčnih oznak ni na voljo, z mero DER računa ujemanje dveh
različnih postopkov rojenja za vsako možno število govorcev. Mera DER ima
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lokalni maksimum pri številu rojev, ki je najverjetneje enako dejanskemu številu
govorcev v posnetku.
Kasneje so se raziskave usmerile na področje posnetkov sestankov [5]. To po-
dročje je še zahtevneǰse od posnetkov novic, za kar obstaja več razlogov. Govor
v televizijskih in radijskih oddajah je večinoma prebran ali pripravljen vnaprej,
zaradi česar so segmenti bolj homogeni, vsebujejo manj prekinitev, predvsem pa
so zamenjave govorcev veliko manj pogoste. Poleg tega posnetki sestankov vse-
bujejo tudi precej več prekrivajočega govora. Imajo pa taki posnetki običajno
manǰse število govorcev. Druga razlika so uporabljeni mikrofoni, saj je pri no-
vicah v ospredju kakovost posnetkov, pri sestankih pa se bolj upošteva udobje
udeležencev, zaradi česar so mikrofoni bolj oddaljeni od govorcev in imajo po-
snetki slabše razmerje med signalom in šumom (angl. signal-to-noise ratio – SNR).
V [21] predlagajo metode za diarizacijo govorcev v posnetkih novic, ki so pri-
lagojene za zahtevneǰse področje posnetkov sestankov. Predstavijo postopek za
diarizacijo govorcev, ki tri standardne korake, detekcijo govora, iskanje mej med
segmenti in rojenje segmentov, obravnava kot en iterativen problem, opǐsejo pa
tudi predloge izbolǰsav za vsakega od korakov. Pri segmentaciji običajnemu po-
stopku, ki meje ǐsče od leve proti desni (od začetka proti koncu posnetka), dodajo
še postopek od desne proti levi in uporabijo unijo najdenih segmentov, s čimer
zmanǰsajo negativen vpliv zveznih prehodov med govorci. Rojenje segmentov po
govorcih razdelijo na dva dela. Najprej hierarhično rojenje izvedejo na manǰsih
podskupinah segmentov, kar imenujejo lokalno rojenje, nato pa še globalno na
celotnem posnetku. Tako so roji na začetku globalnega rojenja že večji, s čimer
se zmanǰsajo napake, ki nastanejo zaradi velikih razlik v velikosti rojev. Sledi
računanje matrike podobnosti (angl. similarity matrix) med segmenti in roji, s
čimer odpravijo nekatere napake, ki nastanejo v postopku hierarhičnega roje-
nja. Postopki računanja matrike podobnosti, posodabljanja rojev na podlagi te
matrike in iskanje mej v segmentih se iterativno ponavljajo, dokler postopek ne
najde več novih mej med segmenti.
V podjetju Google predlagajo tudi napreden postopek diarizacije govorcev
[22]. Tudi za rešitev tega problema uporabijo nevronske mreže in predstavijo
postopek, ki deluje na podlagi nadzorovanega učenja (angl. supervised learning)
in za razliko od večine postopkov za diarizacijo govorcev deluje v realnem času.
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Postopek imenujejo povratna nevronska mreža z neomejenim prepletenim stanjem
(angl. unbounded interleaved-state recurrent neural network - UIS-RNN).
Ta postopek je eden redkih, pri katerem avtorji večjo pozornost namenijo
tudi hitrosti diarizacije. V [23] problem časovne zahtevnosti rešujejo na drugačen
način. Uporabijo bolj klasičen pristop z mešanicami Gaussovih porazdelitev in
kriterijem BIC, časovno učinkovitost pa dosežejo z vzporednim procesiranjem na
grafični kartici. Tako so v testih dosegli čase računanja, ki so bili od 50- do
250-krat manǰsi od trajanja analiziranih posnetkov.
Pri posnetkih sestankov moramo omeniti še eno pogosto lastnost, in sicer
snemanje z več mikrofoni. V našem primeru to na žalost ni bilo uporabno, saj
smo želeli razviti postopek, ki bi deloval ne glede na model pametnega telefona,
razpoložljivost, položaj in število vgrajenih mikrofonov pa med različnimi napra-
vami ni niti približno enako. Uporaba več mikrofonov in posledično izbolǰsanje
rezultatov je lepo opisano v [24]. V predstavljenem postopku združijo uporabo
klasičnih značilk MFCC in časovni zamik prihoda zvočnega signala (angl. time
delay of arrival – TDOA). Z uporabo več mikrofonov namreč lahko primerjamo
razlike v času prihoda določenega signala do vsakega od mikrofonov. V članku
navajajo, da so značilke TDOA uporabne predvsem za izbolǰsanje segmentacije,
MFCC pa pri rojenju segmentov po govorcih.
Uporaba več mikrofonov je kot največja razlika med pristopi k diarizaciji po-
snetkov novic in posnetkov sestankov navedena tudi v pregledu postopkov iz leta
2010 [5]. Prva možnost uporabe predvideva združitev rezultatov ločene diarizacije
govorcev na posnetku iz vsakega mikrofona. V drugi segmentacija podobno kot
v preǰsnjem primeru poteka ločeno na vsakem posnetku, rojenje pa le na tistih z
najbolǰsim razmerjem med signalom in šumom. V nekaterih pristopih se najprej
posnetki iz več virov združijo v en mono posnetek, oziroma posnetek s samo enim
tokom podatkov, pri čemer izbolǰsajo razmerje med signalom in šumom, vendar
se s tem izgubi podatek o različnem času prihoda signala do posameznih mikro-
fonov. Ker pa je ta podatek zelo koristen, večina pristopov uporablja akustično
oblikovanje snopa (angl. acustic beamforming). Ta pristop uporablja algoritem z
zakasnitvijo in vsoto (angl. delay-and-sum algorithm), s katerim pridobijo značilke
TDOA, kot je to predstavljeno v članku [24], opisanem v preǰsnjem odstavku. Pri
ostalih korakih se metode ne razlikujejo veliko od tistih, namenjenim posnetkom
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novic. Pri segmentaciji je še vedno najbolj uporabljen kriterij BIC, ki je v ne-
katerih delih prilagojen, da se zmanǰsa odvisnost od razvojne zbirke. Pogosto je
uporabljen tudi pristop z iterativnim izbolǰsevanjem, kot je to predstavljeno v
zgoraj opisanem članku [21]. Kot perspektivni pristopi so navedeni še lokalizacija
govorcev, uporaba prozodičnih značilk in detekcija prekrivajočega govora, primer
česar je predstavljen v [25]. Nadaljnje izbolǰsanje rezultatov je mogoče tudi z




Pri pripravi detektorja govora za osnovo vzamemo postopek iz literature, ki so ga
avtorji uspešno implementirali v aplikaciji za mobilne telefone [13]. Pristnost
govora določajo na podlagi nabora akustičnih značilk in algoritma strojnega
učenja. Pri našem delu uporabimo le osnovno strukturo postopka, z namenom
čim bolǰsega delovanja za naš primer uporabimo drugačen in večji nabor značilk
in drug algoritem strojnega učenja. Podatke predstavimo z različnimi značilkami,
uporabimo tako preproste, kot tudi bolj kompleksne. Za računanje napovedi ra-
zreda pa uporabimo logistično regresijo (angl. logistic regression).
Ostale komponente diarizacije govorcev obravnavamo skupaj in so opisane
v razdelku 3.2. Osnova za naš postopek diarizacije govorcev je predstavljena v
članku o uporabljenem orodju “LIUM SpkDiarization” [28]. Predlagan postopek
je namenjen za posnetke novic, zato ga prilagodimo za delovanje na posnetkih
sestankov. To dosežemo s kombiniranjem razpoložljivih komponent, nastavlja-
njem odprtih parametrov komponent in uporabo prej razvitega detektorja govora.
Komponente v postopku delujejo zaporedno, kar pomeni, da večina komponent
na vhodu prejme rezultat preǰsnje. Pri postopku diarizacije govorcev je najprej
potrebno najti točke v posnetku, kjer pride do spremembe govorca, kar nare-
dimo tako, da za dve zaporedni okni ugotavljamo, ali pripadata istemu ali dvema
različnima govorcema. Sledi združevanje segmentov po govorcih, ki ga običajno
v postopku diarizacije izvajamo večkrat na različne načine. Namen teh korakov
je, da združimo segmente v roje tako, da je v vsaki prisoten le govor enega go-
vorca, število rojev pa je enako številu govorcev. Pred končnim združevanjem




V postopku detekcije delov posnetka, kjer je prisoten govor, najprej razdelimo
posnetek na kraǰsa prekrivajoča se okna. Iz posameznih oken nato izračunamo
značilke, za katere s pomočjo algoritma strojnega učenja določimo, ali bolj verje-
tno predstavljajo govor ali pripadajo kakšnemu drugemu zvoku, šumu ali tǐsini.
Vsi trije koraki so prikazani na sliki 3.1.
RAČUNANJE ZNAČILK
DETEKCIJA GOVORA
NE-GOVOR GOVOR GOVOR GOVOR
Slika 3.1: Algoritem detekcije govora.
V nadaljevanju opǐsemo celoten postopek od zajema zvoka do izhoda detek-
torja govora. Predstavitev postopka je napisana na podlagi opisa značilk v orodju
openSMILE [29], ki smo ga uporabili pri našem delu in je opisano v razdelku
4.2.1.1 ter na podlagi opisa algoritmov v orodju Weka [30], ki je predstavljeno v
razdelku 4.2.1.2.
3.1.1 Akustične značilke
Zvok, ki ga zajemamo, je v okolici prisoten v analogni obliki, zato po zajemu
z mikrofonom najprej izvedemo postopka vzorčenja in kvantizacije, s čimer ga
pretvorimo v digitalno obliko, kar imenujemo analogno digitalna pretvorba.
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Za računanje značilk posnetek razdelimo na manǰse podenote, saj bi z
računanjem na celotnem posnetku izgubili informacijo, ki nastane zaradi časovne
spremenljivosti signala. Ta korak imenujemo oknjenje (angl. framing). Z njim
razdelimo posnetek na F kratkih oken. Okna morajo biti dovolj kratka, da je
znotraj enega signal kvazi-stacionaren, kar pomeni, da se statistične lastnosti si-
gnala v času trajanja enega okna skoraj ne spremenijo, po drugi strani pa dovolj
dolga, da še vsebujejo dovolj podatkov za računanje značilk. Najpogosteje so
uporabljene dolžine oken med 25 ms in 32 ms [29]. Dolžino okna označimo z Lf ,
korak, s katerim se pomikamo po posnetku (razlika med začetkoma dveh zapo-
rednih oken), pa s Tf . Lf je običajno večji od Tf , s čimer dobimo prekrivajoča
okna.
V nadaljevanju predstavimo značilke, ki so uporabljene v našem detektorju
govora. Pri tem moramo omeniti, da smo na začetku izvajanja eksperimentov
uporabljali še druge vrste značilk, vendar pregled vseh metod izračuna akustičnih
značilk presega okvir tega dela.
3.1.1.1 Najvǐsja in najnižja vrednost signala
Najvǐsje in najnižje vrednosti oknjenega časovnega signala so od uporabljenih
v tem postopku najpreprosteǰse, saj jih računamo v časovni domeni. Znotraj
vsakega pridobljenega okna poǐsčemo najvǐsjo (angl. maximum signal amplitude)
in najnižjo vrednost signala (angl. minimum signal amplitude). S tem dobimo
podatek o glasnosti na zelo kratkem časovnem intervalu. Sprememba glasnosti
akustičnega signala je najbolj očitna in osnovna sprememba, s katero lahko za-
znavamo prisotnost govora. Vendar pa so vǐsje vrednosti amplitude lahko tudi
posledica šuma v okolici, zaradi česar za večjo robustnost detektorja uporabimo
še druge značilke, ki so opisane v nadaljevanju.
3.1.1.2 Ploščatost spektra
Od tu naprej opisane značilke se računajo v frekvenčni domeni. Preden začnemo
s prehodom v frekvenčni prostor, signal še nekoliko spremenimo, tako da do-
bimo bolǰso podlago za računanje čim bolj informativnih značilk. Zato najprej
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uporabimo postopek predpoudarjanja (angl. pre-emphasis), pri čemer z visokopa-
sovnim filtrom (angl. high-pass filter) poudarimo formantne frekvence v signalu,
ki so prisotne v človeškem govoru [29]. Formanti so resonančne frekvence govor-
nega trakta pri izreki določenega glasu [4]. Predpoudarjen signal xp(n) dobimo
z enačbo:
xp(n) = x(n)− kprex(n− 1), (3.1)
kjer je n indeks odtipka oknjenega časovnega signala, x(n) amplituda v n-tem
odtipku in kpre koeficient predpoudarjanja, ki ima lahko vrednost med 0 in 1, pri
postopkih namenjenim obdelavi človeškega govora je vrednost običajno med 0,9
in 0,97 [29].
Za iskanje najvǐsje in najnižje vrednosti signala uporabimo, segmente prido-
bljene s pravokotnim oknom, kar pomeni, da imamo zelo ostre prehode na začetku
in koncu okna. Za računanje v časovni domeni je najbolje uporabiti taka okna,
saj tako ne spreminjamo vrednosti posameznih odtipkov. Za prehod v frekvenčni
prostor pa takšna niso najbolǰsa [29], saj visoke vrednosti na robovih povzročijo
popačenje v transformaciji. Da bi se temu čim bolj izognili, uporabimo oknjenje
s Hammingovim oknom, ki zniža vrednosti odtipkov na robovih in tako zmanǰsa
popačenje vrednosti v frekvenčnem prostoru. Hammingovo okno je predstavljeno
z enačbo:




kjer sta α = 0,54 in β = 0,46. N je število odtipkov v oknu, n pa opazovan
odtipek.
Za prehod v frekvenčno domeno uporabimo diskretno Fourierovo transforma-
cijo (angl. discrete Fourier transform – DFT), s čimer pridobimo podatek o am-








kjer je x(n) amplituda v n-tem odtipku oknjenega časovnega signala, m pa indeks
diskretne frekvence (angl. spectral bin), za katerega računamo amplitudo in fazo.
Število diskretnih frekvenc označimo z M in je določeno z M = N
2
+ 1. Dejansko
za prehod v frekvenčno domeno uporabimo optimiziran postopek, ki se imenuje
hitra Fourierova transformacija (angl. fast Fourier transformation – FFT).
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Človeško uho ne zaznava faze, zato iz kompleksnega rezultata izračunamo
amplitudo v frekvenčnem prostoru:
XA(m) = |X(m)| =
√
Re(X(m))2 + Im(X(m))2, (3.4)
kjer Re predstavlja realno komponento rezultata Fourierove transformacije, Im
pa imaginarno. Tako pridobljeni podatki niso še najprimerneǰsi za uporabo kot
značilke, saj vsebujejo veliko odvečne informacije, zato iz njih izpeljemo bolǰse
značilke.
Primer take je ploščatost spektra, ki se izračuna kot razmerje med geometrično












Kjer ml in mu predstavljata najnižjo in najvǐsjo diskretno frekvenco v spektralni
domeni. Spekter je bolj ploščat ob šumu, še posebej belem. Vrednost pa pade
ob prisotnosti izrazitih vrhov v spektru, na primer harmonikov, ki so značilni za
govor. Tak odziv na razlike v spektru, ko je prisoten človeški govor, je bil razlog,
da uporabimo to značilko. Vendar pa se vrednost te značilke lahko zmanǰsa tudi
zaradi prisotnosti posameznih tonov ali moduliranega šuma.
3.1.1.3 Kepstralni koeficienti melodičnega spektra
Človeško uho zvok zaznava nelinearno, zato v nadaljevanju predstavimo nekaj
postopkov in značilk, ki upoštevajo karakteristike človekove zaznave zvoka. Med
najpogosteje uporabljenimi značilkami, ki temeljijo na teh lastnostih so kepstralni
koeficienti melodičnega spektra [29], računanje pa zahteva različne korake, kjer je
v vsakem v ospredju posnemanje odziva človeškega sluha. Najprej iz frekvenčnega
spektra izračunamo močnostni spekter (angl. power spectrum) po enačbi:
XP (m) = XA(m)
2. (3.6)
Tak spekter za človeški sluh vsebuje veliko redundantnih podatkov, saj so
vrednosti moči v frekvenčnem prostoru določene zelo gosto. Človek pa ob priso-
tnosti dveh podobnih frekvenc običajno zazna le glasneǰso, zato število vrednosti
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moči zmanǰsamo na B frekvenčnih pasov. To dosežemo z uporabo zaporedja mel
filtrov, ki so sestavljeni iz trikotnikov, ki so enako oddaljeni in široki glede na




















Slika 3.2: Melodična skala.
Ta prikazuje enako razdaljo med frekvencami glede na človekovo zaznavo, saj
bolje zaznavamo razlike pri nizkih kot pri visokih frekvencah. Vsak trikotnik v
zaporedju mel filtrov se začne v sredǐsču preǰsnjega in konča v sredǐsču naslednjega

















Slika 3.3: Zaporedje mel filtrov.











b (m) zaporedje mel filtrov v frekvenčni domeni in b indeks fre-
kvenčnega pasu v melodičnem spektru.
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P (b) > Xfloor
Xfloor sicer,
(3.8)
kjer je Xfloor vnaprej nastavljena vrednost (običajno 10
−8) na katero nastavimo
velike negativne rezultate logaritmiranja, ki so posledica kvantizacijskega šuma
in bi motile analizo signala.
Naslednji korak je diskretna kosinusna transformacija, s katero dobimo K




















kjer je k indeks kepstralnega koeficienta, b tako kot v enačbah 3.7 in 3.8 in-
deks frekvenčnega pasu v melodičnem spektru in B število frekvenčnih pasov
melodičnega spektra.
S tem izvedemo prehod v kepstralno domeno, ki je dejansko spekter loga-
ritma spektra, ki smo ga dobili iz časovne domene. Da dobimo končne vrednosti
značilk MFCC C(mel)
′
(k), na tako pridobljenih koeficientih izvedemo še postopek














kjer je L koeficient dvigovanja. S postopkom dvigovanja poudarimo koeficiente
nižjega reda. Kot že omenjeno na začetku, so vsi koraki v postopku pridobiva-
nja značilk MFCC namenjeni čim bolǰsi prilagoditvi na način zaznave zvoka pri
človeku.
3.1.1.4 Zaznavni kepstralni koeficienti linearne napovedi z relativno
spektralno transformacijo
Zaznavni kepstralni koeficienti linearne napovedi z relativno spektralno transfor-
macijo (angl. RASTA perceptual linear prediction coefficients – RASTA PLP-CC)
24 Metode
[29] so pravzaprav v kar nekaj lastnostih zelo podobni koeficientom MFCC, opi-
sanim v preǰsnjem poglavju. To nam pove že ime, saj obe značilki vsebujeta
besedno zvezo “kepstralni koeficienti”, kar pomeni, da obe predstavljata vredno-
sti v kepstralni domeni. Druga skupna lastnost je, da je pri računanju velik
poudarek na podobnosti odziva s človeškim sluhom. Poleg tega tudi za računanje
RASTA PLP koeficientov uporabimo enak mel pasovni spekter kot za značilke
MFCC. Kljub njuni podobnosti, sta uporabni obe značilki. Se pa postopek za
izračun teh koeficientov precej razlikuje.
Kot že omenjeno postopek računanja začnemo z mel pasovnim spektrom. Na
njem izvedemo RASTA filtriranje. RASTA je kratica za relativno spektralno
transformacijo (angl. RelAtive Spectral TrAnsform), ki upošteva, da se zlogi v
človeškem govoru večinoma spreminjajo s frekvenco okoli 4 Hz. Uporabimo pa-
sovnoprepustni filter (angl. bandpass filter) z območjem razširjenosti okoli 4 Hz
[29].
Ljudje zvok pri različnih frekvencah slǐsimo različno glasno, zato v naslednjem
koraku pasovni spekter utežimo s krivuljo enake glasnosti, ki jo označimo z E(b),
pri čemer je b, tako kot v zgornjih enačbah, indeks pasu v melodičnem spektru.
Njena oblika predstavlja razlike zaznane glasnosti v odvisnosti od frekvence.
Tudi v naslednjem koraku vrednosti pasovnega spektra spreminjamo z na-
menom, da bi bile čim bolj podobne kot pri človeškem sluhu. Ker moči zvoka
ne zaznavamo linearno, vrednosti pasovnega spektra kubično korenimo. Tako
pridobljen spekter označimo z XP,aud(b).
Sledi avtoregresijsko modeliranje (angl. autoregressive modeling), s katerim
pridobimo zaznavne koeficiente linearne napovedi (angl. perceptual linear predic-
tion coefficients – PLP). To izvedemo z inverzno diskretno Fourierovo transforma-
cijo (angl. inverse discrete Fourier transformation – IDFT) na spektru, pridoblje-
nem v preǰsnjem koraku. Običajno se PLP koeficienti računajo z avtokorelacijsko
funkcijo, vendar je IDFT na močnostnem spektru (XP,aud(b)) podoben tej avto-
korelacijski funkciji, le da je veliko hitreǰsi [29].
Kepstralne koeficiente pa pridobimo z uporabo kepstralne rekurzije. Kep-
stralne značilke so med najpogosteje uporabljenimi na področju analize govornega
signala in tudi na drugih področjih analize zvočnih posnetkov [29].
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3.1.1.5 Izpeljane značilke
Za vse značilke, ki smo jih opisali do sedaj, smo za izračun uporabili le podatke
znotraj enega posameznega okna, govorni signal pa je izrazito časovno spremen-
ljiv, zato je smiselno uporabiti tudi izpeljane značilke, s katerimi upoštevamo
razlike med sosednjimi okni.
Zato iz RASTA PLP kepstralnih koeficientov, opisanih v preǰsnjem poglavju,










kjer je W dolžina kontekstnega okna, v katerem računamo koeficiente, n indeks
značilke in x(n) vrednost n-te značilke. Z velikostjo spremenljivke W določamo,
na kako velikem področju posnetka nas zanimajo spremembe signala in kako
zglajen rezultat želimo.
Nekateri modeli strojnega učenja, še posebej nevronske mreže, delujejo bo-
lje, če na vhodu prejmejo normirane značilke [29]. Ker v našem detektorju go-
vora uporabimo tudi nevronsko mrežo, ki je opisana v razdelku 3.1.1.6, značilke
RASTA PLP CC in njihove koeficiente delta regresije normiramo z uporabo z-





kjer je i indeks značilke v kontekstnem oknu normiranja, µx povprečna vrednost,
σ2x pa varianca vektorja x. Vrednosti v tako pridobljenem vektorju x
′ imajo
povprečno vrednost 0 in varianco 1.
3.1.1.6 Izhod nevronske mreže
Nevronska mreža ni uporabljena kot glavni odločitveni model, ampak njen izhod
uporabimo le kot vhodno značilko v našem detektorju govora. Zato so v tem delu
predstavljene le osnove nevronskih mrež.
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Ideja nevronskih mrež je, da s svojim delovanjem posnemajo delovanje
človeških možganov, posledično so sestavljene iz posameznih nevronov in povezav
med njimi. Nevroni prejmejo vhodne podatke ali izhode predhodnih nevronov, ki
jih množijo z utežmi, ki so določne v postopku učenja. Utežene vrednosti vhodov
se nato seštejejo in primerjajo s pragom, ki odloči, če se bo nevron aktiviral,
kar pomeni, da posreduje signal v naslednjo plast nevronov [31]. Pogosto upora-
bljene nevronske mreže so sestavljene iz treh tipov plasti, in sicer vhodne plasti,
ki sprejme značilke, ene ali več skrite plasti in izhodne plasti, ki vrne končno












Slika 3.4: Primer nevronske mreže
Vse povezave med nevroni v takih mrežah vodijo v naslednjo plast (angl. fe-
edforward neural network – FFNN), kar pomeni, da je izhod mreže odvisen le od
enega okna vhodnih podatkov. V razdelku 3.1.1.5 smo že omenili, da pri analizi
govora lahko pridobimo koristno informacijo z upoštevanjem časovne spremenlji-
vosti, zato je na področju govornih tehnologij bolj smiselna uporaba povratnih
nevronskih mrež. Izhod takih mrež ni odvisen le od vrednosti značilk v trenu-
tnem oknu, ampak tudi od izhodnih vrednosti mreže v preteklih korakih. Izhod
nevronske mreže je tako povezan nazaj na vhod, kjer se značilke trenutnega okna
združijo z izhodno vrednostjo preǰsnjega okna oziroma nekaj preǰsnjih oken.
Vendar pa imajo tudi mreže RNN omejeno velikost časovnega konteksta, ki
ga lahko upoštevajo, in sicer na približno 10 oken [29]. To omejitev odpravimo z
uporabo povratne nevronske mreže z dolgim kratkoročnim spominom (angl. long
short-term memory recurrent neural network – LSTM-RNN), ki vsebuje dodatno
spominsko celico, ki teoretično lahko hrani podatke za neomejeno število predho-
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dnih oken. Vrednosti v spominski celici nadzira komponenta za pozabljanje, ki
se odloča, kateri podatki bodo še pomembni za prihodnje napovedi in kateri ne
bodo izbolǰsali kakovosti izhoda in jih lahko odstrani.
Uporabljena povratna nevronska mreža z dolgim kratkoročnim spominom na
vhodu pričakuje normirane značilke RASTA PLP-CC in njihove koeficiente delta
regresije. Delovanje je prilagojeno tako, da lahko deluje v realnem času.
3.1.2 Izbor algoritma in značilk
Za pripravo detektorja govora smo se morali odločiti, kateri algoritem strojnega
učenja bomo uporabili in kakšen bo nabor uporabljenih značilk. Najprej smo
izbrali najprimerneǰsi algoritem strojnega učenja. Pri tem smo za gradnjo mode-
lov uporabili vse značilke, ki smo jih imeli na voljo. Učne podatke smo razdelili
na skupine in teste izvajali na način, ko pri učenju modela iz učne množice od-
stranimo eno skupino in ga nato testiramo na njej (angl. leave one subject out
– LOSO). Odločitev za najprimerneǰsi algoritem smo sprejeli na podlagi kakovo-
sti razvrščanja in računske zahtevnosti razvrščanja, saj smo želeli, da postopek
deluje v realnem času.
Nadaljevali smo z izborom značilk (angl. feature selection), pri čemer smo
uporabili tri različne pristope (opise pristopov smo povzeli po [30]):
• Izbolǰsan postopek Relief (angl. ReliefF): za vsako vrednost vsake značilke
pogledamo, če je bliže vrednosti istega ali drugega razreda, in s tem
računamo “uteži” značilk. Ta se poveča, če so bliže vrednosti istega, in
zmanǰsa, če so bliže vrednosti drugega razreda.
• Izbor značilk na podlagi korelacije (angl. correlation feature selection –
CFS): za vsako podmnožico značilk izračunamo povprečno korelacijo s cilj-
nim razredom in povprečno korelacijo med značilkami v tej podmnožici.
Najti želimo tako podmnožico, ki ima veliko korelacijo z razredom in majhno
korelacijo med značilkami.
• Izbor značilk z ovojnico (angl. wrapper): za vsako podmnožico značilk
naučimo izbran model strojnega učenja in kakovost preverjamo s prečnim
preverjanjem (angl. cross validation).
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Običajno sledi še nastavljanje parametrov modela, ki jih je potrebno nastaviti
že pred začetkom učenja (angl. hyperparameters).
3.1.3 Detektor govora
Končna odločitev, ali je v posameznem oknu posnetka prisoten govor ali ne, se
sprejme z uporabo klasifikacijskega modela strojnega učenja. V našem primeru
uporabimo logistično regresijo. Za logistično regresijo smo se odločili po testiranju
različnih algoritmov strojnega učenja, kar opǐsemo v razdelku 4.3.1.1. Logistična
regresija nam pove, s kakšno verjetnostjo vhodni podatki pripadajo razredu go-





kjer je x vhodni vektor značilk in θ vektor s parametri modela, ki jih s postop-
kom maksimiranja logaritma verjetja (angl. log likelihood) nastavimo v postopku
učenja [30]. Ciljni razred, torej razred govora, označimo z y = 1, razred ne-govora
pa z y = 0. Verjetnostno porazdelitev za spremenljivko y zapǐsemo kot:
p (y | x;θ) = (hθ(x))y (1− hθ(x))1−y , (3.14)
iz katere izvemo, kateremu razredu pripadajo vhodne značilke.
Tako dobimo najbolj verjeten razred za vsako okno posebej, vendar spre-
membe na nivoju enega okna niso smiselne, ker se prisotnost človeškega govora
ne spreminja tako hitro, zato rezultate zgladimo. Pri tem upoštevamo tri para-
metre: minimalna dolžina ne-govora lne−govor, minimalna dolžina govora lgovor in
širino okvirja govornih segmentov lokvir, ki predstavlja del posnetka pred in po
govornem segmentu, ki ga še označimo kot govor.
Pri nadaljnji obdelavi govornih posnetkov pogosto želimo odstraniti segmente,
kjer govor ni prisoten. Pri odstranjevanju najprej preverimo, če je segment, ki je
bil označen kot ne-govor, dalǰsi od lne−govor. V primeru, da to drži, ga odstranimo,
vendar ohranimo del na začetku in koncu tega segmenta v dolžini lokvir. Če je
skupna dolžina zaporednih oken, ki so označeni kot ne-govor kraǰsa, od lne−govor,
tega segmenta ne odstranimo. Nato odstranimo še segmente govora, ki so kraǰsi
od lgovor.
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3.1.4 Vrednotenje detektorja govora
Detektor govora za vsako vhodno okno posnetka odloči, če pripada razredu govora
ali ne-govora, torej opravlja binarno razvrščanje (angl. binary classification), zato
za vrednotenje uporabimo klasične mere, ki se uporabljajo na tem področju. Pri
vrednotenju detekcije govora primerjamo ujemanje govornih in ne-govornih delov,
ki so bili rezultat detekcije govora in referenčnimi oznakami.
Na sliki 3.5 so prikazane skupine vzorcev glede na pravilnost detekcije. Ce-
lotna slika vsebuje vse vzorce posnetka. Na levi (zeleni) polovici so vzorci, ki
so v referenci označeni kot govor, na desni (rdeči) pa ne-govor. Znotraj kroga so
vzorci, ki ji je detektor govora označil kot govor, na levi polovici kroga so pravilno
zaznani vzorci govora (pravilno pozitivni), na desni pa tisti, ki so bili označeni
kot govor, vendar so v referenci označeni kot ne-govor (napačno pozitivni). Zunaj
kroga so torej vzorci, ki so bili zaznani kot ne-govor. Na desni strani so pravilno
razvrščeni kor ne-govor (pravilno negativni), na levi pa tisti, ki so v referenci









Slika 3.5: Razdelitev rezultata detekcije govora glede na pravilno in napačno
zaznane vzorce.
S priklicem (angl. recall) razreda govora računamo, kolikšen del segmentov,
ki so v referenci označeni kot govor, smo tudi zaznali kot govor:
priklicgovor =
pravilno pozitivni
pravilno pozitivni+ napačno negativni
(3.15)
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Podobno s priklicem razreda ne-govora ugotovimo kolikšen del segmentov, ki so
v referenci označeni kot ne-govor, smo zaznali kot ne-govor:
priklicne−govor =
pravilno negativni
pravilno negativni+ napačno pozitivni
(3.16)
S skupno točnostjo detekcije (angl. detection accuracy) pa izračunamo ko-
likšen delež vseh vzorcev smo glede na referenčne oznake razvrstili v pravilen
razred:
točnost =
pravilno pozitivni+ pravilno negativni
vsi vzorci
(3.17)
Vrednosti vseh treh mer priklicgovor, priklicne−govor in točnost običajno po-
damo v procentih.
3.2 Diarizacija govorcev
V nadaljevanju predstavimo še metode uporabljene za ostale korake diarizacije
govorcev. Za splošen postopek smo že povedali, da je sestavljen iz detekcije
govora, iskanja mej segmentov in združevanja segmentov istega govorca. Naš
postopek pa od splošnega nekoliko odstopa. Prikazan je na sliki 3.6, na kateri so

























Slika 3.6: Bločna shema našega postopka diarizacije govorcev.
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Najprej izračunamo značilke MFCC, ki jih uporabimo v ostalih komponentah
diarizacije govorcev.
Za razliko od splošnega postopka v našem takoj za izračunom značilk sledi
iskanje mej med segmenti govorcev.
Korak združevanja segmentov istega govorca razdelimo na štiri komponente,
ki si ne sledijo zaporedno in so označene z modro obrobo. Najprej z linearnim
rojenjem združimo le zaporedne segmente, ki pripadajo istemu govorcu. Nato na
podlagi detektorja govora, ki je bil predstavljen v preǰsnjem koraku, odstranimo
ne-govorne segmente. Nato pa z lokalnim in globalnim hierarhičnim rojenjem že
združimo večino segmentov istega govorca.
Sledi izbolǰsanje segmentacije z Viterbijevim dekodirnikom in določanje spola
govorca v posameznih rojih. Ti dve komponenti diarizacijo le nekoliko izbolǰsata
oziroma dopolnita, zato sta označeni s sivo obrobo.
Zadnji korak je hierarhično rojenje z normiranimi značilkami, ki združi še
roje istih govorcev, ki so bili do tega koraka ločeni zaradi različnega akustičnega
ozadja.
3.2.1 Teoretične osnove
V nadaljevanju predstavimo uporabljene značilke in posamezne komponente, ki
so uporabljene v našem postopku samodejne diarizacije govorcev. Predstavitve
algoritmov so povzete po članku o orodju “LIUM SpkDiarization” [28], ki smo
ga uporabili v našem delu, in po Žibertovi doktorski disertaciji [12].
3.2.1.1 Kepstralni koeficienti melodičnega spektra
V postopkih diarizacije govorcev se uporabljajo kepstralni koeficienti melodičnega
spektra, ki jih izračunamo že za potrebe detektorja govora, kar je opisano v
razdelku 3.1.1.3, vendar jih v določenih korakih nekoliko prilagodimo.
Diarizacija govorcev je sestavljena iz veliko komponent, ki za optimalno delo-
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vanje potrebujejo nekoliko različen nabor značilk MFCC [28]. V začetnih korakih
uporabimo celoten in nespremenjen nabor značilk MFCC, izračunanih za detektor
govora. Kasneje za nekatere komponente iz nabora odstranimo začetni koefici-
ent C0 in osnovnim značilkam dodamo še njihove prve odvode. Še ena možna
prilagoditev je normiranje, s katerim odstranimo vpliv akustičnega ozadja [28],
zaradi katerega so lahko segmenti istega govorca zaradi različnih šumov v ozadju
razdeljeni na več rojev.
3.2.1.2 Iskanje mej segmentov
Ker v našem postopku diarizacije govorcev uporabimo pristop od spodaj navzgor,
je prvi korak iskanje točk v posnetku, v katerih pride do spremembe govorca.
Tako pridobimo segmente posnetka, v katerih je prisoten govor le enega govorca,
vendar je isti govorec lahko prisoten v več segmentih, torej je število segmentov
veliko večje od dejanskega števila govorcev. V praksi se zgodi, da so kot meje
segmentov zaznane tudi točke, ko se v posnetku spremeni akustično ozadje, ven-
dar to pri diarizaciji govorcev ne predstavlja velike težave, saj so taki segmenti
kasneje združeni v postopkih rojenja.
Ali neka točka v posnetku predstavlja mejo med govorci, se odločamo na
podlagi tega, kako podobna oziroma različna sta si odseka posnetka levo in desno
od izbrane točke. Kot mero podobnosti uporabimo Bayesov informacijski kriterij,
s katerim preverjamo, ali je odsek Z, na katerem je kandidat za mejo, bolje opisati
z enim modelom ali ločeno z modelom odseka levo (X) in desno (Y ) od kandidata.





Slika 3.7: Primer točke v posnetku, ki je kandidat za mejo med segmenti in deli
posnetka X, Y in Z, s katerimi se računa, ali je ta točka res meja med govorci.
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Vzorci znotraj odsekov X, Y in Z so modelirani z Gaussovimi porazdelitvami




















kjer so |ΣZ |, |ΣX | in |ΣY | determinante polnih kovariančnih matrik Gaussovih
porazdelitev, ki pripadajo odsekom X, Y in Z. Nz je število vseh vzorcev v delu
posnetka, na katerem ǐsčemo mejo, Nx je število vzorcev levo od možne meje, Ny
število vzorcev desno od možne meje, d predstavlja dimenzijo vektorjev vzorcev
segmentov, za katere računamo kriterij BIC, λ pa je utežni faktor kriterija, ki
ga je potrebno nastaviti vnaprej. Z uporabo večjih vrednosti λ lahko zgrešimo
kakšno mejo v posnetku, z nizkimi pa jih lahko zaznamo preveč.
Kriterij BIC se računa na vzorcih znotraj okna z vnaprej določeno dolžino,
ki se pomika po celotnem posnetku. Kot možna meja se predpostavi sredina
tega okna. Meje med govorci so točke, kjer vrednost kriterija BIC doseže lokalni
maksimum in je vrednost ∆BICx,y > 0, kar pomeni, da del posnetka, na katerem
računamo kriterij BIC, bolje opǐsemo z dvema porazdelitvama (segmenta levo in
desno od meje med govorcema) kot z eno skupno porazdelitvijo.
Iskanje mej segmentov
S1 S2 S3 S4 S5
R1 R2 R3 R1 R3
Hierarhično rojenje
Slika 3.8: Segmentacija
Rezultat iskanja mej med segmenti je prikazan na sliki 3.8. V posnetku je bilo
zaznanih sedem segmentov ki so označeni z različnimi barvami.
3.2.1.3 Združevanje segmentov istega govorca
V preǰsnjem koraku smo pridobili segmente, v katerih je prisoten govor le enega
govorca. V tem koraku pa želimo združiti take segmente v roje tako, da so v
vsakem roju prisotni le segmenti, ki pripadajo enemu govorcu in da je število
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rojev enako številu govorcev v posnetku. V prvem združevanju segmentov sicer
ni nujno, da so združeni vsi segmenti enega govorca. Ker v tem koraku upora-
bljano nenormirane značilke, se lahko zgodi, da je govor enega govorca v različnih
akustičnih razmerah razdeljen na več rojev. Dokončno združevanje se zato izvede
z združevanjem na podlagi navzkrižnega razmerja logaritmov verjetja, opisanem
v razdelku 3.2.1.6, ali s še enim združevanjem z normiranimi značilkami, ki je
predstavljeno v razdelku 3.2.1.7.
Problem rojenja lahko razdelimo na tri osnovne probleme, in sicer na primerno
predstavitev segmentov, mero podobnosti med segmenti oziroma roji segmentov
in kriterij zaustavitve postopka. Predstavitev segmentov oziroma rojev v tem
koraku ostane enaka kot v preǰsnjem, in sicer z Gaussovimi porazdelitvami s
polnimi kovariančnimi matrikami. Tudi mera podobnosti oziroma različnosti med
opazovanima rojema i in j ostane enaka kot pri iskanju mej segmentov, in sicer




















kjer Ni in Nj označujeta število vzorcev v rojih i in j, Nij vsoto števila vzorcev v
teh dveh rojih, |Σi|, |Σj| in |Σij| pa so determinante polnih kovariančnih matrik
Gaussovih porazdelitev vsakega od rojev in unije obeh rojev. Ostale oznake so
enake kot v enačbi 3.18.
Razlog za uporabo enakih metod je, da rešujemo zelo podoben problem. Pri
segmentaciji se odločamo, če sta dva sosednja segmenta med seboj dovolj različna,
pri rojenju pa, če sta dva naključna roja dovolj podobna.
Postopek združevanja segmentov pravzaprav sestavlja več zaporednih
združevanj. Takoj po segmentaciji izvedemo linearno rojenje (angl. linear
clustering), s čimer združimo zaporedne segmente, ki pripadajo istemu govorcu.
Sledi lokalno rojenje, pri katerem posnetek razdelimo na podmnožice s po Nlokalno
segmentov, na katerih izvedemo hierarhično rojenje. Lokalno rojenje je bilo
predstavljeno v [21]. Postopek hierarhičnega rojenja izvedemo še na celotnem
posnetku, kar imenujemo globalno hierarhično rojenje. Na koncu postopka diari-
zacije govorcev sledi še zadnje rojenje, kot je opisano v razdelkih 3.2.1.6 in 3.2.1.7.
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V vsakem koraku hierarhičnega rojenja poǐsčemo takšen par rojev, s katerim
dobimo najmanǰso vrednost kriterija BIC. Segmente teh dveh rojev nato združimo
v en roj. Ko je vrednost kriterija BIC med najbolj podobnima rojema ∆BICij >
0, ustavimo postopek rojenja.
Iskanje mej segmentov
S1 S2 S3 S4 S5
R1 R2 R3 R1 R3
Hierarhično rojenje
Slika 3.9: Hierarhično rojenje
Rezultat združevanja segmentov po govorcih je prikazan na sliki 3.9. Segmenta
S1 in S4 sta bila združena v roj R1, segmenta S3 in S5 pa v R3. V roju R2 je
le segment S2. Dva bela segmenta s črno obrobo predstavljata dela posnetkov,
kjer govor ni prisoten.
3.2.1.4 Viterbijev dekodirnik
Ena od težav običajnega postopka diarizacije govorcev je, da se zaradi zapore-
dnosti korakov do končnega rezultata nabirajo napake posameznih komponent.
Vpliv te težave lahko zmanǰsamo s ponovno segmentacijo z uporabo Viterbije-
vega dekodirnika, s katerim izbolǰsamo postavitev mej med segmenti [28]. Vsak
roj modeliramo s prikritim Markovovim modelom, ki ima samo eno stanje in je
predstavljeno z GMM. HMM modele vežemo vzporedno in ǐsčemo najbolj smi-
selno zaporedje prehodov med modeli rojev.
Viterbijev dekodirnik preko vseh oken posnetka ǐsče najprimerneǰse zaporedje
modelov rojev. Na vsakem koraku se odloča, kateremu roju pripada okno, vendar
pri tem upošteva, da obstaja večja verjetnost, da pripada istemu roju kot preǰsnje,
zato so prehodi na drugega govorca uravnavani s “kaznijo” (angl. penalty) za
prehod pexit, ki jo določimo vnaprej.
Kljub temu, da z Viterbijevim dekodirnikom popravimo postavitev mej med
segmenti, so lahko meje postavljene znotraj ene besede. Zato lahko meje presta-
vimo za nekaj oken naprej ali nazaj na točko, kjer je glasnost posnetka nižja [28].
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Da bi dodatno zmanǰsali možnost napak zaradi segmentacije, dalǰse segmente
(dolge več deset sekund) v točkah z nizko glasnostjo razdelimo na manǰse.
3.2.1.5 Določanje spola
Za določanje spola govorca v posameznem roju se uporabljajo mešanice Gaussovih
porazdelitev. Za detekcijo sta potrebni najmanj dve taki porazdelitvi, lahko pa
imamo tudi modele govora obeh spolov v različnih akustičnih razmerah, kar lahko
izbolǰsa točnost napovedi. Vsakemu roju se določi tisti spol, za katerega ima
največjo verjetnost pripadnosti glede na GMM. Verjetnost se računa na podlagi
značilk MFCC. V tem koraku je odstranjen začetni koeficient C0, dodani pa so
prvi odvodi značilk MFCC.
Za določanje spola smo uporabili že pripravljeno komponento v orodju “LIUM
SpkDiarization”, vendar detekciji spola v okviru tega diplomskega dela ne name-
njamo nadaljnje pozornosti.
3.2.1.6 Združevanje na podlagi navzkrižnega razmerja logaritmov
verjetja
Združevanje na podlagi navzkrižnega razmerja logaritmov verjetja lahko predsta-
vlja zadnji korak v postopku diarizacije govorcev, zato tukaj uporabimo normi-
rane vrednosti značilk, s čimer odstranimo vplive akustičnega ozadja. Tako kot
za komponento, ki določa spol, tudi tukaj dodamo prve odvode značilk MFCC.
Ker so bili pred tem korakom segmenti posnetka že združeni s hierarhičnim roje-
njem, je skupna dolžina segmentov v posameznem roju že dovolj velika, da roje
lahko modeliramo s kompleksneǰsimi predstavitvami, kot so mešanice Gaussovih
porazdelitev.
Za običajen postopek rojenja z navzkrižnim razmerjem logaritmov verjetja
potrebujemo splošen model govora (angl. universal background model – UBM).
Tak GMM pridobimo iz velikih zbirk podatkov in predstavlja lastnosti splošnega
oziroma povprečnega govorca. Modele GMM za posamezne roje pa pridobimo
s postopkom prilagajanja modelov z večanjem aposteriornih verjetnosti (angl.
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maximum a posteriori adptation – MAP), pri čemer povprečja Gaussovih po-
razdelitev za vsak roj ocenimo iz modela splošnega modela govora, tako da čim
bolje predstavimo govorca, ki ga predstavlja opazovan roj. V postopku adapta-
cije uporabimo prvih Ncomp komponent modela UBM, ki so za dan roj najbolj








kjer xi in xj predstavljata vzorce rojev i in j, ter GMMi in GMMj modela
zgrajena, za roja i in j z adaptacijo MAP. Večja kot je vrednost mere CLR, bolj
gotovi smo lahko, da vzorci rojev i in j predstavljajo istega govorca [12]. Mera
CLR je namreč vsota razmerja logaritma verjetja za pripadnost vzorcev roja i
modelu GMM govorca j in razmerja logaritma verjetja za pripadnost vzorcev roja
j modelu GMM govorca i
V postopku rojenja združimo tista dva roja, ki imata najvǐsjo vrednost mere
CLRi,j. Ko roja združimo, moramo naučiti skupen GMM za nov roj.
3.2.1.7 Združevanje segmentov istega govorca z normiranimi
značilkami
Namesto združevanja z mero CLR, opisanem v preǰsnjem poglavju, lahko za
končno rojenje segmentov v postopku diarizacije govorcev uporabimo tudi hi-
erarhično rojenje s kriterijem BIC, ki je predstavljeno v razdelku 3.2.1.3. Razlika
je le v tem, da tukaj uporabimo normirane značilke, da tako kot pri združevanju
z mero CLR odstranimo vpliv akustičnega ozadja v posnetku.
3.2.2 Izbor komponent in parametrov
Iskanje najbolǰsega postopka diarizacije govorcev smo izvedli iterativno. Za
osnovo smo vzeli postopek, ki ga avtorji orodja LIUM SpkDiarization sicer predla-
gajo za diarizacijo govorcev v posnetkih novic in je podrobneje opisan v razdelku
4.2.1.3. Za vsako komponento smo preizkušali odziv na različne nastavitve pa-
rametrov, kjer je bilo to smiselno, pa smo preverili tudi, kakšen je bil rezultat v
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primeru, da smo komponento odstranili, prestavili na drugo mesto v postopku ali
jo zamenjali s podobno komponento.
3.2.3 Vrednotenje diarizacije govorcev
Diarizacija govorcev poteka po korakih, zaradi česar je smiselno tudi vrednotenje
na vmesnih stopnjah. Enačbe in opisi mer so povzeti po [12] in po članku, ki opi-
suje orodje “pyannote.metrics” [32], ki smo ga uporabili za vrednotenje rezultatov
naših postopkov in je opisano v razdelku 4.2.1.5. Postopek se običajno začne z
detekcijo govora v posnetku. Vrednotenje tega koraka smo opisali že v razdelku
3.1.4. Sledi iskanje mej segmentov, kjer se za vrednotenje običajno uporabljata
meri natančnost (angl. precision) in priklic segmentacije.
Natančnost nam pove, kolikšen delež samodejno pridobljenih mej segmentov









Slika 3.10: Prikaz primera natančnosti iskanja mej segmentov.
Priklic pa nam pove, kolikšen delež mej je bilo v postopku samodejnega iskanja










Slika 3.11: Prikaz primera priklica iskanja mej segmentov.
Slabost teh dveh mer je, da sta odvisni od nastavljene tolerance do razlike med
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dejanskimi in zaznanimi mejami segmentov, saj se vrednost tolerance v različnih
člankih razlikuje, kar otežuje primerljivost rezultatov. Če se želimo izogniti tej
težavi, lahko uporabimo čistost (angl. purity) in kritje (angl. coverage) segmentov,
vendar raziskovalci teh mer običajno v člankih ne navajajo.
Kritje je izračunano za vsak referenčni segment kot razmerje med trajanjem
preseka z najbolj podobnim samodejno pridobljenim segmentom in trajanjem









Slika 3.12: Prikaz primera kritja iskanja mej segmentov.
Čistost pa ocenjuje kolikšen del samodejno pridobljenega segmenta se ujema









Slika 3.13: Prikaz primera čistosti iskanja mej segmentov.
Za vrednotenje izhoda diarizacije govorcev se najpogosteje uporablja mera
napake med ujemanjem referenčnih in samodejno pridobljenih in označenih se-
gmentov, kraǰse mera DER, ki so jo razvili v Nacionalnem uradu za standarde in
tehnologijo (angl. National Institute of Standards and Technology – NIST).
Za izračun te mere je najprej potrebno poiskati preslikavo med oznakami
govorcev v referenci in samodejno pridobljenimi oznakami, s katero je skupen
čas vsakega samodejno pridobljenega govorca in izbranega govorca v referenci
čim večji. Taka preslikava je potrebna, ker postopek diarizacije govorcev nima
predhodnega znanja o osebah v posnetku, zato samodejno pridobljene oznake ne
povedo identitete govorca. Za iskanje preslikave se uporabljata “optimalna” in
“požrešna” metoda (angl. greedy method). “Optimalna” za iskanje preslikave
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uporablja Madžarski algoritem (angl. Hungarian algorithm), “požrešna” pa naj-










Slika 3.14: Prikaz napak pri postopku diarizacije govorcev, ki se upoštevajo pri
izračunu mere DER.
Poenostavljeno lahko mero DER zapǐsemo kot:
DER =
napaka zaznavanja+ napaka zgrešitve+ nepravilno ujemanje
skupno trajanje govora
, (3.21)
kjer je napaka zaznavanja trajanje delov posnetka, kjer ni govora, ampak so bili
zaznani kot govor, napaka zgrešitve trajanje delov posnetka, kjer je govor prisoten,
vendar ni bil zaznan, nepravilno ujemanje pa trajanje delov posnetka, kjer je bil
samodejno določen napačen govorec, in skupno trajanje govora skupen čas delov
posnetka, kjer je prisoten govor. Vse tri vrste napak so prikazane na sliki 3.14.
Matematično je mera DER definirana kot:
DER =
∑S
s=1 T (s) · (max (Nref (s), Nsam(s))−Nujemanje(s))∑S
s=1 T (s) ·Nref (s)
, (3.22)
kjer je S število vseh segmentov v posnetku, T (s) trajanje enega segmenta,
Nref (s) število govorcev iz reference, ki so prisotni v segmentu s, Nsam(s) število
govorcev v segmentu s, ki so rezultat samodejne diarizacije, Nujemanje(s) pa je
število govorcev iz reference in samodejno pridobljene diarizacije, ki se ujemajo
na segmentu s. Vrednost mere DER je podana v procentih.
Računanje mere DER je mogoče na celotnem posnetku, kot je opisano zgoraj,
ali z izpuščenimi deli, kjer je prisoten prekrivajoč govor. V tem primeru se deli
posnetka, kjer je v referenci označeno, da sta hkrati govorila dva ali več govorcev,
pri računanju mere DER ne upoštevajo. Razlog za uporabo te metode je dejstvo,
da večina postopkov za diarizacijo govorcev ne zna prepoznati govorcev, ki so
govorili hkrati.
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Čeprav je mera DER daleč najbolj uporabljena in je navedena skoraj v vseh
člankih na temo diarizacije govorcev, lahko z uporabo dodatnih mer pridobimo
zelo koristne informacije o kakovosti našega postopka. Dve od takih mer sta
čistost in kritje diarizacije govorcev.
Čistost diarizacije govorcev je definirana kot:
čistost =
∑SAM
sam=1 max (Tsam∩ref )∑SAM
sam=1 Tsam
, (3.23)
kjer je SAM število govorcev v samodejno pridobljeni diarizaciji, Tsam trajanje
govora enega specifičnega govorca v rezultatu diarizacije govorcev in Tsam∩ref
trajanje preseka segmentov istega govorca v samodejno pridobljeni diarizaciji in
referenci.






kjer je REF število govorcev v referenci, Tref trajanje govora enega specifičnega
govorca v referenci in Tref∩sam trajanje preseka segmentov istega govorca v refe-
renci in samodejno pridobljeni diarizaciji.
Če je samodejno pridobljenih govorcev glede na referenco preveč, je čistost
običajno visoka, kritje pa nizko. V primeru premajhnega števila samodejno pri-
dobljenih govorcev je čistost nizka, kritje pa visoko. Zaradi te lastnosti nam ti
dve meri lahko pomagata pri iskanju vzrokov za napake v diarizaciji govorcev.
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4 Eksperimenti in rezultati
V tem poglavju najprej predstavimo uporabljene zbirke podatkov in orodja. Sledi
predstavitev eksperimentov, ki smo jih izvajali med razvojem predstavljenih po-
stopkov. Tako razviti detektor govora in postopek diarizacije govorcev primer-
jamo z referenčnimi ter predstavimo ugotovitve in možnosti za izbolǰsave.
4.1 Podatkovne zbirke
Za razvoj in vrednotenje postopkov detekcije govora in diarizacije govorcev so,
tako kot za vse postopke na področju govornih tehnologij, zelo pomembne po-
datkovne zbirke [4]. Predstavimo tri podatkovne zbirke, ki smo jih uporabili v
okviru tega diplomskega dela. Prva je bila pripravljena v okviru projekta “VAD-
toolkit” in je namenjena le postopkom za detekcijo govora, uporabili smo jo kot
učno množico. Zbirka “AMI Corpus” ima poleg segmentov, kjer je prisoten govor,
označenih tudi veliko drugih lastnosti, zato smo posnetke iz te zbirke uporabili
kot razvojno in testno množico pri samodejni diarizaciji govorcev. Seveda so
nas zanimale predvsem oznake govorcev. Testno množico smo dopolnili s tremi
posnetki, ki smo jih posneli in označili posebej za ta projekt.
4.1.1 VAD-toolkit
V okviru projekta ”Voice Activity Detection Using an Adaptive Context Atten-
tion Model”1, opisanem v članku [33], so avtorji in avtorice posneli in označili
1Dostopno na: https://github.com/jtkim-kaist/VAD
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tudi nabor zvočnih posnetkov. Posnetki vsebujejo pogovor med dvema korejskima
govorcema v štirih različnih okoljih, in sicer v sobi, parku, na avtobusni postaji
ter na gradbǐsču. Za snemanje so uporabili pametni telefon Samsung Galaxy S8.
Povprečno razmerje med signalom in šumom v posameznem posnetku se giblje od
18,26 dB pri posnetku iz sobe, do 2,05 dB pri posnetku z gradbǐsča. Govor pred-
stavlja približno eno tretjino časa v posnetkih. Oznake govornih in ne-govornih
delov so binarne, zaradi česar so uporabne le na področju detekcije govora.
4.1.2 AMI Corpus
“AMI Corpus”2 [34, 35] je multimodalna zbirka podatkov, ki vsebuje 100 ur ročno
označenih posnetkov sestankov. Zbirka vključuje posnetke bližnjih in oddaljenih
mikrofonov, video kamer, izhod projektorja za predstavitve, elektronske table
in pisal, s katerimi so pisali udeleženci sestankov. Oznake vsebujejo različne
podatke, kot na primer smer pogleda in kretnje z rokami. Za to diplomsko delo
pa so najpomembneǰse oznake zvočnih posnetkov s podatkom o govorcu.
















EN2002c 2889,8 91,7 25,7 5,2 −47,2 3
ES2002a 1110,2 77,5 12,9 3,7 −51,1 4
EN2001e 3963,6 91,2 14,9 5,2 −43,5 5
Povprečje 2654,5 86,8 17,8 4,7 −47,3 4
Vsi sestanki so potekali v angleškem jeziku, vendar za večino sodelujočih an-
gleščina ni njihov materni jezik. Približno tretjina baze je sestavljena iz posnetkov
pravih, neigranih sestankov. Ostali dve tretjini pa vsebujeta posnetke sestankov,
v katerih so bile udeležencem dodeljene vloge, kar je ustvarjalcem omogočilo malo
več nadzora. Sestanki so bili posneti v treh različnih sobah, število udeležencev
se giblje med tri in pet.
2Dostopno na: http://groups.inf.ed.ac.uk/ami/corpus/
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Za razvojno zbirko smo izbrali tri posnetke s čim bolj različnimi lastnostmi.
Posnetki so zelo različnih dolžin, najkraǰsi je namreč dolg 21 minut, najdalǰsi pa
več kot eno uro, imajo različno število govorcev (večina posnetkov v zbirki AMI
vsebuje govor štirih govorcev), podrobnosti in ostale lastnosti so predstavljene v
tabeli 4.1. Pri pripravi razvojne zbirke za to diplomsko delo smo zvočnim posnet-
kom dodali šum, ker so posnetki zelo čisti, saj so bili posneti v zato namenjenih
sobah. Pogovori, analizirani v okviru raziskave STRAW, pa pogosto vsebujejo
tudi različne motnje iz okolice. Za dodajanje šuma smo uporabili orodje, opisano
v razdelku 4.1.2.1, kjer je dodajanje šuma tudi podrobneje opisano.














IS1000a 1514,7 71,1 11,8 3,0 −26,6
IS1001a 902,9 79,9 14,6 3,6 −27,3
IS1001b 2110,8 85,8 12,2 3,8 −27,1
IS1001c 1426,0 82,6 9,9 3,5 −27,3
IS1003b 1613,5 78,7 11,6 3,3 −27,2
IS1003d 2086,2 89,2 37,3 3,3 −23,2
IS1006b 2136,4 89,0 17,3 4,3 −27,1
IS1006d 1810,1 90,2 41,3 2,9 −22,6
IS1008a 903,9 88,2 6,2 4,9 −28,2
IS1008b 1736,6 85,2 6,8 4,6 −26,0
IS1008c 1515,6 87,6 13,1 4,2 −25,2
IS1008d 1440,6 87,2 14,2 3,9 −25,1
Povprečje 1599,8 84,6 16,4 3,8 −26,1
Kot testno zbirko pa smo uporabili podmnožico dvanajstih posnetkov, ki ve-
ljajo za najbolj natančno označene v zbirki AMI in se zato pogosto uporabljajo
kot testna zbirka, kot na primer v [25, 26, 27]. Vsi vsebujejo govor štirih različnih
govorcev, ostale lastnosti teh posnetkov so predstavljene v tabeli 4.2.
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4.1.2.1 Dodajanje šuma
Posnetkom v razvojni zbirki smo dodali šum, da bi tako bolje predstavljali tip
posnetkov, ki bodo obravnavani v okviru raziskave STRAW. Za ta namen smo
uporabili orodje “Audio Degradation Toolbox”3 [36], ki je napisano v jeziku MA-
TLAB in je namenjeno kontroliranemu dodajanju motenj zvočnim posnetkom.
Dodali smo posnetek z ulice, tako da so imeli posnetki razmerje med signalom
in šumom 15 dB, in iz gostilne s razmerjem 20 dB. Posnetek z ulice smo dobili
na spletni strani Freesound4, posnetek iz gostilne pa je bil že vključen v orodje.
4.1.3 Snemanje in označevanje posnetkov
Zgoraj predstavljeni zbirki sta bili zelo koristni pri razvoju čim bolǰsega postopka,
zbirka AMI poleg tega omogoča tudi lažjo primerljivost s podobnimi postopki.
Vendar je za dobro vrednotenje potrebno uporabiti tudi posnetke, za katere se po-
stopek razvija. Zato smo posneli tri različne pogovore, ki čim bolje predstavljajo
tipe pogovorov, ki so pomembni v okviru projekta STRAW:
• D 1: dalǰsi sestanek, v katerem je sodelovalo 9 oseb, pogovor je povezovala
ena oseba, ki je imela tudi največji delež govora. V pogovoru so sodelovale
ženske in moški, ki so govorili v angleščini. Udeleženci so bili razporejeni
po celotni sobi za sestanke, zato se glasnost govora v posnetku med govorci
zelo razlikuje. Kakovost posnetkov so dodatno znižale vibracije podlage, na
kateri so bili telefoni med sestankom.
• D 2: kraǰsi sestanek dveh oseb, delež govora obeh govorcev je bil približno
enak. Pogovor je potekal v slovenščini med dvema osebama moškega spola.
V prostoru, kjer je bil pogovor posnet, so bile tudi druge osebe, vendar so
nivoji motenj precej nizki.
• P 1: kraǰsi pogovor v slovenščini med žensko in moškim, ki ni bil povezan z
delom in je zato bolj sproščen. V okolici ni bilo prisotnega izrazitega šuma.
3Dostopno na: https://code.soundsoftware.ac.uk/projects/audio-degradation-toolbox
4Dostopno na: https://freesound.org/people/saphe/sounds/173955/
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Posnetke smo označili z orodjem Transcriber 5. Podrobnosti o teh posnetkih
so predstavljene v tabeli 4.3.












D 1 4871,6 70,1 1,9 1,5 9
D 2 1343,6 72,1 1,5 2,2 2
P 2 333,6 76,1 0,6 1,9 2
Povprečje 2182,9 72,8 1,3 1,9 2,3
Ker je bil eden glavnih ciljev razvoja postopka za diarizacijo govorcev, da bi
dobro deloval ne glede na razmere in uporabljeno opremo, smo pogovore posneli
s štirimi različnimi mobilnimi telefoni. Uporabili smo naprave: Huawei P Smart,
Motorola Moto X (2014), Nokia 6 in Samsung Galaxy S6. Ker imajo naprave z
operacijskim sistemom Android vgrajene različne mikrofone, se posledično tudi
posnetki precej razlikujejo med sabo. Primerjava glasnosti posameznih posnetkov
je prikazana v tabeli 4.4.
Pri analizi posnetkov smo ugotovili, da posnetek iz telefona Nokia 6 vsebuje
veliko motenj, kar je verjetno posledica slabega mikrofona. Zvočni posnetki, ki
so uporabljeni v uradnih aplikacijah, so verjetno izbolǰsani s programsko opremo.
Posnetke iz tega telefona smo zato izključili iz testne množice.
Tabela 4.4: Primerjava povprečnih glasnosti naših posnetkov, posnetih z
različnimi telefoni. Vse vrednosti so podane v decibelih.
Telefon D 1 D 2 P 1 Povprečje
Huawei −45,3 −45,8 −47,0 −46,0
Motorola −51,7 −51,1 −53,8 −52,2
Nokia −39,1 −38,3 −40,0 −39,1
Samsung −47,5 −46,4 −49,5 −47,8
Povprečje −45,9 −45,4 −47,6 −46,3
5Dostopno na: http://trans.sourceforge.net
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Za snemanje smo uporabili aplikacijo “Easy Voice Recorder” 6, pri čemer smo
izključili funkciji odstranjevanja šuma in odmeva. Snemali smo v formatu WAV
z vzorčenjem 16 kHz.
4.2 Implementacija algoritmov
Celoten postopek diarizacije govorcev uporablja kar veliko različnih algoritmov,
ki so opisani v poglavju 3. Zato smo za izvedbo algoritmov uporabili že imple-
mentirana odprtokodna orodja in njihovo delovanje prilagodili našim potrebam.
4.2.1 Uporabljena orodja
Čeprav bi lahko skoraj za vse korake v postopku diarizacije govorcev uporabili
le orodje “LIUM SpkDiarization”, smo z namenom izbolǰsanja postopka za de-
tekcijo govora uporabili tudi druga orodja. Zelo nam je bila namreč pomembna
robustnost in hitrost postopka. Zato smo za računanje značilk uporabili orodje
“openSMILE”, ki lahko računa značilke kar v realnem času. Odločanje o pri-
sotnosti govora se nato izvede z orodjem “Weka”, ki prav tako lahko deluje v
realnem času. Za iskanje mej med segmenti in združevanje segmentov po govor-
cih pa smo uporabili že omenjeno orodje “LIUM SpkDiarization”. Za primerjavo
rezultatov smo diarizacijo govorcev izvedli še z orodjem “ALIZE”, ki deluje na
podlagi drugačnega algoritma. Za samo vrednotenje smo uporabili orodje “pyan-
note.metrics”, ki ponuja širok nabor mer in dober prikaz rezultatov diarizacije
govorcev.
4.2.1.1 openSMILE
Odprtokodno orodje “openSMILE”7 (The Munich open-Source Media Interpreta-
tion by Large feature-space Extraction) [29] je primarno namenjeno pridobivanju
značilk iz zvočnega signala. Napisano je v jeziku C++, kar omogoča hiter in
6Dostopno na: http://www.digipom.com/portfolio-items/easy-voice-recorder/
7Dostopno na: https://www.audeering.com/opensmile/
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učinkovit izračun značilk v realnem času. Orodje uporablja modularno arhitek-
turo, zaradi česar je zelo prilagodljivo. Izračunane značilke lahko zapǐse v različne
formate, med drugim tudi arff, kar omogoča dobro združljivost z orodjem “Weka”,
ki je opisano v razdelku 4.2.1.2.
Orodje je preko vmesnika “Java Native Interface” (JNI) mogoče uporabljati
tudi na mobilnih telefonih z operacijskim sistemom Android. Izračunane značilke
so v obliki JSON poslane v kodo napisano v Javi, kar omogoča izpis v realnem
času ali nadaljnjo obdelavo.
4.2.1.2 Weka
“Weka”8 [30] je odprtokodno orodje z zbirko algoritmov za strojno učenje, ki so
jo pripravili na univerzi Waikato v Novi Zelandiji. Napisano je v Javi in omogoča
predpripravo podatkov, uporabo različnih algoritmov strojnega učenja in njihovo
evalvacijo. Ena od glavnih prednosti tega orodja je grafični vmesnik, s katerim
lahko uporabnik brez programiranja preizkuša različne algoritme za regresijo, kla-
sifikacijo, rojenje, izbor atributov in vizualizacijo. Uporaba algoritmov je mogoča
tudi s klicanjem funkcij iz lastne Javanske kode.
Orodje uporablja lasten format datotek z nabori podatkov, in sicer arff (Attri-
bute Relationship File Format). Oblika zapisa je zelo podobna tisti v csv (Comma
Separated Values), dodana pa je glava, ki vsebuje opise vsebovanih značilk in nji-
hove tipe.
4.2.1.3 LIUM SpkDiarization
Odprtokodno orodje “LIUM SpkDiarization”9 [37, 28] so razvili na univerzi LU-
NAM v Le Mansu in ga predstavili leta 2010. Napisano je v programskem jeziku
Java, kar potencialno omogoča tudi diarizacijo govorcev na mobilnih telefonih
z operacijskim sistemom Android. Tak pristop sicer ni več planiran, vendar
možnost take implementacije ostaja prednost. “LIUM SpkDiarization” je na vo-
8Dostopno na: https://www.cs.waikato.ac.nz/ml/weka/
9Dostopno na: https://projets-lium.univ-lemans.fr/spkdiarization/
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ljo kot Javanski arhiv (angl. Java ARchive – JAR), v katerem so vključeni tudi že
zgrajeni modeli postopkov strojnega učenja in vsi potrebni programi tretjih oseb.
Primer takega programa je “Sphinx4”, s katerim se lahko izračunajo značilke
MFCC.
Poleg programskega jezika je za nas velika prednost tudi prilagodljivost orodja,
saj je sestavljeno iz različnih komponent, ki jih lahko poljubno kombiniramo
ali celo dodajamo svoje. Poleg tega lahko izbranim komponentam spreminjamo
parametre, kot sta na primer širina okna pri iskanju mej segmentov in utežni
faktor λ pri kriteriju BIC. Večina komponent kot vhod sprejme izhod diarizacije
preǰsnje komponente in na izhodu vrne novo diarizacijo, nekatere pa skrbijo za
učenje različnih modelov. Rezultat diarizacije vsake komponente se shrani v
datoteko .seg. V datotekah .seg je v vsaki vrstici opisan en segment, na primer:
1 ;; cluster S1
2 posnetek1 1 127 517 M S U S1
3 posnetek1 1 729 640 M S U S1
4 posnetek1 1 1443 414 M S U S1
5 posnetek1 1 2537 287 M S U S1
6 ;; cluster S2
7 posnetek1 1 1932 526 F S U S2
V prvi in šesti vrstici sta komentarja, ki le izbolǰsata preglednost datoteke. V
ostalih vrsticah pa so predstavljeni posamezni segmenti posnetka in njihove la-
stnosti, razložene na primeru druge vrstice:
• Polje 1 (“posnetek1”): ime posnetka
• Polje 2 (“1”): oznaka kanala
• Polje 3 (“127”): začetek segmenta v milisekundah
• Polje 4 (“517”): trajanje segmenta v milisekundah
• Polje 5 (“M”): spol govorca (M za moškega, F za žensko in U če spol ni
znan)
• Polje 6 (“S”): vrsta snemanja (T za govor preko telefonskega klica, S za
studijsko snemanje oziroma za vse posnetke dobre kakovosti)
• Polje 7 (“U”): tip okolja (čist govor, glasba)
• Polje 8 (“S1”): oznaka govorca
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Postopek diarizacije govorcev, ki ga za posnetke novic predlagajo avtorji
orodja (v nadaljevanju osnoven postopek LIUM), je pripravljen na podlagi sis-
tema, ki je zmagal na jesenskem tekmovanju RT’04 in tekmovanju ESTER leta
2005. V prvem koraku se izračunajo značilke MFCC. Na celotnem posnetku se
nato izvede segmentacija in združevanje zaporednih segmentov, ki pripadajo is-
temu govorcu. Algoritem za detekcijo točk zamenjave govorcev deluje na podlagi
posplošenega razmerja verjetij (angl. generalized likelihood ratio – GLR). Tako
pridobljeni segmenti so združeni po govorcih s hierarhičnim rojenjem na podlagi
kriterija BIC. Viterbijev dekodirnik nato generira novo segmentacijo. Šele po tem
koraku sledi detekcija govora in odstranjevanje segmentov, kjer ni prisoten. Za
detekcijo govora je uporabljenih osem prikritih Markovovih modelov z enim sta-
njem: dva modela za tǐsino, tri za govor v različnih razmerah, en za govor preko
telefona in dva za glasbo. Z uporabo GMM orodje nato določi spol in pasovno
širino posnetka (zaznava govora preko telefona). V zadnjem koraku se izvede še
eno hierarhično rojenje, tokrat na podlagi mere CLR in modeliranjem rojev z
GMM.
4.2.1.4 ALIZE
“ALIZE”10 je platforma za prepoznavanje govorcev [38], ki vsebuje tudi kompo-
nento za diarizacijo govorcev. Platformo so razvili člani konzorcija ELISA, ki
so v okviru raznih tekmovanj razvili veliko postopkov na področju prepoznave
govorcev. Postopke so uredili, jih združili v platformo in jih javno objavili kot
odprtokoden projekt.
Koda je napisana v programskem jeziku C++, orodje pa je sestavljeno iz
različnih komponent, ki jih imenujejo strežniki (angl. server). Najpomembneǰsi
so strežnik za značilke, ki upravlja z zvočnimi podatki, strežnik za mešanice, ki
omogoča shranjevanje, spreminjanje, shranjevanje in branje različnih modelov,
in strežnik za statistiko, ki vsebuje kodo za naloge, kot so prilaganje modelov
in računanje različnih mer podobnosti. Arhitektura s strežniki omogoča, da je
orodje lažje za uporabo, saj ga je možno uporabljati preko visokonivojskih funkcij,
nižjenivojske, kot je upravljanje s pomnilnikom, pa niso vidne. Taka arhitektura
10Dostopno na: https://alize.univ-avignon.fr/
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ima še druge prednosti, ki so navedene v [38].
Komponenta za diarizacijo govorcev se imenuje ”LIA SpkSeg”. Za razliko
od večine postopkov uporablja pristop od zgoraj navzdol, kar pomeni, da je na
začetku ves posnetek opisan z enim samim modelom, kasneje pa se dodajajo novi
modeli za govorce. Diarizacija govorcev poteka na osnovi razvijajočih se prikritih
Markovovih modelov, kjer segmentacija in združevanje segmentov po govorcih
potekata hkrati. Že zaznani govorci tako vplivajo na zaznavo ostalih govorcev in
mej med različnimi govorci. Na začetku ima HMM le eno stanje, vsak nov zaznan
govorec pa modelu doda novo stanje.
Za primerjavo našega postopka s tem orodjem smo se odločili, ker je v pred-
stavitvi orodja “LIUM SpkDiarization” [37] navedeno, da je postopek diarizacije
govorcev, uporabljen v “ALIZE”, načeloma bolj primeren za analizo posnetkov
sestankov. S tem smo želeli preveriti to trditev in pridobiti rezultate, s katerimi
bi lažje ovrednotili smiselnost sprememb v našem postopku.
4.2.1.5 pyannote.metrics
“pyannote.metrics”11 je odprtokodna knjižnica, napisana v programskem jeziku
Python, ki je namenjena vrednotenju rezultatov raziskav na področju diarizacije
govorcev [32]. Razvili so jo na univerzi Paris-Secay.
To orodje za vrednotenje omogoča enostavno uporabo standardnih mer na
področju diarizacije govorcev in tako raziskovalcem omogoča lažjo primerjavo
različnih postopkov. Uporaba je možna preko ukazne vrstice ali s klicem funkcij
iz lastne kode. Ena od glavnih prednosti te knjižnice je, da omogoča ločeno
vrednotenje vsakega od tipičnih korakov diarizacije govorcev.
Druga večja prednost te knjižnice je, da omogoča enostaven izris rezultatov
diarizacije govorcev in tudi vseh vmesnih korakov. Primer izrisa referenčnih in
samodejno pridobljenih in označenih segmentov je prikazan na sliki 4.1.
Za vrednotenje detekcije govora so na voljo skupna točnost detekcije, mera
napake detekcije govora (angl. detection error rate), natančnost detekcije govora
11Dostopno na: https://github.com/pyannote/pyannote-metrics
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Slika 4.1: Primer izrisa diarizacije z orodjem ”pyannote.metrics”. Zgoraj je
prikaz referenčnih oznak, spodaj pa rezultat samodejne diarizacije govorcev.
(angl. detection precision) in priklic detekcije govora (angl. detection recall). Upo-
rabili smo mero skupne točnosti detekcije in priklic razreda govora, dodali smo še
priklic razreda ne-govora. Vse tri uporabljene mere so predstavljene v razdelku
3.1.4.
Naslednji korak v postopku diarizacije govorcev je običajno iskanje mej se-
gmentov. Za vrednotenje tega koraka so na voljo natančnost in priklic segmenta-
cije, ter čistost in kritje segmentov, ki so opisane v razdelku 3.2.3.
Naslednji sklop mer je namenjen vrednotenju končnega rezultata diarizacije.
Na voljo je najpogosteje uporabljena mera na tem področju, in sicer mera DER.
Računanje te mere je mogoče na celotnem posnetku ali z izpuščenimi deli, kjer je
prisoten prekrivajoč govor. Prav tako je mogoče izbirati način za iskanje najbolj
podobnih referenčnih in samodejno pridobljenih rojev. Možna sta Madžarski
algoritem in požrešna metoda. Za lažje odkrivanje vzroka napak pri diarizaciji
govorcev sta na voljo še čistost in kritje. Knjižnica vsebuje tudi njuno F-mero
(angl. F-measure). Vse mere so opisane v razdelku o vrednotenju diarizacije
govorcev 3.2.3.
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Knjižnica omogoča tudi vrednotenje identifikacije govorcev. Ta korak potre-
buje vnaprej znane modele govorcev, na podlagi katerih se roji, ki so rezultat
diarizacije govorcev, povežejo z dejansko identiteto govorca.
4.3 Eksperimenti
V nadaljevanju predstavimo eksperimente, ki smo jih izvajali med razvojem po-
stopkov detekcije govora in diarizacije govorcev.
Najprej smo razvili detektor govora, pri čemer smo začeli z izborom najpri-
merneǰsega algoritma strojnega učenja, nato pa še zmanǰsali nabor značilk, tako
da je postopek detekcije govora bolj učinkovit.
Nato smo izvajali še eksperimente na ostalih korakih diarizacije govorcev, kjer
smo postopek izbolǰsevali iterativno po posameznih komponentah.
4.3.1 Detekcija govora
Pri razvoju detektorja govora smo uporabili orodji openSMILE in Weka. Prvo
smo uporabili za računanje različnih naborov značilk, drugo pa za učenje modelov
strojnega učenja in testiranje.
Za vrednotenje smo uporabili vse tri mere, opisane v razdelku 3.1.4, in sicer
zaznavanje govora priklicgovor, zaznavanje ne-govora priklicne−govor in skupno
točnost zaznavanja točnost. Različne mere smo uporabili, da bi lažje razumeli,
kakšne spremembe so potrebne za izbolǰsanje rezultatov.
Poleg kakovosti detekcije govora smo primerjali tudi računsko zahtevnost, saj
smo želeli, da postopek deluje v realnem času in da je procesor med izvajanjem
detektorja čim manj obremenjen.
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4.3.1.1 Izbor algoritma strojnega učenja
Algoritem strojnega učenja smo izbrali tako, da smo primerjali rezultate ob upo-
rabi različnih pogosto uporabljenih algoritmov. Teste smo izvajali s tehniko
LOSO, tako da smo za učenje modela uporabili tri od štirih posnetkov iz zbirke
“VAD-toolkit” in algoritem testirali na neuporabljenem posnetku. Testiranje smo
ponovili za vse možne kombinacije.
Preverili smo delovanje algoritmov logistična regresija, metode podpornih vek-
torjev (angl. support vector machines – SVM), večplastni perceptron (angl. mul-
tilayer perceptron), naključni gozd, algoritem s kombinacijo šibkih klasifikatorjev
(angl. AdaBoost) s preprostim odločitvenim drevesom (angl. decision tree) REP-
Tree, metodo k-najbližjih sosedov (angl. k-nearest neighbors), odločitveno drevo
J48 in naivni Bayesov klasifikator (angl. naive Bayes). Vsi uporabljeni algoritmi
so predstavljeni v [30]. Rezultati ob uporabi različnih algoritmov so prikazani v
tabeli 4.5.
Tabela 4.5: Rezultati kakovosti detekcije govora ob uporabi različnih algoritmov
strojnega učenja.
Algoritem priklicgovor priklicne−govor točnost
Logistična regresija 93,7 97,1 96,1
SVM 94,4 96,8 96,1
Večplastni perceptron 95,6 95,5 95,5
Naključni gozd 93,8 95,4 94,8
AdaBoost 93,0 94,4 94,1
KNN 87,1 93,6 91,4
J48 90,0 91,1 90,7
Naivni Bayes 60,8 93,6 84,1
Ugotovili smo, da skoraj vsi algoritmi vračajo dobre rezultate, saj so vsi
razen naivnega Bayesovega klasifikatorja dosegli skupno točnost zaznavanja nad
90%. V končni izbor algoritma strojnega učenja smo vključili tri najbolǰse, in
sicer metodo podpornih vektorjev, logistično regresijo in večplastni perceptron,
ki so dosegli točnost nad 95 %.
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Odločili smo se za logistično regresijo, ker je bilo pomembno, da algoritem
doseže dober rezultat za mero priklicne−govor, saj nismo želeli, da bi pri diarizaciji
govorcev dobili roje, ki bi predstavljali ne-govor oziroma akustične motnje. Drug
razlog za izbiro tega algoritma pa je bil, da je od treh najbolǰsih najmanj računsko
zahteven.
4.3.1.2 Izbor značilk
Do tega koraka smo uporabljali velik nabor značilk, v katerega smo vključili vse
vsaj približno smiselne značilke, ki smo jih lahko pridobili z orodjem openSMILE.
Vse značilke so predstavljene v [29]. Celoten nabor je vključeval značilke:
• logaritem kratkočasovne energije (angl. logaritmic energy),
• zaznavna glasnost (angl. intensity),
• najvǐsja vrednost oknjenega signala,
• najnižja vrednost oknjenega signala,
• število prehodov skozi ničlo,
• položaj najvǐsje vrednosti spektra (angl. spectral max position),
• položaj najnižje vrednosti spektra (angl. spectral min position),
• spektralni pretok,
• spektralno sredǐsče (angl. spectral centroid),
• spektralna entropija (angl. spectral entropy),
• harmoničnost spektra (angl. spectral harmonicity),
• ploščatost spektra,
• spektralni naklon (angl. spectral slope),
• spektralna ostrina (angl. spectral sharpness),
• spektralni moment drugega reda oziroma spektralna varianca (angl. spectral
variance),
• spektralni moment tretjega reda (angl. spectral skewness),
• spektralni moment četrtega reda (angl. spectral kurtosis),
• osnovna frekvenca (angl. fundamental frequency – F0)
• verjetnost prisotnosti govora na podlagi F0 (angl. voicing probability),
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• koeficienti linearne napovedi v z-domeni,
• vrednosti melodičnega spektra (angl. mel band values),
• kepstralni koeficienti melodičnega spektra,
• zaznavni kepstralni koeficienti linearne napovedi z relativno spektralno
transformacijo,
• izhod povratne nevronske mreže z dolgim kratkoročnim spominom.
Uporaba izhoda povratne nevronske mreže kot značilke potrebuje dodaten komen-
tar, saj bi njen izhod lahko uporabili tudi kot končen izhod detektorja govora.
Razlog za to je bil, da napovedi niso bile dovolj točne na vseh testiranih po-
snetkih, za ponovno treniranje RNN pa bi potrebovali obsežne zbirke označenih
posnetkov. Ugotovili smo, da lahko dosežemo zelo dobre rezultate tako, da iz-
hod uporabimo kot značilko. Z uporabo logistične regresije in dodatnih značilk
smo izbolǰsali delovanje v primerih, v katerih sama nevronska mreža ni delovala
najbolje.
Izhod nevronske mreže je načeloma vrednost med −1 in 1. Občasno sta ti
dve vrednosti tudi preseženi. Vzorci, za katere je bila določena vrednost vǐsja
od 0, so označeni kot govor. Z uporabo same nevronske mreže smo s tehniko
LOSO na posnetkih iz zbirke “VAD-toolkit” dosegli povprečno točnost 86,6 %. S
tem da smo izhod nevronske mreže uporabili kot eno izmed značilk in z uporabo
logistične regresije, pa smo dosegli povprečno točnost 96,1 %.
Uporaba celotnega nabora značilk ne bi bila smiselna, saj vse značilke niso
dovolj koristne, poleg tega so nekatere med seboj precej korelirane. Zato smo
izvedli izbor značilk s postopki, opisanimi v razdelku 3.1.2.
Najprej smo uporabili izbolǰsan postopek Relief. Kot daleč najbolj koristno
značilko je pričakovano označil izhod RNN, sledila je ploščatost spektra. Med
prvimi so bili še nekateri od koeficientov RASTA PLP-CC in MFCC. Na koncu
seznama so bile vrednosti melodičnega spektra.
Nato smo preverili koristnost značilk še z izborom na podlagi korelacije. Tudi
ta metoda je kot koristne označila izhod RNN, ploščatost spektra, RASTA PLP-
CC in značilke MFCC. V nasprotju s preǰsnjo metodo so bili kot koristni označeni
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tudi harmoničnost spektra, osnovna frekvenca in tri izmed vrednosti melodičnega
spektra.
Ko smo želeli za izbor značilk uporabiti metodo z ovojnico, smo ugotovili,
da bi učenje in testiranje za vsako podmnožico značilk trajalo predolgo. Znan
problem te metode je, da je ob večjih naborih značilk časovno zahtevna. Zato
smo metodo z ovojnico nekoliko spremenili in jo izvedli na ročni način. To smo
storili tako, da smo podmnožice gradili le na smiselnih podskupinah in ne na vseh.
Podskupine smo določali tako, da smo upoštevali, da se mnoge značilke računajo
skupaj. Primer takih so značilke MFCC, kjer skupaj izračunamo vse koeficiente
kepstra in ne vsakega posebej. Pri sestavljanju podskupin smo si pomagali tudi
z rezultati preǰsnjih dveh metod izbora značilk.
Nabor značilk in parametre za njihov izračun smo izbrali tudi na podlagi
zahtev, ki jih imajo nadaljnji koraki, predvsem povratna nevronska mreža in dia-
rizacija govorcev z orodjem LIUM. Povratna nevronska mreža za detekcijo govora
na vhodu pričakuje normirane RASTA PLP kepstralne koeficiente in njihove koe-
ficiente delta regresije, ki morajo biti izračunani z vnaprej določenimi parametri.
Ker zaradi računske učinkovitosti ne bi bilo smiselno zaradi majhnih sprememb
celotnega postopka izračuna značilk ponavljati večkrat, smo uporabili kar značilke
in vmesne rezultate pri računanju za potrebe RNN. Primera vmesnih rezultatov
sta rezultat hitre Fourierove transformacije in vrednosti melodičnega spektra. Vsi
parametri za izračun značilk so zaradi potreb v nadaljnjih korakih že nastavljeni
na vrednosti, ki se običajno uporabljajo za potrebe analize govornega signala [29].
Končni nabor značilk je tako vključeval najvǐsjo, najnižjo in absolutno najvǐsjo
vrednost oknjenega signala, ploščatost spektra, 13 značilk MFCC, 18 RASTA
PLP-CC koeficientov in njihove koeficiente delta regresije ter izhod RNN. Vre-
dnosti mer za vrednotenje detektorja govora se zaradi zmanǰsanega nabora značilk
niso bistveno spremenile. Primerjava rezultatov ob uporabi vseh značilk in le z
izbranim naborom je v tabeli 4.6. Celotni začetni nabor je vseboval 104 značilke,
s postopkom izbora značilk smo velikost nabora zmanǰsali na 54.
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Tabela 4.6: Rezultati kakovosti detekcije govora ob uporabi vseh značilk in le
izbranih značilk.
priklicgovor priklicne−govor točnost
Vse značilke 93,7 97,1 96,1
Izbrane značilke 94,0 97,0 96,1
4.3.2 Diarizacija govorcev
Pri razvoju postopka za diarizacijo govorcev smo upoštevali vse mere, predsta-
vljene v razdelku 3.2.3. Osredotočili smo se predvsem na mero DER, ki je najbolj
univerzalna mera za vrednotenje diarizacije govorcev. Za preslikavo med ozna-
kami govorcev v referenci in samodejno pridobljenimi oznakami smo uporabili
“požrešno” metodo. Razlog za tako odločitev je bil, da “optimalna” ni delovala
zanesljivo na vseh posnetkih, kar bi otežilo razvoj in primerjavo postopkov.
Ostale mere smo uporabili predvsem, da bi laže razumeli, kakšne spremembe
v postopku so potrebne za izbolǰsanje rezultatov. Pri računanju mer natančnosti
in priklica segmentacije smo toleranco nastavili na 0,5 s. Pomemben pokazatelj
kakovosti postopka je tudi število govorcev, kar še posebej velja v našem primeru,
saj število sogovornikov lahko predstavlja pomembno informacijo pri razumevanju
človekovih odzivov na določeno situacijo.
Uporabili smo razvojno zbirko, v kateri so bili trije posnetki iz zbirke AMI.
Vsakega smo uporabili brez dodanih motenj, z dodanim posnetkom šuma iz ulice
in posnetkom šuma iz gostilne, kot je to opisano v razdelku 4.1.2.
V nadaljevanju predstavimo spremembe osnovnega postopka LIUM, s katerimi
smo ga prilagodili za delovanje na posnetkih sestankov in zmanǰsali razlike v
rezultatih zaradi različnih tipov posnetkov.
4.3.2.1 Izbor komponent in nastavljanje parametrov
Izbor komponent in nastavljanje parametrov komponent postopka diarizacije go-
vorcev smo začeli s testom osnovnega postopka LIUM, ki je predstavljen v raz-
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delku 4.2.1.3 in je namenjen diarizaciji govorcev v posnetkih novic, zato brez
sprememb nismo pričakovali dobrih rezultatov. Povprečna vrednost mere DER
ob uporabi takega postopka je bila vǐsja od 50 %, kar pomeni, da je delovanje
zelo nezanesljivo.
Tabela 4.7: Rezultati na razvojni zbirki med iskanjem najprimerneǰsih kompo-
nent in parametrov.








LIUM 79,6 0,199 0,345 0,252 0,666 0,769 0,697 53,1 6,0
Naš VAD 83,8 0,265 0,347 0,300 0,688 0,747 0,711 48,1 9,8
VAD pred 84,2 0,267 0,348 0,301 0,707 0,727 0,712 46,6 7,4
VAD gla. 89,5 0,403 0,340 0,368 0,707 0,730 0,714 43,2 7,9
HAC λ 89,5 0,395 0,339 0,364 0,700 0,763 0,727 40,9 4,2
Viterbi 89,5 0,479 0,338 0,396 0,704 0,767 0,732 40,5 4,2
CLR top 89,5 0,479 0,338 0,396 0,718 0,747 0,731 39,6 4,7
Končno 89,5 0,480 0,335 0,394 0,719 0,729 0,723 40,3 3,3
V tabeli 4.7 so prikazani vmesni rezultati na razvojni zbirki med iskanjem
najprimerneǰsih komponent in parametrov za diarizacijo govorcev. Predstavljene
so povprečne vrednosti mer na vseh devetih posnetkih v razvojni množici. Pod
oznako “VAD” so navedene vrednosti točnosti detekcije govora.
Prva sprememba postopka je bila uporaba našega detektorja govora in značilk
MFCC, ki so bile izračunane z orodjem openSMILE. V tabeli 4.7 je ta sprememba
označena z “Naš VAD”. Pričakovano se je s tem izbolǰsala točnost detekcije govora
in posledično kakovost diarizacije govorcev. Izbolǰsali so se rezultati glede na vse
uporabljene mere. Ta sprememba je povzročila tudi največje izbolǰsanje mere
DER, saj se je znižala za kar 5 %. Število zaznanih govorcev je bilo že pred to
spremembo preveliko, z njo pa se je še povečalo, vendar smo to slabost rešili v
naslednjih korakih. Povprečno so bili v posnetkih razvojne zbirke prisotni štirje
govorci.
V začetnem postopku so negovorni segmenti odstranjeni zelo pozno, šele po
Viterbijevem dekodirniku. To pomeni, da se segmentacija in hierarhično rojenje
s kriterijem BIC izvajata na celotnem posnetku, tudi na negovornih segmentih.
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V posnetkih novic je to smiselno, ker so segmenti govora dalǰsi in pogosto očitno
ločeni od negovornih. V posnetkih sestankov pa so pogosteǰsi dalǰsi premori med
govorom in prisotnost šumov iz okolice, kar pa je bolje odstraniti pred rojenjem.
Negovorne segmente bi bilo morda smiselno odstraniti že pred iskanjem mej se-
gmentov, vendar komponenta za segmentacijo v orodju LIUM na vhodu pričakuje
celoten posnetek v enem delu. Vrednost mere DER se je izbolǰsala za 2,5 %, še
pomembneǰsa izbolǰsava pa je bila število zaznanih govorcev, ki je bilo bližje
dejanskemu. Spremembo smo označili z “VAD pred”.
Tudi z naslednjo spremembo smo ostali na področju detektorja govora, saj
smo spreminjali parametre glajenja, označena je z “VAD gla.”. Spremenili smo
le minimalno dolžino govornega segmenta lgovor, in sicer s 150 ms na 50 ms.
Tako smo občutno izbolǰsali predvsem priklic segmentacije, vendar je vrednost še
vedno zelo nizka. Vrednosti parametrov lne−govor in lokvir nismo spreminjali in sta
nastavljeni na 25 ms.
Omeniti moramo tudi poizkuse spreminjanja parametrov pri segmentaciji,
čeprav preizkušene spremembe presenetljivo niso imele pozitivnega učinka.
Pričakovali smo, da bo zaradi kraǰsih segmentov v posnetkih sestankov v pri-
merjavi s posnetki novic segmentacija delovala bolje ob izboru manǰsega okna,
na katerem postopek ǐsče meje med govorci, vendar se rezultati niso izbolǰsali.
Dolžino vsakega segmenta, med katerima ugotavljamo prisotnost meje, smo na-
stavili na 2,5 s. Smo pa zamenjali uporabljen kriterij za iskanje mej. V osnovnem
postopku je uporabljen kriterij GLR, mi pa smo uporabili kriterij BIC. Rezul-
tati se sicer zaradi te spremembe niso spremenili, vendar smo zaradi enostavnosti
postopka raje uporabili enak kriterij kot za hierarhično rojenje.
V naslednjem koraku, označenem s “HAC λ”, smo se posvetili združevanju
segmentov istega govorca, oziroma hierarhičnemu rojenju. Že iz števila zaznanih
govorcev je bilo jasno, da potrebujemo bolj agresivno rojenje, oziroma vǐsji utežni
faktor kriterija BIC λ. Vrednost λ smo s 3 povečali na 6, poleg tega smo postopek
razdelili na dva dela, in sicer na lokalno in globalno rojenje. Vrednost utežnega
faktorja smo pri lokalnem rojenju pustili na nizki vrednosti 3, saj je namen tega
koraka le ustvariti nekoliko večje roje od samih segmentov in ne iskanje dejanskega
števila govorcev. S tem smo rahlo izbolǰsali vrednost mere DER, predvsem pa se
je število zaznanih govorcev približalo dejanskemu.
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Spremembe parametrov Viterbijevega dekodirnika niso povzročile bistvenih
izbolǰsav, mera DER se je na primer znižala le za 0,4 %. Nekoliko bolj očitno je
bilo izbolǰsanje priklica segmentacije. Takšno izbolǰsanje smo dosegli z znižanjem
vrednosti “kazni” za prehod na model drugega govorca pexit z 250 na 100.
Nato smo prilagodili parametre združevanja CLR, kjer smo rahlo izbolǰsanje
dosegli le ob zmanǰsanju števila komponent modela UBM, ki se uporabljajo pri
pridobivanju modelov GMM posameznih rojev. V osnovnem postopku LIUM se
uporablja pet najbolj informativnih komponent, v našem pa le prvi dve. Najpo-
membneǰse izbolǰsanje, ki ga je prinesla ta sprememba, je bilo, da sta vrednosti
čistosti in kritja diarizacije bolj podobni, kar pomeni, da se razporeditev segmen-
tov v roje v samodejno pridobljeni diarizaciji govorcev dobro ujema z referenčno.
Sprememba je označena s “CLR top”.
Na koncu smo združevanje CLR zamenjali z običajnim hierarhičnim rojenjem
z uporabo normiranih značilk. Že preǰsnja sprememba je nakazala na to, da s
prednaučenim modelom UBM težko prilagodimo modele za posamezne govorce v
drugačnem tipu posnetkov. V tabeli 4.7 sicer lahko opazimo, da so se rezultati
na razvojni zbirki zaradi te spremembe nekoliko poslabšali, vendar je bilo takoj
očitno, da je s to spremembo postopek uporaben tudi za veliko širšo množico
različnih tipov posnetkov, kar je dobro vidno pri primerjavi rezultatov v razdelku
4.5.
4.4 Računska zahtevnost
Eden od ciljev pri razvoju opisanih postopkov je bil tudi, da so čim bolj računsko
učinkoviti. To je še posebej veljalo za detektor govora, saj smo želeli, da deluje v
realnem času.
Teste smo izvajali na neobremenjenem prenosnem računalniku s procesor-
jem Intel i5-6300HQ s frekvenco 2,3 GHz in 12 GB delovnega pomnilnika. Na
računalniku je bil nameščen operacijski sistem Windows 10.
Ločeno smo testirali čas, potreben za izračun značilk in razvrstitev v razred
govora ali ne-govora, meritev trajanja ostalih komponent diarizacije govorcev pa
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Slika 4.2: Prikaz trajanja različnih komponent diarizacije govorcev v odvisnosti
od trajanja posnetka.
smo združili. Za tako razdelitev smo se odločili, da smo preverili učinkovitost
posameznih orodij.
Značilke smo računali z orodjem openSMILE, ki je napisano v programskem
jeziku C++, ki omogoča hiter izračun. Kljub temu je bil v našem postopku ta
korak precej računsko zahteven, saj nabor značilk ni bil majhen, vključeval pa je
tudi izhod povratne nevronske mreže z dolgim kratkoročnim spominom. Trajanje
izračuna značilk je na sliki 4.2 prikazano z modro barvo in je v povprečju 73-krat
manǰse od trajanja posnetka in narašča premo sorazmerno z dolžino posnetka.
Čas, potreben za samo razvrstitev vzorcev v razred govora in ne-govora z
logistično regresijo, je bil zelo majhen. Razvrstitev smo izvedli z orodjem Weka.
Na sliki 4.2 je prikazan z oranžno barvo, vendar je premajhen, da bi lahko videli
dejanske vrednosti, je pa tako kot pri računanju značilk naraščal linearno. V
povprečju je bil ta čas več kot 10000-krat kraǰsi od trajanja posnetka. To je bilo
pričakovano, saj je logistična regresija znana kot računsko nezahteven algoritem.
Trajanje ostalih komponent diarizacije govorcev v orodju “LIUM SpkDiariza-
tion” je bilo po končanem razvoju postopka presenetljivo majhno in je označeno
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s sivo barvo. V povprečju je bilo na testiranih posnetkih 27-krat manǰse od tra-
janja posnetka. Glavni razlog za takšno hitrost je bila zamenjava komponente
združevanja CLR s hierarhičnim rojenjem z uporabo normiranih značilk. Za
primerjavo lahko povemo, da je bilo trajanje diarizacije govorcev brez izračuna
značilk in detektorja govora v osnovnem postopku LIUM le 1,2-krat manǰse od
trajanja posnetkov. Razlika se je še povečala pri dalǰsih posnetkih, kjer je v neka-
terih primerih trajanje diarizacije govorcev z osnovnim postopkom LIUM preseglo
trajanje posnetka. Razlog za tako razliko je, da komponenta združevanja CLR za
vsak roj gradi kompleksneǰse modele GMM, hierarhično rojenje v našem postopku
pa roje modelira z preprostimi Gaussovimi porazdelitvami.
Skupno trajanje vseh komponent diarizacije govorcev, ki je na sliki 4.2 prika-
zano z rumeno barvo, je bilo v povprečju 20-krat manǰse od trajanja posnetka.
Detekcijo govora smo implementirali tudi v aplikaciji za mobilne naprave z
operacijskim sistemom Android. Tudi na mobilnih procesorjih deluje v realnem
času, vendar bodo za praktično uporabo potrebne še določene optimizacije, ki so
predstavljene v razdelku 4.6.
4.5 Primerjava rezultatov
Rezultate detekcije govora in celotnega postopka diarizacije govorcev smo primer-
jali na podmnožici dvanajstih posnetkov zbirke AMI (AMI12) in na posnetkih,
ki smo jih posneli in označili v okviru dela za to diplomsko nalogo. Zbirke in
lastnosti posnetkov so predstavljene v razdelkih 4.1.2 in 4.1.3.
Na tem mestu naj še enkrat omenimo, da smo v našo testno zbirko vključili
posnetke iz telefonov Huawei P Smart, Motorola Moto X in Samsung Galaxy
S6, posnetke iz telefona Nokia 6 pa smo odstranili, kar je podrobneje opisano v
razdelku 4.1.3.
Delovanje naših postopkov (A-LIUM) smo primerjali z osnovnim postopkom
LIUM in postopkom v orodju ALIZE.
Najprej smo primerjali kakovost detektorja govora. Rezultati točnosti detek-
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cije na posnetkih iz množice AMI12 so prikazani v tabeli 4.8. Opazimo lahko, da
so na tej množici posnetkov vsi postopki delovali dobro, saj so dosegli povprečno
točnost okoli 90 %. Posnetki iz te množice za detekcijo govora niso posebej zah-
tevni, saj vsebujejo zelo malo šuma iz okolice, poleg tega imajo tudi visoko in
enakomerno glasnost.
Tabela 4.8: Primerjava rezultatov točnosti detekcije govora na dvanajstih po-
snetkih iz zbirke AMI.
Posnetek ALIZE LIUM A-LIUM
IS1000a 79,8 79,6 85,3
IS1001a 83,4 86,8 87,8
IS1001b 83,2 89,5 91,1
IS1001c 83,9 87,6 91,1
IS1003b 87,5 84,4 87,8
IS1003d 88,8 91,3 92,5
IS1006b 90,2 91,0 92,6
IS1006d 89,4 90,7 92,5
IS1008a 88,6 86,6 92,9
IS1008b 90,9 90,7 92,9
IS1008c 90,5 87,8 92,6
IS1008d 91,7 90,3 93,0
Povprečje 87,3 88,0 91,0
Iz rezultatov je razvidno, da je naš detektor govora deloval bolje od referenčnih
že v primeru čistih in kakovostnih posnetkov. Razlike sicer niso bile velike, vendar
je bil najbolǰsi rezultat dosežen pri čisto vseh posnetkih iz množice AMI12.
Večje razlike v delovanju detekcije govora so razvidne iz tabele 4.9, kjer so
prikazani rezultati na naših posnetkih, kjer je glasnost govora veliko nižja in
se tudi bolj razlikuje glede na govorca v posnetku. Poleg tega je v posnetkih
prisotnih tudi več akustičnih motenj iz okolice. Prikazani so povprečni rezultati,
doseženi na posnetkih iz vseh treh telefonov.
Za detektor govora v orodju ALIZE lahko rečemo, da je popolnoma odpovedal,
saj je bila prisotnost govora napačno zaznana v več kot polovici vzorcev. Orodje
LIUM je doseglo skupno točnost detekcije govora približno 70 %, kar pomeni, da
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Tabela 4.9: Primerjava rezultatov točnosti detekcije govora na naših testnih
posnetkih.
Posnetek ALIZE LIUM A-LIUM
D 1 49,8 69,0 83,1
D 2 48,7 68,8 88,3
P 1 48,5 71,7 84,7
Povprečje 49,0 69,8 85,4
je detektor govora uporaben, vendar ne deluje zanesljivo v težjih pogojih. Naš
detektor govora pa je dosegel točnost detekcije 85%, kar je veliko bolje od ostalih
dveh orodij in nakazuje na zanesljivo delovanje v različnih pogojih.
Bolǰso informacijo o tem, zaradi česa je prǐslo do slabših rezultatov, lahko
pridobimo iz tabel 4.10 in 4.11, kjer so prikazani še ločeni rezultati za kakovost
zaznave govora in ne-govora. Predstavljeni so povprečni rezultati na vseh po-
snetkih množice AMI12 in naših posnetkov. V tabeli 4.10 so prikazane vrednosti
mere priklicgovor, v tabeli 4.11 pa mere priklicne−govor.
Tabela 4.10: Primerjava rezultatov priklica razreda govora.
Zbirka ALIZE LIUM A-LIUM
AMI12 88,6 95,1 96,1
Naši posnetki 35,4 94,8 97,2
V tabeli 4.10 izstopa predvsem rezultat orodja ALIZE na naših posnetkih,
saj je pravilno zaznalo le 35,4% vzorcev govora. Ostala dva postopka sta govor
zaznavala zelo dobro, s točnostjo zaznavanja nad 90%.
Tabela 4.11: Primerjava rezultatov priklica razreda ne-govora.
Zbirka ALIZE LIUM A-LIUM
AMI12 79,8 51,5 65,1
Naši posnetki 84,2 4,2 53,3
4.5 Primerjava rezultatov 67
V tabeli 4.11 pa lahko hitro opazimo veliko slabost detekcije ne-govora v
orodju LIUM. V posnetkih iz zbirke AMI12 je pravilno razvrstilo le malo več kot
polovico ne-govornih vzorcev, v naših posnetkih pa je skoraj vse ne-govorne vzorce
označilo kot govorne. Vidimo lahko tudi slabost v delovanju našega detektorja
govora. Čeprav smo želeli postopek, ki zanesljivo razvršča ne-govorne vzorce, je v
testnih posnetkih pravilno razvrstil le 65,1 % vzorcev iz zbirke AMI12 in 53,3 %
v naših posnetkih.
Zanimalo nas je tudi, če se rezultati detekcije govora razlikujejo glede na
telefon, ki je bil uporabljen za snemanje. Vrednosti skupne točnosti detekcije
govora na naših posnetkih z našim postopkom A-LIUM, so prikazane v tabeli
4.12.
Tabela 4.12: Primerjava rezultatov skupne točnosti detekcije govora na različnih
telefonih na naših testnih posnetkih s postopkom A-LIUM.
Telefon Huawei Motorola Samsung
D 1 82,6 83,5 83,3
D 2 87,6 88,5 88,8
P 1 84,1 84,9 85,2
Povprečje 84,7 85,7 85,8
Ugotovili smo, da uporaba različnih telefonov na kakovost detekcije govora
skoraj nima vpliva, saj se vrednosti skupne točnosti detekcije za posnetke istega
pogovora, posnetega z različnimi telefoni skoraj niso razlikovale.
Glede na to, da sta predvsem orodji LIUM in ALIZE dosegali zelo različne
rezultate na uporabljenih množicah posnetkov, smo preverili še odziv na glasnost
posnetkov. Posnetku IS1008d smo glasnost znižali, posnetku P 1 iz telefona Mo-
torola Moto X pa povǐsali. Opazili smo, da orodje ALIZE za dobro delovanje po-
trebuje dovolj glasne posnetke, rezultati ostalih dveh postopkov se niso bistveno
razlikovali ob uporabi posnetkov različnih glasnosti.
Nato smo izvedli primerjalne teste še za celoten postopek diarizacije govorcev.
Postopke smo primerjali le na podlagi mere DER, saj omogoča najbolj celovito in
enostavno primerjavo kakovosti postopkov, ostale mere so bile uporabne predvsem
pri razvoju postopka. Smo pa poleg vrednosti klasične mere DER zapisali še
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Tabela 4.13: Primerjava kakovosti diarizacije na dvanajstih posnetkih iz zbirke
AMI z mero DER. Navedene so vrednosti klasične mere DER, v oklepajih pa
vrednosti mere DER z izpuščenimi deli posnetka, kjer je prisoten prekrivajoč
govor.
Posnetek ALIZE LIUM A-LIUM
IS1000a 61,5 (55,2) 60,4 (57,9) 59,1 (56,2)
IS1001a 48,1 (39,5) 48,0 (42,0) 52,5 (46,3)
IS1001b 50,3 (43,8) 55,6 (53,5) 36,0 (25,9)
IS1001c 45,8 (38,5) 54,6 (51,8) 47,4 (42,7)
IS1003b 31,8 (21,9) 45,6 (37,5) 51,1 (46,2)
IS1003d 64,7 (49,0) 64,4 (56,2) 62,5 (55,6)
IS1006b 33,4 (16,1) 45,0 (30,0) 40,7 (21,0)
IS1006d 60,3 (35,5) 68,7 (66,8) 60,8 (49,9)
IS1008a 29,0 (23,4) 31,5 (26,9) 25,9 (19,9)
IS1008b 18,6 (11,2) 31,7 (23,8) 20,6 (13,5)
IS1008c 27,1 (12,9) 39,2 (25,8) 31,2 (16,3)
IS1008d 26,8 (11,3) 47,4 (33,8) 26,9 (13,4)
Povprečje 41,5 (29,9) 49,3 (42,2) 42,9 (33,9)
vrednost z izpuščenimi deli, kjer je prisoten prekrivajoč govor. Te vrednosti so v
tabelah zapisane v oklepajih. Vrednosti obeh mer DER ob diarizaciji govorcev v
množici AMI12 so predstavljene v tabeli 4.13.
Najbolǰse rezultate na tej množici je doseglo orodje ALIZE, le nekoliko slabši
pa so rezultati našega postopka. Orodje LIUM je doseglo kar precej slabše re-
zultate, kar je bilo pričakovano, saj je primarno namenjeno diarizaciji govorcev
v posnetkih novic. Opazimo lahko tudi, da bi bile vrednosti klasične mere DER
lahko veliko bolǰse, če bi pravilno določali tudi govorce v delih posnetkov s pre-
krivajočim se govorom.
Pri testiranju na naših posnetkih, ki najbolje predstavljajo tip posnetkov,
za katere smo razvili naš postopek, pa lahko v tabeli 4.14 opazimo velik upad
kakovosti diarizacije govorcev z osnovnim postopkom LIUM in orodjem ALIZE.
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Tabela 4.14: Primerjava rezultatov na naših testnih posnetkih. Navedene so
vrednosti klasične mere DER, v oklepajih pa vrednosti mere DER z izpuščenimi
deli posnetka, kjer je prisoten prekrivajoč govor.
Posnetek ALIZE LIUM A-LIUM
D 1 83,6 (83,5) 87,5 (88,8) 54,0 (53,1)
D 2 77,5 (77,0) 75,6 (76,3) 24,6 (23,5)
P 1 77,0 (77,0) 85,5 (85,7) 23,7 (23,2)
Povprečje 79,4 (79,2) 82,8 (83,6) 34,1 (33,3)
Razlog za slab rezultat z orodjem ALIZE lahko pripǐsemo potrebi po enako-
merno glasnih posnetkih. Rezultate lahko nekoliko izbolǰsamo z normiranjem gla-
snosti posnetka, vendar problema ne bi popolnoma rešili. V posnetkih iz telefona
so namreč glasnosti govora različnih govorcev lahko zelo različne, saj oddaljenost
govorca od mikrofona ni znana vnaprej.
Pri osnovnem postopku LIUM je najverjetneje odpovedalo delovanje zadnje
komponente, in sicer združevanja CLR. Zaradi zelo različnih posnetkov namreč
težko prilagodimo modele govorcev iz modela UBM, ki je naučen na podatkih
iz drugačnih mikrofonov v drugačnih razmerah. To domnevo potrjujejo rezultati
našega postopka, saj je največja razlika v postopkih poleg drugega detektorja
govora prav zamenjava združevanja CLR z navadnim hierarhičnim rojenjem, ki
ne potrebuje vnaprej naučenega modela.
Naš postopek je dosegel dober rezultat za posnetka, kjer sta bila prisotna dva
govorca, in sicer pod 25 %. Slabše pa je bilo delovanje na dalǰsem posnetku, v
katerem je bil prisoten govor devetih govorcev, saj je postopek zaznal le tri, DER
je bil posledično visok, kar 54 %.
Tako kot za detekcijo govora, nas je tudi za diarizacijo govorcev zanimalo, če se
rezultati razlikujejo glede na telefon, ki je bil uporabljen za snemanje. Vrednosti
mer DER ob diarizaciji govorcev z našim postopkom so prikazane v tabeli 4.15.
Ugotovili smo, da uporaba različnih telefonov tudi na kakovost diarizacije
govorcev bistveno ne vpliva, saj so bile vrednosti mere DER za posnetke istega
pogovora, posnetega z različnimi telefoni zelo podobne.
70 Eksperimenti in rezultati
Tabela 4.15: Primerjava rezultatov na različnih telefonih na naših testnih po-
snetkih s postopkom diarizacije govorcev A-LIUM. Navedene so vrednosti klasične
mere DER, v oklepajih pa vrednosti mere DER z izpuščenimi deli posnetka, kjer
je prisoten prekrivajoč govor.
Telefon Huawei Motorola Samsung
D 1 54,1 (53,4) 50,7 (49,8) 57,4 (56,3)
D 2 27,5 (26,5) 24,0 (22,8) 22,3 (21,1)
P 1 24,6 (24,2) 23,8 (23,4) 22,5 (22,0)
Povprečje 35,4 (34,7) 32,8 (32,0) 34,0 (33,1)
Rezultate smo primerjali še z navedenimi v literaturi. Našli smo tri članke,
v katerih so uporabili množico posnetkov AMI12. V vseh so sicer predstavljali
dodatne tehnike, ki jih v našem postopku nismo uporabili, zato smo za primer-
javo uporabili tako rezultate osnovnih postopkov, kot tudi najbolǰse rezultate, o
katerih poročajo.
V [25] so predstavili izbolǰsan postopek z zaznavo prekrivajočega govora. Re-
zultati, ki so jih navedli, sicer za primerjavo niso najbolǰsi, saj so izključili napako,
ki nastane zaradi nepopolnega delovanja detektorja govora. Uporabili so kar re-
ferenčne oznake govornih delov posnetka. Z osnovnim postopkom brez detekcije
prekrivajočega govora so dosegli vrednost mere DER 32,3 %. Napaka zaznavanja
in napaka zgrešitve, ki so ju izločili, tudi v primeru dobrega delovanja detektorja
govora k meri DER dodata med 10 % in 15 %. Tako bi bili rezultati zelo podobni
našim. Z dodano detekcijo prekrivajočega govora so vrednost mere znižali na
29,9 %, vendar bi tudi tu morali dodati napako detekcije govora.
V drugih dveh člankih so predstavili postopke z dodajanjem vizualne informa-
cije iz kamer, ki so snemale sestanke. Že v osnovnih referenčnih postopkih brez
vizualne informacije pa so za diarizacijo govorcev uporabljali posnetke iz več mi-
krofonov. Osnovni postopek v [27] je tako dosegel DER 31,5 %, v [26] pa 27,5 %.
Glede na to, da so z uporabo več mikrofonov dosegli veliko bolǰse rezultate od
naših, bi bilo vredno ponovno razmisliti o uporabi več mikrofonov tudi v našem
postopku diarizacije govorcev. Več o tej možnosti je napisano v naslednjem raz-
delku. Z dodajanjem vizualne informacije so mero DER v [27] znižali na 26,5 %,
v [26] pa celo na 19,5 %.
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4.6 Diskusija
Ugotovili smo, da tako detektor govora kot celoten postopek diarizacije govorcev,
ki smo ju razvili v okviru tega diplomskega dela, zanesljivo delujeta na različnih
tipih posnetkov. Predvsem smo dosegli veliko izbolǰsanje pri posnetkih slabše
kakovosti z neenakomerno glasnostjo govora in ob prisotnosti šumov iz okolice.
Poleg tega smo dosegli tudi nizko računsko zahtevnost postopkov, kar omogoča
detekcijo govora v realnem času in diarizacijo govorcev v približno 20-krat kraǰsem
času od trajanja posnetka.
Čeprav smo z našim postopkom diarizacije govorcev na skoraj vseh posnetkih
dosegli bolǰse rezultate kot na referenčnih, smo med testiranji vseeno dobili nekaj
idej, kako bi lahko postopek še izbolǰsali.
Pri primerjavi rezultatov z orodjem ALIZE smo videli, da ta lahko deluje
zelo dobro. Algoritem E-HMM očitno v določenih primerih diarizacijo govorcev
na posnetkih sestankov opravlja bolje od ločene segmentacije in hierarhičnega
rojenja, ki smo ju uporabili v našem postopku. Pristop z algoritmom E-HMM bi
bil z nekaj prilagoditvami morda uporaben tudi v našem postopku.
Na množici posnetkov AMI12 je orodje ALIZE tudi brez prilagoditev doseglo
dobre rezultate. Za te posnetke smo že povedali, da imajo zelo enakomerno in
visoko glasnost ter da vsebujejo zelo malo šuma. Robustnost bi tako morda
lahko izbolǰsali s predobdelavo posnetka, ki bi vključevala normiranje glasnosti
in odstranjevanje šuma.
Predvsem odstranjevanje šuma bi imelo lahko pozitivne učinke tudi na robu-
stnost našega postopka, saj bi tako odstranili motnje v posnetkih, ki nastanejo
zaradi različnih mikrofonov. Posledično bi bili morda uporabni tudi posnetki, ki
smo jih pridobili s telefonom Nokia 6.
Med vsemi komponentami diarizacije govorcev smo najslabše rezultate dosegli
pri iskanju mej med segmenti govorcev. Ena možnost za izbolǰsanje je predsta-
vljena v [21], kjer so združili rezultate segmentacije, ki je potekala od začetka proti
koncu posnetka in od konca proti začetku. S tem bi lahko nekoliko zmanǰsali vpliv
zveznih prehodov med govorci, do česar pride zaradi prekrivajočega govora.
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Za izbolǰsanje segmentacije bi bilo morda vredno ponovno razmisliti o uporabi
več mikrofonov za zajem zvoka. Značilke TDOA namreč niso odvisne od lokacije
mikrofonov in izbolǰsajo predvsem segmentacijo. Postopek bi moral delovati z
in brez značilk TDOA, da bi tako še vedno deloval na vseh modelih mobilnih
telefonov.
Pri razvoju postopka bi gotovo koristila večja zbirka označenih posnetkov po-
govorov, posnetih z različnimi mobilnimi telefoni v različnih akustičnih razmerah.
Tako bi bolje nastavili parametre komponent, posnetke pa bi lahko uporabili tudi
za gradnjo bolj primernega modela UBM.
Zadnji korak v osnovnem postopku LIUM naj bi z uporabo kompleksneǰsih
modelov izbolǰsal rezultate, zaradi česar bi bilo morda smiselno uporabiti ta ko-
rak, vendar z novim modelom UBM. Lahko pa bi uporabili tudi pristop opisan
v [12], kjer je UBM zgrajen kar na podlagi vhodnega posnetka, vendar je tak
pristop še počasneǰsi, kot če je model UBM pripravljen vnaprej.
V nadaljevanju projekta bo potrebna še smiselna implementacija razvitih po-
stopkov za samodejno zaznavo in analizo posnetkov. Detektor govora bo deloval
na mobilnih telefonih z operacijskim sistemom Android v realnem času. Naš
detektor govora je sicer že dovolj računsko učinkovit, da je to mogoče tudi na
nekoliko stareǰsih napravah, vendar neprestano delovanje porabi veliko baterije.
Za to bo potrebno določiti kraǰse intervale, znotraj katerih bo detektor govora
deloval, vmes pa bo izključen.
Značilke MFCC bodo shranjene le takrat, ko bo zaznan pogovor. Tako bo
zmanǰsana količino podatkov, ki bodo shranjeni v mobilnem telefonu. Z namenom
varčevanja z baterijo se postopek diarizacije govorcev ne bo izvajal na mobilnih
telefonih, ampak bodo shranjene značilke MFCC prenesene na strežnik, kjer bo
potekala nadaljnja analiza pogovorov s postopkom diarizacije govorcev.
5 Zaključek
V tem diplomskem delu smo razvili detektor govora in postopek diarizacije go-
vorcev, ki dobro delujeta tudi na slabših posnetkih pogovorov, pridobljenimi z
mobilnimi telefoni.
Detektor govora z uporabo algoritma logistične regresije je dosegel zelo dobre
rezultate, povprečna točnost detekcije je bila namreč blizu 90 %. Celoten posto-
pek detekcije govora kljub velikemu naboru uporabljenih značilk lahko deluje v
realnem času na mobilnih napravah.
Diarizacijo govorcev smo razvili na podlagi osnovnega postopka orodja “LIUM
SpkDiarization”. Postopek smo našim potrebam prilagodili predvsem z uporabo
prej razvitega detektorja govora in odstranitvijo komponente združevanja CLR, ki
potrebuje vnaprej naučen model, v katerem težko zajamemo vse možne akustične
lastnosti govorcev. S tem smo izbolǰsali zanesljivost algoritma v manj kvalitetnih
posnetkih in dosegli tudi nižjo računsko zahtevnost, trajanje celotnega postopka
diarizacije govorcev je bila namreč v povprečju kar 20-krat manǰse od trajanja
posnetka.
Postopek diarizacije govorcev, ki smo ga razvili v okviru tega diplomskega
dela, bo v raziskavi STRAW pomagal pri analizi medosebnih interakcij. Tako




[1] L. Bolliger, J. Lukan, M. Lustrek, D. D. Bacquer in E. Clays, “Disentangling
the sources and context of daily work stress: Study protocol of a compre-
hensive real-time modelling study using portable devices,” vol. 13, no. 3,
str. 3756, 2019.
[2] R. Wang, F. Chen, Z. Chen, T. Li, G. Harari, S. Tignor, X. Zhou, D. Ben-
Zeev in A. T. Campbell, “Studentlife: assessing mental health, academic
performance and behavioral trends of college students using smartphones,”
v Proceedings of the 2014 ACM international joint conference on pervasive
and ubiquitous computing, str. 3–14, ACM, 2014.
[3] D. Ben-Zeev, E. A. Scherer, R. Wang, H. Xie in A. T. Campbell, “Next-
generation psychiatric assessment: Using smartphone sensors to monitor be-
havior and mental health.,” Psychiatric rehabilitation journal, vol. 38, no. 3,
str. 218, 2015.
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