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초    록 
 
Single image super-resolution (SISR) 을 위한 convolutional 
neural network (CNN) 는 영상 분류용 CNN과 달리 고해상도의 
영상을 입력 받아 고해상도의 중간 연산 결과인 feature map을 생성 
한다. SISR용 CNN을 가속하기 위한 하드웨어는 주로 디스플레이 
장치에 적용이 되며 외부 메모리 접근이 불가능한 스트리밍 구조를 
갖는다. 이는 on-chip 메모리의 용량이 제한적인 하드웨어의 특성상 
구현의 어려움을 야기한다. 기존의 연구들은 on-chip 메모리를 
감소하기 위해 성능 저하 또는 압축 모듈을 추가한다. 본 논문은 성능 
저하 없이 SISR용 CNN 하드웨어의 on-chip 메모리 감소 및 
하드웨어를 설계하기 위한 방법을 제안한다.  
CNN 하드웨어는 VDSR (Very deep neural network for super-
resolution) 구조를 기반으로 한다. 기존 CNN 하드웨어의 SRAM에 
읽기 및 쓰기 접근이 동시에 발생하는 래스터 스캔 순서를 부분적 수직 
순서로 변경 함으로 읽기 및 쓰기 접근 타이밍을 분리한다. 부분적 수직 
순서는 기존의 CNN 하드웨어가 사용하는 듀얼 포트 SRAM 대신 싱글 
포트 SRAM을 사용하도록 하며 이는 on-chip 메모리를 절반으로 
감소한다. 두 번째 방법으로 VDSR의 필터의 형태를 변경하는 방법을 
적용한다. On-chip 메모리의 크기는 컨볼루션 필터의 높이에 비례한다. 
그러나 VDSR의 필터는 대칭 구조 중 가장 작은 필터 모양이므로 해당 
문제를 해결하기 위해 컨텍스트 보존 1D 필터 구성 방법 및 컨텍스트를 
기반한 세로 필터 감소 방법을 적용하여 SRAM의 크기를 절반으로 
추가적으로 감소한다. 
CNN 하드웨어 구조가 확정 된 이후 CNN의 SISR 성능을 개선 
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하기 위한 CNN학습 방법을 자연 영상 (natural image)와 텍스트 영상 
(text image)에 대해 각각 제안한다. SRGAN (Super-resolution 
generative adversarial networks) 는 판별자 네트워크 (discriminator 
network)로부터 발생하는 손실으로 SISR용 CNN이 실제 영상처럼 
보이는 자연 영상을 출력하도록 한다. 그러나 SRGAN은 과선명화로 
인한 시각적 결함을 발생하는 문제가 있다. 본 논문은 SRGAN의 시각적 
결함을 제거하는 두 가지 방법을 제안한다. 첫 번째는 판별자 
네트워크의 구조를 변경하여 판별자 네트워크 내에서 영상의 세부 정보 
손실을 방지하는 해상도 유지 판별자 네트워크 구조를 제안 한다. 두 
번째는 콘텐트 손실을 발생하는 VGG 네트워크의 구조상 영상의 
세부적인 정보를 손실하는 문제를 해결하기 위한 해상도 유지 콘텐트 
손실 방법을 제안한다.  
텍스트 영상은 자연 영상이 아닌 합성 영상으로 영상 내 폰트와 
배경의 색상 조합을 다양하게 변경될 수 있다. 기존의 CNN 학습 
방법은 네트워크의 일반화를 위해 다양한 종류의 영상을 학습 시키는 
방법을 사용한다. 그러나 모든 종류의 색상 조합을 CNN에 학습 시키는 
것은 불가능하다. 본 논문은 영상 압축에 사용되는 De-colorization 
방법을 차용하여 CNN이 학습할 영상을 검은 폰트와 흰색 배경으로 
이루어진 영상으로 한정 함으로 학습되지 않은 영상의 폰트 및 배경 
색상 조합에도 시각적 결함 없이 SISR 연산을 수행 하는 방법을 제안 
한다. 
 
주요어 : Single image super-resolution, on-chip memory, real-time 
hardware, generative adversarial networks, text super-resolution 
학   번 : 2012-20828 
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제 1 장 서    론 
 
 
제 1 절 연구의 배경 
 
단일 영상 초해상도 (Single image super-resolution; SISR)는 
낮은 해상도의 영상 (low resolution image; 𝐼𝐿𝑅 ) 을 입력 받아 높은 
해상도의 초해상도 영상 (super-resolution image; 𝐼𝑆𝑅)  을 출력하는 
연산으로 의료 영상, 영상 감시 시스템 (video surveillance system)과 
고 해상도 디스플레이 장치 등에 활용 된다 [1-4]. 최근 디스플레이 
장치들은 full-HD 해상도를 넘어서 4K ultra-HD와 8K ultra-HD 
해상도의 영상을 출력하는 추세이다. 디스플레이 장치들의 출력할 수 
있는 최대 해상도는 증가하나 실제 영상 데이터는 디스플레이 장치의 
출력 가능한 최대 해상도보다 낮은 경우가 있으며, 이러한 경우 
𝐼𝐿𝑅 으로부터 시각적 결함 (visual artifact) 없으며 시각적으로 뛰어난 
𝐼𝑆𝑅을 생성 하는 것이 중요하다.  
기존의 SISR 방법으로 가장 단순한 방법은 Bicubic 보간법이 있다. 
Bicubic 보간법은 영상의 단순한 영역에 대해서는 높은 성능을 보이나, 
반복되는 패턴이나 텍스트와 같이 복잡한 영역은 blur 된 영상을 
출력하는 문제가 있다. SISR에 관한 연구는 영상의 복잡한 영역의 
정보를 유지하면서 시각적으로 뛰어난 𝐼𝑆𝑅 을 출력하는 방향으로 진행 
되며 기계 학습 (machine learning)을 기반으로 한 연구들이 존재한다 
[5-8]. 기계 학습 기반의 SISR 은 기존의 비 기계학습 기반의 방법과 
비교하여 높은 SISR 성능을 내지만 여전히 영상의 복잡한 영역에 
대해서는 시각적 결함을 생성하는 문제가 있다. C. Dong et al. 은 영상 
분류 (image classification) 분야에서 높은 성능을 보이는 
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convolutional neural network (CNN)을 이용한 SISR 방법인 super-
resolution CNN (SRCNN)을 제안한다 [9]. SRCNN은 기존의 기계 
학습 기반의 SISR 들의 성능을 뛰어넘으며 CNN을 기반으로 한 SISR 
연구가 주목을 받고 있다.  
CNN을 기반으로 한 SISR 방법 중 very deep CNN for super-
resolution (VDSR)은 영상 분류 네트워크 중 VGG network [10] 를 
기반으로 하여 모든 컨볼루션 레이어의 필터 크기를 3×3으로 구성하여 
CNN기반의 SISR 방법 중 높은 성능을 보인다 [11]. VDSR은 20개의 
컨볼루션 레이어로 구성되며 각각의 컨볼루션 레이어는 64개의 필터를 
갖는 구조이다. VDSR은 영상 분류 딥러닝 (deep learning) 분야에서 
적용되는 내용인 CNN의 컨볼루션 레이어 수가 증가 할 수록 성능도 
증가함을 보임으로 이후의 SISR 용 CNN 구조들이 해당 내용을 
기반으로 더 많은 컨볼루션 레이어로 CNN을 구성하도록 한다. FPGA나 
ASIC을 기반으로 한 CNN 가속기에 대한 기존 연구는 영상 분류용 
CNN을 가속하기 위한 구조가 주로 연구 된다 [12, 13]. 영상 분류용 
CNN은 저해상도 feature map (𝑓𝑚𝑎𝑝)을 기반으로 연산이 수행되므로 
on-chip 메모리의 제약이 적은 반면 SISR용 CNN은 고해상도 𝑓𝑚𝑎𝑝을 
기반으로 연산이 수행되어 많은 양의 on-chip 메모리를 필요로 한다. 
표 1.1은 VGG19 network와 VDSR을 비교를 보인다. VGG19는 
ImageNet의 224×224 해상도 영상을 사용 하며, VDSR은 SISR 영상의 
출력 해상도가 full-HD임을 가정한다. VDSR은 VGG19과 같이 3 × 3 
표 1.1 VGG19와 VDSR 네트워크 비교 
 VGG19 VDSR VDSR/VGG19 
Convolution filter 3×3 3×3  
Convolution layers 16 20  
Parameters (× 103) 200218.88 664.70 3.32% 




필터로 구성되며 VGG19와 비교하여 4개의 컨볼루션 레이어를 더 
사용한다. 그러나, VDSR의 hidden 컨볼루션 레이어는 모두 64 채널의 
𝑓𝑚𝑎𝑝을 출력하며 이는 VGG19 대비 3.32%의 parameters를 사용한다. 
반면에 고해상도의 𝑓𝑚𝑎𝑝 을 기반으로 컨볼루션 연산을 수행하므로 
VGG19와 비교하여 14.12배 많은 on-chip 메모리를 요구하는 
구조이다. 디스플레이 장치는 실시간 동작이 필수로 SISR 연산을 
수행하는 스트리밍 구조의 하드웨어를 내장 한다. 따라서 기존의 영상 
분류용 CNN의 가속기 구조를 적용하는 것이 불가능하다. 그러나 SISR 
하드웨어의 크기는 제약이 있으며 특히 컨볼루션 레이어의 중간 연산 
결과 값을 on-chip 메모리에 저장해야 한다. SISR 용 CNN은 
고해상도의 𝑓𝑚𝑎𝑝  데이터를 on-chip 메모리에 저장하므로 계속하여 
증가하는 CNN 의 크기는 SISR용 CNN을 디스플레이 장치에 
적용하기에 어렵게 한다. 
SISR용 CNN 하드웨어가 고정된 경우 SISR 성능을 높이기 위한 
방법은 효과적인 CNN의 학습이다. SISR의 목적은 영상의 세밀한 
정보들을 유지하는 𝐼𝑆𝑅 을 생성하는 것이다. 대부분의 연구들이 CNN을 
학습하기 위해 고해상도 원본 영상 (high resolution image; 𝐼𝐻𝑅 ) 과 
𝐼𝑆𝑅 간 픽셀 간의 차이를 손실 함수로 사용하며, 이는 𝐼𝑆𝑅 과 𝐼𝐻𝑅 간의 
평균 픽셀 오차는 감소하지만 𝐼𝑆𝑅 의 세밀한 정보들을 손실하는 문제가 
있다. Super-resolution generative adversarial network (SRGAN) [14] 
은 𝐼𝑆𝑅 의 세밀한 정보 손실을 막기 위해 적대적 생성 신경망 
(generative adversarial networks; GANs) [15] 구조를 사용한다. 
SRGAN은 𝐼𝑆𝑅 을 출력하는 생성자 신경망 (generator network; 𝐺 )과 
𝐼𝑆𝑅 과 𝐼𝐻𝑅 을 구분하는 판별자 신경망 (discriminator network; 𝐷 )로 
구성된다. 𝐷는 𝐼𝐻𝑅과 𝐼𝑆𝑅을 구분한 후 손실을 𝐺에게 전달함으로 𝐺가 
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𝐷의 관점에서 원본과 동일한 확률 분포를 갖는 영상을 출력하도록 학습 
시킨다. 또한, 𝐼𝑆𝑅 과 𝐼𝐻𝑅 의 유사도를 증가하기 위해 컨텐트 손실 
(content loss) 를 함께 사용한다. SRGAN은 기존의 CNN들과 비교하여 
원본과 유사해 보이는 𝐼𝑆𝑅을 출력하지만, 과선명화 (over sharpening) 
효과로 인해 시각적 결함을 야기한다. 이러한 시각적 결함을 해결하기 
위해 𝐺의 크기를 증가하는 경우 하드웨어에 부적합 하며, 여러 가지의 
손실 함수를 동시에 적용하는 경우 여러 손실 함수들의 장점들이 결합 
되는 동시에 단점도 함께 부각되는 문제가 있다. 
대부분의 SISR 연구는 자연 영상 (natural image)들의 성능을 
높이기 위해 진행 된다. 그러나, 실제 디스플레이 장치는 텍스트 영상과 
자연 영상이 함께 출력 된다. 텍스트 영상의 경우 자연 영상들에 비해 
시각적 결함에 취약하다. 텍스트 영상의 SISR은 자연 영상들에 비해 
주목받지 않아 기계 학습 기반의 방법들[16, 17]과 SRCNN의 연구 
결과가 존재한다. 그러나 기존 연구들은 학습용 영상과 실제 테스트 
영상들의 배경과 폰트의 색상 조합이 동일하다. 기계 학습 기반의 
방법들을 포함하여 CNN 기반의 텍스트 SISR은 학습 된 색상의 영상에 
대해서 높은 성능을 보이지만, 학습되지 않은 영상을 테스트 하는 경우 
심한 시각적 결함을 보인다. 텍스트 영상은 다양한 폰트와 배경의 색상 








제 2 절 연구의 내용 
 
본 논문은 SISR을 위한 CNN을 하드웨어 관점으로 최적화 하기 
위한 세 가지 방법을 제안한다. 첫 번째는 스트리밍 구조 (streaming 
architecture) CNN 하드웨어 설계 방법이다. 스트리밍 구조는 off-chip 
메모리 접근 없이 모든 연산을 하는 하드웨어 구조로 래스터 스캔 순서 
(raster scan order)로 실시간으로 입력되는 영상에 대해서 실시간 
연산이 필수인 디스플레이 장치에 적용되는 하드웨어 구조이다.  
SISR용 CNN 하드웨어를 설계하기 위한 CNN 구조는 VDSR을 
사용한다. VDSR은 모든 컨볼루션 레이어의 필터 크기가 3 × 3으로 
동일하며 마지막 컨볼루션 레이어를 제외한 모든 컨볼루션 레이어들이 
64개의 𝑓𝑚𝑎𝑝 을 출력한다. 이는 CNN의 컨볼루션 레이어의 개수와 
output 𝑓𝑚𝑎𝑝 (𝑜𝑓𝑚𝑎𝑝) 수에 따른 SISR 성능 분석 및 하드웨어 설계에 
용이한 장점이 있다. 입력 영상은 CNN 하드웨어로 래스터 스캔 순서로 
입력되어 동일한 순서로 출력 된다. 따라서 컨볼루션 레이어로 입력된 
이전 라인의 데이터들은 on-chip 메모리에 저장되며 이 on-chip 
메모리는 𝑓𝑚𝑎𝑝 이 입력되는 매 사이클마다 read 및 write 동작이 
동시에 발생한다. 동시에 read 및 write 동작을 만족하기 위해 on-chip 
메모리는 듀얼 포트 SRAM (dual port SRAM) 으로 구성되거나 싱글 
포트 (single port SRAM)을 사용하여 더블 버퍼링 (double buffering) 
구조를 갖는다. 본 논문에서는 컨볼루션 레이어의 연산 순서를 래스터 
스캔 순서에서 부분적 수직 순서 (partially-vertical order)로 변경하여 
기존의 CNN 하드웨어에 적용되는 듀얼 포트 SRAM을 더블 버퍼링 
없이 싱글 포트 SRAM으로 변경한다. 동일한 용량을 저장하기 위해 
싱글 포트 SRAM은 듀얼 포트 SRAM과 비교하여 두 배의 면적을 
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자치한다. 따라서 제안하는 부분적 수직 순서 연산은 기존의 래스터 
스캔 순서 기반의 CNN 하드웨어와 동일한 양의 𝑓𝑚𝑎𝑝을 저장하면서도 
절반의 면적을 차지한다. 
CNN의 on-chip SRAM 개수는 필터의 높이에 비례한다. 그러나 
VDSR은 모두 3×3 필터로 구성되므로 대칭 (symmetric) 형태의 필터 
중 최소 크기이다. 따라서 VDSR의 on-chip SRAM의 개수를 감소하기 
위한 필터의 형태를 변경 하는 방법을 제안한다. 필터 형태의 변경은 
컨볼루션 레이어 병합, 컨텍스트 보존 (context-preserving) 1D 필터 
구성 및 수직 방향 1D 필터 크기 감소로 나뉘어진다. 위의 세 단계를 
거친 1D 컨볼루션 필터로 구성된 VDSR은 on-chip SRAM 개수를 
절반으로 감소하면서도 SISR 성능 저하가 미미하여 on-chip SRAM 
감소에 적합한 필터 구조이다. CNN 하드웨어 설계를 위한 위의 방법들 
더불어 sub-pixel 컨볼루션 레이어를 포함한 하드웨어 리소스 사용량 
감소 방법들은 디스플레이 장치에 적용이 가능한 스트리밍 구조의 CNN 
하드웨어 설계를 가능하게 한다.  
이미 설계된 하드웨어는 그 구조를 변경 하는 것이 불가능 하다. 
따라서, CNN 하드웨어의 구조는 유지한 채 SISR 성능을 높이기 위한 
CNN 학습 방법에 대한 연구가 필요하다. CNN이 원본 영상과 
시각적으로 유사한 영상을 출력하기 위한 방법으로는 SRGAN이 
존재한다. SRGAN은 super resolution residual network (SRResNet) 
[14] 구조의 SISR CNN를 픽셀 값 기반의 손실 함수로 학습한 경우와 
VGG 네트워크의 𝑜𝑓𝑚𝑎𝑝  기반의 손실 함수로 학습한 경우의 시각적 
유사성의 차이가 있음을 보이며, 원본 영상과 SISR 결과 영상의 차이를 
감소하기 위해 이를 판별하는 𝐷  기반의 적대적 손실을 적용한 경우 
원본 영상과 시각적으로 유사한 영상을 출력함을 보인다. 그러나 
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SRGAN은 과선명화 영향으로 인해 영상의 시각적 결함을 초래한다. 본 
논문은 SRGAN의 시각적 결함의 원인으로 SRGAN의 𝐺 에 적용되는 
손실 함수들이 영상의 세밀한 정보들을 제거함에 있음을 보인다. 더불어 
영상의 세밀한 정보들을 유지하는 손실 함수를 적용하기 위한 𝐷 의 
구조와 VGG 네트워크 구조 변경 방법을 제안한다. 제안하는 𝐷 의 
구조와 VGG 네트워크 구조는 원본 영상의 세밀한 정보들을 유지하여 
𝐺 로 하여금 원본 영상과 유사한 SISR 영상을 출력하도록 한다. 이는 
이미 설계된 CNN 하드웨어의 재설계 없이 SISR의 성능을 향상한다. 
기존의 SISR연구들은 자연 영상의 SISR에 집중되어 있으나, 
텍스트 영상의 시각적 결함이 가독성을 저하함으로 더 큰 문제를 
야기한다. 기존의 CNN 학습 방법들은 모델의 일반화 
(generalization)을 최대화 하기 위해 다양한 종류의 영상들을 학습 
한다. 그러나 텍스트 영상의 경우 배경과 폰트의 모든 색상 조합을 
학습하는 것은 불가능 하다. 본 논문은 기존의 텍스트 영상 압축에 
사용되는 방법 중 de-colorization [18] 을 CNN에 적용 한다. De-
colorization은 원본 영상의 색상 정보 복원이 가능한 RGB to gray 
scale 변환 방법으로 CNN에 적용하는 경우 CNN은 입력 영상의 
색상과 무관하게 검은색 폰트와 흰 색 배경으로 이루어진 영상의 
SISR을 학습하게 되어 학습되지 않은 다양한 영상에 대해서도 시각적 







제 3 절 논문의 구성 
 
본 논문의 구성은 다음과 같다. 제 2장은 본 논문의 연구와 연관이 
있는 SISR을 위한 CNN에 대한 기존 연구 소개를 한다. 제 3장은 
VDSR을 기반으로 한 SISR용 CNN 하드웨어 설계를 위한 on-chip 
SRAM의 면적을 감소하기 위한 방법을 제안한다. 제 4장은 VDSR의 
on-chip SRAM의 크기를 감소하기 위한 필터 구조 변경 방법과 이를 
적용한 하드웨어 설계를 제안한다. 제 5장은 SISR용 CNN 하드웨어가 
미리 설계된 경우 SISR 성능 개선을 위한 연구로 해상도 보존 구조 
초해상도 적대적 생성 신경망 구조를 제안한다. 제 6장은 텍스트 영상의 





제 2 장 이전 연구 
 




VDSR은 VGG network 구조를 기반으로 한 SISR용 CNN으로 
20개의 컨볼루션 레이어로 구성 된다 [11]. 그림 2.1은 VDSR의 
구조를 보인다. VDSR의 첫 번째 컨볼루션 레이어는 64개의 채널을 
갖는 𝑜𝑓𝑚𝑎𝑝을 출력하며 VDSR의 마지막 컨볼루션 레이어는 영상의 Y 
채널을 출력한다. VDSR은 큰 콘텍스트 크기와 skip connection으로 
높은 SISR 성능을 보인다.  
기존의 SISR용 CNN인 SRCNN [9], fast super-resolution 
convolution neural network (FSRCNN) [19] 및 efficient sub-pixel 
convolution neural network (ESPCN) [20] 의 콘텍스트 크기는 각각 
17 × 17, 21 × 21 및 9 × 9이다. 반면 VDSR의 콘텍스트 크기는 
41×41이다. VDSR의 큰 콘텍스트 크기는 특정 픽셀을 기준으로 주변의 
많은 영상 정보들을 활용하여 SISR 연산을 수행하게 하여 영상의 
세밀한 정보들을 복원 하는 것을 가능하게 한다. 
VDSR 구조는 첫 번째 컨볼루션 레이어에 입력되는 영상 데이터와 
 














































































마지막 컨볼루션 레이어의 출력 데이터를 더하는 skip connection이 
적용된다. 이는 CNN이 𝐼𝐻𝑅 과 𝐼𝐿𝑅 간의 차이인 residual 신호를 
감소하도록 학습 되게 한다. 𝐼𝐿𝑅 은 VDSR에 입력되기 전 Bicubic 
보간법이 적용되어 𝐼𝐻𝑅과 동일한 해상도로 확대 되며, 이 확대된 영상이 
VDSR에 입력되어 SISR 연산이 수행 된다.  
기존의 SISR용 CNN구조들과 비교하여 VDSR은 컨볼루션 
레이어의 개수를 조절하거나, 컨볼루션 레이어의 필터 수를 조절하기 
용이한 구조를 갖는다. 따라서 하드웨어 구현에 적합한 구조의 
CNN이다. 그러나, VDSR의 많은 컨볼루션 레이어들은 많은 on-chip 
메모리를 사용하며 디스플레이 장치에 적용하기 위한 스트리밍 구조의 
CNN 하드웨어를 설계하기 위하여 CNN의 곱셈기 개수와 on-chip 




ESPCN은 SRCNN의 구조를 기반으로 한 SISR용 CNN 구조로 
SRCNN의 소프트웨어 동작 속도를 향상하기 위한 방법을 제안 한다 
[20]. ESPCN은 SRCNN과 동일하게 세 개의 컨볼루션 레이어로 구성 
되며 SRCNN의 재건 레이어 (reconstruction layer)의 역할을 수행하는 
컨볼루션 레이어를 sub-pixel 컨볼루션 레이어로 변환한다. Sub-pixel 
컨볼루션 레이어는 입력되는 input 𝑓𝑚𝑎𝑝  ( 𝑖𝑓𝑚𝑎𝑝 )에 대해 super-
resolution 확대 비율 (scale factor; 𝑠𝑓)의 제곱인 𝑠𝑓2채널의 𝑜𝑓𝑚𝑎𝑝을 
출력 한다. 이 𝑠𝑓2 채널의 𝑜𝑓𝑚𝑎𝑝 은 수식 (2.1)에 따라 pixel-wise 









),𝑠𝑓×𝑚𝑜𝑑(𝑦,𝑠𝑓)+𝑚𝑜𝑑(𝑥,𝑠𝑓)  (2.1) 
 
수식 (2.1)의 𝑃𝑆𝑆𝑅(𝑇)𝑥,𝑦는 sub-pixel 컨볼루션과 pixel-wise 배치 
결과 (𝑥, 𝑦) 에 위치하는 픽셀으로 sub-pixel 컨볼루션 레이어에서 
출력되는 𝑠𝑓2  채널의 텐서 (tensor; 𝑇 )에 대해서 해당 수식이 적용 
된다.  
SRCNN은 VDSR과 마찬가지로 𝐼𝐿𝑅 에 Bicubic 보간법이 적용되어 
super-resolution과 동일한 크기의 영상이 CNN에 입력 된다. 
ESPCN은 𝐼𝐿𝑅 에 Bicubic 보간법을 적용하지 않으며 CNN의 모든 
컨볼루션 레이어들의 연산들은 𝐼𝐿𝑅 해상도의 영상을 기준으로 수행 된다. 
따라서 SRCNN과 비교하여 컨볼루션 연산량이 
1
𝑠𝑓2
 로 감소하여 
소프트웨어 동작 속도를 향상 시킨다. Sub-pixel 컨볼루션 레이어를 
하드웨어에 적용하는 경우 CNN 하드웨어는 저해상도의 𝑓𝑚𝑎𝑝을 on-








SRGAN은 SISR에 generative adversarial networks (GANs) 
구조를 적용한다 [14]. 그림 2.2는 기존의 GANs 구조와 SRGAN의 
구조를 보인다. SRGAN은 판별자 네트워크 ( 𝐷 )와 생성자 네트워크 
( 𝐺 )로 구성 된다. SRGAN의 𝐺는 𝐼𝐿𝑅 을 입력 받아 𝐼𝑆𝑅  (= 𝐺(𝐼𝐿𝑅) )을 
출력한다. 𝐷는 𝐺로부터 출력되는 𝐼𝑆𝑅과 원본 영상인 𝐼𝐻𝑅을 입력 받아 
각각의 영상에 대해서 fake와 real 판별을 한다. SRGAN의 𝐷와 𝐺는 
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GANs와 동일하게 two-player minimax game을 하며 가치 함수 






𝑉(𝐷, 𝐺) = 𝔼𝐼𝐻𝑅~𝑃𝑡𝑟𝑎𝑖𝑛(𝐼𝐻𝑅)




𝐺는 perceptual loss (𝑙𝑆𝑅 )으로부터 학습 된다. 𝑙𝑆𝑅은 적대적 손실 
(adversarial loss; 𝑙𝐺𝑒𝑛
𝑆𝑅 )과 콘텐트 손실 (content loss; 𝑙𝑉𝐺𝐺/𝑖
𝑆𝑅 )로 구성 
된다. 콘텐트 손실은 GANs 구조에 새로 추가된 손실으로 VGG19 
network의 𝑖  번째 컨볼루션 레이어에서 출력되는 𝑜𝑓𝑚𝑎𝑝으로 계산되며 














𝑥=1  (2.3) 
 
수식 (2.3)의 𝜙𝑖는 𝑖 번째 컨볼루션 레이어에서 출력되는 𝑜𝑓𝑚𝑎𝑝을 
의미한다. 𝑊𝑖  및 𝐻𝑖는 𝜙𝑖의 너비와 높이를 의미한다. SRGAN의 지각적 
손실 (perceptual loss)는 수식 (2.4)를 따른다. 
     
(a) Original GANS             (b) SRGAN 













𝑆𝑅         (2.4) 
 
SRGAN의 𝐺 는 𝐼𝐿𝑅 에 대해서 𝐼𝐻𝑅 과 동일한 𝐼𝑆𝑅 을 생성하는 것을 
목표로 하여 𝑙𝑉𝐺𝐺/𝑖
𝑆𝑅 는 𝐼𝐻𝑅 과 𝐼𝑆𝑅 이 VGG19 네트워크의 𝑜𝑓𝑚𝑎𝑝 
도메인에서 동일해 지는 것을 목표로 하는 동시에 𝑙𝐺𝑒𝑛
𝑆𝑅 은 𝐷가 𝐼𝐻𝑅으로 
인식할 𝐼𝑆𝑅을 출력 하는 것을 목표로 한다.  
기존의 SRGAN 구조는 시각적으로 원본과 유사한 𝐼𝑆𝑅을 출력하나 
이 𝐼𝑆𝑅 은 시각적인 결함 또한 갖고 있다. 이 시각적인 결함은 고주파 
성분의 노이즈가 영상에 발생 하는 것으로 기존 연구들 중 𝐺의 구조를 
유지하면서 성능을 높이기 위한 방법으로는 여러 개의 손실 함수를 
합치는 방법이 존재한다. [42]는 콘텐트 손실에 VGG19의 𝑜𝑓𝑚𝑎𝑝 
으로부터 발생하는 손실과 함께 영상간의 픽셀 차이를 함께 사용한다. 
해당 방법은 고주파 성분의 노이즈를 감소하는 효과가 있는 동시에 
SISR 결과 영상의 번짐 (blur) 현상이 발생한다. [43]의 연구는 
VGG19의 𝑜𝑓𝑚𝑎𝑝  과 이 𝑜𝑓𝑚𝑎𝑝 의 Graham matrix를 적용한 손실 
함수를 콘텐트 손실로 사용한다. 해당 방법은 VGG 네트워크를 
기반으로 한 콘텐트 손실으로 노이즈를 효과적으로 제거하지 못하는 
단점이 있다.  
기존 연구들은 콘텐트 손실을 추가하여 고주파 성분의 노이즈를 
제거하고자 하였다. 하지만 다수의 콘텐트 손실을 더하는 방법은 
더해지는 콘텐트 손실의 장점과 함께 단점도 증가하는 문제가 존재한다. 
고주파 성분 노이즈로 인한 시각적인 결함의 원인은 적대적 손실을 
생성하는 𝐷 와 콘텐트 손실을 생성하는 VGG19 네트워크가 영상의 
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세밀한 정보를 손실하는 구조를 가짐에 있으며, 이는 SISR의 목적인 
영상의 세밀한 정보를 유지하는 것과 반대로 동작 하는 것이다. 
 
2.2 스트리밍 구조의 SISR 하드웨어 
 
스트리밍 구조는 off-chip 메모리의 접근 없이 하드웨어의 중간 
연산 결과들을 on-chip 메모리에 저장하는 구조이다. M.C. Yang et al. 
은 anchored neighborhood regression (ANR) [7]를 기반으로 한 
하드웨어 구조를 제안한다 [21]. 해당 구조는 𝑠 =2의 환경에서 Full-
HD 해상도 영상을 60fps로 출력 한다. 그러나 CNN 기반의 SISR 
방법들과 비교하여 해당 방법은 낮은 성능을 보인다.  
CNN은 hidden 컨볼루션 레이어들의 𝑓𝑚𝑎𝑝 의 채널 수가 입력 
영상에 비해 매우 많으며 SISR용 CNN은 고해상도의 𝑓𝑚𝑎𝑝 을 중간 
결과로 출력하여 on-chip 메모리의 면적이 영상 분류용 CNN과 
비교하여 매우 큰 특징이 있다. 따라서, 작은 네트워크 크기를 갖는 
CNN들이 주로 SISR용 CNN 하드웨어에 적용 된다.  
T. Manabe et al. 은 SRCNN을 기반으로 한 CNN 하드웨어 구조를 
제안한다 [22]. T. Manabe et al.은 FPGA 의 제한적인 하드웨어 
리소스를 해결하기 위한 방법을 제안 한다. SRCNN의 5×5 크기의 필터 
대신 2 × 2 필터를 사용하며 총 4개의 컨볼루션 레이어로 구성된다. 
하드웨어 리소스를 적게 사용하기 위해 4개의 컨볼루션 레이어는 각각 
32, 16, 16, 1개 채널의 𝑜𝑓𝑚𝑎𝑝을 출력한다.  
FSRCNN을 하드웨어 설계한 연구는 다음과 같다 [23, 24]. 
FSRCNN은 7개의 컨볼루션 레이어와 한 개의 디컨볼루션 (de-
convolution) 레이어로 구성 된다. 7개의 컨볼루션 레이어 중 중간 파트 
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(mid part)에 해당하는 여섯 개의 컨볼루션 레이어 중 다섯 개의 
컨볼루션 레이어는 12개 채널의 𝑜𝑓𝑚𝑎𝑝을 출력하며 SRCNN과 비교하여 
4.59배 작은 크기의 네트워크로 하드웨어 설계에 용이하다. [24] 는 
FSRCNN의 디컨볼루션 레이어를 컨볼루션 레이어로 변경한 하드웨어 
구조를 사용한다. [24]는 [23] 구조를 기반으로 컨볼루션 필터 크기를 
감소하였으며, 각 컨볼루션 필터마다 출력 채널 개수를 감소하여 
하드웨어 리소스 사용량을 감소하였으나, 큰 성능 저하를 야기한다.  
 
2.3 기존 CNN 하드웨어의 on-chip 메모리 감소 방법 
 
스트리밍 구조의 CNN 하드웨어는 래스터 스캔 순서로 𝑓𝑚𝑎𝑝 이 
입력되며 같은 순서로 컨볼루션 레이어의 연산 결과가 출력된다. 따라서 
그림 2.2와 같이 컨볼루션 필터에 사용할 𝑓𝑚𝑎𝑝 을 SRAM 으로부터 
읽는 동작과 새로 컨볼루션 레이어에 입력되는 𝑖𝑓𝑚𝑎𝑝 을 SRAM에 
저장하는 동작이 함께 발생한다. 그림 2.2는 3 × 3 필터 연산을 위한 
on-chip SRAM의 구조를 보인다. 사이클 20에  𝑓𝑚𝑎𝑝(2,0)은 컨볼루션 
레이어로 입력 된다. 같은 사이클에 SRAM0과 1로부터 각각 
𝑓𝑚𝑎𝑝(0,0) 과 𝑓𝑚𝑎𝑝(1,0) 을 읽는 동작이 발생하며, 𝑓𝑚𝑎𝑝(2,0) 은 
SRAM0의 𝑓𝑚𝑎𝑝(0,0)이 저장되었던 주소에 새로 저장된다. 
싱글 포트 SRAM은 동일한 양의 데이터를 저장하는데 듀얼 포트 
 
 
그림 2.3 듀얼 포트 SRAM 구조의 on-chip SRAM 
(0,0) (0,1) (0,2) (0,3) (0,4) (0,5) (0,6) (0,7) (0,8) (0,9)
(1,0) (1,1) (1,2) (1,3) (1,4) (1,5) (1,6) (1,7) (1,8) (1,9)
Dual port SRAM 0






···, (2, 2) , (2,1), (2,0)
···, @22 , @21, @20
(0,0), (0,1), (0,2), ···
@20, @21, @22···




SRAM의 절반의 면적을 사용한다. 따라서, 듀얼 포트 SRAM의 크기를 
절반으로 줄이는 것과 동일한 효과를 보인다. 그러나, SRAM의 읽기와 
쓰기 동작이 동시에 수행될 수 없으며 기존의 CNN 하드웨어가 싱글 
포트 SRAM을 사용하는 경우 𝑖𝑓𝑚𝑎𝑝 이 컨볼루션 레이어에 입력되는 
타이밍을 조절해야 하며 이는 스트리밍 구조의 하드웨어에 적용하는 
것이 불가능 하다.  
기존의 CNN 하드웨어 구조들은 on-chip 메모리 제약 문제를 
해결하기 위하여 off-chip 메모리를 사용하여 메모리 계층 구조를 
사용한다 [12, 13]. 그러나, 이러한 메모리 계층 구조는 off-chip 
메모리 접근에 따른 latency에 의하여 실시간 동작이 불가능하며 
디스플레이 장치를 위한 CNN 구조에 부적합 하다.  
메모리 계층 구조를 사용하지 않는 on-chip 메모리 감소 방법은 
다음과 같다. 첫 번째 방법으로는 CNN의 연산 순서를 변경하고 싱글 
포트 SRAM을 적용하는 방법 이다 [38]. 이 구조는 기존의 래스터 
스캔 순서와 달리 수직 방향으로 컨볼루션 연산을 수행한다. 기존의 
래스터 스캔 순서로 연산을 하는 경우 SRAM의 크기는 입력 영상의 
너비에 비례하지만 수직 방향으로 적용하는 해당 방법은 SRAM의 
크기가 입력 영상의 높이에 비례한다. SISR 연산에 사용되는 일반적인 
영상들은 영상의 너비가 높이에 비해 크므로 이는 SRAM 크기를 
감소할 수 있다. 또한, 이 구조는 싱글 포트 SRAM을 사용한다. 싱글 
포트 SRAM을 사용함으로 듀얼 포트 SRAM과 비교하여 SRAM 면적을 
절반으로 감소할 수 있다. 그러나 해당 구조의 연산 방향은 단순히 입력 
영상을 90 °  회전 한 것과 동일하여 싱글 포트 사용시 입력 영상의 
타이밍 컨트롤이 필요하고, 이는 스트리밍 구조에 적합하지 않다. 다른 
방법으로는 SRAM에 저장되는 데이터의 양을 감소하기 위한 방법으로 
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𝑓𝑚𝑎𝑝 압축이 있다[40, 41]. [40]는 Huffman 코딩을 통하여 on-chip 
메모리의 크기를 20~30% 압축하며 [41]은 자주 발생하는 𝑓𝑚𝑎𝑝 값을 
테이블에 저장하여 SRAM의 크기를 감소한다. 하지만 해당 방법들은 
고정적인 압축 아니므로 on-chip 메모리 면적을 감소하기에 효과적이지 
않으며 부수적으로 압축 하드웨어 모듈과 압축을 해제하기 위한 
하드웨어 모듈이 필요하다. 고정적으로 on-chip 메모리를 감소하기 
위한 방법으로는 양자화(quantization)가 있다 [25, 39]. 그러나 해당 
방법은 CNN의 성능을 저하하는 문제가 있다. 특히 SISR연산은 픽셀 
값을 유지하는 것이 중요하며 양자화가 적용되는 경우 픽셀 값들이 




De-colorization은 텍스트 영상을 압축하기 위해 제안 된 방법이다. 
하나의 픽셀을 기준으로 픽셀 내 RGB 데이터를 sub-pixel이라 하며, 
래스터 스캔 방향으로 RGB sub-pixel간의 gradient의 부호가 일정하게 
한다. Gradient의 부호가 일정한 경우 텍스트 영상의 압축 효율을 높게 
하는 장점이 있다. 텍스트 영상의 색상은 검은색 폰트와 흰색 배경을 
기준으로 alpha blending [26] 과정을 거쳐 설정 된다. 수식 (2.5)는 
텍스트 영상의 alpha blending 방법을 보인다. 
 
𝐶𝑜𝑟𝑖𝑔 = 𝐶𝑓𝑜𝑛𝑡 + 𝐶𝑑𝑒𝑐𝑜𝑙𝑜𝑟 × (𝐶𝑏𝑔 − 𝐶𝑓𝑜𝑛𝑡)/255    (2,5) 
 
수식 (2.5)의 𝐶𝑜𝑟𝑖𝑔 와 𝐶𝑑𝑒𝑐𝑜𝑙𝑜𝑟 는 원본 색상 영상과 de-colorized 
텍스트 영상의 색상을 각각 의미한다. 𝐶𝑓𝑜𝑛𝑡 와 𝐶𝑏𝑔 는 각각 원본 색상 
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영상의 폰트 색상과 배경 색상을 의미한다. De-colorization은 수식 
(2.5)의 역함수로 수식 (2.6)과 같다. 
 
𝐶𝑑𝑒𝑐𝑜𝑙𝑜𝑟 = 255 − 255 × (𝐶𝑏𝑔 − 𝐶𝑜𝑟𝑖𝑔)/(𝐶𝑏𝑔 − 𝐶𝑓𝑜𝑛𝑡)    (2.6) 
 
그림 2.4은 다양한 폰트와 배경의 색상 조합을 갖는 텍스트 영상에 
de-colorization을 적용한 결과를 보인다. 그림 2.3(a)는 원본 영상으로 
영상 내 각각의 픽셀은 𝐶𝑜𝑟𝑖𝑔  의 색상 값을 갖는다. 그림 2.3(b)는 de-
colorization이 적용된 영상으로 영상 내 각각의 픽셀이 𝐶𝑑𝑒𝑐𝑜𝑙𝑜𝑟의 색상 
값을 갖으며 de-colorization이 적용되어 검은 색 폰트와 흰색 배경의 
색상 영상으로 변환 된다.  
텍스트 영상의 색상을 제거하기 위한 방법으로는 RGB 영상을 gray 





그림 2.4 다양한 배경과 텍스트의 색상 조합 영상에 대한 de-colorization 
적용 결과. (a) 입력 영상; (b) de-colorization 적용 결과 
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존재한다. 그러나 gray 영상은 색상 정보가 손실되어 SISR 결과 영상의 
색상 정보 복원이 불가능 하다. 더불어 Y 채널만 사용하는 경우 색상 
정보들은 Bicubic 보간법이 적용되며 이는 색상의 왜곡을 야기할 수 
있다. 반면, de-colorization은 검은 색 폰트와 흰색 배경의 영상을 






제 3 장 컨볼루션 뉴럴 네트워크의 SRAM 면적 감
소를 위한 연산 순서 변경 
 
 
본 장은 CNN 하드웨어 구조 내 사용되는 SRAM의 면적을 줄이기 
위한 방법을 제안한다. 컨볼루션 레이어 내에서는 매 사이클 입력되는 
𝑖𝑓𝑚𝑎𝑝  데이터를 저장하기 위한 SRAM이 필요하며 기존의 컨볼루션 
레이어 하드웨어 구조는 래스터 스캔 순서로 입력되는 데이터를 
저장하기 위해 듀얼 포트 SRAM (dual port SRAM) 을 사용한다. 
제안하는 방법은 컨볼루션 레이어의 연산 순서를 래스터 스캔 순서에서 
부분적 수직 순서 (partially-vertical order)로 변경함으로 𝑖𝑓𝑚𝑎𝑝 
SRAM을 듀얼 포트 SRAM을 싱글 포트 SRAM으로 변경하며 이로 
인하여 SRAM의 면적을 감소한다. 제안하는 방법은 on-chip SRAM을 
사용하는 CNN 가속기 구조에 적용이 가능하다. 
 
3.1 부분적 수직 순서 컨볼루션 연산 
 
동일한 양의 데이터를 SRAM에 저장하는 경우 듀얼 포트 SRAM은 
싱글 포트 SRAM 대비 두 배의 면적을 사용한다. 본 장은 컨볼루션 
레이어의 연산 순서를 변경함으로 SRAM의 쓰기 및 읽기 사이클이 
동시에 발생하는 현상을 방지 한다. 그림 3.1은 부분적 수직 순서 
컨볼루션 연산의 예시를 보인다. 𝑖  번째 컨볼루션 레이어에 입력되는 
특징 맵의 높이 (𝐿𝑖 ) 및 너비 (𝐾𝑖 ) 는 각각 12와 5이며 필터의 높이 
(𝐻𝑖 ) 와 너비 (𝑊𝑖 ) 는 모두 3이다. 또한, 이 예시는 제로 패딩 (zero 
padding) 을 고려한다. 그림 3.1(a)와 그림 3.1(b)의 상자 내 숫자는 
연산 사이클을 의미하며 화살표는 연산 순서를 의미한다. 그림 3.1(c)는 
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사이클 30부터 45까지의 SRAM의 동작을 나타낸다. 사이클 30 및 
31에는 𝑖𝑓𝑚𝑎𝑝  (6,3)과 (7,3)이 SRAM에 저장 된다. 사이클 32에서 
35 까지는 𝑖𝑓𝑚𝑎𝑝  (0,4)부터 (5,4)까지가 레지스터에 저장 되며 이 
𝑖𝑓𝑚𝑎𝑝들은 SRAM에 저장되지 않는다. 사이클 36에는 SRAM으로부터 
𝑖𝑓𝑚𝑎𝑝 (6,0)을 읽어서 사이클 37에 이 𝑖𝑓𝑚𝑎𝑝은 레지스터에 저장 된다. 
사이클 38 및 39에는 𝑖𝑓𝑚𝑎𝑝 (6,4) 및 (7,4)가 SRAM으로부터 읽어져 
레지스터에 저장 된다. 사이클 40부터 43까지는 매 사이클마다 𝑖𝑓𝑚𝑎𝑝 
(8,0)부터 (11,0)까지가 컨볼루션 레이어에 입력되며 SRAM을 거치지 
않고 레지스터에 저장 된다. 사이클 44 및 45에는 𝑖𝑓𝑚𝑎𝑝  (6,1)과 
(7,1)이 SRAM으로부터 읽어져 레지스터에 한 사이클씩 지연되어 저장 
 
(a)                     (b) 
 
(c) 
그림 3.1 부분적 수직 순서 컨볼루션 연산 예시. (a) 𝑖𝑓𝑚𝑎𝑝의 컨볼루션 
레이어 입력 순서; (b) 컨볼루션 연산 순서; (c) 클락 사이클에 대한 싱글 
포트 SRAM의 쓰기 및 읽기 동작 예시 
Clock cycle 30 31 32 … 35 36 37 38 39 40 … 43 44 45
Input feature (6,3) (7,3) (6,0) (7,0) (6,4) (7,4) (6,1) (7,1)




된다. 사이클 48에는 (7,0)을 중심으로 하는 3×3 필터 연산에 필요한 
모든 𝑖𝑓𝑚𝑎𝑝 들이 레지스터에 저장된 상태이므로 컨볼루션 연산을 
수행한다. 이와 같이 사이클 49부터 52까지 𝑖𝑓𝑚𝑎𝑝 (8,0), (9,0), (10,0) 
및 (11,0)을 중심으로 하는 컨볼루션 연산이 수행 된다. 이와 같이 
𝑖𝑓𝑚𝑎𝑝 의 0번째 열에 대해 부분적으로 컨볼루션 연산을 수행 한 후 
사이클 56에 1번째 열에 대해 𝑖𝑓𝑚𝑎𝑝  (7,1)을 중심으로 하는 컨볼루션 
연산을 수행 한다. 7번째 열에 대해서 컨볼루션 연산을 하기 위해서는 6, 
7, 8번째 열의 𝑖𝑓𝑚𝑎𝑝 이 필요하다. 그림 3.1의 예시는 하나의 행에 
대해서 여덟 개의 열씩 𝑓𝑚𝑎𝑝 데이터가 컨볼루션 레이어에 입력 되므로 
6, 7, 및 8번째 열의 𝑖𝑓𝑚𝑎𝑝을 사용하기 위해서는 그림 3.1(a)의 회색 
상자와 와 같이 6 및 7번째 열의 𝑖𝑓𝑚𝑎𝑝  데이터는 SRAM에 저장 
되어야 한다.  
부분적 수직 순서로 3 × 3 필터 연산을 하는 경우 싱글 포트 
SRAM을 사용하기 위해서는 SRAM에 읽기 및 쓰기 동작이 서로 다른 
사이클에 발생해야 한다. 그림 4.1은 매 행마다 8 회씩 부분적 수직 
순서로 컨볼루션 연산을 수행한다 이 8회의 연산중 4 사이클을 싱글 
포트 SRAM에 읽기 및 쓰기에 사용하며 4 사이클은 SRAM이 동작하지 
 
Algorithm 2. 부분적 수직 연산 순서의 의사 코드 (batch size, 𝑀𝑖, and 𝑁𝑖 are 1) 
1 Partially-vertical convolution (ifmap, weight) 
 Input: ifmap, weight 
Output: ofmap 
2 For h=0; h<𝐾𝑖; h+=𝑝𝑑𝐶𝑂𝑁𝑉 do 
3   For w=0; w<𝐿𝑖; w++ do 
4   // The partially-vertical order convolution 
5     ofmap[h][w] = 0; 
6     For h_temp=0; h_temp<𝑝𝑑𝐶𝑂𝑁𝑉; h_temp++ do 
7       For j=0; j<𝐻𝑖; j++ do 
8         For k=0; k<𝑊𝑖; k++ do 
9           ofmap[h][w] += weight[j][k] * 
10 







11         End 
12       End 
13     End 





않는다. 알고리즘 (Algorithm) 2 는 부분적 수직 연산 순서의 의사 코드 
(pseudo-code)를 보인다. 설명의 간략화를 위하여 한 개의 배치 및 
컨볼루션 레이어의 필터 개수 ( 𝑀𝑖 ) 와 입력 특징 맵의 채널 개수 
(𝑁𝑖 )는 모두 1으로 가정 한다. 부분적 수직 연산 순서는 기존의 래스터 
스캔 컨볼루션 순서와 다르게 ℎ_𝑡𝑒𝑚𝑝  변수가 추가 된다. 이 ℎ_𝑡𝑒𝑚𝑝 
변수는 0부터 𝑝𝑑𝐶𝑂𝑁𝑉 − 1까지 증가하며 𝑝𝑑𝐶𝑂𝑁𝑉 는 각각의 행에 대해서 
부분적 수직 연산 순서를 수행할 열의 개수를 의미한다. 이 𝑝𝑑𝐶𝑂𝑁𝑉는 식 
3.1에 의해서 정해진다. 
 
𝑝𝑑𝐶𝑂𝑁𝑉 = 2 × (max(𝐻𝑖) − 1)𝑓𝑜𝑟 𝑖≥1     (3.1) 
 
식 3.1에 따르면 𝑝𝑑𝐶𝑂𝑁𝑉 는 CNN의 첫 번째 컨볼루션 레이어를 
제외한 나머지 모든 컨볼루션 레이어의 필터 높이에 따라 결정 된다. 
앞서 그림 3.1과 같이 모든 컨볼루션 레이어의 필터 높이가 3인 경우 
두 개의 열에 대한 데이터를 싱글 포트 SRAM에 쓰기 및 읽기를 하기 
위해서는 각각의 행 마다 4 사이클이 필요 하다. 스트리밍 구조의 CNN 
하드웨어는 모든 컨볼루션 레이어가 동일한 연산 순서를 갖으므로 
CNN을 구성하는 컨볼루션 레이어 중 가장 필터의 높이가 큰 경우를 
기준으로 하여 SRAM의 읽기 및 쓰기 동작이 동시에 발생하는 것을 
방지 한다. 식 3.2는 부분적 수직 방향 연산 순서를 적용 시 각 
컨볼루션 레이어마다 싱글 포트 SRAM에 쓰기 및 읽기 동작이 
수행되는 사이클을 나타낸다. 식 3.2의 쓰기 및 읽기 사이클은 입력 
특징 (0,0)이 입력 되는 사이클을 기준으로 상대적인 사이클을 
의미한다. 부분적 수직 방향 연산 순서를 사용하는 경우 기존의 듀얼 
포트 SRAM 기반의 컨볼루션 레이어와 동일하게 𝐻𝑖 − 1 개의 열에 대한 
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𝑓𝑚𝑎𝑝 데이터를 저장 한다. 그러나 제안하는 방법은 싱글 포트 SRAM을 
사용하므로 기존의 컨볼루션 레이어와 비교하여 절반의 면적으로 
SRAM을 구성 한다. 
 
{
𝑊𝑟𝑖𝑡𝑒(ℎ, 𝑤) = 𝑝𝑑𝐶𝑂𝑁𝑉 × (𝐿𝑖 × ⌊
ℎ
𝑝𝑑𝐶𝑂𝑁𝑉
⌋ + 𝑤) + mod(ℎ, 𝑝𝑑𝐶𝑂𝑁𝑉)
𝑅𝑒𝑎𝑑(ℎ, 𝑤) = 𝑊𝑟𝑖𝑡𝑒(ℎ, 𝑤) + 𝑝𝑑𝐶𝑂𝑁𝑉 × (𝐿𝑖 − 1) − (𝐻𝑖 − 1)
      (3.2) 
 
3.2 𝒊𝒇𝒎𝒂𝒑을 저장하기 위한 레지스터 
 
각각의 컨볼루션 레이어 하드웨어는 필터 연산에 필요한 입력 특징 
데이터를 레지스터에 임시적으로 저장한다. 레지스터에 저장되어 있는 
𝑖𝑓𝑚𝑎𝑝들은 필터 연산을 하기 위한 곱셈기 및 덧셈기 (Multiplier and 
accumulator; MAC)에 전달되며, 이 MAC는 필터 연산을 수행 한다. 
기존의 래스터 스캔 순서는 모든 입력 데이터를 듀얼 포트 SRAM에 
저장 하므로 필터 크기와 동일한 크기의 레지스터를 사용한다. 반면 
제안하는 부분적 수직 순서를 적용하는 경우 𝑝𝑑𝐶𝑂𝑁𝑉 개의 열 중 𝐻𝑖 −
1 개의 열에 대한 𝑖𝑓𝑚𝑎𝑝 만 SRAM에 저장하므로 나머지 𝑖𝑓𝑚𝑎𝑝 은 
레지스터에 저장 되어야 한다. 그림 3.2는 부분적 수직 순서를 적용한 
컨볼루션 레이어의 𝑖𝑓𝑚𝑎𝑝  레지스터의 동작을 보인다. 그림 3.2의 
컨볼루션 필터의 𝐻𝑖  와 𝑊𝑖 , max (𝐻𝑖)는 모두 3을 가정한다. 따라서 식 
3.1을 적용하여 𝑝𝑑𝐶𝑂𝑁𝑉 는 4를 사용한다. 그림 4.2의 회색 상자들은 
SRAM으로부터 읽어서 레지스터에 저장된 𝑖𝑓𝑚𝑎𝑝 을 의미하며 이외의 
상자들은 모두 이전 컨볼루션 레이어로부터 전달받은 𝑖𝑓𝑚𝑎𝑝 이다. 
컨볼루션 연산이 부분적 수직 순서로 수행되기 때문에 레지스터에 
저장된 𝑖𝑓𝑚𝑎𝑝  또한 동일한 순서로 불필요한 (outdated) 상태가 되며 
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이 불필요해진 𝑖𝑓𝑚𝑎𝑝 이 저장되어 있는 레지스터의 위치는 새로 
입력되거나 SRAM으로부터 읽은 𝑖𝑓𝑚𝑎𝑝 이 저장 된다. 그림 3.2에서 
입력 특징 (4,0)을 중심으로 컨볼루션 연산을 수행하는 경우 
레지스터의 (0,0)에 저장되어 있는 정보는 불필요한 상태이다. 따라서 
𝑖𝑓𝑚𝑎𝑝  (2,2)를 SRAM으로부터 불러와 레지스터에 저장한다. 𝑖𝑓𝑚𝑎𝑝 
(4,0)에 대한 컨볼루션 연산 이후 𝑖𝑓𝑚𝑎𝑝  (5,0)을 중심으로 하는 
컨볼루션 연산이 수행되며 레지스터 위치 (1,0)에 저장된 데이터는 
불필요한 상태로 변경된다. 따라서 이 위치에는 𝑖𝑓𝑚𝑎𝑝  (3,2)가 
저장되어 𝑖𝑓𝑚𝑎𝑝  (7,0)을 중심으로 하는 컨볼루션 연산 이후 𝑖𝑓𝑚𝑎𝑝 
(4,0)을 중심으로 하는 컨볼루션 연산이 가능하게 한다. 𝑖𝑓𝑚𝑎𝑝 (4,0)을 
중심으로 하는 컨볼루션 연산시 𝑖𝑓𝑚𝑎𝑝  (6,1)이 이전 컨볼루션 
레이어로부터 전달 된다. 이 𝑖𝑓𝑚𝑎𝑝 은 SRAM에 저장되는 동시에 
레지스터에도 저장된다. 이 𝑖𝑓𝑚𝑎𝑝 (6,1)은 입력 특징 (5,0)을 중심으로 
하는 컨볼루션 연산에 활용되며 해당 연산이 발생하는 사이클에 𝑖𝑓𝑚𝑎𝑝 
 
























(7,1)이 이전 컨볼루션 레이어로부터 전달되어 레지스터와 SRAM에 
저장 된다. 식 3.3은 부분적 수직 순서를 적용한 컨볼루션 레이어의 
𝑖𝑓𝑚𝑎𝑝 레지스터 크기를 나타낸다. 
 
((𝐻𝑖 − 1) + 𝑝𝑑𝐶𝑂𝑁𝑉) × 𝑊𝑖 × 𝑁𝑖      (3.3) 
 
3.3 CNN의 첫 번째 및 마지막 컨볼루션 레이어들의 SRAM 
구성 
 
일반적으로 입력 영상은 래스터 스캔 순서로 CNN에 입력 된다. 
따라서 부분적 수직 순서로 컨볼루션 연산을 수행하기 위해서는 CNN의 
첫 번째 컨볼루션 레이어에서 연산 순서를 변경하는 것이 필요하다. 
해당 연산 순서는 SRAM을 사용하여 변경할 수 있으며 그림 3.3은 첫 
번째 컨볼루션 레이어의 SRAM을 보인다. 그림 3.3의 메모리를 갖는 
컨볼루션 레이어는 3 × 3 크기의 필터를 갖는 것을 가정한다. 첫 번째 
컨볼루션 레이어의 SRAM은 세 개의 SRAM 블록으로 구성하며 모든 
 

































SRAM은 싱글 포트 SRAM이다. 하나의 SRAM 블록은 𝐻0 − 1 +
𝑝𝑑𝐶𝑂𝑁𝑉개 라인의 입력 영상을 저장한다. 각각의 SRAM 블록의 윗 부분 
및 바닥 부분의 
𝐻0−1
2
 개의 SRAM 뱅크들은 첫 번째 컨볼루션 레이어의 
필터 연산시 경계 데이터를 저장한다. 따라서 윗 부분과 바닥 부분의 
𝐻0−1
2
 개의 SRAM 뱅크들은 동시에 동작 한다. 경계 부분 연산을 위한 
SRAM 뱅크들을 구성하는 SRAM은 각각 𝐿0 × 𝑁0 개의 데이터를 
저장한다. 각 SRAM 블록의 SRAM (𝐻0 − 1)/2는 𝑝𝑑𝐶𝑂𝑁𝑉 × 𝐿0 × 𝑁0  개의 
데이터를 저장하며 래스터 스캔 순서로 입력되는 영상 데이터를 메모리 
주소 변경을 통해 부분적 수직 방향으로 출력 한다. 첫 번째 컨볼루션 
레이어의 SRAM은 두 개 이상의 블록 들로 구성 된다. 수식 3.4는 
부분적 수직 순서를 적용한 CNN의 첫 번째 컨볼루션 레이어의 SRAM 
블록 수를 구하는 방법을 보인다. 
 
# 𝑏𝑙𝑜𝑐𝑘𝑠 ≥ ⌈
(𝐻0−1+2×𝑝𝑑𝐶𝑂𝑁𝑉)×𝐿0
𝑝𝑑𝐶𝑂𝑁𝑉×𝐿0
⌉     (3.4) 
 
수식 3.4의 우 항의 분모는 SRAM의 읽기 및 쓰기에 필요한 
사이클 수를 의미하며 분자는 읽기 동작에 필요한 클락 사이클 수를 
의미한다. 싱글 포트 SRAM은 읽기 및 쓰기 포트를 공유하기 때문에 
입력 영상을 SRAM에 저장하기 위해서 (𝐻0 − 1 + 2 × 𝑝𝑑𝐶𝑂𝑁𝑉) × 𝐿0 
사이클이 필요하며 SRAM에 저장된 데이터를 읽기 위해 𝑝𝑑𝐶𝑂𝑁𝑉 × 𝐿0 
사이클이 필요하다. 따라서 한 개의 SRAM 블록은 𝑝𝑑𝐶𝑂𝑁𝑉 × 𝐿0 개의 
데이터를 SRAM에 쓰기 위하여 (𝐻0 − 1 + 2 × 𝑝𝑑𝐶𝑂𝑁𝑉) × 𝐿0  사이클이 
필요하다. 한 개의 SRAM 블록을 사용하는 경우 SRAM에 쓰기 동작을 
하는 사이클의 수가 SRAM으로부터 읽기 동작을 하는 사이클 수보다 
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크며 이는 메모리 메모리 오버플로 (memory overflow) 를 야기한다. 
마지막 컨볼루션 레이어에서 출력된 CNN 연산 결과는 부분적 수직 
순서로 출력 된다. 따라서 이 순서를 래스터 스캔 순서로 변경 해야 
하며 이 또한 SRAM의 주소를 변경함으로 가능하다. 마지막 컨볼루션 
레이어를 통과한 연산 결과는 추가적으로 컨볼루션 연산이 필요 
없으므로 수식 3.4의 𝐻0 은 1이 된다. 따라서 이 SRAM은 두 개의 
SRAM 블록으로 구성 된다.  
 
3.4 𝒇𝒎𝒂𝒑의 SRAM 다채널 공유를 위한 부분적 수직 순서 
방법 적용 
 
디스플레이 장치는 CNN에 한 라인에 해당하는 영상을 입력한 후 
다음 라인 데이터를 CNN에 전달하기 전에 idle 사이클이 존재한다. 이 
idle 사이클을 활용하여 각각의 𝑖𝑓𝑚𝑎𝑝  채널마다 분리되어 있던 𝑖𝑓𝑚𝑎𝑝 
SRAM을 서로 다른 채널의 𝑖𝑓𝑚𝑎𝑝 이 공유할 수 있으며, 이는 𝑖𝑓𝑚𝑎𝑝 
SRAM의 크기를 감소 할 수 있다. 서로 다른 채널의 𝑖𝑓𝑚𝑎𝑝 을 같은 
SRAM에 저장하기 위해서는 CNN의 첫 번째 컨볼루션 레이어의 연산 
결과 𝑜𝑓𝑚𝑎𝑝 의 채널이 분리되어 서로 다른 사이클에 다음 컨볼루션 
레이어로 전달되어야 한다. 그림 3.4는 𝑖𝑓𝑚𝑎𝑝  SRAM이 두 채널의 
𝑖𝑓𝑚𝑎𝑝을 저장하기 위해 첫 번째 컨볼루션 레이어의 연산 과정을 보인다. 
그림 3.4에 입력되는 영상의 높이 (𝐾0 ) 와 너비 ( 𝐿0 ) 는 각각 12와 
5이다. 배치 크기는 1이며 입력 영상의 채널 수 (𝑁0 ) 는 1이며 필터 
개수 (𝑀0) 은 2이다. 그림 4.1과 동일하게 필터의 높이 (𝐻0) 및 너비 
(𝑊0) 는 모두 3 이다. 그림 3.4(a)와 3.4(b)는 각각 컨볼루션 레이어에 
영상이 입력되는 순서와 컨볼루션 결과 두 채널이 출력되는 순서를 
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보인다. 그림 3.4(c)는 사이클 0부터 59까지의 𝑖𝑓𝑚𝑎𝑝  SRAM의 쓰기 
및 읽기 동작을 보인다. CNN에 입력되는 영상은 그림 3.1(a)와 같이 
래스터 스캔 순서로 입력 된다. 0 번째 열이 CNN에 입력된 이후 5 
사이클 동안은 영상이 CNN에 입력되지 않으며, 사이클 10부터 14까지 
1 번째 열의 영상 데이터가 입력 된다. 이와 같이 영상의 한 개의 열은 
영상의 너비의 두 배 사이클을 주기로 입력 된다. 3×3 컨볼루션 필터 
연산의 경계 부분의 연산들을 고려하여 한 개의 SRAM 블록은 6 개의 
 
(a)                                (b) 
 
(c) 
그림 3.4 𝑖𝑓𝑚𝑎𝑝 SRAM의 2 채널 공유를 위한 첫 번째 컨볼루션 레이어의 
부분적 수직 순서 컨볼루션 연산 예시. (a) 𝑖𝑓𝑚𝑎𝑝의 컨볼루션 레이어 입력 
순서; (b) 컨볼루션 연산 순서; (c) 클락 사이클에 대한 싱글 포트 SRAM의 
쓰기 및 읽기 동작 예시 
0 1 2 3 4
0 0 1 2 3 4
1 10 11 12 13 14
2 20 21 22 23 24
3 30 31 32 33 34
4 40 41 42 43 44
5 50 51 52 53 54
6 60 61 62 63 64
7 70 71 72 73 74
8 80 81 82 83 84
9 90 91 92 93 94
10 100 101 102 103 104















라인 데이터를 저장 한다. 따라서 첫 번째 컨볼루션 레이어의 𝑖𝑓𝑚𝑎𝑝 
SRAM의 block 0 은 line 0부터 line 4까지 저장한다. Line -1은 
존재하지 않는 데이터로 제로 패딩을 적용 한다. 그림 3.4(a)의 회색 
상자로 표시되어 있는 부분인 Line 3 및 line 4는 block 0과 block 1에 
중복되어 저장 되며, 마찬가지로 line 7 및 line 8은 block 1과 block 2에 
중복되어 저장 된다. 그림 3.4(c)와 같이 사이클 0부터 49 사이에 
𝑖𝑓𝑚𝑎𝑝의 (0,0)부터 (4,4)가 𝑖𝑓𝑚𝑎𝑝 SRAM에 저장 된다. 이 50 사이클 
동안 25 사이클은 idle 사이클이며 이는 한 픽셀이 2 사이클 마다 
CNN에 입력되는 것과 처리량 (throughput) 이 동일하다. 사이클 
46부터 59까지 𝑖𝑓𝑚𝑎𝑝의 (0,0)부터 (2,1)이 부분적 수직 순서로 𝑖𝑓𝑚𝑎𝑝 
SRAM으로부터 읽어진다. 이 14 사이클 동안 𝑖𝑓𝑚𝑎𝑝  SRAM은 읽기와 
idle 사이클이 반복되어 영상이 CNN에 입력되는 처리량과 동일하게 
한다. 사이클 46부터 55까지 𝑖𝑓𝑚𝑎𝑝  (0,0)부터 (0,1)까지 
SRAM으로부터 읽어져서 𝑖𝑓𝑚𝑎𝑝 REG에 저장 된다. 사이클 56에 𝑖𝑓𝑚𝑎𝑝 
(1,1)이 SRAM으로부터 읽어져서 𝑖𝑓𝑚𝑎𝑝 REG에 사이클 57에 저장된다. 
사이클 57에는 𝑖𝑓𝑚𝑎𝑝  (0,0), (1,0), (0,1) 과 (1,1)이 준비된 상태로 
(0,0)을 중심으로 하는 𝑜𝑓𝑚𝑎𝑝에 대한 컨볼루션 연산이 수행 된다. 이 
컨볼루션 연산은 𝑜𝑓𝑚𝑎𝑝  (0,0) 위치의 채널 0인 (0,0)0 과 채널 1인 
(0,0)1을 출력 한다. 이 (0,0)0  과 (0,1)1  사이에 지연 (delay) 사이클을 
1 사이클 추가하여 𝑜𝑓𝑚𝑎𝑝의 채널을 분리하여 다음 컨볼루션 레이어에 
전달한다.  
그림 3.5는 CNN의 첫 번째 컨볼루션 레이어를 제외한 나머지 
컨볼루션 레이어들에서 두 개의 채널이 하나의 𝑖𝑓𝑚𝑎𝑝  SRAM을 
공유하는 예시를 보인다. 그림 3.5(a)와 그림 3.5(b)는 컨볼루션 
레이어에 입력되는 𝑖𝑓𝑚𝑎𝑝과 컨볼루션 레이어에서 출력되는 𝑜𝑓𝑚𝑎𝑝  의 
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연산 순서를 보인다. 그림 3.5(c)는 사이클 32 부터 59 사이의 𝑖𝑓𝑚𝑎𝑝 
SRAM의 동작을 보인다. 그림 3.5의 𝐾𝑖 , 𝐿𝑖 , 𝐻𝑖 , 𝑊𝑖 , 𝑀𝑖와 배치 크기는 
그림 3.4과 동일하다. 그림 3.5의 𝑖𝑓𝑚𝑎𝑝 채널 개수 𝑁𝑖는 2이다. (3,0)을 
중심으로 3 × 3 컨볼루션 연산하는 과정은 다음과 같다. 사이클 32 및 
33에는 𝑖𝑓𝑚𝑎𝑝  (2,0)0  및 (2,0)1 이 SRAM으로부터 읽어져서 각각 1 
사이클씩 뒤 𝑖𝑓𝑚𝑎𝑝  REG에 저장 된다. 그리고 사이클 34 및 35에는 
 
(a)                              (b) 
 
(c) 
그림 3.5 𝑖𝑓𝑚𝑎𝑝 SRAM의 2 채널 공유를 위한 컨볼루션 레이어의 부분적 
수직 순서 컨볼루션 연산 예시. (a) 𝑖𝑓𝑚𝑎𝑝의 컨볼루션 레이어 입력 순서; 
(b) 컨볼루션 연산 순서; (c) 클락 사이클에 대한 싱글 포트 SRAM의 쓰기 
및 읽기 동작 예시 
0 1 2 3 4
0 0 8 16 24 32
1 2 10 18 26 34
2 4 12 20 28 36
3 6 14 22 30 38
4 40 48 56 64 72
5 42 50 58 66 74
6 44 52 60 68 86
7 46 54 62 70 78
8 80 88 96 104 112
9 82 90 98 106 114
10 84 92 100 108 116
11 86 94 102 110 118
0 1 2 3 4
0 1 9 17 25 33
1 3 11 19 27 35
2 5 13 21 29 37
3 7 15 23 31 39
4 41 49 57 65 73
5 43 51 59 67 75
6 45 53 61 69 77
7 47 55 63 71 79
8 81 89 97 105 113
9 83 91 99 107 115
10 85 93 101 109 117
11 87 95 103 111 119
Channel 0 Channel 1
0 1 2 3 4
0 11 19 27 35 43
1 13 21 29 37 45
2 15 23 31 39 47
3 49 57 65 73 81
4 51 59 67 75 83
5 53 61 69 77 85
6 55 63 71 79 87
7 89 97 105 113 121
8 91 99 107 115 123
9 93 101 109 117 125
10 95 103 111 119 127
11 129 137 145 153 161
Channel 0
Clock cycle 32 33 34 35 36 37 38 39 40 41 42 43 44 45
Input feature (2,0) (2,0) (3,0) (3,0) (2,4) (2,4) (3,4) (3,4) (2,1) (2,1) (3,1) (3,1) (6,0) (6,0)
Channel 0 1 0 1 0 1 0 1 0 1 0 1 0 1
Write / Read RD RD RD RD WR WR WR WR RD RD RD RD WR WR
Time
Clock cycle 46 47 48 49 50 51 52 53 54 55 56 57 58 59
Input feature (7,0) (7,0) (2,2) (2,2) (3,2) (3,2) (6,1) (6,1) (7,1) (7,1) (2,3) (2,3) (3,3) (3,3)
Channel 0 1 0 1 0 1 0 1 0 1 0 1 0 1
Write / Read WR WR RD RD RD RD WR WR WR WR RD RD RD RD
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𝑖𝑓𝑚𝑎𝑝  (3,0)0과 (3,0)1이 이전 컨볼루션 레이어로부터 전달되어 𝑖𝑓𝑚𝑎𝑝 
REG에 저장 된다. 사이클 36부터 39까지는 𝑖𝑓𝑚𝑎𝑝  (2,4)0 , (2,4)1 , 
(3,4)0 , (3,4)1가 이전 컨볼루션 레이어로부터 전달되며 𝑖𝑓𝑚𝑎𝑝 SRAM에 
저장된다. 이 입력 특징들은 그림 3.5(a)에 회색으로 표현되어 있다. 
사이클 40부터 43까지 𝑖𝑓𝑚𝑎𝑝 (2,1)0 , (2,1)1 , (3,1)0  과 (3,1)1은 𝑖𝑓𝑚𝑎𝑝 
SRAM으로부터 읽어져 각각 1 사이클씩 후에 𝑖𝑓𝑚𝑎𝑝 REG에 저장된다. 
사이클 44 부터 47은 𝑖𝑓𝑚𝑎𝑝 (6,0)0, (6,0)1, (7,0)0 과 (7,0)1이 컨볼루션 
레이어에 입력되며 이 특징들은 𝑖𝑓𝑚𝑎𝑝  SRAM 및 𝑖𝑓𝑚𝑎𝑝  REG에 
저장된다. 사이클 48 및 49에 𝑖𝑓𝑚𝑎𝑝  (4,1)0  및 (4,1)1 이 입력되어 
𝑖𝑓𝑚𝑎𝑝 REG에 저장된다. 사이클 49에는 𝑖𝑓𝑚𝑎𝑝 (3,0)을 중심으로 하는 
3×3 컨볼루션 연산을 위한 𝑖𝑓𝑚𝑎𝑝 데이터가 모두 준비되므로 컨볼루션 
연산이 수행 된다. 컨볼루션 연산 결과인 𝑜𝑓𝑚𝑎𝑝 의 출력 순서를 
𝑖𝑓𝑚𝑎𝑝의 입력 순서와 동일하게 하기 위해 𝑜𝑓𝑚𝑎𝑝  (3,0)1 은 1 사이클 
지연 후 다음 컨볼루션 레이어로 전달 된다. 따라서 사이클 50 및 51에 
(3,0)0  및 (3,0)1 이 다음 컨볼루션 레이어로 전달 된다. 부분적 수직 
순서로 컨볼루션 연산이 수행 되며 사이클 51, 53 과 55에 𝑜𝑓𝑚𝑎𝑝 (4,0), 
(5,0)  및 (6,0)이 계산된다. 각각의 𝑜𝑓𝑚𝑎𝑝의 채널 1은 채널 0보다 1 
사이클씩 지연되어 다음 컨볼루션 레이어로 전달 된다.  
부분적 수직 순서 컨볼루션 연산을 적용하여 두 개 이상의 채널이 
하나의 𝑖𝑓𝑚𝑎𝑝의 SRAM을 공유하는 경우 식 3.5는 𝑖𝑓𝑚𝑎𝑝  (ℎ, 𝑤)𝐶ℎ  에 
대해서 𝑖𝑓𝑚𝑎𝑝  SRAM의 쓰기 및 읽기 사이클을 나타낸다. 이 식에서 
𝐶ℎ 는 𝑖𝑓𝑚𝑎𝑝  채널을 의미하며 그림 3.5의 예시에서는 0 또는 1이다. 
𝑁𝑆 는 하나의 𝑖𝑓𝑚𝑎𝑝  SRAM을 공유하는 𝑖𝑓𝑚𝑎𝑝  채널의 개수로 이 
예시에서는 2 이다. 𝑝𝑑𝐶𝑂𝑁𝑉
𝑆  및 𝐿𝑖
𝑆는 𝑝𝑑𝐶𝑂𝑁𝑉와 𝐿𝑖에 𝑁
𝑆를 곱한 값이다. 
ℎ𝐶ℎ는 𝑁










𝑆 ⌋ + 𝑤) + mod(ℎ𝐶ℎ, 𝑝𝑑𝐶𝑂𝑁𝑉
𝑆 )
𝑅𝑒𝑎𝑑(ℎ, 𝑤)𝐶ℎ = 𝑊𝑟𝑖𝑡𝑒(ℎ, 𝑤)𝐶ℎ + 𝑝𝑑𝐶𝑂𝑁𝑉
𝑆 × (𝐿𝑖 − 1) − 𝑁




마지막 컨볼루션 레이어 연산 결과인 𝑜𝑓𝑚𝑎𝑝은 지연 사이클 없이 
바로 출력 된다. 따라서 𝑁𝑆  사이클 마다 하나의 𝑜𝑓𝑚𝑎𝑝  데이터가 
출력되며 𝑁𝑆 가 2 이상인 경우 idle 사이클을 활용하여 래스터 스캔 
순서로 변경하기 위한 SRAM 뱅크의 수를 한 개로 감소한다. 
 
3.5 부분적 수직 순서의 적용 가능 CNN 구조 
 
본 장은 CNN에 부분적 수직 순서를 적용 가능한 범위를 보인다. 
부분적 수직 순서는 컨볼루션 레이어의 스트라이드 (stride) 크기와 
무관하게 적용할 수 있다. 더불어 스트라이드가 적용된 컨볼루션 





그림 3.6 Residual block에의 부분적 수직 순서 적용. (a) 기존 residual 
block 구조; (b) 부분적 수직 순서 적용 residual block 구조 
Dual port SRAM 0 ( )
Dual port SRAM 1 ( )
CONV0 SRAM
Identity FIFO ( )
Dual port SRAM 0 ( )
Dual port SRAM 1 ( )
CONV1 SRAM










이는 한 개의 on-chip 메모리에 stride2개 채널의 𝑖𝑓𝑚𝑎𝑝을 저장하여 
SRAM 면적을 추가로 감소할 수 있다. SRGAN의 𝐺구조인 SRResNet은 
3 × 3 컨볼루션 필터로 구성되는 두 개의 컨볼루션 레이어로 residual 
block을 구성한다. 그림 3.6은 기존의 래스터 스캔 순서로 컨볼루션 
연산을 처리하는 경우와 부분적 수직 순서를 적용하는 경우 on-chip 
SRAM 사용량을 보인다. 그림 3.6(a)의 기존의 residual block을 
구성하는 각각의 컨볼루션 레이어는 𝑖𝑓𝑚𝑎𝑝  채널 당 𝐻 − 1 개의 듀얼 
포트 on-chip SRAM을 사용한다. 더불어 residual block의 연산 
결과와의 덧셈 연산을 위해 identity 𝑓𝑚𝑎𝑝을 저장하는 identity FIFO를 
사용한다. Identity FIFO는 2 ×
𝐻−1
2
 크기의 듀얼 포트 SRAM을 사용 
한다. 그림 3.6(b)는 residual block에 부분적 수직 순서를 적용한 
하드웨어 구조를 보인다. 각각의 컨볼루션 레이어는 𝑖𝑓𝑚𝑎𝑝  채널 당 
1개의 싱글 포트 SRAM을 사용한다. 한 개의 싱글 포트 SRAM은 𝐻 −
1  라인의 𝑖𝑓𝑚𝑎𝑝 을 저장한다. 부분적 수직 순서가 적용된 residual 
block은 입력되는 identity 𝑓𝑚𝑎𝑝 에 일정 cycles의 delay를 주어 
residual block의 연산 결과와 덧셈을 한다. 그림 3.6(b)의 delay0과 
 
그림 3.7 SRResNet에의 부분적 수직 순서 적용.  
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delay1은 각각 2 × (𝑝𝑑𝐶𝑂𝑁𝑉 + 𝐻 − 1) cycles와 2 × (𝑝𝑑𝐶𝑂𝑁𝑉 + 𝐻) cycles 
이다. 𝑝𝑑𝐶𝑂𝑁𝑉는 영상의 너비인 𝐿과 비교하여 매우 작기 때문에 residual 





부분적 수직 순서는 hidden 컨볼루션 레이어간 skip connection이 
없는 CNN의 구조는 모두 적용 가능하다. 그러나, 3개 이상의 hidden 
컨볼루션 레이어 사이에 skip connection이 있는 CNN의 구조에서는 
𝑝𝑑𝐶𝑂𝑁𝑉 를 최소화 하여 적용 한다. 그림 3.7은 [14]의 SRResNet의 
구조를 보인다. SRResNet은 convolution 0과 convolution 36을 
제외하고 모든 컨볼루션 레이어의 필터 크기가 3 × 3이다. 그러나 
convolution 36이 9×9 필터를 사용함으로 𝑝𝑑𝐶𝑂𝑁𝑉는 16 cycles이다. 
부분적 수직 순서를 사용하는 경우 skip connection 영역에 입력되는 
𝑖𝑓𝑚𝑎𝑝을 저장하기 위한 skip connection SRAM의 크기는 수식 3.5와 
같다. 
 
𝐿 × (𝑝𝑑𝐶𝑂𝑁𝑉 −
𝐻−1
2
) + (1 + ⌊
𝑁𝑙𝑎𝑦𝑒𝑟𝑠
4
⌋) + 𝛼 (3.5) 
 
수식 3.5의 𝑁𝑙𝑎𝑦𝑒𝑟𝑠 는 skip connection이 적용되는 컨볼루션 
레이어의 개수이다. 𝛼 는 컨볼루션 레이어 연산을 위해 소요되는 
사이클의 수로 (𝑁𝑙𝑎𝑦𝑒𝑟𝑠 + 1) × (𝑝𝑑𝐶𝑂𝑁𝑉 + 1) ×
𝐻−1
2
 이다. Skip connection 
SRAM은 dual port SRAM으로 구성되며, 이 SRAM의 크기는 수식 
3.5와 같이 𝑝𝑑𝐶𝑂𝑁𝑉에 비례한다. 따라서 SRResNet 전체에 부분적 수직 
순서를 적용하는 경우와 convolution 35까지 부분적 수직 순서를 
적용하는 경우 𝑝𝑑𝐶𝑂𝑁𝑉는 4배 차이가 존재한다. 따라서, hidden 컨볼루션 
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레이어에 skip connection을 적용하는 경우 𝑝𝑑𝐶𝑂𝑁𝑉 를 최소화 하여 
부분적 수직 순서를 적용 한다.  
 
3.6 실험 결과 
 
본 장은 제안하는 부분적 수직 순서가 적용된 CNN 하드웨어의 
SRAM 면적 감소를 실험적으로 확인한다. 면적을 계산하기 위한 
방법으로 레지스터는 65-nm 공정으로 합성하였으며, on-chip 
메모리인 SRAM의 면적은 an enhanced cache access and cycle time 
model (CACTI) 시뮬레이터를 사용 한다 [34]. SRAM 면적 변화를 
확인하기 위한 CNN 구조들은 super-resolution을 위한 CNN인 
SRCNN, FSRCNN, ESPCN 및 VDSR을 사용한다 [9, 19, 20, 11]. 
VDSR은 skip connection이 적용된 CNN 구조로 해당 실험은 skip 
connection을 위해 사용되는 SRAM은 제외하고 면적을 계산한다. 
더불어 SISR을 위한 CNN은 Ultra-HD 영상을 출력하는 구조로 Y 
채널만 연산에 사용되는 구조로 가정한다. SISR용 CNN 이외에 image 
classification을 위한 CNN으로 AlexNet [28]과 VGG network 
 
(a)                              (b) 




[10]에도 부분적 수직 순서를 적용하여 SRAM 면적 감소를 확인 한다. 
AlexNet과 VGG network의 입력 영상 해상도는 512 × 512로 RGB 
채널이 CNN으로 입력 된다. 모든 실험에 대해 입력 영상 및 feature 
map은 16-bit 부동소수점을 사용하는 것을 가정하며 batch의 크기는 
1이다. 
그림 3.8의 (a)와 (b)는 각각 SISR과 영상 분류용 CNN의 𝑖𝑓𝑚𝑎𝑝
을 저장하기 위한 SRAM과 register의 면적을 보인다. 그림 3.8 (a)에
서 제안하는 부분적 수직 방향 연산은 네 개의 CNN에 대해 기존 방법
과 비교하여 SRAM의 면적을 1.85배 감소한다. 레지스터의 면적은 
2.30배 증가하나 이 증가한 레지스터의 면적은 감소한 SRAM 면적과 
비교하여 117.95배 작으므로 레지스터 면적의 증가는 무시할 수 있다.  
표 3.1은 SISR용 CNN 하드웨어의 SRAM 및 레지스터 면적의 자
세한 결과를 보인다. 부분적 수직 방향 연산 순서가 적용된 경우 hidden 
컨볼루션 레이어의 SRAM 평균 면적은 2.11배 감소한다. Front 컨볼루
표 3.1 SISR용 CNN 하드웨어의 SRAM 및 레지스터 면적 (𝑠=2) 
Network SRCNN-ex FSRCNN 
 Conventional Proposed Conventional Proposed 
 SRAM REG SRAM REG SRAM REG SRAM REG 
Front layer 0.794 0.002 2.249 0.004 0.208 0.001 1.362 0.003 
Hidden layers 25.401 0.045 11.670 0.108 5.003 0.014 2.390 0.104 
Last layer 12.700 0.023 5.835 0.054 23.348 0.128 10.211 0.341 




















         
Network ESPCN VDSR 
 Conventional Proposed Conventional Proposed 
 SRAM REG SRAM REG SRAM REG SRAM REG 
Front layer 0.208 0.001 0.592 0.001 0.198 0.000 0.846 0.001 
Hidden layers 6.671 0.016 3.186 0.033 228.605 0.293 109.325 0.585 
Last layer 3.335 0.008 1.593 0.016 12.700 0.016 6.074 0.033 
























션 레이어의 평균 면적은 4.12배 증가하며 새로 추가된 rasterizer 모듈
은 SRAM 면적을 증가시킨다. 그러나 front 컨볼루션 레이어 및 
rasterizer 모듈은 전체 SRAM 면적의 1/27.96을 차지 하므로 이 부분
에서 증가한 면적보다 hidden 컨볼루션 레이어에서 감소한 면적이 더 
많다. 
그림 3.8 (b)는 영상 분류용 CNN인 AlexNet과 VGG16 network의 
SRAM 및 레지스터의 면적을 보인다. AlexNet과 VGG16 네트워크의 
SRAM 면적은 각각 1.62배 및 2.20배 감소한다. 그러나 레지스터의 면
적은 AlexNet과 VGG16 network에 대해 각각 3.07배와 2.00배 증가
한다. 그러나 super-resolution용 CNN과 같이 증가한 레지스터의 면
적은 감소한 SRAM 면적과 비교하여 작다.  
표 3.2는 AlexNet과 VGG network에 대해서 자세한 면적 비교 결
과를 보인다. AlexNet과 VGG network의 hidden 컨볼루션 레이어의 
SRAM 평균 면적은 2.33배 감소한다. Front 컨볼루션 레이어의 면적은 
기존의 구조와 비교해서 5.23배 증가한다. 그러나 해당 면적은 전체 
CNN과 비교하여 15.59배 작은 면적이다. 레지스터의 평균 면적은 
2.41배 증가하나 SRAM 전체 면적의 1/5.04배이다. 이 결과는 제안하
는 부분적 수직 방향 컨볼루션 방법이 SISR과 같이 𝑓𝑚𝑎𝑝의 해상도가 
감소하지 않는 CNN구조에 높은 효율을 보이나 영상 분류를 위한 CNN 
표 3.2 AlexNet과 VGG16 network의 SRAM 및 레지스터 면적 
Network AlexNet VGG-16 
 Conventional Proposed Conventional Proposed 
 SRAM REG SRAM REG SRAM REG SRAM REG 
Front layer 0.430 0.010 1.481 0.017 0.086 0.001 0.373 0.002 
Hidden layers 4.873 0.230 2.035 0.704 21.762 0.813 9.624 1.625 
























구조들에도 적용이 가능함을 보인다.  
표 3.3은 SISR용 CNN내 하나의 SRAM에 여러 개의 채널의 𝑓𝑚𝑎𝑝
저장되는 경우 SRAM 면적 변화를 보인다. SRAM이 여러 채널의 𝑓𝑚𝑎𝑝
을 저장하는 경우에도 레지스터 면적은 변하지 않는다. 표 3.3의 𝑁𝑆는 
하나의 SRAM에 저장되는 𝑓𝑚𝑎𝑝의 채널 개수를 의미한다. 따라서 𝑁𝑆가 
1인 경우 부분적 수직 방향 컨볼루션만 적용된 것과 동일하며 𝑁𝑆가 2
인 경우와 4인 경우는 각각 2개의 𝑓𝑚𝑎𝑝채널과 4개의 𝑓𝑚𝑎𝑝채널이 하나
의 SRAM에 저장 되는 경우를 의미한다. 𝑁𝑆 가 2인 경우와 4인 경우 
SRAM의 면적은 각각 1.08배, 1.14배 감소한다. 따라서 여러 개의 채널
이 동일한 SRAM에 저장되는 경우 SRAM의 면적이 감소하여 효율적인 
표 3.3 SISR용 CNN의 SRAM이 여러 채널의 𝑖𝑓𝑚𝑎𝑝을 저장하는 경우 
SRAM 면적 
Network SRCNN-ex FSRCNN 
𝑁𝑆  1 2 4 1 2 4 
Front layer 2.249 2.249 2.249 1.362 1.362 1.362 
Hidden layers 11.67 11.242 10.921 2.39 2.278 2.188 
Last layer 5.835 5.621 5.461 10.211 9.831 9.556 















Network ESPCN VDSR 
𝑁𝑆  1 2 1 2 1 2 
Front layer 0.592 0.592 0.592 0.592 0.592 0.592 
Hidden layers 3.186 3.037 3.186 3.037 3.186 3.037 
Last layer 1.593 1.518 1.593 1.518 1.593 1.518 

















표 3.4 AlexNet 및 VGG16 network의 SRAM이 여러 채널의 𝑖𝑓𝑚𝑎𝑝을 
저장하는 경우 SRAM 면적 
Network AlexNet VGG-16 
𝑁𝑆 1 2 4 1 2 4 
Front layer 1.481 1.481 1.481 0.373 0.373 0.373 
Hidden layers 2.035 1.944 1.783 9.624 8.955 8.673 



















하드웨어 구조를 구성할 수 있다. 표 3.4는 영상 분류용 CNN내 하나의 
SRAM에 여러 채널의 𝑓𝑚𝑎𝑝이 저장되는 경우 SRAM 면적 변화를 보인
다. 𝑁𝑆가 2인 경우와 4인 경우에 대해 각각 SRAM의 면적이 1.06배와 
1.10배 감소한다.  
그림 3.9는 SISR용 CNN인 SRResNet에 부분적 수직 순서를 적용
하는 방법을 보인다. 표 3.1의 CNN 구조들은 hidden 컨볼루션 레이어 
사이 skip connection이 없는 구조인 반면 SRResNet은 hidden 컨볼루
션 레이어 사이 skip connection과 residual block들이 존재 한다. 그림 
3.9의 raster scan order는 듀얼 포트 SRAM을 사용하는 구조이다. 
Partially-vertical order와 부분 적용은 각각 그림 3.7의 convolution 
35와 convolution 36까지 부분적 수직 연산을 적용한 결과이다. 
SRResNet 전체에 부분적 수직 순서 연산을 적용하는 경우 on-chip 메
모리인 SRAM의 면적은 94.96%로 감소한다. 반면, 부분적 수직 연산을 
convolution 35까지 적용한 경우 on-chip SRAM 면적은 60.26%로 감
소한다. SRResNet의 전체에 부분적 수직 순서를 적용하는 경우 skip 
connection의 𝑓𝑚𝑎𝑝을 저장하기 위한 SRAM의 면적이 4.03배 증가하
 
그림 3.9 SRResNet에의 부분적 수직 연산 적용 결과 



































여 on-chip SRAM 면적 감소 효율을 저하한다. Residual block의 
SRAM 면적은 기존의 래스터 스캔 순서와 비교하여 제안하는 방법은 
31.07%로 감소한다. Convolution 35까지 부분적 수직 순서를 적용한 경
우 residual block을 제외한 모든 컨볼루션 레이어의 SRAM 면적은 
88.52%로 감소한다. Convolution 36은 부분적 수직 순서가 적용되지 않
아 듀얼 포트 SRAM을 사용하며 convolution 34이하의 hidden 컨볼루
션 레이어와 비교하여 4배 해상도의 𝑓𝑚𝑎𝑝을 여덟 라인을 저장하며 이
는 싱글 포트 SRAM을 사용하는 3×3 hidden 컨볼루션 레이어 대비 최







제 4 장 영상의 context 보존을 위한 필터 재구성을 
적용한 CNN 하드웨어 구조 
 
본 장은 기존의 VDSR 구조를 사용하여 영상 super-resolution을 
연산을 실시간으로 수행하기 위한 스트리밍 (streaming) 하드웨어 
구조에 적합한 컨볼루션 레이어의 필터 구조를 재구성 하는 방법을 
제안한다. SISR용 CNN의 스트리밍 하드웨어 구조는 CNN을 구성하는 
모든 레이어를 파이프 라인 구조로 구성해야 한다. 이는 CNN내 
컨볼루션 레이어의 중간 결과 𝑓𝑚𝑎𝑝 들을 모두 on-chip SRAM에 
저장해야 함을 의미하며 CNN의 크기에 제약을 야기한다.  
CNN의 on-chip SRAM 크기는 컨볼루션 레이어의 필터 높이에 
비례 한다. 따라서 컨볼루션 레이어의 필터 높이가 작을수록 적은 on-
chip SRAM이 사용 된다. 그러나, VDSR은 컨볼루션 필터의 크기가 3 ×
3으로 대칭 구조 필터 중 최소 크기이다. 컨볼루션 필터의 높이를 1으로 
변경하는 경우 세로 방향의 컨텍스트 활용이 불가능하며 이는 SISR 
성능 저하를 야기한다. 본 장은 VDSR의 컨볼루션 필터의 형태를 
변경하여 on-chip SRAM의 크기를 줄이기 위한 방법을 제안한다. 
제안하는 필터는 1D 형태를 갖으며 VDSR의 on-chip SRAM 크기를 
절반으로 감소한다. 더불어 sub-pixel 컨볼루션 레이어 [20]를 
적용함으로 입력 영상 기준으로 context 크기를 유지하면서 CNN의 
컨볼루션 레이어 개수를 절반으로 감소 한다. 제안하는 방법을 적용하여 
구현한 CNN 하드웨어의 하드웨어 리소스 사용량과 SISR 결과 영상을 






4.1 SRAM 감소를 위한 제안 알고리즘 
 
4.1.1 컨볼루션 필터의 1D 재구성 방법 
 
제안하는 방법은 기존의 2D 형태의 컨볼루션 필터를 1D 형태의 
컨볼루션 필터로 재구성 하여 컨볼루션 필터의 하드웨어 리소스 
사용량을 감소한다. 제안하는 컨볼루션 필터 재구성 방법은 두 개의 
연속한 컨볼루션 레이어에 대해서 적용 되며, 각각의 컨볼루션 레이어의 
필터를 1D 형태로 재구성 한다. VDSR의 3 × 3필터는 대칭 구조 필터 
중 가장 작은 크기로 더 낮은 높이의 필터로 변경하는 것이 불가능 하다. 
따라서 서로 연속한 컨볼루션 레이어간 병합 (layer merge) 을 
적용하여 컨볼루션 필터의 크기를 증가시킨다. 그림 4.1에서 두 개의 
Conv(3 × 3, 1, 1)이 Conv(5 × 5, 1,1)으로 변경되는 과정은 컨볼루션 레이어 
병합 방법을 보인다. 그림 4.1의 Conv(𝐻 × 𝑊, 𝑁, 𝑀)은 𝑁  개의 채널로 
구성된 입력 특징 맵에 대하여 𝐻 × 𝑊 크기의 필터가 𝑀  개로 구성된 
컨볼루션 레이어를 의미한다. 𝐻와 𝑊  는 각각 컨볼루션 필터의 높이와 
너비를 의미한다. 컨볼루션 레이어 병합은 서로 다른 두 개의 연속한 
컨볼루션 레이어의 컨텍스트 (context; =receptive field) 크기를 
유지하면서 컨볼루션 레이어의 필터 크기를 증가한다. 따라서 3 × 3필터 
두 개는 5 × 5 크기의 한 개 컨볼루션 필터로 병합 된다. 병합된 
컨볼루션 레이어는 병합 이전의 컨볼루션 레이어와 동일한 컨텍스트 
크기를 갖으나 비선형성 (non-linearity)는 절반으로 감소한다. CNN의 
비선형성은 CNN의 성능과 밀접한 연관이 있다. 따라서 비선형성을 
유지 하는 것이 중요하다.  
본 연구는 CNN의 비선형성을 유지하기 위해 한 개의 병합 
컨볼루션 레이어를 세로 필터 컨볼루션 레이어와 가로 필터 컨볼루션 
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레이어로 재구성 한다. 병합된 2D 구조의 컨볼루션 레이어를 두 개 
사용하는 경우 CNN의 병합 이전의 두 개의 컨볼루션 레이어와 
비교하여 on-chip SRAM 크기가 2배 증가하는 동시 곱셈기의 수도 
증가하는 문제가 있다. 따라서 on-chip SRAM의 크기를 유지하면서도 
곱셈기를 줄일 수 있는 1D 필터 구조를 사용한다.  
컨텍스트 보존 1D 재구성 방법은 재구성 이전의 두 개의 컨볼루션 
레이어들과 비교하여서 on-chip SRAM 사용량이 동일하나 세로 필터의 
크기가 5이므로 더 작은 대칭 구조의 컨볼루션 필터로 변경하는 것이 
가능하다. 더불어 재구성 이전의 두 개의 컨볼루션 레이어들과 
비교하여서 곱셈기 감소 효과를 보인다. 첫 번째와 마지막 컨볼루션 
레이어를 제외한 나머지 컨볼루션 레이어 내 컨볼루션 필터의 곱셈기 
개수를 비교한 결과는 식 (4.1)과 같다.  
 
Ratio of the number of multipliers 
=
((2𝑅𝐻 − 1) × 𝑀 × 𝑁) + ((2𝑅𝑊 − 1) × 𝑀 × 𝑁)
2 × (𝑅𝐻 × 𝑅𝑊 × 𝑀 × 𝑁)
=





VDSR의 연속한 두 컨볼루션 레이어인 𝑖 − 1 , 𝑖 번째 컨볼루션 
레이어의 곱셈기 수는 (𝑅𝐻 × 𝑅𝑊 × 𝑀 × 𝑁(𝑖 − 1)) + (𝑅𝐻 × 𝑅𝑊 × 𝑀 ×
 
 
그림 4.1 컨볼루션 필터의 컨텍스트 보존 1D 재구성 방법 
Conv(3x3, 1, 1) Conv(3x3, 1, 1) Conv(5x1, 1, 1) Conv(1x5, 1, 1)




𝑁(𝑖)) 이며, VDSR에 컨볼루션 1D 필터 재구성을 적용한 경우의 곱셈기 
수는 ((2𝑅𝐻 − 1) × 𝑀 × 𝑁(𝑖 − 1)) + ((2𝑅𝑊 − 1) × 𝑀 × 𝑁(𝑖)) 이다. VDSR의 
모든 숨겨진 컨볼루션 레이어들 (hidden convolution layers) 에 대해서 
𝑅𝐻  및 𝑅𝑊 는 3이며 𝑀 과 𝑁 은 64이다. 따라서, 컨볼루션 1D 필터 
재구성 방법은 1D 필터 재구성 이전의 컨볼루션 레이어와 동일한 
크기의 SRAM을 사용 하면서도 VDSR의 곱셈기를 55.6%로 감소한다.  
제안하는 방법에서 컨볼루션 필터 1D 재구성 방법은 비선형성 
정도를 유지하도록 연속하는 두 개의 컨볼루션 레이어에 적용한다. 이 
재구성 방법을 연속하는 세 개 또는 네 개의 컨볼루션 레이어에 
적용하는 경우 CNN을 구성하는 곱셈기의 개수를 추가적으로 감소할 수 
있으나, CNN의 비선형성이 감소하고 이는 영상 super-resolution의 
성능 저하를 야기한다. 그림 4.2는 컨볼루선 필터 1D 재구성이 적용된 
연속한 컨볼루션 레이어의 개수에 따른 Set 5 영상들에 대한 SISR 결과 
영상의 PSNR을 비교한 결과를 보인다. 재구성된 컨볼루션 레이어의 
 
 



















The number of reorganized convolution layers
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개수가 1인 경우는 2D 필터 구조를 그대로 사용하는 경우를 의미한다. 
이 2D 필터 구조를 사용한 CNN은 아홉 개의 컨볼루션 레이어 (𝑀 = 12) 
와 한 개의 sub-pixel 컨볼루션 레이어 (𝑀 = 4, 𝑠 = 2)로 구성 된다. 두 
개의 연속한 컨볼루션 레이어에 대해 필터 1D 재구성 방법 적용시 
PSNR 저하가 0.04 dB로 매우 작은 반면 세 개의 컨볼루션 레이어와 
네 개의 컨볼루션 레이어에 대해서 필터 1D 재구성 방법 적용시 각각 
PSNR 저하가 0.48 dB 와 0.91 dB로 매우 크다.  
 
4.1.2 CNN 라인 버퍼 감소 방법 
 
컨볼루션 필터 1D 재구성 방법이 VDSR에 적용된 경우, 수평 방향 
필터 (horizontal filter)는 세로 방향의 𝑖𝑓𝑚𝑎𝑝내 세로 방향 특징 정보를 
사용하지 않으므로 라인 버퍼를 사용하지 않는다. 반면에, 세로 방향 
필터 (vertical filter)는 𝑖𝑓𝑚𝑎𝑝내 가로 방향의 특징 정보를 사용하지 
않으나 세로 방향의 특징 정보는 사용한다. 필터 1D 재구성 방법은 2D 
형태의 필터를 1D 형태로 변경함으로 하드웨어 리소스 사용량을 
감소하였으나, 세로 방향의 필터 크기가 증가하므로 라인 버퍼 사용량은 
이 재구성 방법을 사용하기 전과 동일하다. 각각의 컨볼루선 레이어는 
(𝑅𝐻 − 1) × 𝑁개의 라인 버퍼를 사용하며 세로 방향의 필터 크기인 𝑅𝐻를 
감소함으로 라인 버퍼 사용량을 감소할 수 있다. 그림 4.3는 컨볼루션 
필터 1D 재구성이 적용된 컨볼루션 레이어들의 라인 버퍼 감소 기법 
방법을 보인다. 5 × 1필터는 4 라인의 𝑓𝑚𝑎𝑝 을 on-chip SRAM에 
저장한다. 1 × 5 필터는 on-chip SRAM을 사용하지 않는다. 하드웨어 
리소스 사용량과 비례하는 곱셈기 수를 유지하면서 라인 버퍼의 수를 
감소하기 위해서는 수직 방향 필터의 크기를 감소한다. 이와 동시에 
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SISR 결과 영상의 화질 열화를 최소화 하기 위하여 가로 방향 필터의 
크기를 증가하는 방법으로 CNN의 라인 버퍼 수를 감소 할 수 있다. 
제안하는 방법은 그림 4.3과 같이 두 개의 5×1, 1×5 필터 들을 
3×1, 1×7 필터로 변경한다. 5×1, 1×5 필터 들을 라인 버퍼 감소 방법을 
적용하여 대칭형 필터 구조로 재구성 하는 경우 1×1, 1×9 필터 들로 
구성 하는 것이 가능하다. 이와 같은 구성은 라인 버퍼를 사용하지 
않으나 세로 방향의 context가 없어 3.1.1장의 10개 컨볼루션 레이어로 
구성된 CNN에 적용시 3×1, 1×7 형태 필터와 비교하여 2배 확대 비율 
결과 PSNR이 3.29 dB 하락하여 영상 화질에 큰 손실을 야기한다. 
더불어 5×1, 1×5 필터 들을 3×1, 1×7 필터로 변경하는 경우 super-
resolution 성능을 크게 하락하지 않는 동시에 라인 버퍼의 개수를 
절반으로 감소할 수 있다. 
 
4.1.3 Sub-pixel 컨볼루션 레이어 적용 
 
Sub-pixel 컨볼루션 레이어는 SRCNN 알고리즘의 동작 속도를 
향상 하기 위해 제안 된다. 기존의 SISR용 CNN들은 저해상도 영상을 
확대 비율에 따라서 Bicubic 보간법을 적용하여 미리 확대하여 CNN의 
 
 
그림 4.3 CNN 라인 버퍼 감소를 위한 컨볼루션 필터 구조 
Conv(5 1, 1, 1) Conv(1 5, 1, 1)
ReLUReLU




입력 영상과 출력 영상의 해상도는 동일하다. 그러나 sub-pixel 
컨볼루션 레이어를 적용하는 경우 super-resolution image ( 𝐼𝑆𝑅 )의 
해상도는 마지막 컨볼루션 레이어에서 결정 된다. 이는 CNN의 모든 
컨볼루션 레이어가 저해상도 영상을 기준으로 연산이 수행됨을 의미하며, 
하드웨어의 기준으로는 마지막 컨볼루션 레이어의 필터 개수 𝑀 에 
따라서 𝐼𝑆𝑅 의 확대 비율이 결정된다. 따라서 SISR 확대 비율에 
무관하게 컨볼루션 레이어의 라인 버퍼 크기가 동일하다.  
  
 
그림 4.4 제안하는 SISR을 위한 CNN 하드웨어 구조 
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4.2 SISR용 CNN 하드웨어 구조 
 
4.2.1 SISR을 위한 하드웨어 구조 
 
본 장은 앞서 제안한 두 가지 필터 구조 변경 방법과 sub-pixel 
컨볼루션 레이어를 적용한 CNN의 하드웨어 구조를 제안한다 [20]. 이 
CNN의 하드웨어 구조는 디스플레이 장치에 적용하기 위하여 픽셀 단위 
실시간 동작이 요구되어 스트리밍 구조를 갖으며 입력 영상은 래스터 
스캔 순서 (raster scan order) 로 입력되어 동일한 순서로 𝐼𝑆𝑅이 출력 
된다. 그림 4.4은 제안하는 SISR을 위한 CNN의 하드웨어 구조를 
보인다.  
제안하는 SISR용 CNN은 영상과 컨볼루션 레이어의 연산 중간 
결과인 𝑓𝑚𝑎𝑝 을 저장하기 위한 SRAM으로 구성된 버퍼와 열 개의 
컨볼루션 레이어 들로 구성 된다. 각각의 컨볼루션 레이어는 𝑅𝐻 × 1 
또는 1 × 𝑅𝑊 의 컨볼루션 연산을 수행한다. 컨볼루션 레이어 1부터 
컨볼루션 레이어 8까지는 12개의 채널의 𝑜𝑓𝑚𝑎𝑝 을 출력 하며 컨볼루션 
레이어 9와 10은 확대 비율의 제곱 개수의 채널을 갖는 𝑜𝑓𝑚𝑎𝑝을 출력 
한다. 이 두 개의 컨볼루션 레이어는 컨볼루션 결과에 활성화 함수를 
적용하지 않는다. Sub-pixel adder 모듈은 10 번째 컨볼루션 
레이어에서 출력된 𝑜𝑓𝑚𝑎𝑝 의 특징에 Image buffer에 저장되어 있는 
입력 영상을 더한다. 제안하는 CNN 하드웨어 구조는 Y 채널에 대해 
동작하므로 입력 영상의 크기는 𝐻 × 𝑊 × 1 이다. 10 번째 컨볼루션 
레이어의 𝑜𝑓𝑚𝑎𝑝의 크기는 𝐻 × 𝑊 × 𝑠2이며 sub-pixel adder 모듈은 이 
𝑓𝑚𝑎𝑝의 2차원 좌표와 동일한 위치의 입력 영상을 𝑓𝑚𝑎𝑝의 모든 채널에 
더한다. Sub-pixel parser는 식 (2.1)에 따라서 sub-pixel adder 




4.2.2 컨볼루션 레이어 하드웨어 구조 
 
스트리밍 구조의 CNN을 구성하는 컨볼루션 레이어는 모든 입력 
특징 맵의 𝑁개의 채널에 대해서 𝑀개의 필터 연산을 병렬로 수행한다. 
그림 4.5는 CNN 하드웨어를 구성하는 컨볼루션 레이어 모듈의 구조를 
보인다. 컨볼루션 레이어는 이전 컨볼루션 레이어의 연산 결과 𝑜𝑓𝑚𝑎𝑝을 
저장하기 위한 SRAM으로 구성된 라인 버퍼인 𝑖𝑓𝑚𝑎𝑝  buffer와 
컨볼루션 연산을 하기 위한 로직으로 나뉘어진다. 𝐼𝑓𝑚𝑎𝑝  buffer는 
래스터 스캔 순서로 입력되는 𝑖𝑓𝑚𝑎𝑝을 저장하는 동시에 동일한 순서로 
컨볼루션 연산 결과를 출력하기 위해 읽기 및 쓰기 동작을 동시에 
수행할 수 있는 듀얼 포트 SRAM (dual port SRAM)을 사용한다. 3 × 3 
필터 연산 시 라인 버퍼에 저장되어 있는 두 라인의 𝑖𝑓𝑚𝑎𝑝 과 새로 
입력되는 𝑖𝑓𝑚𝑎𝑝 으로 필터 연산이 가능하다. 따라서 ifmap buffer는 
𝑅𝐻 − 1개의 뱅크 (bank) 들로 구성 되어 있으며, 하나의 뱅크에는 N 개 
채널의 𝑖𝑓𝑚𝑎𝑝 을 저장 한다. 𝐼𝑓𝑚𝑎𝑝  parser는 래스터 스캔 순서로 
입력되는 𝑖𝑓𝑚𝑎𝑝  데이터와 라인 버퍼에 미리 저장된 𝑖𝑓𝑚𝑎𝑝 을 각 
 
 
그림 4.5 제안하는 컨볼루션 레이어 하드웨어 구조 (dual port SRAM) 
 
 51 
채널마다 𝑅𝐻 × 𝑅𝑊  형태로 변경하여 컨볼루션 연산 전 𝑖𝑓𝑚𝑎𝑝  prefetch 
buffer 모듈에 저장한다. 𝐼𝑓𝑚𝑎𝑝  prefetch buffer 모듈에 저장된 입력 
특징들과 filter coefficient buffer에 미리 저장되어 있는 필터 계수를 
convolution filters 모듈에 입력하여 컨볼루션 연산을 수행하며, 
컨볼루션 연산 결과는 활성화 함수인 ReLU를 거쳐 𝑜𝑓𝑚𝑎𝑝  buffer에 
저장 된다. 컨볼루션 레이어 모듈은 매 클락 사이클마다 N 개의 특징 
데이터를 입력 받아 M개의 특징 데이터를 출력 한다. 
 
4.2.3 부분적 수직 순서 적용 컨볼루션 레이어 하드웨어 구
조 
 
필터 구조가 변경된 CNN 하드웨어 구조는 제 3장의 부분적 수직 
순서 컨볼루션 연산이 적용 가능하다. 부분적 수직 순서를 모든 
컨볼루션 레이어에 적용하는 경우 제 4.2.2장의 컨볼루션 레이어 
하드웨어 구조에 사용되는 듀얼 포트 SRAM을 싱글 포트 SRAM으로 
변환하여 on-chip 메모리 구성이 가능하며, 이는 듀얼 포트 SRAM을 
 
 




기준으로 절반 크기의 SRAM을 사용 하는 것과 동일하다. 그림 4.6은 
부분적 수직 순서를 CNN 하드웨어에 적용하는 경우의 컨볼루션 레이어 
하드웨어 구조를 보인다.  
부분적 수직 순서를 적용한 컨볼루션 레이어는 𝑖𝑓𝑚𝑎𝑝  buffer와 
𝑖𝑓𝑚𝑎𝑝 prefetch register의 구조가 변경 된다. 𝑖𝑓𝑚𝑎𝑝은 이전 컨볼루션 
레이어로부터 부분적 수직 순서로 입력 되며 𝑖𝑓𝑚𝑎𝑝 buffer에 저장 된다. 
𝑖𝑓𝑚𝑎𝑝  buffer는 두 라인의 𝑓𝑚𝑎𝑝 을 하나의 싱글 포트 SRAM에 
저장한다. 부분적 수직 순서 연산을 위해 𝑖𝑓𝑚𝑎𝑝  prefetch register는 
세로 방향의 크기가 𝑝𝑑𝐶𝑂𝑁𝑉 − 1 만큼 증가하여 듀얼 포트 SRAM 구조를 
사용하는 경우와 비교하여 (𝑝𝑑𝐶𝑂𝑁𝑉 − 1) × 𝑊 × 𝑁  만큼의 레지스터를 
추가로 사용한다. 이외의 다른 모듈의 구조는 래스터 스캔 순서로 
동작하는 컨볼루션 레이어와 동일하다. 컨볼루션 연산 결과 feature는 
𝑜𝑓𝑚𝑎𝑝 register를 거쳐 다음 컨볼루션 레이어로 전달 된다. 
 
4.2.4 영상 super-resolution을 위한 CNN 하드웨어 구조의 
구성 
 
SISR용 하드웨어를 구성하기 위해 SISR결과 영상의 화질과 
하드웨어 리소스 사용량 간 균형 (tradeoff)가 필요하다. 본 장은 이 
균형을 위해 CNN의 크기를 줄이는 방법에 대한 내용은 다음과 같다. 
제안하는 CNN 하드웨어는 sub-pixel 컨볼루션 레이어의 효과로 
총 10개의 컨볼루션 레이어를 사용 한다. VDSR의 콘텍스트 크기는 
41 × 41이다. 이 콘텍스트는 저해상도 입력 영상에 Bicubic 보간법을 
적용한 영상에 대한 콘텍스트 크기로 Bicubic 보간법을 적용 하기 






확대 비율이 2인 경우 저해상도 입력 영상에 대한 콘텍스트 크기는 
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21 × 21이다. 이는 VDSR에 sub-pixel 컨볼루션 레이어를 적용시 
10개의 컨볼루션 레이어를 사용하는 경우의 컨텍스트 크기와 동일하다. 
이는 CNN의 SRAM 사용량과 하드웨어 로직 리소스 사용량을 절반으로 
감소한다.  
컨볼루션 레이어의 개수를 감소하는 방법과 더불어 CNN의 
컨볼루션 필터 개수를 감소하는 방법을 적용하는 경우 CNN의 SRAM 
사용량과 하드웨어 로직을 추가적으로 감소할 수 있다. VDSR을 
기반으로 하는 제안하는 CNN 하드웨어는 sub-pixel 컨볼루션 
레이어를 제외한 모든 컨볼루션 레이어가 동일한 개수의 필터를 갖는다. 
따라서 CNN의 필터 개수를 감소하는 경우 필터에 사용되는 곱셈기의 
개수는 필터 개수의 제곱에 비례하여 감소한다. 그림 4.7는 확대 비율 
2를 적용시 각각의 CNN 구조에 대해서 필터 개수에 따른 SISR 성능을 
비교한다. 성능을 비교하기 위해 PSNR을 측정하기 위한 영상은 ‘Set5’, 
‘Set14’, ‘BSD100’, ‘Urban100’ 영상들을 사용한다. CNN hardware는 
VDSR에 필터 1D 재구성 기법, 라인 버퍼 감소 기법 및 sub-pixel 
컨볼루션 레이어를 적용한 구조이다. 위의 실험 결과에서 제안하는 
 










































CNN 구조는 𝑀 =64을 기준으로 PSNR이 0.1 dB 이내로 유지 하는 
최소 𝑀인 12를 선택 한다. CNN hardware의 𝑀 = 64인 경우 31.11 dB 
이며, M = 12인 경우 30.40 dB 이다.  
CNN를 소프트웨어로 동작하는 경우 32-bit 부동 소수점 기반의 
연산이 주로 활용된다. 그러나 부동 소수점 기반의 연산은 많은 
하드웨어 리소스를 요구하기 때문에 하드웨어 구현에 부적합 하며 고정 
소수점을 주로 사용한다. 그림 4.8 는 고정 소수점을 사용하는 경우 
소수 부분의 비트 개수에 따른 SISR성능을 비교한 결과를 보인다. SISR 
성능을 비교하기 위해 𝑀을 선택하는 조건과 동일하게 확대 비율 2로 
‘Set5’, ‘Set14’, ‘BSD100’, ‘Urban100’ 영상들을 확대하는 경우에 대해 
PSNR을 측정 한다. 소수 부분에 11 bits를 사용하는 경우 평균 PSNR 
저하가 발생하지 않으므로 제안하는 하드웨어 구조는 모든 데이터의 
소수 부분을 11 bits로 표현 한다. 특징 맵의 정수 부분은 3 bits를 




그림 4.8 CNN 하드웨어의 bit precision에 따른 SISR 성능 
































4.3 실험 결과 
 
본 장은 제안하는 SISR용 CNN 하드웨어의 실험 결과를 제시한다. 
실험 결과를 토대로 제안하는 방법의 효율성을 평가한다. 
 
4.3.1 CNN 하드웨어 합성 결과 
 
제안하는 SISR용 CNN 하드웨어는 Verilog HDL을 사용하여 구현 
한다. 이 CNN 하드웨어는 시뮬레이션 및 ASIC 합성 결과를 토대로 
검증 된다. ASIC 합성은 65-nm 공정으로 50MHz 동작 주파수로 한다. 
제안하는 CNN 하드웨어 구조 중 Image buffer 모듈 및 각 컨볼루션 
레이어 내 𝑖𝑓𝑚𝑎𝑝 buffer 는 SRAM으로 분류되며 이외의 모든 모듈들은 
표 4.1 제안하는 CNN 하드웨어의 리소스 사용량 결과. 입력 영상의 
해상도: 256×256 (SRAM: word, Logic: K NAND2) 
 




Layer  1 
2, 4, 6, 
8 
3, 5, 7 9 10    
SRAM  512 0 6144 6144 0 1316 0 26404 
Logic 
sf = 2 56.6 1456.7 626.4 212.9 165.9 0 2.1 8143.3 
sf = 3 56.6 1456.7 626.3 471.1 822.8 0 4.6 9060.6 
sf = 4 56.6 1456.7 626.4 832.8 2585.0  8.2 11188.3 
 
표 4.2 확대 비율 2인 CNN들의 하드웨어 사용량 비교 
(곱셈기/SRAM(word)) 
 
Method Layers Convolution layer Image Buffer Total 
VDSR 20 664704/1246208 0/10301 664704/1256509 
Low-rank approximation 20 455424/1246208 0/10301 455424/1246208 
Context-preserving 1D filter 20 369280/1181696 0/10301 369280/1191997 
+ Vertical filter reduction 20 369280/590848 0/10301 369280/601149 
+ Sub-pixel convolution layer 10 152624/147712 0/1316 152624/149028 




로직으로 분류 된다. 표 4.1은 제안하는 CNN 하드웨어의 리소스 
사용량을 보인다. 확대 비율 2에 대해서 제안하는 CNN 하드웨어는 
8143.3K의 NAND2 게이트를 사용한다. 확대 비율이 2나 3으로 
증가하는 경우 sub-pixel 컨볼루션 레이어인 아홉 번째 및 열 번째 
컨볼루션 레이어의 로직 크기가 증가한다. 홀수 번째 컨볼루션 
레이어들은 3×1 크기의 필터로 구성되므로 𝑓𝑚𝑎𝑝을 저장하기 위한 라인 
버퍼를 사용하며 Image buffer와 합산하여 26,404개의 feature 들을 
저장한다. 표 4.2는 제안하는 CNN하드웨어 구조의 하드웨어 리소스 
사용량을 비교한다. SRAM 사용량을 비교하기 위해 입력 영상의 크기는 
256 × 256로 정한다. VDSR의 스트리밍 구조의 하드웨어 구현 연구 
결과가 없으므로 CNN에 필요한 곱셈기의 개수를 비교하며, 기존의 
super-resolution 용 CNN에 필요한 Bicubic 보간법을 연산하는 
모듈은 하드웨어 리소스 사용량에서 제외 한다. 표 4.2의 Low-rank 
approximation은 [29] 의 ‘Scheme2’를 VDSR에 적용한 방법으로 한 
개의 3 × 3 컨볼루션 레이어를 두 개의 컨볼루션 레이어들로 나누며 
각각의 컨볼루션 레이어는1×3, 3×1 크기의 필터를 갖는다. Low-rank 
approximation은 SPVDSR의 첫 번째 컨볼루션 레이어를 제외한 
나머지 컨볼루션 레이어들에 적용 된다. VDSR은 664,704개의 곱셈기를 
사용하는 반면 제안하는 하드웨어는 5,620개의 곱셈기를 사용한다. 
이는 VDSR보다 118.27배 로직을 적게 사용하는 것을 의미한다. 
제안하는 하드웨어 구조에 Full-HD 영상을 입력하여 확대 비율 2를 
적용하여 UHD 해상도를 출력하는 경우 333.1kB의 SRAM이 필요 하다. 
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표 4.3은 제안하는 하드웨어 구조에 부분적 수직 방향 연산 방법을 
적용한 경우 SRAM의 면적을 보인다. SRAM 면적을 측정하기 위해 
3장과 동일하게 CACTI 시뮬레이터를 사용하며, super-resolution 
영상의 해상도는 Full HD이다. 따라서, CNN은 960 × 540 해상도의 
𝑓𝑚𝑎𝑝 들을 on-chip SRAM에 저장한다. 부분적 수직 순서를 적용한 
경우 CNN의 첫 번째 컨볼루션 레이어의 멀티 뱅크 SRAM 구조와 
CNN 연산 결과의 부분적 수직 순서의 𝑜𝑓𝑚𝑎𝑝  스트림을 래스터 스캔 
순서로 변경하기 위한 rasterizer 모듈로 인해 SRAM의 용량은 5.7 kB 
증가한다. 그러나, 부분적 수직 순서를 적용 하는 경우 기존의 듀얼 
포트 SRAM을 싱글 포트 SRAM으로 변경하며 CNN의 SRAM 면적을 
64.52%로 감소한다. 이 중 hidden 컨볼루션 레이어의 면적은 
45.40%로 감소한다. Front 컨볼루션 레이어와 rasterizer 모듈의 
SRAM 면적은 듀얼 포트 SRAM을 사용하는 CNN 대비 3.52배 
증가하나 이 모듈들은 한 개의 채널을 갖는 데이터를 저장하며 전체 
SRAM 면적의 34.01%로 hidden 컨볼루션 레이어의 SRAM 면적과 
비교하여 적은 면적을 차지한다. 부분적 수직 방향 연산은 𝑖𝑓𝑚𝑎𝑝 
prefetch register의 크기를 증가하며 듀얼 포트 SRAM과 비교하여 
면적이 3.42배 증가하나 이는 부분적 수직 방향 연산을 적용한 후 
SRAM의 면적과 비교하여 2.65%로 매우 작은 면적을 차지하므로 



















193.2 0.056 2.709 0.124 2.889 0.014 0.50 
+ 부분적 
수직 순서 




무시할 수 있다. 
 
4.3.2 학습 방법 
 
제안하는 CNN 하드웨어 구조는 VDSR의 학습과 동일하게 
291장의 영상을 사용 한다 [30]. 291장의 영상에는 반전 및 회전을 
적용하여 데이터를 증원 (augmentation) 한다. CNN에 입력되는 영상은 
21 × 21 크기의 패치를 사용하며 학습을 위한 정답 영상은 입력 영상의 
가로와 세로에 확대 비율만큼 곱하여 생성한다. VDSR은 확대 비율 2, 3 
및 4를 함께 학습 하지만 제안하는 CNN 하드웨어는 입력 영상과 출력 
영상의 해상도가 다르므로 각각의 확대 비율에 대해 학습을 수행한다. 
제안하는 CNN 하드웨어는 adaptive moment estimation (ADAM) 
optimizer로 80 에폭 (epoch) 동안 학습 하여 L2 손실을 감소한다. 
CNN의 learning rate는 0.001이다. Low-approximation은 100에폭 
동안 stochastic gradient descent optimizer를 사용하여 L2 손실을 
감소하도록 학습 하였으며 초기 학습률은 0.1이며 40 에폭마다 
학습률을 10배씩 감소 한다. 
 
4.3.3 Super-resolution 결과 
 
제안하는 CNN 하드웨어의 super-resolution 성능은 PSNR 및 
SSIM을 통하여 객관적으로 비교 한다. 테스트 영상은 ‘Set5’ [31], 
‘Set14’ [31], ‘B100’ [32] 및 ‘Urban100’ [8]영상들을 사용 한다. 표 
4.4은 제안 하는 방법을 포함하여 VDSR, Low-rank approximation 
등의 기존 방법들의 super-resolution 결과를 보인다.  
컨텍스트 보존 1D 필터 구조는 on-chip SRAM의 크기를 유지하며 
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곱셈기를 감소하는 효과가 있으므로 기존 연구의 low-rank 
approximation과 비교할 수 있다. Low-rank approximation방법의 
‘Scheme 2’는 한 개의 3 × 3 필터를 3 × 1과 1 × 3 필터로 분해하는 
방법으로 곱셈기의 수를 66.7%로 감소한다. Low-rank approximation 
방법을 VDSR에 적용하는 경우 곱셈기 수를 68.52%로 감소하는 동시 
VDSR대비 평균 0.04 dB 하락이 발생한다. 컨텍스트 보존 1D 필터를 
VDSR에 적용하는 경우 곱셈기의 수를 55.56%로 감소하며 VDSR과 
비교하여 PSNR 저하가 0.03 dB로 low-rank approximation을 
표 4.4 제안하는 하드웨어 구조의 SISR 결과 (PSNR (dB)/SSIM) 






+ Vertical filter 
size reduction 
𝑠𝑓 Test sets PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM 
2 
Set5 37.24 0.9583 37.16 0.9580 37.18 0.9580 37.15 0.9579 
Set14 32.80 0.9117 32.88 0.9115 32.85 0.9113 32.87 0.9117 
B100 31.73 0.8948 31.71 0.8943 31.74 0.8947 31.72 0.8948 
Urban100 30.35 0.9040 30.28 0.9082 30.33 0.9095 30.31 0.9094 
Average 31.29 0.9015 31.26 0.9032 31.29  0.9040  31.27  0.9040  
3 
Set5 33.37 0.9191 33.30 0.9187 33.34 0.9194 33.36 0.9192 
Set14 29.67 0.8314 29.72 0.8307 29.69 0.8311 29.75 0.8312 
B100 28.72 0.7963 28.69 0.7955 28.69 0.7966 28.71 0.7965 
Urban100 26.84 0.8200 26.75 0.8178 26.81 0.8215 26.83 0.8204 
Average 28.03 0.8122 27.98 0.8107 28.00  0.8130  28.02  0.8124  
4 
Set5 31.09 0.8799 31.03 0.8788 30.94 0.8790 30.98 0.8780 
Set14 27.87 0.7663 27.91 0.7652 27.85 0.7659 27.92 0.7651 
B100 27.19 0.7238 27.16 0.7230 27.15 0.7240 27.16 0.7227 
Urban100 24.96 0.7393 24.88 0.7411 24.87 0.7443 24.91 0.7429 
Average 26.30 0.7372 26.26 0.7375 26.24  0.7395  26.27  0.7382  
  
J.W. Chang et al. M.C. Yang et al. 
Proposed hardware 
  𝑀 = 64 𝑀 = 12 
𝑠𝑓 Test sets PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM 
2 
Set5 36.20 - 33.83 - 37.11 0.9573 36.36 0.9528 
Set14 32.03 - 29.77 - 32.81 0.9109 32.32 0.9060 
B100 31.01 - - - 31.65 0.8940 31.22 0.8882 
Urban100 - - - - 30.03 0.9050 29.02 0.8893 
Average 31.35   - 31.11 0.9015 30.40 0.8913 
3 
Set5 32.45 - - - 33.07 0.9133 32.37 0.9025 
Set14 29.03 - - - 29.65 0.8270 29.09 0.8176 
B100 28.20 - - - 28.58 0.7934 28.25 0.7849 
Urban100 - - - - 26.43 0.8084 25.79 0.7868 
Average - - - - 27.76 0.8051 27.27 0.7905 
4 
Set5 30.09 - - - 30.75 0.8680 30.00 0.8477 
Set14 27.22 - - - 27.76 0.7592 27.24 0.7448 
B100 26.71 - - - 27.05 0.7198 26.73 0.7089 
Urban100 - - - - 24.64 0.7300 24.08 0.7030 




VDSR에 적용하는 것과 비교하여 컨텍스트 보존 1D 필터가 효율적임을 
알 수 있다. VDSR에 컨텍스트 보존 1D 필터와 수직 방향 필터 크기 
감소 기법을 적용한 경우 VDSR과 비교하여 0.02 dB 성능 저하가 
발생한다. 이는 영상의 수직 방향 대신 수평 방향의 컨텍스트가 더 
중요함을 의미하며 on-chip SRAM을 절반으로 감소하여도 성능 하락이 
발생하지 않음을 의미한다.  
표 4.5은 제안하는 CNN하드웨어와 기존의 SISR 하드웨어 구조를 
비교한 결과를 보인다. T. Manabe et al.의 구조는 133 MHz의 clock 
주파수를 사용하여 Full HD 해상도 영상을 60 fps로 출력 한다 [22]. 
M.C. Yang et al. 의 구조는 136 MHz로 동작하여 Full HD 해상도의 
영상을 60 fps로 출력 한다 [21]. J.W. Chang et al.의 구조는 QHD 
해상도의 영상을 141 fps로 출력 한다 [23]. 제안 구조는 50 MHz로 
동작 하며 Full HD 해상도 영상을 96.45 fps로 출력한다. 세 하드웨어 
구조가 136 MHz의 동일한 clock 주파수를 사용하는 환경을 가정하는 
경우 제안하는 CNN 하드웨어는 262.34 fps로 동작한다. 제안하는 
CNN 하드웨어는 ‘Set5’ 및 ‘Set14’ 영상들에 대해 M.C. Yang et al.의 
방법보다 RGB 채널의 평균 PSNR이 각각 0.11 dB, 0.12 dB높으면서도 
표 4.5 제안하는 CNN 하드웨어와 기존 SISR 하드웨어 비교 (𝑠𝑓=2) 
 
 T. Manabe et al. M.C. Yang et al. 
J.W Chang  
et al. 
Proposed 
Frequency (MHz) 133 136 130 50 
Input (pixels) 960× 540 960×540 1080×720 960×540 
Output (pixels) 1920×1080 1920×1080 2160×1440 1920×1080 
Frame rate (fps) 60 60 141 96.45 
Normalized frame rate  
(fps, 136 MHz) 
61.12 60 147.51 262.34 




Gate count (K NAND2) 4729.47 (Est.) 1985.33 2524.12 (Est.) 8143.26 
Gate count 
/Normalized frame rate 




Gate counts/normalized frame rate는 2.05 낮아 효율적 임을 알 수 
있다. T. Manabe et al.의 구조는 Gate counts/normalized frame rate가 
77.26으로 제안 방법의 2.49배이다. T. Manabe는 super-resolution 
성능 측정을 위해 자체 제작한 영상들을 사용하였으며 이는 Urban 100 
테스트 영상과 유사하다. T. Manabe et al. 의 구조는 Bicubic 과 
비교하여 평균 SSIM이 0.0308높으며, 제안하는 구조는 Urban 100 
테스트 영상에 대해 평균 SSIM이 0.0442가 높다. 따라서 제안하는 
구조가 기존의 두 super-resolution 하드웨어 구조와 비교하여 효율이 
높다. J.W. Chang et al. 의 방법은 FSRCNN을 스트리밍 구조의 
하드웨어로 구현한 결과로 매우 높은 동작 속도를 보인다. 해당 구조는 
Gates counts/normalized frame rate가 16.76 으로 제안하는 구조와 
비교하여 1.85배 작은 구조이다. 그러나 Set5, Set14, B100의 영상에 
대해서 제안 구조보다 0.22 dB 낮은 SISR성능을 보인다.  
그림 4.9은 제안하는 CNN 하드웨어 구조의 Baboon 영상에 대한 
super-resolution 결과 영상을 보인다. Baboon 영상은 CNN 하드웨어 
구조의 super-resolution 결과 Set 14 영상 들 중 가장 낮은 PSNR을 
보이는 영싱이다. 결과 영상 내 적색 상자는 CNN 하드웨어의 super-
resolution 결과 최소 PSNR 블록을 의미하며 녹색 상자는 영상 내 
임의의 블록을 선택 하였다. 제안하는 하드웨어 구조는 VDSR과 
비교하여 0.20 dB 낮으며, 출력 영상 또한 VDSR의 출력 영상과 
시각적으로 유사하다. 그림 4.10은 Lena 영상의 super-resolution 
결과 영상으로 Set 14에 대해서 VDSR과 CNN hardware 구조의 평균 
PSNR 저하되는 만큼 PSNR 저하가 발생하는 영상이다. Baboon 영상과 
동일하게 적색 상자는 Lena 영상 중 가장 낮은 PSNR을 출력하는 
블록들 중 세밀한 정보가 있는 영역을 선택 하였으며, 녹색 상자는 
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임의의 영역을 선택 하였다. CNN 하드웨어는 VDSR과 비교하여 해당 
영상에 대해 0.41 dB 낮은 성능을 보이나 세밀한 영역에 대한 super-
resolution 결과는 두 방법이 유사하다. 따라서 제안하는 CNN 
하드웨어는 VDSR의 시각적 유사성을 유지하며 효율적으로 하드웨어의 
크기를 줄이는 방법이 적용 됨을 확인할 수 있다. 
   
        Bicubic                VDSR         Context-preserving 1D 
                      25.90 dB/0.7759       25.90 dB/0.7756 
   
   Vertical filter 감소    CNN hardware (𝑀=12)       Original 
   25.88 dB/0.7751       25.70 dB/0.7685         Inf./1.0000 








   
        Bicubic                VDSR         Context-preserving 1D 
                      36.88 dB/0.9323       36.87 dB/0.9321 
   
   Vertical filter 감소    CNN hardware (𝑀=12)       Original 
36.82 dB/0.9319        36.47 dB/0.9296         Inf./1.0000 




제 5 장 SISR을 위한 해상도 보존 생산적 적대 신
경망 구조 
 
본 장은 생산적 적대적 신경망 (Generative adversarial networks; 
GANs)를 SISR에 적용한 SRGAN (Super-resolution generative 
adversarial network)를 토대로 화질을 개선하기 위한 판별 신경망 
(discriminator network; 𝐷) 구조를 제안 한다 [14]. 기존의 연구들은 
SISR의 성능을 개선하기 위해 생산적 신경망 (generative network; 
𝐺 )를 개선하는 연구에 집중 한다. 그러나 본 연구는 생산적 신경망의 
구조는 유지한 채 적대 신경망의 구조를 변경 함으로 생산적 신경망이 
출력하는 𝐼𝑆𝑅이 𝐼𝐻𝑅과 유사하도록 한다. 더불어 𝐼𝑆𝑅이 𝐼𝐻𝑅과 시각적으로 
유사해 지기 위해 𝐺 를 학습하는 방법으로 영상의 픽셀 기반의 손실 
(loss) 가 아닌 VGG (Visual geometry group) 네트워크 기반의 콘텐트 
손실 (content loss)을 사용한다 [10]. 본 장은 VGG 네트워크 기반의 
개선된 콘텐트 손실도 제안하여 𝐺 가 원본 영상과 유사한 𝐼𝑆𝑅 을 
출력하도록 학습하는 방법을 제시한다. 
 
5.1 해상도 보존 판별 신경망 구조 
 
SRGAN 구조에서 𝐷는 네트워크에 입력되는 𝐼𝐻𝑅 과 𝐼𝑆𝑅 에 대해서 
각각 진짜 영상과 가짜 영상으로 판별하는 분류 (classification) 
네트워크이다. 분류 네트워크들은 영상 전체에서 포괄적인 (global) 
정보를 추출하기 위해 풀링 (pooling) 레이어나 스트라이드 ( 𝑠 ) 를 
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적용한 컨볼루션 레이어 (strided convolution layer)를 사용한다. 
영상에서 포괄적인 정보만을 추출하는 것은 영상 내 물체에 대해 분류 
성능의 강인함 (robustness) 를 높이는 효과가 있다. 그러나 분류와는 
다르게 super-resolution 분야에서는 영상 내 지역적인 (local) 정보를 
보존하는 것이 중요하다. 분류 네트워크에 사용되는 풀링 레이어나 
스트라이드는 𝑓𝑚𝑎𝑝의 해상도를 감소하며 이는 영상 내 지역적 정보를 
제거하는 것과 동일하다. 따라서 본 장은 SISR을 위한 GANs 구조 
사용시 지역적인 정보를 보존하는 𝐷  (resolution-preserving 
discriminator network; 𝐷𝑅𝑃) 구조를 제안한다. 
그림 5.1은 제안하는 𝐷𝑅𝑃  구조를 SISR에 적용한 예시를 보인다. 
그림 5.1의 𝑛과 𝑠는 각각 컨볼루션 레이어에서 출력되는 𝑜𝑓𝑚𝑎𝑝의 채널 
수와 해당 컨볼루션 레이어의 스트라이드 크기이다. 그림 5.1(a)는 기존 
SRGAN [14] 에 적용 된 𝐷의 구조이며, 그림 5.1(b)는 제안하는 𝐷𝑅𝑃의 
구조를 보인다. 𝐷  및 𝐷𝑅𝑃를 구성하는 컨볼루션 레이어의 필터 크기는 
모두 3×3이다. 기존의 𝐷는 스트라이드 크기가 2인 컨볼루션 레이어가 
네 개가 있다. 이는 입력 영상이 스트라이드 크기가 2인 컨볼루션 
레이어를 통과 할 때마다 해상도가 
1
𝑠2
로 감소함을 의미한다. 따라서 𝐷는 
 
그림 5.1 SISR에 적용된 판별 신경망 구조 비교. 그림의 n과 s는 각각 
𝑜𝑓𝑚𝑎𝑝의 채널 수와 스트라이드 크기를 의미한다. (a) 기존 SRGAN에 





















































입력 영상보다 해상도가 
1
𝑠2×4
배 작은 𝑓𝑚𝑎𝑝  으로부터 𝐼𝐻𝑅 과 𝐼𝑆𝑅 을 
구분한다. 반면에, 제안하는 𝐷𝑅𝑃는 입력 영상이 네트워크를 통과 하면서 
해상도 감소가 없다. 이는 네트워크가 𝐼𝐻𝑅 과 𝐼𝑆𝑅 을 구분하는데 영상의 
세밀한 정보를 모두 활용 할 수 있음을 의미한다. 𝐷𝑅𝑃를 구성하기 위한 
방법은 다음과 같다. 첫 번째로 컨볼루션 레이어의 스트라이드 적용 
대신 스트라이드의 크기 비율 만큼 컨볼루션 레이어의 출력 채널 수를 
감소한다. 그림 5.1(a)에서 스트라이드가 적용된 컨볼루션 레이어의 
바로 다음 컨볼루션 레이어인 𝑖  번째 컨볼루션 레이어는 파라미터의 
개수가 𝐿𝑖−1 × 𝐾𝑖−1 ×
1
𝑠2
× 𝑛𝑖−1 × 𝑛𝑖−1 × 𝑠  이다. 그림 5.2(b)에서 채널 




𝑛𝑖−1 × 𝑛𝑖−1이다. 스트라이드가 적용된 컨볼루션 레이어나 풀링 레이어는 
파라미터 수를 감소함으로 뉴럴 네트워크의 최적화를 용이하게 한다. 
제안하는 컨볼루션 레이어의 채널 감소 방법도 컨볼루션 레이어의 
파라미터 수를 감소함으로 뉴럴 네트워크의 최적화를 용이하게 한다. 
그러나 컨볼루션 레이어의 채널을 감소하는 방법은 뉴럴 네트워크에 
입력되는 영상의 세부 정보를 유지한다. 두 번째로는 𝐷𝑅𝑃와 𝐺가 최소 
극대화 게임 (minimax game) 을 유지하기 위해 𝐷𝑅𝑃 는 충분한 수의 
파라미터가 필요하다. 𝐷𝑅𝑃의 파라미터 수가 부족한 경우 𝐼
𝐻𝑅과 𝐼𝑆𝑅  을 
구분하지 못하는 문제가 발생한다. 따라서 𝐷𝑅𝑃 는 입력 영상과 가까운 
컨볼루션 레이어부터 점차적으로 컨볼루션 레이어의 채널 수가 감소하는 
구조를 갖는다. 𝐷𝑅𝑃 의 파라미터 수가 매우 많아서 완전 연결 레이어 
(fully connected layer; FC layer) 에 많은 수의 특징이 입력되는 경우 
FC 레이어의 파라미터 수 또한 많게 되며 이는 𝐷𝑅𝑃 의 과적합화 
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(overfitting)과 모드 붕괴 (mode collapse) 를 야기한다. 제안하는 𝐷𝑅𝑃 
구성 방법은 FC 레이어의 파라미터 수가 과도하게 많아지는 것을 
방지한다. 더불어 𝐷𝑅𝑃의 숨겨진 FC 레이어는 [33] 의 방법을 적용하여 
모두 제거 한다. 𝐷𝑅𝑃 를 적용한 GANs 구조는 최초의 GANs 구조와 
동일하다. 따라서 𝐷𝑅𝑃적용시 가치 함수 (value function) 𝑉(𝐷𝑅𝑃 , 𝐺) 또한 
최초의 GANs의 가치 함수 𝑉(𝐷, 𝐺)  의 𝐷 를 𝐷𝑅𝑃 로 치환 한 것과 
동일하다.  
그림 5.2는 𝐷에 𝐼𝐻𝑅과 𝐼𝑆𝑅의 차이인 오류 𝑓𝑚𝑎𝑝을 입력하는 예시를 
보인다. 𝐼𝐻𝑅  및 𝐼𝑆𝑅 은 동일한 컨볼루션 레이어를 통과 하며 각각의 
영상이 컨볼루션 레이어 (Conv)를 통과한 결과는 𝐼𝐻𝑅 ∗ 𝐶𝑜𝑛𝑣 와 𝐼𝑆𝑅 ∗
𝐶𝑜𝑛𝑣 이다. 컨볼루션 레이어를 통과한 𝑓𝑚𝑎𝑝 간의 차이는 (𝐼𝐻𝑅 − 𝐼𝑆𝑅) ∗
𝐶𝑜𝑛𝑣로 𝐷에 오류 𝑓𝑚𝑎𝑝을 직접적으로 입력 하는 것과 동일하다. 그림 
5.2(a)는 𝐷로 입력되는 오류 𝑓𝑚𝑎𝑝  을 의미한다. 이 오류 𝑓𝑚𝑎𝑝에는 
3×3 컨볼루션 필터가 적용 된다. 단순한 설명을 위해 오류 𝑓𝑚𝑎𝑝은 네 
가지 종류의 오류가 존재 한다. 그림 5.2(b)는 그림 5.2(a)의 컨볼루션 
결과를 보인다. 스트라이드의 크기가 2인 경우 그림 5.2(b)의 네 종류 
오류 중 한 종류만 뒤쪽의 컨볼루션 레이어로 전달 된다. 해당 컨볼루션 
레이어 이후의 𝐷 의 모든 컨볼루션 레이어의 스트라이드 크기가 1인 
         
(a)                              (b) 
그림 5.2 𝐼𝑆𝑅의 오류 𝑓𝑚𝑎𝑝 예시. (a) 네 가지 종류의 입력 오류; (b) 
























경우에도 선택된 한 종류의 오류 이외의 나머지 종류의 오류는 전달되지 
않는다. 네 가지 오류 중 𝑜𝑢𝑡𝑒𝑟𝑟0이 뒤 쪽의 컨볼루션 레이어로 전달된 
경우 𝐼𝐻𝑅과 𝐼𝑆𝑅은 𝑜𝑢𝑡𝑒𝑟𝑟0  만을 기준으로 판별 되며 이는 𝐺가 𝑜𝑢𝑡𝑒𝑟𝑟0 
만을 제거하도록 학습 된다. 제안하는 𝐷𝑅𝑃 를 적용하는 경우 𝐺 는 
𝑜𝑢𝑡𝑒𝑟𝑟{0,1,2,3} 모두를 최소화 하는 방향으로 학습 된다. 
 
5.2 해상도 보존 콘텐트 손실 
 
SRGAN은 적대적 손실과 더불어 VGG19 네트워크를 기반으로 한 
콘텐트 손실 사용한다. SRGAN은 VGG19 네트워크의 16개의 컨볼루션 
레이어 중 마지막 레이어의 MSE를 기반으로 콘텐트 손실 (𝑙𝑉𝐺𝐺/16
𝑆𝑅 ) 을 
사용 한다. 𝐷 와 마찬가지로 VGG19 네트워크는 16개의 컨볼루션 
레이어 사이에 네 개의 최대 풀링 레이어 (max pooling layer) 들이 
있으며 마지막 컨볼루션 레이어에서 출력되는 𝑓𝑚𝑎𝑝  내 특징의 개수는 
𝐾0 × 𝐿0 × 2 (=
512
24×24
)  이다. 이 특징의 개수는 입력 영상의 픽셀 수인 
𝐾0 × 𝐿0 × 3 보다 작은 숫자이다. 이는 입력 영상이 VGG19 네트워크를 
통과하면서 영상의 세부 정보들이 최대 풀링 레이어에서 손실 됨을 의미 
한다. 본 장은 VGG19 네트워크의 최대 풀링 레이어로 인해 손실되는 
정보들을 방지하기 위한 해상도 보존 콘텐트 손실 (𝑙𝑉𝐺𝐺/𝑖
𝑅𝑃 ) 를 제안한다. 
제안하는 해상도 보존 콘텐트 손실은 𝑓𝑚𝑎𝑝 의 해상도를 유지하여 
영상의 세밀한 정보들을 보존한다. 해상도 보존 콘텐트 손실은 VGG19 
네트워크의 최대 풀링 레이어들을 모두 제거함으로 얻을 수 있다. 모든 
최대 풀링 레이어들이 제거된 VGG19 네트워크의 𝑖 번째 컨볼루션 
레이어의 𝑜𝑓𝑚𝑎𝑝은 𝜙𝑖
𝑅𝑃로 표현한다. 또한 제안하는 해상도 보존 콘텐트 
손실은 기존의 콘텐트 손실의 𝜙𝑖를 𝜙𝑖




𝑅𝑃 는 컨볼루션 레이어와 무관하게 𝑓𝑚𝑎𝑝 의 해상도가 동일하며 뒤 
쪽의 컨볼루션 레이어를 사용할 수록 더 많은 채널의 𝑓𝑚𝑎𝑝으로 손실을 
계산할 수 있다. SRGAN과 마찬가지로 마지막 컨볼루션 레이어를 
사용하여 콘텐트 손실을 계산하는 경우 𝜙16
𝑅𝑃은 𝐾0 × 𝐿0 × 512개의 특징을 
갖는다. 이는 픽셀 기반의 MSE 손실과 비교하여 170.7배 더 많은 
정보로 손실을 계산함을 의미한다. 𝑙𝑉𝐺𝐺/𝑖
𝑅𝑃  도 𝑙𝑉𝐺𝐺/𝑖
𝑆𝑅 과 마찬가지로 미리 
학습되어 있는 VGG19 네트워크를 사용하며 제안하는 콘텐트 손실은 
𝐺가 𝐼𝐻𝑅과 인지적으로 유사한 𝐼𝑆𝑅을 출력할 수 있도록 학습 한다. 
그림 5.3은 기존의 콘텐트 손실과 제안하는 콘텐트 손실을 
비교한다. 콘텐트 손실의 자세한 정보를 보이기 위해 𝐼𝐻𝑅 과 𝐼𝑆𝑅  간의 
차이의 제곱을 한 𝑓𝑚𝑎𝑝  결과 이다. 그림 5.3(a)는 콘텐트 손실 오류 
맵을 출력하기 위한 영상의 예시를 보인다. 그림 5.3(b)와 그림 
5.3(c)는 기존의 콘텐트 손실을 적용한 경우와 제안하는 콘텐트 손실을 
적용하는 경우의 오류 맵을 보인다. SRGAN과 동일하게 콘텐트 손실은 
VGG19 네트워크의 16번째 컨볼루션 레이어의 𝑜𝑓𝑚𝑎𝑝을 사용하여 계산 
  
(a)                              (b) 
그림 5.3 콘텐트 손실 비교. (a) 기존의 콘텐트 손실 적용시 오류 맵; (b) 
해상도 유지 콘텐트 손실 적용시 오류 맵 
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한다. 기존의 콘텐트 손실 𝜙16은 𝑓𝑚𝑎𝑝의 해상도가 최대 풀링 레이어의 
효과로 감소하여 그림 5.3(b)와 같이 영상의 세밀한 정보를 손실한다. 
반면 해상도 유지 콘텐트 손실을 적용하는 경우 𝜙16
𝑅𝑃는 영상의 세밀한 
정보 손실이 없음을 확인할 수 있다. 
 
5.3 실험 결과 
 
5.3.1 데이터 세트 및 평가 방법들 
 
제안하는 해상도 보존 판별 신경망 구조 및 해상도 보존 콘텐트 
손실의 효과를 검증하기 위해 테스트 영상은 ‘Set5’, ‘Set14’, 
‘BSD100’과 ‘Urban100’ 영상을 사용 한다. SR은 확대 비율 2 및 4에 
대해서 실험 한다. 테스트 및 학습을 위한 저해상도 영상 𝐼𝐿𝑅은 𝐼𝐻𝑅에 
Bicubic 보간법을 적용하여 영상의 높이와 너비를 확대 비율만큼 축소 
하여 𝐼𝑆𝑅 의 해상도가 𝐼𝐻𝑅 의 해상도와 동일하다. 해상도 보존 판별 
신경망 구조와 콘텐트 손실은 SISR 이외에도 deblurring 에도 적용 
가능하다. 본 장에서는 deblurring 방법 중 DeblurGAN (deblurring 
generative adversarial network)에 𝐷𝑅𝑃와 해상도 유지 콘텐트 손실을 
적용한다. DeblurGAN의 실험은 GoPro 데이터 셋을 사용 한다.  
𝐺 가 출력하는 𝐼𝑆𝑅 과 deblurred 영상 (deblurred image; 𝐼𝐷𝐵 )는 
PSNR과 SSIM을 계산하여 객관적인 화질 성능을 측정 한다. SR의 실험 
결과는 SRGAN과 동일하게 𝐼𝑆𝑅과 𝐼𝐻𝑅의 주변부 4 픽셀씩 제거하여 Y 
채널에 대해 PSNR 및 SSIM을 계산하며, deblurring 실험은 주변부의 
픽셀 제거 없이 Y 채널에 대해 PSNR과 SSIM을 계산 한다. SR 실험을 
위한 환경은 TensorFlow를 사용 하여 구성 한다. 본 장에서는 
TensorFlow를 사용하여 구현한 SRResNet과 SRGAN을 각각 
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SRResNet-TF와 SRGAN-TF로 표현 한다. DeblurGAN 실험은 
저자가 공개한 PyTorch 환경을 사용하여 실험 한다. 
 
5.3.2 해상도 유지 SRGAN의 성능 평가 
 
5.3.2.1 학습 방법 
 
𝐷𝑅𝑃  및 𝐺 는 두 개의 NVIDIA GTX Titan X Pascal GPU 들을 
사용하여 학습 된다. 두 네트워크를 학습하기 위한 영상은 DIV2K 
데이터 셋을 사용 한다. DIV2K 데이터 셋은 800장의 고 해상도 
영상으로 구성 된다. 표 5.1은 SRResNet과 SRGAN 네트워크의 PSNR 
및 SSIM을 비교한 결과를 보인다. PSNR과 SSIM을 비교하기 위한 
영상은 원본 SRGAN [14] 의 테스트 영상과 동일한 ‘Set5’, ‘Set14’ 와 
‘BSD100’ 영상들을 사용 한다. SRResNet-TF의 평균 PSNR은 [14]와 
[34]의 평균 PSNR과 0.02 dB가 차이 남으로 이 차이는 무시할 수 
있다. 더불어 SRGAN-TF의 PSNR은 [34]의 SRGAN과 평균 PSNR 
차이가 0.04 dB로 이 또한 무시할 수준의 차이 이다. 따라서 본 장부터 
SRResNet과 SRGAN 실험은 각각 SRResNet-TF와 SRGAN-TF를 






























































기준으로 한다.  
SRResNet과 SRGAN을 학습하기 위한 영상들은 무작위 반전과 
회전 (random flips and rotations) 를 통하여 증강 (augmentation) 
된다. 𝐼𝐿𝑅의 미니 배치 (mini-batch)의 크기는 24×24이며 𝐼𝐻𝑅 의 미니 
배치 크기는 𝐼𝐿𝑅  미니 배치의 높이 및 너비에 확대 비율을 곱한 크기 
이다. 미니 배치 영상들은 RGB 채널을 갖는다. SRResNet의 학습은 




으로 감소한다. 이외의 모든 학습 방법은 원본 SRGAN 
[14]의 방법과 동일하다. 𝐼𝐿𝑅  및 𝐼𝐻𝑅 의 범위는 각각 [0,1]과 [-
1,1]이다. VGG19 네트워크를 기반으로 한 콘텐트 손실은 0.0006이 
곱해져 적용된다. 네트워크들은 Adam 최적화 기법 ( 𝛽 = 0.9 ) 을 
적용한다. SRResNet 의 학습 이후 판별자 네트워크를 더하여 
SRGAN을 학습하며 학습 횟수는 2 × 105 회 이다. SRGAN의 초기 
학습률은 10−4이며 절반의 학습 후 학습률은 
1
10
으로 감소한다. 𝐷𝑅𝑃  및 
𝐺 는 1회씩 번갈아가며 학습된다.  
 
5.3.2.2 해상도 유지 판별자 네트워크 구조 선택 
 
𝐷𝑅𝑃  구조는 5.1 장을 따라 구성 되며 컨볼루션 레이어의 필터 
개수는 실험적으로 정한다. 표 5.2는 𝐷𝑅𝑃의 구조에 따라 ‘Set5’, ‘Set14’ 
및 ‘BSD100’ 영상들의 평균 PSNR과 SSIM을 보인다. Model 1, 2 및 
4는 모두 model 3과 비교하여 낮은 평균 PSNR과 SSIM을 출력 한다. 
Model 1과 4는 각각 𝐷𝑅𝑃의 파라미터 수가 매우 많거나 부족한 경우를 
의미한다. 파라미터 수가 많은 경우 𝐷𝑅𝑃 의 과적화 문제가 발생하여 
테스트 영상에 대해서 높은 성능을 내지 못하며 파라미터 수가 적은 
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경우에는 𝐷𝑅𝑃  의 𝐼
𝐻𝑅 과 𝐼𝑆𝑅 을 구분하는 성능이 낮아서 𝐼𝐻𝑅 과 유사한 
영상을 출력하도록 𝐺를 학습 하는 것이 불가능 하다. Model 2와 model 
3의 차이는 마지막 컨볼루션 레이어의 𝑜𝑓𝑚𝑎𝑝의 채널 수로 model 2는 
model 3과 비교하여 FC 레이어에 2배 많은 특징들을 전달 한다. FC 
레이어는 과적화에 약한 단점이 있으므로 model 3이 model 2와 
비교하여 높은 PSNR 및 SSIM을 출력 한다. 따라서 𝐷𝑅𝑃 의 구조는 
model 3을 사용한다. SR 실험은 확대 비율 2와 4에 대해서 진행 한다. 
확대 비율 2에 대해서도 model 3을 변경 없이 사용하여 실험을 진행 
한다. 그러나 𝐺 는 두 개의 sub-pixel 컨볼루션 레이어를 내장하고 
있으며 하나의 sub-pixel 컨볼루션 레이어는 확대 비율 2에 해당하는 
연산을 수행한다. 따라서, 확대 비율 2에 대해서는 SRResNet내 하나의 
pixel shuffler layers를 제거 한다. 하나의 pixel shuffler layers는 
컨볼루션 레이어와 pixel shuffler 및 활성화 레이어로 구성된다.  
 
 
표 5.2 해상도 유지 판별자 네트워크 구조에 따른 PSNR 및 SSIM 결과 
 
Model The number of output channels for each convolution layer 
Model 1 256 256 128 128 64 64 32 32 
Model 2 256 128 128 64 64 32 32 32 
Model 3 256 128 128 64 64 32 32 16 
Model 4 64 64 32 32 16 16 8 8 
Test set 
Model 1 Model 2 Model 3 Model 4 
PSNR/SSIM PSNR/SSIM PSNR/SSIM PSNR/SSIM 
Set5 28.72/0.7919 29.04/0.8400 30.05/0.8490 30.04/0.8470 
Set14 25.77/0.6696 25.67/0.6975 26.51/0.7058 26.54/0.7042 
BSD100 25.03/0.6444 24.58/0.6348 25.44/0.6468 25.20/0.6380 




5.3.2.3 SISR 실험 결과 
 
본 장은 SRResNet, SRGAN, SRGAN- 𝐷𝑅𝑃 , SRGAN- 𝑉𝐺𝐺𝑅𝑃  및 
제안하는 방법에 대한 실험 결과를 분석 한다. SRGAN- 𝐷𝑅𝑃 는 원본 
SRGAN 구조의 𝐷를 𝐷𝑅𝑃구조로 변경한 결과 이며, SRGAN-𝑉𝐺𝐺𝑅𝑃  은 
원본 SRGAN 구조에 해상도 유지 콘텐트 손실 ( 𝑙𝑉𝐺𝐺/16
𝑅𝑃 )을 적용한 
결과이다. 더불어 원본 SRGAN 구조에 𝐷𝑅𝑃  및 𝑉𝐺𝐺𝑅𝑃를 적용한 결과를 
비교한다. 확대 비율이 4인 경우 𝐼𝐿𝑅 은 텍스트 영역과 같은 영상의 
세밀한 정보들을 다수 잃는다. 따라서 실제 영상처럼 보이기 위해서는 
과도한 선명화 (sharpening) 이 적용된다. 반면 확대 비율 2의 경우 
𝐼𝐿𝑅 에 영상의 세밀한 정보들이 남아있기 때문에 적절한 선명화가 
적용되어야 한다.  
그림 5.4와 그림 5.5은 확대 비율 2에 대한 실험 결과 영상을 
보인다. 그림 5.4의 SRResNet은 𝐼𝐻𝑅 과 비교하여 흐릿한 (blurred) 
영상을 출력 한다. SRGAN은 SRResNet와 비교하여 선명한 영상을 
출력하나 과선명화의 효과로 시각적 결함 (visual artifact) 가 발생한다. 
𝐷𝑅𝑃  는 SRGAN의 시각적 결함을 감소하는 결과를 출력 한다. 특히 
노란색의 글씨 영역의 시각적 결함이 감소 한다. 𝑉𝐺𝐺𝑅𝑃는 보라색 글씨 
영역과 빨간색 글씨 영역의 시각적 결함을 감소하는 효과를 보인다. 
그리고 제안하는 방법은 𝐷𝑅𝑃 와 𝑉𝐺𝐺𝑅𝑃 의 장점을 결합함으로 시각적 
결함을 최소화 하여 𝐼𝐻𝑅과 가장 유사한 영상을 출력 한다. 그림 5.5의 
SRResNet은 그림 5.4와 같이 흐릿한 영상을 출력한다. SRGAN은 
영상의 왜곡이 발생하여 창틀의 형태가 변하는 시각적 결함을 야기한다. 
SRGAN- 𝐷𝑅𝑃 는 SRGAN의 시각적 결함을 제거하여 SRResNet 보다 
선명한 영상을 철력한다. SRGAN- 𝑉𝐺𝐺𝑅𝑃 는 SRResNet보다는 
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선명하지만 SRGAN- 𝐷𝑅𝑃 보다 흐릿한 영상을 출력한다. 마지막으로 
제안하는 방법은 𝐼𝐻𝑅과 가장 유사한 영상을 출력 한다. 
 
𝐼𝐻𝑅 
   
SRResNet           SRGAN           SRGAN-𝐷𝑅𝑃 
   
        SRGAN-𝑉𝐺𝐺𝑅𝑃        제안 방법             𝐼
𝐻𝑅 




그림 5.6과 5.7은 확대 비율 4에 대해서 SISR 실험 영상을 보인다. 
그림 5.6에서 SRGAN은 물고기의 눈에 시각적 결함을 생성 한다. 
반면에 SRGAN-𝐷𝑅𝑃는 이 시가적 결함을 감소한다. SRGAN-𝑉𝐺𝐺𝑅𝑃는 
SRGAN이 발생한 시각적 결함은 없으나 SRResNet과 유사하게 흐릿한 
 
𝐼𝐻𝑅 
   
SRResNet           SRGAN           SRGAN-𝐷𝑅𝑃 
   
        SRGAN-𝑉𝐺𝐺𝑅𝑃        제안 방법             𝐼
𝐻𝑅 
그림 5.5 확대 비율 2에 대한 ‘img001’ (Urban 100) 영상의 SR 결과 
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영상을 출력한다 제안하는 방법은 SRGAN의 시각적 결함을 제거하며 
선명한 영상을 출력하여 𝐼𝐻𝑅 과 유사한 영상을 출력한다. 그림 5.7의 
SRResNet은 영상을 흐릿하게 만든다. SRGAN은 과도한 선명화 효과로 
인해 영상 내 얼굴에 시각적 결함을 발생한다. SRGAN- 𝐷𝑅𝑃 는 
SRGAN의 시각적 결함을 완화 한다. SRGAN- 𝑉𝐺𝐺𝑅𝑃 는 SRGAN과 
비교하여서는 시각적 결함이 적으나 선명도가 SRGAN- 𝐷𝑅𝑃 대비 낮은 
문제가 있다. 제안하는 방법은 𝐷𝑅𝑃 와 𝑉𝐺𝐺𝑅𝑃 의 장점을 결합하여 
 
𝐼𝐻𝑅 
   
SRResNet           SRGAN           SRGAN-𝐷𝑅𝑃 
   
        SRGAN-𝑉𝐺𝐺𝑅𝑃        제안 방법             𝐼
𝐻𝑅 
그림 5.6 확대 비율 4에 대한 ‘210088’ (BSD 100) 영상의 SR 결과 
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선명하면서도 시각적 결함이 적은 영상을 생성하며 이는 𝐺 가 𝐼𝐻𝑅 과 
가장 유사한 영상을 출력하게 한다.  
표 5.3은 ‘Set5’, ‘Set14’, ‘BSD100’과 ‘Urban100’ 영상들에 대해서 
확대 비율 2 및 4의 평균 PSNR과 SSIM 측정 결과를 보인다. 
SRGAN- 𝐷𝑅𝑃 는 SRGAN과 비교하여 확대 비율 2와 4에 대해 각각 
평균 PSNR이 0.44 dB와 0.20 dB 높으며 평균 SSIM은 각각 0.0017과 
0.0048이 높다. 또한, SRGAN-𝑉𝐺𝐺𝑅𝑃는 SRGAN과 비교하여 확대 비율 
2와 4에 대해 평균 PSNR이 각각 0.59 dB와 0.38 dB가 높으며, 평균 
 
𝐼𝐻𝑅 
    
SRResNet           SRGAN           SRGAN-𝐷𝑅𝑃 
   
        SRGAN-𝑉𝐺𝐺𝑅𝑃        제안 방법             𝐼
𝐻𝑅 
그림 5.7 확대 비율 4에 대한 ‘img007’ (Urban100) 영상의 SR 결과 
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SSIM은 확대 비율 2와 4인 경우에 대해 각각 0.0099와 0.0140이 
높다. 제안 방법은 SRGAN에 𝐷𝑅𝑃 와 𝑉𝐺𝐺𝑅𝑃 를 모두 적용한 방법으로 
확대 비율 2와 4에 대해 평균 PSNR이 각각 0.75 dB와 0.32 dB가 
높으며 평균 SSIM은 각각 0.0051과 0.0188 높다. 확대 비율 4에 대해 
제안 방법과 SRGAN- 𝑉𝐺𝐺𝑅𝑃  의 평균 PSNR을 비교하면 제안 방법이 
0.06 dB가 낮으나 이는 무시할 만한 낮은 수치이며 평균 SSIM이 
0.0048이 높다. 결과 영상들과 객관적인 성능 수치를 비교한 결과 제안 
방법이 𝐼𝐻𝑅과 가장 유사한 영상을 출력 함을 알 수 있다.  
 
5.3.2.3 SISR 결과 영상의 지각적인 성능 평가 
 
SISR의 성능을 평가하기 위해서는 원본과의 픽셀 유사성과 함께 
지각적인 (perceptual) 유사성을 사용할 수 있다. 본 논문은 제안하는 
































































































































































































판별자 네트워크 사용시 𝐼𝑆𝑅 의 지각적 성능 향상 정도를 평가하기 
위하여 perception index (PI)를 사용한다 [44]. PI는 PSNR, SSIM과 
달리 영상의 지각적인 성능을 측정하는 방법으로 사용 되며 PI가 
낮을수록 지각적인 성능이 높음을 의미한다. 표 5.4는 해상도 보존 
구조의 지각적인 성능을 측정한 결과를 보인다. 테스트 셋 영상으로는 
PIRM (Perceptual image restoration and manipulation) workshop에 
사용된 테스트 셋 영상을 사용하며 확대 비율은 4이다. SRGAN-𝐷𝑅𝑃는 
SRGAN과 비교하여 PI가 0.028 낮으므로 SRGAN과 비교하여 더욱 
원본 영상으로 지각되는 𝐼𝑆𝑅 영상을 출력함으로 해상도 보존 적대적 
손실이 기존의 적대적 손실과 비교하여 지각적으로 높은 성능의 영상을 
출력하도록 𝐺 를 학습 시킴을 알 수 있다. 반면 해상도 보존 콘텐트 
손실은 지각적인 성능보다 𝐺 가 원본 영상과 유사한 픽셀 값을 갖게 
함을 의미하며 표 5.4와 같이 RMSE (Root mean square error) 값이 
낮으므로 원본과의 유사성을 증가하기 위한 콘텐트 손실의 역할이 
개선됨을 확인 할 수 있다.  
그림 5.8와 그림 5.9 은 확대 비율 4에 대해서 SRGAN과 
SRGAN-𝐷𝑅𝑃와 RPSRGAN의 SISR실험 결과를 보인다. 앞선 5.3.2.2의 
실험 결과와 같이 SRGAN은 노이즈로 인한 화질 열화가 존재한다. 특히 
그림 5.9의 영상은 영상의 왼쪽 부분에 위치한 건물의 세밀한 부분에 
화질 열화가 발생하며 SRGAN- 𝐷𝑅𝑃 는 이 화질 열화를 완화하나 
해결하지 못한다. 반면 RPSRGAN은 화질 열화를 개선함을 보인다. 
표 5.4 해상도 보존 구조의 perception index 실험 결과 (확대 비율 4) 
 




PI 2.105 2.078 2.265 2.262 




그러나 해상도 보존 콘텐트 손실의 영향으로 인해 원본과의 픽셀 값을 
유사하게 하기 위해 영상의 선명도가 감소함을 확인할 수 있다. 그림 
5.9도 동일한 경향을 보인다. 건물 옥상의 울타리 부분에 대해 
SRGAN과 SRGAN- 𝐷𝑅𝑃 는 열화가 존재하는 반면 RPSRGAN은 열화 
없이 울타리의 구조를 복원한다. 그러나, RPSRGAN은 영상 중앙 부분의 
창문에 blur 현상이 발생한다. 해상도 보존 적대적 손실은 기존의 
SRGAN과 비교하여 원본 영상과 유사도를 증가하면서도 선명도를 
증가하는 효과를 보이나 노이즈로 인한 화질 열화를 완전히 해결하지 
 
SRGAN             SRGAN-𝐷𝑅𝑃            RPSRGAN 
그림 5.9 확대 비율 4에 대한 001 (PIRM) 영상 SISR 결과 
 
SRGAN             SRGAN-𝐷𝑅𝑃            RPSRGAN 
그림 5.8 확대 비율 4에 대한 img061 (Urban100) 영상 SISR 결과 
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못하므로 해상도 보존 콘텐트 손실을 사용하여 노이즈로 인한 화질 
열화를 개선할 수 있다.  
 
5.3.2.4 해상도 유지 구조의 DeblurGAN에의 적용 
 
본 장은 제안하는 𝐷𝑅𝑃 와 𝑉𝐺𝐺𝑅𝑃 를 DeblurGAN [35]에 적용한 
결과를 분석 한다. DeblurGAN은 흐릿한 영상 (blurred image; 𝐼𝐵 )를 
입력 받아 선명한 영상 (𝐼𝐷𝐵 )을 출력 한다. 본 장에서는 Kypyn et al. 
이 공개한 DeblurGANWILD  와 제안하는 방법들을 적용하여 결과를 비교 
한다. DeblurGANWILD 의 실험 환경과 동일하게 영상은 GoPro 데이터 
세트의 해상도를 절반으로 감소하여 사용한다. DeblurGAN − 𝐷𝑅𝑃 는 
DeblurGANWILD 의 𝐷 를 𝐷𝑅𝑃 로 변경한 결과이며, DeblurGAN − 𝑉𝐺𝐺𝑅𝑃 는 
DeblurGANWILD 의 콘텐트 손실을 𝑉𝐺𝐺𝑅𝑃 로 변경한 결과이다. 더불어 
DeblurGANWILD 에 𝐷𝑅𝑃 와 𝑉𝐺𝐺𝑅𝑃 를 모두 적용한 제안 방법도 함께 
비교한다. 그림 5.10은 DeblurGAN에 적용된 판별자 네트워크의 
구조를 보인다. 그림 5.10의 판별자 네트워크의 필터 크기 (𝐻𝑖 × 𝑊𝑖 )는 
모든 컨볼루션 레이어에 대해 4 × 4 이다. DeblurGAN의 𝐷 는 원본 
GANs 구조와 달리 Wasserstein distance를 사용한다 [36]. 또한, 
 




















































DeblurGAN의 콘텐트 손실은 VGG19 네트워크의 11번째 컨볼루션 
레이어를 사용한다. DeblurGAN 실험의 𝐺 구조는 DeblurGANWILD 의 𝐺 
구조를 그대로 사용한다. 𝐷𝑅𝑃  구조의 경우 𝐷𝑅𝑃와 해상도 유지 콘텐트 
손실을 같이 사용하는 경우 𝐷𝑅𝑃 의 평균 풀링 (average pooling) 
레이어를 FC 레이어로 변경한다. 판별자 네트워크에 평균 풀링 레이어 
사용시 안정적인 학습이 가능하나 수렴하는 속도가 느린 문제가 
존재한다 [33]. FC 레이어를 사용하는 경우 판별자 네트워크로부터 
생성되는 적대적 손실 (adversarial loss) 는 10−4를 곱하여 적용된다. 
표 5.5 는 deblurring 실험 결과를 보인다. 객관적인 성능 비교를 위해 
영상의 Y 채널에 대해 PSNR과 SSIM을 계산 한다. DeblurGAN − 𝐷𝑅𝑃는 
DeblurGANWILD 와 비교하여 평균 PSNR은 0.91 dB 높으며 평균 
SSIM은 0.0274 높다. DeblurGAN − 𝑉𝐺𝐺𝑅𝑃 는 DeblurGANWILD 와 
비교하여 평균 PSNR과 SSIM이 각각 1.55 dB와 0.0412 높다. 
제안하는 방법은 DeblurGANWILD 보다 평균 PSNR이 1.54 dB 높아 
제안하는 해상도 유지 구조가 SR이외에 deblurring과 같은 영상 개선에 
활용될 수 있음을 보이며, 제안하는 𝐷𝑅𝑃  구조가 원본 GANs 구조 















PSNR 27.13 28.04 28.68 28.67 




제 6 장 De-colorization을 적용한 text SISR 
 
본 장은 텍스트 영상에 특화된 SR 학습 및 테스트 방법을 제안한다. 
텍스트 영상은 자연적인 영상이 아닌 임의로 합성된 영상 (synthetic 
image) 으로 영상의 배경 (background) 와 전경 (foreground)인 
텍스트의 색상의 조합이 다양하다. 따라서, 다양한 색상의 배경 및 
텍스트 조합의 영상들을 학습해야 하며 모든 색상 조합을 CNN에 
학습하는 것은 어려운 문제가 있다. 본 장은 기존의 sub-pixel 기반 
텍스트 영상 압축 방법 중 de-colorization 을 사용하여 텍스트 영상의 
배경과 텍스트의 색상 조합을 각각 흰색과 검은색으로 단일화 한다. 
이는 CNN이 적은 개수의 영상으로 학습 되어도 높은 화질의 𝐼𝑆𝑅 을 
출력하게 한다. 
 
6.1 Text de-colorization을 적용한 CNN 학습 
 
본 장은 기존의 sub-pixel을 기반으로 한 텍스트 영상 압축 방법 
중 효율을 높이기 위한 de-colorization 방법 [18] 을 SISR에 
적용하기 위한 방법을 제안 한다. 그림 6.1은 텍스트 영상에 대해 
SISR을 수행하기 위해 de-colorization을 적용하는 방법을 보인다. 
CNN이 흰색 배경과 검은색 텍스트에 대해서만 학습하기 위해서 de-
colorization이 적용된 영상 (De-colorized low-resolution image; 
𝐼𝐷
𝐿𝑅 )이 CNN에 입력되어야 하며 CNN의 출력 영상 (De-colorized 
super-resolution image; 𝐼𝐷
𝑆𝑅 )역시 흰색 배경에 검은색 텍스트로 
이루어진다. CNN으로부터 출력되는 𝐼𝐷
𝑆𝑅는 de-colorization의 역함수인 
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alpha blending 과정을 거쳐 de-colorization 적용 이전의 색상이 
복원된다. De-colorization과 alpha blending [26] 은 역함수 
관계이므로 두 연산은 영상에 대해서 무손실 변환이다. 
De-colorization을 적용하는 경우 CNN이 흰색 배경과 검은색 
텍스트에 대해서만 SISR을 수행하도록 학습 된다. 따라서 CNN은 
training set과 test set의 색상 영향을 받지 않는다. 이는 다양한 
CNN을 사용하여 text 영상에 대해 SISR 연산을 하는 경우 흰색 
배경과 검은색 텍스트로 이루어진 영상들만 사용하여도 다양한 색상 
조합을 갖는 텍스트 영상의 SISR 연산이 가능함을 의미한다.  
CNN에 de-colorization을 적용하는 방법은 두 가지가 존재한다. 
첫 번째로는 흰 색 배경 및 검은색 폰트로 학습되어 있는 CNN에 de-
colorization을 적용이 가능하다. 이 방법은 de-colorization 연산이 
다양한 색상 조합의 텍스트 영상 들을 흰색 배경 및 검은색 폰트로 
변경하여 CNN으로 전달한다. CNN은 미리 학습된 대로 SISR연산을 
수행하며 CNN으로부터 출력되는 𝐼𝐷
𝑆𝑅 는 alpha blending이 적용되어 
𝐼𝑆𝑅이 출력 된다. 두 번째 방법으로는 그림 6.1과 같이 de-colorization 
연산을 적용한 상태에서 CNN을 학습 시키는 방법이다. 이 방법 또한 
CNN은 흰색 배경과 검은색 폰트 영상에 대해 SISR연산을 수행하도록 
학습된다.  
 




































































































6.2 실험 결과 
 
6.2.1 데이터 세트 및 평가 방법들 
 
De-colorization을 적용한 CNN의 성능을 평가하기 위한 영상으로 
기존 연구에서 사용한 ‘ULR-textSISR-2013a’ [37] 영상들과 자체 
제작한 21장의 영상 (text Set 21) 을 사용한다. ULR-textSISR-
2013a 데이터 세트의 test set 영상들은 총 30장의 영상으로 구성 된다. 
30장의 영상은 영문 Arial, Courier와 Times New Roman 폰트의 
영상으로 구성되며 영상들의 폰트는 10pt와 12pt로 구성된다. 더불어 
볼드체와 이텔릭체 영상도 포함한다. ULR-textSISR-2013a 데이터 
세트의 학습 영상들은 36장의 영상들으로 구성 되며 테스트용 영상과 
같이 영문 Arial, Courier 및 Times new roman 폰트에 대해서 볼드체, 










영상들은 모두 흰색 배경에 검은색 텍스트로 이루어져 있는 단순한 색상 
조합을 갖는 영상들이다. 따라서 제안하는 de-colorization의 효과를 
판단하기 위하여 text Set 21 영상들을 구성 하며 이 영상들은 배경과 
텍스트 색상이 다양한 영상들을 웹사이트와 pdf 파일들로부터 취득 
한다. Text Set 21의 학습용 영상들은 총 160장의 영상으로 구성되며 
테스트용 영상과 같이 웹사이트 및 pdf 파일로부터 영상들을 취득 한다. 
그림 6.2는 Text Set 21의 학습용 영상들의 종류와 테스트 세트 
영상들의 예시를 보인다. 학습용 영상들은 다섯 가지 종류의 영상으로 
구성 된다. 테스트 세트 영상들은 학습용 영상들의 종류를 포함하여 총 
아홉 가지 종류의 영상들로 구성 된다.  
De-colorization을 적용할 CNN 구조는 VDSR을 사용한다. 원본 
VDSR은 Y 채널에 대해서만 연산을 수행한다. 텍스트 SISR을 위해서 
VDSR의 입력 채널과 출력 채널의 수를 3개로 하여 RGB 채널을 
출력하게 한다. 이 3채널 VDSR을 학습하기 위해서 자체 취득한 
160장의 다양한 색상 조합의 training set을 사용한 text용 VDSR의 
실험 결과와 함께 ULR-textSISR-2013a의 training set을 사용하여 
학습한 text VDSR의 결과 또한 비교한다. 텍스트 SISR의 성능을 
비교하기 위해서 PSNR과 SSIM을 사용하며 결과 영상을 비교함으로 








6.2.1 텍스트 SISR 실험 결과 
 
본 장은 텍스트 영상의 SISR 결과를 보여 de-colorization이 
텍스트 영상의 SISR에 효과적임을 보인다. SISR의 성능을 측정하기 
위한 방법으로 PSNR과 SSIM을 사용하며 SISR 결과 영상을 비교한다. 
텍스트 SISR 실험은 ULR-textSISR-2013a 학습 영상들로 
네트워크를 학습한 경우와 text Set 21의 학습 영상들로 네트워크를 
학습한 경우에 대해 실험 결과를 보인다. VDSR은 영상의 Y 채널에 
대해서 super-resolution 연산을 하는 구조이다. VDSR-color 및 
VDSR de-color는 VDSR 구조의 network에 RGB 채널을 입력 한다. 
VDSR-color는 RGB 영상을 전처리 과정 없이 VDSR에 입력하며 출력 
영상에 대해서도 후처리 과정이 존재하지 않는다. VDSR de-color는 
RGB 영상에 de-colorization 전처리 연산이 적용된 흑색 텍스트와 
흰색 배경 영상을 VDSR에 입력하며, SISR 결과 영상에 inverse de-
colorization 후처리 연산을 적용하여 색상이 존재하는 텍스트 영상으로 
변환하는 과정이 있다. VDSR의 ULR-textSISR-2013a 테스트 영상에 
대한 SISR 결과는 기존의 기계학습 방법들과 SRCNN과 비교하여 최소 
0.44 dB 높은 성능을 보인다. VDSR 구조를 사용하여 Y 채널과 RGB 
표 6.1 ULR-textSISR-2013a training set 학습 PSNR (dB) 및 SSIM  
 
Test sets 
[16] [17] SRCNN [9]  
PSNR SSIM PSNR SSIM PSNR SSIM  
ULR-textSISR-
2013a 
17.77 0.9340 21.66 0.9350 20.81 0.9320 
 
Text Set 21 - - - - - -  
Test sets 
VDSR VDSR color Trained VDSR VDSR de-color 
PSNR SSIM PSNR PSNR PSNR SSIM PSNR SSIM 
ULR-textSISR-
2013a 
22.10 0.9412 22.08 0.9412 22.06 0.9431 21.99 0.9418 




채널을 사용하는 경우 0.02 dB의 성능 차이가 존재하며, RGB 채널을 
사용하는 경우와 de-colorization을 적용하는 경우 0.09 dB의 차이가 
존재한다. Trained VDSR의 경우 VDSR color와 0.02 dB의 차이로 
SISR 성능 차이가 미미하다. De-colorization 적용시 흑색 텍스트와 
백색 배경 영상으로 학습하고 테스트시 VDSR 기반의 SISR 방법들 중 
가장 성능이 낮다. 그러나 Text Set 21 영상들에 대해서 테스트시 de-
colorization을 적용한 경우 27.08 dB이며 이는 VDSR의 22.54 dB와 
비교하여 4.54 dB가 높다. VDSR은 다양한 색상이 존재하는 텍스트 
영상으로 학습되지 않았으므로 text Set 21에 대해서 낮은 SISR 결과를 
보인다. 반면 VDSR de-color는 다양한 색상 조합의 텍스트 영상들이 
입력 되어도 de-colorization 연산을 통해 흰색 배경과 흑색 텍스트로 
변환한다. 따라서 학습되지 않은 색상 조합의 텍스트 영상에 대해서도 
화질 저하 최소화가 가능하다. Trained VDSR의 경우도 흰색 배경과 
검은색 폰트에 대해서만 학습되어 있으나 de-colorization의 효과로 
인해 test Set 21영상들에 대해서 VDSR color 대비 6.78 dB 높다. 
그림 6.3과 6.4는 ULR-textSISR-2013a 영상으로 학습한 VDSR 
기반의 텍스트 영상 SISR 결과를 보인다. ULR-textSISR-2013a 
테스트 영상에 대해서는 VDSR, VDSR color, VDSR de-color 모두 
시각적으로 유사한 영상을 출력한다. 이는 학습 영상과 테스트 영상의 
색상 조합이 동일하므로 이와 같은 결과가 발생한다. Text Set 21 
영상들에 대한 SISR 결과 영상들은 그림 6.4와 같다. VDSR 및 VDSR 
color는 해당 색상들에 대해 네트워크가 학습되지 않아 영상에 시각적 
결함이 발생한다. 반면 VDSR de-color는 테스트 영상들의 색상 
조합으로 학습되지 않음에도 불구하고 시각적 결함 없는 결과 영상을 
출력한다. 표 6.1의 결과와 그림 6.4의 실험 결과를 토대로 de-
 
 90 
colorization 연산은 텍스트 SISR에 적합함을 확인할 수 있으며 
기계학습 기반의 텍스트 SISR의 학습용 데이터의 수를 감소할 수 
 
VDSR (34.99 dB/0.9985) 
 
VDSR-color (34.36 dB/0.9980) 
 
VDSR de-color (34.68 dB/0.9981) 
 
Original 
그림 6.3 ULR-textSISR-2013a 학습 및 테스트 결과 
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있음을 확인 할 수 있다.  
표 6.2는 text Set 21의 학습용 영상들로 네트워크를 학습한 경우의 






VDSR de-color (34.68 dB/0.9981) 
 
Original 
그림 6.4 ULR-textSISR-2013a 학습 및 text Set 21 테스트 결과 
17.18 dB/0.7869 22.41 dB/0.9390 21.07 dB/0.9406 17.89 dB/0.8447
15.74 dB/0.7395 21.52 dB/0.9292 17.37 dB/0.8601 17.38 dB/0.8233
28.11 dB/0.9832 27.20 dB/0.9867 25.00 dB/0.9828 27.40 dB/0.9862
표 6.2 Text Set 21 training set 학습 PSNR (dB) 및 SSIM  
 
Test sets 
VDSR VDSR-color VDSR de-color 
PSNR SSIM PSNR SSIM PSNR SSIM 
ULR-textSISR-2013a 17.54 0.8691 18.72 0.8912 18.73 0.8932 




색상 조합 영상이 존재하지 않는다. 따라서 ULR-textSISR-2013a 
테스트 영상들에 대해서 표 6.1과 비교하여 낮은 PSNR과 SSIM을 
출력한다. Text Set 21의 테스트 세트로 SISR 결과 VDSR de-color는 
35.15 dB로 VDSR-color와 비교하여 7.11 dB 높은 성능을 보인다. 
이는 text Set 21의 학습용 영상이 테스트 셋 영상들의 색상 조합을 
모두 포함하지 않기 때문에 VDSR 및 VDSR color 네트워크들은 VDSR 
de-color와 비교하여 SISR 성능이 낮다. VDSR de-color는 de-
colorization 연산을 통해 모든 학습 영상들을 흑색 텍스트와 백색 
배경으로 변환하므로 한 종류의 색상 조합에 대해서 정확히 SISR 
연산을 수행 하도록 학습 된다.  
그림 6.5는 text Set 21 training 영상으로 학습한 후 ULR-
textSISR-2013a 영상으로 SISR 연산 수행 결과 영상을 보인다. 
VDSR은 원본과 비교하여 blur 된 영상을 출력하며, VDSR color는 
텍스트 사이에 시각적 결함 픽셀들이 존재한다. 이는 text Set 21의 
학습용 영상들이 백색 배경과 흑색 텍스트로 이루어진 영상을 포함하지 
않기 때문에 발생한다. 반면, VDSR de-color는 blur 효과나 시각적 
결함 없는 𝐼𝑆𝑅을 출력함을 알 수 있다. 그림 6.6는 text Set 21 학습 
영상들로 네트워크를 학습한 후 text Set 21 테스트 영상들을 입력하여 
SISR 연산 결과를 보인다. Y 채널만 사용하는 VDSR은 원본 영상과 
비교하여 어두운 영상을 출력하며, VDSR color는 텍스트 영역에 blur 
효과가 존재한다. 반면, VDSR de-color는 원본과 가장 유사한 영상을 
출력한다. 앞의 결과들을 토대로 de-colorization 연산을 텍스트 
SISR에 적용시 네트학습을 위한 데이터의 수가 부족하여도 높은 SISR 
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성능을 내도록 학습할 수 있어 텍스트 SISR을 위한 효과적인 방법임을 
보인다.  
 
VDSR (23.16 dB/0.9617) 
 
VDSR-color (32.07 dB/0.9931) 
 
VDSR de-color (33.34 dB/0.9948) 
 
Original 











VDSR de-color (34.68 dB/0.9981) 
 
Original 
그림 6.6 Text Set 21 학습 및 테스트 결과 
17.17 dB/0.9057 27.58 dB/0.9781 25.47 dB/0.9782 21.32 dB/0.9386
27.35 dB/0.9688 23.76 dB/0.9607 22.20 dB/0.9336 31.82 dB/0.9902
42.03 dB/0.9991 37.03 dB/0.9982 34.86 dB/0.9977 39.52 dB/0.9990
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제 7 장 결    론 
 
본 연구는 디스플레이 장치에 적용하기 위한 single image super-
resolution (SISR) 용 CNN 하드웨어를 위한 최적화 방법들을 제안한다. 
디스플레이 장치에 적용되기 위한 하드웨어는 실시간 동작의 제약을 
만족하기 위해 외부 메모리 접근 및 하드웨어 리소스 사용량이 제한된다. 
또한, 이미 설계되어 있는 SISR용 CNN 하드웨어의 경우 설계 수정이 
불가능하다.  
본 연구는 외부 메모리 접근이 제한되며 하드웨어 리소스 사용량이 
제한된 상황에서의 SISR용 CNN 하드웨어를 설계하기 위한 방법을 
제안하며 이를 하드웨어로 구현한 결과를 보인다. 더불어 CNN 
하드웨어가 이미 설계되어 있는 상황에서 SISR의 성능을 높이기 위한 
방법을 제안한다. 
SISR을 위한 CNN 하드웨어 설계는 VDSR을 기반으로 한다. 
VDSR은 기존의 영상의 큰 컨텍스트 크기 활용과 잔차 신호 학습을 
기반으로 기존의 CNN 기반 SISR 방법들 보다 높은 성능을 보인다. 
그러나 VDSR은 많은 수의 곱셈기와 내부 SRAM을 사용하여 하드웨어 
구현에 어려움이 있다. 본 연구에서는 VDSR의 부분적 수직 방향 
컨볼루션 방법을 제안한다. 부분적 수직 방향 컨볼루션은 CNN의 성능 
저하를 일으키지 않는 동사에 기존의 듀얼 포트 SRAM을 사용하는 
컨볼루션 레이어의 on-chip 메모리를 싱글 포트 SRAM으로 변경할 수 
있는 방법을 제안한다. 싱글 포트 SRAM은 듀얼 포트 SRAM과 
비교하여 절반의 면적을 사용하므로 on-chip SRAM의 수를 절반으로 
줄이는 것과 동일하다.  
On-chip 메모리의 크기를 감소하기 위한 추가 방법으로 필터의 
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형태를 변경하기 위한 방법을 제안한다. 필터의 높이는 on-chip 
SRAM의 크기와 연관이 있으나 VDSR은 대칭 구조 필터 중 가장 작은 
크기인 3×3 크기의 필터를 사용한다. 따라서 컨텍스트 보존 1D 필터 
방법과 직사각형 컨텍스트 1D 필터와 부분적 수직 방향 컨볼루션 
방법을 적용 한다. 컨텍스트 보존 1D 필터 방법은 SISR 성능을 큰 
하락 없이 곱셈기의 수를 2D 필터와 비교하여 55.6%로 감소하고 
컨텍스트 보존 1D 필터 적용 이전과 동일한 크기의 SRAM을 사용한다. 
직사각형 컨텍스트 1D 필터는 세로 필터의 크기를 감소함으로 SRAM의 
개수를 절반으로 하는 동시에 성능 하락을 최소화 한다. 
SISR용 CNN의 구조가 고정된 경우 SISR 성능을 높이기 위한 
방법은 SRGAN을 기반으로 한다. SISR의 성능을 높이기 위한 기존의 
연구들은 CNN의 연산량을 증가 하거나 여러 종류의 서로 다른 손실 
함수를 함께 사용한다. 그러나 CNN의 구조를 변경하여 연산 량을 
증가하는 경우 하드웨어 재설계가 필요하며 하드웨어 리소스의 제약이 
있는 디스플레이 장치에 적용하기에 부적합하다. 더불어 여러 종류의 
서로 다른 손실 함수 들을 함께 사용하는 경우는 각각의 손실 함수의 
장점들이 결합되는 동시에 단점들도 결합되는 문제가 존재한다. 
제안하는 연구는 SISR의 목적인 영상의 주변 정보의 손실을 방지하여 
CNN의 구조 변경이나 새로운 손실 함수의 추가 없이 SISR 성능을 
개선한다. 영상의 주변 정보 손실을 방지하기 위해 판별자 네트워크의 
구조를 해상도 보존 구조로 변경 하였으며 이는 기존의 판별자 
네트워크보다 7.91배 작은 구조를 사용한다. 제안하는 판별자 네트워크 
적용시 기존 판별자 네트워크를 사용하는 구조와 비교하여 지각적으로 
뛰어난 SISR 결과 영상을 출력한다. 또한, 콘텐트 손실을 생성하기 위한 
VGG19 네트워크의 구조를 해상도 보존 구조로 변경하여 제안하는 
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해상도 보존 구조를 갖는 SRGAN은 기존의 SRGAN과 비교하여 영상 
4배 확대시 0.32 dB 성능 향상을 보인다.  
텍스트 영상을 위한 SISR 방법으로는 기존의 텍스트 영상 압축을 
위한 방법인 de-colorization을 차용 한다. CNN의 높은 성능을 
위하여는 다양한 색상 조합의 텍스트 영상이 필요하다. 그러나, 모든 
색상 조합의 영상을 CNN이 학습 하는 것을 불가능한 문제가 있다. De-
colorization은 폰트와 배경의 다양한 색상 조합을 검은 색 폰트와 흰 
색 배경으로 변환 하는 방법으로 이는 CNN이 한 가지의 색상 조합에 
대해서만 학습하고 적용되게 한다. 따라서 학습되지 않은 영상에 
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Unlike convolutional neural network (CNN) for image 
classification, CNN for single image super-resolution (SISR) 
receives high-resolution image and generates feature maps which 
are high-resolution intermediate results. The hardware for 
accelerating the CNN for SISR is mainly applied to the display device, 
and the CNN hardware has a streaming architecture in which external 
memory access is impossible. This causes implementation difficulties 
due to the limited hardware capacity of the on-chip memory. This 
paper proposes two methods for designing CNN hardware for SISR 
using limited hardware resources. 
CNN hardware is based on a very deep neural network for super-
resolution (VDSR) architecture. By using the partially-vertical order 
for the convolution layers, simultaneous read and write accesses to 
SRAM are prevented. The proposed order makes CNN use single-
port SRAM instead of dual-port SRAM, and it reduces on-chip 
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memory area by half. The second method is to change the shape of 
the filter in VDSR. The size of the on-chip memory is proportional 
to the height of the convolution filter. However, since the filter of 
VDSR is the smallest of the symmetric shape, it is impossible to 
reduce the filter height of the VDSR. To solve this problem, a method 
of constructing a context-preserving 1D filter and a method of 
decreasing a vertical filter based on the context are proposed. These 
proposed methods reduce the size of the SRAM in half. 
Two CNN training methods for SISR of natural image and that of text 
image are proposed. These methods improve SISR performance after 
the CNN hardware architecture is confirmed. SRGAN (super-
resolution generative adversarial networks) is trained by the help of 
discriminator network to generate realistic natural images. However, 
SRGAN has the problem of causing visual defects due to over-
sharpening. This paper proposes two methods to eliminate the visual 
defects of SRGAN. First, the resolution-preserving discriminator 
network structure is proposed. This discriminator network prevents 
detailed information loss in the network by changing the structure of 
it. Second, the resolution-preserving content loss is proposed to 
solve the problem of loss of detailed information of image due to the 
structure of VGG19 network that causes content loss. 
The text image is not a natural image but a synthetic image. The color 
combination of the font and the background in the image can be 
variously changed. The existing CNN learning method uses a method 
of learning various kinds of images to generalize the network. 
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However, it is impossible to learn all kinds of color combinations on 
CNN. This paper uses the de-colorization method used in image 
compression to limit the image to be learned by CNN to a black font 
and a white background image. As a result, CNN performs SISR 
operation without visual flaws in the font and background color 
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