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ABSTRACT 
Although general theories are beginning to emerge in the area of automata based 
complexity theory, there are very few general methods or even general problem 
formulations in the area of arithmetic complexity. In this paper we propose and 
defend a general model for studying bilinear multiplication in order to provide a 
common framework for discussing a wide class of problems. The problem of minimiz- 
ing the number of multiplications required to perform a calculation leads to a 
problem in matrix algebra relating to the expansion of a given set of matrices as linear 
combinations of rank-one matrices. In this paper we make a systematic attack on this 
problem and derive some general results which unify and extend numerous known 
results. 
1. BILINEAR MULTIPLICATION PROBLEMS 
We have a field F and vector spaces over this field V, and V,. Our 
concern here is with the evaluation of a set of bilinear forms at a vector pair 
(x, y) E V, x V,. Th a IS, we study methods of computing the products { pi}, t 
where pi = E. h.. x. y for a set of constants lzijk E F. Sets of bilinear forms l,k :lk 1 k 
arise in many situations of interest, including the multiplication of matrices, 
polynomials, complex numbers, and quaternions. In studying these problems, 
we will make some assumptions about the algorithms we consider. We will 
*An earlier version of this paper appeared in the Proceedings of the 5th ACM Symposium 
on the Theory of Computing, May 1973. 
tSupported by the U.S. Office of Naval Research under the Joint Services Electronics 
Program by Contract NOOO14-67-A-0298-0006, Division of Engineering and Applied Physics, 
Harvard University, Cambridge, Mass. 02138. 
$Present address: Dept. of Computer Science, Yale University, New Haven, Conn. 06520. 
Work supported in part by NSF Grant GJ-43157. 
LINEARALGEBRAANDITSAPPLICATIONS 19,207-235 (1978) 
0 Elsevier North-Holland, Inc., 1978 
207 
208 ROGER W. BROCKETT AND DAVID DOBKIN 
assume that there is a set K c F such that the computation of K-linear forms 
in x or y is sufficiently easy, compared to the computation of products of 
such linear forms, to be ignored. In order to make the problem well posed, 
we shall assume that the additive and multiplicative identities of F and all 
elements of (hijk) belong to this set K. Under this assumption, we shall study 
the class of algorithms of the following form only. 
ALGORITHM M. 
Step I: Compute (c,, x), (b,, y), a set of K-linear forms for i = 1,. . . ,6. 
Step II: Compute the products ri = (ci, x)(bi, y) for i = 1,. . , ,S. 
Step III: Compute { pi} as pi = ,Xf= luiiri for i = 1,. . . ,m, where uji E K. 
A natural complexity measure for such an algorithm is the number of 
multiplications in Step II, which we have denoted by 6. This number, which 
will be called the K-dimension of the algorithm, provides a natural complex- 
ity measure reflecting the assumptions made above. Models of this form have 
been previously studied [l-4, 181, and it has been proved [ll, 17] that in 
some sense no more general class of algorithms need be considered. For the 
rest of this section, we shall study alternative formulations of this model and 
properties of their structure. 
The multiplication problem is defined completely by the constants hi+, 
which we hereafter refer to as the structural constants. Since we deal with 
bilinear forms rather than quadratic forms, there are no natural symmetries 
satisfied by the numbers hi+. Any such array is a potentially interesting set of 
structural constants. To avoid trivialities we assume that no nontrivial 
K-linear combinations of the type 
or 
or 
vanish. Such structural constants will be said to define K-nondegenerate 
multiplication problems. We write nondegenerate instead of F-nondegener- 
ate. As will become clear, the general problem can be reduced to a 
nondegenerate one without difficulty. 
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It is also convenient to characterize the given problem by a set of 
matrices {G,} or, equivalently, by a degree-one matrix polynomial in m 
indeterminates, 
G (s)zf 2 siGi, (1) 
i=l 
where the jkth element of Gi is just hi+. We note that in evaluating this set of 
bilinear forms at a point (x, Y), we are computing the set of products 
(x, G,Y). The matrices G, will be called the basis matrices, and G (s) the 
characteristic matrix of the problem. Finally, the scalar 
is called the defining function. The integer m = dims plays a role analogous 
to p = dim x and 9 = dim y. We call m the index of the problem. 
If the Gi can be expressed as a K-linear combination of rank-one matrices 
which are themselves factorable as the outer product of K-valued vectors, 
i.e., if 
Gi= 5 a. c b* ,a a a’ (4 
a=1 
then there exists an algorithm of the form of Algorithm M and having 
dimension 6 over K for this problem. In this case we have 
(x~G~Y)= $I aia(xycaXb,,y)~ 
a=1 
(4) 
This leads to the definition of the K-degree of (h+), or G(s), as the 
minimum number 6 such that there exist vectors b, and ca and a matrix (aia), 
with elements in K, satisfying (3). I n other words, the K-degree of (hijk) is the 
minimum number of multiplications in Step II required to evaluate 
Cj,khijkXjYk using Algorithm M. On the other hand, the definition of K-de- 
gree appears more symmetrical if we observe that the K-degree is the 
minimum number 6 such that (h+) is expressible (see Strassen [l, p. lo]) as 
hiik= 5 (aa)i(Ca)i(ba)k> 
a=1 
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where (u,)~ denotes the ith component of the vector a,. We denote the 
K-degree of a characteristic matrix by 13, [G (s)]. In terms of the defining 
function, the K-degree is the smallest number 6 such that 
Hby)=(x>G(s)y)= c (a,,s)(c,,~)(b,,~), 
a=1 
where the entries in a,, h,, and c, are all in K. This form reveals the 
complete symmetry of the roles played by X, y, and s, whereas most of the 
other formulations tend to mask this very important fact. Thus the introduc- 
tion of s into the problem-which we regard as one of the important new 
aspects of this paper-pays off by revealing immediately six equivalent 
problems obtained by interchanging the roles of X, y, and s. 
We conclude this section with some examples which serve to illustrate 
these ideas in several specific cases and to fix some notation required later on 
in the paper. 
EXAMPLE 1 (Complex number multiplication). In considering the prob- 
lem of multiplying (xi + m x2) by ( y1 + -\/-1 y2), we are considering the 
evaluation of the bilinear forms xi yi - xz yz and xi y2 + x2 yi. These forms 
correspond to basis matrices 
[A -!I 
a characteristic matrix 
G(s)= 
and a defining function 
and 0 1 
[ 1 10’ 
EXAMPLE 2 (Two-by-two matrix multiplication). Consider the problem 
of 2 X 2 matrix multiplication. Let 
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The problem of computing XY = Z gives rise to the defining function 
h(w>y)= X1 ylSl+ x2 y3%+ *I yzSz+ x2 y4s2+x3 ?hs3 
+x4 !!3s3+ x3 !fZs4+ '4 y4'4. 
This gives a characteristic matrix 
G(s) = 
The fact that H (s, II, y) can also be expressed as ( y, d (x)s), where 
and also as (s,G( y)x), where 
G(y)= 
Yl Y3 0 0 
Ye Y4 0 0 
0 0 Yl Y3 
0 0 Y2 Y4 
gives rise to three alternative problems. In this case it happens that these 
forms are also obtained from each other by permutation of rows and columns 
and relabeling. 
EXAMPLE 3 (Polynomial multiplication). Consider multiplying a poly- 
nomial of degree p - 1 by a polynomial of degree ZJ - 1. If the polynomials 
are written as 
x(t)= 5 x+-l, 
j=l 
y(t)= i: yktk-‘, 
k=l 
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then the defining function is 
and the characteristic matrix has the Hankel pattern 
qA= s3 sq s5 ... s,+2 1 
Sl 82 sg ’ ’ . s, 
32 s3 sq ... %+1 
! 
* 
. . * . . . . . . . * . . . . . . . . 
3 sp+1 s&L+2 ... Sp+“-l 
In this case, by forming d (x) and 6 ( y), we notice that the same defining 
function arises in the problem of multiplying a p X Y Toeplitz matrix by a 
u-vector or a v x p Toeplitz matrix by a p-vector. Thus these seemingly 
different problems are all of the same difficulty in that their K-degrees are 
the same. 
EXAMPLE 4 (Matrix multiplication). In order to discuss the problem of 
multiplying a p x w matrix by an w x v matrix, we introduce the matrix 
ql” (s) = &! ., , I 
82 sv I +, .. . . . . . .?? . 
%Ir-OfI . &p-1)+2 . . . SP” I 
The defining function for the y Xw times OX v matrix multiplication prob- 
lem can be obtained from the characteristic matrix, which is 
qm” (s) = 
%v (s) 
1 
I (U blocks). 
As noted by Hopcroft and Musinski [4], permuting the order of the sub- 
scripts on M yields problems of equivalent difficulty. In the special case 
where v = 1_1= w, we write M,(s) instead of M,,,(s). 
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2. REALIZATIONS OF CHARACTERISTIC FUNCTIONS 
We have defined the degree of H (s, x, y) over K as the smallest integer n 
such that there exist vectors a,, b,, ca, cr = 1,. . . ,n over K such that 
H(s,x,y)=E”,=,(a,,sX c,, x>( b,, y). If K = R, this corresponds to Strassen’s 
definition of the rank of the tensor (hijk) [l, p. lo]. We want to look at this 
from a different point of view. Define the matrices C, A(s), and B as 
A(s)= 
(a,,s> 
(%S> 
c= [Cl . . . 
(a,,s> 
C"l. 
It is clear that G(s)= CA(s)B if and only if H(s,x,y)=(x,G(s)y)= 
(x, CA (s)By). Any such triple of matrices (A, B, C) will be called a K-reali- 
zation of G (s). The integer rr is called the dimension of the realization. In 
view of the above construction we see that the following theorem holds. 
THEOREM 1. The K-degree of G (s) is equal to the smallest dimension of 
(I K-reulization of G(s). We denote this yuantity by S,[G(s)]. 
EXAMPLE 5. Consider a { 1, 0, - 1}-realization of 2nd-degree polynomial 
multiplication. We multiply (x1 + x,x+ xsz’) and ( yr + yzz+ ysz’). The ap- 
propriate G (s) and a realization are 
where 
100011 
C=BT= I 0 1 0 1 0 1, 001110 1 
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and 
A(s)= 
.s-Q--S3 0 0 
0 s3-s2-s4 0 
0 0 sg--sg-s4 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
S4 0 0 
0 % 0 
0 0 s2 
EXAMPLE 6. One form of the Strassen algorithm 
plication is revealed by 
Sl 0 s2 0 
CA(S)B= 
0 
s1 
0 
sg S3 o s 4 o , 
0 s3 0 s4 
where 
A(s)= 
for 2 X 2 matrix multi- 
s1+s4 
se--s, 
'2+'4 
S3--S4 
S,+Sl 
Sl 
S 4 
and 
1 0 0 -1 
000 1 
001 1 
B = 1 0 0 0 
1 1 0 0 
0 10 1 
101 0 
(compare with Fiduccia [2] and Gastinel [3]). 
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One advantage of working with realizations is that the application of 
standard algebraic machinery will allow one to describe in a convenient way 
some of the processes by which algorithms can be combined to form more 
complex ones. The three most basic processes of this type are sum, direct 
sum, and Kronecker product, which are defined as follows: 
(i) G(S)fH(~)=l(u)~fr~J,lli, 
i=l 
where 
JiUi = 
GiSi> l<i<m, 
Hi-,ti, m<i<m+r, 
m being the dimension of s and r the dimension of t. 
(ii) G(s)$H(t)=J(u) = 
where 
u1= s, u2= t. 
(iii) G(s)@H(t)=J(u)efE(Gi@Hi)Uir, h w ere C3 indicates the Kronecker 
product of matrices, urr = srt,, and us1 = szt,* * * umr= s,t,, m being the 
dimension of s and r the dimension of t. 
We have as an immediate consequence of these definitions the following 
theorem. 
THEOREM 2. Suppose there are K-realizations (A,, B,, C,) and 
(A,,B,,C,) such that G,(s)= C,A,(s)B, and GJs)= C,A,(s)B,. Then 
6) G,(s)~G,(t)=(C,~C,)[A,(s)$A,(t)l(B,$B,), 
(4 G,(s) + G,(t) = [C,,GI[A,(sPA,(t)l ;’ 
multiplication, then 
[ 1 3 and if K is closed under 2 
(iii) G,(s)63G,(t)=(C,@C2)[A,(s)Q1A,(t)](B,@BB,), where siti are to be in- 
terpreted as distinct inoktenninutes for distinct index pairs (i,i). 
COROLLARY. 
(9 &[G(s)@H(t)l G 4c[G(s)l+&Kff(t)l, 
(ii) 8, [G (s) + H (t)] < 6, [G (s)] + SK [H ( t)], and if K is closed under multi- 
plication, then 
(iii) &JG(s)63H(t)]<6,[G(s)]8K[H(t)]. 
We close this section with some basic elementary degree estimates. 
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THEOREM 3. Let G(s) be nondegenerate, p X q, and of index m. Then 
(i) max(m,p,q)< &[G(s)] <min(mp,mq,pq), and if K=F, then 
(ii) max(rankGJ < 6, [G(s)] < min 
(i:l ). 
2 rankG, 
Proof. To establish the first part we observe that we need at least m 
terms on the right of Eq. (4) if th ere are m linearly independent terms on the 
left. On the other hand, if the Gi have p rows and q columns, then they can 
be expressed as the sum of pq rank-one matrices, i.e., the standard basis 
matrices. These can be factored as an outer product of vectors over K, since 
K contains both zero and one of F. The other bounds follow by symmetry. If 
K = F, then all rank-one matrices can be factored as outer products of 
vectors, and so (ii) follows immediately. n 
While the results of Theorem 3 are weak, we observe, as a corollary to 
this result, that 8, (S,,) = pq, a simple proof that the naive method of 
multiplying a matrix by a vector is optimal. 
3. EQUIVALENT CHARACTERISTIC FUNCTIONS 
In order to classify the difficulty of multiplication problems it is desirable 
to understand the different ways in which problems of the same difficulty 
can present themselves. With this goal in mind, we introduce a partial order 
on the set of characteristic matrices and explore its usefulness. 
We say that a characteristic matrix G,(s) K-dominates a characteristic 
matrix G,(t) if there exist matrices P, Q, and R having elements in K such 
that 
PG, (Qt)R = G, (t). 
In this case we write G,(s) > K G,(t). We say that G,(s) and G,(t) are 
K-equivalent if G,(s) > K G,(t), G,(t) > K G,(s). We write this as 
G,(s) ‘;; G2( t). We say that two sets of structural constants (hi+) and (h&) are 
K-equivalent if their associated characteristic matrices are K-equivalent. 
The following theorem justifies our choice of words. 
THEOREM 4. If K c F is a ring, then 
(9 G,(s)> K G,(t) * 6, [G,(s)1 >8, [G(t)l, 
iii) G,(s) ‘;; G,(t) =+ &[G,(s)l= b[G,(t)l. 
SETS OF BILINEAR FORMS 217 
Proof. If G,(s) is of K-degree 6,, then there exist rank-one matrices Di 
such that 
m 6% 
Cl (s) = z c sicxiiDi. 
ix1 j=l 
By hypothesis Ga(t) = PG,(Qt)R. Thus 
G,(t) = x x z qiltlaiiPDjR= c. c tl$PDiR, 
j=l i=ll=l j=l I=1 
where 
i=l 
which, together with the assumption that K is a ring, shows that G,(t) is the 
K-linear combination of 6, or fewer rank-one matrices and is thus of 
K-degree less than or equal to that of G,(s). Obviously this implies that 
K-equivalent matrices have the same K-degree. n 
There is a second kind of equivalence which relates to the structural 
constants ( hijk). Notice that (x, G (s) y) = ( y, G ‘(s)~), where superscript T 
denotes matrix transpose. We define 6‘ and d by 
H(s,x,y)=(x,G(s)y) 
=(.&G^ ( y)x> 
the equations 
=( y>e (x)s). 
Two characteristic matrices will be said to be permutation-equivalent if they 
become identical after an interchange of the indices of their structural 
constants. If we denote by T the map that takes G (s) into G r(s) and by V 
the map that takes G (s) into G (x), then T and V generate a group which is 
isomorphic to the permutation group on three letters. We denote this group 
by l? and its elements by e (the identity), T, V, V2 = A, TV = V2T= AT, and 
VT= TV2 = Th. Notice that nondegeneracy is invariant under the action of 
r. 
THEOREM 5. If G,(s) and G,(t) are permutation-equivalent, they have 
the same K-degree. That is, G (s), d(x), k( y), and their respective trans- 
poses all have the same K-degree. 
Proof, This is an immediate consequence of the fact that equal defining 
functions have the same K-degree. n 
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Special cases of permutation equivalence have been studied by Winograd 
[5] and also by Fiduccia [6] and Hopcroft and Musinski [4]. We find it 
desirable to formalize this idea here because to leave it implicit would 
obscure some of the important features of our development. 
REMARKS. 
(i) If F = R (the reals), and if K = 2 (the integers) or R, then it is easily 
verified that P,, (s) C3 Pm ( t) II K P,,,,, ( U), and therefore 8, [ Pz” (s)] < { 8, [ P2( s)] }” 
=3”. We will discuss this inequality further in a later section. 
(ii) If F = R and K = 2 or R, then it may be verified that 
and thus 6,[M,, (s)] < 7”. 
4. SYMMETRIES OF CHARACTERISTIC MATRICES 
In the previous section we defined equivalence for characteristic func- 
tions. In this section we discuss the nontrivial ways in which characteristic 
functions can be equivalent to themselves. We will apply these ideas in Sec. 
5, which is devoted to the realization of characteristic functions. 
In a case such as M,, (Example 4), where a characteristic matrix is 
equivalent to characteristic matrices to which it is permutation equivalent, 
the situation is especially interesting, as is outlined below. 
To begin with, we define the K-stabilizer 2, of a characteristic function 
as follows. 
Pl-l,P,-‘,P,-’ exist over K, and P,G(P,s)P,= G(s)}. 
When K is a ring, it is easy to verify that the stabilizer admits a group 
structure with the multiplication operation (P,, Pz, PJ ( Q1, Qz, QJ = 
(Qd’,&Q,J’,Q,) d an inverse (P,, Pz, PJ- ’ = (PI- ‘, Pz- ‘, PS- ‘), The following 
theorem describes the invariance of this group under the action of the 
permutation group l?. 
THEOREM 6. Let KC F be a ring. Then the six groups Z,(G (s)), 
z,(e( y)), &(d(~)), &(GT(s)), &(dT(y)), and &(dT(x)) are all 
isomorphic. 
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Proof. Let T: (P,,P,,P,)~(P,T,P,,P,T), V: (P1,P,,P,)-t(P,T,P,T,Pz). If y E 
I and PEZ,(G(~)), then y(P)~x~(y(G(s))). It is easily verified that y 
defines an isomorphism between C, (G (8)) and XK( y (G (s))). The latter is 
E,(c^( y)) if y=V’. S’ imilar arguments cover the other cases. n 
To make this idea more concrete we now display the stabilizer in two 
important cases: matrix multiplication and multiplication of polynomials. 
LEMMA. Let A, B, and H be matrices over F with B invertible. Then 
ABnm(s)= 8,,(Bs)H i_f and only if either A and H are invertible and 
A-‘C3HT=B-‘, or A=0 and H=O. 
Proof. If B is invertible, then for H #O, 8,,(s) H contains n linearly 
independent columns. Thus A is invertible. Similarly, if A #O, then H is 
invertible, The rest is almost a direct consequence of the definition of the 
Kronecker product. Since B,,,,,(s) is indexed via the rows rather than the 
columns, according to [I2, p. 91 we have HTB,T,(~)(AT)-‘=enTm[(A-l~ 
HT)s]. Thus A-10,,,(s)H=8,,[(A-1@HT)s]. This means that B(A-‘@3HH) 
= I. n 
THEOREM 7. Let K c F be a ring. Then (A, B, C) E EK( Mnpm (s)) $ and 
only if there are invertible matrices P, Q, R such that they and their inverses 
have elements in K and A=P@Q, C=P-‘@R, and B=(Q@RT)-‘. The 
dimensions of P, Q, and R are p X p, n X n, and m X m, respectively. 
Proof. Let A and C be partitioned conformably with M,,,(s), as indi- 
cated below. 
d”tll (4 
A,, A,, *.. f4wn (4 
A 21 A,, 0.. . . . . . . . . . . . . * . 
%P I_ 
e”n3 (4 j 
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By definition of the K-stabilizer, C has an inverse with elements in K. 
Denote C-i by H, and partition H conformably with M,,(S). Thus 
AM,,p, (Bs) = M,,p (s) H if and only if for some invertible B 
A,,0 (s) = 8 (Bs)Hii. 
Therefore, by applying the lemma we see that B - ’ = Aii ‘@Hi:, provided 
that Aii and Hii are nonzero. Hence, for any nonzero pairs A,,, Hii, 
Now the factorization of B - ’ into Ai; ’ C3 Hi: is unique to within a nonzero 
scale factor. Let Ai.i. be nonzero. Thus we define P via 
Aij = PiiAiei., Hii = PiiHiei,. 
This yields the conclusions 
A=P@A,./,, H=P@Ci.ie, and B-‘=Aiil@Ci~ 
for an invertible matrix P. Let Aiei. = Q and Ci$ = R, and the theorem 
statement follows. n 
In order to indicate the applicability of this kind of result, we note the 
following. 
REMARK. There exist minimal realizations of 
[ 
kI(s) 0 
G(s)= o &I” (s) 1 
for which at least n of the dyads, when partitioned conformably with G (s), 
belong to the set whose elements are of the form 
0, = 
[ I[ z eiT i=l >...> n, I Yi’]> 
where eiT = (0,. . . ,O, l,O, . . . ,O) with the 1 in the ith place. 
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Proof. Let 
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ci= 5 OiiDl 
j=l 
with 
Since wiziT is nonzero for some i, we can order the dyads so that the first k 
have the property that wr, ws,. . . , w, and z,,z,, . . . ,.z, are independent and 
k > 0 is maximal. Suppose k < n. Make a change of basis in range and domain 
so that w r,. . . , w, are e,, . . . , e, and zr,. . . ,zk = e,, . . . ,e,. Then all remaining 
dyads are either zero below the kth row or to zero the left of the kth row. 
Thus the entire set cannot span an n2-dimensional space. But since O,,(s) is 
ns-dimensional, this is a contradiction. Thus k = n. 
To complete the proof we choose T and R such that Twi = e, and 
,qTR = eiT for i = 1,2,. . . , n. Then since (Z@T,(Z@T)@(R@Z),R@Z) be- 
longs to the stabilizer of G(s), we see that 
from which the result follows. n 
We now describe the stabilizer associated with Pmm(s), i.e., the stabilizer 
associated with the problem of multiplying an m-1st degree polynomial by 
an m-1st degree polynomial. 
THEOREM 8. Let K = F. Then (A, B,C) belongs to Z,(P,, (s)) if and 
only if A=CT, where A or PA is an element of the standard irreducible 
representation of the 2-dimensional general linear group over F on a space of 
dimension m; where 
0 1 
I.. 1; 1 P= _ 
1 1 01 
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and where B : F2m-1+F2m-1 is the map defined by 
and 
The idea is that the mapping H t+ ff = PTHP maps the set of Hankel 
matrices onto itself, as does the map H bftf= M THM for M defined by 
1 
P 
M= P2 pz0, 
P 
m-1 
These maps, together with the scaling H ~-tg= crH, a#O, generate the 
entire stabilizer for the Hankel matrices. 
We leave the details to the reader. 
As is apparent from the work of Hopcroft, Kerr, and Musinski [4, 71, it is 
useful to know not just one realization of a given G(s) but rather all 
realizations of it. For example, their algorithm for multiplying 2 X 3 matrices 
by 3 x 3 matrices uses three different forms of 2 x 2 matrix multiplication in 
a subtle way. The concept of a realization is ideal for describing how one 
gets large classes of algorithms from a single given algorithm, as we will now 
describe. 
If G(s)= CA(s)B, and if P,G ( P2s) P3 = G (s), then it may be verified that 
G(s) = C,A,(s)B,, where 
C, = P,CE,, 
B, = E2BP3, 
A, = E, ‘E, ‘AP,, 
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and E, are any diagonal matrices. This comes about by inserting E,E,’ and 
E,E, ’ in the expression for G (s) according to 
CA(s)B= CE,E,‘A(s)E,‘E,B, 
the matrices A and A (s) being related as indicated at the start of this section, 
If we have in mind a realization over a ring K c F, then of course the 
elements of Ei and Pi must come from this ring. 
If F = R and K = Z, we observe that all K-realizations of minimal degree 
for complex multiplication and 2 X2 matrix multiplication (implicit in 
Hopcroft and Musinski [4]) can be generated from a given one by consider- 
ing permutation equivalences and the action of the K-stabilizer according to 
the above equations. It would be especially pleasant if it turned out that all 
minimum-dimension realizations were so related. Unfortunately this is not 
the case, since the characteristic function 
has the factorizations 
w=( 0 1 0 1 0 1 1 
and 
31 0 0 
0 
s2 0 
 0 Si ,I 
1 0 
1 0 
0 1 I 
0 0 
s2 0 
1 
0 s,+s, 
jl 
1 0 
1 0 -1, 1 1 
which are both of minimal degree and not related in such a manner. This 
observation follows by supposing that two columns of C (e.g., ci and ci) are 
equal, and then modifying the corresponding entries of A(s) and B (aiTs and 
aiTs, and biT and biT, respectively) according to 
[ I[ (iii>s> = z:: ziz (c?,.ts> 
i ![ (l;,,Y) = ml1 m12 1 <E;,, Y> m21 m22 
(%S> 
[ 1 Gaits> 
-’ <bi,y) 
[ 1 (bi> y> ’ 
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for any matrix M that is invertible over K. Then we obtain matrices x(s) and 
I? such that CA”(s)B= G(s). Yet, it need not be the case that this factoriza- 
tion can be generated from the factorization CA(s)B = G(S) by methods 
outlined above. However, we may pose the following open question. 
OPEN QUESTION. Given one realization of G (s) which is known to be 
minimal how can one generate all others? 
5. LOWER BOUNDS VIA PARTITIONING 
Winograd [5] and Fiduccia [2] have shown how linear independence can 
be exploited in the analysis of the arithmetic complexity of multiplying a 
matrix times a vector. To fully utilize linear independence arguments, it is 
necessary to deal with linear independence as applied to rank-one matrices. 
The problems are highly nontrivial because rank-one matrices do not form a 
vector space. One aspect of the Winograd argument is the fact that rank is 
invariant under interchange of indices for a second-order tensor (i.e., trans- 
position of a matrix). This yields bounds for multiplying particular matrices 
by vectors. By comparison, what we do here is to find lower bounds for the 
partial evaluation of certain third-order tensors at pairs of vectors. Here it is 
again true that the rank of the tensor is invariant under permutation of 
indices, and the six permutations which exist can be used to provide insight 
into the difficulty of this evaluation. By focusing attention on the structural 
constants (hi+) rather than the {G,}, we are able to take maximum advan- 
tage of the flexibility provided by the invariance of degree under inter- 
changes of the roles of the row, column, and index variables. 
We define the row (column) rank of G(s) as the number of K-linearly 
independent rows (columns) of G (s), and note that row rank G (s) # 
columnrankG (s) in general. For example, if G (s) = [s,,s,], then the row 
rank is 1 and the column rank 2. Note further that if the Gi are-linearly 
independent, then the index of G (s) is equal to the column rank of G (x), the 
row rank of G (s) is equal to the index of d (x), and the column rank of G (s) 
is equal to the row rank of G (x). 
The most flexible tools for establishing lower bounds on the degree of a 
given tensor come from various forms of partitioning. The visual images in 
Fig. 1 should be helpful. 
The main goal of this section is to establish a collection of lower bounds 
which go along with the partitionings indicated here. Naturally there are 
other possibilities, and the ones mentioned here are only what we need to 
carry out the analysis of the next section. All results stated here are invariant 
under the permutation group. 
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FIG. 1. The partitions of (hiik) considered here. 
THEOREM 9. Let K =F be a field, and let G(s) be a nondegenerate 
defining matrix. Then for 
G(s)=[ G,(s) i G,(s) 1, G(s)= ;:i:; 
[ 1 
, or G(s)=G,(u)+G,(u), 
respectively, we have 
(9 MG (s) : G2 (s) 1 > min a,[ G,( s) + G,( s)M] + co1 rank G,, 
M 
(ii) 6, 
G, (4 
i 1 G,(s) > m~S,[G,(s)+NG2(.s)]+rowrankG,, 
(iii) 6,[G,(u)+G,(u)]> mjn&[G,(u)+G,(Tu)]+dima. 
where M, N and T are matrices of appropriate dimension. 
Proof. The idea of the proof is the same as that of the Steinitz 
replacement theorem. We prove part (iii) in detail. The other parts follow by 
permutation equivalence. Let r be the dimension of 0. Let 6 be the degree of 
G,(u) + G,(u). Suppo se we let G,(u)=J(u) and G,(u)=H(u). Let G,(u)+ 
G,(u) have a minimal realization giving rise to 
Ii = i cxiiDj’ Hi = i pijoi. 
j=l j=l 
The Hi are independent, as are the 4, so we may order the indices in such a 
way that it is possible to solve for D,, D,, . . , ,D,. That is, we may write 
, Is 
Di = x YikHk + E pjkDk> i=1,2 ,...> r. 
k=l k=r+l 
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and 
= i=$+l+Di+ i ‘yii Z? i’ikDk. 
j=l k=r+l 
This means that for lji = Xi= lyikaki we have 
Gl(u)+G,(Tu)= 5 Gi(u)Di> 
i=r+l 
and thus 6 [G,(u) + G,( Tu)] < S - r. Hence we may claim 
6[G,(u)+G(o)]-dimt:>mp[G,(u)+H(Tu)]. 
Notice that a good deal less than full nondegeneracy suffices for this proof, 
since only the independence of {Hi} was used. W 
We now make a remark which is a generalization of a device used by 
Hopcroft et al. [7]. These authors noted that if any of the Gi are rank one, 
they may be used in a minimal realization as one of the Di’s. This can be 
generalized somewhat, as we indicate now. 
REMARK. Suppose that K = F. Zf the characteristic matrix 
G(u,u)=G,(u)+G,(o) 
is nondegenerate and if 8, [G,(o)] = d imv, then any minimal realization of 
G,(v) can be extended to a minimal realization of G (u, v). 
Proof. Apply the construction of the above proof to put Hi in the basis, 
i.e., 
G(u,u)= i a,(u)D,-t-&(u)D,. 
i=l 
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Then we may solve for dime of the Di to get 
This is not a rank-one expansion, since the Gai need not he rank one; hut 
reexpressing the Gai in terms of any realization of G,(t) gives the result. H 
REMARK. We may state Theorem 9 somewhat more elegantly as follows. 
Let R map F” into F”. Then for a nondegenerate h and any suhspace S of F” 
we have 
min s[h(x,y,s)]> (R:KerR_‘J~[h(s,y.~s)]+dimKerS. 
Compare this with recent results of Kruskal [13] 
THEOREM 10. For nondeeenerate characteristic matrices we have 
0 - 
G3 (4 I > max{ 6 [G,(s)] + co1 rank G&s), 6 [GAs)I + 
rowrankG,(s)}, 
(ii) 6 [G,(s) + G,(t), GJt)] > max{ S [G,(s)] + co1 rank GJt), 6 [G&t)1 +
indexG,(s)}, 
(iii) S 
G, (s) + G, (t) 
G3 it) 1 
> max{ 6 [G,(s)] + row rank Ga( t), 6 [Gdt)l + 
indexG;(s)}, where all degrees are over F. 
Proof This result follows easily from Theorem 9 and 4. We prove part 
(ii) in detail and leave the others to the reader. By Theorem 9, 
6[G,(s)+G2(t) j G3(t)]>mjn6[G,(Rt)+G2(t) j G,(t)]+diw 
hut by Theorem 4 this is hounded below by 6 [ G3( t)] + dims. Likewise 
wm+W) j G3P)l 
>m~F[G,(s)+G,(t)+Ga(t)M]+colrankGs(t), 
hut hy Theorem 4 this is hounded below by 6 [G,(S)] + co1 rank G3( t). n 
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We now indicate the applicability of these results by developing a lower 
bound for the matrix multiplication problem. 
LEMMA. For any field F the degree satisfies 
>mn+n+m-l. 
Proof. Consider 
h(x,y,s)=[xl,xz,...,xm,xn+l ,... ,xz,n] &I&) 0 .“’ o %n (4 11 y2 n 
Substitute for x,,, + s, . . . , x2, linear combinations of the remaining xi. This 
yields 
Yl [ Jwnn (4 . xl,x2,...,x~,xm+1 Iii tnnw 0 + O 0 ’ s1>s2>...,sn I [ ])I I 0 a1,(Y2,...,a, : Y2n 
where the row vector [or, 02,. . . , a,,] is a linear combination of the last m - 1 
rows of B,,,,,(s). Now add to the first row suitable linear combinations of rows 
2 through m in the m + 1 by 2n matrix 
&n, (4 Wn, (s) 
0 s,+(Y,,s2+(Y2,...,s,+(Y, 1 
so as to make the first rr entries in the first row 
s,+a,,s,+(Y, )...) s,+c&. 
Change coordinates in s-space according to 
sr + (x1 = s;, 
s,+cr,=s;, 
. . * . . * . 
s,+a,=s;, 
Sn+l =S”+l, 
. . . . . . . 
S = S’ nm wn’ 
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This is a nonsingular change of coordinates, since no q depends on { si}, 
i=1,2,..., n. Application of Theorem 9 shows that 
1 >m-1+ min6, flnm (4 
L'O (Ts') 
L 0 s;,s;,...,s; I 
We now substitute for certain of the s’-variables. Specifically we express 
S’ 
, 
n+l,...‘*y,, 
as linear combinations of s;, sh,. . . , s:. Having done so, we delete rows 2, 
3 , . . . ,m and get, using Theorem 9, 
6 ~“rn (s) 0 
F 
[ 0 kn (s) 1 
>m-l+mn-fli+ minaF I s; s;. ... s:, 4s’) + 0 0 ... 0 s;s;,...,s; 1 * 
But the last matrix here has degree at least 2n regardless of +, so we see that 
the total degree is at least nm + n + m - 1. n 
We remark in passing that this argument does not seem to yield such a 
good hound for 
i 
%I” (s) 0 
G(s)= o f%T” (s)I 
In this case it shows that SF > nm + m + 1, as compared with the best known 
upper hound of 6, < mn + m + n - 1 (see [14]). 
LEMMA. W,,,(s)) > 8 [M,,+ lj(s)l+m=4 P,v). 
Proof. This follows from Theorem 10, part (i), applied to 
M,“, (s) = 
i 
qLv,~- l)(S) 0 
0 1 *I&) ’ 
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THEOREM 11. ~[M,,,(s)]~(~+~)w+(jJ.-~)-l; s[M,,,(S)]>2+1. 
Proof. Use induction with the preceeding lemmas. n 
From the results of [ 141 we know that 6n[Mpnn (s)] < n2 + o( n”) for 
p = log, n. Thus this lower bound of n2 + n logan + 2n - 1 looks reasonable. It 
may also be compared with Kirkpatrick’s lower bound on S [M,,,(S)] of 
2n2 - n (unpublished). 
Before concluding this section, we study some easy results obtained by 
taking determinants of characteristic functions. 
REMARK, Let 
be the characteristic function for complex number multiplication, and 
be the characteristic function for quaternion multiplication. Then 
(4 4JJ (s)l = 3, 
(ii) 7 < S,[Q (s)] G 8. 
Proof. While (‘) 1 is not new, our proof is included here because of its 
form. Assume J(S) = CA (s)B is a degree 2 realization; then detJ (s) = 
det[CA(s)B] = det CdetBdetA(s), which (b ecause A is diagonal) implies that 
s:+ si can be factored over R, which is absurd. 
To prove the lower bound in (ii), we observe that if the degree of 
Q(s) =Ct=,Qisi is 6, then we may write 
5 aiiDj= Qi 
i=l 
for a real 4 X S matrix A = (aij) and real dyads D,, . . . , D6. Clearly, there is a 
nonzero vector v which is orthogonal to the first three columns of A, and 
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or 
for ci = CT= iqqi, we observe that since for all nonzero real vectors t’ the 
term of the right is of rank 4, it must be the case that S - 3 > 4 or S > 7. A 
degree 8 realization is given by Q (s) = CA (s)B for 
-1 1 1 1 -1 0 0 0 
1; _; -; 1; 0 0 0 1 0 1’ 
-1 -1 -1 1 0 1 0 0 I 
! 
1 1 1 1 1 0 0 0 
RT’ ; _: -: -1 0 0 0 
-1 0 10 0’ 
1 -1 -1 1 0 0 1 1 1 0 
A(s)=diag 
si - sa - ss - s4 sa-sr-sa-s4 sa-sr-ss-s4 
4 ’ 4 ’ 4 ’ 
s4-sl-s2-sg 
4 ’ 
-2s,, -2s,, -2s,, -2s, 
n 
It has recently been shown by DeGroote and independently by Howell 
that the actual degree over the reals is 8. 
6. LOWER BOUNDS FOR REALIZATIONS OVER THE INTEGERS 
Thus far the results discussed here have concerned the K-degree relative 
to a fixed field. In this section, we discuss results based on a comparison of 
the degrees of G (s) over different fields. From now on we denote by SK,, the 
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K-degree of (hi+) regarded as trilinear form on F” X P X FP. The underlying 
tool is the following observation (compare with Hopcroft et al. [4, 71). 
THEOREM 12. Let K be a ring imbedded in the field F, and let L be u 
ring imbedded in a field E. Suppose there exists a ring homomorphism 
c$: K+L; then 
6,,F[ thijk)] > ‘L,E[9(hijk!]. 
Zf E is an extension field of F and hiik E F, then 
REMARK. As a particular case of the first inequality, if the constants hijk 
are all zero or one, then 
Sz,R[ (‘i/k)] “z,,i!,[ihijk)]~ 
where Z, denotes the binary field. 
Proof. If S,,,[( hiik)] = S,, th en over F we have a K-realization 
hi+= 2 ciluilb,,. 
I=1 
Thus over E we have 
k=l 
which is an L-realization over the field E. The remark is an obvious 
application based on the ring homomorphism from Z into Z,. w 
From now on we only consider (O,l)-valued structural constants. Using 
Theorem 12 it is possible to use results on the structure of (O,l)-matrices 
discovered by algebraic coding theorists to get bounds on SZ,,. 
THEOREM 13. th en there exist m vectors vl,. . . , v,,, E 
Zi such that 
Zf S,,,[G (s)l= 6, 
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for kE (0, l}", where 1. / represents the Hamming norm and all operations 
are in 2,. 
Proof If &&G(S)] = S, and G (s) = CA (s)B where the iith entry of 
A(s) is (a,,s), then from the inequality rankCAB < rankA and the fact that 
the rank of a diagonal matrix equals the number of nonzero entries, we see 
that 
rankG(k) < 2 kiaii 
I( )I 
. n 
i=l 
There are results in algebraic coding theory which are particularly useful 
in computing lower bounds for &JP, ,(s)]. Of particular interest is the 
following function, which has been defined by Hamming and tabulated (for 
small d, k) by Calabi and Myrvaagnes [8]. Let N (k, d) be the least positive 
integer S such that there exist k vectors in (0, 1}6 such that all nonzero 
elements in their linear span having Hamming weight of at least d. Greismer 
has shown that N (k, d) satisfies the recursion N (k, d) > N( k - 1, [(d + 1)/g]) 
+ d. We have the following corollary of Theorem 13. 
COROLLARY. If { hijk} are (0, 1)-valued structural constants, then 
SZ,R (hi+) 2 b,,z,(h+) ? N minrank I 5 
/ 
I Ilijkai ,p . 
i=l I I 
i LCT#O J J 
THEOREM 14. The degree for polynomial multiplication satisfies 
~z,RILa(s)l~ ~Z,,Z,[~“m(S)l ~ ~[N(n~m)~N(m~n)l. 
Proof. Define the n by n + m - 1 characteristic function 
1 Sl s2 sg . . . s, ... %n 0 . . . 
0 Sl s2 ... sn_l ... S-1 sm ..’ 
T,,,(+ 0 0 Sl ... S”_2 ... sm-2 sm-1 *** 
. . . 
. . . 
b b b -** il *.. Sm:-n+l sm:n+2 1.. 
0 
0 
0 
%l& 
7 
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corresponding to multiplication of an m X n Toeplitz matrix by an n-vector. 
Then P,,m(s) is permutation-equivalent to both T,,,(t) and T&(u). Since 
T,,,,(s) is of rank n for any s #O, it is clear from the first part of Theorem 
13 that ~z2,Z,[Tn,,(~)l 2 N(n, m). 
b,,L,[ cLn (u)l> 
‘rh &J’n,&)l= ~q,zJT,,,Wl = 
m=[N(m,n),N(n,m)l. n 
REMARK. This theorem and other observations yield exact bounds if 
n = 2 or m = 2 or n = m < 6. Furthermore, Brown [16] has proven that for 
large n, S,,z2[Pfl,m(s)] > 3.3n by applying results in coding theory. 
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