Abstract-Computer-aided assessment of physical rehabilitation entails evaluation of patient performance in completing prescribed rehabilitation exercises, by processing movement data captured with a sensory system. Despite the essential role of rehabilitation assessment toward improved rehabilitation outcomes and reduced healthcare costs, existing approaches for computeraided monitoring and evaluation of patient performance lack versatility, robustness, and practical relevance. In this paper, we propose a deep learning-based framework for automated assessment of the quality of physical rehabilitation exercises. The main components of the framework are metrics for quantifying movement performance, scoring functions for mapping the performance metrics into numerical scores of movement quality, and deep neural network models for regressing quality scores of input movements via supervised learning. A performance metric based on the log-likelihood of a Gaussian mixture model used for encoding low-dimensional data representation obtained with a deep autoencoder network, is proposed in the paper. Multiple deep network architectures are repurposed for the task in hand and are validated by using a dataset of rehabilitation exercises. To the best of our knowledge, this is the first work that implements deep neural networks for the assessment of rehabilitation performance.
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Index Terms-movement modeling, deep learning, performance metrics, physical rehabilitation I. INTRODUCTION P ARTICIPATION in physical therapy and rehabilitation programs is necessary and critical in postoperative recovery by patients or for treatment of a wide array of musculoskeletal conditions. However, it is infeasible and economically unjustified to offer patients' access to a clinician for every single rehabilitation session [1] . Accordingly, current healthcare systems around the world are organized such that an initial portion of rehabilitation programs is performed in an inpatient facility under direct supervision by a clinician, followed by a second portion performed in an outpatient setting, where patients perform a set of prescribed exercises in their own residence. Reports in the literature indicate that more than 90% of all therapy sessions are performed in a home-based setting [2] . Under these circumstances, patients are asked to record their daily progress and to visit the clinic periodically for progress assessment. Still, numerous medical sources report low levels of patient motivation and adherence 1 to the recommended exercise regimens in home-based rehabilitation, leading to prolonged treatment times and increased healthcare cost [3] , [4] . Although many different factors have been identified that contribute to the low compliance rates, the major impact factor is the absence of continuous feedback and timely oversight of patient exercises in a home environment by a healthcare professional [5] .
Despite the development of a variety of new tools and devices in support of physical rehabilitation, such as robotic assistive systems [6] , virtual reality and gaming interfaces [7] , and Kinect-based assistants [2] , [8] , there is still a lack of versatile and robust systems for automatic monitoring and assessment of patient performance.
The article proposes a novel rehabilitation framework that encompasses formulation of metrics for quantifying movement performance, scoring functions for mapping the performance metrics into numerical scores of movement quality, and deep learning-based end-to-end models for encoding the relationship between movement data and quality scores.
The studied performance metrics are classified into modelless and model-based groups of metrics [9] . The model-less metrics employ distance functions, such as Euclidean and Mahalanobis distance, or dynamic time warping (DTW) [10] deviation between data sequences. The model-based metrics apply probabilistic approaches for modeling the movement data, and consequently, employ the log-likelihood for performance evaluation [11] . Next, the article investigates the effectiveness of deep autoencoder networks for dimensionality reduction of captured data. Further, we propose scoring functions for scaling the values of the studied performance metrics into the [0, 1] range. The resulting movement quality scores are employed as the ground truth for training the proposed deep neural networks (NNs) for rehabilitation applications.
The proposed framework compares the performance of convolutional neural networks (CNNs), recurrent neural networks (RNNs), and hierarchical neural networks (HNNs) [12] . The framework is validated on the University of Idaho -Physical Rehabilitation Movement Dataset (UI-PRMD) [13] . To the best of our knowledge, this is the first framework that employs deep NNs for assessment of rehabilitation exercises.
The main contributions of the paper are: (1) A novel framework for assessment of rehabilitation exercises using deep NNs; (2) Comparison of NN architectures for movement assessment, and use of antoencoder NNs for dimensionality reduction of rehabilitation data; and (3) Comparison of performance metrics, and formulation of scoring functions for mapping the performance metrics into movement quality scores.
The article is organized as follows. The next section provides an overview of related work. Section III describes the problem and introduces the mathematical notation. The ensuing section surveys common performance metrics for movement assessment. The proposed framework for rehabilitation assessment is presented in Section V, covering performance metric, dimensionality reduction, scoring functions, and deep NN architectures. The validation of the proposed framework on a dataset of exercises is reported in Section VI. The last two sections discuss the results and summarize the paper.
II. RELATED WORK

A. Human Movement Modeling
Conventional approaches for mathematical modeling and representation of human movements are broadly classified into two categories: top-down approaches that introduce latent states for describing the temporal dynamics of the movements, and bottom-up approaches that employ local features for representing the movements. Commonly used methods in the first category include Kalman filters [14] , hidden Markov models [15] , and Gaussian mixture models [16] . The main shortcomings of these methods originate from employing linear models for the transitions among the latent states (as in Kalman filters), or from adopting simple internal structures of the latent states (typical for hidden Markov models). The approaches based on extracting local features employ predefined criteria for identifying key points [17] or a collection of statistics of the movements (e.g., mean, standard deviation, mode, median) [18] . Such local features are typically motion-specific, which limits the ability to efficiently handle arbitrary spatio-temporal variations within movement data.
Recent developments in artificial NNs stirred significant interest in their application for modeling and analysis of human motions. Numerous works employed NNs for motion classification and applied the trained models for activity recognition, gait identification, gesture recognition, action localization, and related applications. NN-based motion classifiers utilizing different computational units have been proposed, including convolutional units [19] , [20] , long short-term memory (LSTM) recurrent units [21] , [22] , gated recurrent units [23] , and combinations [24] or modifications of these computational units [25] . Also, NNs with different layer structures have been implemented, such as encoder-decoder networks [22] , spatio-temporal graphs [26] , and attention mechanism models [27] , [28] . Besides the task of classification, a body of work in the literature focused on modeling and representation of human movements for prediction of future motion patterns [29] , synthesis of movement sequences [22] , and density estimation [11] . Conversely, little research has been conducted on the application of NNs for evaluation of movement quality, which can otherwise find use in various applications (physical rehabilitation being one of them).
B. Movement Assessment
Quantifying the level of correctness in completing prescribed exercises is important for the development of tools and devices in support of home-and clinic-based rehabilitation.
The movement assessment in existing studies is typically accomplished by comparing a patients performance of an exercise to the desired performance by healthy participants.
Several studies in the literature on exercise evaluation employed machine learning methods to classify the individual repetitions into correct or incorrect classes of movements. Methods used for this purpose include Adaboost classifier [30] , k-nearest neighbors [31] , Bayesian classifier [32] , and an ensemble of multi-layer perceptron NNs [33] . The outputs in these approaches are discrete class values of 0 or 1 (i.e., incorrect or correct repetition). However, these methods do not provide the capacity to detect varying levels of movement quality or identify incremental changes in patient performance over the program duration.
The majority of related studies employed distance functions for deriving movement quality scores. Concretely, Houmanfar et al. [18] used a variant of the Mahalanobis distance to quantify the level of correctness of rehabilitation movements, based on a calculated distance between patient-performed repetitions and a set of repetitions performed by a group of healthy individuals. Similarly, a body of work utilized the dynamic time warping (DTW) algorithm [10] for calculating the distance between a patients performance and healthy subjects performance [34] - [36] . The advantage of the distance functions is that they are not exercise-specific, and thus can be applied for assessment of new types of exercises. However, the distance functions also have shortcomings, because they do not attempt to derive a model of the rehabilitation data, and the distances are calculated at the level of individual time-steps in the raw measurements.
Another body of research work utilized probabilistic approaches for modeling and evaluation of rehabilitation movements. Studies based on hidden Markov models [37] , [38] and mixtures of Gaussian distributions [11] typically perform a quality assessment based on the likelihood that the individual sequences are being drawn from a trained model. Whereas the probabilistic models are advantageous in handling the variability due to the stochastic character of human movements, models with abilities for a hierarchical data representation can produce more reliable outcomes for movement quality assessment, and better generalize to new exercises.
III. PRELIMINARIES
A. Problem Description
In a physical rehabilitation setting, a clinician prescribes a collection of rehabilitation exercises to a patient, by either performing the movements in front of the patient or physically moving the patients body parts along the required paths. It is assumed that the clinician provides several demonstrations of the exercises in order to reinforce the perception of the required movements by the patient, in relation to the range and speed of movements, or other postural constraints in the performance of the movements. Then the patient is tasked to perform the prescribed set of exercises at home, according to the instructed rehabilitation regimen. It is assumed here that a daily rehabilitation session requires completing a series of exercises, where the patient is instructed to complete a certain number of repetitions of each exercise during each session.
This article applies machine learning algorithms for mathematical modeling and assessment of rehabilitation movements captured in the form of skeletal data, consisting of timeordered sequences of position or angular displacements of the joints in the human body. The main task is to evaluate the level of correctness in performing the exercises. Toward this goal, we employ performance metrics to quantify the level of performance, and define scoring functions for assigning quality scores to the repetitions of an exercise. NNs are trained in a suppervised manner by using the obtained quality scores as labels for the individual repetitions of an exercise.
B. Notation
We assume that a sensory system is available to capture the skeletal data during the performance of rehabilitation exercises. It is further assumed that a control group of healthy subjects will perform multiple repetitions of each rehabilitation exercise. The healthy subjects will provide reference movement performance completed in a correct manner. The acquired data by the sensory system for the movements for one particular exercise performed by S subjects is denoted by X, and hereafter they are referred to as reference movements. The symbol R s is used for the number or repetitions of the exercise by the s-th subject. The combined data for all R s repetitions of the exercise by the s-th subject is denoted ∆ s . Similar, R is used for the total number of all repetitions by the S subjects, i.e., R = S s=1 R s . Using the notation X s,r for the collected data of the r-th repetition by the s-th subject, we have X = {∆ s } for s ∈ S, where ∆ s = {X s,r } for r ∈ R s . For convenience, throughout the text the underscore symbol denotes a set of indices, e.g., S = {1, 2, · · · , S} for any positive integer S. The data for each repetition X s,r is a temporal sequence of T measurements, therefore X s,r = x
s,r , where the superscripts are used for indexing the temporal order of the displacement vectors within the repetition. Furthermore, the individual measurement x (t) s,r for t ∈ T is a D-dimensional vector, consisting of the values for all joint displacements in the human body, i.e. x (t)
Similarly, it is assumed that movement data will be collected from a group of patients, who may not be able to perform the exercises in a correct manner due to a musculoskeletal condition. The collected data for the patients group are referred in the article as patient movements, and are denoted with the symbol Y. By analogy to the introduced notation for the reference movements, Y = {Y s,r }, where Y s,r is the data of the r-th repetition by the s-th subject. Analogously, the repetition Y s,r = y
is is comprised of a sequence of multidimensional vectors y
IV. SURVEY OF PERFORMANCE METRICS FOR MOVEMENT ASSESSMENT
Performance metrics evaluate the level of correctness of each repetition with respect to the set of reference movements.
This section surveys metrics that have been commonly used in prior studies on rehabilitation assessment [18] , [34] , [36] , [37] . The metrics are classified into two categories: model-less and model-based [9] . The model-less metrics are calculated directly from low-level measurements of trajectories of body joints as acquired by the sensory system, without modeling the movement data. The model-based metrics evaluate the repetitions data with respect to a model of the exercise, e.g., using probabilistic modeling approaches and employing the log-likelihood for performance evaluation. In addition, considering that existing datasets of movements contain data collected by multiple subjects, the performance metrics can be calculated based on between-subjector within-subject case.
A. Model-less Performance Metrics
Euclidean distance: the Euclidean distance between two movement data Y s,r and X s ,r has been commonly used for movement assessment, and it is defined by
for s, s ∈ S and r, r ∈ R s . Mahalanobis distance: The Mahalanobis distance between two sequences Y s,r and X s ,r is
where V is the covariance matrix of the set X. In fact, the Euclidean distance represents a special case of the Mahalanobis distance when the covariance matrix is identity matrix.
DTW Distance: Dynamic time warping (DTW) algorithm is an algorithm for aligning time-series data via nonlinear warping of the temporal order of the data points in order to reduce a distance function between the time-series. The most commonly used distance function in DTW is the Euclidean distance. The optimal alignment path in DTW is calculated by minimizing the sum of the cumulative distances between the two time-series (e.g., d E (Y s,r , X s ,r )) and the minimum distances between the neighboring data points (here denoted g(Y s,r , X s ,r )), i.e.,
For a more detailed description of DTW, refer to [10] .
B. Model-based Performance Metrics
GMM Log-likelihood: Gaussian Mixture Model (GMM) is a parametric probabilistic model for representing data with a mixture of Gaussian probability density functions [39] GMM is frequently used for modeling human movements. For a dataset consisting of multidimensional vectors y (t) s,r , a GMM with C Gaussian components has the form
where λ = {π c , µ c , Σ c } are the mixing coefficient, mean, and covariance of the c-th Gaussian component, respectively. Subsequently, for a GMM model with parameters λ, the loglikelihood for the repetition Y s,r is used as a performance metrics, which otherwise is calculated as
C. Between-and Within-Subject Metrics
Between-subject metrics calculate the deviation between a repetition Y s,r of an exercise and the set of reference repetitions of the exercise performed by a group of healthy subjects X. Hence, the deviation for the model-less metrics is obtained as
where d is one of the metrics formulated in (1) -(3). For the model-based metric in (5), the deviation for the repetition Y s,r and a GMM model of X with parameters λ is
Within-subject metrics quantify the deviation between a repetition of an exercise Y s,r and a set of repetitions of the exercise performed by the same subject ∆ s . The deviation between Y s,r and ∆ s is given with
for s ∈ S and r ∈ R s for the model-less metrics. The deviation for the model-based metric is also obtained from (7), where a separate GMM model λ s is used for encoding the repetitions data for each subject ∆ s , i.e.,
V. PROPOSED METHOD
The proposed framework for assessing rehabilitation exercises encompasses dimensionality reduction, performance metrics, scoring functions, and NN models. A block-diagram of the envisioned framework is depicted in Fig. 1 . The measured joint coordinates data by the sensory system are processed via dimensionality reduction, performance metric, and scoring function to obtain movement quality scores that are used for training a NN model. The trained NN model is afterward used to automatically generate movement quality scores for input movement data acquired by the sensory system. 
A. Dimensionality Reduction
Outputs from the sensory systems for capturing human joint displacements are high-dimensional data, typically ranging between 40 and 120 dimensions. Dimensionality reduction of recorded data is often considered an essential step in processing human movements, in order to suppress unimportant, redundant, or highly correlated dimensions. The aim is to project the data X = X s,r = x
s,r ∈ R M , for t ∈ T , s ∈ S, r ∈ R s , and where M < D. A common approach for dimensionality reduction of human movement data is maximum variance [40] , which which simply retains the first M dimensions with the largest variance and discards the remaining dimensions. PCA and its variants [41] are also widely used for reducing the dimensionality of movement data, where a matrix containing the leading M eigenvectors corresponding to the largest eigenvalues of the covariance matrix V is used for projecting the data into a lower-dimensional space. Although PCA is one of the most common approaches for dimensionality reduction in general, it employs linear mapping of high-dimensional data into a lower-dimensional representation. Likewise, the shortcomings of maximum variance originate from its simplicity.
In the proposed framework, we introduce autoencoder NNs [42] for dimensionality reduction. Autoencoder NNs is a nonlinear technique for dimensionality reduction, which allows extracting richer data representations for dimensionality reduction in comparison to the linear techniques (such as PCA). Furthermore, deep autoencoder NNs created by stacking multiple consecutive layers of hidden neurons, can additionally increase the representational capacity of the network.
Autoencoders are an unsupervised form of NNs designed to learn an alternative representation of input data, through a process of data compression and reconstruction. The data processing involves an encoding step of compressing input data through one or multiple hidden layers, followed by a decoding step of reconstructing the output from the encoded representation through one or multiple hidden layers. If A denotes a class of mapping functions from R M to R D , and B is a class of mapping functions from R D to R M , then for any function A ∈ A and B ∈ B, the encoder portion projects an input x
s,r ∈ R M (referred to as a code), and the decoder portion converts the code into an output A B x (t) s,r ∈ R D . Autoencoders are trained to find functions A ∈ A and B ∈ B which minimize the mean squared deviation between the input data and output data, i.e., arg min
A graphical representation of the adopted architecture for the autoencoder network is presented in Fig. 2 
B. Performance Metric
We adopt the metric based on GMM log-likelihood given in (5) and (7). This choice stems from the demonstrated capacity of statistical methods to encode stochastic variability in human movements, which results in improved ability by the model-based metrics to handle spatio-temporal variations in rehabilitation data.
C. Scoring Functions
Scoring functions map the value of the performance metrics into a movement quality score in the range between 0 and 1. The resulting movement quality scores play a dual role in the proposed framework. First, in a real-world exercise assessment setting, the quality scores allow for intuitive understanding of the calculated values of the used performance metric. For instance, a movement quality score of 88% presented to a patient is easy to understand, and it can also enable the patient to self-monitor his/her progress toward functional recovery based on received quality scores over a period of time. Second, the quality scores are used here for supervised training of the studied NN models.
For a sequence of metric values of the reference movements x = (x 1 , x 2 , · · · , x L ) and a sequence y = (y 1 , y 2 , · · · , y L ) related to the patient movements, we propose the following scoring functions:
In the above equations,
{x i , y j }, and α 1 to α 5 are data specific parameters. The proposed scoring functions in (10) and (11) are monotonically decreasing, and are designed to preserve the distribution of the values of performance metrics. The values for the reference movements x k are scaled by µ+3δ in (10) or by the maximum value M in (11) to ensure scores x k close to 1 for inputs x k approximately in the range (µ−3δ, µ−3δ) or no larger than M , respectively. Similarly, for the movements y k the scoring functions in (10) and (11) are designed to preserve their distribution in mapping the metrics values to quality scores. The scoring function in (12) scales the metric values based on the absolute distance from the mean of the reference movements. Experimental evaluation of the scoring functions is provided in Section VI.
D. Neural Networks
Three different deep NN architectures are developed, implemented and evaluated in this work. These include CNNs, RNNs, and HNNs. For the networks we performed a grid search with various combinations of layers, numbers of layers, computational units per layer, size of convolutional filters, batch size, and other related hyperparameters. For all models, mean-squared-error was selected as a cost function, and Adam optimizer was employed. A batch size of 5 was applied, with early stopping regularization. Inputs are 117-dimensional sequences of joint displacements corresponding to single repetitions of an exercise. The output layer has linear activations, and outputs a numerical movement quality score for an input repetition.
The network architectures are presented in Table I , and are also illustrated in Fig. 3 . The adopted CNNs contain three convolutional layers, two fully connected hidden layers, and an output layer. They utilize strided one-dimensional convolutional filters, leaky ReLU activations, and dropout of 0.2.
The RNN models with recurrent architecture consist of two bidirectional layers of LSTM units, one intermediate full connected layer, and an output layer. The recurrent layers use a recurrent dropout of 0.5, and are as well followed by a dropout layer with the rate of 0.25.
The HNNs [12] are based on a hierarchical model that employs five recurrent sub-networks that take as inputs joint displacements of the left arm, right arm, left leg, right leg, and torso, respectively. The outputs from the five sub-networks are progressively merged through a series of layers into a unified representation. Such hierarchical organization of the layers allows low-level spatial information from joint coordinates to be exploited for obtaining a high-level representation of the body parts movements in accomplishing the movements. The network employs three bidirectional layers with simple recurrent units, one bidirectional layer with LSTM units, and an output layer. The structure of the network was selected via a grid search and is displayed in Table I . Data augmentation is crucial in image processing with NNs, where applying various transformations on input images leads to improved performance and model robustness. Consequently, we posit that data augmentation is important for processing movement data with NNs, particularly because existing datasets of human movement have relatively small size. For this purpose, data augmentation to the movement 
for s ∈ S and r ∈ R s , where γ ∼ U (0, 1) represents a random number drawn from a uniform probability distribution U , and k is a constant parameter.
VI. EXPERIMENTAL RESULTS
A. Dataset
For validation of the presented framework, we created the UI-PRMD dataset [13] . The dataset comprises skeletal data collected from 10 healthy subjects. Each subject completed 10 repetitions of 10 rehabilitation exercises, listed in Table II . The data were acquired with a Vicon optical tracking system, and consist of 117-dimensional sequences of angular joint displacements. The subjects performed the exercises both in a correct manner, hereafter referred to as correct movements, and in an incorrect manner, i.e., simulating performance by patients with musculoskeletal constraints, hereafter referred to as incorrect movements. A detailed description of the UI-PRMD dataset is provided in [13] .
B. Comparison of Performance Metrics
In this section, the performance metrics presented in Section IV-Euclidean, Mahalanobis, DTW distances, and GMM loglikelihoodare evaluated on the UI-PRMD dataset.
Data scaling: To compare the metrics on the same basis, their values are first linearly scaled to the same range. In this study the range [1, 20] was selected based on an empirical understanding of the data. For obtained values of the performance metrics for repetitions of the correct movements denoted x = (x 1 , x 2 , · · · , x L ) and for the metrics of the incorrect movements y = (y 1 , y 2 , · · · , y L ) the following scaling functions were used
where x i , y i ∈ [1, 20] denote the scaled values of the performance metrics, M = max i,j∈L {x i , y j }, and m = min i,j∈L
The scaled values of the Euclidean distance for exercises E1 and E2 are shown in Fig. 4 . Green circles markers are used for the repetitions of the correct movements, whereas the red squares symbolize the repetitions of the incorrect movements. Note that inconsistent data (associated with measurement errors or subjects performing the exercise with their left-arm/leg in a set of mostly right arm/leg exercises) were manually removed from the original dataset, resulting in less than 100 repetitions per subject. E.g., there are 90 correct and incorrect movements for E1 in Fig. 4(a) , and 55 correct and incorrect movements for E2 in Fig. 4(b) . Separation degree: For comparison of the scaled values of the performance metrics we propose the concept of separation degree. Specifically, for any positive real numbers x, y their separation degree is defined as S D (x, y) =
The separation degree between two positive sequences x = (x 1 , x 2 , · · · , x m ) and y = (y 1 , y 2 , · · · , y n ) is defined by
Values of the separation degree close to 1 or −1 indicate good separation between the two sequences. Conversely, for values of the separation degree close to 0, the sequences don't separate well and they are almost mixed together. When applied to the values of the distance metrics, the separation degree indicates greater ability of the used metric to differentiate between correct and incorrect repetitions of an exercise. For instance, in Fig. 4(b) one can observe a clearer differentiation between the correct and incorrect movements, in comparison to Fig. 4(a) . This results in a larger value of the separation degree for the repetitions of exercise E2, which we calculated at 0.384 for E1, and 0.497 for E2, respectively.
The values for the separation degrees for the four studied performance metrics are presented in Table III . Each cell in the table corresponds to the average separate degree values S D for the 10 exercises in the dataset. The shown values are the mean and in parenthesis is the standard deviation. For the comparison, scaled values of the metrics according to (14) are used. The table also compares the values of the metrics for the cases of raw 117-dimensional data, and low-dimensional data obtained with the presented methods of maximum-variance, PCA, and GMM log-likelihood. The largest values for the separation degree are indicated in each row with a bold font.
Conclusively, the GMM log-likelihood metric applied on a low-dimensional data with the autoencoder NN resulted in the largest separation between the correct and incorrect movements for both between-and within-subject cases. The within-subject case provides improved separation because the repetitions performed by the same subject are characterized with a lower level of variability. The value of the GMM log-likelihood is not provided for the 117-dimensional data because GMM delivers better performance on low-dimensional data. Furthermore, the performance of the Euclidean and DTW distances in Table III is comparable, and better than the Mahalanobis distance. Also, the autoencoder NN lost less information in compressing the high-dimensional data sequences in comparison to maximum variance and PCA, because the separation degree values for all metrics using autoencoders are very close to the corresponding metric values of the 117-dimensions data without dimensionality reduction. In implementing GMM on the dataset, the number of Gaussian components C was set to 6.
C. Comparison of Neural Networks
Next, the performance of the presented NN architectures is evaluated. For training the networks, the movement quality scores based on the GMM log-likelihood calculated with autoencoder reduced data are employed. Only the case of between-subject is considered, because for the within-subject cases the number of repetitions per subject is too low for NNs training.
Scoring functions: The scoring function presented in (10) provided the best results for the used dataset, and therefore it is used to calculate the quality scores. The values of the parameters in (10) are empirically selected as α 1 = 3.2 and α 2 = 10. For example, Fig. 5 depicts the values of the log-likelihood and the corresponding performance scores for exercise E1 (i.e., deep squat). The scores for the correct movements are shown in Fig. 5(b) and have values close to 1, and the majority of the scores for the incorrect movements are in the range between 0.7 and 0.9.
NN movement assessment: Inputs to the NNs are pairs of repetitions data and quality scores. The networks are trained in a supervised regression manner, where the output is a predicted value of the movement quality for an input repetition (i.e., the quality scores can be considered equivalent to class labels in classification tasks). Also, note that inputs to the network are the raw measurement data with 117 dimensions.
Each network model is run five times, and we report the average absolute deviation between the input quality scores and the quality scores predicted by the network. The results for the 10 exercises in the UI-PRMD dataset are displayed in Table IV . Lower values of the deviation indicate low errors by A performance example by the used CNN for exercise E1 is depicted in Fig. 6 . The set of 90 correct and 90 incorrect repetitions was split 0.7/0.3 into a training set of 124 and a validation set of 56 repetitions. The input scores and predicted scores for the training and validation sets are shown in Figs. 6(a) and (b), respectively. In the two sub-figures the first half of the scores are for the correct sequences and have values close to one, and the second half of the scores pertain to the incorrect sequences and have lower quality scores. Overall, the network predictions are close to the assigned quality scores for almost all data instances. Next, the effect of data augmentation on the employed NNs is investigated. Multiple values were adopted for the parameter k in (13), i.e., k ∈ {0.01, 0.03, 0.05, 0.07}, resulting in differing levels of added noise. By adding random noise to the 90 correct instances for exercise E1, 360 new instances were synthetically created. After the data augmentation, movement quality scores were calculated for the generated sequences, and the NNs were trained on data including the original real data and synthetic data. The results are displayed in Table IV .
The results indicate low errors in predicting the movement quality scores on the augmented dataset for all three network architectures.
VII. DISCUSSION
The article introduces a novel framework for the assessment of rehabilitation exercises via deep NNs. The framework includes performance metrics, scoring functions, and NN models.
Common metrics for quantifying the level of consistency in captured rehabilitation movements are surveyed and compared. The metrics include a model-less category that calculates distances between low-level measurement data points, and a model-less group that employs high-level latent states for estimating the data consistency. Studied metrics in the former group are Euclidean, Mahalanobis, and DTW distance, and in the latter group is GMM log-likelihood. The concept of separation degree is proposed for metric comparison. GMM log-likelihood outperformed the model-less metrics on the UI-PRMD dataset. Such results confirm our hypothesis that efficient movement assessment is strongly predicated on the provision of efficient models of human movements. Probabilistic approaches, such as the used GMM approach, have improved ability to handle the inherent variability and measurement uncertainty in human movement data, in comparison to the model-less approaches.
We compared the performance of PCA and maximum variance approaches for dimensionality reduction of human movements to a proposed approach that employs autoencoder NNs. Expectedly, the provision of nonlinear functions for neuron activations in autoencoders provided richer representational capacity of projected data into a lower dimensional space, in comparison to the linear technique of PCA and the simple concept of maximum variance.
The article introduces scoring functions for mapping the values of the performance metrics into quality scores in the range [0, 1]. The quality scores are afterward employed for training the NN models.
The performance of three deep NN architectures is investigated -CNNs, RNNs, and HNNs. The networks are trained via supervised regression, where for inputs comprising repetitions of rehabilitation exercises the inferred outputs are quality scores. The best performance was recorded by the CNN models. Although RNNs and HNNs employ recurrent layers that are specifically designed for processing sequential data, the results were not too surprising to our team for two key reasons: (1) the employed dataset is fairly small, consisting of less than 200 repetitions per exercises, and (2) a growing body of work report of improved performance by CNNs on time-series and movement data [43] , [44] . More specifically, recurrent networks utilize a larger number of parameters, thus they are more prone to overfitting on smaller datasets. Further, we observed improved network performance with additive noise for data augmentation, which may be of consideration in related biomedical studies, where data collection is expensive.
Our presented research has several limitations. First, the dataset used for validation of the approach comprises rehabilitation exercises collected with healthy subjects, rather than patients in rehabilitation programs. Second, we do not have a ground truth assessment of the movement quality by clinicians. For example, a movement quality score of 0.8 does not translate into a meaningful clinical score. Third, the approach is validated on measurements acquired with an expensive optical motion capturing system, whereas for practical applications in home-based rehabilitation we envision using an inexpensive color/depth camera (e.g., Kinect-like) for motion capture.
In future work, we will attempt to address the above-listed shortcomings of this study. I.e., we will focus on creating a dataset of rehabilitation exercises performed by patients and labeled by a group of clinicians who will assign quality scores. In addition, we will investigate the implementation of advanced NN architectures for hierarchical spatio-temporal modeling of rehabilitation data.
VIII. CONCLUSION
The article proposes a deep learning-based framework for assessment of rehabilitation exercises. To this end, an autoencoder NN is employed for reducing the dimensionality of skeleton data captured during the performance of repetitions of rehabilitation exercises. Further, the low-dimensional data representation is probabilistically modeled with a GMM and the log-likelihood of the movement repetitions is utilized as a metric for performance evaluation. A scoring function maps the values of the performance metric into movement quality scores. For each rehabilitation exercise a deep NN model is trained to learn the relationship between the movement data and quality scores, and generate quality scores for unseen repetitions of rehabilitation exercises. The experimental results indicate that the movement quality scores generated by the proposed deep learning-based framework closely follow the ground truth quality scores for the movements, and confirm the potential of deep learning models for assessing rehabilitation exercises.
