In this paper, the two-dimensional generalized complex Ginzburg-Landau equation (CGL)
Introduction
The description of spatial pattern formation or chaotic dynamics in continuum systems, in particular fluid dynamical system, is a challenging task in theoretical physics and applied mathematics. Due to the complexity of the corresponding nonlinear evolution equations, simpler model equations for which the mathematical issues can be solved with greater success, have been derived. The complex Ginzburg-Landau equation is one of these equations. It models the evolution of the amplitude of perturbations to steady-state solutions at the onset of instability. It is a particularly interesting model because it is a dissipative version of the nonlinear Schrödinger equation-a Hamiltonian equation which can possess solutions that form localized singularities in finite time.
The complex Ginzburg-Landau equation (CGL) is of the form:
Doering et al. [1] , Ghidaglia and Héorn [2] , studied the finite dimension of global attractor and related dynamical issues for the one or two spatial dimensional GLE with cubic nonlinearity (σ = 1). Bartuccelli, Constantin, Doering, Gibbon and Gisselfält [3] investigated the "soft" and "hard" turbulent behavior for this equation. Doering, Gibbon, Levermore [4] presented the existence and uniqueness of global weak and strong solutions for this equation in all spatial dimensions and for all degree of nonlinearity σ > 0. Levermore and Oliver studied the well-posedness and regularity questions for this equation [5] . D. Li studied Cauchy problem for generalized complex Ginzburg-Landau equation [6] .
In this paper, we consider two-dimensional generalized complex Ginzburg-Landau equation
with the following usual initial-value and boundary condition:
where u is a unknown complex-value function, is a Laplacian,
The main result of this paper is to establish the existence of global attractor for Eqs. (1.1)-(1.3) under appropriate assumption on degree of nonlinearity σ , and to estimate the Hausdorff and fractal dimensions of this attractor.
In the following, we denote that
Existence and uniqueness of the solution
First, we discuss local existence of the problem (1.1)-(1.3). We need the Agmon's inequality
and Gagliardo-Nirenberg inequality:
with 1 q, r ∞, 0 j < m and j m a < 1.
We define a linear operator in H = L 2 , Au = ν 2 u with definition domain D(A) = H 4 ∩ H 2 0 . By Lumer-Phillips theorem the linear operator A is the infinitesimal generator of a continuous semigroup of contraction s(t) = exp At for t > 0 (see [7,8]) .
Let
Then (1.1) can be rewritten as
In order to obtain the existence of local solution of the problem (1.1)-(1.3) for every u 0 ∈ H 2 (Ω), we need the following lemma.
By using G-N inequality, the proof of the lemma is not difficult, we omit it here. Therefore we have
with the property that
Proof. The result follows from Theorems 3.3.3, 3.3.4, 3.5.2 in [7] . In order to show the global existence of the solution for all t > 0, we need to establish some a priori estimates on u(t) in phase space L 2 and
where K 1 (R, T 1 ) depends on data and R, T 1 , and T 1 depends on the data and R when u 0 R.
Proof.
Taking inner product of (1.1) in H with u and then taking the real part of the resulting identity, it follows
We also have
Thus synthesizing the above inequality we obtain 1 2
for any positive constant K, integrating it we find that
Therefore, we deduce
Applying Gronwall's inequality we conclude (2.1). 2
Here and after we denote by C, c any constants depending on the data σ , ρ, ν, μ, α, β, λ 1 , λ 2 .
Lemma 2.4. Assume that the conditions of Lemma 2.3 hold, σ < 2 and
then for the solution of the problem (1.1)-(1.3) we have
where K 2 (R, T 2 ) depends on data and R, T 2 , and T 2 depends on the data and R when
Proof. Multiplying (1.1) by u then integrating on Ω and taking the real part of the resulting identity, we find that
First, we have
we get For the fifth term of right side in (2.5) we have
for the sixth term of right side in (2.5) we have
Similarly, due to
we infer that
By Lemma 2.3 and (2.7) with r = 2, we have
By (2.5)-(2.12) and Lemma 2.3, we obtain 1 2
The proof of the lemma follows from Gronwall's inequality. 
where K 3 (R, T 3 ) depends on data and R, T 3 , and T 3 depends on the data and R when u 0 H 2 R.
Proof. Taking the inner product of (1.1) with 2 u, then taking real part of the resulting identity, we find that 1 2
(2.14)
By G-N inequality, we have
We estimate terms of right side in (2.14) now. Noting that
we deduce 
Noting that
Applying Gronwall inequality, we conclude the proof of the lemma. 2
From Lemmas 2.3-2.5, we obtain the existence of global solution of the problem (1.1)-(1.3).
Theorem 2.6 (Global Existence). Assume that σ < 2 and
then there exists a unique global solution u(t) for problem (1.1)-(1.3) such that
Existence of the global attractor
By Theorem 2.6, we know that there exists a dynamical system S(t) (t 0) which maps
, the solution of problem (1.1)-(1.3). It is clear that {S(t)} t 0 enjoy the property of semigroup.
In this section, we construct the global attractor for the problem (1.1)-(1.3). We first prove the existence of absorbing sets. For the purpose, we need uniform a priori estimates in time.
Repeating the procedure of Lemma 2.3, we can derive
Choosing k large enough such that k = k − 1+2νρ ν 0, applying Gronwall's inequality we conclude
where
. Repeating the procedure of Lemma 2.4, we obtain 1 2
By G-N inequality and Young's inequality we easily obtain 2ρ ∇u
Thus, we give from (3.3),
By Gronwall's inequality, we obtain
and that . Repeating the proof of Lemma 2.5, we also have
Due to
Applying Gronwall inequality, we obtain 
is an absorbing set in H 2 (Ω).
In the following, we show that S(t) (t 0) : Proof. Taking the inner product of (1.1) with 3 u in L 2 (Ω), and then taking real part of the resulting identity, we find that
We estimate terms of right side in (3.9) now, (3.11)
we have
Similar to (3.12), we have
Noting that 15) substituting (3.11), (3.15) into (3.14) we obtain
Moreover, we deduce that
Inserting (3.10), (3.12), (3.13), (3.16) and (3.17) into (3.9) we deduce 1 2
By G-N inequality and Young's inequality again we infer from (3.18) that
Applying uniform Gronwall inequality we obtain
The proof of the lemma is completed. 2
Lemma 3.1 implies that dynamical system S(t)(t 0) is uniformly compact for large t in H 2 (Ω) and then by [9] we obtain the following theorem. 
S(t)B is maximal, compact, connected global attractor for S(t) on H 2 (Ω), where the closure is taken in H 2 (Ω).

Hausdorff dimension and the fractal dimension of the attractor
To establish the estimates of the upper bounds of the Hausdorff dimension and the fractal dimension of the attractor A, we consider the first variation equation of the problem (1.1)-(1.3)
with initial value condition
and periodic boundary condition
By the standard methods we can show that ∀v 0 ∈ H , the initial boundary value problem (1)- (3) possesses a unique v(t) such that
We can prove that semigroup S(t) is uniform differentiable on A, namely 
where K depends on the data (σ, ρ, ν, μ, Ω), T , and R when A H 2 R. 
where Proof. At a given time τ , let ϕ j (τ ), j ∈ N, is an orthonormal basis of
And thus, we have
Omitting temporarily the variable τ , we see that
We now majorize every term in (4.7) as follows
(4.13) Therefore, we have from (4.6)-(4.13)
(4.14)
Since the family ϕ j (j = 1, . . . , m) is orthonormal in H , we see that 1)-(1.3) , then the Hausdorff dimension of A is less than or equal to m, and its fractal dimension is less than or equal to 2m.
