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Abstract
Technologies to predict human actions are extremely im-
portant for applications such as human robot cooperation
and autonomous driving. However, a majority of the ex-
isting algorithms focus on exploiting visual features of the
videos and do not consider the mining of relationships,
which include spatial relationships between human and
scene elements as well as causal relationships in tempo-
ral action sequences. In fact, human beings are good at
using spatial and causal relational reasoning mechanism
to predict the actions of others. Inspired by this idea, we
proposed a Spatial and Causal Relationship based Graph
Reasoning Network (SCR-Graph), which can be used to
predict human actions by modeling the action-scene rela-
tionship, and causal relationship between actions, in spa-
tial and temporal dimensions respectively. Here, in spa-
tial dimension, a hierarchical graph attention module is de-
signed by iteratively aggregating the features of different
kinds of scene elements in different level. In temporal di-
mension, we designed a knowledge graph based causal rea-
soning module and map the past actions to temporal causal
features through Diffusion RNN. Finally, we integrated the
causality features into the heterogeneous graph in the form
of shadow node, and introduced a self-attention module to
determine the time when the knowledge graph information
should be activated. Extensive experimental results on the
VIRAT datasets demonstrate the favorable performance of
the proposed framework.
Human 1
Box
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What will he do next?
Figure 1. What determines a human’s future actions?
1. Introduction
In recent years, the interest in human action prediction
is increasing owing to its broad and important applications
such as autonomous driving [1], human-robot cooperation
[2],and security monitoring [3].
However, human action prediction is a particularly chal-
lenging problem owing to three main reasons (Figure.1): (1)
Future actions of humans are internally driven with a certain
purpose; however, because this purpose is not visible, we
can only make inferences and judgments based on available
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external information [4]. (2) The change of surrounding
environment or the intervention of other people affects the
next step in human action, by affecting the decision-making
[5]. (3) Even if human current action is the same in similar
environment, different past actions can cause different ac-
tion choices to be made in the future. Below, we will briefly
review the relative works about human action prediction and
introduce SRC-Graph method that proposed in this paper.
In recent years, various attempts have been made in hu-
man action prediction. The works in [6] [7][8] identified ac-
tivity prediction with early detection of short-duration sin-
gle action using hand-crafted features; however, the limited
expression ability of these features limits the effect of action
prediction. With the rapid development of deep learning,
researchers began to use deep neural network (two stream
CNNs [9], RNNs [10], 3D-CNNs [11][12], etc.) to auto-
matically extract video features, and predict actions based
on these features. [13] proposed a temporal deep model
to better learn activity progression for performing activity
detection and early detection tasks. But in this case, it is
easy to be disturbed by sample noise due to the models in-
ability to extract the key information of video accurately.
[14] designed a mem-LSTM model using CNN and LSTM
to model the spatial and time dimensions. However, be-
cause of taking the raw video images as the input and ignor-
ing mining the relationships behind, the prediction perfor-
mances of these methods are limited in both accuracy and
time horizon.
Recently, [1] proposed a model that pays particular atten-
tion to the subjects in the videos with human detection and
tracking over large time horizons. Good predictions have
been made in predicting the person’s behavior for the next
second, so it cannot predict the human actions after a longer
time ( 5 to 10 seconds). Li Fei-Fei and her team proposed an
end-to-end, multi-task learning system utilizing rich visual
features [3]. They encoded a person by using rich semantic
features about visual appearance, body movement and the
persons interaction with the surroundings. Their study was
motivated by the fact that humans derive such predictions
by relying on similar visual cues, and it achieved remark-
able better results and predict the future 4.8 seconds (12
frames) of person trajectory,
However, the methods above mainly focus on adding to-
gether, the visual features about the human behavioral infor-
mation, and the interaction of humans with their surround-
ings directly. The influence of the relationship between dif-
ferent objects and pedestrians on the future behavior of hu-
mans in the scene was not deeply explored. In addition, they
did not consider the causality in action sequences. For ex-
ample, as shown in Figure.1, if a person tend to a car while
pulling a box , in the next moment, he will have exhibit a
high probability of opening the trunk to place the box and
then opening the door to get into the car.
In consideration of the above factors, in order to accu-
rately predict the actions in a long period of time, we need
to not only model the relationship between human behav-
iors and objects in the scene, but also to conduct the causal
reasoning of transformation of actions according to the time
series of the actions.
We proposed a spatial and causal reasoning graph net-
work (SCR-Graph) to model the surrounding relationships
in spatial dimension and the causal relationships in time di-
mension. This is structurally composed of two parts: The
first part in spatial dimension is designed to capture the fea-
tures of spatial topological relation between the subject and
the surrounding environment elements. This is achieved
by constructing a hierarchical heterogeneous graph neural
network, so as to obtain the relation influence of the sur-
rounding objects and others on the subject. The second part
in time dimension is proposed to create a causal reasoning
module, whose function is to constrain the action prediction
results by using the action causal relationship reasoning, to
make it fit the logical relationship between the action se-
quences. At the same time, considering that the switching
time of actions is affected by multiple factors, we integrated
the causality features (which were acquired by the Gate-
Graph reasoning on knowledge graph in the time dimen-
sion) into the heterogeneous graph in the form of shadow
node, and introduced a self-attention module to judge when
the knowledge graph information should be activated dur-
ing processing.
The main contributions of this study are summarized
as follows:
(1) Inspired by the principles of humans powerful action
prediction ability, we proposed a two-stream graph frame-
work called SCR-Graph. Through construction of the sur-
rounding relationships modeling module in spatial dimen-
sion and the causal reasoning module in time dimension,
this model acquired the ability of logical reasoning in two
dimensions, thus imitating humans.
(2) To improve the models performance and generaliza-
tion ability, we construct Diffusion-RNN as a guidance to
automatically determine the action prediction results. We
further integrated the causality features into the heteroge-
neous graph in the form of shadow node.
(3) We conducted extensive experiments on action pre-
diction datasets and demonstrated the effectiveness of the
proposed framework.
2. Related work
The introduction of unstructured data modeling and pro-
cessing methods has greatly improved our algorithm. In this
section, we briefly review the existing methods on two prob-
lems related to our work: graph neural networks and knowl-
edge graphs.
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Figure 2. The overall framework of SCR-Graph.
2.1. Graph Neural Networks.
Graph neural networks (GNNs) are connectionist models
that capture the dependence of graphs via message passing
between the nodes of graphs [15]. These can be divided
into two types: graph convolution neural networks (GCN)
and graph gate neural networks (Gate-GNN).
For graph convolution neural network, advances in this
direction are often categorized as spectral approaches and
non-spectral approaches. [16] proposed the spectral net-
work, whose convolution operation is defined in the Fourier
domain by computing the eigen decomposition of the graph
Laplacian. But a model trained on a specific structure could
not be directly applied to a graph with a different structure,
which limited their application scenarios. Non-spectral ap-
proaches define convolutions directly on the graph operat-
ing on spatially close neighbors [17]. [18] proposed the
GraphSAGE, a general inductive framework, which can be
applied to different graph structures as it generates embed-
dings by sampling and aggregating features from a nodes
local neighborhood. [19] proposed a graph attention net-
work (GAT) which incorporates the attention mechanism
into the propagation step. It computes the hidden states of
each node by attending over its neighbors, following a self-
attention strategy. And [20] extends attention mechanism
to heterogeneous graphs to deal with those which contain
different types of nodes and links.
Gate based graph neural network attempts to use the gate
mechanism, similar to GRU [21] or LSTM [22], in the prop-
agation step to diminish the restrictions in the former GNN
models and improve the long-term propagation of informa-
tion across the graph structure [15].[23] combined Graph
Convolutional Networks (GCNs) and RNN to model spatial
structures and dynamic patterns. Although this achieves the
reasoning function of graph structure information in time
dimension, but it cannot be used in directed graphs. To
model the traffic flow as a diffusion process on a directed
graph, [24] proposed Diffusion Convolutional Recurrent
Neural Network (DCRNN), which has the ability to capture
the spatiotemporal dependencies on directed graphs.
2.2. Knowledge Graphs
Knowledge graph is a kind of structured knowledge base,
which describes the concepts, entities and their relation-
ships in the objective world in a structured way [25]. It
can be applied to various kind of tasks, such as situation
recognition [26], object detection [27] and visual relation-
ship extraction [28].
A knowledge based framework which can generalize to
other tasks was proposed in [29]. [30] introduced a graph
search neural network (GSNN), which can exploit large
knowledge graphs into an end-to-end framework for im-
age classification [31], this was different from the meth-
ods which treat knowledge graph as a separate compo-
nent in their frameworks. In addition, [31] applies knowl-
edge graphs for video classification, and propose a novel
knowledge-based attention model. However, using knowl-
edge graph to solve the problem of human action prediction
has not been studied in depth yet.
3. Our Approach
Problem Definition: We assumed that we already know
the tracking bounding box of all people and objects in the
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scene, based on which we can obtain the features of peo-
ple and objects easily. Given continuous video frames with
pedestrian tracking bounding boxes and object detection re-
sults, our model aims to predict each person’s actions in the
frame in the future.
Overall Framework: Fig.2 shows the overall network
architecture of our SC-Graph model.
(a) In spatial dimension: We constructed a hierarchical
heterogeneous graph attention network (H-GAT) to get the
interactive intention features of human-human and human-
scene interactions through the topological relationship be-
tween humans and objects in the scene. In addition, to make
the network capable of introducing causal reasoning fea-
tures when necessary, and for better integration of time di-
mension features, we designed a shadow node module with
fusion weight self-adjusting function.
(b) In time dimension: Based on the principle of statis-
tics, we construct Diffusion-RNN that have the ability of
graph causal reasoning to get the features and scores of dif-
ferent action nodes in the next moment. Then, we fuse the
features of the top K nodes and send them to the shadow
nodes to guide the results of action prediction more logi-
cally.
3.1. Graphs Construction methods
The construction of graph structure is an important foun-
dation of graph neural network reasoning. The quality of
graph structure construction determines the subsequent rea-
soning effect.
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Figure 3. Spatial relationship graph construction.
As shown in Figure.3, the targets that may attract human
interaction intention include people and objects in the scene.
Therefore, building the relationship between humans and
objects is a critical issue. What comes first is to reduce
the influence of irrelevant people and objects on a human’s
action prediction in the complex environment. Here, we set
up a human’s behavior perception range circle according to
each person’s size in the picture. The radius Dis(id) of this
circle is determined using Formula 1 and 2:
l(id) =
√
m(id)2 + n(id)2 (1)
Dis(id) = λ · l(id) (2)
Wherem(id), n(id) and l(id) are the width, height and di-
agonal length of pedestrian No. id in the picture respectivel,
and λ is a constant coefficient.
Then, we connected the objects within the subject’s per-
ception scope with the subject. But considering the spe-
cial influence of other people on the subject’s interaction in-
tention in the scene (for example, another person far away
from the scene wave his hand to subject, which will also
cause this subject’s interaction intention), we constructed
the graph structure in the form of full connection for hu-
mans. Using this rule, we can obtain the spatial dimension
graph structure in any scene.
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Figure 4. Temporal causal relationship graph construction.
In time dimension, as the causality of actions are directed
relation, constructing a directed knowledge graph can ob-
tain better experimental results and make the model more
convergent. The knowledge graph is a causality transfer
graph between different actions which is obtained by an-
alyzing the actions transfer of training dataset with statisti-
cal method. As shown in Figure.4, we calculate the tran-
sition probability matrix W of actions first, then build the
weighted dirrected graph structure representing the actions
switching relationships (more details is explaned in Section
4.3).
3.2. Action-scene relationship reasoning in spatial
dimension
After got the spatial relation graph structure, the next
question is how to define and extract the features of each
type of node. For ”human” type nodes, the features that may
have constraints on future actions include apparent features
(human appearance features, semantic features of human-
scene, etc.) and motion features (human trajectory features,
skeleton point motion features, etc.). Here we use LSTM to
encode all the human node related features, which is same
to [3]. And for object type nodes, the features contain ob-
jects catageray, size and location informations.
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Figure 5. Action-scene hierarchical features aggregation process.
As shown in Figure.5, the hierarchical features aggrega-
tion process on the graph can be divided into three steps:
node level, type level and shadow level aggregation. First
of all, node level aggregation is the process of aggregating
node features of the same type. As each node play a dif-
ferent role and show different importance in learning node
embedding for the specific task, we introduce node-level at-
tention can learn the importance of same type neighbors for
each node and aggregate the representation of these mean-
ingful neighbors to form a node embedding [20].
Due to the heterogeneity of nodes, different types of
nodes have different feature spaces. Therefore, for each
type of nodes, we design the type-specific transformation
matrix Mφi to project the features of different types of
nodes into the same feature space (Formula 3).
h
′
i = Mφi · hi (3)
Where hi and h
′
i are the original and projected feature
of node i , respectively. Then we leverage self-attention to
learn the weight among various kinds of nodes. The impor-
tance of node pair (i, j) in node level can be formulated as
Eq. 4 and get the weight coefficient eΦij via softmax function
as Eq. 5
eΦij = attnode(h
′
i,h
′
j ; Φ) (4)
αΦij = softmaxj(e
Φ
ij) (5)
Then, the embedding of node i in each type can be ag-
gregated by the neighbors projected features with the corre-
sponding coefficients as follows (Eq. 6):
zΦi =
K
‖
k=1
σ(
∑
j∈NΦi
αΦij · h
′
j) (6)
Where zΦi is the learned embedding of node i for the
meta-path Φ. And we extend node-level attention to multi-
head attention (K is the head number) so that the training
process is more stable.
For the type-level attention, the importance of each meta-
path, denoted as wΦi , is shown as follows (Eq. 7):
wΦi =
1
|V |
∑
i∈V
qT · tanh(W · zΦi + b) (7)
Here, W is the weight matrix, b is the bias vector, q is
the semantic-level attention vector. The weight of meta-
path Φi, denotedas βΦi ,can be obtained by normalizing the
above importance of all meta-paths using softmax function
as Eq. 8:
βΦi =
exp(wΦi)∑P
i=1 exp(wΦi)
(8)
With the learned weights as coefficients, we can fuse
these semantic-specific embeddings to obtain the embed-
ding Zc as follows (Eq. 9):
Zc =
P∑
i=1
βΦi · ZΦi (9)
Finally, in order to achieve the function of autonomously
fusing the output features of causal inference at the right
time, we introduce shadow nodes into the model. The ag-
gregation function in shadow level is formulate by Eq. 10:
Zo = σ(Zc + attnode(Zc; Φ) · Zs) (10)
In which Zs is the shadow node features and Zo is the
final embeded node features for action predicting. After
processed by FC and softmax module, the action prediction
results can be obtained. As it is a multi-lables classification
problem, we choose the BEC loss which is designed as:
L(x, y) =
N∑
n=0
−ωn[yn · log σ(xn) + (1− yn) · log(1− σ(xn))]
(11)
Here, x and y are the prediction result and ground truth,
respectively. N is the number of categories of actions and
ωn is the weight.
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3.3. Causal relationship reasoning module in tem-
poral dimension
As there are many causal relationships in human actions
sequence (such as upload box then get in the trunk), and
people often have multiple actions at the same time (such
as talk while walking). How to model the multiple co-
occurrence actions and causal reasoning in temporal dimen-
sion is the focus of this part.
We can represent the actions switching causality graph
as a weighted directed graph G = (V,E,W), where V is a
set of nodes |V | = N , E is a set of edges and W ∈ RN×N
is a weighted adjacency matrix representing the nodes prox-
imity [24].
Spatial dependency modeling:
In order to model the relationship between co-occurrence
behaviors, we introduce the diffusion convolution into our
method. The diffusion process can be represented as a
weighted combination of infinite random walks on the
graph [32].
The resulted diffusion convolution operation over a
graph signal X ∈ RN×P and a filter fθ is defined as:
X:,p?fθ =
K−1∑
k=1
(α(1−α)k(D−1O W)k)X:,p for p ∈ 1, ..., P
(12)
Here, θ ∈ RK are the parameters for the filter and D−1O W
represent the transition matrice of the diffusion process. In
which, DO = diag(Wl) is the out-degree diagonal matrix
and l is the all one vector. P is the dimension of each node’s
feature [24].
With the convolution operation defined in Eq.12, we
can build a diffusion convolutional layer that maps P-
dimensional features to Q-dimensional outputs. The diffu-
sion convolutional layer is formulated by Eq.13:
H:,q = a(
P∑
p=1
X:,p ? fΘq,p,:,:) for ∈ 1, ..., Q (13)
where H:,q is the output,{fΘq,p,:,:} are the filters and a
is the activation function.
Temporal dynamics modeling:
We leverage the Gated Recurrent Units (GRU) [33] to
model the temporal dependency. The Diffusion Convo-
lutional Gated Recurrent Unit (DCGRU) is formulated by
Eq.14-17.
r(t) = σ(Θr ? G[X(t),H(t−1)] + br) (14)
u(t) = σ(Θu ? G[X(t),H(t−1)] + bu) (15)
C(t) = tanh(ΘC ? G[X(t), (r(t) H(t−1))] + bc) (16)
H(t) = u(t) H(t−1) + (1− u(t)) C(t) (17)
where X(t), H(t)denote the input and output of at time t
, rr(t), u(t) are reset gate and update gate at time t, respec-
tively. Θr, Θu, ΘC are parameters for the corresponding
filters.
4. Experiments
In this section, we evaluate the performance of the pro-
posed method on the ActEV/VIRAT [34][35] dataset for ac-
tion prediction. The extensive results thus obtained demon-
strate the effectiveness of our method for the prediction of
human actions. Finally, we conducted a component analysis
of our framework according to several examples.
4.1. Implementation Details
Dataset: ActEV/VIRAT [34] is a public dataset released
by NIST in 2018 for activity detection research in streaming
video. This dataset is an improved version of VIRAT [35]
, with more videos and annotations. It includes 455 videos
at 30 fps from 12 scenes, more than 12 hours of recordings.
Most of the videos have a high resolution of 1920x1080.
Features: All the pre-extracted features used in this
model, including: human keypoints motion feature [36],
human appearance feature [37], trajectory feature, human-
object spatial feature and human-scene feature, are ex-
tracted through pre-trained model and uniformly encoded
through LSTM [3]. Each feature is encoded as a vector of
length 256.
4.2. Results and Analysis
(1) Knowledge graph construction:
We tested the construction effect of knowledge graph
first, since whose quality has a great influence on the subse-
quent graph reasoning effect.
We use statistical method to count the actions switch-
ing relationship and calculate the switching probability. In
details, we take every 12 frames in the training data set
as a time segment to count the number of people’s ac-
tions switchs between adjacent time segments, then we can
get a actions switching matrix, in which each unit repre-
sents the times of actions switching (includes self swich to
self). Based on this raw statistical data, we can calculate the
swiching probability by softmax function in each row.
Based on the probability switching matrix, we can build
the knowlegde graph, which is shown in Figure.6 (The
Action-ID correspondence is list in Table.1)
(2) Baseline method:
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Figure 6. The weighted directed knowledge graph.
Action ID Action ID Action ID
BG 0 Talking 10 Talking phone 20
Walking 1 Transport 11 Tunning 21
Standing 2 Unloading 12 PickUp 22
Carrying 3 Pull 13 Using Tool 23
Gesturing 4 Loading 14 SetDown 24
Closing 5 Open Trunk 15 Crouching 25
Opening 6 Closing Trunk 16 sitting 26
Interacts 7 Riding 17 Object Transfer 27
Exiting 8 Texting Phone 18 Push 28
Entering 9 PP Interaction 19 PickUp 29
Table 1. Correspondence between Actions and IDs.
We compare our method with the recent baseline: Next
[3] is an end-to-end model utilizing rich visual features
about the human behavioral information and interaction
with their surroundings to predict human actions, which
is similar with our work in this paper. This method uses
LSTMs to extract features, and directly splits different types
of features into a long vector. And based on the conbined
feature, they can get the prediction results.
(3) Comparisons with baseline method:
As this is a multi-lable classification problem, we use
Mean Average Precision (mAP) [38] to evaluate the results.
Features Next(mAP) Our Model(mAP) Improve
Full Features 0.192 0.213 10.9%
No P-Objects 0.198 0.213 7.6%
No P-Scene 0.206 0.211 2.4%
No P-Keypoint 0.190 0.212 11.6%
No P-Appearence 0.154 0.179 16.2%
Table 2. Comparison to baseline method Next on the
ActEV/VIRAT dataset
We test the two methods (Next and our method) with dif-
ferent input pre-extracted features, the experiment results
are shown in Table.1. The column on the left shows the
experimental results of Next, and the one on the right cor-
responds ours. From Table.1, we can find that our method
has a 2.4% - 16.2% improvement under each condition.
After in-depth analysis into the Nexts results, we find
that the P-Objects and P-Scene are noisy features, addi-
tion of which decrease the prediction accuracy of Next.
Different from Next, our method is not sensitive to these
noises. It is mainly because that our model uses attention
modules and hierarchical aggregation mechanism to embed
features, which makes it got the related features selection
and strong noises anti-interference ability (the performace
of our method with full features is 10.9% better than Next).
(4) Comparisons with different model types:
In this part, we try to analysis the impacts of different
parts of our model on the prediction results and the follow-
ing three experiments are conducted.
Model Type (mAP)
Human nodes only 0.194
Human and Objects nodes 0.208
Human, Objects and Shadow nodes 0.213
Table 3. Comparison results with different model types.
First, we examine the impact of human interactions on
the prediction and build the graph structure of spatial re-
lationships by utilizing human information alone. The
human-objects relationships as well as causal relationship
between actions are not considered. In this case, the mAP
of result is 0.194 (Table.2) which is similarly to that of
Next. This means that a proper designed feature aggre-
gation mechanism is important and is helpful to the action
prediction by using just simple features.
Then we embed both the human and objects nodes into
our model by the hierarchical attention aggregation mech-
anism. As shown from Table.2, the result is improved to
0.208 mAP, which implies that the introduction of human-
objects relationships can provide useful information and en-
hance the ability of prediction model. Meanwhile, by com-
paring with the results of Next, we can find that directly in-
troduce the scene information may produce noisy features,
which will decrease the prediction performance. On the
other hand, by modeling the action-scene relationship with
our hierarchical graph attention module, the features of dif-
ferent scene elements can be effectively aggregated, which
significantly improves the results of actions prediction.
Finally, we integrated the causality features into the het-
erogeneous graph of the action-scene relationship in the
form of shadow node. Moreover, because of the designing
of self-attention module, we can determine the time when
the knowledge graph information should be activated. In
this case, the prediction result acheives 0.213 mAP, which
is 10.9% higher than Next. It means that introducing causal
relationships between actions can further improve the pre-
diction result of our method.
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Figure 7. The middle layer outputs visualization and comparison experiment results of our model.
(5) Qualitative analysis:
We compare the performance of our model outputs and
the baseline while visualize the mid-level outputs of our
model as shown in Figure.7. In spatial dimension, the yel-
low lines are relationships between humans, and the white
represent relationships between human and objects. Bright-
ness of the connecting line corresponds to the weight of at-
tention. Accordingly, in the time dimension, the brightness
of different action nodes means the probability of each ac-
tion prediction output.
Figure.7(a) shows a simple scenario, in which a person is
carrying a box to another one near the car. The spatial rela-
tionships between human-scenes are visualized, from which
we can see that the person with box pays more attention to
the car and the driver ahead (the lines between them are
brighter than others). For the visualization of casual rela-
tionships, nodes in the knowledge graph are sequentially ac-
tivated from ”walking” and ”carrying” to ”talking”, ”trans-
fer”, ”walking” and ”carrying” during the period [t− 2µ, t]
which are consistent with human cognitions.
Figure.7(b) depicts a more complex scene and we take
the person at the bottom right of the view as an example
to illustrate the visualization performance of our method.
As shown form Figure.7(b), spatial relationships between
the person and the surrounding ones are closer than others.
Meanwhile, it can be inferred that the person is more likely
to cross the road with others together, which is inconsistent
with ground truth and demonstrate the effectiveness of our
method in the complex environment.
Figure.7(c) is a scene contains cooperation. We can find
that the person with baggage pays simillar attentions to both
the blue and white car, which may confuse the prediction
result. But the transfer of high interaction intention of the
partner in front enables our model to infer the correct an-
swer, which illustrate the hierarchical graph attention mod-
ule is useful to eliminate ambiguities. The result is consis-
tent with the results obtained according to the causal rea-
soning model.
5. Conclusions
In this work, considering the spatial and causal relational
reasoning mechanism for action prediction in human be-
ings, we proposed a spatial and causal relationship based
graph reasoning network (SCR-Graph), which can be used
to predict human actions by modeling the action-scene rela-
tionship and actions causal relationship in spatial and tem-
poral dimensions, respectively. By introducing the hierar-
chical graph attention module in the spatial dimension, our
model was able to fuse features of different kinds of scene
elements using different strategies. In the temporal dimen-
sion, we designed a knowledge graph based causal reason-
ing module by sequential nodes activation process. More-
over, we proposed a fusion method for spatial and causal re-
lationship features, with self-attention shadow nodes. The
effectiveness of our method is evidenced by its favorable
performance, as compared to existing methods.
In the future, we plan to explore the method to build an
effective relational reasoning model in the original video,
without annotation bounding boxes. This is a difficult prob-
lem because in a complex environment, it is difficult for
the existing human and object detection and tracking algo-
rithms to achieve reliable results. Therefore, our next goal
is to design a more adaptable relational reasoning model.
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