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SYSTEM IDENTIFICATION IN DYNAMICAL SAMPLING
SUI TANG
Abstract. We consider the problem of spatiotemporal sampling in
a discrete infinite dimensional spatially invariant evolutionary process
x(n) = Anx to recover an unknown convolution operator A given by
a filter a ∈ ℓ1(Z) and an unknown initial state x modeled as avector
in ℓ2(Z). Traditionally, under appropriate hypotheses, any x can be
recovered from its samples on Z and A can be recovered by the clas-
sical techniques of deconvolution. In this paper, we will exploit the
spatiotemporal correlation and propose a new spatiotemporal sampling
scheme to recover A and x that allows to sample the evolving states
x,Ax, · · · , AN−1x on a sub-lattice of Z, and thus achieve the spatiotem-
poral trade off. The spatiotemporal trade off is motivated by several in-
dustrial applications [36]. Specifically, we show that {x(mZ), Ax(mZ),
· · · , AN−1x(mZ) : N ≥ 2m} contains enough information to recover a
typical “low pass filter” a and x almost surely, in which we generalize
the idea of the finite dimensional case in [1]. In particular, we provide
an algorithm based on a generalized Prony method for the case when
both a and x are of finite impulse response and an upper bound of their
support is known. We also perform the perturbation analysis based on
the spectral properties of the operator A and initial state x, and ver-
ify them by several numerical experiments. Finally, we provide several
other numerical methods to stabilize the method and numerical example
shows the improvement.
1. Introduction
1.1. The dynamical sampling problem. In situations of practical inter-
est, physical systems evolve in time under the action of well studied opera-
tors, one common example is provided by the diffusion processes. Sampling
of such an evolving system can be done by sensors or measurement devices
that are placed at various locations and can be activated at different times.
In practice, increasing the spatial sampling density is usually much more
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expensive than increasing the temporal sampling rate ([36]). Given the dif-
ferent costs associated with spatial and temporal sampling, we aim to recon-
struct any states in the evolutionary process using as few sensors as possible,
but allow one to take samples at different time levels. Besides, in some cases,
obtaining samples at a sufficient rate at any single time level may not even be
possible, spatiotemporal sampling may resolve this issue by oversampling in
time. A natural question is whether one can compensate for insufficient spa-
tial sampling densities by oversampling in time. This setting has departed
from the classical sampling theory, where the samples are taken simultane-
ously at only one time level, see [3, 4, 34, 45, 16, 17, 15, 39, 13]. Dynamical
sampling is a newly proposed mathematical sampling framework. It involves
studying the time-space patterns formed by the locations of the measure-
ment devices and the times of their activation. Mathematically speaking,
suppose x is an initial distribution that is evolving in time satisfying the
evolution rule:
xt = Atx
where {At}t∈[0,∞) is a family of evolution operators satisfying the condition
A0 = I. Dynamical sampling asks the question: when do coarse samplings
taken at varying times {x|Ω0 , (At1x)|Ω1 , . . . , (AtN x)|ΩN } contain the same
information as a finer sampling taken at the earliest time? One goal of
dynamical sampling is to find all spatiotemporal sampling sets (χ, τ) =
{Ωt, t ∈ τ} such that the certain classes of signals x can be recovered from
the spatiotemporal samples xt(Ωt), t ∈ τ . In the above cases, the evolution
operators are assumed to be known. It has been well-studied in the context
of various evolutionary systems in a very general setting, see [2, 23, 11, 25,
21].
Another important problem arises when the evolution operators are them-
selves unknown or partially known. In this case, we are interested in finding
all spatiotemporal sampling sets and certain classes of evolution operators
so that the family {At}t∈[0,∞) or their spectrum and even the unknown
states can be identified. We call such a problem the unsupervised system
identification problem in dynamical sampling.
Applications to Wireless Sensor Networks (WSN) is a natural setting for
Dynamical sampling. WSN are widely used in many industries, including
the health, military, and environmental industries, see [40] for numerious
examples. In WSN, a huge amount of sensors are distributed to monitor a
physical field such as the pollution, temperature or pressure. The goal is
to exploit the evolutionary structure and the placement of sensors to recon-
struct an unknown field. However, the current approaches and algorithms
do not make use of the evolutionary structure of the field, see [26, 31, 31, 33].
It is not always possible to place sampling devices at the desired locations.
Then we may be able to recover the desired information by placing the sen-
sors elsewhere and use the evolution process to recover the signals at the
3relevant locations. In addition, dynamical sampling will make the recon-
struction cheaper since we use a reduced numer of sensors.
1.2. Problem Statement. In this subsection, we state an instance of the
unsupervised system identification problem of dynamical sampling in an
infinite dimensional setting. Let x ∈ ℓ2(Z) be an unknown initial spatial
signal and the evolution operator A be given by an unknown convolution
filter a ∈ ℓ1(Z) such that Ax = a ∗ x. At time t = n ∈ N, the signal x
evolves to be xn = A
nx = an ∗ x, where an = a ∗ a · · · ∗ a. We call this
evolutionary system spatially invariant. Given the spatiotemporal samples
with both x and A unknown, we would like to recover as much information
about them as we can under the given various priors. Here we first study
the case of uniform subsampling. Without loss of generality, we assume a
positive odd integer m (m > 1) to be the uniform subsampling factor. At
time level t = l, we uniformly undersample the evolving state Alx and get
the spatiotemporal data
(1.1) yl = (a
l ∗ x)(mZ),
which is a sequence in ℓ2(Z). It is obvious that at any single time level t = l,
we can not determine the state Alx from the measurement yl. The problem
we are going to consider can be summarized as follows:
Under what conditions on a,m,N and x, can a and x be recovered from
the spatiotemporal samples {yl : l = 0, · · · , N − 1}, or equivalently, from the
set of measurement sequences {x(mZ), (a ∗ x)(mZ), · · · , (aN−1 ∗ x)(mZ)}?
In [1], Aldroubi and Krishtal consider the recovery of an unknown d× d
matrix B and an unknown initial state x ∈ ℓ2(Zd) from coarse spatial sam-
ples of its successive states {Bkx, k = 0, 1, · · · }. Given an initial sampling
set Ω ⊂ Zd = {1, 2, · · · , d}, they employ techniques related to Krylov sub-
space methods to show how large li should be to recover all the eigen-
values of B that can possibly be recovered from spatiotemporal samples
{Bkx(i) : i ∈ Ω, k = 0, 1, · · · , li−1}. Our setup is very similar to the special
case of regular invariant dynamical sampling problem in [1]. In this special
case, they employ a generalization of the well known Prony method that
uses these regular undersampled spatiotemporal data first for the recovery
of the filter a. Then by using techniques developed in [21], they show how
to recover the initial state from these spatiotemporal samples. In this pa-
per, we will address the infinite dimensional analog of this special case and
provide more algorithms. In [12], Peter and Plonka use a generalized Prony
method to reconstruct the sparse sums of the eigenfunctions of some known
linear operators. Our generalization of Prony method shares some similar
spirits with it, but deals with a fundamentally different problem. In Sparse
Fourier Transformation, see [7, 8, 9, 10], the idea is to uniformly undersam-
ple the fixed signal with different factors so that one can group subsets of
Fourier space together into a small number of bins to isolate frequencies,
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then take an Aliasing-Based Search by Chinese Remainder Theorem so that
one can recover the coefficients and the frequencies. In our case, intuitively,
one can think of recovering of the shape of an evolving wave by observing
the amplitude of its aliasing version at fixed coarse locations over a long
period of time as opposed to acquiring all of the amplitudes at once, then
by the given priors, one can achieve the perfect reconstructions. Other sim-
ilar work include the the Slepian-Wolf distributed source coding problem
[6] and the distributed sampling problem in [37]. Our problem, however,
is very different from the above in the nature of the processes we study.
Distributed sampling problem typically deals with two signals correlated by
a transmission channel. We, on the other hand, can observe an evolution
process at several instances and over longer periods of time.
1.3. Notations. In the following, we use standard notations. By N, we
denote the set of all positive integers. The linear space of all column vectors
with M complex components is denoted by CM . The linear space of all
complexM×N matrices is denoted by CM×N . For a matrix AM,N = (aij) ∈
C
M×N , its transpose is denoted by ATM,N , its conjugate-transpose by A
∗
M,N ,
and its Moore-Penrose pseudoinverse by A+M,N . A square matrix AM,M is
abbreviated to AM . Its infinity norm is defined by
||AM ||∞ = max
1≤i≤M
(
M∑
j=1
|aij |).
For a vector z = (zi) ∈ C
M , the M ×M diagonal matrix built from z is
denoted by diag(z). We define the infinity norm ||z||∞ = max
i=1,··· ,M
|zi|. It is
easy to see that
||AM ||∞ = max
z∈CM ,||z||∞=1
||AMz||∞.
Further we use the known submatrix notation coincides with MATLAB. For
example, AM,M+1(1 :M, 2 :M+1) is the submatrix ofAM,M+1 obtained by
extracting rows 1 throughM and columns 2 throughM+1, andAM,M+1(1 :
M,M + 1) means the last column vector of AM,M+1.
Definition 1.1. The minimal annihilating polynomial of a square matrix
AM is p
AM [z], if it is the monic polynomial of smallest degree among all
the monic polynomials p such that p(AM ) = 0. We will denote the degree
of pAM [z] by deg(pAM ).
5Let the monic polynomial p[z] =
M−1∑
k=0
pkz
k + zM , the companion matrix
of p[z] is defined by
Cp[z] =

0 0 · · · 0 −p0
1 0 · · · 0 −p1
0 1 · · · 0 −p2
...
...
. . .
...
...
0 0 · · · 1 −pM−1
 .
Definition 1.2. Let w1, w2, · · · , wn be n distinct complex numbers, denote
w = [w1, · · · , wn]
T , the n × N Vandermonde matrix generated by w is
defined by
(1.2) Vn,N(w) =

1 w1 · · · w
N−1
1
1 w2 · · · w
N−1
2
...
...
. . .
...
1 wn · · · w
N−1
n
 .
Definition 1.3. For a sequence c = (cn)n∈Z ∈ ℓ
1(Z) or ℓ2(Z), we define its
Fourier transformation to be the function on the Torus T = [0, 1)
cˆ(ξ) =
∑
n∈Z
cne
−2πinξ, ξ ∈ T.
The remainder of the paper is organized as follows: In section 2, we dis-
cuss the noise free case. From a theoretical aspect, we show that we can
reconstruct a “typical low pass filter” a and the initial signal x from the dy-
namical spatiotemporal samples {yl}
N−1
l=0 almost surely, provided N ≥ 2m.
For the case when both a and x are of finite impulse response and an upper
bound of their support is known, we propose a Generalized Prony Method
algorithm to recover the Fourier spectrum of a. In section 3, we provide
a perturbation analysis of this algorithm. The estimation results are for-
mulated in the rigid ℓ∞ norm and give us an idea of how the performance
depends on the system parameters a, x and m. In section 4, we do several
numerical experiments to verify some estimation results. In section 5, we
propose several other algorithms such as Generalized Matrix Pencil method,
Generalized ESPRIT Method and Cadzow Denoising methods to improve
the effectiveness and robustness of recovery. The comparison between al-
gorithms is illustrated by a numerical example in section 6. Finally, we
summarize the work in section 7.
2. Noise-free recovery
We consider the recovery of a frequently encountered case in applications
when the filter a ∈ ℓ1(Z) is a “typical low pass filter” so that aˆ(ξ) is real,
symmetric and strictly decreasing on [0, 12 ]. An example of such a typical low
pass filter is shown in Figure 1. The symmetry reflects the fact that there
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is often no preferential direction for physical kernels and monotonicity is a
reflection of energy dissipation. Without loss of generality, we also assume a
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Figure 1. A Typical Low Pass Filter
is a normalized filter, i.e., |aˆ(ξ)| ≤ 1, aˆ(0) = 1. In this section, we assume the
spatiotemporal data yl = (a
l ∗ x)(mZ) is exact. Define the downsampling
operator Sm : ℓ
2(Z)→ ℓ2(Z) by
(Smx)(k) = x(mk), k ∈ Z,
then yl = Sm(a
l ∗x). Due to the Poisson Summation formula and the convo-
lution theorem, we have the Lemma below for the downsampling operator.
Lemma 2.1. The Fourier transform of each measurement sequence yl =
Sm(a
l ∗ x) at ξ ∈ T is
(2.1) yˆl(ξ) =
1
m
m−1∑
i=0
aˆl(
ξ + i
m
)xˆ(
ξ + i
m
).
Let N be an integer satisfying N ≥ 2m, we define the (N−m)×1 column
vector
(2.2) ht(ξ) = [yˆt(ξ), yˆt+1(ξ), · · · , yˆN−m+t−1(ξ)]
T ,
and build the Hankel matrices
(2.3) HξN−m,m(0) =
[
h0(ξ),h1(ξ), · · · ,hm−1(ξ)
]
,
H
ξ
N−m,m(1) =
[
h1(ξ),h1(ξ), · · · ,hm(ξ)
]
.
For ξ ∈ T, we introduce the notations x(ξ) = [xˆ( ξ
m
), · · · , xˆ( ξ+m−1
m
)]T and
w(ξ) = [aˆ( ξ
m
), · · · , aˆ( ξ+m−1
m
)]T .
Proposition 2.1. Let N be an integer satisfying N ≥ 2m.
7(1) Then the rectangular Hankel matrices can be factorized in the fol-
lowing form:
(2.4) mHξN−m,m(s) = V
T
m,N−m(w(ξ))diag(x(ξ))diag(w(ξ))
sVm(w(ξ)),
where s = 0, 1. The Vandermonde matrix Vm,N−m(w(ξ)) andVm(w(ξ))
are given in the way as indicated in Definition 1.2.
(2) Assume the entries of x(ξ) are all nonzero. The rank of the Hankel
matrix HξN−m,m(0) can be summarized as follows:
Rank HξN−m,m(0) =
{
m if ξ 6= 0 or 12 ,
m+1
2 otherwise.
(3) Assume the entries of x(ξ) are all nonzero. For ξ 6= 0, 12 , the vec-
tor q(ξ) = [q0(ξ), · · · , qm−1(ξ)]
T is the unique solution of the linear
system
(2.5) HξN−m,m(0)q(ξ) = −hm(ξ)
if and only if the polynomial
(2.6) qξ[z] =
m−1∑
k=0
qk(ξ)z
k + zm
with coefficients given by q(ξ) is the minimal annihilating polynomial
of the diagonal matrix diag(w(ξ)). In other words, the polynomial
qξ[z] has all aˆ( ξ+i
m
) ∈ R (i = 0, · · · ,m − 1) as roots. Moreover, if
p[z] is a monic polynomial of degree m, then
(2.7) HξN−m,m(0)C
p[z] = HξN−m,m(1)
if and only if p[z] is the minimal annihilating polynomial of diag(w(ξ)).
Proof. (1) By Lemma 2.1, for t = 0, · · · ,m− 1, we have the identity:
mht(ξ) = V
T
m,N−m(w(ξ))diag(x(ξ))Vm(w(ξ))(:, t + 1).
Hence the first identity follows by the definition of HξN−m,m(0). Notice that
for t ≥ 1,
mht(ξ) = V
T
m,N−m(w(ξ))diag(x(ξ))diag(w(ξ))Vm (w(ξ))(:, t),
the second identity follows similarly.
(2) By the symmetric and monotonicity condition of aˆ on T, we have
(2.8) Rank Vm(w(ξ)) =
{
m if ξ 6= 0 or 12 ,
m+1
2 otherwise.
Since N ≥ 2m, Rank Vm(w(ξ)) = Rank V
T
m,N−m(w(ξ)). By our assump-
tions, diag(x(ξ)) is invertible. The rank of Hankel matrix HξN−m,m(0) can
be computed by its factorization results in (1).
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(3) If ξ 6= 0 or 12 , then the diagonal matrix diag(w(ξ)) has m distinct eigen-
values consist of {aˆ( ξ+i
m
) : i = 0, · · · ,m − 1}. The minimal annihilating
polynomial of diag(w(ξ)) is of degree m. Suppose qξ[z] =
m−1∑
k=0
qk(ξ)z
k + zm
is the minimal annihilating polynomial of diag(w(ξ)), qξ[diag(w(ξ))] = 0.
In other words,
m−1∑
k=0
qk(ξ)diag(w(ξ))
k = −diag(w(ξ))m.
Then
H
ξ
N−m,m(0)q(ξ) =
m−1∑
k=0
qk(ξ)hk(ξ)
= VTm,N−m(w(ξ))(
m−1∑
k=0
qk(ξ)diag(w(ξ))
k)x(ξ)
= −VTm,N−m(w(ξ))diag(w(ξ))
mx(ξ)
= −hm(ξ).
(2.9)
Conversely, if q(ξ) is the solution of linear system (2.5), let the monic poly-
nomial given by q(ξ) be qξ[z], then by the computation process of (2.9), we
have
VTm,N−m(w(ξ))q
ξ [diag(w(ξ))]x(ξ) = 0.
Since VTm,N−m(w(ξ)) is full column rank, q
ξ[diag(w(ξ))]x(ξ) = 0. By the
fact that qξ[diag(w(ξ))] is diagonal and x(ξ) has no zero entries, we know
qξ[z] is a monic annihilating polynomial of diag(w(ξ)). The minimality is
followed by counting its degree. If p[z] is a monic annihilating polynomial
of diag(w(ξ)), by computations, it is easy to show the identity (2.7) is an
equivalent formulation with the identity (2.5). 
Corollary 2.1. In the case of ξ = 0 or 12 , if diag(x(ξ)) is invertible, then
the coefficient vector of the minimal annihilating polynomial of diag(w(ξ))
c(ξ) ∈ R
m+1
2 is the unique solution of the following linear system:
(2.10) Hξ
N−m,m+1
2
(0)c(ξ) = −hm+1
2
(ξ),
where Hξ
N−m,m+1
2
(0) =
[
h0(ξ), · · · ,hm−1
2
(ξ)
]
.
Let µ denote the Lebesgue measure on T, and X be a subclass of ℓ2(Z)
defined by
X = {x ∈ ℓ2(Z) : µ({ξ ∈ T : xˆ(ξ) = 0}) = 0}.
Clearly, X is a dense class of ℓ2(Z) under the norm topology. In noise free
scenario,we show that we can recover a and x provided that our initial state
x ∈ X.
9Theorem 2.2. Let x ∈ X be the initial state and the evolution operator A
be a convolution operator given by a ∈ ℓ1(Z) so that aˆ(ξ) is real, symmetric,
and strictly decreasing on [0, 12 ]. Then a and x can be recovered from the set
of measurement sequences {yl = (a
l ∗ x)(mZ) : l = 0, · · · , N − 1} defined in
(1.1) when N ≥ 2m.
Proof. Since Fourier transformation is an isometric isomorphism from ℓ2(Z)
to L2(T), we can look at this recovery problem on the Fourier domain equiv-
alently. We are going to show that the regular subsampled data {yl}
N−1
l=0
contains enough information to recover the Fourier spectrum of a on T up
to a measure zero set. By our assumptions of x, there exists a measurable
subset E0 of T with µ(E0) = 1, so that diag(x(ξ)) is an invertible matrix
for ξ ∈ E0. Let E = E0 − {0,
1
2}, if ξ ∈ E, by (3) of Proposition 2.1, we
can recover the minimal annihilating polynomial of diag(w(ξ)). Now to re-
cover the diagonal entries of diag(w(ξ)), it amounts to finding the roots of
this minimal annihilating polynomial and ordering them according to the
monotonicity and symmetric condition on aˆ. In summary, for each ξ ∈ E,
we can uniquely determine {aˆ( ξ+i
m
) : i = 0, · · · ,m− 1}. Note µ(E) = 1, and
hence we can recover the Fourier spectrum of a up to a measure zero set.
The conclusion is followed by applying the inverse Fourier transformation
on aˆ(ξ). Once a is recovered, we can recover x from the spatiotemporal
samples {yl}
m−1
l=0 using techniques developed in [11]. 
Theorem 2.2 addresses the infinite dimensional analog of Theorem 4.1 in
[1]. If we don’t know anything about a in advance, with minor modifica-
tions of the above proof, one can show the recovery of the range of aˆ on a
measurable subset of T, where the measure of this subset is 1.
Definition 2.3. Let a = (a(n))n∈Z, the support set of a is defined by
Supp(a) = {k ∈ Z : a(k) 6= 0}. If Supp(a) is a finite set, a is said to be of
finite impulse response.
In particular, if x is of finite impulse response, then x ∈ X. Now if both
x and a are of finite impulse response, and we know an upper bound r ∈ N
such that Supp(a) and Supp(x) are contained in {−r,−r + 1, · · · , r}, then
we can compute the value of the Fourier transformation of {yl}
N−1
l=0 at any
ξ ∈ T. From the proof of Theorem 2.2, we can give an algorithm similar to
the classical Prony method to recover {aˆ( ξ+i
m
) : i = 0, · · · ,m − 1} almost
surely, given ξ chosen uniformly from T. It is summarized in Algorithm 1.
Corollary 2.2. In addition to the assumptions of Theorem 2.2, if both a and
x are of finite impulse response with support contained in {−r,−r+1, · · · , r}
for some r ∈ N, then it is enough to determine a and x after we recover
{aˆ(ηi) : i = 1, · · · , r} at r distinct locations by Algorithm 1.
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Algorithm 1 Generalized Prony Method
Input: N ≥ 2m, r ∈ N, {yl}
N−1
l=0 , ξ(6= 0,
1
2) ∈ T.
1: Compute the Fourier transformation of the measurement sequences
{yl}
N−1
l=0 and build the Hankel matrix H
ξ
N−m,m(0) and the vector hm(ξ).
2: Compute the solution of the overdetermined linear system (2.5):
H
ξ
N−m,m(0)q(ξ) = −hm(ξ).
Form the polynomial qξ[z] =
m−1∑
k=0
qk(ξ)z
k + zm and find its roots, this
can be done by solving the standard eigenvalue problem of its companion
matrix.
3: Order the roots by the monotonicity and symmetric condition of aˆ to
get {aˆ( ξ+i
m
) : i = 0, · · · ,m− 1}.
Output: {aˆ( ξ+i
m
) : i = 0, · · · ,m− 1}.
Proof. Under these assumptions, we know
(2.11) aˆ(ξ) = a(0) +
r∑
k=1
a(k) cos(2πkξ).
Suppose {aˆ(ηi) : i = 1, · · · , r, ηi 6= ηj if i 6= j} are recovered, we set up the
following linear equation
(2.12)

1 cos(2πη1) · · · cos(2rπη1)
1 cos(2πη2) · · · cos(2rπη2)
...
... · · ·
...
1 cos(2πηr) · · · cos(2rπηr)


a(0)
a(1)
...
a(r)
 =

aˆ(η1)
aˆ(η2)
...
aˆ(ηr)
 .
Note that {1, cos(2πη), · · · , cos(2rπη)} is a Chebyshev system on [0, 1](see
[48]), and hence (2.12) has a unique solution. Then we can recover x by
solving the linear system
VTm,N−m(w(ξ))x(ξ) = h0(ξ)
for finitely many ξs, which finishes the proof. 
3. Perturbation Analysis
In previous sections, we have shown that if we are able to compute the
spectral data {yˆl(ξ)}
N−1
l=0 at ξ, then we can recover the Fourier spectrum
{aˆ( ξ+i
m
) : i = 0, · · · ,m − 1} by Algorithm 1. However, we assume the
spectral data are noise free. A critical issue still remains. We need to
analyze the accuracy of the solution achieved by Algorithm 1 in the presence
of noise. Mathematically speaking, assume the measurements are given by
{y˜l}
N−1
l=0 compared to (1.1) so that ||yˆl(ξ) −
̂˜yl(ξ)||∞ ≤ ǫl for all ξ ∈ T.
Given an estimation for ǫ = maxl|ǫl|, how large can the error be in the
worst case for the output parameters of Algorithm 1 in terms of ǫ, and the
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system parameters a, x and m. Most importantly, we need to understand
analytically what kind of effects that the subsampling factor m will impose
on the performance of the Algorithm 1.
In this section, for simplicity, we choose N = 2m to meet the minimal
requirement. In this case, the Hankel matrix HξN−m,m(0) is a square ma-
trix and the vectors ht(ξ) are of length m. We denote them by two new
notations: Hm(ξ) and bt(ξ). Our perturbation analysis will consist of two
steps. Suppose our measurements are perturbed from {yl}
2m−1
l=0 to {y˜l}
2m−1
l=0 .
For any ξ, we firstly measure the perturbation of q(ξ) in terms of ℓ∞ norm.
Secondly we measure the perturbation of the roots. It is well known that the
roots of a polynomial are continuously dependent on the small change of its
coefficients, see Proposition 3.1. Hence, for a small perturbation, although
the roots of the perturbed polynomial q˜ξ[z] may not be real, we can order
them according to their modulus and have a one to one correspondence with
the roots of qξ[z]. Before presenting our main results in this section, let us
introduce some useful notations and terminologies.
Definition 3.1. Let ξ ∈ T−{0, 12}, consider the set {aˆ(
ξ+i
m
) : i = 0, · · · ,m−
1} that consists of m distinct nodes.
(1) For 0 ≤ k ≤ m− 1, the separation between aˆ( ξ+k
m
) with other m− 1
nodes is measured by
δk(ξ) =
1∏
j 6=k
0≤j≤m−1
|aˆ( ξ+j
m
)− aˆ( ξ+k
m
)|
.
(2) For 0 ≤ k ≤ m, the k-th elementary symmetric function generated
by the m nodes is denoted by
(3.1) σk(ξ) =
1 if k=0,∑
0≤j1<···<jk≤m−1
aˆ( ξ+j1
m
)aˆ( ξ+j2
m
) · · · aˆ( ξ+jk
m
) otherwise.
For 0 ≤ k, i ≤ m − 1, the k-th elementary symmetric function gen-
erated by m− 1 nodes with aˆ( ξ+i
m
) missing is denoted by σ
(i)
k
(ξ).
The following Proposition measures the perturbation of the polynomial
roots in terms of the perturbation of its coefficients and is the key to our
perturbation analysis.
Proposition 3.1 (see Proposition V.1 in [42]). Let zk be a root of mul-
tiplicity Mk ∈ N
+ of the r-th order polynomial p[z]. For all ǫ > 0, let
pǫ[z] = p[z] + ǫ∆p[z], where ∆p[z] is a polynomial of order lower than r.
Suppose that ∆p[zk] 6= 0. Then there exists a positive ǫ0 such that for all
ǫ < ǫ0 there are exactly Mk roots of pǫ[z], denoted {zk,m(ǫ)}m∈{0,··· ,Mk−1},
which admit the first-order fractional expansion
(3.2) zk,m(ǫ) = zk + ǫ
1
Mk ∆zke
2πi m
Mk +O(ǫ
2
Mk ),
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where ∆zk is an arbitrary Mk-th root of the complex number
(3.3) (∆zk)
Mk = −
∆p[zk]
1
Mk!
p(Mk)[zk]
.
Proposition 3.2. Let the perturbed measurements {y˜l}
2m−1
l=0 be given with
an error satisfying || ̂˜yl(ξ)− yˆl(ξ)||∞ ≤ ǫ,∀l. Let H˜m(ξ) and b˜m(ξ) be given
by { ̂˜yl(ξ)}2m−1l=0 in the same way as in (2.3) and (2.1). Assume Hm(ξ) is
invertible and ǫ is sufficient small so that H˜m(ξ) is also invertible. Denote
by q˜(ξ) the solution of the linear system H˜m(ξ)q˜(ξ) = −b˜m(ξ). Let q˜
ξ[z] be
the Prony polynomial formed by q˜(ξ) and {˜ˆa( ξ+i
m
) : i = 0, · · · ,m− 1} be its
roots, then we have the following estimates as ǫ→ 0,
(3.4) ||q(ξ) − q˜(ξ)||∞ ≤ ||H
−1
m (ξ)||∞(1 +mβ1(ξ))ǫ+O(ǫ
2),
where β1(ξ) = max
k=1,··· ,m
|σk(ξ)|. As a result, we achieve the following first
order estimation
(3.5) |˜ˆa(
ξ + i
m
)− aˆ(
ξ + i
m
)| ≤ Ci(ξ)(1 +mβ1(ξ))||H
−1
m (ξ)||∞ǫ+O(ǫ
2),
where Ci(ξ) = δi(ξ) · (
m−1∑
k=0
|aˆk( ξ+i
m
)|).
Proof. Note that linear system (2.5) is perturbed to be
(3.6) H˜m(ξ)q˜(ξ) = −b˜m(ξ).
By our assumptions, we have
(3.7) ||∆Hm(ξ)||∞ = ||H˜m(ξ)−Hm(ξ)||∞ ≤ mǫ,
(3.8) ||∆bm(ξ)||∞ = ||b˜m(ξ)− bm(ξ)||∞ ≤ ǫ.
Define ∆q(ξ) = q˜(ξ)− q(ξ), by simple computation,
(3.9) ∆q(ξ) = H−1m (ξ)(I +H
−1
m (ξ)∆Hm(ξ))
−1(−∆bm(ξ)−∆Hm(ξ)q(ξ)).
Hence if ǫ→ 0, we obtain
(3.10) ∆q(ξ) = H−1m (ξ)(−∆bm(ξ)−∆Hm(ξ)q(ξ)) +O(ǫ
2).
Now we can easily get an estimation of ℓ∞ norm of ∆q(ξ)
(3.11) ||∆q(ξ)||∞ ≤ ||H
−1
m (ξ)||∞(1 +m||q(ξ)||∞)ǫ+O(ǫ
2).
Since {aˆ( ξ+i
m
) : i = 0, · · · ,m − 1} are the roots of qξ[z], using Vieta’s For-
mulas(see [43]), we know
||q(ξ)||∞ = max
1≤k≤m
|σk(ξ)|.
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Let (∆q(ξ))[z] be the polynomial of degree less than or equal to m − 1
defined by the vector ∆q(ξ). Using Proposition 3.1, and denote by (qξ)
′
[z]
the derivative function of qξ[z], for 0 ≤ i ≤ m− 1, we conclude
|˜ˆa(
ξ + i
m
)− aˆ(
ξ + i
m
)| = |
∆q(ξ)[aˆ( ξ+i
m
)]
(qξ)′ [aˆ( ξ+i
m
)]
+O(ǫ2)|
≤
||∆q(ξ)||∞(
m−1∑
k=0
|aˆk( ξ+i
m
)|)∏
j 6=i
0≤j≤m−1
|aˆ( ξ+j
m
)− aˆ( ξ+i
m
)|
+O(ǫ2)
≤ Ci(ξ)||H
−1
m (ξ)||∞(1 +m max
1≤k≤m
|σk(ξ)|)ǫ +O(ǫ
2),
(3.12)
where Ci(ξ) = δi(ξ)(
m−1∑
k=0
|aˆk( ξ+i
m
)|).

Therefore it is important to understand the relation between the behavior
of ||H−1m (ξ)||∞ and our system parameters, i.e, a, m and x. Next, we are
going to estimate ||H−1m (ξ)||∞ and reveal their connection with the spectral
properties of a,x and the subsampling factor m.
Proposition 3.3. Assume Hm(ξ) is invertible, we have the lower bound
estimation
(3.13) ||H−1m (ξ)||∞ ≥ m · max
i=0,··· ,m−1
β2(i, ξ)δi(ξ)
|xˆ( ξ+i
m
)|
,
where β2(i, ξ) = max
k=0,··· ,m−1
|σ
(i)
k (ξ)|, and the upper bound estimation
(3.14) ||H−1m (ξ)||∞ ≤ m · max
i=0,··· ,m−1
(δi(ξ)
∏
j 6=i
0≤j≤m−1
(1 + |aˆ( ξ+j
m
)|))2
|xˆ( ξ+i
m
)|
.
Proof. Firstly, we prove the lower bound for ||H−1m (ξ)||∞. Denote the Van-
dermonde matrix Vm(w(ξ)) by the abbreviated Vm(ξ). Suppose V
−1
m (ξ) =
(vki)1≤k,i≤m is the inverse of Vm(ξ), by the inverse formula for a standard
Vandermonde matrix,
vki = (−1)
m−kσ
(i−1)
m−k (ξ)δi−1(ξ).
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Let {ei}
m
i=1 be the standard basis for C
m and wi(ξ) = V
T
m(ξ)ei for i =
1, · · · ,m. Since |aˆ(ξ)| ≤ 1, we conclude that ||wi||∞ = 1.
||H−1m (ξ)||∞ ≥ max
i=1,··· ,m
||H−1m (ξ)wi(ξ)||∞
≥ m · max
i=1,··· ,m
||V−1m (ξ)ei||∞
|xˆ( ξ+i
m
)|
= m · max
i=0,··· ,m−1
β2(i, ξ)δi(ξ)
|xˆ( ξ+i
m
)|
.
(3.15)
On the other hand, using the factorization (2.4) and the upper bound norm
estimation for the inverse of a Vandermonde matrix in [49], we show that
||H−1m (ξ)||∞ ≤ m||V
−1
m (ξ)||∞||((V
−1
m )
T (ξ))||∞||diag
−1(x(ξ))||∞
≤ m max
i=0,··· ,m−1
(δi(ξ)
∏
j 6=i
0≤j≤m−1
(1 + |aˆ( ξ+j
m
)|))2
|xˆ( ξ+i
m
)|
.
(3.16)

As an application of Proposition 3.3, the following theorem sheds some
light on the dependence of ||H−1m (ξ)||∞ on m.
Theorem 3.2. If |xˆ(ξ)| ≤ M for every ξ ∈ T, then ||H−1m (ξ)||∞ ≥ O(2
m).
Therefore, ||H−1m (ξ)||∞ →∞ as m→∞.
Proof. We show this by provingm· max
i=0,··· ,m−1
δi(ξ) ≥ O(2
m). Note β2(i, x) ≥
|σ
(i)
0 (ξ)| = 1. By (3.15),
(3.17) ||H−1m (ξ)||∞ ≥ m ·
max
i=0,··· ,m−1
δi(ξ)
M
= O(2m),
the conclusion follows. Let c(ξ) = max
i=0,··· ,m−1
δi(ξ). Note that
1
c(ξ)m
≤
m−1∏
i=0
1
δi(ξ)
=
∏
0≤i<j≤m−1
|aˆ(
ξ + i
m
)− aˆ(
ξ + j
m
)|2
= |det(Vm(ξ)|
2.
(3.18)
Since every entry of w(ξ) is contained in [−1, 1], the Chebyshev points on
[−1, 1] maximize the determinant of Vandermonde matrix, see [24]. There-
fore, by the formula for the determinant of a Vandermonde matrix on the
Chebyshev points in [47], we get
|det(Vm(ξ))|
2 ≤
mm
2(m−1)2
.
By (3.18),
c(ξ) ≥
2
(m−1)2
m
m
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which implies that m · c(ξ) ≥ O(2m). Hence by (3.17)
||H−1m (ξ)||∞ ≥ O(2
m)→∞,m→∞.

Remark 3.3. By our proof, we also see that ||H−1m (ξ)||∞ grows at least geo-
metrically when m increases.
Summarizing, our results in this section suggest that
(1) For 0 ≤ k ≤ m − 1, the accuracy of recovering the node aˆ( ξ+k
m
)
not only depends on its separation with other nodes δk(ξ)(see Def-
inition 3.1), but also depends on the global minimal separation
δ(ξ) = max
k=0,··· ,m−1
δk(ξ) among the nodes. Fix m,x, our estimations
(3.12) and (3.16) suggest that error |∆k(ξ)| = |ˆ˜a(
ξ+k
m
) − aˆ( ξ+k
m
)| in
the worst possible case could be proportional to δk(ξ)δ
2(ξ). Our
numerical experiment suggests this is sharp, see Figure 2 (c) and
(d).
(2) The accuracy of recovering all nodes is inversely proportional to the
lowest magnitude of {xˆ( ξ+i
m
) : i = 0, · · · ,m− 1}.
(3) Increasing m may result in amplifying the error caused by the noise
significantly. Since by the proof of Theorem 3.2, ||H−1m ||∞ grows at
least geometrically when m increases. Thus, when m increases, the
infinity norm of H−1m (ξ) gets bigger and our solutions become more
likely less robust to noise, see Figure 2 (a) and (b).
4. Numerical Experiment
In this section, we provide some simple numerical simulations to verify
some theoretical accuracy estimations in section 3.
4.1. Experiment Setup. Suppose our filter a is around the center of radius
3. For example, Let a = (· · · 0, 0.05, 0.4, 0.1, 0.4, 0.05, 0, · · · ) such that aˆ(ξ) =
0.1 + 0.8 cos(2πξ) + 0.1 cos(4πξ), x = (· · · , 0, 0.242, 0.383, 0.242, 0, · · · ) such
that xˆ(ξ) = 0.383 + 0.484 cos(2πξ). We choose m = 3.
(1) In this experiment, we choose 9 points [ξ1, · · · , ξ9] = 0.49 : 0.001 :
0.498 and calculate yˆl(ξi) and the perturbed ̂˜yl(ξi) = yˆl(ξi) + ǫl for
l = 0, · · · , 5, where yl is defined as in (1.1) and ǫl ∼ 10
−10.
(2) Use Algorithm 1 to calculate the roots of qξ[z] and the perturbed
roots of q˜ξ[z] respectively, then compute |∆k(ξi)| = |˜ˆa(
ξi+k
m
)−aˆ( ξi+k
m
)|
for k = 0, 1, 2.
(3) Choose ξ = 0.3 and m = 2 : 1 : 7, we compute ||H−1m (0.3)||∞ for
different m.
4.2. Experiment Results. In this subsection, we plot several figures to
reflect the experiment results. The x-axis of the Figure 2 (a)−(e) are set to
be 1:9, which represent ξ1, · · · , ξ9.
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(1) The dependence of max
k
|∆k(ξ)| on the infinity norm of H
−1
m (ξ).
Since the points ξ1, · · · , ξ9 are more and more closer to
1
2 , we expect
the infinity norm ofH−1m (ξ) to get sufficiently larger and larger. Note
that m and x are fixed, the quantity H−1m (ξ) is the only significantly
large item in the error estimations. We plot the value of ||H−1m (ξi)||∞
and max
k
|∆k(ξi)| for i = 1, · · · , 9 in Figure 2 (a) and (b). They
exhibit almost the same behaviour and grows proportionally. This
indicates that the bigger ||H−1m (ξi)||∞ is, the bigger max
k
|∆k(ξi)| is.
(2) Sharpness of estimation (3.5) and (3.14). Our estimation (3.5)
and (3.14) suggest that error |∆k(ξ)| in the worst possible case could
be proportional to δk(ξ)δ
2(ξ). We plot the value of |∆2(ξi)| and
δ2(ξ)δ
2(ξ) for i = 1, · · · , 9 in Figure 2 (c) and (d). It is indicated
that ∆2(ξi) grows approximately proportionally to the growth of
δ2(ξi)δ
2(ξi), which suggests the sharpness of estimation(3.5) and
(3.14). It is worthy to mention that the curve of max
k
|∆k(ξi)| co-
incides with the curve of |∆2(ξi)|, and the curve of max
k
δk(ξi)δ
2(ξi)
coincides with the curve of δ2(ξi)δ
2(ξi). Since in this experiment,
m and x are fixed, this also suggests that the quantity δk(ξi)δ
2(ξi)
essentially decides the accuracy. The bigger the quantity is, the less
accuracy the Algorithm is.
(3) The infinity norm of H−1m (ξ). Recall in this experiment, we choose
m = 2, 3, · · · , 6, 7 and ξ = 0.3. We plot the value of ||H−1m (0.3)||∞
for different m. The results are presented in Figure 2 (f). The
y−axis is set to be logarithmic. It is shown that ||H−1m (ξ)||∞ grows
geometrically.
5. Other Numerical mehtods
In the following subsections, we will investigate the data structure of the
Hankel matrix built from the spatiotemporal samples and present two algo-
rithms based on the classical matrix pencil method and ESPRIT estimation
method to our case. These two classical methods are well known for their
better numerical stability than the original Prony method.
5.1. Generalized Matrix Pencil Method. Let L and N be two integers
satisfying L ≥ m and N ≥ L + m. Similarly, we define the (N − L) × 1
column vector
ht(ξ) = [yˆt(ξ), yˆt+1(ξ), · · · , yˆN−L+t−1(ξ)]
T ,
and form the rectangular Hankel matrices
(5.1) HξN−L,L+1 =
[
h0(ξ),h1(ξ), · · · ,hL(ξ)
]
,
H
ξ
N−L,L(s) = H
ξ
N−L,L+1(1 : N − L, s+ 1 : L+ s), s = 0, 1.
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Figure 2. Experiment Results
Similar to the case L = m, for s = 0, 1,
(5.2) HξN−L,L(s) = Vm,N−L(w(ξ))
T diag(x(ξ))diag(w(ξ))sVm,L(w(ξ)).
Recall that the superscripts “∗” and “+” will denote the conjugate trans-
pose and the pseudoinverse. The following Lemma provides a foundation
with the Generalized Matrix Pencil method.
Lemma 5.1. Let N,L be two postive integers s.t. m ≤ L ≤ N −m. As-
sume ξ 6= 0, 12 and diag(x(ξ)) is invertible. The solutions to the generalized
singular eigenvalue problem :
(5.3) (zHξN−L,L(0)−H
ξ
N−L,L(1))p(ξ) = 0
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subject to p(ξ) ∈ R(H∗ξN−L,L(0)), which denotes the column space ofH
∗ξ
N−L,L(0)
are
zi = aˆ(
ξ + i− 1
m
)
p(ξ) = pi(ξ) = i-th column of V
+
m,L(w(ξ))
for i = 1, · · · ,m.
Proof. The proof can be done by the factorization (5.2) and a similar manner
with the proof of Theorem 2 in [28]. 
Proposition 5.1. Let N,L be two postive integers s.t. m ≤ L ≤ N −
m. Assume ξ 6= 0, 12 and diag(x(ξ)) is invertible. The L × L matrix
H+
ξ
N−L,L(0)H
ξ
N−L,L(1) has {aˆ(
ξ+i
m
), i = 0, · · · ,m − 1} and L − m zeros
as eigenvalues.
Proof. Left multiplying (5.3) by H+
ξ
N−L,L(0), we have
(5.4) H+
ξ
N−L,L(0)H
ξ
N−L,L(1)pi(ξ) = ziH
+ξ
N−L,L(0)H
ξ
N−L,L(0)pi(ξ),
By property of pseudoinverse, H+
ξ
N−L,L(0)H
ξ
N−L,L(0) is the orthogonal
projection onto the R(H∗ξN−L,L(0)). Since pi(ξ) ∈ R(H
∗ξ
N−L,L(0)), it is
easy to see that the set {aˆ( ξ+i
m
) : i = 0, · · · ,m − 1} are m eigenvalues of
H+
ξ
N−L,L(0)H
ξ
N−L,L(1). Since the rank ofH
+ξ
N−L,L(0)H
ξ
N−L,L(1) is m ≤ L,
H+
ξ
N−L,L(0)H
ξ
N−L,L(1) has L−m zero eigenvalues. 
It is immediate to see that one advantage of the matrix pencil method
is the fact that there is no need to compute the coefficients of the minimal
annihilating polynomial of diag(w(ξ)). In this way, we just need to solve a
standard eigenvalue problem of a square matrix H+
ξ
N−L,L(0)H
ξ
N−L,L(1). In
order to compute H+
ξ
N−L,L(0)H
ξ
N−L,L(1), inspired by idea of Algorithm 5
for SVD based Matrix Pencil Method in [29], we can employ the Singular
Value Decomposition(SVD) of the Hankel matrices.
Lemma 5.2. In addition to the conditions of Proposition 5.1, given the
SVD of the Hankel matrix,
H
ξ
N−L,L+1 = U
ξ
N−LΣ
ξ
N−L,L+1W
ξ
L+1,
then
H+
ξ
N−L,L(0)H
ξ
N−L,L(1) =W
ξ+
L+1(1 : m, 1 : L)W
ξ
L+1(1 : m, 2 : L+ 1).
Proof. This can be shown by direct computations and noticing thatHξN−L,L+1
has only m nonzero singular values. 
We summarize the Generalized Matrix Pencil Method in Algorithm 2.
Note that the amount of computation required by Algorithm 2 depends on
the free parameter L. Numerical experiments show that the choice of L
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greatly affects the noise sensitivity of the eigenvalues. In terms of the noise
sensitivity and computation cost, the good choice for L is between one third
of N and two thirds of N [29]. In our numerical example, we choose L to
be around one third of N .
Algorithm 2 Generalized Matrix Pencil Method (Based on SVD)
Input: m ≤ L ≤ N −m, r ∈ N, {yl}
N−1
l=0 , ξ(6= 0,
1
2) ∈ T.
1: Compute the Fourier transformation of the measurement sequences
{yl}
N−1
l=0 and build the Hankel matrix H
ξ
N−L,L+1 and compute its SVD
H
ξ
N−L,L+1 = U
ξ
N−LΣ
ξ
N−L,L+1W
ξ
L+1.
2: Compute the eigenvalues of W ξ
+
L+1(1 : m, 1 : L)W
ξ
L+1(1 : m, 2 : L+ 1).
3: Delete L−m smallest values in modulus (zeros in noise free case) from
the eigenvalues. Order the rest eigenvalues by the monotonicity and
symmetric condition of aˆ to get {aˆ( ξ+i
m
) : i = 0, · · · ,m− 1}.
Output: {aˆ( ξ+i
m
) : i = 0, · · · ,m− 1}.
5.2. Generalized ESPRIT Method. Original ESPRIT Method relies on
a particular property of Vandermonde matrices known as the rotational
invariance [22]. By the factorization results (5.2), we have seen that the
Hankel data matrix HξN−L,L+1 containing successive spatiotemporal data
of the evolving states is rank deficient and that its range space, known
as the signal subspace, is spanned by Vandermonde matrix generated by
{aˆ( ξ+i
m
), i = 0, · · · ,m−1}. Hence we can generalize the idea and present the
generalized ESPRIT algorithm based on SVD for estimating the {aˆ( ξ+i
m
) :
i = 0, · · · ,m− 1} in our case. We summarize it in Algorithm 3
Algorithm 3 Generalized ESPRIT Algorithm
Input: m ≤ L ≤ N −m, r ∈ N, {yl}
N−1
l=0 , ξ(6= 0,
1
2) ∈ T.
1: Compute the Fourier transformation of the measurement sequences
{yl}
N−1
l=0 and form the Hankel matrix H
ξ
N−L,L+1.
2: Compute the SVD of HξN−L,L+1 = U
ξ
N−LΣ
ξ
N−L,L+1W
ξ
L+1.
3: Compute the m×m spectral matrix Φ(ξ) by solving the linear system
U
ξ
N−L(1 : N − L− 1, 1 : m)Φ(ξ) = U
ξ
N−L(2 : N − L, 1 : m)
and estimate the eigenvalues of Φ(ξ).
4: Order the eigenvalues by the monotonicity and symmetric condition of
aˆ to get {aˆ( ξ+i
m
) : i = 0, · · · ,m− 1}.
Output: {aˆ( ξ+i
m
) : i = 0, · · · ,m− 1}.
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5.3. Data Preprocessing Using Cadzow Denoising Method. It has
been shown in the previous sections the Hankel matrix HξN−L,L+1(m ≤ L ≤
N − m) has two key properties in the noise free case under appropriate
hypothesis:
(1) It has rank m.
(2) It is Toeplitz.
In the noisy case, these two properties are not initially satisfied simulta-
neously. HξN−L,L+1 is very sensitive to noise, numerical experiments show
that even very small noise (∼ 10−10) will change its rank dramatically. To
further improve robustness, we use an iterative method devised by Cadzow
[27] to preprocess the noisy data and guarantee to build a Hankel matrix
with above two key properties. In our context, it can be summarized in
Algorithm 4.
Algorithm 4 Cadzow Iterative Denoising Method
Input: m ≤ L ≤ N −m, {ˆ˜yl(ξ)}
N−1
l=0 , ξ(6= 0,
1
2 ) ∈ T.
1: Build the Hankel matrix HξN−L,L+1 from {
ˆ˜yl(ξ)}
N−1
l=0 and preform the
SVD. Let λ1, · · · , λK be its singular values, K = min{N − L,L+ 1}.
2: Set ǫ to be a small positive number.
3: while
λm+1
λm
≥ ǫ do
4: Enforce the rank m of HξN−L,L+1 by setting the K −m smallest sin-
gular values to zero.
5: Enforce the Toeplitz structure on HξN−L,L+1 by averaging the entries
along the diagonals.
6: end while
7: Extract the denoised Fourier data {ˆ˜yl(ξ)}
N−1
l=0 from the first column and
the last row of HξN−L,L+1
Output: Denoised Fourier data {ˆ˜yl(ξ)}
N−1
l=0 and Hankel matrix H
ξ
N−L,L+1.
The procedure of Algorithm 4 is guaranteed to converge to a matrix which
exhibits the desired two key properties [27]. The iterations stop whenever
the ratio of the (m + 1)-th singular value to the m-th one, falls below a
predetermined threshold. Since Algorithm 1 does not perform well when
noise is big, we can combine the Algorithm 1 and Algorithm 4 to recover
the Fourier spectrum of a and improve the performance. In our numerical
example, we choose L = m.
6. numerical examples
In this section, we present a numerical example to illustrate the effective-
ness and robustness of the proposed Algorithms.
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Example 6.1. Let the filter
a = (· · · , 0, 0.25, 0.5, 0.25, 0, · · · )
so that aˆ(ξ) = 0.5 + 0.5 cos(2πξ). aˆ is approximately Gaussian on [−12 ,
1
2 ].
Let the initial signal x be a conjugate symmetric vector given by x(0) =
0.75, x(1) = x¯(−1) = 0.8976+0.4305i, and x(2) = x¯(−2) = 0.9856−0.1682i
so that xˆ(ξ) = 0.75+2Re((0.9856−0.1682i)e−4πiξ+(0.8976−0.4305i)e−2πiξ ).
The subsampling factor m is set to be 5. Given the Fourier data of the
spatiotemporal samples {yˆl}
N−1
l=0 , we add independent uniform distributed
noise ǫl ∼ U(−ǫ, ǫ) to the Fourier data yˆl for l = 0, · · · , N − 1. Recall that
|∆k(ξ)| = |˜ˆa(
ξ+k
m
)− aˆ( ξ+k
m
)|, we define the relative error
ek(ξ) =
|∆k(ξ)|
max
k
|aˆ( ξ+k
m
)|
for k = 0, 1,m− 1. The best case error is set to be ebest(ξ) = min
k
ek(ξ) and
the worst case error is set to be eworst(ξ) = max
k
ek(ξ). Besides, we define
the mean square error
MSE2(ξ) =
m−1∑
k=0
|∆k(ξ)|
2
m−1∑
k=0
|aˆ( ξ+k
m
)|2
.
Then we apply our Algorithm 1, Algorithms 1+Algorithm 4, Algorithm 2
and Algorithm 3 to the case when ǫ = 0.4. For several parameters N and L,
the resulting errors (average over 100 experiments) are presented in Table
1. As the bound ǫ in the algorithms we use 10−10. It is shown in the table
that increasing the temporal samples, i.e. N , will help reduce the error.
The new proposed algorithms have better performance than Algorithm 1, if
given more spatiotemporal data.
7. Conclusion
In this paper, we investigate the conditions under which we can recover a
typical low pass convolution filter a ∈ ℓ1(Z) and a vector x ∈ ℓ2(Z) from the
combined regular subsampled version of the vector x, · · · , AN−1x defined in
(1.1), where Ax = a∗x. We show that if one doubles the amount of temporal
samples needed in [11] to recover the signal propagated by a known filter,
one can almost surely solve the problem even if the filter is unknown. We
firstly propose an algorithm based on the classical Prony method to recover
the finite impulse response filter and signal, if an upper bound for their
support is known. In particular, we have done a first order perturbation
analysis and the estimates are formulated in very simple geometric terms
involving Fourier spectral function of a, x and m, shedding some light on
the structure of the problem. We get a lower bound estimation for infinity
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Table 1. Numerical Results
Algorithm m N L ebest eworst MSE
1
5 10 5 0.4e-07 0.19e-05 0.14e-05
5 15 5 0.27e-08 0.24e-06 0.17e-06
5 20 5 0.85e-09 0.18e-06 0.13e-06
5 25 5 0.46e-09 0.17e-06 0.12e-06
1+4 5 10 5 0.38e-07 0.18e-05 0.13e-05
5 15 5 0.13e-08 0.13e-06 0.09e-06
5 20 5 0.15e-09 0.58e-07 0.41e-07
5 25 5 0.49e-10 0.42e-07 0.29e-07
2 5 15 5 0.17e-08 0.16e-06 012e-06
5 20 6 0.25e-09 0.74e-07 0.53e-07
5 25 8 0.69e-10 0.47e-07 0.33e-07
3 5 15 5 0.17e-08 0.16e-06 0.11e-06
5 20 6 0.21e-09 0.66e-07 0.46e-07
5 25 8 0.62e-10 0.45e-07 0.32e-07
norm of H−1m (ξ) in terms of m. Then we propose several other algorithms,
which can make use of more temporal samples and increase the robustness
to noise. The potential applications includes the One-Chip Sensing: sensors
inside chips for accurate measurements of voltages, currents, and temper-
ature (e.g., avoid overheating any area of the chip), sources localization of
an evolving state and time-space trade off(e.g., sound field acquisition using
microphones)etc.
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