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Abstract It is important to design separation algorithms of low computa-
tional complexity in mixed integer programming. We study the separation
problems of the two continuous knapsack polyhedra with divisible capacities.
The two polyhedra are the convex hulls of the sets which consist of n non-
negative integer variables, one unbounded continuous, m bounded continuous
variables, and one linear constraint in either ≥ or ≤ form where the coeffi-
cients of integer variables are integer and divisible. Wolsey and Yaman (Math
Program 156: 1–20, 2016) have shown that the polyhedra can be described
by adding the two closely related families of partition inequalities. However,
no combinatorial separation algorithm is known yet for the polyhedra. In this
paper, for each polyhedron, we provide a combinatorial separation algorithm
with the complexity of O(nm + m logm). In particular, we solve the sepa-
ration problem for the continuous ≥-knapsack polyhedron by presenting a
polynomial-time separation algorithm for the family of ≥-partition inequali-
ties. For the continuous ≤-knapsack polyhedron, we derive the complemented
partition inequalities, which dominate the ≤-partition inequalities. The con-
tinuous ≤-knapsack polyhedron is completely described with the addition of
the proposed inequalities. We again show that the family of the proposed in-
equalities can be separated in polynomial time.
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1 Introduction
Given a polyhedron P and a point x¯, the separation problem aims to find a
hyperplane to separate P and x¯ or prove that no such one exists. In modern
mixed integer programming solvers, several separation problems are solved at
each iteration of the cutting plane phase. Hence, it is important to design
separation algorithms that should be of low computational complexity.
In this paper, we are concentrated on the separation problem of the two
continuous knapsack polyhedra with divisible capacities. The two polyhedra
are convex hulls of the two continuous knapsack sets which consist of n non-
negative integer variables, one unbounded continuous, m bounded continuous
variables, and one linear constraint in either ≥ or ≤ form, where the coef-
ficient of integer variables are integer and divisible. Mathematically, letting
N = {1, . . . , n} and M = {1, . . . ,m}, the continuous ≥-knapsack set under
consideration can be written as
X(b) =
{
(x, s) ∈ Zn+×R
m+1
+ : s0+
∑
j∈M
sj+
∑
i∈N
aixi ≥ b, 0 ≤ sj ≤ uj , j ∈M
}
and the continuous ≤-knapsack set can be written as
Y (b) =
{
(x, y) ∈ Zn+×R
m+1
+ :
∑
i∈N
aixi ≤ b+y0+
∑
j∈M
yj, 0 ≤ yj ≤ uj , j ∈M
}
,
where ai for i ∈ N , uj for j ∈M , and b are positive integers and 1|a1| · · · |an,
i.e., ai+1 is an integer multiple of ai. The weights a1, . . . , an are distinct and
a1 ≥ 2. The two sets arise as the relaxation of the feasible set in many mixed
integer linear programming problems, see e.g. [3, 4, 8, 11, 17] for some of them.
This motivates the research community to study the associated polyhedral
structures.
Several works have been conducted to study the related ≥-knapsack set
X ′(b) = X(b) ∩ {(x, s) : s0 = 0}. Magnanti et al. [11] first studied the case
that n = 1 and b =
∑
j∈M uj , which is corresponding to single facility splittable
flow arc set. In this case, they showed that the convex hull of the single facility
splittable arc flow set is completely described by the so-called residual capacity
inequalities and the initial constraints. Magnanti et al. [12] studied the two
facility splittable flow arc set when n = 2. They claimed without proof that the
residual capacity inequalities and the initial constraints suffice to describe the
convex hull as well. Pochet and Wolsey [17] considered the integer ≥-knapsack
set when m = 0. They derived the partition inequalities and proved that these
inequalities suffice to define the integer ≥-knapsack polyhedron together with
the nonnegative constraints. Furthermore, they gave a linear-time separation
algorithm for the partition inequalities. Kianfar [10] showed that the partition
inequalities can be obtained by applying the mixed integer rounding [13, 15]
procedure recursively.
For the integer ≤-knapsack set
{
x ∈ Zn+ :
∑
i∈N aixi ≤ b
}
, Marcotte [14]
provided a complete description for its convex hull. See Pochet andWeismantel
[16] for a generalization with bounded integer variables.
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Recently, Wolsey and Yaman [18] considered the general X(b) and Y (b)
with arbitrary numbers of continuous variables and integer variables. They
generalized the results of [17] and gave two closely related families of partition
inequalities, i.e., ≥- and ≤-partition inequalities. Furthermore, they proved
that the convex hulls of X(b) and Y (b) are completely described with the ad-
dition of these≤-partition and≥-partition inequalities, respectively. LetXL(b)
and YL(b) be the linear relaxation of X(b) and Y (b) obtained by dropping the
integrality restriction on the variables x, respectively. Their result implies that
for each continuous knapsack polyhedron, the associated separation problem
can be reduced to, given a point (x¯, s¯) ∈ XL(b)(YL(b)), either finding a violated
partition inequality or proving no such one exists. Since optimizing a linear
function over the two considered knapsack sets can be done in polynomial
time [18], and since the corresponding optimization and separation problems
for a polyhedron are polynomially equivalent [7], it is natural to hope that
there exists an efficient combinatorial separation algorithm for each family of
partition inequalities. However, no polynomial-time combinatorial separation
algorithms was known yet for any of the two families of partition inequalities.
For the family of ≥-partition inequalities, this unsolved problem was explicitly
mentioned in [18].
“Though polynomial time combinatorial separation algorithms are known
both for the partition inequalities for the integer ≥-knapsack set and
the residual capacity inequalities for the single facility splittable flow
arc set (see Pochet and Wolsey [17] and Atamtu¨rk and Rajan [2], re-
spectively), we do not know such an efficient combinatorial algorithm
to separate the exponential family of partition inequalities.”
For the above two separation problems of conv(X(b)) and conv(Y (b)), this
paper shall provide two polynomial-time combinatorial algorithms with the
complexity of O(mn +m logm). In particular, we show that the problem of
separating the family of ≥-partition inequalities for X(b) can be reduced to
m+ 1 problems each of which is to separate the partition inequalities for the
associated integer ≥-knapsack set. These problems can be solved in polynomial
time by applying the algorithm in Pochet and Wolsey [17]. For conv(Y (b)), we
give the complemented partition inequality derived by the complemented con-
tinuous ≥-knapsack set which is isomorphic to the continuous ≤-knapsack set.
The complemented partition inequality dominates the ≤-partition inequality
in [18]. We show that the family of complemented partition inequalities and
the initial constraints suffice to describe conv(Y (b)) and its separation problem
can be solved in polynomial time.
For the continuous ≥-knapsack polyhedron, the above result generalizes a
result of Atamtu¨rk and Rajan [2] for the separation problem of conv(X(b))
with n = 1, where they presented a polynomial-time separation algorithm for
the residual capacity inequalities.
This paper is organized as follows. Sect. 2 reviews the partition inequalities
for the integer knapsack and gives a separation algorithm which is modified
from [17]. Sect. 3 presents a polynomial-time algorithm for separating the
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family of ≥-partition inequalities. Sect. 4 aims at finding a combinatorial sep-
aration algorithm for the ≤-continuous knapsack polyhedron. Finally, Sect. 5
gives the conclusions and some possible future works.
Throughout this paper, we denote w(C) =
∑
i∈C wi for a vector w ∈ R
n
and a subset C ⊆ N unless specified. For convenience, we define a0 = 1 and
an+1 = +∞. Also denote N0 = N ∪ {0}, i.e., N0 = {0, 1 . . . , n}. Given two
integers b and c, c ∤ b if and only if b is not a multiple of c.
2 An improved separation algorithm for the partition inequalites of
the integer ≥-knapsack set
In this section, we consider the partition inequalities for the integer≥-knapsack
set with divisible capacities
Z(b) =
{
x ∈ Zn+1+ : x0 +
∑
i∈N
aixi ≥ b
}
,
where 1|a1 · · · |an. Similarly, denote ZL(b) be the linear relaxation of Z(b).
We first review the partition inequalities derived by Pochet and Wolsey [17],
which is shown to described conv(Z(b)) together with the initial constraints,
and the separation algorithm presented in [17]. Then an improved separation
algorithm is provided.
To begin with, we introduce the partition inequalities for Z(b). Let
Π =
{
{i1 = 0, i1 + 1, . . . , j1},
{i2 = j1 + 1, i2 + 1, . . . , j2},
...
{ip = jp−1 + 1, ip + 1, . . . , jp = n}
}
,
(1)
be a partition of N0, where p ∈ Z++ and aip ≤ b. Define βp = b and
κt =
⌈
βt
ait
⌉
, µt = (κt − 1)ait , βt−1 = βt − µt, for t = p, . . . , 1. (2)
Notice that ai1 = a0 = 1. The partition inequality for Z(b) given by [17] is
x0 +
j1∑
i=1
min{ai, κ1}xi +
p∑
t=2
t−1∏
l=1
κl
jt∑
i=it
min
{
ai
ait
, κt
}
xi ≥
p∏
t=1
κt, (3)
which is valid for Z(b). For convenience, for some specific partition Π , we refer
the corresponding inequality (3) as the Π-partition inequality. In particular,
when the partition is fixed as {N0}, (3) reduces to
x0 +
r∑
i=1
aixi + b
n∑
i=r+1
xi ≥ b, (4)
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where r ∈ N0 satisfying ar ≤ b < ar+1. Notice that r can be equal to n and
an+1 = +∞. For simplicity, we just call (4) the N0-partition inequality.
Pochet and Wolsey [17] gave a decomposition approach to separate the
family of partition inequalities (3). To describe it, given a point x¯ ∈ ZL(b), let
δ =
n∑
i=r+1
x¯i, κ =
⌊
b
ar
⌋
+ 1, and ω = (κ− 1)ar. (5)
In the case that ar|b, δ ≥ 1, or x¯0+
∑r
i=1 aix¯i < ω(1− δ), Pochet and Wolsey
[17] established the following result.
Theorem 1 Given a point x¯ ∈ ZL(b), let δ, κ, and ω defined as in (5).
(i) If ar|b, then x¯ ∈ conv(Z(b)) if and only if the N0-partition inequality (4)
is satisfied by x¯;
(ii) If δ ≥ 1, then x¯ ∈ conv(Z(b));
(iii) If x¯0+
∑r
i=1 aix¯i < ω(1−δ), then the N0-partition inequality (4) is a most
violated inequality.
The remaining case is then the following,
ar ∤ b, δ < 1, and x¯0 +
r∑
i=1
aix¯i ≥ ω(1− δ). (6)
In this case, let v ≤ r be the index such that
r∑
i=v+1
aix¯i < ω(1− δ) and
r∑
i=v
aix¯i ≥ ω(1− δ). (7)
Notice that a0 = 1 and v can be 0. Define the vectors α and γ as
αi =


0, i < v;
ω(1−δ)−
∑r
i=v+1
aix¯i
av
, i = v;
x¯i, i > v
and γi =
{
x¯i − αi, i ≤ r;
x¯i, i > r.
(8)
By the above definition of α, the following result can easily be checked.
Observation 1 Let α be defined in (8). It follows that
r∑
i=v
aiαi + ω
n∑
i=r+1
αi = ω. (9)
Under the decomposition of (8), Pochet and Wolsey [17] further established
the following decomposition result.
Theorem 2 Given a point x¯ ∈ ZL(b), let δ, κ, and ω defined as in (5).
Consider the case (6) and define α and γ as in (8). Then x¯ ∈ conv(Z(b))
if and only if γ ∈ conv(Z(b − ω)). Moreover, for Z(b − ω), if γ violates the
Π-partition inequality (3) by ǫ, then for Z(b),
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(i) if av ≤ b− ω, it follows that x¯ violates Π-partition inequality (3) by ǫ;
(ii) if av > b−ω, it follows that ip < v and x¯ violates the Π1-partition inequality
(3) by ǫ, where
Π1 = Π\
{
{ip, . . . , n}
}
∪
{
{ip, . . . , v − 1}, {v, . . . , n}
}
. (10)
In order to solve the separation problem of conv(Z(b)), Pochet and Wolsey
[17] recursively used Theorem 2 to get an equivalent separation problem until
one of the cases (i)-(iii) in Theorem 1 is satisfied. Therefore it suffices to design
an algorithm to solve the separation problem of conv(Z(b)) based on Theorems
1 and 2.
In the following, we shall focus on the case that v = 0 in (7) and provide
an improved separation algorithm. As will be seen in Section 3, this specific
analysis plays an important role in analyzing the general set X(b). To do so,
we give a lemma.
Lemma 1 Let r ∈ N0 such that ar ≤ b < ar+1. Given a point x¯ ∈ ZL(b),
if x¯1 = · · · = x¯r = 0, then x¯ ∈ conv(Z(b)) if and only if the N0-partition
inequality (4) holds at x¯.
Proof. Define a point (xˆ0, xˆr+1, . . . , xˆn) ∈ R
n+1−r by setting xˆ0 = x¯0, and
xˆi = x¯i for i = r + 1, . . . , n. Since x¯1 = · · · = x¯r = 0, x¯ ∈ conv(Z(b)) if and
only if xˆ ∈ conv(Z ′(b)), where
Z ′(b) =
{
(x0, xr+1, . . . , xn) ∈ Z
n+1−r
+ : x0 +
n∑
i=r+1
aixi ≥ b
}
.
As a0(= 1) | b and ar+1 > b, it follows from item (i) of Theorem 1 that xˆ ∈
conv(Z ′(b)) if and only if
xˆ0 + b
n∑
i=r+1
xˆi ≥ b. (11)
Since x¯1 = · · · = x¯r = 0, (11) is equivalent to that (4) holds at the point x¯,
which completes the proof. ⊓⊔
Proposition 1 Given a point x¯ ∈ ZL(b), consider the case (6) and define v
such that (7) is satisfied. If v = 0, then x¯ ∈ conv(Z(b)) if and only if the
N0-partition inequality (4) is satisfied by x¯.
Proof. By Theorem 2, x¯ ∈ conv(Z(b)) if and only if γ ∈ conv(Z(b − ω)). Let
r′ ∈ N0 such that ar′ ≤ b − ω < ar′+1. It follows from ar ≤ b < ar+1 that
r′ ≤ r. From the fact that v = 0 and the definition of γ in (8), we have
γ1 = · · · = γr′ = γr′+1 = · · · = γr = 0. (12)
Together with Lemma 1, x¯ ∈ conv(Z(b)) is further equivalent to the fact that
γ0 +
r′∑
i=1
aiγi + (b− ω)
n∑
i=r′+1
γi ≥ b− ω. (13)
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By v = 0 and the definitions of α and γ in (8), we have
x¯0 = α0 + γ0,
x¯i = αi, for i = 1, . . . , r,
x¯i = αi = γi, for i = r + 1, . . . , n.
(14)
Adding (13) and (9), the right hand side is b while the left hand side is
γ0 +
r′∑
i=1
aiγi + (b − ω)
n∑
i=r′+1
γi +
r∑
i=0
aiαi + ω
n∑
i=r+1
αi
= γ0 + (b− ω)
n∑
i=r+1
γi +
r∑
i=0
aiαi + ω
n∑
i=r+1
αi (from (12))
= (γ0 + α0) + (b − ω)
n∑
i=r+1
γi +
r∑
i=1
aiαi + ω
n∑
i=r+1
αi
= x¯0 +
r∑
i=1
aix¯i + b
n∑
i=r+1
x¯i. (from (14))
(15)
This implies that x¯ ∈ conv(Z(b)) if and only if the N0-partition inequality (4)
is satisfied by x¯. ⊓⊔
Based on Theorems 1 and 2 and Proposition 1, we describe a procedure of
separating the partition inequality (3) in Algorithm 1.
Proposition 2 Given a point x¯ ∈ ZL(b) with x¯ /∈ conv(Z(b)), Algorithm 1
finds the most violated inequality of (3).
Proof. Since x¯ /∈ conv(Z(b)), Algorithm 1 stops in the step 6, 15, or 20. If
Algorithm 1 stops in the step 6 or 15, Pochet and Wolsey [17] have shown that
a most violated inequality of (3) can be found (See Theorem 13 in [17]). We
now consider the case that Algorithm 1 stops in the step 20.
Suppose that Algorithm 1 stops at the k-th iteration and shows that x¯
violates some Π-partition inequality by ǫ but x¯ violates another Π ′-partition
inequality by ǫ′ > ǫ. Define a new point xˆ as xˆ0 = x¯0 + ǫ and xˆi = x¯i
otherwise. Since vh ≥ 1 during the first k − 1 iterations, applying Algorithm
1 to xˆ, it is not difficult to verify that Algorithm 1 will stop in the step 22. So
xˆ ∈ conv(Z(b)). However, for the Π ′-partition inequality, as the coefficient of
x1 is 1, its violation at the point xˆ is ǫ
′− ǫ > 0, which leads to a contradiction.
This completes the proof. ⊓⊔
Remark 1 Suppose that Algorithm 1 terminates at the k-th iteration. With
the steps 18-24, we know, the value xh0 , h = 1, . . . , k are the same in Algorithm
1. In addition, except the last iteration, we have vh ≥ 1 during the first k − 1
iterations. This property plays an important role in the coming combinatorial
separation algorithm for conv(X(b)).
The following complexity result is implied in [17] and stated explicitly in
[9].
Theorem 3 The separation of the partition inequalities (3) can be done in
O(n) time using Algorithm 1.
8 Wei-Kun Chen, Yu-Hong Dai
Input: The set Z(b) and the point x¯ ∈ ZL(b)
1 Initialize b1 = b, x1 = x¯, h = 1, Π = {{1, . . . , n}}, and n¯ = n;
2 while do
3 Compute rh such that arh ≤ b
h < arh+1 and δ
h, κh, ωh as in (5) ;
4 if arh |b
h then
5 if xh0 +
∑rh
i=1 aix
h
i + b
h
∑n
i=rh+1 x
h
i < b
h then
6 Stop and construct the violated Π-partition inequality ;
7 else
8 Stop and report that no violated inequality exists ;
9 end if
10 end if
11 if δh ≥ 1 then
12 Stop and report that no violated inequality exists;
13 end if
14 if xh0 +
∑rh
i=1 aix
h
i + ω
h
∑n
i=rh+1 x
h
i < ω
h then
15 Stop and construct the violated Π-partition inequality ;
16 end if
17 Compute vh such that (7) ;
18 if vh = 0 then
19 if xh0 +
∑rh
i=1 aix
h
i + b
h
∑n
i=rh+1 x
h
i < b
h then
20 Stop and construct the violated Π-partition inequality ;
21 else
22 Stop and report that no violated inequality exists ;
23 end if
24 end if
25 Decompose xh into αh and γh as in (8);
26 if avh > b
h − ωh then
27 Update n¯← vh − 1 and the partition Π as
Π ← Π\
{
{0 . . . , n¯}
}
∪
{
{0, . . . , vh − 1}, {vh, . . . , n¯}
}
; (16)
28 end if
29 Let bh+1 = bh − ωh, xh+1 = γh, and h← h+ 1 ;
30 end while
Algorithm 1: The separation algorithm for the partition inequalities
(3) for Z(b)
3 A combinatorial separation algorithm for the continuous
≥-knapsack polyhedron
In this section, we study the separation problem of the ≥-continuous knapsack
polyhedron, i.e., conv(X(b)). Our purpose is to find an exact polynomial-time
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algorithm for separating the related family of partition inequalities, which is
shown in [18] to described conv(X(b)) with the trivial inequalities.
We first introduce the partition inequalities for conv(X(b)). Let C ⊆ M
such that b(C) = b − u(M\C) > 0. Define Π as in (1) be a partition of N0,
where p ∈ Z++ and aip ≤ b(C). Let βp = b(C) and define βt−1, κt, µt as in
(2) for t = p, . . . , 1. Then the partition inequality derived in [18] is
s0 + s(C) +
j1∑
i=1
min{ai, κ1}xi +
p∑
t=2
t−1∏
l=1
κl
jt∑
i=it
min
{
ai
ait
, κt
}
xi ≥
p∏
t=1
κt. (17)
As can be easily seen, different partitions of N0 or subsets of M may lead to
different partition inequalities of (17). For convenience, we call the inequality
(17) the (Π,C)-partition inequality. Similarly, if the partition is {N0}, we call
(17) the (N0, C)-partition inequality.
The main difficulty in separating the family of partition inequalities (17)
comes from its dependence on both the partition of N0 and subsets of M . On
one hand, fixing the subset C ⊆ M , the number of the inequalities (17) may
be exponential due to the exponential number of partitions Π . On the other
hand, fixing the partition Π in (1), the number of the inequalities (17) may
also be exponential due to the exponential number of the subset C. Therefore,
given a point (x¯, s¯), a most violated partition inequality (17) would come from
a very complicated procedure since both the subset C and the partition Π
have a great impact on the generated partition inequality.
Nevertheless, the following observation indicates that given a fixed subset
C ⊆M , it is easy to separate the partition inequalities (17).
Observation 2 Given a point (x¯, s¯) ∈ XL(b) and a fixed subset C ⊆ M .
Define a new point xˆ ∈ Rn+1+ by setting xˆ0 = s¯0 +
∑
j∈C s¯j and xˆi = x¯i,
i = 1, . . . , n. Then, (x¯, s¯) violates the (Π,C)-partition inequality (17) of X(b)
if and only if xˆ violates the Π-partition inequality (3) of Z(b(C)) and the
violations are the same.
Given a fixed subset C ⊆M , Observation 2 indicates that, by a simple trans-
formation, the partition inequalities (17) can be separated using Algorithm 1.
For simplicity, we skip this simple transformation in below and use Algorithm
1 to separate the partition inequality (17) for a fixed subset C.
Choosing the subset C ⊆M is still nontrivial. In the remainder, however,
we can show that by considering at most m + 1 specific subsets of M , a
most violated partition inequality (17) can be found. Then it is sufficient to
apply Algorithm 1 to the partition inequalities (17) restricted to these m+ 1
particular subsets of M .
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3.1 The selection of continuous variables in the (N0, C)-partition
inequality
We now consider the (N0, C)-partition inequality, which can be written as
s0 + s(C) +
r∑
i=1
aixi + b(C)
n∑
i=r+1
xi ≥ b(C), (18)
where r ∈ N0 satisfying ar ≤ b(C) < ar+1. Notice that the derivation of
(N0, C)-partition inequality (18) does not depend on the divisible property
of the coefficients ai, i = 1, . . . , n. In general, (18) is valid for X(b) with
arbitrarily positive coefficients ai, i = 1, . . . , n.
Given a point (x¯, s¯) ∈ XL(b), let j
+, j− ∈ M such that
s¯
j+
u
j+
≤
s¯
j−
u
j−
. We
shall show that, in order to find a violated inequality of (18), the continuous
variable sj+ is more appropriate to incorporate into the inequality (18) than
the continuous variable sj− .
Theorem 4 Given a point (x¯, s¯) ∈ XL(b), let C ⊆ M and j
+, j− ∈ M be
such that
s¯
j+
u
j+
≤
s¯
j−
u
j−
, j− ∈ C, and j+ /∈ C. If the (N0, C)-partition inequlaity
(18) is a violated inequality and its violation is ǫ > 0, then either the (N0, C ∪
{j+})-partition inequality or the (N0, C\{j
−})-partition inequality is a violated
inequality and its violation is at least ǫ.
Proof. The statement is clearly true if the violation of the (N0, C\{j
−})-
partition inequality is at least ǫ. Otherwise, let ξ be the difference of the left
hand side and the right hand side of the (N0, C)-partition inequality, i.e.,
ξ = s¯0 + s¯(C) +
r∑
i=1
aix¯i + b(C)
n∑
i=r+1
x¯i − b(C)(= −ǫ < 0), (19)
where r ∈ N0 satisfying ar ≤ b(C) < ar+1. We are left with the following two
cases:
(i) b(C) ≤ uj− ;
(ii) b(C) > uj− and −ξ > −ξ
′, where
ξ′ = s¯0+ s¯(C\{j
−})+
r′∑
i=1
aix¯i+(b(C)−uj−)
n∑
i=r′+1
x¯i−(b(C)−uj−). (20)
Here r′ ∈ N0 satisfies ar′ ≤ b(C)− uj− < ar′+1.
We shall complete the proof by showing that in both cases, the (N0, C∪{j
+})-
partition inequality is violated by (x¯, s¯) by at least ǫ. We proceed with the
following claim.
Claim 1 uj−
(
n∑
i=r+1
x¯i − 1
)
+ s¯j− < 0.
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Proof of Claim 1. We prove the claim by treating the two cases (i) and (ii)
separately. Suppose that (i) holds. Since (x¯, s¯) ∈ XL(b), it follows that x¯i ≥ 0
for i ∈ N and s¯j ≥ 0 for j ∈ M ∪ {0}. This, together with the fact that the
inequality (18) is violated by the point (x¯, s¯) ∈ XL(b), implies that
n∑
i=r+1
x¯i − 1 < 0. (21)
In addition, we have that
0 > ξ = s¯0 + s¯(C) +
r∑
i=1
aix¯i + b(C)
n∑
i=r+1
x¯i − b(C)
≥ b(C)
n∑
i=r+1
x¯i − b(C) + s¯j− .
Then it follows from (21) and b(C) ≤ uj− that
s¯j− < b(C)
(
1−
n∑
i=r+1
x¯i
)
≤ uj−
(
1−
n∑
i=r+1
x¯i
)
.
Hence the claim follows. Now consider the case (ii). In this case, noticing that
from ar ≤ b(C) < ar+1 and ar′ ≤ b(C)− uj− < ar′+1, we have r
′ ≤ r. Then
0 > ξ − ξ′ =
r∑
i=r′+1
(ai − b(C) + uj−)x¯i + uj−
( n∑
i=r+1
x¯i − 1
)
+ s¯j− . (22)
Since ai− b(C)+uj− ≥ ar′+1− b(C)+uj− > 0 and x¯i ≥ 0 for i = r
′+1, . . . , r,
the relation (22) implies the truth of the claim for case (ii). So the claim is
always true.
Now, combining Claim 1 and the assumption that
s¯
j+
u
j+
≤
s¯
j−
u
j−
, yields
s¯j+
uj+
≤
s¯j−
uj−
< 1−
n∑
i=r+1
x¯i. (23)
This is further equivalent to
uj+
( n∑
i=r+1
x¯i − 1
)
+ s¯j+ < 0. (24)
Let r′′ ∈ N0 such that ar′′ ≤ b(C) + uj+ < ar′′+1. Then r
′′ ≥ r. Similarly,
denote
ξ′′ = s¯0 + s¯(C ∪ {j
+}) +
r′′∑
i=1
aix¯i + (b(C) + uj+)
n∑
i=r′′+1
x¯i − (b(C) + uj+).
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Comparing ξ and ξ′′, we have
ξ′′ − ξ =
r′′∑
i=r+1
(ai − b(C)− uj+)x¯i + uj+
( n∑
i=r+1
x¯i − 1
)
+ s¯j+ < 0. (25)
where the last inequality comes from (24) and the fact that ai− b(C)− uj+ ≤
ar′′−b(C)−uj+ ≤ 0 and x¯i ≥ 0 for i = r+1, . . . , r
′′. Thus, the (N0, C∪{j
+})-
partition inequality gives the violation −ξ′′ > −ξ = ǫ and the statement is
true. ⊓⊔
Remark 2 In the proof of Theorem 4, we do not use the divisible property
of the coefficients ai, i = 1, . . . , n. Therefore, The result in Theorem 4 can be
extended to the set X(b) with arbitrary positive coefficients ai, i = 1, . . . , n.
3.2 The selection of continuous variables in the partition inequality
with any partition
If fixing the specific partition {N0}, Theorem 4 shows that in order to find
a violated partition inequality, comparing to the variable sj− , it is better to
keep the variable sj+ in the inequality (18). Next we shall show that this result
can further be generalized to the partition inequality (17) with any partition.
Before proceeding it, we illustrate the procedure of Algorithm 1 for a fixed
subset C. Given a point (x¯, s¯) ∈ XL(b), fixing the subset as C, using Algorithm
1, it will generate the partition Π . Let (xh, αh, γh, bh, rh, vh, ωh), h = 1, . . . , k,
be the values which have been constructed in Algorithm 1 terminating at the
k-th iteration where x1 = x¯, b1 = b(C), rh satisfies arh ≤ b
h < arh+1, δ
h, κh,
and ωh are defined by
δh =
n∑
i=rh+1
xhi , κ
h =
⌊
bh
arh
⌋
+ 1, ωh = (κh − 1)arh , (26)
vh satisfies
rh∑
i=vh+1
aix
h
i < ω
h(1 − δh) and
rh∑
i=vh
aix
h
i ≥ ω
h(1 − δh), (27)
αh and γh are defined by
αhi =


0, i < vh;
ωh(1−δh)−
∑rh
i=vh+1
aix
h
i
a
vh
, i = vh;
xhi , i > v
h
and γhi =
{
xhi − α
h
i , i ≤ r
h;
xhi , i > r
h (28)
for h = 1, . . . , k, and bh+1 = bh−ωh and xh+1 = γh for h = 1, . . . , k−1. Notice
that from Remark 1, here we can assume that x¯h0 = s¯0+ s¯(C) for h = 1, . . . , k.
By definition, the following formula can easily be verified.
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Observation 3 b(C) = bt +
t−1∑
h=1
(κh − 1)arh for any t = 1, . . . , k.
We now consider the difference of generated partitions by Algorithm 1 for
different subsets ofM . Consider another subset C′ ⊆M with C′ 6= C. Assume
that ar0 = +∞. Let q ≤ k be the maximal integer such that
b(C′) =
q−1∑
h=1
(κh − 1)arh + θ and 0 ≤ θ < arq−1 . (29)
Define a new partition of N0 as
Π ′ =
{
{i1 = 0, i1 + 1, . . . , jτ},
{iτ+1 = jτ + 1, iτ+1 + 1, . . . , jτ+1},
...
{ip = jp−1 + 1, ip + 1, . . . , jp = n}
}
,
(30)
where τ = max{g : ig < r
q−1, g = 1, . . . , p}. Notice that by (16), in Algorithm
1, the partition may change as h grows. For notation convenience, we assume
that at the 0-th iteration, the partition is {{0, 1, . . . , n}}.
Lemma 2 Assume that Algorithm 1 generates the partition Π after k itera-
tions when fixing the subset of M as C. Consider another subset C′ ⊆M with
C′ 6= C and let q ≤ k be the maximal integer such that (29) holds. Then, if
the subset of M is fixed as C′, Algorithm 1 yields the partition Π ′ defined in
(30) at the (q − 1)-th iteration. Specially, if q = k, Π ′ and Π are the same.
Proof. From Remark 1, we have vh ≥ 1 for h = 1, . . . , k − 1. While applying
Algorithm 1 with the subset C′, although the value of x¯0 is changed to s¯0 +
s¯(C′), the case (27) is still satisfied for h = 1, . . . , q− 1. Furthermore, by (29),
we know that except xh0 , α
h
0 , and γ
h
0 , the same values (x
h, αh, γh, rh, vh, ωh)
will be obtained for h = 1, . . . , q − 1. This indicates that the partition Π ′ will
be generated at the (q−1)-th iteration if applying Algorithm 1 with the subset
as C′. Therefore, the statement follows. ⊓⊔
Lemma 2 reveals some invariance property of the partitions generalized by
Algorithm 1 with different subsets ofM . Combining this lemma with Theorem
2, we have the following result.
Proposition 3 Suppose the violation of (Π,C)-partition inequality is ǫ. Let
C′ ⊆ M and q ≤ k be the maximal integer such that (29) holds. For X(bq +
u(M\C)), if the (N0, C
′)-partition inequality is violated by the point (xq , s¯) by
ǫ′ ≥ ǫ, then for X(b), the violation of (Π ′, C′)-partition inequality is also ǫ′
where Π ′ is defined in (30).
Proposition 3 gives the condition under which the subset C′ (C′ 6= C) can
give a partition inequality (17) whose violation is at least the same as the
one by the subset C. We are now ready to present the main result of this
subsection, i.e., generalize Theorem 4 to the partition inequality (17) with any
partition.
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Theorem 5 Given a point (x¯, s¯) ∈ XL(b), let C ⊆ M and j
+, j− ∈ M such
that
s¯
j+
u
j+
≤
s¯
j−
u
j−
, j− ∈ C, and j+ /∈ C. Suppose that there exists a partition
inequality (17) given by C violated by the point (x¯, s¯) by ǫ > 0. Then there
exists another violated partition inequality (17) given by C ∪ {j+} or C\{j−}
and the violation is at least ǫ.
Proof. Fixing the subset as C, suppose Algorithm 1 terminates with a par-
tition Π and the corresponding (Π,C)-partition inequality. From Proposi-
tion 2, its violation at the point (x¯, s¯) is at least ǫ. Without loss of gen-
erality, we can assume that, at the point (x¯, s¯), the violation of the(Π,C)-
partition inequality is exactly ǫ. Let (xh, αh, γh, bh, rh, vh, ωh), h = 1, . . . , k,
be the values which have been constructed in Algorithm 1 terminating with
(xk, s¯) /∈ X(bk + u(M\C)). From Theorem 2 and Observation 2, the (N0, C)-
partition inequality for X(bk + u(M\C)) is
s0 + s(C) +
rk∑
i=1
aixi + b
k
n∑
i=rk+1
xi ≥ b
k (31)
and its violation at (xk, s¯) is ǫ. By Theorem 4, either (i) the (N0, C\{j
−})-
partition inequality or (ii) the (N0, C ∪{j
+})-partition inequality is a violated
inequality for X(bk + u(M\C)), where the violation is ǫ′ ≥ ǫ at the point
(xk, s¯). By Theorem 4, the statement is true if k = 1. Hence, in what follows,
we assume that k ≥ 2. Then from the fact that bk = bk−1 − ωk−1 and the
definition of ωk−1 in (26), we have bk < ark−1 .
We first consider the case that (i). Clearly, 0 < bk − uj− < ark−1 . By
Observation 3, we have
b(C\{j−}) = b(C)− uj− =
k−1∑
h=1
(κh − 1)arh + b
k − uj− . (32)
Then it follows from Proposition 3 that the (Π,C\{j−})-partition inequality
is violated by the point (x¯, s¯) by ǫ′ ≥ ǫ.
Now we consider the case (ii). Again from Observation 3, we have
b(C ∪ {j+}) = b(C) + u+j =
k−1∑
h=1
(κh − 1)arh + b
k + uj+ . (33)
If bk+uj+ < ark−1 , similar to the case (i), the (Π,C∪{j
+})-partition inequality
(17) for X(b) is violated by (x¯, s¯) by ǫ′ ≥ ǫ and hence the statement follows.
Otherwise, we have bk + uj+ ≥ ark−1 . Let q ≤ k − 1 be the maximal integer
such that
bq + uj+ < arq−1 . (34)
This implies that
bt+1 + uj+ ≥ art for t = q, q + 1, . . . , k − 1. (35)
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We shall complete the proof by showing that (xq , s¯) violates the (N0, C ∪
{j+})-partition inequality (18) forX(bq+u(M\C)) by at least ǫ′. From Propo-
sition 3, this implies that at the point (x¯, s¯), the violation of the (Π ′, C∪{j+})-
partition inequality (17) is also at least ǫ′ ≥ ǫ, where Π ′ is defined in (30).
We proceed by induction on the value of q. Clearly, (xk, s¯) violates the
(N0, C∪{j
+})-partition inequality (18) forX(bk+u(M\C)) by ǫ′. Now suppose
that the claim holds for k, k − 1, . . . , q + 1. Let
s0 + s(C ∪ {j
+}) +
r′∑
i=1
aixi + (b
q+1 + uj+)
n∑
i=r′+1
xi ≥ b
q+1 + uj+ (36)
be the (N0, C ∪ {j
+})-partition inequality (18) for X(bq+1 + u(M\C)), where
r′ ∈ N0 satisfying ar′ ≤ b
q+1 + uj+ < ar′+1. Then it follows from (35) that
ar′+1 > b
q+1 + uj+ ≥ arq . Hence r
′ ≥ rq. Let ξ be the difference of the left
and right hand side of (36) at the point (xq+1, s¯), i.e.,
ξ = s¯0+s¯(C∪{j
+})+
r′∑
i=1
aix
q+1
i +(b
q+1+uj+)
n∑
i=r′+1
xq+1i −(b
q+1+uj+). (37)
By the assumption, −ξ ≥ ǫ′. From Observation 1, we have that
rq∑
i=vq
aiα
q
i + ω
q
n∑
i=rq+1
αqi = ω
q. (38)
By (28) and the fact that xq+1 = γq, it is not difficult to verify that
αqi = 0, for i = 1, . . . , v
q − 1,
xqi = γ
q
i + α
q
i = x
q+1
i + α
q
i , for i = 1, . . . , r
q , (39)
αqi = x
q
i = γ
q
i = x
q+1
i , for i = r
q + 1, . . . , n.
Adding (37) and (38), we have
ξ = s¯0 + s¯(C ∪ {j
+}) +
r′∑
i=1
aix
q+1
i + (b
q+1 + uj+)
n∑
i=r′+1
xq+1i − (b
q+1 + uj+)
+
( rq∑
i=vq
aiα
q
i + ω
q
n∑
i=rq+1
αqi − ω
q
)
= s¯0 + s¯(C ∪ {j
+}) +
rq∑
i=1
aix
q+1
i +
r′∑
i=rq+1
aix
q+1
i + (b
q+1 + uj+)
n∑
i=r′+1
xq+1i
+
rq∑
i=vq
aiα
q
i + ω
q
n∑
i=rq+1
αqi − (b
q+1 + uj+ + ω
q) (from r′ ≥ rq)
= s¯0 + s¯(C ∪ {j
+}) +
r′∑
i=1
aix
q
i + (b
q+1 + uj+)
n∑
i=r′+1
xqi + ω
q
n∑
i=rq+1
xqi
−(bq+1 + uj+ + ω
q). (from (39))
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On the other hand, let
s0+s(C∪{j
+})+
r′′∑
i=1
aixi+(b
q+1+uj++ω
q)
n∑
i=r′′+1
xi ≥ b
q+1+uj++ω
q (40)
be the (N0, C∪{j
+})-partition inequality for X(bq+u(M\C)) or equivalently,
X(bq+1 + ωq + u(M\C)), where r′′ ∈ N0 satisfying ar′′ ≤ b
q+1 + uj+ + ω
q <
ar′′+1. Similarly, denote
ξ′ = s¯0+s¯(C∪{j
+})+
r′′∑
i=1
aix
q
i+(b
q+1+uj++ω
q)
n∑
i=r′′+1
xqi−(b
q+1+uj++ω
q).
Notice that r′′ ≥ r′ ≥ rq . Comparing ξ and ξ′, we have
ξ′ − ξ =
r′′∑
i=r′+1
aix
q
i − (b
q+1 + uj+)
r′′∑
i=r′+1
xqi − ω
q
r′′∑
i=rq+1
xqi
=
r′′∑
i=r′+1
(ai − b
q+1 − uj+ − ω
q)xqi − ω
q
r′∑
i=rq+1
xqi ≤ 0,
(41)
where the last inequality follows from the fact that ai ≤ ar′′ ≤ b
q+1+uj+ +ω
q
for all i = r′+1, . . . , r′′ and xqi ≥ 0 for all i = r
q +1, . . . , r′′. This implies that
the violation of the inequality (40) is −ξ′ ≥ −ξ ≥ ǫ′. We finish the proof. ⊓⊔
3.3 A combinatorial separation algorithm for conv(X(b))
Now we shall provide a combinatorial separation algorithm for the continuous
≥-knapsack polyhedron conv(X(b)).
Assume without loss of generality that s¯1
u1
≤ · · · ≤ s¯m
um
, since otherwise we
can reorder the variable sj according to the sorting of
s¯j
uj
, j = 1, . . . ,m, with
the complexity of O(m logm). Furthermore, define
T0 = ∅ and Tj = {1, . . . , j}, j = 1, . . . ,m. (42)
We are able to prove the following important theorem.
Theorem 6 Given the point (x¯, s¯) ∈ XL(b), suppose that
s¯1
u1
≤ · · · ≤ s¯m
um
. If
there exists some violated partition inequality (17), then there exists a most
violated partition inequality (17) given by Tτ for some τ ∈ Z+ with 0 ≤ τ ≤ m.
Proof. Define the set
C =
{
C ⊆M : there exists a most violated inequality (17) given by C
}
.
By definition, it is obvious that |C| ≥ 1. Now if T0 = ∅ ∈ C, the statement is
clearly true. Otherwise, for each C ∈ C, denote jCmax = max{j : j ∈ C}. Let
τ = min{jCmax : C ∈ C} (43)
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and C∗ ∈ argmin{jCmax : C ∈ C}. We shall prove that Tτ ∈ C.
As a matter of fact, if C∗ = Tτ , we see that the statement is true. Other-
wise, there exists j′ < τ such that j′ /∈ C∗. From Theorem 5, either (i) C∗\{τ}
or (ii) C∗∪{j′} can lead to a most violated partition inequality. However, from
the definition of τ in (43), the case (i) is not possible. Then C∗ ∪ {j′} ∈ C.
Again, if C∗ ∪ {j′} = Tτ , we know the truth of the statement. Otherwise, we
can repeat this process and the statement follows naturally. ⊓⊔
Given a point (x¯, s¯) ∈ XL(b), Theorem 6 indicates that, by considering only
m+1 subsets ofM , i.e., Tj , j = 0, . . . ,m, we can find a most violated inequality
of (17) or prove (x¯, s¯) ∈ conv(X(b)). Then we can design a combinatorial
separation algorithm, Algorithm 2, for the continuous ≥-knapsack polyhedron
conv(X(b)).
Input: The set X(b) and the point (x¯, s¯) ∈ XL(b)
1 Reorder the variable sj , j ∈M , such that
s¯1
u1
≤ · · · ≤ s¯m
um
;
2 Initialize j∗ = −1, ǫ∗ = 0, ST[0] = s¯0 and BT[0] = b− u(M);
3 for j = 1, . . . ,m do
4 ST[j] = ST[j − 1] + s¯j ;
5 BT[j] = BT[j − 1] + uj;
6 end for
7 for j = 0, 1, . . . ,m do
8 if BT[j] > 0 then
9 Construct the point xˆ ∈ Rn+1 by setting xˆ0 = ST[j] and
xˆi = x¯i for i = 1, . . . , n;
10 For Z(BT[j]), use Algorithm 1 to find a partition inequality
(5) violated by xˆ;
11 if a violated partition inequality (5) is found then
12 Let ǫ and Π be the associated violation and the partition,
respecitively;
13 if ǫ > ǫ∗ then
14 Π∗ ← Π , j∗ ← j, and ǫ∗ ← ǫ;
15 end if
16 end if
17 end if
18 end for
19 if ǫ∗ > 0 then
20 Construct the (Π∗, Tj∗)-partition inequality (17);
21 else
22 Report that no such inequality exists;
23 end if
Algorithm 2: The separation algorithm for the partition inequality
(17) for X(b)
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In Step 1 of Algorithm 2, we require to reorder the variable sj , j ∈ M ,
with the complexity of O(m logm). Then we compute ST[j] = s(Tj ∪{0}) and
BT[j] = b(Tj) from Step 3 to 6 with the complexity of O(m). From Theorem
3 and Observation 2, for a fixed subset Tj, the partition inequalities (17) can
be separated in O(n) using Algorithm 1. This can be done from Step 9 to Step
10. In summary, we have the following computational complexity result.
Theorem 7 The problem of separating the partition inequalities (17) can be
solved with the complexity of O(mn+m logm).
4 A combinatorial separation algorithm for the continuous
≤-knapsack polyhedron
In this section, we are concerned with the continuous ≤-knapsack set
Y (b) =
{
(x, y) ∈ Zn+×R
m+1
+ :
∑
i∈N
aixi ≤ b+y0+
∑
j∈M
yj, 0 ≤ yj ≤ uj , j ∈M
}
.
where 1|a1| · · · |an. At first, we present the family of complemented partition
inequalities which, together with the constraints in Y (b), is shown to describe
conv(Y (b)). It is proved that the family of complemented partition inequalities
can be separated in polynomial time. We also discuss its relation to the family
of ≤-partition inequalities in Wolsey and Yaman [18].
4.1 Complemented partition inequality and a separation algorithm
for conv(Y(b))
Consider the set Y (b). By introducing a slack variable s0 and complementing
the variable yj using yj = uj − sj for all j ∈M , we obtain an equivalent set
{
(x, y0, s) ∈ Z
n
+ × R+ × R
m+1
+ : s0 +
∑
j∈M
sj +
∑
i∈N
aixi = y0 + b+
∑
j∈M
uj ,
sj ≤ uj, j ∈M
}
.
After disregarding the nonnegative variable y0, we obtain the relaxation con-
tinuous ≥-knapsack set X(b+ u(M)), i.e.,
{
(x, s) ∈ Zn+ × R
m+1
+ : s0 +
∑
j∈M
sj +
∑
i∈N
aixi ≥ b +
∑
j∈M
uj , sj ≤ uj , j ∈M
}
.
The following easily verified property tells us the isomorphism of X(b+u(M))
and Y (b).
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Observation 4 Given (x¯, y¯ ) ∈ Rn+ × R
m+1
+ , define (x¯, s¯) by setting
s¯0 = b+ y¯0 +
∑
j∈M
y¯j −
∑
i∈N
aix¯i and s¯j = uj − y¯j for j ∈M. (44)
Then (x¯, y¯) ∈ conv(Y (b)) if and only if (x¯, s¯) ∈ conv(X(b+ u(M))).
We further show the equivalence of Y (b) and X(b + u(M)) in the sense that
there exists a one-to-one correspondence between the facet defining inequalities
for conv(Y (b)) and those for conv(X(b+ u(M))).
Proposition 4 Let C ⊆M . Then
s0 + s(M\C) +
∑
i∈N
αixi ≥ γ (45)
is valid for X(b+ u(M)) if and only if
∑
i∈N
(ai − αi)xi ≤ b+ u(M\C)− γ + y0 + y(C) (46)
is valid for Y (b). Moreover, (45) is facet defining for conv(X(b + u(M))) if
and only if (46) is facet defining for conv(Y (b)).
Proof. For each of the two parts, we only prove the necessity since the proof of
sufficiency is similar. First, we consider the first part. Let (x¯, y¯) be any point
of Y (b). Then we have
∑
i∈N
aix¯i ≤ b+ y¯0 +
∑
j∈M
y¯j . (47)
Construct a new point (x¯, s¯) ∈ Zn+ × R
n+1
+ , where s¯ is defined as in (44). It
follows immediately that s¯0 ≥ 0 and 0 ≤ s¯j ≤ uj for j ∈ M . Combining it
with the fact that
s¯0 +
∑
j∈M
s¯j +
∑
i∈N
aix¯i = b+ y¯0 +
∑
j∈M
y¯j −
∑
i∈N
aix¯i +
∑
j∈M
(uj − y¯j) +
∑
i∈N
aix¯i
= b+ y¯0 +
∑
j∈M
uj ≥ b+
∑
j∈M
uj ,
we have (x¯, s¯) ∈ X(b+ u(M)). The validity of (45) indicates that
s¯0 + s¯(M\C) +
∑
i∈N
αix¯i ≥ γ. (48)
By substituting (44) in (48), it follows
∑
i∈N
(ai − αi)x¯i ≤ b+ u(M\C)− γ + y¯0 + y¯(C).
So (46) is a valid inequality for Y (b). Furthermore, if (x¯, s¯) satisfies (45) at
equality, (x¯, y¯) also satisfies (46) at equality. This implies that if (45) is facet
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defining for conv(Y (b)), then (46) is also facet defining for conv(X(b+u(M))),
which completes the proof. ⊓⊔
The result of Proposition 4 is stated in Atamtu¨rk and Gu¨nlu¨k [1] when
M = ∅. Based on Proposition 4, we now describe the complemented partition
inequalities for Y (b). Let Π be the partition of N0 as defined in (1), C ⊆ M ,
and B(C) = b + u(M\C). Start with βp = B(C) and define κt, µt, βt−1 for
t = p, . . . , 1 as in (2). The (Π,M\C)-partition inequality for X(b+ u(M)) is
s0 + s(M\C) +
j1∑
i=1
min{ai, κ1}xi +
p∑
t=2
t−1∏
l=1
κl
jt∑
i=it
min
{
ai
ait
, κt
}
xi ≥
p∏
t=1
κt.
(49)
Using Proposition 4, we obtain the valid inequality
∑
i∈N
(ai − αi)xi ≤ B(C)−
p∏
t=1
κt + y0 + y(C), (50)
for Y (b) where αi is the coefficient of the variable xi in the inequality (49). We
call (50) the complemented partition inequality. Wolsey and Yaman [18] have
shown that with the addition of the family of the inequalities (49), the convex
hull of X(b+ u(M)) is completely described. This, together with Proposition
4, implies that the following result.
Theorem 8 The convex hull of Y (b) is described by its constraints and the
complemented partition inequalities (50).
From Theorem 8, the separation problem of conv(Y (b)) can be reduced to,
given a point (x¯, y¯) ∈ YL(b), either finding a violated complemented partition
inequality (50) or proving that (x¯, y¯) ∈ conv(Y (b)). By further combining with
Observation 4, we know, the problem of finding a complemented partition
inequality (50) violated by (x¯, y¯ ) is equivalent to that of finding an inequality
of (49) violated by (x¯, s¯) where s¯ is defined as in (44). This leads to the
following separation algorithm.
Input: The set Y (b) and the point (x¯, y¯) ∈ YL(b)
1 Construct the point (x¯, s¯) by (44);
2 For the point (x¯, s¯), call Algorithm 2 to test whether a violated
partition inequality (49) exists for X(b+ u(M)) ;
3 if A violated partition inequality (49) is found then
4 Construct the complemented partition inequality (50);
5 else
6 Report that no such inequality exists;
7 end if
Algorithm 3: The separation algorithm for the complemented parti-
tion inequality (50) for Y (b)
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As Algorithm 2 can be done in O(mn+m logm) time using Algorithm 2, it
follows immediately that the separation problem of conv(Y (b)) can be solved
in the same complexity.
Theorem 9 The separation problem of conv(Y (b)) can be solved with the com-
plexity of O(mn+m logm).
4.2 Connection with the ≤-partition inequalities
We now discuss the relation between the complemented partition inequality
(50) and the ≤-partition inequality presented in [18]. We first introduce the
≤-partition inequality. Let g be the smallest index i such that ai does not
divide B(C) and q ∈ {g, . . . , n}. We use the same partition of Π in (1) with
the restriction that i2 = q. Notice that
{
{i2 = q, . . . , j2}, · · · , {ip, . . . , jp = n}
}
is a partition of {q, . . . , n}. Start with βp = B(C) and define κt, µt, βt−1 for
t = p, . . . , 1 as in (2). Let λt = ait − βt−1 for t = p, . . . , 2. Define π2 = λ2,
πt = κt−1πt−1+(λt−λt−1) for t = 3, . . . , p and π0 = κpπp−λp. The≤-partition
inequality in Wolsey and Yaman [18] is
p∑
t=2
πt
jt∑
i=it
ai
ait
xi ≤ π0 + y0 + y(C). (51)
Next, we give a closed form of πt for t = 0, 2, 3, . . . , p.
Lemma 3 πt = ait −
t−1∏
l=1
κl for t = 2, . . . , p and π0 = B(C)−
p∏
t=1
κt.
Proof. First, we evaluate
λt = ait − βt−1 = ait − [βt − (κt − 1)ait ] = κtait − βt (52)
for t = 2, . . . , p. We prove πt = ait −
t−1∏
l=1
κl for t = 2, . . . , p by induction. Since
i1 = 0 in (1), it is easy to see that κ1 = β1. Hence π2 = λ2 = ai2−β1 = ai2−κ1,
which shows the truth of the statement for t = 2. Assume that the statement
is true for some 2 ≤ t ≤ p− 1. Then
πt+1 = κtπt + (λt+1 − λt)
= κt(ait −
t−1∏
l=1
κl) + (λt+1 − λt)
= (κtait + λt+1 − λt)−
t∏
l=1
κl
= (κtait + ait+1 − βt − λt)−
t∏
l=1
κl
= ait+1 −
t∏
l=1
κl,
(53)
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where the last equality comes from (52). So the statement is also true for t+1.
By induction, we know that the statement holds for t = 2, . . . , p.
Furthermore, combining (52) and the fact that βp = B(C) yields λp =
κpaip −B(C). This, together with πp = aip −
p−1∏
t=1
κt, indicates
π0 = κpπp − λp = κp
(
aip −
p−1∏
t=1
κt
)
− (κpaip −B(C)) = B(C) −
p∏
t=1
κt.
This completes our proof. ⊓⊔
We now show that the complemented partition inequality (50) is stronger
than the ≤-partition inequality (51).
Proposition 5 For the same partition Π of N0 and the same subset C ⊆M ,
the complemented partition inequality (50) is stronger than the ≤-partition
inequality (51). Moreover, the two inequalities are equivalent if and only if
min
{
ai
ait
, κt
}
=
ai
ait
for i = it, . . . , jt with t = 1, . . . , p. (54)
Proof. By Lemma 3, the right hand sides of both inequalities (50) and (51)
are the same. We prove the statement by showing that the coefficient of each
variable xi in (51), denoted by σi, is less than or equal to that in (50). For
each i = 1, . . . , j1, we have σi = 0. In (50), the coefficient of xi is
ai − αi = ai −min{ai, κ1} ≥ 0 = σi. (55)
For each it ≤ i ≤ jt with t ≥ 2, as αi is the coefficient of xi in (49), it follows
ai − αi = ai −
t−1∏
l=1
κlmin
{
ai
ait
, κt
}
≥ ai −
t−1∏
l=1
κl
ai
ait
=
(
ait −
t−1∏
l=1
κl
)
ai
ait
= πt
ai
ait
= σi.
(56)
Here notice that ait −
∏t−1
l=1 κl = πt is used, which is from Lemma 3. Finally,
(55) and (56) hold at equality if and only if (54) holds, which completes the
second part. ⊓⊔
Even with the same partition Π of N0 and the same subset C ⊆ M , the
complemented partition inequality (50) is stronger than ≤-partition inequality
(51). In general, there always exists some ≤-partition inequality defined by
some Π ′ and C such that this inequality is the same as (50). To see this, the
following observation is important.
Observation 5 For some fixed τ ∈ Z with 1 ≤ τ ≤ p, if
ajτ
aiτ
> κτ , modifying
the partition Π by changing the τ-th block into two blocks
{iτ , . . . , jτ−1} and {jτ},
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the associated partition inequality
s0 + s(M\C) +
j1∑
i=1
min{ai, κ1}xi +
τ−1∑
t=2
t−1∏
l=1
κl
jt∑
i=it
min
{
ai
ait
, κt
}
xi
+
τ−1∏
l=1
κl
jτ−1∑
i=iτ
min
{
ai
aiτ
, κτ
}
xi +
τ∏
l=1
κlxjτ
+
p∑
t=τ+1
t−1∏
l=1
κl
jt∑
i=it
min
{
ai
ait
, κt
}
xi ≥
p∏
t=1
κt.
is the same as (49) (and hence the same complemented partition inequality
(50) is obtained).
If fixing the subset C ⊆ M , by applying Observation 5 to the complemented
partition inequality (50) recursively, we will obtain a new partition Π ′. Mean-
while, for the corresponding complemented partition inequality, (54) is satis-
fied. By Proposition 5, the ≤-partition inequality (51) defined by Π ′ and C
is equivalent to the complemented partition inequality (50) defined by Π and
C. Hence, the number of complemented partition inequalities (50) is smaller
than that of the ≤-partition inequalities (51).
5 Conclusions and remarks
In this paper, we have presented the separation algorithms for the continuous
knapsack polyhedra with divisible capacities. In particular, for the continuous
≥-knapsack polyhedron, we have given a polynomial-time combinatorial sepa-
ration algorithm for the exponential family of≥-partition inequalities. We have
shown that by considering the m+1 subsets of M , namely, Ti, i = 0, . . . ,m as
defined in (42), a most violated inequality of (17) can be found. This reduces
the problem of separating the inequalities (17) to the problem of separating
the inequalities (3), which can be solved using Algorithm 1. For the continuous
≤-knapsack polyhedron, we have derived the family of complemented partition
inequalities by the complemented ≥-knapsack set. Moreover, we have proved
that, together with the initial constraints, a complete description of the con-
tinuous ≤-knapsack polyhedron is obtained. This in turn solves the separation
problem of the continuous ≤-knapsack polyhedron.
There still exist some other polyhedra whose polyhedral structure is known
but the associated combinatorial separation problem remains open, see, e.g.,
the continuous knapsack polyhedron with two integer variables and arbitrary
coefficients of integer variables [5] and a mixing polyhedron variant [6]. Fix-
ing the subset of continuous variables, it is easy to find the most violated
inequality, see Dash et al. [5] and Di Summa and Wolsey [6] for more details.
Hence it deserves to apply the approach described in this paper to find the
combinatorial separation problem of these polyhedra.
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