In many applications such as high-level synthesis (HLS) and logic synthesis and possibly engineering change order (ECO) we would like to get fast and accurate estimations of different performance measures of the chip, namely area, delay and power consumption. These measures cannot be estimated with high accuracy unless a fairly detailed layout of the chip, including the floorplan and routing is available, which in turn are very costly processes in terms of running time. As we have entered the deep sub-micron era, we have ~o deal with designs which contain million gates and up. Not only we should consider the area occupied by the modules, but we also have to consider the wiring congestion. In this paper we propose a cost function that is, in addition to other parameters, a function of the wiring area. We also propose a method, to avoid running the floorplanning process after every change in the design, by considering the possible changes in advance and generating a floorplan which is tolerant to these modifications, i.e., the changes in tile netlist does not dramatically change the performance measures of the chip. Experiments are done in the high-level synthesis domain, but the method can be applied to logic synthesis and ECO as well. We gain speedups of 184% on the average over the traditional estimation methods used in HLS.
INTRODUCTION
Floorplanning is the highest level of the physical design process without which we cannot get estimations of different performance and cost measures of the design accurately. However, it is a very costly process in terms of running time. As we enter the deep-submicron (DSM) era, the designs get larger and interconnections become dominant in both the area and delay of the chip. These changes make the floorplanning a very difficult task. On the other hand, to make design decisions in the early phases of the design process, Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without lee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on se~wers or to redistribute to lists. requfi'es prior specific permission and/or a fee. GLSVLS1 2000 Evanston Illinois USA Copyright ACM 2000 1-58113-251-4/00/04...$5.00 one must generate a floorplan to be able to estimate different measures of the chip. An example of such early phases of the design is the logic synthesis process. In logic synthesis, operations such as restructuring, logic cloning and buffer insertion is applied to the design. Each of these operations might change the netlist dramatically, which in turn changes the layout significantly. We should have a fast and accurate way of assessing how the logic synthesis operations affect the layout. Another example of the early stages of the design which need floorplanning is the scheduling/binding phase in the high-level synthesis process. After each binding move the netlist might change and so would the congestion area and delay in the final layout. In this paper we propose a method which generates a tolerant floorplan for a design. The area or delay of a tolerant floorplan would not change significantly with the changes in the netlist, because netlist changes were anticipated when generating the floorplan. By considering which blocks are likely to undergo logic synthesis changes (e.g., blocks located in a highly congested area or blocks in a path where timing constraints are not met) in advance, we can come up with a floorplan which is reasonably good for most likely moves. By taking into consideration the possible bindings of the operations to different resources (in high-level synthesis), we can weight the potential connections between any two resources based on the likelihood that such a connection is used in the final design, and do the floorplanning in a way that the nets with more probability end up having smaller length. Another example where the tolerant fioorplans can be nseful is the handling of the engineering change orders (ECO) which usually happens after we have done most of the design cycle. When an ECO, which is usually minor changes in the netlist, comes in we would like to change as little parts of the design as possible. If we had anticipated which units were more likely to have ECOs (units that were recently designed as opposed to IPs) when we were doing the floorplanning, then the generated floorplan most likely does not need many changes. Throughout the paper, we have focused on the application of tolerant floorplans in high-level synthesis. Although we have only shown results in this field, our method can be used in other scenarios, some of which were discussed above. For example, our work can be directly used in [10] . High level synthesis, or HLS, has been the subject of many research studies in the area of VLSI CAD in the past decade, e.g., see [2; 4; 7] . Since it deals with the design in the algorithmic level, which is the highest level of the design process, it has the most profound impact on the final product's area and performance measures. In deep submicron (DSM) design, parameters such as interconnect structure become dominant in the performance of the chip. A state-of-the-art CAD tool should be able to estimate layout parameters such as area, delay and power early in the design process (scheduling, allocation and binding). However, these measures cannot be estimated with high accuracy unless a fairly detailed layout of the chip, including the floorplan and routing is available. For this reason, some research studies have considered simultaneous floorplanning and scheduling/binding, e.g., [2; 6; 7] . Not all of them directly consider the contribution of the wires to the floorplan area. Another HLS system which generates a floorplan during binding and scheduling processes is BINET [7] . Although BINET is fast, it has two drawbacks: (a) It generates ttoorplans only after binding the operations to resources at each time step. (b) Uses the method in [12] to estimate the wire area. [12] estimates the wiring area using statistical models or by comparing the design to those from previous projects which are fully routed. Obviously, these methods will not yield an accurate estimation of the wiring area.
[2] combines binding and floorplanning. It uses [11] as its floorplanner which does not directly consider area needed for wires. Instead, it uses a linear function of floorplan area (without wires) and the total wire length. Using this method, one cannot estimate the area taken by the wires connecting modules together. The methods in [6] and [9] use force-directed floorplmmers [5] . Calls to [5] are made after every scheduling, allocation or binding move. Simulated annealing methods are proved to generate more compact floorplans than force-directed ones. But as designs axe getting more complex, it is less affordable to spend so much time, i.e. call the floorplanning process, for each HLS move. In this work, we have proposed an estimation method for the area and other design parameters of the chip. We have also proposed a more accurate method for area estimation of the chip by considering the area contribution of the netlist more realistically. By considering the netlist prior to binding the nodes of the Data Flow Graph (DFG) to functional units, and the possible binding options, our system generates a tolerant floorplan. In this ways we can avoid running the floorplanning process after every HLS move. Since we know that the area does not change dramatically with a new move, we keep updating the floorplan area until it is more than x% the initial area~ or y number of HLS moves have been done. (x and y will be determined experimentally.) Experimental results show that our method is 184% the speed of a traditional method on the average.
PROBLEM FORMULATION
Input to HLS is defined by a DFG (data flow graph) Gw'a = (V, EDECa) where V = {viii = 1, 2,..., hops} is the set of operations and EDpa is the set of directed edges which defines the dependencies between operations.
EDFG = {(Vi, Vj)] the output of operation v~ is an input to operation vj }
An example of a DFG can be found in Figure 1 .
k~ k I al ?a2 ~ a3 ml(~) ~m2 The thick edges in Figures 1 and 2 show an example of the Lemma 1.
Definition 2. Let function .3.4 : EDFG ~ Echip be the mapping function of DFG edges to resource connections. (vi, rT(~.i) ..... ) E El)i,(t and (vj,rT(vj),m2) E Ebind.
More than one DFG edge might be mapped to a resource connection. For example, both edges (al,ml) and (a2,ml) in Figure 1 are mapped to resource connection (Addl,Mull). Assuming there is no preference in binding operations to resources, the probability of an operation v to be bounded to resource rT(~,),~ is ~ . In other words,
The probability that a DFG edge be mapl)ed to a resource connection edge can be derived from Equation 1 as follows:
Lemma 2. The probability that there is no connection between two resources in Gchip is equal to the probability that no two adjacent operations in GDFG are scheduled to be performed on them.
Using this lemma, we can calculate the probability that a net exists between resources Rt,,,~ and Rt~,~2 using Eq. 2.
TOLERANT FLOORPLANS
In Section 3.1 we present an approximation for the area of a floorplan which considers the contribution of wires connecting resources as well as the area of the resources. In Section 3.2 we show how we use probabilities calculated by Equation 3 to generate a floorplan which is tolerant to changes in the binding graph.
Area Contribution of Netlist
To estimate the area of a floorplan more accurately, we try to find the area contribution of the connections as well as the modules' area. We have used a method similar to what was used in [1] to estimate the area taken by wires. Throughout the paper, we have focused only on slicing floorplans [ll] . Furthermore, we have only considered simulated annealing as the process of floorplanning [11] , because it has proved to be the best among all other floorplanning methods. Typically, a net is routed within tim rectangle whose bottomleft and upper-right corners axe the centers of resources which are connected by the net. We call this rectangle "bounding box" of a net: 13(net)l. The dashed rectangle in Figure 3 is the bounding box of the net (3, 5) . Also, we can safely assume that when the routing path of a net passes through the boundary of a resource, its area contribution to the chip can be estimated by increasing the width or height of the resource by 1. For example, if a 40 x 30 resource is enclosed in a 40 x 40 block and a bus with width 6 is routed horizontally through the block, then we consider the area corttribution of the bus to the resource to be 40 x 6, which updates the dimensions of the resource to 40 x 36. In ~If resources are the same (e.g., the result of an adder is to be fed back to a register at its input), then B(net) is set to be the bounding box of the resource. this case, the routing did not change the' enclosing box of the resource. Since we don't know which blocks will be selected to route different nets, we have to use probabilistic methods to guess what the path of a net would be. There are several models which can be used. Figure 3 shows the bounding box of a net. We assume that the routing is done within the bounding box. To formulate different probabilistic models for the routing path we have to define a few terms first. vl andv2 E B((r*,,m~,rt:,m2)) NBBoxO%,m~)} (4) where BBox(rt,m) is the boundin 9 box of the resource rt,m.
The bounding box of a resource is the rectangle in the hierarchical slicing blocks which contains only that resource. The width/height of the bounding box of a resource is greater than or equal to the width/height of the resource.
There are several probability distributions that we can use to estimate whether a segment is used in routing a net or not. Three of them are shown in Figure 4 . Figure 4 -a shows a uniform distribution. This model assumes that the probability that the routing passes any of the segments is constant and a function of the area of the intersection of the bonding boxes of the net and the module. Figure 4 -b shows a better model. In this model it is more likely for the net to be routed using segments near the border of the bounding box than using those near the center. Figure 4 -c shows a more realistic model which assumes that all routings are done using at most two bends. The distribution in Figure 4 -c can be calculated by considering all possible ways of routing the net using L-shaped or Z-shaped routings, and dividing number of different routes passing through a segment by the total number of routes.
Assuming that we are using any of the distribution functions in Figure 4 , the area contribution of a net to a module is defined as: To update the area of a floorplan after insertion or deletion of a net, one can add or subtract the area contribution of the net to each resource on the chip, and then use floorplan sizing to find the chip area. Although this updating process takes linear time (in terms of number of resources on the chip), it is fairly fast. The reason is that the number of resources on the chip is small at scheduling and binding phases of the design. Furthermore, we can use this updating process after each floorplanning move, because each floorplanning move calls floorplan sizing to calculate the area. By updating the area contribution of the nets, we are not slowing down the floorplanning process.
Definition 4. Let p(s) be the probability that a segment is used in routing off a net. Also, let Sh and S~, be the set off horizontal and vertical segments in S respectively. The area contribution of a net (with width 1) to a resource's area is defined as functions

width(rt.m) ~-width(rt,m) + E A((rt"m::rt2'm2)"vt'rn)
We have compared our method of estimation of the wiring area with traditional methods in Section 4.1.
Generating Tolerant Floorplans
Consider the hierarchy of blocks which represent a slicing floorplan. (For a definition of a slicing tloorplan, refer to [11] .) Each resource, or module, is bounded to a rectangular area, or bin. Dimensions of the bin are more than or equal to the resource dimensions. If a net passes this bin, we estimate its area contribution by increasing width and height of the resource by the amount defined in Definition 4. If the inflated resource still fits in the bin, then the area of the floorplan does not change because of this part of the routing. We refer to this situation as "hiding of a net by a resource". ~Ve have tried to generate a floorplan which "hides" as many routiags as possibl.e. Such a floorplan will most probably have the same area if we insert or delete some nets. By anticipating which resources are likely to be connected, we can generate a probabilistic netlist which contains information about the nets, and how likely it is that each net is used. Such a probabilistic netlist is generated using Equation 3.
Using the probabilistic netlist, we run a simulated annealing floorplanning process. 
It is possible though, that one uses a combination of Equation 3 and other methods to calculate the wiring cost. For example, to modify the Wong-Liu algorithm [11] to handle probabilistic netlists, all we have to do is to multiply the half-perimeter length of the wires' bounding box to their probabilities and use the sum of all such terms as part of the cost function.
The result of the ffoorplanning process is called FPo. Intuitively, this floorplan has minimum area for the most probable cases. This floorplan is likely to be "tolerant" to changes in the netlist, meaning that changes in the routing will most probably not change its area.
After FPo is generated, our system translates each binding move to a list of insertion and deletion of nets. Examples of binding moves are swapping two operations of two resources, or moving an operation fronl one resource to another one. It is possible that a binding move introduces zero or more insertions, and zero or more deletions, depending on current netlist. Each binding move is applied to the floorplan by inserting or deleting corresponding nets and calculating the floorplan area using Equation 7 and 8 (and NOT Equation 9 and 10). It is possible that a binding move isolates a resource from the rest of the chip. This situation happens when only one operation is assigned to a resource, and the binding move assigns the operation to a different resource. The first resource has no operation to perform, and hence it can be removed from the chip. Conversely, it is possible that a binding move reinserts a previously removed resource to the chip by moving an operation fi'om another resource to it. In both cases, a new call to floorplanning process should take place. Otherwise, if the difference between area of the new floorplan and FPo's area is less than e% (we chose e = 2 in the experiments.) of FPo's area, we do not need to perform a new floorplanning. This intuitively means that the floorplan is still consistent with the initial prediction of the netlist. Before running the floorplanning process again, we have to update the probabilities of the netlist so that the new floorplan is different with FPo. This can be easily done by "biasing" the probal)ilities of edges in the binding graph. Instead of using equal probabilities for the assignment of operations to resources (as in Equation 1), we can update the probabilities of assignment of operations to resources such that it is more likely that an operation is assigned to a resource which it is currently assigrmd to (in the last floorplan, just before redoing the floorplanning). \Ve have run experilnents to compare this method with other traditional methods. The result of these experiments is shown in Section 4.2.
EXPERIMENTAL RESULTS
This section, which consists of two subsections, shows the result of our experiments. Section 4.1 shows the result of experiments comparing our model for area contribution of the wires to the traditional methods. Section 4.2 compares the speed of an HLS system using "tolerm~t" floorplans to one which uses traditional floorplanners.
We have compared tolerant floorplans to two traditional methods. The two methods are called "Simple" and "\Vong-Liu" [11] . The Simple method does not consider netlist at all, and just tries to arrange the resources in a way that the area is mininfized. The Wong method uses sum of wire length of ,lets as part of the cost function used in simulated annealing process. By including a term corresponding to wire lengths to the cost function, Wong-Liu method tries to place highly connected resources closer to avoid running wires all over the chip.
Wiring Area Estimation
To compare our model for the wiring area to the traditional models, we implemented the Wong-Liu's simulated annealing floorplanner, but used three different cost functions: one consisting of only area ("Simple"), another one consisting both of area and the wire lenght ("Wong-Liu") and finally, one which combines the area of the modules and the area contribution of tile wires as formulated in Equations 9 and 10 ("Tolerant"). Then we ran TimberWolf's global router on the floorplans generated by each of the methods and compared the final area. We allowed TimberWolf to do compaction before routing. The area of these floorplans are shown in Table 1 . We have done experiments on high-level synthesis benchmarks (see Section 4.2 for a description of them); however, since they are small, we have used our own circuits for the purpose of area comparison. The circuits contain about 30 modules with varying number of nets, ranging from 20 to 50. Column "A" shows the ratio of the area of the simple method to the area of the tolerant floorplan, both after global routing is done using TimberWolf. Column "B" shows the ratio of the area of the Wong-Liu method to the area of the tolerant floorplan, both after global routing is done using TimberWolf. Column "C" shows the ratio of the estimated area (estimated by Equations 9 and 10) to tile actual area reported by TimberWolf after global routing. It shows that on the average, the tolerant floorplanner can estimate the wire area with 2°7o error.
Tolerant Floorplans
To compare our method with the traditional methods, we have used three behavioral model HLS benchmarks, "diffeq" [8] , "FIR"J2] and "ellipf" [3] . For resource dimensions, we have used two sets of libraries [2] for the resources. The Table 2 , the unit of area is reported in square micron. "Diffeq" is tile hardware description for an algorithm which tries to numerically solve the differential equation y" +3xy'+ 3y = 0. The DFG of this model is shown in Figure 5 . Two adders and two multipliers are used to schedule the algorithm. The FIR filter is scheduled with 3 adders and 4 multiplier units. Its DFG is shown in Figure 6 . Five adders and two multipliers were used for the elliptic filter. The DFG of "ellipf" is shown in Figure 7 .
To compare different methods of floorplanning, we let the floorplanning algorithm generate an initial floorplan FPo. The area of FPo is computed using Equations 7 and 8. Then we start applying binding moves to the floorplan and compute the area using the same equations, until the new area is ~% (We used ~ = 2 in our experiments.) more than the area of FPo.
We report the number of binding moves applied to the floorplan as a measure of speed of the method. The greater the number of moves, the less we need to call the floorplanning process and hence the overall HLS process will be faster. The result of the experiments can be found in Table 3 . We have not reported the "Diffeq" results because none of the methods stopped after 500 moves, meaning that the circuit is too small for the wiring to change the are significantly. Table 3 : Number of binding moves to apply to different floorplans so that the area exceeds by 2% the initial area. FirXY is the FIR filter implemented with X adders and Y multipliers.
CONCLUSION AND FUTURE WORK
We have proposed a floorplanning method which generates tolerant floorplans for a set of possible binding moves. The results show that anticipating such binding moves is very effective. An improvement to our method is the formulation of the scheduling constraints into binding probabilities. By considering time constraints, the probabilities would be more exact and hence the generated floorplans will be more reliable for area and other parameters.
ACKNOWLEDGMENTS
