We present a number of arguments in favor of the suggestion that the MarshallPeierls sign rule survives the frustration in the square-lattice Heisenberg antiferromagnet with frustrating next-nearest-neighbor (diagonal) bonds (J 1 − J 2 model)
Many years ago Marshall proved, using a Lemma due to Peierls, the well-known theorem determining the amplitude phases of the set of Ising states building the ground-state wave function of the spin 1 2 Heisenberg antiferromagnet on bipartite lattices [1] . Later on, Lieb and Mattis generalized the theorem to arbitrary site spins and bipartite lattices without translational symmetries [2, 3] .
Assigned to the J 1 − J 2 model
(nn and nnn mean that the summations run over the nearest-neighbor and nextnearest-neighbor, diagonal, bonds on the square lattice, respectively), the theorem, applicable to the case α ≤ 0, says: 
Here the Ising states |m are defined by
where |m i , i = 1, · · · , N, are the eigenstates of the site spin operator S (ii) The total spin of Ψ M is S = |M|. Since each M subspace contains only eigenstates with S ≥ |M|, a result of (ii) is the relation
with E(S) being the lowest energy eigenvalue belonging to S. It is worth noticing that the property (ii) is characteristic for a larger set of Hamiltonians (1), because the relation (i)⇒ (ii) can always be proved.
In what follows we address the model (1) with frustrating diagonal bonds, i.e., α > 0. According to Lieb-Mattis definition [3] , if α > 0, the square lattice is not bipartite because it is not possible to find a positive constant c > 0 such that the conditions J AA , J BB ≤ c, J AB ≥ c are satisfied for all bonds of the square lattice.
The goal of the present Letter is to give arguments in favor of the suggestion that the Marshall-Peierls sign rule (i) can survive the frustration for relatively large positive parameters α.
For references, let us firstly recall the important steps leading to the sign rule (i) [3] . We suppose that the ground state of (1) in the subspace M (with an eigenvalue E M ) is writen in the form (2) . The Schrödinger equation for the amplitudes c
where 
should also have an eigenvalue E M . Let us suppose that the matrix elements A nm satisfy
Then Eqs. (5, 8) lead to 
showing that the inequality (9) is satisfied at α = 0 + . Thus, the same reasoning as in the case α ≤ 0 implies that the above assumption is wrong, i.e., all the amplitudes should be positive, c Spin-wave analysis: The self-consistent spin-wave approach used below [4, 5] is predominantly addressed to low-dimensional spin systems. The conventional spinwave technique is supplemented with a condition for zero sublattice magnetization, thus fulfilling, by hand, Mermin-Wagner's theorem [6] at finite temperatures, or the same requirement on finite lattices. The J 1 − J 2 model has also been analyzed by this method in a number of recent papers (for a review, see, e.g., Ref.7 and references therein). Here we omit the details and directly present the spin-wave ansatz due to the theory mentioned above
Here |Néel is the classical Néel state. The weight factors w k are defined by w k = v k /u k , v k and u k being the well-known Bogoliubov coefficients
The Bose operatorsâ R ,b R come from the Dyson-Maleev transformation and live on A and B sublattices, respectively. The prime over sums means that k vectors run in the small Brillouin zone. µ is the Lagrange multiplier used to imply the condition for zero sublattice magnetization. The renormalization factor U, renormalizing the frustation parameter α in the last equation, is a result of the Hartree-Fock decoupling corresponding to the theory (for details, see Refs. [8] [9] [10] . Within the theory, U is a ratio of two short-range correlators determined by the self-consistent equations. It has been shown in a recent study [10] that the spin-wave ansatz (12) gives an exellent fit to the exact-diagonalization data for the relevant quantities of the model (1) up to α ≈ 0.45 , provided the quasiclassical limit (large site spin s i ≡ s) for the factor U (see, e.g., Refs.11,12)
is used. U = 1 corresponds to the linear spin-wave approximation [13] .
Now, let us rewrite (12) in the form
where the pairing function w(r) is defined by
The vector r connects sites from different sublattices. 
