Point spectra of Cesàro matrices  by Maddox, I.J.
MATHEMATICS Proceedings A 92 (4), December 18, 1989 
Point spectra of Ceshro matrices 
by I.J. Maddox 
Department of Pare Mathematics, Queen’s University of Belfast, Belfast, BT7 INN, 
Northern Ireland 
For Professor Brian Kuttner on his eightieth birthday 
Communicated by Prof. J. Korevaar at the meeting of February 27, 1989 
ABSTRACT 
For all positive a the point spectrum of the (C,a) matrix is determined, where the matrix is 
regarded as an operator on certain Banach sequence spaces. In particular the point spectrum is 
obtained in the spaces i,(X), with 1 <pi 09, where X is a Banach space. 
1. INTRODUCTION 
Let (X, )/ .I[ ) be a non-zero Banach space over the complex field. If xk E X for 
k=O, 1, . . . then x=(+)=(x,,,+... ) denotes a sequence in X and by s(X) we 
denote the linear space of all such sequences with the natural coordinatewise 
operations. Some important linear subspaces of s(X) are defined as follows: 
~,(x)={xES(x): i IIxkIlp<w}, o<p<w, 
k=O 
ko(X)={X~dX):suP IIxkll<w}, 
k 
co(x)= {X'=&f) : Ilx,ll -+o (k+w)}, 
c(X) = {x E s(X) : 11 xk-/II+o (k+w), for some /EX), 
c,(X) = {x E s(X) : Ax E c(X)} ) 
where A =(a& denotes the (C, a) matrix of order a>O, that is 
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As usual we denote by At, the binomial coefficient: 
A,n= l,A,u=(a+ l)(cr+2)***(cr+n)/n! 
for n 11. Standard properties of A may be found in Hardy [3]. 
The space l,(X) is a natural extension of the classical Ip space and cA(X) 
may be regarded as the convergence field of the (C,a) matrix, that is those 
sequences which are summable (C,(r). 
Now for any cr> 0 it is clear that A acts as a linear operator on s(X) and 
cA(X). Also, it obviously acts as a bounded linear operator on each of the 
Banach spaces f,(X), c&Y), c(X), with the norm l/xi =sup, I&i. We shall 
next show that A acts as a bounded linear operator on l,(X) for 1 <p< 00, but 
not for O<pr 1. 
1.1. THEOREM. If cw>O then the (C, a) matrix A acts as a bounded linear 
operator on /,(X) for 1 <p< 00, but not for O<ps 1. 
PROOF. First take 1 <p< 00 and let XE /,,(X). Define q by l/p + l/q = 1. In 
order to show that A : /,(X>+/,(X) it is clearly sufficient to establish the fact 
that 
(1) sup ; l&l f %kUXkll <a 
m n=O k=O 
for all y = &) E fq. For, by the Banach-Steinhaus theorem, (1) implies 
iti 41klxkl)P<=% 
n=O k=O 
whence 
%kXkllP< 00, n=O k=O 
and so A = (A& : /,(X)+1,(X). 
Now define bnk = (k + l)/(n + 1) and write the double sum in (1) as 
n=O k=O 
Applying Holder’s inequality we thus need to estimate the following sums: 
(2) 
(3) 
n=O k=O 
The sum in (2) is 
(4) 5 IXJ” ; a,/#+ l)i’V(n + 1)“Q 
k=O n=O 
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and the inner sum of (4) is 
(5) (k + 1)“q 2 A,aI:/A,a(n t 
n=k 
If k=O then the expression in (5) is 
1) * 14 
bounded in m since At- ‘/AZ = a/(a + n) 
and l/q> 0. Now if kr 1 then the expression in (5) does not exceed 
(6) c(k + 1)1’q ; A,aI:/nA,a- 1+ l/q 
n=k 
for some positive number c. This follows from the fact that 
A+zS/IQ3+ 1) 
as n-roe for any p> - 1. 
By a result of Chow [2], Lemma 1, the series in (6) is equal to 
l/kAi’+“$ 
whence the whole expression in (6) tends to cT(l/q) as k+oo. Hence the ex- 
pression in (4) is bounded in m. 
Next, the sum in (3) is equal to 
(7) 5 lY”14 f a& + l)“V(k + 1)“P 
If==0 k=O 
and the inner sum of (7) does not exceed 
(8) d(n + l)-‘“+‘@ i A,“:LA; I@, for some constant d. 
k=O 
By well-known properties of binomial coefficients, the sum in (8) is equal to 
Aa’- 1’P. Thus the expression in (8) tends to a limit as n+oo, so the expression n 
in (3) is bounded in m, and the proof is complete for the case 1 <p< a. 
In case O<ps 1 choose x=(z,O,O,O, . ..) with Hz11 = 1. Then XEIJX) but 
i II i a,kxklP= i lalP/(a+n)P 
diverges. This proves the theorem. 
2. POINT SPECTRA 
If E is any linear space and T is any linear operator acting on E then by 
Pts(T, E) we denote the point spectrum (or eigenvalues) of T on E. Thus 
A E Pa(T, E) if and only if TX= Ax for some non-zero XE E. 
Our next result completely describes the point spectrum of the (C, a) matrix 
A acting as a linear operator on each of the sequences spaces mentioned in the 
introduction. By Theorem 1.1 and an earlier remark, for the space I,(X), we 
must restrict attention to the cases 1 <p s 0~. 
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2.1. THEOREM. For a>0 let A = (a& denote the (C,(r) matrix. Then 
(i) P&l,s(X))={l/A~:m=O,l,... }. 
(ii) P&l, 1, (X)) = Pa@, c(X)) = Pa(A, c,(X)) = { 1) . 
(iii) Pa(A, 1,(X)) = Pa(A, c&Y)) = 0, for 1 <p c 00. 
PROOF. (i) If 1 E Pa(A,s(X)) then 
ankxk=Lx, for n=O, 1, . . . 
k=O 
for some non-zero sequence X. Choosing the smallest mr0 such that x,,, #0 it 
follows that a,,x, = Ix,, which implies 
I=a,,,,=l/Ag. 
Conversely, let Iz = I/AZ for some m 10. We construct x E s(X) as follows. 
Choose a non-zero z E X and define x, = 0 for kc m, x, = z. Then 
n 
C a,,x,=Ax, for OlnSm. 
k=O 
Now observe that a,,,, > a,, + ,, ,, + , for all n ~0. Take n > m and suppose that x, 
has been defined for OS k< n. Then we may choose x, to satisfy the equation 
n-1 
c %kxk = camm - ann)xn3 
k=O 
and the proof of (i) may be completed by induction. 
(ii) Denote by E any one of the spaces l,(X), c(X), cA(X). 
If A E Pa(A, E’) then there exists a non-zero XE E with Ax= Lx. Hence, as in 
the proof of (i) above, there is a smallest m 10 with x, #O, and so 
n=a,,=l/Ak , 
We shall next prove inductively that 
(9) Xm+i=Aimx, for all ir0. 
Let us suppose that 
X m+i=AimX, for Osisn-m. 
Then 
n+1 
1 an+l,kXk=AXn+l 
k=O 
may be re-written as 
(lo) A; i A,n;:-kXk=(Ana+l-A~)X,+,. 
k=m 
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The left hand side of (10) is equal to 
After some simplification we find that 
xm X 
(n-m + l)! = (m+ 1,yn+ 1)’ 
which implies x,, + i = AT!. m + lxm, whence (9) holds. 
In the cases E = l,(X) or c(X) we must have 
“UP IIxm+ill<03~ 
which is contrary to (9) unless m = 0. So in these cases we must have A = 
=1//l;= 1. 
In case E = c,(X) we must have Ax E c(X), whence 
(11) SUP II i %&II < co *n k=m 
Now define t,=O (Oskcm), t,+,=@ (i?O). If ml1 then &+oo (k-a), 
and since A is a non-negative Toeplitz matrix it follows that 
”  
c anktk- W=J), 
k=O 
which is contrary to (11). Consequently, we must have m = 0, and so Iz = 1. 
Conversely, A = 1 is an eigenvalue of A when E is any one of j,(X), c(X), 
cA(X). For if z is any non-zero element of X and we define xk = z for all k10 
then 
n 
c ankxk=z c ank=z=x, 
k=O k=O 
for all n 20, and XE E, x#O. This proves (ii). 
(iii) Let 1 <p < 00 and suppose E denotes any one of I,(X), c,,(X). Since 
1,(X> C c,,(X) we have Ax= Ix for some non-zero XE c,,(X), whenever 
I EZ%(A, E). Assuming that such a 1 exists we see by the argument of (ii) 
above that (9) holds, whence 
Ilxm+ill 1 llxmll 
for all mz0 and all i10, contrary to the fact that x~ca(X). Hence 
Po(A, E) = 0, as required. 
As a special case, taking a= 1, p = 2 and X to be the complex field in 
Theorem 2.1 (iii) we obtain a result of Brown, Halmos, Shields [ 11, Theorem 2: 
2.2. COROLLARY. In 1, the point spectrum of the (C, 1) matrix is empty. 
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