We model a selection process arising in certain storage problems. A sequence (X1, ---, X,) of non-negative, independent and identically distributed random variables is given. F(x) denotes the common distribution of the Xi's. With F(x) given we seek a decision rule for selecting a maximum number of the Xi's subject to the following constraints: (1) the sum of the elements selected must not exceed a given constant c >0, and (2) the Xi's must be inspected in strict sequence with the decision to accept or reject an element being final at the time it is inspected.
Introduction
Independent, identically distributed random variables are to be selected one at a time from a sequence of length n ?1, subject to the constraint that their sum not exceed a given constant c > 0. The random variables are non-negative and can be interpreted as interval lengths. For a given distribution, F(x), of interval lengths, the problem is to find a decision rule which maximizes the expected number selected, E,(c). For the problem of most interest to us, it is understood that in the selection sequence the decision to reject or accept an language of Samuels and Steele [11] we have another instance of the fact that 'many stochastic tasks can be performed almost as well by someone unable to see the future (i.e. on-line) as by a prophet. (The smallest-first rule in our case.)
The asymptotics discussed thus far have kept c fixed while n -oo. We also obtain results for the limit c -oo, n -oo with c/n = 0 held fixed. These limit laws are easier to derive, since they are based only on the law of large numbers.
The problem studied by Samuels and Steele in [11] becomes equivalent to ours in the special case where F(x) is uniform on [0, 1] and c = 1. Their problem is to sequentially select from a given i.i.d. sequence a monotone increasing subsequence of maximum expected length. We shall verify this equivalence in the next section by inspection of the Bellman equation for our problem.
As in our case, Samuels and Steele obtain the asymptotic results in two steps: by exhibiting an upper bound and then a sequence of policies which achieves it. In our analysis, the prophet (described by E(N,)) provides the upper bound, but in their problem the prophet does too well, i.e. the prophet's result derived by Logan and Shepp [9] cannot be achieved by any on-line policy. Thus, our simpler upper-bound analysis provides an alternative proof of the Samuels-Steele result.
A problem having a dual relationship with ours is the secretary problem [4] , [10] (for other variants see [3] , [6] ); the difference is essentially in what is adopted as an objective function. The given i.i.d. sequence is now assumed to be infinite and the objective is to minimize the expected number of intervals that have to be inspected in order to find j that sum to at most c. (Here, the interval lengths are the salary demands of secretaries and c is the capital available to pay the j that need to be hired.)
The simple duality of these two problems belies major differences in their analysis. Indeed, whereas the Bellman equation for our primal problem appears to be intractable, the corresponding equation for the dual (secretary) problem can be solved for all n, when c : 1 and F(x) = x , a > 0. Once again there is a threshold rule that is optimal among the class of on-line policies.
Our asymptotic results are based on less restrictive assumptions about F(x) and c. After formalizing the relationship between the two problems, we show in Section 6 how to use the asymptotic results for the primal problem to obtain new asymptotic results for the dual problem.
Our problem can also be viewed as a special case of a bin-packing problem. In this setting, c is an integer, the intervals are called pieces or items, and the process of selecting is called packing. To our problem one further requirement is added: it must be possible to partition the set of selected intervals into c blocks, called bins, such that the sum of the lengths of the intervals (packed) in each bin does not exceed 1.
Bruno and Downey [2] have recently analyzed the smallest-first rule extended to this problem under the assumption that interval lengths are uniform random draws from [0, 1]. The extended rule simply selects intervals smallest-first for the bins taken one at a time, i.e. intervals for the ith bin are selected smallest-first from the subset of intervals not selected for the first i -1 bins.
In contrast to our problem without the partitioning constraint, the smallestfirst algorithm does not necessarily maximize the number of intervals selected. However, in the uniform case Bruno and Downey prove that the algorithm is asymptotically optimal in probability as n --oo. They also give detailed results on the rate of convergence. It is easy to verify that, without the partitioning constraint, at most c more intervals can be selected smallest-first from a given sequence. Thus, for fixed c the partitioning constraint has a negligible effect as n -->o, and our asymptotic result specialized to the uniform case (i.e. E(N,) -~2n) also applies to the bin-packing version. Extension of our asymptotic results for on-line rules is also easily worked out for the bin-packing problem. In particular, it is easy to modify the threshold selection rule so as to satisfy the partitioning constraint and sacrifice at most c items in so doing.
A principal application of our model is to problems of storage. Such problems exist within a large variety of industrial settings, whenever objects must be packed efficiently in one dimension. As a concrete example, in a computer system it may be required to allocate to main memory a maximum subset of some collection of records or files.
The Bellman equation and an optimal threshold rule
Let E,(x) denote the maximal expected number of selected intervals which sum to no more than x, where x-0 and n? 0 are real and integer-valued, respectively. We develop a Bellman equation for E,(x) as follows. If the first of n + 1 intervals has a length exceeding x, which happens with probability 1 -F(x), then it must be rejected, and the maximal (conditional) expected number of selected intervals must be E,(x). But if the first of the n + 1 intervals has length t, O t 5 x, then the maximal (conditional) expected number of selected intervals will be E,(x) or 1 + E,(x -t) according as the interval is rejected or accepted, respectively. Hence, for x, n ?0 Observe that the uniqueness of t in (2) is guaranteed by Theorem 1. We have E,(x) < 1 + E,(x -t) if 0 -t < zn+l(x), and 1 + E,(x -t) < En(x), if zn+1(x) < t 5 x. Thus we have a threshold rule under the optimal policy: the first of the (n + 1) intervals is accepted if its length is not greater than zn,+(x), and rejected if its length exceeds zn,+(x). We may rewrite (1) as For the uniform case it is easy to prove that zn(x) is increasing in x and En(x) is concave in x. In general, however, z,(x) need not be monotone in x.
En.+(x) = (1 -F(x))E,(x) + f (1 + E,(x -t)) dF(t)
Heuristically, the asymptotic formula for E,(c) may be derived as follows. Think of the threshold zn(c) as being practically constant in n and denote it by E > 0. Thus, we accept only those of the n intervals whose length is at most E. The number of such intervals is N-nF(E) and the average length of an accepted interval is M(E)IF(E), where L(E) = f'x dF(x). Thus, the sum of the lengths of accepted intervals is S -ny(E). Since they are to sum to no more than c, we must have nps(E) -c, and so
Thus, it becomes plausible to choose E = -l1(c/n) and to conjecture that
We shall in fact verify the above asymptotic formula for a large class of distribution functions. However, we have no proof that the formula holds for all distribution functions, nor do we have a counterexample.
Apart from the general results in Theorem 1, it seems difficult to obtain further properties of E,(c), e.g. asymptotics as n ---oo, directly from the Bellman equation in (1). We have found it necessary to follow another approach based on the Chernoff estimates provided in the next section. The approach is indirect in the following sense. We analyze the smallest-first rule, which is obviously optimal in the class of all rules, and we find in Section 4 the asymptotics of E(N,). We then define a threshold rule and show that the expected number it selects is asymptotically the same as E(N,). Thus, the given rule must be asymptotically optimal in the class of on-line policies, and its asymptotic behavior the same as that of E,(c). This approach can also be applied to the secretary problem, as shown in Section 6. We shall show in Sections 4 and 6 that for a large class of distribution functions, it is very likely that the above random variables are close to their expected values when E = -l1(c/n) and n is large. These results will follow from the probability estimates of Theorem 3 later in this section.
Chernoff estimates
We have n n n (5) N6=> Xi,
where the random variables in each sum are i.i. The inequality in (6) now follows from (11) and (12).
We remark in passing that there is a sizeable literature on bounds of the type given in Theorem 2. The bounds we have chosen are reasonably simple and adequate for our needs. For refinements we refer the interested reader to [1], [8] .
For n ? 2, we have the following central moment estimates
E(IX, -EX, l) 5 E(IX, -EXi12) = F(E)(1 -F(E)) -F(E) (13) E(IZj -EZ, I) = (1 -F(E))(y(E))n + Iz -_(E)In dF(z) -(1 -F(E))(EF(E))n + EnF(E) -2F(E)En E(IW, -EWj ) 5 En
In Theorem 2 let Y, successively be Xi -EX1, Z, -EZ, and W -EW . From (13) we find that the hypotheses of Theorem 2 hold when we replace (M, r) by (F(E), 1), (2F(E), E), and (1, E), respectively. Thus, the following result is proved. The limit c1 -+c produces the desired result.
For any event D, let D denote its complement. From (19) and (20) (29) P(Di n D2) = O(exp (-n n)). The result in (21) now follows from (27)-(29).

Proof of (ii)
.
T) f(c n---oo f(c)n1+l --f(C) Since E(NT,) E,(c) 5 E(N,), we conclude from (22) and (35) that f(clm) E(c) ?En(c)
(
A formula for E(N,) in the uniform case
We begin with the following general lemma. Even though E(Mj) < Ej(c), we shall show, in analogy with the primal problem, that E.(c) -E(Mj) as j --. Thus, the sequential threshold rule for the dual problem is asymptotically optimal over the class of all selection algorithms.
We begin with the asymptotics of Mj, which are based on the observation that Hence,
The independence assumption implies E(M) (5E i, 
