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Abstract—Image analysis in the field of digital pathology has
recently gained increased popularity. The use of high-quality
whole slide scanners enables the fast acquisition of large amounts
of image data, showing extensive context and microscopic de-
tail at the same time. Simultaneously, novel machine learning
algorithms have boosted the performance of image analysis
approaches. In this paper, we focus on a particularly powerful
class of architectures, called Generative Adversarial Networks
(GANs), applied to histological image data. Besides improving
performance, GANs also enable application scenarios in this field,
which were previously intractable. However, GANs could exhibit
a potential for introducing bias. Hereby, we summarize the recent
state-of-the-art developments in a generalizing notation, present
the main applications of GANs and give an outlook of some
chosen promising approaches and their possible future applica-
tions. In addition, we identify currently unavailable methods with
potential for future applications.
I. MOTIVATION
Whole slide scanners are capable of effectively digitizing
histo- or cytological slides without any significant manual
effort. These scanners are capable of generating vast amounts
of digital data, as even a single whole slide image can show
up to several giga-pixels in resolution. Digitization opens
up the potential for more effective storage, optimized and
standardized visualization and transmission (tele-pathology).
However, to outweigh additional effort and thereby make dig-
itizing in pathology attractive for the routine utilization, tools
for computer aided analysis are indispensable. Automated
methods can provide support by facilitating basic routine tasks,
such as counting objects or segmenting regions. Moreover,
state-of-the-art machine learning approaches exhibit a potential
for recognising patterns which cannot be easily detected, even
by the trained human eye [1]. Therefore, especially for less
experienced pathologists, machine learning approaches exhibit
a high potential, not only to decrease the time needed, but also
to improve the diagnostic accuracy. A further motivation is
provided by a considerable inter-rater variability in histological
examinations [2], [3].
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Microscopic evaluation of tissues or cytological preparations
is the gold standard in clinical diagnostics in case of a large
range of pathologies. Examples of these are smear tests,
analysis of the boarders of cancer tissues during operations
and post-mortem histological testing. Due to an increasing
prevalence and thus workload in the field of cancer-related
diseases in combination with a decrease in the number of
pathologists [4], [5], automated assisting tools will be of main
importance in the near future. By facilitating effective auto-
mated computer-based processing, image analysis approaches
can be a powerful tool to facilitate clinical practice. Apart from
supporting the pathologists’ daily routine, automated high-
throughput processing techniques can be employed to boost
the potential of histological research regarding medical and
biological data.
A. Image Analysis in Digital Pathology
A particularly relevant application field of digital pathology
is given by the detection of tissue-of-interest combined with
a pixel-accurate segmentation. Tasks such as nucleus [6]–
[8], cancer [9], [10] and gland [11], [12] segmentation have
been considered in recent studies. Segmentation approaches
combined with the extraction of features, such as quantity,
area and morphological characteristics, allow for access to
image information in an efficient and condensed manner.
Classification approaches [13], [14] go one step further and
have the potential to provide an observer-independent decision.
While such approaches are completely automated and observer
independent, an open issue in practice is how to deal with these
black-box decisions when the estimated performance measure
(e.g. F-score) does not indicate a perfect categorization (even
if an algorithm is as accurate as a human expert). Stain nor-
malization [15]–[17] also exhibits an important field, allowing
harmonization of data from a single or from several different
laboratories showing stain variability. Moreover, normaliza-
tion can be used for pre-processing computer-based analysis
methods as well as to enhance manual experts’ examination
performance.
From a technical point of view, a wide range of different
approaches have been applied to histological image data.
Before the era of deep learning, for the purpose of segmenta-
tion particularly pipelines based on thresholding [18], water-
shed [19], active contours [20] and a combination of these
approaches were proposed. Stain normalization approaches
were mainly based on pixel-level transformation [15]–[17],
such as color deconvolution [15]. Pixel-level in this context
means that mappings are generated without incorporating the
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2pixel neighborhood. Classification approaches were based on
separate feature extraction (e.g. Local Binary Patterns [21],
Fisher Vectors [22]) and classification models such as Support
Vector Machines [23].
Recently, deep learning approaches and particularly Convo-
lutional Neural Networks (CNNs) where identified as highly
powerful and generic tools, being capable of performing
a large range of tasks [24], [25]. In many application
scenarios, deep learning methods outperformed the exist-
ing approaches [24]. Especially in the field of segmenta-
tion, the so-called fully-convolutional networks using skip-
connection [12], [26], [27], such as the prominent U-Net [26],
boosted segmentation accuracy and exhibited high efficiency.
Thereby allowing for a rapid processing of huge images in
combination with rather cheap consumer graphics processing
units.
B. Challenges
A disadvantage, however, of many deep learning approaches
is given by the fact that these methods typically need large
amounts of labeled training data. Data augmentation can be
a powerful tool to lessen this restriction [26], [28], [29].
Nevertheless, a significant amount of manually annotated data
is mostly indispensable. Due to the large image size of up
to several gigapixels, manual annotation of histological whole
slide images for the purpose of segmentation can be extremely
time-consuming. As this task often needs to be performed
by medical experts, this fact exhibits a burden for the ap-
plication of deep learning approaches in practice. A further
difficulty arises due to the variability in the image domain [17]
which is typically (unintentionally) caused by differences in
the cutting and staining process. Intentional differences can
also be due to other staining techniques, applied in order
to extract other or additional features from the image data.
Varying staining techniques showing similar morphologies,
but different texture and color characteristics, also require
individually trained image analysis models. A further source
for variation is given by intra-subject variability, e.g. due to
(a wide range of) different pathologies. If a standard deep
learning pipeline (without domain adaptation) is applied, this
urges for manually annotated training data, covering the whole
range of image characteristics, which can be extremely diverse
if several degrees of variation occur [30].
C. Contribution
Approaches relying on Generative Adversarial Net-
works [31] (GANs) exhibit the potential to reduce the re-
quirement of large amounts of manual annotations. This, in
turn, reduces the barrier to entry for automated image analysis
methods in medical imaging. Particularly in the field of digital
pathology, recent developments not only improved measures
but even enabled novel applications. Many tasks for which
supervised learning approaches were indispensable, can now
be performed with unsupervised techniques.
In this paper, we summarize the application scenarios and
recent developments including GAN-based approaches in the
field of digital pathology. Based on this research, we highlight
application scenarios which highly profit from recent GAN
approaches using some of the most prominent architectures
and adaptations of these architectures. We also identify re-
maining issues and challenges and determine relevant high
potential fields of research for the future. Finally, we also
provide uniform definitions to facilitate an orientation in the
”jungle of GANs”.
In Sect. II, a summary and classification (based on capabili-
ties) of architectures applied to digital pathology are provided.
In Sect. III, the histological application scenarios are outlined
followed by a review of the individual approaches (Sect. III-A–
III-E). In Sect. IV, we discuss trends, benefits, challenges and
additional potential of GANs. Section V concludes this paper.
II. GAN ARCHITECTURES
The idea of training two neural networks in a zero-sum min-
max game is shown to enable stable training in image analysis
for digital pathology with several important architectures like
GAN, cGAN, cycleGAN, InfoGAN, BigGAN and GAN based
siamese Networks [8], [32]–[39]. In this section, we focus
on the technical background of GAN approaches employed
for image analysis in digital pathology. We analyze these
architectures and cluster them into similar groups (Fig. 1) with
respect to their applicability. Additionally, we summarize the
capabilities of individual GAN architectures in Sect. II-A.
The conventional GAN architecture, introduced by Good-
fellow et al. [31], is shown in Fig. 1 a. It enables the
generation of image data by mapping an unstructured latent
space into an image Z → X , using an up-scaling CNN called
a generator G. In order to generate images showing desired
characteristics, this generator is trained with the aim of fooling
a discriminator (D). The discriminator, typically also a CNN,
is trained to distinguish between real (x ∈ X) and generated
samples (G(z)). The labeling y describes the data to be real
if y = 1 and generated if y = 0. Therefore, yˆ describes
the discriminator’s prediction which is used by the so-called
adversarial loss (loss(y, yˆ)) [31]. This loss is incorporated in
all of the following GAN architectures.
This basic architecture can be adjusted in multiple ways and
for a multitude of tasks. These adjustments are e.g. the addition
of a mapping layer before the generator (Fig. 1 b [37]) or the
replacement of the generator with an encoder-decoder structure
(Fig. 1 d [40]). By replacing the generator with an encoder-
decoder structure (Fig. 1 d), image transformations from one
domain to another are enabled [41]. This can be achieved by
replacing the latent space Z with images of the source domain
X1 and training the generator to transform X1 into a realistic
image of the domain X2 using an adversarial loss. This enables
applications like e.g. segmentation (X1 → X2). Adding a
mapping network between Z and the generator (Fig. 1 b)
aims to map the unknown latent space Z to a structured
latent space W . This interpretable structure enables semantic
vector operations that translate into domain specific feature
transformations [37].
CGAN (Fig. 1 c), in comparison to the original GAN
approach (Fig. 1 a), adds class information (c) to both the real
(x) and generated samples (x′). Therefore, the discriminator
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Fig. 1. Architecture comparison of several Latent-to-Image, Image-to-Image and Image-to-Label networks for digital pathology, trained primarily through an
adversarial loss. The form of the trapezoids describes if dimensionality is increased or reduced.
checks if G(z|c) and x is real or generated and from the correct
class. This architecture is capable of constructing images from
different classes based on a single generator [42].
Pix2Pix [41] (Fig. 1 e) is a variation of cGAN which
replaces the up-scaling generator for an encoder-decoder struc-
ture and the class information with the corresponding image
from the second domain. Therefore, the Pix2Pix generator
learns to translate between two image domains (X1 → X2).
For training, Pix2Pix needs corresponding samples (pairs)
showing images from the two domains capturing the same
underlying content. Therefore, the requirements are the same
as for (fully convolutional) segmentation networks, such as
U-Net [26].
CycleGAN [43] is a type of GAN (Fig. 1 f ) that enables
unpaired training of image translation through an adversar-
ial loss in combination with a cycle-consistency loss. The
core idea is to train two generators to transfer images from
domain X1 to domain X2 and vice versa. Therefore, the
loss can be calculated by combining the adversarial loss
(loss(y1, yˆ1)) with a cycle-consistency loss (loss(x1, x′′1) with
x′′1 being GX1(GX2(x1)) for both image domains. This cycle
consistency loss penalizes changes in structural information
from the real to the reconstructed sample [43]. Without a
further constraint, the generators typically also maintain the
structure in the virtual domain. This is probably because a
significant modification of the underlying structure followed
by the inverse modification would be more complex to learn.
Combining the idea of adversarial learning with a siamese
network [44], as shown in Fig. 1 g, results in a feature based
domain transfer method [33]. The leftmost part of this network
structure (M2) is a CNN that is trained in a supervised manner
and encodes the data from domain X2 in a feature space fx2 .
The CNN M11 is trained adversarially, in order to extract
similar features from X1 and X2. In order to keep the domain
information of X1, M11 and M12 are trained as a siamese
network. As shown by Fig. 1, the features from M11 and M12
4are concatenated and evaluated by a CNN on how well the
domain information is kept. These networks share weights and
finally M11 generates the features for an unseen sample of
domain X1 in the domain X2.
The InfoGAN variant [45] introduced in Fig. 1 h [34] shows
a variation on the idea of PathologyGAN (Fig. 1 b) that aims
to add structure to the latent space in order to have control over
the generator results and the kind of features it produces. The
InfoGAN [34] variation aims to find a structured latent space
(W ) to decouple the color information from the underlying
image information. This is accomplished by first concatenating
the noise matrix with the image sample from the second
domain, and then applying the result into an encoder-decoder
structured generator. This generator is trained adversarially
as well as through the mutual information of the auxiliary
network that aims at separating the reconstruction from its
structured latent part.
A. GAN Capabilities in Image Analysis
For differentiation of the capabilities, we decided to use
a generic scheme (as indicated in Fig. 1). We defined the
applications as mappings from one input domain to another
output domain. Particularly, we differentiated between Latent-
to-Image (Z2I), Image-to-Image (I2I) and Image-to-Label
(I2L) translation.
a) Latent-to-Image (Z2I): The application corresponds
to the original GAN’s [31] idea of generating images out of
noise. This results in a network that can produce a theoretically
infinite number of images based on unstructured latent samples
(z ∈ Z). Such a mapping (Z2I : Z → X) is typically
performed by conventional GANs, cGANs and their various
modifications such as the progressive-growing GAN [46], [47]
and Wasserstein GAN [48], partially displayed in Fig. 1 a,
b, c and h. Additionally, latent samples can be mapped to a
structured space before image generation in order to enable
interpretable modifications [34], [37].
b) Image-to-Image (I2I): Another typical application of
GANs can be summarized as Image-to-Image translation. I.e. a
mapping from one image domain X1 to another image domain
X2 is learned (I2I : X1 → X2). For means of generalization,
we explicitly also categorized segmentation mask domains
as image domains. We decided on this generalization since
the same technical approaches are used for the purpose of
Image-to-Image, Image-to-Mask (known as segmentation) and
Mask-to-Image translation (known as image synthesis). For
this purpose, Pix2Pix, CycleGAN (Fig. 1 e and f ) as well as
further GANs like the encoder-decoder GAN (Fig. 1 d) and
the adversarially trained siamese networks (Fig. 1 g) can be
applied. Training of I2I approaches can be categorized into
two major classes, namely paired (Pix2Pix and InfoGAN)
and unpaired (cycleGAN, encoder-decoder GAN and the ad-
versarial siamese network). While paired training requires
corresponding samples from the two domains for training,
unpaired training only needs two individual data sets from
both domains. While paired approaches typically exhibit better
performance, unpaired techniques enable additional areas of
application since paired data is not always available [43].
c) Image-to-Label (I2L): Image-to-Label translation is
typically referred to as classification. A network is trained
to find a mapping I2L : X → {0, 1, ..., n} from an image
domain X to a label domain comprising n classes. For this
purpose, cGANs and cGAN variants can be employed (Fig. 1
c), since the discriminator is, apart from a discrimination
between real and fake samples, also trained to determine the
class label [49].
III. TASKS IN DIGITAL PATHOLOGY
I2I, I2L and Z2I correspond to a multitude of applications
in histological image analysis. Here, we identified applications
specific for digital pathology and assigned them to one of the
three translation settings.
Particularly, we identified stain normalization (Sect. III-A),
stain adaptation (Sect. III-B), segmentation based on super-
vised learning (Sect. III-C), the synthesis of image data based
on segmentation masks (Sect. III-D) and data augmentation as
translation settings (Sect. III-E). Subsections III-A–III-E can
be categorized as I2I. Data augmentation (Sect. III-E) can be
both, I2I and Z2I, depending on the specific configuration.
We defined stain normalization (Sect. III-A) as a mapping
from an original image domain Xo to a normalized domain
Xn. Xn can be a subset of Xo, necessarily showing lower
variability. Apart from the stain, the mapping is intended to
keep all further image characteristics. With stain adaptation
(Sect. III-B), we refer to the setting where not (only) the vari-
ability within one staining protocol (e.g. H&E), but between
different protocols, need to be compensated. Therefore, the
domain shift is supposed to be larger than in case of stain
normalization. In this subsection, we also include a general
domain adaptation, which is not a typical I2I setting (as the
adaptation is typically not performed on an image but on
a feature level). Anyway, we decided for this categorization
due to the similarity from the application’s point of view.
According to our definition, stain adaptation can be interpreted
as a special type of domain adaptation.
Z2I in digital pathology is utilized in order to increase the
data set size. In this paper, data augmentation refers to the
I2I setting and data generation refers to the Z2I configuration
(Sect. III-E). This, in combination with additional transfor-
mations, like converting the unstructured into structured latent
spaces, allows e.g. for the generation of a theoretically infinite
number of morphologically different images.
I2L is mainly used for final classification in diverse ap-
plications (Sect. III-A–III-E). Theoretically, the discriminator
of a cGAN and cGAN-like networks can typically be re-
purposed for I2L [42] but only few applications use the cGAN
discriminator directly [50]. Additionally, the discriminator of
most GAN variations can be used for representation learning,
which can in turn be used as input of subsequent evaluation
through e.g. SVMs [51].
A. Stain Normalization
Since stain normalization is a type of I2I translation, several
GAN based approaches, as introduced in Sect. 2, can theoreti-
cally be used to enable stain normalization. CycleGAN (Fig. 1
5f ) can be optimized for the means of stain normalization
based on one training data set from a general (Xo) and a
normalized domain (Xn). Pairs, which are hard to collect
for this scenario, are therefore not needed. De Bel et al.
[36] investigated various experimental settings with differ-
ent generator architectures combined with data augmentation
strategies for cycleGAN. They showed that stain normalization
using the baseline architecture performs well and eliminates
the need for any further stain augmentation. It is shown in
general, that cycleGAN is highly flexible and powerful and
exhibits a general purpose architecture which is capable of
stain normalization. Compared to common pixel-based stain-
normalization approaches [15]–[17], however, cycleGAN can
do more than applying a non-linear pixel-based mapping. The
approach is theoretically also able to generate changes in
texture. Depending on the used data sets for training, this
capability corresponds to the potential of introducing bias.
This is especially the case if Xo and Xn show systematic
differences regarding the underlying tissue characteristics (e.g.
in case of data showing variable degrees of pathologies).
Experiments however, prove good performance in general, also
with respect to final segmentation or classification tasks [36].
However, an experimental investigation of the impact of dif-
ferent distributions in the two data sets used for training the
model has not been performed so far. To eliminate bias in
these kinds of architectures, the stain normalization stage can
be integrated into a classification approach [40].
Other approaches performing unpaired Image-to-Image
translation for stain normalization, replace the cycle consis-
tency loss with an alternative formulation. In the following,
we summarize two such approaches. The authors of [40] used
an encoder-decoder GAN (Fig. 1 d) with an additional loss
to keep morphological consistency. This is achieved through
a further gradient loss. Additionally, this stain normalization
model is combined with a classification model, which can
be used to add a classification loss in order to optimize the
separability of the classes. The potential of the additional
loss here faces reduced flexibility, since the model needs to
be trained individually for each task. Anyway, the limitation
is modest as classification models are necessarily trained or
adapted for each specific task.
A different stain normalization approach is based on the
idea of InfoGAN (Fig. 1 h). The authors of [34] replaced the
latent space Z with the lightness channel of the source image.
Additionally, a mutual information loss is used to train the
generator to represent the structured space W as the color
transformation of the source image. This allows normalization
into a predefined structured space or in the case of [32], a
predefined color space.
B. Stain and Domain Adaptation
One approach to perform domain as well as stain adaptation
is by the use of cycleGAN (Fig. 1 f ) as introduced in [52].
The authors performed segmentation based on previously
adapted image data. While the adaptation method is based
on cycleGAN and very similar to stain normalization [35],
[36], focus here is on translating one histological stain into
another. For the purpose of domain adaptation, the images are
virtually re-stained before processing. This approach is based
on the assumption that annotated training data is only available
for one certain stain which is approached by translating each
stain to the target stain.
Similarly, Xu et al. [53] adapted cycleGAN to translate
between different stains (H&E and immunohistochemistry
(IHC)) through the addition of a structured loss, aimed at
suppressing bias (here referred to as ”imaginary” features).
Contrary to [52], the authors did not apply further image
analysis, such as classification or segmentation, but instead
evaluated the realism of the data through Turing tests. The au-
thors identified a large set of application fields including a fast
and low-cost generation of IHC stainings, virtual multiplexing,
co-localization, augmentation and color deconvolution.
In a similar manner, an approach was proposed to translate
between H&E and immunofluorescent stains [39]. Unlike the
approaches mentioned before [52], [53] based on unpaired
training (cycleGAN), here Pix2Pix (Fig. 1 e) is employed.
Typically, paired samples showing exactly the same tissue in
two different stains, are hard to collect. The authors here,
however, used multiplexed imaging which allows for the gen-
eration of perfectly corresponding image pairs. Even though
multiplexing could also be applied clinically, it is costly and
can degrade both tissue quality and antigenicity. This kind of
I2I translation might omit the need for clinical multiplexing.
Another Pix2Pix approach by Rana et al. [54] similarly
utilized I2I translation based on paired training to convert
H&E to unstained image data (and vice versa). Pairs are avail-
able, since the unstained sample is captured before applying
the H&E staining. Only additional registration is needed to
obtain the pixel correspondences. Both approaches [39], [54]
qualitatively seem to be able to successfully use Pix2Pix as
an I2I translation model, but since they lack an evaluation
in the form of subsequent classification or segmentation, a
quantitative conclusion cannot be drawn.
Additionally, the siamese GAN architecture introduced in
[33] (Fig. 1 g) can be used for domain adaptation. This
domain adaptation pipeline maps the source domain to the
target domain in an unsupervised, feature based (not image
based) manner. By combining adversarial and siamese training
procedures, features from the source domain are mapped to the
target domain, while still being kept structurally similar to the
source domain. Finally, The obtained results are successfully
evaluated on the classification of image patches.
C. Supervised Segmentation
The Pix2Pix network is an established powerful segmenta-
tion approach, exhibiting an alternative to conventional fully-
convolutional segmentation networks [26]. Wang et al. [55]
adapted the Pix2Pix model (Fig. 1 e) for the field of histology
and showed improved performance compared to a standalone
fully-convolutional network [56]. For many tasks, standalone
fully-convolutional networks [11], [12], [26], [57] (without an
adversarial loss) perform reasonably well in histopathological
image analysis. However, a difficulty here is given by the fine
structure of the basal membrane. The GAN’s advantage over
6these basic (non-adversarial) CNN approaches is given by the
ability to maintain fine details through the adversarial loss [41].
Further potential of GANs as a principally basic segmenta-
tion scenario is shown in [58] where GANs were applied in
order to ”enrich” the image domain in a segmentation setting.
Instead of increasing the number of samples, as performed
in case of data augmentation, the information per image was
enlarged. By performing image translation between a source
and several target stains for each image, additional virtually re-
stained images were created. This generated data was used to
train and test a segmentation network which outperformed the
baseline setting of a network trained and tested on the source
domain only. However, a positive effect of this application
was only shown in one very specific application in the field
of kidney pathology.
D. Synthesis enabling Unsupervised Learning
One way to synthesise histological samples starts with
the generation of label masks. Realistic shapes are obtained
by sampling the parameters of the objects randomly from
distributions corresponding to natural occurrences. Mahmood
et al. [6] directly used binary masks and added realism by
deploying a generator of a cycle-GAN model. This model
was trained on an unpaired data set consisting of a label-
domain and an image-domain data set. Bug et al. [8] proposed
a similar approach. Instead of converting binary masks and
images, the authors already added a certain kind of realism
before GAN-based image translation. Specifically, they added
typical colors as well as spot-noise combined with blur in
the back- as well as foreground. Hou et al. [32], [59] put
even more focus on hand-crafted synthesis. Background was
obtained from original images by making use of unsupervised
segmentation techniques. In a similar way, object-texture was
obtained from real objects. Back- and foreground were then
combined and an encoder-decoder GAN (Fig. 1 d), was trained
to translate from the pre-computed synthetic domain to the real
domain. Instead of the cycleGAN architecture, this encoder-
decoder GAN with one generator and one discriminator is
utilized, containing a regularization loss (L1 and L2 norm
between the input and output image), a discriminator loss and
a task-specific loss [60], [61], to focus on the generation of
challenging samples.
Senaras et al [62] utilized a similar architecture (based on
Pix2Pix) to generate realistic histopathological images from
ground truth label-mask images. The method is similar to [32],
[59] using an L1 and a discriminator loss. Compared to the
other approaches [6], [8], [32], [59], the goal here is not the
(unsupervised) segmentation, but the generation of a data set
to be used for analysis of computer-based algorithms as well
as inter- and intra-observer variability. Instead of artificially
generated label masks, the authors translated ground-truth
annotations into realistic images. The obtained pairs where
intended to show perfect correspondence, which is not the
case if data is annotated manually in the traditional sense.
A vice versa approach (compared to [6], [8], [32], [59]) was
proposed in [30], [63]. Instead of generating virtual images
out of label-masks for means of obtaining labeled training
samples, the authors performed translation directly from the
image to the label-mask domain. Similar to [6], a cycleGAN
model was trained to translate from the label-mask to the
image domain and vice versa. Ultimately, the authors used the
generator translating images to label and thereby immediately
obtain segmentation output, circumventing the need for an
additional segmentation model.
This translation between the image and the segmentation
label-mask domain (and vice versa) exhibits a highly interest-
ing field, with the potential for unsupervised segmentation.
The unpaired and thereby unsupervised approach can be
combined with manually labeled data to improve performance
even further (dependent on the amount of labeling resources).
Based on the publications so far, it is hard to make a general
statement, whether a translation from the label-mask to the
image domain or vice versa is more effective with regards
to unsupervised segmentation. Performing a translation from
the image to the label-mask domain, is probably a task which
is easier to learn. The authors of [30], [63] were unable to
generate realistic images, whereas the translation from the
image to the label-mask domain showed reasonable outcomes.
The limitation is given because the mapping from the
image to the label-mask is more or less defined, while the
vice versa mapping is ambiguous (also referred to as ill-
posed). This means that for one label-mask, there exist several
corresponding images. In case of cycleGAN, both mappings
(i.e. both generators) need to be trained, independent of the
finally needed generator. The ”ambiguous” mapping, however,
can affect training based on the cycle-consistency loss, as
the loss ||x1 − GX1 ◦ GX2(x1)||2 is not necessarily small,
even if the generators show attended behavior. If the mapping
represented by the generator GX1 is ambiguous, a variety of
realistic images can be generated out of GX2 . This issue is
discussed in detail in [64].
Another approach towards unsupervised or weakly super-
vised learning is given by representation learning. Hu et
al. [65] adapted the GAN architecture for learning cell-level
image representations in an unsupervised manner. For that
purpose, an auxiliary network was employed, which shares
weights with the discriminator. In addition to the discriminator
loss, the authors introduced a further mutual information loss.
The trained auxiliary network can be employed to extract
features on cell-level, which are used to perform cluster anal-
ysis. The authors utilized the aggregated cluster information
to train an image-level classification model. However, these
extracted features could also be applied for high-level image
segmentation.
E. Data Generation & Augmentation
Similar to work on domain adaptation [52], Wei et al. [28]
adapted the cycleGAN architecture in order to perform data
augmentation. Instead of performing what we typically refer
to as domain adaptation (i.e. the adjustment between slightly
dissimilar distributions while the class labels remain similar),
they trained the GAN architecture in order to translate from
one tissue category to another (here from normal to abnormal).
Thereby, they obtained a generation model for the means of
7data augmentation which creates, based on existing samples,
additional samples of the other class. The difficulty of this
task is, that not only low-level image details, such as color,
need to be changed. In contrast, a translation from one class
to another typically requires a major change of the image
morphology. The authors showed that this is actually effective
in the considered application scenario [28] as the achieved
classification performance could be increased. However, the
cycleGAN architecture in general is not optimized for per-
forming morphological changes. Similarly, as in Sect. III-D,
the problem of ambiguous mapping emerges. The problem
in case of synthesis is, that one mapping (from the label to
the image domain) is ambiguous. Here, both mappings are
potentially ambiguous, because there is typically not a one-to-
many, and definitely not a one-to-one, mapping corresponding
to pathological changes.
Another approach for data generation was proposed in [37].
The focus was on generating artificial cancer tissue from
a structured latent space (Fig. 1 b). This method was not
evaluated on any following classification or segmentation.
Instead, its quality was bench-marked based on the Fre´nchet
Inception Distance.
IV. DISCUSSION: POTENTIAL OF GANS
We identified three fields in digital pathology with a par-
ticularly high potential of GANs. These fields were identified
based on the related work summarized in this paper in Sect. III.
Certainly, we do not claim the exclusive truth. In contrast, we
invite the reader to have a critical look at this review and
expand on it in future research.
A. Synthesis instead of Labeling
Firstly, we assessed the capability of cycleGAN and deriva-
tives to translate from an image to a label domain (and also
vice versa) as an extremely powerful approach. The ability to
learn from unpaired data in this settings translates the labeling
problem into a synthesizing problem. For many applications in
the field of digital pathology, synthesis of realistic ground-truth
label maps is a feasible task. Particularly, as long as roundish-
shaped objects need to be created, a basic simulation model
relying on a handful of parameters is sufficient [6], [8], [63].
A difficulty here is given by the fact that the mapping from
the label to the image domain is mostly ambiguous, as a label-
mask can be mapped to more than one corresponding image.
This potentially complicates training of the complete GAN
architecture with diverse methods of resolution.
One approach to tackle this challenge is to change the
cycleGAN architecture, e.g. by skipping one of the two cycle-
consistency loss terms [64]. The idea here is that ambiguous
mappings affect the loss in one of the two cycle-consistency
mappings only. Alternatively, Almahairi et al. [66] and Huang
et al. [67] proposed a cycle-GAN extension employing aux-
iliary latent spaces to control the variations of the one-to-
many mappings. The idea is, to decompose an image into
a content code that is domain-invariant and a domain code
which captures domain-specific properties.
Another method of resolution is outlined in [30]. The
authors showed that cycleGAN training is more effective
when the label domain contains additional information. With
additional information, the authors do not mean noise, but
information which is also available in the image domain. In
addition to the roundish high-level objects-of-interest, they
also synthesized low-level information (nuclei) and showed
that thereby the performance and robustness can be increased
dramatically. The improvement is obtained, because the gen-
erator networks now receive information where to place the
low-level objects in order to obtain a low cycle-consistency
loss. The difficulty here is, that the simulation model thereby
becomes more complex. However, especially in case of higher-
level objects, we are confident that this is the most optimal
solution when unpaired approaches, such as cycleGAN, should
be trained to perform translations from a label-mask to an
image domain or vice versa.
For practical utilization, an adjustable simulation tool would
be highly helpful to generate data according to the characteris-
tics of an individual data set. As segmentation tasks in digital
pathology often correspond to rather uniform roundish objects,
basic functionality would be enough for many purposes.
So far, such approaches have not been applied and adapted
to applications without strong shape constrains, as in tumor
segmentation [13]. Apart from the diverse morphology, a
difficulty here is given by the scale of the regions-of-interest.
Regions can show up to several hundreds or even thousands of
pixels in diameter. As the segmentation networks are applied
patch-wise, this can constitute a severe challenge. A method of
resolution might be given by a multi-level (or multi-resolution)
approach. Small, morphologically regular structures (such as
nuclei) could be extracted in a first step. Afterwards, a segmen-
tation of high-level objects (such as stroma, tumor, etc.) can
be performed on a lower resolution, based on the segmentation
information extracted on the lower level.
B. Potential of Stain-to-Stain Translation
We further identified stain-to-stain translation as an appli-
cation with high potential. In previous work, stain-to-stain
translation was performed mainly for means of domain adap-
tation. However, previous work already showed, that a GAN is
capable of facilitating the segmentation task by either changing
the appearance or by adding additional information to the
image domain [58].
When we think of domain adaptation, we typically do
not focus on facilitating a segmentation problem, but aim
at adjusting one data set to another. Nevertheless, we are
confident that a previous conversion can be a helpful tool to
improve segmentation or classification analysis performance.
For this purpose, special stains can be used, which particularly
highlight the respective objects-of-interest without the need
for physical generation of additional slides. Another option
is given by the translation from light field to fluorescence
microscopy [39]. Which, in addition, has the potential of
trivializing the following segmentation task.
A question which has not been addressed so far is, whether a
translation from a stain to another (e.g. a general purpose stain,
8such as H&E, to an IHC stain) is capable of showing similar
features as the real target stain. In [52], such a translation was
performed, but only for segmenting higher level objects which
are independent of the histological stain. The requirement here
was only that the morphology of the (high level) objects-of-
interest are maintained. To show whether or not GANs are able
to generate virtual stains which are not only realistic, but also
exhibit similar features on a low-level (i.e. the stain response
on pixel-level) as a real stain, a special data set is needed.
Particularly, this requires a large set containing corresponding
slide pairs stained with two different approaches. Apart from
the capabilities of the neural networks, the principal question
here is whether the information is available in the image data
or not, which might differ from problem to problem. Anyway,
due to the immense impact, we are confident that this is worth
trying out in a defined application scenario.
C. Morphology Translation
Image-to-Image translation typically covers mappings from
one domain to another, where the domain gap is caused by
(intentional or unintentional) variability in the data generation
protocol [34], [35], [39], [52]–[54]. In each of these settings,
color and potentially also texture varies between the domains.
However, as the underlying tissue is similar, there are mostly
no clear morphological changes.
A setting with morphological changes has been investi-
gated in [28]. The authors of this paper explored a trans-
lation between data from different classes for the means of
data augmentation. They used a derivation of the cycleGAN
architecture and achieved improvements regarding the final
classification task, but also figuring out that there is a clear
difference between the generated and the real image data. This
statement is reinforced by the finally obtained classification
rates, which were higher for real than for virtual data.
Even though cycleGAN generally shows a high versatil-
ity, we are confident that it does not exhibit the optimum
architecture for settings with changed morphology. In case of
morphological changes, there occur typically ambiguous map-
pings which can be highly problematic (as already discussed
in Sect. III-E).
Furthermore, conventional CNN architectures are not opti-
mally suited to perform spatial translation [68]. Subsequently,
we are confident that this field exhibits potential for further im-
provements with specifically optimized architectures. Methods
including a spatial transformer module [68] might be beneficial
for this purpose. A powerful tool could facilitate a translation
between healthy and pathological data, e.g. for the means of
data augmentation. In addition, a translation between different
imaging settings (such as frozen-to-paraffin translation) might
be considered, potentially improving the image quality and
therefore also the final classification accuracy.
V. CONCLUSION
In this paper, we summarized existing GAN architectures
in the field of histological image analysis. We provided an
overview of addressed application scenarios and the employed
methods and identified the major fields of research. Apart
from current trends and benefits through GANs, we also
identified remaining potential and the urge for novel technical
approaches to improve image analysis even further. In general,
it can be stated that GANs exhibit the potential for relaxation
or even for elimination of the constraint that large amounts
of annotated training data are needed for training deep neural
network architectures. In spite of remaining challenges, we
think that this technology will play a key role when it comes
to practical applicability of flexible image analysis methods in
digital pathology.
REFERENCES
[1] T. Kooi, G. Litjens, B. van Ginneken, A. Gubern-Me´rida, C. I. Sa´nchez,
R. Mann, A. den Heeten, and N. Karssemeijer, “Large scale deep learn-
ing for computer aided detection of mammographic lesions,” Medical
Image Analysis, vol. 35, pp. 303–312, Jan. 2017.
[2] H. Tsuda, F. Akiyama, M. Kurosumi, G. Sakamoto, K. Yamashiro,
T. Oyama, T. Hasebe, K. Kameyama, T. Hasegawa, S. Umemura, et al.,
“Evaluation of the interobserver agreement in the number of mitotic
figures breast carcinoma as simulation of quality monitoring in the japan
national surgical adjuvant study of breast cancer (nsas-bc) protocol,”
Japanese journal of cancer research, vol. 91, no. 4, pp. 451–457, 2000.
[3] J. Persson, U. Wildera¨ng, T. Jiborn, P. Wiklund, J. Damber, J. Hugosson,
G. Steineck, E. Haglind, and A. Bjartell, “Interobserver variability in the
pathological assessment of radical prostatectomy specimens: findings of
the laparoscopic prostatectomy robot open (lappro) study,” Scandinavian
journal of urology, vol. 48, no. 2, pp. 160–167, 2014.
[4] D. M. Metter, T. J. Colgan, S. T. Leung, C. F. Timmons, and J. Y. Park,
“Trends in the US and canadian pathologist workforces from 2007 to
2017,” JAMA Network Open, vol. 2, p. e194337, May 2019.
[5] A. H. Petriceks and D. Salmi, “Trends in pathology graduate medical
education programs and positions, 2001 to 2017,” Academic Pathology,
vol. 5, p. 237428951876545, Jan. 2018.
[6] F. Mahmood, D. Borders, R. Chen, G. N. McKay, K. J. Salimian,
A. Baras, and N. J. Durr, “Deep adversarial training for multi-organ
nuclei segmentation in histopathology images,” IEEE Transactions on
Medical Imaging, pp. 1–1, 2019.
[7] C. Jung, C. Kim, S. W. Chae, and S. Oh, “Unsupervised segmentation
of overlapped nuclei using Bayesian classification,” IEEE Transactions
on Biomedical Engineering, vol. 57, pp. 2825–2832, dec 2010.
[8] D. Bug, P. Gra¨bel, F. Feuerhake, E. Oswald, J. Schler, and D. Merhof,
“Supervised and unsupervised cell-nuclei detection in immunohistol-
ogy,” in Proceedings of the 2nd MICCAI Workshop on Computational
Pathology (COMPAY), 2019.
[9] Y. Xu, J.-Y. Zhu, E. I.-C. Chang, M. Lai, and Z. Tu, “Weakly supervised
histopathology cancer image segmentation and classification,” Medical
Image Analysis, vol. 18, pp. 591–604, Apr. 2014.
[10] J. Jiang, Y.-C. Hu, N. Tyagi, P. Zhang, A. Rimner, G. S. Mageras, J. O.
Deasy, and H. Veeraraghavan, “Tumor-aware, adversarial domain adap-
tation from CT to MRI for lung cancer segmentation,” in Proceedings
of the Conference on Medical Image Computing and Computer Assisted
Intervention (MICCAI’18), pp. 777–785, 2018.
[11] K. Sirinukunwattana, J. P. Pluim, H. Chen, X. Qi, P.-A. Heng, Y. B.
Guo, L. Y. Wang, B. J. Matuszewski, E. Bruni, U. Sanchez, A. Bo¨hm,
O. Ronneberger, B. B. Cheikh, D. Racoceanu, P. Kainz, M. Pfeiffer,
M. Urschler, D. R. Snead, and N. M. Rajpoot, “Gland segmentation
in colon histology images: The glas challenge contest,” Medical Image
Analysis, vol. 35, pp. 489–502, Jan. 2017.
[12] A. BenTaieb and G. Hamarneh, “Topology aware fully convolutional
networks for histology gland segmentation,” in Proceedings of the
International Conference on Medical Image Computing and Computer-
Assisted Intervention (MICCAI’16), pp. 460–468, 2016.
[13] L. Hou, D. Samaras, T. M. Kurc, Y. Gao, J. E. Davis, and J. H.
Saltz, “Patch-based convolutional neural network for whole slide tissue
image classification,” in Proceedings of the International Conference on
Computer Vision (CVPR’16), 2016.
[14] B. Gecer, S. Aksoy, E. Mercan, L. G. Shapiro, D. L. Weaver, and J. G.
Elmore, “Detection and classification of cancer in whole slide breast
histopathology images using deep convolutional networks,” Pattern
Recognition, vol. 84, pp. 345–356, Dec. 2018.
9[15] A. M. Khan, N. Rajpoot, D. Treanor, and D. Magee, “A nonlinear
mapping approach to stain normalization in digital histopathology im-
ages using image-specific color deconvolution,” IEEE Transactions on
Biomedical Engineering, vol. 61, pp. 1729–1738, June 2014.
[16] M. Macenko, M. Niethammer, J. S. Marron, D. Borland, J. T. Woosley,
X. Guan, C. Schmitt, and N. E. Thomas, “A method for normalizing
histology slides for quantitative analysis,” in Proceedings of the IEEE
International Symposium on Biomedical Imaging: From Nano to Macro
(ISBI’09), pp. 1107–1110, 2009.
[17] E. Reinhard, M. Ashikhmin, B. Gooch, and P. Shirley, “Color transfer
between images,” IEEE Computer Graphics and Applications, vol. 21,
pp. 34–41, Sept. 2001.
[18] M. Kowal, M. Z˙ejmo, M. Skobel, J. Korbicz, and R. Monczak, “Cell
nuclei segmentation in cytological images using convolutional neural
network and seeded watershed algorithm,” Journal of Digital Imaging,
vol. 33, pp. 231–242, June 2019.
[19] M. Abdolhoseini, M. G. Kluge, F. R. Walker, and S. J. Johnson, “Seg-
mentation of heavily clustered nuclei from histopathological images,”
Scientific Reports, vol. 9, Mar. 2019.
[20] K. Mosaliganti, L. Cooper, R. Sharp, R. Machiraju, G. Leone, K. Huang,
and J. Saltz, “Reconstruction of cellular biological structures from opti-
cal microscopy data,” IEEE Transactions on Visualization and Computer
Graphics, vol. 14, pp. 863–876, July 2008.
[21] T. Ojala, M. Pietika¨inen, and T. Ma¨enpa¨a¨, “Multiresolution Gray-Scale
and rotation invariant texture classification with local binary patterns,”
IEEE Transactions on Pattern Analysis and Machine Intelligence,
vol. 24, pp. 971–987, July 2002.
[22] J. Sa´nchez, F. Perronnin, T. Mensink, and J. J. Verbeek, “Image
classification with the fisher vector: Theory and practice,” International
Journal of Computer Vision (IJCV), vol. 105, no. 3, pp. 222–245, 2013.
[23] M. Gadermayr, M. Strauch, B. Klinkhammer, S. Djudjaj, P. Boor, and
D. Merhof, “Domain adaptive classification for compensating variability
in histopathological whole slide images,” in Proceedings of the Inter-
national Conference on Image Analysis and Recognition (ICIAR’16),
pp. 616–622, 2016.
[24] N. Dimitriou, O. Arandjelovic´, and P. D. Caie, “Deep learning for whole
slide image analysis: An overview,” Frontiers in Medicine, vol. 6, Nov.
2019.
[25] G. Litjens, T. Kooi, B. E. Bejnordi, A. A. A. Setio, F. Ciompi,
M. Ghafoorian, J. A. van der Laak, B. van Ginneken, and C. I. Sa´nchez,
“A survey on deep learning in medical image analysis,” Medical Image
Analysis, vol. 42, pp. 60–88, Dec. 2017.
[26] O. Ronneberger, P. Fischer, and T. Brox, “U-net: Convolutional networks
for biomedical image segmentation,” in Proceedings of the International
Conference on Medical Image Computing and Computer Aided Inter-
ventions (MICCAI’15), pp. 234–241, 2015.
[27] M. Gadermayr, A.-K. Dombrowski, B. M. Klinkhammer, P. Boor, and
D. Merhof, “CNN cascades for segmenting sparse objects in gigapixel
whole slide images,” Computerized Medical Imaging and Graphics,
vol. 71, pp. 40–48, 2019.
[28] J. Wei, A. Suriawinata, L. Vaickus, B. Ren, X. Liu, J. Wei, and
S. Hassanpour, “Generative image translation for data augmentation
in colorectal histopathology images,” in Proceedings of the NeurIPS
workshop on Machine Learning for Health, 2019.
[29] A. Zhao, G. Balakrishnan, F. Durand, J. V. Guttag, and A. V. Dalca,
“Data augmentation using learned transforms for one-shot medical
image segmentation,” in Proceedings of the International Conference
on Computer Vision (CVPR), 2019.
[30] M. Gadermayr, L. Gupta, V. Appel, P. Boor, B. M. Klinkhammer,
and D. Merhof, “Generative adversarial networks for facilitating stain-
independent supervised and unsupervised segmentation: A study on
kidney histology,” IEEE Transactions on Medical Imaging, vol. 38,
pp. 2293–2302, Oct. 2019.
[31] I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley,
S. Ozair, A. Courville, and Y. Bengio, “Generative adversarial nets,”
in Advances in neural information processing systems, pp. 2672–2680,
2014.
[32] L. Hou, A. Agarwal, D. Samaras, T. M. Kurc, R. R. Gupta, and
J. H. Saltz, “Robust histopathology image analysis: To label or to
synthesize?,” in Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition (CVPR’19), June 2019.
[33] J. Ren, I. Hacihaliloglu, E. A. Singer, D. J. Foran, and X. Qi, “Ad-
versarial domain adaptation for classification of prostate histopathology
whole-slide images,” in Medical Image Computing and Computer As-
sisted Intervention (MICCAI’18), pp. 201–209, Springer International
Publishing, 2018.
[34] F. G. Zanjani, S. Zinger, B. E. Bejnordi, J. A. W. M. van der Laak,
and P. H. N. de With, “Stain normalization of histopathology images
using generative adversarial networks,” in Proceedings of the 15th
International Symposium on Biomedical Imaging (ISBI’18), IEEE, Apr.
2018.
[35] M. T. Shaban, C. Baur, N. Navab, and S. Albarqouni, “Staingan: Stain
style transfer for digital histological images,” in Proceedings of the 16th
International Symposium on Biomedical Imaging (ISBI’19), IEEE, Apr.
2019.
[36] T. de Bel, M. Hermsen, J. Kers, J. van der Laak, and G. Litjens,
“Stain-transforming cycle-consistent generative adversarial networks for
improved segmentation of renal histopathology,” in Proceedings of the
2nd International Conference on Medical Imaging with Deep Learning
(MIDL’19), vol. 102, pp. 151–163, PMLR, 2019.
[37] A. C. Quiros, R. Murray-Smith, and K. Yuan, “Pathology gan: Learning
deep representations of cancer tissue,” arXiv preprint arXiv:1907.02644,
2019.
[38] Y. Huo, Z. Xu, S. Bao, A. Assad, R. G. Abramson, and B. A. Landman,
“Adversarial synthesis learning enables segmentation without target
modality ground truth,” CoRR, vol. abs/1712.07695, 2017.
[39] Y. H. Chang, E. A. Burlingame, J. W. Gray, and A. A. Margolin,
“SHIFT: speedy histopathological-to-immunofluorescent translation of
whole slide images using conditional generative adversarial networks,”
in Medical Imaging 2018: Digital Pathology, SPIE, Mar. 2018.
[40] A. Bentaieb and G. Hamarneh, “Adversarial stain transfer for
histopathology image analysis,” IEEE Transactions on Medical Imaging,
vol. 37, pp. 792–802, mar 2018.
[41] P. Isola, J.-Y. Zhu, T. Zhou, and A. A. Efros, “Image-to-image trans-
lation with conditional adversarial networks,” in Proceedings of the
International Conference on Computer Vision and Pattern Recognition
(CVPR’17), 2017.
[42] M. Mirza and S. Osindero, “Conditional generative adversarial nets,”
arXiv preprint arXiv:1411.1784, 2014.
[43] J.-Y. Zhu, T. Park, P. Isola, and A. A. Efros, “Unpaired image-to-image
translation using cycle-consistent adversarial networks,” in Proceedings
of the International Conference on Computer Vision (ICCV’17), 2017.
[44] G. Koch, R. Zemel, and R. Salakhutdinov, “Siamese neural networks
for one-shot image recognition,” in Proceedings of the ICML workshop
on deep learning, vol. 2, 2015.
[45] X. Chen, Y. Duan, R. Houthooft, J. Schulman, I. Sutskever, and
P. Abbeel, “Infogan: Interpretable representation learning by information
maximizing generative adversarial nets,” in Proceedings of the confer-
ence Advances in neural information processing systems, pp. 2172–2180,
2016.
[46] A. B. Levine, J. Peng, D. Farnell, M. Nursey, Y. Wang, J. R. Naso,
H. Ren, H. Farahani, C. Chen, D. Chiu, et al., “Synthesis of diagnostic
quality cancer pathology images,” bioRxiv, 2020.
[47] T. Karras, T. Aila, S. Laine, and J. Lehtinen, “Progressive growing of
GANs for improved quality, stability, and variation,” in Proceedings of
the International Conference on Learning Representations (ICLR’18),
2018.
[48] M. Arjovsky, S. Chintala, and L. Bottou, “Wasserstein gan,” stat,
vol. 1050, p. 9, 2017.
[49] B. Lecouat, K. Chang, C.-S. Foo, B. Unnikrishnan, J. M. Brown,
H. Zenati, A. Beers, V. Chandrasekhar, J. Kalpathy-Cramer, and P. Krish-
naswamy, “Semi-supervised deep learning for abnormality classification
in retinal images,” arXiv preprint arXiv:1812.07832, 2018.
[50] E. Burlingame, A. Margolin, J. Gray, and Y. Chang, “Shift: speedy
histopathological-to-immunofluorescent translation of whole slide im-
ages using conditional generative adversarial networks,” in Medical
Imaging 2018: Digital Pathology, vol. 10581, p. 1058105, 2018.
[51] B. Hu, Y. Tang, I. Eric, C. Chang, Y. Fan, M. Lai, and Y. Xu, “Unsu-
pervised learning for cell-level visual representation in histopathology
images with generative adversarial networks,” IEEE journal of biomed-
ical and health informatics, vol. 23, no. 3, pp. 1316–1328, 2018.
[52] M. Gadermayr, V. Appel, B. M. Klinkhammer, P. Boor, and D. Merhof,
“Which way round? a study on the performance of stain-translation for
segmenting arbitrarily dyed histological images,” in Proceedings of the
International Conference on Medical Image Computing and Computer
Assisted Intervention (MICCAI’18), pp. 165–173, 2018.
[53] Z. Xu, C. F. Moro, B. Bozo´ky, and Q. Zhang, “Gan-based virtual re-
staining: A promising solution for whole slide image analysis,” ArXiv,
vol. abs/1901.04059, 2019.
[54] A. Rana, G. Yauney, A. Lowe, and P. Shah, “Computational histo-
logical staining and destaining of prostate core biopsy rgb images
with generative adversarial neural networks,” in Proceedings of the
10
IEEE International Conference on Machine Learning and Applications
(ICMLA), 2018.
[55] D. Wang, C. Gu, K. Wu, and X. Guan, “Adversarial neural networks
for basal membrane segmentation of microinvasive cervix carcinoma in
histopathology images,” in 2017 International Conference on Machine
Learning and Cybernetics (ICMLC), IEEE, July 2017.
[56] J. Yang, B. Price, S. Cohen, H. Lee, and M.-H. Yang, “Object con-
tour detection with a fully convolutional encoder-decoder network,” in
Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition (CVPR’16), IEEE, June 2016.
[57] M. Gadermayr, A.-K. Dombrowski, B. M. Klinkhammer, P. Boor, and
D. Merhof, “CNN cascades for segmenting whole slide images of the
kidney,” CoRR, https://arxiv.org/abs/1708.00251, 2017.
[58] L. Gupta, B. M. Klinkhammer, P. Boor, D. Merhof, and M. Gadermayr,
“GAN-based image enrichment in digital pathology boosts segmentation
accuracy,” in Proceedings of the International Conference on Medical
Image Computing and Computer Assisted Intervention (MICCAI), 2019.
[59] L. Hou, A. Agarwal, D. Samaras, T. M. Kurc¸, R. R. Gupta, and
J. H. Saltz, “Unsupervised histopathology image synthesis,” CoRR,
vol. abs/1712.05021, 2017.
[60] A. Shrivastava, A. Gupta, and R. Girshick, “Training region-based object
detectors with online hard example mining,” in Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition (CVPR’16),
June 2016.
[61] A. Shrivastava, T. Pfister, O. Tuzel, J. Susskind, W. Wang, and R. Webb,
“Learning from simulated and unsupervised images through adversarial
training,” in Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition (CVPR), July 2017.
[62] C. Senaras, M. K. K. Niazi, B. Sahiner, M. P. Pennell, G. Tozbikian,
G. Lozanski, and M. N. Gurcan, “Optimized generation of high-
resolution phantom images using cGAN: Application to quantification
of ki67 breast cancer images,” PLOS ONE, vol. 13, p. e0196846, May
2018.
[63] M. Gadermayr, L. Gupta, B. M. Klinkhammer, P. Boor, and D. Merhof,
“Unsupervisedly training gans for segmenting digital pathology with
automatically generated annotations,” in Proceedings of the 2nd Inter-
national Conference on Medical Imaging with Deep Learning (MIDL),
2019.
[64] M. Gadermayr, M. Tschuchnig, D. Merhof, N. Kra¨mer, D. Truhn, and
B. Gess, “An asymetric cycle-consistency loss for dealing with many-to-
one mappings in image translation: A study on thigh mr scans,” CoRR,
vol. abs/2004.11001, 2020.
[65] B. Hu, Y. Tang, E. I.-C. Chang, Y. Fan, M. Lai, and Y. Xu, “Unsu-
pervised learning for cell-level visual representation in histopathology
images with generative adversarial networks,” IEEE Journal of Biomed-
ical and Health Informatics, vol. 23, pp. 1316–1328, May 2019.
[66] A. Almahairi, S. Rajeshwar, A. Sordoni, P. Bachman, and A. C.
Courville, “Augmented cyclegan: Learning many-to-many mappings
from unpaired data,” in Proceedings of International Conference on
Machine Learning (ICML’18), 2018.
[67] X. Huang, M.-Y. Liu, S. Belongie, and J. Kautz, “Multimodal unsu-
pervised image-to-image translation,” in Proceedings of the European
Conference on Computer Vision (ECCV’18), 2018.
[68] M. Jaderberg, K. Simonyan, A. Zisserman, and K. Kavukcuoglu,
“Spatial transformer networks,” in Advances in Neural Information
Processing Systems 28, pp. 2017–2025, 2015.
