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The degradation of material properties over time is one of the core constituents of structural 
integrity monitoring. For this purpose, the materials’ resistance to brittle fracture is the most widely 
used property in the determination of safe operation and predicting component life. Measuring 
such properties by conventional methods presents challenges: large numbers of samples are 
needed, accounting for mixed-mode loading. Non-contact measurements by digital image 
correlation shows promise in extracting such parameters from in situ loaded structures, accounting 
for their complex geometry and loading. 
This thesis aims to develop a framework that allows for the extraction of mixed-mode brittle 
fracture properties, using three-dimensional (3D) image correlation techniques: multi-camera 
Digital Image Correlation (stereo-DIC), and Digital Volume Correlation (DVC). The 𝐽-integral 
method was chosen for obtaining the fracture resistance, with the decomposition method used for 
determining separate 𝐽𝐼−𝐼𝐼𝐼 components (opening, sliding and shearing: modes I, II and III), and 
stress intensity factors (𝐾𝐼−𝐼𝐼𝐼), as both methods are resilient to crack tip and displacement errors. 
The first stage of development is a finite element based method for the removal of experimental 
displacement artifacts from DIC or DVC results, intended as a pre-processor for the 𝐽-integral. 
Subsequently, a theoretical derivation is provided to link the two volumetric forms: the volume 
and the path-area integrals. This results in a proposed ‘hybrid’ integral, which benefits from the 
resilience to crack-front positional errors of the path-area approach, and resilience to random 
displacement noise of the volume integral. 
Initial testing of the 𝐽-integral based decomposition method was on the surface using stereo-DIC 
and the Arcan fixture to induce mixed-mode loading. The results are verified with mixed-mode 
fracture toughness values measured from PMMA and compared to literature and ASTM 1820 tests. 
The typical image correlation errors close to fracture are quantified by a methodology of applying 
the 𝐽-integral to analytical crack tip fields to which displacement errors are added artificially. It 
was found that the 𝐽-integral is most prone to DIC errors under anti-symmetric (mode II/III) 
loading. 
Testing in the volume used X-ray computed tomography to acquire images and DVC for 
displacement maps. The measurements were verified on two configurations: a SENT polyurethane 
composite specimen (mode I), and a shear loaded inclined notch in Magnesium alloy-WE43 
(mixed-mode). The 𝐽-integral was verified against values from finite element fields resulting again 
in larger errors in mixed-loading. Decomposition of the volume integral requires an approach to 
separate the anti-symmetric 𝐽-integral. Two extensions are proposed: the first using a ratio derived 
from mode II/III Williams series formulas, and the second using the interaction integral. Both 
approaches are verified on DVC displacements. 
This thesis finds that 𝐽 based decomposition offers a versatile method to extract 𝐾𝐼−𝐼𝐼𝐼 values from 
non-standard 3D geometries and loadings. However, the pre-processing of fields to minimise 
errors is essential when mode II-III displacement fields are prominent. 
Although it is beyond the scope of this thesis, the hope is that this work will assist in the adoption 
of full-field measurement techniques as a standard testing practice in structural integrity 
assessments, and lead to better informed maintenance and inspection schedules. 
  




Die agteruitgaan van material-eienskappe met tyd is een van die kernkomponente van strukturele 
integriteit monitering. Vir hierdie doel is die materiaal se weerstand teen brosfraktuur die mees 
algemene gebruikte eienskap vir die bepaling van veilige werking en die voorspel van die 
komponent se leeftyd. Die meet van sulke eienskappe volgens konvensionele metodes bied 
uitdagings, bv. groot getalle monsters word benodig en komplekse kragte moet in ag geneem word. 
Nie-kontakmetings deur digitale-beeldkorrelasie toon belofte om sulke parameters uit in situ 
gelaaide strukture te onttrek, terwyl komplekse kragte en material vorme in ag geneem word. 
Hierdie proefskrif beoog om 'n raamwerk te ontwikkel wat die ontginning van gemengde-modus 
brosfraktuur-eienskappe moontlik maak deur gebruik te maak van driedimensionele (3D) 
beeldkorrelasietegnieke: Digitale Kamera-Korrelasie (stereo-DKK) en Digitale Volume 
Korrelasie (DVK). Die 𝐽-integrale metode is gekies vir die verkryging van die breukweerstand, 
met behulp van die ontbindingsmetode vir die bepaling van afsonderlike 𝐽𝐼−𝐼𝐼𝐼 komponente 
(opening, gly en skeer: mode I, II en III) en stresintensiteitsfaktore (𝐾𝐼−𝐼𝐼𝐼), aangesien beide 
metodes skerm teen kraakpunt en verplasings foute. 
Die eerste fase van ontwikkeling is 'n eindige element gebaseerde metode vir die verwydering van 
eksperimentele verplasing artefakte van DKK of DVK resultate, wat bedoel is as 'n voorverwerker 
vir die 𝐽-integraal. Vervolgens word 'n teoretiese afleiding verskaf om die twee volumetriese vorms 
te verbind, naamlik die volume en pad-area integrale. Dit lei tot 'n voorgestelde 'hibriede'-integraal. 
Hierdie ‘hibriede’-integraal vereis ‘n kompromie tussen die robuustheid van die pad-area-
benaderingsfout van die pad-area-benadering en robuustheid van lukrake verplasings geraas van 
die volume-integraal. 
Aanvanklike toetsing van die 𝐽-integraal gebaseerde ontbindings metode is op die oppervlak met 
behulp van stereo-DKK, en die Arcan greep om gemengde-mode laai te veroorsaak. Die resultate 
word geverifieer met gemengde-mode-fraktuur taaiheid waardes, gemeet vanaf PMMA en baseer 
op literatuur sowel as die ASTM 1820 toetse. Die tipiese beeldkorrelasie foute naby aan fraktuur 
word gekwantifiseer deur die toepassing van die 𝐽-integraal op analitiese kraakpuntvelde waarby 
verplasingsfoute kunsmatig bygevoeg word. Daar is bevind dat die 𝐽-integraal die meeste geneig 
is tot DKK foute onder asimmetriese (mode II/III) laai. 
Toets in die volume gebruik X-straal-rekenaartomografie om beelde en DVK vir verplasings 
kartering te bekom. Die metings is geverifieer op twee konfigurasies: 'n SENT saamgestelde-
polyuretaan monster (mode I) en 'n skuinsbelaaide spleet in magnesium-allooi, WE43 (gemengde 
mode). Die 𝐽-integraal is geverifieer teen waardes van eindige elementvelde wat weer groter foute 
in gemengde laai veroorsaak. Ontleding van die volume-integraal vereis 'n benadering om die anti-
simmetriese 𝐽-integraal te skei. Twee uitbreidings word voorgestel: die eerste met behulp van 'n 
verhouding wat afgelei word vanaf mode II / III Williams reeks formules, en die tweede maak 
gebruik van die interaksie integraal. Albei benaderings word geverifieer op DVK-verplasings. 
Hierdie proefskrif bevind dat 𝐽 gebaseerde ontbinding 'n veelsydige metode bied om 𝐾𝐼−𝐼𝐼𝐼 
waardes uit nie-standaard 3D-geometrieë en ladings te onttrek. Die voorbereiding van velde om 
foute te beperk, is egter noodsaaklik wanneer die mode II-III verplasingsvelde prominent is. 
Alhoewel dit buite die omvang van hierdie proefskrif is, is die hoop dat hierdie werk sal help met 
die aanvaarding van volwaardige metingstegnieke as 'n standaard toetspraktyk in strukturele 
integriteit assesserings, en lei tot beter ingeligte onderhouds en inspeksieskedules. 
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Nomenclature 
a Length of a flaw 
∆𝑎 Maximum value of the virtual crack extension on the crack front 
𝑐𝑛 Co-efficient of strain 
𝑓𝑀𝑖𝑗
(𝑛)
 Co-efficient of stress 
𝑓𝑖 Nodal forces 
𝑓 Vector of normalized force magnitudes 
𝑔𝑖𝑗 Stress function for the virtual fields method 
𝑙 Crack front position 
𝑛 Order of terms within the Williams series expansion 
𝑛𝑗  Outward unit normal for the 𝐽-integral 
𝑝-𝑝 2D cross-section of 3D volume 
𝑞 Virtual crack front extension 
𝑟 Radial distance from the crack tip 
𝑟𝑐 Contour position (rectangular) 
𝑟𝑖 Region of crack influence (rectangular) 
𝑟𝑘 Radius of 𝐾-dominance 
𝑟𝑚 Region of mask (rectangular) 
𝑠 Crack front position parameter 
𝑠𝑙 Discrete crack front segment 
∆𝑠 Crack front segment length 
𝑢𝑎𝑐𝑐 Image correlation displacement accuracy 
𝑢𝑐𝑟𝑎𝑐𝑘 Crack tip displacements 





𝑢𝑖 Displacement field 
𝑢𝑖,𝑗 Displacement gradients 
?̃?𝑖 Displacements in the global co-ordinate system 
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𝑢𝑀 Decompositions for crack tip displacements 
𝑢𝑝𝑟𝑒𝑐 Experimental precision 
𝑢𝐴𝑆 Anti-symmetric component of displacement 
𝑣 Poisson's Ratio 
𝑥𝑗 Local co-ordinate system 
?̃?1
𝑙  Global crack segment co-ordinate system 
A Area integral domain 
𝐴𝑐 Virtual crack extension area 
AM Mode (𝑀 = 𝐼, 𝐼𝐼, 𝐼𝐼𝐼) coefficients of the Williams series 
𝐶 Correlation coefficient 
𝐶𝑁𝐶𝐶 Normalized cross-correlation coefficient 
𝐶𝑖𝑗
𝑅 Rotation matrix 
𝐶𝑖
𝑇 Rotation vector 
𝐷 Area integral width 
𝐸 Young's Modulus 
𝐸𝑖𝑗 Cauchy stiffness tensor 
𝐸∗ Nodal Young’s modulus 
𝐸𝑙 Young’s modulus of a single finite element 
𝐸𝑚𝑖𝑛 Young’s modulus of void material 
𝐸′ Young’s modulus for plane strain or stress 
𝐹 Reference image 
?̅? Mean pixel intensity of reference image 
𝐹∗ Reference image after deformation 
ℱ Fast Fourier Transform (FFT) 
ℱ̌ Fast Fourier Transform followed by a complex conjugate operation 
ℱ−1 Inverse Fast Fourier Transform 
𝐺 Strain energy release rate 
𝐽 𝐽-integral value 
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𝐽𝑎  Area component of the path-area 𝐽-integral 
𝐽𝑝 Path component of the path-area 𝐽-integral 
𝐽𝑝𝑎 Path-area integral 
𝐽𝑤−𝑝𝑎 Weighted path-area integral 
𝐽𝑣𝑜𝑙 Volume 𝐽-integral 
𝐽(𝑘) 𝐽-integral vector 
𝐽𝐴𝑆 Antisymmetric component of 𝐽 
𝐽𝑆 Symmetric component of 𝐽 
𝐽𝑆𝐸𝑁𝑇 𝐽 for the standard Single-Edge-Notch-Test geometry 
𝐽ℎ𝑦𝑏 Hybrid 𝐽-integral  
𝐽𝑀 Modal component of 𝐽 (𝑀 = 𝐼, 𝐼𝐼, 𝐼𝐼𝐼) 
𝐽𝑡ℎ Theoretical value for 𝐽 from analytical solution 
𝐽 = 𝐽(1) 𝐽-integral scalar assuming 𝑥1 direction crack growth (𝑘 = 1) 
𝐽𝐼 Mode I component of 𝐽 
𝐽𝐼𝐼  Mode II component of 𝐽 
𝐽𝐼𝐼𝐼 Mode III component of 𝐽 
𝐾𝐼 Mode I stress intensity factor 
𝐾𝐼𝐼 Mode II stress intensity factor 
𝐾𝐼𝐼𝐼 Mode III stress intensity factor 
𝐾𝐼𝑐 Mode I fracture toughness 
𝐾𝐼𝐼𝑐 Mode II fracture toughness 
𝐾𝐼𝐼𝐼𝑐 Mode III fracture toughness 
𝐾𝑙
𝑡 Template stiffness matrix 
𝐾𝐽 Stress intensity factor determined by the 𝐽-integral approach 
𝐾𝑀 Modal 𝐾 value 
𝑀 Mode 
𝑁 Total number of nodes of points in DVC or DIC 
𝑃𝑖𝑗 Eshelby’s Energy momentum tensor 
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𝑃′ Reflected position of a point 
P∗ Displaced position of a point 
𝑄 Virtual crack extension field 
𝑄𝐹 Replacement factor for outlier removal 
𝑄ℎ𝑦𝑏 Hybrid virtual crack extension field 
RAS Antisymmetric ratio 
S Surface 
𝑆𝑎, 𝑆𝑏 volume integral end-caps 
𝑆𝑐 volume integral crack faces 
Sf Surface over which a traction is applied 
Su Constrained surface 
𝑇𝑗 Traction on the surface 
𝑈 Elastic stored energy 
𝑈𝑒𝑥𝑡 External energy 
𝑈𝑖𝑛𝑡 Internal energy 
𝑈𝑛 Potential energy due to random errors 
𝑈𝑜 Portion due to outliers 
?̃? Energy residual due to displacement errors 
𝛿?̃?𝑅𝑀𝑆𝐸 Root-mean-square-error relaxation energy 
𝑉 Volume 
𝑊 Strain energy density 
𝑋𝑖 Global co-ordinate system 
𝑌 Crack geometric factor 
°C Degrees Celsius 
  




𝛾𝑖 Rotation about the 𝑥i axis [degrees, °] 
𝛿𝑖𝑗 Kronecker-delta 
𝜀𝑖𝑗 Strain tensor 
𝜀𝐴𝑆𝑖𝑗 Anti-symmetric strain components 
𝜀𝑀𝑖𝑗 Strains for mode 𝑀 = 𝐼, 𝐼𝐼, 𝐼𝐼𝐼 
ε0 Strain at yield 
𝜃 Angle theta [degrees, °] 
𝜅 Bulk modulus 
𝜌 Density distribution of a material 
𝜌𝑙 Density of a single finite element 
𝜎𝑖𝑗 Cauchy stress tensor 
𝜎𝐴𝑆𝑖𝑗 Anti-symmetric components of the Cauchy stress tensor 
𝜎𝑐𝑟𝑎𝑐𝑘 Crack tip stresses 
σ𝑓𝑓 Stress of the field far from the crack tip region 
𝛤 Contour of the line integral 
𝛤+, 𝛤− Contour path coinciding with the upper and lower crack faces 
𝛤0,  𝛤1 Inner and outer boundary contours 
∇ First-order gradient of the deformed image 
Ω Domain of outlier removal 
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1 Background reading 
Compared to classical solid mechanics, fracture mechanics is still a relatively new field. As 
man-made structures have increased in size, it has become increasingly clear that failures 
could still not be explained or wholly prevented by solid mechanics principles applied to 
constituent parts. Fracture mechanics principles neglect the larger structure, focusing instead 
on the notion that failure can be fully characterised by the deformations and loading of the 
crack tip, regardless of location. Therefore, the fracture mechanics methodology can be 
conveniently applied to laboratory tests, as well as full-scale structures. The proving grounds 
for these theories are remembered in the shadow of several catastrophic structural failures in 
the 1940s and 1950s that mystified the engineering communities of the decade1 (Wells, 
1955). 
The modern engineer has a wide array of tools to more fully understand material 
performance: numerical methods can simulate the deformation of large structures in silico, 
and accurate experimental techniques have become available to directly monitor material 
deformation across the full-field of the material surface or volume. The latter can be achieved 
in an accessible and versatile manner through image correlation. 
However, there is a significant gap dividing the numerical modelling and experimental 
techniques used for the task of fracture characterisation. This thesis aims to bridge this gap, 
utilising image correlation techniques across the full-field of the surface and volume, and 
feeding into mathematical derivations of the 𝐽-integral to characterise fracture. The synthesis 
of these experimental and numerical approaches can then be directed towards gaining a 
better understanding of fracture in novel materials and structures. 
This has applications in two main spheres. Firstly, conventional fracture mechanics allows 
for the direct assessment of structural integrity through non-destructive estimation of the 
crack tip parameters (for example, through quantification of crack tip stress fields, or energy 
release rate approaches such as the 𝐽-integral). Secondly, the techniques are applicable to 
laboratory tests aiding in the development of new fracture-resistant materials. 
Recent trends, described in academic journals such as Strain2, Fracture3, and Experimental 
Mechanics4, have been to combine full-field optical measurements with established 
numerical methods to characterise deformations and damage – often referred to as ‘photo-
mechanics’ due to the optical component. Recent developments in this area has been spurred 
on by advances in digital image correlation, which provide deformation data from the full-
field of the material with great versatility, as the images can be acquired from transmission 
                                                 
1 The two famous examples are the Liberty ships, and the Comet aircraft failures. The Liberty ships, used for 
transport of supplies from the United States to Great Britain during World War II featured an all-welded steel 
hull as a replacement to the de facto riveted panels. The square corners of the hatch doors acted as stress 
concentrations and initiation sites for cracks. Without riveted joints, cracks could propagate unchecked. In 10 
cases failure resulted in clean separation of the ships into two-halves, often in calm waters. The Comet jet 
aircraft was the world’s first commercial passenger jet, considered state-of-the-art at the time. In 1954 several 
Comets experienced catastrophic hull loss during routine flight within a three-month period. By replicating 
flight conditions on the remaining grounded planes, Engineers found that mirco-flaws initiated at pop-rivet 
sites would propagate due to the regular pressurising and depressurising of the cabin. The final failure 
initiated near the corners of square cabin windows, which acted as stress concentrators. 
2 Strain ISSN, online: 1475-1305 
3 Fracture ISSN, print: 0376-9429; online: 1573-2673 
4 Experimental Mechanics ISSN, print: 0014-4851; online: 1741-2765 
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electron microscopy, neutron diffraction and X-ray computed tomography. This new branch 
of methods provides the potential to perform online assessment of structures while 
inspection of the micro-scale and within the volume can lead to a better understanding of the 
mechanisms that drive them toward fracture. 
This doctoral project grew from two earlier projects: the MSc work of the author on non-
destructive testing (Eddy-current detection of fatigue cracks – Molteno, 2012) and the 
doctoral work of Becker (2012). The vision was formed that the post-detection monitoring 
and analysis of cracks could be achieved by extracting fracture parameters directly from the 
fracture site, within a single framework. The approach of Becker et al. (2012), achieved this 
without prior knowledge of the crack tip position using the 𝐽-integral approach and two-
dimensional (2D) measurements. This provided the impetus to extend the framework to more 
general three-dimensional (3D) geometries, and crack orientations. 
The following doctoral work commenced in 2013 at Stellenbosch University, with a two 
year investigation into fracture parameter extraction from regular (white light) images of the 
surface using image correlation (work summarised in Molteno and Becker, 2015c. The 
extensions to the volume were developed at Oxford University during 2015 under the 
auspices of Prof. James Marrow (Department of Materials Science), and using X-ray 
imaging facilities: MXIF (Manchester University), Diamond Light Source (DLS), to image 
the volume, including image data-set contributions from Stellenbosch University and 
Poitiers (France). 
The aim of this thesis is therefore to present a framework for the analysis of the 𝐽-integral 
on the surface, and within the volume using image correlation, but also to enable the 
extraction of fracture parameters. 
1.1 Project background 
Structural survivability is a growing concern in South Africa (SA), brought to light by the 
nationwide power shortages and load shedding since 2008 (Bazilian et al., 2012). The fast-
rising demand for electrical energy in SA has forced suppliers to exceed the original 
operational lifetimes of over 70 % of coal-fired power plants (Figure 1.1), which still 
generate 68 % of the country’s electricity. Eskom, the primary power utility in SA, and 
various government agencies have committed to addressing these shortages through various 
programmes and incentives. These include large capital investments into coal, gas and 
various renewables, aiming to add 12 GW of generating capacity by 2020 (Jestin et al., 
2014). 
This transition period has placed great importance on the reliability of existing stations as 
they see South Africa into a new era of robust electricity supply and economic growth 
(Trollip et al., 2014). Therefore, effective structural integrity management has become an 
important short and long-term national goal. A significant limitation is that quantitative 
damage or fracture estimates are mainly replicated in laboratory controlled tests (Jestin et 
al., 2014; Scheepers et al., 2010). Such tests seldom reproduce plant conditions (e.g. high 
temperatures, cyclic loads, corrosive contact), which are known to aggregate and accelerate 
damage (Bezuidenhout, 2010). This results in uncertainty in the extracted parameters, over-
conservatism in component design, ultimately resulting in errors in life estimates on in-
service plant components. 
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Figure 1.1: Life expenditures of the current coal-fired Eskom power plants (Molokwane, 
2014) 
To increase expertise in this area, Eskom launched the Eskom Power Plant Engineering 
Institute (EPPEI) programme in 2012 (Jestin et al., 2014), which included a specialisation 
in damage characterisation and the prediction of residual component life. Several projects in 
damage measurement and monitoring are presently underway as part of a collaboration 
between the Material Engineering centres at the University of Cape Town and Stellenbosch 
University. Projects at Stellenbosch University have included accelerated creep damage 
characterisation (van Rooyen, 2016) and the measurement of fracture parameters from small 
sample tests (Huchzermeyer, 2017). Numerous complementary projects have also been 
conducted at the University of Cape Town, and can be viewed on the EPPEI Materials 
Science and Mechanics Specialisation website5. These projects have similar aims: to feed 
into the component service-life management programme currently established at Eskom. 
The current Eskom programme seeks to firstly locate damage, and then determine the risk 
levels so that high-risk components can be elevated to more in-depth evaluation (e.g. detailed 
modelling of bolted joints to determine joint stiffness and contact stresses). The programme 
involves non-contact inspection to detect all forms of aberrations (e.g. ultrasonic testing, 
eddy current testing), followed by manual dimensioning and monitoring of detected damage 
(e.g. by metallographic replication of the surface microstructure), in order to determine the 
risk of failure of individual components. 
These methods are well established to detect and measure surface and near-surface defects, 
but are subject to numerous equipment and operator specific limitations when large surface 
areas must be covered, and objective measurements are required. 
1.2 Full-field measurements with image correlation 
Optical full-field measurements in the field of experimental mechanics refers to a collection 
of techniques, which measure deformation over the full surface or volume of the object from 
                                                 
5 “Eskom EPPEI”, University of Cape Town, www.mateng.uct.ac.za/mateng/industry/eskom-eppei (accessed 
19 June 2017) 
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recorded images. Early methods, based on incoherent6 light, required separate gratings for 
each deformation state (e.g. moiré (Hareesh and Chiang, 1988)). Various coherent light 
based methods have since been developed including holographic interferometry (Kreis, 
2005), electronic speckle interferometry (Jacquot Pierre, 2008) and moiré interferometry 
(Post, 1991). Although these methods provide high spatial resolution (two orders of 
magnitude more independent data-points than DIC), they also require specialised equipment 
and complex sample preparations. 
As a result, white-light based methods have become increasingly popular for experiments in 
which precision can be traded-off for a simpler experimental setup. The two most well-
known white light methods are the grid method, and Digital Image Correlation (DIC) 
(Grédiac et al., 2016). The grid method is based on the processing of predetermined patterns, 
which are required to be as regular as possible and therefore some sample preparation is 
required. Conversely DIC involves the processing of random patterns. Although the pattern 
quality has been shown to influence accuracy (Bossuyt, 2013; Schreier et al., 2009), the 
method is generally less prescriptive in terms of sample preparation. For instance, random 
patterns occur naturally in many materials (e.g. due to grain structure or porosity), and so 
the amount of sample preparation is often left to the discretion of the experimentalist. 
DIC differs from other optical flow-based methods in that it focuses on the high accuracy 
needed in engineering problems to study strains in stiff structures (typically 50-100 µm/m). 
This typically leverages assumptions of the materials mechanics, such as continuity and 
limited volume change7. 
The approach has extensions to multiple cameras, called stereo-DIC; and can be applied 
within the volume when volumetric images are available (e.g. via X-ray based imaging), 
called Digital Volume Correlation (DVC). These approaches are termed full-field8 
techniques because they can obtain deformation data from the entire surface or volume 
within the field of view of each image captured. The use of digital images results in a method 
that is intuitive (phenomena can often be verified visually by the user) and cost effective 
while remaining more accurate and objective than manual measurements. The popularity of 
image correlation is apparent from the large body of literature (see for example the review 
by Pan et al.  (2009)) and the growing attention received by these methods in industry (Feng 
et al., 2015). 
1.3 The role of fracture mechanics in damage evaluations 
Damage quantification is a broad field requiring precise understanding of both the material 
and environmental parameters of micro and macro length scales. Although damage 
originates from the microstructure of the material (from physical mechanisms such as creep 
and fatigue), it is generally first identified as an aggregated effect on the material surface in 
relatively late stages of damage evolution. 
                                                 
6 Coherent light is defined as containing electromagnetic waves, which are in phase with a plane normal to 
the beam direction. Conversely, incoherent light is out-of-phase with the orthogonal plane. Coherent light is 
commonly produced for practical purposes by a laser, or when studies in the volume require high-energy rays 
a synchrotron is used. 
7 Contrastingly, another optical technique called Particle Image Velocimetry (PIV) involves loosely 
connected regions to allow for the random rearrangement of particles in fluid flow. 
8 Also, historically, to discern from point-wise measurements (for example using extensometers and strain 
gauges), upon which there has been great reliance. 
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Although significant changes in the design properties may occur during the aging of a 
material, non-destructive tests tend to be most sensitive to physical defects (e.g. fracture and 
void growth). As a result, structural integrity assessment is typically an upstream procedure 
starting from the detection of cracking requiring an estimation of short-term risks, towards 
an understanding of the underlying damage mechanisms and long-term life predictions. 
Short-term risks are often assessed based on Linear Elastic Fracture Mechanics (LEFM) 
parameters which describe the fracture toughness of the material. The task of non-destructive 
testing and evaluation is then to estimate the subcritical values for such parameters from 
components while in situ, and compare them to the material limits provided by 
manufacturers or ex situ tests (e.g. using standards such as ASTM (2015)). This requires a 
method to estimate the strain energy release rate (𝐺); the energy released per unit 
advancement in crack area. 
However, such approaches are typically based on planar deformations and loadings and 
standard sample geometries, whereas the geometry of plant components are generally 
diverse and three-dimensional. These effects cause complex 3D loading on the crack tip, 
which strongly influence crack growth directions (Richard et al., 2005) and the prediction 
of ultimate failure (Richard et al., 2014). In LEFM these conditions can be delineated as the 
superposition of three distinct modes of fracture (I, II and III, elaborated in section 2.2.1). 
Fracture characterisation in the mixed-mode framework requires that 𝐺 is obtained or 
separated into its modal components (𝐺𝐼, 𝐺𝐼𝐼, and 𝐺𝐼𝐼𝐼, written 𝐺𝐼−𝐼𝐼𝐼), which can be related 
under LEFM assumptions to equivalent stress intensity factors 𝐾𝐼−𝐼𝐼𝐼. The resulting 𝐾𝐼−𝐼𝐼𝐼 
factors are the most widely-used fracture parameters in theoretical, numerical and structural 
integrity analysis (LEFM theory given in section 2.2.3). 
The JMAN method by Becker et al. (2012) demonstrated that 𝐺 could be estimated directly 
from DIC displacement fields using the 𝐽-integral without prior knowledge of the crack tip 
position. This characteristic facilitated the study of micro-crack nucleation and the rising R-
curve behaviour in nuclear grade graphite (Becker et al., 2011). JMAN has also been 
extended to a resourceful approach in which 𝐺 is computed from neutron diffraction based 
strain maps, enabling the direct estimation of 𝐺 without plastic contributions (Barhli et al., 
2016). However, the JMAN framework was developed for planar problems, and has 
therefore been limited to linear regions in surface experiments (Becker and Tait, 2013), 
although the constitutive methods (𝐽-integral, finite elements) are well established in non-
linear materials (Rice and Rosengren, 1968; Kolednik et al., 2014; Yoneyama et al., 2014) 
and the volume (Shih et al., 1986). 
1.4 Summary of aims 
This project aims to extend the 𝐽-integral framework to 3D, both on the surface and within 
the volume, that allows for efficient and accurate extraction of mixed-mode fracture 
parameters (𝐺𝐼−𝐼𝐼𝐼, 𝐾𝐼−𝐼𝐼𝐼) in the volume. The aim is to move away from a finite element 
framework, prescribed in the original JMAN approach, to allow for direct application to 
stereo-DIC (in- and out-of-plane measurements) and DVC data while remaining versatile 
and accessible for future research on mixed-mode behaviour observed in digital images. As 
such, the capability to extract mixed-mode stress intensity factors from 𝐺 estimates is seen 
as essential: firstly, for providing a quantitative damage assessment tool in the context of 
national energy security in light of the forecasted energy requirements (Jestin et al., 2014); 
and secondly, to enable mixed-mode analysis in the volume to study damage mechanisms. 
These aims are developed further in Chapter 3. 
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Although it is beyond the scope of this thesis, the hope is that this work will assist in the 
adoption of full-field measurement techniques as a standard testing practice in structural 
integrity assessments and lead to better informed maintenance and inspection schedules. 
1.5 Details of thesis layout 
The chapters of this thesis concern the various stages of the experimental-numerical 
methodology to extract 𝐺 and stress intensity factors from stereo-DIC and DVC 
displacement fields. The intention of this section is to explain the philosophy of the 
document and to provide suggestions to the reader, who may prefer to read the chapters in a 
different order. 
The results chapters (4-8) have been presented in paper format, as these chapters are either 
published, in-press or due to be submitted for publication. Therefore, the assistance received 
from co-authors requires clarification. The convention used in this thesis is to list the 
contributions in the preamble at the beginning of each chapter. In keeping with this format, 
each chapter is self-contained. Therefore, this thesis does not contain a single comprehensive 
literature review, but rather a background reading chapter (Chapter 2) containing broad 
contextual information on the methods used. The detailed literature concerning each 
technique can be found in the introduction of each results chapter (4-8). 
The techniques introduced in Chapter 2 include: the principles of image correlation and the 
limitations in terms of spatial resolution close to fracture surfaces, elements of full-field 
fracture mechanics, the methods to acquire mixed-mode parameters, and some methods to 
acquire the constitutive properties of materials are presented in brief. This final topic 
concerns a broad field of inverse problems in experimental mechanics that is not developed 
elsewhere in this thesis. 
Chapter 3 develops the hypothesis of the thesis. Initially the methodology is formulated in 
terms of the advantages that certain highlighted techniques can achieve with DIC and DVC 
data (summarised in section 2.4). These are presented in a series of methodology statements. 
The aim is to focus this thesis on a small number of techniques that can form a complete 
methodology for practical applications (e.g. with Eskom) at an early stage. The objectives 
for the development and verification of this methodology are then defined, giving rise to the 
central hypothesis of the thesis in section 3.3. All following chapters, excluding the final 
discussion and conclusions (chapters 9 and 10), present the developments of the 
methodology following the order of the objectives listed in section 3.2. 
Chapter 4 introduces a technique for pre-processing displacement fields to locate and remove 
errors. The techniques in this thesis rely on the capabilities of DIC and DVC in the presence 
of fracture surfaces, which results in well-known error localisations (discussed in section 
2.1) and which are challenging to separate from inherent random errors. This section 
proposes a framework that minimises such errors in both surface and volume datasets. This 
chapter is the first results chapter and sets the scene in terms of the limitations of DIC and 
DVC in fracture problems. 
Chapter 5 develops a framework to establish the noise susceptibility of the 𝐽-integral. The 
framework has a theoretical basis that builds on the generic derivation of the 𝐽-integral 
provided in the background reading (section 2.2.5). The following chapters (0, 7 and 8) draw 
on this framework to determine 𝐽 from DIC and DVC displacement data and separate 𝐽 
values into separate opening, shearing and tearing (I, II and III) modes to determine stress 
intensity factors. The procedure in each case (on the surface, within the volume, and in 
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various discussion sections) always covers the 𝐽-integral method first, and then the 
decomposition method. 
Chapters 0, 7, and 8 introduce the 𝐽-integral based decomposition method starting with 
displacements on the surface and then in the volume. Chapter 0 introduces and verifies the 
𝐽-integral and decomposition method on the surface using DIC data. However, the same 
brevity could not be achieved in the volume. Instead, the 3D 𝐽-integral implementation and 
testing (Chapter 7) is separate to the decomposition method in the volume (Chapter 8). 
To assess the combined methodology developed throughout the thesis, a comprehensive 
discussion is included. The objective is to assess the suitability of the proposed techniques 
to perform in situ measurements from standard DIC and DVC experiments. This section also 
contains recommendations for future work and highlights complementary aspects of this 
work to the existing approaches used by Eskom. Chapter 10 contains the thesis conclusions, 
which highlight the main achievements and novel contributions to the underlying methods 
used to achieve the objectives (in section 3.2) of this thesis. 
 
2 Background reading 
The following sections introduce deformation measurement using digital images, the 
extraction of fracture parameters, and mechanical properties. The methods proposed in this 
thesis do not acquire all the properties necessary to achieve fracture parameter estimation, 
as discussed in the scope section (section 3.4). Therefore, certain topics – too relevant to 
omit (e.g. 2.2.4, 2.3) – have been included for a more complete picture. 
2.1 Image correlation 
Digital Image Correlation (DIC) as referred to in the thesis title, typically refers to 2D 
images. However, the same principles have been established in 3D both on the surface using 
multi-camera setups (called stereo-DIC), and in the volume using Digital Volume 
Correlation (DVC). Note that appart from the dimensional extension, the principles of both 
DIC and DVC are identicle. Therefore, for simplicity of presentation, the following sections 
assume 2D deformations (i.e. DIC analysis) as a starting point. 
2.1.1 Overview of principles 
DIC was first established in the early 1980s as a versatile alternative to traditional 
extensometry (Peters and Ranson, 1982; Sutton et al., 1983; Chu et al., 1985; Sutton et al., 
1986). The method enables the processing of digital images captured both before and after 
material loading in order to obtain the samples’ deformations (Figure 2.1a). Within areas of 
uniform isotropy, displacements can be obtained from arbitrary selections of pixels, or 
‘subsets’, over the field of view of the sample. The resulting displacement vectors are thus 
able to occupy the ‘full-field’9. In practice, users may select parameters (e.g. subset size and 
                                                 
9 The density of displacements is also limited by the principles found in sampling theory such as the Nyquist-
Shannon rate and the photo-detector grid spacing. 
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spacing) that are optimal for a particular experimental setup, which may be limited in terms 
of image quality, or computational resources. 
The image correlation procedure may be further explained with the example of a pre-cracked 
compact tension specimen, shown in Figure 2.1a. If the specimen surface is parallel to the 
camera lens, and if imaging non-linearities can be disregarded (e.g. perspective, lens 
distortion), calibration of 2D images involves only the scaling of pixels using a direct length-
to-pixel ratio. This approach is frequently applied at smaller length scales, such as SEM 
images (Sutton et al., 2007) or in volumetric imaging (Maire and Withers, 2014). However, 
it is often the case that imaging non-linearities cause spurious displacements that require 
removal to improve the accuracy of the displacement fields. To achieve this, an object with 
a precisely known geometry and high contrast features can be used for calibration. In this 
thesis, this approach is needed to account for perspective effects in multi-camera (stereo) 
DIC systems, which typically use a stepped calibration plate marked with a dotted or 
checkerboard pattern (Schreier et al., 2009). Note that with most calibration strategies, the 
displacement data is mapped to the co-ordinate system of the calibration plate. In fracture 
mechanics analysis the convention is to align the co-ordinate axes with the 𝑥1 axis ahead of 
the crack, the 𝑥2 axis perpendicular to the crack plane and (in 3D problems), the 𝑥3 axis 
perpendicular to the surface, or tangential to the crack front in the volume10 (Figure 2.1b - 
top image). 
To illustrate the problem of image motion, consider the function 𝐹(𝑥𝑖), a grey-level image 
with pixel intensity values at positions 𝑥𝑖. Note that the although images only contain 
information at the pixel positions, it is assumed that inter-pixel positions can be obtained via 
interpolation. Therefore, 𝐹(𝑥𝑖) is a continuous scalar function that can be mapped using a 
displacement field 𝑢𝑖, written as 𝐹(𝑥𝑖 + 𝑢𝑖). The subscript 𝑖 is 𝑖 = 1,2 for 2D images (DIC) 
but extends to 𝑖 = 1,2,3 for 3D (stereo-DIC or DVC). The task of obtaining the deformation 
field from a subsequent image 𝐹∗ of the deformed object can then be derived from the optical 
flow equation,  
assuming ideal mapping conditions (constancy of brightness, exact interpolation, etc.). One 
approach is to select a subset of pixels {𝑥𝑖} with local deformation field {𝑢𝑖}. Each subset is 
referenced to its centre at location 𝑃 in the reference image (Figure 2.1c). The task is then to 
determine the local displacement, rotation, and deformation parameters to optimally match 
each subset from 𝑃 to their corresponding positions in the deformed image 𝐹∗ at 𝑃∗. This is 
achieved when the optical flow is satisfied locally within each subset 𝐹({𝑥𝑖} + {𝑢𝑖}) =
𝐹∗({𝑥𝑖}) (e.g. between 𝐹 and 𝐹
∗ in Figure 2.1b). Numerous approaches to solve Equation 
(2.1) have been proposed, including global methods (see section 2.1.3). An efficient and 
widely used method to achieve the best match is by linearization of (2.1) and iterative 
updating of the displacement field {𝑢𝑖} via Newton’s method (Yates et al., 2010), 
 
                                                 
10 In geometries with curved crack fronts, the axis alignment and mapping of kinematics is often specified 
within the subsequent fracture mechanics technique. Such a strategy is introduced in Chapter 7 to align with 
an inclined crack. 
 𝐹(𝑥𝑖) = 𝐹
∗(𝑥𝑖 + 𝑢𝑖) (2.1) 
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Figure 2.1: (a) Crack sample (CT specimen) loaded in tension, (b) images from before (top) 
and after (bottom) loading in the crack tip co-ordinate system, used as the reference and 
deformed configurations respectively on the surface (c) – schematic (d) shows typical subset 
parameters relative to fracture 
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where 𝑛 is the iteration number, ∇ is the first-order gradient of the deformed image, and 𝐹 
is the reference image after the 𝑛th deformation 𝐹(𝑛)({𝑥𝑖}) = 𝐹({𝑥𝑖} + {𝑢𝑖}
(𝑛)). The quality 
of the match can also be determined directly by formulating a correlation criterion, with 
examples including the sum of square differences, Fourier transform based criteria, and 
point-wise methods (Jin and Bruck, 2005). A commonly used criterion is the normalized 
cross-correlation coefficient (𝐶𝑁𝐶𝐶), expressed as, 
in which, 𝐹∗ and 𝐹(𝑛) may be optimised globally or over subsets {𝑥𝑖}, overbar (?̅?) indicates 
a mean pixel intensity, and 𝑠𝑠 is the domain of the selected subset. When the correlation 
criterion is defined explicitly (e.g. Equation (2.1)), the DIC method relies on a robust and 
efficient optimisation algorithm to determine {𝑢𝑖}. In the subset based procedure, image 
matching is repeated on a regular grid resulting in a deformation map of the surface (DIC) 
or the volume (DVC). In the subset based approach, the user typically optimises the accuracy 
by adjusting the subset parameters (e.g. the subset size, spacing or overlap shown in Figure 
2.1d), to maximise spatial resolution and accuracy, as discussed further in section 2.1.3. A 
study on stress corrosion cracking mechanisms (loading of a submerged fatigue crack in 
3.5 % sodium chloride at 90 °C (Becker et al., 2016)) is shown in  Figure 2.2a, to illustrate 
two limitations of image correlation: 
(1) The tracking of features relies on the fidelity and uniqueness of the features across all 
images captured before and during deformation. Feature fidelity is only considered to 
be maintained if the contrast patterns of any image can be mapped to match the same 
feature in all other images of the deformed sample. Such effects are numerous, but are 
commonly due to damage (e.g. fracture, scratched surface during testing, as shown in 
Figure 2.2a), foreign particles on the sample or sensor grid, or movement of the sample 
during image capture. 
(2) There is a further requirement for uniqueness of the pattern, often referred to as the 
correspondence problem. This effect results from repetitive patterns (see Figure 2.2b), 
such as regular grids of dots, or parallel lines. This results in multiple possible solutions 
to the pattern matching approach between a reference pattern at position indicated by 
position 𝑃, and a pattern translated and deformed to a new position 𝑃∗. This problem 









∑ [(𝐹∗ − ?̅?∗)) (𝐹(𝑛) − ?̅?(𝑛))]𝑠𝑠
∑ {[𝐹∗ − ?̅?∗]2∑ [𝐹(𝑛) − ?̅?(𝑛)]2𝑆 }
1
2𝑠𝑠
, 𝐶𝑁𝐶𝐶 ∈ [0,1] (2.3) 
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Figure 2.2: Examples of fundamental problems in image matching: (a) loss of pattern fidelity 
and (b, c) the correspondence problem. 
(a) shows an example of stress corrosion cracking in a laser etched sample from (Becker et al., 
2016), (b) is a repeating structure and (c) is a textureless deforming structure. 
Correspondence errors can be reduced by global optimisers (e.g. genetic algorithms (Jin and 
Bruck, 2005; Bing and Xie, 2007; Zhao et al., 2012)). However, these approaches are 
computationally expensive (Pan et al., 2009). 
Another approach which achieves greater efficiency and a wider search range is the phase-
correlation based approach developed by Chen et al. (1993). This performs image matching 
in the frequency domain, usually calculated by fast Fourier transforms. Due to translation 
invariance, 𝐶𝑁𝐶𝐶 correlation values can be determined at each point in {𝑥𝑖} from a single 
calculation, 
in which ∘ is the entry-wise product11, ℱ and ℱ−1 are the forward and inverse discrete 
Fourier transforms, and ℱ̌ is the forward Fourier transform followed by a complex conjugate 
operation (change of sign of the imaginary part). The division by the complex modulus |∙| 
normalizes the entries in the numerator so that 𝐶𝑁𝐶𝐶 ranges between [0,1] (zero is no 
correlation). The displacement is then determined by the location of the peak in 𝐶𝑁𝐶𝐶({𝑥𝑖}). 
With this method, correlation values are only available at pixel locations, and so subpixel 
accuracy requires interpolation using the neighbourhood of 𝐶𝑁𝐶𝐶 values, for example the 
efficient 2×2 method by Foroosh et al. (2002). This approach is sensitive to rotation and 
scaling. However, such parameters can also be determined in a translation invariant manner 
by first converting the reference and deformed images to log-polar co-ordinates (De Castro 
and Morandi, 1987; Srinivasa Reddy and Chatterji, 1996). As neither approach solves the 
entire set of deformation parameters, iterative updating (e.g. switching between log-polar 
and cartesian) is often used to so that the images may be better aligned by interpolation (as 
shown by {𝑢𝑖} in Equation (2.4)). 
Note that the Fourier transform is also sensitive to non-uniqueness of patterns, particularly 
if the pattern is periodic (Schreier et al., 2009). These requirements have led to the 
widespread use of random speckle patterns (e.g. spray paint, or air-brush), when the natural 
features of the material do not suffice (see example speckle patterns in Figure 2.1 (a) and 
                                                 
11 Known more formally as the Hadamard product. 
𝐶𝑁𝐶𝐶({𝑥𝑖}) = ℱ
−1
ℱ(𝐹∗({𝑥𝑖})) ∘ ℱ̌(𝐹({𝑥𝑖} + {𝑢𝑖}))
|ℱ(𝐹∗({𝑥𝑖})) ∘ ℱ̌(𝐹({𝑥𝑖} + {𝑢𝑖})|
, 𝐶𝑁𝐶𝐶 ∈ [0,1] (2.4) 
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(b)), or need to be optimised to improve the accuracy of calculated strains (Bossuyt, 2013). 
Other aspects of accuracy are related to the image correlation parameters, as discussed in the 
next section. 
2.1.2 Displacement accuracy and spatial resolution 
The accuracy and computational efficiency of image correlation is particularly high if image 
regions exhibit low deformation gradients. This allows the selection of large subsets while 
maintaining the low order of deformation complexity12 (usually linear or cubic basis 
functions are preferred for efficiency). However, a limit is reached when further increases in 
subset size yield no improvement, or a reduction in accuracy. This occurs when the subset 
contains deformations that do not belong to the space of shape functions of the subset. 
Complex deformations are mainly the result of geometric boundaries, damage, complex 
loading, and various unwanted artifacts (such as the previously discussed pattern errors in 
Figure 2.2). More formally, the spatial resolution, defined as the shortest distance between 
two spatially independent measurements in (Grédiac and Sur, 2014). Therefore, the spatial 
resolution is not improved by use of subsets with significant overlaps, but requires a 
reduction in subset size. 
Due to the complexity of deformation, it is challenging to ascertain the true displacement 
errors from deformation experiments. An effective test for DIC or DVC errors is therefore 
to rigidly translate the sample (without rotation). It has also been shown that the relationship 
between subset size (𝑙) and displacement errors is proportional to 𝑙−1 and 𝑙−3/2 for DIC 
(Besnard et al., 2006) and DVC (Leclerc et al., 2011) respectively. However, such relations 
are difficult to separate from the other parameters linked to the image correlation method 
(such as interpolation function and length scale). This has been studied by Yaofeng and Pang 
(2007), and optimised by Li et al. (2017). 
This dilemma is a pertinent issue in fracture measurements, in which a high accuracy is 
needed for various approaches to extract fracture parameters (e.g. direct measurements of 
crack opening displacement, or displacement extrapolation approaches (Lim et al., 1992)). 
The crack tip fields are discontinuous along the crack faces and asymptotic in gradient as 
they approach the crack tip, leading to large inaccuracies and failed correlations over the 
crack region (as shown previously in Figure 2.1d). Reducing the subset size leads to a 
reduction in accuracy in this region, which is worsened if the nonlinear effects of damage 
have spread ahead of the crack tip (Pan et al., 2009). Some examples of works which address 
these issues are the subset-splitting based strategy to enable crack face discontinuities 
(Poissant and Barthelat, 2010), regularisation to reduce errors in regions of high deformation 
gradients and continuity (Cofaru et al., 2010; Werlberger et al., 2009), or including 
analytical crack tip fields in the basis set of the correlation (Besnard et al., 2006; Réthoré, 
Hild, et al., 2008; Réthoré, Tinnes, et al., 2008). Despite these advancements, such 
methodologies have yet to become established in commercial image correlation approaches. 
2.1.3 Global vs. local approaches to image correlation 
The numerous algorithms developed for DIC and DVC are often classified as either local 
(subset-based), or global in approach. The terms local and global generally refer to whether 
the displacements are solved in a modular subset-by-subset type approach (local), or within 
                                                 
12 Complexity may be thought of in these examples as the order of the Taylor expansion needed to accurately 
fit the underlying displacement field. 
Stellenbosch University  https://scholar.sun.ac.za
 32 
a framework which enforces connectivity between neighbouring displacements, usually with 
the finite element framework (FE-DIC). 
Global approaches based on the finite element method can apply ℎ-adaptivity to increase 
spatial resolution and 𝑝-adaptivity when higher order basis functions are required (Wang 
and Ma, 2014; Wittevrongel et al., 2015), and X-FEM based approaches in fracture cases 
(Réthoré, Hild, et al., 2008). In local approaches, these improvements are implemented on a 
per-subset basis, and are therefore programmatically simple (Cofaru et al., 2010; Molteno 
and Becker, 2014), particularly in handling discontinuities (Poissant and Barthelat, 2010). 
The accuracy and efficiency of the two methods must be similar because Hild & Roux (2012) 
reported that global approaches are most accurate, and Wang & Pan (2016) reported the 
converse to be true. A possible advantage of the global approach is that it allows for direct 
integration with finite element capabilities. However, it seems that most commercial 
products13 and open-source codes14  are based on the local approach which can be iterative, 
or phase-correlation based. 
2.1.4 Digital volume correlation 
DVC is similar to DIC in principle, but less prevalent due to the relative difficulty with which 
volumetric images are acquired. However, the access to the volume provides a valuable 
extension to verify mechanics principles with full-field experiments of the volume. As with 
DIC, DVC involves the acquisition of images with suitable hardware, followed by 
processing (correlation) of the images to determine the full-field displacement maps. 
Digital volumetric imaging with X-rays 
Volumetric imaging systems are highly specialised to the desired image characteristics 
(length scale, resolution, etc), which in turn can significantly affect image correlation. 
However, the most common forms involve X-rays penetration and measurement. In 
particular X-ray Computed Tomography, or X-CT is increasingly available due to the 
versatility of length scales and materials that can be imaged (Maire and Withers, 2014). 
X-CT involves the construction of numerous 2D digital radiographs into a 3D image, as 
illustrated in Figure 2.1. Note that the base units in 3D imaging are voxels, the 3D equivalent 
to pixels. Digital radiographs are generated by X-rays that travel from the source, penetrate 
the sample, and are captured on the sensor grid of detectors (also called the scintillator). The 
variations in X-ray brightness on the detector grid are due to the differences in X-ray 
absorption in the sample, described by the X-ray absorption co-efficient. This is correlated 
with variations in the material properties, such as density, or electrical conductivity. Such 
variations may be visible from the radiographs before reconstruction as shown in Figure 2.3. 
                                                 
13 e.g. LaVision, www.lavision.de; GOM, www.gom.com (both accessed 19 June 2017) 
14 e.g. www.ncorr.com, www.franck.engin.brown.edu/digital-volume-correlation (both accessed 20 June 
2017) 
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Figure 2.3: Typical laboratory X-CT setup of the source, rotating and translating sample, and 
detector 
The process of computed tomography requires specialised equipment to position the sample 
so that radiographs can be captured at precise angular increments. The typical laboratory X-
CT setup (comprised the X-ray source, translation/rotation stage, and detector) is shown in 
Figure 2.3. The reconstruction results in a 3D array of voxels at regular grid positions. Note 
that the voxel positions are defined by the reconstruction algorithm rather than physical grid 
positions of the sensors on the scintillator. The voxel sizes and positions within the regular 
grid can also be altered by the relative placement of the sensor, source and sample; wherein 
movement of the sample close to the target enlarges the image cast on the detector screen. 
Deformation measurement 
The first 3D image correlation method made use of X-ray radiography (Bay et al., 1999), in 
which it seems that the term Digital Volume Correlation was first used. Apart from the 
dimensional extension (𝑥3 appended to displacement and deformation definitions), DVC is 
identical to DIC. Similar to the pixel extension to voxels, subsets are extended to 
subvolumes. Determination of the deformation map between the reference and deformed 
volumes then proceeds in the same manner by maximising correlation between subsets (see 
Equation (2.3)). The main differences arise from the more complex processes needed to 
create high quality 3D images, and the additional computational expense in storing and 
analysing the data in a timeous manner. 
To compute volumetric displacement fields, the same procedure is followed as a DIC 
experiment. A reference image and a rigid body translation image are captured to ascertain 
displacement errors, and subsequent images are captured while the sample is under load. 
This latter aspect also requires specialised equipment, in order to transmit load through the 
sample while on the X-CT stage, without blocking the X-ray beam. This is usually achieved 
by a load carrying tube manufactured from material with low X-ray attenuation properties 
(e.g. PMMA), and a load-cell attachment. 
Due to long scan times (typically between 15-45 minutes), and large datasets produced (file 
sizes between 1-100 GB). The time from experiment to displacement field acquisition that 
can be expected with DVC is several orders of magnitude greater than DIC. This places 
importance on the correct estimation of the experimental parameters, of which the following 
are highlighted: 
• A material should be selected that contains natural features which produce suitable 
contrast patterns for image correlation (i.e. uniqueness). 
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• Sample and loading rig materials must allow high X-ray penetration. 
• The in situ loading equipment should not cause large fluctuations in beam energy (e.g. 
due to parts of the structure exiting the field of view, large density variations, or high 
aspect ratio components). 
• Virtually all testing is limited to the quasi-static regime due to long scan times, these 
effects may also emerge within a sample if crack propagation occurs during scans. 
2.2 Damage and fracture mechanics 
The previous sections have explained the processes involved with acquiring displacements 
from image correlation. This section aims to introduce the topic of fracture: both as a full-
field methodology, and in terms of the broader definitions in damage mechanics. 
2.2.1 Overview of principles 
Damage mechanics is an engineering methodology used to characterise and predict the 
events leading to fracture – seen as the final stage of damage within the continuum 
mechanics framework. The progression of damage toward final fracture may be represented 
by variables that are directly measurable (e.g. porosity or micro-crack density), or inferred 
from macro-scale measurements (e.g. by estimating constitutive parameters, as elaborated 
in section 2.3). Damage variables may also be continuous (e.g. material stiffness, or thermal 
expansion coefficients), or defined at discrete locations such as by fracture parameters (i.e. 
the stress intensity factors, or energy release rates). 
The assumption made in damage studies is that the material is initially in an undamaged or 
‘pristine’ state, and accumulates damage over time due to thermodynamic or environmental 
forces (e.g. corrosion, loading, irradiation), until the observed damage state is reached. The 
determination of damage parameters in a particular damage state is often through 
measurement of the unrecoverable strain energy lost during component operation in severe 
conditions. Such events are thermodynamically driven from distributed damage toward 
damage localisations, microscopic crack initiations, and the formation of macroscopic 
damage such as cracking (Figure 2.4). 
 
Figure 2.4: The various defect sizes involved in fatigue and the two definitions, from Ref. 
(Chaboche, 2006) 
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Although fracture is also described under the damage mechanics framework (e.g. by 
reduction of local stiffness values to zero), damage mechanics is typically dedicated to 
diffuse phenomena such as creep or plasticity. As aforementioned, fracture is the basis for 
most non-destructive detection and structural integrity management programmes for which 
the main directive is determination of the remaining component life (Scheepers et al., 2010). 
The standard approach in LEFM to estimate components life is via the material specific 
energy release rate from crack extension already introduced as 𝐺 (section 1.2). This concept 
finds experimental use as a material specific threshold for fracture, and a theoretical 
interpretation as the driving force of fracture (Mueller and Maugin, 2002). In the former, 
material databases for 𝐺  values in virgin material and various damaged states are widely 
used to predict and diagnose failures (for example, the British standards for assessing the 
acceptability of metallic flaws BSI 7910 (2015)). The classical definition for the energy 
release rate is the change in total strain energy stored in the crack system 𝑈 per unit of 
generated crack area 𝐴: 
Equation (2.5) is the energy criterion for fracture (Griffith, 1921), in which the negative sign 
accounts for the reduction in energy due to crack growth. 
A significant milestone for the application of Equation (2.5) in brittle materials was the 
discovery by Irwin (1957) that the stress and displacement fields close to a crack tip could 
be predicted by the stress intensity factor, by which the stress, strain and displacement fields 
around the crack tip can be directly related to the material fracture resistance. The concept 
assumes isotropic linear elastic material properties and deformations that are small relative 
to the crack length and dimensions of the body (otherwise alternative methods apply, e.g. 
crack opening displacement, or the 𝐽-integral). The magnitude of the crack tip stress field for 
a particular loading could then be defined as, 
in which σ is the nominal stress perpendicular to the crack plane (i.e. mode I), and 𝑟 is the 
radial distance from the crack tip. For structural integrity assessments, the limiting term is 
approximated by planar conditions near the crack tip, as written in the last term of Equation 
(2.7). Here, σ𝑓𝑓 is the stress of the field far from the crack tip region, and 𝑌 is a numerical 
modifier to account for various crack geometries. This approximation based on the three 
variables15 – stress (σ𝑓𝑓), crack length (𝑎), and SIF (𝐾𝐼) – is the basis for structural integrity 
evaluations using fracture mechanics. 
As with Equation (2.5), this brings the idea of the critical KI value - termed KIc - at which 
the crack propagates. The concept of a critical value for KI can be applied to each modes of 
fracture: I, II and III, being the three fundamental loading configurations. The fracture modes 
can be shown as a result of the analytical crack tip fields resulting from 3D planar 
deformations derived independently by Irwin (1957) and Williams (1961) and are the: 
opening mode ‘I’, in plane sliding mode ‘II’, and out-of-plane sliding mode, or tearing mode 
                                                 
15 Also referred to as the ‘triangle of integrity’. 




 𝐾𝐼 = lim
r→0
(σ√𝜋𝑟) ≈ 𝑌σ𝑓𝑓√𝜋𝑎 (2.6) 
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‘III’, as shown in Figure 2.5. The mode (𝑀) is indicated in the subscript of the corresponding 
stress intensity factors (SIFs) as,  
 
Figure 2.5:  Representation of the three fracture modes: opening (mode I), shearing (mode 
II), and tearing (mode III). 
Image from (Kuna, 2013a) 
2.2.2 Full-field fracture mechanics 
This section directs attention to approaches to extract the aforementioned fracture parameters 
to predict failure from DIC and DVC displacement data. As discussed in section 2.1.3, the 
accuracy achievable with image correlation in large contiguous regions is reduced in the 
presence of high gradient material non-linearities such as plasticity (Rechenmacher, 2006) 
or fracture (Becker et al., 2012; Sutton et al., 1991). As a result, it is common practice to 
omit such results – either by masking the images before analysis, or detecting and removing 
spurious results after correlation (Molteno and Becker, 2015c; Sutton et al., 1992; Chao et 
al., 1998). Numerous strategies have been proposed that maximise the remaining data with 
either image (Cinar et al., 2017; Barhli et al., 2017; Barhli et al., 2016). 
Typically, the quality of the correlation for each displacement is available directly from the 
matching algorithm through the correlation coefficient: a value between 0 and 1 – relating 
to no correlation and perfect correlation respectively16. A straightforward approach to 
remove unreliable data is by thresholding the correlation coefficient to eliminate crack 
biased data (Helm, 2008). However, due to the non-uniformity of suitable features, and 
overlapping analysis regions, data may be deleted needlessly. Some previously mentioned 
approaches propose to improve the robustness of the correlation algorithm to cracking by 
splitting the subsets (Poissant and Barthelat, 2010), or through the use of numerical 
frameworks that enable discontinuities such as X-FEM (Réthoré, Hild, et al., 2008), and 
Peridynamics (Turner, 2014). These effects are compounded by the complex nonlinear 
deformations due to damage and the resulting nonlinear effects on contrast patterns in the 
near field (Mostafavi et al., 2013; Mostafavi et al., 2015). Such a region may extend or 
evolve significantly during the life cycle of a component while in-service (e.g. high thermal 
and loading profiles). 
                                                 
16 Some other definitions produce correlation ranges between [-1,1], [0,2]. 
 𝐾𝑀 = 𝐾𝑀𝑐, 𝑀 = 𝐼, 𝐼𝐼, 𝐼𝐼𝐼 (2.7) 
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For these reasons, the emphasis of techniques using DIC and DVC for measurement of 𝐺 
from cracks is generally on the fields remote from the crack front. These, can typically be 
accurately and efficiently mapped by piecewise and low order deformations. To address this 
issue, full-field approaches to estimate fracture parameters have been developed as 
alternatives to approaches that depend on near tip data (e.g. displacement extrapolation 
method, CTOD measurements). 
2.2.3 Computation of energy release rates  
Despite the limitations of DIC and DVC in obtaining measurements close to the crack tip 
(outlined in section 2.1.2), the availability of data in the full-field of the experiment has given 
rise to several viable approaches to extract SIFs. In analytical form, the SIFs are the 
coefficients of a series expansion describing the stress and displacement fields surrounding 
the crack tip (Williams, 1957). The equations can be fitted to experimental data to obtain 
SIFs, as first shown by McNeil et al. (1987). However, a well-known limitation of the field 
fitting approach is that the singular 𝐾𝐼−𝐼𝐼𝐼 displacement fields are only applicable in a 
singularity dominated region surrounding the crack tip (known as the region of K-
dominance). Outside of this region other (non-singular or extraneous) fields become 
dominant (as elaborated in section 2.2.4). Therefore, the applicability to the full-field is 
limited (Hui and Ruina, 1995). Furthermore, such approaches lose applicability when the 
nonlinear region ahead of the crack extends beyond the small scale yielding region defined 
by Irwin (Irwin, 1957), such as ductile plasticity (Réthoré et al., 2005) or quasi-brittle 
fracture (Becker, 2011). 
An alternative approach is the 𝐽-integral method. This is an integral of stress, strain and 
displacement gradients arranged in the tensor format introduced by Eshelby (1975). The 
integral results in a vector 𝐽(𝑘) (𝑘 = 1,2,3). In elastic fracture, the first term 𝐽(1) represents 
the crack energy release rate G. The use of the integral on cracks was first suggested by Rice 
(1968), with the key result that 𝐽 values may be calculated on arbitrary contours encircling 
the crack tip. This property enables statistical averaging of larger areas, and the ability to 
select data from low order deformation regions far from the crack front. Under the 
assumption of small scale yielding, SIFs can be related to 𝐽(1) with, 
where, 
Note that this work uses the symbol 𝐽 (rather than 𝐺), although under LEFM assumptions 
they are equivalent. Despite the unique relationship shown by Equation (2.9) between 𝐽𝑀 
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and 𝐾𝑀 (𝑀 = 𝐼, 𝐼𝐼, 𝐼𝐼𝐼), Equation (2.8) is underdetermined. One approach to solve Equation 
(2.8) and thereby obtain SIFs is to compute 𝐺𝐼𝐼𝐼 separately using only mode III components 
in the 𝐽-integral, thereby reducing the number of unknowns to two. The next step requires 
computing the 𝐽(2) integral which provides the additional equation needed to decouple 𝐾𝐼 
and 𝐾𝐼𝐼 (Nikishkov and Atluri, 1987). The problem with this approach is that calculation of 
𝐽(2) requires crack face integrals in all but a few special cases, pointed out by Herrmann and 
Herrmann (1981). Some numerical strategies have been proposed by Judt and Ricoeur 
(2013) to improve the robustness, however, the robustness to experimental errors is unclear. 
Also, the mode III fields are assumed to be available by some other technique - Judt and 
Ricoeur (2013) only applied the method to planar problems and Nikishkov and Atluri (1987) 
used the decomposition method. 
Two further approaches are discussed that either directly or implicitly use analytical fields, 
being the interaction integral approach, and the decomposition method. The interaction 
integral, introduced by Stern (Stern et al., 1976), uses the Maxwell-Betti reciprocal theorem 
to decouple the 𝐽 values into separate SIFs. In this approach, direct use is usually made of 
the analytical crack tip fields in order to provide physically permissible auxiliary fields (Gosz 
et al., 1998). Another technique is to separate the crack tip fields into mode I, II and III parts 
prior to computing 𝐽. This can be performed without analytical crack tip fields using the 
decomposition method proposed by Ishikawa et al. (1980). The mode of interest is separated 
from the other modes by a single symmetry operation - a sum or difference operation on the 
reflected and non-reflected fields about the crack plane - making the method simpler than 
the interaction integral to implement. The drawback of the decomposition approach is that 
fields emanating from other nearby stress sources such as edges or neighbouring cracks can 
become involved in the symmetry operation resulting in loss of stress equilibrium as 
discussed by Shivakumar & Raju (1992). 
Several authors have already successfully employed the 𝐽-integral to extract SIFs from 
displacement field extracted using DIC or DVC (Becker et al., 2012; Yoneyama et al., 2014; 
Rannou et al., 2010). In these approaches, the fields required for integration (stresses, strains 
and displacement gradients tensors) have been computed directly from the experimental 
displacement data17 (Yoneyama et al., 2016; Molteno and Becker, 2015c), or calculated 
within a numerical framework by applying the displacements as boundary conditions (e.g. 
using FEM (Becker et al., 2012; Rannou et al., 2010)). The 𝐽-integral also shows promise in 
nonlinear experiments as it remains valid under non-linear deformation assumptions as 
shown in incremental plasticity (Simha et al., 2008) and verified experimentally in elasto-
plasticity (Yoneyama et al., 2014). 
In brief summary, the 𝐽-integral methods introduced above achieve significant computational 
savings over methods which attempt to model the entire fracture problem by obtaining 
displacement fields directly from experiments, and only considering the stable region 
surrounding the crack tip. The method is also extendable to non-linear elastic problems and 
analysis in the remote fields of the crack. 
2.2.4 The field fitting approach 
Irwin derived the energy release rate in terms of a single constant that could be used to 
determine the intensification of the stress field near the crack tip relative to the nominal 
                                                 
17 As a point of interest, Barhli and co-authors demonstrated a method in which strains extracted directly 
from neutron diffraction maps were used to calculate J (Barhli et al., 2016) 
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stress, later termed the stress intensity factor (1957). This approach used an earlier semi-
inverse method developed by Westergaard in 1939 to predict stresses ahead of a crack tip 
(Westergaard, 1939). The same stress distribution was found by Williams, and is usually 
referred to as the Williams series (Williams, 1957). These derivations express the stress, 
strain, and displacement fields in terms of the crack tip position, the elastic properties 
(Young’s modulus and Poisson’s ratio), and the coefficients of the 𝑛 terms of the series 






















































































































𝜃)  for 𝑛 = 2,4,6, …
 (2.12) 
with plane stress as 𝜅 =
3−𝑣
1+𝑣
  and plane strain as 𝜅 = 3 − 4𝑣, 𝑣 is Poisson’s ratio, 𝜇 is the 
shear modulus, 𝑢1, 𝑢2 and 𝑢3 are the displacement components with respect to 𝑟 and 𝜃 from 
the crack tip which are the polar co-ordinate positions as indicated by 𝑃 in Figure 2.6. It is 
important to note that the equations with the cosine terms are symmetric about the 𝑥1 axis 
(𝑃 = 𝑃′) and the sine terms are anti-symmetric (𝑃 = −𝑃′). In fact, these are uniquely related 
to the 𝑛 = 1 co-efficients AM(1) (𝑀 = 𝐼, 𝐼𝐼, 𝐼𝐼𝐼). This is the basis of a method to separate the 
terms AM(1) using the decomposition method, discussed further in section 2.2.6. 
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Figure 2.6:  Planar crack tip co-ordinate system of point Р, and reflected point Р’  
Likewise, the stress fields are available using, 
in which 𝑓𝐼−𝐼𝐼𝐼𝑖𝑗
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Note again, that sine and cosine terms conveniently group according to modes in the same 
manner as the displacements. The stress intensity factor concept is related to the 𝑛 = 1 terms 
of the series expansion, as these are the only singular terms in Equation (2.13). Irwin showed 
that 𝐴𝐼1, 𝐴𝐼𝐼1 and 𝐴𝐼𝐼𝐼1 relate to the mode I, mode II and III stress intensity factors 𝐾𝐼, 𝐾𝐼𝐼 























) dominate at increasing distances 
from the crack tip18 with increasing 𝑛. As a result, experiments close the crack tip do not 
require higher order terms, as demonstrated by McNeill et al. with up to 𝑛 = 48, with no 
noticeable improvement in error. However, these terms can be useful at larger radial 
distances to accommodate for geometric effects to improve the accuracy of the 𝑛 = 1 terms 
(Yoneyama et al., 2007). Henninger et al. have shown that decreasing values of 𝑛 (𝑛 < 1, 
so-called ‘super-singular’ terms) can be used to describe limited elasto-plastic deformation 
in the crack tip region in certain materials (2010). These terms have been ignored in most 
other works as the energy density is not defined (Kanninen and Popelar, 1986). 
Use of the above equations to obtain SIFs involves an optimisation procedure to obtain the 
best match between the analytical crack tip displacement fields (Equations (2.10) - (2.12)) 
and the experimental data. The procedure was first applied to DIC data by McNeill et al. 
(McNeill et al., 1987), whose approach was simple. Only mode I was considered, and the 
approximate crack tip position was assumed to be known in advance. As a result, the SIFs 
could be determined using linear least-squares. However, misplacement of the fields results 
                                                 
18 Other than the 𝑇-stress, which is related to the 𝐴𝐼
(2)
 (by a factor 4), Kuna (2013). 
Stellenbosch University  https://scholar.sun.ac.za
 42 
in errors in the estimated SIFs (Yoneyama et al., 2007). Furthermore, the precise location of 
the crack tip may be obscured by the spatial resolution of the subsets used in image 
correlation, and surrounding data may contain errors. Some authors have addressed the 
‘smeared’ errors by excluding them from the analysis (McNeill et al., 1987; Yoneyama et 
al., 2007). In particular, Yoneyama and various different co-authors have developed methods 
which address crack tip position uncertainty and mixed-mode I-II loading (Yoneyama et al., 
2006; Yoneyama et al., 2007; Yoneyama et al., 2014). Notably, it was found by (Hamam et 
al., 2007) 
An advantage of this approach is that analytical fields may be fitted directly to experimental 
displacement fields without computing mesh parameters or stresses, and it naturally extends 
to mixed-mode applications. This approach has been extended to non-homogenous 
materials19 (Abanto-Bueno and Lambros, 2002; Méité et al., 2013) and small scale-plasticity 
with the aforementioned methods of Réthoré and Roux using super-singular displacement 
field (2011), and Yoneyama et al. using elastoplastic displacement fields (2014), known as 
the HRR fields due to the innovators Hutchinson (1968), Rice, and Rosengren (1968). 
Acquisition of SIFs from the full range of modes (I-III) SIFs by fitting mixed KI-III crack tip 
fields has been implemented by Réthoré et al. (2005), and developed into an integrated image 
correlation approach (I-DIC)20 by Roux and Hild (2006). 
2.2.5 The 𝐽-integral 
The 𝐽-integral has proven to be an invaluable tool to obtain strain energy release rates in both 
linear and non-linear fracture mechanics. The method is computationally efficient (Shih et 
al., 1986), and facilitates the prediction of crack growth initiation in materials that exceed 
their elastic limits (under conditions such as K-dominance and monotonic loading, see 
(Hutchinson, 1983)). The concept was first introduced by Cherepanov (1967) and Rice 
(1968) as a 2D line integral with the property that all contours surrounding a notch or crack 
tip provide the same value for J, i.e. 𝐽 contour-independence. This property is frequently the 
motivation for use of the 𝐽-integral due to the tendency for data near the crack tip to be less 
accurate in experimental and numerical methods. Significant developments in this area 
include efficient implementations in the finite element (Shih et al., 1986), extended finite 
element (Rannou et al., 2010), and boundary element frameworks (Rigby and Aliabadi, 
1993), and certain mesh independent strategies (Nikishkov et al., 2016; Červenka and 
Saouma, 1997). 
Contour independence is particularly relevant to avoid crack tip errors due to optical 
measurement with image correlation, as achieved on the material surface (Hild and Roux, 
2006a) and within the volume (Rannou et al., 2010). Becker et al. (2012) evaluated the 𝐽-
integral directly from DIC results using the finite element framework, in which DIC 
displacements were used to constrain nodes directly. The method enforces continuity 
between elements, and provides accuracy through the equivalent domain integral 
implementation of 𝐽-integral. Yoneyama et al. (2014) showed that elastic-plastic stresses 
could be calculated at DIC control points by direct inversion of the deformation plasticity 
equations, and applied this approach using both the line and domain integral forms, and 
                                                 
19 Using the relation that crack tip stress fields are consistent between homogenous and non-homogenous 
materials. 
20 Optimisation of the analytical displacement field 𝐾 factors for pixel mapping to match image data directly 
as opposed to fitting to DIC obtained displacement data. 
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elasto-plastic HRR (Hutchinson-Rice-Rosengren (Hutchinson, 1968; Rice and Rosengren, 
1968)) field fitting methods finding close agreement between these methods. 
The general form of the 𝐽-integral given in Equation (2.23) can be defined in the crack co-
ordinate system (Figure 2.7) as shown by Blackburn (1972), 
in which 𝛤 is the contour path in the 𝑥1, 𝑥2 proceeding in the clock-wise direction, 𝑛𝑖 is the 
outward unit normal (Figure 2.7), 𝑊 is the strain energy density, 𝜎𝑖𝑗 is the Cauchy stress 
tensor and 𝑢𝑖 the displacement fields. The above terms are defined in the following section. 
Note that Equation (2.23) is only truly achieved when approached as the path integral 
contour size is reduced to zero – Equation (2.23) and Figure 2.7. This is precisely where DIC 
and DVC data is least reliable, and therefore alternate forms are necessary. 
 
Figure 2.7: 𝐽 path integral with contour (𝛤) looping the crack front, and local co-ordinate 
system (𝑥𝑖) at crack front position s 
The integral forms presented in the following sections are derived from Equation (2.23), 
leading to the path-area integral, and the volume integral. It can be found that the 2D use of 
Equation (2.23) is easily realised by imposing planar (2D) assumptions on (2.23). This 
approach is also applied in the following sections as it is more concise to derive the general 
3D case first (i.e. the volume form), and then reduce each case to the classical 2D forms (i.e. 
plane stress and plane strain). For reference in the following sections, the integral forms and 
their original authors are summarised in Table 2.1. Note that the following derivations are 
the background reading for Chapter 5. 
 
Table 2.1: Summary of 𝐽-integral forms and original developers 
Dim. original integral equivalent domain integral 
2D line (Rice, 1968) area (Li et al., 1985) 
3D path-area (Blackburn, 1972) - 
3D path (Blackburn, 1972) volume (Shih et al., 1986) 
 
 𝐽𝑘(s) = lim
𝛤→0





,   (𝑖, 𝑗, 𝑘 = 1,2,3) (2.23) 
Stellenbosch University  https://scholar.sun.ac.za
 44 
Derivation of the path-area and line integrals 
The following derivation of the 𝐽-integral develops from Eshelby’s energy momentum tensor 
for elastic homogenous materials (Eshelby, 1975) using Noether’s theorem as shown by 
(Knowles and Sternberg, 1972). For an extension to non-homogenous materials, see the 
work of Eischen (1987). The strain energy density of a homogenous elastic body can be 
defined by the function, 
where 𝜎𝑖𝑗 and 𝜀𝑖𝑗 are the stress and strain tensors fields in the domain described by a co-
ordinate system 𝑥𝑖. The strain tensor is defined with components under infinitesimal strain 
assumption, 
in which the ‘,’ followed by an index denotes a derivative by that index with respect to co-
ordinates 𝑥𝑖. The stress components of an isotropic linear elastic material can then be written 
as 
Where 𝐸 and 𝑣 are the Young’s modulus and Poisson’s ratio respectively, and 𝛿𝑖𝑗 is the 
Kronecker-delta. As per fracture mechanics convention, the co-ordinate system is chosen at 
a location on the crack front with 𝑥1 perpendicular to the crack front, 𝑥2 perpendicular to the 
crack plane, and 𝑥3 tangential to the crack front. Differentiating the strain energy density 
with respect to 𝑥𝑘 gives, 
Substituting the strain definition in Equation (2.25) gives, 
As shown by Rice (1968), applying the chain rule gives, 
Due to stress equilibrium, the absence of body forces and under static conditions, the second 
term in Equation (2.29) is zero, therefore, 
Substituting the right-hand-side of Equation (2.30) into (2.28) gives, 
 
𝑊 = 𝑊(𝜀𝑖𝑗) = ∫ 𝜎𝑖𝑗d𝜀𝑖𝑗
𝜀𝑖𝑗
0
, with 𝜎𝑖𝑗 =
𝜕𝑊
𝜀𝑖𝑗
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due to the equilibrium of moments (𝜎𝑖𝑗 = 𝜎𝑗𝑖). Rearranging Equation (2.31) reveals it as the 
divergence of the energy momentum tensor 𝑃𝑖𝑗, which is zero in the absence of material 
discontinuities (Eshelby, 1975), 
where 𝛿𝑘𝑗 is the Kronecker delta. Recall that all terms of Equation (2.32) are defined in terms 
of the crack co-ordinate system shown in Figure 2.8. To represent Equation (2.32) in 𝐽-
integral form, consider the area 𝐴 bounded by the contour 𝛤, on a 2D cross-section of the 
crack front defined by the plane perpendicular to the crack front (i.e. 𝑥3 = 0) at position 𝑠 
as shown in Figure 2.8. 𝛤1 and 𝛤0 are the inner and outer boundaries with normal 𝑛𝑗 , and 𝛤
+ 
and 𝛤− are the contour segments on the upper and lower crack faces. 
 
Figure 2.8: 𝐽-integral contour Γ, and local crack co-ordinate system 𝑥𝑗 
Integrating 𝜕𝑃𝑘𝑗 𝜕𝑥𝑗⁄  in Equation (2.32) within 𝐴 results in, 
Note at this point that the usual derivation by Rice (1968), is equivalent but this expression 
is generated by assuming crack advance in the 𝑥1 direction, and energy balance between 
strain energy and tractions on the boundary. In this derivation, this is implied by the choice 
of co-ordinate system which is aligned with the 𝑥1 axis in the assumed crack propagation 
direction, then selecting the 𝐽(1) component (shown below, see the step between Equations 
(2.36) and (2.37)). 






























   (𝑖, 𝑗, 𝑘 = 1,2,3) (2.33) 
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Since d𝑥1 = 𝑛2dΓ, and d𝑥2 = 𝑛1dΓ. Application of the divergence theorem to Equation 
(2.33) gives, 
in which the second term on the left-hand-side results from rearranging the terms, see (Rigby 
and Aliabadi, 1998; Amestoy et al., 1981; Blackburn, 1972). Noting that 𝛤 = 𝛤1 + 𝛤0 +
𝛤+ + 𝛤− enables reordereing of Equation (2.33) as, 
Then as 𝛤0 tends toward the crack front, the area term on the right-hand side tends toward 
zero, as shown in (Dodds and Read, 1990). Then setting 𝑘=1, the crack front 𝐽-integral can 
be defined as, 
in which 𝛤∗ is the same as 𝛤0 but proceeds in the counter-clockwise direction, and the area 
𝐴 is the entire enclosed area (Figure 2.9a). Equation (2.37) is the path-area integral Jpa 
(sometimes called Jx1 (Omer and Yosibash, 2005; Giner et al., 2010) or the disk integral 
(Kuna, 2013b)). 
 













= 0 (2.35) 
 





























 𝐽𝑝𝑎(s) = 𝐽𝑝 + 𝐽𝑎 
(2.37) 













, (𝑖, 𝑗, 𝑘 = 1,2,3) 
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Figure 2.9: (a) 𝐽 path integral with contour (𝛤) looping the crack front, and local co-ordinate 
system (𝑥𝑖), (b) the virtual crack front extension 𝑞(𝑠), inset shows the crack extension area Ac, 
and ∆𝑎, the maximum 𝑞 value on ∆𝑠. 
Then Rice’s classical 2D 𝐽-integral (1968) can be easily shown by dropping the second term 
in Equation (2.37) due to plane strain or plane stress conditions, 
Note that the superscript 𝑘 = 1 is implied if omitted, and that 𝛤 proceeds in the counter-
clockwise from 𝛤∗ in Equation (2.37). Note also that usually 𝑘 is subscripted (e.g.  𝐽𝑘), but 
in this project subscripts are used to denote the mode numbers I-III (i.e. 𝐽𝐼−𝐼𝐼𝐼
𝑘 ), to be 
consistent with standard SIF notation (e.g. 𝐾𝐼𝐼, 𝐾𝐼𝑐, etc). 
Equivalent domain integrals: the volume and area integrals 
Equations (2.38) and (2.37) can be used to extract 𝐽 from 2D and 3D problems respectively. 
However, these forms are not as numerically robust as the equivalent domain integral forms 
for 2D and 3D (Li et al., 1985). This approach transforms the 2D path integral into the area 
integral, and the 3D path integral into the volume integral (Table 2.1). Notably, the latter 
case avoids integration of the second term in Equation (2.37), which involves derivatives of 
stress close to the crack front (Giner et al., 2010). 
A more numerically stable result than the path-area integral can be obtained by assuming a 
3D virtual crack extension along a crack front segment ∆𝑠, shown in Figure 2.9b. The 
procedure, introduced in (deLorenzi, 1982; Shih et al., 1986) is briefly described here. The 
𝐽-integral is based on an infinitesimal virtual crack extension vector ∆𝑎𝑖, 𝑖 = 1, 2, 3. ∆𝑎𝑖 is 
again aligned with the 𝑥1 axis, and therefore is written in scalar form ∆𝑎 (i.e. with 𝑖 = 1), as 
shown in the inset of Figure 2.9b. The crack front is assumed to be approximately straight 
over the distance ∆𝑠, otherwise it would be important to continue assuming vector valued 
crack extensions (Shih et al., 1986). The crack front function 𝑞(𝑠) is introduced that is zero 
outside the arc of interest ∆𝑠 and defines the virtual crack extension area within ∆𝑠 as 𝐴𝑐 =
∫ 𝑞(𝑠)𝑑𝑠
𝛥𝑠
. Considering the volume 𝑉 enclosed by end-caps 𝑆𝑎 and 𝑆𝑏, outer surface 𝑆, and 
the crack faces 𝑆𝑐, the virtual crack extension field 𝑄 is defined as equal to 𝑞(𝑠) on the crack 
front, zero on 𝑆𝑎, 𝑆𝑏 and 𝑆, and is arbitrary and differentiable within 𝑉 (Figure 2.9b). 
Pre-multiplying Equation (2.23) by 𝑄 and applying the divergence theorem gives Equation 
(2.39): the classical volume integral (Jvol) for quasi-static planar straight cracks in isotropic 
materials  (for detailed procedure, see (Shih et al., 1986)) 
where 𝛿1𝑗 is the Kronecker delta (Anderson, 2005), in which 𝑄 has the constraints of the 
conventional crack extension function (deLorenzi, 1982; Shih et al., 1986): 

















,   (𝑖, 𝑗 = 1,2,3) (2.39) 
 𝑄 = {
0 on 𝑆𝑎, 𝑆𝑏 , 𝑆1     
𝑞(𝑠) on crack front
 (2.40) 
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referring to the end-caps (𝑆𝑎, 𝑆𝑏) and outer surface 𝑆1 shown in Figure 2.9b. 
Then the domain integral of (Li et al., 1985), can be shown by noting that gradients of 𝑄, 
the virtual crack extension in the 𝑥3 direction are zero in plane strain or plane stress 
conditions, resulting in the classical area integral: 
in this case, the 𝑄 function is a planar cross-section of the 3D case in the plane of constant 
𝑥3. The 2D forms are elaborated in Chapter 0, in which the 2D form for 𝑄 is also formally 
presented (Figure 6.2). 
The advantage of the volume integral is that the integrand does not contain derivatives of 
stress (as in the path-area integral, see the Jp term in Equation (2.37). The disadvantages are 
that the 𝑄 function requires accurate placement on the crack front position so that 𝐴𝑐 can be 
determined for a suitable arc-weighted value. It should also be noted that no domain integral 
form exists for the path-area integral, as shown by Table 2.1. These matters are addressed in 
Chapter 5. 
2.2.6 The decomposition method 
𝐽 calculated from any of the forms above (e.g. Equations (2.37) or (2.38)) is related to 𝐺 
(Equation (2.5)) in linear or non-linear materials (Anderson, 2005). This is in turn expressed 
by Equation (2.8) as the summation of separate modal components I-III. The various 
methods to calculate the separate modal components for 𝐽 or 𝐾 have been presented in 
section 2.2.3, including the interaction integral, the decomposition method, and the direct 
approach. This section specifically presents the decomposition method. 
To illustrate the method, consider the set of kinematic fields required to calculate 𝐽, i.e. 
stresses, strains, and displacements (see Equation (2.38)). If all field quantities associated 
with two of the three modes can be removed prior to the computation of 𝐽 (e.g. II and III), 
then ordinary application of the 𝐽-integral calculates the remaining 𝐽 component (i.e. 𝐽𝐼). This 
is a direct result of the superposition of the modal 𝐽 values expressed in Equation (2.8). 
Ishikawa et al. proposed that the separation can be conducted by separation of the symmetric 
and antisymmetric fields about the crack plane (1980).  
The decompositions for crack tip displacements (𝑢𝑐𝑟𝑎𝑐𝑘) are (Shivakumar and Raju, 1992; 
Huber et al., 1993; Nikishkov and Atluri, 1987), 
and the crack tip stresses (𝜎𝑐𝑟𝑎𝑐𝑘) (Rigby and Aliabadi, 1998), 
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in which the notation 𝑢𝑖
′ or 𝜎𝑖𝑗
′  denotes a field that has been reflected about the crack plane 
(e.g. 𝑢𝑖
′ = 𝑢(𝑥1, −𝑥2)𝑖), in the local co-ordinate system of the crack front shown in Figure 
2.8. In polar co-ordinates, this refers to the reflection of the point 𝑃 to 𝑃′ in Figure 2.6. It is 
important to note that these symmetry operations imply planar fields, as they are derived 
from their analytical forms: Equations (2.10) - (2.21) which are planar (Huber et al., 1993). 
The history and implications of the 3D approach are further discussed in Chapter 8, as 
decomposition of 3D fields yields some interesting attributes. 
Assuming that stresses are linear elastic functions of strain, the mode I-III 𝐽-integral may be 
expressed by application of Equations (2.37) or (2.38) to the decomposed displacement field 
components 𝑢𝑀𝑖 (𝑀 = I − III). 
In which the decomposed strain, stress, and strain energy can be obtained for planar problems 
(2D) using decomposed displacements using Equations (2.25), (2.26) and (2.27). It has been 
shown that direct separation as proposed here (Equation (2.19)) does not result in contour 
independent results for 𝐽𝐼𝐼 and 𝐽𝐼𝐼𝐼 (Rigby and Aliabadi, 1998; Rigby and Aliabadi, 1993). 
For this reason, the decomposition method in the volume is more involved than is presented 
here, and is developed further in Chapter 8 (particularly section 8.2 if the historical 
perspectives are of interest). 
2.3 Extracting material properties from displacements  
The previous sections have discussed the development of damage toward fracture, and 
introduced several full-field methods to measure fracture parameters (e.g. 𝐽 and 𝐾 concepts, 
degradation in 𝐸). However, many of the above methods rely on prior knowledge of the 
material properties, whether for calculation of stresses of initialisation of field fitting 
methods. For such approaches, the material properties of the virgin (as manufactured) 
material are may be unreliable in the observed state due to accumulated damage. Direct 
determination of the material properties at the time of measurement requires so called inverse 
methods, a broad field concerned with the identification of system parameters from observed 
results. The techniques span many disciplines, including electromagnetics, acoustics, heat 
conduction, and even medicine and finance. This thesis uses the linear elastic fracture 
mechanics framework and therefore this section focuses only on the extraction of elastic 
parameters. However, creep and plasticity are also key concerns to the motivation for this 
 








































































 𝐽𝑀 = ∫ (𝑊𝑀𝑛1 − 𝜎𝑀𝑖𝑗
𝜕𝑢𝑀𝑖
𝜕𝑥1
𝑛𝑗)d𝛤    (𝑖, 𝑗 = 1,2,3)
𝛤
 (2.15) 
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project (and Eskom) to which some adjacent projects have been dedicated (Bezuidenhout, 
2010; Huchzermeyer, 2017; van Rooyen, 2016). 
Approaches discussed thus far to determine the state of a material have been directed toward 
measuring and understanding the deformed state of a material (e.g. FEM, DIC, DVC), from 
the boundary constraints in the reference (undeformed) state. This is the so-called ‘forward’ 
problem. The reversal of this process to estimate the model parameters from the deformed 
state is hence referred to as the ‘inverse’ problem. 
Prior to the advent of full-field imaging, solution of the inverse problem required precise 
models to capture the component geometry due to the limitation of the measurement 
techniques to sample at discrete locations, e.g. with strain gauges. The small number of 
measurements results in numerical instability, referred to as ill-posedness, in which multiple 
permissible solutions are accepted by the algorithm as solutions to the inverse problem. Such 
experiments required significant foresight from the experimentalist to design problem 
domains and suitable regularisation procedures to ensure uniqueness of the solutions. 
In these ways, full-field measurements have greatly assisted with inverse parameter 
identification in experimental mechanics by providing direct access to the materials 
geometry and deformation fields in situ. This is a highly complementary branch of 
techniques to the work of this thesis despite not being one of the objectives (listed in section 
3.2). This section is brief and so the reader is referred to the work of Avril et al. (2008) for 
a more detailed review. 
2.3.1 Optimisation based approaches 
Solution of the inverse problem can be framed as a balance between externally applied work, 
e.g. due to boundary forces and displacements; and the stored internal strain energy due to 
observed deformations and the constitutive parameters. These relations are summarised in 
Table 2.2. 
 
Table 2.2: Information assumed to be available in the inverse problem 
Known Unknown 
Geometry Constitutive parameters, e.g. 𝐸, 𝑣 
Applied external energy, 𝑈𝑒𝑥𝑡(𝑓, 𝑢) Internal energy, 𝑈𝑖𝑛𝑡(𝜎, 𝜀) 
Constitutive equations Dissipated energy 
 
The same efficient numerical solutions for the forward problem (e.g. direct inversion of the 
finite element stiffness matrix), are not in general possible for the inverse problem, and 
therefore specialised methods to minimise errors between the experimental measurements 
and the model are required. This approach is often applied by updating the finite element 
model to achieve the closest match with the measured displacements by digital image 
correlation, a procedure known as model updating. A common implementation is finite 
element method updating (FEM-U) (Ruybalid et al., 2017; Weng et al., 2011; Wang et al., 
2011; Jafarkhani and Masri, 2011). Note that the field fitting approach can be defined in a 
similar manner as the displacement fields are analytical solutions to idealised crack 
problems, and so similar approaches have been attempted to obtain material properties in 
linear elastic problems using the Williams series expansion (Huchzermeyer, 2017). 
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2.3.2 The virtual field method 
The virtual fields method is an approach which extracts material parameters based on the 
principle of virtual work. The ‘virtual fields’ are user constructed fields which act as 
displacements on the solid with unknown parameters. The method involves the generation 
of several simultaneous equations from the weak form of the equilibrium equations to solve 
for these parameters. The number of virtual fields is therefore related to the number of unique 
equations required to solve for the material properties. In linear elastic problems the 
parameters can be solved directly by a matrix inversion, otherwise non-linear solvers are 
needed (Grédiac et al., 2006). 
The method is derived from the principle of virtual work, which is applied to the volume 𝑉 
in Figure 2.10 as, 
where 𝑔𝑖𝑗(𝜀, 𝑝𝑘) is a function that returns the stress tensor 𝜎𝑖𝑗, which in turn is a function of 
the measured strains 𝜀𝑖𝑗, and a set of 𝑘 material parameters 𝑝
𝑘 (e.g. Young’s modulus and 
Poisson’s ratio in linear elasticity), 𝜀?̅?𝑗 is the virtual strain tensor, 𝑇𝑗 is the traction on the 
surface 𝑆𝑓, ?̅?𝑖 are virtual displacements, 𝑓𝑖 are the body forces acting on 𝑉, 𝜌 is the material 
density (mass per unit volume), and 𝑎𝑖 is the acceleration (Grédiac et al., 2006). The virtual 
displacements are conveniently arbitrary, except for the requirements for continuity 
throughout 𝑉, and zero valued within displacement constrained regions 𝑆𝑢 (see Figure 2.10). 
The virtual strains should comply with strain compatibility, and so can be obtained from ?̅?𝑖 
using Equation (2.25) under infinitesimal deformation assumptions. 
 
Figure 2.10: Solid shape loaded on boundary 𝑆𝑓 and fixed by displacements on boundary 𝑆𝑢 
A system of equations can be generated from Equation (2.43) by designing several unique 
virtual fields, with the prevailing condition that the true strain field is heterogenous in 𝑉. In 
cases in which Equation (2.43) is a linear function of the constitutive parameters, the virtual 
fields method can be solved directly by generating the same number of equations as unknown 
parameters, i.e. repeated entries of Equation (2.43) with unique virtual fields. This applies 
to linear elasticity, and some cases of damage and non-linear elasticity (Pierron and Grédiac, 
2012). 
The method can be extended to non-linear constitutive equations within 𝑔𝑖𝑗, in which case 
the additional parameters result in a coupled non-linear system of equations, which requires 
iterative numerical techniques, as shown in Chapter 4 of the book (Pierron and Grédiac, 
2012). There has also been some discussion on the choice and optimisation of virtual fields, 
as this has been shown to affect the methods accuracy, discussed in section 4 of Grédiac et 
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2.4 Summary 
This chapter has introduced the concepts of image correlation on the surface using DIC, and 
the extension to the volume (DVC), derived the 𝐽-integral in the 3D forms and simplified 2D 
forms, presented the decomposition method used to extract mode I – III SIFs from planar 
problems, and highlighted the process involved with subsequent material parameter 
extraction. 
The first section highlighted the challenges of image correlation on a per-subset basis in 
which the problems of pattern uniqueness and fidelity were introduced. The main concern 
arising from this discussion was that fracture leads to a high probability of displacement 
errors in the crack front and crack face regions if conventional image correlation approaches 
are used. The effect on fracture parameter extraction techniques which rely on near field data 
was highlighted (e.g. using COD or displacement extrapolation). The ‘local’ and ‘global’ 
approaches to image correlation were presented and compared. Global methods typically 
achieve deformation mapping and image matching within the finite element framework, 
which provides improved results on material boundaries if properly meshed. Both 
approaches may extend the set of basis functions to improve the mapping of crack tip 
singularities (e.g. via the X-FEM framework), and discontinuities. DVC (the volumetric 
extension to DIC) relies on longer scan times, sample aspect ratios as close as possible to 
unity, and adequate natural features within the imaged material. 
The extraction of energy release rates and possibilities to further obtain stress intensity 
factors (SIFs) is also reviewed. The methods included are field fitting approach and the 𝐽-
integral. The field fitting involves directly matching the experimental displacements with 
the analytical displacement fields of mode I, II and III SIFs. Therefore 𝐾𝐼, 𝐾𝐼𝐼 and 𝐾𝐼𝐼𝐼 can 
be obtained, but solutions for the material parameters (𝐸,𝑣) and the crack tip location are 
required (e.g. by prior knowledge or optimisation). 
The 𝐽-integral approach involves calculation of the Eshelby tensor. Although stress 
computation is required, this can be performed remotely from the crack tip to minimise 
errors. Three methods to obtain SIFs from 𝐽 are presented: the direct approach, the interaction 
integral, and the decomposition method. The direct approach requires crack face data, which 
is undesirable. The interaction integral requires placement of crack tip fields. The 
decomposition method does not seem to require analytical crack tip fields or crack face data 
in the classical planar (2D) form. 
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3 Hypothesis development 
The previous sections outlined the context of the project and several methods that can be 
applied to fracture problems using image correlation data. This section serves as a discussion 
to focus the methods introduced in Chapter Error! Reference source not found., and 
detailed in the background reading (Chapter 2). The main aim is to establish the methodology 
upon which the rest of the thesis is based, therefore a key outcome is in defining the scope. 
The following discussions mainly focus on selecting techniques (as reviewed in Chapter 2), 
which function well with the limitations of image correlation in order to acquire fracture 
parameters. 
3.1 Justification for choice of techniques 
The main advantage of DIC and DVC when compared to other image matching techniques 
is versatility and general ease-of-use. However, it was highlighted in section 1.2, and 
elaborated in section 2.1.2 that image matching is often unreliable in regions of cracking. 
Improved accuracy may be achievable with other optical methods, such as: the grid method, 
speckle and holographic interferometry, moiré-fringe methods (Rastogi, 2000), particularly 
in strain computation. However, these methods require specific materials, light sources or 
surface preparations (e.g. the grid method requires a periodic pattern applied to the surface). 
Image correlation can be applied to a versatile range of image types (photography, electron 
or atomic force microscopy). The only requirements of the material and lighting are that the 
features are persistent, random and unique (as outlined in section 2.1.2). The method also 
naturally extends to the volume (DVC), an approach that is assessable using X-ray CT as 
discussed in section 2.1.4. 
Methodology statement 1: Deformation measurements from fractured materials shall be 
obtained utilising digital image correlation methods: DIC on the surface, and DVC in the 
volume. 
However, such a methodology is likely to cause poor performance in regions of non-linear 
deformation, mainly localising at the faces and near the crack tip or front (section 2.1.2). 
Section 2.2 presented two techniques that have become established in full-field fracture 
experiments despite these effects: the fitting of analytical crack tip fields to experimental 
data (2.2.4), and the calculation of stress fields and then the 𝐽-integral (2.2.5). However, field 
fitting approaches may be ill-suited to cases where the crack tip region is poorly defined; as 
in large scale plasticity, crack branching or micro-cracking (e.g. graphite or concrete (Becker 
et al., 2011)). Furthermore, the field fitting approach would be ill suited to length scales, 
which either allow larger scale geometric effects to dominate or do not provide sufficient 
resolution of the field within the 𝐾-dominant zone. 
The 𝐽-integral approach enables estimation of fracture parameters in a length scale 
independent manner provided that the deformations can be defined by the energy-
momentum tensor (Eshelby, 1975). A disadvantage of the 𝐽-integral approach is that stresses 
must be computed. However, the 𝐽-integral is contour independent enabling the selection of 
data in regions of smooth deformations remote from the crack tip, the ‘far field’, which is 
likely to be accurate in image correlation. 
Methodology statement 2: The 𝐽-integral will be used to calculate the energy release rate, 
𝐺. 
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However, the use of 𝐽-based approaches requires an extension of the method to enable the 
calculation of mixed-mode SIFs. The interaction integral and decomposition method were 
introduced in section 2.2.3 and discussed in section 2.2.6.  Here, it is noted that the 
interaction integral requires crack tip fields, for which the placement and definition on the 
surface and in the volume are essentially prone to the same challenges as the field fitting 
approach. The decomposition method has different requirements, based on the assumptions 
of symmetry. The first is that the plane of symmetry is required and the second is that the 
symmetry operation should preserve the validity of the 𝐽-integral calculation. An example 
of the second case is if extraneous fields (e.g. due to geometric edges) are included in the 
decomposed fields. This may cause loss in contour-independence (Rigby and Aliabadi, 
1998). However, the main advantage of the decomposition method is that the full crack tip 
location is not required, only the position of the crack plane is needed for symmetry. 
Methodology statement 3: The decomposition method will be used to decouple Stress 
Intensity Factors for Modes I, II and III. 
The final methodology statement concerns the extension of the above methodologies from 
the surface to the volume. Image correlation, typically only available on the surface with 
DIC, only serves as a framework for preliminary life estimates and component monitoring. 
Such estimates are limited by the visible portion of the crack from the surface. Extension of 
the procedure to the volume through DVC stands to improve understanding of the 
development of damage below the surface. Therefore, a key aspect of the methodologies is 
to enable subsurface measurement. For this purpose, the decomposition method  – originally 
intended for planar analysis (Ishikawa et al., 1980) – will require some development to 
implement in the volume. 
Methodology statement 4: Extension of the techniques to estimate 𝐽 values and the 
decomposition method from the surface to the volume. 
3.2 Aims and objectives 
The aim of this research is to develop the objectives of the framework needed to predict 
failures as outlined in the Chapter Error! Reference source not found. (i.e. power-plant 
materials weakened by cracking). The methodology has been outlined in the previous 
section, leading to the extraction of stress intensity factors using image correlation. This 
involves: calculation of strains and stresses from displacement fields, calculation of the 𝐽-
integral, and determination of stress intensity factors. 
Although this point is repeated in the thesis scope (section 3.4), it is worth mentioning here 
that this project does not include the development of the image correlation method, which 
will be available using commercial software. Also, further structural integrity assessment 
(e.g. using the acquired stress intensity factors) are considered beyond the scope. The 
following objectives can be outlined: 
Objective 1: Identification and mitigation of displacement errors 
This thesis aims to apply image correlation technology to fracture mechanics experiments, 
resulting in the inevitable question of accuracy and spatial resolution. Such errors are 
amplified when differentiated to calculate strains, stresses and the subsequent 𝐽-integral 
(Methodology statement 1). The aim is therefore to quantify and suppress such errors in 
crack problems analysed with image correlation. Note that this objective applied to the 
surface and the volume. 
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Objective 2: Development of a robust 𝐽-integral framework for the surface and the volume 
The 𝐽-integral can be applied on the surface with 2D line or area  integral forms (Rice, 1968), 
and in the volume with 3D path area (Blackburn, 1972) or volume integral forms (Shih et 
al., 1986). However, the equivalent domain integral forms are typically preferred for the 
reasons listed at the end of section 2.2.5. This objective seeks to establish a framework to 
understand the relative numerical robustness of these 𝐽-integral forms, and thereby develop 
suitable integral equation forms for use with data in 3D surface and volume experiments. 
Objective 3: Verification of the 𝐽-integral with experimental full-field displacements 
derived from image correlation 
This objective involves verification of the 𝐽-integral applied to image correlation data both 
on the surface and in the volume. This objective will cross-compare implementations on 
theoretical fields using the Williams series (Williams, 1957), numerical fields using the finite 
element method, and the obtained displacement fields using image correlation and in situ 
loaded specimens. 
Objective 4: Development of the 𝐽-integral decomposition method to obtain stress 
intensity factors 
The decomposition method has been tested experimentally, for example by Diekmann et al. 
(1991). However, this objective aims to test the method on image correlation data both on 
the surface (including out-of-plane motion) and the volume. Such 3D implementations have 
not been tested before on either DIC or DVC data, and will require special attention to the 
volume due to the loss of contour independence experienced by the 𝐽-integral under typical 
decomposition conditions (see the end of section 2.2.6). 
3.3 Central hypothesis 
It is well established that mixed-mode SIFs can be used to predict failure in real world 
applications (section 2.2). Full-field methods show promise for research into predicting 
crack behaviour through versatility of application afforded by image correlation methods. 
Thus, a framework is needed that firstly provides SIFs and secondly will enable future 
research into crack behaviour. 
It has been noted in section 1.3 that the use of analytical crack tip fields restricts analysis to 
linear elastic fields. Therefore, such approaches may limit the versatility of future research. 
Hypothesis: The 𝐽-integral based decomposition method, a full-field method proposed in 
this thesis, can be used to determine mixed-mode SIFs from image correlation 
displacements of the surface and volume. The method for determining SIFs does so 
without analytical fields and so remains versatile for future research on mixed-mode 
behaviour observed in digital images. 
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3.4 Scope 
There are numerous challenges involved in the implementation of the proposed framework. 
This section aims to delimit the project from the overall methodology needed to improve 
future structural integrity assessments. 
3.4.1 Non-destructive testing and evaluation 
This project is not concerned with locating or monitoring structures weakened by cracking, 
nor the limitations of in-service measurements (e.g. topics such as probability of detection). 
Similarly, although the technique is partially motivated by future applications in non-
destructive evaluation, this would often be plant or component specific Therefore this project 
does not evaluate risk and structural integrity and assumes that the provision of mixed-mode 
SIFs, in a manner that is tolerant to displacement errors, is sufficient for use in the standard 
structural integrity assessment programmes currently used by Eskom (BSI, 2015). 
3.4.2 Experimental errors from image correlation 
The displacement fields in this project are experimentally obtained using DIC and DVC. The 
errors can be related to imaging artifacts, environmental conditions and pattern quality, 
among numerous other possible sources. Currently there is no standard approach for the 
characterisation of errors, although some resources are becoming increasingly used (e.g. the 
methodology of Bornert et al. (2009), or SEM’s DIC challenge21). In the context of this 
project, the steps necessary to provide useful characterisation of errors would require on-site 
experiments. Therefore, experimental errors are collected for each experiment individually 
and no further attempts are made to delineate the systematic errors. Commercial software 
was used (DaVis, LaVision) and assumed to be similar to other commercial systems. 
Similarly, improvements in robustness of the DIC or DVC methods were not investigated in 
this project. 
3.4.3 Linear-elastic deformations 
Although there is great interest from Eskom to measure nonlinear fracture parameters caused 
by advanced levels of damage accumulation, the aim of this project is to establish the 
framework to calculate fracture parameters. It is envisioned that this framework could be 
expanded to a study of non-linear systems, as demonstrated in Yoneyama et al. (2014). 
However, it is key that the 𝐽-integral remains relatable to mixed-mode SIFs for validation 
purposes needed to achieve objectives 3 and 4. Therefore all implementations in this project 
are linear-elastic. In the experimental sections, small-scale yielding is assumed – i.e. that the 
size of the plastic zone surrounding the crack front is small enough relative to the crack size 
so that a purely elastic solution may be used to calculate the energy release rate. The method 
used to calculate fracture parameters is the 𝐽-integral, which can be justified in an elastic 
framework due to: 
• Contour independence which enables the selection of contours far from non-linearities 
at the crack tip; 
                                                 
21 See: sem.org/dic-challenge (accessed 20 July 2017) 
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• 𝐽 is applicable to nonlinear-elasticity, as validated and implemented in various works 
(Stump and Zywicz, 1993; Kolednik et al., 2014; Begley and Landes, 1972). This 
characteristic motivated for the selecting of the 𝐽-integral technique. 
 
These extensions are useful and relevant in the SA context, but are relegated to possible 
future work. 
Although all deformation fields are assumed to be 3D, the separation of fracture modes into 
mode I, II and III components rely on plane and anti-plane assumptions. To simplify 
computations of stress and conversion of the 𝐽-integral into SIFs, the materials are assumed 
to be isotropic throughout, and crack fronts are assumed to be planar and straight fronted in 
the volume. It is also worth mentioning that deformations due to thermal, dynamic, and 
gravitational effects are assumed to be negligible. 
3.4.4 Nominal loading 
The framework is aimed at extracting fracture parameters directly from DIC and DVC 
displacements, eventually leading to in situ analysis. Therefore, sample loading and cross-
head displacements, which are typically involved in inverse methods (section 2.3) are not 
considered in this framework. 
3.4.5 Spatial resolution 
Numerical approaches to solving crack problems routinely use mesh refinement to improve 
the accuracy of crack tip fields. However, the enclosed methods are all similarly limited by 
the displacement accuracy and spatial resolution limitations afforded by regularly sampled 
digital 2D and 3D images. Although accuracy improvements in crack tip regions have been 
implemented in some image correlation approaches (see section 2.1.3), these techniques are 
not yet in general use. Therefore, this thesis does not apply such mesh refinements to 
experimental or numerical data. Instead, analytical solutions are used when reference stress 
and displacement data are needed. In the absence of mesh refinement, all field data in used 
for the determination of fracture parameters in this thesis are determined at evenly spaced 
material points. Note that the commercial software used in this thesis (DaVis v8.3, LaVision) 
has the same regular grid convention. 
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4 Robust removal of displacement artifacts 
from digital image and volume correlation 
results 
This chapter presents an iterative approach to reducing errors found in full-field 
displacement measurements. The chapter uses DIC and DVC data from experiments 
described in other chapters of this thesis, and therefore serves to highlight characteristic error 
sources from notch and crack problems using image correlation. In doing so, this chapter 
addresses the first objective of this thesis. 
The thesis aims to extract linear fracture parameters (section 3.3), thus the material 
constitutive laws should be assumed to be linear elastic (section 3.4). In this chapter, these 
assumptions enable additional efficiency and automation in the numerical implementation 
using the finite element method. However, it is worth mentioning at the outset that the 
presented method only uses the numerical framework to compute nodal forces, and so can 
be extended to non-linear deformation experiments (e.g. plasticity), as discussed in section 
3.4.3. 
This chapter was presented at the 14th International Conference on Fracture (Molteno et al., 
2017), and has been prepared for publication (Optics and Lasers in Engineering) with co-
authors (in no particular order): McDougall, Marrow and Becker. The contributions of the 
authors are: 
• The author (Matthew Molteno): Conception of the method, designed and performed 
experiments, implementation of the method, and reporting of the results. All sections 
are written by the author, with review by the co-authors. 
• Mr Duncan McDougall: Technical assistance with the extension of the finite element 
framework presented by Liu and Tovar (2014), enabling direct use of DIC and DVC 
displacements as nodal constraints. 
• Prof. James Marrow: Provided financial and academic support during the conception 
and early development of the method at Oxford University. 
• Dr Thorsten Becker (project supervisor): Outside of the ordinary supervisory role – 
identification of the relationship between experimental errors and artifact relaxation 
energy. This relationship is important because it allows users to predict an a priori 
error-energy criterion to prevent over-smoothing of the original (DIC or DVC 
acquired) displacement field. 
 
Other noteworthy contributions from non-co-authors: 
• Prof. S. Yoneyama: Suggestions for implementation, and comparison of the presented 
method with their approach (Yoneyama, 2011), which is very similar to our approach 
but achieves smoothing rather than outlier removal. This is done in a least-squares 
sense in which the sample geometry is captured by the finite element mesh (see 
section 9.2). 
• Liu and Tovar: Original developers of the open-source finite element framework (Liu 
and Tovar, 2014). Their code provides an optimised method of assembling and 
inverting the global stiffness matrix finite element in Matlab. 
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4.1 Introduction 
Optical methods have become established tools to supply full-field displacement data in solid 
mechanics experiments. For example, full-field measurements can provide verification for existing 
deformation theories (e.g. with the finite element method (Barranger et al., 2010)), estimate 
constitutive parameters (Grédiac et al., 2006), or characterise new material behaviour (Marrow et 
al., 2016).  
There are now several techniques at the disposal of the experimentalist to determine accurate full-
field measurements. The interferometric-type methods (such as moiré, speckle, holographic) 
require a coherent light source and so additional sample preparation and equipment is required to 
take measurements. As a result, non-interferometric methods have become popular as they are 
relatively simple to implement (natural lighting can be used, and sample preparation is minimal). 
These include the grid method (Grédiac et al., 2016) and the image correlation method (i.e. DIC 
and DVC). A notable advantage of image correlation is that the sample surfaces do not require 
regular patterns of features (in fact, it is essential that they are not, for the reasons given in section 
2.1). Therefore, experiments using image correlation can be considerably less prescriptive. Image 
correlation is now well-established for multi-camera measurement of 3D surfaces (Luo et al., 
1993; Malesa et al., 2015) and volumetric imaging systems using DVC (Bay, 2008; Maire and 
Withers, 2014). This extended functionality is favourable if a single framework is desired for the 
surface and the volume. 
However, due to the dependence of image correlation on random patterns, the strain field can be 
unreliable in regions of low contrast, particularly near to stress concentrators. A common practice 
to minimise errors is to increase the area and overlap of the analysis windows used in correlation 
(i.e. the image subset sizes). The result is that image correlation errors seldom contain distinct 
outliers, but rather form a smooth surface in which errors can be imperceptibly small. Another 
source of errors is due to image artifacts, which are particularly persistent in volumetric imaging 
(e.g. stripe or ring artifacts (Trtik et al., 2009)). These effects become problematic in engineering 
analysis because small errors in the displacement field results, result in relatively larger errors in 
the strain fields due to numerical differentiation. 
A long-standing solution is the use of local least-squares matching applied to a specified region of 
the displacement field. The selected basis functions may then be tuned with classical statistical 
tools such as weighted least-squares or multiple cross-validation to minimise the impact of 
experimental displacement errors. The displacement gradients may then be calculated from the 
derivative forms of the optimised basis functions. 
The finite element method provides a convenient numerical framework for the implementation of 
such approaches. The shape functions allow for a user defined geometry by aligning the nodes 
with specimen edges (Yoneyama, 2011), and further in-depth analysis can be performed within 
the finite element framework (e.g. contact, or vibrational analysis). However, the least-squares 
method is inherently sensitive to outliers. Furthermore, these methods do not ensure that the 
smoothed result also satisfies stress equilibrium – an important requirement for numerous solid 
mechanics applications (e.g. convergence of the 𝐽-integral, or the extraction of material properties 
using VFM). 
Some hybrid finite element approaches have been developed that simultaneously satisfy internal 
equilibrium while smoothing displacement data, for example using the penalty-method (Sutton et 
al., 1991), or variational principles (Nishioka et al., 1997; Fujikawa, 2005; Nishioka et al., 2000). 
In these approaches, the strains are calculated through the strain-displacement relationship after a 
state of minimum virtual work has been reached. However, these methods are not optimised to 
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deal with non-normally distributed outliers, which remain part of the energy minimisation until 
the final state is reached. As previously mentioned, the treatment of such errors is critical in DIC 
and DVC datasets, as these often arise due, for example, to image artifacts (e.g. inhomogeneity’s 
in the light source, movement of sample during capture), or low feature fidelity of the contrast 
pattern. 
This chapter presents an alternate, robust method for the iterative removal and replacement of 
displacement outliers from full-field displacement data. The method is finite element based, using 
internal reaction forces as an error quantifier. Conversely, the improvement to the data is assessed 
after each iteration by defining the work involved in restoring internal equilibrium, similar to the 
approach of Nishioka et al. (1997). However, unlike previous works, a convergence criterion based 
on the strain energy related to random errors is defined. This criterion is designed to limit ‘over-
smoothing’ and thereby preserve the true material behaviour within image correlation results. The 
FE procedure is optimized for efficiency from the use of linear-elastic elements and regular 
Cartesian grids. This decision is because regular grids are amenable to most DIC and DVC 
methods which use low order subsets and regular grids for similar computational efficiency 
reasons. 
The method was inspired by Yoneyama et al. (2011; 2016), Garcia (2010) and Becker et al. (2012), 
who proposed a finite element based framework for the analysis of surface displacement data 
obtained using DIC. The approach is not intended as a replacement for existing least-squares or 
finite element based smoothing methods, but rather as a pre-processor to eliminate outliers. 
The chapter is organized as follows: section 4.2 provides the procedure used to identify unreliable 
data, including an introduction to the density-based finite element framework, and explanation of 
the iterative procedure. Section 4.3 illustrates the application of the method on a cantilever 
problem. Section 4.4 presents applications to experimental data from stereo-DIC and DVC, 
examining the displacement fields around mixed-mode crack and notch tips respectively. The 
performance of the method on DIC and DVC data is discussed in section 4.5. A summary of the 
chapter can be found in section 4.6. 
4.2 Identification of unreliable data 
Consider a typical full-field experiment of a sample captured with 2D or 3D imaging before and 
after loading (Figure 4.1a). Then the full-field displacement map between the reference and 
deformed image can be obtained by application of the image correlation method (DIC or DVC). 
This usually involves subdividing the reference image into groups of pixels called subsets (or 
subvolumes of voxels in volume images). Then displacements are determined per subset by 
matching to an optimal location in the deformed image (a), as discussed in section 2.1. To 
maximise the use of the imaging sensor grid, the available field of view is centred on the feature 
of interest, e.g. the crack in Figure 4.1 (a) and (b). The displacements determined in the region of 
interest (ROI) contain errors due to the crack and a moving foreign body, in this example a bug on 
the camera lens or sample (cartoon in Figure 4.1a). Figure 4.1b shows a neighbourhood of 
displacements 𝑢𝑖 (𝑖 = 1,2,3) computed within a predefined mask. The computed nodal force 
values 𝑓𝑖 over domain Ω are shown in Figure 4.1c, which have been calculated through the FE 
framework presented in section 4.2.1. If equilibrium is met, internal force vectors should be 
negligible. Non-physical force outliers are a consequence of the displacement outliers. 
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Figure 4.1: The stages of outlier identification: (a) experimental in situ loading with artifact, (b) 
acquisition of full-field displacements using DIC or DVC and definition of the mask (c) FE 
discretization showing forces at internal nodes and on the boundary of the domain Ω 
4.2.1 Finite element framework 
Computerized tomography often draws on two main strategies to perform finite element 
computations: the geometry-based or voxel-based strategies (Lengsfeld et al., 1998). The 
geometry-based strategy enables arbitrary element shapes that are matched to the geometric edges 
of the scanned sample. The advantage of mesh based strategies is that users can design the mesh 
to the precise requirements of a geometry (e.g. crack tip mesh refinement), and is the most common 
strategy for general use in mechanics (e.g. Figure 4.2a). The voxel-based strategy focuses on 
enabling a high density of cubic ‘brick’ elements, usually of a low order to enable efficiency. The 
mesh is then implicitly applied by setting the stiffness values of elements that represent empty 
space ‘void material’ to zero. The advantage of voxel-based strategies is that the mesh can be 
generated in a highly automated manner, as the shape can be inferred directly from the image mask 
used for DIC or DVC. The disadvantage is that the efforts to increase efficiency prevent flexible 
element design (e.g. higher order elements). It is important to remark that the term ‘voxel’ in the 
finite element strategy name does not imply image voxel number matches the number of elements 
(seldom the case as volumetric images may range between 1-100 million voxels). Typically, the 
mesh is determined after a binning operation to reduce image size (Lengsfeld et al., 1998). The FE 
framework employed in this chapter is voxel-based, and uses the method developed by Liu and 
Tovar (2014).  
 
Figure 4.2: Geometry of a human femur generated by (a) geometry-based and (b) voxel-based 
meshing strategies. 
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The material stiffness distribution is represented by elemental densities 𝜌𝑙 at each location in the 
image mask 𝜌(𝑥𝑖), in which 𝑥𝑖 (𝑖 = 1,2,3) is the global co-ordinate system - aligned with the 
calibration plate in DIC, or by the X-CT scanner or digitizer in DVC. Then the elemental Young’s 
modulus values 𝐸𝑙 are defined as: 
in which 𝐸0 is the nominal Young’s modulus of the material set to unity for this method (see 
section 2.1.2), and  𝐸𝑚𝑖𝑛 the modulus of void material, a value close to zero. The selection of 𝜌 
values at any values within the range (0,1) implies softer material at these points in the voxel grid, 
however in the presented approach only binary values are used. 
The element stiffness matrix 𝐾𝑙 is constructed with generalized Hooke’s law, and linear shape 
functions for an 8-noded hexagonal element: 
In which 𝐾𝑙
𝑡 is a template stiffness matrix prepared for efficient assembly. It may be noted that the 
formulation is 3D using brick elements. Therefore, to enable DIC displacements, a single layered 
sheet of brick elements is used, in which DIC displacements are copied onto the front and back 
faces, assuming that anti-plane shear is minor. 
The elemental stiffness matrices of Equation (4.2) are then assembled into the global stiffness 
matrix 𝐾, using the procedure described by Liu and Tovar (2014). Similarly, known forces 𝑓 and 
displacements 𝑢 are appended in column vectors of the length 3×𝑁 in which 𝑁 is the total number 
of nodes. This results in an equation for nodal forces 𝑓, which can be calculated with varying 
density: 
Subsequently, the global structure is partitioned into displacement and force constrained 
quantities, denoted by subscripts 𝑒 (essential or Dirichlet) and 𝑛 (natural or Neumann) 
respectively, as shown in Figure 4.3. For clarity on the notation, subscripts 𝑒 and 𝑛 indicate sets 
of nodes indexed in the global array, whereas subscripts 𝑖, 𝑗, and 𝑘 continue to refer to vector or 
matrix indices (1,2,3). Then the assembled structure can be partitioned into: 
and the unknown forces and displacements can be solved using: 
 𝐸𝑙 = 𝐸𝑙(𝜌𝑙) = 𝐸𝑚𝑖𝑛 + 𝜌𝑙(𝐸0 − 𝐸𝑚𝑖𝑛),    𝜌𝑙 ∈ [0,1] (4.1) 
 𝐾𝑙(𝜌𝑙, 𝑣) = 𝐸𝑙(𝜌𝑙)𝐾𝑙
t(𝑣) (4.2) 











 𝑢𝑒 = [𝐾𝑒𝑒]
−1({𝑓𝑛} − [𝐾𝑒𝑛]{𝑢𝑛}) (4.5) 
 𝑓𝑒 = [𝐾𝑛𝑒]{𝑢𝑒} + [𝐾𝑛𝑛]{𝑢𝑛} (4.6) 
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To prevent infinite displacements on zero density elements, nodes located in void material (𝜌𝑙 =
0) are set to zero (𝑓𝑛 = 0), and displacements are undetermined at these locations (Figure 4.3). 
Displacements of elements involved in restraining the external problem are permanently fixed. 
 
Figure 4.3: Nodal information in ROI of deformation field 
Note that the number of outer nodes that are fixed is arbitrary, and can be increased or decreased 
without reconstructing 𝐾. The reliability of data points may then be estimated from the norm of 
both the displacement and force constrained nodes as: 
In which 𝑓 is a vector of normalized force magnitudes, |𝑓| is a vector of force magnitudes where 
| ∙ | is the 2-norm, and |𝑓|𝑚𝑎𝑥 is the maximum magnitude found in |𝑓|, i.e. a normalising scalar. 
4.2.2 Iterative procedure for artifact removal 
The procedure used to remove outliers repeats the following four steps until convergence: 
• Step 1: Select a small percentage (e.g. 1-5 %) of the largest nodal forces 𝑓  
• Step 2: Replace the displacements for the selected nodes using FE, 
• Step 3: Compute the work-energy released by step 2: δ𝑈 = ∑δ𝑓𝑖 ∙ δ𝑢𝑖 /2, 
• Step 4: Terminate the procedure if δ𝑈 falls below a threshold δ𝑈𝑒𝑥𝑝, otherwise repeat (from 
Step 1). 
In the above steps, δ indicates a change in either the forces 𝑓𝑖 or displacements 𝑢𝑖. The following 
sections are dedicated to defining a suitable threshold δ𝑈𝑒𝑥𝑝 (Step 4) that terminates the procedure 
when outliers are removed. This is defined as the energy due to purely random errors (i.e. normally 
distributed). The hypothesis is therefore that random errors exert significantly smaller forces than 
non-random errors (outliers), and therefore will be preserved until most outliers have been 
removed. Constraining the nodes of the FE mesh with DIC or DVC displacements results in nodal 
forces and resulting energies, 
in which 𝑈 is elastic energy. Equation (4.8) can be partitioned into two parts, the energy due to 
applied forces on the boundary 𝑈𝑒𝑥𝑡 and the energy due to internal forces 𝑈𝑖𝑛𝑡. In typical FE 
problems 𝑈𝑖𝑛𝑡 calculated with Equation (4.8) on internal nodes provides a value close to zero due 









∑𝑓𝑖 ∙ 𝑢𝑖 (4.8) 
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As all forces in the proposed framework are derived from displacements through 𝐾, the nominal 
Young’s modulus 𝐸0 defined in Equation (4.1) plays no role in the equilibrium, and so is set to 
unity. Note that this does not necessarily require the material to be homogeneous as stiffness 
variations can still be defined by 𝜌(𝑥𝑖). In experimental fields, a force is exerted on all nodes due 
to the experimental errors. Therefore, the resulting energy balance can be written, 
in which 𝑈𝑛 is the potential energy due to random (i.e. normally distributed) errors, 𝑈𝑜 is the 
portion due to outliers, and ∆𝑈 accounts for possible changes of energy in the system (e.g. heat 
dissipated by plastic deformation). Assuming a linear-elastic system in which energy is conserved 
(i.e. ∆𝑈 → 0), then ?̃? is the energy residual due to displacement errors: 
It is assumed that ?̃? is mostly due to errors at internal nodes. This is necessary because the errors 
on the boundary are more challenging to detect, as addressed by methods such as that of Yoneyama 
et al. (2012). Under this assumption, the energy relaxation due to a small subset of nodes (i.e. step 
2) translating to an equilibrium position in a new state (𝑘) can be written as: 
in which (∙) is the dot product. Then an increment of internal work-based energy is given as, 
The equation above can be interpreted as the Incremental Artifact Relaxation Energy (IARE) 
calculated between present and previous iterations. Note that the standard deviation and mean are 
suitable to quantify random and non-random errors separately. When the data contains random 
errors biased by outliers, the root-mean-square-error (RMSE) is a more suitable measure. The 
RMSE for internal energy on the domain Ω can be defined as, 
In which the denominator is the same as the total number of nodes. In ‘ideal’ (linear-elastic, small 
deformation) cases, it would be sufficient for convergence that 𝛿?̃?(𝑘)𝑅𝑀𝑆𝐸 tends toward zero. 
However, in real experiments this would always steer the system toward linear-elasticity. It is 
therefore useful to determine the experimental potential energy due to random errors. If full-field 
displacement errors (𝑢𝑒𝑟𝑟) are known (e.g. from rigid body tests), the RMSE due to experimental 
errors, 𝛿?̃?𝑒𝑥𝑝, can be calculated using, 
 𝑈𝑒𝑥𝑡 − 𝑈𝑖𝑛𝑡 = 𝑈𝑛 + 𝑈𝑜 + ∆𝑈 = ?̃? (4.9) 
 𝑈𝑒𝑥𝑡 − 𝑈𝑖𝑛𝑡 = ?̃? (4.10) 
 ?̃?(𝑘) = 𝑈𝑒𝑥𝑡 − 𝑈𝑖𝑛𝑡
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in which the units are energy (Joules). Note that both 𝛿?̃?𝑒𝑥𝑝 and  𝛿?̃?
(𝑘)
𝑅𝑀𝑆𝐸 are independent of 
the number of points selected if a statistically defensible number of points are used. This leads to 
the first convergence criteria: 
𝐶1 states that convergence can occur once the energy released on iteration 𝑘 becomes less than 
the energy due to random experimental errors, using the statistical relation between the RMS 
variables22. 
The second criterion determines true outliers from random data. Once determined, such outliers 
should be omitted from the model in all further iterations to prevent biasing of the results. An 
outlier is here defined as a data point that consistently releases IARE values larger than the 
experimental threshold (?̃?𝑒𝑥𝑝). The total energy is calculated as the sum of the incremental IAREs 
as, 
Values in ?̃?(𝑘) are orders of magnitude greater than ?̃?𝑒𝑥𝑝, and so a scale factor (𝑆𝐹) is assumed 
(typically set to 10). 
Finally, the rate of convergence depends on the on the fraction of nodes replaced during each 
iteration, hence a second factor is introduced (𝑄𝐹). 
Values of 𝑆𝐹 = 10, 𝑄𝐹 = 0.1 were found to achieve robust performance for most problems, and 
are the values used in all examples in this chapter. With the criteria defined, the steps 1-4 outlined 
at the beginning of this section are now elaborated as the algorithm in Table 4.1. 
Although the ∆𝑈 energy portions of the residual energy are not accounted for with the proposed 
method, the method allows for such an offset by way of adding the additional energy loss (e.g. 
from 𝑅-curve tests) to ∆𝑈 in Equation (4.10). In the next section, the relationships derived to 
estimate the thresholds ?̃?(𝑘) and 𝛿?̃?(𝑘)𝑅𝑀𝑆𝐸 are investigated on a numerical example. 
                                                 










 𝐶1:  𝛿?̃?(𝑘)𝑅𝑀𝑆𝐸 ≤ 𝛿?̃?𝑒𝑥𝑝 (4.15) 
 
?̃?(𝑘) ≈  ∑𝛿?̃?(𝑖)
𝑘
𝑖=1
= 𝑈𝑖𝑛𝑡 (4.16) 
 𝐶2: ?̃?(𝑘) ≤ ?̃?𝑒𝑥𝑝 × 𝑆𝐹, 𝑆𝐹 > 1 (4.17) 
 
𝑓 ≤ 𝑄𝐹, 𝑄𝐹 ∈ [0,1] (4.18) 
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Table 4.1: Algorithm for outlier detection and removal 
STEP DESCRIPTION 
1 Initialize iterations 𝑘 → 0; 
2 Import experimental displacements 𝑢
(𝑘), positions 𝑥; 
3 Define material distribution 𝜌(𝑥) ∈ [0,1]; 
4 Initialize 𝑓
(𝑘) = 0, 𝐸𝑜 = 1, v, 𝐾 (Liu and Tovar, 2014); 
5 Calculate IARE threshold, ?̃?𝑒𝑥𝑝, Equation (4.14); 
6 Initialise 𝑆𝐹 (=10), 
7 while (convergence criteria 𝐶1) do 
8     Solve for nodal force vector 𝑓𝑒
(𝑘)
, Equation (4.6); 
9     Calculate nodal reliability 𝑞, Equation (4.7); 
10     Compute ARE and IARE: ?̃?
(𝑘), 𝛿?̃?(𝑘)𝑅𝑀𝑆𝐸 
11     if (convergence criteria 𝐶2 for node 𝑖) do 
12         Replace 𝑢𝑖
(𝑘+1)
 with FE solution, Equation (4.5) 
13     else if (𝑓>𝑄𝐹) do 
14          Replace 𝑢𝑖
(𝑘+1)
 with FE solution, Equation (4.5) 
15     end if 
16     Set 𝑢
(𝑘+1) ← 𝑢(𝑘); 𝑘 ← 𝑘 + 1 
17 end while 
4.3 Example: cantilever beam 
In this example, two known artifacts (gaussians) are iteratively removed from the displacement 
field of an end loaded cantilever beam, in the presence of other (random) displacement errors. 
The cantilever is dimensioned as shown in Figure 4.4, and loaded with a downward force of  𝑤 =
1 × 106 N distributed along the vertical free end. The implementation of the method on the 
cantilever example introduces displacement errors which are: gaussians located at α and β, and 
Gaussian white random noise defined spatially over the domain Ω. The non-random noise at α and 
β are Gaussian functions (also shown in Figure 4.5b), with a standard deviation of σ = 20 mm and 
a peak displacement value of 10 × 𝑢𝑒𝑟𝑟 in the directions 𝑢𝑖 = 1. For purposes of discussion in 
later sections, the problem is given image correlation properties, based on a DIC accuracy of 0.01 
pixels as reported by Zhou and Goodson (2001) and Amiot et al. (2013). The resolution is chosen 
as 0.1 mm/voxel leading to a 𝑢𝑒𝑟𝑟 = 1𝑒-3 mm measurement accuracy. 
The ROI is 60 ×  60 mm centred on the cantilever and a grid-spacing of 2.5 mm resulting in the 
elements shown in Figure 4.5a. Per these parameters, the experimental energy threshold from 
Equation (4.13) is 𝛿?̃?𝑅𝑀𝑆𝐸 = 1 × 10
−6 J. The beam has material properties, 𝐸 = 10 GPa, and 𝑣 =
0.25. Except for the end surfaces, the cantilever is surrounded by a single layer of void elements 
on the boundaries (𝜌 = 0) to allow 3D surface and volume deformations (Figure 4.5a). 
To test Equation (4.14),  the cross-plot between displacement accuracy and the energy convergence 
criterion for random errors increased from 0 → 1 × 10−3 mm/voxel shown in Figure 4.6, binning 
the results of 1 × 104 tests to achieve trend lines. The mean value (solid) and standard deviation 
(99 % confidence - dashed) lines are shown. Recall that the Young’s modulus in these problems  
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Figure 4.4: Cantilever beam with artifact locations at α, β (gaussian width σ) and random noise 
over the domain Ω 
 
 
Figure 4.5: (a) Material distribution with boundary constraints, (b) displacement field amplitude 
contour plot showing noise components α and β, and random noise over the entire ROI Ω 
Locations and dimensions shown in Figure 4.5. 
 
 
Figure 4.6: Cross-plot of Equation (4.14), with mean (solid) and 99 % confidence (dashed) 
is set to unity. However, the effect of Poisson’s ratio is unknown, and could not be clearly 
discerned in these results – appearing to have zero effect. These observations were made by 
reproducing Figure 4.6 with different Poisson’s ratio values between 0.2 and 0.4. 
The iterative artifact removal procedure is applied to the ROI until the initial energy state reaches 
a state of internal equilibrium. The internal energy on this sub-domain is determined from the noise 
free FE model to be 7.5× 10−5 J, and with noise and artifacts added, to be 3× 10−4 J. Figure 4.7a 
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shows the internal energy computed on each iteration for 100 iterations – a large number to show 
the effects of over-smoothing. The internal energy is calculated before the data is altered on each 
iteration (shown in terms of nodal force (|𝑓|) and displacement (|𝑢|) magnitudes, and so the first 
data-point in Figure 4.7a matches the internal energy computed at iteration zero exactly. 
 
 
Figure 4.7: (a) Internal energy during iterations k between (b) the systems transition from initial to 
final energy 
 
Figure 4.8: (a) artifact removal from region of interest of the cantilever showing magnitudes of 
force |𝑓| and displacement |𝑢|, threshold at iteration 𝑖 = 10 
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4.4 Applications to experimental results 
4.4.1 Application to DIC data 
In this section, the artifacts from a region of interest surrounding a crack are studied. Large subsets 
and small grid spacing (i.e. large subset overlap) is used. The commercial DIC code used that does 
not map crack tip fields or discontinuities, and therefore displacement and errors are likely to occur 
close to the crack faces and tip. A symmetrically loaded crack (mode I) allows low stresses in the 
crack faces. To introduce asymmetry, the crack is inclined by 30o using the Arcan and Banks-Sills 
methodology (Molteno and Becker, 2015c; Banks-Sills and Arcan, 1986). This uses specimens 
that are the bowtie shaped (Figure 4.9a), which were laser-cut from 12 mm PMMA sheet 
(transparent thermoplastic), and is assumed to be linear-elastic. DIC displacement fields were 
obtained with a LaVision stereo DIC system, and DaVis v8.3 software, using subsets of 60×60 
pixels, a stepsize of 5 pixels. Figure 4.9b shows the 16×16 mm ROI, including 2.3 mm of pre-
notch, and a 5 mm length of sharp crack (induced with a screw-driven sharp blade), with the crack 
tip centred at 〈0,0〉 as indicated by the cross-hair. The red overlay shows the stereo reconstruction 
error, a feature of the DaVis software, and is used to qualitatively indicate regions influenced by 
possible errors. 
 
Figure 4.9: (a) Arcan fixture and specimen inclined by 30o loaded vertically, (b) corresponding 
region of interest (ROI) showing speckle pattern and unreliable regions (red overlay) 
  





Figure 4.10: Artifact removal from region of interest of the Arcan specimen (ROI, Figure 4.9) 
showing magnitudes of force |𝑓| and displacement |𝑢|, predicted to converge at iteration 10 
Note: colour bar axis is rescaled in each iteration. 
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Figure 4.11: (a) Incremental quantities from DIC measurements of the ROI of the inclined crack, 
(b) Energy increments between initial and final states,  
4.4.2 Application to DVC data 
This section demonstrates application of the method to DVC data obtained from Magnesium 
WE43 specimens with mixed mode notch. Volume imaging was obtained from mixed-mode 
samples at the Stellenbosch University CT Scanner facility, using a glass fibre shear loading rig 
shown in Figure 4.12a. 
The Specimen is Magnesium WE43 (E = 44 GPa, v = 0.35, ρ = 1840 kg / m3) which is well suited 
to XCT and DVC characterization due to its low attenuation and small percentage of high 
attenuating precipitates (4wt % Yt, 3wt % Nd), (Mostafavi et al., 2015). The DVC analysis was 
performed with DaVis v8.3 volume correlation software using a phase-correlation based (FFT) 
approach with a subset size of 160 voxels, and a step size of 80 voxels. The specimen geometry is 
shown in Figure 4.12b. The scans were performed with a General Electric Phoenix VTomeX L240 
microCT scanner to a voxel resolution of 10 µm, and an experimental accuracy of 7e-3 mm, this 
corresponds to a 𝛿?̃?(𝑘)𝑅𝑀𝑆𝐸 of 3.6e-5. As can be seen in Figure 4.13, a greater number of iterations 
was needed before convergence could be achieved at 28 iterations. 
 
Figure 4.12: The X-ray facilities with specimen in place and translation stage shown (a), specimen 
geometry (b), rendering of the specimen surface using correlation coefficient 
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Figure 4.13: (a) Energy increments between initial and final states (top), together with incremental 
quantities (bottom) from region of interest of the inclined crack DIC measurements 
 
 
Figure 4.14: Artifact removal from region of interest of the Magnesium specimen (ROI, Figure 
4.12b) showing magnitudes of force |𝑓| and displacement |𝑢|,  
Note: axes are rescaled in each iteration, predicted to converge at iteration 28 
  
Stellenbosch University  https://scholar.sun.ac.za
 75 
4.5 Discussion  
The aim of this chapter was to provide a robust method to address DIC and DVC results. The 
method proposed the removal of outliers detected by the nodal forces, which are replaced with the 
FE solution using neighbouring unfiltered data as boundary conditions. The effectiveness of the 
method in separating random noise from outliers is tested in an idealised cantilever example. It 
was shown through this example (and tested experimentally) that classical random noise related 
to DIC or DVC accuracy is quantifiable to a relative artefact energy parameter which underpins 
the convergence criteria of the approach. 
Experimentally, the method was found to be effective in the elimination of typical DIC and DVC 
artifacts. It is unclear to what extent the use of low order elements is effective in the refining of 
the fields close to the crack front. This has not been investigated further as the 𝐽-integral approach 
using DIC data does not require the crack front data to be accurate (Becker et al., 2012). The 
volume experiment uses a notch which can be well-represented by the voxel-based method. Note 
that the left-hand-side figures in Figure 4.14 reveal the removal of the rotation artifacts indicated 
in Figure 4.12c. 
4.6 Summary 
Displacement measurement uncertainties, which are often exacerbated when differentiated to 
obtain strain data, are typically filtered using median or least-squares based approaches. However, 
these methods do not necessarily remove outliers due to the limitations of local and global based 
DIC and DVC in terms of spatial resolution. The proposed method provides an efficient and 
automated framework to detect and replace outliers in full-field displacement data based on the 
finite element method. 
The method constrains FE node points with the experimentally obtained displacement data from 
DIC or DVC. The resulting nodal reaction forces are then used as a proxy for error in the 
displacement data. The approach then also uses the FE method to replace outliers with the linear-
elastic solution based on the outlier’s neighbours. A criterion was developed to terminate the 
process of outlier identification and replacement at a user-specified displacement accuracy. This 
criterion is also intended to prevent underlying non-linearities from being affected by the linear-
elastic assumption. 
The method is demonstrated on two mixed-mode experiments which exhibit outliers: a DIC 
displacement field from an Arcan specimen, and DVC displacements from a shear loaded bar (both 
cracks inclined 30°, materials: PMMA and Mg WE43 respectively). Results show that the 
proposed criteria achieve the predicted experimental noise floor for both experiments. 
The method provides a post-experiment filter to iteratively remove outliers until the experimental 
error distribution is reached. The method is particularly suitable for use with the 𝐽-integral as it 
focuses on the restoration of internal equilibrium, an essential requirement for contour 
independence.  
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5 Linking the path-area and volume integral 
approaches: a hybrid 𝑱-integral formulation 
 
The aim of the previous chapter was to provide a tool to eliminate outliers in full-field 
displacement measurements from DIC and DVC and hence in 𝐽-integral calculations. This chapter 
follows on from this by developing a volumetric form that is optimally robust to image correlation 
errors. This chapter therefore continues from section 2.2.5, in which both the surface and volume 
𝐽-integral forms were presented. It may be recalled that either the path-area or volume integral 
forms may be used to calculated 𝐽 values on the crack front in the volume, however, neither 
approach can provide a robustness to errors in both crack front position and displacement 
noise. 
This chapter aims to develop a 𝐽-integral form with improved robustness to both forms of error. 
The outcome is a 𝐽-integral form that is a hybrid between the volume and path-area integral. The 
hybrid form establishes a link between these two famous integrals and demonstrates a trade-off in 
terms of robustness to both crack front position and random displacement errors. 
Presented at the 14th International Conference on Fracture (Molteno and Becker, 2017), this 
chapter has been prepared for publication in Strain (Wiley) with co-authors Marrow and Becker 
(in no particular order). 
The authors contributions are: 
• Prof. James Marrow: Provided financial and academic support during the early development 
of the method at Oxford University. 
• Dr Thorsten Becker (project supervisor): Supervisory role. 
Other noteworthy contributions from non-co-authors: 
• Dr Nicholas Hale: Aided with the mathematical terminology.   
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5.1 Introduction 
The various classical 𝐽-integral forms have been introduced in section 2.2.5, showing a variety of 
methods available for 𝐽 calculation on the surface or within the volume. However, application of 
the 𝐽-integral to DIC or DVC data is susceptible to the following typical errors: 
(1) displacement errors distributed evenly throughout the field and, 
(2) localised errors due to high strain gradients near the crack tip, leading to displacement 
artifacts, and uncertainty in the crack front position. 
The previous chapter focused on error type (1) by eliminating the non-random errors from the 
integration region before 𝐽 is calculated. This is beneficial because random errors have a 
significantly smaller effect in methods which involve integration (due to cancellation of positive 
and negative errors). The previous chapter also demonstrates the removal of crack tip artifacts, i.e. 
type (2). However, the method assumed a prior knowledge of the crack tip position. Determination 
of crack tip position is typically done by visual inspection on the surface. However, mechanical 
effects such as crack closure, and the resolution limitations of the imaging system, tend to 
introduce uncertainty in any crack tip position estimate (Maire and Withers, 2014). Some 
approaches achieve improved accuracy and objectivity by fitting displacement fields with 
analytical crack tip fields (Yoneyama et al., 2006; Huchzermeyer, 2017), or the automatic 
discontinuity detection technique using phase congruency (Cinar et al., 2017). However, these 
approaches are still limited by the spatial resolution that can be provided by image correlation near 
to the crack front. 
These reasons have motivated for the use of the 𝐽-integral in the Hypothesis (section 3.1), due to 
the ability to select far field data, lessening the dependence on crack front data. This also increases 
the statistical averaging of errors addressing (1) (Becker et al., 2011; Becker et al., 2012). In DVC 
data, the volumetric 𝐽-integral forms are required, in which integration of the crack front data is 
unavoidable (see section 2.2.5). However, two 𝐽-integral forms exist that are uniquely robust to 
either (1) or (2): the path-area integral and the volume integral. 
The path-area integral (Equation (2.37)) enables the extraction of point-wise 𝐽-values at the 
location where the contour plane crosses the crack front. A notable advantage of the path-area 
integral is that the location of the crossing does not affect the 𝐽 value – assuming that other 
numerical factors (e.g. computing of displacement gradients across the crack discontinuity) 
contribute a constant error. The drawback is that the numerical computation is highly sensitive to 
displacement errors of type (1), usually attributed to the differentiation of stresses in the Jp term. 
As a result, the path-area integral is typically avoided in discretised methods, such as FEM. The 
method is mostly applied in the Boundary Element Method (BEM) in which the displacement 
gradients are represented accurately in integral form23 (Aliabadi, 1997; Sollero and Aliabadi, 
1992). 
Generally, the more suitable approach for noisy data is the volume integral (Equation (2.39)). The 
stability of this form derives from the use of a larger integration volume, facilitated through a 
derivation using the virtual crack extension field, 𝑄, and its derivatives (see Equation (2.40)). The 
differentiation does not necessarily generate errors, as 𝑄 can be specified to possess analytical 
derivatives. However, misplacement of the crack tip location results in errors in computing the 
weighting term 1/𝐴𝑐 in Equation (2.39). As a result, errors in crack front position can cause 
                                                 
23 Derived from the Somigliana identity in post-processing of the BEM results. 
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uncertainties in 𝐽-estimates of several percent in DVC data (Rannou et al., 2010). In this study, a 
procedure using shape functions enriched with crack tip fields was used to locate the crack front. 
The background on both the path-area and volume integral forms has been provided in section 
2.2.4. However, in this section the link between them was not established. Such a link could not 
be found in literature, possibly due to the unique way each method has been derived (Blackburn, 
1972; Shih et al., 1986; Rigby and Aliabadi, 1993). For example, although the path integral has 
been transformed into equivalent domain integrals on the surface and the volume, no such attempt 
has been applied to the path-area integral (see the summary of integral forms in Table 2.1). This 
could provide similar improvements to robustness, as experienced by the other original integral 
forms. The aim of this chapter is to establish such a link between the volume and path-area 
integrals, and attempt to reconcile the properties of the two integrals – robustness to random 
displacement errors, and robustness to positional uncertainty – in a single integral form. 
To achieve this, the plan of this chapter is as follows: the first two sections focus on linking the 
path-area integral and the volume integral. This is achieved in two stages. Firstly, an equivalent 
domain integral form of the path-area integral is derived, here named the surface-volume integral; 
secondly, the surface-volume form is used to establish a hybrid form based on both the path-area 
and volume integral forms. This last form provides the link between volume and path-area 
integrals. The final section tests the derived approaches against FE generated fields with 
superimposed errors of types (1) and (2). The results are summarised in the final section (final 
results summarised in Figure 5.6). 
5.2 Derivation of a volumetric form of the path-area integral 
The numerical instability of the path-area integral mainly arises from the area 𝐽𝑎 term (Equation 
(2.37)), which contains 𝑥3 derivatives of stress (the last term of Equation (2.37)). Therefore, the 
objective of this section is to transfer this partial derivative from the stress term to a more stable 
(user defined) function using the divergence theorem. 
Setting Equation (2.23) equal to Equation (2.37) and multiplying by 𝑞(𝑠) gives Equation (5.1). 
The contour from Equation (2.37) is given the subscript 𝜀 (𝛤𝜀) to separate it from 𝛤 on the right-
hand-side which does not tend to zero on the crack front. Note that Equation (2.37) does not include 
crack face terms by assuming that crack face tractions are zero (Rigby and Aliabadi, 1998). As 
𝑞(𝑠) is constant everywhere in the 𝑥1, 𝑥2 plane for a particular 𝑠 value, it can be moved inside the 
integration: 
The weighted average of 𝐽 values across the line segment 𝛥𝑠 using 𝑞(𝑠) as a weighting function 
























,   (𝑖, 𝑗 = 1,2,3) 
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in which 𝛿𝜋 is the reduction in energy of the global system and 𝐴𝑐 is the crack extension area 
shown in Figure 2.9b. Note that if 𝑞(𝑠) = 1 then 𝐽𝛥𝑠 is the statistical mean of the point-wise 𝐽(𝑠) 
values over the length of 𝛥𝑠. Integrating across ∆𝑠: 
Referring to the original volume integral definition in volume 𝑉 of Figure 2.9b - partitioned into 
an outer volume 𝑉1, and an inner volume 𝑉0, sharing the surface 𝑆0, and enclosed by end-caps 𝑆𝑎1, 
𝑆𝑏1, 𝑆𝑎0, 𝑆𝑏0, the crack faces 𝑆𝑐, and the outer surface 𝑆1 as shown in Figure 5.4. 
 
Figure 5.1: Surfaces (𝑆) defining the surface-volume integral and the volume integral over crack 
front segment ∆𝑠. Surfaces with subscripts 0 and 1 define volumes 𝑉0 and 𝑉1 respectively, 𝑆𝑎 and 𝑆𝑏 
are the end-caps and 𝑆𝑐 includes the upper and lower crack faces for 𝑉0 and 𝑉1. 
Subsequently, the differentials can be simplified to volume (d𝐴d𝑠 = d𝑉), and surface (d𝛤d𝑠 =
d𝑆) elements respectively. Note that 𝑛𝑗  is now the outward pointing normal to 𝑑𝑆 in 𝑥1, 𝑥2 plane 
on 𝑆0 and 𝑆1. Therefore, the first integral on the right-hand-side of Equation (5.3) becomes an 
integral over surface 𝑆1 and the second integral becomes a volume integral throughout 𝑉1. The 
result is that the integral on the left-hand-side of Equation (5.3) becomes a tube (𝑆0), that (in the 






































,   (𝑖, 𝑗 = 1,2,3) 
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Now carrying out the limit 𝑆0 → 0, converts the left-hand-side of Equation (5.4) to a line integral 
across 𝛥𝑠. This represents the weighted average as defined by Equation (5.2), for the path-area 
integral along crack front segment ∆𝑠 (𝐽𝛥𝑠). 
Asserting that the crack front is straight on ∆𝑠, then d𝑠 = d𝑥3. Then, applying the divergence 
theorem to the last term gives, 
The simplification of the integral operators in Equation (5.5) reveals the weighted path-area 
integral (𝐽𝑤−𝑝𝑎), 
Note that the divergence theorem acts on a scalar partial derivative, and so reduces to integration 
by parts. Setting 𝑞 = 0 at the ends of 𝛥𝑠 (𝑆𝑎1 and 𝑆𝑏1), the third term on the right-hand-side is 
zero. Usually 𝑞 is also set to zero on 𝑆1 to manipulate the integral to a volume integral. However, 
this derivation requires that 𝑞 has a constant value (i.e. zero gradient) in directions perpendicular 
to the crack front. In implementations on straight cracks, this requires that the value for 𝑞 on 𝑆1 is 
equal to 𝑞 on the crack front. It is worth mentioning that a similar derivation using arbitrarily 
valued 𝑞 on 𝑆1 can be derived with the same steps, however, this results in a classical volume 







































































, (𝑖, 𝑗 = 1,2,3) 
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The final step is to divide by the crack extension integral on the left-hand-side (∫ 𝑞𝑘(𝑥3)𝑑𝑥3∆𝑠 =
𝐴𝑐). The resulting 𝐽-integral in Equation (5.7) includes a surface integral and a volume integral 
and so is called the surface-volume integral with the symbol 𝐽𝑠−𝑣𝑜𝑙, 
Equation (5.7) can be used to extract arc-weighted 𝐽-integral values from straight crack fronts with 
planar crack faces in 3D.  It is more numerically stable than the path-area integral (as tested later), 
because the partial derivative in the last term has moved to the 𝑞 function. 
The first term on the right-hand-side of Equation (5.7) can be recognised as the classical volume 
integral (Equation (2.39)) but with a 𝑄 function that is equal to the crack front extension function 
𝑞, and therefore only changes in the 𝑥3 direction. The second term is an additional surface integral 
that emerges when the 𝑄 function is non-zero on a volume boundary. Some further insight into the 
reason for the second term can be gained by reverse derivation from the volume integral formula 
using the crack front extension 𝑞 in place of the 𝑄 function. This is shown in the Appendix. 
5.3 A hybrid path-area - volume integral 
The aim of this section is to provide a link between the path-area and volume integral. To achieve 
this the integration volume is partitioned into two parts: an inner volume (𝑉0) with a 𝑄-function 
equal to the virtual crack front extension (called 𝑄0), and an outer volume 𝑉1 with the classical 
volume integral 𝑄-function (called 𝑄1), as shown in Figure 5.1. At the end of this section, the two 
integration volumes are combined to show that the surface-volume integral is only a special case 
of the volume integral. 
Applying the surface-volume integral in Equation (5.7) on the inner volume 𝑉0 gives: 
The outer volume 𝑉1 is then assigned a 𝑄-function 𝑄1, that is zero on 𝑆1, 𝑆𝑎1, 𝑆𝑏1 and equal to 𝑞(𝑠) 
on 𝑆0, and is 𝐶
1 continuous with 𝑄0 on 𝑆0. Applying the divergence theorem to Equation (2.37) 
























































,   (𝑖, 𝑗 = 1,2,3) 
(5.8) 










,   (𝑖, 𝑗 = 1,2,3) 
Adding Equations (5.8) and (5.9), the surface integrals cancel, leaving volume integrals within 𝑉0 
and the tube surrounding 𝑉0 (i.e. 𝑉1). This is the last integral form developed in this chapter, and 
is termed the hybrid integral because it contains a path-area form in 𝑉0 (which has been modified 
to eliminate derivatives of stress from the crack front), and a classical volume integral form in 𝑉1. 
The resulting hybrid integral  𝐽ℎ𝑦𝑏 is given as: 
A hybrid 𝑄-function 𝑄ℎ𝑦𝑏 created from the union of 𝑄0 and 𝑄1 (𝑄ℎ𝑦𝑏 = 𝑄0 + 𝑄1) is differentiable 
throughout 𝑉 = 𝑉0 + 𝑉1, zero on its outer surfaces (𝑆𝑎1, 𝑆𝑏1, 𝑆𝑎0, 𝑆𝑏0 and 𝑆1), and equal to 𝑞 on 
the crack front. Therefore 𝑄ℎ𝑦𝑏 also meets the requirements of the virtual crack extension function 
used in the classical volume integral (Shih et al., 1986), and so can be written as;  
in which 𝑄ℎy𝑏 is the same as the classical virtual crack extension function defined in Equation 
(2.40), but with the additional constraint on the gradients perpendicular to the crack front, 
This can be verified very concisely by applying 𝑄ℎ𝑦𝑏 in the classical volume integral (Equation 
(2.39)) and writing the result as a sum of the parts of 𝑄ℎ𝑦𝑏 belonging to 𝑉0 and 𝑉1 respectively. 
Therefore Equation (5.10) is a convenient link between the path-area and volume integral through 
the derivation above, as can be illustrated by reducing 𝑉1 to zero. It is worth noting that we could 
have gone another route from Equation (5.8), in which 𝐽𝑠−𝑣𝑜𝑙 is applied to the outer tube 𝑉1 and 
the volume integral to the inner volume 𝑉0, but this would introduce an extra surface integral which 
does not provide further insight without any apparent advantage. 
5.4 Review of developments 
The previous derivations have produced several intermediate integral forms between the classical 
path-area and volume integrals (Equations (2.37) and (2.39)), these being the: arc-weighted-path-









































= 0  in 𝑉0, (𝑖 = 1,2) (5.12) 
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area (Jw-pa, Equation (5.6)), surface-volume integral (Js-vol, Equation (5.7)), and the tube-volume 
integral (the hybrid form: Jhyb, Equation (5.10)). The developed 𝐽 forms – which have been derived 
from the path-area form – are expected to be invariant to crack front position errors, and so may 
be advantageous in DIC and DVC experiments. This can be illustrated by observing the gradients 
of 𝑄 in the in-plane (a-c) and out of plane (d) directions shown in Figure 5.2. The sensitivity of 
these integrals is related to 𝑄 (the second column) due to the calculation of 𝐴𝑐. Therefore, the path-
area derived forms (a-b) are unaffected because 𝑄 does not vary close to the crack front. The path-
area integral also has this property, but does not have a volumetric 𝑄 function and so is not shown. 
 
Figure 5.2: Illustration of the surface-volume integral (Js-vol), the tube-volume integral (Jhyb), and the 
classical volume integral (Jvol), with 𝑄 functions and derivatives shown 
However, the advantage of the volume integral is robustness to errors. This can be seen in the 
𝜕𝑄 𝜕𝑥1,2⁄  column, as the volume integral is weighted over a larger field of view (Figure 5.2c). These 
aspects of numerical performance (crack front position uncertainty, random displacement noise), 
are tested in the next section. 
5.5 Example on numerical fields 
An example problem of a rectangular single edged block modelled using Abaqus finite element 
software (v. 6.13) is presented. The block (20 × 20 × 40) is loaded by displacements of ±<
0.5;  0.5;  0.5 > on the top and bottom surfaces (𝑋2 = ±20) respectively, to obtain asymmetric 𝐽 
values along the crack front from the applied mixed-mode loading. Note that the procedure to 
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place an integration volume at a location on the crack front is presented in Chapter 7. In this section 
the integration volume is translated along the crack front (i.e. accurately over the crack front) with 
random noise added to the displacement fields, and then translated randomly transverse to the 
crack front to determine sensitivity to crack front positional errors (random noise not present). The 
implementation of the volume integral is described in detail in Chapter 7 - specifically the 
positioning of the integration volume for each 𝐽 calculation is explained in Figure 7.10, and Table 
7.1c. 
Linear-elastic kinematic fields and 𝐽 values were obtained from Abaqus, using a Young’s modulus 
and Poisson’s ratio of 𝐸 = 100 GPa, 𝑣 = 0.3. The usual crack treatment procedure of quarter point 
elements and mesh refinement were not applied in this case, as some ill-conditioning is tolerated 
by the 𝐽-integral (Kuna, 2013b). Instead, a ‘banded’ refinement was used which allowed simple 
implementation in Matlab by means of a regular grid, Figure 5.3b. 
 
Figure 5.3: FEM mesh showing (a) boundary conditions and crack front (0→1), (b) surface mesh, 
and (c) banded crack region 
Displacement, stress and strain fields were exported for computation of the path-area, surface-
volume, tube-volume and classical volume integrals using Matlab ver. 2015b, with a crack front 
length ∆𝑠 = 1 (5 % of the crack front). A linear 𝑄-function as defined in (Shih et al., 1986) was 
used in the volume integral, from which the same crack front extension 𝑞 was used to generate ?̃? 
and the hybrid 𝑄ℎ𝑦𝑏 = 𝑄1 + ?̃?0. The ratio of the volumes occupied by the outer 𝑄1 and inner ?̃?0 
in 𝑄ℎ𝑦𝑏 was 50 %. To compare results from the various volume integrals to the original (point-
wise) path-area integral, average values of the path-area integral (Equation (2.37)) over crack 
segment ∆𝑠 were used. The Abaqus computed 𝐽 values from the 6th contour (element distances 
from the crack front) were used as the benchmark result. The results show close agreement (within 
1 %) between the path-area, surface-volume, tube-volume and volume integrals, as compared with 
Abaqus results (Figure 5.4a). 
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Figure 5.4: (a) 𝐽 results obtained from finite element obtained kinematic fields, (b) showing only the 
error from a, (c) 𝐽-values obtained after introducing noise,  
(d) showing only the error from c 
Random displacement noise 
To assess robustness to displacement errors, random white noise was added to the FE displacement 
fields with a signal-to-noise ratio of 51 dB on the displacement fields (0.01 % based on the FE 
model units). This value was estimated from experimental digital volume correlation displacement 
fields obtained from loaded Magnesium alloy (WE43) specimens and X-ray computed 
tomography imaging (T. J. Marrow et al., 2014). Figure 5.4c shows the estimated 𝐽 values 
computed from kinematic fields with errors deviating from the envelope (compare with Figure 
5.4a). To highlight the errors, the axes are rescaled in Figure 5.4d using the Abaqus results as a 
benchmark. Note that although the volume integral contains a greater bias in the results in Figure 
5.4b, it is the most rhobust to random noise as shown in Figure 5.4d. Note that these errors, together 
with the positional errors shown in the next section, are summarised in Figure 5.6. 
Crack front position uncertainty 
The intention of this section is to understand the nature and scale of the error in 𝐽 estimates from 
each integral form, resulting from misalignment of the integration volume (Figure 7.10). This is 
defined as translation from the crack front in Euclidean distance, and does not include rotation, 
which is tested separately in Chapter 7. The resulting translations were normalised with respect to 
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the width of the integration volume as defined in Figure 7.2, and averaged from 1𝑒4 computations 
for each point in the range shown. 
The results in Figure 5.5 confirm that the surface-volume, tube-volume (hybrid form), and path-
area integral forms are invariant to such positional errors. Also, confirming the relative sensitivity 
of the volume integral, which is exponential in nature. This can be expected, as the error in 𝐽 should 
be proportional to 1/𝐴𝑐 – the co-efficient in Equation (2.39). These results, assuming a positional 
error is in the order of the width of the integration region (i.e. 1 %), are added to the final results 
in Figure 5.6. 
 
Figure 5.5: 𝐽-integral errors due to positional errors 
Figure 5.6 shows that the volume integral exhibits the highest noise resilience, and the path-area 
integral is most vulnerable to noise, as expected. Furthermore, a marked improvement is achieved 
from the transformation of the path-area integral to the surface-volume integral form, and the 
hybrid ‘tube-volume’ integral form achieves slight further improvements (less than 1 %). It is clear 
that the volume form outperforms the others in robustness to random errors. However, considering 
the total error, including the displacement uncertainty, the 1/𝐴𝑐 errors become prominent in the 
volume form. 
 
Figure 5.6: Comparison of 𝐽-integral total errors from displacement noise and positional errors 
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5.6 Discussion 
The main objective of this chapter was to provide a theoretical explanation for the mechanisms of 
noise resilience between the path-area and the volume integral forms. As a secondary goal, the 
equivalent domain integral form of the path-area integral was developed. 
It was shown that to achieve this, a virtual crack extension field is needed in which the 𝑄-function 
is equal to the crack extension along the crack front. This interpretation has a possible advantage 
over the volume integral in terms of the simplicity of the 𝑄 function, and provides an improvement 
in noise resilience compared to the path-area integral by a factor 2. Although not shown in this 
chapter, a more concise derivation of the surface-volume integral is also possible by following the 
procedure of (Shih et al., 1986). This is presented separately in the Appendix. To illustrate the 
consistency between surface-volume and volume integrals, a hybrid form is derived in which the 
surface-volume integral is applied to an inner volume and the classical volume integral to the outer 
volume. In this case, the result is equal to the classical volume integral in which the region of the 
𝑄 function enclosing the crack front is equal to the virtual crack front extension. The hybrid form 
provides a link between the classical path-area integral and the volume integral equations. 
A numerical example has been provided which confirms the improved noise resilience of the 
volume integral over the path-area integral as quoted in literature (Kuna, 2013b; Shih et al., 1986). 
The main difference between 𝐽𝑠−𝑣𝑜𝑙 and the path-area integral is that out-of-plane (𝑥3) derivatives 
of stress that appear in the path-area integral are no longer present, leading to a significant 
improvement in noise resilience. The reduced noise resilience of the hybrid tube-volume integral 
versus the classical volume integral, confirms the result that the volume integral is best if only 
noise resilience is required. 
The authors note that the accuracy improvements of 𝐽𝑠−𝑣𝑜𝑙 may be more apparent in cases where 
out-of-plane deformation errors are more significant, as in large-scale plasticity for example. On 
this point, the usefulness on plastic problems has not been investigated, but would require more 
careful consideration of the mesh design and the selection of crack tip elements. Out-of-plane 
errors in experimental volume displacement fields may lead to significant errors in damage and 
fracture estimates based on the surface based 𝐽-integrals (Molteno and Becker, 2013). Further work 
is required to determine the usefulness of the surface-volume integral in these cases. 
5.7 Summary 
This chapter studied the numerical errors in the path-area and volume integral forms due to: 
random errors, and crack tip position errors. This was achieved in the following steps. 
• The equivalent domain integral method was applied to the path-area integral to derive a 
surface-volume integral (𝐽𝑠−𝑣𝑜𝑙) form. This achieves the elimination of the stress 
derivatives in the integrand of the path-area integral. 
• A hybrid between the path-area and volume integrals was developed providing a link 
between the classical volume and path-area integral forms. 
• Numerical experiments using finite element data and synthetic errors were conducted to 
test the various integral forms for resilience against both random errors and crack tip 
position errors. 
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• The various path-area derived forms are all resilient to crack tip position errors, but not 
necessarily to random errors. Conversely, the classical volume integral is most robust to 
random errors. 
• Accounting for positional errors, the hybrid form of the 𝐽-integral was determined to be the 
most robust to both forms of errors. 
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6 Mode I-III decomposition of the 𝑱-integral from 
DIC displacement data 
 
This chapter presents the implementation of the decomposition method on DIC displacement fields 
to obtain 𝐽-integral results and respective SIFs. The main aim of this work is to validate the use of 
the decomposition method applied directly to DIC displacement fields using the classical 𝐽-integral 
approach. The method is tested in three stages: analytically, experimentally on separate modes I, 
II and III, and on a mixed-mode experiment. The chapter therefore concerns the third objective of 
this thesis (section 1.5.3). 
This chapter was published in Strain (Wiley) (Molteno and Becker, 2015c). The error assessment 
strategy based on analytical fields was presented at CFRAC (Molteno and Becker, 2015a), and the 
experimental work was presented at BSSM (Molteno and Becker, 2015b). The contributions of 
the authors are: 
• The author (Matthew Molteno): Implementation of the method and completion of all tests 
and results. 
• Dr Thorsten Becker (project supervisor): Outside of the ordinary supervisory role – 
assistance in the conception and theory required for mode III implementation of the 𝐽-
integral, which is not typically applied with DIC data (as 𝐾𝐼𝐼𝐼 = 0 under the typical plane 
stress assumptions on the surface). 
Other noteworthy contributions from non-co-authors: 
• Mr Johan Conradie: Assistance with the measurement of fracture toughness values for the 
sample material (PMMA) according to ASTM standards (ASTM International, 2015). 
• Dr Mahmoud Mostafavi: Details of Arcan testing and numerical implementation of the 𝐽-
integral in planar form. 
Note that the publication (Molteno and Becker, 2015c) has been provided verbatim, apart from 
formatting. Therefore, some repetition may exist. 
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6.1  Introduction 
The capability to accurately predict failure alleviates numerous risks and costs related to over 
conservative designs and catastrophic failures. As such, the management and understanding of 
cracking is a fast-growing specialisation in industry and research24. Usually the first approach is 
to measure the strain energy release rate of a crack system under loading and compare this to the 
materials fracture toughness. However, measuring fracture toughness’ via modelling approaches 
is often complex, and fracture toughness values measured in lab conditions are not always 
applicable to components that have accumulated damage over long periods or extreme conditions. 
In these cases, in situ fracture measurement may form an important part of the damage modelling 
framework (section 1.1). Furthermore, numerous failures in engineering structures occur under 
complex loading (e.g. pressure vessels, pipe lines, aerospace). In these cases, it is necessary to 
decompose the strain energy release rates into Mode I, II and III components. 
Optical methods may be used to obtain displacement measurements from the full-field of a 
fractured geometry. This enables the measurement of fracture properties from non-standard parts 
and mixed Mode I-III loading in situ (McNeill et al., 1987; Réthoré et al., 2005). For this purpose 
the Digital Image Correlation (DIC) method is frequently favoured (Sutton et al., 1983). DIC 
resolves displacement fields from sequences of digital images taken of a solid structure during 
loading. This is achieved by comparing the texture displacements of the deformed images to a 
reference image, usually of the unloaded structure. Other advantages are that digital images are 
intuitive, and may be reprocessed with different parameters until an optimal displacement field is 
obtained. DIC is also extendable to 3D volumes when X-ray imaging is available (Marrow et al., 
2014). 
In brittle materials, Mode I-III strain energy release rates may be directly converted to stress 
intensity factors (SIFs), denoted KI-III. SIFs have been extensively studied such that analytical 
solutions are available which directly relate SIFs to crack tip displacement fields (Williams, 1957). 
In this way, SIFs may be determined by fitting analytical fields to experimental or model data, as 
first outlined by McNeill et al. (1987). An advantage is that analytical fields may be fitted directly 
to experimental displacement fields without computing stresses. This approach has been extended 
to non-homogenous materials25 (Abanto-Bueno and Lambros, 2002; Méité et al., 2013), higher 
order terms, and small scale plasticity (Réthoré, Roux, et al., 2011). Separate Mode I-III SIFs can 
be obtained by fitting mixed KI-III crack tip fields with the methods of Réthoré et al. (2005), or 
using the integrated approach (I-DIC)26 of Roux and Hild (Roux and Hild, 2006). 
However, field fitting approaches may be ill-suited to cases where the crack tip region is poorly 
defined; as in large scale plasticity, crack branching, or micro-cracking (e.g. graphite or concrete) 
(Becker et al., 2011). Furthermore, displacement fields in regions near the crack tip are a challenge 
to measure using DIC methods. This is because DIC usually assumes a small set of deformation 
parameters for efficiency purposes. As a result sharp discontinuities, and crack tip singularities 
tend to be inconsistent with the assumed deformations within a subset (region of analysis) causing 
poor correlation in crack regions (Poissant and Barthelat, 2010). 
                                                 
24 Linked to recent pressures for sustainable power generation in South Africa, and plans for expansion to sustain 
future economic growth (Winkler, 2007), as discussed in the introduction. 
25 Using the relation that crack tip stress fields are consistent between homogenous and non-homogenous materials. 
26 Optimisation of the analytical displacement field 𝐾 factors for pixel mapping to match image data directly as 
opposed to fitting to DIC obtained displacement data. 
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Of particular interest is the 𝐽-integral approach. This enables the computation of the scalar 𝐽 
value through a single integration of crack tip fields surrounding a crack tip.  The 𝐽-integral is 
applicable to both elastic (Rice, 1968) and plastic (Hutchinson, 1968; Rice and Rosengren, 1968) 
materials, where 𝐽 values may be converted directly to SIFs in the elastic case. A disadvantage of 
the 𝐽-integral approach is that stresses and strains are required. However, the integral is contour 
independent enabling the user to select data in regions far from the crack tip – where the material 
model is simpler, and DIC measurements are less likely to fail. Becker et al. (2012) evaluated the 
𝐽-integral directly from DIC results using efficient finite element method (FEM) elements, in 
which nodal displacements were constrained with DIC obtained displacements. FEM enforced 
continuity and the area integral were shown to improve the accuracy. Yoneyama et al. (2014) 
showed that elastic-plastic stresses could be calculated at DIC control points by direct inversion 
of the deformation plasticity equations, and applied this approach to 𝐽 line integral, area integral, 
and elastic-plastic HRR (Hutchinson-Rice-Rosengren) field fitting methods with close 
agreement. 
Unlike field fitting approaches, specialised methods are needed to separate 𝐽 into Mode I-III 
components (denoted JI-III). An early approach by Budiansky and Rice used the J
2 integral – 
derived normal to the crack plane – together with J1 to solve for JI-III values (Budiansky and Rice, 
1973). However, it was shown by Herrmann and Herrmann that contour dependence in this case 
relies on special in-plane conditions (𝜎11 = 𝜎22) (1981). The interaction integral
27 approach 
developed by Stern et al. (Stern et al., 1976) and Yau et al. (1980) extracts SIFs from mixed-mode 
problems by the addition of an auxiliary stress state to the integrand of the 𝐽-integral. Réthoré et 
al. applied the interaction integral to DIC data for static mixed-mode problems (2005), and Kim 
and Paulino extended the method to non-homogenous materials (2005), but found that material in-
homogeneities were cause for error. 
The decomposition method, originally proposed by Ishikawa et al. (Ishikawa et al., 1980), requires 
no specialised 𝐽-integral formulation. The kinematic fields are decomposed into Mode I, II and III 
components before 𝐽 integration so that only the corresponding Mode I-III part of 𝐽 is calculated. 
Field separation is simplified owing to the distinct symmetric and anti-symmetric properties of 
Mode I-III fields about the crack plane, and so can be achieved by the sum and difference of 
reflected and original field components. Hence the only additional requirement is a prior 
knowledge of the crack plane. Originally the method was applied to mixed-mode problems through 
integration with the method of virtual crack extension (Ishikawa, 1980). Subsequently Nikishkov 
and Atluri proposed an extension to 3D cracks using mapping parameters to map curved crack 
fronts to straight fronts needed for symmetry (1987) . Červenka and Saouma showed that 
comparable accuracy could be achieved with interpolation applied to asymmetrical meshes (1997). 
In 1998, Rigby and Aliabadi showed that the anti-symmetric σ33 component was incorrectly 
decomposed in various earlier works (1998). 
The proposed method presents the methodology and considerations for determining separate Mode 
I-III strain energy release rates and SIFs from DIC obtained displacement data using the 
decomposition method. The original methodology separates all kinematic fields based on 
symmetry characteristics. Here it is shown that stresses may be computed from the decomposed 
displacement fields and evaluated separately using the classical 𝐽-integral approach. Therefore, the 
method does not require knowledge of the crack tip position (only the crack plane), and both the 
line and area integral formulations are applicable. 
The first section of this paper is a presentation of the theoretical framework. This section outlines 
the 𝐽 line and area integral equations applicable to 3D DIC displacement data, and presents the 
                                                 
27 Also referred to as the 𝑀-integral 
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method for displacement field decomposition. The following section presents calculations on 
analytical crack tip fields to study the sensitivity of the method to DIC errors (synthetically 
generated). The final part contains experimental mixed-mode results from PMMA Arcan 
specimens to demonstrate the capability of the method to separate SIF values from pure Mode I-
III and mixed-mode experiments. 
6.2 Theoretical framework 
6.2.1 The classical 𝐽-integral 
The 𝐽-integral, developed by Rice (1968), characterises the energy available for crack propagation 
in the direction of the assumed crack plane.  Consider the 2D planar solid containing a straight 
crack, and arbitrary counter-clockwise contour shown in Figure 6.1. 
 
Figure 6.1: 𝐽 line integral, contour path (𝛤), and local (crack tip) co-ordinate system (𝑥𝑖) 
The contour is defined in terms of local Cartesian co-ordinates 𝑥𝑖, with 𝑥1 oriented in the crack 
direction, 𝑥2 perpendicular to the crack plane, and 𝑥3 perpendicular to the page. Initially only in-
plane components (𝑥1−2) will be considered. Assuming zero body forces, a straight crack front 
perpendicular to the material surface, traction free crack faces, a contour free of singularities (𝛤), 
and crack extension in the 𝑥1 direction (Rice, 1968); the following simplified definition of the 𝐽-
integral applies (Budiansky and Rice, 1973):  
where, 𝑊 is strain energy density, 𝑛𝑖 are the displacement vector components of the outward unit 
normal and 𝜎𝑖𝑗 is the Cauchy stress tensor. Note that 𝜎𝑖𝑗𝑛𝑗 represents the traction acting on the 
boundary 𝛤. Usually 𝑘 is subscripted (e.g.  𝐽𝑘), but in this paper subscripts are used to denote the 
mode numbers I-III (i.e. 𝐽𝐼−𝐼𝐼𝐼
𝑘 ), to be consistent with standard SIF notation (e.g. 𝐾𝐼𝐼, 𝐾𝐼𝑐, etc). 
6.2.2 Mode decomposition of J 
If 𝑘 = 1 in Equation (6.1), then J1 (usually simply written as J) is the total energy released per unit 
crack extension for linear or non-linear materials (Anderson, 2005). This is equal to the sum of the 
independent 𝐽 values obtained from fracture Modes I-III: 
 𝐽𝑘 = ∫ (𝑊𝑛𝑘 − 𝜎𝑖𝑗
𝜕𝑢𝑖
𝜕𝑥𝑘
𝑛𝑗) 𝑑𝛤    (𝑖, 𝑗, 𝑘 = 1,2)
𝛤
 (6.1) 
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Equation (6.2) is an underdetermined system, however; if for example, Mode II and III 
displacement fields are removed prior to the computation of 𝐽1, then the unmodified procedure for 
the computation of 𝐽1 gives 𝐽𝐼 directly. Similarly, 𝐽𝐼𝐼 and  𝐽𝐼𝐼𝐼 may be obtained. Due to distinct 
symmetry characteristics, crack tip displacement fields (𝑢𝑐𝑟𝑎𝑐𝑘) may be decomposed directly into 
Mode I-III components in the same manner that any function may be separated into symmetric 
and anti-symmetric parts (Ishikawa et al., 1980): 
where, the notation 𝑢𝑖
′ represents a displacement field that has been reflected about the crack plane 
(𝑢𝑖
′ = 𝑢(𝑥1, −𝑥2)𝑖), in the local co-ordinate system of the crack front (Figure 6.1). Assuming that 
stresses are linear-elastic functions of strain, the Mode I-III 𝐽-integral may be expressed by 
application of Equation (6.1), with 𝑘 = 1, to the decomposed displacement field components 𝑢𝑀𝑖 
(𝑀 = I − II). 
where, 
Since all DIC measurements are surface measurements, 𝐸𝑖𝑗 is the second order stiffness tensor for 
plane stress. Mode III anti-plane shear loading requires that in-plane tractions are zero. Therefore 
considering stresses and strains as functions of displacement differentiated in the 𝑥3 direction 
(𝜀𝐼𝐼𝐼𝑖3 = 𝜕𝑢𝐼𝐼𝐼𝑖/𝜕𝑥3), Equation (6.4) reduces to (Nikishkov and Atluri, 1987): 
 𝐽1 = 𝐽𝐼 + 𝐽𝐼𝐼 + 𝐽𝐼𝐼𝐼 (6.2) 































1 = ∫ (𝑊𝑀𝑛1 − 𝜎𝑀𝑖𝑗
𝜕𝑢𝑀𝑖
𝜕𝑥1
















)        (𝑖, 𝑗 = 1,2) (6.6) 
 𝜎𝑀𝑖𝑗 = 𝐸𝑖𝑗𝜀𝑀𝑖𝑗     (𝑖, 𝑗 = 1,2) (6.7) 
 𝐽𝐼𝐼𝐼
1 = ∫ (𝑊𝐼𝐼𝐼𝑛1 − 𝜎𝐼𝐼𝐼3𝑗
𝜕𝑢𝐼𝐼𝐼3
𝜕𝑥1
𝑛𝑗)𝑑𝑠    ( 𝑗 = 1,2)
𝛤
 (6.8) 




and  𝜇 is the shear modulus. 
6.2.3 The area integral 
The area integral, also known as the Equivalent Domain Integral (EDI) formulated by Shih (1986), 
and Li (1985) et al., is equivalent to the line integral – but incorporates a larger field area for a 
single 𝐽 calculation, and is therefore well suited to full-field data (Becker et al., 2012). 
Applying the divergence theorem to Equation (6.1) on the closed boundary 𝛤0,  𝛤1,  𝛤
+,  𝛤− (Figure 
6.2), under the same assumptions as before (but also assuming that no discontinuities exist within 
the area 𝐴 (Shih et al., 1986)), gives:  
 
Figure 6.2: 𝐽 area integral, contour path (𝛤0, 𝛤1, 𝛤+, 𝛤−), crack tip local co-ordinates and 𝑄 function 
schematic 
In this case the integration is of the area 𝐴 surrounding the crack tip (Figure 6.2). Note that 𝛤+ and 
𝛤− are assumed to coincide with the crack faces, where tractions are zero. Hence crack face 
integral terms do not appear in Equation (6.12) (Anderson, 2005). The function 𝑄(𝑥𝑖) is a 
weighting function which may be interpreted as the displacement of 𝐴 with a virtual increase in 
crack length. It has been shown by  Shih et al. (1986) that if 𝑄 is sufficiently smooth, the shape of 
the function has little effect on value of J. All implementations in this paper use a linear function 
between zero and one. 




     ( 𝑗 = 1,2) (6.10) 
 𝜎𝐼𝐼𝐼3𝑗 = 2𝜇𝜀𝐼𝐼𝐼3𝑗    ( 𝑗 = 1,2) (6.11) 








)𝑑𝐴    (𝑖, 𝑗 = 1,2)
𝐴
 (6.12) 
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Again, strain and stresses are derived from decomposed displacement data 𝑢𝑀𝑖 (Equation (6.3)), 
to compute the EDI energy release rates: 
while anti-plane shear (Mode III) components, give: 
6.3 Validation using analytical fields 
The acquisition of accurate DIC displacement fields is greatly affected by the presence of cracks 
(Becker et al., 2012). These sources of experimental error are explored using analytical crack tip 
fields to represent DIC displacement fields. Analytical crack tip fields provide access to 
displacement fields with exactly known SIF values. Therefore 𝐽𝐼−𝐼𝐼𝐼
1  values calculated on analytical 
displacement fields may be compared with the known 𝐾𝐼−𝐼𝐼𝐼 values using Equation (6.16). This is 
the basis for the methodology developed in the following sections to test the sensitivity of the 
proposed method to synthetic DIC errors.  
6.3.1 Implementation on analytical fields 
Separate Mode I, II, and III displacement fields were generated from 𝐾𝐼−𝐼𝐼𝐼 values using Williams’ 
series crack tip displacement fields (Williams, 1957), using Equations (2.10) - (2.12). In every 
case with 𝐾𝐼−𝐼𝐼𝐼 = 1 MPa.m
1/2, so that similar field amplitudes could be obtained. A local co-
ordinate system is defined with (𝑟, 𝜃), the radius from the crack tip, and angle from the positive 




) were then generated using Equation (6.3). 
The length scale and material properties of PMMA Arcan specimens were used for comparable 
results to the experimental section. Note that DIC data is typically evenly spaced. Therefore, 
rectangular co-ordinates were mapped to polar co-ordinates so that displacements could be defined 
in a regular grid with the area 40 × 40 mm (Figure 6.3). The density of data points was also derived 
from the experimental setup: namely, a subset step size of 20 pixels and a camera resolution of 






























1 = 𝐺𝑀 = (𝐾𝑀)
2 𝐸′⁄     (𝑀 = 𝐼 − 𝐼𝐼) 
 𝐽𝐼𝐼𝐼 = 𝐺𝐼𝐼𝐼 = (𝐾𝐼𝐼𝐼)
2(1 + 𝑣) 𝐸⁄  
 𝐸′ = {





   
(6.16) 
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5MP – although only 50 % of the field of view covered the region of interest28. Pixel distances 
were 7.93× 10−3 mm/pixel, such that the resulting analytical dataset was 120 × 120 data points, 
with a spacing of 0.65 mm between data points. The array was centred at the origin (Figure 6.3), 
such that the crack length, 𝑎 = 20 mm, was half the field of view, with the crack tip a (0, 0). The 
material properties used were 𝐸 = 3 GPa, and 𝑣 = 0.36 for Young’s modulus and Poisson’s ratio 
respectively. 
6.3.2 𝐽-integral implementation 
The analytical displacement field (𝑢𝑐𝑟𝑎𝑐𝑘) was decomposed into mode I-III components using 
Equation (6.3) about the horizontal (𝑥2 = 0) crack axis (symmetry line - Figure 6.3), resulting in 
9 displacement components (𝑢𝑀𝑖). Strain fields were calculated using central differences, except 
at the borders of the region and at the crack faces where second order skew finite differences were 
used. Subsequent stress calculation assumed linear-elasticity, Equation (6.7) & (6.11). Line 
(Equations (6.4), (6.8)) and area 𝐽-integrals (Equations (6.14), (6.15)) were evaluated on 
rectangular contours selected with reference to the contour position (𝑟𝑐) as defined in Figure 6.3. 
Subsequently Equation (6.16) was used to obtain 𝐾𝐼−𝐼𝐼𝐼 values. Note that 𝑟𝑐 is located at the centre 
of width (𝐷) of the area integral. A fixed area size of 𝐷 = 2 mm (equivalent to approximately 3 
adjacent data points) and a plateau shaped 𝑄 function (Shih et al., 1986) were used for all area 
integral computations. Note that due to the width of the area integral, results could only be 
computed between 1 < 𝑟𝑐 < 19 mm. It is necessary to define a region of crack influence (𝑟𝑖) to 
study the effects of failed DIC subsets over the crack. A rectangular mask of length 𝑎 + 𝑟𝑖, and 
width 2𝑟𝑖 was used, as shown in Figure 6.3. In this region displacements were set to zero. 
 
Figure 6.3: Schematic of data range and contour selection (𝛤, or A ) for analytical field data, 
showing: contour position (𝑟𝑐), region of crack influence (𝑟𝑖), and area integral width (𝐷). 
Figure 6.4 shows the line and area integral KI-III values obtained from noise free analytical 
displacement fields at various contour positions (𝑟𝑐). The results are contour independent (constant 
value), except where errors occur close to the crack tip (𝑟𝑐 ≈ 0). These are due to low order 
differentiation used in a high displacement gradient region. These results are considered a 
validation of combined decomposition method - 𝐽-integral approach. It is worth stating that the 
lower order (𝑟−3/2, 𝑟−5/2, …), higher order, and T-stress terms of the Williams’ series were 
neglected. This was because their inclusion did not affect these results as shown by Hui and Ruina 
(1995), and using the first order Williams series simplifies the conversion of JI-III values into KI-III 
                                                 
28 Regions of the Arcan fixture were also captured to measure relative specimen and fixture movement. 
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values. It is further noted that rigid body translation and rotation were not included. Rigid body 
translation should have no effect on 𝐽 estimates as all displacement terms appearing in the 𝐽 
formulation are differentiated. However, rotation has a linearly proportional effect on DIC 
displacements resulting in a spurious strain offset when using a central differencing scheme to 
calculate strains. These effects were not investigated as these may be removed post DIC analysis. 
DIC accuracy under rigid body motion has been the subject of extensive study (Amiot et al., 2013). 
 
Figure 6.4: 𝐽-integral results from mixed-mode I-III displacement fields as a function of contour 
distance from the crack tip (𝑟𝑐) 
6.3.3 Error analysis procedure 
The effects of synthetic DIC errors on 𝐽-integral results was investigated by adding artificial 
displacement errors 𝑢𝑛 to the analytical crack tip fields (𝑢𝑐𝑟𝑎𝑐𝑘) before evaluation of the 𝐽-integral, 
and converting the resulting JI-III values into equivalent KI-III results. Subsequently, errors were 
measured relative to the SIFs used to generate the analytical displacement fields. The contour at rc 
= 10 mm was used as the reference value for error analysis in order to be away from high gradient 
region errors. The procedure is summarised below:  
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Table 6.1: Algorithm for field generation 
STEP DETAILS 
1 Select known 𝐾𝐼−𝐼𝐼𝐼
∗  ( = 1 MPa.m1/2), and material properties (𝐸 = 
3 GPa, and 𝑣 = 0.36) 
2 Generate mix-mode crack tip fields: 𝑢𝑐𝑟𝑎𝑐𝑘, Table 1. 
3 Compute reference KI-III values; KI-III ref  
4 Add synthetic displacement errors, 𝑢𝑛; 𝑢𝑡𝑒𝑠𝑡 = 𝑢𝑐𝑟𝑎𝑐𝑘 + 𝑢𝑛; 
 
Table 6.2: Algorithm for error analysis 
STEP DETAILS 
1 Decompose fields into mode I-III components; Equation (6.3) 
2 Compute linear-elastic strain, and stress fields 
3 Calculate JI-III; Equations (6.4), (6.8), (6.14), (6.15). 
4 Convert JI-III to equivalent KI-III estimates; Equation (6.16). 
5 Compute KI-III % errors;| KI-III ref  - KI-III | / KI-III ref  (at rc = 10 mm) 
 
6.3.4 Study of synthetic DIC measurement errors 
DIC is a multistage process and therefore the errors are cumulative and complex (Amiot et al., 
2013), however, three key error sources are selected: 
• Random displacement noise (seen as the inherent DIC accuracy), 
• Rigid body misalignment of the symmetry line (translation and rotation of the crack plane) 
• Localised displacement errors close to crack interfaces (crack masking defined by 𝑟𝑖) 
The typical upper limit of DIC measurement accuracy is approximately 0.01 pixel (in-plane), 0.02 
pixel (out-of-plane), and 0.003 degree rotational uncertainty (Zhou and Goodson, 2001; Amiot et 
al., 2013). However, according to the La Vision product-manual (DaVis 8.2), measurements with 
a subset size of 85 × 85 pixels should be 0.027 pixel errors in-plane, 0.053 pixels (×2) out-of-
plane. In the forthcoming sections, it is assumed that these accuracies may be related to physical 
measurements using the length scale (7.93× 10−3 mm/pixel). This gives displacement errors of 
0.2 µm in-plane, 0.4 µm out-of-plane. 
Random displacement noise 
To investigate the effects of noise on the accuracy of 𝐽 estimates, Gaussian white noise was added 
to mode I, II, and III displacement fields. In addition, the classical 𝐽-integral approach was applied 
to each field component so that reference KI-III values could be obtained. These were compared to 
results obtained using the decomposition method. Although no field separation is performed in 
this approach, this shows the effect of decomposition on noise mitigation and provides a 
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comparison to the standard 𝐽-integral approach. In both cases, line and area results were also 
compared (Figure 6.5 a and b). 
The random noise was incremented linearly from zero to a maximum of 6 % pixel displacement, 
averaging the results from 1×104 KI-III estimates, where percentage error was calculated relative 
to the noise free result (Figure 6.4). Figure 6.5a shows that the line integral is approximately three 
times less accurate relative to the area integral (b). This improved robustness has also been noted 
by Tracy et al. (2015), and Becker et al. (2012). Therefore, for simplicity, all further 𝐽 values 
presented in this paper are derived using the area integral approach.  
Recall that in-plane DIC accuracy (0.027 pixels) applies to KI-II errors, and out-of-plane accuracy 
(0.053 pixel) applies to KIII errors. Although the KIII errors appear lower, at these measures there 
is little difference between KI-III, with KI = KII = 1 % accurate, and KIII = 1.4 % accurate. This is an 
improvement on the classical 𝐽-integral results for KI-III by 25 %. 
 
Figure 6.5: KI-III errors due to % displacement noise from line (a) and area (b) integral methods, 
with SIFs obtained from pure mode I-III fields (i.e. without decomposition) shown by dashed lines 
Rigid body misalignment 
The intention of this section is to understand the nature and scale of the error in KI-III estimates 
resulting from misalignment of the crack plane. This includes rotation (Figure 6.6a) and off-axis 
translation in the 𝑥2 direction (b). Note that decomposition is fundamentally immune to 
translations in the 𝑥1 direction as this is the axis of symmetry. Within the DIC error regime (<0.4 
µm), purely random off-axis displacement errors were estimated to be less than 0.1 % total error, 
mostly in KI-II components. This was considered negligible. In this paper, no alignment method is 
prescribed. The design of a robust alignment methodology could be challenging, either due to 
crack branching, inconsistencies between externally visible cracks and the internal crack path, or 
changes in surface texture unrelated to cracking. The approach taken in this paper was manual 
alignment; which was assumed to be within 2 degrees of the crack plane, and 2 mm off-axis 
translation. Reading from Figure 6.6, this would lead to KI-III estimates to within 3 % of the target 
values. The most notable characteristic is that KI-II errors are consistently several times greater than 
KIII. 
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Figure 6.6: K estimate % error related to rigid body rotation (a) and off-axis translation in the 𝑥2 
direction (b) 
Localised displacement errors close to crack interfaces 
Figure 6.3 shows the mask region (defined by 𝑟𝑖) used to study the effects of poor DIC results 
close to cracking on the decomposition of KI-III factors (i.e. rectangular and localised to the 
theoretical crack). Assuming a subset size of 85 × 85 pixels, and a remote crack opening 
displacement of 1.5 mm from experimental data, a typical masked region of 𝑟𝑖 = 3 mm (5 
displacement data points) would be sufficient to mask the crack path and adjacent subsets. For this 
mask size, Figure 6.7 a shows KI-III values computed from contour positions 𝑟𝑐 > 3 mm. Data is 
not available in the masked region – indicated by the vertical dotted line. 
Accuracy is lowest close to the crack tip (and masked area), it however improves at larger 𝑟𝑐 values. 
This stabilisation is caused in part by the statistical averaging effect of larger contours. The 
reduction in accuracy of estimates due to increasing mask size is also shown (Figure 6.7b), at a 
fixed contour distance (𝑟𝑐 = 10 mm). 
 
Figure 6.7: KI-III estimate errors at various contour positions (𝑟𝑐) and a fixed mask width 
(𝑟𝑖 = 3 mm) (a), and variable mask width with fixed contour position (b). Arrows indicate 
corresponding data points between (a) and (b). Vertical dotted line in (a) indicates the extent of 
masking (3 mm) 
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Figure 6.8: KI-III estimate errors using polynomial interpolation to replace masked data: at various 
contour positions (𝑟𝑐) and a fixed mask width (𝑟𝑖 = 3 mm) (a), and variable mask width with fixed 
contour position (b) 
The differences in the accuracy of KI-III results at different mask widths (Figure 6.7b) may be 
explained by the differences in strain energy density in the masked regions for each mode. For 
example, mode I loading results in the lowest strain energy density in this region. Correspondingly, 
KI is relatively unaffected by masking. Hereafter it is important to address the missing data close 
to the crack faces, particularly for reliable KII and KIII estimates. A solution proposed for this paper 
is the replacement of masked data using the iterative least-squares polynomial fitting method 
developed by Garcia (2010) and Wang et al. (2012)29. KI-III values obtained from masked fields 
restored by interpolation are shown in Figure 6.8. Although very good accuracy is achieved here, 
this approach may be limited to low gradient regions (far from the crack tip) and smaller masked 
areas. This would be due to the inherent inability of polynomial functions to represent crack tip 
fields. 
As yet, the effects of noise on this approach have not been shown. It is expected that poor 
interpolation would result if the region of crack influence extends beyond the masked area. 
Therefore, masking should be conservative if the interpolation approach is used as outlined in this 
paper. These effects were not investigated as the intention of this work is to present the underlying 
methodology. However, several DIC variants have been developed which improve the resolution 
close to the crack faces, for example the subset splitting approach (Poissant and Barthelat, 2010), 
or DIC incorporating extended finite elements (Réthoré, Hild, et al., 2008). 
6.4 Experimental implementation 
In this section, the decomposition method (with interpolation to fill in missing crack data) is used 
to measure mode I, II and III SIFs from Arcan specimens (1986). Fracture toughness values (KIc-
IIIc) were used as a primary experimental validation. Therefore KI-III estimates were obtained from 
DIC displacement fields measured close to failure in pure mode I, II and III loading configurations. 
An additional test was performed under mixed-mode loading to demonstrate that separate KI-III 
values may be decomposed from mixed-mode tests. 
                                                 
29 Matlab code is available at: www.mathworks.com/matlabcentral/fileexchange/27994-inpaint-over-missing-data-
in-1-d--2-d--3-d--n-d-arrays?focused=3800843&tab=function (accessed 12 July 2017) 
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6.4.1 Material and specimens 
PMMA30 may be considered as a homogenous and isotropic material which exhibits linear-elastic 
brittle fracture at room temperature. Clear cast single edge crack PMMA specimens were laser-cut 
from 6 mm and 12 mm thick sheets into the Arcan geometry shown (Figure 6.10a). The Arcan 
specimen and fixture design was based on the guidelines of Banks-Sills and Arcan (1986). Sharp 
pre-cracks were induced from the tip of a starter notch (15 mm) to a total length of 20 mm. Crack 
tips were located laterally within 2 mm2 of the centre of each specimen. Material properties were 
determined from ASTM D638 uniaxial tensile tests: Young’s modulus, 𝐸 = 3 GPa, Poisson’s 
ratio, 𝑣 = 0.36. The mode I fracture toughness value for PMMA was determined at 𝐾𝐼𝑐 = 1.7 
MPa.m1/2 (average of three ASTM E1820 Compact Tension (CT) specimen tests, with W = 50 
mm and B = 12 mm). 
6.4.2 Fixture 
The Arcan fixture is comprised of two halves able to rotate through different loading angles in 15° 
increments (Figure 6.9b). Pure mode I, II and mixed mode I-II loading could be achieved by setting 
the fixture between 0 and 90 degrees. mode III (anti-plane shear) loading was induced by bolting 
the specimen against back plates of different thicknesses. This resulted in deflection of 3 or 4.5 
mm between the fixture halves (constant during testing). The rig was constrained against lateral 
and rotational movement by additional pins connecting the fixture halves to the clevis. 
6.4.3 Pure mode I, II and II results 
The Arcan fixture was axially loaded with a cross-head speed of 0.25 mm/min in an MTS tensile 
tester. Digital images were captured during loading at a frequency of 1 Hz with a LaVision DIC 
system (5MP CCD cameras); and loads were measured with a 30 kN load cell. DIC analysis was 
carried out with DaVis v8.2 software, and parameters for analysis were: subset size = 85 × 85 
pixels, and step-size = 20 pixels. The correlation algorithm used was least-squares matching with 
B-spline-6 interpolation and a 50 % valid pixel per subset requirement31. Less than the full field 
of view was used for all tests (approximately 50 %) so that the images of rotated cracks would not 
be cropped. The resulting region analysed with DIC and available for 𝐽-integral analysis was the 
area of the specimen located between the fixture halves, 8 mm from the clamps and 3 mm from 
the crack tip to ensure even stress distributions through the thickness of the specimen (Figure 6.9c). 
Therefore 𝐽-integral contours were selected from 3 < 𝑟𝑐 < 12 mm, as shown in Figure 6.9d. The 
𝐽-integral was evaluated on strains calculated using Equations (6.5)-(6.7) in modes I and II, and 
(6.9)-(6.11) for mode III using finite differences within Matlab v.2014a, in which all 𝐽 calculations 
were also computed. 
The maximum JI-III -integral (and equivalent KI-III estimates) were not always a result of the final 
image captured before fast fracture. Therefore, every image leading up to fracture was analysed, 
and the largest SIF was taken to be the estimated KIc-IIIc for each test. It was likely that the final KI-
III value underestimates the fracture toughness due to the time taken between image captures. The 
change in KI-II values between image captures was measured to be equal and constant during testing 
at ∆KI-II = 0.01 MPa.m1/2 (KIII is constant). 
                                                 
30 Also known by names: Perspex or Plexiglass. 
31 Values outside this range cause the correlation of the subset to fail. 
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Figure 6.9: Arcan specimen geometry (a), schematic of Arcan fixture showing mode I-III loading 
directions (b), mounted specimen inclined 30° showing DIC analysed regions (c), and mixed-mode 
displacement field resulting from DIC analysis (shown on corrected image) (d). 
 
 
Figure 6.10: Typical Arcan test setup in 45° mixed-mode loading 
KI-II  results converged closely to the expected fracture toughness values as shown in Figure 6.11. 
The fracture toughness KIc = 1.7 MPa.m1/2, was used to calculate KIIc fracture toughness from 
published KM/KMc results, which showed close agreement. Note that the KIIIc was never reached as 
shear loading remained constant during KIII tests (a limitation of the rig design). Further it was 
found that 6 mm thick specimens underwent significant bending which caused loss of contour 
independence. Improved KII results were obtained from a 12 mm thick specimen. Giner et al. 
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(2010) have shown that the apparent stress intensity factor measured on the surface of a plate 
decreases with increasing thickness. This factor was found experimentally to be approximately 
7 %, and so the expected fracture toughness was adjusted accordingly (KIIc = 1.35 → 1.27 
MPa.m1/2). KIc-IIIc results obtained from these tests and comparable results from the literature are 
summarised in ASTM 1893. 
Theoretically, pure mode I, II, and III loading should result in zero results for the other modes. 
However, KII and KIII estimates contain a relatively large noise contribution from the other modes 
(compared to KI). There is presumably an in-plane bending effect in both mode II and III. In mode 
II, this may also be because KII displacements are on average smaller, effecting the signal-to-noise 
ratio. The cause of residual KI-II components in KIII measurements is unknown (Figure 6.11c), but 
could be related to the reduced accuracy of out-of-plane measurements using DIC, or due to 
bending stresses induced by the s-shaped deflection of the specimen. 
 
Table 6.3: Comparison of fracture toughness values 
*  (Davenport and Smith, 1993) **   (Banks-Sills and Arcan, 1986) 
 
Figure 6.11: KI-III estimates for pure mode I, II and III loading (a-c) 
Note: mode III loading is applied by 𝑥3 deflection = 3 mm 
Method 
Specimen 𝑲𝑰𝒄 𝑲𝑰𝑰𝒄 𝑲𝑰𝑰𝑰𝒄 
Source 
Decomposition 
Arcan 1.68 1.25 - 
- 
𝐾𝐼𝑐 tests (×3 tests) 
CT 1.70 - - 
ASTM 1820 
From (𝐾𝑀 𝐾𝑀𝑐⁄ ) 
Various 1.73 1.27 3.56 
*, ** 
Analytical solution 
Arcan - 1.36 - 
** 
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6.4.4 Mixed loading results  
A mixed mode I-III test was performed at a loading angle of 30° and a constant out-of-plane 
deflection of 3 mm. Results are shown in Figure 6.12, normalised to the fracture toughness values 
determined above (Table 6.3). The surface strains induced by mode III were measured at zero axial 
load and subtracted from all further strain fields to eliminate offsets to the mode I-II results. 
Reference mode I SIFs (KI ref ) for corresponding loads were calculated using the analytical solution 
to the SENT (Single Edge Notched Specimen Tensile) specimen geometry. This provided 
comparable mode I-II SIFs with the formulas: KI eq = KI ref cos
2β, and KII eq = KI ref cosβ sinβ, where 
β is the angle of inclination (30°) (Anderson, 2005). 
Figure 6.12 shows the expected linearly increasing KI and KII values. It is also shown that 
increasing KI-II loading does not affect the mode III estimate which remained constant during 
testing. Despite the differences between the SENT and Arcan geometries, this comparison 
confirms that the obtained values are within the expected regime. This final result mainly shows 
that KI-III values may be detected distinctly in mixed-mode tests using this method. 
 
Figure 6.12: KI-III estimates normalised to KIc-IIIc, 
compared to analytical SENT solutions inclined at 30° (KI-II eq SENT) 
6.5 Conclusions 
• A procedure for the computation of mode I, II and III SIFs using the decomposition method 
and the 𝐽-integral is presented. The method is versatile as both the line and area integral 
forms may be applied, as demonstrated. The method was verified on ‘ideal’ (Williams’ 
series) crack tip fields. 
• A methodology for characterising synthetic DIC errors on analytical displacement fields 
was developed. This showed that the area integral combined with the decomposition 
method achieves the highest accuracy in the presence of noise, and that masked data may 
be replaced by interpolation to improve the accuracy of mode II and III K estimates. 
• The decomposition method was verified experimentally in pure mode I, II and III 
configurations, and in mixed-loading. Results were compared to fracture toughness values 
measured from CT specimens, and analytical solutions obtained from literature with good 
agreement. 
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6.6 Summary 
The aim of this chapter was to verify the decomposition method on the surface, for obtaining mode 
I, II and III stress intensity factors. This was achieved using analytical crack tip fields, and 
experimental tests using PMMA, using fracture toughness values from literature and ASTM tests. 
Therefore, this chapter addresses Objective 3 (section 3.2). 
The 𝐽-integral was initially verified in modes I, II and III using the line and equivalent area integral 
to determine the sensitivity to random displacement errors, and errors in the assumed crack tip 
position (i.e. the same error types as explored theoretically in Chapter 5). A similar result was 
found here, that the area integral (an equivalent domain integral form) is more than twice as 
accurate as the original line integral. Note that the same tests will be performed experimentally 
with DVC data in Chapter 7. 
The key finding was that decomposition for the general mixed-mode case yields a lower accuracy 
than pure mode I cases. This was attributed to the lower strain energy found in the crack face 
regions in mode I, and therefore a lower dependence on crack face data for the 𝐽-integral. 
The methodology of this section is carried forward to the following two chapters in which the 𝐽-
integral is applied to the volume. Due to the increased complexity of the volume integral, 
verification (Chapter 7) and decomposition (Chapter 8) of the 𝐽-integral form two separate 
chapters. 
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7 Evaluation of the hybrid volume 
 𝑱-integral on DVC displacement data 
The previous section addressed objective 3 by verifying the 𝐽-integral on the surface using stereo 
DIC. This involved implementation of the line and area integral forms introduced in section 2.2.5. 
The volumetric forms of the 𝐽-integral (also in section 2.2.5), have been developed into a hybrid 
form 𝐽ℎ𝑦𝑏, which provides a trade-off between resilience to random displacement noise, and 
uncertainty in the crack front location (Chapter 5). 
This chapter details the implementation of the proposed hybrid 𝐽-integral form in the volume; 
using X-ray computed tomography to acquire images and DVC to obtain displacement maps. Note 
that the decomposition method in the volume is presented separately in Chapter 8. Apart from 
excluding the decomposition method from this chapter, the approach used here is similar to the 
surface (Chapter 0), in the continued use of analytical crack tip fields perturbed with synthetic 
image correlation errors to determine errors, and subsequent comparison with experimental 
datasets to verify results. In place of fracture toughness values, which are challenging to control 
along a 3D crack front, results are compared with those generated from finite element fields. 
Section 7.4.2 was presented at the 11th British Society of Strain Measurement Conference 
(Molteno et al., 2016), and the chapter has been prepared for publication in Strain (Wiley) with 
co-authors: Valle, Hedan, Germaneau, Marrow and Becker (in no particular order).  
The contributions of the authors are: 
• The author (Matthew Molteno): Completed all implementations and writing apart from the 
contributions below. 
• Prof. Valéry Valle: Co-ordinator for polyurethane dataset (SENT specimen) used for 
verification of mode I measurements in section 7.4.1. 
• Prof. Stephen Hedan, Prof. Arnaud Germaneau: Affiliated with Prof. Valle. 
• Prof. James Marrow and Dr Thorsten Becker: Assistance with experimental design at 
Manchester (Prof. Marrow), and later at Stellenbosch (Dr Becker). 
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7.1 Introduction 
Image correlation techniques to obtain displacement maps have become ubiquitous in 
experimental mechanics. Such methods benefit from the versatility of digital imaging, which can 
be obtained on the surface using white light imaging (e.g. mounted 2D cameras), and in the volume 
using penetrating light (e.g. X-ray based imaging). The most widespread use of image correlation 
is for the mapping of displacements on the surface, i.e. Digital Image Correlation (DIC), mainly 
due to relative simplicity of set-up compared to interferometric moiré methods (Hareesh and 
Chiang, 1988; Kreis, 2005; Jacquot Pierre, 2008; Post, 1991). 
Recent growth in the availability and resolution of X-ray Computed Tomography (e.g. fan, cone, 
or parallel beam) has led to significant growth in the development and use of the volumetric 
counterpart, Digital Volume Correlation (DVC) (Maire and Withers, 2014), detailed in section 
2.1.4. Both approaches operate by matching images captured of various sample deformations – 
usually from an undeformed state to subsequent loading stages which deform the sample and 
images. This is achieved by maximising the correlation coefficient in a block-wise fashion in 
which subsets of pixels (also called image patches, windows) which are regarded individually (or 
globally in using a FE framework), for further details, see section 2.1.3. 
Therefore, apart from the dimensional extension, DVC and DIC are similar in principle. However, 
despite the similarities, DVC seldom achieves the accuracies that are typical of DIC, even in ideal 
conditions (DVC ~ 0.05 voxels, DIC ~ 0.01 pixels in-plane ~0.02 pixels out-of-plane (Bay et al., 
1999)). This effect is amplified significantly in experimental applications due to the reliance of 
DVC on naturally occurring features in the material volume - seldom a limitation on the surface 
which permits manual application (and optimization (Bornert et al., 2009)) of a speckle pattern. 
As a result, the accuracy that can be achieved from DVC experiments is largely material dependent 
(Bay, 2008). As a result, material selection is a key factor determining the accuracy achievable by 
DVC. 
Despite these limitations, DVC displacement fields (as with DIC) are accompanied by the source 
images which, with assistance from volume rendering software such as FEI Avizo32, often provide 
visual evidence for complex phenomena observed in displacement fields. Thus, DVC from X-CT 
images provides an established non-destructive framework to study diverse materials, used in 
rheological studies on polymers (McDonald et al., 2011), wood (Forsberg et al., 2008), granular 
materials (Mostafavi et al., 2013; Rechenmacher, 2006) and geomaterials (Tagliaferri et al., 2011). 
The dissemination of new applications and techniques will doubtless continue with the recent 
availability of commercial software (e.g. LaVision33), open-source codes (Bar-Kochba et al., 
2015), and introductory papers (Yoneyama, 2016; Bay et al., 1999). 
The use of X-CT based DVC provides a promising fracture mechanics framework to extract 
parameters from the crack front. Such parameters are generally provided in a global ‘average’ 
sense (e.g. using nominal stress intensity factors) (Réthoré, Limodin, et al., 2011; Maire and 
Withers, 2014; Réthoré, Tinnes, et al., 2008; ASTM International, 2015). However, crack front 
extensions enable inspection of the fracture mechanics that may aggregate to equal or exceed the 
global estimates, and provide key information in structural integrity assessments. Such 
mechanisms may be uncovered with metrics such as the crack tip opening displacement (CTOD), 
stress intensity factors (SIFs - 𝐾), the energy release rate (𝐺) or the 𝐽-integral. 
                                                 
32 www.vsg3d.com (accessed 17 May 2017) 
33 www.lavision.de (accessed 19 June 2017) 
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As previously discussed (sections 2.2.4 and 6.1), SIFs are readily extractable from linear-elastic 
displacement fields by directly matching analytical crack tip fields (e.g. Williams’ series expansion 
(1957)) to experimental data. When the crack geometry is precisely known then the fit can be 
determined by linear least-squares McNeill et al. (1987), otherwise automated approaches are 
needed to determine the crack tip position, as shown by Roux and Hild (2006). Some extensions 
to non-linear cases have been established on the surface (e.g. non-homogenous materials (Abanto-
Bueno and Lambros, 2002; Méité et al., 2013), plasticity (Réthoré, Roux, et al., 2011)), and the 
method has been used in the volume on DVC data by Rannou et al. (2010), with the methodology 
of Réthoré et al. (2005). However, as argued in section 6.1, the displacement field expressions 
containing SIFs are only applicable to an annular region surrounding the crack tip (𝐾 dominant 
zone) (Hui and Ruina, 1995). Depending on the length scale of the experiment, this may place 
undue reliance on unreliable data near the crack faces in DIC and DVC experiments (Poissant and 
Barthelat, 2010; Rabczuk, 2012). Although specialised DIC or DVC methods show promise in 
improving the results near fracture features (Poissant and Barthelat, 2010; Rannou et al., 2010), 
such approaches (and subsequent field fits) may be vulnerable to poorly defined crack tip positions 
as may be the case with micro-cracking (e.g. graphite or concrete (Becker et al., 2011)). 
The 𝐽-integral, introduced by Rice (1968), is an alternative method for estimating the energy 
release rate which requires the integration of the stresses, strains and displacement gradients 
surrounding the crack front segment of interest. Here it is important to establish the difference 
between 2D, as would be applied on the surface (Chapter 0) or in planar volumes; and 3D 
approaches, applicable to cracks in 3D stress fields and the volumes. Under 2D assumptions, the 
𝐽-integral is path independent, a property that extends to some cases of material non-linearity34 
(Hutchinson, 1968; Rice and Rosengren, 1968; Kolednik et al., 2014), assuming continued validity 
of the Eshelby tensor (Kolednik et al., 2014), e.g. nonlinear-elastic approximations for plasticity 
(Rice and Rosengren, 1968). Therefore although the contours close to the crack front are generally 
found to be least accurate (Shih and Needleman, 1984; Yoneyama et al., 2014; Molteno and 
Becker, 2015c), the 𝐽-integral enables the selection of remote paths from the crack tip, which 
typically are more accurate in DVC results. However, 3D 𝐽-integrals require integration of the 
entire volume enclosed by an outer path or surface. Therefore, although the outer surface of the 
volume is arbitrary, integration of the crack front region is enforced. 
As previously reviewed and developed in Chapter 5, estimates of the 𝐽-integral in the volume can 
be performed with the path-area (Blackburn, 1972; Giner et al., 2010) or volume integral forms 
(deLorenzi, 1982; Li et al., 1985; Shih et al., 1986). Chapter 5 also developed the hybrid volume 
integral approach as a form which combines resilience to crack tip positional errors, and random 
errors. The aim of this chapter is to establish the hybrid volume integral methodology on DVC 
data to extract 𝐽 values from 3D crack fronts. As with the classical volume integral (Shih et al., 
1986), the hybrid integral does not escape integration of the crack front region, but minimises the 
contribution from in-plane components when large integration volumes are used (relative to the 
width of the crack front segment). These errors are studied using synthetic displacement errors, 
extending the procedure outlined in Chapter 0 to the volume. The rest of this chapter applies the 
hybrid volume integral to experimental case studies for experimental verification. Note that 
Chapter 5 used the nominal fracture toughness of pre-cracked PMMA to validate the surface 
integral. This approach was not replicated in this chapter due to the variations in 𝐽 along a 3D crack 
front that would cause irregular crack growth; this would prove challenging to control 
experimentally. Instead, experimental results are obtained at sub-critical loads and validation is 
                                                 
34 This is provided that the integration region can be defined in terms of Eshelby’s energy balance tensor (Eshelby et 
al., 2006). 
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performed against simulations using finite element software Abaqus (which uses the volume 
integral as detailed in (Shih et al., 1986; Dassault Systèmes Simulia et al., 2013)). 
The layout of this chapter is as follows. Section 6.2 is the theoretical framework to review the 𝐽-
integral equations applicable to 3D volume displacement data. Section 6.3 presents calculations 
on analytical crack tip fields to study the sensitivity of the method to DVC errors. The final part 
contains experimental results from two materials. The first is a polyurethane matrix with high 
attenuation copper particles (3 % volume fraction) containing a V-notch close to the standard 
SENT specimen configuration35. The second material is Magnesium alloy WE43 with high 
attenuation rare earth metal precipitates (4wt % Yt, 3wt % Nd) and an inclined round notch. The 
first material has optimised contrast patterns and low energy on the crack faces, which is reversed 
in the second material (natural pattern, inclined crack). These are so selected to facilitate the study 
of the previously discussed challenges involved in DVC data and the volume integral.  
7.2 Three-dimensional framework 
The 3D 𝐽-integral is defined conventionally in the local co-ordinate system 𝑥𝑖(s) along an arbitrary 
crack front with 𝑥1 in the crack plane and perpendicular to the crack front, 𝑥2 normal to the crack 
plane, and 𝑥3 tangential to the crack front in Figure 2.7. To obtain 𝐽-integral estimates from 3D 
crack fronts, a volumetric form is needed of the various types presented in Chapter 5. Typically 
the volume integral is chosen due to resilience to errors (Kuna, 2013b), or otherwise the path-area 
may be used (Blackburn, 1972; Giner et al., 2010). Here, the hybrid volume integral developed in 
Chapter 5 is used as it has proven to provide a trade-off in resilience to both crack front positional 
and random displacement field errors. Consider the integration volume 𝑉 at point 𝑠 along the 3D 
crack front 𝑙(𝑠), which is assumed to be straight along segment ∆𝑠 in Figure 7.1. 
As with all previous numerical implementations in this thesis, a regular grid is assumed and so 𝑉 
is a cuboid. As prescribed in section 5.3, 𝑉 is partitioned into inner and outer volumes, 𝑉0 and 𝑉1, 
by the partitioning surface 𝑆0. The outer surface is relabelled 𝑆1. 
Then the volume integral can be expressed in hybrid form as, 
                                                 
35 This data is in collaboration with University Poitiers, France, contact person: valery.valle@univ-poitiers.fr,  +33 5 






















, (𝑖, 𝑗 = 1,2,3) 
(7.1) 
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Figure 7.1: Hybrid integral 𝑉 at 𝑠 and crack front segment ∆𝑠 on the 3D linear crack front 𝑙(𝑠), 
with inner and outer surfaces (respectively, 𝑆0 and 𝑆1), volumes (𝑉0 and 𝑉1), and virtual crack 
extension fields (𝑄0 and 𝑄1) 
where 𝛿1𝑗 is the Kronecker delta, 𝐴𝑐 is the virtual crack extension area over the crack front 
increment ∆𝑠, given by 𝐴𝑐 = ∫ 𝑞(𝑠)𝑑𝑠𝛥𝑠 , and 𝑄ℎ𝑦𝑏 is the hybrid virtual crack extension function 
introduced in Chapter 5. The left term in the integrand which is Eshelby’s ‘energy-momentum’ 
tensor can be abbreviated as 𝑃1𝑗. 𝑄ℎy𝑏 has the constraints of the conventional crack extension 
function in Equation (2.40), but with the additional constraint on the gradients perpendicular to the 
crack front being zero (Equation (5.12)). The strain fields (𝜀𝑖𝑗) may be evaluated under the 
infinitesimal strain assumption using Equation (2.25). Assuming linear elastic stresses (𝜎𝑖𝑗), and 
isotropic material, and small strains (𝜀𝑖𝑗), then stress, strain and strain energy (𝑊) can be calculated 
with Equations (2.24) - (2.26). 
7.3 Verification on analytical fields 
Displacements determined by DIC and DVC in the crack tip region are highly prone to errors, as 
shown experimentally in Chapter 5 and Chapter 0. In particular, these have been linked in Chapter 
0 to errors in estimation of the domain integral. Such errors have been previously discussed by 
Rannou et al. (2010), as having an even larger effect on the accuracy of the volume integral. In 
this section, these sources of experimental error are studied using the methodology developed in 
section 6.3.3., i.e. analytical crack tip fields and superimposed synthetic DVC errors. Linear elastic 
crack tip displacement fields may be linked to equivalent 𝐽 values using the relation to SIFs in 
Equation (6.16). 
7.3.1 Implementation on analytical fields 
Mixed crack tip displacement fields (𝑢𝑐𝑟𝑎𝑐𝑘) were generated from 𝐾𝐼−𝐼𝐼𝐼 values using Williams’ 
series crack tip displacement fields (Williams, 1957), shown in Equations (2.10)-(2.12). A local 
co-ordinate system is defined in polar co-ordinates using (𝑟, 𝜃, 𝑥3), being the radius from the crack 
tip, and angle from the positive 𝑥1 axis, and position along the crack front. As in section 5.3.3, the 
𝜃 range is between −𝜋 < 𝜃 < 𝜋, with the crack surfaces at 𝜃 = ±𝜋. 𝜇 is the shear modulus, 𝜅 =
(3 − 𝑣)/(1 + 𝑣) in plane stress (or 3 − 4𝑣 in plane strain), and 𝑣 is Poisson’s ratio. Data provided 
by DVC is regularly spaced in all co-ordinate directions. Therefore, rectangular co-ordinates in 
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regular grid using Equations (2.10)-(2.12) with the area 𝐿 ×  𝐿 ×  ∆𝑠 in the local co-ordinate 
system (with the origin at the centre of 𝑉), as shown by Figure 7.2a. The addition of the 𝑥3 
dimension in Equations (2.10)-(2.12) is achieved by applying the plane strain assumption to 
generate a 2D field on the mid-plane (𝑥3 = 0, Figure 7.2a, shown in Figure 7.2b), which is then 
replicating on all other planes on ∆𝑠. Contours are calculated as indicated on the cross-section of 
𝑉 shown by Figure 7.2b.  
 
Figure 7.2: (a) Hybrid integral integration volume (𝑉) and (b) cross-section (𝑝-𝑝) showing contour 
position 𝑟𝑐 centred between the minimum and maximum contour positions, 𝑟0 and 𝑟1, with outer 
volume width 𝐷 
The hybrid integral contour position (𝑉1) was evaluated on rectangular contours selected with 
respect to the contour position (𝑟𝑐) as defined in Figure 7.2b. This notation and implementation is 
consistent with the notation used for the 2D 𝐽-integral forms presented in section 6.3.2 (see Figure 
6.3). However, the phrase ‘contour’ is loosely used here as 𝑉1 and 𝑉0 are both integrated (whereas 
only the area 𝐴 or line 𝛤 are integrated in Figure 6.3). Note that the area integral in Chapter 0 is 
identical to the mid-plane of the hybrid volume integral (Figure 6.3b) due to the structure of 𝑄ℎ𝑦𝑏 
shown in Figure 5.2. In the work of Rannou et al. (2010), a ramping function is used to prevent 
area integrals resulting when the integration volume intersects with a free surface (see Figure 23 
of that reference). It is worth mentioning that the hybrid volume integral, and area integrals 
developed here do not have this difficulty.  However, this is not tested in this thesis. 
7.3.2 Study of synthetic errors in three-dimensional data 
This section contains the analysis of synthetic DVC errors to analytical crack tip fields using the 
procedure detailed in 6.3.3. The aim is to profile typical DVC errors using synthetic datasets to 
quantify the errors in experimental datasets (as done in Chapter 0). Setting 𝐾𝐼−𝐼𝐼𝐼 = 1 MPa.m
1/2, 
an equivalent theoretical 𝐽 value (𝐽𝑡ℎ) can be determined using Equation (6.16). This was assuming 
plane strain, and a Young’s modulus and Poisson’s ratio of 100 GPa, and 0.35;  resulting in 
𝐽𝑡ℎ =31.5 MJm
−2. Then displacement fields associated with 𝐽𝑡ℎ can be generated using Equations 
(2.10)-(2.12), and the procedure in Table 6.1. The calculated 𝐽 values are normalised to the 
theoretical value (𝐽/𝐽𝑡ℎ), as shown in Figure 7.3. Note that 𝐸 in Equation (6.16) is cancelled out 
by this normalisation, enabling comparisons to new experiments with different Young’s modulus 
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Figure 7.3: Hybrid volume integral compared with domain integral and true 𝐽-integral values 
Random displacement errors 
To investigate the effects of noise on the accuracy of 𝐽 estimates, Gaussian (zero mean) white noise 
was added to the analytical displacement fields, from which stress, strain and displacement 
gradients were computed. The random noise was incremented linearly from zero to a maximum of 
8 % of a pixel displacement, and the error was recorded as the RMS percentage difference from 
the noise free result. The RMS from each data point is the result of 1×104 𝐽 calculations (Figure 
7.4). The results are shown in  Figure 7.4, indicating an approximately linear response to random 
displacement errors of all 𝐽 values. 
 
Figure 7.4: Percentage error in 𝐽 values from random displacement noise 
Sample misalignment errors 
In DVC experiments, sample movement may be caused by the X-CT method used to acquire 
images. For example, the stop-start approach to improving image sharpness in tomographic 
reconstructions may jolt samples if not firmly fixed to the rotation stage (Figure 1.4). Similarly, 
positioning of the 𝐽-integral on the 3D crack front is liable to errors if the crack front is too elusive 
to detect accurately (e.g. by crack closure (Rannou et al., 2010)). In this section, misalignments in 
the positioning of the 𝐽-integral local co-ordinate system in the reference configuration are studied. 
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Note that misalignments in the deformed configuration can be removed with rigid body motion 
correction36. 
For the purposes of investigation, it is assumed that rotational alignment (e.g. by visual inspection) 
can be maintained to within an angle of 6°. The errors due to rotation of the local co-ordinate axes 
𝑥1, 𝑥2, and 𝑥3 by angles 𝛾1, 𝛾2, and 𝛾3 respectively (±6°) is shown Figure 7.5, showing only a 
slight effect. The total errors amount to less than 1 % (assuming errors are additive), with the major 
contribution from rotation about the crack plane normal. As the hybrid volume integral is shown 
to be robust to the tested rotational errors, the approach taken in this paper was manual alignment; 
which was assumed to be within 2° of the crack plane. This test included results from contour 
distances of 𝑟𝑐 = 50 %, and 𝑟𝑐 = 75 %, to demonstrate how these effects are altered by setting 
different contour distances. 
Crack interface errors 
This section investigates the errors due to masking of the crack tip region. It was already found in 
the previous chapter that mode I data was significantly more robust to errors than the asymmetric 
modes, also shown in this investigation. Figure 7.2 shows the mask region as indicated by 𝑟𝑚, used 
to study the effects of the deletion of erroneous data localised around cracking in DVC results. 
This is approximated by a rectangular volume shown in cross-section on the crack schematic in 
Figure 7.2. 𝑟𝑚 is incremented by a single material point per iteration such that 𝑟𝑚 = 5 %, with an 
ROI grid of 40 ×  40. 
Figure 7.6 shows the results of masking mode I fields by setting 𝐾𝐼 = 1 MPam
1/2, 𝐾𝐼𝐼−𝐼𝐼𝐼 = 0. 
This shows a distinct robustness to masking noticed from the surface 𝐽-integral (Figure 5.7). Labels 
in Figure 7.6 are omitted for clarity and due to the closeness of the line plots. Note that 
corresponding to the increase in 𝑟𝑚, the plots start from the vertical axis. 
Repeating the test with fully mixed mode data 𝐾𝐼−𝐼𝐼𝐼 = 1 MPa√m shows a significant increase in 
susceptibility to crack face errors in Figure 7.6. Again, referring to the 2D data in Figure 6.7, mixed 
mode data does not achieve similar robustness to masking. The presence of mode II and III 
displacements results in a 10 % error in 𝐽 estimates at the mid contour (i.e. a normalised distance 
of 0.5). 
The results of Figure 7.6 and Figure 7.7 are summarised, selecting contours at 𝑟𝑚= 50 % in Figure 
7.8. These results show that the hybrid volume integral obtains similar errors to the equivalent 2D 
integral. However, as stated previously in the conclusions of Chapter 3, the hybrid volume integral 
is flat topped in the crack front region. Figure 7.8 also shows results from the classical volume 
integral. The improvement in accuracy of the hybrid volume integral form may be due to the 
‘flatness’ (see Figure 5.2) which appears to improve the robustness to crack face errors in general, 
particularly in mixed mode cases. 
                                                 
36 Note that all the terms in the 𝐽-integral are derived from displacement derivatives, making J calculations immune 
to rigid body translations. However, rigid body rotations may have some effect if first order approximations for 
stresses and strains are used. 
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Figure 7.5: 𝐽 % error due to rotation about axes 𝑥i (𝛾i). 
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Figure 7.6: Normalised 𝐽 values determined from mixed mode data (KI = 1 MPa.m1/2, KII = KII = 0), 
direction of increasing mask size indicated 
 
Figure 7.7: Normalised 𝐽 values determined from mixed mode data  
(KI-III = 1 MPa.m1/2), direction of increasing mask size indicated 
To address these errors, it is shown that linear extrapolation can once again restore contour 
independence to mixed mode results in contours larger than 𝑟𝑚= 50 % (Figure 7.9). However, it is 
shown that by interpolation of the crack face data, convergence in the mixed mode case can be 
reinstated. Figure 7.9 shows that analytical fields can be restored to less than 5 % error within 
several contours of the mask front. 
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Figure 7.8: Comparison of 𝐽 results from the volume, hybrid volume, and equivalent 2D integral at 
fixed contour position (𝑟𝑐 = 50 %), for increasing mask 𝑟m  
 
Figure 7.9: Normalised 𝐽 values determined from mixed mode data  
(KI-III = 1 MPa.m1/2), replaced by linearly interpolated crack face data, direction of increasing mask 
size indicated 
7.4 Verification on DVC obtained displacement fields 
In Chapter 0, the 𝐽-integral was computed directly from DIC fields because the co-ordinate system 
was automatically aligned with the calibration plate, which in turn was located manually at the 
crack tip position. However, a mapping procedure is required in global data to map the integration 
volume to the relevant location on the crack front where 𝐽 is to be calculated. Additionally, in this 
approach, the integration volume is kept consistent, allowing the procedure to remain identical for 
each 𝐽 computation. A limitation of the approach developed here is that it only permits 𝐽 integral 
calculations on crack fronts that are locally straight, and planar. Non-planar crack front geometries 
require a curvilinear implementation, such as the original work of Fernlund et al. (Fernlund et al., 
1994), or the 𝐹-integral by Eriksson (Eriksson, 2002). 
Stellenbosch University  https://scholar.sun.ac.za
 119 
Consider the crack front represented in the global co-ordinate system 𝑋𝑖, as shown in Figure 7.10. 
In the following procedure, the global displacement field obtained by DVC, denoted ?̃?𝑖 is 
interpolated to a region of interest (ROI), which is exactly the volume previously used for 
analytical fields in Figure 7.2, i.e. a regular grid of points centred about the crack front. The ROI 
also possesses co-ordinates and positions in the global system (see global position), centred at a 
position on the global crack front. The global data is interpolated using the global material 
positions (?̃?𝑖
𝑙), then mapped with the rotation tensor 𝐶𝑖𝑗
𝑅 (directional cosines) and the translation 
vector 𝐶𝑖
𝑇 to the local co-ordinate system of the ROI (𝑥𝑖) using, 
The crack front positions are reliant on a prior procedure to segment the crack geometry from the 
images or displacement fields. In this approach, the crack is specified as a curve comprised of 𝐿 
piece-wise linear segments (𝑙) between 𝑃1 and 𝑃2 – the positions where the crack front meets the 
material surface. Each line segment (𝑙) is defined by end-points 𝑠𝑙 and 𝑠𝑙+1, and contains the centre 
position 𝑐𝑙 about which each 𝐽 evaluation takes place. Assuming a planar crack geometry, the local 
crack front orientation ?̃?𝑖
𝑙 can be determined in global co-ordinates 𝑋𝑖, using the 𝑞-vector (𝑞
𝑙), and 
the normal to the crack plane (𝑛𝑐): ?̃?1
𝑙 = 𝑞𝑙, ?̃?2
𝑙 = 𝑛𝑐, ?̃?3
𝑙 = 𝑛𝑐 × 𝑞𝑙 the normal to the crack plane 
and line segment 𝑙. Subsequently, the procedure for evaluation of the local 𝐽-integral along the 3D 
crack front as follows: 
 
Figure 7.10: Crack front described by discrete points on the crack front sl, global crack segment co-
ordinate system 𝑥l𝑖, and local co-ordinate system 𝑥l 
  
 𝑢𝑖 = 𝐶𝑖𝑗
𝑅?̃?𝑗 + 𝐶𝑖
𝑇      (𝑖, 𝑗 = 1,2,3) (7.2) 
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Table 7.1: Algorithm to determine 𝐽 values along 3D crack fronts 
STEP DETAILS 
A: PRE-PROCESSING OF DISPLACEMENT FIELDS 
1 Removal of rigid body rotation and translation 
2 Cropping and orienting displacement fields 
3 Artifact removal (e.g. from crack faces) 
B: CRACK SEGMENTATION 
4 Specify crack front positions on the surface37, 𝑃1 and 𝑃2 
5 Segment crack geometry, crack plane (𝑆𝑐), with normal 𝑛𝑖
𝑐 
6 Extract crack front (𝑠) in the direction 𝑃1 to 𝑃2 
7 Discretize 𝑠 into 𝑙 lines segments ∆𝑠, and points 𝑠𝑙 
C: 𝐽-INTEGRAL EVALUATION 
8 Define and store reference ROI position (Figure 7.10) 
9 for (segment 𝑙 between 𝑃1 to 𝑃2) do 
10      Compute chord centres 𝑐𝑙 from 𝑠𝑙, 𝑠𝑙+1 
11      Determine unit 𝑞-vector 𝑞𝑙: perpendicular to 𝑙 and normal 𝑛𝑐, 
12      Define local co-ordinates ?̃?𝑖
𝑙: ?̃?1
𝑙 = 𝑞𝑙, ?̃?2
𝑙 = 𝑛𝑐, ?̃?3
𝑙 = 𝑛𝑐 × 𝑞𝑙 
13      Map reference position grid crack front centre 𝑐𝑙, 
14      Interpolate global displacements ?̃?𝑖, to ROI in global position, 
15      Transform ?̃?𝑖 to local (crack front) co-ordinates (𝑥𝑖), 
16      Compute fields (stress, strain, etc.), Equations (2.24) - (2.26) 
17      Construct Eshelby tensor 𝑃𝑗1, Equation (7.1) 
18      for (contour 𝑟𝑐 between 𝑟
0 and 𝑟1) do 
19           Generate 𝑄ℎ𝑦𝑏, 
𝜕𝑄ℎ𝑦𝑏
𝜕𝑥𝑖
, Equations (2.40) and (5.12)  
20           Compute 𝐽ℎ𝑦𝑏(𝑐
𝑙) 
21      end for 
22 end for 
 
                                                 
37 e.g. by direct inspection of specimen or reconstructed images. 
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The following sections contain two experimental case studies to investigate the accuracy of the 𝐽-
integral methodology in the volume, firstly under mode I loading, and secondly due to mixed 
loading. The errors in each case are studied based on the previous investigations in section 6.3.3. 
7.4.1 Mode I loading: SENT specimen 
The aim of this section is to verify the 𝐽 hybrid volume integral method on a standard fracture test, 
in this case the single edge notch tensile (SENT) specimen. Displacement fields are obtained 
experimentally from DVC and X-ray Computed-micro-Tomography (XμCT). 𝐽-values computed 
from the crack front of the SENT specimen can therefore be easily verified with analytical 
solutions for the geometry (SENT). The pointwise values are also compared with finite element 
results using Abaqus’ in-built volume integral post-processor. The data used in this section was 
provided by Prof. Valéry Valle38, UFR - Faculty of Science, Université de Poitiers, Poitiers, 
France. Further details regarding the material and testing parameters were provided mainly via 
email correspondence with Prof. Valle. 
Experiment and material 
The selection of materials with sufficient natural image contrast within the volume is a significant 
limitation in DVC analysis. In the following study, a material has been designed with an optimised 
‘artificial’ contrast pattern, using the method published in the work of Barranger et al. (2010). The 
required high contrast pattern is achieved by a suspension of high attenuation particles in a low 
attenuation matrix. It is suitable if the matrix material is of a low enough Young’s modulus 
(relative to the fracture toughness) to allow high SNR deformation maps without risk of material 
damage (which is hard to quantify, and therefore undesirable for validation studies). The matrix 
material selected was polyurethane which has a nominal Young’s modulus of less than 100 MPa, 
and low X-ray attenuation (less than 20 %, at 200 keV, using the specimen dimensions in Figure 
7.11a). Copper particles were used as the high attenuating pattern material, which could be mixed 
evenly with the polyurethane while still a resin. Figure 7.11a shows the X-CT region of interest, 
which is a central region with dimensions 16 × 50 × 14.5 mm, within the larger dog-bone shaped 
specimen. In this experiment, a sharp V-notch is used as a proxy for a crack. The V-notch has a 
width of 0.3 mm, notch angle of 16.7° and is situated in the specimen as shown in Figure 7.11.a – 
dimensions shown on inset. The notch front is planar with the curvature close to the cutter blade 
radius of 80 mm. The depth of the crack measured at 𝑃1 and 𝑃2 was determined by averaged 
measurements from the specimen (manually) and from tomographs to be 5 mm (Figure 7.11.b). 
XμCT tomographic images were captured before and after loading with a tensile force 292 N in 
the 𝑋3 direction. The X-ray projections for the reference and deformed configurations were 
reconstructed with back-projection (Feldkamp et al., 1984), with a final resolution of 
14.7 μm/voxel. DVC was performed between the reference and deformed images with a subset 
size of 120 × 120 × 120, and step-size of 8 voxels (or 117.6 μm). The DVC method is an in-house 
method of the UFR - Faculty of Science, University of Poitiers. The exact details of the DVC 
algorithm could not be disclosed as the method is unpublished. 
                                                 
38 valery.valle@univ-poitiers.fr,  +33 5 49 49 65 45 
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Figure 7.11: (a) Specimen and notch dimensions in global co-ordinate system, (b) X-ray tomograph 
of V-notch showing copper particles (light dots) and subset size (1203 voxels), (c) FEM model with 
crack tip shown expanded. 
The material properties were provided by l’Université de Poitiers in the form of tensile test data 
from un-notched specimens of the same geometry and casting process. The Young’s modulus and 
Poisson’s ratio were determined from the experimental stress strain curves from the un-notched 
geometry to be  𝐸 = 96.4 MPa and 𝑣 = 0.428. The specimen geometry with slight crack front 
curvature was modelled as linear elastic in Abaqus and in the 𝐽-integral calculations based on 
nominal strain values being within 10 % of a linear fit to the stress strain curve. At the notch V-
tip, a limited region of high strain is likely to produce nonlinearity’s, which have not been 
accounted for. The Abaqus FE model used quadratic elements with quarter point elements along 
the curved crack front, an initial radial element width of 0.3 mm at the notch mouth, converging 
to 0.01 mm (after 10 rings of elements) at the crack front, as shown in the magnified window in 
Figure 7.11c. For evaluation of the 𝐽-integral, a subvolume was used, limited to the 6 × 6 mm 
around the crack front. Evaluation of the 𝐽-integral followed the algorithms in Table 7.1 (a-c), with 
problem specific details outlined below. 
𝐽-integral methodology 
The DVC results from the internal crack front were imported into Matlab for pre-processing (Table 
7.1a), crack segmentation (Table 7.1b) and 𝐽-integral evaluation (Table 7.1c). After cropping the 
edges to a remaining volume size of 12 × 12 × 12 mm, the rigid body rotation was removed using 
the Euler angle extraction methodology of Shoemake (Shoemake, 1994). The DVC analysis for 
the specimen used an in-house code of the Faculty of Science, Université de Poitiers, which does 
not make the correlation coefficient values available. However, the crack geometry was provided 
as inferred from the shape of the cutter blade and the raw images (Table 7.1b). To improve the 
estimate, a best-fitting plane was determined by least-squares and the crack front shape was 
regularised to closest approximate circle of radius 80 mm (i.e. matching the cutter blade radius). 
Artifacts caused by the crack faces and subsets near to the crack tip singularity were minimised 
with the outlier removal procedure of Chapter 4, in which only the 1 mm region above, below and 
ahead of the crack faces were processed for artifact removal, and therefore the crack geometry was 
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the only required input for the material distribution (a requirement of the artifact removal 
procedure detailed in section 4.2.1). 
Then the procedure in Table 7.1c was used to determine 𝐽 values at increments along the crack 
front for each crack front segment. The segments and associated global regions of interest are 
shown on a specimen cross-section (in the crack plane shown in Figure 7.11a) in Figure 7.12. Each 
computation was interpolated to a regular grid positioned centrally over the crack front segment 𝑙, 
with the crack oriented in the 𝑥1 direction. Once centrally located, errors caused by interpolation 
and crack face artifacts were masked and interpolated by 0.4 mm (𝑟𝑚 = 5 %). Then displacements 
interpolated to the grid points could be transformed to the local co-ordinate system using standard 
co-ordinate transformations. Once in the local co-ordinate system, the stresses, strains, and 
displacement gradients and 𝐽 integrand including the hybrid 𝑄 field (𝑄ℎ𝑦𝑏) were generated in as 
demonstrated in section 7.3.1. Figure 7.12 also shows the 𝐽 integration volumes extending from 𝑃1 
to 𝑃2, accounting for the slight curvature (radius 80 mm). 
The results from the evaluations in Figure 7.12 (𝐽ℎ𝑦𝑏) are shown in Figure 7.13 extracted at a 
contour distance fixed at 50 % of the ROI (1.5 mm) and normalised to the total crack front length 
(𝑃1 - 𝑃2), on the interval [0.1-0.9]. The plane strain analytical geometric estimate for the SENT 
specimen was calculated using formulas from Tada et al. (Tada et al., 2000). These values were 
checked against several other formulas (e.g. Gross (Gross and Srawley, 1964)) with small variation 
(approx. 0.5 %). Then using Equation (6.16) to convert 𝐾𝐼𝑆𝐸𝑁𝑇 to an equivalent plane strain 𝐽𝑆𝐸𝑁𝑇 
value. 𝐽ℎ𝑦𝑏 estimates and the Abaqus estimates - 𝐽𝑣𝑜𝑙 are normalised to 𝐽𝑆𝐸𝑁𝑇, as shown in Figure 
7.12. 
 
Figure 7.12: Crack front increments showing regions of interest 
Other than the approximate agreement between the analytical, Abaqus, and calculated 𝐽 estimates, 
one immediately notices the significant deviations at 35 % of the crack front, the source of this 
error was not apparent from displacement fields or tomographs, and therefore perhaps illustrates 
the sensitivity of the formulation to errors in the high strain region. It is also notable that 𝐽ℎ𝑦𝑏 
achieves a constant and slight under estimate, with values raised close to the specimen edges, and 
lowered in the centre. This may be due to the linear elastic assumption which does not account for 
strain energy history, and therefore results in an error due to the nonlinear strains caused near the 
notch tip. Verification of this should implement a hyper-elastic material model, but this was not 
part of the scope of this thesis (section 3.4). 
The experimental errors are usually achieved with experimental rigid body motion tests, but this 
test was not available in the Poitiers dataset. The random error was therefore inferred from a user 
selected region remote from the notch or specimen edges (experiencing uniform errors and strains). 
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The random errors were calculated using the standard deviation in this region after the strain effects 
were approximately removed using subtraction of planar fits. This provided estimates for the error 
of 5.4 % voxel (random error). This corresponds to a 1.5 % error in 𝐽 due to random displacement 
errors. Considering the slight curvature - approximately 4° over the specimen widths arc-length - 
provides a negligible contribution to the error (less than 0.5%). For the given value of the 
extrapolation (5 %), contributes a further 1 %. Therefore, the total error that can be accounted for 
in analytical results amounts to approximately 3 %, which is close to the standard deviation of the 
𝐽ℎ𝑦𝑏 (3.5 %) if it is calculated without the outlier at 35 % of the crack front. 
The contours for data points labelled (a), (b) and (c) are shown in Figure 7.14; in which (a) starts 
at the mid-plane toward (c), the value closest to the specimen edge. These values were selected by 
rounding to the nearest 𝑠 = 1/2, 𝑠 = 2/3 and 𝑠 = 4/5 on the crack front. Although not shown, the 
convergence was approximately symmetric – i.e. similar if (a), (b) and (c) were selected on the 
opposite side of the specimen. Poorest convergence can be found closer to the edge of the specimen 
suggesting that the rising edges that appear in Figure 7.13 are not an indication that some error 
source is reducing toward the specimen surface, but rather as an increase in error. 
7.4.2 Mixed mode experiment: inclined crack under shear loading 
Two prominent error sources related specifically to volume integrals and DVC data have been 
identified in the previous sections. The first is that DVC accuracy is limited by the natural pattern 
of the sample material. The second is that volumetric 𝐽-integral forms usually require integration 
of data close to the crack front. Previous sections have also shown that the volumetric 𝐽 forms are 
particularly sensitive to mixed mode data, with especially large errors incurred by masking of 
erroneous data without an appropriate replacement procedure (e.g. extrapolation). 
 
Figure 7.13: 𝐽 hybrid volume integral estimates, including the volume integral estimates (Abaqus) 
and the SENT analytical estimate in plane strain 
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Figure 7.14: Convergence plots for 𝐽-integrals  
evaluated at positions nearest to (1/2), (2/3) and (4/5) of the crack front. 
Note: (a), (b), and (c) refer to labels in Figures and 6.16. 
The previous section tested a configuration which minimised both error sources (i.e. high material 
feature contrast, nominally mode I deformations) for purposes of methodology validation. 
Therefore, to test the robustness of the method, a material with natural contrast pattern is studied 
under mixed mode loading in this section. The material is Magnesium alloy (WE43) which has 
high commercial value due to good castability, high strength, high creep resistance, high corrosion 
resistance and high flame (ignition) resistance. Hence it is widely used for structural components 
in aircraft for weight savings, and for orthopaedic implants due to its biocompatibility (Klocke et 
al., 2011). This experiment studies the capabilities of the developed methodology to extract mixed 
mode values using the glass-fibre shear loading rig that was introduced in section 5.2. (Figure 
5.10), involving an inclined notch. 
Experiment and material 
Magnesium alloy WE43 produces contrast patterns in X-CT reconstructions due to the attenuation 
variations between the Magnesium bulk material and rare earth precipitates (4wt% Yt, 3wt% Nd) 
at the grain boundaries. These are shown in the magnified image of the surface in Figure 7.15a, 
and more brightly in the X-CT reconstructed image (a central slice) in Figure 7.15b. The 
brightening effects close to the edges should not be mistaken for variations in precipitate density. 
Rather, this is due to beam-hardening, common (and persistent in this case39) X-CT image artifact 
(section 2.3.2). 
The elastic properties of Mg WE43 were provided by the manufacturer as Young’s modulus of 
44 GPa and a Poisson’s ratio of 0.35. The notch was machined using wire-Electrode Discharge 
Machining (wire-EDM) to minimize residual stresses and work hardening that would result from 
mechanical notch cutting methods. The notch was machined at an angle of 30° to each of the global 
axes 𝑋𝑖. The extremities of the sample (not shown) are flanged in the standard dog-bone shape to 
                                                 
39 Built in methods for removing beam hardening effects are available in Nikon software, but the could not be fully 
removed in this experiment. 
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ensure homogenous fields remote from the notch. For further details on the loading and imaging 
methodology see section 4.2. 
 
Figure 7.15: (a) Grain boundaries revealing precipitates in WE43 alloy Magnesium using aqueous 
saturated picric acid with HCL and a wetting agent, (b) X-CT scan of sample showing subset size 
and notch. 
Note: the notch width apparent in (b) is 50 % greater than the true notch width (0.3 mm) due to the 
acute angle (30o) between the notch and cross-section planes. 
 
Figure 7.16: (a) Inclined notch dimensions, (b) 𝐽-integral evaluations 
As with the previous case study, Figure 7.16b. shows the notch and integration volumes used for 
the evaluation of the 𝐽-integral in Figure 7.17. Note that the integration volumes marked (a), (b), 
and (c) in Figure 7.16b start at the mid-plane and proceed toward (c), the value closest to the 
specimen edge using values closest to (1/2), (2/3) , and (4/5) of the crack front (contours are shown 
in Figure 7.18). The approach was verified with a finite element solution to obtain reference values 
as shown in Figure 7.17, to which the values were normalised. The most apparent error is the effect 
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of rising 𝐽 values close to 0.2 on the crack front. It is estimated that this is a result of beam 
hardening as this end of the specimen has the longest crack. 
An error was calculated as the standard deviation from the finite element results as approximately 
5 % (excluding the rising error from fractions of 𝑠 = 0.2 - 0.35 on the crack front). The 
experimental noise was determined from rigid body displacements of the scans, with 
displacements determined with the same parameters, giving a resulting value of 6 % displacement 
noise. However, it should be noted that the Magnesium was significantly affected by outliers near 
the crack face due to the beam hardening effects, and possible other nonlinear effects due to 
tomography of conductive material (Mostafavi et al., 2015). Referring to Figure 7.4 this 
corresponds to an error of approximately 1.75 %, which is a significant under estimation, 
particularly between 𝑠 = 0.2 and 𝑠 = 0.35. Due to the relatively small contributions from rotation 
errors (which were minimal during testing), the remaining error source may be due to masking 
(𝑟𝑚= 5 %). As shown in Figure 7.9, once the mask faces have been replaced, the effects are 
minimal in the remote region from the crack tip, but create a characteristic deviation close to the 
crack front, which is prominent in the falling values between 0.5-1 mm in Figure 7.18. 
 
Figure 7.17: Normalised 𝐽 hybrid volume integral estimates, including the volume integral estimates 
(in-house FEM) and the SENT analytical estimate in plane strain 
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Figure 7.18: 𝐽 values along the crack fronts at position annotated in 7.18-19 
7.5 Conclusions 
The aim of this chapter was to verify the hybrid integral on DVC data, and identify sources of 
error. The analytical fields perturbation approach introduced in Chapter 0 was applied in 3D in 
this chapter. 
The error analysis revealed that the volume method is an order of magnitude more sensitive to 
errors, than the area integral used in the previous chapter. This was shown to be mainly due to the 
errors in the crack tip region, as evidenced by omitting these errors and retesting. Errors due to 
rotational misalignments were too slight to be of experimental concern - provided that manual 
alignment can be achieved within ±6° on each rotation axis (the limit of the range tested). 
Translational errors are also of little concern as the hybrid form has been shown to be resilient to 
misplacement of the integration volume provided that the crack front remains within the inner 
volume (𝑉0). Hence rigid body positional errors amount to less than 1 % if such errors can be 
assumed to be additive. As previously demonstrated on the surface, masking provides an effective 
and simple tool to eliminate crack face errors, but is only applicable to mode I data. Errors 
compounded in the volume to approximately 10 % under mixed mode loading. 
Experimental results from two case studies were analysed to verify the methodology in mode I 
and mixed mode cases. The mode I case used a polyurethane resin matrix with suspended copper 
particles and a V-notch crack in the SENT configuration. The 𝐽 values showed agreement to 
analytical and finite element (Abaqus volume integral) solutions to within 5 %, which was within 
the error bounds determined analytically. The mixed mode problem used a Magnesium WE43 
alloy with an inclined single edge rounded notch under shear and bending loads. The results were 
compared to the analytical solution for the SENT geometry, and Abaqus results. In both cases, the 
profile 𝐽 values could be determined to within 5 % of the finite element solutions, aside from 
outliers due to beam-hardening. 
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7.6 Summary 
The volume integral was verified in the hybrid form developed in Chapter 5. This chapter has 
quantified the errors in terms of the analytical method developed in Chapter 0 for the generation 
of synthetic fields and errors (Table 6.1) and error quantification (Table 6.2), but applied to the 
total 𝐽 instead of decomposed values. 
The resilience to random displacement errors, rotational errors about all three-axes, and errors due 
to masking, were tested. It was found that rotational errors amounted to less than 1 %, and masking 
errors are minimal if the masked data (0 – 5 % of the ROI) can be extrapolated with the linear 
elastic finite element solution. 
Two case studies were implemented to verify the mode I, and mixed-mode (I-III) cases. The results 
achieved error amplitudes within 5 % agreement to finite element estimates. The challenge in the 
mixed mode test was in sustaining convergence while approaching the surface. Comparing the 
tests shows that the 𝐽-integral is most prone to DVC errors under anti-symmetric (mode II-III) 
loading, consistent with the surface implementation (Chapter 0). 
Testing in the volume used X-ray computed tomography to acquire images and DVC for 
displacement maps. The measurements were verified on two configurations: a SENT polyurethane 
composite specimen (mode I), and a shear loaded inclined notch in Magnesium alloy-WE43 
(mixed-mode). The 𝐽-integral was verified against values from finite element fields, showing 
similar sensitivity to mixed-loading. 
Further decomposition of the volume integral is required to obtain SIFs. However, the existing 
approaches do not allow for contour independent extraction of the anti-symmetric modes from the 
𝐽-integral. The next chapter discusses the limitations of the existing approaches, and proposes two 
extensions to improve the contour independence of extracted SIFs. 
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8 Application of the decomposition method to the 
volume integral and DVC data 
 
This chapter investigates the extraction of SIFs from displacements in the volume using the 𝐽-
integral and the decomposition method. Chapter 5 developed the hybrid volume integral form 
which was tested experimentally in Chapter 7. This chapter concentrates only on the 
decomposition of the volume integral. Therefore, Chapters 7 and 8 combined, achieve for the 
volume what was achieved on the surface in Chapter 0. Previous DVC datasets introduced in 
Chapters 4 and 7 assist with the analytical, numerical and experimental verifications. 
This chapter was presented at the 11th British Society of Strain Measurement Conference 
(Molteno et al., 2016), and has been prepared for publication in the International Journal of Solids 
and Structures with co-authors: Marrow and Becker. The contributions of the authors are: 
• The author (Matthew Molteno): Developed the method. 
• Prof. James Marrow, Dr Thorsten Becker: Standard supervisory roles. 
Other noteworthy contributions from non-co-authors: 
• Prof. Meinhard Kuna and Prof. Bhushan Lal Karihaloo: Both gave assistance in some detail 
on the history of the method (section 8.2), and the mode III component of displacements 
(section 8.4.1) via telephone conversations and email. 
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8.1 Introduction 
It is important to consider that the decomposition method was originally developed for 
implementation on planar problems (Ishikawa et al., 1980; Ishikawa, 1980). Since its inception, it 
was has been successfully on propagating elasto-dynamic (Nishioka and Atluri, 1984), elastic-
plastic (Diekmann et al., 1991) cracks, to decompose 𝐾𝐼 and 𝐾𝐼𝐼. The standard approach allows 
direct extraction of 𝐾𝐼−𝐼𝐼𝐼 factors from planar experimental data as published by the author 
(Molteno and Becker, 2015c). 
A property of the decomposition method is that separation of the fields (which uses symmetry 
operations) is theoretically unaffected by crack tip uncertainty in the plane of symmetry (the 𝑥1 
direction in all approaches in this thesis), as this is also the symmetry plane about which crack tip 
fields are reflected. The experimental advantages of this feature are apparent when crack tip 
positions are too fine or complex to precisely determine experimentally (e.g. due to micro-cracking 
or due to small COD values in hard materials). This has the possible advantage over alternatives 
such as field fitting approaches (Huchzermeyer, 2017; Roux et al., 2009), and the interaction 
integral which both require placement of analytical fields at the crack tip position. It should be 
mentioned that the errors incurred by the interaction integral by DVC errors have not been 
quantified. However, the errors due to crack tip position uncertainty appear to have a strong effect 
on the accuracy of 𝐽 in the volume (Rannou et al., 2010).  
As shown in Chapter 0, the decomposition method can be used as a pre-processing stage to the 𝐽-
integral, allowing for the convenient application of different 𝐽-integral forms interchangeably. 
However, the sensitivity of the 𝐽-integral to errors has been shown to be significantly affected by 
the choice of 𝐽 formulation in Chapters 5 and 0. The intention of this chapter is to review the 
decomposition method in the volume to consolidate the literature, and test the applicability to the 
methodology developed in Chapter 7. The presently available approaches, mainly the method by 
Rigby and Aliabadi (Rigby and Aliabadi, 1998), stipulate the use of a specialised 𝐽-formulation 
which is implemented within the BEM environment. Two extensions to the method are proposed 
which allow for use of the method with DVC data in a similar manner to Chapter 0, i.e. enabling 
the extraction of mode I, II and III SIFs using the classical 𝐽 integral formulations. The approach 
is demonstrated using the hybrid 𝐽-integral form developed in Chapter 6 on numerical and 
experimental data. 
The layout of this paper is as follows: section 8.2 contains the historical perspectives on the 
decomposition method. section 8.3 contains the theoretical framework presenting the 𝐽-integral 
and decomposition method formulations. Section 8.4 contains the experimental implementation 
on finite element displacement fields. This methodology is used to determine the experimental 
sensitivity to noise and crack face masking. Section 8.5 presents the experimental validation using 
Magnesium alloy – WE43 with an inclined straight notch. 
8.2 Decomposition in the volume: historical perspectives 
The decomposition method is derived from the observation that the singular stress terms of 
Williams series expansion can be directly separated based on their unique symmetry (see Equation 
(2.13)). For 2D planar fields (i.e. only modes I and II), the mode I stresses are symmetric, and 
mode II stresses are anti-symmetric about the crack plane. Subsequent developments to 3D are 
reviewed below. The order is chronological, except in cases where methods have been amended 
by later works. 
To the best knowledge of the author, the first application of the decomposition method to obtain 
mode I-III SIFs from the 3D crack front was by Nikishkov and Atluri (1987) who used the classical 
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volume integral form within the finite element framework presented at this time in (deLorenzi, 
1982; Shih et al., 1986). In the following decade, the same numerical approach was presented by 
Shivakumar and Raju (1992) who tested different virtual crack extension fields, and by Červenka 
and Saouma (1997) who tested the method on arbitrary (i.e. not necessarily symmetric) finite 
element grids (Červenka and Saouma, 1997). In the preceding works, the 𝐽-formulation for mode 
III contained principle stress in the 𝑥3 direction, which was missing from the decomposed terms 
appearing in the work by Rigby and Aliabadi (Rigby and Aliabadi, 1998), and was more recently 
addressed through a direct formulation of the mode III Eshelby tensor by Eriksson (2007). 
In 1993, Rigby and Aliabadi (1993) and Huber et al. (1993) showed that in general, only mode I 
can be decomposed from 3D fields. Consequently, the 𝐽 integral may only be separated into 
symmetric part 𝐽𝑆 (mode I), and an anti-symmetric 𝐽𝐴𝑆 (modes II and III) parts
40. Rigby and 
Aliabadi (1993) proposed direct separation of 𝐽𝐴𝑆 using a ratio derived from the COD 
measurements, and an alternate path-area integral form. Huber et al. (1993) demonstrated by the 
substitution of analytical fields from (Williams, 1957) into the decomposed 𝐽-integral equations, 
that contour dependence is lost in the far field when higher order terms are present, but correct 𝐽 
values result close to the crack front due to K-dominance. 
It should be noted that there is disagreement between these two methods. Rigby and Aliabadi 
(1993) derive a decomposition method (and accompanying path-area integral) from stresses which 
results in a decomposition of displacement gradients, whereas Huber et al. (1993) apply the 
method directly to the displacement and stress components. Although the stress components are 
decomposed identically, the displacement gradients do not equate because Rigby and Aliabadi 
specify gradient rules which are dependent on the mode of decomposition (1998). No such rules 
are discussed by Huber et al. (1993). These works were published within a few months of each-
other. 
An important development was the revision of the approach by Rigby and Aliabadi originally 
presented in 1993 in (1998). In this later work, an error in the 𝜎33 term
41 in mode II was reallocated 
to mode III. This amendment applies to the earlier works (Huber et al., 1993; Shivakumar and 
Raju, 1992; Rigby and Aliabadi, 1993; Nikishkov and Atluri, 1987; Chen and Atluri, 1989), and 
provided a revised form of the path-area integral in the works (Rigby and Aliabadi, 1993; Huber 
et al., 1993). Certain of these works showed that the effect was a particular loss of contour 
independence between modes II and III, mainly in estimation of 𝐾𝐼𝐼𝐼 (Rigby and Aliabadi, 1993) 
– most clear in Figure 7 of that reference. 
The method presented by Rigby and Aliabadi is a path-area integral form which requires 
differentiation of stresses near the crack tip and relies on a single slice transverse to the crack front. 
The formulation is particularly suited to BEM analysis in which calculations of the interior 
displacement gradients and stresses are derived from the Somigliana identity, as discussed in 
(Rigby and Aliabadi, 1993; Aliabadi, 1997). The advantage of the approach is that accurate 
displacements and stresses can be obtained near the crack front, which is necessary for the 𝐽-
integral form proposed by Rigby and Aliabadi (1998). As with 𝐽 calculation, FEM approaches 
generally defer to the volume integral (Shivakumar and Raju, 1992; Nikishkov and Atluri, 1987; 
Červenka and Saouma, 1997). It is worth mentioning that a recent work by Nikishkov et al. (2016) 
uses a different definition for 𝐽𝐼𝐼𝐼 from other decomposition approaches in order to apply the direct 
approach. His definition includes 𝜎33, 𝜀33 and 𝑢3 in the mode III 𝐽 integral in agreement with his 
and other co-authors earlier work (Nikishkov and Atluri, 1987).  Their results seem to show 
                                                 
40 The reference to symmetric or anti-symmetric refers to stress and strain components only. The same grouping 
does not occur in other field quantities (e.g. displacements, displacement gradients, or strain energy). 
41 See Equation 50 in (Rigby and Aliabadi, 1998).  
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improvements in accuracy but requires a numerical solver and data close to the crack front (see 
further details of this method by Nikishkov and Atluri in section 2.2.3). This is not possible with 
DVC data, and it is not clear if the 𝐽𝐼𝐼𝐼 definition is correct because the 𝜎33 term tends to zero close 
to the crack front (Equation (2.13)). However, there is no volume integral developed from the 
approach of Rigby and Aliabadi (Rigby and Aliabadi, 1998). It is unclear if such an approach 
requires modification from the classical form as the previous works have not reconciled with the 
definition presented in (Rigby and Aliabadi, 1998). 
8.3 The decomposition of DVC displacements 
Decomposition of crack tip fields and evaluation of the 3D 𝐽-integral occurs in the local co-ordinate 
system 𝑥𝑖(s) along an arbitrary crack front shown in Chapter 7, in which the implementation of 
the hybrid volume integral is given (Equation (7.1)). 𝐽 determined by the above equations is equal 
to the sum of the independent 𝐽 values obtained from fracture modes I, II and III: 
in which 𝐸, 𝑣 are the elastic Young’s modulus and Poisson’s ratio, and 𝐸′ depends on the stress 
state (Equation (6.16)). Recall that the 𝐽-integral calculated on experimental fields after the 
removal of all but the mode of interest (M), naturally computes JM – the modal component of the 
field (section 2.2.5). The decomposition method proposed by Ishikawa allows for the separation 
of modes based on symmetry about the crack plane (Ishikawa et al., 1980; Nikishkov and Atluri, 
1987). For 3D problems, the displacement components can only be considered in symmetric and 
anti-symmetric parts (Equation (8.2)); where the symmetric part is purely mode I and the 
antisymmetric part is contains both mode II and III deformations. 
Here, the notation 𝑢𝑖
′ represents a displacement field that has been reflected about the crack plane 
(𝑢𝑖
′ = 𝑢(𝑥1, −𝑥2)𝑖), in the local co-ordinate system of the crack front as shown in Figure 7.1. 
Equation (8.2) can be used to obtain the symmetric and antisymmetric 𝐽-integral components (𝐽𝑣𝑜𝑙𝑆 
and 𝐽𝑣𝑜𝑙𝐴𝑆) using the volume integral definition (Equation (2.39)), applied to the symmetric and 
anti-symmetric modes (𝑀 = 𝑆, 𝐴𝑆). 
 
𝐽1 = 𝐽𝑆 + 𝐽𝐴𝑆 
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with elastic stresses, strains and strain energy derived from decomposed displacement data 𝑢𝑀𝑖 
with, 
The displacement gradients for Equations 7.7-9 are described as, 
in which the gradient (𝜕𝑥3) is separated from in-plane gradients by the derivation in (Rigby and 
Aliabadi, 1998). Note that the mode I components have full entries (for 𝑖 = 1,2,3), whereas the 
anti-symmetric entries are shared between modes II and III. When only symmetric and 
antisymmetric displacement gradients are desired, summation of the anti-symmetric terms yields 
a compact form using traditional gradients to differentiate Equation (8.2). This can be applied 
directly to DVC displacement data, but will only provide 𝐽𝐼 and 𝐽𝐴𝑆 (= 𝐽𝐼𝐼 + 𝐽𝐼𝐼𝐼). The full 
decomposition of displacements has been presented as well as partial decomposition into  𝐽𝐼 and 
𝐽𝐴𝑆. The following section applies these two methods to numerical data. 
8.4 Application to finite element data 
In Chapter 0, the Williams series was used as an analytical crack tip field to verify the 𝐽-integral 
in modes I – III. The advantage of this analytical approach is that 𝐽 calculations can be computed 
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fields can be highlighted. However, the Williams series does not generate coupling between modes 
II and III series expansions. For this section, a finite element based approach is needed – reutilizing 
the problem from Chapter 5. As presented in section 5.5, the example finite element model is of a 
rectangular single edged block (20×20×40) simulated using Abaqus software (ver. 6.13). The 
model uses banded mesh refinement (see Figure 5.3c). The following experiments operate on the 
mid-plane of this problem applying the decomposition method outlined in the previous section, 
and two proposed modifications. 
The results are shown for 𝐾𝐼, 𝐾𝐼𝐼, and 𝐾𝐼𝐼𝐼 extracted using Equation (8.7) and are shown in Figure 
8.1. Reference values are shown using the same marker as generated by the Abaqus interaction 
integral (Dassault Systèmes Simulia et al., 2013). The converged values from the final contour 
(contour 12) were used to mark the reference levels (black lines in Figure 8.1). 
The results show that contour independence occurs in mode I after 3 rings of elements, whereas 
modes II and III exhibit different deviations. It  is worth mentioning that reports in literature mainly 
indicate errors in mode III (Rigby and Aliabadi, 1993; Rigby and Aliabadi, 1998; Nikishkov and 
Atluri, 1987), whereas there is no marked difference in these results. The errors are within 2-7%, 
which are close to the range observed in Figure 7 of (Rigby and Aliabadi, 1993), and Figure 12a 
in (Shivakumar and Raju, 1992). 
Instead of decomposing into three separate parts, the second test decomposes the results into 
symmetric (mode I) and antisymmetric (mode II and III), this time using Equation (8.2), results in 
only two contour plots, mode I remains unchanged, but modes II and III combine to form the 𝐴𝑆 
part. This numerical verification supports the assertion that the 𝐽𝐴𝑆 component is contour 
independent (Rigby and Aliabadi, 1998). 
 
Figure 8.1: K values estimated from the mid-plane of finite element results, decomposition into 
mode I, II and III components. 
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Figure 8.2: Decomposition into symmetric (mode I) and anti-symmetric (modes II and III) 
components 
8.4.1 Discussion 
The apparent loss of contour independence between modes II and III is investigated by direct 
inspection of the analytical fields, focusing on the displacement components. The analytical 
solutions were implemented in Matlab using the definition provided by Kuna (2013a), and verified 
against the definitions given by Williams (Williams, 1957), Xiao and Karihaloo (Xiao and 
Karihaloo, 2007), Huchzermeyer (Huchzermeyer, 2017), and Anderson (Anderson, 2005). 
The displacement fields are displayed in Figure 8.3, with normalised amplitudes, showing the first 
𝑛 = 1: 4 terms for illustrative purposes. For example, the symmetric displacement fields show that 
the in-plane components (𝑢1 and 𝑢2) are unique from the anti-plane (𝑢3). Note that zero-valued 
crack tip fields are shown by blocks shaded with uniform grey. 
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Figure 8.3: Analytical displacement fields including higher order terms 
Figure 8.3 also shows that modes I and II are uniquely symmetric and antisymmetric and may be 
separated directly using Equation (8.2). However, the components of the mode III 𝑢3 
displacements are alternate between symmetric and anti-symmetric, expressed as (Kuna, 2013a); 
in which ?̃?3
(𝑛)
 is an angular function with symmetric and anti-symmetric terms, 
Equation (8.9) contains symmetric and anti-symmetric components. The application of Equation 
(8.2) preserves the symmetric terms in mode I and the anti-symmetric terms in modes II and III, 
however, it is unclear how mode II and mode III are affected individually, i.e. if Equation (8.6) is 
applied. 
In some approaches, the 𝑢𝑆3 components are neglected because they are non-singular (Hui and 
Ruina, 1995; Molteno and Becker, 2015c). More commonly they are placed in mode I as shown 
in Equation (8.6) (Huber et al., 1993; Nikishkov and Atluri, 1987; Shivakumar and Raju, 1992). 
Although these terms are non-singular, omission of these terms will lead to loss of stress 
equilibrium when the symmetric part is suppressed in either modes II or modes III. Rigby and 
Aliabadi provide this reasoning directly through manipulation of the stress terms in the Eshelby 
 𝑢3
















𝜃) 𝑓𝑜𝑟 𝑛 = 2,4
 (8.9) 
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tensor (Rigby and Aliabadi, 1998). In their work, it is shown that the usual commutative property 
of partial derivatives42 used to derive strain does not apply between modes II and III, 
Applying the divergence theorem to Equation (7.1) on the closed boundary 𝑆 assuming that no 
discontinuities exist within the domain enclosed by 𝑄 (𝑉) (Shih et al., 1986), gives (as shown on 
page 565 of (Anderson, 2005)): 
Following the procedure of Rice (1968), the requirement for contour independence is met if the 
following equalities hold. 
If the stress fields are in equilibrium, the far right-hand-side of (8.12) simplifies to: 
However, direct application of the decomposition method does not allow for stress equilibrium in 
the far field of the crack for the case of 𝑀 = II or III, as shown in (Rigby and Aliabadi, 1998). This 
identity is usually required to eliminate the second term in Equation (8.11) which contains 
derivatives of stress and strain energy (i.e. then becoming the classical volume integral form). This 
evidence is supported by the numerical study and results in Figure 8.1 and Figure 8.2. Further 
work is needed to determine the full form of the mixed mode volume integral. 
8.4.2 Proposed extensions 
The works of (Huber et al., 1993; Rigby and Aliabadi, 1993) show that 𝐽 can be decomposed into 
contour independent symmetric and anti-symmetric parts. It was proposed by Rigby and Aliabadi 
to determine a ratio between 𝐽𝐼𝐼 and 𝐽𝐼𝐼𝐼 (Rigby and Aliabadi, 1993) (see Equation 54 of this 
reference), This ratio is defined here as, 
Therefore, from Equation (8.1), 
                                                 















) , 𝑀 = 𝐼𝐼, 𝐼𝐼𝐼. (8.10) 
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, 𝑅𝐴𝑆 ∈ [0,1] (8.14) 
𝐽𝐴𝑆 = 𝐽𝐼𝐼 + 𝐽𝐼𝐼𝐼 = 𝐽𝐼𝐼 + 𝐽𝐼𝐼 𝑅⁄ 𝐴𝑆 = 𝐽𝐼𝐼𝐼𝑅𝐴𝑆 + 𝐽𝐼𝐼𝐼 , 𝑅𝐴𝑆 ∈ [0,1] (8.15) 
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Hence 𝐽𝐼𝐼 and 𝐽𝐼𝐼𝐼 can be calculated using, 
Once determined, 𝑅𝐴𝑆 allows the use of Equation (8.1) and (8.2) to determine the mode I-III SIFs 
using the decomposition into only the symmetric and anti-symmetric parts. Such an approach is 
simple, requiring only the standard 𝐽-integral procedure and Equation (8.16) to firstly calculate 𝐽𝐼. 
Two such approaches to obtain 𝑅𝐴𝑆 are proposed in the remainder of section 8.4.2. 
Note that a mode II/III ratio based approach has also been proposed by Sollero and Aliabadi 
(Sollero and Aliabadi, 1992) and Rigby and Aliabadi (Rigby and Aliabadi, 1993). However, these 
methods derive the anti-symmetric ratio (𝑅𝐴𝑆) from crack face displacements, which are of poor 
quality with DVC data. The following sections present two alternatives to calculate the anti-
symmetric mode ratio, 𝑅𝐴𝑆. The first proposed method follows a similar approach but instead 
considers the stress field ahead of the crack front as this region in DVC is less unaffected by the 
fracture faces – this method is hence called the stress ratio method. The second method proposes 
determination of the ratio with the help of the interaction integral approach. 
Stress ratio method 
This method finds the ratio based on the stress fields ahead of the crack front. The stress intensity 
factors for mode II and III are fundamentally defined in terms of the stresses 𝜎12 and 𝜎23 in the 
limit of the crack front, 
This relation is extended into the nearby surrounding K-dominant region with the asymptotic stress 
fields by Williams (1957), 
Selecting the plane ahead of the crack axis (𝜃 = 0, see Figure 2.6) sets the sine terms in 7.17 to 
zero. Then, dividing Equations (8.19) by (8.20) gives, 
This ratio is only exact in the absence of higher order or super-singular crack tip field terms. It is 
possible to remove the symmetric part of 𝐽 using the decomposition method using Equation (8.2), 
leaving, 
 𝐽𝐼 = 𝐽𝑆, 𝐽𝐼𝐼 =
𝐽𝐴𝑆
1 + 1 𝑅𝐴𝑆⁄




 𝐾𝐼𝐼 = lim
𝑟→0
𝜎12√2𝜋𝑟 (8.17) 
 𝐾𝐼𝐼𝐼 = lim
𝑟→0
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Substituting Equation (8.22) into Equation (8.21) gives, 
Writing in full gives (see Equation (8.16)), 
The result is a plane of values ahead of the crack front which estimate the 𝑅𝐴𝑆 value. In planar 
crack problems 𝑅𝐴𝑆 is constant, however in 3D problems, 𝑅𝐴𝑆 deviates from its true value the 
further the measurements are from the 𝐾-dominant zone. In the present analysis, stable 𝑅𝐴𝑆 values 
require averaging the results in the 𝜃 = 0 plane in a 𝐾-dominant region to obtain a robust estimate. 
Antisymmetric interaction integral method 
This method is similar to direct application of the interaction integral on the anti-symmetric field 
decomposed using Equation (8.7). However, the difference in the presented method is that the 
separation is based on a ratio between mode II and mode III auxiliary fields, and therefore is shown 
to be robust to crack front position. 
The interaction integral, developed by Stern et al. (Stern et al., 1976), and Yau et al. (Yau et al., 
1980), determines 𝐾𝐼, 𝐾𝐼𝐼, 𝐾𝐼𝐼𝐼 as a result of the Maxwell-Betti reciprocity theorem within the 𝐽-
integral framework. In this case, only 𝐾𝐼𝐼, 𝐾𝐼𝐼𝐼 are considered but the framework can be extended 
to extract each mode and the T-stress (Walters et al., 2005). The method requires two load cases, 
the first is the original crack data (load case (1)), and the second is a load case in which the SIFs 
are known (2). Load case (2) is most readily generated by the 𝐾𝐼−𝐼𝐼𝐼 terms of the Williams 
expansion. The only specific requirement is that the auxiliary fields are positioned at the crack tip 
position identified in load case (1) to be physically permissible. The superimposed fields for load 
cases (1) and (2) required are the same as those needed for the 𝐽-integral, 
Substitution into the classical 𝐽-volume integral Equation (7.1). and grouping terms results in four 
parts,  























































, (𝑖, 𝑗 = 1,2,3) 
 
(8.24) 
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Here, grouping refers to terms containing one or both of load cases (1) and (2) in Equation (8.24). 
Of particular interest are the terms, 
which contain coupled (1) and (2) terms. The interaction integral procedure provides direct 
evaluation of individual elastic 𝐽 values with the relation (Walters et al., 2005; Kuna, 2013b).  
In which the relation between 𝐽𝑀 and 𝐾𝑀 in Equation (8.1) has been used, and 𝐸
∗ relates to 𝐸′ in 
Equation 7.4 with, 
Note that Equation (8.28) requires the auxiliary fields (2) to be generated from pure mode I, II or 
III fields. For example, calculating 𝐽𝐼𝐼 requires auxiliary fields with 𝐾𝐼𝐼 = 1.0, 𝐾𝐼 = 𝐾𝐼𝐼𝐼 = 0. Then 
the anti-symmetric 𝐽 ratio can be determined with Equation (8.28) using 𝑀 = 𝐼𝐼, 𝐼𝐼𝐼 and Equation 
(8.2) (Walters et al., 2005). 
Figure 8.4 shows results of the anti-symmetric modes II and III correctly portioned using the stress 












































, (𝑗 = 1,2,3) (8.28) 
 𝐸∗ = {
  𝐸′ for 𝑀 = 𝐼, 𝐼𝐼,
  𝐸 (1 + 𝑣)⁄ for 𝑀 = 𝐼𝐼𝐼,
 (8.29) 
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Figure 8.4: Decomposition of JAS by obtaining RAS using (a) the stress ratio and (b) the interaction 
integral method - mode I results (KI) remaining unchanged. 
8.5 Application to experimental data 
Whereas Chapter 7 was concerned with application of the 𝐽-integral along the mixed-mode crack 
front. This chapter is concerned with contour independence within the volume. This section 
considers a larger lateral slice transverse to the crack front on the mid-plane (as indicated in Figure 
6.18b – position (a)), inhibiting motion along the crack front. The experimental setup and DVC 
parameters for analysis are presented in section 6.4.2. 
The crack front positions were analysed in Figure 6.19 and an expected accuracy of 5 % was 
estimated. As can be seen from the results below, the accuracy to within approximately this factor 
is apparent in the contour results. Notably, the results consistently exceed the expected 𝐾𝐼−𝐼𝐼𝐼. 
 
Figure 8.5: Contour plots for the interaction integral method (+) and the stress ratio method (o). 
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8.6 Conclusions 
The decomposition method in the volume has been reviewed, historically, theoretically, 
numerically on finite element data, and experimentally on DVC data. The historical perspectives 
showed that many of the early works on the decomposition method in the volume were 
implemented prior to changes presented by Rigby and Aliabadi (Rigby and Aliabadi, 1998). The 
amendments included reallocation of a 𝜎𝐴𝑆33 term to mode II, and a revised 𝐽-integral equation 
which is of the path-area integral form. These are highly relevant to this work as the path-area 
form has previously been determined to be particularly inaccurate on DVC data due to crack face 
errors. 
A numerical study performed on finite element fields generated in Chapter 5 showed the expected 
result that the anti-symmetric combined modes are convergent, while separated modes II and III 
are not. These findings were confirmed by direct application of the decomposition method using 
the volume integral developed in Chapter 7. 
Causes for the loss of contour independence were discussed by inspection of analytical crack tip 
fields. This showed that the antisymmetric terms are suppressed in an alternating series. The 
discussion also develops the approach originally used by Rice to prove path-independence to 
demonstrate that, if a valid form of the volume integral exists, it would involve derivatives of stress 
that otherwise disappear if only symmetric and anti-symmetric decomposition is used. As this fell 
outside the scope of this thesis, a different avenue was examined in which the 𝐽𝐴𝑆 was split into 
the mode II and III parts as a proposed post-processing stage. Two different methods were 
developed to achieve this – both methods determine a ratio of 𝐽𝐼𝐼/𝐽𝐼𝐼𝐼 to split 𝐽𝐴𝑆. The first method 
employed the analytical definitions for mode II and mode III stresses to solve for the ratio in the 
stress field ahead of the crack front. The second method used the interaction integral approach to 
solve for the ratio directly. 
These methods have been applied to the experimental mixed mode experiment presented in 
Chapter 7. The results are difficult to discern, suggesting that either approach is equivalent. 
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8.7 Summary 
The decomposition method has been implemented on the surface in Chapter 0, and reviewed and 
implemented in the volume in the present work using DVC displacements. Direct application of 
the revised decomposition method using decomposed displacement gradients method prescribed 
by Rigby and Aliabadi (1998) results in contour dependence in the anti-symmetric modes II and 
III. A derivation was followed showing that – similar to the new path-area integral form derived 
by Rigby and Aliabadi (1998) – a volume integral form is needed. 
Two alternative approaches were developed, which enable the separation of 𝐽𝐴𝑆 based on a ratio 
between modes II and III, derived on analytical formulas, and the interaction integral. This form 
was successfully tested on DVC data, showing approximate convergence in all three results. 
The decomposition method has been tested experimentally, for example by (Diekmann et al., 
1991). However, this objective aims to test the method on image correlation data both on the 
surface (including out-of-plane motion) and the volume. Such 3D implementations have not been 
tested before on either DIC or DVC data, and will require special attention to the volume due to 
the loss of contour independence experienced by the 𝐽-integral under typical decomposition 
conditions (see the end of section 2.2.6). 
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9 Discussion 
Throughout this thesis, each chapter has been written as a self-contained section; having an 
introduction, the main subject matter, relevant discussions and a concluding summary. This 
chapter maintains a similar format, yet aims to develop the discussions of the previous chapters in 
the context of the objectives set out in section 3.2 and in situ structural measurements. The 
intention is to link the three main aspects of this thesis; the replacement of unreliable experimental 
displacements, the required 𝐽-integral methodologies for surface and volume evaluations, and the 
decomposition of mixed-mode parameters. The limitations of the proposed methodology are 
illustrated by laboratory and Synchrotron X-ray imaging results, acquired for this chapter. 
It is also a goal of this chapter to discuss the capabilities of these techniques in the broader context 
of in situ structural evaluation and monitoring, which are proposed in terms of future work and 
recommendations for Eskom in the final sections. 
9.1 Introduction 
The work in this thesis was motivated by the considerable attention that DIC and DVC methods 
have gained in recent years for monitoring material behaviour, and the growing potential of these 
methods for in situ structural integrity assessments. For this purpose, the LEFM framework and 
mixed-mode stress intensity factors were motivated in section 1.3, as the most imminently 
realisable by full-field methods, and the most widely-used in industry. 
The early work achieving this involved direct parameter fitting to displacement fields acquired 
using DIC. These measurements use the linear relation between stress intensity factors and 
analytical crack tip fields (McNeill et al., 1987). This approach has been used for the matching of 
experimental displacements and crack tip positions, both in LEFM (Réthoré et al., 2005) and 
EPFM (Yoneyama et al., 2014). 
A subsequent approach was introduced named JMAN, developed prior to this thesis by Becker et 
al. (2012). It enabled direct measurement of the 𝐽-integral on DIC data through the finite element 
framework. The approach enabled measurements of crack growth without the requirement for 
crack length. This methodology was combined with the double torsion experiment which allows 
for stable crack growth in brittle materials (Becker et al., 2011). The experiment is also well suited 
to optical surface measurements due to the high aspect ratios of double torsion specimens (a large 
frontal area available for surface imaging). 
This thesis has focused on the experimental implementation and limitations of the 𝐽-integral and 
decomposition into mode I, II and III parts. The findings are highly applicable to methodologies 
such as JMAN as the decomposition method provides the only means known to the author to 
theoretically preserve crack length insensitivity in the decomposed SIFs (discussed in Chapters 0 
and 8). The JMAN approach has already been used to identify discrepancies between the analytical 
crack length, 𝐾𝐼, and 𝐽 estimated using JMAN. This framework therefore has excellent 
applicability to the double torsion testing methodology, as the contributions from the separate 
modes of fracture may also be obtained in a crack front independent manner. 
9.2 Minimisation of displacement errors 
A frequent motivation for the 𝐽-integral technique is that the displacement accuracy, geometry and 
material properties can be accurately estimated in the regions remote from the fracture. Such 
laboratory experiments frequently assume that the elastic limits of the remote field are not 
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exceeded to enable successful application of the 𝐽-integral and study the developing damage 
mechanisms (Huchzermeyer, 2017). However, outliers are known to concentrate at material 
boundaries, and particularly close to the crack front. 
Despite the development of advanced techniques to obtain improved displacements close to 
discontinuities (Poissant and Barthelat, 2010; Wang and Ma, 2014; Hild and Roux, 2006b; Helm, 
2008; Fujikawa, 2005), and methods to subsequently smooth displacements such as the method of 
(Yoneyama, 2011), are seldom sufficient to address the problems involved in modern imaging 
techniques, in which the artifacts are still a problem. The example provided here is an experiment 
conducted using the Diamond Light Source (DLS) synchrotron facility (Harwell, UK) available 
through the collaboration with Oxford during this doctoral work. The results are intended to 
demonstrate the imaging capabilities possible in the volume of the chosen sample geometry. 
Figure 9.1a shows the double torsion loading rig used for the experiment. As can be seen in the 
reconstruction of the central slice in Figure 9.1b, the features could not be fully resolved due to 
strong nonlinear (NL) crescent ring and vertical stripe artifacts. Note that slices further from the 
central slice contain significantly higher levels of random image noise, yet the nonlinear artifacts 
maintain a high clarity in these regions. The result is that the stripe and ring artifacts dominate the 
correlation throughout most of the image volume. As is the case with many standard geometries, 
the crack path traverses the centre of the specimen. As this is also the centre or rotation of the 
sample, it is common practice to offset the specimen so that the centre of rotation and the crack 
path are not co-linear. However, this offset is limited if the flanking regions surrounding the 
fracture are needed for calculation of the 𝐽-integral. 
Such artifacts are usually removed as a matter of course using stripe and ring artifact removal 
routines. The in-house artifact removal method implemented at DLS – a combined wavelet-Fourier 
filtering tool (Trtik et al., 2009) – is shown in Figure 9.1c. Note that Figure 9.1 (b) and (c) are of 
the same image volume, and the same central slice.  
As shown in Figure 9.1c, the in-house routine does not fully remove such artifacts, leaving low 
frequency ‘ripples’ throughout the images. DVC computations using the treated images (Figure 
9.1c) were also corrupted by such artifacts, with errors concentrating at the specimen borders and 
centre of rotation. Although edge preservation on displacement fields is possible by traditional 
outlier removal methods (e.g. median filtering), such methods are unsuccessful when outliers are 
subtle and distributed as in (Figure 9.1c). In this case, the sparsity of the natural texture relative to 
the artifact density also poses a challenge. 
An approach is presented in this thesis which addresses displacement artifacts using an energy 
based criterion to separate random errors from outliers. Such non-normally distributed errors, 
particularly in high stress regions, have been identified as a significant cause for error in 𝐽 
estimations in the volume in Chapter 7. The presented approach enables the suppression (or 
complete removal in linear elastic cases) of non-random errors from the integration region before 
𝐽 is calculated. Such an approach is beneficial if the subsequent method employs numerical 
integration, as this enables cancellation of positive and negative errors. 
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Figure 9.1: Crack propagation in double-torsion loaded polygranular graphite; (a) loading rig and 
sample; (b) extracted image containing ring artifacts; (c) removal of artifact, and non-linearities on 
the ring and border (NL) 
Note that a prior knowledge of the random displacement error is needed, which may be a limitation 
if beam time is limited (e.g. for rigid body tests). In such cases, the theories developed by Besnard 
et al. for DIC (2006) and Leclerc et al. for DVC (2011) to predict displacement errors from subset 
parameters may be useful. 
As the intended use is with the 𝐽-integral approach, application of the technique to material non-
linearities may be of great relevance to future use of the method. Such non-linearities may be 
quantified in terms of their effects on the underlying displacement data in terms of the following 
experimental conditions: 
Linear elastic deformations 
In this material state, the finite element framework employed by the artifact removal tool is linear 
elastic, which will yield the most accurate results. However, it is worth considering the case of 
excessive iterations without termination, from which two effects will emerge. Firstly, incorrect 
assumption of the material distribution (e.g. due to incorrect masking of the image in DIC) would 
favour outlier removal in regions related to the true sample position in the reference configuration. 
Secondly, an effect will be introduced by displacement errors on the boundary as these nodes are 
not modified in any way by the methodology of Chapter 4. Hence the methodology relies on the 
statistical dominance of data within the boundary and on the selection of boundaries in regions in 
which outliers are minimal. 
Distributed damage 
Distributed damage is here assumed to be low gradient (e.g. plastic and thermal effects on Young’s 
modulus). This would result in a correspondingly low gradient offset in the |𝑓| values. These results 
in turn would lead to a bias toward the removal of artifacts in damaged regions. 
These effects have been minimised throughout the thesis to enable the use of the LEFM framework 
for verification. Nonetheless, distributed damage frequently emerges in Eskom power plant 
conditions and is a primary cause for crack initiation, for example due to creep, or variation in 
microstructure due to thermal cycles. These effects have been observed in austenitic stainless steel 
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(type 304L) Arcan samples (mode I). Although not formally reported in this thesis, it is worth 
mentioning that artifact removal was initially successful, localising around speckle-pattern damage 
(due to flaking under large strains). Subsequent iterations concentrated on the removal of nodes at 
the boundary between elasticity and plasticity, indicating that attention to this region would 
provide a significant improvement in applications to non-linear deformations. The robustness of 
the method to distributed damage in the early iterations is attributed to the sparseness of the 
removed data relative to unaltered neighbours. 
Localised damage 
In the context of this thesis, such damage is concentrated at the crack tip and front. Depending on 
the extent of the damage, this is likely to be strongly affected by smoothing in the initial and final 
iterations. However, the extent of such effects is challenging to quantify using the DIC and DVC 
approaches which are inaccurate in such regions. 
Discussion 
The problem of selecting suitable boundary nodes is limited by the requirement for rectangular 
elements on a regular grid. This was part of the motivation for the isoparametric element based 
approach implemented on DIC data by Yoneyama (2011), in which element shapes are flexible. 
For the problem of displacement errors in the boundary nodes, Yoneyama and Arikawa have 
proposed a least-squares solution imposed through the finite element mesh (Yoneyama and 
Arikawa, 2012). However, such extensions are traded for increased numerical cost, method 
complexity. Such extensions are beyond the scope of this thesis, which specifies that image 
correlation is used directly in regular grid format (section 3.4.5). However, such advantages may 
also be gained by concentrating on the crack tip region, as done on DIC and DVC data in section 
4.4.1 and 4.4.2. In the former, 2D assumptions can be made in which case the crack tip region can 
be omitted. As can be seen in Figure 6.11, only the 𝐽 estimates near the notch tip were affected. A 
similar effect is seen in DVC analysis mixed-mode DVC results in Figure 7.18. However, these 
effects are likely to be more severe in the volume integral due to persistent use of crack front data, 
and so slower convergence is likely. Study of the loss of convergence due to smoothing was not 
conducted, but is needed before the outlier removal method can be prescribed for general use on 
crack problems. 
9.3 Evaluation of the 𝐽-integral 
The classical forms for the line, area, path-area and volume integrals have been implemented in 
Chapters 0 and 7. In both the surface (line and area) and volume (path-area and volume) 
implementations, it is well established in literature that the conversion to the respective equivalent 
domain integral forms are, in general, preferable in the presence of displacement errors (Kuna, 
2013b). This result is also tested in sections 5.5 and 6.3 using the original 2D line integrals and 3D 
path-area integrals (Rice, 1968; Blackburn, 1972). Hence further discussion focuses on the domain 
integral forms of the 𝐽-integral. 
The path-area and volume integrals were derived by (Blackburn, 1972), and Shih (Shih et al., 
1986) using different approaches. The present use of these approaches seems to be on lines of 
convenience of the path-area integrals simplicity, versus the characteristic robustness provided by 
the volume integral. 
In Chapter 5, the link between the classical path-area and volume integrals is provided, via a new 
surface-volume integral. It was shown that the surface-volume integral requires a further step, 
expanding the surface component into a volume form, to further improve robustness. The result is 
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shown to be identical to the result which would be obtained by setting the gradient of the virtual 
crack extension function in the region near the crack front to zero (see Equation (5.12), relating to 
Figure 5.1). Although a similar integral manipulation was performed by (Moës et al., 2002), and 
the reduction of the gradients of the virtual crack extension field to minimise errors is not new 
(Réthoré, Roux, et al., 2008), a method relating the path-area and volume integrals to each other 
(and the intermediate forms: the weighted path-area, and surface-volume integrals) could not be 
found in the present literature. Furthermore, there are two interesting implications which arise from 
this derivation: 
Firstly, it can be shown that the area integral employed in Chapter 0 can be identically computed 
by a central cross-section of the hybrid volume integral approach. If the surface of the material is 
flat and perpendicular to the crack front, then the gradient of the virtual crack extension is also 
zero on the surface. However, it is uncertain from the current results to what extent 3D fields are 
measured by the 𝐽-integral on the surface during 3D deformation. There is some indication that 
there is negligible contribution from mode I loading (Giner et al., 2010), but great contributions 
may develop in mixed mode conditions, especially close to the crack front (Nakamura and Parks, 
1989). However, it seems implausible that this reasoning would not also apply to the far field if 
sufficient out-of-plane motion occurred. 
Note that on straight crack fronts in which 𝑄 is aligned with 𝑥1 in the local co-ordinate system, 
𝑄1,𝑗 = 0 has the effect of setting the usual 𝐽 integrand (the Eshelby tensor) to zero, or more 
accurately, suppressing the Eshelby tensor 𝑃𝑘𝑗 from calculation of 𝐽
𝑘 minimising terms in 𝑃𝑘𝑗𝑄𝑘,𝑗 
at material locations that exhibit experimental (Roux et al., 2009) or numerical (Moës et al., 2002) 
errors. These references demonstrate the versatility of this approach, in particular, Roux et al. find 
an arbitrary function shape that does not resemble crack tip fields at all through their minimisation 
routine (Roux et al., 2009). 
It would be beneficial to determine the suitable 𝑄𝑘,𝑗 to minimise or eliminate 𝑃𝑘𝑗 terms close to 
the crack front, such as is naturally achieved on the surface. On this note, it is apparent that this is 
not always the case. It has been found in Chapter 5 that non-zero mode III SIFs can be measured 
on the surface. However, these results exhibited the poorest contour independence, perhaps due to 
loss of conformity to the definition of the global 𝑄 function. As shown in Figure 8.2, the initially 
2D function may be misaligned with the surface, in which case the out-of-plane stresses are no 
longer zero. Evidently some shear stresses will be present. 
 
Figure 9.2: 𝑄 function amplitude on the material surface (left), with possible out of plane 
deformations shown (right) 
9.4 Decomposition from displacement fields 
The motivation for the development of the decomposition method was to achieve separation of 
mode I-III SIFs with a reduced reliance on analytical crack tip fields in order to improve the 
robustness of results. In Chapter 0, it was shown that decomposition could take place on 
displacements directly, enabling further calculation using the classical area integral. Due to 
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numerous changes to the volumetric equivalent in recent decades, a review of the methods has 
been conducted in section 8.2, and the technique within the volume has also been tested on DVC 
data. 
Comparison between analytical and experimental fields revealed that mode I 𝐽 measurements (𝐽𝐼) 
are robust to masking on the surface. It was also confirmed that mode I components are directly 
accessible through the symmetric portion of the displacement field; both on the surface and within 
the volume. Therefore, mode I can be obtained without the need for analytical crack tip fields, 
which is usually a requirement for the interaction integral or field fitting approaches. Nor is prior 
knowledge of crack length or crack front position explicitly needed other than for placement of 
the symmetry plane. It has also been shown that the decomposition operation has an inherent noise 
reduction effect on data when compared to non-decomposed results with the same 𝐽-integral 
(Figure 6.5). Therefore, mode I data in the form of 𝐽𝐼, and 𝐾𝐼 values is always available from the 
direct decomposition of displacement fields, from stereo-DIC and DVC data. Similar consistency 
is not shown by mode II-III results, which are more susceptible to errors and are not contour-
independent in the volume. 
A primary concern in the treatment of DIC and DVC data is with regard to the crack face 
displacements. The relative sensitivities of modes I-III have been tested in Chapter 0 in which it 
was shown that the relative sensitivity of K estimates to masking was related to the strain energy 
field of the masked region (section 6.4) – a consistently low value for mode I in which the crack 
faces and flanking regions contain minimal strain energy relative to modes II and III. This 
highlights the importance of masking accuracy to ensure the quality of crack face data in mixed 
mode problems. A suitable methodology to achieve accurate replacement of crack face data was 
developed in Chapter 4, in which unreliable results are replaced with linear elastic solutions. The 
use of strain energy as an indicator of 𝐽 and 𝐾 accuracy is only qualitative, since 𝐽 estimates are 
susceptible to various parameters (e.g. selection of large contours on the surface, or modification 
of the Q function in the volume). 
It is important to consider that 𝐽𝐼𝐼𝐼 is theoretically zero under assumptions of plane-stress and stress 
equilibrium on the surface (Equation 3.4). However, the methodology presented enables non-zero 
𝐾𝐼𝐼𝐼 values through the anti-plane shear definition for 𝐽𝐼𝐼𝐼, as shown in Figure 6.11 and Figure 6.12. 
As 𝐽𝐼𝐼𝐼 is resolved by discrete numerical operations, the presence of non-zero results may represent 
the mode III loading on the segment of the crack front adjacent to the free surface. This may result 
in non-zero values due to an artificial thickness caused by numerical discretization. 
It is worth mentioning that contour independence in mode III generally improved in thicker 
specimens (testing 3 mm - 12 mm thicknesses). The reason may be due to geometric non-linearities 
being possible at lower loads. The contour distance to thickness ratio (𝑟𝑐/𝑡 – see Figure 6.3) for the 
surface method is therefore assumed to be of limited range to adhere to the anti-plane assumptions, 
Equation (6.9) - (6.11), which can be tested using convergence plots (Figure 6.11). These find 
values of 𝑟𝑐 to be in the range [0.3, 3] using 6 mm thick specimens. Nakamura and Parks suggest 
that the region within 3 % of the specimen thickness is dominated by 3D effects, a result also 
shown with the VCC method (Diekmann et al., 1991). It has however, also been discussed that the 
alignment with the surface may be an important factor in the convergence of 𝐽-values (section 
8.2.4). 
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9.5 Future work 
The decomposition method has been developed to enable extraction of SIFs without analytical 
displacement fields. This result is however susceptible to neighbouring stress raisers such as 
specimen edges and multi-crack systems. Such field quantities can be represented by higher order 
field terms. A notable extension to the current approach would enable a hybrid approach in which 
the non-singular displacement field terms (which dominate remotely from the crack tip), can be 
used to eliminate non-crack tip field terms prior to the decomposition operation. 
As previously discussed, the integrand of the 𝐽-integral is primarily influenced by the gradient of 
the virtual crack extension function. Although many methods have been developed based on 
nuances of the 𝑄 field - e.g. accounting for crack curvature, (Moës et al., 2002) - it is as yet 
unknown if crack tip fields can be eliminated entirely through the enabling of the suitable 
minimisation of the product between the Eshelby tensor in the crack growth direction (𝑃1𝑗), and 
the (𝜕𝑄/𝜕𝑥𝑗), in Equation (7.1). 
9.6 Recommendations for Eskom 
This section summarises the relevant findings of this work for practical applications toward the 
national development of structural integrity management systems. In particular, the aim is to (1) 
contribute to the research methods at Eskom and (2) propose new in-line monitoring 
methodologies for use in the present Eskom framework. In these two areas, the discussion focuses 
on reducing the number of samples and tests required to determine fracture properties (addressing 
1), and improving the robustness of measurements (addressing 2). 
In terms of integrating the work developed in this dissertation with Eskom research approaches 
(1), it is worth mentioning that several previous studies have developed modifications to standard 
sample geometries, optimising them for full-field analysis with DIC. Examples include the 
accelerated creep tests developed by van Rooyen (2016), and the modified ASTM E399 half C(T) 
fracture tests proposed by Huchzermeyer (2017). The main conclusion from these works is that 
full-field measurements – alongside methodologies such as the virtual fields method, 
computational plasticity, and LEFM – facilitate the extraction of multiple material, fracture, and 
damage properties from individual tests, thereby reducing the numbers of samples needed. 
Although fracture and creep mechanisms are common, it is essential for future use of these 
methods, that additional emerging damage mechanisms can be correctly identified for further 
study (e.g. stress corrosion cracking, hydrogen embrittlement). 
The methods developed in Chapters 0-8 may be employed to determine total energy dissipation 
rates from such structures. In purely linear elastic, or creep based models, the linear and non-linear 
𝐽-framework can be used to provide adequate measurements of 𝐽 directly. The global energy based 
approach allows for simplified models to be applied to large contours which enclose new damage 
of unknown origin and can therefore assist in the discovery of newly developing damage 
mechanisms. Similar approaches in the volume require consideration of the entire enclosed region 
of the crack front, and therefore may be sensitive to experimental tests in which the damage 
mechanisms are unknown. However, it is worth noting that true contour independence is resulted 
to the hybrid integral under plane strain conditions, i.e. 𝑃13 = 0, Equation (7.1). 
The second application to Eskom is for the in-line monitoring of surface fractures (see (2) above). 
As described in section 1.1, NDT is used for the detection of flaws, and direct surface 
measurements are used to monitor strain history (e.g. capacitive strain gauges). This task can be 
performed with greater versatility by DIC if the accuracy can be ensured over long periods 
(depending on the crack growth rate of the material). This may be challenging due to unforeseen 
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effects, such as lighting variations, deterioration of surface features, or the robustness of imaging 
setup. Again, the material non-linearities arising from non-linearities may be accounted for in the 
𝐽-integral framework under hyper-elasticity assumptions, or modification to the 𝐶∗-integral for 
fractures amid creep deformations (Landes and Begley, 1976). However, non-damage related 
errors can be removed by the methodology of Chapter 4, which provides the error estimate a priori. 
Such error estimates are also provided for 𝐽 measurements on the surface using the perturbation 
approach (section 6.3.3). Therefore, the presented methodology can make excellent use of a future 
study to investigate the typical image correlation errors in Eskom materials and structures. In 
particular, DIC measurements are dependent on plant activities and the pattern persistence on 
surfaces subjected to the plant environment. A similar study for DVC, however, should focus on 
characterising the natural contrast patterns within various damaged and undamaged power-plant 
materials. 
On a final note, as with fracture features, conventional X-ray imaging systems are unable to 
provide data near the surface of materials. The presented framework provides fracture parameters 
for the crack front in the volume and the crack tip on the surface. Therefore, the development to 
enable both DIC and DVC measurements would be advantageous as a new laboratory 
measurement system using the enclosed methods. Such tools can be used to extrapolate from the 
(monitored) damage on the surface, to identify the possible development of subsurface damage. 
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10 Conclusions 
The work was divided between four objectives which included the development of a methodology 
to minimise experimental errors. The 𝐽-integral was extended to the volume leading to the 
development of a hybrid 𝐽-integral, a form that is robust to typical experimental errors from image 
correlation. The hybrid form was verified on DVC data using analytical crack tip fields to quantify 
errors.  Then the decomposition method was developed and tested both on the surface and within 
the volume. In the latter case an existing approach to decompose the volume integral did not exist, 
and so two extensions to the existing method were proposed. Key conclusions and some further 
recommendations are summarised below: 
• Chapter 4 developed a method which enables the robust detection and removal of outliers 
from DIC and DVC results. The effectiveness of the method in separating random noise from 
outliers was tested in an idealised cantilever example. A benefit of the method is that classical 
random noise related to DIC or DVC accuracy is quantifiable to a relative artefact energy 
parameter, which underpins the convergence criteria of the enclosed technique. 
Experimentally, the method was found to be particularly effective in elimination of crack face 
artifacts, as shown in studies on DIC and DVC data. 
• The theoretical development has shown a new link between the path-area and volume 
integrals, and reveals two new integral forms. It was shown that the surface-volume and 
classical volume integral equations can be combined, providing a link between the surface-
volume integral, the hybrid form, and the classical volume integral. The requirement is that 
the virtual crack extension field is constant over a region surrounding the crack front. Tests 
on numerical data confirmed a significant improvement in noise resilience over the path-area 
integral form, and an improvement in positioning of the integral volume. 
• A procedure for the computation of mode I, II and III SIFs using the decomposition method 
and the 𝐽-integral is presented. The method is versatile as both the line and domain integral 
forms may be applied, as demonstrated. The method was verified on Williams’ series crack 
tip fields. The decomposition method was verified experimentally in pure mode I, II and III 
configurations, and in mixed-loading. Results were compared to fracture toughness values 
measured from CT specimens, and were also compared to analytical solutions obtained from 
literature with good agreement. 
• The hybrid form was verified on DVC data, and the sources of error were identified. The 
analytical fields perturbation approach introduced in Chapter 5 was applied in 3D in this 
chapter. The error analysis revealed that the volume method was mainly due to errors in the 
crack tip region, as evidenced by omitting these errors and retesting. Errors compounded in 
the volume to approximately 10 % under mixed mode loading.  
• The decomposition method in the volume was reviewed and tested on numerical data, showing 
loss of contour independence in the anti-symmetric modes as discussed in literature. Using a 
proof, and considering analytical crack tip fields, it was postulated that an equivalent volume 
integral would require derivatives of stress in the integrand. Such a form would not be suitable 
for experimental data and so two alternatives to the classical decomposition method in the 
volume were proposed. The proposed methods determine a ratio of 𝐽𝐼𝐼/𝐽𝐼𝐼𝐼 to split 𝐽𝐴𝑆 into 
mode II and mode III parts. The first method uses a ratio determined analytically from crack 
tip stress fields, and the second method used an antisymmetric form of the interaction integral 
method to solve for the ratio directly.  
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Appendix: Formulation of the surface-volume 
integral (𝐽s-vol) from the volume integral 
 
In this section, the surface-volume integral is re-derived using the procedure used to derive the 
volume integral from Equation (2.37) as outlined by Shih et al. (Shih et al., 1986). This is achieved 
by applying a 𝑄-function ?̃? that is constrained to be equal to 𝑞(𝑠) everywhere within the volume. 
Note that, as in the main text, the superscripted tilde signifies 𝑄 = 𝑞, and surfaces and volumes 
are indicated on Figure 5.1. The weighted average of the path integral 𝐽𝛥𝑠 can be expressed as a 
surface integral over the inner tube 𝑆0 as, 
The surfaces enclosing of the outer volume (𝑉1) can be grouped as: 𝑆𝑉1 = 𝑆1 + 𝑆𝑎1 + 𝑆𝑏1 + 𝑆𝑐 −
𝑆0. Rearranging gives 𝑆0 = (𝑆1 + 𝑆𝑎1 + 𝑆𝑏1) − 𝑆𝑉1, and allows the right-hand-side of Equation 
A.1 to be expanded to: 
The surface integrals 𝑆𝑎1, 𝑆𝑏1 and 𝑆𝑐 are zero because ?̃? is zero on 𝑆𝑎1 and 𝑆𝑏1 and assuming that 
tractions on the crack faces are zero (Figure 5.1). Usually 𝑄 is zero on the outer surface 𝑆1, but ?̃? 
is not, so the surface integral over 𝑆1 remains. Then applying the divergence theorem to the last 
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−𝑊𝛿1𝑗) = 0 (Rice, 1968), and only 𝑗 = 3 
remains in the last term because 𝜕?̃? 𝜕𝑥𝑗⁄ = 0 for 𝑗 = 1, 2. Therefore: 
Noting that ?̃? = 𝑞 everywhere in 𝑉1, Equation A.4 is then the same as Equation (5.7). This shows 
that 𝐽𝑠−𝑣𝑜𝑙 can also be derived using the volume integral approach, within the framework of the 
classical 𝐽 path-area and volume integrals using the assumptions of planar traction free faces, 



























































Stellenbosch University  https://scholar.sun.ac.za
