Mapping code elements in one version of a program to corresponding code elements in another version is a fundamental building block for many software engineering tools. Existing tools that match code elements or identify structural changes-refactorings and API changes-between two versions of a program have two limitations that we overcome. First, existing tools cannot easily disambiguate among many potential matches or refactoring candidates. Second, it is difficult to use these tools' results for various software engineering tasks due to an unstructured representation of results. To overcome these limitations, our approach represents structural changes as a set of high-level change rules, automatically infers likely change rules and determines method-level matches based on the rules. By applying our tool to several open source projects, we show that our tool identifies matches that are difficult to find using other approaches and produces more concise results than other approaches. Our representation can serve as a better basis for other software engineering tools.
Introduction
Matching code elements between two versions of a program is the underlying basis for various software engineering tools. For example, version merging tools identify possible conflicts among parallel updates by analyzing matched code elements [27] , regression testing tools prioritize or select test cases that need to be re-run by analyzing matched code elements [15, 29, 30] , and profile propagation tools use matching to transfer execution information between versions [32] . In addition, emerging interest in mining software repositories [1, 4] -studying program evolution by analyzing existing software project artifacts-is demanding more effective and systematic matching techniques. Our recent survey [23] found that existing techniques match code at particular levels (e.g., packages, classes, methods, or fields) based on closeness of names, structures, etc. Though intuitive, this general approach has some limitations. First, existing tools do not consider which set of structural changes are more likely to have happened; thus they cannot easily disambiguate among many potential matches or refactoring candidates. Second, existing tools represent the results as an unstructured, usually lengthy, list of matches or refactorings. Although this unstructured representation is adequate for conventional uses (e.g., transferring code-coverage information in profile-propagation tools), it may prevent existing tools from being broadly used in mining software repository research, which often demands an in-depth understanding of software evolution. It may also be an obstacle to software tools that could benefit from additional knowledge of the changes between versions.
Consider an example where a programmer reorganizes a chart drawing program by the type of a rendered object, moving axis-drawing classes from the package chart to the package chart.axis. Then, to allow toggling of tool tips by the user, she appends a boolean parameter to a set of chart-creation interfaces. Even though the goals of these transformations can be stated concisely in natural language, a method-level matching tool would report a list of matches that enumerates each method that has been moved and each interface that has been modified, and a refactoring reconstruction tool would report a list of low-level refactorings (see Table 1 ). One may have to examine hundreds or thousands of matches or refactorings before discovering that a few simple high-level changes took place. Moreover, if the programmer neglected to move one axis drawing class, this likely design error would be hard to detect. This paper presents two contributions. First, we present an approach that automatically infers likely changes at or above the level of method headers, and uses this information to determine method-level matches. Second, our approach represents the inferred changes concisely as first-order relational logic rules, each of which combines a set of similar low-level transformations and describes exceptions that capture anomalies to a general change pattern. Explicitly representing exceptions to a general change pattern makes our algorithm more robust because a few exceptions do not invalidate a high-level change, and it can signal incomplete or inconsistent changes as likely design errors.
For the preceding change scenario, our tool infers a rule-details appear in Section 3-for each of the highlevel changes made by the programmer. We applied our tool to several open source projects. In terms of matching, our evaluation shows that our tool finds matches that are hard to find using other tools. Our rule representation makes results smaller and more readable. We also believe that by capturing changes in a concise and comprehensible form, our technique may enable software engineering applications that can benefit from high level change patterns; for example, bug detectors, documentation assistance tools, and API update engines. Moreover, the mining of software repositories can be enhanced by the accuracy of our algorithm and the information captured by our rules. Section 2 discusses related work. Section 3 describes the representation of the structural changes our tool infers. Section 4 describes our inference algorithm. Section 5 presents our results and compares our approach to other approaches. Section 6 discusses potential applications of our change rules based on motivating examples from our study. Section 7 discusses future work.
Background
Program Element Matching Techniques.
To match code elements, the differences between two programs must be identified. Computing semantic differences is undecidable, so tools typically approximate matching via syntactic similarity. Tools differ in their underlying program representation, matching granularity, matching multiplicity, and matching heuristics. In prior work [23] , we compared existing matching techniques [3, 5, 17, 18, 19, 20, 24, 26, 28, 32, 35, 37] along these dimensions. Our survey found that fine-grained matching techniques often depend on effective mappings at a higher level. For example, Jdiff [3] cannot match control flow graph nodes if function names are very different. Therefore, when package level or class level refactorings occur, these techniques will miss many matches. Our survey also found that most techniques work at a fixed granularity and that most techniques report only one-to-one mappings between code elements in the version pair. These properties limit the techniques in the case of merging or splitting, which are commonly performed by programmers. Most existing tools report their results as an unstructured list of matches, further limiting the potential of these approaches.
Origin analysis tools [24, 39] find where a particular code element came from, tackling the matching problem directly. Zou and Godfrey's analysis [39] matches procedures using multiple criteria (names, signatures, metric values, and callers/callees). It is semi-automatic; a programmer must manually tune the matching criteria and select a match among candidate matches. S. Kim et al. [24] automated Zou and Godfrey's analysis; matches are automatically selected if an overall similarity, computed as a weighted sum of the underlying similarity metrics, exceeds a given threshold.
Refactoring Reconstruction.
Existing refactoring reconstruction tools [2, 8, 9, 11, 21, 25, 31, 33, 34] compare code between two program versions and look for code changes that match a predefined set of refactoring patterns: move a method, rename a class, etc. For example, UML-Diff [34] matches code elements in a top-down order, e.g., packages to classes to methods, based on name and structural similarity metrics. Then it infers refactorings from the matched code elements. As another example, Fluri et al. [11] compute tree edit operations between two abstract syntax trees and identify changes inside the same class.
Many of these tools either find too many refactoring candidates and cannot disambiguate which ones are more likely than others, or they do not find some refactorings when some code elements undergo multiple refactorings during a single check-in. Like matching tools, many of these tools report simply a list of refactorings, making it difficult to find emerging change patterns or to discover insights about why a particular set of refactorings may have occurred.
Change Rules
Determining the changes between two versions enables matching of their code elements. The research question is: "Given two versions of a program, what changes occurred with respect to a particular vocabulary of changes?" A change vocabulary characterizes the applications for which the matching results can be used. For example, diff defines a change vocabulary in terms of delete, add, and move line. Though this change vocabulary is satisfactory for applications such as conventional version control, it may not be ideal for studying program evolution.
Consider Table 1 . One change moves a group of classes that match the * Axis pattern from package chart to package chart.axis, and the other change adds a boolean parameter to a group of methods that match the create * Chart pattern. Both changes involve applying the same atomic change to a set of related code elements. We have developed a change vocabulary with the goal of representing groups of related homogeneous changes precisely. The core of our change vocabulary is a change rule consisting of a quantifier and a scope to which a low-level transformation applies: "for all x in (scope − exceptions), t(x)," where t is a transformation, scope is a set of code elements, and exceptions is a subset of scope.
Currently, our change vocabulary describes structural changes at or above the level of a method header. Given two versions of a program, (P 1 , P 2 ), our goal is to find a set of change rules, i.e., change functions that transform the method headers in P 1 to generate the method headers in P 2 , in turn generating a set of methodlevel matches from these change functions. In this paper, a Java method header is represented as return type package.class.procedure(input argument list). 1
Transformation. Currently we support the following types of transformations: 
Rule.
A change rule consists of a scope, exceptions and a transformation. The only methods transformed are those in the scope but not in the exceptions. When a group of methods have similar names, we summarize these methods as a scope expression using a wild-card pattern matching operator. For example, * . * Plot.get * Range() describes methods with any package name, any class name that ends with Plot, any procedure name that starts with get and ends with Range, and an empty argument list.
To discover emerging transformation patterns, a scope can have disjunctive scope expressions. The following rule means that all methods whose class name either includes Plot or JThermometer changed their package name from chart to chart.plot. As another example, the following rule means that all methods that match the chart. * Plot.get * Range() pattern take an additional ValueAxis argument, except the getVerticalRange method in the MarkerPlot class. Rule-based Matching.
We define a matching between two versions of a program by a set of change rules. The scope of one rule may overlap with the scope of another rule as some methods undergo more than one transformation. Our algorithm ensures that we infer a set of rules such that the application order of rules does not matter. The methods that are not matched by any rules are deleted or added methods. For example, the five rules in Table 2 explain seven matches. The unmatched method O2 is considered deleted.
Inference Algorithm
Our algorithm accepts two versions of a program and infers a set of change rules. Our algorithm has four parts: (1) generating seed matches, (2) generating candidate rules based on the seeds, (3) iteratively selecting the best rule among the candidate rules, and (4) post-processing the selected candidate rules to output a set of change rules. We first describe a naïve version of our algorithm, followed by a description of essential performance improvements for the second and third parts of the algorithm. Then we summarize key characteristics of our algorithm. Part 1. Generating Seed Matches. We start by searching for method headers that are similar on a textual level, which we call seed matches. Seed matches provide initial hypotheses about the kind of changes that occurred. Given the two program versions (P 1 , P 2 ), we extract a set of method headers O and N from P 1 and P 2 respectively. Then, for each method header x in O − N , we find the closest method header y in N − O in terms of the tokenlevel name similarity, which is calculated by breaking x and y into a list of tokens starting with capital letters and then computing the longest common subsequence of tokens [18] .
If the name similarity is over a threshold γ, we add the pair into the initial set of seed matches. In our study, we found that thresholds in the range of 0.65-0.70 (meaning 65% to 70% of tokens are the same) gave good empirical results.
The seeds need not all be correct matches, as our rule selection algorithm (Part 3) rejects bad seeds and leverages good seeds. Seeds can instead come from other sources such as CVS comments, other matching tools, or recorded or inferred refactorings.
Part 2. Generating Candidate Rules.
For each seed match [x, y], we build a set of candidate rules in three steps. Unlike a change rule, where for every match [x, y], y is the result of applying a single transformation to x, a candidate rule may include one or more transformations t 1 , . . . t i such that y = t 1 (...t i (x)). We write candidate rules as "for all x in scope, t 1 (x)∧...∧t i (x)." This representation allows our algorithm to find a match [x, y] where x undergoes multiple transformations to become y.
Step 1. We compare x and y to find a set of trans- Step 2. We guess scope expressions from a seed match [x, y]. We divide x's full name to a list of tokens start-ing with capital letters. For each subset, we replace every token in the subset with a wild-card operator to create a candidate scope expression. As a result, when x consists of n tokens, we generate a set of 2 n scope expressions based on x. Step 3. We generate a candidate rule with scope expression s and compound transformation t for each (s, t) in S × 2 T . We refer to the resulting set of candidate rules as CR. Each element of CR is a generalization of a seed match and some are more general than others.
Part 3. Evaluating and Selecting Rules.
Our goal is to select a small subset of candidate rules in CR that explain a large number of matches. While selecting a set of candidate rules, we allow candidate rules to have a limited number of exceptions to the general rule they represent.
The inputs are a set of candidate rules (CR), a domain (D = O − N ), a codomain (C = N ), and an exception threshold (0 ≤ ǫ < 1). The outputs are a set of selected candidate rules (R), and a set of found matches (M ). For a candidate rule r, "for all x in scope, t 1 (x)∧...∧t i (x)": To convert a set of candidate rules to a set of rules, for each transformation t, we find all candidate rules that contain t and then create a new scope expression by combining these rules' scope expressions. Then we find exceptions to this new rule by enumerating negative matches of the candidate rules and checking if the transformation t does not hold for each match.
Optimized Algorithm. Two observations allow us to improve the naïve algorithm's performance. First, if a candidate rule r can add n additional matches to M at the i th iteration, r cannot add more than n matches on any later iteration. By storing n, we can skip evaluating r on any iteration where we have already found a better rule s that can add more matches than r. Second, candidate rules have a subsumption structure because the scopes can be subsets of other scopes (e.g., * . * . * ( * Axis) ⊂ * . * . * ( * )).
Our optimized algorithm behaves as follows. Suppose that the algorithm is at the i th iteration, and after examining k − 1 candidate rules in this iteration, it has found the best valid candidate rule s that can add N additional matches. For the k th candidate rule r k , (1) If r k could add fewer than N additional matches up to i-1 st iteration, skip evaluating r k as well as candidate rules with the same set of transformations but a smaller scope, as our algorithm does not prefer r k over s.
(2) Otherwise, reevaluate r k .
(2.1) If r k cannot add any additional matches to M , remove r k from CR.
(2.2) If r k can add fewer than N additional matches regardless of its validity, skip evaluating candidate rules with the same set of transformations but a smaller scope.
(2.3) If r k is not valid but can add more than N additional matches to M , evaluate candidate rules with smaller scope and the same set of transformations.
(3) Update s and N as needed and go to step (1) to consider the next candidate rule in CR.
By starting with the most general candidate rule for each set of transformations and generating more candidate rules on demand only in step (2.3) above, the optimized algorithm is much more efficient. Running our tool currently takes only a few seconds for the usual check-ins and about seven minutes in average for a program release pair.
Key Characteristics of Our Algorithm. First, our algorithm builds insight from seed matches, generalizes the scope that a transformation applies to, and validates this insight. Second, it prefers a small number of general rules to a large number of specific rules. Third, when there are a small number of exceptions that violate a general rule, our algorithm allows these exceptions but remembers them.
Evaluation
In this section, we quantitatively evaluate our tool in terms of its matching power. Then in the following section, we qualitatively assess additional benefits of inferred rules based on examples found in our study. To evaluate our matches (M ), we created a set of correctly labeled matches (E). We did this in two steps. First, we used our own inference algorithm on each version pair in both directions (which can find additional matches) and we computed the union of those matches with the matches found by other approaches. Second, we labeled correct matches through a manual inspection. Our quantitative evaluation is based on the three following criteria.
Precision: the percentage of our matches that are correct, |E∩M| |M| . Recall: the percentage of correct matches that our tool finds, |M∩E| |E| . Conciseness: the measure of how concisely a set of rules explains matches, represented as a M/R ratio = |M| |Rules| . A high M/R ratio means that using rules instead of plain matches significantly reduces the size of results.
Our evaluations are based on both releases (i.e., released versions) as well as check-in snapshots (i.e., internal, intermediate versions). The primary difference is that there tends to be a much larger delta between successive program releases than between successive check-in snapshots.
Section 5.1 presents rule-based matching results for three open source release archives. Sections 5.2 presents comparison with two refactoring reconstruction tools [33, 34] and a method-level origin analysis tool [24] . Section 5.3 discusses the impact of the seed generation threshold (γ) and the exception threshold (ǫ). Section 5.4 discusses threats to the validity of our evaluation.
Rule-Based Matching Results
Subject Programs. We chose three open source Java programs that have release archives on sourceforge.net and contain one to seven thousand methods. The moderate size lets us manually inspect matches when necessary. JFreeChart is a library for drawing different types of charts, JHotDraw is a GUI framework for technical and structured graphics, and jEdit is a cross platform text editor. On average, release versions were separated by a two-month gap in JFreeChart and a nine-month gap in JHotDraw and jEdit.
Results. Table 3 summarizes results for the projects (γ=0.7 and ǫ=0.34). O and N are the number of methods in an old version and a new version respectively, and O ∩ N is the number of methods whose name and signature did not change. Running time is described in minutes. The precision of our tool is generally high in the range of 0.78 to 1.00, and recall is in the range 0.70 to 1.00. The median precision and the median recall for each set of subjects is above, often well above, 0.90.
The M/R ratio shows significant variance not only across the three subjects but also for different release pairs in the same subject. The low end of the range is at or just over 1 for each subject, representing cases where each rule represents roughly a single match. The high end of the range varies from 2.39 (for JEdit) to nearly 244.26 (for JHot-Draw). We observed, however, that most matches are actually found by a small portion of rules (recall our algorithm finds rules in descending order of the number of matches). Figure 1 plots the cumulative distribution of matches for the version pairs with the median M/R ratio from each of the three projects. The x axis represents the percentage of rules found after each iteration, and the y axis represents the recall and precision of matches found up to each iteration.
Figure 1. Recall and Precision vs. Percentage of Found Matches
In all three cases, the top 20% of the rules find over 55% of the matches, and the top 40% of the rules find over 70% of the matches. In addition, as the precision plots show, the matches found in early iterations tend to be correct matches evidenced by a general change pattern. The fact that many matches are explained by a few rules is consistent with the view that a single conceptual change often involves multiple low level transformations, and it confirms that leveraging an emergent change structure is a good matching approach.
Our tool handled the major refactorings in the subject programs quite well. For example, consider the change from release 4 to 5 of JFreeChart. Although nearly half of the methods cannot be matched by name, our tool finds 178 rules and 1198 matches. The inferred rules indicate that there were many package-level splits as well as low-level API changes. As presented below, these kind of changes are not detected by other tools we analyzed. Examples of the inferred rules in JFreeChart include: 
Comparison with Other Approaches
Refactoring reconstruction tools [2, 8, 9, 33, 34] compare two versions of a program and look for code changes that match a predefined set of refactoring patterns [12] . Among these tools, we compared our matching results with Xing and Stroulia's approach (XS) [34] and Weißgerber and Diehl's approach (WD) [33] . To uniformly compare our rules with the results of XS and WD's approaches, we built a tool that deduces method-level matches from their inferred refactorings. Then we compared both approaches in terms of the number of matches as well as the size of the results (the number of rules in our approach and the number of relevant refactorings in XS and WD's approach). Among origin analysis tools, we chose S. Kim et al.'s approach (KPW) [24] for comparison because it is the most recent work that we know of and it reported 87.8% to 91.1% accuracy on their evaluation data set. 2 For comparison, XS provided their results on JFreeChart release archives, WD provided their results on jEdit and Tomcat check-in snapshots, and KPW provided their results on jEdit and ArgoUML check-in snapshots.
Comparison with Xing and Stroulia's UMLDiff. XS's
tool UMLDiff extracts class models from two versions of a program, traverses the two models, and identifies corresponding entities based on their name and structure simi-larity. Then it reports additions and removals of these entities and inferred refactorings. XS can find most matches that involve more than one refactoring; however, to reduce its computational cost, it does not handle combinations of move and rename refactorings such as 'move CrosshairInfo class from chart to chart.plot package' and 'rename it to CrosshairState. ' The comparison results are summarized in Tables 4 and  5 . Overall, XS's precision is about 2% (=8807/8883-9369/9633) higher.
However, our tool finds 761 (=1014×0.75) correct matches not found by XS while there are only 199 (=264×0.75) correct matches that our tool failed to report. More importantly, our tool significantly reduces the result size by 77% by describing results as rules. Many matches that XS missed were matches that involve both rename and move refactorings. Many matches that our tool missed had a very low name similarity, indicating a need to improve our current seed generation algorithm.
Comparison with Weißgerber and Diehl's Work.
WD's tool extracts added and deleted entities (fields, methods and classes) by parsing deltas from a version control system (CVS) and then compares these entities to infer various kinds of structural and local refactorings: move class, rename method, remove parameter, etc. The tool finds redundant refactoring events for a single match. For example, if the Plot class were renamed to DatePlot, it would infer 'rename class Plot to DatePlot as well as 'move method' refactorings for all methods in the Plot class. When it cannot disambiguate all refactoring candidates, it uses the clone detection tool CCFinder [20] to rank these refactorings based on code similarity. For example, if VerticalPlot.draw(Graph) is deleted and VerticalPlot.drawItem(Graph) and VerticalPlot.render(Graph) are added, it finds both 'rename method draw to drawItem' and 'rename method draw to render,' which are then ordered.
We compared our results both with (1) all refactoring candidates RC all and (2) only the top-ranked refactoring candidates RC best . The comparison results with RC best and RC all (γ=0.65 and ǫ=0.34) are shown in Table 4 and 5. When comparing with RC best , our approach finds 27% more matches yet decreases the result size by 26% in jEdit, and it finds 3% more matches yet decreases the result size by 62% in Tomcat. This result shows our approach achieves better matching coverage while retaining concise results. We also compared our matches and the matches generated by WD's tool. We manually inspected 50 sample checkins to estimate precision for the matches missed by one tool but not the other as well as the matches found by both tools. For jEdit, our approach found 462 matches not identified by WD's RC best , and RC best found just over 146 matches that we failed to report. When combined with the precision, this means our approach found about 430 (=462×0.93) additional useful matches, and their approach found about 61 (=146×0.42) additional useful matches. Tomcat shows roughly similar results. WD's tool missed many matches when compound transformations were applied. Our tool missed some matches because γ=0.65 did not generate enough seeds to find them.
Comparison with S. Kim et al.'s Origin Analysis.
For comparison, both our tool and KPW's tool were applied to jEdit and ArgoUML's check-in snapshots. Table 4 and 5 shows the comparison result (γ=0.65 and ǫ=0.34). For jEdit, our approach finds 40% more matches yet reduces the result size by 22%, and for ArgoUML, it finds 21% more matches yet reduces the result size by 44%.
We also compared our matches to KPW's matches and inspected the matches from 50 sample check-ins to measure precision. For jEdit, we found over 678 matches not identified by KPW's approach, and KPW's approach found about 99 matches that we did not. When combined with the precision of sampled matches, this means our approach found over 600 (=678×0.89) useful matches and that KPW's approach found about 75 (=99×0.75) useful matches. Ar-goUML shows roughly similar results. This result is noteworthy because KPW's approach considers more information such as calling relationships as well as clone detection results in addition to name similarity. We suspect that it is because KPW's approach cannot accept correct matches when their overall similarity score is lower than a certain threshold and cannot easily prune incorrect matches once their overall similarity score is over a certain threshold and is higher than other matches. On the other hand, our algorithm tends to reject matches whose transformation is an isolated incident even if the similarity score is high. Our tool's incorrect matches usually come from bad seeds that coincidentally have similar names. Overall, our approach finds more matches without sacrificing its precision and represents results more concisely than KPW's approach.
Impact of Threshold
Seed Threshold. Our results in part depend on the quantity and quality of seeds. Figure 2 shows how our algorithm behaves when we change the seed generation threshold γ for JFreechart (0.9.4→0.9.5). We varied γ from 0.9 to 0.5 and measured recall of seeds, precision, recall, and the ratio of rejected seeds to the total number of seeds. When γ is set high in the range of 0.9 to 0.8, the name matching technique finds a relatively small number of seeds, but the seeds tend to be all good seeds. So our algorithm rejects very few seeds and leverages the good seeds to quickly reach the recall of 0.65 to 0.85. However, the recall is still below 0.85 as the seeds do not contain enough transformations. As γ decreases, more seeds are produced and a higher percentage of them are bad seeds that our algorithm later rejects. Using a low threshold (< 0.6) generally leads to higher recall (above 0.9) but lowers precision and increases the running time since there are more candidate rules based on bad seeds. For the results in Figure 2 , we observed a roughly linear increase from 6 minutes (γ=0.9) to 26 minutes (γ=0.5).
In general, when the precision and recall of seed matches are low, our algorithm improves both measures significantly. When the seed matches already have precision and recall over 0.9, the algorithm still improves both measures, although less so because the seeds are already very good. However, even in this case, our algorithm significantly improves the conciseness measure. Effective seed generation and its interaction with our candidate rule selection algorithm needs additional research.
Exception Threshold. We experimented with different exception thresholds: 0.25, 0.34, 0.5. Using a low threshold increases running time and slightly decreases the M/R ratio. Surprisingly we found that changing exception thresholds does not affect precision and recall much. We suspect that it is because most exceptions come from deleted entities.
Threats to Validity
To measure precision, the first author manually inspected the matches generated by our tool and by other tools. Man-ual labeling is subject to evaluator bias. All data are publicly available, 3 so other researchers can independently assess our results (and use our data).
Our effort to date is limited in a number of ways. First, we have not explored other (non-Java) programming languages, other (non-object-oriented) programming paradigms, or even different naming conventions, all of which could have consequences. Second, we have not explored possible ways to exploit information from programming environments (such as Eclipse) that support higherlevel operations, such as some common refactorings.
Applications of Change Rules
Our rules represent inferred changes in a concise and comprehensible form. This allows them to serve as a basis for many software engineering applications that can benefit from additional knowledge about change. We sketch several such applications and include motivating examples from our study. (Some of the example rules below are slightly modified for presentation purposes.)
Bug Finding.
While examining the inferred rules, we found that exceptions often signal a bug arising from incomplete or inconsistent changes. has one exception, which indicates that a programmer misspelled addSubtitle to addSubitle when modifying the addTitle method of JThermometer, which is a subclass of JFreeChart. This misspelling causes dynamic dispatching to JThermometer not to function properly because addSubtitle is no longer overridden. As another example, consider the following two rules, in which the second one is found one release after the first one. We suspect that a programmer fixed only two out of the three problems, leaving one bug. A similar idea that detects potential errors from inferred refactorings has been explored by Görg and Weißgerber [14] . However, they check only a predefined set of refactoring consistency patterns.
Assisted Documentation.
By inferring change rules at each check-in, our approach could be integrated into a version control system to assist programmers in documenting If a programmer wants to examine instances of this change, we can simply display the matches found by the rule.
If inferring and documenting rules becomes a part of standard development practice, this practice opens doors for richer software evolution research. In classic software evolution studies [6] , changes are often measured in terms of LOC or the number of components. These quantitative metrics do not necessarily depict an accurate picture of evolution in general. For the preceding example, while measuring LOC changes may show that there were hundreds of lines of dispersed changes, our rule can convey qualitative information about evolution that conventional metrics cannot.
API Evolution Analysis.
Our inferred rules may be able to shed light on understanding the evolution of APIs [10] . Suppose that a programmer removed the Shape type in some APIs to hide unnecessary details from clients. Before checking in this change, our tool can automatically infer the following rule and assist in describing what kinds of details are hidden:
for all x in chart. * . * (Graphic, * , Shape) argDelete(x, Shape) Someone who sees this comment later will better understand the intention of the change. More importantly, we found our inferred rules often reveal volatility of some API changes. In the following example, the first rule shows that the use of Category type was replaced by [Key, int] In the next release, we found that that the same change was quickly reversed based on the second rule.
API Update.
When an imported API is modified, programmers often have to update their code manually to adapt to the modified interface. One approach, embodied by CatchUp! captures refactorings performed within Eclipse and uses this information to help API users to update their code accordingly [7, 16] . In the absence of recorded refactorings, our tool can act as a refactoring reconstruction tool [9, 33] , feeding input for an API update tool.
Identifying Related Changes.
Recent work has proposed ways to use historical information to identify parts of a software system that are likely to change together [13, 36, 38] . By grouping related changes and representing them as a rule, our tool can also identify what parts of a system change together. For example, consider this rule with 13 matches.
for all x in int * . * . * (CharIndex, REMatch) returnReplace (x, int, boolean) This rule shows a programmer modified a group of methods similarly although they are not in the same class or package. If one wants to factor out a set of related but scattered methods using the AspectJ programming language [22] , we believe that the scope expressions in our rules can be excellent candidates for the point-cut descriptor.
Conclusions
Our approach is the first to automatically infer structural changes, represent them concisely as a set of rules, and use the rules to determine matches between two program versions. Our tool finds more and better matches than the other tools we surveyed and evaluated. Furthermore, the inferred change rules show promise in enabling new approaches to a wide variety of software engineering applications.
