On the $C_0$ semigroup generated by the Oseen operator around a steady
  flow exterior to a rotating obstacle by Li, Jingyue et al.
ar
X
iv
:2
00
3.
07
02
6v
1 
 [m
ath
.A
P]
  1
6 M
ar 
20
20
ON THE C0 SEMIGROUP GENERATED BY THE OSEEN OPERATOR
AROUND A STEADY FLOW EXTERIOR TO A ROTATING
OBSTACLE
JINGYUE LI, CHANGXING MIAO AND XIAOXIN ZHENG
Abstract. We consider the motion of an incompressible viscous fluid filling the whole
space exterior to a moving with rotation and translation obstacle. We show that the
Stokes operator around the steady flow in the exterior of this obstacle generates a C0-
semigroup in Lp space and then develop a series of Lp-Lq estimates of such semigroup. As
an application, we give out the stability of such steady flow when the initial disturbance
in L3 and the steady flow are sufficiently small.
1. Introduction
We consider the motion of an incompressible viscous fluid filling the whole space exterior
to a rigid body B moving with rotation and translation. It is nature to describe the motion
of the fluid from a frame of reference S attached to B since the region occupied by the
fluid will becomes time-independent in S. However, since B may rotate, the frame S is no
longer inertial, and accordingly we have to modify the classical Navier-Stokes equations
in order to take into account the fictitious forces. Assume that the angular velocity ω of
B with respect to the initial frame is constant in time, this amounts to adding Coriolis
force 2ω× v to the left side of the classical Naiver-Stokes equations when the centrifugal
force ω × (ω × x) is absorbed in the pressure.
In mathematics, let v = v(x, t) be the velocity of the fluid with respect to S, and
θ = θ(x, t) be the original pressure modified by adding the −1
2
(ω × x)2. The motion of
such fluid in the frame S can be described by
∂tv −∆v + 2ω × v + v · ∇v +∇θ = f in Ω× (0,∞),
div v = 0 in Ω× [0,∞),
v|∂Ω = w∗, lim
|x|→∞
(v + v∞) = 0, v∞ , vtrans + ω × x,
v|t=0 = v0,
(1.1)
where Ω is the fixed region occupied by the fluid with ∂Ω ∈ C3, f is a external force, and
w∗ is a prescribed velocity at ∂Ω. vtrans denotes the translation velocity of the center of
mass of the rigid body with respect to S. A most significate situation, considered in this
paper, is that both vtrans and ω are constant vectors.
Make transformations: v → v + v∞ and w∗ → w∗ + v∞, stilled denoted by v and w∗,
respectively. After a simple calculation, the −ω × v∞ can be formally absorbed in the
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pressure, still denoted by θ, and then system (1.1) becomes
∂tv −∆v − vtrans · ∇v − (ω × x) · ∇v + ω × v
+ v · ∇v +∇θ = f in Ω× (0,∞),
div v = 0 in Ω× [0,∞),
v|∂Ω = w∗, v → 0 (|x| → ∞),
v|t=0 = v0.
(1.2)
To consider the stationary flow of (1.2), we assume that w∗ and f only depend on spatial
variable throughout the paper. The steady-state counterpart of (1.2) thus becomes
−∆w − vtrans · ∇w − (ω × x) · ∇w + ω ×w +w · ∇w +∇θs = f in Ω,
divw = 0 in Ω,
w|∂Ω = w∗, w → 0 (|x| → ∞),
(1.3)
Roughly speaking, we call a stationary flow w with a “good” decay at infinite as a
physically reasonable solution, which is first introduced by Finn in [11, 12] for ω = 0.
More precisely, a Leary solution w satisfies
(i) It is unique for “ small” data;
(ii) |w| = O(|x|−1) as |x| → ∞. Furthermore, in both cases vtrans 6= 0 with ω = 0,
and vtrans · ω 6= 0, the flow w must exhibit an infinite wake extending in the
direction opposite to vtrans and (vtrans ·ω)ω, respectively.
It is natural to arise a problem when the class of the physically reasonable solutions can
be seen as a limit of corresponding nonstationary solutions as t→∞, which will be called
a stability problem. The problem is significant because there are some interesting feature
if ω 6= 0 including hyperbolic aspect caused by the presence of spin. Assume that w is
a physically reasonable solution of (1.3). Let u = v −w, P = θ − θs and u0 = v0 −w.
The stability of w can be reduced to finding a unique solution u(x, t) satisfying
∂tu−∆u− vtrans · ∇u− (ω × x) · ∇u+ ω × u
+w · ∇u+ u · ∇w + u · ∇u+∇P = 0 in Ω× (0,∞),
divu = 0 in Ω× [0,∞),
u|∂Ω = 0, u→ 0 (|x| → ∞),
ut=0 = u0.
(1.4)
such that u(x, t)→ 0 as t→∞ .
The stability problem was widely studied in L2(Ω) for the irrotational case ω = 0 by
[5, 20, 21, 22, 26, 28], under the small assumption on w and u0. Roughly, Heywood
[20, 21] first proved problem (1.4) admits a unique solution u converging to 0 in L2loc(Ω)
and W˙ 1,2(Ω) as t → ∞. Masuda [26] and Heywood [22] obtained an algebraic decay in
time of L∞(Ω) of a weak solution u to (1.4). Miyakawa-Sohr [28] showed that any weak
solution to (1.4) satisfying the strong energy inequality tends to 0 in L2(Ω) as t → ∞.
Borchers-Miyakawa [5] further gave an algebraic convergence rate of ‖u‖L2(Ω) if vtrans = 0
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and a logarithmic convergence rate if vtrans 6= 0 as t → ∞. However, Finn [13] pointed
out that w ∈ L2(Ω) if and only if∫
∂Ω
(
T [w, θs]− (w − vtrans)⊗ (w − vtrans) + vtrans ⊗ (w − vtrans)
) · ndσ(x) = 0,
where Tj,k[w, θs] , −δj,kθs + ∂jwk + ∂kwj. Thus, it seems more reasonable to study
problem (1.4) in non-square integral spaces at least L3,∞ to which w belongs, under the
small assumption of u0 and w.
In this direction, the stability problem was settled mainly depending on the so-called
LpLq estimates of the semigroup. The stability problem was first studied in the irrotational
case where ω = 0. When vtrans = 0, Borchers-Miyakawa [6] proved the stability in L
3,∞(Ω)
of the steady flow w, obtained in [6] and satisfying
|∇kw| ≤ C|x|−1−k (k = 0, 1), (1.5)
under the size of u0 and w depend on 3 < q <∞. More precisely, they proved that (1.4)
admits a unique solution u in L3,∞(Ω) satisfying{ ‖u‖L3,∞(Ω) → 0 as t→∞,
‖u‖Lr(Ω) . t− 12+ 32r , ∀ t > 0, 3 < r < q <∞.
The point of their proof was to establish the LpLq estimates of the semigroup generated
by the Stokes operator around the steady flow w in Ω with Dirichlet zero boundary
condition. On the other hand, the case vtrans 6= 0 was considered by Shibata [31] and
Enomoto-Shibata [7] in L3(Ω). Shibata [31] proved that the unique solution u of problem
(1.4) in L3(Ω) such that
‖∇u‖L3(Ω) . t− 12 , ‖u(t)‖Lq(Ω) . t−
1
2
+ 3
2q ∀3 ≤ q <∞,
‖u(t)‖L∞(Ω) . (t− 12 + t−1+ 32r ) (1.6)
if the L3 norm of u0 and the constant Cδ in the following relation
|∇kw| ≤ Cδ|x|−1− k2 (1 + |vtrans|svtrans(x))−
k
2
−δ (k = 0, 1), ∀ 0 < δ < 1
4
(1.7)
are very small. Here svtrans(x) , |x| − x · vtrans/|vtrans|, and r is a number satisfying
3 < r <∞. Note that, the size of the small assumption on u0 and w no longer depends
on q. Unlike Borchers-Miyakawa [6], Shibata in [31] used the Lp-Lq estimates of the
Oseen semigroup established in [25], and then viewed the linear term w ·∇u+u · ∇w as
a perturbation from the Oseen semigroup by splitting the integral of the Duhamel term
on account of better properties of w and ∇w. Later, Enomoto-Shibata [7] proved that
the classical L∞-estimate also holds for the Oseen semigroup and then used it to refine the
L∞-decay rate in (1.6) to the shaper t−
1
2 , only needing that w satisfies the summability
property
w ∈ L3+(Ω) ∩ L3−(Ω), ∇w ∈ L 32+(Ω) ∩ L 32−(Ω), (1.8)
which is weaker than (1.7). This result shows the stability of the steady flow obtained by
[31] in L3 which satisfies (1.7).
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For the rotational case ω 6= 0, we assume that
vtrans = vtranse and ω = ωe1, vtrans ≥ 0, ω > 0, e1 , (1, 0, 0).
Let R , vtranse·e1. By the Mozzi-Chasles transformation, systems (1.1) and (1.3) become
∂tv −∆v −R∂1v − ω((e1 × x) · ∇ − e1×)v + v · ∇v +∇θ = f in Ω× (0,∞),
div v = 0 in Ω× [0,∞),
v|∂Ω = w∗, v → 0 (|x| → ∞), v|t=0 = v0,
(1.9)
and 
−∆w −R∂1w − ω((e1 × x) · ∇ − e1×)w +w · ∇w +∇θs = f in Ω,
divw = 0 in Ω,
w|∂Ω = w∗, w → 0 (|x| → ∞),
(1.10)
respectively. Accordingly, problem (1.4) can be rewritten as
∂tu−∆u−R∂1u− ω(e1 × x · ∇ − e1×)u
+w · ∇u+ u · ∇w + u · ∇u+∇P = 0 in Ω× (0,∞),
divu = 0 in Ω× [0,∞),
u|∂Ω = 0, u→ 0 (|x| → ∞), u|t=0 = u0.
(1.11)
When R = 0, Hishida-Shibata [23] proved problem (1.11) admits a unique global solutions
in L3,∞(Ω) satisfying
‖u‖Lr(Ω) . t− 12+ 32r , ∀3 < r < q
with 3 < q <∞ if the L3,∞-norms of u0 and w, depending on q, are small enough. Such
result implies the stability of the stationary flows w obtained by [15] in L3,∞. The key
consists of two points, one is the Lp-Lq estimates of the Stokes semigroup with rotating
effect generated by a principal part of the linearized operator of (1.11), the another is a
clever interpolation technique due to Yamazaki [36] which enables them to deal with the
term div(u · ∇w +w · ∇u) as a perturbation from this semigroup. For R 6= 0, Shibata
[32] obtained the same results as [7] for problem (1.11) with w satisfying (1.8). This
shows the stability of the steady flows with (1.8) obtained in Theorem 4.4 of [17]. For
such steady flows, Galdi-Kyed [17] further proved that they satisfy anisotropic pointwise
decay estimates with wake structure, that is,
Proposition 1.1 ([17]). Let 0 < |R| ≤ R∗, 0 < ω < ω∗ and Ω ⊂ R3 be an exterior domain
of class C2. There exists a constant η = ηΩ,R∗,ω∗ > 0 such that if f = divF ∈ L2(Ω) with
compact support and w∗ ∈ W 3/2,2(∂Ω) satisfy
sup
x∈Ω
((1 + |x|)2|F |) + ‖f‖L2(Ω) + ‖w∗‖W 3/2,2(∂Ω) < η,
then problem (1.10) possesses a unique solution w in W˙ 1,2(Ω) ∩ L6(Ω). Moreover, this
solution satisfies
|∇kw(x)| ≤ Cε|x|−1− k2 (1 + |R|sR(x))− 12+ε (k = 0, 1), ∀ε ∈
(
0, 1
2
)
, (1.12)
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where sR(x) , |x|+ R|R|x1.
As can be seen from the previous discussion, the stability of steady flows strongly
depends on the Lp-Lq estimates of the semigroup generated by different forms of linear
operators. In this sense, to establish Lp-Lq estimate of the semigroup is of independent
interest. This paper is devoted to showing that the Oseen operator around a steady flow
satisfying (1.12) in the exterior of a rotating obstacle generates a C0 semigroup, that is,
the solution map u0 7→ u(t) satisfying the following system
∂tu−∆u−R∂1u− ω((e1 × x) · ∇ − e1×)u+ u · ∇w +w · ∇u = −∇P
divu = 0,
u|∂Ω = 0, u→ 0 (|x| → ∞), u|t=0 = u0.
in Ω× (0,∞) defines a C0 semigroup. And then we establish a series of Lp-Lq estimates
of this C0 semigroup. As an application, we can show the stability of the steady flow
satisfying (1.12) in the sense of limt→∞ ‖u(t)‖L3(Ω) = 0 and
t
1
2
− 3
2q ‖u(t)‖Lq(Ω) + t 12‖∇u‖L3(Ω) ≤ C, ∀ 3 ≤ q <∞.
if the constant Cε in (1.12) and the L
3-norm of u0 are small enough.
1.1. Notations. To state main results more precisely, we will outline some notations used
throughout the paper. D and Dc mean the closure and complement of the domain D of
R3, respectively. Given a vector or matrix A, AT means the transpose of A. We denote
Ca,b,··· as a positive constant depending only on the quantities a, b, · · · , and nonessential
constants C and Ca,b,··· may change from line to line. In addition, we denote . and .a,b,···
as ≤ C and ≤ Ca,b,···, respectively. As usual, we use the following differential symbols:
∂t = ∂/∂t, ∂j = ∂/∂xj , ∇ = (∂1, ∂2, ∂3), ∆ = ∂21 + ∂22 + ∂23 ,
∂αx = ∂
α1
1 ∂
α2
2 ∂
α3
3 , ∇j = {∂αx , |α| = j ≥ 2}, α = (α1, α2, α3), |α| , α1 + α2 + α3,
Moreover, we employ the following special sets:
Br = {x ∈ R3 | |x| ≤ r}, Br1,r2 = {x ∈ R3 | r1 ≤ |x| ≤ r2}, Ωr = Ω ∩ Br.
In particular, R > 0 denotes a fixed number such that Ωc ⊂ BR.
To distinguish with scale functions, we shall use bold-face letter to denote three dimen-
sional vector valued functions, and the black-board bold letters to denote the correspond-
ing function spaces, i.e.
C
∞
0 (D) = {u = (u1, u2, u3) | uj ∈ C∞0 (D), j = 1, 2, 3},
C
∞
0,σ(D) = {u ∈ C∞0 (D) | divu = 0},
L
p(D) = {u = (u1, u2, u3) | uj ∈ Lp(D), j = 1, 2, 3}, ‖u‖Lp(D) =
3∑
j=1
‖uj‖Lp(D),
J
p(D) = the closure in Lp(D) of C∞0,σ(D), 1 < p <∞,
L
p
ℓ(D) = {f ∈ Lp(D) | f(x) = 0 in Bcℓ}.
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etc, if D is any domain of R3. For two Banach space X and Y , (L(X, Y ), ‖ · ‖L(X,Y ))
denotes the Banach space of all bounded linear operators from X into Y and we set
L(X) = L(X,X). In addition, A (I,X) means the set of all X-valued holomorphic
functions in I, and C(I;X) (Cb(I;X)) the set of all X-valued (bounded) continuous
functions in I.
We now recall the well-known Helmholtz decomposition in [27, 34]:
L
p(Ω) = Jp(Ω)⊕Gp(Ω), Gp(Ω) , {∇ϕ ∈ Lp(Ω) |ϕ ∈ Lploc(Ω¯)}. (1.13)
Let PΩ be the projector operator from Lp(Ω) to Jp(Ω). For every R, ω ∈ R, we define the
Oseen operator with rotating effect
LR,ω = PΩLR,ω, LR,ω , −∆−R∂1 − ω
(
(e1 × x) · ∇ − e1 ×
)
, (1.14)
and its perturbed operator around w satisfying (1.12)
LR,ω,w = PΩLR,ω,w = PΩ
(
LR,ω +Bw
)
, Bw ,
(
u · ∇w +w · ∇u) (1.15)
where
Dp(LR,ω) = Dp(LR,ω,w) =
{
u ∈W2,p(Ω) ∩ Jp(Ω) ∣∣u|∂Ω = 0, (e1 × x) · ∇u ∈ Lp(Ω)}.
For the uniformity of notations, we denote LR,ω by LR,ω,0.
1.2. Main results. Let D = Ω or R3, and then for each 0 < ε < 1
2
, define
|||g|||ε,D = sup
x∈D
(
(1 + |x|)|g(x)|+ (1 + |x|) 32 |∇g(x)|)(1 + |R|sR(x)) 12−ε.
Shibata [33] proved that −LR,ω,0 generates a C0-semigroup {TR,ω,0(t)}t≥0 in Jp(Ω) such
that
‖∇jTR,ω,0(t)u0‖Lp(Ω) .γ eγtt−j/2‖u0‖Lp(Ω), j = 0, 1, 2,
for some γ > 0. This estimate shows∫ α
0
‖PΩBwTR,ω,0(t)‖L(Jp(Ω)) dt .γ,R,ω α 12 |||w|||ε,Ω, 0 < α < 1.
This fact together with Dp(LR,ω,0) ⊂ Dp(PΩBw) yields that −LR,ω,w generates a C0-
semigroup {TR,ω,w(t)}t≥0 in Jp(Ω) by the perturbation theorem in [19]. In the same way.
its dual operator −L∗
R,ω,w generates a C0-semigroup {T ∗R,ω,w(t)}t≥0 in Jp(Ω). Summing
up, we have
Proposition 1.2. For every p ∈ (1,∞), −LR,ω,w and −L∗R,ω,w generate C0-semigroups
{TR,ω,w(t)}t≥0 and {T ∗R,ω,w(t)}t≥0 in Jp(Ω), respectively. In particular, {TR,0,w(t)}t≥0 and
{T ∗
R,0,w(t)}t≥0 are analytic semigroups in Jp(Ω).
Remark 1.3. When ω = 0, for every δ > 0 and u ∈ Dp(PΩ∆), we observe
‖PΩ(−R∂1u+w · ∇u+ u · ∇w)‖Lp ≤(|R|+ |||w|||ε)‖u‖W1,p(Ω)
≤δ‖u‖W2,p(Ω) + Cδ,R,|||w|||ε‖u‖Lp(Ω)
≤Cδ‖PΩ∆u‖Lp(Ω) + Cδ,R,|||w|||ε‖u‖Lp(Ω)
by Corollary to Theorem 1.7 of [27]. This, together with Theorem X.54 in [30], shows
that LR,0,w generates a holomorphic semigroup in Jp(Ω). So does L∗R,0,w.
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Remark 1.4. We can not expect to control (e1 × x) · ∇ by −∆ since the drift operator
(e1 × x) · ∇ is a variable coefficient growing at large distance. This implies that the
nonstationary problem associated to LR,ω,w contains hyperbolic features if ω 6= 0. Hence,
the operator LR,ω,w (ω 6= 0) can only generates a C0 semigroup in Jp(Ω). This fact was
verified rigorously by Farwig-Neustupa in [9], which proved that the essential spectrum
of the operator LR,ω,0 coincides with⋃
ℓ∈Z
{√−1ωℓ+ {λ ∈ C |R2Re λ+ (Im λ)2 > 0}}. (1.16)
Now we are in position to state the main results.
Theorem 1.5. Assume that 0 < R∗ ≤ |R| ≤ R∗, |ω| ≤ ω∗ and 1 < p <∞. Let ε ∈ (0, 12)
if p ≥ 6
5
otherwise ε ∈ (0, 3 − 3
p
). Then there exists a constant η = ηp,R∗,R∗,ω∗ > 0, such
that if |||w|||ε,Ω < η, then for f ∈ Jp(Ω),
‖TR,ω,w(t)f‖Lq(Ω), ‖T ∗R,ω,w(t)f‖Lq(Ω) ≤ Ct−
3
2
( 1
p
− 1
q
)‖f‖Lp(Ω), p ≤ q <∞ (1.17)
‖∇TR,ω,w(t)f‖Lq(Ω), ‖∇T ∗R,ω,w(t)f‖Lq(Ω) ≤ Ct−
1
2
− 3
2
( 1
p
− 1
q
)‖f‖Lp(Ω), p ≤ q ≤ 3 (1.18)
with C = CR∗,R∗,ω∗.
In the light of Theorem 1.2, we reduce problem (1.11) to the integral equation
u = TR,ω,w(t)u0 +
∫ t
0
TR,ω,w(t− τ)PΩ(u(τ) · ∇)u(τ) dτ, (1.19)
With the help of Theorem 1.5, we can easily deduce the following result for (1.19) by
the classical Kato method, which implies the stability in L3 of the steady flow satisfying
(1.10) and (1.12).
Theorem 1.6. Assume that 0 < R∗ ≤ |R| ≤ R∗, |ω| ≤ ω∗ and ε ∈ (0, 12). Let u0 ∈ J3(Ω).
Then there exists a constant η = ηR∗,R∗,ω∗ > 0 such that if
‖u0‖L3(Ω) + |||w|||ε,Ω ≤ η (1.20)
then problem (1.19) admits a unique global solution u satisfying
u ∈ Cb([0,∞); J3(Ω)), t 12∇u(t) ∈ Cb([0,∞);L3(Ω))
such that
‖u(t)‖L3(Ω) → 0, as t→∞. (1.21)
t
1
2
− 3
2q ‖u(t)‖Lq(Ω) + t 12‖∇u‖L3(Ω) ≤ C, ∀ 3 ≤ q <∞. (1.22)
We would like to give the sketch proof of Theorem 1.5. Due to (1.16), the traditional
way to establish Lp-Lq estimates of semigroups no longer hold for TR,ω,w(t). So we will
adopt the domain decomposition to study{
∂tu+ LR,ω,wu+∇P = 0, divu = 0 in Ω× (0,∞),
u|∂Ω = 0, u|t=0 = u0 ∈ Jp(Ω)
(1.23)
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and then establish Lp-Lq estimates of TR,ω,w(t). Roughly speaking, let ϕ ∈ C∞0 (BR+2) be
a bump function with ϕ = 1 in BR+1, and define
v˜0 = (1− ϕ)u0 + B[∇ϕ · u0] ∈ Jp(R3)
where B is a Bogovskiˇi’s operator, see Lemma 4.1 below. Let ψ ∈ C∞0 (BR+1) satisfy
0 ≤ ψ ≤ 1 and ψ = 1 in BR+1/2. Suppose that (v˜(t), θ˜(t)) solves
∂tv˜ + LR,ω,wv˜ +∇θ˜ = 0, div v˜ = 0 in R3 × (0,∞),
v˜|t=0 = v˜0,
∫
ΩR+3
θ˜(t) dx = 0
(1.24)
where w = (1− ψ)w + B[∇ψ ·w] is an extension of w to R3 such that
w = w in BcR+1, divw = 0, |||w|||ε,R3 ≤ C|||w|||ε,Ω. (1.25)
We decompose initial data u0 as follows:
u0 = v0 + u˜0, v0 = (1− ϕ)v˜0 + B[∇ϕ · v˜0].
This yields the following decomposition of the solution u{
u = v + u˜, v(t) = (1− ϕ)v˜(t) + B[∇ϕ · v˜(t)],
P = θ + P˜ , θ = (1− ϕ)θ˜,
where (v, θ) and (u˜, P˜ ) satisfy{
∂tv + LR,ω,wv +∇θ = F (t), div v = 0 in Ω× (0,∞),
v|∂Ω = 0, v|t=0 = v0
and {
∂tu˜+ LR,ω,wu˜+∇P˜ = −F (t), div u˜ = 0 in Ω× (0,∞),
u˜|∂Ω = 0, u˜|t=0 = u˜0 ∈ LpR+2(Ω),
(1.26)
respectively. Here
F (t) =− θ˜∇ϕ+ (∆ϕ)v˜ + 2(∇ϕ) · ∇v˜ +R(∂1ϕ)v˜ + ω
(
(e1 × x) · ∇ϕ
)
v˜
+ (w · ∇ϕ)v˜ − B[∇ϕ · (LR,ω,wv +∇θ˜)] + LR,ω,wB[∇ϕ · v˜].
Hence, to prove the Lp-Lq estimates of TR,ω,w(t), it suffices to show the decay estimates
with respect to t of the solution maps of (1.24) and (1.26).
We observe that equations (1.24) with ω 6= 0 can be reduced to the case ω = 0 under the
rotation transformation (2.9). Hence, we only prove the Lp-Lq estimates of the solution
map associated to the case ω = 0, which can be obtained by making use of Lp-Lq estimates
of Oseen semigroups and the decay estimates (1.25) ofw and viewing the additional linear
term invoking w as a perturbation from the Oseen semigroup by splitting the integral of
the Duhamel term on account of (1.25).
L
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Now we turn to the study of decay estimates on t of the solution map of (1.26). For
this, we only to study the following problem{
∂tu+ LR,ω,wu+∇P = 0, divu = 0 in Ω× (0,∞),
u|∂Ω = 0, u|t=0 = PΩu0, u0 ∈ LpR+2(Ω)
(1.27)
by the homogenization principle since u0, F (t) ∈ LpR+2(Ω). From u0 ∈ LpR+2, we can
expect that (λI+LR,ω,w)−1PΩu0 and corresponding pressure operator both process decay
properties with respect to Reλ > 0 in Lp(Ω) such that
u = TR,ω,w(t)PΩu0 = lim
ℓ→∞
∫ γ+iℓ
γ−iℓ
eγt(λI + LR,ω,w)−1PΩu0 dλ, γ ≥ 1. (1.28)
In addition, we can prove (λI + LR,ω,w)−1PΩu0 in Lp(ΩR+3) has some decay estimates
with respect to Reλ ≥ 0, which enable us show the key estimates, the local energy decay
of TR,ω,w(t), by following the idea in [24, 25]. This leads us to study the behavior with
respect to λ of (λI + LR,ω,w)−1PΩ acting on LpR+2(Ω).
For this propose, we adopt the “splitting-gluing” argument to study the resolvent prob-
lem
(λI + LR,ω,w)u+∇P = f ∈ LpR+2(Ω), divu = 0 in Ω, u|∂Ω = 0. (1.29)
Roughly speaking, we first split (1.29) into a resolvent problem in a bounded domain{
(λI + LR,ω,w)u+∇P = f ∈ Lp(ΩR+3),
divu = 0 in ΩR+3, u|∂ΩR+3 = 0
(1.30)
and a resolvent problem in whole space
(λI + LR,ω,w)u+∇P = f ∈ LpR+2(R3), divu = 0 in R3. (1.31)
For (1.30), we can view it as a perturbation of the resolvent problem of the usual
Stokes operator in ΩR+3. Thus we construct the solution operators (RIR,ω,w(λ), Q˚ΩR+3 +
Π˚I
R,ω,w(λ)) and establish their decay estimates on λ, see Theorem 3.1 for details below.
For (1.31), we don’t deal with it by the perturbation argument since (e1 × x) · ∇ does
not subordinate to ∆. Fortunately, we observe that the solution map to the corresponding
nonstationary problem defines a C0-semigroup {TGR,ω,w(t)}t≥0 in Jp(R3). This enables us
define the resolvent operatorRG
R,ω,w(λ) of (1.31) via the Laplace transform of T
G
R,ω,w(t)PR3
and corresponding pressure operator (Q˚R3 + Π˚GR,ω,w(λ)) by Helmholtz decomposition. To
investigate the behavior on Reλ ≥ 0 of RG
R,ω,w(λ) acting on L
p
R+2(R
3), we formally write
RG
R,ω,w(λ) =
∞∑
j=0
(RG
R,ω,0(λ)Bw)
jRG
R,ω,0(λ).
Making use of the multiplier associated with TG
R,ω,0(t)PR3 and the better pointwise esti-
mates (1.25) of w, we give out decay estimates of RG
R,ω,w(λ) with respect to Reλ > 0 in
L(LpR+2(R3),W2,p(R3)).
To study the behavior near Reλ = 0 of RG
R,ω,w(λ) acting on L
p
R+2(R
3), we first use the
pointwise estimates of the kernel function of TG
R,ω,0(t)PR3 to construct a iterative scheme
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on account of the domain decomposition, and so prove Lp estimates in small scale and
decay estimates in large scale of RG
R,ω,w(λ) acting on L
p
R+2(R
3) which are uniformly with
respect to Reλ > 0. Further, we establish a “tree self-similar” iteration by the so called “
self-similar iteration” and then obtain the decay estimates on Reλ ≥ 0 of RG
R,ω,w(λ) and
(Q˚R3 + Π˚GR,ω,w(λ)) from LpR+2(R3) to local Lp spaces.
Next, we glue the solutions of problems (1.30) and (1.31) to obtain the solution of
problem (1.29). More precisely, Let f ∈ LpR+2(Ω) and denote f0 by the zero extension
to R3 of f and fΩR+3 by the restriction on ΩR+3 of f . By the Bogovskiˇi operator, we
construct the parametrix (ΦR,ω,w(λ)f ,ΨR,ω,w(λ)f ) to (1.29)
ΦR,ω,w(λ)f = (1− ϕ)RGR,ω,w(λ)f0 + ϕRIR,ω,w(λ)fΩR+3
+ B[∇ϕ · (RG
R,ω,w(λ)f0 −RIR,ω,w(λ)fΩR+3)],
ΨR,ω,w(λ)f = (1− ϕ)(Q˚R3 + Π˚GR,ω,w(λ))f0 + ϕ(Q˚ΩR+3 + Π˚IR,ω,w(λ))fΩR+3
such that{
(λI + LR,ω,w)ΦR,ω,w(λ)f +∇ΨR,ω,w(λ)f = (I + T +KR,ω,w(λ))f in Ω,
div ΦR,ω,w(λ)f = 0 in Ω, ΦR,ω,w(λ)f |∂Ω = 0,
where T +KR,ω,w(λ) is an compact operator in L(LpR+2(Ω)) and KR,ω,w(λ) tends to zero
as |λ| → ∞. So we can show the operator (I + T + KR,ω,w(λ)), from LpR+2(Ω) to itself,
is reversible. Then, the resolvent operator (λI + LR,ω,w)−1PΩ , RR,ω,w(λ) to (1.29) and
corresponding pressure operator ΠR,ω,w(λ) can be given by the following formulas:
RR,ω,w(λ) = ΦR,ω,w(λ)(I + T +KR,ω,w(λ))−1,
ΠR,ω,w(λ)(λ) = ΨR,ω,w(λ)(I + T +KR,ω,w(λ))
−1.
These equalities help us give out the decay estimates of RR,ω,w(λ)f and ΠR,ω,w(λ)f with
respect to Reλ > 0, and of RR,ω,w(λ)f with respect to Reλ = 0 in Lp(ΩR+3).
The rest of the paper is organized as follows. In Section 2, we show the Lp-Lq estimates
of TG
R,ω,w(t) and decay estimates of (RGR,ω,w(λ), Π˚GR,ω,w(λ)) with respect to Reλ > 0 acting
on LpR+2(R
3). In Section 3, we investigate the behavior of (RI
R,ω,w(λ), Π˚
I
R,ω,w(λ)) with
regard to λ. In Section 4, we study the solvability of (1.29) via constructing its parametrix.
In Section 5, we show the behavior on t of TR,ω,w(t)PΩ acting on LpR+2(Ω). Section 6 is
devoted to the proof of Theorem 1.5. In the section 7, we prove Theorem 1.6. For the sake
of readers, we give some useful technique lemmas or the well known results in Section 8.
2. The resolvent problem in R3
In this section, we mainly study the resolvent problem
λu+ LR,ω,wu+∇P = f , divu = 0 in R3. (2.1)
First, we define PR3 (Leray projection operator) and QR3 as follows:
(PR3f )i , F−1(P(ξ)fˆ)i =
3∑
j=1
F−1
((
δij − ξiξj|ξ|2
)
fˆj
)
, i = 1, 2, 3, (2.2)
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QR3f , F−1
(∑3
j=1 ξj fˆj(ξ)
i|ξ|2
)
. (2.3)
It is well-known that divPR3f = 0 and
‖PR3f‖Lp(R3) + ‖∇QR3f‖Lp(R3) ≤ ‖f‖Lp(R3). (2.4)
For f ∈ Lp(R3), we have the Helmholtz decomposition
f = PR3f +∇Q˚R3f , (2.5)
which is the unique in the sense of
∫
ΩR+3
Q˚R3f dx = 0. Here
Q˚R3f , QR3f − 1|ΩR+3|
∫
ΩR+3
QR3f dx. (2.6)
We define the operator associated to problem (2.1) as follows{LR,ω,w,R3 = PR3LR,ω,w = LR,ω,0 + PR3Bw,
Dp(LR,ω,w,R3) =
{
u ∈W2,p(R3) ∩ Jp(R3) ∣∣ (e1 × x) · ∇u ∈ Lp(R3)}. (2.7)
Here, we used the fact that PR3LR,ω,0 = LR,ω,0PR3
As we all know, LR,ω,0,R3 generates a C0 semigroup {TGR,ω,0(t)}t≥0 in Jp(R3) such that
‖∇jTG
R,ω,0(t)‖L(Jp(R3),Lq(R3)) ≤ Cp,qt−
3
2
( 1
p
− 1
q
)− j
2 , 1 ≤ q ≤ p ≤ ∞, j ≤ 2,
see [33] for details. As a consequence of the perturbation theorem in [19], we deduce
that LR,ω,w,R3 and its dual operator L∗R,ω,w,R3 generate C0-semigroups {TGR,ω,w(t)}t≥0 and
{TG∗
R,ω,w(t)}t≥0 in Jp(R3), respectively.
2.1. Lp-Lq estimates of TG
R,ω,w(t) and T
G∗
R,ω,w(t). Consider{
∂tu+ LR,ω,wu+∇P = 0, divu = 0 in R3 × (0,∞),
u|t=0 = u0 ∈ Jp(R3).
(2.8)
Set {
y = O(ω)x, u˜(y, t) = O(ωt)u(OT (ωt)y, t),
w˜(y, t) = O(ωt)w(OT (ωt)y), P˜ (y, t) = P (OT (ωt)y, t)
(2.9)
with
O(ωt) =
 1 0 00 cosωt − sinωt
0 sinωt cosωt
 .
Note that
|||w˜(t)|||ε,R3 = |||w|||ε,R3 ≤ C|||w|||ε,Ω for every t ≥ 0, (2.10)
then problem (2.8) is equivalent to the nonautonomous system{
∂tu˜+ L(t)u˜+∇P˜ = 0, div u˜ = 0 in R3 × (0,∞),
u˜|t=0 = u0 ∈ Jp(R3)
(2.11)
where
L(t) = LR,0,0 +Bw˜(t), Bw˜(t) , Bw|replacingw by w˜(t).
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From the parabolic evolution system theory in [1, 2], we conclude that −PR3L(t) and its
dual operator generate unique evolution operators {G(t, s)}0≤s≤t and {G∗(t, s)}0≤s≤t in
Jp(R3), respectively, satisfying for j ≤ 2
‖∇jG(t, s)‖L(Jp(R3),Lp(R3)), ‖∇jG∗(t, s)‖L(Jp(R3),Lp(R3)) .ω eCω(t−s)(t− s)−
j
2 . (2.12)
See Lemma 8.1 below for details. This gives{
u = TG
R,ω,w(t)u0 = OT (ωt)(G(t, 0)u0)(O(ωt)x, t),
TG
∗
R,ω,w(t)v0 = QT (−ωt)(G∗(t, 0)v0)(Q(−ωt)x, t).
(2.13)
So it suffices to show the Lp-Lq estimates of G(t, s) and G∗(t, s). It is well known that
TG
R,0,0(t)f(x) =(4πt)
− 3
2
∫
R3
e
|x+Rte1−y|
2
4t f (y) dy
=(2π)−3
∫
R3
e−(|ξ|
2−iRξ1)tfˆ(ξ)eix·ξ dξ (2.14)
satisfies
‖∇jTG
R,0,0(t)‖L(Jp(R3),Lq(R3)) ≤ Ct−
3
2
( 1
p
− 1
q
)− j
2 , j ≤ 2, 1 ≤ q ≤ p ≤ ∞, (2.15)
for details see Chapter VIII in [16]. This helps us to deduce the following propositions.
Proposition 2.1. Let ε ∈ (0, 1
2
), p ∈ (1,∞) and f ∈ Jp(R3). Then, there exists a
constant η = ηp,ε > 0 such that if |||w|||ε,Ω < η, then
‖G(t, s)f‖Lq(R3) ≤ C(t− s)−
3
2
( 1
p
− 1
q
)‖f‖Lp(R3), p ≤ q ≤ ∞, (2.16)
‖∇G(t, s)f‖Lq(R3) ≤ C(t− s)−
1
2
− 3
2
( 1
p
− 1
q
)‖f‖Lp(R3), p ≤ q ≤ 3. (2.17)
Proof. By Duhamel principle, we write u˜(t, s) = G(t, s)f as
u˜(t, s) =TG
R,0,0(t− s)f +
∫ t
s
TG
R,0,0(t− τ)PR3Bw˜(τ)u˜(τ, s) dτ
,TG
R,0,0(t− s)f + Lu˜(t, s).
It is obvious that form (2.15)
‖∇kTG
R,0,0(t−s)f‖Lq(R3) ≤ (t−s)−
j
2
− 3
2
( 1
p
− 1
q
)‖f‖Lp(R3), k = 0, 1, 1 < p ≤ q ≤ ∞. (2.18)
Thus, we next to prove this proposition by splitting the integral of the Duhamel term
Lu˜(t, s) on account of (2.10).
Proof of (2.16). We first estimate ‖Lu˜(t, s)‖Lp(R3). By Ho¨lder’s inequality and Lemma
8.3, we observe from (2.10) that
‖w˜(τ)‖Lr(R3) + ‖∇w˜(τ)‖Lℓ(R3) .r,ℓ |||w|||ε,Ω, ∀r ∈ ( 63−2ε ,∞], ℓ ∈ ( 32−ε ,∞]. (2.19)
Hence we deduce by (2.15) that for q0 ∈ (max(p, 32),∞) satisfying 1p − 1q0 < 13 ,
‖Lu˜(t, s)‖Lp(R3) .
∫ t
s
(t− τ)−1+ 32 ( 1p− 1q0 )‖w˜(τ)‖L3(R3)‖u˜(τ, s)‖Lq0 (R3) dτ (2.20)
.|||w|||ε,Ω sup
s≤τ≤t
(τ − s)− 32 ( 1p− 1q0 )‖u˜(τ, s)‖Lq0 (R3) (2.21)
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where we have used the fact that
TG
R,0,0(t−τ)PR3Bw˜(τ)u˜(τ, s) = ∇·TGR,0,0(t−τ)PR3
(
w˜(τ)⊗u˜(τ, s)+u˜(τ, s)⊗w˜(τ)). (2.22)
Next, we estimate (t − s) 32p ‖Lu˜(t, s)‖L∞(R3). When t − s < 2, by (2.15), (2.19) and
(2.22), we obtain for q1 ∈ (max(3, p),∞) satisfying 1p − 1q1 < 23 ,
(t− s) 32p ‖Lu˜(t, s)‖L∞(R3)
.p(t− s)
3
2p
∫ t
s
(t− τ)− 12− 32q1 ‖w˜(τ)‖L∞(R3)‖u˜(τ, s)‖Lq1 (R3) dτ
.p(t− s) 12 |||w|||ε,Ω sup
s≤τ≤t
(τ − s) 32 ( 1p− 1q1 )‖u˜(τ, s)‖Lq1 (R3)
.p|||w|||ε,Ω sup
s≤τ≤t
(τ − s) 32 ( 1p− 1q1 )‖u˜(τ, s)‖Lq1 (R3). (2.23)
When t− s > 2, we make the following decomposition
Lu˜(t, s) =
[ ∫ t+s
2
s
+
∫ t−1
t+s
2
+
∫ t
t−1
]
TG
R,0,0(t− τ)PR3Bw˜(τ)u˜(τ, s) dτ.
and then get by (2.15), (2.19) and (2.22)
(t− s) 32p‖Lu˜(t, s)‖L∞(R3)
.p,ε(t− s)
3
2p
(∫ t+s
2
s
(t− τ)−1− 32q1 ‖w˜(τ)‖L3(R3)‖u˜(τ, s)‖Lq1 (R3) dτ
+
∫ t−1
t+s
2
(t− τ)− 12− 32r1 ‖w˜(τ)‖Lr1 (R3)‖u˜(τ, s)‖L∞(R3) dτ
+
∫ t
t−1
(t− τ)− 12− 32r2 ‖w˜(τ)‖Lr2 (R3)‖u˜(τ, s)‖L∞(R3) dτ
)
.p,ε|||w|||ε,Ω
[
(t− s)−1+ 32 ( 1p− 1q1 )
∫ t+s
2
s
(τ − s)− 32 ( 1p− 1q1 ) dτ sup
s≤τ≤t
(τ − s) 32 ( 1p− 1q1 )‖u˜(τ, s)‖Lq1(R3)
+
(∫ t−1
t+s
2
(t− τ)− 12− 32r1 dτ +
∫ t
t−1
(t− τ)− 12− 32r2 dτ
)
sup
s≤τ≤t
(τ − s) 32p‖u˜(τ, s)‖L∞(R3)
]
.p,ε|||w|||ε,Ω( sup
s≤τ≤t
(τ − s) 32 ( 1p− 1q1 )‖u˜(τ, s)‖Lq1 (R3) + sup
s≤τ≤t
(τ − s) 32p ‖u˜(τ, s)‖L∞(R3))
with r1 ∈ ( 63−2ε , 3) and r2 ∈ (3,∞). This estimate, together with (2.18), (2.21) and (2.23)
and the interpolation inequality between Lp(R3) and L∞(R3), yields that
sup
s≤t≤∞
‖u˜(t, s)‖Lp(R3) + sup
s≤t≤∞
(t− s) 32p‖u˜(t, s)‖L∞(R3)
≤Cp‖f‖Lp(R3) + Cε,p|||w|||ε,Ω
(
sup
s≤t≤∞
‖u˜(t, s)‖Lp(R3) + sup
s≤t≤∞
(t− s) 32p ‖u˜(t, s)‖L∞(R3)
)
.
Hence, we deduce (2.16) if Cε,p|||w|||ε,Ω < 1.
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Proof of (2.17). Thanks to (2.16) and the fact: G(t, s) = G(t, s0)G(s0, s) for all s ≤
s0 ≤ t, we only need prove (2.17) with 1 < p = q ≤ 3.
Case 1: p < 3. When t− s ≤ 2, by (2.10), (2.15) and Lemma 8.4, we deduce
(t− s) 12‖∇Lu˜(t, s)‖Lp(R3) . ‖∇Lu˜(t, s)‖Lp(R3)
.
∫ t
s
(t− τ)− 12 (‖w˜(τ)‖L∞(R3)‖∇u˜(τ, s)‖Lp(R3) + ∥∥|x|∇w˜(τ)∥∥L∞(R3)∥∥ u˜(τ,s)|x| ∥∥Lp(R3)) dτ
.|||w|||ε,Ω sup
s≤τ≤t
(τ − s) 12‖∇u˜(τ, s)‖Lp(R3). (2.24)
Similarly, when t− s > 2, we have for α ∈ (0,min(1
3
, 1
2
− ε)), r > α
3
,
(t− s) 12‖∇Lu˜(t, s)‖Lp(R3)
.p,ε(t− s) 12
[ ∫ t−1
s
(t− τ)−1− 32r∥∥|x|1−αsR(x)αw˜(τ)∥∥Lr(R3)∥∥ u˜(τ,s)|x|1−αsR(x)α∥∥Lp(R3) dτ
+
∫ t
t−1
(t− τ)− 12(‖w˜(τ)‖L∞(R3)‖∇u˜(τ, s)‖Lp(R3) + ∥∥|x|∇w˜(τ)∥∥L∞(R3)∥∥ u˜(τ,s)|x| ∥∥Lp(R3)) dτ]
.p,ε|||w|||ε,Ω sup
s≤τ≤t
(τ − s) 12‖∇u˜(τ, s)‖Lp(R3).
where we have used the fact that for every δ > 1 and 0 < ρ < 1∫ t−1
s
(t− s)−δ(τ − s)−ρ dτ ≤(t− s)−δ
∫ t−s
2
s
(τ − s)−ρ dτ + (t− s)−ρ
∫ t−1
t−s
2
(t− s)−δ dτ
.(t− s)1−δ−ρ + (t− s)−ρ . (t− s)−ρ, ∀t− s > 2. (2.25)
This, together with (2.18) and (2.24), yields
sup
s≤t≤∞
(t− s) 12‖∇u˜(t, s)‖Lp(R3) ≤ C‖f‖Lp(R3) + C ′ε,p|||w|||ε,Ω sup
s≤t≤∞
(t− s) 12‖∇u˜(t, s)‖Lp(R3)
which proves (2.17) with 1 < p = q < 3 if C ′ε,p|||w|||ε,Ω < 1.
Case 2: p = 3. When t− s < 2, by (2.18) and (2.19), we have
(t− s) 12‖∇Lu˜(t, s)‖L3(R3) . ‖∇Lu˜(t, s)‖L3(R3)
.
∫ t
s
(t− τ)− 12 (‖w˜(τ)‖L∞(R3)‖∇u˜(τ, s)‖L3(R3) + ‖∇w˜(τ)‖L3(R3)‖u˜(τ, s)‖L∞(R3)) dτ
.|||w|||ε,Ω( sup
s≤τ≤t
(τ − s) 12‖∇u˜(τ, s)‖L3(R3) + sup
s≤τ≤t
(τ − s) 12‖u˜(τ, s)‖L∞(R3)).
When t− s > 2, by (2.18), (2.19) and (2.25), we have for ℓ0 ∈ (6/(3− 2ε), 3),
(t− s) 12‖∇Lu˜(t, s)‖L3(R3)
.(t− s) 12
[ ∫ t−1
s
(t− τ)− 12− 32ℓ0 ‖w˜(τ)‖Lℓ0 (R3)‖u˜(τ, s)‖L∞(R3) dτ
+
∫ t
t−1
(t− τ)− 12 (‖w˜(τ)‖L∞(R3)‖∇u˜(τ, s)‖L3(R3) + ‖∇w˜(τ)‖L3(R3)‖u˜(τ, s)‖L∞(R3)) dτ]
.|||w|||ε,Ω
(
sup
s≤τ≤t
(τ − s) 12‖∇u˜(τ, s)‖L3(R3) + sup
s≤τ≤t
(τ − s) 12‖u˜(τ, s)‖L∞(R3)
)
.
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Thus, collecting the above two estimates, (2.16) and (2.18), we deduce
sup
s≤t≤∞
(t− s) 12‖∇u˜(t, s)‖L3(R3)
≤C(1 + |||w|||ε,Ω)‖f‖Lp(R3) + C ′′ε |||w|||ε,Ω sup
s≤t≤∞
(t− s) 12‖∇u˜(t, s)‖L3(R3).
This yields (2.17) with p = q = 3 if C ′′ε |||w|||ε < 1 and so ends proof of this proposition. 
Proposition 2.2. Let ε ∈ (0, 1
2
), p ∈ (1,∞) and q ∈ [p,∞]. Then there exists a constant
η = ηp,ε > 0 such that if |||w|||ε,Ω < η, then for f ∈ Jp(R3), k = 0, 1,
‖∇kG∗(t, s)f‖Lq(R3) ≤ C(t− s)−
k
2
− 3
2
( 1
p
− 1
q
)‖f‖Lp(R3), (k, q) 6= (1,∞).
Proof. Thanks to Proposition 2.1 and the duality argument, we only need to prove
‖∇G∗(t, s)f‖Lp(R3) ≤ C(t− s)− k2 ‖f‖Lp(R3), (2.26)
‖G∗(t, s)f‖L∞(R3) ≤ C(t− s)−
3
2p‖f‖Lp(R3). (2.27)
Let B∗w˜(t) be the dual operator of Bw˜(t). We write v˜(t, s) , G
∗(t, s)f into
v˜(t, s) =TG−R,0,0(t− s)f −
∫ t
s
TG−R,0,0(t− τ)PR3B∗w˜(τ)v˜(τ, s) dτ
=TG−R,0,0(t− s)f + [Lv˜(t, s)
where we used TG
∗
R,0,0(t− s) = TG−R,0,0(t− s). Note that, for every ϕ ∈ C∞0,σ(R3),〈PR3B∗w˜(τ)v˜(τ, s),ϕ〉 = 〈∇v˜(τ, s), (w˜(τ)⊗ ϕ+ϕ⊗ w˜(τ))〉.
So, by (2.19) we get for m, q ∈ (1,∞) and r ∈ ( 6
3−2ε
,∞] satisfying 1
m
= 1
r
+ 1
q
< 1∥∥PR3B∗w˜(τ)v˜(τ, s)∥∥Lm(R3) .‖w˜(τ)‖Lr(R3)‖∇v˜(τ, s)‖Lq(R3)
.r|||w|||ε,Ω‖∇v˜(τ, s)‖Lq(R3) (2.28)
Suppose (2.26) holds, we have from (2.16) and the duality argument that
‖∇v˜(t, s)‖Lq(R3) . (t− s)−
1
2
− 3
2
( 1
p
− 1
q
)‖f‖Lp(R3), ∀ 1 < p ≤ q <∞, t > s ≥ 0.
Hence, choosing q0 ∈ [p,∞) such that q0 > 32 and 1p − 1q0 < 13 , we deduce by (2.15) and
(2.28) with (r, q) = (3, q0) that for all t > s ≥ 0
(t− s) 32p‖v˜(t, s)‖L∞(R3)
.p‖f‖Lp(R3) + (t− s)
3
2p
∫ t
s
(t− τ)− 12− 32q0 ‖PR3B∗w˜(τ)v˜(τ, s)‖Lm(R3) d
.p‖f‖Lp(R3) + |||w|||ε,Ω(t− s)
3
2p
∫ t
s
(t− τ)− 12− 32q0 ‖∇v˜(τ, s)‖Lq0 (R3) dτ .p ‖f‖Lp(R3)
with 1
m
= 1
r
+ 1
q0
, which proves (2.27).
Next, we prove (2.26). Let q′0 be the number such that
1
q0
+ 1
q′0
= 1. When t − s ≤ 2,
by (2.15) and (2.28) with (r, q) = (∞, q0), we have
(t− s) 12+ 32 ( 1p− 1q0 )‖∇Lv˜(t, s)‖Lq0 (R3) . (t− s)
3
2
( 1
p
− 1
q0
)‖∇Lv˜(t, s)‖Lq0 (R3)
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.(t− s) 32 ( 1p− 1q0 )
∫ t
s
(t− τ)− 12‖PR3B∗w˜(τ)v˜(τ, s)‖Lq0 (R3) dτ
.(t− s) 32 ( 1p− 1q0 )
∫ t
s
(t− τ)− 12 |||w|||ε,Ω‖∇v˜(τ, s)‖Lq0 (R3) dτ
.|||w|||ε,Ω sup
s≤τ≤t
(τ − s) 12+ 32 ( 1p− 1q0 )‖∇v˜(τ, s)‖Lq0 (R3). (2.29)
When t− s > 2, making the decomposition:
Lv˜(t, s) =
[ ∫ t−1
s
+
∫ t
t−1
]
TG−R,0,0(t− τ)PR3B∗w˜(τ)v˜(τ, s) dτ,
by (2.15) and (2.28) with q = q0 and r = r0 ∈ (max( 63−2ε), q′0), 3) or r = ∞, we get from
(2.25)
(t− s) 12+ 32 ( 1p− 1q0 )‖∇Lv˜(t, s)‖Lq0 (R3)
.ε,p(t− s)
1
2
+ 3
2
( 1
p
− 1
q0
)
[ ∫ t−1
s
(t− τ)− 12− 32r0 ‖PR3B∗w˜(τ)v˜(τ, s)‖Lm(R3) dτ
+
∫ t
t−1
(t− τ)− 12‖PR3B∗w˜(τ)v˜(τ, s)‖Lq0 (R3) dτ
]
.ε,p|||w|||ε,Ω(t− s)
1
2
+ 3
2
( 1
p
− 1
q0
)
[ ∫ t−1
s
(t− τ)− 12− 32r0 ‖∇v˜(τ, s)‖Lq0 (R3) dτ
+
∫ t
t−1
(t− τ)− 12‖∇v˜(τ, s)‖Lq0 (R3) dτ
]
.ε,p|||w|||ε,Ω sup
s≤τ≤t
(τ − s) 12+ 32 ( 1p− 1q0 )‖∇v˜(τ, s)‖Lq0 (R3).
with 1
m
= 1
r0
+ 1
q0
. This estimate, combining with (2.18) and (2.29), gives that
sup
s≤t≤∞
(t− s) 12+ 32 ( 1p− 1q0 )‖∇v˜(t, s)‖Lq0 (R3)
≤C‖f‖Lp(R3) + Cε,p|||w|||ε,Ω sup
s≤t≤∞
(t− s) 12+ 32 ( 1p− 1q0 )‖∇v˜(t, s)‖Lq0 (R3).
Thus, we obtain
sup
s≤t<∞
(t− s) 12+ 32 ( 1p− 1p0 )‖∇v˜(t, s)‖Lp0(R3) ≤ C‖f‖Lp(R3). (2.30)
if Cε,p|||w|||ε,Ω < 1. Hence, we have by (2.15) and (2.28) with (r, q) = (3, q0)
(t− s) 12‖∇v˜(t, s)‖Lp(R3)
.‖f‖Lp(R3) + (t− s) 12
∫ t
s
(t− τ)−1+ 32 ( 1p− 1q0 )‖PR3B∗w˜(τ)v˜(τ, s)‖Lm(R3) dτ
.‖f‖Lp(R3) + |||w|||ε,Ω(t− s)
1
2
∫ t
s
(t− τ)−1+ 32 ( 1p− 1q0 )‖∇v˜(t, s)‖Lp0 (R3) dτ . ‖f‖Lp(R3).
with 1
m
= 1
3
+ 1
q0
. This proves (2.27). So Proposition 2.2 is proved. 
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Thanks to (2.13), as a directly consequence of Proposition 2.1-2.2, we have
Theorem 2.3. Let ε ∈ (0, 1
2
), p ∈ (1,∞) and f ∈ Jp(R3). Then there exists a constant
η = ηε,p > 0 such that if |||w|||ε ≤ η, then ‖T
G
R,ω,w(t)f‖Lq(R3) ≤ Ct−
3
2
( 1
q
− 1
p
)‖f‖Lp(R3), p ≤ q ≤ ∞,
‖∇TG
R,ω,w(t)f‖Lq(R3) ≤ Ct−
1
2
− 3
2
( 1
q
− 1
p
)‖f‖Lp(R3), p ≤ q ≤ 3,
(2.31)
and for every p ≤ q ≤ ∞ and k = 0, 1
‖∇kTG∗
R,ω,w(t)f‖Lq(R3) ≤ Ct−
k
2
− 3
2
( 1
q
− 1
p
)‖f‖Lp(R3), (k, p) 6= (1,∞). (2.32)
2.2. The resolvent estimates. Now we consider the resolvent problem (2.1). Let
RG
R,ω,w(λ) =
∫ ∞
0
e−λtTG
R,ω,w(t)PR3dt, RG
∗
R,ω,w(λ) =
∫ ∞
0
e−λtTG
∗
R,ω,w(t)PR3dt. (2.33)
For every f ∈ Lp(R3), u = RG
R,ω,w(λ)f and v = RG
∗
R,ω,w(λ)f solve
(λI + LR,ω,w,R3)u = PR3f , (λI + L∗R,ω,w,R3)v = PR3f
uniquely, respectively. Thus, we have
RG
R,ω,w(λ) = (λI + LR,ω,w,R3)−1PR3 , RG
∗
R,ω,w(λ) = (λI + L∗R,ω,w,R3)−1PR3 . (2.34)
Set
ΠG
R,ω,w(λ)f = QR3(BwRGR,ω,w(λ)f), Π˚GR,ω,w(λ)f = Q˚R3(BwRGR,ω,w(λ)f ). (2.35)
By the Helmholtz decomposition (2.5), we conclude
u = RG
R,ω,w(λ)f , P = Q˚R3f + Π˚GR,ω,w(λ)f
solve problem (2.1) with
∫
ΩR+3
P dx = 0 uniquely.
For θ ∈ (0, π
2
) and ℓ, γ > 0, define
Σθ =
{
λ ∈ C \ 0 ∣∣ | arg λ| ≤ π − θ}, Σθ,ℓ = {λ ∈ Σθ ∣∣ |λ| ≥ ℓ},
C+ =
{
λ ∈ C ∣∣ Reλ > 0}, C+γ = {λ ∈ C+ ∣∣ Reλ ≥ γ}.
The resolvent operator RG
R,ω,w(λ) has the following properties.
Theorem 2.4. Assume that 0 < |R| ≤ R∗, |ω| ≤ ω∗ and p ∈ (1,∞). Let θ ∈ (0, π
2
),
γ > 0 and ε ∈ (0, 1
2
) if p ≥ 6
5
otherwise ε ∈ (0, 3p−3
p
). Set ℓ0 = (R
∗)2/ sin2(θ/2). Then,
there exists a constant η = ηp,θ,γ,R∗,ω∗ > 0 such that if |||w|||ε,Ω < η, then
RG
R,ω,w(λ) ∈ A (C+,L(LpR+2(R3),W2,p(R3)))
with the decomposition
RG
R,ω,w(λ) = (λI −∆−R∂1)−1PR3 +RG,1R,ω,w(λ) +RG,2R,ω,w(λ) (2.36)
such that 
RG,1
R,ω,w(λ) ∈ A (Σε,ℓ0,L(LpR+2(R3),W2,p(R3))),
RG,2
R,ω,w(λ) ∈ A (C+,L(LpR+2(R3),W2,p(R3))),
(λI −∆−R∂1)−1PR3 ∈ A (Σε,ℓ0 ,L(Lp(R3),W2,p(R3))).
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Moreover, we have for every |β| ≤ 2
‖∂βxRG,1R,ω,w(λ)‖L(LpR+2(R3),Lp(R3)) ≤ Cθ,R,R∗,ω∗|λ|−
3−|β|
2 , λ ∈ Σθ,ℓ0, (2.37)
‖∂βxRG,2R,ω,w(λ)‖L(LpR+2(R3),Lp(R3)) ≤ Cγ,R,R∗,ω∗|λ|−
5−|β|
2
+δ, λ ∈ C+γ , 0 < δ < 12 , (2.38)
‖∂βx (λI −∆−R∂1)−1PR3‖L(Lp(R3)) ≤ Cθ,R∗|λ|−
2−|β|
2 , λ ∈ Σθ,ℓ0. (2.39)
Proof. In view of (2.34), we formally write
RG
R,ω,w(λ) =
∞∑
j=0
(−(λI + LR,ω,0,R3)−1PR3Bw)j(λI + LR,ω,0,R3)−1PR3 . (2.40)
We will divide into two steps to prove Theorem 2.4.
Step 1. Analysis of (λI + LR,ω,0,R3)−1PR3 . Since G(t, 0) = TGR,0,0(t) provided w = 0,
we have from (2.13)-(2.14) and (2.33)-(2.34) that for g ∈ Lp(R3)
(λI + LR,ω,0,R3)−1PR3g
=
∫ ∞
0
e−λtOT (ωt)(TG
R,0,0(t)PR3g)(O(ωt)x) dt
=
1
(2π)3
∫ ∞
0
∫
R3
e−(λ+|ξ|
2−iRξ1)tOT (ωt)P(O(ωt)ξ)gˆ(O(ωt)ξ)eix·ξ dξdt. (2.41)
Integrating by parts N -times, we get
(λI + LR,ω,0,R3)−1PR3g
=
1
(2π)3
N−1∑
j=0
∫
R3
eix·ξ
(λ+ |ξ|2 − iRξ1)j+1∂
j
t
(
OT (ωt)P(O(ωt)ξ)gˆ(O(ωt)ξ)
)∣∣∣
t=0
dξ
+
1
(2π)3
∫ ∞
0
∫
R3
e−(λ+|ξ|
2−iRξ1)teix·ξ
(λ+ |ξ|2 − iRξ1)N ∂
N
t
(
OT (ωt)P(O(ωt)ξ)gˆ(O(ωt)ξ)
)
dξdt
,AN1 (λ)g +AN2 (λ)g. (2.42)
By Leibniz rule, we have
∂jt
(OT (ωt)P(O(ωt)ξ)gˆ(O(ωt)ξ))
=ωj
j∑
k=0
|ξ|k
∑
|α|=k,α1=0
djα(sinωt, cosωt, ξ/|ξ|)(∂αξ gˆ)(O(ωt)ξ)
where djα(a, b, υ) are some 3 × 3 matrices of polynomials with respect to a, b and υ =
(υ1, υ2, υ3). This equality gives
∂jt
(OT (ωt)P(O(ωt)ξ)gˆ(O(ωt)ξ))∣∣∣
t=0
= ωj
j∑
k=0
|ξ|k
∑
|α|=k,α1=0
djα(0, 1, ξ/|ξ|)(∂αξ gˆ)(ξ).
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Thus, we can rewrite
AN1 (λ)g =
N−1∑
j=0
ωj
j∑
k=0
∑
|α|=k,α1=0
1
(2π)3
∫
R3
|ξ|kdjα(0, 1, ξ/|ξ|)
(λ+ |ξ|2 − iRξ1)j+1 (∂
α
ξ gˆ)(ξ)e
ix·ξ dξ,
AN2 (λ)g = ωN
N∑
k=0
∑
|α|=k,α1=0
1
(2π)3
∫ ∞
0
∫
R3
|ξ|ke−(λ+|ξ|2−iRξ1)t
(λ+ |ξ|2 − iRξ1)N
dNα (sinωt, cosωt,OT (ωt)ξ/|ξ|)(∂αξ gˆ)(ξ)eiO(ωt)x·ξ dξdt.
Obviously,
A11(λ) = (λI −∆−R∂1)−1PR3 . (2.43)
From Lemma 1 in [33], one has
|λ+ |ξ|2 − iRξ| ≥ Cθ,γ,R∗(|λ|+ |ξ|2), λ ∈ Σθ,ℓ0 ∪ C+γ
which implies
|∂νξ (λ+ |ξ|2 − iRξ1)−m| ≤ Cθ,γ,R∗(|λ|+ |ξ|2)−m−(|ν|/2), λ ∈ Σθ,ℓ0 ∪ C+γ . (2.44)
This, combining with that
|∂νξ djα(sinωt, cosωt,OT (ωt)ξ/|ξ|)| ≤ C|ξ|−|ν|, (2.45)
gives for |β| ≤ 2∣∣∣∂νξ ((iξ)β|ξ|kdjα(0, 1, ξ/|ξ|)(λ+ |ξ|2 − iRξ1)j+1
)∣∣∣ ≤ Cj,k,θ,γ,R∗|λ|j+1−((|β|+k)/2) |ξ|−|ν|, λ ∈ Σθ,ℓ0 ∪ C+γ . (2.46)
Thus, we obtain by Fourier multiplier theorem that for every λ ∈ Σθ,ℓ0 ∪ C+γ
‖∂βxA11(λ)g‖Lp(R3) ≤
Cθ,γ,R∗,ω∗
|λ|1−(|β|/2)‖g‖Lp(R3), (2.47)
‖∂βx (AN1 (λ)−A11(λ))g‖Lp(R3) ≤
CN,θ,γ,R∗,ω∗
|λ|(3−|β|)/2
∑
0≤|α|≤N−1
‖xαg‖Lp(R3), N ≥ 2. (2.48)
Further, we observe for |µ| = 1
xµ∂βx
∫
R3
|ξ|kdjα(0, 1, ξ/|ξ|)
(λ+ |ξ|2 − iRξ1)j+1 (∂
α
ξ gˆ)(ξ)e
ix·ξ dξ
=i
∫
R3
∂µξ
( (iξ)β|ξ|k
(λ+ |ξ|2 − iRξ1)j+1d
j
α(0, 1, ξ/|ξ|)
)
(∂αξ gˆ)(ξ)e
ix·ξ dξ
+ i
∫
R3
(iξ)β|ξ|k
(λ+ |ξ|2 − iRξ1)j+1d
j
α(0, 1, ξ/|ξ|)(∂α+µξ gˆ)(ξ)eix·ξ dξ.
Hence, by (2.44)-(2.45), we deduce for every |µ| = 1 and |β| = 1, 2∣∣∣∂νξ ∂µξ ((iξ)β|ξ|kdjα(0, 1, ξ/|ξ|)(λ+ |ξ|2 − iRξ1)j+1
)∣∣∣ ≤ Cj,k,θ,R∗,γ|λ|j+1−((|β|−1+k)/2) |ξ|−|ν|, λ ∈ Σθ,ℓ0 ∪ C+γ .
Combining this estimate with (2.46), we get by Fourier multiplier theorem∥∥∥xµ∂βx ∫
R3
|ξ|kdjα(0, 1, ξ/|ξ|)
(λ+ |ξ|2 − iRξ1)j+1 (∂
α
ξ gˆ)(ξ)e
ix·ξ dξ
∥∥∥
Lp(R3)
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≤Cj,k,θ,γ,R∗‖x
αg‖Lp(R3)
|λ|j+(3/2)−((|β|+k)/2) +
Cj,k,θ,γ,R∗‖xα+µg‖Lp(R3)
|λ|j+1−((|β|+k)/2) , λ ∈ Σθ,ℓ0 ∪ C+γ .
This equality implies for every |µ| = 1 and |β| = 1, 2
‖xµ∂βxAN1 (λ)g‖Lp(R3) ≤
Cθ,γ,N,R∗,ω∗
|λ|1−(|β|/2)
∑
0≤|α|≤N
‖xαg‖Lp(R3), λ ∈ Σθ,ℓ0 ∪ C+γ . (2.49)
On the other hand, since
|∂νξ e−(λ+|ξ|
2−iRξ1)t| ≤
|ν|∑
ℓ=0
tℓ(|ξ|2 +R2)ℓe−(Re λ+|ξ|2)t
and rse−r ≤ Cs, s ≥ 0, we have
|∂νξ e−(λ+|ξ|
2−iRξ1)t| ≤ CR∗,γ−1 |ξ|−|ν|e−(Re λ+|ξ|2)t, λ ∈ C+γ
which, together with (2.44)-(2.45), yields for |β| ≤ 2∣∣∣∂νξ ((iOT (ωt)ξ)βe−(λ+|ξ|2−iRξ1)t|ξ|kdNα (sinωt, cosωt,OT (ωt)ξ/|ξ|)(λ+ |ξ|2 − iRξ1)N
)∣∣∣
≤
CR∗,γ−1
t−(|β|+k)/2
|λ|N
e−tReλ|ξ|−|ν|, if |β|+ k ≤ 1,
CR∗,γ−1
t−1+δ
|λ|N+1−δ−((|β|+k)/2)
e−tReλ|ξ|−|ν|, 0 < δ < 1
2
, if |β|+ k ≥ 2.
Hence, by Fourier multiplier theorem and the fact that∫ ∞
0
t−se−tReλ dt = (Reλ)−1+sΓ(1− s) if s < 1 and λ ∈ C+,
we deduce for 0 < δ < 1
2
and λ ∈ C+γ
‖∂βxA12(λ)g‖Lp(R3) ≤
∑
0≤|α|≤1
‖xαg‖Lp(R3)
{
Cγ,R∗,ω∗|λ|−1, |β| = 0
Cγ,δ,R∗,ω∗|λ|−
3−|β|
2
+δ, |β| = 1, 2.
(2.50)
and
‖∂βxAN2 (λ)g‖Lp(R3) ≤
CN,γ,δ,R∗,ω∗
|λ|N+2−|β|2 −δ
∑
0≤|α|≤N
‖xαg‖Lp(R3), N ≥ 2. (2.51)
Step 2. Proof of (2.36)-(2.39) Here, we argee that |β| ≤ 2, f ∈ LpR+2(R3) and the
constants appearing in this step depends on R,R∗, ω∗. Let
Bwf , B1,wf +B2,wf , B1,wf , w · ∇f , B2,wf , f · ∇w. (2.52)
We rewrite by (2.42)
RG
R,ω,w(λ) = (λI −∆−R∂1)−1PR3 +R1(λ) +R2(λ) +R3(λ) +R4(λ) +R5(λ),
where
R1(λ) ,
∞∑
j=0
((−A11(λ)−A12(λ))Bw)jA42(λ),
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R2(λ) ,A41(λ)−A11(λ) +
∞∑
j=1
(−A11(λ)Bw)jA41(λ),
R3(λ) ,
∞∑
j=3
∑
α∈{1,2}j ,α6=(1,...,1)
( j∏
i=1
(−A1αi(λ)Bw)
)
A41(λ),
R4(λ) ,
(A11(λ) +A12(λ))BwA12(λ)BwA41(λ) +A12(λ)B2,wA11(λ)BwA41(λ)
+A12(λ)B1,wA11(λ)B2,wA41(λ)−A12(λ)B2,w
(A41(λ)−A11(λ)),
R5(λ) ,A12(λ)B1,wA11(λ)B1,wA41(λ)−A12(λ)B1,wA41(λ)−A12(λ)B2,wA11(λ).
In the course of the proof, we will repeatedly use{ ‖Bwg‖Lp(R3) + ‖|x|Bwg‖Lp(R3) ≤ C|||w|||ε,Ω(‖g‖Lp(R3) + ‖∇g‖Lp(R3)),
‖|x|sf‖Lp(R3) ≤ CR,s‖f‖Lp(R3), s > 0, f ∈ LpR+1(R3).
(2.53)
These estimates together with (2.47)-(2.48) and (2.50)-(2.51) with δ = 1
4
yield
‖∂βxR1(λ)f‖Lp(R3) .γ
∞∑
j=0
(
Cγ|||w|||ε,Ω
)j |λ| |β|−52 ‖f‖Lp(R3), λ ∈ C+γ ,
‖∂βxR2(λ)f‖Lp(R3) .θ |||w|||ε,Ω
∞∑
j=0
(
Cθ|||w|||ε,Ω
)j|λ| |β|−32 ‖f‖Lp(R3), λ ∈ Σθ,ℓ0 ,
‖∂βxR3(λ)f‖Lp(R3) .γ |||w|||3ε,Ω
∞∑
j=0
(
Cγ|||w|||ε,Ω
)j|λ| |β|−52 ‖f‖Lp(R3), λ ∈ C+γ .
Hence we conclude∥∥∂βxR1(λ)f∥∥Lp(R3) + ∥∥∂βxR3(λ)f∥∥Lp(R3) .γ |λ|−(5−|β|)/2‖f‖Lp(R3), λ ∈ C+γ ,∥∥∂βxR2(λ)f∥∥Lp(R3) .θ |λ|−(3−|β|)/2‖f‖Lp(R3), λ ∈ Σθ,ℓ0,
provided that
(Cγ + Cθ)|||w|||ε,Ω ≤ 1.
Meanwhile, we have
‖∂βxR4(λ)f‖Lp(R3) .γ,δ, |λ|−
5−|β|
2
+δ‖f‖Lp(R3), λ ∈ C+γ , 0 < δ < 12 .
Now we are in position to estimate R5(λ). Observing by (2.42)
A11(λ) +A12(λ) = A22(λ) +A21(λ)
we decompose R5(λ) = R5,1(λ) +R5,2(λ) +R5,2(λ), where
R5,1(λ) ,
(A21(λ)−A11(λ))B1,wA11(λ)B1,wA41(λ)
− (A21(λ)−A11(λ))B1,wA41(λ)− (A21(λ)−A11(λ))B2,wA11(λ),
R5,2(λ) ,A22(λ)B1,wA11(λ)B1,wA41(λ)−A22(λ)B1,wA41(λ),
R5,3(λ) ,−A22(λ)B2,wA11(λ).
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By (2.47)-(2.51) and (2.53), we easily get
‖∂βxR5,1(λ)f‖Lp(R3) .θ |λ|−2+(|β|/2)‖f‖Lp(R3), λ ∈ Σθ,ℓ0 ,
‖∂βxR5,2(λ)f‖Lp(R3) .γ,δ |λ|−((5−|β|)/2)+δ‖f‖Lp(R3), λ ∈ C+γ , 0 < δ < 12 .
For R5,3(λ), we observe
(λI −∆−R∂1)PR3 = λ−1PR3 + λ−1(∆ +R∂1)(λI −∆−R∂1)−1PR3 .
which together with (2.43) implies
R5,3(λ) = −λ−1A22(λ)B2,wPR3 − λ−1A22(λ)B2,w(∆ +R∂1)A11(λ). (2.54)
By (2.49) and (2.51) with δ = 1
4
, we have
‖∂βxA22(λ)B2,w(∆ +R∂1)A11(λ)f‖Lp(R3) ≤ Cγ|λ|−(3−|β|)/2‖f‖Lp(R3), λ ∈ C+γ . (2.55)
In addition, since the kernel function of PR3 is bounded by |x|−3 and f = 0 in BcR+2, we
get
|[PR3f ](x)| ≤ C|x|−3
∫
R3
|f (y)| dy ≤ CR|x|−3‖f‖Lp(R3), |x| ≥ 3(R + 2).
This inequality gives
‖|x|2B2,wPR3f‖Lp(R3) ≤‖|x|2B2,wPR3f‖Lp(B3(R+2)) + ‖|x|2B2,wPR3f‖Lp(Bc3(R+2))
≤CR‖f‖Lp(R3)|||w|||ε,Ω
(
1 + ‖| · |−5/2(1 + sR(·))−(1/2)+ε‖Lp(Bc
3(R+2)
)
)
≤CR|||w|||ε,Ω‖f‖Lp(R3),
for ε ∈ (0,min(1
2
, 3p−3
p
)). Hence we conclude by (2.51) with δ = 1
4
‖∂βxA22(λ)B2,wPR3f‖Lp(R3) .γ |||w|||ε,Ω|λ|−(3−|β|)/2‖f‖Lp(R3). (2.56)
This, combining with (2.54)-(2.55), yields for ε ∈ (0,min(1
2
, 3p−3
p
))
‖∂βxR5,3f‖Lp(R3) .γ |||w|||ε,Ω|λ|−(5−|β|)/2‖f‖Lp(R3), λ ∈ C+γ . (2.57)
Finally, we define
RG,1
R,ω,w(λ) = R2(λ) +R5,1(λ),
RG,2
R,ω,w(λ) = R1(λ) +R3(λ) +R4(λ) +R5,2(λ) +R5,3(λ).
Collecting (2.47) and the estimates ofR1(λ)-R5(λ), we prove (2.37)-(2.39) and so complete
the proof of this theorem. 
Let D = R3, Ω or ΩR+3 and define
Wˆ 1,p(D) =
{
π ∈ Lploc(D)
∣∣∇π ∈ Lp(D)}, W˚ 1,p(D) = {π ∈ Wˆ 1,p(D) ∣∣∣ ∫
ΩR+3
π dx = 0
}
.
In the light of (2.35)-(2.36), we split Π˚G
R,ω,w(λ) into two parts:{
Π˚G,1
R,ω,w(λ)f = Q˚R3
(
Bw((λ−∆−R∂1)−1PR3 +RG,1R,ω,w(λ))f
)
,
Π˚G,2
R,ω,w(λ)f = Q˚R3
(
BwRG,2R,ω,w(λ)f
)
.
(2.58)
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As a consequence of Theorem 2.4, we have
Corollary 2.5. Under the assumption of Theorem 2.4, there exists a positive constant
η = ηθ,γ,R,R∗,ω∗ such that if |||w|||ε,Ω < η, then
Π˚G
R,ω,w(λ) ∈ A (C+,L(LpR+2(R3), W˚ 1,p(R3)))
with the decomposition
Π˚G
R,ω,w(λ) = Π˚
G,1
R,ω,w(λ) + Π˚
G,2
R,ω,w(λ) (2.59)
where {
Π˚G,1
R,ω,w(λ) ∈ A (Σθ,ℓ0,L(LpR+2(R3), W˚ 1,p(R3))),
Π˚G,2
R,ω,w(λ) ∈ A (C+,L(LpR+2(R3), W˚ 1,p(R3))).
Moreover for f ∈ LpR+2(R3) and 0 < δ < 1/2, we have
‖∇Π˚G,1
R,ω,w(λ)f‖Lp(R3) + ‖Π˚G,1R,ω,w(λ)f‖Lp(ΩR+3) ≤
Cθ,R,R∗,ω∗
|λ|1/2 ‖f‖Lp(R3), λ ∈ Σθ,ℓ0 , (2.60)
‖∇Π˚G,2
R,ω,w(λ)f‖Lp(R3) + ‖Π˚G,2R,ω,w(λ)f‖Lp(ΩR+3) ≤
Cγ,δ,R,R∗,ω∗
|λ|2−δ ‖f‖Lp(R3), λ ∈ C+γ. (2.61)
In the rest part in this section, we will study the behavior of operators RG
R,ω,w(λ) and
ΠG
R,ω,w(λ) acting on L
p
R+2(R
3) near Reλ = 0 and |x| =∞. Set Λsf = F−1(|ξ|sfˆ(ξ)). We
start from some preliminary lemmas.
Lemma 2.1. Let Γij(x, t) be the kernel function of T
G
R,0,0(t)(PR3)ij. Then
|ΛsΓij(x, t)| ≤ Cs
(t + |x+Rte1|2) 3+s2
, (x, t) ∈ R3 × [0,∞) \ (0, 0), s ≥ 0. (2.62)
Proof. Let Γ0ij(x, t) be the kernel function of e
−t∆(PR3)i,j. Since Γij(x, t) = Γ0ij(x+tRe1, t),
we conclude (2.62) from the following classical estimate
|ΛsΓ0ij(x, t)| ≤ Cs(t+ |x|2)−
3+s
2 , (x, t) ∈ R3 × [0,∞) \ (0, 0), s ≥ 0.

Lemma 2.2. Let s, r ≥ 0 with s+ 2− r > 0. Then
Js,r(x) ,
∫ ∞
0
tr
(t + |x+Rte1|2)(3+s)/2dt
satisfies for θ ∈ (0, 1
2
)
Js,r(x) ≤ B( r+12 , 1 + s−r2 )
 2
−1|R|−r−1|x|−2−s+r, if |x| ≤ θ|R|,
Cθ,s,r |R|
(s/2)−r
|x|1+(s/2)−r(1+2|R|sR(x))1+(s/2)
, if |x| > θ|R|,
(2.63)
where B(·, ·) denotes the Beta function. In particular, we have for |x| ≤ θ|R|−1
Js,r(x) ≤ Cθ,rB(r + 1, s+1−2r2 )|x|−1−s+2r, 1 + s− 2r > 0. (2.64)
To prove Lemma 2.2, we begin with some basic integral identities.
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Lemma 2.3. Assume that a, b > 0 and s ≥ 0, then∫ ∞
0
tr
(at2 + b)(3+s)/2
dt = 2−1b−
2+s
2
+ r
2a−
r+1
2 B( r+1
2
, s+2−r
2
), 0 ≤ r < s+ 2, (2.65)∫ ∞
0
tr
(at+ b)(3+s)/2
dt = 2−1b−
1+s
2
+ra−r−1B(r + 1, s+1−2r
2
), 0 ≤ r < 1+s
2
. (2.66)
Proof. Since (2.65) implies (2.66), it suffices to prove (2.65). A simple computation yields
that if s+ 2− r > 0,∫ ∞
0
tr
(at2 + b)(3+s)/2
dt =b
r−s−2
2 a−
r+1
2
∫ π/2
0
(sin θ)r(cos θ)1+s−r dθ
=2−1b
r−s−2
2 a−
r+1
2 B( r+1
2
, s+2−r
2
)
by making use of t =
√
b
a
tan θ in the first equality. 
Proof of Lemma 2.2. Obviously,
t+ |x+Rte1|2 = R2t2 + (1 + 2Rx1)t+ |x|2.
We will divide x ∈ R3 into three regions to prove this lemma.
Region 1: |x| ≤ θ|R|−1. In this region,
t+ |x−Rte1|2 ≥ R2t2 + (1− 2θ)t+ |x|2.
This inequality, together with Lemma 2.3, yields
Js,r(x) ≤
{
2−1B( r+1
2
, 1 + s−r
2
)|R|−r−1|x|−2−s+r,
Cθ,rB(r + 1,
s+1−2r
2
)|x|−1−s+2r, r < s/2 + 1/2.
Region 2: |x| > θ|R|−1 and 1 + 2Rx1 ≥ 0. Observing in this region that
t + |x+Rte1|2 ≥ R2t2 + |x|2, 1 + 2|R|sR(x) ≤ (θ−1 + 4)|R||x|,
we get by (2.65)
Js,r(x) ≤2−1B( r+12 , 1 + s−r2 )|R|−r−1|x|−2−s+r
≤Cθ,sB( r+12 , 1 + s−r2 )|R|
s
2
−r|x|−1− s2+r(1 + 2|R|sR(x)|)−1− s2 .
Region 3: |x| > θ|R|−1 and 1 + 2Rx1 < 0. We have
t + |x+Rte1|2 =
(
|R|t + 1 + 2Rx1
2|R|
)2
+
4R2|x|2 − (1 + 2Rx1)2
4R2
≥
(
|R|t + 1 + 2Rx1
2|R|
)2
+
(
1 + 2|R|sR(x)
)|x|
2|R| .
With the help of the above relation, we obtain
Js,r(x) ≤
∫ ∞
0
tr(
(|R|t+ 1+2Rx1
2|R|
)2 + (1+2RsR(x))|x|
2|R|
)(3+s)/2 dt
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=
1
|R|r+1
∫ ∞
1+2Rx1
2|R|
(τ − 1+2Rx1
2|R|
)r(
τ 2 + (1+2|R|sR(x))|x|
2|R|
)(3+s)/2 dτ
≤ Cr|R|r+1
∫ ∞
0
( τ r(
τ 2 + (1+2|R|sR(x))|x|
2|R|
)(3+s)/2 + |x|r(
τ 2 + (1+2|R|sR(x))|x|
2|R|
)(3+s)/2)dτ.
Thus, we deduce by (2.65)
Js,r(x) ≤CrB(r+1,(s+1−2r)/2)|R|r+1
(
|R|1+
s−r
2
(|x|(1+2|R|sR(x)))1+((s−r)/2)
+ |R|
1+ s2 |x|r
(|x|(1+2|R|sR(x)))1+(s/2)
)
≤Cθ,r|R|(s/2)−r|x|−1−(s/2)+r(1 + 2|R|sR(x))−1−(s/2).
Summing up, we complete the proof of Lemma 2.2. 
To briefly state our results, we define
‖g‖Xs,rℓ , sup
|x|≥ℓ
|x|1+ s2−r(1 + sR(x))|g(x)|, s, r ≥ 0, ℓ > 0
and denote by (△h g)(λ) = g(λ+ h)− g(λ) the difference quotient.
Theorem 2.6. Let 1 < p < ∞, ε ∈ (0, 1
2
), ρ ∈ (0, 1
2
), 0 < R∗ ≤ |R| ≤ R∗ and |ω| ≤ ω∗.
Then, there exists a constant η = ηR,p,ρ,R∗,R∗ > 0 such that if |||w|||ε,Ω ≤ η, then
RG
R,ω,w(λ) ∈ C(C+,L(LpR+2(R3),W2,p(B9(R+2)))).
Moreover, for λ, λ+ h ∈ C+ and f ∈ LpR+2(R3), we have for s ∈ [0, 2]
‖Λs∂kλRGR,ω,w(λ)f‖Lp(B9(R+2)) ≤ Cs,R,R∗,R∗,ω∗‖f‖Lp(R3), k = 0, 1, (2.67)
‖Λs(△h ∂λRGR,ω,w)(λ)f‖Lp(B9(R+2)) ≤ Cs,ρ,R∗,R∗,ω∗|h|ρ‖f‖Lp(R3), (2.68)
and for s ∈ [0, 2)
‖Λs∂kλRGR,ω,w(λ)f‖Xs,k
9(R+2)
≤ Cs,R,R∗,R∗‖f‖Lp(R3), k = 0, 1, (2.69)
‖Λs(△h ∂λRGR,ω,w)(λ)f‖Xs,1+ρ
9(R+2)
≤ Cs,ρ,R,R∗,R∗|h|ρ‖f‖Lp(R3). (2.70)
In particular, we have for j ≤ 2, 0 < ̺≪ 1/2 and 0 < |h| ≤ h0
‖∇jRG
R,ω,w(λ)f‖Lp(B9(R+2)) ≤ CR,R∗,R∗,ω∗(1 + |λ|)−1+
j
2‖f‖Lp(R3), (2.71)
‖∇j∂λRGR,ω,w(λ)f‖Lp(B9(R+2)) ≤ C̺,R,R∗,R∗,ω∗(1 + |λ|)−2+
j
2
+̺‖f‖Lp(R3), (2.72)
‖∇j(△h ∂λRGR,ω,w)(λ)f‖Lp(B9(R+2)) ≤ Cρ,h0,̺,R,R∗,R∗,ω∗|h|ρ(1 + |λ|)
j−4
2
+̺‖f‖Lp(R3). (2.73)
Proof. We always assure that ρ ∈ (0, 1
2
), λ, λ+ h ∈ C+ and f ∈ LpR+2(R3). Define
Kj(λ) , (λI + LR,ω,0,R3)−1PR3(−Bw(λI + LR,ω,0,R3)−1PR3)j , j ≥ 0. (2.74)
Obviously,
RG
R,ω,w(λ) =
∞∑
j=0
Kj(λ), Kj(λ) = −K0(λ)BwKj−1(λ), j ≥ 1, (2.75)
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In the course of the proof, we shall repeatedly use the fact
‖g‖L1(R3) ≤ C(q, R)‖g‖Lq(R3), g ∈ LqR+2(R3), 1 ≤ q ≤ ∞.
Part 1: Proof of (2.67)-(2.70). It suffices to prove that there exist two positive con-
stants
M1 = CR,R∗,R∗, M2 = Cρ,R,R∗,R∗
such that for every s ∈ [0, 2], k = 0, 1 and j ≥ 0,
‖Λs(∂kλKj)(λ)f‖Lp(B9(R+2)) ≤ Cs,R,R∗,R∗,ω∗(M1|||w|||ε,Ω)j‖f‖Lp(R3),
‖Λs(∂kλKj)(λ)f‖Xs,k
9(R+2)
≤ Cs,R,R∗,R∗(M1|||w|||ε,Ω)j‖f‖Lp(R3), s 6= 2,
‖Λs(△h ∂λKj)(λ)f‖Lp(B9(R+2)) ≤ Cs,ρ,R,R∗,R∗,ω∗(M2|||w|||ε,Ω)j |h|ρ‖f‖Lp(R3),
‖Λs(△h ∂λKj)(λ)f‖Xs,1+ρ
9(R+2)
≤ Cs,ρ,R,R∗,R∗(M2|||w|||ε,Ω)j|h|ρ‖f‖Lp(R3), s 6= 2.
(2.76)
In fact, (2.67)-(2.70) follow from (2.75)-(2.76) provided that
(M1 +M2)|||w|||ε,Ω < 1. (2.77)
Now we will establish the iterative scheme on account of the idea of the scale decom-
position, to prove (2.76). We agree that . and .a,b,··· both depends on R, R∗, R∗.
Step 1: Preliminary analysis of Kj(λ).
Case 1: j = 0. Define
[Is,rg](x) ,
∫
R3
Ks,r(x, y)|g(y)| dy, Ks,r(x, y) ,
∫ ∞
0
tr
(t+ |Q(ωt)x− y +Rte1|2) 3+s2
dt.
Thanks to the facts: K0(λ) = (λI + LR,ω,0,R3)−1PR3 and
|e−λ1t − e−λ2t| ≤ 21−δtδ|λ1 − λ2|δ, λ1, λ2 ∈ C+, δ ∈ [0, 1],
we get by (2.41) and Lemma 2.1 that, for every s ∈ [0, 2] and k = 0, 1∣∣[Λs(∂kλK0)(λ)g](x)∣∣ ≤ C0[Is,1g](x), ∣∣[Λs(△h ∂kλK0)(λ)g](x)∣∣ ≤ C0|h|ρ[Is,k+ρg](x). (2.78)
Hence, we deduce (2.76) with j = 0 except the case (s, k) = (2, 0) by making use of the
following claim which will be proved in Step 3 below.
Claim 1: For every s ∈ [0, 2], r ∈ [0, 3
2
) and g ∈ Lqℓ1(R3) with ℓ1 ≥ 1 and q ∈ (1,∞),
‖Is,rg‖Lq(Bℓ2 ) ≤ C1‖g‖Lq(R3), ℓ2 > 0, (s, r) 6= (2, 0), (2.79)
‖Is,rg‖Xs,r,ℓ2 ≤ C2‖g‖Lq(R3), ℓ2 > ℓ1, s 6= 2 (2.80)
with C1 = Cs,r,ℓ1+ℓ2,R∗,R∗ and C2 = Cs,r,ℓ2/(ℓ2−ℓ1),R∗,R∗ .
For case (s, k) = (2, 0), we adopt the idea in [23] to get
‖Λ2K0(λ)g‖Lp(Bℓ2 ) ≤ C3‖g‖Lp(R3), g ∈ L
p
ℓ1
(R3), ℓ1, ℓ2 > 0 (2.81)
for some positive constant C3 = Cℓ1+ℓ2,R∗,ω∗ , see also [32, 33].
Case 2: j ≥ 1. In spite of Kj(λ) = K0(λ)BwKj−1(λ) for j ≥ 1, we can not iterate
Kj−1(λ)f to estimate Kj(λ)f by (2.79)-(2.81) since Kj−1(λ)f does not have compact
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support. But, we can do it by the decay estimate Kj−1(λ)f at large scale of |x|. Precisely,
we decompose Kj(λ) with ℓ1 ≥ R + 2 as
Kj(λ) = −K0(λ)χBℓ1BwKj−1(λ)−K0(λ)χBcℓ1BwKj−1(λ) , K
in,ℓ1
j (λ) +Kout,ℓ1j (λ). (2.82)
We first deal with Kin,ℓ1j (λ). By the Leibniz rule and (2.78), we have
∣∣Λ2Kin,ℓ1j (λ)f ∣∣ ≤ ∣∣[Λ2K0(λ)(χBℓ1BwKj−1(λ)f )](x)∣∣,∣∣Λ2(∂λKin,ℓ1j )(λ)f ∣∣ ≤ ∣∣[Λ2K0(λ)(χBℓ1Bw(∂λKj−1)(λ)f)](x)∣∣
+ C0[I2,1(χBℓ1BwKj−1(λ)f)](x),∣∣Λ2(△h ∂λKin,ℓ1j )(λ)f ∣∣ ≤ ∣∣[Λ2K0(λ)(χBℓ1Bw(△h ∂λKj−1)(λ)f)](x)∣∣
+ C0[I2,1(χBℓ1Bw(△h Kj−1)(λ)f)](x)
+ C0|h|ρ
∑
r=0,1
[I2,r+ρ(χBℓ1Bw(∂
1−r
λ Kj−1)(λ)f )](x),
(2.83)
and for every s ∈ [0, 2) and k = 0, 1,
|Λs(∂kλKin,ℓ1j )(λ)f | ≤ C0
k∑
r=0
[Is,r(χBℓ1Bw(∂
k−r
λ Kj−1)(λ)f)](x),
∣∣Λs(△h ∂kλKin,ℓ1j )(λ)f ∣∣ ≤ C0 k∑
r=0
[
|h|ρ[Is,r+ρ(χBℓ1Bw(∂k−rλ Kj−1)(λ)f)](x)
+ [Is,r(χBℓ1Bw(△h ∂
k−r
λ Kj−1)(λ)f)](x)
]
.
(2.84)
These estimates help us to iterate Kj−1(λ) to estimate Kin,ℓ1j (λ) by (2.79)-(2.81).
Now we consider Kout,ℓ1j (λ). Denote C4 = Cℓ2 the uniformly constant such that
‖g‖Lq(Bℓ2 ) ≤ C4‖g‖L∞(Bℓ2 ), q ∈ [1,∞].
For every s ∈ [0, 2], r1, r2 ≥ 0 with r1 + r2 < 32 , define
IIℓ1s,r1,r2(x) ,
∫
|y|≥ℓ1
Js,r1(x− y)
|y|(5/2)−r2(1 + sR(y))(3/2)−ε dy, ℓ1 > 0, ε ∈ (0,
1
2
).
We observe that for every radial function g,
[Is,rh](x) ≤
∫
R3
Js,r(x− y)|g(y)| dy, |h(x)| ≤ |g(x)|.
Hence, we have for k = 0, 1
∣∣Λs(∂kλKout,ℓ1j )(λ)f ∣∣ ≤ C0|||w|||ε,Ω 1∑
m
k∑
r=0
‖∇m(∂rλKj−1)(λ)f‖Xm,rℓ1 II
ℓ1
s,k−r,r(x),∣∣Λs(△h ∂kλKout,ℓ1j )(λ)f ∣∣
≤C0|||w|||ε,Ω
1∑
m=0
k∑
r=0
[
|h|ρ‖∇m(∂rλKj−1)(λ)f‖Xm,rℓ1 II
ℓ1
s,k−r+ρ,r(x)
+ ‖∇m(△h ∂rλKj−1)(λ)f‖Xm,r+ρℓ1 II
ℓ1
s,k−r,r+ρ(x)
]
.
(2.85)
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This implies that we can iterate Kj−1(λ) to estimate Kout,ℓ1j (λ) by the following claim
which will be proved later in Step 3.
Claim 2 For 0 ≤ r1 + r2 < 32 ,
IIℓ1s,r1,r2(x) ≤ C5(1 + |x|)−1−
s
2
+r1+r2(1 + sR(x))
−1, s ∈ [0, 2) x ∈ R3, (2.86)
with C5 = Cs,r1,r2,R∗,R∗, and
IIℓ12,r1,r2(x) ≤ C6 = Cr1,r2,ℓ1/(ℓ1−ℓ2),R∗,R∗ , |x| ≤ ℓ2 < ℓ1. (2.87)
Step 2: Iterative scheme and the proof of (2.76).
For j = 0, according to (2.78), we get (2.76) by (2.79)-(2.81) with ℓ1 = R + 2 and
ℓ2 = 9(R + 2).
Next, we are in position to prove (2.76) for j ≥ 1. When s ∈ [0, 2), in the light of
(2.82) and (2.84)-(2.85) with ℓ1 = 7(R + 2), we deduce by (2.79)-(2.80) and (2.86) with
ℓ2 = 9(R + 2), that for s ∈ [0, 2) and k = 0, 1
‖Λs(∂kλKj)(λ)f‖Lp(B9(R+2)) + ‖Λs(∂kλKj)(λ)f‖Xs,k,9(R+2)
.s|||w|||ε,Ω
k∑
r=0
[
‖(∂rλKj−1)(λ)f‖W1,p(B7(R+2)) +
1∑
m=0
‖∇m(∂rλKj−1)(λ)f‖Xm,r7(R+2)
]
,
‖Λs(△h ∂λKj)(λ)f‖Lp(B9(R+2)) + ‖Λs(△h ∂λKj)(λ)f‖Xs,1+ρ
9(R+2)
.s,ρ|||w|||ε,Ω
[ ∑
r=0,1
∥∥((△h ∂rλKj−1)(λ)f , |h|ρ(∂rλKj−1)(λ)f)∥∥W1,p(B7(R+2))
+
∑
m,r=0,1
(
|h|ρ‖∇m(∂rλKj−1)(λ)f‖Xm,r7(R+2) + ‖∇
m(△h ∂
r
λKj−1)(λ)f‖Xm,r+ρ
7(R+2)
)]
.
(2.88)
When s = 2, we choose ℓ1 = 10(R+2) and ℓ2 = 9(R+2). Then, according to (2.82)-(2.83)
and (2.85), we get by (2.79), (2.81), (2.87) and the fact
‖g‖Xs,r
10(R+2)
≤ ‖g‖Xs,r
7(R+2)
, ‖g‖Lp(B10(R+2)) ≤ ‖g‖Lp(B7(R+2)) + CR‖g‖Xs,r7(R+2) ,
that for k = 0, 1,
‖Λ2(∂kλKj)(λ)f‖Lp(B9(R+2))
.ω∗ |||w|||ε,Ω
k∑
r=0
[
‖(∂rλKj−1)(λ)f‖W1,p(B7(R+2)) +
1∑
m=0
‖∇m(∂rλKj−1)(λ)f‖Xm,r7(R+2)
]
,
‖Λ2(△h ∂λKj)(λ)f‖Lp(B9(R+2))
.ρ,ω∗ |||w|||ε,Ω
[ ∑
r=0,1
∥∥((△h ∂rλKj−1)(λ)f , |h|ρ(∂kλKj−1)(λ)f)∥∥W1,p(B7(R+2))
+
∑
m,r=0,1
(
|h|ρ‖∇m(∂rλKj−1)(λ)f‖Xm,r7(R+2) + ‖∇
m(△h ∂
r
λKj−1)(λ)f‖Xm,r+ρ
7(R+2)
)]
.
(2.89)
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In view of iterative inequalities (2.88)-(2.89), the proof of (2.76) for j ≥ 1 can be reduced to
proving that, there exist M˜1 = CR,R∗,R∗ and M˜2 = Cρ,R,R∗,R∗ such that for all k,m = 0, 1,

‖(∂kλKj)(λ)f‖W1,p(B7(R+2)) ≤ CRM˜1(M˜1|||w|||ε,Ω)j‖f‖Lp(R3),
‖∇m(∂kλKj)(λ)f‖Xm,k
7(R+2)
≤ CRM˜1(M˜1|||w|||ε,Ω)j‖f‖Lp(R3),
‖(△h∂kλKj)(λ)f‖W1,p(B7(R+2)) ≤ CRM˜2((M˜1 + M˜2)|||w|||ε,Ω)j |h|ρ‖f‖Lp(R3),
‖∇m(△h∂kλKj)(λ)f‖Xm,k+ρ
7(R+2)
≤ CRM˜2((M˜1 + M˜2)|||w|||ε,Ω)j|h|ρ‖f‖Lp(R3).
(2.90)
which inserted into (2.88)-(2.89), implies (2.76) with M1 = 2M˜1 and M2 = 2M˜1 + M˜2.
To prove (2.90), we give out the following claim which will be proved in Step 3.
Claim 3: There exists a constant C7 = Cr,ℓ1+ℓ2,R∗,R∗ > 0 such that for g ∈ Lqℓ1(R3)
{ ‖Is,rg‖
L
4q
4−q (Bℓ2 )
≤ C7‖g‖Lq(R3), (s, r) ∈ [0, 1]× [0, 3/2), 1 < q < 4,
‖Is,rg‖L∞(Bℓ2 ) ≤ C7‖g‖Lq(R3), (s, r) ∈ [0, 1]× [0, 3/2), 4 ≤ q ≤ ∞.
(2.91)
Then we choose a sequence {(ℓ1,j, ℓ2,j)}∞j=0 such that R + 2 = ℓ1,0 ≤ ℓ1,j < ℓ2,j for j ≥ 0.
Let p−1 , p and construct a sequence {pj}∞j=0 with
pj =
4pj−1
4−pj−1
if 1 < pj−1 < 4; pj =∞, if 4 ≤ pj−1 ≤ ∞. (2.92)
Set
C2,j , C2|ℓ1=ℓ1,j ,ℓ2=ℓ2,j , C4,j , C4|ℓ2=ℓ2,j , C7,j , C7|ℓ1=ℓ1,j ,ℓ2=ℓ2,j .
Inserting (2.80), (2.86) and (2.91) into (2.78) and (2.84)-(2.85), we obtain for k = 0, 1

1∑
k=0
[
‖(∂kλK0)(λ)f‖W1,p0 (Bℓ2,0 ) +
1∑
m=0
‖∇m(∂kλK0)(λ)f‖Xm,kℓ2,0
]
≤ M˜1,j‖f‖Lp(R3),∑
k=0,1
[
‖(∂kλKj)(λ)f‖W1,pj (Bℓ2,j ) +
∑
m=0,1
[
‖∇m(∂kλKj)(λ)f‖X1,kℓ2,j
]
≤M˜1,j |||w|||ε,Ω
1∑
k=0
[
‖(∂kλKj−1)(λ)f‖W1,pj−1 (Bℓ1,j ) +
1∑
m=0
‖∇m∂kλKj−1(λ)f‖Xm,kℓ1,j
]
,
(2.93)
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and
∑
k=0,1
[
‖(△h ∂kλK0)(λ)f‖W1,p0 (Bℓ2,0 ) +
∑
m=0,1
‖∇m(△h ∂kλK0)(λ)f‖Xm,k+ρℓ2,0
]
≤M˜2,j |h|ρ‖f‖Lp(R3),∑
k=0,1
[
‖(△h ∂kλKj)(λ)f‖W1,pj (Bℓ2,j ) +
∑
m=0,1
‖∇m(△h ∂kλKj)(λ)f‖Xm,k+ρℓ2,j
]
≤M˜2,j |||w|||ε,Ω
∑
k=0,1
[∥∥((△h ∂kλKj−1)(λ)f , |h|ρ(∂kλKj−1)(λ)f)∥∥W1,pj−1 (Bℓ1,j )
+
∑
m=0,1
(
|h|ρ‖∇m(∂kλKj−1)(λ)f‖Xm,kℓ1,j + ‖∇
m(△h ∂
k
λKj−1)(λ)f‖Xm,k+ρℓ1,j
)]
,
(2.94)
where
M˜1,j = 4C0 sup
s∈[0,1]
∑
k=0,1
(
(C7,j + C2,j)|r=1−k + (1 + C4,j)
(
C5| r1=k
r2=0
+ C5| r1=0
r2=k
))
,
M˜2,j(ρ) = 4C0 sup
s∈[0,1]
∑
k=0,1
(
(C7,j + C2,j)|r=1−k + (C7,j + C2,j)|r=1−k+ρ
+ (1 + C4,j)
(
C5| r1=k
r2=ρ
+ C5| r1=0
r2=k+ρ
+ C5
∣∣
r1=k+ρ
r2=0
+ C5
∣∣
r1=ρ
r2=k
))
.
Since pj =∞ if j ≥ 3, invoking that
‖g‖Xs,r,ℓ1,j ≤ ‖g‖Xs,r,ℓ2,j + C8,j‖g‖L∞(Bℓ1,j ,ℓ2,j ), C8,j , Cℓ2,j ,
we improve (2.93)-(2.94) for j ≥ 4 to be∑
k=0,1
[
‖(∂kλKj)(λ)f‖W1,pj (Bℓ2,j ) +
∑
m=0,1
‖∇m(∂kλKj)(λ)f‖Xm,kℓ2,j
]
≤2(1 + C8,j)M˜1,j |||w|||ε,Ω
∑
r=0,1
[
‖(∂kλKj−1)(λ)f‖W1,pj−1 (Bℓ2,j )
+
∑
m=0,1
‖∇m(∂kλKj−1)(λ)f‖Xm,kℓ2,j
]
, (2.95)
and ∑
k=0,1
[
‖(△h ∂kλKj)(λ)f‖W1,pj (Bℓ2,j ) +
∑
m=0,1
‖∇m(△h ∂kλKj)(λ)f‖Xm,k+ρℓ2,j
]
≤2(1 + C8,j)M˜2,j |||w|||ε,Ω
∑
r=0,1
[∥∥((△h ∂rλKj−1)(λ)f , |h|ρ(∂rλKj−1)(λ)f)∥∥W1,pj−1 (Bℓ2,j )
+
∑
m=0,1
(
|h|ρ‖∇m(∂rλKj−1)(λ)f‖Xm,rℓ2,j + ‖∇
m(△h ∂
r
λKj−1)(λ)f‖Xm,r+ρℓ2,j
)]
. (2.96)
To close the iterative scheme (2.93)-(2.96), we choose
ℓ1,j = (2j + 1)(R + 2) if j ≤ 3, ℓ1,j = 7(R + 2) if j ≥ 4,
ℓ2,j = ℓ1,j + 2(R + 2),
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such that M˜1,j and M˜2,j are uniformly bounded in j. So we denote
M˜1 = 2max
j≥0
(1 + C8,j)M˜1,j, M˜2(ρ) = 2max
j≥0
(1 + C8,j)M˜2,j .
From (2.93) and (2.95), we deduce by induction∑
k=0,1
[
‖(∂kλKj)(λ)f‖W1,pj (Bℓ2,j ) +
∑
m=0,1
‖∇m(∂kλKj)(λ)f‖Xm,kℓ2,j
]
≤M˜1(M˜1|||w|||ε,Ω)j‖f‖Lp(R3) (2.97)
with 
pj =∞, ∀j ≥ 0, if 4 ≤ p <∞,
p0 =
4p
4−p
, pj =∞, ∀j ≥ 1, if 2 ≤ p < 4,
p0 =
4p
4−p
, p1 =
4p
4−2p
, pj =∞, ∀j ≥ 2, if 43 ≤ p < 2,
p0 =
4p
4−p
, p1 =
4p
4−2p
, p2 =
4p
4−3p
, pj =∞, ∀j ≥ 3, if 1 < p < 43 .
Inserting (2.97) into (2.94) and (2.96), we get for j ≥ 1∑
k=0,1
[
‖(△h ∂kλKj)(λ)f‖W1,pj (Bℓ2,j ) +
∑
m=0,1
‖∇m(△h ∂kλKj)(λ)f‖Xm,k+ρℓ2,j
]
≤M˜2|h|ρ(M˜1|||w|||ε,Ω)j‖f‖Lp(R3) + M˜2|||w|||ε,Ω
∑
r=0,1
‖(△h ∂rλKj−1)(λ)f‖W1,pj−1 (Bℓ3,j )
+ (1/2)M˜2|||w|||ε,Ω
∑
k,m=0,1
‖∇m(△h ∂rλKj−1)(λ)f‖Xm,r+ρℓ3,j ,
with ℓ3,j = ℓ1,j if j ≤ 3 and ℓ3,j = ℓ1,j if j ≥ 4. This iteration scheme, together with the
first inequality of (2.94), yields that for k = 0, 1 and j ≥ 0∑
k=0,1
[
‖(△h ∂kλKj)(λ)f‖W1,pj (Bℓ2,j ) +
∑
m=0,1
‖∇m(△h ∂kλKj)(λ)f‖Xm,k+ρℓ2,j
]
≤2M˜2((M˜1 + M˜2)|||w|||ε,Ω)j‖f‖Lp(R3),
which together with (2.97) implies (2.90).
Step 3. Proof of Claim 1-Claim 3.
Proof of (2.79) and (2.91). Set g ∈ Lpℓ1 and (s, r) ∈ [0, 2]× [0, 32) with (s, r) 6= (2, 0).
Since g = 0 in Bcℓ1 , we can rewrite
Ks,r(x, y) =K
1
s,r(x, y) +K
2
s,r(x, y)
,
[ ∫ ∞
2(ℓ1+ℓ2)/|R|
+
∫ 2(ℓ1+ℓ2)/|R|
0
] trχ|y|≤ℓ1
(t+ |Q(ωt)x− y +Rte1|2)(3+s)/2dt.
Obviously, when t > 2(ℓ1 + ℓ2)/|R|,
|Q(ωt)x− y +Rte1|2 ≥ (x1 − y1 +Rt)2 ≥ R2t2/4, x ∈ Bℓ2 , y ∈ Bℓ1 .
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Hence, we have for x ∈ Bℓ2 and y ∈ Bℓ1
K1s,r(x, y) ≤ C
∫ ∞
2(ℓ1+ℓ2)/|R|
tr
(t +R2t2)(3+s)/2
dt ≤ C|R|
−r−1
(ℓ1 + ℓ2)2+s−r
.
This inequality implies
sup
x∈Bℓ2
‖K1s,r(x, ·)‖Lq(Bℓ1 ) ≤ C
|R|−r−1ℓ1
(ℓ1+ℓ2)s−r
.
For K2s,r(x, y), by the Minkowski inequality, we have
‖K2s,r(x, ·)‖Lq(Bℓ1 ) ≤
∫ 2(ℓ1+ℓ2)/|R|
0
tr
(∫
|y|≤ℓ1
(
t + |Q(ωt)x− y +Rte1|2
)− (3+s)q
2 dy
)1
q
dt.
Observing for x ∈ Bℓ2 and t ≤ 2(ℓ1 + ℓ2)/|R|(∫
|y|≤ℓ1
(
t + |Q(ωt)x− y +Rte1|2
)− (3+s)q
2 dy
)1/q
≤( ∫
|z|≤3(ℓ1+ℓ2)
(
t + |z|2)− (3+s)q2 dy)1/q ≤ Cs,qt 32q− 3+s2 ,
we have for q ∈ [1,∞) with s < 2r + 3
q
− 1
sup
x∈Bℓ2
‖K2s,r(x, ·)‖Lq(Bℓ1 ) ≤Cs,q
∫ 2(ℓ1+ℓ2)
|R|
0
tr+
3
2q
− 3+s
2 dt ≤ Cs,q.r|R|
s+1
2
−r− 3
2q (ℓ1 + ℓ2)
3
2q
− 1+s
2 .
Hence, in the light ofKs,r(x, y) = Ks,r(y, x), we obtain that (2.79) and (2.91) by Lemma
8.2 via choosing q = 1 or q = 4
3
, respectively.
Proof of (2.80). Let g ∈ Lpℓ1(R3). We observe that for every x, y ∈ R3
|O(ωt)x− y +Rte1| = |x−OT (ωt)y +Rte1| ≥ |x− y∗ +Rte1| for all t ≥ 0
where y∗ = (y∗1, y
∗
2, y
∗
3) satisfies
|y∗| = |y|, y∗1 = y1, x2y∗3 = x3y∗2.
Hence, we have
[Is,rg](x) ≤
∫
R3
Js,r(x− y∗)|g(y)| dy, (s, r) ∈ [0, 2)× [0, 32).
Since
|x− y∗| ≥ ℓ2−ℓ1
ℓ2
|x| ≥ ℓ2 − ℓ1, x ∈ Bcℓ2 , y ∈ Bℓ1 , ℓ2 > ℓ1,
we get by (2.64)
[Is,rg](x) ≤
∫
Bℓ1
Cs,r,ℓ2,(ℓ2−ℓ1)−1 |R|(s/2)−r
|x− y∗|1+ s2−r(1 + 2|R|sR(x− y∗))1+ s2
|g(y)| dy, x ∈ Bcℓ2 .
This inequality, combining with
sR(x) ≤ sR(x− y∗) + sR(y∗) ≤ sR(x− y∗) + 2|y∗|,
yields for all x ∈ Bcℓ2
(1 + sR(x))[Is,rg](x)
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≤Cs,r,R∗,R∗,ℓ2,(ℓ2−ℓ1)−1
∫
Bℓ1
(1 + sR(x− y∗)) + 2ℓ1
|x− y∗|1+ s2−r(1 + 2|R|sR(x− y∗))1+ s2
|g(y)| dy
≤Cs,r,R∗,R∗,ℓ2,(ℓ2−ℓ1)−1 |x|−1−
s
2
+r‖g‖L1(R3) ≤ Cs,r,R∗,R∗,ℓ2,(ℓ2−ℓ1)−1 |x|−1−
s
2
+r‖g‖Lp(R3).
This ends the proof of (2.80).
Proof of (2.86). Let s ∈ [0, 2), r1 + r2 ∈ [0, 3/2) and ε ∈ (0, 12). We decompose
IIℓ1s,r1,r2(x) =II
ℓ1,1
s,r1,r2
(x) + IIℓ1,2s,r1,r2(x)
,
[ ∫
Bcℓ1
∩B(2|R|)−1 (x)
+
∫
Bcℓ1
∩Bc
(2|R|)−1
(x)
] Js,r1(x− y)
|y| 52−r2(1 + sR(y)) 32−ε
dy.
Let us begin with IIℓ1,1s,r1,r2(x). When 2 + s− r1 < 3, by (2.63) and the fact that
1 + sR(x) ≤ 1 + sR(x− y) + sR(y) ≤ (1 + 1/|R|)(1 + sR(y)), |x− y| ≤ 12|R| ,
we have
IIℓ1,1s,r1,r2(x) ≤
∫
Bcℓ1
∩B(2|R|)−1 (x)
Cs,r1,R∗,R∗
|x− y|2+s−r1
1
|y| 52−r2(1 + sR(y)) 32−ε
dy
≤ Cs,r1,R∗,R∗
(1 + sR(x))
3
2
−ε
∫
Bcℓ1
∩B(2|R|)−1(x)
1
|x− y|2+s−r1
1
|y| 52−r2 dy (2.98)
which implies that
‖IIℓ1,1s,r1,r2‖L∞(R3) ≤
∫
|z|≤θ|R|−1
Cs,r1,r2,1/ℓ1,R∗,R∗
|z|2+s−r1 dy ≤ Cs,r1,r2,1/ℓ1,R∗,R∗ .
Further, according to that |x|
2
≤ |y| ≤ 3|x|
2
if |y − x| ≤ 1
2|R|
≤ |x|
2
, we get from (2.98)
IIℓ1,1s,r1,r2(x) ≤
Cs,r1,r2,R∗,R∗
|x| 52−r2(1 + sR(x)) 32−ε
∫
|y−x|≤(2|R|)−1
1
|x− y|2+s−r1 dy
≤ Cs,r1,r2,R∗,R∗|x|−(5/2)+r2(1 + sR(x))−(3/2)+ε.
Collecting the above two estimates, we obtain for x ∈ R3
IIℓ1,1s,r1,r2(x) ≤ Cs,r1,r2,R∗,R∗(1 + |x|)−
5
2
+r2(1 + sR(x))
− 3
2
+ε, 2 + s− r1 < 3. (2.99)
When 2 + s− r1 ≥ 3, since s ∈ [0, 2), we get by (2.64)
IIℓ1,1s,r1,r2(x) ≤
∫
Bcℓ1
∩B(2|R|)−1(x)
Cs,r1
|x− y|1+s−2r1
1
|y| 52−r2(1 + sR(y)) 32−ε
dy.
Hence, in same way as deducing (2.99), we get for x ∈ R3
IIℓ1,1s,r1,r2(x) ≤ Cs,r1,r2,R∗,R∗(1 + |x|)−(5/2)+r2(1 + sR(x))−(3/2)+ε, 2 + s− r1 ≥ 3. (2.100)
Next, we deal with IIℓ1,2s,r1,r2(x). Noting that
1+|R|sR(y)
1+sR(y)
≤ min{1, |R|} for y ∈ R3; 1+|x−y|
|x−y|
≤ 1 + 2|R| for |x− y| ≥ 1
2|R|
,
we have by (2.63)
IIℓ1,2s,r1,r2(x)
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≤
∫
Bcℓ1
∩Bc
1/(2|R|)
(x)
Cs,r1,R∗,R∗
(1 + |x− y|) 2+s2 −r1(1 + sR(x− y)) 2+s2
1
|y| 52−r2(1 + sR(y)) 32−ε
dy.
This, combining with the fact that
|x−y|
2
≤ |y| ≤ 3|x−y|
2
for |x− y| ≥ 2|x|, (2.101)
and Lemma 8.3, yields
‖IIℓ1,2s,r1,r2‖L∞(B1/(4|R|)) ≤
∫
Bcℓ1
Cs,r1,R∗,R∗
|y| 72+ s2−r1−r2(1 + sR(y)) 32−ε
dy ≤ Cs,r1,r2,R∗,R∗.
On the other hand, for |x| ≥ 1
4|R|
, we make the following decomposition
IIℓ1,2s,r1,r2(x) ≤
[ ∫
Bcℓ1
∩Bc
2|x|
(x)
+
∫
Bcℓ1
∩B1/(2|R|),2|x|(x)
]
Cs,r1,R∗,R∗
(1 + |x− y|)1+ s2−r1(1 + sR(x− y))1+ s2
1
|y| 52−r2(1 + sR(y)) 32−ε
dy
,J1(x) + J2(x).
Since sR(x) ≤ sR(x− y) + sR(y), we obtain by (2.101) and Lemma 8.3
(1 + sR(x))J1(x) ≤
∫
|y|≥|x|
Cs,r1,r2,R∗,R∗
|y| 72+ s2−r1−r2(1 + sR(y)) 32−ε
dy
+
∫
|x−y|≥2|x|
Cs,r1,r2,R∗,R∗
|x− y| 72+ s2−r1−r2(1 + sR(y))1+ s2
dy
≤ Cs,r1,r2,R∗,R∗|x|−1−
s
2
+r1+r2 .
For J2(x), with the help of Lemma 3.1 in [8], we have
J2(x) ≤
∫
Bcℓ1
∩Bθ/|R|,2|x|(x)
Cr1,r2,R∗,R∗|x|r1+r2
(1 + |x− y|)1+ s2 (1 + sR(x− y))1+ s2
1
|y| 52 (1 + sR(y)) 32−ε
dy
≤ Cs,r1,r2,R∗,R∗|x|−1−
s
2
+r1+r2(1 + sR(x))
−1.
Summing up, we get
IIℓ1,2s,r1,r2(x) ≤ Cs,r1,r2,R∗,R∗(1 + |x|)−1−
s
2
+r1+r2(1 + sR(x))
−1, x ∈ R3. (2.102)
Collecting (2.99)-(2.100) and (2.102), we prove (2.86).
Proof of (2.87). Noting that
ℓ1−ℓ2
ℓ1
|y| ≤ |y − x| ≤ ℓ1+ℓ2
ℓ1
|y|, |x| ≤ ℓ2, |y| ≥ ℓ1, 0 < ℓ2 < ℓ1.
we get by Lemma 2.2 and Lemma 8.3 that for r1 + r2 ∈ [0, 3/2)
IIℓ12,r1,r2(x) ≤
∫
|y|≥ℓ1
Cr1,R∗,R∗
|x− y|2−r1(1 + sR(x− y)) 32
1
|y| 52−r2(1 + s(y)) 32−ε dy
≤
∫
|y|≥ℓ1
Cr1,r2,ℓ1/(ℓ1−ℓ2),R∗,R∗
|y| 92−r(1 + sR(y)) 32−ε
dy ≤ Cr1,r2,ℓ1/(ℓ1−ℓ2),R∗,R∗ .
Hence, we conclude (2.87), and so complete the proof of Claim 1-Claim 3.
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Part 2: Proof of (2.71)-(2.73). In view of (2.67)-(2.68), we only consider the case
|λ| ≥ 2h0. For the sake of statement, we agree that . and .a,b,··· both still depend
on p, R,R∗,R
∗, ω∗ and set
Ej , (M1|||w|||ε,Ω)j , Fj , ((M1 +M2)|||w|||ε,Ω)j
where M1 and M2 are the constants in (2.76). Thanks to (2.75) and (2.77), we only need
to prove that for all |β| ≤ 2 and 0 < ̺≪ 1/2
‖∂βxKj(λ)f‖Lp(B9(R+2)) ≤ CR,R∗,R∗,ω∗|λ|−1+(|β|/2)Ej‖f‖Lp(R3),
‖∂βx (∂λKj)(λ)f‖Lp(B9(R+2)) ≤ C̺,R,R∗,R∗,ω∗|λ|−2+(|β|/2)+̺Ej‖f‖Lp(R3),
‖∂βx (△h ∂λKj)(λ)f‖Lp(B9(R+2)) ≤ Cρ,h0,̺,R,R∗,R∗|h|ρ|λ|−2+(|β|/2)+̺Fj‖f‖Lp(R3).
(2.103)
To prove (2.103), we will adopt the “tree self-semilar iterative” idea.
Step 1: Preliminary analysis of ∂βxKj(λ).
Case 1: |β| = 0. Let M , LR,ω,0,R3 − ω[e1×] = −∆−R∂1 − ω(e1 × x) · ∇, where
[e1×]k , e1 × e1 × · · ·e1×︸ ︷︷ ︸
k
, for every integer k > 0.
In the light of (2.74) and the fact that
(λI + LR,ω,0,R3)−1PR3 = λ−1PR3 − λ−1LR,ω,0,R3(λ+ LR,ω,0,R3)−1PR3,
we can rewrite Kj(λ) as
Kj(λ) =
{
1
λ
(PR3 −MK0(λ))− ωλe1 ×K0(λ), j = 0,
− 1
λ
(PR3BwKj−1(λ) +MKj(λ))− ωλe1 ×Kj(λ), j ≥ 1. (2.104)
Iterating (2.104), we obtain
Kj(λ) =
{(
1
λ
− ωe1×
λ2
)(PR3 −MK0(λ))+ ω2λ2 [e1×]2K0(λ), j = 0,
ω2[e1×]2
λ2
Kj(λ)−
(
1
λ
− ωe1×
λ2
)(PR3BwKj−1(λ) +MKj(λ)), j ≥ 1.
Hence, by making use of (2.76) and the mean value theorem, we deduce
‖K0(λ)f‖Lp(B9(R+2)) . |λ|−1‖f‖Lp(R3),
‖(∂λK0)(λ)f‖Lp(B9(R+2)) . |λ|−2‖f‖Lp(R3) + |λ|−1‖M(∂λK0)(λ)f‖Lp(B9(R+2)),
‖(△h ∂λK0)(λ)f‖Lp(B9(R+2)) .ρ,h0 |h|ρ|λ|−2‖f‖Lp(R3)
+ |λ|−1‖M(△h ∂λK0)(λ)f‖Lp(B9(R+2)),
(2.105)
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and for all j ≥ 1
‖Kj(λ)f‖Lp(B9(R+2))
.|λ|−1Ej‖f‖Lp(R3) + |λ|−1‖PR3BwKj−1(λ)f‖Lp(B9(R+2)),
‖(∂λKj)(λ)f‖Lp(B9(R+2))
.|λ|−2Ej‖f‖Lp(R3) + |λ|−2‖PR3BwKj−1(λ)f‖Lp(B9(R+2))
+ |λ|−1∥∥(M(∂λKj)(λ)f , PR3Bw(∂λKj−1)(λ)f)∥∥Lp(B9(R+2)),
‖(△h ∂λKj)(λ)f‖Lp(B9(R+2))
.ρ,h0|h|ρ|λ|−2Fj‖f‖Lp(R3) + |λ|−2‖PR3Bw(△h Kj−1)(λ)f‖Lp(B9(R+2))
+ |h|ρ|λ|−2∥∥(PR3BwKj−1(λ)f , PR3Bw(∂λKj−1)(λ)f)∥∥Lp(B9(R+2))
+ |λ|−1∥∥(M(△h ∂λKj)(λ)f , PR3Bw(△h ∂λKj−1)(λ)f)∥∥Lp(B9(R+2)).
(2.106)
Next, we deal with the nonlocal terms invoking Bw in (2.106). Since
Bw(∂
k
λKj−1)(λ)f , Bw(△h ∂kλKj−1)(λ)f 6∈ Lp(R3),
here we will adopt the “divide and conquer” argument, such as dividing g into
g = χB9(R+2)g + χ
c
B9(R+2)
g,
to obtain for every T ∈ L(Lp(R3)) ∩ L(Lq(R3))
‖Tg‖Lp(B9(R+2)) ≤ Cp,q,R‖T‖L(Lp(R3))∩L(Lq(R3))‖g‖Lp,qR (R3), (2.107)
where Lp,qR (R
3) , Lp(B9(R+2)) ∩ Lq(Bc9(R+2)).
From (1.25) and (2.76), we have for q1 , max{p, 3}{ ‖BwKj−1(λ)f‖Lp,q1R (R3) + ‖Bw(∂λKj−1)(λ)f‖Lp,q1R (R3) . Ej‖f‖Lp(R3),
‖Bw(△h ∂λKj−1)(λ)f‖Lp,q1R (R3) .ρ |h|
ρFj‖f‖Lp(R3).
(2.108)
This, together with (2.107), implies{
‖PR3(∂kλBwKj−1)(λ)f‖Lp(B9(R+2)) . Ej‖f‖Lp(R3), k = 0, 1,
‖PR3Bw(△h ∂λKj−1)(λ)f‖Lp(B9(R+2)) .ρ |h|ρFj‖f‖Lp(R3).
(2.109)
On the other hand, in the light of (2.104), we know that
B2,wKj−1(λ) =
{
1
λ
B2,wPR3 − 1λB2,wLR,ω,0,R3K0(λ) + 1λB2,w∆K0(λ), j = 1,
− 1
λ
B2,wPR3BwKj−2(λ)− 1λB2,wLR,ω,0,R3Kj−1(λ), j ≥ 2.
(2.110)
Set q2 , max{6, p}. We conclude by (1.25) and (2.76) that{ ‖B2,w(LR,ω,0,R3 +∆)(∂kλKj−1)(λ)f‖Lp,q2R (R3) . Ej‖f‖Lp(R3), k = 0, 1,
‖B2,w(LR,ω,0,R3 +∆)(△h ∂λKj−1)(λ)f‖Lp,q2R (R3) .ρ |h|
ρFj‖f‖Lp(R3).
(2.111)
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This, combining with (2.108), gives from (2.107)
∥∥(PR3B2,wKj−1(λ)f , PR3B2,w(∂λKj−1)(λ)f)∥∥Lp(B9(R+2))
.|λ|−1
[
Ej‖f‖Lp(R3) +
∥∥(PR3(B2,w∆Kj−1(λ)f , PR3B2,w∆(∂λKj−1)(λ)f)∥∥Lp(B9(R+2))],
‖PR3B2,w(△h ∂λKj−1)(λ)f‖Lp(B9(R+2))
.ρ,h0 |h|ρ|λ|−1Fj‖f‖Lp(R3)
+ |h|ρ|λ|−1∥∥(PR3B2,w∆Kj−1(λ)f , PR3B2,w∆(∂λKj−1)(λ)f)∥∥Lp(B9(R+2))
+ |λ|−1∥∥(PR3B2,w∆(△h Kj−1)(λ)f , PR3B2,w∆(△h ∂λKj−1)(λ)f)∥∥Lp(B9(R+2)).
Plugging the above set of inequalities and (2.109) into (2.106), we conclude for j ≥ 1
‖Kj(λ)f‖Lp(B9(R+2)) . |λ|−1Ej‖f‖Lp(R3), (2.112)
and
‖(∂λKj)(λ)f‖Lp(B9(R+2))
.|λ|−2Ej‖f‖Lp(R3) + |λ|−2
∑
k=0,1
‖PR3B2,w∆(∂kλKj−1)(λ)f‖Lp(B9(R+2))
+ |λ|−1∥∥(M(∂λKj)(λ)f , PR3B1,w(∂λKj−1)(λ)f)∥∥Lp(B9(R+2)),
‖(△h ∂λKj)(λ)f‖Lp(B9(R+2))
.ρ,h0|λ|−2
[
|h|ρFj‖f‖Lp(R3) +
∑
k=0,1
(
|h|ρ‖PR3B2,w∆(∂kλKj−1)(λ)f‖Lp(B9(R+2))
+ ‖PR3B2,w∆(△h ∂kλKj−1)(λ)f‖Lp(B9(R+2))
)]
+ |λ|−1∥∥(M(△h ∂λKj)(λ)f , PR3B1,w(△h ∂λKj−1)(λ)f ))∥∥Lp(B9(R+2)).
(2.113)
In view of (2.105) and (2.112)-(2.113), the proof of (2.103) for |β| = 0 is reduced to the
case |β| 6= 0. For details, see Step 3 below.
Case 2: |β| = 1, 2. We know
(λI + LR,ω,0,R3)−1PR3 = AN1 (λ) +AN2 (λ), N ≥ 1,
where ANi (λ) (i = 1, 2) is defined in (2.42). By a simple calculation, we have
AN1 (λ)g =
1
(2π)3
N−1∑
j=0
∫
R3
1
(λ+ |ξ|2 − iRξ1)j+1∂
j
t
(
OT (ωt)P(ξ)gˆ(ξ)eiO(ωt)x·ξ
)∣∣∣
t=0
dξ,
AN2 (λ)g =
1
(2π)3
∫ ∞
0
∫
R3
e−(λ+|ξ|
2−iRξ1)t
(λ+ |ξ|2 − iRξ1)N ∂
N
t
(
OT (ωt)P(ξ)gˆ(ξ)eiO(ωt)x·ξ
)
dξdt.
By Leibniz rule, we have for ℓ ≥ 1,
∂ℓt
(
OT (ωt)P(ξ)gˆ(ξ)eiO(ωt)x·ξ
)
=
ℓ∑
k=0
(
k
ℓ
)
(−ω)kOT (ωt)[e1×]kP(ξ)gˆ(ξ)∂ℓ−kt (eiO(ωt)x·ξ).
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In addition, we get for k ≥ 1,
∂kt (e
iO(ωt)x·ξ) =ωkeiO(ωt)x·ξ
((
i(e1 ×O(ωt)x) · ξ
)k
+
∑
k1+···+kn=k,n≥2
kn−1≥...≥k1≥2
dk1,...,kn
(
i([e1×]k1O(ωt)x) · ξ
)
· · · (i([e1×]kn−1O(ωt)x) · ξ)(i([e1×]O(ωt)x) · ξ)kn .
Hence, setting
Gj(λ, ξ) = (λ+ |ξ|2 − iRξ1)−jP(ξ), j ≥ 1,
H(λ, ξ) = e−λtOT (at)F(TG
R,0,0(t)PR3g)(O(at)x)
)
(ξ),
we deduce that
AN1 (λ)g =
N−1∑
j=0
j∑
ℓ=0
∑
|α|=|γ|=ℓ
iℓ|ω|j
(2π)3
cjα,γ
∫
R3
xαξγGj+1(λ, ξ)gˆ(ξ)e
ix·ξ dξ
=
N−1∑
j=0
j∑
ℓ=0
∑
|α|=|γ|=ℓ
|ω|jcjα,γxα∂γx
1
(λ−∆−R∂1)ℓ+1PR
3g (2.114)
and
AN2 (λ)g =
N∑
ℓ=0
∑
|α|=|γ|=ℓ
im|ω|N
(2π)3
cNα,γ
∫ ∞
0
∫
R3
xαξγGN (λ, ξ)H(λ, ξ)e
ix·ξ dξdt
=|ω|N
N∑
ℓ=0
∑
|α|=|γ|=ℓ
cNα,γx
α∂γx
1
(λ−∆−R∂1)N (λI + LR,ω,0,R3)
−1PR3g.
So, we decompose
Kj(λ) = KN1,j(λ) +KN2,j(λ), j ≥ 0, N ≥ 1, (2.115)
with
KN1,j(λ) , AN1 (λ)(−Bw(λ+ LR,ω,0,R3)−1PR3)j,
KN2,j(λ) , AN2 (λ)(−Bw(λ+ LR,ω,0,R3)−1PR3)j
= |ω|N
∑
ℓ≤N
∑
|α|=|γ|=ℓ
cNα,γx
α∂γx
1
(λ−∆−R∂1)NKj(λ).
Let us begin with KN2,j(λ). Since |β| = 1, 2, we observe that for all j ≥ 0
∂βxKN2,j(λ)f =|ω|N
N∑
ℓ=0
∑
|α|=ℓ,|γ|=ℓ+|β|
cNα,γx
α∂γx(λ−∆−R∂1)−NKj(λ)f
=|ω|N
∑
|α|=0,|γ|=|β|
cNα,γ∂
γ
xΛ
−max{1,|β|−2̺}(λ−∆−R∂1)−NΛmax{1,|β|−2̺}Kj(λ)f
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+ |ω|N
N∑
ℓ=1
∑
|α|=ℓ,|γ|=ℓ+|β|
cNα,γx
α∂γxΛ
−2+2̺(λ−∆−R∂1)−NΛ2−2̺Kj(λ)f
,T N1,|β|,̺(λ)Λmax{1,|β|−2̺}Kj(λ)f + T N2,|β|,̺(λ)Λ2−2̺Kj(λ)f .
It is well known that
‖∂αxΛ−γ∂kλ(λ−∆−R∂1)−ℓ‖L(Lp(R3)) ≤ CR∗|λ|−k−ℓ+
|α|−γ
2 , 0 ≤ |α| − γ ≤ 2ℓ. (2.116)
This estimate gives for k ≤ 2{ ‖(∂kλT N1,|β|,̺)(λ)‖L(Lp(R3)) ≤ CN,R∗,ω∗|λ|−k−N+̺,
‖(1 + |x|)−N(∂kλT N2,|β|,̺)(λ)‖L(Lp(R3)) ≤ CN,R∗,ω∗|λ|−k−
N+2−|β|
2
+̺.
Moreover, form (2.76), we observe for s ∈ [1, 2){ ‖ΛsKj(λ)f‖Lp,q3R (R3) + ‖Λs(∂kλKj)(λ)f‖Lp,q3R (R3) .s Ej‖f‖Lp(R3),
‖Λs(△h ∂λKj)(λ)f‖Lp,q4R (R3) .s,ρ |h|
ρFj‖f‖Lp(R3)
(2.117)
with q3 , max{p, 6} and q4 , max(p, 3(1/2)−ρ ). Thus by (2.107) we get for j ≥ 0,
‖T ((1 + |x|)−N∂βx (∂kλKN2,j)(λ)f)‖Lp(B9(R+2))
.N,̺|λ|−(N+2−|β|)/2+̺‖T‖L(Lp(R3))∩L(Lq3 (R3))Ej‖f‖Lp(R3), k = 0, 1,
‖T ((1 + |x|)−N∂βx (△h ∂λKN2,j)(λ)f)‖Lp(B9(R+2))
.N,ρ,̺|h|ρ|λ|−(N+2−β)/2+̺‖T‖L(Lp(R3))∩L(Lq4 (R3))Fj‖f‖Lp(R3).
(2.118)
Now we consider KN1,j(λ). In view of (2.114) and (2.116), we deduce for k ∈ N ‖T (1 + |x|)
−N+1∂βx (∂
k
λAN1 )(λ)‖L(Lp(R3)) ≤ CN,R∗,ω∗|λ|−k−1+(|β|/2)‖T‖L(Lp(R3)),
‖T (1 + |x|)−N+1∂βx (△h ∂kλAN1 )(λ)‖L(Lp(R3)) ≤ CN,h0,R∗,ω∗ |h|
ρ
|λ|k+2−(|β|/2)
‖T‖L(Lp(R3)).
(2.119)
When j ≥ 1, since KN1,j(λ) = −AN1 (λ)BwKj−1(λ), we have by (2.107)-(2.108) and (2.119)
‖T ((1 + |x|)−N+1∂βxKN1,j(λ)f)‖Lp(B9(R+2))
.N |λ|−1+(|β|/2)‖T‖L(Lp(R3))∩L(Lq1 (R3))Ej‖f‖Lp(R3),
‖T ((1 + |x|)−N+1∂βx (∂λKN1,j)(λ)f)‖Lp(B9(R+2))
.N |λ|−2+(|β|/2)‖T‖L(Lp(R3))∩L(Lq1 (R3))Ej‖f‖Lp(R3)
+ ‖T ((1 + |x|)−N+1∂βxAN1 (λ)Bw(∂λKj−1)(λ)f)‖Lp(B9(R+2)),
‖T ((1 + |x|)−N+1∂βx (△h ∂λKN1,j)(λ)f)‖Lp(B9(R+2))
.N,ρ,h0|h|ρ|λ|−2+(|β|/2)‖T‖L(Lp(R3))∩L(Lq1 (R3))Fj‖f‖Lp(R3)
+ ‖T ((1 + |x|)−N+1∂βxAN1 (λ)Bw(△h ∂λKj−1)(λ)f)‖Lp(B9(R+2)).
(2.120)
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Meanwhile, we have
‖T ((1 + |x|)−N+1∂βxAN1 (λ)Bw(∂λKj−1)(λ)f)‖Lp(B9(R+2))
.N |λ|−1+(|β|/2)‖T‖L(Lp(R3))∩L(Lq1 (R3))Ej‖f‖Lp(R3),
‖T ((1 + |x|)−N+1∂βxAN1 (λ)Bw(△h ∂λKj−1)(λ)f)‖Lp(B9(R+2))
.N,ρ|h|ρ|λ|−1+(|β|/2)‖T‖L(Lp(R3))∩L(Lq1 (R3))Fj‖f‖Lp(R3).
(2.121)
Further, in the light of (2.110), we have by (2.107)-(2.108), (2.111) and (2.119)
‖T ((1 + |x|)−N+1∂βxAN1 (λ)B2,w(∂λKj−1)(λ)f)‖Lp(B9(R+2))
.N |λ|−2+(|β|/2)‖T‖L(Lp(R3))∩L(Lq1 (R3))∩L(Lq2 (R3))Ej‖f‖Lp(R3)
+ |λ|−1
∑
k=0,1
‖T ((1 + |x|)−N+1∂βxAN1 (λ)B2,w∆(∂kλKj−1)(λ)f)‖Lp(B9(R+2)), (2.122)
‖T ((1 + |x|)−N+1∂βxAN1 (λ)B2,w(△h ∂λKj−1)(λ)f)‖Lp(B9(R+2))
.N,ρ,h0|h|ρ|λ|−2+(|β|/2)‖T‖L(Lp(R3))∩L(Lq1 (R3))∩L(Lq2 (R3))Fj‖f‖Lp(R3)
+
∑
k=0,1
[
|h|ρ|λ|−2‖T ((1 + |x|)−N+1∂βxAN1 (λ)B2,w∆(∂kλKj−1)(λ)f )‖Lp(B9(R+2))
+ |λ|−1‖T ((1 + |x|)−N+1∂βxAN1 (λ)B2,w∆(△h ∂kλKj−1)(λ)f)‖Lp(B9(R+2))
]
. (2.123)
Based on the above analysis in case |β| = 1, 2, we know that (2.118)-(2.119) give the
required estimates of ∂βxK0(λ) and ∂βxK2,j(λ), and (2.123) helps us to reduce the estimate
of ∂βxKj(λ) with j ≥ 1 to those of Kj−1(λ). Hence, we explore a “tree self-similar” iterative
mechanism on account of (2.115). Roughly speaking, for N ≥ 3,
Kj(λ) = KN1,j(λ) +KN2,j(λ) (stop if j = 0)
⇓ Kj−1(λ) +KN2,j(λ)
= K11,j−1(λ) +K12,j−1(λ) +KN2,j(λ) (stop if j = 1)
⇓ Kj−2(λ) +K12,j−1(λ) +KN2,j(λ)
=K11,j−2(λ) +K12,j−2(λ) +K12,j−1(λ) +KN2,j(λ).
This iterative progress will help us to obtain the required estimates of ∂βxKj(λ).
Step 2. Proof of (2.103) for 1 ≤ |β| ≤ 2.
First, we adopt the decomposition (2.115) with N = 3. When j = 0, as a consequence
of (2.118) with T = χB9(R+2)(1+ |x|)3 and (2.119) with T = χB9(R+2)(1+ |x|)2, we deduce
(2.103) for |β| = 1, 2. When j ≥ 1, by (2.118) with T = χB9(R+2)(1 + |x|)3, we obtain
‖∂βxK32,j(λ)f‖Lp(B9(R+2)) . |λ|−2+(|β|/2)Ej‖f‖Lp(R3),
‖∂βx (∂λK32,j)(λ)f‖Lp(B9(R+2)) . |λ|−2+(|β|/2)Ej‖f‖Lp(R3),
‖∂βx (△h ∂λK32,j)(λ)f)‖Lp(B9(R+2)) .ρ |h|ρ|λ|−2+(|β|/2)Fj‖f‖Lp(R3).
(2.124)
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In addition, utilizing (2.120) and (2.123) with T = χB9(R+2)(1 + |x|)2, we deduce
‖∂βxK31,j(λ)f‖Lp(B9(R+2)) . |λ|−1+(|β|/2)Ej‖f‖Lp(R3), (2.125)
and
‖∂βx (∂λK31,j)(λ)f‖Lp(B9(R+2))
.|λ|−2+(|β|/2)Ej‖f‖Lp(R3) + ‖∂βxA31(λ)B1,w(∂λKj−1)(λ)f‖Lp(B9(R+2))
+ |λ|−1
∑
k=0,1
‖∂βxA31(λ)B2,w∆(∂kλKj−1)(λ)f‖Lp(B9(R+2)),
‖∂βx (△h ∂λK31,j)(λ)f‖Lp(B9(R+2))
.ρ|h|ρ|λ|−2+(|β|/2)Fj‖f‖Lp(R3) + ‖∂βxA31(λ)B1,w(△h ∂λKj−1)(λ)f‖Lp(B9(R+2))
+ |λ|−1
∑
k=0,1
[
|h|ρ‖∂βxA31(λ)B2,w∆(∂kλKj−1)(λ)f‖Lp(B9(R+2))
+ ‖∂βxA31(λ)B2,w∆(△h ∂kλKj−1)(λ)f‖Lp(B9(R+2))
]
.
(2.126)
Next, we use the decomposition (2.115) with N = 1 for Kj−1(λ) to proceed the estimate
(2.126). In the light of (1.25) and (2.119) with T = χB9(R+2)(1 + |x|)2, we know∥∥(χB9(R+2)∂βxA31(λ)∇w(1 + |x|), χB9(R+2)∂βxA31(λ)w(1 + |x|))∥∥L(Lp(R3))
.CR,R∗,ω∗|||w|||ε,Ω|λ|−1+(|β|/2).
Hence, by making use of{
(2.118), with T = χB9(R+2)∂
β
xA31(λ)∇w(1 + |x|),
(2.119)−(2.121), with T = χB9(R+2)∂βxA31(λ)∇w,
we deducefor j ≥ 1
‖∂βxA31(λ)B2,w∆Kj−1(λ)f‖Lp(B9(R+2)) . |λ|−1+(|β|/2)Ej‖f‖Lp(R3),
‖∂βxA31(λ)B2,w∆(∂λKj−1)(λ)f‖Lp(B9(R+2)) . |λ|−1+(|β|/2)Ej‖f‖Lp(R3),
‖∂βxA31(λ)B2,w∆(△h ∂λKj−1)(λ)f‖Lp(B9(R+2)) .ρ |h|ρ|λ|−1+(|β|/2)Fj‖f‖Lp(R3).
Moreover, with the help of{
(2.118), with T = χB9(R+2)∂
β
xA31(λ)w(1 + |x|),
(2.119)−(2.120), (2.122)−(2.123), with T = χB9(R+2)∂βxA31(λ)w,
we calculate{ ‖∂βxA31(λ)B1,w(∂λK0)(λ)f‖Lp(B9(R+2)) .̺ |λ|−2+(|β|/2)+̺E1‖f‖Lp(R3),
‖∂βxA31(λ)B1,w(△h ∂λK0)(λ)f‖Lp(B9(R+2)) .ρ,h0,̺ |h|ρ|λ|−2+(|β|/2)+̺F1‖f‖Lp(R3),
and for all j ≥ 2,{ ‖∂βxA31(λ)B1,w(∂λK12,j−1)(λ)f‖Lp(B9(R+2)) .̺ |λ|−2+(|β|/2)+̺Ej‖f‖Lp(R3),
‖∂βxA31(λ)B1,w(△h ∂λK12,j−1)(λ)f‖Lp(B9(R+2)) .ρ,h0,̺ |h|ρ|λ|−2+(|β|/2)+̺Fj‖f‖Lp(R3)
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and
‖∂βxA31(λ)B1,w(∂λK11,j−1)(λ)f‖Lp(B9(R+2))
.|λ|−2+ |β|2 Ej‖f‖Lp(R3) + ‖∂βxA31(λ)B1,wA11(λ)B1,w(∂λKj−2)(λ)f‖Lp(B9(R+2))
+ |λ|−1
∑
k=0,1
‖∂βxA31(λ)B1,wA11(λ)B2,w∆(∂kλKj−2)(λ)f‖Lp(B9(R+2)),
‖∂βxA31(λ)B1,w(△h ∂λK11,j−1)(λ)f‖Lp(B9(R+2))
.ρ,h0|h|ρ|λ|−2+
|β|
2 Fj‖f‖Lp(R3) + ‖∂βxA31(λ)B1,wA11(λ)B1,w(△h ∂λKj−2)(λ)f‖Lp(B9(R+2))
+ |h|ρ|λ|−2
∑
k=0,1
‖∂βxA31(λ)B1,wA11(λ)B2,w∆(∂kλKj−2)(λ)f‖Lp(B9(R+2))
+ |λ|−1
∑
k=0,1
‖∂βxA31(λ)B1,wA11(λ)B2,w∆(△h ∂kλKj−2)(λ)f‖Lp(B9(R+2)).
Then, plugging the above four sets of estimates into (2.126), we deduce{ ‖∂βx (∂λK31,1)(λ)f‖Lp(B9(R+2)) .̺ |λ|−2+(|β|/2)+̺Ej‖f‖Lp(R3),
|∂βx (△h ∂λK31,1)(λ)f‖Lp(B9(R+2)) .ρ,h0,̺ |h|ρ|λ|−2+(|β|/2)+̺Fj‖f‖Lp(R3)
(2.127)
and for j ≥ 2,
‖∂βx (∂λK31,j)(λ)f‖Lp(B9(R+2))
.̺|λ|−2+
|β|
2
+̺Ej‖f‖Lp(R3) + ‖∂βxA31(λ)B1,wA11(λ)B1,w(∂λKj−2)(λ)f‖Lp(B9(R+2))
+
∑
k=0,1
|λ|−1‖∂βxA31(λ)B1,wA11(λ)B2,w∆(∂kλKj−2)(λ)f‖Lp(B9(R+2)),
‖∂βx (△h ∂λK31,j)(λ)f‖Lp(B9(R+2))
.ρ,h0,̺|h|ρ|λ|−2+
|β|
2
+̺Fj‖f‖Lp(R3)
+ ‖∂βxA31(λ)B1,wA11(λ)B1,w(△h ∂λKj−2)(λ)f‖Lp(B9(R+2))
+ |λ|−1
∑
k=0,1
[
|h|ρ‖∂βxA31(λ)B1,wA11(λ)B2,w∆(∂kλKj−2)(λ)f‖Lp(B9(R+2))
+ ‖∂βxA31(λ)B1,wA11(λ)B2,w∆(△h ∂kλKj−2)(λ)f‖Lp(B9(R+2))
]
.
(2.128)
Thus (2.103) for j = 1 and |β| = 1, 2 is obtained by (2.124) and (2.127).
Finally, we use (2.115) with N = 1 again for Kj−2(λ) in (2.128). We observe from
(1.25) and (2.119) that
‖χB9(R+2)∂βxA31(λ)B1,wA11(λ)∇w(1 + |x|)‖L(Lp(R3)) . CR,R∗,ω∗|||w|||ε,Ω|λ|−(3−|β|/2)
‖χB9(R+2)∂βxA31(λ)B1,wA11(λ)w(1 + |x|)‖L(Lp(R3)) . CR,R∗,ω∗|||w|||ε,Ω|λ|−(3−|β|/2).
Hence, we get from (2.128) that for all j ≥ 2{ ‖∂βx (∂λK31,j)(λ)f‖Lp(B9(R+2)) .̺ |λ|−2+(|β|/2)+̺Ej‖f‖Lp(R3),
‖∂βx (△h ∂λK31,j)(λ)f‖Lp(B9(R+2)) .ρ,h0,̺ |h|ρ|λ|−2+(|β|/2)−̺Fj‖f‖Lp(R3).
(2.129)
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by making use of
(2.118), with T = χB9(R+2)∂
β
xA31(λ)B1,wA11(λ)w(1 + |x|),
(2.118), with T = χB9(R+2)∂
β
xA31(λ)B1,wA11(λ)∇w(1 + |x|),
(2.119)−(2.123), with T = χB9(R+2)∂βxA31(λ)B1,wA11(λ)w,
(2.119)−(2.123), with T = χB9(R+2)∂βxA31(λ)B1,wA11(λ)∇w
Collecting (2.124) and (2.129), we prove (2.103) for j ≥ 2 and |β| = 1, 2, and so end the
proof of (2.103) for all j ≥ 0 and |β| = 1, 2
Step 3: Proof of (2.103) for |β| = 0.
Using (2.105) and the estimate (2.103) for |β| = 1, 2, we easily verify (2.103) for j = 0
and |β| = 0. Meanwhile, for j ≥ 1, we obtain from (2.112)-(2.113)
‖Kj(λ)f‖Lp(B9(R+2)) . |λ|−1Ej‖f‖Lp(R3) (2.130)
and
‖(∂λKj)(λ)f‖Lp(B9(R+2))
.̺|λ|−2+̺Ej‖f‖Lp(R3) + |λ|−1‖PR3B1,w(∂λKj−1)(λ)f‖Lp(B9(R+2))
+ |λ|−2∥∥(PR3B2,w∆Kj−1(λ)f , PR3B2,w∆(∂λKj−1)(λ)f)∥∥Lp(B9(R+2)),
‖(△h ∂λKj)(λ)f‖Lp(B9(R+2))
.ρ,h0,̺|h|ρ|λ|−2+̺Fj‖f‖Lp(R3) + |λ|−1‖PR3B1,w(△h ∂λKj−1)(λ)f)‖Lp(B9(R+2))
+ |λ|−2
[
|h|ρ∥∥(PR3B2,w∆Kj−1(λ)f , PR3B2,w∆(∂λKj−1)(λ)f)∥∥Lp(B9(R+2))
+
∥∥(PR3B2,w∆(△h Kj−1)(λ)f , PR3B2,w∆(△h ∂λKj−1)(λ)f)∥∥Lp(B9(R+2))].
(2.131)
Now, we are going to further estimate (2.131) by the “tree self-similar” iterative mech-
anism used in Step 2. We first use (2.115) with N = 1 for Kj−1(λ). Hence we obtain{ ‖(∂λK1)(λ)f‖Lp(B9(R+2)) .̺ |λ|−2+̺E1‖f‖Lp(R3),
‖(△h ∂λK1)(λ)f‖Lp(B9(R+2)) .ρ,h0,̺ |h|ρ|λ|−2+̺F1‖f‖Lp(R3)
(2.132)
and for j ≥ 2
‖(∂λKj)(λ)f‖Lp(B9(R+2))
.̺|λ|−2+̺Ej‖f‖Lp(R3) + |λ|−1‖PR3B1,wA11(λ)B1,w(∂λKj−2)(λ)f‖Lp(B9(R+2))
+ |λ|−2
∑
k=0,1
‖PR3B1,wA11(λ)B2,w∆(∂kλKj−2)(λ)f‖Lp(B9(R+2))
‖(△h ∂λKj)(λ)f‖Lp(B9(R+2))
.ρ,h0,̺|h|ρ|λ|−2+̺Fj‖f‖Lp(R3) + |λ|−1‖PR3B1,wA11(λ)B1,w(△h ∂λKj−2)(λ)f‖Lp(B9(R+2))
+ |λ|−2
∑
k=0,1
[
|h|ρ‖PR3B1,wA11(λ)B2,w∆(∂kλKj−2)(λ)f‖Lp(B9(R+2))
+ ‖PR3B1,wA11(λ)B2,w∆(△h ∂kλK1,j−2)(λ)f‖Lp(B9(R+2))
]
.
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with the help of
(2.118), with T = PR3w(1 + |x|), PR3∇w(1 + |x|),
(2.119)−(2.120), (2.122)− (2.123), with T = PR3w,
(2.119)−(2.121), with T = PR3∇w
Finally, using (2.115) with N = 1 again for Kj−2(λ) and putting{
(2.118) with T = PR3B1,wA11(λ)w(1 + |x|), PR3B1,wA11(λ)∇w(1 + |x|),
(2.119)−(2.121), with T = PR3B1,wA11(λ)w, PR3B1,wA11(λ)∇w
into the above set of inequalities, we deduce for every j ≥ 2{ ‖(∂λKj)(λ)f‖Lp(B9(R+2)) .̺ |λ|−2+̺Ej‖f‖Lp(R3)
‖(△h ∂λKj)(λ)f‖Lp(B9(R+2)) .ρ,h0,̺ |h|ρ|λ|−2+̺Fj‖f‖Lp(R3)
(2.133)
Collecting (2.130) and (2.132)-(2.133), we prove (2.103) for j ≥ 1 and |β| = 0. This
completes the proof of Theorem 2.6. 
For the pressure, we have the following result.
Corollary 2.7. Under the assumption of Theorem 2.6, there exists a positive constant
η = ηR,p,ρ,R∗,R∗,ω∗ > 0 such that if |||w|||ε,Ω ≤ η, then
ΠG
R,ω,w(λ) ∈ C(C+,L(LpR+2(R3),W 1,p(B9(R + 2))))
Moreover, for λ, λ+ h ∈ C+ and f ∈ LpR+2(R3), we have
‖∇(∂kλΠGR,ω,w)(λ)f‖Lp(B9(R+2)) ≤ CR,R∗,R∗,ω∗‖f‖Lp(R3), k = 0, 1, (2.134)
‖(∇(△h ∂λΠGR,ω,w)(λ)f‖Lp(B9(R+2)) ≤ CR,ρ,R∗,R∗,ω∗|h|ρ‖f‖Lp(R3), (2.135)∣∣[ΠG
R,ω,w(λ)f ](x)
∣∣ ≤ CR,R∗,R∗,ω∗|x|−3/2‖f‖Lp(R3), x ∈ Bc10(R+2). (2.136)
In particular, for 0 < |h| ≤ h0, we have for 0 < ̺≪ 1/2
‖∇(∂kλΠGR,ω,w)(λ)f‖Lp(B9(R+2) ≤ CR,̺,R∗,R∗,ω∗|λ|−1+̺‖f‖Lp(R3), k = 0, 1, (2.137)
‖∇(△h ∂λΠGR,ω,w)(λ)f |Lp(B9(R+2) ≤ CR,ρ,̺,R∗,R∗,ω∗|h|ρ|λ|−1+̺‖f‖Lp(R3). (2.138)
Proof. From (1.25) and (2.67)-(2.70), we have for q = max(p, 3)
‖Bw(∂kλRGR,ω,w)(λ)f‖Lp,qR (R3) .R,R∗,R∗,ω∗ |||w|||ε,Ω‖f‖Lp(R3), k = 0, 1,
‖Bw(△k ∂λRGR,ω,w)(λ)f‖Lp,qR (R3) .R,ρ,R∗,R∗,ω∗ |||w|||ε,Ω‖f‖Lp(R3).
Hence we easily prove (2.134)-(2.135) by (2.4) and (2.107).
Next, we prove (2.136). Rewrite
ΠG
R,ω,w(λ)f = QR3(χB9(R+2)BwRGR,ω,w(λ)f) +QR3(χBc9(R+2)BwRGR,ω,w(λ)f ).
Since the kernel function of QR3 is bounded by |x|−2, we have by (2.67) and (2.69)∣∣[ΠG
R,ω,w(λ)f ](x)
∣∣ .R,R∗,R∗,ω∗|||w|||ε,Ω‖f‖Lp(R3)
×
( 1
|x|2 +
∫
Bc
9(R+2)
1
|x− y|2
1
|y| 52 (1 + sR(y))
dy
)
, x ∈ Bc10(R+2).
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We observe for every x ∈ Bc10(R+2)∫
Bc
9(R+2)
1
|x− y|2
1
|y| 52 (1 + sR(y))
dy .
1
|x|2
[ ∫
9(R+2)≤|y|< 9|x|
10
+
∫
|y|≥ 3|x|
2
] 1
|y| 52 (1 + sR(y))
dy
+
1
|x| 52
∫
9|x|/10≤|y|<3|x|/2
1
|x− y|2 dy . |x|
− 3
2 .
where we used Lemma 8.3 in the last inequality. Hence, we prove (2.136).
Finally, we prove (2.137)-(2.138). In view of (2.75), we write
∇ΠG
R,ω,w(λ)f =
∞∑
j=0
(
∇QR3(B1,wKj(λ)f) +∇QR3(B2,wKj(λ)f )
)
.
We first use (2.107) with T = ∇QR3 , (2.108) and (2.110)-(2.111) to reduce the estimate
of ∇QR3(B2,wKj(λ)f ) to the estimate of ∇QR3(B2,w∆Kj(λ)f ). Then, utilizing the self-
similar iterative mechanism (2.115) with N = 1 two times, we finally deduce (2.137)-
(2.138) by (2.118)-(2.123). 
Set
ΠG
∗
R,ω,w(λ) = QR3(B∗wRG
∗
R,ω,w(λ)), Π˚
G∗
R,ω,w(λ) = Q˚R3(B∗wRG
∗
R,ω,w(λ)).
Then,we have for f ∈ Lp(R3)
(λ+L∗
R,ω,w)RG
∗
R,ω,w(λ)f +∇(Q˚R3f +∇Π˚G
∗
R,ω,w(λ)f) = f , divRG
∗
R,ω,w(λ)f = 0. (2.139)
In the same way as treating (RG
R,ω,w(λ), Π˚
G
R,ω,w(λ)), we obtain
Corollary 2.8. Let f ∈ LpR+2(R3), p ∈ (1,∞). Then, Theorem 2.4, and Corollary 2.5,
Theorem 2.6 and Corollary 2.7 hold for RG∗
R,ω,w(λ)f and Π˚
G∗
R,ω,w(λ)f (or Π
G∗
R,ω,w(λ)f).
3. Interior resolvent problem
In this section we will discuss the resolvent problem associated to LR,ω,w in ΩR+3
(λI + LR,ω,w)u+∇P = f , divu = 0 in ΩR+3, u|∂ΩR+3 = 0. (3.1)
with the addition condition
∫
ΩR+3
P dx = 0. From the Helmholtz decomposition in [10, 14],
given f ∈ Lp(ΩR+3), there exist unique h ∈ Jp(ΩR+3) and g ∈ W˚ 1,p(ΩR+3) such that
f = h+∇g.
This leads us to define operators PΩR+3f = h and Q˚ΩR+3f = g satisfying
PΩR+3 ∈ L(Lp(ΩR+3), Jp(ΩR+3)), Q˚ΩR+3 ∈ L(Lp(ΩR+3), W˚ 1,p(ΩR+3)).
Define {LR,ω,w,ΩR+3 = PΩR+3LR,ω,w,
Dp(LR,ω,w,ΩR+3) =
{
u ∈W2,p(ΩR+3) ∩ Jp(ΩR+3)
∣∣u|∂ΩR+3 = 0}. (3.2)
Then, system (3.1) is equivalent to
(λI + LR,ω,w,Ω)u = PΩR+3f (3.3)
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with P = Q˚ΩR+3f + Q˚ΩR+3(LR,ω,wu). Denote PΩR+3∆ by ∆ΩR+3 . Since Dp(−∆ΩR+3) ⊂
Dp(LR,ω,w,ΩR+3 + ∆ΩR+3), we can view (3.3) as a perturbation of the classical Stokes
resolvent problem
(λI −∆ΩR+3)v = PR3f . (3.4)
It is well known from [10, 18] that, for every f ∈ Jp(ΩR+3) and λ ∈ Σθ ∪ {0} with
0 < θ < π/2,
‖∇j(λI −∆ΩR+3)−1f‖Lp(ΩR+3) ≤ Cθ(1 + |λ|)−1+
j
2‖f‖Lp(ΩR+3), j ≤ 2. (3.5)
Hence, we have the following theorem for problem (3.1).
Theorem 3.1. Let p ∈ (1,∞), θ ∈ (0, π
2
), ε ∈ (0, 1
2
), 0 < |R| ≤ R∗, and |ω| ≤ ω∗. Then
there exist two constants η, ℓ1 > 0, depending only on R, p, θ,R
∗, ω∗, such that if
|||w|||ε,Ω ≤ η,
then for every f ∈ Lp(ΩR+3), problem (3.1) admits a unique solution
(u, P ) = (RI
R,ω,w(λ)f , Q˚ΩR+3f + Π˚IR,ω,w(λ)f )
satisfying
RI
R,ω,w(λ) ∈ A (Σθ,ℓ1 ∪ C+,L(Lp(ΩR+3),W2,p(ΩR+3) ∩ Jp(ΩR+3))),
Π˚I
R,ω,w(λ) ∈ A (Σθ,ℓ1 ∪ C+,L(Lp(ΩR+3), W˚ 1,p(ΩR+3))).
Moreover, for every k ≥ 0 and λ ∈ Σθ,ℓ1 ∪ C+, one has
‖∇j(∂kλRIR,ω,w)(λ)‖L(Lp(ΩR+3)) ≤ Ck,θ,R(1 + λ)−1−k+(j/2), j = 0, 1, 2, (3.6)
‖∇(∂kλΠ˚IR,ω,w)(λ)‖L(Lp(ΩR+3)) ≤ Ck,θ,R(1 + λ)−k, (3.7)
‖(∂kλΠ˚IR,ω,w)(λ)‖L(Lp(ΩR+3),Lp(ΩR+3)) ≤ Ck,θ,R(1 + λ)−k−((1/2)−1/(2p)). (3.8)
Proof. It suffices to prove that for every λ ∈ Σθ,ℓ1 ∪ C+,(
I + (LR,ω,w,ΩR+3 +∆ΩR+3)(λI −∆ΩR+3)−1
)−1 ∈ L(Jp(ΩR+3)), (3.9)∥∥(I + (LR,ω,w,ΩR+3 +∆ΩR+3)(λI −∆ΩR+3)−1)−1∥∥L(Jp(ΩR+3)) ≤ Cθ,R,R∗,ω∗ . (3.10)
In fact, we have from (3.5) and (3.9)-(3.10) that for all λ ∈ Σθ,ℓ1 ∪ C+
(λI + LR,ω,w,ΩR+3)−1 = (λI −∆ΩR+3)−1
(
I + (LR,ω,w,ΩR+3 +∆ΩR+3)(λI −∆ΩR+3)−1
)−1
,
‖∇j(λI + LR,ω,w,ΩR+3)−1‖L(Jp(ΩR+3)) ≤ Cθ,R,R∗,ω∗(1 + |λ|)−1+(j/2), j ≤ 2.
Hence, (u, P ) , (RI
R,ω,w(λ)f , Q˚ΩR+3f + Π˚IR,ω,w(λ)f) with
RI
R,ω,w(λ) , (λI + LR,ω,w,ΩR+3)−1PR3 , Π˚IR,ω,w(λ) , Q˚ΩR+3LR,ω,wRIR,ω,w(λ).
solve problem (3.1) uniquely, and satisfies (3.6)-(3.7) since
∂kλRIR,ω,w(λ) = (−1)kk!(λI + LR,ω,w,ΩR+3)−1−kPR3 ,
∂kλΠ˚
I
R,ω,w(λ) = Q˚ΩR+3LR,ω,w∂kλRIR,ω,w(λ).
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To prove (3.8), we adopt the known result in [10], that is, for every φ ∈ C∞0 (ΩR+3),
there exists a Φ ∈ W 2,p′(ΩR+3) solves
∆Φ = φ¯ in ΩR+3, ∂νΦ|∂ΩR+3 = 0
where ν is the unit outer normal to ∂ΩR+3 and φ¯ = φ− |ΩR+3|−1
∫
ΩR+3
φ dx, such that
‖Φ‖W 2,p′ (ΩR+3) ≤ C‖φ¯‖Lp′ (ΩR+3) ≤ C‖φ‖Lp′(ΩR+3). (3.11)
This yields
〈Q˚ΩR+3∆∂kλRIR,ω,w(λ)f , φ〉ΩR+3 = 〈∆∂kλRIR,ω,w(λ)f ,∇Φ〉ΩR+3
=−
3∑
j=1
〈∂ν(∂kλRIR,ω,w(λ)f)j , ∂jΦ〉∂ΩR+3 +
3∑
j,m=1
〈∂m(∂kλRIR,ω,w(λ)f)j , ∂m∂jΦ〉ΩR+3
where 〈·, ·〉∂ΩR+3 and 〈·, ·〉ΩR+3 denotes the inner-product in ∂ΩR+3 and ΩR+3. Hence, by
(3.6), (3.11) and the interpolation inequality
‖g‖Lp(∂ΩR+3) ≤ ‖∇g‖1−(1/p)Lp(ΩR+3)‖g‖
1/p
Lp(ΩR+3)
+ ‖g‖Lp(ΩR+3),
we have
‖Q˚ΩR+3∆∂kλRIR,ω,w(λ)f‖Lp(ΩR+3) ≤ Cθ,R∗,ω∗(1 + |λ|)−k−((1/2)−1/(2p)). (3.12)
This inequality together with
‖Q˚ΩR+3(LR,ω,w +∆)∂kλRIR,ω,w(λ)f‖Lp(ΩR+3)
≤‖∇Q˚ΩR+3(LR,ω,w +∆)∂kλRIR,ω,w(λ)f‖Lp(ΩR+3)
≤‖∂kλRIR,ω,w(λ)f‖W1,p(ΩR+3) ≤ Cθ,R∗,ω∗(1 + |λ|)−(1/2)−k‖f‖Lp(ΩR+3),
yields (3.8).
Now, we are going to prove (3.9)-(3.10).
Case 1: λ ∈ Σθ,ℓ1. Observe from (3.5) that
‖(LR,ω,w,ΩR+3 +∆ΩR+3)(λI −∆ΩR+3)−1‖L(Jp(ΩR+3))
≤Cθ,p,R(1 + |λ|)− 12 (R∗ + ω∗ + |||w|||ε,Ω)‖g‖Lp(ΩR+3), λ ∈ Σθ ∪ {0}. (3.13)
Hence, Choosing ℓ1, η > 0 such that Cθ,R,p(R
∗+ω∗)(1+ℓ1)
− 1
2 < 1
2
and Cθ,R,p(1+ℓ1)
− 1
2η <
1
2
, we deduce that
‖(LR,ω,w,ΩR+3 +∆ΩR+3)(λI −∆ΩR+3)−1‖L(Jp(ΩR+3)) < 1, λ ∈ Σθ,ℓ1
only if |||w|||ε,Ω ≤ η. This, together with the Neumann series proves (3.9)-(3.10) for every
λ ∈ Σε,ℓ1.
Case 2: λ ∈ C+ and |λ| ≤ ℓ1. Assume that (3.9) holds, then we have from (3.5)(
I + (LR,ω,w,ΩR+3 +∆ΩR+3)(λI −∆ΩR+3)−1
)−1 ∈ C({λ ∈ C+;L(Jp(ΩR+3))).
This deduces (3.10) for λ ∈ C+ and |λ| ≤ ℓ1.
In what follows, we are going to prove (3.9). Thanks to (3.5), we easily verify that
(λI − ∆ΩR+3)−1 is compact from Jp(ΩR+3) to W1,p(ΩR+3) ∩ Jp(ΩR+3). This implies that
(LR,ω,w,ΩR+3+∆ΩR+3)(λI−∆ΩR+3)−1 is compact from Jp(ΩR+3) to itself since LR,ω,w,ΩR+3+
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∆ΩR+3 ∈ L(W1,p(ΩR+3) ∩ Jp(ΩR+3), Jp(ΩR+3)). Hence, to prove (3.9), it suffices to prove
the injectivity of I + (LR,ω,w,ΩR+3 + ∆ΩR+3)(λI − ∆ΩR+3)−1 by the Fredholm alternative
theorem.
Let g ∈ Jp(ΩR+3) satisfy (I + (LR,ω,w,ΩR+3 + ∆ΩR+3)(λ − ∆ΩR+3)−1)g = 0. Obviously,
v = (λI −∆ΩR+3)−1g satisfies
(λI −∆ΩR+3)v = −(LR,ω,w,ΩR+3 +∆ΩR+3)v. (3.14)
If p ≥ 2, then v ∈ W2,2(ΩR+3) and θ ∈ W˚ 1,2(ΩR+3). If p < 2, by the classical theory
for the Stokes system in bounded domain with Dirichlet boundary and the bootstrap
argument, we deduce v ∈W2,2(ΩR+3). Thus, thanks to that div v = 0, we deduce
0 = λ‖v‖2
L2(ΩR+3)
+ ‖∇v‖2
L2(ΩR+3)
+ 〈(LR,ω,w +∆)v, v〉ΩR+3.
By a simple calculation, we obtain
Re 〈(LR,ω,w +∆)v, v〉ΩR+3 =− 〈Rev · ∇Rev + Imv · ∇ Imv,w〉.
Since v|∂ΩR+3 = 0, we have by Poincare’s inequality
|Re 〈(LR,ω,w +∆ΩR+3)v, v〉ΩR+3| ≤ CR|||w|||ε,Ω‖∇v‖2L2(ΩR+3).
This implies ‖∇v‖L2(ΩR+3) = 0 only if CR|||w|||ε,Ω < 1. Since v|∂ΩR+3 = 0, we have v = 0,
and so g = 0 in ΩR+3. Thus, I + (LR,ω,w,ΩR+3 +∆ΩR+3)(λI −∆ΩR+3)−1 is a injection from
Jp(ΩR+3) to itself. This completes the proof of Theorem 3.1. 
Consider the resolvent problem associated with the dual operator L∗
R,ω,w of LR,ω,w,
(λI + L∗
R,ω,w)v +∇(Θ˚ + Q˚ΩR+3f ) = f , div v = 0 in ΩR+3, v|∂ΩR+3 = 0, (3.15)
In the same way as proving Theorem 3.1, we have
Theorem 3.2. Under the assumption of Theorem 3.1, there exist two constant η, ℓ1 > 0,
depending on R, p, θ,R∗, ω∗, such that if |||w|||ε,Ω ≤ η, then for every f ∈ Lp(ΩR+3),
problem (3.15) admits a unique solution
(v, Θ˚) = (RI∗
R,ω,w(λ)f , Π˚
I∗
R,ω,w(λ)f )
ssatisfying
RI∗
R,ω,w(λ) ∈ A (Σθ,ℓ1 ∪ C+,L(Lp(ΩR+3),W2,p(ΩR+3) ∩ Jp(ΩR+3))),
Π˚I
∗
R,ω,w(λ) ∈ A (Σθ,ℓ1 ∪ C+,L(Lp(ΩR+3), W˚ 1,p(ΩR+3))),
and for every k ≥ 0 and λ ∈ Σθ,ℓ1 ∪ C+.
‖∇j(∂kλRI
∗
R,ω,w)(λ)‖L(Lp(ΩR+3)) ≤ Ck,θ,R,R∗,ω∗(1 + |λ|)−1−k+(j/2), j = 0, 1, 2, (3.16)
‖∇(∂kλΠ˚I
∗
R,ω,w)(λ)‖L(Lp(ΩR+3)) ≤ Ck,θ,R,R∗,ω∗(1 + |λ|)−k, (3.17)
‖(∂kλΠ˚I
∗
R,ω,w)(λ)‖L(Lp(ΩR+3),Lp(ΩR+3)) ≤ Ck,θ,R,R∗,ω∗(1 + |λ|)−k−(1/2)−(1/(2p)). (3.18)
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4. Resolvent problem in an exterior domain
In this section, we will construct the solution operators of the resolvent problem in the
exterior domain Ω:
(λI + LR,ω,w)u+∇p = f ∈ LpR+2(Ω), divu = 0 in Ω, u|∂Ω = 0 (4.1)
by means of the cut-off technique. To recover the divergence free on u destroyed by cut-off
technique, we will invoke the Bogovskiˇi operator given in [3, 4]. To state it, we define
W 0,p0 (E) = L
p(E), Wm,p0 (E) = {g ∈ Wm,p(E) | ∂αx g|∂E = 0, |α| ≤ m− 1}.
Lemma 4.1 (Bogovskiˇi operators). Let p ∈ (1,∞) and E ⊂ R3.
(1) Assume that E is a bounded Lipschitz domain, then there exists a bounded linear
operator B from Wm,p0 (E) to W
m+1,p(R3) such that suppB[f ] ⊂ E and
‖B[g]‖Wm+1,p(R3) ≤ Cm,p‖g‖Wm,p(E) (4.2)
for every integer m ≥ 0. In addition, if g ∈ Wm,p0 (E) satisfies
∫
E
g dx = 0, then
divB[g] = g in E and divB[g] = 0 in R3 \ E.
(2) Let m be a positive integer. Let φ ∈ C∞(R3) such that ∇φ has a compact support
and supp∇φ ⊂ E. If u ∈ Wm,p(E) satisfies divu = 0 in E and ν · u|∂E = 0
where ν is the unit outer normal vector of E, then ∇φ · u ∈ Wm,p0 (supp∇φ) and∫
supp∇φ
∇φ · udx = 0.
(3) Let φ be the same function given in (2), then
‖B[∇φ · u]‖Wj,p(R3) ≤ Cp,R‖u‖Wj−1(supp∇φ), j = 1, 2,
‖B[∇φ · ∇g]‖Wj,p(R3) ≤ Cp,R‖g‖W j,p(supp∇φ), j = 0, 1, 2.
(4.3)
Let ϕ ∈ C∞0 (R3) satisfy 0 ≤ ϕ ≤ 1, ϕ = 1 in BR+1 and ϕ = 0 in BcR+2. Denote fΩR+3
and f 0 by the restriction of f on ΩR+3 and the zero extension of f to R
3, respectively.
Then, we can construct a parametrix (ΦR,ω,w(λ)f ,ΨR,ω,w(λ)f) of (4.1) as follows:{
ΦR,ω,w(λ)f = (1− ϕ)RGR,ω,w(λ)f0 + ϕRIR,ω,w(λ)fΩR+3 + B[∇ϕ · D(λ)f ],
ΨR,ω,w(λ)f = (1− ϕ)(Q˚R3 + Π˚GR,ω,w(λ))f0 + ϕ(Q˚ΩR+3 + Π˚IR,ω,w(λ))fΩR+3,
(4.4)
with
D(λ)f = RG
R,ω,w(λ)f0 −RIR,ω,w(λ)fΩR+3 .
One easily verifies that{
(λI + LR,ω,w)ΦR,ω,w(λ)f +∇ΨR,ω,w(λ)f = (I + T +KR,ω,w(λ))f in Ω,
div ΦR,ω,w(λ)f = 0 in Ω, ΦR,ω,w(λ)f |∂Ω = 0,
(4.5)
where
Tf = −∇ϕ · (Q˚R3f0 − Q˚ΩR+3fΩR+3)− B[∇ϕ · ∇(Q˚R3f 0 − Q˚ΩR+3fΩR+3)], (4.6)
KR,ω,w(λ)f = (∆ϕ)D(λ)f + 2∇ϕ · ∇D(λ)f +R(∂1ϕ)D(λ)f
+ ω
(
(e1 × x) · ∇ϕ
)D(λ)f − (w · ∇ϕ)D(λ)f + LR,ω,wB[∇ϕ · D(λ)f ]
− B[∇ϕ · (LR,ω,wD(λ)f)]− B[∇ϕ · ∇Ξ(λ)f ]−∇ϕ · Ξ(λ)f , (4.7)
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Ξ(λ)f = Π˚G
R,ω,w(λ)f 0 − Π˚IR,ω,w(λ)fΩR+3
We see that T +KR,ω,w(λ) is a compact operator from L
p
R+2(Ω) to itself, and{
KR,ω,w(λ) ∈ A (C+,L(LpR+2)) ∩ C(C+,L(LpR+2(Ω))),
‖KR,ω,w(λ)‖L(LpR+2(R3)) ≤ CR,R∗,R∗,ω∗(1 + |λ|)−1/2+1/(2p), λ ∈ C+.
(4.8)
In fact, by Poincare’s inequality and Lemma 4.1, we know T is a compact operator from
L
p
R+2(Ω) to itself. In addition, from Lemma 4.1, we have
‖KR,ω,w(λ)‖L(LpR+2(R3))
.R,R∗,ω∗(‖D(λ)‖L(LpR+2(Ω),W1,p(ΩR+2)) + ‖Ξ(λ)‖L(LpR+2(Ω),Lp(ΩR+2))). (4.9)
which together with Theorem 2.6, Corollary 2.7 and Theorem 3.1 implies that KR,ω,w(λ)
is a compact operator from LpR+2(Ω) to itself and satisfies (4.8).
If (I + T +KR,ω,w(λ))
−1 ∈ L(LpR+2(Ω)), we construct the solution operators{RR,ω,w(λ) = ΦR,ω,w(λ)(I + T +KR,ω,w(λ))−1,
ΠR,ω,w(λ) = ΨR,ω,w(λ)(I + T +KR,ω,w(λ))
−1,
(4.10)
such that u = RR,ω,w(λ)f and P = ΠR,ω,w(λ)f satisfy (4.1) provided f ∈ LpR+2(Ω).
Now we are in position to prove the invertibility of I + T +KR,ω,w(λ) for all λ ∈ C+.
Proposition 4.1. Let p ∈ (1,∞), ε ∈ (0, 1
2
), 0 < R∗ ≤ |R| ≤ R∗ and |ω| ≤ ω∗. Then,
there exists a constant η = ηp,R,R∗,R∗,ω∗ > 0 such that if |||w|||ε,Ω ≤ η, then, (I + T +
KR,ω,w(λ))
−1 ∈ A (C+,L(LpR+2)) ∩ C(C+,L(LpR+2(Ω))) satisfies
‖(I + T +KR,ω,w(λ))−1‖L(LpR+2(Ω)) ≤ CR,R∗,R∗,ω∗ , λ ∈ C+. (4.11)
We begin the proof with an known lemma.
Lemma 4.2 ([23]). Let p ∈ (1,∞), and T be the operator defined in (4.6). Then, (I +
T )−1 ∈ L(LpR+2(Ω)) satisfies ‖(I + T )−1‖L(LpR+2(Ω)) ≤ CR.
Proof of Proposition 4.1. Define Cℓ , {λ ∈ C+ | |λ| ≥ ℓ}. We will divide into two cases
to prove this proposition.
Case 1: λ ∈ Cℓ0 . From (4.8) there exists a ℓ0 = Cp,R,R∗,R∗,ω∗ , such that
‖(I + T )−1KR,ω,w(λ)‖L(LpR+2(Ω)) ≤ 1/2, λ ∈ Cℓ0 . (4.12)
Hence, we have from the Neumann series expansion that
(I + T +KR,ω,w(λ))
−1 =
∞∑
j=0
(−(I + T )−1KR,ω,w(λ))j(I + T )−1,
satisfies {
(I + T +KR,ω,w(λ))
−1 ∈ A (Cℓ0 ,L(LpR+2(Ω))) ∩ C(Cℓ0 ,L(LpR+2(Ω))),
‖(I + T +KR,ω,w(λ))−1‖L(LpR+2(Ω)) ≤ CR, λ ∈ Cℓ0 .
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Case 2: λ ∈ C+ and |λ| ≤ ℓ0. If
(I + T +KR,ω,w(λ))
−1 ∈ L(LpR+2(Ω)), (4.13)
we have (I + T +KR,ω,w(λ))
−1 ∈ C(C+,L(LpR+2(Ω))) by (4.8). This implies that (4.11)
holds for all λ ∈ C+ with |λ| ≤ ℓ0.
Thus, in what follows, we will focus on the proof of (4.13). Since T + KR,ω,w(λ) ∈
L(Lp
R+2(Ω)) is a compact operator from L
p
R+2(Ω) to itself, It suffices to prove that I +
T +KR,ω,w(λ) is a injection by the Fredholm alternative theorem. For this purpose, we
will prove that, given λ ∈ C+, if f ∈ LpR+2(Ω) satisfies
(I + T +KR,ω,w(λ))f = 0,
then f = 0. For such f , we construct by (4.5)
(u, P ) =
(
ΦR,ω,w(λ)f ,ΨR,ω,w(λ)f
)
such that
(λ−∆)u+∇P = −(LR,ω,w +∆)u, divu = 0 in Ω, u|∂Ω = 0. (4.14)
We claim that
Reλ‖u‖2
L2(Ω) + ‖∇u‖L2(Ω) = −Re 〈u · ∇w,u〉Ω. (4.15)
In fact, from the local solvability theory of the classical Stokes equations with non-slip
boundary condition and the bootstrap argument used in the proof of Theorem 3.1, we
obtain that u ∈W2,2loc(Ω) and P ∈ W 1,2loc (Ω). Choose a bump function φ ∈ C∞0 (R) satisfying
φ = 1 in B1 and φ = 0 outside B2. Multiplying (4.14) by φℓu¯ with φℓ(x) , φ(
|x|
ℓ
), we get
λ〈u, φℓu〉Ω + 〈∇u, φℓ∇u〉Ω
=− 〈∇u,∇φℓ ⊗ u〉Ω − 〈(LR,ω,w +∆)u, φℓu〉Ω + 〈P˜ ,∇φℓ · u〉Ω (4.16)
where
P˜ = P +
1
|ΩR+3|
∫
ΩR+3
QR3f 0 dx+
1
|ΩR+3|
∫
ΩR+3
ΠG
R,ω,w(λ)f0 dx.
Invoking that divu = divw = 0, we easily calculate
Re 〈(LR,ω,w +∆)u, φℓu〉Ω =− 1
2
∫
Ω
|u|2(R∂1φℓ +w · ∇φℓ) dx+ Re 〈u · ∇w, φℓu〉Ω
,J1 + J2.
Since u = RG
R,ω,w(λ)f0 in B
c
2(R+2), we have by (2.69)
|∇ku(x)| = O(|x|−1−k/2(1 + sR(x))−1), k = 0, 1, x ∈ Bc9(R+2).
This, combining with Lemma 8.3, yields for ℓ ≥ 10(R + 2),
|〈∇u,∇φℓ ⊗ u〉Ω| ≤ ℓ−1
∫
ℓ≤|x|≤2ℓ
|x|− 52 dx = O(ℓ− 12 ),
|J1| ≤ ℓ−1
∫
ℓ≤|x|≤2ℓ
( 1
|x|2(1 + sR(x)) +
|||w|||ε,Ω
|x|3
)
dx = O(ℓ−
1
2 ),
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|J2| ≤ |||w|||ε,Ω
(∫
B9(R+2)∩Ω
|u|2 dx+
∫
Bc
9(R+2)
|x|− 72 dx
)
<∞.
Moreover, since f 0 = 0 in B
c
R+2 and the kernel function of QR3 is bounded by |x|−2, we
obtain for x ∈ Bc9(R+2)∣∣[QR3f 0](x)∣∣ ≤ ∫
|y|≤R+2
|f0(y)|
|x− y|2 dy ≤
∫
|x−y|≥ 8
9
|x|
|f0(y)|
|x− y|2 dy = O(|x|
−2).
This, together with (2.136) and P˜ = QR3f0 +ΠGR,ω,w(λ)f 0 in BcR+2, gives
|P˜ (x)| = O(|x|−3/2), x ∈ Bc10(R+2), (4.17)
which implies ∣∣〈P˜ ,u · ∇φℓ〉Ω∣∣ ≤ ℓ−1 ∫
ℓ≤|x|≤2ℓ
|x|−5/2 dx = O(ℓ−1/2).
Hence, letting ℓ→∞ in (4.16), we prove (4.15) by the Lebesgue dominated convergence
theorem.
Owing to divu = divw = 0 and u|∂Ω = 0, one gets
Re 〈u · ∇w,u〉Ω = −
∫
Ω
(Reu · ∇) Reu ·w + (Imu · ∇) Imu ·w dx.
This identity, together with (4.15) and Lemma 8.4, implies
Reλ‖u‖2L2(Ω) + ‖∇u‖2L2(Ω) ≤ C|||w|||ε,Ω‖∇u‖2L2(Ω).
Hence, we deduce ∇u = 0 in Ω only if C|||w|||ε,Ω < 1. This fact, combining with (4.14)
and (4.17), we get P˜ = 0 in Ω. Thus, we have from (4.4)
(1− ϕ)RG
R,ω,w(λ)f 0 + ϕRIR,ω,w(λ)fΩR+3 + B[∇ϕ · D(λ)f ] = 0,
(1− ϕ)(Q˚R3 + Π˚GR,ω,w(λ))f0 + ϕ(Q˚ΩR+3 + Π˚IR,ω,w(λ))fΩR+3
= − 1|ΩR+3|
∫
ΩR+3
(QR3 +ΠGR,ω,w(λ))f0 dx,
(4.18)
which implies
RG
R,ω,w(λ)f 0 = 0, QR3f0 +ΠGR,ω,wf 0 = 0 in BcR+2,
RI
R,ω,w(λ)fΩR+3 = 0 in BR+1,
(Q˚ΩR+3 + Π˚IR,ω,w(λ))fΩR+3 =
−1
|ΩR+3|
∫
ΩR+3
(QR3 +ΠGR,ω,w(λ))f 0 dx in BR+1.
(4.19)
On the other hand, observing RI
R,ω,w(λ)fΩR+3 |∂ΩR+3 = 0, χΩR+3fΩR+3 = f 0 and the first
inequality in (4.19), we easily verify that
v1 = RGR,ω,w(λ)f 0, θ1 = QR3f 0 +ΠGR,ω,w(λ)f0,
v2 = χΩR+3RIR,ω,w(λ)fΩR+3,
θ2 = χΩR+3(Q˚ΩR+3 + Π˚IR,ω,w(λ))fΩR+3 +
1
|ΩR+3|
∫
ΩR+3
(QR3 +ΠGR,ω,w(λ))f0 dx,
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all solve
(λ+ LR,ω,w)v +∇θ = f0, div v = 0 in BR+3, v
∣∣
∂BR+3
= 0.
By uniqueness, we have v1 = v2 and θ1 − θ2 = c for some constant c in BR+3, which
implies in ΩR+3
RI
R,ω,w(λ)fΩR+3 = RGR,ω,w(λ)f0,
Q˚R3f0 + Π˚GR,ω,w(λ)f0 − Q˚ΩR+3fΩR+3 − Π˚IR,ω,w(λ)fΩR+3 = c.
Plugging these equalities into (4.18), we get
RG
R,ω,w(λ)f0 = 0, QR3f 0 +ΠGR,ω,w(λ)f0 = c in ΩR+3. (4.20)
Since
c|ΩR+3| =
∫
ΩR+3
[
Q˚R3f 0 + Π˚GR,ω,wf 0 − Q˚ΩR+3fΩR+3 − Π˚IR,ω,wfΩR+3
]
dx = 0,
we deduce by (4.19)-(4.20)
f = (λ+ LR,ω,w)RGR,ω,w(λ)f 0 +∇(QR3f 0 +ΠGR,ω,w(λ)f0) = 0 in Ω,
and so complete the proof of Proposition 4.1. 
Next, we will discuss the decay of (I + T +KR,ω,w(λ))
−1 with respect to λ.
Proposition 4.2. Assume that p ∈ (1,∞), θ ∈ (0, π
2
), 0 < |R| ≤ R∗ and |ω| ≤ ω∗. Let
ε ∈ (0, 1
2
) if p ≥ 6
5
otherwise ε ∈ (0, 3p−3
p
).Then, there exist constants η = ηp,R,R∗,ω∗ > 0
and
ℓ3 = ℓp,R,R∗,ω∗ > ℓ2 , max(ℓ0, ℓ1), ℓ0, ℓ1 same as in Th.2.4 and Th.3.1
such that if |||w|||ε,Ω ≤ η, then(
I + T +KR,ω,w(λ)
)−1
= (I + T )−1 + S1
R,ω,w(λ) + S
2
R,ω,w(λ), λ ∈ C+ℓ3 (4.21)
where
S1
R,ω,w(λ) ∈ A
(
Σε,ℓ3 ,L(LpR+2(Ω))
)
, S2
R,ω,w(λ) ∈ A
(
C+ℓ3 ,L(LpR+2(Ω))
)
.
satisfying
‖S1
R,ω,w(λ)‖L(LpR+2(Ω)) ≤ Cθ,R,R∗,ω∗|λ|−(1/2)+(1/(2p)), λ ∈ Σθ,ℓ3 , (4.22)
‖S2
R,ω,w(λ)‖L(LpR+2(Ω)) ≤ Cθ,R,δ,R∗,ω∗|λ|−2+δ, λ ∈ C+ℓ3 , 0 < δ ≪ 1/2. (4.23)
Proof. Let f ∈ LpR+2(Ω), We split KR,ω,w(λ)f = K1R,ω,w(λ)f + K2R,ω,w(λ)f from (2.36)
and (2.59), where
K1
R,ω,w(λ)f ,(∆ϕ)D1(λ)f + 2∇ϕ · ∇D1(λ)f +R(∂1ϕ)D1(λ)f
+ ω
(
(e1 × x) · ∇ϕ
)D1(λ)f − (w · ∇ϕ)D1(λ)f + LR,ω,wB[∇ϕ · D1(λ)f ]
− B[∇ϕ · (LR,ω,wD1(λ)f)]− B[∇ϕ · ∇Ξ1(λ)f ]−∇ϕ · Ξ1(λ)f ,
K2
R,ω,w(λ)f ,KR,ω,w(λ)f −K1R,ω,w(λ)f
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with
D1(λ)f = (λI −∆−R∂1)−1PR3 +RG,1R,ω,w(λ)f 0 −RIR,ω,w(λ)fΩR+3 ,
Ξ1(λ)f = Π˚G,1
R,ω,w(λ)f 0 − Π˚IR,ω,w(λ)fΩR+3.
By Theorem 2.4, Corollary 2.5, Theorem 3.1 and Lemma 4.1, we deduce
K1
R,ω,w(λ) ∈ A (Σθ,ℓ2,L(LpR+2(Ω))), K2R,ω,w(λ) ∈ A (C+ℓ2 ,L(LpR+2(Ω))),
‖K1
R,ω,w(λ)‖L(LpR+2(Ω)) ≤ Cθ,R,R∗,ω∗|λ|−(1/2)+(1/(2p)), λ ∈ Σθ,ℓ2 , (4.24)
‖K2
R,ω,w(λ)‖L(LpR+2(Ω)) ≤ Cθ,R,δ,R∗,ω∗|λ|−2+δ, λ ∈ C+ℓ2 , 0 < δ ≪ 1/2. (4.25)
Hence, we choose a integer N > 0 such that (1
2
− 1
2p
)N ≥ 2, and set
S1
R,ω,w(λ) ,
N∑
j=1
(− (I + T )−1K1
R,ω,w(λ)
)j
(I + T )−1,
S2
R,ω,w(λ) ,
∞∑
j=1
(− (I + T )−1KR,ω,w(λ))j(I + T )−1 − S1R,ω,w(λ).
By (4.24)-(4.25), we deduce that there exists a ℓ3 = Cθ,p,R,R∗,ω∗ > ℓ2 such that (4.21)-
(4.23) hold. So we complete the proof of this proposition. 
Proposition 4.3. Let ρ ∈ (0, 1
2
). Under the assumption of Proposition 4.1, there exists
a constant η = ηp,ρ,R,R∗,R∗,ω∗ > 0 such that if |||w|||ε,Ω ≤ η, then for λ, λ+ h ∈ C+
‖∂λ(I + T +KR,ω,w(λ))−1‖L(LpR+2(Ω)) ≤ C̺,R,R∗,R∗,ω∗(1 + |λ|)−1+̺, 0 < ̺≪ 12
‖ △h ∂λ(I + T +KR,ω,w(λ))−1‖L(LpR+2(Ω)) ≤ Cρ,̺,R,R∗,R∗,ω∗|h|ρ.
In particular, for 0 < |h| ≤ h0
‖ △h ∂λ(I + T +KR,ω,w(λ))−1‖L(LpR+2(Ω)) ≤ Cρ,h0,̺,R,R∗,R∗,ω∗|h|ρ|λ|−1+̺, 0 < ̺≪ 12 .
Proof. By Theorem 2.6, Corollary 2.7, Theorem 3.1 and Lemma 4.1, we deduce for λ, λ+
h ∈ C+, ρ ∈ (0, 1/2) and 0 < ̺≪ 1/2
‖(∂λKR,ω,w)(λ)‖L(LpR+2(Ω)) ≤ C̺,R,R∗,R∗,ω∗(1 + |λ|)−1+̺,
‖(△h ∂λKR,ω,w)(λ)‖L(LpR+2(Ω)) ≤ Cρ,R,R∗,R∗,ω∗|h|ρ,
‖(△h ∂λKR,ω,w)(λ)‖L(LpR+2(Ω)) ≤ Cρ,h0,̺,R,R∗,R∗,ω∗|h|ρ(1 + |λ|)−1+̺, 0 < |h| < h0.
These estimates, combining with (4.11) and the fact that
∂λ(I + T +KR,ω,w(λ))
−1 = (I + T +KR,ω,w(λ))
−1KR,ω,w(λ)(I + T +KR,ω,w(λ))
−1,
yield Proposition 4.3. 
Finally, relying on the above analysis of (I + T + KR,ω,w(λ))
−1, we have the solution
operators defined in (4.10) process the following properties.
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Theorem 4.4. Under the assumption of Proposition 4.2, there exists a positive constant
η = ηp,R,R∗,ω∗ such that if |||w|||ε,Ω ≤ η, then{RR,ω,w(λ) ∈ A (C+ℓ3 ,L(LpR+2(Ω),W2,p(Ω) ∩ Jp(Ω))),
ΠR,ω,w(λ) ∈ A (C+ℓ3 ,L(LpR+2(Ω), Wˆ 1,p(Ω))),
satisfying for f ∈ LpR+2(Ω) and λ ∈ C+ℓ2
RR,ω,w(λ)f = R1R,ω,w(λ)f +R2R,ω,w(λ)f ,
ΠR,ω,w(λ)f = Πf +Π
1
R,ω,w(λ)f +Π
2
R,ω,w(λ)f ,
Πf = (1− ϕ)Q˚R3 [(1 + T )−1f ]0 + ϕQ˚ΩR+3 [(1 + T )−1f ]ΩR+3 ,
(4.26)
where ϕ is the same function as in (4.4) such that
R1
R,ω,w(λ) ∈ A (Σθ,ℓ3,L(LpR+2(Ω),W2,p(Ω))),
R2
R,ω,w(λ) ∈ A (C+ℓ3 ,L(LpR+2(Ω),W2,p(Ω))),
Π1
R,ω,w(λ) ∈ A (Σθ,ℓ3 ,L(LpR+2(Ω), Wˆ 1,p(Ω))),
Π2
R,ω,w(λ) ∈ A (C+ℓ3 ,L(LpR+2(Ω), Wˆ 1,p(Ω))),
(4.27)
satisfying for every |β| ≤ 2
‖∂βxR1R,ω,w(λ)‖L(LpR+2(Ω),Lp(Ω)) ≤ Cθ,R,R∗,ω∗|λ|−1+
|β|
2 , λ ∈ Σθ,ℓ2, (4.28)
‖∂βxR2R,ω,w(λ)‖L(LpR+2(Ω),Lp(Ω)) ≤ Cθ,R,R∗,ω∗|λ|−
5
2
+
|β|
2
+δ, λ ∈ C+ℓ2 , 0 < δ ≪ 12 , (4.29)
‖∇Π1
R,ω,w(λ)‖L(LpR+2(Ω),Lp(Ω)) ≤ Cθ,R,R∗,ω∗ , λ ∈ Σθ,ℓ2 , (4.30)
‖Π1
R,ω,w(λ)‖L(LpR+2(Ω),Lp(ΩR+3)) ≤ Cθ,R,R∗,ω∗|λ|
− 1
2
+ 1
2p , λ ∈ Σθ,ℓ2, (4.31)
‖∇Π2
R,ω,w(λ)‖L(LpR+2(Ω),Lp(Ω)) ≤ Cθ,R,R∗,ω∗|λ|−2+δ, λ ∈ C+ℓ2, 0 < δ ≪ 12 , (4.32)
‖Π2
R,ω,w(λ)‖L(LpR+2(Ω),Lp(ΩR+3)) ≤ Cθ,R,R∗,ω∗|λ|−2+δ, λ ∈ C+ℓ2 , 0 < δ ≪ 12 . (4.33)
Proof. In view of (2.36), (2.59) and (4.21), we have the decomposition (4.26) with
R1
R,ω,w(λ)f = (1− ϕ)(λ−∆−R∂1)−1PR3 [(I + T )−1f + S1R,ω,w(λ)f ]0
+ (1− ϕ)RG,1
R,ω,w(λ)[(I + T )
−1f + S1
R,ω,w(λ)f ]0
+ ϕRI
R,ω,w(λ)[((I + T )
−1f + S1
R,ω,w(λ))f ]ΩR+3
+ B
[∇ϕ · D1(λ)[((I + T )−1 + S1
R,ω,w(λ))f ]
]
, (4.34)
R2
R,ω,w(λ)f = RR,ω,w(λ)f −R1R,ω,w(λ)f ,
Π1
R,ω,w(λ)f = (1− ϕ)Q˚R3 [S1R,ω,w(λ)f ]0 + ϕQ˚ΩR+3[S1R,ω,w(λ)f ]ΩR+3
+ (1− ϕ)Π˚G,1
R,ω,w(λ)[((I + T )
−1f + S1
R,ω,w(λ))f ]0
+ ϕΠ˚I
R,ω,w(λ)[((I + T )
−1f + S1
R,ω,w(λ))f ]ΩR+3,
Π2
R,ω,w(λ)f = ΠR,ω,w(λ)f − Πf −ΠE,1R,ω,w(λ)f .
By Theorem 2.4, Corollary 2.5, Theorem 3.1, Lemma 4.2 and Proposition 4.2, we deduce
(4.27)-(4.33), and so finish the proof of Theorem 4.4. 
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Theorem 4.5. Let ρ ∈ (0, 1
2
). Under the assumption of Proposition 4.1, there exists a
constant η = ηp,R,R∗,R∗,ω∗ > 0 such that if |||w|||ε,Ω ≤ η, then
RR,ω,w(λ) ∈ C(C+,L(LpR+2(R3),W2,p(B9(R+2))))
satisfying for every λ, λ+ h ∈ C+, 0 < ̺≪ 12 and j ≤ 2,
‖∇jRR,ω,w(λ)‖L(LpR+2(Ω),Lp(B9(R+2))) ≤ CR,R∗,R∗,ω(1 + |λ|)−1+(j/2), (4.35)
‖∇j(∂λRR,ω,w)(λ)‖L(LpR+2(Ω),Lp(B9(R+2))) ≤ C̺,R,R∗,R∗,ω(1 + |λ|)−2+(j/2)+̺, (4.36)
‖∂β(△h ∂λRR,ω,w)(λ)‖L(LpR+2(Ω),Lp(B9(R+2))) ≤ Cρ,R,R∗,R∗|h|ρ, (4.37)
In particular, for 0 < |h| ≤ h0
‖∇j(△h ∂λRR,ω,w)(λ)‖L(LpR+2(Ω),Lp(B9(R+2))) ≤ Cρ,̺,h0,R,R∗,R∗,ω∗|h|ρ(1 + |λ|)
j−4
2
+̺. (4.38)
Since Theorem 4.5 is a direct consequence of Theorem 2.6, Theorem 3.1, Lemma 4.1
and Proposition 4.3, here we omit its proof.
Remark 4.6. Following the proof of Theorem 4.4 and Theorem 4.5, we can deduce that
there exist operators R∗
R,ω,w(λ) and Π
∗
R,ω,w(λ)) satisfying all estimates in Theorem 4.4
and Theorem 4.5, such that (v,Θ) = (R∗
R,ω,w(λ)f ,Π
∗
R,ω,w(λ)f ) solves
(λI + L∗
R,ω,w)v +∇Θ = f ∈ LpR+2(Ω), div v = 0 in Ω, v|∂Ω = 0. (4.39)
5. Behavior of TR,ω,w(t)PΩ and T ∗R,ω,w(t)PΩ acting on LpR+2(Ω).
In this section, we consider the behavior with respect to t of the solution to the linear
problem: {
∂tu+ LR,ω,wu+∇P = 0, divu = 0 in Ω× (0,∞),
u|∂Ω = 0, u(x, 0) = PΩf , f ∈ LpR+2(Ω).
(5.1)
5.1. Behavior in a short time.
Theorem 5.1. Let p ∈ (1,∞), 0 < R∗ ≤ |R| ≤ R∗ and |ω| ≤ ω∗. Assume that ε ∈ (0, 12)
if p ≥ 6
5
otherwise ε ∈ (0, 3p−3
p
). Then there exists a constant η = ηp,R,R∗,ω∗ > 0 such that
if |||w|||ε,Ω ≤ η, then problem (5.1) admits a solution (u, P ) with u represented by
u(t) = lim
ℓ→∞
1
2πi
∫ γ+iℓ
γ−iℓ
eλtRR,ω,w(λ)f dλ, γ > ℓ3, (5.2)
satisfying
u ∈ C(R+; Jp(Ω)) ∩ C(R+;W2,p(Ω)) ∩ C1(R+;Lp(Ω)), P ∈ C(R+, Wˆ 1,p(Ω)), (5.3)
with R+ = (0,∞) and R+ = [0,∞) such that∥∥(u(t), t1/2∇u(t), t∇2u(t), t∂tu(t), t∇P (t))∥∥Lp(Ω) ≤R,γ,R∗,ω∗ eγt‖f‖Lp(Ω), (5.4)
t1/2+1/(2p)(‖∂tu(t)‖W−1,p(ΩR+3) + ‖P (t)‖Lp(ΩR+3)) ≤R,γ,R∗,ω∗ eγt‖f‖Lp(Ω). (5.5)
where ℓ3 is the same constant as in Theorem 4.4.
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Proof. For γ > ℓ3 > 0, there exists θ0 ∈ (π/2, π) such that
Γθ0,γ , {γ + re±iθ0 | r ≥ 0} ⊂ Σθ,ℓ3.
We set from Theorem 4.4
u
(k)
ℓ (t) =
1
2πi
∫ γ+iℓ
γ−iℓ
eλtRk
R,ω,w(λ)f dλ, P
(k)
ℓ (t) =
1
2πi
∫ γ+iℓ
γ−iℓ
eλtΠk
R,ω,w(λ)f dλ,
u(1)(t) =
1
2πi
∫
Γθ0,γ
eλtR1
R,ω,w(λ)f dλ, u
(2)(t) =
1
2πi
∫ γ+i∞
γ−i∞
eγtR2
R,ω,w(λ)f dλ,
P (1)(t) =
1
2πi
∫
Γθ0,γ
eλtΠ1
R,ω,w(λ)f dλ, P
(2)(t) =
1
2πi
∫ γ+i∞
γ−i∞
eγtΠ2
R,ω,w(λ)f dλ,
P 0ℓ (t) =
1
2πi
∫ γ+iℓ
γ−iℓ
eλtΠf dλ.
with k = 0, 1. By Theorem 4.4 and Lemma 5.1 in [23], we deduce that
u(1),u(2) ∈ C1(R+;Lp(Ω)) ∩ C1(R+;Lp(Ω)) ∩ C(R+;W2,p(Ω)),
P (1), P (2) ∈ C(R+; Wˆ 1,p(Ω)),
satisfying
lim
ℓ→∞
sup
0<T1≤t≤T2
‖u(1)ℓ (t)− u(1)(t)‖W1,p(Ω) = 0,
lim
ℓ→∞
sup
0≤t≤T
(‖u(2)ℓ (t)− u(2)(t)‖W2,p(Ω) + ‖∂tu(2)ℓ (t)− ∂tu(2)(t)‖Lp(Ω)) = 0,
lim
ℓ→∞
sup
0<T1≤t≤T2
(‖∇P (1)ℓ (t)−∇P (1)(t)‖Lp(Ω) + ‖P (1)ℓ (t)− P (1)(t)‖Lp(ΩR+3)) = 0,
lim
ℓ→∞
sup
0≤t≤T
(‖∇P (2)ℓ (t)−∇P (2)(t)‖Lp(Ω) + ‖P (2)ℓ (t)− P (2)(t)‖Lp(ΩR+3)) = 0,
(5.6)
and 
t1/2‖∇ju(1)(t)‖Lp(Ω) + t‖∂tu(1)(t)‖Lp(Ω) ≤ CR,γ,R∗,ω∗eγt‖f‖Lp(Ω), j ≤ 2,
‖u(2)(t)‖W2,p(Ω) + ‖∂tu(2)(t)‖Lp(Ω) ≤ CR,γ,R∗,ω∗eγt‖f‖Lp(Ω),
t‖∇P (1)(t)‖Lp(Ω) + t(1/2)+(1/(2p))‖P (1)(t)‖Lp(ΩR+3) ≤ CR,γ,R∗,ω∗eγt‖f‖Lp(Ω),
‖∇P (2)(t)‖Lp(Ω) + ‖P (2)(t)‖Lp(ΩR+3) ≤ CR,γ,R∗,ω∗eγt‖f‖Lp(Ω).
(5.7)
For P 0ℓ , we get by Lemma 5.2 and its remark in [23]
P 0ℓ → 0 in D′(Ω×R+). (5.8)
Set
uℓ = u
(1)
ℓ + u
(2)
ℓ , Pℓ = P
(0)
ℓ + P
(1)
ℓ + P
(2)
ℓ , u = u
(1) + u(2), P = P (1) + P (2).
Obviously,
∂tuℓ + LR,ω,wuℓ +∇Pℓ = 1
2πi
∫ γ+iℓ
γ−iℓ
eλt dλf , divuℓ = 0 in Ω×R+, uℓ|∂Ω = 0.
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Letting ℓ→∞, we have by (5.6) and (5.8) that divu = 0 in Ω×R+, u|∂Ω = 0 and
∂tu+ LR,ω,wu+∇P = 0 in D′(Ω×R+). (5.9)
Next, we prove
lim
t→0+
‖u(t)− PΩf‖Lp(Ω) = 0. (5.10)
From (4.29) and Lemma 2.1 in [23], we know
lim
t→0+
‖u2(t)‖Lp(Ω) = 0.
So it suffices to prove
lim
t→0+
‖u(1)(t)−PΩf‖Lp(Ω) = 0. (5.11)
For this propose, we decompose R1,k
R,ω,w(λ) defined in (4.34) as
R1,1
R,ω,w(λ)f , (1− ϕ)(λ−∆−R∂1)−1PR3 [(I + T )−1f ]0 + ϕRIR,ω,w(λ)[(I + T )−1f ]ΩR+3
+ B
[∇ϕ · ((λ−∆−R∂1)−1PR3 [(I + T )−1f ]0
−RI
R,ω,w(λ)[(I + T )
−1f ]ΩR+3
)]
,
R1,2
R,ω,w(λ)f , R1R,ω,w(λ)f −R1,1R,ω,w(λ)f .
which induces us to rewrite u(1)(t) = u(1,1)(t) + u(1,2)(t) with
u(1,k)(t) ,
1
2πi
∫
Γθ0,γ
eλtR1,k
R,ω,w(λ)f dλ, k = 1, 2.
By (2.37), (4.22), Lemma 4.1 and Lemma 4.2, we have
R1,2
R,ω,w(λ) ∈ A (Σθ,ℓ3 ,L(LpR+2(Ω),W2,p(Ω))),
‖R1,2
R,ω,w(λ)f‖Lp(Ω) ≤ CR,θ,R∗,ω∗|λ|−1−
1
2
+ 1
2p‖f‖Lp(Ω), λ ∈ Σθ,ℓ3 .
This, combining with Lemma 2.1 in [23], yields
lim
t→0+
‖u1,2(t)‖Lp(Ω) = 0
For u(1,1)(t), we know that
lim
t→0+
∥∥∥ 1
2πi
∫
Γθ0,γ
eλt(λ−∆−R∂1)−1PR3g dλ− PR3g
∥∥∥
Lp(R3)
= 0, g ∈ Lp(R3),
lim
t→0+
∥∥∥ 1
2πi
∫
Γθ0,γ
eλtRI
R,ω,w(λ)g dλ−PΩR+3g
∥∥∥
Lp(ΩR+3)
= 0, g ∈ Lp(ΩR+3),
which imply
lim
t→0+
‖u(1,1)(t)−Wf‖Lp(Ω) = 0
with
Wf ,(1− ϕ)PR3[(I + T )−1f ]0 + ϕPΩR+3[(I + T )−1f ]ΩR+3
+ B
[∇ϕ · (PR3 [(I + T )−1f ]0 − PΩR+3[(I + T )−1f ]ΩR+3)].
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This, together with Wf = PΩf in Lemma 5.3 of [23], yields
lim
t→0+
‖u(1,1)(t)−PΩf‖Lp(Ω) = 0.
This finishes the proof of (5.11).
Finally, we prove
‖∂tu(t)‖W−1,p(ΩR+3) ≤ Cγ,R,R∗,ω∗eγtt−(1/2)−(1/(2p))‖f‖Lp(Ω). (5.12)
Since
∂tuℓ(t) =
1
2πi
∫ γ+iℓ
γ−iℓ
eλtλRR,ω,w(λ)f dλ,
and {
(λI + LR,ω,w)RR,ω,w(λ)f +∇ΠR,ω,w(λ)f = f in Ω,
divRR,ω,w(λ)f = 0 in Ω, RR,ω,w(λ)f |∂Ω = 0,
(5.13)
we decompose ∂tuℓ(t) = v
(0)
ℓ (t) + v
(1)
ℓ (t) + v
(2)
ℓ (t) + v
(3)
ℓ (t) with
v
(0)
ℓ (t) ,
1
2πi
∫ γ+iℓ
γ−iℓ
eλt(f −∇Πf ) dλ,
v
(1)
ℓ (t) , −
1
2πi
∫ γ+iℓ
γ−iℓ
eλt
(
∆R1
R,ω,w(λ)f +∇Π1R,ω,w(λ)f
)
dλ,
v
(2)
ℓ (t) , −
1
2πi
∫ γ+iℓ
γ−iℓ
eλt(LR,ω,w −∆)R1R,ω,w(λ)f dλ,
v
(3)
ℓ (t) , −
1
2πi
∫ γ+iℓ
γ−iℓ
eλt
(
LR,ω,wR2R,ω,w(λ)f +∇Π2R,ω,w(λ)f
)
dλ.
Set
v(1)(t) , − 1
2πi
∫
Γθ0,γ
eλt
(
∆R1
R,ω,w(λ)f +∇Π1R,ω,w(λ)f
)
dλ,
v(2)(t) , − 1
2πi
∫
Γθ0,γ
eλt(LR,ω,w −∆)R1R,ω,w(λ)f dλ,
v(3)(t) , − 1
2πi
∫ γ+i∞
γ−i∞
eλt
(
LR,ω,wR2R,ω,w(λ)f +∇Π2R,ω,w(λ)f
)
dλ.
Then, by (1.12), Theorem 4.4 and Lemma 5.1-Lemma 5.2 in [23], we obtain
‖v(1)‖W−1,p(ΩR+3) ≤ Cγ,R,R∗,ω∗,eγtt−(1/2)−(1/(2p))‖f‖Lp(Ω),
‖v(2)‖Lp(ΩR+3) ≤ Cγ,R,R∗,ω∗,eγtt−1/2‖f‖Lp(Ω),
‖v(3)‖Lp(ΩR+3) ≤ Cγ,R,R∗,ω∗,eγt‖f‖Lp(Ω),
lim
ℓ→∞
sup
0<T1≤t≤T2
‖v(1)ℓ (t)− v(1)(t)‖W−1,p(ΩR+3) = 0,
lim
ℓ→∞
sup
0<T1≤t≤T2
‖v(k)ℓ (t)− v(k)(t)‖Lp(ΩR+3) = 0, k = 1, 2,
lim
ℓ→∞
v
(0)
ℓ = 0 in D′(Ω×R+).
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Since uℓ(t) → u(t) in D′(Ω × R+), we conclude ∂tu(t) = v(1)(t) + v(2)(t) + v(3)(t) by
uniqueness. This proves (5.12) and so completes the proof of Theorem5.1. 
To show the uniqueness of the solution u obtained in Theorem 5.1, we consider the
linear nonstationary problem associated to L∗
R,ω,w{
∂tv + L
∗
R,ω,wv +∇Θ = 0, div v = 0 in Ω×R+,
v|∂Ω = 0, v|t=0 = PΩf , f ∈ LpR+2(Ω).
(5.14)
Following the same argument as in the proof of Theorem 5.1, we have
Corollary 5.2. Under the assumption of Theorem 5.1, there exists a positive constant
η = ηp,R,R∗,ω∗ such that if |||w|||ε,Ω ≤ η, then problem (5.14) admits a solution (v,Θ) with
v(t) = lim
ℓ→∞
1
2πi
∫ γ+iℓ
γ−iℓ
eλtR∗
R,ω,w(λ)f dλ, γ > ℓ3, (5.15)
satisfying
v ∈ C(R+; Jp(Ω)) ∩ C(R+;W2,p(Ω)) ∩ C1(R+;Lp(Ω)), Θ ∈ C(R+, Wˆ1,p(Ω)). (5.16)
Moreover, v and Θ possess∥∥(v(t), t∂tv(t), t1/2∇v(t), t∇2v(t), t∇Θ(t))∥∥Lp(Ω) ≤ Cγ,R,R∗,ω∗eγt‖f‖Lp(Ω), (5.17)
t(1/2)+(1/(2p))
(‖∂tv(t)‖W−1,p(ΩR+3) + ‖Θ(t)‖Lp(ΩR+3)) ≤ Cγ,R,R∗,ω∗eγt‖f‖Lp(Ω). (5.18)
Invoking Corollary 5.2, we obtain the following proposition, which gives the uniqueness
of u in Theorem 5.1.
Proposition 5.3. Let p ∈ (1,∞). Assume that u ∈ C(R+; Jp(Ω)) ∩ C(R+;W2,p(Ω)) ∩
C1(R+;L
p(Ω)) and P ∈ C(R+, Wˆ 1,p(Ω)) such that{
∂tu+ LR,ω,wu+∇P = 0, divu = 0 in Ω×R+,
u|∂Ω = 0, u|t=0 = 0.
(5.19)
Then u = 0 in Ω×R+.
Proof. For any φ ∈ C∞0,σ, problem (5.14) with f = φ admits a solution (v,Θ) satisfying
(5.16)-(5.18) by Corollary 5.2. For every T > 0, one easily verifies that v˜(t) , v(T − t)
and Θ˜(t) , Θ(T − t) solve{
− ∂tv˜ + L∗R,ω,wv˜ +∇Θ˜ = 0, div v˜ = 0 in Ω× (−∞, T ),
v˜|∂Ω = 0, v˜|t=T = φ.
(5.20)
We have by integration by parts
0 =
∫ T
0
∫
Ω
(
∂tu(t) + LR,ω,wu(t) +∇P
) · v˜(t) dxdt
=
∫
Ω
u(T ) · φdx+
∫ T
0
∫
Ω
u(t) · (− ∂tv˜(t) + L∗R,ω,wv˜(t)) dxdt
=
∫
Ω
u(T ) · φdx−
∫ T
0
∫
Ω
u(t) · ∇Θ˜ dxdt =
∫
Ω
u(T ) · φdx.
L
p-Lq ESTIMATES 61
Hence, in the light of the arbitrariness of φ and T , we conclude that u = 0 in Jp(Ω) for
every t > 0 and so complete the proof of Proposition 5.3. 
Remark 5.4. By duality, it is obvious that v defined in (5.15) is unique.
5.2. Behavior in Large time. From Proposition 1.2, Theorem 5.1 and Corollary 5.3,
we have the following representation of TR,ω,w(t)PΩ acting on LpR+2(Ω):
TR,ω,w(t)PΩ = lim
ℓ→∞
1
2πi
∫ γ+iℓ
γ−iℓ
eλtRR,ω,w(λ) dλ, γ > ℓ3. (5.21)
With it, we will follow the idea in [24, 25] to study the behavior of TR,ω,w(t)f and
T ∗
R,ω,w(t)f as t → ∞ in localization space when f ∈ LpR+2(Ω), that is so-called local
energy decay properties.
Theorem 5.5. Let ρ ∈ (0, 1
2
). Under the assumption of Theorem 5.1, there exists a
constant η = ηp,ρ,R,R∗,R∗,ω∗ > 0, such that if |||w|||ε,Ω ≤ η, then for t ≥ 1
‖TR,ω,w(t)PΩ‖L(LpR+2(Ω),W1,p(ΩR+3)) + ‖∂tTR,ω,w(t)PΩ‖L(LpR+2(Ω),W−1,p(ΩR+3)) . t−1−ρ, (5.22)
‖T ∗
R,ω,w(t)PΩ‖L(LpR+2(Ω),W1,p(ΩR+3)) + ‖∂tT ∗R,ω,w(t)PΩ‖L(LpR+2(Ω),W−1,p(ΩR+3)) . t−1−ρ, (5.23)
where .=.ρ,R,R∗,R∗,ω∗.
Proof. By integration by part, we have
1
2πi
∫ γ+iℓ
γ−iℓ
eλtRR,ω,w(λ)f dλ =e
(γ+iℓ)t
2πti
RR,ω,w(γ + iℓ)f − e
(γ−iℓ)t
2πti
RR,ω,w(γ − iℓ)f
− 1
2πti
∫ γ+iℓ
γ−iℓ
eλt(∂λRR,ω,w)(λ)f dλ. (5.24)
In addition, by (4.35)-(4.36), we obtain
lim
ℓ→∞
1
2πti
e(γ+iℓ)tRR,ω,w(γ + iℓ)f − 1
2πti
e(γ−iℓ)tRR,ω,w(γ − iℓ)f = 0, in Lp(ΩR+3),
1
2πti
∫ γ+∞
γ−i∞
‖eλt∂λRR,ω,w(λ)f‖Lp(ΩR+3) dλ <∞.
Hence, taking ℓ→∞ in (5.24), we get
TR,ω,w(t)PΩf = − 1
2πt
∫ ∞
−∞
eγt+ist(∂λRR,ω,w)(γ + is)f ds in Lp(ΩR+3). (5.25)
Letting γ → 0+ in (5.25), we deduce by (4.38)
TR,ω,w(t)PΩf = − 1
2πt
∫ ∞
−∞
eist(∂λRR,ω,w)(is)f ds in Lp(ΩR+3). (5.26)
From (4.36) and (4.38), we obtain
(∂λRR,ω,w)(is)f ∈ L1(R;W1,p(ΩR+3)),
sup
0<|h|≤1
|h|−ρ
∫
R
‖(∂λRR,ω,w)(is+ ih)− (∂λRR,ω,w)(is)‖W1,p(ΩR+3) ds
≤CR,ρ,R∗,R∗,ω∗‖f‖Lp(Ω), ρ ∈ (0, 12).
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Hence, by Lemma 6.1 in [23], we conclude from (5.26)
‖TR,ω,w(t)PΩf‖W1,p(ΩR+3) ≤R,ρ,R∗,R∗,ω∗ t−1−ρ‖f‖Lp(Ω), ρ ∈ (0, 1/2). (5.27)
For ∂tTR,ω,w(t)PΩf , we calculate
∂tTR,ω,w(t)PΩf = 1
2πt2
∫ ∞
−∞
eist(∂λRR,ω,w)(is)f ds− 1
2πt
∫ ∞
−∞
is eist(∂λRR,ω,w)(is)f ds
=
1 + i
2πt2
∫ ∞
−∞
eist(∂λRR,ω,w)(is)f ds− 1
2πt
∫ ∞
−∞
eist(∂λ(λRR,ω,w))(is)f ds
,v1(t) + v1(t).
Since v1 =
1+i
t
TR,ω,w(t), we have from (5.27)
‖v1(t)‖W1,p(ΩR+3) ≤ CR,ρ,R∗,R∗,ω∗t−2−ρ‖f‖Lp(Ω), ρ ∈ (0, 1/2). (5.28)
For v2(t), we have by (5.13)
∂λ(λRR,ω,w)(λ)f =∆(∂λRR,ω,w)(λ)f +R∂1(∂λRR,ω,w)(λ)f
+ ω
(
(e1 × x) · ∇(∂λRR,ω,w)(λ)f − e1 × (∂λRR,ω,w)(λ)f
)
−w · ∇(∂λRR,ω,w)(λ)f − (∂λRR,ω,w)(λ)f · ∇w −∇(∂λΠR,ω,w)(λ)f .
Thus, we deduce by (4.36) and (4.38) that (∂λ(λRR,ω,w))(is)f ∈ L1(R;W−1,p(ΩR+3)) and
sup
0<|h|≤1
|h|−ρ
∫
R
‖(∂λ(λRR,ω,w))(is+ ih)f − (∂λ(λRR,ω,w))(is)f‖W−1,p(ΩR+3) ds
≤C‖f‖Lp(Ω), ρ ∈ (0, 12),
which implies
‖v2(t)‖W−1,p(ΩR+3) ≤ t−1−ρ‖f‖Lp(Ω) ρ ∈ (0, 1/2). (5.29)
Collecting (5.27)-(5.29), we prove (5.22). In the same way as deriving (5.22), we obtain
(5.23), and so complete the proof of Theorem 5.5. 
6. Lp-Lq estimates of TR,ω,w(t) and T
∗
R,ω,w(t)
We first study the Lp-Lq estimates of TR,ω,w(t), that is, the L
p-Lq estimates of the
solution map f 7→ u(t) of the following Cauchy problem:{
∂tu+ LR,ω,wu+∇P = 0, divu = 0 in Ω× (0,∞),
u|∂Ω = 0, u|t=0 = f ∈ Jp(Ω).
(6.1)
Without of generality, we assume the pressure P (x, t) such that∫
ΩR+3
P (x, t) dx = 0 for every t > 0. (6.2)
We start from the regularity estimates of the solution of (6.1)
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Proposition 6.1. Let p ∈ (1, 3], 0 < R∗ ≤ |R| ≤ R∗ and |ω| ≤ ω∗. Assume that ε ∈
(0, 1
2
) if p ≥ 6
5
otherwise ε ∈ (0, 3p−3
p
). Then, there exists a constant η = ηp,R,R∗,R∗,ω∗ > 0
such that if |||w|||ε,Ω ≤ η, then for f ∈ Jp(Ω)
‖u(t)‖Lp(Ω) + t1/2‖∇u(t)‖Lp(Ω) + t
1
2
+ 1
2p
(‖∂tu(t)‖W−1,p(ΩR+3) + ‖P (t)‖Lp(ΩR+3))
≤CR,R∗,R∗,ω∗‖f‖Lp(Ω), 0 < t ≤ 2, (6.3)
‖u(t)‖W1,p(ΩR+3) + ‖∂tu(t)‖W−1,p(ΩR+3) + ‖P (t)‖Lp(ΩR+3)
≤C̺,R,R∗,R∗,ω∗t−
3
2p ‖f‖Lp(Ω), t > 2. (6.4)
Proof. We first estimate u(t). Let ϕ ∈ C∞0 (R3) be the bump function in (4.4). Set
v0 = (1− ϕ)f + B[∇ϕ · f ],
where B is a Bogovskiˇi’s operator. By Lemma 4.1, we have
‖v0‖Lp(R3) . ‖f‖Lp(Ω), div v0 = 0. (6.5)
Set (v(t),Θ(t)) = (TG
R,ω,w(t)v0, Q˚R3(w · ∇v(t) + v(t) · ∇w)). Then (v(t),Θ(t)) solves
∂tv + LR,ω,wv +∇Θ = 0, div v = 0 in R3 × (0,∞),
v|t=0 = v0,
∫
ΩR+3
Θdx = 0.
(6.6)
and satisfies
‖v(t)‖Lq(R3) ≤ Ct−
3
2
( 1
p
− 1
q
)‖f‖Lp(Ω), p ≤ q ≤ ∞,
‖∇v(t)‖Lq(R3) ≤ Ct−
1
2
− 3
2
( 1
p
− 1
q
)‖f‖Lp(Ω), p ≤ q ≤ 3,
‖∇Θ(t)‖Lq(R3) + ‖Θ(t)‖Lq(ΩR+3) ≤ Ct−
1
2
− 3
2
( 1
p
− 1
q
)‖f‖Lp(Ω), p ≤ q ≤ 3,
(6.7)
by making use of (2.4), (2.31) and Lemma 8.4.
To compensate the zero boundary condition of v on ∂Ω, we set
v˜(t) = (1− ϕ)v(t) + B[∇ϕ · v(t)], Θ˜(t) = (1− ϕ)Θ(t).
Obviously, (v˜(t), Θ˜(t)) solves{
∂tv˜ + LR,ω,wv˜ +∇Θ˜ = F (t), div v˜ = 0 in Ω× (0,∞),
v˜|∂Ω = 0, v˜|t=0 = v˜0 , (1− ϕ)v0 + B[∇ϕ · v0]
(6.8)
with
F (t) =−Θ∇ϕ+ (∆ϕ)v + 2(∇ϕ) · ∇v +R(∂1ϕ)v + ω
(
(e1 × x) · ∇ϕ
)
v
+ (w · ∇ϕ)v − B[∇ϕ · (LR,ω,wv +∇Θ)] + LR,ω,wB[∇ϕ · v]. (6.9)
When t ∈ (0, 2], we easily get from Lemma 4.1 and (6.7)
‖(v˜(t), t 12∇v˜, t 12F (t))‖Lp(R3) + t 12‖Θ˜‖Lp(ΩR+3) ≤ CR‖f‖Lp(Ω). (6.10)
Meanwhile, we can deduce for t > 2
‖v˜‖W1,p(ΩR+3) + ‖Θ˜‖Lp(ΩR+3) + ‖F (t)‖Lp(R3)
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.‖v˜‖L∞(ΩR+3) + ‖∇v˜‖L3(ΩR+3) + ‖Θ˜‖L3(ΩR+3) . t−
3
2p‖f‖Lp(Ω). (6.11)
Hence, we have from (6.8)
‖∂tv˜‖W−1,p(ΩR+3) ≤
{
CRt
−1/2‖f‖Lp(Ω), 0 < t < 2,
CRt
− 3
2p ‖f‖Lp(Ω), t > 2.
(6.12)
Now, we set u˜(t) = u(t)− v˜(t) and P˜ = P − Θ˜. Obviously,{
∂tu˜+ LR,ω,wu˜+∇P˜ = −F (t), div u˜ = 0 in Ω× (0,∞),
u˜|∂Ω = 0, u˜|t=0 = u˜0 , f − v˜0.
(6.13)
By Lemma 4.1, we have u˜0 ∈ LpR+2(Ω) satisfying
div u˜0 = 0 in Ω and ‖u˜0‖Lp(Ω) ≤ C‖f‖Lp(Ω). (6.14)
Noting that F (t) ∈ LpR+2(Ω), we write
u˜(t) = TR,ω,w(t)u˜0 −
∫ t
0
TR,ω,w(t− τ)PΩF (τ) dτ , u˜1 + u˜2.
By Theorem 5.1 and Theorem 5.5 with ρ = max( 3
2p
− 1, 1
4
), we obtain
‖u˜1(t), t 12∇u˜1(t)‖Lp(Ω) + t
1
2
+ 1
2p‖∂tu˜1‖W−1,p(ΩR+3) ≤ C‖f‖Lp(Ω), 0 < t ≤ 2,
‖u˜1(t)‖W1,p(ΩR+3) + ‖∂tu˜1‖W−1,p(ΩR+3) ≤ Ct−
3
2p ‖f‖Lp(Ω), t > 2.
(6.15)
For u˜2(t), when t ∈ (0, 2] we deduce by Theorem 5.1 that
‖u˜2(t)‖W1,p(Ω) . ‖f‖Lp(Ω)
∫ t
0
(
1 + (t− τ)− 12 )τ− 12 ds . ‖f‖Lp(Ω),
which implies that
‖(u˜2(t), t 12∇u˜2(t))‖Lp(Ω) ≤ C‖f‖Lp(Ω), 0 < t ≤ 2. (6.16)
When t > 2, we decompose
u˜2(t) = −
[ ∫ 1
0
+
∫ t−1
1
+
∫ t
t−1
]
TR,ω,w(t− τ)PΩF (τ) dτ.
Then, by Theorem 5.1 and Theorem 5.5 with ρ = (max( 3
2p
− 1, 1
4
) + 1
2
)/2, we get
‖u˜2(t)‖W1,p(ΩR+3) .̺‖f‖Lp(Ω)
(∫ 1
0
(t− τ)−1−ρτ− 12 dτ
+
∫ t−1
1
(t− τ)−1−ρτ− 32p dτ +
∫ t
t−1
(t− τ)− 12 τ− 32p dτ
)
.̺‖f‖Lp(Ω)
(
t−
3
2p +
∫ t−1
1
(t− τ)−1−ρτ− 32p dτ
)
.
We observe that∫ t−1
1
(t− τ)−1−ρτ− 32p dτ ≤
[ ∫ t/2
0
+
∫ t
t/2
]
(t− τ + 1)−1−ρ(τ + 1)− 32p dτ
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≤t− 32p + t−1−ρ
∫ t/2
0
(τ + 1)−
3
2p dτ ≤ t− 32p
since for any fixed θ > 0, ln s ≤ Cθsθ for all s ≥ 1. Thus, we have
‖u˜2(t)‖W1,p(ΩR+3) . t−
3
2p ‖u0‖Lp(Ω), t > 2. (6.17)
On the other hand, since
∂tu˜2(t) = −PΩF (t)−
∫ t
0
∂tTR,ω,w(t− τ)PΩF (τ) dτ,
in the same way as deducing (6.16)-(6.17), we have
‖∂tu˜2(t)‖W−1,p(ΩR+3) . ‖f‖Lp(Ω)
 t
− 1
2
− 1
2p 0 < t ≤ 2
t−
3
2p , t > 2.
(6.18)
Summing up, we prove that the estimates of u in (6.3)-(6.4) hold.
Now we estimate P (t). Set φ¯ = φ− 1
|ΩR+3|
∫
ΩR+3
φ dx, φ ∈ C∞0 (ΩR+3). Notting that
‖B[φ¯]‖
W1,p
′ (R3) ≤ C‖φ‖Lp′(ΩR+3), divB[φ¯] = φ¯ in ΩR+3, B[φ¯] = 0 in ΩcR+3,
we have from (6.2)
〈P (t), φ〉ΩR+3 =〈P (t), φ¯〉ΩR+3 = 〈P (t), divB[φ¯]〉ΩR+3 = −〈∇P (t),B[φ¯]〉ΩR+3
=〈∂tu,B[φ¯]〉ΩR+3 + 〈∇u,∇B[φ¯]〉ΩR+3 + 〈(LR,ω,w −∆)u,B[φ¯]〉ΩR+3.
This equality implies
|〈P (t), φ〉ΩR+3| .
(‖∂tu‖W−1,p(ΩR+3) + ‖u‖W1,p(ΩR+3))‖φ‖Lp′(ΩR+3).
Hence, we obtain from (6.10)-(6.12) and (6.15)-(6.18) that
‖P (t)‖Lp(ΩR+2) ≤
Ct
− 1
2
− 1
2p ‖f‖Lp(Ω), 0 < t ≤ 2,
C̺t
− 3
2p
+̺‖f‖Lp(Ω), t > 2.
(6.19)
This, together with (6.10) finishes the proof of Proposition 6.1. 
Now we study the Lp-Lq estimates of TR,ω,w(t).
Proposition 6.2. Let q ∈ [p,∞). Under the assumption in Proposition 6.1, there exists
a constant η = ηR∗,R∗,ω∗ such that if |||w|||ε,Ω ≤ η, then for f ∈ Jp(Ω)
‖TR,ω,w(t)f‖Lq(Ω) ≤ CR∗,R∗,ω∗t−
3
2
( 1
p
− 1
q
)‖f‖Lp(Ω), 1p − 1q < 13 , (6.20)
‖∇TR,ω,w(t)f‖Lp(Ω) ≤ CR∗,R∗,ω∗t−
1
2‖f‖Lp(Ω). (6.21)
Proof. Set u(t) = TR,ω,w(t)f and P (t) = Q˚R3u(t). Obviously, (u, P (t)) satisfies (6.1)-
(6.2). By Proposition 6.1 and the Gagliardo-Nirengerg inequality, we have ‖u(t)‖Lq(ΩR+3) ≤ Ct
− 3
2
( 1
p
− 1
q
)‖f‖Lp(Ω), 0 ≤ 1p − 1q < 13 , t > 0,
‖∇u(t)‖Lp(ΩR+3) ≤ Ct−
1
2‖f‖Lp(Ω), t > 0.
(6.22)
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Now we are in position to estimate u(t) in BcR+3. Let φ ∈ C∞0 (R3) satisfy φ = 0 in
BR+2 and φ = 1 in B
c
R+3, and set z(t) = φu(t)− B[∇φ · u]. Obviously,{
∂tz(t) + LR,ω,wz(t) +∇(φP (t)) =H(t), div z(t) = 0 in R3 × (0,∞),
z|t=0 = z0 = φf − B[∇φ · f ]
(6.23)
with
H(t) =P (t)∇φ+ B[∇φ · (LR,ω,wu(t) +∇P (t))]− LR,ω,wB[∇φ · u(t)]− (∆ϕ)u(t)
− 2(∇φ · ∇)u(t)−R(∂1ϕ)u(t)− ω
(
(e1 × x) · ∇φ
)
u(t) + (w · ∇ϕ)u(t).
Since suppH(t) ⊂ BR+1,R+2, by Lemma 4.1 and Proposition 6.1, we rewrite
‖H(t)‖Lr(R3) ≤
{
Ct−
1
2
− 1
2p ‖f‖Lp(Ω), 0 < t ≤ 2,
Ct−
3
4p
− 1
4‖f‖Lp(Ω), t > 2.
, ∀r ∈ [1, p]. (6.24)
Hence, we have
z(t) = TG
R,ω,w(t)z0 +
∫ t
0
TG
R,ω,w(t− s)PR3H(s) ds , z1(t) + z2(t). (6.25)
For z1(t), we easily get from (2.31) and Lemma 4.1 that ‖z1(t)‖Lq(R3) ≤ Ct
− 3
2
( 1
p
− 1
q
)‖f‖Lp(Ω), ∀q ∈ [p,∞],
‖∇z1(t)‖Lq(R3) ≤ Ct−
1
2
− 3
2
( 1
p
− 1
q
)‖f‖Lp(Ω), ∀q ∈ [p, 3].
(6.26)
For z2(t), when t ∈ (0, 2], using (2.31) and (6.24), we obtain for 0 ≤ 1p − 1q < 13
‖z2(t)‖Lq(R3) ≤ C‖f‖Lp(Ω)
∫ t
0
(t− s)− 32 ( 1p− 1q )s− 12− 12p ds ≤ Ct− 32 ( 1p− 1q )‖f‖Lp(Ω). (6.27)
When t ≥ 2, we decompose z2(t)
z2(t) =
[ ∫ 1
0
+
∫ t−1
1
+
∫ t
t−1
]
TG
R,ω,w(t− s)PR3H(s) ds , J1(t) + J2(t) + J3(t).
Then we calculate by (2.4), (2.31) and (6.24) that
‖z2(t)‖Lq(R3)
≤C‖f‖Lp(Ω)
(∫ 1
0
(t− s)− 32 ( 1p− 1q )s− 12− 12p ds+
∫ t−1
1
(t− s)− 32 ( 1r− 1q )s− 32p ds
+
∫ t
t−1
(t− s)− 32 ( 1p− 1q )s− 32p ds
)
≤C‖f‖Lp(Ω)
(
(t−
3
2
( 1
p
− 1
q
) + t−
3
2p +
∫ t
0
(t− s + 1)− 32 ( 1r− 1q )(s+ 1)− 32p ds
)
≤t− 32 ( 1p− 1q )‖f‖Lp(Ω), 0 ≤ 1p − 1q < 13 .
where we choose 1 < r < max(3
2
, p). This, together with (6.27), gives that
‖z2(t)‖Lq(R3) ≤ Ct−
3
2
( 1
p
− 1
q
)‖f‖Lp(Ω), 0 ≤ 1p − 1q < 13 , t > 0. (6.28)
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In same way as deducing (6.28), we obtain by (2.32)
‖∇z2(t)‖Lp(R3) ≤ Ct− 12‖f‖Lp(Ω), t > 0. (6.29)
Since u(t) = z(t) in BcR+3, collecting (6.22), (6.26) and (6.28)-(6.29), we deduce (6.20)-
(6.21), and so finish the proof of Proposition 6.2. 
Following the argument used in the proof of Theorem 6.2, we obtain the same results
for the operator semigroup {T ∗
R,ω,w(t)}t≥0.
Corollary 6.3. Under the assumption in Proposition 6.2, there exists a constant η =
ηR∗,R∗,ω∗ > 0 such that if |||w|||ε,Ω ≤ η, then for f ∈ Jp(Ω)
‖T ∗
R,ω,w(t)f‖Lq(Ω) ≤ CR∗,R∗,ω∗t−
3
2
( 1
p
− 1
q
)‖f‖Lp(Ω), 1p − 1q < 13 , (6.30)
‖∇T ∗
R,ω,w(t)f‖Lp(Ω) ≤ CR∗,R∗,ω∗t−
1
2‖f‖Lp(Ω). (6.31)
By Proposition 6.2 and Corollary 6.3, we can complete the proof of Theorem 1.5.
Proof of Theorem 1.5. By duality, we have from Theorem 6.2 and Corollary 6.3 that for
every 1 < p ≤ q <∞ satisfying 0 ≤ 1
p
− 1
q
< 1
3
,
‖TR,ω,w(t)f‖Lq(Ω) + ‖T ∗R,ω,w(t)f‖Lq(Ω) ≤ Ct−
3
2
( 1
p
− 1
q
)‖f‖Lp(Ω). (6.32)
To prove the valid of (6.32) for all 1 < p ≤ q < ∞ satisfying 1
p
− 1
q
≥ 1
3
, we choose
q1, q2, q3 ∈ [p,∞) satisfying
q0 = q q4 = p, 0 ≤ 1qj − 1qj−1 < 13 , j = 1, 2, 3, 4.
and then deduce
‖TR,ω,w(t)f‖Lq(Ω) ≤Ct−
1
2
( 1
q1
− 1
q
)‖TR,ω,w(3t/4)f‖Lq1 (Ω)
≤Ct− 12 ( 1q1− 1q ) · · · t− 12 ( 1p− 1q3 )‖f‖Lp(Ω) ≤ Ct−
1
2
( 1
p
− 1
q
)‖f‖Lp(Ω). (6.33)
Similarly, for every 1 < p ≤ q <∞ satisfying 1
p
− 1
q
≥ 1
3
, we have
‖T ∗
R,ω,w(t)f‖Lq(Ω) ≤ Ct−
3
2
( 1
p
− 1
q
)‖f‖Lp(Ω) (6.34)
Summing up (6.32)-(6.34), we prove (1.17), which together with (6.21) and (6.31) yields
(1.18). Thus we complete the proof of Theorem 1.5. 
7. Stability in L3(Ω)
In this section, we will use the operator semigroup theory, given in Proposition 1.2 and
Theorem 1.5, to show the stability of stationary flows satisfying (1.10) and (1.12).
Proof of Theorem 1.6. Let (X, ‖ · ‖X) be a Banach space defined as follows:
X =
{
u ∈ Cb([0,∞); J3(Ω)) | t 12∇u(t) ∈ Cb([0,∞);L3(Ω))
}
,
‖u‖X = ‖u‖L∞([0,∞);L3(Ω)) + sup
t≥0
t
1
2‖∇u(t)‖L3(Ω).
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We write
u = TR,ω,w(t)u0 +B(u,u) , TR,ω,w(t)u0 +
∫ t
0
TR,ω,w(t− τ)PΩ(u(τ) · ∇)u(τ) dτ.
By Theorem 1.5, we have
t
1
2‖∇B(u, v)(t)‖L3(Ω) .t 12
∫ t
0
(t− τ)− 34‖u(τ)‖L6(Ω)‖∇v(τ)‖L3(Ω) dτ
. sup
t≥0
t
1
4‖u(t)‖L6(Ω) sup
t≥0
t
1
2‖∇u‖L3(Ω)
.(‖u‖L∞([0,∞);L3(Ω) + sup
t≥0
t
1
2‖∇u‖L3(Ω)) sup
t≥0
t
1
2‖∇v(t)‖L3(Ω) (7.1)
and for every 1 < p ≤ q <∞ satisfying 1
p
− 1
q
< 1
3
t
3
2
( 1
p
− 1
q
)‖B(u, v)(t)‖Lq(Ω) .
∫ t
0
(t− τ)− 12‖u(τ)‖Lq(Ω)‖∇v(τ)‖L3(Ω) dτ
. sup
t≥0
t
3
2
( 1
p
− 1
q
)‖u(t)‖Lq(Ω) sup
t≥0
t
1
2‖∇v(t)‖L3(Ω). (7.2)
Collecting (7.1) and (7.2) with p = q = 3, we have
‖B(u, v)(t)‖X ≤ C1‖u‖X‖v‖X , u, v ∈ X. (7.3)
This, combining with the fact that TR,ω,w(t)u0 ∈ Xq satisfies
‖TR,ω,w(t)u0‖Xq ≤ C2‖u0‖L3(Ω). (7.4)
as follows from Theorem 1.2 and Theorem 1.5, gives by Banach fixed point theorem that
problem (1.19) admits a unique solution in X satisfying ‖u‖X ≤ 2C2η if ‖u0‖L3(Ω) < η
with η satisfying 4C1C2η < 1. This proves (1.22) by the interpolation inequality.
Next, we show (1.21). For every 0 < δ < 1, we choose a u0,δ ∈ J3(Ω) ∩ J2(Ω) such that
‖u0 − u0,δ‖L3(Ω) < δ‖u0‖L3(Ω) ≤ δη.
According to the above analysis, we know that problem (1.19) admits a unique solution
uδ in X with uδ|t=0 = u0,δ, satisfying ‖uδ‖X ≤ 2C2η. So, u− uδ ∈ X satisfies
u− uδ = TR,ω,w(t)(u0 − v0) +
∫ t
0
TR,ω,w(t− τ)PΩ
(
(u− v) · ∇u+ v · ∇(u− v))(τ) dτ.
By Theorem 1.5, (7.1) and (7.2) with p = 2, q = 3 or p = q = 3, we have
sup
0≤t<∞
t
1
4‖uδ(t)‖L3(Ω) ≤ C3(‖u0,δ‖L2(Ω) + sup
0≤t<∞
t
1
4‖uδ(t)‖L3(Ω) sup
0≤t<∞
t
1
2‖∇uδ(t)‖L3(Ω)
‖u− v‖X ≤ C4‖u0 − uδ‖L3(Ω) + C4(‖u‖X + ‖uδ‖X)‖u− uδ‖X .
These implies that if 2C2(C3 + 2C4)‖u0‖L3(Ω) < 1/2, then for every t > 0
‖uδ(t)‖L3(Ω) ≤ 4C3ηt−1/4, ‖u(t)− uδ(t)‖L3(Ω) ≤ 2δC4η.
Hence, for every 0 < δ < 1, limt→∞ ‖u(t)‖L3(Ω) ≤ 2δC4η. This yields (1.21) since δ is
chosen arbitrarily. So we complete the proof of Theorem 1.6. 
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8. Appendix
Lemma 8.1. Let f ∈ Jp(R3), p ∈ (1,∞), ε ∈ (0, 1
2
), and 0 < |R| ≤ R∗. Assume that
w˜(t) is a period function on t ≥ 0 with period T > 0 satisfying
• There exist a constant M > 0 independent of t such that |||w˜(t)|||ε,R3 ≤M ;
• w(t) is Ho¨lder continuous with respect to t.
Then, −PR3(−∆−R∂1+Bw˜(t)) and its dual operator generate unique evolution operators
G(t, s) and G∗(t, s) in Jp(R3), respectively, such that for j ≤ 2
‖∇jG(t, s)f‖Lp(R3), ‖∇jG∗(t, s)f‖Lp(R3) ≤ CT (t− s)−
j
2 eCT (t−s)‖f‖Lp(R3).
Proof. Since
‖∇j(λI − PR3∆)−1f‖Lp(R3) ≤ Cθλ−1+
j
2‖f‖Lp(R3), j ≤ 2, λ ∈ Σθ,
we have
‖PR3(R∂1 +Bw˜(t))(λI − PR3∆)−1f‖Lp(R3) ≤ Cθ,R∗,M(|λ|−1 + |λ|− 12 )‖f‖Lp(R3).
This, together with the Neumann series expansion(
λI + PR3(−∆−R∂1 +Bw˜(t))
)−1
=(λI −PR3∆)−1
∞∑
j=0
(−PR3(−R∂1 +Bw˜(t))(λI − PR3∆)−1)j ,
gives
‖∇j(λ+ PR3(−∆−R∂1 +Bw˜(t))
)−1
f‖Lp(R3) ≤ Cθ|λ|−1+
j
2‖f‖Lp(R3),
for every λ ∈ Σθ,ℓ where ℓ satisfies Cθ,R∗,M(ℓ−1 + ℓ−1/2) < 1. Similarly, we have
‖∇j(λ+ PR3(−∆−R∂1 +Bw˜(t))
)−1
f‖Lp(R3) ≤ Cθ|λ|−1+
j
2‖f‖Lp(R3), λ ∈ Σθ,ℓ.
Thus from the holomorphic semigroups theory in [29, 30], for every fixed s ≥ 0, both
−PR3(−∆−R∂1 +Bw˜(s)) and its dual operator generate analytic semigroups in Jp(R3).
So we prove this lemma from the theory of parabolic evolution systems in [1, 2]. 
Lemma 8.2 ([35]). Let X, Y be two measurable spaces, and T be an integral operator
Tf(x) =
∫
Y
K(x, y)f(y) dy, x ∈ X
with
sup
x∈X
(∫
Y
|K(x, y)|r dy
)1
r
+ sup
y∈Y
(∫
X
|K(x, y)|r dx
) 1
r
< C, r ≥ 1.
Then for every 1 ≤ p ≤ q ≤ ∞ satisfying 1
r
= 1
p
+ 1
q
− 1
‖Tf‖Lq(X) ≤ C‖f‖Lp(Y ).
Lemma 8.3. Let ℓ ≥ 0 and 0 ≤ δ < 1 satisfy ℓ+ δ > 3. Then, for every R > 0∫
|x|≥R
|x|−ℓ(1 + sR(x))−δ dx ≤ Cδ,ℓR−ℓ−δ+3. (8.1)
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Proof. Using a change of variable:
y = Sx, S =
 R/|R| 0 00 1 0
0 0 1

and the polar coordinate:
y1 = r cos θ, y2 = r sin θ cosϕ, y3 = r sin θ sinϕ, r ∈ [0,∞), θ ∈ [0, π], ϕ ∈ [0, 2π],
we have∫
|x|≥R
|x|−ℓ(1 + sR(x))−δ dx =
∫ ∞
R
∫ 2π
0
∫ π
0
r−ℓ+2 sin θ
(1 + r(1− cos θ))δ dθdϕdr
=2π(1− δ)−1
∫ ∞
R
r−ℓ+1((1 + 2r)−δ+1 − 1) dr
where we have used∫ π
0
sin θ
(1 + r(1− cos θ))δ dθ =
∫ π
0
∂θ(1 + r(1− cos θ))−δ+1
(1− δ)r dθ =
((1 + 2r)−δ+1 − 1)
(1− δ)r .
Hence, we deduce (8.1) for ℓ+ δ > 3 and then complete the proof of Lemma 8.3. 
Lemma 8.4. Let α ∈ [0, 1/2] and p ∈ (1, 3) satisfying 1 − αp 6= 0. Then there exists a
constant Cα such that
‖ f
|x|1−αsR(x)α
‖Lp(R3) ≤ Cα‖∇f‖Lp(R3). (8.2)
Proof. It is well known that
‖|x|−1f‖Lp(R3) . ‖∇f‖Lp(R3). (8.3)
Similar to the proof of Lemma 8.3, we have∥∥∥ f|x|1−αsR(x)α
∥∥∥p
Lp(R3)
=
∫ ∞
0
∫ 2π
0
∫ π
0
r2−p|f(STy)|3 sin θ
(1− cos θ)pα dθdϕdr.
Let θ0 ∈ (0, π/4) and ρ(θ) ∈ C∞0 (R) satisfying ρ(θ) = 1 if |θ| ≤ θ0 and ρ(θ) = 0 if
|θ| ≥ 2θ0, we deduce∥∥∥ f|x|1−αsR(x)α
∥∥∥p
Lp(R3)
≤ 1
(1− cos θ0)pα
∫ ∞
0
∫ 2π
0
∫ π
0
r2−p|f(STy)|p sin θ dθdϕdr
+
∫ ∞
0
∫ 2π
0
I(r, ϕ) dϕdr
where
I(r, ϕ) =
∫ π
0
r2−pρ(θ)|f(STy)|p sin θ
(1− cos θ)pα dθ.
By integration by part, we have
rp−2(1− pα)I(r, ϕ)−
∫ π
0
ρ′(θ)(1− cos θ)1−pα|f(STy)|p dθ
=
∫ π
0
ρ(θ)(1− cos θ)1−pα∂θ|f(STy)|p dθ
L
p-Lq ESTIMATES 71
.r
∫ π
0
ρ(θ)(1 − cos θ)1−pα|f(STy)|p−1|(∇f)(STy)| dθ
.r
(∫ π
0
ρ(θ)(1− cos θ)p(1−pα)/(p−1)
(sin θ)1/2
|f(STy)|p dθ
) p−1
p
(∫ π
0
ρ(θ) sin θ|(∇f)(STy)|p dθ
) 1
p
.
Since
ρ(θ)(1− cos θ)p(1−pα)/(p−1)
(sin θ)1/2
=
ρ(θ) sin θ
(1− cos θ)pα
((1− cos θ)1−α
sin θ
) p
p−1
.
ρ(θ) sin θ
(1− cos θ)pα
which follows from that (1−cos θ)
1−α
sin θ
≤ 1 for every θ ∈ [0, π
2
] if 1− α ≥ 1
2
, we get
I(r, ϕ) .α(I(r, ϕ))
p−1
p
(
r2
∫ π
0
ρ(θ) sin θ|∇f(STy)|p dθ
) 1
p
+
∫ π
0
r2−p sin θ|f(STy)|p dθ.
Hence we conclude∥∥ f
|x|1−αsR(x)α
∥∥p
Lp(R3)
≤ Cα
(‖|x|−1f‖pLp(R3) + ‖∇f‖pLp(R3)).
This, together with (8.3), gives (8.2) and so finishes the proof of Lemma 8.4. 
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