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PREDICTION OF WORK RESUMPTION AMONG 
MEN AND WOMEN WITH LOWER BACK- AND NECK PAIN 
IN A SWEDISH POPULATION 
by Anders Persson 
Department of Statistics, Goteborg University, Sweden 
ABSTRACT 
An approach based on Bayes theorem is used to predict the binary outcome of work 
resumption X, where X = 1 if no work resumption and X = 0 otherwise, given a vector 
of discrete predictors Z for men and women with lower back- and neck pain in a Swed-
ish population. In this application the predictors have a complex dependency structure. 
Hierarchical cluster analysis is used to create independent groups of dependent predic-
tors such that predictors within groups are dependent while predictors in different 
groups are independent. The main purpose is to estimate the probability p( X = 11 z) 
and to calculate confidence intervals for this probability. Based on these estimates one 
may decide whether a given person should be predicted as healthy or as non-healthy, 
and predictive values are calculated in order to evaluate of the performance of the pre-
diction analysis. The results are compared with the frequently used ordinary logistic 
regression method without interactions. It is found that ignoring the correlations be-
tween the predictors may give seriously misleading results. Also, the problem with 
missing values is discussed. 
Key words: Confidence intervals; Hierarchical cluster analysis; Logistic regression; 
Prediction; Predictive value; Work resumption. 
1 INTRODUCTION 
In many applications the aim is to predict a binary outcome given the value of a set of 
predictor variables. A commonly used method for this situation is ordinary logistic 
regression (Cox (1970); Hosmer and Lemeshow (1989); McCullagh and NeIder (1989) 
and Neter et al. (1996)). In many applications, the predictors have a complex depend-
ency structure, which might be difficult to capture with the logistic model. Although the 
use of interaction terms works well in a logistic model with few predictors, problems 
may arise when there are many predictors. The reason for this is that there is a total of 
2k -1 fJ -parameters to estimate if all interactions are included. For obvious reasons it 
is almost impossible to include all interactions ifthere are many predictors. 
In this paper we apply a method suggested by Jonsson and Persson (2002) which is 
based on Bayes theorem to predict the outcome variable 'work resumption' (X = 0) and 
'no work resumption' (X = 1) among men and women with back- and neck pain diag-
nosis, conditional on the values of a discrete vector of predictors Z. 
This paper is motivated by the fact that the number of long-term sick-listed individuals 
has been increasing persistently in Sweden and in many other countries. Back- and neck 
pain is one of the most frequently cases behind long-term sick-listing (Bergendorff et al. 
(1997) and Hansson and Hansson (1999)). Since the middle of the 80s the National 
Social Insurance Board (RFV) has conducted studies to identify important factors af-
fecting health state improvement and work resumption. Due to increased efforts on 
economic and personal resources, including interventions to improve the propensity of 
work resumptions, it has resulted in amount of positive changes since the beginning of 
the 90s (RiksfOrsiikringsverket (1995) and Persson and Tasiran (2001)). But, during the 
period 1997-2001 the numbers of individuals who have been sick-listed longer than 365 
days have increased from 75,000 to 120,000. The relative increase during the 4-year 
period have been about 30% per year and the number of earlier retirements/temporary 
disability pensions have increased from 423,000 to 450,000. Including waiting period, 
sick pay, sickness allowance and earlier retirements/temporary disability pensions it 
corresponds to 800,000 full-time annual jobs or 14 percent of the population at the ages 
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18-65. The associated costs for health insurance are 108 billion SEK according to the 
state budget 2002 (SOU (2002)). 
A sample consisting of 1575 full-time working employed was available for the analyses. 
Four sub-groups were of special interest: men and women with back- or neck pain diag-
nosis, and were treated separately. The individuals in the sample were followed-up 
during a 2-year period and predictions were possible at 90 days, 1 year and 2 years after 
sick-listing, respectively. 
The process of prediction proceeded in the following two stages. In a first step, the 
probabilities 1f = P ( X = 11 z) were estimated and confidence intervals were calculated 
for each probability. In a second step, new subjects were sampled sequentially from the 
same population by simulations to make predictions of 'no work resumption' given the 
values of a set of predictors based on the estimates in the first step. 
The plan of the paper is as follows. Section 2 starts with a brief description of the mate-
rial. In Section 3 the statistical methods are described. Section 4 deals with estimation 
of p( X = 11 z) and calculation of confidence intervals for these probabilities. This 
section ends with prediction of 'no work resumption', and presents measures for predic-
tion ability such as predictive values. Finally, in Section 5, some concluding remarks 
are given. 
2 MATERIAL 
A sample of 1575 full-time working employed sick-listed for at least 28 days because of 
lower back- or neck pain diagnosis followed-up during a two-year period was available 
for the analyses. Data were collected by the National Social Insurance Board (RFV) 
sequentially during the period November 1994 until October 1995 represented by 5 
different counties of Sweden; Stockholm, Kristianstad, Vastmanland, Vastemorrland 
and G6teborg. Three time points were of special interest: 90 days, 1 year and 2 years 
after sick-listing. Individuals with both lower back- and neck pain diagnosis (240) were 
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excluded from the analyses due to difficulties with confounding effects. Each of these 4 
sub-groups (by sex and diagnosis) was treated separately due to large differences be-
tween their patterns of work resumption. For a detailed description of the material see 
Bergendorff et al. (1997); Bergendorff et al. (2001); Riksforsakringsverket och Sahl-
grenska universitetssjukhuset (1997) and Hansson and Hansson (1999). 
Unfortunately, the data quality was rather low since there were considerable amounts of 
missing values on some predictor variables (see discussion in Section 4.1). Furthermore, 
only 5 counties participated in the study. Hence, the results were not representative for 
the whole population of Sweden. 
Sometimes the term 'healthy' and 'non-healthy' will be used for simplicity rather than 
'work resumption' and 'no work resumption', respectively. The state 'healthy' was de-
fined as a sick-listed person who has become able to work. A person, who was fully or 
partially sick-listed, early retirement or entitled to temporary disability pension, was 
defined as a 'non-healthy' person (Bergendorff et al. (2001)). Occasionally, we use the 
abbreviation MB90, MBIY, MN90, MNIY, WB90, WBIY, WN90 and WNIY, where 
M=men, W=women, B=backpain, N=neckpain. 90=90 days and lY=1 year. 
Baseline characteristics. Sex, Age (Zl), Diagnosis and County. There were a total of 
883 females (56%) and 692 males at the ages 18-59. The mean(SD) age was 42(10) 
years for all groups. In the analyses, Age was dichotomized where Age= 1 if a person 
was older than 31 years and 0 if a person was younger than 31 years. High age was a 
positive factor for 'no work resumption' in all groups except for women with lower back 
pain diagnosis. 
Table 1 below shows the prevalence in the sub-groups at 90 days, 1 year and 2 year 
after sick-listing. People with lower back pain recovered faster than those with neck 
pain. Among persons with lower back pain there were 42 percent healthy within 90 
days, 79 percent within 1 year and 87 percent within 2 years. The corresponding figures 
for people with neck pain were 39, 73 and 81 percent, respectively. Men with lower 
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back pain recovered faster than women with the same diagnosis, while there was no 
significant difference between men and women with neck pain (Bergendorff et al. 
(2001)). 
90 days 1 year 2 years 
Men/Back 0.54 0.17 0.11 
MenINeck 0.60 0.30 0.21 
WomenlBack 0.63 0.24 0.15 
WomenINeck 0.63 0.25 0.18 
Table 1: Prevalence's at 90 days, 1 year and 2 years after sick-listing. 
There was a strong connection between sex and diagnosis. Table 2 shows that men 
suffered more frequently from back problems (79%) as compared to women (63%), 
while women suffered more frequently from neck problems (37%) as compared to the 
men (21%). The diagnoses varied between the counties in the material. Table 3 below 
shows the distribution of lower back- and neck diagnosis in the 5 counties. Lower back 
pain was the most frequent cause of sick-listing in Stockholm (73%) while neck pain 
was most frequent in Vastmanland (36%). 
County MenlBack MenlNeck WomenlBack WomenlNeck 
Stockholm 169 41 154 76 
Kristianstad 87 30 88 56 
Viistmanland 64 23 74 56 
Viistemorrland 76 23 104 52 
Goteborg 149 30 132 91 
Total 545 147 552 331 
Table 2: Number of cases of sick-listing by county, sex and diagnosis. 
County Back (%) Neck(%) 
Stockholm 73 27 
Kristianstad 67 33 
Viistmanland 64 36 
Viistemorrland 71 29 
Goteborg 70 30 
Table 3: Distribution of lower back- and neck pain diagnosis in the 5 counties. 
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Socioeconomic factors. Education (Z2) , Ethnicity (Z3) and Household income (Z4). 
Education was defined on a 3 level ordinal scale with 1 as lowest and 3 as highest de-
gree of education. Levell and 2 representing low education (=1) and leve13=high edu-
cation (=0). Ethnicity is a 20 level nominal variable where l=Swedish and 2-20 repre-
senting non-Swedish (=0). Finally, Household income was a continuous variable rang-
ing from 900 to 175,000 SEK, dichotomized as 1 if> 7000 SEK and 0 otherwise. 
Psychical working environment. Demand (Z5), Control (Z6), Strain (Z7) and Attitude 
(Zs). Demand was expressed as self experienced demands on their place of work, scaled 
25 (low)-100 (high), where 25-70 was defined as low (=0) and 70-100 as high (=1). 
Control is the possibility of affecting their own working environment scaled 25 (low)-
100 (high), where 25-70 was defined as low (=1) and 70-100 as high (=0). Strain is 
simply the ratio between Demand and Control, where 0.25-0.84 was defined as low (=0) 
and ~ 0.84 as high (=1). Attitude was measured on a scale 3 (low)-9 (high) where 0-4 
was defined as low (=0) and ~ 5 as high (=1). 
Physical working environment. Inconvenient working environment (Z9), Heavy lifts 
(ZIO) and Suitable working tasks (Zll). By 'Inconvenient working environment' and 
'Heavy lifts' we mean 4 level variable ranging from 1 (yes, often) to 4 (no, never), 
where 1-2 was defmed as yes (=1) and 3-4 as no (=0). Finally, by 'Suitable working 
tasks' is meant that the employer was willing to adjust the working tasks in agreement 
with the individual's state of health, where 1=00 and O=yes. 
Family and social networks. Sick-listing in the family (Z12), Temporary disability pen-
sion/early retirement in the family (Z13) and Offered temporary disability pension/early 
retirement (Z14). All variables were dichotomous where 1 =yes and O=no. 
Health state. Work ability (Z15), Comorbidity (Z16) and Smoking (ZI7). Working ability 
was subjectively assessed on a scale ranking from 1 (low) to 10 (high), where 1-4 was 
defmed as bad working ability and 5-10 as good working ability. By Comorbidity we 
mean that the individual has other diseases than lower back- or neck pain, where 1-2 
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was defined as no (=0) and 3 as yes (=1). Smoking was a 3 level variable defined as yes 
or never smoked (=1) and quit smoking (=0). 
Administrative interventions. The presence of Complete rehabilitation plan (ZIS) was 
a dichotomous variable defined as 1 =yes and O=no. 
Predictor MB(%) MN(%) WB(%) WN(%) p-value 
n=545 n= 147 n=552 n=331 
Age 84 82 86 83 .35 
Education 90 94 93 95 .11 
Ethnicity 19 21 14 26 <.01 
Household income 96 99 91 91 <.01 
Demand 48 63 56 66 <.01 
Control 34 32 48 56 <.01 
Strain 62 74 73 83 <.01 
Attitude 84 83 90 87 .07 
Inconvenient working environment 85 93 85 89 .17 
Heavy lifts 82 82 80 76 .48 
Suitable working tasks 50 64 62 63 .02 
Sick-listing in the family 13 13 9 8 .15 
TDP/ER in the family 17 15 14 12 .31 
Offered TDP/ER 11 24 12 17 .01 
Work ability 51 50 53 45 .26 
Comorbidity 8 15 8 8 .13 
Smoking 67 64 74 75 .05 
Rehabilitation plan 18 21 26 24 .02 
Table 4: Descriptive statistics and %2 -test of equal proportions between the 4 sub-groups. The 
proportions in the table are given that all predictors equals to 1 (see definitions in Table Al in 
Appendix). The abbreviation TDPIER denotes Temporary Disability Pension/Early Retirement. 
3 STATISTICAL METHODS 
A method based on Bayes theorem for predicting a binary outcome X = 0,1 given the 
values of a vector of discrete predictors Z, suggested by Jonsson and Persson (2002) is 
used for the analyses. The probability 7t was estimated according to (3) and 95% confi-
dence limits according to (l2:(i)) in the latter work. At baseline i.e. after 28 days of 
sick-listing a large set of predictors was available from the material. In a previous study 
(Bergendorff et al. (2001)) a list of potential predictors has been proposed for prediction 
of work resumption among men and women with lower back- and neck pain (see Table 
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5). The predictors were chosen on basis of probability plots. In a second step, a hierar-
chical clustering method (Anderberg (1973) and Jobson (1992)) have been used to cre-
ate independent groups of dependent predictors both given X = 1 and X = 0 . That is, 
for a given value of X the purpose is to identify groups of predictors such that predic-
tors within groups are dependent but at the same time are independent of predictors in 
other groups. Consequently, it is not necessarily the same predictors in the groups given 
X = 1 and X = 0 , respectively. In addition to the cluster analysis Pearson's correlation 
coefficient have been calculated between the predictors both given X = 1 and X = 0 to 
examine the dependency structure in detail. Although a %2 -test of independence in a 
2x2 contingency table may be sufficient, the correlation coefficient is perhaps a better 
descriptive measure of association between the predictors. In fact, the %2 -test and Pear-
son's correlation coefficient are related by r = {n-I X2}1I2 , where r is the correlation 
coefficient, X2 is the value of the chi-square statistic and n is the number of observa-
tions. 
Men Women 
Back Neck Back Neck 
Predictor 90d Iy 90d Iy 90d Iy 90d Iy 
ZI X X X X 
Z2 X (X) X X 
Z3 X (X) 
Z4 X X 
Z5 X (X) (X) (X) X X X (X) 
Z6 X 
Z7 (X) X 
Z8 (X) (X) 
Z; (X) (X) (X) (X) 
ZIO (X) (X) (X) 
Zl1 X X (X) (X) (X) 
ZI2 X 
Z13 (X) X 
ZI4 X (X) (X) (X) (X) 
ZI5 X X X X X X X X 
ZI6 X X X X X X X X 
Z17 (X) X 
ZI8 X (X) (X) (X) X X X X 
Table 5: Potential predictors for prediction analysis at 90 days and 1 year after sick-listing (Ber-
gendorff et al. (2001)). Predictors marked with (X) were not included in the models. See Table Al 
in Appendix for labels to the predictors. 
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One possibility to test whether a predictor has a significant effect on the outcome is a 
stepwise logistic regression. However, this method cannot be used for testing whether 
the predictors are dependent or not conditionally on X = 1 and X = o. This follows 
easily from the illustrations in (Jonsson and Persson (2002), p. 7). Furthermore, with 8 
predictors there are up to 255 f3 --coefficients to be tested in a pre-test, and this give rise 
to inferential problems. But, there is another possibility that we might consider. Let 
z! = (z; = 1 , Z r) be the vector of all predictors with the constraint that the ith predictor 
takes on the value 1 and Zo = (z; = 0, zr) that the ith predictor takes on the value 0, 
where zr is a subset of Z when the ith predictor is excluded. The effect of the predictor 
Z; given zr can be expressed as the estimated differences J = it! - ito, where 
it! =p(X=llzJ and ito =p(x=llzo). For example, if Z=(ZI'Z2) and zr =(Z2) 
then z! = (z! = 1 , Z2) and Zo = (z! = 0 , Z2). Since Z2 can take on the values 0 or 1 
there are 2 possible outcomes for J, it! and ito, respectively. The difference 8 is 
estimable if and only if there are observations on both z! and Z2. Let n' be the number 
of estimable 8's. Then, max{n'} = 2k -!, where k is the number of predictors. We want 
to test the hypothesis Ho : 8 = 0 given that the predictors zr are in the model, against 
the alternative H A : 8 :t= 0 . It can be performed in many ways. With few estimable 8' s 
a Sign test may be appropriate. If the number of observations is sufficiently large and 
normal distribution of the J' s 's can be assumed, a test based on normality may be 
better, or if the distribution is at least symmetric a Wilcoxon Signed Rank test may be 
appropriate (Altman (1991». These tests require a large set of predictors and very few 
missing values. For example, if there are two predictors in the model, there are only two 
differences to calculate. This will be further explained in Section 4.1, and examples will 
be given in Table 9. 
4 PREDICTION 
This section is devoted to prediction of the binary outcome X = 'work resumption' con-
ditional on the values of a vector of discrete predictors Z. Weare primarily interested in 
predicting 'no work resumption' (X = I) . The reason for this is that among non-healthy 
persons it was desirable to find characteristics such that appropriate interventions e.g. 
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rehabilitation actions that gain work resumption can be taken as soon as possible after 
sick-listing. Predictions were made 90 days and 1 year after sick-listing, respectively. A 
detailed discussion is given in Section 4.1 for men with back pain (90 days) only. But, 
in Section 4.2 we summarize and compare the prediction results from the remaining 
sub-groups as well. 
4.1 Men with Lower Back Pain (90 days) 
There were 545 men with lower back pain diagnosis available for the analysis. Initially, 
there were 10 potential predictors of interest (see Table 5), but these have been reduced 
to 8 predictors. There were considerable amounts of missing values for most of the 
predictors (see Table Al in Appendix). For example, the predictor 'Suitable working 
tasks' had 333 (61%) missing values. With k binary predictors there are 2k possible 
outcomes for 1l. For example, with 8 predictors there are 256 various outcomes that 
require a rather large sample size and few missing values. The sample size needed for 
estimation of the 1l'S depend on the distribution of the cell frequencies (Jonsson and 
Persson (2002». 
Table 6 shows the dependency structure among the 8 chosen predictors given 'no work 
resumption' (X = 1) and 'work resumption' (X = 0) , respectively. Note that there were 
not the same predictors in the groups given X = 1 and given X = 0 . That is, the com-
position of predictors across groups affecting the probability of 'no work resumption' is 
different from the probability of 'work resumption'. The following dependency structure 
was obtained from the hierarchical cluster analysis. Note that it is not the same predic-
tors in Table 6 as in the simulation example in Section 5.1 in Jonsson and Persson 
(2002). 
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Group Predictors associated with 'no work resumption' (X = 1) 
1 Rehabilitation plan (ZI8), Demand (Z5), Suitable working tasks (Z,,) 
2 Sick-listing in the family (Zd, Ethnicity (Z3) 
3 Comorbidity (Z'6), Work ability (Z'5) Age (ZI) 
Group Predictors associated with 'work resumption' (X = 0) 
1 Comorbidity (ZI6), Demand (Z5)' Suitable working tasks (Z,,), Ethnicity (Z3) 
2 Rehabilitation plan (ZI8), Work ability (ZI5) Age (Z,), Sick-listing in the family (Z'2) 
Table 6: Result of hierarchical cluster analysis for men with lower back pain (90 days). 
Table 7 and 8 shows the correlations between pairs of predictors given X = 1 and 
X = 0 . It is seen that the hierarchical clustering method to some extent agrees with the 
correlation coefficients between pairs. But, from Table 7 it is seen that Age (ZI) in 
group 3 given X = 1 is pairwise independent of Work ability (ZI5) and Comorbidity 
(ZI6) with correlations .00 and -.05, respectively. However, Age (ZI) is at the same time 
independent of every predictor in the group 1 and 2. Furthermore, in group 2 given 
X = 0, Table 8 shows that Rehabilitation plan (ZIS) is pairwise independent of Age 
(ZI), Sick-listing in the family (Zd and Work ability (ZI5) with correlations .01, .08 and 
.06, respectively. But, Rehabilitation plan (ZIS) is at the same time independent of every 
predictor in group 1. It should be noticed that pairwise independency is not the same as 
simultaneously independency. 
Z, Z3 Z5 Z9 ZIO Z" Z\2 Z'5 Z'6 Z'S 
Z, 1 - - - - - - - - -
Z3 .07 1 - - - - - - - -
Z5 -.04 .II 1 - - - - - - -
Z9 -.05 .13 .09 1 - - - - - -
ZIO .06 .05 .10 .48 1 - - - - -
Z" .07 -.01 .36 .27 .33 1 - - - -
Z\2 .03 -.15 -.04 -.16 .01 -.12 1 - - -
Z'5 -.05 .10 .14 .08 -.05 .25 .01 1 - -
Z'6 .00 .23 .05 .02 -.05 .09 -.03 .15 1 -
Z'8 .01 -.03 .19 .16 .14 .25 .01 .14 .12 1 
Table 7: Correlation matrix for predictors among men with lower back pain diagnosis (90 days) 
associated with 'no work resumption' (X = 1). Significant correlations (5%) are marked with bold 
type (n(l) = 295) . 
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ZI Z3 Z5 Z9 ZIO Zl1 Z12 Z15 Z16 Z18 
ZI 1 - - - - - - - - -
Z3 .15 1 - - - - - - - -
Z5 .06 .09 1 - - - - - - -
Z9 -.04 -.06 .07 1 - - - - - -
ZIO -.15 -.17 .05 .44 1 - - - - -
Zl1 -.02 .12 .23 .26 .17 1 - - - -
Z12 -.20 .05 .07 .11 .04 .23 1 - - -
Z15 -.09 .10 .01 .06 -.02 .07 .17 1 - -
Z16 .08 .29 .14 -.01 .02 .19 .07 .20 1 -
Z18 .01 -.08 .06 .10 .12 .01 .08 .23 -.04 1 
Table 8: Correlation matrix for predictors among men with lower back pain diagnosis (90 days) 
associated with 'work resumption' (X = 0). Significant correlations (5%) are marked with bold 
type (n(O) = 250) . 
Sparse contingency tables often contain cells having zero frequency counts or missing 
values. Cells for which a nonzero count is impossible because of the design of the study 
are sometimes referred to as structural zeros. In this application, however, we are only 
concerned with missing values and sampling zeros i.e. nonzero counts are possible, but 
a zero occurs because of random variation. Sampling zeros are especially likely to arise 
when the sample is small and the contingency table has many cells (Agresti (1991». 
Out of the 545 observations there were 186 observations available for prediction and 
only 50 (20%) of the 256 probabilities were estimable due to missing values and sam-
pling zeros. It means that if new individuals are sampled from the same population in 
the same way as in the original survey, it is likely that some individuals have values of 
the predictors such that predictions for those subjects are not possible. The numbers of 
missing values for each predictor are presented in Table Al in Appendix. 
The separate effect for each predictor in the model is illustrated in Table 9 with the c5-
test (see also Figures 9-16 for plots of the 8' s for each predictor). The results in Table 
9 show that individuals with complete rehabilitation plan, bad work ability, sick-listing 
in the family and people who did not have suitable working tasks had higher probability 
of 'no work resumption'. But, Age, Comorbidity, Demand and Ethnicity did not show 
any significant differences indicating that these should be excluded from the model. 
However, due to the fact that there are very few estimable c5' s (n') the reliability of 
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the test result may be questionable. The reason for that n' is relatively small compared 
to the 50 estimable probabilities is that the test require values of every predictor in the 
vector zr both given Zj = 1 and Zj = o. Otherwise, 0 is not estimable for that combi-
nation ofZ. With 8 predictors the maximal value of n' is 128. None of the predictors in 
Table 9 has a value of n' greater than 20 and the value for Comorbidity is as low as 7. 
Predictor n' Mean(8) Median(8) Std. dev(8) p-value 
Age (ZI) 9 .037 .008 .102 .16 
Rehab. plan (ZIS) 11 .384 .291 .234 <.01 
Comorbidity (Z16) 7 .018 .060 .202 .94 
Work ability (Z15) 17 .175 .223 .199 <.01 
Demand (Z5) 17 -.041 -.064 .096 .09 
Sick-listing in the family (Z12) 10 .243 .241 .200 <.01 
Suitable working tasks (ZII) 18 .194 .178 .117 <.01 
Ethnicity (Z3) 10 .093 .114 .221 .19 
Table 9: Descriptive statistics and a Sign test of the differences g = itl -ito for testing if the 
predictors have an effect on the outcome variable. 
Table 10 shows the frequencies of predicted work resumption versus the true state. 
Predicted 
State 
Healthy 
Non-healthy 
True state 
Healthy Non-healthy 
81 33 114 
15 57 72 
96 90 186 
Table 10: Predicted and true state of work resumption for men with lower back pain 90 days. Out 
of the 545 individuals only 186 observations were available for prediction due to missing values 
on the predictor variables. 
In order to evaluate the prediction ability, simulations have been used to sample new 
individuals (100,000) from the same population. The prediction ability was evaluated by 
predictive values, relative predictive values and proportion of correct classifications. 
But the predictive value could in some cases be misleading without reference to the 
prevalence. For example, a predictive value of .92 and prevalence .90 is obviously not 
as good as if the prevalence was .20, say. Therefore, it seems more reasonable to use 
relative predictive values. The latter show the relative gain in predicting the outcome 
rather than simply guessing the outcome in accordance with the prevalence. From Table 
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1 it can be seen that the prevalence at 90 days was 0.54. The predictive value for 'no 
work resumption' and 'work resumption' was 0.76 and 0.74, respectively, with the corre-
sponding relative predictive values 42% and 37%. The proportion of correct classifica-
tions was 0.75 (see also Table 12 for comparisons with the remaining sub-groups). 
We recall that various values of Z give different values of 1[ • Figure 1 shows the or-
dered values of K and associated confidence limits. Since, it is not possible from the 
figure to identify the values of the predictors represented by the index variable on the x-
axis, Table A2 in Appendix presents all estimable 1['S, confidence limits and V[K]. 
The following examples illustrate how to interpret the results. 
Example 1. Mr. A is a Swedish man older than 31 years entitled to rehabilitation plan. 
He has other diseases than lower back pain, bad working ability and he experience high 
demand at his place of work, where his working tasks are not appropriate for him. Fur-
thermore, he has no cases of sick-listing in his family. Mr. A has a probability of 'no 
work resumption' equal to 0.97 with confidence limits (0.38; 0.99). 
Example 2. Mr. B is a Swedish man older than 31 years with no rehabilitation plan. He 
has no other diseases than lower back pain, good working ability and he does not ex-
perience high demand at his place of work, where his working tasks are appropriate for 
him. Furthermore, he has no cases of sick-listing in his family. Mr. B has a probability 
of ' no work resumption' equal to 0.14 with confidence limits (0.09; 0.26). 
4.2 Comparison of the Prediction Results for All Sub-groups 
Table 11 shows the proportion of K::; t and K > + in all the 4 sub-groups. It is seen 
that the proportion of K > t is rather high at 90 days for all groups and low after 1 year. 
For a detailed examination of the estimated probabilities, see Figures 1-8 and Table A2, 
which show the ordered values of K and associated confidence limits. 
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The results obtained from the prediction analysis for all sub-groups are showed in Table 
11 and 12. It is seen from Table 11 that the proportion of estimable probabilities is 
rather low fore some groups and high for others. But, there is different number of pre-
dictors in the sub-groups. Of course, it easier to obtain a higher proportion of estimable 
probabilities with fewer predictors. 
Group n No. of No. of No. of No. of Proportion 
obs. for predictors probabilities estimable offf >t 
prediction to estimate probabilities 
MB90 545 186 8 256 50 0.58 
MBIY 545 161 6 64 23 0.l7 
MN90 147 47 6 64 9 0.56 
MNIY 147 80 6 64 21 0.24 
WB90 552 309 4 16 16 0.87 
WBIY 552 303 5 32 26 0.42 
WN90 331 111 6 64 16 0.56 
WNIY 331 138 5 32 14 0.36 
Table 11: Basic statistics for all sub-groups, separately. 
In Table 12 below it can be seen that the prediction ability after 1 year is better per-
formed as compared to 90 days. But, there are no differences in prediction ability be-
tween men and women and between lower back and neck pain diagnosis. 
Group Prevalence Predictive Relative Predictive Relative Proportion 
value predictive value predictive of correct 
non-healthy value healthy value classified 
non-healthy healthy 
MB90 0.54 0.76 42% 0.74 37% 0.75 
MBIY 0.17 0.59 244% 0.91 435% 0.86 
MN90 0.60 0.68 14% 0.82 37% 0.70 
MNIY 0.30 0.68 127% 0.81 170% 0.78 
WB90 0.63 0.81 28% 0.63 0% 0.73 
WBIY 0.24 0.65 169% 0.86 258% 0.82 
WN90 0.63 0.81 29% 0.62 -2% 0.73 
WNIY 0.25 0.70 199% 0.85 240% 0.82 
Table 12: Prediction ability for all sub-groups, separately. 
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5 DISCUSSION 
This paper is an application of an approach suggested by Jonsson and Persson (2002) 
based on Bayes theorem. The aim is to predict the outcome 'no work resumption' condi-
tionally on the values of a set of discrete predictors, and also to make CI statements. It is 
emphasized that problems may arise when some of the predictors have a considerable 
amount of missing values. The consequences of getting missing values may be serious. 
First, the number of observations available for prediction and the number of estimable 
probabilities decreases. Secondly, if new subjects are sampled sequentially from the 
same population, it is likely that we obtain individuals with values on the vector of 
predictors such that 7[ is not estimable. The material in this application contains many 
missing values, which would have justified the use of fewer predictors in the model. In 
the latter case we would have obtained relatively more observations for prediction. 
Fewer predictors do not necessarily alter the prediction ability. Also, the number of 
parameters to estimate increases dramatically as the number of predictors in the model 
increases. 
The proposed method works very well for most cases. Correct specification of the de-
pendency structure is a matter of crucial importance. The assumption of independent 
predictors when they in fact are correlated may lead to seriously misleading results 
concerning bias and variance (Jonsson and Persson (2002)). For example, for men with 
lower back pain (90 days) where ZI = Z3 = Zs = Z12 = ZI8 = 0 and Zll = ZIS = ZI6 = 1 
we obtain it = 0.76 for the Bayes approach with a corresponding estimate of 0.29 for an 
ordinary logistic regression model. In this paper we have used the decision rule; if 
7[ > t then a given subject is predicted 'no work resumption' and if 7[ ~ t then the sub-
ject is predicted 'work resumption'. The choice of the limit is somewhat arbitrary, but in 
a real life situation the estimated probability will be used in conjunction with other 
sources of information about the sick-listed person to reach a decision whether e.g. 
interventions should be taken. 
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A test for detecting separate variable effects in the model was suggested. Since the test 
depends on the number of predictors in the model it seems inappropriate to use such a 
test for materials with many missing value and few potential predictor variables. 
The results of the predictions showed that the prediction ability after 1 year was better 
performed as compared to 90 days, as measured by relative predictive values. But, there 
were no differences in prediction ability between men and women and between lower 
back- and neck pain diagnosis. 
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ApPENDIX 
Predictor Label 
No. of missing 
values (%) 
ZI Age f if ~ 31 years 
o if < 31 years 
0(0) 
Z2 Ed 0 fif low ucatIon 0 if high 208(38) 
Z3 E h 0 0 f if Non-swedish t mClty 
Oif Swedish 
170(31) 
Z4 H h Id 0 f if ~ 7000 SEK ouse 0 mcome 
o if < 7000 SEK 
239(44) 
Zs Demand f if high 
Oif low 
267(49) 
Z6 C I fif low 
ontro 0 if high 267(49) 
Z7 S 0 tfhigh 267(49) tram Oif low 
Zs A 0 d fif high moral ttItu e 
o if low moral 
180(33) 
Zg I 0 kO 0 fifyeS nconvement wor mg enVironment 
Oif no 
263(48) 
ZIO H I"ft f if yes eavy I s 
Oifno 
265(49) 
Zll S 0 bl kO k f if no Ulta e wor mg tas s 
o if yes 
333(61) 
Z12 So k roo th f: 01 f if yes IC - Istmg m e ami y 0 
Olfno 
187(34) 
Z13 TDP/ER in the family f if yes 
Oif no 
181(33) 
ZI4 Offered TDP/ER fif yes 
Oifno 
260(48) 
ZIS W k bT f if bad(~4) or a Iity 
o if good (>4) 
178(33) 
ZI6 C bOdo f if yes omor 1 Ity 
Oifno 
173(32) 
Z17 S kO r if yes or never mo mg 
o if quited 
184(34) 
ZIS R h bT 0 I f if yes e a I ItatIon p an 
Oifno 
7(1) 
Table AI: Labels to predictors and the number of missing values (%) for MB (n = 545) 0 The 
abbreviation TDP/ER denotes Temporary Disability PensionlEarly Retirement. 
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ZI Z3 Zs ZII ZI2 ZIS ZI6 ZI8 it it LOlrer itUpper V [it] 
1 1 1 0 0 0 1 0 0.03 0.01 0.61 0.001 
1 0 1 0 0 0 0 0 0.08 0.04 0.24 0.001 
0 0 1 0 0 0 0 0 0.08 0.04 0.38 0.002 
1 0 0 0 0 0 0 0 0.14 0.09 0.26 0.001 
0 0 0 0 0 0 0 0 0.14 0.07 0.41 0.005 
0 0 0 0 1 1 0 1 0.18 0.06 0.68 0.029 
1 0 0 1 0 0 0 0 0.19 0.11 0.38 0.004 
0 0 0 1 0 0 0 0 0.20 0.09 0.50 0.010 
1 1 1 0 0 0 0 0 0.23 0.09 0.61 0.021 
1 0 1 1 0 0 0 0 0.23 0.15 0.40 0.004 
1 1 1 1 0 0 0 0 0.30 0.15 0.58 0.015 
0 0 1 0 0 1 0 0 0.30 0.14 0.61 0.020 
1 0 1 0 0 1 0 0 0.31 0.18 0.54 0.010 
1 1 1 1 1 1 1 0 0.37 0.12 0.78 0.080 
1 1 0 0 0 0 0 0 0.39 0.19 0.67 0.024 
1 0 1 0 1 0 0 0 0.41 0.19 0.71 0.033 
1 1 1 1 0 1 1 0 0.44 0.19 0.74 0.040 
0 0 0 0 0 1 0 0 0.46 0.25 0.70 0.021 
0 0 0 1 1 1 0 1 0.46 0.16 0.81 0.084 
1 0 1 0 0 1 0 1 0.47 0.19 0.78 0.051 
1 0 0 0 0 1 0 0 0.47 0.33 0.62 0.007 
0 0 1 1 1 1 0 0 0.51 0.22 0.79 0.045 
0 0 0 1 0 1 0 0 0.55 0.29 0.77 0.025 
1 0 1 0 1 1 0 0 0.55 0.27 0.79 0.034 
1 0 0 1 0 1 0 0 0.56 0.37 0.72 0.011 
1 0 0 0 0 1 0 1 0.57 0.29 0.79 0.030 
I 0 0 0 1 0 0 0 0.57 0.30 0.79 0.027 
0 1 1 0 0 1 0 0 0.60 0.24 0.85 0.058 
0 0 1 1 0 1 0 0 0.61 0.34 0.80 0.021 
1 0 1 1 0 1 0 0 0.62 0.43 0.75 0.008 
1 0 0 1 1 0 0 0 0.66 0.34 0.85 0.027 
1 0 1 0 0 0 0 1 0.66 0.22 0.89 0.082 
1 1 1 1 0 1 0 0 0.69 0.41 0.85 0.016 
1 0 0 0 1 1 0 0 0.71 0.40 0.86 0.019 
1 0 1 1 1 0 0 0 0.71 0.38 0.87 0.021 
1 0 0 0 0 0 0 1 0.74 0.29 0.92 0.046 
1 1 1 0 0 1 0 1 0.75 0.28 0.92 0.049 
1 0 0 1 0 1 1 0 0.76 0.30 0.92 0.040 
0 0 0 1 0 1 1 0 0.76 0.26 0.93 0.060 
1 1 0 0 0 1 0 0 0.77 0.45 0.89 0.014 
1 0 0 1 1 1 0 0 0.78 0.43 0.90 0.016 
1 0 1 1 1 1 0 0 0.81 0.47 0.92 0.011 
1 0 1 1 0 1 1 0 0.83 0.35 0.94 0.024 
1 1 1 1 0 1 1 1 0.83 0.37 0.94 0.021 
1 0 0 1 0 1 0 1 0.84 0.50 0.93 0.009 
1 0 1 1 0 1 0 1 0.91 0.62 0.96 0.003 
1 0 0 1 0 0 0 1 0.92 0.39 0.97 0.007 
1 1 1 1 0 1 0 1 0.93 0.54 0.97 0.003 
1 0 1 1 0 0 0 1 0.96 0.43 0.99 0.002 
1 0 1 1 0 1 1 1 0.97 0.38 0.99 0.002 
Table A2: Ordered predicted values and associated eI's for various combinations of Z in 
accordance with Figure I (MB90). The variance corresponds to formula (8) in Jonsson and 
Persson (2002). See also Table A 1 for labels to the predictors. 
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LEGENDS To FIGURES 
Figure 1: The probability of 'no work resumption' and associated CI's (MB90). 
Figure 2: The probability of 'no work resumption' and associated CI's (MBIY). 
Figure 3: The probability of 'no work resumption' and associated CI's (MN90). 
Figure 4: The probability of 'no work resumption' and associated CI's (MNI Y). 
Figure 5: The probability of 'no work resumption' and associated CI's (WB90). 
Figure 6: The probability of 'no work resumption' and associated CI's (WB 1 Y). 
Figure 7: The probability of 'no work resumption' and associated CI's (WN90). 
Figure 8: The probability of ' no work resumption' and associated CI's (WNIY). 
Figure 9: Estimated differences J = 1Z'j - 1Z'o for Age (MB90). 
Figure 10: Estimated differences J = 1Z'j - 1Z'o for Rehabilitation plan (MB90). 
Figure 11: Estimated differences J = 1Z'j - 1Z'o for Comorbidity (MB90). 
Figure 12: Estimated differences J = 1Z'j - 1Z'o for Work ability (MB90). 
Figure 13: Estimated differences J = 1Z'] -1Z'o for Demand (MB90). 
Figure 14: Estimated differences J = 1Z'j - 1Z'o for Sick-listing in the family (MB90). 
Figure 15: Estimated differences J = 1Z'] -1Z'o for Suitable working tasks (MB90). 
Figure 16: Estimated differences J = 1Z'] - 1Z'o for Ethnicity (MB90). 
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