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Abstract
In this paper, the nonlinear Rosenau-Hyman equation with time dependent variable coefficients is
considered for investigating its invariant properties, exact solutions and conservation laws. Using Lie
classical method, we derive symmetries admitted by considered equation. Symmetry reductions are
performed for each components of optimal set. Also nonclassical approach is employed on considered
equation to find some additional supplementary symmetries and corresponding symmetry reductions are
performed. Later three kinds of exact solutions of considered equation are presented graphically for
different parameters. In addition, local conservation laws are constructed for considered equation by
multiplier approach.
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1 Introduction
From past few decades, the theory of nonlinear differential equations has undergone notable achievements.
Nonlinear partial differential equations are the mathematical formulations of laws of nature. Generally they
appear in the mathematical analysis of diverse physical phenomena in the area of engineering, applied sciences
and mathematical physics [10]. Most of the problems in physics are nonlinear and often hard to solve in
explicit manner, so each nonlinear problem is studied as an individual problem. These nonlinear phenomena
have several physical and mathematical applications which are usually interpreted by finding their numerical
or analytic solutions. In order to obtain numerical solution, numerical, asymptotic and perturbation methods
are usually used with great success; nonetheless, much interest prevails in the direction of finding closed
form analytical solutions. Various effective analytical techniques [1, 11–13, 15, 18] have been developed to
find exact solution in literature. Among these techniques, symmetry reduction techniques [5,6,9,14] are the
most effective and straightforward, more generally, it is the general theory to construct exact solution in
terms of solutions of lower dimensional equations and also the most active field of research nowadays.
A well known symmetry approach- Lie classical approach, originally proposed by Norwegian mathe-
matician Sophus Lie, is completely algorithmic as it does not involve any kind of guesses and have gained
popularity in obtaining symmetries, similarity transformations and symmetry reductions. Later nonclassical
method is developed to find supplementary symmetries, which is not revealed by classical method. As non-
classical method involves nonlinear determining equations, which are complicated to solve. So this method is
not exploited much. In this work, we will use both classical and nonclassical approach to explore symmetries
and symmetry reduction for Rosenau-Hyman (RH) equation with time dependent variable coefficients. The
RH equation with variable coefficients is written as
ut + α(t)uuxxx + δ(t)uxuxx + β(t)uux = 0 (1.1)
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where u = u(x, t), the coefficients α(t), β(t), δ(t) are nonzero integrable functions of t and subscripts stand
for partial derivatives. For α = β = 1 and δ = 3, this equation illustrate the formation of patterns in liquid
drops [25].
The assumption of constant coefficients usually leads to idealization of the physical phenomena in which
nonlinear models appear. That is why, the study of nonlinear models with variable coefficients is gaining
much attention nowadays. To analyse the sensitivity of physical situations with various significant parameters
construed by variable coefficients, exact solutions of these models are very important and helpful.
One of the popular aspect in the current study on nonlinear partial differential equations is the con-
servation laws. Mathematically conservation laws are the differential equation that describes natural laws.
Though some conservation laws do not have a physical relevance, but in the context of partial differential
equations, they reveals certain qualities like integrability, existence and uniqueness of solutions [4, 19, 21].
Besides, exact solutions of partial differential equation can be derived with the help of conserved vectors
linked with Lie symmetries [7, 8, 26]. First of all, Noether theorem [23] has been introduced to construct
conservation laws for variational problems. Now several methods like direct construction method, new con-
servation method etc. [2, 3, 16, 27] have been developed in which no priori knowledge about Lagrangian is
needed.
The paper is arranged in the manner- In sec. 2, Lie point symmetries of eq. (1.1) are obtained and
symmetry reductions are performed. Sec. 3 deals with the nonclassical symmtries of (1.1). In sec. 4, exact
solutions of (1.1) are found. Conservation laws of (1.1) are constructed in sec. 5. Conclusion ends the paper
in sec. 6.
2 Point Symmetries for Eq. (1.1)
This section deals with the application of Lie classical method [17, 20] to eq. (1.1). The point symmetries
obtained by this method allow reduction of PDE to ordinary differential equation.
First we assume that a continuous group of point transformations (x⊕, t⊕, u⊕) in one parameter as
t⊕ = t+ τ(x, t, u) +O(2)
x⊕ = x+ ξ(x, t, u) +O(2)
u⊕ = u+ η(x, t, u) +O(2)
(2.1)
that leaves (1.1) invariant. Here,  is a continuous group parameter and ξ, τ, η, ηt, ηx, ηxx, ηxxx are infinites-
imals corresponding to x, t, u, ut, ux, uxx, uxxx respectively and extended infinitesimal are computed by the
following formulas
ηt = Dt(η)− uxDt(ξ)− utDt(τ)
ηx = Dx(η)− uxDx(ξ)− utDx(τ)
ηxx = Dx(η
x)− uxxDxx(ξ)− utxDxt(τ)
ηxxx = Dx(η
xx)− uxxxDxxx(ξ)− utxxDxxt(τ)
(2.2)
Also, we assume that the infinitesimal generator takes the form
X ≡ ξ(x, t, u) ∂
∂x
+ τ(x, t, u)
∂
∂t
+ η(x, t, u)
∂
∂u
(2.3)
Invariance of transformation (2.1) on (1.1) leads the following invariance criterion
ηt + α(t)[ηuxxx + α
′(t)uuxxxτ + uηxxx] + β(t)[ηux + uηx] + β′(t)uuxτ+
δ(t)[ηxuxx+ uxη
xx] + δ′(t)uxuxx = 0
(2.4)
Putting the values of extended infinitesimals (2.2) in (2.4) and comparing the coefficients of various linearly
2
independent monomials, the following essential system of determining systems is obtained.
ξu = τx = τu = 0
α2u2ηuuu + δαuηuu = 0
3αuξx − αtuτ − αη − τtαu = 0
αβu2ηx + α
2u2ηxxx + αuηt = 0
3α2u2ηux − 3α2u2ξxx + αδuηx = 0
3α2u2ηuux + 2δαuηux − δαuξxx = 0
3α2u2ηuu − αδη + αδtuτ − δαtuτ + δαuηu = 0
2αβξxu
2 − αξtu− α2ξxxxu2 + 3ηxxuα2u2+
δαuηxx + αβtu
2τ − βαtu2τ = 0
(2.5)
The general solution of (2.5) is written as
τ =
∫ −c1α(t)dt+ c2
α(t)
ξ = c3x+ c4
η = (c1 + 3c3)u
α = α(t)
β = c5
((∫
−c1α(t)dt+ c2
) c3
c1
)2
α(t)
δ = c6α(t)
(2.6)
where c1, c2 , c3, c4, c5 and c6 are arbitrary constants. If we take c3 = 0, symmetries obtained in expression
(2.6) coincide with the symmetries of RH equation with coefficients α = β = 1 and δ = 3. So it is clear that
symmetries (2.6) are generalized version. Now we consider c3 = c1 to ease our reduction calculation and for
the case, symmetries take the form
τ =
−c1
∫
α(t)dt+ c2
α(t)
, ξ = c1x+ c4, η = 4c1u
α = α(t)
β = c5
(∫
−c1α(t)dt+ c2
)2
α(t)
δ = c6α(t)
(2.7)
The associated Lie algebra spanned by the infinitesimal generators (2.7) is written as
V1 = x
∂
∂x
−
∫
α(t)dt
α(t)
∂
∂t
+ 4u
∂
∂u
V2 =
∂
∂x
, V3 =
1
α(t)
∂
∂t
(2.8)
We can perform symmetry reduction for any linear combination of aforementioned generators as any
linear combination of generators again gives a generator. There are large number of such combinations. So
to find non equivalent symmetry reductions, we use concept of optimal system [24]. Here, we find optimal
set of vector fields with the components
V1 and V2 + λV3
Now we tabulate invariants, similarity variables, similarity transformation and variable coefficients for each
component of optimal system in Table 1.
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Table 1: Similarity ansatz
Generators Invariants Ansatz Variable coefficients
α(t) = α(t)
V1 (x
∫
α(t)dt, (
∫
α(t)dt)4u) u = (
∫
α(t)dt)−4f(x
∫
α(t)dt) β(t) = −c5(
∫
α(t)dt)2α(t)
δ(t) = c6α(t)
α(t) = α(t)
V2 + λV3 (x− 1λ
∫
α(t)dt, u) u = f(x− 1λ
∫
α(t)dt) β(t) = c5λ
2α(t)
δ(t) = c6α(t)
Theorem 2.1. The similarity variable ζ = x
∫
α(t)dt and similarity transformation u = (
∫
α(t)dt)−4f(ζ)
for vector field V1 reduces eq. (1.1) into the following nonlinear ordinary differential equation.
−4f + zf ′ + ff ′′′ − c5ff ′ + c6f ′f ′′ = 0 (2.9)
Here, ′ denotes the first order derivative w.r.t. ζ.
Theorem 2.2. For the vector field V2 +λV3, the similarity transformation u = f(ζ) with similarity variable
ζ = x− 1λ
∫
α(t)dt reduces eq. (1.1) into the following ODE
− 1
λ
f ′ + ff ′′′ + c5λ2ff ′ + c6f ′f ′′ = 0 (2.10)
3 Nonclassical Symmetries
This section presents nonclassical symmetries of eq. (1.1) via compatibility conditions explained in Refs.
[28, 29]. First we consider nonclassical symmetry of the form
ut = ξ(x, t, u)ux + η(x, t, u) (3.1)
In order to find compatibility condition, substitute (3.1) into (1.1) and expression reads as
ξux + η + α(t)uuxxx + β(t)uux + δ(t)uxuxx = 0 (3.2)
Next, equality of utt between (1.1) and (3.1) yields the following equation
(3.3)ξtux + ξuutux + ξuxt + ηt + ηuut + αtuuxxx + αutuxxx + αuuxxxt
+ βtuux + βutux + βuuxt + δtuxuxxδuxtuxx + δuxuxxt = 0
Further, by eliminating differential consequences of ut and highest order term uxxx from eq. (3.3) with (3.1)
and (3.2), we obtain the following set of nonlinear determining equations
uxx : δηx − 3αuξxx + 3αuηxu = 0
0 : ηt + βuηx − ηαt
α
+ αuηxxx + 3ηξx − η
2
u
= 0
uxuxx : δt − 9αuξxu + 3αηuuu− ηδ
u
+ ηuδ − δαt
α
= 0
ux : − βuαt
α
+ βtu+ 3ηξu − 3ξξx + δηxx − ξtu+
ξ
αt
α
+
ηξ
u
+ 2uβξx + 3αηxxu − αuξxxx = 0
u2xuxx : − 6αuξuu = 0
u2x : − 3ξξu + 2δηxu − δξxx + 3uβξu + 3αuηxuu
− 3αuξxxx = 0
u3x : δηuu − 2δξxu + αuηuuu − 3αuξxuu = 0
u2xx : − 3αuξu = 0
u4x : − δξuu − αuξuuu = 0
(3.4)
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and the solution of system (3.4) yields ξ, η and variable coefficients as
ξ = f(t)(x+ c1)
η = c2f(t)u
α(t) = c3f(t) exp(−
∫
(c2 − 3)f(t)dt)
β(t) = c4f(t) exp(−
∫
(c2 − 1)f(t)dt)
δ(t) = c5f(t) exp(−
∫
(c2 − 3)f(t)dt)
(3.5)
Here, c1, c2, c3, c4, c5 are arbitrary constants and f(t) is arbitrary integrable function. Thus, nonclassical
symmetries of variable coefficients RH equation (1.1) is written as
ut + f(t)(x+ c1)ux − c2f(t)u ≡ 0 (3.6)
and the corresponding generator of symmetry is
X ≡ f(t)(x+ c1) ∂
∂x
+
∂
∂t
+ c2uf(t)
∂
∂u
(3.7)
Now we will obtained similarity transformation for eq. (1.1) by solving the following characteristic equation
dx
f(t)(x+ c1)
=
dt
1
=
du
c2f(t)u
(3.8)
For the nonclassical symmetries (3.7), eq. (3.8) produces similarity variable as z = (x + c1)exp(−
∫
f(t)dt)
and similarity transformation as u = exp(c2
∫
f(t)dt)g(z), which reduce the eq. (1.1) into the following ODE
−zg′ + c2g + c3gg′′′ + c4gg′ + c5g′g′′ = 0 (3.9)
4 Exact Solution
In this section, we aim to find the exact solutions of eq. (1.1) by seeking the solutions for reduced equations
(2.9), (2.10) and (3.9). Also graphical representation will be shown by taking several different values of
parameters.
4.1 Solution of Eq. (2.9)
Consider solution of eq. (2.9) has series form as
f(ζ) = a+ bζ + cζ2 (4.1)
where a, b, and c are unknown constants that need to be determined.
On putting (4.1) into (2.9), we obtain
a = 0, b = − 3
c5
, c = 0 (4.2)
So by reverting back the original variables, the exact solution of (1.1) can be written as
u(x, t) = − 3
c5
x
(∫
α(t)dt
)−3
(4.3)
3D and contour plots of the solution (4.3) is shown in figures (a)-(i) with some different parameters.
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(a) α(t) = e−t, c5 = 1 (b) α(t) = e−t, c5 = 1 (c) α(t) = e−t, c5 = 300
(d) α(t) = sinh(t), c5 = 1 (e) α(t) = sinh(t), c5 = 1 (f) α(t) = sinh(t), c5 = 300
(g) α(t) = ln(t), c5 = 1 (h) α(t) = ln(t), c5 = 1 (i) α(t) = ln(t), c5 = 300
4.2 Solution of Eq. (2.10)
For arbitrary constant c6, the work to find exact solution is in progress. Presently, we seek the solution for
c6 = 1. Now eq. (2.10) is written as
− 1
λ
f ′ + ff ′′′ + c5λ2ff ′ + f ′f ′′ = 0 (4.4)
Eq. (4.4), on integrating w.r.t. ζ, can be expressed as
− 1
λ
f + ff ′′ +
c5λ
2
2
f2 = 0 (4.5)
With the aid of Maple software, the general solution of eq. (4.5) is obtained as
f(z) = c1sin(
1√
2λ
√
c5z) + c2cos(
1√
2λ
√
c5z) +
2
c5λ3
(4.6)
Consequently, the general solution admitted by (1.1) can be written as
(4.7)u(x, t) = c1sin
( 1√
2
λ
√
c5(x− 1
λ
∫
α(t)dt)
)
+ c2cos
( 1√
2
λ
√
c5(x− 1
λ
∫
α(t)dt)
)
+
2
c5λ3
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3D profile of solution (4.7) is displayed in figures (j)-(o) and contour plots are shown in figures (j.1)-(l.1)
with some parametric values.
(j) α(t)=1, c5=1, c1=1, (k) α(t)=1, c5=1, c1=1, (l) α(t)=1, c5=3, c1=1,
c2=1, λ=1 c2=1, λ=3 c2=1, λ=3
(j.1) α(t)=1, c5=1, c1=1, (k.1) α(t)=1, c5=1, c1=1, (l.1) α(t)=1, c5=3, c1=1,
c2=1, λ=1 c2=1, λ=3 c2=1, λ=3
(m) α(t)=t, c5=1, c1=1, (n) α(t)=t, c5=1, c1=1, (o) α(t)=t, c5=3, c1=1,
c2=1, λ=1 c2=1, λ=3 c2=1, λ=3
4.3 Solution of Eq. (3.9)
We assume that the eq. (3.9) takes the series solution as follows
g(z) = a+ bz + cz2 (4.8)
where a, b, and c are unknown constants need to be determined. By substituting (4.8) into (3.9), we get
a = 0, b =
1− c2
c4
, c = 0 (4.9)
Thus by reverting back the original variables, the exact solution of (1.1) is found as
u(x, t) =
1− c2
c4
(x+ c1) exp
(∫
(c2 − 1)f(t)dt
)
(4.10)
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3D graph and contour plots of (4.10) are represented in figures (p)-(u) by appointing various function
parameters.
(p) f(t) = exp(−t), c1=1, (q)f(t) = sin(t), c1=1, (r)f(t) = tan(t), c1=1,
c2=2, c4=1 c2=2, c4=1 c2=2, c4=1
(s) f(t) = exp(−t), c1=1, (t)f(t) = sin(t), c1=1, (u)f(t) = tan(t), c1=1,
c2=2, c4=1 c2=2, c4=1 c2=2, c4=1
5 Conservation Laws
Here we intend to construct local conservation laws of RH equation (1.1) by multiplier method [22, 27]. In
this method, no priori knowledge about Lagrangian of equation of motion is necessary. The method is quite
well known, effective and it directly uses the definition of local conservation laws. First we assume simple
multiplier of the form Λ(x, t, u). The multiplier Λ for (1.1) have the property
Λ(ut + α(t)uuxxx + β(t)uux + δ(t)uxuxx) = DtC
t +DxC
x (5.1)
for all solutions of u(x, t). Here, Dt and Dx are total derivative operator defined by
Dt =
∂
∂t
+ ut
∂
∂u
+ utt
∂
∂ut
+ uxt
∂
∂ux
+ · · ·
Dx =
∂
∂x
+ ux
∂
∂u
+ utx
∂
∂ut
+ uxx
∂
∂ux
+ · · ·
(5.2)
The determining equation for the multiplier Λ follows by
(5.3)
δ
δu
[
Λ(ut + α(t)uuxxx + β(t)uux + δ(t)uxuxx = 0
]
(1.1)
= 0
where Euler operator, δδu is expressed as
(5.4)
δ
δu
=
∂
∂u
−Dt ∂
∂ut
−Dx ∂
∂ux
+Dxx
∂
∂uxx
+Dtt
∂
∂utt
+Dxt
∂
∂uxt
+ · · ·
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On expansion of (5.3), the following set of determining equations is obtained.
Λxδ − 3Λxα− 3Λuxαu = 0
2Λuxδ − 6Λuxα− 3Λuuxαu = 0
Λxxδ − 3Λxxα− 3Λxuxαu = 0
Λuuδ − 3Λuuα− Λuuuαu = 0,
− Λxβ − 3Λxxxαu− Λt = 0
3Λuδ − 6Λuα− 3Λuuαu = 0
(5.5)
Now we split the general solutions of eq. (5.5) into cases with different pivots in order to get maximum
number of conserved vectors. The conserved vectors are constructed for each case explicitly.
Case (a) If α 6= 0, δ(δ − 3α) 6= 0, δtα− δαt 6= 0, the multiplier takes the form
Λ = c1 (5.6)
For this case, the conserved components of (1.1) are written as
Ct = c1u
Cx = αc1uuxx − 1
2
αc1u
2
x +
1
2
δc1u
2
x +
1
2
βc1u
2
(5.7)
Case (b) For α 6= 0, δ(δ − 3α) 6= 0, δ 6= 0, δtα− δαt = 0, two subcases arise.
Subcase (b.1)For δ = c3α, c3(c3 − 3) 6= 0, the multiplier is
Λ = c1 + c2u
c3−1 (5.8)
So the conserved vectors associated with multiplier (5.8) are expressed as
Ct =
c2
c3
uc3 + c1u
Cx =αc1uuxx + αc2uuxx +
1
2
βc1u
2 +
1
2
αc1c3u
2
x −
1
2
c1αc1u
2
x +
βc2
c3 + 1
uc3+1
(5.9)
Subcase (b.2) The multiplier for δ = α takes the form
Λ = c2ln(u) + c1 (5.10)
The expression for conserved vectors with (5.10) are as follows
Ct =u(c2ln(u) + c1 − c2)
Cx =αc2ln(u)uuxx + αc1uuxx − 1
2
αc2u
2
x + βc2
(1
2
u2ln(u)− 1
4
u2
)
+
1
2
c1u
2
(5.11)
Case (c) For α 6= 0, δ(δ − 3α) = 0, δ 6= 0, δtβ − δβt 6= 0, we obtain the following multiplier
Λ = c2u
2 + c3 (5.12)
So the conserved fluxes for multiplier (5.12) are expressed as
Ct =
1
3
c2u
3 + c3u
Cx =αc2u
3uxx +
1
4
βc2u
4 + αc3u
2
x +
1
2
βc3u
2 + αc3uuxx
(5.13)
Case (d) For α 6= 0, δ(δ − 3α) = 0, δ 6= 0, δtβ − δβt = 0, two subcases are encountered.
Subcase (d.1) If α = 13δ, β =
1
3c5δ, c5 > 0, the multiplier is obtained as
Λ = c1u
2 + c2 + c3sin(
√
c5x) + c4cos(
√
c5x) (5.14)
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The conserved vectors for multiplier (5.14) are computed as
Ct =
1
3
c1u
3 + c2u+ c3usin(
√
c5x) + c4cos(
√
c5x)u
Cx =
1
12
δ(4c2u
2
x + c1c5u
4 + 2c2c5u
2 + 4c3u
2
xsin(
√
c5x) + 4c4u
2
xcos(
√
c5x))+
4c1u
3uxx + 4c2uuxx + 4c4
√
c5usin(
√
c5x)ux − 4c3√c5ucos(√c5x)ux
+ 4c4
√
c5ucos(
√
c5x)uxx + 4c3
√
c5usin(
√
c5x)uxx
(5.15)
Subcase (d.2) If α = 13δ, β = − 13c5δ, c5 > 0, the multiplier is
Λ = c1u
2 + c2 + c3e
√
c5x + c4e
−√c5x (5.16)
The conserved vectors for multiplier (5.16) are expressed as
Ct =
1
3
c1u
3 + c2u+ c3ue
√
c5x + c4e
−√c5xu
Cx =
1
12
δ
(
4c2u
2
x − c1c5u4 − 2c2c5u2 + 4c3u2xe
√
c5x + 4c4u
2
xe
−√c5x + 4c1u3uxx+
4c2uuxx + 4c4
√
c5ue
−√c5xux − 4c3√c5ue
√
c5xux+
4c4
√
c5ue
−√c5xuxx + 4c3
√
c5ue
√
c5xuxx
)
(5.17)
Remark 1 It is verified that conservation laws of the original RH equation with α = β = 1 and δ = 3 are
same as explained in sub-case (d.1).
Remark 2 In case (a), we found only one conserved vector. Two conserved vectors are encountered in case
(b) and case (c). In both sub-cases of case (d), we get four conserved fluxes.
6 Conclusion
The work investigates the effectiveness of Lie classical method on Rosenau-Hyman equation with time depen-
dent variable coefficients. Also, generalized supplementary symmetries, which was not revealed by classical
theory, are obtained by nonclassical approach and symmetry reductions for both type of symmetries are
performed successfully. Exact solutions of RH equation for each component of optimal set, generated by
three vector fields, as well as for nonclassical symmetries are presented. The extracted solutions are discussed
graphically by taking different values of parameters and may be significant in dynamic study of RH model.
Moreover we have tried to find maximum number of conserved vectors for RH model (1.1) by multiplier
approach. The obtained conserved vectors can be used to find the solution of eq. (1.1) and will be subject
to future work.
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