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We introduce and study an XY-type model of thermal and quantum phase fluctuations in a two-
dimensional correlated lattice d-wave superconductor based on the QED3 effective theory of high
temperature superconductors. General features of and selected results obtained within this model
were reported earlier in an abbreviated format (Z. Tesˇanovic´, cond-mat/0405235). The model is
geared toward describing not only the long distance but also the intermediate lengthscale physics
of underdoped cuprates. In particular, we elucidate the dynamical origin and investigate specific
features of the charge-density-wave of Cooper pairs, which we argue is the state behind the periodic
charge density modulation discovered in recent scanning-tunneling-microscopy experiments. We
illustrate how Mott-Hubbard correlations near half-filling suppress superfluid density and favor an
incompressible state which breaks translational symmetry of the underlying atomic lattice. We show
how the formation of the Cooper pair charge-density-wave in such a strongly quantum fluctuating
superconductor can naturally be understood as an Abrikosov-Hofstadter problem in a type-II dual
superconductor, with the role of the dual magnetic field played by the electron density. The resulting
Abrikosov lattice of dual vortices translates into the periodic modulation of the Bogoliubov-deGennes
gap function and the electronic density. We numerically study the energetics of various Abrikosov-
Hofstadter dual vortex arrays and compute their detailed signatures in the single-particle local
tunneling density of states. A 4×4 checkerboard-type modulation pattern naturally arises as an
energetically favored ground state at and near the x = 1/8 doping and produces the local density
of states in good agreement with experimental observations.
PACS numbers:
I. INTRODUCTION
Several recent experiments1,2,3 support the proposal
that the pseudogap state in underdoped cuprates should
be viewed as a phase-disordered superconductor4. The
effective theory based on this viewpoint was derived in
Ref. 5: One starts with the observation6 that in a phase
fluctuating cuprate superconductor the Cooper pairing
amplitude is large and robust, resulting in a short co-
herence length ξ ∼ k−1F and small, tight cores for singly
quantized (anti)vortices. As a result, the phase fluctua-
tions are greatly enhanced, with hc/2e vortex and an-
tivortex excitations, their cores containing hardly any
electrons, quantum tunneling from place to place with
the greatest of ease, scrambling off-diagonal order in the
process – incidentally, this is the obvious interpretation
of the Nernst effect experiments2. Simultaneously, the
largely inert pairing amplitude takes on a dual respon-
sibility of suppressing multiply quantized (anti)vortices,
which require larger cores and cost more kinetic energy,
while continuously maintaining the pseudogap effect in
the single electron excitation spectrum. The theory of
Ref. 5 uses this large d-wave pairing pseudogap ∆ to
set the stage upon which the low-energy degrees of free-
dom, identified as electrons organized into Cooper pairs
and BdG nodal fermions, and fluctuating hc/2e vortex-
antivortex pairs, mutually interact via two emergent non-
compact U(1) gauge fields, vµ and aµ. v and a couple to
electronic charge and spin degrees of freedom, respec-
tively, and mediate interactions which are responsible for
the three major phases of the theory5,7: A d-wave super-
conductor, an insulating spin-density wave (SDW, which
at half-filling turns into a Mott-Hubbard-Neel antiferro-
magnet), and an intermediate “algebraic Fermi liquid”, a
non-Fermi liquid phase characterized by critical, power-
law correlations of nodal fermions.
In the context of the above physical picture, the re-
cent discovery in scanning tunneling microscopy (STM)
experiments8,9,10 of the “electron crystal”, manifested
by a periodic modulation of the local density of
states (DOS), and the subsequent insightful theoretical
analysis11 of this modulation in terms of the pair density-
wave, comes not entirely unexpected. Such modulation
originates from the charge Berry phase term involving
v0
5,12, the time-like component of vµ, and the long-
distance physics behind it bears some resemblance to
that of the elementary bosons, like 4He (Ref. 13). As the
quantum phase fluctuations become very strong, they oc-
casion a suppression of the compressibility of the underly-
ing electron system, via the phase-particle number uncer-
tainty relation ∆ϕ∆N >∼ 1, whose effective theory mani-
festation is precisely the above charge Berry phase. Once
the off-diagonal order disappears, the system inevitably
turns incompressible and the diagonal positional order
sets in, leading to a Mott insulating state. The resulting
charge-density-wave of Cooper pairs (CPCDW)12 causes
a periodic modulation of the electron density and the size
2of the pseudogap ∆ and induces a similarly modulated
local tunneling DOS. In this context, the observed “elec-
tron crystal” state9 should be identified as a CPCDW.
While the above CPCDW scenario is almost certainly
qualitatively correct, the ultimate test of the theory is
whether it can explain and predict some of the specific
details of the modulation patterns as they are actually
observed in cuprates. This brings us to the main theme
of this paper. Typically, when constructing an effective
low energy theory of a condensed matter system, we are
solely concerned with the long distance, low energy be-
havior. In the present case, however, this will not suffice.
The modulation in question is associated with length and
energy scales which are intermediate, between the short
distance scale physics of a single lattice spacing and the
ultimate long distance behavior. Our aim should thus be
to construct a description which will be valid not only
over very long lengthscales but also on the scale of sev-
eral lattice spacings, which are the periodicities observed
in experiments8,9,10. Furthermore, we ideally should be
aiming for a “bosonized” version of the theory, within
which a mean-field type approximation for the CPCDW
state could be gainfully formulated. A natural question
that needs to be answered first is what should be the
objects that play the role of these bosons?
One choice is to designate real-space pairs of elec-
trons (or holes) as such “elementary” bosons and to en-
dow them with some “manageable”, i.e. pairwise and
short-ranged, effective interactions. Such a model indeed
generically leads to a phase diagram with compressible
superfluid and incompressible Wigner crystal states just
as our long-distance argument has suggested. This pic-
ture of real-space pairs arises within the SO(5)-based
theory14,15, where the low energy sector of the theory
assumes the form of hard-core plaquette bosons with
nearest and next-nearest neighbor interactions. When
one is dealing with extremely strongly bound real space
s-wave or d-wave pairs this is undoubtedly the natural
choice. In our view, however, in cuprates one is faced not
with the real-space pairs but with the momentum space
Cooper pairs. Apparently, one encounters here an echo
of the great historical debate on Blatt-Schafroth versus
BCS pairs – while certain long distance features are the
same in both limits, many crucial properties are quite
different16. To be sure, the Cooper pairs in cuprates
are not far from the real-space boundary; the coupling is
strong, the BCS coherence length is short, and the fluctu-
ations are greatly enhanced. Still, there is a simple litmus
test that places cuprates squarely on the BCS side: they
are d-wave superconductors with nodal fermions.
This being the case, constructing a theory with Cooper
pairs as “elementary” bosons turns into a daunting enter-
prise. Cooper pairs in nodal d-wave superconductors are
highly non-local objects in the real space, and the effec-
tive theory in terms of their center-of-mass coordinates
will reflect this non-locality in an essential way, with com-
plicated intrinsically multi-body, extended-range interac-
tions. The basic idea behind the QED3 theory
5 is that
in these circumstances the role of “elementary” bosons
should be accorded to vortices instead of Cooper pairs.
Vortices in cuprates, with their small cores, are simple
real space objects and the effective theory of quantum
fluctuating vortex-antivortex pairs can be written in the
form that is local and far simpler to analyze. In this
dual language the formation of the CDW of Cooper pairs
translates – via the charge Berry phase discussed above
– to the familiar Abrikosov-Hofstadter problem in a dual
superconductor12,17. The solution of this problem inti-
mately reflects the non-local character of Cooper pairs
and their interactions, and the specific CPCDW modu-
lation patterns that arise in such theory are generally dif-
ferent from those of a real-space pair density wave. These
two limits, the Cooper versus the real-space pairs, corre-
spond to two different regimes of a dual superconductor,
reminiscent of the strongly type-II versus strongly type-I
regimes in ordinary superconductors. This difference is
fundamental and, while both descriptions are legitimate,
only one has a chance of being relevant for cuprates.
A well-informed reader will immediately protest that
the key tenet of the QED3 theory is that we cannot write
down a useful “bosonized” version of the theory at all –
the nodal BdG fermions in a fluctuating d-wave super-
conductor must be kept as an integral part of the quan-
tum dynamics in underdoped cuprates. This, while true,
mostly reflects the central role of nodal fermions in the
spin channel. In contrast, the formation of CPCDW is
predominantly a charge sector affair and there, provided
the theory is reexpressed in terms of vortex-antivortex
fluctuations – i.e. properly “dualized” – the effect of
nodal fermions is less singular and definitely treatable.
This gives one hope that a suitably “bosonized” dual
version of the charge sector might be devised which will
provide us with a faithful representation of underdoped
cuprates. This is the main task we undertake in this
paper.
To this end, following a brief review of the QED3 the-
ory in Section II, we propose in Section III a simple but
realistic XY-type model of a thermally phase-fluctuating
d-wave superconductor. Starting from this model we de-
rive its effective Coulomb gas representation in terms of
vortex-antivortex pairs. This representation is employed
in Section IV to construct an effective action for quan-
tum fluctuations of vortex-antivortex pairs and derive its
field theory representation in terms of a dual type-II su-
perconductor, incorporating the effect of nodal fermions.
In Section V, we discuss some general features of this
dual type-II superconductor and relate our results to the
recent STM experiments8,9,10. This section is written in
the style that seeks to elucidate basic concepts at the
expense of overbearing mathematics; we hope the pre-
sentation can be followed by a general reader. After
this we plunge in Section VI into a detailed study of
the dual Abrikosov-Hofstadter-like problem which arises
in the mean-field approximation applied to a dual super-
conductor and which regulates various properties of the
CPCDW state. This particular variant of the Abrikosov-
3Hofstadter problem arises from the said charge Berry
phase effect: In the dual representation quantum bosons
representing fluctuating vortex-antivortex pairs experi-
ence an overall dual magnetic field, generated by Cooper
pairs, whose flux per plaquette of the (dual) CuO2 lattice
is set by doping: f = p/q = (1 − x)/2. Finally, a brief
summary of our results and conclusions are presented in
Section VII.
II. BRIEF REVIEW OF THE QED3 THEORY
The purpose of this section is mainly pedagogical: Be-
fore we move on to our main topic, we provide some
background on the QED3 effective theory of the pairing
pseudogap in underdoped cuprates. This will serve to
motivate our interest in constructing an XY-type model
of fluctuating d-wave superconductors and to make a ca-
sual reader aware of the connection between the theo-
retical notions discussed in the rest of this paper and
the actual physics of real electrons in CuO2 planes. The
readers well versed in the art of construction of effective
field theories or those already familiar with the approach
of Ref. 5 can safely jump directly to Section III.
The effective theory5 of a strongly fluctuating dx2−y2 -
wave superconductor represents the interactions of
fermions with hc/2e vortex-antivortex excitations in
terms of two non-compact emergent gauge fields, vµ and
aiµ. The Lagrangian L = Lf + L0 is
Ψ¯[D0 + iv0 − ieA0 + (D+ iv − ieA)
2
2m
− µ]Ψ
− i∆ΨTσ2ηˆΨ+ c.c.+ L0[v, a] , (1)
where Ψ¯ = (ψ¯↑, ψ¯↓), σi’s are the Pauli matrices, ∆ is the
amplitude of the dx2−y2 pairing pseudogap, Aµ is the ex-
ternal electromagnetic gauge field, Dµ = ∂µ+ i2a
i
µ(σi/2)
is SU(2) covariant derivative and ηˆ ≡ D2x−D2y. L0[v, a] is
generated by the Jacobian of the Franz-Tesˇanovic´ (FT)
singular gauge transformation:
exp
(− ∫ β
0
dτ
∫
d2rL0[vµ, aiµ]
)
=
∫
dΩnˆ
∑
A,B
∫
Dϕ(r, τ)
× 2−Nlδ[(w/π)− (nA + nB)]δ[(F˜ i/π)−GiA,B] , (2)
where 2πnA,B = ∂ × ∂ϕA,B, w = ∂ × v, F˜ iλ = 12ǫλµνF iµν ,
F iµν = ∂µa
i
ν−∂νaiµ+2ǫijkajµakν , GiA,B = Ω(nˆ)ijmj , mj =
(0, 0, (nA−nB)), Ω(nˆ) rotates the spin quantization axis
from zˆ to nˆ, and
∫
dΩnˆ is the integral over such rotations.
Its menacing appearance notwithstanding, the physics
behind (1) is actually quite clear. In Lf , which is just
the effective d-wave pairing Lagrangian, the original elec-
trons cσ(x), with the spin quantized along an arbitrary
direction nˆ, have been turned into topological fermions
Ψ¯ = (ψ¯↑, ψ¯↓) through the application of the FT trans-
formation: (c¯↑, c¯↓) → (exp(iϕA)ψ¯↑, exp(iϕB)ψ¯↓), where
exp(iϕA(x) + iϕB(x)) equals exp(iϕ(x)), the center-of-
mass fluctuating superconducting phase (see Ref. 5 for
details). The main purpose of this transformation is
to strip the awkward phase factor exp(iϕ(x)) from the
center-of-mass gap function, leaving behind a d-wave
pseudogap amplitude ∆ and two gauge fields, v and
ai, which mimic the effects of phase fluctuations. The
Jacobian given by L0[v, ai] (2) insures that the fluc-
tuations in continuous fields v and ai faithfully repre-
sent configurations of discrete (anti)vortices. Note that
topological fermions do not carry a definite charge and
are neutral on the average – they do, however, carry
a definite spin S = 12 , reflecting the fact that the spin
SU(2) symmetry remains intact in a spin-singlet super-
conductor. As a consequence, the spin density operator
Sz = c¯↑c↑ − c¯↓c↓ = ψ¯↑ψ↑ − ψ¯↓ψ↓ is an invariant of the
FT transformation.
The two gauge fields, v and ai, are the main dynami-
cal agents of the theory. They describe the interactions
of fermionic BdG quasiparticles with vortex-antivortex
pair excitations in the fluctuating superconducting phase
ϕ(x). A U(1) gauge field vµ is the quantum fluctuating
superflow and enters the non-conserved charge channel.
In the presence of the external electromagnetic field Aµ,
one has vµ → vµ − eAµ everywhere in Lf (1) (but not in
L0), to maintain the local gauge symmetry of Maxwell
electrodynamics. The Jacobian L0 (2) is the exception
since it is a purely mathematical object, generated by
the change of variables from discrete (anti)vortex coordi-
nates to continuous fields v (and ai). vµ appearing in L0
contains only the vortex part of the superflow and is in-
trinsically gauge invariant. This point is of much impor-
tance since it is the state of the fluctuating (anti)vortices,
manifested through L0[v, ai], which determines the state
of our system as a whole, as we will see momentarily.
By comparison to v, an SU(2) gauge field aiµ is of
a more intricate origin. It encodes topological frustra-
tion experienced by BdG quasiparticles as they encir-
cle hc/2e vortices; the frustration arises from the ±1
phase factors picked up by fermions moving through the
spacetime filled with fluctuating vortex-antivortex pairs.
These phase factors, unlike those produced by superflow
and emulated by v, are insensitive to vorticity and de-
pend only on the spacetime configuration of vortex loops,
not on their internal orientation: if we picture a fixed
set of closed loops in 2+1-dimensional spacetime we can
change the orientation of any of the loops any which way
without affecting the topological phase factors, although
the ones associated with superflow will change dramat-
ically. This crucial symmetry of the original problem
dictates the manner in which ai couples to fermions in
the above effective theory5. Its topological origin is be-
trayed by its coupling to a conserved quantum number
– in spin-singlet superconductors this is a quasiparticle
spin – and the absence of direct coupling to the non-
conserved charge channel. By strict rules of the effec-
tive theory, such minimal coupling to BdG quasiparticles
is what endows aiµ with its ultimate punch at the low-
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FIG. 1: The phase diagram of cuprates following from the
QED3 theory. Under the TNernst dome, the Nernst effect
experiments2 indicate strong vortex-antivortex fluctuations;
this is where the conditions for the applicability of the the-
ory are met. As the doping is reduced, the superconducting
ground state is followed by an “algebraic” Fermi liquid, a non-
Fermi liquid state described by the symmetric phase of QED3
and characterized by critical, power-law correlations23 . At yet
lower doping, the BdG chiral symmetry is broken, resulting in
an incommensurate antiferromagnet (SDW), which eventually
morphs into the Neel antiferromagnet at half-filling. Depend-
ing on material parameters (anisotropy, strength of residual
interactions, degree of interlayer coupling, etc.) of a particu-
lar HTS system, the transition between a superconductor and
a SDW could be a direct one, without the intervening chiral
symmetric ground state. The way CPCDW, the main subject
of this paper, fits into this phase diagram is detailed later in
the text.
est energies. While in this limit vµ – which couples to
fermions in the non-minimal, non-gauge invariant way
– turns massive and ultimately irrelevant, aiµ ends up
generating the interacting infrared (IR) critical point of
QED3 theory which regulates the low energy fermiology
of the pseudogap state.
L (1) manifestly displays the U(1) charge and SU(2)
spin global symmetries, and is useful for general consid-
erations. To perform explicit calculations in the above
theory one must face up to a bit of algebra that goes
into computing L0[v, ai]. The main technical obstacle
is provided by two constraints: i) the sources of aiµ
should be an SU(2) gauge equivalent of half-flux Dirac
strings, and ii) these sources are permanently confined
to the sources of vµ, which themselves are also half-flux
Dirac strings. The confined objects formed by these two
half-string species are nothing but the physical fluctuat-
ing hc/2e vortex excitations. These constraints are the
main source of technical hurdles encountered in trying
to reduce (1) to a more manageable form – nevertheless,
it is imperative they be carefully enforced lest we lose
the essential physics of the original problem. The con-
straints can be solved by introducing two dual complex
fields Φ(x) = |Φ|eiφ and Φs(x) = |Φs|eiφs to provide
coherent functional integral representation of the half-
strings corresponding to vµ and a
i
µ, respectively. In this
dual language the half-strings are simply the worldlines
of dual bosons Φ and Φs propagating through (2 + 1)-
dimensional spacetime. It is important to stress that
this is just a mathematical tool used to properly cou-
ple vortex-antivortex pair fluctuations to the electronic
degrees of freedom – readers less intimate with the tech-
nology of dualization will find it explained in detail in
the Appendix. The confinement of the two species of
half-strings into hc/2e (anti)vortices is accomplished by
demanding |Φ(x)| = |Φs(x)|. This finally results in L0
expressed as
exp
(− ∫ β
0
dτ
∫
d2rL0[vµ, aiµ]
)→ ∫ dΩnˆ
∫
D[Φ, φs, Ad, κi]
× C−1[|Φ|] exp{
∫
d3x(i2Ad · w + i2κi · F˜ i − Ld)} ,
(3)
where Ld[Φ, Ad, κi] is a dual Lagrangian given by
m2d|Φ|2 + |(∂µ − i2πAdµ)Φ|2 +
g
2
|Φ|4
+ |Φ|2(∂µφs − 2πΩi3κiµ)2 , (4)
and C[|Φ|] is a normalization factor determined by
∫
dΩnˆD[ai, φs, κi] exp{i2κi·F˜ i+|Φ|2(∂µφs−2πΩi3κiµ)2} .
(5)
Here Ad and κ
i are the charge and spin dual gauge fields,
respectively, having been introduced to enforce the two
δ-functions in (2). Relative to our notation here, in Ref.
12 both gauge fields are rescaled as Ad(κ
i)→ 2πAd(κi).
Notice that Ad and κ
i couple to v and ai as exp
(
i2Ad ·
w+i2κi ·F˜ i) = exp(i2Ad ·(∂×v)+iκiλǫλµν(∂µaiν−∂νaiµ+
2ǫijkajµa
k
ν)
)
(3).
At this point, one should take note of the following
convenient property of L (1,3), one that will prove handy
repeatedly as we go along: Ad and κ
i provide – via the
above coupling to v and ai – the only link of commu-
nication between the fermionic matter Lagrangian Lf
and the vortex-antivortex state Jacobian L0. This way
of formulating the theory is more than a mere math-
ematical nicety: It is particularly well-suited for the
strongly fluctuating superconductor which nonetheless
does not belong to the extreme strongly bound limit of
real-space pairs, when they can be viewed as “elemen-
tary” bosons. Such extreme limit of “preformed” pairs
or pair “molecules” is frequently invoked, inappropriately
in our view, to describe the cuprates. Were the cuprates
in this extreme limit, there would be no gapless nodal
quasiparticle excitations, the situation manifestly at odds
5with the available experimental information19. In addi-
tion, such demise of nodal fermions would rob the effec-
tive low-energy theory of any spin degrees of freedom, a
most undesirable theoretical feature in the context of all
we know about the cuprates.
In a superconductor, the vortex-antivortex pairs are
bound and the dual bosons representing vortex loop
worldlines are in the “normal” (i.e., non-superfluid state):
〈Φ〉 = 〈Φs〉 = 0 (see the Appendix). Consequently, both
dual gauge fields are Ad and κ
i are massless; this is as
it should be in the dual normal state. This implies that
upon integration over Ad and κ
i both vµ and a
i
µ will
be massive: L0 → M20 v20 + M2⊥v2 + (v → a), where
M20 ∝ M2⊥ ∼ ξd, the dual correlation length. As ad-
vertised above, the massive character of v immediately
makes the system a physical superconductor: If we in-
troduce a static external source vector potential Aex(q),
the response to this perturbation is determined by the
fermionic “mean-field” stiffness originating from Lf and
the “intrinsic” stiffness set by L0, whichever is smaller.
In a strongly fluctuating superconductor this in practice
means L0. The mass M2⊥(x, T ) of the Doppler gauge
field v in L0 is effectively the helicity modulus of such
a superconductor and determines its superfluid density
ρs, reduced far bellow what would follow from Lf alone.
In a similar vein, the mass M20 (x, T ) of v0 sets the com-
pressibility of the system χc, again far smaller than the
value for the non-interacting system of electrons at the
same density:
ρs ∼ lim
q→0
δ2E0
δAex(q)δAex(−q) =
Πjjf (q)M
2
⊥
Πjjf (q) +M
2
⊥
∼M2⊥
χc ∼ lim
q→0
δ2E0
δAex0 (q)δA
ex
0 (−q)
=
Πρρf (q)M
2
0
Πρρf (q) +M
2
0
∼M20
,
(6)
where E0 is the ground state energy and Π
jj
f (q;x, T ) and
Πρρf (q;x, T ) are the current-current and density-density
responses of the fermionic Lagrangian Lf , respectively.
Evidently, the “intrinsic” stiffness of v as it appears
in L0 encodes at the level of the effective theory the
strong Mott-Hubbard short-range correlations which are
the root cause of reduced compressibility and superfluid
density and enhanced phase fluctuations in underdoped
cuprates. This is entirely consistent with the spirit of the
effective theory and should be contrasted with the ap-
plication of a Gutzwiller-type projector to a mean-field
BCS state, to which it is clearly superior: In the latter
approach one is suppressing on-site double occupancy by
a local projector mimicking correlations that are already
included at the level of the renormalized “mean-field”
fermionic Lagrangian Lf in (1), i.e. they are built-in
into Πjjf and Π
ρρ
f (6). In this approach the superconduc-
tivity is always present at T = 0 as long as the dop-
ing is finite, albeit with a reduced superfluid density.
In contrast, within the effective theory (1), the micro-
scopic Mott-Hubbard correlations are additionally echoed
by the appearance of well-defined vortex-antivortex exci-
tations, whose core size is kept small by a large pairing
pseudogap ∆. Such vortex-antivortex excitations further
suppress superfluid density from its renormalized “mean-
field” value and ultimately destroy the off-diagonal long
range order (ODLRO) altogether – even at T = 0 and
finite doping – all the while remaining sharply defined
with no perceptible reduction in ∆.
As the vortex-antivortex pairs unbind, the supercon-
ductivity is replaced by the dual superfluid order: 〈Φ〉 6=
0, 〈Φs〉 6= 0, and vµ and aiµ turn massless: L0 →
c0ξ(∇v0)2+cξ(∇×v)2+(v → a), where ξ(x, T → 0) is the
superconducting correlation length, c0 and c are numeri-
cal constants, and we have used radiation gauge∇·v = 0.
Physically, the massless character of vµ and a
i
µ describes
the admixing of free quantum vortex-antivortex excita-
tions into the ground state of the system which started as
a d-wave superconductor. Now, it is clear from Eq. (6)
that the response to Aex(q) is entirely determined by L0.
The massless character of v in L0 implies the vanishing of
the helicity modulus and superfluid density, despite the
fact that the contribution from Lf to both remains finite
and hardly changes through the transition. Similarly, the
response to Aex0 (q) vanishes as well, since v0 is now mass-
less. Thus, the system simultaneously loses superfluidity
(ρs → 0) and turns incompressible (χc ∼ c0ξ|q|2 → 0)
for doping smaller than some critical xc.
Note that the theory5 predicts a universal relation be-
tween the superfluid density ρs and the fluctuation dia-
magnetic susceptibility χdia in underdoped cuprates, as
T → 0. Right before the superconductivity disappears,
for x > xc, the discussion surrounding Eq. (6) implies
ρs ∼M2⊥ ∼ 1/ξd. Similarly, in the region of strong super-
conducting fluctuations for x < xc, M
2
⊥ in (6) is replaced
by cξq2 as is clear from the previous paragraph. The
prefactor cξ is nothing but the diamagnetic susceptibility
χdia ∼ cξ. Assuming that the superconducting correla-
tion length and its dual are proportional to each other,
ξ ∼ ξd, one finally obtains χdia ∼ ρ−1s . In the case where
strong phase fluctuations deviate from “relativistic” be-
havior, the dynamical critical exponent z 6= 1 needs to
be introduced and the above expressions generalized to
ρs ∼ M2⊥ ∼ 1/ξzd , χdia ∼ ξ2−z, and χdia ∼ ρ(z−2)/zs . Ex-
perimental observation of such a universal relation be-
tween ρs and χdia would provide a powerful evidence for
the dominance of quantum phase fluctuations in the pseu-
dogap state of underdoped cuprates.
In the “dual mean-field” approximation 〈Φ〉 = 〈Φs〉 =
Φ one finds:
L0 = 1
4π2|Φ|2 (∂ × v)
2 + La0 [ai] ;
e−
∫
d3xLa0 = C−1
∫
Dκi exp{
∫
d3x
(
i2κi · F˜ i +R[κi])} ,
(7)
where
∫
d3xR ≡ ln ∫ dΩnˆ exp(−4π2 ∫ d3x|Φ|2(κiµnˆi)2).
La0 [ai] appears somewhat unwieldy, chiefly through its
non-local character. The non-locality is the penalty we
6pay for staying faithful to the underlying physics: While
the topological origin of ai demands coupling to the con-
served SU(2) spin three-currents, its sources are perma-
nently confined to Dirac half-strings of the superflow
Doppler field v, which by its very definition is a non-
compact U(1) gauge field (see below). The manifestly
SU(2) invariant form (1) subjected to these constraints
is therefore even more elegant than it is useful.
The situation, however, can be remedied entirely by a
judicious choice of gauge: a1µ = a
2
µ = 0, a
3
µ = aµ. In this
“spin-axial” gauge – which amounts to selecting a fixed
(but arbitrary) spin quantization axis – the integration
over κi can be performed and La0 (7) reduces to a simple
local Maxwellian:
L0[v, a]→ 1
4π2|Φ|2 (∂ × v)
2 +
1
4π2|Φ|2 (∂ × a)
2 , (8)
where Φ is the dual order parameter of the pseudogap
state, i.e. the condensate of loops formed by vortex-
antivortex creation and annihilation processes in (2+1)-
dimensional Euclidean spacetime. This is the quan-
tum version of the Kosterlitz-Thouless unbound vortex-
antivortex pairs and is discussed in detail in the Ap-
pendix. The effective Lagrangian L = Lf + L0[v, a] of
the quantum fluctuating d-wave superconductor finally
takes the form:
Ψ¯[D0 + iv0 − ieA0 + (D+ iv − ieA)
2
2m
− µ]Ψ
− i∆ΨTσ2ηˆΨ+ c.c.+ L0[v, a] , (9)
where Dµ → ∂µ + iaµσ3, other quantities remain as de-
fined below Eq. (1), and L0[v, a] of the pseudogap state
is given by Eq. (8). More generally, the full spin-axial
gauge expression for L0[v, a] in (9), valid both in the
pseudogap (〈Φ〉 6= 0) and superconducting (〈Φ〉 = 0)
states, is:
exp
(− ∫ β
0
dτ
∫
d2rL0[vµ, aµ]
)→ ∫ D[Φ, φs, Ad, κ]
× C−1[|Φ|] exp{
∫
d3x(i2Ad · w + i2κ · F˜ − Ld)} ,
(10)
where dual Lagrangian Ld[Φ, Ad, κ] is
m2d|Φ|2 + |(∂µ − i2πAdµ)Φ|2 +
g
2
|Φ|4
+ |Φ|2(∂µφs − 2πκµ)2 , (11)
and normalization factor C[|Φ|] equals∫
D[a, φs, κ] exp{i2κ · F˜ + |Φ|2(∂µφs − 2πκµ)2} . (12)
Again, Ad and κ are the charge and spin dual gauge fields,
respectively, which, in the spin-axial gauge, couple to v
and a as exp
(
i2Ad · w + i2κ · F˜
)
= exp
(
i2Ad · (∂ × v) +
iκλǫλµν(∂µaν − ∂νaµ)
)
(10).
The above is just the standard form of the QED3 the-
ory discussed earlier5. It resurfaces here as a particular
gauge edition of a more symmetric, but also far more
cumbersome description – fortunately, in contrast to its
high symmetry parent, the Lagrangian (9) itself is emi-
nently treatable20.
A committed reader should note that the ultimate non-
compact U(1) gauge theory form of L (9) arises as a natu-
ral consequence of the constraints described above. Once
the sources of v and a are confined into physical hc/2e
vortices, the non-compact U(1) character is the shared
fate for both. While we do have the choice of selecting the
singular gauge in which to represent the Berry gauge field
a, there is no similar choice for v, which must be a non-
compact U(1) gauge field. It is then only natural to use
the FT gauge and represent a as a non-compact U(1) field
as well, in order to straightforwardly enforce the confine-
ment of their respective sources21. The non-compactness
in this context reflects nothing but an elementary prop-
erty of a phase-fluctuating superconductor: The conser-
vation of a topological vortex charge ∂ ·n = 0 = ∂ ·nA,B22.
We end this section with the following remarks: In ex-
plicit calculations with (9) or its lattice equivalent, it is
often useful to separate the low energy nodal BdG quasi-
particle excitations from the rest of the electronic degrees
of freedom by linearizing Lf near the nodes. The nodal
fermions ψσ,α, where α = 1, 1¯, 2 and 2¯ is a node in-
dex, can then be arranged into N four-component BdG-
Dirac spinors following the conventions of Ref. 5, where
N = 2 for a single CuO2 layer. These massless Dirac-like
objects carry no overall charge and are at zero chem-
ical potential – reflecting the fact that pairing in the
particle-particle channel always pins the d-wave nodes
to the true chemical potential – and can be thought of
as the particle-hole excitations of the BCS “vacuum”.
They, however, can be polarized and their polarization
will renormalize the fluctuations of the Doppler gauge
field v, the point which will be emphasized later. Fur-
thermore, the nodal fermions carry spin S = 12 and in-
teract strongly with the Berry gauge field a to which they
are minimally coupled. In contrast, the rest of the elec-
tronic degrees of freedom, which we label “anti-nodal”
fermions, ψσ,〈αβ〉, where 〈αβ〉 = 〈12〉, 〈21¯〉, 〈1¯2¯〉, and
〈2¯1〉, are combined into spin-singlet Cooper pairs and do
not contribute significantly to the spin channel. On the
other hand, these anti-nodal fermions have finite density
and carry the overall electric charge. Their coupling to v
is the dynamical driving force behind the formation of the
CPCDW. Meanwhile, the nodal fermions are not affected
by the CPCDW at the leading order – their low energy
effective theory is still the symmetric QED3 even though
the translational symmetry is broken by the CPCDW12.
The presence of these massless Dirac-like excitations
in Lf is at the heart of the QED3 theory of cuprates5.
QED3 theory is an effective low energy description of a
fluctuating dx2−y2-wave superconductor, gradually los-
ing phase coherence by progressive admixing of quantum
vortex-antivortex fluctuations into its ground state. All
7the while, even as the ODLRO is lost, the amplitude of
the BdG gap function remains finite and largely undis-
turbed as the doping is reduced toward half-filling as de-
picted in Fig. 1. How is this possible? A nodal dx2−y2 -
wave superconductor – in contrast to its fully gapped
cousin or a conventional s-wave superconductor – pos-
sesses two fundamental symmetries in its ground state;
the familiar one is just the presence of the ODLRO,
shared by all superconductors. In addition, there is a
more subtle symmetry of its low energy fermionic spec-
trum which is exclusively tied to the presence of nodes.
This symmetry is emergent, in the sense that it is not a
symmetry of the full microscopic Hamiltonian but only
of its low energy nodal sector, and is little more than the
freedom intrinsic to arranging two-component nodal BdG
spinors into four-component massless Dirac fermions5 –
by analogy to the field theory we call this symmetry chi-
ral. The QED3 theory first formulates and then answers
in precise mathematical terms the following question:
can a nodal dx2−y2 -wave superconductor lose ODLRO
but nonetheless retain the BdG chiral symmetry of its low
energy fermionic spectrum5? In conventional BCS theory
the answer is a straightforward “no”: as the gap goes to
zero all vestiges of the superconducting state are erased
and one recovers a Fermi liquid normal state. However,
in a strongly quantum fluctuating superconductor con-
sidered here, which loses ODLRO via vortex-antivortex
unbinding, the answer is a remarkable “yes”. The chirally
symmetric, IR critical phase of QED3 is the explicit re-
alization of this new, non-Fermi liquid state of quantum
matter, with the phase order of a dx2−y2 -wave supercon-
ductor gone but the chiral symmetry of fermionic exci-
tations left in its wake. While these excitations are in-
coherent, being strongly scattered by the massless Berry
gauge field, the BdG chiral symmetry of the low energy
sector remains intact23. Importantly, as interactions get
too strong – the case in point being the cuprates at very
low dopings – the BdG chiral symmetry will be eventually
spontaneously broken, leading to antiferromagnetism and
possibly other fully gapped states5,7. Nonetheless, the
BdG chiral symmetry breaking is not fundamentally tied
to the loss of ODLRO: different HTS materials are likely
to have different T = 0 phase diagrams with larger or
smaller portions of a stable critical “normal” state – de-
scribed by the symmetric QED3 – sandwiched between a
superconductor and an antiferromagnet (SDW) (Fig. 1).
In all cases, provided our starting assumption of the pre-
dominantly pairing nature of the pseudogap is correct,
the symmetric QED3 emerges as the underlying effective
theory of underdoped cuprates, echoing the role played
by Landau Fermi liquid theory in conventional metals.
III. THERMAL (“CLASSICAL”) PHASE
FLUCTUATIONS
Our first goal is to introduce an XY model type repre-
sentation of thermal (or “classical”) phase fluctuations.
To this end we first observe that in cuprates, we are deal-
ing with a d-wave superconductor on a tightly bound
two-dimensional CuO2 lattice (the black lattice in Fig.
2). The simplest starting point is the lattice d-wave su-
perconductor (LdSC) model discussed in detail by Vafek
et al.18. The model describes fermions hopping between
nearest neighbor sites 〈ij〉 on a square lattice with a
renormalized matrix element t∗ and contains a nearest
neighbor spin-singlet pairing term with an effective cou-
pling constant λeff adjusted to stabilize the dx2−y2 state
with the maximum pairing gap ∆:
HLdSC = −t∗
∑
〈ij〉,σ
c†iσcjσ+
∑
〈ij〉
∆ij [c
†
i↑c
†
j↓−c†i↓c†j↑]+(c.c.)
+ (1/λeff)
∑
〈ij〉
|∆ij |2 + (· · · ) , (13)
where (· · · ) denotes various residual interaction terms.
c†iσ and ciσ are creation and annihilation operators of
some effective electron states, appropriate for energy
scales below and around ∆, which already include renor-
malizations generated by integration of higher energy
configurations, particularly those associated with strong
Mott-Hubbard correlations. This effective LdSC model is
phenomenological but can be justified within a more mi-
croscopic approach, an example being the one based on a
t−J-style effective Hamiltonian. The complex gap func-
tion is defined on the bonds of the CuO2 (black) lattice:
∆ij = Aij exp(iθij). The amplitude Aij is frozen be-
low the pseudogap energy scale ∆ and equals Aij = ±∆
along horizontal (vertical) bonds. Thus, the d-wave char-
acter of the pairing has been incorporated directly into
Aij from the start.
What remains are the fluctuations of the bond phase
θij . It is advantageous to represent these bond phase
fluctuations in terms of site fluctuations by identifying
exp(iθij) → exp(iϕk), where ϕk is a site phase variable
associated with the middle of the bond 〈ij〉. Conse-
quently, we are now dealing with the set of site phases
ϕk located at the vertices of the blue lattice in Fig. 2.
Note that the blue lattice has twice as many sites as the
original CuO2 lattice or its dual. This is an important
point and will be discussed shortly.
We can now integrate over the fermions in the LdSC
model and generate various couplings among phase fac-
tors exp(iϕk) residing on different “blue” sites. The re-
sult is the minimal site XY-type model Hamiltonian rep-
resenting a fluctuating classical lattice d-wave supercon-
ductor:
HdXY = −J
∑
nn
cos(ϕi − ϕj)− J1
∑
rnnn
cos(ϕi − ϕj)
− J2
∑
bnnn
cos(ϕi − ϕj) , (14)
where
∑
nn runs over nearest neighbors on the blue lat-
tice while
∑
rnnn and
∑
bnnn run over red and black
8FIG. 2: CuO2 lattice represented by thick black lines (ver-
tices are copper atoms and oxygens are in the middle of each
bond). The nodes of the blue lattice (thin solid lines) repre-
sent sites of our “effective” XY model (14), with the phase
factor exp(iϕi) located at each blue vertex. The dual of the
copper lattice is shown in red dashed lines. The nearest neigh-
bor coupling on the blue lattice is denoted by J (blue link)
and the two next-nearest neighbor couplings are J1 (red link)
and J2 (black link). Generically, J1 6= J2 and the translational
symmetry of the blue lattice is broken by the “checkerboard”
array of “red” and “black” plaquettes, as is evident from the
figure. This doubles up the unit cell which then coincides
with that of the original (black) CuO2 lattice, as it should be.
next-nearest neighbor bonds depicted in Fig. 2, respec-
tively. The couplings beyond next-nearest neighbors are
neglected24 in (14). Such more distant couplings are not
important for the basic physics which is of interest to
us here, and their effect can be simulated by a judicious
choice of J1 and J2 – the reader should be warned that
the situation changes when T → 0 as will be discussed in
the next section. Keeping J1 and J2, however, is essen-
tial. If only J is kept in (14), the translational symmetry
of the blue lattice would be left intact and we would find
ourselves in a situation more symmetric than warranted
by the microscopic physics of a d-wave superconductor.
In this sense J1 and J2 or, more precisely, their differ-
ence J1 − J2 6= 0, are dangerously irrelevant couplings
and should be included in any approach which aims to
describe the physics at intermediate lengthscales.
In general, near half-filling, J , J1 and J2 tend to be
all positive and mutually different. This ensures that
the ground state is indeed a d-wave superconductor (the
reader should recall that d-wave signs had already been
absorbed into Aij ’s so the ground state is an XY ferro-
magnet instead of an antiferromagnet – the antiferromag-
net would be an extended s-wave state.). The explicit
values of J , J1 and J2 can be computed in a particular
model. In this paper we treat them as adjustable param-
eters.
A. Vortex-antivortex Coulomb gas representation
of HdXY
The fact that J1 6= J2 breaks translational symmetry
of the blue lattice. This is as it should be since the blue
lattice has twice as many sites as the original CuO2 lat-
tice. This is an important point to which we will return
shortly. Now, however, let us assume for the moment that
J1 = J2. This assumption is used strictly for pedagogical
purposes. Then, the blue lattice has a full translational
symmetry and it is straightforward to derive the effec-
tive Coulomb gas representation for fluctuating vortex-
antivortex pairs. Here we follow the derivation of Ref.
25. The cosine functions in (14) are expanded to second
order and one obtains the effective continuum theory:
Hcont = 1
2
J˜
∫
d2r|∇ϕ(r)|2 + (· · · ) , (15)
where J˜ = J +J1+J2 and ϕ(r) is the continuum version
of the site phase ϕi on the blue lattice. (· · · ) denotes
higher order terms in the expansion of the cosine func-
tion. As usual, the superfluid velocity part v(r) = ∇ϕ(r)
is separated into a regular (XY spin-wave) part and a
singular (vortex) part (∇ϕ)v :
v(r) = ∇χ(r) + 2π(zˆ ×∇)
∫
d2r′n(r′)G(r, r′) , (16)
where χ is a regular free field and n(r) is the density of
topological vortex charge: n(r) =
∑
i δ(r−rvi )−
∑
j δ(r−
raj ), with r
v
i and r
a
j being the positions of vortex and an-
tivortex defects, respectively. We are limiting ourselves
to ±1 vortex charges but higher charges are easily in-
cluded. G(r, r′) is the 2D electrostatic Green’s function
which satisfies:
∇2G(r, r′) = δ(r− r′) . (17)
Far from systems boundaries, the solution of (17) is:
G(r, r′) =
1
2π
ln(|r− r′|/a) + C , (18)
where a is the UV cutoff, of the order of the (blue) lattice
spacing and C is an integration constant, to be associated
with the core energy.
This ultimately gives the vortex part of the Hamilto-
nian as:
Hv = 2π2J˜
∫
d2rd2r′d2r′′n(r′)n(r′′)∇G(r, r′)·∇G(r, r′′) ,
(19)
9After integration by parts this results in the desired
Coulomb gas representation of Hv:
−πJ˜
∫
d2rd2r′n(r)n(r′) ln(|r− r′|/a) +Ec
∫
d2rn2(r) ,
(20)
where Ec ∼ C is the core energy. Note that the integrals
in the first part of (20) include only the regions outside
vortex cores (the size of which is ∼ a2).
How is the above derivation affected if we now restore
J1 6= J2, as is the case in real cuprates? The long dis-
tance part remains the same since J1 − J2 enters only
at the O(k4) order of the gradient expansion of cosine
functions in (14), i.e. J1 − J2 6= 0 affects only the terms
denoted by (· · · ) in Hcont (15). So, the strength of the
Coulomb interaction between (anti)vortices in Hv (20) is
still given by J˜ = J + J1 + J2. The core energy changes,
however. This change can be traced back to (17) and
(18); depending on whether the vortex core is placed in
a red (i.e., containing the red cross in Fig. 2) or a black
plaquette of the blue lattice, the constant of integration
C will generally be different. This is just the reflection of
the fact that for J1 6= J2 the original translational sym-
metry of the blue lattice is broken down to the checker-
board pattern as is obvious from Fig. 2. So, Eq. (18)
must be replaced by:
G(r, r′) =
1
2π
ln(|r− r′|/a) + Cr(b) . (21)
G(r, r′) is just the electrostatic potential at point r pro-
duced by a vortex charge at r′. Since not all locations for
r′ are equivalent, there are two constants of integration
Cr 6= Cb (Cr − Cb ∼ J1 − J2), corresponding to whether
r′ is in the red or black plaquettes of the blue lattice
(Fig. 2). Retracing the steps leading to the Coulomb gas
representation we finally obtain:
Hdv = −πJ˜
∫
d2r
∫
d2r′n(r)n(r′) ln(|r− r′|/a)
+ Erc
∫
d2r n2(r) + Ebc
∫
d2r n2(r) , (22)
where E
r(b)
c are the core energies of (anti)vortices located
in red (black) plaquettes and Erc − Ebc ∼ J1 − J2. Er(b)c
are treated as adjustable parameters, chosen to best re-
produce the energetics of the original Hamiltonian (14).
The explicit lattice version of (20) follows from Ref. 26,
where a duality transformation and a Migdal-style renor-
malization procedure have been applied to the XY model:
Hdv = −πJ˜
∑
r6=r′
s(r)s(r′) ln(|r− r′|/a)
+ Erc
∑
r∈R
s2(r) + Ebc
∑
r∈B
s2(r) . (23)
In (23) s(r) = 0,±1(±2,±3, . . . ) and r are summed over
the red (R) and black (B) sites of the lattice dual to
the blue lattice in Fig. 2. Eq. (23) can be viewed as a
convenient lattice regularization of (22). It is rederived
in the Appendix with the help of Villain approximation.
We can also recast Hv in a form which interpolates be-
tween the continuum (22) and lattice (23) Coulomb gases.
For convenience, we now limit our attention to only ±1
vortex charges (vortices and antivortices) since these are
the relevant excitations in the pseudogap regime. The
underlying lattice in (23) is “smoothed out” into a pe-
riodic potential V (r) whose minima are located in the
plaquettes of the blue lattice (at vertices of the dual blue
lattice). The precise form of V (r) can be computed in
a continuum model of realistic cuprates involving local
atomic orbitals, self-consistent computations of the pseu-
dogap ∆, etc. and is not important for our purposes;
only its overall symmetry matters and the fact that it is
sufficiently “smooth”. This finally produces:
Hdv = −πJ˜
∫
d2r
∫
d2r′n(r)n(r′) ln(|r− r′|/a)
+
∫
d2r V (r)ρ(r) , (24)
where n(r) is the vortex charge density as before and
ρ(r) =
∑
i δ(r− rvi ) +
∑
j δ(r− raj ) is the vortex particle
density irrespective of vortex charge. If Erc = E
b
c , the
periodicity of V (r) coincides with that of the blue lattice
– the value at the minimum is basically Erc = E
b
c . On the
other hand, if Erc 6= Ebc as is the case in real cuprates,
V (r) has a checkerboard symmetry on the blue lattice,
with two different kinds of local extrema; the red one, at
energy set by Erc and a black one, at energy E
b
c (this is
all depicted in Fig. 2).
The most important consequence of these two different
local extrema of V (r) is that there are two special loca-
tions for the position of vortices; on the original CuO2
lattice of Fig. 2 these correspond to vortices either re-
siding in its plaquettes or at its vertices. On general
grounds, we expect one of these positions to be the abso-
lute minimum while the other assumes the role of either a
locally stable minimum or a saddle point with an unsta-
ble direction. Whether Erc < E
b
c or the other way around
and whether the higher energy is a local minimum or a
saddle point, however, can be answered with certainty
only within a model more macroscopic than the one used
here. In particular, a specific analysis of the electronic
structure of a strongly correlated vortex core is necessary
which goes far beyond the XY-type model used in this
paper. For our purposes Erc and E
b
c can be treated as
adjustable parameters and it suffices only to know that
the microscopic physics selects either the red or the black
plaquettes in Fig. 2 as the favored vortex core sites and
relegates the other to either the metastable or a weakly
unstable status.
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IV. QUANTUM PHASE FLUCTUATIONS
The previous discussion pertains to the thermal (or
classical) 2D XY model. The key difference from the
usual Coulomb gas representation for vortex-antivortex
pairs turned out to be the inequivalence of vortex core
positions on the blue lattice (Fig. 2), which served to
recover the translational symmetry of the original CuO2
lattice. This effect was represented by the blue lattice
potential V (r) in the vortex Hamiltonian (24).
To obtain the quantum version of the fluctuation prob-
lem or an effective (2+1)D XY-type model we need to in-
clude the imaginary time dependence in ϕi → ϕi(τ). In
general, this will result in vortex-antivortex pairs prop-
agating through imaginary (Euclidean) time, as vortex
cores move from one plaquette to another through a se-
quence of quantum tunneling processes. There are two
aspects of such motion: The first is the tunneling of the
vortex core. This is a “microscopic” process, in the sense
that a detailed continuum model, with self-consistently
computed core structure, is needed to describe it quan-
titatively. For the purposes of this paper, all we need to
know is that one of the final components characterizing
such a tunneling process is the “mass” M of the vortex
core as it moves through imaginary time27. This implies
a term
1
2
∫ β
0
dτ
∑
i
M
(drv(a)i
dτ
)2
(25)
in the quantum mechanical vortex action, where r
v(a)
i (τ)
is the position of the ith (anti)vortex in the CuO2 plane
at time τ . Note thatM is here just another parameter in
the theory which, like J , J1, and J2, is more microscopic
than our model27. However, the microscopic physics of
the cuprates clearly points to M being far smaller than
in conventional superconductors. Cuprates are strongly
coupled systems, with a short coherence length ξ ∼ k−1F
and the vortex core of only several lattice spacings in
size. Consequently, there are only a few electrons “inside
a core” at any given time, making (anti)vortices “light”
and highly quantum objects, with strong zero-point fluc-
tuations. Furthermore, the core excitations appear to be
gapped28 by the combination of strong coupling and local
Mott-Hubbard correlations29,30,31,32,33. This has an im-
portant implication for the second component of the core
tunneling process, the familiar Bardeen-Stephen form of
dissipation, which is such a ubiquitous and dominating
effect in conventional superconductors. In conventional
systems the core is hundreds of nanometers in diameter
and contains thousands of electrons. M is large in such
a superconductor and, as a vortex attempts to tunnel to
a different site, its motion is damped by these thousands
of effectively normal electrons, resulting in significant
Bardeen-Stephen dissipation and high viscosity. The mo-
tion of such a huge, strongly damped object is effectively
classical. Vortices in underdoped cuprates are precisely
the opposite, with small M , the Bardeen-Stephen dissi-
pation nearly absent and a very low viscosity. In this
sense, the quantum motion of a vortex core in under-
doped cuprates is closer to superfluid 4He than to other,
conventional superconductors34. We are therefore justi-
fied in assuming that it is adequately described by (25)
and ignoring small vortex core viscosity for the rest of
this paper35. The special feature of the cuprates, how-
ever, is the presence of gapless nodal quasiparticles away
from the cores which generate their own peculiar brand of
(weak) dissipation – such effect is discussed and included
later in this section.
The second aspect of the vortex propagation through
imaginary time involves the motion of the superflow ve-
locity field surrounding the vortex outside its core, i.e., in
the region of space where the magnitude of ∆ is approx-
imately uniform. This is a long range effect and, unlike
the vortex core energies, mass, or Bardeen-Stephen dissi-
pation, exhibits certain universal features, shared by all
superconductors and superfluids. For example, in super-
fluid 4He this effect would result in a Magnus force acting
on a vortex. In a superconductor, the effect arises from
the time derivative of the phase in the regions of uniform
∆. The origin of such time derivative and its physical
consequences are most easily appreciated by considering
an ordinary (fictitious) strongly fluctuating s-wave super-
conductor with a phase factor exp(iφi(τ)) at each site of
the CuO2 lattice. For reader’s benefit we discuss this
case first as a pedagogical warm-up for what lies ahead.
A. Pedagogical exercise: quantum fluctuating
s-wave superconductor
After performing the FT transformation and forgetting
the double valuedness problem (ignoring the Berry gauge
field a) since we are concentrating on the charge channel,
the quantum action will contain a purely imaginary term
(see Section II):
i
2
∫ β
0
dτ
∑
i
(ni↑(τ) + ni↓(τ))∂τφi , (26)
where niσ ≡ ψ¯iσψiσ. It is useful to split the electron
density into its average and the fluctuating parts: n =
n↑ + n↓ → n¯ + δn. The average part is unimportant
for the spin-wave phase due to the periodicity of φi(τ)
in the interval [0, β]. In the vortex part of the phase,
however, this average density acts as a magnetic flux 12 n¯
seen by (anti)vortices13. This first time derivative is just
the charge Berry phase and it couples to (half of) the
total electronic charge density. After the fermions are
integrated out, the fluctuating part of the density will
simply generate a φ˙2i term whose stiffness is set by the
fermionic compressibility.
For simplicity, we will first ignore the charge Berry
phase and set n¯ = 0 (mod 2). This results in a (2+1)D
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XY model:
LXY = 1
2
K0
∑
i
φ˙2i − J
∑
nn
cos(φi − φj) , (27)
whereK0 is effectively the fermionic charge susceptibility
(compressibility): K0 ∼ χc ∼ 〈δn2i 〉. Again, we expand
the cosine to the leading order (the same results are ob-
tained in the Villain approximation, see Appendix) and
separate the regular and singular (vortex) contributions
to ∂µφ→ ∂µχ+ (∂µϕ)v As a result, LXY is transformed
into
1
2
Kµ(∂µφ)
2 → iWµ∂µχ+iWµ(∂µφ)v+ 1
2
K−1µ W
2
µ , (28)
where Kµ = (K0,K,K) and W is a real Hubbard-
Stratonovich three-vector field. The integral over the
free field χ can be carried out, producing the constraint
∂ ·W = 0. The constraint is solved by demanding that
W = ∂ ×Ad, where Ad will soon assume the meaning of
the dual gauge field. The vortex part is now manipulated
into:
LXY → i(∂ ×Ad) · (∂φ)v + 1
2
K−1µ (∂ ×Ad)2µ
→ −2πiAd · n+ 1
2
K−1µ (∂ ×Ad)2µ , (29)
where the integration by parts and ∂× (∂φ)v = 2πn have
been used and nµ is the vorticity in the (2+1) dimen-
sional spacetime (vorticity, by its very nature, is con-
served: ∂ · n = 0). Now, we use the standard transi-
tion from Feynman path integrals to coherent functional
integrals36. A relativistic vortex boson complex field
Φ(x) is introduced, whose worldlines in (2+1) dimen-
sional spacetime coincide with fluctuating vortex loops
(see the Appendix for a more detailed account). The
first term in (29) is just the current of these relativistic
vortex particles coupled to a vector potential Ad. Fur-
thermore, vortices have some intrinsic line action
∫
dsS0,
coming from core terms (and/or lattice regularization)
which supply the (2+1) kinetic term. In the end, one
obtains a dual Lagrangian:
Ld = |(∂+i2πAd)Φ|2+m2(r)|Φ|2+g
2
|Φ|4+K
−1
µ
2
(∂×Ad)2µ,
(30)
where g > 0 is a short range repulsion describing the
penalty for vortex core overlap. The mass term will in
general be spatially modulated, reflecting the underlying
lattice potential, as in (24). A detailed derivation of the
above dual Lagrangian can be found in the Appendix.
It is useful to underscore the following relation between
the steps that led to (30) and the formalism discussed in
Section II, which is coached in the language closer to
the original electrons: Only the familiar long range Biot-
Savart (anti)vortex interactions, mediated by dual gauge
field Ad, arise from the fermionic action in Section II and
Refs. 12,38. This corresponds to large regions of space
where the pseudogap ∆ is large and approximately uni-
form. In contrast, small (anti)vortex core regions, where
∆ might exhibit significant non-uniformity, supply the
the core kinetic part (25), vortex core energy and the
short range core repulsion term (g), which are all stored
in the “Jacobian” for v and a gauge fields. This is signif-
icant since it enables us to deal rather straightforwardly
with the charge Berry phase which now must be restored.
First, notice that the self-action of Ad, which was intro-
duced in this section through a Hubbard-Stratonovich de-
coupling in Eq. (28), actually follows “microscopically”
from the integration over the fermions and the gauge field
v in Section II and12. There Ad was introduced as a field
enforcing a δ-function constraint δ[(∂×v)/π−n] but the
physics is precisely the same, the formal difference being
just the order in which we integrate the fermionic matter.
Once we restore the Berry phase term (i/2)
∫
d3xn¯(∂τφ)v
back to the action, we note that in the formalism of Sec-
tion II and12 none of the fields in the dual Lagrangian
(30) couples to it directly. Instead, it is v0 that enters the
Berry phase via the δ-function constraint ∂τφ→ v0. The
Berry phase term will then affect (30) via the coupling
of v0 to the spatial part of Ad, i.e., the dual magnetic
induction Bd = ∇×Ad.
The above observations suggest that it useful to sepa-
rate out the saddle point part of v as: v → −iv¯ + δv.
The saddle point part v¯ is determined by minimizing
the total action (the “−” sign is chosen so that v¯0 cou-
ples to the electron density as a chemical potential). Of
course, if there were no Berry phase term we would have
v¯ = 0. With the Berry phase term included v¯ = 0 but
v¯0 is now finite. Observe from Eqs. (1,2) of Ref. 12
that the saddle point equation for v¯0 simply reduces to:
1
2 n¯ = Bd = ∇×Ad (note that, relative to our notation,
dual gauge field in Ref. 12 is rescaled as Ad → 2πAd).
So, with the Berry phase included, the final form of the
dual theory still remains given by Eq. (30) but must be
appended by the constraint 12 〈n(x)〉 = 〈Bd(x)〉.
If we now apply the dual mean-field approximation to
(28) one obtains Fmf given by:
|(∇+ i2πAd)Φ|2 +m2(r)|Φ|2 + g
2
|Φ|4 + K
−1
0
2
B2d ,(31)
with the constraint taking the form Bd(r) =
1
2 〈n(r)〉.
One immediately recognizes (31) as the Abrikosov-
Hofstadter problem for a dual type-II superconductor
– we are in type-II regime37 since small compressibility
implies large dual Ginzburg parameter κd ∼ 1/
√
K0 ∼
1/
√
χc – subjected to the overall (dual) magnetic field
flux per plaquette of the dual lattice, f , given by f =
p/q = (1 − x)/2, where x is doping. Note that at half-
filling n¯ = 1 ⇒ f = 1/2. The solution that minimizes
(31) at half-filling is a checkerboard array of vortices
and antivortices in Φ, with the associated modulation
in Bd(r) =
1
2 〈n(r)〉, as discussed in Refs. 12,38. This
is nothing but the dual equivalent of a CPCDW in an
s-wave superconductor at half-filling, with a two-fold de-
generate array of alternating enhanced and suppressed
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charge densities on sites of the original lattice. An over-
whelming analytic and numerical support exists for this
state being the actual ground state of the negative U
Hubbard model39, the prototypical theoretical toy model
in this category. This gives us confidence that the mean-
filed approximation captures basic features of the prob-
lem.
B. Quantum fluctuating d-wave superconductor
The above pedagogical exercise applies to an idealized
strongly fluctuating s-wave superconductor and its asso-
ciated ordinary (2+1)D XY model. What about our d-
wave lattice superconductor (LdSC) and its effective XY-
type model (14), with the bond phases mapped into site
phases on the blue lattice? Again, we go from exp(iθij)
to exp(iϕk) as before. The cosine part of (27) is replaced
by HdXY (14) and is handled in the same way as for the
classical case. This will ultimately result in a modulated
potential V (r) of Eq. (24). In the context of the dual
theory (30) this will translate into a position-dependent
mass term m2(r)|Φ(x)|2 in the dual Lagrangian (30) ex-
cept now this mass term has the checkerboard symmetry
on the blue lattice, with m2r in the red plaquettes differ-
ent fromm2b in the black plaquettes (m
2
r−m2b ∼ Erc−Ebc).
Including the constraint on the overall dual induction Bd
seems to complete the process.
Alas, the situation is a bit more involved. First, the
time derivative part and the Berry phase are more com-
plicated. The difficulty arises since the bond supercon-
ducting phase θij of a LdSC couples in a more com-
plicated way to the site fermionic variables. However,
we can still deal with this by enlisting the help of the
FT gauge transformation which screens the long-range
part of θij by
1
2φi +
1
2φj , where φi are the phases in the
fermionic fields. After this transformation (we are again
ignoring aµ which we can put back in at the end) one
obtains i 12ni∂τφi at each site of the CuO2 lattice. This
translates into i8ni∂τφi +
i
8nj∂τφj for each bond 〈ij〉 of
the CuO2 lattice. This bond expression can be rewritten
as:
i
8
[ni + nj ]
1
2
(∂τφi + ∂τφj) +
i
8
[ni − nj ] 1
2
(∂τφi − ∂τφj)
∼= i
8
[ni + nj ]∂τθij + (· · · ) , (32)
where (· · · ) contains higher order derivatives and is typi-
cally not important in the discussion of critical phenom-
ena (but see below). In the end, following our replace-
ment of bond phases on CuO2 lattice with site phases
on the blue lattice θij → ϕk we finally obtain the Berry
phase term of our lattice d-wave superconductor:
i
8
[ni + nj ]∂τϕk → i
8
[n¯i + n¯j ]∂τϕk +
i
8
δ∆ij∂τϕk . (33)
The expression (32) seems too good to be true and it
is – the replacement θij → 12φi+ 12φj holds only far away
from vortices, when the phases change slowly between
nearby bonds (sites). In general, the bond phase of the
LdSC will not couple to the electron densities in a simple
way suggested by (32). Still, we have gained an impor-
tant insight; its coupling to the overall electron density
represented by the leading term in (33) is effectively ex-
act. This follows directly from the electrodynamic gauge
invariance which mandates that both regular and singu-
lar configurations of the phase must have the same first
time derivative in the action. For arbitrarily smoothly
varying phase, with no vortices present, the replacement
θij → 12φi + 12φj is accurate to any desired degree and
the Berry phase given by the leading term in (33) follows.
Incidentally, this result is not spoiled by the higher or-
der terms, represented by (· · · ) in (32), since they do not
contribute to the overall dual magnetic field, by virtue of
n¯i − n¯j = 0. We, however, cannot claim with the same
degree of certainty that δ∆ij is in a simple relationship
to variations in the electronic densities on sites i and j
as (32) would have it40. Instead, we should view δ∆ij
in (33) as a Hubbard-Stratonovich field used to decouple
the θ˙2ij term in the quantum action. This makes δ∆ij in-
herently a bond field whose spatial modulation translates
into variation in the pseudogap ∆ and will be naturally
related to the dual induction Bd below
41. This is dif-
ferent from our pedagogical s-wave exercise where the
modulation in Bd was directly related to the variation in
the electronic density.
The second source of complication is more intricate
and relates to the fact that, as T → 0, we must be con-
cerned about nodal fermions. In the s-wave case and the
finite temperature d-wave XY-type model (14) we know
that coupling constants J , J1, J2, and so on, are finite
or at least can be made so in simple, reasonably realistic
models. In general, we need to keep only several of the
nearby neighbor couplings to capture the basic physics.
There is a tacit assumption that such expansion is in fact
well-behaved. In the quantum d-wave case, however, the
expansion in near neighbor couplings is not possible –
at T = 0 its presumed analytic structure is obliterated
by gapless nodal fermions. Naturally, after the electrons
are integrated out we will still be left with some effective
action for the phase degrees of freedom θij(τ) but this ac-
tion will be both non-local and non-analytic in terms of
differences of phases on various bonds. The only option
appears to be to keep the gapless fermionic excitations
in the theory. This in itself of course is perfectly fine
but it does not advance our stated goal of “bosonizing”
the CPCDW problem a least bit. Note that the issue
here is not the Berry gauge field a and its coupling to
nodal fermions – even when we ignore coupling of vor-
tices to spin by setting a → 0 and concentrate solely
on the charge sector as we have done so far, the gapless
BdG quasiparticles still produce non-analytic contribu-
tions to the phase-only action. In short, what one has
here is more than a problem; it is a calamity. The im-
plication is nothing less but that there is no usable XY-
type model for the charge sector of a quantum d-wave
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superconductor, the optimistic title of the present paper
notwithstanding.
Fortunately, there is a way out of this conundrum.
While indeed we cannot write down a simple XY-like
model for the fluctuating phases it turns out that the
dual version of the theory can be modified in a relatively
straightforward way to incorporate the non-analyticity
caused by nodal fermions. To see how this is accom-
plished we go back to Section II and use our division
of electronic degrees of freedom into low-energy nodal
(ψσ,α) and “high-energy” anti-nodal fermions, tightly
bound into spin-singlet Cooper pairs (ψσ,〈αβ〉). Imagine
for a moment that we ignore nodal fermions altogether,
by, for example, setting the number of Dirac nodal flavors
N → 0 (in a single CuO2 plane N = 2). Exact integra-
tion over anti-nodal electrons cσ,〈αβ〉 leads to an XY-type
model precisely of the type discussed at the beginning
of this subsection. Since anti-nodal electrons are fully
gapped the effective Hamiltonian has the conjectured
form (14) with finite couplings J , J1 and J2, and with
higher order terms which decay sufficiently rapidly. The
explicit values of J , J1 and J2 at T = 0 might be difficult
to determine but not more so than for an s-wave super-
conductor. Furthermore, since anti-nodal fermions carry
all the charge density, the Berry phase term remains as
determined earlier and so does the timelike stiffness of
ϕi. Derivation of the dual theory proceeds as envisioned,
with all the short range effects stored in vortex core terms
and ultimately in m2(r), and with only remaining long
range interactions mediated by the dual gauge field Ad.
We now restore nodal fermions (N 6= 0); as already em-
phasized, the only coupling of nodal fermions to the dual
theory is via the gauge fields v and a. Since we are ig-
noring the spin channel we can neglect a. As far as v is
concerned, including nodal fermions leads to a non-local,
non-analytic correction to its stiffness, expressed as
vµKµvµ → vµ(Kµδµν +NQµν)vν ,
where Kµ is determined by anti-nodal electrons. Qµν(q)
is the contribution from nodal fermions, linear in q
and in general quite complicated. We give here few
simpler limits: Q00(0, ωn) = c|ωn|, Q0i = Qi0 = 0,
Qxx(q, 0) = Qyy(q, 0) = −cq>, Qxy(q, 0) = Qyx(q, 0) =
−cq<sgn(qx, qy), where q> = max(|qx|, |qy|), q< =
min(|qx|, |qy|) and c ∼ π2/16
√
243.
In the language of dual theory, this translates into a
modified self-action for the dual gauge field:
1
2
(∂ ×Ad)µK−1µ (∂ ×Ad)µ
→ 1
2
(∂ ×Ad)µ[Kµδµν +NQµν ]−1(∂ ×Ad)ν , (34)
where [Kµδµν+NQµν ]
−1 is the tensor inverse ofKµδµν+
NQµν . This action is clearly more complicated than its
Maxwellian s-wave counterpart but nevertheless decid-
edly manageable – most importantly, the part of the
dual action involving dual boson field Φ remains unaf-
fected. Note that nodal fermions induce subleading but
still long-ranged interactions between vortices, in addi-
tion to the familiar Biot-Savart interactions. These in-
teractions have square symmetry on the blue lattice, re-
flecting their nodal origin. Furthermore, when Ad is in-
tegrated over, they will produce a peculiar dissipative
term ∼ |ωn|v20 which describes the damping of collective
quantum vorticity fluctuations by gapless nodal quasipar-
ticles. The importance of this effect is secondary relative
to the mass term for v0 which is always generated by anti-
nodal fermions, basically because the density of states
N(E) for nodal fermions vanishes as E → 0. However,
given the smallness of traditional Bardeen-Stephen core
viscosity this “nodal” mechanism is an important source
of dissipation of vortex motion in underdoped cuprates.
Since our focus in the present paper is dual mean-field
theory, this dissipative term will play no direct role.
Armed with the above analysis we can finally write
down the Lagrangian of the quantum XY-type model de-
scribing a LdSC:
LdXY = i
∑
i
fiϕ˙i +
K0
2
∑
i
ϕ˙2i +HdXY + Lnodal + Lcore
= i
∑
i
fiϕ˙i +
K0
2
∑
i
ϕ˙2i − J
∑
nn
cos(ϕi − ϕj)
− J1
∑
rnnn
cos(ϕi − ϕj)− J2
∑
bnnn
cos(ϕi − ϕj)
+ Lnodal[cos(ϕi − ϕj)] + Lcore , (35)
where the sums run over sites i of the blue lattice and
the notation is the same as below Eq. (14), fi =
1
8 (n¯k + n¯j) with k, j being the end sites of bond i, the
time-like phase stiffness K0 results from the Hubbard-
Stratonovich integration over δ∆ij as detailed above, and
Lcore contains core terms coming from a small region
around the (anti)vortex where ∆ itself is significantly
suppressed, an example being (25). The explicit form
of Lnodal[cos(ϕi − ϕj)] in the XY model language is un-
known but it is a non-analytic, non-local functional of
cos(ϕi−ϕj); its effect will be incorporated once we arrive
at the dual description, following the above arguments.
Note that the short range parts of cosine functions and
time derivative in (35) will be subsumed into Lcore once
we go to continuum or Villain representations of the prob-
lem, as described elsewhere in the paper. Furthermore,
observe that at half-filling the dual flux per plaquette of
the blue lattice has an intrinsic checkerboard pattern:
f = 1/2 for black plaquettes and f = 0 for red plaque-
ttes. This is a direct consequence of ϕ(τ) being a bond
phase, residing on the blue lattice sites in Fig. 2, its Berry
phase given by Eq. (33). Thus, in the quantum problem,
the Berry phase combines with the next-nearest neighbor
bonds (for J1 6= J2) in breaking translational symmetry
of the blue lattice down to the checkerboard pattern of
Fig. 2. The average flux through the unit cell on the
blue lattice is f = 1/2 which is just as it should be since
there are two plaquettes of the blue lattice per single pla-
quette of the original black lattice and the dual flux per
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plaquette of the CuO2 lattice is f = 1/2 at half-filling.
It is now straightforward to derive a dual representa-
tion of (35) by retracing the path that led from (27) to
(30). In this fashion we obtain the dual Lagrangian of the
(2+1)D XY model appropriate for a strongly fluctuating
d-wave superconductor near half-filling44:
Ld = |(∂ + i2πAd)Φ|2 +m2(r)|Φ|2 + g
2
|Φ|4
+
1
2
(∂ ×Ad)µ[Kµδµν +NQµν ]−1(∂ ×Ad)ν + (· · · ) ,
(36)
where ∂ × Ad satisfies the constraint arising from the
charge Berry phase. The dual Lagrangian for a d-wave
superconductor (36) differs from its s-wave counterpart
(30) in the following important respects: i) the period-
icity of the mass potential is different and reflects the
checkerboard periodicity on the (dual) blue lattice set
by our vortex core potential V (r), ii) the self-action for
the dual gauge field contains non-local, non-analytic con-
tribution of nodal fermions, iii) the modulation of the
dual flux Bd relates to the variation in the pseudogap
δ∆ij (as opposed to the electronic density δni) via the
constraint δBd(r) ∼ (1/16)〈δ∆ij(r)〉, and iv) at dop-
ing x, the overall dual flux through the unit cell of the
blue lattice imposed by the Berry phase constraint is
f = p/q = (1 − x)/2, comprised of f = p/q = (1 − x)/2
at a black plaquette and f = 0 at a red one. We there-
fore expect the results for stable CPCDW states to be
different from those of a hypothetical strongly fluctuat-
ing s-wave superconductor. Also, note that K0 is now
set by K0 ∼ 〈|δ∆ij |2〉, which is still related to fermion
compressibility40 and still relatively small since the ba-
sic aspect of our approach is that amplitude fluctuations
in ∆ij are suppressed. This implies our dual supercon-
ductor remains in the type-II regime (κd ∼ 1/
√
K0 ≫ 1).
Finally, (· · · ) denotes higher order terms which have been
neglected. For those readers who find the above road to
(36) perhaps a bit too slick, we give a detailed step-by-
step derivation in the Appendix.
An important point should be noted here: The ne-
glected higher other terms (· · · ) involve higher order ki-
netic terms, additional intermediate range interactions,
short range current-current interactions and numerous
other contributions. All are irrelevant in the sense of
critical behavior. In our problem, however, we are not
interested only in the critical behavior. In particular,
we would like to determine the charge modulation of the
CPCDW on lengthscales which are not extremely long
compared to the CuO2 lattice constant. These additional
terms could be important for this purpose. Particularly
significant in this respect are the higher order corrections
to the Berry phase (32) which, while not affecting the
value of overall f , do influence the form of the effective
dual Abrikosov-Hofstadter problem that ensues.
The strategy of keeping a large number of otherwise ir-
relevant terms is not a practical one. We will therefore in-
troduce a simplification here which is actually quite nat-
ural and allows us to retain the essential realistic features
of the original model and maintain the particle-hole sym-
metry as well. Consider a situation wherem2(r) in (36) is
very strongly modulated. This is a “tight-binding” limit,
universally considered appropriate for cuprates, and we
can simply view quantum (anti)vortices as being able to
hop only between the nearby plaquettes of the blue lat-
tice, as is clearly implicit in (35). Furthermore, we as-
sume that the two extrema in m2(r) are separated by an
energy scale larger than such hopping. This is a perfectly
reasonable assumption since it illustrates an already im-
portant characteristic of our effective model, the fact that
red and black plaquettes of the blue lattice are intrinsi-
cally not equivalent (by the form of the Berry phase and
J1 6= J2). Under these circumstances we can rewrite the
dual Lagrangian in a tight-binding form:
Ld =
∑
r
|(∂τ + i2πAd0)Φr|2 +
∑
b
|(∂τ + i2πAd0)Φb|2
−
∑
〈rr′〉
trr exp(i2π
∫ r′
r
ds ·Ad)Φ∗rΦr′
−
∑
〈rb〉
trb exp(i2π
∫ b
r
ds ·Ad)Φ∗rΦb − (c.c.)
+
∑
r
(m2r |Φr|2 +
g
2
|Φr|4) +
∑
b
(m2b |Φb|2 +
g
2
|Φb|4)
+
1
2
(∂ ×Ad)µ[Kµδµν +NQµν ]−1(∂ ×Ad)ν + (· · · ) ,
(37)
where vortex boson fields Φr(b) reside on red (black)
plaquettes of the blue lattice, trr(b) is the vortex
hopping between the nearest red-red(black) neighbors,
exp(i2π
∫ r′(b)
r
ds ·Ad) are the appropriate Peierls factors,
|m2r −m2b | ≫ trb (core energies on red and black plaque-
ttes are significantly different), and ∇ × Ad in the last
term is the lattice flux of the dual magnetic field, equal
f = p/q = (1−x)/2 per unit cell of the original CuO2 lat-
tice. We have also assumed that it is the red plaquettes
that are favored by vortex cores, making it unnecessary
to include tbb explicitly. The assumption Er ≪ Eb ap-
pears naturally warranted by the overall symmetry of the
problem but, should the details of microscopic physics
intervene and reverse the situation in favor of the black
plaquettes, all one needs to do is exchange labels r ↔ b
(note that m2r < 0, m
2
b > 0 in a dual superconductor).
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The resulting tight-binding dual Hamiltonian:
Hd = −
∑
〈rr′〉
trr exp(i2π
∫ r′
r
ds ·Ad)Φ∗rΦr′
−
∑
〈rb〉
trb exp(i2π
∫ b
r
ds ·Ad)Φ∗rΦb − (c.c.) +
+
∑
r
(m2r |Φr|2 +
g
2
|Φr|4)
+
∑
b
(m2b |Φb|2 +
g
2
|Φb|4) + (· · · ) (38)
will be analyzed in two limits: for trr ≫ t2rb/|m2r −m2b |,
in which case we can simply set trb → 0, the effective
Hofstadter problem assumes the form equivalent to the
standard s-wave case defined on the sites of the red lat-
tice (Fig. 2). Importantly, however, the relation between
the modulation in Bd and δ∆ij remains different from
the s-wave case and peculiar to a d-wave, as explained
above. We will call this limit an H1 model. Similarly,
in the opposite case trr ≪ t2rb/|m2r − m2b | we can set
trr → 0 and obtain an effective Hofstadter problem with
hoppings between red and black sites only. Note that this
situation is not equivalent to the standard s-wave case:
In order to hop from one red plaquette to another a vor-
tex must go through a black site, picking up a Peierls
phase factor different from the one for a conventional
direct red-to-red hop. In considering these Peierls fac-
tors we must exercise caution since the “assisted” hops
between red plaquettes pass directly through the dual
fluxes f = p/q = (1 − x)/2 located on black sites. By
infinitesimally displacing the said flux, one is back to the
situation where all closed paths of hops are composed of
fluxes f = p/q = (1 − x)/2 through black and f = 0
through red plaquettes of the blue lattice. The resulting
Hamiltonian has an exact particle-hole symmetry around
half-filling (x → −x), as it should. We call this the H2
model. Finally, still in the limit trr ≪ t2rb/|m2r−m2b | with
trr → 0, we can “spread” the dual flux so it is uniformly
distributed throughout each blue lattice plaquette and
equal f = p/q = (1 − x)/4. In this situation, dubbed an
H3 model, the x→ −x symmetry is obeyed only approx-
imately, for small x (near half-filling), but this is all we
are interested in. We have established by explicit com-
putations that the H3 model satisfies the particle-hole
symmetry at some Hofstadter fractions f while it does
not appear to do so at others; it is for this reason that
we tend stay away from the H3 model in this paper. The
reader should note that the issue of how to deal with dual
fluxes when hopping through black plaquettes arises only
in tight-binding models H2 and H3 (but not H1!) – the
original dual Lagrangian (36) is free of such issues and has
manifest x → −x symmetry. The down side, of course,
is that such a continuum theory is far more difficult to
solve, both analytically and numerically.
The Hamiltonian (38), in its three editions H1, H2, and
(to a limited extent!) H3, defines probably the simplest
dual version of the Hofstadter problem which appropri-
ately builds in the d-wave character of the fluctuating
lattice superconductor and the essential phenomenology
of the pseudogap state in underdoped cuprates. The ex-
tra terms (· · · ) can still be used for fine-tuning (for ex-
ample, g → gr, gb, additional |Φr|2|Φb|2 repulsions, etc.)
but the important particle-hole symmetry around half-
filling is already present without them. All the detailed
numerical calculations reported in the latter pages of this
paper and described in Ref. 12 use the mean-field ver-
sion of (38) and the three models based on it, H1 (trr ≫
t2rb/|m2r−m2b |) and H2 and H3 (trr ≪ t2rb/|m2r−m2b |), as
the point of departure.
V. DUAL SUPERCONDUCTOR AND COOPER
PAIR CDW IN UNDERDOPED CUPRATES
The previous sections concentrated on the derivation
of the effective quantum XY-type model for phase fluctu-
ations in underdoped cuprates and its dual counterpart
(36) and (37). In this section we pause to take stock of
where we are with respect to the real world and to con-
sider some general features of the physical picture that
emerges from Eqs. (36,37). First, the dual supercon-
ductor (36) describes the physics of strongly fluctuating
superconductors in terms of a complex bosonic field Φ,
which creates and annihilates quantum vortex-antivortex
pairs viewed as “charged” relativistic particles (vortices)
and antiparticles (antivortices) – this is depicted in Fig.
3. The conserved “charge” is just the vorticity associated
with these topological defects, +1 for vortices and -1 for
antivortices, and the gauge field coupled to it is nothing
but Ad. Physically, Ad describes the familiar logarithmic
interactions between (anti)vortices. We stress that the
dual description is just a convenient mathematical tool:
Its main advantage is that it allows a theorist to access
a strongly quantum fluctuating regime of a superconduc-
tor, where the superfluid density ρs at T = 0 can be very
small or even vanish, while the pairing pseudogap ∆ re-
mains large. According to the theory of Ref. 5 this is
the regime that governs the properties of the pseudogap
state in underdoped cuprates. This regime is entirely
inaccessible by more conventional theoretical approaches
which use the mean-field BCS state as the starting point
around which to compute fluctuation corrections.
The dual superconductor description predicts two
basic phases of cuprates: 〈Φ〉 = 0 is just the fa-
miliar superconducting state. Quantum and thermal
vortex-antivortex pair fluctuations are present (and thus
〈|Φ|2〉 6= 0) but these pairs are always bound, result-
ing in a finite, but considerably suppressed superfluid
density. As vortex-antivortex pairs unbind at some dop-
ing x = xc, the superfluid density goes to zero and the
superconducting state is replaced by its dual counter-
part, 〈Φ〉 6= 0. The meaning of dual ODLRO is actually
quite simple: Finite 〈Φ〉means that vortex loops (loops of
vortex-antivortex pairs being created and annihilated in
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FIG. 3: Quantum fluctuations of vortex-antivortex pairs. xy-
plane is the CuO2 layer and τ -axis shows direction of imag-
inary time. Vortices (arrows pointing upwards) and antivor-
tices (arrows pointing downwards) are always created and an-
nihilated in pairs. Note that the structures arising from linked
creation-annihilation events form oriented loops carrying ±1
vorticity. These loops are just the virtual particle-antiparticle
creation and annihilation processes in the quantum vacuum of
the relativistic bosonic field Φ(x), as described in the text and
the Appendix. Φ is our dual order parameter: In a physical su-
perconductor such vorticity loops are finite and 〈Φ〉 = 0. Note
that the intersections of such finite loops with the xy-plane
at any given time τ define a set of bound vortex-antivortex
dipoles in the CuO2 layer. The superconducting order is lost
when vortex-antivortex pairs unbind and the average size of
the above vorticity loops diverges – some of the loops become
as large as the system size. This is the pseudogap state, with
〈Φ〉 6= 0. The reader should note the following amusing aside:
The above figure can easily be adapted to depict the low en-
ergy fermionic excitations of theory (1). The creation and
annihilation processes now describe spin up (arrows pointing
upwards) and spin down (arrows pointing downwards) quasi-
particle excitations from the BCS-type spin-singlet vacuum.
The loops carry a well-defined spin and can be though of as
relativistic BdG Dirac particles/antiparticles – their massless
character in a nodal d-wave superconductor implies the pres-
ence of loops of arbitrarily large size. These fermionic loops
move in the background of fluctuating vortex loops discussed
above, their mutual interactions encoded in gauge fields v and
a. This is a pictorial representation of the theory (1).
(2+1) dimensional spacetime) can now extended over the
whole sample, i.e. the worldline of a dual relativistic bo-
son can make its way from any point to infinity (see Fig.
3). The presence of such unbound vortex-antivortex ex-
citations directly implies vanishing helicity modulus and
thus the absence of the Meissner effect and ρs = 0 (see
Section II for details). The phase diagram of a dual su-
perconductor as it applies to cuprates is shown in Fig.
4.
In the dual mean-field approximation, just as in a con-
ventional one, we ignore fluctuations in Φ and minimize
the action specified by (36) with respect to a complex
function Φ(r). In a physical superconductor (x > xc)
(AF)
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FIG. 4: The schematic phase diagram of underdoped
cuprates in the theory of Refs. 5,12. T ∗ denotes the pseu-
dogap temperature (T ∗ ∼ ∆). Dual superconducting order
(finite 〈Φ〉) implies the absence of the true, physical super-
conductivity. Conversely, the absence of dual order (〈Φ〉 = 0)
corresponds to the physical superconductor. The shaded area
represents the region of coexistence between a strongly fluc-
tuating superconductor and a CPCDW state, which will gen-
erally occur in the dual theory. This region of “supersolid”
behavior is characterized by 〈Φ〉 = 0 but finite 〈|Φ|2〉, which
is modulated within the CuO2 layer according to our theory
of a dual superconductor. The precise size of a coexistence
region, however, is difficult to estimate from the mean-field
theory and a more elaborate approach, including fluctuations
in Φ and Ad, needs to be employed. Finally, the finite tem-
perature phase boundary of the CPCDW (dashed-dotted line)
should not be taken quantitatively apart from the fact that it
is located below T ∗.
Φ(r) = 0. For x < xc, the minimum action corresponds
to finite Φ(r). However, since the charge Berry phase
translates into a dual magnetic field Bd this finite Φ(r)
must contain Nd vortices, where Nd is the number of
the dual flux quanta piercing the system. Note that
this number is nothing but half of the total number of
electrons Nd = N/2, the factor of one half being due
to the fact that we are considering Cooper pairs. In a
tight binding representation (37) this implies a dual flux
f = p/q = (1 − x)/2 per each CuO2 unit cell. The pres-
ence of such vortex array in Φ(r) will be accompanied
by spatial variation in Bd(r), which translates into the
modulation of the pseudogap δ∆ij and thus into a CDW
of Cooper pairs (CPCDW). Consequently, in the vocab-
ulary of the dual mean-field approximation, the question
of formation and the structure of the CPCDW is equiv-
alent to finding the Abrikosov vortex array on a tight
binding lattice, i.e. the Abrikosov-Hofstadter problem
defined by (37,38). The formation of CPCDW results in
a modulation of the local tunneling DOS and one is led
to identify the “electron crystal” state observed in STM
experiments8,9,10 as the CPCDW.
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Our task is to determine the specific pattern in which
the vortices in Φ(r) arrange themselves to minimize the
expectation value of the dual Hamiltonian (38). Once
this is known we can determine the modulation in the
dual induction Bd and the structure of the CPCDW fol-
lows from the Bd ↔ δ∆ij correspondence. In this sec-
tion we are interested in general qualitative results and
we therefore focus on the H1 model where such results
are more transparent. The H2 and H3 models turn out
to be more opaque and have to be studied numerically
as soon as one is away from half-filling.
The solution of the Abrikosov-Hofstadter problem is
obtained as follows: one first sets g = 0 in (38) and finds
the ground state of the resulting quadratic Hofstadter
Hamiltonian Hd(g = 0) given by
−
∑
〈rr′〉
trre
2πi
∫
r′
r
ds·AdΦ∗rΦr′ −
∑
〈rb〉
trbe
2πi
∫
b
r
ds·AdΦ∗rΦb
− (c.c.) +
∑
r
m2r|Φr|2 +
∑
b
m2b |Φb|2 . (39)
At flux f = p/q the ground state is q-fold degenerate
and we denote it by Φ(q)(r). One then turns on finite
g, forms a linear combination of these degenerate states∑
q αqΦ
(q)(r), and determines variationally the set of co-
efficients {αq} which minimizes the full Hamiltonian (38).
With {αq} fixed in this fashion the only remaining degen-
eracy in the ground state consists of lattice translations
and rotations. Once the ground state Φ(0) is found, the
magnetic induction Bd follows from Maxwell equation:
δLd
δAd
=
1
K˜0
∆× δBd(r)− jΦ = 0 , (40)
where Ld is given by Eq. (37), δBd = ∆×A, and jΦ is
the current in the ground state of dual Hamiltonian (39)
with the uniform dual flux f . All quantities in (40) are
defined on the blue lattice of Fig. 2: ∆ is a lattice deriva-
tive, jΦ and Ad are link variables, and Bd = ∆×Ad is a
site variable. The detailed definitions of all these objects
are given in the next section. The non-local, non-analytic
self-energy for the dual gauge field in (37) was replaced
by an effective Maxwellian (Kµ → K˜µ) – this approx-
imation is valid for weak modulation δBd. We should
stress that this way of determining the ground state Φ(0)
and dual induction Bd(r) is valid only if K˜0 is sufficiently
small so that the dual Ginzburg parameter κd ∼ 1/
√
K˜0
is sufficiently large – in underdoped cuprates this is a
justified assumption since strong Mott-Hubbard correla-
tions strongly suppress all charge density fluctuations.
At higher modulation, i.e. for intermediate values of
κd, the nodal contribution becomes more significant and
its intrinsic square symmetry (see discussion around Eq.
(34)) will act to orient δBd relative to the blue lattice.
If this is the case, the interplay between this “nodal” ef-
fect and the one arising from the Abrikosov-Hofstadter
problem itself can lead to interesting new patterns for
the CPCDW state; a detailed study of such an interplay
is left for the future. Finally, from δBd(r) ≡ Bd(r) − f
we obtain δ∆ij which can be fed back into the electronic
structure via the expressions given in Section II.
Notice that the above method of solving the problem
corresponds to the strongly type-II regime of a dual su-
perconductor (κd ≫ 1). In this limit, the CPCDW pat-
tern is primarily given by the dual supercurrent jΦ in
the Maxwell equation (40), itself determined by the so-
lution to the Abrikosov-Hofstadter problem (39). The
modulation in δBd only reflects this pattern of vortices
in jΦ (40), and the dual magnetic energy is only a small
fraction of the Abrikosov-Hofstadter condensation en-
ergy. Imagine now that we ask the following question:
What are the interactions among vortices in Φ that have
resulted in Φ(0) being the ground state of the Abrikosov-
Hofstadter problem? This question is analogous to the
one inquiring about the interactions that have led to
the triangular lattice of vortices in the continuum ver-
sion of the problem, i.e. the interactions inherent in
the famed Abrikosov participation ratio βA. In both
cases, these are far from pairwise and short-ranged – they
are in fact intrinsically multi-body interactions, involving
two-, three-, and multiple-body terms, all of compara-
ble sizes and all long-ranged42. They can be thought
of as the interactions among the center-of-mass coordi-
nates of Cooper pairs. This should be contrasted with
the picture of real-space pairs, interacting with some sim-
ple, pairwise and short-ranged interactions. The pair
density-wave patterns in this case are determined not
by the charge Berry phase and the Abrikosov-Hofstadter
problem but by the Wigner-style crystallization. This
is precisely the opposite limit of the Maxwell equation
(40), in which it is the dual magnetic energy that deter-
mines the pattern rather than simply reflecting the one
set by the Abrikosov-Hofstadter condensation energy, en-
coded in Φ(0), and communicated by jΦ. This is clearly
seen in the Wigner crystal limit: consider an array of
real-space pairs fixed in their positions. Such particles
carry a unit dual flux and are completely invisible to
vortices. As a result jΦ = 0 and (40) turns into the min-
imization of the dual magnetic energy. In the real-space
pair limit this dual magnetic energy is nothing but the
original assumed interactions between the pair bosons:
1
2
∑
ij V (ri−rj) = 12
∫
d2rd2r′Bd(r)V (r−r′)Bd(r′), since
Bd(r) =
∑
i δ(r− ri), where {ri} are the pairs’ positions
– this is just the minimization of the potential energy in
the Wigner problem. Consequently, the two descriptions,
that of the Cooper pairs versus the real-space pairs, cor-
respond to the two opposite limits of (40, 39), the first
to the strongly type-II, the second to the strongly type-I
limit of a dual superconductor. The density-wave pat-
terns associated with these two limits are generally dif-
ferent and can be distinguished in experiments.
We now resume our discussion of the Abrikosov-
Hofstadter problem. The simplest case, for all models,
is f = 1/2 or x = 0. For the H1 model, the (anti)vortices
prefer red plaquette locations and Φr will be large com-
pared to Φb, which can be safely ignored. The resulting
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dual vortex array at half-filling is depicted in Fig. 5.
The structure is a checkerboard with vortices in Φr lo-
cated on alternating black plaquettes. There is a single
dual vortex per two unit cells of the CuO2 lattice, as
expected for f = 1/2. Such close packing of dual vor-
tices results in “empty” black plaquettes actually being
occupied by dual antivortices (manifestation of the fact
that our f = 1/2 Hofstadter problem does not break the
dual version of time reversal invariance). There is, how-
ever, no modulation in bond variables δ∆ij located on
vertices of the blue lattice due to its peculiar relation to
dual magnetic induction Bd – all blue sites are in a per-
fectly symmetric relation to the dual vortex-antivortex
checkerboard pattern on black plaquettes, as is obvious
from Fig. 5. This implies δ∆ij = 0 and the pseudogap ∆
remains uniform despite Φ(r) 6= 0. From this one would
tend to conclude that there will be no CPCDW and no
modulation in the local DOS. Still, there is a clear lat-
tice translational symmetry breaking in the dual sector
as evident from Figs. 5 and 6. Consequently, if we go
beyond the leading derivatives, for example by including
corrections to the Berry phase discussed around (26), we
expect that a weak checkerboard modulation will develop
in quantities like the electron density δni. The above is a
special feature of the fluctuating LdSC which, however, is
altered when we include the spin channel in our consider-
ation. The Berry gauge field aµ must then be restored –
its coupling to nodal fermions induces antiferromagnetic
order at half-filling and thus breaks the above symme-
try in the leading order by a commensurate spin-density
wave (SDW)7,5.
As the system is doped f decreases away form 1/2 ac-
cording to f = p/q = (1−x)/2. The ground state energy
of (38) is particularly low for dopings such that q is a
small integer, (integer)2 or a multiple of 2, reflecting the
square symmetry of the CuO2 planes. Such dopings are
thus identified as “major fractions” in the sense of the
Abrikosov-Hofstadter problem. In the window of doping
which is of interest in cuprates, these fractions are 7/16,
4/9, 3/7, 6/13, 11/24, 15/32, 13/32, 29/64, 27/64, . . . ,
corresponding to dopings x = 0.125 (1/8), 0.111 (1/9),
0.143 (1/7), 0.077 (1/13), 0.083 (1/12), 0.0625 (1/16),
0.1875 (3/16), 0.09375 (3/32), 0.15625 (5/32), etc. Other
potentially prominent fractions, like 1/4, 1/3, 2/5, or
3/8, are associated with dopings outside the underdoped
regime of strong vortex-antivortex fluctuations. In gen-
eral, we expect that particularly low energy states cor-
respond to fractions such that the pattern of dual vor-
tices in Φ can be easily accommodated by the underlying
CuO2 lattice. Furthermore, we expect that the quartic
repulsion in (38) will favor the most uniform array of dual
vortices that can be constructed from the q-dimensional
degenerate Hofstadter manifold. In the window of dop-
ings one deals with in cuprates, these conditions single
out doping x = 0.125 (f = 7/16) as a particularly promi-
nent fraction. At x = 0.125 (q = 16), the dual vortex pat-
tern and the accompanying modulation in Bd can take
advantage of a 4 × 4 elementary block which, when ori-
ented along the x(y) direction, fits neatly into plaquettes
of the dual lattice, as depicted in Fig. 5. This 4 × 4 el-
ementary block embedded into the original CuO2 lattice
and containing 7 dual vortices (f = 7/16) is clearly the
most prominent geometrical structure among all the ones
we have found in our study, both in its intrinsic simplic-
ity and its favorable commensuration with the underlying
atomic lattice. It is bound to be among the highly ener-
getically preferred states in underdoped cuprates, as it is
indeed found in the next section.
Before we turn to the details of this energetics, we in-
vestigate the signature in the electronic structure of the
above 4 × 4 elementary block. Such signature could be
detected in the STM experiments of the type performed
in Refs. 8,9,10. To this end, we compute the dual induc-
tion Bd associated with the pattern of 7 dual vortices in
Fig. 5 and from it the spatial modulation of the d-wave
pseudogap δ∆ij on each bond within the 4× 4 supercell.
With ∆ thus fixed, we evaluated the local density of BdG
fermion states of our LdSC model. The results are shown
in Figs. 7-9. Note that we do our computations in the
“supersolid” region of the phase diagram in Fig. 4. This
enables us to use the BdG formalism with only moderate
smearing in the coherence peaks coming from the gauge
fields v and a and it also allows for rather direct com-
parison with experiments. The downside is that we have
to assume that the modulation profile in Bd remains the
same as determined from our dual mean-field arguments.
Considering the high symmetry of elementary block in
Fig. 5 this appears to be a rather minor assumption.
VI. DUAL ABRIKOSOV-HOFSTADTER
PROBLEM
In this section we present the results of numerical anal-
ysis of the H1 model. Within this model the values of the
matter field Φ(r) on the black sites are suppressed by very
large m2b , and Φ(r) effectively lives on the lattice dual to
the original copper lattice, that is on the red sites in Fig.
2. Therefore, the dual fluxes reside inside the red plaque-
ttes, shown in Fig. 11. In this section we will drop the
subscript d in order to make notation more compact and
use A(r) for the vector potential corresponding to a uni-
form dual magnetic flux equal to f = p/q. Modulation
of the field, which will be determined numerically, is de-
scribed by δA(r). Within mean-field approximation, our
problem then is reduced to minimization of the following
Ginzburg-Landau lattice functional:
Hd = −t
∑
r,δ
eiAr,r+δ+iδAr,r+δΦ∗(r)Φ(r + δ)
+
∑
r
(
m2|Φ(r)|2 + g
2
|Φ(r)|4
)
+
κ2d
2
∑
r
δB2d(r) , (41)
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FIG. 5: Left panel: the circles depict the checkerboard array of vortices in Φ forming the ground state of Hamiltonian H1 at
half-filling (f = 1/2 per plaquette of the atomic lattice). The empty black plaquettes are actually occupied by dual antivortices,
brought into existence by a simple geometric constraint on the phase of Φ in such a checkerboard array. The full green circles
denote “dual vortex holes”5, i.e. the dual vortices that are missing relative to the half-filling checkerboard pattern once the
system is doped to x = 1/8 (f = 7/16). The centers of these green circles form a square which defines the 4×4 elementary block
of 7 dual vortices (black circles) per 16 sites of the CuO2 lattice discussed in text. Right panel: the most general distribution
of modulations δ∆ij consistent with the vortex pattern just described. The green “crosses” correspond to “dual vortex holes”.
In general, there are six48 phenomenological parameters δ∆ij shown in different colors. The number of inequivalent sites of the
black lattice is also six (see Fig. 7).
where m2 = m2r, δ = {±xˆ,±yˆ}, the link variables A are
defined as
Ar,r+δ =
∫ r+δ
r
dr ·A . (42)
Note that from this point on, we absorb the factors of 2π
into the definition of A for numerical convenience and
to conform with the Abrikosov dimensionless notation37.
The modulated part of the flux δBd(r) is given by the cir-
culation of the corresponding δA around each plaquette
as
δAr,r+xˆ+ δAr+xˆ,r+xˆ+yˆ+ δAr+xˆ+yˆ,r+yˆ+ δAr+yˆ,r . (43)
The minimization ofHd with respect to the link variables
δA is equivalent to the solution of the following set of
equations:
0 = 2t|Φ(r)| |Φ(r+ xˆ)| sin (Ar,r+xˆ + δAr,r+xˆ + αr+xˆ − αr)
+ κ2d(δBd(r) − δBd(r − yˆ))
0 = 2t|Φ(r)| |Φ(r+ yˆ)| sin (Ar,r+yˆ + δAr,r+yˆ + αr+yˆ − αr)
+ κ2d(δBd(r− xˆ)− δBd(r)) ,
(44)
where αr is the phase of the dual matter field Φ(r). Since
the last terms in equations (44) can be identified as x and
y components of the lattice curl, these are the lattice
analogs of the (dual) Maxwell’s equations in two dimen-
sions, providing explicit lattice realization of Eq. (40).
Before we present the results of the numerical compu-
tation, we will discuss briefly the structure of the so-
lutions that should be expected on general symmetry
grounds. In the limit of infinite κd the gauge field δA
does not fluctuate, and only Φ(r) should be varied in
minimizing Hd. To understand why the solution for a
general filling is inhomogeneous consider first a case of
g = 0. Then the functionalHd simply describes a particle
on a tight-binding lattice moving in a uniform magnetic
field f . The corresponding Hamiltonian is
HˆHofΦ(r) = −t
∑
δ=±xˆ,±yˆ
eiAr,r+δΦ(r+ δ) +m2Φ(r) .
The minimization of the functional Hd is closely re-
lated to finding the ground states of Hamiltonian HˆHof .
Note that although the dual magnetic field felt by the
particles is perfectly uniform, the gauge-fieldA(r) is not,
regardless of the gauge used. Indeed, if this were the
case the circulation of the vector potential A around the
primitive plaquette would be zero by periodicity, which
is not possible as the circulation is equal to the flux of
the magnetic field 2πp/q through the plaquette. Thus,
the Hamiltonian HHof does not commute with the usual
lattice translation operators. Instead, as noted by Peierls
long time ago, magnetic translation operators TR, gener-
ating lattice translations complemented by simultaneous
gauge transformations, must be constructed in order to
commute with HˆHof .
Unlike the ordinary translations, operators TR do not
commute. Rather, operators TR form a ray represen-
tation of the translation group. The theory for irre-
ducible ray representations of the translation group was
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FIG. 6: The same as Fig. 5 except now the role of red and black plaquettes is reversed. This corresponds to either Ebc < E
r
c or
the (anti)vortex core location at the black plaquette being a local minimum of the vortex lattice potential V (r). In the latter
case, the pictured array would be a metastable configuration of dual vortices at x = 0 and x = 1/8, ultimately unstable to the
true ground state at those dopings depicted in Fig. 5. The most general pattern of δ∆ij is shown on the right. In this case, the
“dual vortex holes” (solid green circles) correspond to the centers of δ∆ij bonds shown in green. Note that in general there are
six48 distinct parameters controlling modulations of the pairing pseudogap ∆ij . The number of non-equivalent (black) sites,
however, is three (see Fig. 8).
constructed by Brown45. Alternatively, one can use the
magnetic translation group introduced by Zak46, and use
the ordinary representations of that group to classify the
eigenstates of the Hamiltonian.
On the lattice, the classification of the states is simple
and for completeness, we demonstrate how the magnetic
eigenstates can be constructed. Consider for example the
Landau gauge Ax = 0, Ay = 2πxp/q, in which the unit
cell spans q elementary plaquettes in xˆ-direction. Then
the Peierls factors Ar,r+δ, shown in Fig. 10, are periodic
modulo 2π with enlarged q×1 unit cell. The Hamiltonian
now can be written as
HˆHofΦ(x, y) = m
2Φ(x, y)− t
(
Φ(x + 1, y) + Φ(x − 1, y)
+ Φ(x, y + 1)e2πi
p
q
x +Φ(x, y − 1)e−2πi pq x
)
.
The Hamiltonian, obviously, remains invariant under
transformations r→ r+ yˆ and r→ r+qxˆ. Consequently,
it can be diagonalized with the usual Bloch conditions
Φ(r+ qxˆ) = eiqkxΦ(r) (45)
Φ(r+ yˆ) = eikyΦ(r) , (46)
where (kx, ky) is the crystal momentum defined in a Bril-
louin zone 2πq × 2π. Using these conditions, we rewrite
the equation for the eigenstates as
m2g(x)− t
(
g(x+1)+g(x−1)+2g(x) cos(ky+2πxp/q)
)
= Eg(x) , (47)
where g(x) = Φ(x, 0). Now we have one-dimensional
equation for g(x), where x = 0, 1, 2, . . ., q− 1, that has to
be solved with Bloch condition
g(x+ q) = eiqkxg(x) .
Thus the problem of diagonalization is reduced to the di-
agonalization of q × q matrix for each k. Note, however,
that we did not exhaust all the information contained in
the magnetic translation operators, apart from transla-
tions by q lattice spacings in xˆ direction. Consider an
eigenstate described by crystal momentum k within the
Brillouin zone and characterized with wavefunction g(x).
Then function g1(x) = g(x + 1) is also an eigenstate of
the Hamiltonian HˆHof with the same energy but with mo-
mentum (kx, ky + 2πp/q). By repeating this operation,
one finds that q states with crystal momenta described
by the same kx but different ky:
ky, ky + 2πp/q, ky + 4πp/q, . . ., ky + (q − 1)2πp/q
all have the same energy. Since p and q are mutually
prime, this set coincides with
ky, ky + 2π/q, ky + 4π/q, . . ., ky + (q − 1)2π/q .
Occasionally, in the theory of magnetic translation
groups, this is expressed by using a reduced Brillouin
zone of size (2π)2/q2, then every band is said to be q-
fold degenerate. As a typical example, a dispersion for
p/q = 1/4 is shown in the right panel of Fig. 10.
In the gauge we just described, there are q degen-
erate minima described by wavefunctions Φj(x, y) that
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FIG. 7: The local density of states (LDOS) of the lattice d-wave superconductor with the modulated bond gap function ∆ij
corresponding to the 4× 4 supercell structure of Fig. 5 at doping x = 1/8. The calculations are done within the LdSC model
of phase fluctuations. Note that the fluctuations of the gauge fields v and a lead to small broadening of the peaks but produce
no significant changes, as long as one is in the superconducting state. The parameters are t∗ = 1.0, ∆ = 0.1 and the variation
in ∆ from the weakest to the strongest bond is ±25%. The portion enclosed within a rectangle is enlarged in the central panel.
The numbers correspond to the locations of Cu atoms within a 4× 4 unit supercell on the CuO2 lattice depicted on the right
panel. Note that Cu atom labeled 1 coincides with the location of the ”dual vortex hole” in Fig. 5 (full green circle) where ∆ is
the weakest, while the one labeled 6 corresponds to the Cu atom in the center of Fig. 5 which is surrounded by four strongest
∆’s. The radii of the red circles indicate the magnitude of LDOS at E = −0.27t∗ ( dashed line in the central panel). This
pattern of LDOS is very robust in our calculations and is precisely the tight-binding analogue of the checkerboard structure
observed by Hanaguri et al9 (note that on a tight-binding lattice, the Fourier transforms at wavevectors 2π/4a0 and 3×2π/4a0
are not independent since 3×2π/4a0 and −2π/4a0 are equivalent). The symmetry of modulations in ∆ij corresponding to Fig.
5 imply that there are only six non-equivalent sites within the 4× 4 unit cell. Note that modulation pattern at energies above
∆ is actually reversed compared to the pattern at energies below ∆. Finally, the nodes remain effectively intact, in accordance
with Ref. 12. Finite LDOS at zero energy is entirely due to artificial broadening used to emulate finite experimental resolution.
In the absence of such broadening, the LDOS remains zero within numerical accuracy (see Fig. 9).
are located at kx = 0 and ky = 2πmp/q, where j =
0, 1, 2, . . .(q − 1). Therefore, sufficiently close to the
transition, the minimum of the functional Hd should be
sought as a linear combination of the q degenerate states
Φj(r) and our problem is equivalent to minimizing the
Abrikosov participation ratio
min
∑
r |Φ(r)|4
(
∑
r |Φ(r)|2)2
, where Φ(r) =
q∑
j=1
CjΦj(r) .
(48)
Since kx = 0 for all Φj(r), any linear combination of func-
tions Φj(r) is periodic in x-direction: Φ(r + qxˆ) = Φ(r).
In addition, for each of the q ground states, ky is a mul-
tiple of 2π/q, and consequently Φ(r+ qyˆ) = Φ(r). From
these two properties we find that any linear combination∑
j CjΦj(r) must be periodic in the q × q unit cell.
The minimization problem can be formulated equiva-
lently in terms of coefficients Cj :
Hd = E0
∑
j
|Cj |2 +
∑
Γ
(4)
j1,j2,j3,j4
C∗j1C
∗
j2Cj3Cj4 , (49)
where E0 is the ground state energy of HˆHof following
from (47) and
Γ
(4)
j1,j2,j3,j4
=
∑
r
Φ∗j1(r)Φ
∗
j2 (r)Φj3 (r)Φj4(r) . (50)
Note that (49) itself has Ginzburg-Landau form with q
order parameters Cj . In our case, the form of the ma-
trix Γ(4) is dictated by our “microscopic” Hamiltonian
Hd and corresponds to the Abrikosov participation ra-
tio (48). One could in principle generalize the theory by
considering completely general form of Γ(4) compatible
with the overall symmetry requirements. Such procedure
is equivalent to introducing long-ranged quartic interac-
tions with general kernel K(r, r′, r′′, r′′′):∑
K(r, r′, r′′, r′′′)Φ∗(r)Φ∗(r′)Φ(r′′)Φ(r′′′) .
Equation (49) is the most direct and convenient repre-
sentation for numerical minimization of Hd in the limit
of infinite κd. However, in order to allow for intermedi-
ate values of κd and to be able to analyze the impact of
various short-ranged terms describing interaction of dual
fluxes δBd(r), we also have opted to follow a slightly dif-
ferent route: The numerical results that are presented
below are produced by direct numerical minimization of
functional (41) with respect to both the dual matter field
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FIG. 8: Left panel: The local density of states (LDOS) of the lattice d-wave superconductor with the modulated bond gap
function ∆ij corresponding to the 4× 4 supercell structure of Fig. 6 at doping x = 1/8. The parameters used are the same as
in Fig. 7. Right panel: the local density of states at energy E = −0.27t (dashed line in the central panel). The radii of the
circles are proportional to the LDOS at a given Cu atom. Note that inside the unit cell 4× 4 there are three (rather than six,
as in Fig. 7) non-equivalent sites. Even in absence of any underlying theory, this pattern of modulation appears to correspond
to CPCDW simply by visual inspection.
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FIG. 9: The local density of states (LDOS) of the lattice d-wave superconductor with the modulated bond gap function
∆ij corresponding to the 4 × 4 supercell structure of Fig. 5 at x = 1/8, computed under the assumption of perfect particle-
hole symmetry for low-energy fermionic excitations. The parameters used are the same as in Fig. 7, with the exception of the
broadening, which has been suppressed here in order to demonstrate that the nodes remain essentially unaffected by CPCDW12.
Φ and the link variables δAα by imposing periodic bound-
ary conditions on Nx × Ny blocks with varying Nx and
Ny. At least in the vicinity of the transition, the largest
unit cell one has to consider is q×q. It should be stressed
that we found identical results using both approaches
whenever direct comparison is possible (sufficiently large
κd and no additional short-ranged interactions between
the fluxes).
We perform numerical minimization of functional (41)
with respect to both the matter field Φ(r) and the link
variables δAα by imposing periodic boundary conditions
on n×m blocks with variable m and n. The number of
independent variables grows as 3mn and the largest unit
cells we were able to consider are 8 × 8. We used the
conjugate gradient minimization technique with as many
as 104 − 105 randomly chosen different starting points.
We remind the reader that since the dual matter field
variables Φ(r) in the H1 model live on the on red sites,
the dual fluxes δBd(r) reside inside the red plaquettes,
shown in Fig. 11. Note that each link of the original cop-
per lattice is shared by two red plaquettes and therefore
the enhancement of the d-wave gap function ∆ should
be interpreted as the average between the fluxes at the
neighboring dual plaquettes. Thus, at half-filling f = 12
there is no modulation in ∆ and no charge density mod-
ulation emerging from our model H1 even though there
is a checkerboard pattern in the dual flux. The checker-
board pattern remains the same for the entire range of
parameters we were able to check. However, as explained
in the previous section, since there is a definite symmetry
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∗. There
are q = 4 ground states at kx = 0 and ky = 2πj/q, where j = 0, 1, . . ., q − 1. For q = 4 the energy of the ground states is
E0 = −2
√
2t.
breaking in the dual sector by the checkerboard array of
δBd(r) higher order derivatives and other terms not in-
cluded in our dual Lagrangian are expected to generate
a weak checkerboard modulation to accompany δBd(r).
At field characterized by f = p/q = 7/16, which within
H1 model corresponds to doping x = 1/8, the structure
of the configuration is considerably more complex. When
restricted to a 4 × 4 lattice, the resulting pattern is the
square lattice of “crosses” separated by four unit cells,
shown in Fig. 12. This configuration, however, is not
the true global minimum. If a larger unit cell for mod-
ulations of the dual fluxes is allowed, the energy can be
additionally lowered by ≈ 0.5% by distorting the ideal
square pattern. The lowest energy we found corresponds
to the quasi-triangular lattice of crosses shown in the
right panel of Fig. 12. The lowest energy state that we
find has the symmetry of this quasi-triangular pattern
for all κ2d from 1.0 to 10
5.
The smallness of the energy differences, involving only
few percents of the overall Abrikosov-Hofstadter energy
scale, indicates that the state that emerges victorious can
be changed by the additional short range interactions
and derivative terms which we have routinely neglected.
Not surprisingly, therefore, the precise energetics of var-
ious low energy Abrikosov-Hofstadter states is decided
by details. We find that inclusion of terms |Φ(r)|6 and
dual density-density interactions |Φ(r)|2|Φ(r+ δ)|2 with
moderate coefficients does not change the patterns we
described. On the other hand, the inclusion of the terms
describing short-ranged interactions between the dual
fluxes produces significant effects. An example of the
typical pattern obtained by replacing the self-interaction
term ∑
r
1
2
κ2d(δBd)
2 (51)
by
∑
r
1
2
κ2d(δBd)
2+Γ0
∑
nn
δBd(i)Bd(j)+Γ1
∑
nnn
δBd(i)Bd(j)
(52)
is shown in Fig. 13. The parameters Γ0 and Γ1 in
(52) are chosen to make the distribution of the dual flux
somewhat smoother than what is demanded by (51) only.
This suffices to bring the energy of the square pattern in
Fig. 13 from just above to just below that of the quasi-
triangular pattern of Fig. 12. It is tempting to speculate
that this slight additional “smoothening” of the dual flux
represents the combined effects of nodal fermions and
Coulomb interactions present in real systems. Note that
the symmetry and the qualitative features of this pattern
coincide with our 4×4 “elementary” block conjectured to
be the likely CPCDW ground state in the previous sec-
tion (see Figs. 5 and 6). Once δBd(i) are translated into
δ∆ij the resulting pattern closely resembles the checker-
board distribution of local density of states of “electron
crystal” observed in the STM experiments, as illustrated
in Fig. 7.
Let us now consider this observed STM checkerboard
pattern in more detail, in light of our theory. Obvi-
ously, our analysis being restricted restricted to the tight-
binding lattice, we cannot describe the local density of
states (LDOS) at positions between the sites of Cu lat-
tice – the peaks in our theoretical LDOS are always lo-
cated on top of Cu atoms. In contrast, the STM mea-
surements by Hanaguri et al.9, have much better spatial
resolution and can image the actual continuous atomic
orbitals. Our tight-binding lattice results for LDOS(r,
E) could be viewed as “coarse-grained” representation of
the LDOS g(r, E) observed experimentally:
LDOS(R, E) ∝
∫
g(r, E)dr ,
where the integral extends over a square of size a0 × a0
centered around Cu lattice site R. Equivalently, the true
continuum LDOS signal could be obtained by broadening
our lattice LDOS around each Cu lattice site.
A prominent feature of the checkerboard pattern in
STM measurements that has received much attention
is the presence of a pronounced Fourier signal not only
at wavevectors 2πa0 (
1
4 , 0) and
2π
a0
(0, 14 ), which correspond
to the 4a0 × 4a0 periodicity just described, but also at
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FIG. 11: Left panel: Any link of the black lattice (thick solid lines), which corresponds to ∆ij , is shared by two dual plaquettes
shown in red. Within H1 model, therefore, the enhancement or suppression of ∆ij is determined by the average of the fluxes
trough the neighboring plaquettes of the dual lattice (red dashed lines). Central panel: distribution of δBd at half filling. In
units of t, the parameters used are κ2d = 30.0, m
2 = −1.0, and g = 2.0. The energy per site is −3.695. Right panel: distribution
of δBd at p/q = 1/4. In units of t, the parameters used are κ
2
d = 30.0, m
2 = −1.0, and g = 2.0. The energy per site is −3.564.
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FIG. 12: Left panel: The pattern of the dual fluxes δBd for p/q = 7/16 with periodic boundary conditions in 4 × 4 unit cell.
The unit cell 4× 4 is repeated four times in horizontal and vertical directions for presentation purposes. The energy per site is
−3.193 in the units of t and the parameters of the model are the same as in the previous figure. The positive(negative) values
of δBd are shown in red (black). Right panel: the same but with 8 × 8 unit cell. The square lattice is distorted towards the
triangular lattice. The energy per site is −3.208t and is lower by 0.5% compared to the square arrangement.
2π
a0
(34 , 0) and
2π
a0
(0, 34 ). While it is tempting to asso-
ciate the 3/4 peaks with an entirely independent type
of order, we note that for a periodic lattice of identical
4a0 × 4a0 tiles, the Fourier transform is a discrete series
with wavevectorsQnx,ny =
1
4
2π
a0
(nx, ny), where nx and ny
are integers, irrespective of how complex is the internal
structure of each tile. For a general structure of the tile
all of the harmonics (nx, ny) are present, and there is no
a priori reason for the Fourier coefficients with nx = 3,
ny = 0 to be particularly small. The presence of a large
signal at Q3,0 is only natural, and no more unexpected
than the weakness of Fourier harmonics at Q2,0 and Q0,2.
Next, in order to describe and compare the Fourier
transforms of spatially broadened LDOS patterns in Figs.
(7-9) and tunneling LDOS observed in experiments9, we
introduce a simple model which approximates each bright
spot inside the primitive 4a0 × 4a0 tile as
η(r) = exp
[
J(cos
2πx
4a0
+ cos
2πy
4a0
− 2)
]
.
While the specific functional form of the peak is not im-
portant, our choice is convenient since g(r) has a period
of 4a0 × 4a0 and a gaussian shape, centered at positions
r = (4Nxa0, 4Nya0), where Nx and Ny are integers. The
width of the gaussians is ∼ a0/
√
J .
The real-space tunneling LDOS pattern of Hanaguri et
al. can now be represented by a function
g(r) = Aη(r) +B
∑
δ
η(r + δ) + C
∑
δ′
η(r + δ′) , (53)
where the first term represents the brightest peak of each
tile, the term proportional to B represents the set of four
second brightest peaks located at δ = ±(1+ ǫ)axˆ, ±(1+
ǫ)ayˆ and the last term represents the weak peaks at δ′ =
±a0(1 + ǫ)xˆ ± a0(1 + ǫ)yˆ (see Fig. 14). Parameter ǫ
equals zero if the real-space LDOS peaks are centered at
the Cu lattice sites, while ǫ = 1/3 if the maxima of all
peaks, except for the central one, are displaced from their
commensurate positions on top of Cu atoms – this is how
the experimental data were interpreted in Ref. 9. We will
show that for a wide range of parameters J,A,B,C, and
arbitrary 0 < ǫ < 1/3 the Q3,0 peaks are much stronger
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FIG. 13: Left panel: The pattern of the dual fluxes δBd for the Hofstadter-Abrikosov problem at f = 7/16 (x = 1/8) obtained
for the 8 × 8 unit cell. The parameters of the model are κ2d = 30.0, Γ0 = 6.0, Γ1 = −12.0, m2 = −1.0, and g = 2.0. The
4× 4 checkerboard symmetry of the pattern is precisely what is shown in Fig. 7. Right panel: The distribution of modulations
in the pairing pseudogap δ∆ij corresponding to the pattern of fluxes shown on the left panel. This “tartan” pattern has the
symmetry of Fig. 5 with “dual vortex holes” coinciding with black “crosses”.
m ǫ = 0 ǫ = 1/3
m ≡ 0 mod 4 A+ 4B + 4C A+ 4B + 4C
m ≡ 1 mod 4 A+ 2B A+B − 2C
m ≡ 2 mod 4 A− 4C A+B − 2C
m ≡ 3 mod 4 A+ 2B A+ 4B + 4C
TABLE I: Non-monotonic dependence g˜m,0 of the Fourier
transformed LDOS g(r) defined in (53).
than peaks at Q2,0, although to explain other features
of Fig. 2 in Ref. 9, the “commensurate” choice ǫ = 0
appears to be more natural. For the momentum-space
direction n = 0 shown as black circles in Fig. 2 of Ref.
9, the Fourier coefficients are
gm,0 =
1
16a2
∫ 4a0
0
∫ 4a0
0
dxdy G(x, y)e−i
2π
4a0
mx .
The integral is elementary and the result for gm,0 is[
A+ 2B + (2B + 4C) cos
2π(1 + ǫ)m
4
]
I0(J)Im(J)e
−2J ,
(54)
where Im is the regular modified Bessel function. Im(J),
shown for several values of J in Fig. 14, is a monotoni-
cally decreasing function of m. The non-monotonic part
of gm,0, denoted by g˜m,0, is contained in the first factor of
(54). When ǫ = 0 (commensurate position of the peaks),
this factor is a periodic function of m with period four,
while for ǫ = 1/3 the said period is equal to three. Table
I summarizes the factors g˜m,0 for the two cases.
We start our analysis with the incommensurate case
ǫ = 1/3. The third column of Table I implies that in
this case g˜1,0 and g˜2,0 are equal and smaller than the
component g˜3,0, as shown in the third column of the ta-
ble. Experimentally, however, the Fourier component at
Q1,0 (the 1/4 peak) is roughly of the same magnitude as
Q3,0, and it is the component at Q2,0 that is the weak-
est. To account for particularly small g2,0 ≪ g1,0 one has
to select the value of J such that the monotonic function
Im(J) decreases rapidly in the region between m = 1 and
m = 2, Fig. 14 indicates that this is the case for 3 < J .
This choice, however, also dramatically suppresses the
Fourier transforms at m = 3 and m = 4, both of which
are rather large in experiments.
While the qualitative features of the Fourier trans-
formed experimental LDOS could possibly be reconciled
with ǫ = 1/3 by fine-tuning parameters A,B, and C,
the situation might in fact be better described by assum-
ing the commensurate location of the peaks, in registry
with Cu atoms (ǫ = 0); see the second column the Ta-
ble I. In this case, harmonic m = 2 is automatically
suppressed compared to the 1/4 and 3/4 Fourier com-
ponents. The suppression of Fourier component at 2/4
can be qualitatively understood as follows: This Fourier
component is determined by the overlap of the LDOS sig-
nal and cos(2 2π4a0 x). Obviously, the maxima of the LDOS
signal correspond to alternating maxima and minima of
cos(2 2π4a0x) and destructive interference of the two func-
tions occurs. For harmonics 1/4 and 3/4 (and of course
for 4/4) the overlaps are significant and their Fourier co-
efficients are larger. Peaks corresponding to larger val-
ues of m are strongly reduced due to the monotonic de-
pendence Im(J) of the Fourier transform on m. This
suppression can serve as an estimate of parameter J :
visually, the last discernible peak in Fig. 2 of Ref. 9
appears at Q5,0, which places J in the range of 5 − 10
(see right panel of Fig. 14). In the right panel of Fig.
14 the spatial Fourier transforms of the LDOS (53) with
parameters J = 7, A = 1, B = 0.5, and C = 0 and com-
mensurate placement of the peaks ǫ = 0 is shown. This
example illustrates that the major features of the Fourier-
transformed LDOS obtained by Hanaguri et al.9 are ro-
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FIG. 14: Left panel: Function g(r) used to emulate the LDOS signal with parameters J = 7.0, a = 1.0, b = 0.5 and c = 0.2.
Center panel: Regular modified Bessel function Im(J) shown as a function of its index m for several values of fixed J . Right
panel: Fourier coefficients g(qx, 0) for LDOS pattern shown in the left panel. The reader should compare this with the similar
plot in Fig. 2 of Ref. 9.
bust properties of an elementary tile of size 4a0×4a0 and
nine peaks occupying commensurate locations at sites of
the Cu lattice as depicted in our Figs. (7-9): the large
magnitude of 3/4 peak is simply a higher harmonic de-
scribing the characteristic intra-tile structure.
VII. CONCLUSIONS
Our main goal in this paper is to devise a more re-
alistic description of a strongly quantum and thermally
fluctuating d-wave superconductor, based on the theory
of Ref. 5. Such description applies not only to long
distance and low energy properties, which are the pri-
mary domain of5, but also to intermediate lengthscales,
of order of several lattice spacings, and to energies up
to the pseudogap scale ∆. This enables us to use the
theory to address the experimental observations of Refs.
8,9,10. The charge modulation observed in those exper-
iments is attributed to the formation of the Cooper pair
CDW, the dynamical origin of which is in strong quan-
tum fluctuations of vortex-antivortex pairs. These quan-
tum superconducting phase fluctuations reflect enhanced
Mott-Hubbard correlations in underdoped cuprates as
doping approaches zero. Quantum fluctuating hc/2e
(anti)vortices “see” physical electron as a source of a
half-quantum dual magnetic flux and the theory of the
CPCDW can be formulated as the Abrikosov-Hofstadter
problem in a type-II dual superconductor12. An XY-
type model of such a dual superconductor appropriate
for a lattice d-wave superconductor is constructed, both
for thermal and quantum phase fluctuations. The specific
translational symmetry breaking patterns that arise from
the dual Abrikosov-Hofstadter problem are discussed for
various dopings x, which determines the dual flux per
unit cell of the CuO2 lattice via f = p/q = (1 − x)/2.
In turn, the spatial modulation of the dual magnetic in-
duction Bd corresponding to these Abrikosov-Hofstadter
patterns is related to the modulation in the gap func-
tion of the lattice d-wave superconductor and is used to
compute LDOS observed in STM experiments. A good
agreement is found for x = 1/8 (f = 7/16), which is the
dominant fraction of the Abrikosov-Hofstadter problem
in the window of dopings where our theory applies.
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APPENDIX: TWO ALTERNATIVE
DERIVATIONS OF DUAL
ABRIKOSOV-HOFSTADTER HAMILTONIAN
In this Appendix we present two different and self-
contained derivations of the dual Abrikosov-Hofstadter
Hamiltonian (37,38), either one of which can serve as
an alternative to the derivation given in the main text.
The first approach is somewhat more detailed and in a
sense more “microscopic” since it uses a quantum vortex-
antivortex Hamiltonian as a springboard to derive the
effective dual field theory (36). In turn, such vortex-
antivortex Hamiltonian in principle can be derived from
the (still unknown) fully microscopic theory of cuprates.
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Incidentally, this derivation is the (2+1) dimensional ana-
logue of the 3D case presented in the Appendix of Ref. 6.
The second derivation follows the familiar Villain approx-
imation to the XY model and applies it to our specific
situation. The Villain approximation is less “realistic”
but provides a transparent and systematic way of deriv-
ing dual representations of XY-like models.
In both derivations the starting point is the effective
(2+1)D XY model of a quantum fluctuating d-wave su-
perconductor:
LdXY = i
∑
i
fiϕ˙i +
K0
2
∑
i
ϕ˙2i − J
∑
nn
cos(ϕi − ϕj)
− J1
∑
rnnn
cos(ϕi − ϕj)− J2
∑
bnnn
cos(ϕi − ϕj)
+ Lnodal[cos(ϕi − ϕj)] + Lcore , (A.1)
where ϕi(τ) is the fluctuating phase on a site of the blue
lattice in Fig. 2, the first (imaginary) term is the charge
Berry phase corresponding to the overall flux f through a
plaquette the blue lattice, J is the nearest neighbor XY
coupling, J1(2) are the next nearest neighbor XY cou-
plings along red (black) diagonals, Lnodal is the contri-
bution of nodal fermions, and Lcore denotes core contri-
butions arising from small regions around vortices where
the pairing pseudogap is significantly suppressed – this,
for example, generally includes the mass term (25), the
energy cost of core-core overlap, the Bardeen-Stephen
core dissipation, etc. The reader should bear in mind
that the last effect is small in cuprates, as explained in
the main text, and will be neglected in the Appendix.
Furthermore, we are neglecting vortex interactions with
the spin of low energy nodal fermions, represented by
the Berry gauge field a; this is justified away from the
critical point. The results below are easily adapted to
the extended s-wave pairing symmetry. Similarly, both
derivations are straightforwardly applied to a yet simpler
case, a fluctuating s-wave superconductor:
LXY = if
∑
i
φ˙i+
K0
2
∑
i
φ˙2i −J
∑
nn
cos(φi−φj)+Lcore ,
(A.2)
which was used in the main text as a pedagogical exam-
ple.
Just as the starting points of two derivations coincide,
their final product, the effective dual theory at long and
intermediate lengthscales, will also turn out to be the
same.
1. Hd from a “microscopic” vortex-antivortex
Hamiltonian
The quantum partition function of a phase fluctuating
superconductor is:
ZdXY =
∫
Dϕi exp
(− ∫ β
0
dτLdXY [ϕi(τ)]
)
, (A.3)
where the functional integral
∫ Dϕi(τ) runs over phase
variables ϕi(τ) such that exp(iϕi(τ)) is periodic in the
interval τ ∈ [0, β].
The difficulty in computing (A.3) is twofold: the fact
that ϕi(τ) is a compact phase variable, defined on an
interval [0, 2π), rather than an ordinary real field tak-
ing values in [−∞,+∞], and the cosine functions in
LdXY that couple phases on different sites in a non-
linear fashion. To deal with the problem one approx-
imates the cosines with quadratic forms. One popu-
lar approximation on a lattice is due to Villain and
will be discussed in the next subsection. In continuum,
the approximation amounts to replacing cos(ϕi − ϕj)→
1 − (a2/2)(∇ϕ)2 + · · · , where a is the lattice spacing
and ϕ(x) is now a function in continuous (2+1) dimen-
sional spacetime. Its compact character is enforced by
writing ∂µϕ(x)→ ∂µχ(x) + (∂µϕ(x))v , where χ is an or-
dinary real field and (∂µϕ(x))v is the part of the phase
associated with vortices, defined via ∇ × (∇ϕ(r, τ))v =
2π
∑
α δ(r−rvα(τ))−2π
∑
α δ(r−raα(τ)), with {rv(a)α (τ)}
being (anti)vortex positions. Simultaneously with this
decomposition of ∂µϕ(x),
∫ Dϕi is replaced by the func-
tional integrations over χ(x) and (anti)vortex positions
{rv(a)α (τ)}. We are assuming here that the (anti)vortices
of topological charge ±1 dominate the fluctuation behav-
ior in the regime where the amplitude of the pseudogap
∆ is large and stiff, allowing us to safely neglect topo-
logical defects corresponding to vorticity ±2,±3, . . . due
to their higher core energies. This assumption simplifies
the algebra considerably. Furthermore, this assumption
is natural within the theory of Ref. 5: The prolifera-
tion of defects of high topological charge is equivalent to
strong amplitude fluctuations and the eventual collapse
of the pseudogap – as long as we are in the pseudogap
regime the ±1 (anti)vortices are the only relevant excita-
tions. With these changes in place, the partition function
(A.3) finally takes the form:
ZdXY →
∞∑
Nv=0
∞∑
Na=0
1
Nv!Na!
∫
Dχ
Nv,Na∏
α,γ=1
∫
{rvα(0)}={r
v
α(β)}
Drvα(τ)
∫
{raγ(0)}={r
a
γ(β)}
Draγ(τ) exp
(− ∫ d3xLdXY [χ, {rv(a)α (τ)}]) ,
(A.4)
where
∫
d3x =
∫ β
0 dτ
∫
d2r and the set {rv(a)α (τ)} con-
taining Nv(a) (anti)vortices at τ = 0 coincides with the
one at τ = β, to ensure proper periodicity of exp(iϕ(r, τ))
in imaginary time. Lastly,
LdXY [χ, {rv(a)α (τ)}] = if(r)ϕ˙v +
K0
2
(χ˙+ ϕ˙v)
2
+
J˜
2
(∇χ+∇ϕv)2 + Lnodal + Ldcore[{rv(a)α (τ)}] , (A.5)
where f(r) =
∑
i fiδ(r − Ri), {Ri} are the sites of the
blue lattice, J˜ = J + J1 + J2, K0 has been rescaled by
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a2, and
ϕ˙v(r, τ) =
∑
α
(r− rvα(τ)) × zˆ
|r− rvα(τ)|2
· r˙vα−
∑
γ
(r− raγ(τ)) × zˆ
|r− raγ(τ)|2
· r˙aγ =
∫
d2r′
(r− r′)× zˆ
|r− r′)|2 · J(r, τ),
∇ϕv(r, τ) = −
∑
α
(r− rvα(τ)) × zˆ
|r− rvα(τ)|2
+
∑
γ
(r− raγ(τ)) × zˆ
|r− raγ(τ)|2
= −
∫
d2r′
(r− r′)× zˆ
|r− r′)|2 n(r, τ).
(A.6)
In (A.6) we found it useful to introduce vorticity density
and current: n(r, τ) =
∑
α δ(r−rvα(τ))−
∑
γ δ(r−raγ(τ)),
J(r, τ) =
∑
α r˙
v
αδ(r−rvα(τ))−
∑
γ r˙
a
γδ(r−raγ(τ)), in terms
of which, when combined with vortex particle density
and current ρ(r, τ) =
∑
α δ(r− rvα(τ))+
∑
γ δ(r− raγ(τ)),
j(r, τ) =
∑
α r˙
v
αδ(r− rvα(τ)) +
∑
γ r˙
a
γδ(r− raγ(τ)), we can
write
Ldcore =
1
2
∑
α
M
(drvα
dτ
)2
δ(r− rvα)+
1
2
∑
γ
M
(draγ
dτ
)2
δ(r − raγ) +Hdcore , (A.7)
where
Hdcore = V (r)ρ(r, τ) +
1
2
ρ(r, τ)
∫
d2r′V (2)(r, r′)ρ(r′, τ)
+
1
2
jk(r, τ)
∫
d2r′V
(2)
kl (r, r
′)jl(r
′, τ)
+
1
2
n(r, τ)
∫
d2r′V(2)(r, r′)n(r′, τ)
+
1
2
Jk(r, τ)
∫
d2r′V(2)kl (r, r′)Jl(r′, τ) + (· · · ) . (A.8)
(Anti)vortex mass terms appearing in (A.7) have been
introduced already in Section IV (see the discussion sur-
rounding Eq. (25)), while Hdcore represents a systematic
expansion in vortex core density, including single core,
two core terms and so on. All the short range terms that
arise from expanding the cosine functions (A.1) in con-
tinuum limit have been absorbed into Hdcore, as was our
habit throughout the text – in particular, V (r) is just
the vortex potential on the blue lattice, containing cru-
cial information on d-wave pairing, which is extensively
discussed in Section III.
We can now integrate out χ, the regular (XY “spin-
wave”) part of the phase. The quadratic phase stiffness
terms in (A.5) are decoupled as:
K0
2
(χ˙+ ϕ˙v)
2 +
J˜
2
(∇χ+∇ϕv)2 → iW0(χ˙+ ϕ˙v)
+ iW · (∇χ+∇ϕv) + 1
2K0
W 20 +
1
2J˜
W2 (A.9)
via the Hubbard-Stratonovich vector field W = (W0,W)
(note that we have set the “dual speed of light”
√
J˜/K0
to unity). Integration by parts gives iW · ∂χ → −i(∂ ·
W )χ and is followed by functional integration over χ(x),
resulting in the local δ-function constraint δ(∂ ·W ). The
constraint is solved by introducing a non-compact gauge
field Ad such that W = ∂×Ad, ensuring ∂ ·W = ∂ · (∂×
Ad) = 0. What remains of (A.9) is further transformed
by another partial integration:
i(∂ ×Ad) · (∂ϕ)v + 1
2K0
(∂ ×Ad)20 +
1
2J˜
(∂ ×Ad)2⊥
→ −iAd · ∂ × (∂ϕ)v + 1
2K0
(∂ ×Ad)20 +
1
2J˜
(∂ ×Ad)2⊥ ,
(A.10)
where (∂ ×Ad)0,⊥ denotes temporal and spatial compo-
nents of ∂ × Ad, respectively. Now observe that (A.6)
implies ∂ × (∂ϕ)v = (2πn, 2πJ). This allows us to fi-
nally write the partition function of the quantum vortex-
antivortex system as:
Zdv =
∞∑
Nv=0
∞∑
Na=0
1
Nv!Na!
Nv,Na∏
α,γ=1
∫
{rvα(0)}={r
v
α(β)}
Drvα(τ)
×
∫
{raγ(0)}={r
a
γ(β)}
Draγ(τ) exp
(− ∫ d3xLdv) , (A.11)
where Ldv equals
1
2
∑
α
M
(drvα
dτ
)2
δ(r− rvα) +
1
2
∑
γ
M
(draγ
dτ
)2
δ(r− raγ)
+ Lnodal +H
d
core − 2πiAd0n− i2π(A(0)d +Ad) · J
+
1
2K0
(∂ ×Ad)20 +
1
2J˜
(∂ ×Ad)2⊥ , (A.12)
and ∇×A(0)d = B(0)d = f(r)zˆ.
Eqs. (A.11,A.12) are an important result of this
Appendix. We recognize Zdv as equivalent to a parti-
tion function of two species of non-relativistic quantum
bosons expressed in the Feynman path integral represen-
tation over particle worldline trajectories. These vortex
and antivortex bosons have identical mass M and carry
dual charges +2π and −2π, respectively, through which
they couple to a dynamical gauge field Ad. The dual
photons of Ad mediate long range “electrodynamic” in-
teractions between the bosons, which are just the famil-
iar Biot-Savart interactions between (anti)vortices. In
addition, the particles interact through an assortment of
short range interactions contained in Hdcore (A.8). Fur-
thermore, Lnodal describes the interactions generated by
nodal Dirac-like fermions which will be included explic-
itly once we arrive at the dual representation of (A.12), as
detailed in Section IV. Finally, the vortex potential V (r)
contains important information about the underlying lat-
tice structure and the symmetry of the order parameter,
as emphasized throughout the text.
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We have derived Zdv as a continuum limit approxima-
tion to the partition function ZdXY (A.3) of the quantum
XY-type model (A.1). Actually, in real cuprates and in
all other physical systems, the opposite is true: It is the
quantum XY-type representation that is an approxima-
tion to Zdv . Z
d
v captures the general description of the
quantum vortex-antivortex system, applicable to all su-
perconductors and superfluids whose order parameter is
a complex scalar. To appreciate this, imagine that for
each given configuration of the phase, with (anti)vortex
positions fixed in Euclidean spacetime, the microscopic
action of a physical system is minimized with respect to
the amplitude, after all other degrees of freedom have
been integrated out. The subsequent summation over
all distinct (anti)vortex positions leads to precisely Zdv as
the final result (again, we remind the reader that the core
dissipative terms will also generically appear in Zdv but,
being small in underdoped cuprates, are neglected here as
explained in the main text). In practice, this procedure
is difficult to carry out explicitly and the actual values of
various terms that enter Zdv are hard to determine from
“first principles”. This is particularly true for core-core
interaction terms appearing in Hdcore. For our purposes it
will suffice to approximate V (2)(r, r′)→ gδ(r−r′), where
g > 0, and drop the rest.
There is one crucial feature which distinguishes Zdv
from the standard Feynman partition function: The vor-
tex and antivortex quantum bosons are not conserved.
As particles make their way through imaginary time,
vortices and antivortices can annihilate each other; sim-
ilarly, they can also be created at an instant in time;
this is depicted in Fig. 3. All such processes of cre-
ation and annihilation proceed in pairs of vortices and
antivortices. Consequently, while the individual number
of vortices and antivortices is not conserved, the vortic-
ity, measured by dual charge ed = ±2π, is conserved and
the gauge symmetry associated with Ad is always main-
tained (unless, of course, it is spontaneously broken by
a dual Higgs mechanism in dual superfluid). In other
words, these nonrelativistic (anti)vortex bosons propa-
gate through spacetime permeated by a vortex-antivortex
condensate, of strength ∆v.
Feynman path integrals are beautiful but difficult to
calculate with. Following the standard mapping47 we
can express Zdv as a functional integral over complex fields
Ψv(r, τ) and Ψa(r, τ), which are the eigenvalues of vortex
and antivortex annihilation operators, respectively, in the
basis of coherent states:
Zdv →
∫
DΨvDΨa
∫
DAd exp
[− ∫ d3x(Ψ∗v(∂τ + iedAd0)Ψv
+ Ψ∗a(∂τ − iedAd0)Ψa +
+
1
2M
|(∇+ iedA(0)d + iedAd)Ψv|2
+
1
2M
|(∇− iedA(0)d − iedAd)Ψa|2 − µv(|Ψv|2 + |Ψa|2)
+ V (r)(|Ψv|2 + |Ψa|2) + ∆vΨ∗vΨ∗a +∆∗vΨaΨv
+
g
2
(|Ψv|2 + |Ψa|2)2 + Lnodal + 1
2Kµ
(∂ ×Ad)2µ
)]
, (A.13)
where the meaning of various terms is straightforward in
light of our earlier discussion; we have consolidated the
notation so that ed = 2π, Kµ = (K0, J˜ , J˜), the chemi-
cal potential for vortices is µv = µa, and g describes the
short range core-core repulsions. The “vortex-antivortex
pairing” function ∆v is crucial since it regulates the fre-
quency of vortex-antivortex pair creation and annihila-
tion processes.
The form of Zdv can be further simplified by exploit-
ing the vorticity conservation law. We observe that the
action in (A.13) is invariant under gauge transforma-
tions: Ψv → exp(iζ)Ψv, Ψa → exp(−iζ)Ψa, Ad →
Ad − (∂ζ)/ed. This prompts us to introduce bosonic
“spinors” Ψ¯ = (Ψ∗v,Ψa) which carry a conserved dual
charge ed and couple minimally to Ad:
Zdv →
∫
DΨDAdDσ exp
[− ∫ d3x(Ψ¯LΨ
+ Lnodal +
1
2g
σ2 +
1
2Kµ
(∂ ×Ad)2µ
)]
, (A.14)
where
L =
[
(∂τ + iedAd0) ∆v
∆∗v −(∂τ + iedAd0)
]
+
(− 1
2M
(∇+ iedA(0)d + iedAd)2 − µv + V (r) + iσ
)
1 ,
(A.15)
and a Hubbard-Stratonovich scalar field σ was deployed
to decouple short range repulsion. Now we set Ad → 0
and ignore Lnodal– they will be easily restored later –
and note that the integration over vortex matter fields Ψ
gives:
Zdv →
∫
Dσ exp(− ∫ d3x 1
2g
σ2
)×
det
[
∂τ − 12M∇2 − µv + V (r) + iσ ∆v
∆∗v −∂τ − 12M∇2 − µv + V (r) + iσ
]
.
(A.16)
The above partition function has a transition at µv =
−|∆v| (we are assuming that the minimum of V (r) oc-
curs at zero, with Erc , or E
b
c as the case may be, having
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been absorbed into µv). For µv < −|∆v| the system of
(anti)vortex bosons is in its “normal” state, with 〈Ψ〉 = 0.
For µv > −|∆v| (anti)vortex bosons condense and 〈Ψ〉
becomes finite. This is nothing but the dual description
of the superconducting transition discussed in the main
text. In the general vicinity of the transition it is use-
ful to introduce m2 = µ2v − |∆v|2, where now m2 > 0
and m2 < 0 indicate dual normal and superfluid states,
respectively. Focusing on distances longer than
√
∆vM
and energies lower than ∆v, the determinant in (A.16)
can be further reduced to:
det
[
−∂2τ−
|∆v|+ V (r) + iσ
2M
∇2+m2− 1
M
[(∇2V )+i(∇2σ)]
+ 2|∆v|(V (r) + iσ) + (V (r) + iσ)2
]
+ (· · · ) , (A.17)
with additional terms (· · · ) contributing unimportant
derivatives.
By setting V (r) and σ(x) to zero, we observe that
the above expression assumes the form of the partition
function determinant for a system of relativistic quantum
bosons of mass m : det
[
−∂2τ − c2∇2 +m2c4
]
, with the
speed of “light” c =
√
|∆v|/2M set to unity henceforth.
The terms involving V (r) and σ(x) describe the under-
lying potential and various short range interactions of
these relativistic bosons. We therefore can reexpress the
determinant (A.17) as a functional integral over the rela-
tivistic boson field Φ(x); this is a faithful representation
of the original (anti)vortex partition function at distances
longer than
√
∆vM and energies lower than ∆v:
Zdv → Zd =
∫ DΦ ∫ DAd ∫ Dσ
exp
[− ∫ d3x(|(∂ + i2πAd)Φ|2 +m2(r)|Φ|2
+2|Φ|2[|∆v|+ V (r)− ∇22M ](iσ) + |DΦ|
2
M (iσ)
+[ 12g − |Φ|2]σ2 + Lnodal + 12Kµ (∂ ×Ad)2µ
]
, (A.18)
where m2(r) = m2 + 2|∆v|V (r) + V (r)2 − (∇2V (r)/M)
and we have restored Lnodal and dual gauge field Ad,
through covariant derivatives ∂ → D = (D0,D) = (∂0 +
i2edAd0,∇ + iedA(0)d + iedAd). The minimal coupling
of Ad is mandated by dual charge conservation: Φ →
exp(iζ)Φ, Ad → Ad − (∂ζ)/ed.
The dual partition function Zd (A.18) is the final result
of this subsection. It describes the system of relativis-
tic quantum bosons of mass m and charge ed = 2π in
a magnetic field Bd = ∇ × A(0)d . The virtual particle-
antiparticle creation and annihilation processes in the
vacuum of this theory are nothing but quantum vortex-
antivortex pair excitations evolving in imaginary time
(see Fig. 3). In the “normal” vacuum, m2 > 0, the aver-
age size of such pairs is ∼ m−1. This is just the supercon-
ducting ground state of physical underdoped cuprates.
For m2 < 0, this “normal” vacuum is unstable to a
Higgs phase, with a finite dual condensate 〈Φ〉. The
vortex-antivortex pairs unbind as infinite loops of virtual
particle-antiparticle excitations of Φ permeate this dual
Higgs vacuum – this is the pseudogap state of cuprates.
The integration over the Hubbard-Stratonovich field σ
produces a short range repulsion 12 (4|∆v|2)g|Φ|4 followed
by an assortment of other short range interactions includ-
ing V (r), powers of |Φ| higher than quartic and various
derivatives. All these additional interactions are irrel-
evant in the sense of long distance behavior but might
play some quantitative role at intermediate lengthscales.
For simplicity, we shall mostly ignore them in this paper.
Finally, with the change of notation 4|∆v|2g → g and
Lnodal incorporated into the self-action for Ad as detailed
in Section IV, the dual Lagrangian in (A.18) reduces to
Ld (36). The arguments in the text can then be followed
to arrive at Hd (37,38).
2. Hd in the Villain approximation
A useful approximation to the ordinary XY model is
due to Villain. In this approximation the exponential
of the cosine function is replaced by an infinite sum of
the exponentials of parabolas. We will illustrate this ap-
proximation first for the 2D case and follow up with the
(2+1)D quantum XY-like model.
a. Classical (thermal) phase fluctuations
Here we apply the Villain approximation to our clas-
sical XY model of a phase fluctuating two-dimensional
d-wave superconductor (14). As we will see presently,
the final Coulomb gas representation coincides with (23)
– however, the advantage of the Villain approximation is
that it will allow us to obtain explicit expressions for the
core energies E
r(b)
c in terms of the coupling constants of
the original Hamiltonian (14).
Denoting the sites of the blue lattice by ρ = (x, y), the
partition function of the model can be written as
Z =
∫ (∏
ρ
dφρ
)
exp
∑
ρ
[
J (cos(∇xˆφρ) + cos(∇yˆφρ))
+ J12(ρ) (cos(φρ+xˆ+yˆ − φρ) + cos(φρ+yˆ − φρ+xˆ))
]
(A.19)
where the lattice operator ∇ is defined according to
∇δf(r) = fr+δ − fr, and coefficients J12(ρ) denote J1
(or J2) if ρ is in the lower left corner of a red (or black)
plaquette.
In Villain approximation the exponent of a cosine is
replaced by a sum of Gaussian exponents that has the
same periodicity 2π:
exp[β cos γ] ≈ RV (β)
+∞∑
n=−∞
exp[−βV (β)
2
(γ − 2πn)2] .
(A.20)
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The fitting functions βV (β) and RV (β) are determined
by the requirement that the lowest Fourier coefficients of
the two functions coincide. In particular, the function
βV (β) has the following asymptotic behavior for low and
high temperatures:
βV (β) ≈


β forβ ≫ 1(
2 ln β2
)−1
forβ ≪ 1 (A.21)
The sum over n in (A.20) can be transformed by de-
coupling the quadratic term in the exponent via the
Hubbard-Stratonovich transformation:
exp[β cos γ] ∝
∞∑
n=−∞
exp[− 1
2βV (β)
n2 + iγn] . (A.22)
By introducing integer fields ux(ρ), uy(ρ) and w±(ρ) to
apply (A.22) to the cosine terms in (A.19) we obtain:
Z =
∑
uα
∑
w±
∫ ∏
ρ
dφρe
−
∑
ρ
[
u2α(ρ)
2J′
+
w2+(ρ)+w
2
−
(ρ)
2J′
12
(ρ)
]
×
ei
∑
ρ[uα(ρ)∇αφρ+w+(ρ)(φρ+xˆ+yˆ−φρ)+w−(ρ)(φρ+yˆ−φρ+xˆ)] ,
(A.23)
where α = x, y, and coefficients J12(ρ) and J
′ are defined
as
J ′ = βV (J) (A.24)
J12(ρ) = βV (J12(ρ)) . (A.25)
The integration over the angles φρ can be performed after
applying the discrete analog of the integration by parts
to the sums in the last exponent in (A.23):
∑
x
f(ρ)∇xg(ρ) =
∑
x
f(ρ)(g(ρ+ xˆ)− g(ρ))
=
∑
x
(f(ρ− xˆ)− f(ρ))g(ρ) = −
∑
x
∇f(ρ) g(ρ) .
(A.26)
Note that we distinguish between the “right difference”
operator ∇ and “left difference” operator ∇. Integration
over the phases φρ yields the following expression for the
partition function:
∑
ux,uy.w±
e
−
∑
ρ
[
u2x(ρ)+u
2
y(ρ)
2J′
+
w2+(ρ)+w
2
−
(ρ)
2J′12(ρ)
]
δ(∇·v(ρ)+ . . .) .
(A.27)
where∇·v(ρ) denotes two-dimensional lattice divergence
of v(ρ) and dots denote
(w+(ρ)− w+(ρ− xˆ− yˆ)) + (w−(ρ− xˆ)− w−(ρ− yˆ)).
We rewrite the constraint appearing as the Kronecker
delta function in the sum as
∇ · (v +w[w+, w−]) = 0 ,
where w = (wx, wy) denote the following linear combi-
nations of integer fields w±(ρ):
wx =
w+(ρ) + w+(ρ− yˆ)
2
− w−(ρ) + w−(ρ− yˆ)
2
(A.28)
wy =
w+(ρ) + w+(ρ− xˆ)
2
+
w−(ρ) + w−(ρ− xˆ)
2
.
(A.29)
The constraint can then be resolved as
v = b−w[w+, w−] ,
where
b = (∇yΛ,−∇xΛ) (A.30)
and Λ(ρ) has the meaning of the time-like component
of a vector potential. At this point it is useful to pause
and establish a simple geometrical interpretation of the
various fields we have introduced. Variables ux(ρ) and
uy(ρ) are coupled to the phase differences φρ+xˆ−φρ and
φρ+yˆ − φρ and therefore they reside on the links ema-
nating from ρ in positive x and y directions respectively.
Integers Λ(ρ), on the other hand are related to link vari-
able ux(ρ) through the difference Λ(ρ)−Λ(ρ− yˆ). Con-
sequently we must associate Λ(ρ) with the centers of the
blue plaquettes, which coincide with either red or black
sites. Nevertheless, we will continue to use notation Λ(ρ)
tacitly implying that ρ refers to the lower left corner of
the (red or black) plaquette associated with Λ. Having
resolved the constraint, we find that the partition func-
tion Z can be written in terms of integer-valued fields
w±(ρ) and Λ(ρ) only:
∑
Λ,w±
exp
∑
ρ
[
− (b[Λ]−w[w±])
2
⊥
2J ′
− w
2
+(ρ) + w
2
−(ρ)
2J ′12(ρ)
]
.
(A.31)
To obtain the description in terms of continuous rather
than integer-valued fields Λ(ρ), we use the Poisson sum-
mation formula:
∞∑
Λ=−∞
f(Λ) =
∫ ∞
−∞
dΛ
∞∑
l=−∞
e2πilΛf(Λ) . (A.32)
The partition function Z assumes the following form:
∞∫
−∞
∏
ρ
dΛ(ρ)
∑
l(ρ)
exp
∑
ρ
2πil(ρ)Λ(ρ)} exp{F [b[Λ(ρ)]] ,
(A.33)
where we have defined a functional exp{F [b(ρ)]} accord-
ing to
∑
w±
exp
[∑
ρ
(
− (b−w[w±])
2
⊥
2J ′
− w
2
+(ρ) + w
2
−(ρ)
2J ′12(ρ)
)]
.
(A.34)
32
In the limit when constants J1 and J2 are infinites-
imally small, only the configurations w±(ρ) = 0 con-
tribute to the F [b]. This limit, which corresponds to the
usual 2D XY model, is described by partition function
Z0 given by
∞∫
−∞
∏
ρ
dΛ(ρ)
∑
l(ρ)
exp
[∑
ρ
(
2πil(ρ)Λ(ρ)− (∇αΛ)
2
2J ′
)]
.
(A.35)
For finite J12 we must resort to approximate evaluation
of the functional F (b(ρ)):
exp{F [bx(ρ), by(ρ)]} =
∑
w±
exp
[
−
∑
ρ
( (bα − wα)2
2J ′
+
w2+(ρ) + w
2
−(ρ)
2J ′12(ρ)
)]
. (A.36)
The quadratic terms containing b can be decoupled using
the Hubbard-Stratonovich transformation:
eF [b(ρ)] =
∫ ∏
ρ
dZx(ρ)dZy(ρ)×
∑
w±
exp
[∑
ρ
(
−J
′Z2α(ρ)
2
+ iZα(ρ) (bα(ρ)− wα(ρ))−
w2+(ρ) + w
2
−(ρ)
2J ′12(ρ)
)]
,
(A.37)
where α = x, y. Using explicit expressions for wα we
obtain
eF [b] =
∫ ∏
ρ
dZx(ρ)dZy(ρ)×
∑
w±
exp
[∑
ρ
(
−J
′Z2α(ρ)
2
−w
2
+(ρ) + w
2
−(ρ)
2J ′12(ρ)
+iZα(ρ)bα(ρ)
− i
2
w+(ρ)(Zx(ρ) + Zx(ρ+ yˆ) + Zy(ρ) + Zy(ρ+ xˆ))
− i
2
w−(ρ)(−Zx(ρ)−Zx(ρ+ yˆ) +Zy(ρ) +Zy(ρ+ xˆ))
)]
.
(A.38)
The sums over w±(ρ) can be performed by employing
the Villain approximation (A.20) backward. Note that
the coupling constants J ′± are restored to the original
values of coupling constants J±:
eF [b(ρ)] =
∫ ∏
ρ
dZx(ρ)dZy(ρ)×
exp
[∑
ρ
(
−J
′Z2α(ρ)
2
+ iZα(ρ)bα(ρ)
+ J12(ρ)
(
cos
Zx(ρ) + Zx(ρ+ yˆ) + Zy(ρ) + Zy(ρ+ xˆ)
2
+ cos
−Zx(ρ)− Zx(ρ+ yˆ) + Zy(ρ) + Zy(ρ+ xˆ)
2
))]
.
(A.39)
To quadratic order, the expression in the exponent is
∑
ρ
[
−J
′Z2α(ρ)
2
+ iZα(ρ)bα(ρ)− J12(ρ)×
(Zx(ρ) + Zx(ρ+ yˆ))
2 + (Zy(ρ) + Zy(ρ+ xˆ))
2
4
]
.
(A.40)
Note that Zx and Zy components are completely decou-
pled at the quadratic level. To proceed, one can double
the unit cell, in which case the expression in the exponent
becomes diagonal in the momentum space. Alternatively,
one can use an equivalent, but technically simpler proce-
dure of keeping the original unit cell. In this latter case,
the momentum space problem reduces to the diagonal-
ization of a 2×2 matrix connecting modes at wavevectors
q and q− g, where g = π(xˆ+ yˆ).
It is convenient to represent J12(ρ) as
J12(ρ) =
J1 + J2
2
+ eigρ
J1 − J2
2
≡ J + δJeigρ .
After Fourier transformation, the exponent in (A.40) be-
comes
iZx(q)bx(−q)− Zx(q)Zx(−q)J
′ + J(1 + cos qy)
2
− iδJ
2
sin qyZx(g− q)Zx(q) + (x↔ y) . (A.41)
Since Zα(ρ) and bα(ρ) are real, their Fourier components
satisfy
Zα(−q) = Z∗α(q) (A.42)
bα(−q) = b∗α(q) . (A.43)
In the last expression for the partition function we found
that the terms with Zx and Zy decouple and we thus can
integrate over Zx(ρ) and Zy(ρ) separately.
The expressions in this and especially the next sub-
section can be significantly economized by using a check
mark to denote two-component vectors:
bˇ(q) =
(
b(q)
b(q− g)
)
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Using this notation, the contribution due to Zx(ρ) can
be written as
i
2
bˇTx (−q)Zˇx(q) −
1
4
ZˇTx (−q)(. . .)Zˇx(q). (A.44)
where (. . .) = J ′+J+J cos qyσ3+ δJ sin qyσ2 and super-
script T denotes the transpose of a matrix. Now Zα can
be integrated out. Apart from the overall normalization
constant, F [b] is given by:
F [b(ρ)] = −1
4
∫
dq
(2π)2
[
bˇTx (−q)G(qy)bˇx(q) + (x↔ y)
]
,
(A.45)
where matrix G is defined as
G =
1
∆(qy)
(J ′ + J − J cos qyσz − δJ sin qyσ2) (A.46)
and the determinant ∆ equals
∆(qy) = J
′(J ′ + 2J) + (J
2
+ (δJ)2) sin2 qy . (A.47)
When J = δJ = 0 we find
F [b(q)]→ − 1
2J ′
bα(q)bα(−q) ,
which restores the limit of an ordinary 2D XY model
(A.35).
Returning to the partition function (A.33) and using
the expression (A.45) for F [b] we just found, we are now
in position to integrate out the gauge field Λ(ρ) and ob-
tain the analogue of the Coulomb gas representation for
our model. Note that (A.30) implies
bx(q) =
(
1− e−iqy)Λ(q) (A.48)
by(q) = −
(
1− e−iqx)Λ(q) . (A.49)
The partition function now becomes
Z =
∑
l(ρ)
∫ ∞
−∞
∏
ρ
dΛ(ρ)×
exp
[∫
dq
(2π)2
(
iπlˇT (−q)Λˇ(q)− Λˇ(−q)M˜ Λˇ(q)
)]
,
(A.50)
where 2× 2 matrix M˜ is given by
M˜ =
1
2∆(qy)
(
(1− σ3 cos qy)
[
J ′ + J(1 − σ3 cos qy)
]
+ σ1δJ sin
2 qy)
)
+ (x↔ y) . (A.51)
After integration over Λ(ρ) we obtain
Z =
∑
l(ρ)
exp
[
−π
2
4
∫
dq
(2π)2
lˇT (−q)M(q)lˇ(q)
]
, (A.52)
where matrix M is the inverse of M˜ . The elements of
matrix M satisfy the following simple identities:
M11(q) =M22(q− g) (A.53)
M12(q) =M21(q) . (A.54)
Consequently, the integrand in the exponent of partition
function (A.52) can be written as
2
(
l(−q)M11(q)l(q) + l(g− q)M12(q)l(q)
)
. (A.55)
The explicit form of M = M˜−1 is rather cumbersome.
Fortunately, we will only need the leading and subleading
order terms in the long wavelength (q → 0) expansion:
M11(q) =
4(J ′ + 2J)
q2x + q
2
y
+
(J ′ − 4J + 18δJ)(q4x + q4y) + 12δJq2xq2y
3J ′(q2x + q
2
y)
2
+ O(q2) (A.56)
M12(q) = −δJ +O(q2) . (A.57)
The terms of order O(q2) correspond to M(ρ − ρ′) de-
creasing at least as fast as |ρ − ρ′|−4. Returning to the
real space representation, we obtain
∑
l(ρ)
exp{−π
2
2
∑
ρ,ρ′
(
l(ρ)M11(ρ− ρ′)l(ρ′)+
eig·ρl(ρ)M12(ρ− ρ′)l(ρ′)
)} , (A.58)
where
Mαβ(ρ− ρ′) =
∫ π
−π
dqx
2π
∫ π
−π
dqy
2π
eiq·(ρ−ρ
′)Mαβ(q) .
(A.59)
The two terms in the exponent of (A.58) are easy to in-
terpret. Recall that integers l(ρ) coupled to Λ(ρ) effec-
tively reside at the centers of the plaquettes of the blue
lattice corresponding to either black or red sites in Fig.
2. The terms containing M11 clearly describe the av-
erage interaction between two plaquettes irrespective of
their “color”, while the terms with M12 reflect the differ-
ence between the red and black sites. For example, the
strength of interaction between two black sites separated
by two lattice spacings with ρ = 0 and ρ = 2xˆ will be
different from interaction between two red sites at ρ = xˆ,
ρ′ = 3xˆ due to the factor exp(ig ·ρ) that multiplies M12.
At large distances the Fourier transform can be evalu-
ated by comparison to the standard lattice Green’s func-
tion in two dimensions. The difference
M11(q)− 4(J ′ + 2J) 1
4− 2 cos qx − 2 cos qy
is finite at q = 0, and therefore the Fourier transform of
this difference vanishes at large distances. Thus
M11(ρ) = 4(J
′ + 2J)×∫ π
−π
dqx
2π
∫ π
−π
dqy
2π
eiρq
4− 2 cos qx − 2 cos qy + . . . . (A.60)
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Using the well known asymptotic behavior of the last
integral36, we find
M11(ρ− ρ′) =M11(0)−
− 4(J
′ + 2J)
2π
[ln |ρ− ρ′|+ () + . . .] , (A.61)
where C1 can be related to the Euler-Mascheroni con-
stant γ ≈ 0.5772 as C1 = γ + ln
(
2
√
2
)
. Note that
M11(ρ) formally logarithmically diverges becauseM11(q)
is proportional to q−2 at small momenta. The difference,
M11(ρ)−M11(0), however, is finite. The overall infinite
additive constant has a simple physical interpretation,
just like for an ordinary two-dimensional XY model, as
will become clear in a moment.
The real space expression for M12 can be easily calcu-
lated directly:
M12(ρ− ρ′) = −δJ δρρ′ + . . ., (A.62)
where . . . denotes terms that decrease at least as fast
as |ρ− ρ′|−4. Combining (A.59), (A.61), and (A.62), we
obtain the following expression, after separating off the
terms with ρ = ρ′:
Z =
∑
l(ρ)
exp
[
−π
2
2
(
M11(0)
∑
ρ
l2(ρ)+
+
∑
ρ 6=ρ′
M11(ρ− ρ′)l(ρ)l(ρ′)− δJ
∑
ρ
eig·ρl2(ρ)
)]
.
(A.63)
By applying the long distance expansion of M11(ρ) in
the sum containing terms with ρ 6= ρ′ we find that the
partition function Z becomes
∑
l(ρ)
exp
[
−π
2
2
(
M11(0)
(∑
ρ
l(ρ)
)2
− δJ
∑
ρ
eig·ρl2(ρ)
− 4(J
′ + 2J)
2π
∑
ρ 6=ρ′
l(ρ)l(ρ′)
(
ln |ρ− ρ′|+ C1
))]
.
(A.64)
We now return to the discussion of the formally di-
vergent constant M11(0). This divergence is a reflection
of the logarithmic dependence of a single vortex energy
on the system size. If the number of the sites N were
finite, we would have obtained a constant of order lnN
for M11(0) instead of an outright divergence. Although
finite, this constant becomes large in the thermodynamic
limit N → ∞, with the effect of suppressing all configu-
rations of the integer-valued field l(ρ) except those that
satisfy ∑
ρ
l(ρ) = 0 . (A.65)
This is nothing but the charge neutrality condition in the
partition function of a 2D Coulomb plasma. Restricting
ourselves only to such configurations, we obtain:
Z =
∑
l(ρ)
exp
[π2
2
(4(J ′ + 2J)
2π
∑
ρ 6=ρ′
l(ρ)l(ρ′)
(
ln |ρ− ρ′|
+ C1
)
+ δJ
∑
ρ
eig·ρl2(ρ)
)]
. (A.66)
A further simplification is achieved by noticing that
∑
ρ6=ρ′
l(ρ)l(ρ′) =
(∑
ρ
l(ρ)
)2
−
∑
ρ
l2(ρ) .
Since the first term on the right hand side vanishes by
virtue of (A.65), the partition function equals
Z =
∑
l(ρ)
exp
[π2
2
(4(J ′ + 2J)
2π
∑
ρ 6=ρ′
l(ρ)l(ρ′) ln |ρ− ρ′|
− 4C1(J
′ + 2J)
2π
∑
ρ
l2(ρ) + δJ
∑
ρ
eig·ρl2(ρ)
)]
.
(A.67)
This is the Coulomb gas representation of our model de-
scribing charges l(ρ) residing on black and red plaque-
ttes and interacting with long-ranged forces. Condition
(A.65) therefore is simply an expression of the overall
neutrality of the system – only the configurations with
the same number of vortices and antivortices contribute
to the partition function.
The Hamiltonian of the system can be finally recast as
Hdv = −π(J ′ + J1 + J2)
∑
ρ 6=ρ′
l(ρ)l(ρ′) ln |ρ− ρ′|
+ Erc
∑
ρ∈R
l2(ρ) + Ebc
∑
ρ∈B
l2(ρ) , (A.68)
where the core energies of the vortices on red (R) and
black (B) plaquettes are expressed through the original
parameters of the model as
Erc = πC1(J
′ + J1 + J2)− π
2
4
(J1 − J2) (A.69)
Ebc = πC1(J
′ + J1 + J2) +
π2
4
(J1 − J2) . (A.70)
The Hamiltonian (A.68) is of the form equivalent to Eq.
(23) derived in the main text from the continuum formu-
lation. Note that in the “low temperature” limit J ≫ 1,
coefficients J and J ′ = βV (J) coincide (see Eq. (A.21)),
and the agreement with the continuum formulation is
complete: the effective strength of the long range inter-
action between vortices is
J˜ = J + J1 + J2 .
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b. Quantum phase fluctuations
The derivation in 2+1 dimensions follows closely the
steps of the two-dimensional case considered in the pre-
vious subsection. Denoting the imaginary time by τ , the
partition function of the model is
Z =
∫ ∏
ρ
Dφr(τ) exp
[
−
∫ β
0
dτ
∑
ρ
L(ρ, τ)
]
,
where ρ is defined precisely like in the 2D case and r =
(ρ, τ). The Lagrangian of our quantum model is defined
as
−L(ρ, τ) = −K0
2
φ˙2r + ifφ˙r+J
(
cos(∇xφr)+ cos(∇yφr)
)
+ J12(ρ)
(
cos(φr+xˆ+yˆ − φr) + cos(φr+yˆ − φr+xˆ)
)
.
(A.71)
The sign of the Berry phase is chosen to be positive for
later convenience; obviously the partition function is not
affected by the change. It is convenient to replace the
integrals over continuous variable τ by sums over discrete
τn (abbreviated often as τ below) separated by intervals
of “length” ǫ. For brevity, we will use φr+τˆ to denote
φ(ρ, τ + ǫ).
The terms containing time derivatives can be trans-
formed as follows:
exp
[∫
dτ
∑
ρ
(
−K0
2
φ˙2ρ,τ + ifφ˙ρ,τ
)]
= exp
[∑
r
−K0ǫ
2
(φr+τ − φr
ǫ
)2
+
∑
r
ifǫ
φr+τ − φr
ǫ
]
.
(A.72)
After completing the square we have
exp
∑
r
[
−K0
2ǫ
(
φr+τ − φr − i f
K0
ǫ
)2
− ǫf
2
2K0
]
.
Note that this expression can be formally replaced by a
sum
∑
m(r)
exp
∑
r
[
−K0
2ǫ
(∇τφr − i f
K0
ǫ− 2πm(r))2 − ǫf
2
2K0
]
,
since, clearly, only the term m = 0 survives in the limit
of small ǫ. The latter form is convenient because now the
Poisson identity
∞∑
n=−∞
exp
[
−a
2
n2 + inφ
]
=
√
2π
a
∞∑
m=−∞
exp
[
− (φ− 2πm)
2
2a
]
(A.73)
can be applied. The result is
exp
[∫
dτ
∑
ρ
(
−K0
2
φ˙2ρ,τ + ifφ˙ρ,τ
)]
∝
∑
uτ (r)
exp
[∑
r
(
− ǫ
2K0
uτ (r)
2
+ iuτ (r)
(
φr+τˆ − φr − ifǫ
K0
)− ǫ f2
2K0
)]
, (A.74)
where uτ (r) is an integer-valued field. Using the identity
the partition function Z can now be rewritten as
∑
u
∑
w±
∫ ∏
r
dφr exp
[
i
∑
r
(
ui(r)∇iφr
+ w+(r)(φr+xˆ+yˆ − φr) + w−(r)(φr+yˆ − φr+xˆ)
)]
×
exp
[
−
∑
r
(u2α(r)
2J ′
+
w2+(r) + w
2
−(r)
2J ′12(ρ)
+
ǫ(uτ − f)2
2K0
)]
.
(A.75)
The reader should bear in mind that throughout the ap-
pendix the Greek indices exclusively denote the space-
like components x, y of a three-vector, while latin indices
denote both space-like and time-like components, as the
case may be. The coefficients J ′ and J ′12(ρ) are defined
as
J ′ = βV (ǫJ) (A.76)
J12(ρ) = βV (J12(ǫρ)) . (A.77)
We now proceed to transform the above expression by
shifting the differences of the phases φr onto the dif-
ference of the fields u(r) and w±(r) by using discrete
integration by parts (A.26), just as it was done in the
two-dimensional case:
Z =
∑
u
∑
w±
∫ ∏
r
[
dφrδ
(
∇ · u(r) + (w+(r)
− w+(r− xˆ− yˆ)
)
+
(
w−(r− xˆ)− w−(r− yˆ)
))]
exp
[
−
∑
r
(u2α(r)
2J ′
+
ǫ(uτ − f)2
2K0
+
w2+(r) + w
2
−(r)
2J ′12(ρ)
)]
,
(A.78)
where bold letters stand for three-dimensional vectors
and ∇ · u denotes three-dimensional divergence.
In the absence of the next-nearest coupling terms rep-
resented by w±, the δ-function constraint in (A.78) is
resolved by u = ∇× a, where the lattice curl is defined
as
ui = ǫijk∇jΛk(r− ek) , e = (xˆ, yˆ, τˆ ) .
In our case of a d-wave superconductor and finite w±, we
rewrite the constraint as
∇ · (u(r) +w[w+, w−] = 0 , (A.79)
36
where w = (wx, wy, 0) and wx(y) are defined in the pre-
vious subsection section (A.28). The solution is clearly
u = ∇×Λ−w[w+, w−] .
One can easily check that the choice of Λ is not unique:
for arbitrary scalar function ξ(r)
[∇× (Λ+∇ξ(r))]
i
− [∇×Λ]
i
=
= ǫijk∇j∇kξ(r− δk) = ǫijk∇j∇kξ(r) = 0 (A.80)
This gauge invariance implies that a gauge-fixing term
must be introduced when replacing the sums over integer
field u by summation over Λ in order to avoid multiple-
counting. The next step is most easily derived in the
temporal gauge:
δ(Λ3) ≡
∏
r
δΛ3(r),0 .
Afterwards, the results will be generalized to an arbi-
trary gauge-fixing condition. We proceed by rewriting
the partition function as
Z =
∑
Λ
∑
w±
exp
[
−
∑
r
( (∇×Λ− F[w±])2⊥
2J ′
+
ǫ
2K0
(
(∇×Λ)0 − f
)2
+
w2+(r) + w
2
−(r)
2J ′12(ρ)
)]
δΛ3(r),0
(A.81)
and apply the Poisson formula in order to obtain a the-
ory depending on continuous rather than integer valued
gauge field Λ:
∑
Λ(r)
δΛ3,0f(Λ1(r),Λ2(r),Λ3(r)) =
∏
r
∫
dΛ1(r)dΛ2(r)×
∑
l1(r),l2(r)
e2πi
∑
r
lα(r)Λα(r)f(Λ1(r),Λ2(r), 0)
=
∏
r
∫ ∞
−∞
dΛ1(r)dΛ2(r)dΛ3(r)δ(Λ3)×
∑
l(r)
δ∇·le
2πi
∑
r
lj(r)Λj(r)f(Λ1(r),Λ2(r),Λ3(r)) . (A.82)
In performing the last step, we formally introduced l3Λ3
and an additional sum over l3(r). The delta function
δ(Λ3(r)) ensures that the exponent is not affected. All
terms in the sum over l3 are therefore equal, and in or-
der to avoid multiple-counting we need to impose a con-
straint, chosen as ∇ · l = 0, by assigning
l3 = −(∇3)−1(∇1l1 +∇2l2) .
Note that the result of applying operator (∇3)−1 to an in-
teger field is another integer. The integer-valued field l(r)
with zero divergence describes non-backtracking closed
loops on the 2+1 space-time lattice. The field Λ(r) is
now continuous and the temporal gauge condition
Θτ [Λ] =
∏
r
δ(Λ3(r))
can be replaced36 by an arbitrary gauge-fixing condition
Θ[Λ]; examples are ∇ · Λ = 0 (Landau gauge) or ∇⊥ ·
Λ⊥ = 0 (radiation gauge):
∑
Λ(r)
δΛ3,0f(Λ1(r),Λ2(r),Λ3(r)) =
∫ ∞
−∞
∏
r
dΛ(r)Θ[Λ(r)]
∑
l(r)
e2πi
∑
r
l(r)·Λ(r)f(Λ(r))δ∇·l .
(A.83)
This final identity allows us to rewrite our partition func-
tion as
Z =
∫ ∞
−∞
∏
r
dΛ(r)Θ[Λ(r)]e
∑
τ F [(∇×Λ)⊥]×
∑
l(r)
δ∇·le
∑
r
[
2πil(r)·Λ(r)−(ǫ/2K0)((∇×Λ)0−f)
2
]
(A.84)
where F [(∇×A)⊥] has already been calculated in (A.45)
and can be used as is, provided that proper definitions
(A.77) of J ′ and J ′12(ρ) are replaced.
The remaining steps leading to the “Coulomb” gas rep-
resentation of 3D vortex loops are conceptually similar to
the 2D case from the previous subsection. The algebra,
however, is considerably more involved. We therefore
will go slowly and first wade through the derivation for
the simple case J1 = J2 = 0. This is just the ordinary
(2+1)D XY model, appropriate for our s-wave pedagog-
ical exercise from the main text and the beginning of
this Appendix (A.2). Only the configurations w±(r) = 0
contribute to the functional F [(∇×A)⊥] (A.45) and we
recover the usual13 anisotropic 3D XY model in a uni-
form magnetic field H = f τˆ :
Z0 =
∫ ∞
−∞
∏
r
dΛ(r)Θ[Λ(r)]
∑
l(r)
δ∇·l×
e
∑
r
[
2πil(r)·Λ(r)−
(∇×Λ)2
⊥
2J′
− ǫ2K0
(
(∇×Λ)0−f
)2]
. (A.85)
To obtain the lattice loop gas representation, we need
to integrate out the gauge field Λ. The most transparent
connection with the results for the 2D model is obtained
by using the radiation gauge ∇αΛα = 0:∑
r
(∇×Λ)20 =
∑
r
[∇xΛy(r− yˆ)−∇yΛx(r− xˆ)]2 (A.86)
Expanding the square and shifting the difference opera-
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tors via (A.26) we have
∑
r
(∇× Λ)20 =
∑
r
−Λy(r − yˆ)∇x∇xΛy(r− yˆ)
−Λx(r− xˆ)∇y∇yΛx(r− xˆ)− 2∇yΛy(r− yˆ)∇xΛx(r− xˆ)
=
∑
r
−Λµ(r)∇ν∇νΛµ(r)− (∇µΛµ(r))2 . (A.87)
We introduce the following notation for the lattice ana-
logues of wavevectors qj appearing from discrete left-
sided or right-sided derivatives after Fourier transforma-
tion:
Qj(q) =
eiqj − 1
i
(A.88)
Qj(q) =
1− e−iqj
i
(A.89)
Qgj (q) = Qj(q − g) =
−e−iqj − 1
i
(A.90)
Q
g
j (q) = Qj(q − g) =
1 + e−iqj
i
. (A.91)
(A.92)
The arguments of Qj and Qj is assumed to be q unless
specified otherwise.
We define the Fourier transformation as
f(r) =
1
β
∑
q0
∫
dq⊥
(2π)2
eiq·rf(q)
where the sum over frequencies q0 runs through q0 =
0, 2πβ , . . .,
2π
ǫ and the integrals over qx, qy extend from −π
to π. Using the definition and properties that follow from
it
f(q) = ǫ
∑
q0
∫
dq⊥
(2π)2
e−iq·rf(q) (A.93)
f2(r) =
1
βǫ
∑
q0
∫
dq⊥
(2π)2
f(q)f(−q) , (A.94)
we obtain in the radiation gauge:
∑
r
(∇× Λ)20 = −
∑
r
Λµ(r)∇ν∇νΛµ(r)
=
∑
q0
∫
dq⊥
βǫ(2π)2
Λµ(−q)QνQνΛµ(q) , (A.95)
Similarly,
∑
r
(∇× Λ)2⊥ =
∑
r
(
−Λ0(r)∇µ∇µΛ0(r)
− Λµ(r)∇0∇0Λµ(r) − 2∇0Λ0(r− τˆ )∇αΛα(r− eα)
)
,
(A.96)
where the last term vanishes due to our choice of the
gauge. In the momentum space we have:
∑
r
(∇× Λ)2⊥ =
∑
q0
∫
dq⊥
βǫ(2π)2
(
Λ0(−q)Λ0(q)QµQµ
+ Λµ(−q)Λµ(q)Q0Q0
)
. (A.97)
The above definitions are generally valid but now we
focus again on the simple case of J1 = J2 = 0. The
partition function Z0, given by (A.85), can be written as
Z0 =
∑
l(r)
δ∇·le
∑
r
2πil(r)·Λf (r)
∫ ∞
−∞
∏
r
dΛ(r)×
δ[∇αΛα]e
∑
r
[
2πil(r)·Λ(r)−
(∇×Λ)2
⊥
2J′
− ǫ2K0 (∇×Λ)
2
0
]
. (A.98)
In arriving at the expression above we performed a shift
of variable Λ→ Λ+Λf , where Λf is a time independent
vector potential corresponding to a constant and uniform
magnetic field fτˆ . After Fourier transformation the ex-
pression in the exponent can be written as
∑
q0
∫
dq⊥
βǫ(2π)2
[
2πil(q) ·Λ(−q)− Λ0(−q)Λ0(q)QµQµ
2J ′
− Λµ(−q)Λµ(q)
( 1
2J ′
Q0Q0 +
1
2K ′
QνQν
)]
. (A.99)
Note that temporal and space-like components are inde-
pendent and can be integrated out separately. Integra-
tion over Λ0 is trivial and yields
exp
[
−2π2J ′
∑
q0
∫
dqxdqy
βǫ(2π)2
l0(−q)l0(q)
QµQµ
]
= exp
[
−2π2J ′
∑
q0
∫
dqxdqy
βǫ(2π)2
l0(−q)l0(q)
4− 2 cos qx − 2 cos qy
]
.
(A.100)
The remaining integral∫ ∞
−∞
∏
q
dΛ(q)δ[QαΛα] exp
[∑
r
(
2πilν(−q)Λν(q)
− ( 1
2J ′
Q0Q0 +
1
2K ′
QνQν
)
Λµ(−q)Λµ(q)
)]
(A.101)
can be computed by switching to 2D transverse and lon-
gitudinal components of Λ, which we define on the lattice
as
ΛL(q) = i
QxΛx(q) +QyΛy(q)
Q⊥
(A.102)
ΛT (q) = i
−QyΛx(q) +QxΛy(q)
Q⊥
, (A.103)
where
Q⊥ =
√
QαQα =
√
QxQx +QyQy .
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The Λx(r) and Λy(r) can be expressed through the trans-
verse and longitudinal components of the gauge filed Λ
as
Λx(q) = −i
QxΛL(q)−QyΛT (q)
Q⊥
(A.104)
Λy(q) = −iQyΛL(q) +QxΛT (q)
Q⊥
. (A.105)
Now observe that the Jacobian of the transformation
(Λx,Λy)→ (ΛL,ΛT ) is unity, 2D divergence of Λ is pro-
portional to ΛL as expected:
QαΛα = −iΛLQ⊥ ,
and
lα(−q)Λα(q) = lT (−q)ΛT (q) + lL(q)ΛL(q) .
The integral (A.101) can be written as∫ ∞
−∞
∏
q
dΛT (q) exp
[∑
q0
∫
dqxdqy
βǫ(2π)2
(
2πi lT (−q)ΛT (q)
−
(
1
2J ′
Q0Q0 +
1
2K ′
QαQα
)
ΛT (−q)ΛT (q)
)]
,
(A.106)
which finally gives
Z0 ∝
∑
l(r)
δ∇·l exp
[
−π2
∑
q0
∫
dqxdqy
ǫβ(2π)2
(
2J ′
l0(−q)l0(q)
QαQα
+
lT (−q)lT (q)
1
2J′Q0Q0 +
1
2K′QαQα
)]
. (A.107)
This is the desired vortex loop gas representation of our
model. Rather than integrating out the gauge field Λ in
(A.85), one can partially perform the sum over over the
integers l(r) and arrive at yet another (dual) representa-
tion of partition function Z. The constraint∇·l(r) = 0 in
the partition function Z0 (A.85) is rewritten using aux-
iliary variables α(r) as
∑
l(r)
δ∇·l,0 exp
[
−
∑
r l
2(r)
2βV (β′)
+ 2πi
∑
r
l(r) ·Λ(r)
]
=
∑
l(r)
∏
r
∫ 2π
0
dα(r) exp
[
− 1
2βV (β′)
∑
r
l2(r)
+ 2πi
∑
r
l(r) ·Λ(r) + i
∑
α(r)∇ · l(r)
]
=
∑
l(r)
∏
r
∫ 2π
0
dα(r) exp
[
− 1
2βV (β′)
∑
r
l2(r)
+ i
∑
r
li(2πΛi(r)−∇iα(r))
]
≈
∏
r
∫ 2π
0
dα(r) exp

∑
r,i
β′ cos(∇iα(r)− 2πΛi)

 .
(A.108)
The last equation describes a lattice superconductor.
Note that the partition function (A.85) does not contain
quadratic terms l2(r). Instead, one introduces a vortex
core energy term
− 1
2βV (β′)
∑
r
l2(r)
by hand, and then, in the final lattice superconductor
representation, a limit β →∞ is taken. Such a system is
called a frozen superconductor. Alternatively, terms pro-
portional to l2 can be kept finite. Such “unfrozen lattice
superconductor” is equivalent to an ensemble of vortex
loops, namely an XY-model augmented with an addi-
tional core energy that makes formation of vortices more
difficult. Thus, applying (A.108) to (A.85) we obtain the
partition function Z0 describing lattice superconductor
in a field f coupled to fluctuating gauge field Λ:
∏
r
∫ 2π
0
dα(r)
∫ ∞
−∞
dΛ(r)Θ[Λ(r)]×
exp
[∑
r,i
β′ cos(∇iα(r) − 2πΛi)
−
∑
r
(
1
2J ′
(∇×Λ)2⊥ +
1
2K ′
(
(∇×Λ)0 − f
)2)]
.
(A.109)
The last step of our derivation is the standard36
Ginzburg-Landau expansion of the action and for com-
pleteness we reproduce here the derivation following
Kleinert36.
First, we introduce a complex field Ur = exp(iα(r))
and define covariant derivative operators Di, D¯i accord-
ing to
DxΦ(r) = Φ(r+ xˆ)e
−2πiΛx − Φ(r) (A.110)
D¯xΦ(r) = Φ(r)− Φ(r− xˆ)e2πiΛx(r−xˆ) . (A.111)
The following identity, which expresses the cosine in
(A.109) through Ur, can be proved easily:∑
r
cos(∇xα(r)− 2πΛAx) =
∑
r
U∗r (1 +
1
2
D¯xDx)Ur .
Thus, for a given fixed configuration of dual gauge field
Λ in (A.109), the sum over all configurations of angular
variables α(r) is
ZXY [Λ] =
∫
Dα(r)e
∑
r,i β
′ cos(∇iα(r)−2πΛi)
and can be transformed into
ZXY [Λ] =
∫
Dα exp[3β′
∑
r
U∗r DˆUr] . (A.112)
where Dˆ = (1 + 16D¯iDi). Operator Dˆ is Hermitian, and
therefore allows decomposition Dˆ = Kˆ2. Let us show
39
that ZXY is proportional to∫
D[α,Φ,Φ∗]e− 112β′
∑
r
|Φr|
2+ 12
∑
r,r′ (Φ
∗
r
Kˆ
rr′Ur′+U
∗
r
Kˆ
rr′Φr′ ) .
(A.113)
where notation∫
D[Φ,Φ∗]. . . =
∏
r
∫ ∞
−∞
dReΦr dImΦr . . .
is used. To establish the equivalence, we group the terms
in the exponent as
− 1
12β′
(Φ∗r − 6β′
∑
r′
U∗r′Kˆr′r)(Φr − 6β′
∑
r′
Kˆr′rUr′)
+ 3β′
∑
r
∑
r′r′′
U∗r′′Kˆr′′rKˆrr′Ur′ . (A.114)
After a shift of variables and integrating out the auxiliary
fields Φr the result coincides with (A.112) up to an unim-
portant proportionality factor. To obtain the equivalent
description in terms of field Φ, we now integrate over
the angular variables αr. To simplify notation, we define
χ1 = KˆΦ/2 and χ2 = KˆTΦ∗/2, or more explicitly,


χ1(r) =
1
2
∑
r′
Kˆrr′Φr′
χ2(r) =
1
2
∑
r′
Kˆr′rΦ∗r′
.
Integration over the phases in (A.112) now amounts to
calculation of disentangled integrals at separate r:∫
dα(r)ee
iα(r)χ2(r)+e
−iα(r)χ1(r) = 2πI0(
√
4χ1(r)χ2(r)) ,
where I0 denotes the modified Bessel function. Thus,
omitting non-essential overall prefactors the expression
for ZXY [Λ] assumes the following form:∫
D[Φ,Φ∗]e− 112β′
∑
r
|Φr|
2+
∑
r
ln I0(
√
4χ1(r)χ2(r)) .
Finally, after applying the Taylor expansion
ln I0(x) =
x2
4
− x
4
64
+ . . . ,
and retaining only the leading terms, we obtain
Z0 =
∫ ∏
r
dΦ(r)dΦ∗(r)dΛ(r)Θ[Λ(r)]×
exp
[
−
∑
r
( 1
24
(DiΦ)
∗(DiΦ) +
1
4
(
1
3β′
− 1
)
|Φ(r)|2
+
|Φ(r)|4
64
+
1
2J ′
(∇×Λ)2⊥ +
1
2K ′
(
(∇×Λ)0 − f
)2)]
.
(A.115)
The partition function (A.115) is the desired dual rep-
resentation of our initial anisotropic XY model with the
Berry phase, in the simple case J1 = J2 = 0.
Armed with the experience from the above derivation
we now return to the partition function Z of the full-
fledged model (A.84) containing J1 and J2. As we will
demonstrate, the effect of the next nearest neighbor in-
teractions will be rather modest: to the leading order
only the term proportional to |Φ(r)|2 will be modified.
The prefactors of this term will be modulated, having
different values on the red and the black plaquettes.
To arrive at the dual representation of Z, we seek a
gauge that will ensure the decoupling of the temporal
and spatial components of Λ(q), similarly to the radi-
ation gauge in the simple example above. The bilinear
terms in Λµ appearing in the exponent can be classified
as following: first, there is a contribution from the term
(∇×A)20 which in an arbitrary (yet unknown) gauge has
been already calculated in (A.87)
− 1
2K ′
(
Λµ(−q)Λµ(q)QνQν −QνQµΛµ(−q)Λν(q)
)
.
(A.116)
To facilitate the bookkeeping of various terms resulting
from F [(∇×Λ)⊥] we use the following set of identities:
bˇTx (−q) = −ieiq0ΛˇT0 (−q)
(
Qy 0
0 Qgy
)
+ ieiqyQ0Λˇ
T
x (−q)σ3
(A.117)
bˇx(q) = −ieiq0
(
Qy 0
0 Q
g
y
)
Λˇ0(q)− ie−iqyQ0σ3Λˇx(q) .
(A.118)
The expressions for bˇy(q) can be obtained by replacing
x ↔ y and the overall change of sign. Using these iden-
tities the bilinear form
bˇTx (−q)
(
G11(qy) G12(qy)
G21(qy) G22(qy)
)
bˇx(q) + (x↔ y)
can be written as a sum of two groups: the diagonal
terms are
ΛˇT0 (−q)
(
QyQyG11(qy) Q
g
yQyG12(qy)
Q
g
yQ
g
yG21(qy) Q
g
yQ
g
yG22(qy)
)
Λˇ0(q)
+ ΛˇTy (−q)
(
Q0Q0G11(qy) −Q0Q0G12(qy)
−Q0Q0G21(qy) Q0Q0G22(qy)
)
Λˇy(q)
+ (x↔ y) . (A.119)
In addition, we obtain cross-terms that couple the spatial
and temporal components of Λˇi
Q0Λˇ
T
0 (−q)
(
P (qy)Λˇy(q)+P (qx)Λˇx(q)
)
+c.c. , (A.120)
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where c.c. denotes complex conjugation and matrices
P (qα) are defined as
P (qα) =
(
−QαG11(qα) QαG12(qα)
Q
g
αG21(qα) −Q
g
αG22(qα)
)
.
Note that the terms diagonal in Λ0 are exactly what we
encountered in (A.51) when we considered the 2D exam-
ple. The off-diagonal terms can be eliminated altogether
by choosing a gauge defined by the following relation be-
tween Λx(q) and Λy(q):
P (qy)Λˇy(q) + P (qx)Λˇx(q) = 0 . (A.121)
The matrix equation can be resolved by Λˇy(q) =
Γ(q)Λˇx(q) where matrix Γ is defined as Γ(q) =
−P−1(qy)P (qx). The spatial part of the action in mo-
mentum space becomes
∑
q0
∫
dqxdqy
βǫ(2π)2
[
iπ
(
lˇTx (−q) + lˇTy (−q)Γ(q)
)
Λˇx(q)
− Λˇx(−q)X˜(q)Λˇx(q)
]
, (A.122)
where 2× 2 matrix X˜ is defined as
1
4K ′
[(
Q2⊥ 0
0 (Qg⊥)
2
)
+ ΓT (−q)
(
Q2⊥ 0
0 (Qg⊥)
2
)
Γ(q)
]
+
1
4
[(
G11(qx) −G12(qx)
−G21(qx) G22(qx)
)
+ ΓT (−q)
(
G11(qx) −G12(qx)
−G21(qx) G22(qx)
)
Γ(q)
]
. (A.123)
Note that we omitted the second term in (A.116) as it
is only of the order Q6⊥ and can be safely neglected for
extracting the long distance behavior. After integrating
out Λx, we obtain
exp
[
−π
2
4
∑
q0
∫
dqxdqy
βǫ(2π)2
×
(
lˇTx (−q) + lˇTy (−q)Γ(q)
)
X
(
lˇx(q) + Γ
T (−q)lˇy(q)
)]
,
(A.124)
whereX = X˜−1. Expanding this expression in the region
of small momenta as in (A.55) and retaining only the
leading order terms, as in the two-dimensional example,
we find
− π2
∑
q0
∫
dqxdqy
βǫ(2π)2
1
1
2J˜
q20 +
1
2K′ q⊥2
×
(
qylx(−q)− qxly(−q)
)(
qylx(q)− qxly(q)
)
q2⊥
. (A.125)
Observe that there are no cross-terms that couple modes
at wavevectors q and q − g to the order of q0 and q−2.
The spatial part of the action after integrating out the
gauge fields is equivalent to the result (A.107) obtained
in the framework of simple model Z0 where J
′ is replaced
by the effective coupling constant J˜ = J ′ + J1 + J2.
Combining (A.125) and (A.68), the final form of the
action Z in terms of closed vortex loops l(r) can be writ-
ten as
Z =
∑
l(r)
δ∇·l exp
[∑
r
(
2πi l(r) ·Af (r) − E′c(ρ) l20(r)
)
− π2
∑
q0
∫
dqx dqy
βǫ(2π)2
(
2J˜
l0(−q)l0(q)
q2⊥
+
1
1
2J˜
q20 +
1
2K′ q⊥2
lT (q)lT (−q)
)]
, (A.126)
where E′c(ρ) = ±π2(J1 − J2)/4 depending on whether ρ
corresponds to a black or a red plaquette.
We had intentionally used momentum representation
for the last two terms in the exponent. It is important to
recognize that these terms are precisely what one would
have obtained for the usual 3D XY model with no next
nearest neighbors interaction and the effective nearest
neighbors coupling constant equal to J˜ = J ′ + J1 + J2.
Thus, we may introduce a dual gauge field A(r) and
present the partition function as
Z =
∑
l(r)
∫ ∞
−∞
∏
r
dA(r)Θ[A(r)]δ∇·l×
exp
[∑
r
(
2πi l(r) · (A(r) +Af (r))
− E′c(ρ)l2(r)−
(∇×A)2⊥
2J˜
− (∇×A)
2
0
2K ′
)]
. (A.127)
By shifting A→ A−Af back we obtain
Z =
∫ ∞
−∞
∏
r
dA(r)Θ[A(r)] exp
[∑
r
(
2πi l(r) ·A(r)
− E′c(ρ)l2(r)−
(∇×A)2⊥
2J˜
− [(∇×A)0 − f ]
2
2K ′
)]
.
(A.128)
Note that in the absence of the next nearest neighbors
interactions, a similar expression (A.85) contained no
quadratic terms l2(r) and the core energy − 1βV (β′) l2(r)
was introduces by hand. In the present case, the differ-
ence ∆E′c of the core energies on the black and red sites
is finite due to the anisotropic next nearest neighbors in-
teractions. However, the average magnitude is still zero
within our model, and here we also need to introduce a
constant average core energy term 1βV (β′0)
l2(r). Thereby
we replace E′c(ρ) in (A.128) by
1
βV (β′(ρ))
→ 1
βV (β′0)
+ E′c(ρ) ,
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where the function β′(ρ) is implicitly defined by this
equation.
The remaining steps repeat the derivation leading from
(A.108) to (A.115) with the replacement β′ → β′(ρ) and
result in the Ginzburg-Landau expansion of our dual the-
ory:
Z =
∫ ∏
r
dΦ(r)dΦ∗(r)dΛ(r)Θ[Λ(r)]×
exp
[
−
∑
r
{ 1
24
(DiΦ)
∗(DiΦ)
+
1
4
(
1
3β′(ρ)
− 1
)
|Φ(r)|2 + 1
64
|Φ(r)|4
+
1
2J ′
(∇×Λ)2⊥ +
1
2K ′
(
(∇×Λ)0 − f
)2}]
. (A.129)
This is our final result – the partition function (A.129)
represents the Ginzburg-Landau functional of a dual
type-II superconductor appropriate for our model and
subjected to a constant dual magnetic field f .
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