Information entropy as a measure of nonexponentiality of waiting-time distributions.
It is shown that the information entropy based on waiting-time distributions (WTDs) offers a natural and robust measure of nonexponentiality of the distributions in the form of the Schrödinger-Brillouin negentropy, or equivalently the Kullback-Leibler divergence, and has a straightforward interpretation in terms of transition state theory. Other measures of nonexponentiality of WTDs, based on comparison of the standard deviation and the median with the mean waiting time, are also discussed. The theoretical analysis is illustrated with results from protein folding studies.