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Abstract
In this thesis an attempt is made to generate cloud patterns in a laboratory scale ex-
periment. A two-phase binary gas mixture is employed as a physical model system.
The fluid mixture is composed of a condensable gas which forms a liquid and a va-
por phase and a noncondensable gas which serves as a background or carrier gas.
The fluid mixture is confined between a bottom and a top plate. If the fluid mixture
is exposed to a constant temperature difference, two intriguing phenomena can be
observed.
First a film condensation sets in at the cold top plate that results in the formation
of a very regular hexagonal droplet pattern. The temporal evolution of the droplet
pattern is quantified and it is shown that a stable mass flux is essential in order to the
maintain the hexagonal symmetry of the droplet patten. Second cloud-like patterns
occur in a thin layer above the liquid-vapor interface. The dynamics of the cloud-like
patterns reveal the turbulent flow inside the gaseous phase. An area-perimeter anal-
ysis of the cloud-like patterns results in a fractal dimension that is similar to the one
obtained by the fractal analysis of two-dimensional cloud and rain areas in satellite
and radar data.
This thesis is meant as a proof of concept which is why most of the results are still
qualitative. However, a physical model system is presented that is appropriate in
order to study the dynamics of cloud-like patterns in a turbulent Rayleigh-Bénard
convection experiment. The origin of the cloud-like patterns is still a matter of de-
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Most systems in nature are located far away from equilibrium. If a system is driven
out of equilibrium, it experiences a restoring force that drives the system back into its
equilibrium position. An example for a system which is always out of equilibrium
is the earth’s atmosphere. The incoming solar radiation heats the atmosphere and
the surface of the earth. Local temperature gradients result in a local variation of the
density which in turn causes updrafts and downdrafts of warm and cold air respec-
tively. Pressure gradients build up which are balanced by the appearance of strong
advective and convective flows. The advective and convective flows are important
for the circulation of heat and mass in the atmosphere. The solar radiation also heats
the surface of the oceans. The water at the surface starts to evaporate and the water
vapor is transported to the atmosphere by parcels of warm air. The temperature of
the lower troposphere decreases with increasing height. The decrease in temperature
causes the water vapor to condense which results in the formation of clouds which in
turn generate precipitation. In reality all these processes are experienced as weather.
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The underlying physical processes which determine the climate and the weather are
quite complex and a subject of current research. For instance, the impact of clouds
on the climate is not yet fully understood. Clouds are important because they absorb
and reflect part of the sun’s and the earth’s radiation and therefore have a tremen-
dous effect on the local climate where they occur. Laboratory experiments, field
studies as well as theoretical models can help to gain a better understanding of the
physics of clouds. A detailed description of the processes which are involved in the
formation of clouds is beyond the scope of this thesis. What should be pointed out is
that the mechanisms behind the formation of clouds comprise processes such as heat
and mass transfer as well as the transition between different thermodynamic phases.
The aforementioned processes also play an important role in the experiments which
are performed in this thesis. In order to study the formation and the dynamics of
clouds in a laboratory environment, new experimental methods and model systems
must be developed which allow a simplified description of the complex environ-
mental conditions. In physical experiments this is achieved by reducing the degrees
of freedom of the system which is under investigation. However, despite a strong
simplification of the reality, the experiments should still be meaningful enough to
provide a reasonable explanation for potential observations [41, 59].
The mechanism how clouds are formed in the atmosphere is called heterogeneous
nucleation. A heterogeneous nucleation occurs if the air is saturated with water va-
por. The water vapor in the atmosphere condenses on the surface of aerosol or dust
particles which serve as nucleation sites for the water molecules. If no nucleation
sites are present, then water droplets can only be formed by a mechanism which
is called homogeneous nucleation. A homogeneous nucleation is likely to occur if
the air is greatly supersaturated with water vapor. However, supersaturated con-
ditions hardly occur in nature and therefore must be realized in laboratory exper-
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iments. Various experimental techniques exist in order to create a supersaturation
under laboratory conditions. For instance, by employing a thermal diffusion cloud
chamber (TDCC), a region of supersaturation is created in a binary gas mixture by
applying a temperature difference between the bottom and the top plate. If the su-
persaturation exceeds a critical value, then the probability rises that a large number
of droplets are nucleated at the same time. However, in a TDCC the thermal con-
vection is suppressed and heat and mass are transported by diffusion. The question
arose, whether or not a region of supersaturation could also be realized in a turbu-
lent convection experiment by employing a two-phase binary gas mixture and if so,
whether this supersaturation is large enough so that a large number of droplets can
be nucleated. The idea is that the nucleated droplets accumulate to form cloud-like
patterns and that these patterns might exhibit similar characteristics which are typi-
cal for clouds in the atmosphere. In the results section of this thesis it is shown that
cloud-like patterns are observed in a turbulent Rayleigh-Bénard convection exper-
iment by employing a two-phase binary gas mixture as a physical model system.
However, it is not entirely clarified why the cloud patterns do occur. Therefore, fur-
ther experiments must be carried out that could help to answer the question whether
the cloud patterns are formed by nucleated droplets or are caused by other effects
like critical opalescence or a change in the refractive index of the fluid mixture.
1.2 Thesis structure
The thesis is structured as follows. Chapter 2 gives a short introduction into the the-
ory of phase transitions and phase equilibria. The chapter includes a short summary
of the classical theory of nucleation. Two types of hydrodynamic instabilities are
briefly discussed that are crucial in order to understand the results in Chapter 4. In
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Chapter 3 a short description of the experimental apparatus and the optical setup is
given. The calibration procedure for the thermistors and the pressure gauge is de-
scribed as well. The results of the experiments are presented in Chapter 4. In Section
4.1 general aspects of the experimental system are discussed. Section 4.2 describes
the droplet pattern that forms on the underside of the top plate. The cloud-like pat-
terns are presented in Section 4.3. A discussion of the observed phenomena is given
at the end of each section. A short conclusion and an outlook for future experiments




Since a two-phase binary gas mixture is employed as a physical model system, this
chapter starts with a short description of phase diagrams, phase changes and crit-
ical phenomena. The theory about one-component and two-component systems is
mainly a summary of selected chapters in [53] and in [68] that are relevant for this
thesis. In the subsequent section a short introduction to the theory of classical nucle-
ation is given. Finally the Rayleigh-Bénard and the Rayleigh-Taylor instability are
presented as a paradigm for a buoyancy-driven and an interfacial instability respec-
tively.
2.1 One-component systems
A homogeneous system forms a thermodynamic phase if it has specific properties
that are uniform throughout its entire dimension [53]. A fluid or one-component sys-
tem can be constituted in a solid, in a liquid or in a gaseous state. A system is called
heterogeneous if two or more phases are in coexistence with each other at the same
time [53]. A pure or one-component fluid such as sulfur hexafluoride may either
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be located in a homogeneous state as a pure gaseous phase or in a heterogeneous
state if a liquid and a vapor phase coexist. The pressure p and the temperature T are
normally used to represent the different phases of a fluid in a p− T diagram which
is called a phase diagram.
The experiments presented in this thesis are conducted in a two-phase binary gas
mixture that is composed of sulfur hexafluoride (SF6) and helium (He). In the tem-
perature range under consideration, SF6 is the condensable component and forms
a liquid and a vapor phase. He is the noncondensable component which remains
in the gaseous phase. The component which forms a liquid and a vapor phase is
called the solvent and is less volatile. The component that remains in the gaseous
phase is called the solute and is the more volatile component. In the subsequent
paragraph the phase diagram of an one-component and a two-component system is
briefly explained and discussed.
2.1.1 Phase diagram of an one-component system
Fig. 2.1 shows the schematic drawing of a p− T phase diagram of an one-component
fluid. The solid red line marks the liquid-vapor coexistence line (LVCL) that sepa-
rates the liquid and the vapor phase. For a certain temperature T, the coexistence
of two phases is only possible if the pressure p adjusts according to the LVCL. The
coexistence line ends in the critical point (CP) that is defined by the critical pressure
pc and the critical temperature Tc. Above the critical point the liquid and the vapor
phase become indistinguishable and the fluid changes into a supercritical state. The
vertical and the horizontal black dashed line in Fig. 2.1 illustrate the scenario of an
isothermal compression and an isobaric heating of the fluid respectively. The two
scenarios are briefly discussed. Therefore it is assumed that an one-component fluid
is confined in a closed container that is terminated at one side by a movable pis-
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Figure 2.1: Schematic drawing of the phase diagram of an one-component fluid. CP
= critical point, G = gaseous phase, L = liquid phase.
ton. The first scenario (P1-P∗) describes the isothermal compression and the second
scenario (P2-P∗) the isobaric heating of the system:
• Isothermal compression (P1-P∗):
The fluid is located in the gaseous phase (P1) and is kept at a constant tempera-
ture. If the volume of the container is reduced by moving the piston, the pressure
increases until the LVCL is encountered. At the coexistence line a condensation
sets in and a liquid phase starts to form. If the volume is further reduced, the
pressure does not change unless all the gas is converted into a liquid. In the end
(P∗) a single liquid phase remains in the container.
• Isobaric heating (P2-P∗):
The fluid is located in the liquid phase (P2) and the pressure inside the container
is kept constant. If the temperature of the fluid is increased, the volume of the
container expands because the density of the liquid decreases with temperature.
At the LVCL vapor bubbles start to appear and a vapor phase begins to form. If
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the system is further heated, the volume of the container increases and the tem-
perature does not change unless all the liquid is converted into a gas. If a single
gaseous phase exists in the container (P∗) and the system is further heated, the
gaseous phase continues to expand.
Fig. 2.2 shows the p− T phase diagram of pure SF6 as an example for the phase di-
agram of an one-component fluid. The solid green line represents the LVCL. Above
the coexistence line the system forms a pure liquid phase while it remains in a pure
gaseous phase at pressures below the coexistence line. Whenever a liquid and a va-
por phase coexist, the system is represented by a point on the LVCL. The closed red
circle at the upper end of the LVCL marks the critical point. At the critical point, the
density of the liquid equals the density of the vapor phase and the fluid becomes
supercritical with the critical density ρc.
2.2 The liquid-vapor critical point in an one-component
system
If an one-component system moves along the LVCL towards higher temperatures
and higher pressures, then the density of the liquid phase decreases and the density
of the vapor phase increases. The critical point with pc and Tc marks the terminal
point in Fig. 2.2 where the densities of the liquid and the vapor phase become equal.
By applying the Clausius-Clapeyron equation, the differences in the molar entropy s
and the molar volume v of a liquid (L) and a vapor phase (G) in coexistence are
defined as
(sG − sL) = A(vG − vL) , (2.1)
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Figure 2.2: p− T phase diagram of pure SF6.
where A is a constant that is derived at the critical point according to A = (∂p/∂T)v.
Eq. (2.1) shows that the molar volumes vG and vL and the molar entropies sG and sL
become identical at the critical point and as a consequence the latent heat of vapor-
ization vanishes [53].
2.2.1 Saturation ratio in an one-component system
Suppose a liquid and a vapor phase coexist in a heterogeneous system. For liquid-
vapor phase transitions, the saturation ratio S defines how far away the vapor phase







where pv is the partial vapor pressure and pvs is the saturation vapor pressure of
an one-component fluid for a specific temperature [68]. If more molecules are in
the vapor phase than normally would be in the equilibrium state, then the vapor is
supersaturated and S > 1. If a liquid phase exists and S < 1, then the liquid begins to
evaporate until the liquid phase has vanished or until the vapor phase is saturated
and S = 1. If S > 1, then the vapor starts to condense if a liquid phase is present or a
surface where the vapor can condense on.
2.3 Two-component systems
2.3.1 Phase diagram of a two-component system
In general it can be distinguished between homogeneous and heterogeneous mix-
tures. A homogeneous mixture consists of a single thermodynamic phase while a
heterogeneous mixture comprises different thermodynamic phases. Gases are nor-
mally fully miscible and that is why gas mixtures are always homogeneous. If one of
the components in the gas mixture exists in two thermodynamic phases that means
in a liquid and a vapor phase, then the mixture is heterogeneous [53]. This section
discusses the phase diagram of a two-component system where one of the compo-
nents forms a liquid and a vapor phase.
Fig. 2.3 shows the schematic drawing of a p− T phase diagram of a two-component
fluid. The subscripts 1 and 2 denote the two constituents of the fluid mixture. The
phase diagram illustrates the case if component 1 is a condensable gas and forms a
liquid and a vapor phase while component 2 is a noncondensable gas and remains
in the gaseous phase. The solid red line marks the critical line (CL) that separates
the two-phase from the one-phase region. The lower half of the critical line is called
the dew point line (DL) and separates the one-phase region where both constituents
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Figure 2.3: Schematic drawing of the phase diagram of a two-component fluid. CL
= critical line, G1 = gaseous phase of component 1, G2= gaseous phase of component
2, L1 = liquid phase of component 1.
exist in a gaseous phase from the two-phase region where the liquid phase is formed
by component 1 and the gaseous phase is formed by a mixture of the components 1
and 2. The upper half of the critical line is called the bubble point line (BL) and sepa-
rates the one-phase region where the component 1 forms a sole liquid phase from the
two-phase region. The vertical and the horizontal black dashed line in Fig. 2.3 illus-
trate the case of an isothermal compression and an isobaric heating respectively. The
two scenarios are briefly discussed. Therefore it is assumed that the two-component
fluid is confined in a closed container that is terminated at one side by a movable
piston. The first scenario (P1-P∗-P∗∗) describes the isothermal compression and the
second scenario (P2-P∗) the isobaric heating of the system:
• Isothermal compression (P1-P∗-P∗∗):
The fluid is located in the one-phase region (P1) and the temperature of the con-
tainer is kept constant. Both constituents form a gaseous phase G1 and G2. If the
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volume of the container is reduced by moving the piston, the pressure increases
until the point P∗ on the CL is reached. At the critical line the component 1 starts
to condense and forms a liquid phase L1. The gaseous phase is composed of G1
and G2 and the system is located in the two-phase region. If the volume is fur-
ther reduced, then the vapor phase of the component G1 is converted into a liquid
while the fraction of the component G2 in the gaseous phase is increasing. If the
volume is further reduced, then the component G2 is solved in the liquid phase
L1. Since the component 2 is the more volatile component, the pressure in the sys-
tem must be increased in order to solve G2 completely in L1. If the entire vapor
phase G1 is converted into a liquid and the component G2 is completely diluted
in the liquid phase L1, then the system is located at the point P∗∗ on the CL and a
sole liquid phase L1 exists in the container. The system is located in the one-phase
region above the bubble point line.
• Isobaric heating (P2-P∗):
The fluid is located in the two-phase region (P2) and the pressure inside the con-
tainer is kept constant. If the temperature of the fluid mixture is increased, then
the volume of the container expands because the liquid phase L1 begins to evap-
orate and the mole fraction of G1 in the gaseous phase increases. The component
G2 that is diluted in the liquid phase L1 is also released. If the fluid mixture is
further heated, then more and more liquid is evaporating unless the entire liquid
phase L1 is converted into a gas. The system is now located at the point P∗ on the
CL. If the temperature is further increased, then the system moves into the one-
phase region where a gaseous phase composed of G1 and G2 exists. If the system
is heated even more, then the gaseous phase continues to expand.
As mentioned in Section 1.1, the motivation for this thesis was whether or not a su-
persaturation can be realized in a turbulent Rayleigh-Bénard convection experiment.
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A two-phase binary gas mixture composed of SF6 as a condensable and He as a non-
condensable gas is employed as a physical model system. The phase diagram of a
SF6 and He mixture can either be determined experimentally or it can be derived
from other known phase diagrams. Since the measurement of the phase diagram
for a mixture of SF6 and He causes an enormous effort, the p− T phase diagram is
qualitatively derived from the p− T phase diagram of a mixture of Xe and He. The
critical properties of Xe and SF6 are similar as can be seen in Table 2.1. Whenever
two substances have similar critical properties, their corresponding phase diagrams
are also of the same type. The p − T phase diagram of a mixture of Xe and He
Parameter SF6 He Xe
a Tc / K 318.72 5.19 289.74
a pc / bar 37.60 2.27 58.40
aVc / cm3 mol−1 198.40 57.30 118.00
a Mw / g mol−1 146.056 4.003 131.290
a Data taken from [57].
Table 2.1: Critical constants of the mixture components. Tc denotes the critical tem-
perature, pc the critical pressure, Vc the critical molar volume and Mw the molecular
weight.
is shown in Fig. 2.4a and was reproduced from [19]. In addition a qualitative ver-
sion of the p− T phase diagram of a mixture of SF6 and He was computed with a
commercial software licensed from [52]. The result is shown in Fig. 2.4b for three
different concentrations. Both phase diagrams look similar as expected. The solid
and the dashed line in Fig. 2.4b separate the two-phase from the one-phase region.
The upper solid and the lower dashed line mark the bubble point and the dew point
line respectively. For a larger concentration of He, the two-phase region is extended
















































Figure 2.4: (a) and (b) show the p− T phase diagram of a mixture of Xe and He and
of a mixture of SF6 and He for three different concentrations respectively.
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Figure 2.5: p− x− y phase diagram of a mixture of SF6 and He. x and y denote the
mole fraction of SF6 in the liquid and the gaseous phase respectively.
range and the pressure at which the experiments in this thesis were conducted. The
results in Chapter 4 were obtained with a molar concentration of He in the gaseous
phase of approximately 14.5%. The black dotted lines in Fig. 2.4b show that the sys-
tem is located in the two-phase region which is evident since a liquid and a gaseous
phase did always coexist during the experiments. If SF6 forms a liquid and a vapor
phase, then the concentration of He in the liquid phase is usually different from the
concentration in the gaseous phase. Fig. 2.5 illustrates the p− x− y phase diagram
of a mixture of SF6 and He for two different temperatures that are labeled in blue
and red. The solid and the dashed lines mark the concentration of SF6 in the liquid
and the gaseous phase respectively. The concentration of He in the gaseous phase is
usually larger compared to the concentration in the liquid phase of SF6. For instance,
at T = 317.15K, the mole fraction of He in the gaseous phase is roughly 20% while
in the liquid phase of SF6 it is only about 6%. The mole fraction of He diluted in the
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liquid phase of SF6 is much smaller since gases are only slightly soluble in liquids
[58]. The concentration of He in the gaseous phase depends also on the temperature.
With decreasing temperature the solubility of He in the liquid phase of SF6 decreases
and the concentration in the gaseous phase increases. This seems logical since the
vapor pressure of SF6 increases with increasing temperature and as a consequence
the concentration of He in the gaseous phase decreases.
2.3.2 Thermodynamic state of a two-component system
In terms of the internal energy, the thermodynamic state of a system with two com-
ponents 1 and 2 is defined by the extensive variables of the entropy S, the volume V
and the number of moles of the two components Ni , (i = 1,2). The differential form
of the internal energy U(S,V, Ni) is known to be
dU = TdS − pdV + µ1 dN1 + µ2 dN2 , (2.3)
where T denotes the temperature, p the pressure and µi , (i = 1,2) the chemical po-
tential of the two components [53]. Another representation of the thermodynamic
state of the fluid is given by the differential form of the Gibbs free energy G(T, p, Ni)
that is defined as
dG = −SdT + V dp + µ1 dN1 + µ2 dN2 . (2.4)
Suppose G is an extensive function of the variables Ni , (i = 1,2), then the Gibbs free
energy can be written as
G = µ1 N1 + µ2 N2 . (2.5)
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By combining Eqs. (2.4) and (2.5), the Gibbs-Duhem relation
− SdT + V dp − N1 dµ1 − N2 dµ2 ≥ 0 (2.6)
can be derived. The Gibbs-Duhem criterion means that a thermodynamically stable
phase of the system is given by a minimum of the Gibbs free energy. The Gibbs free
energy in Eq. (2.4) can also be expressed by molar quantities, in this case g is defined
as g = G/N and the mole fraction of the components 1 and 2 are defined as x1 = N1/N
and x2 = N2/N respectively. The total number of moles is N = N1 + N2. By applying
the aforementioned definitions, Eq. (2.5) can be written as
g = µ1 x1 + µ2 x2 (2.7)
and the molar Gibbs free energy is given by
dg = −sdT + vdp + µ1 dx1 + µ2 dx2 . (2.8)
In ideal mixture as shown in [53], the molar representation of the Gibbs free energy
for two components is defined as
g = x g2 + (1− x)g1 + x RT ln x + (1− x)RT ln(1− x) . (2.9)
In Eq. (2.9) g1 and g2 denote the molar Gibbs free energies for the two components 1
and 2 and x the mole fraction of the component 2 under the assumption that x 1.
For a regular mixture the expression in Eq. (2.9) changes to
g = gE + x g2 + (1− x)g1 + x RT ln x + (1− x)RT ln(1− x) , (2.10)
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where gE(T, p, x) denotes the molar excess Gibbs free energy. gE describes the de-
viation of the behavior of a real mixture from an ideal mixture. If a binary mixture
can be described by gE, then the mixture is called a regular mixture [53]. The excess
Gibbs free energy is of the form
gE = wx(1− x) , (2.11)
where w is a function of p and T. gE is constructed in a way that gE→ 0 if x→ 0 or
x→ 1 that means if the concentration of the component 2 becomes zero or one. If
gE→ 0, then the expression in Eq. (2.10) reduces to the expression of the Gibbs free
energy for an ideal mixture in Eq. (2.9).
2.3.3 Phase coexistence in a two-component system
In a two-component system where a liquid phase (L) and a gaseous phase (G) coex-
ist, the fraction of the number of moles in the liquid and the gaseous phase are given
by rL = NL/N and rG = NG/N respectively, where N = NL + NG is the total number of
moles. If xi , (i = 1,2) and yi , (i = 1,2) denote the mole fraction of the two compo-
nents in the liquid and the gaseous phase respectively, then the number of moles of
component 2 in the liquid and the gaseous phase is x2 NL and y2 NG respectively. The
total number of moles of component 2 in the mixture is N2 = x2 NL + y2 NG. Since
the mole fraction of component 2 in the mixture is x = N2/N, the expression
x = x2 rL + y2 rG (2.12)
can be derived which is called the lever rule. The lever rule allows to determine
the composition of the liquid and the gaseous phase from a T − x or p − x phase
18










can be derived for the component 2. Because the temperature and the pressure in the
system are constant, x2 and y2 remain unchanged and the same is true for the molar
Gibbs free energy of the two phases g∗L = g(T, p, x2) and g
∗
G = g(T, p,y2). Thus the
molar Gibbs free energy can be written as
g = rL g∗L + rG g
∗
G . (2.15)
The chemical potential µ = ∂g/∂x is constant in the range x2 < x < y2 and the follow-
ing condition
g∗L − µ∗ x2 = g∗G − µ∗y2 (2.16)
for the coexistence of the two phases can be derived [53].
2.3.4 Thermodynamic equilibrium in a two-component system
If a two-component mixture is in a thermodynamic equilibrium, then the tempera-
ture T, the pressure p and the chemical potential µ1 and µ2 of the component 1 and
2 respectively must be equal everywhere in the system. That means in equilibrium
the following conditions must be fulfilled
TL = TG , pL = pG , µ1L = µ1G , µ2L = µ2G . (2.17)
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By applying Eq. (2.15), it can be shown that
gL(T, p, x2)− µ∗ x2 = gG(T, p,y2)− µ∗y2 , (2.18)
with g∗L = gL(T, p, x2) and g
∗
G = gG(T, p,y2) [53]. Furthermore it can be shown that
Eq. (2.18) is equivalent to the expression
µ1L(T, p, x1) = µ1G(T, p,y1) and µ2L(T, p, x2) = µ2G(T, p,y2) . (2.19)
The expressions in Eqs. (2.18) and (2.19) are the conditions for the thermodynamic
equilibrium in a two-component mixture and can be used to determine x2 and y2 for
the component 2. More details can be found in [53].
2.3.5 The liquid-vapor critical point in a two-component system
The two-phase region in Fig. 2.3 is bounded by the critical line and each point on
the critical line can be considered as a single critical point. For the case of a two-
component fluid, the critical line represents an infinite set of critical points. However,
for the two-component system in Fig. 2.3, the definition of the critical point in Section
2.2 is not applicable since a terminal point like the one in Fig. 2.1 does not exist
anymore. That means the two-component system cannot exist in a state where the
critical temperature and the critical pressure occur simultaneously.
2.3.6 Saturation ratio in a two-component system
In [68] the saturation vapor pressure of a mixture component i is defined as
pi,v(xi, T) = Γi (xi, T)xi pi,vs(T) . (2.20)
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Here xi denotes the mole fraction of the component i in the liquid phase, Γi(xi, T)
the activity coefficient and pi,vs(T) the saturation vapor pressure of the component i.
For an ideal mixture Γi = 1 while for a regular mixture Γi 6= 1. According to [68], the




= Γi xi . (2.21)
For a two-component system, the saturation ratio Si indicates how saturated the













Ai,G indicates how saturated the gaseous phase of component i is with respect to the
pure liquid phase of the component i. The saturation ratio and the gas phase activity





For an one-component system the gas phase activity and the saturation ratio are
identical AG = S and the liquid phase activity becomes AL = 1 [68].
2.4 Nucleation
If a new phase starts to form in a homogeneous system, the process how the new
phase is formed is called nucleation. A new phase can be nucleated either by a
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heterogeneous nucleation or by a homogeneous nucleation. Heterogeneous nucleation
describes the process when the nucleation of a new phase starts on the surface of
nucleation sites such as aerosol particles or on solid surfaces like a window or a wall
[35, 68]. A heterogeneous nucleation occurs in the atmosphere when saturated water
vapor condenses on the surface of dust or salt particles and causes the formation of
clouds or fog.
Homogeneous nucleation describes the formation of a new phase that occurs in the
absence of any nucleation sites or other surfaces where the molecules can condense
on. Suppose a homogeneous and one-component system is located in a gaseous
state. In order that a new phase can be formed by a homogeneous nucleation, one
condition is that a supersaturation must occur in the system. If the degree of su-
persaturation is sufficiently large, then density fluctuations in the vapor phase can
initiate the formation of short-lived molecule clusters [21]. If the supersaturation
is only weak, then the clusters dissociate again. If the supersaturation further in-
creases, then the probability rises that a molecule cluster persists over time and is
capable of growing. Furthermore, if the supersaturation exceeds a critical value,
then abruptly a large number of stable clusters arise that act as nucleation sites
for other molecules. In the beginning the clusters consist of only a few molecules.
The growth of the clusters continues by condensing more and more molecules that
are also called monomers. The growth of the clusters continues until macroscopic
droplets are formed. The latent heat released by the condensation is transferred to
the vapor phase and results in a temperature increase which reduces the degree of
supersaturation in the vapor phase [21]. A homogeneous nucleation occurs also at
the critical point of an one-component fluid. If the system changes from a super-
critical to a subcritical state, then density fluctuations induce the formation of a new
phase that is nucleated by a homogeneous nucleation. The density fluctuations at
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Figure 2.6: Schematic drawing of the free energy barrier for a homogeneous nucle-
ation from a supersaturated vapor phase.
the critical point cause a phenomenon which is called critical opalescence [17, 67].
In the following a brief introduction to the classical theory of nucleation is given that
is mainly adopted from [2]. One way how a supersaturated atmosphere can be cre-
ated in an experimental environment is by an isentropic expansion or by an isobaric
cooling of a pure vapor phase. In the following the thermodynamic requirements
will be explained that are essential for the formation of a stable droplet in a super-
saturated environment. The change in the Gibbs free energy ∆G for a cluster of n
molecules in a closed system is given by
∆G = n(µL − µV) + 4π r2 σ , (2.25)
where r denotes the radius, σ the surface tension of the cluster and µL and µV the
chemical potential of the molecules in the liquid and the vapor phase respectively. By
assuming isothermal conditions, the Gibbs-Duhem equation can be used to replace
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the first term on the right side of Eq. (2.25) with
d(µL − µV) = n(vL − vV)dpV , (2.26)
where vL and vV denote the specific volume of the molecules in the liquid and the
vapor phase respectively. Under the assumption that the vapor behaves like an ideal
gas, Eq. (2.26) can be transformed into
µL − µV = −kB T lnS . (2.27)
Here kB denotes the Boltzmann constant and S the degree of supersaturation of the
vapor phase. By combining Eq. (2.25) and Eq. (2.27), the Gibbs free energy can be
written as






The first term on the right side of Eq. (2.28) accounts for the work that is necessary
to extend the liquid surface against the surrounding vapor phase if a molecule joins
the cluster. The second term on the right side of Eq. (2.28) considers the change in
the free Gibbs energy of the system if a molecule is removed from the vapor phase
and added to the cluster. Fig. 2.6 illustrates Eq. (2.28) for two different saturation
values. For the case of S < 1, the energy needed for the growth of a cluster is increas-
ing with increasing radius. It is unlikely that the cluster grows in size and therefore
a nucleation in a subsaturated environment is not possible. For the case of S > 1, a
critical radius r∗ exists at which the Gibbs free energy barrier for the formation of
a stable cluster reaches its maximum. For values of r < r∗, the energy ∆G is first
increasing with increasing radius and reaches a maximum at r = r∗. For values of
r > r∗, the energy barrier ∆G starts to decrease due to the contribution of the volume
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term that starts to overcome the surface tension term. The critical radius r∗ deter-
mines whether a new phase is stable or not. Clusters smaller than r∗ are on average
dissociating while clusters larger than r∗ persist and grow to a macroscopic size in











As already mentioned, the degree of supersaturation S is crucial in order that a sta-
ble cluster can form. Therefore a homogeneous nucleation is likely to occur in a
homogeneous system with a high level of supersaturation and in the absence of any
nucleation sites. A more comprehensive overview of the theory of nucleation can be
found in [32, 38, 40, 49, 72].
2.5 Hydrodynamic instabilities
2.5.1 Rayleigh-Bénard instability
Suppose a fluid is confined between two parallel, ideal conducting, infinitely ex-
tended and horizontally aligned plates that are separated in a distance H apart from
each other. The temperature of the bottom and the top plate is denoted with Tb and
Tt respectively. Initially both plates have the same temperature Tb = Tt = T. If a
small temperature difference ∆T = Tb − Tt > 0 is applied between the bottom and
the top plate, then heat is transported from the bottom to the top plate via conduc-
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tion and the fluid remains in a steady and motionless state. However, the fluid at the
bottom plate at z = 0 has a larger temperature than the fluid at the top plate at z = H.
Thus the density of the fluid at z = 0 is smaller than the density at z = H. If the fluid
is considered to consist of stratified fluid layers whose density is increasing in the
positive z-direction, then the density of the fluid layer i is smaller than the density
of the fluid layer i + 1 which means ρi(zi) < ρi+1(zi+1) for zi < zi+1. The fluid layer
i tends to rise upwards due to the buoyancy forces acting on the fluid layer. On the
other hand the fluid layer i + 1 experiences a gravitational force and tends to sink
downwards. However, if the applied temperature difference is small, the stabilizing
dissipative forces due to viscous drag and thermal diffusion overcome the destabi-
lizing forces due to buoyancy and gravity and prevent the fluid layer from becoming
unstable. If the temperature difference is further increased, then the density varia-
tion becomes larger and at a critical temperature difference ∆Tc, the buoyancy and
the gravitational force begin to overcome the dissipative forces. As a consequence,
the fluid layers become unstable and warm fluid from below rises upwards while
cold fluid from above falls downwards. The heat is now transported by thermal
convection and this paradigm is also called Rayleigh-Bénard convection (RBC). The
Rayleigh number (Ra) is the dimensionless control parameter that characterizes the






where α denotes the thermal expansion coefficient, g the gravitational constant, H
the cell height, ν the kinematic viscosity and κ the thermal diffusivity of the fluid.










where τκ = H2/κ denotes the thermal relaxation time and τν = H2/ν the viscous re-
laxation time. The Prandtl number indicates which heat dissipation mechanism is
dominating in the fluid. For gases Pr is usually of the order of O(1).
In reality it is not possible to create ideal boundary conditions in laboratory experi-
ments. In RBC experiments the fluid is confined in a container with a height H and
a width W. Typically the thermal convection is affected by the boundaries of the





in order to account for the geometry of the system. A large value of Γ means that the
effect of the sidewalls on the thermal convection in the center of the enclosure can
be neglected. The Rayleigh number indicates how far away the system is located
from an equilibrium state. By performing a linear stability analysis of the equations
of motion, it is shown [15, 25] that a system with two rigid boundaries at the bottom
and the top is getting unstable at a critical Rayleigh number of
Rac = 1707.8 , (2.34)
whereas a system with a rigid boundary at the bottom and a stress-free boundary at
the top is getting unstable at a critical Rayleigh number of
Rac = 1100.7 . (2.35)
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The onset of the thermal convection in Eqs. (2.34) and (2.35) is independent of the
Prandtl number and the material parameters of the fluid. However, for the nonlinear
properties of the thermal convection the dependence Ra(Pr) must be considered.
Convection regimes for low Prandtl number fluids
In [12] different convection regimes for Ra up to 106 and Pr up to 104 are presented
that were identified in numerical simulations and experimental investigations. Since
the Prandtl number for the gaseous phase of SF6 and He is of the order of O(1), the
distinct convection regimes that can occur in systems with Pr ∼ 1 and Ra up to 106
are briefly mentioned here. In fluids with Pr ∼ 1 and Ra < Rac, infinitesimal per-
turbations in the system decay and do not affect the stable fluid layer. In the critical
regime at Ra = Rac, a steady-state motion sets in with a critical wavenumber kc as
the stable mode of the first convective instability [25]. For Ra > Rac in the super-
critical regime, the fluid layer is convectively unstable what results in the formation
of steady rolls that persist up to Ra ∼ 5× 103 [25]. If Ra is further increased, os-
cillations occur along the axis of the rolls that mark the transition to a regime with
aperiodic time-dependent convection. The transition to turbulent convection occurs
around Ra∼ 2× 104. For even larger Ra in the range of Ra∼ 105− 107, the turbulent
convection exhibits the typical structure of large-scale convection cells [12] that are
maintained by the ejection of thermal plumes from the thermal boundary layers.
Thermal plumes
In turbulent RBC the thermal and the viscous boundary layers develop at the surface
of the bottom and the top plate. It is well-known that a temperature drop occurs in
the thermal boundary layers and that the temperature throughout the bulk of the
fluid remains nearly isothermal [6, 12, 20]. The convection patterns in turbulent RBC
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are characterized by the appearance of a large-scale circulation (LSC) that is extended
over the height and the width of the convection cell and by intermittent ejections of
thermal plumes from the lower and the upper boundary layer. By varying Ra and
Pr, four different regimes of plume growth can be identified and classified according
to the dimensions of the thermal and the viscous boundary layer [43].
Large-scale circulation
In turbulent RBC for Pr > 0.35, the rising and descending plumes are mainly respon-
sible for the vertical heat transport. The horizontal dimensions of a thermal plume
are comparable to the thickness of the thermal boundary layer where the plume
arises [43]. The plumes that are released from the thermal boundary layer at the
bottom move laterally toward the sidewall and form upwelling jets in a region near
the sidewall of the container. Cold plumes at the top move in the opposite direction
and form downward jets at the opposite sidewall of the container. The LSC has a
two-dimensional structure and appears for Ra up to 1013 [43]. The structure of the
LSC can be classified into three parts: first a thin viscous boundary layer, second a
homogeneously mixed core region in the center of the container and third an inter-
mediate buffer region that is dominated by the thermal plumes [43].
In [43] it is described that the transport of the thermal plumes along the bottom and
the top boundary layer is theoretically related to the propagation of thermal waves
that arise due to temperature oscillations in the thermal boundary layer. In a theo-
retical model it was proposed that the temperature oscillations and the propagating
waves are induced by thermal plumes that impact into the thermal boundary layer
from the opposite side of the container and cause an instability of the thermal bound-
ary layer. If the induced waves move toward the sidewall of the container, sheets of
warm fluid get ejected from the top of these waves that tend to rise upwards. As the
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sheets move toward the sidewall, they split into columnar structures that form the
thermal plumes [43]. Some of the plumes can be released from the boundary layer
before the sidewall is reached and move into the central region of the container.
However, most of the plumes hit the sidewall where they form a cluster and flow
upward as a jet. When the jet impacts on the top plate, waves are produced that
move across the top plate and create new plumes that flow downward to the bot-
tom. Thus a self-sustaining large-scale flow is maintained by the alternating warm
and cold plumes that are ejected in the lower and the upper thermal boundary layer.
The upward and downward flowing jets at the sidewalls of the container result from
the clustering of these plumes. The jets circulate the fluid in the container and thus
create the large-scale circulation structure [43].
2.5.2 Rayleigh-Taylor instability
Suppose a liquid film is suspended on the underside of a horizontally oriented sur-
face. At the bottom the surface of the liquid film is bounded by a subjacent gaseous
phase. The interface between the liquid film and the gaseous phase is stabilized by
the surface tension of the fluid. Initially the interface is plane and unperturbed. The
gravitational force is acting on the interface and destabilizes the liquid film. If the
surface of the liquid film becomes unstable due to perturbations, then the interface
gets corrugated and periodic crests and sinks begin to appear. If liquid is accumu-
lating in the crests, then droplets start to form. If a droplet reached a critical size, it
detaches from the liquid film and falls downwards. The type of interfacial instabil-
ity is known as the Rayleigh-Taylor instability (RTI). A first analytical description of
the problem was given by Rayleigh in 1883 [61]. In 1950 the problem was experi-
mentally investigated by Lewis [44] and Taylor [66]. In the following paragraph two
references from the literature are presented that describe distinct models of how a
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liquid film on the underside of a horizontal surface can be stabilized.
In [8] the situation is described when the surface of a liquid film on the underside of
a flat horizontal plate is heated from below. Initially the liquid film is in equilibrium
with the adjacent gaseous phase. The temperature dependence of the surface ten-
sion of the fluid is neglected. Perturbations of the thickness of the liquid film result
in the formation of a corrugated surface. Depressions develop in regions where the
fluid is warmer and elevations where the fluid is colder. In [8] the evaporation in the
depressions is considered as a stabilizing mechanism. The fluid evaporates in the
thicker regions while it condenses in the thinner regions. If the destabilizing effect
of the gravitational force overcomes the stabilizing mechanism of the evaporation
and the condensation, then the liquid film becomes Rayleigh-Taylor unstable. By








Here g denotes the gravitational constant, ρL and ρG the density of the liquid film
and the gaseous phase respectively and σ the surface tension of the liquid film. If
λ > λc, then the liquid-vapor interface is unstable since the amplitude of the pertur-
bation grows exponentially in time. For wavelengths 0 < λ < λc, the perturbations
do decay and the surface tension of the fluid stabilizes the liquid-vapor interface.
Another model for the stabilization of the surface of a liquid film is described in
[10]. Here the liquid film is subjected to a vertical temperature difference by heating
the liquid film from below. It is shown that the Rayleigh-Taylor instability can be
suppressed by a vertical temperature gradient. Perturbations of the thickness of the
liquid film result in the formation of thicker and thinner regions where the fluid is
warmer and colder respectively. By assuming a temperature dependent surface ten-
sion, fluid flows along the interface from warmer regions where the surface tension
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is lower toward colder regions where the surface tension is higher. Thus the liquid
film is stabilized by the temperature dependent surface tension. If the destabilizing
gravitational force overcomes the stabilizing force due to the temperature dependent
surface tension, then the system becomes Rayleigh-Taylor unstable at long wave-
lengths in which the most unstable wavelength is infinite. A more comprehensive





A schematic drawing of the convection apparatus which is used for the experiments
is shown in Fig. 3.1. The apparatus consists of a main pressure vessel that houses
the inner can stack and the convection cell. Fig. 3.2 illustrates the squared plexiglas
cell in which the convection takes place. The width and the height of the cell is
W = 65.1mm and H = 21.6mm respectively. The thickness of the bottom and the
sidewalls of the cell is SW = 1mm. The convection cell is confined between a bottom
and a top plate. Both plates have a diameter of Dp = 101.6mm and a height of
Hp = 9.5mm. A polished silicon plate is used as a bottom plate and the top plate is





A foil heater is glued to the underside of the bottom plate and allows to heat the bot-
tom plate. The top plate is kept at a constant temperature by an internal water bath.
An aquarium pump circulates the water in the internal water bath in the directions
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Figure 3.1: Schematic drawing of the experimental apparatus (not to scale). Ap-
paratus: BP = bottom plate, CC = convection cell, SC = steel conduits, HE = heat
exchanger, HW = heating wire, IC = inner can, LV = lower volume, PV = pressure
vessel, SW = sapphire (Al2O3) window, TH1 = water bath thermistor, TH2 = bottom
plate thermistor, TP = top plate, UV = upper volume, WB = water bath, WP = water
pump. Outer piping: NV1 = needle valve 1, NV2 = needle valve 2, NV3 = needle
valve 3, PG1 = pressure gauge 1, PG2 = pressure gauge 2, RV = pressure relief valve,
VP = vacuum pump.
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pointed out by the dark blue arrows in Fig. 3.1. The internal water bath is heated by
a teflon insulated heating wire (AWG32, Alpha Wire Inc.) that supplies a maximum
heating power of about 120W. By using a heat exchanger which is connected to a
refrigerated circulator (Neslab RTE 7, Thermo Electron Corporation), the heat of the
internal water bath is transported away. The heat exchanger is also used to adjust
the internal water bath to a certain working temperature.
The voltage for the bottom plate heater and the heating wire is supplied by two
power supplies (Agilent E3634A, Agilent Technologies Inc.). The top steel lid of the
main pressure vessel has an opening in the middle that holds a sapphire plate with
a diameter of Dp = 101.6mm and a height of Hp = 32.6mm. The sapphire window
allows for an optical access to the convection cell from outside the pressure vessel.
Two stainless steel conduits are used to connect the inner can to the interior stack
that houses the heat exchanger and the water pump. The conduits connect the lower
volume of the apparatus with the upper volume as shown in Fig. 3.1. High pres-
sure seals (Conax Technologies) are used to feed the electrical wires for the voltage
supply and for the temperature measurement through the bottom lid. The thermis-
tors TH1 and TH2 are used to measure the temperature of the top and the bottom
plate respectively. The type of thermistor that is used for the experiments is a 100 kΩ
precision thermistor probe (Fenwal Electronics Inc.) with a negative temperature co-
efficient (NTC).
The bottom of Fig. 3.1 shows the outer piping of the convection apparatus that is
used for the gas supply and for the pressure measurement. The gas inlet is managed
by two needle valves NV1 and NV2 that are connected to a He and an SF6 gas bottle
respectively. One end of a 1mm thick teflon tube (marked in red) is connected to the
pipe connection for the He gas inlet and the other end of the teflon tube is tightly con-
nected to the convection cell. Via the teflon tube the He gas is blown directly into the
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Figure 3.2: Schematic drawing of the convection cell (not to scale). SW = thickness
of the sidewall, W = width of the cell, H = height of the cell, Dp = diameter of the
bottom of the cell.
convection cell. A detailed description of the SF6 and He filling procedure is given in
Section 3.4. The needle valve NV3 is connected to a vacuum pump (Labor-Vakuum-
System LVS 610, ILMVAC GmbH) that is used to evacuate the pressure vessel down
to p ≈ 1mbar before it is filled with gas. Two ultra precision pressure transducers
PG1 and PG2 are used to monitor the system pressure inside the convection ap-
paratus. The pressure gauge PG1 (model Z, Sensotec Inc.) is connected to a 4 1/2
digit signal conditioner (Sensotec Model GM, Sensotec Inc.) and the pressure gauge
PG2 (model STJE, Sensotec Inc.) is read out by a digital multimeter (Keithley 2001
DMM, Keithley Instruments Inc.). A linear regulated high performance power sup-
ply (model A10TN110, Acopian Technical Company) is used as a voltage supply for
PG2. The read out of the thermistors and the voltages is managed with a ten channel
scanner card (model 2001-SCAN scanner card, Keithley Instruments Inc.) together
with a Keithley 2001 DMM. A measurement program written in C++ was used for
the data acquisition. The temperature regulation for the internal water bath and the
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bottom plate is realized with a software based proportional-integral-derivative (PID)
algorithm. More details about the convection apparatus can be found in [18, 56].
3.2 Optical setup
Fig. 3.3 illustrates the optical setup which is used to image a horizontal plane in the
bulk of the convection cell. A high power light emitting diode (P = 3W, U = 12V,
luminous color 6500K, Conrad Electronic SE) is used as a light source to illuminate
the convection cell. The solid red line marks the incoming light beam that passes
through a 50/50 beam splitter and through the transparent top plate. The polished
Figure 3.3: Schematic drawing of the optical setup (not to scale). BP = bottom plate,
BS = beam splitter, CCD = digital camera, FP = focal plane, H = height of the cell, L1
= lens, L2 = lens, LS = light source, TP = top plate, Dp = diameter of the bottom and
the top plate.
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bottom plate reflects the light back in the direction of the beam splitter as marked
by the dashed red line. The reflected light is captured by a macro objective (Tokina
AT-X M100 AF Pro D, Kenko Tokina Co. Ltd.) with a focal length of 100mm and
a maximum aperture of f/2.8. The macro objective is used to image the convection
cell and the dashed black line between the bottom and the top plate marks the focal
plane of the objective. A monochrome digital CCD camera (QICAM Fast 1394 10bit,
QImaging company) records images with a frame rate of f r = 5fps at full resolution
(1360pixel× 1036pixel). The camera objective is aligned so that an area of approx-




The thermistors TH1 and TH2 are used to measure the temperature of the internal
water bath and the bottom plate respectively. In order to calibrate the thermistors,
TH1 is first referenced to a calibrated PT-103 thermistor (Lake Shore Cryotronics
Inc.). For this both thermistors are plunged into an aluminum cylinder that serves as
a heat mass and a low pass filter for small temperature fluctuations. The water bath
of a refrigerated circulator is used to adjust different temperatures to the aluminum
cylinder. During the calibration procedure the resistance values of both thermistors
are logged. In Fig. 3.4 the resistance of TH1 is plotted versus the temperature of
the calibrated PT-103 thermistor. The open red circles mark the resistance values of
TH1 that correspond to the different temperatures that are adjusted with the refrig-
erated circulator. The solid green line in Fig. 3.4 represents the fit of R(T) with an
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α3 2.04(5) × 10−5 K−2
α4 −1.8(3) × 10−7 K−3
Table 3.1: Parameters for the fit of R(T) in Fig. 3.4.
exponential polynomial of fourth order





α1 T̂ + α2 T̂2 + α3 T̂3 + α4 T̂4
)]
, (3.2)
where T̂ = T − T0, by applying the method of non-linear least squares. The param-
eters of the fit are listed in Table 3.1. The temperature T(R) for TH1 is determined
numerically from Fig. 3.4 by applying the Newton method.
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After the calibration of TH1, the thermistor TH2 is referenced to the calibrated ther-
mistor TH1 by performing a calibration in the internal water bath. Before the in-
ternal temperature calibration is conducted, the main pressure vessel is thermally
insulated by wrapping thick layers of foam around the vessel in order to avoid heat
losses to the surroundings. The heating wire is used to regulate the temperature of
the internal water bath to the setpoint temperature. The bottom plate adapts to the
temperature of the internal water bath. The temperature scenario for the internal
temperature calibration is THE < TWB, where THE and TWB denote the temperature
of the heat exchanger and the internal water bath respectively. The procedure for
the calibration of TH2 is the same as for TH1. The calibration curve R(T) is logged
by adjusting different temperatures to the internal water bath and by logging the
resistance values of TH1 and TH2. The temperature T(R) for TH2 is determined
numerically. Both thermistors TH1 and TH2 are measured by using two-terminal
sensing.
After the calibration of the thermistors TH1 and TH2 is completed, a temperature
difference between the bottom and the top plate is adjusted by regulating the tem-
perature of the internal water bath and the bottom plate to a certain setpoint tem-
perature. Two software based PID algorithms are employed in order to control the
temperature of the internal water bath and the bottom plate by regulating the volt-
age supply. A temperature stability of±1mK and±2mK is achieved for the internal
water bath and the bottom plate respectively.
3.3.2 Pressure calibration
The pressure transducers PG1 and PG2 are used to determine the system pressure
p inside the main pressure vessel. The pressure transducer PG2 is calibrated with
an analog pressure gauge (HEISE CM-121691, Ashcroft Inc.). By adjusting different
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Figure 3.5: Calibration curve p(U) for the pressure transducer PG2.
Parameter Value
β0 0.71(1) bar
β1 1.01913(3)× 105 bar
Table 3.2: Parameters for the fit of p(U) in Fig. 3.5.
pressures, the input voltage Uin of the Acopian power supply and the output voltage
Uout of the pressure transducer PG2 are logged. In Fig. 3.5 the pressure of the analog
gauge is plotted versus the voltage ratio Uout/Uin. The open red circles mark the values
of the voltage ratio that correspond to the different pressure values. The solid green
line in Fig. 3.5 represents the fit of p(U) with a polynomial of first order







by applying the method of non-linear least squares. The parameters of the fit are
listed in Table 3.2.
3.3.3 Plate alignment
The top plate can be aligned with respect to the bottom plate by employing a sys-
tem of three screw drivers which can be operated from outside the main pressure
vessel. This allows for the alignment of the top plate even if the convection appara-
tus is under pressure. Both plates are aligned as parallel as possible so that the cell
height is uniform throughout the convection cell. As shown in Fig. 3.6, both plates
are aligned if only higher order deformations remain and no stripe pattern with a
preferential orientation is visible. The interference patterns in Fig. 3.6 result from
the illumination with a He-Ne laser.






















Figure 3.6: Alignment of the bottom and the top plate. In (a) both plates are aligned
parallel to each other so that the interference pattern shows no preferred direction.
In (b) the top plate is slightly tilted in the y-direction and a stripe pattern appears
that is oriented in the direction in which the top plate is tilted.
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3.3.4 Temperature correction
Since the bottom and the top plate have a finite thermal conductivity and a thickness
of nearly 1cm, it is conjectured that the temperature at the underside and the topside
of the two plates diverges. An estimate for the temperature drop across the bottom
and the top plate is made by employing Fourier’s law of heat conduction
q = λ∇T . (3.4)
Here q denotes the heat flux and λ the thermal conductivity of the plate material
[39, 42]. Since the heat input into the top plate is not known, only the temperature
drop across the bottom plate is estimated. In order to calculate the temperature
difference ∆TSi between the underside and the topside of the bottom plate, Eq. (3.4)
is written in the form








Here P is the heating power of the bottom plate heater, Ap the area of the bottom
plate, Hp the height of the bottom plate and λSi the thermal conductivity of silicon.
By inserting the values in Table 3.3 into Eq. (3.5), the temperature drop across the
bottom plate is determined to
∆TSi = 0.002K = 2mK. (3.6)
In Section 3.3.1 it is shown, that the stability of the bottom plate temperature is
±2mK. Since the temperature drop ∆TSi across the bottom plate is smaller than the
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Parameters Value
( T = 318.1 K )
Height of the bottom plate Hp 9.5× 10−3 m
Area of the bottom plate Ap 8.1× 10−3 m2
aThermal conductivity λSi(T) of silicon 137 W m−1 K−1
Heating power P 268 × 10−3 W
a Data taken from [28].
Table 3.3: Parameters for the temperature correction of the bottom plate.
fluctuations of the bottom plate temperature, the temperature drop is neglected and
it is assumed that the temperature at the underside of the bottom plate equals the
temperature at the topside. If the same heat input P is assumed for the top plate and
instead the thermal conductivity of sapphire is inserted in Eq. (3.5), then the tem-
perature drop across the sapphire plate ∆TSa is found to be 8mK. However, due to
heat losses it can be assumed that the real heat input into the top plate is lower than
P what results in a smaller value of ∆TSa. Therefore the temperature drop across the
top plate is neglected as well and it is assumed that the temperature at the topside
equals the temperature at the underside of the top plate.
3.3.5 Scale calibration
A periodic stripe pattern is used as a reference scale in order to determine a length
scale for the images that were recorded with the digital camera in Fig. 3.3. Black
stripes that are equally spaced by 1mm were printed on a transparent foil. A
40mm × 40mm piece of the foil is cut out and placed on top of the big sapphire
pressure window in Fig. 3.1. The objective of the digital camera is focussed into
the convection cell as described in Section 3.2. Therefore the stripe pattern is not in
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Table 3.4: Parameters for the fit of In(x) in Fig. 3.7.
focus and the peaks of the single stripes are widened and not sharp. Images were
taken with and without the strip pattern on top of the sapphire pressure window.










Here I(x,y) and I0(x,y) are the integrated intensity profiles in x-direction of an im-
age with and without the reference scale respectively. y1 and y2 label the number
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of integrated lines in y-direction. The solid blue line in Fig. 3.7 shows In(x) in x-
direction for the periodic stripe pattern. Each minimum in Fig. 3.7 marks a black
stripe. The dashed red line represents the fit of In(x) with a sine function
f (x) = γ0 + γ1 sin(γ2x− γ3) , (3.8)
by applying the method of non-linear least squares. The parameters of the fit are
listed in Table 3.4. The wavelength λ = 2π/γ2 specifies the distance between two
consecutive peaks which corresponds to the spacing between two stripes. If the
wavelength λ is known, a conversion factor s = mm/pixel can be determined in order
to convert the pixel-scale into a mm-scale.
3.4 Filling procedure for SF6 and He
3.4.1 Filling procedure for SF6
Fig. 3.8 illustrates the filling procedure for SF6 into the main pressure vessel. The
mass fraction of SF6 must be adjusted in such a way that a liquid and a vapor phase
of SF6 coexist in the convection cell. Since the experiments are conducted at temper-
atures close to the critical temperature Tc of SF6, the pressure vessel must contain a
proper amount of liquid SF6 so that the liquid phase of SF6 can be heated up to a
temperature close to Tc. The vapor pressure of SF6 is determined by the LVCL in Fig.
2.2. If only a minor amount of liquid SF6 is contained in the pressure vessel and the
temperature is increased, then the liquid phase of SF6 starts to evaporate and the va-
por pressure increases. If the entire liquid phase of SF6 is converted into a gas, then a
pure gaseous phase of SF6 exists in the pressure vessel. If the temperature is further
increased, then the gaseous phase of SF6 behaves like an ideal gas. In this case more
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(a) (b)
Figure 3.8: Schematic drawing of the SF6 filling procedure. LP = liquid phase, VP =
vapor phase, THE = temperature of the heat exchanger, TRT = room temperature, TWB
= temperature of the internal water bath. (a) shows the scenario when THE < TWB <
TRT. (b) shows the scenario when THE > TWB > TRT.
liquid SF6 must be filled into the pressure vessel. On the other hand if too much
liquid SF6 is contained in the pressure vessel and the temperature is increased, then
the liquid phase of SF6 starts to evaporate and the vapor pressure of SF6 increases.
The liquid phase of SF6 also expands since the density of liquid SF6 decreases with
increasing temperature and it can happen that the liquid phase of SF6 fills the entire
volume of the pressure vessel before the desired working temperature is reached. In
this case SF6 must be released from the pressure vessel or the filling procedure must




(a) First the pressure vessel must be cooled below the room temperature TRT so
that the gaseous SF6 from the gas bottle starts to liquefy inside the pressure
vessel. Therefore the temperature of the refrigerated circulator is adjusted to
THE = 279.15K. The refrigerated circulator cools the heat exchanger which
in turn cools the pressure vessel. The pressure vessel is cooled until the tem-
perature of the internal water bath TWB is below the room temperature.
(b) If THE < TWB < TRT, then the needle valve NV2 in Fig. 3.1 is opened to fill
the pressure vessel with gaseous SF6 from the gas bottle. The temperature of
the internal water bath is larger than the temperature of the heat exchanger.
That is why the liquid phase of SF6 starts to condense in the lower volume
of the pressure vessel. The scenario of the cooling procedure is illustrated in
Fig. 3.8a.
(c) If the lower volume is filled with liquid SF6, then the condensation also sets
in at the top plate of the convection cell. At this point enough liquid SF6 is
contained in the pressure vessel and the needle valve NV2 is closed.
2. Heating procedure:
(a) If enough liquid SF6 is contained in the pressure vessel, then the temperature
of the heat exchanger is increased to a value below the desired working tem-
perature. The liquid phase of SF6 starts to evaporate in the lower volume of
the pressure vessel and the vapor pressure of SF6 increases. The liquid phase
of SF6 expands since the density of liquid SF6 decreases with increasing tem-
perature. The scenario of the heating procedure is illustrated in Fig. 3.8b.
The liquid phase of SF6 begins to condense in the upper volume of the pres-
sure vessel since the temperature of the internal water bath is lower than
the temperature of the heat exchanger that means THE > TWB > TRT. This
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temperature scenario is only possible because of heat losses due to thermal
radiation. As already mentioned, care must be taken when filling liquid SF6
into the pressure vessel. If too much liquid SF6 is contained in the pressure
vessel, then the liquid phase of SF6 fills the entire volume of the pressure
vessel before the desired working temperature is reached. In this case the
needle valve NV3 must be opened in order to release SF6 from the pressure
vessel.
(b) If a liquid and a vapor phase of SF6 coexist in the convection cell, then the
water bath heater is switched on and the internal water bath is heated to the
desired setpoint temperature. During the experiments THE is kept constant
and only TWB is varied. By switching the bottom plate heater on and off, the
evaporation and the condensation of SF6 can be controlled.
The heat exchanger is used to regulate the level of liquid SF6 in the convection cell.
The liquid phase of SF6 fills about half the height of the convection cell. If the level of
liquid SF6 in the convection cell drops, then THE must be increased in order to push
more SF6 into the upper volume of the pressure vessel as shown in Fig. 3.8b. On the
other hand if the level of liquid SF6 in the convection cell is too large, then THE must
be decreased in order to reduce the amount of liquid SF6 in the upper volume.
Fig. 3.9 illustrates the heat flow in the main pressure vessel. QRC denotes the input
and output of heat by the refrigerated circulator, QWBH the heat input by the water
bath heater and QBPH the heat input by the bottom plate heater. The heat losses are
labeled by QL. The main input and output of heat QRC is provided by the refriger-
ated circulator that is connected to the heat exchanger. The refrigerated circulator
has a maximum heating power of 2000W. The heat exchanger heats and cools the
water bath. Since the pressure vessel is not thermally insulated, for the scenario
THE > TWB > TRT heat losses QL occur from the heat exchanger and the water bath
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Figure 3.9: Schematic diagram of the heat flow in the main pressure vessel. BP =
bottom plate, HE = heat exchanger, TP = top plate, WB = internal water bath.
to the surroundings. Another source of heat input is the water bath heater and the
bottom plate heater which supply a heating power of 120W and 360W respectively.
Since the bottom plate is thermally insulated from the can, the heat is transported
via conduction and convection from the bottom to the top plate and is then trans-
ferred to the water bath. The heat input of the water bath heater and the bottom
plate heater is then removed by the refrigerated circulator.
3.4.2 Filling procedure for He
If a liquid and a vapor phase of SF6 coexist in the convection cell, then the needle
valve NV1 in Fig. 3.1 is carefully opened and a small amount of He is filled into the
convection cell via the teflon tube. The gaseous phase of He mixes with the existing
vapor phase of SF6 and a mixture with a high concentration of He and a low concen-
tration of SF6 forms. An estimate for the turbulent mixing time is given in Section
A.4. The result in Eqs. (A.16a) and (A.16b) shows that the mixing process of the
two gases takes less than 1min. Due to the large concentration of He in the gaseous
phase, a concentration gradient builds up between the liquid phase of SF6 and the
gaseous phase of SF6 and He. The concentration of He in the gaseous phase of SF6
and He is larger than in the liquid phase of SF6 and as a consequence He starts to
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diffuse into the liquid phase of SF6. Therefore the concentration of He in the liquid
phase of SF6 is increasing and the concentration of He in the gaseous phase of SF6
and He is decreasing over time. On the other hand if He is filled into the convection
cell, the concentration of SF6 in the gaseous phase of SF6 and He is reduced. There-
fore the liquid phase of SF6 begins to evaporate and the concentration of SF6 in the
gaseous phase of SF6 and He is increasing until the gaseous phase of SF6 and He is
again saturated with SF6 vapor. Therefore, whenever He is filled into the convection
cell, the liquid phase of SF6 is reduced since more and more liquid SF6 is converted
into a vapor. If the concentration of He is too large, then the entire liquid phase of
SF6 is converted into a vapor and only a pure gaseous phase of SF6 and He exists in
the pressure vessel. Therefore it is advised to keep the concentration of He as low as
possible so that a liquid phase of SF6 always exists above the bottom plate.
3.4.3 Temperature scenarios for the main pressure vessel
Table 3.5 summarizes the effects if the temperature of the heat exchanger is changed.
Three different temperature scenarios are distinguished. For the filling procedure of
SF6, the temperature scenario is THE < TWB < TRT < Tc. A liquid phase of SF6 forms
Condition Effect
THE < TWB < TRT < Tc
The liquid phase of SF6 condenses in the lower volume
and a vapor phase of SF6 remains in the upper volume.
Tc > THE > TWB > TRT
The liquid phase of SF6 condenses in the lower and the
upper volume.
THE > Tc > TWB > TRT
The liquid phase of SF6 condenses in the upper volume
and a vapor phase of SF6 remains in the lower volume.
Table 3.5: Effects of changing the temperature of the heat exchanger.
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predominantly in the lower volume of the pressure vessel where the temperature
is the lowest and a vapor phase of SF6 remains in the upper volume. On the other
hand if the temperature scenario is Tc > THE > TWB > TRT, then a liquid phase of SF6
forms in the lower as well as in the upper volume of the pressure vessel. For the
experiments that are described in Chapter 4, the temperature scenario was THE >
Tc > TWB > TRT. In this case a liquid phase of SF6 predominantly condenses in the





4.1 General remarks and observations
This section describes general observations that were made when the SF6 and He
mixture was investigated. During the experiments a liquid phase of SF6 and a
gaseous phase of SF6 and He coexisted in the convection cell. The liquid phase of SF6
filled about half the height of the convection cell. Throughout the experiments the
temperature of the heat exchanger THE was kept constant. The temperature scenario
in the pressure vessel was THE > Tc > TWB > TRT as shown in Table 3.5.
When the bottom plate heater is switched on, two intriguing observations were
made. First a film condensation sets in on the underside of the top plate which re-
sults in the formation of a very regular hexagonal droplet pattern. Second cloud-like
patterns appear in a thin layer above the liquid-vapor interface and remain stable
during the observed time interval. The results of the analysis of the droplet pat-
tern and the cloud-like patterns are presented in Section 4.2 and in Section 4.3 re-
spectively. The droplet pattern and the cloud-like patterns were observed under the
experimental conditions that are listed in Table 4.1.
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Experimental parameters Value
Temperature of the top plate Tt 317.650(1)K
Temperature of the bottom plate Tb 318.101(2)K
Temperature difference ∆T 0.451(1)K
Temperature of the heat exchanger THE 323.15(1) K
Pressure p 53.974(3) bar
Molar concentration of He y2 14.5 %
Table 4.1: Experimental parameters for the observation of the droplet pattern and
the cloud-like patterns.
4.1.1 Thermal diffusion
Two software based PID algorithms are employed in order to keep the internal water
bath and the bottom plate at a constant temperature. A temperature difference is ap-
plied between the bottom and the top plate by switching the bottom plate heater on.
First the time it takes to heat the bottom plate to a stable temperature is determined.
Fig. 4.1 shows the temperature of the bottom plate versus time when the bottom
plate heater is switched on. The solid blue and the solid red line in Fig. 4.1 repre-
sent the temperature of the top and the bottom plate respectively. The bottom plate
heater is switched on at t0 = 0. After an overshooting at the beginning, the temper-
ature of the bottom plate is asymptotically approaching the setpoint value. Despite
the overshooting at the beginning, the attempt is made to fit the heating curve in
order to estimate the time it takes to heat up the bottom plate. The dashed green line
in Fig. 4.1 represents the fit of Tb(t) with an exponential function of the type






















Figure 4.1: Heating curve of the bottom plate. Tt and Tb denote the temperature of






Table 4.2: Parameters for the fit of the heating curve in Fig. 4.1.
for the time interval 3min < t ≤ 45min, by applying the method of non-linear least
squares. The time interval 0 ≤ t ≤ 3min where the overshooting occurs is not con-
sidered for the fit. Eq. (4.1) is used as a simple model in order to estimate the time it
takes to heat the bottom plate to a stable temperature. The parameters of the fit are
listed in Table 4.2. The fitted parameters are labeled with an error in parenthesis. The
time constant τon for the heating of the bottom plate is found to be τon ≈ 1.5min. The
waiting time τonwait in order to adjust a stable bottom plate temperature is estimated
to τonwait ≈ 10min.
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Figure 4.2: Relaxation curve of the bottom plate. Tt and Tb denote the temperature
of the top and the bottom plate respectively. The bottom plate heater is switched off





Table 4.3: Parameters for the fit of the relaxation curve in Fig. 4.2.
The reverse scenario when the bottom plate heater is switched off is shown in Fig.
4.2. The solid blue and the solid red line represent the temperature of the top and
the bottom plate respectively. The bottom plate heater is switched off at t0 = 0. The
temperature of the bottom plate slowly approaches the temperature of the top plate.
The dashed green line in Fig. 4.2 represents the fit of Tb(t) with Eq. (4.1), for the
time interval 0 ≤ t ≤ 280min, by applying the method of non-linear least squares.
The parameters of the fit are listed in Table 4.3. The time constant τoff for the relax-
ation of the bottom plate temperature is found to be τoff ≈ 13min. The waiting time
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τoffwait until the bottom plate has reached the temperature equilibrium is estimated
to τoffwait ≈ 1h. The relaxation time τoff is larger than τon since τoff only depends on
the thermal properties of the convection cell. The heating time τon not only depends
on the thermal properties of the convection cell but also on the heating power P of
the bottom plate heater. A larger P shortens the time for the heating of the bottom
plate.
4.1.2 Mass diffusion
Suppose an one-component system forms a liquid and a vapor phase and is enclosed
in a container. If the temperature of the container and of the liquid and the vapor
phase are equal, then the system is in a thermal equilibrium. If the vapor phase
is in addition in a saturated state and the number of molecules in the vapor phase
is equal, then the system is also in a concentration equilibrium. That means the
number of molecules that escape from the liquid into the vapor phase equals the
number of molecules that change from the vapor into the liquid phase. A system
is in a thermodynamic equilibrium if it is in a thermal as well as in a concentration
equilibrium at the same time.
Now suppose a two-component system is composed of a component 1 that forms a
liquid and a vapor phase and a component 2 that remains in the gaseous phase. The
system is again enclosed in a container. If the temperature of the container and of the
liquid and the vapor phase are equal, then the system is in a thermal equilibrium.
However, it could be even though the number of molecules in the gaseous phase of
the two-component system is constant, that the concentration of component 2 in the
liquid and the gaseous phase is not in equilibrium. That means the system is not in
a concentration equilibrium since more molecules of the component 2 change from
the gaseous into the liquid phase than the other way round. This would happen if
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Figure 4.3: Temperature and pressure in the convection apparatus over a time period
of approximately 16d. Tt, Tb and p denote the temperature of the top plate, the
bottom plate and the pressure in the system respectively.
the vapor phase of the component 1 that coexists with the liquid phase, is mixed
with the component 2 that forms a pure gaseous phase. Molecules of the component
2 are diffusing into the liquid phase of the component 1 while molecules from the
liquid phase of the component 1 are escaping into the gaseous phase. The system
is not in a thermodynamic equilibrium. Although the temperature in the system
is uniform, the pressure in the system is still changing over time due to the mass
diffusion of the component 1 and 2. The same applies to the SF6 and He mixture.
Here SF6 forms a liquid and a vapor phase and He remains in the gaseous phase.
A mass diffusion of He into the liquid phase of SF6 would be indicated by a slow
decrease in the pressure over time. Fig. 4.3 shows the temperature and the pressure
in the convection apparatus over a time period of approximately 16d. The solid
blue and the solid red line represent the temperature of the top and the bottom plate
respectively. The solid green line shows the pressure in the system versus time.
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Table 4.4: Parameters for the fit of the pressure curve in Fig. 4.4.
When a new amount of He is filled into the convection cell, then the He gas mixes
with the existing gaseous phase of SF6 and He in less than 1min as shown in Section
A.4. However, the concentration of He in the liquid phase of SF6 is still less than
it would be in the concentration equilibrium. Thus He is diffusing into the liquid
phase of SF6. This is why the pressure in Fig. 4.3 is still decreasing over time. In Fig.
4.3 He was filled into the convection cell at some instant in the past. Since the mass
diffusion is much slower compared to the thermal diffusion, the time scales for the
mass diffusion are much larger. In order to determine the time constant for the mass
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diffusion of He from the pressure curve p(t) in Fig. 4.3, the marked sections in Fig.
4.3 are first corrected for a pressure offset with section 2 as the reference pressure.
The result of the offset corrected pressure curve is shown in Fig. 4.4. The open red
circles are selected data points for the pressure in the system. The solid green line in
Fig. 4.4 represents the fit of p(t) with an exponential function of the type






by applying the method of non-linear least squares. The parameters of the fit are
listed in Table 4.4. From the fit of the offset corrected pressure curve in Fig. 4.4,
the time constant for the mass diffusion of He is found to be τm ≈ 5d. The waiting
time τmwait until the pressure has stabilized is estimated to τmwait ≈ 25d. If the time
constant τm is known, an estimation for the mass diffusion coefficient Dm for the
diffusion of He into the liquid phase of SF6 can be made. For the diffusion in two
dimensions [5], the two-dimensional mass diffusion coefficient Dm is defined as
〈x2〉 = 2Dm t . (4.3)
The diffusion distance x is replaced by the estimated height Hlp of the total liquid
phase of SF6 in the pressure vessel that is assumed to be Hlp ≈ 5× 10−2 m and the
time t is replaced by the time constant τm of the mass diffusion. By inserting the




= 2.9× 10−9 m2 s−1 . (4.4)
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Thermophysical properties Value
( T = 317.150 K, p(t0) = 55.239 bar, p(t1) = 54.417 bar )
aVapor pressure p1(T) of SF6 36.272 bar
Partial pressure p2(t0, T) of He 18.967 bar
Partial pressure p2(t1, T) of He 18.145 bar
aDensity ρ1(T) of SF6 516.8 kg m−3
aDensity ρ2(p2(t0), T) of He 2.8567 kg m−3
aDensity ρ2(p2(t1), T) of He 2.7339 kg m−3
a Data taken from [52].
Table 4.5: Thermophysical properties of the gaseous phase of SF6 and He.
The result in Eq. (4.4) is of the same order of magnitude as the mass diffusion coef-
ficient for He in water Dm = 11.7× 10−9 m2 s−1 at p = 1.01325bar and T = 323.15K
that is found in the literature [74]. Although the exact height of the liquid phase of
SF6 in the pressure vessel is not known, it is assumed that the pressure drop in Fig.
4.4 is caused by the diffusion of He into the liquid phase of SF6 which is located in
the lower volume of the pressure vessel.
In order to get an impression of how much the concentration of He in the gaseous
phase of SF6 and He has changed over a time period of approximately 12d, the con-
centration change of He in the gaseous phase at t0 = 0 and at t1 = 11.4d is estimated.
The molar concentration of He y2 is calculated according to Eqs. (A.1) and (A.7b).
By employing the thermophysical properties of SF6 and He in Table 4.5, the molar
concentration of He in the gaseous phase is determined to
y2(t0) ≈ 16.8%, (4.5a)
y2(t1) ≈ 16.2%. (4.5b)
61
The result in Eqs. (4.5a) and (4.5b) shows that the concentration of He in the gaseous
phase of SF6 and He decreased by about 0.6% over a period of approximately 12d.
Since a typical time interval for a measurement is less than 1h, the concentration of
He is considered as being constant during this period. It is assumed that the thermal
convection in the convection cell does not affect the diffusion process of He in the
liquid phase of SF6 since most of the liquid SF6 is located below the bottom plate
where no convection is present and where the fluid is supposed to be in a quiescent
state.
4.2 Droplet Formation
This section describes the droplet formation that occurs at the top plate. During the
experiments a liquid phase of SF6 and a gaseous phase of SF6 and He coexisted in
the convection cell. When the bottom plate heater is switched on, the liquid phase of
SF6 starts to evaporate and a film condensation sets in on the underside of the cold
top plate. If the liquid film grows in thickness, the liquid-vapor interface becomes
unstable and droplets start to form. If the droplets reached a critical size, they detach
from the liquid film and fall back into the liquid pool above the bottom plate. Each
time when a droplet falls down, a new droplet starts to develop at the same position
as before. It is observed that the droplets align in a hexagonal close packed arrange-
ment since this is the densest packing of spheres per unit area. Fig. 4.5 shows an
image of the droplet pattern at t ≈ 27min after the bottom plate heater is switched
on.
A quantitative analysis of the droplet pattern is performed by determining the bond
orientational order parameter φN which is a measure for the hexagonal symmetry
of the droplet pattern and by determining the average droplet fall-down period τfd
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Figure 4.5: Image of the droplet pattern. The red rectangle marks the analyzed region
Iroi of the image. The green crosses mark the center of each droplet within Iroi.
which determines if the condensation on the underside of the top plate can be con-
sidered as being stable or not. In order to determine the bond orientational order
parameter, the center of each droplet in a certain image region must be identified.
The average droplet fall-down period requires that the tracks of individual droplets
in an image sequence are detected. Section 4.2.1 describes the image processing tech-
niques that were applied in order to identify the center and the tracks of individual
droplets. The parameters φN and τfd are analyzed in order to show that a mass flux
is mandatory for maintaining the hexagonal symmetry of the droplet pattern. In or-
der to show this, two distinct scenarios are investigated. The first scenario in Section
4.2.2 describes the situation when the bottom plate heater is switched off and the
droplet pattern relaxes. The second scenario in Section 4.2.2 describes the situation
when the bottom plate heater is switched on and the droplet pattern starts to build
up. In order to analyze the temporal evolution of φN and τfd, for both scenarios an
image sequence of n = 5000 images with a frame rate of 5fps is recorded. Each image
sequence lasts about 17min.
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The images of the droplet pattern can only be analyzed if the cloud-like patterns in
Section 4.3 are not visible since the dark patterns cover most of the droplets. For
the scenario when the bottom plate heater is switched off, it takes about t ≈ 10min
until the cloud-like patterns vanished. The image sequence can first be taken when
the cloud-like patterns disappeared. The scenario when the bottom plate heater is
switched off is shown in Fig. 4.2. The black dotted line and the horizontal one-sided
black arrow mark the point until the cloud-like patterns are visible. The vertical red
dotted lines and the horizontal two-sided red arrow mark the time interval when
the image sequence is recorded. For the scenario when the bottom plate heater is
switched on, it takes about t≈ 30min until the cloud-like patterns do appear. There-
fore the image sequence must be taken within this time interval. The scenario when
the bottom plate heater is switched on is shown in Fig. 4.1. The black dotted line
and the horizontal one-sided black arrow mark the point when the cloud-like pat-
terns begin to appear. The vertical red dotted lines and the horizontal two-sided red
arrow mark the time interval when the image sequence is recorded. A discussion
of the results and a theoretical explanation for the droplet formation is presented in
Section 4.2.4.
4.2.1 Image analysis
Determination of the center of a droplet
Fig. 4.5 shows an image of the droplet pattern. The red rectangle marks the image
region Iroi which is analyzed to determine φN and τfd. In order to identify the cen-
ter of each droplet within Iroi, all images are first background corrected in order to
remove inhomogeneities in the intensity profile which are caused by the method of
illumination. To perform a background correction, each image is divided by a two-
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Figure 4.6: (a) shows the gradient map Igx(x,y) in x-direction of the image region Iroi
in Fig. 4.5. (b) shows the convolution of Igx(x,y) with a sample function H(x,y).
dimensional Gaussian intensity profile. This results in the two-dimensional normal-
ized intensity profile In(x,y) which is defined as follows




The indexes i = 1, . . . , N and j = 1, . . . , M in Eq. (4.6) label the number of rows and
columns of the analyzed image region respectively. After the background correction
is performed, all images are scaled with the same scaling factor to a 16-bit grayscale
image. In order to find the center of each droplet in Iroi, the gradient map
Igx(x,y) =∇x In(x,y) (4.7)
of the image in x-direction is determined as shown in Fig. 4.6a. The droplets also ex-
hibit an inhomogeneous intensity profile. A droplet in the image region Iroi features
65
a region of higher and lower intensity. The intensity profile of a droplet in Iroi corre-
sponds to the profile of the first derivative of a two-dimensional Gaussian. Therefore
the gradient map in Eq. (4.7) is convolved [4, 26] with a sample function H(x,y) as
follows







Igx(x′,y′)H(x− x′,y− y′) . (4.8)
H(x,y) in Eq. (4.8) corresponds to the first derivative of a two-dimensional Gaus-
sian. The dimensions of H(x,y) are the same as for a droplet in the gradient map.
The convolution with a sample function is shown in Fig. 4.6b and results in a high
correlation value if a droplet is encountered in the image region Iroi. A peak-finding
algorithm [51] is applied to find the peaks with the highest correlation value in Fig.
4.6b. The peaks with a high correlation value correspond to the center of a droplet.
In Fig. 4.6b the center of each droplet is marked by a red cross.
Determination of the bond orientational order parameter φN
In order to verify that a mass flux is mandatory for maintaining the hexagonal sym-
metry of the droplet pattern, the bond orientational order parameter φN is deter-








The idea is to perform a quantitative analysis of the droplet pattern when the bot-
tom plate heater is switched on and off. Since the mass flux stops when the heater is
switched off, the droplet pattern relaxes and this should be noticeable in a decrease
of φN over time. On the other hand when the heater is switched on, the mass flux sets
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in and the droplet pattern builds up. This should be noticeable in an increase of φN
over time. Since the droplets form a hexagonal lattice, the number of nearest neigh-
bors equals N = 6. An ideal hexagonal lattice would yield in a value of φ6 = 1 [7].
In order to determine φ6, the N = 6 nearest neighbors of each droplet in the image
region Iroi must be identified. In the next step, the relative coordinates of the nearest
neighbors with respect to the central droplet are determined. The Cartesian coor-
dinates are then converted into polar coordinates. Next the angle θj , (j = 1, . . . ,6)
between two consecutive neighbors with the central droplet as the apex is deter-
mined. φ6 is calculated by inserting θj into Eq. (4.9) and by taking the average of φ6
for all droplets in the image region Iroi.
Determination of the average droplet fall-down period τfd
The droplet fall-down period is the time between two consecutive fall-down events.
In order to determine the average droplet fall-down period τfd, the tracks of individ-
ual droplets in Iroi are identified by applying a particle tracking algorithm [9]. The
total image sequence of n = 5000 images is divided into subsequences of n = 500
images. For each subsequence the tracks of individual droplets are identified. The
normalized standard deviation of the intensity profile of a droplet is a good mea-
sure to identify when a droplet detaches from the top plate and falls down. For each
identified droplet track in the image subsequence, the normalized standard devia-
tion over time is autocorrelated and the first and the second maximum of the auto-
correlation curve is detected. The difference between the first and the second max-
imum corresponds to the fall-down period of a droplet. Next the average droplet
fall-down period τfd is determined by taking the average of the fall-down periods
of all droplets in the image subsequence. This results in one value for the average
droplet fall-down period for each image subsequence.
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Determination of the mean distance dnn between two neighboring droplets
Besides the bond orientational order parameter φN and the average droplet fall-
down period τfd, the mean distance dnn between two neighboring droplets in Fig.













is employed as defined in [4, 26]. The DFT is applied to the background corrected
image in Fig. 4.5 in order to determine the distribution of kx and ky in the frequency











is determined by azimuthally integrating G(r,φ). The frequency that corresponds
to the second largest maximum in G(r′) is used to calculate the mean distance dnn
between two neighboring droplets in Fig. 4.5.
4.2.2 Heater switched off
As already mentioned in the beginning of this section, the image sequence for the
determination of φ6 is taken in the time interval that is marked by the horizontal
two-sided red arrow in Fig. 4.2. The bottom plate heater is switched off at t0 = 0.
The recording of the image sequence starts at t1 ≈ 15min after the heater is switched




Figure 4.7: The bottom plate heater is switched off at t0 = 0. (a) and (b) show the
droplet pattern at t1 ≈ 15min and t2 ≈ 32min respectively.
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Figure 4.8: (a) and (b) show the Voronoi map of Iroi in Fig. 4.7a and in Fig. 4.7b
respectively.
tional order parameter φ6, the fall-down period τfd and the mean distance dnn are
determined. Fig. 4.7a and Fig. 4.7b show the first and the last image of the image
sequence. In Fig. 4.7b it is already visible that the droplet density per unit area has
decreased and the hexagonal symmetry of the droplet pattern disappears. φ6 of the
image region Iroi in Fig. 4.7a and in Fig. 4.7b is determined to
φ6(t1) = 0.58 , (4.13a)
φ6(t2) = 0.33 . (4.13b)
The value of φ6 at t2 is much smaller than at t1. This shows that the hexagonal
symmetry of the droplet pattern declines when the heater is switched off and the
mass flux stops. For comparison if t 0, then the condensation can be considered
as being stable and the bond orientational order parameter is determined to
φ6(t 0) = 0.90 . (4.14)
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Figure 4.9: (a1) and (b1) show the two-dimensional LPSD of Fig. 4.7a and Fig. 4.7b
respectively. (a2) and (b2) show the one-dimensional azimuthally averaged LPSD of
(a1) and (b1) respectively.
The decline of the hexagonal symmetry can also be identified by performing a
Voronoi tessellation. Fig. 4.8a and Fig. 4.8b show the Voronoi map of the image
region Iroi in Fig. 4.7a and in Fig. 4.7b respectively. In an ideal hexagonal lattice
all Voronoi cells would be regular and equilateral hexagons and the distance dnn
between two neighboring droplets would always be the same. In Fig. 4.8b it can
be seen that the hexagonal symmetry of the droplet pattern is completely declined.
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Most of the droplets have less or more than N = 6 nearest neighbors which can be
identified by counting the number of edges of a Voronoi cell. Also the length of the
edges of the Voronoi cells are not equal which means the mean distance between
two neighboring droplets is not equal any more.
In order to determine the mean distance dnn between two neighboring droplets,
the two-dimensional and the one-dimensional LPSD of Fig. 4.7a and Fig. 4.7b is
determined as described in Section 4.2.1. In Fig. 4.9a1 the hexagonal symmetry
of the droplet pattern is still visible while in Fig. 4.9b1 the droplets are randomly
oriented and the k vectors become uniformly distributed in the frequency domain.
Fig. 4.9a2 and Fig. 4.9b2 show the frequency distribution |k|. The dotted line in Fig.
4.9a2 and in Fig. 4.9b2 marks the mean distance dnn in the frequency domain. From
the wave number that corresponds to the second largest peak, the mean distance is
determined to
dnn(t1) = 0.52mm, (4.15a)
dnn(t2) = 0.52mm. (4.15b)
Although φ6 is clearly decreasing between t1 and t2, the mean distance dnn at t2 is
still the same as for t1 since the position of the peak in Fig. 4.9a2 and in Fig. 4.9b2
did not change. However, in Fig. 4.9b2 it can be seen that the second largest peak
is broadened and not clearly visible any more which means the distances between
two neighboring droplets are now distributed over a wide range since the hexagonal
symmetry is declined. So the parameter φ6 seems to be better suited as a measure
for the hexagonal symmetry of the droplet pattern.
Fig. 4.10a shows the decline of φ6 over time when the heater is switched off. In
Fig. 4.10b the average droplet fall-down period τfd is determined for each image
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Figure 4.10: (a) shows the evolution of φ6 over time. (b) shows the average droplet
fall-down period for each image subsequence.
subsequence as described in Section 4.2.1. τfd neither increases nor decreases but
fluctuates around a mean value while φ6 is declining at the same time. This can be
related to the fact that the droplet density in the image region Iroi is decreasing over
time but the fall-down period of the still existing droplets remains the same since
there is still some condensation on the underside of the top plate. For comparison
if t 0, then the average droplet fall-down period and the mean distance dnn are
found to
τfd(t 0) ≈ 5s (4.16)
and
dnn = 0.51mm (4.17)
respectively. τfd increases for t > 0 since the mass flux from the surface of the liquid
phase of SF6 to the top plate stops. However, it takes more than 1h until the bot-
tom plate reached the temperature equilibrium. Since the liquid phase of SF6 is still
warmer than the top plate, it is assumed that there is still a weak evaporation and a
condensation at the top plate which continues until the liquid phase of SF6 has com-
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pletely cooled down. It is conjectured that τfd increases further for t 0 since some
droplets which still remain on the underside of the top plate can persist for hours
or several days until they eventually fall down. For t 0, the mean distance dnn
between two neighboring droplets is slightly smaller compared to the transient state
when the heater is switched off or on. It is conjectured that the droplet pattern still
evolves if the system is in a transient state and that the droplets are getting closer
arranged.
4.2.3 Heater switched on
The image sequence for the determination of φ6 is taken in the time interval that is
marked by the horizontal two-sided red arrow in Fig. 4.1. The bottom plate heater
is switched on at t0 = 0. The recording of the image sequence starts at t1 ≈ 10min
after the heater is switched on. The images are analyzed as described in Section
4.2.1 and the bond orientational order parameter φ6, the fall-down period τfd and
the mean distance dnn are determined. Fig. 4.11a and Fig. 4.11b show the first and
the last image of the image sequence. In Fig. 4.11a it can be seen that the hexagonal
droplet pattern is nearly fully developed. It seems as if the droplet pattern builds up
immediately after the bottom plate heater is switched on and the condensation sets
in. φ6 of the image region Iroi in Fig. 4.11a and in Fig. 4.11b is determined to
φ6(t1) = 0.80 , (4.18a)
φ6(t2) = 0.87 . (4.18b)
φ6 increases only slightly between t1 and t2 which shows that the hexagonal sym-
metry of the droplet pattern is almost completely developed at t1 ≈ 10min after the




Figure 4.11: The bottom plate heater is switched on at t0 = 0. (a) and (b) show the
droplet pattern at t1 ≈ 10min and at t2 ≈ 27min respectively.
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Figure 4.12: (a) and (b) show the Voronoi map of Iroi in Fig. 4.11a and in Fig. 4.11b
respectively.
of φ6 is found to be φ6 = 0.90. So at t2 ≈ 27min, the condensation at the top plate
can be considered as being almost stable. The evolution of the droplet pattern seems
to correlate with the temperature of the bottom plate Tb in Fig. 4.1 since the bottom
plate has already reached the setpoint temperature after t1 ≈ 10min.
In Fig. 4.12a and in Fig. 4.12b a Voronoi tessellation of the image region Iroi in Fig.
4.11a and in Fig. 4.11b is performed. The Voronoi map indicates the increase of the
hexagonal symmetry of the droplet pattern. After t1 ≈ 10min only a few Voronoi
cells exist that have N 6= 6 nearest neighbors. Most of the cells have N = 6 near-
est neighbors although the edges of the hexagons are not exactly equilateral. After
t2≈ 27min nearly all cells have N = 6 nearest neighbors and the edges of the cells are
almost equilateral. But still there exist some defect locations where droplets have for
instance N = 5 nearest neighbors. Since the Voronoi cells are nearly ideal hexagons
in Fig. 4.12b, this can also be seen in Fig. 4.13b2 where the second largest peak is
now clearly pronounced and much narrower compared to the peaks in Fig. 4.9.
The mean distance dnn between two neighboring droplets is determined as described
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Figure 4.13: (a1) and (b1) show the two-dimensional LPSD of Fig. 4.11a and Fig.
4.11b respectively. (a2) and (b2) show the one-dimensional azimuthally averaged
LPSD of (a1) and (b1) respectively.
in Section 4.2.1. The frequencies which correspond to the second largest peak in Fig.
4.13a2 and in Fig. 4.13b2 are narrowly distributed compared to the frequencies in
Fig. 4.9 since the hexagonal symmetry is now fully developed and the droplets are
arranged almost equidistant to each other. However, the k vectors are still uniformly
distributed in the frequency domain as can be seen in Fig. 4.13a1. In Fig. 4.13b1 the
hexagonal symmetry becomes visible in the frequency domain and the peak in Fig.
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Figure 4.14: (a) shows the evolution of φ6 over time. (b) shows the average droplet
fall-down period for each image subsequence.
4.13b2 is further narrowing. From the wave number marked by the dotted line in
Fig. 4.13a2 and in Fig. 4.13b2, the mean distance dnn is calculated to
dnn(t1) = 0.54mm, (4.19a)
dnn(t2) = 0.53mm. (4.19b)
The mean distance dnn at t1 and t2 is almost the same since the position of the peak
in Fig. 4.13a2 and in Fig. 4.13b2 did not change. Again it is evident that φ6 is better
suited in order to quantify the hexagonal symmetry of the droplet pattern.
Fig. 4.14a shows that φ6 is still increasing over time between t1 and t2 which means
the droplet pattern is not yet fully developed. Fig. 4.14b shows the average droplet
fall-down period for each image subsequence. τfd still decreases over time which
shows that the condensation is not stable yet. It is supposed that the liquid phase of
SF6 is still heating up and did not yet reach the temperature of the bottom plate. Thus
the condensation rate at the top plate is still increasing what results in a decrease of
the average droplet fall-down period. It can be concluded that the bond orientational
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order parameter φ6 is suited as a measure for the hexagonal symmetry of the droplet
pattern. The decrease and increase of φ6 over time indicates that a constant mass flux
and a stable condensation are essential for maintaining the hexagonal symmetry of
the droplet pattern.
4.2.4 Discussion
As already mentioned in the beginning of this section, the evaporation results in a
mass flux from the surface of the liquid phase of SF6 to the top plate and causes a
film condensation on the underside of the top plate. The liquid film grows in thick-
ness and eventually the interface between the liquid film and the subjacent gaseous
phase becomes Rayleigh-Taylor unstable as described in Section 2.5.2. The instability
results in the formation of a corrugated surface as illustrated in Fig. 4.15. The con-
densation occurs in the crests and the fluid flows into the sinks where the droplets
start to form. The droplets align at a distance λ that equals the mean distance dnn
between two neighboring droplets. If a droplet reached a critical size, it detaches
and falls back into the liquid pool above the bottom plate. The critical wavelength
λc is estimated according to Eq. (2.36) in order to verify if λc compares to the mean
distance dnn in Eq. (4.17) for the case when the condensation at the top plate is stable.
In order to calculate λc, it is assumed that the liquid film at the top plate is composed
of pure SF6. The subjacent gaseous phase is considered to be a mixture of SF6 and
He. By employing the thermophysical properties in Table 4.6, the critical wavelength
is determined to
λc = 5.2× 10−4 m. (4.20)
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Figure 4.15: Schematic drawing of the droplet formation on the underside of the top
plate. λ denotes the distance between two neighboring droplets.
A comparison between Eq. (4.20) and the mean distance dnn in Eq. (4.17) yields
experimental: dnn = 0.51mm, (4.21a)
theoretical: λc = 0.52mm. (4.21b)
Eqs. (4.21a) and (4.21b) show that the theoretical value for λc agrees within 2%
with the experimental value for dnn which is obtained from the one-dimensional
azimuthally averaged LPSD. As mentioned in [8], for the critical thickness dc of the
liquid film on the underside of the top plate it follows
dc = 8.5× 10−5 [α(Ti − Tt) ]
1/4 m K−1/4 . (4.22)
Here α < 1 is a dimensionless accommodation coefficient and Ti denotes the temper-
ature between the surface of the liquid film and the subjacent gaseous phase. With an
assumed value of α = 0.1 and an estimated temperature difference of Ti− Tt = 5mK,
the critical thickness of the liquid film is estimated to
dc = 12.7× 10−6 m. (4.23)
In [8] the RTI develops with the critical wavelength λc as a lower bound. The liq-
uid film becomes unstable for wavelengths larger than λc. Although the result in
Eq. (4.21a) is in good agreement with the theoretical prediction of λc, it must be
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Thermophysical properties Value
( T1 = 317.650 K, T2 = 317.763 K, p1 = 53.974 bar,
p2 = 36.672 bar, y2 = 14.5% )
aDensity ρL(T1, p1) of liquid SF6 1.2341× 103 kg m−3
bDensity ρG(T2, p1,y2) of the SF6 and He mixture 455.4 kg m−3
aSurface tension σ(T1, p2) of liquid SF6 2.6538× 10−5 N m−1
a Data taken from [52].
b Data taken from [1].
Table 4.6: Thermophysical properties of liquid SF6 and of the gaseous phase of SF6
and He.
considered that λc is the wavelength at which the liquid film becomes Rayleigh-
Taylor unstable while dnn is determined for the case when the instability is already
fully developed. In numerical simulations it was shown that regular hexagonal
structures were formed by applying the evaporation and the condensation model
[8]. The length scale of the hexagonal structures had the critical wavelength λc as
a lower bound. The results of the simulations in [8] correspond to the hexagonal
droplet pattern which is observed in the SF6 and He mixture.
In contrast to [8], in [10] a temperature dependent surface tension is considered as a
stabilizing mechanism for the liquid film. In [10] the critical temperature difference
∆Tlf across the liquid film on the underside of the top plate is determined to
∆Tlf = 1.35× 108 d2 K m−2 , (4.24)
where d is the thickness of the liquid film. If a thickness d = 5× 10−6 m is assumed
similar to the one in Eq. (4.23), then ∆Tlf is determined to
∆Tlf = 4mK, (4.25)
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which corresponds to the assumed temperature difference in Eq. (4.23). For temper-
ature differences ∆T > ∆Tlf, the surface of the liquid film remains stable. In [10] the
critical thickness of the liquid film is derived in the form
dc = 8.6× 10−5 (Ti − Tt)1/2 m K−1/2 . (4.26)
If the same temperature difference Ti− Tt = 5mK as for the model in [8] is assumed,
then the critical thickness of the liquid film is determined to
dc = 6.1× 10−6 m, (4.27)
which is of the same order of magnitude as the thickness in Eq. (4.23). The distinct
feature between the model in [8] and in [10] is, that in [10] the liquid film becomes
unstable at wavelengths λ > λc/√ε, where ε = ∆Tc−∆T/∆Tc is the reduced control pa-
rameter. That means in [10] the instability occurs at long wavelengths if ε→ 0 while
in [8] the instability occurs at a finite wavelength λc. The model in [8] seems to
be more applicable to the observed droplet pattern since for the assumption of a
constant surface tension under the influence of gravity, hexagonal structures were
observed in numerical simulations [8] as well as in experiments [23].
4.3 Cloud Patterns
This section describes the cloud-like patterns that were observed in the SF6 and He
mixture. In the following the cloud-like patterns are simply referred to as “cloud
patterns”. The experimental parameters for the observation of the cloud patterns
are given in Table 4.1. During the experiments a liquid phase of SF6 and a gaseous
phase of SF6 and He coexisted in the convection cell. Immediately after the bottom
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plate heater is switched on, the droplet formation sets in at the cold top plate. The
cloud patterns occur t ≈ 30min after the bottom plate heater is switched on. From
the observations it is conjectured that the cloud patterns occur in a thin layer above
the liquid-vapor interface.
This section is structured as follows. First a qualitative description of the observed
cloud patterns is given in Section 4.3.1. It is conjectured that the cloud patterns in
the SF6 and He mixture are formed by nucleated droplets. If this turns out to be
true, then the droplets must be formed by the mechanism of homogeneous nucle-
ation since no nucleation sites are contained in the SF6 and He mixture. In the binary
gas mixture, SF6 and He are the condensable and the noncondensable component
while in the atmosphere the water vapor and the dry air represent the condensable
and the noncondensable component respectively. Since the system has the afore-
mentioned analogies with the earth’s atmosphere, the attempt is made to verify if
the cloud patterns in the SF6 and He mixture exhibit characteristic features which
are typical for atmospheric clouds. In the literature it is reported that atmospheric
clouds show a fractal behavior that is scale invariant and that is observed to occur
over a large range of cloud diameters. Therefore a quantitative analysis of the cloud
patterns is performed by determining the fractal scaling exponent Dp. The result
is then compared to the fractal dimensions that are reported in the literature and
that were obtained from the fractal analysis of atmospheric cloud structures. For the
quantitative analysis of the cloud patterns an image sequence of n = 5000 images
with a frame rate of 5fps was recorded. At first the cloud regions must be identi-
fied in the images. Section 4.3.2 describes the image processing techniques that were
applied in order to perform a segmentation of the cloud patterns and determine the
area and the perimeter of the identified cloud regions. An histogram analysis of the
identified cloud regions is presented in Section 4.3.2. The result of the area-perimeter
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analysis is presented in Section 4.3.3. A possible explanation for the appearance of
the cloud patterns is given. References from the literature are presented that support
the hypothesis that the cloud patterns are formed by a homogeneous nucleation of
droplets. In order to distinguish the droplets that form the cloud patterns from the
droplets that occur on the underside of the top plate, in the following the droplets of
the cloud patterns are referred to as “nanodroplets”.
4.3.1 Cloud dynamics
This section presents a selection of images with different types of cloud patterns that
were observed in the SF6 and He mixture. The digital camera focusses slightly above
the liquid-vapor interface as shown in Fig. 3.3. The cloud patterns appear dark in the
images since the light which is scattered by the cloud patterns is not captured by the
objective of the digital camera. The background of the images appears lighter since
the incoming light is reflected by the polished bottom plate. As shown in Section A.3,
the flow inside the gaseous phase of SF6 and He is considered to be highly turbulent.
It is conjectured that the dynamics of the cloud patterns reveal the turbulent flow
inside the gaseous phase.
Cellular patterns
In Fig. 4.16a and in Fig. 4.16b two images of the cell-like cloud patterns are shown.
The cloud cells are bounded by thin dark lines. The number of edges and the size
of a cell are always different. Sometimes hexagonal-shaped cells are visible. The
cell-like patterns are the most frequent patterns and occur in nearly all images of the





Figure 4.16: (a) and (b) show cell-like cloud patterns. The cell-like cloud patterns are




Figure 4.17: (a) and (b) show two different plume patterns. The plumes move in the
direction pointed out by the red arrows.
Plume patterns
Besides the cellular patterns also plume patterns can be observed as shown in Fig.
4.17a and in Fig. 4.17b. The plumes are bounded by thick dark lines. Within the
plumes no cloud patterns are visible. Two types of plumes are distinguished. The
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bigger plumes like the one in Fig. 4.17a have a diameter larger than 15mm and occur
every 100 s to 160 s in the image area which is captured by the camera. The overall
size cannot be determined since the plumes extend beyond the boundaries of the
image. The smaller plumes have a diameter of about 10mm. In Fig. 4.17b the plume
emerges within a region of existing cloud patterns and then grows in size. If a plume
emerges, it spreads and pushes the existing cloud patterns aside. It is assumed that
the plumes are caused by the cold downward flowing jets as described in Section
2.5.1. In some images where the plume boundaries are clearly visible, the horizontal
plume velocity Up is estimated by tracking some points on the plume boundaries
over time. It is found that the boundaries of the plumes spread with a velocity of
Up ≈ 4mm s−1.
Vortex patterns
Another type of pattern that is also observed are vortex patterns which are shown in
Fig. 4.18a and in Fig. 4.18b. This type of pattern occurs roughly every 8min in the
image region which is captured by the camera. These patterns monitor the complex
and turbulent flow inside the gaseous phase. The swirling effect might be caused
by warm fluid rising upwards in the center of the vortex while cold fluid is flowing
downwards at the outside.
Cloud patterns induced by droplets
Finally it is observed that the downward falling droplets from the top plate can in-
duce the formation of a new droplet cloud as pointed out by the red arrows in Fig.
4.19a and in Fig. 4.19b. The red arrows mark the region where the droplet cloud
is formed. The induced droplet cloud is either sucked up by a bigger cloud or dis-




Figure 4.18: (a) and (b) show two different vortex patterns. The vortex patterns are




Figure 4.19: (a) and (b) show small droplet clouds that are induced by the downward
falling droplets. The induced droplet clouds are pointed out by red arrows.
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above the liquid-vapor interface where the already existing cloud patterns are lo-
cated. However, it should be pointed out that not every downward falling droplet
induces a new droplet cloud. One method in order to verify that the downward
falling droplets can induce the condensation of a small droplet cloud is, to illuminate
the convection cell with a laser beam. The condensing droplets which are induced
by the downward falling droplets scatter the light of the laser beam and thus become
visible to the eye.
4.3.2 Cloud pattern analysis
Image analysis
In order to determine the area and the perimeter of the cloud patterns, the cloud
regions in the images must be separated. Therefore an active contour tracking al-
gorithm is employed that can identify the contours of the cloud patterns. Since the
active contour tracking algorithm would also detect the contours of the droplet pat-
tern, the effect of the droplet pattern must be reduced at first. For this the images
are transformed into the frequency domain by applying the DFT and filtered with
an ideal band pass filter. In the end the filtered images still contain the structures of
the cloud patterns but the artifacts of the droplets are reduced to a great extent. The
filtered images are transformed back into the spatial domain by applying the inverse















as defined in [4, 26].
A two-dimensional active contour tracking algorithm based on the Chan-Vese model
[14] is applied to the filtered images in order to identify the contours of the cloud
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regions. In the Chan-Vese model the filtered image u0(x,y) is defined as u0 : Ω→R,
where Ω is a bounded open subset of R with ∂Ω as its boundary. C is an evolving
curve and considered as the boundary C = ∂ω of an open subset ω ⊂Ω. The region
inside and outside of (C) is denoted with ω and with Ω\ω respectively. The idea of
the Chan-Vese model is to minimize the energy functional




|u0(x,y) − c1|2 dxdy + λ2
∫
Ω\ω
|u0(x,y) − c2|2 dxdy ,
which is a modified version of the Mumford-Shah functional for segmentation [50].
Here λ1,λ2 > 0 and µ,ν ≥ 0 are fixed parameters. λ1 and λ2 weigh the region inside
and outside of the contour, µ and ν weigh the length and the area of the contour and
c1 and c2 are the averages of u0 inside and outside of (C) respectively. A level set
method based formulation of the active contour model is used to solve the minimal
partition problem in Eq. (4.29). In the level set method [55] the contour C ⊂ Ω is
replaced by the zero level set of a Lipschitz function φ : Ω→R such that

C = ∂ω = {(x,y) ∈Ω : φ(x,y) = 0} , (4.30a)
inside (C) = ω = {(x,y) ∈Ω : φ(x,y) > 0} , (4.30b)
outside (C) = Ω\ω = {(x,y) ∈Ω : φ(x,y) < 0} . (4.30c)
In [14] it is shown that after replacing C with the level set function φ, the variables c1
and c2 in Eq. (4.29) are given by

c1(φ) = average (u0) in {φ ≥ 0} , (4.31a)




Figure 4.20: Output of the two-dimensional active contour tracking algorithm based
on the Chan-Vese model. (a1) and (b1) show two background corrected images with
the cloud patterns. (a2) and (b2) show the output of the Chan-Vese model. The white
areas mark the cloud regions. The inner cloud regions that do not extend beyond
the boundaries of the image are marked in red. (a3) and (b3) show an overlay of
the original image with the identified cloud regions in (a2) and (b2). The results
are obtained with the following parameters for the Chan-Vese model: λ1,λ2 = 1,
∆t = 0.1, h = 1, n = 10, µ = 0.001 and ν = 0. Here ∆t is the time step, h the space step
and n defines the number of iterations.
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(a3) (b3)
Figure 4.20: Output of the two-dimensional active contour tracking algorithm based
on the Chan-Vese model. (a1) and (b1) show two background corrected images with
the cloud patterns. (a2) and (b2) show the output of the Chan-Vese model. The white
areas mark the cloud regions. The inner cloud regions that do not extend beyond
the boundaries of the image are marked in red. (a3) and (b3) show an overlay of
the original image with the identified cloud regions in (a2) and (b2). The results
are obtained with the following parameters for the Chan-Vese model: λ1,λ2 = 1,
∆t = 0.1, h = 1, n = 10, µ = 0.001 and ν = 0. Here ∆t is the time step, h the space step
and n defines the number of iterations.
A toolbox [27] that contains a numerical implementation of the two-dimensional
Chan-Vese model is used to perform the segmentation of the images. The toolbox
provides a function to create an initial starting contour φ0 as the level set function
φ. The initial curve φ0 and the filtered image u0 are then passed to the Chan-Vese
algorithm. After a number of iterations, the algorithm outputs the contours of the
objects found in the image. According to

CC := {C | (C ∈Ω) ∧ (C /∈ ∂Ω)} , (4.32a)
OC := {C | (C ∈Ω) ∧ (C ∈ ∂Ω)} , (4.32b)
the cloud patterns are divided up into closed cloud contours (CC) which do not
extend beyond the boundaries ∂Ω of the image u0 and open cloud contours (OC)
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which extend beyond the boundaries of the image and thus cannot be analyzed. The
identified cloud patterns are further processed in order to determine the area and
the perimeter of the inner cloud regions. As an example two images are shown in
Fig. 4.20 which are processed with the Chan-Vese model. Fig. 4.20a1 and Fig. 4.20b1
show the original background corrected images. The output of the Chan-Vese model
is shown in Fig. 4.20a2 and in Fig. 4.20b2. The cloud regions are marked in white and
the inner cloud regions that do not extend beyond the boundaries of the image are
marked in red. Finally in Fig. 4.20a3 and in Fig. 4.20b3 the identified cloud regions
are extracted from the original image in Fig. 4.20a1 and in Fig. 4.20b1. The identified
cloud regions contain most of the cloud patterns and it seems as if the Chan-Vese
model detects most of the cloud patterns as objects in the images.
Cloud and droplet histograms
In order to verify that the cloud regions are separated from the droplet regions in
the images, a histogram analysis of the intensities of the segmented cloud and the
segmented droplet regions is performed. In the following the term cloud images is
used for the images that show the cloud patterns and simultaneously the droplet





































Figure 4.21: (a) shows the normalized histogram of the cloud images. (b) shows the
normalized histogram of the droplet images.
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Figure 4.22: (a) and (b) show the histogram of the separated cloud and the separated
droplet regions respectively. In (c) the histograms of (a) and of (b) are added together.
The red and the green solid line mark the cloud and the droplet histogram in (a) and
in (b) respectively. The histogram in (c) corresponds to the histogram of the cloud
images in Fig. 4.21a.
pattern like the ones in Fig. 4.16. For the images like the one in Fig. 4.5 where only
the droplet pattern is visible, the term droplet images is used. First the histogram
of the cloud and the droplet images is calculated. In the next step the histogram of
the separated cloud and the separated droplet regions is determined for comparison.
Fig. 4.21a and Fig. 4.21b show the histogram of the cloud and the droplet images
respectively. Two peaks can be identified in Fig. 4.21a, a smaller one at I = 1.2× 104
and a larger one at I = 4.5× 104 which are marked by a red and a green dashed line
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respectively. The smaller peak is caused by the intensities of the cloud patterns while
the larger peak results from the intensities of the droplet pattern. In Fig. 4.21b only
one peak exists at I = 3.4× 104 which is marked by a green dashed line. The peak is
caused by the droplet pattern since no cloud patterns appear in the droplet images.
The histogram of the separated cloud and the separated droplet regions is shown in
Fig. 4.22a and in Fig. 4.22b respectively. In Fig. 4.22a a peak can be identified at
I = 1.2× 104 which is marked by a red dashed line. The peak in Fig. 4.22b is located
at I = 4.5× 104 and is marked by a green dashed line. The position of the peak in the
segmented cloud and the segmented droplet histogram corresponds to the position
of the peaks in Fig. 4.21a. Fig. 4.22c shows the histogram when both histograms
in Fig. 4.22a and in Fig. 4.22b are added together. The individual histograms of
the separated cloud and the separated droplet regions are illustrated by a red and a
green solid line respectively. The result in Fig. 4.22c shows that the Chan-Vese model
is suitable in order to identify the cloud patterns in the images.
4.3.3 Discussion
Fractal scaling exponent
After the images are segmented into the cloud and the droplet regions, the area A
and the perimeter c of the inner cloud regions in Fig. 4.20a2 and in Fig. 4.20b2 are
determined by counting the number of pixels of the area and the contours of the
inner cloud regions respectively. A detailed description of the method can be found
in [24]. A total number of nCC = 32973 inner cloud regions were identified in the

































Figure 4.23: Log-log plot of the perimeter c versus the area A of the inner cloud
regions.
is used to determine the fractal scaling exponent Dp as described in [73]. The fractal
scaling exponent which is also known as the fractal dimensionality describes the self-
similarity of the system. Fig. 4.23 shows the log-log plot of the perimeter c versus
the area A of the inner cloud regions. The open red circles mark the area-perimeter
ratio of the identified inner cloud regions and the solid black line represents the fit
with a power law by applying Eq. (4.33). The fractal scaling exponent Dp is found
to be
Dp = 1.26 . (4.34)
Since the width of the image area is restricted, this prevents the analysis of bigger
cloud regions. Therefore the scaling range over which the cloud patterns were an-
alyzed, comprises only one order of magnitude. The values for Dp found in the
literature differ from the value in Eq. (4.34) and are slightly larger. In [46] the area-
perimeter relation was applied to investigate the cloud and the rain areas in satellite
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and radar data. The data were fitted by a power law with Dp as the fractal dimension
of the perimeter. In [46] it was supposed that if the cloud areas had a characteristic
length scale, then the cloud areas could be considered to consist of large-scale and
small-scale structures. The different scales would result in different area-perimeter
relations which in turn would result in different values of Dp. If this was the case,
then this would have allowed to distinguish between processes which occur on large
scales and processes which occur on small scales [46]. However, if no characteristic
length scale exists, then the perimeter scales with the area as shown in Eq. (4.33).
In [46] the analysis of the cloud and the rain areas resulted in a value of Dp ∼ 1.35
that is larger than the value in Eq. (4.34). The analysis in [46] revealed no scale-
break over a range of nearly 4 orders of magnitude. Since the cloud patterns that
are described in this thesis occur on much smaller length scales, this would allow to








in order to show that the range of the scale-less behavior may continue
down to length scales of the order of O(cm) or even below. Another fractal analy-
sis of convective storms was performed in [62]. Here a fractal shape was observed
for large clouds and an area-perimeter analysis yielded a value of Dp ∼ 1.36. The
analyzed scale ranged from 1km to 102 km. A sharp crossover is observed which
would indicate the existence of a characteristic scale but is presumably caused by a
particle drift. Another study of the area-perimeter relation of stratocumulus and fair
weather clouds was conducted in [13]. Here it was found that the probability distri-
bution of cloud areas and cloud perimeters approximately follows a power-law with
a different fractal dimension for each cloud type. For the area-perimeter relation of
stratocumulus clouds a value of Dp ∼ 1.4 was found. However, for fair weather
clouds two different scalings were found so that the area-perimeter relation could be
better approximated by two power-laws with two different scaling exponents. For
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cloud bases less than 0.5km in diameter a value of Dp ∼ 1.34 was found while for
larger clouds the value was determined to Dp∼ 1.55. However, in [47] the aforemen-
tioned change in the fractal dimension was attributed to the effect of data resolution.
In [64] the fractal analysis was applied in large-eddy simulations (LES) of geomet-
ric properties of cumulus clouds. The three-dimensional LES models confirmed the
fractal scaling laws from the area-perimeter analysis of the cloud and the rain areas
in satellite and radar data. A short summary of the aforementioned experimental
results can be found in [33].
The reason why the value for the fractal dimension in Eq. (4.34) is lower than the
values which are reported in the literature, is because Dp depends strongly on the
image processing techniques that were applied to identify the inner cloud regions
as described in Section 4.3.2. The droplet pattern at the top plate makes it difficult
to perform a segmentation of the images without applying an ideal band pass fil-
ter. The active contour tracking algorithm detects the cloud regions in the images
but it does not reveal the complexity and the raggedness of the cloud contours in
detail. The identified contours are smoothed out which results in a smaller value of
Dp. If the raggedness of the cloud regions can be resolved in more detail, then this
would result in a larger perimeter c while the area A of the cloud region remains
approximately the same. This would result in a larger value of Dp. Therefore it is
conjectured that the true fractal dimension Dp of the cloud patterns is larger than the
value in Eq. (4.34). As a consequence the image analysis of the cloud patterns must
be improved.
If further experiments confirm that the observed cloud patterns are formed by nan-
odroplets, then this would allow to extend the fractal analysis of two-dimensional
cloud structures down to length scales of the order of O(cm) and below. This might
help to answer the question whether the scale-less behavior of the area-perimeter
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relation continues down to distances of the order of O(cm) as conjectured in [46].
The applicability of a fractal model would then be extended to a larger range of me-
teorological significant distances from below 1cm up to 104 km [46].
Cloud patterns
In this section it is discussed why it is likely that the observed cloud patterns are
caused by the nucleation of a new phase and not by other effects that might also oc-
cur in the fluid mixture like critical opalescence [17, 67] or a change in the refractive
index of the fluid mixture that produces caustics [60]. If the cloud patterns occur due
to the nucleation of a new phase, then the new phase must be formed by a homoge-
neous nucleation since no nucleation sites are contained in the SF6 and He mixture
which would allow a heterogeneous nucleation in the bulk of the gaseous phase.
Furthermore a region of supersaturation must exist in the bulk of the gaseous phase
in order that a stable cluster can be formed by a homogeneous nucleation [69, 70, 71].
A few observations have been made that support the assumption that the cloud pat-
terns are formed by nanodroplets that are induced by a homogeneous nucleation.
First it is observed that the edges of the patterns in Fig. 4.16 and Fig. 4.17 do not
seem to result from a fluctuation in the refractive index as would be the case if
critical opalescence is responsible for the appearance of the patterns. Instead the
edges of the patterns seem to move with the turbulent flow and the shape of the
edges is roughly preserved while the patterns are moving through the image plane.
It was found that the moving boundaries of the plumes spread with a velocity of
Up ≈ 4mm s−1. Second it is observed that the downward falling droplets can induce
the condensation of a small droplet cloud as described in Section 4.3.1. In order that
a droplet cloud can be formed, a layer of supersaturated SF6 vapor must exist above
the liquid phase of SF6. This layer is caused by the mass flux from the surface of
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the liquid phase of SF6 to the top plate. It is further assumed that supersaturated
conditions (S > 1) in this layer lead to a permanent nucleation of nanodroplets. For
normal saturated conditions (S = 1) the nanodroplets would appear and disappear
but would not form a stable cluster. When a droplet from the top plate falls down,
before it impacts into the liquid pool above the bottom plate, it penetrates through
the supersaturated SF6 vapor layer. Since the downward falling droplet has a lower
surface temperature than the surrounding vapor, the droplet cools the supersatu-
rated SF6 vapor very quickly and induces the condensation of nanodroplets. The
nanodroplets rapidly grow to a visible size and can be visualized by a laser beam.
However, not every downward falling droplet produces a small droplet cloud. It is
conjectured that the downward falling cold plumes wash the already existing cloud
patterns away and wipe out the supersaturated SF6 vapor layer. The supersaturated
conditions must first be reestablished before a new droplet cloud can be induced
by the downward falling droplets. This scenario is schematically illustrated in Fig.
4.24. The cloud patterns occur above the liquid-vapor interface which is marked by
a dashed horizontal black line. The cold downwelling plumes that are marked by
the curved dotted blue arrows wash the cloud patterns away as can be seen in Fig.
4.17. The droplet pattern is represented by the corrugated pattern on the underside
of the top plate. It is illustrated how the downward falling droplets can induce the
condensation of a new droplet cloud as can be seen in Fig. 4.19.
A supersaturation is essential in order that a homogeneous nucleation can occur. The
existence of a supersaturated SF6 vapor layer above the liquid-vapor interface would
explain why the cloud patterns occur only in a thin layer above the liquid-vapor in-
terface and not in the bulk of the gaseous phase. In the following paragraph an ex-
planation is given why it is likely that a supersaturated SF6 vapor phase forms above
the liquid-vapor interface. In Eqs. (A.9) and (A.11) it is shown that the critical tem-
101
Figure 4.24: Schematic drawing of the droplet pattern and the cloud patterns. BP
= bottom plate, LP = liquid phase, TP = top plate, VP = vapor phase, CP = cloud
patterns, DP = droplet pattern, Tb = bottom plate temperature, Tt = top plate tem-
perature.
t
perature difference ∆Tc for the onset of the thermal convection in the liquid phase





This is approximately four orders of magnitude smaller than the applied tempera-
ture difference ∆T. Similarly Ra for the liquid phase of SF6 as well as for the gaseous




as shown in Eqs. (A.8)
and (A.10). Since RaL  Rac and RaV  Rac, it is conjectured that the convection
in the liquid phase of SF6 as well as in the gaseous phase of SF6 and He is highly
turbulent. From simulations of turbulent RBC it is known that the temperature drop
occurs in the thermal boundary layers and that the mean temperature in the bulk of
the fluid remains isothermal [6, 12, 20]. The possible temperature profile T(z) in the
convection cell is schematically illustrated in Fig. 4.25. Here Tb and Tt denote the
temperature at z = 0 and at z = H respectively. The position of the droplet pattern
and the cloud patterns are marked by black arrows. If Ra < Rac, then heat is trans-
ported by thermal diffusion from the bottom to the top plate and the temperature
profile in z-direction is assumed to be linear as marked by the solid and the dashed
blue line. On the other hand if Ra Rac, then the convection in the liquid as well
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Figure 4.25: Schematic drawing of the temperature profile T(z) in the convection
cell. BP = bottom plate, LP = liquid phase, TP = top plate, VP = vapor phase, CP =
cloud patterns, DP = droplet pattern, Tb = bottom plate temperature, Tt = top plate
temperature.
as in the gaseous phase is highly turbulent and the heat is transported by upwelling
and downwelling plumes. The mean temperature in the bulk of the liquid and the
gaseous phase remains isothermal and a temperature drop occurs only in the ther-
mal boundary layers as marked by the solid and the dashed red line. It is supposed
that the temperature drop in the lower thermal boundary layer of the gaseous phase
causes an isobaric cooling of the saturated SF6 vapor phase. From the literature it
is known that an isobaric cooling results in a supersaturation [70, 71]. Therefore
it is likely that a layer of supersaturated SF6 vapor forms above the liquid-vapor
interface. This assumption is supported by the literature. In numerous studies it
was shown that a supersaturation can be achieved in vapor-gas and in vapor-liquid
systems which results in a homogeneous nucleation of droplets. In many of these
studies the nucleation rate was measured in order to determine the critical supersat-
uration. Most of the systems contained a condensable gas that forms a liquid and a
vapor phase and a noncondensable gas that serves as a background or carrier gas. So
the physical model systems used in the literature are similar to the one used in this
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thesis. A review of existing measurement methods and experimental techniques in
order to investigate the homogeneous nucleation in vapor-gas and in vapor-liquid
systems can be found in [3, 30, 38]. In the following paragraph a few references are
mentioned where a supersaturation was achieved in a two-phase binary gas mixture
that caused a homogeneous nucleation of droplets. In some of these studies the con-
densation of droplet clouds and also the formation of fog was observed.
In [36, 37] a thermal diffusion cloud chamber (TDCC) was employed in order to mea-
sure the critical supersaturation for a homogeneous nucleation for eight different
substances with helium and hydrogen as carrier gases. In a TDCC one-dimensional
diffusion takes place through a carrier gas from a warm bottom to a cold top plate. In
[36] the substances under investigation form a liquid and a vapor phase. If the vapor
evaporates from the liquid surface, it diffuses upwards through the carrier gas and
condenses at the cold top plate. The degree of supersaturation in the chamber was
obtained by dividing the local partial pressure of the vapor by the corresponding
equilibrium vapor pressure at the local temperature. The level of supersaturation in
the chamber was adjusted by varying the temperature difference between the bottom
and the top plate. Since the density in the chamber decreases from the bottom to the
top, the density variation prevents a convection and a continuous supersaturation is
maintained in the chamber. In the TDCC a layer of supersaturation forms below the
top plate and not above the liquid-vapor interface. Other studies on critical super-
saturation were performed in [29, 31]. Here a high pressure cloud chamber (HPCC)
was used to measure the critical supersaturation for the homogeneous nucleation of
four different substances in the presence of helium and hydrogen as carrier gases.
It was observed that the nucleation rate depends on the total pressure in the cham-
ber. The critical supersaturation increased when the total pressure in the chamber
was increased. This implies that the homogeneous nucleation rate decreases when
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the total pressure in the chamber is increased. Furthermore it was found that for
all substances the dependence of the critical supersaturation on the total pressure is
dependent on the nature of the carrier gas. A similar experiment was performed in
[75]. Here the critical supersaturation was measured for SF6 with helium as a carrier
gas. Again it was found that the nucleation rate increases if the total pressure in the
chamber is increased. In [21] it is reported that if the experimental conditions are
same, then the degree of supersaturation that is required for a homogeneous nucle-
ation in the pure vapor phase of a condensable component is lowered if a carrier gas
is present. It is also reported that the carrier gas promotes a nucleation of droplets.
Moreover if the carrier gas has good heat conducting properties, then the latent heat
that is released by the condensation and the growth of the droplets can be trans-
ported away more easily.
In [34] the condensation of steam in the presence of air as a noncondensable gas
was investigated. Therefore the flow of an air-steam mixture was directed into a
rectangular channel over a condensing plate. In a horizontal position and for very
small inclination angles, a condensate film with pendant drops was developing on
the underside of the plate. It was observed that small “wakes” of fog formed down-
stream of the pendant droplets. Similar experiments were conducted in [16]. Here
heat transfer measurements for the condensation of steam on the underside of a hor-
izontal surface with air and helium as noncondensable gases are described. A fog or
mist formation in the bulk of the experimental apparatus was observed visually. The
formation of a fog was also reported in [11]. The experiments were conducted in a
cell that contained a liquid and a vapor phase of helium. If the evaporation at the
liquid-vapor interface was strong enough, the helium vapor was supercooled and
underwent a homogeneous nucleation that resulted in the formation of a dense fog.
Model calculations revealed that the strongest supercooled region is expected at the
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liquid-vapor interface where large jumps of the temperature of the gas occur. It was
assumed that the large temperature jumps at the liquid-vapor interface caused the
supercooled state of the helium gas. Finally in [63] the formation of clouds in a TDCC
was studied in numerical simulations. The clouds were formed by the homogeneous
condensation of a vapor phase in the presence of a noncondensable gas. In order to
study the effect of natural convection on the homogeneous condensation in a TDCC,
the Rayleigh number Ra was varied from 314 to 104 in a system of 1-propanol and
helium as a carrier gas. The temperature, supersaturation, mass fraction and nu-
cleation rate profiles were determined numerically. The nucleation plane formed at
about 3/4 of the height of the chamber where the critical supersaturation reached its
maximum. For the highest Rayleigh number Ra = 104 only localized zones with a
large nucleation rate were observed. The nucleation occurred in these zones due to
low temperatures and large supersaturation values.
If the results in the literature are compared to the results obtained for the SF6 and
He mixture in this thesis, then it can be concluded that a homogeneous nucleation
is likely to happen in the gaseous phase of SF6 and He as reported in [75]. Since no
nucleation sites are contained in the SF6 and He mixture, the cloud patterns must be
formed by the mechanism of homogeneous nucleation. It is conjectured that a lo-
calized region of a supersaturated SF6 vapor phase develops above the liquid-vapor
interface which is caused by the temperature drop in the thermal boundary layers. If
the degree of supersaturation exceeds a critical value, a homogeneous nucleation is
likely to happen which results in the condensation of nanodroplets that accumulate
to form the cloud patterns. This assumption is supported by the study in [11] where
large temperature jumps at the liquid-vapor interface caused a local supercooling
of the helium vapor which caused a homogeneous condensation and the formation
of a dense fog. It should be mentioned that the observations made in the SF6 and
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He mixture are so far only qualitative and do not reveal the true nature of the cloud
patterns. Further experiments must be carried out in order to clarify if the cloud pat-
terns are formed by nanodroplets which result from the homogeneous nucleation in
a supersaturated SF6 vapor phase or if other effects are causing these patterns. There-
fore it is suggested to build a new experimental apparatus that allows to investigate
the cloud patterns by the method of dynamic light scattering. A suggestion for a





In this thesis turbulent RBC experiments were performed in a two-phase binary gas
mixture. A mixture of SF6 and He was employed as a physical model system. The
condensable gas SF6 forms a liquid and a vapor phase while the noncondensable gas
He remains in the gaseous phase. When a temperature difference is applied between
the bottom and the top plate, two intriguing observations are made.
The first observation is that a liquid film begins to condense on the underside of the
top plate what results in the formation of a very regular hexagonal droplet pattern.
The temporal evolution of the droplet pattern was quantified by determining the
bond orientational order parameter φ6, the average droplet fall-down period τfd and
the mean distance dnn between to neighboring droplets. The analysis of φ6 and τfd
revealed that a stable mass flux is essential in order to maintain the hexagonal sym-
metry of the droplet patten. It is conjectured that the droplet pattern at the cold top
plate occurs due to a Rayleigh-Taylor instability. Two models are presented that pro-
vide an explanation of how a liquid film on the underside of a horizontal plate can be
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stabilized. For the model that considers the evaporation and the condensation as a
stabilizing mechanism, numerical simulations showed that regular cell structures in
the form of hexagons are formed on a length scale that is similar to the one obtained
for the hexagonal droplet pattern in the SF6 and He mixture.
The second observation is that cloud patterns occur in a thin layer above the liquid-
vapor interface. It is conjectured that a homogeneous nucleation of nanodroplets
occurs in a thin layer of a supersaturated SF6 vapor phase which forms above the
liquid-vapor interface. The nanodroplets accumulate to form the cloud patterns.
Several references are presented that support the assumption that a layer of super-
saturation forms above the liquid-vapor interface which is caused by a temperature
drop in the thermal boundary layers. A quantitative analysis of the observed cloud
patterns is performed by determining the area-perimeter relation which results in
a fractal dimension Dp that is somewhat smaller compared to the value that is ob-
tained from the analysis of cloud and rain areas in satellite and radar data. The
area-perimeter relation revealed a scale-less behavior of the cloud patterns over one
order of magnitude. The deviation of the value of the fractal dimension from the
values reported in the literature is attributed to the lack of precision in resolving the
raggedness of the cloud patterns.
To conclude, a physical model system is presented in this thesis that can be employed
to study the formation and the dynamics of cloud patterns in a turbulent RBC exper-
iment at moderate Ra numbers. The physical model system has the following analo-
gies with the earth’s atmosphere. The binary gas mixture is composed of SF6 as a
condensable and He as a noncondensable component. In the atmosphere the water
vapor represents the condensable and the dry air the noncondensable component.
The nanodroplets in the SF6 and He mixture are formed by a homogeneous nucle-
ation since no nucleation sites are contained in the gas mixture. In the atmosphere
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droplets are formed by a heterogeneous nucleation since the dry air contains a lot
of nucleation sites. Besides the nucleation mechanism also the Ra in the convection
cell and in the atmosphere differ by several orders of magnitude. For the convection




while in atmospheric convection Ra
can be as large as 1020 [22]. Furthermore it must be considered that the processes in
the atmosphere are much more complicated compared to the simple physical model
system presented in this thesis.
5.2 Outlook
Since it is not entirely clarified why the cloud patterns do appear, further experi-
ments must be carried out that could reveal the true nature of these patterns. If it
is verified that the cloud patterns are formed by nanodroplets, then the SF6 and He
mixture might be suitable as a model system in order to study the formation and
the dynamics of cloud patterns in a turbulent RBC experiment. Therefore it is sug-
gested to build a new experimental apparatus that allows for lateral optical access to
the convection cell in order to perform scattering experiments. In Fig. 5.1 a simple
schematic drawing for a new experimental setup is presented. The pressure vessel
comprises a single and sealed volume that is confined between a bottom and a top
plate. The pressure vessel has four circular windows that are laterally arranged, 90°
apart. The material can either be aluminum oxide or quartz. A water cooling is used
to keep the top plate at a constant temperature. The bottom plate is heated by a built-
in heating wire. The transparent top plate allows to visualize the cloud patterns in
the horizontal x − y-plane. A light source is used to illuminate the convection cell
from above. The solid red line marks the incoming light beam that passes through a
50/50 beam splitter. The reflected light from the bottom plate is captured by a digital
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Figure 5.1: Schematic drawing of the experimental apparatus for the scattering ex-
periments. BP = bottom plate, BS = beam splitter, CCD = digital camera, L1 = lens,
L2 = lens, LP = liquid phase, LS = light source, PV = pressure vessel, PW = pressure
window, TP = top plate, VP = vapor phase, WC = water cooling.
camera. The four lateral windows allow for a horizontal access to the convection cell.
The method of dynamic light scattering (DLS) can be applied in order to investigate
the region above the liquid-vapor interface where the cloud patterns are supposed
to form. It is suggested to scan the gaseous phase with the laser beam in order to
determine the extent of the cloud patterns in the z-direction.
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Appendix A
A.1 Determination of the molar concentration of He in
the gaseous phase
Fig. 2.5 illustrates the molar concentration of He in the liquid and the gaseous phase
of a mixture of SF6 and He for two different temperatures. The molar concentration
of He in the gaseous phase is much larger compared to the molar concentration in
the liquid phase. He tends to remain in the gaseous phase since the vapor pressure
and also the solubility of He in the liquid phase of SF6 is very low. Thus the concen-
tration of He in the liquid phase of SF6 is neglected. Furthermore the time constant
for the mass diffusion of He into the liquid phase of SF6 is of the order of several
days as shown in Section 4.1.2 whereas the time interval for the measurements is
usually less than 1h. Therefore the molar concentration of He in the gaseous phase
is considered as being constant during the measurements. Since He is diffusing into
the liquid phase of SF6, the pressure in the system is decreasing over time. During
the measurements the pressure in the system is logged and by knowing the instan-
taneous pressure in the system, the actual molar concentration of He in the gaseous
phase can be determined at each point in time.
In order to estimate the molar concentration of He in the gaseous phase, it is assumed
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that the gaseous phase is saturated with SF6 vapor. Since a liquid and a vapor phase
of SF6 coexist, the saturation vapor pressure of SF6 adjusts according to the LVCL in
Fig. 2.2. Furthermore ideal gas conditions are assumed for the SF6 and He mixture.
For the subsequent calculations the two mixture components SF6 and He are denoted
with the index 1 and 2 respectively. According to Dalton’s law, the total pressure in
the system equals the sum of the partial pressures of the two components
p = p1 + p2 , (A.1)
where p is the total pressure in the system and p1 and p2 are the partial pressures
of SF6 and He respectively [5]. The total pressure in the system is measured by
employing the pressure gauge PG1 in Fig. 3.1. The saturation vapor pressure p1 of
SF6 is known from the LVCL in Fig. 2.2. The partial pressure of He is determined
by applying Eq. (A.1). In order to determine the molar concentration of He in the
gaseous phase, the mole masses of the two components must be known. The total
number of moles n in the system equals the sum of the number of moles of the two
components
n = n1 + n2 , (A.2)
where n1 and n2 denote the number of moles of SF6 and He respectively [5]. The
number of moles of the two components SF6 and He can be written in terms of the
















By employing the ideal gas law
pV = n RT , (A.4)









where R is the universal gas constant, T the temperature and V the volume of the
system [5]. If p1 and p2 are known, Eq. (A.1) can be written in the form




















According to Fig. 2.5, the total molar concentration in the gaseous phase of SF6 and




















A.2 Estimation of the Rayleigh number for the liquid
phase of SF6
By employing the thermophysical properties of liquid SF6, the Rayleigh number Ra
and the critical temperature difference ∆Tc for the onset of the thermal convection
in the liquid phase of SF6 are estimated. The estimate for Ra allows to determine
whether the heat transport in the liquid phase of SF6 is dominated by thermal dif-
fusion or by thermal convection. The height of the liquid phase of SF6 in the con-
vection cell is estimated to be Hlp = 1× 10−2 m. The critical Rayleigh number Rac
for rigid boundaries at the bottom and the top is given in Eq. (2.34). Since the ther-
mal conductivity of the liquid phase of SF6 and the gaseous phase of SF6 and He
are nearly equal, it is assumed that the temperature drop across the liquid and the
gaseous phase is of the same order. Therefore the temperature drop across the liquid
phase of SF6 is assumed to be ∆TL = ∆T/2. The mean temperature T = Tb − ∆TL/2 is
used to determine the thermophysical properties of the liquid phase of SF6 in Table
Thermophysical properties Value
( T = 317.988 K, p = 53.974 bar, ∆TL = 0.226 K )
aThermal conductivity λ(T, p) 0.05084 W m−1 K−1
aDensity ρ(T, p) 1229.5 kg m−3
aHeat capacity cp(T, p) 1371.3 J kg−1 K−1
aKinematic viscosity η(T, p) 7.7723 × 10−8 N s m−2
aHeat expansion coefficient α(T, p) 0.01122 K−1
aDynamic viscosity ν(T, p) 9.5558 × 10−5 m2 s−1
aThermal diffusivity κ(T, p) 3.0156 × 10−8 m2 s−1
a Data taken from [52].
Table A.1: Thermophysical properties of liquid SF6.
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A.1. It is further assumed that the liquid phase of SF6 contains no He. By inserting
the thermophysical properties in Table A.1 into Eq. (2.31), the Rayleigh number is
determined to
RaL = 1.4× 107 (A.8)




= 2.7× 10−5 K. (A.9)
The result in Eq. (A.9) shows that ∆TcL is about four orders of magnitude smaller
than the temperature difference ∆TL. Therefore it is likely that the convection in the
liquid phase of SF6 is highly turbulent.
A.3 Estimation of the Rayleigh number for the gaseous
phase of SF6 and He
The observed cloud patterns in Section 4.3.1 indicate that the flow in the gaseous
phase of SF6 and He is likely to be turbulent. The partial pressure and the molar
concentration of He in the gaseous phase are determined by applying the formulas
in Eqs. (A.1) and (A.7b). The temperature drop across the gaseous phase of SF6
and He is assumed to be ∆TV = ∆T/2. The mean temperature T = Tt + ∆TV/2 is used
to determine the thermophysical properties of the gaseous phase of SF6 and He in
Table A.2. Since the instantaneous pressure in the system is logged, the actual molar
concentration of He in the gaseous phase of SF6 and He can be determined at each
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Thermophysical properties Value
( T = 317.763 K, p = 53.974 bar, y2 = 14.5%,
∆TV = 0.226 K )
aThermal conductivity λ(T, p,y2) 0.04975 W m−1 K−1
aDensity ρ(T, p,y2) 455.4 kg m−3
aHeat capacity cp(T, p,y2) 786.04 J kg−1 K−1
aKinematic viscosity η(T, p,y2) 2.606 × 10−5 N s m−2
aHeat expansion coefficient α(T, p,y2) 0.01696 K−1
Dynamic viscosity ν(T, p,y2) 5.7224 × 10−8 m2 s−1
Thermal diffusivity κ(T, p,y2) 1.3898 × 10−7 m2 s−1
a Data taken from [1].
Table A.2: Thermophysical properties of the gaseous phase of SF6 and He.
point in time. The molar concentration of He is determined to y2 = 14.5%. The
height of the gaseous phase of SF6 and He in the convection cell is estimated to be
Hgp = 1× 10−2 m. By inserting the thermophysical properties in Table A.2 into Eq.
(2.31), the Rayleigh number is determined to
RaV = 6.4× 106 (A.10)




= 6.0× 10−5 K. (A.11)
The result in Eq. (A.11) shows that ∆TcV is about four orders of magnitude smaller
than the temperature difference ∆TV. Since Ra Rac, the convection in the gaseous
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phase of SF6 and He is expected to be highly turbulent. Therefore it is very likely
that the turbulent flow in the gaseous phase of SF6 and He is causing the dynamics
of the cloud patterns in Section 4.3.1.
A.4 Turbulent plume velocity and turbulent mixing
time
The buoyant velocity Ub of a turbulent plume is estimated for the gaseous phase of
SF6 and He by applying the formulas given in [45]. The turbulent plume or buoyant
velocity is the maximum velocity that an uprising plume can achieve. The velocity of
the cold downward falling plumes is expected to be of the same order of magnitude
as the velocity of the uprising plumes. By employing the thermophysical properties




= 6.6× 10−8 m2 s−3 , (A.12)
where α is the thermal expansion coefficient, g the gravitational constant, ρ the den-
sity and cp the heat capacity of the gaseous phase of SF6 and He. By knowing the






= 0.0181m s−1 ≈ 18mm s−1 . (A.13)
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Thermophysical properties Value
( T = 317.763 K, p = 53.974 bar, y2 = 14.5% )
aDensity ρ(T, p,y2) 455.4 kg m−3
aHeat capacity cp(T, p,y2) 786.04 J kg−1 K−1
aHeat expansion coefficient α(T, p,y2) 0.01696 K−1
Heating power P 0.1413 W
a Data taken from [1].
Table A.3: Thermophysical properties of the gaseous phase of SF6 and He.
In order to estimate how long the mixing process in the gaseous phase of SF6 and He
takes if a new amount of He is filled into the convection cell, the turbulent mixing
time tmt is determined as defined in [45]. It is assumed that both gases SF6 and He
are mixed due to the turbulent flow in the gaseous phase. In order to calculate the
mixing time, the turbulent diffusion coefficient Dtd is determined to
Dtd = Ub Hgp
= 2.0× 10−4 m2 s−1 , (A.14)
where Hgp is the height of the gaseous phase of SF6 and He in the convection cell.






By knowing Dtd, the vertical and the horizontal mixing time denoted with tvmt and
thmt respectively is determined to
vertical mixing time: tvmt(z = Hgp) ≈ 1s , (A.16a)
horizontal mixing time: thmt(z = W) ≈ 21s , (A.16b)
where W is the width of the convection cell. tvmt and thmt are both of the order of
seconds. The result in Eqs. (A.16a) and (A.16b) shows that the mixing time in the
gaseous phase of SF6 and He is less than 1 min.
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