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GAMMA CALCULUS BEYOND VILLANI AND EXPLICIT
CONVERGENCE ESTIMATES FOR LANGEVIN DYNAMICS WITH
SINGULAR POTENTIALS
FABRICE BAUDOIN⋆, MARIA GORDINA†, AND DAVID P. HERZOG‡
ABSTRACT. We apply Gamma calculus to the hypoelliptic and non-symmetric
setting of Langevin dynamics under general conditions on the potential. This
extension allows us to provide explicit estimates on the convergence rate (which
is exponential) to equilibrium for the dynamics in a weighted H1(µ) sense, µ
denoting the unique invariant probability measure of the system. The general
result holds for singular potentials, such as the well-known Lennard-Jones inter-
action and confining well, and it is applied in such a case to estimate the rate of
convergence when the number of particles N in the system is large.
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2 BAUDOIN, GORDINA, AND HERZOG
1. INTRODUCTION
This paper studies convergence to equilibrium for second-order Langevin dy-
namics under general growth conditions on the potential. Although we are princi-
pally motivated by the case when the potential is singular, e.g. when the dynamics
has repulsive forces and/or interactions, the results presented in this paper hold
more generally. In particular, our main result is that, given (very) basic structural
and growth conditions on the potential, the dynamics relaxes to equilibrium ex-
ponentially fast in an explicitly measurable way. The “explicitness” of this result
comes directly from the constants appearing in the growth conditions, which can
all be readily estimated, and a local Poincare´ constant for the invariant measure µ .
This result is applied to the specific situation of a singular interaction and polyno-
mial confining well to provide explicit estimates on the exponential convergence
rate e−σ in terms of the number N > 1 of particles in the system. We will see that
σ > c/(ρ ∨N p), where ρ > 0 is the local Poincare´ constant for µ and c> 0, p> 1
are constants that are independent of N.
Convergence to equilibrium for Langevin dynamics, sometimes called the ki-
netic Fokker-Planck equation, is a well-studied topic which has been investigated
both from analytic and probabilistic perspectives. The first known result in this
circle of problems is due to Tropper in 1977 [27] who proved mixing of the dy-
namics when the Hessian of U , denoted by ∇2U , is bounded. Tropper’s result
was subsequently improved in the papers of Talay [26] and Mattingly, Stuart and
Higham [21], both in 2002, where exponential convergence to equilibrium was ob-
tained via the existence of a Lyapunov function of the form H(x,v)+cx ·v provided
the potential is “polynomial-like”. Here
H(x,v) =
|v|2
2
+U(x)(1.1)
is the Hamiltonian of the system and x and v respectively denote the position and
velocity vectors. The perturbation cx · v appearing in this Lyapunov function later
inspired the development of hypocoercivity by Villani in [28], which was applied
to prove exponential convergence to equilibrium in H1(µ) (and also L2(µ)) for C2
potentials U such that the measure e−U dx satisfies a Poincare´ inequality and the
growth condition |∇2U |6C(1+ |∇U |). This work was in some sense a combina-
tion of the ideas in [21, 26] with the seminal work of He´rau and Nier [14] where
an appropriately chosen perturbation of the H1(µ) norm is constructed in which
the dynamics contracts. The idea being proposed was that local smoothing of the
dynamics in the sense of hypoellipticity [17] determined more global contractive
properties like coercivity, hence the nomenclature “hypocoercivity”. We refer the
reader to [7, 18] for either different methods for proving, or other applications of
hypocoercivity.
Even though Villani’s result allows for a general class of potentials, which in
particular subsumes the class of potentials treated in [21, 26], the growth condi-
tion |∇2U | 6 C(1+ |∇U |) is not satisfied by potentials with singularities. This is
because the singularity becomes “stronger” with each additional derivative. Subse-
quently, the work of Conrad and Grothaus [5] and Grothaus and Stilgenbauer [10]
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extended Villani’s result using the hypocoercive approach to prove ergodicity and
establish a rate of convergence (at least as fast as polynomial) for singular po-
tentials satisfying the same Poincare´ condition but the weaker growth condition
|∇2U |6 c|∇U |2+D where c> 0 can be chosen arbitrarily small at the expense of
a larger constant D> 0. Under this same growth condition, convergence to equilib-
rium at an exponential rate was established in the papers [6,16] by the construction
of an explicit Lyapunov function of the form exp(δH+ψ) where δ > 0 is a con-
stant, H is the Hamiltonian and ψ an appropriately constructed perturbation. The
ideas used in these papers utilized large state space asymptotics of the dynamics
previously developed in [1, 12, 15] to build the Lyapunov function. During a sim-
ilar time frame, the work of Cattiaux, Guillin, Monmarche´ and Zhang [4] proved
entropic convergence at a geometric rate employing a weighted log-Sobolev in-
equality satisfied by potentials under the growth condition
|∇2U |6CU2η 6C′U2η+1 6 |∇U |2(1.2)
outside of a compact domain in space for some constants C,C′,η > 0. While this
condition does allow for a singular confining potential, as opposed to the growth
conditions used in [5, 10, 16] it does not afford the flexibility of a difference in
asymptotic behavior between the confining well and the interaction potential. A
simple example for which this condition is not satisfied is provided in Section 4.
In terms of explicitly quantifying convergence rates to equilibrium for Langevin
dynamics, results for a broader class of potentials than by Villani in [28] are much
rarer, but significant recent progress has been made by Eberle, Guillin and Zim-
mer [8, 9] using a direct coupling approach and assuming that the derivatives of
U are bounded. Although seemingly limited by this boundedness assumption, a
path is provided by Zimmer [29] to extend the results to more general potentials
using a Lyapunov condition. However, the actual dependence of the constants in
the Lyapunov condition on the growth conditions satisfied by the potentials re-
mains largely unknown except in the cases where either U satisfies (1.2) as in [4]
or behaves like a quadratic potential as in [8]. Moreover, the relationship between
these two commonly employed approaches to tackling the convergence question,
analytic versus probabilistic, is not clear in this setting where the generator L is
hypoelliptic and non-symmetric with respect to the L2(µ) inner product.
In this paper, we provide a different approach to estimating explicit convergence
rates within a wide class of potentials for Langevin dynamics which is more in line
with the approach of Villani in [28] and Baudoin in [3]. In particular, our main
general result directly extends the work of Villani using Gamma calculus. We then
use the results of this approach to estimate how the rate of convergence depends on
the growth conditions satisfied by the potential and, in the specific case of a singu-
lar interaction and polynomial confining well, we estimate the dependence of the
convergence rate on the number N of particles in the system. An interesting con-
sequence of the framework provided is that the construction of the norm in which
the dynamics contracts is very similar in spirit to the typical Harris construction
in [13, 22]. That is, to couple two different initial conditions, one must wait until
both processes return to the “center” of space. Then, once both processes enter
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this domain, the noise provides the mechanism for mixing. Here we will build the
norm by making use of Lyapunov structure of a slightly different variety outside
of the center and a local Poincare´ inequality satisfied by the invariant measure µ in
the center. It should be noted that this approach is different than the one outlined
by Monmarche´ in [23, 24] in that we do not modify the natural carre´ du champ
operator associated to the generator L of the diffusion.
The organization of this paper is as follows. In Section 2, we set up notation,
introduce terminology and state the main general result. There we also present
concrete examples of potentials and estimates on the convergence rates. In Sec-
tion 3 and Section 4, we gradually construct the (weighted) H1 metric in which
the dynamics contracts, explaining why the presence of the weight is natural and
also explaining how the Villani condition on U arises in the process. The subse-
quent section, Section 5, shows that the Lyapunov structure on which the results of
Section 3 relies is not hard to verify and estimate quantitatively.
2. MATHEMATICAL SETTING, MAIN RESULTS AND EXAMPLES
In this section, we fix notation, terminology and our assumptions. Then we
state the main results to be proved in this paper. Following the statements of these
results, we end the section with concrete examples of potentials and some explicit
convergence rates.
2.1. Setting and basic assumptions. Throughout the paper we study the follow-
ing Langevin stochastic differential equation
dx(t) = v(t)dt(2.1)
dv(t) =−γv(t)dt−∇U(x(t))dt+
»
2γT dB(t),
where
x(t) = (x1(t),x2(t), . . . ,xN(t)) ∈ (Rk)N ,
v(t) = (v1(t),v2(t), . . . ,vN(t)) ∈ (Rk)N
denote the position and velocity vectors, respectively, of N-particles evolving on
some subset of Rk. The parameters γ ,T > 0 are the friction and temperature con-
stants, respectively, while B(t) is a standard (Nk)-dimensional Brownian motion
defined on a probability space (Ω,F ,P). The function U : (Rk)N → [0,∞] is the
potential function. It encodes both environmental forces acting on all particles as
well as particle interactions. We will allow U to take the value ∞ if the potential
function has singularities, as in the case when U has a Lennard-Jones interaction.
More specifically, U takes the value ∞ at the point(s) in (Rk)N of singularity. Thus
ifU is nonsingular, as in the case of a standard polynomial interaction and confin-
ing well, thenU never takes this value.
Notation 2.2. We denote by O the subset of (Rk)N on which the position vector
x(t) lives, namely,
O := {x ∈ (Rk)N : U(x)< ∞}.(2.3)
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By X we denote the state space
X := O× (Rk)N(2.4)
and let
d := Nk(2.5)
denote the spatial dimension parameter.
Assumption 2.6 (Basic Structure).
• U ∈C∞(O; [0,∞)).
• The set O is connected. Moreover, for every n ∈ N the open set
On = {x ∈ (Rk)N : U(x)< n}
has compact closure.
• The integral ∫
O
e−
1
T
U dx is finite.
Assumption 2.7 (Growth Condition). There exists a constant κ ′′ > 0 such that
|∇2U(x)y| 6 1
16Td
|∇U(x)|2|y|+κ ′′|y|(2.8)
for all x ∈O,y ∈ (Rk)N . Here ∇2U denotes the Hessian matrix ofU . Furthermore,
there exist constants c0,c∞,d0,d∞ > 0 and η0 ∈ (−∞,−1)∪ (0,∞), η∞ > 1 such
that
c∞U
2− 2η∞ −d∞ 6 |∇U |2 6 c0U2+
2
η0 +d0.(2.9)
2.2. Explanation of the assumptions. We start by observing that the first as-
sumption, Assumption 2.6, is a nominal requirement to ensure that Equation (2.1)
has unique pathwise solutions. Indeed, using the standard fixed-point argument,
it is not hard to show that Assumption 2.6 implies that Equation (2.1) has unique
local pathwise solutions (x(t),v(t)) evolving on the state space X .
More precisely, denote by Bn, n ∈N, the open ball of radius n in (Rk)N centered
at the origin and define stopping times τn and τ by
τn = inf{t > 0 : (x(t),v(t)) /∈ On×Bn},
τ = lim
n→∞ τn.
Then pathwise solutions exist and are unique for all times t < τ (e.g. [19, 25]).
However, by using the Hamiltonian
H(x,v) :=
|v|2
2
+U(x)(2.10)
as a basic type of Lyapunov function, it can be shown that
P(x,v){τ < ∞}= 0 for all (x,v) ∈X .(2.11)
Hence, Equation (2.1) has unique pathwise solutions for all finite times t > 0 almost
surely evolving on the state space X . Moreover, the pathwise solutions given by
Assumption 2.6 are Markovian, and we denote by {(Pt)}t>0 the associated Markov
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semigroup acting on the space C2b(X ;R) of bounded C
2 real-valued functions on
X . Note that the semigroup {Pt}t>0 has its infinitesimal generator L given by
L= v ·∇x− γv ·∇v−∇U ·∇v+ γT∆v.(2.12)
Another important consequence of Assumption 2.6 is that it implies that the
canonical Boltzmann-Gibbs measure µ given by
µ(dxdv) =
1
N
e−
1
T
H(x,v) dxdv,(2.13)
N =
∫
X
e−
1
T
H(x,v) dxdv,
is an invariant probability measure under the dual action of the Markov semigroup
Pt; that is, µ(X ) = 1 and for all Borel sets A in X and all t > 0 we have
µPt(A) :=
∫
X
µ(dy)Pt(y,A) = µ(A),
where Pt(y, ·) denotes the Markov transition kernel, whose existence is also guar-
anteed by Assumption 2.6.
Remark 2.14. It is possible to replace Assumption 2.6 by a weaker regularity hy-
pothesis on the potential U . With only minor adjustments, all of the general re-
sults stated here hold provided U ∈ C2(O), but we maintain the assumption that
U ∈ C∞(O) to keep the presentation as simple as possible and because all of the
potentials we are interested in satisfy this assumption. In certain scenarios, one can
treat potentials less regular thanC2(O). See, for example, the papers [5,10]. How-
ever, in such cases, greater care must be taken to make sense of solutions of (2.1).
Remark 2.15. There are natural cases where the set O is not connected. For exam-
ple, if N = k = 1 andU : R→ (0,∞] is defined by
U(x) =
{|x|a+ 1|x|b if x 6= 0
∞ if x= 0
for some constants a > 1 and b > 0, then the set O has two disjoint connected
components, R>0 and R<0. In this case, the potential U models a “hard wall” at
0 that the single particle cannot penetrate. As a result, solutions started on either
side of 0 generate mutually exclusive invariant measures. This is not a weakness
in Assumption 2.6, for it allows one to work within each connected component of
O by setting either U(x) = ∞ when x6 0 orU(x) = ∞ when x> 0.
The second assumption, Assumption 2.7, is a basic growth condition on the
potential. It is satisfied by a wide class of potentials, including those which contain
Lennard-Jones interactions, for general temperatures T > 0 and general dimensions
d = Nk, and logarithmic singular interactions, provided the temperature T > 0 is
sufficiently small depending on the dimension.
Remark 2.16. One should think of threshold of 1/(16Td) in Assumption 2.7 as a
quantitative version of the hypothesis made in [16], where it is assumed that for
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any sequence xn ∈ O withU(xn)−−−→
n→∞ ∞ we have
|∇2U(xn)|
|∇U(xn)|2 −−−→n→∞ 0.
Thus under such an assumption, the bound (2.8) is always satisfied for some κ ′′ >
0.
Remark 2.17. With the appropriate Lyapunov function, it is possible to improve the
threshold 1/(16Td) in some cases. See, for example, the recent work [20] where
Coloumb interaction potentials are treated in detail. However, when |∇2U | is of
the same order as |∇U |2 asymptotically whenU → ∞, thenU behaves like a loga-
rithmic function. Therefore in such cases, our assumptions are near the boundary
where integrability of the Gibbs density fails and thus major structural changes are
taking place in the measure.
2.3. The main results. Before stating the main results, we need the following
basic notation.
Notation 2.18. For a parameter ζ > 0, we define the modified gradient operator
∇ζ by
∇ζ := ζ
−1(∇v,∇x− c(γ)∇v),(2.19)
where
c(γ) :=
γ
2
+
 
γ2
2
+1.(2.20)
Also for anyW ∈ L1(µ), we let µW denote the following (finite) weighted measure
on Borel subsets of X
µW (dxdv) :=W (x,v)e
− 1
T
H(x,v) dxdv.(2.21)
We denote by H1ζ ,W the space of weakly differentiable functions f : X → R with
‖ f‖2ζ ,W :=
∫
X
f 2 dµW + |∇ζ f |2 dµ < ∞.(2.22)
As we will now see, for the appropriate choice of W ∈ L1(µ) and ζ > 0, the
distance ‖·‖ζ ,W is the type of norm in which the semigroup Pt is contractive for all
t > 0.
Theorem 2.23. Suppose that the potential U satisfies Assumption 2.6 and Assump-
tion 2.7. Then there exists an explicit function W ∈ C∞(X ; [1,∞))∩ L1(µ) and
explicit constants σ ,ζ > 0 such that for all f ∈ H1ζ ,W satisfying
∫
X
f dµ = 0 we
have
‖Pt f‖2ζ ,W 6 e−σt‖ f‖2ζ ,W(2.24)
for all t > 0.
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Remark 2.25. Below we give an expression for the function W above as well as
estimates on the parameters σ ,ζ > 0, thus making the bound (2.24) explicit. It
should be noted that we did not assume that µ satisfies the Poincare´ inequality on
X , although it is implicitly implied by the first condition in Assumption 2.7. See,
for example, the work of Villani [28]. Because this bound is “near” the boundary
where the Poincare´ inequality is satisfied, this result is “closer” to establishing the
equivalence for Langevin dynamics between exponential convergence to equilib-
rium and µ satisfying the Poincare´ inequality on X .
To introduce a valid choice ofW and estimate the constants σ ,ζ > 0 above, we
need another definition.
Definition 2.26. Let A ⊆ X be a Borel set. If ν is a positive Borel measure on
X and ν(A) ∈ (0,∞), we say that ν satisfies the local Poincare´ inequality on A if
there exists a constant ρ = ρ(ν ,A)> 0 such that∫
A
f 2 dν 6 ρ
∫
A
|∇ f |2 dν + 1
ν(A)
(∫
A
f dν
)2
for all f ∈ H1(ν).
Remark 2.27. Since the Boltzmann-Gibbs density N −1e−
1
T
H is strictly positive
on any compact J ⊆O , the measure µ defined by (2.13) satisfies the local Poincare´
inequality on any compact J ⊆ O .
LetU satisfy Assumption 2.6 and Assumption 2.7, we introduce constants
R1 :=
®
d∞
c∞
+
72Td(κ ′′+1)∨92γ2Td)
c∞
´ 1
2− 2η∞
,(2.28)
R2 := R1+32Td,
where we recall that c0,d0,c∞,d∞,κ
′′ > 0 and η0,η∞ are the constants in Assump-
tion 2.7, and T > 0,d = Nk are the temperature and dimensionality constants, re-
spectively. Define κ ′ = 1/(16Td) and for r > 0 set
D(r) =
2(c0κ
′)2r4+
4
η0 +2(d0κ
′)2+(κ ′′)2
γ2T
+
1
2T
.(2.29)
Introduce the compact subset K ⊆X by
K = {(x,v) ∈X : |v|2 6 8Td}∩{(x,v) ∈X : U 6 R2}.(2.30)
Since µ satisfies the local Poincare´ inequality on K, throughout we let ρK > 0
denote the associated Poincare´ constant as in Definition 2.26. Set
ρ ′K =
(4c2(γ)+4)ρK
γ
.
Next, let α = γTd
4R2
, β = 5γTd
4R2
e4 and λ0,λ > 0 be such that
λ0 > R2 log(D(λ0))+R2 log(βρ
′
K +1)
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and
λ >max
{20
13
e4,(βρ ′K +1)D(λ0)
}
.(2.31)
Define
ζ 2 =
2
1+βρ ′K
and σ =
α
2(1+λ )
∧ γ
1+βρ ′K
.(2.32)
Next, let h ∈C∞([0,∞); [0,1]) be any function satisfying
h(q) =
{
1 if q> R2
0 if q6 R1
and |h′|6 2
R2−R1 =
1
16Td
.
Define
ψ(x,v) =


−3γTd
2R2
h(U(x))
v ·∇U(x)
|∇U(x)|2 ifU(x)> R1
0 otherwise
and
V (x,v) = exp
Ç
H(x,v)
R2
+ψ(x,v)
å
.(2.33)
Corollary 2.34. Suppose that the potential U satisfies Assumption 2.6 and As-
sumption 2.7. Then in the statement of Theorem 2.23 we may choose σ ,ζ > 0 as
in (2.32) and the weight W to be W = e1V + λ where V , λ > 1, and K are as
in (2.33), (2.31) and (2.30), respectively.
To see the utility of this result and the arguments which establish it, later we will
estimate these constants in the following three concrete examples.
Example 2.35. As a first example, consider the simple “single-well” quadratic po-
tential U : Rd → [0,∞) given by U(x) = |x|2/2. Then U clearly satisfies Assump-
tion 2.6. One can also easily show that U satisfies Assumption 2.7. In Section 3,
we will see that in the bound (2.24) we can chooseW = 1,
ζ 2 =
3
γ2T
+
Ä
γ
2
+
√
γ2
4
+1
ä2
2T
+
1
4T
and σ =
γ
4
min{1, 1
Tζ 2
}.
In this simple case as well as in the example that follows, we do not need to directly
apply Theorem 2.23. Rather, we will be able to apply a corollary of its proof which
allows one to get around unnecessary estimates needed in the case of a singular
potential.
Example 2.36. Next consider the double-well potential U : (Rk)N → [0,∞) given
byU(x) = (|x|2−1)2/4. Define constants κ0 > 0 and κ ′0 > 0 by
κ0 =
γ
2
»
T +Tc2(γ)
and κ ′0 =
27
κ20
+2
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where c(γ) = γ
2
+
√
γ2
4
+1 is as in (2.20). One can check thatU satisfies a Poincare´
inequality on (Rk)N with some constant ρ > 0. Define
M2 =
2γ2Tκ0d
4c2(γ)
+
√
2dκ ′0γ
2
4c2(γ)
+ (κ ′0)
2.
In Section 3, we will see that in this case the bound (2.24) is satisfied forW = 1,
ζ 2 =
2+M2
γ2T
+
Ä
γ
2
+
√
γ2
4
+1
ä2
2T
+
1
4T
,
σ =
γ
4
min{1,1/ρζ 2}.
Example 2.37. Using the notation x = (x1,x2, . . . ,xN) ∈ (Rk)N , where each xi =
(x1i , . . . ,x
k
i ) belongs to R
k, we next consider a singular potential U : (Rk)N → [0,∞]
of the form
U(x) =
N∑
i=1
UE(xi)+
∑
i< j
UI(xi− x j)(2.38)
withUE ∈C∞(Rk; [0,∞)) andUI : Rk → [0,∞] satisfying
UE(q) = A|q|a and UI(q) =
{
B|q|−b if q 6= 0
∞ otherwise
(2.39)
where A,B,b> 0 are constants and a> 2 is an even integer. In the analysis that fol-
lows, we could certainly incorporate lower-order terms in both UE and UI above,
but the estimates become unnecessarily complicated. Thus we stick to the form
above under these assumptions on UE and UI . Note that U clearly satisfies As-
sumption 2.6 for k > 2. If, however, k = 1 then we need to slightly modify the
definition of the potential U so that the domain of the particles O is connected.
That is, in this case we also setU = ∞ if the relation
x1 < x2 < · · ·< xN
is NOT satisfied. This means that the particles must remain in the same ordering
because they cannot pass one another when k = 1.
In the Appendix, we will prove the following result showing that U satisfies
Assumption 2.7 with explicit estimates on the constants in the assumption.
Proposition 2.40. U as above satisfies Assumption 2.7 with η0 = b, η∞ = a,
κ ′′ = N5−
8
a
Ç
128(a−1)k2T
Aa
å a−2
a
+N10+
16
b
Ç
512(b+3)k2T
Bb
å b+2
b
+
A2a2
8N2kT
+
B2b2N2b+3
8kT
,
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and choice of constants c0,d0,c∞,d∞ given by
c0 = N
34b
2
B
2
b
,
d0 = N
1− 2(a−1)b
a+b 2A2a2
(
A
2
b b2
B
2
b a2
) (a−1)b
a+b
,
c∞ =
A
2
a a2
25−
2
aN5−
2
a
,
d∞ = N
(6a−2)(b+1)
(a+b)
+ 2
a
−5A
2
a a2B2
8B
2
a
(
A
2
a a2
B
2
a b2
) b(a−1)
a+b
+
2A2a2
N
+2B2b2N2b+5.
Although even the appearance of these estimates is technical, the most important
consequence of this result is that it gives an estimate on the convergence rate σ =
σN depending on the number of particles in the system. In particular, we may
choose
σ = σN =
C
N p∨ρK
for some p > 0 where C > 0 is independent of N and ρK is the local Poincare´
constant satisfied by µ on K. If we believe that the Poincare´ constant ρK grows no
faster than a polynomial in N, then we note that σ decays no worse than C′/N p
′
as
N→ ∞.
3. GAMMA CALCULUS AND THE CASE WHEN W ≡ 1
In this section, we introduce the basic ideas and methods behind building the
weighted H1 distance
‖ f‖ζ ,W =
 ∫
X
f 2 dµW +
∫
X
|∇ζ f |2 dµ
in which the dynamics defined by (2.1) contracts.
There are two parts to building this norm. One part determines the weightW ∈
L1(µ) appearing in the measure µW where we recall that µW is defined by
µW (dxdv) =W (x,v)µ(dxdv)
and µ is the Boltzmann-Gibbs measure as in (2.13). The other part of the construc-
tion decides how to define the modified gradient operator ∇ζ . While the need for
the weight W will become apparent as we allow for general potentials satisfying
Assumption 2.6 and Assumption 2.7, in this section we will focus solely on the
latter part of the construction, in particular on how to define ∇ζ . In the following
section, we will build off of the analysis done here and define the weightW .
Remark 3.1. Although we have already defined ∇ζ in (2.19) above, we will leave
its meaning open in this section, allowing us to discover it naturally. At this point
at the very least, we know that it needs to have enough structure so that squared
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distance
∫
X
|∇ζ f |2 dµ is equivalent to
∫
X
|∇ f |2 dµ where ∇ is the usual gradient
operator on (Rk)N .
Remark 3.2. The results in this section focus on the case whenW ≡ 1, the resulting
construction outlined here is equivalent to those given in [3, 28]. However, our
approach more closely follows the methods in [3].
3.1. The basic idea: hope for contractivity in L2(µ). The idea behind the con-
struction of the modified gradient ∇ζ becomes clear by starting the analysis hoping
that, for some constant σ > 0, the inequality∫
X
(Pt f )
2 dµ 6 e−σt
∫
X
f 2 dµ(3.3)
is satisfied for all f ∈ L2(µ) with ∫
X
f dµ = 0 and all t > 0. The bound above
would then imply exponential convergence to equilibrium in L2(µ) as we have
centered the observable f ∈ L2(µ). Although for the dynamics (2.1) we cannot
arrive at this estimate, by starting here we will see how and why the need for the
modified distance ‖ f‖ζ ,1 arises to combat the absence of a contraction in the usual
L2(µ) sense.
To begin the analysis and attempt to prove estimates like (3.3), we need to be
able to differentiate with respect to time and commute this operation with the in-
tegral in (3.3). We will be able to do this employing the appropriate smoothing
properties satisfied by the Markov semigroup {Pt}t>0 as outlined in the following
lemma and corollary.
Lemma 3.4. Suppose that the potential U satisfies Assumption 2.6. Then for all
(x,v) ∈X , the distribution of the process (x(t),v(t)) solving (2.1) with the initial
value (x(0),v(0)) = (x,v) is absolutely continuous with respect to the Lebesgue
measure on X and its probability density, denoted by pt((x,v),(x
′ ,v′)), is smooth;
that is,
(t,(x,v),(x′ ,v′)) 7→ pt((x,v),(x′ ,v′)) ∈C∞((0,∞)×X ×X ).
Proof. This follows by Ho¨rmander’s hypoellipticity theorem [17]. A proof can be
found in [16]. 
A basic corollary of Lemma 3.4 is the following fact which we will use through-
out this and the following section.
Corollary 3.5. Suppose that the potential U satisfies Assumption 2.6. For any
f ∈C∞0 (X ;R), let f¯ ∈C∞b (X ;R) be given by
f¯ (x,v) = f (x,v)−
∫
X
f dµ .(3.6)
Then (t,(x,v)) 7→ Pt f¯ (x,v) : [0,∞)×X →R∈C∞b ([s,S]×X ) for any 0< s< S<
∞. Furthermore, for any t > 0
d
dt
Pt f¯ = PtL f¯ = LPt f¯ .
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Following the idea above, we now try to see if a contraction is possible in L2(µ).
To do the calculation, suppose that f ∈C∞0 (X ;R) with f¯ = f −
∫
X
f dµ and dif-
ferentiate at time t > 0 employing Corollary 3.5 to produce
d
dt
∫
X
(Pt f¯ )
2 dµ = 2
∫
X
(Pt f¯ )L(Pt f¯ )dµ
=
∫
X
L(Pt f¯ )
2−2Γ(Pt f¯ )dµ ,
where for g ∈C2(X ;R)
Γ(g) := 1
2
[Lg2−2gLg] = γT |∇vg|2.(3.7)
To understand some of the structures in the expression above, since µ is invariant
for Pt we have
∫
X
L(Pt f¯ )
2 dµ = 0, implying
d
dt
∫
X
(Pt f¯ )
2 dµ =−2
∫
X
Γ(Pt f¯ )dµ .(3.8)
Thus if we were somehow able to produce a Poincare´-type inequality of the form∫
X
Γ( f )dµ >
σ
2
∫
X
f 2 dµ
satisfied for all f ∈ H1(µ) with ∫
X
f dµ = 0 for some constant σ > 0, then we
would be done, for then
d
dt
∫
X
(Pt f¯ )
2 dµ =−2
∫
X
Γ(Pt f¯ )dµ 6−σ
∫
X
(Pt f¯ )
2 dµ .
Hence the estimate (3.3) would then follow by Gronwall’s inequality and a simple
approximation argument. Clearly, however, such an inequality cannot be satisfied
for all such centered observables f¯ = f − ∫
X
f dµ with f ∈C∞0 (X ;R). Neverthe-
less, this idea lays the foundation for what follows.
Central to the issue above are the x directions missing in Γ, and we need to be
able to produce these directions so that we can apply the actual Poincare´ inequality
with respect to µ which reads∫
X
|∇v f |2+ |∇x f |2 dµ > 1
ρ
∫
X
f 2 dµ
for all f ∈H1(µ) with ∫X f dµ = 0 for some constant ρ > 0. In particular, the term
|∇xPt f¯ |2 is clearly not available in expression (3.8). Thus to produce the missing
directions, one goes back to the very beginning of the idea to modify the form of
the original functional, this time differentiating an expression of the form
‖Pt f¯‖2ζ ,1 =
∫
X
(Pt f¯ )
2+ |∇ζPt f¯ |2 dµ(3.9)
where f ∈ C∞0 (X ;R) and f¯ = f −
∫
X
f dµ . As opposed to the L2(µ) topology,
this time we are working with a distance equivalent to the H1(µ) norm. From this
point, however, the analysis repeats itself as one tries to “tune” the metric above by
choosing the gradient ∇ζ appropriately. We will do this calculation now, but using
the methods of the Gamma calculus following the ideas in [3].
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3.2. Gamma calculus and the definition of ∇ζ . For constants a,b,c ∈R 6=0 to be
determined later, define the differential operators Y and Z
Y f = a∇v f and Z f = b∇x f − c∇v f(3.10)
acting on f ∈C1(X ;R). Also, set
∇ζ = ζ
−1(Y,Z) and T ( f ) = |Y f |2+ |Z f |2 = ζ 2|∇ζ ( f )|2(3.11)
where ζ > 0 will be another tuning parameter. Next, let
ΓY ( f ,g) = Y f ·Yg and ΓZ( f ,g) = Z f ·Zg(3.12)
with ΓY ( f ) := ΓY ( f , f ) and ΓZ( f ) := ΓZ( f , f ).
Remark 3.13. Operationally, the forms ΓY and ΓZ are the objects that arise natu-
rally by differentiating T (Pt f¯ ), where T is as in (3.11), with respect to time.
In light of the above remarks, let f ∈C∞0 (X ;R) and f¯ = f −
∫
X
f dµ . Applying
Corollary 3.5, we find that since µ is invariant for (Pt)t>0
d
dt
∫
X
T (Pt f¯ )dµ
=
∫
X
d
dt
(|YPt f¯ |2+ |ZPt f¯ |2)dµ
=
∫
X
2ΓY (Pt f¯ ,LPt f¯ )+2Γ
Z(Pt f¯ ,LPt f¯ )dµ
=
∫
X
2ΓY (Pt f¯ ,LPt f¯ )−LΓY (Pt f¯ )+2ΓZ(Pt f¯ ,LPt f¯ )−LΓZ(Pt f¯ )dµ
=:−
∫
X
2ΓY2 (Pt f¯ )+2Γ
Z
2 (Pt f¯ )dµ .
Remark 3.14. Note that ΓZ2 and Γ
Z
2 on the last line above are the “iterates” of the
forms ΓY and ΓZ , and they are defined by
ΓY2 (g) =
1
2
[LΓY (g)−2ΓY (g,Lg)],
ΓZ2 (g) =
1
2
[LΓZ(g)−2ΓZ(g,Lg)].
Here by “iterate” we mean in the sense that Γ(g) above is the iterate of the standard
product as in (3.7).
We next calculate ΓY2 and Γ
Z
2 . Letting [A,B] := AB−BA denote the commutator
of operators A and B, for a generic test function g ∈ C1(X ;R) note that since
[L,Y ] = a(γ∇v−∇x),
ΓY2 (g) = γT |∇v(Yg)|2+Yg · [L,Y ]g
= γT |∇v(Yg)|2− a
b
Yg ·Zg+
Ä
γ− c
b
ä
ΓY (g).
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Similarly
ΓZ2 (g) = γT |∇v(Zg)|2+Z f · [L,Z](g)
= γT |∇v(Zg)|2+ c
b
ΓZ(g)+
c
a
Ä c
b
− γ
ä
Yg ·Zg+ b
a
∇2UYg ·Zg
where the last term in the last line above, ∇2U denotes the Hessian matrix and Zg
and Yg are understood to be column vectors. Combining the two expressions then
gives
ΓY2 (g)+Γ
Z
2 (g) = γT |∇vYg|2+ γT |∇vZg|2+
c
b
ΓZ(g)+
Å
γ − c
b
ã
ΓY (g)
+
Ç
c2
ba
− cγ
a
− a
b
å
Yg ·Zg+ b
a
∇2UYg ·Zg.
In the above, note that we can assure that the cross term (. . .)Yg ·Zg without the
Hessian is zero by picking a,b,c > 0 such that a= b= 1 and
c= c(γ) =
γ
2
+
 
γ2
4
+1.(3.15)
Observe that this choice also implies
γ− c
b
=
γ
2
Ç
1−
 
1+
4
γ2
å
>−2
γ
.
Remark 3.16. As far as we can tell, the choice of a = b = 1 and c = c(γ) > 0
as above seems optimal for γ ≫ 1, in the sense that it maximizes the coefficient
of ΓZ while minimizing the growth in γ of the other terms in the expression for
ΓY2 (g)+Γ
Z
2 (g).
As a consequence of the calculations above, we record the following result.
Proposition 3.17. Let a = b = 1 and c(γ) be as in (3.15). Then for any g ∈
C2(X ;R)
ΓY2 (g)+Γ
Z
2 (g)(3.18)
> γT |∇vYg|2+ γT |∇vZg|2+ γΓZ(g)− 2
γ
ΓY (g)+∇2UYg ·Zg.
We next consider a simple example of a condition onU which allows us to easily
conclude exponential convergence to equilibrium in an explicit way from this point
in our analysis.
Corollary 3.19. Suppose that the potential U satisfies Assumption 2.6 and the
Hessian ∇2U has globally bounded spectrum; that is, there exists a constant M> 0
such that
|∇2U(x)y|6M|y| for all x ∈ O,y ∈ Rd .(3.20)
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Suppose also that the Boltzmann-Gibbs measure µ satisfies the Poincare´ inequality
on the whole space X with constant ρ > 0. Define constants
ζ 2 =
2+M2
γ2T
+
c2
2T
+
1
4T
and σ =
γ
4
min
¶
1,
1
ρζ 2
©
where c = c(γ) > 0 is as in (3.15). Then we have the following estimate for all
t > 0
‖Pt f‖2ζ ,1 6 e−σt‖ f‖2ζ ,1
for any f ∈ H1(µ) with ∫
X
f dµ = 0.
Proof. Observe that by (3.18) and Young’s inequality we have
ΓY2 (g)+Γ
Z
2 (g)>
γ
2
ΓZ(g)− 2+M
2
γ
ΓY (g).
To apply a standard approximation argument, first let f ∈C∞0 (X ;R) and f¯ = f −∫
X
f dµ . Corollary 3.5 then implies for t > 0
d
dt
∫
X
(Pt f¯ )
2+ |∇ζ (Pt f¯ )|2 dµ
=−2
∫
X
γTΓY (Pt f¯ )+
1
ζ 2
(ΓY2 (Pt f¯ )+Γ
Z
2(Pt f¯ ))dµ
6−2
∫
X
(
γT − 2+M
2
γζ 2
)
ΓY (Pt f¯ )+
γ
2ζ 2
ΓZ(Pt f¯ )dµ
=−
∫
X
(
γT − 2+M
2
γζ 2
)
ΓY (Pt f¯ )+
γ
2ζ 2
ΓZ(Pt f¯ )dµ
−
∫
X
(
γT − 2+M
2
γζ 2
)
ΓY (Pt f¯ )+
γ
2ζ 2
ΓZ(Pt f¯ )dµ
6−γ
4
∫
X
|∇ζ (Pt f¯ )|2 dµ −
γ
4ζ 2
∫
X
|∇Pt f¯ |2 dµ .
Since µ satisfies the Poincare´ inequality on X with respect to µ with constant
ρ > 0, we find that
d
dt
‖Pt f¯‖2ζ ,1 6−
γ
4
min
®
1,
1
ρζ 2
´
‖Pt f¯‖ζ ,1
for t > 0. This finishes the proof of the result. 
Example 3.21. Returning to the setting of the single-well potential U(x) = |x|2/2
discussed in Example 2.35, we will be able to conclude the convergence claim
made there using the result above. Indeed, since ∇2U = Idd×d we have M =
1. Moreover, since µ is a mean zero Gaussian on R2d with covariance matrix
T Id2d×2d , the Poincare´ constant on R2d is T ; that is, ρ = T where ρ is an in
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the statement of Corollary 3.19. Consequently, we have the conclusion of Corol-
lary 3.19 with
ζ 2 =
3
γ2T
+
Ä
γ
2
+
√
γ2
4
+1
ä2
2T
+
1
4T
and σ =
γ
4
min{1, 1
Tζ 2
}.
Remark 3.22. In Corollary 3.19, if one assumes that the Boltzmann-Gibbs measure
µ satisfies the log-Sobolev inequality on the whole space X , then a similar proof
yields a convergence in entropy. See Section 2.5 in [3].
3.3. Integrated estimates and Villani’s condition. Clearly, there are many nat-
ural potentials U which do not satisfy the bounded spectrum condition as in the
statement of Corollary 3.19. However, as we now see, we can weaken this bound-
edness assumption by employing integrated estimates and a condition originally
due to Villani in [28]. Below, we recast this condition in terms of the growth of
spectrum of ∇2U to obtain better dimensionality dependence on the coefficients
defining the estimate. It should also be noted that, although this condition allows
for further growth inU , it is not enough to control the type of growth exhibited in
singular potentials.
Assumption 3.23. There exist constants κ0,κ
′
0 > 0 such that
|∇2U(x)y| 6 κ0|∇U(x)||y|+κ ′0|y|(3.24)
for all x ∈ O and all y ∈Rd . Furthermore, κ0 > 0 above satisfies
κ0 6
γ
2
»
T +Tc2(γ)
where c(γ)> 0 is as in (3.15).
Remark 3.25. The upper threshold on κ0 > 0 above is not so important. Indeed,
one can obtain exponential convergence if κ0 > 0 is arbitrary using the methods
outlined here. However, one has to adjust the choices of a,b,c> 0 accordingly. To
keep what follows simple, we will maintain the original choices and employ the
threshold above.
Note that by Young’s inequality, relation (3.18) implies
ΓY2 (g)+Γ
Z
2 (g)(3.26)
> γT |∇vYg|2+ γT |∇vZg|2+ γΓZ(g)− 2
γ
ΓY (g)+∇2UYg ·Zg
> γT |∇vYg|2+ γT |∇vZg|2+ γ
2
ΓZ(g)−R(x,Yg),
where
R(x,y) =
2
γ
|y|2+ |∇
2Uy|2
2γ
.(3.27)
We now note that if the potential satisfies Assumption 2.6 and the more mild As-
sumption 3.23, we can use the next result to subsume the term R(x,Yg) using
integrated estimates.
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Remark 3.28. Our argument below closely follows the proof given in Villani’s
work [28], but it has been adapted to our setting.
Proposition 3.29. Suppose that the potential satisfies Assumption 2.6 and Assump-
tion 3.23. Then for all f ∈ H2(µ) we have the estimate
γ
4Tc2
∫
X
|∇U |2ΓY ( f )dµ 6
∫
X
Ç
2γTκ0d
4c2
+
√
2dκ ′0γ
4c2
å
ΓY ( f )dµ
+
∫
X
γT |∇v(Z f )|2+ γT |∇v(Y f )|2 dµ(3.30)
where c(γ)> 0 is as in (3.15).
Proof. Observe that for f ∈C∞0 (X ;R), integration by parts implies
1
T
∫
O
|∇U |2ΓY ( f )e−UT dx=−
∫
∇UΓY ( f ) ·∇(e−UT )dx
=
∫
O
∆UΓY ( f )e−
U
T dx+2
∑
j,ℓ
∫
O
∂x jU∂vℓ f∂
2
vℓx j
f e−
U
T dx
6
∫
O
|∆U |ΓY ( f )e−UT dx+2
∫
O
|∇U ||Y f ||Y (∇x f )|e−UT dx.
Writing the expressions in terms of Y and Z produces for any α > 0
α
∫
O
|∇U |2ΓY ( f )e−UT dx
6 αT
∫
O
|∆U |ΓY ( f )e−UT dx+2αT
∫
O
|∇U ||Y f ||∇v(Z f )|e−
U
T dx
+2cαT
∫
O
|∇U ||Y f ||∇v(Y f )|e−
U
T dx
Observe that if ei denotes the standard orthonormal basis on (R
k)N , Assump-
tion 3.23 implies
|∆U |=
 ∑
i
|∇2Uei · ei|2 6
√
2dκ0|∇U |+
√
2dκ ′0.
Plugging this into the estimate above, one can then apply Young’s inequality sev-
eral times to arrive at the claimed estimate by picking α = γ/(4Tc2) 
Applying the previous result, we arrive at the needed integrated estimate in this
special case.
Corollary 3.31. Suppose that the potential U satisfies Assumption 2.6 and As-
sumption 3.23. Then for all g ∈C∞b (X ;R) we have∫
X
ΓY2 (g)+Γ
Z
2 (g)dµ >
∫
X
γ
2
ΓZ(g)−
(2+M2
γ
)
ΓY (g)dµ
where
M2 =
2γ2Tκ0d
4c2(γ)
+
√
2dκ ′0γ
2
4c2(γ)
+ (κ ′0)
2.(3.32)
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Consequently, the conclusion of Corollary 3.19 holds with this choice of M.
Remark 3.33. If U satisfies Assumption 2.6 and Assumption 3.23, then from [28,
Appendix], for some constant C > 0 we have the following regularization estimate
for all t ∈ (0,1]
‖Pt f‖2ζ ,1 6
C
t3
‖ f‖2L2(µ)(3.34)
for any f ∈ L2(µ) with ∫
X
f dµ = 0. Combining this small-time estimate with the
conclusion of Corollary 3.31 yields a convergence in L2(µ)
‖Pt f‖2L2(µ) 6Ce−σt‖ f‖2L2(µ)(3.35)
where f ∈ L2(µ) with ∫
X
f dµ = 0, C > 0 is a constant and σ > 0 is explicit.
Indeed, the conclusion of Corollary 3.31 and then (3.34) yield
‖Pt+1 f‖2ζ ,1 6 e−σt‖P1 f‖ζ ,1 6Ce−σt‖ f‖2L2(µ).
Thus, for t ≥ 1,
‖Pt f‖2L2(µ) 6Ceσe−σt‖ f‖2L2(µ),
and since for t ∈ [0,1],
‖Pt f‖2L2(µ) 6 ‖ f‖2L2(µ)
one concludes (3.35).
Example 3.36. A typical example of a potential which does not have a bounded
spectrum but satisfies Villani’s condition (3.23) is the double-well potential U :
(Rk)N → [0,∞) given byU(x) = (|x|2−1)2/4. Here, we will apply Corollary 3.31
to obtain the estimates on the convergence rate given in Example 2.36.
ClearlyU satisfies Assumption 2.6. Also note that
|∇U(x)|= |x|||x|2−1| and ∇2U(x) = (|x|2−1)Idd×d +A(x)
where (A(x))i j = 2xix j. Let
κ0 =
γ
2
»
T +Tc2(γ)
where c(γ) = γ
2
+
√
γ2
4
+1 is as in (2.20). It then follows that for any y ∈Rd
|∇2U(x)y|6 ||x2|−1||y|+ |A(x)||y| = (||x|2−1|+2|x|2)|y|
≤ (3||x|2−1|+2)|y|
6 κ0|∇U ||y|+
(27
κ20
+2
)
|y| := κ0|∇U ||y|+κ ′0|y|.
Thus U satisfies Assumption 3.23. One can check that U satisfies a Poincare´ in-
equality for some constant ρ > 0 and that M2 can be chosen as in Corollary 3.31.
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Thus we obtain the result of Corollary 3.31 for this potential with
ζ 2 =
2+M2
γ2T
+
Ä
γ
2
+
√
γ2
4
+1
ä2
2T
+
1
4T
,
σ =
γ
4
min{1,1/ρζ 2}.
Now that we see the utility in the Gamma calculus even in settings where ∇2U
does not have bounded spectrum, we next turn to the weighted setting which will
allow us to deal with potentials which do not satisfy Assumption 3.23.
4. THE WEIGHTED SETTING AND REDUCTION OF THE MAIN RESULT TO THE
EXISTENCE OF A LYAPUNOV FUNCTION
In this section, we adapt the Gamma calculus discussed in the previous section to
work in settings where the Hessian ∇2U grows faster relative to the gradient than
in the Villani-type condition outlined in Assumption 3.23. The main ingredient
needed to get around the issue of growth is the weightW ∈ L1(µ)∩C2(X ; [1,∞))
appearing in the distance ‖ · ‖ζ ,W . Given that the weightW satisfies a certain Lya-
punov structure, we can obtain explicit estimates on the exponential rate of conver-
gence to equilibrium. In the next section, we will see that this Lyapunov structure
is not too hard to produce by exhibiting the appropriate functional, thus allowing
us to conclude Theorem 2.23.
Remark 4.1. It should be noted that the choice of a Lyapunov functional in the
following section may not at all be optimal. Thus the general result given in this
section provides a way to “fine tune” the construction of the weightW to produce
better convergence bounds.
Remark 4.2. To get around the Villani-type growth condition, a weighted mea-
sure approach was taken in the interesting recent paper [4], but with the weight
W appearing next to the term |∇x f |2. While it is certainly possible to follow this
approach to obtain exponential convergence to equilibrium in an explicitly mea-
surable way, in [4] the Villani-type growth condition is replaced by another growth
condition on U that is not satisfied by common potentials with singularities, such
as the Lennard-Jones potential for example. To see their condition, we refer the
reader to Corollary 3 of [4]. The reason why these conditions are not satisfied is
that they assume the global bound, for some η > 0
|∇U |2 > c1U2η+1 > c2U2η > c3|∇2U |(4.3)
where the ci > 0 are constants. A simple example of where this condition is vio-
lated is the one-dimensional potential U : R→ (0,∞] defined by
U(x) =
{
xa+ 1
xb
if x> 0
∞ if x6 0
where a > 1,b > 0 are constants. To see why relation (4.3) fails, near x = 0 one
must choose η = β
2
+1 but then the bound |∇U |2 > c1U2η+1 is no longer satisfied
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for x≫ 1. In essence, these conditions fail because there are two different scaling
regimes for U and its derivatives: one near 0 and one near ∞. The same reasoning
can be used to show that the Lennard-Jones potential, or Coloumb potential for that
matter, in general dimensions does not satisfy (4.3).
Remark 4.4. In another paper [2], the weighted approach like the one here is
adopted and compared with another approaches, such as convergence in the to-
tal variation distance, but in the fully elliptic setting of gradient systems where L
is symmetric with respect to the L2(µ) inner product. The approach outlined here
works in the weakly hypoelliptic setting of Langevin dynamics where L no longer
has this symmetry.
As before, letting f ∈C∞0 (X ;R) and f¯ = f −
∫
X
f dµ , we could start our anal-
ysis by differentiating the weighted L2 functional∫
X
(Pt f¯ )
2dµW .
However, we would wind up in the same situation in the setting where W ≡ 1,
missing the x directions in the gradient. Thus we start from the point of checking
that the time derivative of
‖Pt f¯ ‖2ζ ,W =
∫
X
(Pt f¯ )
2 dµW +
∫
X
|∇ζ (Pt f¯ )|2 dµ
does precisely what it was constructed to do. One difference from the non weighted
setting is that we will have to deal with a term that was zero in the case whenW ≡ 1
by invariance of µ . As we will see, a certain Lyapunov structure, which ultimately
corresponds to the weightW , will allow us to control such a term.
As in the case when we assumed that the Hessian ∇2U was bounded, we will
have to rescale in order to define the gradient ∇ζ . In particular, we again let
∇ζ = ζ
−1(Y,Z)(4.5)
for some ζ > 0 to be determined later. In what follows, though, we maintain the
choices of the coefficients of the operators Y and Z:
a= b= 1, c=
γ
2
+
 
γ2
2
+1.
Recalling the notation
T (g) = ΓY (g)+ΓZ(g) = ζ 2|∇ζ (g)|2,
we define
T2(g) = Γ
Y
2 (g)+Γ
Z
2 (g).(4.6)
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Let f ∈C∞0 (X ;R) with f¯ = f −
∫
X
f dµ . Employing Corollary 3.5 again and the
fact thatW ∈ L1(µ), we have for t > 0
d
dt
‖Pt f¯‖2ζ ,W
=
∫
X
L(Pt f¯ )
2−2γTΓY (Pt f¯ )dµW + 1
ζ 2
∫
X
LT (Pt f¯ )−2T2(Pt f¯ )dµ
=
∫
X
L(Pt f¯ )
2−2γTΓY (Pt f¯ )dµW − 1
ζ 2
∫
X
2T2(Pt f¯ )dµ
where we used the fact that µ is invariant for (Pt)t>0 on the last line above. To
control these terms, note that if we could show the Poincare´-type bound
‖g‖2ζ ,W 6
1
σ
ñ∫
X
2γTΓY (g)−Lg2 dµW +
∫
X
2
ζ 2
T2(g)dµ
ô
(4.7)
for some constant σ > 0 for all g ∈C∞b (X ;R) with
∫
X gdµ = 0, then we would be
finished. In particular, we have the following result.
Lemma 4.8. Suppose that there exists W ∈ L1(µ)∩C2(X ; [1,∞)) and constants
σ ,ζ > 0 such that the estimate (4.7) holds for all g ∈C∞b (X ;R) with
∫
gdµ = 0.
Then for all t > 0, we have the bound
‖Pt f‖2ζ ,W 6 e−σt‖ f‖2ζ ,W(4.9)
for all f ∈H1ζ ,W with
∫
X
f dµ = 0.
In order to prove an inequality of the form (4.7), we will need to use a certain
Foster-Lyapunov structure coupled with a local Poincare´ inequality as in (2.26).
While the Lyapunov structure provides a means by which to control excursions
far from the “center” of space in X , the local Poincare´ inequality provides the
mechanism for mixing and/or coupling when two processes started from different
initial conditions return to this center. Different from the typical Harris Theorem
for Markov chains [11, 22], however, the Lyapunov condition will look slightly
strange because it will be with respect to the L2(µ)-adjoint L∗ of the generator L.
In other words, L∗ is defined by the rule∫
L∗ f gdµ =
∫
f Lgdµ for all f ,g ∈C∞0 (X ;R).
By a straightforward calculation, since µ has the Boltzmann-Gibbs form as in
(2.13), the operator L∗ takes the form
L∗ =−v ·∇x− γv ·∇v+∇U ·∇v+ γT∆v.(4.10)
Observe that the only difference between L∗ and L is that the Hamiltonian part
v ·∇x−∇U ·∇v
of L has been time-reversed in L∗. At the level of the Foster-Lyapunov criteria, we
will see that this means that the fundamental structures giving rise to a Lyapunov
function in L easily translate to the existence of a Lyapunov function for L∗. In-
tuitively, dissipation still acts on the velocity directions v through −γv ·∇v. This
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quantity is then averaged along the deterministic Hamiltonian dynamics, but this
time in the opposite direction along L∗.
Definition 4.11. We say that a function W ∈C2(X ; [1,∞)) is a strong Lyapunov
function with respect to L∗ with constants α ,β > 0 and compact set K ⊆X if
(i) W → ∞ as H → ∞;
(ii) There exist constants α ,β > 0 and a compact set J ⊆X such that
L∗W 6−αW +β1J.
(iii) For all g ∈C∞b (X ;R) we have LgW ∈ L1(µ), gL∗W ∈ L1(µ) and∫
X
LgW dµ =
∫
X
gL∗W dµ .
We say that a function W ∈ C2(X ;R) is a weak Lyapunov function with respect
to L∗ with constants α ,β > 0 and compact set J ⊆X ifW satisfies properties (i),
(ii), and (iii).
Remark 4.12. Note that the only difference between a weak Lyapunov function and
strong Lyapunov function is the range ofW . From a weak Lyapunov function, by
property (i) one can easily produce a strong Lyapunov function by adding a large
enough constant.
We have the following simple consequence of the definition above. Note that
the result follows in a different manner once one realizes that µ is also invariant
for the diffusion process with generator L∗.
Proposition 4.13. Suppose that W ∈C2(X ;(0,∞)) is a weak Lyapunov function
with respect to L∗ with constants α ,β > 0 and compact set J ⊆X . Then∫
X
W dµ 6
β
α
µ(J).
In particular, W ∈ L1(µ).
Proof. Applying Definition 4.11 (iii) by plugging in g= 1 we have
0=
∫
X
L(1)W dµ =
∫
X
L∗W dµ .
Hence, applying Definition 4.11 (ii) we obtain
06
∫
X
−αW +β1J dµ .
Rearranging the above finishes the proof. 
We next state and prove our main theoretical tool. Supposing U satisfies As-
sumption 2.6 and Assumption 2.7, in essence it states that given the existence a
Lyapunov function with respect to L∗ with constants α ,β > 0 and compact set J
then, provided the Lyapunov function satisfies an additional but nominal growth
condition, we can arrive at the Poincare´-type inequality of the form (4.7). As we
will see later, these hypotheses are completely redundant. That is, under Assump-
tion 2.6 and Assumption 2.7, we can always exhibit an explicit Lyapunov function
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with respect to L∗ satisfying these growth conditions. However, we keep the state-
ment as is, emphasizing that if one wants optimal rates of convergence, there may
be room for improvement by constructing a “better” functional.
Theorem 4.14. Suppose that the potential U satisfies Assumption 2.6 and Assump-
tion 2.7, and that there exists a strong Lyapunov function V for L∗ with constants
α ,β > 0 and compact set J ⊆ X . Let ρ > 0 denote the local Poincare´ constant
determined by the measure µ on J and let ρ ′ > 0 be given by
ρ ′ =
(4c2(γ)+4)ρ
γ
where c= c(γ)> 0 is as in (3.15). Suppose there exists a constant λ > 0 for which
W =V +λ satisfies
W (x,v)|y|2 > (βρ ′+1)
Ç
R(x,y)
γT
+
|y|2
2T
å
,
W (x,v) >
2β µ(Jc)
αµ(J)
,
for all (x,v) ∈ X ,y ∈ Rd where R is as in (3.27). Then the estimate (4.7) holds
with this choice of W and for ζ ,σ > 0 given by
ζ 2 =
2
1+ρ ′β
and σ =
α
2(1+λ )
∧ γ
1+ρ ′β
.
Proof of Theorem 4.14. We begin the proof of the result by making a few basic
observations. Recall that by (3.26), we have the following integrated estimate∫
T2( f )dµ =
∫
ΓY2 ( f )+Γ
Z
2 ( f )dµ >
∫
γ
2
ΓZ( f )−R(x,Y f )dµ(4.15)
for any f ∈C∞b (X ;R). Also, if µ satisfies the local Poincare´ inequality on J with
constant ρ > 0, then for all f ∈H1(µ) we have∫
J
f 2 dµ 6 ρ
∫
J
|∇ f |2 dµ + 1
µ(J)
Ä∫
J
f dµ
ä2
6 ρ ′
∫
J
γ
2
T ( f )dµ +
1
µ(J)
Ä∫
J
f dµ
ä2
.
Thus for any f ∈C∞b (X ;R)∫
J
f 2 dµ 6 ρ ′
∫
X
R(x,Y f )+
γ
2
T ( f )−R(x,Y f )dµ + 1
µ(J)
Å∫
J
f dµ
ã2
6 ρ ′
∫
X
Å
R(x,Y f )+
γ
2
ΓY ( f )
ã
dµ +ρ ′
∫
X
T2( f )dµ +
1
µ(J)
Å∫
J
f dµ
ã2
.
(4.16)
Now, let λ > 0 satisfy the hypotheses of the statement and recall thatW =V +λ 6
V (1+λ ) sinceV > 1. Let g ∈C∞b (X ;R) with
∫
X
gdµ = 0 and note that rewriting
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the bound in Definition 4.11 (ii) produces the following inequality∫
X
g2V dµ 6
∫
X
g2 dµW 6 (1+λ )
∫
X
g2V dµ
6
1+λ
α
ñ
−
∫
X
g2L∗W dµ +
∫
J
βg2 dµ
ô
.
Applying the inequality (4.16) and the fact that
∫
J gdµ =
∫
Jc gdµ , we obtain
β
∫
J
g2 dµ
6 βρ ′
∫
X
(
R(x,Yg)+
γ
2
ΓY (g)
)
dµ +βρ ′
∫
X
T2(g)dµ +
β
µ(J)
Ç∫
J
gdµ
å2
6 βρ ′
∫
X
(
R(x,Yg)+
γ
2
ΓY (g)
)
dµ +βρ ′
∫
X
T2(g)dµ +β
µ(Jc)
µ(J)
∫
X
g2 dµ
where in the last inequality we applied Jensen’s inequality to (
∫
Jc gdµ)
2. Note by
the choice of λ > 0, we then arrive at
β
∫
J
g2 dµ 6
∫
X
γTΓY (g)dµW +βρ
′
∫
X
T2(g)dµ +
α
2
∫
X
g2 dµW .
Next note that we can argue similarly as before to see that∫
X
|∇ζg|2 dµ =
2
ζ 2γ
∫
X
γ
2
T (g)dµ 6
2
ζ 2γ
ñ∫
X
γTΓY (g)dµW +
∫
X
T2(g)dµ
ô
.
Putting these estimates together and letting δ > 0 be a parameter to be determined
shortly, we find that
1
2
∫
X
g2 dµW +δ
∫
X
|∇ζg|2 dµ 6
1+λ
α
ñ
−
∫
X
g2L∗W dµ + γT
∫
X
ΓY (g)dµ
ô
+
(1+λ )βρ ′
α
∫
X
T2(g)dµ
+
2δ
ζ 2γ
ñ∫
X
γTΓY (g)dµW +
∫
X
T2(g)dµ
ô
.
Picking
δ =
γζ 2(1+λ )
2α
and ζ 2 =
2
1+βρ ′
,
we arrive at the estimate
1
2
∫
X
g2 dµW +δ
∫
X
|∇ζg|2 dµ
6
1+λ
α
ñ
−
∫
X
g2L∗W dµ +2
∫
X
γTΓY (g)dµ
ô
+
1+λ
α
∫
X
2
ζ 2
T2(g)dµ .
The result now follows by bounding the quantity on the left-hand side below by
min{1/2,δ}‖g‖2ζ ,W . 
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5. THE EXISTENCE AND CONSEQUENCES OF QUANTITATIVE LYAPUNOV
FUNCTIONALS
In this section, we prove that if the potential U satisfies Assumptions 2.6 and
Assumption 2.7, then there exists a Lyapunov function V for L∗ whose constants
α ,β > 0 and compact set K can be explicitly estimated. Once we establish the
existence of such a function V , we will, with an additional auxiliary estimate, plug
it into Theorem 4.14 to conclude the main convergence result, Theorem 2.23.
In order to construct the desired Lyapunov function, we follow the approach
in [16] by exponentiating the Hamiltonian with the appropriately chosen correction
ψ . Recall that we need to find a Lyapunov function with respect to L∗ as in (4.10)
as opposed to L. This difference, however, only results in placing a minus sign in
front of the correction.
Theorem 5.1. Suppose that U satisfies Assumption 2.6 and Assumption 2.7. Con-
sider the constants R2 > R1 > 0 given in (2.28), let b ∈ (0, 12Td ] and define h ∈
C∞([0,∞); [0,1]) to be any function satisfying
h(q) =
{
1 if q> R2
0 if q6 R1
and |h′|6 2
R2−R1 =
1
16Td
.
Let ψ ∈C∞(X ;R) be given by
ψ(x,v) =


−3
2
γbTd
h(U(x))v ·∇U(x)
|∇U(x)|2 if U(x)> R1
0 otherwise
.
Then
V (x,v) = exp
Ç
bH(x,v)+ψ(x,v)
å
(5.2)
is a weak Lyapunov function corresponding to L∗ with constants
α =
γbTd
4
, β =
5γbTd
4
ebR2+(4+
γ
2
)bTd
and compact set
K = {|v|2 6 8Td}∩{U 6 R2}.(5.3)
Moreover, V > e−1 so that V˜ := e1V is a strong Lyapunov function corresponding
to L∗ with constants α ,e1β and compact set K as above.
Remark 5.4. Note that the definition of the constants α ,β > 0 in the result above
suggests choosing b ∝ 1/Td. Thus in terms of the dimension d, the important part
will be to determine the precise dependence of R2 on d. We already know that R2
is at least on the same order as Td since R2 = R1+32Td.
Proof of Theorem 5.1. Let b ∈ (0, 1
2Td
] be as in the statement of the result and let
δ > 0 be a constant which we will choose momentarily. Consider a candidate
Lyapunov functional Vb,δ : X → (0,∞) defined by
Vb,δ (x,v) = exp(bH(x,v)+ψδ (x,v))(5.5)
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where ψδ ∈C∞(X ; [0,∞)) is given by
ψδ (x,v) =


−δbh(U(x))v ·∇U(x)|∇U(x)|2 ifU(x)> R1
0 otherwise
.
By definition, Vb,δ ∈ C∞(X ;(0,∞)). We will see at the end of the proof that, in
fact, with the right choice of δ and R1, V > e
−1. Note that, as H(x,v)→ ∞ with
(x,v) ∈X
Vb,δ (x,v) = exp
Ä
bH(x,v)(1+o(1))
ä
→ ∞.
We next wish to exhibit α ,β > 0 and a compact set K ⊆X such that
L∗Vb,δ 6−αVb,δ +β1K
where L∗ is as in (4.10). To see such a bound, note that for (x,v) ∈X
L∗Vb,δ (x,v)
Vb,δ (x,v)
=−bγ(1−bT )|v|2−δbh(U(x))− v ·∇xψδ (x,v)(5.6)
+(2bT −1)γψδ (x,v)+
δ 2b2γTh2(U(x))
|∇U(x)|2 + γbTd.
Note that at the very least, we need to pick δ > γTd so that whenever |v| is bounded
andU is large, the −δh(U(x)) term beats the constant γbTd forU large. Thus we
pick δ = 3
2
γTd to arrive at our chosen Vb as in the statement. To estimate each of
the terms on the righthand side of the equation above, first observe that
− v ·∇xψ(x,v)
=−δbh(U(x))
d∑
i=1
viv ·∂xi
Ç
∇U(x)
|∇U(x)|2
å
−δb
d∑
i=1
viv ·h′(U(x))∂xiU(x)
∇U(x)
|∇U(x)|2
6 δbh(U(x))
|∇2Uv|
|∇U |2 |v|+δb|h
′(U(x))||v|2.
Hence we see that by the choices of δ = 3
2
γTd and R1
−v ·∇xψ(x,v) 6 δbh(U(x))
16Td
|v|2+ δbκ
′′h(U(x))
|∇U |2 |v|
2+δb
|v|2
16Td
6
γb
4
|v|2.
Next, observe that by Young’s inequality and the choices of R1> 0 and b∈ (0,1/2T ]
we have
γ |2bT −1||ψ |+ δ
2b2γTh2(U)
|∇U |2 6
4γbδ 2h2(U)+δ 2b2γTh2(U)
|∇U |2 +
γb
16
|v|2
6
γbTd
4
+
γb
16
|v|2.
Putting this into (5.6) yields the following bound
L∗V (x,v)
V (x,v)
6−3bγ
16
|v|2− 3
2
γbTdh(U(x))+
5
4
γbTd.
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Thus if either |v|2 > 8Td orU > R2, we arrive at the bound
L∗V (x,v)
V (x,v)
6−γbTd
4
.
Consequently, we arrive at the estimate
L∗V 6−γbTd
4
V +β ′1K
where K is as in the statement of the result and β ′ = 5γbTd
4
maxKV . To estimate
β ′ > 0, note that by using the choice of R1 > 0, on K we have
|ψδ |6
γb
2
Td.
Hence
β ′ 6
5γbTd
4
max
K
exp
Ç
b|v|2
2
+bU(x)+
γb
2
Td
å
6 β
where β > 0 is as in the statement of the result. Moreover, note that, globally,
|ψδ |6
bδ 2h2(U)
2|∇U |2 +
b
2
|v|2.
Next, note that since b ∈ (0,1/(2Td)]
V > exp
Ç
bUh2(U)− bδ
2h2(U)
2|∇U |2
å
> exp(bUh2(U)− bTd
36
h2(U)
å
> e−1
This finishes the proof. 
We next combine the previous result with Theorem 4.14 to conclude the main
general result, Theorem 2.23 with the explicit constants in the result as claimed in
Corollary 2.34.
Proof of Theorem 2.23 and Corollary 2.34. Let V˜ be as in the statement of Theo-
rem 5.1. We recall that V˜ = e1V > 1 is a strong Lyapunov function with respect to
L∗ with constants
α =
γbTd
4
, β =
5γbTd
4
ebR2+(4+
γ
2
)bTd+1
and compact set
K = {|v| 6 8Td}∩{U 6 R2}.
Also recall that b > 0 is any constant in the interval (0,1/(2Td)]. Here, however,
we pick b = 1
R2
. Since R2 = R1+ 32Td, we note that this choice of b is clearly in
the permitted range (0,1/(2T d)].
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To be able to apply Theorem 4.14, all we have left to check is that we can pick
λ > 1 such thatW = V˜ +λ satisfies
W (x,v)|y|2 > (βρ ′+1)
Ç
R(x,y)
γT
+
|y|2
2T
å
,(5.7)
W (x,v) >
2β
α
µ(Kc)
µ(K)
,
where R is as in relation (3.27). We first take care of the second estimate on the
right hand side above and then after finish off the first.
By Theorem 5.9, an auxiliary estimate in the Appendix, and the values of α ,β >
0 and b= 1/R2 above, we have that
2β
α
µ(Kc)
µ(K)
6 10e4
µ(Kc)
µ(K)
6
20
13
e4.
Note that the important fact to observe here is that the quantity above is order 1 in
the dimension d.
Next observe that by Assumption 2.7, recalling that κ ′ = 1/(16Td) we find that
R(x,y)
γT
+
|y|2
2T
=
2|y|2
γ2T
+
|∇2U(x)y|2
2γ2T
+
|y|2
2T
6
Ç
(κ ′)2|∇U |4+(κ ′′)2+2
γ2T
+
1
2T
å
|y|2
6
Ç
2(c0κ
′)2U4+
4
η0 +2(d0κ
′)2+(κ ′′)2+2
γ2T
+
1
2T
å
|y|2
:= D(U(x))|y|2.
Hence the inequality
V˜ (x,v)|y|2 > (βρ ′+1)
Ç
R(x,y)
γT
+
|y|2
2T
å
,
is satisfied provided
bH(x,v)+ψ(x,v) > log(D(U(x)))+ log(βρ ′+1)−1.(5.8)
Recalling that
|ψ |6 bδ
2h2(U)
2|∇U |2 +
b
2
|v|2 6 b
2
|v|2+ bTd
36
6
b
2
|v|2+1,
we observe that the inequality (5.8) is satisfied if
U(x)> R2 log(D(U(x)))+R2 log(βρ
′+1).
Pick λ0 >
20
13
e4 such that a> λ0 implies
a> R2 log(D(a))+R2 log(βρ
′+1),
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Thus on the set {U > λ0}, the desired inequality is satisfied. On the compliment
{U 6 λ0}, we have that
(βρ ′+1)D(U(x))6 (βρ ′+1)D(λ0).
Thus picking
λ >max
®
20
13
e4,(βρ ′+1)D(λ0)
´
ensures that both inequalities in (5.7) are satisfied byW = V˜ +λ . This then gives
the claimed results. 
APPENDIX
Here we provide details behind some of the more technical estimates in the
paper.
Quantitative inequalities for µ . Recall that µ denotes the product Gibbs mea-
sure (2.13), and let µ1 and µ2 denote the marginal measures given by
µ1(A) =
∫
A
∫
O
1
N
e−
1
T
H(x,v) dxdv and µ2(B) =
∫
B
∫
(Rk)N
1
N
e−
1
T
H(x,v) dvdx
defined for Borel subsets A⊆ (Rk)N and B⊆ O .
Proposition 5.9. Suppose that U satisfies Assumption 2.6 and Assumption 2.7 and
recall the constant R2 > 0 defined in the statement of Theorem 5.1. Then we have∫
O
|∇U |2 dµ2 6 κ
′′T
√
d
1− 1
16
√
d
and µ2({x ∈O : U(x)> R2})6 1
15
.
Moreover, if K ⊆X denotes the compact set in Theorem 5.1, then
µ(Kc)6
2
15
.(5.10)
Proof. Suppose that U : (Rk)N → [0,∞] satisfies Assumption 2.6 and Assump-
tion 2.7. Consider the following gradient system on O
dX(t) =−∇U(X(t))dt+
√
2T dW (t)(5.11)
whereW (t) is a standard, Nk-dimensional Brownian motion on (Ω,F ,P). Under
the assumptions on the potential U , it is not hard to show that, like equation 2.1,
equation (5.11) has unique pathwise solutions on the state space O for all finite
times t > 0. Moreover, µ2 is the unique invariant probability measure for the
Markov process X(t). This can be seen by using U itself as a Lyapunov func-
tional employing the hypotheses of the statement. For n ∈ N, let ξn be the first exit
time of the process (5.11) from the set {U 6 n} and observe that
ExU(X(t∧ ξn)) =U(x)+Ex
∫ t∧ξn
0
−|∇U(X(s))|2+T∆U(X(s))ds.
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Next, to bound the quantity above, note that |∆U | 6 √d sup|y|≤1 |∇2Uy|. Hence
applying Assumption 2.7 gives
ExU(X(t∧ ξn))6U(x)+Ex
∫ t∧ξn
0
−
Ç
1− 1
16
√
d
å
|∇U(X(s))|2+
√
dκ ′′T ds.
SinceU > 0 and κ ′ ∈ (0,1), this then implies the estimate
Ex
∫ t∧ξn
0
|∇U(x(s))|2 ds6 U(x)
1− 1
16
√
d
+
tκ ′′T
√
d
1− 1
16
√
d
.
Using Fatou’s lemma and the fact that ξn → ∞ almost surely, we find that for all
t > 0
1
t
Ex
∫ t
0
|∇U(x(s))|2 ds6 U(x)
t(1− 1
16
√
d
)
+
κ ′′T
√
d
1− 1
16
√
d
Thus, by another simple approximation argument using convergence of the Ce´saro
means to µ2, ∫
O
|∇U |2 dµ2 6 κ
′′T
√
d
1− 1
16
√
d
.
This gives the first inequality.
For the second, observe that if f (R) = c∞R
2− 2η∞ −d∞, then
{U > R} ⊆ {|∇U |2 > f (R)}.
Hence, employing the first inequality∫
{U>R}
dµ2 6
∫
{|∇U |2> f (R)}
dµ2 6
1
f (R)
∫
|∇U |2 dµ2 6 κ
′′T
√
d
f (R)(1− 1
16
√
d
)
,
which becomes the second claimed bound by plugging in R= R2.
To obtain the final desired inequality, observe that
µ(Kc) =
∫
Kc
dµ 6
∫
{|v|2>16NkT }
dµ1+
∫
{U>R2}
dµ2
6
∫
{|v|2>16NkT }
dµ1+
1
15
.
Now, to get a bound on the remaining quantity above, this time we consider the
process V (t) on (Rk)N defined by
dV (t) =−V (t)dt+
√
2T dW (t)
whereW (t) is a standard Brownian motion on (Rk)N on (Ω,F ,P). Note that this
process is exactly in the same form as in (5.11) by setting U(v) = |v|2/2. Hence,
in exactly the same way as before, it follows that
1
t
∫ t
0
Ev|V (s)|2 ds6 |v|
2
2t
+NkT
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for all t > 0. Consequently, ∫
|v|2 dµ1(v) 6 NkT.
Plugging this fact into the above gives
µ(Kc)6
∫
{|v|2>16NkT}
dµ1+
1
15
6
1
16NkT
∫
|v|2 dµ1(v)+ 1
15
6
1
16
+
1
15
6
2
15
.

Quantitative bounds for singular potentials. Next we aim to prove Proposi-
tion 2.40 which gives the claimed estimates on the singular potential in Exam-
ple 2.37. We first need the following lower bound on the gradient.
Lemma 5.12. Consider the potential U and the open set O defined in Exam-
ple 2.37. Then we have the following estimate
|∇U(x)| > Aa
2N3/2
N∑
i=1
|xi|a−1+ Bb
2N
7
2
∑
i< j
1
|xi− x j|b+1 −
Aa√
N
−BbNb+ 52(5.13)
for all x ∈ O .
The argument is a reworking of the proof of Lemma 4.12 of [5]. This proof is
also in [16], but here we give explicit constants.
Proof. The idea behind the proof is to use the basic fact that, for x ∈O , |∇U(x)|>
|∇U(x) · y| for all y ∈ (Rk)N with |y|= 1. Then we aim to pick a convenient direc-
tion y ∈ (Rk)N with |y|= 1. Notationally, we set ZN = {1,2, . . . ,N}.
We first claim that
|∇U(x)|> Aa√
N
|xi|a−1− Aa√
N
−BbNb+ 52(5.14)
for all i = 1,2, . . . ,N and x ∈ O . From this, summing both sides of the previous
inequality from 1 to N it follows that
|∇U(x)|> Aa
N3/2
N∑
i=1
|xi|a−1− Aa√
N
−BbNb+ 52(5.15)
on O . Note that without loss of generality it suffices to show the bound (5.14)
above for i= 1 and for |x1|> 1. For x= (x1,x2, . . . ,xN)∈O , consider an increasing
sequence of sets Si(x), i= 1,2, . . . ,N, defined inductively as follows:
S1(x) = { j ∈ZN : |x1− x j|< N−1}
Sm(x) = { j ∈ZN : |x j− xk|< N−1 ∃ k ∈ Sm−1(x)}, m= 2, . . . ,N.
Observe that S1(x) 6= /0 since 1 ∈ S1(x). Also note that for any i, j ∈ SN(x), |xi−
x j| < 1. Consequently, combining |x1− x j|2 = |x1|2+ |x j|2− 2x1 · x j with the in-
equality |x1− x j| < 1, it follows that for j ∈ SN(x), 2x1 · x j > |x1|2+ |x j|2− 1 > 0
where the last inequality follows since |x1| > 1. Moreover, if i ∈ SN(x) while
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j /∈ S(x) we have that |xi − x j| > N−1. Let σ(x) = (σ1(x), . . . ,σN(x)) ∈ (Rk)N
be such that σi(x) = x1/|x1| if i ∈ SN(x) and σi = 0 otherwise. We thus have the
bound
√
N|∇U(x)|
> σ(x) ·∇U(x)
= Aa
∑
n∈SN (x)
x1 · xn
|x1| |xn|
a−2+Bb
∑
n∈SN(x)
N∑
i=1
i6=n
x1|x1|−1 · (xn− xi)
|xn− xi|b+2
> Aa|x1|a−1+Bb
∑
n∈SN(x)
N∑
i=1
i6=n
i∈SN (x)
x1|x1|−1 · (xn− xi)
|xn− xi|b+2
+Bb
∑
n∈SN(x)
N∑
i=1
i6=n
i/∈SN (x)
x1|x1|−1 · (xn− xi)
|xn− xi|b+2
> Aa|x1|a−1+0−BbNb+3.
This finishes the proof of the bound (5.14) when i= 1, as desired.
We next show that for all i,m ∈ZN with i 6= m
|∇U(x)|> 2Bb√
N
|xi− xm|−b−1− Aa√
N
N∑
n=1
|xn|a−1(5.16)
for all x = (x1,x2, . . . ,xN) ∈ O . Note then that this estimate together with the
bound (5.15) implies the lemma. Without loss of generality, we will prove the
bound (5.16) for i= 1,m= 2. For x∈O , let σ(x) = (x2−x1)/|x2−x1| and ξk(x) =
ck(x)σ(x) where the constants ck(x) ∈ {−1,1} are chosen to satisfy ck(x) = 1
if xk ·σ(x) < x2 · σ(x) and ck(x) = −1 otherwise. With this choice of direction
ξ (x) := (ξ1(x), . . . ,ξN(x)) we find that on O:√
N|∇U(x)|> ξ (x) ·∇U(x)
=
N∑
n=1
Aaξn(x) · xn|xn|a−2+Bb
∑
i<n
(ξi(x)−ξn(x)) · xn− xi|xn− xi|b+2
>−Aa
N∑
n=1
|xn|a−1+Bb
∑
i<n
(ξi(x)−ξn(x)) · xn− xi|xn− xi|b+2
=−Aa
N∑
n=1
|xn|2 j−1+Bb
∑
i<n
(ci(x)− cn(x)) · xn ·σ(x)− xi ·σ(x)|xn− xi|b+2 .(5.17)
To bound the remaining term on the righthand side above, note that if i,n are either
such that xi ·σ(x) < x2(x) ·σ(x) and xn ·σ(x) < x2 ·σ(x) or such that xi ·σ(x) >
x2 · σ(x) and xn · σ(x) > x2 ·σ(x), then ci(x) = cn(x). Hence the corresponding
term in the sum in (5.17) is zero. On the other hand, if i,n are either such that
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xi ·σ < x2 ·σ 6 xn ·σ or such that xn ·σ < x2 ·σ 6 xi ·σ , then the corresponding
term in the sum (5.17) is nonnegative via the ci(x), cn(x). In particular, by these
observations we arrive at the estimate
√
N|∇U(x)|>−2 jaE
N∑
n=1
|xn|2 j−1+Bb(c1(x)− c2(x))(x2− x1) ·σ|x2− x1|b+2
=−Aa
N∑
n=1
|xn|a−1+2Bb 1|x2− x1|b+1(5.18)
as c1(x)− c2(x) = 2 and (x2− x1) ·σ = |x2− x1| by construction. 
We can now use the previous result to conclude Proposition 2.40
Proof of 2.40. We begin by computing ∇U and ∇2U on O . Observe that for x ∈O
and i,n= 1,2, . . . ,N, ℓ,m= 1,2, . . . ,k,
∂xℓ
i
U(x) = Aaxℓi |xi|a−2−Bb
N∑
j=1
j 6=i
xℓi − xℓj
|xi− x j|b+2
and
∂ 2
xmn x
ℓ
i
U(x) = Aaδ(i,ℓ),(n,m)|xi|a−2+Aa(a−2)δi,n|xi|a−4xℓi xmn
+Bb
N∑
j=1
j 6=i
®
δ( j,ℓ),(n,m)−δ(i,ℓ),(n,m)
|xi− x j|b+2 +(b+2)
(xℓi − xℓj)(δi,n(xmi − xmj )+δn, j(xmj − xmi ))
|xi− x j|b+4
´
where δi, j = 1 if i= j and 0 otherwise. Also, the (a−2)×·· · term is defined to be
0 when a= 2. Thus for any y ∈ (Rk)N with |y|6 1 and any x ∈ O we arrive at the
estimate
|∇2U(x)y|6 Aa(a−1)k
N∑
i=1
|xi|a−2+4Bb(b+3)k
∑
i<n
1
|xi− xn|b+2 .(5.19)
Applying Lemma 5.12 with Young’s inequality gives that for all x ∈ O
|∇U(x)|2 > A
2a2
8N3
N∑
i=1
|xi|2a−2+ B
2b2
8N7
∑
i< j
|xi− x j|−2b−2− 2A
2a2
N
−2B2b2N2b+5.
(5.20)
In order to compare (5.20) with (5.19), next note that for any constants Ci > 0 we
have
N∑
i=1
|xi|a−2 =
∑
{i : |xi |a>C1}
|xi|a−2+
∑
{i:|xi |a6C1}
|xi|a−2 6C
a−2
a
1 N+
1
C1
N∑
i=1
|xi|2a−2
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and, similarly,∑
i< j
1
|xi− x j|b+2 =
∑
{i< j : |xi−x j|b61/C2}
1
|xi− x j|b+2 +
∑
{i< j : |xi−x j |b>1/C2}
1
|xi− x j|b+2
6C
b+2
b
2 N
2+
1
C2
∑
i<n
1
|xi− xn|2b+2 .
Thus pickingC1 = 128(a−1)N4k2T/(Aa),C2 = 512N8k2(b+3)T/(Bb) and com-
bining (5.20) with (5.19) produces the following bound on O
|∇2U(x) · y|6 1
16Td
|∇U(x)|2+κ ′′(5.21)
for any y ∈ (Rk)N with |y| 6 1 where κ ′′ is as in the statement of the result. Note
that this validates the first part of Assumption 2.7.
In order to check the second part of Assumption 2.7, first note that for any
η0 >−1,η0 6= 0, we have the following estimate
U(x)
2+ 2η0 >
1
2N
N∑
i=1
A
2+ 2η0 |xi|2a+
2a
η0 +
1
2N2
∑
i< j
B
2+ 2η0
|xi− x j|2b+
2b
η0
(5.22)
for any x ∈ O . Moreover, for any η∞ > 1 and any x ∈O
U(x)2−
2
η∞ 6 (2N)2−
2
η∞
N∑
i=1
A
2− 2η∞ |xi|2a−
2a
η∞ +(2N2)2−
2
η∞
∑
i< j
B
2− 2η∞
|xi− x j|2b−
2b
η∞
(5.23)
Also note that on O
|∇U(x)|2 6 2A2a2
N∑
i=1
|xi|2a−2+2B2b2N
∑
i< j
1
|xi− x j|2b+2(5.24)
Combining the estimate (5.22) with (5.24) and picking η0 = b produces the in-
equality
|∇U(x)|2 6 c0U(x)2+
2
b +d0(5.25)
where c0 and d0 are as in the statement of the result. Similarly, combining (5.23)
with (5.20) and choosing η∞ = a gives
|∇U(x)|2 > c∞U(x)2−
2
a −d∞(5.26)
where c∞ and d∞ are as in the statement of the result.

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