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1. INTRODUCTION 
Let it be required to find the optimal linear filter for detecting a signal 
#f(t), where .Gj2 is a small positive quantity, in the presence of nearly 
overwhelming background noise g(t). The problem is reducible, by the usual 
methods of Wiener filtering theory (see Section 2), to that of constructing 
a factorization of V*(h) = V(h) + l U(h), where U and V are the’ respective 
frequency characteristics of signal and noise. Since the chief point of interest 
is the dependence of the frequency characteristic of the optimum filter on the 
noise level parameter E, it is necessary to investigate the e-dependence (near 
E = 0) of the factors V:(h) of V*(X). (Here VrVz = V*, while Vz(h + i/l), 
Vz(h + ip) are analytic bounded and nonzero in TV > 0, p < 0, respectively). 
The problem was so formulated by Wiener ([l], p. 95), who simplified V* 
by taking I,’ = 1, and then gave small-e approximations to the factors of 
1 + EU(A). More generally, let the factors of V(h) be known, and write 
V* = V[l + E( lJ/ V)]. If V(h) grows more rapidly than U(h) as X + + co, 
the factorization is of the type considered in Wiener’s treatment of filtering 
at high noise levels. Our concern here is with those cases in which U(X) 
grows more rapidly than V(h), i.e., the signal is richer in high frequencies 
than the noise. The problem will be to derive asymptotic factorizations of 
V*(X), these being defined (after Kranzer and Radlow [2], [3]) as expansions 
of the quotients V$/V* which are asymptotic in F near E = 0 and valid for 
each fixed h in any finite interval. Observe that there is in fact a problem 
here: the results of [2], [3] cannot simply be carried over to the present case, 
unless V and V* are taken to possess a common strip of regularity. But we 
naturally wish to adopt the weaker assumption appropriate to filtering theory, 
namely that V and V* are defined and continuous on the real axis. The pur- 
pose of Section 3 is then to show that the asymptotic factorizations may be 
carried out on the real axis rather than in a strip of the complex plane as in 
[2], [3]. In Section 4, we make use of the factorization results to give approxi- 
mations to the filter characteristic in the distinct cases which occur, together 
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with error estimates in each case. The example U(h) = (1 + h*)-1, 
V(A) = (1 -t h2)-2 is considered: the exact and approximate results for the 
filter characteristic are shown to coincide to within higher order terms in E, 
as predicted. 
2. THE FILTERING PROBLEM 
Suppose that f(t), g(t) are uncorrelated random functions with zero time 
averages, possessing autocorrelation coefficients definable by 
where U, w are continuous functions of t whose respective Fourier transforms 
U(h), V(n) exist in the classical sense. Wiener’s optimum j&r is ([l], p. 81) 
that linear operator L, on the “past” of the observable signal 
s(t; 4 = w(t) + g(t), (2.3) 
namely on s(t - t,; e) for any t, > 0, which gives the best mean-square 
approximation to #f(t + T). The time-displacement T may be positive 
(the problem then involves prediction as well as filtering), negative or zero. 
A suitably general representation of the linear operator L, will be (after 
Levinson [4], p. 150) 
Ls(t; c) = 1; k(t,) s(t - t,; E> dt, . (2.4) 
The unknown weighting function h(t) of the filter is to be so determined as to 
minimize the quadratic time average 
1 r 
:2T -T I 
1 d12f(t + T) - L,s(t; E) 12 dt. 
Since the signal and noise are uncorrelated, this time average takes the form 
m(O) - 2 Re II: u(to + T) k(t,) &,I 
FILTERING AT HIGH NOISE LEVELS 301 
where v*(t) = v(t) + EU(~). It is assumed that U, o, v* are Fourier inverses 
of U(A), L’*(X) = V(h) -I- <U(h), e.g., that 
w*(t) = (2n)-l Irn V*(X) exp (- 2X) dX. (2.7) -cc 
Notice that u(t) = u(- t), v(t) = v(- t), v*(t) = w*(- t), so that U, V, I’* 
are real functions. As energy densities associated withf, g, the transforms U, 
1’ are nonnegative definite functions of the real variable A, as is I’*. We 
shall in addition assume that U, r, I-* are nonzero for real X. 
Wiener’s derivation ([I], Sections 3.1, 3.2) of the integral equation of 
filtering theory is conveniently summarized as follows, Define q(t) as the 
solution of the inhomogeneous Wiener-Hopf equation 
u(t + T) = Ia &) v*(t - to) dt, (t > O), (2.8) 
0 
it being understood that q(t) is to vanish for t < 0, so that its Fourier trans- 
form is over the half-range (0, x)): 
Q(X) = lo q(t) exp (At) dt. 
0 
(2.9) 
Then make use of (2.8), of the fact that v*(t) = v*( - t), and of Parseval’s 
theorem to rewrite the second and third terms of (2.6) as 
1 m 
%- --m I 
1 K(h) - Q(X) I* V*(h) dh - & j-ya 1 Q(X) I* V*(h) dh (2.10) 
where K(X), the Fourier transform of k(t), is over the half-range (0, co). 
The minimum of (2.10), attained when 
WV = cQ(h), (2.11) 
is equal to 
2 O" -_ 
I 27r -* 1 Q(h) la V*(h) dh = - & j-m 1 K(h) 12 v*(x) dh, (2.12) -m 
an expression which is of interest in discussing the error of performance of a 
filter (see Section 4). It appears from (2.11), (2.8) that the weighting function 
k(t) of the optimum filter is the solution of the inhomogeneous Wiener- 
Hopf equation 
cu(t + T) = 1; k(t,) w*(t - to) dt, (t > 0). (2.13) 
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Suppose now that V*(;\) possesses a Wiener-Hopf factorization, i.e., that 
there are functions L’,“(t) E L;*(h + +.L) which are analytic bounded and 
nonzero in the respective half-planes ,U > 0, p < 0, with 
T’*(h) = VT(A) P(h). (2.14) 
By the well-known methods of Wiener and Hopf, it then follows that the 
frequency characteristic K(c) of the filter is given by 
W) = el5)1-’ Ah, 5) (2.15) 
while the weighting function k(t) is the Fourier inverse. A different but 
equivalent expression for the function A(T, 1;) is (as in [4]) 
A(7, 5) = jm +(t + T) exp (i(t) dt, 
0 
(2.15.2) 
where #(t) is the Fourier inverse of [U(h)/P(h)]. 
3. ASYMPTOTIC FACTORIZATION ON THE REAL AXIS 
In this section we assume the factors V*(h) of V(h) to be explicitly known, 
and seek asymptotic estimates for the quotients L’,*/v*. Our results are 
presented in Theorem 3 below. As will emerge in Section 4, the estimates 
given in the theorem are of precisely the character required to resolve the 
high-noise filtering problem. 
We begin by imposing four conditions, analogues of the conditions given 
in Section I of [2]. Notice that the subexponential growth condition of that 
paper is here replaced by the boundedness requirement of Condition 3.3. It 
is for this reason that questions of the uniqueness of factorization, which 
were of importance in [2], do not arise here. 
CONDITION 3.1. V(h) > 0 for all X. 
CONDITION 3.2. k’(A) is of algebraic growth: 
log V(h) = O(log h) as h-+&CCL 
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CONDITION 3.3. A factorization L’(X) = F+(h) P-(X) is explicitly known; 
here 
with V+(h + ip) analytic bounded and nonzero in TV > 0, ~1 < 0, respectively. 
CONDITION 3.4. U(h) is a positive continuous function which grows 
more rapidly than T’(X) as X + f co: 
U(X) = c 1 h Ju V(h) [l + O(M)], 
where, c, CL, p, are real positive constants, with j3 < 1. 
In the theorem which follows, we write h + ip = 5. Results for 
qw 1’+(C), P(5)i V-(5) are valid in TV > 0, p < 0 respectively. The com- 
parable results of [2] or of [3], Section 4 (which rephrased the earlier results, 
with slight refinements) would of course hold only for TV bounded away from 
0, i.e., in half-planes p > 6 > 0, TV < - 6 < 0. In the statement of the theo- 
rem, a term of the form c#J(<) . 0($(c)) d eno t es a function of 5 and E which is 
bounded above by A#(E) f or each fixed 5 in a given region; it is understood 
that A depends on 5 but is 0($(l)) as 1 < / + w in p 3 0 or p < 0. The 
result to be proved is: 
THEOREM 3. Let Conditions 3.1 through 3.4 hold. Let the small positive 
parameter E approach zero. rZccording as 0 < pi < 1, JL = 1, or CY > 1, we shall 
then have the following asymptotic estimates (valid in p > 0, TV < 0 as the 
subscript on the left is + or -) : 
Jg = 1 + I 5 la 1% I 5 I * O(E) 
8 = 1 f (;) CL% log E + ( 5 1 log ( 5 1 . O(E) 
C(5) - = 1 T ih[@ + E(c), 
V*(5) 
where the constant h and the error E(t) in (3.3) are defined by 
h = T-~oLc~‘= 
I 
m (1 + P)-1 dt 
0 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
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ModiJed forms of (3.5) hold in special cases: if OL = 2, O(+) is to be replaced 
by O(E log l ); if 13i = 1 + ,9, O[~(l+s’/~ ] is to be replaced by O(E log 6); $naZly, ;f 
1 < a: < 2, the second term on the right sidezof (3.5) is to be omitted. 
Under the stated conditions, we have the representation (see Eq. (5.3) of 
[31) 
as well as a similar representation for log I,‘:(j), and may therefore write 
(3.7) 
Since I’* = 1’ + eU, it then follows from Condition 3.4 that 
log [%& = ; 1,” c log L1 +;‘:{;,2+ o(x-“)}1 dx (3.8) 
and our asymptotic estimates are to obtained from this result. (As in [2], 
we omit the reasoning for log (VT/I’-), to simplify notations.) 
Notice first that the relevant features of (3.8) are sufficiently close to those 
of the analogous representation of [2] (i.e., of Eq. (3.6), in that paper) so that 
the methods used to derive the estimates of [2] are adaptable to the present 
context in a straightforward manner. This of course does not prove our 
theorem; it merely shou-s that (3.1), (3.2) (3.3) are valid for 5 bounded away 
from the real axis. 
Now let 5 -+ (X + iO), in (3.7). Tl le reasoning of [2] is no longer applicable. 
But Plemelj’s formula gives 
t’T(h + i0) 
log V+(A -t i0) = 
T’*(h) 
- $log- 
w 
i p co h log k’*(x)/V(X) dx 
‘, s 0 A2 - x2 
or, by Condition (3.4) 
(3.9) 
Vf(A + i0) _ 
log V+(X + i0) - - 2 
I log [ 1 + ECXS{ 1 + O(W)}] 
+ ; p ,,* A log [l +A;cF{;2+ o(x-a>>l dx. (3.10) 
It must therefore be shown that the expansions (3.1), (3.2), (3.3) are valid 
for the right side of (3.10), according as 0 < 01 < 1, 01 = 1, or 01 > I. 
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The first term on the right side of (3.10) contributes higher order terms to 
our expansions (since it yields, after exponentials have been taken, a multi- 
plicative factor 1 + A&O(E)), and will henceforth be ignored. To estimate the 
integral, we may again adapt the methods of [2]. The adapted methods are in 
fact simpler than the original ones at every stage, as will be apparent in the 
course of the following proof that the asymptotic estimate (3.2) is valid on the 
real axis. Corresponding proofs for (3.1) (3.3) are omitted. 
Denote the second term on the right side of (3.10) by (iA/rr) I(h, .s). The 
logarithm in the integrand may be rewritten, in the case OL = 1, as 
log (1 + GCX) + log [ 1 L ‘““l’~O;s)} ] 
and we have, correspondingly, a decomposition I(h, l ) = I,@, l ) + 1,(X, E), 
where 
&(A, c) = P s,” logf~x;cx) dx. (3.12) 
Introduce the new variable y = EX; then 1, := cJ1 , with 
Choosing an L > A, we next consider the contribution of the range 0 < y < L 
to Jr@, e). This is given by 
(3.14) 
say. Expansions of the two integrals a;e obtainable by developing log (1 + q) 
in powers of y and integrating: the results over (0, X - 8) and (A + 6, L) 
respectively are 
( 1 - 3 {log [GA2 - (A - S)2] - log (AZ)> (3.15.1) 
( 1 - $ {log [Aa - L2] - log [&V - (A + A)*]} (3.15.2) 
and their sum, 6 -+ 0, gives 
,,‘“‘(A, c) = (+) log [(EW) (A2 - q-11 
to within O(r). Th us, the term to be estimated is given by: 
(3.16) 
$ J,(L)@, e) = y E log < + 2$25! E -j- h . ()(+ (3.17) 
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Of the terms on the right, the first is the explicit term of (3.2), the second is 
the error term (which becomes an explicit term as the real axis is approached), 
and the third is irrelevant. 
Next, the contribution of the range (L, co) to our estimate will be 
where L > A, as above. Suppose that E < 8; then 
and the right side of (3.18) is bounded above by a term irrelevant to our 
estimate: 
*OC 
L 
log “,2’ cy) dy 1 = log h * O(E). 
It is easy to see, finally, that there is a constant B, such that 
for sufficiently small E. But the integral on the right is explicitly known: 
Pa 
s 0 
xl-8 
A2 - x2 
dx = A-m(p) 
with B(p) = (r/2) {csc [(2 - 18) rr] + cot [(2 - 18) rr]), and the contribution 
of (ih/rr) I, to the expansion is accordingly represented by a term Al-b . O(C). 
Having established the asymptotic result 
VT(A + i0) icX ich log h 
log ~+(h + io) = 7 E log E + 7 ET (3.19) 
we need only take exponent& to complete the proof that (3.2) is valid as 
5 + (A + i0). 
4. ESTIMATES FOR THE FILTER CHARACTERISTIC 
To make use of the results of Theorem 3, we approximate the functions 
(4.1) 
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by the explicit terms appearing in the expansions (3.1), (3.2), (3.3). Denote 
these approximants by 6*(c), so that 
645) = 1, O<ol<l; (4.2) 
&*({) = (1 f iT+C[E log +1, a = 1; (4.3) 
6*(C) = (1 F z%py, a > 1. (4.4) 
Writing A(r, c) for the integral obtained by replacing [P(h)]-l by 
[V-(A)]-r&(h) in (2.15.1), we then adopt 
az) = 4~‘+(5)1-’ &+(5) 47, 5) (4.5) 
as our approximation to the filter characteristic K(c) of (2.15). 
For an error estimate, we discuss the effect of replacing K by Ron the error 
of performance of a filter. From (2.6), (2.10), (2.12), the error of performance 
is given by 
1 * 
2rr --1) s 
[U(h) - 1 K(h) I2 V*(A)] dh. (4.6) 
The minimum of this error is achieved in the case of a long delay, i.e., as 
7 --+ - cx, (cf. [l], Section 3.4). But we see from (2.152) (or from (2.15.1), by 
the method of saddle-points) that 
as r -+ - co, and this yields 
lim ) K(h) I2 = c2 1% 1’. 7-L-W (4.8) 
Since U, V are positive functions, the minimum error of a high noise filter 
is therefore given by 
I 
co 
2 -0s 
‘(‘1 ‘CA) dh. 
v*(x) (4.9) 
Replacing K by & adds 
E(E) = & jm (I K(h) I2 - 1 &(A) I”) V*(h) dA (4.10) 
--oo 
to the error of performance of a filter. Since it appears from (4.9) that the 
minimum error of the filter is O(E), our task in justifying K(l) as an approxima- 
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tion is to show that E(E) is o(c) near E = 0, in each of our three cases. For this 
purpose, consider 
E(h, c) = &II [I K(A) 12 - 1 fqh) I”] V*(h) 
and notice that E(h, 6) = O@(E)) near E = 0. The results 
(4.1 I) 
w, 4 = E2 (g&J F(h, c) 
F(A, E) = - 2~uv - l au* E F,(A, e) (O<or<l) (4.12.1) 
F@, <) =Fdh9 d + v2[(cx 1 d2 E2 loga c] 
1 + (ch 1 7T)2 9 log2 E 
(a = 1) (4.12.2) 
F(A, l ) = F&i, c) + hWE2’~V2 
1 + h2h2e21a (a > 1) (4.12.3) 
show that E(X, E), and therefore E(E), is in fact O(c2) near E = 0, and the use- 
fulness of 2 as an approximation is thereupon established. 
As an example of filtering at high noise levels, let U(X) = (Xp f 1)-i, 
V(A) = (h” + 1))*. Then V&t) = (h f i)-*, V,(h) = &*(X f l s) l/+(h) 
where es = i[(l + l )/e]l/*, and (2.15.1) takes the form 
If 7 > 0, we close the contour in the lower half-plane to find 
A(T,5) = 
2E-ll"e-7 
@ + ql) (1 - .a ' 
(4.14) 
while if T < 0, we have 
(4.15) 
by closing the contour in the upper half-plane. [REMARK. If we were using 
(2.15.2) instead of (2.15.1) to calculate A(T, 5) in the case 7 < 0, it would be 
necessary to break up the integral on the right side of (2.15.2) into integrals 
over (0, - T) and (- 7, co), since #(t + 7) has different forms for t < - 7 
and for t > - 7. The result so obtained is of course (4.15).] Thus, the fre- 
quency characteristics for filters with lead and lag are 
(4.16) 
K(C) = & ](5p + 1) e-“i’ - (1; ‘fy. - 4 ,-q , (4.17) 
0 
respectively. 
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To calculate R(g), notice first that we have (in the notation of Section 3) 
c = 1, (Y = 2, fl = 1, and h = 1. From (4.3), 6*(c) = (1 T i{~~/~)-r, and 
this yields 
0 - 4 exp (- W (Im 5 > ()) (4.18) 
Closing the contour appropriately in the two cases, we then find 
(4.19) &, 5) = 
- &-7 
(5 + 4 (1 -t- el’2) (7 > 0) 
1 
A(T' ') = 1 + i&l/2[ I 
5 - i 
5+ie 
+ _ 1 - di2 r,clll 
y-qrp+ * I 
(4.20) 
From (4.5), our approximations to the filter characteristic are: 
(4.21) 
(4.22) 
Notice, finally, that q, = i&2 + O(&). Making use of this fact, we find 
that (4.21), (4.22) g a ree with the exact results (4.16), (4.17) to within O(G). 
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