Recent stimulus history-adaptation-alters neuronal responses and perception. Previous electrophysiological and perceptual studies suggest that prolonged adaptation strengthens and makes more persistent the effects seen after briefer exposures. However, no systematic comparison has been made between the effects of adaptation lasting hundreds of milliseconds, which might arise during a single fixation, and the more prolonged adaptation typically used in imaging and perceptual studies. Here we determine how 0.4, 4, and 40 s of adaptation alters orientation tuning in primary visual cortex of anesthetized macaque monkeys, and how quickly responses recover after adapter offset. We measured responses to small (1.3°) and large (7.4°) gratings because previous work has shown that adaptation effects can depend on stimulus size. Adaptation with small gratings reduced responsivity and caused tuning to shift away from the adapter. These effects strengthened with more prolonged adaptation. For responses to large gratings, brief and prolonged adaptation produced indistinguishable effects on responsivity but caused opposite shifts in tuning preference. Recovery from adaptation was notably slower after prolonged adaptation, even when this did not induce stronger effects. We show that our results can be explained by an adaptationinduced weakening of surround suppression, the dynamics of this suppression, and differential effects of brief and prolonged adaptation across response epochs. Our findings show that effects do not simply scale with adaptation duration and suggest that distinct strategies exist for adjusting to moment-to-moment fluctuations in input and to more persistent visual stimuli.
Introduction
The brain is altered by experience, allowing an organism to adjust to its environment. Experience-driven plasticity occurs over a range of timescales. Development unfolds over days to years and involves stable and enduring structural changes to brain circuits (Hensch, 2005) . Perceptual learning in adulthood involves improvements typically seen over hours to weeks of training (Fahle and Poggio, 2002) . More immediate experience-or adaptation-can also strongly alter neuronal responses.
The term adaptation is used to describe the experience of the preceding tens of milliseconds to several hours, and its effects have been documented in a large number of neural structures (Clifford et al., 2007; Kohn, 2007; Wark et al., 2007; Webster, 2011) . Both perceptual and neurophysiological studies have provided evidence that similar effects are induced by brief and prolonged adaptation, with lengthier exposures simply strengthening and making more persistent effects seen after briefer ones-a phenomenon we refer to as duration scaling (Bao and Engel, 2012) . In the tilt aftereffect (TAE), for instance, an oriented stimulus viewed after an adapter appears repelled away. This occurs after adaptation as brief as 300 ms (Harris and Calvert, 1989) , but the aftereffect is substantially stronger and longer lasting after viewing an adapter for 30 min (Magnussen and Johnsen, 1986) . Similarly, neuronal contrast sensitivity in primary visual cortex (V1) is reduced after 50 ms adaptation (Bonds, 1991) but more strongly after 80 s adaptation (Ohzawa et al., 1985) . Adaptation with a stimulus that falls on the flank of a tuning curve causes a repulsive shift in preference, after exposures as brief as 50 ms (Felsen et al., 2002) and as prolonged as 10 min .
However, systematic studies of the influence of adaptation duration, although rare, suggest a more complex picture than the duration scaling description. Perceptual aftereffects can be as strong after brief as prolonged adaptation (Harris and Calvert, 1989; Foley and Boynton, 1993) , and some aftereffects may only be induced by brief adapters (Suzuki, 2001 (Suzuki, , 2005 . Neurophysiological studies have revealed that some changes in tuning are only recruited after prolonged (many tens of seconds) adaptation Sharpee et al., 2006) . Furthermore, neuronal contrast sensitivity can be affected more strongly by brief dynamic adapters than more prolonged but constant ones (Crowder et al., 2008) .
Determining how adaptation duration influences changes in neuronal response properties is central to understanding whether sensory systems use distinct strategies for adjusting sensitivity on different timescales. Here we test the adequacy of duration scal-ing as a description of adaptation-induced changes in orientation tuning in macaque V1. We measured the effects of 0.4, 4, and 40 s adaptation with small and large sinusoidal gratings. Our results show that brief and prolonged adaptation can lead to qualitatively different changes in tuning and thus that duration scaling is a poor description of adaptation effects. Rather, distinct strategies are used to adjust the cortical representation to moment-to-moment fluctuations in input and to more persistent visual stimuli.
Materials and Methods
We implanted 15 arrays, in nine male monkeys (Macaca fascicularis). Before surgery, monkeys were administered 0.05 mg/kg atropine and 1.5 mg/kg diazepam. Anesthesia was induced with ketamine (10 mg/kg), and the animal was intubated and administered 1.0 -2.5% isoflurane in a 98% O 2 /2% CO 2 mixture. An intravenous catheter was placed in the saphenous vein of each leg. The animal was then positioned in a stereotaxic device, and a craniotomy and durotomy were performed over V1. A 10 ϫ 10 microelectrode array (400 m spacing, 1 mm length; Blackrock Microsystems) was implanted, and the brain was covered with agar to prevent desiccation. Anesthesia during recordings was maintained with a venous infusion of sufentanil citrate (6 -18 g ⅐ kg Ϫ1 ⅐ h Ϫ1 , adjusted as needed) in Normosol solution with dextrose. The monkey was paralyzed with vecuronium bromide (0.15 mg ⅐ kg Ϫ1 ⅐ h Ϫ1 ) to minimize eye movements. Vital signs-electrocardiogram, blood oxygen saturation, blood pressure, EEG, end-tidal CO 2 partial pressure, temperature, and airway pressure-were constantly monitored to ensure adequate anesthesia and animal well being. Topical atropine was used to dilate the pupils, and corneas were protected with gas-permeable contact lenses. A broad-spectrum antibiotic (Baytril, 2.5 mg/kg) and an antiinflammatory steroid (dexamethasome, 1 mg/kg) were administrated daily. Supplementary lenses were used to bring the retinal image into focus. All procedures were approved by the Institutional Animal Care and Use Committee of the Albert Einstein College of Medicine at Yeshiva University and were in compliance with the guidelines set forth in the National Institutes of Health Guide for the Care and Use of Laboratory Animals.
Stimuli. Stimuli were generated with custom software based on OpenGL (EXPO) and displayed on a calibrated cathode ray tube monitor (1024 ϫ 768 pixels; 100 Hz frame rate; ϳ40 cd/m 2 mean luminance). We measured the spatial receptive field (RF) of each unit by the sequential, pseudorandom presentation of small gratings (0.5°diameter; four orientations; 250 ms presentation) at a range of locations that spanned a 3 ϫ 3°a rea. We used these measurements to center our stimuli over the aggregate RF of the sampled units and, when considering responses to small gratings, to select units whose RF was at least 50% covered by the stimulus for further analysis.
We measured tuning with 16 equally spaced orientations of drifting sinusoidal gratings (1 cycle/°, drifting at 6.25 Hz, 22.5°steps), in control (preadaptation) conditions and after presenting one grating as an adapter for 0.4, 4, or 40 s. Gratings were either 1.3 or 7.4°in diameter, with the adapter and test gratings matched in size. To provide similar sample sizes, we ran more experiments with small gratings because fewer neurons were driven by these stimuli. Data were generally collected in a single block, with the different conditions (stimulus size and adaptation duration) presented in a pseudorandom sequence and an interval sufficient to allow full recovery between conditions.
For adaptation durations of 0.4 and 4 s, the preadaptation and postadaptation conditions were interleaved (intertrial interval of 1.2 and 12 s, respectively; Fig. 1A ). Preadaptation responses were measured with stimuli preceded by a blank screen of mean luminance, presented for the same duration as the adapter. For 40 s adaptation, an adapt-test-top-up paradigm was used (Kohn and Movshon 2004; Fig. 1A) , with 1 s test stimuli and 5 s top-up presentations of the adapter. Preadaptation test stimuli were separated by a 5 s interstimulus interval to maintain the same temporal structure as the postadaptation measurements. A portion of the 40 s adaptation data have been presented previously (Wissig and Kohn, 2012, their Fig. 7 ). We used a 1 s test stimulus after 4 and 40 s adaptation, and a 0.4 s test stimuli after 0.4 s adapters, to allow comparisons to other stimulus conditions not discussed here. To ensure fair comparisons across conditions, all analysis was performed using a common 350 ms epoch, beginning 50 ms after stimulus onset to account for response latency.
We measured the time course of recovery after 0.4, 4, and 40 s adaptation, using identical large (7.4°) adapter and test gratings. For 0.4 s adaptation, the adapter was followed on each trial by a single 0.4 s test stimulus after a delay ranging from 0 to 0.8 s. Trials were separated by an interval of 1.6 s. For 4 s adaptation, the adapter was followed by a single 0.4 s test after a delay ranging from 0 to 12 s; trials were separated by 24 s. For 40 s adaptation, the adapter was followed on each trial by multiple 1 s test presentations at delays ranging from 0 to 120 s; trials were separated by 130 s.
Data analyses. Neural signals that exceeded a user-defined threshold were digitized at 30 kHz and sorted offline into single-unit and multiunit activity (Plexon Offline Sorter). Responses were measured as the F1 component of the response or the mean firing rate, depending on which was larger. Evoked responses (spontaneous activity subtracted) were analyzed for all units whose peak measured response was greater than the mean ϩ 1 SD of the spontaneous firing rate.
Tuning curves were folded to span 0 -180°and fit with a von Mises, or circular Gaussian, function:
where r p is the predicted response and is the direction; m determines the baseline offset, a the peak response amplitude, b the tuning bandwidth, and pref the preferred orientation. Tuning curves were fit by maximizing the log likelihood of obtaining the data given the model (i.e., von Mises function) predictions, under the assumption of Poisson spiking statistics (El-Shamayleh and Movshon, 2011) . Fit quality was calculated as a "normalized log likelihood": the lower bound (value of 0) consisted of the likelihood of a model with predicted responses equal to the mean response averaged across all conditions, and the upper bound (value of 1) consisted of using the measured responses as the model (Stocker and Simoncelli, 2006; ElShamayleh and Movshon, 2011) .
We discarded units with the following criteria: (1) units with a preadaptation and postadaptation fit quality Ͻ0.5 (29% of cases; average fit quality in the remaining units was 0.87); (2) units with a bandwidth Ͻ22.5°(defined as the full width of the tuning curve midway between the maximum and minimum evoked response; 10% of remaining cases), because we could not accurately measure tuning for units with a bandwidth smaller than our sampling of orientation; (3) units whose orientation shift was Ͼ0.75 of the bandwidth of the unit (0.8% of remaining cases) because previous studies suggest that such shifts likely indicate the preadaptation and postadaptation data originated from different cells Kohn and Movshon, 2004) . For analysis of response dynamics, these same criteria were applied to tuning in each time epoch.
We quantified the recovery from adaptation by fitting the data with a single-term, rising exponential:
where r(t) is the response relative to the maximal response, measured at time t after adapter offset, is the time constant of recovery, and a is a scaling factor. Fits were obtained using a 2 minimization method. Data from the initial response epoch and later epochs were fit separately, as described in Results. A single-term rising exponential provided a better description of recovery than a sum of two rising exponentials (r͑t͒ ϭ 1 Ϫ a 1 e Ϫt/1 Ϫ a 2 e Ϫt/2 ) or a power function [r(t) ϭ at n ], when the number of free parameters in each descriptive function was taken into account ( 2 value weighted by degrees of freedom in the model). Error bars indicate 95% confidence intervals based on bootstrap analysis using the percentile method (i.e., the range of the 2.5th to 97.5th percentile values), unless otherwise indicated. We used t tests to determine statistical significance, unless stated otherwise. Ratios were logtransformed before statistical evaluation.
Results
We performed extracellular recordings in the parafoveal representation of V1. Arrays were implanted ϳ600 m beneath the cortical surface (always Ͻ1 mm, the electrode length). We thus targeted primarily layers 2/3 and 4B, in which neurons projecting to higher visual cortex are found (Felleman and Van Essen, 1991) . We measured responses to gratings with a spatial frequency of 1 cycle/°, drifting at 6.25 Hz. These parameters were chosen to be appropriate for the preferences of parafoveal V1 neurons (Foster et al., 1985) and evoked measurable responses in most units.
Recordings consisted of both single-unit and multiunit activity, sorted offline. Effects were similar for these two types of recordings so the data were pooled (for detailed comparison of effects of prolonged adaptation in single-unit and multiunit recordings, see Wissig and Kohn, 2012) . We refer to both types of response as arising from units.
We measured the effects of 0.4, 4, or 40 s adaptation on orientation tuning. For 0.4 and 4 s adaptation, we interleaved test stimuli preceded by the adapter (postadaptation) with those preceded by a screen of mean luminance (preadaptation), with a sufficient intertrial interval to ensure complete recovery. For 40 s adaptation, this protocol was impractical so we used an adapttest-top-up design ( Fig. 1A ; see Materials and Methods).
We measured responses to small (1.3°, a typical size of a parafoveal V1 RF; Cavanaugh et al., 2002) and large (7.4°) gratings, with the adapter and test stimuli always matched in size. We did so because the effects of prolonged adaptation on V1 orientation tuning have been shown to depend on stimulus size (Wissig and Kohn, 2012) . This was suggested to occur because adaptation causes a stimulus-specific reduction in responsivity to stimuli presented within the classical receptive field (CRF) and, for large stimuli only, a stimulus-specific reduction in the efficacy of surround suppression recruited from beyond the CRF (Angelucci and Bressloff, 2006) . The weakening of surround suppression after adaptation is a form of disinhibition that can facilitate responses and cause tuning to shift toward the adapter.
The organization of this study is as follows. We first compare the effects of large and small adapters, presented for different durations, on V1 orientation tuning. This shows that effects depend on stimulus size, after prolonged but not brief adaptation. It also reveals that lengthier adaptation does not simply strengthen the effects seen after brief adaptation, contrary to the duration scaling description. In the following section, we analyze how adaptation-induced changes in tuning depend on the response epoch analyzed. This shows that brief adaptation affects primarily the initial response epoch, whereas more prolonged adaptation alters responses in later epochs. It is only in these later epochs that the influence of stimulus size is apparent, suggesting a delayed onset of surround suppression. We confirm this by measuring the dynamics of surround suppression, and we show that the strength of surround suppression predicts how prolonged adaptation alters tuning. Finally, we test whether prolonged adaptation results in more persistent adaptation effects. We find that it does, even when those effects are not stronger than those observed after briefer adaptation. Furthermore, we find that different response epochs recover at distinct rates. Figure 1B -D shows representative effects on orientation tuning curves for each stimulus size and adaptation duration (before adaptation in thin lines and open symbols; after adaptation in thick lines and filled symbols). For each of these six units, the adapter was presented on the flank of the tuning curve, offset 20 -30°from the preferred orientation. The 0.4 s adaptation caused repulsive shifts in orientation preference (away from the adapter) and a weak reduction in peak response, for both small (top) and large (bottom) gratings (Fig. 1B ). After 4 s adaptation, tuning measured with small stimuli typically showed stronger repulsive shifts and a greater reduction in peak response (Fig. 1C, top) . For tuning measured with large gratings, adaptation resulted in attractive shifts in preference with no evidence for a greater loss of responsivity (bottom). After 40 s adaptation, responses to small gratings were reduced further and tuning was strongly repelled from the adapter, whereas tuning for large gratings underwent an attractive shift and a weak reduction in responsivity ( Fig. 1D) .
Effects as a function of adaptation duration and stimulus size
To quantify adaptation-induced changes in tuning, we fit the preadaptation and postadaptation responses from each unit with a von Mises function (Fig. 1B-D , solid lines) and extracted the peak response, preferred orientation, and tuning bandwidth. The peak response ratio (after adaptation compared with before) for the full population of recorded cells is shown in Figure 2A . Geometric mean ratios are plotted as a function of the preferred orientation of the neurons relative to the adapter, because the effects of adaptation are known to depend on this offset (Müller et al., 1999; Dragoi et al., , 2002 Kohn and Movshon, 2004; Wissig and Kohn, 2012) . The response ratio depended on both stimulus size (F ϭ 11.3, p ϭ 0.0008, two-way ANOVA) and adaptation duration (F ϭ 30.1, p Ͻ 0.0001), with a significant interaction between these (F ϭ 11.3, p Ͻ 0.0001).
For activity driven by small gratings, responsivity was more strongly reduced as adaptation duration increased, with the greatest effect seen for preferred-adapted neurons (offset by Ͻ15°f rom the adapter). For these neurons, whose data are replotted in Figure 2B to facilitate comparisons among conditions, the response ratio decreased from 0.78 after 0.4 s adaptation to 0.48 after 40 s adaptation ( p Ͻ 0.0001). For responses to large gratings ( Fig. 2 A, bottom row; B, dotted line), the loss of responsivity was similar across adaptation durations: the average ratio was 0.72 after the briefest adaptation and 0.69 after the most prolonged ( p ϭ 0.5).
We next determined the influence of adaptation duration on shifts in preferred orientation. Shifts depended on stimulus size (F ϭ 33.8, p Ͻ 0.0001, two-way ANOVA) but not duration (F ϭ 2.1, p ϭ 0.1). This was because small and large stimuli yielded opposite trends, with a strong interaction between the influence of stimulus size and adaptation duration (F ϭ 6.44, p ϭ 0.002). For activity driven by small gratings, shifts were repulsive for all adaptation durations (Fig. 3A , top row) and were most pronounced for units adapted on the tuning curve flank (offsets of 15-75°from the adapter; replotted in Fig. 3B ). For these units, there was a weak increase in strength with more prolonged adaptation, with the mean shift increasing from 3.3°for the briefest to 5.1°for the longest adaptation duration ( p ϭ 0.09). For large gratings (bottom row), brief adaptation caused significant repulsive shifts (2.1°, p Ͻ 0.0001 for difference with 0), whereas 40 s adaptation led to attractive shifts in preference (Ϫ2.0°, p ϭ 0.002). Thus, shifts in preference were qualitatively different after brief and prolonged adaptation, for activity driven by large gratings.
Note that the preadaptation responses were higher to small gratings than large ones (peak response of 23.2 Ϯ 1.4 vs 16.3 Ϯ 1.2 spikes/s, p Ͻ 0.0001). However, the strength of adaptation effects for a given stimulus size and adaptation duration were only weakly, and in many cases not significantly, related to response strength across units (r Ͻ 0.2; data not shown; see also Wissig and Kohn, 2012) . Thus, the different effects for large and small adapters are not attributable to differences in response rate between these conditions. Finally, we measured the effect of adaptation on tuning bandwidth (Fig. 4) . Across all conditions, bandwidths were slightly narrower (10 -20%) after adaptation than before. This effect was strongest for preferred-adapted neurons ( p Ͻ 0.05 for all conditions). However, the bandwidth ratio (after adaptation compared with before) for the full population did not depend on stimulus 
We did not analyze these effects further. In summary, the effects of adaptation with small gratings were well characterized by duration scaling: repulsive shifts in preference and the reduction of responsivity became more pronounced with more prolonged adaptation. For adaptation with large gratings, this was not the case. Brief adaptation was as effective in reducing responsivity as adaptation that was 100-fold longer, and shifts in preference were qualitatively different after brief (repulsive) and prolonged (attractive) adaptation.
A comparison of tuning effects in different response epochs
To gain insight into the effects observed after adaptation of different durations, we analyzed response dynamics. We measured orientation tuning in early (50 -100 ms after stimulus onset), mid (100 -200 ms), and late (200 -400 ms) response epochs, subdividing the response window (50 -400 ms) on which the preceding analysis was based. To reduce the number of comparisons, we present changes in peak responsivity in preferred-adapted neurons after 0.4 and 40 s adaptation, because these caused the most distinct effects; effects of 4 s adaptation fell between those observed for these adaptation durations. For each epoch and adaptation duration, we analyzed effects only from units that were well-tuned in that epoch and for that condition, as defined in Materials and Methods.
After 0.4 s adaptation (Fig. 5A) , peak responses were strongly reduced in the early epoch for activity driven by small (geometric mean of 0.40, p ϭ 0.0003 for difference with a ratio of 1) or large (0.48, p Ͻ 0.0001) stimuli, with no significant difference between these conditions ( p ϭ 0.34). For the middle and late epochs, responses were essentially unaffected by adaptation for both stimulus conditions. After 40 s adaptation (Fig. 5B) , there was again no significant difference in response ratios for small and large stimuli in the early epoch (0.43 vs 0.53, p ϭ 0.26). The ratios were also not significantly different from the corresponding values after brief adaptation ( p Ͼ 0.4). Consistent with previous reports (Lisberger and Movshon, 1999; Priebe et al., 2002) , the response ratio in the early epoch was correlated with the transience of the unit (ratio of response in the late epoch compared with early epoch; r ϭ 0.55, p Ͻ 0.0001 for brief adaptation; r ϭ 0.31, p ϭ 0.02 for prolonged). Thus, the strongest response reduction in the early epoch was seen for units whose initial response was large compared with that in later epochs. Notably, during the mid and late epochs, responsivity was strongly reduced after prolonged adaptation for small gratings (0.49 and 0.53, respectively, p Ͻ 0.0001) and much less so for large ones (0.81 and 0.75, p Ͻ 0.05; p Ͻ 0.001 for comparisons between small and large grating data). Thus, the early epoch is affected similarly by brief and prolonged adaptation, and there is no dependence on stimulus size. An influence of adaptation duration and stimulus size is evident in later epochs, when responses to small but not large gratings are strongly reduced after prolonged adaptation.
We next analyzed the shifts in preference for flank-adapted neurons in each response epoch. After 0.4 s adaptation (Fig. 5C ), strong repulsive shifts were seen for both small (mean of 9.5°; p Ͻ 0.0001 for difference from 0) and large (7.5°; p Ͻ 0.0001) stimuli in the early epoch. There was no significant difference between these conditions ( p ϭ 0.15). During the middle and late epochs, preferences were not significantly different from their preadaptation values ( p Ͼ 0.2 for all conditions). After 40 s adaptation (Fig. 5D) , shifts in the early epoch were also repulsive but slightly smaller in magnitude (5.5°for small and 2.6°for large). During the middle and late epochs, shifts remained repulsive for responses to small gratings (2.3 and 3.9°, respectively; p Ͻ 0.05 for comparisons with 0). However, for tuning measured with large gratings, the shifts in preference reversed sign and became attractive (Ϫ3.6 and Ϫ2.8°, respectively; p Ͻ 0.01 for comparisons with 0 and p Ͻ 0.01 for comparisons with corresponding data for small gratings).
To ensure that the different effects we observed across epochs were not attributable to different samples of neurons, we analyzed effects in a subset of neurons that were well-tuned in all response epochs, for each adaptation duration. Because the early response epoch was so brief (50 ms), this significantly reduced the number of available units. It thus provided more variable measurements and a less complete characterization of the population of recorded neurons. However, all significant effects in the early and late epochs at the population level were also statistically significant in this subset of neurons (data not shown).
In summary, adaptation effects appeared similar during the early response epoch, regardless of adapter size or duration. In later epochs, which were only affected by prolonged adaptation, the effects measured with small and large gratings differed. Responses to large gratings were characterized by a weaker loss of responsivity and attractive rather than repulsive shifts in preference.
Testing the dynamics of surround suppression and how it adapts
The size-dependent effects of prolonged adaptation have been linked to a weakening of surround suppression, recruited by large stimuli that extend beyond the CRF (Wissig and Kohn, 2012) . If this is the case, this spatial contextual modulation should be weaker near response onset, to explain the similar effects observed in that epoch for small and large gratings. To test directly how surround suppression influences adaptation-induced changes in orientation tuning, we measured its strength and dynamics, how these are affected by adaptation, and how these relate to changes in tuning in individual units.
We first measured the dynamics of surround suppression before and after adaptation. We compared responses to small gratings (1.3°diameter) with those evoked by the same stimulus when it was surrounded by an annular grating (2°inner diameter, 7.4°outer diameter) of matched orientation. Stimuli were pre- sented at five orientations, offset by 0 -90°f rom the adapter. Neurons that responded to any orientation of the annulus at a rate greater than mean ϩ 0.5 SDs of the spontaneous firing rate were discarded; this served to eliminate units for which the annulus encroached on the CRF. Because we wanted to measure the effects of adaptation on surround suppression, we only included units that showed significant preadaptation response suppression ( p Ͻ 0.05 for comparison between responses to small gratings presented alone and with an annulus; no correction for multiple comparisons). Figure 6A shows the population (n ϭ 112) average preadaptation peristimulus time histograms (PSTHs) for the evoked responses of each unit to its preferred orientation of the small stimulus (top trace) and to that same stimulus when it was surrounded by an annulus (bottom trace). Responses were clearly suppressed by the co-presentation of the annulus, but this was only evident ϳ50 ms after response onset. The early epoch of the response was similar for the two conditions.
To quantify the strength of surround suppression in each unit, we calculated a suppression index (SI), defined as (r small Ϫ r small ϩ annulus )/r small , where r small and r small ϩ annulus are the responses to the small grating and the small grating with annulus, respectively. The SI was calculated using the orientation that evoked the strongest response. Higher SI values indicate stronger surround suppression; negative values indicate that responses were facilitated when the annulus was added. In the early response epoch, 50 -100 ms after stimulus onset, there was no evidence of surround suppression (Fig. 6B , bars with thin lines; mean SI, Ϫ0.08, p ϭ 0.6 for difference with 0). In all subsequent epochs, suppression was prominent, with a mean value of 0.45, indicating almost a halving of response strength by the addition of the annulus.
To evaluate how the dynamics of surround suppression were affected by adaptation, we presented an annular adapter for 40 s and measured responses afterward with our standard top-uptest-protocol. After adaptation, suppression remained negligible in the earliest response epoch (Fig. 6B , bars with thick lines; SI, Ϫ0.02, p ϭ 0.9). This would explain why brief adaptation with small and large gratings produced similar effects: brief adaptation affects primarily the early response epoch when surround suppression is minimal. One hundred to 150 ms after stimulus onset, surround suppression was weaker after adaptation (mean SI of 0.24 compared with 0.53 before adaptation, p Ͻ 0.0001). A similar weakening of surround suppression was evident in most subsequent epochs. Measuring surround suppression with responses measured across all epochs revealed a significant reduction in its strength after adaptation (mean SI of 0.42 vs 0.25, p ϭ 0.005). Conversely, brief (0.4 s) adaptation with an annulus had a minimal effect on the SI (0.45 vs 0.42, p ϭ 0.02, n ϭ 136; data not shown).
The adaptation-induced changes in surround suppression in Figure 6B were based on responses of each unit to its preferred stimulus, regardless of its orientation offset to the annular adapter. To test the specificity of these effects, we plot the SI difference (post Ϫ pre) as a function of the preferred orientation of the unit relative to the adapter. The most profound weakening of surround suppression occurred for neurons whose preferred orientation matched the annular adapter: the mean SI difference was Ϫ0.34 (from 0.44 to 0.10, p ϭ 0.04), representing an almost complete elimination of surround suppression in this subset of neurons. The effect was weaker for neurons whose preferred orientation was offset from the adapter and negligible for neurons with offsets Ͼ45°. The weakening of surround suppression by annular adaptation is thus greatest when the orientation of the preferred stimulus of a neuron is matched to the adapter.
If weakened surround suppression contributes to changes in tuning after prolonged adaptation with large gratings, we would expect the changes in tuning in each neuron to depend on how strongly it was surround suppressed. We therefore measured the dependence of the response ratio and shifts in preference on the preadaptation SI. Tuning was measured with small gratings surrounded by an annulus, before and after a 40 s presentation of an annular adapter. All units, regardless of preadaptation SI, were included in this analysis so that the effects on tuning in the full population could be observed. However, we only considered units whose tuning was well fit by a von Mises function over the limited (90°) range of orientations sampled (for criteria, see Materials and Methods). Changes in responsivity in preferred-adapted neurons were related to the strength of surround suppression ( Fig. 6D ; n ϭ 56, F ϭ 6.9, p ϭ 0.002, ANOVA). Units with strong surround suppression (SI Ͼ 0.4) facilitated after adaptation (mean response ratio of 1.31, p ϭ 0.02), whereas those with weak or no suppression (SI Ͻ 0.2) showed a loss of responsivity (0.62, p ϭ 0.03). Similarly, shifts in preference in flank-adapted units were related to the preadaptation SI (n ϭ 42, F ϭ 7.2, p ϭ 0.002). The most strongly surround-suppressed units showed the largest attractive shifts in preference (mean of Ϫ5.0°, p ϭ 0.02), and those with no surround suppression were repelled away from the adapter (4.6°, p ϭ 0.01).
Interestingly, in units with little surround suppression (SI Ͻ 0.2), the annular adapter caused a loss of responsivity and repulsive shifts. Although we only analyzed responses from units for which the annulus caused no measurable change in firing rate, the annulus presumably could still impinge on an excitatory region of the CRF that was insufficient by itself to drive the units to threshold. A stimulus-specific reduction of this input after annular adaptation would reduce responsivity and repel tuning, as we observed.
In summary, surround suppression was absent in the initial response epoch, explaining why brief adaptation effects are size independent. Annular adaptation reduced the strength of surround suppression evident in later response epochs, particularly for neurons for which the annulus orientation was that preferred within the CRF. The strength of surround suppression was related to the manner in which adaptation altered orientation tuning, on a unit-by-unit basis.
Testing how adaptation duration affects response recovery
Duration scaling suggests that more prolonged adaptation simply strengthens effects seen after brief adaptation. Our results are clearly inconsistent with this description. Duration scaling also suggests that more prolonged adaptation results in more persistent effects. To test this, we measured how quickly neuronal responses recover after adapter offset. We were particularly interested in comparing effects in different response epochs, because these show different sensitivity to adaptation. Does the early epoch, which is affected most readily by adaptation, also reappear most quickly? Or does the late response epoch, most resistant to adaptation and only affected by the most prolonged adapters, recover first?
We measured responses to a large test grating identical to the adapter, at a range of temporal delays after adapter offset (see Materials and Methods) . Figure 7A -C shows the population average PSTHs of evoked responses, measured before adaptation (thin black lines) and at the indicated time point after adapter offset (thick lines). After 0.4 s adaptation ( Fig. 7A; n ϭ 154) , primarily the early response epoch was reduced in amplitude, but this recovered within 0.1 s. After 4 s adaptation ( Fig. 7B; n ϭ 129) , the early epoch was reduced in amplitude, and later epochs were affected as well. Responses had primarily recovered within 4 s. After 40 s adaptation ( Fig. 7C; n ϭ 161) , responsivity in all epochs was reduced, and full recovery occurred after 120 s.
During recovery, the adaptation effects in the early response epoch dissipated more quickly than those in later epochs. This was particularly apparent 40 s after offset of the 40 s adapter ( 7C, arrow) but was also evident 1 s after the offset of the 4 s adapter (Fig. 7B , arrow). We compared this directly by measuring, for each unit, the response ratios for the early (50 -100 ms) and late (200 -400 ms) epochs at different time points after the offset of the 40 s adapter ( Fig. 7C ; right column). Immediately after adaptation, the responsivity was strongly reduced in both epochs (ratios of 0.31 and 0.53, p ϭ 0.003 for difference). At 40 s after adapter offset, responses in the early epoch had recovered (ratio of 1.13), whereas those in the late epoch had not (ratio of 0.53, p Ͻ 0.0001 for difference). After 120 s of recovery, responsivity in both epochs had largely recovered.
To quantify the rate of recovery, we fit a rising exponential to the early and late response epochs of each unit (see Materials and Methods). Recovery of an example cell from 40 s adaptation is shown in Figure 8A for both the early (gray) and late (black) response epochs, which were fit separately. The fits accounted for the majority of the variance in both epochs (85 and 97%, respectively), but the time constant was substantially shorter for the early (12.8 s) compared with the late (37.2 s) epoch.
To quantify effects in the population, we included units whose recovery in both the early and late epochs was well fit (Ͼ50% variance accounted for), so that these could be compared directly. On average, the fits accounted for 75% of the response variance. Average values of the time constant of the exponential recovery are shown in Figure 8 . For 0.4 s adaptation (Fig. 8B) , the mean time constant was 130 ms for the early response epoch. Because brief adaptation did not affect the later epoch, we could not measure the recovery rate. After 4 s adaptation (Fig. 8C) , the recovery of the early epoch slowed (gray histogram, mean of 750 ms), but it was more rapid than the recovery of late epoch (open bars, 1.70 s; paired t test, p Ͻ 0.0001 for difference). An additional slowing of recovery was observed after 40 s adaptation (Fig. 8D) , but the early epoch recovered more quickly than the later epoch (19.6 s compared with 57.1 s, p Ͻ 0.0001). When plotted on log-log axes (Fig. 8E) , the time constant of recovery displayed a nearly linear dependence on adaptation duration. Thus, recovery time was consistent with a power-law dependence on adaptation duration (Drew and Abbott, 2006; Wark et al., 2007) , although given our limited sampling, we cannot draw a definitive conclusion.
In summary, although prolonged adaptation does not strengthen effects in the early response epoch, it does make those effects more persistent, consistent with duration scaling. However, the early epoch recovers more quickly than the late epoch, for all adaptation durations. Figure 9 provides a schematic summary of the effects we observed. In the early response epoch (Fig. 9A) , small gratings cause a similar loss of responsivity and shifts in preference for all adaptation durations (top). Effects are independent of adaptation duration. In this epoch, surround suppression is essentially absent so annular adaptation-which targets the surround-has no effect (middle). For this reason, tuning measured with large gratings (bottom) is altered by adaptation in the same manner as for small gratings.
Summary of effects
In later epochs (Fig. 9B) , effects on tuning measured with small gratings are consistent with duration scaling: response reduction and repulsive shifts increase in strength with more prolonged adaptation (top row). For large gratings (bottom row), effects reflect the combined influence of altered responses within the CRF and weakened surround suppression (middle row), yielding weak response reduction and attractive shifts after prolonged adaptation. The loss of peak responsivity is thus independent of adaptation duration, and shifts in preference switch from being repulsive to attractive for more prolonged adaptation.
Discussion
We measured the effects on V1 orientation tuning of adaptation varying from 0.4 s, approximately the duration of a single visual fixation, to 40 s, typical of the duration used in psychophysical and imaging studies-a 100-fold range. Brief and prolonged adaptation could have qualitatively different effects, depending on stimulus size and the response epoch analyzed. Our results show that duration scaling is a poor description of how neuronal responses are influenced by adaptation duration. Furthermore, they suggest distinct strategies for adjusting to moment-tomoment fluctuations in the visual environment and to more persistent input.
Duration scaling indicates that adaptation duration influences the magnitude and persistence of effects. Our results provide two clear violations of this description. First, prolonged and brief adaptation with large gratings caused opposite shifts in pref- erence and indistinguishable changes in responsivity (Figs. 2, 3) . Second, adaptation duration had no consequence on the magnitude of effects in the early response epoch (Fig. 5) , independent of stimulus size. To our knowledge, only a single previous study evaluated how adaptation duration affects changes in neuronal tuning. Dragoi et al. (2000) explored a complementary range of timescales and reported stronger repulsive shifts in V1 orientation tuning with 10 min than 10 s adaptation. They also found that flank adaptation lasting 2 min or more caused responses on the opposite flank to increase, consistent with our results that more prolonged adaptation may recruit effects not seen after briefer exposures (see also Ghisovan et al., 2009) . Our finding that shifts in preference reverse sign with more prolonged adaptation appears to involve a weakening of the surround suppression recruited by large gratings. We previously reported attractive shifts in V1 tuning (Wissig and Kohn, 2012) , an effect first observed in area MT (Kohn and Movshon, 2004; Krekelberg et al., 2006) . We suggested that this involves a stimulus-specific weakening of surround suppression. Here we provide direct support for this mechanism: units with strong surround suppression showed a facilitation of responsivity and attractive shifts in preference after adaptation with an annular grating, whereas those with little surround suppression showed a loss of responsivity and repulsive shifts in preference.
Although prolonging adaptation caused a reversal of shifts in preference, it did not cause a greater loss of responsivity in preferred-adapted neurons. This could be explained by a difference in the stimulus specificity of effects in the surround and CRF. Extending adaptation duration leads to progressively stronger effects within the CRF (Figs. 2, 3) . For preferred-adapted units, a concomitant progressive weakening of the surround would cause a disinhibition that could negate the loss of responsivity for stimuli matched to the adapter. However, if the stimulus specificity of effects in the CRF and surround differ, shifts in tuning can change in magnitude or sign with adaptation duration, as we observed.
The weakening of surround suppression we observe after prolonged adaptation is consistent with several recent studies showing normalization signals from within (Dhruv et al., 2011) and outside Camp et al., 2009; Wissig and Kohn, 2012 ) the CRF can be weakened by adaptation. These signals may adapt at different rates and also differently from the excitatory drive provided within the CRF. As a result, the influence of adaptation duration will likely depend on which excitatory and suppressive signals are recruited by a particular stimulus. In our measurements, the influence of stimulus size was only apparent after prolonged adaptation. Brief adaptation affected primarily the early response epoch, when surround suppression was minimal.
The second violation of duration scaling was evident in the early response epoch, which was affected similarly by brief and prolonged adaptation for both small and large gratings. The early epoch has high contrast and response gain (Müller et al., 2001) , is relatively unaffected by spatial contextual modulation (Bair et al., 2003; Xing et al., 2005; Sugihara et al., 2011; Fig. 6) , and may underlie rapid perceptual decisions (Thorpe et al., 1996; Shriki et al., 2012) . The quick induction and recovery of effects in this epoch could serve to adjust sensitivity from fixation to fixation. When successive fixations fall on similar features, the initial response triggered by the second fixation will be strongly reduced, because of both a loss of responsivity in preferred-adapted neurons and a shift in preference for flank-adapted ones. This would serve to suppress the representation of redundant visual input.
In contrast, responses in later epochs are only affected by persistent visual input, perhaps contributing to a more stable neuronal representation (Liu et al., 2009) . Adaptation effects in later epochs are strongly modulated by spatial context. Whether the neuronal representation to a feature is reduced, maintained, or enhanced (by shifting tuning toward the persistent feature) depends critically on the spatial context in which that feature is embedded. The full functional meaning of the strong interaction between temporal (adaptation) and spatial contextual modulation remains to be established. Their entwinement may suggest a common purpose, such as determining stimulus salience, a function traditionally attributed to spatial contextual influence alone (Li, 1999; Itti and Koch, 2000) .
Relationship to perceptual findings
In perceptual studies, duration scaling often takes the form of a linear or logarithmic increase in effect strength with the logarithm of adaptation duration (Greenlee and Magnussen, 1987; Greenlee et al., 1991; Leopold et al., 2005) . We observed such a relationship only for responses to small gratings measured over several hundred milliseconds (Figs. 2B, 3B ). Do the violations of duration scaling we observe thus suggest an inconsistency between V1 neuronal effects and perceptual experiments? Not necessarily. The best-studied examples of duration scaling for grating adaptation are the elevation of contrast detection thresholds (Greenlee et al., 1991) and the TAE (Greenlee and Magnussen 1987) . Detection thresholds are measured, by definition, with low-contrast stimuli that recruit minimal surround influence (Sceniak et al., 1999; Cavanaugh et al., 2002) . If these stimuli are presented for at least a few hundred milliseconds, the responses they evoke would be expected to become weaker after more prolonged adaptation. The strength of the TAE is determined by both changes in neuronal responsivity and tuning (Kohn and Movshon, 2004; Jin et al., 2005) , with attractive shifts in preference leading to stronger effects. Our results thus predict the TAE measured with both small and large gratings should increase with adaptation duration, as reported in perceptual studies.
Our observations do provide a direct correlate for a number of previous perceptual findings. First, several studies have found that brief and prolonged adaptation can have equally strong effects, when a test stimulus is sufficiently brief (Harris and Calvert, 1989; Foley and Boynton, 1993; Pavan et al., 2012) . This is consistent with our findings, if one assumes that brief stimuli only evoked the initial response measured in our experiments. Second, perceptual recovery has a power function dependence on adaptation duration and is essentially independent of the strength of an aftereffect (Greenlee et al., 1991) . Similarly, we found that recovery time depends on adaptation duration but not strength of effect (i.e., for the early response epoch), following a power function relationship. Third, repeated presentations of brief adapters induce stronger perceptual effects than continuous adaptation of the same total duration (Magnussen and Greenlee, 1986 ). This could be explained by the rapid recovery of the initial response epoch, allowing each brief adapter to provide stronger transient neuronal responses and thus inducing stronger effects in later epochs.
Timescales of adaptation
More generally, the violations of duration scaling and the dynamics of recovery suggest that adaptation effects reflect a multitimescale process. This is consistent with several recent perceptual and neurophysiological studies. For instance, Vul et al. (2008) showed that the McCollough effect, a well-known aftereffect induced by the contingent presentation of two stimulus features, consists of a fast saturating component and a slow nonsaturating component, which sum linearly. Bao and Engel (2012) showed that the TAE induced by adaptation of Ͼ1 h can be transiently "erased" by the brief presentation of a counteradapter. As the effects of the brief counter-adapter dissipated, the original aftereffect reappeared. This suggests the storage of aftereffects with multiple timescales within a neuron or network.
Neurophysiological evidence for multiple timescales of adaptation includes the existence of rapid (Ͻ0.1 s) and slower (ϳ10 s) contrast adaptation effects in the retina (Baccus and Meister, 2002) . Wark et al. (2009) also showed that retinal adaptation effects are induced more rapidly when the statistics of a stimulus ensemble change frequently (i.e., brief exposure to a particular ensemble) and suggested that this reflects an inference about the current state of the environment: longer exposures to an ensemble result in a firmer belief in the current state and thus a slower adjustment of the network when the input changes. Our results show that cortical adaptation effects display similar, multitimescale behavior and thus may reflect a sophisticated internal model of the environment.
The multi-timescale behavior we report could be the result of individual cellular mechanisms that operate over multiple timescales: recovery from sodium channel inactivation has a power law dependence on stimulus duration (Toib et al., 1998; Gilboa et al., 2005) , and synaptic depression involves both rapid (hundreds of milliseconds) and slow (tens of seconds) components (Varela et al., 1997; Chance et al., 1998) . However, it is more likely that multi-timescale behavior is mediated by diverse mechanisms that are recruited and dissipate at different rates. For instance, rapid synaptic depression may contribute to the rapidly induced effects observed in the early epoch. In contrast, postsynaptic hyperpolarization requires the accumulation of intracellular ions (Carandini and Ferster, 1997; Sanchez-Vives et al., 2000a,b) and may thus only be recruited by more persistent input. However, this simple explanation would suggest that effects in the early epoch would grow with adaptation duration, because the contribution of hyperpolarization and reduced synaptic input would sum. This is inconsistent with our results and indicates a more complex interplay of adaptation mechanisms, which remain poorly understood for adaptation in general (for discussion, see Kohn, 2007) .
In summary, the nervous system adjusts to the environment over a very wide range of timescales. This plasticity has been parceled into distinct categories of study-adaptation, perceptual learning, reorganization after central or peripheral injury (e.g., retinal lesion studies), development, and so on-which emphasize distinct phenomenology. For instance, adaptation is often found to reduce responsivity and the representation of recently encountered stimuli, but frequent exposure to a stimulus during development or adulthood can lead to its overrepresentation in cortex (Fahle and Poggio, 2002; Lu et al., 2009; Webster, 2011) . Thus, it is clear that cortex has different strategies for adjusting to the environment on the gross timescales that separate these categories of sensory-driven plasticity. Our results suggest that, within a range of durations falling under the term adaptation, different effects and strategies also exist.
