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a b s t r a c t
Let φ be an endomorphism of the polynomial algebra C[x1, . . . , xn] and let co(φ) be
the dimension of the smallest sub-coalgebra C(φ) of the Hopf algebra C[Gna] containing
φ(x1), . . . , φ(xn). We show that φ is a tame automorphism if det J(φ) ∈ C∗ and one of the
following conditions is satisfied: (i) co(φ) ≤ n+ 2; (ii) φ is quadratic and co(φ) ≤ n+ 5.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Let φ be an endomorphism of the polynomial algebra C[x1, . . . , xn]. We write φ = (φ(x1), . . . , φ(xn)), since φ is
determined by the φ(xi). The composition of two endomorphisms φ = (φ1, . . . , φn) and ψ = (ψ1, . . . , ψn) is ψ ◦ φ =
φ1(ψ1, . . . , ψn), . . . , φn(ψ1, . . . , ψn)

. The degree of φ is defined by degφ = max1≤i≤n degφ(xi) and the Jacobian by
J(φ) = ∂φ(xi)/∂xj1≤i,j≤n. The Jacobian conjecture asserts that φ is an automorphism if det J(φ) ∈ C∗; see [2] or
[4, introduction]. This conjecture is still open for any n ≥ 2.
We will refer to the number n as the dimension. An automorphism of the form (x1, . . . , xi−1, cxi + f , xi+1, . . . , xn) is
called elementary if 0 ≠ c ∈ C and f ∈ C[x1, . . . , xˆi, . . . , xn]. An automorphism is called tame if it is a finite composition
of elementary ones. The Tame Generators Problem asks whether every automorphism of C[x1, . . . , xn] is tame; see [4] or
[1]. In 1942, Jung [6] showed that the problem has an affirmative answer in dimension 2 for any field of characteristic zero
and, in 1953, van der Kulk [7], established the same kind of result in positive characteristic. In 1972, Nagata [12] offered a
candidate for a counterexample in dimension 3. Nagata’s conjecture was finally verified by Shestakov and Umirbaev [13] in
2004; in fact they showed that tame automorphisms of dimension 3 are algorithmically recognizable. However, the Tame
Generators Problem is still open in dimension n ≥ 4.
In 1994, Derksen showed that in dimension n ≥ 3, every tame automorphism is a finite composition of affine ones (i.e.
those of degree 1) and quadratic ones (i.e. those of degree 2); see [4, Theorem 5.2.1]. Rusek conjectured that every quadratic
automorphism is tame; see [4, Section 5.2]. The Rusek Conjecturewas only verified for dimension n ≤ 5. (The case n ≤ 4was
solved byMeisters and Olech [10] in 1991, and the case n = 5 was solved by de Bondt [3, Theorem 4.6.8] and independently
by the author [14, Theorem 4.2.3] in 2009.) The Rusek Conjecture is still open in dimension n ≥ 6.
It is well-known that C[x1, . . . , xn] = C[Gna] has a Hopf algebra structure induced by the comultiplication ∆(xi) =
xi ⊗ 1 + 1 ⊗ xi, with counit ϵ(xi) = 0 and antipode S(xi) = −xi, where Ga denotes the additive group scheme; see for
example [17, Chapter 1].
In 1997, Le Bruyn [9] defined the co-invariant co(φ) of an endomorphism φ of C[x1, . . . , xn] to be the dimension
of the smallest sub-coalgebra C(φ) of the Hopf algebra C[Gna] containing φ(xi), i = 1, . . . , n. One may observe that
co(φ) ≤

n+d−1
n

+ m(φ), where d = degφ and m(φ) is the number of φ(xi) with degφ(xi) = d. And co(φ) ≥ n + 1
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if 1, φ(x1), . . . , φ(xn) are linearly independent (in particular if det J(φ) ≠ 0). It was shown in [9] that an endomorphism φ
of C[x1, . . . , xn] is a tame automorphism if det J(φ) ∈ C∗ and co(φ) = n + 1, and such automorphisms of degree n were
constructed using the theory of Lie stacks introduced in [8].
In this paper, we show that an endomorphism φ of C[x1, . . . , xn] is a tame automorphism if det J(φ) ∈ C∗ and
co(φ) = n+ 2. And when φ is quadratic, we show that φ is a tame automorphism if det J(φ) ∈ C∗ and co(φ) ≤ n+ 5.
2. Endomorphisms with small co-invariants
Let C be a (finite dimensional) sub-coalgebra of the Hopf algebra C[Gna]. We begin by recalling some basic facts about
the coradical filtration on C; we refer the reader to [11,15] for details. It is well-known that C[Gna] is a pointed irreducible
Hopf algebra, i.e., C1 is the unique minimal sub-coalgebra contained in any sub-coalgebra. The sub-coalgebra C is pointed
irreducible and has the coradical filtration
C0 = C1 ⊂ C1 ⊂ · · · ⊂ Cm = C,
where∆′(c) = ∆(c)−c⊗1−1⊗c ∈ Ci−1⊗Ci−1, for each c ∈ Ci. In particular, C1 = C1+P(C), where P(C) denotes the set
of primitive elements of C . We recall that the coradical filtration is strictly increasing, i.e. Ci  Ci+1 for i = 0, 1, . . . ,m− 1,
and that the coradical filtration on C[Gna] coincides with the natural filtration on C[x1, . . . , xn] induced by the usual degree
of polynomials, i.e. Ci = {c ∈ C, deg c ≤ i} (cf. [11, Lemma 5.2.12]).
An endomorphism of the form φ = (x1 + H1, . . . , xn + Hn) is called triangular if H1 ∈ C and Hi ∈ C[x1, . . . , xi−1] for
2 ≤ i ≤ n. A triangular endomorphism is a tame automorphism. An automorphism τ is called affine if deg τ = 1, and τ is
called linear if, moreover, each τ(xi) contains no constant term. For an endomorphism φ and an affine automorphism τ , one
has C(φ) = C(φ ◦ τ) and C(φ) ≃ C(τ ◦ φ). To see the latter, write τ = τ1 ◦ τ2, where τ1 is a translation and τ2 is linear,
and observe that C(τ2 ◦ φ) = τ2(C(φ)) since τ2 is a Hopf algebra automorphism of C[x1, . . . , xn] and that C(φ) = C(τ1 ◦ φ)
since p ∈ C implies τ1(p) ∈ C for a sub-coalgebra C of C[x1, . . . , xn].
A basis e1, . . . , er of a vector space V is said to be compatible with a filtration (Vi) if for each i there exists a j such that
e1, . . . , ej is a basis of Vi.
Lemma 2.1. Let φ be an endomorphism ofC[x1, . . . , xn]with 1, φ(x1), . . . , φ(xn) linearly independent and co(φ) = n+1+ t.
Then there exists a linear automorphism τ and h′1, . . . , h′t ∈ C[x1, . . . , xn] such that, if we set φ′ = φ ◦ τ , there exists a
permutation of the sequence
1, h′1, . . . , h
′
t , φ
′(x1), . . . , φ′(xn)
such that the following hold: the permutation fixes the first and the last element and the permuted sequence forms a basis of
C(φ′) = C(φ) compatible with the coradical filtration.
Proof. Since 1, φ(x1), . . . , φ(xn) are linearly independent and co(φ) = n + 1 + t , there exist h1, . . . , ht ∈ C[x1, . . . , xn]
with deg hi < degφ, 1 ≤ i ≤ t , such that
1, h1, . . . , ht , φ(x1), . . . , φ(xn)
form a basis of C(φ). View ψ = (h1, . . . , ht , φ(x1), . . . , φ(xn)) as an endomorphism of C[y1, . . . , yt , x1, . . . , xn]. There
exists a linear automorphism σ of C[y1, . . . , yt , x1, . . . , xn] with σ(xn) ∈ C[x1, . . . , xn], such that the components of
ψ ◦ σ = (u1, . . . , un+t), together with 1 as the first element, form a basis of C(φ) compatible with the coradical filtration.
For any triangular linear automorphism ρ of C[y1, . . . , yt , x1, . . . , xn], the components of ψ ◦ σ ◦ ρ = (v1, . . . , vn+t)
together with 1 still constitute a basis of C(φ) compatible with the coradical filtration. And there exists a ρ with ρ(xn) = xn
such that the components of σ ◦ ρ = (l1, . . . , ln+t) contain only x1, . . . , xn except for t components (say lj1 , . . . , ljt ). Thus
v1, . . . , vn+t contain only φ(x1), . . . , φ(xn) except for vj1 , . . . , vjt .
Finally take h′i = vji , 1 ≤ i ≤ t , and let τ = (l1, . . . , lˆj1 , . . . , lˆjt , . . . , ln+t) and φ′ = φ ◦ τ . Then φ′ =
(v1, . . . , vˆj1 , . . . , vˆjt , . . . , vn+t). Since ln+t = σ ◦ρ(xn) ∈ C[x1, . . . , xn], we see that the basis 1, v1, . . . , vn+t is a permutation
of the sequence 1, h′1, . . . , h′t , φ′(x1), . . . , φ′(xn) fixing the first and the last element. 
Theorem 2.2. Let φ be an endomorphism ofC[x1, . . . , xn]with det J(φ) ∈ C∗. If co(φ) = n+2, then φ is a tame automorphism.
Proof. Replacing φ by φ ◦ (x1− k1, . . . , xn− kn), where ki is the constant term of φ(xi), we may assume that each φ(xi) has
no constant term. And by Lemma 2.1, we may assume that there exists h ∈ C[x1, . . . , xn]without a constant term such that
1, φ(x1), . . . , φ(xi0), h, φ(xi0+1), . . . , φ(xn)
form a basis of C(φ) compatible with the coradical filtration
C0 = C1 ⊂ C1 ⊂ · · · ⊂ Cm = C(φ).
Let j = deg h. We may assume that degφ(xi0+1) = j + 1, and thus h ∈ Cj and φ(xi0+1) ∈ Cj+1. In addition, replacing φ by
ρ ◦ φ for some linear automorphism ρ, we may restrict ourselves to the case where the linear term of each φ(xi) is xi.
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Let L be the linear term of h.
(i) L ≠ 0. In this case, on adding to h a linear combination of φ(xi), i = 1, . . . , i0, we may cut off x1, . . . , xi0 in L, i.e., we
may assume that L = ai0+1xi0+1 + · · · + anxn. Let p be maximal such that ap ≠ 0 and let τ = (x1, . . . , xp−1, L, xp+1, . . . , xn).
Replacing φ by τ−1 ◦ φ ◦ τ , we may assume that L = xp.
Let c ∈ Ck without a constant term. Since ∆′(c) = ∆(c) − c ⊗ 1 − 1 ⊗ c ∈ Ck−1 ⊗ Ck−1, using the PBW basis, we
conclude that there exists some r ∈ C[Ck−1] (the algebra generated by Ck−1) without linear and constant terms, such that
∆′(c) = ∆′(r), i.e.,∆′(c − r) = 0. It follows that c − r is a primitive element of C[Gna], and thus c − r is the linear term of c .
Claim: φ(xi) = xi + ri, where
ri ∈ C[x1, . . . , xi−1], i ≤ i0;
ri ∈ C[φ(x1), . . . , φ(xi−1), xp] ⊂ C[x1, . . . , xi−1, xp], i0 < i ≤ p;
ri ∈ C[x1, . . . , xi−1], i > p.
We justify the claim by induction. First note that C1 = C1 + P(C), where P(C) is the set of primitive elements of C(φ).
If i0 ≠ 0, then φ(x1) ∈ C1, which implies that φ(x1) = x1 and thus r1 = 0. If i0 = 0, then h ∈ C1, whence h = xp, and it
suffices to consider the case φ(x1) ∈ C2. In the case, φ(x1) = x1 + r1, where r1 ∈ C[xp].
Now assume that φ(xi′) satisfies the claim for all i′ < i. Noticing that h ∈ Cj and the linear term of h is xp, we have
h = xp+ r , where r ∈ C[Cj−1] ⊂ C[φ(x1) . . . , φ(xi0)]. Let k := degφ(xi). There exists ri ∈ C[Ck−1] such that φ(xi) = xi+ ri.
If i ≤ i0, then k ≤ j and ri ∈ C[Ck−1] ⊂ C[φ(x1) . . . , φ(xi−1)] ⊂ C[x1, . . . , xi−1], as desired.
If i > i0, then k > j and
ri ∈ C[Ck−1] ⊂ C[φ(x1) . . . , φ(xi−1), h]
= C[φ(x1) . . . , φ(xi−1), xp] (by r ∈ C[φ(x1) . . . , φ(xi0)])
⊂ C[x1, . . . , xi−1, xp] (by the inductive hypothesis)
which implies that ri ∈ C[φ(x1) . . . , φ(xi−1), xp] ⊂ C[x1, . . . , xi−1, xp] for i0 < i ≤ p, and ri ∈ C[x1 . . . , xi−1] for i > p, as
desired. Thus the claim has been proved.
Since ri ∈ C[φ(x1) . . . , φ(xi−1), xp] for i0 < i ≤ p, by composing some elementary automorphism, we may assume that
xp|rp. Let us show by contradiction that rp = 0. Let rp = xmp up and xp - up. We observe that
det J(φ) = 1+mxm−1p up + xmp v
for some polynomial v. Since det J(φ) ∈ C∗, we have det J(φ) = 1 whence mxm−1p up + xmp v = 0 and thus xp|up,
a contradiction. Hence rp = 0 and then φ(xp) = xp. Now by composing some elementary automorphisms we may assume
that ri = 0, for i0 < i ≤ p, and then φ becomes triangular. Therefore, φ is a tame automorphism.
(ii) L = 0. As in (i), we may show by induction that φ(xi) = xi + ri, where r1 = 0 and ri ∈ C[x1, . . . , xi−1] for i ≥ 2, i.e.,
φ is triangular, and thus φ is tame. 
Theorem 2.3. Let φ be a quadratic endomorphism of C[x1, . . . , xn] with det J(φ) ∈ C∗. If co(φ) ≤ n + 5, then φ is a tame
automorphism.
Proof. It is well-known that a quadratic endomorphism φ is an automorphism if det J(φ) ∈ C∗ (cf. [16]). So it suffices to
show that φ is tame.
Firstwemay restrict ourselves to the casewhere eachφ(xi) contains no constant term, and by Lemma2.1,wemay assume
that there exist h1, . . . , ht ∈ C[x1, . . . , xn], where t ≤ 4, such that there exists a permutation of the following sequence
fixing the first and the last element such that the permuted sequence forms a basis of C(φ) compatible with the coradical
filtration:
1, h1, . . . , ht , φ(x1), . . . φ(xn).
Since φ is quadratic, we may assume that each hi has degree 1. Replacing φ by ρ ◦ φ for some linear automorphism ρ, we
may assume that φ(xi) = xi + Hi, where Hi contains no linear and constant terms. Hence the basis is then of the form
1, x1, . . . , xr , h1, . . . , ht , xr+1 + Hr+1, . . . , xn + Hn.
On adding a linear combination of x1, . . . , xr to hi, we may assume that each hi is a linear form in xr+1, . . . , xn. There exist
lt+1, . . . , ln ∈ C[x1, . . . , xn] such that τ = (x1, . . . , xr , h1, . . . , ht , lr+t+1, . . . , ln) is a linear automorphism of C[x1, . . . , xn].
Replacing φ by τ−1 ◦ φ ◦ τ , we may assume that h1 = xr+1, . . . , ht = xr+t .
Then the coradical filtration of C(φ) is
C0 = C1 ⊂ C1 ⊂ C2 = C(φ),
where C1 = C1 + r+ti=1 Cxi and C2 = C1 + ni=r+1 C(xi + Hi). Since for any j ≥ r + 1, φ(xj) ∈ C2, there exists
gj ∈ C[C1] = C[x1, . . . , xr+t ] without linear and constant terms, such that φ(xj) = xj + gj. Thus Hj = gj ∈ C[x1, . . . , xr+t ]
for j ≥ r + 1.
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Therefore, J(φ) is of the form
J(φ) = In +
 0r×r 0 0
∗ Nt×t 0
∗ ∗ 0

,
whereN =  ∂Hr+i
∂xr+j

1≤i,j≤t .Noticing that det J(φ) ∈ C∗, we conclude thatN is nilpotent, and thus {N(α)|α ∈ Cn} is a nilpotent
subspace of thematrix spaceMt(C), since each coefficient ofN is a linear form. As co(φ) ≤ n+5, wemay assume that t = 4.
By the classification theoremof nilpotent subspaces ofM4(C) given in [5, Proposition 4], up to a linear coordinate change, we
may assume that N is of one of the following forms. (We write Ei,f for the automorphism (x1, . . . , xi−1, xi+ f , xi+1, . . . , xn),
where f ∈ C[x1, . . . , xˆi, . . . , xn].)
Case 0: N is (lower) triangular. In this case, φ is triangular and thus tame.
Case 1: N =
 0 a 0 0b 0 a 00 −b 0 0
∗ ∗ ∗ 0
. Observing that a, b ∈ C[x1, . . . , xr ], we have
Hr+1 = axr+2 + p1, Hr+2 = bxr+1 + axr+3 + p2, Hr+3 = −bxr+2 + p3,
where p1, p2, p3 ∈ C[x1, . . . , xr ]. Then φ is tame, since
φ = ψ ◦ Er+3,−bxr+2 ◦ Er+1,axr+2 ◦ Er+2,bxr+1+axr+3 ◦ Er+1,p1 ◦ Er+2,p2 ◦ Er+3,p3 ,
where ψ = (x1, . . . , xr+3, xr+4 + Hr+4, . . . , xn + Hn) is triangular.
Case 2: N =
 0 0 0 0∗ 0 −b 0∗ a 0 b
∗ 0 a 0
. Notice that Hr+1 ∈ C[x1, . . . , xr ]. Observing that a, b ∈ C[x1, . . . , xr+1], we have
Hr+2 = −bxr+3 + q2, Hr+3 = axr+2 + bxr+4 + q3, Hr+4 = axr+3 + q4,
where q2, q3, q4 ∈ C[x1, . . . , xr+1]. The conclusion follows, since
φ = ψ ◦ Er+2,−bxr+3 ◦ Er+4,axr+3 ◦ Er+3,axr+2+bxr+4 ◦ Er+1,Hr+1 ◦ Er+2,q2 ◦ Er+3,q3 ◦ Er+4,q4 ,
where ψ = (x1, . . . , xr+4, xr+5 + Hr+5, . . . , xn + Hn) is triangular.
Case 3: N =
 0 u 0 00 0 w 0v 0 0 u
0 −v 0 0
. Notice that Hr+2 ∈ C[x1, . . . , xr , xr+3]. Observing that u, v ∈ C[x1, . . . , xr ], we have
Hr+1 = uxr+2 + p1, Hr+3 = vxr+1 + uxr+4 + p3, Hr+4 = −vxr+2 + p4,
where p1, p3, p4 ∈ C[x1, . . . , xr ]. Then φ is tame, since
φ = ψ ◦ Er+4,−vxr+2 ◦ Er+1,uxr+2 ◦ Er+2,Hr+2 ◦ Er+3,vxr+1+uxr+4 ◦ Er+1,p1 ◦ Er+3,p3 ◦ Er+4,p4 ,
where ψ = (x1, . . . , xr+4, xr+5 + Hr+5, . . . , xn + Hn) is triangular.
Case 4: N =
 0 w 0 0−u 0 w 0v u 0 w
0 −v 0 0
. Notice thatw ∈ C[x1, . . . , xr ]. Let
Hr+3 = v′xr+1 + u′xr+2 + k1x2r+1 + k2x2r+2 + kxr+1xr+2 + wxr+4 + p3,
where k1, k2, k ∈ C and u′, v′, p3 ∈ C[x1, . . . , xr ]. Then
u = u′ + kxr+1 + 2k2xr+2, v = v′ + kxr+2 + 2k1xr+1,
which implies that k1 = k2 = 0, since u contains no xr+2 and v contains no xr+1. Hence u = u′ + kxr+1, v = v′ + kxr+2 and
Hr+1 = wxr+2 + p1;
Hr+2 = −u′xr+1 − k2x
2
r+1 + wxr+3 + p2;
Hr+3 = v′xr+1 + u′xr+2 + kxr+1xr+2 + wxr+4 + p3;
Hr+4 = −v′xr+2 − k2x
2
r+2 + p4,
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where p1, p2, p3, p4 ∈ C[x1, . . . , xr ]. It follows that
φ =ψ ◦ Er+3,Hr+3−p3 ◦ Er+4,Hr+4−p4 ◦ Er+1,Hr+1−p1 ◦ Er+2,Hr+2−p2
◦ Er+2,−w2xr+4−wv′xr+1 ◦ Er+1,p1 ◦ Er+2,p2 ◦ Er+3,p3 ◦ Er+4,p4 ,
where ψ = (x1, . . . , xr+4, xr+5 + Hr+5, . . . , xn + Hn) is triangular. So φ is tame.
Case 5: N =
 0 v + w 0 0−u 0 w v−u u 0 v + w
0 u 0 0
. First observe that u ∈ C[x1, . . . , xr ] from which we see that v + w ∈
C[x1, . . . , xr ]. Let
Hr+2 = −uxr+1 + w′xr+3 + v′xr+4 + k1x2r+3 + k2x2r+4 + kxr+3xr+4 + p2,
where k1, k2, k ∈ C andw′, v′, p2 ∈ C[x1, . . . , xr ]. Then
w = w′ + 2k1xr+3 + kxr+4, v = v′ + kxr+3 + 2k2xr+4.
Since v + w ∈ C[x1, . . . , xr ], we have k1 = k2 = − k2 and v + w = v′ + w′. Thus
Hr+1 = (v′ + w′)xr+2 + p1;
Hr+2 = −uxr+1 + w′xr+3 + v′xr+4 − k2 (xr+3 − xr+4)
2 + p2;
Hr+3 = −uxr+1 + uxr+2 + (v′ + w′)xr+4 + p3;
Hr+4 = uxr+2 + p4
where p1, p2, p3, p4 ∈ C[x1, . . . , xr ]. Let g = uxr+1 − (v′ + w′)xr+4. Then
φ =ψ ◦ Er+3,Hr+3−p3 ◦ Er+4,Hr+4−p4 ◦ Er+1,Hr+1−p1 ◦ Er+2,Hr+2−p2
◦ Er+2,− k2 g2−kg(xr+3−xr+4)+gw′ ◦ Er+1,p1 ◦ Er+2,p2 ◦ Er+3,p3 ◦ Er+4,p4 ,
where ψ = (x1, . . . , xr+4, xr+5 + Hr+5, . . . , xn + Hn) is triangular. It follows that φ is tame. 
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