ABSTRACT. We give an efficient algorithm to evaluate a certain class of exponential sums, namely the periodic, quadratic, multivariate half Gauss sums. We show that these exponential sums become #P-hard to compute when we omit either the periodic or quadratic condition. We apply our results about these exponential sums to the classical simulation of quantum circuits, and give an alternative proof of the Gottesman-Knill theorem. We also explore a connection between these exponential sums and the Holant framework. In particular, we generalize the existing definition of affine signatures to arbitrary dimensions, and use our results about half Gauss sums to show that the Holant problem for the set of affine signatures is tractable.
Exponential sums have been extensively studied in number theory [1] and have a rich history that dates back to the time of Gauss [2] . They have found numerous ( 1 applications in communication theory [3] , graph theory [4] , coding theory [5, 6] , cryptography [5, 7] , algorithms [5] and many other areas of applied mathematics. More recently, they have also found useful applications in quantum computation. In 2005, Dawson et al. showed, using Feynman's sum-over-paths technique [8] , that the amplitudes of quantum circuits with Toffoli and Hadamard gates can be expressed in terms of exponential sums [9] . Such an approach has complexity-theoretic applications. For example, by noting that the exponential sum can be expressed as a GapP-function, it can be used to show that the complexity class BQP is contained in PP, a result first proved by [10] using different methods.
The idea of using exponential sums to express quantum amplitudes has been developed further in a number of subsequent works [11] [12] [13] [14] [15] [16] [17] . For example, in [11] , Bacon, van Dam and Russell find an exponential-sum representation of the amplitudes of algebraic quantum circuits. They then exploit the theory of exponential sums to prove several properties of such circuits. For instance, they prove that in the limit of large qudit degree, the acceptance probabilities of such circuits converge to either zero or one.
The use of exponential sums to express quantum amplitudes elucidates a correspondence between quantum circuits and low-degree polynomials, called the circuit-polynomial correspondence [13] . This correspondence allows results about polynomials to be used to prove results about quantum circuits, and vice versa. For example, this correspondence was exploited in the forward direction by [14] , which provided an alternative proof of the Gottesman-Knill Theorem [18] for quopit Clifford circuits, i.e. Clifford circuits in odd prime dimensions [14] , by showing that the amplitudes of such circuits can be expressed in terms of tractable exponential sums.
More generally, the circuit-polynomial correspondence also establishes a connection between exponential sums and the strong classical simulation of quantum circuits-deciding whether a class of quantum circuits is classically simulable, in many cases, can be reduced to the problem of deciding whether an exponential sum is tractable. This has important applications, for example, to the goal of quantum computational supremacy [19] [20] [21] -the intractability of an exponential sum can be used to show that the class of circuits it corresponds to cannot be efficiently simulated.
In this paper, we consider a generalization of the exponential sums used in the above examples. In particular, we introduce the periodic, quadratic, multivariate half Gauss sum, and show that these incomplete Gauss sums can be computed efficiently using number-theoretic techniques. Moreover, we show that these exponential sums can be used to express the amplitudes of qudit Clifford circuits, thereby providing an alternative proof of Gottesman-Knill theorem for qudit Clifford circuits. We also show that without the periodic or quadratic condition, these exponential sums become intractable, under plausible complexity assumptions.
Our work improves on existing results in a number of ways. First, while the results of [13] and [14] are restricted to qubit and quopit systems, respectively, our results hold for all d-level systems. In doing so, we address a limitation of the approach used in [14] , where the proof of the Gottesman-Knill theorem works only for d-level systems, where d is restricted to be an odd prime. Second, while previous works on tractable exponential sums are based on Gauss sums [14, 22, 23] , ours are based on half Gauss sums, which are generalization of Gauss sums. Consequently, we find a larger class of tractable exponential sums compared to previous works. Third, we generalize the existing definition of affine signatures [22] to arbitrary dimensions, and use our results about half Gauss sums to show that the Holant problem for the set of affine signatures is tractable. Fourth, we demonstrate the importance of a periodicity condition, which has not been previously explored, to the classical simulation of quantum circuits.
The rest of the paper is structured as follows. In Section 1.1, we summarize the main results of our work. In Section 2, we define half Gauss sums and give an efficient algorithm to compute a subclass of these sums, namely the periodic, quadratic, multivariate half Gauss sums. In Section 3, we apply our results about half Gauss sums to Clifford circuits, and provide an alternative proof of the Gottesman-Knill Theorem. In Section 4, we study the hardness of evaluating half Gauss sum that do not satisfy either the periodicity condition or the quadratic condition. In Section 5, we explore a connection between half Gauss sums and the Holant framework. We generalize the existing definition of affine signatures to arbitrary dimensions, and use our results about half Gauss sums to show that the Holant problem for the set of affine signatures is tractable.
1.1. Our results. The complexity of evaluating the exponential sum
where d, n ∈ Z + are positive integers, ω d = exp(2πi/d) is a dth root of unit, and f (x 1 , . . . , x n ) is a polynomial with integer coefficients, has been studied in previous works. In particular, it was proved that Z(d, f ) can be evaluated in poly(n) time when f is a quadratic polynomial. This was first proved for the case when d is a prime number [23] , before being generalized to the case when d is an arbitrary positive integer [22] . On the other hand, when f is a polynomial of degree ≥ 3, the problem of evaluating such exponential sums was proved to be #P-hard [22, 24] . In this paper, we consider the following generalization of the above exponential sum:
Here,
may not be evaluable in poly(n) time even when f is a quadratic polynomial-the properties of the coefficients of the quadratic polynomial f are crucial to determining the efficiency of evaluating Z 1/2 (d, f ). Assuming plausible complexity assumptions, we prove that a necessary and sufficient condition to guarantee the efficiency of evaluating Z 1/2 (d, f ) for quadratic polynomials f is a periodicity condition, which states that
and f is a polynomial function with coefficients in Z and domain Z n 2 . Here, 'periodic' means that f satisfies the periodicity condition (3), and 'aperiodic' means that f does not necessarily satisfy it. The label FP means that Z 1/2 k (d, f ) can be computed in classical polynomial time, and #P-hard means that there is no efficient classical algorithm to compute Z 1/2 k (d, f ), unless the widely-believed conjecture FP = #P is false.
for all variables x 1 , . . . , x n ∈ Z. More precisely, we prove that for quadratic polynomials f satisfying the periodicity condition, Z 1/2 (d, f ) can be evaluated in poly(n) time, and that without the periodicity condition, there is no efficient algorithm to evaluate Z 1/2 unless the widely-believed assumption that FP = #P is false. This is summarized by our main theorem: 
We consider the case d = 2, and study the complexities of evaluating more general exponential sums, namely those of the form:
where k ≥ 0 is an integer and f is a polynomial with n variables. Our classification results are summarized in Table 1 . Next, we apply Theorem 1 to the classical simulation of Clifford circuits. In particular, we show that the output probabilities of Clifford circuits can be expressed in terms of half Gauss sums: 
where l ∈ Z and φ is a quadratic polynomial that satisfies the periodicity condition (3) . Moreover, l and φ can be computed efficiently.
Since half Gauss sums can be computed efficiently, Theorem 2 implies that there is an efficient strong simulation of Clifford circuits. This gives an alternative proof (that does not make use of stabilizer techniques) of the Gottesman-Knill Theorem [18] . [25] is defined as:
where 
Here, ξ d is a chosen square root of
This condition is chosen so that the summation over the ring
. Note that such a condition on ξ d has also been used in the investigation of reflection positivity in parafermion algebra to ensure that the twisted product is well-defined. [27, 28] . 
We will now present properties of the half Gauss sum, its relationship with the Gauss sum, and the computational complexity of evaluating the half Gauss sum.
Proposition 3. The half Gauss sum satisfies the following properties:
(
where d = bc, gcd(b, c) = 1, 2|b, and N 1 and N 2 are integers satisfying
Proof.
1 also referred to as the "univariate quadratic homogeneous Gauss sum". See Appendix A. 2 also referred to as the "univariate quadratic homogeneous half Gauss sum". See Appendix A.
Also, note that our definition of "half Gauss sum" differs from that used in [26] .
(2) If d is even, then a must be odd as gcd(a, d) = 1. Hence,
Moreover, d can be decomposed as d = bc with gcd(b, c) = 1. Since d is even, then one of b and c can be divided by 2. Without loss of generality, we assume 2|b and thus c ≡ 1 (mod 2). Since gcd(b, c) = 1, there exist two integers N 1 and N 2 such that N 1 c + N 2 b = 1. According to the Chinese remainder theorem, there exists an isomorphism
In fact, we can choose the map x = N 2 bz + N 1 cy, which can also be written as
, where the last equality comes from the fact that 2|b, and
Thus,
Now, any even number d can always be decomposed into d = 2 m c with m ≥ 1 and c being odd. It is straightforward to see that
where N 2 2 m + N 1 c = 1. As c is odd, it can be rewritten as a Gauss sum by Proposition 3. So we only need to evaluate the half Gauss sum for d = 2 m , i.e.,
Moreover,
Proof. First, G 1/2 (a, 2) and G 1/2 (a, 2 2 ) can be obtained by direct calculation. Second, for m ≥ 3,
Based on the above properties of the half Gauss sum G 1/2 (·, ·) and the fact that the Gauss sum G(·, ·) can be calculated in poly(log a, log d)-time, we obtain the following corollary: Note that, we chose ξ = ω 2d for all even numbers d in the main text. However, ξ d can also be chosen to be −ω 2d for even numbers d. Since this case is similar to the case ξ = ω 2d , we put the discussion of this in Appendix C.
Multivariate case.
In this section, we consider a generalization of the Gauss sum (6) to the multivariate case:
where each x i is summed over a finite ring Z d , and f (x 1 , . . ., x n ) is a quadratic polynomial with integer coefficients. The multivariate quadratic Gauss sum (13) has been proved to be evaluable in polynomial time [22] . We also consider an analogous multivariate generalization of the half Gauss sum:
where [n] β i x i + γ 0 is a quadratic polynomial with integer coefficients. However, Z 1/2 (d, f ) may not be efficiently evaluable even for quadratic polynomials. It turns out that the existence of an efficient algorithm depends on some periodicity condition. We say that a polynomial f satisfies the periodicity condition
for all variables x 1 , ..., x n ∈ Z. This periodicity condition can also be regarded as the well-defined condition of
, which implies that the periodicity condition can always be satisfied for odd d. However, the periodicity condition may not be satisfied in the case of even d. Proof. It is easy to verify that the quadratic polynomial f satisfies the periodicity condition if all the cross terms α i j (i < j) and linear terms β i are even.
Proposition 6. Let d be even, and let f
In the other direction, if f satisfies the periodicity condition, then ξ
, which implies that β i is an even number. Due to the arbitrary choice of i, all linear terms β i are even. Besides, for any fixed i and j with i < j, we can choose
for any x i , x j ∈ Z. This implies that α i j is even. Since i, j were arbitrarily chosen, all the cross term α i j are even. 3 More generally, we say that a function g : Z n → C is periodic with period d if
for all variables x 1 , . . . , x n ∈ Z.
The periodicity condition of the polynomial f plays an important in the efficient evaluation of the exponential sum Z 1/2 . We denote the set of quadratic polynomials satisfying the periodic condition by F p.c.
2 . For any quadratic polynomial f satisfying this periodicity condition, the exponential sum Z 1/2 (d, f ) can be evaluated in polynomial time given the description of f .
is a quadratic polynomial satisfying the periodicity condition, then Z 1/2 (d, f ) can be evaluated in polynomial time.
Proof. Consider the expression
with the cross term α i j (i < j) and linear term β i being even. We may assume that γ 0 = 0, as it only contributes an additive constant term to
, which can be evaluated in polynomial time [22] . Case (ii): There exists at least one diagonal term α ii that is odd.
2 f ), which can be evaluated in polynomial time [22] .
Since there exists at least one diagonal term α ii that is odd, we assume that α 11 is odd without loss of generality. Since α 11 is odd, then it is invertible in Z 2d with 2d = 2 m+1 . We can rewrite the quadratic polynomial f to separate the term involving x 1 : x 2 , ..., x n ), wherex 1 denotes that there is no x 1 in the polynomial, f 1 is a linear function over n − 1 variables { x 2 , . . . , x n } with
and f 2 is a quadratic polynomial with even cross term and linear term over n − 1 variables { x 2 , ..., x n }.
Since the cross terms and linear terms are even,
where f ′ is a quadratic polynomial with even cross terms and linear terms over n − 1 variables { x 2 , ..., x n }. Therefore,
where the last equality comes from the fact that the summation over x 1 ∈ Z d is independent of the value of f ′ 1 . This reduces the evaluation of
where f ′ is a quadratic polynomial over n − 1 variables with even cross terms and linear terms. We can repeat this step until all the diagonal terms are even, which then reduces to Case (i). Case (iic): d = 2 m c with c being odd and c ≥ 3. Then, ξ d = ω 2d . Since there exists at least one diagonal term α ii that is odd, then without loss of generality, the first t diagonal terms α ii (1 ≤ i ≤ t) are odd and the other diagonal terms α ii (i ≥ t + 1) are even. Now, we can rewrite f as follows
where the coefficients of the quadratic form f 1 are all even. Hence,
where the second last equality comes from the fact that ω 2 m 2 m = 1. This reduces the computation of Z 1/2 (d, f ) to Case (iia) and Case (iib).
Here, we have shown the existence of efficient algorithms to evaluate half Gauss sums with quadratic polynomials that satisfy the periodicity condition. We note, however, that if we omit either the periodicty or quadratic conidtions, then these sums become hard to compute (assuming some complexity conjecture). We will return to a discussion of this in Section 4.
Finally, we note here that there is a nice relationship between half Gauss sums Z 1/2 (d, f ) and the number of zeros of functions of the form f (x) − k (mod d) or (mod 2d). We explore this further in Appendix D.
m-QUDIT CLIFFORD CIRCUITS
In this section, we apply our results on the half Gauss sum to Clifford circuits. Let d ≥ 2 be an integer. The m-qudit Clifford group is the set of operations (called Clifford operations) on m qudits that are generated by the following gates: X ,Y, Z, F, G,CZ [28] [29] [30] [31] .
Here, X ,Y and Z are the d-level Pauli matrices defined by
F is the Fourier gate defined by
G is the Gaussian gate defined by
and CZ is the controlled-Z gate defined by
Note that the gates X ,Y, Z are the qudit generalizations of the qubit Pauli gates
and the F, G and CZ gates are the qudit generalizations of the Hadamard gate 1 √ 2 (X + Z), phase gate diag(1, i), and controlled-Z gate diag(1, 1, 1, −1), respectively, on qubits.
It is straightforward to check that the gates (17)- (20) satisfy the following algebraic relations [28, 30] :
where
From the above identities, it is easy to see that the X and Y gates can be expressed in terms of the other gates, and so the following gate set suffices to generate the Clifford group: C = {Z, G, F,CZ}. An m-qudit Clifford circuit is a circuit with m registers and whose gates are all Clifford operations. We shall assume that the Clifford circuit is unitary, i.e. there are no intermediate measurements in the circuit 4 . Without loss of generality, we will assume that (i) each register of the Clifford circuit C begins with an F gate and ends with an F † gate, and that (ii) the internal circuit (i.e. the full circuit minus the first and last layers) consists of only gates in C . In other words, C is of the form
where the internal circuit C ′ comprises only gates in C . This loses no generality because any Clifford circuit can be transformed into a circuit of the above form, first, by inserting 4 F gates at the start of each register and the pair F † F at the end of each register, and second, by compiling the internal circuit using only gates in C .
For each m-qudit Clifford circuit, we adopt the following labeling scheme: divide each horizontal wire of the internal part of C into segments, with each segment corresponding to a portion of the wire which is either between 2 F gates, or between an F gate and an F † gate. It is easy to verify that the total number of segments is given by n = h − m, where h is the total number of F or F † gates (including those in the first and last layers) in C. Label the segments x 1 , . . ., x n .
We will also use the following terminology. The leftmost labels on each register are called inceptive indices. 
. , x i s ).
Definition 8. Let C be a Clifford circuit with labels {x 1 , . . . , x n }. The phase polynomial of C is the polynomial
where Γ is the set of internal F, Z,CZ gates, and G is the set of G gates in C.
We now show that if C is a Clifford circuit, then its phase polynomial S C is a quadratic polynomial that satisfies the periodicity condition.
Proposition 9. If C is a Clifford circuit, then S C ∈ F
p.c.
.
Proof. Since each gate in C is incident on at most 2 segments, the degree of the polynomial is at most 2. The only terms which can have odd coefficients are terms of the form x 2 i . Hence, the remaining terms, which are all either linear and cross terms, have even coefficients, which implies that S C ∈ F p.c.
The reverse direction is also true: for every polynomial S ∈ F p.c. 2 , there exists a Clifford circuit C such that S = S C , as the following proposition shows: 4 Note that the results in this section do not hold if the Clifford circuit contains intermediate measurements whose outcomes affect which gates or measurements are performed next. These circuits are called adaptive Clifford circuits, and their amplitudes are #P-hard to compute in general [32, 33] .
Proposition 10. Let A be the class of Clifford circuits. The function
is surjective.
Proof. Let
β i x i ∈ F p.c.
,
i.e. α i j is even for i < j and β i is even for all i. Construct the circuit C = (F † ) ⊗n C ′ F ⊗n , where C ′ is defined as follows: (1) 
which implies that Θ is surjective.
We now show that the amplitudes of Clifford circuits can be expressed in terms of half Gauss sums. 
Proof. Apply the sum-over-paths technique [9, 14] to the Clifford circuit C.
Theorem 11 can be easily generalized to also allow us to compute amplitudes with arbitrary input or output computational basis states:
an m-qudit Clifford circuit with h F or F † gates and n
where I and J are the inceptive and terminal indices (written in order) of C respectively.
Proof. We start by writing
Note that C * = (F † ) ⊗m (Z † ) b C ′ Z a F ⊗m is itself a Clifford circuit, and we could apply Theorem 11 to it:
A corollary of the above result is that we can express the probabilities of outcomes of qudit Clifford circuits in terms of half Gauss sums even when only a subset of registers is measured. This was previously shown to hold for quopit Clifford circuits [34] , i.e., qudit Clifford circuits, where d is an odd prime. 
where in the fifth line, we used the property that
Since half Gauss sums can be computed efficiently, the above proof gives an alternative proof of the Gottesman-Knill Theorem [18] for all qudit Clifford circuits: Corollary 14. (Gottesman-Knill Theorem-strong version) Qudit Clifford circuits acting on computational basis input states can be efficiently simulated (in the strong sense [35] ) by a classical computer.
Since strong simulation implies weak simulation [36] , Corollary 14 implies that there is an efficient classical algorithm that samples from the output distributions of qudit Clifford circuits.
HARDNESS RESULTS AND COMPLEXITY DICHOTOMY THEOREMS
In this section, we show that extending the definition of the (polynomial) Gauss sum in various ways leads to intractable exponential sums. See Table 1 for a summary of our results.
4.1. Degree-3 polynomials. In this section, we consider circuits that are over the Clifford+CCZ gate set, where CCZ is the controlled-controlled-Z gate defined by
For simplicity, we consider circuits of the form (F † ) ⊗n DF ⊗n |0 ⊗n , where D is a diagonal circuit consisting of gates { Z, G,CZ,CCZ }. By the sum-over-paths technique, it is straightforward to show that the amplitudes of such circuits are of the form
where f is degree-3 polynomial. We first consider the case when d is odd. Applying each gate in D j times, where j ∈ { 0, . . ., d − 1 }, we obtain
Thus, by (64), we have
Thus, we have reduced the problem of counting the number of zeros of degree-3 polynomials to the problem of computing the amplitudes of quantum circuits 0| ⊗n (F † ) ⊗n D j F ⊗n |0 ⊗n (this follows from the fact that the Fourier transformation can be carried out in O(d 2 )-time, which is independent of n). Therefore, if the output of quantum circuits with the form 0| ⊗n (F † ) ⊗n DF ⊗n |0 ⊗n can be computed in poly(n) time, then the number of zeros for degree-3 polynomial can also be evaluated in polynomial time. Similar arguments also hold when d is even (to see this, note that we can repeat the gates in D 1, ..., 2d − 1 times and use (63)).
4.2.
Without the periodicity condition. In this section, we show, under plausible complexity assumptions, that in degree for the exponential sum Z 1/2 (d, f ) to be tractable, we need the periodicity condition to hold. To see this, we consider the case d = 2:
is a quadratic polynomial with integer (not necessarily even) coefficients α i j .
Note that x 2 i = x i for all x i ∈ Z 2 , and so there's no need for an additional linear term ∑ i β i x i in f . Now, consider the strictly universal 5 gate set G = { H, Z,CS }, where CS = diag (1, 1, 1, i) is the controlled-phase gate satisfying CS |x i , x j = i x i x j |x i , x j . By the sum-over-paths technique [9] , if U G is the unitary implemented by a circuit over the gate set G , then
where f is of the form (36) . We now show that (37) is hard to compute. Let g be a degree-3 polynomial over Z 2 . Then by the circuit-polynomial correspondence [13] , there exists a unitary U implemented by a circuit C over the gate set {H, Z,CZ,CCZ} that satisfies 0|U |0 ∝ gap(g). Now, construct a circuit C G that is equivalent to C, but which consists of only gates in G . To achieve this, we replace all the CZ and CCZ gates in C by circuit gadgets comprising only H and CS gates. This may be achieved by making use of the following circuit identity (which follows from Lemma 6.1 of [39] ):
as well as the following identities:
which allow to express CCZ and CZ completely in terms of H and CS.
If we denote the unitary implemented by C G by U G , then
with proportionality constants that can be computed efficiently. But since g is a degree-3 polynomial, gap(g) is #P-hard to compute (see Theorem 1 of [24] ). Hence, it follows that Z 1/2 (2, f ) is also #P-hard to compute. 5 Note that Z is not needed for universality, since { H,CS } is already universal (see [37] or Theorem 1 of [38]) 4.3. Other incomplete Gauss sums: In this section, we restrict our attention to d = 2, and consider incomplete Gauss sums of the form: (43) with k ≥ 2. For k = 2, the exponential sum
, with no requirement on the periodicity condition of the polynomial f , corresponds to the gate set {H, T,CZ}, which is universal, and it can be shown that computing such sums is #P-hard. However, for quadratic polynomial f satisfying the periodicity condition, we can reduce the evaluation of Z 1/4 (2, f ) to the evaluation of Z 1/2 (2, f ′ ), for some quadratic polynomial f ′ satisfying the periodicity condition, which in turn can be evaluated in poly(n) time. More generally, for any k ≥ 2, if f is a quadratic polynomial satisfying the periodicity condition, the incomplete Gauss sum 
if and only if
, where f /2 k−1 satisfies the periodicity condition for ω 2 = √ −1.
Proof. It is easy to verify that the quadratic polynomial f satisfies the periodicity condition if 2|α ii , 4|α i j (i < j) and 4|β i . For any i,
for any x i ∈ Z, which implies that 2 k−1 |α ii and 2 k |β i .
Moreover, for any fixed i and j with i < j, we can choose
for any x i , x j ∈ Z. This implies that 2 k |α i j . Since i, j were arbitrarily chosen, it follows that all cross terms α i j satisfy 2 k |α i j .
4.4.
Complexity dichotomy theorems. In 1979, Valiant introduced the complexity class #P to characterize the computational complexity of solving counting problems [40] , and ever since then, this has been the subject of much research.
Among the many important results arising from this research are the complexity dichotomy theorems, which have attracted considerable attention [41] [42] [43] [44] [45] [46] [47] . These theorems roughly state that for certain classes of counting problems, each problem in the class is either efficiently computable or #P-hard. (See [48] for an overview.) These dichotomy theorems have applications to the study of exponential sums. An example of such a theorem was provided by [22] , which proved that computing Gauss sums Z(d, f ) can be performed efficiently when deg( f ) ≤ 2 and is #P-hard when deg( f ) ≥ 3. Note that the polynomials considered by [22] all satisfy the periodicity condition. Hence, if we combine the #P-hardness result with Theorem 7, we arrive at a new dichotomy theorem:
Furthermore, for the class of aperiodic exponential sums, our results imply another new complexity dichotomy theorem: if deg( f ) ≤ 1, then the exponential sum Z 1/2 is computable in polynomial time, otherwise if deg( f ) ≥ 2, then computing Z 1/2 (d, f ) is #P-hard. For a summary of these results, see Table 1 .
TRACTABLE SIGNATURE IN HOLANT PROBLEM
In this section, we will apply our results about half Gauss sums to an important framework called the Holant framework, which we will now describe. Let F be a set of functions, where each element f ∈ F : Z n d → C. A signature grid Ω = (G, F ) is a tuple, where G = (V, E) is a hypergraph and each v ∈ F is assigned a function f v ∈ F with arity equaling to the number of hyperedge incident to it. A Z d assignment σ for every e ∈ E gives an evaluation
, where E(v) denotes the incident edges of v. Given an input instance Ω, the counting problem is to compute
In the computational complexity theory of Holant problem, it is still an open problem on how to give a good definition of affine signature over any domain Z d with d ≥ 3 [49] . The definition of affine signature over Z 2 and Z 3 have been given in [47, 49] . Now, we give a proper definition of affine signature over
(1) Affine signature over Z d : Let f be a signature of arity n with inputs x 1 , ..., x n over the domain Z d , then f is affine if it has the following form
is a quadratic polynomial with even cross term and linear term. Denote A to be the set of all affine signatures. A is closed under multiplication. (2) Degenerate function on n variables Let
be the set of functions that can be expressed as the tensor product of unary function.
(3) The set of P: Let P be the set of the function can be written as the composition of unary functions and binary equation = 2 , where = 2 (i, j) is equal to 1 for i = j and 0 otherwise. 
where |GHZ e denotes the GHZ state on (C d ) ⊗|e| , |e| means the number of vertices incident to the edge e. For example, |e| = 1, 2, 3, then GHZ e is |+ = ∑ 
with g v is a quadratic polynomial with even cross and linear terms. If we omit the part χ A v x=0 part, the remain part is the just a stabilizer state, which we denote as |STAB v . Now consider the consider ∑ k i=1 A 1,i x i +A 1,k+1 = 0(mod d), given by the first the line of A x = 0, we can add an ancia qudit with 0| Π j (CX ) A 1 j X A 1,k+1 |0 with control qudit being j from 1 to k. Thus, | f v can be written as
where m v is the number of rows in A v . Therefore,
which is just a product of two stabilizer states. It can be computed in polynomial time by the Gottesman-Knill theorem [18] .
While Theorem 16 addresses the question about which functions lead to tractable Holant problems, we leave open the question about which functions lead to intractable Holant problems. More specifically, can we prove that for any class of functions F not in P or A , the problem Holant(F ) is #P-hard?
CONCLUDING REMARKS
In this paper, we have investigated a more general tractable quadratic exponential sum. We have studied the periodic, quadratic, multivariate half Gauss sum, and have given an efficient algorithm to evaluate these incomplete Gauss sums. We have also shown that without the periodic or quadratic condition, these exponential sums become intractable, under plausible complexity assumptions. These results demonstrate the importance of a periodicity condition, which has not been explored in previous works. Moreover, we show that these tractable exponential sums can be used to express the amplitudes of qudit Clifford circuits, thereby providing an alternative proof of Gottesman-Knill theorem for qudit Clifford circuits. Furthermore, we have also provided a tractable affine signature in arbitrary dimensions in the Holant framework.
Thus, we get the result. In this appendix, we show that there is a nice relationship between half Gauss sums Z 1/2 (d, f ) and the number of zeros of functions of the form f (x)−k (mod d) or (mod 2d). If d is even, then ξ d = ω 2d and ξ 2d d = 1, which means that the exponential sum Z 1/2 (d, f ) can be rewritten as
where # { f ≡ j (mod 2d) } denotes the number of solutions (x 1 , . . . , x n ) ∈ Z n d such that f (x 1 , . . . , x n ) ≡ j (mod 2d). Thus,
By taking the inverse Fourier transformation, we obtain # { f ≡ j (mod 2d) } = 1 2d
Similarly, if d is odd, then
Thus, the problem of evaluating a family of polynomial Z 1/2 (d, f ) is equivalent to that of counting the number of solutions of the equations f ≡ k (mod 2d) (or f ≡ k (mod d)), up to an inverse Fourier transformation.
