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general importance. These shifts have to be taken into account in precision experiments.
PACS numbers: 04.80.Cc,04.90.+e,07.05.Fb,29.90.+r
∗ Corresponding author. E-mail: baessler@virginia.edu
ar
X
iv
:1
50
1.
03
02
3v
1 
 [n
uc
l-e
x]
  1
3 J
an
 20
15
2I. INTRODUCTION
Gravitationally bound quantum states of ultracold neutrons have been discovered in the last decade [1–5]. These
quantum states are formed if ultracold neutrons with very little energy are brought on top of a horizontal mirror that
has essentially infinitely high potential for the neutrons. The early experiments were sensitive to the shape of the
wave function of these quantum states. Higher precision is achievable in gravitational resonance spectroscopy, that is,
if the differences in energy of the lowest gravitational quantum states are detected [6]. The interaction that couples
different quantum states can be a vibration of the bottom mirror, or an oscillating magnetic field. The former is
planned in the QuBounce project, and has shown first results [7, 8]. The latter is planned for the GRANIT project
[9–11]. The ultimate goal of the GRANIT collaboration is to perform gravitational resonance spectroscopy on ultra-
cold neutrons trapped in quantum states [12]. The length of the observation time would allow a very high precision
in the measurement of energy differences between those quantum states.
The motivation for these measurements comes from the sensitivity of the gravitationally bound quantum states to
extra short-range interactions (See [13] and references therein) that might be spin-dependent, or from the possibility
to detect Chameleons [14]. Furthermore, the study of gravitationally bound quantum states allows for a test of the
weak equivalence principle that is probably the only one that uses bound quantum states, albeit its sensitivity cannot
compete with tests using free-falling cold atoms [15] or macroscopic bodies [16].
The paper is organized as follows: In section 2, we introduce spectroscopy of quantum mechanical bound states,
and describe the setups that have been proposed to detect them. In section 3, we introduce the Stern-Gerlach shift
that gives the largest shift in the setups that use a spatially varying magnetic field. In section 4, we introduce the
spectator state shift, which is present in all measurement schemes. In section 5, we discuss the interference shift that
is washed out for all measurement schemes that use a time-dependent perturbation.
II. SPECTROSCOPY OF QUANTUM-MECHANICAL BOUND STATES
The one-dimensional quantum states of ultracold neutrons in the gravitational field and above a perfect reflecting
horizontal mirror at z = 0 are given by ψm(z) = Am Ai((z − zm)/z0) (for z > 0), where Ai(z) is the Airy function,
z0 =
(
~2/2m2ng
)1/3 ∼ 5.87µm is the characteristic length scale of the problem, and zm is the mth solution of
Ai(−zm/z0) = 0. The normalization factor can be written as Am = 1/
∣∣Ai′(−zm/z0)∣∣. Energy eigenvalues of the
lowest quantum states are very small, Em = mngzm, and are on the order of peV. The height of the lowest quantum
states is of the order of tens of micrometers.
A generic setup to perform spectroscopy consists of the following steps:
(1.) Preparation of an initial quantum state.
(2.) Transition to the final quantum state using a periodic potential. The transition is only efficient if the frequency
of the periodic potential matches the energy difference between initial and final state.
(3.) State analysis and detection.
There have been several proposals to achieve gravitational resonance spectroscopy in flow-through mode, that is,
using ultracold neutrons that traverse a setup:
(A) Magnetic transitions in DC mode: A generic setup is shown in Fig. 1. The downward-going step in the
bottom mirror was proposed first in ref. [17] as a tool to depopulate the ground state. A set of parallel wires
with an oscillating current pattern generates a magnetic field that rotates multiple times; a possible choice is
shown in the picture. In addition, there is a vertical holding field. This resulting rotating magnetic field gradient
induces transitions between quantum states if the rotation frequency (as seen by the neutron) matches the energy
difference of the quantum states. A ground state filter made from the bottom mirror and a scatterer with a rough
bottom surface that leaves an open slit height of about zslit ∼ 25µm accepts ground state neutrons and rejects
neutrons in higher quantum states. Earlier experiments [1–3] demonstrate the operation of this filter. The
resonance condition in the transition region can only be fulfilled for neutrons with a certain velocity in forward
direction. After a short free-fall region, neutrons fall a height which is given by their velocity component in
forward direction. The neutron detector at the end of the free-fall region is position sensitive in the vertical
direction, and a given vertical coordinate corresponds to a given forward velocity. This setup has been proposed
earlier in [9, 11].
(B) Magnetic transitions in AC mode: The setup is similar to the one in DC-mode, but here, the current in
the wires is oscillating in time. The vertical holding field is replaced by a very small holding field along the
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FIG. 1. Sketch of the flow-through setup. Neutrons enter from the left. They go through the state preparation region (1.),
transition region (2.), state analysis region (3.) and detection (4.). The choice of parameters used in the simulations in this
paper is a current pattern I0, I0/
√
2, 0,−I0/
√
2,−I0,−I0/
√
2, 0, . . . that repeats 24 times, and a periodicity of λ = 1 cm.
wire direction, which serves only to avoid spin flip transitions at the zero crossings of the current. The neutron
spin is rotating with the magnetic field, and the temporal oscillation of the field magnitude leads to transition
if the frequency matches an energy difference between quantum states. The neutron velocity matters only as
it influences the time the neutron spends in the transition region, and therefore the neutron detector does not
need to be position-sensitive. This setup has been described in more detail by Pignol et al. [18].
(C) Mechanically induced transitions: An alternate way to produce an oscillating potential that induces quan-
tum state transitions is to vibrate the bottom mirror. A proposal has been made in [19] for such an experiment,
with the additional feature that the long transition region is split into two short ones with a long bottom mirror
in between, similar to Ramsey spectroscopy in atomic physics. Before the transition region, a state filter selects
only the ground state. Behind the transition region, another state filter selects the ground state again, and a
detector behind the setup would count only the neutrons for which no transition has occurred. Results have
been reported from a more condensed version of this setup by Jenke et al. [7, 8], where the three regions have
not been separated; we are not discussing this complication here.
The Hamiltonian for an UCN above a horizontal mirror at z = 0 in the transition region equations is
H |ψ(t)〉 = H0 |ψ(t)〉+ V (t) |ψ(t)〉 = i~ ∂
∂t
|ψ(t)〉 (1)
with
H0 = − ~
2
2mn
∂2
∂z2
+mngz . (2)
V (t) is the periodic potential applied to induce the transitions. For magnetically induced transitions, V (t) = −~µ · ~B.
The eigenvectors of the solution to the Schroedinger equation with Hamiltonian H0 are |m〉. With transition potential,
the solutions can still be written as a superposition of these eigenvectors, but with coefficients that are time-dependent.
Neutrons that start out to be in the mth vertical quantum state will undergo transitions to other vertical states.
We use the ansatz
|ψ(t)〉 =
∞∑
m=1
am(t)e
− i~Emt |m〉 . (3)
We define ωml = (El − Em)/~. The coefficients am(t) have to fulfill the coupled equations
dam
dt
= − i
~
∞∑
l=1
ale
−iωmlt 〈m |V (t) | l〉 . (4)
We note that V (t) needs not only to oscillate in time, but also to contain some dependence on z; otherwise it would
not couple different quantum states. An oscillating uniform magnetic field would not induce transitions between
quantum states.
4III. STERN-GERLACH SHIFT
In this section we discuss a frequency shift due to the magnetic field configuration in the setups (A) and (B) described
above. The oscillating magnetic field is given by a combination of a magnetic holding field ~B0 and a magnetic field
that is produced by a system of parallel wires shown in Fig. 1 and which oscillates in the rest frame of the neutron.
In appendix A, we show how to compute the magnetic field as a function of x and z.
In both setups (A) and (B), the neutron spin is following the magnetic field direction adiabatically. For setup (A),
this has been shown in appendix B. For setup (B), this has been shown in [18]. Hence, we know that −~µn · ~B =
+s±µn · | ~B|, where s± = +1 for "spin-up" neutrons, and s± = −1 for "spin-down"-neutrons (the magnetic moment
of the neutron points opposite to its spin). Through this paper, we will use µn = |~µn|, which makes µn a positive
number. We can disregard the spin state motion, as the spin stays aligned with the magnetic field, and does not affect
the computation other than through the sign in s±. We can give a simplified Schroedinger equation:
H |ψ(t)〉 = H0 |ψ(t)〉+ s±µn| ~B| |ψ(t)〉 = i~ ∂
∂t
|ψ(t)〉 . (5)
A magnetic field component that oscillates, but does not depend on z, does not introduce transitions, as the matrix
elements 〈m|s±µn| ~B||l〉 vanish for m 6= l . Therefore, we need to expand | ~B| at least up to the linear term in z:∣∣∣ ~B(z, t)∣∣∣ = ∣∣∣ ~B(z = 0, t)∣∣∣+ z ∂
∂z
∣∣∣ ~B(z, t)∣∣∣
=
∣∣∣ ~B(z = 0, t)∣∣∣+ zBx(z = 0, t)∂Bx∂z +Bz(z = 0, t)∂Bz∂z∣∣∣ ~B(z = 0, t)∣∣∣
=
√(
Bˆx sinωt
)2
+
(
B0 + Bˆz cosωt
)2
+ z
(
−Bˆx sinωt
)
(−βx sinωt) +
(
B0 + Bˆz cosωt
)
βz cosωt√(
Bˆx sinωt
)2
+
(
B0 + Bˆz cosωt
)2 . (6)
We use this in the magnetic part of the Hamiltonian, s±µn| ~B|, and expand in Fourier components. We get:
s±µn| ~B| = s±µn (α0 + α1 cosωt+ α2 cos 2ωt+ . . .)︸ ︷︷ ︸
| ~B(0, t)|
+s±µn (β0 + β1 cosωt+ β2 cos 2ωt+ . . .)︸ ︷︷ ︸
∂
∂z | ~B(z, t)|
∣∣∣
z=0
z + . . . (7)
Out of these, we neglect terms that oscillate with frequency 2ω and above. We disregard the term s±µnα0: This term
is constant in space and time, and it just gives a constant contribution to the energy. Furthermore, we disregard the
term s±µnα1 cosωt for reasons that will become clear later. The term s±µnβ1z cosωt depends on z, and oscillates
with ω. This term is the primarily responsible one for quantum state transitions. In setup (A), in the high field limit
discussed in Refs. [9–11], it reduces to s±µnβzz cosωt. For a lower holding field B0, it is reduced, as shown in eqs.
A21. In our discussion, we use B0 = 1.5mT, and the field values given in appendix A.
The term s±µnβ0z is not oscillating, and can be absorbed into a redefined unperturbed Hamiltonian H0,± in (5)
through a redefinition of g:
H0,± = − ~
2
2mn
∂2
∂x2
+mng±z (8)
with g± = g + s±
µn
mn
β0 ∼ g (1± 0.125) . (9)
Consequences of the redefined gravitational acceleration are new basis vectors (|m±〉) to new energies Em,± =
Em(g±/g)2/3. Numbers given here and in the remainder of this section are for setup (A), where the transition
of interest is 3→ 1. The resonance frequency ω13,± := (E3,± − E1,±)/~ is given by
ω13,± = ω13
(
1 + s±
µn
mng
β0
)2/3
. (10)
We note that there is a shift in the resonance frequency whose sign and relative magnitude does not depend on the
quantum states involved in the transition:
∆ω13 = ω13,± − ω13 ∼
{
+238 rad/s for "spin-up" .
−249 rad/s for "spin-down" . (11)
5For an unpolarized neutron beam, in setup (A) and (B) one will encounter two distinct peaks for each transition
m ↔ l, corresponding to the resonance frequencies for "spin-up" and "spin-down" neutrons, respectively. A precise
measurement of the energies of the gravitationally bound quantum states from a single peak can be obtained if the
magnetic field is known well enough to determine the size of the frequency shift. However, better than relying on the
precision of a magnetic field map, is to take the following average that is not sensitive to the frequency shift:
ω13 =
(
ω
3/2
13,+ + ω
3/2
13,−
2
)2/3
(12)
In this way, the precision of the measurement is not limited by this effect.
The cause of the frequency shift is the combination of magnetic holding field and rotating magnetic field that causes
a magnetic force on the neutron spin which does not cancel when averaged over the rotation period of the magnetic
field. We want to call this frequency shift the Stern-Gerlach shift. In first order, it is proportional to the magnetic
moment and a magnetic field gradient, and it changes sign with the spin orientation, as seen from
∆ω13
ω13
=
2
3
s±
µn
mng
β0 − 1
9
(
µn
mng
β0
)2
+ s±
4
3
(
µn
3mng
β0
)3
+ . . .
= ± µnβxBˆx
3mngB0
−
(
µnβxBˆx
6mngB0
)2
± −3µnβxBˆ
3
x + 2µnβzBˆ
2
xBˆz + 2µnβxBˆxBˆ
2
z
24mngB0
3
±1
6
(
µnβxBˆx
3mngB0
)3
+ · · · = ±0.0784− 0.0015± 0.0044± 0.0001− . . . . (13)
If we use H0,± in the Schrödinger equation (5), we arrive at
H |ψ(t)〉 = H0,± |ψ(t)〉+ s±µnβ1z cosωt |ψ(t)〉 = i~ ∂
∂t
|ψ(t)〉 . (14)
We find its solution with the following ansatz:
|ψ(t)〉 =
∞∑
m=1
a±m(t)e
− i~Em,±t |m±〉 . (15)
The coefficients a±m(t) need to fulfill the coupled equations
da±m
dt
= − i
~
∞∑
l=1
a±l e
−iωml,±t 〈m± | s±µnβ1z | l±〉 cosωt . (16)
We retain only the first and third coefficients, as transitions between states are only possible close to a resonance,
and the resonances are distinct. We will validate this approximation later.
da±3
dt
= − i
~
a±1 e
iω13,±t 〈3± | s±µnβ1z | 1±〉 cosωt− i~a
±
3 〈3± | s±µnβ1z | 3±〉 cosωt
da±1
dt
= − i
~
a±3 e
−iω13,±t 〈1± | s±µnβ1z | 3±〉 cosωt− i~a
±
1 〈1± | s±µnβ1z | 1±〉 cosωt (17)
We call the terms that couple a basis state with itself the self-coupling terms. The coefficients are:
Ω1± :=
1
~
〈1± | s±µnβ1z | 1±〉 ∼
{
+394 rad/s for "spin-up"
−428 rad/s for "spin-down" (18)
Ω3± :=
1
~
〈3± | s±µnβ1z | 3±〉 ∼
{
+930 rad/s for "spin-up"
−1012 rad/s for "spin-down" (19)
For this computation, we have used 〈m± |z|m±〉 = 〈m|z|m〉 (g±/g)−1/3, and eq. (C3). The coefficient of the first
terms is a Rabi-Frequency, modified by the Stern-Gerlach shift:
Ω31,± =
1
~
〈1± | s±µnβ1z | 3±〉 ∼
{ −50 rad/s for "spin-up"
54 rad/s for "spin-down" (20)
6Note that the Rabi frequency limit for high magnetic holding field, Ω31 = s±µnβz 〈1 | z | 3〉 = ∓63.7 rad/s, differs by
the use of unmodified eigenfunctions, and by the reduction of β1 to βz.
To be able to remove the self-coupling terms, we substitute a±m → a±m exp(iΩm± sinωt/ω). The new a±m fulfill
da±3
dt
= −iΩ31,±a±1 eiω13,±t cosωt · ei
Ω3±−Ω1±
ω sinωt ,
da±1
dt
= −iΩ31,±a±3 e−iω13,±t cosωt · ei
Ω1±−Ω3±
ω sinωt . (21)
We note that any additional term in the interaction that gives an equal contribution to Ω1± and Ω3± exactly vanishes.
That allowed us to disregard s±µnα1 cosωt in eq. (7): This term adds to the self-coupling, but its contribution is
independent of the state and does change nothing but a global phase. Our next step is to average over fast-oscillating
terms, that is, the terms that oscillate with ω or faster. This is called the "rotating wave approximation" in atomic
physics: Above, we have two kinds of these terms. First, we replace the last factor on the right side of the last
equation system with its average value:
ei
Ω3±−Ω1±
ω sinωt, ei
Ω1±−Ω3±
ω sinωt ∼ 1− (Ω3± − Ω1±)
2
4ω2
(22)
In Ref. [20], the quality of this approximation has been studied. The result is that to first order in the size of the
neglected term, there is no frequency shift of the observed resonance. Their consequence is only that the solutions
show small oscillations with frequency ω , which we also see in our numerical simulation of eqs. (C2).
Close to resonance (ω ∼ ω31,±), the right side of eq. (22) evaluates to about 99%. This is too small to be observed.
Therefore, in the rotating wave approximation, the self-coupling terms can be neglected.
The second use of the rotating wave approximation is that we write cosωt = (exp(iωt) + exp(−iωt))/2 and retain
only the slowly varying component in the differential equation system. We arrive at:
da±3
dt
= − i
2
Ω31,±e−i(ω−ω13,±)ta±1
da±1
dt
= − i
2
Ω31,±ei(ω−ω13,±)ta±3
(23)
The effect of the fast rotating components has already been studied in Ref. [21]. They lead to the so-called Bloch-
Siegert shift in the observed resonance frequency. The Bloch-Siegert shift is too small to be observed in our experiment.
The general solution to eq. (23) is (
a±3 (t)
a±1 (t)
)
=
(
u33 u31
u13 u11
)
·
(
a±3 (0)
a±1 (0)
)
. (24)
The coefficients uml are given through
u33 =
cos(√(ω − ω13,±)2 + Ω231,± t2
)
+ i
ω − ω13,±√
(ω − ω13,±)2 + Ω231,±
sin
(√
(ω − ω13,±)2 + Ω231,±
t
2
)
·e− i2 (ω−ω13,±)t ,
u31 =
−i Ω31,±√
(ω − ω13,±)2 + Ω231,±
sin
(√
(ω − ω13,±)2 + Ω231,±
t
2
) e− i2 (ω−ω13,±)t ,
u11 =
cos(√(ω − ω13,±)2 + Ω231,± t2
)
− i ω − ω13,±√
(ω − ω13,±)2 + Ω231,±
sin
(√
(ω − ω13,±)2 + Ω231,±
t
2
)
·e+ i2 (ω−ω13,±)t ,
u13 =
−i Ω31,±√
(ω − ω13,±)2 + Ω231,±
sin
(√
(ω − ω13,±)2 + Ω231,±
t
2
) e+ i2 (ω−ω13,±)t . (25)
7The evolution of the ground state population is described by a modified Rabi formula, where the modification is
the use of a spin-dependent resonance frequency ω13,± and a spin-dependent Rabi frequency Ω31,± that are both
different from their value at high magnetic holding fields. In particular, for a neutron that starts in state 3 (that is,
a±3 (0) = 1, a
±
1 (0) = 0), we get:
P3→1 =
∣∣a±1 (t)∣∣2 = sin
2
(√
(ω − ω13,±)2 + Ω231,± t2
)
1 +
(
ω−ω13,±
Ω31,±
)2 (26)
For comparison with our simulations, we apply an additional correction. We note that the next term in the power
series for magnetic field magnitude, eq. (6), is
z2
2
∂2
∂z2
∣∣∣ ~B(z, t)∣∣∣ = z2 [βxzBˆx
4B0
+
β2x
4B0
+ . . .
]
. (27)
In first order perturbation theory, the terms shown lead to an additional energy shift of each state. Using eq. (C4),
we get 〈
m± ∣∣D±z2 ∣∣m±〉 = 8D±
15
z2m(g±/g)
−2/3 (28)
with D± = s±µn
[
βxzBˆx
4B0
+
β2x
4B0
]
︸ ︷︷ ︸
66T/m2+60T/m2
.
We correct the resonance frequency for that energy shift
ω′13,± = ω13,± +
8µnD±
15~
(
z23 − z21
)
(g±/g)−2/3 ∼
{
+9 rad/s for "spin-up" .
−11 rad/s for "spin-down" . (29)
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FIG. 2. Ground state population for a neutron that is initially in state three and with "spin-down", for different frequencies.
A resonance is found for ω ∼ 2660 rad/s. The line denoted "modified Rabi" is developed in this section.
Fig. 2 shows the result of a numerical solution of eqs. (C2) for neutrons that are initially "spin-down", and in state
three. The simulation includes the quantum states one to five, and both spin states. If the rotation frequency ω of the
magnetic field is chosen to be close to a resonance frequency, population is transfered between the quantum states at
resonance. The rotation frequency is chosen to introduce transitions between states 1↔ 3, and the figure shows the
appearance (and later disappearance) of the ground state population |a1↑|2 + |a1↓|2. For the optimum frequency, the
8ground state population oscillated between 0 and nearly 100%. Further away from the resonance, the ground state
population stays low. In addition, Fig. 2 shows the expectation from eq. (26) (dashed line). The analytic function
reproduces the numerical simulation well. In the high field limit, the maximum ground state population is achieved
after t = pi/Ω31 = 0.049 s on resonance, that is, for a resonance frequency of ω13 = 2910 rad/s. We observe that the
population change at resonance is slower for our magnetic field than it would be for a high magnetic holding field,
consistent with the expectation of a Stern-Gerlach shift that we just developed.
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FIG. 3. Maximum transition probability as a function of the rotation frequency of the magnetic field ω. The full (black) bullets
on the left are obtained in a numerical simulation of eqs. (C2) for "spin-down", and the open (red) bullets are for "spin-up".
The lines through the bullets give the expectation from the modified Rabi formula. For comparison, we show in the center
(blue) the expectation for high magnetic field, that is, without Stern-Gerlach shift.
In Fig. 3, we show the maximum transition probability into state 1 for neutrons that are initially in state 3, and
"spin-up" (black) or "spin-down" (red). The maximum is taken over a time longer than an oscillation period. The
observed Stern-Gerlach shift confirms our analytical estimate in eq. (29) in sign and magnitude to about 0.1%. An
interesting outcome of this discussion is that the through-going neutrons are polarized, with opposite spin states for
the two horizontal velocities classes that belong to the two peaks in Fig. 3.
In addition, Fig. 3 shows the expectation for high magnetic holding fields (B0 > 30mT) that is discussed in [9–11];
in this limit the Stern-Gerlach shift is negligible, and the dynamics of the system does not depend on the spin state.
IV. SPECTATOR STATE SHIFT
Another type of frequency shift is what we call the spectator state shift. The issue is that the rotating magnetic
field couples not only the two states that are in resonance. The coupling to other energy states leads to a resonance
frequency shift that is present in any measurement scheme. The spectator state shift is is formally similar to the AC
stark shift in atomic physics.
In the following, we will use the formalism of quasienergies, based on Floquet’s theorem. We can write solutions of
Eq. (1), in position space, in the form
Ψ(z, t) =
∞∑
m=1
ame
− i~ E˜mtfm(z, t) . (30)
Here, E˜m are quasienergies. The theorem guarantees that fm(z, t) is periodic in time, with the same period as the
periodic potential, 2pi/ω. We can expand this function in a Fourier series:
Ψ(z, t) =
∞∑
m=1
ame
− i~ E˜mt
∞∑
k=−∞
e−ikωtφkm(z) . (31)
9Using V (z, t) = cosωt · U(z), the quasienergy harmonics φkm(z) have to satisfy(
E˜m + k~ω
)
φkm(z) = H0φ
k
m(z) +
1
2
U(z)
(
φk−1m (z) + φ
k+1
m (z)
)
. (32)
This is an equation system for each positive integer m, and for each integer k. The amplitudes am are found from
the initial condition. For the most simple case, that is, for neutrons that begin in state |n0〉, the amplitudes can be
written as
am =
∞∑
k=−∞
〈
φkm
∣∣n0〉 . (33)
Thus, the transition amplitude Tn0→n1 from initial state n0 to final state n1 after time t turns out to be
Tn0→n1 =
∞∑
m=1
∞∑
k,k′=−∞
〈
n1
∣∣∣φk′m〉 e− i~ E˜mt−ik′ωt 〈φkm ∣∣n0〉 . (34)
It is instructive to see how the Rabi formula can be obtained with restricting the sum to the two quasi-harmonics
n0 < n1. Such an approximation is justified for weak (|Ωn0n1 |  |ωn0n1 |), but resonant coupling of levels n0 and n1,
that is with a detuning δ := ω − (En1 − En0)/~ which is small (|δ|  |ωn0n1 |). Eq. (32) is approximated by
E˜n0φ
0
n0(z) = H0φ
0
n0(z) +
1
2
U(z)φ1n0(z) ,(
E˜n0 + ~ω
)
φ1n0(z) = H0φ
1
n0(z) +
1
2
U(z)φ0n0(z) . (35)
We are looking for a zeroth order solution for which φ0n0(z) ≈ C0 〈z |n0〉 and φ1n0(z) ≈ C1 〈z |n1〉. With this ansatz,
and neglecting higher order terms, this equation system can be turned into the algebraic equations(
E˜n0 − En0
)
C0 =
~
2
Ωn1n0C1 ,(
E˜n0 + ~ω − En1
)
C1 =
~
2
Ωn0n1C0 . (36)
As defined previously, ~Ωn1n0 = 〈n0|U |n1〉. This system of equations has two solutions for quasienergy E˜n0 and
coefficients C0 and C1:
E˜±n0
~
=
En0
~
− δ
2
± 1
2
√
δ2 + |Ωn1n0 |2 (37)
and
C±1
C±0
=
Ωn1n0
δ ±
√
δ2 + |Ωn1n0 |2
. (38)
We determine the coefficients C±0 through the normalization condition
∫ ∣∣φ0n0(z) + e−iωtφ1n0(z)∣∣2 dz = 1:
C±0 =
δ ±
√
δ2 + |Ωn1n0 |2√(
δ ±
√
δ2 + |Ωn1n0 |2
)2
+ |Ωn1n0 |2
=
√√√√√1
2
1± δ√
δ2 + |Ωn1n0 |2
 (39)
With Eq. (33), we arrive at
|Ψ(z, t)〉 = C+0 e−
i
~ E˜
+
n0
t
(
C+0 |n0〉+ e−iωtC+1 |n1〉
)
+ C−0 e
− i~ E˜−n0 t
(
C−0 |n0〉+ e−iωtC−1 |n1〉
)
=
cos(√δ2 + |Ωn1n0 |2 t2
)
− i δ√
δ2 + |Ωn1n0 |2
sin
(√
δ2 + |Ωn1n0 |2
t
2
) e−i(En0~ − δ2)t |n0〉
−i Ωn1n0√
δ2 + |Ωn1n0 |2
sin
(√
δ2 + |Ωn1n0 |2
t
2
)
e
−i
(
En1
~ +
δ
2
)
t |n1〉 . (40)
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We find the complete time-dependent solution to be the same as given in Eq. (24). If we neglect spectator states,
resonance is achieved if the frequency of the perturbation potential ω coincides with the energy difference ωn0n1 . We
will now show that taking into account additional harmonics in the quasienergy equation system (32) results in a shift
of the resonance line in second order in Ωn1n0/ωn0n1 . For this, we need the first order correction to the wave function.
We can compute this correction using Eq. (35). Together with the zeroth order, we obtain:
φ0n0(z) ≈ C0 〈z |n0〉+
∑
k 6=n0
C0,k 〈z | k〉 , (41)
φ1n0(z) ≈ C1 〈z |n1〉+
∑
k 6=n1
C1,k 〈z | k〉 (42)
with
C0,k =
1
2
〈k|U |n1〉
E˜n0 − Ek
C1 ≈ ~
2
Ωn1k
En0 − Ek
C1 ,
C1,k =
1
2
〈k|U |n0〉
E˜n0 + ~ω − Ek
C0 ≈ ~
2
Ωn0k
En1 − Ek
C0 . (43)
Again we simplify equation system (32), but we will keep two more harmonics:(
E˜n0 − ~ω
)
φ−1n0 (z) = H0φ
−1
n0 (z) +
1
2
U(z)φ0n0(z) ,
E˜n0φ
0
n0(z) = H0φ
0
n0(z) +
1
2
U(z)φ−1n0 (z) +
1
2
U(z)φ1n0(z) ,(
E˜n0 + ~ω
)
φ1n0(z) = H0φ
1
n0(z) +
1
2
U(z)φ0n0(z) +
1
2
U(z)φ2n0(z) ,(
E˜n0 + 2~ω
)
φ2n0(z) = H0φ
2
n0(z) +
1
2
U(z)φ1n0(z) (44)
We can turn this equation system into two coupled equations using the Green’s function approach. Greene’s operator
Gˆ() is
Gˆ() =
∑
k
|k〉 〈k|
− Ek . (45)
Using Greene’s operator, we write the two new harmonics as
φ−1n0 (z) =
1
2
Gˆ(E˜n0 − ~ω)U(z′)φ0n0(z′)
and φ2n0(z) =
1
2
Gˆ(E˜n0 + 2~ω)U(z′)φ1n0(z
′) . (46)
We obtain
E˜n0φ
0
n0(z) =
(
H0 +
1
4
U(z)Gˆ(E˜n0 − ~ω)U(z′)
)
φ0n0(z) +
1
2
U(z)φ1n0(z)
and
(
E˜n0 + ~ω
)
φ1n0(z) =
(
H0 +
1
4
U(z)Gˆ(E˜n0 + 2~ω)U(z′)
)
φ1n0(z) +
1
2
U(z)φ0n0(z) . (47)
This equation system is similar to (35), with the only difference that we have an additional effective potential of the
type Vˆ = (1/4)UGˆU . This equation system includes the second order corrections due to spectator states. We need
to find the solution with all terms of second order in Ωn0n1/ωn0n1 .
Using Eq. (42), we obtain (
E˜n0 − En0 − V11
)
C0 =
~
2
Ωn1n0C1 +
~
2
∑
k 6=n1
Ωkn0C1,k ,(
E˜n0 + ~ω − En1 − V22
)
C1 =
~
2
Ωn0n1C0 +
~
2
∑
k 6=n0
Ωkn1C0,k . (48)
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We have used the definitions
V11 =
1
4
〈n0|UGˆ(E˜n0 − ~ω)U |n0〉 ≈
~2
4
∞∑
k=1
|Ωkn0 |2
2En0 − En1 − Ek
(49)
and V22 =
1
4
〈n1|UGˆ(E˜n0 + 2~ω)U |n1〉 ≈
~2
4
∞∑
k=1
|Ωkn1 |2
2En1 − En0 − Ek
. (50)
Substituting equation system (43) in equation system (48), we obtain(
E˜n0 − En0 − V11 − U11
)
C0 =
~
2
Ωn1n0C1 ,(
E˜n0 + ~ω − En1 − V22 − U22
)
C1 =
~
2
Ωn0n1C0 . (51)
We introduced the notation
U11 =
1
4
∑
k 6=n1
|〈n0|U |k〉|2
E˜n0 + ~ω − Ek
≈ ~
4
∑
k 6=n1
|Ωkn0 |2
En1 − Ek
,
U22 =
1
4
∑
k 6=n0
|〈n1|U |k〉|2
E˜n0 − Ek
≈ ~
4
∑
k 6=n0
|Ωkn1 |2
En0 − Ek
. (52)
The solution for the quasienergies becomes:
E˜±n0
~
=
En0
~
− δ + (V11 − V22 + U11 − U22) /~
2
± 1
2
√
(δ + (V11 − V22 + U11 − U22) /~)2 + |Ωn1n0 |2 . (53)
We can compute the quasienergies E˜±n0 , and the low-frequency part of the wave function |Ψ(z, t)〉, by substituting δ
with δ + (V11 − V22 + U11 − U22) /~ in Eqs. (37) and (40). The maximum probability for disappearance from initial
state n0 is achieved for a resonance frequency that is larger than the energy difference of the two states in resonance
by δmax = − (V11 − V22 + U11 − U22) /~:
δmax =
~
4
 ∞∑
k=1
|Ωkn1 |2
2En1 − En0 − Ek
+
∑
k 6=n0
|Ωkn1 |2
En0 − Ek
−
∞∑
k=1
|Ωkn0 |2
2En0 − En1 − Ek
−
∑
k 6=n1
|Ωkn0 |2
En1 − Ek
 . (54)
We note that the maximum probability for appearance into final state n1 can be slightly different. If we had only the
two states n0 and n1, we would find δmax = (~/4) |Ωn0n1 |2 /(En1 − En0), which, in this approximation, corresponds
to the Bloch-Siegert Shift [21].
We now discuss the spectator state shift in setup (A) and setup (B) in the high magnetic holding field limit, that is,
without taking into account the Stern-Gerlach shift introduced in the previous section. It can be re-introduced simply
by treating each spin state separately; for each spin state, one would take the effective values for gravitational quantum
state energies and Rabi frequencies. Table I compares the high-field limit of the spectator state shift for different
transitions from Eq. (54) with the frequency shift from a numerical simulation using many coupled states. For each
transitions, the strength of the periodic potential was chosen so that the time for maximum transition pi/Ωn1n0 = 0.1 s.
The sums are converging only slowly, which means, that even quantum states with an energy considerably higher
than En1 + ~ω contribute to the result. The results of the analytical expression (54) and the numerical simulation
are in reasonable agreement. The agreement could be improved by using an iterative procedure, as we have used
unperturbed values of energy in the Green’s operator. We have chosen a strength of the periodic potential that is
weaker than in present experimental setups. This improves the quality of our approximations, but underestimates
the size of the spectator state shift in those setups. The spectator state shift grows with the squared amplitude of
the periodic potential. For example, in setup (A) with a length of 24 cm and a periodic potential strength chosen for
maximum transition probability for the 1 → 3 transition, the frequency shifts are a factor of 4 larger. If the length
was only 10 cm, and again the interaction strength is chosen for maximum transition probability, the frequency shifts
are about a factor 25 larger, that is, the correction of the resonance frequency of the 1 → 3 transitions is about 2%.
Furthermore, we note that for short setups and therefore for a large amplitude excitation, the correction terms in Eq.
(54) may not be small enough, and the formalism cannot be used.
The periodic potential in setup (C) appears to be different, as was shown in Refs. [19, 22]; we have Vvibr =
aˆmng sinωt+ iaˆ~ω cosωt ∂∂z with a vibration amplitude aˆ. The first summand does not depend on position, and like
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TABLE I. Frequency shift for maximum disappearance probability from initial state n0 with a periodic potential in resonance
with n0 → n1.
Transition Unperturbed transition frequency (En1 − En0)/2pi~ δmax/2pi from Eq. (54) δmax/2pi from simulation
1→ 2 254.564Hz 0.28Hz 0.24Hz
1→ 3 462.979Hz -0.03Hz -0.04Hz
1→ 4 647.177Hz 0.16Hz 0.17Hz
1→ 5 815.557Hz -0.29Hz -0.29Hz
1→ 6 972.459Hz -0.018Hz -0.019Hz
1→ 7 1120.491Hz 0.45Hz 0.4Hz
a uniform magnetic field periodic in time discussed above Eq. (22), it does not have a visible effect. The second
summand can be discussed with the method described above, using Uvibr = iaˆ~ω ∂∂z . Table II compares the analytical
result with a numerical simulation, again with a vibration strength that would cause maximum transition probability
after 0.1 s. The analytical calculation is analogues to the one presented above, and uses matrix elements of the type
〈k| ∂∂z |l〉 that have been derived in [23].
TABLE II. Frequency shift for maximum disappearance probability from disappearance probability from initial state n0 with
a vibration in resonance with n0 → n1.
Transition Unperturbed transition frequency (En1 − En0)/2pi~ δmax/2pi from Eq. (54) δmax/2pi from simulation
1→ 2 254.564Hz 0.14Hz 0.15Hz
1→ 3 462.979Hz -0.08Hz -0.09Hz
1→ 4 647.177Hz 0.13Hz 0.12Hz
1→ 5 815.557Hz -0.31Hz -0.29Hz
1→ 6 972.459Hz -0.04Hz -0.03Hz
1→ 7 1120.491Hz 0.44Hz 0.44Hz
The formally similar effect in atomic physics, called AC Stark shift, has been discussed in a general way in Ref.
[24]. In atoms, many transition matrix elements vanish due to selection rules, and the nonzero ones are very much
smaller than differences between energy levels. Usually, large effects are expected only for spectator states that are
separated from one of the states in the resonant transition by an amount that is very close to ~ω. In gravitational
resonance spectroscopy, many spectator states contribute to the shift, and the largest contribution is often given from
a spectator state that is close to one of the resonant states, although it is not close to be in resonance.
V. INTERFERENCE SHIFT
This section discusses setups (A) and (B), where the initial state is prepared by a step. The assumption that the
initial quantum state of the incoming neutrons is state 3 is an idealization. We can approximate this situation by
starting with incoming neutrons to be in the ground state before the step that separates region (1.) and (2.). The
wave function of the incoming neutrons in region (1.) is ψin(z). Here, we have ψin(z) ∝ Ai((z − z1 −∆zstep)/z0) for
z > ∆zstep, where ∆zstep is the height of the step. Again, the one-dimensional description is justified for step heights
in the order of tens of micrometers, as the energy differences between all relevant quantum states are so small that
the change in the horizontal velocity of the neutron during a state transition can be neglected. If the step is taken to
be ideally sharp, we can use the sudden approximation to compute the coefficients in eq. (3) just after the step. at
the beginning of region (2.):
am(after step) := am↑(after step) = am↓(after step) =
∞∫
∆zstep
ψ∗in(z)ψm(z)dz (55)
Fig. 4 shows the coefficients am(after step) for different step heights around its planned value of ∆zstep = 21µm.
The step height is chosen such that the coefficient a3(after step) is high compared to the other coefficients. Never-
theless, uncertainties in the determination of the step height, and the step shape, and admixtures to the incoming
neutron state will cause uncertainties in the coefficients of the quantum states which are discussed in this section. For
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FIG. 4. Initial coefficients am(after step). These coefficients are independent of the spin state, and therefore the subscript
denoting the spin is suppressed.
∆zstep = 21µm, we have a1(after step)/a3(after step) ∼ 0.05. We have admixtures of quantum states other than 1
and 3, however, for a resonance frequency close to the 1↔ 3 transition, they are less important.
Neutrons traversing the distance from the step to the transition region acquire some phase that depends on the
state number m. This phase does not change the energy levels or the resonance frequency. However, it does changes
the time needed for maximum transition, and therefore it might look like a resonance peak shift, depending on the
setup. In setup (A), the phase difference between state 3 and ground state, α = arg(a3(0))− arg(a1(0)), is difficult to
determine from the experiment geometry, and it might have to be treated as a fit parameter. The interference shift
cannot be observed in setup (B), as here the phase of the magnetic field in the transition region changes with time.
The filter in region (2.) will be set such that the rate of accepted neutrons N1(vx) is proportional to |a1(t = L/vx)|2.
Using eq. (24), we have a count rate N1(vx) after the filter that is given by
N1(vx) ∝ |u13|2 |a3(0)|2 + 2< [u∗13u11a∗3(0)a1(0)] + |u11|2 |a1(0)|2 . (56)
The elements of the matrix ulm are taken at t = L/vx. This is the time the neutrons take to fly through the rotating
field in the transition region. The first term describes how neutrons that are initially in a pure state 3 are appearing
in state 1 at the end of the transition region. The last term describes how neutrons that are in a pure state 1 at
the beginning of the transition region are disappearing from this state. Its contribution is reduced by |a1(0)/a3(0)|2,
and therefore small. The second term is an interference term. It disappears at resonance, and it is at maximum
for
∣∣ω − ω′13±∣∣ = |Ω31±|. Its size is reduced by |a1(0)/a3(0)| relative to the first term. At that level, the resonance
peaks become asymmetric. This is in addition to the trivial (and small) asymmetry due to the fact that the length of
the transition region L can be optimized to have maximal state transfer for a certain velocity component vx in the
incoming neutron beam, but not for all of them. Using eqs. (24) and δω(vx) = 2pivx/λ − ω′13,±, we can predict the
count rates at given horizontal velocity component to be
N1(vx) ∝
Ω231,± |a3(0)|2 + 2Ω31,±δω(vx) |a3(0)| |a1(0)| cosα+ δω2(vx) |a1(0)|2
δω2(vx) + Ω231,±
sin2
(√
δω2(vx) + Ω231,±
L
2vx
)
+
Ω31,± |a3(0)| |a1(0)| sinα√
δω2(vx) + Ω231,±
sin
(√
δω2(vx) + Ω231,±
L
vx
)
+ |a1(0)|2 cos2
(√
δω2(vx) + Ω231,±
L
2vx
)
. (57)
Fig. 5 shows the precision with which the model presented here allows to determine the position of the peaks. The
agreement with the full simulation is well below the peak width for the peaks for which the length of the transition
region is optimized for maximum transition. For the small peaks, the combination of interference effects and the
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FIG. 5. Expected yield for different velocity components vx of the incoming neutron beam.The arrows in parenthesis denote if
the resonance is for the "spin-up" (↑) or the "spin-down" (↓) component. The bullets are obtained in a numerical simulation
of eqs. (C2). The gray lines show the analytical model (eq. (57)). The arrows indicate the velocity components for which the
transitions occur that are indicated above the arrows. The vx distribution has been neglected in this figure. It is expected to
emphasize the higher values for vx.
non-perfect reproduction of the Rabi frequency by the model is a limitation. For "spin-up" neutrons, the 1 ↔ 2
transition is not well separated from the 2↔ 3, and our two-state model cannot capture the dynamics correctly. The
transition 1↔ 4 is a case where the interference shift is large.
The maximum of the resonance peak, vx,peak, is shifted from its unperturbed value λω′13,±/2pi due to the interference
term. In first approximation, this shift is given by
∆vx,peak
vx,peak
=
a1(0)
a3(0)
Ω31,±
ω′13,±
cosα(
1− a21(0)
a23(0)
)(
1 +
Ω31,±
ω′13,±
Lpi
λ cot
Ω31,±
ω′13,±
Lpi
λ
)
+ a1(0)a3(0)
(
Ω31,±
ω′13,±
Lpi
λ
(
cot2
Ω31,±
ω′13,±
Lpi
λ − 1
)
− 1
)
sinα
. (58)
The interference shift is small for full transitions, where we have
∆vx,peak
vx,peak
∼ a1(0)
a3(0)
Ω31,±
ω′13,±
cosα . (59)
Irrespective of the value for α, the correction is usually below 0.1%. It gets large for a given resonance if the length
of the transition region L is not chosen such that the transition probability is at maximum, that is, if the argument
of the cotangents is not close to an half-integral multiple of pi. In Fig. 5, the gray arrow show the position of the
maximum after taking into account the interference shift. The difference to the expectation without interference (the
black arrow) is small, and most pronounced at the 1 ↔ 4 transition, where the transition probability is small since
the length of the system L is not optimized for that transition.
VI. SUMMARY
This paper discusses systematic frequency shifts in the spectroscopic measurement of the energies of gravitationally
bound quantum states of ultra-cold neutrons. The largest one, the Stern-Gerlach shift, is associated with the dynamics
of the spin; it is specific to the setup presented here, in which resonant transitions between quantum states are induced
with an oscillating magnetic field gradient in flow-through mode. The Stern-Gerlach shift is spin-dependent, and
disappears by taking a suitable average over the spin state. The spectator state shift is present in any scheme of
gravitational resonance spectroscopy. The interference shift stems from an imperfect preparation of the initial state
through a step, and is averaged out in many schemes. These frequency shifts need to be discussed and taken into
account in a gravitational resonance spectroscopy if precision measurements are desired.
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Appendix A: Magnetic field of parallel rectangular wires
We will now compute the magnetic field of an infinite amount of parallel rectangular wires with regular spacing
and current pattern. This is the set of wires in the transition region in setups (A) and (B), except for that the real
wires have finite length, are interconnected, and we have a finite amount of them. We will solve the problem in three
steps: First we give an expression for an infinite number of parallel thin wires, then we extend the solution to wires
with rectangular cross section, and finally we superimpose wire sets with different currents to take into account the
pattern of currents we have in our setup.
The magnetic field of a single wire with current I, parallel to the y axis, positioned at (x0, z0), for a point (x, z)
outside the wire, is
Bx(x, z) =
µ0I
2pi
z − z0
(x− x0)2 + (z − z0)2
. (A1)
For an infinite amount of wires at distance λ, we add the magnetic field of each one. Assuming the nth wire is at
x = x0 + nλ, we get
Bx(x, z) =
µ0I
2pi
∞∑
m=−∞
z − z0
(x− (x0 + nλ))2 + (z − z0)2
. (A2)
To understand better the x and z dependence of this function, let us calculate the Fourier transform with respect to
the x variable:
Bx(k, z) =
1√
2pi
∞∫
−∞
Bx(x, z)e
ikxdx . (A3)
Taking into account that for z < z0 (the case we are interested in),
∞∫
−∞
z − z0
(x− x0)2 + (z − z0)2
eikxdx = −pieikx0e−|k(z−z0)| , (A4)
one obtains
Bx(k, z) = − µ0I
2
√
2pi
e−|k(z−z0)|
∞∑
n=−∞
eikx0+ikna = −
√
2pi
µ0I
2λ
e−|k(z−z0)|eikx0
∞∑
n=−∞
δ
(
k − n2pi
λ
)
. (A5)
We used here the usual expression for the Dirac comb (T = 2pi/λ):
1
T
∞∑
n=−∞
ei2pint/T =
∞∑
n=−∞
δ (t− nT ) . (A6)
Therefore, for the magnetic field, we obtain
Bx(x, z) = − 1√
2pi
∞∫
−∞
Bx(k, z)e
−ikxdk (A7)
and
Bx(x, z) = −µ0I
2λ
∞∑
n=−∞
ei2pin(x−x0)/λe−2pi|n(z−z0)|/λ = −µ0I
λ
(
1
2
+
∞∑
n=1
e−2pin|z−z0|/λ cos
2pin(x− x0)
λ
)
. (A8)
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This field represents a series of periodic terms where higher harmonics are suppressed by a factor of e−2pi(z−z0)/λ:
Bx(x, z) = −µ0I
λ
(
1
2
+ e−2pi|z−z0|/λ cos
2pi(x− x0)
λ
+ e−4pi|z−z0|/λ cos
4pi(x− x0)
λ
+ . . .
)
(A9)
We can rewrite this as
Bx(x, z) = −µ0I
λ
(
1
2
+
∞∑
n=1
e−2pin|z−z0|/λ cos
2pi(x− x0)
λ
)
= −µ0I
2λ
(
1 +
∞∑
n=1
e−2pin|z−z0|/λe2piin(x−x0)/λ +
∞∑
n=1
e−2pin|z−z0|/λe−2piin(x−x0)/λ
)
= −µ0I
2λ
(
1 +
e−2pin|z−z0|/λe2pii(x−x0)/λ
1− e−2pi|z−z0|/λe2pii(x−x0)/λ +
e−2pi|z−z0|/λe−2pii(x−x0)/λ
1− e−2pi|z−z0|/λe−2pii(x−x0)/λ
)
=
µ0I
2λ
sinh 2pi(z − z0)/λ
cosh 2pi(z − z0)/λ− cos 2pi(x− x0)/λ . (A10)
An analogous expression can be obtained for the z-component of the field:
Bz(x, z) = −µ0I
λ
(
e−2pi|z−z0|/λ sin
2pi(x− x0)
λ
+ e−4pi|z−z0|/λ sin
4pi(x− x0)
λ
+ . . .
)
= −µ0I
2λ
sin 2pi(x− x0)/λ
cosh 2pi |z − z0| /λ− cos 2pi(x− x0)/λ (A11)
The next step is to replace the infinitely thin wires at x = x0 + nλ and z = z0 by a wire with rectangular cross
section of width ∆x = 1mm and height ∆z = 1mm, centered at the same place. For z < z0 −∆z/2, we get:
Bx(x, z) = −
x0+∆x/2∫
x0−∆x/2
z0+∆z/2∫
z0−∆z/2
µ0I
λ∆x∆z
(
1
2
+ e−2pi|z−z′|/λ cos 2pi(x− x
′)
λ
+ e4pi|z−z′|/λ cos 4pi(x− x
′)
λ
+ . . .
)
dz′dx′ . (A12)
We evaluate this expression, to
Bx(x, z) = −µ0I
λ
(
1
2
+
λ2
pi2∆x∆z
e−2pi|z−z0|/λ sinh
pi∆z
λ
cos
2pi(x− x0)
λ
sin
pi∆x
λ
+
λ2
(2pi)2∆x∆z
e−4pi|z−z0|/λ sinh
2pi∆z
λ
cos
4pi(x− x0)
λ
sin
2pi∆x
λ
+ . . .
)
. (A13)
In the same way, we get
Bz(x, z) = −µ0I
λ
( λ2
pi2∆x∆z
e−2pi|z−z0|/λ sinh
pi∆z
λ
sin
2pi(x− x0)
λ
sin
pi∆x
λ
+
λ2
(2pi)2∆x∆z
e−4pi|z−z0|/λ sinh
2pi∆z
λ
sin
4pi(x− x0)
λ
sin
2pi∆x
λ
+ . . .
)
. (A14)
The last step is to add the magnetic field of infinite parallel wires with current I = I0 at x0 = xoffset = λ/4 to the
magnetic field of infinite parallel wires with current I = I0/
√
2 at x0 = xoffset +λ/8, and so on up to the the magnetic
field of infinite parallel wires with current I = I0/
√
2 at x0 = xoffset + 7λ/8. For the choice of currents, the terms that
rotate with spatial period λ/4pi and λ/6pi cancel. Neglecting the terms that rotate even faster, we obtain:
Bx(x, z) = −µ0I0
λ
λ2
pi2∆x∆z
e−2pi|z−z0|/λ sinh
pi∆z
λ
sin
pi∆x
λ
·
(
cos
2pi(x− λ/4)
λ
+
1√
2
cos
2pi(x− 3λ/8)
λ
− 1√
2
cos
2pi(x− 5λ/8)
λ
− cos 2pi(x− 3λ/4)
λ
− 1√
2
cos
2pi(x− 7λ/8)
λ
+
1√
2
cos
2pi(x− 9λ/8)
λ
)
= −4µ0I0
λ
λ2
pi2∆x∆z
e−2pi|z−z0|/λ sinh
pi∆z
λ
sin
pi∆x
λ
sin
2pix
λ
. (A15)
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For the z component, we get:
Bz(x, z) = −µ0I0
λ
λ2
pi2∆x∆z
e−2pi|z−z0|/λ sinh
pi∆z
λ
sin
pi∆x
λ
·
(
sin
2pi(x− λ/4)
λ
+
1√
2
sin
2pi(x− 3λ/8)
λ
− 1√
2
sin
2pi(x− 5λ/8)
λ
− sin 2pi(x− 3λ/4)
λ
− 1√
2
sin
2pi(x− 7λ/8)
λ
+
1√
2
sin
2pi(x− 9λ/8)
λ
)
=
4µ0I0
λ
λ2
pi2∆x∆z
e−2pi|z−z0|/λ sinh
pi∆z
λ
sin
pi∆x
λ
cos
2pix
λ
. (A16)
From this, we obtain
Bˆx = Bˆz =
4µ0I0
λ
λ2
pi2∆x∆z
e−2pi|z−z0|/λ sinh
pi∆z
λ
sin
pi∆x
λ
≈ 1mT , (A17)
βx = βz =
8piµ0I0
λ2
λ2
pi2∆x∆z
e−2pi|z−z0|/λ sinh
pi∆z
λ
sin
pi∆x
λ
≈ 0.6T/m , (A18)
βzz = βxz =
16pi2µ0I0
λ3
λ2
pi2∆x∆z
e−2pi|z−z0|/λ sinh
pi∆z
λ
sin
pi∆x
λ
≈ 400T/m2 . (A19)
The numerical values for the amplitudes of magnetic field and its derivatives are given for I0 = 5A, λ = 1 cm, and for
a location that is 1.5mm below the wires (z = z0 − 1.5mm). In our discussions, we have used the numerical values
for Bˆx, Bˆz, . . . as independent inputs, to be able to take into account a measured magnetic field which might differ
due to imperfections in the geometry.
We have shown in [11] that vx, the x component of the neutron velocity, can be taken as constant for each neutron
for the measurements planned. Therefore, we can write the magnetic field alternatively as a function of time and z
coordinate using the translation x = vx · t. The rotation frequency of the field, as seen by the neutron, is then given
as ω = vx/λ.
For this field, the expansion coefficients used in the text in eq. (7) can be further expanded in Bˆx/B0 and Bˆz/B0,
and are given by:
α0 = B0
(
1 +
Bˆ2x
4B20
+
−3Bˆ4x + 4Bˆ2xBˆ2z
64B40
+ . . .
)
∼ (1.5 + 0.167 + 0.005 + . . .) mT ,
α1 = Bˆz
(
1− Bˆ
2
x
8B20
+
3Bˆ4x − 4Bˆ2xBˆ2z
64B40
+ . . .
)
∼ (1.0− 0.056− 0.003 + . . .) mT ,
α2 = − Bˆ
2
x
4B0
+
Bˆ4x
16B30
+ · · · ∼ (−0.167 + 0.018 + . . .) mT , (A20)
β0 =
βxBˆx
2B0
+
−3βxBˆ3x + 2βxBˆxBˆ2z + 2βzBˆ2xBˆz
16B0
3 +
15βxBˆ
5
x − 12βzBˆ4xBˆz − 24βxBˆ3xBˆ2z + 16βzBˆ2xBˆ3z + 8βxBˆxBˆ4z
128B0
5
+ · · · ∼ (0.2 + 0.0111 + 0.0019 + . . .) T/m ,
β1 = βz +
−βzBˆ2x − 2βxBˆxBˆz
8B0
2 +
3βzBˆ
4
x + 12βxBˆ
3
xBˆz − 12βzBˆ2xBˆ2z − 8βxBˆxBˆ3z
64B0
4
∼ (0.6− 0.1− 0.0093 + . . .) T/m ,
β2 =
−βxBˆx
2B0
+
βxBˆ
3
x
4B0
3 ∼ (−0.2 + 0.044 + . . .) T/m . (A21)
Appendix B: Equivalence of solutions to Schroedinger equation in adiabatic approximation to the original one
The Schroedinger equation for a oscillating magnetic interaction potential is given by
H |ψ(t)〉 = H0 |ψ(z, t)〉 − ~µn · ~B(t) |ψ(t)〉 = i~ ∂
∂t
|ψ(t)〉 . (B1)
We had asserted in the main text that this equation is equivalent to the one that we used as eq. (5), that is, in
adiabatic approximation. In this section we want to derive a condition for that, valid for the conditions of setup (A).
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Let us define the spinor |+〉 (|−〉) as one that describes a neutron spin that is always aligned (anti-aligned) with
the magnetic field. That means that this spinor is an eigen-vector of the magnetic interaction Hamiltonian
− ~µn · ~B(z, t) |±〉 = ±(z, t) |±〉 . (B2)
Here, z and t play a role as parameters. For ~B(z, t) = Bx(z, t)xˆ + Bz(z, t)zˆ, one easily gets ±(z, t) = ±µnB(z, t).
The spinor has the components
|+〉 =
 − B−Bz√B2x+(B−Bz)2
Bx√
B2x+(B−Bz)2
 = 1√
2
 −√1− BzB√
1 + BzB
 , (B3)
|−〉 =
 B+Bz√B2x+(B+Bz)2
Bx√
B2x+(B+Bz)
2
 = 1√
2
 √1 + BzB√
1− BzB
 . (B4)
With these spinors, the general wave function is now
|ψ(t)〉 = φ+(z, t) |+〉+ φ−(z, t) |−〉 . (B5)
Taking into account that the spinors |+〉, |−〉 are orthogonal to each other at any moment t and any position z, we
get the corresponding system for the new wave function components
H0φ+(z, t) + µnB(z, t)φ+(z, t) = i~
∂
∂t
φ+(z, t) + i~φ−(z, t) 〈−| ∂
∂t
|+〉 ,
H0φ−(z, t)− µnB(z, t)φ−(z, t) = i~ ∂
∂t
φ−(z, t)− i~ 〈+| ∂
∂t
|−〉 . (B6)
Decoupling of amplitudes that corresponding to different spin projections on the field axis (the adiabatic approxima-
tion) takes place if we neglect the last term in each equation, that is, their coupling. This approximation is valid
if ∣∣∣∣~ 〈−| ∂∂t |+〉
∣∣∣∣ |µnB| . (B7)
The spinors |+〉, |−〉 are periodic functions of t, and their periodicity is chosen to match the transition frequency, e.g.
ω13,±: ∣∣∣∣~ 〈−| ∂∂t |+〉
∣∣∣∣ ∼ ∣∣∣∣ 12α0 ∂Bz∂t
∣∣∣∣ ≤ Bˆzpivxα0λ (B8)
Here, α0 is the average value of the magnetic field magnitude |B|, as defined in Eq. (7). Eq. (B7) holds if the
frequency with which the magnetic field changes is small compared to the Larmor frequency 2µnα0/~:
Bˆzpivx
α0λ
 2µnα0
~
(B9)
For this condition to hold for all neutron velocities up to vx = 7m/s, we need α0 
√
(Bˆz~pivx/2λµn). This is verified
in a numerical simulation of the full Schroedinger equation (B1) including both spin states, demanding B0 ≥ 1.5mT.
Appendix C: Numerical simulation of transition region in setup (A):
We have developed a full numerical simulation of the Schroedinger equation with spin (B1). We use the ansatz:
|ψ(t)〉 =
∞∑
m=1
am↑(t)e−
i
~Emt |m ↑〉+ am↓(t)e− i~Emt |m ↓〉 . (C1)
Here, |m ↑〉 is the mth solution of eq. (B1) without magnetic field to a spin pointing into the +z direction ("spin-up")
to energy Em, and |m ↓〉 is the mth solution of eq. (B1) without magnetic field to a spin pointing into the -z direction
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("spin-down"). We define ωml = (El−Em)/~. The coefficients am↑(t) and am↓(t) have to fulfill the coupled equations
dam↑
dt
= − i
~
∞∑
l=1
al↑e−iωmlt
〈
m ↑
∣∣∣−~µn · ~B ∣∣∣ l ↑〉− i~
∞∑
l=1
al↓e−iωmlt
〈
m ↑
∣∣∣−~µn · ~B ∣∣∣ l ↓〉 ,
dam↓
dt
= − i
~
∞∑
l=1
al↑e−iωmlt
〈
m ↓
∣∣∣−~µn · ~B ∣∣∣ l ↓〉− i~
∞∑
l=1
al↓e−iωmlt
〈
m ↓
∣∣∣−~µn · ~B ∣∣∣ l ↑〉 . (C2)
For the computation of the matrix elements, we need to write −~µn · ~B = µn~σ · ~B, where σx, σy, and σz are the
Pauli matrices. For the piece of the magnetic field linear or quadratic in z, we have used:
〈m ↑ |z|l ↑〉 = 〈m ↓ |z|l ↓〉 =
{
(2/3)zm for m = l
2(−1)m−l+1z30/(zm − zl)2 otherwise (C3)
and 〈m ↑ |z2|l ↑〉 = 〈m ↓ |z2|l ↓〉 =
{
(8/15)z2m for m = l
24(−1)m−l+1z60/(zm − zl)4 otherwise (C4)
These identities have been derived in [25, 26]. The sign of the results for m 6= l depends on the sign convention for
the normalization constants in ψm(z) and ψl(z). Throughout this paper, we take the normalization constant to be
real and positive for each state.
The numerical simulations in Figs. 2 and 3 are obtained by solving these equations. Note that in both figures,
we compare the numerical simulation for the population of the ground state to H0, |a1↑|2 + |a1↓|2, with the model
prediction for the ground state of H0,±,
∣∣a+1 ∣∣2 + ∣∣a−1 ∣∣2. Due to the smallness of 〈1 ↑ |m±〉, 〈1 ↓ |m±〉 for m > 1, the
different meaning of these populations is not visible.
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