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ABSTRACT
A TRIAXIALITY-DEPENDENT CONSTITUTIVE MODEL FOR PREDICTING
DAMAGE-INDUCED SOFTENING IN 3D-PRINTED SOFT SUTURE LAYER
By
Lei Liu
University of New Hampshire, September 2018
Adhesive interfacial layers are ubiquitous in both engineering and natural material systems. They
are essential in governing the mechanical behaviors of these materials. Especially, in the field of
biological and bio-inspired materials, soft interfacial layer plays very important role in mechanics
of them. The rapid development of 3D printing enables high quality bonding between dissimilar
materials, providing an opportunity to fabricate biomimetic composites with arbitrary morphology.
Along with this new development, new challenges appear in constitutive modeling and the
prediction of damage initiation and evolution of 3D printed materials. To meet this need in the
field, the model and methodology developed in this thesis is the first effort made in constitutively
modeling the damage initiation and evolution of 3D printed soft interfacial layer.
In this thesis, by expanding the concept of virtual internal bond (VIB) theory to macroscale, a
methodology is developed to use a strain energy based hyperelastic softening model to predict the
constitutive behavior and damage evolution of hyperelastic adhesive layers with damage-induced
softening under mixed-mode loading. A user subroutine (ABAQUS/VUMAT) is developed for
numerical implementation of the model. 3D-printed wavy soft rubbery interfacial layer is used as
a material system to verify and validate the methodology. The wavy morphology provides a mixed
Mode I/II loading to the material inside the layer. The Arruda-Boyce hyperelastic model is
incorporated with the strain energy based softening model to capture the nonlinear pre-and postX

damage behavior of this material under mixed Mode I/II loads. The model is able to accurately
predict the overall damage-initiation and evolution of the 3D-printed rubbery interfacial layer
under mixed-mode loading without any pre-defined failure criteria.
To characterize the material model parameters of the 3D-printed rubbery adhesive layer, a series
of modified scarf-joint specimens were designed, which enables systematic variation of the mixed
mode loading condition via a single geometric parameter, the slant angle. Beaks and butterfly
geometries were introduced to effectively reduce the stress concentration in the scarf-joint
specimens. To verify model prediction, mechanical experiments of both compact tension and uniaxial tension are performed on 3D-printed biomimetic suture specimens with different morphology
and material combination. By applying the material model developed, FE simulations were
performed to compare with the experiments.
To explore the strain rate effects of 3D-printed soft interfacial layers, a visco-hyperelastic
softening model is developed. To characterize the model parameters, a series of uniaxial tension
tests were performed under various loading rate (0.001/s-0.1/s). The proposed visco-hyperelastic
softening model is further verified by the uniaxial tension experiments on 3D printed sutures with
sinusoidal wavy interfacial layer.

XI

1. Introduction
1.1 The Sutures in Nature
In nature, during years of evolution, biological systems optimize their functional performance
via innovative geometric design under the constraints of limited material resources. The suture
interface is one remarkable example. Biological sutures are composed of two or more skeleton
components connected by a zigzag thin layer of compliant seam to provide mechanical support
and flexibility, dissipate energy and accommodate growth and locomotion

[1]

. Examples of

biological suture interfaces are ubiquitous in nature, such as the cranial sutures in vertebrate skulls
(Fig.1.1a), the pelvic suture in the three-spined stickleback (Fig.1.1b) and the suture on the
carapace of turtle, as shown in Fig.1.1c.

Fig.1. 1. The examples of suture interface in nature (a) cranial suture in adult human (skull
sample from Beth Israel Deaconess Medical Center, Boston, age and gender information are not

1

available); (b) the pelvic suture in three-spined stickleback [2], and (c) the carapace suture in red
eared turtle [3]
Jaslow

[1]

performed three-point bending tests on the cranial sutures of goats to analyze the

influences of geometric complexity (degree of interdigitation) of the cranial sutures on the
mechanical properties of them. The experimental results of bending test showed the increase of
degree of interdigiation in suture interfaces would increase the bending strength and energy
absorption. A similar trend was further proved by Maloul. et al

[2]

by the FE simulation on the

micro computational tomography (𝜇-CT) model of cranial suture.
Besides the morphology of sutures, the material properties of the interfacial layer also have a
significant influence on the mechanical behavior of the sutures. Through Finite Element
simulations on cranial sutures, Jasinoski et al [3] found that sutures with orthotropic interfacial layer
absorbed more energy than sutures with isotropic interfacial layer. The orientation of collagen
fibers in interfacial layer also influences the mechanical properties of biological sutures.
The wavy morphology of biological sutures is the major feature of this unique type of structured
interface in nature. Various waveforms of suture interfaces exist, including triangular waveform
[4]

, sinusoidal waveform [5], trapezoidal waveform [6][7] etc. Some of the suture interfaces, such as

the septal sutures in ammonites, show hierarchical, fractal-like structure instead of a single
waveform

[8]

. Recently, Li et al.[9][10][11] developed sophisticated mechanical models to quantify

the relation between the suture morphology and the stiffness, strength, toughness and failure
mechanisms of sutures. Innovative biomimetic designs were fabricated via the 3D printer and
mechanical experiments were performed

[12][13]

. The experimental results further verified the

model prediction.

2

Li et al. [11] developed a general model to study the mechanics and load transmission mechanisms
of wavy interface with an arbitrary wavy morphology (Fig.1.2). As shown in Fig.1.2, the far field
tractions transmit into combined tension/compression and shear traction along the interfacial layer
[11]

.

Fig.1. 2. The mechanism of load transmission in suture interfaces [11]
Based on this model, the combination of normal and shear traction along the interface are
determined by the morphology of the wavy interfaces and the far field traction via:
1
1
𝑓′(𝑥)
1
∫ [𝜏𝑡 𝐞̂𝐭 ⋅ 𝐞̂𝐲 + 𝜏𝑛 𝐞̂𝐧 ⋅ 𝐞̂𝐲 ]𝑑𝑙 = ∫ [𝜏𝑡
+ 𝜏𝑛 √
] 𝑑𝑙
2
𝐿0
𝐿0
1 + 𝑓′(𝑥)2
√1
+
𝑓′(𝑥)
𝑙
𝑙
Eq.1.1
1
1
1
𝑓′(𝑥)
= − ∫ [𝜏𝑡 𝐞̂𝐭 ⋅ 𝐞̂𝐱 + 𝜏𝑛 𝐞̂𝐧 ⋅ 𝐞̂𝐱 ]𝑑𝑙 = ∫ [𝜏𝑡 √
− 𝜏𝑛
] 𝑑𝑙
𝐿0
𝐿0
1 + 𝑓′(𝑥)2
√1 + 𝑓′(𝑥)2

𝜎̅𝑦 = −

𝜎̅𝑥𝑦
{

𝑙

𝑙

where 𝐿0 is the straight end-to-end length of the suture axis; 𝜎̅𝑥 , 𝜎̅𝑦 and 𝜎̅𝑥𝑦 are the in-plane
tractions from the far field; 𝐞̂𝐱 and 𝐞̂𝐲 are the unit vectors in the global coordinate system x-y; 𝛕(𝑙)
0
0
0
is the surface traction along the interface line l; 𝜎𝑛𝑛
, 𝜎𝑡𝑡
and 𝜎𝑛𝑡
are the stresses in the interfacial
3

layer; 𝐞̂𝐭 and 𝐞̂𝐧 are the unit vectors in the local coordinates t-n and 𝐞̂𝐭 is tangent to the suture
interface line l If f(x) is not a continuous function, Eq.1.1 can be written into an incremental format.
The existing mechanical models demonstrate the tunable and optimized in-plane mechanical
properties of sutures in nature are the results of the optimization on the combination of Mode I/II
deformation mechanisms of the interfacial material via tailoring the slant angle of the interface at
different locations.

Therefore, to facilitate biomimetic designs, the important fundamental

question to answer is how to quantify the deformation and failure mechanism of a soft interfacial
layer under mixed Mode I/II loads.
Since load-bearing materials are usually under complicated 3D stress state, predicting mixedmode failure in both natural and engineering materials is a very important and challenging topic
in the field of mechanics of materials. In literature, many efforts were made to develop both
constitutive and experimental approaches to study the mixed-mode failure mechanisms of
engineering materials.
1.2 Constitutive approaches on mixed mode failure
1.2.1 The Cohesive Zone Model (CZM)
Cohesive zone model (CZM) is one important advance in fracture mechanics to study the mixedmode behaviors of solids. The concept of cohesive zone was first proposed by Barenblatt [14] and
followed by Dugdale [15]. One important advantage of CZM is in modeling the fracture of interfaces.
The CZM quantifies the cohesive forces occurring in the separation of material elements. In CZM,
the traction-separation curves are used to describe the constitutive behavior of interfaces. For
different material systems, traction-separation curves are different. In literature, different forms
of traction-separation curves were proposed.

4

Polynomial form. Needleman

[16]

first proposed a polynomial form of potential function

𝜙(𝑢𝑛 , 𝑢𝑡 , 𝑢𝑏 ) to quantify material response to external tractions, where n, t, b represent the normal,
shear and out of plane direction of the interfacial layer, respectively, and 𝑢𝑛 , 𝑢𝑡 and 𝑢𝑏 are the
displacements in three directions. The expression of the potential 𝜙(𝑢𝑛 , 𝑢𝑡 , 𝑢𝑏 ) is shown in Eq.1.2,
𝑢

𝜙(𝑢𝑛 , 𝑢𝑡 , 𝑢𝑏 ) = − ∫ [𝑇𝑛 𝑑𝑢𝑛 + 𝑇𝑡 𝑑𝑢𝑡 + 𝑇𝑏 𝑑𝑢𝑏 ]
0

27
1 𝑢𝑛 2
4𝑢𝑛 1 𝑢𝑛 2
=
𝜎𝑚𝑎𝑥 𝛿 { ( ) [1 −
+ ( ) ]
4
2 𝛿
3𝛿 2 𝛿
𝛼 𝑢𝑡 2
2𝑢𝑛
𝑢𝑛 2
𝛼 𝑢𝑏 2
2𝑢𝑛
𝑢𝑛 2
+ ( ) [1 −
+ ( ) ] + ( ) [1 −
+( ) ]
2 𝛿
𝛿
𝛿
2 𝛿
𝛿
𝛿

Eq.1.2

where 𝑇𝑛 , 𝑇𝑡 and 𝑇𝑏 represent the reactive traction in n, t and b direction, respectively; 𝜎𝑚𝑎𝑥 is
the maximum traction under pure Mode I loading, 𝛿 is the normal displacement to final failure and
𝛼 specifies the ratio of shear stiffness to normal stiffness [16]. The interfacial traction of material at
n, t and b direction can be obtained by differentiating the potential 𝜙 as [16]:
T𝑖 = −𝜕𝜙⁄𝜕𝑢𝑖 , 𝑖 = 𝑛, 𝑡, 𝑏.

Eq.1.3

When the normal displacement 𝑢𝑛 is larger than a critical value, 𝜙 = 𝜙𝑠𝑒𝑝 (where 𝜙𝑠𝑒𝑝 is work
of separation), the tensile traction and shear traction will vanish. Predictions of this model (Eq.1.2)
under pure Mode I and Mode II are plotted in Fig.1.3, in which 𝛿 = 1 and 𝛼 = 0.17. Fig.1.3 shows
that this model assumed Mode I, II and III are independent, and the failure is considered to occur
only under Mode I (the curve predicted from this model under pure Mode II will never drops,
indicating no failure under pure Mode II can be predicted from this model.

5

Pure Mode I

Pure Mode II

Fig.1. 3. The diagram of A.Needleman’s traction-separation law[16]
Left: Pure Mode I; right: pure Mode II
Exponential form. Later, Xu and Needleman

[17]

developed an exponential form of potential

function to predict coupled Mode I and Mode II cohesive failure. Comparing with the polynomial
form traction-separation law proposed by Needleman, Xu and Needleman [17] also took account of
the failure of material under Mode II. In order to consider the influences of the shearing load, the
potential of material was expressed as a function of normal displacement Δ𝑛 and tangential
displacement Δ𝑡 as [17]:
Δ𝑛
Δ𝑛 1 − 𝑞
) {[1 − 𝑟 + ]
𝛿𝑛
𝛿𝑛 𝑟 − 1
,
2
𝑟 − 𝑞 Δ𝑛
Δ𝑡
− (𝑞 +
) exp (− 2 )}
𝑟 − 1 𝛿𝑛
δ𝑡

𝜙(Δ𝑛 , Δ𝑡 ) = 𝜙𝑛 + 𝜙𝑛 exp(−

6

Eq.1.4

where 𝜙𝑛 is the work of normal separation; 𝜙𝑡 is the work of tangential separation; 𝑞 = 𝜙𝑛 /𝜙𝑡 ;
𝑟 = Δ∗𝑛 ⁄𝛿𝑛 , where Δ∗𝑛 is the normal displacement Δ𝑛 to failure under shear traction (with zero
normal traction). and The expression of 𝜙𝑛 and 𝜙𝑡 is shown in Eq.1.5 [17].
𝜙𝑛 = 𝜎𝑚𝑎𝑥 𝑒𝛿𝑛
{
𝜙𝑡 = √𝑒⁄2 𝜏𝑚𝑎𝑥 𝛿𝑡

Eq.1.5

where 𝑒 is the base of natural logarithm; 𝜎𝑚𝑎𝑥 and 𝛿𝑛 are the maximum tensile traction under
pure Mode I and the corresponding normal displacement, respectively; 𝜏𝑚𝑎𝑥 is the maximum shear
traction (with zero normal traction) of |𝑇𝑡 |, and 𝛿𝑡 is defined as [17]:
𝛿𝑡 = √2|Δ𝐷0
𝑡 |

Eq.1.6

𝐷0

where Δ𝑡 is the tangential displacement when the shear traction |𝑇𝑡 | reaches 𝜏𝑚𝑎𝑥 . According
to Eq.1.3, the tensile traction and shear traction of interfacial material will be the differentiate form
of potential energy. One predictions of the traction separation law under tensile and pure shear are
shown in Fig.1.4. It shows that this model considers the failure under both Mode I and II.
Pure shear traction
(with zero normal traction)

Pure Mode I
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Fig.1. 4. The diagram of traction separation law by using exponential form
Left: Tensile; Right: Pure shear
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The trapezoidal traction-separation law. Tvergaard and Hutchinson

[18]

proposed a trapezoidal

form of traction-separation law, as shown in Fig.1.5, in which, 𝛿1,𝑖 , 𝛿2,𝑖 and 𝛿𝑢,𝑖 represent the
displacement of damage initiation, the initiation of softening and the final failure, respectively.

Fig.1. 5. The traction-separation law under mixed-mode loading [19]
The separation work per unit area is defined by the area under the traction-separation curve, as
shown in Eq.1.7.
𝛿𝑐

𝐽 = ∫ 𝜎𝑑𝛿

Eq.1.7

0

The trapezoidal traction-separation form was once used by Campilho [19] to predict the failure of
bonded joints in carbon fiber reinforced composites, and the influence of the mixed Mode I/II load
was considered. The traction-separation law under mixed-mode loading is shown in Fig.1.5. The
𝜎𝑢𝑚,𝑖 is the damage initiation stress under Mode I or Mode II, 𝛿1,𝑖 , 𝛿2,𝑖 and 𝛿𝑢,𝑖 represent the
damage initiation, softening initiation and final failure relative displacement, and 𝐽𝑖 is the fracture
energy.
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The damage initiation of interfacial layer in Campilho’s model is predicted by the quadratic stress
criteria, as shown in Eq.1.8 [19]:
(

𝜏𝑛 2
𝜏𝑡 2
) +( ) =1
𝜎𝐷0
𝜏𝐷0

Eq.1.8

where 𝜎𝐷0 and 𝜏𝐷0 is the damage initiation stress due to pure tension and pure shear. The mixed
mode softening initiation is defined by the quadratic displacement criteria [19],
2

2

𝛿2m,I
𝛿2m,II
(
) +(
) =1
𝛿2,I
𝛿2,II

Eq.1.9

where 𝛿2m,𝑖 (𝑖 = I, II) are the softening initiation displacement for each mode under mixed mode
I/II load, and 𝛿2,𝑖 (𝑖 = I, II) are the softening initiation displacement under pure Mode I and pure
Mode II. The crack growth is defined by the linear mixed mode fracture energy criteria shown in
Eq.1.10[19],
𝐽𝐼
𝐽𝐼𝐼
+
=1
𝐽𝐼𝐶 𝐽𝐼𝐼𝐶

Eq.1.10

where 𝐽𝐼𝐶 and 𝐽𝐼𝐼𝐶 are fracture energy under pure model I and II. The comparison between
experiments and FE simulations in equivalent stiffness and strength of bonded joints shows this
mixed-mode traction-separation law could predict the mechanical behavior of bonded joints well.
Bi-linear Traction Separation law Camacho and Oritiz

[20]

proposed the bilinear form of

traction-separation law to predict the impact damage of brittle materials, as shown in Fig.1.6, in
which, 𝜎𝐷0 and 𝜏D0 are the normal and tangential stress for damage initiation, 𝛿𝜎1 and 𝛿𝜏1 are the
normal and tangential displacement for damge initiation, and 𝛿𝜎𝑐𝑟 or 𝛿𝜏𝑐𝑟 , are the normal and
tangential displacement to final failure.
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Fig.1. 6. The bilinear traction separation law [20]
The stress-based mixed-mode fracture criteria were used, in which the effective stress is defined
as:
𝜎 𝑒𝑓𝑓 = √𝜎 2 + 𝛽𝜏 𝜏 2 ≥ 𝜎𝑗𝑟 , 𝜎 > 0

,
𝜎 𝑒𝑓𝑓 = √𝛽𝜏 (|𝜏| − 𝜇|𝜎|) ≥ 𝜎𝑗𝑟 , 𝜎 < 0

Eq.1.11

where 𝜎 is the normal stress, 𝜏 is the shearing stress; 𝛽𝜏 is the shear stress factor, 𝜇 is the friction
coefficient and 𝜎𝑗𝑟 is the effective stress to fracture.
The damage evolution in this traction-separation law is assumed to be mode independent. After
damage initiation, the tensile stress 𝜎 and shear stress 𝜏 decreased linear as a function of 𝛿𝜎 or 𝛿𝜏 ,
as shown in Eq.1.12. When the displacement 𝛿𝜎 or 𝛿𝜏 reached the critical value 𝛿𝜎𝑐𝑟 or 𝛿𝜏𝑐𝑟 , all
stress components reach zero. The proposed traction-separation law successfully predicts the
fracture path of alumina plates under impact loading [20].
𝛿𝜎𝑐𝑟 − 𝛿𝜎1
𝜎 = 𝜎𝐷0 − 𝜎𝐷0 (
)
𝛿𝜎𝑐𝑟 − 𝛿𝜎1
𝛿𝜏𝑐𝑟 − 𝛿𝜏1
𝜏 = 𝜏𝐷0 − 𝜏𝐷0 (
)
{
𝛿𝜏𝑐𝑟 − 𝛿𝜏1
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Eq.1.12

For all traction-separation laws in CZM mentioned above, the cracks only initiate and propagate
along the pre-assumed paths. To solve this advantage, Remmers et al proposed cohesive segments
model to simulate the initiation and nucleation of coexisting cracks without assuming crack
propagation path

[21]

. Sun and Liew incorporated the cohesive segments model into an element-

free framework to study the thermal-mechanical failure behavior of materials [22]. The multi-scale
cohesive zone model is another approach without pre-assumed crack. A multi-scale approach was
developed to relate the micro-structure and the macroscopic level failure behavior

[23][24]

. For

example, Toro et al. presented a two-scale formulation to account for the nucleation of cohesive
cracks in the micro-scale domain [25].
The cohesive zone model has been applied to simulate the crack initiation and propagation of a
sinusoidal interface under Mode I loading by Zavattieri et al[26][27], Li et al[28] and Cordisco et al[2931]

. However, in a CZM for in-plane problem, the traction-separation behavior only considers

tension in the normal (𝜎𝑛𝑛 ), shear in tangential (𝜎𝑛𝑡 ) direction; for adhesive joints with certain
interfacial layer thicknesses, the damage propagation of material under a complicated stress state
cannot be fully captured. Particularly, the stress component (𝜎𝑡𝑡 ) along the tangential direction of
the interfacial layer, which is not considered in CZM, may significantly influence the stress-state
of the material and therefore, the damage initiation and evolution of the interfacial layer.
1.2.2 The Damage Mechanics
Since the constitutive law of the CZM is not accurate for interfacial layer with non-zero thickness,
the damage mechanics model provides an alternative approach to study the mixed-mode failure in
the material by considering the full 3D stress state of the material.
In damage mechanics, the damage and failure of material are considered as progressive process
for a continuum, while the material in the damage status is still continuous, and the influences of
11

the defects and cracks in the micro/nano-scale to the mechanical property of the damaged material
are quantified by a variable D [32]. Both damage initiation and damage propagation of the material
are determined by the stress state

[33]

. Damage mechanics model can be used to either brittle or

ductile materials.
In the damage model, the damage of material is the accumulation of the nucleation and growth
of microcracks under large strain [32]. It is defined by the damage initiation and damage evolution,
as shown in Fig.1.7, where 𝜎𝑦𝑙𝑑 and 𝜎𝐷0 represent the yielding stress and damage initiation stress,
𝑝𝑙

and 𝜀̅𝑓 represents the effective strain to final failure.

Fig.1. 7. The schematic diagram of ductile damage criteria [33]
As shown in Fig.1.7, the damage criteria assume the damage of material initiates when the
equivalent plastic strain 𝜀̅𝑝𝑙 reaches the fracture initiation plastic strain 𝜀̅0𝑝𝑙 . In the stage of damage
evolution, due to the growth and coalesce of microvoids, the progressive degradation in stiffness
occurs in material until the final failure. In isotropic damage mechanics, the degradation of
stiffness and effective stress are represented by the damage variable 𝐷

[33]

. When 𝐷 = 0, the

material is intact, and 𝐷 = 1 represents the completely failure of material (when the equivalent
12

𝑝𝑙

plastic strain 𝜀̅𝑝𝑙 reaches the value of 𝜀̅𝑓 ). The stress after damage initiates can be expressed by
the damage variable 𝐷 and the stress in the intact part 𝜎̅, as [33]:
𝜎 = (1 − 𝐷)𝜎̅

Eq.1.13

Damage mechanics models have been used widely in predicting failure of composite materials
[34-37]

, and the ductile failure of metals

[38-42]

. However, the damage mechanics models require a

pre-defined criterion for damage initiation and evolution, which are difficult to obtain directly from
experiments.
1.2.3 The Virtual Internal Bond (VIB) model
The virtual internal bond model (VIB), which was first proposed by Gao and Klein

[43]

,

conceptually has the advantage of simulating material failure without pre-assuming any failure
criteria. In the VIB model, the material is assumed to consist of micro particles/atoms connected
by a randomly distributed network of cohesive bonds, as seen in Fig.1.8 [43].

(a)

(b)

Fig.1. 8. (a) The virtual internal bond (VIB) model in the solid; (b) The cohesive behavior of
internal bond [43]
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The strength and softening of each cohesive bond is determined by a potential prescribed between
atoms/particles, such as the Cauchy potential in Fig.1.8(b)

[44]

. The cohesive behavior between

atoms/particles can be incorporated into the constitutive model of a material at the macro scale
through the Cauchy-Born rule [45]. The average strain energy density in each marco-scale RVE can
be expressed in Eq.1.14.
𝑈𝑎𝑣𝑔 =

1
∫ 𝑈(𝑙)𝐷𝑉 𝑑𝑉
𝑉0 𝑉0∗

Eq.1.14

where 𝑈(𝑙) is the bond potential in micro scale, 𝑙 is the bond length, 𝐷𝑉 is the volumetric bond
density function, 𝑉0∗ is the integration volume defined by 𝑈(𝑙) and 𝑉0 is the representative volume.
By extending the concept of VIB model to macro scale, based on the concept of continuum
damage mechanics (CDM), Volokh (2007) [46] developed a strain energy density-based model to
capture the damage-induced softening of hyperelastic materials. The limit of strain energy density
(𝛷) was introduced to simulate the damage initiation and softening of material after damage
initiation.

(a)

(b)

Hyperelastic softening model
Traditional hyperelastic model

Traditional hyperelastic model
m=1
m=5
m=10

14

Fig.1. 9. (a)The comparison between hyperelastic softening model and traditional hyperelastic
model[46]; (b) The comparison of stress-stretch curve under different values of 𝑚 [47]
The expression of strain energy density in the hyperelastic softening model was derived as [46]:
𝑈 = 𝛷(1 − 𝑒𝑥𝑝(−𝑊/𝛷))

Eq.1.15

where 𝑈 was the strain energy density of the hyperelastic softening model, 𝑊 was the strain
energy density of traditional hyperelastic material (without softening). The comparison of stressstretch curve between the traditional hyperelastic model and hyperelastic softening model was
shown in Fig.1.9(a). When the stretch increased, the stress in the traditional hyperleastic model
would increase to infinity, while the hyperelastic softening model could predict the failure of
hyperelastic material.
From Fig.1.9(a), the model in Eq.1.15 could only predict the smooth failure in the hyperelastic
material. To predict both the smooth failure and brittle failure, a modified hyperelastic model was
proposed [47]:
𝛷
1
1 𝑊𝑚
𝑈 = (𝛤 ( , 0) − 𝛤 ( , 𝑚 ))
𝑚
𝑚
𝑚 𝛷
+∞ 1
+∞
1
𝛷
= (∫ 𝑡 𝑚−1 𝑒 −𝑡 𝑑𝑡 − ∫
𝑡 𝑚−1 𝑒 −𝑡 𝑑𝑡)
𝑚 0
(𝑊/𝛷)𝑚

Eq.1.16

where brittleness parameter m was introduced to controlled the shape of stress-stretch curve.
When the value of 𝑚 increased, the strength of hyperelastic material would increase, and the
failure mechanism would transit from smooth failure into abrupt failure, as seen in Fig.1.9 (b).
However, the parameter 𝑚 is only an empirical parameter, and the influence of stress state on the
failure mechanism is not fully reflected in the existed hyperelastic softening model. In this thesis,
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a new form of hyperelastic softening model will be proposed to consider the influence of stress
state on the failure mechanism of material.
The mesh size of Finite Element simulation will also influence the damage evolution of bulk
failure in hyperelastic softening material

[46]

. Due to the limitation of traditional continuum

mechanics and Finite Element method, only the overall/spatial damage evolution/propagation will
be considered. To remedy the pathological mesh sensitivity of the bulk failure models, Volokh [48]
proposed a new promising solution which enables prediction of failure localization by considering
the law of mass balance in the fracture process, which would not be in the discussion of this thesis.
1.3 Experimental approaches on the mixed Mode I/II failure
Due to the complexity of the mixed-Mode failure mechanism of materials, special experiments
were designed to quantify the failure of materials under mixed-Mode load. The classic
experimental methods to predict the mixed-Mode I/II failure includes the mixed-mode bending
(MMB) test, the scarf joint test and the Arcan test.
1.3.1 The mixed-mode bending (MMB) test
Reeder and Crews [49] first developed the Mixed-Mode Bending (MMB) specimens to study the
mixed-mode failure behavior of unidirectional fiber composites. The design of mixed-mode
bending (MMB) specimen combines the design of double cantilever beam (DCB) test and endnotch flexure (ENF) test, as shown in Fig.1.10

[50]

. By varying the loading position 𝑐, different

mixed ratio of Mode I/II can be achieved. Turon. et al [51] applied the mixed-mode bending (MMB)
specimens to verify the simulation of delamination in the thermoplastic composites. However, for
the MMB test, the combination of Mode I and Mode II was limited by the testing apparatus, and
the stress field is very complicated.
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Fig.1. 10. The schematic of mixed-mode bending (MMB) specimen [50]

1.3.2 The scarf joint test
Bascom. et al[52] first developed the scarf-joint specimens to study the mixed-mode fracture
energy of an adhesive layer under different bond angles. The geometry of the scarf-joint specimens
was shown in Fig.1.11, where tabs at the edge of the interfacial layer were used to fasten the
specimen during the curing of the interfacial material. By changing bond angle 𝛽, the specimen
can achieve mixed Mode I/II loading with different ratio. Usually, a pre-crack was added in the
middle of the adhesive layer by a blade

[52]

. In the scarf joint test, the fracture mechanisms were

largely depended on the surface quality of the adherent. For example, if the surface of the adherent
was not well polished, the mixed-mode fracture energy would reach the maximum value at 𝛽 =
45° ; while when the adherent was well polished, the fracture energy would increase with the slant
angle 𝜙.
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Fig.1. 11. The schematic diagram of a scarf joint specimen with slant angle 𝛽 [52]
Chai

[53]

used the scarf joint specimen and ended notch flexure (ENF) specimen to analyze the

mixed-mode fracture of adhesive bond. The ENF specimen was used for studying Mode II crack.
A sharp pre-crack in adhesive bond was introduced to obtain the necessary local strain field around
the crack tip to initiate crack propagation. Normal reference lines were marked on the surface of
adhesive bond to measure the local strain around the crack tip. The experimental results showed
that when the phase angle 𝜙 increases, the fracture energy increase significantly. Also, the in-plane
thickness of bonding influenced the fracture energy. For example, the fracture energy under Mode
II crack is more sensitive to the bonding thickness than fracture energy under Mode I.
1.3.3 The Arcan test
The Arcan test was first designed by Arcan [54] to study the strength of laminae in fiber-reinforced
composites in plane-stress condition. The picture of a typical Arcan specimen is shown in Fig.1.12,
where 𝑃𝛼 represents the external load. Two asymmetric cutouts were placed along the diameter
direction of the plane circular specimen. The photoelastic method or strain gages were used when
the specimen was under simple shear and mixed-Mode load (when α < 45o ). The experimental
18

results showed that the specimen could provide uniform stress in the notching section AB of the
specimen.

A
B

Fig.1. 12. The schematic diagram of Arcan test [54]

Pang and Seetoh

[55]

modified the Arcan test to study the mixed-mode fracture behavior of

adhesive bonds. As shown in Fig.1.13, the experimental set up includes a load frame and butterflylike specimens. A notch was introduced to one free edge of the butterfly specimen to generate an
initial crack. The Finite Element simulations were performed to calibrate the stress intensity factor
of adhesive bond in this modified Arcan test. It showed the analytical prediction of stress intensity
were in a good agreement with FE simulation when 𝑎⁄𝑤 = 0.5 − 0.7; while when 𝑎⁄𝑤 = 0.8,
the difference between the analytical prediction and FE simulation increased to 11.2%.
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Pure Mode I

Mixed Mode

a
Pure Mode II

w

Fig.1. 13. The schematic diagram of modified Arcan specimen
Left: The loading frame; right: The butterfly specimen [55]

Since then the modified Arcan specimen with pre-crack was widely used to study the strength of
adhesive bonds. For example, De [56] used the modified Arcan specimen to study the influence of
the stiffness ratio between the substrate and adhesive bond on the fracture energy. It was found
that for a given 𝜙 and 𝑎⁄𝑤 , the fracture energy increased as 𝐸𝑎 /𝐸𝑠 decreased, where 𝐸𝑎 and 𝐸𝑠
were the Young’s modulus of adhesive layer and substrate, respectively [56].
1.3.4 Comparison of the scarf-joint test and Arcan test
Conceptually, both the scarf joint specimen and Arcan test for the adhesive layers could provide
different combination of Mode I and Mode II loads by simply varying the slant angle of the
specimen/fixture. Each of the two experimental approaches has its own advantages and
disadvantages.
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For the Arcan test, relative uniform stress can be generated during the experiments. However,
experiments can be performed only under several slant angles, which are determined by the design
of the fixture. If a different slant angle is needed, a new fixture need to be designed and
manufactured. Also during loading, the specimens always experience certain level of rotations,
and sometimes large horizontal forces can be generated and applied on the machine.
Compared with the Arcan test, the experimental procedure of the scarf joint specimens is more
straightforward, no special fixture is needed to perform the experiment, and no limitation on the
selection of slant angle. However, the notorious stress concentration at the free edge of the
specimens makes the strength obtained from the scarf joint experiments consistently lower than
the real strength of the material.
Also, for both experimental approaches, the results are sensitive to the manufacturing factors via
the traditional manufacturing process. For example, both the roughness of the interface between
the adherent and adhesive layer and the curing condition of specimens largely influence the
experimental results.
1.4 The outline of the thesis
This PhD thesis is focused on developing a hyperelastic softening model to capture the mixedMode I/II overall damage propagation along the adhesive layers with arbitrary morphologies. The
model parameters for the 3D-printed soft adhesive layer are characterized via mechanical
experiments on a new type of scarf joint specimens, which can significantly remove/reduce the
stress concentration in the free edge of specimens. The specimens are fabricated via a multimaterial 3D printer (Connex Objet 260), the bond quality between different material is guaranteed.
Therefore, a close-to-uniform stress state in the slant interfacial layer is created to guarantee
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accurate material parameter characterization. Then the model is further verified by experiments
and FE simulations of 3D-printed suture specimens with arbitrary soft rubbery interfacial layer.
In Chapter 2, a hyperelastic softening model based on the work of Volokh is proposed to explore
the spatial damage evolution and propagation under continuous varied stress triaxiality. In Section
2.1, the problem and the model are theoretically formulated. In Section 2.2, a user subroutine is
developed to numerically implement the model into ABAQUS via VUMAT. The major
conclusions are summarized in Section 2.3
Chapter 3 focuses on the design/evaluation of the new scarf joint specimens. In Section 3.1, the
existing design at the free edge of scarf joint specimens and Arcan specimens are reviewed. In
Section 3.2, to investigate the failure mechanisms of interfacial layer under mixed mode I/II
loading, new designs of the scarf joint specimens are proposed. By varying the slant angle of the
interfacial layer, the mixed mode I/II deformation and failure mechanisms of this layer can be
systematically explored. To evaluate the new designs, 2D Finite Element (FE) simulations are
performed on both the new designed scarf joint specimens. The stress distribution in the interfacial
layers of these specimens is compared with that of the original scarf joint specimens. In Section
3.3, the quasi-static uniaxial tension tests on the new scarf joint specimens are performed on a
screw driven testing material (Zwick Z5.0). In section 3.4, the major conclusions of this chapter
are presented.
In Chapter 4, the proposed hyperelastic softening model is implemented into ABAQUS/Explicit
via user subroutine (VUMAT). To characterize the model parameters, a set of 2D Finite Element
models for the new scarf joint specimens are built in ABAQUS. The quasi-static uniaxial tension
on the scarf joint specimens is performed in ABAQUS/Explicit. The comparison between
experiments and FE simulations are also presented.
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In Chapter 5, two sets of experiments are designed and performed to verify the hyperelastic
softening model. In Section 5.1, the compact tension specimens with sinusoidal soft interfacial
layer are fabricated and tested. The hyperelastic softening model is applied to analyze the influence
of morphology of suture on the spatial damage propagation/evolution in the interfacial layer. In
Section 5.2, the simulations of compact tension specimens with Koch curve soft interfacial layer
are performed and compared with experimental results. The hyperelastic softening model is
applied to analyze the influence of the order of hierarchy on the spatial damage
propagation/evolution in the interfacial layer. Section 5.3 focuses on the failure mechanism
transition in the 3D printed regular suture specimens. Both experiments and Finite Element
simulation are performed to analyze the influence of morphology and material combination on the
failure mechanism transition of 3D printed suture. Section 5.4 is the summarization of the major
conclusions in this chapter.
Chapter 6 explores the strain rate effects on the 3D printed soft interfacial layer. The uniaxial
tension tests on the scarf joint specimens under different strain rate (from 0.001/s~0.1/s) are
performed, and the results are shown in Section 6.1. To calibrate the strain rate effects on the 3D
printed soft interfacial layer, a visco-based material model is necessary. Then current viscohyperelastic model is summarized in Section 6.2, and a new rheological based visco-hyperelastic
softening model is developed in Section 6.3. In Section 6.4, a set of 2D FE simulations on scarf
joint specimens are applied to characterize the material parameters in the visco-hyperelastic
softening model. In Section 6.5, a set of uniaxial tension experiments on a wide dogbone specimens
with sinusoidal interfacial layer are performed to further verified the visochyperelastic softening
model. In Section 6.6, the major conclusions of this chapter are summarized.
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In Chapter 7, conclusions are presented. Also, the results are further discussed. Based on the
discussion, future work is proposed.
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2. A Strain Energy-based Hyperelastic Softening Model
The failure of the 3D printed interfacial layer experiences two stages: (1) nonlinear hyperelastic
behavior before the peak load/stress, and (2) damage evolution after the peak load/stress. A new
hyperelastic softening model with stress-state dependence is proposed in this chapter to predict
both material nonlinearity and damage-induced softening of the 3D printed soft interfacial layer.
2.1 Theoretical formulation
As shown in Fig.2.1, the two dimensional joining area of a wavy interfacial layer is subjected to
an in-plane far-field traction 𝑺 (𝑆𝑋 , 𝑆𝑌 , 0) under plane stress loading in the global coordinate
system X-Y-Z. The far-field boundary of the top piece is ℛ, and the inner boundary along the wavy
interface is ℓ (X, Y, Z). A local coordinate system n-t-z in the normal and tangential directions of
the wavy boundary is set up. Global Z and local z are along the same direction. In responding to
the far-field traction, the interface is subjected to a reactive traction along the wavy interface
𝝉 = (𝜏𝑛 , 𝜏𝑡 ) in the local coordinate system. Thus, the far-field traction and the inner traction along
the interface are related via[11]:
∬ 𝑺𝑑ℛ = ∫ 𝝉 𝑑ℓ
ℛ

Eq.2.1

ℓ

For a two-dimensional problem, Eq.2.1 can be written into the scalar format as[11]:
̂ + 𝜏𝑡 𝒕̂ ∙ 𝑿
̂ )√1 + (𝑑𝑙/𝑑𝑋)2 𝑑𝑋,
∫ 𝑆𝑥 𝑑ℛ = ∫ (𝜏𝑛 𝒏
̂∙𝑿
ℛ

ℓ

Eq.2.2

̂ + 𝜏𝑡 𝒕̂ ∙ 𝒀
̂ )√1 + (𝑑𝑙/𝑑𝑌)2 𝑑𝑌.
∫ 𝑆𝑦 𝑑ℛ = ∫ (𝜏𝑛 𝒏
̂∙𝒀
ℛ

ℓ
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̂ and 𝒀
̂ are unit vectors in
̂ and 𝒕̂ are unit vectors in the local interface coordinates, and 𝑿
where 𝒏
the global coordinate system X-Y-Z. The loading angle 𝛽(𝑋, 𝑌, 𝑍) is defined as the angle between
the tangential direction of suture interfacial layer and the vertical line, which can be expressed as:
̂ )| = |arccos(𝒏
̂ )|
̂∙𝑿
𝛽 = |arccos(𝒕̂ ∙ 𝒀

Eq.2.3

Transmitted from the far field, the imposed traction 𝝉 along the wavy interface l forms the
Neumann boundary condition (Fig.2.1). Thus, the corresponding variational form of the boundary
value problem (BVP) of the wavy interfacial layer is governed by the principle of complimentary
0
virtual work. The stress tensor inside the interfacial layer 𝝈
̅ 0 (𝜎̅𝑖𝑘
, 𝑖, 𝑘 = 𝑛, 𝑡, 𝑧) will be determined

by[11]:
∫ 𝒖 ∙ 𝛿𝝉 𝑑ℓ = ∫ 𝜺0 ∙ 𝛿𝝈
̅ 0 𝑑𝑉 0

Eq.2.4

𝑉0

ℓ

where 𝒖 is the displacement along l, 𝜺0 is the strain tensor in the interfacial layer, and 𝑉 0 is the
volume of interfacial layer.
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Fig.2. 1. The load transmission in suture interfaces: (a) a 2D suture with arbitrary morphology;
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(b) the representative volume element in the suture; (c) the stress state of the interfacial layer and
the loading angle.

Therefore, the material in the interfacial layer is under a mixed mode I/II loading, as shown in
Fig. 1c. More challengingly, the soft interfacial layer is nonlinear, and constitutively softens after
damage initiation. In order to evaluate the failure mechanism of the interfacial layer under mixedmode I/II loading, a model is needed to quantitatively capture both material nonlinearity and
damage-induced softening.
2.2 The stress state of 3D-printed soft interfacial layer
Due to bi-axial loading and constrains from the hard phase, the stress state of the materials is
quite complicated, as seen in Fig.2.2. In order to systematically quantify the average stress-state
of the material along the interfacial layer under mixed mode I/II loading, a well-controlled mixedmode loading in the interfacial layer is created by applying uniaxial far-field load along the Y axis
in the global coordinate. Then, a local loading angle 𝛽 is defined to systematically vary the mixed
mode I/II loading from pure Mode I (𝛽=90o) to pure Mode II (𝛽=0o), as shown in Fig.2.2. Thus,
by varying a single parameter 𝛽, the stress state of the interfacial material can be tuned in a very
large range. Then, the stress triaxiality can be quantified as a function of 𝛽.
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𝑑𝛿𝑦
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𝑛
𝛽

𝑡
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𝛽

Phase 1

𝑑𝛿𝑦
Fig.2. 2. The schematics of morphology of suture and stress state at the interfacial layer
The constraints from the boundary are evaluated under these assumptions: (1) when the in-plane
length to in-plane thickness ratio of the interfacial layer is large, the strain component 𝜀𝑡𝑡 in the
local coordinate system can be assumed to be zero (𝜀𝑡𝑡 = 0); (2) the overall out-of-plane shearing
stress components 𝜎𝑖 (i=n, t) in the out-of-plane direction z are also zeros, although rigorously it
is true only in the mid-plane (z=0); (3) in the out-of-plane direction z, the stress state of the
interfacial layer is close to plane strain (𝜀

= 0), this is because the out-of-plane thickness is much

larger than the in-plane thickness of the interfacial layer.
Besides the assumptions above, the interfacial layer is also subjected to lateral constraints from
surrounding materials, the level of lateral constraints varies between two extreme cases: Case 1:
laterally fully constrained, for convenience, the acronyms of this cases were defined as ‘EC’; and
Case2: laterally free, defined as ‘EF’.
For Case1, i.e. under ‘EC’, the kinematic relationships of the displacement 𝛿𝑦 of interfacial
layer in the global coordinates (as shown in Fig.2.1c), the normal strain component 𝜀𝑛𝑛 and shear
strain component 𝛾𝑛𝑡 are derived as:
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𝛿𝑦
sin 𝛽
𝑔
𝛿𝑦
𝛾𝑛𝑡 = cos 𝛽
𝑔
{ 𝜀 = 𝜀𝑡𝑡 = 0
𝜀𝑛𝑛 =

Eq.2.5

where g is the in-plane thickness of the interfacial layer. The stress components are derived from
3D Hooke’s law as:
𝐸0 (1 − 𝜐)tan𝛽
1
+
)
𝐺0 (1 + 𝜐)(1 − 2𝜐) 𝑡𝑎𝑛𝛽
𝐸0 (1 − 𝜐)tan𝛽
1
𝐸0 (1 − 𝜐)tan𝛽
= 𝜎̅/(
+
)
𝐺0 (1 + 𝜐)(1 − 2𝜐) tan𝛽 𝐺0 (1 + 𝜐)(1 − 2𝜐)
𝜐
𝜎𝑡𝑡 = 𝜎 =
𝜎
1 − 𝜐 𝑛𝑛
𝜎𝑛𝑡 = 𝜎̅/(

𝜎𝑛𝑛
{

Eq.2.6

where, 𝜎̅ is the tensile stress along y direction in the hard phase next to the interfacial layer, and
𝜐 is the Poisson’s ratio of interfacial layer.
For Case2, i.e. under ‘EF’, based on Cauchy’s relation, 𝑻 = 𝝈 ∙ 𝒏, (where T is the traction vector
on plane with norm n, 𝝈 is the stress tensor), the stress state of interfacial layer is derived as [9][11]:
1
𝜎̅ sin 2𝛽
2
𝜎𝑛𝑛 = 𝜎𝑛𝑡 tan𝛽
𝜐
𝜎𝑡𝑡 = 𝜎 =
𝜎
1 − 𝜐 𝑛𝑛

𝜎𝑛𝑡 = 𝜎̅sin𝛽cos𝛽 =

{

Eq.2.7

where, 𝜎𝑛𝑛 , 𝜎𝑡𝑡 and 𝜎𝑛𝑡 are the in-plane stress components in the local coordinate system n-t (as
shown in Fig.2.2).
As an effective parameter to represent the stress state of the material in the interfacial layer, the
stress triaxiality 𝜂 was defined by Rice and Tracey [58]:
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𝜂=

𝜎𝑛
𝜎𝑒

Eq.2.8

where 𝜎𝑛 and 𝜎𝑒 are the hydrostatic stress and the von Mises effective stress, respectively. 𝜎𝑛 is
related to the trace of the Cauthy stress tensor 𝝈; and 𝜎𝑒 is related to the deviatoric stress tensor s
by
𝜎𝑛 =

1
𝑡𝑟(𝝈)
3

3
𝜎𝑒 = √ 𝒔: 𝒔
2
{

Eq.2.9

From Eqs.2.5 to 2.9, the stress triaxiality for the two limiting cases are derived as[57]:

𝜂=
𝜂=
{

1−𝜐
2 1 − 2𝜐 tan2 𝛽(1 + 𝜐)

𝜎̅
(𝐸𝐶)
3√tan2 𝛽(4(1 − υ)2 tan2 𝛽 + 3(1 − υ)2 ) |𝜎̅|
𝑠𝑖𝑛2 𝛽(1 + 𝜐)

𝜎̅
(𝐸𝐹)
𝑠𝑖𝑛2 𝛽(𝜐 2 𝑠𝑖𝑛2 𝛽 + 3𝜐 2 + 2𝜐𝑠𝑖𝑛2 𝛽 − 6𝜐 − 2𝑠𝑖𝑛2 𝛽 + 3) |𝜎̅|
3(1 − 𝜈)√
(1 − 𝜐)2

Eq.2.10

where v is the Poisson’s ratio of the material. 𝜎̅ is equivalent tensile stress in the tooth as shown
in Fig.2.2.
According to Eqs.2.5-2.7, for the two limiting constrains, the hydrostatic stress 𝜎𝑛 , effective
stress 𝜎𝑒 , and stress triaxiality 𝜂 for different loading angle 𝛽 are plotted and compared in Figs.
2.3a and 2.3b. In general, the lateral constraints do not influence the stress state at pure Mode I
(𝛽 = 90°) and pure Mode II (𝛽 = 0°) loading, but it significantly influences the stress state under
mixed Mode I/II loading. Fig.2.3a shows that the effective stress 𝜎𝑒 monotonically decreases with
𝛽; while for the hydrostatic stress 𝜎𝑛 , for ‘EF’, it monotonically increases with 𝛽, however, for
‘EC’, it first increases to a peak and then slightly decreases. The stress tri-axiality 𝜂 monotonically
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decreases with 𝛽 for both cases, with ‘EC’ as the upper bonds and ‘EF’ as the lower bonds.
Therefore, by simply varying the slant angle of interfacial layer and the lateral boundary condition,
the material parameters of a triaxiality-dependent hyperelastic softening model can be
characterized.
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Fig.2. 3. The analytical prediction of the stress states of the interfacial layer under two types of
constraints and different loading angle β: (a) the comparison of hydrostatic stress and effective
stress; (b) the comparison of stress triaxiality 𝜂; and (c) the comparison of different nondimensionalized stress components.

The ratios of each stress component in the n-t coordinate to the effective stress are plotted as
functions of 𝛽 in Fig.2.3c. The ratios of stress components 𝜎𝑛𝑛 /𝜎𝑒 and 𝜎𝑡𝑡 /𝜎𝑒 increase with the
slant angle 𝛽, while the ratio of 𝜎𝑛𝑡 /𝜎𝑒 decreases with the slant angle 𝛽. It can be seen that the
contribution from 𝜎𝑡𝑡 is significant and can not be neglected.
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2.3 A Triaxiality-dependent hyperelastic softening model
By extending the concept of virtual internal bonds (VIB) developed by Gao and Klein [43] to the
macro scale, a hyperelastic softening model is proposed with the strain energy density U expressed
as a function of an upper incomplete gamma function 𝛤(𝑠, 𝑥) as[47][58]:
𝛷0
1
1
𝑊 𝑚(𝜂)
𝑈(𝛷 , 𝑚(𝜂)) =
(𝛤 (
, 0) − 𝛤 (
,( )
))
𝑚(𝜂)
𝑚(𝜂)
𝑚(𝜂) 𝛷 0
0

+∞
+∞
1
1
𝛷0
−1 −𝑡
−1 −𝑡
𝑚(𝜂)
𝑚(𝜂)
=
(∫ 𝑡
𝑒 𝑑𝑡 − ∫
𝑡
𝑒 𝑑𝑡)
𝑚(𝜂) 0
(𝑊/𝛷0 )𝑚(𝜂)

Eq.2.11

.

in which, 𝑊 is the strain energy density of material without damage, and 𝑚 is a non-dimensional
model parameter, and 𝛷0 represents the failure strain energy density of the material.
One important hypothesis that we will explore through this model and later experiments is that
the model parameter 𝑚 is not only related to material but also highly depends on the stresstriaxiality 𝜂, which is determined by the mixed-mode loading due to local loading angle 𝛽. The
stress states of the material in the interfacial layer under various local loading angles 𝛽 will be
evaluated in the next Section.
For the strain energy density 𝑊 of the material without damage, the Arruda-Boyce hyperelastic
model[59] is used, as shown in Eq.2.12:
1
1
11
(𝐼12̅ − 9) +
(𝐼 3̅ − 27) + ⋯ }
𝑊 = 𝜇 { (𝐼1̅ − 3) +
2
2
20𝜆𝐿
1050𝜆4𝐿 1
Eq.2.12
𝐾0 𝐽2 − 1
+ (
− 𝑙𝑛𝐽)
2
2
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where 𝜇 is the shear modulus, 𝐾0 is the initial bulk modulus, 𝜆𝐿 is the locking stretch, and 𝐽 is
the Jacobian. Thus, the Cauchy stress tensor 𝝈0 in the interfacial layer can be derived as a function
of the strain energy density U and the deformation gradient tensor F as [60][61]:
0 (𝑊,

𝝈

𝑭, 𝑚(𝜂), 𝛷

0)

1 𝜕𝑈 𝜕𝑊 1 −( 𝑊0)𝑚(𝜂) 𝜕𝑊
= 𝑭
= 𝑒 𝛷
𝑭
𝐽 𝜕𝑊 𝜕𝑭
𝐽
𝜕𝑭 .

Eq.2.13

where,
𝑊 𝑚(𝜂)
𝜕𝑈
−( 0 )
𝛷
=𝑒
.
𝜕𝑊

Eq.2.14

2.4 Conclusions
In Chapter 2, a triaxiality dependent hyperelastic softening model was proposed, in which
damage induced softening is dependent on the stress state of material. In this model, damage
parameter 𝑚 was exponentially related to the stress triaxiality 𝜂. The stress triaxiality 𝜂 along the
interfacial layer was derived as a function of the local loading angle 𝛽 and the lateral boundary
conditions. It was found that by systematically varying the slant angle of interfacial layer, the stress
triaxiality 𝜂 can be tuned in a very large range from 0 to 2.5.
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3. Design and Experiments on New Scarf Joint Specimens
3.1 Introduction
It is well known that along a dissimilar interface, significant stress concentration arises near the
free edge. Ding and Kumosa [62] developed analytical and numerical model to predict the relation
between the zone size of stress concentration and the level of stress concentration. It was found
that the zone size of stress concentration and the level of stress concentration increases with the
ratio between the Young’s Modulus of adherent and adhesive layer. Increases of stressconcentration at the free ends can significantly decrease the strength of the joints. In literature,
many efforts are made to reduce this stress concentration. For example, Dean et al.[63] added round
corners to the free edges of the aluminum-epoxy scarf joint specimens. The conceptual schematics
of this modified scarf joint specimen is shown in Fig.3.1.

R

Fig.3. 1. The conceptual schematics of the modified scarf joint specimen [60]
Another concept is to introduce beak (convex joint) at the free edges of the specimens. Wang and
Xu

[64][65]

did both numerical simulations and experiments on the flat adhesive layer under pure

normal and shear tractions. They showed that by introducing beaks, the stress concentration at the
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free edges was reduced and the failure strength of the steel-PMMA joints increased ~22%. Later,
Cognard [66] used finite element method to analyze the influences of beak geometry on the stress
distribution in a flat interfacial layer under pure normal traction. An optimized geometry was
obtained, as showed in Fig.3.2, in which besides the beak, a ‘butterfly’ geometry was used for the
free ends of the interfacial layer.

Substrate
Interfacial layer
Substrate

Fig.3. 2. The schematics of beaks and butterfly geometry at the edges [66]
Motivated by these researches on designing scarf-joint specimens, in this thesis, a new set of
scarf joint specimens with different slant angles 𝛽 are designed to explore the mixed Mode I/II
failure mechanisms. Both the ‘butterfly’ geometry and beaks are introduced to the new designs.
The new designs are then evaluated via both 2D and 3D FE simulations.
3.2 The design of new scarf joint specimens
For systematically varying stress-triaxiality 𝜂 and exploring the damage propagation of the
interfacial layer under mixed Mode I/II loading, a set of scarf joint specimens with slant angles
𝛽 = 0°, 15°, 30°, 45°, 60°, 75°, 90° are designed and fabricated via a multi-material 3D printer
(Objet Connex 260), as shown in Fig.3.3(a). For each specimen, the VeroWhite (a hard plastic
material with Young’s modulus ~2GPa) is used to print the substrate, and a rubbery TangoPlus (a
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soft rubbery material) is used to print the interfacial layer. Therefore, the printed substrate provides
a rigid constraint to the soft interfacial layer. For all specimens, the interfacial layer is 10-mm long
with the uniform in-plane thickness of 0.4mm, and the out-of-plane thickness is 2mm. The total
length of the specimens including the shoulders is around 120mm, thus the width of the specimens
varies for each 𝛽. The overall dimensions for each specimen can be seen in Fig.3.3(b).
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Fig.3. 3. (a) The new scarf joint specimens;
The dimension of new scarf joint specimens (b) group 1; (c) group 2(unit:mm).

The specimens can be categorized into two groups: Group 1: for 𝛽 = 0°, 15°, 30°, to reduce
potential rotation due to the significant reduction of width, materials are added to the free edges of
the designs, when 𝛽 = 0° it becomes a single-lap shear specimen; Group 2: for 𝛽 =
45°, 60°, 75° and 90°, the specimens are typical scarf joint specimens. To reduce the stress
concentrations along the free edges, a ‘butterfly’ ends and extrusive beaks are introduced to the
designs, as shown in Fig.3.4(a) and (b). It will be proved later (in Section 4.3 and Fig. 8a) that the
stress states of the interfacial layer in Group 1 are close to ‘EC’ type of constraints, and those of
Group 2 are close to ‘EF’ type of constraints. The stress-states under the two different constrains
are analytically studied in Section 2.2.
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Fig.3. 4.(a) the detailed geometry of free edges at the interfacial layer (group 1);
(b) the detailed geometry of free edges at the interfacial layer (group 2).

3.3 Evaluation of the stress distribution via 2D FE simulations
Since one of the goals of the sophisticated design at the free ends of the specimens is to reduce
stress concentration at the free ends of the interfacial layer, 2D finite element simulations are
performed to evaluate the performance of the new designs.
For each 𝛽, FE models of both the new design and the original design with uniform in-plane
thickness and without beaks at the free ends are set up in ABAQUS v6.13. As two example pairs,
part of the FE models (shoulders of the specimens are not shown) for the cases of 𝛽 = 15° and
𝛽 = 45° are compared in Fig.3.5. Two dimensional four-node plane stress element (CPS4) was
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used in the substrate, and two dimensional four-node plane strain element (CPE4) was used in the
interfacial layer. The meshes around the edges of the interfacial layer are refined. Mesh-sensitivity
study was performed to make sure the mesh-size chosen is fine enough to represent the mesh-size
independent results. For the nodes along the bottom edge of the model, both vertical and horizontal
displacements are constrained; and for the nodes along the top edge, the horizontal displacement
was constraint and the vertical displacement was controlled. The materials are assumed to be
linear elastic, isotropic. The Young’s modulus of substrate was assumed to be 2GPa, and the
Poisson’s ratio used is 0.3; and the Young’s modulus of the materials in the interfacial layer is
1.5MPa, and the Poisson’s ratio is 0.4 [12].

Fig.3. 5. The FE models of the original and modified design for 𝛽 = 15° &45°
Left: original designs; Right: new designs.
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The simulation results at 0.47mm of overall displacement are output. The von Mises effective
stress (𝜎𝑒 ) distribution in the interfacial layers of the original and current designs are shown in
Fig.3.6 and Fig.3.7, where the von Mises stress near the boundary between the interfacial layer
and substrate was chosen to output in Fig.3.7 (n=0.42g). The specimens with flat interface under
pure Mode I and pure Mode II are represented by 𝛽 = 90° and 0°, respectively. The von Mises
stress contours in Fig.3.6 show that for all slant angles, stress concentrations at the corners of the
original design are completely removed/significantly reduced.
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Fig.3. 6. The contours of von Mises effective stress of the original and current designs
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Fig.3. 7. Distribution of von Mises effective stress along the interfacial layer(𝑛 = 0.42𝑔)
(a) The specimens with flat interface; (b) The scarf joint specimens
To further evaluate the effectiveness of the current designs, the normal and shear component of
the stress at 𝑛 = 0.42𝑔 (Fig.2.2) are compared for varying slant angle. The simulation results of
the normal stress component 𝜎𝑛 and tangential stress component 𝜏𝑡 distribution along 𝑡 direction
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(near the boundary between the substrate and interfacial layer) are presented in Fig.3.8 (at 𝑛 =
0.42𝑔 in the coordinate system shown in Fig.2.2, middle).
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Fig.3. 8. The comparison of stress distribution in the interfacial layer
(a) 𝛽 = 0°; (b) 𝛽 = 15°;(c) 𝛽 = 30°;(d) 𝛽 = 45°; (e) 𝛽 = 60°;(f) 𝛽 = 75°;(g) 𝛽 = 90°
Fig.3.8 shows that generally for the new designs, when 𝛽 increases, the normal stress
concentration is more efficiently reduced, while when 𝛽 decreases, the shear stress concentration
is more efficiently reduced.
For normal stress component 𝜎𝑛 , the original designs have significant stress concentration at one
end or both ends of the interfacial layer, while this normal stress concentration is completely
removed in the present designs with relatively large slant angles, i.e. 𝛽 = 60°, 75°, and 90°. For
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specimens with smaller slant angles (45°, 30°, 15° and 0°), the normal stress concentration is
significantly reduced in the present designs.
For the shear stress component 𝜏𝑡 , while when 𝛽 increases, for the original design, the shear
stress concentration increases dramatically, and the current designs effectively reduce the shear
stress concentration for all specimens.
To evaluate the effectiveness of the reduction of stress concentration at free ends of interfacial
layer in the current designs, the relative reduction factor 𝑟𝑛 , 𝑟𝑡 and 𝑟𝑞 are used, where the
expressions are shown in Eq.3.1.
𝜎𝑛0 − 𝜎𝑛𝑚
𝑟𝑛 =
𝜎𝑛0
𝜏𝑡0 − 𝜏𝑡𝑚
𝑟𝑡 =
𝜏𝑡0
𝑞0 − 𝑞𝑚
𝑟 =
{𝑞
𝑞0

Eq.3.1

where 𝜎𝑛0 , 𝜏𝑡0 and 𝑞 0 represent the tensile, shear and von Mises effective stress at free end of
interfacial layer in the original designs; 𝜎𝑛𝑚 , 𝜏𝑡𝑚 and 𝑞 𝑚 represent the tensile, shear and von Mises
effective stress at free end of interfacial layer in the current designs. The values of 𝑟𝑛 , 𝑟𝑡 and 𝑟𝑞
are calculated for each specimen and summarized in Table 3.1. It can be seen the current design
significantly reduces both normal and shear stress concentration at the free ends of the interfacial
layer.
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Table.3. 1 The comparison of 𝑟𝑛 , 𝑟𝑡 and 𝑟𝑞
𝑟𝑛

𝑟𝑡

𝑟𝑞

𝜙 = 0°

0.611

0.421

0.625

𝜙 = 15°

0.668

0.576

0.734

𝜙 = 30°

0.769

0.757

0.818

𝜙 = 45°

0.835

0.596

0.795

𝜙 = 60°

0.879

0.628

0.829

𝜙 = 75°

0.698

0.614

0.717

𝜙 = 90°

0.729

0.569

0.824

In summary, for the current designs, when 𝛽 = 0°, there is no shear stress concentration in
neither original design nor current design, but the current design significantly reduces the normal
stress concentration. When 𝛽 = 15°, the shear stress concentration is completely removed, normal
stress concentration is also reduced. Considering the normal stress component is much smaller
than shear stress component for smaller slant angles, the current level of normal stress
concentration is acceptable. When 𝛽 = 60° and 75°, the normal stress concentration is
completely removed, the shear stress concentration is reduced, considering the shear stress
component is much smaller than the normal stress for larger slant angles, the current level of shear
stress concentration is acceptable. For other slant angles, there is 5% to 40% concentration for both
normal and shear stresses. When 𝛽 = 90° the tensile stress concentrations are completely removed,
and the shear stress component is much smaller than tensile stress component. So compared with
the original design, the current design effectively removes/reduces the stress concentrations,
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although some level of either normal or shear stress concentration still exist in specimens with
slant interfacial layers.
3.4 Mechanical experiments
Uniaxial tension experiments are performed for all the specimens on a screw-driven Material
Testing machine (Zwick Z5.0, Zwick Roell, Germany). To keep the interfacial layer in the quasistatic loading condition, the overall strain rate of the material in the interfacial layer of specimens
is controlled as ~ 0.001𝑠 −1 . A 10KN load cell is used. For fully curing of the polymers, all
specimens are tested ~24 hours after printing. The local overall deformation of the interfacial
region is captured by a camera and digital image correlation (DIC) software (VIC 2D 2009). Then
the data from Zwick machine and DIC are synchronized.
The Poisson’s ratio of the interfacial layer can be characterized from the experiments of pure
tension (𝛽=90o) and simple shear (𝛽=0o). The equivalent tensile stiffness 𝐾𝑛𝑛 and shear
stiffness 𝐾𝑡𝑡 of the interfacial layer can be measured from the initial slope of the load-displacement
curves of two experiments, respectively. Therefore, the Poisson’s ratio is obtained from the
following equation (Alfano and Crisfield, 2001; Mavko et al., 2003)[67][68]:
𝐾𝑛𝑛 𝑀 2(1 − 𝜐)
= =
𝐾𝑡𝑡
𝐺
1 − 2𝜐

Eq.3.2

The force displacement curves of pure tension (𝛽=90o) and simple shear (𝛽=0o) are shown in
Fig.3.9. The experimental results show that for both pure tensile traction and simple shear traction,
the stress in the interfacial layer can be separated into two stages: first, the stress increases to a
peak; then the stress gradually drops after the peak. The first stage is the process of damage
initiation in the interfacial layer, and the second stage is the process of damage evolution. The
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equivalent tensile stiffness 𝐾𝑛𝑛 and shear stiffness 𝐾𝑡𝑡 are shown in Table 3.2. From Eq.3.2 and
Table.3.2, the Poisson’s ratio for the TangoPlus interfacial layer is 0.40.

Fig.3. 9. The force displacement curves of specimens with flat interfacial layer
Table.3. 2. The equivalent stiffness of TangoPlus interfacial layer
𝐾𝑛𝑛 (MPa/mm) 𝐾𝑡𝑡 (MPa/mm)
13.56

2.21

The force-displacement curves of the two groups of specimens are shown in Figs.3.10(a) and
10(b), respectively. The experimental results show that for both group 1 and group 2, the forcedisplacement curve can be separated into two stages: first, the nonlinear hyperelastic behavior
before the peak; then the stress softens after the peak. All specimens fail by the material failure in
the interfacial layer and the maximum forces are between 17N and 23N. Generally, the loaddisplacement curves show a trend that when the slant angle 𝛽 increases, the pre-failure slope
increases, and the post-failure slope decreases, indicating a more graceful softening under Mode
II than Mode I loading.
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Fig.3. 10. The comparison of force-displacement curves in new scarf joint specimens in
(a) Group 1; (b) Group 2.

3.5 Conclusions
In this chapter, to study the mixed-mode failure behavior of softer interfacial layer, two groups
of scarf joint specimens with different slanted angle (group 1, 𝛽 = 0°, 15°, 30°; group 2, 𝛽 = 45°,
60°, 75° and 90°) were designed. For all specimens, the length L and the thickness g of the
interfacial layers were same. To reduce stress concentration at ends of the interfacial layers, both
‘butterfly’ geometry and beaks were introduced at the free edges of the interfacial layers.
Compared with the original designs, the new designs effectively removed/reduced the stress
concentration at the free edges of the interfacial layers.
Uniaxial tension tests are performed for all scarf joint specimens, and the interfacial layer was
under quasi-static loading. The 3D printed interfacial layer showed the nonlinear hyperelastic
behavior before reaching the peak. It was also found the damage evolution in the 3D printed
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interfacial layer can be separated into two stages: damage initiation before reaching the peak and
softening/damage evolution after the peak. In the Chapter 4, the proposed hyperelastic softening
model in Chapter 2 will be applied to simulate the mechanical behavior of 3D printed soft
interfacial layer.
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4. The Numerical Implementation and Model Characterization of Hyperelastic Softening
Model
4.1 The numerical implementation
Based on theoretical hyperelastic softening model formulated in Section 2, a user-subroutine
(VUMAT) is developed in ABAQUS. Due to the stiffness ratio between substrate and interfacial
layer, FE models of all specimens are set up, in which 2D plane strain elements are used for the
interfacial layer, and 2D plane stress elements are used for the substrate. One element is used along
the thickness in middle of interfacial layer. The constitutive behavior of the interfacial layer is
defined by the hyperelastic softening model implemented via the VUMAT subroutine. The
material of the hard phase has very small deformation and is modeled as isotropic linear elastic
material with Young’s Modulus of 2GPa, and Poisson’s ratio, 0.3[69].
Finite Element simulations are performed in ABAQUS/Explicit. For all FE models, the
displacements at the bottom edges are fixed, and the displacement at y-direction was applied on
the top edge of models to simulate the uniaxial tension tests on scarf joint specimens, as shown in
Fig.4.1.

Fig.4. 1. The 2D Finite Element for scarf joint specimens
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Based on the principle of work and energy, the failure strain energy density 𝛷0 in the model
iscalculated from the experimental load-displacement curves by using Eq.4.1:
𝛿

∫0 𝑓 𝑃(𝛿)𝑑𝛿
0
𝛷 =
𝑉

Eq.4.1

in which, 𝑃 is the applied force, 𝛿 is the overall displacement at the boundary of the interfacial
layer, 𝛿𝑓 is the overall displacement 𝛿 at final failure, and 𝑉 is the volume of the material in the
interfacial layer.
2D FE simulations of the experiments are performed. In the FE models, the hyperelastic softening
model based on Eqs.2.5-2.10 is implemented in ABAQUS as a VUMAT subroutine to predict the
mixed mode failure behavior of the 3D printed interfacial layer. The algorithm of implementation
for the hyperelastic softening model is shown in Fig.4.2.

Fig.4. 2. The algorithm of implementation for the hyperelastic softening model

To investigate the hyperelastic softening model on prediction of mechanical behavior of bulk 3D
printed soft material, quasi-static uniaxial tension experiments are performed on standard dogbone
specimens (ASTM D638 Type IV) printed by TangoPlus. A 2D FE model is set up in
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ABAQUS/Explicit, in which the 2D plane stress element is used. The constitutive behavior of
TangoPlus is defined by the hyperelastic softening model implemented via the VUMAT
subroutine. For the FE model of dogbone specimen printed by TangoPlus, the displacements at the
bottom edges are fixed, and the displacement at y-direction is applied on the top edge of models
to simulate the uniaxial tension tests on scarf joint specimens, as shown in Fig.4.3(a).
The comparison of force displacement curves between experiment and simulation is shown in
Fig.4.3(b). The mechanical behavior of TangoPlus under uniaxial tension shows two stages: the
nonlinear behavior before reaching the strength, and the brittle failure in the damage evolution.
The hyperelastic softening model predicts these two stages in the TangoPlus well. By best fitting
the experiments, the model parameters for pure TangoPlus are listed in Table 4.1.

Fig.4. 3. (a) The FE model of TangoPlus dogbone; (b) The comparison of force displacement
between experiment and FE simulation.
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Table.4. 1. Model parameters characterized for pure TangoPlus
𝜇
(MPa)
0.06

𝜆𝐿
1.50

𝛷0
(MPa)
0.15

𝐾0
(MPa)
0.64

a

b

7.60

0.63

4.2 Results
The comparison of force-displacement curves between experiments and FE simulations are
shown in Fig.4.4(a) and 4.4(b), respectively, where the bands represent the standard errors between
repeated tests. The FE simulations capture the overall experimental force-displacement curves in
the scarf joint specimens. The hyperelastic softening model well predicts the nonlinear hyperelastic
behavior before damage initiation in the interfacial layer and softening after reaching the peak
stress.

Group 1
𝛽
𝛽
𝛽
𝛽
𝛽
𝛽

Group 2
𝛽
𝛽
𝛽
𝛽
𝛽
𝛽
𝛽
𝛽

= 0°(Experiment)
= 0°(FE)
= 15°(Experiment)
= 15°(FE)
= 30°(Experiment)
= 30°(FE)

(a)

= 45°(Experiment)
= 45°(FE)
= 60°(Experiment)
= 60°(FE)
= 75°(Experiment)
= 75°(FE)
= 90°(Experiment)
= 90°(FE)

(b)
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Fig.4. 4. The comparison between experimental and FE load-displacement curves:
(a)Group 1: 𝛽 = 0°, 15° and 30°; and (b) Group 2: 𝛽 = 45°, 60°, 75° and 90°.

The failure strain energy density 𝛷0 varies between different slant angle 𝛽 , as shown in
Fig.4.5(a). This variation indicates that the failure strain energy density of interfacial layer could
be also influenced by the printing direction and/or the stress states. For simplicity, in all FE
simulations, the average value 0.60 of 𝛷0 of the 3D-printed soft interfacial layer is used.

Fig.4. 5. (a) The value of 𝛷0 for different 𝛽𝑠; and (b) the value of 𝑚 for different 𝛽𝑠.

For each specimen, the model parameter 𝑚 is determined by best fitting the maximum force from
the experiments with 1% tolerance. Thus, the values of 𝑚 for different 𝛽𝑠 are shown in Fig. 4.5(b),
in which when the slant angle 𝛽 increases, the parameter 𝑚 decreases. This indicates that the stress
state of the interfacial layer has a significant influence on the damage initiation and evolution of
the material. 𝑚 and 𝛽 are close to a linear relationship.
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To evaluate the evolution of stress states of the materials in the interfacial layer of the designed
specimens, the history of stress triaxiality η in the center of the interfacial layer of the two groups
of specimens are output from the FE simulations, as shown in Figs.4.6(a) and 4.6(b), respectively.
Generally, for all different loading angles, before the peak load, stress triaxiality 𝜂 only slightly
changes, but after the peak, it will change dramatically. For example, when 𝛽 < 75°, the stress
triaxiality 𝜂 of the interfacial layer is very close to constant at the beginning, and then increases
significantly after softening for all cases expect 𝛽 = 0° , this is mainly due to the spring back of
the substrate; while for 𝛽 ≥ 75°, the stress triaxiality 𝜂 slightly increases before the peak load.

Fig.4. 6. The change of stress triaxiality 𝜂 during deformation of the interfacial layer (symbol
circles represent the initial state, symbol crosses represent the state at the peak of the loaddisplacement curve, and symbol triangles represent the state at the final failure) (a) in Group 1;
and (b) in Group 2.
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The initial stress triaxiality 𝜂 from FE simulations are compared with the analytical prediction in
Eq.2.8 in Fig.4.7(a). It can be seen that for specimens in Group 1 ( 𝛽 < 45°), the FE results in the
center of the interfacial layer are closer to the analytical prediction of the case ‘EC’, because of
more supports from left and right sides in the specimens; for specimens in Group 2 (𝛽 ≥ 45°), the
FE results in the center of the interfacial layer are closer to the analytical prediction of the case
‘EF’, this is because of the free vertical edges in the designs.
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Fig.4. 7(a) The comparison of stress triaxiality 𝜂 at the initial state between prediction and
simulation; (b) the exponential relationship between 𝑚 and stress triaxiality 𝜂.

Fig.4.7(b) clearly demonstrates that when stress triaxiality increases, value of m dramatically
decreases. The parameter 𝑚(𝜂) exponentially depends on the stress triaxiality η via
𝑚 = 𝑎𝑒 −𝑏𝜂

Eq.4.2

where a and b can be obtained from the fitting curve in Fig.4.7b.
Therefore, by best matching the modeling and experimental results, the model parameters for
Tangoplus interfacial layer are all obtained and summarized in Table.4.2.
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Table.4. 2. Model parameters characterized for TangoPlus interfacial layer
𝜇
(MPa)
0.55

𝜆𝐿
1.30

𝛷0
(MPa)
0.60

𝐾0
(MPa)
4.50

a

b

7.59

0.63

With these model parameters, a subroutine based on Eqs.2.9-2.14 is ready to model both
hyperelastic behavior and damage-induced softening of the 3D printed soft interfacial layer with
arbitrary morphology. In the subroutine, at each time step, the parameter m of each integration
point will be updated based on the stress triaxiality 𝜂 at the current time step.
Since all FE models for scarf joint specimens are set up in 2D-plane (the substrate is plane stress,
and the interface is plane strain), and the interfacial layer in real specimens is under complicated
3D loading during experiments, the verification of accuracy for this setting is needed. Two
different FE models for the scarf joint specimen (𝛽 = 90°) are set up in ABAQUS, and compared
with the 2D FE model used in the Fig.4.1 and Fig.4.4 (categorized as 2D plane strain) and
experiments: for the first model, both the substrate and the interface are assumed to be plane stress
(categorized as 2D plane stress), and for the second model is a 3D FE model, as seen in Fig.4.8.
For all three FE models, six elements are assigned in the in-plane thickness of interfacial layer,
and eight elements are assigned in the out of plane thickness of specimen for 3D FE model. Same
material parameters for both the substrate and interface are applied for all three FE models.
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Fig.4. 8 The FE model for scarf joint specimen (𝛽 = 90°) (a) 2D model (plane strain and plane
stress); (b) 3D model.
The comparison of overall force-displacement curves between experiments and FE simulations
is shown in Fig.4.9(a). It can be seen both the 2D plane strain and 3D FE models can accurately
predict the stiffness of scarf joint specimen before damage initiation. The values of stress triaxiality
𝜂 in the middle of interfacial layer for both 2D plane strain and 3D FE models are also close to the
analytical prediction from Eq.2.10. The 2D plane stress FE model underpredicts both the stiffness
of scarf joint specimen and stress triaxiality in the interfacial layer. Therefore, the accuracy of 2D
plane strain FE models could be guaranteed.
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(a)

(b)

Fig.4. 9 (a) the comparison of force-displacement curve between 2D and 3D FE models; (b) the
comparison of stress triaxiality 𝜂 in the interfacial layer between 2D and 3D FE models (the line
of ‘Analytical prediction’ is obtained from Eq.2.10).

4.3 Conclusions
The proposed hyperelastic softening model was implemented into ABAQUS via VUMAT.
Through comparisons between experiments and simulation results, the hyperelastic softening
model could well predict the nonlinear behavior before peak and the softening/damage evolution
of 3D printed interfacial layer after reaching the peak. The simulation results also proved the new
scarf joint specimens could provide a wide range of stress triaxiality (𝜂 = 0~2.5) by simply
varying the slanted angle. The stress state of interfacial layer in group 1 is close to boundary
condition ‘EC’, while the stress state of interfacial layer in group 2 is close to ‘EF’. More
importantly, one hypothesis was proved via FE simulations and experiments: the model parameter
𝑚 is not only related to the material but also highly depends on the stress-triaxiality 𝜂. Specifically,
when 𝜂 increases, 𝑚 will decrease exponentially. In terms of this merit, the current modeling
method is superior to either the cohesive zone model or the damage mechanics model.
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5. Model Verification
5.1 Introduction
To further verify the hyperelastic softening model, two groups of specimens are designed and
fabricated via the multi-material 3D printer (Objet Connex 260). The first group of specimens are
compact tension specimens (ASTM-E99) with sinusoidal wavy interfacial layer (as shown in
Fig.5.1a). The second group of specimens are compact tension specimens (ASTM-E99) with Koch
curve interfacial layer (as shown in Fig.5.1b). These two groups of specimens are used to analyze
the damage evolution of interfacial layer under mixed Mode I/II loading. The third group of
specimens are wide dogbone specimens with triangular wavy interfacial layer (as shown in
Fig.5.1c). They are used to explore the failure mechanism of zigzag suture joints under uniaxial
tension.

Fig.5. 1.(a) The compact tension specimens with sinusoidal wavy interfacial layer; (b) The
compact tension specimens with Koch curve interfacial layer; (c) The wild dogbone specimens
for uniaxial tension.
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5.2 Verification by compact tension tests with sinusoidal wavy interface
To verify the hyperelastic softening model in predicting damage initiation and evolution of
material under complicated stress states due to mixed mode I/II laoding, compact tension
specimens (ASTM-E99) with sinusoidal wavy interfacial layer are designed and fabricated via the
multi-material 3D printer (Objet, Connex 260). The mid-line of the wavy layer follows the
𝐴

2𝜋

sinusoidal function 𝑦 = 2 sin( 𝜆 𝑥) , as shown in Fig.5.2a. Three specimens are designed by
keeping 𝜆 the same (𝜆=4.8mm), and varying amplitude A as 0mm, 2.4mm, and 3.4mm. Thus, the
ratio of 𝐴/𝜆 for the three specimens are 0, 0.5 and 0.71, respectively. The in-plane thickness of the
interfacial layer is 0.4mm, and the out-of-plane thickness for all compact tension specimens is
2mm, as shown in Fig.5.2a.

Fig.5. 2. The compact tension specimens of sinusoidal wavy interfacial layer: (a) the schematics
of the design; and (b) the images of the 3D printed specimens.
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For each specimen, the substrate is printed as VeroWhite, and the wavy interfacial layer is printed
as Tangoplus, as shown in Fig. 5.2.b. Quasi-static compact tension experiments (loading rate of
0.024mm/min) are performed for each specimen. All experiments are performed on a Zwick screw
driven material testing machine and a 100N load cell is used.
FE models of the three specimens are developed in ABAQUS. 2D plane strain elements (CPE4R)
are used for the wavy interfacial layer, and one element is used along the thickness of interfacial
layer. The VeroWhite substrate is again modeled as linear elastic isotropic material (𝐸 =2.0GPa,
υ =0.33). For the softer TangoPlus layer, the user subroutine (VUMAT) for the hyperelastic
softening model is used to capture the constitutive behavior and damage-induced softening of the
material in the interfacial layer. The model parameters are obtained from Section 4, as shown in
Table.4.2.
The load-displacement curves from the experiments and FE simulations are compared in Fig.
5.3a. Fig.5.3a shows that FE simulations accurately captured the overall load-displacement curves
of the wavy interfacial layer with the two different waviness. Although, for the specimen with flat
interfacial layer, there is a discrepancy between the FE simulation and mechanical experiments.
This is because of slight debonding between the interfacial layer and the hard phase. Also, it can
be seen that when 𝐴/𝜆 increases, both the peak force and the final displacement to failure will
increase significantly.
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(a)

Fig.5. 3. The comparison between experimental and FE force-displacement curves of the
compact tension of the 3D printed suture specimens.

To demonstrate damage propagation in the interfacial layer for each specimen, zoom-in images
of the crack front for each specimen at different stages (pre-peak, post-peak) are shown in Fig.5.4.
It can be seen that when the interfacial layer becomes more wavy, the cavitation near the crack tip
in the interfacial layer increases significantly.

65

D

1
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Fig.5. 4. Experimental images of crack front vs. the FE contours of damage in the interfacial
layer.

To quantify material softening due to mixed mode I/II loading in the interfacial layer, in the
VUMAT subroutine, at each time step, the damage variable D of the material is calculated by
Eq.5.1:
𝜎𝑒𝑈
𝐷 =1− 𝑊,
𝜎𝑒

Eq.5.1

where 𝜎𝑒𝑈 is the von Mises effective stress of Cauchy stress tensor from the hyperelastic softening
model, and 𝜎𝑒𝑊 is the von Mises effective stress from the Arruda-Boyce hyperelastic model
without softening. The FE contours of the damage for three specimens at three different overall
displacements are shown in Fig.5.4.
The spatial distribution of damage along the interfacial layers with different waviness at different
levels of overall loading are shown in Fig.5.5, in which 𝑥 is the horizontal axis shown in Fig.5.2.
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Fig.5. 5. The comparison of damage distribution in the interfacial layer
(a)𝐴⁄𝜆 = 0; (b) 𝐴⁄𝜆 = 0.5; (c) 𝐴⁄𝜆 = 0.71.
Figs.5.4 and 5.5 show that in general, at the same overall displacement, when 𝐴/𝜆 increases, the
level of damage in the interfacial layer decreases, indicating a slower crack propagation and a
larger fracture toughness. For the wavy layers, the damage reaches local maximum at the peaks
and valleys of the sinusoidal interfacial layers, indicating the stress concentration at these locations.
To quantify the influence of 𝐴/𝜆 on the fracture toughness, for each specimen, the energy release
𝑊𝑠 (schematically shown in Fig.5.6a) (Anderson, 2005; Cordisco et al., 2016) is quantified at
different crack area 𝐴𝑐𝑟𝑎𝑐𝑘 ( 𝐴𝑐𝑟𝑎𝑐𝑘 is defined as the projection area of crack surface on 𝑥𝑧
plane)[70][31]. The fracture work for three specimens are compared in Fig.5.6b. Fig.5.6b shows that
when 𝐴/𝜆 increases, the energy releases 𝑊𝑠 increases significantly. For the wavy specimens, 𝑊𝑠
quickly increases (black solid lines in Fig.5.6c) slightly after the peaks and valleys of the interfacial
layer, indicating the crack propagation slows down at those locations.
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Fig.5. 6. (a) The schematics of fracture work; (b) fracture work vs. crack length for different
waviness; (c) fast (dash lines) and slow (solid lines) crack propagations.

Based on the concept of the fracture energy release rate 𝐺𝑐𝑥 in Linear Elastic Fracture Mechanics
(LEFM) (Anderson, 2005, Cordisco et al., 2016)[70][31]. Fig.5.6b shows a linear relation between
energy release 𝑊𝑠 and 𝐴𝑐𝑟𝑎𝑐𝑘 .
𝜕𝑊𝑠

𝐺𝑐𝑥 = 𝜕𝐴

𝑐𝑟𝑎𝑐𝑘

.

Eq.5.2

Therefore, an least-square linear fit of the curves in Fig. 13b gives the values of 𝐺𝑐𝑥 for interface
with different waviness, as shown in Table.5.1. It can be seen that when 𝐴/𝜆 increases, the fracture
energy release rate increases significantly. For example when the interfacial layer changes from
flat to the waviness of 𝐴/𝜆 =0.5, the energy release rate increases 41%, while when the waviness
changes from 0 to 𝐴/𝜆 =0.71, the energy release rate increases 94%! These quantifications further
confirm the significant influences of the waviness on the overall fracture toughness, as is also
shown in Fig.5.5 and Fig.5.6.
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Table.5. 1. The comparison of 𝐺𝑐𝑥 for different 𝐴/𝜆
𝐴/𝜆
0
0.5
0.71

𝐺𝑐𝑥
(N/mm)
0.17
0.24
0.33

𝑥
∆𝐺𝑐𝑥 /𝐺𝑐0

−
41%
94%

5.3 Verification by compact tension tests with Koch curve interface
Compact tension specimens with Koch fractal layers are design and fabricated via 3D printing
by Monsef [71][72]. The experimental results will be used to further verify the present hyperelastic
softening model. The schematic drawing of Koch curves with different numbers of iterations are
shown in Fig.5.7. Mathematically, Koch curve is generated via an iterating function system (IFS)
by repeatedly separating a straight line with length 𝑎0 into four smaller sections with length 𝑎0 /3,
as shown in Fig.5.7 [72][73]. Within each iteration, in order to keep the horizontal distance between
the starting and end points in the new curve the same as the mother curve, the angles between two
neighboring sections are set as either 60 or 120 degree, as seen in Fig.5.7.
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Fig.5. 7. The schematics of Koch curve [71][72]
5.3.1 Specimen design and and experimental results [71] [72]
The compact tension specimens are designed based on the ASTM-E99 standard. The 3D printed
specimens with Koch curve with different number of iterations, 𝑁=0, 1, 2 and 3, are shown in
Fig.5.8. The dimensions 𝑎𝑁 of the straight sections in each specimen are summarized in Table
5.2[71][72].
Table.5. 2. The detailed dimensions of Koch curve
𝑁

0

1

2

3

𝑎𝑁 (mm)

9

3

1

0.33

Fig.5. 8 The compact tension specimens with Koch curve interfacial layer (N=0~3)[71][72]
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For all specimens, the Koch layer is printed as TangoBlack (a rubber material with very similar
mechanical behavior as TangoPlus), and the substrate is printed by VeroWhite. The in-plane
thickness of interfacial layer is 0.4mm, and the out-of-plane thickness of the specimens is 2.0mm.
To avoid stress concentration at the sharp corners, all included angles are rounded[71][72]. Quasistatic compact tension experiments are performed on the Zwick material testing machine (Zwick
Z5.0), and a 100N load cell is used. The loading rate for all specimens is 0.024mm/min. All
specimens are tested after ~24 hours for fully curing[71].
The force displacement curves from the experiments are shown in Fig.5.9[71][72]. It can be seen
that the force displacement curves for lower order specimens (N=0 and 1) drops quickly after
reaching the strength, indicating a rapid damage propagation in the interfacial layers. For higher
order specimens (N=2 and 3), due to the contact and interlocking between smaller sections,
plateaus are observed in the post failure stage of the force-displacement curves, and more stable
damage propagation occurs.

Fig.5. 9. The force-displacement curves from compact tension tests on the Koch layer specimens
[71][72]
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5.3.2 The FE simulations
The FE models of the specimens are developed in ABAQUS/CAE. With the material model
developed, FE simulations on the compact tension experiments for all specimens are performed in
ABAQUS/Explicit. One representative FE model is shown in Fig.5.10. For each FE model, in the
Koch layer, 2D plane strain elements (CPE4R) are used. The elements in the substrate are assumed
to be 2D plane stress (CPS4R). The VeroWhite substrate is modeled as linear elastic isotropic
material. For the softer TangoBlack layer, the user subroutine (VUMAT) for the hyperelastic
softening model is used to define the constitutive behavior and the damage-induced softening in
the interfacial layer. One element is assigned along the thickness of interfacial layer. The best fit
of model parameters are shown in Table.5.3, which are close to the parameters for TangoPlus in
Table 4.2.

Fig.5. 10.The 2D FE models for compact tension tests on specimens with Koch curve interfacial
layer
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Table.5. 3. The model parameters for TangoBlack
𝜇
(MPa)

𝜆𝐿

0.53

1.32

𝐾0
𝛷0 (MPa)
(MPa)
4.25

0.70

a

b

7.59 0.63

The experimental and FE results are shown in Fig.5.11(a) to 5.11(d). From the force displacement
curves, it can be seen the hyperelastic softening model well captures the pre-damage behavior and
the overall strengths for all specimens. The FE damage contours in the soft interfacial layer are
output at the overall peak load and the instants close-to-final failure. In the damage contours, D=0
represents zero damage in the element, and D=1 represents the complete failure of the element.

(b)
𝛿𝑔 =0.5mm

D
1
0.5
0
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𝛿𝑔 =1.5mm

Fig.5. 11. Left: the comparison of force-displacement curves between experiments and FE
simulations; right: the damage contours in the interfacial layer (a) N=0; (b) N=1; (c) N=2; (d)
N=3.

For models of lower order specimens (N=0 and 1), damage initiates near the notch of the
interfacial layers and then propagates along the layer. When the force displacement curves enter
into the post failure stage, damage propagates rapidly through the rest of the interfacial layer and
break the specimens.
For models of higher order specimens (N=2 and 3), damage also initiates near the notch of
interfacial layers and leads to the peaks on the curves. When the force displacement curves enters
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into the post failure stage, when the overall displacement 𝛿𝑔 =1.0mm, the damage contours show
that for specimens with larger N, damage propagation is significantly retarded along the interfacial
layer, as shown in Fig.5.11(c) and 5.11(d). This is because of the teeth interlocking and climbing
over each other in this stage.
When N≥2, teeth interlocks after the peaks, due to the extreme distorsion of the element in the
layers due to large local deformation, the job quits. Therefore, the current model is only able to
capture the failure in the layer and is not able to capture the teeth interlocking and climbing after.
A contact mechanics model is needed to capture the following behavior.

5.4 Prediction of failure mechanism transition
The influences of suture morphology on the overall stiffness and strength of composite sutures
are explored [6-9]. For example, it is found that for sutures with hierarchical morphology, when the
number of hierarchy increases, the overall stiffness of sutures can increase by orders of magnitude
[7] [10]

. Also, when the suture morphology becomes irregular, the overall ductility and flaw tolerance

of sutures will increase [11].
Biomimetic suture specimens with general trapezoidal morphology are fabricated via 3D printing,
and the overall mechanical properties of general trapezoidal sutures are studied via theoretical
analysis and mechanical experiments [9]. Previous studies on biomimetic sutures have focused on
morphological effects and the elastic properties under small deformation. While for biological and
biomimetic sutures, the interfacial material has entered into nonlinear regime under large
deformation. Therefore, for the purpose of practical design, the influences of material nonlinearity
on the mechanical behaviors of sutures under relative large deformation need further exploration.
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In this investigation, inspired by biological sutures in nature, suture specimens with different
morphologies and various interfacial materials are designed and fabricated via a multi-material 3D
printer (Connex Objet 260). Uniaxial tension mechanical experiments are performed on the 3D
printed suture specimens, interesting failure mechanisms are observed. To further understand the
failure mechanisms and the transition between them, advanced finite element simulations are
performed by considering material nonlinearity and failure.
5.4.1 Biomimetic design and specimen fabrication
By varying the suture morphology and the interfacial material, five suture specimens with
periodic geometries are designed, as shown in Fig.5.13b. The interfacial layer is phase 0, and the
hard phase (tooth and substrate) is phase 1. The overall dimensions of the 3D-printed biomimetic
suture specimens are provided in Fig.5.12. To prevent the stress concentration near the grip, the
wide dogbone-shaped geometry is used. The overall width of all specimens is 50mm, and the
overall height of each specimen is around 172mm (slightly varies because of the difference in the
amplitude of the teeth). The grip length is set as 57mm to prevent sliding between the specimens
and jaws of the Zwick material testing machine. The in-plane thickness of interfacial layer is
0.4mm, and the out of plane thickness of all specimens is 2mm.
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Fig.5. 12. The dimensions of 3D-printed biomimetic sutures (unit: mm)

For each specimen, the wavelength 𝜆 is the same (𝜆 = 2.7mm), and there are total 15 unit cells;
also, the in-plane thickness of the interfacial layer is 0.4mm. Thus, the volume fraction of the teeth
in the suture zone is 0.7 for all specimens. The out of plane thickness of all specimens is 2mm.
The dimensions and interfacial materials for all five designs are summarized in Table 5.4. The
hard phase for all specimens are printed as Vero White. The five specimens can be categorized
into two groups. For Group 1 (specimens 1, 2, and 3), the interfacial materials are the same (DM95,
a digital material in the 3D printer with Young’s modulus ~16MPa), but the amplitudes of the teeth
and therefore the tooth tip angles are different. For specimen 1, the amplitude 𝐴 of each cell is
3.5mm, thus, the tooth tip angle 2θ = 30°; for specimen 2, A = 5.3mm, and 2θ = 20°; for specimen
3, A = 10.7mm, and 2θ = 10°. For Group 2 (specimens 3, 4 and 5), the geometry is the same, but
the interfacial materials are different. The interfacial materials for specimens 3, 4 and 5 are DM95,
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DM85 a digital material with Young’s modulus ~12 MPa) and TangoPlus a soft transparent
rubbery material in the 3D printer, with Young’s modulus ~2MPa), respectively.

Fig.5. 13. (a) The geometry and two basic failure mechanisms of biomimetic suture specimens;
and (b) the five 3D printed suture specimens.
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Table.5. 4. The geometry and interfacial materials for the five designs
𝐴(mm) 𝜆(mm) Interfacial material

Group 1

Specimen 1

3.5

2.7

DM95

Specimen 2

5.3

2.7

DM95

Specimen 3

10.7

2.7

DM95

Specimen 4 Group 2

10.7

2.7

DM85

Specimen 5

10.7

2.7

TangoPlus

Therefore, the two groups of specimens are designed for two comparisons. For comparison 1
(specimens 1, 2 and 3), the influences of geometry on the failure mechanism are explored; and for
comparison 2 (specimen 3, 4 and 5), the influences of the interfacial material on the failure
mechanisms are explored.
5.4.2 Mechanical experiments
For each design, three identical specimens are printed and quasi-static uniaxial tension
experiments (loading rate is 0.024mm/min) are performed on a screw-driven Zwick material
testing machine (Zwick Z5.0). A 10kN load cell is used. The mechanical experiments are
performed on the 3D printed specimens around 24 hours after printing. The experimental results
are shown in Fig. 5.14.
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Fig.5. 14. (a) The experimental results of specimens in group 1 (the shaded area of the curves
represents the standard errors from repeated experiments); (b) the experimental results of
specimens in group 2.

Generally, two basic failure mechanisms are observed: tooth breakage mode, and interfacial
cohesive failure mode: specimens 1 and 5 fractured by interfacial cohesive failure mode; specimen
3 fractured by tooth breakage; and specimens 2 and 4 are with both failure mechanisms occur
simultaneously. For all specimens, the bonding between the hard phase and the soft phase is strong
and no adhesive failure is observed from any experiments.
Also, specimens 2, 3 and 4 have the same maximum overall strength which is much larger than
that of specimens 1 and 5. This indicates that when the tooth breakage mode occurs (including the
combination of tooth breakage and interfacial cohesive failure mode), the overall strength of the
sutures reaches the peak and the maximum strength is independent on the interfacial material
properties.
From the comparison of force-displacement curves, it can be seen for the mechanisms of
interfacial cohesive failure (specimens 1 and 5), the force-displacement curves start to soften after
reaching the peak loads. For the tooth breakage mechanism (specimen 3), the force-displacement
curve shows a plateau due to the large plastic deformation in the tooth material. Although both
failure mechanisms are observed to occur simultaneously in specimens 2 and 4, the loaddisplacement curves of the two specimens are quite different: for specimen 2, the loaddisplacement curves start to soften after reaching the peak load; while for specimen 4, the loaddisplacement curves slightly soften after the peak load, and then drop suddenly when the overall
displacement 𝛿𝑔 > ~3.5mm.
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Fig.5.14a shows that when the interfacial material is the same, the failure mechanism is governed
by the tooth tip angle 2θ. The experimental results of specimens in group 1 show that when the
tooth tip angle decreases from 30° (specimen 1) to 10° (specimen 3), the overall failure
mechanism of the sutures will transit from interfacial cohesive failure to the tooth breakage mode.
Fig.5.14b shows that when the geometry of the sutures is the same, the failure mechanisms is
governed by the interfacial materials. The experimental results of specimens in group 2 show that
when the interfacial material changes from DM95 (specimen 3) into Tango Plus (specimen 5), the
failure mechanism of sutures will transit from tooth breakage mode (specimen 3) to interfacial
cohesive failure (specimen 5).
5.4.3 Material models for 3D printed materials
In uniaxial tension experiments on 3D printed sutures, four different materials are used in the 3D
printed specimens: TangoPlus, VeroWhite and two digital materials, DM85 and DM95. The
mechanical behaviors of each material are quite different.
TangoPlus. For Tangoplus, the material is nonlinear before damage initiation and shows
softening after the peak load due to damage. These unique mechanical behaviors of TangoPlus
interfacial layer are captured by the hyperelastic softening model developed in Chapter 2 [57]. The
material parameters in Table 4.2 are chosen for FE simulation.
Digital Material. For the interfacial layer printed with digital materials (DM85 and DM95)
which are printed by mixing the two basic model materials (TangoPlus and VeroWhite), the
behaviors of them are very complex. For simplification, ductile damage model is used for digital
materials. For simplification, the ductile damage material model [32] is used in the FE simulations.
Before damage initiation, the interfacial layer is assumed to be isotropic and linear elastic. When
the equivalent stress in the interfacial layer reaches the critical value 𝜎𝑒𝐷0 , the damage will initiate.
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After that, the stress tensor 𝝈 in the damaged status will degrade from the corresponding intact
stress 𝝈
̅ via the damage parameter D, i.e. 𝝈 = (1 − 𝐷)𝝈
̅ [32][33]. Thus, when 𝐷 = 0, the material
is intact, and when 𝐷 = 1, the material completely fails

[32]

. In the FE simulations, when the

𝑓

displacement of the element reaches the critical value of 𝛿𝑝 , the element fails.
To calibrate the material parameters for DM85 and DM95, scarf joint specimens with digital
material interfacial layer are fabricated. The quasi-static uniaxial tensile experiments are
conducted. 2D Finite Element simulations are also performed. The material parameters of the
ductile damage model are obtained by best fitting the experimental results. The FE and
experimental results are shown in Fig.5.15. The model parameters for DM85 and DM95 are
summarized in Table. 5.5.

Fig.5. 15. Force-displacement curves of scarf joint specimens from experiments and FE
simulations with model parameters in Table. 3.
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Table.5. 5. The model parameters for DM85 and DM95
(𝐸 is the Young’s modulus, v is the Poisson’s ratio)
Material 𝐸(MPa)

𝜐

𝜎𝑒𝐷0 (MPa) 𝛿𝑝𝑓

DM85

12

0.4

3.2

0.3

DM95

16

0.4

6.5

0.4

VeroWhite. Uniaxial tension experiments are performed on standard dogbone specimens printed
by VeroWhite. The stress-strain curve is shown in Fig.5.16, which indicates a typical visco-plastic
behavior with three deformation stages: stress increases before initial yielding, followed by strain
softening after the peak stress, and then strain hardening after [74][75].

Fig.5. 16. The comparison of the stress-strain curves of VeroWhite from the experiment and FE
simulation with visco-plastic material model with parameters shown in Table.5.6

Viscoplastic models developed by Arruda and Boyce (1993) is used in the FE simulations [74][75].
The schematics of viscoplastic model is shown in Fig.5.17. The deformation gradient tensor 𝑭 in
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the viscoplastic model can be decomposed as 𝑭 = 𝑭𝒆 𝑭𝒑 , where 𝑭𝒆 is linear elastic deformation
tensor, and 𝑭𝒑 is the deformation gradient tensor in the viscoplastic element and hyperelastic
spring. The Arruda-Boyce model is chosen for the strain energy density of hyperelastic spring. For
the viscoplastic element, the effective shear strain rate (𝛾̇ 𝑝 ) is determined by the effective stress
𝜎𝑒 and temperature Θ, as shown in Eq.5.3 [76-78].
∆𝐺

𝜎

5⁄6

𝛾̇ 𝑝 = 𝛾̇ 0 𝑒𝑥𝑝 [− 𝑘Θ (1 − ( 𝑠𝑒)

)],

Eq.5.3

where 𝛾̇ 0 is the pre-exponential shear strain rate factor, 𝑠 is the current athermal shear yield
strength of VeroWhite, ∆𝐺 is the initial free energy change, and 𝑘 is the Boltzmann’s constant.
The strain softening in the viscoplastic is introduced by the evolution of athermal shear yield
strength, as shown in Eq.5.4 [78].
𝑠̇ = ℎ (1 −

𝑠
) 𝛾̇
𝑠𝑠𝑠 𝑝

Eq.5.4

where 𝑠̇ is the rate of athermal shear yield strength. For the initial state, the initial value of athermal
shear yield strength 𝑠0 is introduced. 𝑠𝑠𝑠 is the value of 𝑠 at the steady state (final state), ℎ is the
softening slope related with plastic shear strain.
For the linear elastic spring, the Young’s Modulus 𝐸𝐴 ) is 1.2GPa, and the Poisson’s ratio 𝜐𝐴 )
is 0.33 [79]. The model parameters [74][75] for the hyperelastic spring B and the dashpot C are listed
in Table.5.6.
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Fig.5. 17. The schematics of the viscoplastic model for VeroWhite [76-78].

Table.5. 6. Model parameters for the hyperelastic spring and viscoplastic elements
Hyperelastic

Viscoplastic

𝜇(MPa)

𝜆𝐿

𝐾0 (MPa)

𝛾̇ 0

Δ𝐺(𝐽)

4.5

2.6

21.2

7.0 × 105

1.25 × 10−19

𝑠0 (MPa) 𝑠𝑠𝑠 (MPa)
120

60

ℎ(MPa)
500

The viscoplastic model in Eq.5.3 and Eq.5.4 is implemented into ABAQUS via user subroutine
VUMAT. For each simulation time step 𝑛 , the overall deformation gradient tensor 𝑭 will
numerically decomposed into 𝑭𝒆 and 𝑭𝒑 by using the back stress approach, as seen in Fig.5.18.
The value of 𝑭𝒏+𝟏
and 𝑠𝑛+1 are numerically integrated via Back Euler algorithm [75][80]. From the
𝒑
comparison of stress strain curve between experiment and FE simulation in Fig.5.16 (right), the
Arruda-Boyce viscoplastic model could well predict the nonlinear behavior of VeroWhite.
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Fig.5. 18. The numerical implementation of viscoplastic model [72][77]

5.4.4 Finite Element Simulations
Quasi-static FE simulations for all 3D printed biomimetic suture specimens are performed in
ABAQUS/Explicit. For all FE models, plane stress elements are used for the hard phase, and plane
strain elements are used in the interfacial layer. To simulate the loading condition of uniaxial
tension, the displacements of all nodes on the bottom of suture models are constrained, and
prescribed vertical displacements are applied to the nodes on the top of all suture models.
Nonlinear material models with softening are used in the FE simulations (details can be found in
Section.5.3.3).
The experimental and Finite Element results are compared in Fig. 5.19. It can be seen that the
Finite Element simulations capture the overall force-displacement behaviors of all specimens well
(Figs.5.19(a) and 5.19(b)). For specimens 1, 2 and 3, the contours of the vertical component of the
stress 𝜎22 at the peak load (indicated by triangles on Fig.5.19(a), right) and right after load drop
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(indicated by circles on Fig.5.19(a), right) are shown in Fig.5.19(c) and 5.19(d), respectively. The
corresponding damage contours in the interfacial layer are shown underneath each stress contour
in Fig.5.19(c) and 5.19(d) as well. The contours of the vertical component of the stress 𝜎22 and
corresponding damage contours for specimens 3, 4 and 5 are shown in Fig.5.19(e) and 5.19(f). The
simulation results from both Group 1 and Group 2 showed the failure mechanism transition, which
well captured the experimental results in Fig.5.14.
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Fig.5. 19. (a) The comparison of the load-displacement curves from experiments and FE
simulations for specimens in Group 1(the shaded areas of the experimental curves represent the
standard error from repeated experiments)); and (b) Group 2; (c) the FE contours of the vertical
stress (top row) and the damage in the interfacial layer (bottom row) of specimens 1, 2 and 3 at
the peak load (indicated by triangle symbol in Fig.5.19a); and (d) the FE contours of the vertical
stress (top row) and the damage in the interfacial layer (bottom row) of specimens 1, 2 and 3 at
the point right after load drop (indicated by circular symbol in Fig.5.19a); and (e) the FE
contours of the vertical stress (top row) and the damage in the interfacial layer (bottom row) of
specimens 3, 4 and 5 at the peak load (indicated by triangle symbol in Fig.5.19); and (f) the FE
contours of the vertical stress (top row) and the damage in the interfacial layer (bottom row) of
specimens 3, 4 and 5 at the point right after load drop (indicated by circular symbol in
Fig.5.19b).
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It can be seen that for the specimen (specimen 3) with tooth breakage mode, the damage
parameter in the interfacial layer is always zero at both time instants shown, and the stress in the
teeth are quite uniform in the middle of the specimen, but slightly reduced near the free edges.
After the peak load, a significant shrinkage in the horizontal direction is observed in the suture
zone, as is consistent with the experimental observation.
For the specimen (specimen 5 as an example) with interfacial cohesive failure, damage first
occurs in the interfacial layer near the tooth tips and then propagates into major parts of the
interfacial layer. At the peak load, the stress in the teeth is uniform in all unit cells, very little freeedge effect is observed, as shown in Fig.5.19c. At the point right before load drop, the stress in the
teeth becomes zero, as shown in Fig.5.19d. For the specimen with combined failure mechanisms
(specimen 4 as an example), at the peak load, damage has already initiated in the interfacial layer
of the cells located in the middle of the specimen, and because of the damage in the interfacial
layer, the load could not be effectively transmitted to the corresponding teeth and the stress in the
teeth is not uniform anymore, as shown in Fig.5.19c. Due to the free edge effect, the unit cells near
the free edges can continue take the loads so that the load-displacement curves just slightly dropped
after the peak load. At the point right before load drop, damage has propagated into the interfacial
layer in all unit cells, and thus the load drops dramatically.

5.5 Conclusions
The hyperelastic softening methodology was further verified by predicting the mixed-Mode I/II
damage initiation/evolution in the 3D printed suture specimens. For the compact tension
experiments, the sinusoidal wavy interfacial layer with different waviness was designed and
fabricated. The experiments showed both the strength and fracture toughness of 3D printed suture
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increased significantly with the morphological waviness. For the compact tension experiments on
the Koch curve interfacial layer, the Koch curve interfacial layer with different hierarchy orders
was designed and fabricated. The experiments also showed the fracture toughness of 3D printed
Koch curve increased significantly with the hierarchy order. By fully considering both material
and geometric nonlinearity, the FE simulation results could well predict the influence of
morphology in the interfacial layer on the overall fracture toughness and crack propagation.
For the uniaxial tension tests, periodic triangular biomimetic sutures with different tooth tip angle
and material combinations were designed and fabricated by multi-material 3D printing. The
experimental results showed two distinguished failure mechanisms: the tooth breakage mode and
the interfacial cohesive failure mode. The transitional model with the two failure modes occurring
simultaneously was also observed. For a certain material combination in tooth and interfacial layer,
when the tooth tip angle decreased, the failure mechanism would transfer from interfacial cohesive
failure into tooth breakage. For a certain morphology (overall volume fraction of hard phase at
suture zone and the tooth tip angle), when the strength of interfacial layer increased, the failure
mechanism of the sutures would change from the interfacial cohesive failure mode into the tooth
breakage mode. Advanced finite element simulations were performed to further understand the
failure mechanism transition by accounting for the influences of material nonlinearity and failure
under large deformation. The experimental and FE results revealed that the damage in the
interfacial layer could significantly reduce the efficiency in transmitting loads to the hard phase,
and the overall strength of suture would decrease. The maximum strength of sutures was achieved
when some and/or units failed under tooth breakage mode. When this failure mechanism occurred,
the overall strength of suture was independent of interfacial material properties.
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6. A Visco-Hyperelastic Softening Model
In literature, the strain rate dependence of VeroWhite is studied via a viscoplastic model
developed by Arruda and Boyce[74][75]. In this viscoplastic model, the material is linear before
plastic deformation, followed by a softening response induced by the reduction of athermal shear
resistance of the material, which is due to the reconstruction of molecular chain in plastic
deformation. The yielding strength of material is determined by the strain rate. Then the strain
hardening is followed by the softening response. The experiments and FE simulation results
showed that the yielding stress of VeroWhite increases with strain rate (0.002/s-0.02/s), while the
stiffness of it is not sensitive to strain rate, as seen in Fig.6.1[75]. However, for the 3D printed
TangoPlus and digital materials (DM), experimental results showed that the stiffness increases
when the strain rate increases from 0.0012 /s to 0.12/s[88]. This indicates a typical viscoelastic
behavior. Considering the nonlinear behavior of TangoPlus and some of the digital materials,
visco-hyperelastic model is suitable to capture the mechanical behavior of the materials under
different strain rates (0.0012/s-0.12/s) used a viso-hyperelastic model to capture the strain rate
effects of pure TangoPlus [88].
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Fig.6. 1. The comparison between experiments and FE simulations under uniaxial tension[75]

However, so far, only a few efforts are made in testing and modeling both strain rate effects and
damage initiation and evolution of the material. Also, due to the mixing of two dissimilar materials
along the interface during printing, the mechanical behavior of an interfacial layer printed as
TangoPlus is quite different with pure TangoPlus.
In this Chapter, based on the hyperelastic-softening model developed in Chapter 2, a viscohyperelastic softening model will be developed to explore the mechanical behaviors and failure
process of an 3D printed soft interfacial layer under different strain rates.
6.1 Mechanical tests
To quantify the strain rate effects and characterize the model parameters, mechanical experiments
under different strain rates are performed on the scarf joint specimens designed in Chapter 3. The
specimens are fabricated via the multi-material 3D printer (Objet 260). For each specimen, the
VeroWhite (a hard plastic material) is used to print the substrate, and a rubbery TangoBlack (a soft
rubbery material similar to TangoPlus) is used to print the interfacial layer, as shown in Fig.6.2.
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The thin black interfacial layer is printed as TangoBlack, and the white substrate is printed as
VeroWhite. For fully curing of the polymers, all specimens are tested ~24 hours after printing.
Both stress relaxation tests and uniaxial tension tests are performed on the scarf joints specimens.

Fig.6. 2. The scarf joint specimens for strain rate tests (units:mm)

Stress relaxation tests. For the stress relaxation tests, all scarf joint specimens are pre-stretched
to 0.1mm overall displacement with various loading rates (0.024mm/min to 2.4mm/min) which
generate local strain rates in the interfacial layer (from 0.001/s to 0.1/s). Then the overall
displacement of the specimens is kept as constant value (𝛿𝑔 = 0.1mm) for 100s, and the stress
time curves are output from Zwick testing machine (Zwick Z5.0), as shown in Fig.6.3.
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Fig.6. 3. The stress relaxation curve of scarf joint specimens (a) group 1; (b) group 2.

Fig.6.3 shows that the initial forces increases with the strain rate of the pre-stretch. For tests with
0.001/s pre-stretch rate, when time increases, the force barely changes. For tests with 0.01/s and
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0.1/s pre-stretch rates, significant force reduction is observed between 0.1s and 30s. Since the
stiffness of the hard phase (VeroWhite) is insensitive to strain rates (0.002/s-0.02/s)[75], the force
reduction is mainly due to the viscous effects in the 3D printed soft interfacial layer.
Uniaxial tension tests. Uniaxial tension tests are also conducted on the scarf joint specimens with
different loading rates (from 0.024mm/min to 2.4mm/min). The strain rate at the interfacial layer
varies from 0.001/s to 0.1/s. A 10KN load cell is used. All scarf joint specimens break by the
cohesive failure in the interfacial layer. The force-displacement curves are shown in Fig.6.4(a) and
6.4(b).
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Fig.6. 4. The uniaxial tension tests on scarf joint specimens under different strain rate in (a)
group 1(𝛽 = 0°, 15°, 30°); (b)Group 2 (𝛽 = 45°, 60°, 75°, 90°); (c) the increase of failure strain
energy density in Group 1 and Group 2

Figs.6.4a and 6.4b show that for all specimens, when the loading rate increases, both the
stiffness and strength increase significantly. Based on the principle of work and energy in the
interfacial layer, the overall failure strain energy density 𝛷0 can be obtained from area underneath
the overall load-displacement curves in Fig.6.4(a) and 6.4(b), as shown in Fig.6.4(c) left (The
expression of 𝛷0 could be seen in Fig.4.1). Fig.6.4c shows that generally, the overall failure strain
energy density 𝛷0 increases from 0.5MPa to 1.5~2.0MPa when the strain rate increases from
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0.001/s to 0.1/s. Also, for specimens in Group 1, for higher strain rates, 𝛷0 increases when 𝛽
increases. While for Group 2, the failure strain energy density 𝛷0 between 𝛽 = 45° and 𝛽 = 60°
are close, and for higher strain rates, the value of 𝛷 0 for larger 𝛽 (75° and 90°) is larger than
smaller 𝛽 (45° and 60°).
6.2 Constitutive approaches on visco-hyperelastic model
In the molecular level, one possible mechanism for strain rates effects of polymers is related to
the free molecular chains in the polymer network. In polymeric materials, usually, free molecular
chains existed in the polymer network, as seen in Fig.6.5. Under quasi-static loading, the free
molecular chains are elastically inactive [81]. While, when the network is under high deformation
rate, the free chains would deform affinely with the molecular network and increases the overall
deformation resistance of the material [81].

Fig.6. 5. The schematics of free chain in molecular network of polymers(modified from
Bergstrom and Boyce, 1998)[81]
In literature, to predict the strain rate effects of rubbery materials, visco-hyperelastic constitutive
models are developed. Generally, there are two types of formulations for viso-elastic models:
integrational formulation [82] and multiplicative decomposition [81].
Integration approach The integration approach was proposed by Coleman to analyze the
infinitesimal and finite viscoelasticity of solids [82]. In Coleman’s model, the viscoelastic behavior
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of solids is defined by stress relaxation function 𝛷(𝑠). The visco stress tensor 𝑇𝑉 can be expressed
as[82]:
∞

𝑇𝑉 = ∫ 𝛷̇(𝑠){𝐸(𝑡 − 𝑠)} 𝑑𝑠,

Eq.6.1

0

where 𝐸(𝑡 − 𝑠) is the strain tensor in the integration form, 𝑡 is the loading time. Based on the
stress relaxation function, Bernstein et al. proposed a deformation gradient based viscoelastic
model to model stress relaxation of the plasticized polyvinyl chloride rubber
proposed a viscoelastic model in a Maxwellian nonlinear medium

[84]

[83]

. Later Leonov

. In Leonov’s model, the

viscosity of material is assumed to be exponential related to the strain energy density 𝑊 [84].
Comparing with the Bernstein’s model and Leonov’s model, Coleman’s model provides a more
generalized approach, and the corresponding model parameters can be easily characterized from
experiments. A more generalized linear viscoelasticity model with a series of parallel Maxwellelements was proposed by Haupt and Lion, as seen in Fig.6.6 [85]. The generalized stress relaxation
function is formulated in Prony series:
𝑁

Φ(𝑡) = ∑ 𝜇𝑘 𝑒

−

𝑡
𝜏𝑘 ,

Eq.6.2

𝑘=1

where 𝑁 is the number of Maxwell-elements, 𝜇𝑘 is the stiffness of the k-th element, and 𝜏𝑘 is the
corresponding stress relaxation time. By incorporating Prony series of discrete relaxation functions
into the model, Haupt and Lion’s viscoelastic model is able to predict the strain rate effects of
hyperelastic material from small strain rate to larger strain rate.
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Fig.6. 6. The paralleled Maxwell model in Haupt and Lion’s Model [85]

Integration based generalized Maxwell models are applied to predict the mechanical behavior of
rubbery material under various ranges of strain rates. Yang, Shim and Lim proposed a single
Maxwell visco-hyperelastic model to predict the mechanical behavior of rubbery material (SHA30
and SHA70)

[86]

. By comparing with experimental results from Split-Hopkinson bar tests, the

proposed visco-hyperelastic model well predict the experimental results under quasi-static
condition, and under strain rates of 1800/s and 3000/s

[86]

. Hoo Fatt and Xin developed a

viscohyperelastic model with two paralleled Maxwell-elements to accurately predict the
mechanical behavior of Styrene Butadiene Rubber at strain rates between 0.1/s to 530/s

[87]

.

Slesarenko and Rudykh proposed a model including three paralleled Maxwell-elements with Yeoh
hyperelastic model to predict the mechanical behavior of 3D printed soft material (TangoPlus and
Digital Materials) from quasi-static loading (with strain rate of 0.0012/s) to loading with the strain
rate of 0.12/s [88].
Multiplicative decomposition approach. In the multiplicative decomposition approach, the
overall deformation gradient 𝑭 can be decomposed into elastic deformation gradient 𝑭𝒆 (a rate
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independent part) and visco deformation gradient 𝑭𝒗 , and the viscous flow rule is applied to
determine the decomposition of the overall deformation gradient 𝑭 [89]. A linear visco-hyperelastic
model by using the multiplicative decomposition approach is further developed by Lubliner, in
which, the free energy density function is [89]:
𝑐
𝜓 = 𝜓0 (𝑇) + 𝑠0 𝑘𝑇[𝑡𝑟(𝑪𝑨) − 3 − ln(𝑑𝑒𝑡𝑨)],
2

Eq.6.3

where 𝑐 is a dimensionless constant, 𝑠0 is the number of polymer chains in a unit volume, 𝑘 is the
Boltzmann’s constant, 𝑇 is temperature, and 𝐴 is an internal variable tensor. The
viscous/relaxation effect in Lubliner’s model is determined by the rate of 𝑨. The rate of 𝑨 is
governed by the inverse of 𝑪 and the relaxation time 𝜏[89]:
1
𝑨̇ = 𝜏 (𝑪−1 − 𝑨).

Eq.6.4

To model the strain rate effect in the reinforced rubber (elastomer), Lion applied the concept of
multiplicative decomposition into the nonlinear viscoelastic model[90]. The viscosity function in
the Lion’s model is defined by the evolution of deformation rate in the viscous dashpot [90]:
𝑭̇𝑣 =

𝜌𝑅𝜃
𝜕𝑊𝑒
(1 + 2𝑭𝒆 )
,
𝜂𝑣
𝜕𝑭𝒆

Eq.6.5

where 𝜌𝑅𝜃 is mass density function related to temperature 𝜃, 𝜂𝑣 is the nonlinear viscosity function,
and 𝑊𝑒 is the free energy related to the elastic deformation.
Both Lubliner’s model and Lion’s model did not reflect the influences of polymer chain
microstructure on the viscous effects. Based on Zener’s model, Bergstrom and Boyce developed a
new generalized Maxwell model to consider the influences of free chain in the polymer network.
The schematics of the model is shown in Fig.6.7[81]. For spring A, the Arruda-Boyce model (eight
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chain model) is used to model the quasi-static behavior of elastomers. The mechanical behaviors
of spring B and Dashpot B are governed by the microscopic stretch of free chains.

Spring B
(Hyperelastic)

Spring A
(Hyperelastic)

Dashpot B
(viscoelastic)

Fig.6. 7. The rheological schematics of Bergstrom and Boyce model [81].
The viscous behavior in Bergstrom and Boyce model is determined by the rate of shape change
in network B (𝐷𝐵 ) and the evolution of effective strain rate 𝛾̇ 𝐵 [81]:
𝑫𝑩 = 𝛾̇ 𝐵 𝑵𝑩
𝐶2
̅̅̅
𝛾̇ 𝐵 = 𝐶1 (𝜆
𝐵 − 1) (

𝜏𝐵 𝑚
)
𝜏̂ 𝐵

Eq.6.6

where 𝑵𝑩 indicates the direction of stress tensor in B, ̅̅̅
𝜆𝐵 is the effective stretch in free chains, and
𝜏𝐵 is the von Mises effective stress in B. 𝐶1 , 𝐶2 , 𝑚 and 𝜏̂ 𝐵 are the material constants related to the
free chains. Bergstrom and Boyce model can accurately capture the strain rate-dependent/timedependent behavior of elastomers in low strain rate (0.001/s-0.1/s) by using one set of viscous
functions [81][91]. Besides Bergstrom and Boyce model, other Zener model based visco-hyperelastic
models are also formulated via multiplicative decomposition to predict the strain rate-dependent
behavior of elastomers [91-98].
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Comparing with the integration approach, the multiplicative approach formulates the constitutive
model implicitly. Therefore, relevant model parameters could not be directly characterized from
experiments

[99]

. Moreover, special numerical algorithms are needed in explicit simulations to

avoid the nonuniqueness of multiplicative decomposition [97]. The integration approach is built on
the elastic relaxation function, and it is more convenient than the multiplicative decomposition
approach in model characterization and numerical implementation. Therefore the integration
approach is chosen for the present model.
Visco-hyperelastic softening model So far, none of above mentioned visco-hyperelastic models
considered the failure of elastomers. To fill this gap, Volokh and Trapper

[100]

incorporated the

concept of hyperelastic softening into the viscoelastic model developed by Simo and Hughes [101].
A generalized Maxwell model (shown in Fig.6.7) is chosen, in which, spring A and spring B
represent the volumetric deformation and deviatoric deformation of the model, respectively. Thus,
Cauchy stress can be expressed as [100]:
𝝈(𝑡) = 𝐽

𝑡
𝜕𝑈𝐴
𝑡−𝑠 𝜕
𝑰 + ∫ 𝑒𝑥𝑝 (−
) (dev[𝑻𝑩 ])𝑑𝑠
𝜕𝐽
𝜏 𝜕𝑠
−∞

Eq.6.7

where 𝜏 is the relaxation time, and the strain energy density of the original hyperelastic softening
model in Volokh (2007) is chosen[46]. Since the visco-hyperelastic softening model proposed by
Volokh and Trapper only considered the viscosity due to the deviatoric deformation, the strain rate
dependence on stiffness and strength can not be accurately predicted.
A generalized nonlinear visco-hyperelastic softening model is proposed by Aranda-Iglesias, et
al. to predict the mechanical behavior of rubbery material under higher strain rate (76/s~450/s)[102].
Again, the generalized Maxwell model shown in Fig.6.7 is chosen. Spring A represents the quasistatic response of rubber, and the hyperelastic-softening model in Volokh (2010) by using upper
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incomplete gamma function is chosen[47]. For the hyperelastic models in spring A and spring B,
Lopez-Pamies model is applied [103]. The damage initiation/evolution in spring B is determined by
damage initiation/evolution in spring A

[102]

. For dashpot B, the nonlinear viscosity function

developed by Hoo Fatt and Xin is used [104]:
3
2
𝜂 = {𝑐1 (1 − 𝑒 𝑐2 (𝐼𝐴1 −3) ) + 𝑐3 }(𝑐4 𝐼𝐵1
+ 𝑐5 𝐼𝐵1
+ 𝑐6 𝐼𝐵1 + 𝑐7 )

Eq.6.8

where 𝐼𝐴1 and 𝐼𝐵1 are the first invariant of deformation gradient tensor in spring A and B,
respectively. 𝑐1 to 𝑐7 are material constants determined by best fitting experimental results under
different strain rates. A linear viscous flow rule is employed in this model[104]:
𝑫𝑩 =

1
𝑪 𝜏
𝜂 𝑨 𝐵

Eq.6.9

where 𝑫𝐵 is the deformation rate tensor in spring B, 𝑪𝑨 is the right Cauchy-Green deformation
tensor in spring B, and 𝜏𝐵 is the effective stress in spring B. This modified visco-hyperelastic
softening model is able to capture the strain rate dependence of the stiffness and strength of rubbery
material under high strain rate (76/s~450/s) [102].
6.3 Formulation of visco-hyperelastic softening model
For the existed visco-hyperelastic softening models, model parameters related to the viscosity
function are difficult to characterize via experiments. In this chapter, to quantify the influence of
strain rate effect on the stiffness and strength of 3D printed soft interfacial layer, a viscohyperelastic model is integrated with the proposed hyperelastic softening model via the rheological
model shown in Fig.6.7. The spring A and B represent the hyperelastic softening behavior of the
material, and the dashpot B controls the viscoelastic behavior. Based on the spring dashpot model
shown in Fig.6.7, the strain energy density function can be written as:
𝑈(𝑭) = 𝑈𝐴 (𝑭) + 𝑈𝐵 (𝑭)
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Eq.6.10

To simulate the damage initiation/evolution in the visco-hyperelastic softening model, the failure
strain energy density in spring A and spring B are 𝛷 𝐴 and 𝛷𝐵 , respectively. Thus, the strain energy
density of spring A and spring B can be expressed as a function of upper incomplete gamma
function 𝛤(𝑠, 𝑥):
𝑚(𝜂)

𝛷𝐴
1
1
𝑊𝐴 (𝑭)
𝑈𝐴 (𝛷 , 𝑚(𝜂)) =
(𝛤 (
, 0) − 𝛤 (
,(
)
𝑚(𝜂)
𝑚(𝜂)
𝑚(𝜂)
𝛷𝐴
𝐴

))

𝑚(𝜂)

𝛷𝐵
1
1
𝑊𝐵 (𝑭)
𝑈𝐵 (𝛷 , 𝑚(𝜂)) =
(𝛤 (
, 0) − 𝛤 (
,(
)
𝑚(𝜂)
𝑚(𝜂)
𝑚(𝜂)
𝛷𝐵
𝐵

))

Eq.6.11

For the hyperelastic model without damage in spring A and B, the Arruda-Boyce model is used.
The non-dimensional parameter 𝑚 is assumed to be exponentially related to stress triaxiality 𝜂
(𝑚 = 𝑎𝑒 −𝑏𝜂 ). In this way, the influences of stress state on the damage initiation/evolution of the
material in the interfacial layer are considered in the model. For the stress relaxation term, the
quasi linear viscousity function in Prony Series is chosen [85]:
𝑁

𝑔(𝑡 − 𝑠) = ∑ 𝛾𝑖 𝑒

−

𝑡−𝑠
𝜏𝑖

Eq.6.12

𝑖=1

where 𝑁 is the number of relaxation functions, 𝛾𝑖 and 𝜏𝑖 are the weight factor and relaxation in ith series, respectively, and 𝑡 is the current time in simulation. Cauchy stress in this viscohyperelastic softening model can be expressed as[101]:
𝜎(𝑡) =

𝑡
1 𝜕𝑈𝐴 𝜕𝑊𝐴
𝜕 1 𝜕𝑈𝐵 𝜕𝑊𝐵
𝑭
+ ∫ 𝑔(𝑡 − 𝑠) ( 𝑭
) 𝑑𝑠
𝐽 𝜕𝑊𝐴 𝜕𝑭
𝜕𝑠 𝐽 𝜕𝑊𝐵 𝜕𝑭
−∞

Eq.6.13

The proposed visco-hyperelastic softening model based on Eq.6.11-6.13 are implemented into
ABAQUS/Explicit via VUMAT. The mid-point rule is applied to numerical integrations of Cauchy
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stress in time 𝑡 from Eq.6.13[101]. The corresponding material parameters will be characterized by
best matching the results of uniaxial tests on the scarf joint specimens under different loading rates.
6.4 Model parameter characterization
To characterize the model parameters in the proposed visco-hyperelastic softening model, a set
of 2D FE models of scarf joint specimens are developed in ABAQUS/CAE, and simulations are
performed in ABAQUS/Explicit. For the FE models of all specimens, 2D plain strain elements are
used for the interfacial layer, while the 2D plain stress elements are used for the substrate. One
element is assigned to the thickness direction of interfacial layer to avoid mesh sensitivity in the
softening stage. The material of hard phase is assumed to be linear elastic (𝐸 = 2.0GPa, 𝜐 =
0.33)[69]. The strain rate dependence on the mechanical behavior of interfacial layer is defined by
the proposed visco-hyperelastic softening model.
Based on the principle of work and energy, the failure strain energy density 𝛷𝐴 in spring A is
calculated from the area underneath experimental force-displacement curve with 0.001/s strain rate
by using Eq.4.1. From experimental results showed in Fig.6.4(c), the value of overall failure strain
energy density 𝛷0 increases with the strain rate 𝜀̇. In this visco-hyperelastic softening model, the
value of 𝛷𝐵 is the upper limit value of 𝛷0 − 𝛷𝐴 when the strain rate 𝜀̇ increased to a large value.
Since only the experimental results under strain rate from 0.001/s to 0.1/s are obtained, the value
of 𝛷𝐵 is assumed to 20% higher than the value of 𝛷0 − 𝛷𝐴 under 0.1/s strain rate in the interfacial
layer, as seen in Fig.6.8.
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Fig.6. 8. The schematic of calculating 𝛷𝐵
The comparisons between experiments and FE simulations are shown in Fig.6.9, where the solid
lines represent experimental results, and dash lines represent FE simulation results. To predict the
strain rate effects on the 3D printed soft interfacial layer, the visco-hyperelastic softening model
(Eq.6.10-Eq.6.13) is defined to the elements in the interfacial layer of the scarf joint specimens.
Based on the change of stiffness of the scarf joint specimens under different strain rates, a linear
viscous function is assumed ( 𝑁 = 1, 𝛾1 = 1 and 𝜏1 = 20 s). From the comparisons between
experiments and FE simulations, the proposed visco-hyperelastic softening model can well predict
the strain rate dependence on the mechanical behavior of 3D printed soft interfacial layer.
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Fig.6. 9. The comparison between experiments and FE simulation in (a) Group 1 (𝛽 =
0°, 15°, 30°); and (b) Group 2 (𝛽 = 45°, 60°, 75°, 90°).

To evaluate the influences of strain rate on damage initiation/evolution, the stress triaxiality 𝜂 in
the center of the interfacial layer are output at the instants with peak loads. The relationships
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between stress triaxiality 𝜂 and parameter 𝑚 under different strain rates are shown in Fig.6.10. It
can be seen that both stress triaxiality 𝜂 and strain rate influences the parameter 𝑚. Generally,
when strain rate increases, the parameter 𝑚 decreases. The parameter 𝑚(𝜂, 𝜀̇) is exponentially
related to stress triaxiality 𝜂 and strain rate 𝜀̇ via:
𝑚(𝜂, 𝜀̇) = 𝑎𝑒 −(𝑏+𝑐𝑙𝑜𝑔(𝜀̇ ))𝜂

Eq.6.14

where parameters a, b and c can be obtained from the fitting results in Fig.6.10.

Fig.6. 10. The exponential relation between parameters 𝑚, stress triaxiality 𝜂 and strain rate 𝜀̇.

Therefore, by best matching the modeling and experimental results, the model parameters for
Tangoblack interfacial layer are obtained and summarized in Table.6.1.
Table.6. 1. The model parameters for Tangoblack interfacial layer

Spring A

Spring B

𝜇𝐴 (MPa)

𝜆𝐿𝐴

𝐾𝐴 (MPa)

Φ𝐴0 (MPa)

a

b

c

0.45

1.32

3.65

0.65

7.59

1.04

0.15

𝜇𝐵 (MPa)

𝜆𝐵𝐿

𝐾𝐵 (MPa)

Φ𝐵0 (MPa)

a

b

c

0.60

1.32

4.10

1.20

7.59

1.04

0.15
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With these model parameters as inputs to the VUMAT subroutine developed based on Eqs. 6.106.13, both the hyperelastic-softening and strain rate dependence of the 3D printed soft interfacial
layer can be predicted. To verify the model, a set of uniaxial tensile experiments are performed on
3D printed sutures with sinusoidal morphology.
6.5 Verification
6.5.1 Experiments on 3D printed specimens
To verify the proposed visco-hyperelastic softening model in predicting the strain rate effects on
the 3D printed soft interfacial layer, uniaxial tension specimens with sinusoidal wavy interfacial
layer are designed and fabricated by the multi-material 3D printer (Objet Connex 260). The design
is shown in Fig.6.11(a). The mid-line of interfacial layer follows the sinusoidal function 𝑦 =
𝐴

2𝜋

sin( 𝜆 𝑥). The amplitude 𝐴 is set as 10.6mm, and the wavelength 𝜆 is 2.7mm. The in-plane
2

thickness of interfacial layer is 0.4mm, and the out-of-plane thickness of specimen is 2.0mm.

Fig.6. 11. The uniaxial tension specimens of sinusoidal wavy interfacial layer (a) the schematics
of design; (b) the image of 3D printed specimens; (c) the Finite Element model

110

For each specimen, the substrate is printed as VeroWhite, and the soft interfacial layer is printed
as TangoBlack, as shown in Fig.6.11(b). The uniaxial tension tests are performed for these
specimens, under three different local strain rates (0.001/s, 0.01/s and 0.1/s). All experiments are
performed on the Zwick screw driven material testing machine and a 10kN load cell is used.
6.5.2 Finite Element Simulations
A set of FE models for the 3D printed sutures are developed in ABAQUS/Explicit, as shown in
Fig.6.11(c). The teeth and substrate are phase 1, and the soft interfacial layer is phase 0. The soft
wavy interfacial layer is in plane strain stress state, while the substrate is in plane stress. The
material in the substrate is assumed to be isotropic and linear elastic

[69]

. For the 3D printed soft

interfacial layer (TangoBlack), the strain rate effect is simulated by the visco-hyperelastic
softening model. The model parameters of interfacial layer are obtained from Table 6.1.
6.5.3 Results
The force-displacement curves from the experiments and FE simulations are output and
compared in Fig.6.12(a). The experimental results are presented by the solid lines, and the
simulations are presented by the dash lines. Both the stiffness and strength of 3D printed sutures
increases with the local strain rate. Fig.6.12(b) shows that he failure mechanism of the 3D printed
sutures transit from interfacial failure into tooth breakage mode when the local strain rate of the
interfacial layer increases to 0.1/s.
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Fig.6. 12. (a) The force displacement curves from experiments and FE simulations; (b) the
damage contours in the interfacial layer at the final failure.
From the comparison between experiments and simulations on the 3D printed sutures, the change
in the stiffness of sutures under different local strain rates is well predicted by the viscohyperelastic softening model. The damage contours in the interfacial layer at the final failure are
also output from the FE simulations. It can be seen that for 𝜀̇ =0.001/s and 0.01/s, damage
propagates through the interfacial layer of sutures at the final failure. While when the local strain
rate increases to 0.1/s, the damage only initiates around the material in the layer around the tooth
tips. This is consistent with the failure mechanisms for different strain rates observed from the
mechanical experiments.
6.6 Conclusions
In Chapter 6, a new visco-hyperelastic softening model was proposed to predict the strain rate
effects on the constitutive behavior and damage initiation and evolution in the 3D printed soft
interfacial layer. This model was formulated by a rheological schematic shown in Fig.6.1, which
is composed of two hyperelastic-softening elements and a viscous element. In this model, the
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parameter 𝑚 was found to exponentially related to the stress triaxiality 𝜂 and the index is linear
related to the strain rate 𝜀̇. For the viscous element in the visco-hyperelastic softening model, a
linear viscous model was used, and the viscosity of the material was characterized by stress
relaxation time.
To characterize the model parameters in this visco-hyperelastic softening model, uniaxial tension
experiments on the scarf joint specimens (designed in Chapter 3) were performed, and the local
strain rate at the interfacial layer varied from 0.001/s to 0.1/s. The experimental results showed
that both the stiffness and strength of scarf joint specimens increase with the strain rate. The
proposed visco-hyperelastic softening model could well predict the strain rate effects on the 3D
printed soft interfacial layer in the scarf joint specimens.
To further verify this visco-hyperelastic softening model, uniaxial tension experiments were
performed on 3D printed sutures with soft sinusoidal wavy interfacial layer under various loading
rates. For the 3D printed suture specimens, when loading rate increased, a failure mechanism
transition was observed: lower loading rates lead to interfacial layer failure, while higher loading
rates result in tooth breakage mode. The proposed visco-hyperelastic softening model could well
predict these mechanical behaviors of sutures under different loading rates.
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7. Conclusions and Future Work
7.1 Conclusions
The hyperelastic softening model. To predict the quasi-static constitutive behavior and damage
initiation/evolution of 3D printed soft interfacial layer, new hyperelastic softening model was
developed, where the failure of 3D printed soft material was determined by the strain energy
density to failure and the triaxiality. The strain energy density of hyperelastic softening model was
expressed via an upper incomplete gamma function 𝛤(𝑠, 𝑥). Through systematic mechanical
experiments and numerical simulations, the non-dimension parameter 𝑚 was found to be
exponentially related to stress triaxiality 𝜂. Therefore, the proposed hyperelastic softening model
could predict the influences of stress state on the damage initiation/evolution of 3D printed soft
interfacial layer. The hyperelastic softening model was implemented into ABAQUS via a user
subroutine (VUMAT).
Design and evaluation of the new scarf joint specimens. To experimentally study the mixedmode failure behavior of 3D printed soft interfacial layer, new scarf joint specimens were designed.
In these specimens, to reduce the stress concentration, both ‘butterfly’ geometry and beaks were
introduced at the free edges of the interfacial layers. 2D FE simulations were performed to evaluate
the new designs. Comparing with the original scarf joint specimens, the new designs effectively
removed/reduced the von-Misses stress concentration at free edges of the interfacial layers. The
normal stress concentration and shear stress concentration was also removed/significantly reduced.
Thus, a uniform stress-state was achieved in the interfacial layer.
The influences of the slant angle and the boundary conditions on the stress-states in the interfacial
layer were evaluated. It is proved that for specimens with 𝛽 < 45°, the stress state of the interfacial
layer was close to ‘EC’ boundary conditions (Plane strain out-of-plane and laterally constrained),
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while for specimens with 𝛽 ≫ 45°, the stress state of the interfacial layer was close to ‘EF’
boundary conditions (plane strain out-of-plane and laterally free).
Therefore, with the new scarf joint specimens, the stress triaxiality could be tuned in a very large
range (0 < 𝜂 < 2.7) by simply varying the slanted angle of the interfacial layer. The new scarf
joint specimens could be used to systematically generate uniform stress-states with various
triaxialities.
Model parameters characterization. The new scarf joint specimens were fabricated via a multimaterial 3D printer (Objet Connex 260), and the quasi-static uniaxial tests were performed by a
screw-driven material testing machine. The parameter 𝑚(𝜂) was set as the exponential function
of stress triaxiality 𝜂 (𝑚 = 𝑎𝑒 −𝑏𝜂 ). The experimental results showed that there are two stages
existed in the failure of interfacial layer: (1) the nonlinear hyperelastic behavior before damage
initiation; (2) the softening and damage evolution after the peak load/stress. The proposed
hyperelastic softening model could well predict these two stages in the failure of 3D printed soft
interfacial layer.
Model verification. To further verify the proposed hyperelastic softening model, three groups of
specimens were designed and fabricated via the multi-material 3D printer (Objet 260). The first
and second groups were the compact tension specimens (ASTM-E99) with sinusoidal wavy
interfacial layer and Koch curve interfacial layer respectively, which were applied to analyze the
damage evolution of interfacial layer under mixed Mode I/II loading. The third group was uniaxial
tension specimens with triangular wavy interfacial layer, and the prediction on the failure
mechanism transition was verified. In the compact tension tests, by considering the influences of
stress state on the damage initiation/evolution of 3D printed soft interfacial layer, the proposed
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hyperelastic softening model well captured the spatial damage propagation through the wavy
interfacial layer.
In the uniaxial tension tests, advanced material models were applied to simulate the nonlinear
mechanical behavior in VeroWhite, Digital materials and TangoPlus. The finite element models
could predict both the overall load-displacement relation and the failure mechanism transition in
the 3D printed sutures. The experimental and FE results revealed that the damage in the interfacial
layer could significantly reduce the efficiency in transmitting loads to the hard phase, and therefore
the overall strength of sutures. Also, the maximum overall strength of regular sutures was achieved
when some and/or all unit cells fail under the tooth breakage mode, and when this failure
mechanism occurred, the maximum strength of sutures with periodic morphology was independent
on interfacial material properties.
The visco-hyperelastic softening model. To analyze the strain rate dependence on the 3D printed
soft interfacial layer, a generalized Maxwell visco-hyperelastic softening model was proposed and
implemented in ABAQUS via user subroutine (VUMAT). The parameters 𝑚(𝜂, 𝜀̇) was assumed
to be exponentially related to the stress triaxiality 𝜂 and the strain rate 𝜀̇ ( 𝑚(𝜂, 𝜀̇) =
𝑎𝑒 −(𝑏+𝑐𝑙𝑜𝑔(𝜀̇ ))𝜂 ). The linear viscous model was implemented into the dashpot element of viscohyperelastic softening model. The corresponding model parameters were then characterized via
the uniaxial tests on the new scarf joint specimens under different loading rate. The proposed viscohyperelastic softening model could predict the influences of strain rate on the stiffness and strength
of 3D printed soft interfacial layer. The proposed visco-hyperelastic softening model was verified
by uniaxial tension tests on 3D printed sutures with sinusoidal interfacial layer.
Failure mechanism transition in 3D printed suture layer. Through systematic quasi-static and
dynamic mechanical experiments and FE simulations, the failure mechanisms of 3D printed suture
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layers were explored. It was found that under quasi-static loading, the failure mechanisms is
determined by the volume fraction of the interfacial layer, the waviness of the suture morphology
and the strength of the materials in the interfacial layer. Generally, for more wavier sutures and/or
with stronger interfacial material, the tooth breakage failure mechanism is more likely to occur.
Otherwise, the interfacial layer failure mechanism is more likely to occur. Through dynamic
mechanical experiments (with local strain rate changes from 0.001 to 0.1), it was found that due
to the viscosity of the interfacial layer, when the strain rate increases, the failure mechanisms of
sutures can transit from interfacial failure mode to tooth breakage mode.

7.2 Future Work
Avoid mesh sensitivity in bulk failure: Due to the limitation of conventional continuum mechanics
and Finite Element method, the failure in one macroscale material point is assumed to localize in
one integration point (local damage approach)[106]. When the strain localization and void formation
initiates inside the elements, pathological mesh sensitivity occurs due to ill-conditioned stiffness
matrix in FE simulations. Therefore, we focuses on spatial damage initiation/evolution in the 3D
printed soft interfacial layer. To remedy this pathological mesh sensitivity in bulk failure,
introduction of nonlocal damage model is one option. One new promising solution is proposed by
Volokh, which enables prediction of failure localization by considering the mass loss in the
fracture process

[48]

. This solution can be incorporated into the hyperelastic softening model to

simulation the damage after strain localization in the 3D printed soft interfacial layer.
The strain rate dependence of 3D printed soft interfacial layer under high strain rate In Chapter
5, the strain rate dependence of 3D printed soft interfacial layer under relatively low strain rate
(𝜀̇ =0.001/s~0.1/s) is tested on the screw-driven material testing machine (Zwick Z5.0), and well
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predicted by a visco-hyperelastic softening model. However, the mechanical behavior of 3D
printed soft interfacial layer under high strain rate (𝜀̇ >10/s) can not be tested under current
experimental set up. High strain rate tests can be performed via the Split-Hopkinson Bar testing
system. A set of new 3D printed sutures with different waviness of interfacial layer will be
designed and tested by the Split-Hopkinson Bar testing system. It is expected nonlinear viscoelasticity model is needed to capture the high strain rate effects. Also, in more sophisticated models,
polymer physics needs to be considered. For example, how the influence of microstructure in
molecular chain can be considered in the model and how temperature will influence the
microstructure of the polymer and therefore the mechanical behaviors of the material.
The analysis of sutures with complicated wavy morphology and loading conditions. For all the
experiments and FE simulations in this thesis, the sutures are with 2D morphology. However, for
the biological sutures in nature, the suture morphology is complicated and is in 3D [5]. To analyze
the influences of 3D morphology on the mechanical behavior of sutures, new specimens with 3D
suture interfacial layer will be designed, tested and simulated via the proposed viscohyperelastic
softening model.
Also, in this thesis, the applied loading is mainly uni-axial tension. In the future, suture
specimens

under

different

loading

cases,

such

as

uniaxial

compression,

tension/compression, shear, bending and/or indentation experiments will be performed.

118

bi-axial

Appendix A
A1. Upper incomplete gamma function
The gamma function is firstly introduced by L.Euler

[107]

. It is defined as an integral function

from zero to positive infinity, which could be expressed by the Eq.(A1) [106]:
+∞

𝑡 𝑠−1 𝑒 −𝑡 𝑑𝑡

𝛤(𝑠) = ∫

(A1)

0

where 𝑠 is the input variable. Comparing with the gamma function, the upper gamma function is
defined as an integral function from a positive variable 𝑥 to infinity [107]:
+∞

𝛤(𝑠, 𝑥) = ∫

𝑡 𝑠−1 𝑒 −𝑡 𝑑𝑡

𝑥

A2. The user-subroutine for the hyperelastic softening model:
!ratio of w over phi
real*8 r_soft
!Parameter used in Arruda Boyce Model
real*8 c1,c2,c3,c4,c5
!the partial derivatives
real*8 pdi1,pdi2,pdj
!pdi1 is the partial derivative of I1
!pdi2 is the partial derivative of I2
!pdj is the partial derivative of J
real*8 EPS
!EPS control the accuracy
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(A2)

!break loop
C

INTEGER*4 tmp

C---------------------------------------------------------------------C1000 CONTINUE
C
C

IF(tmp.eq.1)GO TO 1001

C
C

GO TO 1000

C1001

CONTINUE

!start the main part of vumat
call ONEM(Iden)
mu=props(1)
lambdaL=props(2)
K=props(3)
phi=props(4)
a1=props(5)
b1=props(6)
!Parameters used in Arruda Boyce model
c1=1.0D0/2.0D0
c2=1.0D0/20.0D0
c3=11.0D0/1050.0D0
c4=19.0D0/7000.0D0
c5=519.0D0/673750.0D0
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N=3
EPS=1.0D0/1000000.0D0
do 100 km = 1,nblock
C1000 CONTINUE
C
C

IF(tmp.eq.1)GO TO 1001

c
c

GO TO 1000

C1001 CONTINUE
!getting old stress tensor
T_cauchy_o(1,1)=stressOld(km,1)
T_cauchy_o(2,2)=stressOld(km,2)
T_cauchy_o(3,3)=stressOld(km,3)
T_cauchy_o(1,2)=stressOld(km,4)
if(nshr.lt.2) then
T_cauchy_o(2,1)=T_cauchy_o(1,2)
T_cauchy_o(2,3)=zero
T_cauchy_o(3,2)=zero
T_cauchy_o(3,1)=zero
T_cauchy_o(1,3)=zero
else
T_cauchy_o(2,1)=T_cauchy_o(1,2)
T_cauchy_o(2,3)=stressOld(km,5)
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T_cauchy_o(3,2)=stressOld(km,5)
T_cauchy_o(3,1)=stressOld(km,6)
T_cauchy_o(1,3)=stressOld(km,6)
end if
!start to calculate the stress invariant in last step
p_o=one_third*(T_cauchy_o(1,1)+T_cauchy_o(2,2)
+ +T_cauchy_o(3,3))
q_o=dsqrt(half*(abs(T_cauchy_o(1,1)-T_cauchy_o(2,2))**two
+ +abs(T_cauchy_o(2,2)-T_cauchy_o(3,3))**two+
+ abs(T_cauchy_o(3,3)-T_cauchy_o(1,1))**two+
+ two*three*(T_cauchy_o(1,2)**two+T_cauchy_o(2,3)**two
+ +T_cauchy_o(3,1)**two)))
if (abs(q_o).lt.0.1D0) then
eta_o=0.0D0
m=a1
else
eta_o=p_o/q_o
m=a1*exp(minusone*b1*p_o/q_o)
end if
!Getting old and new deformation gradient
F_o(1,1)=defgradOld(km,1)
F_o(2,2)=defgradOld(km,2)
F_o(3,3)=defgradOld(km,3)
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F_o(1,2)=defgradOld(km,4)
if(nshr .lt. 2) then
!2D case
F_o(2,1)=defgradOld(km,5)
F_o(1,3)=zero
F_o(2,3)=zero
F_o(3,1)=zero
F_o(3,2)=zero
else
F_o(2,3)=defgradOld(km,5)
F_o(3,1)=defgradOld(km,6)
F_o(2,1)=defgradOld(km,7)
F_o(3,2)=defgradOld(km,8)
F_o(1,3)=defgradOld(km,9)
end if
!new deformation gradient
F_n(1,1)=defgradNew(km,1)
F_n(2,2)=defgradNew(km,2)
F_n(3,3)=defgradNew(km,3)
F_n(1,2)=defgradNew(km,4)
if(nshr .lt. 2) then
F_n(2,1)=defgradNew(km,5)
F_n(2,3)=zero
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F_n(3,1)=zero
F_n(1,3)=zero
F_n(3,2)=zero
else
F_n(2,3)=defgradNew(km,5)
F_n(3,1)=defgradNew(km,6)
F_n(2,1)=defgradNew(km,7)
F_n(3,2)=defgradNew(km,8)
F_n(1,3)=defgradNew(km,9)
end if
!stretch tensor
U_o(1,1)=stretchOld(km,1)
U_o(2,2)=stretchOld(km,2)
U_o(3,3)=stretchOld(km,3)
U_o(1,2)=stretchOld(km,4)
if(nshr .lt. 2) then
U_o(2,1)=U_o(1,2)
U_o(2,3)=zero
U_o(3,2)=zero
U_o(1,3)=zero
U_o(3,1)=zero
else
U_o(2,3)=stretchOld(km,5)
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U_o(3,1)=stretchOld(km,6)
U_o(2,1)=U_o(1,2)
U_o(3,2)=U_o(2,3)
U_o(1,3)=U_o(3,1)
end if
!new stretch
U_n(1,1)=stretchNew(km,1)
U_n(2,2)=stretchNew(km,2)
U_n(3,3)=stretchNew(km,3)
U_n(1,2)=stretchNew(km,4)
if(nshr .lt. 2) then
U_n(2,1)=U_n(1,2)
U_n(2,3)=zero
U_n(3,2)=zero
U_n(1,3)=zero
U_n(3,1)=zero
else
U_n(2,1)=U_n(1,2)
U_n(2,3)=stretchNew(km,5)
U_n(3,1)=stretchNew(km,6)
U_n(3,2)=U_n(2,3)
U_n(1,3)=U_n(3,1)
end if
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C--------------------------------------------------------!Compute J
B=matmul(F_n,transpose(F_n))
call mdet(B,detB)
Jel=dsqrt(detB)
!Compute the invariant
I1=B(1,1)+B(2,2)+B(3,3)
I1_b=I1/(Jel**two_third)
I2=half*(I1**two-(B(1,1)*B(1,1)+B(2,2)*B(2,2)
+ +B(3,3)*B(3,3)++two*(B(2,3)*B(3,2)+
+ B(1,2)*B(2,1)+B(1,3)*B(3,1))))
I2_b=I2/(Jel**(four/three))
!compute the strain energy density of intact material
w=mu*(c1*(I1_b-three)+(c2/(lambdaL**two))*(I1_b**two-three**
+ two)+(c3/(lambdaL**four))*(I1_b**three-three**three)+
+ (c4/(lambdaL**6.0D0))*(I1_b**four-three**four)+
+ (c5/(lambdaL**8.0D0))*(I1_b**five-three**five))+
+ half*K*((Jel**two-one)/two-log(Jel))
!calculate the partial differential
pdi1=mu*(c1+(two*c2*I1_b)/(lambdaL**two)
1

+(three*c3*I1_b**two)/(lambdaL**four)

2

+(four*c4*I1_b**three)/(lambdaL**6.0D0)

3

+(five*c5*I1_b**four)/(lambdaL**8.0D0))
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pdi2=zero
pdj=half*K*(Jel-one/Jel)
r_soft=exp(minusone*(w**m)/(phi**m))
T_intact=(two/Jel)*(one/(Jel**(two_third))*pdi1*B+

I1_b*(pdi1/three)*Iden)+pdj*Iden
s_hydro=T_intact(1,1)+T_intact(2,2)+T_intact(3,3)
if(s_hydro.lt.0.0D0) then
T_cauchy=r_soft*T_intact
else
T_cauchy=r_soft*T_intact
end if
!effective stretch
effStr = dsqrt(one_third*I1)
stateNew(km,1) = effStr ! effective stretch
!calculate the damage
if(s_hydro.lt.0.0D0) then
stateNew(km,2)=one-r_soft
else
stateNew(km,2)=one-r_soft
end if
!Transit into stretch base to get rid of rotation
call m3inv(U_n,U_inv)
R_n=matmul(F_n,U_inv)
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T_cauchy=matmul(transpose(R_n),matmul(T_cauchy,R_n))
!Give value to new normal stress
do i=1,ndir
stressNew(km,i) = T_cauchy(i,i)
end do
!shear stress
if(nshr.ne.0) then
stressNew(km,ndir+1)=T_cauchy(1,2)
if(nshr.ne.1) then
stressNew(km,ndir+2)=T_cauchy(2,3)
if(nshr.ne.2) then
stressNew(km,ndir+3)=T_cauchy(1,3)
end if
end if
end if
!calculate the p and q for the cauchy stress
p=one_third*(T_cauchy(1,1)+T_cauchy(2,2)+T_cauchy(3,3))
q=dsqrt(half*(abs(T_cauchy(1,1)-T_cauchy(2,2))**two+
+ abs(T_cauchy(2,2)-T_cauchy(3,3))**two+
+ abs(T_cauchy(3,3)-T_cauchy(1,1))**two+
+ two*three*(T_cauchy(1,2)**two+T_cauchy(2,3)**two
+ +T_cauchy(3,1)**two)))
!calculate the stress triaxiality
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if (q. EQ. 0.0D0) then
stateNew(km,3)=0.0D0
else
stateNew(km,3)=p/q
end if
!Update strain energy
stress_power=0.0D0 !initial value
do i = 1,ndir
stress_power = stress_power +
+

0.5*((StressOld(km,i)+StressNew(km,i))*

+

StrainInc(km,i))
enddo
select case (nshr)
case(1)
stress_power = stress_power +

+

0.5*((StressOld(km,ndir+1)+StressNew(km,ndir+1))*

+

StrainInc(km,ndir+1))
case(3)
stress_power = stress_power +

+

0.5*(((StressOld(km,ndir+1) + StressNew(km,ndir+1))*

+

StrainInc(km,ndir+1)) +

+

((StressOld(km,ndir+2)+ StressNew(km,ndir+2)) *

+

StrainInc(km,ndir+2))+
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+

((StressOld(km,ndir+3) + StressNew(km,ndir+3))*

+

StrainInc(km,ndir+3)))

end select
!calculate the principle stretch
call EIGEN(B,N,EPS,B_eig)
stateNew(km,4)=defgradNew(km,1)
stateNew(km,5)=defgradNew(km,2)
stateNew(km,6)=defgradNew(km,3)
stateNew(km,7)=defgradNew(km,4)
stateNew(km,8)=defgradNew(km,5)
stateNew(km,9)=dsqrt(B_eig(1))
stateNew(km,10)=dsqrt(B_eig(2))
stateNew(km,11)=dsqrt(B_eig(3))
stateNew(km,12)=log(stateNew(km,9))
stateNew(km,13)=m
stateNew(km,14)=p_o
stateNew(km,15)=q_o
stateNew(km,16)=p
stateNew(km,17)=q
stateNew(km,18)=r_soft
c

write(7,*)'m',m

c

write(7,*)'p_o',p_o

c

write(7,*)'q_o',q_o
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c

write(7,*)'p',p

c

write(7,*)'q',q
!stateNew from 9 to 11 is the principal stretch from 1 to 3
!clean p_o,q_o
p_o=zero
q_o=zero
100 continue

C
return
end
C------------------------------------------------------------------------------!start the all the subroutine used in vumat
C**********************************************************************
SUBROUTINE ONEM(A)

C

THIS SUBROUTINE STORES THE IDENTITY MATRIX IN THE

C

3 BY 3 MATRIX [A]

C**********************************************************************

real*8 A(3,3)
DATA ZERO/0.D0/
DATA ONE/1.D0/
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DO 1 I=1,3
DO 1 J=1,3
IF (I .EQ. J) THEN
A(I,J) = 1.0D0
ELSE
A(I,J) = 0.0D0
ENDIF
1

CONTINUE

RETURN
END
C**********************************************************************
C**********************************************************************
SUBROUTINE MTRANS(A,ATRANS)

C

THIS SUBROUTINE CALCULATES THE TRANSPOSE OF AN 3 BY 3

C

MATRIX [A], AND PLACES THE RESULT IN ATRANS.

C**********************************************************************

real*8 A(3,3),ATRANS(3,3)

DO 1 I=1,3
DO 1 J=1,3
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ATRANS(J,I) = A(I,J)
1

CONTINUE
RETURN
END
SUBROUTINE MDET(A,DET)

C

THIS SUBROUTINE CALCULATES THE DETERMINANT

C

OF A 3 BY 3 MATRIX [A].

C**********************************************************************

real*8 A(3,3), DET

DET = A(1,1)*A(2,2)*A(3,3)
+

+ A(1,2)*A(2,3)*A(3,1)

+

+ A(1,3)*A(2,1)*A(3,2)

+

- A(3,1)*A(2,2)*A(1,3)

+

- A(3,2)*A(2,3)*A(1,1)

+

- A(3,3)*A(2,1)*A(1,2)

RETURN
END
C**********************************************************************
SUBROUTINE M3INV(A,AINV)
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C

THIS SUBROUTINE CALCULATES THE THE INVERSE OF A 3 BY 3 MATRIX

C

[A] AND PLACES THE RESULT IN [AINV].

C

IF DET(A) IS ZERO, THE CALCULATION

C

IS TERMINATED AND A DIAGNOSTIC STATEMENT IS PRINTED.

C**********************************************************************

real*8 A(3,3), AINV(3,3), DET, ACOFAC(3,3), AADJ(3,3)

C

A(3,3)

-- THE MATRIX WHOSE INVERSE IS DESIRED.

C

DET

C

ACOFAC(3,3) -- THE MATRIX OF COFACTORS OF A(I,J).

-- THE COMPUTED DETERMINANT OF [A].

C

THE SIGNED MINOR (-1)**(I+J)*M_IJ

C

IS CALLED THE COFACTOR OF A(I,J).

C

AADJ(3,3)

-- THE ADJOINT OF [A]. IT IS THE MATRIX

C

OBTAINED BY REPLACING EACH ELEMENT OF

C

[A] BY ITS COFACTOR, AND THEN TAKING

C

TRANSPOSE OF THE RESULTING MATRIX.

C
C

AINV(3,3)

-- RETURNED AS INVERSE OF [A].
[AINV] = [AADJ]/DET.

C----------------------------------------------------------------------

CALL MDET(A,DET)
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IF ((DET.GE.0.0D0).and.(DET.LT.0.01D0)) THEN
DET=0.01D0
ENDIF
IF ((DET.GT.-0.01D0).and.(DET.LT.0.0D0)) THEN
DET=-0.01D0
endif
CALL MCOFAC(A,ACOFAC)
AADJ=transpose(ACOFAC)
DO 1 I = 1,3
DO 1 J = 1,3
AINV(I,J) = AADJ(I,J)/DET
1

CONTINUE

RETURN
END

C**********************************************************************
SUBROUTINE MCOFAC(A,ACOFAC)

C

THIS SUBROUTINE CALCULATES THE COFACTOR OF A 3 BY 3 MATRIX [A],

C

AND PLACES THE RESULT IN [ACOFAC].

C**********************************************************************
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real*8 A(3,3), ACOFAC(3,3)

ACOFAC(1,1) = A(2,2)*A(3,3) - A(3,2)*A(2,3)
ACOFAC(1,2) = -(A(2,1)*A(3,3) - A(3,1)*A(2,3))
ACOFAC(1,3) = A(2,1)*A(3,2) - A(3,1)*A(2,2)
ACOFAC(2,1) = -(A(1,2)*A(3,3) - A(3,2)*A(1,3))
ACOFAC(2,2) = A(1,1)*A(3,3) - A(3,1)*A(1,3)
ACOFAC(2,3) = -(A(1,1)*A(3,2) - A(3,1)*A(1,2))
ACOFAC(3,1) = A(1,2)*A(2,3) - A(2,2)*A(1,3)
ACOFAC(3,2) = -(A(1,1)*A(2,3) - A(2,1)*A(1,3))
ACOFAC(3,3) = A(1,1)*A(2,2) - A(2,1)*A(1,2)

RETURN
END
C--------------------------------------------------------------------------!subroutine for calculating the eigenvalue of B
SUBROUTINE EIGEN(A,N,EPS,A_eig)
integer N
real*8 A(N,N),Q(N,N),A_eig(N),C(N)
real*8 EPS
call CSTRQ(A,N,Q,A_eig,C)
!EPS control the accuracy
call CSSTQ(N,A_eig,C,Q,EPS,L)
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RETURN
END
!start the subroutine
!household transform into upper heissenberg matrix
SUBROUTINE CSTRQ(A,N,Q,A_eig,C)
real*8 A(N,N),Q(N,N),A_eig(N),C(N)
real*8 F,H,G,H2
integer N
DO 10 I=1,N
DO 10 J=1,N
10

Q(I,J)=A(I,J)
DO 80 I=N,2,-1
H=0.0
IF (I.GT.2) THEN
DO 20 K=1,I-1

20

H=H+Q(I,K)*Q(I,K)
END IF
IF (H+1.0.EQ.1.0) THEN
C(I)=0.0
IF (I.EQ.2) C(I)=Q(I,I-1)
A_eig(I)=0.0
ELSE
C(I)=dsqrt(H)
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IF (Q(I,I-1).GT.0.0) C(I)=-C(I)
H=H-Q(I,I-1)*C(I)
Q(I,I-1)=Q(I,I-1)-C(I)
F=0.0
DO 50 J=1,I-1
Q(J,I)=Q(I,J)/H
G=0.0
DO 30 K=1,J
30

G=G+Q(J,K)*Q(I,K)
IF (J+1.LE.I-1) THEN
DO 40 K=J+1,I-1

40

G=G+Q(K,J)*Q(I,K)
END IF
C(J)=G/H
F=F+G*Q(J,I)

50

CONTINUE
H2=F/(H+H)
DO 70 J=1,I-1
F=Q(I,J)
G=C(J)-H2*F
C(J)=G
DO 60 K=1,J

60

Q(J,K)=Q(J,K)-F*C(K)-G*Q(I,K)
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70

CONTINUE
A_eig(I)=H
END IF

80

CONTINUE
DO 85 I=1,N-1

85

C(I)=C(I+1)
C(N)=0.0
A_eig(1)=0.0
DO 130 I=1,N
IF ((A_eig(I).NE.0.0).AND.(I-1.GE.1)) THEN
DO 110 J=1,I-1
G=0.0
DO 90 K=1,I-1

90

G=G+Q(I,K)*Q(K,J)
DO 100 K=1,I-1

100
110

Q(K,J)=Q(K,J)-G*Q(K,I)
CONTINUE
END IF
A_eig(I)=Q(I,I)
Q(I,I)=1.0
IF (I-1.GE.1) THEN
DO 120 J=1,I-1
Q(I,J)=0.0
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Q(J,I)=0.0
120

CONTINUE
END IF

130 CONTINUE
RETURN
END
C---------------------------------!the subroutine for solving the eigenvalue
!double steps of QR method
SUBROUTINE CSSTQ(N,A_eig,C,Q,EPS,L)
integer N
real*8 A_eig(N),C(N),Q(N,N)
real*8 D,H,P,R,F,E,S,G
real*8 EPS
C(N)=0.0
D=0.0
F=0.0
DO 50 J=1,N
IT=0
H=EPS*(ABS(A_eig(J))+ABS(C(J)))
IF (H.GT.D) D=H
M=J-1
10

M=M+1
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IF (M.LE.N) THEN
IF (ABS(C(M)).GT.D) GOTO 10
END IF
IF (M.NE.J) THEN
15

IF (IT.EQ.60) THEN
L=0
WRITE(*,18)

18

FORMAT(1X,' FAIL')
RETURN
END IF
IT=IT+1
G=A_eig(J)
P=(A_eig(J+1)-G)/(2.0*C(J))
R=dsqrt(P*P+1.0)
IF (P.GE.0.0) THEN
A_eig(J)=C(J)/(P+R)
ELSE
A_eig(J)=C(J)/(P-R)
END IF
H=G-A_eig(J)
DO 20 I=J+1,N

20

A_eig(I)=A_eig(I)-H
F=F+H
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P=A_eig(M)
E=1.0
S=0.0
DO 40 I=M-1,J,-1
G=E*C(I)
H=E*P
IF (ABS(P).GE.ABS(C(I))) THEN
E=C(I)/P
R=dsqrt(E*E+1.0)
C(I+1)=S*P*R
S=E/R
E=1.0/R
ELSE
E=P/C(I)
R=dsqrt(E*E+1.0)
C(I+1)=S*C(I)*R
S=1.0/R
E=E/R
END IF
P=E*A_eig(I)-S*G
A_eig(I+1)=H+S*(E*G+S*A_eig(I))
DO 30 K=1,N
H=Q(K,I+1)
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Q(K,I+1)=S*Q(K,I)+E*H
Q(K,I)=E*Q(K,I)-S*H
30
40

CONTINUE
CONTINUE
C(J)=S*P
A_eig(J)=E*P
IF (ABS(C(J)).GT.D) GOTO 15
END IF
A_eig(J)=A_eig(J)+F

50

CONTINUE
DO 80 I=1,N
K=I
P=A_eig(I)
IF (I+1.LE.N) THEN
J=I

60

J=J+1
IF (J.LE.N) THEN
IF (A_eig(J).LE.P) THEN
K=J
P=A_eig(J)
GOTO 60
END IF
END IF
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END IF
IF (K.NE.I) THEN
A_eig(K)=A_eig(I)
A_eig(I)=P
DO 70 J=1,N
P=Q(J,I)
Q(J,I)=Q(J,K)
Q(J,K)=P
70

CONTINUE
END IF

80

CONTINUE
L=1
RETURN
END

A3. The user subroutine of viscoplastic model for VeroWhite
!This model is for Arruda-Boyce glassy polymer model
!The decomposition of Fp is calculated by backward euler
!Material Parameters:
!elastic part
!Ee=props(1)
!nue=props(2)
!viscoplastic part
!dgamma0=props(3)
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!dg=props(4)
!s0=props(5)
!ss=props(6)
!h=props(7)
!hyperelastic part
!muh=props(8)
!lambdaL=props(9)
!Kh=props(10)
!timescale=props(11)
!state variables include Fp,sn and gammapn total 11 variables
!start the subroutine
C---------------------------------------------------------------------subroutine vumat(
1 nblock, ndir, nshr, nstatev, nfieldv, nprops, lanneal,
2 stepTime, totalTime, dt, cmname, coordMp, charLength,
3 props, density, strainInc, relSpinInc,
4 tempOld, stretchOld, defgradOld, fieldOld,
5 stressOld, stateOld, enerInternOld, enerInelasOld,
6 tempNew, stretchNew, defgradNew, fieldNew,
7 stressNew, stateNew, enerInternNew, enerInelasNew )
C---------------------------------------------------------------------include 'vaba_param.inc'
dimension props(nprops), density(nblock), coordMp(nblock,*),
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1 charLength(nblock), strainInc(nblock,ndir+nshr),
2 relSpinInc(nblock,nshr), tempOld(nblock),
3 stretchOld(nblock,ndir+nshr),
4 defgradOld(nblock,ndir+nshr+nshr),
5 fieldOld(nblock,nfieldv), stressOld(nblock,ndir+nshr),
6 stateOld(nblock,nstatev), enerInternOld(nblock),
7 enerInelasOld(nblock), tempNew(nblock),
8 stretchNew(nblock,ndir+nshr),
8 defgradNew(nblock,ndir+nshr+nshr),
9 fieldNew(nblock,nfieldv),
1 stressNew(nblock,ndir+nshr), stateNew(nblock,nstatev),
2 enerInternNew(nblock), enerInelasNew(nblock)
C---------------------------------------------------------------------character*80 cmname
integer i,j,km
C---------------------------------------------------------------------real*8 one,two,three,four,five,six
real*8 half,one_third,two_third
real*8 pi,minusone
parameter(one=1.0D0,two=2.0D0,three=3.0D0,four=4.0D0,
+ five=5.0D0,six=6.0D0,half=0.5D0,one_third=1.0D0/3.0D0,
+ two_third=2.0D0/3.0D0,pi=3.1415926d0,minusone=-1.0D0)
real*8 Ee,nue
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!viscoplastic part
real*8 dgamma0,dg,s0,ss,h
!temperature and boltzman parameter
real*8 kB,temp,flowconst
!the value of dg and kB will increase for 10^19 to avoid numerical problem
!hyperelastic part
real*8 muh,lambdaL,Kh
!time scale
real*8 timescale
!Define the deformation gradient
real*8 F_o(3,3),F_n(3,3),U_o(3,3),U_n(3,3),U_inv(3,3)
!R is the rotation tensor
real*8 R_n(3,3),Iden(3,3)
real*8 T_cauchy(3,3),T_cauchy_o(3,3)
!T_cauchy is the Cauchy stress in current step
!T_cauchy_o is the Cauchy stress in last step
real*8 B(3,3),detB,Jel
real*8 B_eig(3)
integer N
!elastic spring
real*8 Fe_o(3,3),Fe_n(3,3)
real*8 Je,Be(3,3),detBe
!viscoplastic spring
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real*8 Fp_o(3,3),Fp_n(3,3)
real*8 Fp_ninv(3,3)
real*8 Jp,Bp(3,3),detBp
real*8 stress_power
!strain softening parameter
real*8 sno,snn
!plastic equivalent strain
real*8 gammapo,gammapn
!time increment step expressed in dt
integer niter
!niter represent the iteration times
real*8 dtime
!iteration items
real*8 Fp_try(3,3),Fp_upd(3,3),Fp_tryinv(3,3)
real*8 sn_try,sn_upd,gammap_upd
real*8 Fe_try(3,3)
real*8 Fpfactor(3,3),Fpfactor_inv(3,3)
!Te is the stress from elastic,Tb is the back stress
!Tflow is the flow stress,Sflow is the deviatoric stress
real*8 Te(3,3),Tb(3,3),Tflow(3,3)
!Sflow is the deviatoric stress tensor of Tflow
real*8 Sflow(3,3)
real*8 p_flow,q_flow
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!variables for calculate plastic strecth rate and spin
real*8 Dpflow(3,3),Nflow(3,3)
real*8 dgammap
real*8 Lpflow(3,3),Wpflow(3,3)
!variables for polar decomposition
!CFp is the right cauchy green deformation tensor
!Uprime2_eig is the eigen value of CFp(1x3 vector)
!Qp is the eigenvector matrix(3x3)
!Uprime is the square root of Uprime2(3x3 vector)
!Rp is the rotation tensor
!Up is the right stretch tensor, Vp is the left strecth tensor
!Vp2 is the squre of Vp
!Up_inv is the inverse matrix of Up
real*8 CFp(3,3),Uprime2_eig(3)
real*8 Uprime(3,3),Qp(3,3),Up(3,3)
real*8 Up_inv(3,3),Rp(3,3)
real*8 Vp(3,3),Vp2(3,3)
real*8 I1p,I2p,I3p
!variables controlling the convergency
!EPS control the accuracy
real*8 EPS
real*8 Fp_diff(3,3),sn_diff
!detFp_diff is the determinant of Fp_diff
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real*8 detFp_diff
C-----------------------------------------------------------------------------------------------!start the main part of vumat
!write(6,*) 'JJHA-1'
!write(6,*) 'JJHA-stepTime', stepTime
!write(6,*) 'JJHA-totalTime', totalTime
!write(6,*) 'JJHA-dt', dt
call ONEM(Iden)
!parameter input
Ee=props(1)
nue=props(2)
dgamma0=props(3)
dg=props(4)
s0=props(5)
ss=props(6)
h=props(7)
muh=props(8)
lambdaL=props(9)
Kh=props(10)
timescale=props(11)
N=3
EPS=1.0D0/1000000.0D0
kB=1.381D0/10000.0D0
150

temp=293.0D0
flowconst=dg/(kB*temp)
!write(6,*) 'JJHA-2'
do 100 km = 1,nblock
!getting old stress tensor
T_cauchy_o(1,1)=stressOld(km,1)
T_cauchy_o(2,2)=stressOld(km,2)
T_cauchy_o(3,3)=stressOld(km,3)
T_cauchy_o(1,2)=stressOld(km,4)
if(nshr.lt.2) then
T_cauchy_o(2,1)=T_cauchy_o(1,2)
T_cauchy_o(2,3)=zero
T_cauchy_o(3,2)=zero
T_cauchy_o(3,1)=zero
T_cauchy_o(1,3)=zero
else
T_cauchy_o(2,1)=T_cauchy_o(1,2)
T_cauchy_o(2,3)=stressOld(km,5)
T_cauchy_o(3,2)=stressOld(km,5)
T_cauchy_o(3,1)=stressOld(km,6)
T_cauchy_o(1,3)=stressOld(km,6)
end if
!Getting old and new deformation gradient
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F_o(1,1)=defgradOld(km,1)
F_o(2,2)=defgradOld(km,2)
F_o(3,3)=defgradOld(km,3)
F_o(1,2)=defgradOld(km,4)
if(nshr .lt. 2) then
!2D case
F_o(2,1)=defgradOld(km,5)
F_o(1,3)=zero
F_o(2,3)=zero
F_o(3,1)=zero
F_o(3,2)=zero
else
F_o(2,3)=defgradOld(km,5)
F_o(3,1)=defgradOld(km,6)
F_o(2,1)=defgradOld(km,7)
F_o(3,2)=defgradOld(km,8)
F_o(1,3)=defgradOld(km,9)
end if
!new deformation gradient
F_n(1,1)=defgradNew(km,1)
F_n(2,2)=defgradNew(km,2)
F_n(3,3)=defgradNew(km,3)
F_n(1,2)=defgradNew(km,4)
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if(nshr .lt. 2) then
F_n(2,1)=defgradNew(km,5)
F_n(2,3)=zero
F_n(3,1)=zero
F_n(1,3)=zero
F_n(3,2)=zero
else
F_n(2,3)=defgradNew(km,5)
F_n(3,1)=defgradNew(km,6)
F_n(2,1)=defgradNew(km,7)
F_n(3,2)=defgradNew(km,8)
F_n(1,3)=defgradNew(km,9)
end if
!stretch tensor
U_o(1,1)=stretchOld(km,1)
U_o(2,2)=stretchOld(km,2)
U_o(3,3)=stretchOld(km,3)
U_o(1,2)=stretchOld(km,4)
if(nshr .lt. 2) then
U_o(2,1)=U_o(1,2)
U_o(2,3)=zero
U_o(3,2)=zero
U_o(1,3)=zero
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U_o(3,1)=zero
else
U_o(2,3)=stretchOld(km,5)
U_o(3,1)=stretchOld(km,6)
U_o(2,1)=U_o(1,2)
U_o(3,2)=U_o(2,3)
U_o(1,3)=U_o(3,1)
end if
!new stretch
U_n(1,1)=stretchNew(km,1)
U_n(2,2)=stretchNew(km,2)
U_n(3,3)=stretchNew(km,3)
U_n(1,2)=stretchNew(km,4)
if(nshr .lt. 2) then
U_n(2,1)=U_n(1,2)
U_n(2,3)=zero
U_n(3,2)=zero
U_n(1,3)=zero
U_n(3,1)=zero
else
U_n(2,1)=U_n(1,2)
U_n(2,3)=stretchNew(km,5)
U_n(3,1)=stretchNew(km,6)
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U_n(3,2)=U_n(2,3)
U_n(1,3)=U_n(3,1)
end if
c

write(6,*) 'JJHA-3'

C--------------------------------------------------------!Compute J
B=matmul(F_n,transpose(F_n))
call mdet(B,detB)
Jel=dsqrt(detB)
!Transit into stretch base to get rid of rotation
call m3inv(U_n,U_inv)
R_n=matmul(F_n,U_inv)
!start to calculate the cauchy stress
!Backward Euler method will be applied
!define sno,gammapo and Fpo
if(stateOld(km,10).eq.zero) then
Fp_o=Iden
sno=s0
gammapo=zero
!initial status
else
Fp_o(1,1)=stateOld(km,1)
Fp_o(2,2)=stateOld(km,2)
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Fp_o(3,3)=stateOld(km,3)
Fp_o(1,2)=stateOld(km,4)
Fp_o(2,3)=stateOld(km,5)
Fp_o(3,1)=stateOld(km,6)
Fp_o(2,1)=stateOld(km,7)
Fp_o(3,2)=stateOld(km,8)
Fp_o(1,3)=stateOld(km,9)
sno=stateOld(km,10)
gammapo=stateOld(km,11)
end if
!write(6,*)'JJHA-sno',sno
!Do i=1,11
! write(6,*)'JJHA-stateold',stateOld(km,i)
!end do
!Do i=1,3
!Do j=1,3
! write(6,*)'JJHA-Fpo',Fp_o(i,j)
! write(6,*)'JJHA-Fn',F_n(i,j)
!end do
!end do
!calculate the increment of time
if((totalTime.eq.zero).and.(stepTime.eq.zero)) then
dtime=zero
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else
dtime=dt*timescale
endif
!using backeuler to calculate Fp_n
Fp_try=Fp_o
sn_try=sno
!define the maximum iteration number niter
DO 1 niter=1,100
!calculate the Fe_try
call m3inv(Fp_try,Fp_tryinv)
Fe_try=matmul(F_n,Fp_tryinv)
!call elastic stress calculation subroutine
call stresse(Ee,nue,Fe_try,Fp_try,Te)
!calculate the back stress
call stressb(muh,lambdaL,Kh,Fp_try,Tb)
!calculate the flow stress
Tflow=Te-Tb
!check stress
!do i=1,3
! do j=1,3
!

write(6,*)'JJHA-Te',Te(i,j)

!

write(6,*)'JJHA-Tb',Tb(i,j)

!enddo
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!enddo
!calculate the invariants of Tflow
p_flow=minusone*one_third*(Tflow(1,1)+Tflow(2,2)+
+ Tflow(3,3))
q_flow=dsqrt(half*((Tflow(1,1)-Tflow(2,2))**two
+ +(Tflow(2,2)-Tflow(3,3))**two+
+ (Tflow(3,3)-Tflow(1,1))**two+
+ six*(Tflow(1,2)**two+Tflow(2,3)**two
+ +Tflow(3,1)**two)))

!do i=1,3
! do j=1,3
!write(6,*)'JJHA-Fe_try',Fe_try(i,j)
!write(6,*)'JJHA-Fp_try',Fp_try(i,j)
!write(6,*)'JJHA-Tflow',Tflow(i,j)
!

end do

!end do
C

write(6,*)'JJHA-dtime',dtime

!calculate the deviatoric stress tensor
Sflow=Tflow+p_flow*Iden
!If equivalent stress is zero,Nflow is zero
Do i=1,3
158

Do j=1,3
if (q_flow.eq.zero) then
Nflow(i,j)=zero
else
Nflow(i,j)=(1.0D0/(dsqrt(two)*q_flow))*Sflow(i,j)
end if
end do
end do
!Calculate Dpflow
dgammap=dgamma0*exp(minusone*flowconst*(one+ (q_flow/sn_try)**(5.0D0/6.0D0)))
!write(6,*)'JJHA-Kb,p_flow,q_flow,sn_try',Kb,p_flow,q_flow,
! + sn_try
!write(6,*)'JJHA-dgammap',dgammap
! Do i=1,3
!

Do j=1,3

!

write(6,*)'JJHA-Sflow',Sflow(i,j)

!

write(6,*)'JJHA-Nflow',Nflow(i,j)

!

End do

! enddo
Dpflow=dgammap*Nflow
!polar decomposition of Fp_try
CFp=matmul(transpose(Fp_try),Fp_try)
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!calculate the eigenvalue and eigenvectors of CFp
call EIGEN(CFp,N,EPS,Uprime2_eig,Qp)
!Formulate the Uprime
Uprime(1,1)=dsqrt(Uprime2_eig(1))
Uprime(2,2)=dsqrt(Uprime2_eig(2))
Uprime(3,3)=dsqrt(Uprime2_eig(3))
Uprime(1,2)=0.0D0
Uprime(1,3)=0.0D0
Uprime(2,3)=0.0D0
Uprime(2,1)=Uprime(1,2)
Uprime(3,1)=Uprime(1,3)
Uprime(3,2)=Uprime(2,3)
Up=matmul(matmul(transpose(Qp),Uprime),Qp)
call M3INV(Up,Up_inv)
Rp=matmul(Fp_try,Up_inv)
Vp=matmul(matmul(Rp,Up),transpose(Rp))
Vp2=matmul(Vp,Vp)
!Do i=1,3
! Do j=1,3
!

write(6,*)'JJHA-Vp',Vp(i,j)

! enddo
! enddo
!start to cacluate the invariants
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I1p=Vp(1,1)+Vp(2,2)+Vp(3,3)
I2p=(I1p**two-(Vp2(1,1)+Vp2(2,2)+Vp2(3,3)))/two
call MDET(Vp,I3p)
!write(6,*)'JJHA-I1p',I1p
!write(6,*)'JJHA-I2p',I2p
! write(6,*)'JJHA-I3p',I3p
!calculate the Wpflow
Wpflow=((I1p**two)*(matmul(Vp,Dpflow)-matmul(Dpflow,Vp))+

I1p*(matmul(Vp2,Dpflow)-matmul(Dpflow,Vp2))+matmul(matmul(Vp,

+ (matmul(Vp,Dpflow)-matmul(Dpflow,Vp))),Vp))/(I1p*I2p-I3p)
!Calculate the plastic deformation rate
Lpflow=Dpflow+Wpflow
!update Fp and sn
!Fpfactor=Iden-dtime*Lpflow
Fpfactor=Iden-dtime*Dpflow
call M3INV(Fpfactor,Fpfactor_inv)
Fp_upd=matmul(Fpfactor_inv,Fp_o)
sn_upd=sno+h*(1.0D0-sn_try/ss)*dgammap*dtime
!checking the convergence
Fp_diff=matmul((Fp_upd-Fp_try),Fp_tryinv)
call MDET(Fp_diff,detFp_diff)
sn_diff=(sn_upd-sn_try)/sn_try
if ((abs(detFp_diff).LT.EPS).and.(abs(sn_diff).LT.EPS)) THEN
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GO TO 2
endif
Fp_try=Fp_upd
sn_try=sn_upd
!do i=1,3
!do j=1,3
!write(6,*)'JJHA-Fp_upd',Fp_upd(i,j)
!write(6,*)'JJHA-Fp_o',Fp_o(i,j)
! write(6,*)'JJHA-Fpfactor',Fpfactor(i,j)
!write(6,*)'JJHA-Lpflow',Lpflow(i,j)
!write(6,*)'JJHA-Dpflow',Dpflow(i,j)
!write(6,*)'JJHA-Wpflow',Wpflow(i,j)
!enddo
!enddo
C

write(6,*)'JJHA-qflow',qflow
!write(6,*)'JJHA-detFp_diff',detFp_diff
!write(6,*)'JJHA-sn_diff',sn_diff

1

CONTINUE

2

CONTINUE
!GET the value of Fp_n,snn,gammapn
gammap_upd=gammapo+dgammap*dtime
Fp_n=Fp_upd
snn=sn_upd
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gammapn=gammap_upd
!calculate the Cauchy stress
C

write(6,*) 'JJHA-4'
call M3INV(Fp_n,Fp_ninv)

C

write(6,*) 'JJHA-5'
Fe_n=matmul(F_n,Fp_ninv)

C

write(6,*) 'JJHA-6'
call stresse(Ee,nue,Fe_n,Fp_n,T_cauchy)

C

write(6,*) 'JJHA-7'
Be=matmul(Fe_n,transpose(Fe_n))
Bp=matmul(Fp_n,transpose(Fp_n))

C

write(6,*) 'JJHA-8'
call MDET(Be,detBe)

C

write(6,*) 'JJHA-9'
call MDET(Bp,detBp)

C

write(6,*) 'JJHA-10'
Je=dsqrt(detBe)
Jp=dsqrt(detBp)
T_cauchy=(one/Je)*matmul(matmul(Fe_n,T_cauchy),transpose(Fe_n))
T_cauchy=matmul(transpose(R_n),matmul(T_cauchy,R_n))
!Give value to new normal stress
do i=1,ndir
stressNew(km,i) = T_cauchy(i,i)
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end do
!shear stress
if(nshr.ne.0) then
stressNew(km,ndir+1)=T_cauchy(1,2)
if(nshr.ne.1) then
stressNew(km,ndir+2)=T_cauchy(2,3)
if(nshr.ne.2) then
stressNew(km,ndir+3)=T_cauchy(1,3)
end if
end if
end if
C

write(6,*) 'JJHA-11'
!Update strain energy
stress_power=0.0D0 !initial value
do i = 1,ndir
stress_power = stress_power +
+

0.5*((StressOld(km,i)+StressNew(km,i))*

+

StrainInc(km,i))
enddo
select case (nshr)
case(1)
stress_power = stress_power +

+

0.5*((StressOld(km,ndir+1)+StressNew(km,ndir+1))*
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+

StrainInc(km,ndir+1))
case(3)
stress_power = stress_power +

+

0.5*(((StressOld(km,ndir+1) + StressNew(km,ndir+1))*

+

StrainInc(km,ndir+1)) +

+

((StressOld(km,ndir+2)+ StressNew(km,ndir+2)) *

+

StrainInc(km,ndir+2))+

+

((StressOld(km,ndir+3) + StressNew(km,ndir+3))*

+

StrainInc(km,ndir+3)))

end select
C

write(6,*) 'JJHA-12'
!update the Fpn,snn and gammap
stateNew(km,1)=Fp_n(1,1)
stateNew(km,2)=Fp_n(2,2)
stateNew(km,3)=Fp_n(3,3)
stateNew(km,4)=Fp_n(1,2)
stateNew(km,5)=Fp_n(2,3)
stateNew(km,6)=Fp_n(3,1)
stateNew(km,7)=Fp_n(2,1)
stateNew(km,8)=Fp_n(3,2)
stateNew(km,9)=Fp_n(1,3)
!give the value of sno and gammapo
stateNew(km,10)=snn
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stateNew(km,11)=gammapn
C

write(6,*) 'JJHA-13'

C

write(6,*) 'JJHA-nblock',nblock

C

write(6,*) 'JJHA-ndir',ndir

C

write(6,*) 'JJHA-nshr',nshr

C

write(6,*) 'JJHA-nstatev',nstatev

C

write(6,*) 'JJHA-nfieldv',nfieldv

C

write(6,*) 'JJHA-nprops',nprops

C

write(6,*) 'JJHA-stepTime', stepTime

C

write(6,*) 'JJHA-totalTime', totalTime

C

write(6,*) 'JJHA-dt', dt

C

do i=1,3

C

do j=1,3

C

write(6,*) 'Fp_n',Fp_n(i,j)

C

write(6,*) 'Fp_upd',Fp_upd(i,j)

C
C

end do
end do

c

3 props, strainInc,

c

4 tempOld, stretchOld, defgradOld, fieldOld,

c

5 stressOld, stateOld, enerInternOld, enerInelasOld,

c

6 tempNew, stretchNew, defgradNew, fieldNew,
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c

7 stressNew, stateNew, enerInternNew, enerInelasNew
100 continue

C
return
end
C------------------------------------------------------------------------------!start the all the subroutine used in vumat
C**********************************************************************
!calculate the stress in the linear elastic spring
SUBROUTINE stresse(Ee,nue,Fe,Fp,Te)
!Define the variables
real*8 Ee,nue,Fe(3,3),Fp(3,3)
real*8 straine(3,3),Te(3,3)
!lame parameters
real*8 lambdae,miue
!determinant of Fp
real*8 Bp(3,3),detBp,Jp
real*8 one,two,half
real*8 Iden(3,3)
integer i,j
one=1.0D0
two=2.0D0
half=0.5D0
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call ONEM(Iden)
!start calculation
!calculate lame parameters
lambdae=nue*Ee/((one+nue)*(one-two*nue))
miue=Ee/(two*(one+nue))
!stress calculation
Bp=matmul(Fp,transpose(Fp))
call MDET(Bp,detBp)
Jp=dsqrt(detBp)
straine=half*(matmul(transpose(Fe),Fe)-Iden)
Do i=1,3
Do j=1,3
Te(i,j)=(one/Jp)*(lambdae*(straine(1,1)+straine(2,2)
+ +straine(3,3))*Iden(i,j)+(two*miue)*straine(i,j))
end do
end do
RETURN
END
C**********************************************************************
!start the subroutine to calculate the backstress
SUBROUTINE stressb(muh,lambdaL,Kh,Fp,Tb)
real*8 muh,lambdaL,Kh
real*8 Fp(3,3),Tb(3,3)
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!invariants in the deformation tensor
real*8 B(3,3),detB
real*8 I1,I2,Jel
real*8 I1_b,I2_b
!parameters in the Arruda-Boyce model
real*8 c1,c2,c3,c4,c5
!the partial derivatives
real*8 pdi1,pdi2,pdj
real*8 Iden(3,3)
!pdi1 is the partial derivative of I1
!pdi2 is the partial derivative of I2
!pdj is the partial derivative of J
!i and j for do loop
integer i,j
parameter(one=1.0D0,two=2.0D0,three=3.0D0,four=4.0D0,
+ five=5.0D0,half=0.5D0,one_third=1.0D0/3.0D0,
+ two_third=2.0D0/3.0D0,pi=3.1415926d0,minusone=-1.0D0)
C***********************************************************************
call ONEM(Iden)
!Parameters used in Arruda Boyce model
c1=1.0D0/2.0D0
c2=1.0D0/20.0D0
c3=11.0D0/1050.0D0
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c4=19.0D0/7000.0D0
c5=519.0D0/673750.0D0
!Compute J
B=matmul(Fp,transpose(Fp))
call mdet(B,detB)
Jel=dsqrt(detB)
!Compute the invariant
I1=B(1,1)+B(2,2)+B(3,3)
I1_b=I1/(Jel**two_third)
I2=half*(I1**two-(B(1,1)*B(1,1)+B(2,2)*B(2,2)
+ +B(3,3)*B(3,3)++two*(B(2,3)*B(3,2)+
+ B(1,2)*B(2,1)+B(1,3)*B(3,1))))
I2_b=I2/(Jel**(four/three))
!calculate the partial differential
pdi1=muh*(c1+(two*c2*I1_b)/(lambdaL**two)
1 +(three*c3*I1_b**two)/(lambdaL**four)
2 +(four*c4*I1_b**three)/(lambdaL**6.0D0)
3 +(five*c5*I1_b**four)/(lambdaL**8.0D0))
pdi2=zero
pdj=half*Kh*(Jel-one/Jel)
!calculate the back stress
Do i=1,3
Do j=1,3
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Tb(i,j)=(two/Jel)*(one/(Jel**(two_third))*pdi1*B(i,j)+

I1_b*(pdi1/three)*Iden(i,j))+pdj*Iden(i,j)
end do

end do
RETURN
END
C**********************************************************************
SUBROUTINE ONEM(A)

C

THIS SUBROUTINE STORES THE IDENTITY MATRIX IN THE

C

3 BY 3 MATRIX [A]

C**********************************************************************

real*8 A(3,3)
DATA ZERO/0.D0/
DATA ONE/1.D0/

DO 1 I=1,3
DO 1 J=1,3
IF (I .EQ. J) THEN
A(I,J) = 1.0D0
ELSE
A(I,J) = 0.0D0
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ENDIF
1

CONTINUE

RETURN
END
C**********************************************************************
C**********************************************************************
SUBROUTINE MTRANS(A,ATRANS)

C

THIS SUBROUTINE CALCULATES THE TRANSPOSE OF AN 3 BY 3

C

MATRIX [A], AND PLACES THE RESULT IN ATRANS.

C**********************************************************************

real*8 A(3,3),ATRANS(3,3)

DO 1 I=1,3
DO 1 J=1,3
ATRANS(J,I) = A(I,J)
1

CONTINUE
RETURN
END
SUBROUTINE MDET(A,DET)
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C

THIS SUBROUTINE CALCULATES THE DETERMINANT

C

OF A 3 BY 3 MATRIX [A].

C**********************************************************************

real*8 A(3,3), DET

DET = A(1,1)*A(2,2)*A(3,3)
+

+ A(1,2)*A(2,3)*A(3,1)

+

+ A(1,3)*A(2,1)*A(3,2)

+

- A(3,1)*A(2,2)*A(1,3)

+

- A(3,2)*A(2,3)*A(1,1)

+

- A(3,3)*A(2,1)*A(1,2)

RETURN
END
C**********************************************************************
SUBROUTINE M3INV(A,AINV)

C

THIS SUBROUTINE CALCULATES THE THE INVERSE OF A 3 BY 3 MATRIX

C

[A] AND PLACES THE RESULT IN [AINV].

C

IF DET(A) IS ZERO, THE CALCULATION

C

IS TERMINATED AND A DIAGNOSTIC STATEMENT IS PRINTED.

C**********************************************************************
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real*8 A(3,3), AINV(3,3), DET, ACOFAC(3,3), AADJ(3,3)

C

A(3,3)

-- THE MATRIX WHOSE INVERSE IS DESIRED.

C

DET

C

ACOFAC(3,3) -- THE MATRIX OF COFACTORS OF A(I,J).

-- THE COMPUTED DETERMINANT OF [A].

C

THE SIGNED MINOR (-1)**(I+J)*M_IJ

C

IS CALLED THE COFACTOR OF A(I,J).

C

AADJ(3,3)

-- THE ADJOINT OF [A]. IT IS THE MATRIX

C

OBTAINED BY REPLACING EACH ELEMENT OF

C

[A] BY ITS COFACTOR, AND THEN TAKING

C

TRANSPOSE OF THE RESULTING MATRIX.

C

AINV(3,3)

-- RETURNED AS INVERSE OF [A].

C

[AINV] = [AADJ]/DET.

C----------------------------------------------------------------------

CALL MDET(A,DET)
IF ((DET.GE.0.0D0).and.(DET.LT.0.001D0)) THEN
DET=0.001D0
ENDIF
IF ((DET.GT.-0.001D0).and.(DET.LT.0.0D0)) THEN
DET=-0.001D0
endif
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CALL MCOFAC(A,ACOFAC)
AADJ=transpose(ACOFAC)
DO 1 I = 1,3
DO 1 J = 1,3
AINV(I,J) = AADJ(I,J)/DET
1

CONTINUE

RETURN
END

C**********************************************************************
SUBROUTINE MCOFAC(A,ACOFAC)

C

THIS SUBROUTINE CALCULATES THE COFACTOR OF A 3 BY 3 MATRIX [A],

C

AND PLACES THE RESULT IN [ACOFAC].

C**********************************************************************

real*8 A(3,3), ACOFAC(3,3)

ACOFAC(1,1) = A(2,2)*A(3,3) - A(3,2)*A(2,3)
ACOFAC(1,2) = -(A(2,1)*A(3,3) - A(3,1)*A(2,3))
ACOFAC(1,3) = A(2,1)*A(3,2) - A(3,1)*A(2,2)
ACOFAC(2,1) = -(A(1,2)*A(3,3) - A(3,2)*A(1,3))
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ACOFAC(2,2) = A(1,1)*A(3,3) - A(3,1)*A(1,3)
ACOFAC(2,3) = -(A(1,1)*A(3,2) - A(3,1)*A(1,2))
ACOFAC(3,1) = A(1,2)*A(2,3) - A(2,2)*A(1,3)
ACOFAC(3,2) = -(A(1,1)*A(2,3) - A(2,1)*A(1,3))
ACOFAC(3,3) = A(1,1)*A(2,2) - A(2,1)*A(1,2)

RETURN
END
C--------------------------------------------------------------------------!subroutine for calculating the eigenvalue of B
SUBROUTINE EIGEN(A,N,EPS,A_eig,Q)
integer N
real*8 A(N,N),Q(N,N),A_eig(N),C(N)
real*8 EPS
call CSTRQ(A,N,Q,A_eig,C)
!EPS control the accuracy
call CSSTQ(N,A_eig,C,Q,EPS,L)
RETURN
END
!start the subroutine
!household transform into upper heissenberg matrix
SUBROUTINE CSTRQ(A,N,Q,A_eig,C)
real*8 A(N,N),Q(N,N),A_eig(N),C(N)
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real*8 F,H,G,H2
integer N
DO 10 I=1,N
DO 10 J=1,N
10

Q(I,J)=A(I,J)
DO 80 I=N,2,-1
H=0.0
IF (I.GT.2) THEN
DO 20 K=1,I-1

20

H=H+Q(I,K)*Q(I,K)
END IF
IF (H+1.0.EQ.1.0) THEN
C(I)=0.0
IF (I.EQ.2) C(I)=Q(I,I-1)
A_eig(I)=0.0
ELSE
C(I)=dsqrt(H)
IF (Q(I,I-1).GT.0.0) C(I)=-C(I)
H=H-Q(I,I-1)*C(I)
Q(I,I-1)=Q(I,I-1)-C(I)
F=0.0
DO 50 J=1,I-1
Q(J,I)=Q(I,J)/H
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G=0.0
DO 30 K=1,J
30

G=G+Q(J,K)*Q(I,K)
IF (J+1.LE.I-1) THEN
DO 40 K=J+1,I-1

40

G=G+Q(K,J)*Q(I,K)
END IF
C(J)=G/H
F=F+G*Q(J,I)

50

CONTINUE
H2=F/(H+H)
DO 70 J=1,I-1
F=Q(I,J)
G=C(J)-H2*F
C(J)=G
DO 60 K=1,J

60
70

Q(J,K)=Q(J,K)-F*C(K)-G*Q(I,K)
CONTINUE
A_eig(I)=H
END IF

80

CONTINUE
DO 85 I=1,N-1

85

C(I)=C(I+1)
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C(N)=0.0
A_eig(1)=0.0
DO 130 I=1,N
IF ((A_eig(I).NE.0.0).AND.(I-1.GE.1)) THEN
DO 110 J=1,I-1
G=0.0
DO 90 K=1,I-1
90

G=G+Q(I,K)*Q(K,J)
DO 100 K=1,I-1

100
110

Q(K,J)=Q(K,J)-G*Q(K,I)
CONTINUE
END IF
A_eig(I)=Q(I,I)
Q(I,I)=1.0
IF (I-1.GE.1) THEN
DO 120 J=1,I-1
Q(I,J)=0.0
Q(J,I)=0.0

120

CONTINUE
END IF

130 CONTINUE
RETURN
END
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C---------------------------------!the subroutine for solving the eigenvalue
!QR method
SUBROUTINE CSSTQ(N,A_eig,C,Q,EPS,L)
integer N
real*8 A_eig(N),C(N),Q(N,N)
real*8 D,H,P,R,F,E,S,G
real*8 EPS
C(N)=0.0
D=0.0
F=0.0
DO 50 J=1,N
IT=0
H=EPS*(ABS(A_eig(J))+ABS(C(J)))
IF (H.GT.D) D=H
M=J-1
10

M=M+1
IF (M.LE.N) THEN
IF (ABS(C(M)).GT.D) GOTO 10
END IF
IF (M.NE.J) THEN

15

IF (IT.EQ.60) THEN
L=0
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WRITE(*,18)
18

FORMAT(1X,' FAIL')
RETURN
END IF
IT=IT+1
G=A_eig(J)
P=(A_eig(J+1)-G)/(2.0*C(J))
R=dsqrt(P*P+1.0)
IF (P.GE.0.0) THEN
A_eig(J)=C(J)/(P+R)
ELSE
A_eig(J)=C(J)/(P-R)
END IF
H=G-A_eig(J)
DO 20 I=J+1,N

20

A_eig(I)=A_eig(I)-H
F=F+H
P=A_eig(M)
E=1.0
S=0.0
DO 40 I=M-1,J,-1
G=E*C(I)
H=E*P
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IF (ABS(P).GE.ABS(C(I))) THEN
E=C(I)/P
R=dsqrt(E*E+1.0)
C(I+1)=S*P*R
S=E/R
E=1.0/R
ELSE
E=P/C(I)
R=dsqrt(E*E+1.0)
C(I+1)=S*C(I)*R
S=1.0/R
E=E/R
END IF
P=E*A_eig(I)-S*G
A_eig(I+1)=H+S*(E*G+S*A_eig(I))
DO 30 K=1,N
H=Q(K,I+1)
Q(K,I+1)=S*Q(K,I)+E*H
Q(K,I)=E*Q(K,I)-S*H
30
40

CONTINUE
CONTINUE
C(J)=S*P
A_eig(J)=E*P
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IF (ABS(C(J)).GT.D) GOTO 15
END IF
A_eig(J)=A_eig(J)+F
50

CONTINUE
DO 80 I=1,N
K=I
P=A_eig(I)
IF (I+1.LE.N) THEN
J=I

60

J=J+1
IF (J.LE.N) THEN
IF (A_eig(J).LE.P) THEN
K=J
P=A_eig(J)
GOTO 60
END IF
END IF
END IF
IF (K.NE.I) THEN
A_eig(K)=A_eig(I)
A_eig(I)=P
DO 70 J=1,N
P=Q(J,I)
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Q(J,I)=Q(J,K)
Q(J,K)=P
70

CONTINUE
END IF

80

CONTINUE
L=1
RETURN
END

A4. The user subroutine for visco-hyperelastic softening model
*spring A parameters
*mu=props(1)
*lambdaL=props(2)
*K=props(3)
*phi=props(4)
*a1=props(5)
*b1=props(6)
*m=a1*exp(b1*eta_old)
*Spring B parameters
*mu_B=props(7)
*lambdaL_B=props(8)
*K_B=props(9)
*phi_B=props(10)
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*t_relax=props(11)
*timescale=props(12)
*strainrate=props(13)
*c0=props(14)
!State variables effective stretch
!Modified by Lei Liu in October 7th 2016
!parameter m can be adaptive
C--------------------------------------------------------------*Starts the parameter part of vumat subroutine
subroutine vumat(
1 nblock, ndir, nshr, nstatev, nfieldv, nprops, lanneal,
2 stepTime, totalTime, dt, cmname, coordMp, charLength,
3 props, density, strainInc, relSpinInc,
4 tempOld, stretchOld, defgradOld, fieldOld,
5 stressOld, stateOld, enerInternOld, enerInelasOld,
6 tempNew, stretchNew, defgradNew, fieldNew,
7 stressNew, stateNew, enerInternNew, enerInelasNew )
C-----------------------------------------------------------------include 'vaba_param.inc'
dimension props(nprops), density(nblock), coordMp(nblock,*),
1 charLength(nblock), strainInc(nblock,ndir+nshr),
2 relSpinInc(nblock,nshr), tempOld(nblock),
3 stretchOld(nblock,ndir+nshr),
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4 defgradOld(nblock,ndir+nshr+nshr),
5 fieldOld(nblock,nfieldv), stressOld(nblock,ndir+nshr),
6 stateOld(nblock,nstatev), enerInternOld(nblock),
7 enerInelasOld(nblock), tempNew(nblock),
8 stretchNew(nblock,ndir+nshr),
8 defgradNew(nblock,ndir+nshr+nshr),
9 fieldNew(nblock,nfieldv),
1 stressNew(nblock,ndir+nshr), stateNew(nblock,nstatev),
2 enerInternNew(nblock), enerInelasNew(nblock)
C--------------------------------------------------------------------character*80 cmname
integer i,j,km
C--------------------------------------------------------------------real*8 one,two,three,four,five
real*8 half,one_third,two_third
real*8 pi,minusone
parameter(one=1.0D0,two=2.0D0,three=3.0D0,four=4.0D0,
+ five=5.0D0,half=0.5D0,one_third=1.0D0/3.0D0,
+ two_third=2.0D0/3.0D0,pi=3.1415926d0,minusone=-1.0D0)
!w is the strain energy density of intact material in spring A
real*8 mu,lambdaL,K,phi,w
real*8 a1,b1,m_a,c0
!parameters for spring B
186

real*8 mu_B,lambdaL_B,K_B,phi_B,w_Bn,w_Bo
real*8 t_relax
!generalized parameter
real*8 timescale
real*8 strainrate
!dtime is the time increment
real*8 dtime
real*8 m_bo,m_bn
!F is the deformation gradient tensor,U is the stretch tensor,R is the rotation tensor
real*8 F_o(3,3),F_n(3,3),U_o(3,3),U_n(3,3),U_inv(3,3)
!R is the rotation tensor
real*8 R_n(3,3),Iden(3,3)
real*8 T_cauchy(3,3),T_cauchy_o(3,3)
!stress tensor in spring A
real*8 T_cauchya(3,3)
!stress tensor in spring B
real*8 T_cauchyb_n(3,3),T_cauchyb_o(3,3)
!parameters for integration on viscosity part
real*8 H_b_o(3,3),H_b_n(3,3)
real*8 p_o,q_o,eta_o
!p_o is the old hydrostatic stress
!q_o is the old effective stress
!eta_o is the old stress triaxiality
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!T_cauchy_o is the stress tensor in last step
real*8 T_intact_a(3,3)
!for spring B
real*8 T_intact_bo(3,3),T_intact_bn(3,3)
!h_old and h_new are integration items
real*8 h_old(3,3),h_new(3,3)
!T_intact is the cauchy stress of intact hyperelastic mateiral
!the invariant for the intact stress
real*8 p_intact_a,q_intact_a,eta_intact_a
real*8 p_intact_b,q_intact_b,eta_intact_b
!spring B in previous step
real*8 p_intact_bo,q_intact_bo,eta_intact_bo
!p_intact is the intact hydrostatic stress
!q_intact is the intact feective stress
!eta_intact is the intact stress triaxiality
real*8 s_hydro_a
!stress invariant of cauchy stress
real*8 p,q
!s_hydro is the hydrostatic stress of intact hyperelastic material
!B is the Cauchy-Green deformation tensor
real*8 B(3,3),detB
!eigenvalue of Matrix B
real*8 B_eig(3)
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!Bo is the Cauchy-Green deformation tensor in last step
real*8 Bo(3,3),detBo
!principal stretch
integer N
!N is the dimension of matrix B row and column
!Invariants
real*8 I1,I2,Jel
real*8 I1_b,I2_b
!Invariants for old step
real*8 I1_o,I2_o,Jel_o
real*8 I1_bo,I2_bo
!state invariants
real*8 stress_power
!ratio of w over phi
real*8 r_soft_a
real*8 r_soft_bo,r_soft_bn
!Parameter used in Arruda Boyce Model
real*8 c1,c2,c3,c4,c5
!the partial derivatives
real*8 pdi1,pdi2,pdj
!pdi1 is the partial derivative of I1
!pdi2 is the partial derivative of I2
!pdj is the partial derivative of J
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!invariants for spring B
real*8 pdi1_bo,pdi1_bn
real*8 pdi2_bo,pdi2_bn
real*8 pdj_bo,pdj_bn
real*8 EPS
!EPS control the accuracy
!break loop
C

INTEGER*4 tmp

C---------------------------------------------------------------------C1000 CONTINUE
C
C

IF(tmp.eq.1)GO TO 1001

C
C

GO TO 1000

C1001

CONTINUE

!start the main part of vumat
call ONEM(Iden)
mu=props(1)
lambdaL=props(2)
K=props(3)
phi=props(4)
a1=props(5)
b1=props(6)
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mu_B=props(7)
lambdaL_B=props(8)
K_B=props(9)
phi_B=props(10)
t_relax=props(11)
timescale=props(12)
strainrate=props(13)
c0=props(14)
!Parameters used in Arruda Boyce model
c1=1.0D0/2.0D0
c2=1.0D0/20.0D0
c3=11.0D0/1050.0D0
c4=19.0D0/7000.0D0
c5=519.0D0/673750.0D0
N=3
EPS=1.0D0/1000000.0D0
do 100 km = 1,nblock
C1000 CONTINUE
C
C

IF(tmp.eq.1)GO TO 1001

c
c

GO TO 1000

C1001 CONTINUE
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!getting old stress tensor
T_cauchy_o(1,1)=stressOld(km,1)
T_cauchy_o(2,2)=stressOld(km,2)
T_cauchy_o(3,3)=stressOld(km,3)
T_cauchy_o(1,2)=stressOld(km,4)
if(nshr.lt.2) then
T_cauchy_o(2,1)=T_cauchy_o(1,2)
T_cauchy_o(2,3)=zero
T_cauchy_o(3,2)=zero
T_cauchy_o(3,1)=zero
T_cauchy_o(1,3)=zero
else
T_cauchy_o(2,1)=T_cauchy_o(1,2)
T_cauchy_o(2,3)=stressOld(km,5)
T_cauchy_o(3,2)=stressOld(km,5)
T_cauchy_o(3,1)=stressOld(km,6)
T_cauchy_o(1,3)=stressOld(km,6)
end if
!start to calculate the stress invariant in last step
p_o=one_third*(T_cauchy_o(1,1)+T_cauchy_o(2,2)
+ +T_cauchy_o(3,3))
q_o=dsqrt(half*(abs(T_cauchy_o(1,1)-T_cauchy_o(2,2))**two
+ +abs(T_cauchy_o(2,2)-T_cauchy_o(3,3))**two+
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+ abs(T_cauchy_o(3,3)-T_cauchy_o(1,1))**two+
+ two*three*(T_cauchy_o(1,2)**two+T_cauchy_o(2,3)**two
+ +T_cauchy_o(3,1)**two)))
if (abs(q_o).lt.0.1D0) then
eta_o=0.0D0
c

m=a1
else
eta_o=p_o/q_o

c

m=a1*exp(minusone*b1*p_o/q_o)
end if
!Getting old and new deformation gradient
F_o(1,1)=defgradOld(km,1)
F_o(2,2)=defgradOld(km,2)
F_o(3,3)=defgradOld(km,3)
F_o(1,2)=defgradOld(km,4)
if(nshr .lt. 2) then
!2D case
F_o(2,1)=defgradOld(km,5)
F_o(1,3)=zero
F_o(2,3)=zero
F_o(3,1)=zero
F_o(3,2)=zero
else
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F_o(2,3)=defgradOld(km,5)
F_o(3,1)=defgradOld(km,6)
F_o(2,1)=defgradOld(km,7)
F_o(3,2)=defgradOld(km,8)
F_o(1,3)=defgradOld(km,9)
end if
!new deformation gradient
F_n(1,1)=defgradNew(km,1)
F_n(2,2)=defgradNew(km,2)
F_n(3,3)=defgradNew(km,3)
F_n(1,2)=defgradNew(km,4)
if(nshr .lt. 2) then
F_n(2,1)=defgradNew(km,5)
F_n(2,3)=zero
F_n(3,1)=zero
F_n(1,3)=zero
F_n(3,2)=zero
else
F_n(2,3)=defgradNew(km,5)
F_n(3,1)=defgradNew(km,6)
F_n(2,1)=defgradNew(km,7)
F_n(3,2)=defgradNew(km,8)
F_n(1,3)=defgradNew(km,9)
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end if
!stretch tensor
U_o(1,1)=stretchOld(km,1)
U_o(2,2)=stretchOld(km,2)
U_o(3,3)=stretchOld(km,3)
U_o(1,2)=stretchOld(km,4)
if(nshr .lt. 2) then
U_o(2,1)=U_o(1,2)
U_o(2,3)=zero
U_o(3,2)=zero
U_o(1,3)=zero
U_o(3,1)=zero
else
U_o(2,3)=stretchOld(km,5)
U_o(3,1)=stretchOld(km,6)
U_o(2,1)=U_o(1,2)
U_o(3,2)=U_o(2,3)
U_o(1,3)=U_o(3,1)
end if
!new stretch
U_n(1,1)=stretchNew(km,1)
U_n(2,2)=stretchNew(km,2)
U_n(3,3)=stretchNew(km,3)
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U_n(1,2)=stretchNew(km,4)
if(nshr .lt. 2) then
U_n(2,1)=U_n(1,2)
U_n(2,3)=zero
U_n(3,2)=zero
U_n(1,3)=zero
U_n(3,1)=zero
else
U_n(2,1)=U_n(1,2)
U_n(2,3)=stretchNew(km,5)
U_n(3,1)=stretchNew(km,6)
U_n(3,2)=U_n(2,3)
U_n(1,3)=U_n(3,1)
end if
!obtain the previous integration item for spring B
h_old(1,1)=stateOld(km,17)
h_old(2,2)=stateOld(km,18)
h_old(3,3)=stateOld(km,19)
h_old(1,2)=stateOld(km,20)
h_old(2,3)=stateOld(km,21)
h_old(3,1)=stateOld(km,22)
h_old(2,1)=stateOld(km,23)
h_old(3,2)=stateOld(km,24)
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h_old(1,3)=stateOld(km,25)
C--------------------------------------------------------!Comput the invariants for previous step
Bo=matmul(F_o,transpose(F_o))
call mdet(Bo,detBo)
Jel_o=dsqrt(detBo)
I1_o=Bo(1,1)+Bo(2,2)+Bo(3,3)
I1_bo=I1_o/(Jel_o**two_third)
I2_o=half*(I1_o**two-(Bo(1,1)*Bo(1,1)+Bo(2,2)*Bo(2,2)
+ +Bo(3,3)*Bo(3,3)+two*(Bo(2,3)*Bo(3,2)+
+ Bo(1,2)*Bo(2,1)+Bo(1,3)*Bo(3,1))))
I2_bo=I2_o/(Jel_o**(four/three))
!Compute J
B=matmul(F_n,transpose(F_n))
call mdet(B,detB)
Jel=dsqrt(detB)
!Compute the invariant
I1=B(1,1)+B(2,2)+B(3,3)
I1_b=I1/(Jel**two_third)
I2=half*(I1**two-(B(1,1)*B(1,1)+B(2,2)*B(2,2)
+ +B(3,3)*B(3,3)+two*(B(2,3)*B(3,2)+
+ B(1,2)*B(2,1)+B(1,3)*B(3,1))))
I2_b=I2/(Jel**(four/three))
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!compute the strain energy density of intact material
w=mu*(c1*(I1_b-three)+(c2/(lambdaL**two))*(I1_b**two-three**
+ two)+(c3/(lambdaL**four))*(I1_b**three-three**three)+
+ (c4/(lambdaL**6.0D0))*(I1_b**four-three**four)+
+ (c5/(lambdaL**8.0D0))*(I1_b**five-three**five))+
+ half*K*((Jel**two-one)/two-log(Jel))
!calculate the partial differential
pdi1=mu*(c1+(two*c2*I1_b)/(lambdaL**two)
1 +(three*c3*I1_b**two)/(lambdaL**four)
2 +(four*c4*I1_b**three)/(lambdaL**6.0D0)
3 +(five*c5*I1_b**four)/(lambdaL**8.0D0))
pdi2=zero
pdj=half*K*(Jel-one/Jel)
T_intact_a=(two/Jel)*(one/(Jel**(two_third))*pdi1*B+

I1_b*(pdi1/three)*Iden)+pdj*Iden
s_hydro_a=T_intact_a(1,1)+T_intact_a(2,2)+T_intact_a(3,3)
!calculate the invariant of T_intact
p_intact_a=one_third*(T_intact_a(1,1)+T_intact_a(2,2)

+ +T_intact_a(3,3))
q_intact_a=dsqrt(half*((T_intact_a(1,1)-T_intact_a(2,2))**two
+ +(T_intact_a(2,2)-T_intact_a(3,3))**two+
+ (T_intact_a(3,3)-T_intact_a(1,1))**two+
+ two*three*(T_intact_a(1,2)**two+T_intact_a(2,3)**two
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+ +T_intact_a(3,1)**two)))
!calculate the stress triaxiality
if (abs(q_intact_a).lt.0.1D0) then
eta_intact_a=0.0D0
m_a=a1
else
eta_intact_a=p_intact_a/q_intact_a
m_a=a1*exp(minusone*(b1+c0*DLOG10(strainrate))
+

*eta_intact_a)
end if
r_soft_a=exp(minusone*(w**m_a)/(phi**m_a))
T_cauchya=r_soft_a*T_intact_a
!calculate the cauchy stress in spring B
!calculate the increment of time
if((totalTime.eq.zero).and.(stepTime.eq.zero)) then
dtime=zero

else
dtime=dt*timescale
endif
!calculate the cauchy stress from previous step
pdi1_bo=mu_B*(c1+(two*c2*I1_bo)/(lambdaL_B**two)
1 +(three*c3*I1_bo**two)/(lambdaL_B**four)
2 +(four*c4*I1_bo**three)/(lambdaL_B**6.0D0)
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3 +(five*c5*I1_bo**four)/(lambdaL_B**8.0D0))
pdi2_bo=zero
pdi1_bn=mu_B*(c1+(two*c2*I1_b)/(lambdaL_B**two)
1 +(three*c3*I1_b**two)/(lambdaL_B**four)
2 +(four*c4*I1_b**three)/(lambdaL_B**6.0D0)
3 +(five*c5*I1_b**four)/(lambdaL_B**8.0D0))
pdi2_bn=zero
pdj_bo=half*K_B*(Jel_o-one/Jel_o)
pdj_bn=half*K_B*(Jel-one/Jel)
!stress in spring B from last step
T_intact_bo=(two/Jel_o)*(one/(Jel_o**(two_third))*pdi1_bo*Bo+

I1_bo*(pdi1_bo/three)*Iden)+pdj_bo*Iden
!stress in spring B for current step
T_intact_bn=(two/Jel)*(one/(Jel**two_third)*pdi1_bn*B-

+

I1_b*(pdi1_bn/three)*Iden)+pdj_bn*Iden
!calculate the strain energy density
w_Bo=mu_B*(c1*(I1_bo-three)+(c2/(lambdaL_B**two))*(I1_bo**two

+ -three**two)+(c3/(lambdaL_B**four))*(I1_bo**three
+ -three**three)+(c4/(lambdaL_B**6.0D0))*(I1_bo**four+ three**four)+(c5/(lambdaL_B**8.0D0))*(I1_bo**five+ three**five))+half*K_B*((Jel_o**two-one)/two-log(Jel_o))
w_Bn=mu_B*(c1*(I1_b-three)+(c2/(lambdaL_B**two))*(I1_b**two
+ -three**two)+(c3/(lambdaL_B**four))*(I1_b**three
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+ -three**three)+(c4/(lambdaL_B**6.0D0))*(I1_b**four+ three**four)+(c5/(lambdaL_B**8.0D0))*(I1_b**five+ three**five))+half*K_B*((Jel**two-one)/two-log(Jel))
!calculate the stress invariant
p_intact_bo=one_third*(T_intact_bo(1,1)+T_intact_bo(2,2)+
+ T_intact_bo(3,3))
q_intact_bo=dsqrt(half*((T_intact_bo(1,1)+

T_intact_bo(2,2))**two

+ +(T_intact_bo(2,2)-T_intact_bo(3,3))**two+
+ (T_intact_bo(3,3)-T_intact_bo(1,1))**two+
+ two*three*(T_intact_bo(1,2)**two+T_intact_bo(2,3)**two
+ +T_intact_bo(3,1)**two)))
!calculate the stress triaxiality
if (abs(q_intact_bo).lt.0.1D0) then
eta_intact_bo=0.0D0
m_bo=a1
else
eta_intact_bo=p_intact_bo/q_intact_bo
m_bo=a1*exp(minusone*(b1+c0*DLOG(strainrate))*eta_intact_bo)
endif
p_intact_bn=one_third*(T_intact_bn(1,1)+T_intact_bn(2,2)+
+ T_intact_bn(3,3))
q_intact_bn=dsqrt(half*((T_intact_bn(1,1)201

+

T_intact_bn(2,2))**two

+ +(T_intact_bn(2,2)-T_intact_bn(3,3))**two+
+ (T_intact_bn(3,3)-T_intact_bn(1,1))**two+
+ two*three*(T_intact_bn(1,2)**two+T_intact_bn(2,3)**two
+ +T_intact_bn(3,1)**two)))
if (abs(q_intact_bn).lt.0.1D0) then
eta_intact_bn=0.0D0
m_bn=a1
else
eta_intact_bn=p_intact_bn/q_intact_bn
m_bn=a1*exp(minusone*b1*eta_intact_bn)
endif
r_soft_bo=exp(minusone*(w_Bo**m_bo)/(phi_B**m_bo))
r_soft_bn=exp(minusone*(w_Bn**m_bn)/(phi_B**m_bn))
T_cauchyb_o=r_soft_bo*T_intact_bo
T_cauchyb_n=r_soft_bn*T_intact_bn
!time integration on spring B
h_new=exp(minusone*dtime/t_relax)*h_old
+ +exp(minusone*dtime/(two*t_relax))*(T_cauchyb_n
+ -T_cauchyb_o)
T_cauchy=T_cauchya+h_new
!effective stretch
effStr = dsqrt(one_third*I1)
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stateNew(km,1) = effStr ! effective stretch
!calculate the damage
if(s_hydro_a.lt.0.0D0) then
stateNew(km,2)=one-r_soft_a
else
stateNew(km,2)=one-r_soft_a
end if
!Transit into stretch base to get rid of rotation
call m3inv(U_n,U_inv)
R_n=matmul(F_n,U_inv)
T_cauchy=matmul(transpose(R_n),matmul(T_cauchy,R_n))
!Give value to new normal stress
do i=1,ndir
stressNew(km,i) = T_cauchy(i,i)
end do
!shear stress
if(nshr.ne.0) then
stressNew(km,ndir+1)=T_cauchy(1,2)
if(nshr.ne.1) then
stressNew(km,ndir+2)=T_cauchy(2,3)
if(nshr.ne.2) then
stressNew(km,ndir+3)=T_cauchy(1,3)
end if
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end if
end if
!calculate the p and q for the cauchy stress
p=one_third*(T_cauchy(1,1)+T_cauchy(2,2)+T_cauchy(3,3))
q=dsqrt(half*(abs(T_cauchy(1,1)-T_cauchy(2,2))**two+
+ abs(T_cauchy(2,2)-T_cauchy(3,3))**two+
+ abs(T_cauchy(3,3)-T_cauchy(1,1))**two+
+ two*three*(T_cauchy(1,2)**two+T_cauchy(2,3)**two
+ +T_cauchy(3,1)**two)))
!calculate the stress triaxiality
if (q. EQ. 0.0D0) then
stateNew(km,3)=0.0D0
else
stateNew(km,3)=p/q
end if
!Update strain energy
stress_power=0.0D0 !initial value
do i = 1,ndir
stress_power = stress_power +
+

0.5*((StressOld(km,i)+StressNew(km,i))*

+

StrainInc(km,i))
enddo
select case (nshr)
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case(1)
stress_power = stress_power +
+

0.5*((StressOld(km,ndir+1)+StressNew(km,ndir+1))*

+

StrainInc(km,ndir+1))
case(3)
stress_power = stress_power +

+

0.5*(((StressOld(km,ndir+1) + StressNew(km,ndir+1))*

+

StrainInc(km,ndir+1)) +

+

((StressOld(km,ndir+2)+ StressNew(km,ndir+2)) *

+

StrainInc(km,ndir+2))+

+

((StressOld(km,ndir+3) + StressNew(km,ndir+3))*

+

StrainInc(km,ndir+3)))

end select
!calculate the principle stretch
call EIGEN(B,N,EPS,B_eig)
stateNew(km,4)=defgradNew(km,1)
stateNew(km,5)=defgradNew(km,2)
stateNew(km,6)=defgradNew(km,3)
stateNew(km,7)=defgradNew(km,4)
stateNew(km,8)=defgradNew(km,5)
stateNew(km,9)=dsqrt(B_eig(1))
stateNew(km,10)=dsqrt(B_eig(2))
stateNew(km,11)=dsqrt(B_eig(3))
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stateNew(km,12)=log(stateNew(km,9))
stateNew(km,13)=m_a
stateNew(km,14)=one-r_soft_a
stateNew(km,15)=m_bn
stateNew(km,16)=one-r_soft_b
stateNew(km,17)=h_new(1,1)
stateNew(km,18)=h_new(2,2)
stateNew(km,19)=h_new(3,3)
stateNew(km,20)=h_new(1,2)
stateNew(km,21)=h_new(2,3)
stateNew(km,22)=h_new(3,1)
stateNew(km,23)=h_new(2,1)
stateNew(km,24)=h_new(3,2)
stateNew(km,25)=h_new(1,3)
c

write(7,*)'m',m

c

write(7,*)'p_o',p_o

c

write(7,*)'q_o',q_o

c

write(7,*)'p',p

c

write(7,*)'q',q
!stateNew from 9 to 11 is the principal stretch from 1 to 3
!clean p_o,q_o
p_o=zero
q_o=zero
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100 continue
C
return
end
C------------------------------------------------------------------------------!start the all the subroutine used in vumat
C**********************************************************************
SUBROUTINE ONEM(A)

C

THIS SUBROUTINE STORES THE IDENTITY MATRIX IN THE

C

3 BY 3 MATRIX [A]

C**********************************************************************

real*8 A(3,3)
DATA ZERO/0.D0/
DATA ONE/1.D0/

DO 1 I=1,3
DO 1 J=1,3
IF (I .EQ. J) THEN
A(I,J) = 1.0D0
ELSE
A(I,J) = 0.0D0
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ENDIF
1

CONTINUE

RETURN
END
C**********************************************************************
C**********************************************************************
SUBROUTINE MTRANS(A,ATRANS)

C

THIS SUBROUTINE CALCULATES THE TRANSPOSE OF AN 3 BY 3

C

MATRIX [A], AND PLACES THE RESULT IN ATRANS.

C**********************************************************************

real*8 A(3,3),ATRANS(3,3)

DO 1 I=1,3
DO 1 J=1,3
ATRANS(J,I) = A(I,J)
1

CONTINUE
RETURN
END
SUBROUTINE MDET(A,DET)
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C

THIS SUBROUTINE CALCULATES THE DETERMINANT

C

OF A 3 BY 3 MATRIX [A].

C**********************************************************************

real*8 A(3,3), DET

DET = A(1,1)*A(2,2)*A(3,3)
+

+ A(1,2)*A(2,3)*A(3,1)

+

+ A(1,3)*A(2,1)*A(3,2)

+

- A(3,1)*A(2,2)*A(1,3)

+

- A(3,2)*A(2,3)*A(1,1)

+

- A(3,3)*A(2,1)*A(1,2)

RETURN
END
C**********************************************************************
SUBROUTINE M3INV(A,AINV)

C

THIS SUBROUTINE CALCULATES THE THE INVERSE OF A 3 BY 3 MATRIX

C

[A] AND PLACES THE RESULT IN [AINV].

C

IF DET(A) IS ZERO, THE CALCULATION

C

IS TERMINATED AND A DIAGNOSTIC STATEMENT IS PRINTED.

C**********************************************************************
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real*8 A(3,3), AINV(3,3), DET, ACOFAC(3,3), AADJ(3,3)

C

A(3,3)

-- THE MATRIX WHOSE INVERSE IS DESIRED.

C

DET

C

ACOFAC(3,3) -- THE MATRIX OF COFACTORS OF A(I,J).

-- THE COMPUTED DETERMINANT OF [A].

C

THE SIGNED MINOR (-1)**(I+J)*M_IJ

C

IS CALLED THE COFACTOR OF A(I,J).

C

AADJ(3,3)

-- THE ADJOINT OF [A]. IT IS THE MATRIX

C

OBTAINED BY REPLACING EACH ELEMENT OF

C

[A] BY ITS COFACTOR, AND THEN TAKING

C

TRANSPOSE OF THE RESULTING MATRIX.

C

AINV(3,3)

C

-- RETURNED AS INVERSE OF [A].
[AINV] = [AADJ]/DET.

C----------------------------------------------------------------------

CALL MDET(A,DET)
IF ((DET.GE.0.0D0).and.(DET.LT.0.01D0)) THEN
DET=0.01D0
ENDIF
IF ((DET.GT.-0.01D0).and.(DET.LT.0.0D0)) THEN
DET=-0.01D0
endif
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CALL MCOFAC(A,ACOFAC)
AADJ=transpose(ACOFAC)
DO 1 I = 1,3
DO 1 J = 1,3
AINV(I,J) = AADJ(I,J)/DET
1

CONTINUE

RETURN
END

C**********************************************************************
SUBROUTINE MCOFAC(A,ACOFAC)

C

THIS SUBROUTINE CALCULATES THE COFACTOR OF A 3 BY 3 MATRIX [A],

C

AND PLACES THE RESULT IN [ACOFAC].

C**********************************************************************

real*8 A(3,3), ACOFAC(3,3)

ACOFAC(1,1) = A(2,2)*A(3,3) - A(3,2)*A(2,3)
ACOFAC(1,2) = -(A(2,1)*A(3,3) - A(3,1)*A(2,3))
ACOFAC(1,3) = A(2,1)*A(3,2) - A(3,1)*A(2,2)
ACOFAC(2,1) = -(A(1,2)*A(3,3) - A(3,2)*A(1,3))
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ACOFAC(2,2) = A(1,1)*A(3,3) - A(3,1)*A(1,3)
ACOFAC(2,3) = -(A(1,1)*A(3,2) - A(3,1)*A(1,2))
ACOFAC(3,1) = A(1,2)*A(2,3) - A(2,2)*A(1,3)
ACOFAC(3,2) = -(A(1,1)*A(2,3) - A(2,1)*A(1,3))
ACOFAC(3,3) = A(1,1)*A(2,2) - A(2,1)*A(1,2)

RETURN
END
C--------------------------------------------------------------------------!subroutine for calculating the eigenvalue of B
SUBROUTINE EIGEN(A,N,EPS,A_eig)
integer N
real*8 A(N,N),Q(N,N),A_eig(N),C(N)
real*8 EPS
call CSTRQ(A,N,Q,A_eig,C)
!EPS control the accuracy
call CSSTQ(N,A_eig,C,Q,EPS,L)
RETURN
END
!start the subroutine
!household transform into upper heissenberg matrix
SUBROUTINE CSTRQ(A,N,Q,A_eig,C)
real*8 A(N,N),Q(N,N),A_eig(N),C(N)
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real*8 F,H,G,H2
integer N
DO 10 I=1,N
DO 10 J=1,N
10

Q(I,J)=A(I,J)
DO 80 I=N,2,-1
H=0.0
IF (I.GT.2) THEN
DO 20 K=1,I-1

20

H=H+Q(I,K)*Q(I,K)
END IF
IF (H+1.0.EQ.1.0) THEN
C(I)=0.0
IF (I.EQ.2) C(I)=Q(I,I-1)
A_eig(I)=0.0
ELSE
C(I)=dsqrt(H)
IF (Q(I,I-1).GT.0.0) C(I)=-C(I)
H=H-Q(I,I-1)*C(I)
Q(I,I-1)=Q(I,I-1)-C(I)
F=0.0
DO 50 J=1,I-1
Q(J,I)=Q(I,J)/H
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G=0.0
DO 30 K=1,J
30

G=G+Q(J,K)*Q(I,K)
IF (J+1.LE.I-1) THEN
DO 40 K=J+1,I-1

40

G=G+Q(K,J)*Q(I,K)
END IF
C(J)=G/H
F=F+G*Q(J,I)

50

CONTINUE
H2=F/(H+H)
DO 70 J=1,I-1
F=Q(I,J)
G=C(J)-H2*F
C(J)=G
DO 60 K=1,J

60
70

Q(J,K)=Q(J,K)-F*C(K)-G*Q(I,K)
CONTINUE
A_eig(I)=H
END IF

80

CONTINUE
DO 85 I=1,N-1

85

C(I)=C(I+1)
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C(N)=0.0
A_eig(1)=0.0
DO 130 I=1,N
IF ((A_eig(I).NE.0.0).AND.(I-1.GE.1)) THEN
DO 110 J=1,I-1
G=0.0
DO 90 K=1,I-1
90

G=G+Q(I,K)*Q(K,J)
DO 100 K=1,I-1

100
110

Q(K,J)=Q(K,J)-G*Q(K,I)
CONTINUE
END IF
A_eig(I)=Q(I,I)
Q(I,I)=1.0
IF (I-1.GE.1) THEN
DO 120 J=1,I-1
Q(I,J)=0.0
Q(J,I)=0.0

120

CONTINUE
END IF

130 CONTINUE
RETURN
END
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C---------------------------------!the subroutine for solving the eigenvalue
!double steps of QR method
SUBROUTINE CSSTQ(N,A_eig,C,Q,EPS,L)
integer N
real*8 A_eig(N),C(N),Q(N,N)
real*8 D,H,P,R,F,E,S,G
real*8 EPS
C(N)=0.0
D=0.0
F=0.0
DO 50 J=1,N
IT=0
H=EPS*(ABS(A_eig(J))+ABS(C(J)))
IF (H.GT.D) D=H
M=J-1
10

M=M+1
IF (M.LE.N) THEN
IF (ABS(C(M)).GT.D) GOTO 10
END IF
IF (M.NE.J) THEN

15

IF (IT.EQ.60) THEN
L=0
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WRITE(*,18)
18

FORMAT(1X,' FAIL')
RETURN
END IF
IT=IT+1
G=A_eig(J)
P=(A_eig(J+1)-G)/(2.0*C(J))
R=dsqrt(P*P+1.0)
IF (P.GE.0.0) THEN
A_eig(J)=C(J)/(P+R)
ELSE
A_eig(J)=C(J)/(P-R)
END IF
H=G-A_eig(J)
DO 20 I=J+1,N

20

A_eig(I)=A_eig(I)-H
F=F+H
P=A_eig(M)
E=1.0
S=0.0
DO 40 I=M-1,J,-1
G=E*C(I)
H=E*P
217

IF (ABS(P).GE.ABS(C(I))) THEN
E=C(I)/P
R=dsqrt(E*E+1.0)
C(I+1)=S*P*R
S=E/R
E=1.0/R
ELSE
E=P/C(I)
R=dsqrt(E*E+1.0)
C(I+1)=S*C(I)*R
S=1.0/R
E=E/R
END IF
P=E*A_eig(I)-S*G
A_eig(I+1)=H+S*(E*G+S*A_eig(I))
DO 30 K=1,N
H=Q(K,I+1)
Q(K,I+1)=S*Q(K,I)+E*H
Q(K,I)=E*Q(K,I)-S*H
30
40

CONTINUE
CONTINUE
C(J)=S*P
A_eig(J)=E*P
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IF (ABS(C(J)).GT.D) GOTO 15
END IF
A_eig(J)=A_eig(J)+F
50

CONTINUE
DO 80 I=1,N
K=I
P=A_eig(I)
IF (I+1.LE.N) THEN
J=I

60

J=J+1
IF (J.LE.N) THEN
IF (A_eig(J).LE.P) THEN
K=J
P=A_eig(J)
GOTO 60
END IF
END IF
END IF
IF (K.NE.I) THEN
A_eig(K)=A_eig(I)
A_eig(I)=P
DO 70 J=1,N
P=Q(J,I)
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Q(J,I)=Q(J,K)
Q(J,K)=P
70

CONTINUE
END IF

80

CONTINUE
L=1
RETURN
END
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