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Abstract: A general class of holographic theories with a nontrivial θ-angle are
analyzed. The instanton density operator is dual to a bulk axion field. We calculate
the ground-state solutions with nontrivial source, aUV , for the axion, for both steep
and soft dilaton potentials in the IR, and both in d = 3 and d = 4. We find all
cases to be qualitatively similar. We also calculate the spin= 2, 0 glueball spectra
and show that the glueball masses monotonically decrease as functions of aUV (or θ-
angle). The slopes of glueball masses are different, generically, in different potentials.
In the case of steep dilaton potentials, the glueball (masses)2 turn negative before
the maximum of aUV is attained. We interpret this as a signal for a favored instanton
condensation in the bulk. We also investigate strong CP-violation in the effective
glueball action.
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1. Introduction
The YM topological density and topological densities more generally, are sources of
CP-violation in the associated theories, as well as mediators of interesting topological
dynamics. The role of instantons in QCD has been analyzed since a long time, and
the large N analysis has indicated that their effects are not exponentially suppressed
due to strong coupling effects, [1, 2, 3, 4]. This fact has implications for the U(1)A
problem in QCD. The presence of a new CP-odd coupling in YM theory highlights
a possible source of CP-violation in the strong force. Experimental data, however,
indicate that such an angle must be tiny, [5]. This is known as the strong-CP
problem. This fact has motivated the introduction of the axion, [6], in order to
render the solution of the strong-CP problem natural.
The dynamics of the θ-angle and the associated operator of the instanton density,
Tr[F ∧ F ], is special as well as notoriously difficult to determine. The θ-term in the
action is trivial in perturbation theory, as it is a total derivative. It is however non-
trivial non-perturbatively. Its correlation functions are very special, as they contain
important contact terms, but also they lack the generic UV divergences that affect
other operators in the gauge theory, [7, 8, 9, 10, 11, 12]. The correlators of the
topological density control the diffusion of topological charge at finite temperature,
via the Chern-Simons diffusion rate, [13, 14, 15]. This is a transport coefficient
obtained from the infrared limit of the retarded two point-function of the instanton
density. It is expected to be important for studying of charge separation in heavy-ion
collisions, mediated by the chiral anomaly.
The special properties of instanton densities in QFT have also an impact in
composite axion theories. As holography suggests, a bulk axion can be interpreted
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as the propagating effective field of states generated by the instanton density out of
the QFT vacuum. Moreover, as argued in [16] such states have special properties, the
most important being that their effective masses are insensitive to UV effects. It is
on the basis of this, that we expect that hidden holographic theories may generate,
beyond emergent gravity, also emergent axions, with properties that are distinct
from conventional composite axion models, [17]. In particular, in this framework,
the emergent axion masses may not be connected necessarily to the QCD scale. The
brane-world picture of such emergent axions is reminiscent of earlier work in [18].
Composite axions may also be instrumental in connecting the self-tuning mechanism
of the cosmological constant, [19], to the gauge hierarchy problem, [20].
Many aspects of the dynamics of the instanton density have been formulated and
calculated, in the context of the holographic description of large-N strongly-coupled
gauge theories, [21]. In the top-down black D4 theory, [22], the finite θ-angle solution
and its properties has been discussed in [23, 24, 25]. The θ-dynamics in the extension
of this theory with flavor, the Witten-Sakai-Sugimoto model, [26], has been studied
in [27, 15]. The associated non-derivative couplings that are induced for the PQ
axion, by the instanton density dynamics, have been computed recently in [28].
The dynamics of instanton density has been studied also, [29], in bottom up
holographic models of YM, like Improved Holographic QCD, [30]. In this context,
the ground state was determined at finite θ-angle and the spectrum of 0± glueballs
calculated. The two-point function of the instanton density was also calculated, [14],
allowing the calculation of the Chern-Simons diffusion rate. Upon the addition of
back-reacting flavor degrees of freedom, one obtains the VQCD model for QCD in
the Veneziano limit, [31]. The solutions in this theory, in the presence of a non-trivial
θ-angle, were analyzed in [32] and exhibit a highly non-trivial structure in the space
of coupling constants and vevs, including a complex generalization of the Efimov
spiral.
Holographic theories with a space dependent θ-angle have been considered with
the goal of generating Lifshitz critical points in the IR, [33]. Such theories, being
anisotropic, they have been used as laboratories to study the (breakdown of) the
universality of shear viscosity at strong coupling, [34]-[37].
In all holographic contexts, the instanton density is dual to a (string theory)
axion. The prototypical example of this is the IIB ten-dimensional RR axion field,
dual to the N = 4 super Yang-Mills (sYM) instanton density operator. By the
holographic dictionary, the leading (i.e. non-normalizable) term in the near-boundary
expansion of the axion field, is the field theory θ-angle1.
Seen as a coupling constant, the θ-angle is usually not considered to run under the
renormalization group (RG), as the instanton density operator is not perturbatively
renormalized. However, in holography, a non-trivial vacuum expectation value (vev)
1Modulo an integer number of 2pi shifts.
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for the instanton density operator drives a flow corresponding to a non-constant
bulk axion field, and can be interpreted as a non-trivial RG flow of the associated
θ-angle, driven by non-perturbative effects. On the gravity side, this is captured by
a holographic RG flow solution, in which the axion has a non-trivial bulk profile.
The RG flow of θ-angles has also been considered in QFT in several works, [38, 39,
40, 41, 42, 43]. It should be stressed that the renormalization flow of the θ-angle is
not driven by short distance divergences. It is a finite renormalization that is known
to occur in solvable effective gauge theories like the Seiberg-Witten theory, [44] and
many of its generalizations.
The dynamics of YM-like holographic theories, can be described by including
the dual of the most important relevant (scalar) operator in the gravitational bulk
action. In the YM case, this is Tr[F 2]. The relevant gravitational theory therefore is
an Einstein-scalar theory (typically called Einstein-dilaton theory). It is considered
at the two-derivative level, as it is expected to be valid at strong coupling. If the dual
quantum field theory is a d-dimensional QFT, then the gravitational dual will live
in a bulk space-time, that has at least d + 1 space-time dimensions. The presence
of more than d + 1 dimensions is associated with symmetries that are realized in
the adjoint sector of the theory, [45, 46]. Here, we will consider theories without
adjoint global symmetries and therefore our holographic theory will live in d+1 bulk
space-time dimensions.2
The instanton density is dual to a bulk axion (pseudo)scalar, with no potential,
reflecting the perturbative shift symmetry that is the holographic avatar of the fact
that a shift in the θ-angle does not change the theory in perturbation theory. (Dilute)
instanton effects are exponentially suppressed at large N .
A rather general holographic description of the dynamics of the instanton den-
sities, in a d-dimensional theory, can be captured therefore by the class of Einstein-
axion-dilaton gravitational theories in d + 1 bulk dimensions. This description also
includes theories that are defined in higher dimensions but are subsequently dimen-
sionally reduced to a lower dimension. The holographic renormalization of such
theories has been fully described in [47].
In [48] the bulk axion RG-flows in a generic (d+ 1)-dimensional Einstein-axion-
dilaton theory were studied in full generality. The Einstein-axion-dilaton Lagrangian
enjoys an exact axion shift-symmetry (i.e. the axion enters neither in the potential
nor in the metric in field space). These theories serve as bottom-up phenomenolog-
ical models, or may be considered as proxies for low-energy effective supergravities
emerging from top-down string theories3. Their general form after field redefinitions
2This assumption is without an important loss of generality. Many higher-dimensional solutions
can be dimensionally reduced to this form.
3What is not included in our setup are RG flows/solutions where the fields depend on more than
one internal coordinates. In the picture in which we only keep the holographic coordinate, such
flows can be represented only upon the inclusion of an infinite number of KK-generated bulk fields.
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is
S = Md−1p
∫
dd+1x
√−g
[
R− 1
2
(∂ϕ)2 − Y (ϕ)
2
(∂a)2 − V (ϕ)
]
, (1.1)
and depend on two functions, V (ϕ) and Y (ϕ) that are not completely arbitrary.
They are constrained by several properties of string theory, and such constraints
have been studied in [49, 30, 50, 51, 48]. Moreover, we will be studying theories
whose potential V , leads to confinement, [30].
The holographic RG flow geometries, which display d-dimensional Poincare´ in-
variance (and correspond therefore to vacuum states of the dual QFT), are of the
general form
ds2 = du2 + e2A(u)ηµνdx
µdxν , ϕ = ϕ(u), a = a(u) (1.2)
characterized by a scale factor A(u), dilaton profile ϕ(u) and axion profile a(u), where
u is the holographic coordinate. The solutions have an asymptotic AdS boundary,
and as such, they are dual to field theories with a UV conformal fixed point4, de-
formed by a relevant operator dual to the dilaton and have generically a θ-angle if
the axion is non-trivial in the solution. In [48], the fully backreacted system was
studied, in which the effect of the axion on the metric and dilaton dynamics was
fully taken into account.
The issue of backreaction however deserves some comments. When axion run-
ning is considered in holography, this is most often discussed in the probe limit,
i.e. ignoring the backreaction of the axion on other bulk fields such as the metric,
dilaton, etc. This is because, in known string theory examples, the axion backre-
action is suppressed by 1/N2c . It is therefore subleading in the large-Nc limit. This
corresponds to the gauge theory expectation, since the θ-term in the action, with
θ ∼ O(1), is subleading in the large-Nc limit, [1]. The axion running can still give
O(1) contributions to quantities which are vanishing at leading order, such as the
topological susceptibility, which indeed can be matched to lattice results in phe-
nomenological models [30, 29]. However, the implicit assumption is that this does
not lead to significant effects in the other sectors of the theory (e.g. the dynamics
of the running coupling and the associated Yang-Mills Lagrangian operator) whose
free energy is O(N2c ).
There are important exceptions, where the axion backreaction becomes relevant.
This is the case when the bulk axion becomes effectively non-compact, and is allowed
to take on arbitrarily large values, e.g. O(Nc). In this case, the axion contribution
to the bulk Einstein equations is unsuppressed. This is the case, for example, in
axi-dilaton black holes with a linear axion profile [33, 34, 35, 36]. In string theory,
this can also occur in models with axion monodromy [52, 53], in which the axion
4This can be relaxed to include holographic theories which in the UV match the logarithmic
running of asymptotically free QFTs, with no significant change in the qualitative picture [30]
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decompactifies due to the coupling with extended objects. For large axion values,
the axion backreaction is indeed important and hence cannot simply be ignored
[54, 55, 56, 57].
The axion bulk profile is characterized by two parameters, aUV and Q, which
enter as the two integration constants of the second order axion equation of motion
and control the leading and subleading terms in the near-boundary expansion. This
expansion has schematically the form,
a(u) = aUV +Qe
du/ℓ + . . . u→ −∞, (1.3)
where u→ −∞ corresponds to the AdS boundary, and ℓ is the (UV) AdS length. In
the holographic dictionary, aUV is related to the value of the θ-angle in the UV field
theory (modulo 2π shifts) and Q is proportional to the vacuum expectation value of
the corresponding instanton density. The precise expressions have been presented in
[48]. Roughly speaking, the probe limit corresponds to small Q. Due to the exact
axion shift symmetry of the bulk Lagrangian, of the two parameters, only Q enters
non-trivially in the non-linear equations and solutions for the metric and dilaton.
This does not mean however that the value of aUV does not affect the solution, as a
relation between Q and aUV arises due to boundary conditions in the far interior.
In [48] it was argued rather generally, that the correct regularity condition for
axion flows in the interior of the bulk is that
axion regularity: aIR ≡ a(uIR) = 0. (1.4)
where uIR is the IR endpoint of the bulk geometry, to be defined precisely in later
sections. This was motivated by top-down string theory constructions, where the
axion is a form field component along an internal cycle, which shrinks to zero-size
in the IR as in [23]. Single-valuedness then demands that the axion field vanishes at
such points. Assuming this notion of axion regularity to hold in general, it leads to a
consistent holographic interpretation of axion RG flows. In the probe limit, imposing
equation (1.4) results in a linear relation on the UV coefficients in (1.3) of the type
Q = c aUV (1.5)
where c is a constant that depends only on the metric and dilaton profiles. However,
as shown in [48], backreaction will turn (1.5) into a non-linear relation. Interestingly,
the condition (1.4) will also lead us to discard as unphysical a full class of solutions,
in which Q is fixed independently of aUV .
In this paper we continue the analysis of [48] towards understanding the physics
of CP-violation in holographic theories with a non-trivial θ angle.
The first question we address is motivated by the fact that the axion must always
vanish in the IR part of the geometry according to (1.4). As the running axions can
be considered as the effective running theta-angle, this may seem to suggest that
– 6 –
CP-invariance will be restored in some sense in the IR. One can ask whether this can
alleviate the strong-CP problem.
In [48] it was found that the range of values of the source aUV for which a
regular axion solutions exists is always bounded: |aUV | ∈ [0, amaxUV ). The maximum
value amaxUV depends on the dimension d as well as the bulk potential functions V (ϕ)
and Y (ϕ). Here, we shall investigate the stability of the ground state solution of the
theory for all allowed values of aUV .
To characterize and classify the bulk models, it is convenient to use a general
parametrization of the asymptotic form of the bulk dilaton potentials for large values
of ϕ→∞, of the form:
V (ϕ) ∼ ebϕ , b ≥ 0 , ϕ→∞ (1.6)
The behavior of the solution in the IR is classified according to the value of the
parameter b [30]. For a confining (and gapped) theory,
√
2
d− 1 < b <
√
2d
d− 1 . (1.7)
The upper bound is the well known Gubser bound, [49, 30], and is imposed so that
mild bulk singularity is resolvable. If b is smaller than the lower bound in (1.7) then
the theory is gapless and non-confining. Theories with asymptotics as in (1.7) have
a hyperscaling-violating, scaling regime in the IR, [58]. This is explained by the
fact that these asymptotics are obtained by compactifying a higher dimensional AdS
solution on a sphere, [58]. In the range (1.7), the end-of space in the IR is at a finite
value of the conformal radial coordinate5. The glueball masses scale as
mn ∼ n , n→∞ (1.8)
which is the scaling one obtains in cutoff AdS space.
The lower bound value b =
√
2
d−1 is special, and for this value we can refine the
large-field asymptotics of the potential as follows,
V (ϕ) ∼ e
√
2
d−1
ϕϕP , P ≥ 0 , ϕ→∞. (1.9)
Again this describes confining gapped theories but in this case the potential is softer
in the IR. Such solutions do not have a scaling symmetry in the IR. If P > 1, the
end of space is again at a finite value of the conformal radial coordinate, and the
5This is the coordinate r defined by the relation:
du = eAdr,
where u is radial coordinate in which the metric takes the form (1.2)
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glueball masses have the same asymptotic behavior as in (1.8).6 If 0 < P < 1 the
end of space is at an infinite value of the conformal radial coordinate. The glueball
masses behave as
mn ∼ nP , n→∞ . (1.10)
This case contains the linear trajectories for P = 1
2
which is the choice in Improved
Holographic QCD, [30].
1.1 Results and Outlook
We have analyzed the holography of Einstein-axion-dilaton theories in d = 3 and
d = 4, where d is the space-time dimension of the dual QFT. We have also analyzed
potentials that are in class (1.7) that we call in the sequel “steep potentials” and
potentials that are in class (1.9) that we will call in the sequel “soft potentials”. In the
case of steep potentials, we have analyzed various (allowed) asymptotic behaviors for
the function Y (ϕ) that controls the kinetic term of the axion. In the case of the soft
potentials, we have fixed P = 1
2
to have a Regge-like glueball spectrum. Moreover,
we have fixed the large-ϕ asymptotic behavior of Y (ϕ) requiring glueball universality,
i.e. the requiring that (in the CP-symmetric limit) the 0+− glueball trajectory have
the same slope as the 0++ and 2++ trajectories.7
We have also analyzed several values of possible parameters in these potentials.
Although in the rest of the paper we exhibit concretes example in each case, we
expect, based on our calculations, that their behavior is generic.
• We find the background solutions with non-trivial dilaton and axions both in
d = 3 and d = 4 and with both steep and soft potentials. We also determine
the maximum values of aUV in each case. We observe that such solutions, in
all cases, have qualitatively similar features.
• We compute that glueball spectra of spin-2 glueballs, arising from the transverse-
traceless part of the bulk metric, as well as the two spin-0 towers that arise from
the axion and the dilaton. The spin-0 problem can be mapped to a coupled
system of Schro¨dinger equations. This system factorises only when aUV = 0
and the background axion field is trivial.
When aUV = 0, we have CP-symmetry and the eigenstates are the towers of
the 0++ and 0+− glueballs.
We find that, generically, the glueball masses decrease as the θ angle (or |aUV |)
increases. This is similar to what was observed in [24, 25] using Witten’s black
D4 holographic model. All of the above are valid both at d = 3 and d = 4 and
for both soft and steep potentials.
6Strictly speaking, mn ∼ n/ logn for P = 1.
7As shown in appendix D, for steep potentials or for soft potentials with P ≥ 1 glueball univer-
sality is automatic and independent of the specific large-ϕ behavior of Y (ϕ).
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• For steep potentials, and for sufficiently large aUV < amaxUV the lowest glueball
mass becomes tachyonic signaling an instability of the saddle-point solution.
This happens for both d = 3 and d = 4.
• We diagonalise the quadratic action for glueballs and we then compute the four
cubic couplings of the two lightest spin-0 glueballs. This is done in d = 3 only,
as we use results, appropriately adapted from the study of non-gaussianities in
similar theories in the context of cosmology. For this action, we calculate the
CP-violating effects of the interactions in detail. In the limit of zero θ-angle,
two such couplings vanish because of the CP-symmetry.
• We find that, at finite θ, no particular suppression exists for the CP-violating
effects. We expect, from previous experience that these results are qualitatively
correct also in d = 4.
There are two clear puzzles that emerge from our analysis.
1. Why there are no regular solutions in the theory for aUV > a
max
UV ?
2. Why are there instabilities for steep potentials at sufficiently large aUV , and in
such a case what is the dominant and stable solution?
We believe, that the answer to both of the questions above is related, and is also
similar to a phenomenon seen in other classes of holographic solutions, [59]. In such
cases, the resolution was correlated with the fate of the cosmic censorship conjecture,
and tied interestingly with the weak gravity conjecture, [60] and its generalizations.
The analogous resolution in this case relies on the fact that axions in string theory
are generalized gauge fields and there are D-instantons that are charged minimally
under them. Such instantons are solitonic but may condense in the bulk solution
generating a novel setup analogous to the condensation of scalar fields in RN black
holes, triggering the appearance of a new phase. Such novel solutions must be ex-
amined in order to ascertain as to whether “instanton condensation” can describe
the stable ground states of the theories in question.8 This investigation is left for the
future.
The structure of this paper is as follows: In section 2 we introduce our Einstein-
axion-dilaton theory and discuss its holographic interpretation. We also present
numerical solutions for the background. In section 3 we compute spectra of spin-0
and spin-2 glueballs. In section 4 we compute CP-violating cubic couplings among
the spin-0 glueballs.
In appendix A we summarize the geometry of the field space. In appendix
B we provide the definition and equations of motion in the conformal coordinate
8An instanton-related domain wall was proposed with a different motivation in [61].
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system. In appendix C we describe asymptotics of the wave-function of Schrodinger
equations. In appendix D we discuss the universality of glueballs. In appendix E
we derive IR asymptotic solutions with soft potentials. In appendix F we present
a derivation of the quadratic fluctuation equations. In appendix G we provide a
transformation law from the conformal radial coordinate to a coordinate using the
scale factor. Finally appendix H we describe an analytic continuation which is used
to compute the CP-violating cubic couplings.
2. Einstein-axion-dilaton theory and holography
We consider an Einstein-axion-dilaton theory in a (d + 1)-dimensional bulk space-
time parametrized by coordinates xa ≡ (u, xµ). The most general two-derivative
action with the axion shift symmetry is
S =Md−1p
∫
dd+1x
√−g
[
R − 1
2
GIJg
ab∂aφ
I∂bφ
J − V (ϕ)
]
+ SGHY , (2.1)
where gab is the bulk metric, R is its associated Ricci scalar, V (ϕ) is the bulk scalar
potential, and SGHY is the Gibbons-Hawking-York term. The field space metric GIJ
and vector φI are defined as
GIJ =
(
Gϕϕ Gϕa
Gaϕ Gaa
)
=
(
1 0
0 Y (ϕ)
)
, φI =
(
ϕ
a
)
. (2.2)
In appendix A, we summarize the geometry of the field space specified by the metric
(2.2). This would be useful in the calculations in the later sections.
The scalar field ϕ is dual to a relevant operator of the UV field theory. In a
YM-like theory it is expected to correspond to Tr[F 2], but we keep its interpretation
open for the rest. The massless scalar field a is expected to be dual to the instanton
density operator. The metric, gµν , as usual, it is dual to the stress tensor of the
theory.
The bulk field equations, stemming from the action (2.1) are given by
Rab − 1
2
gabR =
1
2
∂aϕ∂bϕ +
Y
2
∂aa∂ba− 1
2
gab
(
1
2
gcd∂cϕ∂dϕ+
Y
2
(∂a)2 + V
)
, (2.3)
1√−g∂a
(√−ggab∂bϕ)− dV
dϕ
− 1
2
dY
dϕ
(∂a)2 = 0, (2.4)
∂a
(√−g Y gab∂ba) = 0. (2.5)
We consider the bulk space-time solution to have d-dimensional Poincare´ invari-
ance, so that the solution would be dual to the ground state of a Lorentz-Invariant
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QFTd defined on Minkowski space-time. With these symmetries, the solution can be
put in the form (up to diffeomorphisms):
ds2 = du2 + e2A(u)ηµνdx
µdxν , ϕ = ϕ(u) , a = a(u), (2.6)
where u is the (holographic) domain-wall coordinate. We also use a conformal radial
coortdinate r, in which the solution takes the form
ds2 = e2A(r)
(
dr2 + ηµνdx
µdxν
)
, ϕ = ϕ(r) , a = a(r). (2.7)
The u and r coordinates are related by
du
dr
= eA. (2.8)
The domain world coordinate u is more convenient when we discuss the solutions of
the equations of motion as RG flows, while the conformal coordinate r is more useful
when we study fluctuations around the solutions.
The UV AdS boundary and the IR endpoint correspond to u = uUV = −∞
(r = rUV = 0) and u = uIR = ∞ (r = rIR), respectively. As we shall soon see, rIR
can be either finite or infinite, [30].
The bulk field equations for the ansatz (2.6) are
d(d− 1)A˙2 − 1
2
ϕ˙2 − Y
2
a˙2 + V = 0 , 2(d− 1)A¨+ ϕ˙2 + Y a˙2 = 0, (2.9)
ϕ¨+ dA˙ϕ˙− ∂ϕV − ∂ϕY
2
a˙2 = 0, ∂u(Y e
dA a˙) = 0, (2.10)
where a dot stands for a u derivative while ∂ϕ stands for a ϕ derivative. The second
equation in (2.9) is redundant as it can be obtained from the other equations. The
expressions in the conformal coordinate system (2.7) are presented in appendix B.
The axion equation of motion integrates to
a˙ = ℓd−1
Q
Y edA
, (2.11)
with Q being an integration constant. The mass dimension of Q is d. The system
can be written as a first order system by introducing the scalar functions W,S and
T as
A˙ = − W (ϕ)
2(d− 1) , ϕ˙ = S(ϕ), a˙
2 =
T (ϕ)
Y 2
, T (ϕ) = (ℓd−1Q)2 e−2dA (2.12)
with
S2 − dW
dϕ
S +
T
Y
= 0,
1
T
dT
dϕ
=
d
d− 1
W
S
,
dW 2
4(d− 1) −
S2
2
− T
2Y
+ V = 0. (2.13)
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A bookkeeping of the constants of integration of the above system is important.
The original system of equations in (2.9) and (2.10) has 5 integration constants. This
is the same number one finds in the first order fiormulation: the three first order
equations in (2.12) have three integration constants, and the system of equations
in (2.13) has two more. The interpretation of the three integration constants in
(2.12) are as sources, or alternatively, as couplings in the dual QFT. The additive
integration constant of the A equation sets the overall scale of the solution, and it
can be fixed in the UV. TYhe integration constants of the ϕ and a equations are the
(UV) relevant coupling of the operator O, dual to ϕ, as well as the θ angle9. The
two further integration constants in the system (2.13) correspond to the vevs of the
operators O and the instanton density.
2.1 The near-boundary asymptotic solutions
A UV fixed point generically corresponds to a maximum of the bulk scalar potential
V (ϕ). By an appropriate shift of ϕ, we can set the maximum to occur at ϕ = 0.
Around the UV fixed point, the bulk functions V (ϕ) and Y (ϕ) are expanded as
V = −d(d− 1)
ℓ2
− 1
2
m2
ℓ2
ϕ2 +O(ϕ3) , Y = Y0 +O(ϕ), (2.14)
with
∆± =
d
2
±
√
d2
4
−m2ℓ2. (2.15)
For a maximum, m2 > 0, d
2
< ∆+ < d and 0 < ∆− < d2 .
The UV expansion of ϕ, a and A, can be found by solving the equations near
the maximum10:
ϕ = ϕ−ℓ
∆−e∆−u/ℓ+
Cd
(
ϕ− ℓ∆−
)∆+
∆−
(∆+ −∆−)∆− e
∆+u/ℓ+ · · · , a = aUV + Qℓ
d
dY0
e
du
ℓ + . . . , (2.16)
eA = e−
u
ℓ + . . . ,
where ϕ−, C, aUV and Q are integration constants.
Holographically, the integration constant ϕ− is the source of the relevant operator
corresponding to ϕ in the dual QFT. The holographic map of aUV to the UV θ-angle
is, [23, 30, 29, 48]
aUV = c
θUV + 2πk
Nc
, (2.17)
9The precise correspondence of the source of a and the θ-angle can be found in [48] and will be
discussed later on.
10Here the minus branch solution in [64] is chosen.
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where θUV ∈ [0, 2π), k ∈ Z and c is a dimensionless number depending on the precise
setting of the bulk-boundary correspondence. The expectation values of the operator
dual to ϕ and a (instanton density) are given by
〈Oϕ〉 = C (Mpℓ)d−1 d
∆−
|ϕ−|
∆+
∆− , 〈Oa〉 = cQ(Mpℓ)
d−1
Nc
. (2.18)
Because of the axion shift symmetry in the action (2.1), the axion source aUV is
a free parameter and is not related to Q. However, as argued in [48], and in analogy
with regular examples in string theory, the appropriate IR regularity condition for
the bulk axion is
a(uIR) = 0. (2.19)
This condition gives the relation between the vev and source of the axion, as expected
in holography.
2.2 IR asymptotic solutions
The dilaton potential V (ϕ) is an important part of the bulk action and controls the
physics of the theory in the absence of the θ-angle. A general analysis of confining
potentials and their properties has been done in [30]. They are of two types, which
we call steep and soft potentials, depending on their large-ϕ asymptotics, which
determines the IR properties of the solution.
For the first class, the physics in IR region is similar to a higher-dimensional
AdS theory compactified on a (internal) sphere, [58]. In such a case, the conformal
coordinate has a finite range.
The second class contains the mildest potentials in the IR, with a conformal
coordinate having infinite range. Improved holographic QCD is in this class, [30].
1. Steep potentials.
The leading large-ϕ behavior is conveniently parametrized by exponential func-
tions,
V
ϕ→+∞−→ −V∞ebϕ, Y ϕ→+∞−→ Y∞eγϕ (2.20)
with V∞, Y∞ positive, and
√
2
d− 1 < b <
√
2d
d− 1 . (2.21)
The mass dimension of V∞ and Y∞ are 2 and 0, respectively. The lower bound
on b comes from the requirement that the theory is confinning, whereas the
– 13 –
upper bound comes from Gubser’s bound [49, 50], which can be interpreted as
a condition for the (mild) IR singularity to be resolvable11.
For steep potentials, we restrict the large-ϕ behavior of the axion kinetic func-
tion by requiring that [30].
γ >
2d
(d− 1)b − b ≡ γmin (2.23)
The lower bound on γ was derived in [48] and is required for overall regularity
and consistency of solutions.
The IR asymptotics (2.20, 2.21) give a confining geometry: this means that
the holographic Wilson loop obeys an area law, and that the spectrum of bulk
excitations is gapped and made up of a discrete tower of states (interpreted as
glueballs in the dual field theory [30].
The IR endpoint is at a finite value of the conformal coordinate r, r = rIR =
(finite) ≡ r0 [30]. For r → r0, the scalar field diverges to +∞, and the behavior
of W,S and T is given by12
W =
(
W∞ − D
2
e−(γ−γmin)ϕ
b
2
+ γ − d
(d−1)b
)
e
b
2
ϕ + . . . , (2.24)
S =
(
b
2
W∞ − D
2
b
2
+ γ
b
2
+ γ − d
(d−1)b
e−(γ−γmin)ϕ
)
e
b
2
ϕ + . . . ,
T =
b
2
DW∞Y∞ e
2d
(d−1)b
ϕ + . . . ,
In the above equations, D is an integration constant which is the IR avatar of
the vev parameter Q appearing in the UV expansion (2.16), and
W∞ ≡ 2
√
V∞
1− 1
(d−1)δ
, δ ≡ 1
d−1
2
b2 − 1 . (2.25)
11If however we would like the correlation functions of the theory not to depend on the resolution
of the (mild) IR singularity then there is a more stringent upper bound on b, [50, 51]. This happens
because otherwise, both fluctuation solutions near the singularity are normalizable and an extra
condition is needed to choose the correct solution. Requiring that only one of the two solutions of
the fluctuations is normalizable we obtain [30]
b <
√
2(d+ 2)
3(d− 1) , (2.22)
as described in appendix C.
12The derivation of the IR asymptotic forms is given in [48].
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Note that by requiring (2.21) and (2.22) we obtain:
δ > δmin, δmin ≡ 3
d− 1 , (2.26)
The integration constant D is related to the integration constant Q in (2.11):
lim
ϕUV→0,ϕIR→∞
Q2ℓ2(d−1)
∣∣∣ ϕUVϕ−ℓ∆−
∣∣∣ 2d∆− e dd−1 ∫ ϕIRϕUV dϕ WS
b
2
DW∞Y∞e
2d
(d−1)b
ϕIR
= 1. (2.27)
The bulk fields ϕ, a and the warp factor A behave near the IR end-point as
ϕ = −b(d − 1)δ log
(
r0 − r
ℓ
)
+ . . . , A = δ log
(
r0 − r
ℓ
)
+ . . . , (2.28)
a = −sign(Q)
√
2D
bW∞Y∞
1
b
2
+ γ − d
(d−1)b
e
(
(d−1)
(
1+b(γ−γmin)
)
− 1
δ
)
A
+ . . . . (2.29)
Holographically, the energy scale of the boundary field theory is measured by
the scale factor,
µ ∼ eA. (2.30)
The identification (2.30) does not determine the absolute units of the energy
scale. From the identifications (2.17) and (2.30), (2.29) can be written schemat-
ically as
a(µ) = c
θ(µ) + 2πk
Nc
∼ µ(d−1)
(
1+b(γ−γmin)
)
− 1
δ . (2.31)
From (2.21), (2.23) and (2.26), the exponent of µ in (2.31) is positive. There-
fore, in the IR, as µ→ 0, a(µ)→ 0 by construction.
The spectrum of linear fluctuations around the vacuum solution (which will be
discussed extensively in Section 4) is gapped and discrete, and corresponds to
the gauge-invariant coposite particle states (glueballs) in the field theory. One
can show13 that, asymptiotically (i.e. for large mass quantum number), the
glueball spectra for steep potentials behave as
mn+ =
π
r0
n+ + . . . , mn− =
π
r0
n− + . . . , n± → +∞ (2.32)
where n± are the quantum numbers.
As explained in appendix D, there are two distinct towers of bound states. The
masses mn+ and mn− correspond to 0
−+ and 0++ glueball masses for aUV = 0,
respectively. Note that, in the presence of non-trivial axion source, aUV 6= 0,
there is no invariant distinction between 0−+ and 0++ glueballs. The ratio of
slopes of the two towers
lim
n→∞
mn−
mn+
= 1. (2.33)
13See appendix D for the derivation.
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2. Soft potentials.
Confining potentials in the “soft” class correspond to setting b to saturate the
lower bound in equation (2.21), and refining the large ϕ asymptotic behavior
by a power-law
V
ϕ→+∞−→ −V∞ϕPe
√
2
d−1
ϕ, (2.34)
The solution is confining for P > 0, and for P ≥ 1 things are qualitatively the
same as in the previous case of steep potentials (IR endpoint at finite value of
the conformal coordinate, discrete spectrum with asymptotics behavior (2.32)).
For this reason we include the asymptotic (2.34) in the “steep potential” class,
and define soft potentials by:
soft potentials = (2.34) with 0 < P < 1. (2.35)
For this class of asymptotics, the IR end of space is at infinity in conformal
coordinates. For d = 4, the choice P = 1/2 realizes linear glueball asymptotics
(m2n ∼ n) and is the choice for Improved Holographic QCD [30], while for
general P we have:
mn± ∼ nP± n± → +∞. (2.36)
For the axion kinetic function, we take:
Y
ϕ→+∞−→ Y∞e
√
2(d−1)ϕ (2.37)
We have taken the exponent of Y to correspond to γmin in (2.23) for b =
√
2
d−1 .
This exponent is the same as the one chosen in Improved Holographic QCD,
[30, 14] for d = 4.14 and it is determined by requiring that, for large mass
quantum numbers, the glueballs have a spectrum whose slope is independent
of their spin and parity15.
Next, we summarize the IR asymptotic solutions. The derivation is provided
in appendix E. The expressions below hold for the asymptotics (2.37), i.e. we
14The relation between λ in [14] and ϕ in (2.1) is logλ =
√
d−1
8
ϕ.
15Indeed, as described in appendix D, for general γ the asymptotic spectrum with γ ≥ γmin =√
2(d− 1) is
lim
n→∞
mn
−
mn+
=
(√
2
d− 1γ − 1
) 1−P
P
, (2.38)
From (2.38), we observe that we have glueball universality if
lim
n→∞
mn
−
mn+
= 1 for γ =
√
2(d− 1). (2.39)
– 16 –
take γ =
√
2(d− 1). At large ϕ, we find:
W =
(
2
√
V∞ϕ
P
2 + P
√
2V∞
d− 1ϕ
P
2
−1 − D
2
√
V∞Y∞
ϕ−(d+
1
2)P
)
e
1√
2(d−1)
ϕ
+ . . . ,
(2.40)
S =
(√
2V∞
d− 1ϕ
P
2 +
√
V∞dP
d− 1 ϕ
P
2
−1 − D(2d− 1)
2
√
2(d− 1)V∞Y∞
ϕ−(d+
1
2)P
)
e
1√
2(d−1)
ϕ
+. . . ,
T = Dϕ−dP e
√
2
d−1
dϕ + . . .
From the last equation of (2.12) and (2.40), the relation between the integration
constants D and Q in this background is
ℓ2dQ2
ℓ2D
= lim
ϕIR→∞
ϕ−dPIR e
√
2
d−1
dϕIRe2dA(ϕIR). (2.41)
Using the first two equations in (2.12) and (2.16), e2dA(ϕIR) is expressed as
e2dA(ϕIR) = lim
ϕUV→0
∣∣∣∣ ϕUVϕ−ℓ∆−
∣∣∣∣
− 2d
∆−
e
− d
d−1
∫ ϕIR
ϕUV
dϕW
S . (2.42)
Combining (2.41) and (2.42), we obtain
ℓ2dQ2
ℓ2D
= lim
ϕUV→0,ϕIR→∞
ϕ−dPIR e
√
2
d−1
dϕIR∣∣∣ ϕUVϕ−ℓ∆−
∣∣∣ 2d∆− e dd−1 ∫ ϕIRϕUV dϕ WS . (2.43)
In the IR, A,ϕ and a behave as:
A = − G√
2(d− 1)
(r
ℓ
) 1
1−P
+ . . . , ϕ = G
(r
ℓ
) 1
1−P
+ . . . , (2.44)
a = −sign(Q)
Y∞
√
D
V∞
ϕ−
d+1
2
P e−
√
d−1
2
ϕ + . . . ,
where we have defined
G ≡

(1− P )
√
2ℓ2V∞
d− 1
(
ℓ2dQ2
ℓ2D
) 1
2d


1
1−P
. (2.45)
By using the identifications (2.17) and (2.30), we obtain the RG scale depen-
dence of the axion field in the IR:
a = c
θ(µ) + 2πk
Nc
∼ µd−1 (log µ)−dP . (2.46)
Again, in the IR the running theta parameter decays to zero as a power-law of
the energy scale µ.
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Figure 1: Plots of A (left) and ϕ (right) as functions of r with the bulk functions
(2.48). The model parameters are (2.49).
Figure 2: Plots of A (left) and ϕ (right) as functions of r with the bulk functions
(2.48). The model parameters are (2.50).
2.3 Numerical solutions for the background
In this subsection we will find explicit solutions to the bulk equations using numerical
techniques. We will do so for both four-dimensional holographic QFTs (d = 4) and
three-dimensional holographic QFTs (d = 3).
Without loss of generality, we set
ℓ = 1. (2.47)
All the dimensionful quantities are evaluated in units of the UV AdS length ℓ. In
the numerical calculations, we use (2.47) throughout the paper.
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Figure 3: Plots of a(ϕ) as a function of ϕ (left) and a(r) as a function of r (right)
with the bulk functions (2.48). The model parameters are (2.49).
Figure 4: Plots of a(ϕ) as a function of ϕ (left) and a(r) as a function of r (right)
with the bulk functions (2.48). The model parameters are (2.50).
2.3.1 Steep potentials
The bulk potential we use is
V = −d(d− 1)−
(
1
2
(d−∆−)∆− − b2V∞
)
ϕ2 − 4V∞ sinh2
(
bϕ
2
)
, Y = Y∞e
γϕ,
(2.48)
Here ∆ ≡ d−∆− is the UV dimension of the operator dual to ϕ.
We use (2.48) with
d = 3, b = 1.2, γ = 1.6, ∆− = 0.4, ϕ− = 5× 10−2, sign(Q) = −1, (2.49)
and
d = 4, b = 1.1, γ = 1.8, ∆− = 0.8, ϕ− = 5× 10−2, sign(Q) = −1. (2.50)
– 19 –
Figure 5: Linear-linear (left) and log-log (right) plots of aUV as functions of the IR
integration constant D, with the bulk functions (2.48). The model parameters are
(2.49). For D . 0.1, the relation is roughly given by aUV ≈ 0.7
√
D.
Figure 6: Linear-linear (left) and log-log (right) plots of aUV as functions of D
with the bulk functions (2.48). The model parameters are (2.50). For D . 0.1, the
relation is roughly given by aUV ≈ 0.2
√
D.
Although our primary interest is d = 4 theories, we will analyse also d = 3 theories
as the holographic dynamics turns out to be qualitatively similar. We have explored
many other numerical solutions but we present here, typical ones.
The similarity of d = 3 and d = 4 Einstein-axion-dilaton theories will be useful
as in section 4, we shall estimate the strength of CP-violating couplings for d = 3,
where an action up to the third order in the fluctuations is known in the context of
inflationary cosmology.
The scale factor A and scalar field ϕ are plotted as functions of r in figures 1
(model parameters (2.49), d = 3) and 2 (model parameters (2.50), d = 4). As we
commented above the equation (2.14), the scalar field ϕ is zero at the UV, rUV = 0.
As for the scale factor A, we determine an integration constant of A by choosing
– 20 –
Figure 7: Plots of Q (that determines the vev of the instanton density) normalized
by lightest glueball masses (which we shall calculate in section 3.2) as functions of
aUV with the bulk functions (2.48). Upper left: The model parameters are (2.49)
(amaxUV ≈ 0.3). Q is normalized by the lightest glueball mass at aUV = 0. Upper
right: The model parameters are (2.50) (amaxUV ≈ 0.14). Q is normalized by the
lightest glueball mass at aUV = 0. Lower left: The model parameters are (2.49). Q
is normalized by the lightest glueball mass at given aUV . Lower right: The model
parameters are (2.50). Q is normalized by the lightest glueball mass at given aUV .
A|r=1 = 0 in the numerical calculation. The constant shift of A does not have a
physical meaning.
In both model parameters (2.49) and (2.50), we observe that A is a monotonically
decreasing function of r while ϕ is a monotonically increasing function. This means
that we can use A or ϕ as a coordinate instead of using r. In fact, we shall use A
as a coordinate, when we compute the glueball spectra numerically. Both A and ϕ
diverge at finite r here, which corresponds to the IR end-point.
The profiles of the axion are shown in figures 3 (d = 3) and 4 (d = 4). These can
be interpreted as the holographic renormalization group flow of the θ-angle in the dual
QFT. In holography, the θ-angle flows to zero in the IR (ϕ→∞).16 The integration
constant D and the axion source aUV are related through the IR regularity condition
16The IR vanishing of the θ-angle has been discussed in holography [30] and QFT[38, 39, 40, 43].
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Figure 8: Plots of A (left) and ϕ (right) as functions of r with the bulk functions
(2.52). The model parameters are (2.53).
(2.19). This relation is given in figure 5 (d = 3) and figure 6 (d = 4) numerically.
As observed in [48], regularity of the axionic flow imposes an upper bound on aUV ,
which we denote by amaxUV . The values of a
max
UV are
amaxUV ≈
{
0.3 for (2.49),
0.14 for (2.50).
(2.51)
For small D, the axion source aUV is proportional to
√
D.
One of the important observables is the non-trivial vev of the instanton density
operator, which can be holographically computed by using the right expression in
(2.18). The values of Q as functions of aUV are plotted in figure 7. The left and right
panels correspond to d = 3 and d = 4, respectively. In lower panels, Q is normalized
by the lightest glueball mass at given aUV which we denote by mspin-0,1(aUV ). This
shall be calculated in section 3.2. In upper panels, Q is normalized by mspin-0,1(0).
The vertical lines in the upper panels correspond to the value of aUV where the
lightest glueball becomes massless.
In both upper panels, we observe that Q is proportional to aUV for small aUV .
As aUV is increased, Q reaches a maximum, and then decreases. The rightmost point
corresponds to amaxUV . In lower panels, we observe that Q/m
d
spin-0,1(aUV ) diverges at
some points because the lightest glueballs become massless.
To summarize, in model parameters (2.49) and (2.50), we observed the qualita-
tively similar results for the backgrounds (scalar field, axion field, scale factor) and
the vev of the instanton density.
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Figure 9: Plots of A (left) and ϕ (right) as functions of r with the bulk functions
(2.52). The model parameters are (2.54).
Figure 10: Plots of a(ϕ) as a function of ϕ (left) and a(r) as a function of r (right)
with the bulk functions (2.52). The model parameters are (2.53).
2.3.2 Soft potentials
The bulk potentials are
V = −d(d−1)−
(
1
2
(d−∆−)∆− − 2V∞
d− 1
)
ϕ2−4V∞
(
1 + ϕ2
)P
2 sinh2
(
ϕ√
2(d− 1)
)
,
(2.52)
Y = Yc + Y∞e
√
2(d−1)ϕ,
with 1
d+1
< P < 1 (see (E.25) for a lower bound). We use (2.52) with
d = 3, P = 0.5, ∆− = 0.4, Yc = 1, ϕ− = 5× 10−2, sign(Q) = −1, (2.53)
and
d = 4, P = 0.5, ∆− = 0.8, Yc = 1, ϕ− = 5× 10−2, sign(Q) = −1. (2.54)
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Figure 11: Plots of a(ϕ) as a function of ϕ (left) and a(r) as a function of r (right)
with the bulk functions (2.52). The model parameters are (2.54).
Figure 12: Linear-linear (left) and log-log (right) plots of aUV as a function of D
with the bulk functions (2.52). The model parameters are (2.53). For D . 0.1, the
relation is roughly given by aUV ≈ 0.2
√
D.
As in the previous background, we shall observe qualitative similarities in these two
model parameters, at least in the region where aUV is small.
The scale factor and scalar field are plotted in figures 8 and 9 as functions of
r. They are monotonic functions of r. As aUV is increased, ϕ as a function of r
grows slower. Similarly, A as a function of r decreases slower as aUV is increased.
Holographic renormalization group flows of the θ-angle are plotted in figures 10
(d = 3) and 11 (d = 4). The θ-angle goes to zero in the IR, as in the previous
background. Figures 12 (d = 3) and 13 (d = 4) show the relation between aUV and
D. For small D, aUV is proportional to
√
D while aUV saturates to a maximum
value, amaxUV , for large D. The values of a
max
UV are
amaxUV ≈
{
0.19 for (2.53),
0.03 for (2.54).
(2.55)
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Figure 13: Linear-linear (left) and log-log (right) plots of aUV as a function of D
with the bulk functions (2.52). The model parameters are (2.54). For small D . 1,
the relation is roughly given by aUV ≈ 0.02
√
D.
The values of Q/mdspin-0,1(0) (upper) and Q/m
d
spin-0,1(aUV ) (lower) are shown in figure
14, where the left and right panels correspond to d = 3 and d = 4. This quantity
is related to the vev of the instanton density through (2.18). In upper panels, Q is
proportional to aUV for small aUV . In the upper right panel, it seems that Q ∝ aUV
holds in the whole region. On the other hand, in the upper left panel, Q is no
longer proportional to aUV for larger values of aUV & 0.05. In lower panels, both
functions are monotonically increasing. This corresponds to the fact that glueball
masses decrease as functions of aUV , as we shall observe in section 3.2.
To summarize, in model parameters (2.53) and (2.54), we observed the qualita-
tively similar results for the backgrounds (scalar field, axion field, scale factor). The
aUV dependence of the vev of the instanton density is different for larger values of
aUV , but is the same for smaller values of aUV .
3. Linear perturbations and glueball spectra
In this section, we discuss the spectra and wave-functions of linear perturbations
around the vacuum in the in the presence of θ-angle. Normalizable fluctuations
correspond to glueballs, which in the linearized approximations are non-interacting
single particle states. We will include lowest-order non-linearities in the next section.
Note that the θ-dependence of glueball spectra was discussed in top-down holographic
QCD [24, 25] and lattice QCD [10].
We shall study the gauge invariant linear perturbations of (d + 1)-dimensional
Einstein-axion-dilaton theory. The perturbations of the (d + 1)-dimensional metric
are parametrized as
ds2 = e2A(r)
[
(1 + 2φ)dr2 + 2Bµdx
µdr + (ηµν + hµν) dx
µdxν
] ≡ e2Ag˜abdxadxb. (3.1)
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Figure 14: Plot of Q as a function of aUV with the bulk functions (2.52). The model
parameters are (2.53) (left) and (2.54) (right). Plots of Q normalized by lightest
glueball masses as functions of aUV with the bulk functions (2.52). Upper left: The
model parameters are (2.53) (amaxUV is 0.19). Q is normalized by the lightest glueball
mass at aUV = 0. Upper right: The model parameters are (2.54) (a
max
UV is 0.03).
Q is normalized by the lightest glueball mass at aUV = 0. Lower left: The model
parameters are (2.53). Q is normalized by the lightest glueball mass at given aUV .
Lower right: The model parameters are (2.54). Q is normalized by the lightest
glueball mass at given aUV .
As for the scalar fields, we use ϕ and a for the background value, and use δϕ and δa
for the fluctuations. We further decompose Bµ and hµν as
Bµ = ∂µW +B
T
µ , ∂
µBTµ = 0, (3.2)
hµν = 2ηµνψ + 2∂µ∂νE + 2∂(µV
T
ν) + h
TT
µν , h = 2dψ + 2∂
µ∂µE, (3.3)
where
∂µV Tµ = ∂
µhTTµν = η
µνhTTµν = 0 .
After the calculation described in appendix F, it turns out that the equation for
the transverse-traceless tensor mode is
hTTµν
′′
+ (d− 1)A′hTTµν ′ + ∂2hTTµν = 0, (3.4)
– 26 –
where a prime stands for an r-derivative. The equations for the scalar perturbations
are[
−∂µ∂µ − d
2
dr2
+
(
Vζ 2A
′η⊥
(
B′ζ +
(A′η⊥)
′
A′η⊥
+ d
dr
)
2A′η⊥
(
B′ζ − ddr
)
VS
)](
ψζ
ψS
)
= 0. (3.5)
where we have defined
ψζ
e
d−1
2
A
=
σ′
A′
ψ − ϕ
′δϕ+ Y a′δa
σ′
,
ψS
e
d−1
2
A
√
Y
=
−a′δϕ+ ϕ′δa
σ′
, (3.6)
and
σ′ =
√
ϕ′2 + Y a′2, η⊥ =
√
Y a′
e2A∂ϕV
A′σ′2
, (3.7)
Vζ = B
′′
ζ +
(
B′ζ
)2
, VS =
d− 1
2
A′′ +
(
d− 1
2
A′
)2
+ e2Am2s,
Bζ ≡ d− 1
2
A +
1
2
log
σ′2
A′2
, m2s ≡ V;ss +H2η2⊥ − (d− 1)ǫH2Rfs.
Here H, ǫ, V;ss and Rfs are defined in (A.8), (A.9) (A.14), and (A.2), respectively.
The first derivative terms in the equations (3.5) can be eliminated by the redef-
inition, (
ψζ
ψS
)
= R
(
ψ˜ζ
ψ˜S
)
, R ≡
(
cosΦ sinΦ
− sin Φ cos Φ
)
, Φ′ = A′η⊥, (3.8)
where the above equations define Φ up to a constant, which amounts to an irrelevant
constant rotation. The differential equation (3.5) becomes
−∂µ∂µ − d2
dr2
+R−1

 Vζ − (A′η⊥)2 2A′η⊥
(
B′ζ +
(A′η⊥)
′
2A′η⊥
)
2A′η⊥
(
B′ζ +
(A′η⊥)
′
2A′η⊥
)
VS − (A′η⊥)2

R

(ψ˜ζ
ψ˜S
)
= 0,
(3.9)
where (3.8) is used. The integration constant of Φ corresponds to the freedom to
rotate the basis with a r-independent matrix.
3.1 Glueball spectra
In this subsection, we will convert the metric and scalar equations into coupled
Schro¨dinger-like problems in order to calculate the spectra of spin-0 and spin-2 glue-
balls.
3.1.1 Spin-0 glueballs
No axionic flow
When the axion field is identically zero, equation (3.9) is simplified. The two
equations in (3.9) for ψζ and ψS are decoupled:
∂µ∂µψζ + ψ
′′
ζ − Vζψζ = 0, Bζ =
d− 1
2
A +
1
2
log
(
ϕ′
A′
)2
, (3.10)
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∂µ∂µψS + ψ
′′
S − VSψS = 0, VS = B′′S +B′2S , BS =
d− 1
2
A +
1
2
log Y. (3.11)
In this case, CP is conserved, and δa will generate the tower of 0+− glueballs while
δϕ will generate the tower of 0++ glueballs.
We decompose the fields in eigenmodes of the radial Hamiltoinian, i.e. we write
ψζ(r, x) =
∞∑
i=1
ψ
(d)
ζ,i (x)ψ
(r)
ζ,i (r), ψS(r, x) =
∞∑
α=1
ψ
(d)
S,α(x)ψ
(r)
S,α(r), (3.12)
where the radial wave-functions solve the eigenvalue problem,
−ψ(r)ζ,i
′′
+ Vζψ
(r)
ζ,i = m
2
ζ,iψ
(r)
ζ,i , −ψ(r)S,α
′′
+ VSψ
(r)
S,α = m
2
S,αψ
(r)
S,α. (3.13)
The corresponding eigenvalues m2i and m
2
α are the squared masses of the scalar
and pseudoscalar glueballs, and the fluctuation equations (3.10-3.11) reduce to d-
dimensional Klein-Gordon equations with masses m2i and m
2
α for the space-time
fields ψ
(d)
ζ,i (x) and ψ
(d)
S,α(x).
The orthonormality condition of the wave-functions is:∫
ψ
(r)∗
ζ,j ψ
(r)
ζ,i = δij ,
∫
ψ
(r)∗
S,β ψ
(r)
S,α = δαβ . (3.14)
This is read-off from the scalar product which makes the radial Hamiltonian Hermi-
tianm, i.e. is the standard L2 norm on ψ
(r)
ζ,i and ψ
(r)
S,α on [0, rIR].
Non-trivial axionic flow
In the presence of the non-trivial axion source aUV 6= 0, CP is no-longer a
symmetry and equations (3.9) can not be diagonalized. Consequently, there is no
invariant distinction between the scalar and pseudo-scalar glueballs. We need to
solve the eigenvalue problem of the coupled equation. As in [31, 65], for numerical
purposes, it turns out to be convenient to use A as a radial coordinate, rather than
r. Moreover, by an appropriate rotation, the first derivative terms in the differential
equation can be eliminated. The resultant equation for the scalar fluctuations is (the
derivation is presented in appendix G)
−∂µ∂µ
A′2
− d
2
dA2
+R−1

d2BζAdA2 +
(
dBζA
dA
)2
− η2⊥ 2η⊥ dBζAdA + dη⊥dA
2η⊥
dBζA
dA
+ dη⊥
dA
d2BSA
dA2
+
(
dBSA
dA
)2
+m2SA

R

(ψζA
ψSA
)
= 0.
(3.15)
The quantity η⊥ and R are defined in (3.7) and (3.8). We have also defined
BζA =
d
2
A +
1
2
log
S2 + T
Y
W
, BSA =
d
2
A +
1
2
logW, m2SA =
e2AV;ss
A′2
− (d− 1)ǫRfs,
(3.16)
where ǫ, V;ss and Rfs are defined in (A.9) (A.14), and (A.2), respectively. The integra-
tion constant of Φ corresponds to the freedom to rotate the basis with a r-independent
matrix, which does not affect the physics.
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By looking for the solution of (3.15) with the plane wave ansatz ψζA, ψSA ∝ eiqµxµ
where q and x are the d-dimensional momentum and coordinate17, the glueball mass
is identified as m2 = −q2. Then, the glueball mass m2spin-0,i corresponding to i-th
mode is calculated by solving the Schro¨dinger equation
−m2spin-0,i
A′2
− d
2
dA2
+R−1

d2BζAdA2 +
(
dBζA
dA
)2
− η2⊥ 2η⊥ dBζAdA + dη⊥dA
2η⊥
dBζA
dA
+ dη⊥
dA
d2BSA
dA2
+
(
dBSA
dA
)2
+m2SA

R


(
ψ
(A)
ζA,i
ψ
(A)
SA,i
)
= 0.
(3.17)
The normalization of ψ
(A)
ζA,i, ψ
(A)
SA,i is∫
dA
A′2
(∣∣∣ψ(A)ζA,i∣∣∣2 + ∣∣∣ψ(A)SA,i∣∣∣2
)
= 1. (3.18)
This is the norm on a doublet of L2[0, rIR] eigenfunctions with respect to the con-
formal coordinate, upon a ghange of variables to an integral over the scale factor
A.
3.1.2 Spin-2 glueballs
Contrary to the spin-0 glueballs, there is no mixing in the equation of the spin-
2 fluctuation (3.4). The equation (3.4) is controlled by the bulk Laplacian and is
equivalent to(
d2
dr2
+ ∂2 − d− 1
2
(
A′′ +
d− 1
2
A′2
))
ψt = 0, ψt ≡ e d−12 AhTTµν . (3.19)
As in the previous subsections, the spin-2 glueball masses, m2spin-2,i, are determined
by solving the Schro¨dinger equation
−ψ(r)t,i
′′
+ Vtψ
(r)
t,i = m
2
spin-2,iψ
(r)
t,i , Vt =
d− 1
2
(
A′′ +
d− 1
2
A′2
)
(3.20)
where we normalize ψ
(r)
t,i as ∫
ψ
(r)∗
t,j ψ
(r)
t,i = δij . (3.21)
3.2 Numerical results for the glueball spectra
As we discussed so far, we solve the Schro¨dinger equations (3.17) to obtain the
mass and wave-function of the scalar and pseudo-scalar glueballs. Note that, in the
presence of the non-trivial axion source aUV 6= 0, there is no distinction between the
17This is the same as assuming that the d-dimensional part of the wave-function solves Klein-
Gordon’s equation, an alternative, and equivalent way as the decomposition (3.12) which leads to
the radial Hamiltonian eigenvalue problem. Only, this time the Hamiltonian is not diagonal in the
ψζ , ψS basis.
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Figure 15: Plots of the lowest three (left) and the lightest (right) spin-0 glueball
mass squared normalized by that of the lightest glueball at aUV = 0, with the bulk
functions (2.48). The model parameters are (2.49). The lightest glueball becomes
tachyonic for 0.25 . aUV ≤ amaxUV ≈ 0.3.
Figure 16: Plots of the lowest three (left) and the lightest (right) spin-0 glueball
mass squared normalized by that of the lightest glueball at aUV = 0, with the bulk
functions (2.48). The model parameters are (2.50). The lightest glueball becomes
tachyonic for 0.13 . aUV ≤ amaxUV ≈ 0.135.
scalar and pseudo-scalar glueballs. We use the method described in appendix H in
[65]. For bulk functions, we consider (2.48) and (2.52). These correspond to steep
and soft potentials, respectively.
As in section 2.3, we use model parameters with d = 3 and d = 4. We shall
observe that the θ-dependence of glueball masses and wave-functions is qualitatively
similar in d = 3 and d = 4.
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Figure 17: Plots of wave-functions ψζA and ψSA corresponding to the lightest glueball
as functions of A with the bulk functions (2.48). Upper left: The model parameters
are (2.49) with aUV = 0. Upper right: The model parameters are (2.49) with
aUV = 0.15. Lower left: The model parameters are (2.50) with aUV = 0. Lower
right: The model parameters are (2.50) with aUV = 0.12.
3.2.1 Steep potentials
We use the bulk functions (2.48) with the model parameters (2.49) and (2.50). In
the absence of the axion source, we obtain
m2ζ ϕ
−2/∆−
− ≈
{
20, 250, 570, . . . , for (2.49),
1.2, 6.2, 13, . . . , for (2.50),
(3.22)
m2S ϕ
−2/∆−
− ≈
{
180, 420, 820, . . . , for (2.49),
4.1, 11, 19, . . . , for (2.50).
(3.23)
In the presence of aUV , the lowest three scalar and pseudoscalar glueball masses
as functions of aUV are shown in figures 15 and 16. The right panels are enlarged
views of the lightest glueball mass. The masses are normalized by the lightest glueball
mass at aUV = 0. We observe that all glueball masses are decreasing functions of
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Figure 18: Plots of the lowest three spin-2 glueball mass squared normalized by
that of the lightest glueball at aUV = 0, with the bulk functions (2.48). The model
parameters are (2.49) (left) and (2.50) (right). We do not observe the tachyonic
instability of the spin-2 glueballs.
Figure 19: Plots of the lowest three spin-0 glueball mass squared with the bulk
functions (2.52). The model parameters are (2.53) (left) and (2.54) (right). The
masses are normalized by mass squared of the lightest glueball mass at aUV = 0. Note
that there is no invariant distinction between the scalar and pseudo-scalar glueballs
for aUV 6= 0.
aUV . Moreover, we find that the lightest glueballs become tachyonic for 0.25 .
aUV ≤ amaxUV ≈ 0.3 in figure 15, and for 0.13 . aUV ≤ amaxUV ≈ 0.135 in figure 16.
Wave-functions of the lightest glueball are shown in figure 17. The upper and
lower figures correspond to the model parameter (2.49) and (2.50), respectively. The
upper left and right panels use aUV = 0 and aUV = 0.15, while the lower left and
right panel use aUV = 0 and aUV = 0.12. We obtain ψζA 6= 0 and ψSA = 0 for
aUV = 0, as it should be. For a larger value of aUV = 0.12 or 0.15, an amplitude of
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Figure 20: Plots of wave-functions ψζA and ψSA corresponding to the lightest glueball
as functions of A with the bulk functions (2.52). Upper left: The model parameters
are (2.53) with aUV = 0. Upper right: The model parameters are (2.53) with
aUV = 0.14. Lower left: The model parameters are (2.54) with aUV = 0. Lower
right: The model parameters are (2.54) with aUV = 0.02.
ψSA is comparable with that of ψζA.
The decrease of all glueball masses, as θ is increased from zero, found here,
is similar to what was observed in [24, 25] using Witten’s black D4 holographic
model. The tachyon instability however does not appear there. In our case (steep
potentials), the dilaton potential in the IR is steeper and this may be at the origin
of the instability.
In lattice QCD, the leading θ2 correction to the glueball mass, also turns out to
be negative, as reported in [10]. This is consistent with our holographic computation.
Masses of the spin-2 glueballs are plotted in figure 18. The masses are normalized
by the lightest spin-0 glueball mass at aUV = 0. The left and right panels correspond
to the model parameters (2.49) and (2.50), respectively. As in the spin-0 glueballs,
the all spin-2 glueball masses are monotonically decreasing functions of aUV . We do
not observe the tachyonic instability of the spin-2 glueballs.
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Figure 21: Plots of the lowest three spin-2 (right) glueball mass squared with the
bulk functions (2.52). The model parameters are (2.53) (left) and (2.54) (right).
The masses are normalized by mass squared of the lightest glueball mass at aUV = 0.
3.2.2 Soft potentials
We use the bulk functions (2.52) with the model parameters (2.53) and (2.54). In
the absence of the axion source, the masses of the scalar and pseudo-scalar glueballs
are
m2ζ ϕ
−2/∆−
− ≈
{
35, 320, 510, . . . , for (2.53),
0.95, 1.6, 2.1, . . . , for (2.54),
(3.24)
m2S ϕ
−2/∆−
− ≈
{
350, 530, 700, . . . , for (2.53),
1.4, 2.1, 2.7, . . . , for (2.54).
(3.25)
The masses are modified in the presence of the non-trivial axionic flow. The lowest
three glueball masses squared are plotted in figure 19 as functions of aUV . As in
the previous figures, the masses are normalized by the lightest glueball mass at
aUV = 0. We again observe that all glueball masses are decreasing function of aUV .
However, contrary to the case of steep potentials, in this background we do not
observe tachyonic instabilities of the glueballs for both parameter choices (2.53) and
(2.54). In figure 20, we plot the wave-functions corresponding to the lightest three
glueballs. We again observe that an amplitude of ψSA is comparable with that of
ψζA in the presence of the axion source.
Finally, spin-2 glueball masses are plotted in figure 21, where the left and right
panels correspond to (2.53) and (2.54), respectively. The spin-2 glueball masses
are monotonically decreasing functions of aUV , and do not exhibit the tachyonic
instability.
– 34 –
4. The cubic interaction terms and dynamical CP-violation
It was long suspected that renormalization effects drive the effective θ-angle to zero in
the IR, therefore softening the strong CP-problem, [69]. In holographic theories, we
have the first explicit example of this phenomenon, by interpreting the axion solution
in the standard holographic fashion. It is therefore a nice laboratory to study the
potential softening of CP-violating effects. We will investigate this question here, in
the effective theory of scalar glueballs.
Therefore, in this section, we shall compute the cubic coupling among the spin-0
glueballs. To this end, we need to know the action up to the third order in the
fluctuations. In this paper, instead of computing the cubic action directly in our
setup, a highly non-trivial task, we borrow the result [66] of the calculation of non-
gaussianities in the context of the inflationary cosmology. By performing the proper
analytic continuation [67, 68], we obtain the desired action. Since the calculation of
cosmology is performed in d = 3, we focus on the four-dimensional bulk space-time,
which would be dual to a three-dimensional quantum field theory.
Using the wave-functions obtained by solving the Schro¨dinger equations, we eval-
uate the strength of CP-violating couplings. Since the θ-angle flows to zero in the
IR, a naive expectation is that CP-violating couplings are suppressed by the effect
of the running of the bulk axion.
Our goal is to check whether this naive expectation is correct by a holographic
computation. Although we work in d = 3, we believe that qualitatively similar results
hold for d = 4, because we observed similar behavior in d = 3 and d = 4 in sections
2.3 and 3.2.18
The cubic action of [66] and the procedure of the analytic continuation [67, 68]
are summarized in appendix H. After the computation, it turns out that there are
four types of cubic couplings depending on the structure of the momenta. Here we
concentrate on cubic couplings without xµ-derivatives. The action at the cubic order
in the scalar fluctuations of our action without xµ-derivatives, S
(3)
Ψ3 , is
19
S
(3)
Ψ3 =
∫ rIR
rUV
dr
∫
d3x eAL(3)Ψ3 = −
∫ ∞
−∞
dA
∫
d3x
eA
A′
L(3)Ψ3 , (4.1)
L(3)Ψ3
M2p
= −2eAǫ(ǫ− η)ζ ′2ζ + e3A
[
1
2
m2s(ǫ+ µs)ζF2 − (2ǫ− η − 2λ⊥)
σ′η⊥
e2A
ζζ ′F+ (4.2)
+
σ′η⊥
e3AH
Fζ ′2+Hη
2
⊥ − 2ǫHRfs
eA
ζ ′F2−V;sss + 2e
−Aσ′Hη⊥Rfs − 2ǫH2Rfs,s
6
F3−2e−2Aǫ ζF ′2
]
.
18In the background corresponding to rIR =finite, we observed the similarity between d = 3
and d = 4 theories in the whole region of aUV . In the background corresponding to rIR = ∞, we
observed the similarity for small aUV .
19The full cubic order action including derivative couplings is given in (H.32, H.33).
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Figure 22: Plot of ratios DΨ3,112/DΨ3,111 and DΨ3,222/DΨ3,111 as functions of aUV
with the bulk functions (2.48). The model parameters are (2.49). Note that the
lightest glueball becomes tachyonic for 0.25 . aUV ≤ amaxUV ≈ 0.3 (figure 15).
Here ǫ, η,m2s, µs, λ⊥, η⊥, V;sss, Rfs, Rfs,s are defined in (A.9), (A.10), (3.7), (A.16),
(A.17), (A.15), (A.2), and (A.18), respectively. As we explained in section 2.3,
we can use A as a coordinate instead of using r. The fields ζ,F are related with the
glueball wave-functions (ψζA, ψSA) as(
ζ
F
)
=
e−
3
2
A
√
W
(
1 0
0 −1
)(
cosΦ sinΦ
− sin Φ cosΦ
)(
ψζA
ψSA
)
. (4.3)
The effective cubic interaction term without xµ-derivative, DΨ3,ijk, is
S =
∫
d3xDΨ3,ijkψ
(3)
i ψ
(3)
j ψ
(3)
k , (4.4)
where ψ
(3)
i is the three-dimensional part of the KK decomposition (3.12). Note that
i = 1, 2, . . . correspond to the lightest spin-0 glueball, second lightest spin-0 glueball,
and so on. For example, DΨ3,111 is the cubic interactions among the lightest spin-0
glueballs. The cubic term DΨ3,ijk is computed by
DΨ3,ijk =
∫ AUV
AIR
dACΨ3,ijk,
L(3)Ψ3
M2p
≡ −A
′
eA
CΨ3,ijkψ
(3)
i ψ
(3)
j ψ
(3)
k . (4.5)
4.1 Steep potentials
We use the bulk functions (2.48) with the model parameters (2.49). In the absence
of the axion source, the lightest spin-0 glueball is a CP-even state while the second
lightest spin-0 glueball is a CP-odd state. CP-violating three point couplings are
zero for vanishing θ-angle,
DΨ3,112 = DΨ3,222 = 0, for aUV = 0. (4.6)
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Figure 23: Plots of apeak defined in (4.8) as a function of aUV (left) and ratios
DΨ3,112/DΨ3,111, DΨ3,222/DΨ3,111 (right) as functions of apeak. The bulk functions are
(2.48). The model parameters are (2.49).
On the other hand, CP-conserving couplings such as DΨ3,111 are nonvanishing.
In the presence of a non-zero axion source, these CP-violating couplings become
nonvanishing. The values of the CP-violating cubic couplings normalized by DΨ3,111
are plotted in figure 22. We observe that the ratios DΨ3112/DΨ3111 and DΨ3222/DΨ3111
are almost linear in aUV ,
DΨ3112/DΨ3111 ≈ 2 aUV , DΨ3222/DΨ3111 ≈ 15 aUV . (4.7)
Contrary to the naive expectation mentioned in the beginning of the section, we do
not find the suppression of CP-violation by the running effect.
As another measure of the CP-violation, we introduce apeak as
apeak = a(A)|A=Apeak , (4.8)
where Apeak is the value of A where the square of the lightest spin-0 glueball wave-
function,
∣∣∣ψ(1)ζA∣∣∣2 + ∣∣∣ψ(1)SA∣∣∣2, becomes maximum. This is the region in the bulk
where the bulk the radial wavefunction is peaked, and it gives a rough
measure of the energy scale in the dual field theory which is most relevant
for glueball interactions.
In figure 23, the value of apeak as a function of aUV (left) and the CP-violating
cubic couplings as functions of apeak are plotted. We observe that apeak is almost
linear in aUV , and the right panel of figure 23 looks similar to figure 22.
4.2 Soft potentials
Here, we use the bulk functions (2.52) with the model parameters (2.53). In this
background, the lightest spin-0 glueball is a CP-even state while the third lightest
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Figure 24: Plots of DΨ3,113/DΨ3,111 (left) and DΨ3,333/DΨ3,111 (right) as functions
of aUV with the bulk functions (2.52). The model parameters are (2.53).
Figure 25: Plots of apeak as a function of aUV (upper), DΨ3,113/DΨ3,111 (lower left)
and DΨ3,333//DΨ3,111 (lower right) as functions of apeak. The bulk functions are
(2.52). The model parameters are (2.53).
spin-0 glueball is a CP-odd state. There is no CP-violation in the absence of the
axion source:
DΨ3,113 = DΨ3,333 = 0, for aUV = 0. (4.9)
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In figure 24, we plot the values of the CP-violating couplings in the presence of the
axion source aUV 6= 0. The couplings are normalized by DΨ3,111. We observe that, for
small aUV , the ratios DΨ3,113/DΨ3,111 and DΨ3,333/DΨ3,111 are proportional to aUV :
DΨ3113/DΨ3111 ≈ aUV , for aUV . 0.06, (4.10)
DΨ3333/DΨ3111 ≈ −200 aUV , for aUV . 0.02.
Again we do not observe the suppression of the CP-violating couplings. As aUV is
increased, the ratios are no longer linear functions of aUV .
The value of apeak as a function of aUV is plotted in an upper panel of figure 25.
The CP-violating couplings as functions of apeak are plotted in lower panels. The
lower panels of figure 25 are qualitatively similar to the panels in figure 24.
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APPENDIX
A. Geometry of field space
It is convenient to summarize the geometry of the field space of the action (2.1). The
field space metric GIJ is defined in (2.2). The nonzero components of the Christoffel
symbol constructed from GIJ are
Γϕaa = −
1
2
∂ϕY, Γ
a
ϕa = Γ
a
aϕ =
1
2
∂ϕY
Y
. (A.1)
The field space Ricci scalar and Riemann tensor are
Rfs =
(∂ϕY )
2
2Y 2
− ∂
2
ϕY
Y
, RIJKL =
Rfs
2
(GIKGJL −GILGJK) . (A.2)
The field space Ricci scalars corresponding to (2.48) and (2.52) are
Rfs = −γ
2
2
, −(d− 1)

1− Y 2c(
Yc + Y∞e
√
2(d−1)ϕ
)2

 , (A.3)
respectively.
The vielbein along a background field trajectory is
eIσ =
1
σ′
(ϕ′, a′) , eσI =
1
σ′
(ϕ′, Y a′) , (A.4)
where a prime stands for a r-derivative, and σ′ is
σ′ ≡
√
ϕ′2 + Y a′2 =
√
2(d− 1)(A′2 −A′′) = eA
√
S2 +
T
Y
. (A.5)
Here (2.7, 2.8, 2.9, 2.12) is used. The basis orthogonal to eIσ is
eIs =
√
Y
σ′
(
a′,−ϕ
′
Y
)
, esI =
√
Y
σ′
(a′,−ϕ′) . (A.6)
The vectors eIσ and e
I
s satisfy
GIJe
I
σe
J
σ = GIJe
I
se
J
s = 1, GIJe
I
σe
J
s = 0. (A.7)
Motivated by the cosmology [66], “Hubble parameter” H is defined as
H ≡
˙(eA)
eA
= e−AA′ = − W
2(d− 1) , (A.8)
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and “slow-roll parameters” ǫ and η are
ǫ ≡ − H˙
H2
= 1− A
′′
A′2
=
1
2(d− 1)
σ′2
A′2
= 2(d− 1)S
2 + T
Y
W 2
, (A.9)
η ≡ ǫ˙
Hǫ
=
1
ǫ
dǫ
dA
=
2A′′2 − A′A′′′
A′2(A′2 − A′′) = 2(d− 1)
[
2
S2 + T
Y
W 2
− d
d− 1 −
2S∂ϕV
W
(
S2 + T
Y
)
]
.
(A.10)
The bending parameter η⊥ is defined as
DreIσ = eAHη⊥eIs, DreIs = −eAHη⊥eIσ, (A.11)
where the action of the covariant derivative Dr on the field space vector AI is
DrAI ≡ ∂rAI + ΓIJK(∂rφJ)AK . (A.12)
Using (A.5), (2.7) and (2.12), η⊥ is written as
η⊥ =
√
Y a′
A′σ′2
(
ϕ′′ − a
′′
a′
ϕ′ − ∂ϕY
Y
ϕ′2 − ∂ϕY
2
a′2
)
=
√
Y a′
e2A∂ϕV
A′σ′2
(A.13)
= −2(d−1)sign(Q)
√
T
Y
∂ϕV
W
(
S2 + T
Y
) = −2(d−1)e−A√Y da
dr
∂ϕV
W
(
S2 + T
Y
) = √Y da
dA
∂ϕV
S2 + T
Y
.
The projection of the second order covariant derivative of the potential along the
entropic direction is
V;ss ≡ eIseJs V;IJ = eIseJs
(
∂I∂JV − ΓKIJ∂KV
)
=
1
σ′2
[
1
2
(∂ϕV )ϕ
′2∂ϕY
Y
+ (∂2ϕV )Y a
′2
]
,
(A.14)
=
1
Y S2 + T
(
∂ϕV
2
S2∂ϕY + T∂
2
ϕV
)
.
Similarly, the projection of the third order covariant derivative of the potential
along the entropic direction is
V;sss = e
I
se
J
s e
K
s V;IJK = (A.15)
=
sign(Q)
2
√
T
Y
1(
S2 + T
Y
)3/2
[
S2
{
∂ϕV0
(
∂2ϕY
Y
− 2(∂ϕY )
2
Y 2
)
+ 3∂2ϕV
∂ϕY
Y
}
+ 2
T
Y
∂3ϕV
]
.
The parameters λ⊥ and µs are defined as
λ⊥ ≡ η
′
⊥
A′η⊥
= d+
σ′2
2(d− 1)A′2 −
ϕ′
2A′
(
4e2A∂ϕV
σ′2
− 2∂
2
ϕV
∂ϕV
+
∂ϕY
Y
)
(A.16)
= d+ 2(d− 1)S
2 + T
Y
W 2
+ (d− 1) S
W
(
4∂ϕV0
S2 + T
Y
− 2∂
2
ϕV
∂ϕV
+
∂ϕY
Y
)
,
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µs ≡ (m
2
s)
′
A′m2s
= −2(d− 1) S
W
d
dϕ
(
logm2s
)
. (A.17)
Finally, the derivative of Rfs along the entropic direction is
Rfs,s = e
I
s∂IRfs = −
√
Y a′
σ′
[(
∂ϕY
Y
)3
− 2(∂ϕY )(∂
2
ϕY )
Y 2
+
∂3ϕY
Y
]
(A.18)
= −sign(Q)
√
T
Y S2 + T
[(
∂ϕY
Y
)3
− 2(∂ϕY )(∂
2
ϕY )
Y 2
+
∂3ϕY
Y
]
.
B. Conformal coordinate system
The conformal coordinate system is related to the domain wall coordinate system
through
du
dr
= eA. (B.1)
We fix an integration constant in such a way that the UV boundary is at rUV = 0.
By using the conformal coordinate r, the bulk equations of motion are
2(d− 1)(A′′ − A′2) + ϕ′2 + Y a′2 = 0, (B.2)
ϕ′′ + (d− 1)A′ϕ′ − e2A∂ϕV − ∂ϕY
2
a′2 = 0, (B.3)
∂r(Y e
(d−1)Aa′) = 0, (B.4)
where a prime stands for a r derivative. The energy scale µ of a dual QFT is roughly
identified as
µ↔ eA(r). (B.5)
The derivative of A and ϕ with respect to r is given by
dA
dr
= − e
A
2(d− 1)W,
dϕ
dr
= eAS,
da
dr
= sign(Q)eA
√
T
Y
, (B.6)
from (2.7) and (2.12).
C. Asymptotics of the wave-functions
In this appendix, we study IR and UV solutions of the Schro¨dinger equations (3.17).
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C.1 IR solutions
We consider the two types IR asymptotics, (2.20) (steep potentials) and (2.34)-(2.35)
(soft potentials).
Steep potentials. From (2.24, A.13, 3.16), the quantities which appear in (3.17)
are calculated as
d2BζA
dA2
+
(
dBζA
dA
)2
− η2⊥ =
[
1
2
(
d− 1− 1
δ
)]2
+ . . . , (C.1)
d2BSA
dA2
+
(
dBSA
dA
)2
+m2SA =
[
1
2
(
(d− 1)[1 + b(γ − γmin)]− 1
δ
)]2
+ . . . , (C.2)
and
2η⊥
dBζA
dA
+
dη⊥
dA
= O
(
e
(d−1)b
2
(γ−γmin)A
)
,
Φ = ΦIR +O
(
e
(d−1)b
2
(γ−γmin)A
)
= ΦIR +O
(
(r0 − r)
(d−1)bδ
2
(γ−γmin)
)
,
where ΦIR = Φ|A=−∞. We choose ΦIR = 0 in the following. We observe that the
mixing term in (3.17) is neglected in the IR. The wave-functions in the IR are
ψζA
A′
∼ c1e(d−1+
1
δ )
A
2 + c2e
−(d−1− 3δ )A2 , (C.3)
ψSA
A′
∼ d1e((d−1)[1+b(γ−γmin)]+
1
δ )
A
2 + d2e
(−(d−1)[1+b(γ−γmin)]− 3δ )A2 . (C.4)
For δ ≥ 3/(d − 1), we should impose c2 = 0 for the normalizability (3.18). On the
other hand, for δ < 3/(d−1), both the solutions are acceptable, and we should impose
an extra boundary condition in order to obtain a discrete spectrum. Similarly, the
solution corresponding to d1 is always acceptable, while the solution corresponding
to d2 is acceptable only for δ(1 + b(γ − γmin)) < 3/(d− 1).
Soft potentials.
From (2.40, A.13, 3.16), we obtain
d2BζA
dA2
+
(
dBζA
dA
)2
−η2⊥ =
(d− 1)2
4
+. . . ,
d2BSA
dA2
+
(
dBSA
dA
)2
+m2SA =
(d− 1)2
4
+. . . ,
(C.5)
and
2η⊥
dBζA
dA
+
dη⊥
dA
= O
(
(−A)− d+12 P
)
, Φ = const. +O
(
r−
d+1
2
P
1−P
)
. (C.6)
The mixing term in (3.17) can be neglected in the IR. By using (C.5), in the IR, the
solutions of (3.17) are
ψζA ≃ c1e d−12 A + c2e− d−12 A, ψSA ≃ d1e d−12 A + d2e− d−12 A. (C.7)
We should choose c2 = d2 = 0 in order to satisfy the normalizability condition (3.18).
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C.2 UV solutions
Contrary to the IR solutions, UV solutions are universal for two types of bulk po-
tentials. Using (2.8) and (2.16), we obtain
du
dr
= e−u/ℓ + . . . , (C.8)
from which we find
r = ℓ eu/ℓ + rUV + . . . , (C.9)
where rUV is the integration constant, r|u=−∞ ≡ rUV . We take rUV = 0. By
substituting (C.9) into (2.16), we observe
ϕ(r) = ϕ−ℓ
∆−
(r
ℓ
)∆−
+
Cd|ϕ−|
∆+
∆− ℓ∆+
(∆+ −∆−)∆−
(r
ℓ
)∆+
+ . . . (C.10)
eA(r) =
ℓ
r
+ . . . , a(r) = aUV +
Qℓd
dY0
(r
ℓ
)d
+ . . .
From (3.8), we observe
Φ = const. +O (e−(d−∆−)A) , (C.11)
which becomes constant in the UV.
The quantities which appears in (3.17) are calculated as
d2BζA
dA2
+
(
dBζA
dA
)2
−η2⊥ =
d2
4
+ . . . ,
d2BSA
dA2
+
(
dBSA
dA
)2
+m2SA =
(d− 2∆−)2
4
+ . . . ,
(C.12)
and
2η⊥
dBζA
dA
+
dη⊥
dA
= O (e−(d−∆−)A) .
Up to a constant rotation, the solutions of Schro¨dinger equation (3.17) are
ψζA = c1e
1
2
(d−2∆−)A + c2e
− 1
2
(d−2∆−)A + . . . , (C.13)
ψS = d1e
d
2
A + d2e
− d
2
A + . . . , (C.14)
and the normalization condition is (3.18). Using 1/A′2 ∝ e−2A in the UV, we observe
that d1 = 0 is required for the normalizability assuming d ≥ 2. Regarding ψζA, we
need to impose c1 = 0 if ∆− < d2 − 1 is satisfied.
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D. Universality of asymptotic glueball spectra
In this appendix we will compute the asymptotic behavior of glueball masses using
the WKB approximation. In YM theory in particular, due to the string picture
behind, we expect all glueballs to have the same asymptotics. This has been used in
[30] to fix the axion part of the action in Improved Holographic QCD.
We start from the Schro¨dinger form differential equation (3.9). To derive the
asymptotic spectrum we replace ∂µ∂µ by m
2
n:[
−m2n −
d2
dr2
+
(
Vζζ VζS
VζS VSS
)](
ψ˜ζ
ψ˜S
)
= 0, (D.1)
where we defined
(
Vζζ VζS
VζS VSS
)
≡ R−1

 Vζ − (A′η⊥)2 2A′η⊥
(
B′ζ +
(A′η⊥)
′
2A′η⊥
)
2A′η⊥
(
B′ζ +
(A′η⊥)
′
2A′η⊥
)
VS − (A′η⊥)2

R. (D.2)
Here R, Vζ,S , Φ and η⊥ are defined in (3.7) and (3.8). The explicit forms are,
Vζζ =
Vζ − VS
2
cos 2Φ− 2A′η⊥
(
B′ζ +
(A′η⊥)′
2A′η⊥
)
sin 2Φ +
Vζ + VS
2
− (A′η⊥)2 , (D.3)
VζS = 2A
′η⊥
(
B′ζ +
(A′η⊥)′
2A′η⊥
)
cos 2Φ +
Vζ − VS
2
sin 2Φ,
VSS = −Vζ − VS
2
cos 2Φ + 2A′η⊥
(
B′ζ +
(A′η⊥)′
2A′η⊥
)
sin 2Φ +
Vζ + VS
2
− (A′η⊥)2 .
D.1 WKB approximation with a mixing term
According to [70] the correct WKB ansatz for our case is
ψ˜ζ = Xζ(r) e
iU(r) , ψ˜S = XS(r) e
iU(r). (D.4)
Substituting into (D.1) and expanding in powers of ~ (that here we have set to one)
we obtain to the first two leading order equations
(
U ′2 + Vζζ −m2 VζS
VζS U ′2 + VSS −m2
)(
Xζ
XS
)
=
(
0
0
)
, (D.5)
2X ′ζ,SU
′ +Xζ,SU
′′ = 0. (D.6)
In order for (D.5) to have a nontrivial solution we must have
(
U ′2 + Vζζ −m2
) (
U ′2 + VSS −m2
)− V 2ζS = 0 (D.7)
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with solutions
U ′2± = m
2 − Vζζ + VSS
2
±
√(
Vζζ − VSS
2
)2
+ V 2ζS (D.8)
= m2 − Vζ + VS
2
+ (A′η⊥)
2 ±
√(
Vζ − VS
2
)2
+ 4(A′η⊥)2
(
B′ζ +
(A′η⊥)′
2A′η⊥
)2
,
where (D.3) is used in the second line. Then (D.6) gives
Xζ,S =
Cζ,S√
U ′
, (D.9)
where Cζ,S are integration constants. It is clear that we have two distinct towers of
bound states associated with U±. These towers become distinct at larges masses as
they (generically) will have different slopes but are not distinct at low masses (unless
the mixing is tiny).
The So¨mmerfeld quantization conditions become
n±π =
∫ r±2
r±1
dr U ′±, (D.10)
where r±1,2 are the turning points in U±. When
V 2ζS ≪ (Vζζ − VSS)2 (D.11)
then
U ′2+ = m
2 − Vζζ , U ′2− = m2 − VSS (D.12)
and we recover the standard towers of 0++ and 0+− glueballs.
The So¨mmerfeld quantization conditions (D.10) are written as
n±π =
(∫ r±a
r±1
dr +
∫ r±b
r±a
dr +
∫ r±2
r±
b
dr
)
U ′±, (D.13)
where we introduced r±a,b in such a way that U
′
± are approximated by UV asymptotic
forms for r±1 ≤ r ≤ r±a while U ′± are approximated by IR asymptotic forms for
r±b ≤ r ≤ r±2 . In the intermediate region r±a ≤ r ≤ r±b , U ′± are approximated by
U ′± ≃ m for large m. In the following, we first study the UV and IR asymptotic
forms of U ′±. Then, by solving (D.13), we obtain asymptotic glueball spectra. As we
shall see, the asymptotic spectra do not depend on the precise value of r±a,b provided
they are chosen in the right region.
– 46 –
D.2 UV asymptotics
The UV asymptotics is universal for the steep and soft potentials. From (C.10, 3.7),
we obtain
Vζ ≃ (d+ 1− 2∆−)(d− 1− 2∆−)
4r2
, VS ≃ d
2 − 1
4r2
, (D.14)
A′η⊥ ≃ − Q√
Y0
(
d
∆−
− 1
)
rd−∆−−1
ϕ−
, B′ζ ≃
−d+ 2∆− + 1
2r
,
as r → 0. Equation (D.8) becomes
U ′2+ = m
2 − Vζ
(
1 +O (r2(d−∆−))) , U ′2− = m2 − VS (1 +O (r2(d−∆−))) . (D.15)
The turning points r±1 are calculated as
r+1 ≃
√
(d+ 1− 2∆−)(d− 1− 2∆−)
2m
, r−1 ≃
√
d2 − 1
2m
. (D.16)
D.3 Steep potentials
In the IR, from (2.28, 3.7, 3.8, A.13), we obtain
Vζ ≃ 3
4
(
δ
δmin
)2 1− 2 ( δmin
δ
− 1)
(r0 − r)2 , (D.17)
VS ≃ 3
4
(
δ
δmin
)2 (4− 2 ( δmin
δ
− 1)+ 3b(γ − γmin)) (1 + b(γ − γmin))
(r0 − r)2 ,
A′η⊥ ≃ − Qℓ
d−1
√
2ℓ2V∞Y∞
( 2d
d−1 − b2)
3
2
d−1
2
b2 − 1
(
ℓ
r0 − r
)1− b
b2− 2
d−1
(γ−γmin)
, B′ζ ≃ −
δ
2
d− 1
r0 − r ,
where δmin is defined in (2.26). Equation (D.8) becomes
U ′2+ = m
2−Vζ
(
1 +O
(
(r0 − r)
2b(γ−γmin)
b2− 2
d−1
))
, U ′2− = m
2−VS
(
1 +O
(
(r0 − r)
2b(γ−γmin)
b2− 2
d−1
))
.
(D.18)
The turning points r±2 are
r+2 ≃r0 −
√
3
2m
δ
δmin
√
1− 2
(
δmin
δ
− 1
)
, (D.19)
r−2 ≃r0 −
√
3
2m
δ
δmin
√(
4− 2
(
δmin
δ
− 1
)
+ 3b(γ − γmin)
)
(1 + b(γ − γmin)).
Using (D.16, D.18, D.19), (D.13) becomes
n+π ≃
(∫ r+a
r+1
dr +
∫ r+2
r+b
dr
)√
m2 − Vζ + (r+a − r+b )m (D.20)
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=√
(d+ 1− 2∆−)(d− 1− 2∆−)
4
∫ 1
(d+1−2∆−)(d−1−2∆−)
4(r+a )
2m2
dy
√
1− y
y3/2
+
+
3
4
δ
δmin
√
1− 2
3
δmin
δ
∫ 1
3
4m2
(
δ
δmin
)2 1−2( δminδ −1)
(r0−r
+
b
)2
dz
√
1− z
z3/2
+ (r+a − r+b )m
= mr0 +O(m0),
where we changed the variable from r to y = (d+1−2∆−)(d−1−2∆−)
4m2r2
and z = 3
4m2
(
δ
δmin
)2 1−2( δmin
δ
−1
)
(r0−r)2 .
From (D.20), we find
mn+ =
π
r0
n+ + . . . (D.21)
Performing the similar calculation for glueballs with the quantum number n−, we
obtain
mn− =
π
r0
n− + . . . (D.22)
Note that the IR end-point r0 depends on (b, γ) and aUV . For example, from figures
1 and 2, we observe that r0 is a monotonically increasing function of aUV .
The ratio of slopes of the two towers is
lim
n→∞
mn−
mn+
= 1. (D.23)
D.4 Soft potentials
We parametrize Y generically as
Y = Y∞e
γϕ (D.24)
instead of Y∞e
√
2(d−1)ϕ. At the end of the calculation, we shall observe that for
1
d+1
< P < 1, γ = γmin =
√
2(d− 1) realizes the asymptotic universality of the
slopes of the glueball spectrum.
By using (3.7, E.29, E.30, E.31), we obtain (see (E.25) for a lower bound on P )
Vζ ≃


v r
2P
1−P + . . . , v ≡ d− 1
8(1− P )2
G2
ℓ2
(
1
ℓ
) 2P
1−P
, for 1
d+1
< P < 1,
V∞ϕ2⋆e
2AIR
4
exp
(
2eAIR
√
2V∞
d− 1r
)
, for P = 1,
d− 1
8(P − 1)2
(
ℓ
G
) 2
P−1 1
(r0 − r)2(1+
1
P−1)
, for 1 < P,
(D.25)
and
VS≃
(√
2
d− 1γ − 1
)2
Vζ , (D.26)
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where the constant G > 0 is defined in (2.45), and AIR, 0 < ϕ⋆ are the integration
constants appearing in (E.27) and (E.29).
Using (A.13), we obtain
A′η⊥ ≃


−Qℓd−1 (d− 1)G
1−P
2
2(1− P )√V∞Y∞
(r
ℓ
) 2−P
2(1−P ) e−
G
2 (
r
ℓ )
1
1−P (γ−γmin)
r
, for 1
d+1
< P < 1,
−Qℓd−1
√
(d− 1)ϕ⋆
2Y∞
eAIR exp
(
eAIR
√
V∞
2(d− 1)r −
ϕ⋆
2
(γ − γmin)ee
AIR
√
2V∞
d−1
r
)
for P = 1,
−Qℓd−1 d− 1
2(P − 1)√V∞Y∞
(
G(r0 − r)
ℓ
) P−2
2(P−1) e
− γ−γmin
2
(
ℓ
G(r0−r)
) 1
P−1
r0 − r , for 1 < P.
(D.27)
In the following, we calculate the So¨mmerfeld quantization conditions for the
three cases, 1
d+1
< P < 1, P = 1, and P > 1.
D.4.1 1
d+1
< P < 1
Using (D.8, D.25, D.26, D.27) and
B′ζ ≃ −
1
ℓ
√
d− 1
2
G
2(1− P )
(r
ℓ
) P
1−P
, (D.28)
we obtain
U ′2+ = m
2 − Vζ
(
1 +O
(
r−
P
1−P e−G(
r
ℓ )
1
1−P (γ−γmin)
))
, (D.29)
U ′2− = m
2 − VS
(
1 +O
(
r−
P
1−P e−G(
r
ℓ )
1
1−P (γ−γmin)
))
.
The turning points r±2 are
r+2 ≃
(
m2
v
) 1−P
2P
, r−2 ≃

 m2(√
2
d−1γ − 1
)2
v


1−P
2P
. (D.30)
Then, (D.13) becomes
n+π ≃
(∫ r+a
r+1
dr +
∫ r+2
r+
b
dr
)√
m2 − Vζ + (r+a − r+b )m (D.31)
= m
1
P
1− P
2P v
1−P
2P
∫ 1
v(r+b )
2P
1−P /m2
dy y
1−3P
2P
√
1− y +O(m)
– 49 –
=
m
1
P
v
1−P
2P
Γ
[
1+P
2P
]
Γ
[
3
2
]
Γ
[
2P+1
2P
] +O(m),
where Vζ is in (D.25), and we changed the variable from r to y = vr
2P
1−P /m2. Solving
for m we obtain
mn+ ≃
(
2
√
π
Γ
[
1+2P
2P
]
Γ
[
1+P
2P
]
)P
v
1−P
2 nP+. (D.32)
Similarly, we obtain
mn− ≃
(
2
√
π
Γ
[
1+2P
2P
]
Γ
[
1+P
2P
]
)P
v
1−P
2
(√
2
d− 1γ − 1
) 1−P
P
nP−, (D.33)
and finally
lim
n→∞
mn+
mn−
=
(√
2
d− 1γ − 1
) 1−P
P
. (D.34)
The value of γ compatible with asymptotic glueball universality is
γ =
√
2(d− 1). (D.35)
This is the exponent used in (2.37).
D.4.2 P = 1
Using (D.8, D.25, D.26, D.27) and
B′ζ ≃ −
eAIR
√
V∞ϕ⋆
2
exp
(
eAIR
√
2V∞
d− 1 r
)
, (D.36)
we obtain
U ′2+ = m
2 − Vζ
(
1 +O
[
exp
(
−eAIR
√
2V∞
d− 1r − ϕ⋆(γ − γmin)e
eAIR
√
2V∞
d−1
r
)])
,
(D.37)
U ′2− = m
2 − VS
(
1 +O
[
exp
(
−eAIR
√
2V∞
d− 1r − ϕ⋆(γ − γmin)e
eAIR
√
2V∞
d−1
r
)])
.
The turning points r±2 are
r+2 ≃
√
d− 1
2V∞
e−AIR
2
log
(
4e−2AIRm2
V∞ϕ2⋆
)
, (D.38)
r−2 ≃
√
d− 1
2V∞
e−AIR
2
log

(√ 2
d− 1γ − 1
)−2
4e−2AIRm2
V∞ϕ2⋆

 .
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The quantization condition (D.13) is
n+π ≃
(∫ r+a
r+1
dr +
∫ r+2
r+
b
dr
)√
m2 − Vζ + (r+a − r+b )m (D.39)
=
√
d− 1
2V∞
e−AIRm
2
∫ 1
V∞ϕ
2
⋆e
2AIR
4m2
dy
√
1− y
y
+O(m)
=
√
d− 1
2V∞
e−AIRm log(m) +O(m),
where Vζ is in (D.25), and we changed variable in the integral from r to y =
V∞ϕ2⋆e
2AIR
4m2
exp
(
2eAIR
√
2V∞
d−1 r
)
.
Solving (D.39) for large m, we obtain
mn+ = 2e
AIR
√
2V∞
d− 1
π
2
n+
log n+
+ . . . (D.40)
Similarly, we obtain
mn− = 2e
AIR
√
2V∞
d− 1
π
2
n−
log n−
+ . . . , (D.41)
and finally
lim
n→∞
mn−
mn+
= 1. (D.42)
D.4.3 P > 1
Using (D.8, D.25, D.26, D.27) and
B′ζ ≃ −
√
d− 1
2
1
2(P − 1)
(
ℓ
G(r0 − r)
) 1
P−1 1
r0 − r , (D.43)
we obtain
U ′2+ = m
2 − Vζ
(
1 +O
(
(r0 − r)
P
P−1 e
−
(
ℓ
G(r0−r)
) 1
P−1 (γ−γmin)
))
, (D.44)
U ′2− = m
2 − VS
(
1 +O
(
(r0 − r)
P
P−1 e
−
(
ℓ
G(r0−r)
) 1
P−1 (γ−γmin)
))
.
The turning points r±2 are
r+2 ≃ r0 −


√
d−1
2
2(P − 1)m


P−1
P (
ℓ
G
) 1
P
, r−2 ≃ r0 −

 γ −
√
d−1
2
2(P − 1)m


P−1
P (
ℓ
G
) 1
P
.
(D.45)
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The quantization condition (D.13) is
n+π ≃
(∫ r+a
r+1
dr +
∫ r+2
r+
b
dr
)√
m2 − Vζ + (r+a − r+b )m (D.46)
=
√
(d+ 1− 2∆−)(d− 1− 2∆−)
4
∫ 1
(d+1−2∆−)(d−1−2∆−)
4(r+a )
2m2
dy
√
1− y
y3/2
+
+
(d− 1)P−12P
2
5
2
− 3
2P P
(
ℓm(P − 1)
G
) 1
P
∫ 1
d−1
8(P−1)2m2
( ℓG)
2
P−1 1
(r0−r
+
b
)
2(1+ 1P−1)
dz
√
1− z
z
3
2
− 1
2P
+(r+a −r+b )m
= mr0 +O
(
m0
)
where Vζ is in (D.25), we changed the integration variable from r to y =
(d+1−2∆−)(d−1−2∆−)
4m2r2
and z = d−1
8(P−1)2m2
(
ℓ
G
) 2
P−1 1
(r0−r)2(1+
1
P−1)
. Solving (D.46) for m asymptotically, we ob-
tain
mn+ =
π
r0
n+ + . . . (D.47)
Similarly, we obtain
mn− =
π
r0
n− + . . . , (D.48)
and finally
lim
n→∞
mn−
mn+
= 1. (D.49)
E. IR asymptotic solutions in soft potentials
In this appendix, we consider the IR asymptotic solutions in soft potentials (2.34)-
(2.37). We first assume 0 ≤ P corresponding to a confining holographic QFT [30].20
We start from (2.13), which can be solved algebraically for S and T as
S = 2
V
dW/dϕ
+
dW 2
2(d− 1)dW/dϕ, T = 2Y
(
d
4(d− 1)W
2 − S
2
2
+ V
)
= Y
(
dW
dϕ
S − S2
)
.
(E.1)
Removing S and T in (2.13), we obtain the second order differential equation for W :
2(dW 2+4(d−1)V )2 d
2W
dϕ2
+2(d−1)
[
(dW 2 + 4(d− 1)V )∂ϕY
Y
+ 4(d− 1)∂ϕV
](
dW
dϕ
)3
−
(E.2)
−(dW 2+4(d−1)V )dW
dϕ
[
(dW 2 + 4(d− 1)V )∂ϕY
Y
+ 2
(
4(d− 1)∂ϕV + dW dW
dϕ
)]
= 0.
20At the end of the appendix, we shall see a sharper bound on P (E.25) requiring the consistency
of the expansion.
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We solve (E.2) asymptotically to derive the IR expression of W . Since (E.2) is a
second order differential equation, the solution has the two integration constants. As
in the non-axionic case, one of the integration constants corresponds to the singular
solutions with W ∼ S ∼ e
√
d
2(d−1)
ϕ
. These generic solutions violate the Gubser
bound [49] and are not acceptable. Potentially regular solutions have the following
structure:
W = W∞ϕ
Pwewϕ + . . . , S ≃ S∞ϕPsesϕ + . . . , (E.3)
for ϕ→∞, where W∞ and S∞ are positive.
By using (2.34) and (E.3), at the leading order in the IR, (E.2) becomes
wW∞ϕ
Pwewϕ
[
16(d− 1)
√
2(d− 1)
{
(d+ 1)−
√
2(d− 1)w
}
V 2∞ϕ
2P e2
√
2
d−1
ϕ+ (E.4)
+d
√
2(d− 1){d− 2(d− 1)w2}W 4∞ϕ4Pwe4wϕ+
+8d
{
(d− 1)w
(
1 +
√
2(d− 1)w
)
− d
√
2(d− 1)
}
V∞W
2
∞ϕ
P+2Pwe
√
2
d−1
ϕ+2wϕ
]
= 0.
This indicates the relation
w =
√
1
2(d− 1) , Pw =
P
2
, (E.5)
and (E.4) becomes
d(d− 1)W∞
(
4V∞ −W 2∞
)2
ϕ5P/2e
5√
2(d−1)
ϕ
= 0. (E.6)
From (E.6), we obtain
W = 2
√
V∞ϕ
Pwewϕ + . . . (E.7)
From (E.1), the IR behaviors of S and T are given by
S =
√
2V∞
d− 1ϕ
P/2e
1√
2(d−1)
ϕ
+ . . . (E.8)
T ≃ T∞ϕP e
√
2
d−1
dϕ, T∞ = 0. (E.9)
Summarizing so far, the leading IR solutions are given by (E.7, E.8, E.9).
Next, we consider the subleading order solution,
W =
(
2
√
V∞ϕ
P
2 +WP
2
−1ϕ
P
2
−1 +O
(
ϕ
P
2
−2
))
e
1√
2(d−1)
ϕ
. (E.10)
By substituting (E.10) into (E.2), we obtain the condition
V
3
2∞
(
2d(d− 1)W 2P
2
−1 −
√
2(d− 1)V∞(1 + (3d− 1)P )WP
2
−1 + 2P (1 + (d− 1)P )V∞
)
= 0,
(E.11)
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from O
(
ϕ
5P
2
−2e
5√
2(d−1)
ϕ
)
term. We obtain two solutions WP
2
−1 = W
(S)
P
2
−1, W
(L)
P
2
−1:
W
(S)
P
2
−1 ≡ P
√
2V∞
d− 1 , W
(L)
P
2
−1 ≡
P (d− 1) + 1
d
√
V∞
2(d− 1) . (E.12)
Next, from (E.1) and (E.10), the asymptotic expansion of S is given by
S =


(√
2V∞
d− 1ϕ
P
2 + P
d
√
V∞
d− 1 ϕ
P
2
−1
)
e
1√
2(d−1)
ϕ
for WP
2
−1 =W
(S)
P
2
−1
(√
2V∞
d− 1ϕ
P
2 +
2d− 1− P (d− 1)
2d(d− 1)
√
V∞ϕ
P
2
−1
)
e
1√
2(d−1)
ϕ
for WP
2
−1 = W
(L)
P
2
−1,
(E.13)
Finally, by using (E.1), (E.10), (E.12) and (E.13), we obtain
T =


0 for WP
2
−1 = W
(S)
P
2
−1
P (d+ 1)− 1
d
2V∞Y∞√
2(d− 1)ϕ
P−1e
√
2
d−1
dϕ for WP
2
−1 = W
(L)
P
2
−1.
(E.14)
We observe that the solution W
(L)
P
2
−1 would not be a good one because the axion vev
is fixed independently of the axion source (see also the discussion in [48]). In the
following, we use W
(S)
P
2
−1.
We add the effect of the axion vev to the solutions found in (E.10, E.13, E.14).
From (E.10) and (E.13) with WP
2
−1 = W
(S)
P
2
−1 in (E.12), we observe
d
d− 1
W
S
= d
√
2
d− 1 −
dP
ϕ
. (E.15)
By solving (2.13), we obtain
T = Dϕ−dP e
√
2
d−1
dϕ, (E.16)
where D is an integration constant associated with the axion. The mass dimension
of D is 2. Next, we investigate the effect of the integration constant D on W and S.
We denote
W = W |D=0 + δW , S = S|D=0 + δS, (E.17)
where δW and δS are assumed to be small. From (2.13) with (E.16), we obtain
δS − d(δW )
dϕ
= − D
Y∞
√
d− 1
2V∞
ϕ−(d+
1
2)P e
1√
2(d−1)
ϕ
. (E.18)
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By substituting (E.17) and (E.18) into the third equation of (2.13), we observe
−2
√
2V∞
d− 1ϕ
(d+ 12)P
d(δW )
dϕ
+
2d
√
V∞
d− 1 ϕ
(d+ 12)P δW +
D
Y∞
e
1√
2(d−1)
ϕ
= 0. (E.19)
For ϕ→∞, the solution satisfying the Gubser bound is
δW = − D
2
√
V∞Y∞
ϕ−(d+
1
2)P e
1√
2(d−1)
ϕ
. (E.20)
By using (E.18) and (E.20), we find
δS = − D(2d− 1)
2
√
2(d− 1)V∞Y∞
ϕ−(d+
1
2)P e
1√
2(d−1)
ϕ
. (E.21)
Combining all the above, we obtain (2.40) in the main text. Note that the
corrections including D to W and S are not exponentially suppressed compared to
the solutions (E.10) and (E.13), but are suppressed by the power of ϕ.
We notice that O(D2) contribution to the scalar function T can be calculated
by substituting (2.40) into the second equation of (2.13):
1
T
dT
dϕ
= d
√
2
d− 1 −
dP
ϕ
+
Dd
V∞Y∞
√
d− 1
2
ϕ−(d+1)P . (E.22)
By integrating (E.22), we obtain
T = Dϕ−dP exp
(
d
√
2
d− 1ϕ+
Dd
V∞Y∞
√
d− 1
2
1
1− (d+ 1)P ϕ
1−(d+1)P
)
. (E.23)
From (2.13) with (E.17, E.23), we observe
δW, δS ∼ Dϕ−(d+ 12)P e
√
1
2(d−1)
ϕ+ Dd
V∞Y∞
√
d−1
2
1
1−(d+1)P
ϕ1−(d+1)P
. (E.24)
Therefore, if we require that the correction coming from axion vev does not change
the leading asymptotic behavior in (E.10) and (E.13), we obtain a bound on P as
1− (d+ 1)P < 0. (E.25)
In the following, we assume this inequality.
Finally, we derive the IR asymptotic behavior of A, ϕ, and a. From (2.12, 2.40),
we obtain
dA
dϕ
= − 1√
2(d− 1) +
P
2
1
ϕ
− D
V∞Y∞
√
d− 1
8
ϕ−(d+1)P + . . . (E.26)
Hence, the IR asymptotics of the scale factor A is
A = AIR− ϕ√
2(d− 1)+
P
2
logϕ− D
V∞Y∞
√
d− 1
8
1
P (d+ 1)− 1ϕ
1−(d+1)P+. . . , (E.27)
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where AIR is an integration constant.
From (2.12) and (2.8) (2.40), we obtain
dϕ
dr
= eAS = eAIRϕP
√
2V∞
d− 1
(
1− D
V∞Y∞
√
d− 1
8
1
P (d+ 1)− 1ϕ
1−(d+1)P + . . .
)
,
(E.28)
where we assumed (E.25). By solving (E.28), we obtain the expression of ϕ as the
function of r:
ϕ =


(
(1− P )eAIR
√
2V∞
d− 1(r − r0)
) 1
1−P
+ . . . , for P 6= 1,
ϕ⋆e
eAIR
√
2V∞
d−1
r
+ . . . , for P = 1.
(E.29)
where ϕ⋆ > 0 and r0 are integration constants. We observe that the IR end-point
corresponds to r → ∞ for P ≤ 1 and r → (finite) = r0 for P > 1. By combining
(E.27) and (E.29), the behavior of the scale factor in the IR is
eA ∼


exp
[
− 1√
2(d− 1)
(
(1− P )eAIR
√
2V∞
d− 1(r − r0)
) 1
1−P
]
, for P 6= 1,
exp
(
− 1√
2(d− 1)ϕ⋆e
eAIR
√
2V∞
d−1
r
)
, for P = 1.
(E.30)
By integrating (2.11), the IR asymptotic solution of the axion field is
a = −sign(Q)
∫ ∞
ϕ
dϕ
√
T
Y S
≃ −sign(Q)
√
D
Y∞
√
d− 1
2V∞
∫ ∞
ϕ
dϕϕ−
d+1
2
P e−
√
d−1
2
ϕ (E.31)
≃ −sign(Q)
Y∞
√
D
V∞
ϕ−
d+1
2
P e−
√
d−1
2
ϕ,
where (2.34) and (2.40) are used. Furthermore, using (E.27), we obtain
a ≃ −sign(Q)
Y∞
√
D
V∞
(√
2(d− 1)(AIR − A)
)−dP
e−(d−1)(AIR−A). (E.32)
By using (E.32) and the identification (2.30), we obtain the energy dependence of
the axion field, (2.46).
F. Derivation of the quadratic fluctuation equations
In this appendix, we provide a derivation of the quadratic fluctuation equations (3.5).
Under a (d + 1)-dimensional diffeomorphism (δxµ = ξµ, δr = ξd+1), the fluctuations
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defined in (3.1) transform as
hµν → hµν − ∂µξν − ∂νξµ − 2ηµνA′ξd+1 , Bµ → Bµ − ξ′µ − ∂µξd+1. (F.1)
φ→ φ− ξ5′ −A′ξd+1 , δϕ→ δϕ− ϕ′ ξd+1 , δa→ δa− a′ξd+1. (F.2)
Notice that, δa is a gauge invariant quantity if the axion does not change along with
the flow, but this is not true in the presence of the non-trivial axion RG flow.
By substituting (3.1) into (2.1), we obtain
S =Md−1p
∫
ddxdre(d−1)A
√
−g˜
[
R˜ + d(d− 1)g˜ab∂aA∂bA− 1
2
g˜ab∂aϕ∂bϕ− 1
2
Y g˜ab∂aa∂ba− e2AV
]
.
(F.3)
Here R˜ is the Ricci curvature constructed from g˜ab defined in (3.1).
We expand the action (F.3) to quadratic order in the fluctuations defined in
(3.1). The result is
S(2) = Md−1p
∫
ddxdr
[
e(d−1)A
{
L(2)ein −
1
4
h′ρσh
′ρσ +
1
4
h′2 − 1
4
FµνF
µν− (F.4)
−(∂µφ)(∂νhµν − ∂µh) +
(
h′
2
+ φ′
)
(ϕ′δϕ+ Y a′δa) + 2φ (ϕ′δϕ′ + Y a′δa′) +
+Bµ (ϕ′∂µδϕ+ Y a
′∂µδa) + φ(∂ϕY )a
′2δϕ− 1
2
(
∂µδϕ∂
µδϕ+ Y ∂µδa∂
µδa
)
−
−1
2
(
(δϕ′)2 + Y (δa′)2
)
− (∂ϕY )a′δϕδa′ −
(
e2A∂2ϕV +
∂2ϕY
2
a′2
)
(δϕ)2
2
}
−
− (e(d−1)ABµ)′ (∂µh− ∂νhµν)− (e(d−1)A)′
(
2Bµ∂
µφ+ (φ2)′ + φh′
)]
,
where h ≡ hµµ, Fµν ≡ ∂µBν − ∂νBµ and
L(2)ein = −
1
4
(∂µhρσ) (∂
µhρσ)+
1
2
(∂µh
µρ)(∂νhνρ)− 1
2
(∂νh)(∂µhµν)+
1
4
(∂µh)(∂
µh), (F.5)
is the quadratic part of the d-dimensional Einstein-Hilbert Lagrangian.
From (F.4), the equations of motion for the fluctuations are
h′′µν + (d− 1)A′h′µν + ∂2hµν − 2∂ρ∂(µhν)ρ + ∂µ∂ν(h + 2φ)−
(e(d−1)A∂(µBν))′
e(d−1)A
+ (F.6)
+ηµν
(
− h′′− (d− 1)A′h′− ∂2(h+2φ) + 2(d− 1)A′φ′+2(d− 1)(A′′+ (d− 1)A′2)φ−
−(e
(d−1)Aϕ′δϕ+ Y a′δa))′
e(d−1)A
+ 2
(e(d−1)A∂µBµ)′
e(d−1)A
+ ∂ρ∂σh
ρσ
)
= 0,
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(∂ρ∂ρηµν − ∂µ∂ν)Bν − ∂νh′µν + ∂µ
(
− 2(d− 1)A′φ+ h′ + ϕ′δϕ+ Y a′δa
)
= 0, (F.7)
−∂µ∂µh+ ∂µ∂νhµν − (d− 1)A′h′ + 2(d− 1)(A′′ + (d− 1)A′2)φ+ (F.8)
+2(d− 1)A′∂µBµ − e−(d−1)A
(
e(d−1)Aϕ′
)′
δϕ+ (ϕ′δϕ′ + Y a′δa′) + a′2δϕ∂ϕY = 0,
δϕ′′ + (d− 1)A′δϕ′ + ∂µ∂µδϕ−
(
e2A∂2ϕV +
1
2
a′2∂2ϕY
)
δϕ− (F.9)
−2e−(d−1)A (e(d−1)Aϕ′)′ φ+ ϕ′(h′
2
− ∂µBµ − φ′
)
+ ∂ϕY
(
a′2φ− a′δa′) = 0,
Y δa′′ + [(d− 1)A′Y + ϕ′∂ϕY ] δa′ + Y ∂µ∂µδa+ (F.10)
+e−(d−1)A
(
e(d−1)Aa′∂ϕY δϕ
)′
+ Y a′
(
h′
2
− ∂µBµ − φ′
)
= 0,
where X(µν) ≡ 12(Xµν + Xνµ). The equations (F.6), (F.7), (F.8), (F.9) and (F.10)
correspond to the variation with respect to hµν , Bµ, φ, δϕ, and δa, respectively.
Next, we perform the decomposition of Bµ and hµν as in (3.2) and (3.3). The
transformation law under (d+ 1)-dimensional diffeomorphism is
ψ → ψ − A′ξd+1 , E → E − ξ , V Tµ = ξTµ , hTTµν → hTTµν . (F.11)
Here we take δxµ = ξµ = ξTµ + ∂µξ and δr = ξd+1 where ∂µξTµ = 0. The equations
of motion are decomposed into the scalar, vector, and tensor modes. The equation
for the transverse traceless tensor mode is
hTTµν
′′
+ (d− 1)A′hTTµν ′ + ∂2hTTµν = 0. (F.12)
The equations for the scalar modes are
∂µ
(
2(d− 1)ψ′ − 2(d− 1)A′φ+ ϕ′δϕ+ Y a′δa
)
= 0, (F.13)
−2(d−1)∂µ∂µψ−2d(d−1)A′ψ′+2(d−1)
(
A′′+(d−1)A′2
)
φ+2(d−1)A′∂µ∂µ(W−E ′)−
(F.14)
−e−(d−1)A (e(d−1)Aϕ′)′ δϕ+ (ϕ′δϕ′ + Y a′δa′) + a′2∂ϕY δϕ = 0,
δϕ′′ + (d− 1)A′δϕ′ + ∂µ∂µδϕ−
(
e2A∂2ϕV +
1
2
a′2∂2ϕY
)
δϕ− (F.15)
−2e2A∂ϕV φ+ ϕ′
(
dψ′ − ∂µ∂µ(W −E ′)− φ′
)
− ∂ϕY ′aδa′ = 0,
Y δa′′ + [(d− 1)A′Y + ϕ′(∂ϕY )]δa′ + Y ∂µ∂µδa+ (F.16)
+e−(d−1)A
(
e(d−1)Aa′∂ϕY δϕ
)′
+ Y a′
(
dψ′ − ∂µ∂µ(W − E ′)− φ′
)
= 0.
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From (F.13) and (F.14), we observe
φ =
1
A′
(
ψ′ +
ϕ′δϕ+ Y a′δa
2(d− 1)
)
, (F.17)
dψ′−∂µ∂µ(W−E ′)−φ′ = − 1
A′
[
∂µ∂µψ + ψ
′′ −
(
2
A′′
A′
+ (d− 1)A′
)
ψ′
]
− e
2A∂ϕV
(d− 1)A′ δϕ+
(F.18)
+
(
A′′
(d− 1)A′2 + 1
)
(ϕ′δϕ+ Y a′δa) .
By substituting (F.17) and (F.18) into (F.15) and (F.16), we obtain (3.5).
For convenience, we write down the expression Bζ in (3.7) in terms of the scalar
functions and ǫ,
Bζ =
d− 1
2
A+
1
2
log
σ′2
A′2
=
d− 1
2
A +
1
2
log
S2 + T
Y
W 2
=
d− 1
2
A+
1
2
log ǫ, (F.19)
where ǫ is defined in (A.9).
G. A coordinate transformation
Numerically, it turns out to be convenient to change the coordinate from r to A. By
using A as a coordinate, the equation (3.5) becomes
− d2
dA2
+

 VζA 2η⊥
(
dBζA
dA
+ 1
η⊥
dη⊥
dA
+ d
dA
)
2η⊥
(
dBζA
dA
− d
dA
)
VSA



(ψ˜ζA
ψ˜SA
)
=
∂µ∂µ
A′2
(
ψ˜ζA
ψ˜SA
)
,
(G.1)
where
ψ˜ζA = e
−Fψζ , ψ˜SA = e
−FψS , F ≡ −A
2
− 1
2
logW. (G.2)
VζA =
d2BζA
dA2
+
(
dBζA
dA
)2
, BζA = Bζ − F = d
2
A+
1
2
log
S2 + T
Y
W
, (G.3)
VSA =
d2BSA
dA2
+
(
dBSA
dA
)2
+
e2A
A′2
V;ss+η
2
⊥−(d−1)ǫRfs, BSA =
d
2
A+
1
2
logW. (G.4)
Furthermore, dψ˜/dA terms in the equation (G.1) can be eliminated by the re-
definition, (
ψ˜ζA
ψ˜SA
)
= R
(
ψζA
ψSA
)
, R ≡
(
cosΦ sinΦ
− sin Φ cos Φ
)
,
dΦ
dA
= η⊥. (G.5)
The integration constant of Φ corresponds to the freedom to rotate the basis with a
r-independent matrix. As a result, we obtain (3.15).
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H. Analytic continuation
To compute cubic coupling among the glueballs, we start from the reference [66]
where non-gaussianities in the multi-field inflation are calculated. By analytically
continuing to the setup in holography [67, 68], we shall obtain cubic interaction
terms. We focus on d = 3 in this appendix.
H.1 Cubic couplings in cosmology
In cosmology, the action is
Scosmology =
∫
d4x
√−g
[
M¯2p
2
R − 1
2
G¯IJg
ab∂aφ¯
I∂bφ¯
J − V¯ (ϕ)
]
, (H.1)
where the background metric is
ds2 = −dt2 + e2Aδijdxidxj = e2A
(−dτ 2 + δijdxidxj) , (H.2)
and the field space metric is
G¯IJ =
(
G¯ϕϕ G¯ϕa
G¯aϕ G¯aa
)
=
(
1 0
0 Y (ϕ¯)
)
, φ¯I =
(
ϕ¯
a¯
)
. (H.3)
By taking the comoving gauge, the metric of the spacetime with the fluctuation
is
ds2 = −N2dt2 + e2Ae2ζ¯δij
(
dxi +N idt
) (
dxj +N jdt
)
(H.4)
= e2A
[
−N2dτ 2 + e2ζ¯δij
(
dxi +N idt
) (
dxj +N jdt
)]
,
where N is the lapse function, and N i is the shift vector. In this section, we use a
dot for the derivative with respect to t. The fluctuations α and θ are defined as
N = 1 + α, N i = δij
∂jθ
e2A
. (H.5)
Next, we define the adiabatic and entropic field fluctuations. To this end, we
consider the geometry of the field space. The nonzero components of the Christoffel
symbol are
Γ¯ϕaa = −
1
2
∂ϕY¯ , Γ¯
a
ϕa = Γ¯
a
aϕ =
1
2
∂ϕY¯
Y¯
. (H.6)
The field space Ricci scalar and Riemann tensor are
R¯fs =
(∂ϕY¯ )
2
2Y¯ 2
− ∂
2
ϕY¯
Y¯
, R¯IJKL =
R¯fs
2
(GIKGJL −GILGJK) . (H.7)
The vielbein along the background field trajectory is
e¯Iσ =
1
σ¯′
(ϕ¯′, a¯′) , e¯σI =
1
σ¯′
(
ϕ¯′, Y¯ a¯′
)
, (H.8)
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where a prime stands for τ -derivative, and σ¯′ =
√
G¯IJ φ¯′I φ¯′J =
√
ϕ¯′2 + Y¯ a¯′2. The
basis orthogonal to eIσ is
e¯Is =
√
Y¯
σ¯′
(
a¯′,− ϕ¯
′
Y¯
)
, e¯sI =
√
Y
σ¯′
(a¯′,−ϕ¯′) . (H.9)
The adiabatic and entropic field fluctuations are
e¯σI φ¯
I =
ϕ¯′δϕ¯+ Y¯ a¯′δa¯
σ¯′
, F¯ ≡ e¯sI φ¯I =
√
Y¯
a¯′δϕ¯− ϕ¯′δa¯
σ¯′
. (H.10)
Note that e¯σI φ¯
I = 0 in the comoving gauge.
The fluctuations in (H.5) are related to the other fluctuations,
α =
˙¯ζ
H¯
+ ..., θ = − ζ¯
H¯
+ χ¯+ ..., (H.11)
where χ¯ and H¯ are defined as
e−A∂2χ¯ = ǫ¯ζ¯ ′ +
σ¯′η¯⊥
M¯2p
F¯ , H¯ ≡
˙(eA)
eA
= e−AA′, (H.12)
The slow-roll parameters are
ǫ¯ ≡ −
˙¯H
H¯2
= 1− A
′′
A′2
, η¯ ≡ ˙¯ǫ
H¯ǫ¯
=
2A′′2 − A′A′′′
A′2(A′2 −A′′) . (H.13)
The projection of the covariant derivative of the potential along the entropic
direction is
V¯;ss ≡ e¯Is e¯Js V¯;IJ = e¯Is e¯Js
(
∂I∂J V¯ − Γ¯KIJ∂K V¯
)
=
1
σ¯′2
[
1
2
(∂ϕ¯V¯ )ϕ¯
′2∂ϕ¯Y¯
Y¯
+ (∂2ϕ¯V¯ )Y¯ a¯
′2
]
,
(H.14)
V¯;sss = e¯
I
s e¯
J
s e¯
K
s V¯;IJK . (H.15)
The bending parameter η¯⊥ is defined as
Dτ e¯Iσ = eAH¯η¯⊥e¯Is, Dτ e¯Is = −eAH¯η¯⊥eIσ, (H.16)
where the action of Dτ is DτAI ≡ ∂τAI + Γ¯IJK(∂τ φ¯J)AK . The explicit form of η⊥ is
η¯⊥ =
√
Y¯ a¯′
A′σ¯′2
(
ϕ¯′′ − a¯
′′
a¯′
ϕ¯′ − ∂ϕ¯Y¯
Y¯
ϕ¯′2 − ∂ϕ¯Y¯
2
a¯′2
)
=
√
Y¯ a¯′
e2A∂ϕ¯V¯
A′σ¯′2
, (H.17)
From (3.5) in [66], the cubic couplings are
(
S(3)
)
cosmology
=
∫
dtd3x
(L(3))
cosmology
=
∫
dτd3xeA
(L(3))
cosmology
, (H.18)
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(L(3))
cosmology
= M¯2p e
A
[
ǫ¯(ǫ¯− η¯)ζ¯ ′2ζ¯ + ǫ¯(ǫ¯+ η¯)ζ¯(∂ζ¯)2 +
ǫ¯
2
− 2
e2A
(∂ζ¯)(∂χ¯)∂2χ¯+
ǫ¯
4e2A
∂2ζ¯(∂χ¯)2
]
+
(H.19)
+e3A
[
1
2
m¯2s(ǫ¯+ µ¯s)ζ¯F¯2 + (2ǫ¯− η¯ − 2λ¯⊥)
σ¯′η¯⊥
e2A
ζ¯ ζ¯ ′F¯ + σ¯
′η¯⊥
e3AH¯
(∂ζ¯)2F¯−
− σ¯
′η¯⊥
e3AH¯
ζ¯ ′2F¯ − H¯
2η¯2⊥ − ǫ¯M¯2p H¯2R¯fs
eAH¯
ζ¯ ′F¯2 − V¯;sss − 2e
−Aσ¯′H¯η¯⊥R¯fs + ǫ¯M¯2p H¯
2R¯fs,s
6
F¯3+
+2e−2Aǫ¯ζ¯
(F¯ ′2 + (∂F¯)2)− e−3AF¯ ′∂F¯∂χ¯]+D + E .
where
D = d
dt
{
− e
A
2H¯
ζ¯(∂F¯)2+ e
AM¯2p
H¯
(1− ǫ¯)ζ¯(∂ζ¯)2−9H¯M¯2p e3Aζ¯3−
e3A
2H¯
(
m¯2s + 4H¯
2η¯2⊥
)
ζ¯F¯2
(H.20)
− M¯
2
p
4eAH¯3
(∂ζ¯)2∂2ζ¯ − ζ¯ p¯
2
ζ
4ǫ¯H¯e3AM¯2p
+
˙¯ση¯⊥
ǫ¯H¯M¯2p
F¯ ζ¯ p¯ζ − ζ¯
8e3AH¯M¯2p
(
∂−2p¯ζ,ij∂
−2p¯ζ,ij − p¯2ζ
)
+
+
ζ¯
4eAH¯2
(
ζ¯,ij∂
−2p¯ζ,ij − ∂2ζ¯ p¯ζ
)− 1
2H¯e3A
ζ¯ p¯2F
}
,
and
E = e
3A
H¯
Eζ
[
˙¯ζζ¯ − 1
4e2AH¯
{
(∂ζ¯)2 − ∂i∂j
∂2
(∂iζ¯∂j ζ¯)− 2H¯
(
∂ζ¯∂χ¯− ∂i∂j
∂2
(∂iζ¯∂jχ¯)
)}]
+
e3A
H¯
EF ζ¯ ˙¯F .
(H.21)
Here we have defined
m¯2s = V¯;ss − H¯2η¯2⊥ + ǫ¯H¯2M¯2p R¯fs, (H.22)
λ¯⊥ ≡
˙¯η⊥
H¯η¯⊥
=
η¯′⊥
A′η¯⊥
, µ¯s ≡
˙¯m2s
H¯m¯2s
=
(m¯2s)
′
A′m¯2s
, (H.23)
p¯ζ ≡ 2e2AM¯2p
(
ǫ¯ζ¯ ′ +
σ¯′η¯⊥
M¯2p
F¯
)
, p¯F ≡ e3A ˙¯F = e2AF¯ ′, (H.24)
Eζ ≡ 2M¯3p
[
e−4A
(
e2Aǫ¯ζ¯ ′
)′ − e−2Aǫ¯ ∂2ζ¯]+ 2e−4A (e2Aσ¯′η¯⊥F¯)′ , (H.25)
EF ≡ e−4A
(
e2AF¯ ′)′ − e−2A∂2F¯ + m¯2sF¯ − 2e−2Aσ¯′η¯⊥ζ¯ ′, (H.26)
R¯fs,s ≡ eIs∂IR¯fs, (H.27)
∂2 ≡ δij∂i∂j , (∂...)2 ≡ δij(∂i...)(∂j ...). (H.28)
Notice that D is the total derivative term, and E vanishes after imposing the equation
of motion (The equations of motion is Eζ = EF = 0), and therefore we can omit these
terms.
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H.2 Analytic continuation to our spacetime
The cubic coupling for our spacetime (3.1) is obtained by the replacement [67, 68]:
M¯2p → −2M2p , G¯IJ → −M2pGIJ , V¯ →M2pV, Y¯ → Y, (H.29)
Γ¯IJK → ΓIJK , ∂2 → ηµν∂µ∂ν , (∂...)2 → ηµν(∂µ...)(∂ν ...),
R¯fs → −Rfs
M2p
, V¯;ss → −V;ss, H¯ → H, ζ¯ → ζ, ǫ¯→ ǫ, η¯ → η, χ¯→ χ,
m¯2s → −m2s, µ¯s → µs, η¯⊥ → η⊥, λ¯⊥ → λ⊥.
F¯2 → −M2pF2, σ¯′F¯ → −M2pσ′F , V¯;sssF¯3 →M2pV;sssF3, R¯fs,sF¯3 → Rfs,sF3,
and a prime stands for r-derivative instead of τ -derivative. Here m2s is (3.7), ζ,F are
ζ ≡ σ
′
A′
ψ − ϕ
′δϕ+ Y a′δa
σ′
= e−Aψζ , F ≡
√
Y
a′δϕ− ϕ′δa
σ′
= −e−AψS , (H.30)
and χ satisfies
e−A∂2χ = ǫζ ′ +
σ′η⊥
2
F . (H.31)
After the replacement, we obtain the action at the cubic order in the fluctuations
S(3) as
S(3) =
∫ rIR
rUV
dr
∫
d3x eAL(3) = −
∫ ∞
−∞
dA
∫
d3x
eA
A′
L(3), (H.32)
L(3)
M2p
= −2eA
[
ǫ(ǫ− η)ζ ′2ζ + ǫ(ǫ+ η)ζ(∂ζ)2 +
ǫ
2
− 2
e2A
(∂ζ)(∂χ)∂2χ+
ǫ
4e2A
∂2ζ(∂χ)2
]
+
(H.33)
+e3A
[
1
2
m2s(ǫ+ µs)ζF2 − (2ǫ− η − 2λ⊥)
σ′η⊥
e2A
ζζ ′F + σ
′η⊥
e3AH
F (ζ ′2 − (∂ζ)2)+
+
H2η2⊥ − 2ǫH2Rfs
eAH
ζ ′F2 − V;sss + 2e
−Aσ′Hη⊥Rfs − 2ǫH2Rfs,s
6
F3−
−2e−2Aǫζ (F ′2 + (∂F)2)+ e−3AF ′∂F∂χ]
where we have omitted the terms corresponding to D and E .
From (H.30), (3.6), (G.2), (G.5),
(
ζ
F
)
= e−A
(
1 0
0 −1
)(
ψζ
ψS
)
=
e−
3
2
A
√
W
(
1 0
0 −1
)(
ψ˜ζA
ψ˜SA
)
=
e−
3
2
A
√
W
(
1 0
0 −1
)(
cosΦ sinΦ
− sin Φ cosΦ
)(
ψζA
ψSA
)
.
(H.34)
Depending on the structure of the interaction, the cubic terms are
L(3) = L(3)Ψ3 + L(3)Ψ(∂Ψ)2 + L
(3)
Ψ(∂Ψ)(∂χ) + L(3)(∂2Ψ)(∂χ)2 , (H.35)
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where
L(3)Ψ3
M2p
= −2eAǫ(ǫ−η)ζ ′2ζ+ e
3A
2
m2s(ǫ+µs)ζF2−eA(2ǫ−η−2λ⊥)σ′η⊥ζζ ′F+
σ′η⊥
H
Fζ ′2+
(H.36)
+e2A
H2η2⊥ − 2ǫH2Rfs
H
ζ ′F2 − V;sss + 2e
−Aσ′Hη⊥Rfs − 2ǫH2Rfs,s
6
e3AF3 − 2eAǫζF ′2
≡ −A
′
eA
CΨ3,ijkψ
(3)
i ψ
(3)
j ψ
(3)
k ,
L(3)
Ψ(∂Ψ)2
M2p
= −2eAǫ(ǫ+η)ζ(∂ζ)2−σ
′η⊥
H
F(∂ζ)2−2eAǫζ(∂F)2 ≡ −A
′
eA
CΨ(∂Ψ)2,ijkψ
(3)
i
(
∂ψ
(3)
j
)(
∂ψ
(3)
k
)
,
(H.37)
L(3)Ψ(∂Ψ)(∂χ)
M2p
= −2
ǫ
2
− 2
eA
(∂ζ)(∂χ)∂2χ+F ′∂F∂χ ≡ −A
′
eA
CΨ(∂Ψ)(∂χ),ijkψ
(3)
i
(
∂ψ
(3)
j
)( ∂
∂2
ψ
(3)
k
)
,
(H.38)
L(3)
(∂2Ψ)(∂χ)2
M2p
= − ǫ
2eA
∂2ζ(∂χ)2 ≡ −A
′
eA
C(∂2Ψ)(∂χ)2,ijk
(
∂2ψ
(3)
i
)( ∂
∂2
ψ
(3)
j
)(
∂
∂2
ψ
(3)
k
)
,
(H.39)
where ψ
(3)
i is the 3d part of the KK decomposition (3.12).
The effective action describing the cubic interaction of three dimensional glueball
is
S = −
∫
d3x
∫ ∞
−∞
dA
eA
A′
(
L(3)Ψ3 + L(3)Ψ(∂Ψ)2 + L
(3)
Ψ(∂Ψ)(∂χ) + L(3)(∂2Ψ)(∂χ)2
)
(H.40)
=
∫
d3x
[
DΨ3,ijkψ
(3)
i ψ
(3)
j ψ
(3)
k +DΨ(∂Ψ)2,ijkψ
(3)
i
(
∂ψ
(3)
j
)(
∂ψ
(3)
k
)
+
+DΨ(∂Ψ)(∂χ),ijkψ
(3)
i
(
∂ψ
(3)
j
)( ∂
∂2
ψ
(3)
k
)
+D(∂2Ψ)(∂χ)2,ijk
(
∂2ψ
(3)
i
)( ∂
∂2
ψ
(3)
j
)(
∂
∂2
ψ
(3)
k
)]
where
DΨ3,ijk =
∫ ∞
−∞
dACΨ3,ijk, DΨ(∂Ψ)2,ijk =
∫ ∞
−∞
dACΨ(∂Ψ)2, ijk, (H.41)
DΨ(∂Ψ)(∂χ),ℓmn =
∫ ∞
−∞
dACΨ(∂Ψ)(∂χ),ℓmn, D(∂2Ψ)(∂χ)2,ℓmn =
∫ ∞
−∞
dAC(∂2Ψ)(∂χ)2,ℓmn
(H.42)
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