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ABSTRACT
STOCHASTIC LOT SIZING PROBLEMS UNDER
MONOPOLY
I˙hsan Yanıkog˘lu
M.S. in Industrial Engineering
Supervisor: Assoc. Prof. Dr. Hande Yaman
July, 2009
In this thesis, we study stochastic lot sizing problems under monopoly. We con-
sider production planning of a single item using uncapacitated resources over a
multi-period time horizon. The demand uncertainty is modeled via a scenario tree
structure. Each node of the tree corresponds to a scenario of demand realization
with an associated probability.
We first consider the stochastic lot sizing problem under monopoly (SLS),
which addresses the period based production plan of a manufacturer with un-
certain demands and a monopolistic supplier. We propose an exact dynamic
programming algorithm to solve the SLS problem in polynomial time. The sec-
ond problem we consider, the stochastic lot sizing problem with extra ordering
(SLSE), is based on two-stage stochastic programming. In addition to the period
based production decision variables of the SLS model, there exist scenario based
extra ordering decision variables in the problem setting of SLSE. We develop two
families of valid inequalities for the feasible region of the introduced SLSE model.
The required separation algorithms of both valid inequalities are presented along
with their implementations with branch-and-cut algorithm in solving SLSE. An
extensive computational analysis with branch-and-cut algorithms shows the ef-
fectiveness of these inequalities.
Keywords: stochastic lot sizing problem, two-stage stochastic programming, sce-
nario tree, dynamic programming, branch-and-cut algorithm.
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O¨ZET
TEKEL ALTINDA RASSAL O¨BEK BOYUTLANDIRMA
PROBLEMLERI˙
I˙hsan Yanıkog˘lu
Endu¨stri Mu¨hendislig˘i, Yu¨ksek Lisans
Tez Yo¨neticisi: Doc¸. Dr. Hande Yaman
Temmuz, 2009
Bu tezde, tekel altında rassal o¨bek boyutlandırma problemleri c¸alıs¸ılmıs¸tır. Tek
bir birimin sınırsız kaynak ile c¸ok do¨nemli zaman c¸evreninde u¨retim planla-
ması ele alınmıs¸tır. Talep belirsizlig˘i bir senaryo ag˘acı yapısıyla modellenmis¸tir.
Senaryo ag˘acındaki herbir du¨g˘u¨m, belirli bir talep miktarının ilis¸kili bir olasılıkla
gerc¸ekles¸tig˘i bir senaryoya kars¸ılık gelmektedir.
I˙lk olarak, bir u¨reticinin belirsiz talep ve tekelci sunucunun varlıg˘ında u¨retim
planlamasını konu alan, tekel altında rassal o¨bek boyutlandırma problemi ele
alınmıs¸tır. Bu problem ic¸in c¸o¨zu¨m yolu olarak da polinom zamanda c¸alıs¸an bir
dinamik izlenceleme algoritması o¨nerilmis¸tir. I˙kinci sırada ele alınan ek ısmarla-
malı rassal o¨bek boyutlandırma problemi, iki as¸amalı rassal izlencelemeye dayan-
maktadır. Ek ısmarlamalı rassal o¨bek boyutlandırma probleminde, rassal o¨bek
boyutlandırma modelindeki do¨nem bazlı u¨retim karar deg˘is¸kenlerine ek olarak,
senaryo bazlı ek ısmarlama karar deg˘is¸kenleri bulunmaktadır. Sunulan ek ısmar-
lamalı rassal o¨bek boyutlandırma modelinin uygun c¸o¨zu¨m ku¨mesi ic¸in iki gec¸erli
es¸itsizlik ailesi gelis¸tirilmis¸tir. Her iki gec¸erli es¸itsizlik ailesi ic¸in gerekli olan
ayrıs¸tırma algoritmaları, ek ısmarlamalı rassal o¨bek boyutlandırma probleminin
c¸o¨zu¨mu¨nde kullanılan dal-kesi algoritması ic¸indeki uygulamalarıyla birlikte ver-
ilmis¸tir. Dal-kesi algoritması u¨zerine yapılan kapsamlı deneysel c¸o¨zu¨mlemeler bu
es¸itsizliklerin etkinlig˘ini go¨stermis¸tir.
Anahtar so¨zcu¨kler : rassal o¨bek boyutlandırma problemi, iki as¸amalı rassal iz-
lenceleme, senaryo ag˘acı, dinamik izlenceleme, dal-kesi algoritması.
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Chapter 1
Introduction
Lot can be defined as a group of items produced at one expedition. As it is stated
on the title of the article by Harris [7], the problem of lot sizing is to decide on
‘How many parts to make at once’. So, demand volumes of several periods are
produced in one period. This is logical in cases when there exist setup related
costs on production planning of a product.
Setting up a production system to produce a certain product or multiple
products consumes time and money, this is why lot sizing decision is an important
phenomenon in production planning. Producing a demand different from its
order time results in inventory holding or backlogging costs. Inventory holding
cost is incured when a product is carried as stock from one period to a following
one. Backlogging cost is paid when a product is received by its customer later
then its demand period. The lot sizing problem aims to find optimal timing
and amount of production, in order to achieve a least cost production plan over
a defined time horizon. In other words, the objective of lot sizing problem is
to find optimal production decisions to balance the interaction between setup,
production, inventory holding and backlogging costs.
Even though lot sizing problems mostly arise when there exist setup and
backlogging costs, they can also be used when those costs are negligible. This is
because, lot sizing based production planning decisions must still be undertaken
1
CHAPTER 1. INTRODUCTION 2
when there exist limited capacities in the resources of the production system. As
an example, a production system with low capacity machines may use lot sizing
in order to avoid unused capacities and overcome late deliveries of products to
customers.
Lot sizing models can be grouped according to several factors. One of them is
the characteristic of demand: deterministic or uncertain demand. There can be
several random factors that affect lot sizing decisions and the random demand is
potentially the most important one. For this reason, stochastic lot sizing models
take into account the demand uncertainty. On the other hand, in the deterministic
demand there does not exist an uncertainty, so that the relevant demand data is
known with certainty.
As it is stated by Quadt [8], production planning problems are too complex
to be solved by straightforward solution techniques without considering the time
interval of the problem. It is the fact that, the production planning problems can
also be grouped according to time scale, such as long-term, medium-term and
short-term. The long-term production planning considers seasonality effects and
it works with long-term or medium-term demand forecasts. The general long-
term time frame is one to several years with periods of one to three months. In
addition, there are conceptual production planning problems which include long
time frames that are assumed to be infinite.
The medium and short-term production planning problems are more detailed.
These problems use short-term forecasts or direct customer orders. Short-term
plans are generally conducted for end products. Time frame is one to several
months and periods can be organized by weekly or daily basis.
Furthermore, lot sizing problems can be categorized according to the number
of items and the type of resource. Most of the lot sizing problems are based
on planning the production of a single item. However, though few in number,
there are also multi-item lot sizing problems that are studied in the literature.
The items can be produced either with capacitated resources or uncapacitated
resources. In capacitated problems, the amount of production at each period can
not exceed a given capacity, whereas in uncapacitated problems the production
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at each period can be an arbitrary amount.
In this thesis, we study lot sizing problems that arise for industrial compa-
nies which use raw materials such as glass, wood and stone in their value adding
process. These raw materials are generally obtained from natural resources in
huge amounts so their processing and transportation require high setup costs. In
addition, suppliers of these raw materials are generally monopolistic companies.
For example, Sisecam Company is the single supplier of glass used for returnable
packaging materials in Turkey. Furthermore, monopolistic suppliers have various
customers from different industries. This is why, they generally enforce manufac-
turers to give their annual or semi-annual production plans at the beginning of
the planning horizon. But, for the manufacturer it is hard to forecast its demand
for a long planning horizon. So according to the given conditions, the structure of
demand for the manufacturer is stochastic by nature. Because of this reason, the
production planning problem of the manufacturer is stochastic and uncertainty
of demand must be considered in the required lot sizing decision.
In the light of the above motivation, we have decided to study single-
item, multi-period, uncapacitated, stochastic lot sizing problems under supplier
monopoly.
The stochastic nature of the problems is taken into account with scenarios.
At each period there exist multiple scenarios, each of which represents unique
realization of demand. We use a scenario tree to represent the mentioned struc-
ture. So that, each node of the tree is a scenario or a realization of demand
with its assigned probability. In addition, except the root node every node in the
scenario tree has a unique parent. We have used the same scenario tree structure
throughout our study.
Our first problem is the stochastic uncapacitated lot sizing under monopoly
(SLS). In SLS, we need to decide on the amount of production at each period
with unlimited resources. Currently, the raw materials are supplied to the manu-
facturer by a single supplier and this is why there exists monopoly in the market
structure and competition for prices are outside the scope of study. The costs
related with the problem are inventory holding cost, backlogging, production cost
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and setup cost of production. We can summarize the objective of the problem as
to find the optimal production planning decisions for the manufacturer at each
period to minimize the expected inventory holding, backlogging and production
related costs of the system.
In order to solve the SLS problem, we analyzed the structure of optimal solu-
tions. We found that for any instance of the problem at least one optimal solution
satisfies a specific property named as ”production path”. Using this property, we
developed an exact polynomial time dynamic programming algorithm for the SLS
problem.
The second problem is the stochastic uncapacitated lot sizing problem with
extra ordering under monopoly (SLSE). SLSE is based on two stage stochastic
mathematical programming. Similar to SLS, first-stage decisions coincide with
the amount of production made at each period. The second-stage decisions are the
amounts of extra orders variables. The second-stage decisions are given according
to first-stage decisions and realizations of demand. Thus they can be thought
as scenario based corrective actions. Backlogging is excluded from SLSE so the
related costs of the problem include inventory holding cost, production cost, extra
ordering cost, setup costs of doing production and extra ordering. The aim of
the problem is to find optimal production and extra ordering decision plans with
minimum cost. In the solution approach, we have developed two families of
valid inequalities. The required separation algorithms of both inequalities are
established and then these separation algorithms are used with the branch-and-
cut algorithms to solve the SLSE problem.
The organization of the thesis is as follows:
In Chapter 2, we provide a review of the related literature.
In Chapter 3, first, the mathematical formulation of SLS is given. Second,
production path property of SLS is developed and then this property is used to
establish an exact dynamic programming algorithm for the problem. In the end,
the complexity analysis of dynamic programming algorithm of SLS is presented.
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In Chapter 4, we present a mathematical formulation of the stochastic unca-
pacitated lot sizing problem under monopoly with extra ordering (SLSE). Then,
we reformulate the problem and develop two families of valid inequalities for
SLSE which are called (`, S, L) and (Q,SQ, LQ). Finally, we provide separation
algorithms for (`, S, L) and (Q,SQ, LQ) inequalities and conclude the chapter.
In Chapter 5, computational results with different problem parameters are
are provided for SLSE.
In Chapter 6, we summarize our results and our contribution to the literature
and suggest future research directions.
Chapter 2
Literature Review
In this chapter we provide the review of the literature that is related with the
problems under concern.
The traditional lot sizing problem is to decide on the amount of production at
each period over a given finite time horizon in order to minimize total production,
holding and setup costs.
We can start with deterministic lot sizing problems which are studied in the
literature. The well known economic order quantity model (EOQ) assumes sta-
tionary demand with constant demand rate over time, single commodity and
infinite time horizon together with infinite capacity resources. It seeks the opti-
mal solution under the given assumptions.
Seminal work of Wagner and Within [11] is on economic lot size model. They
assume that costs of buying and selling a product is constant throughout all
periods, as result inventory related costs are of concern. Demands and all costs
are positive and the aim of the problem is to meet demands with a minimum
cost. There exists an optimal solution to Wagner-Within problem that satisfies
one specific condition called zero inventory ordering. So that, at each period we
either hold inventory or make production, but not both. In other words, at each
period either production or inventory becomes zero, so that production decision
6
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is made when inventory depletes to zero. Using this result, the problem can be
reformulated as a shortest path problem and it can be solved in polynomial time.
The capacitated lot sizing problem (CLSP) is an extension of Wagner-Within
problem. CLSP differs fromWagner-Within problem in the sense that it considers
capacitated resources at each period.
Another field of interest in the lot sizing literature is stochastic lot sizing prob-
lems. As we have stated before, uncertainty is generally based on stochasticity
of demands. Even though, demand is generally assumed to be a known data by
using forecasting techniques, there can be numerous events such as seasonality
and customer behavior that can affect the structure of demand. So that, forecasts
are subject to deviate from real numbers because of changing conditions. This
is why the stochastic nature of demand must be taken into account in order to
simulate real life structure of problems in a better way. But, there are limited
number of studies in the literature suggesting lot sizing models for environments
which have demand uncertainty.
For stochastic programming we can refer to the literature survey of Schultz
[9]. Modeling with uncertainty leads to a wide range of stochastic programming
options but in the survey only two stage models and some of its extensions are
taken into account. Two stage stochastic programming model reflects one com-
monly used example of hierarchical decision making. The decision factors are
divided into two parts as first-stage and second-stage variables. There is also the
source of uncertainty which is generally defined as a function on some probability
space and second-stage decisions are dependent on this function. The first-stage
decisions are given before uncertainty has been revealed and the second-stage de-
cisions are made. Once the first-stage decisions are made and the uncertainty has
been observed, the second-stage decisions can be solved as deterministic problem.
In summary, the first-stage corresponds to the decisions that have to be made
under uncertainty of problem data. On the other hand, second stage allows
corrective action for the first-stage decision, when stochastic nature of the problem
disappears. The decision problem under uncertainty is to select the first-stage
decision variables and then take the corrective actions accordingly. The objective
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of the two-stage stochastic problem is to find the minimum total expected cost.
In the paper, the author also presents the multi-stage extension of stochastic
mixed integer programming problems. Then the related branch-and-bound and
disjunctive cuts algorithms are presented and some decomposition techniques are
mentioned for complex multi-stage problems.
Guan and Miller [5] have studied the stochastic uncapacitated lot sizing
(SULS) problem by using scenario based demand uncertainty. The main decision
factors at SULS problem are scenario based production variables. As demand is
uncertain and it could be so high in some scenarios, the problem is also included
backlogging to obtain feasibility. So, the costs of the problem are inventory hold-
ing, production, production setup and backlogging. The decision problem is to
decide the amount of production at each scenario to obtain the minimum total
expected sum of setup, backlogging, production and inventory holding costs.
In the paper, the authors develop a polynomial-time algorithm for the
SULS problem. They show that complexity of their dynamic program is
O (n2max {C, log(n)}), where n represents the total number of nodes in the sce-
nario tree and C is the maximum number of children for each node at tree. In
addition, they showed that the SULS problem without setup costs is continuous,
piecewise-linear and convex.
In our study, we have used the same scenario tree structure with the SULS
problem, but our mathematical formulations are different. In our stochastic lot
sizing problem under monopoly, we have used the period based production vari-
ables, which is different from the scenario based production variables of the SULS
problem. In the second problem which is stochastic lot sizing with extra ordering
under monopoly, we generalized the SULS problem by adding an extra decision
variable to the mathematical formulation of the problem.
Ahmed et al. [1] formulated a multistage stochastic capacity expansion prob-
lem (SCAP) with fixed-charge expansion costs. Their problem can be described
as deciding the timing and level of capacity acquisitions for set of facilities, with
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a policy of allocating the available capacity to satisfy the demands of multi-
products. Objective is to minimize total investment and allocation costs of n
period planning horizon. The uncertainty is modeled by scenario tree, at each
time period there exists multiple nodes, so that each node layer matches a time
period t in the scenario tree. In the paper, they present a decomposition tech-
nique of the mathematical formulation into smaller deterministic problems which
can be solved easily by an efficient heuristic.
The authors reformulated SCAP to show the lot sizing substructure of the
formulation. They presented that there is one to one correspondence between the
set of feasible solution of single resource SCAP and the set of feasible solutions
of the stochastic lot sizing problem (SLSP).
As result, they use reduction of SCAP into SLSP for finding lower bounds on
SCAP, because LP relaxation of reformulation results smaller gap from optimal-
ity with respect to LP relaxation of SCAP. Furthermore, they also presented a
heuristic that finds feasible solution for SCAP and they used this heuristic to-
gether with LP relaxation of reformulated problem in order to apply branch and
bound algorithm for the original problem. According to these results, we can
also conclude that deriving a polynomial time algorithm for stochastic capacity
expansion problem is nontrivial.
In the pioneer work of Barany et al. [2], a class of valid inequalities are
developed for lot sizing problems. They introduce (`, S) valid inequalities for
the single-item lot sizing problem. The parameter ` represents a period of the
planning horizon and the set S is the subset of the set L, where L is the set of
periods between the initial period and the period `. The authors show that the
(`, S) inequalities are facet defining for the single-item uncapacitated lot sizing
problem. Then, they formulate the complete separation of the (`, S) inequalities
for single-item case.
Using the (`, S) valid inequalities, the authors also present some practical
reformulations for the multi-item lot sizing problems. According to their con-
clusion, for multi-product case, the (`, S) inequalities are valuable computational
tools. However it is important to obtain stronger valid inequalities with better
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lower bounds, which take into account the capacity constraints of multi-item lot
sizing problems.
Guan et al. [4] studied the multi-stage stochastic integer programming formu-
lation of uncapacitated lot sizing problem under uncertainty. They have proved
that the classical (`, S) inequality used in deterministic lot sizing problems, are
also valid in the stochastic case. Then they extended this inequality to a more
general type of inequality, called (Q,SQ) inequality. (Q,SQ) inequality is gener-
alization of (`, S) inequality in such a way that (`, S) is only defined on single
paths of scenario tree but (Q,SQ) can be used on any given subtree, which also
includes single paths of the scenario tree.
In addition, it is shown that (Q,SQ) inequalities are facet defining. Then
required separation algorithm is developed for (Q,SQ) inequality and it is im-
plemented in a branch and cut algorithm. Resulting solutions from the imple-
mentation are computed and it is seen that use of (Q,SQ) is efficient in reducing
the number of nodes and LP relaxation gaps with respect to the default CPLEX
branch-and-bound algorithm.
Halman et al. [6] worked on the special case of SLSP and they developed a K-
approximation algorithm, which guarantees the optimal value of the problem will
be no more than K times the value found by the algorithm. According to their
definition K can be a value bigger than one and there exists a K-approximation
function which always has values between the objective value and K times the
objective value of the original problem. By using K-approximation functions, the
authors developed fully polynomial time approximation scheme for single item lot
sizing problem.
Finally, our contribution to the literature is that we have used two different
sources of decision variables such as period based production and scenario based
extra ordering. In addition, we have used different mathematical formulations
with respect to previous stochastic lot sizing models which are studied in the
literature. In the solution approach, we have developed an exact algorithm for
one of our stochastic models. For the second model, we have developed two
different families of valid inequalities. The valid inequalities we have developed
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are generalizations of well known (`, S) and (Q,SQ) inequalities, which have been
used for lot sizing problems studied in the literature.
Chapter 3
Stochastic Uncapacitated Lot
Sizing Problem under Monopoly
(SLS)
In this chapter, we consider a single-item multi-period uncapacitated stochastic
lot sizing problem. Stochastic nature of the problem comes from the uncertain
demand and we use scenario trees to model uncertainty. Each level of the scenario
tree represents a period of the finite horizon. Nodes represent the scenarios and
each node has a realization of demand and a probability associated with it.
The cost function of the problem includes production, inventory holding, back-
logging and setup costs. There exists a monopolistic supplier so that competition
for prices is outside the scope of this study. The objective of the problem is to
decide on the amount of production at each period, in order to find the minimum
expected total cost over the scenarios of the problem.
In the following sections of this chapter, we will describe the mathematical
formulation and the production path property of the problem. Then we will
develop a dynamic programming algorithm for the problem and we will finish this
chapter with the complexity analysis of the dynamic programming algorithm.
12
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3.1 Formulating the Problem
Let T be the set of periods in the planning horizon and V be the set of nodes in
the scenario tree with |V | = n.
3.1.1 Parameters
ft ≡ the unit production cost at period t ∈ T
βt ≡ the setup cost of production at period t ∈ T
hi ≡ the unit holding cost at node i ∈ V
bi ≡ the unit backlogging cost at node i ∈ V
di ≡ the demand at node i ∈ V
3.1.2 Decision Variables
ot ≡ the production amount of product at period t ∈ T
zt ≡
{
1, if there exists a production at period t ∈ T
0, o.w
s+i ≡ the inventory of product at node i ∈ V
s−i ≡ the backlog amount of the product at node i ∈ V
3.1.3 Notation
We shall adopt the following notation throughout this chapter.
Nt ≡ the set of nodes in period t ∈ T .
Nt1,t2 ≡
t2⋃
t=t1
Nt; t1, t2 ∈ T such that t1 < t2.
t(i) ≡ the period of node i ∈ V .
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a(i) ≡ the immediate predecessor of node i ∈ V .
dij ≡ the summation of demands on the unique path from node i ∈ V to node j ∈ V
in the scenario tree such that t(i) < t(j) and i is a predecessor of j.
V (i) ≡ the set of descendants of node i ∈ V including i.
Figure 3.1: Scenario Tree
In figure 3.1, we represent a general scenario tree with the notation used in the
SLS problem.
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3.1.4 Mathematical Formulation
(M1) : min c(o, s+, s−, z) =
∑
t∈T
(ftot + βtzt) +
∑
i∈V
(
his
+
i + bis
−
i
)
s.t.
s−0 , s
+
0 = 0 (3.1)
s+a(i) + s
−
i + ot(i) = di + s
+
i + s
−
a(i) ∀i ∈ V (3.2)
ot ≤Mzt ∀t ∈ T (3.3)
s+i , s
−
i ≥ 0, ∀i ∈ V (3.4)
ot ≥ 0, zt ∈ {0, 1} ∀t ∈ T. (3.5)
The initial inventory and backlog are assumed to be zero. Constraint (3.2) is
the inventory balance constraint of the problem. By constraint (3.2), we ensure
that at each node i, the incoming inventory level (s+a(i)− s−a(i)) plus the amount of
production at period t(i) is equal to the outgoing inventory level (s+i − s−i ) plus
the demand of node i.
In constraint (3.3), the setup identifier zt is set to one when there exists a
production at period t. Setup identifier is used in the objective function in order
to include setup related costs of the problem in production periods. M is a
relatively big number with respect to the amount of production that can be done
at any period t, (M ≥ max`∈N|T |d0`).
Constraints (3.4) and (3.5) ensure that all inventory related variables are non-
negative and the setup identifier is a binary variable.
In the mathematical formulation, the probability of each node is included in
cost parameters hi and bi, which are holding and backlogging costs, respectively.
Finally, in the objective function we minimize the total expected production,
setup of production, inventory holding and backlogging costs. The feasible set of
solutions will be denoted by XSLS.
Theorem 1 (Production Path Property)
Let n(t) be the next production period after period t ∈ T such that
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n(t) ≡
{
min {k ∈ T : k > t and ok > 0} , if t < max {l ∈ T : ol > 0}
|T |+ 1, o.w .
There exists an optimal solution for M1 such that for all t ∈ T , for which ot > 0,
there exists i ∈ Nt and j ∈ Nt,n(t)−1
⋂
V (i) where ot = dij − s+a(i) + s−a(i).
Proof.
Let (o, s+, s−, z) be an optimal solution to M1 and let A be the set of nodes
where s+i ’s are positive in the optimal solution. Suppose there exists t ∈ T , for
which ot > 0 and ot 6= dij − s+a(i) + s−a(i) for all i ∈ Nt and j ∈ Nt,n(t)−1 ∩ V (i). It
implies that either s+i > 0 or s
−
i > 0 for all i ∈ Nt,n(t)−1.
Two alternative solutions (oˆ, sˆ+, sˆ−, zˆ) and (o¯, s¯+, s¯−, z¯) such that
• oˆt = ot − 
• sˆ+k = s+k − , ∀k ∈ A ∩Nt,n(t)−1
• sˆ−k = s−k + , ∀k ∈ Nt,n(t)−1\A
• if n(t) 6= |T |+ 1 then oˆn(t) = on(t) + 
• sˆ+k = s+k , sˆ−k = s−k ∀k ∈ V \Nt,n(t)−1
• oˆk = ok ∀k ∈ T\ {t, n(t)}
• zˆ = z
and
• o¯t = ot + 
• s¯+k = s+k + , ∀k ∈ A ∩Nt,n(t)−1
• s¯−k = s−k − , ∀k ∈ Nt,n(t)−1\A
• if n(t) 6= |T |+ 1 then o¯n(t) = on(t) − 
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• s¯+k = s+k , s¯−k = s−k k ∈ V \Nt,n(t)−1
• o¯k = ok ∀k ∈ T\ {t, n(t)}
• z¯ = z
are also feasible for  = min
{
mink∈A∩Nt,n(t)−1
{
s+k : s
+
k > 0
}
,mink∈Nt,n(t)−1\A
{
s−k : s
−
k > 0
}}
.
The difference of two cost functions with respect to initial one are represented
below.
c(oˆ, sˆ+, sˆ−, zˆ)− c(o, s+, s−, z) = − ft−
∑
k∈A∩Nt,n(t)−1
hk+
∑
k∈Nt,n(t)−1\A
bk+ fn(t).
c(o¯, s¯+, s¯−, z¯)− c(o, s+, s−, z) = ft+
∑
k∈A∩Nt,n(t)−1
hk−
∑
k∈Nt,n(t)−1\A
bk− fn(t).
We assume f|T |+1 = 0. Let K = ft +
∑
k∈A∩Nt,n(t)−1 hk −
∑
k∈Nt,n(t)−1\A bk − fn(t).
The two cost differences given above are smaller and equal to K or −K.
If the value of K is non-zero then our initial solution is not optimal and it is
a contradiction. So K is equal to zero and solutions (o¯, s¯+, s¯−, z¯), (oˆ, sˆ+, sˆ−, zˆ)
are both optimal. Also there exists i ∈ Nt and j ∈ Nt,n(t)−1
⋂
V (i) such that
oˆt + sˆ
+
a(i) − sˆ−a(i) = dij or o¯t + s¯+a(i) − s¯−a(i) = dij.
2
3.2 A Dynamic Programming Algorithm
In this section, we will develop a dynamic programming algorithm to solve the
stochastic uncapacitated lot sizing problem under monopoly (SLS).
The most important factor that reduces complexity of the algorithm is the
production path property of SLS. What production path property says is that,
if there exists a production at period t ∈ T then it is equal to the summation of
demand from a node i ∈ Nt to some descendant of node i in the scenario tree
minus incoming inventory level of node i from the previous period.
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If incoming inventory level is positive, it can compensate some part of demand
in upcoming periods; else it can be thought as some additional demand that comes
from previous period’s backlogs.
With this property, the production quantity ot can take at most n different
values in each production period t ∈ T , where n is equal to total number of nodes
in the scenario tree. This allows us to define a recursion formula.
3.2.1 Cost Function
Let Ht(w) be the optimal cost function for periods t, . . . , |T | and the total amount
of production until period t is w, which is w =
∑t−1
i=1 oi.
In period t ∈ T , if production occurs, then the production quantity is ot =
d0j − w for some i ∈ Nt and j ∈ V (i) such that d0j > w, where i = 0 represents
the root node. The equality ot = d0j − w is the direct result of production path
property of SLS. The resulting production cost function is,
Ht (w) = min
{ ∑
i∈Nt
(
hi(w − d0i)+ + bi(d0i − w)+
)
+Ht+1(w) , (3.6)
βt +mintˆ∈T : tˆ>t minj∈Nt,tˆ : d0j>w
{
ft (d0j − w)+∑
k∈Nt,tˆ
(
hk(d0j − d0k)+ + bk(d0k − d0j)+
)
+Htˆ+1 (d0j)
}}
.
To begin with, in the Ht(w) function we take the minimum of two possible sce-
narios for period t ∈ T . First one is the no-production case and we calculate
backlogging and holding costs of nodes at period t in this scenario. The latter
one is the production case, in which we calculate the cost of doing production in
addition to the holding and backlogging costs. There exists a fixed setup cost of
doing production at each period t ∈ T independent of the status of the previous
period. This is why we have the additional cost βt at the very beginning of the
cost function of the production case.
In the first line of (3.6), we calculate the cost of doing no production. If
(w− d0i) is positive, we take into account the related holding cost, otherwise the
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backlogging cost is calculated. In the end, we refer to the upcoming period t+ 1
in a recursive manner.
In the second line of (3.6), we calculate the production cost of period t. Then
in the third line we decide on the next production period tˆ+ 1 and calculate the
inventory holding or backlogging costs of nodes between the current and the next
production period. Finally, we refer to the upcoming period tˆ+1 and we update
our total production amount as d0j.
It should be noted that H|T |+1(w) = 0 for all w ≥ 0 and it is the base case
of the recursive cost function. If initial inventory is zero, the function that gives
optimal value for SLS is H1(0). Otherwise, H1(s
+
0 − s−0 ) becomes the optimal
value.
3.2.2 Complexity Analysis
In order to analyze the complexity of the dynamic programming algorithm, we
need to focus on the structure of the recursive cost function Ht(w). To begin
with, t can take |T | different values, where |T | is the total number of periods in
the given scenario tree. In addition, for any given t ∈ T , w of Ht(w) is restricted
to at most n different values by production path property, where n is equal to
total number of nodes at the scenario tree.
Proposition 1 The dynamic programming algorithm of the SLS problem can be
solved in O(|T |2n3) steps.
Proof.
At the beginning of the algorithm, the demand parameters (d0j) that are used
in the cost function Ht(w) must be initialized. For a single node j ∈ V , the
demand parameters can be calculated in O(|T |) steps. Since there are n nodes
in the system, initialization takes O(|T |n) steps. In the following parts we will
show that it will be dominated by the number of steps required in evaluating the
function Ht(w).
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The cost function Ht(w) includes two possible cases, namely, production and
no-production.
For a given t ∈ T and w of Ht(w), let us consider the no-production case of
the cost function Ht(w), which coincides with the first term of the minimization
function in the expression (3.6). In non-production case, we calculate the inven-
tory holding and backordering cost of nodes in the set Nt, since there can be at
most |N|T || number of nodes in this set, the cost corresponding to no-production
case of the algorithm can be calculated in O(|N|T ||) steps.
In the production case we can refer to the second and third line of the ex-
pression (3.6). For given values of t ∈ T , w of Ht(w) and tˆ ∈ T , the production
amount ot can have at most |Nt,tˆ| different values by the production path property
of SLS, where tˆ represents the next decision period after t. When ot is decided, the
cost calculations of the nodes in the set Nt,tˆ can be evaluated in O(|Nt,tˆ|) steps.
So, when tˆ is given, selecting the value of the decision variable ot together with
necessary calculations of the cost function Ht(w) can be completed in O(|Nt,tˆ|2)
steps for a node set Nt,tˆ. There can be at most n number of nodes in the set Nt,tˆ
and this is why O(|Nt,tˆ|2) < O(n2). Eventually, tˆ can take values between t and
|T | and the final complexity of calculations in production case can be simplified
as O(|T |n2) steps, since
|T |∑
tˆ=t+1
|Nt,tˆ|2 < (|T | − t)n2 < |T |n2
is satisfied.
When t and w are fixed the complexity of calculations in the cost func-
tion Ht(w) is O(|N|T ||) + O(|T |n2) steps. For changing values of t and
w, the final complexity of the dynamic programming algorithm becomes
O(|T |n) (O(N|T |) +O(|T |n2)) which can be simplified as O(|T |2n3) steps.
2
From Proposition 1, we can conclude that the dynamic programming algorithm
runs in polynomial time in n.
Chapter 4
Stochastic Uncapacitated Lot
Sizing Problem with Extra
Ordering under Monopoly
(SLSE)
In this chapter, we consider an extension of the stochastic uncapacitated lot sizing
problem. The stochastic characteristic of the problem comes from the uncertainty
of demands. Random behaviour of the demand is modeled via scenarios and
information of scenarios are taken from a scenario tree. The structure of the
scenario tree is similar to the one that we have described before. In summary,
each node represents a demand realization with its associated probability.
The problem has two main decisions: period based production and scenario
based extra ordering. The problem is defined on multi-period time horizon and
backlogging is not allowed. So, the two main differences of (SLSE) from (SLS)
are these: backlogging is not allowed and we can give scenario dependent extra
ordering decisions.
Our cost function includes production, extra ordering and inventory holding
expenses. Furthermore, there exits a fixed setup cost of doing production at
21
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each period and a penalty of extra ordering at each scenario of the system. So,
the objective of the problem is to decide on the amount of production at each
period and extra ordering decisions at scenarios of the system with minimum
total expected cost.
In the following sections of this chapter, we will present two different mathe-
matical formulations of the SLSE problem. Then we will develop two families of
valid inequalities for the SLSE problem, called (L, S, L) and (Q,SQ, LQ) inequal-
ities. Finally, we will present the separation algorithms of the valid inequalities
and conclude the chapter.
4.1 Formulating the Problem
Let T be the set of periods and V be the set of nodes in the scenario tree with
|V | = n. Let T¨ be the scenario tree with periods T and nodes V , T¨ := {V, T}.
4.1.1 Parameters
ft ≡ the unit production cost at period t ∈ T
βt ≡ the setup cost of production at period t ∈ T
γi ≡ the penalty cost of giving extra order at node i ∈ V
αi ≡ the unit production cost for each extra order at node i ∈ V
hi ≡ the unit holding cost at node i ∈ V
di ≡ the demand at node i ∈ V
4.1.2 Decision Variables
ot ≡ the production amount of product at period t ∈ T
zt ≡
{
1, if there exists a production at period t ∈ T
0, o.w
si ≡ the inventory of product at node i ∈ V
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xi ≡ the amount of extra orders at node i ∈ V
yi ≡
{
1, if there exists an extra order at node i ∈ V
0, o.w
4.1.3 Notation
We shall adopt the following notation throughout this chapter.
Nt ≡ the set of nodes on period t ∈ T .
Ntitj ≡
tj⋃
t=ti
Nt; ti, tj ∈ T such that ti < tj.
t(i) ≡ the period of node i ∈ V .
a(i) ≡ the immediate predecessor of node i ∈ V .
P (i, j) ≡ the set of nodes on the path from node i ∈ V to node j ∈ V such that t(i) < t(j).
P (i) ≡ P (0, i), the set of nodes on the path from root node to node i ∈ V .
dij ≡ the summation of demands on the unique path from node i ∈ V to node j ∈ V
in the scenario tree such that t(i) < t(j) and node i is predecessor of node j .
C (i) ≡ the set of immediate descendants of node i ∈ V .
V (i) ≡ the set of descendants of node i ∈ V including i.
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Figure 4.1: Paths on the Scenario Tree
In figure 4.1, we represent the paths on the scenario tree with the related notation.
4.1.4 Mathematical Formulation
(M2) : min c(o, x, s, y, z) =
∑
t∈T
(ftot + βtzt)+
∑
i∈V
(αixi + γiyi + hisi)
s.t.
s0 = 0
sa(i) + ot(i) + xi = di + si ∀i ∈ V (4.1)
0 ≤ xi ≤Myi ∀i ∈ V (4.2)
0 ≤ ot ≤Mzt ∀t ∈ T (4.3)
si ≥ 0 ∀i ∈ V (4.4)
yi ∈ {0, 1} ∀i ∈ V (4.5)
zt ∈ {0, 1} ∀t ∈ T. (4.6)
To begin with, the initial inventory is assumed to be zero in SLSE. Then in
constraint (4.1), we satisfy the inventory balance; so that for any node i ∈ V , the
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incoming inventory of node plus the amount of production at period t(i) plus the
extra order amount of node i is equal to the demand of node i plus the outgoing
inventory of node i. Constraint (4.2) sets the extra ordering identifier to one when
there exists an extra order at node i. Similarly, constraint (4.3) sets production
identifier to one if there exists a production at period t.
All decision variables are non-negative. In constraints (4.5) and (4.6), we set
variables yi and zt as the binary variables of the formulation. Probabilities of
each node i at the scenario tree is included in parameters γi, αi and hi, which are
penalty, extra ordering and inventory holding costs of the problem, respectively.
Finally, in the objective function of the problem, we minimize the sum of the
expected production, extra ordering, inventory holding, setup and penalty costs.
4.1.5 Reformulation
In what follows, as also traditionally done in the literature, we shall eliminate
inventory variable s from the mathematical formulation. By doing so, the in-
ventory balance constraint of M2 can be replaced by an inequality constraint in
the reformulation. This constraint will be used in the validity proofs of the valid
inequalities that will be developed in the next section.
For i ∈ V , si =
∑
j∈P (i)
(
ot(j) + xj
)−d0i. If we substitute this into formulation
M2, the objective function becomes
∑
t∈T
(ftot + βtzt) +
∑
i∈V
αixi + γiyi + hi
∑
j∈P (i)
(
ot(j) + xj
)− d0i

= −
∑
i∈V
hid0i +
∑
t∈T
ft + ∑
j∈Nt,|T |
hj
 ot + βtzt
+∑
i∈V
αi + ∑
j∈V (i)
hj
xi + γiyi
 .
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Now, we obtain the following equivalent formulation for SLSE:
(RM2) : min c(o, x, y, z) =
∑
t∈T
(
f¯tot + βtzt
)
+
∑
i∈V
(α¯ixi + γiyi)
s.t.∑
j∈P (i)
(ot(j) + xj) ≥ d0i ∀i ∈ V (4.7)
0 ≤ xi ≤Myi ∀i ∈ V (4.8)
0 ≤ ot ≤Mzt ∀t ∈ T (4.9)
yi ∈ {0, 1} ∀i ∈ V (4.10)
zt ∈ {0, 1} ∀t ∈ T (4.11)
where f¯t = ft +
∑
j∈Nt|T | hj for t ∈ T and α¯i = αi +
∑
j∈V (i) hj for i ∈ V .
Constraint (4.7) ensures that the summation of production and extra ordering
amounts on a unique path from the root node to a node i ∈ V must be greater
than or equal to the summation of demands on the same path. Constraints from
(4.8) to (4.11) are same withM2. In the objective function, we minimize the sum
of the expected production, extra ordering, setup and penalty costs with updated
parameters.
Throughout this chapter we will use the RM2 formulation for the SLSE
problem. The feasible solutions of the problem will be denoted by the set XSLSE.
4.2 Valid Inequalities
In this section, we develop two families of valid inequalities for the SLSE prob-
lem. First one is the (`, S, L) inequality which resembles the (`, S) inequality of
Guan et al. [4] in the sense that both inequalities are defined on a unique path
between the root node and a node ` ∈ V of the given scenario tree. In addition,
both inequalities are extensions of general (`, S) inequalities that are used for
deterministic lot sizing problems [2].
Our second valid inequality is called (Q,SQ, LQ) inequality. The (Q,SQ, LQ)
inequalities are general cases of (`, S, L) inequalities so they can be used not
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only for a unique path between the root node and a node in V but also for a
subtree of the given scenario tree T¨ . The Q parameter represents the leaf nodes
of the selected subtree T¨Q and we can reduce (Q,SQ, LQ) inequality to (`, S, L)
inequality when |Q| = 1.
4.2.1 The (`, S, L) inequalities for SLSE
Theorem 2 Given ` ∈ V , S ⊆ P (`), L ⊆ P (`) and S¯ = P (`)\S, L¯ = P (`)\L,
the (`, S, L) inequality∑
i∈S
xi +
∑
i∈S¯
di`yi +
∑
j∈L
ot(j) +
∑
j∈L¯
dj`zt(j) ≥ d0`
is valid for XSLSE.
Proof. Similar to the proof of Theorem 1 in Guan et al. [4].
Let k = argmin
{
t(i) : i ∈ S¯, yi = 1
}
and n = argmin
{
t(j) : j ∈ L¯, zt(j) = 1
}
.
For a feasible solution (o, x, z, y) ∈ XSLSE, there exist four possible cases:
1) there exits i ∈ S¯ such that yi = 1 and there exits j ∈ L¯ such that zt(j) = 1,
2) yi = 0 for all i ∈ S¯ and there exits j ∈ L¯ such that zt(j) = 1,
3) there exits i ∈ S¯ such that yi = 1 and zt(j) = 0 for all j ∈ L¯,
4) yi = 0 for all i ∈ S¯ and zt(j) = 0 for all j ∈ L¯.
Case 1): Let m = min {k, n}. Then yi = 0 for all i ∈ S¯ ∩ P (a(m)) and zt(j) = 0
for all j ∈ L¯∩P (a(m)). This implies xi = 0 for all i ∈ S¯ ∩P (a(m)) and ot(j) = 0
for all j ∈ L¯ ∩ P (a(m)). Thus∑
i∈S
xi +
∑
i∈S¯
di`yi +
∑
j∈L
ot(j) +
∑
j∈L¯
dj`zt(j) ≥
∑
l∈P (a(m))
(xl + ot(l)) + dm`
is satisfied. From constraint (4.7), we have
∑
i∈P (a(m))(xi + ot(i)) ≥ d0a(m) and it
implies ∑
i∈P (a(m))
(xi + ot(i)) + dm` ≥ d0`.
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Case 2): As yi = 0 for all i ∈ S¯, we have xi = 0 for all i ∈ S¯. Also zt(j) = 0 and
ot(j) = 0 for all j ∈ L¯ ∩ P (a(n)). Thus∑
i∈S
xi +
∑
i∈S¯
di`yi +
∑
j∈L
ot(j) +
∑
j∈L¯
dj`zt(j) ≥
∑
l∈P (a(n))
(xl + ot(l)) + dn`.
is satisfied. From constraint (4.7), we have
∑
i∈P (a(n))(xi + ot(i)) ≥ d0a(n) and it
implies ∑
i∈P (a(n))
(xi + ot(i)) + dn` ≥ d0`.
Case 3): As zt(j) = 0 for all j ∈ L¯, it implies ot(j) = 0 for all j ∈ L¯. In addition,
yi = 0 and xi = 0 for all i ∈ S¯ ∩ P (a(k)). Thus∑
i∈S
xi +
∑
i∈S¯
di`yi +
∑
j∈L
ot(j) +
∑
j∈L¯
dj`zt(j) ≥
∑
l∈P (a(k))
(xl + ot(l)) + dk`
is satisfied. From constraint (4.7), we have
∑
i∈P (a(k))(xi + ot(i)) ≥ d0a(k) and it
implies ∑
i∈P (a(k))
(xi + ot(i)) + dk` ≥ d0`.
Case 4): yi = 0 for all i ∈ S¯ and zt(j) = 0 for all j ∈ L¯. This implies xi = 0 for
all i ∈ S¯ and ot(j) = 0 for all j ∈ L¯, which also implies
∑
i∈S xi =
∑
i∈P (`) xi and∑
j∈L ot(j) =
∑
j∈P (`) ot(j), since S ∪ S¯ = P (`) and L∪ L¯ = P (`) are also satisfied
by definition. Thus∑
i∈S
xi +
∑
i∈S¯
di`yi +
∑
j∈L
ot(j) +
∑
j∈L¯
dj`zt(j) ≥
∑
l∈P (`)
(xl + ot(l)).
is satisfied. From constraint (4.7),∑
i∈P (`)
(xi + ot(i)) ≥ d0`
is also satisfied.
Therefore, (`, S, L) inequality is valid for XSLSE.
2
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4.2.2 The (Q,SQ, LQ) inequalities for SLSE
In this section, we derive the (Q,SQ, LQ) inequalities, which are generalizations
of (`, L, S) inequalities. Let Q ⊂ (V \{0}) and VQ = ∪i∈QP (i). Q is the set of leaf
nodes, VQ corresponds to the nodes and TQ represents the periods of the subtree
T¨Q. So that we can represent the subtree with leaf nodes Q as T¨Q = {VQ, TQ}.
In addition, VQ(i) = V (i)∩VQ where V (i) is the set of descendants of node i and
Q(i) = VQ(i) ∩Q. On the other hand, Nt represents the set of nodes on period t
at our initial scenario tree T¨ = {V, T}.
Guan et al. [4] define the following functions that will be used in (Q,SQ, LQ)
inequalities. For i ∈ VQ,
MQ(i) = max {dij : j ∈ Q(i)} (4.12)
DQ(i) = max {d0j : j ∈ Q(i)} (4.13)
D˜Q(i) =
{
0, if
{
j : j ∈ Q\Q(i) such that d0j ≤ DQ(i)
}
= ∅
max
{
d0j : j ∈ Q\Q(i) such that d0j ≤ DQ(i)
}
, otherwise
(4.14)
∆Q(i) = min
{
DQ(i)− D˜Q(i),MQ(i)
}
. (4.15)
In addition, we define:
KQ(t) = max {MQ(j) : j ∈ Nt ∩ VQ} (4.16)
for t ∈ TQ.
Similar to the study of Guan et al. [4], the subset Q ⊂ (V \ {0}) satisfies the
following properties:
P1) If i, j ∈ Q then d0i 6= d0j.
P2) If i, j ∈ Q then i /∈ P (j) and j /∈ P (i).
(P1) and (P2) allow us to index nodes in Q in such a way that d01 < d02 < ... <
d0|Q|.
P3)Given any node k ∈ VQ and nodes i, j ∈ Q such that i < j and i, j ∈ Q(k),
then {i, i+ 1, ..., j − 1, j} ⊆ Q(k).
As it is stated by Guan et al. [4], given k ∈ Q, let Qk = {1, 2, ..., k − 1, k} and
T¨Qk be the subtree of T¨Q with leaf nodes Qk. Since Q satisfies (P1)-(P3) then
Qk satisfies these properties for k = 1, ..., |Q|. Now, suppose there exists a node
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j∗ ∈ VQk such that j∗ ∈ P (k) and D˜Qk > 0. Then there exists r∗ ∈ Qk such that
D˜Qk = d0r∗ and clearly 1 ≤ r∗ ≤ k.
Proposition 2 KQk(t) ≥ KQr∗ (t) for all t ∈ TQk such that k ∈ Q, r∗ ∈ Qk and
1 ≤ r∗ ≤ k.
Proof.
By definition Qr∗ ⊆ Qk since 1 ≤ r∗ ≤ k and it implies VQr∗ ⊆ VQk . Then
(Nt ∩ VQr∗ ) ⊆ (Nt ∩ VQk) is also satisfied for t ∈ T . Thus,
KQr∗ (t) = max { max {dij : j ∈ Qr∗(i)} : i ∈ (Nt ∩ VQr∗ )} ≤
KQk(t) = max { max {dij : j ∈ Qk(i)} : i ∈ (Nt ∩ VQk)}
is satisfied for all t ∈ T .
2
Theorem 3 Given any Q ⊆ V and any two subsets SQ ⊆ VQ, LQ ⊆ TQ, the
inequality ∑
i∈SQ
xi +
∑
i∈S¯Q
∆Q(i)yi +
∑
t∈LQ
ot +
∑
t∈L¯Q
KQ(t)zt ≥ MQ(0)
where S¯Q = VQ\SQ and L¯Q = TQ\LQ is called a (Q,SQ, LQ) inequality and it is
valid for XSLSE.
Proof.
We will show by induction that (Qk, SQk , LQk) inequality is valid for k =
{1, ..., |Q|}, where the tree T¨Qk = {VQk , TQk} with leaf nodes Qk is the subtree of
T¨Q.
The base case (k=1): Let p¯(t) = min {i ∈ Nt ∩Q1 : t(i) = t}. Note that
DQ1(i) = d01, D˜Q1(i) = 0, MQ1(i) = di1 and KQ1(t) = dp¯(t)1 for all t ∈ TQ1 .
Given any solution (x, y, o, z) ∈ XSLSE, the left hand side of the (Q1, SQ1 , LQ1)
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inequality is given by∑
i∈SQ1
xi +
∑
i∈S¯Q1
min {d01, di1} yi +
∑
t∈LQ1
ot +
∑
t∈L¯Q1
min
{
d01, dp¯(t)1
}
zt =
∑
i∈SQ1
xi +
∑
i∈S¯Q1
di1yi +
∑
t∈LQ1
ot +
∑
i∈L¯Q1
dp¯(t)1zt ≥ d01 =MQ1(0)
It should be noted that d01 ≥ dp¯(t)1. The validity of the inequality comes from the
validity of (`, S, L) inequality with ` = 1, S = SQ1 and L = LQ1 . MQ1(0) = d01
follows from definition since Q1 = {1}.
The inductive step: We assume that for all k ∈ {1, ..., κ− 1} such that κ−1 <
|Q| and for any given SQk ⊆ VQk and LQk ⊆ TQk , the (Qk, SQk , LQk) inequality∑
i∈SQκ
xi +
∑
i∈S¯Qκ
∆Qκ(i)yi +
∑
t∈LQκ
ot +
∑
t∈L¯Qκ
KQκ(t)zt ≥MQκ(0)
is also valid for XSLSE.
Similar to the proof of Theorem 2 by Guan et al. [4]. Let Fκ ={
i ∈ P (κ) ∩ S¯Qκ : DQκ(i)− D˜Qκ(i) < MQκ(i)
}
. Given any solution (x, y, o, z) ∈
XSLSE, we consider two cases:
(a) there exists j∗ ∈ Fκ such that yj∗ = 1
(b) yj = 0 for all j ∈ Fκ.
Case (a): DQκ(i)−D˜Qκ(i) < MQκ(i) implies D˜Qκ > 0. Since DQκ(j∗) ≥MQκ(j∗),
then there exists r∗ ∈ Q such that D˜Qκ(j∗) = d0r∗ . Let SQr∗ = SQκ ∩ VQr∗ and
SQr∗ = SQκ ∩ VQr∗ . Then the left hand side of the inequality can be rewritten as∑
i∈SQr∗
xi+ (4.17)
∑
i∈SQκ\SQr∗
xi+ (4.18)
∑
i∈S¯Qr∗
∆Qκ(i)yi+ (4.19)
∑
i∈S¯Qκ\S¯Qr∗
∆Qκ(i)yi (4.20)
∑
i∈LQκ
oi+ (4.21)∑
i∈L¯Qκ
KQκ(i)zi. (4.22)
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As it is stated by Guan et al. [4], let u∗ = argmax {t(i) : i ∈ VQr∗ ∩ P (κ)}.
Expression (4.19) can be divided into two expressions below:∑
i∈S¯Qr∗∩P (u∗)
∆Qκ(i)yi+ (4.23)
∑
i∈S¯Qr∗ \P (u∗)
∆Qκ(i)yi. (4.24)
From Lemma 1 and Lemma 2 of Guan et al. [4] respectively, it follows that
(4.23) ≥
∑
i∈S¯Qr∗∩P (u∗)
∆Qr∗ (i)yi (From Lemma 1 of Guan et al. [4]) , and
(4.24) =
∑
i∈S¯Qr∗ \P (u∗)
∆Qr∗ (i)yi (From Lemma 2 of Guan et al. [4]).
Now we will show that
∑
t∈L¯Qκ KQκ(t)zt ≥
∑
t∈L¯Qr∗
KQr∗ (t)zt and
∑
t∈LQκ ot ≥∑
t∈LQr∗
ot are satisfied for any given set L¯Qκ and LQκ such that L¯Qκ ⊆ TQκ and
LQκ = TQκ\L¯Qκ .
We consider two cases:
(a.1) if L¯Qκ ⊆ TQr∗
(a.2) if L¯Qκ 6⊂ TQr∗ .
TQr∗ ⊆ TQκ is satisfied by definition since 1 ≤ r∗ ≤ κ.
Case (a.1): We let L¯Qr∗ = L¯Qκ . Then,∑
t∈L¯Qκ
KQκ(t)zt ≥
∑
t∈L¯Qr∗
KQr∗ (t)zt
is satisfied by Proposition 2 since all coefficients are non-negative.
TQr∗ ⊆ TQκ and L¯Qr∗ = L¯Qκ , which imply LQr∗ ⊆ LQκ . Thus,∑
t∈LQκ
ot ≥
∑
t∈LQr∗
ot
is also satisfied since all variables are non-negative.
Case (a.2): L¯Qκ 6⊂ TQr∗ and TQr∗ ⊆ TQκ imply TQr∗ ⊂ TQκ . We let
L¯Qr∗ = TQr∗ ∩ L¯Qκ . Then,∑
t∈L¯Qκ
KQκ(t)zt ≥
∑
t∈L¯Qr∗
KQr∗ (t)zt
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is satisfied by Proposition 2, since L¯Qr∗ ⊂ L¯Qκ and coefficients are non-negative.
LQr∗ ⊂ LQκ is satisfied since we have TQr∗ ⊂ TQκ and LQr∗ ⊂ LQκ . Thus,∑
t∈L¯Qκ
ot ≥
∑
t∈L¯Qr∗
ot
is also satisfied since all variables are non-negative.
By (a.1) and (a.2), we can conclude that for any given sets LQκ and L¯Qκ we can
find LQr∗ and L¯Qr∗ such that
(4.21) + (4.22) =
∑
t∈LQκ
ot +
∑
t∈L¯Qκ
KQκ(t)zt ≥
∑
t∈LQr∗
ot +
∑
t∈L¯Qr∗
KQr∗ (t)zt
is satisfied.
From the validity of the (Qr∗ , SQr∗ , LQr∗ ) inequality, we have∑
i∈SQr∗
xi +
∑
i∈S¯Qr∗
∆Qr∗ (i)yi +
∑
i∈LQr∗
oi +
∑
i∈L¯Qr∗
KQr∗ (i)zi ≥MQr∗ (0) = d0r∗ .
As we have represented in previous results
(4.17) + (4.23) + (4.24) + (4.21) + (4.22) ≥∑
i∈SQr∗
xi +
∑
i∈S¯Qr∗
∆Qr∗ (i)yi +
∑
i∈LQr∗
oi +
∑
i∈L¯Qr∗
KQr∗ (i)zi
is satisfied. Thus,
(4.17) + (4.23) + (4.24) + (4.21) + (4.22) ≥MQr∗ (0) = d0r∗
is correct.
Now consider the expression (4.20). As it is stated by Guan et al. [4] the following
expression is satisfied since all coefficients are non-negative,
(4.20) ≥ DQκ(j∗)− D˜Qκ(j∗) = d0κ − d0r∗ .
Thus,
(4.17) + (4.23) + (4.24) + (4.21) + (4.22) + (4.20) ≥ d0κ,
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which implies
(4.17) + (4.23) + (4.24) + (4.21) + (4.22) + (4.20) + (4.18) ≥ d0κ.
Therefore, the (Qk, SQk , LQk) inequality is valid.
Case (b): The left hand side of the (Qk, SQk , LQk) inequality is∑
i∈SQκ
xi +
∑
i∈S¯Qκ
∆Qκ(i)yi +
∑
t∈LQκ
ot +
∑
t∈L¯Qκ
KQκ(t)zt. (4.25)
Let Pˆ (κ) = {t(i) ∈ TQk : i ∈ P (κ)}. Then from the validity of (`, S, L) inequality
for ` = κ, we have the following expressions:
(4.25) ≥
∑
i∈SQκ∩P (κ)
xi +
∑
i∈S¯Qκ∩P (κ)
∆Qκ(i)yi +
∑
t∈LQκ∩Pˆ (κ)
ot +
∑
t∈L¯Qκ∩Pˆ (κ)
KQκ(t)zt =
∑
i∈SQκ∩P (κ)
xi +
∑
i∈S¯Qκ∩P (κ)
diκyi +
∑
t∈LQκ∩Pˆ (κ)
ot +
∑
t∈L¯Qκ∩Pˆ (κ)
dp1(t)κzt ≥
d0κ =MQκ(0).
Therefore, the (Qk, SQk , LQk) inequality is valid.
2
For the validity of (Q,SQ, LQ) inequalities, the leaf node set Q satisfies properties
(P1), (P2) and (P3). For any Q, the properties (P1) and (P2) can be obtained
without loss of generality, by doing necessary updates stated by Guan et al [4].
Finally, the structure of scenario tree according to the defined properties give
us practical advantages for defining the parameters of (Q,SQ, LQ) inequalities.
In the following section you can find the separation algorithm of (Q,SQ, LQ)
inequalities.
4.3 Separation of Valid Inequalities
In this section, we will develop the separation algorithms of our two families of
valid inequalities, (`, S, L) and (Q,SQ, LQ). In next chapter, these separation
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algorithms will be used with branch-and-cut algorithms to solve the stochastic
lot sizing problems.
4.3.1 Separation of (`, S, L) inequalities
Given a path P (`) for ` ∈ V and a fractional solution (x∗, y∗, o∗, z∗) for SLSE, let
S∗ = {i ∈ P (`) : x∗i ≤ di`y∗i } , (4.26)
S¯∗ = P (`)\S∗, (4.27)
L∗ =
{
i ∈ P (`) : o∗t(i) ≤ di`z∗t(i)
}
, and (4.28)
L¯∗ = P (`)\L∗. (4.29)
If
∑
i∈S∗
x∗i +
∑
i∈S¯∗
di`y
∗
i +
∑
i∈L∗
o∗t(i) +
∑
i∈L¯∗
di`z
∗
t(i) < d0` then (`, S
∗, L∗) inequality is
violated. Otherwise, the fractional solution satisfies the (`, S∗, L∗) inequality and
there are no node sets that violate (`, S, L) inequalities on path P (`), since
min S⊆P (`), L⊆P (`)
{∑
i∈S
x∗i +
∑
i∈S¯
di`y
∗
i +
∑
i∈L
o∗t(i) +
∑
i∈L¯
di`z
∗
t(i)
}
=∑
i∈S∗
x∗i +
∑
i∈S¯∗
di`y
∗
i +
∑
i∈L∗
o∗t(i) +
∑
i∈L¯∗
di`z
∗
t(i) ≥ d0`.
When node ` is decided, separation decision of (S∗, L∗) takes O(|T |) steps, since
there can be at most |T | number of nodes on each path P (`). In addition,
O(n) steps come from the all possible values that ` ∈ V can take. So the final
complexity of (`, S, L) inequalities is O(|T |n) steps. Thus, (`, S, L) inequalities
can be separated in polynomial time.
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4.3.2 Separation of (Q,SQ, LQ) inequalities
Given a leaf node set Q and a fractional solution (x∗, y∗, o∗, z∗) for SLSE, let
S∗Q = {i ∈ VQ : x∗i ≤ ∆Q(i)y∗i } , (4.30)
S¯∗Q = VQ\S∗Q, (4.31)
L∗Q = {t ∈ TQ : o∗t ≤ K(t)z∗t } , and (4.32)
L¯∗Q = TQ\L∗Q. (4.33)
If
∑
i∈S∗Q x
∗
i +
∑
i∈S¯∗Q ∆Q(i)y
∗
i +
∑
t∈L∗Q o
∗
t +
∑
t∈L¯∗Q K(t)z
∗
t < MQ(0), then
(Q,S∗Q, L
∗
Q) inequality is violated. Otherwise, fractional solution satisfies the
(Q,S∗Q, L
∗
Q) inequality, which implies that there are no node subsets of VQ and
TQ that violate (Q,SQ, LQ) inequalities, since
min SQ⊆VQ
min LQ⊆TQ
∑
i∈SQ
x∗i +
∑
i∈S¯Q
∆Q(i)y
∗
i +
∑
t∈LQ
o∗t +
∑
t∈L¯Q
K(t)z∗t

 =∑
i∈S∗Q
x∗i +
∑
i∈S¯∗Q
∆Q(i)y
∗
i +
∑
t∈L∗Q
o∗t +
∑
t∈L¯∗Q
K(t)z∗t ≥MQ(0).
For given Q, The complexity of the separation of (Q,SQ, LQ) inequality is
O(|VQ|) steps. In other words, when Q is given, violations can be found in O(|VQ|)
steps. The difficult part of the separation is the selection process of Q because
by enumeration the (Q,SQ, LQ) inequalities can not be separated in polynomial
time. Since we do not know a polynomial time algorithm for a general Q, we
apply a heuristic algorithm to find violated inequalities for |Q| ≥ 2.
Similar to Guan et al. [4], the idea of the heuristic algorithm is to add nodes to
the initial leaf node set Q such that the right hand side of the inequality MQ(0)
remains the same, while the left hand side is decreasing. When the algorithm
finds a violated inequality for |Q| ≥ 2, it stops. By doing so, we aim to find valid
inequalities for larger cardinality Q’s (see Algorithm 1 below).
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Algorithm 1: Algorithm for |Q| ≥ 2
Input: fractional solution (x∗, y∗, o∗, z∗)
begin1
for ` ∈ V do2
Step 0. Set Q = {`} and iˆ = `.3
Step 1. if |Q| ≥ 2 then4
go to Step 2.5
else6
go to Step 3.7
Step 2. Compute S∗Q and L
∗
Q as in 4.30 and 4.32.8
if (Q,S∗Q, L
∗
Q) is violated then9
stop.10
else11
go to Step 3.12
Step 3. Let k = argmin
{
d0j : j ∈ V (a(ˆi))\V (ˆi), Q′ = Q ∪ {j} , d0j < d0iˆ and13 ∑
i∈S∗
Q
′
xi +
∑
i∈S¯∗
Q
′
MQ(i)yi +
∑
t∈L∗
Q
′
ot +
∑
t∈L¯∗
Q
′
K(t)zt
14
<
∑
i∈SQ xi +
∑
i∈S¯QMQ(i)yi +
∑
t∈LQ ot +
∑
t∈L¯Q K(t)zt
}
.
15
if k exists then16
go to Step 5.17
else18
go to Step 4.19
Step 4. if iˆ 6= 0 then20
iˆ← a(ˆi) and go to Step 3.21
else22
end for loop.23
Step 5. Q← Q ∪ {k} and iˆ← k and go to Step 1.24
end25
Chapter 5
Computational Analysis
In this chapter, we provide the computational analysis of the branch-and-cut
algorithms in which the separations of (`, S, L) and (Q,SQ, LQ) inequalities are
done.
The branch-and-cut algorithm is coded in C++ environment with ILOG Con-
cert Technology of CPLEX version 11.2. We have used a 2x2.83 Ghz Intel Xeon
CPU and 8 GB memory HP workstation with the operating system Ubuntu 8.04.
However, only one-eighth (1024 MB) of the memory is used for our runs. In
addition, the time limit on each run is defined as one hour.
5.1 Parameters
We use the scenario tree structure in the formulation of SLSE and the size of
the problem coincides with the size of the scenario tree. There are two important
parameters of the scenario tree. One of them is the number of levels and the other
is number of branches for each non-leaf node. As the number of branch K or the
level of the scenario tree T increases, the number of nodes in the scenario tree
increases exponentially, so it becomes harder to find an optimal solution for the
SLSE problem. We use a scenario tree with T = 7 and K = 2 in our numerical
38
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analysis.
Throughout our analysis, we use four different cost ratios. Similar to the study
of Guan et al. [4], we take setup to holding cost ratio β/h ∈ {1750, 3500, 7000},
production to holding cost ratio f/h ∈ {50, 100, 200}, extra ordering to produc-
tion cost ratio α/f ∈ {1, 1.5, 2} and penalty to setup cost ratio γ/β ∈ {2, 5},
where hi is uniform in the interval [0,1]. In addition, nodes in a branch are as-
signed with equal probabilities and demands are uniform in the interval [0, 1000].
5.2 Performance Measures
We use three performance measures in our analysis. These are the CPU time, the
gap between the root node value of the branch-and-cut tree and the optimal value
and the number of nodes explored by the branch-and-cut algorithm. In addition,
if the given instance of the problem can not be solved to optimality in the allowed
time limit, we present the optimality gap of the problem at termination. This
gap is presented in parentheses under CPU time data.
There are four branch-and-cut algorithms in our numerical experiments. First
algorithm is the default branch-and-cut algorithm of CPLEX that uses the default
cuts of CPLEX. Second algorithm uses the default cuts of CPLEX together with
(`, S, L) cuts. The remaining two algorithms implement (Q,SQ, LQ) cuts with the
default cuts of CPLEX, but the former one is with |Q| = 2 and the latter one is
with |Q| ≥ 2. In our numerical results, we denote the number of nodes at each of
these algorithms as LP-BBNode, LSL-Node, QSL-Node(2) and QSL-Node(Gen.),
respectively. The column labeled as CPU gives the running time and the column
corresponding to GAP represents the LP relaxation gap of the branch-and-cut
algorithm. The total number of cuts added by each algorithm is also presented
at columns which are labeled as #cuts. Refer to Tables 5.1 and Table 5.2 for the
results.
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5.3 Implementation
Our branch-and-cut algorithms that use (`, S, L) or (Q,SQ, LQ) inequalities work
as follows. At each node of the branch-and-cut tree, first the default cuts of
CPLEX such as Gomory fractional, mixed integer rounding, flow and flow path
are added. Then the violated user defined cuts are added to the problem until no
more additional cuts are found. The Dynamic Search Algorithm that comes with
version 11.2 is switched off in the default branch-and-cut algorithm of CPLEX,
since it can not be used with user defined cuts.
5.4 Results
From the results, we can conclude that when (`, S, L) and (Q,SQ, LQ) inequalities
are used with default cuts of CPLEX, they are effective in reducing the number
of nodes explored by the default branch-and-cut algorithm of CPLEX. According
to this performance measure, the (Q,SQ, LQ) inequalities perform better than
branch-and-cut algorithms with (`, S, L) inequalities. For instances, which are
corresponding to 22nd, 23rd and 24th row of Table 5.1 and 2nd and 11th row of
Table 5.2, the branch-and-cut algorithm that use (Q,SQ, LQ) inequalities with
|Q| ≥ 2 performs better than (Q,SQ, LQ) inequalities with |Q| = 2. But for
all other instances of Table 5.1 and 5.2, the branch-and-cut algorithms that use
(Q,SQ, LQ) inequalities with |Q| = 2 give the least number of nodes among other
algorithms. Last but not least, the relation between the number nodes explored
by the branch-and-cut algorithms and the cost ratios is that the number of nodes
increases as γ/β and β/h ratios increase and it also increases when α/f and f/h
ratios decrease, and the opposite.
For instances which can be solved in less than 10 seconds, the default branch-
and-cut algorithm of CPLEX gives the best CPU time results in Table 5.1 and 5.2.
On the other hand, for instances which are solved more than 10 seconds, branch-
and-cut algorithms with the (`, S, L) inequalities generally give better CPU times
with respect to other algorithms in Table 5.1. But in the 9th and 18th row of Table
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5.1, (Q,SQ, LQ) inequalities with |Q| ≥ 2 outperforms the CPU times of (`, S, L)
inequalities. On the other hand, in Table 5.2 the branch-and-cut algorithms that
use (Q,SQ, LQ) inequalities with |Q| ≥ 2 generally give better CPU times with
respect to the branch-and-cut algorithm of (`, S, L). According to the results of
Table 5.1 and 5.2, we can conclude that (`, S, L) and (Q,SQ, LQ) valid inequalities
are effective in reducing the run times of algorithms for instances, which can not
be solved less than 10 second by the default settings.
The CPU time increases for ascending values of γ/β and β/h ratios and it
also increases for descending values of α/f and f/h ratios, and the opposite.
For example, among 54 combinations only one instance can not be solved to
optimality by our branch-and-cut algorithms in the allowed time limit and its
parameters are (γ/β = 5, β/h = 7000, α/f = 1.5, f/h = 50), which are the
largest γ/β and β/h ratios and the smallest α/f and f/h ratios.
The branch-and-cut algorithms that implement (`, S, L) and (Q,SQ, LQ) in-
equalities always have smaller gaps with respect to the default branch-and-cut
algorithm of CPLEX. For any instances of our experiments, the branch-and-cut
algorithm that uses (Q,SQ, LQ) inequalities with |Q| = 2 has smaller LP relax-
ation gap with respect to the branch-and-cut algorithm that uses (`, S, L) inequal-
ities. Similarly, the branch-and-cut algorithm that use (Q,SQ, LQ) inequalities
with |Q| ≥ 2 has smaller LP relaxation gap with respect to the branch-and-cut
algorithm that uses (Q,SQ, LQ) inequalities with |Q| = 2. In addition, in the
same direction number of cuts added by the branch-and-cut algorithm increases.
Finally, the effectiveness of our valid inequalities are observed in reducing the
number of nodes and LP relaxation gaps. In short runs, CPLEX has beaten
our CPU times. However for instances which can not be solved in less than a
minute, our algorithms outperform the CPU times of the default branch-and-cut
algorithm of CPLEX.
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Last but not least, we have noticed that the branch-and-cut algorithm which
uses (Q,SQ, LQ) inequality with |Q| = 2 generally has better performance results
among other alternatives and this is why, for the SLSE problem, we suggest using
(Q,SQ, LQ) inequalities with |Q| = 2.
Chapter 6
Conclusion
In this thesis, we consider a single item, multi period, finite horizon and uncapac-
itated lot sizing problems of a manufacturer who faces stochastic demand under
supplier monopoly. In this respect, we have studied two stochastic lot sizing
problems. Both of our studies include demand uncertainty via scenarios. Scenar-
ios are realizations of demands with their associated probabilities. To represent
the mentioned scenario structure we have used a scenario tree. Each node of the
scenario tree corresponds to a demand scenario and each level is a period of the
finite planning horizon.
Our first problem is named as stochastic lot sizing problem under monopoly
(SLS). In this problem we aim to find the period based production plan of a
manufacturer under demand uncertainty. The related costs of the problem are
production, inventory holding, backlogging and setup. The objective of the prob-
lem is to find the minimum sum of the expected costs. To solve the problem, we
have used the specific property of SLS, which is called the production path prop-
erty. According to the production path property, at each decision period t ∈ T we
either produce or do not produce. If production decision is made the amount of
production must be equal to the summation of demand from node i ∈ Nt to some
other node j ∈ Ntˆ such that t < tˆ minus the incoming inventory level of node i
from the previous period. Using the result of the production path property, we
have developed a polynomial time exact dynamic programming algorithm for the
45
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SLS problem.
Our second problem is the stochastic lot sizing problem with extra ordering
under monopoly (SLSE). The SLSE problem is based on the two-stage stochastic
production planning. We have two decision factors in SLSE, first one is scenario
based extra ordering decision and the second one is period based production de-
cision. First-stage decisions coincide with production decisions and second-stage
decisions come up to extra-ordering decisions. The first-stage decisions are given
under demand uncertainty then the second-stage decisions are given as correc-
tive actions for the first-stage decisions. This is why, when first-stage decisions
are known, the remaining problem can be solved easily as stochastic uncapaci-
tated lot sizing problem with a polynomial time algorithm [5]. Backlogging is
excluded in SLSE problem and the related costs of the problem are production,
extra ordering, inventory holding, setup of doing production and penalty of extra
ordering. The objective of the problem is to balance the extra ordering and pro-
duction decisions in order to find the minimum sum of the expected costs. For
the SLSE problem we have developed two families of valid inequalities which are
called (`, S, L) and (Q,SQ, LQ). Then we have used these valid inequalities in
branch-and-cut algorithms and the effectiveness of the valid inequalities is tested
via experimental results.
The SLSE problem is the first study that investigates two-stage stochastic
decision making with a stochastic lot sizing problem. In addition, the valid in-
equalities which we have developed for SLSE are generalizations of well known
valid inequalities of the lot sizing literature that are studied before.
In this study, we work on single-item, uncapacitated lot sizing problems.
These problems can be extended for multi-item case in the future research. In
addition, the uncapacitated structures of resources can also be changed. Bitran
and Yanesse [3], show that computational complexity of capacitated lot sizing
problem (CLSP) is NP-Hard and it implies that capacitated stochastic lot sizing
problem (CSLSP) is also NP-Hard. Because, CLSP is general case of CSLSP,
when there exists one scenario at each period of the scenario tree. But, for con-
stant capacities we may find polynomial time algorithms for stochastic lot sizing
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problems since the deterministic case of the problem can be solved in polynomial
time [10]. So that as future research, we can study stochastic lot sizing problems
with constant capacities. Furthermore, we can also introduce capacities for the
second stage decisions of the the two-stage stochastic lot sizing problems, so that
second-stage extra-ordering decisions can not exceed some period based capaci-
ties or percentages of the first-stage production decisions. For this problem, we
may develop valid inequalities or heuristic algorithms. In addition it may also
be possible to solve this problem in polynomial time but this is also an area
of future research. Finally, decomposition techniques for two-stage stochastic lot
sizing problems may also be studied and some handy formulations may be found.
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