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Abstract
In this paper we address the issue of providing a structured coalgebra presentation
of transition systems with algebraic structure on states determined by an equational
speciﬁcation Γ. More precisely, we aim at representing such systems as coalgebras for
an endofunctor on the category of Γ-algebras. The systems we consider are speciﬁed
by using a quite general format of SOS rules, the algebraic format, which in general
does not guarantee that bisimilarity is a congruence.
We ﬁrst show that the structured coalgebra representation works only for sys-
tems where transitions out of complex states can be derived from transitions out of
corresponding component states. This decomposition property of transitions indeed
ensures that bisimilarity is a congruence. For a system not satisfying this require-
ment, next we propose a closure construction which adds context transitions, i.e.,
transitions that spontaneously embed a state into a bigger context or vice-versa. The
notion of bisimulation for the enriched system coincides with the notion of dynamic
bisimilarity for the original one, that is, with the coarsest bisimulation which is a
congruence. This is suﬃcient to ensure that the structured coalgebra representation
works for the systems obtained as result of the closure construction.
1 Introduction
Structural Operational Semantics (SOS) [26] is a very popular and power-
ful style of language speciﬁcation, where each language construct is deﬁned
separately by a few clauses. Most of the developments in the area of process
algebras are based on SOS speciﬁcations, but often also functional and higher
order calculi and languages take advantage of them. Special formats have been
1 Research partially supported by MURST project Tecniche Formali per Sistemi Software,
by TMR Network GETGRATS and by Esprit WG APPLIGRAPH.
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deﬁned (see e.g. [8,13,2]), which automatically guarantee important proper-
ties, like that bisimulation is a congruence for the calculus under deﬁnition,
or that a reduction system can be automatically derived from the SOS rules.
Possible limitations of the ordinary SOS approach are that little model the-
ory has been actually developed, and that format restrictions exclude some of
the most interesting calculi, like the π-calculus 2 [22]. Both limitations stem
from the proof-theoretic point of view of the SOS approach to operational se-
mantics (abstract semantics being usually deﬁned in a successive step), which
exploits structural axioms only at a limited extent and is mainly interested in
the initial model.
The natural initial model associated to an SOS speciﬁcation is a labeled
transition system, which can be easily seen as a coalgebra for an endofunc-
tor in the category Set. However, this representation forgets about the term
structure of the states, which are seen just as forming a set. As a consequence,
the property that bisimilarity be a congruence, which is essential for making
compositional the abstract semantics based on bisimilarity, is not reﬂected
clearly in the algebraic structure.
In [28], the problem is approached by deﬁning so-called bialgebras, i.e.,
algebra-coalgebra pairs which represent transition systems with structured
states and transitions. A speciﬁcation in GSOS format [2] is used to derive a
certain natural transformation called distributed law, which ensures the com-
patibility between the algebraic and the coalgebraic structure. This compati-
bility also makes sure that bisimilarity is a congruence. Although the seman-
tical framework of bialgebras allows to deal with algebras for an equational
speciﬁcation Γ = 〈Σ, E〉, the approach in [28] (like the GSOS approach) is
restricted to algebras for a signature Σ.
An alternative but equivalent integration of algebras and coalgebras is
presented in [6]. Here the endofunctor determining the coalgebraic structure is
lifted from Set to the category of Γ-algebras. Morphisms between coalgebras
in this category are both Γ-homomorphisms and coalgebra morphisms, and
thus the unique morphism to the ﬁnal coalgebra, which always exists, induces
a (coarsest) congruence on any coalgebra.
In our view, the development of [6] ﬁts quite naturally an approach that we
can call of structured models, which is based on internal constructions. The idea
is that basicmodels are built using sets and functions, and morphisms between
basic models are deﬁned in terms of functions and of axioms represented as
diagrams in Set. By replacing Set with an environment category C we can
have automatically models enriched with the structure speciﬁed by C.
The structured model approach has been quite successful for structured
transition systems [7], where the basic versions are deﬁned as sets of states, sets
2 A version of the π calculus (without the replication operator) which ﬁts in deSimone
format, and thus for which a head-normalizing axiom system can be immediately derived,
is described in [9].
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of transitions and pairs of functions (i.e. source and target) between them 3 . In
fact, just by varying the environment category, structured transition systems
exactly describe such diverse models of computation as concurrent grammars,
Petri nets, concurrent term rewriting, logic programming, term graph rewrit-
ing, and graph rewriting. More interestingly, the free functor (which exists
under mild conditions on C) mapping the category of structured transition
systems on C to the category of internal categories in C actually corresponds
to deﬁning the operational semantics of these models of computation. Another
related example is described in [23], where the notion of bisimilarity of [16]
based on spans of open maps, initially deﬁned for ordinary transition systems,
is automatically lifted to certain history dependent transition systems which
model name generation and name passing as necessary for the π-calculus.
In general, internal constructions can be deﬁned using sketches [17] or
using extensions of algebraic theories which allow for partial algebras like
categories (see e.g. [18]), where internal constructions are represented as tensor
composition of theories [12]. For instance, the theory of double categories,
which are internal categories in Cat, can be deﬁned as the tensor product of
the theory of categories with itself [20].
Following the structured model approach, in this paper we want to study
under which conditions transition systems can be represented as structured
coalgebras on an environment category of algebras. We formalize general (posi-
tive) SOS rules as ﬁnite implications (Horn clauses) specifying a family of tran-
sition relations
l−→l∈L where L is a set of labels. This automatically deﬁnes
a notion of generated transition system as the initial object in the category
of systems satisfying the rules. In order to regard SOS rules as operations on
transitions, further investigations are based on the (still rather general) alge-
braic format [10] where the premise of a rule consists entirely of transitions
on variables, and which generalizes rules in deSimone format [8] by allowing
complex terms in the source of the conclusion of a rule
{xi li−→ yi}i∈I
s
l−→ t
where s ∈ TΣ({x1 . . . xn}), t ∈ TΣ({y1 . . . yn}). A rule in algebraic format is in
deSimone format if s = op(x1, . . . , xn) for some operation op ∈ Σ. Here terms
t and s are considered as subject to a set of axioms E. The algebraic format
includes several of the rules which have been actually proposed in the literature
and which cannot be handled by “well behaved” formats. For instance it is
able to express the rules of the π-calculus by axiomatizing substitution. Also
an axiom of the form
a.p | a¯.q τ−→ p | q
which is typical of the CHAM approach [1], ﬁts in the algebraic format, but
does not ﬁt in any of the ordinary formats since it applies to a complex term.
3 Labels on transitions and initial and ﬁnal states can also be easily added.
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Our result for the algebraic format is that, for representing a transition sys-
tem 〈S,−→〉 satisfying the rules as a coalgebra in the category of Γ-algebras,
the following condition is necessary and suﬃcient. There exists a transition
opA(a1, . . . , an)
l−→ b out of a composed state if and only if there is a (possibly
derived) rule in deSimone format with source op(x1, . . . , xn) and there are tran-
sitions out of a1, . . . , an such that applying the rule to the basic transitions we
obtain the transition opA(a1, . . . , an)
l−→ b. That means, a speciﬁcation with
rules in algebraic format which is not equivalent to a speciﬁcation with rules
in deSimone format 4 excludes the structured coalgebra interpretation of the
generated transition system. Thus one could say that what was considered a
methodological convenience, i.e. that in the SOS approach each language con-
struct is deﬁned separately by a few clauses, is in fact mandatory to guarantee
a satisfactory algebraic structure.
The second part of the paper considers a rather diﬀerent class of systems,
but eventually, as a kind of side eﬀect, solves the lifting problem for the whole
class of transition systems in algebraic format. Open systems are nowadays
very important in distributed and network computing. One of their funda-
mental properties is the ability of adapting to additions of new components
without requiring repeated compilations and initializations. Thus for two open
systems to be equivalent, not only experiments based on communications with
the external world should be considered, but also experiments consisting of
the additions of new components. In our setting, this corresponds to allow
an extra clause in the deﬁnition of bisimulation where arbitrary contexts are
applied. The resulting notion of equivalence has been considered in [24] and
called dynamic bisimilarity. Of course, when ordinary bisimilarity is a congru-
ence, dynamic bisimilarity coincides with it. In any case it can be characterized
as the coarsest bisimulation which is a congruence. Dynamic bisimilarity is a
rather stable notion, and can be deﬁned in several equivalent ways. For CCS
with unobservable τ transitions it does not coincide with observational con-
gruence (which is not a bisimulation), but it is ﬁner, and it can be axiomatized
just by deleting one of Milner’s τ laws.
Our result about open systems is that they always ﬁt our structured coalge-
bra characterization. More precisely, given any SOS speciﬁcation in algebraic
format, we can deﬁne its context closure, i.e. another speciﬁcation including
also the possible context transitions, namely all transitions resulting in the ad-
dition of some context and labeled by it. We prove that dynamic bisimilarity
for any speciﬁcation coincides with ordinary bisimilarity for its context closure.
In addition, any context closure can be seen as a structured coalgebra. Thus
open systems, for which dynamic bisimilarity is the natural notion, always
have a satisfactory algebraic structure. Ordinary systems for which ordinary
bisimilarity is not a congruence, can gain this property (and a satisfactory
algebraic structure) by also considering dynamic bisimilarity. This is done at
4 Using, e.g., the axioms of the speciﬁcation.
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the expense of a ﬁner notion of observational congruence, which anyway is the
coarsest possible, if it must be a bisimulation.
2 Structured Transition Systems and Bisimulation
In this section we ﬁrst introduce the notions of bisimulation, observational
congruence and dynamic bisimulation. Next we present structured transition
systems commenting on some of their strengths and weaknesses.
Transition systems are often equipped with some additional structure on
states. We consider here systems where the algebraic structure of states is
determined by an equational one–sorted algebraic speciﬁcation Γ = 〈Σ, E〉,
where Σ is a signature and E is a set of equations. We denote by Alg(Γ) the
category of total Γ-algebras and -homomorphisms.
Deﬁnition 2.1 [heterogeneous transition systems] Let Γ = 〈Σ, E〉 be an al-
gebraic speciﬁcation such that Σ contains at least one constant, and L be a
set of labels. A (heterogeneous) 5 transition system (over Γ and L) is a pair
hts = 〈A,−→hts〉 where A is a Γ-algebra and −→hts⊆ |A|×L×|A| is a labeled
(transition) relation. For 〈a, l, b〉 ∈−→hts we write a l−→hts b, as usual.
A morphism f : hts → hts′ of (heterogeneous) transition systems over Γ
and L is a Γ-homomorphism f : A → A′ such that a l−→hts b implies that
f(a)
l−→hts′ f(b). The category of (heterogeneous) transition systems over Γ
and L is denoted HTSΓL.
Notice that the existence of a constant in the signature ensures that tran-
sition systems over Γ, L are non-empty.
We introduce now the standard notion of bisimulation for transition sys-
tems. Intuitively, two states of a transition system are bisimilar if not only
there are sequences of transitions starting from them having the same labels,
but also the states reached after such transitions are bisimilar. Observational
equivalence is the maximal set of pairs of bisimilar states, and it can be shown
easily that it is a well-deﬁned equivalence relation.
Deﬁnition 2.2 [bisimulation, observational equivalence] Let hts = 〈S,−→〉
be a transition system in HTSΓL for some Γ and L, and let R be a binary
relation on S. Then Ψ, a function from relations to relations, is deﬁned by
(s, t) ∈ Ψ(R) if and only if for all l ∈ L:
• whenever s l−→ s′ there exists t′ such that t l−→ t′ and (s′, t′) ∈ R;
• whenever t l−→ t′ there exists s′ such that s l−→ s′ and (s′, t′) ∈ R.
A relation R is called bisimulation if and only if R ⊆ Ψ(R).
5 This qualiﬁcation is intended to stress the fact that in these systems the labels and the
transition relation have a weaker structure than states, unlike structured transition systems
introduced below.
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The relation ∼= ∪{R | R ⊆ Ψ(R)} is called observational equivalence, or
more brieﬂy, bisimilarity.
An equivalence ρ is called congruence with respect to an operator f , if
it is respected by the operator, i.e., (x, y) ∈ ρ implies (f(x), f(y)) ∈ ρ. The
equivalences which are congruences with respect to all the operators deﬁned
on states of a system are very important: they can be used to provide a
compositional abstract semantics.
Given a speciﬁcation Γ = 〈Σ, E〉, we denote by TΣ the term algebra over Σ
and by TΓ = TΣ/E the so-called quotient term algebra, i.e., the quotient of TΣ
with respect to the least congruence generated by E. Moreover, if X is a set
of variables, TΣ(X) denotes the term algebra over X having as carrier the set
of all Σ-terms with variables in X. TΓ(X) is the corresponding quotient with
respect to E. Now, it is well-known that both TΣ and TΓ are initial objects
in their respective categories of Σ- and Γ-algebras. The initial homomorphism
from TΣ into a Σ-algebra A is the inductive evaluation of ground terms to
elements of A and shall be denoted by eval : TΣ → A. The term algebra
TΣ(X) is free over X in the category of Σ-algebras. If ass : X → A is an
assignment for X into (the carrier of) a Σ-algebra A, its free extension is
denoted by ass : TΣ(X)→ A.
Deﬁnition 2.3 [context, congruence] Given a speciﬁcation Γ = 〈Σ, E〉, a
context C over Γ is an element of TΣ({•}) with exactly one occurrence of the
single variable •. Given a Γ-algebra A and a ∈ A, by C[a] we denote the
element ass(C) of A, where ass(•) = a.
A relation R over A is a congruence if whenever (a, b) ∈ R, then
(C[a], C[b]) ∈ R for every context C over Γ.
In many cases, observational equivalence is not a congruence, and we will
see a couple of relevant examples of this fact later on, one for Petri nets and
one for the π-calculus. This leads us naturally to the deﬁnition of observa-
tional congruence, which is simply the coarsest congruence included in the
observational equivalence.
Deﬁnition 2.4 [observational congruence] Let s, t ∈ S be two states of a
given transition system over Γ. We say that s ≈ t if and only if for any
context C over Γ, C[s] ∼ C[t].
Relation ≈ is called observational congruence.
Dynamic bisimulation has been introduced in [24]. The basic idea of dy-
namic bisimulation is to allow at every step of bisimulation not only the execu-
tion of an action, but also the embedding of the two agents under measurement
within the same, but otherwise arbitrary, context. As stressed in the Introduc-
tion, this notion of bisimulation is very natural for open systems, which have
to be compared also with respect to their behavior in response to dynamic
reconﬁgurations like the addition of new components. The following deﬁnition
is made parametric with respect to the set of allowed contexts.
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Deﬁnition 2.5 [dynamic bisimulation] Let hts = 〈S,−→〉 be a transition
system over Γ and L, C be a set of contexts over Γ, and let R be a binary
relation over S.
Then ΦCd , a function from relations to relations, is deﬁned as follows:
(s, t) ∈ ΦCd(R) if and only if for each l ∈ L and for each context C ∈ C:
• whenever C[s] l−→ s′ there exists t′ such that C[t] l−→ t′ and (s′, t′) ∈ R;
• whenever C[t] l−→ t′ there exists s′ such that C[s] l−→ s′ and (s′, r′) ∈ R.
A relation R is called C-dynamic bisimulation if and only if R ⊆ ΦCd(R).
It is called dynamic bisimulation if C is the set of all contexts over Γ.
The relation ∼dC = ∪{R | R ⊆ ΦCd(R)} is called C-dynamic observational
equivalence. It is called dynamic observational equivalence, or just dynamic
bisimilarity, ∼d if C is the set of all contexts over Γ.
A set of contexts U over Γ is called universal for hts if ∼dU =∼d.
It is shown in [24] that dynamic observational equivalence is the coarsest
bisimulation which is a congruence. Therefore it coincides with observational
congruence if (and only if) ≈ is a bisimulation. For example, ∼d and ≈ are
diﬀerent for CCS with weak bisimulation [21], which is the main case study
in [24], because for this process algebra ≈ is not a bisimulation; instead they
coincide for structured transition systems, as shown below, as well as for the
running example of this paper.
Structured transition systems are systems where both the states and the
transition relation are equipped with an algebraic structure, therefore they can
be seen as heterogeneous transition systems over Γ and L where both L and
the transition relation are Γ-algebras. A general theory of such systems has
been proposed in [7], and has been used to provide a computational semantics
for many formalisms, including, among others, P/T Petri nets in the sense of
[19], term rewriting systems, term graph rewriting [4], graph rewriting [5,14],
and Horn Clause Logic [3].
Deﬁnition 2.6 [structured transition systems] Let Γ be an algebraic speci-
ﬁcation and L be a Γ-algebra of labels. A structured transition system (over
Γ and L) is a pair sts = 〈A,−→sts〉 where A is a Γ-algebra of states and
−→sts⊆ A× L×A is a subalgebra of the product A× L×A in Alg(Γ).
The category of structured transition systems over Γ and L, with mor-
phisms deﬁned as in Deﬁnition 2.1, is denoted STSΓL.
The main goal of [6] was to provide an equivalent presentation of the cat-
egory of (structured) transition systems in a coalgebraic framework. The nat-
ural idea of representing a structured transition system over Γ as a coalgebra
for an endofunctor on Alg(Γ) deﬁned via a power algebra construction does
not work properly, essentially because in such systems, in general, bisimilarity
is not a congruence with respect to the operators of Γ. In fact, recalling that
bisimilarity is exactly the relation induced on the carrier of a coalgebra by the
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homomorphism to the terminal coalgebra, if such homomorphism is required
to be an arrow of Alg(Γ), then it must be a Γ-homomorphism as well, i.e.,
bisimilarity must be consistent with the operators of Γ. The solution proposed
in [6] was to weaken the homomorphism requirement, by introducing the no-
tion of lax coalgebra. The following example is borrowed from the full version
of [6].
Example 2.7 [bisimilarity is not a congruence in net transition systems] In
[19] it is discussed in depth in which sense commutative monoids are the al-
gebraic structure that characterizes place/transition Petri nets. Now, let CM
be the algebraic speciﬁcation of commutative monoids, let 6 L = {t}⊕, and
let M = {a, b}⊕. Furthermore, let N = 〈M,−→N〉 be the transition system in
STSCML such that −→N is freely generated by transitions a L−→N a, b L−→N b
and a⊕ b t−→N  M , where  X is the unit of monoid X.
System N is a faithful representation of a Petri net with two places, a and
b, and a single transition t which consumes one token from a and one from b
and produces no tokens. The label  L is used for the idle transitions, which do
not change state.
Now, it is easy to see that the states (markings) a and b are bisimilar
(a ∼ b) since they both produce only inﬁnite sequences of  L as observations.
Clearly, also b ∼ b, but a ⊕ b ∼ b ⊕ b because from a ⊕ b we could observe
the transition t. This shows that observational equivalence on M is not a
congruence, because it is not compatible with the monoidal operation.
On the other hand, it can be proved that for structured transition systems
observational congruence is a bisimulation, and therefore it coincides with
dynamic observational equivalence.
Fact 2.8 (observational congruence is a bisimulation in structured t.s.’s)
Let ts = 〈S,−→〉 be a system in STSΓL. Then ≈ is a bisimulation on the
states of ts, i.e., ≈ ⊆ Ψ(≈) (see Deﬁnition 2.2).
For, suppose toward contradiction that ≈ is not a bisimulation. Then there
are states s, t of ts such that s ≈ t and there exist sequences of transitions
s
l1−→ . . . ln−→ sn and t l1−→ . . . ln−→ tn
such that sn ≈ tn, i.e., there exists a context over Γ, say E, such that E[sn] ∼
E[tn]. Since in a structured transition system over Γ the transition relation is
closed under contexts over Γ, by applying E to the sequences above we obtain
sequences
E[s]
E[l1]−→ . . . E[ln]−→ E[sn] and E[t] E[l1]−→ . . . E[ln]−→ E[tn]
Now E[sn] ∼ E[tn] implies that E[s] ∼ E[t] since ∼ is a bisimulation. This
contradicts the assumption s ≈ t.
Actually, structured transition systems are adequate for modeling only
6 By A⊕ we denote the free commutative monoid generated by a set A.
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rule-based systems (like Petri nets) where the algebraic structure is orthogo-
nal to the transition structure. This is not the case, for example, for process
algebras, and this is the reason why we introduced in Deﬁnition 2.1 systems
where only states are structured. Consider for example the following fragment
of the π-calculus [22] with early binding, which will be our running example
(this presentation will be made more precise in the next section).
Example 2.9 [π-calculus fragment] Assuming a countable inﬁnite set N of
names (ranged over by x, y, z, . . .), the preﬁxes (α, β, . . . ) are built according
to the following syntax (we assume that τ ∈ N ):
α = τ | x¯y | x(y)
Then the agents (P,Q, . . .) are built as follows:
P = 0 | α.P | P +Q | P |Q
Agents are deﬁned up to α-conversion. Moreover, we assume that 〈+, 0〉
is a semi-lattice and that 〈|, 0〉 is a commutative monoid (see the algebraic
speciﬁcation in Example 3.5).
The operational semantics of agents is speciﬁed by SOS rules as follows.
[out]
x¯y.P
x¯y−→ P
[in]
x(y).P
xz−→ P [z/y] for each z ∈ N
[ch]
P
l−→ P ′
P +Q
l−→ P ′
[par]
P
l−→ P ′
P |Q l−→ P ′|Q
[com]
P
x¯y−→ P ′, Q xy−→ Q′
P |Q τ−→ P ′|Q′
Due to the commutativity of + and | the symmetric variants of the last three
rules are not needed.
Now, the process algebra just introduced cannot be represented as a struc-
tured transition system because otherwise the transition relation would auto-
matically be closed under the operations deﬁned on states. This would mean,
for example, to add rules like
0
0−→ 0
P
l−→ P ′
α.P
α.l−→ α.P ′
P
l−→ P ′, Q k−→ Q′
P +Q
l+k−→ P ′ +Q′
(see also Example 3.4) which are clearly not meaningful for the example.
The point is that in the structured transition systems framework all opera-
tions are interpreted as structural ones, while operations like inaction 0, preﬁx
l. , and nondeterministic choice + have, in a process algebra, a purely be-
havioral meaning. Furthermore, the way these behavioral operations generate
transitions of the system is speciﬁed usually by SOS rules.
In order to extend the results of [6] about the coalgebraic representation of
transition systems to more general systems, including process algebras like the
above, but still emphasizing the role of the algebraic structure on states, we
need to “decouple” the structure of the transition relation from that of states.
This is the reason why we introduced heterogeneous transition systems in Deﬁ-
nition 2.1, which do not have any relevant structure on the transition relation:
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These can be used to deﬁne systems with structured states, independently of
the structure of transitions, which can be speciﬁed instead via suitable SOS
rules, making use of the notion of transition speciﬁcation introduced in the
next section.
3 SOS Rules and Transition Speciﬁcations
Given an algebraic speciﬁcation Γ and a set of labels L, a collection of SOS
rules can be regarded as a speciﬁcation of the subcategory of HTSΓL including
all transition systems for which the transition relation is closed under the given
rules. In the following, SOS rules are formally deﬁned as ﬁnite implications of
sequents over a binary transition predicate
l−→ which is deﬁned for each
label l ∈ L. Such rules may be interpreted as Horn clauses (with equality)
specifying a heterogeneous transition system regarded as a relational structure.
Deﬁnition 3.1 [SOS rules, satisfaction, entailment, theory] Given a set of
labels L, an algebraic speciﬁcation Γ = 〈Σ, E〉, and a countable set of variables
X, a sequent s
l−→ t (over L and Γ) is a triple where l ∈ L is a label and
s, t ∈ TΣ(X) are Σ-terms with variables in X. An SOS rule r over Γ, L, and
X takes the form
s1
l1−→ t1, . . . , sn ln−→ tn
s
l−→ t
where si
li−→ ti as well as s l−→ t are sequents over Γ, L, and X.
Given a heterogeneous transition system hts = 〈A,−→hts〉, an assignment
ass : X → A is a solution to a sequent s l−→ t over Γ, L, and X in hts if
ass(s)
l−→hts ass(t). We say that hts satisﬁes a rule r like above, written
hts |= r, if each (joint) solution to si li−→ ti for i = 1, . . . , n is also a solution
to s
l−→ t. In this case we also say that hts is a model of r.
A set of rules R entails rule r, written R |= r, if all models of R are also
models of r. The theory Th(R) of R is deﬁned as the closure of R under this
entailment relation.
According to the formalization of SOS rules as Horn clauses, a sequent
s
l−→ t is a proposition stating that s and r are in the relation l−→. Mod-
ulo this translations, the above notion of satisfaction of rules by transition
systems coincides with the satisfaction of Horn clauses with equality by a cor-
responding relational structure. As a consequence, this notion of satisfaction
is well-deﬁned and each calculus for Horn clause logic with equality which is
sound and complete delivers a sound and complete calculus for SOS rules.
Deﬁnition 3.2 [transition speciﬁcation] A transition speciﬁcation is a four-
tuple TS = 〈Γ, L,X,R〉 consisting of an algebraic speciﬁcation Γ, a set of
labels L, a countable set of variables X, and a set of SOS rules R over Γ, L,
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and X. By HTSTS we denote the full subcategory ofHTS
Γ
L where all systems
satisfy the rules R.
Fact 3.3 The category HTSTS has an initial object 〈TΓ,−→〉 whose set of
states is the initial Γ-algebra TΓ.
The next example shows that structured transition systems can be char-
acterized, in quite an obvious way, by a suitable transition speciﬁcation.
Example 3.4 [specifying structured transition systems] The category of
structured transition systems can be obtained as a subcategory of that of
heterogeneous transition systems in the following way. Let Γ be a speciﬁca-
tion and L be a Γ-algebra of labels. Furthermore, let X be a countable set of
variables, and let R consist of all rules
x1
l1−→ y1, . . . , xn ln−→ yn
op(x1, . . . , xn)
opL(l1,...,ln)−→ op(y1, . . . , yn)
for each operation op of arity n in Γ, and for any choice of labels l1, . . . , ln ∈ |L|.
This ensures that in a system which is a model for R the transition relation
is closed under the operations of the algebra. As a consequence, the category
STSΓL is isomorphic to the category HTSTS where TS = 〈Γ, |L|, X,R〉.
Let us now come back to our running example. The fragment of the π-
calculus of Example 2.9 can be characterized as the initial model of the fol-
lowing speciﬁcation.
Example 3.5 [transition speciﬁcation for π-calculus] Let N be a set of chan-
nel names and let α, β, . . . range over preﬁxes as deﬁned in Example 2.9. Then
agents are deﬁned by the following one-sorted, equational algebraic speciﬁca-
tion Π. 7
Π =
sorts Agent
operators
0 : → Agent
α. : Agent → Agent (for each preﬁx α)
+ : Agent, Agent → Agent
| : Agent, Agent → Agent
[x/y]: Agent → Agent (for each pair x, y ∈ N )
axioms
for all P,Q,R : Agent, x, y, z, v ∈ N
0 + P = P , P +Q = Q+ P ,
7 A simpler and more elegant presentation could have been given by using a many-sorted
algebraic speciﬁcation including, besides Agent, also sorts Name and Preﬁx, and postulating
a ﬁxed interpretation for those sorts (in the style, for example, of Hidden Algebras [11]).
We preferred to stick to the one-sorted case, to keep deﬁnitions simpler.
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P + P = P , (P +Q) +R = P + (Q+R),
(P |Q)|R = P |(Q|R), P |Q = Q|P P |0 = P
0[z/x] = 0
(τ.P )[z/x] = τ.P [z/x]
(x¯y.P )[z/x] = z¯y.P [z/x], if x = y
(x¯y.P )[z/y] = x¯z.P [z/y], if x = y
(x¯y.P )[z/v] = x¯y.P [z/v], if v ∈ {x, y}
(x¯x.P )[z/x] = z¯z.P [z/x]
x(y).P = x(z).P [z/y] if z ∈ free-names(P )
(x(y).P )[z/v] = x(y).P [z/v], if y ∈ {z, v} and x = v
(x(y).P )[z/x] = z(y).P [z/x], if y ∈ {x, z}
(P +Q)[z/x] = P [z/x] +Q[z/x]
(P |Q)[z/x] = P [z/x]|Q[z/x]
Furthermore, let LΠ be the set of labels (observable actions) consisting of
output actions x¯y for each x, y ∈ N
input actions xy for each x, y ∈ N
invisible action τ
Now the transition speciﬁcation Pi is given by the four-tuple Pi =
〈Π, LΠ, X,RΠ〉, where RΠ consists of all instances of the rules listed in Ex-
ample 2.9.
It is worth stressing that observational equivalence is not a congruence in
the models of the transition speciﬁcation Pi.
Example 3.6 [bisimilarity is not a congruence in π-calculus] Let u, v ∈ N
with u = v. In any transition system in HTSPi, consider the two agents
P = u¯y.0|v(z).0 and Q = u¯y.v(z).0 + v(z).u¯y.0
Clearly, P ∼ Q. Now consider the context C = x(v).• over Π. Then it
is easy to check that C[P ] = x(v).P ∼ x(v).Q = C[Q]. In fact, we have
x(v).P
xu−→ P [u/v] = u¯y.0|u(z).0 τ−→ 0|0[y/z] = 0, while x(v).Q xu−→
Q[u/v] = u¯y.u(z).0 + u(z).u¯y.0, and this last agent has no outgoing tran-
sitions labeled by τ .
4 Heterogeneous Transition Systems as Structured
Coalgebras
It is well-known that labeled transition systems can be represented as coalge-
bras for a suitable functor [27]. Let us ﬁrst introduce the standard deﬁnition
of coalgebras for a functor.
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Deﬁnition 4.1 (coalgebras) Let B : C → C be an endofunctor on a category
C. A coalgebra for B or B-coalgebra is a pair 〈A, a〉 where A is an object of
C and a : A → BA is an arrow. A B-homomorphism f : 〈A, a〉 → 〈A′, a′〉 is
an arrow f : A→ A′ of C such that
a′ ◦ f = Bf ◦ a.(1)
The category of B-coalgebras and B-homomorphisms will be denoted
B-Coalg. The underlying functor U : B-Coalg → C maps an object 〈A, a〉
to A and an arrow f to itself.
Let PL : Set→ Set be the functor deﬁned as
X → P(L×X)
where L is a ﬁxed set of labels and P denotes the powerset functor. Then, a
coalgebra 〈S, σ〉 for this functor represents a labeled transition system 〈S,−→〉
where s
l−→ s′ if 〈l, s′〉 ∈ σ(s). Vice versa, each labeled transition system
〈S,−→〉 can be mapped to a coalgebra 〈S, σ : S → PL(S)〉 by σ(s) = {〈l, s′〉 |
s
l−→ s′}. These translations establish a one-to-one correspondence between
PL-coalgebras and labeled transition systems over L.
A problem with this presentation is that, due to cardinality problems, the
functor PL does not admit a ﬁnal coalgebra [27]. One possible solution (often
adopted in the literature) consists of replacing the powerset functor P by the
ﬁnite powerset functor Pf thus deﬁning the functor P fL : Set→ Set by
X → Pf (L×X)
Coalgebras for this endofunctor are in one-to-one correspondence with ﬁnitely
branching transition systems, i.e., where for every state s the set of outgoing
transitions s
l−→ t from s is ﬁnite. However, in many cases, and in particular
for the π-calculus, we encounter transition systems with inﬁnite branching, as
shown in the following example.
Example 4.2 [inﬁnite branching] Consider the agent x(y).0 which may re-
ceive a name z ∈ N on channel x making a transition x(y).0 xz−→ 0. Since
the set N of potential names z to be received is countably inﬁnite, there is a
countably inﬁnite set of such outgoing transitions. Hence, π-calculus transition
systems are transition systems with countable degree.
Since our goal is to represent π-calculus transition systems as coalgebras,
we deﬁne a functor on Set whose coalgebras represent systems with countable
degree Still, this functor shall admit ﬁnal and cofree coalgebras.
A (labeled, heterogeneous, or structured) transition systems 〈S,−→〉 has
countable degree (of branching) if for each state s ∈ S the set {〈s′, l〉 | s l−→ s′}
is countable.
Fact 4.3 (transition systems with countable degree as coalgebras)
Let P cL : Set→ Set be the functor deﬁned as
X → Pc(L×X)
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where Pc : Set→ Set is the countable powerset functor associating with each
set X the set of all countable subsets of X. Then, transition systems over L
with countable degree are in one-to-one correspondence with P cL-coalgebras.
The correspondence between P cL-coalgebras and transition systems with
countable degree is deﬁned like for unrestricted transition systems and PL-
coalgebras. However, unlike functor PL, the functor P
c
L admits cofree and ﬁnal
coalgebras.
Proposition 4.4 (ﬁnal and cofree P cL-coalgebras) The obvious underly-
ing functor U : P cL-Coalg → Set has a right adjoint R : Set → P cL-Coalg
associating with each set X a cofree coalgebra over X. As a consequence, the
category P cL-Coalg has a ﬁnal object given as cofree coalgebra R(1) over a
ﬁnal set 1.
Proof. According to [27,15] it is enough to show that functor P cL is bounded.
This is the case since the cardinality of the subsets assigned by P cL is limited
by ω (cf. [27], Example 6.8). ✷
Moreover, it is easy to show that the the functor P cL preserves weak pull-
backs which is the main assumption for most of the useful machinery of coal-
gebras in Set. Thus, the functor P cL has many of the nice properties of the
functor P fL based on ﬁnite powersets. Hence, we shall stick to this functor
throughout the rest of the paper, and since the there is no room for confusion
we will skip the exponent c simply denoting P cL by PL.
In the following we enrich PL-coalgebras with an algebraic structure to
structured coalgebras, i.e., coalgebras for an endofunctor on a category of al-
gebras. This functor shall lift the endofunctor PL on Set to the category of
Γ-algebras, that is, it will act on the carrier sets like PL but, in addition, it has
to deﬁne the operations. In heterogeneous transition systems only the states
have algebraic structure, but as mentioned before, the SOS rules of a transi-
tion speciﬁcation can be considered as (speciﬁcation of an) algebraic structure
on transitions. However, in contrast to the algebra of states, the operations
on transitions are in general partial and non-deterministic, that is, they are
deﬁned on sets of transitions rather than on single transitions.
The choice operation + of the speciﬁcation Π, for example, interpreted on
transitions, takes as arguments two sets SP and SQ of transitions P
l−→ P ′
and Q
k−→ Q′ out of agents P and Q, respectively, and delivers as result a set
SP+Q = {P+Q l−→ P ′ | P l−→ P ′ ∈ SP}∪{P+Q k−→ Q′ | Q k−→ Q′ ∈ SQ} of
outgoing transitions of P+Q. The ﬁrst subset corresponding to the choice of P
is directly derived from the rule [ch] in the transition speciﬁcation. The second
subset follows by commutativity of + which allows to derive the symmetric
rule.
This intuition is formalized, for example, in [27,28] where GSOS rules [2]
are used in order to deﬁne algebraic structure on coalgebras. In a proof-
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theoretic setting, a similar idea is implemented in [25] using transition sys-
tems where every transition carries (in addition to source, target, and label)
a proof term representing its derivation by rules which act as operations on
such proofs.
Next, we introduce several formats of SOS rules which make simpler the
interpretation of rules as operations on transitions. In particular, we consider
rules in algebraic format [10] where the premise of a rule consists entirely of
transitions on variables, and which generalize rules in deSimone format [8] by
allowing complex terms in the source of the conclusion of a rule.
Deﬁnition 4.5 [rules in algebraic format] A rule over Γ = 〈Σ, E〉 and L is in
algebraic format if it has the form
{xi li−→ yi}i∈I
s
l−→ t
where I ⊆ {1 . . . n}, li, l ∈ L, s ∈ TΣ({x1 . . . xn}), t ∈ TΣ({y1 . . . yn}), such
that xi = yj iﬀ i = j and j ∈ I. The rule is called complete if I = {1 . . . n}.
A rule in algebraic format is in deSimone format if s = op(x1, . . . , xn) for
some operation op ∈ Σ.
Below, only complete rules are used for deﬁning the algebraic structure on
transitions. This requirement makes sure that all variables which appear in
the conclusion of the rule are “bound” by their occurrence in the premise.
Each transition speciﬁcation TS = 〈Γ, L,X,R〉 with rules in algebraic for-
mat can be transformed into a speciﬁcation C(TS) = 〈Γ, L∪{∗}, X,R′}〉 with
complete rules only. To this aim we add a special label ∗ for idle transitions,
and for each operation op : n ∈ Σ we introduce a rule
{xi ∗−→ yi}i∈{1,...,n}
op(x1, . . . , xn)
∗−→ op(y1, . . . , yn)
thus inductively closing a system under idle transitions. Each rule in R
{xi li−→ yi}i∈I
s
l−→ t
in algebraic format is then replaced by a complete rule
{xi li−→ yi}i∈I , {xj ∗−→ x′j}j∈{1,...,n}\I
s
l−→ t[x′j/xj ]j∈{1,...,n}\I
by adding to the premise an idle transition xj → x′j (where x′j is a fresh vari-
able) for each component that does not appear in the premise of the original
rule, and substituting in t all occurrences of xj by x
′
j . Notice that, for a system
〈A,−→〉 whose set of states A is term-generated, this substitution does not
change the meaning of the term t. In fact, it is easily shown by induction on the
term structure that ∗-labeled transitions are idle, i.e., ass(xj) ∗−→hts ass(x′j)
implies that ass(xj) = ass(x
′
j) for any assignment ass : X → A.
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The semantical idea behind this transformation is stated in the following
proposition.
Proposition 4.6 (completion) Given a set of labels L and an algebraic
speciﬁcation Γ = 〈Σ, E〉, let TS be a transition speciﬁcation over L and Γ
and C(TS) its completion. Assume a heterogeneous transition system hts =
〈A,−→hts〉 over L and Γ such that A is term-generated, that is, the initial
homomorphism eval : TΣ → A is surjective. Then, hts satisﬁes TS if and
only if its “reﬂexive closure” htsr = 〈A,−→rhts〉 over L ∪ {∗} and Γ where
−→rhts=−→hts ∪{〈a, ∗, a〉 | a ∈ A} satisﬁes C(TS).
Example 4.7 [completion] Let’s apply this idea to the π-calculus fragment.
First, we introduce rules for generating idle transitions labeled by ∗.
0
∗−→ 0
P
∗−→ P ′
α.P
∗−→ α.P ′
(for every preﬁx α)
P
∗−→ P ′, Q ∗−→ Q′
P +Q
∗−→ P ′ +Q′
P
∗−→ P ′, Q ∗−→ Q′
P |Q ∗−→ P ′|Q′
P
∗−→ P ′
P [x/y]
∗−→ P ′[x/y] (for all x, y ∈ N )
Next, we transform the rules of Example 2.9 into complete rules.
[out]
P
∗−→ P ′
x¯y.P
x¯y−→ P ′
[in]
P
∗−→ P ′
x(y).P
xz−→ P ′[z/y] for each z ∈ N
[ch]
P
l−→ P ′, Q ∗−→ Q′
P +Q
l−→ P ′
[par]
P
l−→ P ′, Q ∗−→ Q′
P |Q l−→ P ′|Q′
[com]
P
x¯y−→ P ′, Q xy−→ Q′
P |Q τ−→ P ′|Q′
The resulting speciﬁcation is denoted by C(Pi).
From a transition speciﬁcation with complete rules in algebraic format we
derive a lifting of the endofunctor PL on Set to an endofunctor on Alg(Γ).
Deﬁnition 4.8 [lifting of PL] Let TS = 〈Γ, L,X,R〉 be a transition spec-
iﬁcation with complete rules in algebraic format and Γ = 〈Σ, E〉. Deﬁne
P TSL : Alg(Γ)→ Alg(Γ) by
A → PA = 〈PL(|A|), (opPA)op∈Σ〉.
where 8
opPA(S1, . . . , Sn) = {〈l, ass(t)〉 |
∃{xi
li−→yi}i∈{1,...,n}
op(x1,...,xn)
l−→t
∈ Th(R) ∧
∃ass : X → A ∧
∀i ∈ {1, . . . , n} : 〈li, ass(yi)〉 ∈ Si}
8 The careful reader might expect an additional condition like ass(xi) = Si. However, such
a condition is not well-deﬁned since Si is not an element of the algebra A. Moreover, since
the rules are complete, there is a sequent xi
l−→i yi for each i ∈ {1, . . . , n}, and all the xi
and yj are distinct. Thus ass is deﬁned for all variables yi occurring in t, and the evaluation
of the term in the algebra A is independent of the assignments to the variables xi.
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Notice that only rules in deSimone format actually contribute to the al-
gebraic structure on transitions. They deﬁne the operations of the signature
while rules in algebraic format, in general, apply to complex terms whose
interpretation is determined by the operations.
The “correctness” of this lifting is conﬁrmed by the fact that, applying it
to the speciﬁcation of structured transition systems in Example 3.4, it yields
exactly the lifting deﬁned in [6]. For an operation op : n ∈ Σ, the speciﬁcation
TS of structured transition systems leads to the following pointwise extension
of op to sets of label-successor pairs which is typical for the power algebra
construction in [6].
opP
TS
L (A)(S1, . . . , Sn) = {〈opL(l1, . . . , ln), opA(b1, . . . , bn)〉 |
〈li, bi〉 ∈ Si for 1 ≤ i ≤ n}
The following example shows, among other things, why we use the theory
Th(R) instead of just R.
Example 4.9 [endofunctor lifting] For the π-calculus fragment we want to
obtain a functor P
C(Pi)
L : Alg(Π) → Alg(Π) which maps a Π-algebra A to
another one PA = 〈PL(|A|), {α. , 0,+, |, [x/y]}〉 whose carrier is the set of all
countable subsets of L× A.
All rules in Example 4.7 are complete rules in deSimone format. Still, the
above deﬁnition restricted to the rules of R would not reﬂect the intended
meaning of the operations. The reason is the presence of structural equations
in the transition speciﬁcation. Consider for example the deﬁnition of choice
+ below which is only derived from the rule for ∗-transitions of agents P +Q
and the rule [ch] in Example 4.7. 9
S1 + S2 ={〈∗, P ′ +Q′〉 | 〈∗, P ′〉 ∈ S1, 〈∗, Q′〉 ∈ S2} ∪
{〈l, P ′〉 | 〈l, P ′〉 ∈ S1, 〈∗, Q′〉 ∈ S2}
This deﬁnition of + is clearly not commutative (as required by the speciﬁca-
tion Π) since, beside idle transitions, it always prefers its ﬁrst argument. Thus
the resulting algebra would not satisfy the equations. A similar observation
holds for the composition |. This problem is avoided in Deﬁnition 4.8 by con-
sidering for the lifting not only the rules of R but also all derived rules, that
is, the theory Th(R) of R. In particular, for obtaining a commutative choice
on transitions, the rule
[ch′]
P
∗−→ P ′, Q l−→ Q′
P +Q
l−→ Q′
(derived from [ch] using the commutativity of + on agents, see also Exam-
ple 2.9) has to be taken into account as well.
9 In order to avoid notational complications we omit the usual exponents A and PA of
operations of the respective algebra. In general, operation symbols occurring in the left-
hand side of the equation refer to operations of PA while those on the right belong to
A.
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The “correct” deﬁnition leads to the following lifting of PL.
0 = {〈∗, 0〉}
α.S = {〈∗, α.P ′〉 | 〈∗, P ′〉 ∈ S} ∪
{〈x¯y, P ′〉 | α = x¯y ∧ 〈∗, P ′〉 ∈ S} ∪
{〈xz, P ′[z/y]〉 | α = x(y) ∧ z ∈ N ∧ 〈∗, P ′〉 ∈ S}
S1 + S2 ={〈∗, P ′ +Q′〉 | 〈∗, P ′〉 ∈ S1, 〈∗, Q′〉 ∈ S2} ∪
{〈l, P ′〉 | 〈l, P ′〉 ∈ S1, 〈∗, Q′〉 ∈ S2} ∪
{〈l, Q′〉 | 〈∗, P ′〉 ∈ S1, 〈l, Q′〉 ∈ S2}
S1|S2 = {〈∗, P ′|Q′〉 | 〈∗, P ′〉 ∈ S1, 〈∗, Q′〉 ∈ S2} ∪
{〈l, P ′|Q′〉 | 〈l, P ′〉 ∈ S1, 〈∗, Q′〉 ∈ S2}∪
{〈l, P ′|Q′〉 | 〈∗, P ′〉 ∈ S1, 〈l, Q′〉 ∈ S2}∪
{〈τ, P ′|Q′〉 | 〈x¯y, P ′〉 ∈ S1, 〈xy,Q′〉 ∈ S2} ∪
{〈τ, P ′|Q′〉 | 〈xy, P ′〉 ∈ S1, 〈x¯y, Q′〉 ∈ S2}
S[x/y] = {〈∗, P ′[x/y]〉 | 〈∗, P ′〉 ∈ S}
We shall see below that even this is not enough for representing the initial
Pi-transition system as a P
C(Pi)
L -coalgebra. The problem is that the coalgebra
structure σhts deﬁned by σhts(a) = {〈l, b〉 | a l−→hts b} may fail to satisfy the
homomorphism property. The question, under which conditions the homomor-
phism property holds shall be analyzed in the next Proposition.
Proposition 4.10 (homomorphism property of coalgebra structure)
Let TS = 〈Γ, L,X,R〉 be a transition speciﬁcation with complete rules in
algebraic format and Γ = 〈Σ, E〉, and P TSL : Alg(Γ) → Alg(Γ) the cor-
responding lifting of the endofunctor PL as in Deﬁnition 4.8. Assume a
heterogeneous transition system hts = 〈S,−→hts〉 ∈ HTSTS. Then, the
mapping σhts : S → P TSL (S) deﬁned by σhts(a) = {〈l, b〉 | a l−→hts b} is a
Γ-homomorphism if and only the following two statements are equivalent:
(i) opA(a1, . . . , an)
l−→hts b
(ii) ∃{xi
li−→yi}i∈{1,...,n}
op(x1,...,xn)
l−→t
∈ Th(R),
∃ass : X → A:
ass is solution to {xi li−→ yi}i∈{1,...,n}∧
b = ass(t)
Proof.
opA(a1, . . . , an)
l−→hts b iﬀ [by deﬁnition of σhts]
〈l, b〉 ∈ σhts(opA(a1, . . . , an)) iﬀ [by homomorphism property of σhts]
〈l, b〉 ∈ opPTSL (A)(σhts(a1), . . . , σhts(an))iﬀ [by deﬁnition of opPTSL (A)]
∃ {xi
li−→yi}i∈{1,...,n}
op(x1,...,xn)
l−→t
∈ Th(R) ∧
∃ ass : X → A : ∀i ∈ {1, . . . , n} : 〈li, ass(yi)〉 ∈ σhts(ai) (∗)
∧ b = ass(t)
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The statement follows by observing that (∗) is equivalent to
∃ ass : X → A s.t. ass is solution to {xi li−→ yi}i∈{1,...,n}
✷
In other terms, a transition opA(a1, . . . , an)
l−→hts b out of a composed
state exists if and only if there are a (derived) rule in deSimone format with
source op(x1, . . . , xn) and transitions out of a1, . . . , an such that by applying
the rule to the basic transitions we obtain the transition opA(a1, . . . , an)
l−→hts
b. That means, only such transition systems where all transitions can be proved
to exist can be represented as coalgebras. In the theory of algebraic speciﬁca-
tion such a condition corresponds to the notion of (term-) generated algebra,
i.e., an algebra where the initial homomorphism is surjective. In Horn clause
logic (or Logic Programming), this is nothing else but the well-known closed
world assumption. 10 As a consequence we have the necessary condition that
the transition speciﬁcation TS is equivalent to the set of all deSimone rules
in the theory Th(TS), that is, more complex rules have to be derivable from
more basic ones. The following example shows that this condition is not suf-
ﬁcient since the transition system generated by the π-calculus speciﬁcation
(which is entirely given in deSimone format) is not representable as a struc-
tured coalgebra.
Example 4.11 [π-calculus is no coalgebra in Alg(Π)] The agent P =
u¯y.0|v(z).0 with u = v can make the transitions P ∗−→ P , P u¯y−→ v(z).0,
and P
vw−→ u¯y.0 for each w ∈ N . Substituting in P u for v leads to
P [u/v] = u¯y.0|u(z).0 which can do the transition P τ−→ 0 as well. The sub-
stitution [u/v] is an operation of the speciﬁcation Π for which there exists no
SOS rule. Hence, the τ -transition cannot be proved from the transitions out
of P . This shows that the π-calculus with early (strong) semantics cannot be
represented as a coalgebra in the category of Π-algebras.
Notice that the above example is directly related to Example 3.6 showing
that early strong bisimulation is not a congruence. Of course, this is not a
coincidence. In fact, it follows from a general result in [28] that whenever there
is a lifting P TSL of functor PL to Alg(Γ) such that a system is representable
as a P TSL -coalgebra, then its coarsest bisimulation is a congruence. Therefore,
already Example 3.6 is suﬃcient to show that the generated Pi-transition
system cannot be represented as a coalgebra for any lifting of functor PL to
Alg(Π).
10This is also the reason why internal coalgebras are useful as semantics for GSOS rules
with negative conditions in the premise [28].
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5 How to make Bisimulation a Congruence?
The discussion in the previous section shows that a transition system where
observational equivalence ∼ is not a congruence cannot be represented as a
structured coalgebra. Hence, the idea is to modify the system in such a way
that observational equivalence in the new system coincides with the coarsest
bisimulation which is a congruence in the original system. In [24] such an
equivalence has been characterized operationally as dynamic bisimulation (cf.
Deﬁnition 2.5). The diﬀerence with the ordinary notion of bisimulation is that
in each state the two processes which are tested can be put in any context. This
“contextualization at runtime” shall now be incorporated into the transition
system. Instead of deﬁning the modiﬁcation directly on the transitions, in the
deﬁnition below we add appropriate rules to the speciﬁcation.
Deﬁnition 5.1 [closure under context transitions] Given a transition speciﬁ-
cation TS = 〈Γ, L,X,R〉 with complete rules in algebraic format, let htsTS be
the corresponding initial transition system, and U be a universal set of con-
texts for hts. The closure of TS under context transitions is the speciﬁcation
TS∗ = 〈Γ∗,U × L,X,R∗〉
which is derived as follows. The speciﬁcation Γ∗ is an extension of Γ by unary
operation symbols opC for all contexts C ∈ U and corresponding equations
opC(x) = C[x].
The set of rules R∗ is obtained by closing R w.r.t. entailment as well as
the following deduction rule. 11
[r]
{xi
li−→yi}i∈{1,...,n}
s
l−→t
∈ R∗ and s ≡E C[s′] for C ∈ U , s′ ∈ TΣ({x1, . . . , xn})
[+C;r]
{xi
li−→yi}i∈{1,...,n}
s′ C;l−→t
∈ R∗
Moreover, if a rule [+C;r] is present, the rule [-C] below is introduced as well.
[-C]
x
C;l−→ y
C[x]
l−→ y
The two new families of rules above represent two kinds of operations on
transitions. The rules [+C;r] allow a process to “borrow” a context C in order
to perform a transition labeled by l. This debt is recorded in the label of the
new transition as C; l. With rules of the second kind [-C] the context is given
back, deriving in this way the original transition.
The rules [+C;r] introduced by the context closure may appear more com-
plicated than necessary. Essentially the same eﬀect could be obtained, for
11We denote a pair 〈C, l〉 as C; l. The translation of rules over Γ, L into rules over Γ∗, L×U
by extending a label l with the empty context • to •; l is implicit. By ≡E we denote the
congruence on TΣ(X) generated by the equations E of the transition speciﬁcation.
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example, by the rule
s
l−→ t
s′
C;l−→ t
if s = C[s′]
However, this rule is not in algebraic format: it assumes a transition s
l−→ t on
(arbitrary) terms while the premise of algebraic rules is restricted to transitions
on variables.
Example 5.2 [closure under context] It is well-known (see e.g. [22]) that
substitutions provide a set of universal contexts for the π-calculus, i.e.,
U = {•[x/y] | x, y ∈ N}. Since in our axiomatization substitution is a ba-
sic operation we do not need to introduce new operation symbols op[x/y]. The
deduction rule of Deﬁnition 5.1 may be applied to the rules of the speciﬁcation
as well as to derived rules. From the π-calculus rules [in], [out], and [com] (see
Example 4.7) we can derive, e.g., the new rule
[tau]
P
∗−→ P ′, Q ∗−→ Q′
u¯y.P |u(z).Q τ−→ P ′|(Q′[y/z])
Since u¯y.P |u(z).Q = (u¯y.P |v(z).Q)[u/v] (assuming that v ∈
free-names(P,Q)) we can apply the above deduction rule with C[•] = •[u/v]
and s′ = u¯y.P |v(z).Q obtaining the two rules
[+•[u/v];tau] P
∗−→ P ′, Q ∗−→ Q′
u¯y.P |v(z).Q •[u/v];τ−→ P ′|(Q′[y/z])
, [-•[u/v]] P
•[u/v];τ−→ Q
P [u/v]
τ−→ Q
With these rules it is possible to derive the τ -transition of Example 4.11 from
a transitions out of the agent P as follows.
0
∗−→ 0
[+•[u/v];tau]
u¯y.0|v(z).0 •[u/v];τ−→ 0|0 = 0
[-•[u/v]]
u¯y.0|u(z).0 τ−→ 0
Of course, the extended set of rules also extends the deﬁnition of the endo-
functor PL to the category of Π-algebras as described in Example 4.9. For the
substitution operation [x/y] we thus obtain, for example,
S[x/y] = {〈∗, P ′[x/y]〉 | 〈∗, P ′〉 ∈ S} ∪
{〈l, P ′〉 | 〈•[x/y]; l, P ′〉 ∈ S}
The following proposition gives the semantical justiﬁcation of the closure
construction and states that the original problem, the coalgebraic presentation
of the heterogeneous transition system generated by the rules, is solved.
Proposition 5.3 (dynamic bisimulation) Given a transition speciﬁcation
TS = 〈Γ, L,X,R〉 with complete rules in algebraic format, let TS∗ be its
closure under context transitions. Then, dynamic observational equivalence on
the initial TS-transition system htsTS coincides with observational equivalence
on the initial transition system htsTS∗ = 〈TΓ∗ ,−→htsTS∗ 〉 for TS∗.
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Moreover, 〈TΓ∗ , σhtsTS∗ 〉 forms a P TS
∗
L -coalgebra which is initial in
P TS
∗
L -Coalg.
Proof Sketch Example 5.2 above motivates why the generated transition
system can be represented as a coalgebra. Then, by initiality of TΓ∗ in Alg(Γ∗),
the coalgebra structure σhtsTS∗ is the unique homomorphism into P
TS∗
L (TΓ∗)
which is therefore the only coalgebra structure on TΓ∗ in this category. Now,
it easy to show using the techniques of [28] that P TS
∗
L -Coalg has an initial
coalgebra whose carrier is the initial algebra TΓ∗ . This implies that htsTS∗ is
this initial coalgebra. ✷
Example 5.4 [counter example revisited] Applying the context closure of
Deﬁnition 5.1, also the counterexample of Example 3.6 does not apply any-
more. In fact, the two agents P = u¯y.0|v(z).0 andQ = u¯y.v(z).0+v(z).u¯y.0 are
not bisimilar in the ﬁrst place. This is due to the additional •[u/v]; τ -labeled
transition out of P which cannot be matched by a transition of Q.
6 Conclusion
In this paper we have studied the relationship between SOS speciﬁcations with
structural axioms, transition systems with algebraic structure, and coalgebras
in categories of algebras. In particular we have characterized those transition
systems for which a coalgebraic presentation is possible and the classes of SOS
speciﬁcations generating such “well-behaved” systems (cf. Proposition 4.10).
It turns out that the conditions which guarantee a coalgebraic presentation
are very similar to the ones which ensure that bisimilarity is a congruence.
Essentially they require that the behavior of the system is compositional in
the sense that all transitions from complex states can be derived using the
rules from transitions out of component states. In the case without structural
axioms, such condition means that each rule in the speciﬁcation has a basic
operation as the source of its conclusion; indeed this is the common point
of many SOS formats (see e.g. [8,13,2]). With structural axioms, the situa-
tion is more complicated since basic operations can be equivalent to complex
terms, and complex states may be decomposed into component states in many
diﬀerent ways (cf. Example 4.11).
We have also proposed a general procedure (cf. Deﬁnition 5.1) which, when
applied to a (not necessarily well-behaved) SOS speciﬁcation, extends the set
of rules in such a way that the resulting speciﬁcation is well-behaved, that is, its
generated transition system can be represented as a coalgebra in a category of
algebras (see Proposition 5.3). The idea is to add transitions which may place
a process into a context, simulating in this way the deﬁnition of dynamic
bisimulation ([24], see also Deﬁnition 2.5). Intuitively, this means to consider
processes as open systems which may be reconﬁgured at runtime.
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