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Abstract 
Given a consistent knowledge base formed by a set of constraints, efficient query answering 
(e.g., checking whether a set of constraints is consistent with the knowledge base or necessarily 
true in it) is practically very important. In the paper we consider bounds on differences (which are 
an important class of constraints based on linear inequalities) and we analyze the computational 
complexity of query answering. More specifically, we consider various common types of queries 
and we prove that if the minimal network produced by constraint satisfaction algorithms (and 
characterizing the solutions to a set of constraints) is maintained, then the complexity of answering 
a query depends only on the dimension of the query and not on the dimension of the knowledge 
base (which is usually much larger than the query). We also analyse how the approach can be 
used to deal efficiently with a class of updates to the knowledge base. Some applications of the 
results are sketched in the conclusion. 
1. Introduction 
Constraints are fundamental in many AI tasks [6] (e.g., planning, scheduling, tempo- 
ral and spatial reasoning, . . .) as well as in many non-AI ones (e.g., numerical analysis, 
operation research, hardware design). In particular, linear inequalities and, specifically, 
inequalities between pairs of variables (usually called bounds on di$erences) have been 
widely studied and applied to important problems (e.g., temporal reasoning [4,5,14] ; 
see also [3]). 
Since the 1970s a lot of attention has been paid to the problems of checking the con- 
sistency of a set of constraints and of complete constraint propagation. In particular, the 
computational complexity of such tasks has been analysed [ 3,8,9]. However, a problem 
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that did not receive the attention it deserves (but which is very important in practice) 
is that of answering queries efficiently in constraints frameworks (more specifically, in 
bounds on differences). This amounts to verifying whether a new constraint (or a set 
of constraints, called the query henceforth) is necessarily true or is consistent, given a 
set of constraints (denoted in the following as the knowledge base and abbreviated as 
KB). This problem is interesting only in case the KB is consistent since answering the 
queries above is banal in an inconsistent KB 
In this paper we analyse the complexity of querying a consistent KB of bounds on 
differences. In this case consistency can be checked using algorithms which provide as 
a result a compact representation of all the solutions. We show that if such a result is 
maintained then the complexity of query answering is reduced from polynomial in the 
dimension of the KB to polynomial in the dimension of the query (which is usually 
much smaller than the KB). In the final part of the paper we also sketch how our 
approach can be applied to deal efficiently with a class of updates of the KB 
2. Preliminaries 
Bounds on differences constraints are linear inequalities of the form 
a<X-Y<b (whereXandYarevariablesanda,bER).’ 
Given a set {X1,X2,... ,X,,} of variables, the consistency of a set of bounds on dif- 
ferences (the existence of solutions, i.e., assignments to the variables satisfying all the 
inequalities) can be checked in time polynomial in the number of variables using vari- 
ants of Waltz’s algorithm [ 151. Given two variables X and Y, the maximal admissibility 
range for the difference X-Y is the maximal interval [a, b] which includes all and only 
the values u for X - Y satisfying all the constraints (i.e., such that for each u E [a, b] 
the original set of constraints with the assignment X - Y = u is consistent). Thus the 
set of maximal admissibility ranges for all pairs of variables characterizes in a compact 
way all the solutions to the constraint satisfaction problem. 
As an example, consider the following small KB: 
(0 < X - Z < 30, 5 < Z - W < 25, 
10 < Y - x 6 20, 15 < Y - z < 30). 
The following maximal admissibility ranges can be computed: 
(0 < X - Z < 20, 5 < Z - W 6 25,lO < Y - X 6 20, 
15 < Y - z 6 30, 5 < x - w < 45, 20 6 Y - w < 55). 
(1) 
Following [ 51, we represent bounds on differences as directed graphs: each node repre- 
sents a variable and, given the constraint a < X - Y < 6, the weight of the arc from X 
to Y is b and the weight of the arc from Y to X is -a. In the paper a directed arc from 
X to Y is indicated as X 4 Y and a path p from X to Y as X 5 Y. We indicate as 
’ Including also inequalities of the form II < X - Y and X - Y < b and strict inequalities. 
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WH(X -+ Y) the weight in the directed graph H of the arc X + Y and as WH(X 3 Y) 
the sum of the weights of the arcs in the path p (this will be referred to as the weight 
of P). 
Given a graph G, the all-shortest-paths graph G’ for G is a directed graph with the 
same nodes of G and in which each arc X -+ Y is labeled with the weight of the shortest 
path from X to Y in G. This is computed in 0( N3) by the all-shortest-paths algorithm, 
where N is the number of nodes in the graph. It has been shown that a set of constraints 
is consistent if and only if there is no negative cycle in the all-shortest-paths graph (see 
[ 51). The all-shortest-paths graph of a consistent KB directly provides all the maximal 
admissibility ranges: the range for X - Y is [a, b] if and only if -a is the weight of 
the arc Y --+ X and b is the weight of the arc X + Y (see [5]). 
3. Querying bounds on differences 
An important problem for the practical application of constraint frameworks is the 
possibility of answering queries about a given consistent knowledge base KB In partic- 
ular, in this paper we consider four types of queries (no reference to KB is made in the 
queries in order to simplify the notation): 
(i) Asking which is the maximal admissibility range for the difference between a 
pair of variables, given KB (the maximal admissibility range for a variable X 
can be obtained introducing a reference variable X0 = 0 and asking about the 
difference X - Xc); queries of this type will be denoted as: {X - Y}. 
For example, given the KB in ( 1) : {X - Z}, the answer is: 0 6 X - Z < 20. 
(ii) Asking whether a constraint (set of constraints) is necessarily true, given KB; 
queries of this type will be denoted as: NEC( {Cl, CZ, . . . , C,,}) (where each Cf 
is a bound on difference). 
For example, given the KB in (1): NEC({O < X - Z < 25,0 < Y - W < 
45}), the answer is: NO. 
(iii) Asking whether a constraint (set of constraints) is consistent with KB 
(possibly true, given KB); queries of this type will be denoted as: 
POSS( { Ct , C2, . . . , C,}) (where each Ci is a bound on difference). 
Forexample,giventheKBin(l):POSS({O<X-Z<25,O<Y-W< 
45}), the answer is: YES. 
(iv) Asking hypothetical queries of the form: Q if C, where C is a set of constraints 
and Q is a query of the form (i)-(iii). This corresponds to asking Q after C 
is assumed. 
Forexample,giventheKBin(l):NEC({O<X-Z<25,0<Y-W<45}) 
if (15 < Y - Z < 20}, the answer is: YES. 
The consistency of the KB must be checked before querying it. This can be done 
by applying the all-shortest-paths algorithm which also produces the all-shortest-paths 
graph of KEl. Queries of type (i) can be answered by reading the admissibility range 
for X - Y from such a graph. In the paper we analyse how all the other types of queries 
can be answered efficiently at the only cost of storing the all-shortest-path graph of the 
KB. 
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4. Queries about necessity 
We first analyse the case where the query involves only one constraint: NEC(c < 
X - Y < d). Let [a, 61 be the maximal admissibility range for the difference X - Y 
(read from the all-shortest-paths graph). The query is satisfied iff all the values for 
X - Y which satisfy the constraints are in [c, d] , that is: 
NEC(c<X-Y<d) H [c,d] I> la,b]. (2) 
Intuitively, since the maximal admissibility range [a, b] includes all the values for X-Y 
satisfying the constraints, it follows that any interval [c, d] such that [c, d] > [a, b] 
includes all the values for X - Y satisfying all the constraints. A query involving one 
constraint can thus be answered in constant time with a simple lookup in the all-shortest- 
paths graph and a containment check. 
Given a query NEC( {Cl, C2,. . , C,,}), each one of the Ci can be checked indepen- 
dently of the others; in fact, the following property holds: 
NEC({Ci,. . ,C,}) H NEC(C,) A.../\NEC(C,,). (3) 
Thus a query about necessity can be answered in time linear in the number of 
constraints (and thus in the number of variables) in the query. 
5. Queries about possibility 
We first consider the case of a query involving only one constraint, i.e.: POSS(c < 
X - Y < d). This query can be answered in constant time with a simple lookup in the 
all-shortest-paths graph and a check. In fact, let [a, b] be the maximal admissibility 
range for the difference X - Y (read from the all-shortest-paths graph). The query is 
satisfied if there is (at least) a value p t [c, d] for X - Y which satisfies all the 
constraints, that is: 
POSS(c 6 X-Y < d) @ [c,dl n [a,bl z 0. (4) 
Intuitively, since the maximal admissibility range [a, b] includes only values for X - Y 
satisfying the constraints in the KB, any interval [c, d] intersecting [a, b] contains at 
least one value for X - Y satisfying all the constraints. 
Let us consider now a query POSS( {Cl, CZ, . . . , C,,}). The property that each con- 
straint can be checked independently of the others (holding in the case of queries about 
necessity) does not hold in this case (as one would expect; indeed, if one regards POSS 
and NEC as modal operators, the possibility operator POSS does not distribute over 
conjunctions). For instance, consider the knowledge base (1) and the query 
POSS((I5 < Y - z 6 20,15 < x- z < 20)). (5) 
Each one of the constraints in (5), taken in isolation, is consistent with (l), but the set 
in (5) is inconsistent with ( 1). Thus constraint propagation is needed in order to check 
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whether a set of constraints is consistent with a given KB In principle, the query should 
be answered in two steps: 
( 1) The constraints in the query must be added to the KB: if the query contains a 
constraint of the form c 6 Xi - Xi < d and the maximal admissibility range 
for Xi - Xj is a < Xi - Xj 6 b, then the new constraint to be considered is 
max{a, c} < Xi - Xj < min{b, d} 2. As a consequence, the weights of the arcs 
between Xi and Xj may be reduced (if c > a the weight -a of the arc Xj -+ Xi 
is reduced to -c; if d < b, the weight b of the arc Xi + Xj is reduced to d). In 
the example above, the weight of Y -+ Z in the all-shortest-paths graph of ( 1) is 
30 and is reduced to 20 by the first constraint in (5). The arcs whose weight is 
replaced by a smaller one in the query will be denoted as arcs changed directly 
by the query. 
(2) The all-shortest-paths graph must be recomputed in order to check consistency 
considering the arcs changed directly by the query. 
However, we prove that, given the all-shortest-paths graph G for a consistent KB, global 
propagation of the constraints in the query to the whole KES (i.e., recomputing the all- 
shortest-paths graph) is not needed for computing the answer. In particular, let GN be 
the graph obtained from G by adding the constraints in the query. This means that the 
weight in GN of an arc changed directly by the query is less than its weight in G, while 
the weights of the arcs that are not changed directly by the query are the same in G,v 
and G. Let Gs be the subgraph of GN whose nodes are all and only the variables in the 
query and whose arcs are those in GN connecting such nodes (thus the weights of the 
arcs in Gs are the same as in GN). From this definition, all the arcs whose weights are 
changed directly by the query belong to Gs. Finally, let Gh, Gg be the graphs resulting 
from the application of the all-shortest-paths algorithm to GN and Gs respectively. The 
computation of Gi involves the application of the all-shortest-paths algorithm to Gs 
only, i.e., to the portion of G changed directly by the query (this will be denoted as 
local propagation to Gs as opposed to the global propagation to the whole GN which 
must be used to compute Gk). In the following we prove that: 
l Given any two variables X and Y occurring in the query (and thus belonging to 
Gs), the weight of the arc X -+ Y in Gj, is the same as the weight of the arc 
X -+ Y in G$. This means that local propagation produces the same weights as 
global propagation (as regards the arcs connecting nodes corresponding to variables 
in the query). 
l GI, is inconsistent if and only if Gk is inconsistent (i.e., GI, has a negative cycle 
iff GL has one negative cycle) and thus local propagation is sufficient to check the 
consistency of a set of constraints with a given KB. 
Theorem 1. Let G, GN, Gs, Gh, Cl, be us above. Then, for each pair of variables X, Y 
in Gs, Wo;(X --+ Y) = W,;(X + Y). 
2Given a constraint c < Xi - Xj < d in the query, two procedural optimization are possible: (i) if 
[a, hl n [c, d] = 8 then the constraint in the query is inconsistent with KB and a negative answer can be 
provided immediately; (ii) if [c, d] > [a, b] then the constraint in the query is necessarily tree given KB 
and can be removed from the query. 
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Proof. In order to prove that WC; (X -+ Y) = WC; (X + Y) we show that 
(i) Wc;(X 4 Y) > WqJX-+ Y) and 
(ii) Wc:,(X + Y) 3 W,;(X 4 Y). 
(i) Since Gs is a subgraph of G N, all the paths in Gs are also paths in GN. Thus, for 
each arc X 4 Y in Gs, W,;(X -+ Y) 2 W,h(X -+ Y). 
(ii) Since Gh is an all-shortest-paths graph and the weight of the arc X -+ Y in Gk 
is WC:, (X --+ Y), there must be a path X = Xc + X1 + . . + X, = Y in G,v whose 
length is W,;( X + Y) (let us call such a path p). Notice that Xi,. . . , XK_I do not 
necessarily belong to Gs. We have to consider two cases: 
(a) p contains at least one of the arcs changed directly by the query or 
(b) p does not contain any arc changed directly by the query. 
(a) Suppose that the path p in GN contains at least one arc changed directly by 
the query. In general, p may contain more than one of such arcs (the proof does not 
depend on the number of such arcs; in the following we assume that the arcs Xi --+ X2, 
X3 --+ x4, . ., XK-2 + XK_I are those changed directly by the query) and thus: 
W,;(X -+ Y) =Wo,(Xa li: X,)O’d+ W&(X1 + X2)new 
+ w&(X2 li: Xs)O’d + w&(x3 + X4)new 
. . . 
+ WGp,(&-2 4 XK-~)“~~ + w,,(&_, 41: Xppd. (6) 
The superscript “new” indicates that an arc is changed directly by the query while “old” 
indicates that a path p does not contain any arc changed directly by the query (p may 
be empty and in such a case its weight is 0). For each arc Xi -+ Xj changed directly 
by the query, we have that Wc(Xi-tXj) > W~~(Xi+xj)"~. On the other hand, the 
weights of the arcs in the paths pj not containing any arc changed directly by the query 
are the same in GN and G. Moreover, since G is an all-shortest-paths graph we have 
that in G the weight of the directed arc connecting two nodes is less than or equal to 
the weight of any path connecting the two nodes; thus: 
WG,(Xi 2 Xj)'ld= WG(Xi 2 xj) > wG(xi + xj). (7) 
Then, from (6) and (7) we have that: 
wG;(x -+ y) 2 wG(xO + XI ) + W&(X1 + x2yew 
+ wG(& + x3) + wGw(x3 + X4)“ew 
+ WG,(X,-2 - &-I Inew + WG(XK-I + XK). (8) 
All the Xi in the right-hand side of (8) are in Gs and thus the path X0 + Xi --f . . . + 
XK is in Gs. In fact, Xc = X and XK = Y are in Gs by hypothesis and all the other Xi are 
extremes of arcs changed directly by the query and thus by definition of Gs they are in 
Gs. For the arcs in (8) we have that: WG( Xi +Xj) = WG,(Xi + Xj) (since X; + Xj 
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is not changed irectly by the query) and WG, (Xi -+ Xi)” = WG~ (Xi + Xj)“w (from 
the definition of Gs) . Therefore: 
wG&(x -+ y) > w,,(& -+ xl> + wG,(xl + XT)“~ 
+wGs(x2 + x3) + wGs(x3 + X4)nw 
. . . 
+ w&(&-2 + xK-l)“ew + w&(&-l + x,). (9) 
The right-hand side of (9) denotes the length of a path in Gs from the node X0 = X 
to the node XK = Y. The length of the arc X + Y in WC; is WG;(X -+ Y), which 
is the minimal length of the paths from node X to node Y in Gs. Since Gk is an 
all-shortest-paths graph we have that: 
wGs(xO --+ xl) + wG,(xI + X2)“w + wG,(x2 --f x3) 
+wG,(x, -~4)new+~~~+wGs(&-2 +&-l)nw (10) 
+ WG,(XK-1 --+ XK) 2 wG;(x + y). 
Finally, from (9) and (10) we have that WGE,(X + Y) 2 WQ(X --t Y). 
(b) Suppose that the shortest path p in GN from X to Y (whose weight is WQ (X -+ 
Y) ) does not pass through any arc changed irectly by the query. Then the we&hts of 
the arcs of p are the same in G and in G N. Since G is an all-shortest-paths graph we 
have that: 
wG(x -+ Y) < wG(x 1: Y) = w&(x 1: Y) = wG;(x -+ Y). 
On the other hand, since Gh is an all-shortest-paths graph computed from GN (which 
is in turn obtained by decrementing the weight of some arcs in G), we have that: 
wo(X -+ Y) > wo,(X + Y) > w,E,(X -+ Y). Thus: 
w,;(X + Y) = w,(X + Y). (11) 
Gk is an all-shortest-paths graph; then, for the same reasons as above: 
wo(X + Y) > w&(X --) Y) 2 w,;(X -+ Y). 
From ( 11) and ( 12) we can conclude that 
(12) 
wG&(x+y) 2 w,;(x+Y). 0 
In order to prove that consistency can be checked with local propagation to Gs we 
first prove that limiting to cycles formed by two arcs is not restrictive. 
Lemma 2. Let H be an all-shortest-paths graph. If there is a negative cycle X 5 Y 2 
X, then the cycle X --+ Y + X is negative. 
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Proof. Let X 11; Y 3 X be a negative cycle in H (i.e., WH( X 5 Y) + WH( Y 2 X) < 
0). Since H is an all-shortest-paths graph, we have that WH( X 4 Y) < WH(X 5 Y) 
andW~(Y-+X)<W~(Y%X).Then,X+Y+Xisanegativecycle. c] 
Theorem 3. Let G, GN, Gs, Gk, Gk be as in Theorem 1. GIN is inconsistent if and only 
if GL is inconsistent. 
Proof. We prove that G(, has a negative cycle if and only if Gk has one. 
(i) If there is a negative cycle in Gk, then from Theorem 1 the same cycle is negative 
also in Gk. 
(ii) Suppose there is a negative cycle in Gjy. Given Lemma 2, we can limit to negative 
cycles formed by two arcs. Let X and Y be two nodes such that 
W,;(X ---) Y) + W,$Y + X) < 0. 
The arcs X -+ Y and Y + X may be 
(13) 
(a) either in Gs (the cycle X + Y --) X is contained in Gs) or 
(b) in Gv but not in Gs (in case at least one of X and Y does not belong to Gs). 
(a) If the arcs X ---f Y and Y + X are in Gs then, by Theorem 1, we have that 
W,&(X ---f Y) = W,;(X --+ Y) and W,;(Y + X) = W,;(Y --) X). Thus, from (13), the 
cycle X + Y -+ X is negative in Gi. 
(b) Since the cycle X -+ Y + X is negative in Gin/ and it is not negative in G (which 
is consistent by hypothesis), the weight in Gh of at least one of the arcs X --f Y and 
Y + X has been decreased by the application of the all-shortest-paths algorithm. Let us 
suppose that the weight of the arc X + Y has been decreased: 
w,;(X + Y) < wo(X -+ Y). (14) 
Since the weight of X ---f Y in GIy is WG;( X ---f Y), there must be a path p in GN 
such that W,, (X 5 Y) = WG~( X -+ Y). Since ( 14) holds, p must contain at least 
one arc Xi + Xj changed directly by the query. In fact, if all the arcs in p were 
not changed directly by the query we would have that, for each arc Xi + Xj in p, 
Wc,(Xi 4 Xj) = WG(Xi + Xj). Thus, we would have that Wc(X 5 Y) = WG,(X -S 
Y) = WC; (X + Y). Since G is an all-shortest-paths graph, the weight of the directed 
arc X + Y is less than or equal to the weight of path X % Y and thus we would have 
WG(X ----t Y) < WG(X 5 Y) = W,;(X + Y), which contradicts (14). 
Since the path X 3 Y must contain at least one arc Xi 4 Xj changed directly by the 
query, we may suppose that: 
w,;(X + Y) = wo,,,(X II: XL) $ wo,(Xi + Xj) + wG,(Xj LI: Y). 
From (13) and (15) the following holds: 
WG,(X 2 Xi) + wGN(Xi’Xj) + WG~(X, 2 Y) + WG~(Y 4 X) < 0. 
(15) 
(16) 
For each arc Xk -+ Xh we have that Wq+(Xk + Xh) < W&(Xk -+ Xh); thus, from 
( 16)) we have that: 
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Wo;(X 3 Xi) + Wok(Xi+Xj) + WoE,(Xj 4 Y) + Wok(Y + X) < 0. (17) 
Since CL is an all-shortest-paths graph, the weight of a directed arc Xk -+ Xh is less 
than or equal to the weight of each path Xk -% Xh. Then, if we consider the path 
Xj 1): Y + X 4 Xi in ( 17), we have that: 
wGk(xj -Xi) < wGk(xj 2 Y)+wG~(YtX)+wG;,(X11:X,). 
Substituting the left-hand side of ( 18) in ( 17), we obtain the following: 
(18) 
wG’,(Xj + Xi) + Wo;(Xt + Xj) < 0. (19) 
Note that, since Xi -+ Xj is changed directly by the query, the arcs Xi + Xj and 
Xj + Xi are in Gs by definition. From (19) the cycle Xi -+ Xj + Xi is negative in 
G&, and thus, from Theorem 1, it is negative in Gi. 0 
The following corollary is an immediate consequence of Theorem 3. 
Corollary 4. Let KB be a set of constraints and G the all-shortest-paths graph for KB 
The consistency of a set {Cl, . . . C,,} of constraints with KB can be checked with local 
propagation to the variables in {Cl, . . . C,,). 
This guarantees that the complexity of answering the query POSS( {Cl,. . . , C,,}) is 
cubic in the number of variables in {Cl,. . . , C,,}. 
6. Hypothetical queries 
Given a knowledge base KB, a hypothetical query has the form Q if C, where Q is 
a query of type (i)-(iii) in Section 3 and C is a set of bounds on differences to be 
assumed. In principle, in order to answer such queries one should ( 1) compute the new 
all-shortest-paths graph taking into account he constraints in KB and those in C and 
(2) answer Q in such a graph. The following corollary is a consequence of Theorems 3 
and 1. 
Corollary 5. Let G be the all-shortest-paths graph for a knowledge base KB; consider 
a query Q if C and let V be the union of the variables in Q and C. Given any two 
variables X and Y in Q, the maximal admissibility range for X - Y obtained with local 
propagation of the constraints in C to the portion of G whose nodes are the variables 
in V is the same as the one obtained with global propagation of the constraints in C to 
all the KB (this local propagation is also su..cient to check the consistency of C with 
KB). 
This gives an efficient answering procedure: 
( 1) perform local propagation in G of the constraints in C to the variables occurring 
in V and, if C is consistent with KB, 
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(2) answer Q in the same way as discussed in the previous sections. 
The complexity is in the worst case cubic in the number of variables in V. 
Some optimization is possible in case of a query POSS Ct if C2: one can directly 
propagate the constraints in Cl and C2 to the variables in Ct and Cz rather than 
performing two separate propagations (one for the assumption CT---Step ( 1 )-the other 
for the query about possibility-Step (2)). 
6.1. Updates as hypothetical queries 
In many applications updates of the knowledge base and queries are often interleaved. 
Updates correspond to either removing existing constraints or adding new constraints. 
In both cases the all-shortest-paths graph must be recomputed after an update in order 
to check whether the updated knowledge base is consistent and to obtain the updated 
all-shortest-paths graph. Corollary 5 suggests an efficient approach to deal with the case 
where updates involve only the addition of new constraints. Consider, in fact, the case 
where an update I/ has to be made before answering the query Q. This can be simulated 
by asking the hypothetical query: 
which only involves local propagation. If a query Q follows a sequence of updates 
Ut , . . . , U,,, this can be simulated as the query Q if 1/l,. . . (I/,. 
The answers to these queries are the same that would be obtained after updating the 
knowledge base and computing the all-shortest-paths graph. 
The advantage of such an approach is that during a session of interleaved queries 
and updates all the operations can be performed with local propagation and the actual 
update of the knowledge base (which can be very costly) can be delayed with respect 
to the query process (e.g., performed once and off-line at the end of the session) ; see 
the comments in the next section. 
7. Discussions 
Given a knowledge base of bounds on differences, its all-shortest-paths graph can be 
computed by the algorithm for consistency checking (and consistency has to be checked 
before answering queries). In the paper we proved that if the all-shortest-paths graph 
is maintained, then queries can be answered in time that depends only on the length of 
the query. 
More specifically, consider a KE3 with N variables and let M be the average length 
of a query (in general M < N). Let us first consider the case where there are only 
queries. In our approach the complexity of answering k queries is N” + kM3 ( N3 for 
checking the consistency of KE3 and M’ for each query-in the worst case of queries 
about possibility). In case the all-shortest-paths graph is not maintained, the complexity 
would be N3 + kN’ ( N3 for checking that the IU3 is consistent and then N3 for each 
query). 
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Fig. I. Given r and k, the graphs represent the upper bound for p for which dealing with updates as 
hypothetical queries is advantageous. 
Let us suppose that we have a sequence u1, Ql , . . . , uk, Qk of alternated updates (Vi) 
and queries (Qi), with k > 1. Consistency must be checked after each update and this 
produces the updated all-shortest-paths graph. This means that the complexity of our 
approach becomes N3 + kN3 + kM3 while in case the all-shortest-paths graph is not 
maintained the complexity is N3 + kN3 + kN3. Thus updates do not affect the advantages 
of our approach. 
If updates only add constraints, they can be dealt with as hypothetical queries but this 
involves a trade-off depending on how extensive the updates are. Let us assume that 
queries and updates have the same average dimension M (with M = p * N, 0 < p < 1; 
p is the ratio between the dimension of the average update/query and the dimension of 
the KB) . Each update in a session may involve r * M variables which were not involved 
by previous updates (with 0 < r < 1) . In the following we analyse, given k and I, 
which is the maximum p for which dealing with updates as hypothetical queries is better 
than performing the update immediately and we quantify the gain in percentage: 
(i) If updates are performed immediately and the new all-shortest-paths graph re- 
computed, then the complexity is: A = N3 + kN3 + kM3. 
(ii) If we deal with updates as hypothetical queries, then the first hypothetical query 
involves 2M variables (M from the update and M from the query), the second 
2M + r * M, . . . . Thus, the complexity is: B = N3 + (2 * M)3 + (2M + r * 
M)3+(2M+2r* M)3+.e.+(2M+(k- 1) *r*M)3+N3 (thefinal term 
is to recompute the all-shortest-paths graph of the updated KB) . 
If we impose that B < A and we substitute M with p * N, we can determine the upper 
bound for p for which dealing with updates as hypothetical queries is advantageous 
(depending on k and r) . Such an upper bound can be read from the graph in Fig. 1; for 
example, given k = 40 and I = 0.5 (i.e., one half of the variables involved in each update 
were not involved in previous ones), we have that dealing with updates as hypothetical 
queries is advantageous when p < 0.07 (i.e., each update involves less than 7% of KB). 
In the case where our approach is advantageous, the gain may be significant. Fig. 2 
summarizes the analysis in the specific case where I = 0.5. For example, when p = 0.05 
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Fig. 2. Given p and k (and with r = 0.5), the graphs represent how much in percentage we gain when dealing 
with updates as hypothetical queries. 
and k = 40 we gain 61% of computation time. Notice, moreover, that for p = 0.01 the 
gain is more than 80% until k z 200. 
The results in the paper can have various applications, e.g., in temporal databases (see, 
e.g., [ 71) and temporal reasoning [ 4,5], where in many cases query processing is very 
important. In natural language processing the knowledge base representing the temporal 
interpretation of a text can be queried in order to get or check the temporal constraints 
between some events (as, e.g., in [ 111). In model-based reasoning the knowledge base 
representing the behavior of a device (which involves temporal relations between the 
states of the device) can be queried either to predict the temporal extent of some state or 
to check the temporal consistency of some observations (see, e.g., [2] ). For example, 
the approach to diagnosis of dynamic systems in [ 121 is based on the possibility of 
querying temporal constraint networks (it uses the approach by Van Beek mentioned in 
the following) and thus the use of our approach could provide significant advantages. 
In “least commitment planning” [ 161, a knowledge base containing ordering constraints 
between actions is frequently queried to hypothesize further orderings and check that 
they are consistent. Thus the possibility of dealing efficiently with queries (especially 
with hypothetical ones) is very important. 
The theoretical results discussed in this paper are indeed the basis of LA&R, an 
efficient temporal reasoner dealing with both quantitative and qualitative temporal infor- 
mation [ 11. 
In conclusion it is worth noting that operators similar to NEC and POSS have been 
already introduced in the literature (see, e.g., [7,10,13]). In all such cases, however, 
no special attention has been paid to the complexity of the query process: the results 
of consistency checking are not maintained and global constraint propagation is always 
performed for answering queries (see, e.g., the procedures in [ 131). 
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