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ABSTRACT
This research examines two problems 
in the optimization in the neural 
networks used for most real applica-
tions: ﬁrst, architectural design that 
involves determining the number 
of layers and neurons by layer, and 
second, the activation functions that 
will be should use in each of these 
layers. For it is developed a software 
tool based on genetic algorithms to 
ﬁnd these parameters of a neural 
network. The developed tool allows 
the user to choose the algorithm used 
for training and also apply techniques 
to achieve better generalization such 
as the early stopping, the repetition 
of training and adjusting the training 
data to the activation functions used. 
Finally, the developed tool is tested 
into a specialized group of users who 
use the tool to ﬁnd an optimal neural 
network architecture to solve a prob-
lem of identity veriﬁcation through 
the facial image using artiﬁcial neu-
ral networks.
KEYWORDS
Neural networks, genetic algorithms, 
evolutionary computation, optimiza-
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RESUMEN
Este trabajo de investigación estudia 
dos problemas en la optimización en 
las redes neuronales utilizadas para 
la mayoría de aplicaciones reales: 
primero, el diseño de la arquitectura 
que involucra determinar el núme-
ro de capas y neuronas por capa, y 
segundo, las funciones de activación 
que se deben usar en cada una de 
estas capas. Para ello se desarrolla 
una herramienta software basada en 
algoritmos genéticos que encuentra 
estos parámetros de las redes neuro-
nales. La herramienta desarrollada le 
permite al usuario elegir el algoritmo 
de entrenamiento usado; además 
se aplican técnicas para lograr una 
mejor generalización como son la 
detención temprana, la repetición del 
entrenamiento y el ajuste de los da-
tos de entrenamiento a las funciones 
de activación usadas. Por último, la 
herramienta desarrollada es probada 
en un grupo de usuarios especializa-
dos que utilizan la herramienta para 
encontrar una arquitectura de red 
neuronal óptima para resolver un 
problema de veriﬁcación de identidad 
a través de la imagen facial mediante 
redes neuronales artiﬁciales.
PALABRAS CLAVE
Redes neuronales, algoritmos gené-
ticos, computación evolutiva, opti-
mización.
Clasiﬁcación Colciencias: Tipo 1
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1. INTRODUCCIÓN
Las redes neuronales artificiales, 
como parte de la teoría de la inte-
ligencia artiﬁcial, han mostrado su 
utilidad en diferentes áreas de la 
ciencia, donde se aplican a proble-
mas de clasiﬁcación y predicción de 
patrones.¹² Aunque esta técnica ha 
sido utilizada frecuentemente por 
muchos investigadores, no se tiene 
aún una teoría sólida que permita 
identiﬁcar la estructura de una red 
neuronal de forma adecuada; por lo 
tanto la selección de esta estructura 
se busca por medio de prueba y error, 
o en el mejor de los casos la aplicación 
de algunas reglas heurísticas para ob-
tener una determinada conﬁguración. 
En este último caso juega un papel 
importante la experiencia adquirida 
por el experto.¹¹
Por tanto resulta conveniente de-
sarrollar una herramienta software 
que encuentre una configuración 
de red neuronal para un problema 
específico, de forma tal que sirva 
como herramienta de decisión para 
las personas que utilizan estos sis-
temas en sus investigaciones. Sin 
embargo, se encuentra el problema 
que existen infinitas estructuras, 
por lo cual se hace necesario utilizar 
alguna técnica, diferente a la fuerza 
bruta, para hallar de forma rápida 
esas soluciones.
Se han desarrollado herramientas soft-
ware1,2,3,4,5 que utilizan los algoritmos 
genéticos como método para la búsque-
da de las arquitecturas óptimas de la 
red neuronal artiﬁcial para determina-
dos problemas. En estas aplicaciones 
se obtuvieron buenos resultados; sin 
embargo, éstas tienen limitaciones ya 
que sólo se utiliza la variación de un 
parámetro de la red neuronal.6
Con el ﬁn de mostrar una alternativa 
a estas investigaciones, en el presen-
te artículo se indican las pruebas y 
conclusiones que se obtuvieron con el 
software desarrollado, el cual utiliza 
combinadamente dos de las técnicas 
para la obtención de conﬁguraciones 
por métodos evolutivos; la evolución 
simultánea de la arquitectura y las 
funciones de activación. Además, se 
compara el desempeño al utilizar el 
software desarrollado para obtener 
topologías de redes neuronales tipo 
perceptrón multicapa contra las 
técnicas clásicas para obtener una 
conﬁguración de red neuronal.
En la primera parte se realiza una 
descripción del Algoritmo Genético 
utilizado para hallar las conﬁguracio-
nes de redes neuronales, así como de 
la herramienta software desarrollada 
para ser utilizada en encontrar la 
organización óptima de una red neu-
ronal para una aplicación dada. Se-
guidamente, se hace una descripción 
del método de eigenfaces utilizado 
dentro de un sistema de veriﬁcación 
de identidad usando redes neurona-
les. Luego, la herramienta software 
es puesta a prueba en un curso en 
inteligencia artiﬁcial de pregrado 
de una universidad, para que me-
diante esta herramienta encuentren 
la conﬁguración óptima de una red 
neuronal utilizada en la aplicación 
de verificación de identidad. Por 
último se muestran los resultados 
numéricos de las pruebas y se reali-
zan comparaciones entre tres tipos 
de usuarios.
2. PLANTEAMIENTO  
DEL PROBLEMA
El diseño de la estructura de redes 
neuronales es un proceso tedioso, 
que requiere por parte del usuario 
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un grado de experiencia de diseño/
entrenamiento, junto con un proceso 
de prueba y error dependiente de 
la complejidad del problema. Este 
proceso no se limita a determinar el 
número de capas y neuronas ocultas 
que debe tener la red, sino que se 
involucran muchos más parámetros 
que se pueden modiﬁcar en aras de 
encontrar una red que produzca una 
mejor generalización.
La optimización de la estructura de 
una red neuronal puede ser clasiﬁca-
da de acuerdo con la meta a alcanzar. 
Algunos esquemas han propuesto la 
optimización de los pesos sinápticos, 
otros aﬁrman que lo más importante 
es la arquitectura y otros acerca-
mientos han incluido funciones de 
activación y reglas de aprendizaje. 
Sin embargo, el área más interesante 
para nuevas investigaciones radica 
en la combinación de estos enfoques 
de optimización.6
En este proyecto se utilizaron combi-
nadamente dos de las técnicas ante-
riormente mencionadas: la evolución 
simultánea de la arquitectura y las 
funciones de activación.
El sistema propuesto consiste en un 
algoritmo genético que busca obtener 
el número de capas, número de neuro-
nas por capa y funciones de activación 
de las capas de una determinada red 
neuronal tipo perceptrón multicapa. 
De esta forma la búsqueda de la mejor 
estructura R de una red neuronal se 
puede ver como la maximización de la 
función ƒ dada por la ecuación 1.
R  f M x , Nx ,Gx ,Tx ,ES 	    (1)
Donde Mx representa el número de 
capas de la red, Nx es el número de 
neuronas por cada capa, Gx es la 
función de activación de cada una 
de las capas, Tx es el algoritmo de 
entrenamiento y ES son los ejemplos 
con que se cuenta para entrenar la 
red neuronal. Además, cada una de 
estas variables está limitada a un 
conjunto ﬁnito de valores para limitar 
el espacio de búsqueda, de esta forma 
Mx 1,m[ ] donde m es el máximo nú-
mero de capas; Nx (0,n)  donde n es 
el máximo número de neuronas por 
capa. Los ejemplos de entrenamiento 
ES permanecen constantes y no serán 
variados para optimizar la función e 
dada por (1).
La selección de funciones de acti-
vación se realiza de acuerdo con el 
problema a resolver y a criterio del 
investigador, en ocasiones por ensayo 
y error. En la literatura no existe un 
criterio estándar para la selección de 
estas funciones de activación en las 
redes neuronales.³
En el sistema se tienen como base 
cuatro funciones de activación que 
han sido ampliamente estudiadas.7,8 
Estas funciones serán establecidas 
por el algoritmo genético buscando 
los mejores resultados para cada 
problema.4 De esta forma:
Gx  log sig,  radbas,  purelin ,  tan sig 	 , 
donde cada una de estas funciones se 
muestran en la Figura 1. 
Por último, los algoritmos de en-
trenamiento que se utilizarán para 
realizar la optimización de la estruc-
tura son:
• Traingda: Gradiente descendente 
con tasa de aprendizaje adaptati-
va con propagación hacia atrás.
• Traingdx: Gradiente descendente 
con momento y tasa de apren-
dizaje adaptativa con propagación 
hacia atrás.
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Figura 1. Funciones de activación a) Función logística o LogSig. b) Función Gaussiana 
o RadBas. c) Función lineal o Purelin. d) Función Tangente hiperbólica o Tansig.
• Trainrp: Propagación hacia atrás 
Resilient .
• Trainlm: Propagación hacia atrás 
Levenberg-Marquardt. 
• Trainbfg: Propagación hacia atrás 
BFGS quasi-Newton.
De esta forma: 
Tx  Traingda,  Traingdx,  Trainrp,  Trainlm,  
	Trainbfg
Deﬁnidos los parámetros dados por 
(1), se procede a resolver el problema 
usando algoritmos genéticos (AG). 
Un individuo del AG está formado 
por cada uno de los parámetros de la 
ecuación 1.
I x  M x  N x  G x  Tx; =                  (2)
El AG está sujeto a la función de 
optimización dado por (3).
fx  1
r
r
f I x 	
i1
¤                  (3)
Donde e(Ix) es una función que toma 
el individuo Ix que representa una 
estructura de red neuronal R dada 
por (1) y realiza el entrenamiento 
de la misma y devuelve el error 
cuadrático medio alcanzado por la 
red neuronal. Debido a que los pesos 
iniciales tienen una incidencia gran-
de en los resultados que se obtienen, 
este entrenamiento se repite r veces 
y se promedian los resultados. Es 
importante resaltar que si se aplica 
la función e dos veces sobre la misma 
estructura Ix , en cada una de las 
ocasiones se obtendrán resultados 
diferentes ya que los pesos iniciales 
serán distintos cada vez.
De esta manera el AG que se diseñó 
en este proyecto, busca obtener el 
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mejor individuo IM sujeto a la fun-
ción de optimización dada por (3). Al 
ﬁnalizar el proceso de evolución del 
AG se obtiene la conﬁguración de red 
que maximiza el desempeño de la 
red para los datos de entrenamiento 
ES . Es decir se obtiene el número 
de capas, el número de neuronas por 
capa y las funciones de activación de 
cada capa de una red neuronal tipo 
perceptrón multicapa utilizada en 
una aplicación especíﬁca.
Para veriﬁcar el funcionamiento y 
eﬁciencia del sistema desarrollado 
se utilizó un sistema de localización 
de rostros basado en redes neurona-
les que es explicado en detalle en la 
sección 2.1. Por otro lado se colocó a 
prueba la herramienta en un curso 
de pregrado en la asignatura Inteli-
gencia Artiﬁcial. 
Por este motivo y con el objetivo de 
que un usuario general pueda utilizar 
fácilmente la técnica basada en AG 
para encontrar la arquitectura de una 
red neuronal, usando algoritmos ge-
néticos, se diseñó e implementó una 
herramienta software. En la siguien-
te sección se muestran los detalles de 
esta herramienta.
2.1 Herramienta software desa-
rrollada, Wötan Genetics
El sistema automático de entrena-
miento desarrollado (Wötan Gene-
tics), es una herramienta computa-
cional para la conﬁguración de redes 
neuronales artiﬁciales, por medio de 
algoritmos genéticos, para problemas 
especíﬁcos de clasiﬁcación y aproxi-
mación. Debido a la facilidad con el 
manejo de diferentes arquitecturas 
de redes neuronales artiﬁciales, se 
utilizó para su desarrollo Matlab® 
en su versión 2007a. 
La herramienta posee una sencilla 
e intuitiva interfaz gráﬁca, donde 
se presentan diferentes ventanas en 
las cuales se establecen los diversos 
parámetros necesarios para acotar 
el espacio de búsqueda del algorit-
mo genético, cargar los datos a ser 
utilizados para el entrenamiento y 
las pruebas de las diferentes con-
ﬁguraciones; ﬁnalmente incluye la 
visualización de las soluciones y el 
análisis de las mismas.
Figura 2. Ventana principal del sistema.
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Figura 3. Ventana para carga de datos de entrenamiento y 
pruebas.
Dentro del uso del siste-
ma se tiene la posibilidad 
de elegir entre realizar 
el entrenamiento basado 
en detención temprana, 
o especificar el núme-
ro de épocas durante el 
cual se va a realizar el 
entrenamiento de cada 
configuración probable. 
De acuerdo con la opción 
seleccionada se mostra-
rá una ventana para la 
carga de datos corres-
pondiente; en la Figura 3 
se observa el menú para 
carga de datos, realizan-
do un entrenamiento con 
detención temprana. 
Después del proceso de 
búsqueda se muestra un 
informe detallado de las 
mejores configuraciones 
obtenidas para resolver 
el problema en particular, 
y un análisis general del 
problema donde se pue-
den observar diferentes 
gráficas que indican la 
variación del problema al 
cambiar el número de neu-
ronas y capas ocultas.
De esta manera la he-
rramienta implementada 
permite que un usuario 
general pueda aplicar el 
método de AG en la bús-
queda de una arquitectura 
de una red neuronal para 
una aplicación determina-
da. Para probar la funcio-
nalidad y utilidad de esta 
herramienta, se utilizó 
una aplicación de identiﬁ-
cación de rostros para que diferentes 
Figura 4. Ventana para carga de parámetros.
usuarios encontraran una conﬁgura-
ción de red neuronal óptima para esta 
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aplicación. En la siguiente sección se 
hace una descripción del sistema de 
veriﬁcación de rostros mediante redes 
neuronales.
2.2 Sistema de veriﬁcación de 
rostros
En la aplicación que se analiza, a 
una red neuronal se le muestra una 
cantidad de imágenes de las cuales 
se tiene conocimiento sobre la loca-
lización de un rostro (Figura 6.a) y 
se le muestran imágenes donde no 
hay un rostro (Figura 6.b). A partir 
de estos datos se pretende encontrar 
una estructura de red neuronal que 
pueda determinar de forma general 
la presencia de un rostro dentro de 
una escena. 
Figura 5. Ventana de conﬁguraciones obtenidas.
Para reducir la dimen-
sionalidad de las imá-
genes que son utiliza-
das como ejemplos de 
entrenamiento para la 
red neuronal se usa la 
técnica de eigenfaces.9 
Para implementar esta 
técnica se empleó una 
base de datos de 49 
imágenes de rostros, 
como la que se muestra 
en la Figura 7.
En cada una de las 
imágenes de la base 
de datos se recorta la 
información de interés 
de forma manual como se observa 
en la Figura 7. Todas las imágenes 
recortadas manualmente están 
normalizadas en tamaño, posición y 
orientación. 
Figura 6a. Subimágenes con 
rostro
Figura 6b. Subimágenes que no 
son rostros
Figura 7. Preprocesado de la base de datos
Imagen original Imagen recortada
Cada imagen recortada manualmen-
te de la base de datos es mejorada 
en cuanto a intensidad y contraste 
121SISTEMAS & TELEMÁTICA
utilizando técnicas de tratamiento 
de imágenes como ecualización de 
histograma y corrección de ilumi-
nación. En la Figura 8 se presenta 
el procedimiento de corrección de 
gamma y ecualización de histograma 
en una imagen. 
Imagen  
escala de gris
Imagen  
escualizada
Imagen  
corrección 
gama
Figura 8. Preprocesado de la base de datos
datos restándoles el promedio de las 
mismas.9 Calculando los mejores eig-
envectores del conjunto de imágenes 
faciales, cualquier rostro puede ser 
representado como una combinación 
lineal de estos eigenvectores de la 
siguiente manera: 
 
Yi  EkUk
k1
R
¤
                                
(4)
Donde Yi es la representación de 
cada rostro mediante eigenvectores, 
Uk son los eigenvectores, Ek son los 
coeﬁcientes de proyección o eigenva-
lores, los cuales son calculados de la 
siguiente manera: 
Ek  a U Qi                                      (5)
Donde Qi es la diferencia de cada 
rostro con el promedio de la base de 
datos. En la Figura 9 se presenta un 
ejemplo de la representación de una 
imagen como la combinación lineal 
de 4 eigenrostros, en este ejemplo 
se puede observar que la imagen se 
almacenaría con 4 valores numéricos 
correspondiente a los eigenvalores, 
con lo cual se consigue la enorme 
reducción en la dimensionalidad del 
problema. Como en esta aplicación se 
utilizó una base de datos de 49 imáge-
nes con rostros, entonces una imagen 
en general se puede representar como 
una combinación lineal de 49 eigen-
valores calculados mediante (5). 
Se puede encontrar una descrip-
ción detallada de cómo calcular los 
eigenvectores y eigenvalores en los 
artículos de donde fueron tomadas 
las pruebas.9,10
Figura 9. Representación mediante eigenvectores.
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Teniendo las imágenes mejoradas 
en iluminación y contraste se imple-
menta un ﬁltro sobel para realzar las 
características extraídas manual-
mente de cada imagen, esto con el ﬁn 
de obtener una mejor representación 
de los eigenvectores de las imágenes. 
El método de eigenrostros o eigen-
vectores es una técnica utilizada 
para reducir el tamaño de los datos 
en análisis tratando de conservar 
la mayor cantidad de información 
posible. 
La metodología de eigenrostros se 
basa en el análisis de componentes 
principales, una técnica estadística 
que busca representar un grupo de 
imágenes faciales como una combi-
nación lineal de los mejores eigen-
vectores de una matriz de covarianza. 
Esta matriz está conformada por cada 
una de las imágenes de la base de 
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Una vez completados estos proce-
dimientos, se seleccionaron 1.000 
imágenes con rostros y otras que no 
tienen rostros como los de la Figura 
6.a y 6.b. Mediante la técnica de 
eigenfaces cada una de estas 1.000 
imágenes se puede representar como 
un vector columna de 49 valores que 
corresponden a los 49 eigenvalores.
De esta forma se obtiene una matriz 
de dimensiones 49x1000 que cons-
tituye la matriz de entrenamiento 
para la red neuronal. En la Figura 
10 se muestra un ejemplo de la me-
todología usada para entrenar la red 
neuronal. 
De los 1.000 ejemplos seleccionados, 
800 son usados para entrenamiento 
y 200 para probar la eﬁciencia de las 
redes neuronales entrenadas. De los 
800 ejemplos de entrenamiento 500 
son usados para el aprendizaje de las 
redes neuronales y los 300 restantes 
para implementar la técnica de para-
da anticipada.¹³
Una vez entrenada la red neuronal, 
esta debe estar en capacidad de, dada 
una imagen, determinar si contiene 
o no un rostro.
En las secciones anteriores se descri-
bió la técnica de AG para encontrar 
la arquitectura de una red neuronal 
para una aplicación determinada, 
luego se describió una herramienta 
software para que un usuario en 
general pueda utilizar fácilmente 
esta técnica. Además, se indicaron 
los detalles de un sistema de veri-
ﬁcación mediante la imagen facial 
usando redes neuronales. Por último, 
en la siguiente sección se colocará 
a prueba la técnica implementada 
suministrándoles a estudiantes uni-
versitarios que cursan la asignatura 
inteligencia artiﬁcial la herramienta 
Wötan Genetics para que hallen una 
conﬁguración óptima de una red neu-
ronal para ser utilizada en un sistema 
de veriﬁcación mediante rostros que 
previamente fueron mostrados. 
2.3 Metodología de las pruebas
Una vez establecidos los conceptos 
teóricos de la aplicación de veriﬁca-
ción de rostros, se procede a encontrar 
una arquitectura de red neuronal que 
solucione este problema. El objetivo 
de este proyecto es encontrar una 
arquitectura de red mejor que la uti-
lizada en el trabajo original que usa 
esta técnica¹¹,².
La herramienta desarrollada se 
probó mediante un curso de treinta 
Figura 10. Entrenamiento de la red neuronal mediante eigenvalores.
Proyección de 
eigenvectores
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alumnos de últimos semestres de 
ingeniería de sistemas que estaban 
cursando la materia de inteligencia 
artiﬁcial, y que por tanto tuvieran 
conocimientos sobre el tema que se 
estaba tratando.
Para estas pruebas, a los voluntarios 
se les entregó la herramienta de con-
ﬁguración Wötan Genetics y la matriz 
de entrenamiento de la red neuronal 
para veriﬁcación mediante la ima-
gen facial mencionada en la sección 
anterior. Los parámetros de la bús-
queda que necesita la herramienta 
software debían ser escogidos por los 
estudiantes para buscar diferentes 
comportamientos en la solución del 
problema. 
Los parámetros establecidos en cada 
una de las búsquedas realizadas por 
los estudiantes son las mostradas en 
la Tabla 2.
Número Notación Descripción
1 P1 Número máximo de capas
2 P2 Número máximo  de neuronas
3 P3 Tolerancia al error
4 P4 Número de generaciones
5 P5 Algoritmo de entrenamiento
6 P6 Número de entrenamientos
7 P7 Tamaño de la población
8 P8 Probabilidad de cruce  en porcentaje
9 P9 Probabilidad de mutación  en porcentaje
Para evaluar el desempeño de las 
redes neuronales obtenidas se uti-
lizaron el error promedio absoluto 
dado por (7) y la Tasa de ajuste dada 
por (8). 
Tabla 1. Variables de entrada usadas por el 
algoritmo genético.
Prueba  
1
Prueba 
2
Prueba 
3
Prueba 
4
Prueba 
5
P1 3 1 2 2 2
P2 20 30 30 30 30
P3 0.1 0.1 0.1 0.1 0.1
P4 20 20 20 20 25
P5 Traingda Traingdx Trainrp Trainlm Trainbfg
P6 30 35 60 50 40
P7 20 20 20 20 20
Tabla 2. Parámetros utilizados por los 
estudiantes en las pruebas de inteligencia 
artiﬁcial.
Ea 
Si  Ssi
i1
n
¤
n                             
(7)
Ta 100 100
Si  Ssi
Sii1
n
¤
n
             
(8)
Si = Salida deseada.
Ssi = Salida obtenida por la red neu-
ronal.
n = Número de datos usados para la 
prueba.
Estos valores suministran una idea 
de la calidad de los resultados obte-
nidos por cada arquitectura de red 
neuronal encontrada. Los valores de 
las ecuaciones (7) y (8) son calculados 
con los 200 ejemplos de entrenamien-
to guardados para las pruebas tal y 
como se explicó en la sección 2.2.
3. ANÁLISIS DE RESULTADOS
Las diferentes pruebas realizadas 
utilizando la herramienta software 
basada en AG, arrojaron como resul-
tado conﬁguración de redes neuro-
nales artiﬁciales que se adaptan en 
mayor o menor medida a los datos de 
entrenamiento seleccionados. 
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En cada una de las pruebas de si-
mulación la herramienta software 
suministra la conﬁguración de red 
neuronal que haya producido los 
mejores resultados en cuanto a su 
error cuadrático medio en el proceso 
de entrenamiento.
Esta red es evaluada luego con los 
200 datos de prueba que fueron 
guardados para evaluar la eﬁciencia 
de las redes neuronales encontradas 
y mencionados en la sección 2.2. Esta 
eﬁciencia se calcula mediante la tasa 
de ajuste dada por (8) y el error pro-
medio dado por (7).
 3.1 Pruebas de inteligencia ar-
tiﬁcial realizadas por los estu-
diantes
De los parámetros de búsqueda mos-
trados en la Tabla 2, se obtuvieron di-
versas topologías para dar solución al 
problema de veriﬁcación mediante la 
imagen facial, los mejores resultados 
son los mostrados en la Tabla 3.
Prueba Capas
Número  
de  
neuronas
Función  
de  
activación
Tasa de 
ajuste  
(%)
1
Oculta 1 9 Purelin
57.5Oculta 2 10 Purelin
Salida 1 Radbas
2
Oculta 1 29 Tansig
91.4
Salida 1 Radbas
3
Oculta 1 30 Tansig
95.6Oculta 2 21 Radbas
Salida 1 Radbas
4
Oculta 1 2 Logsig
99.9
Salida 1 Tansig
5
Oculta 1 5 Purelin
97.4Oculta 2 1 Logsig
Salida 1 Tansig
Tabla 3. Mejores conﬁguraciones de inteligen-
cia artiﬁcial halladas por los estudiantes.
Aplicando el método de validación 
cruzada,9 cada una de estas topolo-
gías fue evaluada con los datos de 
prueba, un conjunto de datos que 
nunca formó parte del conjunto de 
entrenamiento, pero que presenta el 
mismo comportamiento de los datos, 
esto es de gran utilidad para deter-
minar el nivel de generalización de 
cada conﬁguración de acuerdo con los 
errores (calculados con la ecuación 7) 
producidos en la simulación.
A partir de los errores promedio de 
las simulaciones, calculados con la 
ecuación 7, se puede realizar una 
comparación del desempeño de cada 
una de las mejores conﬁguraciones 
halladas en las pruebas anteriores; 
en la Figura 11 se muestra esta 
comparación.
Figura 11. Error promedio de las mejores con-
ﬁguraciones obtenidas en cada simulación.
20
18
16
14
12
10
8
6
4
2
0
E
rr
o
r 
P
ro
m
ed
io
1 2
Pruebas
3 4 5
La configuración que mostró me-
jores resultados (prueba 4) fue la 
entrenada por medio del algoritmo 
Levenberg-Maquard (trainlm) y es 
la escogida para ser comparada con 
las conﬁguraciones halladas en las 
siguientes etapas de la prueba.
Es importante resaltar que el tiempo 
promedio para que un usuario obten-
ga los resultados de las arquitecturas 
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usando la herramienta Wötan Gene-
tics está entre cuatro y doce horas. 
Los usuarios utilizaban equipos de 
cómputo de propósito general con pro-
cesador Pentium IV con dos núcleos 
de 1.8GHz y 2GB de memoria RAM. 
Sin embargo, puede mencionarse 
que si un usuario intenta a prueba y 
error de simular el mismo número de 
arquitecturas que esta herramienta 
software podría demorar semanas o 
meses en esta tarea.
3.2 Conﬁguración hallada  
por los desarrolladores  
de la herramienta software
Después de tener el suﬁciente cono-
cimiento sobre el comportamiento 
del problema de encontrar una ar-
quitectura de red neuronal para la 
aplicación de veriﬁcación de identi-
dad, se decidió ajustar un espacio de 
búsqueda basado en los resultados 
de inteligencia artiﬁcial obtenidos 
por los estudiantes. En este punto, el 
número de neuronas y capas aproxi-
mado para solucionar el problema 
eran conocidas, y se decidió utilizar 
un algoritmo que explotara el espacio 
de búsqueda de la mejor manera. Los 
parámetros utilizados son los mostra-
dos en la Tabla 4:
Parámetro Valor
Número máximo de capas 2
Número máximo de neuronas 30
Tolerancia al error 0.1
Algoritmo de entrenamiento Trainlm
Número de entrenamientos 60
Número de generaciones 20
Tamaño de la población 20
Probabilidad de mutación 0.1
Probabilidad de cruce 0.8
Tabla 4. Parámetros utilizados en las pruebas 
por los autores del proyecto.
En esta simulación, el mejor resul-
tado fue obtenido al usar una sola 
capa oculta con seis neuronas, con 
funciones de activación Radbas y 
Tansig en la capa oculta y de salida, 
respectivamente. Al evaluar con los 
datos de prueba se comprobó una tasa 
de ajuste del 100%, de acuerdo con la 
tolerancia establecida. 
3.3 Comparación de resultados
De los resultados anteriores se tiene 
conocimiento de las mejores conﬁ-
guraciones halladas por diferentes 
usuarios y con diferentes niveles de 
conocimiento del problema de veri-
ﬁcación de rostros mediante redes 
neuronales. Estos usuarios son: (a) 
los resultados encontrados por los 
autores de la referencia bibliográﬁ-
ca,¹¹ donde originalmente se abordó 
el problema de veriﬁcación de rostros 
mediante redes neuronales artiﬁcia-
les, (b) los resultados encontrados 
por los estudiantes de inteligencia 
artiﬁcial utilizando la herramienta 
software Wötan Genetics y por último 
(c) los resultados obtenidos por los 
autores de esta investigación con la 
observación que ya se conocía, una 
solución aproximada del problema 
dada por (a) y (b). 
Con estos tres tipos de usuarios se 
procede a realizar una comparación 
de sus resultados, para esto se eva-
luarán las conﬁguraciones obtenidas 
con la totalidad de los datos del pro-
blema para calcular el error cometido. 
Además, se calcularán los tiempos de 
simulación para determinar la con-
ﬁguración que produzca resultados 
más rápidamente.
En este caso, los resultados obtenidos 
por los estudiantes de inteligencia 
artiﬁcial o (b) se denominarán red 1, 
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la hallada por (c) se llamará red 2, y 
la encontrada por (a) red 3.
Al simular las tres redes obtenidas en 
cada fase de prueba y evaluar su error 
promedio por medio de la ecuación 7, 
se puede observar el desempeño de 
cada una de estas, como es mostrado 
en la Figura 12. 
Figura 12. Error promedio de las mejores 
configuraciones obtenidas en cada fase de 
prueba.
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Los tiempos de simulación de cada 
una de las conﬁguraciones de red, en 
segundos, fueron:
Red 1: 0.008305
Red 2: 0.015592
Red 3: 0.010988
Las características de cada una de 
las topologías son las mostradas en 
la Tabla 5.
Por medio de esta comparación se 
puede observar cómo la conﬁguración 
encontrada por los autores de esta 
investigación logra el mejor nivel 
de acierto, al ajustarse totalmente a 
los datos usados para las pruebas de 
cada conﬁguración.
De igual manera, la mejor conﬁgura-
ción obtenida por los estudiantes de 
inteligencia artiﬁcial también logra 
Nombre Capa
Número  
de  
neuronas
Función  
de  
activación
Tasa de 
ajuste  
(%)
Red 1
Oculta 1 2 Logsig
99.6
Salida 1 Tansig
Red 2
Oculta 1 6 Radbas
100
Salida 1 Tansig
Red 3
Oculta 1 20 Tansig
90.40
Salida 1 Tansig
Tabla 5. Conﬁguraciones halladas en cada 
etapa de prueba.
un excelente nivel de ajuste y el me-
nor tiempo de simulación; esto dado 
que solo usa una capa oculta para 
resolver el problema.
En general, el desempeño de las 
conﬁguraciones halladas por medio 
de la herramienta software basada 
en AG para la selección de la arqui-
tectura de una red neuronal en la 
aplicación de veriﬁcación de rostros 
logró superar el nivel de acierto y el 
tiempo de simulación que los obte-
nidos por los autores en el artículo 
original.¹¹ Aunque las pruebas se 
hicieron con una aplicación especí-
ﬁca, la herramienta Wötan Genetics 
sirve para cualquier tipo de aplica-
ción basada en redes neuronales ya 
que lo que cambia es la matriz de 
entrenamiento usada. 
4. CONCLUSIONES
Con la herramienta desarrollada se 
logra mejorar algunos de los pro-
blemas que existen en la búsqueda 
tradicional de la arquitectura de 
redes neuronales tipo perceptrón 
multicapa. Por una parte, las conﬁ-
guraciones probadas se generan de 
manera automática y son guiadas 
por el comportamiento del algoritmo 
genético; y por otro lado, la herra-
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mienta permite hacer una búsqueda 
de la arquitectura de forma más 
exhaustiva al permitir observar el 
efecto de cambiar algunos de los 
parámetros que intervienen en la 
selección de esta arquitectura. De 
esta forma se obtienen resultados 
que tengan en cuenta una gran 
cantidad de posibilidades, y una 
base de conocimiento para decidir 
qué arquitectura usar.
Los resultados obtenidos median-
te la aplicación del algoritmo han 
demostrado ser muy satisfactorios, 
superando los alcanzados al encon-
trar una arquitectura de red neuro-
nal a prueba y error, donde el éxito 
está determinado en gran parte por 
el azar. Mediante este trabajo de 
investigación se encontró que una 
herramienta software basada en AG 
puede efectivamente facilitar el pro-
ceso de búsqueda de una arquitectura 
de red neuronal para una aplicación 
determinada.
La herramienta puede ser utilizada 
en cualquier otra aplicación de re-
des neuronales y, como se indicó en 
este trabajo, puede ser fácilmente 
empleada por usuarios que tengan 
conocimientos básicos de redes neu-
ronales. De esta forma los usuarios 
disminuyen el trabajo de buscar una 
arquitectura de red neuronal y les 
permite invertir más tiempo en el 
análisis de sus investigaciones.
Aunque el tiempo medio para en-
contrar una arquitectura mediante 
la herramienta Wötan Genetics está 
entre cuatro y doce horas, en la actua-
lidad se está desarrollando el mismo 
sistema pero que opera mediante un 
clúster de computadores, de forma 
tal que estos tiempos disminuyan 
considerablemente.
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