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Three Theorems on odd degree Chebyshev
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polynomials over a ring of module 2w
Atsushi Iwasaki∗, Ken Umeno∗ ∗ Graduate school of Informatics, Kyoto University, Kyoto, Japan
Abstract—Odd degree Chebyshev polynomials over a ring
of modulo 2w have two kinds of period. One is an “orbital
period”. Odd degree Chebyshev polynomials are bijection over
the ring. Therefore, when an odd degree Chebyshev polynomial
iterate affecting a factor of the ring, we can observe an orbit
over the ring. The “ orbital period ” is a period of the orbit.
The other is a “degree period”. It is observed when changing
the degree of Chebyshev polynomials with a fixed argument
of polynomials. Both kinds of period have not been completely
studied. In this paper, we clarify completely both of them. The
knowledge about them enables us to efficiently solve degree
decision problem of Chebyshev polynomial over the ring, and so a
key-exchange protocol with Chebyshev polynomial over the ring
is not secure. In addition, we generalize the discussion and show
that a key-exchange protocol with more generalized permutation
polynomials which belong to a certain class is not secure.
Index Terms—Chebyshev polynomial, permutation polynomial,
a ring of modulo 2w , cryptography, key-exchange
I. INTRODUCTION
A polynomial is called permutation polynomial over afinite ring R when f is bijection over R. There are many
studies about permutation polynomials. Almost all studies, R
is a finite field.
Rivest studied permutation polynomials over a ring of
modulo 2w and showed a necessary and sufficient condition on
coefficients that given polynomials over the ring belong to the
class of permutation polynomials [1]. Study about permutation
polynomials over the ring is very important because they are
compatible with digital computers and digital signal proces-
sors. They can calculate values of permutation polynomials
over the ring faster than over a finite field because 2 power
residue operation is practically negligible. Then, they are in
particular expected to be useful for cryptography and pseudo
random number generator, and some applications are already
proposed [2], [3], [4].
One of the applications is a key-exchange protocol with
odd degree Chebyshev polynomials over a ring of modulo
2w [5]. Odd degree Chebyshev polynomials are proven to be
permutation polynomials over a ring of modulo 2w and they
are commutative each other. Then, the protocol is constructed
by replacing the discrete logarithm problem of Diffie-Hellman
key-exchange protocol with the degree decision problem of
Chebyshev polynomials over the ring. Thus, the security is
related to difficulty of the degree decision problem over the
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ring. If the problem can efficiently be solved, the protocol is
not secure.
Although a key-exchange protocol with Chebyshev poly-
nomials over the real-number interval [−1, 1] was proposed
earlier than that over a ring of modulo 2w [6], the degree
decision problem of Chebyshev polynomials over [−1, 1] was
solved and so the key-exchange protocol is regarded as being
not secure [7]. However, we cannot directly adapt the method
to solve the problem over a ring of modulo 2w because residue
operations do not appear in the problem over [−1, 1]. It was
also shown that the degree decision problem over a ring of
modulo 2w can efficiently be solved when the given argument
of Chebyshev polynomial is even [8], but the degree decision
problem with odd argument has not been solved.
It is conjectured that the difficulty of the problem over a ring
of modulo 2w is related to the periodicity of Chebyshev poly-
nomial over the ring. Here, odd degree Chebyshev polynomials
have two kinds of periodicity. One is “ orbital period”, and the
other is “degree period”. Since odd degree Chebyshev polyno-
mials are permutation polynomials over a ring of modulo 2w,
when an odd degree Chebyshev polynomial iterate affecting
a factor of the ring, we can observe an orbit on the ring.
The “ orbital period ” is the period of the orbit. The “degree
period” is observed when changing the degree of Chebyshev
polynomials with fixed arguments of polynomials. Although
there are studies about both kinds of period [9], [10], [11],
they have not been completely studied so far.
In this paper, we clarify both kinds of the periodicity. After
that, we show that the degree decision problem over a ring of
modulo 2w can efficiently be solved even if the given argument
of Chebyshev polynomial is odd, and so the key-exchange
protocol is not secure. It takes only O(w4) times to solve the
problem. The fact does not mean, however, that Chebyshev
polynomials are not useful for all the fields in cryptography.
We solved the problem in 2015 [12], and Kawano and
Yoshioka independently solved the problem at almost the same
time [13]. The solving method proposed in this paper is more
general than them. Although the degree of the Chebyshev
polynomial used in the key-exchange protocol is restricted to
odd number, the method proposed in this paper can solve the
problem even if the solution is even.
In addition, we discuss the reason why the key-exchange
protocol with Chebyshev polynomials is not secure and gen-
eralize the discussion. We show that a key exchange protocol
with a set of permutation polynomials is not secure if the
permutation polynomials in the set satisfy some conditions
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which odd degree Chebyshev polynomials also satisfy. If it
takes O (f(w)) times to calculate the value of permutation
polynomials for given argument and iteration number, it takes
only O (w · f(w)) times to break the key-change protocol with
the polynomials.
This paper is constructed as follows: in Section 2, we
introduce Chebyshev polynomials and a degree decision prob-
lem over a ring of modulo 2w. In Sections 3 and 4, or-
bital periodicity of odd degree Chebyshev polynomials and
periodicity of degree are clarified, respectively. In Section
5, we show an algorithm to solve degree decision problem.
In Section 6, we discuss about more general permutation
polynomials including Chebyshev polynomials and show that
a key-exchange protocol with the polynomials is not secure.
Finally, we conclude this paper.
II. CHEBYSHEV POLYNOMIAL AND DEGREE DECISION
PROBLEM
In this section, we introduce Chebyshev polynomials, their
some properties and degree decision problem.
Definition II.1. Assume that m is an integer. A Chebyshev
polynomial of m degree Tm(X) is defined as a polynomial
satisfying
Tm(cos θ) = cosmθ.
For example,
T1(X) = X,
T2(X) = 2X
2 − 1,
T3(X) = 4X
3 − 3X,
T4(X) = 8X
4 − 8X2 + 1,
T5(X) = 16X
5 − 20X3 + 5X.
By the definition, it is clear that arbitrary Chebyshev polyno-
mials are commutative such that
∀m,n ∈ Z, Tm ◦ Tn(X) = Tn ◦ Tm(X) = Tmn(X).
It is also clear that the following relation is satisfied.
∀m,n ∈ Z, 2Tm(X)Tn(X) = Tm+n(X) + Tm−n(X).
It is known that arbitrary odd degree Chebyshev polynomi-
als are permutation polynomials over a ring of modulo 2w [5],
which means that they are bijective over the ring.
It takes only O(w3) times to calculate the value of Cheby-
shev polynomial over a ring of modulo 2w.
From the above, the key-exchange protocol with odd de-
gree Chebyshev polynomials was proposed. The protocol
replaced the discrete logarithm problem of Diffie-Hellman
key-exchange protocol with the degree decision problem over
a ring of modulo 2w [5].
Definition II.2. A degree decision problem over a ring of
modulo 2w is as follows: find m ∈ Z/2wZ satisfying
Y¯ ≡ Tm(X¯) mod 2w,
with given X¯, Y¯ ∈ Z/2wZ.
III. ORBITAL PERIOD OF ODD DEGREE CHEBYSHEV
POLYNOMIALS OVER A RING OF MODULO 2w
In this section, we prove a theorem about orbital period.
First, we prove some lemmas which are needed for proving
the theorem.
Lemma III.1. Assume that X1 = (2A1 − 1) · 2k1 ± 1 and
X2 = (2A2− 1) · 2k2 , where A1, A2, k1, k2 ∈ N and k1 ≥ 2.
For r ≥ 2,
T2r(X1) ≡ 1 mod 2k1+r+2, (1)
T2r(X2) ≡ 1 mod 2k2+r+2. (2)
Proof In the case r = 2,
T22(X1)
=8X41 − 8X21 + 1
=8{(2A1 − 1) · 2k1 ± 1}4 − 8{(2A1 − 1) · 2k1 ± 1}2 + 1
≡1 mod 2k1+2+2,
T22(X2)
=8{(2A2 − 1) · 2k2}4 − 8{(2A2 − 1) · 2k2}2 + 1
≡1 mod 2k2+2+2,
Then, (1) and (2) are true.
Assume that (1) and (2) are true with r = r0. We will
consider the case r = r0 + 1.
T2r0+1(X1)
≡2{T2r0 (X1)}2 − 1 mod 2k1+r0+3
≡2{T2r0 (X1) mod 2k1+r0+3}2 − 1 mod 2k1+r0+3
≡1 mod 2k1+r0+3,
T2r0+1(X2)
≡2{T2r0 (X2)}2 − 1 mod 2k2+r0+3
≡2{T2r0 (X2) mod 2k2+r0+3}2 − 1 mod 2k2+r0+3
≡1 mod 2k2+r0+3.
Then, (1) and (2) are true with r = r0 + 1. From the above,
the lemma is true.
Lemma III.2. Assume that X1 = (2A1 − 1) · 2k1 ± 1 and
X2 = (2A2− 1) · 2k2 , where A1, A2, k1, k2 ∈ N and k1 ≥ 2.
For r ≥ 2,
T2r±1(X1) ≡ X1 + 2k1+r+1 mod 2k1+r+2, (3)
T2r±1(X2) ≡ X2 + 2k2+r mod 2k2+r+1. (4)
Proof In the case r = 2,
T22+1(X) = 16X
5 − 20X3 + 5X,
T22−1(X) = 4X
3 − 3X.
Then, (3) and (4) are true.
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Assume that (1) and (2) are true with r = r0. We will
consider the case r = r0 + 1. By Lemma III.1,
T2r0+1±1(X1)
=2T2r0±1(X1)T2r0 (X1)−X1
≡2{T2r0±1(X1) mod 2k1+r0+3}{T2r0 (X1) mod 2k1+r0+3}
−X1 mod 2k1+r0+3
≡X1 + 2k1+r0+2 mod 2k1+r0+3,
T2r0+1±1(X2)
=2T2r0±1(X2)T2r0 (X2)−X2
≡2{T2r0±1(X2) mod 2k2+r0+2}{T2r0 (X2) mod 2k2+r0+2}
−X2 mod 2k2+r0+2
≡X2 + 2k2+r0+1 mod 2k2+r0+2.
Then, (3) and (4) are true with r = r0 + 1. From the above,
the lemma is true.
Lemma III.3. Assume that X1 = (2A1 − 1) · 2k1 ± 1 and
X2 = (2A2− 1) · 2k2 , where A1, A2, k1, k2 ∈ N and k1 ≥ 2.
For r ≥ 2,
T3·2r±1(X1) ≡ X1 + 2k1+r+1 mod 2k1+r+2, (5)
T3·2r±1(X2) ≡ X2 + 2k2+r mod 2k2+r+1. (6)
Proof The following calculations prove the lemma.
T3·2r±1(X1)
=2T2r+1±1(X1)T2r(X1)− T2r±1(X1)
≡2{T2r+1±1(X1) mod 2k1+r+2}{T2r(X1) mod 2k1+r+2}
− {T2r±1(X1) mod 2k1+r+2 mod 2k1+r+2
≡X1 + 2k1+r+1 mod 2k1+r+2,
T3·2r±1(X2)
=2T2r+1±1(X2)T2r(X2)− T2r±1(X2)
≡2{T2r+1±1(X2) mod 2k2+r+1}{T2r(X2) mod 2k2+r+1}
− {T2r±1(X2) mod 2k2+r+1 mod 2k2+r+1
≡X2 + 2k2+r mod 2k1+r+1.
Lemma III.4. Assume that X1 = (2A1 − 1) · 2k1 ± 1 and
X2 = (2A2 − 1) · 2k2 , where A1, A2, k1, k2, B ∈ N and
k1 ≥ 2. For r ≥ 2,
T(2B−1)·2r±1(X1) ≡ X1 + 2k1+r+1 mod 2k1+r+2, (7)
T(2B−1)·2r±1(X2) ≡ X2 + 2k2+r mod 2k2+r+1, (8)
where B is a natural number.
Proof It has been shown that (7) and (8) are true in the cases
of B = 1 and 2. We consider the case B ≥ 3. Assume that
(7) and (8) are true at B = B0 and at B = B0 + 1.
T(2B0+3)·2r±1(X1)
≡2T(2B0+1)·2r±1(X1)T2r+1(X1)
− T(2B0−1)·2r±1(X1) mod 2k1+r+2
≡2{X1 + 2k1+r+2}{1} − {X1 + 2k1+r+2}
≡X1 + 2k1+r+2,
T(2B0+3)·2r±1(X2)
≡2T(2B0+1)·2r±1(X2)T2r+1(X2)
− T(2B0−1)·2r±1(X2) mod 2k2+r+1
≡2{X2 + 2k2+r+1}{1} − {X2 + 2k2+r+1}
≡X2 + 2k2+r+1.
Then, (7) and (8) are true at B = B0 + 2. From the above,
the lemma is true.
Lemma III.5. Assume that p, m and X0 are natural numbers
satisfying
Tp(X0) ≡ X0 + 2m mod 2m+1.
If m ≤ w,
{T ip(X0) mod 2w|i = 0, 1, 2, · · · , 2w−m − 1}
={X0 + k · 2m mod 2w|k = 0, 1, 2, · · · , 2w−m − 1}.
Proof of Lemma III.5 is shown in Ref. [10].
Theorem 1. The orbital periods are distributed according to
Table I.
TABLE I
ORBITAL PERIODS OF ODD DEGREE CHEBYSHEV POLYNOMIALS. HERE,
A, B, r, k1 , k2 ∈ N, 2 ≤ r ≤ w − 1, 2 ≤ k1 ≤ w − 1 AND k2 ≤ w − 1.
Initial Point Degree Orbital Period
arbitrary 1, 2w − 1 1
(2A− 1) · 2k1 ± 1 (2B − 1) · 2r ± 1 max(2w−k1−r−1, 1)
(2A− 1) · 2k2 (2B − 1) · 2r ± 1 max(2w−k2−r , 1)
0, 1, 2w − 1 arbitrary 1
Proof By Lemmas III.4 and III.5, it is clear that the second
and third lines of Table I are true.
Since T1(X) = X and T2w−1 ≡ (X) mod 2w, the first
line of Table I is true.
Assume that X1 = 1. We can express X1 ≡ (2A1 − 1) ·
2w + 1 mod 2w. Then, by Lemma III.4,
T(2B−1)·2r±1(X1) ≡ X1 + 2w+r+1 mod 2w+r+2
≡ X1 mod 2w.
Similarly, we can get T(2B−1)·2r±1(0) ≡ 0 mod 2w and
T(2B−1)·2r±1(2
w − 1) ≡ 2w − 1 mod 2w. Then, the fourth
line of Table I is true.
Example III.1. Let’s consider the orbital period with the
initial point X0 = 5 and the degree p = 3 over a ring of
modulo 27. Since 5 = 22 +1 and 3 = 22− 1, the second line
of Table I is applied. The orbital period is calculated as
max(27−2−2−1, 1) = 4.
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Indeed,
T3(5) ≡ 101 mod 27,
T3(101) ≡ 69 mod 27,
T3(69) ≡ 37 mod 27,
T3(37) ≡ 5 mod 27.
Then, the orbital period is surely 4.
IV. DEGREE PERIOD OF CHEBYSHEV POLYNOMIALS
In this section, we prove a theorem about periodicity of
degree. First, we introduce the following some basic lemmas.
Lemma IV.1.
∀m ∈ N, T
(
α+ α−1
2
)
=
αm + α−m
2
.
Lemma IV.2. Assume that s and t are natural numbers. Then,
a ≡ b mod 2s ⇒ a2t ≡ b2t mod 2s+t.
Proofs of the above two lemmas are shown in Ref. [9].
Lemma IV.3. Assume that X1 = (2A − 1) · 2k1 ± 1 and
α = X1 +
√
X21 − 1, where A and k1 are natural numbers
and 2 ≤ k1 ≤ w − 4. Then,
α2
w−k1−1
+ α−2
w−k1−1
2
≡ 1 mod 2w, (9)
α+ α−1
2
· α
2w−k1−1 − α−2w−k1−1
2
≡ 0 mod 2w. (10)
Proof Since k1 ≥ 2,
α2 = 2X21 − 1 + 2X1
√
X21 − 1
≡ 1 + 2X1
√
X21 − 1 mod 2k1+2.
Assume that ∃t0 ∈ N, α2t0 ≡ 1+2t0X1
√
X2 − 1. By Lemma
IV.2,
α2
t0+1 ≡ {1 + 2t0X1
√
X21 − 1}2 mod 2k1+t0+2
≡ 1 + 2t0+1X1
√
X2 − 1 mod 2k1+t0+2.
Then, ∀t ∈ N, α2t ≡ 1 + 2tX1
√
X2 − 1, and so
α2
w−k1−1 ≡ 1 + 2w−k1−1X
√
X2 − 1 mod 2w.
By the same reason,
α−2
w−k1−1 ≡ 1− 2w−k1−1X
√
X2 − 1 mod 2w.
Form the above,
α2
w−k1−1
+ α−2
w−k1−1
2
≡ 1 mod 2w,
α+ α−1
2
· α
2w−k1−1 − α−2w−k1−1
2
≡
√
X21 − 1 · 2w−k1−1X1
√
X2 − 1 mod 2w
≡0 mod 2w.
Lemma IV.4. Assume that X2 = (2A − 1) · 2k2 and α =
X2+
√
X22 − 1, where A and k2 are natural numbers satisfying
k2 ≤ w − 3. Then,
α2
w−k2
+ α−2
w−k2
2
≡ 1 mod 2w, (11)
α2
w−k2 − α−2w−k2
2
≡ 0 mod 2w. (12)
Proof Since X2 = (2A− 1) · 2k2 and k2 is natural number,
α4 ≡ 1 mod 2k2+2.
Assume that ∃t0 ∈ N, α2t0 ≡ 1 mod 2k2+t0 . Then,
α2
t0+1 ≡ 12 mod 2k2+t0+1.
Therefore, α2w−k2 ≡ 1 mod 2w and α−2w−k2 ≡ 1 mod 2w.
From the above,
α2
w−k2
+ α−2
w−k2
2
≡ 1 mod 2w, (13)
α2
w−k2 − α−2w−k2
2
≡ 0 mod 2w. (14)
Lemma IV.5. Assume that p is an odd number and X1 =
(2A − 1) · 2k1 ± 1, where A and k1 are natural numbers
satisfying k1 ≤ w − 4. Then,
Tp+2w−k1−1(X1) ≡ Tp(X1) mod 2w.
Proof Assume that α = X +
√
X2 − 1. Then, by Lemmas
IV.1 and IV.3,
Tp+2w−k1−1(X1)
=
αp+2
w−k1−1
+ α−p−2
w−k1−1
2
=
αp + α−p
2
· α
2w−k1−1 + α2
w−k1−1
2
+
αp − α−p
2
· α
2w−k1−1 − α2w−k1−1
2
≡ Tp(X1) mod 2w.
Lemma IV.6. Assume that p is an odd number and X2 =
(2A− 1) ·2k2 , where A and k2 are natural numbers satisfying
k2 ≤ w − 3. Then,
Tp+2w−k2 (X2) ≡ Tp(X2) mod 2w.
JOURNAL OF LATEX CLASS FILES, VOL. 13, NO. 9, SEPTEMBER 2014 5
Proof Assume that α = X +
√
X2 − 1. Then, by Lemmas
IV.1 and IV.4,
Tp+2w−k2 (X2)
=
αp+2
w−k2
+ α−p−2
w−k2
2
=
αp + α−p
2
· α
2w−k2 + α2
w−k2
2
+
αp − α−p
2
· α
2w−k2 − α2w−k2
2
≡ Tp(X2) mod 2w.
Theorem 2. The degree periods of odd degree Chebyshev
polynomials are distributed according to Table II.
TABLE II
PERIODS OF DEGREE. HERE, A, k1 , k2 ∈ N, 2 ≤ k1 ≤ w − 4 AND
k2 ≤ w − 3.
X Periodicity of Degree
(2A − 1) · 2k1 ± 1 T
p+2w−k1−1
(X) ≡ Tp(X) mod 2w
T
p+2w−k1−2
(X) 6≡ Tp(X) mod 2w
(2A− 1) · 2k2 T
p+2w−k2
(X) ≡ Tp(X) mod 2w
T
p+2w−k2−1
(X) 6≡ Tp(X) mod 2w
otherwise Tp+2(X) ≡ Tp(X) mod 2w
Proof It has already shown that Tp+2w−k1−1(X) ≡ Tp(X)
mod 2w for X = (2A−1)·2k1±1 and Tp+2w−k2 (X) ≡ Tp(X)
mod 2w for X = (2A− 1) · 2k2 . First, we consider the case
p ≡ ±1 mod 2w . Assume that X1 = (2A− 1) · 2k1 ± 1. By
Theorem 1, the orbital period of T±1+2w−k1−2 with the initial
value X1 is 2. Then,
T±1+2w−k1−2(X1) 6≡ X1 mod 2w.
On the other hand, T±1(X1) ≡ X1 mod 2w. Then,
Tp+2w−k1−2(X1) 6≡ Tp(X1) mod 2w.
Next, assume that p = (2B − 1) · 2r ± 1, where B and r
are natural numbers satisfying 2 ≤ r ≤ w − 1.
We consider the case r ≥ w − k1 − 1. By Theorem 1, the
orbital period of Tp with the initial value X1 is 1. On the other
hand, since ∃B′ ∈ N, p+2w−k1−1 = (2B′−1) ·2w−k1−2±1,
the orbital period of Tp+2w−k1−2 with the initial value X1 is
2. Then,
Tp+2w−k1−2(X1) 6≡ Tp(X1) mod 2w.
We consider the case r = w − k1 − 2. The orbital period
of Tp with the initial value X1 is 2. On the other hand, since
∃B′, r′ ∈ N, p+2w−k1−1 = (2B′ − 1) · 2w−k1−2+r′ ± 1, the
orbital period of Tp+2w−k1−2 with the initial value X1 is 1.
Then,
Tp+2w−k1−2(X1) 6≡ Tp(X1) mod 2w.
We consider the case 2 ≤ r ≤ w− k1− 3. Since the orbital
period of Tp with the initial value X1 is 2w−k1−r−1,
∀i, j ∈ Z/2w−k1−r−1Z, i 6= j ⇒ T ip(X1) 6≡ T jp (X1) mod 2w.
By the definition of Chebyshev polynomials, ∀i ∈
N, T ip(X1) = Tpi(X1). If i is an odd number, ∃Bi ∈ N, pi =
(2Bi−1) ·2r±1. Then, if i and j are odd numbers and satisfy
i < j ≤ 2w−k1−r−2,
T(2Bi−1)·2r±1(X1) 6≡ T(2Bj−1)·2r±1(X1) mod 2w.
{2(B + 2w−k1−r−2)− 1} · 2r ± 1 = p+ 2w+k1−1.
By Lemma IV.5,
Tp+2w−k1−1(X1) ≡ Tp(X1) mod 2w.
Then,
Tp+2w−k1−2(X1) 6≡ Tp(X1) mod 2w.
From the above, for an arbitrary odd number p,
Tp+2w−k1−2(X1) 6≡ Tp(X1) mod 2w.
By the same way, for an arbitrary odd number p,
Tp+2w−k1−2((2A− 1) · 2k2) 6≡ Tp((2A− 1) · 2k2) mod 2w.
Assume that X0 cannot be written as (2A − 1) · 2k1 nor
(2A − 1) · 2k2 . By Theorem 1, the orbital period of Tp with
the initial value X0 is 1 where p is an arbitrary odd number.
Then,
Tp+2(X0) ≡ Tp(X0) mod 2w.
From the above, the theorem is true.
Example IV.1. Let’s consider the degree period with X0 = 5
over a ring of modulo 26. Since 5 = 22+1, Theorem 2 states
that
Tp(X0) ≡ Tp+26−2−1(X0) mod 26,
Tp(X0) 6≡ Tp+26−2−2(X0) mod 26
for an arbitrary odd number p. Indeed,
T3(5) ≡ 37 mod 26,
T5(5) ≡ 37 mod 26,
T7(5) ≡ 5 mod 26,
T9(5) ≡ 5 mod 26,
T11(5) ≡ 37 mod 26,
T13(5) ≡ 37 mod 26,
T15(5) ≡ 5 mod 26,
T17(5) ≡ 5 mod 26.
Then, the statement is surely true.
V. METHOD OF SOLVING DEGREE DECISION PROBLEM
In this section, we show a method to solve a degree decision
problem by using Lemma III.4, Theorem 1 and Theorem 2.
Remark. Degree decision problem over a ring of modulo 2w
Find p ∈ Z/2wZ satisfying
Y¯ ≡ Tp(X¯) mod 2w
with given X¯ and Y¯ .
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Assume that p = p(l) ·2l where p(l) is an odd number and l
is a non-negative natural number and X¯l = T2l(X) mod 2w.
Then,
Tp(X¯) = Tp(l)·2l(X¯)
= Tp(l)
(
T2l(X¯)
)
= Tp(l)(X¯l).
Then, it is enough to solve the following problem for l =
0, 1, · · · , w − 1.
Find an odd number p(l) satisfying
Y¯ ≡ Tp(l)(X¯l) mod 2w, (15)
where X¯l ≡ T2l(X¯).
We show a method to solve the problem with a fixed l.
There are three cases.
Case 1: X¯l can be expressed as the following form
X¯l = (2A− 1) · 2k ± 1,
where A and k are natural numbers satisfying 2 ≤ k ≤ w−4.
In this case, the algorithm to solve the problem is as follows:
1) If Y¯ ≡ X¯l mod 2w, output p(l) = 1 and finish this
algorithm.
2) Find a natural number r ≥ 2 satisfying
Y¯ ≡ X¯l + 2k+r+1 mod 2k+r+2.
If r satisfying the condition does not exist, finish this
algorithm since any odd number p(l) does not satisfy
(15).
3) Set q ← 2r + 1 and m← k + r + 3.
4) If Y 6≡ Tq(X¯) mod 2m, q ← q + 2m−k−2.
5) If m ≥ w, output p(l) = q and finish this algorithm.
Else, m← m+ 1 and return 4).
The operation of step 1) is obviously proper.
By the theorem III.4, if we cannot find r at step 2),
there are the three possible cases: Y¯ ≡ T1(X¯l) mod 2w,
Y¯ ≡ T2w−1(X¯l) mod 2w and Y¯ 6≡ Tp(X¯) mod 2w for
an arbitrary odd number p. By the theorem 1, T1(X¯l) ≡
T2w−1(X¯l) ≡ X¯l mod 2w. Since the possibility of Y¯ ≡ X¯l
mod 2w is removed at step 1), Y¯ 6≡ Tp(X¯) mod 2w for an
arbitrary odd number p if we cannot find r. Therefore, the
operation of step 2) is proper.
By the theorem 2, if Y¯ ≡ Tq(X¯l) mod 2m−1 and Y¯ 6≡
Tq(X¯l) mod 2
m
, Y¯ 6≡ Tq+2m−k−2(X¯l) mod 2m. Then, the
operations of step 3)-5) are proper.
From the above, this algorithm is proper.
Since it takes O(w3) times to calculate the value of Tq(X¯)
mod 2w, this algorithm requires O(w4) times if there exists
an odd number p(l) satisfying (15) and O(w) times if there
does not exist.
Case 2: X¯l can be expressed as the following form
X¯l = (2A− 1) · 2k,
where A and k are natural numbers satisfying k ≤ w − 3. In
this case, the algorithm to solve the problem is as follows:
1) If Y¯ ≡ X¯l mod 2w, output p(l) = 1 and finish this
algorithm.
2) Find a natural number r ≥ 2 satisfying
Y¯ ≡ X¯l + 2k+r mod 2k+r+1.
If r satisfying the condition does not exist, finish this
algorithm since any odd number p(l) does not satisfy
(15).
3) Set q ← 2r ± 1 and s← k + r + 2.
4) If Y 6≡ Tq(X¯) mod 2m, q ← q + 2m−k−1.
5) If m ≥ w, output p(l) = q and finish this algorithm.
Else, m← m+ 1 and return 4).
By the same way as the case 1, it is shown that this
algorithm is proper. This algorithm also requires O(w4) times
if there exists an odd number p(l) satisfying (15) and O(w)
times if there does not exist.
Case 3: otherwise. By the theorem 2, Tp(l) mod 2w is
constant for any p(l). Then, if Y¯ ≡ X¯l, an arbitrary odd
number p(l) satisfies (15). Else, any odd number p(l) does
not satisfy (15).
From the above, the original degree decision problem whose
domain of searching degree is not restrict odd numbers can be
efficiently solved. Since it takes only O(w3) times to calculate
the value of X¯l for each l, the method to solve the problem
takes only O(w4) times if there exists a solution p and O(w3)
times if there does not exist.
Example V.1. Let’s find p satisfying
865 = Tp(7) mod 2
11.
In this example,
w =11,
Y¯ =865 = 27 · 25 + 1.
First, we consider the case l = 0.
X¯0 ≡ 7 = 23 − 1.
This corresponds to the case 1. At step 2) of the algorithm, we
cannot find r satisfying the condition. Then, any odd number
p(0) is not satisfy (15).
Next, we consider the case l = 1.
X¯1 = T2(7) mod 2
11 = 97 = 3 · 25 + 1.
This corresponds to the case 1. At step 2) of the algorithm,
r = 2 is chosen. At step 3) we set q ← 5 = 22 + 1 and
m← 10 = 5 + 2 + 3.
T5(97) 6≡ 865 mod 210.
Then, q ← q + 23 = 13 and m← m+ 1.
T13(97) ≡ 865 mod 211.
Since m = 11 ≥ w, finish this algorithm.
From the above, p = 13 · 21 = 26 is a solution of the
problem.
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VI. GENERALIZATION
In this section, we discuss generalization of the former
sections. We consider a broader class of set of permutation
polynomials than the set of odd degree Chebyshev polynomi-
als.
There are two direct and essential reasons why the degree
decision problem of Chebyshev polynomials over a ring of
modulo 2w is efficiently solved. One reason is that the period-
icity of degree is completely made clear. The other reason is
that Chebyshev polynomials over the ring have some recursive
properties. In general, such recursive properties are common
of permutation polynomials over the ring. There are also two
reasons why we could make the periodicity of degree clear.
One reason is that the orbital period is made clear, and the
other reason is that the relation between the orbital period and
the degree period is known to be the established. In connection
with the later reason, the arbitrary odd degree Chebyshev
polynomials over the ring can be expressed as an iteration
of third degree Chebyshev polynomials over the ring.
Based on the above, we consider the following set of permu-
tation polynomials: assume that {P1(X), P2(X), · · · , Pn(X)}
is a set of permutation polynomials over a ring of modulo 2w
and the value Pi(X¯) can be efficiently calculated for given
i and X¯ . Then, there exists a permutation polynomial F (X)
which satisfies that
∀i, ∃j s.t. ∀X¯, Pi(X¯) ≡ F j(X¯) mod 2w,
and so the polynomials Pi(X) are commutative each other.
F (X) satisfies at least one of the following conditions.
• The values of F j(X¯) mod 2w can be directly and
efficiently calculated for given j and X¯ .
• We can efficiently find i which satisfies Pi(X) ≡ F j(X)
mod 2w for given j.
In the case of odd degree Chebyshev polynomials, F (X) is
T3(X) and the both conditions are satisfied. In the case that the
later condition is satisfied, we can calculated F j(X¯) mod 2w
by finding i and calculating Pi(X¯) mod 2w even if we cannot
directly calculate the value.
In this situation, we can construct a key-exchange protocol
with the set of polynomials. That replace Chebyshev polyno-
mials at the key-exchange protocol with the polynomials in
the set. The key-exchange protocol, however, is not secure. It
means that the following problem can efficiently be solved.
Problem Find an integer j satisfying
Y¯ ≡ F j(X¯) mod 2w,
where Y¯ and X¯ are given integers.
Theorem 3. The Problem can efficiently be solved.
We show an algorithm to solve the problem. First, we intro-
duce some lemmas.
Lemma VI.1. Assume that Y¯ , X¯ and j are integers, m is a
non-negative integer and they satisfy
Y¯ ≡ F j(X¯) mod 2m.
Then, there is a non-negative integer l ≤ m such that
Y¯ ≡ F j+2l(X¯) mod 2m.
Proof It is clear that the lemma is true in the case m = 0.
We consider the case m = 1. Since F (X) is a permutation
polynomials over a ring of modulo 2w,
F (0) ≡ 0 mod 2, F (1) ≡ 1 mod 2
or
F (0) ≡ 1 mod 2, F (1) ≡ 0 mod 2
is practical. Then,
F j+2(X¯) ≡ F j(X¯) mod 2 ≡ Y¯ mod 2.
Assume that m′ is a non-negative smaller integer than m.
We consider the case that there exists a non-negative number
l′ ≤ m′ such that Y¯ ≡ F j+2l
′
(X¯) mod 2m
′
. In this case,
Y¯ ≡ F j+2l
′
(X¯) + c2m
′
mod 2m
′+1,
where c ∈ {0, 1}.
F j+2
l′+1
(X¯) ≡ F 2l
′
(
F j+2
l′
(X¯)
)
mod 2m
′+1
≡ F 2l
′
(
F j(X¯) + c2m
′
)
mod 2m
′+1
≡ F 2l
′ (
F j(X¯)
)
+ c2m
′
mod 2m
′+1
≡ Y¯ mod 2m′+1.
From the above, the lemma is true.
Lemma VI.2. Assume that Y¯ , X¯ j and j′ are integers, m is
a non-negative integer and they satisfy
Y¯ ≡ F j(X¯) mod 2m,
Y¯ ≡ F j′(X¯) mod 2m+1,
and l is the minimum non-negative integer satisfying
Y¯ ≡ F j+2l(X¯) mod 2m.
Then,
j′ ≡ j mod 2l.
Proof Assume that j′ = j+ a2l+ b where a is an integer and
b is a non-negative integer satisfying b < 2l. Then,
F j
′
(X¯) =F j+a2
l+b(X¯)
≡F j+b(X¯) mod 2m.
Since 2l is the minimum natural number satisfying F j(X¯) ≡
F j+2
l
(X¯) mod 2m, b = 0.
Then, the lemma is true.
Lemma VI.3. Assume that Y¯ , X¯ and j are integers, m is a
non-negative integer and they satisfy
Y¯ ≡ F j(X¯) + 2m mod 2m+1,
and l is the minimum non-negative integer satisfying
Y¯ ≡ F j+2l(X¯) mod 2m.
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If there exists an integer j′ such that Y¯ ≡ F j′(X¯)
mod 2m+1,
Y¯ ≡ F j+2l(X¯) mod 2m+1.
Proof Assume that
Y¯ ≡ F j+2l(X¯) + 2m mod 2m+1.
For arbitrary integer a,
F a2
l
(Y¯ ) ≡ F a2l
(
F j+2
l
(X¯) + 2m
)
mod 2m+1
≡ F a2l
(
F j+2
l
(X¯)
)
+ 2m mod 2m+1
≡ F (a+1)2l (F j(X¯))+ 2m mod 2m+1
≡ F (a+1)2l (F j(X¯) + 2m) mod 2m+1
≡ F (a+1)2l (Y¯ ) mod 2m+1.
Then,
F j+a2
l
(X¯) ≡ F a2l(Y¯ + 2m) mod 2m+1
≡ F a2l(Y¯ ) + 2m mod 2m+1
≡ F 2l(Y¯ ) + 2m mod 2m+1
≡ F 2l (F j(X¯) + 2m)+ 2m mod 2m+1
≡ F 2l (F j(X¯)) mod 2m+1
≡ F j+2l(X¯) mod 2m+1
≡ Y¯ + 2m mod 2m+1.
By Lemma VI.2, if there exists an integer j′ such that Y¯ ≡
F j
′
(X¯) mod 2m+1, there exists an integer b such that
Y¯ ≡ F j+b2l(X¯) mod 2w.
From the above, this lemma is true.
By using the above lemmas, the problem can be solved. We
propose the following algorithm to solve the problem:
1) Set j ← 0 and l← 0.
2) If Y¯ ≡ F j(X¯) mod 2w, output j and finish this
algorithm. Else, find mj such that
Y¯ ≡ F j(X¯) + 2mj mod 2mj+1.
3) If Y¯ ≡ F j+2l(X¯) mod 2mj+1, j ← j + 2l and return
to 2).
4) If l = w − 1, finish this algorithm. (In this case, any
integer j dose not satisfy Y¯ ≡ F j(X¯) mod 2w.) Else,
l← l+ 1 and return to 3).
If it takes O (f(w)) times to calculate F j(X¯) mod 2w for
given X¯ and j, this algorithm requires only O (w · f(w)) times
at the worst case.
Then, Theorem 3 is proven.
VII. CONCLUSION
We completely clarified the orbital periods and degree
periods of odd degree Chebyshev polynomials over a ring
of modulo 2w. Both of them show a recursive property,
and it is shown here that we can efficiently solve a degree
decision problem by using the property. The proven fact
here shows that the proposed key-exchange protocol with
Chebyshev polynomials is not secure. It is also shown that
a key-exchange protocol with more generalized permutation
polynomials including Chebyshev polynomials is not secure.
However, it does not mean that permutation polynomials over
a ring of modulo 2w including Chebyshev polynomials will
not be applied to other fields such as symmetric cipher.
The characteristics shown in here would provide useful clues
for investigating further applications based on Chebyshev
polynomials and other permutation polynomials over a ring
of modulo 2w.
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