1 1. There is a growing realization among community ecologists that interactions between species vary across 2 space and time, and that this variation needs be quantified. Our current numerical framework to analyze the 3 structure of species interactions, based on graph-theoretical approaches, usually do not consider the variabil-4 ity of interactions. Since this variability has been show to hold valuable ecological information, there is a 5 need to adapt the current measures of network structure so that they can exploit it. 6 2. We present analytical expressions of key measures of network structured, adapted so that they account for 7 the variability of ecological interactions. We do so by modeling each interaction as a Bernoulli event; using 8 basic calculus allows expressing the expected value, and when mathematically tractable, its variance. When 9 applied to non-probabilistic data, the measures we present give the same results as their non-probabilistic 10 formulations, meaning that they can be generally applied. 11
where 0 ( , ) is a matrix of rows and columns (noted × ) filled with 0s, etc. Note that for centrality 20 to be relevant in bipartite networks, this matrix should be made symmetric: = . 21 We assume that all interactions are independent (so that P( ∩ ) = P( )P( ) for any species), and can
As all are Bernoulli random variables ,
As a final note, all of the measures described below can be applied on the binary (0/1) versions of the net-7 works in which case they converge on the non-probabilistic version of the measure as usually calculated. 8 This property is particularly desirable as it allows our framework to be used on any unweighted network 9 represented in a probabilistic or binary way. The approach outlined here differs from using weighted net-10 works, in that it answers a different ecological question. Probabilistic networks describe the probability 11 that any interaction will happen, whereas weighted networks describe some measure of the effect of the 12 interaction when it happens (Berlow et al. 2009 ); weighted networks therefore assume that the interaction 13 happen. Although there are several measures for weighted ecological networks (Bersier et al. 2002) , in 14 which interactions happen but with different outcomes, these are not relevant for probabilistic networks; 15 they do not account for the fact that interactions display a variance that will cascade up to the network 16 level. Instead, the weight of each interaction is best viewed as a second modeling step focusing on the 17 non-zero cases (i.e. the interactions that are realized); this is similar to the method now frequently used in 18 species distribution models, where the species presence is modeled first, and its abundance second, using 19 a (possibly) different set of ecological predictors (Boulangeat et al. 2012) .
where is the total number of interactions. As all interactions in a probabilistic network 4 are assumed to be independent, the expected value of , is
and̂ =̂ ∕( × ). Likewise, the variance of the number of interactions is var(̂ ) = ∑ ( (1 − )). The degree distribution of a network is the distribution of the number of interactions established (number 8 of successors) and received (number of predecessors) by each node. The expected degree of species is
The variance of the degree of each species is var(̂ ) = ∑ ( (1 − ) + (1 − )). Note also that 10 ∑̂ = 2̂ , as expected 11 Generality and vulnerability 12 By simplification of the above, generalitŷ and vulnerabilitŷ are given by, respectively, ∑ and 13 ∑ , with their variances ∑ (1 − ) and ∑ (1 − ).
are connected through a path of length 1, with probability . The expected number of paths of length 6 between species and is given by
where is the matrix multiplied by itself times.
8
It is possible to calculate the probability of having at least one path of length between the two species: 9 this can be done by calculating the probability of having no path of length , then taking the running 10 product of the resulting array of probabilities. For the example of length 2, species and are connected 11 through with probability , and so this path does not exist with probability 1 − . For any 12 pair , , let be the vector such that = for all ∉ ( , ) (Mirchandani 1976). The probability 13 of not having any path of length 2 is ∏ (1 − ). Therefore, the probability of having a path of length 2 14 between and is
which can also be noted
In most situations, one would be interested in knowing the probability of having a path of length 2 without 17 having a path of length 1; this is simply expressed aŝ (2) * = (1 − )̂ (2) . These results can be expanded 18 8 1 one path of length :
where ( 1 , 2 ..., −1 ) are all the ( − 1)-permutations of 1, 2, ..., ∖( , ). Then having a path of length 3 without having any smaller path is
Unipartite projection of bipartite networks 5 The unipartite projection of a bipartite network is obtained by linking any two nodes of one mode ("side" Nestedness is an important measure of (bipartite) network structure that tells the extent to which the 12 interactions of specialists and generalists overlap. We use the formula for nestedness proposed by Bastolla Nestedness, in a probabilistic network, is defined as
where is the expected generality of species . The reciprocal holds for ( ) when using (the vulnera- Newman (2004) can be expressed as
where ∑ ⋅ and ∑ ⋅ are the sums of rows and columns of , and is a matrix, wherein is 1 if 9 and belong to the same module, and 0 otherwise. This formula can be directly applied to probabilistic Although node degree is a rough first order estimate of centrality, other measures are often needed. Here,
13
we derive the expected value of centrality according to Katz (1953) . This measure generalizes to directed 14 acyclic graphs (whereas other do not). For example, although eigenvector centrality is often used in 15 ecology, it cannot be measured on probabilistic graphs. Eigenvector centrality requires the matrix's largest 16 eigenvalues to be real, which is not the case for all probabilistic matrices. The measure proposed by Katz 17 is a useful replacement, because it accounts for the paths of all length between two species instead of 18 focusing on the shortest path.
19
As described above, the expected number of paths of length between and is ( ) . Based on this, 20 the expected centrality of species is
The parameter ∈ [0; 1] regulates how important long paths are. When = 0, only first-order paths 2 are accounted for (and the centrality is equal to the degree). When = 1, paths of all length are equally 3 important. As is sensitive to the size of the matrix, we suggest normalizing by = ∑ so that
This results in the expected relative centrality of each node in the probabilistic network, which sums to 5 unity.
6
Species with no outgoing links 7
Estimating the number of species with no outgoing links (successors) can be useful when predicting 8 whether, e.g., predators will go extinct. Alternatively, when prior information about traits are available, 9 this can allows predicting the invasion success of a species in a novel community.
10
A species has no successors if it manages not to establish any outgoing interaction, which for species 11 happens with probability
The number of expected such species is therefore the sum of the above across all species,
Note that in a non-probabilistic context, species with no outgoing links would be considered primary 2 producers. This is not the case here: if interactions are probabilistic events, then even a top predator may 3 have no preys, and this clearly doesn't imply that it will become a primary producer in the community. Using the same approach as for the number of species with no outgoing links, the expected number of 8 species with no incoming links is therefore
Note that we exclude self-interactions, as top-predators in food webs can, and often do, engage in canni-10 balism.
11

Number of species with no interactions 12
Predicting the number of species with no interactions (or whether any species will have at least one in-13 teraction) is useful when predicting whether species will be able to integrate into an existing network, 14 for example. From a methodological point of view, this can also be a helpful a priori measure to deter-15 mine whether null models of networks will have a lot of species with no interactions, and so will require 16 intensive sampling.
As for the above, the expected number of species with no interactions (free species) is the sum of this 2 quantity across all :
The variance of the number of species with no interactions is
Self-loops arbitrarily large number of motifs, we will illustrate the approach with only two examples.
13
The probability that three species form an apparent competition motif where is the predator, and are 14 the prey, is
1 and consumes , is
The probability of the number of any three-species motif motif m in a network is given by
It is indeed possible to have an expression of the variance of this value, or of the variance of any three 4 species forming a given motif, but their expressions become rapidly untractable and are better computed 5 than written. two networks based on the cardinality of three sets, , , and , which are respectively the shared items, 10 items unique to superset (network) 1, and items unique to superset 2 (the identity of which network is 1 or 11 2 matters for asymmetric measures and (iii) overestimates the number of motifs (we have limited our analysis to the two following motifs: 5 one consumer sharing two resources, and two consumers competing for one resource). For the number of 6 links, both the probabilistic measures and the average and variance of 10 4 Bernoulli trials were in strong 7 agreement (they differ only by the second decimal place). For the number of motifs, the difference was 8 larger, but not overly so. It should be noted that, especially for computationally demanding operations 9 such as motif counting, the difference in runtime between the probabilistic and Bernoulli trials approaches 10 can be extremely important.
11
Using Bernoulli trials had the effect of slightly over-estimating nestedness. The overestimation is statis-12 tically significant from a purely frequentist point of view, but significance testing is rather meaningless 13 when the number of replicates is this large and can be increased arbitrarily; what is important is that the 14 relative value of the error is small enough that Bernoulli trials are able to adequately reproduce the prob- In this final application, we re-analyze data from a previous study by Trøjelsgaard et al. (2015) , to inves-2 tigate how spatial information can be used to derive probability of interactions. In the original dataset, 3 fourteen locations have been sampled to describe the local plant-pollination network. This dataset exhibits 4 both species and interaction variability across sampling locations. We define the overall probability of an 5 interaction in the following way,
where is the number of sampling locations in which both pollinator and plant co-occur, and is the 7 number of sampling locations in which they interact. This takes values between 0 (no co-occurence or no 8 interactions) and 1 (interaction observed every time there is co-occurrence, including single observations 9 of an interacting species pair). This represents a simple probabilistic model, in which it is assumed that 10 our ability to observe the interaction is a proxy of how frequent it is.
Based on this information, we compare the connectance, nestedness, and modularity, of each sampled 12 (binary) network, to the expected values if interactions are well predicted by the probability given above.
13
The results are presented in Figure 2 . There is a clear linear, positive correlation (coeff. 0.89 for con-14 nectance, 0.76 for , and 0.92 for modularity) between the observed network properties (binary matrices) 15 and the predictions based on the probabilistic model. This analysis, although simple, suggest that the 16 local structure of ecological networks can represent the outcome of a filtering of species interactions, the 17 signature of which can be detected at the regional level by a variation in the probabilities of interactions.
18
Note however that this approach does not allow predicting the structure of any arbitrary species pool, 19 since it cannot know the probability of an interaction between two species that never co-occured. There is a consistent tendency for (i) both models I and II to estimate less nestedness than in the empirical network, although null model II yields more accurate estimates. B. Models III in and III out also estimate less nestedness than the empirical network, but neither has a systematic bias. For each null model , the difference Δ ( ) in nestedness is expressed as Δ ( ) = −  ( ) ( ), where  ( ) ( ) is the nestedness of null model . Figure 2 : Local network structure infered from the locally observed interactions (x-axis) or the spatial probabilistic model (y-axis) in the Canaria Island dataset. Although the binary networks slightly underestimate the properties studied here, there is a positive and linear relationship between the empirical structure, and the structure predicted based on probabilities of interactions derived from occurrence information. 20 1 of experiments) can be combined to estimate the probability that interactions will happen in empirical 2 communities.
3 Another way to obtain approximation of the probability of interactions is to use spatially and temporally 4 replicated sampling (assuming that replicates are done in environments that can be assumed to be compa-5 rably homogeneous); in this context, it is not the interactions that are repeatedly sampled, but the network 6 as a whole. Some studies (Tylianakis et al. 2007; Carstensen et al. 2014; Olito & Fox 2015; Trøjelsgaard 7 et al. 2015) surveyed the existence of interactions at different locations, and a simple approach of divid-8 ing the number of observations of an interaction by the number of co-occurence of the species involved 9 will provide a (somewhat crude) estimate of the probability of this interaction. This approach requires 10 extensive sampling, especially since interactions are harder to observe than species (Poisot et al. 2012; 11 Gilarranz et al. 2015) , yet it enables the re-analysis of existing datasets in a probabilistic context.
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Implications for data collection 13 An important outcome is that, when estimating probabilities from observational data, it becomes possible 14 to have an estimate of how robust the sampling is. How completely a network is sampled is a key, yet 15 often-overlooked, driver of some measures of structure (Nielsen & Bascompte 2007; Chacoff et al. 2012; 16 Fründ et al. 2015) . The probabilistic approach allows to estimate the confidence interval of the interaction 17 probability, knowing the number of samples used for the estimation. Assuming normally distributed 18 observational error (this can be generalized for other error distributions), the confidence interval around 19 a probability estimated from samples is 
