Abstract. We establish the kernel estimates for the Littlewood-Paley projections associated with a Schrödinger operator H = −∆ + V in R 3 for a large class of short-range potentials V (x). As a corollary, we prove the homogeneous Sobolev inequality.
1. Introduction 1.1. Littlewood-Paley projections. Consider a Schrödinger operator H = −∆ + V in R 3 . We define the potential class K 0 as the norm closure of bounded, compactly supported functions with respect to the global Kato norm A complex number λ ∈ C is called a resonance if the equation ψ+(−∆−λ±i0) −1 V ψ = 0 has a slowly decaying solution such that ψ / ∈ L 2 but x −s ψ ∈ L 2 for all s > 1 2 . Throughout the paper, we assume that V ∈ K 0 and H has no eigenvalues or resonances on the positive real line [0, +∞). The potential class K 0 is known as a critical potential class for the dispersive estimate for the linear propagator e itH [3, 10] .
Under the above assumptions, it is known that H is self-adjoint on L 2 and that its spectrum σ(H) is purely absolutely continuous on the positive real-line [0, +∞) and has at most finitely many negative eigenvalues [3] . Moreover, for a bounded Borel function m : σ(H) → C, one can define an L 2 -bounded operator m(H) via the functional calculus. Note that if V = 0, such a multipliers is simply a Fourier multiplier (m(−∆)f ) ∧ (ξ) = m(|ξ| 2 )f (ξ).
In this paper, we investigate the kernel estimates for the Littlewood-Paley projections associated with a Schrödinger operator H. Let χ ∈ C ∞ c (R) such that supp χ ⊂ [ When V = 0, we denote P N =χ N (−∆), which is the standard Littlewood-Paley projection. 
Statement of the main results.
The first main theorem of this paper says that if V is small, P N satisfies exactly the same kernel estimate as the homogeneous case V = 0. For an integral operator T , we denote its kernel by T (x, y). Second, without the smallness assumption, we prove the following kernel estimates: 
(ii) (Low frequencies) There exist
As a corollary, we have:
where 1 ≤ p ≤ q ≤ ∞, 0 ≤ s < 3 and (ii) The kernel estimates in Theorem 1.1 and 1.2 are stronger than the L p − L q bound (1.1). Indeed, Corollary 1.3 is not sufficient to prove the Sobolev inequality (see Theorem 1.6 below).
We prove Theorem 1.1 and 1.2 by the following strategy. First, we write the LittlewoodPaley projection as a formal series expansion
whose term P n N has explicit integral representation. We then prove that each P n N (x, y) satisfies the kernel estimate of the form in Theorem 1.2 and 1.3, respectively (Lemma 2.2, Lemma 4.4 and Lemma 5.1). Next, we prove that P n N (x, y) is summable in n (Lemma 3.1, Lemma 4.5, and Lemma 5.2). Finally, combining them, we complete the proof.
In this paper, we adopt the techniques to show dispersive estimates for a linear propagator e itH . This approach allows us to take a lot of advantages from its recent progress. The first dispersive estimate of the form e itH P c L 1 →L ∞ |t| −3/2 was first proved by Journé-SofferSogge [11] under suitable assumptions on potentials. These restrictions have been relaxed by Rodnianski-Schlag [12] , Goldberg-Schlag [8] and Goldberg [7] . Recently, employing the operator-valued Wiener theorem, Beceanu-Goldberg established the dispersive estimate for the scaling-critical potential class K 0 [3, 10].
1.3. Homogeneous Sobolev inequality. The "inhomogeneous" Sobolev inequality associated with H is known for a fairly general class of potentials. We say that a potential V is in Kato class if lim 
where 1 < p < q < ∞, 0 < s < 3 and
When V = 0, one can take z = 0 in (1.3), called the "homogeneous" Sobolev inequality, or the fractional integration inequality. The proof of Theorem 1.5 is based on the heat kernel estimate, which requires Re z to be strictly less than the bottom of σ(H) [13, Theorem B.7.1 and B.7.2].
As an application of Theorem 1.3, we prove the following homogeneous Sobolev inequality (z = 0) without using the heat kernel estimate: 
Remark 1.7. Yajima [15] proved that the wave operator W := s-lim t→+∞ e itH e −it(−∆) is bounded on W 2,p , when zero is not an eigenvalue or a resonance and |∇ k V (x)| x −(5+) for all multi-index k with |k| ≤ 2. Recently, Beceanu [2] extended this result to the scaling-critical class of potentials B := {V :
The homogeneous Sobolev inequality then follows from the boundedness and the intertwining property of the wave operators. Theorem 1.6 improves this consequence in that K 0 is a larger class than B .
1.4. Notations. We denote the formal identity by A" = "B which will be proved later. 
Iterating the resolvent identities, we get a formal Born series of the resolvent operator:
Plugging this formal series into the spectral representation (2.1) and by a change of variables λ → λ 2 , we obtain a formal series expansion of P N :
(2.2)
The main advantage of this formal series expansion is that one can express the kernel of each P n N explicitly in the integral form by the free resolvent formula R + 0 (λ)(x, y) = e iλ|x−y| 4π|x−y| .
Lemma 2.1 (Integral representation of P n N (x, y)).
where
Proof. Observe that P n N involves (n + 1) free resolvent operators, each of which is a convolution operator. Hence, by the free resolvent formula and the Fubini theorem, we write
In the third equality, we used the fact ϕ N is an odd function. 
Proof of Theorem 1.1, assuming Lemma 2.2. Since V K < 4π, the right hand side of (2.4) is summable in n. The formal series (2.2) is absolutely convergent and the sum satisfies the kernel estimate.
Proof of Lemma 2.2.
We claim that, in (2.3),
Since ϕ is odd, by the trivial inequality | sin t| ≤ |t|, we get
On the other hand, since
where the last inequality follows from the triangle inequality σ n ≥ |x − y|. Combining these two estimates, we prove the claim. Now we apply (2.4) to (2.3), then
It suffices to show that for each 0 ≤ j ≤ n,
To see this, we write the integral as
By the definition of the global Kato norm and the Hölder inequalities, we bound the first term by
and similarly we bound the second term by
Proof of Theorem 1.2 (i): High Frequencies
Consider a large potential. Note that if V K ≥ 4π, the sum of the right hand side of (2.4) is not convergent anymore. However, if N is large enough, one can still make the formal series (2.2) absolutely convergent by the following lemma:
Summing them up, we prove Theorem 1.2 (i).
To show Lemma 3.1, we recall the free resolvent estimate. 
From this lemma, one can make
Proof. By the Minkowski inequality,
Given ǫ > 0, choose a bounded and compactly supported V ǫ such that V − V ǫ K < ǫ.
As above, we approximate (V R 
Since ǫ > 0 is arbitrary, we obtain (3.3).
Now we are ready to prove Lemma 3.1:
Proof of Lemma 3.1. Fix ǫ > 0. It suffices to show that for N ≥ N 1 ,
First, by (3.3) and duality, we take
If λ ∈ supp ϕ N , by the mean value theorem, we have
Thus, applying (3.2), (3.5) and (3.7) to each term in (3.6), we obtain
where ⌊a⌋ is the largest integer less than or equal to a. Therefore, we conclude that
Proof of Theorem 1.2 (ii): Low Frequencies
Now we consider low frequencies. If N is not large, the argument in the previous section does not guarantee the convergence of the formal series (2.2). This convergence issue can be solved by introducing a new formal series expansion for P N .
4.1. Preliminaries. We begin with some preliminary lemmas. For λ, λ 0 ∈ R, we define the difference operator B λ,λ 0 by
Proof. Fix ǫ > 0, and choose a bounded compactly supported function V ǫ such that V − V ǫ K < ǫ. Let δ > 0 be a small number to be chosen later. Then,
. Thus, by the mean value theorem, we have
Define the integral operator B with kernel B(x, y) := |Vǫ(x)|δ 4π
Note that by the assumptions of this paper, (I + V R
Indeed, if it is not for some λ, then λ must be an eigenvalue or a resonance (contradiction!) [3] . Hence, for λ ∈ R, we can define 
Proof. The uniform boundedness ofS λ follows from [3, Theorem 2] . It remains to show thatS λ is an integral operator. By algebra,
Consider F V (x; y, λ) := V (x) e iλ|x−y| 4π|x−y| as a function of x with parameters y ∈ R 3 and λ ∈ R, which is bounded in L 1
x , uniformly in y and λ:
Then, by the Fubini theorem and the duality,
for all f ∈ L 1 and g ∈ L ∞ . We thus conclude thatS λ (x, y) = s 0 (x; y, λ) satisfies (4.1).
4.2.
Construction of the formal series. Let
whereS is given by Lemma 4.2, and then take δ = δ(ǫ) ≪ 1 from Lemma 4.1. Replacing smaller δ if necessary, we may let δ be dyadic. We set N 0 := δ/2, and consider N ≤ N 0 . As we did in Section 2, we write
where P N is the standard Littlewood-Paley projection, ϕ N = ϕ( · N ) and ϕ(λ) is the odd extension of λχ(λ)1 [0,+∞) . Given λ 0 ∈ R, we expand the Neumann series of (I +V R
Plugging (4.4) with λ 0 = 0 into (4.3), we construct a formal series for P N :
(4.5)
Remark 4.3. By Lemma 4.1 and 4.2, if δ are sufficiently small, then B λ,0 S 0 L(L 1 ) ≪ 1 for |λ| ≤ δ/2. Hence, the formal series (4.5) is expected to be absolutely convergent.
4.3.
Reduction to the decay estimate and the summability lemma. One drawback of the new formal series expansion is that P n N (x, y) does not have an off-diagonal decay factor in its integral representation. For example, the integral representation of P 1 N (x, y) has
, with x 0 = x and x 4 = y, which is analogous toφ N (σ n ) in (2.3). However, unlikeφ N (σ n ), (4.6) does not decay away from x = y. Nevertheless, one can still hope to prove some decay estimate, since (4.6) decays rapidly away from x = x 1 .
To enjoy the decay away from x = x 1 , we introduce the intermediate kernel (with additional x 1 variable) such that
Precisely, we define
For Theorem 1.2 (ii), it suffices to show the following two lemmas:
Lemma 4.4 (Decay estimate). Let ǫ, N 0 and P n N (x, x 1 , y) as above. There exists
Lemma 4.5 (Summability). Let ǫ, N 0 and P n N (x, x 1 , y) as above. There exists
Proof of Theorem 1.2 (ii), assuming Lemma 4.4 and 4.5. By (4.9) and (4.11), we have (4.7) and (4.8)). Indeed, by (4.10), (4.12) and the choice of ǫ (see (4.2)), we obtain (0)) in P n N (x, x 1 , y), we write P n N (x, x 1 , y) as the sum of 2 n copies of
Proof of Lemma 4.4 and 4.5 (n = 0). Since
up to ±, where α k = 0 or 1 for each k = 1, ..., n. By splitting all S 0 into I andS 0 in (4.13), we further decompose (4.13) into the sum of 2 n+1 kernels. Among them, let us consider the two representative terms:
Because bothS 0 , R + 0 (α k λ) are integral operators, by the free resolvent formula, we can write (4.14) in the integral form as (2,2n+1) where x 0 := x, x 2n+2 := y, α 0 := 1 andσ n := n k=0 α k |x 2k − x 2k+1 |. We observe that (4.16) |φ
sinceσ n ≥ |x 0 − x 1 | and ϕ(λ) = λχ(λ). Applying (4.16) to (4.14), we get the arbitrary polynomial decay away from x 0 = x 1 :
and |S 0 | is the integral operator with kernel |S 0 (x, y)|. Then, since |S 0 |(|V |(−∆) −1 |S 0 |) n is an integral operator, by (4.1) and (3.2), it follows that
Similarly, we write (4.15) as
where x 0 := x, x n+1 := y, α 0 := 1 andσ n := n k=0 α k |x k − x k+1 |. By (4.16), we obtain
By the definition of the global Kato norm, we get
By the same way, we estimate other kernels, and define K n 1 (x 1 , y) to be the sum of all upper bounds including K (4.14) (x 1 , y) and K (4.15) (x 1 , y). Then it satisfies (4.9) and (4.10).
4.6. Proof of Lemma 4.5 (n ≥ 1). We define
where B is an integral operator defined in Lemma 4.1 and |S 0 | is the integral operator with |S 0 (x, y)|. Then, since | supp ϕ N | ∼ N , (4.11) follows from Lemma 4.1 and the definition (4.8). To show (4.12), splitting (I + |S 0 |) into |S 0 | and I in K n 2 (x 1 , y) and get 2 n+1 terms:
Since |S 0 | and B are integral operators, by Lemma 4.1 and 4.2, we have, for example,
Similarly, we can estimate remaining terms. Collecting all, we prove (4.12).
Proof of Theorem 1.2 (iii): Medium Frequencies
We only sketch the proof of Theorem 1.2 (iii), since it closely follows from the argument in the previous section. Let ǫ, δ, N 0 and N 1 be given in Section 3 and 4, and choose
and plugging (4.4) with λ 0 = λ j , we obtain the formal series expansion:
We also define the intermediate kernel P n N (x, x 1 , y) by
By the argument of the previous section, for Theorem 1.2 (iii), it suffices to show the following two lemmas.
Lemma 5.1 (Decay estimate). Let ǫ, N 0 , N 1 and P n N (x, x 1 , y) as above.
Proof. Observe that
Hence, Lemma 5.1 follows from the argument in Lemma 4.4, except that now we need to replaceS 0 byS λ j , apply
instead of (4.16), and sum in j.
Proof. ReplaceS 0 byS λ j in the proof of Lemma 4.5. Then Lemma 5.2 follows.
Proof of Corollary 1.3. It suffices to show that for
Indeed, if they are true, interpolation of the two estimates and the trivial bound P N f L 2 ≤ f L 2 gives Corollary 1.3. We only consider the case N < N 0 . Other cases follows similarly. First, by Theorem 1.2 (ii), we have
K(x 1 , y)|f (y)|dx 1 dy
By the same argument and duality,
Since the proofs of Lemma 4.4 and 4.5 do not depend on the choice of χ. Indeed, if we defineP N using χ * ∈ C ∞ c such that χ * = 1 on supp χ and supp χ * ⊂ ( ), thenP N also satisfies the above estimates. Thus,
6. Homogeneous Sobolev Inequality: Proof of Theorem 1.6
Since H − s 2 P N has a symbol λ K(x 1 , y)|f (y)|dy
Thus, H 
