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第一章  绪 论 





眼于脑的微观网络结构 通过大量神经元的复杂连接 由底至顶 通过自学习
自组织和非线性动力学所形成的并行分布方式 来处理难以语言化的模式信息  
神经网络的研究始于 20 世纪 40 年代 到 80 年代中期 对神经网络任意连续
映射的逼近能力 学习理论以及动态网络的稳定性分析都已取得了丰硕的成果
在应用上也迅速扩展到许多重要的领域 涉及模式识别与图象处理 控制与优化
ATM 网络中呼叫接纳的识别与控制 导航 多媒体处理系统 等等 随着神经网
络研究的发展 经济学工作者也逐渐注意到其自适应学习 非线性映射强的特点
并开始将这一新的信息处理方法应用于经济领域 为预测股市走势 J. H. Wang 和





资组合理论 夏普等人的 CAPM 以及罗斯的 APT 然而 投资者们发现 虽然
这些理论极大地开阔和提高了投资者的思想理念及其对风险和收益的辨证理解
但对实际操作却缺乏明确的指导 例如 APT 模型给出了风险资产回报率与套利组
合回报率之间的相互关系 但对于如何寻找满意的套利组合却没有明确的方案














随后的研究者将计量统计方法应用于股市建模 如多元回归 ARMA 以及 GARCH
等时间序列预测模型 综观以往的预测模型 我们大致可以将它们分为如下两类  
 时间序列关系模型 在这类的模型中 被预测的对象的演变过程为一时间的函
数  
 结构关系模型 这类模型的特点是 被预测的事物与其影响因素之间在一定的
时间内保持着某种固定的函数结构关系  
时间序列关系模型与结构关系模型一般对被预测对象都有具体而且严格的要
求 这就要求我们在做预测之前 必须对被预测对象做深入系统的分析 只有在
确认某类预测模型的前提条件得到满足的情况下 才可以使用该模型进行预测
否则预测结果是不可靠的 股票市场作为现实经济运行状况的直接体现 其影响








第二节  人工神经元模型 
 
图 1.1 所示的是 NN 的基本单元模型  
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图 1.1   神经元结构模型 
它有下列三个基本要素  
 组连接 对应于生物神经元的突触 连接强度由连接线上的权值给出 权值
为正的表示激活 为负的表示抑制  
 一个求和单元 用于求取 n 个输入信号的加权和 线性组合  
 一个非线性变换函数 起非线形映射作用 并将神经元输出幅度限制在一定范
围之内 一般限制在[0,1]或[-1,1]之间  
 一个阈值 iθ  
以上可分别用数学公式表示出来  







iiii unet θ−== )( ii vy ϕ=
 式中 nxxx ,...,, 21 为输入信号 inii www ,...,, 21 为神经元 的权值i iu 为线性组合结
果 iθ 为阈值 )(vϕ 为变换函数 iy 为神经元 i的输出  
变换函数  可以有几种形式)(vϕ 如阈值函数 分段线性函数 sigmoid 函数等







其中参数 a 控制其斜率  
















除单元特性外 网络的拓扑结构也是 NN 的一个重要的特性 从连接方式来看
NN 主要分为下列两种  
 前馈型网络  各神经元接受前一层的输入 并输出给下一层 没有反馈 连
接点分为两类 即输入单元和计算单元 每一计算单元可有任意个输入 但只
有一个输出 它可耦合到任意多个其它结点作为输入 通常前馈网络分为不
同的层 第 i层的输入只与第 i 层的输出相连1− 输入和输出结点与外界相连
而其它中间层则称为隐层  
 反馈网络  所有结点都是计算单元 同时也可接受输入 并向外界输出 这
种网络可以画成一个无向图  其中每条连接线都是双向的  
因为前馈网络 典型 而且研究也比较深入 所以本文采用了前馈网络方法
NN 的工作过程主要分为两个阶段 第一个阶段是学习期 此时每个计算单元的状
态不变 而各条连接线上的权值可通过学习来修改 第二阶段是工作期 此时 n
个连接权固定 而计算单元的状态发生变化 以达到某种稳定状态  
从作用效果来看 前馈网络主要是函数映射 可用于模式识别和函数逼近




通过向环境学习以获取知识并改进自身性能 是 NN 的一个重要特点 在一













第一章  绪 论 
般情况下 性能的改善是在某种预定的度量标准下 通过逐步调节自身参数 如
权值 而达到的 神经网络的学习主要含括两部分内容 即学习方式与学习算法  
       神经网络的学习方式有下列三种  
 监督学习 有教师学习  
 非监督学习 无教师学习  
 在励学习 或强化学习  
其中 监督学习的方式需要外界存在一位 教师 他对一组给定的输入提供应有
的输出结果 正确答案 这组已知的输入 输出数据就是训练样本集 学习系
统 NN 可以根据已知输出与实际输出之间的差值 误差信号 来调节系统参数  
神经网络 常用的学习算法是误差纠正算法 下面我们来描述其算法过程  
令 表示输入 时神经元 在时刻 n 的实际输出)(nyi )(nx i )(ndi  表示相应的应有
输出 由训练样本给出 则误差信号可写成 
)()()( ndnyne iii −=  
误差纠正学习的目的是使某一基于e  的目标函数达到 小)(ni 使得网络中每一输
出单元的实际输出在某种统计意义上 佳逼近于应有输出 一旦选定了目标函数











1 2  
其中 E 是求期望算子 将上式直接作为目标函数时 需要知道整个过程的统计特
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这样问题变为函数 对权值向量nER w 为自变量 求极小值 具体计算可用梯度下
降法 若在第 n 步迭代中 当前的权值向量为 )(nw 函数 的梯度∇ 是 在
处的一阶导数矩阵
nER nER nER
)(nw 则沿负梯度方向 即− 方向nER∇ 是 减少 快的方
向
nER


































第二章  综合指数的预测 








关系 本章所要预测的对象是上证 A 股指数的收盘价 其处理方法可以类似地应
用于各行业公司股的收盘价预测  
 
第一节  多层前馈神经网络的结构 
 
在此 我们采用多层前馈神经网络模型对上证 A 股指数收盘价进行预测   
多层前馈网络结构含一个输入层 一个输出层 以及若干个隐含层 隐含层的变
换函数一般为非线性函数 输出层的变换函数可以是非线性的也可以是线性的
在这里 隐含层和输出层的变换函数都采用  函数形式sigmoid 将影响股指的各因
素输入至输入层 并传至后面的隐含层 后通过连接权输出到输出层  
多层前馈网络的典型结构如下图所示   
 
                                                                                                                               
                                         














输入层                     第一隐含层               第二隐含层             输出层 
 
图 2.1     前馈神经网络结构 
网络学习采用误差纠正法 网络的权值一般采用 EBP 算法来进行
调整 由于 EBP 算法存在易陷入局部极小值的问题 所以对网络训练还采用了
ALOPEX 算法来改动权值 ALOPEX 算法具有一定的随机性 能在较大程度上避
免局部性问题 以下分别给出改进的 EBP 算法与 ALOPEX 算法  
 
第二节 E B P  算法 
 
由于本文采用输入全部训练样本后再对网络权值进行调整的方式 即批处理
方式 因此 必须对典型的 EBP 算法进行整理  
设在第 次迭代中n 输入第 k 个样本后输出层的第 个单元的实际输出为j





j −=  
其中 是输入的第 k 个样本所对应的期望值)(nd kj 定义单元 的平方误差为j
2))(n(
2




































第二章  综合指数的预测 
其中 为学习的目标函数AVE 学习的目的是使 达到 小AVE AVE 是网络中所有权
值 阈值以及输入样本的函数 下面就单个输入样本 k 来推导 EBP 算法  
令 






表示第 层中单元 的全部输入之和L j 则单元 的输出为j ))(()( nnetny kj
k
j ϕ= 对于
隐含层和输出层均采用相同的变换函数 求 对 的梯度 )(nE k )(nwij



























∂                            2-1  
而net 由下式给出  )(nkj





j nynwn )()()( 2-2  















































          2-3  
将式 2-3 代入式 2-1 得 































−=δ                                                   2-5                                         
由此推得 
































其中常数 η是学习速率 用于控制权值沿负梯度方向变化的大小  
为了计算 )(nkjδ 运用微分公式 






























−=δ                             2-6  
其中 是net 的函数)(ny kj )(n
k
j 即 
( ))()( nnetny kjkj ϕ=  
而 是变换函数)(⋅ϕ 于是 














1. 为输出层L 即神经单元 是一输出层的神经元 j
2. 为隐含层L 即神经单元 是一隐含层的神经元 j
 对于输出层的神经单元 j 可以直接得到下式 


































                                                    ( ) ( )(')()()( nnetnyndn kjkjijkj ϕδ −= ) 2-7  
对于隐含层的神经单元 则利用微分公式 






























∂ ∑                                             2-8  
上式是对 层中的所有神经单元求和1+L 根据 的定义)(nnet km 对于上式右端求和
号内的第二个因子 有 
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∂ δ                            (2-9 ) 
综合式 2-9 与式 2-6 则隐含层误差信号 可表为 )(nkjδ









')( δϕδ 2-10  
对式 2-10 进行递推 终可将第 2 种情况转换成第 1 种 由此得到隐含层误差











































)( δηη  
于是第 n 次迭代的权值为 1+











)()()()()()1( δη          2-11  
由于误差曲面的复杂性 将导致误差曲面上各点的局部梯度通常并不直接指
向极小点 有时甚至包含着一个近零梯度的平坦曲面 所以以上介绍的 EBP 算法















为了加快 EBP 算法的收敛速度 学习速率的局部调整被认为是 有效的方法
以下接着分析各权值的学习速率与误差函数的关系 因 































































ijijij η  
把下式代入上式 得 






















j ηnet     
上式对  )(nijη  求导 得 
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第二章  综合指数的预测 
据此可得步长 )(nijη 相对单个样本 k 的修正式为 






































=  所以得到 )(nijη 总的修正量为 



























)()( λη∆  
        由上式可知 若在连续两次迭代中 误差函数对某个权值的导数之和为正
则这个权值的学习速率要增加 直接使用这一规则可能会出现一些问题 当相继
两次迭代的导数之和为正但幅值很小时 正的 很小)(nijη∆ 但相继两次迭代中导








































































   
10 << α  
其中 )1( −∆ nwijα 相对式 2-11 是新加入的动量项 其目的是为了避免收敛的
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第三节   ALOPEX 算 法 
 
         ALOPEX 算法与 EBP 算法相比 它的权值搜索方向具有一定的随机性 可以
在一定程度上避免严格按梯度下降法造成的局部 小问题 另外 由 ALOPEX 算
法所训练的网络结构 其误差函数和神经元的变换函数均具有较大的灵活性 例
如 神经元的变换函数不一定象 EBP 那样要求是可导的光滑函数 因此 本文也
对一些网络训练引入了 ALOPEX 算法 以下我们简要地介绍一下 ALOPEX 算法  
设在第 n 次迭代中 输入第 k 个样本后 神经元 的输入为 j









注 ALOPEX 算法并不需要对变换函数做任何特殊选择  
第 n 次迭代中的权值按下式进行修改 



















其中 δ是小的正数 而概率 由下式给出 )(nPij
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于是 
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此算法沿着减少误差 的方向进行有偏随机搜索E 步长 是一常量δ 温度T决
定了随机搜索的效果 为了减少计算量 我们可以选定一充分小的值 >0β 在某
一固定温度T下 若总的误差函数 <AVE β 则停止迭代  
         概率 的取值使权值的改变总是向着 降低的方向倾斜)(nPij AVE  





































P 5.0   
 
 











        权值减少                           权值增加 
 




一 网络 EBP 算法的训练 














首先用 EBP 算法对多层网络进行训练 网络的隐含层与输出层的 变换函数取







由此可将式 2-7  
( ) ( )(')()()( nnetnyndn kjkjijkj ϕδ −= ) 




















































































j nwnnnetnnettn )()())((1))((()( δϕϕδ  
 要预测股指的走势 首先要决定网络输入层的输入变量 我们采用下列三种
输入变量的方式来估计指数收盘价 并对各模型的模拟与预测精度进行对比分析  
  M1  在网络的输入层输入T 前三日的收盘价3,2,1 −−− TT 预测当日 T   的收
盘价  
  M2  在网络的输入层输入T  前三日的收盘价与成交量3,2,1 −−− TT 预测 T
的收盘价  
  M3   在网络的输入层输入T 的收盘价6,5,4,3,2,1 −−−−−− TTTTT 预测 T
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