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Abstract
We present a variant of the quantum relational Hoare logic from (Unruh, POPL
2019) that allows us to use “expectations” in pre- and postconditions. That is, when
reasoning about pairs of programs, our logic allows us to quantitatively reason about
how much certain pre-/postconditions are satisfied that refer to the relationship
between the programs inputs/outputs.
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1 Introduction
Relational Hoare logics (RHL) are logics that allow us to reason about the relationship
between two programs. Roughly speaking, they can express facts like “if the variable
x in program c is equal to x in program d, then after executing c and d, respectively,
the content of variable y in program c is greater than that of y in d.” RHL was intro-
duced in the deterministic case by [Ben04], and generalized to probabilistic programs
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by [BGZ09] (pRHL) and to quantum programs by [Unr19] (qRHL). RHLs have proven
especially useful in the context of verification of cryptographic schemes. For example,
the CertiCrypt tool [BGZ09; Cer] and its successor EasyCrypt [Bar+11; Bar+14] use
pRHL to create formally verified cryptographic proofs. And [Unr18] implements a tool
for verifying quantum cryptographic proofs based on qRHL.
On the other hand, “normal” (i.e., not relational) quantum Hoare logics have been
developed in the quantum setting, starting with the predicate transformers from [DP06],
see [Fen+07; Yin12; CMS06; Kak09]. Out of these, [DP06; Fen+07; Yin12] use “expec-
tations” instead of “predicates” for the pre- and postconditions of the Hoare judgments.
To understand the difference, consider the case of classical probabilistic programs. Here,
a predicate is (logically equivalent to) a set of program states (and a program state is a
function from variables to values). In contrast, an expectation is a function from program
states to real numbers, basically assigning a value to each program state. Probabilistic
Hoare logic with expectations, pioneered by [Koz83], uses expectations as the pre- and
postconditions of a Hoare judgment. Then, roughly speaking, the preexpectation tells us
what the expected value of the postexpectation is after running the program. This can
be used to express much more fine-grained properties of probabilistic programs, giving
quantitative guarantees about their probabilistic behavior, instead of just qualitative (a
certain final state can or cannot occur). As [DP06] showed, the same approach can be
used for quantum programs. Here, an expectation is modeled by a self-adjoint operator
A on the space of all program states. (The “value” of a given program state ρ is then
computed as trAρ. While at the first glance not as obvious as the meaning of classical
expectations, this formalism has nice mathematical properties and is also equivalent to
taking the expectation value of the outcome of a real-valued measurement.) By using
this approach, [DP06; Fen+07; Yin12] can express more fine-grained judgments about
quantum programs, by not just expressing which final states are possible, but also with
what probabilities.
Yet, qRHL [Unr19] did not follow this approach (only mentioning it as possible fu-
ture work). As a consequence, qRHL does not enable as fine-grained reasoning about
probabilities as the non-relational quantum Hoare logics. On the other hand, the non-
relational quantum Hoare logics do not allow us to reason about the relationship between
programs.
In this work, we combine the best of two worlds. We present a variant of qRHL,
expectation-qRHL, that reasons about pairs of programs, and at the same time supports
expectations as the pre- and postconditions, thus being as expressive as the calculi from
[DP06; Fen+07; Yin12] when it comes to the probabilistic behavior of the programs.
Organization. In Section 2 we introduce notation and preliminaries, including the
concept of expectations. In Section 3 we give syntax and semantics of the imperative
quantum programming language that we study. In Section 4 we give the definition of
expectation-qRHL. In Section 5 we derive rules for reasoning about expectation-qRHL
judgments. And in Section 6, we analyze the quantum Zeno effect as an example of using
our logic.
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2 Preliminaries: Variables, Memories, and Predicates
In this section, we introduce some fundamental concepts and notations needed for this
paper, and recap some of the needed quantum background as we go along. When intro-
ducing some notation X, the place of definition is marked like this: X . All symbols are
listed in the symbol index. For further mathematical background we recommend [Con97;
Con00], and for an introduction to quantum mechanics [NC10].
Variables. Before we introduce the syntax and semantics of programs, we first need to
introduce some basic concepts. A variable is described by a variable name x,y, z that
identifies the variable, and a nonempty type T . The type of x is simply the nonempty
set of all (classical) values the variable can take. E.g., a variable might have type {0, 1},
or N.1 Lists or sets of variables will be denoted X,Y,Z . Given a list X = x1 . . .xn of
variables, we say its type is T1 × · · · × Tn if Ti is the type of xi. We write XY for the
concatenation/disjoint union of lists/sets of variables X,Y.
Memories and quantum states. An assignment assigns to each variable a classical
value. Formally, for a set X, the assignments over X are all functions m with domain
X such that: for all x ∈ X with type Tx, m(x) ∈ Tx. That is, assignments can represent
the content of classical memories.
To model quantum memories, we simply consider superpositions of assignments: A
(pure) quantum memory is a superposition of assignments. Formally, ℓ2[X] , the set of
all quantum memories over X, is the Hilbert space with basis2 {|m〉}m where m ranges
over all assignments over X. Here |m〉 simply denotes the basis vector labeled m. We
often write |m〉X to stress which space we are talking about. We call a quantum memory
ψ normalized iff ‖ψ‖ = 1. Intuitively, a normalized quantum memory over X represents
a state a quantum computer with variables X could be in. We also consider quantum
states over arbitrary sets X (as opposed to sets of assignments). Namely, ℓ2(X) denotes
the Hilbert space with orthonormal basis {|x〉}x∈X . (In that notation, ℓ2[X] is simply
ℓ2(A) where A is the set of all assignments onX.) Normalized elements of ℓ2[X] represent
quantum states.
We often treat elements of ℓ2(T ) and ℓ2[X] interchangeably if T is the type of X since
there is a natural isorphism between those spaces.
The tensor product ⊗ combines two quantum states ψ ∈ ℓ2(X), φ ∈ ℓ2(Y ) into a
joint system ψ ⊗ φ ∈ ℓ2(X × Y ). In the case of quantum memories ψ, φ over X,Y,
respectively, ψ ⊗ φ ∈ ℓ2[XY]. (And in this case, ψ ⊗ φ = φ⊗ ψ since we are composing
“named” systems.)
1We stress that we do not assume that the type is a finite or even a countable set. Consequently, the
Hilbert spaces considered in this paper are not necessarily finite dimensional or even separable. However,
all results can be informally understood by thinking of all sets as finite and hence of all Hilbert spaces
as CN for suitable N ∈ N.
2When we say “basis”, we always mean an orthonormal Hilbert-space basis.
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For a vector (or operator) a, we write a∗ for its adjoint. (In the finite dimensional
case, the adjoint is simply the conjugate transpose of a vector/matrix. The literature also
knows the notation a†.) The adjoint of a vector |x〉 is also written as 〈x|. We abbreviate
proj(ψ) := ψψ∗. This is the projector onto ψ when ‖ψ‖ = 1.
Mixed quantummemories. In many situations, we need to model probabilistic quan-
tum states (e.g., a quantum state that is |0〉 with probability 12 and |1〉 with probability
1
2). This is modeled using mixed states (a.k.a. density operators). Having normalized
state ψi with probability pi is represented by the operator ρ :=
∑
i piproj(ψi).
3 4 In
particular, proj(ψ) is the density operator of a pure quantum state ψ. Then ρ encodes
all observable information about the distribution of the quantum state (that is, two dis-
tributions of quantum states have the same ρ iff they cannot be distinguished by any
physical process). And tr ρ is the total probability
∑
i pi. Note that we do not formally
impose the condition tr ρ = 1 or tr ρ ≤ 1 unless explicitly specified. We call a mixed
state normalized iff tr ρ = 1. We will often need to consider mixed states of quantum
memories (i.e., mixed states with underlying Hilbert space ℓ2[X]). We call them mixed
(quantum) memories over X.
For a mixed memory ρ over X ⊇ Y the partial trace trY ρ is the result of throwing
away variables Y (i.e., it is a mixed memory over X\Y). Formally, trY is defined as the
continuous linear function satisfying trY(σ⊗ τ) := σ · tr τ where τ is an operator over Y.
A mixed memory ρ is (X,Y)-separable (i.e., not entangled between X and Y) iff it
can be written as ρ =
∑
i ρi⊗ρ′i for mixed memories ρi, ρ′i over X,Y, respectively. When
X,Y are clear from the context, we simply say separable.
In this paper, when we write infinite sums of operators, convergence is always with
respect to the trace norm. (In the finite-dimensional case, the choice of norm is irrelevant
since all norms are equivalent then.)
Operations on quantum states. An operation in a closed quantum system is mod-
eled by an isometry U on ℓ2(X).5 If we apply such an operation on a mixed state ρ, the
result is UρU∗. In particular, denote by id the identity opertion, i.e. idψ = ψ for all
pure states ψ in this space.
Most often, isometries will occur in the context of operations that are performed on
a single variable or list of variables, i.e., an isometry U on ℓ2[X]. Then U can also be
applied to ℓ2[Y] with Y ⊇ X: we identify U with U ⊗ idY\X. Furthermore, if X has type
3Mathematically, these are the set of all positive Hermitian trace-class operators on ℓ2(X). The
requirement “trace-class” ensures that the trace exists and can be ignored in the finite-dimensional case.
4Sums without index set are always assumed to have an arbitrary (not necessarily finite or even
countable) index set. In the case of sums of vectors in a Hilbert space, convergence is with respect to
the Hilbert space norm, and in the case of sums of positive operators, the convergence is with respect
to the Loewner order.
5That is, a norm-preserving linear operation. Often, one models quantum operations as unitaries
instead because in the finite-dimensional case an isometry is automatically unitary. However, in the
infinite-dimensional case, unitaries are unnecessarily restrictive. Consider, e.g., the isometry |i〉 7→ |i+ 1〉
with i ∈ N which is a perfectly valid quantum operation but not a unitary.
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T , then an isometry U on ℓ2(T ) can be seen as an isometry on ℓ2[X] since we identify
ℓ2(T ) and ℓ2[X]. If we want to make X explicit, we write U onX for the isometry U
on ℓ2[Y]. For example, if U is a 2 × 2-matrix and x has type bit, then U onx can be
applied to quantum memories over xy, acting on x only. This notation is not limited to
isometries, of course, but applies to other operators, too. (By operator we always mean
a bounded linear operator in this paper.)
An important operation is CNOT on XY (where X,Y both have type {0, 1}n),
defined by CNOT(|x〉X ⊗ |y〉Y) := |x〉X ⊗ |x⊕ y〉Y. (That is, we allow CNOT not only
on single bits but on bitstrings.)
We will use only binary measurements in this paper. A binary measurement M on
ℓ2[X] has outcomes true, false and is described by two bounded operators Mtrue , Mfalse
on ℓ2[X] that satisfy M∗trueMtrue +M
∗
false
Mfalse = id, its Krauss operators. Given a mixed
memory ρ, the probability of measurement outcome t is pt := trMtρM
∗
t , and the post-
measurement state is MtρM
∗
t /pt.
Expectations. In this work, we will use expectations as pre- and postconditions in
Hoare judgments. The idea of using expectations originated in [Koz83] for reasoning
about (classical) probabilistic programs. Intuitively, an expectation is a quantitative
predicate, that is for any memory, it does not tell us whether the memory satisfies the
predicate but how much it satisfies the predicate. Thus, classically, an expectation is
simply a function from assignments to reals. By analogy, in the quantum setting, one
might want to define expectations, e.g., as functions f from quantum memories to reals
(i.e., an expectation would be a function ℓ2[X] → R≥0). However, such expectations
might behave badly, for example, it is not clear that we can compute the expected value
f(ψ) for a random ψ if the distribution of ψ is given in terms of a density operator.
A better approach was introduced by [DP06]. Following their approach, we define an
expectation as a positive operator A.6 (We use letters A,B,C, . . . for expectations in
this paper.) This expectation then assigns the value ψ∗Aψ to the quantum memory ψ
(equivalently, trAproj(ψ)). To understand this, it is best to first look at the special case
where A is a projector. Then ψ∗Aψ = 1 iff ψ is in the image of A, and ψ∗Aψ = 0 iff ψ
is orthogonal to the image of A. Such an A is basically a predicate (by outputting 1 for
states that satisfy the predicate). Of course, states that are neither satisfy the predicate
or are orthogonal to it will output a value between 0 and 1. Any expectation A can be
written as
∑
i piAi with projectors Ai. Thus, A would give pi “points” for satisfying the
predicate Ai. In this respect, expectations in the quantum setting are similar to classical
ones: classical expectations give a certain amount of “points” for each possible classical
input.
The nice thing about this formalism is that, given a density operator ρ =
∑
piproj(ψi),
we can easily compute the expected value of the expectation A. More precisely, the
expected value of ψ∗Aψ = trAproj(ψ) with ψ := ψi with probability pi. That expected
6Recall from page 5 that we operators are always bounded in our context. This means that A is
bounded, too. This means that the values that an expectation A can assign to states are between 0 and
B for some finite B.
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value is
∑
pi trAproj(ψi) = trA(
∑
piproj(ψi)) = trAρ. This shows that we can evaluate
how much a density operator satisfies the expectation A by just computing trAρ. This
formula will be the basis for our definitions!
(A note for physicists: an expectation A in our setting is nothing else but an observ-
able, and trAρ is the expected value of the outcome of measuring the observable A when
the system is in state ρ.)
A very simple example of an expectation would be the matrix A :=


1
1
2

 that assigns
1 to |0〉, and 12 to |1〉. And given the density operator ρ = 12 id (representing a uniform
qubit), trAρ = 34 are intuitively expected.
Given an expectation A, we will often wish to indicate which variables it talks about,
i.e., what are its free variables. Since our definition of expectations is semantic (i.e., we
are not limited to expectations expressed using a particular syntax) we cannot simply
speak about the variables occurring in the expression describing A. Instead, we say A
contains only variables from Y (written: fv(A) ⊆ Y) iff there exists an expectation A′
over Y such that A = A′ ⊗ id. Note that there is a certain abuse of notation here: We
formally defined “fv(A) ⊆ Y”, but we do not define fv(A); fv(A) ⊆ Y should formally
just be seen as an abbreviation for “there exists A over Y such that A = A′ ⊗ id”.7 .
Quantum equality. In [Unr19], a specific predicate X1 ≡q X2 was introduced to
describe the fact that two quantum variables (or list of quantum variables) are have the
same state. Formally, X1 ≡q X2 is the subspace consisting of all quantum memories in
ℓ2[X1X2] that are invariant under SWAP , the unitary that swaps variables X1 and X2.
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Or equivalently, X1 ≡q X2 denotes the subspace spanned by all quantum memories of
the form φ⊗ φ with φ ∈ ℓ2[X1] = ℓ2[X2].
Let EQUAL be the projector ontoX1 ≡q X2. Then, if we want to express in an expec-
tation that the variables X1 and X2 have the same content, we write EQUALonX1X2.
It is easy to verify EQUAL = id+SWAP2 .
The claim that EQUALonX1X2 represents quantum equality is justified by the fol-
lowing corollary:
Corollary 1 Let ψ be a normalized separable quantum memory over Y1Y2. Let X1 ⊆
Y1 and X2 ⊆ Y2 have the same type.
Then tr(EQUALonX1X2)proj(ψ) = 1 iff ψ = φ⊗ φ1⊗ φ⊗ φ2 for some φ ∈ ℓ2[X1] =
ℓ2[X2], φ1 ∈ ℓ2[Y1 \X1], φ2 ∈ ℓ2[Y2 \X2]. (Note that the same vector φ occurs in the
X1 and the X2 subsystem.)
7In fact, defining fv(A) is possible only if there is a smallest set Y such that ∃A′. A = A′ ⊗ id. This
is not necessarily the case. For example: Let •x denote an arbitrary element of the type of x for all
variables x. For a set X of variables, let AX|m〉 := |m〉 for all assignments m over X where m(x) 6= •x
only for finitely many x. Let AX|m〉 := 0 otherwise. Then AX = AY ⊗ id for all co-finite Y ⊆ X. But
for any non-co-finite Y ⊆ X, AX 6= B ⊗ id for all B over Y. So fv(AX) would have to be the smallest
co-finite subset of X. But if X is infinite, there is no smallest co-finite subset of X.
8That is, SWAP(ψ ⊗ φ) = φ⊗ ψ for ψ ∈ ℓ2[X1], φ ∈ ℓ2[X2].
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(This corollary follows immediately from [Unr19] (Corollary 25) and the fact that
tr(EQUALonX1X2)proj(ψ) = 1 iff ψ ∈ (X1 ≡q X2).)
3 Quantum programs
Syntax. We will now define a small imperative quantum language. The set of all
programs is described by the following syntax:
c,d ::= apply U to X | X← ψ | if M [X] then c else d | while M [X] do c | c;d | skip
Here X is a list of variables and U an isometry on ℓ2[X], ψ ∈ ℓ2[X] a normalized state,
and M is a binary measurement on ℓ2[X]. (There are no fixed sets of allowed U and ψ,
any isometry/state that we can describe can be used here).9
Intuitively, apply U to X means that the operation U is applied to the quantum
variables X. E.g., apply H to x would apply the Hadamard gate to the variable x
(we assume that H denote the Hadamard matrix). It is important that we can apply U
to several variables X simultaneously, otherwise no entanglement between variables can
ever be produced.
The program X← ψ initializes the variables X with the quantum state ψ. The
program if M [X] then c else d will measure the variable x with the measurement M ,
and, if the outcome is true, execute c, otherwise execute d.
The program while M [X] do c measures y, and if the outcome is true, it executes c.
This is repeated until the outcome is false.
Finally, c;d executes c and then d. And skip does nothing. We will always implicitly
treat “ ;” as associative and skip as its neutral element.
Semantics. The denotational semantics of our programs c are represented as functions
JcK on the mixed memories over Xall, defined by recursion on the structure of the
programs. Here Xall is a fixed set of program variables, and we will assume that fv(c) ⊆
Xall for all programs in this paper.10 The obvious cases are JskipK := id and Jc;dK :=
JdK ◦ JcK. And application of an isometry U is also fairly straightforward given the
syntactic sugar introduced above: Japply U to XK(ρ) := (U onX)ρ(U onX)∗. (The
notation U onX was introduced on page 5.)
Initialization of quantum variables is slightly more complicated: X ← ψ initializes
the variables X with ψ, which is the same as removing X, and then creating a new
variable X with content |0〉. Removing X is done by the operation trX (partial trace,
see page 4). And creating new variables X in state ψ is done by the operation ⊗proj(ψ).
Thus we define JX← ψK(ρ) := trX ρ⊗ proj(ψ).
9We will assume throughout the paper that all programs satisfy those well-typedness constraints. In
particular, rules may implicitly impose type constraints on the variables and constants occurring in them
by this assumption.
10We fix some set Xall in order to avoid a more cumbersome notation JcKX where we explicitly indicate
the set X of program variables with respect to which the semantics is defined.
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The if-command first performs a measurement and then branches depending on the
outcome. We then have that the state after measurement (without renormalization) is
(Mt onX)ρ(Mt onX)
∗ for outcome t = true, false. Then c or d is applied to that state
and the resulting states are added together to get the final mixed state. Altogether:
q
if M [X] then c else d
y
(ρ) := JcK(↓true(ρ))+ JdK(↓false(ρ))
where ↓t(ρ) := (Mt onX)ρ(Mt onX)∗
While-commands are modeled similarly: In an execution of a while statement, we have
n ≥ 0 iterations of “measure with outcome true and run c” (which applies JcK ◦ ↓true to
the state), followed by “measure with outcome false” (which applies ↓false to the state).
Adding all those branches up, we get the definition:
q
while M [X] do c
y
(ρ) :=
∞∑
n=0
↓false
(
(JcK ◦ ↓true)n(ρ)
)
We call a program c terminating iff trJcK(ρ) = tr ρ for all ρ.
4 qRHL with expectations
Defining the logic. We now present our definition of expectation-qRHL. We follow
the approach from [Unr19] to use separable couplings to describe the relationship between
programs. A coupling between two mixed states ρ1 and ρ2 (short (ρ1, ρ2)-coupling) is a
mixed state ρ that has ρ1 and ρ2 as marginals. (That is, trX2 ρ = ρ1 and trX1 ρ = ρ2
if ρ1, ρ2 are over X1,X2, respectively.) This is analogous to probabilistic couplings: a
coupling of distributions µ1, µ2 is a distribution µ with marginals µ1, µ2. Note that
couplings trivially always exist if ρ1 and ρ2 have the same trace (namely, ρ := ρ1 ⊗
ρ2/ tr ρ1). Couplings become interesting when we put additional constraints on the state
ρ. For example, if we require the support of ρ to be in the subspace C := span{|00〉, |11〉},
then ρ1 = proj(|0〉) and ρ2 = proj(|0〉) have a coupling (namely, ρ = proj(|00〉)), as do
ρ1 = proj(|1〉) and ρ2 = proj(|1〉) (namely, ρ = proj(|11〉)), but not ρ1 = proj(|0〉) and
ρ2 = proj(|1〉). Things become particularly interesting when ρ1, ρ2 are not pure states.
E.g., ρ1 =
1
2proj(|0〉) + 12proj(|1〉) and ρ2 = 12proj(|0〉) + 12proj(|1〉) have such a coupling
as well (namely, ρ = 12proj(|00〉) + 12proj(|11〉) but ρ := ρ1 ⊗ ρ2 is not a coupling with
support in C).
Thus, a subspace such as C can be seen as a predicate describing the relationship of
ρ1, ρ2. The states ρ1, ρ2 satisfy C iff there is a coupling with support in C. This idea
leads to the following tentative definition of qRHL:
Definition 1 (qRHL, tentative, without expectations) For subspaces A, B (i.e.,
spaces of quantum memories over Xall1 X
all
2 ), {A}c ∼ d {B} holds iff for any ρ1, ρ2 that
have a coupling with support in A, the final states JcK(ρ1), JdK(ρ2) have a coupling with
support in B.
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However, it was noticed in [Unr19] that the definition becomes easier to handle if we
impose another condition on the couplings. Namely, the coupling should be separable,
i.e., there should be no entanglement between the two systems corresponding to ρ1, ρ2.
That is, the definition of qRHL used in [Unr19] is Definition 1 with “coupling” replaced
by “separable coupling”. We will also adopt the separability condition in our definition
of expectation-qRHL.11
So far, we have basically recapped the definition from [Unr19]. However, that defini-
tion only allows us to express Hoare judgments that do not involve expectations since A
and B in Definition 1 are subspaces (predicates), not expectations. To define expectation-
qRHL, we follow the same idea, but instead of quantifying over only the initial states
satisfying the precondition, we quantify over all initial states, and merely require that
(the coupling of) the final states statisfies the postexpectation at least as much as (the
coupling of the) initial states satisfy the preexpectation. That is:
Definition 2 (Expectation-qRHL, informal) For expectations A,B, {A}c ∼ d {B}
holds iff for any ρ1, ρ2 with separable coupling ρ, the final states JcK(ρ1), JdK(ρ2) have a
separable coupling ρ′ such that trAρ ≤ trBρ′. (Recall that trAρ indicates how much ρ
satisfies A, and analogously trBρ′, cf. Section 2.)
By plugging in the definition of couplings, we get the following precise definition:
Definition 3 Let A, B be expectations and c, d programs. Then {A}c ∼ d {B} holds
iff for any separable mixed memory ρ over Xall1 X
all
2 , there is a separable mixed memory
ρ′ over Xall1 X
all
2 such that
• trXall2 ρ
′ = JcK(trXXall2 ρ).
• trXall1 ρ
′ = JdK(trXall1 ρ).
• trAρ ≤ trBρ′.
In this definition, Xall1 ,X
all
2 are isomorphic copies of the set X
all of variables. That is,
while strictly speaking, JcK maps mixed memories over Xall to mixed memories over Xall,
we can also see it as mapping mixed memories over Xall1 to mixed memories over X
all
1 .
Analogously for d and Xall2 . We make use of this in the preceding definition when we
apply JcK, JdK to ρ1, ρ2, respectively.
Remark on nonterminating programs. In the above definition, {A}c ∼ d {B}
is only possible if trJcK(ρ1) = trJcK(ρ2) for all normalized ρ1, ρ2 since otherwise no
11[Unr19] was not able to prove the Frame rule without adding this separability condition. Our reasons
for adopting the separability condition are slightly different: we do not have a Frame rule anyway, but
even for elementary rules such as If1, it is unclear how to prove them without the separability condition.
Technically, the reason why we adopt this condition is that it allows us to prove the useful Lemma 1
below which states that without loss of generality, the initial states of the programs c,d are pure states. In
contrast, [Zho+18] studies couplings without the separability condition and suggests to build a relational
Hoare logic based on this definition but it is an open problem how to derive a suitable set of rules for
the resulting logic.
9
(JcK(ρ1), JdK(ρ2))-coupling ρ′ exists! This is guaranteed for terminating programs. For
nonterminating programs, the definition will often not be satisfied. (In other words, we
are basically formulating a Hoare logic with total correctness.) Correspondingly, some
of our rules have the precondition that the involved programs are terminating. Since
termination is not a relational property, these preconditions can be shown with a regular
(non-relational) quantum Hoare logic, e.g., [Yin12]. We leave it as future work to design
a generalization of Definition 3 that expresses, e.g., partial correctness.
Pure initial states. In many cases, it is much easier to work with the definition if can
assume that the initial states of c,d are pure states, and that the initial coupling is the
tensor product of those states. (No nontrivial correlations.) The following lemma shows
that we can do so without loss of generality:
Lemma 1 Let A, B be expectations and c, d programs. Then {A}c ∼ d {B} holds iff for
all unit quantum memories ψ1, ψ2 over X1, X2, respectively, there is a separable mixed
memory ρ′ over X1X2 such that
• trX2 ρ′ = JcK(proj(ψ1)).
• trX1 ρ′ = JdK(proj(ψ2)).
• trAproj(ψ1 ⊗ ψ2) ≤ trBρ′.12
Proof. The ⇒-direction is immediate from Definition 3. We show the ⇐-direction. Fix
some separable mixed memory ρ over X1X2. To prove that {A}c ∼ d {B} holds, we
need to construct a separable ρ′ such that:
(i) trX2 ρ
′ = JcK(trX2 ρ).
(ii) trX1 ρ
′ = JdK(trX1 ρ).
(iii) trAρ ≤ trBρ′.
Since ρ is separable, we can write ρ as ρ =
∑
j piproj(ψ1j ⊗ ψ2j) for unit quantum
memories ψ1j , ψ2j over X1,X2 and pj ≥ 0. By assumption, for all j, there exists a
separable ρ′j over X1X2 such that
• trX2 ρ′j = JcK(proj(ψ1j)).
• trX1 ρ′j = JdK(proj(ψ2j)).
• trAproj(ψ1j ⊗ ψ2j) ≤ trBρ′j .
Then let ρ′ :=
∑
j pjρ
′
j . Since all ρ
′
j have trace ≤ 1, and
∑
j pj = tr ρ ≤ ∞, ρ′ exists.
We have (i) since
trX2 ρ
′ =
∑
j
pj trX2 ρ
′
j =
∑
j
pjJcK
(
proj(ψ1j)
)
= JcK(∑j pjproj(ψ1j)) = JcK(trX2 ρ)
and (ii) analogously. And (iii) follows since
trAρ =
∑
j
pj trAproj(ψ1j ⊗ ψ2j) ≤
∑
j
pj trBρ
′
j = trBρ
′.
12Or equivalently, ‖
√
A(ψ1 ⊗ ψ2)‖ ≤ trBρ′. Or (ψ1 ⊗ ψ2)∗A(ψ1 ⊗ ψ2) ≤ trBρ′.
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Thus we have shown (i)-(iii), so {A}c ∼ d {B} holds. 
5 Rules of expectation-qRHL
5.1 Basic rules
Skip
{A} skip ∼ skip {A}
Proof. For any normalized quantum memories α1, α2 over X
all
1 , X
all
2 , noting that the
states stay unchanged after the execution of the programs as JskipK(proj(αi)) = proj(αi),
i = 1, 2, so α1 ⊗ α2 is a separable coupling of the output states, and in this case, the
expected value of the postexpectation is trA(proj(α1 ⊗ α2)), as the same as that of the
preexpectation. 
Sym
{A}c ∼ d {B}
{SWAP∗ · A · SWAP}d ∼ c {SWAP∗ · B · SWAP}
Proof. For any normalized quantum memories α and β as input, let ρ1 = JcK(proj(α))
and ρ2 = JdK(proj(β)). By Lemma 1, we only need to find a (ρ2, ρ1)-coupling ρ21 such
that
tr
(
SWAP∗ · A · SWAPproj(β ⊗ α)) ≤ tr(SWAP∗ · B · SWAPρ21).
Since {A}c ∼ d {B}, there exists a (ρ1, ρ2)-coupling ρ12 such that trAproj(α⊗ β) ≤
trBρ12. Now we choose ρ21 := SWAP · ρ12 ·SWAP∗, then the result immediately follows
from SWAPproj(β ⊗ α)SWAP∗ = proj(α⊗ β) and
tr(SWAP∗ · B · SWAPρ21) = tr(B · SWAPρ21SWAP∗) = trBρ12. 
Seq
{A}c1 ∼ d1 {B} {B}c2 ∼ d2 {C}
{A}c1; c2 ∼ d1;d2 {C}
Proof. For any normalize quantum memories α and β as input, let ρ1 := Jc1K(proj(α)),
ρ2 := Jd1K(proj(β)), σ1 := Jc2K(ρ1) = Jc1; c2K(proj(α)) and σ2 := Jd2K(ρ2) =
Jd1;d2K(proj(β)). Then {A}c1 ∼ d1 {B} implies that there exists a (ρ1, ρ2)-coupling ρ
such that trAproj(α⊗ β) ≤ trBρ, and {B}c2 ∼ d2 {C} implies that for input (ρ1, ρ2)-
coupling ρ there exists a (σ1, σ2)-coupling σ as the output, such that trBρ ≤ trCσ. So
we have trAproj(α⊗ β) ≤ trCσ, and thus by Lemma 1, the rule follows. 
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Conseq
A′ ≤ A {A}c ∼ d {B}B B ≤ B′
{A′}c ∼ d {B′}
Proof. For any coupling ρ of the input memories, from the definition of {A}c ∼ d {B}B
there is a coupling ρ′ of the output memories such that trAρ ≤ trBρ′, then it follows
immediately from A′ ≤ A and B′ ≤ B that
trA′ρ ≤ trAρ ≤ trBρ′ ≤ trB′ρ′.
From Definition 3, the rule follows. 
ExFalso
c,d are terminating
{0}c ∼ d {B}
Proof. For any coupling ρ of the input memories ρ1, ρ2, we can arbitrarily choose a
(JcK(ρ1), JdK(ρ2))-coupling ρ′ (e.g., JcK(ρ1)⊗ JdK(ρ2)) of the output memories, and thus
tr 0ρ = 0 ≤ trBρ′. By Definition 3, the rule follows. 
5.2 One sided rules
Apply1{
(U onX1)
∗A(U onX1)
}
apply U to X ∼ skip {A}
Proof. For any normalized mixed memories α and β as input, the output states are
Japply U to XK(α) = (U onX1)α(U onX1)∗ and JskipK(β) = β, so (U onX1)(α ⊗
β)(U onX1)
∗ is a coupling for the output, on which the corresponding expected value
of the postexpectation is trA(U onX1)(α ⊗ β)(U onX1)∗, as the same as that of the
preexpectation. 
Init1{
idX1 ⊗ (ψ∗ ⊗ id¬X1)A(ψ ⊗ id¬X1)
}
X← ψ ∼ skip {A}
Here, ¬X1 := Xall1 Xall2 \ X1. Here we use that ψ ∈ ℓ2[X1] can be interpreted as an
operator ψ : C → ℓ2[X1], hence ψ ⊗ id¬X1 is an operator ¬X1 → Xall1 Xall2 . Thus the
preexpectation is a positive operator on Xall1 X
all
2 as required.
Proof. For any normalized mixed memories α and β as input, the corresponding output
states are proj(ψ) ⊗ trX α and β, so proj(ψ) ⊗ trX1 α ⊗ β is a coupling state for the
output. Noting that ψ∗ ⊗ id¬X1 is a linear operator from the space of Xall1 Xall2 to the
space of ¬X1, and ψ ⊗ id¬X1 is a linear operator from the space of ¬X1 to space of
12
Xall1 X
all
2 , by composition of linear operators we have
proj(ψ)⊗ trX1 α⊗ β = (ψ ⊗ id¬X1)(trX1 α⊗ β)(ψ∗ ⊗ id¬X1). (1)
So, the expected value of the postexpectation is
trA(proj(ψ)⊗ trX1 α⊗ β)
(1)
= trA(ψ ⊗ id¬X1)(trX1 α⊗ β)(ψ∗ ⊗ id¬X1)
(∗)
= tr(ψ∗ ⊗ id¬X1)A(ψ ⊗ id¬X1)(trX1 α⊗ β)
= tr(idX1 ⊗ (ψ∗ ⊗ id¬X1)A(ψ ⊗ id¬X1))(α⊗ β),
the same as expected value of the precondition. Here (∗) is due to the circularity
of the trace (i.e., trAB = trBA for a trace clasee operator A and a bounded operator
B). 
If1
{AT }cT ∼ d {B} {AF }cF ∼ d {B}
{↓∗true(AT ) + ↓∗false(AF )} if M [X] then cT else cF ∼ d {B}
Here ↓∗t (A) := (Mt onX1)∗A(Mt onX1) is the Heisenberg-Schrödinger dual of ↓t for
t = true, false, as trA↓t(ρ) = tr ↓∗t (A)ρ.
Proof. For any normalize quantum memories ψ, φ as input, let α := proj(ψ), β :=
proj(φ), p := tr ↓true(α) ∈ [0, 1], p·αT := ↓true(α), (1−p)αF := ↓false(α), ρ1T := JcT K(αT ),
ρ1F := JcF K(αF ) and ρ2 := JdK(β), where trαT = trαF = tr ρ1T = tr ρ1F = tr ρ2 =
1. Then {AT }cT ∼ d {B} implies that there exists a (ρ1T , ρ2)-coupling ρT such that
trAT (αT ⊗ β) ≤ trBρT , and {AF }cF ∼ d {B} implies that there exists a (ρ1F , ρ2)-
coupling ρF such that trAF (αF ⊗ β) ≤ trBρF . Let
ρ1 = p · ρ1F + (1− p) · ρ1T = Jif M [X] then cT else cF K(α),
then the state ρ = p · ρT + (1− p) · ρF is a (ρ1, ρ2)-coupling and satisfies that
tr
(↓∗true(AT ) + ↓∗false(AF ))(α⊗ β) = p trAT (αT ⊗ β) + (1− p) trAF (αF ⊗ β)
≤ p trBρT + (1− p) trBρF = trBρ.
By Lemma 1, the rule follows. 
While1{
A
}
c ∼ skip {↓∗true(A) + ↓∗false(B)} c, while M [X] do c are terminating{↓∗true(A) + ↓∗false(B)}while M [X] do c ∼ skip {B}
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Proof. Consider any two normalized quantum memories ψ, φ as input of the pro-
grams, and let α := proj(ψ), β := proj(φ) be their density operators and ρ :=
Jwhile M [X] do cK(α), then by Lemma 1, it suffices to prove that
tr
(↓∗true(A) + ↓∗false(B))(α⊗ β) ≤ trB(ρ⊗ β). (2)
To express ρ1 in a more explicit form, let α0 := α, and for n = 0, 1, . . . , let αn+1 :=
JcK ◦ ↓true(αn), pn := tr ↓true(αn) ∈ [0, 1], and pnθn := ↓true(αn) for some normalized
density operator θn. Then ρ =
∑∞
n=0 ↓false(αn) by definition of the semantics of while.
From the premise {A}c ∼ skip {↓∗true(A) + ↓∗false(B)}, we have
trA(θn ⊗ β) ≤ tr(↓∗true(A) + ↓∗false(B))(JcK(θn)⊗ β)
for input states θn and β, and the unique coupling JcK(θn) ⊗ β of the output states
JcK(θn) and β, as β is a pure state. This further implies that
trA
(↓true(αn)⊗ β) = pn trA(θn ⊗ β) ≤ pn tr(↓∗true(A) + ↓∗false(B))(JcK(θn)⊗ β)
= tr
(↓∗true(A) + ↓∗false(B))(JcK(pnθn)⊗ β) = tr(↓∗true(A) + ↓∗false(B))(αn+1 ⊗ β).
Therefore,
tr
(↓∗true(A) + ↓∗false(B))(αn ⊗ β)− tr(↓∗true(A) + ↓∗false(B))(αn+1 ⊗ β)
(∗)
= trA
(↓true(αn)⊗ β)− tr(↓∗true(A) + ↓∗false(B))(αn+1 ⊗ β)︸ ︷︷ ︸
≤0
+trB(↓false(αn)⊗ β)
≤ trB(↓false(αn)⊗ β). (3)
Here (∗) uses that tr(↓∗true(A)(αn ⊗ β)) = trA(↓true(αn) ⊗ β) by the circularity of the
trace, and analogously for tr(↓∗
false
(B)(αn ⊗ β)). Note that
trαn − trαn+1 = trαn − trJcK ◦ ↓true(αn) (∗)= trαn − tr ↓true(αn)
= trαn[id− (M∗trueMtrue onX1)] = trαn(M∗falseMfalse onX1) = tr ↓false(αn),
then tr ρ =
∑∞
n=0 tr ↓false(αn) =
∑∞
n=0(trαn − trαn+1) = limn→∞(trα0 − trαn+1) =
1− limn→∞ trαn. Here (∗) is due to the termination of c. On the other hand, due to the
termination of while M [X] do c, tr ρ = 1 which further implies that limn→∞ trαn = 0,
and consequently,
lim
n→∞
tr
(↓∗true(A) + ↓∗false(B))(αn ⊗ β) = 0. (4)
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Now we have
tr
(↓∗true(A) + ↓∗false(B))(α⊗ β)
(4)
= lim
n→∞
tr
(↓∗true(A) + ↓∗false(B))(α0 ⊗ β) + tr(↓∗true(A) + ↓∗false(B))(αn+1 ⊗ β)
=
∞∑
n=0
tr
(↓∗true(A) + ↓∗false(B))(αn ⊗ β)− tr(↓∗true(A) + ↓∗false(B))(αn+1 ⊗ β)
(3)
≤
∞∑
n=0
trB
(↓false(αn)⊗ β) = trB( ∞∑
n=0
↓false(αn)⊗ β
)
= trB(ρ⊗ β). (5)
So, (2) is obtained, the rule follows. 
We refer to the symmetric rules of Apply1, Init1, If1, and While1 (obtained by
applying Sym) as Apply2, Init2, If2, and While2. For example:
If2
{Atrue}c ∼ dtrue {B} {Afalse}c ∼ dfalse {B}
{↓∗true(Atrue) + ↓∗false(Afalse)}c ∼ if N [Y] then dtrue else cfalse {B}
5.3 Two sided rules
JointIf
{Atrue}ctrue ∼ dtrue {B} {Afalse}cfalse ∼ dfalse {B}
ctrue, cfalse,dtrue,dfalse are terminating{↓∗true,true(Atrue) + ↓∗false,false(Afalse)} if M [X] then ctrue else cfalse ∼ if N [Y] then dtrue else dfalse {B}
Here ↓∗t,u(A) := (Mt onX1)∗(Nu onY2)∗A(Nu onY2)(Mt onX1). (Analogous to ↓∗t (A)
defined on page 13, only two-sided.)
This rule is an immediate consequence from the following slightly more general
rule JointIf4 (by setting Atrue,false := Afalse,true := 0 and using rule ExFalso for the
corresponding premises).
JointIf4
{At,u}ct ∼ du {B} for t, u ∈ {true, false}{∑
t,u∈{true,false} ↓∗t,u(At,u)
}
if M [X] then ctrue else cfalse ∼ if N [Y] then dtrue else dfalse
{
B
}
Proof. For convenience, we denote by ↓∗i,t the action of ↓∗t from the ith program, for
i = 1, 2 and t = true, false. That is, ↓∗1,t := (Mt onX1)∗A(Mt onX1) and ↓∗2,t :=
(Nt onY2)
∗A(Nt onY2). Note that ↓∗t,u = ↓∗1,t ◦ ↓∗2,u = ↓∗2,u ◦ ↓∗1,t. By using rule If1, it
follows that
{↓∗1,true(Atrue,true) + ↓∗1,false(Afalse,true)} if M [X] then ctrue else cfalse ∼ dtrue {B} (6)
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from {Atrue,true}ctrue ∼ dtrue {B} and {Afalse,true}cfalse ∼ dtrue {B}. Similarily,
{↓∗1,true(Atrue,false) + ↓∗1,false(Afalse,false)} if M [X] then ctrue else cfalse ∼ dfalse {B} (7)
from {Atrue,false}ctrue ∼ dfalse {B} and {Afalse,false}cfalse ∼ dfalse {B}. Put Atrue :=
↓∗1,true(Atrue,true) + ↓∗1,false(Afalse,true), Afalse := ↓∗1,true(Atrue,false) + ↓∗1,false(Afalse,false) and
c := if M [X] then ctrue else cfalse in rule If2, then it follows from (6) and (7) that
{A} if M [X] then ctrue else cfalse ∼ if N [Y] then dtrue else dfalse {B},
where A := ↓∗2,true(Atrue) + ↓∗2,false(Afalse) =
∑
t,u∈{true,false} ↓∗t,u(At,u). 
JointWhile
{A}c ∼ d {↓∗true,true(A) + ↓∗false,false(B)}
c, d, while M [X] do c, while N [Y] do d are terminating
{↓∗true,true(A) + ↓∗false,false(B)}while M [X] do c ∼ while N [Y] do d {B}
Proof. Consider any two normalized quantum memories ψ, φ as inputs of the pro-
grams, and let α := proj(ψ), β := proj(φ) be their density operators and ρ1 :=
Jwhile M [X] do cK(α) and ρ2 := Jwhile N [Y] do dK(β) be the output states. By
Lemma 1, we only need to find a (ρ1, ρ2)-coupling ρ such that
tr
(↓∗true,true(A) + ↓∗false,false(B)) (α⊗ β) ≤ trBρ. (8)
We decompose ρ1 and ρ2 according to the semantic functions of the while loops. Let
↓1,t(ρ) := (Mt onX1)ρ(Mt onX1)∗, ↓2,t(ρ) := (Nt onY2)ρ(Nt onY2)∗,
for t = true, false. Then ↓t,t = ↓1,t ⊗ ↓2,t. Let α0 := α, β0 := β, αn+1 := JcK ◦
↓1,true(αn) and βn+1 := JdK ◦ ↓2,true(βn) for n = 0, 1, . . . Then it is easy to verify that
ρ1 =
∑∞
n=0 ↓1,false(αn), ρ2 =
∑∞
n=0 ↓2,false(βn). One can easily prove as the same as in
rule While1 that limn→∞ trαn = limn→∞ tr βn = 0 from the termination of the while
programs.
Now we construct a sequence of separable mixed memories η0, η1, . . . , ηn, . . . by in-
duction on n as follows: put η0 = α⊗ β as the basis; suppose ηn has been constructed,
then from {A}c ∼ d {↓∗true,true(A) + ↓∗false,false(B)}, we choose ↓true,true(ηn) as the (unnor-
malized) input coupling and construct ηn+1 as the coupling of the output states, i.e.,
we choose ηn+1 such that
tr2 ηn+1 = JcK (tr2 ↓true(ηn)) , tr1 ηn+1 = JdK (tr1 ↓true(ηn)) , and (9)
trA↓true,true(ηn) ≤ tr
(↓∗true,true(A) + ↓∗false,false(B))ηn+1. (10)
Here, tri is abbreviation for trXall
i
, i = 1, 2. Furthermore, we prove by induction on n
that tr2 ηn ≤ αn and tr1 ηn ≤ βn for n = 0, 1, . . . . For n = 0, η0 = α0⊗ β0 so the result
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holds. Suppose the result holds for n, then we prove for n + 1. To this end, we note
that
tr2 ↓true,true(ηn) = tr2(↓1,true ⊗ id)ηn − tr2(↓1,true ⊗ ↓2,false)ηn
= ↓1,true(tr2 ηn)− tr2(↓1,true ⊗ ↓2,false)(ηn) ≤ ↓1,true(tr2 ηn). (11)
Here (∗) follows since N∗trueNtrue+N∗falseNfalse = id by definition of binary measurements
and hence tr ◦(↓2,true + ↓2,false) = id. By combining (11) with the induction hypothesis
tr2 ηn ≤ αn, we have
tr2 ηn+1
(9)
= JcK(tr2 ↓true,true(ηn))(11)≤ JcK ◦ ↓1,true(tr2 ηn) ≤ JcK ◦ ↓1,true(αn) = αn+1.
Hence tr2 ηn ≤ αn for all n. Moreover, tr1 ηn ≤ βn can be proved in a similar way.
Recall that limn→∞ trαn = 0. Hence limn→∞ tr ηn = 0, and consequently,
lim
n→∞
tr
(↓∗true,true(A) + ↓∗false,false(B))ηn = 0. (12)
On the other hand,
tr
(↓∗true,true(A) + ↓∗false,false(B))ηn − tr(↓∗true,true(A) + ↓∗false,false(B))ηn+1
(∗)
=
(
trA↓true,true(ηn)− tr(↓∗true,true(A) + ↓∗false,false(B))ηn+1
)
+ trB↓false,false(ηn)
(10)
≤ trB↓false,false(ηn). (13)
Here (∗) uses that tr ↓∗true,true(A)ηn = trA↓true,true(ηn) by the circularity of the trace,
and analogously for tr ↓∗
false,false(A)ηn. Then
tr(↓∗true,true(A) + ↓∗false,false(B))(α ⊗ β)
(12)
= lim
n→∞
(↓∗true,true(A) + ↓∗false,false(B))η0 + (↓∗true,true(A) + ↓∗false,false(B))ηn+1
=
∞∑
n=0
tr
(↓∗true,true(A) + ↓∗false,false(B))ηn − tr(↓∗true,true(A) + ↓∗false,false(B))ηn+1
(13)
≤
∞∑
n=0
trB↓false,false(ηn) = trBη for η :=
∞∑
n=0
↓false,false(ηn).
Then in order to prove (8), it suffices to find a (ρ1, ρ2)-coupling ρ such that η ≤ ρ. Note
that η is a separable state, and
tr2 η =
∞∑
n=0
tr2 ↓false,false(ηn)
(∗)
≤
∞∑
n=0
↓1,false(tr2 ηn) ≤
∞∑
n=0
↓1,false(αn) = ρ1.
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Here (∗) is proven analogously to (11). Similarly, we can prove tr1 η ≤ ρ2. Now let
rγ := ρ1− tr2 η and rδ := ρ2− tr1 η where r := 1− tr η ≥ 0 and γ and δ are normalized
mixed memories. Then ρ can be chosen as ρ = η + r · γ ⊗ δ. 
6 Example: Quantum Zeno effect
Motivation. In this section, as an example how to use our logic, we study (one specific
incarnation of) the quantum Zeno effect. The Zeno effect implies that the following
processes have the same effect:
• Start with a qubit in state |0〉. Apply a continuous rotation (with angular velocity
ω) to it. (Thus, after time t, the state will have rotated by angle ωt.)
• Start with a qubit in state |0〉. Continuously observe the state. Namely, at time t,
measure whether the qubit has rotated by angle ωt.
The quantum Zeno effect implies that in both processes, the state evolves in the same way
(and that the measurement in the second situation always gives answer “yes”). Notice
that this means that the measurements can be used to rotate the state.
In our formalization, we will consider the discrete version of this phenomenon: The
rotation is split into n rotations by a small angle, and the continuous measurement
consists of n measurements. In the limit n → ∞, both processes yield the same state,
but if we the situation for a concrete value of n, the result of the processes will be slightly
different. (And the difference can be quantified in terms of n.) This makes this example
a prime candidate for our logic: We want to compare two processes (hence we need
relational Hoare logic), but the processes are not exactly equivalent (hence we cannot
use qRHL from [Unr19]) but only close to equivalent (and the “amount of equivalence”
can be expressed using expectations).
Formalizing the processes. We now formalize the two processes as programs in our
language. Let n ≥ 1 be an integer.
In the first process, we have a continuous rotation, broken down into n small rotations.
For simplicity, we will rotate by the angle π/2 within n steps, thus each small rotation
rotates by angle pi2n . This is described by the rotation matrix R :=
(
cos pi2n − sin pi2n
sin pi2n cos
pi
2n
)
.
Let y be a variable of type {0, 1} (i.e., the qubit that is rotated). In order to apply the
rotation n times, we will need a counter x for the while loop. Let x be a variable of type Z.
We will have a loop that continues while (informally speaking) x < n. This is formalized
by the projector P<n onto states |i〉 with i < n. I.e., P<n :=
∑
−∞<i<n proj(|i〉). In slight
abuse of notation, we also write P<n for the binary measurement with Krauss operators
{P<n, id − P<n}. Furthermore, we need to increase the counter. For this let INCR be
the unitary on ℓ2(Z) with INCR|i〉 7→ |i+ 1〉 Then the program that initializes y with |0〉
and then applies the rotation R n times can be written as:
c := x← |0〉; y ← |0〉; while P<n[x] do (apply INCR to x; apply R to y) (14)
In the second process, instead of applying R, we measure the state in each iteration
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of the loop. In the first iteration, we expect the original state φ0 := |0〉, and after the i-th
iteration, we expect the state φi := Rφi−1 for i ≥ 1. This can be done using the program
if proj(φi)[y] then skip else skip where we again write in slight abuse of notation
proj(φi) for the corresponding binary measurement. Since the if-statement first measures
y and then executes one of the skip-branches, this is effectively just a measurement. We
abbreviate this as if proj(φi)[y].
However, we cannot simply write if proj(φi)[y] in our loop body, because i should be
the value of x. So we need to define the projector that projects onto φi when x = |i〉.
This is done by the following projector on ℓ2[xy]: Pφ :=
∑
i proj(|i〉 ⊗ φi). Then if Pφ[y]
will measure whether y contains φi whenever x contains |i〉.
Armed with that notation, we can now formulate the second process as a program:
d := x← |0〉; y ← |0〉; while P<n[x] do (apply INCR to x; if Pφ[xy]) (15)
Equivalence of the programs. We claim that the two processes, i.e., the programs
c,d have approximately the same final state in y. Having the same state can be expressed
using the “quantum equality” described in Section 2. Specifically, the postexpectation
EQUALony1y2 corresponds to y1 and y2 having the same state. For example, one
can verify that {id}c ∼ d {EQUAL ony1y2} implies that the final state of c and d is
the same (if we trace out all variables except y1,y2). The fact that the final states
are approximately equal can be expressed by multiplying the preexpectation with a real
number close to 1. Specifically, in our case we claim that
{εn · id}c ∼ d {EQUALony1y2} (16)
Here ε := (cos pi2n)
2.
This indeed means that the final states of c and d are the same asymptotically since
εn = (cos pi2n)
2n n→∞−−−→ 1.
Warm up. Before we prove (16), we investigate a simpler case as a warm up. We
investigate the special where n = 3, and instead of a while-loop, we simply repeat the
loop body three times.
c′ := y ← |0〉; apply R to y; apply R to y; apply R to y
d′ := y ← |0〉; if proj(φ1)[y]; if proj(φ2)[y]; if proj(φ3)[y]
We claim:
{ε3 · id}c′ ∼ d′ {EQUALony1y2} (17)
First, we strengthen the postcondition. Let A3 := (proj(φ3 ⊗ φ3)ony1y2). (This
postcondition is intuitively what we expect to (approximately) hold at the end of the
execution. It means that y1 and y2 are both in state φ3, the result by rotating three
times using R. Since φ3⊗φ3 is in the image of the projector EQUAL, it follows that A3 ≤
(EQUALony1y2). By rule Conseq it is thus sufficient to show {ε3 · id}c′ ∼ d′ {A3}.
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And by rule Seq, we can show that by the following sequence of Hoare judgments for
some A0,A1,A2:{
ε3 · id
}
y ← |0〉
∼ y ← |0〉
{
A0
}
apply R to y
∼ if proj(φ1)[y]
{
A1
}
apply R to y
∼ if proj(φ2)[y]
{
A2
}
apply R to y
∼ if proj(φ3)[y]
{
A3
}
(18)
(These are four judgments, we just use a more compact notation to put them in one
line.) We will derive suitable values A0,A1,A2 by applying our rules backwards from the
postcondition.
By applying rule Apply1, we get
{
A′3
}
apply R to y ∼ skip{A3} where A′3 :=
(R† ony1) ◦ A3 and where we use A ◦ B as an abbreviation for ABA†. And by rule If2
(using rule Skip for its premises), we get{
(proj(φ3)ony2) ◦ A′3 + (1− proj(φ3)ony2) ◦ A′3
}
skip ∼ if proj(φ3)[y]
{
A′3
}
.
The precondition is lower bounded by A2 := (proj(φ3)ony2) ◦ A′3. (The second
term corresponds to the measurement failing to measure φ3, in this case all is
lost anyway, so we remove that term.) Hence (with rules Seq and Conseq),{
A2
}
apply R to y ∼ if proj(φ3)[y]
{
A3
}
as desired in (18).
Analogously, we can instantiate
A1 := (proj(φ2)ony2) ◦ (R∗ ony1) ◦ A2 and A0 := (proj(φ1)ony2) ◦ (R∗ ony1) ◦ A1
in (18). We can simplify the expressions for A0,A1,A2 some more. We have
A2 = (proj
(
φ3
)
ony2) ◦ (R∗ ony1) ◦
(
proj(φ3 ⊗ φ3)ony1y2
)
= proj
(
R∗φ3 ⊗ proj(φ3)φ3
)
ony1y2 = proj(φ2 ⊗ φ3)ony1y2
And
A1 = (proj
(
φ2
)
ony2) ◦ (R∗ ony1) ◦
(
proj(φ2 ⊗ φ3)ony1y2
)
= proj
(
R∗φ2 ⊗ proj(φ2)φ3
)
ony1y2 = ε proj(φ1 ⊗ φ2)ony1y2.
(Note the slight difference: instead of proj(φ3)φ3 have proj(φ2)φ3 here, which simplifies
to φ2 · φ∗2φ3 = φ2 ·
√
ε.) Analogously
A0 = ε
2 proj(φ0 ⊗ φ1)ony1y2.
It is left to show the first judgment in (18), namely {ε3 · id}y ← |0〉 ∼ y ← |0〉 {A0}.
By rules Init1 and Init2 (starting from the right), we have{
ε3 · id
}
(∗∗)
=
{
idy2 ⊗
(〈0|y2 ⊗ id¬y2) ◦ ε2(proj(φ1)ony2)} skip ∼ y ← |0〉{
ε2(proj(φ1)ony2)
}
(∗)
=
{
idy1 ⊗
(〈0|y1 ⊗ id¬y1) ◦ A0}y ← |0〉 ∼ skip{A0}. (19)
Here (∗) uses that φ0 = |0〉 and thus 〈0|proj(φ0)|0〉 = 1, and (∗∗) uses that φ∗1φ0 =
√
ε
and thus 〈0|proj(φ1)|0〉 = ε.
The first judgment in (18) then follows by rule Seq.
This completes the analysis, we have shown (17).
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Analysis of the while-programs. Given the experiences from the analysis of the
special case (the programs from (36)), we now can solve the original problem, namely
analyzing the programs c,d from (14),(15).
As before, we can replace the postcondition in (16) by the stronger postcondition
B := (proj(|n〉 ⊗ |n〉 ⊗ φn ⊗ φn)onx1x2y1y2). By rule Conseq, it is sufficient to show
{εn · id}c ∼ d {B}. By rule Seq, this follows if we can show{
εn · id
}
x← |0〉
∼ x← |0〉
{
D
}
y ← |0〉
∼ y ← |0〉
{
C
} whilec
∼ whiled
{
B
}
(20)
with
whilec := while P<n[x] do (apply INCR to x; apply R to y)
whiled := while P<n[x] do (apply INCR to x; if Pφ[xy])
for suitably chosen expectations C, D.
To prove the last judgment {C}whilec ∼ whiled {B} in (20), we use
rule JointWhile. This rule requires us to come up with a loop invariant A. To
understand what the right loop invariant is, we draw from our experiences in the special
case. There, we had defined the expectations A0, . . . ,A3, where Ai described the state
of the programs right after the i-th application of apply R to y and if proj(φi)[y]. We
had
Ai = ε
2−i proj(φi ⊗ φi+1)ony1y2 for i = 0, 1, 2 and A3 = proj(φ3 ⊗ φ3)ony1y2
One sees easily that this would generalize as
Ai = ε
n−i−1 proj(φi ⊗ φi+1)ony1y2 for i < n
and An = proj(φn ⊗ φn)on y1y2
for values n 6= 3. Thus we expect that these expectations Ai also hold in the programs
whilec, whiled after the i-th iteration (or before the (i + 1)-st iteration). Additionally,
we keep track of the counter x, which should be |i〉 after the i-th iteration (or before the
(i + 1)-st iteration). This would be expressed by the expectation proj(|i〉 ⊗ |i〉)onx1x2.
Thus, for the i-th iteration, we use the “conjunction”
Axi := Ai · (proj(|i〉 ⊗ |i〉)onx1x2)
=
{
εn−i−1 proj(|i〉 ⊗ |i〉 ⊗ φi ⊗ φi+1)onx1x2y1y2 (i < n)
proj(|n〉 ⊗ |n〉 ⊗ φn ⊗ φn)onx1x2y1y2 (i = n)
(Note that · is not generally a sensible operation on expectations. But in this case,
fv(Ai) = y1y2 and fv(proj(|i〉 ⊗ |i〉)onx1x2) = x1x2, so the expectations commute and
their product is again an expectation.)
The final loop invariant A is then the “disjunction” of the Axi for i = 0, . . . , n − 1,
meaning that in every iteration, one of the Ai should hold. (We do not include A
x
i with
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i = n here because when applying the JointWhile rule, we only need the invariant to
hold when the loop guard was passed.) We define A :=
∑n
i=0 A
x
i . (In general, summation
is not a sensible operation representation of “disjunction”, but in the present case, all
summands are orthogonal.)
We have now derived a suitable candidate for the invariant A to use in
rule JointWhile. We stress that the above argumentation (involving words like “dis-
junction” and “conjunction” of expectations, and claims that an expectation “holds” at a
certain point) was not a formally well-defined argument, merely an explanation how we
arrived at our specific choice for A. From the formal point of view, all we will need in the
following are the definitions of A,Axi . The rest of the argument above was semi-formal
motivation.
We will now show the rightmost judgment in (20), namely {C}whilec ∼ whiled {B}
(for some suitable C). If we apply rule JointWhile (with A as defined above) to this,
we get the premise
{
A
} =:bodyc︷ ︸︸ ︷apply INCR to x; apply R to y
∼ apply INCR to x; if Pφ[xy]︸ ︷︷ ︸
=:body
d
{
P both<n ◦ A+ (P none<n ) ◦ B︸ ︷︷ ︸
=:C′
}
(21)
with P both<n := P<n ⊗ P<n onx1x2 and P none<n := (id− P<n)⊗ (id− P<n)onx1x2. (Here
we write A◦B as an abbreviation for ABA†.) By applying rules If2, Apply2, and twice
Apply1 (with Seq in between), we get{
(INCR onx1) ◦ (R ony1) ◦ (INCR onx2) ◦ B2
}
bodyc ∼ bodyd
{
C′
}
where B2 := (Pφ onx2y2) ◦ C′ + (id− Pφ onx2y2) ◦ C′. Since B2 ≥ (Pφ onx1y1) ◦ C′, by
rule Conseq we can weaken this to{
A′
}
bodyc ∼ bodyd
{
C′
}
with A′ := (INCR onx1) ◦ (R ony1) ◦ (INCR onx2) ◦ (Pφ onx2y2)︸ ︷︷ ︸
=:L
◦ C′
If we can show that A ≤ A′ then we have proven (21). By definition of Axi , L, R, Pφ,
INCR, P both<n , we have
L ◦ P both<n ◦ Axi = εn−i−1 proj(INCR∗|i〉 ⊗ INCR∗|i〉 ⊗R∗φi ⊗ proj(φi)φi+1)onx1x2y1y2
= εn−i proj(|i − 1〉 ⊗ |i− 1〉 ⊗ φi−1 ⊗ φi)onx1x2y1y2 = Axi−1.
And L◦P both<n ◦Axn = 0 since P both<n ◦Axn = 0. Thus L◦P both<n ◦A =
∑n−1
i=0 A
x
i−1 ≥
∑n−2
i=0 A
x
i .
And by definition of B, L, R, Pφ, INCR, P
none
<n , we have
L ◦ P none<n ◦ B = proj
(
INCR∗|n〉 ⊗ INCR∗|n〉 ⊗R∗φn ⊗ proj(φn)φn+1
)
onx1x2y1y2
= proj
(|n− 1〉 ⊗ |n− 1〉 ⊗ φn−1 ⊗ φn)onx1x2y1y2 = Axn−1.
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Thus A′ = L ◦ C′ ≥ ∑n−2i=0 Axi + Axn−1 = A. Thus we have proven (21). By
rule JointWhile, this implies {C′}whilec ∼ whiled {B} with C′ as defined in (21). With
C := Ax0 ≤ C′, {C}whilec ∼ whiled {B} follows by rule Conseq. This is the rightmost
judgment in (20).
Using rules Init1, Init2, and Seq, we get {D}y ← |0〉 ∼ y ← |0〉 {C} with D :=
εn · (proj(|0〉 ⊗ |0〉)onx1x2). (This is done very similarly to (19).) This shows the middle
judgment in (20).
Also using rules Init1, Init2, and Seq, we get {εn · id}x← |0〉 ∼ x← |0〉 {D}. This
shows the leftmost judgment in (20).
Thus we have shown the three judgments in (20). By rule Seq, it follows that
{εn · id}c ∼ d {B}. Since B ≤ (EQUALony1y2), by rule Conseq, we get (16).
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Symbol index
Mtrue Operator corresponding to outcome true of measurement M 5
Mfalse Operator corresponding to outcome false of measurement M 5
while M [x] do c Program: While (loop) 7
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c;d Program: execute c then d 7
skip Program: does nothing 7
JcK Denotation of a program c 7
c,d A program 7
apply U to X Program: Apply U to variables X 7
X← ψ Program: Initialize X with ψ 7
if M [x] then c else d Program: If (conditional) 7
EQUAL Quantum equality 6
¬X Short for Xall1 Xall2 \X 12
proj(ψ) Projector onto ψ, i.e., ψψ∗ 4
a∗ Adjoint of operator/vector a 4
true Boolean truth value true
false Boolean truth value false
N Natural numbers 1, 2, 3, . . .
R≥0 Nonnegative reals
Z Integers
x,y, z (Program) variable 3
C Complex numbers
|x〉 Basis state x 3
X,Y,Z List/set of program variables 3
ℓ2(X) Hilbert space with basis indexed by X 3
〈x| Adjoint of |x〉, i.e., |x〉∗
INCR Unitary mapping |i〉 to |i+ 1〉 18
XY Concatenation/disjoint union of variable lists/sets X,Y 3
m An assignment 3
ℓ2[X] Pure quantum assignments on X 3
U onX Operator U applied to variables X 5
A⊗B Tensor product of vectors/operators/spaces A and B 3
‖ψ‖ Norm of vector ψ
A,B,C (Quantum) expectations 5
X ≡q X′ Predicate (subspace): X and X′ are in the same state 6
spanA Span, smallest subspace containing A
fv(a) Free variables of expectation/program a 6
SWAP Unitary that swaps X1 and X2 6
id Identity 4
trM Trace of matrix/operator M
{A}c ∼ d {B} Relational Hoare judgment 9
25
Xall Set of program variables that can be used in the execution of
a program
7
trX ρ Partial trace (removing variables X) 4
CNOT (Generalized) CNOT 5
↓∗t (A), ↓∗t,u(A) Dual of the restriction ↓i on states 13, 15
↓i(ρ) Mixed state restricted to measurement outcome i 8
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Index
Apply1 (rule), 12
Apply2 (rule), 15
assignment, 3
binary measurement, 5
Conseq (rule), 12
coupling, 8
denotational semantics, 7
density operator, 4
equality
quantum, 6
ExFalso (rule), 12
expectation, 5
free variables, 6
If1 (rule), 13
If2 (rule), 15
Init1 (rule), 12
Init2 (rule), 15
JointIf (rule), 15
JointIf4 (rule), 15
JointWhile (rule), 16
Krauss operator, 5
measurement
binary, 5
memory
(pure) quantum, 3
mixed (quantum), 4
mixed (quantum) memory, 4
mixed state, 4
normalized, 3, 4
operator, 5
density, 4
Krauss, 5
partial trace, 4
pure quantum memory, 3
quantum equality, 6
quantum memory
(pure), 3
mixed, 4
semantics
denotational, 7
separable, 4
Seq (rule), 11
Skip (rule), 11
state
mixed, 4
Sym (rule), 11
terminating, 8
trace
partial, 4
type
(of a list of variables), 3
(of a variable), 3
variable, 3
variables
free, 6
While1 (rule), 13
While2 (rule), 15
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