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Il diritto e la società 
dell’informazione
2
Trasformazione della società, 
trasformazione del giurista
? Società della conoscenza – knowledge society
? La conoscenza è il bene più prezioso perché include anche 
l’esperienza e l’esito (positivo o negativo) dell’informazione
? Società della rete – social networking
? Una rete sociale aumenta il suo valore proporzionalmente 
al quadrato degli utenti (10 persone valore della rete 100, 
100 persone valore della rete 10.000 – legge di Metcalfe, 
co-autore del protocollo Ethernet)
? Network effects: esempi Facebook, Myspace, etc.
(Vol 1, cap.1 del Sartor)
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L’informatica rappresenta la società
? L’informatica è un mezzo per rappresentare la realtà sociale e 
nel rappresentarla la modifica (es. e-commerce nei confronti 
della compra-vendita)
? In questa trasformazione cambia anche la metafora usuale 
(il concetto di carrello, di baratto, di pagamento, etc.) e i 
comportamenti degli individui (conto on-line, voli low cost, etc.)
? Il diritto viene quindi ad affrontare una nuova società da 
regolamentare e comprendere
(Vol 1, cap.1 del Sartor)
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Relazione fra diritto e 
società dell’informazione
? Azione ex-post
? Innovazione tecnologica (es. Internet)
? Società trasformata dalla tecnologia
? Cambiamenti nel diritto – azione ex-post
? Azione ex-ante
? Diritto che cambia la società – azione ex-ante
? Rendere possibile l’utilizzo e lo sfruttamento delle nuove 
tecnologie (es. firma digitale)
? Apertura di nuovi scenari applicativi
(Vol 1, cap.1 del Sartor)
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Esempio di azione ex-post
? Regolazione dei nomi di dominio
? Prime sentenze degli anni ‘90 iscrivono il nome di dominio 
a meri strumenti tecnici necessari alla gestione della rete 
Internet (assimilabili ai numeri di telefono) 
? Tribunale Bari, 24 luglio 1996 
? Tribunale Firenze, 29 giugno 2000 
? Negli anni successivi si adotta per analogia istituti giuridici 
già esistenti – marchio atipico
? Tribunale di Bergamo - Sentenza  3 marzo 2003 (Giorgio 
Armani s.p.a. vs. Armani Luca)
? Nuovo codice di diritto industriale – d.lgs. n. 30 del 10 
febbraio 2005, art. 22, il nome di dominio è equiparato agli 
altri segni distintivi
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Esempio di azione ex-ante
? Invio telematico dei bilanci alle camere di 
commercio
? Legge n. 340 del 24 ottobre 2000, art. 31, comma 2
? Prorogato fino al 2003 e reso completamente 
operativo nel 2005
? Innovazione sospinta dalla normativa e apertura di nuovi 
scenari possibili
? Riforma del diritto societario, d.lgs. nn.5 e 6 del 17 gennaio 
2003 – quote societarie in capo alle Camere di Commercio 
? Decreto Legge 112/2008, convertito, con modificazioni, in 
legge n. 133 del 6 agosto 2008 – art. 36, comma 1 bis, si 
toglie la firma autenticata ossia il ruolo del notaio, basta il 
commercialista e la normale firma digitale
47
Definizione dell’ Informatica 
Giuridica e inquadramento storico
Lezione n.1
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Prima definizione
? L’informatica giuridica è la disciplina che:
? applica le scienze informatiche (e/o scienze formali) ai 
contesti giuridici (sistemi informativi giuridici, sistemi 
esperti per i giudici, etc.) e migliora il modo di lavorare 
del giurista (automazione di un ufficio legale, etc.) –
Informatica del diritto
? regolamenta l’introduzione nella società delle nuove 
tecnologie e gli effetti da queste prodotte (istituti 
giuridici, fattispecie, reati,etc.) – Diritto dell’informatica
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Informatica giuridica
(Vol 1, cap.1 del Sartor)
10
Informatica del Diritto
Aree di studio
? Fonti di cognizione del diritto (documentazione giuridica 
informatica)
? Sistemi informativi giuridici (per le PA, per i cittadini, per i
tribunali, per i parlamenti, etc.)
? Redazione di documenti 
? Prove informatiche 
? Apprendimento elettronico (e-learning) del diritto 
? Modelli informatici del diritto e del ragionamento giuridico
? Determinazioni giuridiche 
? Deontologia ed epistemologia
Contesti applicativi
? i.d.d. legislativa
? i.d.d. giudiziaria
? i.d.d. amministrativa
? i.d.d. delle professioni
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I settori dell’informatica del diritto
(Vol 1, cap.1 del Sartor)
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Informatica del diritto: aree applicative
(Vol 1, cap.1 del Sartor)
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Missione dell’informatica del diritto
(Vol 1, cap.1 del Sartor)
Αξιός
Axios=valore
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Diritto dell’ Informatica
Aree di studio
? Proprietà intellettuale informatica 
? Tutela dei dati - privacy
? Documenti digitali – smaterializzazione dei documenti legali
? Presenza virtuale – identificazione del cittadino in rete (CNS, 
CIE, etc) e delle aziende (nomi di dominio)
? Commercio elettronico – e-commerce
? Governo elettronico – e-governance, e-government, 
e-government
? Reati informatici 
? Informatica e costituzione - e-democracy, e-participation, 
e-voting, diritti fondamentali dell’uomo in relazione alle nuove 
tecnologie
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I settori del diritto dell’informatica
(Vol 1, cap.1 del Sartor)
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La suddivisione storica 
dell’informatica giuridica
Informatica giuridica
Diritto 
dell’informatica 
Informatica 
del diritto
Privato
Documentaria
Logico-Decisionale
Gestionale
Previsionale
Pubblico
Penale
Costituzionale
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Le prime proposte
? G. Leibniz [1646 -1716] – giurista e matematico
? P. de Fermat [1601-1665] - avvocato del Parlamento di Tolosa, 
matematico per diletto
? O.L. Kelso [1946]
? J. Frank [1949] – applicazione di regole giuridiche
? L. Loevinger [1949] – giurimetria, uso del metodo 
scientifico e del calcolatore applicati al diritto per 
prevedere decisioni future sulla base di precedenti
? H. W. Baade estende il termine giurimetria includendo 
altri settori come la documentazione automatica
? C. Simak ipotizza un avvocato robot – logica e diritto
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L’anima previsionale: anni ’50
? diffusa soprattutto nei paesi di common law - America del 
nord, Inghilterra, Norvegia
? ha come obiettivo la creazione di applicazioni automatiche 
per la previsione delle decisioni giudiziarie in base al  
comportamento del giudice, dei fatti reali, del contesto
? scienza statistica, scienza probabilistica e scienza del 
comportamento sociale
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Anima documentaria: anni ’50 e ’60
? Informatizzare i documenti normativi: sentenze, leggi, testi 
giuridici
? prime banche dati in America del nord
? raccolta, organizzazione, archiviazione e ricerca delle 
informazioni giuridiche (normativa, dati statistici, sentenze, 
etc.)
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Anima documentaria: le applicazioni
? Biunno [1955] propone di registrare le sentenze su di un nastro 
magnetico, leggibile da piu’ utenti contemporaneamente
? Health law center, University of Pittsburg, Pennsylvania [1956]
? Primo sistema di documentazione giuridica automatica
? Obiettivo sostituire ovunque nella legislazione “retarded child” con 
“exceptional child”. Political correctness
? Per evitare errori si decide di registrare la legislazione su supporto 
magnetico e di usare il calcolatore per la sostituzione automatica
? Horty partendo dai risultati dell’esperimento, sviluppa il primo sistema 
di information retrieval giuridico, basato su ricerche a testo libero 
(full-text)
? Aspen: la prima società commerciale di informatica giuridica: 
specializzata in information retrieval, stampa e fotocomposizione di 
testi giuridici
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Il fiorire del dibattito epistemologico: anni ’60
? Nasce il termine “informatica giuridica” prendendo spunto 
dalla definizione francese information automatique juridique
? Mario Losano – Giuscibernetica
? estensione del metodo scientifico informatico (in particolare 
la cibernetica) a tutte le scienze sociali del diritto
? Vittorio Frosini – Giuritecnica
? Sipors Simitis – utilizzo dell’informatica per migliorare la 
società e la conoscenza del diritto
? Creazione delle banche dati legislative Westlaw e Lexis negli 
Stati Uniti
? Nasce la banca dati ItalgiureFind presso il Massimario della 
Suprema Corte di Cassazione – Borruso e Novelli governano 
lo sviluppo non lo subiscono
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Ampliamento dell’anima documentale: anni ’70
? Vengono sviluppati ed ampliati sistemi di IR
? Si ricorre il modo crescente all’accesso telematico, 
mediante le linee telefoniche
? I sistemi di IR vengono offerti al pubblico
? Banche di legislazione al Senato e alla Camera
? Iniziano le prime esperienze nell’automazione d’ufficio
? Il notaio Gallizia a Milano, realizza un software per 
l’automazione degli uffici notarili
? Si creano le prime banche dati nell’ambito della
pubblica amministrazione
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L’anima logico-decisionale: anni ’70
? Decisionale o metadocumentaria - anni ’70
? uso della logica formale per la rappresentazione del diritto
? uso dell’intelligenza artificiale applicata al diritto
? sistemi per il ragionamento giuridico
? sistemi esperti per prendere decisioni
? Headrick & Buchanan [1971] : Some Speculations about 
Artificial Intelligence and Legal Reasoning
? Caratteristiche: 
? Programmi con la capacità di apprendere dai fatti circostanti, 
di comprendere nuove elementi, di ragionare su questi e 
dedurre nuova conoscenza
? Es: rappresentazione logiche delle norme, introduzione di un 
nuovo concreto, deduzione della norma da applicare
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Anima Gestionale: anni ’80
? Gestionale – anni ’80
? legata soprattutto all’avvento del Personal Computer e 
delle reti locali di calcolatori
? ha lo scopo di realizzare applicazioni software per 
automatizzare il lavoro di ufficio legato al mondo 
giuridico
? un tribunale, uno studio legale, uno studio notarile, etc.
13
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Seconda  classificazione 
secondo i criteri tecnologici (1/3)
? Modello centralizzato anni ’50 -’70
? mainframe
? terminali “stupidi” collegati 
mediante rete dedicata ad un 
elaboratore centrale di grandi 
dimensioni
? grande potenza di calcolo
? dipendenza dal calcolatore 
centrale che detiene il controllo
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Seconda  classificazione 
secondo i criteri tecnologici (2/3)
? PC e CD-ROM - modello 
individuale – ’80
? computer con limitate risorse
? capacità di esecuzione 
autonoma
? grande potere di penetrazione 
nel tessuto sociale
? grande leva per il cambiamento 
tecnologico
? CD-ROM giuridici
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Seconda  classificazione 
secondo i criteri tecnologici (3/3)
? Reti distribuite - modello integrato – ’90 
? computer locali possono collegarsi in remoto a 
potenti calcolatori per demandare a loro compiti più 
gravosi e svolgere i compiti più “leggeri” in locale
? modello client/server
? modello di reti distribuite 
? Internet - ipertesto
28
Gli anni ’90
? World Wide Web crea nuovi diritti e nuovi
comportamenti:
? Il diritto di Internet
? Documentazione giuridica nella rete
? Comunicazione giuridica nella rete
? Gli studi legali e notarili in rete
? Conciliazione e transazione in rete
? E-government - la Pubblica Amministrazione in rete
? E-Governance
? E-democracy & e-Participation - Democrazia
elettronica
? E-commerce
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Gli anni 2000
? Integrazione e standardizzazione della documentazione
giuridica in rete: sentenze, atti, legislazione, dottrina, 
documenti amministrativi
? Ontologie giuridiche e semantic web per favorire
l’interoperabilità
? Applicazioni della firma digitale
? Misure di sicurezza & computer forensics
? Sistemi avanzati per l’aiuto alla decisione giuridica: 
sistemi esperti, agenti intelligenti
? Sistemi informativi distribuiti avanzati e virtuali: 
eJustice, eCourt, ADR on-line, consulenza on-line, 
ePromulgation
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Analisi critica alla divisione classica
? La suddivisione classica dell’Informatica del diritto in 
quattro aree trova il suo momento di critica e di 
ripensamento nell’era della società dell’informazione. 
? Internet e il Web fondono insieme tutte le anime con una 
visione orientata all’applicazione e la risoluzione di 
problemi specifici (problem solving) piuttosto che all’uso 
di una o l’altra tecnologia.
? L’integrazione mediante portali di tutti gli strati applicativi 
consente di far cadere le barriere divisorie fra 
informatica giuridica documentaria, meta-documentaria, 
gestionale, previsionale.
? Si parlerà quindi più facilmente di una divisione tematica: 
legislativa, giudiziaria, amministrativa, per gli studi legali.
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Conclusioni
Solo a partire dalla conoscenza di alcuni fondamentali aspetti delle 
tecnologie informatiche è possibile capire il funzionamento della 
società dell’informazione e in particolare, il modo in cui le attività 
giuridiche si svolgono in tale società.
Inoltre, e in modo ancor più importante, solo a partire dalla 
conoscenza di tali tecnologie è possibile capire quali sono le 
possibilità che ineriscono alla società dell’informazione, sia quelle 
negative (i rischi) sia quelle positive (le opportunità).
Non solo l’essere, ma il poter essere della nostra società dipendono 
dunque dalle tecnologie dell’informazione. 
Inoltre le tecnologie dell’informatica concorrono a determinare la 
normatività della società dell’informazione, il suo dover essere.
(Giovanni Sartor)
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Possibilità informatiche: 
dal poter essere al dover essere
? poter essere –
immaginare nuovi 
scenari possibili 
giuridicamente 
corretti e 
tecnologicamente 
realizzabili 
– de Jure
condendo
? dover essere –
regolamentare il 
passaggio alla 
norma vigente 
– de Jure condito
(Vol 1, cap.1 del Sartor)
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Possibilità informatica e applicazioni 
dell’informatica del diritto 
? Solo chi conosce i principali istituti giuridici potrà progettare:
? sistemi informatici rispondenti alle reali esigenze della società civile 
minimizzando motivi di contenzioso e ingiustizia sociale
? creare reale innovazione significa immergersi nel framework normativo
(Vol 1, cap.1 del Sartor)
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Materiali di riferimento e Domande possibili
? Capitolo 1, Sartor, Vol.1
? Quali funzioni svolge l’informatica del diritto nel giurista 
contemporaneo?
? Quale funzione svolge il diritto dell’informatica nella società in 
cambiamento?
? Cosa significa che il diritto dell’informatica agisce con modalità 
ex-ante ed ex-post?
? Cosa significa che l’informatica giuridica agisce creando il poter 
essere per trasformarsi poi in un dover essere?
? Quali sono gli effetti delle tecnologie sul diritto e viceversa del 
diritto sull’uso delle tecnologie?
? Sapresti definire la divisione classica dell’informatica del diritto?
? Come muta l’informatica del diritto dalla sua nascita fino alla 
società dell’informazione/conoscenza?
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La società dell’informazione e 
della conoscenza
Lezione n. 2
2
Obiettivo della lezione
? Definire sistema informativo ed informatico
? Definire la relazione fra azienda (in senso lato ossia 
non solamente rivolta ad un processo produttivo) e 
sistema informativo/informatico
? Definire le funzioni del sistema informativo/informatico
? Definire le relazioni fra ruoli aziendali e livelli del 
sistema informativo
? Livelli concettuale, logico, fisico: compiti e formalismi 
diversi
? Framework di Zachman
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Società Industriale e Società dell’Informazione
Società Industriale
? Produzione di beni utilizzando grandi quantità di materie prime 
? Produzione di massa dei beni grazie alla standardizzazione 
? Sistemi di lavoro basati su compiti ripetitivi 
? Separazione netta tra prodotto e servizio
Società dell’Informazione
? Sviluppo autosostenibile (risparmio di materie prime)
? Dematerializzazione del prodotto 
? Virtualizzazione del servizio 
? Virtualizzazione del posto di lavoro 
? Personalizzazione di massa 
? Lavoro altamente specializzato ma vario e gratificante
? Globalizzazione, comunicazione, connessione
Terminologia: TIC – Tecnologie dell’Informazione e della Comunicazione; ICT – Information 
and Communication Technology; IT – Information Technology
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Società della conoscenza
? Dalla società dell’informazione alla società della conoscenza
? L’informazione come mattone della società non è più 
sufficiente
? conoscenza = informazione + esperienza + capacità di 
utilizzarla nel contesto appropriato
? La conoscenza è l’utilizzo dell’informazione vincente nel 
momento giusto e per il problema giusto
? Elemento fondamentale nella società della conoscenza è 
rappresentare non solo l’informazione ma anche l’esperienza 
dell’individuo o della rete di individui (social networking)
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Il sistema azienda 
? Per azienda intenderemo ogni sistema o ente che si 
organizza con procedure, mezzi e regole per perseguire 
i suoi obiettivi
? Ogni azienda può essere schematizzata in almeno 5 
macro-processi - catena di Porter-Miller
? I processi sono l’insieme dei passi, dei dati e delle regole 
che portano al raggiungimento di un obiettivo
? Es. processo di compra-vendita
Gestione 
materie 
prime
Trasform
azione
Marketing &
Vendite
Distribuzione Post-
vendita
Catena del valore di Porter-Miller
6
Livelli decisionali aziendali
Livello 
strategico
Livello tattico
Livello operativo
Realizzarlo
Come farlo 
Cosa fare
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Il sistema informativo 
? Il sistema informativo sostiene il raggiungimento degli 
obiettivi dell’azienda nella società dell’informazione ed è 
il circuito di relazioni tali da regolare il flusso di 
informazioni/conoscenza
? Sistema informativo: l’insieme di persone, norme e 
regole, dispositivi tecnologici, processi aziendali che 
permettono all’azienda di disporre delle informazioni 
giuste al momento giusto. 
? Questo significa poter:
? creare informazione/conoscenza
? raccogliere informazione/conoscenza
? elaborare informazione/conoscenza
? fornire informazione/conoscenza
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Esempi di sistemi informativi
? Sistemi di supporto alla produzione industriale (es. CAD, CAM)
? Sistemi di supporto alla gestione aziendale (es. Personale, 
Contabilità, Controllo di Gestione - ERP)
? Sistemi bancari (es. Sportello, Conti Correnti, Borsa Titoli)
? Sistemi per la PAC - Pubblica Amministrazione Centrale (es. 
Contabilità di Stato, Finanza, Pubblica Istruzione, Beni Culturali)
? Sistemi per la PAL - Pubblica Amministrazione Locale (Anagrafe, 
Stato Civile, Tributi)
? Sistemi per la Sanità (es. SIO, SIA, CUP, Pronto Soccorso, 
Diagnostica per immagini)
? Sistemi per l’e-Commerce (Catalogo elettronico, Carrello della 
spesa, pagamenti)
? Sistemi di pianificazione, consuntivazione, controllo (es. MIS, DSS, 
DataWarehouse, cruscotti direzionali, Business Intelligence)
? DRM – digital right management system
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I collocazione dei sistemi informativi/
informatici in azienda
Livello 
strategico
Livello tattico
Livello operativo
ERP, MRP, 
CIM, CRM
KMS, OLAP, DW, 
Data mining
DSS, SEM, BI
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Dimensioni dei sistemi informativi
? I sistemi informativi quindi sono:
? Organizzazione
? Norme esterne
? Tecnologia
? Management 
? Norme interne
? Governance
? Difficilmente la tecnologia da sola 
crea innovazione e progresso
ORGANIZATIONS TECHNOLOGY
MANAGEMENT
INFORMATION 
SYSTEMS
611da Laudon, Management Information Systems 8/e. Prentice Hall, 2004
Funzione dei sistemi informativi: sostenere gli obiettivi
interni e rispondere alle sollecitazioni esterne
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Sistema informatico
? Sistema informatico: la parte del sistema informativo 
gestita tramite supporti informatici 
? Negli anni ’70-’80 il sistema informatico determinava 
cosa l’azienda era in grado di automatizzare orientando 
anche la fattibilità degli obiettivi (technological driven)
? Ora il sistema informatico è al servizio degli obiettivi 
dell’azienda e non il contrario (functional driven)
? Possono esistere sistemi informativi senza sistemi 
informatici, non è dato nella nostra epoca che esistano 
sistemi informatici senza sistemi informativi altrimenti si 
scivola nella tecnocrazia (governo mediante le 
tecnologie)
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Sistemi informativi e informatici
? Sistemi informativi = 
informazioni+processi+comunicazione+persone
? Sistemi informatici = 
informazioni+hardware+software
? Il sistema informatico è la parte automatizzata del 
sistema informativo 
Sistema informativo
Sistema 
informatico
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Sistema informatico
? Ciclo di vita di un Sistema Informativo
? Fattibilità tecnico-economica 
? Analisi
? Progettazione 
? Realizzazione o implementazione: make vs. buy
? Collaudo 
? Manutenzione: fase continua caratterizzata da interventi 
(sul software) per:
? rimuovere eventuali anomalie
? adeguare il software alla mutata normativa o alle 
tecnologie più avanzate
? migliorare le prestazioni del software: aggiungere nuove 
funzionalità o migliorare quelle esistenti
? Utilizzo: fase continua che costituisce lo scopo finale della 
implementazione dei Sistemi Informativi
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Framework di Jonh Zachman (1/4)
? J. Zachman era un informatico dell’IBM dagli anni ’60 
agli anni ‘90, ora CEO di una propria impresa 
? Crea il Framework di Zachman per rappresentare l’intera 
azienda in rapporto con i sistemi informativi ed 
informatici
? La forza di questo schema è che tratta l’azienda nella 
sua interezza, indipendentemente dalla natura delle 
scelte tecnologiche, dipendente invece dalle prospettive 
degli attori e dei ruoli che le persone ricoprono in 
azienda
? Il suo schema è uno standard internazionale, uno 
strumento potente di formalizzazione e di metodologia
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Framework di Jonh Zachman (2/4)
? Zachman intuisce che occorre dare un nuovo paradigma 
per regolare i rapporti fra sistema informativo, sistema 
informatico, ruoli decisionali aziendali e formalismi 
utilizzati da ciascun ruolo
? Costruisce uno schema che rappresenta la visione del 
sistema informativo e informatico in relazione ai ruoli 
aziendali
? Colonne - dati, processi e infrastrutture di rete 
(cosa, come, dove)
? Righe: ruoli degli attori - decisore, responsabile, 
progettista, costruttore, realizzatore e utilizzatore 
finale
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Framework di Jonh Zachman (3/4)
? Zachman suggerisce inoltre una lettura dell’azienda a 
livelli: concettuale, logico, fisico
? Ogni livello risponde a diverse esigenze organizzative e 
instaura relazioni differenziate con il sistema 
informativo/informatico e con gli attori
? Livello concettuale – top management – risponde alla 
domanda COSA FARE
? Livello logico – middle management – risponde alla 
domanda COME FARE
? Livello fisico – operativo – esegue le specifiche utilizzando 
le migliori tecniche, risorse, mezzi a disposizione
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Visione nel modello di Zachman dei 
sistemi informativi
Livello 
concettuale
Livello logico
Livello fisico
Fisico
Definire i dati, i processi, le funzioni in 
modo dettagliato e ancorato ad una 
particolare tecnica o strumento fisico. 
Quali strumenti uso.
Logico
Definire i dati, i processi, le funzioni 
finalizzati alla risoluzione di un 
problema specifico e orientati alla 
soluzione senza però ancora entrare 
nei dettagli tecnici. Come risolvo il 
problema.
Concettuale
Rappresentare i dati, i processi e le 
funzioni in modo semantico ossia 
astraendo dalla soluzione tecnologica, 
preferendo la rappresentazione della 
realtà nella sua essenza. Risponde 
alla domanda: cosa ho davanti, cosa 
rappresento.
10
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Componenti dei sistemi informativi
? Possiamo quindi vedere i tre più importanti pilastri dei sistemi
informativi sotto tre diversi profili: concettuale, logico, fisico.
? Dati - What
? Livello concettuale: analisi delle entità e delle relazioni
? Livello logico: loro rappresentazione tabellare
? Livello fisico: costruzione di una struttura data base
? Processi aziendali - How
? Livello concettuale: decomposizione in casi d’uso e flusso dei dati 
(UML)
? Livello logico: struttura delle classi e metodi, 
? Livello fisico: programmazione e codifica delle classi 
? Reti di comunicazione/Infrastrutture - Where
? Struttura di comunicazione e organizzativa
? Scelta del modello di rete
? Implementazione della rete
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(da http://www.zifa.com/)
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Framework di John Zachman (4/4)
? Ogni riga indica il punto di vista di un certo attore 
(perception, view) il quale ricopre un certo ruolo
? Ogni colonna è la risorsa che deve esaminare
? Nel centro dell’incrocio lo strumento formale con cui 
l’attore deve affrontare la modellazione del problema 
relativamente alla corrispondente risorsa
? Un attore che deve modellare i dati dal punto di vista 
logico userà il modello entità-relazione 
? Mentre un programmatore che deve realizzare il 
database (livello fisico) userà il linguaggio di 
programmazione per gestire le tabelle del database
22
Attori e risultato atteso rispetto al ruolo
Attore Prodotto ICT 
Visione del 
decisore  
Obiettivi e scopi  
Visione del 
responsabile 
Modello concettuale del sistema 
aziendale  
Visione del 
progettista 
Modello logico  
Visione del 
costruttore 
Modello fisico  
Visione del 
realizzatore  
Progettazione dei componenti e 
dei moduli  
Visione 
dell’utilizzatore 
Sistema informatico 
 
12
23
(da http://www.zifa.com/)
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Estensioni recenti
? Con il passaggio verso l’era della 
conoscenza si sono aggiunte nuove colonne 
per la gestione del capitale umano, fonte 
primaria della creazione, elaborazione della 
conoscenza:
? Persone - who
? Tempo - when
? Motivazione - why
13
e.g. DATA
ENTERPRISE ARCHITECTURE - A FRAMEWORK
Builder
SCOPE
(CONTEXTUAL)
MODEL
(CONCEPTUAL)
ENTERPRISE
Designer
SYSTEM
MODEL
(LOGICAL)
TECHNOLOGY
MODEL
(PHYSICAL)
DETAILED
REPRESEN-
  TATIONS
(OUT-OF-
    CONTEXT)
Sub-
Contractor
FUNCTIONING
ENTERPRISE
DATA FUNCTION NETWORK
e.g. Data Definition
Ent = Field
Reln = Address
e.g. Physical Data Model
Ent = Segment/Table/etc.
Reln = Pointer/Key/etc.
e.g. Logical Data Model
Ent = Data Entity
Reln = Data Relationship
e.g. Semantic Model
Ent = Business Entity
Reln = Business Relationship
List of Things Important
to the Business
ENTITY = Class of
Business Thing
List of Processes the
Business Performs
Function = Class of
Business Process
e.g. "Application Architecture"
I/O  = User Views
Proc .= Application Function
e.g. "System Design"
I/O = Screen/Device Formats
Proc.= Computer Function
e.g. "Program"
I/O = Control Block
Proc.= Language Stmt
e.g. FUNCTION
e.g. Business Process Model
Proc. = Business Process
I/O = Business Resources
List of Locations in which
 the Business Operates
Node = Major  Business
Location
e.g.  Logistics Network
Node = Business Location
Link = Business Linkage
e.g.  "Distributed System
Node = I/S Function
(Processor, Storage, etc)
Link = Line Characteristics
e.g. "System Architecture"
Node = Hardware/System
Software
Link = Line Specifications
e.g.  "Network Architecture"
Node = Addresses
Link = Protocols
e.g. NETWORK
Architecture"
Planner
Owner
Builder
ENTERPRISE
MODEL
(CONCEPTUAL) 
Designer
SYSTEM
MODEL
(LOGICAL)  
TECHNOLOGY
CONSTRAINED
MODEL
(PHYSICAL)
DETAILED
REPRESEN- 
TATIONS 
(OUT-OF   
CONTEXT) 
Sub-
Contractor
FUNCTIONING
MOTIVATIONTIMEPEOPLE
e.g. Rule Specification
End = Sub-condition
Means = Step
e.g. Rule Design
End = Condition
Means = Action
e.g., Business Rule Model
End = Structural Assertion
Means =Action Assertion
End = Business Objective
Means = Business Strategy
List of Business Goals/Strat
Ends/Means=Major Bus. Goal/
Critical Success Factor
List of Events Significant
Time = Major Business Event
e.g. Processing Structure
Cycle = Processing Cycle
Time = System Event      
e.g. Control Structure
Cycle = Component Cycle
Time = Execute
e.g.  Timing Definition
Cycle = Machine Cycle
Time = Interrupt
e.g. SCHEDULE
e.g. Master Schedule
Time = Business Event
Cycle = Business Cycle
List of Organizations
People = Major Organizations
e.g.  Work Flow Model
People = Organization Unit
Work = Work Product
e.g. Human Interface 
People = Role
Work = Deliverable
e.g. Presentation Architecture
People = User
Work = Screen Format
e.g.  Security Architecture
People = Identity
Work = Job
e.g. ORGANIZATION
Planner
Owner
to the BusinessImportant to the Business
What How Where Who When Why
SCOPE
(CONTEXTUAL)
Architecture
e.g. STRATEGY ENTERPRISE
e.g. Business Plan
TM
(da http://www.zifa.com/)
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Esempio concreto di uso del framework
Problema: Processo Civile
Ufficio Legale
Tribunale
Difesa
Accusa
Atti, memorie
Sentenza
Avvocati
Tribunale/Minist
ero
GiudizioFascicoliGiudice
Ufficio LegaleRimborso del 
danno
SentenzaParti
TribunaleCredibilitàTestimonianzeTecnici
Rete della 
giustizia
Efficienza
Efficacia
Processi come 
atti di giustizia
Ministero
CollettivitàGarantire il 
giusto processo 
e l’ordine 
sociale
Il sistema 
giustizia
Società 
Rete - DoveFunzioni - ComeDati - CosaRuolo/Attore
14
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Materiali di riferimento e Domande possibili
? Quale è la funzione del sistema informativo in un ente
azienda?
? Che differenza c’è fra sistema informatico e sistema 
informativo?
? Cosa si intende per livello concettuale, logico e fisico 
nei sistemi informativi?
? Cosa rappresenta il framework di Zachman?
? Cosa significa che ogni attore usa un formalismo 
adeguato al suo ruolo per rappresentare le esigenze?
? Cosa rappresentano le colonne e le righe nel 
framework di Zachman?
1Software, Algoritmi e 
Programmi
Lezione n. 3
Obiettivi
? 3.1 Definizione di Software
? 3.2 Definizione di algoritmo, sue proprietà e 
formalismi
? 3.3 Metodo top-down, e programmazione 
strutturata
? 3.4 Definizione di programma e il processo di 
programmazione
? 3.5 Complessità degli algoritmi
2Software 
parte n. 3.1
Metodo del problem solving e 
sviluppo del software
? Il problem solving è l’insieme di metodi formali per 
definire e risolvere un problema
? E’ un metodo usata dall’uomo per risolvere tutti i tipi di 
problemi (economici, statistici, giuridici, etc.)
? Tecnica usata anche per sviluppare software
? Esempio di problem solving
? Problema - Prelevare contanti in banca
? Analisi - si possono prelevare contanti in diversi 
modi:bancomat, mediante assegno, chiedendo un prestito, 
fare una rapina, etc.
? Soluzioni - si decide per il bancomat, si descrivono i passi 
operativi e le istruzioni che attivano il bancomat
? Elaborazione - esecuzione delle operazioni
? Risultati - i contanti
3Sviluppare software
? Sviluppare software per un calcolatore, ossia per un 
esecutore-automa, e’ un’attivita’ di “risoluzione di 
problemi” secondo il metodo del problem solving
? Essa è divisa in fasi:
Fasi di risoluzione di un problema con il calcolatore:
1. Analizzare il problema da risolvere
2. Avere l’idea risolutiva
3. Scrivere l’algoritmo formalizzandolo
4. Implementare l’algoritmo in un programma di alto livello
5. Tradurlo in linugaggio macchina
6. Verificare la correttezza del programma
7. Documentare, mantenere e aggiornare il programma
Creazione di un software: 
dal problema ai risultati (1/2)
problema
ANALISI
algoritmo 
FORMALIZZAZIONE
specificazioni
PROGRAMMAZIONE
programma
1. Comprendere il problema
2. Comprendere le soluzioni –
idea risolutrice
4. Algoritmo tradotto in un 
linguaggio di alto livello
3. Formalizzazione 
dell’algoritmo
4Creazione di un software: 
dal problema ai risultati (2/2)
programma  
TRADUZIONE
eseguibile 
ESECUZIONE
risultati
5. Traduzione in linguaggio 
macchina
6. Valutazione dei 
risultati
4. Algoritmo tradotto in un 
linguaggio di alto livello
MANUTENZIONE 7. Manutenere il 
software
Un esecutore particolare: il calcolatore
? Se per un esecutore umano le fasi di formalizzazione, 
programmazione, traduzione in azioni (fasi n.3,4,5) 
avvengono con una elaborazione cognitiva 
? Per il calcolatore occorrono tre fasi intermedie poiché 
non è dotato di cognizione autonoma:
? Formalizzazione dell’algoritmo secondo un metodo 
non ambiguo
? Programmazione ad alto livello comprensibile al 
calcolatore
? Traduzione in linguaggio comprensibile al calcolatore 
ossia in linguaggio macchina 
5Programma & Software, Testi & Ordini
? Anche la fase di l’esecuzione del 
programma necessita di alcune 
riflessioni
? Prima del calcolatore il testo era scritto 
dall’uomo per l’uomo 
? Le operazioni eseguite dall’uomo o da 
macchine prive di capacità 
computazionale universale
? Con l’avvento del calcolatore:
? i programmi sono testi con una 
particolare proprietà ossia capaci di 
impartire ordini al calcolatore
? testi creati dall’uomo che rendono il 
calcolatore capace di elaborazioni 
autonome, astratte, generali rispetto 
ad una classe di problemi
Software – definizione informatica
? “Istruzioni che eseguite da un computer svolgono una 
funzione prestabilita con prestazioni prestabilite -
(programma di alto livello ed eseguibile)
? strutture dati mediante le quali i programmi trattano 
adeguatamente le informazioni - (schemi logici e fisici dei 
dati)
? documenti che descrivono le operazioni e l’uso dei 
programmi - (documentazione tecnica e manuale utente)”
(R.S. Pressman,Principi di Ingegneria del software, McGraw-Hill 2000)
6Software: definizione per livelli
Il Software usando il Framework di 
Zachman
Linguaggio alto 
livello,
linguaggio 
macchina,
esecuzione
Livello fisico
Formalizzazione/
documentazione
Livello logico
AlgoritmoLivello 
concettuale
A=hxb/2
var A int
var h, b int
A= hxb/2
print A
1000101
0010011
111100
100011
7Software: la definizione
? Software: insieme di programmi scritti in qualche 
linguaggio di programmazione eseguibili dal 
computer (tutelato con il diritto d’autore anche 
se..)
? software ≠ algoritmo
? software ≠ programma
? algoritmo ≠ programma
? software = algoritmo + programmi & 
documentazione + file fisici eseguibili + l’azione 
di esecuzione
Hardware e firmware: definizioni
? Hardware: parte fisica del computer costituita da parti 
elettroniche e meccaniche (tutelato con il brevetto)
? Firmware: insieme di microprogrammi registrati sulle 
memorie permanenti dei dispositivi elettronici, 
solitamente introdotti dal costruttore e cablati 
nell’hardware (tutelato con il brevetto)
8Strati del software
Utente
Programmi applicativi
Linguaggi e ambienti di 
programmazione
Sistema operativo
Firmware
HARDWARE
Tipologia del software
? Software di base
? software al servizio di altri software 
? esempio il sistema operativo: 
? insieme di programmi che governano le funzioni e 
le risorse primarie del calcolatore
? esecuzione di programmi
? operazioni di ingresso/uscita
? gestione di file
? protezione
? rilevazione errori
? Software applicativo: dedicato ad uno scopo applicativo 
9Tipologie di software
? software real-time  - software dedicato alla sorveglianza, 
all’analisi e all’elaborazione di eventi esterni (rilevamento di
temperature di una piastra di acciaio durante la lavorazione, 
pilota automatico, sala operatoria)
? software gestionale - elaborazione dei dati e dei processi 
aziendali - 70%-80%
? software scientifico - astronomia, calcolo parallelo, etc.
? software di Intelligenza Artificiale - sistemi esperti, reti neurali, 
dimostratori di teoremi, alcuni sono dotati di autonomia, reattività 
e pro-attività (es. agenti intelligenti)
? software embedded - programmi residenti in prodotti industriali 
(lavatrici, forno, termostati ambientali, etc.)
? software per PC - applicativi di office-automation (fogli elettronici, 
elaboratori di testi, etc.)
? software basato su Internet - B2B, B2C, portali, etc. spesso 
erogato mediante servizi e non prodotti
Categorie di software
? Software Generici
? prodotti software standardizzati venduti sul mercato
? le specifiche vengono dettate dal mercato e dal 
produttore stesso
? Software Dedicati o ad hoc
? progetti ad hoc creati per un determinato cliente
? le specifiche vengono dettate dal cliente
? Modello di business diverso
? Prodotto (generici) vs. Progetto (ad hoc)
? Licenza (generici) vs. Contratto ad oggetto informatico 
(ad hoc)
? Metafora del prodotto industriale vs. quello artigianale
10
Obblighi per la PA in materia di 
sviluppo software 
? Per la PA vi sono norme che OBBLIGANO le 
amministrazioni a richiedere ed ottenere la titolarità dei 
software “ad hoc” 
? ex Art. 5,  Direttiva del 19 dicembre 2003 “Sviluppo ed 
utilizzazione dei programmi informatici da parte delle 
pubbliche amministrazioni” (Gazzetta Ufficiale n. 31 del 7-
2-2004)
? e a rilasciare in “uso gratuito” tale software alle altre PA 
(ex Art. 69, D.lgs. 82/2005 – CAD – Codice 
dell’Amministrazione Digitale)
Possibile scenario
PA1Fornitore Prodotto α PA2
PA3
Prodotto α
Prodotto β
Prodotto α ≠ Prodotto β
licenza a titolo gratuitoCessione della titolarità
Codice sorgente
Codice oggetto
Documentazione
Possibilità di adattamento
Codice sorgente
Codice oggetto
Documentazione
Titolarità
Prodotto δ
Adattamento
11
Il riuso e la crisi 
del modello di business (1/2)
? Il riuso del software nella PA è stato introdotto per:
? razionalizzare la spesa pubblica in tema di 
servizi informatici
? incentivare il riuso piuttosto che duplicare gli 
acquisti
? rendere autonome le PA di poter modificare, 
integrare, aggiornare i software senza un legame 
vincolante con il fornitore
Il riuso e la crisi 
del modello di business (2/2)
? Il riuso accompagnato al fenomeno dell’open source ha 
fortemente modificato l’industria del software che da un 
modello basato principalmente sulla licenza d’uso a 
pagamento (es. Microsoft) è passata a due nuovi modelli 
di business:
? open source – basato principalmente sulla vendita di 
personalizzazioni e di giornate uomo di assistenza
? servizi ASP – application service provided vendita di 
servizi via rete 
(es. GoogleDocs, hosting di software, etc.)
? Sulla base di questi due nuovi modelli di business sono 
nati nuovi strumenti giuridici di tutela del software
? GPL e LGPL – licenze dell’open source
? Contratti/Appalti di servizi  ASP
12
Materiali di riferimento e Domande 
possibili
? Capitolo 3 del Sartor
? Definizione di software, hardware e firmware
? Tipi di software e tipi di modelli di business 
? Relazione fra software, algoritmo e programma
? Il problem solving e il software
? Le fasi di produzione di un software
? Il riuso e il software ad hoc nella normativa italiana (CAD e 
circolare Stanca)
? Nuovi modelli di business: open source a ASP
Algoritmo 
parte n. 3.2
13
Informatica – definizione dell’ACM
? Come si è visto l’algoritmo è una delle tante fasi della 
creazione del software e rappresenta la fase concettuale
? La fase dedicata alla formalizzazione delle soluzioni in 
informatica si realizza nella creazione di algoritmi
? Del resto la definizione data dall’ACM dell’informatica è:
“L’Informatica è lo studio sistematico degli algoritmi che 
descrivono e trasformano l’informazione: la loro teoria, 
analisi, progetto, efficienza, realizzazione e applicazione.” 
(ACM - Association for Computing Machinery)
Algoritmo - definizione intuitiva
Elenco preciso di operazioni, comprensibile da un 
esecutore, che definisce una sequenza finita di passi i 
quali risolvono ogni problema di un dato tipo (classe di 
problemi).
Esempio: operazioni necessarie per compiere una 
telefonata, per prelevare denaro dal bancomat, per 
iscriversi ad un esame, etc.
14
Origini dell’algoritmo
? Il concetto di algoritmo è antico e non è 
strettamente legato al calcolatore: 
l’esecutore può essere diverso
? Sono stati ritrovati algoritmi in tavolette 
antiche in Mesopotamia risalenti al 
1800-1600 a.c.
? Il termine algoritmo è la latinizzazione 
dal nome di un matematico persiano –
Al-Khuwarizmi – vissuto nel nono 
secolo d.c. (Algoritmi de numero 
Indorum – versione latina, trattato 
sull’algebra dei numeri arabo-indiani)
Esempio – prelevo contanti dal 
bancomat, macro operazioni
1. Inserimento della tessera nell’apposito macchinario
2. Inserimento del codice segreto
3. Scegli importo
4 Scelta operazione
4.1 Se l’operazione è possibile allora esegui 
l’operazione
Altrimenti
4.2 Visualizza messaggio di errore
5. Conclusione
6. Prelievo tessera
7. Prelievo contanti
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Algoritmo - definizione rigorosa
Sequenza ordinata finita di passi, ripetibili e non 
ambigui, che se eseguita con determinati dati in 
ingresso (input) produce in uscita(output) dei 
risultati ovvero la soluzione di una classe di 
problemi
dati risultatialgoritmo
Soluzione ad una classe di problemi
Proprietà di un algoritmo
? Finitezza - deve portare alla soluzione in un 
numero finito di passi
? Generalità - per classi di problemi
? Ripetitività - con gli stessi dati deve fornire gli 
stessi risultati
? Determinismo o Non ambiguità – non dipende 
dall’esecutore, ossia le azioni sono non ambigue 
e se eseguite con gli stessi dati da persone 
diverse si ottengono sempre gli stessi risultati
16
Una ricetta non è un algoritmo
? di solito fra gli ingredienti vi sono espressioni 
ambigue come “un pizzico di sale” o “quanto 
basta” quindi lasciati alla soggettività 
? la descrizione delle azioni non sono rigorose e 
necessitano interpretazioni “temperare il 
coccolato” o “fare un impasto base per torte” 
– violazione del principio di determinismo
? non è vero che ripetendo gli stessi passi si 
ottengono gli stessi risultati 
– violazione del principio di ripetitività
Dati soggettivi +istruzioni+esecutore = risultati
? Un algoritmo si suppone sempre che comunichi con 
l’ambiente acquisendo dati (dati soggettivi) e restituendo 
risultati
? L’algoritmo è composto da istruzioni che operano su dati 
prodotti dall’algoritmo stesso o acquisiti dall’esterno
? L’algoritmo deve essere eseguito da un esecutore
(calcolatrice, uomo, meccanismo, ingranaggio meccanico, 
etc. non necessariamente dal computer)
? Occorre quindi descrivere le istruzioni utilizzando un 
linguaggio preciso e generale comprensibile all’esecutore
dati? istruzione?esecutore?risultati
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Istruzioni = azioni+dati oggettivi
? Le istruzioni sono composte da due parti:
? azione - descrizione delle operazioni
? dati - descrizione degli oggetti manipolati dalle 
operazioni (dati oggettivi)
? esempio
? Inserisci [azione] la tessera [dato] 
? digitare [azione] codice segreto [dato]
? selezionare [azione] importo [dato]
? vi sono istruzioni zerarie, unarie, binarie, ternarie
? start
? inizializza A
? metti A in B
? somma A e B in C
Rappresentazione logica degli algoritmi: 
due tecniche
? pseudocodifica (o pseudocodice)
? professionale
? verbi di ”esecuzione” (effetto osservabile)
? condizioni
? iterazioni
? diagramma a blocchi 
? utile a scopi dimostrativi
? indica un flusso di istruzioni ovvero la sequenza dei passi 
da eseguire
? basato su simboli grafici
? ogni simbolo corrisponde a un costrutto
? le due modalità sono semanticamente equivalenti
18
Pseudocodifica
? Descrive l’algoritmo con il linguaggio 
naturale semplificato al fine di togliere le 
ambiguità
? La descrizione mediante la pseudocodifica
si suddivide in due parti:
? dichiarazione delle variabili
? dichiarazione delle azioni 
Pseudocodifica - esempio
Inizio
Inizializza MAX a 0
Inizializza N1 a 0
Leggi N1
Finché N1 != 999
Se N1 > MAX allora
Assegna N1 a MAX
Leggi N1
Stampa MAX
Fine
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I diagrammi a blocchi – (1/6)
? la diagrammazione a blocchi o flow chart è un 
metodo per rappresentare l’algoritmo in modo 
grafico sintetico e preciso 
? un diagramma a blocchi indica un flusso di 
istruzioni ovvero la sequenza dei passi da 
eseguire
? è basato su simboli grafici
? ogni simbolo corrisponde ad un preciso costrutto 
o insieme di istruzioni
I diagrammi a blocchi – (2/6)
? Un diagramma a blocchi è un insieme di blocchi
elementari costituito sempre dalle seguenti parti:
? blocco di inizio
? blocco di fine
? numero finito di blocchi di lettura/scrittura o di 
blocchi operativi
? numero finito di blocchi di controllo
(opzionale)
20
I diagrammi a blocchi – (3/6)
Istruzioni di inizio e di fine
inizio
fine
Rappresenta il flusso (l'ordine) del 
diagramma
I diagrammi a blocchi – (4/6)
istruzione operativa (effettiva)
Rappresenta una elaborazione
Esempi:
calcola archivia
21
I diagrammi a blocchi – (5/6)
istruzioni di controllo
condizione
vero falso
I diagrammi a blocchi – (6/6)
istruzione di input/output
Rappresenta un'operazione di 
input/output. Esempi:
scrivi leggi
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Esempio: conversione miglia-chilometri
Algoritmo
1.Inizio
2.Leggi miglia
3. Km=miglia*1.609
4. Scrivi km
5. Fine
inizio
Leggi miglia
km=miglia*1.609
scrivi km
fine
Diagramma a blocchi
Ordinamento emendamenti
Ho ancora emendamenti ?
no
Votazione
Inserire nella lista
degli approvati
sì
Start
Fine
Es. Votazione emendamenti alla Camera
Approvato?
Inserire nella lista
dei rigettati
Passa all’emendamento
successivo
sìno
Inserimento emendamenti
Stampa lista
emendamenti
approvati
Stampa lista
emendamenti
rigettati
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Spiegazione esempio
? Vi sono istruzioni di input/ouput: inserimento 
emendamenti e stampa liste
? Vi sono istruzioni operative: ordinamento, votazione, 
inserimento nella lista, etc.
? Vi è un blocco di istruzioni ripetuto finché non si 
esauriscono gli emendamenti (ciclo)
? Vi è un confronto (if): emendamento approvato o no
? Vi è una solo inizio e una sola fine
Art. 75 Cost. Referendum abrogativo
? 1. Proposta a cura di 5 regioni o da parte di 500.000 
cittadini
? 2. Proposta ammissibile valutata della Corte 
Costituzionale
? 2.1 allora si fissa la data di votazione
? 2.2 altrimenti decade la proposta
? 3. Se si vota
? 3.1 si raggiunge il quorum
? 3.1.1 vincono i sì, allora si abroga la legge
? 3.1.2 vincono i no, allora non si abroga la legge
? 3.2 non si è raggiunto il quorum
? 4. Fine
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Ammissibile alla valutazione?
no
Votazione
sì
Start
Fine
Es. Referendum abrogativo
Quorum?
Abrogazione
Legge
sìno
Proposta referendum
Firme insufficienti o
non ammissibile
Decade la proposta
Esito?
noQuorum 
insufficiente
Esito
negativo
Tipi di istruzioni 
parte n. 3.3
25
Tipi di istruzioni
? La sequenza
? Istruzione di selezione
? Istruzioni di ciclo
? Istruzioni di salto
La sequenza
? Le istruzioni si susseguono rispetto ad un ordine 
e vengono eseguite nella sequenza indicata
? {<S1>; <S2>;  … <Sn>}
26
La sequenza
inizio
fine
S1
S2
Sn
…...
La selezione
? If (<condizione>) 
{
<S1>…..
<Sn>
}
? Se la  “condizione” è vera allora vengono
eseguite l’istruzioni del blocco
? Se la “condizione” e’ falsa, allora il blocco non 
viene eseguito
BLOCCO
27
La selezione
inizio
fine
condizione
A
verofalso
La selezione con alternativa
? If (<condizione>)
then
{
<blocco1>
} 
else
{
<blocco2>
}
? Se la condizione è vera allora viene eseguito il blocco1 
? altrimenti il blocco2
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La selezione con alternativa
inizio
fine
condizione
A
verofalso
B
La ripetizione (while)
While (<condizione>)
do
{
<blocco>
}
? il blocco viene ripetuto finché la condizione risulta vera
? quando l’espressione risulta falsa la ripetizione cessa e 
si passa all’istruzione successiva
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La ripetizione con la condizione
vera in testa
condizione 
su x
vero
A
falso
aggiornamento di x
fine
inizializzazione di x
La ripetizione con la condizione
falsa in coda
condizione 
su x
vero
A
falso
aggiornamento di x
fine
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La ripetizione enumerativa (for)
for (<espressione iniziale>, <condizione>, 
<aggiornameto espressione>)
{
<blocco>
}
? il blocco viene ripetuto finché la condizione risulta vera
? la formula di aggiornamento modifica i valori di confronto 
nell’espressione fino a quando la condizione non diviene 
vera
La ripetizione enumerativa (for)
condizione 
su x
vero
A
falso
x
aggiornamento di x
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Esempio di for
X<=100
vero
falso
X=1
X=X+1
Stampa X
Cosa produce questo algoritmo ?
Istruzioni di controllo: i salti
? Istruzione di salto (jump, goto): 
? prescrive che l’ulteriore elaborazione
continui a partire da un certo punto
? trasferisce il controllo al punto indicato
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Salti incondizionati e condizionati
Salto incondizionato
1. X = 0;
2. X = X+1;
3. Goto 50
Soluzione: Salto condizionato
1. X = 0;
2. X = X+1;
3. If X < 10 go to 2
X = X+1
X = 0
Salto incondizionato
Istruzione numero 50
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X < 100
X = X+1
X = 0
Salto condizionato
Esercizi con i diagrammi a blocchi
? Modellare il processo di codecisione del Parlamento 
Europeo e del Consiglio dell’Unione Europea
? Modellare il procedimento di votazione di una legge 
costituzionale
? Modellare il procedimento di iscrizione a ruolo di una 
causa civile
? Modellare un procedimento amministrativo
? Modellare il procedimento legislativo anglosassone
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Sviluppo strutturato degli algoritmi 
e metodologia top-down
Lezione n. 3.4
Tecniche di programmazione: verso la 
qualità del software
? Negli anni ’70 la programmazione avveniva come 
un’operazione artigianale e i metodi erano non 
omogenei, frammentari, con molti salti incondizionati 
(goto)
? Negli anni ’80 si ipotizzano delle tecniche per 
migliorare la qualità del software:
? Metodo Top-down
? Programmazione strutturata
35
Scomposizione in sotto-algoritmi: 
metodo top-down
? Spesso per semplificare il flusso procedurale si 
rappresentano insieme più istruzioni in un solo 
blocco grezzo concettualmente omogeneo
? Successivamente si scompone il blocco in istruzioni 
sempre più “fini” 
? Si procede dal generale al particolare
? Questo metodo di analizzare i problemi partendo da 
macro-blocchi per poi arrivare alle istruzioni più 
dettagliate è detto metodo top-down
Il metodo top-down
? Metodo top-down: scomposizione progressiva del 
problema e delle azioni (istruzioni) che lo risolvono
? Favorisce la divisione del lavoro:
? Analisi: definizione della struttura generale del 
programma, dei moduli principali che lo 
compongono, e delle operazioni astratte svolte da 
ciascuno di essi, le cosiddette “specifiche”
? Programmazione: realizzazione dei programmi 
che svolgono le singole operazioni individuate 
nella fase di analisi
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Art. 75 Cost. Referendum abrogativo
? 1. Proposta
? 2. Valutazione di ammissibilità della Corte 
Costituzionale
? 3. Votazione
? 4. Controllo dell’esito
? 5. Fine
Start
Valutazione ammissibilità
Blocco2
Votazione
Blocco3
Fine
Inizializzazione
Blocco1
Stampa esito
Blocco4
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Start blocco1
Proposta
Fine blocco1
Esito=false
Inizializzazione
Verifica=false
Messaggio=“---”
Start blocco2
Fine blocco2
Autorità
Ammissibile?
sìno
Messaggio=“Referendum 
inammissibile
autorità non 
consentite per legge”
Numero 
firme ok?
verono
Messaggio=“Referendum 
inammissibile
mancanza di firme” Verifica=true
Verifica=false
Verifica=false
Valutazione
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Fine blocco3
Num Votanti
< quorum?
nosì
Votazione
Messaggio=“Quorum non 
raggiunto”
Esito=false
Esito?
sìno
Messaggio=“Esito 
negativo”
Esito=false
Messaggio=“Esito 
positivo”
Esito=true
Verifica=true? no
sì
Start blocco3
Fine blocco4
Esito=true?
nosì
Esito
Abrograzione della legge
Start blocco4
Stampa Messaggio
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Programmazione strutturata
? la programmazione strutturata è quel procedimento che 
permette di ottenere algoritmi facilmente documentabili e 
comprensibili, manutenibili e di buona qualità
? Si utilizzano solo tre tipi di istruzioni (costrutti):
? Sequenza
? Selezione
? Ripetizione : tre tipi di ciclo condizione in testa (while), 
condizione in coda (repeat), ripetizione enumerativa 
(for)
? Regole base:
? i salti (goto) sono rigorosamente proibiti
? esiste un solo inizio e una sola fine di tutto il programma
? le selezioni si chiudono sempre
Potenza della programmazione
strutturata
? Le tre strutture presentate consentono di 
esprimere qualsiasi algoritmo
? Teorema di Bohm-Jacopini:
“Ogni diagramma a blocchi non strutturato è
sempre trasformabile in un diagramma a 
blocchi strutturato equivalente...”
(...con l’eventuale aggiunta di una variabile)
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Materiali di riferimento e Domande 
possibili
? Capitolo 3 del Sartor
? Definizione di algoritmo e sue caratteristiche
? Formalizzazione di un algoritmo secondo la pseudocodifica e i 
diagrammi a blocchi
? Cosa è la sequenza, una condizione, un ciclo, un salto 
? I principali tipi di istruzioni secondo la grafica dei diagrammi a 
blocchi
? Cosa è una inizializzazione
? La programmazione strutturata: caratteristiche e obiettivi
? Il metodo top-down: caratteristiche e obiettivi
Complessità 
computazionale degli 
algoritmi
Lezione n. 3.5
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I precursori dei calcolatore
? Calcolatore di Rodi o di 
Andikithira 65 a.C.
? Blaise Pascale – pascalina XVII 
secolo
? Gottfried Leibniz
? Joseh Jacquard XVIII secolo
? Charles Babbge XIX secolo
? Alan Turing XX secolo - Colossus
? John Von Neumann – macchina 
programmabile universale - ENIAC
Macchina di Babbage
Il programma era già cablato all’interno del calcolatore
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La macchina di von Neumann (1)
re
gi
st
ri
Il programma è parte mutevole e risiede nella memoria.
Le istruzioni quindi possono mutare nel tempo e il calcolatore 
è riprogrammabile – Macchina Universale
La macchina di von Neumann (2)
? L’elaborazione si svolge come segue:
? un’istruzione e i dati che tale istruzione deve 
manipolare vengono trasferiti o “caricati” dalla 
memoria nei registri 
? l’unità centrale esegue l’istruzione
? gli eventuali risultati vengono trasferiti dai registri alla 
memoria
? si passa all’istruzione successiva (o a quella 
specificata dall’istruzione di controllo, se l’istruzione 
eseguita era di questo tipo).
? L’elaborazione è sequenziale: viene eseguita 
un’istruzione per volta
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La macchina di von Neumann (3)
? Un programma per una macchina di Von Neumann
consiste, pertanto:
? nella descrizione/prescrizione di una sequenza di 
istruzioni elementari sui dati 
? combinate con istruzioni di controllo, che modificano 
l’ordine nel quale eseguire le operazioni sui dati
? A differenza di altre precedenti computer la macchina di 
von Neumann mette i dati e i programmi allo stesso 
piano rendendo l’esecutore – computer –
riprogrammabile N volte
? La Pascalina invece era progettata solo per le addizioni
Algoritmi ed efficienza
? Per risolvere un problema possiamo avere diversi 
algoritmi e tutti risolutori e validi 
? Come scegliere l’algoritmo migliore?
? Correttezza, comprensione ed eleganza, efficienza
? Se l’esecutore è un calcolatore universale cercheremo di 
scrivere algoritmi efficienti ossia che al crescere dei dati 
in input il numero delle operazioni svolte sia il migliore
? Lo studio dell’efficienza degli algoritmi porta a studiare la 
complessità computazionale degli algoritmi stessi 
secondo due parametri:
? Tempo – quanti giri di CPU compie il computer
? Spazio – quanta memoria occupa 
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Complessità computazionale
? La branca della teoria della complessità che studia 
quanto tempo e quanta memoria occorre per eseguire 
un algoritmo per portare a termine la risoluzione del 
problema
? Si valuta un ordine di grandezza in base al crescere dei 
dati inseriti
? Non è possibile un calcolo esatto quindi si esegue una 
stima sulla base del caso migliore e del caso peggiore
Esempio della ricerca sequenziale
? Ricerca di un elemento in un insieme ordinato di 
elementi per esempio un numero telefonico in un elenco 
ordinato alfabeticamente o un numero intero in un 
insieme ordinato di numeri interi
? Siano dati 100 numeri interi; la domanda è: il numero N 
(per es. 45) è contenuto nell’insieme?
? Algoritmo: 
Tre variabili: N; Elemento dell’insieme, Risultato
Acquisisci N e Insieme di elementi
Imposta Risultato a Insuccesso
Ripeti la scansione degli elementi finchè Risultato vale Successo
OR fino alla fine dell’insieme
Confronto l’ elemento successivo dell’insieme con N 
Se sono uguali  allora imposta Risultato a Successo
Comunica la mondo il valore di Risultato
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Esempio della ricerca sequenziale
? N=2 - 10 passi necessari per trovare il numero 15
? Caso peggiore
? N= 12 – un passo per raggiungere il numero 12
? Caso migliore
? Caso medio (1+10)/2
12 - 34 - 56 – 78 – 23 – 4 -80 – 44 – 15 – 2
12 - 34 - 56 – 78 – 23 – 4 -80 – 44 – 15 – 2
Ricerca sequenziale
? Se gli elementi dell’insieme sono 100
? Caso migliore:  1
? Caso peggiore: 100
? Caso medio: (se N è nella prima posizione il numero dei 
tentativi è 1) + (se N è nella seconda posizione il numero 
dei tentativi è 2) +  ecc..
? Allora il caso medio è (1 + 2 + 3 + …+ 100) / 100
? Più in generale (1 + 2 + 3 + …+ N) / N
? Vale  N * (N+1)/2
? Diviso N dà (N+1)/2 che se N è 100 vale 50
? In sintesi (100+1)/2 = 50
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Ricerca binaria
Ricerca binaria
? Si suppone di avere una lista ordinata e di cercare Rossi 
Mario
? Si suppone di dividere la lista in due e vedere se il nome 
cercato cade nella prima parte della lista o nella seconda
? Si identifica così la parte su cui lavorare e si procede 
ricorsivamente ossia applicando lo stesso procedimento 
al risultato del passo precedente (pag. 85 Sartor)
? In questo modo si scarta tutta la parte di indirizzi che 
sicuramente sono inutili ai nostri fini e ci si concentra 
sulla parte utile
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Ricerca binaria
? Si riduce il problema della metà (circa) a ogni interazione 
limitando la ricerca alla parte precedente o alla parte 
successiva  del valore di metà dell’insieme
? Ogni tentativo permette di ridurre l’ampiezza del problema 
di un fattore 2
? Il primo tentativo riduce il numero delle possibilità a N/2; il 
secondo a N/4, ecc.
? Nel caso peggiore si dovrà proseguire finché rimane una 
sola possibilità
? Il numero di passi nel caso peggiore è N/2/2/2/…/2 = 1
? Il numero di passi nel caso migliore è N/2
? In generale avremo k divisioni per 2; dove k è il numero dei 
tentativi necessari a trovare il valore cercato
? Caso medio di passi è N/2k  dove K è il numero di passi 
quindi  K = log2 N
Misure nel caso medio
~ 145.00010 000
~105001 000
~750100
~ 20500.0001 000 000
~ 1750.000100 000
~4510
Ricerca binaria
Log2 N
Ricerca lineare
N/2
Valore di N
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Grafico approssimato
dati
Tempo+spazio
10.000
10000
40.000
20.000
20.000 30.000 50.000 60.000
30000
Ricerca sequenziale – N/2
Ricerca Binaria - log N
Ricerca in matrice NxN – N2 Esponenziale 2N
Alcuni esempi
Esponenziale  2NAumenta di molto secondo la base di 
cui N è esponente – torre di Hanoi
Lineare 2NRaddoppia –
prodotto di due liste di numeri N
Logaritmica log NAumenta di una costante “piccola” –
ricerca binaria
Costante - NNon cambia –
leggi il primo numero di una lista
polinomialeAumenta di un fattore esponente di 2 
– sequenza di operazioni su una lista
Quadratica N2Aumenta di un fattore 4 – ricerca in 
una matrice NxN
N log NUn pò meno del raddoppio
Si dice complessità …Quando N raddoppia il tempo di 
esecuzione …
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Classi di complessità
2NEsponenziale
N o c*N dove c è una costanteLineare
log N
√N (radice di N)
Sottolineare
Costante - NCostante
nk +c*n Polinomiale
N2Quadratica
EspressioneNome della classe
Misure di efficienza
I problemi che si cerca di risolvere in modo 
automatico sono di tre categorie:
? Problemi per i quali sono al momento noti un 
certo numero di algoritmi risolutivi
? Problemi per i quali è noto che non esistono 
algoritmi risolutivi
? Problemi per i quali non si sa se esistano o 
non esistano algoritmi risolutivi
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Kurt Gödel – 1906 - 1978
? Primo teorema di incompletezza di Gödel
? Ogni teoria matematica coerente comprende sempre 
una formula è non dimostrabile e così pure anche la 
sua negazione
? Secondo teorema di incompletezza di Gödel
? Nessun sistema coerente è sufficiente per dimostrare 
la sua coerenza 
? Esistono problemi indecidibili di cui non si può dimostrare 
né che è vero né che è falso
? Esistono problemi irriducibili ossia irrisolvibili, altri ancora
non sono calcolabili mediante tempi polinomiali, altri 
sono calcolabili in un tempo polinomiale
Classi di problemi
? I problemi quindi si possono dividere in tre 
grandi categorie:
? Semplici – algoritmo polinomiale - P
? Difficili – algoritmo non polinomiale (NP-completi)
? Indecidibili – non si da dire nulla
? Le ultime due categorie sono problemi 
intrattabili NP
P NP-Completi
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LogLog
Classi di problemi
Log
LOGSpace
P = polinomiali
NP – polinomiali con macchine NON 
deterministiche
PSpace - polinomiali
EXP – tempo esponenziale con macchine deterministiche
NEXP - tempo esponenziale con macchine NON deterministiche
Materiali di riferimento e Domande 
possibili
? Capitolo 3 Sartor
? http://digilander.libero.it/unno2/sort/complessita.htm
? Differenza fra la macchina di Von Neumann e gli 
altri “computer” 
? Definizione di complessità computazionale
? Efficienza in termini di tempo e spazio: cosa vuol 
dire?
? Caso peggiore, caso migliore, caso medio nella 
stima dell’efficienza di un algoritmo
? Le classi di complessità costante, lineare, 
quadatica, logaritmica, esponenziale.
1Programmi e 
programmazione
Lezione n. 4
Dall’algoritmo al programma
? L’algoritmo è l’idea risolutiva con caratteristiche di rigore 
(non brevettabile, non tutelabile dal diritto d’autore)
? Si rappresenta mediante tecniche formali (pseudocodifica, 
diagrammi a blocchi, diagrammi di attività, etc.) 
? Il formalismo si traduce in un linguaggio simbolico 
? Il linguaggio simbolico si traduce in linguaggio macchina 
(0 e 1 – codice binario)
algoritmo
Programma in linguaggio macchina
eseguibile
formalizzazione
non comprensibile 
non eseguibile
Programma in linguaggio di 
alto livello
comprensibile 
ma non eseguibile
2Il Programma
? Descrizione di un algoritmo 
? effettuata tramite un linguaggio artificiale detto 
linguaggio di programmazione
? dove l’esecutore è un dispositivo tecnologico come un 
elaboratore elettronico
? ottenuto tramite un procedimento di traduzione 
(algoritmico) effettuato da programmi traduttori 
classificabili in compilatori e interpreti
? Il linguaggio di programmazione è dato da dati e 
istruzioni organizzate in strutture di controllo
Il computer esecutore di programmi
? Diagrammi a blocchi
? Editor per scrivere il 
programma
? Traduzione in 
linguaggio macchina
? Esecuzione detta 
run-time
? Correzione dei bugs
3Ciclo di creazione del codice eseguibile
Evoluzione della programmazione
? Programma: algoritmo formulato in un linguaggio di 
programmazione
? Agli inizi dell’informatica si programmava in linguaggio 
macchina direttamente. Successivamente si utilizzò 
l’Assembler e solo successivamente linguaggi di alto 
livello
? Computer + linguaggio di programmazione = macchina 
virtuale che esegue i programmi scritti nel linguaggio di 
programmazione
4Il linguaggio macchina
? Il linguaggio comprensibile ed
eseguibile da parte 
dell’hardware
? Consiste in:
? comandi eseguibili
dall’hardware
? espressi in codici binari
? Il linguaggio macchina è
? dipendente dall’hardware (un 
linguaggio macchina può
essere usato solo su un 
computer)
? difficile da comprendere per 
l’uomo
Il linguaggio assembler
? Assembler: abbreviazione simbolica del linguaggio 
macchina
? le istruzioni consistono di brevi parole dette "codici 
mnemonici" (che possono essere ricordate più
facilmente dei corrispondenti valori binari).
5Istruzioni in linguaggio assembler
Prendi il numero registrato
all’indirizzo 8 della memoria e 
caricalo in ALU
Aggiungi il numero
all’indirizzo 5 a quello
in ALU
Prendi il numero in ALU e registralo
in memoria, all’indirizzo 10
LOAD 8
ADD 5
STORE 10
? Somma i numeri memorizzati agli indirizzi di memoria 8 
e 5, e memorizza il risultato all’indirizzo 10.
Linguaggio assembler e linguaggio
macchina
LOAD 8 = 010100 001000 
codice dell’operazione
(opcode)
Indirizzo dell’operando
LOAD (010100) =
8 (001000) =
6Linguaggio di alto livello
? Linguaggio di alto livello
? indipendente dalla macchina
? opera per istruzioni complesse
? crea una barriera fra l’hardware e l’utente 
? crea una macchina virtuale ovvero opera 
un’astrazione dell’hardware sottostante
? più vicino al linguaggio umano
? Ogni linguaggi di alto livello è composto da
un vocabolario – livello lessicale
una grammatica – livello sintattico
una semantica – livello semantco
Mettere la formula di composizione dei linguaggi
In un linguaggio di programmazione di 
alto livello - Pascal
program areaRettangolo;
var h, b, a: integer;
BEGIN
write (‘altezza= ');
readln (h); 
write (‘base= ');
readln (b);
a:=b*h;
writeln (‘Area del rettangolo = ', a);
readln;
END. 
7C++ area del triangolo
* Calcolo area triangolo e rettangolo */ 
#include <stdio.h> 
#include <stdlib.h> 
main () 
{ 
int scelta; 
float base, altezza, area; 
printf("inserire valore base: "); 
scanf("%f", &base); 
printf("\ninserire valore altezza: "); 
scanf("%f", &altezza); 
area = (base*altezza)/2; 
printf("\n\nArea: %f\n\n\n", area); 
} 
Dal linguaggio macchina ai linguaggi
di alto livello
? Linguaggio macchina: 
? puo’ essere eseguito direttamente
dall’hardware
? Linguaggio assembler: 
? viene tradotto in linguaggio macchina da un 
software chiamato assemblatore (assembler)
? Linguaggio di altro livello: 
? viene tradotto nel linguaggio macchina da un 
interprete o un compilatore (traduttore)
8Inteprete o compilatore
? Compilatore: 
? traduce l’intero programma (il codice sorgente) in 
un programma in linguaggio macchina (il codice 
oggetto o codice eseguibile) 
? Il codice oggetto viene memorizzato per essere 
usato nel seguito
? Interprete: 
? Finché non è stato eseguito tutto il programma
? traduce una riga per volta
? la esegue immediatamente l’istruzione
?dimentica quanto tradotto
?passa alla riga successiva
Compilatore ed inteprete
COMPILATORE
Programma
sorgente
in linguaggio di
alto livello
Programma
oggetto
in linguaggio
macchina
INTERPRETE                                          
Singola istruzione
in linguaggio di
alto livello
Traduzione della
singola istruzione
in linguaggio
macchina
9Codice sorgente e oggetto
? Il programma scritto in linguaggio Assembler o in 
linguaggio di alto livello viene detto programma 
sorgente o CODICE SORGENTE
? Il programma sorgente è l’input dato ai traduttori che 
producono in uscita il programma in linguaggio 
macchina o CODICE OGGETTO
Codice 
SORGENTE TRADUTTORE
Codice 
OGGETTO
Reverse engineering
? Il programma scritto in linguaggio macchina viene 
mediante di tool (programmi) convertito in 
programma sorgente
? Vietato salvo casi particolari: art. 64, quater
L. 633/41 garantire l’interoperabilità dei software ma 
solo se non è possibile ovviare in altro modo
Codice 
SORGENTE
SOFTWARE DI 
REVERSE 
ENGINEERING
Codice 
OGGETTO
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Art. 64-quater L. n. 633/41
Art. 64-quater 
1. L'autorizzazione del titolare dei diritti non é richiesta qualora 
la riproduzione del codice del programma di elaboratore e la 
traduzione della sua forma ai sensi dell'art. 64-bis, lettere a) 
e b), compiute al fine di modificare la forma del codice, siano 
indispensabili per ottenere le informazioni necessarie per 
conseguire l'interoperabilità, con altri programmi, di un 
programma per elaboratore creato autonomamente purché 
siano soddisfatte le seguenti condizioni: 
a) le predette attività siano eseguite dal licenziatario o da 
altri che abbia il diritto di usare una copia del programma 
oppure, per loro conto, da chi é autorizzato a tal fine; 
b) le informazioni necessarie per conseguire 
l'interoperabilità non siano già facilmente e rapidamente 
accessibili ai soggetti indicati alla lettera a); 
c) le predette attività siano limitate alle parti del programma 
originale necessarie per conseguire l'interoperabilità.
Art. 64-quater L. n. 633/41
Art. 64-quater 
2. Le disposizioni di cui al comma 1 non consentono che le informazioni 
ottenute in virtù della loro applicazione: 
a) siano utilizzate a fini diversi dal conseguimento 
dell'interoperabilità del programma creato autonomamente; 
b) siano comunicate a terzi, fatta salva la necessità di consentire 
l'interoperabilità del programma creato autonomamente; 
c) siano utilizzate per lo sviluppo, la produzione o la 
commercializzazione di un programma per elaboratore 
sostanzialmente simile nella sua forma espressiva, o per ogni 
altra attività che violi il diritto di autore.
3. Le cause contrattuali pattuite in violazione dei commi 1 e 2 sono nulle.
4. Conformemente alla convenzione di Berna sulla tutela delle opere 
letterarie ed artistiche ratificata e resa esecutiva con legge 20 giugno 
1978, n. 399, le disposizioni del presente articolo non possono 
essere interpretate in modo da consentire che la loro applicazione 
arrechi indebitamente pregiudizio agli interessi legittimi del titolare dei 
diritti o sia in conflitto con il normale sfruttamento del programma.
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Compilatori  nel dettaglio
? I compilatori eseguono la traduzione di TUTTO il 
codice sorgente
? lo schema di compilazione elabora il programma nella sua 
interezza
? esamina gli errori considerando tutte le istruzioni del 
programma e quindi in modo più completo
? l’esecuzione avviene solo alla fine di tutta la traduzione
? nel momento che si esegue un programma compilato si è 
certi che i controlli sintattici e grammaticali sono stati 
eseguiti e che il programma non darà errori di questo tipo 
durante l’esecuzione
? ottimizzazione dell’esecuzione dal punto di vista della 
gestione delle risorse del calcolatore
Schema compilativo (i)
1. Analisi lessicale - viene controllato che le unità 
lessicali o token appartengono al linguaggio
2. Analisi sintattica - viene controllato che le unità 
lessicali nell’ordine dato costituiscano un’istruzione 
riconoscibile all’interno del linguaggio
3. Analisi semantica - viene controllato che le istruzioni 
date siano fra loro congrue rispetto alle regole del 
linguaggio
4. Ottimizzazione - vengono eliminate le inefficienze
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Schema compilativo (ii)
Programma 
sorgente
Programma 
oggetto
Analisi 
lessicale
Analisi 
sintattica
Analisi 
semantica
Report 
errori
Ottimizzazione
Traduzione
End
Begin
Fase di correzione errori
Fase di run-time
La fase di correzione, run-time, debugging
? Se la compilazione finisce con la segnalazione di errori 
gravi occorre eseguire il debugging ossia togliere i bug
? Solitamente ogni ambiente di sviluppo software SDK 
(software development kit) comprende al suo interno un 
editor e uno strumento per eseguire il debugging ossia 
vedere in fase di esecuzione le variabili che valori 
assumono per comprendere con uno strumento 
comprendere dove l’errore si è verificato, ripercorrere la 
soluzione dal punto di vista logico, trovare l’errore 
concettuale, risistemare il codice sorgente e ripetere la 
compilazione
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Interpreti nel dettaglio
? Gli interpreti eseguono la traduzione e l’esecuzione di 
una istruzione per volta
? lo schema di interpretazione elabora il programma 
istruzione per istruzione
? esamina gli errori passo passo
? l’esecuzione avviene contestualmente dopo la 
traduzione
? nel momento che si esegue un programma 
interpretato è possibile riscontrare errori durante 
l’esecuzione
? non c’è ottimizzazione
Word processor
Scrittura del 
programma
Interprete: traduzione del 
programma in 
linguaggio macchina
ERRORI di sintassi
STOP
Correggere errori
Esecuzione
del programma
Flusso dell’interprete
14
Tipologia di linguaggi (i)
? Linguaggi procedurali
? Fortran - 1954
? Cobol - 1959
? RPG - 1960
? Algol - 1965
? PL/1 -1965
? BASIC - 1965 - interpretato e compilato
? Pascal - 1971 - interpretato e compilato
? C - 1972
Tipologia di linguaggi (ii)
? Linguaggi logici o descrittivi o funzionali
? Lisp
? Prolog
? Linguaggi orientati agli oggetti - object-oriented
? Simula 67 - Eiffel 
? C++
? Java
? Linguaggi di scripting
? CGI
? JavaScript
? Perl
? PHP
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Generazione dei linguaggi
? Prima generazione 
? linguaggio macchina
? Seconda generazione
? Assembler
? Terza generazione
? linguaggi procedurali
? Quarta generazione
? linguaggi di query
? Quinta generazione
? linguaggi funzionali – programmazione dichiarativa
? programmazione ad agenti
Java: un esempio di linguaggio ibrido
? Java nasce nel 1991 da un gruppo di sviluppatori della SUN (Green 
Team)
? È un linguaggio ad alto livello
? Orientato agli oggetti
? Indipendente dalla piattaforma ossia non dipende dal processore,
ed in genere dall’hardware, e dal sistema operativo della macchina 
su cui dovrà funzionare
? È anche un linguaggio anche di scripting (applet) ossia si possono 
costruire applicazioni che funzionano tramite pagine web ed 
eseguibili dal browser
? Funziona sulla base di uno strato la Java Virtual Machine (JVM) 
che rende indipendente il codice dalla piattaforma di esecuzione
16
Java: un esempio di linguaggio ibrido
? Java è un linguaggio che viene compilato producendo un 
codice intermedio detto BYTECODE
? Il bytecode viene poi interpretato dalla JVM per trasformare 
tale codice in codice eseguibile sulla piattaforma di 
riferimento
? Esistono JVM per ogni piattaforma (Solaris, Windows, Linux, 
Macintosh, ecc.)
? Questo consente di creare codice sorgente di alto livello 
indipendente dalla piattaforma di esecuzione
? Contemporaneamente però la JVM è lenta in quanto 
interpretata e soprattutto l’intero processo di esecuzione è 
fortemente sensibile alla buona esecuzione della JVM
Processo di traduzione di Java
17
Sintesi
? Calcolatore come esecutore
? Calcolatore come ragionatore
? Calcolatore come modello del cervello
? Rete di calcolatori come modello della 
società – social networking
? Questi modelli sollevano nuovi quesiti 
giuridici: autonomia, responsabilità, 
perdurabilità nel tempo, etc.
Il computer esecutore di programmi
? Diagrammi a blocchi
? Editor per scrivere il 
programma
? Traduzione in 
linguaggio macchina
? Esecuzione detta 
run-time
? Correzione dei bugs
18
Il computer come ragionatore
Il computer come ragionatore
? Il computer in questo caso è chiamato non ad eseguire 
operazioni ma a ragionare sopra uno specifico caso usando un 
modello di ragionamento logico predeterminato dal 
programmatore e sulla base di regole precedentemente inserite
? Inserendo un caso concreto e chiedendo se il caso rientra nelle 
regole poste, il ragionatore potrà dedurre una risposta positiva
o negativa fornendo anche la giustificazione (dimostrazione) 
? Esempio:
SE [la persona x è disoccupata] E
( [la persona x ha figli minorenni a carico] O
[la persona x ha persone disabili a carico] ) E
[la persona x ha un reddito annuo < di 20.000 euro] 
ALLORA
[la persona x ha diritto ad uno sgravio fiscale]
? Caso concreto: Maria, madre disoccupata di tre figli con reddito
17.000 euro ha diritto allo sgravio
19
Il computer come modello del cervello
Il computer come modello del cervello: 
reti neurali
? In questo caso il computer non si limita ad emulare un 
modello di ragionamento predefinito dal programmatore 
ma è dotato dal programmatore stesso di elementi di 
comportamento tali da emulare il cervello umano nel 
prendere decisioni
? Le reti neurali simulano le sinapsi del cervello e quindi, 
per ambiti ristretti, il computer può, sollecitato dagli 
eventi esterni, decidere in autonomia secondo schemi 
non predefiniti
? Il computer può anche correggere i propri errori o trarre 
conclusioni diverse sulla base delle esperienze 
accumulate
? Utilizzi: ambito finanziario, riconoscimento di figure, 
giochi, robot per lavori pericolosi
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Il computer come modello del cervello: 
agenti intelligenti
? In questo caso il computer non si limita ad emulare il 
cervello umano nel prendere decisioni ma si cerca di 
insegnargli anche capacità comportamentali: autonomia, 
reattività, pro-attività, flessibilità, intelligenza, mobilità, 
predurabilità nel tempo (Sartor, Gli agenti software: nuovi 
soggetti del ciberdiritto?)
? Gli agenti intelligenti possono anche aggregarsi per portare 
a termine un compito formando sistemi multi-agenti
? In questo modo gli agenti simulano il lavoro di gruppo ossia 
una cooperazione o coreografia
? Utilizzi: negoziazione, comparazione in rete di prezzi, 
raccolta informazioni, risoluzione di dispute on-line
La rete di computer 
come modello della società
TV
Media
Musica
Video
Foto
Testi
TV
Media
Musica
Video
Foto
Testi
Divertimento
Intrattenimento
Socialità
Relazioni
Divertimento
Intrattenimento
Socialità
Relazioni
Lavoro
Business
Impresa
Lavoro
Business
Impresa
Democrazia
Libertà di espressione
Solidarietà
Economia del dono
Democrazia
Libertà di espressione
Solidarietà
Economia del dono
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Il computer come modello della società
? La rete di computer consente di creare luoghi virtuali 
dove la società prendere forma in modo diverso creando 
nuove opportunità, istituzioni, regole, comportamenti
? La cooperazione, la condivisione di materiali, la 
possibilità di costruire contenuti nella rete come soggetti 
attivi e non più passivi fa della rete un luogo sociale 
simile ad una agorà distribuita
? Il risultato è dato da una intelligenza collettiva [John 
Searle] la cui qualità è proporzionale al quadrato dei nodi 
della rete [legge di Metcalfe]
? Marketing virale, economia del dono, rinsaldo dei legami 
sociali, valore del sé, palcoscenico su cui azionare dei 
ruoli, condivisione delle esperienze fra pari, veicolazione
della conoscenza, capitalizzare le relazionali sono tutti 
aspetti del successo dei social networking
Casi di successo dell’uso di social 
networking
? Standard Chartered Bank, una banca di Londra – hanno 
installato un Facebook privato interno dedicato ai 
dipendenti
? Indesit ha installato due social network per il team 
tecnico e per il team di ricerca
? Fiat ha affiancato nel suo sito un avatar, Chiara, che 
guida nella composizione dell’ordine
? Volkswagen e AlfaRomeo hanno un sito che simula un 
social network fra i clienti
? LinkedIn riconfigura il modo di trovare lavoro
22
Conclusioni
“The question is not whether intelligent 
machines can have emotions, but whether 
machines can be intelligent without any 
emotions”
Marvin Minsky, The Society of Mind 1985, 
(traduzione italiana, La società della mente, Adelphi, 
1989)
Domande
? Cosa è un programma
? Come si trasforma un algoritmo in un programma
? Cosa è un linguaggio ad alto livello, il linguaggio 
assembler e il linguaggio macchina
? Cosa è il codice sorgente e il codice oggetto
? Tipi di linguaggi di programmazione
? Cosa è il compilatore e l’interprete: caratteristiche e 
comportamenti
? Cosa è il calcolatore come esecutore, come ragionatore, 
come modello della mente umana, come insieme di 
agenti intelligenti, come rete sociale
1Ingegneria del software e i 
formalismi
Lezione n. 5
Ingegneria del software
Lezione n. 5.1
2Creazione di un software: 
dal problema ai risultati (1/2)
problema
ANALISI
algoritmo 
FORMALIZZAZIONE
specificazioni
PROGRAMMAZIONE
programma
1. Comprendere il problema
2. Comprendere le soluzioni –
idea risolutrice
4. Algoritmo tradotto in un 
linguaggio di alto livello
3. Formalizzazione 
dell’algoritmo
Creazione di un software: 
dal problema ai risultati (2/2)
programma  
TRADUZIONE
eseguibile 
ESECUZIONE
risultati
5. Traduzione in linguaggio 
macchina
6. Valutazione dei 
risultati
4. Algoritmo tradotto in un 
linguaggio di alto livello
MANUTENZIONE 7. Manutenere il 
software
3Ingegneria del software
? Il termine viene coniato durante una conferenza NATO nel 
1968 in Germania a Garmish - crisi del software - costi, 
controllo, governabilità, qualità, manutenzione
? La IEEE (1993) definisce gli ambiti dell’ingegneria del software: 
(a) disciplina che regola in modo scientifico lo sviluppo, la 
gestione e la manutenzione del software, (b) studio delle 
strategie di cui al punto a).
QUALITA’ TOTALE
PROCESSO
METODI
STUMENTI
Strategia di base
Insieme di passi che 
definiscono il percorso 
di creazione del software Tecniche per 
governare i passi
Tool automatizzati di supporto 
ai metodi e ai processi - CASE
Motivazioni
? incrementare la qualità del software ossia rendere 
maggiormente industrializzato un processo che è ancora 
molto artigianale
? governare la complessità ossia non far fallire progetti di 
grandi dimensioni o di nuova concezione
? minimizzare i costi di produzione e manutenzione ossia 
consentire un facile intervento da parte di persone diverse 
dallo sviluppatore originario
? riciclare il software ossia riutilizzo di lavoro già fatto
4Fasi del processo di sviluppo sw
? Analisi - analisi dei requisiti -3%*
? Progettazione - specifiche - 8%
? Implementazione - sviluppo del codice - 7%
? Validazione - collaudo - 15%
? Installazione e documentazione
? Modificazione - 67% del costo
? Smaltimento
10% correzioni
10% adattamenti
50% nuove funzioni
Modelli di processo
? Modello a cascata - le fasi elencate sono in stretta 
sequenza - 70
? Modello prototipale - le fasi si intersecano e producono 
ciclicamente prototipi da sottoporre al cliente - “usa e 
getta” o “esplorativa”
? Modello incrementale - produce versioni intermedie di 
prodotto raffinabile fino alla versione finale
? Modello a spirale di Boehm - 88
ogni ciclo della spirale rappresenta una fase suddivisa per 
funzioni che mirano a controllare il rischio
5Modello a cascata
Modello prototipale
6Modello incrementale
Fase 1
Fase 2
Fase 3
Modello a spirale
7Documenti del processo di produzione del sw
Attivita’  Documenti Prodotti 
Analisi requisiti  Studio di fattibilita’, Piano di lavoro 
Definizione requisiti  Documenti dei requisiti, Piano di integrazione con 
altri sistemi informatici/informativi 
Specifica del sistema  Specifiche funzionali, Draft del manuale utente 
Progetto architetturale  Specifica architetturale, piano di testing del sistema 
Progetto interfaccia  Specifica interfaccia 
Codifica  Codice del programma 
Testing dei moduli  Rapporto sul test dei moduli 
Testing di integrazione  Rapporto sul tesi di integrazione 
Testing del sistema  Rapporto sui test del sistema 
Test di accettazione  Sistema finale e documentazione 
Collaudo Verbale di collaudo 
Documentazione tecnica 
Documenti contrattuali
? Studio di fattibilità - deve essere accettato dal cliente - nei casi di 
pubblica amministrazione il CNIPA esprime il parere di congruità
tecnica ed economica
? Elenco dei requisiti di sistema - deve essere approvato dal cliente 
- definisce la base delle funzioni su cui si effettuerà il collaudo 
finale
? Specifiche di interfaccia - firmate dal cliente
? Verbale di avanzamento lavori - deve essere prodotto dal 
fornitore e vidimato dal cliente al fine di documentare ritardi,
modificazioni, integrazioni, etc. rispetto all’elenco dei requisiti di 
sistema
? Verbale di collaudo finale - deve essere approvato dal cliente e 
solitamente è il passo che da vita al pagamento
? Documentazione tecnica e documentazione utente - occorre 
sempre richiederla - non sempre viene infatti fornita
8Clausole contrattuali
? marchio e logo
? proprietà - colui che è proprietario del bene
? uso - clausole che regolamentano l’uso del bene differenziando 
anche la destinazione d’uso (per ricerca, scopo di lucro, etc.)
? accesso - clausole che regolamentano l’accesso ai dati connessi 
al bene (banche dati)
? rivendita/cessione - clausole che regolamentano la rivendita a 
terzi
? territorialità - clausole che regolamentano la territorialità 
geografica delle clausole sopra esposte
? manutenzione – occorre stabilire con chiarezza la durata della 
manutenzione e il tipo
? integrabilità - clausole che regolamentano la possibilità di 
integrare il software altri programmi
? reverse engineering – evitare clausole contra legem
Domande possibili
? Quali sono le fasi del ciclo di vita del software
? Quali sono i principali modelli
? Cosa serve l’ingegneria del software
? La manutenzione che ruolo gioca nel ciclo di vita del 
software
? Come incide l’ingegneria del software sulla qualità e la 
manutenibilità del software
9UML
Unified Modeling Language
Lezione n. 5.2
Cos’è UML
? Serie di diagrammi per rappresentare ogni fase dello 
sviluppo del software: livello concettuale, logico, fisico 
? Nato nel 1998 ad opera di Booch, Rumbaugh e 
Jacobson (tres amigos)
? Alcuni ambienti di programmazione sono in grado di 
convertire diagrammi UML in codice e viceversa dal 
codice è possibile ottenere i diagrammi
? Modello orientato agli oggetti: il mondo è visto attraverso 
la modellazione di oggetti che si raggruppano in classi 
omogenee
? Superiore ricchezza espressiva rispetto a ER
? Unifica diversi modelli di formalizzazione: standard 
mondiale
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Struttura del paradigma Object Oriented
? Il mondo viene modellato partendo dagli oggetti reali
? gli oggetti reali si aggregano in classi di oggetti uniformi
? ad ogni classe si possono associare attributi ovvero 
caratteristiche dell’oggetto che descrive
? ad ogni classe si possono associare dei comportamenti
che l’oggetto può compiere detti metodi o servizi
? le classi comunicano scambiandosi messaggi mediante 
i metodi
Esempio
Nome classe
attributi
metodi
Automobile
Colore
Modello
Prezzo
Motore
Impianto elettrico
Impianto idraulico
Guida
Vende
Acquista
Rottama
Fiat Punto
Colore
Modello
Prezzo
Motore
Impianto elettrico
Impianto idraulico
Guida
Vende
Acquista
Rottama
Notazione Classe Oggetto
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I principi del paradigma OO 
? Incapsulamento
? Ogni oggetto è incapsulato come se fosse una “scatola nera” e 
quindi l’utilizzatore non deve necessariamente sapere cosa c’è 
dentro, ma solo utilizzare i “bottoni” esterni
? Ereditarietà
? Classi figlie ereditano le proprietà dalle classi padre
? Polimorfismo
? Capacità di una classe padre di richiamare in modo dinamico le 
classi figlie sulla base del contesto senza a priori conoscere la scelta
? Relazione di composizione
? Classi complesse possono essere divise e collegate tramite la 
relazione di composizione. Es. 4 ruote compongono la macchina
Diagrammi UML 1.0
? Vi sono 5 categorie di diagrammi per un totale di 9 
diagrammi, non devono per forza essere usati tutti
? Diagrammi introduttivi
? diagramma dei casi d’uso (use case)
? Diagrammi d’interazione
? diagramma di sequenza (sequence)
? diagramma di collaborazione (collaboration)
? Diagrammi statici
? diagramma delle classi (class)
? diagramma delle oggetti (object)
? Diagrammi di stato 
? diagramma di stato (statechart)
? diagramma delle attività (activity)
? Diagrammi di implementazione (3 diagrammi)
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Diagramma dei Casi d’Uso – Use Case
? E’ una descrizione di come gli utenti 
interagiscono con il sistema 
informativo/informatico
? Si definiscono molti scenari di utilizzo 
(use case) del sistema in modo vago 
per poi raffinarli successivamente 
? Il diagramma è formato da: 
? Actor: rappresenta un ruolo o un 
agente – colui che agisce 
? Use case: rappresenta le azioni
? Associazione: collega gli attori al 
caso d’uso
Avvocato
Deposito Memoria
associazione
use case
attore
Attori
? Un attore è un’entità esterna al sistema che si sta 
rappresentando che interpreta un ruolo nei confronti del 
sistema da modellare
? Non necessariamente è persona fisica, può essere un 
dispositivo, un computer, un database, un agente 
intelligente
? L’attore non è un individuo ossia un singolo ma 
rappresenta una classe di tipologia di attori
? Es. Avvocato non rappresenta una concreta istanza di 
avvocato (Avv. Rossi) ma la classe di tutti gli Avvocati
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Diagrammi di Casi d’Uso
Avvocato
Convenuto
Procura
Fascicolo= 
Procura+atto di 
citazione+
iscrizione in ruolo
Notifica
Attore
Caso d’uso
Dominio Costituzione dell’attore
Il diagramma d’uso rappresenta lo scenario del problema
così come è visto dall’utente finale
Attore
Cancelleria
Relazioni fra casi d’uso
? Inclusione <<inclusion>>
? caso di utilizzo di un altro caso d’uso, aiuta a 
riutilizzare casi d’uso già presenti senza ripetizioni
? Estensione <<extension>>
? Indica una specificazione di un caso generale 
aggiungendo elementi più precisi: 
generale?particolare
? Generalizzazione
? particolare ? generale
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Diagrammi di Casi d’Uso
Avvocato-
Attore
Giudice
Consultazione
agenda
Richiesta 
conferma
Fissazione
dell’udienza
Cancelleria
Fissazione
Proposta
Via Web
PolisWeb<<inclusion>>
<<extend>> PropostaCaso particolare
usa
Diagramma delle classi
? Il diagramma di classi descrive i tipi di 
oggetti che compongono il sistema 
indicando le relazioni statiche fra le 
classi stesse
? Le classi sono la descrizione di un 
insieme di oggetti omogenei mediante 
attributi, operazioni e vincoli
? Le classi sono in relazione fra loro 
mediante le relazioni di:
? Associazione 
? Aggregazione - Composizione
? Gerarchia
Nome
attributi
operazioni
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Diagramma delle classi – esempio
dell’orologio
Battery
load()
1
2
Time
now()
PushButton
state
push()
release()
1
1
1
1
1
2
blinkIdx
blinkSeconds()
blinkMinutes()
blinkHours()
stopBlinking()
referesh()
LCDDisplay
SimpleWatch
Classe
AssociazioneMolteplicità
Attributi
Operazioni
Il diagramma delle classi rappresenta come 
gli oggetti del dominio sono in relazione fra loro
(Colin Potts)
Associazioni – relazione generica
? Le associazioni esprimono relazioni fra le classi non 
qualificate
? La molteplicità indica quanti oggetti di quella classe sono
in relazione con l’altra classe
pagaTasse(): stato
frequenta(): anno
esame(): esito
Studenti
1..* codice
crediti
anni
CorsoLaurea
1
Esattamente una istanza1
Da n a m istanzen..m
Almeno una istanza1..*
Nessun limite al numero di istanze0..*
matricola
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Diagramma delle classi - esempio
Clienti
clienteDal
getOrdini
Ordini
dataOrdine
stato
calcolaTasse
calcolaTotale
setStato
Articoli
codice
descrizione
peso
prezzo
DettagliOrdine
quantità
calcolaPeso
calcolaPrezzo
1 0..*
0..*1
1
1..*
emette
emesso da
riguarda atricolo
nell’ordine
(Marco Padoan)
Associazioni 1-to-1 and 1-to-Many
1-to-1 association
1-to-many association
*
draw()
Polygon
x:Integer
y:Integer
Point1
Has-capital
name:String
Country
name:String
City
11
(Colin Potts)
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Diagramma delle classi: Aggregazione
? Aggregazione: tipo particolare di associazione; 
esprime concetto “è parte di ” (part of ), che si ha 
quando un insieme è relazionato con le sue parti.
? Si rappresenta con un diamante dalla parte della 
classe che e’ il contenitore
(Marco Padoan)
Diagramma delle classi: Composizione
? E’ un caso particolare di aggregazione in cui:
1. la parte (componente) non può esistere da sola, 
cioè senza la classe composto
2. una componente appartiene ad un solo composto
? Esempio:
? Azienda – Dipendenti
? Poligono – Punti (caso di raffinamento di una 
associazione generica tramutata in 
composizione)
? Il diamante si disegna pieno
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Diagramma delle classi: 
aggregazione/composizione
Università
Dipartimenti
Docenti
composizione
aggregazione
(Marco Padoan)
Diagramma delle classi: ereditarietà
Persone
nome
cognome
indirizzo
cambiaIndirizzo
Clienti
codiceCliente
clienteDal
contaOrdini
PotenzialiClienti
numVisite
simbolo di
ereditarietà
sottoclassi
superclasse
(Marco Padoan)
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Diagramma delle classi: esempio
Punti
x
y
Poligoni
coloreRiemp
coloreBordo
tipoBordo Vertici
colore
dimensione
setColoreBordo
setColoreRiemp
setTipoBordo
identifica
3..*
(Marco Padoan)
Diagramma delle classi: esempio
Frequenze
Corsi
nome
durata
Esami
voto
data
Studenti
matricola
Persone
nome
Docenti
insegna
tenuto da del corso
sostieneturno
di
relativo a
1
1..*
1 1 *
*
*
1
(Marco Padoan)
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Diagramma di sequenza
? Il diagramma di sequenza 
mostra le interazioni fra gli 
oggetti/classi allo scorrere del 
tempo
? Indica quindi la cooperazione 
e i messaggi che le classi si 
cambiano per raggiungere un 
obiettivo
? Le azioni si volgono lungo la 
linea della vita – simulazione 
del passare del tempo
Oggetto/
Attore
Attività
Messaggio
Risposta
Linea della vita
Diagramma di sequenza - PCT
? Il diagramma di 
sequenza mostra le 
interazioni fra gli 
oggetti/classi allo 
scorrere del tempo
? Indica quindi la 
cooperazione e i 
messaggi che le classi 
si cambiano per 
raggiungere un 
obiettivo
21
Diagramma di sequenza - PCT
Diagramma di sequenza – il cambio di orario 
in un orologio
Object
Message
Activation
“Sequence diagrams represent the behavior as interactions”
blinkHours()
blinkMinutes()
incrementMinutes()
refresh()
commitNewTime()
stopBlinking()
pressButton1()
pressButton2()
pressButtons1And2()
pressButton1()
:WatchUser :Time:LCDDisplay:SimpleWatch
(Colin Potts)
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Esempio di diagramma di sequenza –
prestito in biblioteca
(Paolo Ciancarini)
Sintassi di un Diagrammi di Sequenza
name : Classoggetto
linea della vita
azione
other
messaggio
name (…)
ritorno
: Class
creazione
new (…)
Cancel
lazione
(Punpiti Piamsa)
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Differenti tipi di frecce 
Operazione sincrona
Operazione asincrona
Ritorno
(Punpiti Piamsa)
Diagramma di Attività
? Il diagramma di attività traccia il flusso temporale delle 
operazioni che permettono di raggiungere un obiettivo 
? Simile al diagrammi a blocchi, ma aggiunge potenzialità 
espressive maggiori (fork, join)
? Il diagramma di attività evidenzia come si evolve l’azione 
e di come gli oggetti passano da uno stato all’altro, come 
interagiscono fra loro, come portano a termine delle 
azioni
? I cambiamenti sono dette transizioni che mutano lo stato 
dell’oggetto al verificarsi di un certo evento
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Esempio di diagramma di attività - 1
(Paolo Ciancarini)
Sintassi dei diagrammi di attività
? condizione: è l’analogo dell’if e 
consente di effettuare un ramo della 
decisione in via esclusiva. Si 
compone di due costrutti: branch
(per l’apertura) e merge (per la 
chiusura)
? fork: quando vi sono processi 
paralleli indipendenti nei quali la 
sequenza di esecuzione è 
indifferente. I processi vengono 
eseguiti entrambi in un ordine non 
predeterminabile
? join: tutti i fork devono avere un 
punto di ricongiunzione detto join
Act.1 Act.2
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Sintassi del diagramma di attività per colonne (swimlane)
http://dn.codegear.com/article/31863
Esempio di diagramma di attività –
esempio di richiesta di un libro
(Paolo Ciancarini)
condizione
fork
join
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Domande possibili
? Cosa è l’UML e che relazione ha con l’Ingegneria 
del software
? UML e relazione con il framework di Zachmann
? Diagrammi d’uso, di classi, di sequenza, di attività: 
sintassi, caratteristiche, obiettivi
? Fare piccoli esempi a piacere di casi modellati in 
ciascuno dei diagrammi sopra esposti
1Architettura di un 
elaboratore
Lezione n. 6
Tipi di elaboratore
? Supercomputer: hanno elevatissime capacità di calcolo e 
di solito contengono piu’ unità di calcolo. Esempi: Cray, 
SPM (calcolatori paralleli), presso CINECA (Centro 
Interuniversitario di Calcolo, Bologna). www.cineca.it
? Mainframe: potente elaboratore che svolge funzioni 
centralizzate, di solito di contabilità o amministrative
? Server-Mini: e’ una denominazione della funzionalità del 
computer che gestisce altri computer connessi a esso in 
rete
? Personal Computer (PC): computer di basso costo che 
possono elaborare in modo autonomo. Esempi: desktop, 
workstation
? Smart phone, palmari (PDA), play station (PSP), Ipod, …
? Sistemi embedded
2Lo schema di riferimento
 ? 
Tastiera 
Interfaccia 
ingresso/uscita 
 
 
 
Schermo 
Interfaccia 
ingresso/uscita 
Interfaccia 
ingresso/uscita
Interfaccia 
ingresso/uscita
?
Mouse 
?
Memoria
di massa  
Memoria
centrale
 
CPU 
Bus dati 
Bus di controllo
Bus indirizzi 
?? ?????? ?? ??
… 
(Sciuto D. e altri, Introduzione ai sistemi informatici, McGraw-Hill, 2002)
Macchina di Von Neumann – in dettaglio
ROM
RAM
CPU MEMORIA CENTRALE
UC
ALU
Registri specifici
A B C
IR PC RI RD
Registri generali
Etc.
EPROM
Clock
PERIFERICHE
Bus dati
Bus comandi
Bus indirizzi
Input
Output
3La macchina di Von Neumann -
componenti
? Unita’ di elaborazione (CPU): contiene I dispositivi 
elettronici in grado di acquisire, interpretare ed eseguire 
le istruzioni
? Memoria centrale: contiene istruzioni e dati
? Periferiche: permettono lo scambio di informazioni fra 
l’elaboratore e l’esterno. Le periferiche comprendono 
anche le memorie secondarie o memorie di massa
? Bus di sistema: trasporto dei dati
La macchina di Von Neumann - CPU
? Unita’ di elaborazione (CPU)
? E’ divisa in tre parti: 
? Unità di controllo (UC): governa e controlla la CPU
? Unità Aritmetico – logica (ALU): esegue i calcoli 
aritmetici e logici elementari
? Registri: sono celle di memoria veloce, servono per 
memorizzare dati e istruzioni che sono in esecuzione 
nella CPU
4I bus
? I bus sono collegamenti che permettono la trasmissione 
delle informazioni tra i vari componenti del sistema. 
Il numero di linee determina l’ampiezza del bus: 32 o 64 
bit
? Bus di sistema. Collega la CPU ad altri dispositivi del 
computer, fra cui la memoria. In ogni istante di tempo il 
bus collega due unità funzionali: una trasmette i dati e 
l’altra li riceve
? Se i bus sono lenti divengono un collo di bottiglia per il 
sistema
I bus - tipologie
Le linee del bus vengono suddivise in tre categorie:
? Bus dati: trasferisce dati 
? Bus indirizzi: trasferisce indirizzi; per esempio 
contenuto del registro indirizzi dall’unita’ di elaborazione 
centrale alla memoria
? Bus controlli: trasferisce un codice corrispondente 
all’istruzione da eseguire
5La macchina di Von Neumann - Registri
? Esistono diversi tipi di registri:
? IR Registro delle Istruzioni: contiene l’istruzione da 
eseguire
? PC Program Counter: contiene l’indirizzo di cella di 
memoria che contiene la prossima istruzione
? RD Registro Dati: contiene il dato oggetto di 
elaborazione
? RI Registro indirizzi: contiene l’indirizzo della cella di 
memoria per il trasferimento del dato
? Registri generali o di lavoro: contengono registri per il 
deposito di dati e istruzioni durante l’elaborazione
? Altri registri per la gestione degli errori delle periferiche
La macchina di Von Neumann –
Memoria Centrale
? Memoria centrale: contiene istruzioni e dati
? Possono esistere diversi dispositivi fisici:
? ROM – Read Only Memory contiene il BIOS
? PROM – Programmable Read Only Memory – si può 
programmare solo una volta
? EPROM – si cancellano con tecniche a raggi 
ultravioletti
? EEPROM - Electrically Eraseable and Programmable
Read Only Memory riprogrammabile mediante appositi 
programmi o procedure elettroniche
? RAM – memoria volatile, memoria di transito dei dati 
provenienti dalle memorie di massa e destinati alla 
CPU
6La memoria centrale
Concettualmente e’ una sequenza di celle, ciascuna delle 
quali contiene una parola (word)
? Le parole di uno stesso elaboratore hanno tutte la 
stessa lunghezza (32 o 64 bit)
? Ciascuna cella di memoria puo’ essere indirizzata, 
cioe’ viene associata in modo univoco ad un numero 
che la identifica univocamente detto indirizzo
? L’indirizzamento della memoria RAM avviene tramite 
un registro posizionato nella CPU, detto registro degli 
indirizzi (RI), il quale punta ad una cella della memoria 
RAM medesima
La memoria - BIT e BYTE
? L’informazione viene codificata in modo binario, ossia 
in una sequenza finita di 1 e di 0
? La più piccola unità di informazione memorizzabile o 
elaborabile è il bit (binary digit) che corrisponde allo 
stato di un dispositivo fisico a due possibili stati: 
differente tensione elettrica (alta o bassa in memoria 
centrale), differente stato di polarizzazione magnetica 
(positiva o negativa nelle memorie secondarie), 
alternanza fra luce e buio nella trasmissione dati
7BIT e BYTE – unità di misura della
memoria
? L’unita’ minima del linguaggio digitale e’ il bit
? 1 byte= 8bit (256 combinazioni)
? 2 10 byte= 1 Kilobyte (1KB)
? 2 10 KB=1 Megabyte (1MB)
? 2 10 MB= 1 Gigabyte (1GB)
? 2  10 GB= 1 Terabyte (1TB)
Zero macchina
? Ogni calcolatore ha uno zero macchina ossia una soglia 
al di sotto della quale tutti i numeri sono percepiti come 0 
anche se non lo sono
? Se Z è zero macchina allora  qualsiasi numero a< z si ha 
che a=0
? Questo significa che non tutti i numeri sono 
rappresentabili con un calcolatore e che di solito ogni 
famiglia di processori ha una sua soglia
? I suprecomputer servono anche per questo ossia per 
rappresentare numeri molto grandi o molto piccoli
? Divide per un numero piccolo a <z un numero equivale a 
dividerlo per 0: il computer si blocca
8Informazioni binarie – metodo di 
rappresentazione delle informazioni
Bit: informazione elementare costituita da una 
cifra binaria (0 o 1, On o Off, Sì o No); 
(Sartor Cap. 2)
La tecnologia digitale
? CPU, memoria centrale e dispositivi sono realizzati con 
tecnologia elettronica digitale
? Dati ed operazioni vengono codificate mediante 
componenti suscettibili di assumere solo due stati: 
tensione alta(TA) tensione bassa(TB), aperto/chiuso, 
magnetizzato positivamente/magnetizzato 
negativamente, riflettente la luce/non riflettente la luce
? A ciascuno dei due stati è associata una cifra binaria, 
o bit, 0 e 1. Es: 1 = Tensione alta e  0 = Tensione 
bassa; ecc. 
? Dati ed operazioni sono codificate mediante 
sequenze di bit  010000100010001…. (Sartor cap. 2)
9Algebra di Boole
algebra di Boole è basata su variabili suscettibili di 
assumere due valori (0, 1; ON, OFF; vero, falso) e da
operatori che combinano tali variabili
Operatori BOOLEANI
AND 0     1
0   0     0
1  0     1
1100  AND
1010
1000
OR 0     1
0   0     1
1  1     1
1100  OR
1010
1110
NOT 0     1
1     0
1010  NOT
0101
Es.
Es.
Es.
XOR 0     1
0   0     1
1  1     0
1100  XOR
1010
0110
Es.
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I circuiti che realizzano le operazioni
elementari
Porta logica AND
11
Una semplice rete logica: combinazione di 
porte logiche
Reti logiche
? Reti logiche elementari, costruite con gli elementi 
appena indicati possono eseguire operazioni elementari 
(addizioni, sottrazioni, confronti)
? Combinando operazioni elementari, si possono eseguire 
tutte le operazioni di base effettuabili da parte 
dell’elaboratore. Addizione, sottrazione, scorrimento, 
confronto. Sono queste le operazioni eseguibili 
direttamente dall’hardware, che caratterizzano la CPU
? RISC: reduced instructions set computer e
? CISC: complex instruction set computer
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Reti logiche e circuiti integrati
? Le reti logiche sono oggi realizzate mediante transistor, 
dispositivi composti di materiale semiconduttore che 
permettono il passaggio di corrente solo in particolari 
condizioni
? Circuito integrato: circuito complesso, realizzato su 
un’unica piastrina di silicio
? Microprocessore: circuito integrato contenente una CPU 
completa (unità logico-aritmetica, unità di controllo,
registri)
Slot di espansione
? Agli slot di espansione presenti sulla scheda madre si 
possono inserire le schede degli adattatori
? Le schede degli adattatori sono collegate al bus di 
sistema
? Possono avere diverse funzioni: collegarsi a Internet 
(modem), utilizzare fax, scanner, audio ecc.
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CPU
1971: 4004 Microprocessor
Maschere di CPU - Pentium III
1999: Pentium® III Xeon(TM) Processor
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Schede
? I chip sono collocati su schede a circuiti stampati
? Scheda madre: la scheda principale ai cui connettori 
si collegano I dispositivi. Contiene la CPU, la 
memoria centrale, i principali controller
? Schede di espansione: contengono ulteriori 
componenti hardware, e si collegano agli slot di 
espansione del computer (per aggiungere memoria, 
adattatore video, scheda grafica, modem interno, 
ecc.)
Sistemi di codifica
? Sistemi posizionali, cioè ogni cifra di un numero 
rappresenta un valore che dipende 
? dalla posizione della cifra (posizione calcolata a partire 
dalla fine del numero, iniziando a contare da 0), e 
? dalla base del sistema di numerazione
? Valore = Cifra * BasePosizione
132410 = 1 * 103 + 3 * 102 + 2* 101 + 4 * 100
(1.000) + (300) + (20) + (4)
11012 =  1 * 23 + 1 * 22 + 0 * 21 + 1 * 20
(8) +    (4)  +   (0)      1
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Sistema binario
? Anche nel sistema binario 
Valore = Cifra * BasePosizione
? In particolare abbiamo due operazioni di traduzione:
? dal binario al decimale 2?10        
Valore10 = Cifra * 2Posizione
1 1 0 1 
23 22 21 20 
11012 = 1310
? dal decimale al binario 10? 2  
Valore2 = risultato dei resti presi in sequenza inversa del 
procedimento di divisione per 2 della cifra decimale
? 13 : 2 = 6 resto   1
? 6 : 2 = 3   resto   0
? 3 : 2  = 1  resto   1
? 1 : 2 = 0   resto   1
11012 = 1310
Rappresentazioni nel sistema binario
? Numeri 13 ⇒ 1101
? Caratteri alfabetici e numerici: 
? Tavole di conversione ASCII: Fanno corrispondere ad ogni 
carattere o numero un gruppo di 8 bit. Vi sono 256 gruppi 
diversi di bit, e pertanto con 8 bit si possono rappresentare  
256 simboli diversi. 
? Una sequenza di 8 bit viene chiamata byte o carattere
? Immagini e fotografie
? in bianco e nero (es. 0 = punto bianco; 1 = punto nero)
? Immagini a colori 
? Suoni
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CPU – ciclo di esecuzione macchina
? Vediamo ora come la CPU lavora ossia avviene il ciclo
di esecuzione delle istruzioni
? Il cilco di esecuzione si divide in tre grandi fasi: 
? Fetch – preleva l’istruzione
? Decode – decodifica l’istruzione
? Execute – esegue l’istruzione
Ciclo Fetch–Decode–Execute
Fetch
Decode
Execute
(da Curtin e altri, Informatica di base, McGraw Hill Italia, 2002)
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L’interazione fra CPU e memoria - ciclo di esecuzione 
macchina
1. Caricamento (Fetch): l’UC  preleva l’istruzione 
successiva presente in memoria RAM e la deposita 
nell’IR
2. Decodifica (Decode):l’UC interpreta l’istruzione e 
trasferisce i dati a cui questa fa riferimento dalla 
memoria RAM alla ALU (RD)
3. Esecuzione (Execute): la ALU esegue l’operazione 
logica o aritmetica richiesta dall’istruzione
4. Memorizzazione (Store): I risultati delle operazioni 
svolte sono memorizzati nella memoria RAM
L’interazione fra CPU e memoria 
- evoluzione
? Nella macchina di Von Neumann le fasi di 
elaborazione si succedono in modo sincrono rispetto 
alla scansione temporale di un orologio di sistema 
(clock)
? Modelli evoluti di questa architettura prevedono di 
introdurre varie forme di parallelismo, cioè esecuzione 
contemporanea delle attività di elaborazione –
computer paralleli multiprocessori
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L’Unita’ centrale di elaborazione -
prestazioni
? La velocità della CPU viene misurata in Gigahertz (GHz) 
1000 milioni (1 miliardo) di cicli macchina al secondo, 
misurati con il clock del processore – attualmente un PC 
2.5 GHz
? Processori di tipo diverso non vanno confrontati sulla 
base del ciclo di clock perché il quarzo che oscilla per 
determinare il tempo virtuale può essere diversamente 
impostato. Si possono confrontare solo famiglie uguali
? Si può invece usare un’altra unità di misura che è il 
MIPS (milioni di istruzioni per secondo): un’istruzione 
corrisponde a più cicli macchina
? Legge di Bill Joy (uno dei fondatori della SUN) che dice 
che i MIPS aumentano in modo esponenziale rispetto il 
tempo in misura di 2(anno-1984)
Le memorie secondarie - struttura
Sono costituite da due elementi distinti:
1. Il dispositivo di memorizzazione: ha la funzione di 
scrivere o leggere i dati sul supporto
2. Il supporto di  memorizzazione: è il componente 
fisico su cui vengono memorizzati i dati
Tipi di supporto:
? memoria magnetica (nastri, dischi)
? memoria ottica (compact disc, DVD)
? memoria magneto-ottica (dischi magneto-ottici) 
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Le memorie secondarie - tipi
Le memorie secondarie presenti in un PC sono:
? disco fisso (può essercene più di uno)
? floppy disk
? compact Disk
? DVD
? unità nastro per il backup (opzionale)
? ...
Le memorie secondarie -
caratteristiche
? Accesso: Sequenziale (nastro),  diretto (dischi o cd)
? Formattazione: suddivisione del disco in tracce e settori
? Velocità: velocità di accesso (ai dati sul supporto) + 
velocità di trasferimento (dei dati dalla memoria 
secondaria alla memoria centrale RAM). I dischi fissi 
(HD) offrono una velocità più alta rispetto a quelli 
rimuovibili
? Capacità di memorizzazione: quantità di dati che un 
supporto è in grado di memorizzare. HD >10 GB, CD
<1GB, floppy 1,4MB
? Evoluzione continua: Ipod 80 Gb, Blue ray fino a 500Gb
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Le memorie secondarie - il disco fisso
? tracce, cilindri, settori, cluster
? controller del disco fisso: interfaccia per 
comunicare con l’elaboratore. Esempi: IDE (piu’ 
vecchia), EIDE, SCSI (piu’ veloce).
(da Curtin e altri, Informatica di base, McGraw Hill Italia, 2002)
Geometria dei dischi
? I dischi sono costituiti da platter, ciascuno con due superfici
? Ogni superficie è costituita da anelli concentrici detti tracce
? Ogni traccia è costituita da settori separati da gaps
perno
superficie
traccia
traccia k
settori
gaps
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Geometria dei dischi
superficie 0
superficie 1
superficie 2
superficie 3
superficie 4
superficie 5
cilindro k
perno
platter 0
platter 1
platter 2
Le tracce “allineate” formano un cilindro
Operazioni sui dischi
braccio
Le testine di lettura/scrittura si muovono in maniera 
univoca da cilindro a cilindro
perno
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Supporti fisici - i dischi
? I dischi sono suddivisi in tracce e settori
? I dati possono essere acceduti in modo diretto 
conoscendo la traccia e il settore in cui sono 
memorizzati
? il tempo di accesso è determinato da tre parametri T 
= Tseek+Tlatenza+Ttrasferimento
? il tempo di seek - tempo che serve alla testina a 
posizionarsi nella traccia giusta
? il tempo  di latenza - tempo che serva alla testina per 
aspettare il settore giusto
? il tempo di trasferimento - tempo di trasferimento dei dati dal 
disco alla memoria
Le periferiche di input  
? Input di testo: 
? Tastiera
? Scanner (riconoscimento ottico dei caratteri OCR). Il 
testo viene convertito dalla forma stampata a quella
elettronica
? Input di dati
? Lettori di codici a barre
? Riconoscitori vocali
? Modem …
? Input di grafica
? Scanner grafico (scanner piano oppure a tamburo). 
Per le immagini a colori sono necessari tre filtri per 
leggere verde,rosso e blu (scala RGB)
? Strumenti di puntamento
• Mouse
• Puntatori di gomma
• Joystick…
23
Le periferiche di output
• Schermo o monitor 
? con tubo a raggi catodici (CRT)
? a schermo piatto. Quattro principali tipi di tecnologie: 
display a cristalli liquidi, a plasma a colori, elettro-
luminescenti, a emissione di campo
? Stampante
? laser
? a getto d’inchiostro
? a matrice di punti
? Plotter
Prima Legge di Moore - enunciazione
? Nel 1965 Gordon Moore suppose che le prestazioni dei 
microprocessori sarebbero raddoppiate ogni 12 mesi
? Nel 1975 questa previsione si rivelò corretta e prima della 
fine del decennio i tempi si allungarono a 2 anni, periodo 
che rimarrà valido per tutti gli anni Ottanta
? La legge, che resta valida fino ai nostri giorni, viene 
riformulata alla fine degli anni Ottanta ed elaborata nella 
sua forma oggi definitiva, ovvero che le prestazione dei 
processori raddoppiano ogni 18 mesi
? Questo vuol dire che c’è un incremento di circa il 60% 
all’anno
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Grafico della legge di Moore
Legge di Moore – implicazioni 
? Il progresso della tecnologia provoca un aumento del 
numero di transistor per cm2 e quindi per chip
? Un maggior numero di transistor per chip permette di 
produrre prodotti migliori (sia in termini di prestazioni 
che di funzionalità) a prezzi ridotti
? I prezzi bassi stimolano la nascita di nuove applicazioni
(e.g. non si fanno video game per computer da milioni di)
? Nuove applicazioni aprono nuovi mercati e fanno 
nascere nuove aziende
? L’esistenza di tante aziende fa crescere la competitività
che, a sua volta, stimola il progresso della tecnologia e 
lo sviluppo di nuove tecnologie
(Sartor)
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Seconda Legge di Moore
? La legge di Moore stimola il mercato del software a 
produrre nuove applicazioni che necessitano sempre 
più di nuove tecnologie invogliando nuovi acquisti e 
innescando nuovi bisogni di hardware. 
? Alcuni studiosi sostengono che tale legge è un’ottimo 
meccanismo di incentivo al consumo o un ottima 
pianificazione strategica del mercato
? A questa legge occorre allora avvicinare la seconda 
legge di Moore “il costo della produzione di un circuito 
raddoppia ad ogni generazione”
? Questo spiega perché siano così poche le aziende 
vincenti nel settore hardware e di come queste possano 
dettare un trend di mercato artificioso che avvera la 
legge stessa (modello suppliers)
Legge di Murphy
? Tecnico dell’aeronautica militare, il capitano Edward 
Murphy, nel 1949
? “Se qualcosa può andare storto ci andrà – e lo farà nel 
momento peggiore possibile”
? Questo significa che la tecnologia nonostante la legge di 
Joy e le leggi di Moore non è invincibile e anzi occorre 
essere consapevoli che può fallire nel momento 
peggiore, che ha limiti fisici (previsti entro il 2017) di 
miniaturizzazione 
? La crescita non durerà per sempre a meno di un cambio 
totale di tecnologia (nanotecnologia, computer a quanti, 
etc.)
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Domande possibili
? Componenti della macchina di von Neumann
? Tipi di registri e tipi di bus
? Il ciclo di fetch-decode-execute
? Tipi di memoria 
? Le memorie di massa e loro organizzazione interna
? Rapporto fra le reti logiche e i circuiti integrati
? Rapporto fra la crescita dell’hardware e il software 
(leggi di Moore, di Joy, di Murphy)
? La rappresentazione binaria dell’informazione
