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a b s t r a c t
We show that if A and B are finitely generated two-dimensional unique factorization
domains over an algebraically closed field, then A[x] ∼= B[x] implies A ∼= B. The proof is
an application of an algebraic technique involving the AK invariant which has previously
been used to obtain other cancellation theorems.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Throughout this paper, let k denote a field, and let trdegk denote the transcendence degree over k. We will often
casually refer to this as dimension, since the dimension of an irreducible affine variety equals the transcendence degree
of its coordinate ring. Unless otherwise specified, k has arbitrary characteristic. All rings in this paper are commutative
with identity. The main focus will be on (integral) domains over k. For a ring A, let A[n] denote the polynomial ring in n
indeterminates over A.
Abhyankar et al. [1] proved the following one-dimensional cancellation theorem: ifA andB are finitely generated domains
over k with trdegk(A) = trdegk(b) = 1, and if A[n] ∼= B[n], then A ∼= B. The conclusion is false for higher dimensions.
W. Danielewski gave a two-dimensional counterexample over the field C of complex numbers [2,3]. The counterexamples
of Danielewski and Fieseler are integrally closed and finitely generated over C. However, they are not unique factorization
domains (UFDs for short). In this paper we give an algebraic proof that if A and B are two-dimensional finitely generated
UFDs over an algebraically closed field such that A[1] ∼= B[1], then A ∼= B. It is important to mention that the special case
B = k[2] is true by the results of Fujita [4], Miyanishi and Sugie [5], and Russell [6], and their results allow cancellation
of n indeterminants rather than just one. Recently in [7], D. Finston and S. Maubach have constructed a family of three-
dimensional UFD cancellation counterexamples. Other formulations of the cancellation problem are still unsolved. In
particular, does A[1] ∼= k[4] imply A ∼= k[3]?
2. Preliminaries
Let A be a ring. Let δ : A → A[1] be a homomorphism. We write δ = δt : A → A[t] when we wish to emphasize an
indeterminate t . We call δ an exponential map on A if:
(i) ε0δt is the identity on A, where ε0 : A[t] → A is evaluation at t = 0, and
(ii) δsδt = δs+t , where δs is extended to a homomorphism A[t] → A[s, t] by δs(t) = t .
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In this paper we are only concerned with k-algebras. In this case we require exponential maps to be k-algebra
homomorphisms. Exponential maps on a k-algebra A correspond to algebraic actions of the additive group k+ on Spec(A).
Rather than take this perspective, we will explore the algebraic side of exponential maps. There are a couple reasons for
doing so. First, as we will see, the arguments needed in this paper are more easily stated in terms of algebras. Secondly,
the techniques of this paper can be used for more general rings. The definition of exponential map, as well as the related
definitions which follow, can be applied verbatim to any (not necessarily commutative) ring.
Define the ring of δ-invariants to be the subalgebra
Aδ = {a ∈ A | δ(a) = a}
of A. Note that the standard inclusion of A in A[1] is an exponential map on A. We call an exponential map nontrivial if it is
not the standard inclusion.





The sequence of maps {δ(i)}∞i=0 is a locally finite iterative higher derivation on A. By definition, it is a sequence of k-linear maps
on Awith all of the following properties:
(i) For each a ∈ A, the sequence {δ(i)(a)}i has finitely many nonzero terms.
(ii) δ(0) is the identity map on A.












Note that δ(1) is a locally nilpotent derivation on A, meaning that for each a ∈ A there exists sufficiently large n for which
(δ(1))n(a) = 0. When the characteristic of A is zero, we can express δ(i) = 1i! (δ(1))i for each i, so that δ = exp(tδ(1)) and
Aδ = ker δ(1).
Given an exponential map δ on A, we can define the δ-degree of an element a ∈ A by
degδ(a) = degt(δ(a))
(where degt(0) = −∞). Note that Aδ consists of all elements of A with nonpositive δ-degree. If A is a domain, the function
degδ is a degree function on A, i.e. for all a, b ∈ A it satisfies:
(i) degδ(ab) = degδ(a)+ degδ(b), and
(ii) degδ(a+ b) ≤ max{degδ(a), degδ(b)}.
Lemma 2.1. Let δ be a nontrivial exponential map on a domain A.
(a) If a, b ∈ A such that ab ∈ Aδ \ 0, then a, b ∈ Aδ . In other words, Aδ is factorially closed in A.
(b) Aδ is algebraically closed in A.
(c) For each a ∈ A, degδ(δ(i)(a)) ≤ degδ(a)− i. In particular, if a 6= 0 and n = degδ(a), then δ(n)(a) ∈ Aδ .
(d) Let x ∈ A have minimal positive δ-degree n. Let u = δ(n)(x). Then A[u−1] = Aδ[u−1][x].
(e) Suppose additionally that A is a k-algebra with trdegk(A) <∞. Then trdegk(Aδ) = trdegk(A)− 1.
Proof. Parts (a) and (b) follow from the degree function properties. Part (c) follows from the iterative property of {δ(i)}. For
a proof of (d), refer to [8] or the Appendix of [9]. (However, all the necessary ingredients are above.) Part (e) follows from
(b) together with (d). 





Any isomorphism ϕ : A→ B of rings restricts to an isomorphism ϕ : AK(A)→ AK(B). Remark that AK(A) = A if and only
if A admits no nontrivial exponential map. The AK invariant is also commonly called the Makar-Limanov invariant. We will
use:
Theorem 2.2 (Theorem 3.1 in [8]). Let A be a finitely generated domain over a field k. If AK(A) = A then AK(A[1]) = A.
Note that we always have AK(A[n]) ⊆ AK(A) for a ring A, regardless of any assumptions on AK(A).
We will also make use of the Abhyankar–Eakin–Heinzer cancellation theorem:
Theorem 2.3 (Theorem 3.3 in [1]). Let A and B be finitely generated domains over a field k with trdegk(A) = trdegk(B) = 1. If
A[n] ∼= B[n] then A ∼= B.
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3. Results
Theorem 3.1. Let A be a unique factorization domain over an algebraically closed field k with trdegk(A) = 2. If A admits a
nontrivial exponential map δ, then A = Aδ[s] for some s ∈ A.
Proof. To prove the claim we must show that A ⊆ Aδ[s] for a correctly chosen element s. Let n be the smallest positive
δ-degree among elements in A. Let s be an element of δ-degree n such that δ(n)(s) has minimal number of irreducible
factors, including repeated factors. Note that δ(n)(s) ∈ Aδ by Lemma 2.1(c). If δ(n)(s) is a unit, then the theorem follows
from Lemma 2.1(d).
We now show that s+ λ is irreducible for all λ ∈ k. Suppose s = bg for some elements b, g ∈ A with g irreducible and
degδ(g) = n. This is possible because degδ(s) = n and n is the smallest possible positive δ-degree. Note that degδ(b) = 0,
i.e. b is in Aδ . So δ(n)(s) = bδ(n)(g). Now both b and δ(n)(g) are in Aδ by Lemma 2.1(a). So bmust be a unit, for otherwise δ(n)(g)
would have fewer irreducible factors than δ(n)(s). This shows that s is irreducible. Given λ ∈ k, note that δ(n)(s+λ) = δ(n)(s)
and degδ(s+ λ) = n, so we can mimic the above argument to show that s+ λ is irreducible as well.
By Lemma 2.1(d), there exists for each a ∈ A a smallest nonnegative integer m, dependent on a, for which (δ(n)(s))ma
belongs to Aδ[s]. We can choose a ∈ A for whichm > 0. Otherwise we have A ⊆ Aδ[s] andwe are done. Note that this choice
of a ∈ Awithm > 0 does not belong to Aδ .
Suppose now that δ(n)(s) is not a unit. Write δ(n)(s) = cf for some c and f in A with f irreducible. By Lemma 2.1(a) we





where each ai belongs to Aδ . Note that f does not divide s because of the way that swas chosen. Allowing that f may divide





where 0 ≤ l ≤ m and each bi belongs to Aδ . It could happen that l = 0 for all a ∈ A. In this case, we should replace f by a
different irreducible factor of δ(n)(s). If there is no irreducible factor of δ(n)(s) to make l > 0 for some a, then we find that
A ⊆ Aδ[s] and we are done.
So we are left to assume that l > 0 while at least one bi is not divisible by f . Moreover, at least one bi with i > 0 must
not be divisible by f .
Let A = A/(fA). Since trdegk(Aδ) = 1 by Lemma 2.1(e), the image of Aδ in A is a nontrivial domain with transcendence




(bi + fA)(s+ fA)i,
a nontrivial algebraic dependence relation of s + fA over k. Thus s + fA belongs to k. Write s + fq = µ for some q ∈ A and
some µ ∈ k. Since s− µ is irreducible, qmust be a unit. (By Lemma 2.1(a) all units of Amust belong to Aδ .) But then q is in
Aδ , along with both f and µ, and thus s belongs to Aδ . This contradiction completes the proof. 
Corollary 3.2. Let k be an algebraically closed field. Let A and B be finitely generated unique factorization domains over k with
trdegk(A) = trdegk(B) = 2. If A[1] ∼= B[1], then A ∼= B.
Proof. Case 1. Suppose AK(A) 6= A, i.e. A admits a nontrivial exponential map. Necessarily then AK(A) has transcendence
degree 0 or 1 over k by Lemma 2.1(e). Now B must also admit a nontrivial exponential map. Otherwise, we would have
AK(B) = B. Then Theorem 2.2 would force the contradiction
B = AK(B) = AK(B[1]) ∼= AK(A[1]) ⊆ AK(A).
So by Theorem 3.1 we can write A = Aδ1 [s1] and B = Bδ2 [s2] for some s1 ∈ A, s2 ∈ B, δ1 ∈ EXP(A), and δ2 ∈ EXP(B).
Both Aδ1 and Bδ2 have transcendence degree 1 over k by Lemma 2.1(e). Therefore Aδ1 ∼= Bδ2 by Theorem 2.3, and so
A = Aδ1 [s1] ∼= Bδ2 [s2] ∼= B.
Case 2. Suppose AK(A) = A. By case 1 we can assume that AK(B) = B. By Theorem 2.2 we have
A = AK(A) = AK(A[1]) ∼= AK(B[1]) = AK(B) = B. 
We conclude with some remarks on Theorem 3.1.
In Theorem 3.1, we are not concluding that every nontrivial exponential map on A admits a slice. (A slice is an element
s ∈ Awith minimal positive δ-degree n such that δ(n)(s) is a unit.) Rather we can conclude that each nontrivial exponential
map is equivalent to another exponential map with a slice. (Here two exponential maps are considered equivalent if they
share the same ring of invariants.)
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If A in Theorem 3.1 has characteristic 0, then in fact any irreducible exponential map on Amust admit a slice. (Here we
say that δ is reducible if there exists a proper principal ideal I of A for which δ(i)(A) ⊂ I for all i ≥ 1. If no such principal ideal
exists, we say that δ is irreducible.) See Lemma 2.9 in [10] for a proof. In Theorem 3 of [11], Fauntleroy and Magid reach this
same conclusion but under the assumptions that k has characteristic 0 and the k+-action associated with δ is fixed point
free. (This is equivalent to saying that there is no maximal idealM of A such that δ(i)(A) ⊂ M for all i ≥ 1.) If we also assume
that A is finitely generated over k in this case, then any irreducible exponential map on Amust be fixed point free by a result
of A. Białynicki-Birula (Corollary 4 in [12], which is valid over fields of arbitrary characteristic).
In relation to the above comments, ifkhas characteristic 0 then it is easy to show that everyUFDwhich admits a nontrivial
exponential map must in fact admit an irreducible exponential map. If k has prime characteristic, it is unclear. Moreover,
if k has prime characteristic then even an irreducible exponential map on A = k[x, y] need not admit a slice. For example,
consider the irreducible map δ with Aδ = k[x] and δ(y) = y+ t + xtp, where p is the characteristic of k.
In Lemma 2.2 of [13], P. Russell and A. Sathaye use an argument of the same type as that in the proof of Theorem 3.1.
Using their lemma, we can reach the conclusion of Theorem 3.1 under the additional hypothesis that A is finitely generated
over k. However, it would be nice to remove this requirement from Corollary 3.2. In fact, if k has characteristic 0 and A
is a domain with trdegk(A) < ∞, then Theorem 2.2 still holds. (See Lemma 21 of [14]. It requires the fact that a locally
nilpotent derivation on A is determined by a transcendence basis of A.) Therefore, Corollary 3.2 does not require A to be
finitely generated in the characteristic 0 case.
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