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Convexity of limits of harmonic measures
WOLFHARD HANSEN and IVAN NETUKA ∗
Preliminary version
Abstract
It is shown that, given a point x ∈ Rd, d ≥ 2, and open sets U1, . . . , Uk
in Rd containing x, any convex combination of the harmonic measures ε
Ucn
x
for x with respect to Un, 1 ≤ n ≤ k, is the limit of a sequence (εW
c
m
x )m∈N
of harmonic measures, where each Wm is an open subset of U1 ∪ · · · ∪Uk con-
taining x. This answers a question raised in connection with Jensen measures.
More generally, we prove that, for arbitrary measures on an open set W ,
the set of extremal representing measures, with respect to the cone of con-
tinuous potentials on W or with respect to the cone of continuous functions
on W which are superharmonic W , is dense in the compact convex set of all
representing measures.
This is achieved approximating balayage on open sets by balayage on
unions of balls which are pairwise disjoint and very small with respect to
their mutual distances and then shrinking these balls in a suitable manner.
The results are presented simultaneously for the classical case and for the
theory of Riesz potentials.
Finally, a characterization of all Jensen measures and of all extremal
Jensen measures is given.
Keywords: Harmonic measure, Jensen measure, extremal measure, bal-
ayage, Riesz potentials, Brownian motion, stable process, Skorokhod stopping
2000 Mathematics Subject Classification: 31A05, 31A15, 31B05, 31B15,
31C15, 30C85, 46A55, 60G52, 60J65
1 Introduction and main results
The principal motivation for this paper is the following natural question from classi-
cal potential theory which has been raised explicitly in [3] in connection with Jensen
measures: Given an open subset Ω in Rd, d ≥ 2, and a point x ∈ Ω, is the set of lim-
its of harmonic measures εU
c
x convex (where the sets U are supposed to be relatively
compact open neighborhoods of x in Ω)? We shall see that the answer is “yes”.
In fact, we shall prove that even for general measures ν instead of εx the extremal
∗The work is a part of the research project MSM 0021620839 financed by MSMT.
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representing measures are dense in the compact convex set of all representing mea-
sures (see Corollary 1.3 and Corollary 1.7).
Our method of sweeping on families of disjoint balls, which are very small with
respect to their mutual distances, works as well for the theory of Riesz potentials
related to the fractional Laplacian −(−∆)α/2 on Rd, 0 < α < min{2, d}. Therefore
we shall also cover the case of Riesz potentials from the very beginning. We recall
that classical potential theory of the Laplacian is the limiting case α = 2. The
reader, who is interested in the classical case only, may neglect this generality. He
will hardly notice any difference in the presentation except from the additional
discussion of the “Poisson kernel” for a ball with respect to Riesz potentials (which
has a density with respect to Lebesgue measure on the complement of the ball).
So we shall deal simultaneously with the following two situations:
• Classical case: α = 2, X is a non-empty open set in Rd, d ≥ 2, such that
R
d \X is non-polar, if d = 2.
• Riesz potentials: α < 2, X is a non-empty open set in Rd, d ≥ 1, d > α.
Given Y ⊂ X , Y c := X \ Y will denote the complement of Y with respect to X .
LetM(X) be the set of all (Radon) measures on X , let P(X) denote the convex
cone of all continuous real potentials onX , andM(P(X)) be the set of all ν ∈M(X)
such that µ(p) < ∞ for some strictly positive p ∈ P(X). Let us note that every
finite measure on X and hence every ν ∈M(X) with compact support is contained
in M(P(X)). For every ν ∈ M(P(X)) and for every subset A of X , let νA denote
the balayage of ν on A with respect to X , that is, for every superharmonic function
u ≥ 0 on X ,
νA(u) :=
∫
u dνA =
∫
RˆAu dν,
where RˆAu (x) = lim infy→xR
A
u (y) andR
A
u is the infimum of all positive superharmonic
functions v on X majorizing u on A. In particular,
(1.1) νA(u) ≤ ν(u)
for every superharmonic function u ≥ 0 on X . For every x ∈ X , let εx denote the
Dirac measure at x. It is easily seen that νA =
∫
εAx dν(x). If A is closed and x ∈ Ac,
then εAx is the restriction of the harmonic measure for x and the open set X \ A
on A. Given A ⊂ X , there exists a Borel set (even a Gδ-set) A˜ containing A such
that νA˜ = νA for every ν ∈ M(P(X)). To discuss extremal representing measures
for ν ∈ M(P(X)) we shall also need reduced measures ◦νA for Borel sets A ⊂ X .
They are defined by ∫
u d
◦
νA =
∫
RAu dν,
u ≥ 0 superharmonic on X , and related to νA by ◦νA = ν|A + (ν|Ac)A, since RAp = p
on A and RAp = Rˆ
A
p on A
c. If A is open or, more generally, if A is not thin at any
of its points, then
◦
νA = νA for every ν ∈M(P(X)). We refer to [2] for details.
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Let K(X) denote the linear space of all continuous real functions on X with
compact support. We recall that a sequence (µm) of Radon measures converges
weakly to a Radon measure µ on X if limm→∞ µm(f) = µ(f) for every f ∈ K(X).
It is this convergence for Radon measures we shall use.
Let us fix a natural number k ≥ 2 and define
Λk := {λ ∈ [0, 1]k :
k∑
n=1
λn = 1}.
Our fundamental result is the following.
THEOREM 1.1. Let ν be a measure in M(P(X)) which is supported by an open
subset W of X, let U1, . . . , Uk be open subsets of W , and λ ∈ Λk. Then there exist
finite unions Cm, m ∈ N, of pairwise disjoint closed balls in U1 ∪ · · · ∪Uk such that
lim
m→∞
νCm∪W
c
=
k∑
n=1
λnν
Un∪W c .
The key to Theorem 1.1 is the following result concerning balayage on finite
families of small balls where, given γ ∈ [0, 1] and a closed ball B with center x and
radius r, the ball with center x and radius γr is denoted by Bγ (see Proposition 3.3
for a precise formulation). It will be applied to balayage on subsets A of W with
respect to W in place of X to deal with balayage measures of the form νA∪W
c
.
PROPOSITION 1.2. Let δ > 0 be small, let A be a union of finitely many pairwise
disjoint closed balls B1, . . . , Bm in X which are sufficiently small with respect to their
mutual distances and to the distance from Rd \X, and let ν ∈M(P(X)) such that
ν(A) = 0. Moreover, let λ ∈ Λk, let I1, . . . , Ik be a partition of {1, . . . , m}, and Kn
be the union of the balls Bi, i ∈ In, 1 ≤ n ≤ k.
Then there exist γ1, . . . , γm ∈ [0, 1] such that C := Bγ11 ∪ · · · ∪ Bγmm satisfies
νC(Bi) = (1− δ)
k∑
n=1
λnν
Kn(Bi) for every 1 ≤ i ≤ m.
Given two measures µ, ν on X , we shall write µ ≺ ν provided µ(p) ≤ ν(p)
for every p ∈ P(X). For every ν ∈ M(P(X)), let Mν(P(X)) be the set of all
measures µ on X such that µ(p) ≤ ν(p) for every p ∈ P, that is,
Mν(P(X)) = {µ ∈M(P(X)) : µ ≺ ν}.
Mν(P(X)) is a compact convex set with respect to weak convergence and its set of
extreme points is given by
(1.2)
(Mν(P(X)))e = { ◦νA : A Borel subset of X}
(see [9] and [2, VI.12.5]). Moreover, the subset of all νU , U open in X , as well as the
subset of all
◦
νC , C compact subset of X , is dense in
(Mν(P(X)))e (see [2, VI.1.9]).
Therefore, by the theorem of Krein-Milman and taking W = X , Theorem 1.1 yields
the following.
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COROLLARY 1.3. For every ν ∈M(P(X)), (Mν(P(X)))e is dense inMν(P(X)).
REMARK 1.4. Let us note that Corollary 1.3 has the following consequence related
to Skorokhod stopping (see [11, 4, 6, 5, 1]). Let ν be a probability measure onX and let
(X(t)) be Brownian motion or an α-stable process on X with initial distribution ν.
Then, for every measure µ ≺ ν, there exists a sequence (Tm) of hitting times at
relatively compact open subsets Um of X such that the distributions P
ν
X(Tm)
converge
weakly to µ as m→∞.
Next let us consider open subsets U1, . . . , Uk of X and let ν be a measure in
M(P(X)) which is supported by W := U1 ∪ · · · ∪ Uk. Then, for every 1 ≤ n ≤ k,
there exist open (1/m)-neighborhoods U˜nm of U
c
n in X such that (ν
U˜nm) converges
weakly to
◦
νU
c
n as m→∞ (see [2, VI.1.9]). For all n and m, U˜nm = (U˜nm ∩W )∪W c
and U˜nm ∩W is an open subset of W . Therefore Theorem 1.1 implies as well the
following.
COROLLARY 1.5. Let U1, . . . , Uk be open subsets of X, ν be a measure in
M(P(X)) which is supported by W := U1 ∪ · · · ∪ Uk, and λ ∈ Λk. Then there
exist finite unions Cm of pairwise disjoint closed balls in a (1/m)-neighborhood of
W \ (U1 ∩ · · · ∩ Uk) in W such that
(1.3) lim
m→∞
◦
νW
c∪Cm =
k∑
n=1
λn
◦
νU
c
n.1
If ν is supported by U1 ∩ · · · ∩ Uk, then the reduced measures may be replaced by
balayage measures.
Given an open subset W of X , let S(W ), H(W ) denote the set of all contin-
uous functions on X which are P(X)-bounded (that is, bounded in modulus by
some p ∈ P(X)) and superharmonic on W , harmonic on W , respectively. As for
P(X), we have sets of representing measures Mν(S(W )) and Mν(H(W )). Since
semipolar sets are polar and points are polar for both the classical case and for
Riesz potentials, we see from [2, VI.9.5] that the following holds for Dirac measures
ν = εx (as customary, we write Mx instead of Mεx); the proof for the general case
ν ∈M(P(X)) will be given in an Appendix.
THEOREM 1.6. For every open subset W of X and for every ν ∈ M(P(X))
which is supported by W ,
Mν(S(W )) = Mν(P(X)) ∩Mν(H(W ))
= {µ ∈ Mν(P(X)) : µW c = νW c} = {µ ∈ M(P(X)) : νW c ≺ µ ≺ ν}.
Moreover, Mν(S(W )) is a closed face of Mν(P(X)) and
(Mν(S(W )))e = { ◦νA : W c ⊂ A ⊂ X, A Borel set}.
1In the classical case and for ν supported by U1 ∩ · · · ∩ Uk, we may choose Cm in a (1/m)-
neighborhood of W ∩ (∂U1 ∪ · · · ∪ ∂Uk).
4
In particular, for every x ∈ W ,
(Mx(S(W )))e = {εAx : W c ⊂ A ⊂ X}.
Let us note that, taking W = X , we have W c = ∅, H(W ) = {0}, and S(W ) is
P(X). Since the measures νU∪W c , U open subset of W , are dense in (Mν(S(W )))e,
Theorem 1.1 also yields the following.
COROLLARY 1.7. Let W be an open subset of X and let ν be a measure in
M(P(X)) which is supported by W . Then (Mν(S(W )))e is dense in Mν(S(W )).
Finally, restricting our attention to classical potential theory, let us see how
Jensen measures, introduced in function theory in [1] and extensively studied in [3]
and [10], fit into our considerations. To that end we fix an open subset Ω of Rd,
d ≥ 2, and a point x ∈ Ω. A Jensen measure for x with respect to Ω is probability
measure µ supported on a compact subset of Ω such that
∫
u dµ ≤ u(x) for every
superharmonic function u on Ω. Equivalently, since constants are harmonic and su-
perharmonic functions are increasing limits of continuous superharmonic functions,
the set Jx(Ω) of all Jensen measures for x with respect to Ω is the set of all Radon
measures with compact support in Ω such that
∫
u dµ ≤ u(x) for every continuous
superharmonic function u on Ω. Clearly, Corollary 1.5 implies by [3, p. 32] that, for
every x ∈ Ω, the set of all harmonic measures εUcx , U open, x ∈ U , U compact in Ω,
is dense in Jx(Ω) with respect to the weak
∗-topology on C(Ω)∗, that is, Question 1.6
in [3] has a positive answer.
Further, we shall give the following characterization for Jensen measures and
extremal Jensen measures.
THEOREM 1.8. Let Ω be an open subset of Rd, d ≥ 2, and x ∈ Ω. Then
Jx(Ω) =
⋃{Mx(S(W )) : W open, x ∈ W, W compact in Ω}
and
(
Jx(Ω)
)
e
=
⋃{(Mx(S(W )))e : W open, x ∈ W, W compact in Ω
}
=
{
εA
c
x : A compact in Ω
}
.
The paper is organized as follows. In the next section we shall approximate
balayage replacing open sets U by unions of small balls contained in U . In Section
3 we shall prove Proposition 1.2. Section 4 will consist of the proof for Theorem
1.1, and in Section 5 we shall establish the results on Jensen measures. The paper
is finished by an Appendix where Theorem 1.6 is proven for general ν ∈M(P(X)).
2 Approximation of νU∪W
c
Balayage on open sets can be approximated by balayage on subsets consisting of
finitely many balls having radii which are arbitrarily small with respect to their
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mutual distances (see Proposition 2.1). Since this does not seem to be widely known,
we include a complete proof.
For every x ∈ Rd and r ≥ 0, let B(x, r) denote the closed ball having center x
and radius r. Given x0 ∈ Rd, a ∈ (0, 1), and m ∈ N, let
Zm(x0, a) :=
{
B(z,
a
m
) : z ∈ 1
m
(x0 + Z
d)
}
, Zm(x0, a) :=
⋃
B∈Zm(x0,a)
B.
PROPOSITION 2.1. Let U,W be open sets, U ⊂ W ⊂ X, ν ∈ M(P(X)),
x0 ∈ Rd, and a ∈ (0, 1). For every m ∈ N, let Am be the (finite) union of all balls
B ∈ Zm(x0, a) such that B ⊂ U ∩ B(0, m) and dist(B,Rd \ U) ≥ 1/m. Then
(2.1) lim
m→∞
νAm∪W
c
(q) = νU∪W
c
(q) for every q ∈ P(X).
For the proof we shall need the following lemma.
Lemma 2.2. Let a ∈ (0, 1), x0 ∈ Rd, r > 0, and δ > 0. Then there exists m0 ∈ N
such that, for all m ≥ m0 and x ∈ X satisfying B(x, r) ⊂ X,
(2.2) R
Zm(x0,a)∩B(x,r)
1 (x) > 1− δ.
Proof. 1. Let us first suppose that d > α. For every subset A of Rd, we define
uA := inf{u : u ≥ 0 superharmonic on Rd, u ≥ 1 on A}
(if A is bounded, then uˆA is the equilibrium potential of A). Let Z := Z1(0, a).
Obviously,
inf uZ(R
d) = inf uZ([0, 1]
d),
that is, the continuous superharmonic function uZ admits a minimum. Therefore
uZ is constant. Since uZ = 1 on Z, we see that uZ is identically 1. Consequently,
the sequence (uZ∩B(0,k))k∈N increases to 1 locally uniformly on R
d as k ↑ ∞. Given
δ > 0, we hence may choose k ∈ N such that
(2.3) uZ∩B(0,k) > 1− δ
2
on [0, 1]d.
There exists K ≥ k with uZ∩B(0,k) < δ/2 on Rd \ B(0, K). Then the function
v := (uZ∩B(0,k) − δ/2)+ is subharmonic on Rd \ Z and vanishes outside B(0, K).
Now letm > (K+1)/min{r, 1}. There exists z ∈ 1
m
(x0+Z
d) with x−z ∈ [0, 1
m
]d.
We define
w(y) := v(m(y − z)) (y ∈ Rd).
Then w ≤ 1, w is subharmonic on Rd \ Zm(x0, a), and w = 0 on Rd \ B(z,K/m).
Since B(z,K/m) ⊂ B(x, r) ⊂ X , we see that the restriction of w on X vanishes
outside B(x, r) and hence w|X ≤ RZm(x0,a)∩B(x,r)1 . Since m(x− z) ∈ [0, 1]d, we know
by (2.3) that w(x) ≥ 1− δ. Thus (2.2) holds.
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2. Let us finally consider the remaining case α = d = 2 (classical case in the
plane) and let
√
2/m ≤ r/2. There exists z ∈ Zm(x0, a) such that |x− z| <
√
2/m.
Then B(z, r/2) ⊂ B(x, r). We define
pm(y) := min
{
1,
ln(r/2)− ln |y − z|
ln(r/2) + lnm− ln a
}
(y ∈ B(x, r))
Moreover, pm = 1 on B(z, a/m), pm ≤ 0 on ∂B(x, r), and pm is harmonic on the
open set
◦
B(x, r) \B(z, a/m). Therefore
R
Zm(x0,a)∩B(x,r)
1 ≥ pm on B(x, r).
Since
ln(r/2)− ln |x− z|
ln(r/2) + lnm− ln a ≥
ln(r/2) + lnm− ln√2
ln(r/2) + lnm− ln a ,
we see that pm(x) > 1− δ, if m is sufficiently large. This finishes the proof.
Proof of Proposition 2.1. Let q ∈ P(X), δ > 0, and p := q + δp0, where p0 ∈ P(X)
such that p0 > 0 and ν(p0) ≤ 1. We choose an arbitrary sequence (Kn) of compact
sets which is increasing to U . For the moment, let us fix n ∈ N. There exists
0 < r < 1
2
dist(Kn,R
d \ U) such that, for every x ∈ Kn, p > q(x) on B(x, r). If
m ∈ N such that m ≥ 1/r and Kn ⊂ B(0, m), then Zm(x0, a) ∩ B(x, r) is a subset
of Am and hence, for every x ∈ Kn,
RAmp (x) ≥ RZm(x0,a)∩B(x,r)q(x) (x) = q(x)RZm(x0,a)∩B(x,r)1 (x).
Using Lemma 2.2 we hence obtain mn ∈ N such that, for every m ≥ mn,
RAmp > (1− δ)q on Kn.
By the definition of reduced functions, this implies that, for every m ≥ mn,
RU∪W
c
q + δp0 ≥ RU∪W
c
p ≥ RAm∪W
c
p ≥ (1− δ)RKn∪W
c
q
and therefore
(2.4) RˆU∪W
c
q + δp0 ≥ RˆAm∪W
c
p ≥ (1− δ)RˆKn∪W
c
q .
If n ↑ ∞, then RˆKn∪W cq ↑ RˆU∪W cq whence
(2.5) νKn∪W
c
(q) =
∫
RˆKn∪W
c
q dν ↑
∫
RU∪W
c
q dν = ν
U∪W c(q).
Since ν(p0) ≤ 1, (2.4) and (2.5) imply that (2.1) holds.
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3 Joint shrinking of disjoint small balls
The following simple facts on iterated balayage will be used again and again. If
ν ∈M(P(X)) and A, A˜ are closed sets such that A˜ ⊂ A ⊂ X and ν(A) = 0, then,
(3.1) νA˜ = νA|A˜ + (νA|A\A˜)A˜ ≥ νA|A˜
(see [2, VI.9.4] for a far more general statement).
In terms of harmonic kernels HV for open subsets ofX , defined by HV (x, ·) = εV cx
for x ∈ V and HV (x, ·) = εx for x ∈ V c, this can be expressed by
HUHU˜ = HU ,
whenever U, U˜ are open subsets of X satisfying U ⊂ U˜ . In the classical case this is
equivalent to the following property of the generalized Dirichlet solution, that is, the
Perron-Wiener-Brelot solution of the Dirichlet problem. If f is a continuous P(X)-
bounded function on the boundary ∂U˜ of U˜ in X , then the generalized Dirichlet
solution h˜ for U˜ and f coincides on U with the generalized Dirichlet solution h for U
and the boundary function g, where g = f on ∂U ∩ ∂U˜ and g = h˜ on ∂U ∩ U (see
[8, Lemma 8.39]).
Moreover, for every ν ∈M(P(X)) and for all closed sets A,B in X ,
(3.2) (νA)B(B) ≤ νB(B).
Indeed, it suffices to notice that both measures (νA)B and νB are supported by B
and that (νA)B(1) = νA(RˆB1 ) ≤ ν(RˆB1 ) = νB(1) by (1.1).
We recall that, for every η ∈ [0, 1] and every closed ball B in Rd having center xB
and radius rB, we denote the ball obtained by shrinking B with the factor η by B
η,
that is,
Bη := xB + η(B − xB).
Lemma 3.1. Let A be the union of finitely many closed balls B1, . . . , Bm which are
contained in X and pairwise disjoint. For every t ∈ [0, 1]m, let At ⊂ A denote the
union of the balls Btii , 1 ≤ i ≤ m. Moreover, let ν ∈M(P(X)) such that ν(A) = 0,
γ1, . . . , γm ∈ R+, and
Γ := {t ∈ [0, 1]m : νAt(Bi) ≤ γi, 1 ≤ i ≤ m}.
Then there exists s ∈ Γ such that s ≥ t for every t ∈ Γ. Moreover, νAs(Bi) = γi for
every i ∈ {1, . . . , m} such that si < 1.
Proof. Let us note first that νAt(Bi) = ν
At(Btii ) for every t ∈ Γ and for every
1 ≤ i ≤ m, since νAt is supported by the subset At of A.
0. Of course, (0, . . . , 0) ∈ Γ, since points are polar.
1. If t, t˜ ∈ Γ, then t ∨ t˜ ∈ Γ. Indeed, let us fix 1 ≤ i ≤ m. We may assume
without loss of generality that ti ≥ t˜i. Since At ⊂ At∨t˜, we conclude by (3.1) that
νAt∨t˜(Bti∨t˜ii ) = ν
At∨t˜(Btii ) ≤ νAt(Btii ) ≤ γi.
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2. For every t < (1, . . . , 1), the set At is the intersection of all At˜, t˜ > t. For
every t > (0, . . . , 0) the set At is the fine closure of the union of all At˜, t˜ < t. This
implies that, for every p ∈ P(X), the mapping t 7→ νAt(p) is continuous on [0, 1]m.
Hence, for every f ∈ K(X), the mapping t 7→ νAt(f) is continuous. Since the closed
balls B1, . . . , Bm are disjoint, we obtain that the mapping
t 7→ (νAt(B1), . . . , νAt(Bm))
from [0, 1]m into [0, 1]m is continuous. Therefore Γ is closed.
3. Combining (1) and (2) we see that
s := (sup
t∈Γ
t1, . . . , sup
t∈Γ
tm) ∈ Γ,
where of course s ≥ t for every t ∈ Γ. To finish the proof, let us consider i ∈
{1, . . . , m} such that si < 1 and suppose that νAs(Bi) < γi. Let us define s˜ :=
(s1, . . . , si−1, b, si+1, . . . , sm), where si < b ≤ 1. By (2), we may choose b in such
a way that νAs˜(Bi) < γi. Since As ⊂ As˜, we obtain by (3.1) that νAs˜(Bsjj ) ≤
νAs(B
sj
j ) ≤ γj for every j ∈ {1, . . . , m}, j 6= i. Thus s˜ ∈ Γ, s˜ ≤ s, b = s˜i ≤ si,
a contradiction.
Let us note the following simple consequence.
PROPOSITION 3.2. Let A be the union of finitely many closed balls B1, . . . , Bm
which are contained in X and pairwise disjoint. Moreover, let ν ∈ M(P(X)) such
that ν(A) = 0 and let β1, . . . , βm ∈ [0, 1]. Then there exist s1, . . . , sm ∈ [0, 1] such
that the union A˜ of the shrinked balls Bs11 , . . . , B
sm
m satisfies
νA˜(Bi) = βiν
A(Bi) for every 1 ≤ i ≤ m.
Proof. It suffices to take γi := βiν
A(Bi), 1 ≤ i ≤ m, and to choose s = (s1, . . . , sm)
in [0, 1]m according to Lemma 3.1. Then νA˜(Bi) ≤ βiνA(Bi) for all 1 ≤ i ≤ m.
Furthermore, equality holds whenever si < 1. If, however, i ∈ {1, . . . , m} such that
si = 1, then ν
A˜(Bi) ≥ νA(Bi) by (3.1) whence as well νA˜(Bi) ≥ βiνA(Bi) (and
βi = 1 unless ν
A(Bi) = 0).
In the classical case α = 2, the harmonic measure εU
c
y for a ball U =
◦
B(y0, r) and
y ∈ U has the Poisson density
ρUy (z) = r
d−2(r2 − |y − y0|2)|y − z|−d, |z − y0| = r,
with respect to normalized surface measure on the boundary of U . For Riesz poten-
tials (the case 0 < α < 2), εU
c
y has a density ρ
U
y with respect to Lebesgue measure
on U c,
ρUy (z) = aα
(r2 − |y − y0|2)α/2
(|z − y0|2 − r2)α/2 |z − y|
−d, |y − y0| < r ≤ |z − y0|,
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where aα is a constant depending on d and α (see [2, p. 192]). If y, y˜ ∈ B(y0, ηr),
0 < η < 1, then in both cases
(3.3)
ρUy (z)
ρUy˜ (z)
≤ 1
(1− η2)α/2
(1 + η)d
(1− η)d =
(1 + η)d−
α
2
(1− η)d+α2 .
If η is small, then the expression on the right side of (3.3) is approximately 1+ 2dη.
So there exists δ0 ∈ (0, 1) such that
(3.4) εU
c
y˜ ≤ (1 + δ)εU
c
y ,
whenever 0 < δ ≤ δ0 and y, y˜ ∈ B(y0, δ3dr). For the moment, let us fix δ ∈ (0, δ0]
and a closed subset A of X such that B(y0, r) ∩ A = ∅. We observe that, for every
y ∈ B(y0, r), εAy = (εUcy )A. Indeed, in the classical case this follows from (3.1), since
then εU
c
y (A) = 0. In the general case, it follows from (ε
A
y )
A = εAy (see [2, VI.5.21]),
since trivially (εAy )
A ≺ (εUcy )A ≺ εAy . Therefore (3.4) implies that
(3.5) εAy˜ ≤ (1 + δ)εAy for all y, y˜ ∈ B
(
y0,
δ
3d
r
)
.
Let us say that finite family B of closed balls, which are contained in X and pairwise
disjoint, is a δ-family in X , if 0 < δ < δ0 and the union A of all B ∈ B satisfies
(3.6) rB ≤ δ
3d
dist
(
xB, (R
d \X) ∪ (A \B)) for every B ∈ B.
Here is the key to Theorem 1.1. As already indicated, it will be applied to
balayage on subsets A of W with respect to W in place of X to deal with balayage
measures of the form νA∪W
c
.
PROPOSITION 3.3. Let A be the union of a δ-family B1, . . . , Bm in X and let
ν ∈M(P(X)) such that ν(A) = 0. Moreover, let λ ∈ Λk, let I1, . . . , Ik be a partition
of {1, . . . , m}, and Kn be the union of the balls Bi, i ∈ In, 1 ≤ n ≤ k.
Then there exist s1, . . . , sm ∈ [0, 1] such that C := Bs11 ∪ · · · ∪ Bsmm satisfies
(3.7) νC(Bi) = (1− δ)
k∑
n=1
λnν
Kn(Bi) for every 1 ≤ i ≤ m.
Proof. Since the measures νKn are supported by Kn, the sum on the right side of
(3.7) reduces to the term λnν
Kn(Bi), when i ∈ In. By Lemma 3.1, there exists
s ∈ [0, 1]m such that C := Bs11 ∪ · · · ∪Bsmm satisfies
(3.8) νC(Bi) ≤ (1− δ)λnνKn(Bi) for all 1 ≤ n ≤ k, i ∈ In,
with equality whenever si < 1. We claim that we even have
(3.9) νC(Bi) ≥ λnνKn(Bi) if si = 1, i ∈ In, 1 ≤ n ≤ k.
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and this will clearly finish the proof (in fact, it shows even that si cannot be equal
to 1 for i ∈ In, unless λnνKn(Bi) = 0).
Indeed, let us suppose, for example, that sl = 1 for some l ∈ I1 and let I ′1 :=
I1 \ {l}. Then B := Bl = Bsll , that is, B is a subset of C, and we get by (3.1) that
(3.10) νB = νC |B + (νC |C\B)B,
where
(3.11) νC |C\B =
∑
i∈I′1
νC |Bi +
k∑
n=2
∑
i∈In
νC |Bi.
By (3.5),
(νC |Bi)B ≤ (1 + δ)(1− δ)λ1(νK1 |Bi)B ≤ λ1(νK1 |Bi)B for all i ∈ I ′1.
Similarly, (νC |Bi)B ≤ λn(νKn|Bi)B for all i ∈ In, 2 ≤ n ≤ k. Taking sums we see
that ∑
i∈I′1
(νC |Bi)B ≤ λ1(νK1 |K1\B)B and
∑
i∈In
(νC |Bi)B ≤ λn(νKn)B
for every 2 ≤ n ≤ k. Therefore (3.10) and (3.11) imply the inequality
(3.12) νB(B) ≤ νC(B) + λ1(νK1 |K1\B)B(B) +
k∑
n=2
λn(ν
Kn)B(B),
where (νKn)B(B) ≤ νB(B) by (3.2). Hence
λ1ν
B(B) ≤ νC(B) + λ1(νK1|K1\B)B(B).
Knowing that νB = νK1|B + (νK1 |K1\B)B by (3.1), we thus get the inequality
λ1ν
K1(B) ≤ νC(B), and the proof is finished.
Let us note that a combination of Proposition 3.2 and Proposition 3.3 yields the
following stronger result (which will not be needed in the sequel).
COROLLARY 3.4. Under the assumptions of Proposition 3.3 and given any real
numbers β1, . . . , βm ∈ [0, 1], there exist γ1, . . . , γm ∈ [0, 1] such that the union C of
the shrinked balls Bγ11 , . . . , B
γm
m satisfies
νC(Bi) = (1− δ)βiλnνKn(Bi) for all 1 ≤ n ≤ k, i ∈ In.
4 Proof of Theorem 1.1
1. Let U1, . . . , Uk be open subsets of an open setW inX , let ν ∈M(P(X)) such that
ν(W c) = 0, and λ ∈ Λk. We fix a strictly positive p ∈ P(X) such that ν(p) < ∞.
To prove the weak convergence of a sequence (µn) to µ, it is sufficient to check the
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convergence of the sequence (µn(f)) to µ(f) for each functions f from a suitable
countable subset of K(X). For every f ∈ K(X) and for every η > 0, there exist
q, q′ ∈ P(X) which are bounded by a multiple of p such that |f − (q − q′)| ≤ ηp
(see [2, I.1.2, III.6.10]). To prove Theorem 1.1, it is therefore sufficient to show the
following. Let Q be a finite set of potentials q ∈ P(X) which are bounded by p
and let 0 < η < 1. Then there exists a union C of pairwise disjoint closed balls in
U := U1 ∪ · · · ∪ Uk such that
(4.1)
∣∣νC∪W c(q)−
k∑
n=1
λnν
Un∪W c(q)
∣∣ < η for every q ∈ Q.
By [2, VI.1.9], we may assume without loss of generality that all Un, 1 ≤ n ≤ k, are
compact subsets of W and that p ≥ 1 on U . We then define δ := (6ν(p) + 3k)−1η.
There exists 0 < δ′ ≤ δ such that
(4.2) |q(y)− q(z)| < δ, whenever q ∈ Q and y, z ∈ U, |y − z| < δ′.
2. By Proposition 2.1, we are able to replace each Un, 1 ≤ n ≤ k, by a fi-
nite union Kn of very small closed balls. We then want to shrink these balls using
Proposition 3.3. This, however, not only requires that K1, . . . , Kk be pairwise dis-
joint, but that they are separated well enough to obtain a δ-family. Moreover,
taking A := K1 ∪ · · · ∪ Kk we shall have to replace ν by the measure ν˜ := 1X\Aν
not charging A, and therefore ν(A) will have to be small. This can be achieved con-
sidering Zm(x0, a) for sufficiently many points x0 ∈ Rd. We fix a natural number
N > k + ν(p)/δ and define
a := min{ δ
4dN
,
δ′
2
}, xj :=
( j
N
, 0, . . . , 0
)
, 1 ≤ j ≤ N.
For every M ∈ N, 1 ≤ n ≤ k, and 1 ≤ j ≤ N , let AM(n, j) ⊂ ZM(xj , a) be the
union of all balls B ∈ ZM(xj , a) such that B ⊂ Un and dist(B,Rd \ Un) ≥ 1/M .
By Proposition 2.1, there exists M ∈ N such that, for every q ∈ Q and for all
1 ≤ n ≤ k, j ∈ {1, . . . , N},
(4.3) |νAM (n,j)∪W c(q)− νUn∪W c(q)| < δ.
By our definition of a and x1, . . . , xN , the sets ZM(x1, a), . . . , ZM(xN , a) are pairwise
disjoint and hence
N∑
j=1
ν(1ZM (xj ,a)p) ≤ ν(p) < (N − k)δ.
Therefore at least k of terms of the sum must be strictly smaller than δ, that is,
there exist k different j1, . . . , jk ∈ {1, . . . , N} such that
(4.4) ν(1ZM (xjn ,a)p) < δ for every 1 ≤ n ≤ k.
We define
K1 := AM(1, j1), . . . , Kk := AM(k, jk), A := K1 ∪ · · · ∪Kk, ν˜ = 1X\Aν.
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By (4.4), (ν− ν˜)(p) < kδ. The set A is a union of pairwise disjoint balls B1, . . . , Bm
from the union of Z(xj1, a), . . . , Z(xjk , a). Hence, for every 1 ≤ i ≤ m,
dist
(
xBi , (R
d \W ) ∪ (A \Bi)
) ≥ 1
M
( 1
N
− 2a) ≥ (4d
δ
− 2) a
M
≥ 3d
δ
a
M
=
3d
δ
rBi.
So B1, . . . , Bm is a δ-family in W and, of course, ν˜(A) = 0. Thus we may apply
Proposition 3.3 to W in place of X and to ν˜ in place of ν. Denoting balayage of ν˜
on compact subsets L of W relative to W by Wν˜L, we obtain s1, . . . , sm ∈ [0, 1] such
that the union C of the shrinked balls Bs11 , . . . , B
sm
m ⊂ A satisfies
Wν˜C(Bi) = (1− δ)
k∑
n=1
λn
Wν˜Kn(Bi) for every 1 ≤ i ≤ m.
By [2, VI.2.9], this means that defining µ˜ :=
∑k
n=1 λnν˜
Kn∪W c we have
(4.5) ν˜C∪W
c
(Bi) = (1− δ)µ˜(Bi) for every 1 ≤ i ≤ m.
3. We now fix q ∈ Q and claim first that
(4.6)
∣∣ν˜C∪W c(1W q)− µ˜(1W q)∣∣ < 4ν(p)δ.
Indeed, let g :=
∑m
i=1 q(xBi)1Bi. By (4.5),
(4.7) ν˜C∪W
c
(g) = (1− δ)µ˜(g).
Since 0 ≤ g ≤ 2p, we know by (1.1) that, for every 1 ≤ n ≤ k,
0 ≤ ν˜Kn∪W c(g) ≤ 2ν˜Kn∪W c(p) ≤ 2ν(p).
Moreover, |g − 1W q| < δp on U ∪W c by (4.2). Therefore
∣∣ν˜C∪W c(g)− ν˜C∪W c(1W q)∣∣ ≤ δν˜C∪W c(p) ≤ ν(p)δ
and, for every 1 ≤ n ≤ k,
∣∣ν˜Kn∪W c(g)− ν˜Kn∪W c(1W q)∣∣ < δν˜Kn∪W c(p) ≤ ν(p)δ.
Thus (4.7) implies (4.6) (and the proof would readily be finished in the caseW = X).
4. It may be surprising that (4.5), which merely indicates that µ˜ is a good
approximation for ν˜C∪W
c
on W , also implies that µ˜ approximates ν˜C∪W
c
nicely
on X \W . We claim that
(4.8) ρ := ν˜C∪W
c|W c − µ˜|W c ≥ 0, and ρ(p) ≤ 2ν(p)δ.
Indeed, by (3.1),
ν˜C∪W
c|W c + (ν˜C∪W c|W )W c = ν˜W c = µ˜|W c + (µ˜|W )W c .
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Defining σ := µ˜|W and τ := ν˜C∪W c|W we hence see that
ρ = σW
c − τW c .
By (4.5) and (3.5), for each B ∈ {B1, . . . , Bm},
(1Bτ)
W c ≤ (1− δ)(1 + δ)(1Bσ)W c ≤ (1Bσ)W c,
(1Bτ)
W c ≥ 1− δ
1 + δ
(1Bσ)
W c ≥ (1− 2δ)(1Bσ)W c.
Taking the sum we obtain that 0 ≤ ρ ≤ 2δσW c where σW c(p) ≤ µ˜W c(p) ≤ µ˜(p) ≤
ν(p) by (1.1). Thus (4.8) holds and we conclude that
(4.9)
∣∣ν˜C∪W c(1W cq)− µ˜(1W cq)∣∣ = ρ(q) ≤ ρ(p) ≤ 2ν(p)δ.
5. Combining (4.6) and (4.9) we get
∣∣ν˜C∪W c(q)− µ˜(q)∣∣ < 6ν(p)δ. This implies
∣∣νC∪W c(q)−
k∑
n=1
λnν
Kn∪W c(q)
∣∣ < 6ν(p) + 2kδ,
since ν˜ ≤ ν and (ν − ν˜)(p) < kδ. Together with (4.3), this estimate finally yields
∣∣νC∪W c(q)−
k∑
n=1
λnν
Un∪W c(q)
∣∣ < 6ν(p)δ + 3kδ = η,
that is, (4.1) holds and the proof is finished.
5 Proof of Theorem 1.8
Let us return to classical potential theory. We fix an open subset Ω of Rd, d ≥ 2,
and a point x ∈ Ω. If W is a bounded open subset of Ω, then the measures in
Mx(S(W )) are supported by W andMx(S(W )) is independent of the choice of the
Greenian domain X containing W (of course, we would simply take X = Ω if d ≥ 3
or if, in the case d = 2, the complement of Ω is non-polar).
PROPOSITION 5.1.
Jx(Ω) =
⋃{Mx(S(W )) : W open, x ∈ W, W compact in Ω}.
Proof. 1. Let W be a bounded open set such that x ∈ W , W ⊂ Ω, and let µ ∈
Mx(S(W )). Then (in contrast to the situation for Riesz potentials) µ is supported
by W . Let X be a bounded domain such that W ⊂ X ⊂ Ω. If v is a continuous
superharmonic function on Ω, then there exists a P(X)-bounded continuous function
on X such that v˜ = v on W whence v˜ ∈ S(W ) and ∫ v dµ = ∫ v˜ dµ ≤ v˜(x) = v(x).
Thus µ ∈ Jx(Ω).
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2. Let us now suppose conversely that µ ∈ Jx(Ω). Let K be a compact neighbor-
hood of the support of µ such that x ∈ K and each bounded component of Rd \K
meets Rd \ Ω. Further, let W be a bounded open neighborhood of K such that
W ⊂ Ω and v ∈ S(W ). By [7, Theorem 6.1], there exists a continuous superhar-
monic function v˜ on Ω such that v˜ = v on K whence
∫
v dµ =
∫
v˜ dµ ≤ v˜(x) = v(x).
Thus µ ∈Mx(S(W )).
A consequence is a full characterization of extremal Jensen measures which has
been asked for in [3].
COROLLARY 5.2. The set of all extremal Jensen measures for x with respect
to Ω is given by
(
Jx(Ω)
)
e
=
⋃{(Mx(S(W )))e : W open, x ∈ W, W compact in Ω
}
=
{
εA
c
x : A compact in Ω
}
.
Proof. 1. If W ⊂ W˜ , then S(W˜ ) ⊂ S(W ), Mx(S(W )) ⊂ Mx(S(W˜ )), and
Mx(S(W )) is a closed face of the compact convex setMx(S(W˜ )) (see Theorem 1.6).
By Proposition 5.1, this immediately yields the first identity.
2. To prove the second identity, let µ ∈ (Mx(S(W )))e for some open set W
such that x ∈ W and W is a compact subset of Ω. By Theorem 1.6, µ = εBx for
some set B containing the complement of W . Taking A := Bc we have µ = εA
c
x and
A ⊂W ⊂ Ω.
Conversely, let A be a bounded set in Rd such that A ⊂ Ω and consider µ = εAcx .
Let W be a bounded open set such that x ∈ W , A ⊂ W , and W ⊂ Ω. Then
µ ∈ (Mx(S(W )))e by Theorem 1.6.
6 Appendix
Finally, let us give a proof for Theorem 1.6 in the general case. For the moment,
we fix a closed set A in X and recall that the base b(A) of A is the set of all points
x ∈ A such that A is not thin at x, that is, εAx = εx. Since in our case of classical
potential theory or Riesz potentials every semi-polar set is polar, the set A \ b(A)
is polar, hence b(b(A)) = b(A) and µb(A) = µA for every µ ∈ M(P(X)) (see [2,
VI.5.12]). Moreover, β(A), which can be characterized as being the largest subset A˜
of b(A) such that b(A˜) ⊂ A˜, coincides with b(A) (see [2, VI.6.1, VI.6.6]). Hence
µβ(W
c) = µW
c
for every µ ∈M(P(X)) and every open W in X .
THEOREM 6.1. Let W be an open subset of X and ν ∈ M(P(X)) such that
ν(W c) = 0. Then
Mν(S(W )) = Mν(P(X)) ∩Mν(H(W ))
= {µ ∈ Mν(P(X)) : µW c = νW c} = {µ ∈ M(P(X)) : νW c ≺ µ ≺ ν}.
Moreover, Mν(S(W )) is a closed face of Mν(P(X)) and(Mν(S(W )))e = { ◦νA : W c ⊂ A ⊂ X, A Borel set}.
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Proof. Replacing the measure εx in the proof of [2, VI.9.5] by ν (and using that
µβ(W
c) = µW
c
), we obtain immediately the first three identities, the fact that
Mν(S(W )) is a closed face of Mν(P(X)), and that every measure ◦νA, where A
is a Borel set with W c ⊂ A ⊂ X , is contained in (Mν(S(W )))e.
Conversely, let µ ∈ (Mν(S(W )))e. Of course, µ ∈
(Mν(P(X)))e, since the setMν(S(W )) is a closed face ofMν(P(X)). So, by (1.2), there exists a Borel subset A
of X such that µ =
◦
νA. We intend to show that µ =
◦
νA∪W
c
. This will finish the
proof, since A ∪W c is a Borel subset of X containing W c.
By the characterization ofMν(S(W )) given above, νW c ≺ µ. By [2, VI.1.9], this
implies that, for every p ∈ P(X),
νW
c
(p) = νW
c
(RW
c
p ) = inf
Uopen ⊃W c
νW
c
(RUp ) ≤ inf
Uopen ⊃W c
◦
νA(RUp ) =
◦
νA(RW
c
p ),
that is,
(6.1) νW
c ≺ ◦νA|W c + ( ◦νA|W )W c
(see the proof of [2, VI.9.9]). In addition,
(6.2)
◦
νA∪W
c
+
◦
νA|W c + ( ◦νA|W )W c ≺ ◦νA + νW c .
Indeed, if ν(A) = 0, this follows from [2, VI.9.8]. And if ν(Ac) = 0, then
◦
νA∪W
c
=
◦
νA = ν and (6.1) reduces to the trivial statement ν + νW
c ≺ ν + νW c . The general
case follows decomposing ν into 1Acν and 1Aν.
Combining (6.1) and (6.2), we see that
◦
νA∪W
c ≺ ◦νA. Since trivially ◦νA ≺ ◦νA∪W c,
we conclude that µ =
◦
νA =
◦
νA∪W
c
as claimed above, and the proof is finished.
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