Reducing peak-to-average power ratio (PAPR) is an implementation challenge in orthogonal frequency division multiplexing (OFDM) systems. One way to reduce PAPR is to apply a set of selected partial transmission sequence (PTS) to the transmit signals. However, PTS selection is a highly complex NP-hard problem and the computational complexity is very high when a large number of subcarriers are used in the OFDM system. In this paper, we propose a new heuristic PTS selection method, the modified chaos clonal shuffled frog leaping algorithm (MCCSFLA-PTS). The MCCSFLA-PTS is inspired by natural clonal selection of frog colony and based on chaos theory. Simulation results show that the proposed MCCSFLA-PTS achieves better PAPR reduction than genetic, quantum evolutionary and selective mapping algorithms. Furthermore, the proposed algorithm converges faster than the genetic and quantum evolutionary algorithms.
I. INTRODUCTION
Orthogonal Frequency Division Multiplexing (OFDM) is a multicarrier technique with high bandwidth efficiency. By dividing the bandwidth into many orthogonal subcarriers, it can minimize the impact of multi-path delay and multipath fading [1] . However, one major problem is the high peak-to-average power ratio, which not only destructs the orthogonally of subcarriers, but also results in significant nonlinear distortion when signal passes the amplifier.
In order to reduce the PAPR, techniques such as signal scrambling and signal distortion have been proposed. Signal scrambling techniques includes coding methods [2] , phase optimization [3] [4] , partial transmission sequence (PTS) methods and selective mapping (SLM). Signal distortion techniques include clipping methods [5] - [7] .
One way to reduce PAPR in OFDM systems is to apply a set of selected PTS to the transmit signals. However, the partial transmit sequence selection is a highly complex NPhard problem and the computational complexity is very high for a large number of OFDM subcarriers. Previous studies aimed at finding a set of selected partial transmit sequences with heuristic and evolutionary algorithms. Among the studies, simulated annealing (SA) and particle swarm optimization (PSO) [8] can achieve lower PAPR than SLM. However, in practice heuristic algorithms suffer from a low convergence rate. A modified selective mapping (SLM) method is proposed in [9] for QAM modulated OFDM signals. The SLM method has a lower computational complexity, but the PAPR reduction is not as good as that of the heuristic algorithms. Chen et al. solved the PAPR reduction problem with a quantum evolutionary algorithm (QEA) [10] [11] , which provides a wider search space. However, quantum evolutionary algorithms also suffer from a low convergence speed.
Recently, nature inspired approaches have been proved to be very effective in searching for optimal solutions, such as genetic algorithm (GA), ant colony optimization (ACO) [12] , and artificial bee colony algorithm (ABC) [13] . They have been used to solve discrete and continuous non-linear optimization problems.
In this paper, we propose a novel PTS method based on modified chaos clonal shuffled frog leaping algorithm. It inspired by the natural biological behavior of frogs, and motivated by the chaos theory and clonal selection. MCCSFLA combines the nature inspired local search with the global information exchange between groups and takes advantage of clonal selection. With such combined strategies, MCCSFLA is able to avoid local suboptimal points, and direct the search toward the global optimum PTS that minimize PAPR. We present detailed algorithm design of MCCSFLA-PTS for PAPR reduction. Extensive simulations are conducted comparing the proposed MCCSFLA-PTS with genetic algorithm, the quantum evolutionary algorithm, the selective mapping algorithm, and the original method without PTS. Simulation results demonstrate the superior performance of the proposed MCCSFLA-PTS in both PAPR reduction as well as fast convergence. This paper is organized as follows. The system model is given in Section II. In Section III, the modified chaos clonal shuffled frog leaping algorithm for PAPR reduction is presented. In Section IV the simulation results are presented and discussed. Finally, Section V gives the conclusions.
II. SYSTEM MODEL
This section describes the system model for PAPR reduction in OFDM systems. In [10] , the authors proposed an OFD-M PAPR reduction model with binary Signal Sign-Selection from the set {−1, 1}. Later in [11] , the same authors showed a more flexible model with signal sign-selection from the set {1, −1, i, −i}. In order to facilitate performance comparisons between different PAPR reduction algorithms, in this paper we consider a similar system model as in [10] . Assume an OFDM system with L subcarriers. The discrete time transmitted signal 978-1-4799-4075-2/14/$31.00 c 2014 IEEE can be represented as:
where n is the discrete time index, i equal to
As defined in [10] , the PAPR of the transmitted signal can be represented as:
where E is the expected value operation.
The objective of the PTS method is to generate an appropriate phase weighting sequence that reduces the PAPR of an OFDM system.
The phase weighting sequence is a vector with length V , which can be represented as:
where 2π) . However in practice the phase factors are select from a limited set, which can be represent as:
where W is the set of permitted phase factors. In this paper we only consider the ω = 0, 1, 2, 3, which means
After select a proper phase weighting factor, it is multiplied by the input data to reduce the PAPR, which can be represented as:
After optimized by the phase weighting factor, the discrete time transmitted signal can be represented as x n (D).
So the objective function of the PAPR reduction problem is equivalent to the phase factors search problem, which can be expressed as:
subject to
The goal of our algorithm is to minimize the fitness function f (D). As each OFDM symbol has V sub-blocks, and each phase factor is selected from the set ϕ v ∈ e i2πω/W |ω = 0, 1, · · · W − 1 , the solution space is W V . As changing a common angle on all sub-blocks cannot change PAPR, we can set ϕ 0 to a fixed value, so the solution space can be reduced to W V −1 . When V = 16, the computational complexity of an exhaustive search algorithm is O(4 15 ). So some lower complexity schemes must be used to reduce the computational complexity.
III. PAPR REDUCTION BASED ON MODIFIED CHAOS CLONAL SHUFFLED FROG LEAPING ALGORITHM
To select a proper PTS, we propose a phase optimization scheme based on the MCCSFLA-PTS for PAPR reduction. MCCSFLA combines a local search inspired by a natural population of frogs, a global information exchange between groups and the advantage of clonal selection. This balanced strategy enables MCCSFLA-PTS to avoid local suboptimal points and direct the search towards a low PAPR solution.
In this section, we present the design of MCCSFLA-PTS. We first review the basic priciple of the original shuffled frog leaping algorithm, and explain encoding and population representation. We then proceed to the main parts of the algorithm in terms of initialization, sorting and grouping, searching, clonal selection and shuffling, as well as termination condition. We present the MCCSFLA-PTS in Algorithm1, followed by complexity analysis.
A. Brief Description of Basic SFLA
The shuffled frog leaping algorithm (SFLA) is inspired from the natural behavior of the frog [14] . SFLA has been used for a group of discrete and continuous non-linear optimization problems. In SFLA, the population is partitioned into different group of frogs, and each group consists of a fixed number of frogs. Each frog is considered as a solution in the process of evolution, and frogs in one group can be influenced by frogs in another group by the means of a shuffling process. In SFLA, the information is carried by a meme, which is similar to the gene in genetic algorithms. Groups of memes are called meme complexes, or "memeplexes" and the evolution process of SFLA is also called a memetic evolution. During a memetic evolution, a frog can improve its memes by leaping towards another frog with a better fitness. After the initialization, each group of frogs conducts a local search. Within each group or memeplex, frogs can exchange information with each other, but only the worst frog can jump to another position. After each memeplex finishes the local search, a shuffling strategy is applied to all memeplexes by ordering and then all the frogs are reorganized into a new memeplexes according to their fitness. Both local search and shuffling process are repeated until the termination condition is met.
B. Solution Encoding and Population Representations
Assume that there are M memeplexes in the entire population, and each memeplex contains N frogs. The whole frog population is represented as
where F m is the m th memeplex, and m ∈ [1, M] is the order number of the memeplex in the population. Each memeplex is represented as F m = { D 1 D 2 · · · D N }, where D n is the n th frog in the m th memeplex, and n ∈ [1, N] is the frog index. Assume an OFDM system with V nonoverlapping sub-blocks, the n th frog is given by matrix
. In this paper, we set the maximum number of iterations of the local search to 10.
C. Generation of Initial Population with a Logistic Map
Before the first iteration, initial memeplexes should be generated. MCCSFLA-PTS uses a Logistic map to generate each frog in each memeplexes. The Logistic map is a polynomial map with low complex and chaotic behavior, which was first proposed in [15] . We first generate a random number between 0 and 1 with a Logistic map as:
For an OFDM system with V non-overlapping sub-blocks, a feasible solution space for the problem can be represented as
So for each frog, there are four options for each meme. We use a simple map to fix the d v as:
where d v is the phase weighting factors from the set {1, −1, i, −i}, and x v is the chaotic sequence generated with (9) . MCCSFLA-PTS also needs to set the global iteration counter Gc = 0 before the iteration starts.
D. Fitness Calculation
In this paper, we compute fitness f (D) with (7) for each frog. If f (D) is smaller, the frog is better.
E. Sorting and Grouping
In the sorting and grouping process, we sort the frogs in a descending order according to the fitness value calculated by (7) , and then partition the generated frogs into M memeplexes. The process of partitioning is as follows:
Suppose there are M memeplexes represented as { F 1 F 2 · · · F M } and each memeplex contains N frogs, so there are M × N frogs in the entire population. At the beginning, we put the No.1 frog into F 1 , and put the No.2 frog into F 2 , etc. After we put the No.M frog into F M we then put the No.M +1 frog back to F 1 , then put the No.M +2 frog to F 2 , and so on until the (M × N ) th frog goes to F M . Through this operation, within each memeplex, the frog ranked first has the largest fitness and PAPR, and the frog ranked last has least fitness and PAPR. That is, within each memeplex, the last frog is the best one. Also, we record the last frog in the last memeplex as the global best frog D g .
F. Local Search
After the initialization, MCCSFLA-PTS starts a local search process to improve the quality of the frog fitness. Each memeplex conducts a local search independently according to a specific strategy. Within each memeplex, we record the frog ranked first which has the largest fitness as the worst frog D w , and the frog ranked last which has the least fitness as the best frog D b . The fitness of the worst frog and the best frog in the memeplex can be shown as f (D w ) and f (D b ) . Before we enter the local search, we set the local search counter Lc = 0. Then the worst frog in each memeplex is updated in the following way: 1) Jumps Toward the Local Best: First, the worst frog in the memeplex D w changes its position and jumps toward the best frog in the memeplex D b . Unlike the traditional SFLA, we do not set maximum and minimum jump distance limitations. The meme of the worst frog D w is changed as follows:
where in (11) rand is a binary sequence with length V − 1 generated by the Logistic map. Unlike in the traditional SFLA, rand is not a number. In sequence rand, if the result of the Logistic map is smaller than 0.5, the number on the corresponding position is equal to 0. Otherwise it is equal to 1. In this way, D sub is the jump sequence with length V − 1.
Then we calculate the fitness of D 1 new . If the fitness of a newly generated frog f (D 1 new ) is smaller than f (D w ), which means the PAPR of the solution D 1 new is lower, the algorithm replaces D w with D 1 new and goes to step 5). Otherwise the algorithm goes to step 2).
2) Jumps Toward the Global Best: Replace D b with D g in (11), and repeat the procedure 1). So (11) can be renewed as:
and then a new frog is generated with:
Evaluate fitness of D 2 new with (7) . If the fitness of the newly generated frog D 2 new is better than D w , the algorithm replaces D w with D 2 new and goes to step 5). If there is still no improvement in fitness, the algorithm goes to step 3).
3) Clonal Selection: Do the clonal selection with the clonal selection operator, the detailed procedure is described in section G.
4) Replace with Random Frog:
If there is still no improvement, generate a random frog D 3 new with the Logistic map to replace the worst frog D w in the memeplex. We generate the frog with the same rule as we generate the initial population of frogs, but this time we generate only one frog. After completion of the replacement, the algorithm goes to step 5).
5) Reorder:
Reorder all the frogs in the memeplex in a descending order according to the fitness value, and set Lc = Lc + 1. By doing this a round of local search is completed. In this procedure, if any frog's fitness is better than the global best frog D g , it replaces D g .
The above procedures continue until Lc reaches the maximum number of the local search iterations. Each memeplex repeats a certain round of local searches independently for a specific number of generations.
The local search makes a memetic to the exploitation capability of the algorithm by making the information pass in the local space, and it improves the average fitness of the memeplexes.
G. The Clonal Selection Operator
Unlike the traditional SFLA, a chaotic clonal selection operator is applied in MCCSFLA-PTS to enhance the efficiency of the local search. Before generating a random frog solution in the local search step, a number of copies of the best solutions are made, and then the frog jumps to the position where PAPR goes down. The main steps of the clonal selection operator are: cloning the best solution, chaotic mutation, frog jump, and fitness calculation.
1) Cloning the Best Solution:
The local best frog and the global best frog were chosen for cloning. Both the local best frog and global best frog are cloned to a fixed number of copies. Unlike the traditional clonal selection algorithm, the number of copies has no relationship to the fitness.
2) Chaotic Mutation: The chaotic mutation operator randomly chooses some memes on the frog with a fixed rate and replaces them with the value from the set {1, −1, i, −i}. The chaotic mutation operator can add additional diversity to the cloned frog, and prevent premature convergence on the offspring.
3) Frog Jump:
We create new frogs with (15) and (16):
where in (15) , D c is the cloned frog which passed the chaotic mutation operation, r is a random number between 0 and 1 generated by the Logistic map. Other parameters are the same as in Section III-F. After that, these frogs are evaluated and ranked in the descending order of fitness. If the fitness is improved, the frog rank with the lowest PAPR will replace the worst frog in the memeplex. Otherwise the frog will be replaced with a random frog as in step 4) in Section III-F.
H. Shuffling
After the local search for a certain number of iterations in each memeplex, MCCSFLA-PTS starts the shuffling process for the whole population. First all the frogs in different memeplexes are merged into one population, then the sorting and grouping process in Section III-E are repeated. The shuffling process helps the frogs exchange their information among different memeplexes, and promotes the algorithm convergence to the global optimum.
I. Termination Condition
After shuffling, MCCSFLA-PTS will check whether the termination criteria is satisfied. The termination condition is when the algorithm global iteration counter Gc reaches the designated number of iterations.
J. Basic Steps
The basic steps of MCCSFLA-PTS are described in Algorithm 1: 
K. Computational complexity analysis
As QEA-PTS, GA-PTS and MCCSFLA-PTS are population-based optimization methods, the computational complexity can be represented as the samples number. We adopt the computational complexity analysis for evolution algorithms that is given in [11] . For GA-PTS, the samples number equals to P op1 × Gen1, where P op1 is the number of individuals in the population and Gen1 is the maximum number of generations in GA-PTS. For QEA-PTS, the samples number equals to P op2 × Gen2, where P op2 is the number of individuals in the population and Gen2 is the maximum number of generation in QEA-PTS. For MCCSFLA-PTS, the samples number equals to (P op3 + Loc) × Gen3, where P op3 is the number of frogs in the population, Loc is the number of frog jumps in the local search, and Gen3 is the maximum number of generations in QEA-PTS. For all the three evolutionary algorithms, each sample needs a L point IFFT. So the computational complexity for the three evolution algorithm are O(L log L) multiplied by the samples number.
IV. EXPERIMENTAL STUDY
In this section we present the simulation results of the proposed MCCSFLA-PTS. In order to demonstrate the algorithms capabilities, we compare it against the genetic algorithm, the quantum evolutionary algorithm, the selective mapping algorithm and the original method without using partial transmission sequences.
In our simulation, we only consider QPSK modulation for simplicity. We set the number of non-overlapping sub-blocks (7) is used to evaluate each PAPR reduction algorithm. For simplicity, the input symbol sequence is considered to be randomly distributed. The population sizes of both GA and QEA are 40, and the memeplexes and the number of frogs in each memeplex in MCCSFLA is also set to 40. In GA, we use similar setting to [16] . We set the crossover probability to 0.9, and set the mutation probability to 0.05. In QEA, we use the same lookup table as [17] . For comparison purposes, we set the number of distinct sign sequences of SLM to 8. In each simulation, we test the algorithms with 128, 256, and 512 subcarriers in one symbol respectively.
In order to compare the performance of the MCCSFLA, the complementary cumulative distribution function (CCDF) is used to evaluate the three algorithms. The CCDF is given as:
where P is the probability function. Fig.1, Fig.2 and Fig.3 show the CCDF curves of MCCS-FLA, GA, QEA, SLM and original. The maximum generation of MCCSFLA, GA and QEA is set to 10. Original means the PAPR without using PTS. We simulate the OFDM system with 128, 256 and 512 subcarriers respectively. Each case is tested with 1×10 4 symbols independently. As can be seen from Fig.1 , among all the different subcarriers, MCCSFLA provides better performance than GA, QEA, SLM and Original. For example, with 10 iterations and 128 subcarriers, when CCDF = 10 −3 , the average PAPR obtained by MCCSFLA is around 5.55 dB, which is the lowest among all the algorithms under evaluation. In contrast, GA and QEA achieve results for PAPR of around 6.25dB and 7.15dB. In comparison, SLM can only obtain a higher PAPR of 7.42 dB due to the few partial transmit sequences. Original, however, suffers a substantial performance loss, with the highest PAPR of around 10.60 dB. Similar conclusions can be observed in Fig.2 and Fig.3 . Fig.4, Fig.5 and Fig.6 show the convergence, defined as the average PAPR for 100 symbols, for MCCSFLA and GA with 128, 256 and 512 subcarriers respectively. Fig.4 shows clearly that MCCSFLA performs significantly better than GA in terms of the convergence speed with 128 subcarriers. It can be seen in Fig.4 , at the first generation, the average PAPR of MCCSFLA is lower than GA as the local search of MCCSFLA is more effective than GA. Within the initial 50 iterations, the PAPR of MCCSFLA decreased quickly with the growth of the generations, as the convergence speed improves with the local search and the shuffling of the population. On the other hand, GA shows a slower convergence rate than MCCSFLA. From 50 to 100 iterations, MCCSFLA has approached close to 4.55dB, while GA is still far from it. Over all 100 iterations, MCCSFLA provides a lower average PAPR than GA, and MCCSFLA converges with a faster rate. From Fig.5 and Fig.6 , similar conclusions can also be obtained when the number of subcarriers are 256 and 512 respectively. Overall, MCCSFLA is more effective and suitable for PAPR reduction than the GA. Moreover, similar results can also be obtained by simulation that the MCCSFLA converges faster than QEA with the same number of generations.
V. CONCLUSION
In this paper, we propose a novel modified chaos clonal shuffled frog leaping algorithm for partial transmit sequence selection in OFDM systems. Simulation comparisons are conducted with the proposed algorithm, the genetic algorithm, the quantum evolutionary algorithm, the selective mapping algorithm and the original approach respectively. The results show that the modified chaos clonal shuffled frog leaping algorithm is more efficient in terms of both PAPR reduction and convergence speed.
