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We consider efficient simulations of mesh connected networks (or good representations of 
array structures) by hypercube machines. In particular, we consider embedding a mesh or grid 
G into the smallest hypercube that at least as many points as G, called the optima/ hypercube 
for G. In order to minimize simulation time we derive embeddings which minimize dilation, 
i.e., the maximum distance in the hypercube between images of adjacent points of G. Our 
results are: (1) There is a dilation 2 embedding of the [m x k] grid into its optimal hypercube, 
provided that 
and (2) For any k < d, there is a dilation k + 1 embedding of a [a, x a2 x ‘. x a,] grid into 
its optimal hypercube, provided that x.:‘:: [log a,] + rlog Bkl < rc:‘=, log a,], where 
‘, 1992 Academic Press, Jnc 
I. INTRODUCTION AND OVERVIEW 
In this paper we study embeddings of grids of arbitrary dimension into hyper- 
cubes. We are motivated by problems arising in VLSI design and the design of 
optimal parallel architectures. 
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Let G = ( V, E) and H = (I/‘, E’) be undirected graphs without loops or multiple 
edges, where V, E and V’, E’ are the vertex and edge sets of G and H, respectively, 
and where ( V’( > ( VI. A one-to-one mappingf: V--P v’ is called an embedding of G 
into H. The graph H is called the host of the embedding. 
There are certain cost functions associated with an embedding which we seek to 
minimize. Thus let distance(x, y; G) denote the distance between vertices x and y 
in the graph G, i.e., the length of the shortest path between x and y. Let f: V -+ V’ 
be an embedding of G = (V, E) into H = (V’, E’). We define the dilation off by 
dilation(f) = max{distance(f(x), f(y); H) I x is an edge in G}. Thus, dilation(f) is y 
the maximum, over all edges e in G, of the distance in H between the images of the 
endpoints of e. So, dilation(f) measures the maximum stretching in H experienced 
by any edge in G. The typical goal is to find the minimum value of dilation(f) over 
all possible embeddings S of G into H. The problem of finding this minimum for 
various graphs G and H, especially those graphs directly related to using parallel 
computer architectures and VLSI, has been well studied in the literature. Examples 
are [AR, BCLR, CMST, E, HLN, L, Y] to name just a few. 
Of particular interest for us in this paper is the case when the host graph H is 
a hypercube. Let Q(n), or n-cube, denote the n-dimensional hypercube. Its vertex set 
consists of all strings over the alphabet (0, 1 } of length n and two vertices (i.e., 
binary strings) are joined by an edge if and only if they disagree in exactly one 
occurrence of 0 or 1. Note that Q(n) has 2” vertices and n2”-’ edges. 
Hypercubes have been found to be an effective architecture for parallel computa- 
tion. Suppose, for example, that there are N= 2” processors connected in the form 
of a hypercube. Suppose further that each processor contains a packet of informa- 
tion addressed to another processor in the hypercube. A fundamental result, proved 
by Valiant [Va], shows that there is a probabilistic algorithm for routing each 
packet to its destination without two packets passing through the same link at the 
same time, with a finishing time of O(log N) with high probability. Clearly this 
finishing time is the best possible (up to a constant factor), as the diameter 
of a hypercube with N vertices is log N. (The diameter of a graph G is 
max(distance(x, y; G) 1 x, y are vertices in G}.) 
Other motivations for the study of hypercube architectures appear in [DNS, Jo]. 
The typical results give efficient ways to execute linear algebra operations (e.g., 
matrix multiplication) on a network of processors in the form of an n-cube. These 
results imply efficient parallel algorithms for a variety of graph problems involving 
distance, such as location of centers and centroids and calculation of diameter, 
using the ability to perform parallel operations quickly on the adjacency matrix of 
a graph. 
The simulation of parallel machines is an important topic in the study of hyper- 
cubes. In particular, it would be useful to find good simulations of alternative 
parallel architectures on the hypercubes. Viewing a parallel network as a graph G, 
whose vertices (points) are its processors, we are led to the study of graph 
embeddings into the hypercube and the associated ideas of dilation and expansion 
CAR]. The dilation of the embedding is proportional to the delay factor experienced 
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when a communication between processors x and 4’ in the graph G is routed 
between their images f(x) and f(y) in the hypercube. 
In this paper we treat the case when G is a multi-dimensional grid and H 
(the host) is the smallest hypercube having at least as many points as G. We are 
motivated here by the importance of grid algorithms in a variety of scientific 
applications. 
Let ai, 1 B i< d, be a set of d nonnegative integers and let [a, x a2 x .. x ad] be 
the graph with vertex set {(x,, x2, ,.., x,)/all xi are integers, 06.ui6u,}. Two 
vertices (x,, x2, . . . . xd) and ( y,, yz, . . . . yd) are joined by an edge if and only if for 
some j, 1 <<j d d, we have y, = xi for all i # j, and ) y, - xi/ = 1. Now for any graph 
G the smallest hypercube having at least as many points as G is Q(rlog /G(l) (all 
logarithms being to base 2), and we refer to it as the optimal cube for G and 
occasionally denote it by optimal-hypercube(G). Our main results are the construc- 
tion of small dilation embeddings of [a, x a1 x . . x ad] into its optimal hypercube. 
Dilation 2 embeddings of some two-dimensional grids into their optimal hyper- 
cubes have been described in a paper by Chan and Chin [CC], where the following 
result was proven: 
THEOREM 1.1 [CC]. Let G be an [m xk] grid, where 2jlogmJ <m Q 
2Ll”gmJ + 2Lr”gmJp2 and 2L”‘gkJ < k < 2Ll”gkJ + 2Ll”gkJ-- I. There exists an embedding 
of G into Q(Llog m J + Llog k J + 1) with dilution 2. 
Chan and Chin [CC] also raise the open question: Can every two-dimensional 
grid be embedded in its optimal hypercube with dilation 2? We describe a general 
technique for embedding multi-dimensional grids into their optimal hypercube. We 
shall see that out results improve upon these of Chan and Chin for two-dimensional 
grids at the end of Section II. 
We will first develop a technique to deal with the case d= 2, i.e., two-dimensional 
grids. Later we use this method to analyze the case d> 3 by “slicing” higher dimen- 
sional grids into two-dimensional subgrids. 
We begin with the following basic observation whose straightforward proof is 
here omitted. 
Remark. For any t, 0 6 t 6 n, Q(n) contains a subgraph isomorphic to the grid 
[2! x 2”_‘]. 
Now let G = [m x k] be a two-dimensional grid, say, with m < k. From the 
remark we can see that if either m or k is a power of 2 then G is a subgraph of 
optimal-hypercube(G), and so there is a dilation 1 embedding of G into optimal- 
hypercube(G). We may therefore restrict our attention to the case when neither m 
nor k is a power of 2. A little more thought shows that for any m and k, G is a 
subgraph of Q( 1 + rlog IG( 1). This shows that in the case d= 2 the only interesting 
problem is when neither m nor k is a power of 2 and we are embedding G into 
optimal-hypercube(G). 
Our basic result will be that under certain conditions on m and k, there is a 
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dilation 2 embedding of G into optimal-hypercube(G). This is accomplished by 
constructing a dilation 2 embedding of G into a subgraph [2r’ogm’ x 2p] of 
optimal-hypercube(G) for some p 2 0. 
An overview of how G is mapped into optimal-hypercube(G) is as follows: 
Step 1. Construct a dilation 2 embedding of [m x 2r’0g “‘1 into [2r’ogm1 x m] 
such that the rows of the former remain as rows of the latter. We call this 
embedding a (m, 2r’0g “l)-tiZe. 
Step 2. Paste together enough such tiles end to end to obtain an embedding 
of G into optimal-hypercube( G). 
The construction of these tiles and the manner of their pasting will guarantee that 
the embedding of G into optimal-hypercube(G) will have dilation 2. These two steps 
will be elaborated on in the next section. 
Tiles, similar to those we describe, have been previously defined by Ellis [El. 
Ellis used tiles for embedding with small dilation rectangular grids into square grids 
of optimal or near optimal size. Ellis’s description of tiles, however, and his use of 
the tiles differs considerably from our approach. We define tiles by a simple recur- 
sive procedure. This provides a straightforward construction of the needed tiles and 
consequent proofs of their properties. The tiles that we construct could also be used 
for a limited version of the “squaring up to rectangular grids” problem Ellis 
considered. (This problem was first studied in a paper by Aleliunas and Rosenberg 
(AR].) We define (m, 2’)-tiles, for 2’- ’ 6 m 6 2’. It is currently unknown whether a 
simple recursive approach, similar to what we describe here, can be used to define 
general (m, k)-tiles with dilation 2, where k is not necessarily a power of 2 and 
[k/21 <m <k. 
Our next result is the construction of small dilation embeddings of grids of 
arbitrary dimension into their optimal hypercubes. The construction uses a slicing 
technique that depends upon our two-dimensional construction outlined above. 
II. EMBEDDING OF TWO-DIMENSIONAL GRIDS 
In this section we construct for m, k 3 1, a dilation 2 embedding of any [m x k] 
grid into the hypercube Q (rlog mkl) under certain conditions which will be 
described. The embedding is carried out in two main steps. The first is to construct, 
for all i < 1 and all m, (2’- ’ d m # 2’), dilation 2 embeddings of the [m x 2’1 grid 
into the grid [2’ x m] such that rows of [m x 2’1 are horizontal chains in [2’x m]. 
For example, we do not simply rotate [m x 2’1 by 90”. This would embed rows of 
[m x 2’1 into columns of [2’x m]. Examples of the desired embeddings are shown 
in Fig. 1. The second and easier step is to glue together a number of such 
embeddings to yield the final embedding of [m x k] into [2’x p], where 
i = rlog ml and p is a value to be described (p d k). 
The basis step of the construction is given in Fig. 1, with the following interpreta- 
tion of the illustrations. Figure Id, for example, shows an embedding of a [3 x 41 
344 BETTAYEB, MILLER, AND SUDBOROUGH 
(cl (d) (e) 
FIG. 1. (a) The standard and alternate (1, 2)-tile, (b) the standard and alternate (2, 2)-tile, (c) the 
standard and alternate (2,4)-tile, (d) the standard (3,4)-tile; (e) the alternate (3,4)-tile. 
grid into a [4x 31 grid. There are three chains, each with four points, and these 
represent the three rows of the [3 x 41 grid. These chains are placed in a [4 x 31 
array. It is easy to check that the embedding has dilation 2. For example, the 
second points in the second and third chains are adjacent as points in the [3 x 43 
grid and are at distance 2 in the [4x 31 grid. In Fig. lc, we have embedded the 
[2 x 41 grid into the [4 x 23 grid. The figures representing an embedding of the 
[m x 2’1 grid into the [2’x m] grid are examples of (m, 2’) tiles. 
The inductive construction of two (m, 2’)-tiles, where 2’+’ 6 m < 2’, from 
([m/21,2’-‘)- and (Lm/2_I, 2’P’)-tiles is given below. These two not necessarily 
distinct (m, 2’)-tiles are called standard and alternate. 
We call the image of the ith row of [m x 2’1 under the embedding represented 
by the standard (alternate) (m, 2’)-tile the ith chain of the standard (respectively, 
alternate) (m, 2’)-tile. 
Inductive Construction. For any i > 2 and for any m, 2’- ’ < m < 2’, one creates 
the standard and alternate (m, 2’)-tiles by the following technique, assuming that 
both the standard and alternate (p, 2’- ‘)-tiles have been constructed, for all p, 
2’-Qp<22’-‘: 
Case 1. m 3 0 (mod 4). The standard (m, 2’)-tile is created by taking four 
copies of a standard (m/2,2’- ‘)-tile, each copy denoted by A, and piecing them 
together as shown in Fig. 2a. The alternate (m, 2’)-tile is created by taking four 
copies of an alternate (m/2,2’- ‘)-tile, each copy denoted by B, and piecing them 
together in the same way, as shown in Fig. 2b. 
A A El A A 
a 
FIG. 2. (a) Constructing the standard 
alternate (m, 2’)-tile when m B 0 (mod 4). 
6 B El 6 B 
b 
(m, 2’)-tile when m = 0 (mod 4) and (b) constructing the 
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A II El D A 
a 
FIG. 3. (a) Constructing the standard 
alternate (WI, 2’)-tile when m = 1 (mod 4). 
D B Hi B D 
I I 1 
b 
(m, 2’)-tile when m s 1 (mod 4) and (b) constructing the 
In both cases the chains in the pieces are connected in the natural way. That is, 
for all i (1 < i < m/2), the last point in the ith chain of the tiles in the northwest and 
southwest quadrants is connected to the first point of the ith chain in the quadrant 
tiles to their right. 
Case 2. m G 1 (mod 4). The (m, 2’)-tiles, standard and alternate, are created 
from copies of the standard (rm/2J,2iP ‘)-tile, denoted by A, copies of the alternate 
(rm/21, 2’-‘)-tile, denoted by B, and copies of the alternate (Lm/2], 2’-‘)-tile, 
denoted by D. The standard (m, 2’)-tile is created from copies of tiles A and D as 
shown in Fig. 3a. The alternate (m, 2’)-tile is created from copies of tiles B and D 
as shown in Fig. 3b. 
In the standard (m, 2’)-tile, the chains are connected as follows: For 
1~ j < Lm/2 _I, the last point of the jth chain of A in the northwest quadrant is 
connected to the first points of the jth chain of D to its right and the last point of 
the jth chain of D in the southwest quadrant is connected to the first point of the 
(j+ 1)th chain of A to its right. Note that tile A in the northwest has one more 
chain than tile D to its right. Likewise, tile A in the southeast has one more chain 
than tile D to its left. So, the last point of the last chain of A in the northwest 
quadrant is connected to the first point of the first chain of A in the southeast 
quadrant. 
In the alternate (m, 2’)-tile the chains are connected as follows. For 
1 <j< Lm/2], the last point of the jth chain of D in the northwest quadrant is 
connected to the first point of the jth chain of B to its right, and the last point of 
the (j+ 1)th chain of B in the southwest quadrant is connected to the first point of 
the jth chain of D to its right. Note that tile B in the southwest has one more chain 
than tile D to its right. Similarly, tile B in the northeast has one more chain than 
tile D to its left. So, the first chain of B in the southwest is connected to the last 
chain of B in the northeast. This is done by a zig-zag connection in order to get 
dilation 2. Specifically, (1) the next-to-last point of the first chain of B in the 
southwest, is connected to the first point of the last chain of B in the northeast; 
(2) the first point of the last chain of B in the northeast is connected to the last 
point of the first chain of B in the soutwest; (3) the last point of the first chain of 
B in the southwest is connected to the second point of the last chain of B in the 
northeast; (4) the connections between the first and second points in the last chain 
of B in the northeast and between the next-to-last and last points in the first chain 
of B in the southwest are eliminated. 
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(a) 0 
FIG. 4. (a) Constructing the standard (m, 2’)-tile when m = 2 (mod 4) and (b) constructing 
alternate (m, 2’)-tile when m = 2 (mod 4). 
the 
Case 3. m = 2 (mod 4). The (m, 2’)-tiles are created from copies of the 
standard (m/2, 2’-‘)-tile, denoted by A, and copies of the alternate (m, 2’)-tile, 
denoted by B. The standard (m, 2’)-tile is formed by piecing together copies of A 
and B as shown in Fig. 4a and the alternate (m, 2’)-tile is formed by piecing 
together copies of A and B as shown in Fig. 4b. 
In both cases the chains in the pieces are connected in the natural way. That is, 
for all i (1 < i < m/2) the last point in the ith chain of the tiles in the northwest and 
southwest quadrants is connected to the first point of the ith chain in the tile to 
their right. 
Case 4. m z 3 (mod 4). The (m, 2’)-tiles, standard and alternate, are created 
from copies of the standard ([m/21, 2’-‘)-tile, denoted by A, copies of the standard 
(/-m/21, 2’- ‘)-tile, d enoted by C, and copies of the alternate (Lm/2 J, 2’- ‘)-tile, 
denoted by D. For the standard (m, 2’)-tile copies of tiles A and C are pieced 
together as shown in Fig. 5a. For the alternate (m, 2’)-tile copies of tiles A and D 
are pieced together as shown in Fig. 5b. 
In the standard (m, 2’)-tile, the chains are connected as follows. For 
1 < j< Lm/2 J, the last point of the jth chain of A in the northwest quadrant is 
connected to the first point of the jth chain of C to its right, and the last point of 
the jth chain of C in the southwest quadrant is connected to the first point of the 
(j+ l)th chain of A to its right. Note that tile A in the northwest has one more 
chain than tile C to its right. Likewise, tile A in the southeast has one more chain 
than tile C to its left. So, the last point of the last chain of A in the northwest quadrant 
is connected to the first point of the first chain of A in the southeast quadrant. 
A C El C A D A El A D 
(a) @) 
FIG. 5. (a)Constructing the standard (m. 2’)-tile when no ~3 (mod 4) and (b) constructing the 
alternate (m, 2’)-tile when m z 3 (mod 4). 
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In the alternate (m, 2’)-tile the chains are connected as follows. For 
1~ j < Lm/2], the last point of the jth chain of D in the northwest quadrant is 
connected to the first point of the jth chain of A to its right, and the last point of 
the (j + 1)th chain of A in the southwest quadrant is connected to the first point 
of the jth chain of D to its right. Note that tile A in the southwest has one more 
chain than tile D to its right. Similarly, tile A in the northeast has one more chain 
than tile D to its left. So, the first chain of A in the southwest is connected to the 
last chain of A in the northeast. This is done by a zig-zag connection in order to 
get dilation 2. Specifically, (1) the next-to-last point of the first chain of A in the 
southwest is connected to the first point of the last chain of A in the northeast; 
(2) the first point of the last chain of A in the northeast is connected to the last 
point of the first chain of A in the southwest; (3) the last point of the first chain of 
A in the southwest is connected to the second point of the last chain of A in the 
northeast; (4) the connections between the first and second points in the last chain 
of A in the northeast and between the next-to-last and last points in the first chain 
of A in the southwest are eliminated. 
LEMMA 2.1. For all i >/ 1 and all m (2’- ’ 6 m d 2’), both the standard and 
alternate (m, 2’)-tiles have dilation 2. 
Proof. (By induction on i). The basis step is accomplished by inspection. The 
standard and alternate (m, 2’)-tiles, for i= 1,2, and 3, are shown in Fig. 1. 
(Inductive step). Assume that all standard an alternate (p, 2’)-tiles have 
dilation 2, for all i< k and all p (2’-’ < p 6 2’). We show that standard and 
alternate (m, 2k+ ‘)-tiles have dilation 2, for all m (2k d m < 2k+ ‘). The argument is 
divided into eight cases based on the congruence class of m modulo 8. In all cases 
we show that the recursive construction results in dilation 2 by showing that 
the “seams” (where the four smaller component tiles join) are parts of already 
constructed tiles and hence, by the inductive hypothesis, must have dilation 2. 
Clearly, this is sufficient, as the internal portions of each of the four component tiles 
used in the recursive construction have dilation 2 by the inductive hypothesis. A 
horizontal seam, created by placing one component tile over another, preserves 
dilation 2, if, for all j, the jth point in the last chain in the upper tile is within 
distance 2 from the jth point in the first chain of the tile below. Our proof shows 
this to be the case. Similarly, a vertical seam, created by placing one component tile 
in front of another, preserves dilation 2, if the last point of the ith chain of the first 
tile is within distance 2 of the first point of the ith chain in the following tile, for 
all i. We show that the tiles are indeed constructed to that all seams preserve 
dilation 2. 
Case 1. m E 0 (mod 8). The standard and alternate (m, 2k+ ‘)-tiles, say 7’i and 
T,, are constructed as shown in Fig. 2a and Fig. 2b, respectively. As the component 
tiles A and B are standard and alternate (m/2, 2k)-tiles, respectively, and 
(m/2) G 0 (mod 4) T, and T, are in fact constructed as shown in Figs. 6a and b. 
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a b 
FIG. 6. (a) Construction of a standard (m, 2k + ’ )-tile, when m = 0 (mod 8), where each A, tile is a 
standard (m/4, 2” ‘)-tile and (b) construction of an alternate (WI, 2k + ’ )-tile, when m = 0 (mod S), where 
each B, tile is an alternate (m/4, 2k-‘)-tile. 
Observe that the horizontal and vertical seams between one copy of A or B and 
another (as shown in Fig. 2) must have dilation 2, as Fig. 6 shows that these seams 
are part of another copy of either A or B. That is, for example, the horizontal seam 
between the northwest and southwest quadrants of the tile in Fig. 6a appears inside 
another copy of A, since the four Al tiles adjacent to this seam comprise another 
copy of A. Similarly, the vertical seam between the northwest and the northeast 
quadrants of the tile in Fig. 6a appears inside another copy of A, since the four tiles 
adjacent to seam of the tile in Fig. 6a appears inside another copy of A. The same 
analysis holds for the seams between the northeast and southeast quadrants and the 
southeast and southwest quadrants. 
Case 2. m s 1 (mod 8). The standard and alternate (m, 2kf’)-tiles, say T, 
and T,, are constructed as shown in Fig. 3a and Fig. 3b, respectively, where the 
component tiles are: (1) A = standard ([m/21, 2k)-tile; (2) B= alternate 
([m/21, 2k)-tile; and (3) D = alternate (Lm/2 J,k)-tile. As TM/21 = 1 (mod 4) and 
Lm/2J E 0 (mod 4), the tiles T, and T2 are in fact constructed as shown in Fig. 7. 
a b 
FIG. 7. (a) Construction of a standard (m, 2 k + ‘)-tile, when m 3 1 (mod 8), and (b) construction of 
an alternate (m, 2k”‘)-tile, when ITI= 1 (mod 8), where each A, is a standard (rm/41, 2’-‘)-tile, A2 is 
an alternate (Lm/4 J, 2k ‘)-tile, and A, is an alternate ([m/41, 2k ‘)-tile. 
Al i AZ i AZ I AZ 
I I 
I I I 
AZ i Al i Aa i 4 
I I 
I I I 
Aa I 4 I AI I AZ 
4 i AZ i AZ i AI 
I I I 
*jj 
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Observe that the horizontal and vertical seams (as shown in Fig. 3) must have 
dilation 2, as Fig. 7 shows that these seams are parts of copies A, B, or D. That is, 
the middle of the tile shown in Fig. 7a is a copy of A = standard (rm/21, 2k)-tile, 
the middle of the tile shown in Fig. 7b is a copy of B = alternate (rm/21, 2k)-tile, 
and the remaining parts of the seams are parts of the tile D = alternate (Lm/2_1, 2k)- 
tile. More specifically, the middle of the tile consists of subtiles Al and A, and is 
identical to the tile A in the northwest quadrant. This means that the portions of 
the horizontal and vertical seams between A and B in the middle of the tile must 
have dilation 2, as these seams already appear inside the smaller tile A. Further- 
more, the remaining parts of the horizontal and vertical seams consist of adjacent 
copies of AZ, which appear in the same way in the tile D. Hence these parts of the 
seams must also have dilation 2. 
Case 3. m = 2 (mod 8). The standard and alternate (m, 2k+ ‘)-tiles, say T, and 
T,, are constructed as shown in Fig. 4a and Fig. 4b, respectively, where the 
component tiles are: (1) A = standard (m/2, 2k)-tile and (2) B = alternate (m/2, 2k)- 
tile. As (m/2) = 1 (mod 4) the tiles T, and T, are in fact constructed as shown in 
Fig. 8. 
Observe that the horizontal and vertical seams (as shown in Fig. 4) must have 
dilation 2, as Fig. 8 shows that these seams are parts of (1) either a standard or 
alternate ((m + 2)/2, 2k)-tile or (2) either a standard or alternate ((m - 2)/2, 2k)-tile. 
That is, the middle of the tile shown in Fig. 8a is a copy of a standard 
((m + 2)/2, 2k)-tile, the middle of the tile shown in Fig. 8b is a copy of an alternate 
((m - 2)/2, 2k)-tile, the remaining parts of the seams of the tile shown in Fig. 8a are 
parts of an alternate ((m - 2)/2, 2k)-tile, and the remaining parts of the seams of the 
tile shown in Fig. 8b are parts of a standard ((m + 2)/2, 2k)-tile. So, all of the seams 
are parts of tiles that have dilation 2 by the induction hypothesis. 
Case (4). m = 3 (mod 8). The standard and alternate (m, 2k+ ‘)-tiles, say T, 
and T,, are constructed as shown in Fig. 5a and Fig. 5b, respectively, where 
A, i A, i AZ i 4 
I 1 I 
A, I 4 I AI I A, 
AZ i 443 i A3 i AI 
A3 i A2 I Al i A, 
I 
I 
I 
442 I’ ~43 I A3 i Al 
I I 1 
Al I A, I A, I A2 
I 
I 
I 
Aa 1 A, I AZ 
I I 
j 43 
a b 
FIG. 8. (a) Construction of standard (m, 2k+ ’ )-tile, when m = 2 (mod 8). and (b) construction of an 
alternate (m, 2k”‘)-tile, when m = 2 (mod 8), where A, = standard ([m/41, 2k-‘)-tile, A, = alternate 
(rm/41, 2km’)-tile, and A, = alternate (Lm/4j, 2k-‘)-tile. 
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A2 I Al i 442 i A2 
I I I I 
a b 
FIG. 9. (a) Construction of a standard (m, 2k + ’ )-tile, when m E 3 (mod 8), and (b) construction of 
an alternate (m, 2”“)-tile, when m = 3 (mod 8), where A, = standard (rm/41, 2k- ‘)-tile, A2 = alternate 
(rm/41, 2&- ‘)-tile, and A, = alternate (Lm/4 J, 2k ‘)-tile. 
the component tiles are: (1) A = standard ([m/21, 2k)-tile, (2) C= standard 
(Lm/2 J, 2k)-tile, and (3) D = alternate (Lm/2 J, 2k)-tile. As r/21 s 2 (mod 4) and 
L/2 J = 1 (mod 4), the tiles T, and T, are in fact constructed as shown in Fig. 9. 
Observe that the horizontal and vertical seams (as shown in Fig. 3) must have 
dilation 2, as Fig. 9 shows that these seams are part of copies of either A, C, 
or D. That is, (1) the middle of the tile shown in Fig. 9a is a copy of 
C= standard (Lm/2 J, 2k)-tile; (2) the middle of the tile shown in Fig. 9b is a copy 
of D = alternate (/-m/2 J, 2k)-tile; (3) the remaining parts of the seams of the tiles 
shown in Figs. 9a and b are parts of A = standard (rm/21, 2k)-tile. 
Case 5. m - 4 (mod 8). The standard and alternate (m, 2” + ‘)-tiles, say T, 
and T,, are constructed as shown in Fig. 2a and Fig. 2b, respectively. As the 
component tiles A and B are standard an alternate (m/2, 2k+ ‘)-tiles, respectively, 
and (m/2) = 2 (mod 4), T, and T, are in fact constructed as shown in Fig. 10a and 
Fig. lob. 
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FIG. 10. (a) Construction of a standard (m, 2k + ’ )-tile, when m = 4 (mod 8), and (b) construction of 
an alternate (m, 2k+1)-tile, when m ~4 (mod 8), where A, = standard (m/4, 2k-‘)-tile and A, = alternate 
(m/4, 2k-‘)-tile. 
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Observe that the horizontal and vertical seams between one copy of A or B and 
another (as shown in Fig. 2) must have dilation 2, as Fig. 10 shows that these seams 
are part of another copy of either A or B. That is, the middle of T, is a copy of 
A and the remaining parts of the seams in Tr are copies of A. The middle of T2 is 
a copy of B and the remaining parts of the seams in T, are copies of parts of B. 
Case 6. m E 5 (mod 8). The standard an alternate (m, 2kf1)-tiles, say TI 
and TZ, are constructed as shown in Fig. 3a and Fig. 3b, respectively, where 
the component tiles are: (1) A = standard ([m/21, 2k)-tile; (2) B = alternate 
(rm/21, 2k)-tile; and (3) C= alternate (Lm/2 J, 2k)-tile. As rm/2J = 3 (mod 4) and 
Lm/2_1 s 2 (mod 4), the tiles T, and T2 are in fact constructed as shown in Fig. 11. 
Observe that the horizontal and vertical seams (as shown in Fig. 3) must have 
dilation 2, as Fig. 11 shows that these seams are part of copies of either A, B, or C. 
That is, the middle of the tile shown in Fig. lla is a copy of A = standard 
(rm/21, 2k)-tile, the middle of the tile shown in Fig. 1 lb is a copy of B = alternate 
(rm/21, 2&)-tile, and the remaining parts of the seams are parts of the tile 
C = standard (Lm/2], 2k)-tile. 
Case 7. m - 6 (mod 8). The standard and alternate (m, 2k+ ‘)-tiles, say T, 
and T2, are constructed as shown in Fig. 4a and Fig. 4b, respectively, where the 
component tiles are: (1) A = standard (m/2, 2k)-tile and (2) B = alternate (m/2, 2k)- 
tile. As (m/2) = 3 (mod 4), the tiles T, and T2 are in fact constructed as shown in 
Fig. 12. 
Observe that the horizontal and vertical seams (as shown in Fig. 4) must have 
dilation 2, as Fig. 12 shows that these seams are parts of a standard ((m + 2)/2, 2k)- 
tile or an alternate ((m - 2)/2, 2k)-tile. That is, the middle of the tile shown in 
Fig. 12a is a copy of a standard ((m + 2)/2, 2k)-tile, the middle of the tile shown in 
Fig. 12b is a copy of an alternate ((m - 2)/2, 2k)-tile, the remaining parts of the 
seams in the tile shown in Fig. 12a are parts of an alternate ((m - 2)/2, 2k)-tile, and 
the remaining parts of the seams in the tile shown in Fig. 12b are parts of a 
standard ((m + 2)/2, 2k)-tile. 
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FIG. 11. (a) Construction of a standard (WI. 2k + ’ )-tile, when m 3 5 (mod 8), and (b) construction of 
an alternate (WI, 2k+ ‘)-tile, when m = 5 (mod 8), where A, = standard ([m/41, 2km ‘)-tile, A, = standard 
(l-m/4], 2k- ‘)-tile, and A, = alternate (Lm/4_1, 2”-‘)-tile. 
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FIG. 12. (a) Construction of a standard (m, 2k+ ’ )-tile, when M 3 6 (mod 8), and (b) construction of 
an alternate (m, 2k+‘)-tile, when m 3 6 (mod 8), where A, = standard (rm/41, 2k-‘)-tile, A, = standard 
(LPI/~_], 2km’)-tile, and A, = alternate (Lm/4 J, 2” -‘)-tile. 
Case 8. m E 7 (mod 8). The standard and alternate (m, 2k+1)-tiles, say T, and 
T2, are constructed as shown in Fig. 5a and Fig. 5b, respectively, where the compo- 
nent tiles are: (1) A = standard ([m/21, 2k)-tile, (2) C = standard (/-m/2 J, 2k)-tile, 
and (3) D = alternate (Lm/2 J, 2k)-tile. As rm/21 s 0 (mod 4) and Lm/2 J 3 3 (mod 4), 
the tiles T, and T2 are in fact constructed as shown in Fig. 13. 
Observe that the horizontal and vertical seams (as shown in Fig. 3) must have 
dilation 2, as Fig. 13 shows that these seams are part of copies of either A, C, 
or D. That is, (1) the middle of the tile shown in Fig. 13a is a copy of 
C= standard (Lm/2_1,2“)-tile, (2) the middle of the tile shown in Fig. 13b is a copy 
of D = alternate (j_m/2_I, 2k)-tile, (3) the remaining parts of the seams of the tiles 
shown in Figs. 13a and b are parts of A = standard (rm/21, 2k)-tile. 
The proof of the theorem is thereby completed. 1 
Let T be a (m, 2’)-tile (either standard or alternate). For any j (1 Qj< 2’) 
and k (1 <k <m), let column.(j, k), or simply column(j, k) when T is 
b 
FIG. 13. (a) Construction of a standard (m, 2k+’ )-tile, when m E 7 (mod 8), and (b) construction 
of an alternate (m, 2k + ‘)-tile, when m = 7 (mod S), where A, = standard (rm/41, 2K ‘)-tile, A, = 
standard (Lm/4 J, 2k-‘)-tile, and A, = alternate (Lm/4 J, 2k-‘)-tile. 
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understood, denote the column in which the jth point in chain k of T appears. 
For example, consider the standard (3,4)-tile T, which is shown in Fig. Id. 
In this case, column(1, l)= 1, column(2, 1)=2, column(3, l)= 3, column(4, l)= 3, 
column(l,2) = 1, column(2,2) = 2, column(3, 2) = 2, etc. Let left(T, j) = 
min{column(j, k) [ 1 <k Q m > and right( T, j) = max{column(j, k) I 1 d k d m 1. That 
is, left( T, j) and right( T, j) are the leftmost and rightmost columns that a jth point 
in any chain of T appears. Let offset( T, j) = right( T, j) - left( T, j) and offset(T) = 
max(offset( T, j) 11 <j 6 2’). 
We provide a bound on the size of offset( T, j), for any (m, 2’) tile T. First we 
explain the purpose of bounding offset( T. j). Recall that to embed a [m x k] grid 
G into its optimal hypercube we first embed into a [2r’ogm1 x p] grid G’, for some 
integers p. To do this we partition G into a number of [m x 2r’ogm1] subgrids and 
use a (m, 2r’ogm1) tile T or its reverse (either standard or alternate) to embed each 
of these subgrids into a [2r’ogm1 x m] subgrid of G’. However, as k is often not an 
integer multiple of 2r’0g m1, say k = 2r’0g m1 + j, the last subgrid of G is embedded 
into G’ by a truncation of T to the first j points in each of its chains. Usually not 
all of these jth points are located in the same column of T, so extra columns in G’ 
beyond the minimum number of columns needed to receive the points of G may be 
required. We need to bound the number of columns in which these first j points in 
each chain of T occur in order to bound the size of the grid G’ that contains the 
image of G under the embedding. The minimum number of columns needed in a 
grid with 2r’ogm1 rows just to have enough room to hold the points from the 
truncation of T to j points in each chain, denoted by p(T, j), or simply p when T 
and j are understood, is rmj/2r10gm1 1. As the tile T may not achieve the optimum 
packing of points into the smallest available region, an upper bound for the 
number of columns actually used by T is the sum of p( T, j) and offset(T, j). In 
general this is an overly generous estimate, but it seems too difficult to exactly 
compute right(T, j) and thereby the exact number of columns needed. We begin 
with a helpful lemma. 
LEMMA 2.2. For all pairs (T, T’), where T is the standard (m, 2’) tile and T’ is 
the alternate (m, 2’) tile, for some i, and all jb 1, we have left( T, j) = left( T’, j) and 
right( T, j) = right( T’, j). 
Proof. We proceed by induction on ib0. Observe that the statement holds for 
the standard and alternate (3,4)-tiles and, moreover, is easily seen to hold for 
(I, 2), (2,2), (2,4), and (4,4) tiles. We now assume that it holds for (m, 2’) tiles, 
for all m, and show that it holds for (m, 2’+ ’ ) tiles, for all m. 
In the cases m = 0 (mod 4) and m = 2 (mod 4) we observe in Figs. 3 and 5 that 
the inductive hypothesis guarantees the appropriate equalities within each of the A 
and B. Also the quadrant boundaries are identical in the standard and alternate 
constructions. Hence the claimed equalities for T and T’ hold. 
Now consider the cases where m s 1,3 (mod 4). Here we observe that the 
alternate tile is obtained from the standard one by a horizontal reflection about the 
middle line together with 
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(i) a possible replacement of each quadrant tile by its alternate followed by 
(ii) a horizontal reflection of the resulting quadrant tile. 
(As a convention, the alternate of an alternate tile is the standard tile.) The lemma 
then follows after observing that column numbers are invariant under horizontal 
reflections and, by the induction hypothesis, alternate and standard quadrant tiles 
T have identical values of left( T, j) and right( T, j), for all j. 1 
COROLLARY 2.1. For any (2m, 2’) tile T, the maximum offset in T is the same as 
the maximum offset in any of the four (m, 2’- ‘) tiles which make up T. 
Proof: Any (2m, 2’) tile is constructed from standard and alternate (m, 2’- ‘) 
tiles of the same size in each of the four quadrants. As the northwest and southwest 
quadrants and the northeast and southeast quadratns have the same left border, 
offset(T, j) is determined by left(C, j) and right(l), j), for quadrant tiles C and D. 
Thus, by Lemma 2.2, if C and D are northwest and southwest quadrants (northeast 
and southeast quadrants, respectively), then left( C, j) = left(D, j) and right( C, j) = 
right(D, j). So, for any j, offset( T, j) = offset(C, j), where C is one of the quadrant 
tiles. 1 
LEMMA 2.3. For any i> 2 and any (m, 2’) tile T, ojJset( T) = Li/2_j. 
Proof: We proceed by induction on i. The basis step, when i = 2, may be verified 
by inspection. Assume then that i> 2. 
Suppose first that m is even. Note here that by Corollary 2.1 we have 
offset(T) = offset(A), where A is any one of the quadrant (m/2, 2’.~ ‘) tiles. Hence 
offset(T) = offset(A) < L(i - 1)/2 J < Li/2 J. 
Now assume that m is odd. We assume, without loss of generality by Lemma 2.2, 
that T is a standard (m,2’)-tile. Since m is odd, T has the general composition 
indicated in Fig. 14. 
FIG. 14. The general recursive structure of a standard (m, 2’)-tile, when m is odd 
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Furthermore, the quadrants may be further decomposed in one of two ways, 
depending on whether [m/21 is odd or even, i.e., where m = 1 (mod 4) or 
m E 3 (mod 4). These two alternatives are illustrated below, where A represents a 
(rm/41,2i-2) t’l 1e and B a (Lm/4 J, 2’- ‘) tile (each occurrence of A or B could be 
the standard or alternate version of the tile with the stated size). In what follows, 
A and B will often be called blocks. 
As usual, the vertical lines are drawn just to the right of certain equally 
numbered points along chains in our tile (these numbers being multiples of 2’- *). 
This allows us to compute offset(T) by comparing pairs of blocks coming from the 
same column of four blocks (e.g., the leftmost such columns in Fig. 15a is, from top 
to bottom, ABBB). Specifically, let X and Y be two blocks in the same column, 
where X is above Y. Then let offset(X, Y) = max,{right(X, j) left( Y, j) + R >, where 
i= 
i 
1 if the leftmost column of X is one unit to the right of the leftmost column of Y 
0 otherwise (i.e., the leftmost columns of X and Y are the same). 
We then observe that offset(T) = max(offset(X, Y)( X and Y are blocks in the same 
column with X above Y}. Note that the number of such pairs (X, Y) is 24 for each 
of the two diagrams in Fig. 15; i.e., there are six pairs to consider in each column. 
Suppose first that rm/2] is odd; i.e., consider Fig. 15a. Note that by Lemma 2.2 
the function offset(X, Y) is independent of whether X or Y is standard or alternate. 
Hence in what follows (i.e., in considering any of the 24 pairs (X, Y)) we do not 
distinguish between standard and alternate tiles of the same size. 
Consider the leftmost column first. Here jb = 0, for all pairs (X, Y). Now for each 
pair (X, Y) we have either X= Y=B, or X=A and Y=B. When X= Y=B, we 
obtain offset(X, Y) = offset(B) d L(i - 2)/2 J. When X = A and Y = B, we observe 
that the pair (X, Y) is in a quadrant subtile of size 2’-’ and hence by induction 
offset(X, Y)<L(i- 1)/2J<Lli/2J. 
Consider the next column (BABB). For those pairs (X, Y) in which 1= 0 (these 
occur within ABB), the pair (X, Y) also occurs in a quadrant subtile and hence by 
induction offset(X, Y) d L(i - 1)/2 J 6 j-i/Z J. As for the remaining pairs, when X is 
the top B and Y = A, the pair (X, Y) occurs in a quadrant, so we are done. Now 
suppose X is the top B and Y is either of the bottom two B’s. Then 1= 1, and thus 
offset(X, Y) = 1 + offset(B, B) = 1 + offset(B) 6 1 + L(i- 2)/2 J d Li/2 J, since B is a 
2jP2 tile. 
(a) (b) 
FIG. 15. (a) The recursive structure of a (m, 2’)-tile when WI = 1 (mod 4); (b) The recursive structure 
of a (m, 2’)~tile when WI s 3 (mod 4). 
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Similar reasoning is used in considering the remaining two columns and all four 
columns of Fig. 15b. It follows that offset(T) 6 Li/2 J. 
Now from the initial condition that offset(T) d 1, for all (m, 4) tiles T, it follows 
that offset(T) < Li/2 J, for all (m, 2’) tiles T. 1 
We note that the upper bound on offset(T) can be achieved by using Fig. 15a. 
Thus if B is a tile satisfying offset(B) = k, then the entire tile T has offset k + 1. That 
is, taking B, and B, to be the top and bottom blocks of column 2 we have 
offset B2) = k + 1 (since J+ = 1). This, combined with the initial observation that 
both (3,4) tiles have offset 1, gives an inductive construction of tiles whose offset 
values achieve the upper bound of the lemma. 
Using our tiles and the preceding result on offset we can now give the algorithm 
2-EMBED which takes [m x k] as input and gives as output an embedding of 
[m x k] into the grid L. = [2r’“gm1 x H(m, k)], where H(m, k) = rmk/2r’“g”1] + 
LPog 412 J. 
To describe 2-EMBED, we will first describe a way of concatenating several 
copies of a given (m, 2r’ogm1 ) tile T. Let TR denote the reflection of T about a 
vertical (so that the ith column of T, 1 < i< m, becomes the (m-i + 1)th 
column of TR). The first step is to join each point of the first column of TR to the 
corresponding point in the last column of T. In particular the first point in the ith 
chain of TR, 1 < i < m, is joined to the last point in the ith chain of T. Hence the 
resulting object, which we denote TTR, represents in a natural way an embedding 
of [mx2 1 +rb~i] into priogmi x2m]. In the ith step we join each point in the 
first column of T (resp. TR) to the corresponding point in the last column of the 
rightmost tile in the so far constructed TT R . . . T R (resp. TT R . . . T) when i is even 
(resp. odd). As the resulting object contains i+ 1 copies of T, we call it the (i+ l)- 
fold concatenation of T. It represents an embedding of [m x (i+ 1) 2r’ogm1] into 
[2r’ogm1x (i+ l)m]. 
The algorithm 2-EMBED can now be given. We describe it informally as follows: 
1. Let T be the (m, 2r’“gm1)-tile. 
2. Let j= Lk/2 r’ogml J, and let k E r (mod 2r’ogm1). 
(a) If r = 0, let the embedding of G be the j-fold concatenation of T. 
(b) If Y # 0, let the embedding of G be the object obtained from the (j + l)- 
fold concatenation of T by deleting all but the first r points in the 
(j+ l)th tile, i.e., the rightmost tile. Increase the number of columns to 
H(m, k) (see the proof of Theorem 2.1 for justification of the fact that 
this is an increase). 
See Example 1 for an illustration of this process. 
EXAMPLE 1. Consider the [5 x SO] grid . As the grid has 250 points, its optimal 
hypercube is Q(8) with 256 points. Since k = 50, n = 5, i= 6, and r = 2, the algo- 
rithm specifies that we use a 7-fold concatenation of the (5, 8)-tile, using only the 
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first two points in each chain of the rightmost tile. This concatenation is therefore 
an object with 8 rows and 32 columns and will therefore represent an embedding 
of [S x SO] into [8 x 321. The latter grid is a subgrid of Q(8), which is the optimal 
hypercube for [S x SO] and hence we obtain an embedding of [5 x 501 into its 
optimal hypercube. The illustrated tile T shows only the edges between points that 
were originally adjacent along one of the five rows of the [5 x 81 grid for ease of 
reading. Note that edges between adjacent points in a column are not shown in 
Fig. 16a, or in subsequent figures in this paper, but can always, in fact, be seen to 
have dilation at most 2. The technique to paste together the tile and its reverse 
image to achieve a dilation 2 embedding of the entire grid is shown in Fig. 16b. As 
the tile T followed by its reverse image TR clearly preserves dilation 2, where they 
join (in fact, successive points in the original grid are at distance one across this 
border), the chain of seven tiles, T-TR-T-TR-T-TR-T, with the last tile truncated 
to the first two points in each of its five chains, results in a dilation 2 embedding 
of the entire [5 x 501 grid into the [S x 321 grid and hence into the optimal 
hypercube Q(8). 
We also consider the [5 x 511 grid, whose optimal hypercube is also Q(8). The 
procedure is the same, except that since Y = 3 we use the first three points on the 
last tile (of the 7-fold concatenation), rather than the first two as before. So, 
FIG. 16. (a) A (5, 8) tile T and its reverse image (i.e., vertical reflection) TR, (b) a partition of a 
[5 x SO] grid into six [S x S] subgrids and one additional [S x 21 subgrid and the embedding of each 
of these [S x 81 subgrids of the [S x 321 grid via the tile T or its reverse image TR. 
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the result is an embedding of the [S x 511 grid into the [S x 331 grid and not the 
desired [8 x 321 grid. As the [S x 331 grid is not a subgraph of the optimal hyper- 
cube Q(8), we do not obtain a dilation 2 embedding of the [5 x 511 grid into the 
optimal hypercube by this technique. However, we describe later how one can 
modify the technique to obtain a dilation 2 embedding in this case also. 
We can now give our main result for dimension 2. 
THEOREM 2.1. Algorithm 2-EMBED produces a dilation 2 embedding of 
G = [m x k] into its optimal cube provided condition (*) holds: 
Proof. We must show three things: 
(i) the embedding produced by 2-EMBED maps G into the grid 
L = [2r’ogm1 x H(m, k)], 
(ii) this embedding has dilation 2, and 
(iii) L is a subgraph of optimal-hypercube(G). 
For (i), we show that H(m, k) columns is sufficient to hold the image of 
G= [m x k]. Thus let K be the concatenation of the minimum number of 
(my2 ) r’O*n’l tiles (alternating between T and TR) so that each of the m chains in 
K contains k points. Let c be the number of the leftmost column of K containing 
the kth point of some chain. Then each point in column c- 1 of K is at most the 
(k - 1)th in its chain, since otherwise the minimality of c is violated. As there are 
2r’“gm1 rows in K, the minimum number of columns whose union has at least as 
many points as G is obviously rmk/2 r’ogmll. But we have seen, the first c - 1 
columns contain no points which are kth or greater in their chain. Hence 
rmk/2r10gm11 2 c. By our theorem on offset we know that all points of K, i.e., all 
points in the image of G, must lie in a column with number dc+ Lrlog rr.]/2J. 
Hence the rmk/2 r’Og “‘I+ Lrlog ml/2 J = H(m, k) columns used in the construction 
of the algorithm are sufftcient to guarantee an image of G. So, the grid 
c2 r’ogml x H(m, k)] is large enough to hold the image of G. 
For (ii), we see that the concatenation has dilation 2 because we have dilation 2 
within each tile, and images of adjacent points of G lying in different tiles are at 
distance 1 in the host grid L. 
Finally for (iii), we just note that condition (*) guarantees that H(m, k) < 2p, 
where p = rlog mkl- j-log ml. It follows that L s [2r10gm1 x 2r’ogmk1-r“‘gm1]. Thus 
L is a subgraph of optimal-hypercube(G), and the theorem is proved. 1 
Some remarks concerning the sufficient condition (*) are in order. First we note 
that the full offset(T) = Lrlog ml/2 J number of columns have been added to ensure 
enough room. Clearly this is in general an overestimate. The number of additional 
columns (beyond the theoretical minimum p = rmk/2r’ogm11) need only be the 
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difference right(j) - CL. Since in general p > left(j), offset( 7’) is an overly generous 
estimate of the required additional number of columns. We nevertheless use 
offset(T) because it seems unlikely that a simple expression for right( T, j) exists. 
We note also that the problem of adding additional columns can often be 
eliminated by an ad hoc and straightforward redesign of the last tile using addi- 
tional edges of the hypercube. To illustrate this we return to the embedding of the 
5 x 51 grid into Q(8) (see Example 1). We found there that one additional column 
beyond p was needed. The problem arises from the truncation of the (5,8) tile to 
the third point in each chain. But we see in Fig. 17 that a remapping of the lone 
’ point in the last column into the second column (indicated by the cross) eliminates 
the need for the additional column. Observe that the remapped point is still at 
distance two from the images of its neighbors in the grid by using additional (i.e., 
nongrid) edges of the hypercube. We remark that in every example we have 
attempted, for which our construction requires additional columns beyond CL, it was 
always possible to remap the points in these extra columns to unoccupied spaces 
within columns 1 through p. Consequently, we conjecture that every two-dimensional 
grid can be embedded into its optimal hypercube with dilation at most 2. 
We compare now the result indicated in our Theorem 2.1 with Theorem 1.1 
described earlier by Chan and Chin [CC]. Theorem 1.1 indicates that there is 
a dilation-2 embedding of an [m x k] grid into its optimal hypercube when m 
and k satisfy 2LkmJ <m < 2Ll’X”‘J + 2LlogmJk2 and 2Lk’kJ <k < 2LhkJ + 2LlogkJ- 1. 
Under these conditions. we have 
mk 
i 1 2Llog mJ ~2Ll”gkJ-I+2LlogkJ-2+2LlogkJ-3+2LlogkJ~4 
Consequently, if Lriog ml/2 J < 2L’ogkJ-44, then 
2L’0g kJ and hence log(rmk/2r10gm1 
rmk/2riogmll + Lrlog m1/2 _I < 
l+lJogm1/2J6Llog kJ. SO, ifL[log m1/2J< 
FIG. 17. (a) Truncation of the (5,8) tile to the first three points in each chain; (b) Remapping the 
points in the truncated ($8) tile to the lirst two columns with dilation 2 (using hypercube edges). 
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parallel to Gd(i, j). For any point x in a d-dimensional grid, let Xi denote the ith 
coordinate of x. 
Given our grid Gd, we describe a corresponding grid G; of the same dimension 
satisfying condition (**). The algorithm which follows this description will 
construct a small dilation embedding f: Gd -+ G&. By condition (**), Gb, is a 
subgraph of its optimal hypercube. Under certain additional conditions to be 
described later, this hypercube will also be optimal for Gd. The end result will then 
be a small dilation embedding of Gd into its optimal hypercube. 
Pick an integer k, where 1 <k d d- 1. We call on 2-EMBED(a,, ad). Recall 
that it outputs a dilation-2 embedding g: [a, x ad] -+ [2r’0gu’1 x H(u,, ad)]. Let 
b(‘)=H(u,, a,), and call on 2-EMBED(u2, b(l)). Let b’*‘=H(u,, 6”‘). In the 
inductive step, having the number b”- I), we call on 2-EMBED(u,, 6”-I’) and let 
bf’) = H(u,, b”- I’). Finally let b = b W) Then G; is the d-dimensional grid .
c2 ri0g ali x 2rb 0~1 x . . . x 2rb ~~7 xak+lxak+2xak+3x .” xad_1x2r’0gb’]. 
We now present the algorithm described above. 
EMBED(k, Gd) 
for each z E Gd do 
f(z) := z; 
B .- new .-- ud 
for i=l to kdo 
begin 
B := B,,,; 
2-EMBED(u,, B) /Remark: the new value of dimension d 
is given in the output of 2-EMBED by B,,,./ 
for each point z E: G, do 
begin 
(1) 
(2) 
Let (A 1, AZ) be such that the image of (a, 6) under 
the embedding given by 2-EMBED(a,, B) is (a + A,, b + AZ) 
fCz)i :=ftz)i +  d 1 
f(ZLJ :=f(zLf+ A, 
end 
/Remark: the ith time through the loop f is an embedding of Gd into G$), 
see the first paragraph of the proof of Lemma 3.1 for a definition of Gj;‘)./ 
end 
LEMMA 3.1. The embedding f of Gd constructed by EMBED(k, Gd) is into the 
grid G; and has dilution at most k + 1. 
Proof. Observe that the assignment statements (1) and (2) in the algorithm 
when iterated from i = 1 through k give the composition of k embeddings (starting 
with initial domain Gd), each one an embedding given by the procedure 
2-EMBED(--, -). The first one, which we denote by g(l), embeds Gd into a grid 
571/45/3-6 
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Gj:‘, in which at most the first and dth coordinates of any point are changed. In 
general the ith one, denoted by g(j) changes at most the ith and dth coordinates 
of any point in the image of the embedding g ‘L ” Let gi be the composition 
of the first i embeddings, i.e., gj= g’i’g’i-“. . g”) and let Gy’ be the grid 
c2 rlog~liX2r10gu2iX....2rlogu,l Xai+l Xai+2 x “.ad_ , x b’“]. We will now show by 
induction that the image of Gd under the composition gj of the first i embeddings 
is contained in G$‘. 
Begin with the basis step i= 1. To understand g”’ geometrically, consider its 
behavior when restricted to the 2-dimensional subgrid G,(l, d) of Gd. For any 
integers x and y, with 0 6 x 6 a’, 0 6 y 6 ad, let (x’, y’) be the image of the point 
(x, y) under the embedding 2-EMBED a,), which maps G,( 1, d) into the grid 
c2 r’OgO’l x b”‘]. Also let e- be the d-dimensional vector with a 1 in its jth coordinate 
and O’s everywhere else. Then g(l) sends the point xe, + ye, to x’e, + y’e,. Hence 
the image of Gd( 1, d) under g”’ is the subgrid Gy’( 1, d) of G. Also, since g”’ affects 
only the first and dth coordinates, each face of Gd parallel to Gd( 1, d) is mapped 
to the corresponding face of Gy’ parallel to Gy’(l, d). It follows that g”’ maps Gd 
into Gil’ as claimed. 
Assuming inductively that gi maps Gd into the grid Gj;‘, we analyze how the 
(i + 1)th iteration in the embedding, namely g”+ “, transforms G$‘. For any integers 
x and y, where O<x<a,+,, 0 6 y 6 b(j), let (x’, y’) be the image of the point (x, y) 
under the embedding 2-EMBED(a,, h”‘), which maps the grid [ai+ 1 x b”‘] into the 
grid [2rb!~,+11 x H(ai+ I, b”‘)]. Then g’j+ ” sends xe,, I + ye, to x’e,, I + y’e,. 
Again it follows that the image of G$‘(i+ 1, d) under g’i+” is the subgrid 
G”+“(i+ 1, d) of G1;+” and the images of the faces of Gj;’ parallel to Gj;‘(i + 1, d) 
arz mapped to the corresponding faces of G$+ ‘) parallel to Gy+ “(i+ 1, d). By 
definition gj+ I is the composition of gci+ ” and g;. Consequently, as gi maps GcI 
into the grid Cl;’ and g”+” maps Cl;’ into the grid G$+“, it follows that g;,, maps 
G, into G$+ “, as desired. 
To prove the statement on dilation, it suffices to show the following: 
(1) dilation(g’)=2 
(2) dilation( gi) d 1 + dilation( gi_ ‘), for i 2 2. 
For notation recall that xi denotes the ith coordinate of x. For statement (l), 
observe that by definition dilation(g’) = maxZGGd {Cf= 1 [g,(z),-- g,(z’)J: z’ is a 
neighbor of z in Gd}. Now let z’ be any neighbor of z in G,, so that z’ differs in 
only one coordinate (by 1) from z. 
If this coordinate is neither the first or the dth, then since g(l) affects only these 
coordinates it follows that distance(g”‘(z), g”‘(z’); Gy’) = distance(z, z’; G,) = 1. 
Now suppose that the coordinate in which z and z’ differ is one of 1 or d. 
Then z and z’ lie on the same face of G, parallel to Gd( 1, d). Hence, since g”’ 
affects only coordinates 1 and d, and in these it behaves like 2-EMBED, 
we obtain distance( g”‘(z), g”‘(z’); Gy)) = distance(image(z,, z,), image(z;, z;); 
E2 r’Q3~11 X b”‘]), w h ere image (z’, zd) and image (z;, z;) refer to the images of the 
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points (zl, zd) and (z;, z;), respectively, under the map 2-EMBED(a,, ad). But as 
we have seen in Lemma 2.1 the embedding 2-EMBED has dilation 2. This proves 
statement (1). 
Consider now statement (2). But the obliviousness of the embeddings g(j), 
1 < i 6 t (where t d k), to coordinates t + 1 through d- 1, it follows that (gi(z)), = 
(g,_,(~))~, for all j, t+ 1 <j<d- 1, and all points z. Let IIp/,,,= [CT=1 pil, 
1 <m < d, where p is any point of d-dimensional space. Then the proof of (2) is 
reduced to showing that, for any two adjacent points z and z’ of Cd and any integer 
k, 26t<k, we have 
llg,(z) - g,b’)ll f + Ikr(Z)L- kr(Z’)L/l 
6 1+ Ilg,~,(z)-g,~,(z’)ll,+ I(s,-l(z))d-(s,-,(z’))~l. (***I 
We proceed with the proof of this for any t 3 2. 
A basic fact we use is that, for any adjacent points z and z’ in Cd and any t, 
l<t<k, we have 
Ikr(Z)L- (grWM d 1. 
The first step in proving this is to note that any single application of 2-EMBED by 
some g, has the property that, if I pd - p&l 6 1 and I pt - p;I 6 1, then the images 
image(p) and image( p’) of p and p’ under g, satisfy limage( p)d - image( p’)dl 6 1. 
One then uses induction on t and the obliviousness of g, to coordinates other than 
t or d to complete the proof. We omit further details for brevity. 
Case 1. z and z’ differ in the cth coordinate, where c < d. Then we have 
zi=zi forj<c andj=d. Thus (g,(z))j=(g,(z’))j forj>c and j=d, and for t<c. 
Hence ( ***) holds for t < c. We now consider the case t 3 c. 
First suppose that t = c. By obliviousness of the g(j), 1 6 i < t - 1, to coordinate 
t and from ( g,(z))j = (g,(z’)), for j < t and j = d, for m < t, we obtain 
k- l(z))d- (g,- ,(z’)),= 0 and Ik- ,(z)), - (g,- l(z’)),l = Iz, -ziI = 1. Thus the 
projections of g,Pl(z) and g,_,(z’) onto G$-“(t, d) are neighbors, i.e., at 
distance 1. But 2-EMBED (as realized by g”‘) has dilation 2. Thus 
The above comments also imply that I ( g,(z))i - ( g,(z’))jl = I (g, _ 1(z))j - (g, ~ ,(z’))~[ 
for j < t. Hence (***) follows. 
Next suppose t>c. By (****) we know that lb- I(z))d- k_ l(z’))dl d 1, and 
obliviousness again gives [(g,_,(z)),-(g,+,(z’)),I = lz,-zZ:I =0 (using t>c). 
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Hence the projections of g,_ i(z) and g,_ i(z’) onto GYP “(t, d) are neighbors or 
identical. Hence because g, has dilation 2 we obtain as above 
I(g,(z)),- (g,(z’)),l + I(gt(z))d- (gr(Z’))dl 
d 1 + I(grPl(Z))d- (g,- l(Z’))A + I(g,- 1(Z))F (g,- l(Z’)),l 
which again yields (* * *). 
Case 2. z and z’ differ in the dth coordinate. In this case we have zi = z; for 
j,< k. Hence for any t 6 k we have 
IkG,(Z)k (g,-,(z')),l= Iz,-4 =o> 
and also l(g,~,(z)),-(g,~,(z')),l~ 1 by (**** ). The proof is then completed as in 
the paragraph which treats the subcase t > c. i 
In order to state our next theorem in a convenient way, we need a bound on the 
number b(“” described earlier. Recall that b’“’ is the last dimension of g,(G,). Let 
LEMMA 3.2. 
Proof: We 
recursively by 
Thus 
B 
. 
For each m, 1 < m d k, we have h’“’ d B,. 
proceed by induction on m. Recall that the 6(‘) are defined 
b(l) = H(a,, ad) and h’” + l) = H(a, + 1) h’“‘). 
Now applying the inductive hypothesis we obtain 
THEOREM 3.1. For any k satisfying 1 < k 6 d - 1, the algorithm 
constructs a dilation k + 1 embedding of [a, x a, x a3 x . x ad] 
hypercube provided that the condition Ck, 
d-l 
(C/J: ic, rlog ail+ Dog BklG 
EMBED(k, G,) 
into its optimal 
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holds, where 
Proof: We will show that the stated inequality guarantees a dilation 1 
embedding of the image CL of G, under EMBED(k, Gd) into the optimal hypercube 
for Gd (that is, G; is a subgraph of this optimal hypercube). Lemma 3.1 then implies 
a dilation k + 1 embedding of Gd into this same hypercube, as desired. Now G; = 
12 rlog aI1 x 2rb ~21 x . . . x 2rb ai1 xak+, xak+2x “’ xad-( x !I’~)] by definition, so 
by Lemma 3.2 we have 
G&s [2 riogall X 2riogall x . . x pgukl x ak+, x . . . x ad__ I x ~~1 
s [2rbg~li x 2rhu2i x . . . x 2rbf+-11 x 2rbhl], 
Letting Ak be the last named grid, we see that Ak E Q(cf:: [log ai] + [log Bk]). 
But the optimal hypercube for Gd has dimension rlog nf= I ail. Hence condition 
Ck implies that A,, and hence G;, is a subgraph of the optimal hypercube for GA. 
The theorem is thereby proved. 1 
Observe that the ordering of the a:s can have an effect on whether condition Ck 
is satisfied. The object, of course, is to find the optimal ordering, i.e., the one which 
minimizes the left-hand side of (Ck). We leave open the question of finding this 
ordering. 
Note also that for any fixed ordering, condition Ck becomes progressively harder 
to satisfy with decreasing k. This makes sense, since with decreasing k we obtain a 
stronger result, i.e., a smaller dilation embedding of Gd into its optimal hypercube. 
Finally, we remark that in the worst case, i.e., k = d, we obtain a dilation d 
embedding, provided (C,) is satisfied. 
IV. CONCLUSION 
We note that Chan [Ch] has recently described a technique for embedding all 
2D meshes into their optimal hypercubes with dilation at most 2. Thus the 2D 
embedding problem is solved. The principal open problem left is to describe 
embeddings of grids of arbitrary dimensions that are provably optimal. The 
interested reader should also consult other recent work on embedding meshes into 
hypercubes [G, HJ]. 
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