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SEMILINEAR INTEGRO-DIFFERENTIAL EQUATIONS, I: ODD
SOLUTIONS WITH RESPECT TO THE SIMONS CONE
JUAN-CARLOS FELIPE-NAVARRO AND TOMA´S SANZ-PERELA
Abstract. This is the first of two papers concerning saddle-shaped solutions to
the semilinear equation LKu = f(u) in R
2m, where LK is a linear elliptic integro-
differential operator and f is of Allen-Cahn type.
Saddle-shaped solutions are doubly radial, odd with respect to the Simons cone
{(x′, x′′) ∈ Rm×Rm : |x′| = |x′′|}, and vanish only on this set. By the odd symmetry,
LK coincides with a new operator L
O
K
which acts on functions defined only on one
side of the Simons cone, {|x′| > |x′′|}, and that vanish on it. This operator LO
K
,
which corresponds to reflect a function oddly and then apply LK , has a kernel on
{|x′| > |x′′|} which is different from K.
In this first paper, we characterize the kernelsK for which the new kernel is positive
and therefore one can develop a theory on the saddle-shaped solution. The necessary
and sufficient condition for this turns out to be that K is radially symmetric and
τ 7→ K(√τ) is a strictly convex function.
Assuming this, we prove an energy estimate for doubly radial odd minimizers
and the existence of saddle-shaped solution. In a subsequent article, part II, further
qualitative properties of saddle-shaped solutions will be established, such as their
asymptotic behavior, a maximum principle for the linearized operator, and their
uniqueness.
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1. Introduction
In this paper we study solutions to the semilinear integro-differential equation
LKu = f(u) in R
2m (1.1)
which are odd with respect to the Simons cone — defined in (1.5). The interest on these
solutions, often called saddle-shaped solutions, is motivated by the nonlocal version of
a conjecture by De Giorgi on the Allen-Cahn equation (see details below) with the aim
of finding a counterexample in high dimensions. Moreover, this problem is related to
the regularity theory of nonlocal minimal surfaces.
There are only three papers in the literature concerning saddle-shaped solutions to
(1.1) with LK being the fractional Laplacian: [12, 13] by Cinti and [20] by the authors.
In all of them the main tool is the extension problem. This paper, together with its
second part [21], is the first one to study (1.1) without the extension. For this reason
our arguments are purely nonlocal and hold for a more general class of kernels.
Equation (1.1) is driven by an integro-differential operator LK of the form
LKu(x) =
ˆ
Rn
{u(x)− u(y)}K(x− y) dy, (1.2)
where the kernel K satisfies
K ≥ 0 , K(z) = K(−z) and
ˆ
Rn
min
{|z|2, 1}K(z) dz < +∞ . (1.3)
The integral in (1.2) has to be understood in the principal value sense. The most
canonical example of such operators is the fractional Laplacian, defined for γ ∈ (0, 1)
as
(−∆)γu = cn,γ
ˆ
Rn
u(x)− u(y)
|x− y|n+2γ dy ,
where cn,γ is a normalizing constant.
Recall that the fractional Laplacian has an associated extension problem (see [10])
that allows the use of local arguments to deal with equations such as (1.1). This is not
the case for general operators LK , and therefore some purely nonlocal techniques are
developed along this work.
Throughout the paper, we assume that LK is uniformly elliptic, that is,
λ
cn,γ
|z|n+2γ ≤ K(z) ≤ Λ
cn,γ
|z|n+2γ , (1.4)
where λ and Λ are two positive constants. This condition is frequently adopted since
it yields Ho¨lder regularity of solutions (see [27, 32]). The family of linear operators
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satisfying conditions (1.3) and (1.4) is the so-called L0(n, γ, λ,Λ) ellipticity class. For
short we will usually write L0 and we will make explicit the parameters only when
needed.
Moreover, for many purposes we will need the operators to be invariant under rota-
tions. This is equivalent to saying that the kernel is radially symmetric, K(z) = K(|z|).
The Simons cone will be a central object along this paper. It is defined in R2m by
C :=
{
x = (x′, x′′) ∈ Rm × Rm = R2m : |x′| = |x′′|} . (1.5)
This cone is of special importance in the theory of local and nonlocal minimal surfaces,
and its variational properties are related to the conjecture of De Giorgi (see the end of
this introduction for more details). Through the whole article we will use O and I to
denote each of the parts in which R2m is divided by the cone C :
O := {x = (x′, x′′) ∈ R2m : |x′| > |x′′|} and I := {x = (x′, x′′) ∈ R2m : |x′| < |x′′|}.
Both O and I belong to a family of sets in R2m which are called of double revolu-
tion. These are sets that are invariant under orthogonal transformations in the first m
variables, as well as under orthogonal transformations in the last m variables. That
is, Ω ⊂ R2m is a set of double revolution if RΩ = Ω for every given transformation
R ∈ O(m)2 = O(m)×O(m), where O(m) is the orthogonal group of Rm.
In this paper we deal with functions that are doubly radial. These are functions
w : R2m → R that only depend on the modulus of the first m variables and on the
modulus of the last m ones, i.e., w(x) = w(|x′|, |x′′|). Equivalently, w(Rx) = w(x) for
every R ∈ O(m)2.
In order to define oddness and evenness of functions with respect to the Simons cone,
we consider the following isometry, which will play a significant role in this article:
(·)⋆ : R2m = Rm × Rm → R2m = Rm × Rm
x = (x′, x′′) 7→ x⋆ = (x′′, x′) . (1.6)
Note that this isometry is actually an involution that maps O into I (and vice versa)
and leaves the cone C invariant —although not all points in C are fixed points of (·)⋆.
Taking into account this transformation, we say that a doubly radial function w is odd
with respect to the Simons cone if w(x) = −w(x⋆). Similarly, we say that a doubly
radial function w is even with respect to the Simons cone if w(x) = w(x⋆).
Regarding the doubly radial symmetry we define the following variables
s := |x′| and t := |x′′| .
They are specially useful when dealing with the Laplacian in these coordinates, since
∆w = wss + wtt +
m− 1
s
ws +
m− 1
t
wt (1.7)
becomes an expression suitable to work with. A similar formula appears in the case of
the fractional Laplacian thanks to the local extension problem. Having a PDE in the
two variables (s, t) ∈ R2 is useful to perform certain computations (see [8, 9, 3, 7] for
the local case and [12, 13, 20] for the fractional framework).
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If we try to follow the same strategy by writing a rotation invariant operator LK
in (s, t) variables, the expression of the new operator is quite complex. Indeed, if
w : R2m → R is doubly radial and we define w˜(s, t) := w(s, 0, ..., 0, t, 0, ..., 0), it holds
LKw(x) = L˜Kw˜(|x′|, |x′′|)
with
L˜Kw˜(s, t) :=
ˆ +∞
0
ˆ +∞
0
σm−1τm−1
(
w˜(s, t)− w˜(σ, τ))J(s, t, σ, τ) dσ dτ (1.8)
and
J(s, t, σ, τ) :=
ˆ
Sm−1
ˆ
Sm−1
K
(√
s2 + σ2 − 2sσω1 + t2 + τ 2 − 2tτ ω˜1
)
dω dω˜ .
Note that L˜K is an integro-differential operator in (0,+∞)×(0,+∞), but the expres-
sion of its kernel is quite involved. Indeed, such an expression does not become simpler
even when LK is the fractional Laplacian. In this case, the kernel J involves hyperge-
ometric functions of two variables, the so-called Appell functions (see Appendix C for
more details on it), but this does not simplify computations.
Instead of working with the (s, t) variables, we follow another approach that we find
more clear and concise. It consists on rewriting the operator LK with a different kernel
K : R2m × R2m → R that is doubly radial with respect to its both arguments, but in
such a way that it still acts on functions defined in R2m —and not in (0,+∞)2. As
it is explained in detail in Section 2, if K is a radially symmetric kernel, then we can
write LK acting on a doubly radial function w as
LKw(x) =
ˆ
R2m
{w(x)− w(y)}K(x, y) dy , (1.9)
where K : R2m × R2m → R is doubly radial in both arguments and is defined by
K(x, y) :=
 
O(m)2
K(|Rx− y|) dR . (1.10)
Here, dR denotes integration with respect to the Haar measure on O(m)2 (see Section 2
for the details).
This new expression (1.9) has some advantages compared with (1.8). First, the
computations in this new setting are shorter and more transparent than the analogous
ones using (s, t) variables. This also makes the notation more concise. Furthermore we
avoid some issues of the (s, t) variables such as the special treatment of the set {st = 0}.
Although in this paper we do not work in (s, t) variables, we include an appendix at
the end of the article with some computations using them (see Appendix C). We think
that this could be useful in future works.
Once we have rewritten LK with a doubly radial kernel K, as in (1.9), we shall find
a suitable expression of the operator when acting on odd functions with respect to the
Simons cone. Note that such functions are defined by their values in O and therefore
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we want to rewrite LK taking this into account. To this purpose, we define the new
operator
LOKw(x) :=
ˆ
O
{w(x)− w(y)}K(x, y) dy +
ˆ
O
{w(x) + w(y)}K(x, y⋆) dy
=
ˆ
O
{w(x)− w(y)}{K(x, y)−K(x, y⋆)} dy + 2w(x)
ˆ
O
K(x, y⋆) dy ,
(1.11)
where (·)⋆ is defined in (1.6). As we show in Section 2, LOK acting on a doubly radial
function w : O → R coincides with LK acting on the odd extension of w with respect
to the Simons cone.
Our first main result concerns necessary and sufficient conditions on the original
kernel K for this operator to have a positive kernel. As we will stress through this
paper, and also in the forthcoming work [21], the positivity of the kernel in (1.11) is
crucial in order to develop a theory on the saddle-shaped solution. In particular, under
this assumption a maximum principle for doubly radial odd functions will hold (see
Proposition 1.2 below).
Theorem 1.1. Let K : (0,+∞)→ (0,+∞) and consider the radially symmetric kernel
K(|x− y|) in R2m. Define K : R2m × R2m → R by (1.10).
If
K(
√
τ ) is a strictly convex function of τ , (1.12)
then LK has a positive kernel in O when acting on doubly radial functions which are
odd with respect to the Simons cone C . More precisely, it holds
K(x, y) > K(x, y⋆) for every x, y ∈ O . (1.13)
In addition, if K ∈ C2((0,+∞)), then (1.12) is not only a sufficient condition for
(1.13) to hold, but also a necessary one.
This theorem is proved in Section 2 (see Propositions 2.4 and 2.5). Its proof is based
on breaking the integral defining K in four clever regions —see (2.6)— that allow to
compare the integrands for y ∈ O and for its reflected y∗ ∈ I. We will use a result on
convex functions proved in Appendix A (Proposition A.1). In the previous statement,
by strict convexity in (1.12) we mean that
K(
√
τ1) +K(
√
τ2) > 2K(
√
(τ1 + τ2)/2)
for every τ1, τ2 ∈ (0,+∞).
In [22], Jarohs and Weth study solutions to general integro-differential equations
which are odd with respect to a hyperplane. Here the natural sufficient condition on
K to have a positive kernel when acting on odd functions is that K is decreasing in
the orthogonal direction to the hyperplane. That this suffices is readily deduced after
making a change of variables given by the symmetry with respect to such hyperplane.
In our case, since we deal with a more complex symmetry, the kernel K is required to
satisfy further assumptions than just monotonicity. Moreover, the proof of Theorem 1.1
is quite involved and requires a finer argument. Indeed, if we simply make the change
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y 7→ y⋆ in (1.2), following [22], we should prove that K(|x − y|) > K(|x − y⋆|) for
every x and y in O, but this is false even in the easiest case LK = (−∆)γ and 2m = 2.
Instead, if we write LK in the form (1.9) with the kernel K, the analogous positivity
condition (1.13) holds if we assume K(
√·) to be convex. Here the use of the (s, t)
variables would not simplify the proof of Theorem 1.1. As mentioned in Appendix C,
an analogous result can be established for the kernel J in (1.8), but its proof presents
exactly the same difficulties as the one for K.
The first direct consequence of the positivity condition (1.13) is the following maxi-
mum principle.
Proposition 1.2 (Maximum principle for odd functions with respect to C ). Let Ω ⊂ O
be an open set and let LK be an integro-differential operator with a radially symmetric
kernel K satisfying the positivity condition (1.13). Let u ∈ Cα(Ω) ∩ C(Ω) ∩ L∞(R2m),
with α > 2γ, be a doubly radial function which is odd with respect to the Simons cone.
(i) (Weak maximum principle) Assume that{
LKu+ c(x)u ≥ 0 in Ω ,
u ≥ 0 in O \ Ω ,
with c ≥ 0, and that either
Ω is bounded or lim inf
x∈O, |x|→+∞
u(x) ≥ 0 .
Then, u ≥ 0 in Ω.
(ii) (Strong maximum principle) Assume that LKu + c(x)u ≥ 0 in Ω, with c any
continuous function, and that u ≥ 0 in O. Then, either u ≡ 0 in O or u > 0
in Ω.
This statement differs from the usual maximum principle for LK in the fact that we
only assume that u is nonpositive in O \Ω, instead of in R2m \Ω (an assumption that
makes no sense for odd functions). This form of maximum principle is analogous to
the ones in [11, 22], where similar statements are considered for functions that are odd
with respect to a hyperplane.
Since in this paper we will always consider doubly radial functions u which are odd
with respect to the Simons cone, LKu = L
O
Ku in O. Thus, to simplify the notation we
will always write LK for L
O
K . To mean that Proposition 1.2 holds, we will say that LK
has a maximum principle in O when acting on doubly radial odd functions.
Let us now turn to the variational problem from which equation (1.1) arises. As it
is well known, (1.1) is the Euler-Lagrange equation associated to the energy functional
E(w,Ω) := 1
4
{ˆ
Ω
ˆ
Ω
|w(x)− w(y)|2K(x− y) dx dy
+ 2
ˆ
Ω
ˆ
R2m\Ω
|w(x)− w(y)|2K(x− y) dx dy
}
+
ˆ
Ω
G(w) dx ,
(1.14)
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where G a C2 function satisfying G′ = −f . In this paper, we assume the following
conditions on G:
G is even and G ≥ G(±1) = 0 in R . (1.15)
Note that the previous conditions on G yield that f is a C1 odd function with f(0) =
f(±1) = 0. In some cases, as in Theorem 1.4 below, we will further assume that
G(0) > 0. In such situation, equation (1.1) can be seen as a model for phase transitions.
The Allen-Cahn nonlinearity, f(u) = u− u3, is the most typical example.
Using the same type of arguments as for the operator LK , we can rewrite the energy
of doubly radial odd functions with a suitable new expression that involves the kernel
K(x, y)−K(x, y⋆) > 0
and that only takes into account the values of the functions inO. This will be extremely
useful in many computations and estimates involving the nonlocal energy E (see Sec-
tions 3 and 4). To write this new expression, we introduce the following notation. For
A, B ⊂ O, two sets of double revolution, we define
Iw(A,B) := 2
ˆ
A
ˆ
B
|w(x)− w(y)|2 {K(x, y)−K(x, y⋆)} dx dy
+4
ˆ
A
ˆ
B
{
w2(x) + w2(y)
}
K(x, y⋆) dx dy .
Then, as proved in Section 3 (see Lemma 3.2), we can rewrite the energy of a doubly
radial odd function w as
E(w,Ω) = 1
4
{
Iw(Ω ∩ O,Ω ∩ O) + 2Iw(Ω ∩O,O \ Ω)
}
+ 2
ˆ
Ω∩O
G(w) dx . (1.16)
Thanks to this new expression for the energy, we are able to establish the second
main result of this paper. It is the following energy estimate for doubly radial odd
minimizers of E . To define such minimizers properly, we denote by H˜K0,odd(BR) the
space of doubly radial odd functions that vanish outside BR and for which the energy
E is well defined (see Section 3 for the precise definition). We say that u ∈ H˜K0,odd(BR)
is a doubly radial odd minimizer of E in BR if
E(u,BR) ≤ E(w,BR)
for every w ∈ H˜K0,odd(BR).
Theorem 1.3. Let K be a radially symmetric kernel satisfying the convexity assump-
tion (1.12)1 and such that LK ∈ L0(2m, γ, λ,Λ). Assume that G is a potential satisfying
(1.15). Let S ≥ 2 and let u ∈ H˜K0,odd(BR) be a doubly radial odd minimizer of E in BR,
with R > S + 4.
1In this theorem, as well as in Theorem 1.4, we assume (1.12) instead of the positivity condition
(1.13) —recall that for C2 kernels they are equivalent. The reason for this is that in the proofs we
will make use of some estimates that require the Lipschitz regularity of the kernel K (see Remark 3.5
below). Such regularity for K holds if (1.12) is satisfied, but it is not clear if this happens, when
K /∈ C2, assuming (1.13) instead.
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Then
E(u,BS) ≤

C S2m−2γ if γ ∈ (0, 1/2),
C S2m−1 logS if γ = 1/2,
C S2m−1 if γ ∈ (1/2, 1),
(1.17)
where C is a positive constant depending only on m, γ, λ, Λ, and ||G||C2([−1,1]).
In the proof of this result, a first basic ingredient is that −1 ≤ u ≤ 1, as provided by
Lemma 3.3. This information, |u| ≤ 1, is also of importance for a solution of an Allen-
Cahn equation, as in the existence Theorem 1.4 below. That |u| ≤ 1 is proved with
a variational cutting argument: cutting above 1 and below −1 reduces de energy. We
believe that this property requires K(x, y)−K(x, y⋆) to be nonnegative. In addition,
the proof of Lemma 3.3 is a priori not simple since it involves a nonlocal energy of
functions with symmetries. We succeeded to greatly simplify the computations by
writing the energy as in (3.4), obtaining a short proof.
Note that Theorem 1.3 does not follow from the energy estimate for general mini-
mizers stated in [30] by Savin and Valdinoci. The minimizers that they consider do
not have any type of symmetry. In our case, the function u in the previous statement
minimizes the energy in a smaller class of functions and the result in [30] cannot be
applied. Nevertheless, we are able to adapt the arguments of Savin and Valdinoci to
our setting. The strategy they follow is to compare the energy of u with the one of a
suitable competitor which is constructed by taking the minimum between u and a radi-
ally symmetric auxiliary function —see (4.5) below. Such competitor is not permitted
in our case, since it is not odd with respect to the Simons cone. Nevertheless, we show
in Section 4 how to modify the auxiliary functions of [30] to carry out the same type
of arguments. The assumption (1.12) will be crucial to guarantee that 0 ≤ u ≤ 1 in O.
The particular result of Theorem 1.3 for the fractional Laplacian has been proved by
Cabre´ and Cinti [4] in the case of the half-Laplacian, and extended to all the powers
0 < γ < 1 by Cinti [13] (see [5] for an extension to non-doubly radial minimizers).
These papers use the local extension problem and therefore their proofs cannot be
extended to general operators like LK . Our proof, following [30], overcomes this issue.
As an application of the previous results, we prove, by using standard variational
methods, the existence of saddle-shaped solution to (1.1) when f is of Allen-Cahn type.
We say that a bounded solution u to (1.1) is a saddle-shaped solution if u is doubly
radial, odd with respect to the Simons cone, and positive in O.
Theorem 1.4 (Existence of saddle-shaped solution). Let G satisfy (1.15), G(0) >
0, and let f = −G′. Let K be a radially symmetric kernel satisfying the convexity
assumption (1.12) and such that LK ∈ L0(2m, γ, λ,Λ).
Then, for every even dimension 2m ≥ 2, there exists a saddle-shaped solution u to
(1.1). In addition, u satisfies |u| < 1 in R2m.
We are interested in the study of this type of solutions since they are relevant in
connection with a famous conjecture for the (classical) Allen-Cahn equation raised by
De Giorgi, that reads as follows. Let u be a bounded monotone (in some direction)
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solution to −∆u = u − u3 in Rn, then, if n ≤ 8, u depends only on one Euclidean
variable, that is, all its level sets are hyperplanes. This conjecture is not completely
closed (see [19] and references therein) but a counterexample in dimension n = 9 was
build in [17] by using the so-called gluing method. Saddle-shaped solutions are natural
objects to build a counterexample in a simpler way, as explained next. On the one
hand, Jerison and Monneau [23] showed that a counterexample to the conjecture of
De Giorgi in Rn+1 can be constructed with a rather natural procedure if there exists
a global minimizer of −∆u = f(u) in Rn which is bounded and even with respect to
each coordinate, but is not one-dimensional. On the other hand, by the Γ-converge
results from Modica and Mortola (see [24, 25]) and the fact that the Simons cone is the
simplest nonplanar minimizing minimal surface, saddle-shaped solutions are expected
to be global minimizers of the Allen-Cahn equation in dimensions 2m ≥ 8 (this is still
an open problem).
Similar facts happen in the nonlocal setting (see the introduction of [20] for further
details). For this reason, saddle-shaped solutions are of interest in the study of the
nonlocal version of the conjecture of De Giorgi for equation (1.1).
Saddle-shaped solutions to the local Allen-Cahn equation involving the Laplacian
were studied in [15, 31, 8, 9, 3]. In these works, it is established the existence, unique-
ness, and some qualitative properties of this type of solutions, such as their instability
when 2m ≤ 6 and their stability if 2m ≥ 14. Stability in dimensions 8, 10, and 12 is
still an open problem, as well as minimality in dimensions 2m ≥ 8.
In the fractional framework, there are only three works concerning saddle-shaped
solutions to the equation (−∆)γu = f(u). In [12, 13], Cinti proved the existence of
saddle-shaped solution as well as some qualitative properties such as their asymptotic
behavior, some monotonicity properties, and their instability in low dimensions. In
a previous paper by the authors [20], further properties of these solutions have been
established, the main ones being uniqueness and, when 2m ≥ 14, stability. The present
paper together with its second part [21] are the first ones studying saddle-shaped solu-
tions for general integro-differential equations of the form (1.1). In the three previous
papers [12, 13, 20], the main tool used is the extension problem for the fractional
Laplacian (see [10]). As mentioned, this technique cannot be carried out for general
integro-differential operators different from the fractional Laplacian. Therefore, some
purely nonlocal techniques are developed through both papers.
In the forthcoming paper [21], we study saddle-shaped solutions to (1.1) in more
detail taking advantage of the setting for odd functions built in the present article.
We give an alternative proof for the existence of a saddle-shaped solution by using
monotone iteration and maximum principle techniques. As in the proof of Theorem 1.4,
the assumtion (1.13) is crucial. Furthermore, we prove the asymptotic behaviour of
this type of solutions by using some symmetry and Liouville type results for general
integro-differential operators that we establish in the same paper. Finally, we also show
in [21] the uniqueness of the saddle-shaped solution through a maximum principle for
the linearized operator, which we also prove in that article.
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Let us make some final remarks on the minimality and stability properties of the
Simons cone. Recall that, in the classical theory of minimal surfaces, it is well known
that the Simons cone has zero mean curvature at every point x ∈ C \ {0}, in all even
dimensions, and it is a minimizer of the perimeter functional when 2m ≥ 8. Concerning
the nonlocal setting, C has also zero nonlocal mean curvature in all even dimensions,
although it is not known if it is a minimizer of the nonlocal perimeter in any dimension.
If 2m = 2 it cannot be a minimizer since in [29] it is proven that all minimizing nonlocal
minimal cones in R2 are flat. In higher dimensions, the only available results appear in
[16, 20] but concern stability, a weaker property than minimality. In [16], Da´vila, del
Pino, and Wei characterize the stability of Lawson cones —a more general class of cones
that includes C— through an inequality involving only two hypergeometric constants
which depend only on γ and the dimension n. This inequality is checked numerically
in [16], finding that, in dimensions n ≤ 6 and for γ close to zero, no Lawson cone with
zero nonlocal mean curvature is stable. Numerics also shows that all Lawson cones
in dimension 7 are stable if γ is close to zero. These results for small γ fit with the
general belief that, in the fractional setting, the Simons cone should be stable (and even
a minimizer) in dimensions 2m ≥ 8 (as in the local case), probably for all γ ∈ (0, 1/2),
though this is still an open problem. In [20], we proved, by using the saddle-shaped
solution to the fractional Allen-Cahn equation and a Γ-convergence result of [6], that
the Simons cone is a stable (2γ)-minimal cone in dimensions 2m ≥ 14. To the best of
our knowledge, this is the first analytical proof of a stability result for the Simons cone
in any dimension.
This paper is organized as follows. Section 2 is devoted to study the operator LK
acting on doubly radial odd functions. We deduce the expression of the kernel K
and rewrite the operator acting on doubly radial odd functions, finding the expression
(1.11). We also show Theorem 1.1 and Proposition 1.2. In Section 3 we study the
energy functional associated to (1.1) and in Section 4 we establish the energy estimate
stated in Theorem 1.3. Finally, in Section 5 we prove the existence of a saddle-shaped
solution to the integro-differential Allen-Cahn equation. At the end of the paper there
are three appendices. Appendix A is devoted to some results on convex functions,
and Appendix B contains some auxiliary computations. Both are used in the proof of
Theorem 1.1. In Appendix C we include some results and expressions in (s, t) variables
for future reference.
2. Rotation invariant operators acting on doubly radial odd functions
This section is devoted to study rotation invariant operators of the class L0 when they
act on doubly radial odd functions. First, we deduce an alternative expression for the
operator in terms of a doubly radial kernel K. Then, we present necessary and sufficient
conditions on the kernel K in order to (1.13) hold (we establish Theorem 1.1). Finally,
we show two maximum principles for doubly radial odd functions (Proposition 1.2).
2.1. Alternative expressions for the operator LK. The main purpose of this sub-
section is to deduce an alternative expression for a rotation invariant operator LK ∈ L0
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acting on doubly radial functions. This expression is more suitable to work with and it
will be used throughout the paper. Our first remark is that if w is invariant by O(m)2,
the same holds for LKw. Indeed, for every R ∈ O(m)2,
LKw(Rx) =
ˆ
R2m
{w(Rx)− w(y)}K(|Rx− y|) dy
=
ˆ
R2m
{w(Rx)− w(Ry˜)}K(|Rx− Ry˜|) dy˜
=
ˆ
R2m
{w(x)− w(y˜)}K(|x− y˜|) dy˜
= LKw(x) .
Here we have used the change y = Ry˜ and the fact that w(R·) = w(·) for every
R ∈ O(m)2.
Next, we present an alternative expression for the operator LK acting on doubly
radial functions. This expression involves the new kernel K, which is also doubly
radial.
Lemma 2.1. Let LK ∈ L0(2m, γ) have a radially symmetric kernel K, and let w be a
doubly radial function such that LKw is well-defined. Then, LKw can be expressed as
LKw(x) =
ˆ
R2m
{w(x)− w(y)}K(x, y) dy
where K is symmetric, invariant by O(m)2 in both arguments, and it is defined by
K(x, y) :=
 
O(m)2
K(|Rx− y|) dR .
Here, dR denotes integration with respect to the Haar measure on O(m)2.
Recall (see for instance [26]) that the Haar measure on O(m)2 exists and it is unique
up to a multiplicative constant. Let us state next the properties of this measure
that will be used in the rest of the paper. In the following, the Haar measure is
denoted by µ. First, since O(m)2 is a compact group, it is unimodular (see Chapter II,
Proposition 13 of [26]). As a consequence, the measure µ is left and right invariant,
that is, µ(RΣ) = µ(Σ) = µ(ΣR) for every subset Σ ⊂ O(m)2 and every R ∈ O(m)2.
Moreover, it holds  
O(m)2
g(R−1) dR =
 
O(m)2
g(R) dR (2.1)
for every g ∈ L1(O(m)2) —see [26] for the details.
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Proof of Lemma 2.1. Since LKw(x) = LKw(Rx) for every R ∈ O(m)2, by taking the
mean over all the transformations in O(m)2, we get
LKw(x) =
 
O(m)2
LKw(Rx) dR =
 
O(m)2
ˆ
R2m
{w(x)− w(y)}K(|Rx− y|) dy dR
=
ˆ
R2m
{w(x)− w(y)}
 
O(m)2
K(|Rx− y|) dRdy
=
ˆ
R2m
{w(x)− w(y)}K(x, y) dy .
Now, we show that K is symmetric. Using property (2.1), we get
K(y, x) =
 
O(m)2
K(|Ry − x|) dR =
 
O(m)2
K(|R−1(Ry − x)|) dR
=
 
O(m)2
K(|R−1x− y)|) dR = K(x, y) .
It remains to show thatK is invariant by O(m)2 in its two arguments. By the symmetry,
it is enough to check it for the first one. Let R˜ ∈ O(m)2. Then,
K(R˜x, y) =
 
O(m)2
K(|RR˜x− y|) dR =
 
O(m)2
K(|Rx− y|) dR = K(x, y) ,
where we have used the right invariance of the Haar measure. 
In the following lemma we present some properties of the involution (·)⋆ defined
by (1.6) and its relation with the doubly radial kernel K and the transformations of
O(m)2. In particular, in the proof of Theorem 1.1 it will be useful to consider the
following transformation. For every R ∈ O(m)2, we define R⋆ ∈ O(m)2 by
R⋆ := (R(·)⋆)⋆ . (2.2)
Equivalently, if R = (R1, R2) with R1, R2 ∈ O(m), then R⋆ = (R2, R1).
Lemma 2.2. Let (·)⋆ : R2m → R2m be the involution defined by x⋆ = (x′, x′′)⋆ = (x′′, x′)
—see (1.6). Then,
(1) The Haar integral on O(m)2 has the following invariance:
ˆ
O(m)2
g(R⋆) dR =
ˆ
O(m)2
g(R) dR , (2.3)
for every g ∈ L1(O(m)2).
(2) K(x⋆, y) = K(x, y⋆). As a consequence, K(x⋆, y⋆) = K(x, y).
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Proof. The first statement is easy to check by using Fubini:ˆ
O(m)2
g(R⋆) dR =
ˆ
O(m)
dR1
ˆ
O(m)
dR2 g(R2, R1) =
ˆ
O(m)
dR2
ˆ
O(m)
dR1 g(R2, R1)
=
ˆ
O(m)
dR1
ˆ
O(m)
dR2 g(R1, R2) =
ˆ
O(m)2
g(R) dR .
To show the second statement, we use the definition of R⋆ and (2.3) to see that
K(x⋆, y) =
 
O(m)2
K(|Rx⋆ − y|) dR =
 
O(m)2
K(|(Rx⋆ − y)⋆|) dR
=
 
O(m)2
K(|(Rx⋆)⋆ − y⋆|) dR =
 
O(m)2
K(|R⋆x− y⋆|) dR
=
 
O(m)2
K(|Rx− y⋆|) dR = K(x, y⋆) .
As a consequence, we have that K(x⋆, y⋆) = K(x, (y⋆)⋆) = K(x, y). 
To conclude this subsection, we present two alternative expressions for the operator
LK when it acts on doubly radial odd functions. These expressions are suitable in the
rest of the paper and also in the forthcoming one [21], since the integrals appearing
in the expression are computed only in O, and this is important to prove maximum
principle and other properties.
Lemma 2.3. Let w be a doubly radial function which is odd with respect to the Simons
cone. Let LK ∈ L0(2m, γ, λ,Λ) be a rotation invariant operator and let LOK be defined
by (1.11).
Then,
LKw(x) =
ˆ
O
{w(x)− w(y)}K(x, y) dy +
ˆ
O
{w(x) + w(y)}K(x, y⋆) dy
=
ˆ
O
{w(x)− w(y)}{K(x, y)−K(x, y⋆)} dy + 2w(x)
ˆ
O
K(x, y⋆) dy .
In particular, the second equality shows that LKw(x) = L
O
Kw(x). Moreover,
1
C
dist(x,C )−2γ ≤
ˆ
O
K(x, y⋆) dy ≤ C dist(x,C )−2γ , (2.4)
where C > 0 is a constant depending only on m, γ, λ, and Λ.
Proof. The first statement is just a computation. Indeed, using the change of variables
y¯ = y⋆ and the odd symmetry of w, we see thatˆ
I
{w(x)− w(y)}K(x, y) dy =
ˆ
O
{w(x)− w(y⋆)}K(x, y⋆) dy
=
ˆ
O
{w(x) + w(y)}K(x, y⋆) dy .
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Hence,
LKw(x) =
ˆ
R2m
{w(x)− w(y)}K(x, y) dy
=
ˆ
O
{w(x)− w(y)}K(x, y) dy +
ˆ
I
{w(x)− w(y)}K(x, y) dy
=
ˆ
O
{w(x)− w(y)}K(x, y) dy +
ˆ
O
{w(x) + w(y)}K(x, y⋆) dy .
By adding and subtracting w(x)K(x, y⋆) in the last integrand, we immediately deduce
LKw(x) =
ˆ
O
{w(x)− w(y)}{K(x, y)−K(x, y⋆)} dy + 2w(x)
ˆ
O
K(x, y⋆) dy .
Note that we can add and subtract the term w(x)K(x, y⋆) since it is integrable with
respect to y in O. This is a consequence of (2.4).
Let us show now (2.4). In the following arguments we will use the letters C and c
to denote positive constants, depending only on m, γ, λ, and Λ, that may change their
values in each inequality.
On the one hand, for the upper bound in (2.4) we only need to use the ellipticity of
the kernel and the inclusion I ⊂ {y ∈ R2m : |x − y| ≥ dist(x,C )} for every x ∈ O.
Indeed,ˆ
O
K(x, y⋆) dy =
ˆ
O
K(|x− y⋆|) dy =
ˆ
I
K(|x− y|) dy ≤
ˆ
|x−y|≥dist(x,C )
K(|x− y|) dy
≤ C
ˆ
|x−y|≥dist(x,C )
|x− y|−2m−2γ dy = C
ˆ ∞
dist(x,C )
ρ−1−2s dρ
= C dist(x,C )−2s .
On the other hand, for the lower bound in (2.4), let x ∈ C be such that |x − x| =
dist(x,C ). Then, given y ∈ Bdist(x,C )(x), it is clear that |x− y| ≤ |x− x| + |x − y| ≤
2 dist(x,C ). Therefore, we haveˆ
O
K(x, y⋆) dy =
ˆ
I
K(|x− y|) dy ≥ c
ˆ
I
|x− y|−2m−2γ dy
≥ c
ˆ
Bdist(x,C)(x)∩I
|x− y|−2m−2γ dy
≥ c (2 dist(x,C ))−2m−2γ |Bdist(x,C )(x) ∩ I| = c dist(x,C )−2γ .
Here we have used a property of the Simons cone: |BR(z) ∩ I| = 1/2|BR| for every
z ∈ C (see Lemma 2.5 in [20] for the proof). 
2.2. Necessary and sufficient conditions for ellipticity. In this subsection, we
establish Theorem 1.1. As we have mentioned in the introduction, the kernel inequality
(1.13) is crucial in the rest of the results of this paper, as well as in the ones in [21].
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We will see in the next subsection that this inequality guarantees that the operator LK
has a maximum principle for odd functions (see Proposition 1.2).
First, we give a sufficient condition on a radially symmetric kernel K so that K
satisfies (1.13). It is the following result.
Proposition 2.4. Let K : (0,+∞) → R define a positive radially symmetric kernel
K(|x − y|) in R2m. Define K : R2m × R2m → R by (1.10). Assume that K(√·) is
strictly convex in (0,+∞). Then, the associated kernel K satisfies
K(x, y) > K(x, y⋆) for every x, y ∈ O . (2.5)
Proof. Since K is invariant by O(m)2, it is enough to choose a unitary vector e ∈ Sm−1
and show (2.5) for points x, y ∈ O of the form x = (|x′|e, |x′′|e) and y = (|y′|e, |y′′|e).
Now, define
Q1 :=
{
R = (R1, R2) ∈ O(m)2 : e · R1e > |e · R2e|
}
,
Q2 :=
{
R = (R1, R2) ∈ O(m)2 : e · R2e > |e · R1e|
}
= (Q1)⋆,
Q3 :=
{
R = (R1, R2) ∈ O(m)2 : e · R1e < −|e · R2e|
}
= −Q1,
Q4 :=
{
R = (R1, R2) ∈ O(m)2 : e · R2e < −|e · R1e|
}
= −(Q1)⋆.
(2.6)
Recall that given R = (R1, R2) ∈ O(m)2, then R⋆ = (R2, R1) ∈ O(m)2 —see (2.2).
Moreover, note that the sets Qi are disjoint, have the same measure and cover all
O(m)2 up to a set of measure zero.
Therefore,
4K(x, y) = 4
 
O(m)2
K(|x− Ry|) dR
=
 
Q1
K(|x−Ry|) dR+
 
Q2
K(|x−Ry|) dR
+
 
Q3
K(|x−Ry|) dR+
 
Q4
K(|x−Ry|) dR
=
 
Q1
{K(|x−Ry|) +K(|x+Ry|)
+K(|x− R⋆y|) +K(|x+R⋆y|)} dR
and
4K(x, y⋆) = 4
 
O(m)2
K(|x− Ry⋆|) dR
=
 
Q1
{K(|x− Ry⋆|) +K(|x+Ry⋆|)
+K(|x−R⋆y⋆|) +K(|x+R⋆y⋆|)} dR.
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Thus, if we prove
K(|x− Ry|) +K(|x+Ry|) +K(|x− R⋆y|) +K(|x+R⋆y|)
≥ K(|x−Ry⋆|) +K(|x+Ry⋆|) +K(|x− R⋆y⋆|) +K(|x+R⋆y⋆|) , (2.7)
for every R ∈ Q1, we immediately deduce (2.5) with a non strict inequality. To see
that it is indeed a strict one, we will show that the inequality in (2.7) is strict for every
R ∈ Q1.
For a short notation, we call
α := e ·R1e and β := e · R2e . (2.8)
Now, note that since x = (|x′|e, |x′′|e) and y = (|y′|e, |y′′|e), we have
|x±Ry|2 = |x′ ± R1y′|2 + |x′′ ± R2y′′|2
= |x′|2 + |y′|2 ± 2x′ · R1y′ + |x′′|2 + |y′′|2 ± 2x′′ · R2y′′
= |x|2 + |y|2 ± 2|x′||y′|α± 2|x′′||y′′|β.
Similarly,
|x± R⋆y|2 = |x|2 + |y|2 ± 2|x′||y′|β ± 2|x′′||y′′|α,
|x±Ry⋆|2 = |x|2 + |y|2 ± 2|x′||y′′|α± 2|x′′||y′|β,
and
|x± R⋆y⋆|2 = |x|2 + |y|2 ± 2|x′||y′′|β ± 2|x′′||y′|α.
We define now
g(τ) := K
(√
|x|2 + |y|2 + 2τ
)
+K
(√
|x|2 + |y|2 − 2τ
)
.
Thus, proving (2.7) is equivalent to show that, for every α, β ∈ [−1, 1] such that
α > |β|, it holds
g
(
|x′||y′|α+ |x′′||y′′|β
)
+ g
(
|x′||y′|β + |x′′||y′′|α
)
≥ g
(
|x′||y′′|α+ |x′′||y′|β
)
+ g
(
|x′||y′′|β + |x′′||y′|α
)
.
(2.9)
Let
Aα,β := |x′||y′|α + |x′′||y′′|β , Bα,β := |x′||y′′|α+ |x′′||y′|β ,
Cα,β := |x′′||y′|α+ |x′||y′′|β , Dα,β := |x′′||y′′|α + |x′||y′|β .
With this notation and taking into account that g is even, (2.9) is equivalent to
g(|Aα,β|) + g(|Dα,β|) ≥ g(|Cα,β|) + g(|Bα,β|) , (2.10)
for every α, β ∈ [−1, 1] such that α > |β|. Note that g is defined in the open interval
I = (−(|x|2 + |y|2)/2, (|x|2 + |y|2)/2) and that Aα,β, Bα,β, Cα,β, Dα,β ∈ I.
To show (2.10), we use Proposition A.1 of the Appendix A. There, it is stated that
in order to establish (2.10) it is enough to check that{
|Aα,β| ≥ |Bα,β|, |Aα,β| ≥ |Cα,β|, |Aα,β| ≥ |Dα,β| ,
|Aα,β|+ |Dα,β| ≥ |Bα,β|+ |Cα,β| .
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The verification of these inequalities is a simple but tedious computation and it is
presented in Appendix B —see point (1) of Lemma B.1. Once this is proved, we
deduce (2.10) by Proposition A.1.
To finish, we see that the inequality in (2.10) is always strict for every α, β ∈ [−1, 1]
such that α > |β| (that corresponds to Q1). By contradiction, assume that equality
holds in (2.10). Thus, by Proposition A.1, if follows that the sets {|Aα,β|, |Dα,β|} and
{|Bα,β|, |Cα,β|} coincide. This fact and point (2) of Lemma B.1 yield α = β = 0, a
contradiction. Thus, the inequality in (2.10) is strict, as well as the inequality in (2.7).
This leads to (2.5). 
Now, we give a necessary condition on the kernel K so that inequality (1.13) holds.
Proposition 2.5. Let K : (0,+∞) → R define a positive radially symmetric kernel
K(|x− y|) in R2m. Define K : R2m × R2m → R by (1.10).
If
K(x, y) > K(x, y⋆) for almost every x, y ∈ O , (2.11)
then K(
√·) cannot be concave in any open interval I ⊂ [0,+∞).
Proof. It suffices to show that if there exists an open interval where K(
√·) is concave,
then we can find a nonempty open set in O ×O where (2.11) is not satisfied.
Let ℓ2 > ℓ1 > 0 be such that K(
√·) is concave in (ℓ1, ℓ2) and define the set Ωℓ1,ℓ2 ⊂
R
4m as the points (x, y) ∈ O ×O satisfying{
(|x′| − |y′|)2 + (|x′′| − |y′′|)2 > ℓ1,
(|x′|+ |y′|)2 + (|x′′|+ |y′′|)2 < ℓ2. (2.12)
First, it is easy to see that Ωℓ1,ℓ2 is a nonempty open set. In fact, points of the form
(x′, 0, y′, 0) ∈ (Rm)4 such that (|x′| − |y′|)2 > ℓ1 and (|x′|+ |y′|)2 < ℓ2 belong to Ωℓ1,ℓ2.
We need to prove that K(x, y) ≤ K(x, y⋆) in Ωℓ1,ℓ2 for any (x, y) ∈ O×O satisfying
(2.12). For such points, we are going to show, as in the previous proof, that
K(|x− Ry|) +K(|x+Ry|) +K(|x− R⋆y|) +K(|x+R⋆y|)
≤ K(|x− Ry⋆|) +K(|x+Ry⋆|) +K(|x− R⋆y⋆|) +K(|x+R⋆y⋆|) , (2.13)
for any R ∈ Q1, where Q1 is defined in (2.6) (see the proof of Proposition 2.4). As be-
fore, we can assume that x and y are of the form x = (|x′|e, |x′′|e) and y = (|y′|e, |y′′|e),
with e ∈ Sm−1 an arbitrary unitary vector. Then, by defining α and β as in (2.8), we
see that proving (2.13) is equivalent to establish that
g(Aα,β) + g(Dα,β) ≤ g(Bα,β) + g(Cα,β) , (2.14)
for every α, β ∈ [−1, 1] such that α > |β|, where
Aα,β = |x′||y′|α + |x′′||y′′|β , Bα,β = |x′||y′′|α+ |x′′||y′|β ,
Cα,β = |x′′||y′|α+ |x′||y′′|β , Dα,β = |x′′||y′′|α + |x′||y′|β .
and
g(τ) = K
(√
|x|2 + |y|2 + 2τ
)
+K
(√
|x|2 + |y|2 − 2τ
)
.
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Now, by (2.12), we have ℓ1 < |x|2 + |y|2 < ℓ2. As a consequence of this and the
concavity of K(
√·) in (ℓ1, ℓ2), it is easy to see (by using Lemma A.2 stated for −h, a
concave function, instead of h) that g is concave in
(−ℓ, ℓ), and decreasing in (0, ℓ),
where
ℓ := min
{
ℓ2 − |x|2 − |y|2
2
,
|x|2 + |y|2 − ℓ1
2
}
.
Note that, since ℓ1 < |x|2 + |y|2 < ℓ2, we have ℓ > 0.
We claim that Aα,β, Bα,β, Cα,β, and Dα,β belong to (−ℓ, ℓ) for every α, β ∈ [−1, 1]
such that α > |β|. Indeed, it is easy to check that for every α, β ∈ [−1, 1] such that
α > |β|, the numbers Aα,β, Bα,β, Cα,β, and Dα,β belong to the open interval (−|x′||y′|−
|x′′||y′′|, |x′||y′|+ |x′′||y′′|). Furthermore, since x, y ∈ Ωℓ1,ℓ2, we obtain from (2.12) that
|x′||y′|+ |x′′||y′′| < ℓ2 − |x|
2 − |y|2
2
|x′||y′|+ |x′′||y′′| < |x|
2 + |y|2 − ℓ1
2
and thus |x′||y′|+ |x′′||y′′| < ℓ and the claim is proved.
Finally, by applying Lemma A.2 to the function −g in (0, ℓ) (using again point (1) of
Lemma B.1), we obtain that inequality (2.14) is satisfied, which yields (2.13). Finally,
by integrating (2.13) with respect to all the rotations R ∈ Q1 we get
K(x, y) ≤ K(x, y⋆),
for every (x, y) ∈ Ωℓ1,ℓ2 , contradicting (2.11). 
From the two previous results, Theorem 1.1 follows immediately.
Proof of Theorem 1.1. The first statement is exactly the same as Proposition 2.4. As-
sume now that K is a C2 function and that (1.13) holds. Then, by Proposition 2.5,
h(·) := K(√·) is not concave in any interval of [0,+∞). Therefore, we cannot have
h′′ < 0 at any point. Thus, h′′ ≥ 0 in [0,+∞) or, in other words, h′ is nondecreas-
ing. Using again that h is not concave in any interval, we deduce that h′ must be, in
fact, increasing. It follows that h(·) = K(√·) is strictly convex as defined after the
statement of Theorem 1.1. 
Remark 2.6. Note that a priori we cannot relax theK ∈ C2 assumption in the necessary
condition of Theorem 1.1, since there are C1 functions that are neither convex nor
concave in any interval (they can be constructed as a primitive of a Weierstrass function,
whose graph is a non rectifiable curve with fractal dimension). Besides these “exotic”
examples, there are also simple radially symmetric kernels K that are not C1 for which
we do not know if the positivity condition (1.13) holds. For instance, given 0 < γ < 1,
if we consider the kernel
K(τ) =
1
τ 2m+2γ
χ(0,1)(τ) +
1
10τ 2m+2γ − 9χ[1,+∞)(τ),
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Figure 1. An example of kernel K(
√
τ ) (m = 1 and γ = 1/2) which is
not strictly convex in (0,+∞) but does not have any interval of concavity.
it is easy to check that K is continuous and decreasing but K(
√
τ) is not convex in
(0,+∞) even though it does not have any interval of concavity (see Figure 1).
2.3. Maximum principles for doubly radial odd functions. In this subsection
we prove Proposition 1.2, a weak and a strong maximum principles for doubly radial
functions that are odd with respect to the Simons cone. The formulation of these
maximum principles is very suitable since all the hypotheses refer to the set O and not
R
2m. The key ingredient in the proofs is the kernel inequality (1.13).
Proof of Proposition 1.2. (i) By contradiction, suppose that u takes negative values in
Ω. Under the hypotheses we are assuming, a negative minimum must be achieved.
Thus, there exists x0 ∈ Ω such that
u(x0) = min
Ω
u =: m < 0 .
Then, using the expression of LK for odd functions (see Lemma 2.3), we have
LKu(x0) =
ˆ
O
{m− u(y)}{K(x0, y)−K(x0, y⋆)} dy + 2m
ˆ
O
K(x0, y
⋆) dy .
Now, since m − u(y) ≤ 0 in O, m < 0, c ≥ 0, and K(x0, y) ≥ K(x0, y⋆) > 0 —by
(1.13)—, we get
0 ≤ LKu(x0) + c(x0)u(x0) ≤ m
(
2
ˆ
O
K(x0, y
⋆) dy + c(x0)
)
< 0 ,
a contradiction.
(ii) Assume that u 6≡ 0 in O. We shall prove that u > 0 in Ω. By contradiction,
assume that there exists a point x0 ∈ Ω such that u(x0) = 0. Then, using the expression
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of LK for odd functions given in Lemma 2.3, the kernel inequality (1.13), and the fact
that u ≥ 0 in O, we obtain
0 ≤ LKu(x0) + c(x0)u(x0) = −
ˆ
O
u(y)
{
K(x0, y)−K(x0, y⋆)
}
dy < 0 ,
a contradiction. 
Remark 2.7. Note that since the operator LK includes a term of order zero with positive
coefficient in addition to the integro-differential part, the condition c ≥ 0 in point (i)
of the previous proposition can be slightly relaxed. Indeed, following the proof of the
result, we see that
c(x) > −2
ˆ
O
K(x, y⋆) dy
suffices. This hypothesis seems hard to be checked for applications apart from the case
c ≥ 0. Nevertheless, recall that by Lemma 2.3 we have an explicit lower bound for the
quantity
´
O
K(x, y⋆) dy in terms of the function dist(x,C ). This fact will be crucial
for establishing a maximum principle in “narrow” sets close to the Simons cone —see
Proposition 6.2 in part II [21].
3. The energy functional for doubly radial odd functions
This section is devoted to the energy functional associated to the semilinear equation
(1.1). We first define appropriately the functional spaces where we are going to apply
classic techniques of calculus of variations. Next we rewrite the energy in terms of the
new kernel K and we give an alternative expression for the energy of doubly radial
odd functions. Finally, we establish some results that are useful when using variational
techniques, and that will be exploited in the next section.
Let us start by defining the functional spaces that we are going to consider in the
rest of the paper. Given a set Ω ⊂ Rn and a translation invariant and positive kernel
K satisfying (1.3), we define the Hilbert space
H
K(Ω) :=
{
w ∈ L2(Ω) : [w]2
HK(Ω) < +∞
}
,
where
[w]2
HK(Ω) :=
1
2
ˆ ˆ
(Rn)2\(Rn\Ω)2
|w(x)− w(y)|2K(x− y) dx dy .
We also define
H
K
0 (Ω) :=
{
w ∈ HK(Ω) : w = 0 a.e. in Rn \ Ω}
=
{
w ∈ HK(Rn) : w = 0 a.e. in Rn \ Ω} .
Assume that Ω ⊂ R2m is a set of double revolution. Then, we define
H˜
K(Ω) :=
{
w ∈ HK(Ω) : w is doubly radial a.e.} .
and
H˜
K
0 (Ω) :=
{
w ∈ HK0 (Ω) : w is doubly radial a.e.
}
.
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We will add the subscript ‘odd’ and ‘even’ to these spaces to consider only functions
that are odd (respectively even) with respect to the Simons cone.
Remark 3.1. If H˜K0 (Ω) is equipped with the scalar product
〈v, w〉
H˜K0 (Ω)
:=
1
2
ˆ
R2m
ˆ
R2m
(
v(x)− v(y))(w(x)− w(y))K(x− y) dx dy ,
then it is easy to check that H˜K0 (Ω) can be decomposed as the orthogonal direct sum
of H˜K0, even(Ω) and H˜
K
0, odd(Ω).
Note that when K satisfies (1.4), then HK0 (Ω) = H
γ
0(Ω), which is the space associated
to the kernel of the fractional Laplacian, K(z) = cn,γ|z|−n−2γ. Furthermore, Hγ(Ω) ⊂
Hγ(Ω), where Hγ(Ω) is the usual fractional Sobolev space where interactions of x and
y are only computed in Ω×Ω (see [18]). For more comments on this, see [14], and the
references therein.
Once presented the functional setting of our problem, we proceed with the study of
the energy functional associated to equation (1.1).
Given a kernel K satisfying (1.3), a potential G, and a function w ∈ HK(Ω), with
Ω ⊂ Rn, we write the energy defined in (1.14) as
E(w,Ω) = EK(w,Ω) + EP(w,Ω) ,
where
EK(w,Ω) := 1
2
[w]2
HK(Ω) and EP(w,Ω) :=
ˆ
Ω
G(w) dx .
We will call EK and EP the kinetic and potential energies respectively. Recall that
sometimes it is useful to rewrite the kinetic energy as
EK(w,Ω) = 1
4
{ˆ
Ω
ˆ
Ω
|w(x)− w(y)|2K(x− y) dx dy
+ 2
ˆ
Ω
ˆ
Rn\Ω
|w(x)− w(y)|2K(x− y) dx dy
}
.
(3.1)
Roughly speaking, we have EK split into two parts: “interactions inside-inside” and
“interactions inside-outside”.
Note that, for functions w ∈ HK0 (Ω), it holds EK(w,Ω) = EK(w,Rn). Moreover, if
G ≥ 0, the energy satisfies E(w,Ω) ≤ E(w,Ω′) whenever Ω ⊂ Ω′.
Our goal is to rewrite the kinetic energy of doubly radial odd functions in terms
of the kernel K and with integrals computed only in O, in the spirit of the previous
section with the operator LK . In particular, we are interested in finding an expression
similar to (3.1), where the positive kernel K(x, y)−K(x, y⋆) appears. To do this, we
introduce the following notation for the interaction. Given A, B ⊂ O sets of double
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revolution, we define
Iw(A,B) := 2
ˆ
A
ˆ
B
|w(x)− w(y)|2 {K(x, y)−K(x, y⋆)} dx dy
+4
ˆ
A
ˆ
B
{
w2(x) + w2(y)
}
K(x, y⋆) dx dy .
(3.2)
Thanks to this notation, we rewrite the kinetic energy as follows.
Lemma 3.2. Let Ω1,Ω2 ⊂ R2m be two sets of double revolution that are symmetric
with respect to the Simons cone, i.e., Ω⋆i = Ωi, and let w ∈ H˜K0, odd(Rn). Let K be a
radially symmetric kernel satisfying (1.3). Then,ˆ
Ω1
ˆ
Ω2
|w(x)− w(y)|2K(x− y) = Iw(Ω1 ∩ O,Ω2 ∩O), (3.3)
where Iw(·, ·) is the interaction defined in (3.2).
As a consequence, given a doubly radial set Ω ⊂ R2m with Ω⋆ = Ω, and a function
v ∈ H˜K0, odd(Ω), we can write the kinetic energy as
EK(v,Ω) = 1
4
{
Iv(Ω ∩O,Ω ∩O) + 2Iv(Ω ∩O,O \ Ω)
}
. (3.4)
Proof. First, note that equality (3.4) for the kinetic energy follows directly combining
expressions (3.1) and (3.3). Hence, we only need to prove (3.3).
Now, since w is doubly radial and Ω1,Ω2 are sets of double revolution, we obtainˆ
Ω1
ˆ
Ω2
|w(x)− w(y)|2K(x− y) dx dy =
ˆ
Ω1
ˆ
Ω2
|w(x)− w(y)|2K(x, y) dx dy ,
once we consider the change y = Ry˜ and take the average among all R ∈ O(m)2 as in
Lemma 2.1.
Finally, we split Ωi into Ωi ∩ O and Ωi \ O = (Ωi ∩ O)⋆. By using the change of
variables given by (·)⋆ and the symmetries of Ωi and w, we getˆ
Ω1
ˆ
Ω2
|w(x)− w(y)|2K(x, y) dx dy
= 2
ˆ
Ω1∩O
ˆ
Ω2∩O
|w(x)− w(y)|2K(x, y) + |w(x) + w(y)|2K(x, y⋆) dx dy
= 2
ˆ
Ω1∩O
ˆ
Ω2∩O
|w(x)− w(y)|2 {K(x, y)−K(x, y⋆)} dx dy
+ 4
ˆ
Ω1∩O
ˆ
Ω2∩O
{
w2(x) + w2(y)
}
K(x, y⋆) dx dy
= Iw(Ω1 ∩O,Ω2 ∩ O).
Here we have used that K(x⋆, y⋆) = K(x, y) —see Lemma 2.2. 
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Using the previous expression for the energy, we can establish now the following
lemma regarding the decrease of the energy under some operations. This result will
be crucial in the next section, since it will allow us to assume that the minimizers of
the energy are bounded by 1 by above (respectively by −1 by below) and that are
nonnegative in O.
Lemma 3.3. Let Ω ⊂ R2m be a set of double revolution that is symmetric with respect
to the Simons cone, and let K be a radially symmetric kernel satisfying the positivity
condition (1.13). Given u ∈ H˜K0,odd(Ω), we define
v(x) =
{
|u(x)| if x ∈ O,
−|u(x)| if x ∈ I , and w(x) =
{
min{1, u(x)} if x ∈ O,
max{−1, u(x)} if x ∈ I .
If G satisfies (1.15), then
E(v,Ω) ≤ E(u,Ω) and E(w,Ω) ≤ E(u,Ω) .
Proof. We first establish the result for v. Let us show that EK(v) ≤ EK(u). Note that
v ∈ H˜K0,odd(Ω). Thus, by using the expression of the kinetic energy given in (3.4) and
the fact that K(x, y) > K(x, y⋆) > 0 if x, y ∈ O —see (1.13)—, we only need to check
that |v(x) − v(y)|2 ≤ |u(x) − u(y)|2 and v2(x) ≤ u2(x) whenever x, y ∈ O. The first
condition follows from the equivalence∣∣|u(x)| − |u(y)|∣∣2 ≤ |u(x)− u(y)|2 ⇐⇒ u(x)u(y) ≤ |u(x)u(y)|,
while the second one is trivial and it is in fact an equality. Concerning the potential
energy, since G is an even function we have that EP(v) = EP(u), and therefore we get
the desired result for v by adding the kinetic and potential energies.
We show now the result for w. Let us show that EK(w) ≤ EK(u). As before,
w ∈ H˜K0,odd(Ω) and thus, in view of (3.4) and the kernel inequality (1.13), we only need
to check that |w(x)−w(y)|2 ≤ |u(x)−u(y)|2 and w2(x) ≤ u2(x) whenever x, y ∈ O. The
first inequality is trivial whenever u(x) ≤ 1 and u(y) ≤ 1, or u(x) ≥ 1 and u(y) ≥ 1. If
u(x) ≥ 1 and u(y) ≤ 1, then |u(x)−u(y)|2−|w(x)−w(y)|2 = |u(x)−u(y)|2−|1−u(y)|2 =
(u(x)− 1))2 + 2(u(x)− 1)(1− u(y)) ≥ 0. The second inequality follows from the fact
that w2(x) = u2(x) when u(x) ≤ 1, while w2(x) = 1 ≤ u2(x) if u(x) ≥ 1. Concerning
the potential energy, since G is such that G(x) ≥ G(1) = G(−1) = 0 if |x| ≤ 1, then
clearly EP(w) ≤ EP(u), and therefore we get the desired result by adding the kinetic
and potential energies. 
Next we present a result that will be used later, and concerns weak solutions to
semilinear Dirichlet problems. Its main consequence is that a function u ∈ H˜K0 (Ω) that
minimizes the energy E , but only among doubly radial functions, is actually a weak
solution to a semilinear Dirichlet problem in Ω. We remark that to show the following
result we do not need to use the kernel K.
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Proposition 3.4. Let Ω ⊂ R2m be a bounded set of double revolution and let LK ∈ L0
with kernel K radially symmetric. Let u ∈ H˜K0 (Ω) be such thatˆ
R2m
ˆ
R2m
{u(x)− u(y)}{ξ(x)− ξ(y)}K(|x− y|) dx dy =
ˆ
R2m
f(u(x))ξ(x) dx
for every ξ ∈ C∞c (Ω) that is doubly radial. Then, u is a weak solution to{
LKu = f(u) in Ω ,
u = 0 in R2m \ Ω , (3.5)
i.e., ˆ
R2m
ˆ
R2m
{u(x)− u(y)}{η(x)− η(y)}K(|x− y|) dx dy =
ˆ
R2m
f(u(x))η(x) dx
for every η ∈ C∞c (Ω) (not necessarily doubly radial).
As a consequence, if u ∈ H˜K0 (Ω) is a doubly radial odd minimizer of the energy
E(u,Ω), then it is a weak solution to (3.5).
Proof. Let η ∈ C∞c (Ω). We define an associated doubly radial function by
η(x) :=
 
O(m)2
η(Rx) dR .
Now, on the one hand, given R ∈ O(m)2 and using the change x = Rx˜, y = Ry˜ and
the fact that u is doubly radial, we getˆ
R2m
ˆ
R2m
{u(x)− u(y)}{η(x)− η(y)}K(|x− y|) dx dy =
=
ˆ
R2m
ˆ
R2m
{u(x)− u(y)}{η(Rx)− η(Ry)}K(|x− y|) dx dy .
Taking the average in the previous equality among all R ∈ O(m)2 we obtainˆ
R2m
ˆ
R2m
{u(x)− u(y)}{η(x)− η(y)}K(|x− y|) dx dy =
=
 
O(m)2
ˆ
R2m
ˆ
R2m
{u(x)− u(y)}{η(Rx)− η(Ry)}K(|x− y|) dx dy dR
=
ˆ
R2m
ˆ
R2m
{u(x)− u(y)} {η(x)− η(y)}K(|x− y|) dx dy .
On the other hand, using also the change x = Rx˜, we haveˆ
Ω
f(u(x))η(x) dx =
ˆ
Ω
f(u(R−1x))η(x) dx =
ˆ
Ω
f(u(x))η(Rx) dx .
Similarly as before, taking the average among all R ∈ O(m)2, we getˆ
Ω
f(u(x))η(x) dx =
 
O(m)2
ˆ
Ω
f(u(x))η(Rx) dx dR =
ˆ
Ω
f(u(x))η(x) dx .
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Hence, since η ∈ C∞c (Ω) is doubly radial, we haveˆ
R2m
ˆ
R2m
{u(x)− u(y)}{η(x)− η(y)}K(|x− y|) dx dy −
ˆ
Ω
f(u(x))η(x) dx
=
ˆ
R2m
ˆ
R2m
{u(x)− u(y)} {η(x)− η(y)}K(|x− y|) dx dy −
ˆ
Ω
f(u(x))η(x) dx
= 0 ,
and thus the first result is proved.
We next show that if u is a doubly radial odd minimizer, then it is a weak solution
to (3.5). To see this, we consider perturbations u + εξ with ε ∈ R and ξ ∈ H˜K0 (Ω).
By Remark 3.1, it suffices to consider only even and odd functions ξ. Let first ξ ∈
H˜
K
0, odd(Ω). Then, since u is a minimizer among functions in H˜
K
0, odd(Ω), we get
0 =
d
dε
∣∣
ε=0
E(u+ εξ,Ω) = 〈u, ξ〉
H˜K0 (Ω)
− 〈f(u), ξ〉L2(Ω) .
Next, take ξ ∈ H˜K0, even(Ω). Since u is odd with respect to the Simons cone, the same
holds for f(u) —recall that f is odd. Thus,
〈u, ξ〉
H˜K0 (Ω)
= 0 and 〈f(u), ξ〉L2(Ω) = 0 .
Therefore,
〈u, ξ〉
H˜K0 (Ω)
= 〈f(uR), ξ〉L2(Ω)
for every ξ ∈ H˜K0 (Ω) with compact support in Ω. In particular,ˆ
R2m
ˆ
R2m
{uR(x)− uR(y)}{ξ(x)− ξ(y)}K(|x− y|) dx dy =
ˆ
R2m
f(uR(x))ξ(x) dx
for every ξ ∈ C∞c (Ω) that is doubly radial. Finally, by the first statement of the
proposition, that we just proved, we obtain that u is a weak solution to (3.5). 
The previous proposition, combined with the regularity results of the following re-
mark, yields that bounded minimizers among doubly radial functions of the energy
E(·,Ω) are classical solutions to LKu = f(u) in Ω.
Remark 3.5. Let us present here some interior estimates that will be used in the sequel.
If w ∈ L∞(Rn) is a weak solution to LKw = h in B1 ⊂ Rn, with LK ∈ L0(n, γ, λ,Λ),
then
||w||C2γ(B1/2) ≤ C
(
||h||L∞(B1) + ||w||L∞(Rn)
)
. (3.6)
If, in addition, w ∈ Cα(Rn) with α+ 2γ not an integer, then
||w||Cα+2γ(B1/2) ≤ C
(
||h||Cα(B1) + ||w||Cα(Rn)
)
, (3.7)
where the previous two constants C depend only on n, γ, λ, and Λ (see [27, 32] and
the references therein).
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Note that in some situations these estimates are not suitable enough to be applied
repeatedly due to the term ||w||Cα(Rn) in (3.7). Let us show how to overcome this
difficulty in our setting, that is, when K is radially symmetric and K(
√·) is convex.
In this case, using the ellipticity property (1.4) and the convexity assumption (1.12)
for K, it is not difficult to show that K is locally Lipschitz in Rn \ {0} and
[K]Lip(Rn\BR) ≤ CR−n−2γ−1, for all R > 0, (3.8)
with a positive constant C depending only on n, γ, λ, and Λ.
Using for LK the same cut-off argument as in Corollary 2.4 of [28] for the fractional
Laplacian, and taking into account (3.8), one can modify (3.7) to obtain the estimate
||w||Cα+2γ(B1/4) ≤ C
(
||h||Cα(B1) + ||w||Cα(B1) +
∣∣∣∣∣∣∣∣ w(x)(1 + |x|)n+2γ
∣∣∣∣∣∣∣∣
L1(Rn)
)
, (3.9)
for all α ∈ (0, 1) with α+2γ not an integer, and with C depending only on n, γ, λ, and
Λ. This, combined with (3.6), will be used in the following section to obtain uniform
Lipschitz interior estimates for the semilinear equation LKu = f(u).
4. An energy estimate for doubly radial odd minimizers
In this section we present an estimate for the energy in the ball BS of minimizers
in the space H˜K0,odd(BR) with R > S + 4. That is, we prove Theorem 1.3. In order
to establish this result, we follow the ideas of Savin and Valdinoci in [30], where they
show the same estimate but for minimizers without any restriction on their symmetry.
First of all, let us comment briefly the strategy used in [30]. The argument is based
on comparing the energy of the minimizer u in BR ⊂ Rn with the energy of a suitable
competitor v. This function v satisfies, in BS+2 ⊂ BR ⊂ Rn, the following properties:
(i) −1 ≤ v ≤ 1.
(ii) v = u in ∂BS+2.
(iii) The set {v 6≡ −1}∩BS+2 has measure bounded by CSn−1 for some constant C.
(iv) v ∈ Lip(BS+2) with a Lipschitz constant independent of R and S.
By the second property, v can be extended to coincide with u outside BS+2, becoming
an admissible competitor. Then, the desired estimate follows by finding precise bounds
on the energy of v in BS+2. The function v is constructed in BS+2 as v = min{u, φS},
where φS(x) = −1 + 2min{(|x| − S − 1)+, 1} —we will also use this function below,
see (4.5).
In our case, the strategy will be the same but adapting some ingredients, namely,
the competitor v. First, note that the previous construction for v cannot be used in
our setting, since it would not produce a doubly radial odd function. To overcome this
problem, we will construct a function w defined in BS+2 ∩ O and satisfying the four
previous assumptions on v. In addition, we will require w to be doubly radial and to
vanish on the Simons cone (then we will consider its odd extension through C ).
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|x′′|
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ΨS=0
Figure 2. (a) The set ΩS. (b) The 1 and −1 level sets of ΨS in BS+2 ∩ O.
To state the precise properties of w, we need to consider the Lipschitz constant of u
in BS+3, namely
µ := [u]Lip(BS+3) . (4.1)
By Proposition 3.4, we know that u solves LKu = f(u) in BR with R > S+4. Moreover,
by Lemma 3.3 we know that u is bounded. Therefore, by applying repeatedly the
estimates (3.6) and (3.9) in balls centered at points in BS+3, it is easy to see that µ ≤ C
with a positive constant C depending only on m, γ, λ, Λ, and ||f ||C1([−1,1]) (and thus,
independent of R and S). Recall that G′ = −f and hence ||f ||C1([−1,1]) ≤ ||G||C2([−1,1]).
We can now define the set
ΩS :=
(
BS+2 \BS
) ∪ (BS+2 ∩ {µ dist(·,C ) ≤ 1}) , (4.2)
—see Figure 2 (a). It is easy to see that
|ΩS| ≤ C S2m−1, (4.3)
with a constant C depending only on m and µ. This can be checked following the
computations in the proof of the energy estimate for the local equation in Theorem 1.3
of [8].
In the following lemma we state the precise properties for the competitor w that
suffice to establish the energy estimate given by the right-hand side of (1.17) for
E(w,BS+2).
Lemma 4.1. Let S ≥ 2 and R > S + 4. Let u ∈ H˜K0,odd(BR) be a doubly radial odd
minimizer of the energy (1.14) and let µ be defined by (4.1). Then, there exists a
function w : BS+2 ∩O → R satisfying the following:
(H1) −1 ≤ w ≤ 1.
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(H2) w doubly radial and w = 0 in C .
(H3) w = u on ∂BS+2 ∩ O.
(H4) w ≡ −1 on (BS+2 ∩O) \ ΩS = BS ∩ {µ dist(·,C ) > 1}.
(H5) w ∈ Lip(BS+2) with a Lipschitz constant independent of R and S. In addition,
|w(x)− w(y)| ≤ C
dist(x,C )
|x− y| (4.4)
whenever x, y ∈ BS+1 ∩O, µ dist(x,C ) ≥ 1 and µ dist(y,C ) ≤ 1, and with C a
constant independent of R and S.
Proof. To construct the function w we first define
φS(x) :=

−1 if |x| ≤ S + 1 ,
−1 + 2(|x| − S − 1) if S + 1 ≤ |x| ≤ S + 2 ,
1 if S + 2 ≤ |x| ,
(4.5)
which is the function used in [30]. Now, we modify it in order to make it vanish on C .
We define
ΨS(x) :=
{
φS(x)µ dist(x,C ) if µ dist(x,C ) ≤ 1 ,
φS(x) if µ dist(x,C ) ≥ 1 ,
—see Figure 2 (b) for a schematic representation.
With this function on hand, we construct the competitor w : BS+2 ∩O → R as
w := min{u,ΨS}.
We check next that (H1)-(H5) hold.
First of all, recall that by Lemma 3.3, 0 ≤ u ≤ 1 in O. Since −1 ≤ ΨS ≤ 1
in BS+2 ∩ O, (H1) holds trivially. Moreover, since both functions are doubly radial
and vanish on C , (H2) follows —recall that the distance to the cone, in O, is the
doubly radial function given by (|x′| − |x′′|)/√2. The verification of (H4) is easy, since
ΨS ≡ −1 ≤ u in (BS+2 ∩O) \ ΩS .
Now, we check that (H3) holds. On the one hand, if x ∈ ∂BS+2∩O and µ dist(x,C ) ≥
1, we have ΨS(x) = φS(x) = 1 ≥ u(x), and therefore w(x) = u(x). On the other hand,
for x ∈ ∂BS+2 ∩ O with µ dist(x,C ) ≤ 1, we have ΨS(x) = µ dist(x,C ). By (4.1),
|u(y)− u(z)| ≤ µ|y − z| for every y, z ∈ BS+3,
and thus, by taking y = x and z ∈ C to be a point realizing dist(x,C ), we obtain that
u(x) = |u(x)| ≤ µ|x− z| = µ dist(x,C ) = ΨS(x).
Thus, w(x) = u(x) and (H3) holds.
Finally, we verify (H5). Obviously, w is Lipschitz in BS+2 since it is the minimum
of two Lipschitz functions —with Lipschitz constants depending only on µ. From this
it follows that (4.4) also holds, for a large constant C depending on µ, at points where
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dist(x,C ) ≤ 2/µ. Finally, assume that dist(x,C ) ≥ 2/µ. Then, by using the triangular
inequality and the definition of distance to the Simons cone, we have
|x− y| ≥ dist(x,C )− dist(y,C ) ≥ 1
2
dist(x,C ).
From this and (H1), we readily deduce that (4.4) holds for a large constant C. 
To estimate the energy of w in BS+2, it will be important to control the double
integrals in the nonlocal energy first in the set where |x − y| ≥ dS(x), and then in
{|x− y| ≤ dS(x)}, where
dS(x) := min{dist(x, ∂BS+1), µ dist(x,C )} for x ∈ BS .
A similar technicality was used by Savin and Valdinoci in [30] with the function
dist(x, ∂BS+1), and it is the key point to get (1.17). We can now establish the en-
ergy estimate of Theorem 1.3.
Proof of Theorem 1.3. Take w constructed in Lemma 4.1 and extend it oddly through
C and then to coincide with u outside BS+2. Hence, since u is a doubly radial odd
minimizer in BR, and w an admissible competitor, E(u,BR) ≤ E(w,BR). Moreover,
u ≡ w in R2m \BS+2, and thus it follows that
E(u,BS+2) ≤ E(w,BS+2).
By the monotonicity of the energy E by inclusions we get
E(u,BS) ≤ E(w,BS+2).
Therefore, to obtain the desired result it remains to estimate E(w,BS+2).
In the following inequalities, the letter C will be a constant depending only on m, γ,
λ, Λ, and ||G||C2([−1,1]). Recall that µ defined in (4.1) depends only on these quantities.
First, note that using the upper bound for the kernel K —(1.4)— and the change
of variables given by (·)⋆, it follows that
E(w,BS+2) ≤ C
ˆ
BS+2∩O
dx
ˆ
R2m
dy
|w(x)− w(y)|2
|x− y|2m+2γ +
ˆ
BS+2
G(w) dx.
Now we estimate separately the potential and kinetic energies.
Estimate for the potential energy. Since, w = ±1 in BS+2 \ ΩS by (H4),
−1 ≤ w ≤ 1 by (H1), and G(1) = G(−1) = 0, it is clear that
ˆ
BS+2
G(w) =
ˆ
ΩS
G(w) ≤ C|ΩS| ≤ CS2m−1.
Here we have used (4.3).
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Estimate for the kinetic energy. We split the integral in three terms, as follows.
ˆ
BS+2∩O
dx
ˆ
R2m
dy
|w(x)− w(y)|2
|x− y|2m+2γ =
ˆ
ΩS∩O
dx
ˆ
R2m
dy
|w(x)− w(y)|2
|x− y|2m+2γ
+
ˆ
(BS\ΩS)∩O
dx
ˆ
BS+1∩O
dy
|w(x)− w(y)|2
|x− y|2m+2γ
+
ˆ
(BS\ΩS)∩O
dx
ˆ
(BS+1∩O)c
dy
|w(x)− w(y)|2
|x− y|2m+2γ
=: I1 + I2 + I3.
Here (·)c denotes the complementary set. Now we control each term separately.
We estimate the first integral:
I1 =
ˆ
ΩS∩O
dx
ˆ
R2m
dy
|w(x)− w(y)|2
|x− y|2m+2γ
=
ˆ
ΩS∩O
dx
ˆ
{|x−y|≤1}
dy
|w(x)− w(y)|2
|x− y|2m+2γ +
ˆ
ΩS∩O
dx
ˆ
{|x−y|≥1}
dy
|w(x)− w(y)|2
|x− y|2m+2γ
≤ C
ˆ
ΩS∩O
dx
ˆ 1
0
dr r1−2γ + C
ˆ
ΩS∩O
dx
ˆ ∞
1
dr r−1−2γ
= C|ΩS| ≤ C S2m−1.
We have used that w is Lipschitz in BS+3 —see (H5) and (4.1)— to bound the first
integral, while the second one is controlled using only that w is bounded, by (H1).
Next, we estimate I2. To do it, we first claim that, if |x− y| ≤ dS(x), then
|w(x)− w(y)| ≤ C
dS(x)
|x− y| (4.6)
for every x ∈ (BS \ ΩS) ∩ O and y ∈ BS+1 ∩ O. Recall that dS is defined as dS(x) =
min{dist(x, ∂BS+1), µ dist(x,C )}, and therefore it suffices to show that
|w(x)− w(y)| ≤ C
dist(x,C )
|x− y|
for x ∈ BS ∩ O with µ dist(x,C ) ≥ 1 and y ∈ BS+1 ∩ O (recall that C may depend
on µ). Now, if we assume that µ dist(y,C ) ≥ 1, it follows that w(x) = w(y) = −1
and (4.6) is trivially true. On the other hand, if we assume that µ dist(y,C ) ≤ 1, then
(4.6) follows from (H5). Therefore, the claim is proved.
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Using (4.6), we proceed as before splitting the integrals to obtain
I2 =
ˆ
(BS\ΩS)∩O
dx
ˆ
BS+1∩O
dy
|w(x)− w(y)|2
|x− y|2m+2γ
≤
ˆ
(BS\ΩS)∩O
dx
ˆ
{|x−y|≤dS(x)}∩BS+1∩O
dy
|w(x)− w(y)|2
|x− y|2m+2γ
+
ˆ
(BS\ΩS)∩O
dx
ˆ
{|x−y|≥dS(x)}
dy
|w(x)− w(y)|2
|x− y|2m+2γ
≤ C
ˆ
(BS\ΩS)∩O
dS(x)
−2γ dx.
Here we have used (4.6) to estimate the first term, while for the second one we have
only used that w is bounded, by (H1). The last integral for dS(x)
−2γ will be bounded
later on.
Next, we estimate I3. To do it, we first claim that if x ∈ (BS \ ΩS) ∩ O and y ∈
(BS+1∩O)c = I∪BcS+1, then |x−y| ≥ cdS(x) for some constant c > 0 depending only on
µ. Indeed, on the one hand it is clear that, if y ∈ BcS+1, then |x−y| ≥ dist(x, ∂BS+1) ≥
dS(x). On the other hand, if y ∈ I, then |x− y| ≥ dist(x,C ) ≥ dS(x)/µ.
By the previous claim, since w is bounded, we obtain
I3 =
ˆ
(BS\ΩS)∩O
dx
ˆ
(BS+1∩O)c
dy
|w(x)− w(y)|2
|x− y|2m+2γ
≤
ˆ
(BS\ΩS)∩O
dx
ˆ
{|x−y|≥CdS(x)}
dy
|w(x)− w(y)|2
|x− y|2m+2γ
≤ C
ˆ
(BS\ΩS)∩O
dS(x)
−2γ dx.
Now, we add up I1, I2, and I3 to get
E(w,BS+2) ≤ C
(ˆ
(BS\ΩS)∩O
dS(x)
−2γ dx+ S2m−1
)
. (4.7)
We conclude the proof by estimating the integral of dS(x)
−2γ , as follows.ˆ
BS+2\ΩS
dS(x)
−2γ dx =
ˆ
BS∩{µ dist(x,C )>1}
max{dist(x, ∂BS+1)−2γ, (µ dist(x,C ))−2γ} dx
≤
ˆ
BS
(S + 1− |x|)−2γ dx
+ C
ˆ
BS∩{µ dist(x,C )>1}
dist(x,C )−2γ dx.
(4.8)
We next control these two integrals.
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The first integral can be estimated by using spherical coordinates and the change
τ = r/(S + 1). Indeed,
ˆ
BS
(S + 1− |x|)−2γ dx = C
ˆ S
0
r2m−1
(S + 1− r)2γ dr
≤ C(S + 1)2m−2γ
ˆ 1− 1
S+1
0
τ 2m−1
(1− τ)2γ dτ
≤ C(S + 1)2m−2γ
ˆ 1− 1
S+1
0
(1− τ)−2γ dτ
≤

C S2m−2γ if γ ∈ (0, 1/2),
C S2m−1 log S if γ = 1/2,
C S2m−1 if γ ∈ (1/2, 1).
To bound the second integral (note that it only appears in the proof when 1/µ ≤ S),
we write it in the (s, t) variables in R2, where
s :=
|x′|+ |x′′|√
2
and t :=
|x′| − |x′′|√
2
.
Note that t is the signed distance to the cone (see Lemma 4.2 in [8]). Thus, still
denoting by BS the ball of radius S in R
2,
ˆ
BS∩{µ dist(x,C )>1}
dist(x,C )−2γ dx ≤ C
ˆ ˆ
BS∩{s≥|t|>1/µ}
|t|−2γ (s2 − t2)m−1 ds dt
≤ C
ˆ ˆ
BS∩{s≥|t|>1/µ}
|t|−2γ s2m−2 ds dt
≤ C
ˆ S
1/µ
dt t
−2γ
ˆ S
0
ds s2m−2
≤

C S2m−2γ if γ ∈ (0, 1/2),
C S2m−1 log S if γ = 1/2,
C S2m−1 if γ ∈ (1/2, 1).
Using these two estimates, combined with (4.7) and (4.8), the desired result follows
by noticing that the term CS2m−1 in (4.7) is of lower order when γ ≤ 1/2. 
5. Existence of saddle-shaped solutions: variational method
In this section we establish the existence of saddle-shaped solutions to the integro-
differential Allen-Cahn equation. The proof is based on the direct method of the
calculus of variations, and it uses most of the results appearing in the previous sections.
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Proof of Theorem 1.4. Since E(w,BR) is bounded from below —by 0—, we can take
a minimizing sequence in H˜K0, odd(BR), that we call u
j
R with j ∈ Z+. Note that, by
Lemma 3.3 we can assume that −1 ≤ ujR ≤ 1 and that ujR ≥ 0 in O and ujR ≤ 0 in I.
Now, using (1.4), G ≥ 0, and the fact that ujR is a minimizing sequence, we deduce
using (1.14) that
[ujR]
2
Hγ(BR)
≤ cn,γ
λ
[ujR]
2
HK(BR)
≤ 2cn,γ
λ
E(ujR, BR) ≤ C
for a constant C that does not depend on j. Therefore, by combining this with the
fractional Poincare´ inequality (recall that ujR ≡ 0 in R2m\BR) we get that the sequence
{ujR} is bounded in Hγ(BR). Hence, by the compact embedding Hγ(BR) ⊂⊂ L2(BR)
(see [1] and Theorem 7.1 of [18]), there exists a subsequence, still denoted by ujR, that
converges to some doubly radial uR ∈ L2(BR), and thus, a.e. in BR. By Fatou’s lemma,
we have
E(uR, BR) ≤ lim inf
j→∞
E(ujR, BR) = inf
{
E(w,BR) : w ∈ H˜K0, odd(BR)
}
.
Therefore, uR ∈ H˜K(BR). In addition, uR(x) = −uR(x⋆) for every x ∈ R2m, and
uR ≡ 0 in R2m \ BR. Thus, uR is a minimizer of E(·, BR) in H˜K0, odd(BR). Moreover, it
satisfies −1 ≤ uR ≤ 1 in BR and uR ≥ 0 in O. As a consequence, by Proposition 3.4
and the regularity for operators in LK (see Remark 3.5), we have that uR is a classical
solution to {
LKuR = f(uR) in BR ,
uR = 0 in R
2m \BR.
The next step is to pass to the limit in R to obtain a solution in R2m. This is done
using a compactness argument. Let S > 0 and consider the family {uR}, for R > S+1,
of solutions to LKuR = f(uR) in BS. Note first that, if w solves LKw = f(w) in Bρ and
|w| ≤ 1 in R2m with f ∈ Cα([−1, 1]) for some α > 0, the combination of the estimates
(3.6) and (3.9) yields
||w||C2γ+ε(Bρ/8) ≤ C
(
n, γ, λ, Λ, ||f ||Cα([−1,1])
)
.
for some ε > 0. By applying this to uR in balls of radius ρ = 1 and centered at
points in BS, we obtain a uniform C
2γ+ε(BS) bound for uR. By the Arzela`-Ascoli
theorem, as R→ +∞, a subsequence of {uR} converges in C2γ+ε/2(BS) to a (pointwise)
solution in BS. Taking now S = 1, 2, 3, . . . and using a diagonal argument, we obtain
a sequence uRj converging uniformly on compacts in the C
2γ+ε/2 norm to a solution
u ∈ C2γ+ε/2(R2m) of (1.1).
Therefore, we have obtained a solution u to LKu = f(u) in R
2m which is doubly
radial. Furthermore, u is odd with respect to the Simons cone C , i.e., u(x) = −u(x⋆)
for x ∈ R2m, and 0 ≤ u ≤ 1 in O.
Finally, we show that 0 < u < 1 in O. This will ensure that u is a saddle-shaped
solution. First, note that |u| < 1 by the usual strong maximum principle (since u
vanishes at C and is continuous, we have u 6≡ 1 and u 6≡ −1 in R2m). Let us show
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now that u 6≡ 0. To do this, we use the energy estimate of Theorem 1.3. That is, if we
consider uR the minimizer of E(·, BR) with R > 8, we have
E(uR, BS) ≤

C S2m−2γ if γ ∈ (0, 1/2),
C S2m−2γ log S if γ = 1/2,
C S2m−1 if γ ∈ (1/2, 1),
for every 2 < S < R − 5 and with a constant C independent of R and S. By letting
R → ∞ we obtain the same estimate for u. By contradiction, assume u ≡ 0. Then,
the previous estimate leads to
cmG(0)S
2m = E(0, BS) ≤

C S2m−2γ if γ ∈ (0, 1/2),
C S2m−2γ log S if γ = 1/2,
C S2m−1 if γ ∈ (1/2, 1),
and, since G(0) > 0, this is a contradiction for S large enough. Therefore, u 6≡ 0 and
the strong maximum principle for odd functions (see Proposition 1.2) yields that u > 0
in O. 
Appendix A. Some auxiliary results on convex functions
In this appendix we present some auxiliary results concerning convex functions. The
main result, used in the proof of Theorem 1.1, is the following.
Proposition A.1. Let K : (0,+∞) → (0,+∞) be a measurable function. Then, the
following statements are equivalent:
i) K(
√·) is strictly convex in (0,+∞).
ii) For every positive constants c1 and c2, the function g : (0, 1/c2)→ R defined by
g(z) := K(c1
√
1 + c2z) +K(c1
√
1− c2z) (A.1)
satisfies
g(A) + g(D) ≥ g(B) + g(C) (A.2)
whenever A, B, C, and D belong to (0, 1/c2) and satisfy
A = max{A, B, C, D} and A+D ≥ B + C.
In addition, still assuming A = max{A, B, C, D} and A + D ≥ B + C,
equality holds in (A.2) if and only if the sets {A,D} and {B,C} coincide.
To prove this proposition, we need a lemma on convex functions.
Lemma A.2. Let 0 < M ≤ +∞ and let h : (0,M)→ R be a measurable nondecreasing
function. Then, the following statements are equivalent.
(a) h is convex in (0,M).
(b) For every 0 ≤ L ≤ 2M , the function hL(x) := h(x) + h(L − x) is convex in
(max{L−M, 0},min{L,M}).
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(c) For every A, B, C, D in the interval (0,M) such that
A = max{A, B, C, D} and A+D ≥ B + C ,
it holds
h(A) + h(D) ≥ h(B) + h(C) . (A.3)
Proof. (a) ⇒ (c). Since B and C are interchangeable and h is nondecreasing, we may
assume that A ≥ B ≥ C ≥ D. Now, let MC be the maximum slope of the supporting
lines of h at C, and let mB be the minimum slope of the supporting lines of h at B.
By the convexity and monotonicity of h, it holds mB ≥ MC ≥ 0 and also
h(x) ≥ h(B) +mB(x− B) and h(x) ≥ h(C) +MC(x− C)
for every x ∈ (0,M).
Hence, since A− B ≥ C −D ≥ 0, we have
h(A)− h(B) ≥ mB(A−B) ≥MC(C −D) ≥ h(C)− h(D) .
(c) ⇒ (b). Let x, y ∈ (max{L −M, 0},min{L,M}) and assume that x > y. By
taking A = x, B = C = (x+ y)/2, and D = y in (A.3), we get
h(x) + h(y)
2
≥ h
(
x+ y
2
)
.
Similarly, by taking A = L− y, B = C = L − (x+ y)/2, and D = L− x in (A.2), we
get
h(L− x) + h(L− y)
2
≥ h
(
L− x+ y
2
)
.
By adding up the previous two inequalities we obtain
hL(x) + hL(y)
2
≥ hL
(
x+ y
2
)
.
(b)⇒ (a). Let x0, y0 ∈ (0,M) and choose L = x0 + y0 ≤ 2M . By (b) we have
h(x) + h(x0 + y0 − x) + h(y) + h(x0 + y0 − y)
2
≥ h
(
x+ y
2
)
+ h
(
x0 + y0 − x+ y
2
)
,
for every x and y in the interval (max{L −M, 0},min{L,M}). By choosing x = x0
and y = y0 we obtain
h(x0) + h(y0) ≥ 2h
(
x0 + y0
2
)
.

Remark A.3. We can replace convexity by strict convexity in (a) and (b), and then the
inequality in (A.3) is strict unless the sets {A,D} and {B,C} coincide.
Remark A.4. Note that the function hL is even with respect to L/2. Thus, if it is
convex, it is nondecreasing in (L/2,min{L,M}).
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Remark A.5. The assumption of h being nondecreasing is only used to deduce (c) from
(a). It is not required to show the equivalence between (a) and (b), neither to deduce
(a) from (c).
With this result available we can show now Proposition A.1
Proof. i)⇒ ii) We take M = +∞ and h(·) = K(√·) in Lemma A.2. Since h is strictly
convex, the function hL is strictly convex in (0, L) for every L > 0 (recall that we do
not need to assume that h is monotone to deduce this, see Remark A.5). Moreover, by
Remark A.4, hL is nondecreasing in (L/2, L). Thus, the function φ(·) = hL(· + L/2)
is strictly convex in (−L/2, L/2) and nondecreasing in (0, L/2). If we choose L = 2c21,
we have that φ((L/2)c2·) = g(·), where g is defined by (A.1). Therefore, g is strictly
convex in (−1/c2, 1/c2) and nondecreasing in (0, 1/c2). Thus, the result follows by
applying Lemma A.2 to g in (0, 1/c2) (taking into account Remark A.3).
ii) ⇒ i) By Lemma A.2 applied to g we deduce that g is strictly convex and non-
decreasing in (0, 1/c2) —take C = D to see that g is monotone. Thus, since g is
even and nondecreasing, g is strictly convex in (−1/c2, 1/c2) and ϕ(·) = g(·/(c21c2)) is
strictly convex in (−c21, c21). Hence, if we call h(·) := K(
√·) and L := 2c21, we have
that ϕ(· − c21) = h(·) + h(L− ·) =: hL(·), and thus hL is strictly convex in (0, L). Note
that since c1 > 0 is arbitrary, hL is strictly convex in (0, L) for all L > 0. Therefore,
by Lemma A.2, with M = +∞, we conclude that h(·) = K(√·) is strictly convex in
(0,+∞). 
Appendix B. An auxiliary computation
In this appendix we present an auxiliary computation that is needed in Section 2 in
order to complete the proof of Proposition 2.4.
Lemma B.1. Let α, β be two real numbers satisfying α ≥ |β|. Let x = (x′, x′′),
y = (y′, y′′) ∈ O ⊂ R2m. Define
A = |x′||y′|α+ |x′′||y′′|β , B = |x′||y′′|α + |x′′||y′|β ,
C = |x′′||y′|α+ |x′||y′′|β , D = |x′′||y′′|α+ |x′||y′|β .
Then,
(1) It holds {
|A| ≥ |B|, |A| ≥ |C|, |A| ≥ |D| ,
|A|+ |D| ≥ |B|+ |C| .
(2) If the sets {|A|, |D|} and {|B|, |C|} coincide, then necessarily α = β = 0.
Proof. The proof is elementary but requires to check some cases. In all of them we will
use the following inequalities. Since α ≥ |β|,
α ≥ 0 and − α ≤ β ≤ α .
Moreover, since x, y ∈ O, it holds
|x′| > |x′′| and |y′| > |y′′| .
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We start establishing the first statement. We show next that A ≥ 0 and that
A ≥ |B|, A ≥ |C|, A ≥ |D| .
• A ≥ 0:
A = |x′||y′|α + |x′′||y′′|β ≥ (|x′||y′| − |x′′||y′′|)α ≥ 0 .
• A ≥ |B|:
A±B = (|x′|α− |x′′|β)(|y′| ± |y′′|) ≥ 0 .
• A ≥ |C|:
A± C = (|y′|α− |y′′|β)(|x′| ± |x′′|) ≥ 0 .
• A ≥ |D|:
A±D = (|x′||y′| ± |x′′||y′′|)(α± β) ≥ 0 .
It remains to show
A+ |D| ≥ |B|+ |C| .
The proof of this fact is just a computation considering all the eight possible config-
urations of the signs of B, C, and D. Since the roles of B and C are completely
interchangeable, we may assume that B ≥ C and we only need to check six cases. To
do it, note first that
A+D − B − C = (|x′| − |x′′|)(|y′| − |y′′|)(α + β) ≥ 0 , (B.1)
A−D −B + C = (|x′|+ |x′′|)(|y′| − |y′′|)(α− β) ≥ 0 , (B.2)
and
A+D +B + C = (|x′|+ |x′′|)(|y′|+ |y′′|)(α + β) ≥ 0 , (B.3)
With these three relations at hand we check the six cases.
• If B ≥ 0, C ≥ 0, and D ≥ 0, then by (B.1) we have
A+ |D| − |B| − |C| = A+D − B − C ≥ 0 .
• If B ≥ 0, C ≥ 0, and D ≤ 0, we use the sign of D and (B.1) to see that
A + |D| − |B| − |C| = A−D − B − C = (A+D −B − C) + (−2D) ≥ 0 .
• If B ≥ 0, C ≤ 0, and D ≥ 0, we use the sign of D and (B.2) to see that
A+ |D| − |B| − |C| = A +D −B + C = (A−D − B + C) + 2D ≥ 0 .
• If B ≥ 0, C ≤ 0, and D ≤ 0, then by (B.2) we have
A+ |D| − |B| − |C| = A−D −B + C ≥ 0 .
• If B ≤ 0, C ≤ 0, and D ≥ 0, then by (B.3) we have
A+ |D| − |B| − |C| = A +D +B + C ≥ 0 .
• If B ≤ 0, C ≤ 0, and D ≤ 0, we use the sign of D and (B.3) to see that
A+ |D| − |B| − |C| = A−D +B + C = (A+D +B + C) + (−2D) ≥ 0 .
This concludes the proof of the first statement.
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We prove now the second point of the lemma. Since the roles of B and C are
completely interchangeable, we only need to show the result in the case |A| = |B| and
|C| = |D|.
Recall that A ≥ 0. Hence, since A = |B| and |C| = |D|, a simple computation shows
that
α = sign(B)
|x′′|
|x′| β and β = sign(C) sign(D)
|x′′|
|x′| α .
Hence, combining both equalities we obtain
α = sign(B) sign(C) sign(D)
|x′′|2
|x′|2 α.
Finally, if we assume α 6= 0, then necessarily sign(B) sign(C) sign(D) = 1 and |x′| =
|x′′|, but this is a contradiction with x ∈ O. Therefore, α = 0 and thus β = 0. 
Appendix C. The integro-differential operator LK in the (s, t)
variables
The goal of this appendix is to take advantage of the doubly radial symmetry of the
functions we are dealing with to write equation (1.1) in (s, t) variables, passing from
an equation in R2m to an equation in (0,+∞)× (0,+∞) ⊂ R2. Although we do not
use these computations in this paper, we include them here to show the usefulness of
having introduced the K kernel obtained after integration with respect to the Haar
measure on O(m)2. Moreover, the following expressions could be useful for future
reference. In the case of the fractional Laplacian, the kernel that we obtain involves
essentially an hypergeometric function which is the so-called Appell function F2 (see
[2] for its definition).
Lemma C.1. Let m ≥ 1, γ ∈ (0, 1), and let w ∈ Cα(R2m), with α > 2γ, be a doubly
radial function, i.e., depending only on the variables s and t. Let LK be a rotation
invariant operator, that is, K(z) = K(|z|), of the form (1.2). Then, if we define
w˜ : (0,+∞)× (0,+∞)→ R by w˜(s, t) = w(s, 0, ..., 0, t, 0, ..., 0), it holds
LKw(x) = L˜Kw˜(|x′|, |x′′|),
with
L˜Kw˜(s, t) :=
ˆ +∞
0
ˆ +∞
0
σm−1τm−1
(
w˜(s, t)− w˜(σ, τ))J(s, t, σ, τ) dσ dτ ,
where:
(1) If m = 1,
J(s, t, σ, τ) :=
1∑
i=0
1∑
j=0
K
(√
s2 + t2 + σ2 + τ 2 − 2sσ(−1)i − 2tτ(−1)j
)
. (C.1)
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(2) If m ≥ 2,
J(s, t, σ, τ) := c2m
ˆ 1
−1
ˆ 1
−1
(1− θ2)m−22 (1− θ2)m−22
K
(√
s2 + t2 + σ2 + τ 2 − 2sσθ − 2tτθ
)
dθ dθ , (C.2)
with
cm =
2π
m−1
2
Γ(m−1
2
)
.
Proof. Let x = (sxs, txt) with xs, xt ∈ Sm−1 and y = (σyσ, τyτ ) with yσ, yτ ∈ Sm−1.
Then, decomposing R2m = Rm × Rm and using spherical coordinates in each Rm we
obtain
LKu(x) =
ˆ
R2m
(
u(x)− u(y))K(|x− y|) dy
=
ˆ +∞
0
ˆ +∞
0
σm−1τm−1
(
u(s, t)− u(σ, τ))(ˆ
Sm−1
ˆ
Sm−1
K
(√
|sxs − σyσ|2 + |txt − τyτ |2
)
dyσ dyτ
)
dσ dτ.
Now, we define the kernel
J(xs, xt, s, t, σ, τ) :=
ˆ
Sm−1
ˆ
Sm−1
K
(√
|sxs − σyσ|2 + |txt − τyτ |2
)
dyσ dyτ . (C.3)
First of all, it is easy to see that J does not depend on xs nor xt. Indeed, consider a
different point (zs, zt) ∈ Sm−1 × Sm−1 and let Ms and Mt be two orthogonal transfor-
mations such that Ms(xs) = zs and Mt(xt) = zt. Then, making the change of variables
yσ = Ms(y˜σ) and yτ = Mt(y˜τ ), and using that Ms(S
m−1) = Mt(S
m−1) = Sm−1, we find
out that
J(zs, zt, s, t, σ, τ) =
=
ˆ
Sm−1
ˆ
Sm−1
K
(√
|sMs(xs)− σyσ|2 + |tMt(xt)− τyτ |2
)
dyσ dyτ
=
ˆ
Sm−1
ˆ
Sm−1
K
(√
|sMs(xs)− σMs(y˜σ)|2 + |tMt(xt)− τMt(y˜τ )|2
)
dy˜σ dy˜τ
=
ˆ
Sm−1
ˆ
Sm−1
K
(√
|Ms(sxs − σy˜σ)|2 + |Mt(txt − τ y˜τ )|2
)
dy˜σ dy˜τ
=
ˆ
Sm−1
ˆ
Sm−1
K
(√
|sxs − σy˜σ|2 + |txt − τ y˜τ |2
)
dy˜σ dy˜τ
= J(xs, xt, s, t, σ, τ) .
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Therefore, we can replace xs and xt in (C.3) by e = (1, 0, . . . , 0) ∈ Sm−1. Thus, we
have
J(s, t, σ, τ) :=
ˆ
Sm−1
ˆ
Sm−1
K
(√
|se− σyσ|2 + |te− τyτ |2
)
dyσ dyτ .
For an easier notation, we rename ω = yσ and ω˜ = yτ , and thus we have
|se− σyσ|2 + |te− τyτ |2 = |se− σω|2 + |te− τω˜|2
= s2 + σ2 − 2sσe · ω + t2 + τ 2 − 2tτe · ω˜
= s2 + σ2 − 2sσω1 + t2 + τ 2 − 2tτ ω˜1 .
Then, we can rewrite J as
J(s, t, σ, τ) :=
ˆ
Sm−1
ˆ
Sm−1
K
(√
s2 + σ2 − 2sσω1 + t2 + τ 2 − 2tτ ω˜1
)
dω dω˜ .
At this point we have to distinguish the cases m = 1 and m ≥ 2. For the first one,
since S0 = {−1, 1} we directly obtain (C.1). For the second one, since the integrand
only depends on ω1 and ω˜1, defining ρ(·) =
√
1− | · |2 we proceed as follows
J(s, t, σ, τ) =
ˆ
Sm−1
ˆ
Sm−1
K
(√
s2 + σ2 − 2sσω1 + t2 + τ 2 − 2tτ ω˜1
)
dω dω˜
=
ˆ 1
−1
dω1
ˆ
∂Bρ(ω1)
dω2 · · · dωm
ˆ 1
−1
dω˜1
ˆ
∂Bρ(ω˜1)
dω˜2 · · · dω˜m
K
(√
s2 + σ2 − 2sσω1 + t2 + τ 2 − 2tτ ω˜1
)
=
ˆ 1
−1
ˆ 1
−1
|∂Bρ(ω1)||∂Bρ(ω˜1)|
K
(√
s2 + σ2 − 2sσω1 + t2 + τ 2 − 2tτ ω˜1
)
dω1 dω˜1.
Finally, we obtain (C.2) once we replace |∂Bρ(·)| = cm ρ(·)m−2 = cm(1−| · |2)m−22 , where
cm is the measure of the boundary of the unitary ball in R
m−1. 
If the operator LK is the fractional Laplacian, the previous expression of the kernel
J can be rewritten in terms of a hypergeometric function of two variables, the so-called
Appell function F2 (see [2]). This expression does not simplify any of the arguments of
this paper. Nevertheless, we think that it is worthy to point out the relation between
J and F2, since the known properties of the last one could provide some information
about the kernel J .
Lemma C.2. Let F2 be the Appell hypergeometric function defined in [2]. If LK =
(−∆)γ and m ≥ 2, then
J(s, t, σ, τ) =
c2m,γπ
mΓ
(
m
2
)2
Γ
(
m−1
2
)2
Γ
(
m+1
2
)2 F2
(
m+ γ; m
2
, m; m
2
, m; 4sσ
(s+σ)2+(t+τ)2
, 4tτ
(s+σ)2+(t+τ)2
)
[(s+ σ)2 + (t+ τ)2]m+γ
.
(C.4)
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Proof. If we take K(z) = c2m,γ|z|−2m−2γ in (C.2) we get
J(s, t, σ, τ) = c2m,γc
2
m
ˆ 1
−1
ˆ 1
−1
(1− θ2)m−22 (1− θ2)m−22
(s2 + t2 + σ2 + τ 2 − 2sσθ − 2tτθ)m+γ dθ dθ .
Then, if we make the change of variables θ = 2̟1 − 1 and θ = 2̟2 − 1 we arrive at
J(s, t, σ, τ) =
c2m,γ2
2m−4c2m
[(s+ σ)2 + (t + τ)2]m+γ
·
ˆ 1
0
ˆ 1
0
̟
m−2
2
1 (1−̟1)
m−2
2 ̟
m−2
2
2 (1−̟2)
m−2
2(
1− 4sσ
(s+σ)2+(t+τ)2
̟1 − 4tτ(s+σ)2+(t+τ)2 ̟2
)m+γ d̟1 d̟2
=
c2m,γ2
2m−4c2m
[(s+ σ)2 + (t + τ)2]m+γ
Γ
(
m
2
)4
Γ(m)2
·
F2
(
m+ γ;
m
2
, m;
m
2
, m;
4sσ
(s+ σ)2 + (t+ τ)2
,
4tτ
(s+ σ)2 + (t + τ)2
)
.
We finally obtain (C.4) by using the duplication formula for the Γ-function. 
To conclude the appendix, we rewrite the kernel inequality (1.13) in (s, t) variables
and in terms of the kernel J . We do not present a proof of this result since it is identical
to the one of Proposition 2.4 but changing the notation.
Lemma C.3. Let m ≥ 1 and let J the kernel defined in (C.1)-(C.2) with K(√·) strictly
convex. Then, if s > t and σ > τ , we have
J(s, t, σ, τ) > J(s, t, τ, σ) .
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