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INTRODUCI’ION 
IT IS well known that a filtered complex A gives rise to a spectral sequence {E’(A)}, r 2 2. It is 
equally well known that the behavior of this spectral sequence does not cast much light upon 
the properties of H(A) unless drastic conditions are imposed upon the filtration. In practice, 
these conditions amount to the assumption that the filtration is finite in each degree. 
For this paper we define the notion of a complete filtration. With each filtered complex 
A we associate a “completion” A and show that A and A give rise to the same spectral 
sequence. For complete filtrations the relations between the spectral sequence and H(A) 
are much closer. Indeed we prove (97) that if f : A + B is a (filtration preserving) map of 
complete filtered complexes and if f induces an isomorphism E’(A) x E'(B) for some r > 1 
then H(f) :H(A)-+ H(B) is an isomorphism. Thus in a sense the spectral sequence (E’(A)} 
determines H(A). 
Filtrations which are finite in each degree are complete, however as we shall have 
occasion to show in another paper, there are other useful and natural examples of complete 
filtrations. 
In order to take full advantage of duality we place ourselves in an arbitrary abelian 
category. The first two sections are devoted to a rather detailed study of projective (and 
injective) sequential limits and related functors. To some extent we follow here an idea of 
Steenrod [4]. This work has been extended by other authors [5] in a somewhat different 
direction. 
After a discussion of completeness and completions ($4) we pass to the homological 
part of the paper (005-7). Here we rapidly review the theory of exact couples and their 
spectral sequences and show how a filtered complex defines (actually two) exact couples 
but only one spectral sequence. We prove here that for a complete filtered complex A, the 
relation E’(A) = 0 implies H(A) = 0. Finally in ($7) after exposing the necessary facts 
concerning mapping cylinders we prove the key isomorphism theorem cited above. 
7 The first author was partially supported by the Office of Naval Research under contract NONR 266(57) 
and the National Science Foundation under Grant NSF G14101, while the second author was partially 
supported by the Air Force O&.x of Scientific Research under contract AF 49(638)-431 during the period 
while this research was being carried out. 
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1. SEQUENTIAL LIMITS 
Let d be an abelian category. We shall denote by SL$ the category in H hich the 
objects are diagrams 
a:, 
. . . -+A,-+A,+i+... --cO<n<a3. 
We shall use symbols {A,, a,} or A to denote the objects of Sd. A mapf: A -+ A’ in Sd 
is a family of maps f, : A, + A’, such that a’,& = fnflan for -co < n -C vj. with the 
obvious definition of composition, Sd is an abelian category. 
If a : A -+ A is in ~4 then we denote by (A, a) the object A of SJZ? with A, = A? CI, = a 
for all n. In particular instead of (A, iA) we shall write A. In this way we find d imbedded 
in S&. 
For A E Sd and BE d a map f: B + A is then a sequence I;, : B -+ A, such that 
s.= a,,_ if._ 1. Iffis such that any mapf’ : B’ + A admits a unique factorization B’ + B 5 A 
then we say that B is the projective limit of A. 
In order to prove the existence of projective limits we assume 
(P.0) The category d has countable direct products. Under this condition we define the 
functor 
l-I:sJaf+_, 
and an endomorphism 
@:II+l-I 
as follows: Given A in S& set lIA = IIA, to be the direct product of A,(- cc < II < 30) 
with projections p,, : HA, + A,. Then define @(A) by setting 
P,W) = P,, - an-Ian-I 
Any map f: B -+ A defines a map f # : B --, lIA such thatp, f * = f. and the conditions 
fn = o~_~J,_~ are equivalent with (D(A)f# = 0. If we define the functor 
P = Ker @, P(A) = Ker Q(A), 
and define the map 
n(A) : P(A) + A 
by setting n(A), to be the composition P(A) + II(A) ‘” --, A, we see that P(A) is the projective 
limit of A. 
PROPOSITION 1.1. The maps n(P(A)) and P(n(A)) of P(P(A)) into P(A) coincide. hdeed 
n*e have the commutative diagram 
PP(A) % P(A) 
Pa(A) I I .(A? 
P(A) (r~). A 
The desired equality now follows from rhe universal property of n(A). 
~OPOSITION 1.2. If f: A -+ B is in S.zl and for each n < n,, f, : A, -_) B,, i.s nn iso- 
morphism (or f, = 0) then P(f) is an isomorphism (or P(f) = 0). 
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The proof is obvious from the definition of limits. 
We also introduce the functor 
P’ : Coker @. 
PROPOSITION 1.3. rf in A all a, are isomorphisms then n(A) : P(A) --) A is un iso- 
morphism and P’(A) = 0. 
Proof. Without loss of generality we may also assume that A, = A and a, = i,, for 
all n, i.e. that A = A. Consider the diagram in & 
A 5 I-I(A) : II(A) 
PO Q 
with D and Q defined by the relations 
piD = i,, PiQ - Pi-IQ = Pi, P~Q = 0. 
One verities readily that the above diagram is a direct sum diagram and this implies the 
desired conclusion. 
In view of 1.3, we shall identify A with P(A) using the isomorphism n(A). In this 
way the maps of 1.1 become identity maps. 
PROPOSITION 1.4. If in A we have a, = 0 for - 03 < n < co, then P(A) = 0 = P’(A). 
Indeed in this case @ : II(A) + II(A) is the identity. 
PROPOSITION 1 S. If for A in 524 each a,, : A,, --) A,, + I has a right inverse then n(A) is 
an epimorphism. 
Proof. In view of 1.3 it suffices to show that each n(A),, : P(A) + A, is an epimor- 
phism. Clearly it suffices to consider n = 0. Choose r,, : A, + A,_, so that a,,_lr, = i,,, 
--co < n < co. Define f: A0 + A as follows: 
f0 = i,, 
f;l=a,_, . . . a0 for n>O 
f, = r,+* . . . r0 for n < 0. 
There results a commutative diagram 
P(A,)x P(A) 
n(Ao)ol 1 MAJo 
A,-& lo 
Since x(A,)d is an isomorphism and f0 = iAO, it follows that n(A),-, is an epimorphism (and 
in fact has, a right inverse). 
PROWSITION 1.6. For each A in S& there exists a monomorphism f: A + B where each 
b,, has.iz right inverse. 
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Proof. Define B, = n Ai with projections pm.1 : B,, + Ai, i 2 n. Then define 
a& 
b,:B;-+B,+i, r,,+,:&+,-+B,, _L:4-+B, 
by the relations 
Pn+r,n+lbn = anon,,, + P~.~+~, pn,“r,+ I = 0, pn.J. = iAn 
pn+l.i+lb. = pn,i+l, Pn,irn+ I = Pn+l,is Pn,ifn = O for i > n. 
One then verifies that f: A --f B and b,r,+l = iB.+, as required. 
The category S.& may be converted into a graded category by the introduction of 
maps of degree p(- a3 < p < co). A map f: A + A of degree p is a familyf, : A, + A:,, 
in (-co c n < co) such that a;+,f, = fn+iun. Clearly f induces a map II f: llA --* IIA’ 
and the diagram 
l-IA=IlA 
ml InI 
l-IA’ g(a;) I-IA’ 
is commutative. Thus f induces maps P(f) : P(A) -+ P(A’) and P’(f) : P’(A) -+ P’(A’). 
The maps a, : A,, -+ A,+ 1 define a map a : A + A of degree 1. Clearly 
(1.1) Q(A) = IIl, - lYIa. 
PROPOSITION. 1.7. For each A in S& the map u : A + A induces identity map of P(A) 
and P’(A). 
Proof. We have the commutative diagram 
O+P(A)-+IIAm[)?) llA-+P1(A)-+O 
0-1 Jaw 1-w lo 
0 + P(A) + l-IA e(*j l-IA + P’(A) 
Thus (1.1) implies that P(1,) - P(a) = 0 and P’(13 - P’(a) = 0. 
Given A in S.& and given an integer k > 0 consider the commutative diagram 
j._rtk) l,,(k) 
A,_, - ALk’ -A, 
ala-k 
I I 
P,(k) 
1 
&I 
-‘k-r+ 1 in-r+lc*S A”’ - A n+l i,+*(k) n+1 
where the j’s are epimorphisms, the i’s are monomorphisms and 
+k)j(kjk = a 
n “- n i . . . (I.-k. 
_ 
There results an object Ack) called the k-th derived of A, a monomorphism i(‘) : A(‘) + A 
(of degree zero) and an epimorphism J e(k) : A + Atk) of degree k. It is easy to see that 
A(‘+‘) = (Afk))(” and that z *(k+ 1) = i(f i(k+ 1) = j(k)fl)_ 
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PROPOSITION 1.8. The map itk’ : A’” --) A induces isomorphisms 
P(i(‘)) : P(Ack)) -+ P(A), P’l(i”‘) : P’(A”‘) -+ P’(A) 
with P(j”)) and P’(j”‘) as inoerses. 
Proof. It suffices to consider k = 1. In this case i!:‘,j!” = a, and further j,“i~‘)j~L), 
=j”‘a _I = aWj;‘_‘, II n . Since ji’_‘, is an epimorphism it follows that j!“i!” = a!,‘). Thus 
i(l)j(l) = a and 1 1 “-(l)‘(l) = #). Th e conclusion now follows from 1.7. 
2. LIMITS ANil EXACTNESS 
We continue with the assumption that d is an abelian category satisfying (P.0). If 
0 + A’ + A + A” -+ 0 is an exact sequence in XFZ then we obtain a commutative diagram 
in d 
O+I-IA’-,IIA-+IIA” 
O(A)’ 1 @(A) 1 rn(A~~~~ 
O+l-IA’-,l-lA+IIA” 
in which the rows are exact. From this one deduces exact sequences 
0 -t P(A’) -+ P(A) -+ P(A”) 
P’(A’) + P’(A) + P’(A”) 
i.e. the functor P is left exact and the functor P’ is half exact. 
We now introduce an additional hypothesis on the category 
(P.l) The category d has countable direct products and the countable product of epi- 
morphisms is an epimorphism. 
PROPOSITION 2.1. If d satisfies (P. 1) and 0 -+ A’ -+ A + A” + 0 is an exact sequence 
in SW then wehave the exact sequence 
0 -+ P(A’) + P(A) -+ P(A”) -+ P’(A’) -+ P’(A) -+ P’(A”) 4 0 
where the connecting homomorphism P(A”) -+ P’(A’) is de$ned as the inverse composite 
@(A) 
P(A”) + l-IA” +l-lA -+ IIA 6 HA + P’(A’). 
Proof. For each A E S.& we may regard llA %) IIA as a complex CA with IIA in 
degrees 0 and 1 and zero in all other degrees and with @(A) as the differentiation. If 
0 + A’ + A -+ A" + 0 is an exact sequence in S.&’ then 0 + CA’ --, CA + CA” + 0 is 
an exact sequence of complexes. The homology sequence of this exact sequence of com- 
plexes is the exact sequence required in 2.1. 
PROPOSITION 2.2. Assume that & satisjes (P.1). Let 0 -t A1 -+ Az -_, A, + A, -+ 0 be 
an exact sequence in S with P’(A,) = 0. Then the sequence 
0 + P(A,) + P(A,) + P(A,) --) P(A,) 5 P’(A,) -+ P’(A,) + P’(A,) -+ 0 
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is exact where A is defined as the inverse composite 
P(A4)+IlA4 4-IA,%IA34A,-+P'(A,) 
using the commutative diagram 
WA,) -, WA,) -+ W,) -, WI+) + 0 
1 1 1 1 
WA,) --) W&z) --) WA,) -+ WA,) 
1 1 
0 P’(A,) 
with exact rows and columns. 
Proof. Consider the exact sequences 
O+A,-+A,-+B+O 0-+B-,A3-tA4-+0 
where the composition A, + B -+ A, is the given map A2 + A,. There result exact 
sequences 
0 --* P(A,) ,+ P(A,) -. P(B) + 0 -+ P’(A,) -+ P’(B) -+ 0 
0 -. P(B) -+ P(A,) 4 P(A,) + P’(B) --, P’(A,) -. P’(A,) + 0 
which yield the required exact sequence provided that commutativity is established in 
the diagram 
f’(A.d -, P’(B) 
A\ /’ 
P’W,) 
This verification is straightforward and is left to the reader. 
PROPOSITION 2.3. Assume that S? satisfies (P.l). Given A in S& consider the exact 
sequence 
n(A) 
Then 
O-+B-+P(A)+A-+C-+O. 
P(B) = P’(B) = P(d) = 0 
P’(C) = P’(A). 
Proof. We break up the exact sequence into two exact sequences 
0 + B + P(_Z) + D -+ 0, O-+D+A-+C+O. . 
Since P’(P(A)) = 0 we have P’(D) = 0. This implies P’(A) E P’(C) and yields the exact 
sequences 
0 + P(B) -+ P(A) + P(D) + P’(B) + 0 
0 + P(D) + P(A) + P(C) -+ 0. 
Since the composition P(A) + P(D) + P(A) is the identity it follows that both P(A) + P(D) 
and P(D) + P(A) are isomorphisms. This implies the remaining conclusions. 
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COROLLARY 2.4. @-n(A) is an epimorphism then P’(A) = 0. 
An object A in S& is called epimorphic if each a, : A, + A,+ 1 is an epimorphism. We 
shall be interested in abelian categories which have property 
(P.2) The category d has countable direct products and if 0 + A’ 4 A --* A’ -+ 0 is an 
exact sequence of epimorphic objects in Se2 then 0 -+ P(A’) + P(A) -+ P(A") + 0 is 
exact. 
A still stronger property is sometimes considered 
(P.3) The category d has countable direct products and the functor P is exact. 
Using finite direct products a countable direct product can be represented as a pro- 
jective limit of an epimorphic element of SJ~. It follows that property (P.2) implies (P.l). 
THEOREM 2.5. For each abelian category d satisfying (P.l) the following properties 
are equivalent 
(i) I satisfies (P.2); 
(ii) If A E S& is epimorphic then P’(A) = 0; 
(iii) If A E S& is epimorphic then n(A) : P(A) + A is an epimorphism; 
(ic) If A E S& is epimorphic and P(A) = 0 then A = 0. 
Proof. (i) =r (ii). Let A E S& be epimorphic. By 1.6 there exists an exact sequence 
0 + A + B + C + 0 where each b, has a right inverse. It follows that B is epimorphic 
and therefore C also is epimorphic. Thus by (i) P(B) + P(C) is an epimorphism and con- 
sequently P’(A) -+ P’(B) is a monomorphism. By 1.5, n(B) : P(B) + B is an epimorphism 
and therefore, by 2.4, P’(B) = 0. Thus P'(A) = 0. 
(ii) =+ (iii). Let A be epimorphic. It will suffice to show that A(A),, : P(A) + A,, is an 
epimorphism. Without loss of generality we may assume that A, = A, for n > 0 and 
a, = iA for n >= 0. Consider the mapping f: A + A0 defined by 
f. = iA for nz0, fn=a_,...a, for n<O. 
Clearly f is an epimorphism and there results an exact sequence 
O-+B-+A-+A,-+O. 
Further it is easy to see that B is epimorphic. Thus by (ii) P’(B) = 0 and consequently 
P(f) : P(A) -+ P(A,) is an epimorphism. From the commutative diagram 
P(J) 
P(A) - J’(4) 
=(A)0 
I 1 
r(Ao)o 
A0 --, A,, 
kl 
it now follows that n(A), is an epimorphism since n(A,), is one. 
(iii) 3 (iv) is obvious. 
(iv) =z- (ii). Let C = Coker II(A). Then, by 2.3, P(C) = 0 and P’(C) z P’(A). If A 
is epimorphic then so is C. Thus by (iv), C = 0. Consequently P’(C) = 0 and P'(A) = 0. 
(ii) 3 (i) is obvious. 
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THEOREM 2.6. An abelian category d satisfying (P.l) satisfies (P.3) if and only if the 
factor P’ on SLY is zero. 
Proof. Clearly P’ = 0 implies that P is exact. If P is exact then so is P’. Thus to 
show that P’ = 0 it suffices to show that for each A in SJ$ there exists a monomorphism 
A + B with P’(B) = 0. This follows from 1.6, 1.5 and 2.4. 
PRows~no~ 2.7. If in the abelian category d satisfying (P.0) theprojectice objects are 
dense (i.e. ifHom(B, 2) = 0 for allprojective objects B then A = 0) then d has property (P.2). 
Proof. Let 0 -+ A’ + A + A” + 0 be an exact sequence of epimorphic objects, and 
let B be a projective object in &. Then 
0 + Horn@, A’) + Horn@, A) + Hom(B, A”) -+ 0 
is an exact sequence of epimorphic objects in the category SS where 9 is the category of 
abelian groups. Since the category Y has property (P.2) (because of 2.5 (iii)) and since 
P Horn@, A) = Hom(B, P(A)) it follows that the sequence 
0 + Horn@, P(A’)) + Hom(B, P(A)) -+ Hom(B, P(A”)) 4 0 
is exact. Now let C be the cokemel of P(A) 4 P(X). Then 
Hom(B, P(A)) -_$ Hom(B, P(A”)) + Horn@, C)‘+ 0 
is exact. Thus Hom(B, C) = 0, and since this holds for every projective object B, we have 
C = 0 as required. 
The entire discussion concerning projective limits can be dualized (by passage to the 
dual categories) to yield analogous results for injective limits. Specifically if 
(1.0) &The category & has countable direct sums then the dual category d* satisfies 
(P.0). Thus the functors P : S.d* + d* and P’ : S&* + d* are defined. Since Sd* and 
(S&)* may be identified we obtain functors I: SJ$ --* d and Zi : S& -+ &. Dual to 
x(A) : P(A) --t A we obtain i(A) : A + 1(A). If further, 
(1.1) The category d has countable direct sums and the countable direct sum of mono- 
morphisms is a monomorphism 
then for each exact sequence 0 -+ A -+ A + A” + 0 we obtain an exact sequence 
0 + Z,(A’) + Z,(A) + Z,(A”) 3 Z(A’) + Z(A) + Z(A”) -. 0. 
Properties (P.2) and (P.3) may similarly be dualized to yield properties (1.2) and (1.3). 
3. EXAMPLES 
Let ,,A be the category of left A-modules over a ring A. Then (P.2) holds because 
the projective modules are dense in ,.,A and (1.3) holds because the injective limit functor 
exact. 
Consider two abelian categories &, $J with functors 
T:&+_,, R:W+&, TR=Z, 
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If {R.} is any family of objects of a and A is the product of R(&) in the category d, then 
it follows from the universal property of the product that T(A) is the product of {R,}. 
The same applies to sums, projective limits and injective limits. 
In particular, if d satisfies (P.0) then a also satisfies (P.0) and P(B) = TP(RB). 
If further T is right exact then the sequence 
TI-IRB --) TIIRB + TP,(RB) + 0 
is exact. Since TIIRB coincides with IIB it follows that P,(B) = TP,(RB). 
If both T and R carry epimorphisms into epimorphisms and & satisfies (P.1) then 
so does 9Y. 
If T is right exact, R carries epimorphisms into epimorphisms and .4 satisfies (P.2) 
or (P.3) then so does &?. 
The above may be applied in the following case. Let X be a topological space, JB the 
category of pre-sheaves of abelian groups on X and 9# the category of sheaves of abelian 
groups on X. Let T be the usual functor which to each pre-sheaf assigns a sheaf, by the 
direct limit process. Let R be the fun&or which to each sheaf assigns the pre-sheaf of 
sections. Then TR = Ia, T is exact, and R is left exact. Since & satisfies (P.0) and (1.3), 
it follows that W also satisfies (P.0) and (1.3). 
An easy example of a category satisfying (P.0) but not (P. 1) is obtained by considering 
the category d of abelian torsion groups. In this category the torsion subgroup of the 
ordinary product is the product. Thus (P.0) holds. However if we consider the epimor- 
phisms fi : Z,, --, Z, we find that their product is not an epimorphism. Thus (P.l) does not 
hold. In particular the projective objects in ~9 are not dense, because 0 is the only projective 
object in &. The sequence 
. . . +Z~-+z~-+z~~o+... 
where the arrows are multiplication by 2 is an epimorphic object A in & with P(A) = 0. 
It should be noted that direct sums and injective limits in d are the ordinary one and 
thus (1.3) holds. 
Next we show an example of a category satisfying (P.2) but which has no projective 
objects (except zero). Let X be a non-countable set, K a field and A = K[X] the polynomial 
algebra. In J?, consider the full subcategory & determined by all modules annihilated 
by all but a countable number of elements of X. Then countable sums, products, injective 
limits and projective limits in d exist and coincide with those in A,,. In particular d 
satisfies (P.2) and (1.3). 
Assume now that P is a projective object in &. Let x E X be such that .uP = 0 and 
let P[x] = K[x] BK P where the operators on the tensor product are defined by the usual 
formula _~(a @ b) = ya 0 b + a 0 yb. It follows that x(a @ p) = xa @ 1-1 and therefore 
multiplication by x is a monomorphism on P[x] and thus also on each direct factor of P[x]. 
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The natural mapping K[x] + K sending x into zero yields an epimorphism P[x] + P and 
since P is projective in 58 this epimorphism is a direct factor. Since XP = 0 it follows 
that P = 0. 
It should be noted if Y is a countable subset of X and Q is an injective K[ Y&module 
then Q is in A? and is injective. Thus the category d has a plenitude of injective objects. 
4. FILTRATIONS AND COMPLETJZNESS 
Let & be an abelian category. A filtration F of an object A in I is a sequence of 
subobjects Fd of A(- co < p < a~) such that F,A c F,, ,A. The graded object E”(A) = 
{F,A/F,,- IA} is called the associated graded object of the filtered object A. 
If A and B are filtered objects a map f: A -+ B is said to be a map of filtered obj;c+ 
if fFfl c F,,B. Then f induces a map E”(fl : E”(A) -+ E”(B). 
For a filtered object A we consider the following objects of S&. 
F,A : . . . + FIA-+ F,+,A+ . . . 
A/F,A : . . . + A/F,A-+ A/F,+lA-+ . . . 
the maps being inclusions or induced by inclusion. We thus obtain an exact sequence 
(4.1) O-+F,A+A-+A/F,A+O 
in S34. 
We shall say that the filtered object A is Z-complete if under the map F,A -+ A, A 
becomes the injective limit of F,A. Dually A will be said to be P-complete if A IS the 
projective limit of A/F,A under the map in (4.1). 
PROPOSITION 4.1. Let f : A + B be a map of Jiltered objects with A Z-complete and 
B P-complete. If the induced maps F,AIF,A -+ F,B/F,B are zero for all r < p then f = 0. 
Proof. The hypotheses imply that the compositions 
F,A + A : B --) B/F,B 
are zero for all r < p. Since B is P-complete, it follows that the compositions FPA + A -+ B 
are all zero. Since A is Z-complete it follows that A 4 B is the zero map. 
P~oposrrlON 4.2. Let f: A -+ B be a map of filtered objects with A and B both Z- 
complete and P-complete. If E”(f) : E”(A) + E”(B) is an isomorphism then f is an isomor- 
phisnl. 
Proqf. By an iterated application of the “five lemma” we find that f induces iso- 
morphisms FbA/F,A z F,B/F,B for r < p. Now consider the following object in Sd 
(4.2) . . . --+ F,AIF,_2A + F,AIF,_, A + 0 + 0. 
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From the P-completeness of A it follows readily that under the natural maps F,,LI + F,/FJ 
(r < p) Fd is the projective limit of (4.2). Similarly for B. It follows that f induces 
isomorphisms F# m F&3. From the Z-completeness of both filtrations it now follows 
that f is an isomorphism. 
Now assume that the category d satisfies (P.l). Since P’(A) = 0, the exact sequence 
(4.1) yields the exact sequence 
(4.3) 0 + P(F,A) 3 /41(A! P(A/F,A) + P’(F*A) 3 0 
and the relation 
(4.4) P’(A/F,A) = 0. 
Thus A is P-complete if and only if T(A) is an isomorphism or equivalently if and only if 
P(F*A) = P’(F,A) = 0. 
The P-completion AP of A is a filtered object defined as follows: 
AP = P(A/FJ), F,,A’ = Ke,(P(A/FJ) + A/F#). 
Clearly AP is a functor and ?(A) : A + AP is a natural transformation of the identity 
fun&or into the P-completion functor. 
Similarly (dually), assuming that ,& satisfies (1.1) we obtain the exact sequence 
(4.3*) 0 -+ Zl(A/F,A) + Z(F*A)*(A! ‘4 -+ Z(A/F*A) + 0 
and the relation 
(4.4*) ZJF*A) = 0 
as well as the Z-completion functor A’ and the natural transformation v(A) : A’ + A. 
FkoPosrTIoN 4.3. rf.& satisfies (P.2) then AP is P-cumplefe and T(A) : A -+ A’ induces 
isomorphisms A/Fd x Ap/Fdp and F#FJ GX Fdp/FJp for r c p. If further s4 satisfies 
(I. 1) then AP is Z-complete if and only if A is I-complete. 
Proof. Since the object A/F,A of &af is epimorphic and d satisfies (P.2) it follows that 
AP + A/Fd is an epimorphism. Therefore A/F,A z A’/F#’ and consequently also 
F&&A x FpAp/FrAp for r < p. Since AP = P(AIF,A) E P(A’/F*Aq it follows that AP 
is P-complete. Since A/F,A x Ap/F*Ap it follows that the relations Z(A/F*A) = Z,(A/F,A) 
= 0 and Z(A’/F*A’) = ZI(Ap/F*A~ = 0 are equivalent. This implies the last conclusion 
of 4.3. 
Now assume that & satisfies (P.2) and (1.2) and consider the diagram 
A”’ - A VW” p, 
(4.5) r(A’P) 
I 1 
r(AP’) 
A”- A PIP 
r(A)" 
All four objects are both P- and Z-complete, and if we apply any operator F,IF, (r < p) 
to the diagram we obtain a commutative diagram in which the maps are isomorphisms. 
It thus follows from 4.1 that the diagram (4.5) is commutative and from 4.2 that the four 
maps are isomorphisms. 
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We now consider the diagram 
/i” 
= 
r(A)’ 
A IPI kr 
Yjqpr\ 
V(A) 
\I 
W’) 
- A --$’ /ApIp 
Arp l Arp = 
which is commutative because (4.5) is commutative. If we identify A”, A”, A”’ and 
ApIp under the isomorphisms in (4.9, the diagram above collapses to the commutative 
diagram 
r(A) 
A-A 
+I1 I 
NAP) 
-A 
?(A’) 
where A = A” = A” is called the double completion of A. The objects F,A/F,A-(r < p) 
may be identified with the corresponding objects derived from AP, A* or A^. 
If T: A + 93 is an (additive) functor of abelian categories and A is a filtered object 
in Jd then a filtration of T(A) is defined by setting 
F,T(A) = Im(T(F,A) -P T(A)). 
One could also use the dual definition 
F,T(A) = Ker(T(A) --f T(A/F,A)). 
The two definitions coincide if T is half-exact, and that will be the only case of interest o us. 
PROPOSITION 4.4. If T: d + a is half-exact, satisfies (P.2) and A is a filtered object 
in d then the mapping A + AP induces monomorphisms 
F,T(A)IKT(A) -, &,T(AP)/KT(A’) 
for any r < p. 
Proof. In the diagram 
/T/Y’\ 
T(F,A) -+ T(A) -+ T(A/F,A) 
r ’ 
the row is exact. Therefore 
F,T(A)/F,T(A) = Im cp/Im q’ z Im $. 
Since Ap/F,Ap = AIF,A the commutative diagram 
F,WYF,T(A) \ 
1 
~,T(Ap)/F,Wp) 
, WWA 
completes the proof. 
Dually we have 
PROPOSITION 4.4*. 
in d then the mapping 
for any r < p. 
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IJ T: d -+ W is half+xact satisfies (1.2) and A is a filtered object 
A’ + A induces epimorphisms 
F,T(A’)ET(A’) --+ P,T(A)/FrT(A) 
Combining 4.4. and 4.4* we have 
COROLLARY 4.5. If T: .a? -+ 9 is half-exact, d satisfies (Z.2) and (P.2) and A is a 
jiltered object in ~4 then F,T(A)/F,T(A) is subordinate to F,T(&F,T(A) Le. is the quotient 
of tbvo subobjects of F,T(&/F,T(A^). Thus if for some r < p, F,T(&F,T(A) = 0 then 
F,T(A)/F,T(A) = 0. 
This situation will be of interest if A is a filtered complex and T is the n-th homology 
functor H,. 
5. EXACT COUPLES IN ABELIAN CATEGORIES 
An exact couplet in an abelian category d is an exact diagram 
k 
\/ 
i 
B 
in .&. We shall sometimes denote the exact couple by (A, B) leaving out the maps i, j, k. 
Let f: A + A be such that fi = zjI Consider exact sequences 
S’ 1’ t 
O-+Y’+A-+A,-+O O-+A,+A-+Y-+O 
with tt’ = J Then there is a unique il : A, -+ A, such that i/t’ = t’i, it = ti,. Let 
Y rk Is’ Y’ 
O+Z,+B-+Y, Y’+B-+Z;-+O 
x’ 
be exact. Consider v’v : 2, + 27, and let 2, 1 B, -+ Z’f be a factorization of v’v with IL 
an epimorphism and 7~’ a monomorphism. Define 
I’ 
jf: A,-,B/ as A,+-A-rB+ZJ:BI 
k,: B/+A, as B,+Z;+B-,AtA, 
One then verifies that (A,, B,) is again an exact couple. 
If g : A + A commutes with both f and i then g induces a map g, : A, + A, which 
commutes with i,. One verifies easily that the exact couples ((A,),,,, (B,),,) and (A,,, B/I> 
are canonically isomorphic. 
The case f = i is of special importance. In this case the sequence 0 + A( : A 1, B is 
jk 
exact and therefore 0 + Zi L B --+ B is exact. 
Jk v’ 
Similarly B + B 3 Z; + 0 is exact. Thus 
if we regard jk as a differentiation operator in B we find B, = H(B). 
7 The notion of exact couples was introduced by W. S. Massey [3]. 
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The exact couple (Ai, BJ is called the derived exact couple of (A, B). Iteration yields 
the r-th derived COI& (Ai,, Bir). 
A mapping CfA, fe) : (A, B) + (A’, B’) of exact couples is a pair of maps fA : A + A’, 
fB : B + B’ such that i’fA = fAi, j’fA = fBj, k’fB = fAk. Clearly (fA, fs) induces a map of 
the r-th derived exact couple of (A, B) into that of (A’, B’). If B = B’ and fB = i, then 
the same holds for the derived exact couples and for the derived map. 
With each exact couple (A, B) we associate an object A = (A, i) of SSS with A, = Al 
a, = 1. To the k-th derived exact couple (A&, Bik) corresponds then the k-th derived 
object A(‘) of A in the sense of $1. 
Consider a commutative diagram in & with exact rows and columns 
I I 
f 
I 
I 
= I 
+O-H,-H,-O- 
-‘O-H,_l -o- 
1 1 
= I I 
where the indices of the maps were omitted, and the maps marked with I‘ = ” are identity 
maps. 
In the category G2d of bigraded objects over the category d we may consider the 
objects E, X and Y with components E,,“, X,,“, Y,,“. Thus (X, E) and (Y, E) are exact 
couples in the category G’d. The maps a, b, c have bidegrees (1, 0), (0, 0), (- 1, - 1) 
while a, /I, y have bidegrees (1, 0), (0, -I),(-LO). Themaps6: Y-,Xandi,:E+E 
yield a map (Y, E) + (X, E) of exact couples. The differential operator in E’ is defined as 
d=fiy=bcandisofbidegree(-1, -1) 
We use the notation (X’, E’), ( Yr, E’) for the (r - 1)-st derived couples of (X, E) and 
(Y, E). The maps d, b’, c’ have bidegrees (1, 0), (1 - r, 0), (- 1, - 1). The maps a’, p, yr 
have bidegrees (1, 0), (1 - r, - l), (- 1,O). The map 6’ defines a map (Y’, E? -+ (X’, E’) 
which is the identity on E’. In E’ we have the differentiation d’ = /7? = b’c’ of bidegree 
(-r, - 1). With respect to this differentiation we have H(E’) = E’+‘. The sequence 
E = E’, E2, . . . with the differentiations d’, d2, . . . is the spectral sequence of the diagram. 
The sequence of objects Yi,* with fixed n and variable p, together with the maps a’, 
will be denoted by Y& and will be regarded as an object in the category S&. It should be 
noted that YiTt derives from Yi,, by the procedure described in $1. Similarly we define 
the objects Xi,” of S&. Again X;f;’ derives from X;,m by the procedure of $1. 
We define 
F,P” = Im(X,, + H3. 
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The relation F,H, c F,+, H, shows that we obtain a filtration of H,. Using the inclusions 
above we introduce an object F,H, of S&. We have an exact sequence 
(5.1) 0 + F, H,, --, H, --) HJF, H, -+ 0 
in S&. 
PROPOSTION 5.1. If the category d satisfies (P. 1) then 
(5.2) P’(H,/F,H,) = 0 
and we hove the exact sequences 
(5.3) 0 -+ P(F,H,) + H, -+ P(H,/F,H,) + P’(F,H,) * 0 
(5.4) 0 --* P(H,+ I/F&L+ 1) --) P(Y,,,+ I) --t 4X,,) -+ 
--t P(F,H,) + P’(G,,+ I) --) P’(L) -+ P’KH,) -+ 0. 
Proof. The relation (5.2) and the exact sequence (5.3) follow from the exact sequence 
(5.1) since P’(H,) = 0. From the exact sequence 
. . . 4X *,n+,-+H,+1-,Y*,,+r-rX*,,-rH,-r... 
we deduce the exact sequence 
0 --, H,,, ,IF,H,+, 4 J’*,,+,I --) X,,,, + F,II, --) 0. 
Since P’(H,+,/F,H,+,) = 0, the exact sequence (5.4) follows from 2.2. 
PROPOSITION 5.2. If E;+l,, = 0, then FpH,, = Fp,,H,. 
Proof. Consider the commutative diagram 
X P.n -+ Xp+r- 1.n 
11 
H” 
Since FpH,, = Im(X,,, --* H,,) and Xi+r-l,n = Jm(X,,, -+ Xp+,_l,n) it follows that 
FpH, = I&XI,+,- l,n -+ H,). 
Since E,‘, , ,” = 0 it follows from the exact sequence 
. . . -, X;+r-t,n --, X;+r,n + E:+ I.,,]+ XL,“-, 
that X&I.n --) Xp+r,n is an epimorphism. Thus from the commutative diagram 
r 
p+r 1 n -+ x;+r,n 
x<l H” 
that F,H,, = F,,,H,,. 
PROPOSITION 5.3. Ifeither 
(i) ES., = 0 and LZI satisfies (P.2) 
or 
(ii) EL = J%,,+~ = 0 and ~4 satisfies (P. 1) 
then 
P’( y*,,* 1) = 0, PW,“) = 0, 
c”,H, = WPGL,) + HJ. 
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Proof. We have the exact sequences 
E~+1,,+1-,Y:,,+l-'Ylp+l,n+l-)E~+~-r,n 
Erp+l.n+l-,X:.n'X:+l,n-'Erp+~-r,n . 
Since EL,” = 0 it follows that Y’,,,+ r + Y>+ r,“+ r and X;,” -+ X>+ r,” are epimorphisms. 
Thus if (P.2) holds then by 2.5 (ii), P’( Y:,++,) = 0 and P1(Xi,_+,) = 0. If also Ei,,+l = 0 
then Y:,,+I -+ Y:+I,,,+IX~,, -+ X~+I.~ are isomorphisms and again, by 1.2, we find 
P’( Y;,“+I ) = 0, P’(x;,“> = 0. 
Since Y;,,+I and Xi,, are the (r - l)-st derived of Y*,,+r and X,,n it follows from 1.8 
that P’(Y*,,+r ) = 0, P’(X,,,) = 0. Now from the exact sequence (5.4) we deduce that 
p(x,,J -_, P(F,H,,) is an epimorphism. However, by 5.2, P,,H, = F,,+,H, for all p. Thus 
P(F,H,) = FpHn. Thus Im(P(X,,,) -, H.) = F,H,. 
By dualization we have 
PROPOSITION 5.3*. Ifeirher 
(f)* J% = 0 and 58 satisfies (1.2), 
;)* J?;,~ = ES,“_ 1 = 0 and JZI satisfies (1.1) 
then 
Z,(X*,,- I) = 0% I,(Y*,*) = 0 
F,H, = Ker(H, + I(Y,,,)). 
6. FILTERED COMPLEXES 
Let d be an abelian category. We shall consider the category Cd of complexes in d. 
The objects C in Cd are diagrams 
. . . 4- C,-1 tC”tC”_,t... --oo<ncco 
with dd = 0. A filtered object in C.& will be called a filtered complex in d. 
Given a filtered complex C we consider the diagram 
1 1 1 1 
-o- WC) 2 H,(C) l o- 
1 1 1 1 
+ K(F,W,- ,c> + K(W,-- 10 + WW,C) -* H,- D,,CIF,- Ic) --f 
= 1 1 1 1= 
~H,(F,CIF,-,C)-,H,-,(F,-,C)-,H,-,(F,C)-,H,-,(F,CIF,-,C)-, 
1 1 1 1 
b o-K-,(C)- He- I(C) eo--+ 
1 1-1 1 
with exact rows and columns. We are now in the situation described in $5, and thus have 
the exact couples (X, E) and (Y, E) with 
X p,n =UP,C), Y,,” = H,(C/P$), E,, = H,(P,CIP,-,C). 
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We also have the sequence of derived couples (X’, E?, (Y, E’), r 2 1. We shall record 
here, without proof, the component parts of these exact couples. We have 
x:, = Im(H&-,- i C) + Kl(F,C)) 
V 1 p,n = Im(K(CIF,-,-lC) -+ J-&(CIF,C)) 
%.n = Im(H,(F,CI&-,C) -+ H,(F,+,-lCIF,-lC)). 
We shall omit giving the values of a’, b’, c’, a’, p’, y’ but will record that the differential 
operator L$, = b~-l,._lc~n = &, ,,&. is given by the commutative diagram 
H,(F,CIF,,-,C) - H,(F,+,- J/F,-&) 
a I 1 a 
H~I,(F,-,CIF,-,,C)-,H,-,(F,-,C/F,-,-,c). 
Note that d’ is of bidegree (-r, - 1). 
We recall that for r > 0 E’+l x H(E’) where E’ is regarded as a complex with dif- 
ferentiation d’. We also note that we have E’ = H(E”) where E” = (F,C,JF,_,C,) is the 
associated bigraded object of the filtered complex C. The sequence of bigraded objects 
E’, I > 0 together with the differentiations d’ and the isomorphisms Erfl NN H(E’) is 
called the spectral sequence of the filtered complex C. 
If we consider any of the completions Cp, C’ or C, then assuming that JZZ satisfies 
(P.2) and (1.2) we find that the terms FJF, (r < p) for the complex C coincide with those 
for Cp, C’ or C. Therefore the spectral sequences of C, Cp, C’ and C may be identified. 
In the bigraded object E’ = {Ei,,} the degree p is called the total degree. Frequently 
the degree q = n - p is introduced and is called the supplementary degree. If the pair 
(p, q) is used for bigradation then d’ has bidegree (-r, r - 1). 
As in $4 we define the filtration of H,(C) by setting F,H,(C) = Im(H,,(F,,C) + H,(C)) 
and we have the results 5.1-5.3. 
PROPOSITTON 6.1. If d satisfies (P. 1) and C is a filtered complex in JXI which is P- 
complete then 
P’(H,(C)/F&AC)) = P’(fL(F,CN = P’(F,H,(C)) = P(H,(F,C)) = 0 
P(H,(C)/F,K,(C)) = P(H,(CIF,C)) 
P(FA(C)) = P’(%+ ,(CIF&)) 
and rhe sequence 
is exact. 
0 + P(F*H,(C)) -+ H,(C) 4 P(H,(C)/F*H,(C)) + 0 
Prooj: Since C is P-complete we have P(F,C) = P’(F,C) = 0. Thus @(F,C): 
llF.+C -+ llF,C is an isomorphism. Passing to homology and noting that II and H. com- 
mute 1t.e find that @(H,F,C) : llH,,F,C -+ ITH,F,C is an isomorphism. This implies that 
P(H,V*C)) = P’(H,(F&)) = 0, and the remaining conclusions follow from 5.1. 
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F’ROPOSITION 6.2. Let C be a P-complete filtered complex in an abelian category d. 
If either 
(i) E:,” = 0 and Jai satisfies (P.2) 
;;) E;,n = E;S,+I = 0 and & satisfies (P.l) 
then F,H,(C) = 0 for all p. 
Proof. By 5.3, F,H, = Im(P(H,(F,C)) + H,(C)). However, by 6.1, P(H,(F,C)) = 0. 
Thus F&(C) = 0. 
Dually we have 
PROPOSITION 6.2*. Let C be an I-complete filtered complex in an abelian category d. 
If either 
(i)* ES,” = 0 and d satisfies (1.2) 
;;)* E; n = ES,_, = 0 and d satisjies (1.1) 
then Fph,,(C) = H,(C). 
COROLLARY 6.3. Let C be an I- and P-complete filtered complex in an abelian category d 
satisfying (1.2) and (P.2). Then E;,” = 0 implies H,(C) = 0. 
Remark. In 6.3 condition (P.2) may be replaced by (P.l) if we assume E;,,+l = 0. 
Similarly (1.2) may be replaced by (1.1) if we assume E’,,“_, = 0. Condition (P.2) may be 
completely dropped if we know that F,C,, = 0 for some p. Similarly condition (1.2) may 
be dropped if we know that F,C, = C, for some p. 
We shall now give some examples of filtrations and discuss their completeness. 
Let A be a filtered complex. If for each n there exists an integer m,, such that P#,, = 0 
for p < m, then A is P-complete. If for each n there exists M,, such that FpA. =:A, for 
p > M,, then A is I-complete. 
The above applies in particular to the filtration defined as follows 
F&,=0 for p < n 
F&, = A, for p z:n 
F,A is called the P-skeleton of A and is usually denotedlby Afp). The filtrationlby skeletons 
is both P- and I-complete. 
Let A and B be complexes in .sl, i.e. objects in CSB. For each integer n let 
MAA, B) = n Hom(4 Bi+A 
I 
Thus an element cp of M,(A, B) is a family ‘pi : Ai + Bi+, (- co < i < m) of a/-morphisms. 
We convert M(A, B) into a complex of abelian groups with differential operator D by 
letting Dq be such that for q E M,(A, B) 
where d, : A, + A,_, and d,,, : Bi+, + Bi+,_l denote the differential operators in A and B. 
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IfDip = 0 then we say that cp is a differential mapping of degree n. The differential mappings 
of degree zero are precisely the morphisms in the category Cd. 
The graded object HM(A, B) is denoted by x(A, B). The elements of nn(A, B) are the 
homotopy classes of differential maps of degree n. If cp is a differential map of degree n, 
then cp induces a map H(q) E M,(H(A), H(B)). Further, if cp = D$ then H(P) = 0. Thus 
we obtain a graded mapping H: a(A, B) + M(H(A), H(B)). 
The complex M(A, B) may be filtered by setting 
F_&f(A, B) = Ker(M(A, B) -+ M(A’P-‘), B)) 
where A(p) is the p-skeleton of A and the mapping is induced by the inclusion A(p) + A. 
This filtration is easily seen to be P-complete. It is also I-complete provided we assume 
that the complex A is bounded from below, i.e. that Acp) = 0 for some p. 
Another titration of M(A, B) is obtained by setting 
&@(A, B) = Im(M(A, B(P)) + M(A, B)). 
This filtration also is P-complete. It is also I-complete if B is bounded from above, i.e. 
B = Bcp) for some p. 
If both A and B are filtered complexes we may define a filtration of M(A, B) as follows: 
an element cp E iW,(A, B) will be said to be of filtration p if 
(PXFAI = ~r+,&,v 
If cp has filtration zero then we also say that cp is compatible with the titrations. Dif- 
ferential maps of degree zero and of filtration zero are the morphisms in the category of 
filtered complexes in ~4. 
7. MAPPING THEOREMS 
Let A and B be filtered complexes in the category d and letf : A + B be a differential 
map of degree s and filtration r. Then f induces differential maps 
(7.1) F,JIFp-P + Fp+PIFp+d 
of degree S. Consequently we have commutative diagrams 
fWpW’p-4) - Hn(Fp+,-IA/F,-,A) 
(7.2) 1 
H,+s(FpdIFp+,-9) -, H.,,(Fp+,,,1JVFp,,- IB) 
Since the image in the upper row in E:,“(A) and -the image in the lower row in E;+,,n+,(B) 
we obtain a mapping 
(7.3) f’ = F(f)‘: E’(A) + E’(B) 
of bidegree (r, s). This map is differential and H( f ‘) = f”. 
It should be observed that a map of liltration r is also of filtration r + 1. Thus it also 
induces a map E’(A) --, E’(B) of bidegree (r + 1, s). This map however is always zero. It 
suffices to verify this for r = 1. If in (7.1) we set r = 1 and replace r by r + I we obtain 
J$AI&A --, FpFp,,+l BIF,,,B which is zero since fF,A c Fp+,B. 
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If we do not assume thatfis differential (i.e. that Df = 0) but instead make the weaker 
assumption that Df is of filtration 1 - w (w > 0), then the map (7.1) is still differential 
provided r g w. Thus (7.2) still holds for r 5 w and (7.3) is defined for r s W. 
PROPOSITION 7.1. Let f : A + B be a map of degree s and filtration t, such that Df is 
offiltration t - w, w > 0. Then 
(i) fr is difierential for 0 < r < n’; 
(ii) D(f”) = (Df)“; 
(iii) (Df)’ = 0 for r > w. 
Proof. Shifting the indexing of the filtration of B we may clearly assume that t = 0. 
We first show that (ii) =P (iii). Since (Df)“‘+’ = H((Df)“) = H(D(f”)) we have 
(Df)‘“+’ = 0. Since (Df)“’ = H((Df)? it follows that (Df )’ = 0 for r > w. 
Next we show that (ii) * (i). Let 0 < r < w. Then Df = g may be regarded as a 
map of filtration -r and by (ii) D(f’) = g’, where 4 is of bidegree (-r, s). However by 
the remark made above 4 = 0. Thus D(f? = 0 for 0 < r < w. 
The proof of (ii) rests on the following proposition, the proof of which is left to 
the reader. 
PROPOSITION 7.2. In the category C.ZI consider a commutative diagram nlith exact ronIs 
O-bB’--+B-bB”+O 
T ? 
lvhere the horizontal maps are differential of degree 0, the maps cp’, cp” are deferential of 
degree s, ,cshiIe q is of degree s but not necessarily deferential. Then there exists a unique 
map $ : A” + B’ of degree s - 1 such that 
i$j = Dq 
This map $ is differential and in the diagram 
we hate 
d&q”) - (- l)“H(q’)d, = H($). 
To prove (ii) we apply the above proposition to the diagram 
0 + F,_,A/F,_,,A -+ F,A/F,_,,A-, F,A/F,_,A + 0 
IV, 1-V Iv- 
0 + F,_,,.BIF,_2,B --+ F,BIF,_2,,,B -+ F,BIF,_,.B -+ 0 
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where the horizontal rows are induced by inclusion, while the 
by f. Then q’ and cp” are differential since (Df)F,.4 c F,_,B. 
position 7.2 is then induced by DJ We thus obtain a diagram 
d 
vertical ones are induced 
The map II/ given in Pro- 
with 
<rp, 
dH(rp”) - (- l)“H(@)d = Zf($). 
We have one such diagram l-‘,, for each p. The inclusion maps Fp + Fp+w_, induce a 
mapping rp + rp+w-l. If we now take into account the natural isomorphisms 
El,(A) = Im(~,(J’,AIF,-A -+ H,(F,+,- ,AIF,-A) 
we obtain the diagram 
;J(+$ ,&--(A) 
JY+,,,(B) -+ K+,-1*,-J@ 
dW 
with the relation 
d”f w - (- l)“f’“d” = (Df)” 
which is the desired relation (ii) of the proposition. 
Let A and B be complexes. Let C, be the direct sum of B, and A,_,. We thus have 
a diagram * 
b, R.l 
B,*CC, a A,_1 
PO q-1 
with 
(7.4) Bb = l,, act = l,, b/l + uu = 1,. 
This implies /?a = 0 and ab = 0. In fact, the sequence 
(7.5) O+B:C:A+O 
is exact. Of course C is only a graded object and not a complex since no differentiation 
in C was defined. 
Now letf: A + B be a map of degree zero. Define d, : C + C of degree - 1 by setting 
(7.6) d, = bd,P - ud,a + bfa. 
This implies 
(7.7) ad, + d,a = 0, bd, - d,b = 0, f= Bdp 
and in fact (7.7) implies (7.6). Further we find by computation 
d,d, = b(DJ)a. 
Thus d,d, = 0 if and only if Df= 0. Thus if f : A + B is a differential map of degree 
zero, then C with d, as differentiation is a complex, b and a are differential maps and (7.5) 
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is an exact sequence in the category of complexes with b of degree zero and a of degree - 1. 
We call C (together with the maps b, a, 8, a) the mapping cylinder off. We further note 
that 
(74 D/3 = -fa, Dcr = bf. 
PROPCMTION 7.3. If C is the mapping cylinder of f: A + B then in the homology 
sequence of (7.5) we have 13 = H(f) and the sequence 
H.(f) H.(b) H.(a) 
(7.9) . . . -) H,(A) + H,(B) + H,(C) --) H,_,(A) -+ . . . 
is exact. 
Proof. We first consider the case when d,, = 0, B = A and f = lA. In this case 
H(A) = A and by (7.6) d, = ba. The connecting homomorphism in the homology 
sequence is then, by definition, the inverse composite 
AL&LA. 
This can be rewritten as 
/&:,&:A. 
The inverse composite A L C 2 A is the identity because a is an epimorphism. The 
b b 
inverse composite A + C c A is the identity because b is a monomorphism. 
To consider the general case, let Z = Z(A). Thus we have an exact sequence 
FI 
J dA 
O+Z+A--+A. 
.om the commutative diagram 
2% 
i 1 1 21 
A+B 
/ 
we deduce the commutative diagram 
04z4w4z40 
Jl 1 l/j 
O-+A-+C+B+O 
I , 
where the upper row is the mapping cylinder of 1,. This implies commutativity in the 
diagram 
H(Z) : H(Z) 
H(i) 1 1 EUi) 
H(A) + H(B). 
3 
However in the upper rowswe have 5 = H(Z) and a = H(1J = lz. Thus we have 
aH(j) = fIcfj) = H(nH(j). 
Since H(j) :Z + H(A) is an epimorphism we. find that 8 7 H(f). 
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Now assume that A and B are filtered complexes and that f: A --, B is a differential 
map of degree zero and of filtration zero. Given w > 0 we define a filtration on the mapping 
cylinder C off by setting 
(7.10) FqC = bF,B + aF,_,_,A. 
Then b and fi are of filtration zero, a has filtration --w + 1 and a has filtration w - 1. 
Since Dp = -fi has filtration -w + 1 while /? has filtration zero, p”‘-’ is well defined 
and by 7.1 D/P’“’ = E”-‘(-fa). Similarly since Da = bf has filtration zero while a has 
titration w - I, it follows that awl1 is well defined and Da’“-1 = E”-‘(bf). We thus 
have a diagram 
*w-1 gw--l 
(7.11) E”-l(B)p#,Ew-l(C) p: E”-‘(A) 
@W-l 
with relations analogous to (7.4). Further 
f”-’ =;: /jW-ibW-lfW-i =: PW-lDaW-i 
= /jW-ld;-iaW-i + fiW-iaW-id;-l = jjw-ldW-laW-i 
c 
Thus relations analogous to (y .y) hold. This implies that in the diagram (7.11) E”-‘(C) is the 
mapping cylinder off w-1 : E”-‘(A) -+ E”-‘(B). Consequently we have the exact sequence 
/” 
(7.12) -+ E”(A) -+ E”(B) “: E”(C) “: E”(A) + . . . 
with f” and I?” of bidegree (0,O) and uw of bidegree (w - I, -1). 
THEOREM 7.4. Assume that the abelian caregory .d satisfies (P.l) and (1.1). Let A and B 
be fi!tered complexes in Ss which are P- and I-complete, and let f : A + B be a differential 
map of degree zero compatible with thefiltrations. Iffor some w > 0, E’“(fl is an isomorph&n 
then PEcf) is nn isomorphism. 
Proof. Let C be the mapping cylinder off with the filtration given by (7.10). It is 
clear that C is P- and Z-complete. Further from the exact sequence (7.12) we deduce that 
E”(C) =I 0. Thus, by 6.2 and 6.2*, H(C) = 0. Consequently .H(f) is an isomorphism in 
view of the exact sequence (7.9). 
Remark I. In order to prove that H,,(f) is an isomorphism for a particular integer n 
it suffices to know that Er,i(f) is an isomorphism for n -- 2 5 i 5 II + 2. Indeed, we 
then have E;,,(C) = 0 for i = n - 1, n, n + 1, n + 2. Consequently, q.(C) = 0 = H,+,(C) 
and thus H&f) is an isomorphism. If & satisfies (P.2j and (I.2) then the inequality 
above may be replaced by n - 1 5 i 5 n + 1. 
Remark 2. In 7.4 condition (P.1) may be dropped if for each n there exists a p such 
that F,A, = 0, k’,B, = 0. Similarly condition (1.1) may be dropped if for each n there 
exists a p such that FpA, = A4,, F,B,, = B,. 
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