and educational methodology for introducing computing at such institutions must also be developed. The experience of two years with a statewide network involving 41 institutions is discussed. Lessons include the importance of a separate organization representing the small colleges, the necessity for on-campus training for the institutions, the need for some special programming and documentation to support such users, and the development of curriculum by evolutionary means. Computers, vol. C-18, pp. 343-348, April 1969. Fuzzy logic deals with propositions which may be ascribed values between falsehood and truth (0 and 1) subjectively in either a continuous or a discrete fashion. This is in contrast to ordinary logic (twovalues or k-valued logic) in which a given proposition is ascribed values objectively using either deterministic or probabilistic approaches. An analysis and synthesis of fuzzy logic functions is presented and their electronic implementation is discussed in some detail. Suggestions for possible uses of fuzzy logic in quality control, industrial processes, component testing, and pattern recognition and classification are offered. 7041 A Statistical Approach to the Computation of Delays in Logic Circuits, H. D. Schnurmann (IBM, Yorktown Heights) and K. Maling (IBM, Poughkeepsie); IEEE Trans. Computers, vol. C-18, pp. 320-328, April 1969. This paper describes a method where multiple regression techniques are used to predict the delay between input and output signals through a combinatorial logic chain. A delay equation is developed whose variables are chosen to represnt the variations found in an actual system environment. First, a technique is described whereby a statistical delay model for a single circuit is developed from measurements on many circuits. The total delay through logic chains of various lengths is predicted by successive application of this model to the elements of the chain. The accuracy of the prediction was checked experimentally, and agreement was found to be very good. The report presents results of a second project concerned with the theory of cellular logic networks and machines. The ultimate objective of this program is the development of effective mathematical techniques for the analysis and synthesis of cellular logic networks and machines. The report deals with the design of array interconnection networks from the point of view of such array parameters as "thickness," "diameter," and "crossover complexity," with bounds on the size of directed (d, k) graphs under various assumptions, with theoretical and empirical results for a special class of directed graphs called "star polygons," and with minimal combinational logic-gate circuits where closed circuit loops are allowed.
By removing the dyadic functions of exclusive-or and identity from the allowable set in a single cell, it was found that the cascade functions are unate. Much of the established knowledge on unate switching functions was found to be applicable to such cellular arrays. Part C is entitled "Bulk Transfer Logic. " Principles of abstract algebra are applied to the problem of mapping one cellular array onto another cellular array. 7044 The Normal Form Theorem-Another Proof, D. Wood (Courant Inst., New York); Computer J., vol. 12, pp. 139-147, May 1969. An alternative proof of the normal form theorem for context-free languages is given. A series of simple constructions lead to the result. The proof makes use of a practical method of removing left cycles due to Foster.
Computer System for Transformational Grammar-see 7083.
Lambda-Calculus Models of Programming Languages-see 7071. 1969.
An n-dimensional iterative array of finite-state machines is formally introduced as a real-time tape acceptor. The computational characteristics of iterative arrays are illuminated by establishing several results concerning the sets of tapes that they recognize. Intercommunication between machines in an array is characterized by specifying a stencil for the array. The computing capability of the array is preserved even if its stencil is reduced to a simple form in which machines communicate only with their nearest neighbors. An increase of computing speed by a constant factor k is defined by encoding k-length blocks of the input tapes, which reduces the lengths of the tapes by I/k; the time available for computation is correspondingly reduced since the computation must be real time. The computation speed of iterative arrays can be increased by any constant factor k. Two examples of onedimensional arrays are provided. The first accepts the set of palindromes; the second accepts the set of all tapes of the form 7r (for any tape r). The latter set of tapes is not a context-free language; therefore, the sets of tapes accepted by iterative arrays are not all contained in the class of contextfree languages. Conversely, the class of context-free languages is not contained in the class of sets of tapes accepted by iterative arrays. The sets cf tapes accepted by iterative arrays are closed under the operations: union, intersection, and complement; therefore, they form a Boolean algebra.
They are not closed under the reflection or concatenation-product operations. The final result is that the computing capsbility increases as the dimensionality of the iterative array increases. Specifically for any n there is a set of tapes accepted by an (n+1)-dimensional array which is not accepted by any n-dimensional array.
2) DIGITAL COMPUTERS AND SYSTEMS 7046 Sign Detection in Residue Number Systems, D. K. Banerji and J. A. Brzozowski (U. Waterloo, Canada) ; IEEE Trans. Computers, vol. C-18, pp. 313-320, April 1969 . This paper is concerned with the sign detection problem in residue number systems. The proposed solution is applicable only to nonredundant systems. It is shown that under rather general conditions an explicit, closed formula for the sign function can be obtained. In a special case, when one of the moduli is 2, the sign function becomes an EXCLUSIVE-OR function. A sign detection algorithm is proposed and methods of implementing the algorithm are presented.
7047
Translation of a DDL Digital System Specification to Boolean Equations, J. R. Duley (Technical U., Lyngby, Denmark) and D. L. Dietmeyer (U. Wisconsin, Madison) ; IEEE Trans. Computers, vol. C-18, pp. 305-313, April 1969. A digital system design language, DDL, has been described and shown to provide a concise yet precise means of specifying the organization and operation of digital systems, regardless of timing mode or hardware types, at various levels of detail. This paper defines a series of tasks that transform any DDL document to Boolean and nextstate equations from which a system may be implemented. Each task of the transformation produces another DDL description of a system which uses fewer features of the language. The tasks may be organized in a variety of ways to form a complete translator. Each task is described in sufficient detail to allow immediate development of a software design automation tool. No emphasis is placed on well-known compilation techniques and compiler organizations. A digital system specification is translated for purposes of illustrating the basic tasks. AFIPS Press, 1969, pp. 381-391. This paper describes a concept for augmenting a conventional digital computer by the addition of a small, low-cost, associative memory. The addressing structure of the main (core) memory can then be changed at will under program control. The desired computer topology is stored in a map which, when activated, determines the contiguity of storage blocks without incurring significant processing overheads. This, in effect, makes it possible to achieve a string-processing capability at the hardware level; it also allows more efficient strategies for storage allocation in time-sharing executive systems. These concepts are extended to apply to channel and peripheral storage operations. An extension of the command structure for the IBM System/360 computer to make use of the concept is outlined, and some programming examples are included.
7054
A Magnetic Sense Amplifier, J. R. Eaton Jr. (Hewlett Packard, Palo Alto) and F. J. Friedlaender (Purdue U., Lafayette); IEEE Trans. Magnetics, vol. MAG-5, pp. 51-55, March 1969. A new mode of operation of a balanced magnetic circuit is described. With this new mode of operation which utilizes pulsed current excitation, the detection sensitivity of the magnetic modulator circuit is combined with the high-speed amplification of parametric buildup. This combination permits detection of low-level current pulses applied during a specified time interval of the excitation sequence and provides subsequent amplification of the detected signal. Matched square-loop toroids are used. Signal currents which are a small fraction of the coercive MMF have been successfully detected. The limit of detection sensitivity depends upon the matching of the two cores. The parametric buildup has been made to occur for pump cycle times of 30 to 120 jAs, depending upon the magnetic material used. The signal information is retained when the pulse excitation sequence is interrupted during buildup because the signal information is stored as a flux unbalance in the two cores during the time interval between excitation pulses. A prototype high energy-efficiency recording head for use in a high packing density recording system has been developed. The operation of the head in the writing mode depends on the magnetic field round a thin strip conductor rather than flux leakage from the magnetic circulit as in a conventional ring-type head. The presence of ferrite in the vicinity of the strip increases the field produced for a given strip current. Since its low input impedance is unsuitable for direct connection to electronic circuits, it has been necessary to use an intermediate pulse transformer. By making this transformer an integral part of the recording head, a very compact unit is realizable. Care has been taken in the design of the structure to minimize any stray inductance which may be comparable to that of the head element. Advantages of the proposed head are its good high-frequency performance and suitability for high track densities. Recent advances in computer display hardware have been concerned with achieving the ability to rapidly draw curves in two or three dimensions. Rational parametric polynomial functions of second degree or higher provide a class of curves including all conic sections. Such curves can be generated by an iterative process easily implemented in hardware or software. The mathematics for specifying, transforming and manipulating the curve are formulated in matrix algebra. In particular, transformations exist which alter the rate of display of the curve without changing its shape. Curves may be sectioned into smaller portions or expanded into larger continuations. The specific properties of rational parametric cubic polynomials are discussed in detail. This paper describes a class of threedimensional surfaces well suited to computer display. The mathematical description of the surface is a homogeneous coordinate formulation of Coons' surfaces providing sufficient degrees of freedom to make them attractive for on-line shape design. Without recourse to trigonometric functions such classical surfaces as spheres and toroids are readily described. The use of iterative computation techniques to provide rapid response is discussed. The properties of the boundary curves and interior contour curves (all rational parametric cubics) are examined. The ease with which translation, rotation and projective transformations can be applied is exhibited. Simple continuity constraints are studied. A simple stochastic model is described which offers a base for understanding the relationship between the number of programs permitted to share memory (the degree of multiprogramming), drum traffic rates, and central processing unit utilization in page-on-demand, multiprogrammed, time shared computer systems. The model preserves, as a key feature, the property of pagedemand statistics which implies a "burst" of page demands at the beginning of any job or quantum execution. The model, a Markov chain, is analyzed numerically and the results are presented graphically for a wide range of key environment-descriptive parameters. Implications of the results to timeshared system design and programming are discussed, and a calculation of the optimal degree of multiprogramming for a wide range of parameters is presented graphically. The running time of programs in a paging machine generally increases as the store in which programs are constrained to run decreases. Experiments, however, have revealed cases in which the reverse is true; a decrease in the size of the store is accompanied by a decrease in running time. An informal discussion of the anomalous behavior is given, and for the case of the FIFO replacement algorithm a formal treatment is presented. A collection of programs written for interacting DEC PDP-7 and IBM 1800 is described. These programs provide: device support for interaction between 1800 and PDP-7; a serial-by-character logical file system on the 1800 disk (2310) for use by both computers; a file manipulation utility package; a file-oriented text editor running on PDP-7 used for preparing both PDP-7 and 1800 programs; modifications to the assemblers of each computer to read from the logical file system; and a keyboard-oriented debugging package for the 1800. A (temporary) single-character full-duplex interface between 1800 and PDP-7 is also described. Many different data management techniques have been designed, described in the literature, and marketed. With each technique there are claims of added flexibility and speed. However, because new terms are invented to describe each new technique, the observer is left in a state of confusion when he tries to understand how they work. A description is given of the basic types of data management techniques, as well as the relation of each to the hardware on which it is used. Then it is shown how these basic elements can be used as building blocks to describe and build more complex data management systems. Finally, there is a discussion of the languages used for programming data management systems. A comprehensive system for transformational grammar has been designed and implemented on the IBM 360/67 computer. The system deals with the transformational model of syntax, along the lines of Chomsky's Aspects of the Theory of Syntax. The major innovations include a full, formal description of the syntax of a transformational grammar, a directed random phrase structure generator, a lexical insertion algorithm, an extended definition of analysis, and a simple problem-oriented programming language in which the algorithm for application of transformations can be expressed. In this paper the system is presented as a whole, the general attitudes underlying the development of the system being discussed first, followed by an outline of the system and an elaboration of its more important special features. References are given ito papers which consider some particular aspect of the system in detail. The report is concerned with the derivation and description of a model used for structuring the "rules of the road" as a data base for a general question answering system. Related work and question-answering processes are also discussed.
Design Program for Composing

7088
An Experience-Gathering Problem-Solving System, J. R. Quinlan (U. Washington, Seattle); TR-68-1-03, 72 pp., May 1968; CFSTI, PB 183 045, $3.00.
Much effort has been expended over the last dozen years in programming machines to solve problems. Many types of problems have been considered, but most work has been devoted to finding proofs of mathematical theorems. Many problems can be represented in a number of ways. In particular, most mathematical theorems can be written as a statement in a predicate calculus; the task of proving the theorem then becomes one of deducing the statement. An alternative approach that is more natural for some applications is to present axioms as transformations that change objects to other objects. A problem is stated as the task of finding a sequence of the transformations that changes a certain object so that given specifications are met. Research was undertaken for purpose of the development of general-purpose programs which could solve non-trivial problems couched in the second type of representation. Additional requirements were established: the programs were to be written in commonly available computer languages (FORTRAN iv and ALGOL), and were to require no reprogramming for different tasks. This paper is concerned with a general approach to the on-line simulation of blockdiagram systems. These systems may be analog, digital, or hybrid; memory or memoryless; explicit or implicit (i.e., possessing loops of memoryless elements); vector or scalar; or of a more specialized nature, such as dynamic systems with integrators as memory elements; and simulation may be conducted in one or more dimensions, such as time and/or space. Following a brief discussion of existing simulation programs, a set of system-representation fundamentals are established. Several special, yet important, problems of system simulation, such as sorting, iteration, and integration are discussed in greater detail. A painter-oriented data structure for a generalized system simulator is then introduced. This structure "reflects" the foregoing fundamentals and permits efficient representation, editing, and evaluation of systems in an on-line environment. Some additional discussion is devoted to the modular and recursive aspects of the simulator; for example, the simulator may be used by the designers to define new systems, and new iteration and integration rules, which may, in turn, be used by the simulator for system evaluation. Although the entire discussion is kept fairly general, syntactical and organizational aspects are discussed in terms of LOTUS, an on-line system simulator which was used to implement these ideas at the M.I.T. compatible time-sharing system (CTSS, Project MAC).
8) MATHEMATICS
7105
Simulation of Traffic Flows in a Network, T. Sakai and M. Nagao (Kyoto U., Japan); Commun. ACM, vol. 12, pp. 311-318, June
1969.
A computer simulation program which deals with traffic flows in the network of a large area is described. Each road is segmented into blocks of several ten-meter lengths and is represented by a bidirectional list in computer memory. The rapidly increasing capability of the digital process control computer permits the economic solution of many electric utility system operating problems in a more accurate and timely manner. In this paper, the extension of the application area from the field of economic dispatch of generation to more sophisticated functions of system security is traced. Other related problems in the area of operations planning, operations control, and operations accounting are also reviewed. The requirements of communication systems to provide remote input data to the process computer are discussed, and the close interrelation of business and process computers is recognized. Information display is shown to play a very significant part in providing output to the system operators for further action. Concurrent with the developments in hardware have been significant advances in analytical techniques to encompass the increasing number of problems of system operation. These are reviewed in relation to the two major concerns, system security and system economics. An integrated information and control system may be achieved today for business, engineering, and system operation as a result of significant developments in hardware and in problem solution concepts. The optimum application of these improved equipments and analytical tools requires a total systems viewpoint in relation to both hardware and software. This paper discusses some of the factors which influence the cost of, and the value derived from, data processing and management information systems. Although most management information systems provide the information about the internal operations of a business needed for operational and tactical decision making, there are generally inadequacies in the information available to describe the external environment and the internal business organization, both of which are needed for strategic decisions. The relation of information to the perception of the manager is discussed and the paper concludes with a survey of some of the areas which need more research. The references provide a bibliography of recent literature on the subject. Effective management relies on the immediate availability of required information to meet the dynamic needs of the moment. This report describes how an on-line, real-time management information system (MIS) has been implemented in a development laboratory. It includes the basic approach to systems implementation, descriptions of MIS capabilities and functions, the efforts required to install MIS, and the applications currently on the system. The 17 applications that utilize MIS, through the use of 38 remote terminals, involve the administrative programming, and engineering areas in the laboratory. MIS is a generalized programming system allowing all terminal users to selectively manipulate and retrieve information on a time-sharing basis, using a language that is predefined by each user and stored in tables that are resident in the system. The extent of the data manipulation depends on the user's specific needs, including search criteria, computations required, and the output format desired. 
Use of Fuzzy Logic in Quanity Control
Alternatives in Evaluation and
