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Inkrementelle minimale logische Formen für die
Antwortextraktion
Abstract
Wir beschreiben das Format der logischen Formen des Antwortextraktionssystem ExtrAns. ExtrAns
vermag zu zeigen, dass der gegenwärtige Stand der Forschung in Computerlinguistik die Verwendung
linguistischer Analyse realer Texte zur Auffindung der eine Frage beantwortenden Passagen erlaubt.
ExtrAns verwendet eine Abfolge von Modulen um sowohl den Quelltext (UNIX manpages) als auch die
Benutzeranfragen zu bearbeiten. Die wichtigsten Module umfassen Parsing, Disambiguierung,
Anaphernresolution und die Generierung einer logischen Form (letztere von uns entwickelt). Als
Verarbeitungsergebnis erhalten wir Minimale logische Formeln (MLFs) in Hornklausellogik. MLFs sind
existentiell geschlossene Konjunktionen atomarer Formeln, welche nur die minimal für die
Antwortextraktion benötigte Information enthalten, sogar für was normalerweise als universelle
Quantifikation, Implikation oder propositionaler Inhalt dargestellt wird. Um dies zu bewerstelligen
verwenden wir Reifikation von Objekten, Eventualitäten und Eigenschaften. Ein Hauptmerkmal der
MLFs ist, dass sie nicht alle im Text vorhandenen, sondern nur die für ExtrAns benötigte Information
enthalten. Alles andere wird unterspezifiziert gelassen, kann aber jederzeit ergänzt werden, ohne dass
Information in den MLFs modifiziert oder gelöscht werden müsste. Dies erlaubt die Verwendung von
Inferenztechniken, die auf der Monotonie der logischen Form aufbauen, um die Antwort auf eine Frage
zu finden.
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Zusammenfassung
Wir beschreiben das Format der logischen Formen des Antwortextraktionssystem ExtrAns.
ExtrAns vermag zu zeigen, dass der gegenwärtige Stand der Forschung in
Computerlinguistik die Verwendung linguistischer Analyse realer Texte zur Auffindung der
eine Frage beantwortenden Passagen erlaubt. ExtrAns verwendet eine Abfolge von
Modulen um sowohl den Quelltext (UNIX manpages) als auch die Benutzeranfragen zu
bearbeiten. Die wichtigsten Module umfassen Parsing, Disambiguierung,
Anaphernresolution und die Generierung einer logischen Form (letztere von uns
entwickelt).
Als Verarbeitungsergebnis erhalten wir Minimale logische Formeln (MLFs) in
Hornklausellogik. MLFs sind existentiell geschlossene Konjunktionen atomarer Formeln,
welche nur die minimal für die Antwortextraktion benötigte Information enthalten, sogar
für was normalerweise als universelle Quantifikation, Implikation oder propositionaler
Inhalt dargestellt wird. Um dies zu bewerstelligen verwenden wir Reifikation von Objekten,
Eventualitäten und Eigenschaften.
Ein Hauptmerkmal der MLFs ist, dass sie nicht alle im Text vorhandenen, sondern nur die
für ExtrAns benötigte Information enthalten. Alles andere wird unterspezifiziert gelassen,
kann aber jederzeit ergänzt werden, ohne dass Information in den MLFs modifiziert oder
gelöscht werden müsste. Dies erlaubt die Verwendung von Inferenztechniken, die auf der
Monotonie der logischen Form aufbauen, um die Antwort auf eine Frage zu finden.
Abstract
We describe the format of the logical forms used in ExtrAns, an Answer Extraction system.
ExtrAns has been conceived to show that the current state of the art in computational
linguistics allows the use of deep linguistic analysis to analyse real-world text and retrieve
from it those passages that directly answer a question. ExtrAns uses a chain of
interconnected modules to process the text of a set of documents (UNIX manual pages) and
the queries. Key stages in the processing are full parsing, disambiguation, anaphora
resolution, and logical form generation (the latter fully developed by us).
The result of the processing is a set of Minimal Logical Forms (MLFs) which are stored in
the shape of Horn clauses. MLFs are existentially-closed conjunctions of atomic formulae
that encode the minimal information needed to perform answer extraction on the text, even
for what would normally be represented as universally quantified statements, implications,
belief sentences, etc. In order to do so we resort to the reification of objects, eventualities,
and properties.
A key feature of the MLFs is that they do not encode all the information that is available in
the text, but only what is needed by ExtrAns. All the rest is left unspecified, but it can be
always added without having to modify nor delete the information in the MLFs. This allows
the use of inference techniques that rely on the monotonicity of the logical forms to find the
answer.
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1 Einfhrung
1.1 Informationssuche in technischen Dokumenten
Die Grosszahl der verfgbaren technischen Dokumente ist nach wie vor in
natrlicher Sprache verfasst, was beim Auffinden relevanter Dokumente oder Textstellen
grosse Probleme aufwirft und den Einsatz linguistischer Methoden nahelegt. Gerade im
technischen Bereich hat sich in den letzten Jahrzehnten eine Vervielfachung an
verfgbarem Textmaterial ergeben. Die zunehmende Komplexitt der Technik spiegelt
sich im Umfang der Dokumentation wieder. Handbcher fr grosse industrielle Anlagen
sind oft tausende, machmal zehntausende Seiten lang, was deren Handhabung fr den
menschlichen Benutzer auch dann schwer macht, wenn sie in maschinenlesbarer Form
vorliegen. Abgesehen von ihrer grossen Lnge zeichnen sich technische Dokumente
insbesondere dadurch aus, dass sie
•  sehr viele Fachbegriffe enthalten, die hufig Komposita sind.
•  nur wenig Redundanz enthalten.
•  einen engen Bereich abdecken.
•  eine technische Sprache, oft gar kontrollierte Sprache verwenden.
1.2 Traditionelle Anstze zur Fragenbeantwortung
Das Auffinden von spezifischer Information in textuellen Dokumenten ist ein
zentrales Problem der Informationswissenschaft. blicherweise werden Lsungsanstze
verfolgt, die auf den folgenden Techniken beruhen:
1.2.1 Information Retrieval
Die Suchmethoden des Information Retrieval (IR) basieren in der Regel auf
Schlsselwrtern (Salton 1983). Diese Methoden sind zwar sehr schnell, aber doch
hufig fr das Fragebeantworten ungeeignet:
•  Erstens kann dasselbe Wort verschiedene Typen von Objekten bezeichnen, wie auch
derselbe Typ von Objekt durch mehrere verschiedeneWrter bezeichnet werden
kann.
•  Zweitens liegen die Wrter selten in ihrer Grundform im Text vor, sondern hufiger
in einer flektierten Form. Die meisten IR-Verfahren verwenden zu wenig
morphologische Informationen, was u.a. zu einem Verlust an Ausbeute fhrt (viele
der relevanten Dokumente werden nicht gefunden).
•  Drittens missachtet eine Schlsselwortsuche jede Form der syntaktischen und
letztlich semantischen Zusammenhnge innerhalb eines Satzes, die in der
Wortreihenfolge, durch Kasus oder durch Funktionswrter ausgedrckt sind. Die
Vernachlssigung dieser Zusammenhnge fhrt zu einem Verlust an Przision  (viele
der gefundenen Dokumente sind nicht relevant).
•  Viertens werden nur ganze Dokumente gefunden, oft in sehr grosser Anzahl, so dass
der Schritt bis zum Auffinden der Textstelle, die die Antwort auf eine Frage enthlt,
noch zeitaufwendiges manuelles berlesen grosser Textmengen mit sich bringt.
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1.2.2 Informationsextraktion
Informationsextraktion (IE) erlaubt das effiziente Absuchen grosser Textmengen auf
präzise, vordefinierte Fragestellungen hin, die einen Sachverhalt ausdrücken (Message
Understanding Conference, http://www.muc.saic.com). Da dabei ein fixes,
datenbankähnliches Informationsraster gefüllt wird, können nur sehr eng definierte
thematische Bereiche abgedeckt werden. Für das Stellen natürlichsprachlicher Anfragen
ist dieses Verfahren daher ungeeignet.
1.2.3 Textbasiertes Fragenbeantworten
Der ideale Lösungsansatz wäre zweifellos der Einsatz von Systemen zur
automatischen Fragenbeantwortung über Texten. Die Erfahrungen bei der Entwicklung
derartiger Systeme, z.B. LILOG (Herzog 1991) haben allerdings gezeigt, dass der
Entwicklungsaufwand für derartige Systeme sehr gross ist.
1.3 Antwortextraktion
Antwortextraktion (AE) bietet einen realistischen Kompromiss zwischen den
obgenannten Ansätzen (Hess 1997, 1998). Im Unterschied zum textbasierten
Fragenbeantworten geht AE davon aus, dass man in den vorhandenen Texten oft Stellen
lokalisieren kann, welche die Antwort auf eine Frage explizit enthalten. Dieses Verfahren
ist rechnerisch durchaus beherrschbar und kann bis auf Texte von mehreren 100 MB
skaliert werden (Mollá et al. 1999a).
Im Unterschied zum IR baut AE auf einer vollständigen morphologischen und
syntaktischen Analyse auf. Auch wichtige Aspekte der Semantik wie thematische oder
terminologische Relationen werden vollautomatisch analysiert. Im Unterschied zu IE
erlaubt AE beliebige und unbeschränkte Benutzeranfragen. Die Anwendung des
Abfragesystems auf neue Bereiche bedingt nur eine neue Textsammlung und die
Aufbereitung der fachspezifischen Terminologie. Der neugeschaffene Q&A-Track der
TREC-8 (1999) zeigt, dass AE heute als wichtiger Forschungsbereich des Information
Management anerkannt ist.
2 Das Projekt ExtrAns
Das Projekt ExtrAns (Mollá et al. 1998) untersucht, ob AE in der Praxis relevante
und schnelle Ergebnisse liefern kann. Dabei stand das theoretische Konzept der AE auf
dem Prüfstand der praktischen Anwendbarkeit. Gegenwärtig wird der Bereich der UNIX
Manpages verwendet.1 Im anlaufenden Nachfolgeprojekt werden jetzt die Airbus
Aircraft Maintenance Manuals verwendet.
Die zu befragende Textsammlung (z.B. UNIX Manpages) wird offline abgearbeitet,
bevor ein Benutzer online natürlichsprachliche Anfragen (NL Query) stellt, die auf
dieselbe Weise geparst und in logische Form überführt werden.
Die Textstellen, welche die Antwort auf eine Anfrage enthalten, werden lokalisiert
und graphisch markiert ausgegeben, so z.B. für die Frage How do I remove a directory?
                                                
1 Die UNIX Manpages bilden das textorientierte online Hilfesystem des UNIX
Betriebssystems
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Abbildung 1: Antworten auf die Frage How do I remove a directory? in ExtrAns‘
Hauptfenster
ExtrAns besteht aus einer Reihe von Modulen; die wichtigsten unter ihnen sind:
·  Der Parser Link Grammar: Sleator und Temperley (1993) beschreiben den Link
Grammar Parser. Er eignet sich für das Projekt ExtrAns aufgrund seiner sehr hohen
Parsinggeschwindigkeit, seiner Robustheit und seiner mitglieferten umfassenden
englischen Grammatik, welche wir nur unwesentlich erweitern mussten. Da Link
Grammar dependenzbasiert ist, sind gewisse funktionale Informationen (wie Subjekt,
Objekt) oft einfacher als aus einer rein konfigurational orientierten Grammatiktheorie
abzuleiten (Mollá et al. 1999b)
·  Der Desambiguator: Brill und Resnik (1994) beschreiben eine Korpus-basierte
Methode zur Desambiguierung von Präpositionalphrasenanbindung, die wir für
unsere Zwecke erweitert haben. Ihr regelbasierter Ansatz bietet den Vorteil, dass
vom statistischen Modul leicht verständliche und erweiterbare linguistische Regeln
extrahiert werden.
·  Die Anaphernauflösung: Wir verwenden eine leicht modifizierte Version von Lappin
and Leass‘ (1994) syntaxbasiertem Resolutionsalgorithmus für die ebenfalls
dependenzbasierte Slot Grammar (McCord 1992).
·  Die Syntax-Semantik-Übersetzung: Die von der Link Grammar erzeugten
Syntaxstrukturen werden in eine einfache Semantikrepräsentation überführt. Da sie
das Kernstück des ganzen Systems sind, werden wir sie im Folgenden näher
erläutern.
Abbildung 2: Die Module des Antwortextraktionssystem ExtrAns
Tokeniser
Link Grammar
Pruner 
Lemmatiser
Disambiguator
Anaphora
MLF
HCL
Corpus
Knowledge Base
NL Query
UNIX Manpages
Horn clauses
Display
AE
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3 Minimale logische Formen
3.1 Anforderungen an eine Semantikrepräsentation
Unsere Erfahrungen haben gezeigt, dass eine Semantikrepräsentation für ein
praxisorientiertes System mindestens den folgenden Anforderungen genügen sollte:
·  Sie soll einfach aus der Syntaxstrukur herzuleiten sein.
·  Sie soll einfach zu verarbeiten sein.
·  Sie soll genügend ausdrucksstark sein: Die semantische Kernbedeutung (wie z.B.
funktionale Relationen) soll in ihr problemlos ausgedrückt werden können.
Die im folgenden erläuterten minimalen logischen Formen (Minimal Logical Forms,
MLF) erfüllen diese Voraussetzungen (Schwitter et al. 1999).
3.2 Flache existentiell geschlossene Formeln
Die MLFs basieren auf Hobbs‘ (1985) Vorschlag für  eine nicht-intensionale
Notation der Prädikatenlogik erster Stufe, die folgende Eigenschaften hat:
·  Die Übersetzung der Syntax in die Semantik ist naiv kompositional.
·  Die logische Form eines Satzes besteht aus einer Konjunktion einfacher Prädikate
anstelle einer eingebetteten und komplexen Formel.
·  Alle Variablen sind existentiell quantifiziert.
Eine erste vereinfachte Darstellung des Satzes cp copies files wird in dieser Notation
wie folgt dargestellt:
object(cp,x1).
evt(copy,[x1,x2]).
object(file,x2).
Unter object verstehen wir dabei alles, worauf  ein NP referieren kann, und als evt
bezeichnen wir alles, was ein Verb typischerweise beschreibt, d.h. Eventualitäten
(Zustände, Prozesse und Ereignisse).
Wir verwenden drei Prädikatstypen: object (Objekte), evt (Eventualitäten), und
zusätzlich prop (Eigenschaften). Die erste Argumentsposition kann dabei als Korrelat
des Prädikates in einer ungetypten Darstellung betrachtet werden.
3.3 Reifikation
Während sich mit dieser Darstellung sehr einfache Sachverhalte darstellen lassen,
kann man komplexere, aber in natürlichen Sprachen allgegenwärtige Phänomene wie
Adverbien, Adjektive, Tempus, Aspekt, Implikation oder Proposition nicht ausdrücken.
Adverbien beispielsweise können eine modifizierende Aussage über eine Eventualität
machen, was nur in einer logischen Notation ausgedrückt werden kann, in der auf die
Eventualität zugegriffen werden kann. Reifikation, die wir nur auf unsere getypten
Prädikate anwenden, ermöglicht diese Funktionalität.
Wir folgen dabei Davidson (1967), der vorschlägt, Eventualitäten als Individuen zu
behandeln, um die Adverbialmodifikation zu erleichtern. Im Satz cp copies files quickly
prädiziert das Adverb quickly über die ganze copy-Eventualität. Wenn man die copy-
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Eventualität als ein Individuum e1 darstellt, so kann die Adverbialmodifikation trivial
durch das Prädikat quickly(e1) ausgedrückt werden.
Zu diesem Zweck wird die Eventualität e1 als zusätzliches Argument ider evt-
Prädikation eingeführt:
evt(copy,e1,[x1,x2]).
e1 bedeutet das Konzept, dass x1 x2 kopiert. Somit lässt sich der Satz cp copies
files quickly darstellen als:
object(cp,x1).
evt(copy,e1,[x1,x2]). % Verb-Reifikation e1
object(file,x2).
quickly(e1). % Modifikation von e1
Dieses Verfahren der Reifikation bedeutet also, dass abstrakte Konzepte, welche
durch eine Prädikation beschrieben werden, konkretisiert werden. Über die so
geschaffenen Entitäten kann man quantifizieren und prädizieren, und man kann auf sie
referieren (was wir im folgenden allgemein als modifizieren bezeichnen werden). Hobbs
(1985: 62) beschreibt ein reifiziertes Konzept metaphorisch als einen Haltegriff, an dem
eine Prädikation durch eine übergeordnete Prädikation gefasst werden kann.
Ein anderer Fall, wo über Eventualitäten prädiziert wird, sind untergeordnete Sätze.
Der Satz cp refuses to copy files onto itself lässt sich beispielsweise wie folgt
darstellen:
object(cp,x1).
evt(copy,e1,[x1,x2]).   % Verb-Reifikation e1
evt(refuse,e2,[x1,e1]). % Modifikation von e1; Reifikation e2
object(file,x2).
onto(e1,x2).
Die obige Darstellung einer Objektsprädikation object(file,x2) ist noch vereinfacht, da
wir auch diese reifizieren müssen, um gewisse Arten von Adjektiven analysieren zu
können:
Während intersektive Adjektive die Extension eines Objektes modifizieren,
modifizieren nicht-intersektive Adjektive (auch opake oder intensionale Adjektive
genannt) wie former oder manche Verwendungen von new das Konzept eines Objektes.
Die Repräsentation des Satzes mkdir creates new directories ist deshalb:
object(mkdir,o1,x1).
evt(create,e1,[x1,x2]).
object(directory,o2,x2).
prop(new,o2). % new modifiziert ein Konzept
o2 bedeutet: Das Konzept, dass x2 ein Verzeichnis ist. Intersektive Adjektive (z.B.
long files) werden zum Vergleich wie folgt dargestellt:
object(file,o2,x2).
prop(long,x2).
Auch die Darstellung von Eigenschaften (prop), wie sie durch Adjektive und
Adverbien ausgedrückt werden, muss in analoger Weise erweitert werden. Das Adverb
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very modifiziert beispielsweise die Eigenschaft long in very long. Reifikation von
Eigenschaften erlaubt die Darstellung dieser Art von Modifikation.
prop(long,p1,x2).
prop(very,p2,p1).
4 Unterspezifikation und Inkrementalität
MLFs verfügen über zwei weitere Eigenschaften, die sich für die Antwortextraktion
als sinnvoll erwiesen haben.
·  Sie sind unterspezifizierbar: Auch partielle Aussagen ermöglichen das Ziehen
sinnvoller Schlussfolgerungen.
·  Sie sind inkrementell erweiterbar: Partielle Aussagen können jederzeit, je nach
Verfügbarkeit, durch spezifischere ergänzt werden, ohne dass schon vorhandene
Information überschrieben wird.
4.1 Unterspezifikation
Reifikation erlaubt auch explizite Aussagen über das Verhältnis zwischen dem
Platonischen Universum (welches alle vorstellbaren Entitäten enthält) und dem realen
(welches nur einen Ausschnitt des Platonischen enthält). Im Beispiel cp refuses to copy
a file onto itself  aus Kapitel 3.3 existiert nur die Eventualität refuse im realen
Universum, was durch ein Zusatzprädikat holds/1 ausgedrückt wird, während copy eben
nicht in der Realität, sondern bloss im platonischen Universum existiert. In der MLF
wird daher keine Aussage über den ontologischen Status der copy-Eventualität gemacht,
so dass ihr Status in Bezug auf das reale Universum unterspezifiziert bleibt:
holds(e2).          % Refuse existiert auch in der Realität.
object(cp,x1).
evt(refuse,e2,[x1,e1]).
evt(copy,e1,[x1,x2]).
object(file,x2).
onto(e1,x2).
Die Verwendung des holds/1-Prädikates wie auch Reifikation sind Methoden, welche
die Verwendung flacher und deshalb rechnerisch effizienter Strukturen erlauben. Sie
bieten den Zusatzvorteil, dass schon aufgrund unterspezifizierter Strukturen sinnvolle
Aussagen möglich sind.
Die Benutzeranfrage Which command copies files? wird genauso wie ein Satz aus
dem Textkorpus in eine MLF überführt, wobei statt Konstanten Variablen verwendet
werden:
object(command, O1,X1),
evt(copy,E1,[X1,X2]),
object(file,O2,X2).
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Der Prolog-Beweismechanismus findet drei Antworten auf diese Frage in den UNIX
manpages.
·  cp copies files.  Die direkte Antwort.
·  cp refuses to copy a file onto itself. Wir glauben, dass in einem AE-Umfeld dieser Satz
eine wichtige Zusatzantwort auf die Frage darstellt. Die Verwendung flacher
Strukturen belässt die copy-Prädikation uneingebettet, so dass sie im Satz durch
ExtrAns ebenso als relevante Textstelle gefunden und dem Benutzer angezeigt wird,
auch wenn der ontologische Status der copy-Prädikation unterspezifiziert bleibt und
die copy-Prädikation der refuse-Prädikation untergeordnet ist.
·  If the user types y, then cp copies the files. Das Antezedens if the user types y kann
gar nicht evaluiert werden. Nur dank Unterspezifikation und der Verwendung flacher
Prädikate in den MLFs wird diese Antwort gefunden. Die Verwendung einer voll
ausgebauten Inferenzmaschinerie würde hier  sogar schlechtere Ergebnisse liefern.
Obwohl mit entsprechendem Mehraufwand Tempus, Pluralität, Modalität und
Quantifikation in MLFs behandelt werden kann (siehe z.B. Hobbs (1996)), haben wir
uns entschlossen, diese Aspekte der Sprache unterspezifiziert zu lassen, da sie im
technischen Bereich der UNIX Handbücher selten relevant sind. Die Anfragen Which
command can copy files? und Which command will copy any file? sind äquivalent zur
obigen Anfrage Which command copies files? und erhalten dieselbe MLF.
Query: „Which command copies files?“
object(command,O1,X1). evt(copy,E1,[X1,X2]).
object(file,O2,X2).
Folgende Antworten werden durch Prolog-Unifikation bewiesen, also die
Variablen können erfolgreich gebunden werden:
Answer1: „cp copies files“
holds(e2). object(cp,o1,x1). evt(copy,e2,[x1,x2]).
object(file,o2,x2).           % LogForm
object(command,o3,x1).        % from domain knowledge
Answer2: „cp refuses to copy a file onto itself“
holds(e1). object(cp,o1,x1). evt(copy,e2,[x1,x2]).
object(file,o2,x2). evt(refuse,e1,[x1,e2]).
onto(e2,x2).                  % LogForm
object(command,o3,x1).        % from domain knowledge
Answer3: „If the user types y, then cp copies the files“
if(e1,e2). object(cp,o1,x1). evt(copy,e2,[x1,x2]).
object(file,o2,x2). object(user,o3,x3).
evt(type,e1,[x3,x4]). object(y,04,x4).  % LogForm
object(command,o3,x1).        % from domain knowledge
Abbildung 3: Auffinden der Antworten durch Prolog-Unifikation
fi
nd
et
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4.2 Inkrementalität
Obwohl Tempus, Pluralität, Modalität und Quantifikation in ExtrAns zuzeit nicht
modelliert werden, sind entsprechende Erweiterungen in der Form zusätzlicher Aussagen
über das Verhältnis zwischen dem platonischen und dem realen Universum möglich. Der
Satz cp can copy files könnte wie folgt dargestellt werden:
object(cp,o1,x1).
evt(copy,e2,[x1,x2]).
object(file,o2,x2).
possible(e2).
Ohne dass schon gemachte Aussagen revidiert werden müssen, können so
inkrementell zusätzliche Aussagen zu den bestehenden hinzugefügt werden.
Ein weiteres Beispiel stellen Nominalkomposita dar. Sie sind in mindestens
zweifacher Weise mehrdeutig. Erstens ist die Klammerung unklar. Soll z.B. computer
design system als ((computer design) system) oder als (computer (design system))
gemeint sein? Zweitens sind die funktionalen Relationen zwischen den beteiligten
Nomina unklar. Ist computer design system Entwurf durch, mit, von oder wegen eines
Computers? Sehr häufig könnte nur extensives Weltwissen zur Desambiguierung
beitragen. Wo dieses Wissen nicht vorhanden ist, kann man aber oft auch mit der
unterspezifizierten Information sinnvoll arbeiten. Computer design system wird in
ExtrAns in eine MLF überführt, die nur aussagt, welche Teilsegmente vorliegen und dass
es sich um ein Kompositum handelt:
object(computer,o1,x1).
object(design,o2,x2).
object(system,o3,x3).
nominal_compound(i1,o1,o2,o3).
Wenn ExtrAns zu einem späteren Zeitpunkt zusätzliche Information erhält, welche
dieses Nominalkompositum (teilweise) desambiguiert, so kann man diese jederzeit
inkrementell hinzufügen, ohne dass die unterspezifizierte Teilinformation geändert
werden müsste. Die Information nimmt also nur monoton zu. Folgendes Prädikat sagt
beispielsweise in Ergänzung zu obigem Beispiel aus, dass der computer das Agens für
das design ist.
agent(x1,x2).
Präpositionen schliesslich werden in ExtrAns homomorph von der Syntax in die
Semantik übernommen. Das Prädikat on/2 in the train arrives on track 12 on Monday ist
beispielsweise mehrdeutig zwischen einer lokalen Lesart (on track 12) und einer
temporalen Lesart (on Monday), was in der MLF des Satzes zunächst unterspezifiziert
bleibt:
object(train,o1,x1).
object(track_12,o2,x2). object(monday,o3,x3).
evt(arrive, e1,[x1]).
on(e1,x2). on(e1,x3).
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Sobald verfügbar, kann zusätzliche Informationen aber inkrementell hinzugefügt
werden:
location(e1,x2).    % lokale Lesart für track_12
time(e1,x3).    % temporale Lesart für monday
5 Schlussfolgerungen
Wir haben das Format und die Funktionsweise der Minimalen logischen Formeln
(MLF) vorgestellt und ihre Eignung für die Antwortextraktion illustriert. Wir haben
gezeigt, wie sich mit MLFs einerseits semantisch komplexe Modifikationen durch
Reifikation ausdrücken lassen, und wie andererseits die Information, die sie enthalten,
jederzeit inkrementell erweitert werden kann.
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