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Abstract
We consider the non-degenerate second-order parabolic partial differential equa-
tions of non-divergence form with bounded measurable coefficients (not necessary con-
tinuous). Under some assumptions it is known that the fundamental solution to the
equations exists uniquely, has the Gaussian bounds and is locally Ho¨lder continuous.
In the present paper, we concern the Gaussian bounds and the lower bound of the
index of the Ho¨lder continuity with respect to the initial point. We use the pinned dif-
fusion processes for the probabilistic representation of the fundamental solutions and
apply the coupling method to obtain the regularity of them. Under some assumptions
weaker than the Ho¨lder continuity of the coefficients, we obtain the Gaussian bounds
and the (1− ε)-Ho¨lder continuity of the fundamental solution in the initial point.
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Key words: parabolic partial differential equation, diffusion, fundamental solution,
Ho¨lder continuous, Gaussian estimate, stochastic differential equation, coupling method.
1 Introduction and main result
Let a(t, x) = (aij(t, x)) be a symmetric d× d-matrix-valued bounded measurable function
on [0,∞) × Rd which is uniformly positive definite i.e.
(1.1) Λ−1I ≤ a(t, x) ≤ ΛI
where Λ is a positive constant and I is the unit matrix. Let b(t, x) = (bi(t, x)) be an R
d-
valued bounded measurable function on [0,∞)×Rd, and c(t, x) be a bounded measurable
function on [0,∞) × Rd. Consider the following parabolic partial differential equation:
(1.2)


∂
∂t
u(t, x) =
1
2
d∑
i,j=1
aij(t, x)
∂2
∂xi∂xj
u(t, x) +
d∑
i=1
bi(t, x)
∂
∂xi
u(t, x) + c(t, x)u(t, x)
u(0, x) = f(x)
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Generally, the equation (1.2) does not have the uniqueness of the solution. We will assume
the continuity of a in spatial component uniformly in t, and it implies the uniqueness of
the week solution (see [25].) In the present paper, we always consider the cases that the
uniqueness of the weak solution holds. Denote
Ltf(x) :=
1
2
d∑
i,j=1
aij(t, x)
∂2
∂xi∂xj
f(x) +
d∑
i=1
bi(t, x)
∂
∂xi
f(x) + c(t, x)f(x), f ∈ C2b (Rd),
and the fundamental solution to (1.2) by p(s, x; t, y), i.e. p(s, x; t, y) is a measurable
function defined for s, t ∈ [0,∞) such that s < t, and x, y ∈ Rd, which satisfies
∂
∂t
∫
Rd
f(y)p(s, ·; t, y)dy = Lt
(∫
Rd
f(y)p(s, ·; t, y)dy
)
lim
r↓s
∫
Rd
f(y)p(s, ·; r, y)dy = f
for s, t ∈ [0,∞) such that s < t, and a continuous function f with a compact support. In
the present paper, we consider the existence and the regularity of p(0, x; t, y).
The problem on the regularity of the fundamental solutions to the parabolic partial
differential equations with bounded measurable coefficients has the long history. The
parabolic equations of the divergence form is more investigated than that of the non-
divergence form, because the variational method is applicable to them. The Ho¨lder conti-
nuity of the fundamental solution to ∂tu = ∇·a∇u for a matrix-valued bounded measurable
function a with the ellipticity condition Λ−1I ≤ a ≤ ΛI was originally obtained by De
Giorgi [6] and Nash [19] independently. Precisely speaking, in the results the α-Ho¨lder con-
tinuity of the fundamental solution with some positive number α ∈ (0, 1] is obtained. The
index α depends on many constants appeared in the Harnack inequality and so on. These
results have been extended to the case of more general equations: ∂tu = ∇·a∇u+b·∇u−cu
where b, c are bounded measurable (see [1] or [24].) The equations with unbounded coef-
ficients are also studied (see e.g. [18], [20] and [21].) An analogy to the case of a type of
nonlocal generators ( the associated stochastic processes are called stable-like processes) is
given by Chen and Kumagai [4]. In the results above, the index of the Ho¨lder continuity
of the fundamental solution depends on many constants appeared in the estimates, and
it is difficult to calculate the exact value of the index. Moreover, even the lower bound of
the index is difficult to be obtained.
The fundamental solutions to the parabolic equations of the non-divergence form with
low-regular coefficients have been studied mainly in the case of Ho¨lder continuous coef-
ficients. One of the most powerful tools for the problem is Le´vi’s method, and it yields
the existence, the uniqueness and the Ho¨lder continuity of the fundamental solution (see
[9], [15] and Chapter I of [20].) Furthermore, an a priori estimate (so-called Schauder’s
estimate) is known for the solutions, and the twice continuous differentiability in x of
the fundamental solution p(s, x; t, y) to (1.2) is obtained (see e.g. [15], [13], [2] and [3].)
We remark that all coefficients a, b, c need to be Ho¨lder continuous to apply Schauder’s
estimate. However, even in the case that a is the unit matrix, when b is not continuous,
we cannot expect the continuous differentiability of the fundamental solution (see Remark
5.2 of Chapter 6 in [11].)
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In the present paper, we consider the Gaussian estimate and the lower bound of the
index for the Ho¨lder continuity in x of the fundamental solution p(s, x; t, y) to (1.2) by
probabilistic approach.
Now we give the assumptions. Let B(x,R) be the open ball in Rd centered at x with
radius R for x ∈ Rd and R > 0. We assume
(1.3)
d∑
i,j=1
sup
t∈[0,∞)
∫
Rd
∣∣∣∣ ∂∂xj aij(s, x)
∣∣∣∣
θ
e−m|x|dx ≤M
where the derivatives are in the weak sense, θ is a constant in [d,∞) ∩ (2,∞), m and M
are nonnegative constants. We also assume that the continuity of a in spatial component
uniformly in t, i.e. for any R > 0 there exists a continuous and nondecreasing function ρR
on [0,∞) such that ρR(0) = 0 and
(1.4) sup
t∈[0,∞)
sup
i,j
|aij(t, x)− aij(t, y)| ≤ ρR(|x− y|), x, y ∈ B(0;R).
We remark that under the assumptions (1.1) and (1.4), the concerned equation (1.2) is well-
posed (see Chapter 7 in [25].), and for fixed s ∈ [0,∞) the fundamental solution p(s, ·; t, ·)
exists for almost all t ∈ (s,∞) (see Theorem 9.1.9 in [25].) However, the fundamental
solution does not always exist for all t ∈ (s,∞) under the assumptions (1.1) and (1.4)
without (1.3) (see [8].) We remark that under the assumptions (1.1), (1.3) and (1.4),
neither existence of the fundamental solutions nor examples that the fundamental solution
does not exist are known. In the case that a does not depend on time t, the fundamental
solution exists for all t (see Theorem 9.2.6 in [25].) We also remark that (1.3) and (1.4)
do not imply the local Ho¨lder continuity of a in the spatial component.
Let pX(s, x; t, y) be the fundamental solution to the parabolic equation
∂
∂t
u(t, x) =
1
2
d∑
i,j=1
aij(t, x)
∂2
∂xi∂xj
u(t, x)
and let
(1.5) LXt =
1
2
d∑
i,j=1
aij(t, x)
∂2
∂xi∂xj
.
Let {a(n)(t, x)} be a sequence of symmetric d × d-matrix-valued bounded measurable
functions in C0,∞b ([0,∞) × Rd) such that a(n)(t, x) converges to a(t, x) for each (t, x) ∈
[0,∞)×Rd. We also assume that (1.1), (1.3) and (1.4) hold for a(n) instead of a, with the
same constants m, M , θ, R, ρR and Λ. Denote the fundamental solution to the parabolic
equation associated with the generator
1
2
d∑
i,j=1
a
(n)
ij (t, x)
∂2
∂xi∂xj
by pX,(n). We assume the uniform Gaussian estimate for the fundamental solutions to
pX,(n), i.e. there exist positive constants γ−G , γ
+
G , C
−
G and C
+
G such that
(1.6)
C−G
(t− s) d2
exp
(
−γ
−
G |x− y|2
t− s
)
≤ pX,(n)(s, x; t, y) ≤ C
+
G
(t− s) d2
exp
(
−γ
+
G |x− y|2
t− s
)
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for s, t ∈ [0,∞) such that s < t, x, y ∈ Rd, and n ∈ N. Gaussian estimates for the
fundamental solutions to parabolic equations of divergence forms have been well investi-
gated (see [1], [12], [20] and [21].) However, not many results are known in the case of
non-divergence forms. A sufficient condition for the Gaussian estimate by means of Dini’s
continuity condition is obtained by Porper and E`˘ıdel’man (see Theorem 19 in [21]). The
result includes the case of Ho¨lder continuous coefficients. We remark that two-sided esti-
mates similar to Gaussian estimate for the equations with general coefficients are obtained
in [7].
Now we state the main theorem of this paper.
Theorem 1.1. Assume (1.1), (1.3), (1.4) and (1.6). Then, there exist constants C1, C2,
γ1 and γ2 depending on d, γ
−
G , γ
+
G , C
−
G , C
+
G , m, M , θ, Λ, ‖b‖∞ and ‖c‖∞ such that
C1e
−C1(t−s)
(t− s) d2
exp
(
−γ1|x− y|
2
t− s
)
≤ p(s, x; t, y) ≤ C2e
C2(t−s)
(t− s) d2
exp
(
−γ2|x− y|
2
t− s
)
for s, t ∈ [0,∞) such that s < t, and x, y ∈ Rd. Moreover, for any R > 0 and sufficiently
small ε > 0, there exists a constant C depending on d, ε, γ−G , γ
+
G , C
−
G , C
+
G , m, M , θ, R,
ρR, Λ, ‖b‖∞ and ‖c‖∞ such that
|p(0, x; t, y) − p(0, z; t, y)| ≤ Ct−d/2−1eCt|x− z|1−ε
for t ∈ (0,∞), x, z ∈ B(0;R/2) and y ∈ Rd.
The first assertion of Theorem 1.1 is the Gaussian estimate for p. The advantage of
the result is obtaining the Gaussian estimate of the fundamental solution to the parabolic
equation of non-divergence form without the continuity of b and c. Such a result seems
difficult to be obtained from Le´vi’s method. The second assertion of Theorem 1.1 implies
that p(0, x; t, y) is (1 − ε)-Ho¨lder continuous in x, and this is a clear lower bound. The
approach in this paper is mainly probabilistic. The key method to prove Theorem 1.1
is the coupling method introduced by Lindvall and Rogers [17]. This method enables us
to discuss the Ho¨lder continuity of p(0, x; t, y) in x from the oscillation of the diffusion
processes without the regularity of the coefficients.
If a is uniformly continuous in the spatial component, our proof below follows without
restriction on x, z and the following corollary holds.
Corollary 1.2. Assume (1.1), (1.3), (1.6) and there exists a continuous and nondecreas-
ing function ρ on [0,∞) such that ρ(0) = 0 and
sup
t∈[0,∞)
sup
i,j
|aij(t, x)− aij(t, y)| ≤ ρ(|x− y|), x, y ∈ Rd.
Then, for sufficiently small ε > 0, there exists a constant C such that
|p(0, x; t, y) − p(0, z; s, y)| ≤ Ct−d/2−1eCt|x− z|1−ε
for t ∈ (0,∞) and x, y, z ∈ Rd.
The assumption (1.6) may seem strict. However, as mentioned above, Porper and
E`˘ıdel’man obtained the Gaussian estimate for the parabolic equations with coefficients
which satisfy a version of Dini’s continuity condition (see Theorem 19 in [21]). From this
sufficient condition and Theorem 1.1, we have the following corollary.
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Corollary 1.3. Assume (1.1), (1.3), and there exists a continuous and nondecreasing
function ρ on [0,∞) such that ρ(0) = 0,∫ 1
0
1
r2
(∫ r2
0
ρ(r1)
r1
dr1
)
dr2 <∞,(1.7)
sup
t∈[0,∞)
sup
i,j
|aij(t, x)− aij(t, y)| ≤ ρ(|x− y|), x, y ∈ Rd.(1.8)
Then, for sufficiently small ε > 0, there exists a constant C such that
|p(0, x; t, y) − p(0, z; s, y)| ≤ Ct−d/2−1eCt|x− z|1−ε
for t ∈ (0,∞) and x, y, z ∈ Rd.
We remark that; for α ∈ (0, 1] and a positive constant C, ρ(r) = Crα satisfies (1.7).
Furthermore, ρ(r) = Cmin{1, (− log r)−α} satisfies (1.7) for α ∈ (2,∞). We also remark
that the continuity of b and c are not assumed in Corollary 1.3.
The organization of the paper is as follows.
In Section 2, we prepare the probabilistic representation of the fundamental solution of
(1.2). It should be remarked that we consider the case that a is smooth in Section 2-4, and
the general case is concerned only in Section 5. The representation enable us to consider
the Ho¨lder continuity of the fundamental solution by a probabilistic way, and actuary in
Sections 4 we prove the constant appeared in the Ho¨lder continuity of p(0, x; t, y) in x
depends only on the suitable constants. The representation is obtained by the Feynman-
Kac formula and the Girsanov transformation, and in the end of this section p(s, x; t, y) is
represented by the functional of the pinned diffusion process.
In Section 3, we prepare some estimates. The target of this section is Lemma 3.5, which
is on the integrability of a functional of the pinned diffusion process. Generally speaking,
it is much harder to see the integrability with respect to conditional probability measures
than the original probability measure. In our case, conditioning generates singularity and
this fact makes the estimate difficult. To overcome the difficulty we prepare Lemma 3.1,
which is an estimate of the derivative of p(s, x; t, y). The proof of this lemma is analytic,
and (1.3) is assumed for the lemma. In this section, we also have the Gaussian estimate
for p(s, x; t, y).
In Section 4 we prove that the constant appeared in the (1 − ε)-Ho¨lder continuity of
p(0, x; t, y) in x depends only on the suitable constants. This section is the main part of
our argument. To show it, we apply the coupling method to diffusion processes. By virtue
of the coupling method, the continuity problem of the fundamental solution is reduced
to the problem of the local behavior of the pinned diffusion processes. To see the local
behavior, (1.4) is needed. Finally by showing an estimate of the coupling time, we obtain
the (1−ε)-Ho¨lder continuity of p(0, x; t, y) in x and the suitable dependence of the constant
appeared in the Ho¨lder continuity.
In Section 5, we consider the case of general a and prove Theorem 1.1. The approach
is only approximating a by smooth ones and using the result obtained in Section 4.
Throughout this paper, we denote the inner product in the Euclidean space Rd by 〈·, ·〉
and all random variables are considered on a probability space (Ω,F , P ). We denote the
expectation of random variables by E[ · ] and the expectation on the event A ∈ F (i.e.∫
A · dP ) by E[ · ;A]. We denote the smooth functions with bounded derivatives on S by
C∞b (S) and the smooth functions on S with compact supports by C
∞
0 (S).
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2 Probabilistic representation of the fundamental solution
In this section, we assume that aij(t, x) ∈ C0,∞b ([0,∞) × Rd). Define a d × d-matrix-
valued function σ(t, x) by the square root of a(t, x). Then, (1.1) implies that σij(t, x) ∈
C0,∞b ([0,∞) × Rd), a(t, x) = σ(t, x)σ(t, x)T and
(2.1) sup
t∈[0,∞)
sup
i,j
|σij(t, x) − σij(t, y)| ≤ CρR(|x− y|), x, y ∈ B(0;R),
where C is a constant depending on Λ. Note that (1.1) implies
Λ−1/2I ≤ σ(t, x) ≤ Λ1/2I.
Consider the stochastic differential equation:
(2.2)
{
dXxt = σ(t,X
x
t )dBt
Xx0 = x.
Lipschitz continuity of σ implies that the existence of the solution and the pathwise unique-
ness hold for (2.2). Let (Ft) be the σ-field generated by (Bs; s ∈ [0, t]). Then, the pathwise
uniqueness implies that the solution Xxt is Ft-measurable. All stopping times appearing
in this paper are associated with (Ft). We remark that the generator of (X
x
t ) is given
by (1.5), and therefore the transition probability density of of (Xxt ) coincides with the
fundamental solution pX of the parabolic equation generated by (LXt ). The smoothness
of σ implies the smoothness of pX(s, x; t, y) on (0,∞)×Rd× (0,∞)×Rd (see e.g. [14] for
the probabilistic proof, or [16] for the analytic proof).
There is a relation between the fundamental solution and the generator, as follows.
Since pX is smooth, by the definition of pX we have
(2.3)
∂
∂t
pX(s, x; t, y) = [LXt p
X(s, · ; t, y)](x)
for s, t ∈ [0,∞) such that s < t, and x, y ∈ Rd. Let (LXt )∗ be the dual operator of LXt on
L2(Rd). Define TXs,t and (T
X
s,t)
∗ by the semigroup generated by LXt and (LXt )∗, respectively.
Since ∫
Rd
φ(x)(TXs,tψ)(x)dx =
∫
Rd
ψ(x)
[
(TXs,t)
∗φ
]
(x)dx,
we have∫
Rd
φ(x)
(∫
Rd
ψ(y)pX(s, x; t, y)dy
)
dx =
∫
Rd
ψ(x)
(∫
Rd
φ(y)(pX )∗(s, x; t, y)dy
)
dx
where (pX)∗(s, x; t, y) is the fundamental solution associated with (LXt )∗. Hence, it holds
that
pX(s, x; t, y) = (pX)∗(s, y; t, x)
for s, t ∈ (0,∞) such that s < t, and x, y ∈ Rd. Differentiating both sides of this equation
with respect to t, we obtain
(2.4)
[
LXt p
X(s, · ; t, y)] (x) = [(LXt )∗(pX)∗(s, · ; t, x)] (y) = [(LXt )∗pX(s, x; t, · )] (y)
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for s, t ∈ [0,∞) such that s < t, and x, y ∈ Rd. By the Chapman-Kolmogorov equation,
it holds that for s, t, u ∈ [0,∞) such that u < s < t, and x, y ∈ Rd
pX(u, x; t, y) =
∫
Rd
pX(u, x; s, ξ)pX (s, ξ; t, y)dξ.
Differentiating both sides of this equation with respect to s, we have
0 =
∫
Rd
(
∂
∂s
pX(u, x; s, ξ)
)
pX(s, ξ; t, y)dξ +
∫
Rd
pX(u, x; s, ξ)
(
∂
∂s
pX(s, ξ; t, y)
)
dξ
for s, u ∈ [0,∞) such that u < s, and x, y ∈ Rd. Since (2.3) and (2.4) imply
∂
∂s
pX(u, x; s, ξ) = [LXs p
X(u, · ; s, ξ)](x) = [(LXs )∗pX(u, x; s, · )] (ξ),
we have for s, t, u ∈ [0,∞) such that u < s < t, and x, y ∈ Rd∫
Rd
pX(u, x; s, ξ)
(
∂
∂s
pX(s, ξ; t, y)
)
dξ = −
∫
Rd
[
(LXs )
∗pX(u, x; s, · )] (ξ)pX(s, ξ; t, y)dξ
= −
∫
Rd
pX(u, x; s, ξ)
[
LXs p
X(s, · ; t, y)] (ξ)dξ.
Noting that pX(u, x; s, ξ) converges to δx(ξ) as u ↑ s in the sense of Schwartz distributions,
we obtain
(2.5)
∂
∂s
pX(s, x; t, y) = − [LXs pX(s, · ; t, y)] (x)
for s, t ∈ (0,∞) such that s < t, and x, y ∈ Rd.
Next we study the probabilistic representation of p(s, x; t, y) by pX(s, x; t, y). By the
Feynman-Kac formula (see e.g. Proposition 3.10 of Chapter VIII in [23]) and the Gir-
sanov transformation (see e.g. Theorem 4.2 of Chapter IV in [10]), we have the following
representation of u(t, x) by Xxt .
(2.6)
u(t, x) = E
[
f(Xxt ) exp
(∫ t
0
〈bσ(s,Xxs ), dBs〉
−1
2
∫ t
0
|bσ(s,Xxs )|2ds+
∫ t
0
c(s,Xxs )ds
)]
where bσ(t, x) := σ(t, x)
−1b(t, x). For s ≤ t and x ∈ Rd let
E(s, t;Xx) := exp
(∫ t
s
〈bσ(u,Xxu ), dBu〉 −
1
2
∫ t
s
|bσ(u,Xxu )|2du+
∫ t
s
c(u,Xxu )du
)
.
Then, by the definition of the fundamental solution and (2.6), we obtain the probabilistic
representation of the fundamental solution:
(2.7) p(0, x; t, y) = pX(0, x; t, y)EX
x
t =y [E(0, t;Xx)]
where PX
x
t =y is the conditional probability measure of P on Xxt = y and E
Xxt =y[ · ] is the
expectation with respect to PX
x
t =y. Hence, to see the regularity of p(0, x; t, y) in x, it is
7
sufficient to see the regularity of the function x 7→ pX(0, x; t, y)EXxt =y [E(0, t;Xx)]. We
prove Theorem 1.1 by studying the regularity of the function. The definition of E implies
(2.8) E(0, t;Xx)− E(τ ∧ t, t;Xx) = E(τ ∧ t, t;Xx) (E(0, τ ∧ t;Xx)− 1)
for any stopping time τ and t ∈ [0,∞), and by Itoˆ’s formula we have
(2.9)
E(s, t;Xx)− 1
=
∫ t
s
E(s, u;Xx)〈bσ(u,Xxu ), dBu〉+
∫ t
s
E(s, u;Xx)c(u,Xxu )du
for s, t ∈ [0,∞) such that s ≤ t. We use these equations in the proof.
Now we consider the diffusion process Xx pinned at y at time t. Let s, t ∈ [0,∞) such
that s < t, x, y ∈ Rd and ε > 0. By the Markov property of X, we have for A ∈ Fs
P (A ∩ {Xxt ∈ B(y; ε)}) =
∫
B(y;ε)
(∫
Rd
pX(s, ξ; t, ξ′)P (A ∩ {Xxs ∈ dξ})
)
dξ′.
Hence, we obtain
(2.10) PX
x
t =y (A) =
1
pX(0, x; t, y)
∫
Rd
pX(s, ξ; t, y)P (A ∩ {Xxs ∈ dξ})
for s, t ∈ (0,∞) such that s < t, A ∈ Fs and x, y ∈ Rd. This formula enables us to see
the generator of the pinned diffusion process. By Itoˆ’s formula, (2.5) and (2.10) we have
for f ∈ C2b (Rd), s, t ∈ [0,∞) such that s < t, and x, y ∈ Rd,
pX(0, x; t, y)EX
x
t =y [f(Xxs )]− pX(0, x; t, y)f(x)
= E
[
f(Xxs )p
X(s,Xxs ; t, y)
]− E [f(Xx0 )pX(0,Xx0 ; t, y)]
= E
[∫ s
0
(LXu f)(X
x
u)p
X(u,Xxu ; t, y)du
]
+ E
[∫ s
0
f(Xxu)
(
∂
∂u
pX(u, ξ; t, y)
)∣∣∣∣
ξ=Xxu
du
]
+ E
[∫ s
0
f(Xxu)
(
LXu p
X(u, · ; t, y)) (Xxu)du
]
+
1
2
E
[∫ s
0
〈
σ(u,Xxu )
T∇f(Xxu), σ(u,Xxu )T
(∇pX(u, · ; t, y)) (Xxu )〉 du
]
= pX(0, x; t, y)
∫ s
0
EX
x
t =y
[
(LXu f)(X
x
u)
]
du
+
1
2
pX(0, x; t, y)
∫ s
0
EX
x
t =y
[〈
∇f(Xxu), a(u,Xxu )
(∇pX(u, · ; t, y)) (Xxu )
pX(u,Xxu ; t, y)
〉]
du.
Hence, the generator of X pinned at y at time t is
1
2
d∑
i,j=1
aij(s, x)
∂2
∂xi∂xj
+
〈
1
2
a(s, x)
∇pX(s, · ; t, y)(x)
pX(s, x; t, y)
,∇
〉
for s ∈ [0, t) and x ∈ Rd. Of course, the pinned Brownian motion is an example of pinned
diffusion processes (see Example 8.5 of Chapter IV in [10]).
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3 Estimates
In this section we prepare some estimates for the proof of the main theorem. Assume that
a is smooth and set the notation as in Section 2.
Lemma 3.1. Let t ∈ (0,∞) and φ be a nonnegative continuous function on (0, t) × Rd
such that φ(·, x) ∈ W 1,1loc ((0, t), ds) for x ∈ Rd and φ(s, ·) ∈ W 1,2loc (Rd, dx) for s ∈ (0, t).
Then, for s1, s2 ∈ (0, t) such that s1 ≤ s2∫ s2
s1
∫
Rd
〈
a(u, ξ)∇ξpX(u, ξ; t, y),∇ξpX(u, ξ; t, y)
〉
pX(u, ξ; t, y)2
φ(u, ξ)dξdu
≤ C(1 + | log(t− s1)|)
∫
Rd
φ(s1, ξ)dξ + C(t− s1)−1
∫
Rd
|y − ξ|2φ(s1, ξ)dξ
+ C(1 + | log(t− s2)|)
∫
Rd
φ(s2, ξ)dξ + C(t− s2)−1
∫
Rd
|y − ξ|2φ(s2, ξ)dξ
+ C
∫ s2
s1
∫
Rd
φ(u, ξ)dξdu + C
∫ s2
s1
∫
suppφ
|∇ξφ(u, ξ)|2
φ(u, ξ)
dξdu
+ C
∫ s2
s1
(1 + | log(t− u)|)
∫
Rd
∣∣∣∣ ∂∂uφ(u, ξ)
∣∣∣∣ dξdu
+ C
∫ s2
s1
(t− u)−1
∫
Rd
|y − ξ|2
∣∣∣∣ ∂∂uφ(u, ξ)
∣∣∣∣ dξdu
+ C
d∑
i,j=1
∫ t
0
∫
Rd
∣∣∣∣ ∂∂ξj aij(u, ξ)
∣∣∣∣
2
φ(u, ξ)dξdu
where C is a constant depending on d, γ−G , γ
+
G , C
−
G , C
+
G , and Λ, and suppφ is the support
of φ.
Remark 3.2. If φ is a continuous function on Rd, the Lebesgue measure of suppφ \ {x ∈
R
d; φ(x) > 0} is zero.
Proof of Lemma 3.1. It is sufficient to show the case that φ ∈ C∞0 ([0, t]×Rd), because
the general case is obtained by approximation. Let u ∈ (0, t). By the Leibniz rule, we
have
(3.1)
∂
∂u
∫
Rd
(
log pX(u, ξ; t, y)
)
φ(u, ξ)dξ
=
∫
Rd
∂
∂up
X(u, ξ; t, y)
pX(u, ξ; t, y)
φ(u, ξ)dξ +
∫
Rd
(
log pX(u, ξ; t, y)
) ∂
∂u
φ(u, ξ)dξ.
The equality (2.5) and the integration by parts imply
∫
Rd
∂
∂up
X(u, ξ; t, y)
pX(u, ξ; t, y)
φ(u, ξ)dξ
= −1
2
d∑
i,j=1
∫
Rd
aij(u, ξ)
∂2
∂ξi∂ξj
pX(u, ξ; t, y)
pX(u, ξ; t, y)
φ(u, ξ)dξ
= −1
2
d∑
i,j=1
∫
Rd
∂
∂ξi
(
aij(u, ξ)
∂
∂ξj
pX(u, ξ; t, y)
)
pX(u, ξ; t, y)
φ(u, ξ)dξ
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+
1
2
d∑
i,j=1
∫
Rd
(
∂
∂ξi
aij(u, ξ)
)
∂
∂ξj
pX(u, ξ; t, y)
pX(u, ξ; t, y)
φ(u, ξ)dξ
= −1
2
∫
Rd
〈
a(u, ξ)∇ξpX(u, ξ; t, y),∇ξpX(u, ξ; t, y)
〉
pX(u, ξ; t, y)2
φ(u, ξ)dξ
+
1
2
∫
Rd
〈
a(u, ξ)∇ξpX(u, ξ; t, y)
pX(u, ξ; t, y)
,∇ξφ(u, ξ)
〉
dξ
+
1
2
d∑
i,j=1
∫
Rd
(
∂
∂ξi
aij(u, ξ)
)
∂
∂ξj
pX(u, ξ; t, y)
pX(u, ξ; t, y)
φ(u, ξ)dξ.
Hence, by (3.1) we have
∂
∂u
∫
Rd
(
log pX(u, ξ; t, y)
)
φ(u, ξ)dξ
= −1
2
∫
Rd
〈
a(u, ξ)∇ξpX(u, ξ; t, y),∇ξpX(u, ξ; t, y)
〉
pX(u, ξ; t, y)2
φ(u, ξ)dξ
+
1
2
∫
Rd
〈
a(u, ξ)∇ξpX(u, ξ; t, y)
pX(u, ξ; t, y)
,∇ξφ(u, ξ)
〉
dξ
+
1
2
d∑
i,j=1
∫
Rd
(
∂
∂ξi
aij(u, ξ)
)
∂
∂ξj
pX(u, ξ; t, y)
pX(u, ξ; t, y)
φ(u, ξ)dξ
+
∫
Rd
(
log pX(u, ξ; t, y)
) ∂
∂u
φ(u, ξ)dξ.
Integrating the both sides from s1 to s2 with respect to u, we obtain
(3.2)
1
2
∫ s2
s1
∫
Rd
〈
a(u, ξ)∇ξpX(u, ξ; t, y),∇ξpX(u, ξ; t, y)
〉
pX(u, ξ; t, y)2
φ(u, ξ)dξdu
=
∫
Rd
(
log pX(s1, ξ; t, y)
)
φ(s1, ξ)dξ −
∫
Rd
(
log pX(s2, ξ; t, y)
)
φ(s2, ξ)dξ
+
1
2
∫ s2
s1
∫
Rd
〈
a(u, ξ)∇ξpX(u, ξ; t, y)
pX(u, ξ; t, y)
,∇ξφ(u, ξ)
〉
dξdu
+
1
2
d∑
i,j=1
∫ s2
s1
∫
Rd
(
∂
∂ξi
aij(u, ξ)
)
∂
∂ξj
pX(u, ξ; t, y)
pX(u, ξ; t, y)
φ(u, ξ)dξdu
+
∫ s2
s1
∫
Rd
(
log pX(u, ξ; t, y)
) ∂
∂u
φ(u, ξ)dξdu.
Now we consider the estimates of the terms in the right-hand side of this equation. By
(1.6) we have for s ∈ (0, t)∣∣∣∣
∫
Rd
(
log pX(s, ξ; t, y)
)
φ(s, ξ)dξ
∣∣∣∣
≤
∫
Rd
(
| logC+G |+ | logC−G |+
d
2
| log(t− s)|+ γ
−
G |y − ξ|2
t− s
)
φ(s, ξ)dξ.
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Hence, there exists a constant C depending on d, γ−G , γ
+
G , C
−
G , C
+
G , and Λ such that for
s ∈ (0, t)
(3.3)
∣∣∣∣
∫
Rd
(
log pX(s, ξ; t, y)
)
φ(s, ξ)dξ
∣∣∣∣
≤ C(1 + | log(t− s)|)
∫
Rd
φ(s, ξ)dξ + C(t− s)−1
∫
Rd
|y − ξ|2φ(s, ξ)dξ.
The third term of the right-hand side of (3.2) is estimated as follows:
(3.4)
1
2
∣∣∣∣
∫ s2
s1
∫
Rd
〈
a(u, ξ)∇zpX(u, ξ; t, y)
pX(u, ξ; t, y)
,∇ξφ(u, ξ)
〉
dξdu
∣∣∣∣
≤ 1
8
∫ s2
s1
∫
Rd
〈
a(u, ξ)∇ξpX(u, ξ; t, y),∇ξpX(u, ξ; t, y)
〉
pX(u, ξ; t, y)2
φ(u, ξ)dξdu
+8
∫ s2
s1
∫
suppφ
〈a(u, ξ)∇ξφ(u, ξ),∇ξφ(u, ξ)〉
φ(u, ξ)
dξdu.
To estimate the fourth term of the right-hand side of (3.2), deduce
1
2
∣∣∣∣∣∣
d∑
i,j=1
∫ s2
s1
∫
Rd
(
∂
∂ξi
aij(u, ξ)
)
∂
∂ξj
pX(u, ξ; t, y)
pX(u, ξ; t, y)
φ(u, ξ)dξdu
∣∣∣∣∣∣
≤ 1
8Λ
d∑
j=1
∫ s2
s1
∫
Rd
∣∣∣ ∂∂ξj pX(u, ξ; t, y)
∣∣∣2
pX(u, ξ; t, y)2
φ(u, ξ)dξdu
+ 8dΛ
d∑
i,j=1
∫ s2
s1
∫
Rd
∣∣∣∣ ∂∂ξj aij(u, ξ)
∣∣∣∣
2
φ(u, ξ)dξdu.
Hence, by (1.1) we have
(3.5)
1
2
∣∣∣∣∣∣
d∑
i,j=1
∫ s2
s1
∫
Rd
(
∂
∂ξi
aij(t, ξ)
)
∂
∂ξj
pX(u, ξ; t, y)
pX(u, ξ; t, y)
φ(u, ξ)dξdu
∣∣∣∣∣∣
≤ 1
8
∫ s2
s1
∫
Rd
〈
a(u, ξ)∇ξpX(u, ξ; t, y),∇ξpX(u, ξ; t, y)
〉
pX(u, ξ; t, y)2
φ(u, ξ)dξdu
+C
d∑
i,j=1
∫ s2
s1
∫
Rd
∣∣∣∣ ∂∂ξj aij(u, ξ)
∣∣∣∣
2
φ(u, ξ)dξdu
where C depending on d, γ−G , γ
+
G , C
−
G , C
+
G and Λ. By using (1.6), we calculate the final
term of the right-hand side of (3.2) as follows:∣∣∣∣
∫ s2
s1
∫
Rd
(
log pX(u, ξ; t, y)
) ∂
∂u
φ(u, ξ)dξdu
∣∣∣∣
≤
∫ s2
s1
∫
Rd
(
| logC+G |+ | logC−G |+
d
2
| log(t− u)|+ γ
−
G |y − ξ|2
t− u
) ∣∣∣∣ ∂∂uφ(u, ξ)
∣∣∣∣ dξdu.
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Hence, there exists a constant C depending on d, γ−G , γ
+
G , C
−
G , C
+
G and Λ such that
(3.6)
∣∣∣∣
∫
Rd
(
log pX(s, ξ; t, y)
)
φ(s1, ξ)dξ
∣∣∣∣
≤ C
∫ s2
s1
(1 + | log(t− u)|)
∫
Rd
∣∣∣∣ ∂∂uφ(u, ξ)
∣∣∣∣ dξdu
+C
∫ s2
s1
(t− u)−1
∫
Rd
|y − ξ|2
∣∣∣∣ ∂∂uφ(u, ξ)
∣∣∣∣ dξdu.
Therefore, by (3.2), (3.3), (3.4), (3.5) and (3.6) we obtain the assertion.
Lemma 3.3. Let τ1, τ2 be stopping times such that 0 ≤ τ1 ≤ τ2 almost surely. It holds
that for any q ∈ R
E [E(t ∧ τ1, t ∧ τ2;Xx)q] ≤ eC(1+q2)t, t > 0, x, y ∈ Rd,
where C is a constant depending on d, Λ, ‖b‖∞ and ‖c‖∞.
Proof. Since for t ∈ [0,∞)
E(t ∧ τ1, t ∧ τ2;Xx)
= exp
(∫ t∧τ2
t∧τ1
〈bσ(u,Xxu ), dBu〉 −
1
2
∫ t∧τ2
t∧τ1
|bσ(u,Xxu )|2du+
∫ t∧τ2
t∧τ1
c(u,Xxu )du
)
= exp
(∫ t∧τ2
0
〈bσ (s,Xxu ) , dBu〉 −
q
16
∫ t∧τ2
0
|bσ(u,Xxu )|2du
)
× exp
(
−
∫ t∧τ1
0
〈bσ (s,Xxu) , dBu〉 −
q
16
∫ t∧τ1
0
|bσ(u,Xxu )|2du
)
× exp
(
q
16
∫ t∧τ2
0
|bσ(u,Xxu )|2du+
q
16
∫ t∧τ1
0
|bσ(u,Xxu )|2du+
∫ t∧τ2
t∧τ1
c(u,Xxu )du
)
,
by Ho¨lder’s inequality we have
(3.7)
E [E(s ∧ τ1, s ∧ τ2;Xx)q]
≤ e(‖c‖∞+‖bσ‖2∞)(1+q2)t
×E
[
exp
(
2q
∫ t∧τ2
0
〈bσ (u,Xxu) , dBu〉 −
q2
8
∫ t∧τ2
0
|bσ(u,Xxu )|2du
)]1/2
×E
[
exp
(
−2q
∫ t∧τ1
0
〈bσ (u,Xxu ) , dBu〉 −
q2
8
∫ t∧τ1
0
|bσ(u,Xxu )|2du
)]1/2
.
On the other hand, Doob’s optimal sampling theorem (see Theorem 6.1 of Chapter I in
[10]) and Theorem 5.2 of Chapter III in [10] imply that
exp
(
−2q
∫ s∧τ1
0
〈bσ (u,Xxu ) , dBu〉 −
q2
8
∫ s∧τ1
0
|bσ(u,Xxu )|2du
)
and
exp
(
2q
∫ s∧τ2
0
〈bσ (u,Xxu ) , dBu〉 −
q2
8
∫ s∧τ2
0
|bσ(u,Xxu )|2du
)
are supermartingales in s. These imply that
E
[
exp
(
−2q
∫ t∧τ1
0
〈bσ (u,Xxu ) , dBu〉 −
q2
8
∫ t∧τ1
0
|bσ(u,Xxu )|2du
)]
≤ 1,
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and
E
[
exp
(
2q
∫ t∧τ2
0
〈bσ (u,Xxu ) , dBu〉 −
q2
8
∫ t∧τ2
0
|bσ(u,Xxu )|2du
)]
≤ 1.
Therefore, from (3.7) we obtain the desired estimate.
Lemma 3.4. Let τ1, τ2 be stopping times such that 0 ≤ τ1 ≤ τ2 ≤ t almost surely. It holds
that
pX(0, x; t, y)EX
x
t =y
[∫ t
0
E(u ∧ τ1, u ∧ τ2;Xx)qdu
]
≤ Ct−d/2+1−εeC(1+q2)t exp
(
−γ|x− y|
2
t
)
for t ∈ (0,∞), x, y ∈ Rd, q ∈ R and sufficiently small ε > 0, where C and γ are positive
constants depending on d, ε, γ+G , C
+
G , Λ, ‖b‖∞ and ‖c‖∞.
Proof. In view of Fubini’s theorem and (2.10), it is sufficient to show that there exist
positive constants C and γ depending on d, ε, γ+G , C
+
G , Λ, ‖b‖∞ and ‖c‖∞, such that
(3.8)
∫ t
0
E
[E(u ∧ τ1, u ∧ τ2;Xx)qpX(u,Xu; t, y)] du
≤ Ct−d/2+1−εeC(1+q2)t exp
(
−γ|x− y|
2
t
)
for t ∈ (0,∞) and x, y ∈ Rd. By (1.6) and Ho¨lder’s inequality we have∫ t
0
E
[E(u ∧ τ1, u ∧ τ2;Xx)qpX(u,Xu; t, y)] du
≤ C+G
∫ t
0
E
[
E(u ∧ τ1, u ∧ τ2;Xx)q(t− u)−
d
2 exp
(
−γ
+
G |Xu − y|2
t− u
)]
du
≤ C+G
(∫ t
0
E
[
E(u ∧ τ1, u ∧ τ2;Xx)(d+ε)q/ε
]
du
) ε
d+ε
×
(∫ t
0
E
[
(t− u)−(d+ε)/2 exp
(
−(d+ ε)γ
+
G |Xxu − y|2
d(t− u)
)]
du
) d
d+ε
.
Hence, in view of Lemma 3.3, to show (3.8) it is sufficient to prove that
(3.9)
∫ t
0
E
[
(t− u)−(d+ε)/2 exp
(
−(d+ ε)γ
+
G |Xxu − y|2
d(t− u)
)]
du
≤ Ct−(d+ε)/2+1 exp
(
−γ |x− y|
2
t
)
for t ∈ (0,∞) and x, y ∈ Rd, where C and γ are constants depending on d, ε, γ+G , C+G , Λ,
‖b‖∞ and ‖c‖∞.
Let γ˜ := (1 + ε/d)γ+G . By (1.6) again, we have for u ∈ (0, t)
E
[
(t− u)−d/2 exp
(
− γ˜|X
x
u − y|2
t− u
)]
≤ C+Gu−d/2(t− u)−d/2
∫
Rd
exp
(
− γ˜|ξ − y|
2
t− u
)
exp
(
−γ
+
G |ξ − x|2
u
)
dξ
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= C+Gu
−d/2(t− u)−d/2 exp
(
− γ
+
G γ˜
uγ˜ + (t− u)γ+G
|x− y|2
)
×
∫
Rd
exp
(
−uγ˜ + (t− u)γ
+
G
u(t− u)
∣∣∣∣ξ − γ+G(t− u)x+ γ˜uyuγ˜ + (t− u)γ+G
∣∣∣∣
2
)
dξ
= (2pi)d/2C+G
(
uγ˜ + (t− u)γ+G
)−d/2
exp
(
− γ
+
G γ˜
uγ˜ + (t− u)γ+G
|x− y|2
)
≤ (2pi)d/2C+Gγ+G
−d/2
t−d/2 exp
(
−γ
+
G |x− y|2
t
)
.
Hence, there exists a positive constant C depending on d, γ+G , C
+
G , Λ, ‖b‖∞ and ‖c‖∞,
such that
E
[
(t− u)−d/2 exp
(
− γ˜|X
x
u − y|2
t− u
)]
≤ Ct−d/2 exp
(
−γ
+
G |x− y|2
t
)
, u ∈ (0, t).
Thus, we obtain (3.9).
Lemma 3.5. Let t ∈ (0,∞) and τ1, τ2 be stopping times such that 0 ≤ τ1 ≤ τ2 ≤ t almost
surely. Then, it holds that
pX(0, x; t, y)EX
x
t =y [E(s ∧ τ1, s ∧ τ2;Xx)q]
≤ Ct−d/2eC(1+q2)t exp
(
−γ|x− y|
2
t
)
for t ∈ (0,∞), x, y ∈ Rd, q ∈ R and s ∈ [0, t), where C and γ are positive constants
depending on d, γ−G , γ
+
G , C
−
G , C
+
G , m, M , θ, Λ, ‖b‖∞ and ‖c‖∞.
Proof. Let s1, s2 ∈ (0, t) such that s1 ≤ s2. In view of (2.9), by (2.10) and Itoˆ’s formula
we have
pX(0, x; t, y)EX
x
t =y [E((s ∧ τ1) ∨ s1, (s ∧ τ2) ∧ s2;Xx)q]
= E
[
pX(s2,X
x
s2 ; t, y)E((s ∧ τ1) ∨ s1, (s ∧ τ2) ∧ s2;Xx)q
]
= pX(0, x; t, y) + E
[∫ (s∧τ2)∧s2
(s∧τ1)∨s1
(
∂
∂u
pX(u, ξ; t, y)
)∣∣∣∣
ξ=Xxu
E((s ∧ τ1) ∨ s1, u;Xx)qdu
]
+ E
[∫ (s∧τ2)∧s2
(s∧τ1)∨s1
(LXu p
X(u, · ; t, y))(Xxu )E((s ∧ τ1) ∨ s1, u;Xx)qdu
]
+
q
2
E
[∫ (s∧τ2)∧s2
(s∧τ1)∨s1
E((s ∧ τ1) ∨ s1, u;Xx)q
×
〈
σ(u,Xxu )
T ∇zpX(u, z; t, y)
∣∣
z=Xxu
, bσ(u,X
x
u )
〉
du
]
+
q2
2
E
[∫ (s∧τ2)∧s2
(s∧τ1)∨s1
pX(u,Xxu ; t, y)E((s ∧ τ1) ∨ s1, u;Xx)q|bσ(u,Xxu )|2du
]
+ qE
[∫ (s∧τ2)∧s2
(s∧τ1)∨s1
pX(u,Xxu ; t, y)E((s ∧ τ1) ∨ s1, u;Xx)qc(u,Xxu )du
]
.
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Hence, by (2.5) we obtain
pX(0, x; t, y)EX
x
t =y [E((s ∧ τ1) ∨ s1, (s ∧ τ2) ∧ s2;Xx)q]
= pX(0, x; t, y)
+
q
2
E
[∫ (s∧τ2)∧s2
(s∧τ1)∨s1
E((s ∧ τ1) ∨ s1, u;Xx)q
×
〈
σ(u,Xxu )
T ∇zpX(u, z; t, y)
∣∣
z=Xxu
, bσ(u,X
x
u )
〉
du
]
+
q2
2
E
[∫ (s∧τ2)∧s2
(s∧τ1)∨s1
pX(u,Xxu ; t, y)E((s ∧ τ1) ∨ s1, u;Xx)q|bσ(u,Xxu )|2du
]
+ qE
[∫ (s∧τ2)∧s2
(s∧τ1)∨s1
pX(u,Xxu ; t, y)E((s ∧ τ1) ∨ s1, u;Xx)qc(u,Xxu )du
]
.
In view of the boundedness of det σ, b and c, the desired estimate is obtained, once we
show the following estimates
E
[∫ s2
s1
E(u ∧ [(s ∧ τ1) ∨ s1], u;Xx)qpX(u,Xxu ; t, y)du
]
≤ Ct−d/2+1−εeC(1+q2)t exp
(
−γ |x− y|
2
t
)(3.10)
E
[∫ s2
s1
E(u ∧ [(s ∧ τ1) ∨ s1], u;Xx)q
∣∣∣∇ξpX(u, ξ; t, y)∣∣ξ=Xxu
∣∣∣ du]
≤ Ct−d/2+(1−ε)/2eC(1+q2)t exp
(
−γ|x− y|
2
t
)(3.11)
for sufficiently small ε > 0, where C and γ are positive constants depending on d, ε, γ−G ,
γ+G , C
−
G , C
+
G , m, M , θ, Λ, ‖b‖∞ and ‖c‖∞. The first estimate (3.10) follows, because by
(2.10) and Lemma 3.4 we have
E
[∫ s2
s1
E(u ∧ [(s ∧ τ1) ∨ s1], u;Xx)qpX(u,Xxu ; t, y)du
]
= pX(0, x; t, y)EX
x
t =y
[∫ s2
s1
E(u ∧ [(s ∧ τ1) ∨ s1], u;Xx)qdu
]
≤ Ct−d/2+1−εeC(1+q2)t exp
(
−γ |x− y|
2
t
)
where C and γ are positive constants depending on d, ε, γ+G , C
+
G , Λ, ‖b‖∞ and ‖c‖∞. Now
we show (3.11). By (2.10) and Ho¨lder’s inequality we have
E
[∫ s2
s1
E(u ∧ [(s ∧ τ1) ∨ s1], u;Xx)q
∣∣∣∇ξpX(u, ξ; t, y)∣∣ξ=Xxu
∣∣∣ du]
= pX(0, x; t, y)EX
x
t =y

∫ s2
s1
E(u ∧ [(s ∧ τ1) ∨ s1], u;Xx)q
∣∣∣∇ξpX(u, ξ; t, y)∣∣ξ=Xxu
∣∣∣
pX(u,Xxu ; t, y)
du


≤ pX(0, x; t, y)
(∫ s2
s1
EX
x
t =y
[
E(u ∧ [(s ∧ τ1) ∨ s1], u;Xx)2q/(1−2ε)
]
du
)1/2−ε
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×
(∫ s2
s1
[u(t− u)]−1/2du
)ε∫ s2
s1
[u(t− u)]εEXxt =y




∣∣∣∇ξpX(u, ξ; t, y)∣∣ξ=Xxu
∣∣∣
pX(u,Xxu ; t, y)


2

 du


1/2
.
Lemma 3.4 and (1.6) imply
E
[∫ s2
s1
E(u ∧ [(s ∧ τ1) ∨ s1], u;Xx)q
∣∣∣∇ξpX(u, ξ; t, y)∣∣ξ=Xxu
∣∣∣ du]
≤ Ct−d/4+1/2−εeC(1+q2)t exp
(
−γ |x− y|
2
t
)
×

pX(0, x; t, y)∫ s2
s1
[u(t− u)]εEXxt =y




∣∣∣∇ξpX(u, ξ; t, y)∣∣ξ=Xxu
∣∣∣
pX(u,Xxu ; t, y)


2

 du


1/2
where C and γ are positive constants depending on d, ε, γ+G , C
+
G , Λ, ‖b‖∞ and ‖c‖∞.
Hence, to show (3.11) it is sufficient to prove
(3.12)
pX(0, x; t, y)
∫ t
0
[u(t− u)]ε/2EXxt =y




∣∣∣∇ξpX(u, ξ; t, y)∣∣ξ=Xxu
∣∣∣
pX(u,Xxu ; t, y)


2

 du
≤ C
(
t−d/2+ε + t−d/2+ε| log t|
)
where C is a constant depending on d, ε, γ−G , γ
+
G , C
−
G , C
+
G , m,M , θ and Λ. The expression
(2.10) implies
pX(0, x; t, y)
∫ t
0
[u(t− u)]ε/2EXxt =y




∣∣∣∇ξpX(u, ξ; t, y)∣∣ξ=Xxu
∣∣∣
pX(u,Xxu ; t, y)


2

 du
=
∫ t
0
[u(t− u)]ε/2E




∣∣∣∇ξpX(u, ξ; t, y)∣∣ξ=Xxu
∣∣∣
pX(u,Xxu ; t, y)


2
pX(u,Xxu ; t, y)

 du
=
∫ t
0
[u(t− u)]ε/2
∫
Rd
(∣∣∇ξpX(u, ξ; t, y)∣∣
pX(u, ξ; t, y)
)2
pX(u, ξ; t, y)pX(0, x;u, ξ)dξdu
By (1.6) we have
(3.13)
pX(0, x; t, y)
∫ t
0
[u(t− u)]ε/2EXxt =y




∣∣∣∇ξpX(u, ξ; t, y)∣∣ξ=Xxu
∣∣∣
pX(u,Xxu ; t, y)


2

 du
≤ (C+G)2
∫ t
0
∫
Rd
(∣∣∇ξpX(u, ξ; t, y)∣∣
pX(u, ξ; t, y)
)2
×[u(t− u)]−(d−ε)/2 exp
[
−γ+G
( |ξ − x|2
u
+
|y − ξ|2
t− u
)]
dξdu.
For fixed t, x and y, let
φ(u, ξ) := [u(t− u)]−(d−ε)/2 exp
[
−γ+G
( |ξ − x|2
u
+
|y − ξ|2
t− u
)]
.
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Denote the surface area of the unit sphere in Rd by ωd if d ≥ 2. In the case d = 1, let
ωd = 2. Explicit calculation implies∫ t
0
(∫
Rd
e2m|ξ|/(θ−2)φ(u, ξ)θ/(θ−2)dξ
)(θ−2)/θ
du
=
∫ t
0
[u(t− u)]−(d−ε)/2
×
(∫
Rd
e2m|ξ|/(θ−2) exp
[
− γ
+
Gθ
θ − 2
( |ξ − x|2
u
+
|y − ξ|2
t− u
)]
dξ
)(θ−2)/θ
du
= exp
(
−γ
+
G |x− y|2
t
)∫ t
0
[u(t− u)]−(d−ε)/2
×
(∫
Rd
e2m|ξ|/(θ−2) exp
[
− γ
+
Gθt
(θ − 2)u(t− u)
∣∣∣∣ξ − (t− u)x+ uyt
∣∣∣∣
2
]
dξ
)(θ−2)/θ
du.
Hence, noting that for µ1 ∈ [0,∞), µ2 ∈ (0,∞) and ν ∈ Rd∫
Rd
eµ1|ξ| exp
(
−µ2 |ξ − ν|2
)
dξ
=
∫
Rd
eµ1|ξ+ν| exp
(
−µ2 |ξ|2
)
dξ
≤ eµ1|ν|
∫
Rd
exp
(
µ1|ξ| − µ2 |ξ|2
)
dξ
= ωde
µ1|ν|
∫
(0,∞)
rd−1 exp
(
µ1r − µ2r2
)
dr
= ωdµ
−d/2
2 e
µ1|ν|
∫
(0,∞)
rd−1 exp
(
µ1√
µ2
r − r2
)
dr
= ωdµ
−d/2
2
∫ 1+µ1/√µ2
0
rd−1 exp
(
µ1√
µ2
r − r2
)
dr
+ ωdµ
−d/2
2
∫ ∞
1+µ1/
√
µ2
rd−1 exp
(
µ1√
µ2
r − r2
)
dr
≤ ωdµ
−d/2
2
d
(
1 +
µ1√
µ2
)d
exp
[
µ1√
µ2
(
1 +
µ1√
µ2
)]
+ ωdµ
−d/2
2
∫ ∞
1+µ1/
√
µ2
rd−1e−rdr
≤ Cµ−d/22 exp
[
C
µ1√
µ2
(
1 +
µ1√
µ2
)]
where C is a constant depending on d, we have
∫ t
0
(∫
Rd
e2m|ξ|/(θ−2)φ(u, ξ)θ/(θ−2)dξ
)(θ−2)/θ
du
≤ C1t−d/2+d/θ exp
(
−γ
+
G |x− y|2
t
)∫ t
0
[u(t− u)]−d/θ+ε/2
× exp
[
C1
√
u
(
1− u
t
)(
1 +
√
u
(
1− u
t
))]
du
≤ C2t−d/2+d/θeC2t
∫ t
0
[u(t− u)]−d/θ+ε/2du
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≤ C3t−d/2+1−d/θ+ε/2eC2t
where C1, C2, C3 are constants depending on d, ε, γ
+
G , m and θ. Hence, by Ho¨lder’s
inequality and (1.3) we have
d∑
i,j=1
∫ s2
s1
∫
Rd
∣∣∣∣ ∂∂ξj aij(u, ξ)
∣∣∣∣
2
φ(u, ξ)dξdu
≤
∫ t
0
(∫
Rd
e2m|ξ|/(θ−2)φ(u, ξ)θ/(θ−2)dξ
)(θ−2)/θ
du
×
d∑
i,j=1
(
sup
u∈[0,t]
∫
Rd
∣∣∣∣ ∂∂ξj aij(u, ξ)
∣∣∣∣
θ
e−m|ξ|dξ
)2/θ
≤ Ct−d/2+1−d/θ+ε/2eCt
where C is a constant depending on d, ε, γ+G , m, M and θ. On the other hand, by explicit
calculation we have
lim
s↓0
(1 + | log(t− s)|)
∫
Rd
φ(s, ξ)dξ = 0,
lim
s↓0
(t− s)−1
∫
Rd
|y − ξ|2φ(s, ξ)dξ = 0,
lim
s↑t
(1 + | log(t− s)|)
∫
Rd
φ(s, ξ)dξ = 0,
lim
s↑t
(t− s)−1
∫
Rd
|y − ξ|2φ(s, ξ)dξ = 0,
∫ t
0
∫
Rd
|∇ξφ(u, ξ)|2
φ(u, ξ)
dξdu ≤ Ct−d/2+ε,∫ t
0
(1 + | log(t− u)|)
∫
Rd
∣∣∣∣ ∂∂uφ(u, ξ)
∣∣∣∣ dξdu ≤ Ct−d/2+ε| log t|∫ t
0
(t− u)−1
∫
Rd
|y − ξ|2
∣∣∣∣ ∂∂uφ(u, ξ)
∣∣∣∣ dξdu ≤ Ct−d/2+ε,
where C is a constant depending on d, ε and γ+G . In view of these results, applying Lemma
3.1 to (3.13), we obtain (3.12).
From Lemma 3.5 we can easily show the Gaussian estimate for p with the constants
depending on the suitable constants.
Proposition 3.6. It holds that
C1e
−C1(t−s)
(t− s) d2
exp
(
−γ1|x− y|
2
t− s
)
≤ p(s, x; t, y) ≤ C2e
C2(t−s)
(t− s) d2
exp
(
−γ2|x− y|
2
t− s
)
for s, t ∈ [0,∞) such that s < t, and x, y ∈ Rd, where γ1, γ2, C1 and C2 are positive
constants depending on d, γ−G , γ
+
G , C
−
G , C
+
G , m, M , θ, Λ, ‖b‖∞ and ‖c‖∞.
Proof. Since all the argument follows even if a, b and c are replaced by a(·− s, ·), b(·− s, ·)
and c(· − s, ·) respectively, it is sufficient to show that there exist positive constants γ1,
γ2, C1 and C2 depending on d, m, M , θ, Λ, ‖b‖∞ and ‖c‖∞
(3.14) C1t
−d/2e−C1t exp
(
−γ1|x− y|
2
t
)
≤ p(0, x; t, y) ≤ C2t−d/2eC2t exp
(
−γ2|x− y|
2
t
)
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for t ∈ (0,∞) and x, y ∈ Rd. The upper estimate in (3.14) follows immediately from (2.7)
and Lemma 3.5.
Now we prove the lower estimate in (3.14). From Ho¨lder’s inequality, it follows that
1 ≤ EXxt =y [E(s ∧ τ1, s ∧ τ2;Xx)−1]EXxt =y [E(s ∧ τ1, s ∧ τ2;Xx)] .
Hence, by Lemma 3.5 we have
pX(0, x; t, y)EX
x
t =y [E(s ∧ τ1, s ∧ τ2;Xx)]
≥ p
X(0, x; t, y)2
pX(0, x; t, y)EX
x
t =y [E(s ∧ τ1, s ∧ τ2;Xx)−1]
≥ Ctd/2e−C′tpX(0, x; t, y)2,
where C and C ′ are positive constants depending on d, m, M , θ, Λ, ‖b‖∞ and ‖c‖∞. This
inequality, (2.7) and (1.6) imply the lower bound in (3.14).
4 The regularity of p(0, x; t, y) in x
Assume that a is smooth and set the notation as in Section 2. In this section, we prove
the Ho¨lder continuity of p(0, x; t, y) in x, and the constant depends only on suitable ones.
The precise statement is as follows.
Proposition 4.1. For any R > 0 and sufficiently small ε > 0, there exists a constant C
depending on d, ε, γ−G , γ
+
G , C
−
G , C
+
G , m, M , θ, R, ρR, Λ, ‖b‖∞ and ‖c‖∞ such that
|p(0, x; t, y) − p(0, z; t, y)| ≤ Ct−d/2−1eCt|x− z|1−ε
for t ∈ (0,∞), x, z ∈ B(0;R/2) and y ∈ Rd.
We use the coupling method (see e.g. [17], [5]). Let x, z ∈ Rd. According to (Xx, B)
defined by (2.2), we consider the stochastic process Zzt defined by
(4.1)


Zzt = z +
∫ t∧τ
0
σ(s, Zzs )dB˜s +
∫ t
t∧τ
σ(s, Zzs )dBs
B˜t =
∫ t∧τ
0
(
I − 2(σ(s, Z
z
s )
−1(Xxs − Zzs ))⊗ (σ(s, Zzs )−1(Xxs − Zzs ))
|σ(s, Zzs )−1(Xxs − Zzs )|2
)
dBs
where τ is the stopping time defined by τ := inf{t ≥ 0;Xxt = Zzt }. By the Lipschitz
continuity of σ, (Zz(t), B˜(t); t ∈ [0, τ)) are determined almost surely and uniquely (see
Theorem 6 of Chapter V in [22]). Let
Ht := I −
2
[
σ(t, Zzt )
−1(Xxt − Zzt )
]⊗ [σ(t, Zzt )−1(Xxt − Zzt )]
|σ(t, Zzt )−1(Xxt − Zzt )|2
for t ∈ [0, τ). Then, Ht is an orthogonal matrix for all t ∈ [0, τ), and hence B˜t is a d-
dimensional Brownian motion for t ∈ [0, τ). Hence, (Zz(t), B˜(t); t ∈ [0, τ)) are extended to
(Zz(t), B˜(t); t ∈ [0, τ ]) almost surely and uniquely. By the Lipschitz continuity of σ again,
(4.1) is solved almost surely and uniquely for t ∈ [τ,∞). Thus, we obtain (Zz(t); t ∈ [0,∞))
almost surely and uniquely. From this fact we have that Zzt is Ft-measurable for t ∈ [0,∞).
Hence, if x = z, Xx and Zz has the same law. Moreover, Xxt = Z
z
t for t ∈ [τ,∞) almost
surely.
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Lemma 4.2. For R > 0 and sufficiently small ε > 0, there exist positive constants C and
c0 depending on d, ε, R, ρR and Λ such that
(4.2) E[t ∧ τ ] ≤ C(1 + t2)|x− z|1−ε
for t ∈ [0,∞) and x, z ∈ B(0;R/2) such that |x− z| ≤ c0.
Proof. Let R > 0 and x, z ∈ B(0;R/2). Define
ξt := X
x
t − Zzt , αt := σ(t,Xxt )− σ(t, Zzt )Ht.
Then, by Itoˆ’s formula we have for t ∈ [0, τ)
(4.3) d(|ξt|) =
〈
ξt
|ξt| , αtdBt
〉
+
1
2|ξt|
(
tr(αtα
T
t )−
|αTt ξt|2
|ξt|2
)
dt
where tr(A) is the trace of the matrix A. Now we follow the argument in Section 3 of [17].
Since
αt = σ(t,X
x
t )− σ(t, Zzt ) +
2ξt ⊗ (σ(t, Zzt )−1ξt)
|σ(t, Zzt )−1ξt|2
= σ(t,Xxt )− σ(t, Zzt ) +
2ξtξ
T
t (σ(t, Z
z
t )
−1)T
|σ(t, Zzt )−1ξt|2
,
it holds that
tr(αtα
T
t )−
|αTt ξt|2
|ξt|2
= tr
(
[σ(t,Xxt )− σ(t, Zzt )][σ(t,Xxt )− σ(t, Zzt )]T
)−
∣∣[σ(t,Xxt )− σ(t, Zzt )]T ξt∣∣2
|ξt|2 .
Hence, in view of (2.1), there exists a positive constant γ1 depending on d and Λ such that
(4.4)
∣∣∣∣tr(αtαTt )− |αTt ξt|2|ξt|2
∣∣∣∣ ≤ γ1ρR(|ξt|), t ∈ [0, τ) such that Xxt , Zzt ∈ B(0;R),
On the other hand, following the argument in Section 3 of [17], we have a positive constant
γ2 depending on d and Λ such that
(4.5)
|αTt ξt|
|ξt| ≥ γ
−1
2 for t ∈ [0, τ) such that |σ(t,Xxt )− σ(t, Zzt )| ≤ 2Λ−1.
Note that if ρR(|ξt|) ≤ 2Λ−1 and Xxt , Zzt ∈ B(0;R), then |σ(t,Xxt )−σ(t, Zzt )| ≤ 2Λ−1. Let
γ := γ1 ∨ γ2. Define stopping times τn by τn := inf{t > 0; |Xxt − Zzt | ≤ 1/n} for n ∈ N.
For given ε > 0, let
τ˜ := τ ∧ inf
{
t ∈ [0,∞); ρR(|ξt|) > ε
2γ3
∧ 2Λ−1, Xxt 6∈ B(0;R) or Zzt 6∈ B(0;R)
}
τ˜n := τn ∧ inf
{
t ∈ [0,∞); ρR(|ξt|) > ε
2γ3
∧ 2Λ−1, Xxt 6∈ B(0;R) or Zzt 6∈ B(0;R)
}
for n ∈ N. Then, it holds that τ˜n ↑ τ˜ almost surely as n → ∞. By Itoˆ’s formula, (4.3),
(4.4) and (4.5), we have for t ∈ [0,∞)
E
[|ξt∧τ˜n |1−ε]
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= |x− z|1−ε + (1− ε)E
[∫ t∧τ˜n
0
|ξs|−ε 1
2|ξs|
(
tr(αsα
T
s )−
|αTs ξs|2
|ξs|2
)
ds
]
− ε(1− ε)
2
E
[∫ t∧τ˜n
0
|ξs|−1−ε |α
T
s ξs|2
|ξs|2 ds
]
≤ |x− z|1−ε + (1− ε)γ
2
E
[∫ t∧τ˜n
0
|ξs|−1−ερR(|ξs|)ds
]
− ε(1− ε)
2γ2
E
[∫ t∧τ˜n
0
|ξs|−1−εds
]
≤ |x− z|1−ε + ε(1− ε)
4γ2
E
[∫ t∧τ˜n
0
|ξs|−1−εds
]
− ε(1− ε)
2γ2
E
[∫ t∧τ˜n
0
|ξs|−1−εds
]
≤ |x− z|1−ε − ε(1− ε)
4γ2
E
[∫ t∧τ˜n
0
|ξs|−1−εds
]
≤ |x− z|1−ε − ε(1− ε)
23+εγ2R1+ε
E [t ∧ τ˜n] .
Hence, it holds that
(4.6) E [t ∧ τ˜ ] ≤ C|x− z|1−ε for t ∈ [0,∞)
where C is a constant depending on d, ε, R and Λ.
Now we consider the estimate of the expectation of τ by using that of τ˜ . To simplify
the notation, let
δ0 :=
1
3
ρ−1R
(
ε
2γ3
∧ 2Λ−1
)
.
Since
|ξt| > 3δ0 =⇒ |Xxt − x| > δ0, |Zzt − z| > δ0, or |x− z| > δ0,
Xxt 6∈ B(0;R) or Zzt 6∈ B(0;R) =⇒ |Xxt − x| >
R
2
or |Zzt − z| >
R
2
we have for x, z ∈ B(0;R/2) such that |x− z| ≤ δ0,
(4.7)
P (τ ≥ t) ≤ P (τ˜ ≥ t) + P
(
sup
s∈[0,t]
|Xxs − x| > δ0 ∧
R
2
)
+P
(
sup
s∈[0,t]
|Zzs − z| > δ0 ∧
R
2
)
.
Let η = x or z. By Chebyshev’s inequality and Burkholder’s inequality we have
P
(
sup
s∈[0,t]
|Xηs − η| > δ0 ∧
R
2
)
≤
(
δ0 ∧ R
2
)−2/ε
E
[
sup
s∈[0,t]
|Xηs − η|2/ε
]
≤
(
δ0 ∧ R
2
)−2/ε
E
[
sup
s∈[0,t]
∣∣∣∣
∫ s
0
σ(u,Xηu)dBu
∣∣∣∣
2/ε
]
≤
(
δ0 ∧ R
2
)−2/ε
CE



 d∑
i,j=1
∫ t
0
σij(u,X
η
u)σji(u,X
η
u)du


1/ε


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≤ d1/ε
(
δ0 ∧ R
2
)−2/ε
CΛ1/εt1/ε
where C is a constant depending on ε. Hence, there exists a constant C depending on d,
ε, R, ρR and Λ such that
(4.8) P
(
sup
s∈[0,t]
|Xηs − η| > δ0 ∧
R
2
)
≤ C|x− z|
for η = x, z and t ∈ [0, |x − z|ε]. By (4.6), (4.7) and (4.8) we have for x, z ∈ B(0;R/2)
such that |x− z| ≤ δ0, and t ∈ [0, |x − z|ε]
E[t ∧ τ ]
≤
∫ t
0
P (τ ≥ s)ds
≤
∫ t
0
P (τ˜ ≥ s)ds+ t
[
P
(
sup
s∈[0,t]
|Xxs − x| > δ0 ∧
R
2
)
+ P
(
sup
s∈[0,t]
|Xzs − z| > δ0 ∧
R
2
)]
≤ C(1 + t)|x− z|1−ε
where C is a constant depending on d, ε, R, ρR and Λ. Therefore, we obtain
(4.9) E[t ∧ τ ] ≤ C(1 + t)|x− z|1−ε
for x, z ∈ B(0;R/2) such that |x − z| ≤ δ0, and t ∈ [0, |x − z|ε]. By using Chebyshev’s
inequality, calculate E[t ∧ τ ] as
E[t ∧ τ ] =
∫ |x−z|ε
0
P (τ ≥ s)ds +
∫ t
|x−z|ε
P (τ ≥ s)ds
≤ E[|x− z|ε ∧ τ ] + tP (τ ≥ |x− z|ε)
≤ E[|x− z|ε ∧ τ ] + t|x− z|εE[τ ∧ |x− z|
ε]
≤ (1 + t|x− z|−ε)E[|x− z|ε ∧ τ ].
Thus, applying (4.9) with t = |x − z|ε and choosing another small ε, we obtain (4.2) for
all t ∈ [0,∞).
Lemma 4.3. For R > 0 and sufficiently small ε > 0, there exist positive constants C and
c0 depending on d, ε, C
+
G , R, ρR and Λ such that
pX(0, x; t, y)EX
x
t =y[t ∧ τ ] ≤ Ct−d/2(1 + t2)|x− z|1−ε
pX(0, z; t, y)EZ
z
t =y[t ∧ τ ] ≤ Ct−d/2(1 + t2)|x− z|1−ε
for t ∈ (0,∞), x, z ∈ B(0;R/2) such that |x− z| ≤ c0, and y ∈ Rd.
Proof. It holds that
(4.10) EX
x
t =y [t ∧ τ ] = EXxt =y [(t ∧ τ)I[0,t/2](τ)]+EXxt =y [(t ∧ τ)I[t/2,∞)(τ)] .
22
By (2.10) and (1.6) we have
pX(0, x; t, y)EX
x
t =y
[
(t ∧ τ)I[0,t/2](τ)
]
= E
[
(t ∧ τ)I[0,t/2](τ) pX
(
t
2
,Xxt/2; t, y
)]
≤ 2d/2C+G t−d/2E [t ∧ τ ] .
Hence, in view of Lemma 4.2, there exists positive constants C and c0 depending on d, ε,
C+G , R, ρR and Λ such that
(4.11) pX(0, x; t, y)EX
x
t =y
[
(t ∧ τ)I[0,t/2](τ)
] ≤ Ct−d/2(1 + t2)|x− z|1−ε
for x, z ∈ B(0;R/2) such that |x− z| ≤ c0 and y ∈ Rd.
On the other hand, by (2.10) and (1.6) we have
pX(0, x; t, y)EX
x
t =y
[
(t ∧ τ)I[t/2,∞)(τ)
]
≤ tpX(0, x; t, y)PXxt =y
(
τ >
t
2
)
= t
∫
Rd
pX
(
t
2
, z; t, y
)
P
(
τ >
t
2
, Xxt/2 ∈ dz
)
≤ 2d/2C+Gt−d/2+1P
(
τ >
t
2
)
.
Hence, by applying Chebyshev’s inequality we have
pX(0, x; t, y)EX
x
t =y
[
(t ∧ τ)I[t/2,∞)(τ)
] ≤ Ct−d/2E [t ∧ τ ]
where C is a constant depending on d and C+G . Thus, Lemma 4.2 implies that
(4.12) pX(0, x; t, y)EX
x
t =y
[
(t ∧ τ)I[t/2,∞)(τ)
] ≤ Ct−d/2 (1 + t2) |x− z|1−ε
for x, z ∈ B(0;R/2) such that |x−z| ≤ c0 where C and c0 are positive constants depending
on d, ε, C+G , R, ρR and Λ. Therefore, we obtain the assertion for x by (4.10), (4.11) and
(4.12). Similar argument yields the the assertion for z.
Lemma 4.4. For q ≥ 1, R > 0 and sufficiently small ε > 0, there exist positive constants
C and c0 depending on q, d, ε, R, ρR, Λ, ‖b‖∞ and ‖c‖∞, such that
E
[
sup
s∈[0,t]
|E(0, τ ∧ s;Xx)− 1|q
]
≤ CeCt|x− z|2/(q∨2)−ε,
E
[
sup
s∈[0,t]
|E(0, τ ∧ s;Zz)− 1|q
]
≤ CeCt|x− z|2/(q∨2)−ε
for t ∈ [0,∞), x, z ∈ B(0;R/2) such that |x− z| ≤ c0, and y ∈ Rd.
Proof. By (2.9) we have
E
[
sup
v∈[0,τ∧t]
|E(0, v;Xx)− 1|q
]
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= E
[
sup
v∈[0,τ∧t]
∣∣∣∣
∫ v
0
E(0, u;Xx)〈bσ(u,Xxu ), dBu〉+
∫ v
0
E(0, u;Xx)c(u,Xxu )du
∣∣∣∣
q
]
≤ CE
[
sup
v∈[0,τ∧t]
∣∣∣∣
∫ v
0
E(0, u;Xx)〈bσ(u,Xxu ), dBu〉
∣∣∣∣
q
]
+ CE
[
sup
v∈[0,τ∧t]
∣∣∣∣
∫ v
0
E(0, u;Xx)c(u,Xxu )du
∣∣∣∣
q
]
where C is a constant depending on q. The terms of the right-hand side of this inequality
are dominated as follows. By the Burkholder’s inequality and Ho¨lder’s inequality we have
E
[
sup
v∈[0,τ∧t]
∣∣∣∣
∫ v
0
E(0, u;Xx)〈bσ(u,Xxu ), dBu〉
∣∣∣∣
q
]
≤ CE
[(∫ τ∧t
0
E(0, u;Xx)2 |bσ(u,Xxu )|2 du
)q/2]
≤ CΛq‖b‖q∞t1−1/[(q/2)∨1]E
[∫ τ∧t
0
E(0, u;Xx)2[(q/2)∨1]du
]1/[(q/2)∨1]
≤ CΛq‖b‖q∞t1−2/[q∨2]E [τ ∧ t]2(1−ε)/(q∨2) E
[(∫ t
0
E(0, u;Xx)(q∨2)/εdu
)]2ε/(q∨2)
where C is a constant depending on q, and by the Ho¨lder’s inequality we have
E
[
sup
v∈[0,τ∧t]
∣∣∣∣
∫ v
0
E(0, u;Xx)c(u,Xxu )du
∣∣∣∣
q
]
≤ ‖c‖q∞t1−1/qE
[∫ τ∧t
0
E(0, u;Xx)qdu
]
≤ ‖c‖q∞t1−1/qE [τ ∧ t]1−εE
[∫ t
0
E(0, u;Xx)q/εdu
]ε
.
Thus, applying by Lemmas 3.3 and 4.2 to these inequalities and choosing another small
ε, we obtain
E
[
sup
v∈[0,τ∧t]
|E(0, v;Xx)− 1|q
]
≤ CeCt|x− z|2/(q∨2)−ε
where C is a constant depending on q, d, ε, R, ρR, Λ, ‖b‖∞ and ‖c‖∞. Similar argument
yields the same estimate for Zz.
Now we start the proof of Proposition 4.1. Let t ∈ (0,∞), x, z ∈ B(0;R/2) such that
x 6= z, y ∈ Rd and s ∈ (t/2, t). Recall that Xz and Zz have the same law. By (2.10) and
(2.8) we have∣∣∣∣pX(0, x; t, y)EXxt =y
[
E(0, s;Xx); τ ≤ t
2
]
− pX(0, z; t, y)EZzt =y
[
E(0, s;Zz); τ ≤ t
2
]∣∣∣∣
=
∣∣∣∣E
[
E(0, s;Xx)pX(s,Xxs ; t, y); τ ≤
t
2
]
− E
[
E(0, s;Zz)pX(s, Zzs ; t, y); τ ≤
t
2
]∣∣∣∣
≤ E
[
E(0, s;Zz) ∣∣pX(s,Xxs ; t, y)− pX(s, Zzs ; t, y)∣∣ ; τ ≤ t2
]
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+ E
[
|E(0, τ ∧ s;Xx)− E(0, τ ∧ s;Zz)| E(τ ∧ s, s;Zz)pX(s,Xxs ; t, y); τ ≤
t
2
]
+ E
[
E(0, τ ∧ s;Xx) |E(τ ∧ s, s;Xx)− E(τ ∧ s, s;Zz)| pX(s,Xxs ; t, y); τ ≤
t
2
]
Noting that
Xxs = Z
z
s for s ≥ τ,
we obtain
(4.13)
∣∣∣∣pX(0, x; t, y)EXxt =y
[
E(0, s;Xx); τ ≤ t
2
]
−pX(0, z; t, y)EZzt =y
[
E(0, s;Zz); τ ≤ t
2
]∣∣∣∣
≤ E
[
|E(0, τ ∧ s;Xx)− E(0, τ ∧ s;Zz)|
×E(τ ∧ s, s;Zz)pX(s,Xxs ; t, y); τ ≤
t
2
]
.
By the triangle inequality and Ho¨lder’s inequality we obtain
E
[
|E(0, τ ∧ s;Xx)− E(0, τ ∧ s;Zz)| E(τ ∧ s, s;Zz)pX(s,Xxs ; t, y); τ ≤
t
2
]
≤ E
[
|E(0, τ ∧ s;Xx)− 1| E(τ ∧ s, s;Zz)pX(s,Xxs ; t, y); τ ≤
t
2
]
+ E
[
|E(0, τ ∧ s;Zz)− 1| E(τ ∧ s, s;Zz)pX(s,Xxs ; t, y); τ ≤
t
2
]
≤
(
E
[
|E(0, τ ∧ s;Xx)− 1|2/(2−ε) pX(s,Xxs ; t, y); τ ≤
t
2
]1−ε/2
+E
[
|E(0, τ ∧ s;Zz)− 1|2/(2−ε) pX(s,Xxs ; t, y); τ ≤
t
2
]1−ε/2)
× E
[
E(τ ∧ s, s;Zz)2/εpX(s,Xxs ; t, y); τ ≤
t
2
]ε/2
.
Hence, by (2.10) and (1.6) we have
E
[
|E(0, τ ∧ s;Xx)− E(0, τ ∧ s;Zz)| E(τ ∧ s, s;Zz)pX(s,Xxs ; t, y); τ ≤
t
2
]
≤
(
EX
x
t =y
[
|E(0, τ ∧ s;Xx)− 1|2/(2−ε) ; τ ≤ t
2
]1−ε/2
+EX
x
t =y
[
|E(0, τ ∧ s;Zz)− 1|2/(2−ε) ; τ ≤ t
2
]1−ε/2)
× pX(0, x; t, y)EXxt =y
[
E(τ ∧ s, s;Zz)2/ε; τ ≤ t
2
]ε/2
≤
(
E
[
|E(0, τ ∧ s;Xx)− 1|2/(2−ε) pX(t/2,Xxt/2; t, y); τ ≤
t
2
]1−ε/2
+E
[
|E(0, τ ∧ s;Zz)− 1|2/(2−ε) pX(t/2,Xxt/2; t, y); τ ≤
t
2
]1−ε/2)
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×
(
pX(0, x; t, y)EX
x
t =y
[
E(τ ∧ s, s;Zz)2/ε; τ ≤ t
2
])ε/2
≤ (C+G )1−ε/2t−d/2+dε/4
(
pX(0, x; t, y)EX
x
t =y
[
E(τ ∧ s, s;Zz)2/ε
])ε/2
×
(
E
[
|E(0, τ ∧ s;Xx)− 1|2/(2−ε)
]1−ε/2
+ E
[
|E(0, τ ∧ s;Zz)− 1|2/(2−ε)
]1−ε/2)
.
Applying Lemmas 3.3 and 4.4 to this inequality, we obtain
(4.14)
E
[
|E(0, τ ∧ s;Xx)− E(0, τ ∧ s;Zz)| E(τ ∧ s, s;Zz)pX(s,Xxs ; t, y); τ ≤
t
2
]
≤ Ct−d/2eCt|x− z|1−ε
for x, z ∈ B(0;R/2) such that |x− z| ≤ c0, where C and c0 are constants depending on d,
ε, C+G , R, ρR, Λ, ‖b‖∞ and ‖c‖∞.
Ho¨lder’s inequality and Chebyshev’s inequality imply
EX
x
t =y
[
E(0, s;Xx); τ ≥ t
2
]
≤ PXxt =y
(
τ ≥ t
2
)1−ε/2
EX
x
t =y
[
E(0, s;Xx)2/ε
]ε/2
≤ 2
1−ε/2
t1−ε/2
EX
x
t =y [τ ∧ t]1−ε/2EXxt =y
[
E(0, s;Xx)2/ε
]ε/2
.
Hence, by Lemmas 3.5 and 4.3 we obtain
(4.15) pX(0, x; t, y)EX
x
t =y
[
E(0, s;Xx); τ ≥ t
2
]
≤ Ct−d/2−1eCt|x− z|1−ε
for x, z ∈ B(0;R/2) such that |x− z| ≤ c0, where C and c0 are constants depending on d,
ε, m, M , θ, R, ρR, Λ, ‖b‖∞ and ‖c‖∞. Similarly we have
(4.16) pX(0, z; t, y)EZ
z
t =y
[
E(0, s;Zz); τ ≥ t
2
]
≤ Ct−d/2−1eCt|x− z|1−ε
for x, z ∈ B(0;R/2) such that |x− z| ≤ c0, where C and c0 are constants depending on d,
ε,γ−G , γ
+
G , C
−
G , C
+
G , m, M , θ, R, ρR, Λ, ‖b‖∞ and ‖c‖∞. Thus, (2.7), (4.13), (4.14), (4.15)
and (4.16) imply
|p(0, x; t, y) − p(0, z; t, y)| ≤ Ct−d/2−1+ε/2eCt|x− z|1−ε
for t ∈ (0,∞), x, z ∈ B(0;R/2) such that |x− z| ≤ c0, and y ∈ Rd with constants C and
c0 depending on d, ε, γ
−
G , γ
+
G , C
−
G , C
+
G , m, M , θ, R, ρR, Λ, ‖b‖∞ and ‖c‖∞. By (1.6) we
can remove the restriction on |x− z|, and therefore, we obtain Proposition 4.1.
5 The case of general a (Proof of the main theorem)
Let a(n)(t, x) = (a
(n)
ij (t, x)) be the symmetric d × d-matrix-valued bounded measurable
functions on [0,∞)×Rd which converge to a(t, x) for each (t, x) ∈ [0,∞)×Rd and satisfy
(1.1), (1.3) and (1.4). Consider the following parabolic partial differential equation
(5.1)


∂
∂t
u(t, x) =
1
2
d∑
i,j=1
a
(n)
ij (t, x)
∂2
∂xi∂xj
u(t, x) +
d∑
i=1
bi(t, x)
∂
∂xi
u(t, x) + c(t, x)u(t, x)
u(0, x) = f(x)
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Denote the fundamental solution to (5.1) by p(n)(s, x; t, y). From (1.6) and Proposition
3.6 we have positive constants γ1, γ2, C1 and C2 depending on d, γ
−
G , γ
+
G , C
−
G , C
+
G , m, M ,
θ, Λ, ‖b‖∞ and ‖c‖∞, such that
(5.2)
C1e
−C1(t−s)
(t− s) d2
exp
(
−γ1|x− y|
2
t− s
)
≤ p(n)(s, x; t, y) ≤ C2e
C2(t−s)
(t− s) d2
exp
(
−γ2|x− y|
2
t− s
)
for s, t ∈ [0,∞) such that s < t, x, y ∈ Rd and n ∈ N.
It is known that the local Ho¨lder continuity of the fundamental solution follows with
the index and the constant depending only on the constants appeared in the Gaussian
estimate (see [24]). This fact and (5.2) imply that the Arzela´-Ascoli theorem is applicable
to p(n). Moreover, in view of Proposition 4.1, there exists a constant C depending on d,
ε, γ−G , γ
+
G , C
−
G , C
+
G , m, M , θ, R, ρR, Λ, ‖b‖∞ and ‖c‖∞ such that
|p(n)(0, x; t, y) − p(n)(0, z; t, y)| ≤ Ct−d/2−1eCt|x− z|1−ε
for t ∈ (0,∞), y ∈ Rd and x, z ∈ B(0;R/2). Hence, there exists a continuous function
p(∞)(0, ·; ·, ·) on Rd × (0,∞) × Rd such that
lim
n→∞ sup|x|≤R/2
|p(n)(0, x; t, y) − p(∞)(0, x; t, y)| = 0(5.3)
|p(∞)(0, x; t, y) − p(∞)(0, z; t, y)| ≤ Ct−d/2−1eCt|x− z|1−ε, x, z ∈ B(0;R/2),(5.4)
for t ∈ (0,∞) and y ∈ Rd where C is a constant depending on d, ε, γ−G , γ+G , C−G , C+G , m,
M , θ, R, ρR, Λ, ‖b‖∞ and ‖c‖∞. Moreover we have positive constants C1, C2, γ1 and γ2
depending on d, γ−G , γ
+
G , C
−
G , C
+
G , m, M , θ, Λ, ‖b‖∞ and ‖c‖∞ such that
C1e
−C1(t−s)
(t− s) d2
exp
(
−γ1|x− y|
2
t− s
)
≤ p(∞)(s, x; t, y) ≤ C2e
C2(t−s)
(t− s) d2
exp
(
−γ2|x− y|
2
t− s
)
for s, t ∈ [0,∞) such that s < t, and x, y ∈ Rd. To prove Theorem 1.1 we show that
p(∞)(0, ·; ·, ·) coincides with the fundamental solution p(0, ·; ·, ·) of the original parabolic
partial differential equation (1.2). Let φ,ψ ∈ C∞0 (Rd), and denote
P
(n)
t g(x) :=
∫
Rd
g(y)p(n)(0, x; t, y)dy for g ∈ Cb(Rd)
L
(n)
t :=
1
2
d∑
i,j=1
a
(n)
ij (t, x)
∂2
∂xi∂xj
+
d∑
i=1
bi(t, x)
∂
∂xi
+ c(t, x).
Noting that p(n)(s, x; t, y) is smooth in (s, x, t, y), we have P
(n)
t L
(n)
t φ(x) =
∂
∂tP
(n)
t φ(x).
Hence,∫
Rd
(∫
Rd
φ(y)p(n)(0, x; t, y)dy
)
ψ(x)dx −
∫
Rd
φ(x)ψ(x)dx
=
∫
Rd
[P
(n)
t φ(x)]ψ(x)dx −
∫
Rd
φ(x)ψ(x)dx
=
∫ t
0
∫
Rd
[
∂
∂s
P (n)s φ(x)
]
ψ(x)dxds
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=∫ t
0
∫
Rd
[
P (n)s L
(n)
s φ(x)
]
ψ(x)dxds
=
∫ t
0
∫
Rd

∫
Rd

1
2
d∑
i,j=1
a
(n)
ij (s, y)
∂2
∂yi∂yj
+
d∑
i=1
bi(s, y)
∂
∂yi
+ c(s, y)

φ(y)
× p(n)(0, x; s, y)dy

ψ(x)dxds.
Taking the limit as n→∞, we obtain∫
Rd
(∫
Rd
φ(y)p(∞)(0, x; t, y)dy
)
ψ(x)dx −
∫
Rd
φ(x)ψ(x)dx
=
∫ t
0
∫
Rd

∫
Rd

1
2
d∑
i,j=1
aij(s, y)
∂2
∂yi∂yj
+
d∑
i=1
bi(s, y)
∂
∂yi
+ c(s, y)

 φ(y)
× p(∞)(0, x; s, y)dy

ψ(x)dxds.
This equality implies that p(∞)(0, x; t, y) is also the fundamental solution to the parabolic
partial differential equation (1.2). Since the weak solution to (1.2) has the uniqueness,
p(∞)(0, x; t, y) coincides with p(0, x; t, y). Therefore, we obtain Theorem 1.1.
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