Abstract-In this paper, we propose a new Distributed Video Coding (DVC) architecture where motion estimation is performed both at the encoder and decoder, effectively combining global and local motion models. We show that the proposed approach improves significantly the quality of Side Information (SI), especially for sequences with complex motion patterns. In turn, it leads to rate-distortion gains of up to 1 dB when compared to the state-of-the-art DISCOVER DVC codec.
I. INTRODUCTION
Digital media content is omnipresent in nowadays information society where fast and efficient access to information is paramount. This evolution has been possible thanks to the rapid and remarkable progresses in video coding technologies.
Over the last two decades, standardization efforts in MPEG and ITU-T have led to new technologies with ever improving coding performance. The resulting standards adopted throughout the years have been a cornerstone of the digital age experience, and the state-of-the-art H.264/AVC [1] is the latest outcome of this process.
In all MPEG and ITU-T video coding schemes, the encoder is in charge of exploiting the source statistics to achieve the most efficient compression, resulting in an asymmetric computational load where the encoder is significantly more complex than the decoder. For instance, the compression gains achieved by H.264/AVC are the result of an extensive analysis at the encoder in order to better represent the video signal. Namely, the encoder can choose from an ever growing number of coding modes, improving coding efficiency at the cost of much increased encoding complexity. While this incremental progression has brought significant achievements in the past, one may wonder for how long this path will continue to produce improved performance.
It is therefore a good time to reflect on the field of video compression. More specifically, it is legitimate to ask whether we are reaching a plateau in performance with the current standard architecture, or whether they are new promising theories and technologies which may bring significant breakthroughs in the near future.
Distributed Video Coding (DVC) has more recently emerged as a new coding paradigm. DVC finds its theoretical foundation in the Slepian-Wolf [2] and Wyner-Ziv [3] theorems. These results remained unexploited until the early 2000's when the first practical DVC schemes have been proposed [4] [5] . The DVC paradigm presents a number of advantages: flexible partitioning of the computational complexity between the encoder and decoder, error resilience, codec-independent scalability and multi-view coding. DVC has gained a lot of interest over the last few years. Overviews of recent developments are presented in [6] [7] .
Most of the research activities on DVC have so far focused on outperforming conventional coding solutions under the specific constraint of very low encoding complexity, this feature being appealing for a number of upcoming up-link applications. For instance, the DISCOVER DVC codec [8] has reported some of best coding performance results at the moment. In particular, it consistently outperforms H.264/AVC Intra. For scenes with simple and uniform motion, it even outperforms H.264/AVC No Motion. However, for more complex scenes, its performance typically remains lower than H.264/AVC No Motion. Nonetheless, the encoding complexity advantage offered by DVC may be very shortlived due to exponentially increasing computing power as predicted by Moore's law.
In summary, substantial gains have been obtained with conventional coding by continuously adding more efficient analysis at the encoder, and hence resulting in a complex encoder -simple decoder arrangement. Conversely, new DVC codec designs have mainly focused on the opposite extreme, proposing advanced tools at the decoder, creating a simple encoder -complex decoder framework.
Challenging current thinking and as an avenue towards further coding advances, it has been proposed in [9] to develop a new class of codec architecture where both encoder and decoder are peers of equal importance and share the MMSP'10, October [4] [5] [6] 2010 A similar path is taken in [10] , which considers H.264/AVC and proposes to perform motion estimation both at the encoder and decoder for the coding of B frames. The scheme saves on the transmission of motion vectors and often achieves better prediction, leading to coding gains.
In [11] [12], DVC schemes are presented discarding the low encoding complexity constraint and performing motion estimation both at the encoder and decoder. This paper follows a similar direction. Given that the effectiveness of DVC strongly depends on the correlation between the Side Information (SI) and the Wyner-Ziv (WZ) frame, we propose to perform motion estimation both at the encoder and decoder, combining global and local motion models. We show that the proposed architecture leads to better SI, resulting in coding gains. Although we do not explore the subject in this paper, it is important to underline that the proposed architecture also preserves the strong error resilience feature of DVC.
This paper is structured as follow. Related works are first reviewed in Sec. II. We then present the overall proposed system in Sec. III. The process to generate SI is described in more details in Sec. IV. Next, the performance of the proposed approach is assessed in Sec. V. Finally, Sec. VI draws conclusion and outlines future perspectives.
II. RELATED WORK
In DVC, the quality of the SI to approximate the WZ frame has a great impact on coding efficiency. Most commonly, SI is estimated at the decoder by linear interpolation of motion vectors between consecutive reference frames. Various techniques have been proposed in order to improve SI generation.
Spatial smoothing and motion vectors refinement has been proposed in [13] . By providing motion fields closer to the true motion in the scene, the method results in better prediction. Motion compensated forward and backward extrapolation is introduced in [14] , generating two SI which are exploited in the decoding process. Motion estimation with sub-pixel accuracy is considered in [15] .
In [16] , decoded bitplanes of the WZ frame are exploited to refine motion vectors. Several interpolation modes are also introduced. Motion compensated temporal interpolation is iteratively improved in [17] based on a partially decoded WZ frame. In [18] , an iterative technique is proposed based on multiple SI and motion refinement. Based on error probability, the turbo decoder then determine which SI to select for each block. In the same way, a partially decoded WZ frame is used to improve SI generation in [19] . An enhanced motion compensated temporal interpolation method is also introduced.
In [11] , a pixel domain DVC scheme is introduced, combining low-complexity encoder-side bitplane motion estimation with decoder-side motion compensated frame interpolation. Improvements are shown for sequences with fast and complex motion. Finally, [12] presents a DVC scheme where both the encoder and decoder cooperate to perform motion estimation. Results show that it reduces overall computational complexity while improving coding efficiency.
III. PROPOSED SYSTEM In this paper, we more specifically consider the DISCOVER DVC codec [8] . Input frames are first split into Group of Pictures (GOP). Key frames, corresponding to the first frame of each GOP, are conventionally encoded using H.264/AVC [1] . In turn, WZ frames undergo a DCT transform followed by uniform quantization. The quantized values are then split into bitplanes which go through a Low-Density Parity-Check Accumulate (LDPCA) encoder. At the decoder, SI approximating the WZ frames is generated from the previously decoded reference frames. SI is then used in the LDPCA decoder, along with the parity bits of the WZ frames requested via a feedback channel, in order to reconstruct the bitplanes, and subsequently the decoded video sequence. Hereafter, without loss of generality, we more specifically consider a GOP size of 2. Namely, odd and even frames are coded as key and WZ frames respectively.
In most DVC schemes, SI is generated at the decoder by motion compensated interpolation or extrapolation of previously decoded reference frames. Henceforth, it is very challenging to estimate an SI closely approximating the WZ frame, especially for scenes with complex motion. Moreover, such schemes assume that motion remains uniform in-between the reference frames, although this hypothesis often does not hold for complicated scenes.
In contrast, in the proposed DVC architecture, motion estimation and compensation is performed both at the encoder and decoder sides. Moreover, we consider the combination of global and local motion representations. The resulting codec is illustrated in Fig. 1 .
A. Overview of SI Processes at the Encoder and Decoder
The following operations are performed at the encoder side. First, frame-based global motion estimation and compensation is performed between the current WZ frame and previous and next decoded key frames. It results in a first SI, denoted GMC SI. In parallel, block-based local motion estimation and compensation is applied between the previous and next decoded key frames, resulting in the MCTI SI. Finally, for each 16x16 MacroBlock (MB) of the WZ frame, the optimal prediction mode is determined by selecting the best approximation between GMC and MCTI SI.
The global motion parameters used in GMC, as well as the optimal MB mode selections, are transmitted to the decoder as supplementary information. At the decoder side, the global motion parameters are used to generate the GMC SI. Conversely, local motion estimation and compensation is performed again in order to produce the MCTI SI. Both SI are then fused using the optimal MB mode decisions in order to create the final SI.
As we will show hereafter, this DVC architecture allows improving the SI generation process by exploiting both global and local motion representations and selecting optimal MB mode decisions. Moreover, the bitrate needed to transmit supplementary information, namely the global motion parameters and the MB mode selections, remains marginal. Additionally, the proposed architecture preserves one of the essential features of DVC, namely the absence of a prediction loop. This prevents drifts in the presence of transmission errors and, along with the built-in joint source-channel coding structure, implies strong error resilience.
However, the rate-distortion performance gain is obtained at the expense of increased computational complexity at the encoder side, hence breaking the 'low encoding complexity' target commonly assumed in DVC research works.
IV. SIDE INFORMATION GENERATION
We now describe in more details the SI generation process taking place both in the encoder and decoder.
A. Global Motion Compensation
Using GMC, the global motion within the scene is modeled by a perspective transform, also known as homography. This model is valid whenever the scene can be approximated by a planar surface. More specifically, two transforms H 1 and H 2 are computed between the WZ and previous key frame on the one hand, and between the WZ and next key frame on the other hand, as illustrated in Fig. 2 . The GMC SI is then obtained by averaging both backward and forward predictions. Note that, as the process is performed at the encoder, the WZ frame to be approximated is available and can be directly exploited in the minimization process, as explicitly detailed hereafter.
More precisely, the perspective transform is defined as 1 1 In order to increase robustness to outliers, a truncated quadratic robust estimator is chosen for the metric ρ. The summation is carried over N pairs of pixels within the image boundaries. This nonlinear problem is solved using the Levenberg-Marquardt gradient descent algorithm to iteratively estimate the parameters.
For each WZ frame, two set of parameters are calculated at the encoder, defining the backward and forward transform respectively. These global motion parameters are then transmitted to the decoder. An efficient way to represent this information consists in transmitting the differential coordinates of four points in the image defining the perspective transform [21] . Hence, the associated bitrate overhead remains marginal.
B. Motion Compensated Temporal Interpolation
An alternative SI is also generated by the conventional MCTI [13] . In this case, motion estimation is first performed between the previous and next decoded key frames. More specifically, block-based motion vectors are computed by block matching. Spatial motion smoothing [13] is then applied in order to further improve performance.
Unlike most DVC schemes, in the proposed approach, MCTI is applied both in the encoder and the decoder (see Fig.  1 ). On the one hand, this architecture allows selecting optimal MB modes at the encoder side for SI generation. On the other hand, motion vectors, which would otherwise represent a significant bitrate overhead, do not need to be transmitted.
C. Mode Selection
In previously proposed DVC codecs, the SI is most commonly generated solely at the decoder side, greatly limiting its effectiveness.
In the proposed architecture, two SI are available, based on GMC and MCTI respectively. By performing mode selection at the encoder, the WZ frame to be approximated is available and can be exploited to determine the optimal predictor. Straightforwardly, the latter is determined by selecting the best approximation between GMC and MCTI SI.
More precisely, the mode selection is made on a MB basis, where each MB corresponds to 16x16 pixels. One bit per MB is transmitted in order to signal the mode. On the one hand, this allows for local adaptation of the prediction, tailored to the scene content. On the other hand, the resulting bitrate overhead to transmit the MB decisions is negligible. For instance, for a video at QCIF resolution and 15 fps with a GOP of 2, the supplementary bitrate is only 99 bits per WZ frame or 0.742 kbps.
V. EXPERIMENTAL RESULTS Performance of the proposed approach is now assessed, taking the DISCOVER DVC scheme as reference [8] . The four test sequences "Foreman", "Soccer", "Coastguard" and "Hall Monitor", at QCIF resolution and 15 fps, are used for simulations. Note that only the luminance component is processed. We adopt the same test conditions as in [22] .
A. Side Information
The quality of the SI resulting from the proposed approach is first assessed. For this purpose, we compare the SI obtained using three approaches: GMC, MCTI, and combined GMC-MCTI, as described in Sec. IV.A, IV.B and IV.C respectively. Fig. 3 shows PSNR as a function of the frame number for "Foreman" (corresponding to the rate-distortion point with quantization matrix Qi=8 [22] ). Clearly, the proposed combined GMC-MCTI leads to higher SI PSNR. Straightforwardly, the gain is larger on the part of the scene exhibiting swift camera motion. Table I shows the corresponding SI average PSNR values for the four test sequences (corresponding to the ratedistortion point with quantization matrix Qi=8 [22]). We observe that the proposed combined GMC-MCTI consistently outperforms conventional MCTI. The gain is more significant for sequences with complex motion such as "Foreman" and "Soccer". In opposition, the gain is negligible for "Hall Monitor", as the scene is mainly static and in this case MCTI is performing very well. It can also be noticed that GMC alone is usually less efficient than MCTI, except for "Soccer". Clearly, Table I shows that the performance improvement is the result of the optimal combination of GMC and MCTI. Fig. 4 shows the visual quality of the SI obtained by MCTI and the proposed combined GMC-MCTI for a sample frame of "Soccer". In this example, MCTI leads to very obvious distortions, due to the complexity of the motion in the scene which makes truthful interpolation very challenging. In contrast, the visual quality is dramatically enhanced when using the proposed technique. This improvement results from the encoder side motion estimation which is capable of accurately modeling the motion in the scene. 
B. Rate Distortion
Finally, we evaluate the rate-distortion performance of the proposed SI generation scheme. More precisely, we compare the two cases: DISCOVER [8] using common MCTI [13] , and the proposed DVC architecture with combined GMC-MCTI. We also show the performance of two H.264/AVC schemes, H.264/AVC Intra and H.264/AVC no motion, commonly used as reference in DVC. In the former variant, all frames are Intra coded and no temporal correlation is exploited. In the latter variant, an IB…BI structure is used to exploit temporal redundancy, but without performing motion estimation (i.e. all motion vectors are zero).
The rate-distortion results are shown in Fig. 5 for the three sequences "Foreman", "Soccer" and "Coastguard". The proposed technique consistently outperforms DISCOVER. Again, the improvement is more important for "Foreman" and "Soccer" which exhibit fast motion. For these two sequences, the gain reaches up to 1 dB in the higher bitrate range, but remains around 0.5 dB in the lower bitrate range. For "Foreman", the proposed approach is now always outperforming H.264/AVC Intra, which is not the case with DISCOVER, and is getting closer to H.264/AVC no motion. For "Soccer", despite the performance improvement, the proposed scheme remains notably inferior to both H.264/AVC variants. Finally, both DVC approaches outperform conventional schemes for "Coastguard", as the uniform motion in this scene is well captured in the SI generation process.
VI. CONCLUSION Most of the research activities on DVC have so far focused on outperforming conventional coding solutions under the specific constraint of very low encoding complexity. In this paper, we discard this constraint and put forward a complex encoder -complex decoder design. More specifically, we propose a new DVC architecture where motion estimation is performed both at the encoder and decoder. Furthermore, we effectively combine global and local motion representations. Experimental results show that the proposed approach improves significantly the quality of SI when compared to common MCTI. In terms of rate-distortion, we report gains of up to 1 dB when compared to the state-of-the-art DISCOVER DVC codec. Improvements are more important for sequences with complex and fast motion.
As future research activities, we will further explore DVC schemes with complex encoder -complex decoder characteristics, with the goal to outperform conventional MPEG or ITU-T video coding schemes.
