Abstract. We provide estimates for the gradient growth of surfaces with prescribed mean curvature in R 3 near boundary points, which are mapped onto singular points of the boundary configuration. For corners of a Jordan arc, such estimates were provided by G. Dziuk [Analysis 1 (1981), 63-81]. We consider meeting points of a Jordan arc and a support manifold, as appearing in a partially free boundary problem (see G. Dziuk [Manuscr. Math. 35 (1981), 105-123] for the minimal surface case), and edge-type singularities of a support manifold. In subsequent papers, these results shall be used to derive asymptotic expansions of surfaces with prescribed mean curvature near such singular points.
Introduction and main result
In the present paper we discuss the behaviour of surfaces with prescribed mean curvature in R 3 (shortly, H-surfaces) near boundary points, which are mapped onto certain singularities of the free or partially free boundary configuration. We will prove growth estimates for the gradient near such points. Clearly, these estimates are of independent interest, but they provide also a main ingredient for the investigation of the asymptotic behaviour of H-surfaces near those singular boundary points; see [9, 10] . Concerning similar results by G. Dziuk [2, 3] , we refer to Remark 2 below. The typical new difficulty in our considerations arises from the fact that an H-surface does not have to meet the support manifold perpendicularly along its free trace.
Let us start with a description of our main result: A (conformally parametrized) H-surface x(w) : B + → R 3 over the upper unit half-disc with some µ ∈ (0, 1) and some prescribed function H = H(x) ∈ C 0 (R 3 , R).
denotes the Sobolev space of componentially measurable mappings x(w) : B + → R 3 , which are quadratically integrable together with their weak first derivatives. Observe that the "surface" x(w) is not supposed to be immersed.
On the interval I := (−1, +1) ⊂ ∂B + we pose one of the following boundary conditions (see Remarks 3-4 below for explanation). Setting I − := (−1, 0), I + := (0, +1), we assume:
Here Γ ∈ C 2 is a closed Jordan arc and S ∈ C
2 denotes an open regular hypersurface in R 3 . Furthermore, Γ ∩ S = {x 0 } holds true and x 0 is an endpoint of Γ.
are two open regular hypersurfaces in R 3 , which possess a common open boundary arc
is an open regular hypersurface of R 3 and C ⊂ ∂S denotes an open boundary arc of class
If I ± is mapped onto a Jordan arc, it is called the fixed boundary of x(w), whereas it will be named free boundary, whenever its image lies on a regular hypersurface.
Next we need the notion of a stationary H-surface x = x(w):
) denote a vector-field with div Q(x) = 2H(x), x ∈ R 3 , and define the associated energy functional
Here A x denotes the class of all mappings y(w) ∈ H
, which fulfil y(w) = x(w) on ∂B + \ I and the same boundary condition (B1), (B2), (B3), or (B4) as x(w) on I. 
Growth Estimates 89 holds true for all variations x ε (w) := x(w) + εφ(w; ε) ∈ A x , ε ∈ [0, ε 0 ). Here ε 0 > 0 is sufficiently small and
is an admissible family of variations; that means, Dirichlet's integrals of φ(·, ε) are uniformly bounded from above in ε ∈ [0, ε 0 ], and φ(w, ε) → φ(w, 0) (ε → 0+) holds true on B + .
holds true on S. Here n = n(x) denotes a unit normal field of S.
3) holds true on S ∪ C with a unit normal field n(x) of S.
Remark 1. The stationarity of x(w) yields the natural boundary condition
where, e.g., T x S denotes the tangential plane of S at x ∈ S; see [8, Theorem 1]. Clearly, (1.4) holds true on I + with T x S in cases (B1) and (B3), on I ± with T x S ± in case (B2), and on
Formula (1.4) is equivalent to the well known relation
along the free trace; here N(w) :
denotes the surface normal of x(w). Clearly, N(w) is defined only away from branch points, where the equivalence follows by taking the cross product with x u . On the other hand, we can extend N(w) continuously to boundary branch points, in virtue of [8, Theorem 2] .
Note that condition (1.3) ensures that the stationary H-surface x(w) cannot meet the support surface tangentially, according to (1.5) . But any positive contact angle, prescribed by the vector field Q(x), is allowed. Now we can state our main result:
denote an admissible vector-field for one of the boundary conditions (B1)-(B4), and consider a given stationary H-surface
, which satisfies the respective boundary condition. In addition, choose ν ∈ (0, µ). Then there exists δ ∈ (0, 1) and a nonnegative constant c such that the estimate
holds true with S δ (0) := {w ∈ B + : |w| < δ}. The constant c ≥ 0 depends on ν, H, Q, the boundary data, and the modulus of continuity of x, but not on the particular point w ∈ S δ (0) \ {0}.
Remark 2. Stationary minimal surfaces (that is, the case Q(x) ≡ 0 and consequently H(x) ≡ 0) satisfying condition (B1) were investigated by G. Dziuk [3] . The growth estimate for the gradient developed there is slightly better then our result in allowing ν = µ in (1.6). Observe that the gradient estimate in [3] applies also to stationary minimal surfaces subject to condition (B2), (B3), or (B4), because the estimates were provided near I − and I + , independently; compare Section 5 below.
Concerning the behaviour (including gradient growth estimates) of H-surfaces near corners of a Jordan arc Γ, we refer to [2] .
Remark 3. Stationary H-surfaces, which satisfy the boundary condition (B1), appear, e.g., in the following partially free boundary problem: Construct a surface x = x(w) : B + → R 3 with prescribed mean curvature H = H(x) and subject to the boundary conditions x(w) ∈ S for all w ∈ I x(w) : ∂B + \ I → Γ continuously and monotonic
(1.7)
Here Γ ⊂ R 3 denotes a closed Jordan arc with endpoints p 1 = p 2 , and S ⊂ R 3 is a two-dimensional submanifold without boundary, such that S ∩ Γ = {p 1 , p 2 } holds true. Under certain smallness assumptions on H = H(x) ∈ C α (R 3 ) (α ∈ (0, 1)) and the vector-field Q = Q(x) ∈ C 1,α (R 3 ) with div Q ≡ 2H, one can show that any minimizer of E Q (in an appropriate class of surfaces, which satisfy (1.7) in a weak sense) belongs to the class
, provided the boundary configuration {Γ, S} satisfies a chord-arc condition; see, e.g., [1, Section 7.5], [7, Section 1] . In addition, if Γ, S ∈ C 2,α holds true, one can prove x(w) ∈ C 2 (B + \ {−1, +1}); confer [5, 8] . Now, by localizing around w = ±1 (observe that the problem is conformally invariant), it follows that the resulting mapping x = x(w) : B + → R 3 (not renamed) is a stationary H-surface, which fulfils the boundary condition (B1) with x 0 = p 1 or x 0 = p 2 .
Remark 4. Similarly, one obtains stationary H-surfaces which solve (B2), (B3), or (B4) by localizing minimizers of E Q in a partially free boundary configuration near edge-type singularities of the support manifold S. Here we call x 0 ∈ S edge-type singularity, if we can write S near x 0 as S − ∪ C ∪ S + with two regular hypersurfaces S ± ∈ C 2 and an open Jordan arc C ⊂ ∂S − ∩ ∂S + of class C 2 , such that x 0 ∈ C is granted. The conditions (B2), (B3), and (B4) correspond to the particular behaviour of the H-surface near x 0 called transversal, uplifting, or tapping singularity in [10] , respectively.
Observe that our result applies also to H-surfaces of higher genus and Hsurfaces with completely free boundaries, for example. In addition, corner-type singularities of the free support manifold S can be studied (see again [10] ).
The main idea in proving Theorem 1 appears already in [2, 3] ; see also [ ± . This turns out to be quite complicated near the free boundary, because H-surfaces will not meet the support manifold perpendicularly, in general: We do not know the "direction", in which we have to reflect. As in [6, 8] , we overcome this new difficulty by reflecting the surface and its first derivatives, independently, and working with a first order system for a certain complex linear combination of these first derivatives. This procedure was inspired by similar arguments in [12, Chapter XII].
We restrict ourselves to the proof of Theorem 1 under the boundary condition (B1). In Section 2 we provide a growth estimate for the area of x(w) near the free boundary I + . This estimate is necessary for the gradient estimate near I + , which will be proved in Section 3. The proof of Theorem 1 for (B1) is completed in Section 4 by sketching how to estimate the gradient growth near the fixed boundary I − . We finish with a remark on the remaining boundary conditions (B2)-(B4) in Section 5.
Estimation of the area growth near the free boundary
The proof of Theorem 1 partially relies on a suitable estimate for a certain Cauchy integral. Therefore, we first have to control the area growth of x(w) near w = 0. For points w ∈ B + ∪ I + , which stay away from the fixed boundary I − , this will be done in Lemma 1 below.
Concerning the notation, we use B ̺ (w 0 ) := {w ∈ R 2 : |w −w 0 | < ̺} for the disc with radius ̺ > 0 around w 0 ∈ R 2 , and we write B := B 1 (0) = B 1 (0, 0). Moreover, we abbreviate S ̺ (w 0 ) := B + ∩ B ̺ (w 0 ) and
Assume a stationary H-surface x = x(w) (i.e., a solution of (1.1), (1.2)) to be given and suppose that x fulfils the boundary condition (B1). Let us agree with the following normalization, which appears after suitable rotation and translation and will not affect the size of |∇x(w)|: There holds x 0 = 0 and there is an open neighbourhood U = U(0) ⊂ R 3 such that we may represent 0, 0) ). Furthermore, we suppose
According to the continuity of x(w), we find δ ∈ (0, 1) such that |x(w)| < r, w ∈ S δ (0), (2.2) holds true. In the following, we will further decrease δ ∈ (0, 1) several times, always assuming (2.2) to be fulfilled. Now we introduce the mapping z(w) = (z 1 (w), z 2 (w)) with
(w) denote one of the Wirtinger derivatives of the components of x(w):
And we have abbreviated
with the components Q k (x) of the admissible vector-field 
As in [6, Lemma 3], we find a constant c > 0 such that the estimates
are satisfied for sufficiently small δ ∈ (0, 1). The proof of (2.7) is based on the system (1.1), the normalization (2.1), the continuity ofx(w), and the smallness condition (1.3), which yields |q(x(w))| < 1, w ∈ B δ (0), (2.8) for sufficiently small δ ∈ (0, 1). The constant c > 0 in (2.7) depends on the data and the modulus of continuity of x(w). Using (2.7) and the continuity ofẑ(w) in B δ (0) \ I − , the Gaussian integral theorem yields
Now we are able to prove the following Lemma 1. Let x = x(w) be a stationary H-surface satisfying (B1), and let Q = Q(x) be an admissible vector-field. Definingx(w) by (2.6), we have the estimate
for all ε ∈ (0, ε 0 ], (2.11) for all w 0 ∈ B δ (0) and ε 0 > 0 with B ε 0 (w 0 ) ⊂ B δ (0) \ I − . Here δ ∈ (0, 1) is chosen sufficiently small, and the constant c > 0 depends on the data and the modulus of continuity of x(w), but not on the choice of w 0 , ε 0 , and ε.
Proof. For fixed w 0 ∈ B δ (0) \ I − and ε 0 > 0 with B ε 0 (w 0 ) ⊂ B δ (0) \ I − we choose ε ∈ (0, ε 0 ] as well as the test function ϕ(w) = λ(w)χ(w) with
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Observe that the definition (2.3) and the relation (2.8) imply
Consequently, the equation (2.9) applied to ϕ = λχ gives
|χ| |λ w | |ẑ| du dv .
(2.13) From (2.1) and (2.8) we then infer
for sufficiently small δ ∈ (0, 1) and with some constant c > 0 depending on the data and the modulus of continuity of x(w). According to the definition of λ(w), we further obtain 
Gradient estimates near the free boundary
Next we use the ingenious technique of E. Heinz 1 to establish an estimate for the gradient of a stationary H-surface x = x(w) with the boundary condition (B1) in the sector Ω 
