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ON THE NUMBER OF GAPS OF SEQUENCES WITH POISSONIAN
PAIR CORRELATIONS
CHRISTOPH AISTLEITNER, THOMAS LACHMANN, PAOLO LEONETTI,
AND PAOLO MINELLI
Abstract. A sequence (xn) on the torus is said to have Poissonian pair correlations
if #{1 ≤ i 6= j ≤ N : |xi−xj | ≤ s/N} = 2sN(1+ o(1)) for all reals s > 0, as N →∞.
It is known that, if (xn) has Poissonian pair correlations, then the number g(n) of
different gap lengths between neighboring elements of {x1, . . . , xn} cannot be bounded
along every index subsequence (nt). First, we improve this by showing that the
maximum among the multiplicities of the neighboring gap lengths of {x1, . . . , xn} is
o(n), as n → ∞. Furthermore, we show that, for every function f : N+ → N+ with
limn f(n) = ∞, there exists a sequence (xn) with Poissonian pair correlations and
such that g(n) ≤ f(n) for all sufficiently large n. This answers negatively a question
posed by G. Larcher.
1. Introduction
Let x = (xn) be a sequence on the torus, hereafter identified with the interval [0, 1).
For every positive integer N and real s > 0, define
Fx,N(s) :=
1
N
#
{
1 ≤ i 6= j ≤ N : |xi − xj | < s
N
}
,
where | · | stands for the distance from the nearest integer, that is, |z| = min(z, 1 − z)
for all z ∈ [0, 1). The sequence x is said to have Poissonian pair correlations if
lim
N→∞
Fx,N(s) = 2s
for all s > 0. The original motivation for the study of sequences with Poissonian
pair correlations comes from quantum physics, see [1, 3, 10] and references therein.
It has been recently shown that this is a stronger notion than the classical uniform
distribution, the converse being false in general, see [2, 7, 12, 15]. We recall that there
are only a couple of "explicit" sequences for which it could be proved that they have
Poissonian pair correlations, see [4, 5].
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Given a sequence (xn) and an integer N ≥ 2, let G(N) be the set of different gap
lengths between neighboring elements of {x1, . . . , xN}, that is,
G(N) := {r ∈ [0, 1) : r = |xσ(k+1) − xσ(k)| for some k = 1, . . . , N},
where σ : {1, . . . , N} → {1, . . . , N} is a permutation such that xσ(1) ≤ · · · ≤ xσ(N) and
σ(N + 1) := σ(1). Set g(N) := #G(N) and let {ℓN,1, . . . , ℓN,g(N)} be the elements of
G(N) in increasing order, so that ℓN,1 < · · · < ℓN,g(N). For each i = 1, . . . , g(N), let
ϕN,i be the number of gaps of length ℓN,i, that is,
ϕN,i := #{j ∈ {1, . . . , N} : |xσ(j+1) − xσ(j)| = ℓN,i}.
The following result has been show in [11], cf. also [9, Theorem 1]:
Theorem 1.1. Let (xn) be a sequence with Poissonian pair correlations. Then
lim inf
n→∞
g(n) =∞, (1)
that is, there is no subsequence (nt) of indexes with a finite number of distinct gap
lengths between neighboring elements.
Note that, for each N ≥ 2, we have ∑i≤g(N) ℓN,iϕN,i = 1 and ∑i≤g(N) ϕN,i = N . In
particular, we have maxi≤g(N) ϕN,i ≥ Ng(N) , that is,
g(N) ≥ N
maxi≤g(N) ϕN,i
. (2)
The aim of this article is twofold: first, we prove a more general version of Theorem
1.1, by showing that also the right-hand side of (2) is divergent.
Theorem 1.2. Let (xn) be a sequence with Poissonian pair correlations. Then
max
i≤g(n)
ϕn,i = o(n) (3)
as n→∞, that is, there is no subsequence (nt) of indexes and constant c > 0 for which
at least one number of distinct gap lengths is ≥ cnt.
As an immediate consequence of Theorem 1.2 and the Three Gap Theorem [13], we
obtain that for every α ∈ R, the Kronecker sequence (αn) does not have Poissonian
pair correlations, cf. also [11].
Secondly, during the open problems session of the Workshop and Winter School
on Local Statistics of Point Sequences (Linz, 2019), Gerhard Larcher asked whether
Theorem 1.1 could be extended as it follows, cf. also [9, Problem 4]:
Question 1.3. Does there exist a "slowly-growing" function f : N+ → N+ with
limn→∞ f(n) = ∞ such that, if (xn) has Poissonian pair correlation, then necessarily
g(n) ≥ f(n) for all n ≥ 2? For instance, is it true that if g(n) ≤ log logn for infinitely
many n, then (xn) does not have Poissonian pair correlations?
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It is known that almost all sequences have Poissonian pair correlations, see e.g. [8]
and [14]. In addition, it is easy to see that almost all sequences in [0, 1) have all
different gap lengths between neighboring elements. This implies that, with probability
1, a sequence (xn) has Poissonian pair correlations and g(n) = n for all n ∈ N+.
We show, in a strong sense, that the answer to Question 1.3 is negative.
Theorem 1.4. Fix a function f : N+ → N+ with limn→∞ f(n) = ∞. Then there
exists a sequence (xn) with Poissonian pair correlations such that g(n) ≤ f(n) for all
sufficiently large n.
The proof of Theorem 1.4 follows in Section 3.
1.1. Notations. We employ the Landau–Bachmann “Big Oh” notation O and the asso-
ciated Vinogradov symbols ≪ and ≫, and the "small oh" notation o. In addition, N+
and R+ stand for the sets of positive integers and positive reals, respectively. Lastly,
given A ⊆ R and x ∈ R, let 1A be the indicator function of A, that is, 1A(x) = 1 if
x ∈ A, and 0 otherwise.
2. Proof of Theorem 1.2
Let us assume for the sake of contradiction that (3) does not hold, i.e.,
δ := lim sup
n→∞
maxi≤g(n) ϕn,i
n
> 0.
Fix a constant c ∈ (0, δ). Then there exist a strictly increasing sequence of positive
integers (nt) and an integer sequence (it) such that
it ∈ {1, . . . , g(nt)} and ϕnt,it ≥ cnt
for all t ∈ N+. Hence, define α := lim supt→∞ nt ℓnt,it and note that α is finite. Indeed,
in the opposite, there would exist t ∈ N+ such that nt ℓnt,it ≥ 2/c, from which we
obtain the contradiction
2 ≤ ℓnt,itϕnt,it ≤
∑
i≤g(nt)
ℓnt,iϕnt,i = 1.
Fix β > α. It follows that there exists t0 ∈ N+ such that ℓnt,it < βnt for all t ≥ t0.
At this point, fix m ∈ N+ and define the set
Qj,t :=
[
(j − 1)β
mnt
,
jβ
mnt
)
for j = 1, . . . , m and t ∈ N+. Hence {Qj,t : j = 1, . . . , m} is a partition of [0, β/nt)
for all t ∈ N+. Therefore there exist jm ∈ {1, . . . , m} and an infinite set T ⊆ N+ such
that ℓnt,it ∈ Qjm,t for all t ∈ T .
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It follows by construction that
ntFx,nt
(
jmβ
m
)
− ntFx,nt
(
(jm − 1)β
m
)
≥ # {1 ≤ i 6= j ≤ nt : |xi − xj | ∈ Qjm,t}
≥ 2ϕnt,it ≥ 2cnt
for all t ∈ T . Considering that the sequence (xn) has Poissonian pair correlations, we
conclude, dividing by 2nt and letting t → ∞ (with t ∈ T ), that β/m ≥ c. However,
this is impossible whenever m is sufficiently large.
3. Proof of Theorem 1.4
The main idea in the proof of Theorem 1.4 is to construct a sequence of jointly inde-
pendent random variables, split in deterministic blocks and random blocks, such that
each one takes values in rational numbers having suitable powers of 2 as denominators.
Then, the cardinality of the random part will be sufficiently large to deduce that the
overall sequence has Poissonian pair correlations. At the same time, the deterministic
part will be sufficiently small not to affect the Poissonian pair correlations property,
but sufficiently large to control the number of distinct gaps of the sequence.
Proof of Theorem 1.4. For all m ∈ N+, define Im := (2m−1, 2m] ∩ N+, and set, by
convention, I0 := {1}. Let a : N+ → N+ be a weakly increasing function (that is,
a(n) ≤ a(n + 1) for all n ∈ N+) with limn→∞ a(n) = ∞ that will be chosen later.
Moreover, let X = (X1, X2, . . .) be a sequence of jointly independent random variables
on a probability measure space (Ω,F ,P) such that, for each m ∈ N+ and for each
i ∈ Im, Xi has uniform distribution on
Am :=
{
j
2m+a(m)
: j = 0, 1, . . . , 2m+a(m) − 1
}
, (4)
and X1(ω) := 0 for all ω ∈ Ω (hence, the random points Xi are sampled on a grid of
points with denominators which are a power of 2, where the size of the denominator
increases relatively to 2i as i increases). We fix also a positive real sequence y = (yn)
such that yn = n+ o(n) as n→∞, and we define
F˜x,y,N(s) :=
1
N
#
{
1 ≤ i 6= j ≤ N : |xi − xj | ≤ s
yN
}
for all real s > 0 and N ∈ N+. In particular, Fx,N = F˜x,y,N provided that y is the
identity sequence.
Claim 1. (Expected values of random components.) Fix s ∈ R+. Then
E[F˜X,y,N (s)] :=
∫
Ω
F˜X(ω),y,N (s) P(dω) = 2s+ o(1), as N →∞.
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Proof. To start, we have
E[F˜X,y,N (s)] =
2
N
∫
Ω
#
{
1 ≤ i < j ≤ N : |Xi(ω)−Xj(ω)| ≤ s
yN
}
P(dω)
=
2
N
∫
Ω
( ∑
1≤i<j≤N
1[
− s
yN
, s
yN
](Xi(ω)−Xj(ω))
)
P(dω)
=
2
N
∑
1≤i<j≤N
E
[
1[
− s
yN
, s
yN
](Xi −Xj)
]
.
Note that, if i < j then by the independence assumption Xi −Xj has the same distri-
bution as Xj , so that
E[F˜X,y,N(s)] =
2
N
∑
1≤i<j≤N
P
(
Xj ∈
[
− s
yN
,
s
yN
])
=
2
N
∑
1≤j≤N
(j − 1) P
(
Xj ∈
[
− s
yN
,
s
yN
])
.
If j ∈ Ik, for some k sufficiently large, let us say k ≥ k0, we have
γk := P
(
Xj ∈
[
− s
yN
,
s
yN
])
=
2⌊2k+a(k)s/yN⌋ + 1
2k+a(k)
. (5)
Hence, setting m := ⌊log2(N)⌋, we obtain
E[F˜X,y,N (s)] =
2
N
(
O(1) +
∑
1≤k≤m
∑
j∈Ik
(j − 1) γk +
∑
2m+1≤j≤N
(j − 1) γm+1
)
,
where the last sum is 0 if N = 2m. Considering that
∑
j∈Ik
(j − 1) = 2k−2(3 · 2k−1 − 1)
for all k ∈ N+, we get
E[F˜X,y,N (s)] = o(1) +
2
N
( ∑
1≤k≤m
2k−2γk(3 · 2k−1 − 1) + γm+1
∑
2m≤j≤N−1
j
)
= o(1) +
2
N
(S1 + S2),
(6)
where S1 :=
∑
1≤k≤m 2
k−2γk(3 · 2k−1 − 1) and S2 := γm+1
∑
2m≤j≤N−1 j.
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At this point, the first sum can be rewritten as
S1 =
∑
1≤k≤m
(3 · 2k−1 − 1) · 2⌊2
k+a(k)s/yN⌋+ 1
2a(k)+2
= 3
∑
1≤k≤m
2k · 2⌊2
k+a(k)s/yN⌋+ 1
2a(k)+3
−
∑
1≤k≤m
2⌊2k+a(k)s/yN⌋+ 1
2a(k)+2
=
3s
yN
∑
1≤k≤m
22k−2 +O
( ∑
1≤k≤m
2k
2a(k)
)
+O
( ∑
1≤k≤m
2k
N
)
=
s
yN
(4m − 1) +O
( ∑
1≤k≤m
2k
2a(k)
)
+O (1)
= s · 4
m
yN
+ o (N) +O(1),
where the last o(N) follows by the fact that
∑
1≤k≤m
2k
2m
· 1
2a(k)
→ 0 as m→∞ (indeed
if (zn) is a real sequence which is convergent to 0 then
(∑
1≤i≤n
zn+1−i
2i
)
is convergent to
0 as well). Hence
S1 = s · 4
m
yN
+ o(N). (7)
Similarly, we have
S2 =
2⌊2m+1+a(m+1)s/yN⌋ + 1
2m+1+a(m+1)
∑
2m≤j≤N−1
j
=
(
2s
yN
+ o
(
1
N
))((
N
2
)
−
(
2m
2
))
=
2s
yN
((
N
2
)
−
(
2m
2
))
+ o(N),
which implies that
S2 =
s
yN
(N2 − 4m) + o(N). (8)
Putting together (6), (7), and (8), and recalling that yn = n + o(n) by hypothesis,
we obtain that
E[F˜X,y,N (s)] =
2s
N
(
4m
yN
+
N2 − 4m
yN
+ o(N)
)
+ o (1)
= 2s · N
yN
+ o(1) = 2s+ o(1),
which concludes the proof. 
Claim 2. (Bounding the variances of random components.) Fix s ∈ R+. Then
Var[F˜X,y,N(s)]≪ 1/N, as N →∞.
Gaps and Poissonian Pair Correlations 7
Proof. Note that, since (Xn) is a sequence of jointly independent random variables, then
also the measurable transformations 1[
− s
yN
, s
yN
](Xi1−Xj1) and 1[− s
yN
, s
yN
](Xi2−Xj2) are
independent for all i1 < j1 and i2 < j2 such that (i1, j1) 6= (i2, j2), cf. e.g. [6, Corollary
272L]. Considering, as in the proof of Claim 1, that Xi −Xj has the same distribution
as Xj whenever i < j, we obtain that
Var[F˜X,y,N(s)] =
4
N2
Var
( ∑
1≤i<j≤N
1[
− s
yN
, s
yN
](Xi −Xj)
)
≪ 1
N2
∑
1≤i<j≤N
Var
(
1[
− s
yN
, s
yN
](Xi −Xj)
)
=
1
N2
∑
1≤j≤N
(j − 1)Var
(
1[
− s
yN
, s
yN
](Xj)
)
=
1
N2
(
O(1) +
∑
1≤k≤m
∑
1≤j≤Ik
(j − 1)γk(1− γk)
+
∑
2m+1≤j≤N
(j − 1)γm+1(1− γm+1)
)
,
where the last O(1) comes the fact the formula (5) holds for all but finitely many k.
Hence, with the notation of Claim 1 and recalling (7) and (8), we have that
Var[F˜X,y,N(s)]≪ 1
N2
(O(1) + S1 + S2 + S3)
≪ 1
N2
(
o(N) +
s4m
yN
+
s(N2 − 4m)
yN
+ S3
)
≪ 1
N
+
1
N2
· S3,
where S3 :=
∑
1≤k≤m+1
∑
j∈Ik
(j − 1)γ2k.
To conclude, recalling (5), we get
S3 =
∑
1≤k≤m+1
2k−2(3 · 2k−1 − 1)
(
2⌊2k+a(k)s/yN⌋ + 1
2k+a(k)
)2
≤
∑
1≤k≤m+1
2k−2 · 2k+1 ·
(
2 · (2k+a(k)s/yN) + 1
2k+a(k)
)2
≤
∑
1≤k≤m+1
2k
22a(k)
· (4(2k+a(k)s/yN)2) + 4 · 2k+a(k)s/yN + 1)
≪ 1
N2
∑
1≤k≤m+1
23k +
1
N
∑
1≤k≤m+1
22k
2a(k)
+
∑
1≤k≤m+1
2k
22a(k)
≤ 1
N2
∑
1≤k≤m+1
23k +
1
N
∑
1≤k≤m+1
22k +
∑
1≤k≤m+1
2k
≪ N +N +N.
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Therefore Var[F˜X,y,N(s)]≪ 1N + 1N2 · S3 ≪ 1N , which completes the proof. 
Claim 3. (PPC of random components along subsequences, with s fixed.) Fix s ∈ R+.
Then
P
({
ω ∈ Ω : lim
N→∞
F˜X(ω),y,N2 = 2s
})
= 1.
Proof. For each N ∈ N+, define the random variable
ZN : Ω→ R : ω 7→ F˜X(ω),y,N2 − 2s.
It follows by Claims 1 and 2 that E[ZN ] = o(1) and Var[ZN ]≪ 1/N2 (indeed, note that
the index N2 in the definition of ZN above). Our thesis can be rewritten as ZN → 0
almost surely. Since P is countably additive, equivalently
∀ε > 0, P ({ω ∈ Ω : |ZN(ω)| > ε for infinitely many N ∈ N+}) = 0.
Let us fix ε > 0. The above condition can be rewritten as P(lim supN→∞QN ) = 0,
where QN := {ω ∈ Ω : |ZN(ω)| > ε} for all N ∈ N+. Note that there exists n0 such
that |E[Zn]| < ε/2 for all n ≥ n0, which implies that
P(QN) ≤ P ({ω ∈ Ω : |Zn(ω)− E[Zn]| > ε/2})
for all n ≥ n0. Therefore, by Chebyshev’s inequality
P(QN )≪ Var[ZN ]≪ 1/N2.
It follows that
∑
N∈N+ P(QN ) < ∞, hence the conclusion follows by the first Borel–
Cantelli lemma. 
Claim 4. (PPC of random components along full sequence, with s fixed.) Fix s ∈ R+.
Then
P
({
ω ∈ Ω : lim
N→∞
FX(ω),N = 2s
})
= 1. (9)
Proof. Define the sequences v = (vn) and w = (wn) by
vn := n+ ⌊
√
n⌋ and wn := max{n− ⌊
√
n⌋, 1}
for all n ∈ N+. Note that, thanks to Claim 3, we have F˜X,v,N2(s)→ 2s and F˜X,w,N2(s)→
2s as N →∞ almost surely, let us say, for all ω ∈ Ω0 with P(Ω0) = 1.
To conclude the proof, for all sufficiently large N ∈ N+ and ω ∈ Ω0, we have
M2
(M + 1)2
F˜X(ω),v,M2(s) ≤ 1
N
#
{
1 ≤ i 6= j ≤ N : |Xi(ω)−Xj(ω)| ≤ s
vM2
}
≤ FX(ω),N (s)
≤ 1
N
#
{
1 ≤ i 6= j ≤ N : |Xi(ω)−Xj(ω)| ≤ s
w(M+1)2
}
≤ (M + 1)
2
M2
F˜X(ω),w,(M+1)2(s),
where M := ⌊√N⌋. Taking the limit as N → ∞, we deduce that FX(ω),N (s) → 2s for
all ω ∈ Ω0. 
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Finally, we obtain that (Xn(ω)) has Poissonian pair correlations almost surely.
Claim 5. (PPC of random components along full sequence.) We have
P
({
ω ∈ Ω : ∀s ∈ R+, lim
N→∞
FX(ω),N = 2s
})
= 1. (10)
Proof. Note that, for each N ∈ N+ and sequence x in [0, 1), the function R+ →
R : s 7→ Fx,N(s) is non-decreasing. This implies that a sequence x has Poissonian
pair correlations if and only if there exists a relatively dense set S ⊆ R+ such that
limN→∞ Fx,N(s) = 2s for all s ∈ S. Since P is countably additive and R+ is separable,
then (10) follows by the fact that (9) holds for all fixed values of s ∈ R+, thanks to
Claim 4. 
The random components give PPC, as desired. However, using only the random
components would give too many different gap sizes. This is related to the fact that the
gap distribution of the Poisson process is exponential, and that, accordingly, relatively
large gap sizes are possible.
Hence, we introduce the "deterministic blocks." To this aim, let b : N+ → N+ be
another weakly increasing function such that limm→∞ b(m) = ∞ (that will be chosen
later), and define
Bm :=
{
j
2b(m)
: j = 0, 1, . . . , 2b(m) − 1
}
and Cm := Bm \Bm−1 (11)
for eachm ∈ N+, where by convention B0 := ∅. Note that cm := #Cm = 2b(m)−2b(m−1)
for each m ∈ N+, where b(0) := 0, so that c1 + · · ·+ cm = 2b(m).
Then, for each m ∈ N+, let {Ym,1, Ym,2 . . . , Ym,cm} be random variables on the
same probability space (Ω,F ,P) which are Dirac measures on the values of Cm, and
Ym,1(ω) < · · · < Ym,cm(ω) for all ω ∈ Ω.
Note that all {Yk,j : k = 1, . . . , m, j = 1, . . . , ck} are Dirac measures on the values of
Bm and cm can be equal to 0 (since the function b is weakly increasing).
Consider the sequence (Zn) of random variables where each "deterministic block"
(Ym,j : j = 1, . . . , cm) is inserted between the "random blocks" (Xi : i ∈ Im−1) and
(Xi : i ∈ Im), so that it starts as
X1, Y1,1, . . . , Y1,c1, X2, Y2,1, . . . , Y2,c2, X3, X4, Y3,1, . . . , Y3,c3, X5, . . . , X8, Y4,1, . . .
To be explicit, the sequence (Zn) is defined by:
(i) Z1 = X1;
(ii) Z2 = Y1,1, . . . , Z2b(1)+1 = Y1,c1;
(iii) Z2b(1)+2 = X2;
(iv) Z2b(m−1)+2m−1+j = Ym,j for all integers m ≥ 2 and j = 1, . . . , cm;
(v) Z2b(m)+i = Xi for all integers m ≥ 2 and i ∈ Im.
To ease the notation in the rest of the proof, let (Dm : m ≥ 1) and (Rm : m ≥ 0)
be the set of indexes of deterministic blocks and random ones, respectively, so that
R0 = {1}, D1 := {2, 3, . . . , 2b(1) + 1}, R1 := {2b(1) + 2}, Dm := {2b(m−1) + 2m−1 +
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1, . . . , 2b(m)+2m−1} and Rm := {2b(m)+2m−1+1, . . . , 2b(m)+2m} for all integers m ≥ 2
(cf. also Figure 1). Finally, set D := ⋃t≥1Dt and R := ⋃t≥0Rt.
Rm−1
2b(m−1) + 2m−1
Dm
2b(m) + 2m−1
Rm
2b(m) + 2m
Dm+1
Figure 1. A deterministic block Dm and a random block Rm.
With these premises, we show that if the function b˜ : N+ → R defined by
b˜(m) := m− b(m) (12)
for all n ∈ N+ is nonnegative and weakly increasing to∞, then (Zn(ω)) has Poissonian
pair correlation almost surely.
Claim 6. (PPC of random + deterministic components.) Suppose that the function
b˜ defined in (12) is weakly increasing to ∞ and 0 ≤ b˜(m) ≤ m for all m ∈ N+. Then
P
({
ω ∈ Ω : ∀s ∈ R+, lim
N→∞
FZ(ω),N = 2s
})
= 1.
Proof. Thanks to Claim 5, there exists Ω⋆ ⊆ Ω such that P(Ω⋆) = 1 and
∀ω ∈ Ω⋆, ∀s ∈ R+, lim
N→∞
FX(ω),N = 2s. (13)
Hence, it is sufficient to show that, for each ω ∈ Ω⋆ and s ∈ R+, it holds that
limN→∞ FZ(ω),N = 2s as well. Fix ω ∈ Ω⋆ and s ∈ R+. Note that (13) implies that, if
(vn) and (wn) are positive real sequences such that vn = n + o(n) and wn = n + o(n)
as n→∞ then (we omit details)
lim
N→∞
1
vN
#
{
1 ≤ i 6= j ≤ N : |Xi(ω)−Xj(ω)| ≤ s
wN
}
= 2s. (14)
Here and later, suppose that N ∈ Dm ∪ Rm, for some integer m ≥ 2.
First, let us show that, if |Zi(ω)− Zj(ω)| ≤ s/N for some 1 ≤ i < j ≤ N , then the
random variables Zi and Zj cannot be both deterministic, provided thatm is sufficiently
large. Indeed, in such case, we would have that the minimal possible distance between
(necessarily distinct) deterministic points with indexes in [1, N ] ∩ D satisfies
1
2b(m)
≤ min
1≤i<j≤N,
i,j∈D
|Zi(ω)− Zj(ω)| ≤ s
N
≤ s
2m−1 + 2b(m−1)
,
which is impossible if m is sufficiently large, since b˜(m)→∞ as m→∞.
Second, since
1
N
#
{
1 ≤ i 6= j ≤ N : |Zi(ω)− Zj(ω)| ≤ s
N
and i, j ∈ R
}
(15)
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can be rewritten as
1
N
#
{
1 ≤ i 6= j ≤ N −#([1, N ] ∩ D) : |Xi(ω)−Xj(ω)| ≤ s
N
}
,
and #([1, N ] ∩ D) ≤ 2b(m) = o(N), it follows by (14) that (15) has limit 2s.
Lastly, to conclude the proof, we need to show
#
{
1 ≤ i < j ≤ N : |Zi(ω)− Zj(ω)| ≤ s
N
, i ∈ R, and j ∈ D
}
= o(N).
Let us suppose for the sake of contradiction that this is false. Then there exist δ > 0
and an infinite sequence (Nk) of positive integers such that
#
{
1 ≤ i < j ≤ Nk : |Zi(ω)− Zj(ω)| ≤ s
Nk
, i ∈ R, and j ∈ D
}
≥ δNk (16)
for all k ∈ N+. Set dk := # ([1, Nk] ∩ D) and let mk ∈ N+ be the integer such that
Nk ∈ Dmk ∪Rmk for each k ∈ N+. In particular, 2b(mk−1) ≤ dk ≤ 2b(mk) for all k ∈ N+.
At this point, let ηk,1, . . . , ηk,dk be those elements in the index set D which are ≤ Nk
(note that they depend on ω), and define
νk,j := #
{
1 ≤ i ≤ Nk : |Zi(ω)− Zηk,j | ≤
s
Nk
and i ∈ R
}
for all k ∈ N+ and j = 1, . . . , dk. Since the above sets are pairwise disjoint if m is
sufficiently large, it follows by (16) that
∑dk
j=1 νk,j ≥ δNk for all k ∈ N+. Hence, by
Cauchy–Schwartz’s inequality, we obtain
dk∑
j=1
ν2k,j ≥
1
dk
(
dk∑
j=1
νk,j
)2
≥ 1
2b(mk)
(δNk)
2
≫ N
2
k
2mk−b˜(mk)
≫ N
2
k
Nk/2b˜(mk)
= Nk · 2b˜(mk).
(17)
However, if |Zi1(ω)−Zηk,j | ≤ s/Nk and |Zi2(ω)−Zηk,j | ≤ s/Nk for some 1 ≤ i1 6= i2 ≤ Nk
with i1, i2 ∈ R, then |Zi1(ω)− Zi2(ω)| ≤ 2s/Nk. Together with (17), this implies that
1
Nk
#
{
1 ≤ i 6= j ≤ Nk : |Zi(ω)− Zj(ω)| ≤ 2s
Nk
and i, j ∈ R
}
≫ 2b˜(mk) →∞,
which is contradiction since, by the argument above, the left hand side has limit 4s as
k →∞. 
Claim 7. (Bounding the number of gaps.) Fix a function q : N+ → N+ such that
limn→∞ q(n) =∞. Then there exists a sequence (xn) with Poissonian pair correlations
such that g(n)≪ q(n) as n→∞.
Proof. Note that can be assumed without loss of generality that 2 ≤ q(n) ≤ 2n for all
n ∈ N+ and that q is weakly increasing. Then define the function h : N+ → N+ by
12 C. Aistleitner, T. Lachmann, P. Leonetti, and P. Minelli
h(n) = ⌊log2 q(n)⌋ for all n ∈ N+ (in particular, h(n) ≤ n and limn→∞ h(n) = ∞). At
this point, define the functions a, b : N+ → N+ by
a(m) = ⌈h(m)/2⌉ and b(m) = m+ 1− ⌊h(m+ 1)/2 ⌋
for all m ∈ N+. Then, thanks to Claim 6, we have that almost all sequences (Zn(ω))
have Poissonian pair correlations. Pick one such ω. With the notation of Claim 6, fix
n,m ∈ N+ such that n ∈ Dm ∪ Rm. Then, recalling the definitions (4) and (11), we
have the inclusions
Bm−1 ⊆ {Z1(ω), . . . , Zn(ω)} ⊆ Am.
Note that each interval
[
j
2b(m−1)
, j+1
2b(m−1)
]
with endpoints in Bm−1 contains exactly
1
2b(m−1)
/
1
2m+a(m)
= 2m+a(m)−b(m−1)
consecutive intervals with endpoints in Am. Considering that m + a(m) − b(m − 1) =
h(m) +O(1), it follows that
g(n) ≤ 2m+a(m)−b(m−1) ≪ 2h(m) ≪ q(m) ≤ q(n),

To conclude the proof of Theorem 1.4, fix a function f : N+ → N+ such that
limn→∞ f(n) =∞, and let q : N+ → N+ be another function such that limn→∞ q(n) =
∞ and q(n) = o(f(n)) as n → ∞. It follows by Claim 7 that there exist a constant
c > 0 and a sequence (xn) with Poissonian pair correlations such that
g(n) ≤ cq(n) ≤ f(n)
for all sufficiently large n. This completes the proof. 
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