Abstract. Measuring transmission of a vector-borne infection is essential to understanding infection dynamics. When infection prevalence in the vector population is low, transmission is often measured by pool screening (also referred to as group testing). Several investigators have developed statistical methods to recover infection prevalence estimates from pool screen data. These are based on models that contain certain assumptions, and a pool screening approach must be designed to take these into account if accurate estimates of infection prevalence are to be obtained. Here we describe these assumptions and discuss appropriate sampling protocols. The sources of error inherent in pool screening are described, and we show that, under most conditions in which one would want to use group testing, most of the error results from sampling and not the pooling process. Issues involved in developing a sampling protocol, including the total number of insects to be screened and optimal pool size, are explored. The meaning of confidence intervals associated with prevalence estimates and the appropriate interpretation of these intervals are discussed.
INTRODUCTION
The level of transmission of any arthropod-borne infection is an important variable for studying many factors of the biology of the infectious organism (e.g., for determining the most efficient vector species). Monitoring of infection in the vector population is also an essential tool for surveillance of these infections and for measuring the success of control programs. When transmission is intense, the rate of infection in a vector population is usually high, and one can obtain an estimate of the prevalence of infection in the vector by individually examining a relatively small number of insects. However, when the prevalence of infection is low (such as at the start of an outbreak or after a successful control program), large numbers of insects need to be examined to obtain an accurate estimate of infection levels, and examining individual insects becomes very inefficient. The rapid development in recent years of assays applicable to screening "pools" or "clusters" of insects now makes it possible to efficiently estimate the infection potential of diseases spread by a vector species by screening pools of insects. However, pool screening is complicated by the fact that it is generally impossible to determine if a positive pool contained a single infected insect or more than one infected insect. The simplest method for dealing with this complication is the calculation of the minimum infection rate (MIR), which assumes that a positive pool contains only a single infected insect. 1 However, this obviously may underestimate the actual level of infection. Thus, a more accurate method for calculating prevalence of infection from pool screening is desirable. 2 Several researchers have investigated methods for estimating prevalence of infection from data collected from screening pools of insects. The alternative term "group testing" has been used by a number of these. Chiang and Reeves 3 considered the maximum likelihood estimator (MLE) for the case of equal pool sizes. They also presented graphs giving exact confidence intervals (CIs) for selected pool sizes. Thompson 4 studied the properties of the MLE for the case of equal pool sizes and suggested an optimal choice of pool size based on minimization of the mean square error. Burrows 5 produced a bias reduced estimator and explored its properties. Katholi and others 6 also considered the MLE and in addition gave formulas for the calculation of exact CIs suitable for hand calculation given only a table of the F-distribution. Barker 7 extended the study of the MLE to the case where the sizes of the samples tested were no longer equal. In addition, she produced a simple expansion for the MLE suitable for hand calculation. She also studied moment estimators, a bias reduces estimator for the equal pool size case based on the Jackknife method, which is different from the one given by Burrows, and a Bayesian approach to the problem. Finally, she considered several different CIs based on classic methods and the Bayesian approach. Hepworth 8 produced similar results for clusters of pools with equal sample sizes within the clusters. He also produced exact CIs that are different from those produced by Barker. 7 Each of these approaches assumed that a collection of samples (pools) were gathered and each pool tested with the assay to see if it was positive. Point estimates and CIs are calculated, based on the total number of pools screened, the number of positive pools observed, and the pool sizes.
Pool screening is now commonly used as a tool to monitor both parasitic [9] [10] [11] [12] [13] [14] [15] and viral [16] [17] [18] [19] arthropod-borne infections. However, it is not often appreciated that each of the methods for calculating the prevalence of infection in a vector population from pool screen data is based on a model that is in turn built on certain underlying assumptions concerning the methods used for collecting the samples. Furthermore, it is often unappreciated that deriving estimates of infection prevalence from a sampling procedure (whether it be by screening individual insects collected in a trap or by screening pools) is subject to errors introduced by the sampling process and that this source of error is influenced both by the number of insects examined and by the methods used to examine them. This can lead to invalid estimates of infection rates in the vector population, because the underlying assumptions made by the statistical models may be violated. The overall goal of this study is to clarify these assumptions and indicate how different sampling protocols may be in concordance with, or in violation of, these assumptions. First, we discuss the as-sumptions that underlie the methods that have been developed for calculating infection rates based on the results obtained by pool screening. Second, we discuss the consequences of sampling pools on the estimates of infection rates, and in particular, how sample numbers and pool sizes affect the precision of these estimates. Finally, we provide a discussion of the correct interpretation of CIs that are obtained from estimates of infection prevalence that are obtained from these methods.
RESULTS AND DISCUSSION
Statistical models and appropriate sampling methods. The term Bernoulli trial is used to describe any test situation with two mutually exclusive outcomes (e.g., positive or negative, true or false). Screening with assays that are commonly used in pool screening (e.g., conventional polymerase chain reaction [PCR], enzyme-linked immunosorbent assay (ELISA), or even dissection) clearly fall into this category. We can identify three different approaches that may be applied to screening for a pathogen using such assays. First, one can screen each sample individually for the presence of the pathogen. Second, one can screen pools of equal size (e.g., pools where each pool contains exactly 50 individuals). Finally, we can screen pools where each pool contains different numbers of individuals. Equal pool sizes may be commonly found in situations where one is screening pools derived from samples collected from individual humans, whereas the unequal pools are most likely to occur in most experimental situations involving vector-borne pathogens, where the number of insects collected may vary from time interval to time interval or from trap to trap.
If individual insects are tested, the estimate of the probability that a given insect is infected is simply the ratio of the number of positive insects observed divided by the total number of insects examined. The underlying probability model for this situation is the binomial distribution, and CIs for the probability of infection are calculated from this by standard methods. 20 When pools are sampled, the probability that a pool is not infected is (1 -p) n , where p is the probability that any given individual insect is infected, and n is the pool size. The probability model for the number of positive pools observed is again a Binomial distribution. Again, standard methods are used to calculate point estimates and CIs. When the pools are not all the same size, denote the size of the ith pool by n i ; the probability that the pool is not infected is again (1 -p) ni . The distribution of the number of positive pools is no longer binomial, however, and the calculation of point estimators and CIs require considerable computation. 7 The calculation methods using either equal or unequal pools assume that the samples are collected from an essentially infinite population and that the methods used in the sampling draw a random sample from this population. In these situations, the model assumes that the sample that is collected is assayed in its entirety. As shown below, the larger the sample (i.e., the more individual insects examined), the more accurate the estimate of the prevalence of infection will be. Thus, when one plans to use a pool screening approach to screen collected vectors, it is best to collect and screen as many individual insects as possible, given the limitations imposed by time and cost.
It is also possible to take another approach to screening equal sized pools that in some cases may be more efficient than screening the entire collection. Here the investigator collects and screens pools of equal size until R positive pools, each containing K insects, are obtained. Data collected in this way may be used to provide an estimate of the infection rate in the vector population. However, it is important to note that the assumptions underlying this method are different from those of the model described above. In this case, the probability model is based on the total number of trials required to find R positive pools and the appropriate probability model is no longer the binomial; it is the negative binomial. Therefore, the methods used to calculate the point estimates of infection rate and the associated CIs using this model will not be the same as those described above, and the values for the estimate of prevalence of infection will also differ somewhat from those obtained when one has screened an entire collection of insects. It is also important to note that this negative binomial model will not support the use of unequal pool sizes. A technical report describing this method and the properties of the estimates obtained is currently in preparation by the authors. In summary, one can calculate the prevalence of infection from screens involving equal or unequal pools when screening an entire collection or by adopting a sequential collection and screening protocol if one has pools of equal size. However, it is imperative that care be taken to insure that the collection protocol does not violate the underlying assumptions of the probability model that was used to construct the computational algorithm that one plans to use to analyze the resulting data. The most important of these assumptions when one is using the methods developed by Katholi and others, 6 Hepworth, 8 or Barker 7 is that the collection screened must represent a truly random sample of an essentially infinite population.
What if one actually collects a number of insects that is greater than the laboratory is capable of screening? For example, if one faces a trap in which 1,500 mosquitoes have been collected, one might be tempted to just pull 500 of these from the trap to test. As described in detail in the appendix, such sub-sampling is allowable as long as one is sampling from an essentially infinite population, although at first glance the situation seems otherwise. In particular, the contents of each trap can be viewed as analogous to a bowl containing balls of two different colors: say red and green. A sub-sample is drawn from this bowl, and the question of interest is, "are there any red balls in the sub-sample?" A "red ball" detection assay is performed on the sub-sample and returns a yes or no answer. Sampling from a finite population containing only two kinds of objects follows the hypergeometric distribution. When this is done, the usual assumption is that the size of the overall population is known and that the proportion of red balls in this overall population is also known. The hypergeometric distribution gives the probabilities that a sub-sample of a given size contains X red balls. Because our test is a yes or no test, the probabilities of interest are the probability that our sample contains no red balls (i.e., is negative) and the complementary probability that there is at least one red ball. Again, our testing procedure is a Bernoulli trial; however, the probability of a negative sample conditional on there being M red balls in the original collection of size N is the complex quantity
where N is the number in the trap, K is the size of the subsample, and M is the unknown number of red balls in the trap. However, the random variable M has a binomial distribution with parameters N and p. Hence, as is shown in the Appendix, the unconditional probability that we observe a negative test is (1 -p) K . This being the case, samples found and tested as sub-samples from traps or other collection methods fit the same probability model discussed by Chiang and Reeve, 3 Thompson, 4 Katholi and others, 6 Barker, 7 Burrows, 5 and Hepworth. 8 However, it is important to note that these models all assume that sampling (and any subsequent subsamples) are drawn from an essentially infinite population of insects. Thus, it is necessary to ensure that any sampling scheme to be used in conjunction with pool screening will draw an overall sample that is small compared with the total insect population present.
How many insects should be included in each pool, how many insects should be screened and how should pools be constructed? Statisticians generally consider two measures of merit when considering the quality of a point estimate. These are bias and mean square error (MSE). Because the maximum likelihood estimator of a parameter is a function of the observed random variable, it is also a random variable and hence has an expected value (mean) and a variance. Bias is a measure of the extent to which the expected value of the estimator fails to equal the true value of the parameter. Thus, if we denote the estimate of p by p ,
2 . The ideal estimator will have zero bias and minimum MSE. Unfortunately, it is not always easy to achieve these goals. Many investigators argue that they are willing to give up some bias for a smaller MSE. It is important, therefore, when considering an estimator to have a good grasp of the bias and MSE for the estimator and how they are influenced by ancillary factors (e.g., pool size).
For the pool screening estimator (when pool sizes are equal), it is not difficult to show that it is biased when the pool size is greater than 1 and that the bias increases as the pool size increases (see Appendix for mathematical details). The bias is in an upward direction (i.e., on average, the point estimate is somewhat larger than the actual infection rate). The size of the bias is also influenced by the value of the unknown parameter, p. Again, it can be shown that the bias increases as p increases. However, the bias is quite small when the true value of p is small and becomes substantial only as p (or the infection rate) gets larger than, say, 0.1 (or 10%).
The MSE also is influenced by both p and the pool size. Thompson 4 showed that for any p, the MSE is approximately minimized when the pool size is taken to be Tables 1-3 give some data for the influence of the pool size (K) on the bias and the expected values of the endpoints of a 95% CI for the cases when the infection rates are 1/50 (2.0%), 1/400 (0.25%) and 1/1,000 (0.1%), respectively. It is shown in the Appendix that the key factor in the ultimate size of the bias is a combination of the pool size (K) and the number of pools (M). As discussed below, the chemistry of the assay will generally be the limiting factor in determining the upper bound of the pool size. Thus, the main factor that one may influence in a sampling scheme will be the number of pools. As this number becomes large for any pool size (K) and any unknown p, the bias tends to zero at about the rate 1/M; the MSE gets small at the same rate as well. Tables 1-3 make some important points regarding the pool screening method. First of all, screening pools will result in a point estimate that is upwardly biased (i.e., somewhat larger than the actual value) for the reasons discussed above. However, this effect is generally negligible when infection rates are low. For example, as shown in Table 2 , individually screening 4,000 insects in a population with a true infection rate of 1/400 will result exactly in the expected point estimate of 0.00250. However, dividing the population into 40 pools each containing 100 insects and screening the 40 pools will result in a point estimate of 0.00253. This estimate is just 1.4% above that obtained by examining all 4,000 insects individually.
Another point made by the calculations summarized in Tables 1-3 is that the range between the endpoints of a 95% CI is generally much larger than the degree of bias introduced into the point estimator by the pool screening process. For example, in Table 2 , the range between the upper and lower bounds of a 95% CI is roughly 4-fold (0.001, 0.004). The 95% CI is also fairly stable, increasing by just 9% when comparing the interval obtained from screening pools of 100 insects to the interval obtained from screening a pool size of 1 (i.e., screening each insect individually; Table 2 ). Thus, the majority of the error surrounding the point estimate of the infection rate is associated with the random variation in the sampling process itself and not with the process of pool screening. That is, most of this error is also present when one screens individual insects (by dissection for example) and needs to be considered when calculating infection rates obtained by this method as well.
Given that the point estimates derived from pool screening will be biased to some extent, questions immediately arise concerning how large the pools should be. As pointed out by Hepworth, 8 if the pools are too large, it is likely that they will all test positive, leading to the estimate p ‫ס‬ 1; if they are too small, we are likely to have a very large number of negative pools, and the costs associated with the testing will be unreasonable. The sensitivity and specificity of the assay will also impose limits on just how large the pools can be. The Bernoulli model assumes that the assay has perfect sensitivity for the size of the pool tested and that the specificity is also perfect; that is, there are never any false positives or false negatives. If this is not the case, the estimates produced will be biased upward by the presence of the false positives or downward by false negatives. In this regard, it is important to note that the specificity of the assay becomes particularly important when the number of true positives is likely to be very low.
Thus, the optimal pool size will be a function of both the statistical model and the chemistry of the assay used to screen the pools. For example, if one suspects that the infection rate is 1/400, the estimator of Thompson 4 recommends pools of size 635. Chiang and Reeves 3 suggest using a pool size of K ‫ס‬ log(1/2)/log(1 -p), which would give an equal chance of a positive or negative pool. For an infection rate of 1/400, this formula leads to a pool size of 277. Both of these are likely to be larger than can possibly be handled by the chemistry of most assays used in pool screening. For example, most PCRbased assays have been shown to be capable of handling a maximum of 100 insects in a pool while retaining an acceptable level of sensitivity and specificity.
6,10-15, 21 Similarly, the currently commercially available antibody-based tests may be used with a maximum pool size of 50 mosquitoes. [22] [23] [24] [25] [26] When taken together, these findings suggest that the biochemical properties of the assay are more likely to impose limits on the optimal pool size than are the constraints imposed by the statistical analysis of the results. Therefore, when one is searching for a rare event (i.e., examining a population in which the prevalence of positive insects is low), it is probably best to use the largest pool size deemed possible by the chemical limitations of the assay. Furthermore, because the pool screening models all assume a sensitivity and specificity of 100%, it is imperative that the sensitivity and specificity of the assay be rigorously evaluated on synthetic pools containing different numbers of insects to ensure that the assay is performing optimally at any given pool size before that pool size is chosen for screening unknown samples.
How many insects do I need to screen to get an accurate estimate of the prevalence of infection? Before beginning the process of estimating the occurrence rate of a rare event, it is instructive to consider exactly what you might expect while collecting specimens. Suppose that the proportion of the population being sampled that exhibit the characteristic of interest is p, 0 < p < 1 (i.e., the proportion of positive insects is between 0% and 100%). If we consider the random variable X, where X ‫ס‬ number of specimens collected before the first one with the characteristic (i.e., a positive) is found, it is well known that X has a geometric distribution. That is,
From this it is easily shown that the probability that X is less than or equal to any particular value, say z, is equal to
This formula may be used to give estimates of how probable it would be that we will observe a specimen with the characteristic of interest (i.e., a positive insect) when we have examined z specimens. Tables 4-6 summarize the probability of detecting a positive insect at different prevalences of infection when one tests varying numbers of insects in pools of varying sizes. For example, if the event rate is 1/50, screening as few as 40 individual insects yields a better than 50% chance of finding a positive insect (Table 4) . When the true prevalence is 1/400, screening 10 pools of size 25 yields a 47% chance of finding a positive pool, and when the pool size is 50, the chance is 71% after screening 10 pools (Tables 5 and 6) . Tables 4-6 can be used to help plan the sampling process with respect to whether to screen individual insects or to screen pools, and if screening pools, how large should the pools be. Tables like these are easily calculated from equation
, where K is the pool size and z is the number of pools.
In general, it can be shown that the precision of the point estimator increases as the number of pools tested increases for any fixed pool size. For example, Basanez and others 27 have estimated that, when the infection rate in black flies is less than 0.2%, 6,000-13,000 individual parous flies will need to be screened to predict the true prevalence of infection with a precision of between 0.2 and 0.3. Thus, when the infection rate is low, it is important to examine a large number of specimens (at least several times that of the inverse of the expected infection rate) to produce meaningful data concerning infection rate. Of course, the ability to efficiently examine large numbers of individual insects is the reason for doing pool screening in the first place.
How should pools be constructed? As noted above, the sampling models on which all of the pool screening models are based assume that one is collecting a random sample from an essentially infinite population. Thus, it is important to try to ensure that when one is devising a sampling strategy that one attempts to obtain a sample from the overall population that is as random as possible. For example, this means that traps (and therefore collections) should be distributed as randomly as possible throughout the study area to ensure that the insects collected are as representative as possible of the overall population.
A second assumption inherent in the pool screen model is that each infection in the insect population is independent of all others (i.e., that infected insects are distributed randomly throughout the overall insect population). However, it is known that this is often not the case, and temporal and spatial aggregation of infected insects is often observed. 27 One way to correct for aggregation will be to combine collections from all traps into a single population and to create pools from the combined population. This approach will produce the most accurate estimates of the overall infection prevalence in the vector population. However, spatial and temporal data may be lost when using this approach.
Finally, some mention should be made of the fact that sampling schemes are often devised to specifically target infected insects. For example, traps are often set in areas where evidence exists for ongoing transmission, or sampling strategies are used that specifically attract a sub-population of insects that are likely to be infected. These sampling strategies are therefore most effective in documenting ongoing transmission but may lead to an upwardly biased estimate of the actual prevalence of infection in the vector population.
What is the meaning of a CI in a pool screen calculation? CIs are often reported and interpreted as a measure of precision of a point estimate that has been calculated from the data. This view is inaccurate, so it is important to understand exactly what a CI is and what it says. First of all, the endpoints of a CI form a bivariate random variable that is a function of the original observations. The distribution of this bivariate random variable depends on the distribution of the original observations and the functions used to define the values. Usually this is very complex. The values computed for endpoints from the observed data are only one of possibly an infinite number of values that can result from the experiment depending on the distribution of the original data and the sample actually observed. A CI is said to "cover" the true value of the parameter of interest if the interval contains that value. Thus, for any CI derived from the experimental observations, you can never be absolutely sure that the CI actually contains the true infection rate. When we speak of a 95% CI, we mean that if we repeated the sampling process (i.e., the experiment) a large number of times (infinitely many) and calculated the interval, the proportion of times that our computed CI would cover the true value is 0.95. To put this another way, if an investigator plans to use an algorithm that produces a 95% CI, he knows before he gathers his data that the odds are 19:1 that the algorithm, when applied to his data, will produce an interval that covers the true value. The investigator does not know, however, if the value he actually calculates with his or her data actually covers the true value or not, because there is still a 1/20 chance that the true value will fall outside of the calculated interval.
Many CI procedures have coverage probabilities that vary over the range of the parameter of interest (in this case p, the rate of the event). The CI is called exact if the smallest of these coverage probabilities is at the desired level. Hence, the CI calculated will often be too conservative (i.e., have a coverage > 95%) but will never yield an interval that is too short. Clopper-Pearson intervals were included in a widely used 6 Barker 7 obtained equivalent intervals for unequal pool sizes. These CIs are exact. However, they tend to be quite conservative for small values of p (i.e., when the infection rate is low). It should be noted that this dependence of the coverage probability of the CI for a parameter on the parameter is a feature in discrete distributions.
One final observation needs to be made here as well. The failure of a specific CI to contain a pre-specified value of the parameter, p, is not the same as a statistical test of a hypothesis in general. Some CIs are found by "unwinding" a test; however, this is not always the case. Thus, the CIs calculated by the methods described above should not be used as a stand-alone statistical method for testing hypothesis regarding the prevalence of infection in a vector population (e.g., have we succeeded in lowering the transmission rate below a defined cut-off with our control program?). Tests for specific hypotheses can be developed without too much effort, particularly in the case of equal pool sizes. For example, it is easy to show (see Appendix at www.ajtmh.org) that a test of whether the observed prevalence of infection is statistically equal to or lower than a defined cut-off value (i.e., H 0 : p Յ p 0 versus H a : p > p 0 ), based on the observed number of positive pools, T, rejects H 0 whenever T > t ␣ . t ␣ is the critical point for a level ␣ test. To clarify, recall that the usual test procedure for a statistical test (e.g., a t test) involves the calculation of some test statistic. An appropriate table is then consulted to obtain the "critical value," and the null hypothesis is rejected at the predetermined level (e.g., ␣ ‫ס‬ 0.05) if the test statistic exceeds the critical value. The value ␣ represents what statisticians call the level of type I error; that is, if the test were conducted a large number of times, the type I error represents the proportion of times we would incorrectly reject the null hypothesis when it is true. For the pool screen model the value of the critical point depends on the pool size (K), the number of pools (M), the value of p 0 , and the choice of ␣ and can be calculated from the formula
This test is the uniformly most powerful test for this hypothesis. 28 Because of the dependence of the critical values on M, K, and p 0 , it is impossible to calculate a table of critical values a priori. Although this formula looks very complex, the computations can easily be carried out using the probability calculator included in almost any statistical package.
APPENDIX
Mathematical justification for sub-sampling. Suppose that the investigator has collected a group of experimental units of size N by some method. Assume that this is a sample from an effectively infinite population where the probability that an individual experimental unit is positive is denoted by p. Suppose that we now draw a sample of size K from this group for testing. In the original collection, suppose that M are positive, the conditional probability that the new sample will contain X ‫ס‬ x infected units given M in the group is given by,
Thus, the conditional probability that the sub-sample of size K will contain no infected experimental units is given by,
͑N − j͒
From this conditional probability we obtain the unconditional probability that X ‫ס‬ 0 by using the fact that M is a random variable with Binomial (N,p) distribution. Thus, the unconditional probability is given by so the unconditional probability that the sub-sample contains no positive experimental units is P(X ‫ס‬ 0) ‫ס‬ (1 -p) K . This establishes that the model used for the Pool screen programs is appropriate in the case of sub-sampling as well.
Statistical properties of the pool screen estimator. The estimator based on testing pools gives rise to the MLE p ‫ס‬ 1 −
(1 − T/M)
1/K where K is the pool size, M is the number of pools tested, and T is the number of positive pools observed. If this expression is expanded in a Taylor expansion about the E(T) and the expectation taken, we see that the dominant term in the expansion for the bias is given by the expression
The next term in the expansion has multiplier 1/M 2 and successive terms are in terms of increasing powers of 1/M. Some simple hand calculations show that this first term accounts for most of the bias shown in Table 1 in the body of the paper. Some comments are in order concerning the size of the bias. The quantity { [1 -(1 -p) 
