Abstract-Peer assessment is a form of collaborative learning in which students evaluate learning products prepared by other students. We present the results of an analysis of the assessment of oral presentations by students. A group of students solves a problem, writes a document with the solution, and makes an oral presentation in class to other students. Another group assesses the written document and oral presentation. To help students perform the assessments, two rubrics are provided along with other guidance documents that help in writing scientific documents and performing oral presentations. The rubric evaluates five factors of oral communication. The results of the student evaluations are compared with the simultaneous evaluations produced by two lecturers. When making a comparison of the global assessment between lecturers and students, we find significant differences. However, when the factor "use of auxiliary resources" is removed, these differences disappear as the factor introduces a difficult to justify dispersion. In addition, the assessment performed by students with and without the help of a rubric is compared and no significant differences are found.
I. INTRODUCTION

D
EVELOPING skills in students for cooperating, communicating, and making decisions, among other general skills, is a crucial task in university training. Curricula increasingly specify the way cross-curricular skills are worked and evaluated. Peer evaluation enables students to observe the work of others, ask questions, and conduct a discussion -and this leads to better critical thinking and a better perception of their own work [1] - [4] . When work is evaluated by peers in a critical and constructive way, and supported by reasoned comments and interaction among students, an improvement of those who evaluate and those who are evaluated is achieved [5] - [7] . Several authors have shown that the quality of work improves when students receive feedback from peers [8] - [11] . Weiss [12] suggests that emotions can stimulate attention and stimulate learning.
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Digital Object Identifier 10.1109/RITA.2018.2801897 about the abilities of 'peers', or feelings of injustice [13] - [16] . Whether positive or negative, peer evaluation always evokes an emotional response [17] , [18] . Peer evaluation should be understood as an option for improvement rather than a critique of a work or the person [19] . Lecturers should be able to understand and manage the emotions and minimise possible negative consequences. Some lecturers are hesitant to use peer evaluation because they have doubts about its validity as they do not trust student scores to match their scores [20] , [21] . However, it is necessary to consider that the scores assigned to a product (exam, laboratory report, problem solving task, etc.) can vary from one lecturer to another, as we will later remark in this paper. Even when scores assigned by various lecturers agree, there are many studies that raise doubts about their validity since 'consistent marks' do not necessarily imply 'fair marks' [22] , [23] .
Falchikov and Goldfinch [20] in a study comparing the scores assigned by students with those of lecturers, concludes that when peer evaluation is used it is preferable to do so in a context of evaluating academic products in small groups with well understood criteria that are agreed by all, and provide global assessment. Haddad and Kalaani [24] conclude that the differences between student and lecturer evaluation results are reduced when evaluation rubrics are used. According to McGourty et al. [25] maximum attention should be given to the design of peer evaluation to achieve maximum acceptance by lecturers and students (this must be done through a wellstructured process that is repeated several times during student training).
Teamwork is one of the strategies used in engineering physics degrees taught at the Higher Technical School of Design Engineering (ETSED) at the Universitat Politècnica de València (UPV). The work of teams, formed by six students, consists of problem solving, experimental work in the laboratory, and writing laboratory reports. In addition to communicating the solution to problems in a written document, one of the members of the team must explain the team solution in class. In other words, effective communication, both written and spoken, is being developed. Evaluation of problem-solving products in written documents and oral presentations are evaluated by another peer team. The students receive information on how to make the evaluation and receive a series of guidance documents that include an evaluation rubric.
Resources that facilitate and automate peer evaluation are now available. The use of 'clickers' seems to be superseded by the widespread use of smartphones, tablets, or laptops in the classroom. By using these devices, students can evaluate 1932-8540 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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presentations through participation systems in the classroom with applications such as Socrative or Kahoot [26] . Training in teamwork, effective communication, and evaluation skills are especially important in the professional activities of future engineers [27] , [28] . At the UPV, it is planned that these skills, and others, will be introduced from the first year of training for engineers, and that these skills will be evaluated at three levels of competence (two levels in the degree course and one in the masters course).
In previous work we analysed the peer evaluation of written documents [29] , [30] . It is shown that with the proposed methodology there are no significant differences between the assessments made by expert lecturers and student teams. The present paper analyses the results of peer evaluations of oral presentations, comparing them with those performed by two expert evaluators (course lecturers). The presentations were carried out during the 2015-2016 academic year in a group of 100 physics students (during courses on physics and electricity) in the first year of a degree course in industrial electronic and automatic engineering at the UPV. Partial results of this work are shown in an article published in INRED2016 [28] . The e-learning platform at the UPV is used -which enables sharing and saving documents, maintaining authorship, control of plagiarism, and the possibility of completing exams and online surveys. The 'survey' tool enables us to perform part of the peer evaluation of oral presentations in 'real time'.
The hypothesis of this work is that, in an academic context, the results of the team evaluation of oral presentations of the students are not significantly different from those made by expert lecturers.
II. METHOD
Students of physics are organised into teams of 5-6 members. To give continuity to the two courses of the subject (physics and electricity), the composition of the work teams remains the same for both courses. Teams must perform six problem-solving tasks in each course.
The organisational chart of the lecturer and student tasks is shown in Figure 1 . Various types of tasks are assigned for every lesson. Half of the teams must write a document containing the resolution of a problem proposed by the lecturer. The document should be in accordance with the instructions given in the 'student guide' -which is a set of documents available on the e-learning platform with recommendations on effective communication (written and oral), teamwork, and co-evaluation rubrics. 1 The other half of the teams must evaluate a document prepared by another team by writing a reasoned assessment and following the recommendations of the rubric. Subsequently, one of the problem-solving team members must make the oral presentation of this work to their classmates. The team that has corrected the written document evaluates the corresponding oral presentation. Each team does three effective communication tasks (written and oral) and three evaluation tasks during the course. Tasks are opened by creating a folder on the e-learning platform (poli[formaT] based on Sakai: https://sakaiproject.org). A series of permissions are given to the students in this folder so they can create, read, and edit their own resources and eliminate documents. A document is uploaded in the folder describing the problem that each team must tackle and which team evaluates. Also included are the deadlines for uploading the problem document and the submission deadline.
Students have documentation with recommendations on how to prepare oral and written communication. They also have a rubric to make the corrections and a guide to evaluate the presentations. All the documentation has a 'student work guide' format [32] .
Following a rotary order, team members must give an oral presentation of the problem solved in class. Due to coordination between the physics and electricity courses, each students can give an oral presentation.
Once the presentation has been given, the evaluating team, in addition to assessing the presentation with the rubric, will make comments. The two lecturers also evaluate and comment on the presentation.
Five factors are taken into account when evaluating the oral presentations given by each team member: (1) correct and professional language; (2) order and clarity; (3) tone of voice and emphasis; (4) use of additional resources; and (5) non-verbal communication. Each of these factors is rated from 1 to 5 on a Likert scale (1 strongly disagree, 2 disagree, 3 neither agree or disagree, 4 agree, and 5 strongly agree). We analyse the evaluations collected for the first 24 presentations of the 2015-2016 academic year. The statistics were analysed using the SPSS v.16 program, establishing a significance level α of 0.05 for all statistical tests. The goal of these studies was to establish the possible existence of significant differences between different groups. Bland-Altman diagrams were used to further analyse these differences [33] . These diagrams, which are widely used in medical science, are useful for comparing measurements made with a procedure versus another procedure used as a reference -and show the differences between the two magnitudes when compared to their means. The bias between the two measures (mean of the difference between the two) and the limits of agreement (mean value of the difference ± twice the standard deviation) are obtained. The differences found in the academic framework can be contextualised using these values.
III. RESULTS
A. Expert Assessment of Oral Presentations
As a previous reference on the assessment variability, we compared the evaluations of 24 oral presentations of the students made by two expert lecturers. These evaluations were made using the same rubric that had been used by the students and with the same Likert scale. The average values of the five factors in the rubric was given on a scale of 0 to 10 points (from now on all Likert scale values will be 0, 2.5, 5, 7.5 and 10). As a first step, the existence or nonexistence of significant differences between lecturer averages is considered. To answer this question, a t-Student test is performed, proposing as a null hypothesis the existence of no significant differences. The results of the test (see Table 1 ) confirm the hypothesis, but are not conclusive (p = 0.053), and so we performed a more detailed study on data dispersion.
These results are shown in the Bland-Altman diagram shown in Figure 2 . The average value of the two lecturer assessments (horizontal axis) versus the difference (vertical axis) is represented for every presentation. As a result, a bias of 0.7 points of one lecturer (expert 1) over the other (expert 2) can be observed, being 1.9 the interval amplitude of the limits of agreement.
Both the bias and limits of agreement are less than one unit on the scale used and both can be considered as reasonable. To compare the values of the evaluation with the evaluation made by the students, the average of the two experts (7.5) will be taken as a reference. 
B. Student Peer Assessment of Oral Presentations
The available data corresponds to the evaluation of the 24 oral presentations made by students. Table 2 shows the average value of each factor considered in the evaluations on a scale from 0 to 10. Factor 4, use of additional resources, reaches the highest score (8.4), while factor 3, which evaluates the tone of voice and emphasis, has the lowest (7.7). Although the difference between the two values is not great, it shows that, even if technological means are mastered, it is necessary for students to work the basic elements of effective oral communication. In any case, the scores can be considered high and the range of variation small.
C. Comparative Analysis: Students vs Lecturers
Firstly, we compared the overall result. This result is obtained as the average value of the five analysed factors on the Likert scale from 0 to 10.
The overall mean value of student assessments is 8.0, which is more than half a point higher than the average of the assessment made by the lecturers (7.5). When performing a t-Student test to assess the differences between both averages, these differences are found to be significant (p <0.05) being t = 2.03. This difference, although statistically significant, is of the same order as that found between the lecturers (t = 1.98).
The Bland-Altman diagram shown in Figure 3 enables us to analyse in more detail the differences between students and lecturers. When the weighted global assessment of the five factors is analysed, a bias of 0.4 is obtained (the student score is 0.4 points higher than that of the lecturers) and the limits of agreement (the average plus/minus of the two standard deviations) are between -1.3 and 2.1. These results show that students and lecturers make similar assessments with a reasonable uncertainty margin (approximately one unit of the Likert scale).
To analyse in more detail the differences between the assessments of students and lecturers, we make a factor-tofactor comparison. The results are shown in Table 3 . From this analysis we infer that no significant differences exist in four of the five factors. Only in factor 4 ('use of additional resources') are significant differences found (t = −2.81; p <0.01) with the student scores significantly higher than those of lecturers.
We can make a hypotheses to explain the difference in this factor: one could be that it is the most ambiguous factor and its meaning is not sufficiently clear for students. Another hypothesis may be that the students do not know about the additional resources available for oral presentations. One future action could be to revise the 'student guide' to clarify ambiguities and highlight all the resources involving the use of additional resources (from the blackboard to the most sophisticated multimedia systems).
D. Analysis of the Overall Results Excluding 'Use of Additional Resources' Factor
In the first analysis we found that there are clear differences between the student and lecturer assessments when factor 4 of the rubric was considered. For this reason, we perform a second analysis while excluding this factor. Table 4 shows the results obtained by performing a t-Student test in that case. The statistical significance (p = 0.34) shows that there are no differences between the averages of the two groups. Therefore, we can state that if we exclude factor 4 there are no significant differences between the student and lecturer assessments. Comparison of the overall assessment of the oral presentations performed by lecturers and students excluding factor 4. Figure 4 shows the Bland-Altman diagram of the differences between students and lecturers of the weighted assessment of all factors excluding the fourth, use of additional resources.
When comparing this diagram with that corresponding to the average values obtained with the five factors (Figure 3) , we can clearly see the dispersive effect of factor 4. We find a bias of 0.4 and limits of agreement [−1.0; 1, 8] . The exclusion of factor 4 causes a reduction in the amplitude of the limits of agreement higher than 20%, changing from ±1.7 to ±1.4. Taking into account that the factor 4 introduces dispersion due to an ambiguous definition, it would be justified that we can remove it to interpret the average values.
E. Study of the Influence of the Rubric
In order to evaluate the effect of the rubric on the evaluation, some presentations were chosen to be assessed in two ways. One consisting in the peer assessment using the rubric and, at in parallel, students were asked to provide an assessment based on their general impression about the presentation. So we can compare the general evaluation that students do when they use a rubric and when they do not use it. For each of the oral presentations the student evaluations were averaged, without using the rubric, and then compared with that of the group that used the rubric, and found that the difference between them was less than 0.1.
The t-student test was used as an evaluation tool, proposing as null hypothesis the existence of no significant differences.
The test results (see Table 5 ) indicate that there were no significant differences between the means of the groups and they were very similar To learn more about the differences between the evaluations, this study was completed with a Bland-Altman analysis. Figure 5 shows a Bland-Altman diagram where the horizontal axis represents the mean of the evaluations (with and without the rubric) and the vertical axis the difference. It is observed that the bias has a value of less than 0.1 as the limit of agreement [−2.4; 2.4].
The bias value shows that very similar results are obtained with both methods. The limits of agreement imply that the variability between both methods may be appreciable.
Although the variability found is acceptable from an academic point of view, it would be interesting to continue working to attain a rubric that facilitates a smaller variability between student evaluations.
IV. CONCLUSIONS
The results show that in an academic environment the evaluations by students or lecturers of oral presentations do not reveal significant differences. This result indicates that students perform a thorough assessment, use the guide and assessment rubric, and follow recommendations from lecturers. The same result was obtained when students assessed documents written by student peers.
The differences between student and lecturer assessments are of the same order of magnitude as the differences between two lecturers, with a maximum difference of less than one unit of the Likert measurement scale.
The factors used in the assessment rubric (except the factor 'use of additional resources') do not show significant differences between lecturer and student assessments.
Moreover, the overall evaluations carried out by students with and without the rubric are similar. The rubric used by students provides relevant information on specific aspects of oral presentations. The rubric enables an evaluation of objectiveness and further work to reduce variability is desirable.
This work enables the validation of peer evaluation of oral presentations in the studied environment. However, the 'use of additional resources' factor should be better defined to obtain a more precise validation.
Peer assessment performed in work-teams of written documents or oral presentations is revealed as a good opportunity to promote collaborative student learning.
