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 Under the Range Rule (1997), the Department of Defense defines unexploded 
ordnance (UXO) as a piece of ordnance that has been deployed, but has not exploded.   
This study investigated a subset of UXO including artillery shells and mortars 
(projectiles), but excluding landmines.  UXO contaminates approximately 15 million 
acres of land in the United States alone.  The geophysical tools most frequently used for 
detection are electromagnetic and magnetic methods.  These methods, however, produce 
a “hit” for any metallic object in the ground, not just UXO.   In a given survey, this 
results in a large number of anomalies, only a small subset of which are actually UXO.  
Current practice dictates that most anomalies are dug up and identified, and the UXO is 
exploded in place. The estimated cost to remediate existing UXO, in the United States, 
with current methods, is tens to hundreds of billions of dollars.  Discrimination is the 
process in which UXO (hazardous) is differentiated from non-UXO (non-hazardous), 
prior to anomaly excavation.  Methods to discriminate the UXO greatly reduce the cost of 
remediation.  
 Remanent magnetization in UXO is one quantity that must be understood to 
improve discrimination methodologies in the future.  Upon impact, a shock wave 
propagates through a projectile UXO, randomizing the directionality of the magnetic 
domains, and erasing a portion of the original remanence.  Due to this shock 
demagnetization, the typical UXO item exhibits smaller remanence than other metallic 
debris.  Thus, if the amount of remanence contributing to a magnetic anomaly can be  
measured, and is found to be comparatively small, that item is more likely to be UXO.   
 For the seven stages in the history of a UXO projectile (unformed, unfired, fired, 
exploded, storage, transport, and unexploded/waste), I determine the origin of remanent 
magnetization.  I quantify viscous remanent magnetization (VRM) for the first four 
stages, and find it to be less than 5% for up to 1000 years for all samples, and thus 
determine remanence to be stable in UXO within that time period.  I show the Cole-
Davidson α-parameter to be a new discrimination parameter in the nonlinear forward 
modeling of the VRM data.  I develop a procedure to recover the remanent dipole 
moment of 34 UXO items using data from the Mobile Remanence Interrogation Platform 
 iii
(MRIP).  I determine correction factors for artifacts in the current MRIP system, and 





TABLE OF CONTENTS 
 
ABSTRACT  ..................................................................................................................... iii 
 
LIST OF FIGURES  ........................................................................................................ vii 
 
LIST OF TABLES  .......................................................................................................... xii 
 
LIST OF SYMBOLS  ..................................................................................................... xiii 
 
ACKNOWLEDGEMENTS  ......................................................................................... xviii 
 
CHAPTER 1 THEORY OF MAGNETIZATION  .............................................................1 
 
1.1 Theory of Magnetization  ................................................................................1 
1.2 Physical Magnetism  .......................................................................................1 
1.3 Induced Magnetization  ...................................................................................5 
1.4 Remanent Magnetization  .............................................................................11 
1.5 Types of Remanent Magnetization  ..............................................................13 
1.6 Changes to Remanent Magnetization  ..........................................................14 
 
CHAPTER 2 THERMAL, PHYSICAL, AND MAGNETIC HISTORY OF 
PROJECTILES ......................................................................................................20 
 
2.1 The Stages in the History of a Projectile  ......................................................20 
2.2 Stage 1: Unformed Projectile  .......................................................................21 
2.3 Stage 2: Unfired Projectile  ...........................................................................24 
2.4 Stage 3: Fired Projectile  ...............................................................................29 
2.5 Stage 4: Exploded Projectile  ........................................................................30 
2.6 Stage 5: Storage ............................................................................................32 
2.7 Stage 6: Transport  ........................................................................................33 
2.8 Stage 7: Waste  ..............................................................................................33 
2.9 Origin of Remanent Magnetization in the Historical Stages of a  
Projectile  ......................................................................................................34 
 
CHAPTER 3 EXPERIMENTAL MEASUREMENTS OF VISCOUS REMANENT 
MAGNETIZATION IN UXO  .............................................................................38 
 
3.1 Importance of Understanding Viscous Remanent Magnetization  
in UXO  .........................................................................................................38 
3.2 Sample Preparation and Characterization  ....................................................39 
3.3 Theory of the Vibrating Sample Magnetometer  ..........................................46 
3.4 Experimental Measurements  ........................................................................48 




CHAPTER 4 RECOVERY OF THE REMANENT MAGNETIC DIPOLE FROM  
UXO  .....................................................................................................................65 
 
4.1 Introduction  ..................................................................................................65 
4.2 Limestone Hills Training Area  ....................................................................65 
4.3 The Mobile Remanence Interrogation Platform (MRIP)  .............................70 
4.4 Measurement Procedure  ...............................................................................76 
4.5 The MRIP Field Data and Assessment of Unknown Bias  ...........................78 
4.6 Procedure to Recover the Remanent Magnetic Dipole Moment  .................93 
4.6.1. Nonlinear Forward Model of Induced Magnetization in  
UXO  ................................................................................................93 
4.6.2. Removal of the DC Component to Account for Bias  .....................97 
4.6.3. Calculation of the Residual Total Magnetic Field  ..........................97 
4.6.4. Linear Least Squares Inversion  .....................................................101 
4.7 Problems with the MRIP  ............................................................................105 
4.8 Recommendations for a Future MRIP  .......................................................116 
 
CHAPTER 5 CONCLUSIONS  .....................................................................................117 
 
5.0 Summary  ...................................................................................................117 
 
REFERENCES CITED  ..................................................................................................119 
 
APPENDIX  ....................................................................................................................125 
 
CD  .............................................................................................................................Pocket 
 vi
LIST OF FIGURES 
 
1.1. Electron shells in an iron atom  ....................................................................................2 
 
1.2. Change of domain structure with magnetization  ........................................................4 
 
1.3. Structure of an 180˚ magnetic domain wall  ................................................................4 
 
1.4. Small current loop as dipole analog  ............................................................................6 
 
1.5. Magnetic Field Inclination and Declination  ...............................................................6 
 
1.6. Magnetic induction in a medium  ................................................................................8 
 
1.7. First effect of self-demagnetization  ............................................................................9 
 
1.8. Second effect of self-demagnetization  ......................................................................10 
 
1.9. Magnetic hysteresis loop  ...........................................................................................12 
 
1.10. Magnetization curve and the classification of magnetization mechanisms  ............14 
 
1.11. Interstitial atoms in a crystal lattice  ........................................................................17 
 
1.12. Energy barrier and activation energy  ......................................................................18 
 
2.1. The top blown basic oxygen steelmaking process  ....................................................22 
 
2.2. Steel casting and hot rolling  ......................................................................................24 
 
2.3. Hot forge – heat treat and machine process  ..............................................................25 
 
2.4. Cold extrusion  ...........................................................................................................27 
 
2.5. Hot cup – cold draw process  .....................................................................................27 
 
3.1. Unfired M821/M889 81mm mortar HE  ....................................................................40 
 
3.2. Unfired 105mm HE  ...................................................................................................41 
 
3.3. Unexploded ordnance, M353 90mm TP-T  ...............................................................42 
 
3.4. Directional dependence of magnetic susceptibility for shrapnel samples  




3.5. Magnetic viscosity measurements for sample Bar 3 with best fit Cole- 
Davidson trend  .................................................................................................................50 
 
3.6. Hysteresis loop for fresh steel sample Bar 3 with a maximum applied  
field of 1T  ........................................................................................................................51   
 
3.7. Magnetic viscosity measurements for sample 81-UN-1 with best fit  
Cole-Davidson trend  ........................................................................................................52 
 
3.8. Magnetic viscosity measurements for unfired projectile sample 105- 
UN-2 with best fit Cole-Davidson trend  ..........................................................................52 
 
3.9. Hysteresis loop for unfired projectile sample 81-UN-2 with a maximum  
applied field of 1T  ............................................................................................................53 
 
3.10. Magnetic viscosity measurements of unexploded ordnance sample 90- 
UXO-2 with best fit Cole-Davidson trend  .......................................................................54 
 
3.11. Magnetic viscosity measurements of unexploded ordnance sample  
90mortar2 with best fit Cole-Davidson trend  ..................................................................54 
 
3.12. Hysteresis loop for unexploded ordnance sample 90-UXO-3 with a  
maximum applied field of 250 mT  ..................................................................................55 
 
3.13. Magnetic viscosity measurements for shrapnel sample C3  ....................................56 
 
3.14. Hysteresis loop for shrapnel sample C3 with a maximum applied field  
of 1T  .................................................................................................................................56 
 
3.15. Magnetic viscosity measurements of unexploded ordnance sample C3 
with best fit Cole-Davidson trend  ....................................................................................57 
 
3.16. Projected viscous remanent magnetization using logarithmic model  
for sample C3  ...................................................................................................................58 
 
3.17. Model of eddy currents for sample 81-UN-1  ..........................................................59 
 
3.18. Negative anomaly due to subtraction of eddy current model from  
VRM data  .........................................................................................................................60 
 
3.19. Viscous remanent magnetization for paramagnetic sample  ....................................60 
 
3.20. Mass normalized viscous remanent magnetization of fresh steel,  




3.21. Normalized projected viscous remanent magnetization using Cole- 
Davidson model  ...............................................................................................................64 
 
4.1. Grid of emplaced oriented UXO for measurement with the MRIP  ..........................67 
 
4.2. 90 mm oriented projectile  .........................................................................................68 
 
4.3. 90 mm pointed tip projectile  .....................................................................................68 
 
4.4. 90 mm slightly deformed projectile  ..........................................................................69 
 
4.5. 90 mm extremely deformed projectile  ......................................................................69 
 
4.6. The Mobile Remanence Interrogation Platform  .......................................................71 
 
4.7. Secondary magnetic field generated by a uniform primary field transverse  
and axial to a 76 mm and 105 mm projectile  ...................................................................75 
 
4.8. Measurement procedure for MRIP  ...........................................................................77 
 
4.9. Process for eliminating ambiguous datasets  .............................................................79 
 
4.10. Diurnally corrected total field data with obvious bias  ............................................80 
 
4.11. Weak cross correlation of total field data from north and south MRIP  
fluxgates  ...........................................................................................................................80 
 
4.12. Magnetic response due to two field SUVs located approximately 100  
meters to the south of the MRIP  ......................................................................................82 
 
4.13. Magnetic response due to mining vehicles located intermittently 100  
meters east and 300 meters above the MRIP location  .....................................................82 
 
4.14. Total field anomaly from a UXO in comparison with those from vehicles  ............83 
 
4.15. Shift in total field response at MRIP fluxgates due to a change in  
declination of 5˚  ...............................................................................................................86 
 
4.16. Shift in total field response due to an increase in inclination of 5˚  .........................86 
 
4.17. Euler rotational phase shift and increase in amplitude  ...........................................88 
 
4.18. Euler rotational phase shift, and amplitude reduction  ............................................88 
    
4.19. Additive bias correction procedure for MRIP total field data  ................................90 
 
 ix
4.20. MRIP data corrected with Additive method  ...........................................................91 
 
4.21. MRIP data corrected with Multiplicative method  ..................................................91 
 
4.22. Multiplicative bias correction for MRIP total field data  .........................................92 
 
4.23. Prolate spheroid as UXO analog  .............................................................................94 
 
4.24. MRIP data superimposed with the induced model of magnetic field  .....................98 
 
4.25. MRIP data superimposed with induced model, DC component removed  ..............98 
 
4.26. Best fit relative permeability for a given UXO  ...................................................... 99 
 
4.27. The effective susceptibility versus the susceptibility for each of the  
axes of the prolate spheroid  ...........................................................................................100 
 
4.28. Residual total magnetic field  ................................................................................100 
 
4.29. Magnetic field due to synthetic remanent dipole moment  ....................................102 
 
4.30. Predicted magnetic field due to recovered remanent dipole moment  ...................102 
 
4.31. Magnetic field due to synthetic remanent dipole with DC component 
removed  ..........................................................................................................................103 
 
4.32. Predicted magnetic field due to recovered remanent dipole moment  
without DC component  ..................................................................................................104 
 
4.33. Rotation of dipole moment at two separate orientations, 90˚ apart  ......................104 
 
4.34. Residual data with predicted data superimposed  ..................................................105 
 
4.35. Rotation difference of 10˚ between MRIP data and Induced Model  ....................106 
 
4.36. Amplitude difference  ............................................................................................106 
 
4.37. Angular rotation period difference..........................................................................107 
 
4.38. Example of fluxgate misalignment about the global z-axis  ..................................108 
 
4.39. Mislocation of fluxgate sensors away from UXO sample holder  .........................108 
 
4.40. Mislocation of UXO sample holder or UXO with respect to fluxgate  
sensors  ............................................................................................................................108 
 x
 
4.41. Variation in the dimensions/volume of a UXO item  ............................................109 
 
4.42. Data acquisition time multiplex  ............................................................................109 
 
4.43. Residual magnetic field versus the predicted magnetic field for a  
corrected UXO dataset  ...................................................................................................110 
 
4.44. Flowchart – problems with the MRIP datasets during inversion process  .............114 
 
4.45. Flowchart – outline of various flowcharts describing MRIP measurements and 





LIST OF TABLES 
 
2.1. Chemical composition of high fragmentation steel  ..................................................25 
 
2.2. Chemical composition of AISI 1008 low carbon steel  .............................................28 
 
2.3. Chemical composition of AISI 1010 low carbon steel  .............................................31 
 
2.4. Calculation of the temperatures of explosively driven fragments for low   
carbon steel  ......................................................................................................................31 
 
2.5. Calculation of the temperatures of explosively driven fragments for high 
fragmentation steel  ...........................................................................................................31 
 
2.6. Calculation of the temperatures of explosively driven fragments for low 
carbon steel  ......................................................................................................................32 
 
3.1. Physical properties  ....................................................................................................43  
 
3.2. Magnetic susceptibility measurements  .....................................................................44 
 
3.3. Hysteresis parameters  ...............................................................................................48 
 
3.4. Cole-Davidson parameters  ........................................................................................51 
 
4.1. Recovered remanent dipole moments for 76 mm non-deformed, oriented   
unexploded ordnance items  ............................................................................................112 
 
4.2. Recovered remanent dipole moments for 90 mm non-deformed, oriented  
unexploded ordnance items  ............................................................................................113 
 
4.3. Recovered remanent dipole moments for pointed tip, oriented unexploded  
ordnance items  ...............................................................................................................113 
 
 xii
LIST OF SYMBOLS 
 
Symbol Terminology       SI unit 
A  cross-sectional area      m2 
A  amperes       A 
a  major semi-axis of prolate spheroid    m 
B  Euler rotation matrix about the x-axis   radians 
B  magnetic induction      nT 
Ba  anomalous magnetic induction    nT 
Bext  external magnetic induction     nT   
Bo  Earth’s ambient field direction    nT 
Btot  total magnetic field      nT 
b  minor semi-axis of prolate spheroid    m 
C  Euler rotation matrix about the y-axis   radians 
˚C  celsius        degrees 
cal  calorie        cal 
D  Euler rotation matrix about the z-axis   radians 
D  magnetic field declination     degrees 
d  inversion variable       -- 
d  distance       m 
E  electric field       V/m 
Eex  exchange energy      -- 
e  eccentricity       unitless 
F  magnetic field intensity     A/m 
f  incomplete Gamma Function     -- 
G  functional       -- 
g  grams        g 
H  Henry        H 
Hc  coercivity       A/m 
Hz  Hertz        Hz 
H  magnetic field intensity     A/m 
 xiii
Ha  anomalous magnetic field intensity    A/m 
HApplied applied magnetic field intensity    A/m 
Hext  external magnetic field intensity    A/m 
Ho  induced magnetic field intensity    A/m 
Hsat  saturation magnetic field intensity    A/m 
I  magnetic field inclination     degrees  
i  current        A 
Jex  exchange integral      -- 
j  √-1        unitless 
K  Kelvin        K 
ksi  kilopounds per square inch     ksi 
l  distance between magnetic poles    m 
Meq  equilibrium magnetization     Am2/kg 
Mo  upper magnetization limit     Am2/kg 
Ms  saturation magnetization     A/m 
M  magnetization       A/m 
Mind  induced magnetization     A/m 
Mrem  remanent magnetization     A/m 
m  magnetic dipole moment     Am2 
mind  induced magnetic dipole moment    Am2 
mrem  remanent magnetic dipole moment    Am2 
m  inversion model      -- 
m  meters        m 
N  demagnetization factor     unitless 
n  number of turns in a coil     unitless 
P  Euler rotation matrix      radians 
p  magnetic pole       A/m   
R  sum of the squares of the axes of a prolate spheroid  m 
r  correlation coefficient      unitless 
r  radius        m 
s  second        s 
 xiv
S  coefficient of magnetic viscosity    unitless 
S  Siemens       S  
Sii      magnetic quantum number of an atom   unitless 
Sjj   magnetic quantum number of an atom   unitless 
T  Tesla        T = Wb/m2
t  time        s 
T  transpose matrix (superscript only)    unitless 
uo  step function       -- 
V  volume       cm3 
V  voltage       V 
Wb  Weber        Wb 
X  Cole-Davidson variable     -- 
x  x component        -- 
y  y component        -- 
z  z component        -- 
α  Cole-Davidson distribution parameter   unitless 
∇  del operator       unitless 
γ  Euler rotation angle about the x-axis    degrees 
Г  gamma function      -- 
∆T  total magnetic field      nT 
θ  Euler rotation angle about the y-axis    degrees 
θm  fluxgate misalignment angle     degrees 
κ  magnetic susceptibility     unitless 
κ’  apparent susceptibility     unitless 
µ   magnetic permeability     H/m 
µa  apparent permeability      unitless 
µo  magnetic permeability of free space    H/m 
µr  relative magnetic permeability    unitless 
π  pi (3.14159)       unitless 
ς  angle between orbital spins     degrees 
τ  time constant of relaxation     s 
 xv
φ  Euler rotation angle about the z-axis    degrees 
χ  mass magnetic susceptibility     Am2/kg 
ω  angular (radian) frequency     Hz = radians/s 
 
Prefixes_________________________________________________________________
k  kilo 
c  centi 
m  milli 
n  nano 
 
Abbreviations____________________________________________________________ 
AC  Alternating Current 
AISI  American Iron and Steel Institute 
AP/T  Armor Piercing / Tank 
ASTM  American Society for Testing and Materials 
B  Boron 
BLM  Bureau of Land Management 
BOP  Basic Oxygen Process 
C  Carbon 
CE  Cold Extrusion 
CRM  Chemical remanent magnetization 
DOD  Department of Defense 
DC  Direct Current 
DRM  Detrital remanent magnetization 
Emf  Electromotive force 
EPA  Environmental Protection Agency 
Fe  Iron 
H  Hydrogen 
HC-CD Hot Cup – Cold Draw 
HE  High Explosives 
HF-HT Hot Forge – Heat Treatment 
 xvi
MKS  Meters-Kilograms-Seconds 
MRIP  Mobile Remanence Interrogation Platform 
MTARNG Montana Army National Guard 
N  Nitrogen 
NRM  Natural remanent magnetization 
O  Oxygen 
PVC  Polyvinyl Chloride 
RDX  Cyclotrimethylenetrinitramine 
SI  International System of Units 
TNT  Trinitrotoluene 
TP-T  Target Practice – Tracer 
TRM  Thermoremanent magnetization 
UXO  Unexploded Ordnance 
VRM  Viscous remanent magnetization 
WP  White phosphorus 






This work was funded by SERDP project UX-1380.  I would like to thank my 
advisor Gary Olhoeft, and committee members Yaoguo Li and Mike Powers.  Yaoguo, 
thank you, particularly, for giving me so much of your time.  I could not have finished 
without you.  Many thanks to the teams at the Institute for Rock Magnetism including 
Mike Jackson and Peter Solheid, Sky Research including Stephen Billings, Casey 
McDonald, Matthew Ragusa, and Jonas Ruikis, and the Montana Army National Guard, 
specifically Clif Youmans, special thanks to Kevin and Virgil for keeping me out of 
trouble on a UXO remediation site. 
 
I would like to thank all of the CGEM members, current and former, especially 
David Sinex, Rich Krahenbuhl, Vinicio Sanchez and Barry Kirkendall for many helpful 
discussions.  Also thank you to David Stillman, who allowed me to barrage him with 
questions on many occasions.  Special thanks to Rich Krahenbuhl for getting this thesis 
through format review, signatures, and more.  A big chunk to Rich and Rene for letting 
me crash with you these last few weeks! 
 
My family has given me unending support in the pursuit of my Masters.  Thank 
you Mom, Dad, Tom, Courtney, Jason, and Ellie.  Thank you to The Pikus for letting me 
get some work done at home once in awhile.  Thank you B, my husband, for always 












1.1 Theory of Magnetization 
 In this chapter, the theory of magnetization is divided into five subsections: 
Physical magnetism (Section 1.2), Induced magnetization (Section 1.3), Remanent 
magnetization (Section 1.4), Types of remanent magnetization (Section 1.5), and 
Changes to remanent magnetization (Section 1.6).  The physical magnetism subsection 
will describe the origin of magnetism in ferromagnetic materials on the atomic level.  The 
induced magnetization subsection will mathematically describe the origin of induced 
magnetization with application to ferromagnetic materials.  The remanent magnetization 
subsection will describe the origin of remanence through discussion of the magnetic 
hysteresis loop.  The types of remanent magnetization subsection will discuss the 
different types of remanent magnetization.  The changes to remanent magnetization 
section will describe the physical and magnetic mechanisms that may change remanent 
magnetization.  This background theory will be used to describe magnetization in 
unexploded ordnance (UXO), to develop a procedure to recover the remanent magnetic 




1.2  Physical Magnetism 
Ferromagnetism is, by definition, aligned atomic magnetic moments (Chikazumi, 
1964).  Every atom is comprised of electrons orbiting a nucleus, but not every atom has a 
magnetic moment.  Iron provides an example of an atom with a magnetic moment.  A 
free atom of iron is comprised of 26 electrons, arranged in four energy levels, (Figure 










Figure 1.1.  Electron shells in an iron atom (after Winter, 2007).  Unpaired electrons 






second, 14 in the third, and 2 in the fourth energy level.  Electrons may have spin in 
either the up, or down direction.  In the iron atom, the spin directions of electrons cancel 
in pairs within every energy level, save the third.  In this level, there are five spins in the 
up direction to one spin in the down direction, thus the four spins in the up direction have 
no counterpart.  This dichotomy results in a net magnetic moment oriented perpendicular 
to the electron orbit direction (Cullity, 1972).   
In solid iron, electron spin motion is the main contributor to atomic magnetic 
moment (Chikazumi, 1964), as orbit is held fixed due to interaction with neighboring 
atoms.  Neighboring electron spins align due to exchange energy.  
 
Eex = -2JexSiiSjjcosς          (1.1) 
 
Exchange energy (Eex) is defined as the product of the exchange integral (Jex), the 
respective quantum numbers of each atom (Sii and Sjj), and the cosine of the angle 
between the orbital spins (ς).  It is the energy that results from the interaction of two or 
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more overlapping electron orbits.  The lowest energy, for a positive exchange integral, 
occurs when the spins are aligned parallel to one another.  For a negative exchange 
integral, the lowest energy would occur with anti-parallel alignment of atomic moments.  
Ferromagnetism requires that the exchange integral be positive (Cullity, 1972), because 
by definition atomic moments must be aligned in a ferromagnetic substance. This 
phenomenon is known as spontaneous magnetization (Weiss, 1907), as no field is applied 
to the atom.  Spontaneous magnetization is about 1000 times stronger than the magnetic 
field of the Earth.  Spontaneous magnetization in solids does not occur at just any 
orientation.  In a single crystal of iron, magnetization has a predisposition to be oriented 
along one of the crystal axes.  This is known as the “easy” direction of magnetization 
(Bozorth, 1951). This too is a result of the system settling into the lowest energy state.   
A ferromagnetic substance does not necessarily exhibit a net magnetization 
(Cullity, 1972).  Magnetic domain theory (Weiss, 1907) explains this fact.  A 
ferromagnet is divided into domains of differing spontaneous magnetization.  If this 
substance has been demagnetized, the magnetic moments of all the magnetic domains 
sum to zero (Figure 1.2a).  Magnetic domains exist to minimize the total energy of a 
substance.  For example in a specific cobalt object, for there to be a single domain, the 
energy of the system would be about 1200 times larger than if that same system were 
divided into a number of smaller domains (Cullity, 1972).  Magnetic domains are 
separated by domain walls (Bloch, 1932).  Bloch walls are comprised of a number of 
spins which gradate in orientation from the spins in one domain, to those in a second 
domain (Figure 1.3).  This again minimizes the energy in the system. 
In a homogenous substance (single iron crystal), size and shape of an object 
determine the domain structure, however in an inhomogeneous substance (low carbon 
steel) there are more important factors, a summary of which is provided by Chikazumi 
(1964).  The domain structure is determined by the inhomogeneities within the object.  
Examples of inhomogeneities include voids, inclusions, precipitations, composition 











Figure 1.3. Structure of an 180˚ magnetic domain wall (after Chikazumi, 1964). 
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1.3  Induced Magnetization 
 Much like the magnetic moment created by an electron orbiting the nucleus of an 
atom, an electric current (i) through a loop of radius r, creates a magnetic field (H) at the 
center of that loop (Figure 1.4), perpendicular to the current direction (Telford et al, 
1990). 
 
H = i/2r (A/m)          (1.2) 
 
In a vacuum, the magnetic induction (B) is a response proportional to the product of the 
magnetic permeability of free space, µo = 4π*10-7 Henry/meter, and the magnetic field 
(Robert, 1988).  
 
B = µoH  (nT)          (1.3) 
 
Earth’s ambient magnetic field (Bo) may be described by magnetic field inclination (I) 
and magnetic field declination (D) (Figure 1.5).   
 
Box = |Bo| cos I cos D 
Boy = |Bo| cos I sin D          (1.4) 
Boz = |Bo| sin I 
 
The inclination is the angle between the horizontal plane, and the dip of the magnetic 
field vector at a given point in space.  The declination is the angle between true north and 
magnetic north. 
In a medium, the magnetic permeability of free space becomes simply magnetic 
permeability (µ).  This quantity is obtained by computing the product of the magnetic 
permeability of free space, and the relative permeability (µr) of the medium (Robert, 
1988). 
 







Figure 1.4.  Small current loop as dipole analog where m is the magnetic dipole moment 





Figure 1.5.  Magnetic Field Inclination and Declination (after Boyd, 2003).  
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The magnetic field, due to current, is no longer the sole contributor to magnetic induction 
when a medium is present (Figure 1.6).  The magnetization of the medium (M) now 
becomes a factor (Robert, 1988). 
 
B = µo( H + M ) (nT)         (1.6) 
 
The magnetization is a proportional response of the magnetic susceptibility (κ) to a 
magnetic field (Telford et al, 1990). 
 
M = κH (A/m)         (1.7) 
 
Magnetic susceptibility is the ability of a medium to store the energy of magnetic 
polarization (Cullity, 1972).  Magnetic susceptibility is the relative magnetic permeability 
minus one (Chikazumi, 1964). 
 
κ = µr-1 (unitless)         (1.8) 
 
In a ferromagnetic object susceptibility is typically large (Telford et al, 1990).  Upon 
exposure of the object to an induced magnetic field, self-demagnetization occurs.  The 
inducing magnetic field has the effect of creating an opposing magnetic field within the 
object.  This reduces the magnitude of magnetization (Figure 1.7), and if the object has an 
elongated axes, self-demagnetization rotates the magnetization direction toward the long 
axis (Figure 1.8).  An apparent or effective magnetic susceptibility (κ’) with a shape 
dependent demagnetization factor N replaces the magnetic susceptibility (Stratton, 1941). 
 
M= κ’H (A/m)         (1.9) 
 
κ’ = κ / ( 1 + Nκ ) (unitless)        (1.10) 
 
Magnetization may also be defined as the sum of magnetic moments divided by the 
volume (V) of the medium (Jiles, 1991). 
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Figure 1.6.  Magnetic induction in a medium (H=Ho+Ha).    
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Figure 1.7.  First effect of self-demagnetization – reduction in magnitude of induced 
magnetic field and therefore of induced magnetization. 
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Figure 1.8.  Second effect of self-demagnetization – rotation in direction of induced 




M = m/V (A/m)          (1.11) 
 
The dipole moment m is the product of the strength of a magnetic pole (p) and the 
distance between poles (l) (Jiles, 1991).   
 
m= pl  (Am2)          (1.12) 
 
An analog to a dipole moment (Figure 1.4) is a small current loop of cross-sectional area 
(A) (Jiles, 1991). 
 
m= iA  (Am2)          (1.13) 
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1.4  Remanent Magnetization 
Magnetization was previously defined as a proportional response of magnetic 
susceptibility κ to a magnetic field H.  However, this relation is for the case of purely 
induced magnetization.  In some instances a medium exhibits a magnetic field, even in 
the absence of an applied magnetic field.   This is caused by remanent magnetization 
(Chikazumi, 1964).  When a medium exhibits both an induced magnetic field and a 
remanent magnetic field, the magnetization vector becomes the sum of the two parts. 
 
M = Mind + Mrem          (1.14) 
 
Remanence is more clearly defined through a hysteresis loop.  A description of the 
hysteresis loop is provided by Bozorth (1951), Chikazumi (1964), and Cullity (1972).  
The hysteresis loop shows the proportional response of either magnetization M, or 
magnetic induction B, to an applied magnetic field H.  In the case of magnetization 
versus applied field, for a ferromagnetic object at the origin on Figure 1.9, the object is in 
a demagnetized state.  The applied field is zero, and thus there is no net magnetization 
(the magnetic moments of the magnetic domain vectors sum to zero).  However, if a 
saturation field is applied to the object, one moves up the hysteresis loop to reach the 
saturation magnetization, Ms on Figure 1.9.  The saturation magnetization is the largest 
possible magnitude of magnetization for the ferromagnetic object.  If the applied field is 
then returned to zero, the magnetization does not return to zero.  It retains a memory of 
the saturation value.  This is called the remanent magnetization (Mr on Figure 1.9).  A 
field must be applied to the object before it may again reach a value of zero 
magnetization.  This field is the coercivity, Hc on Figure 1.9. 
Throughout the hysteresis loop, physically what is happening within the 
ferromagnetic object as the magnetic field is applied, removed, and then reversed, is 
magnetic domain rotation and wall displacement.  This is a complicated process which 
depends on many variables summarized by Bozorth (1951), Chikazumi (1964), and 
Cullity (1972).  Magnetic domain rotation occurs when a magnetic field is applied to the 
domain structure, and the magnetization directions within the domains rotate to align 












scenario.  When a field is applied to a domain structure, in a homogenous substance, the 
domains parallel to the field grow at the expense of the domains oriented in other 
directions.  The spins comprising the Bloch walls rotate towards the applied field 
direction.  Eventually the domains parallel to the applied field grow into one large 
magnetic domain, while domains in other directions diminish to nothing (Chikazumi, 
1964).  One of the main factors in domain structure change is inhomogeneity of the 
object.   
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The properties described by the hysteresis loop are completely material dependent 
(Chikazumi, 1964).    Figure 1.10 shows a hysteresis loop divided into several zones by 
magnetization mechanism.  Prior to application of a magnetic field, at the origin, each of 
the magnetic domains is in a non-unique, “stable” position.  In the initial permeability 
range, magnetic domains rotate and domain walls are displaced reversibly under the 
power of an applied magnetic field.   Change in magnetization occurs more quickly in the 
irreversible magnetization range.  The mechanism here is domain wall displacement to a 
new stable position.  As is stated in the process name, this mechanism is irreversible.  
Domain rotations, also irreversible, are less likely to occur during this stage, unless the 
object contains many inhomogeneities such as inclusions and precipitations.  When 
irreversible domain wall displacement is completed, the magnetization change becomes 
more gradual.  This stage is known as the rotation magnetization range.  The mechanism 
in this stage is, obviously, rotation of magnetization direction, and is again reversible.  
The final stage is the approach of saturation range.  As the magnetic field is decreased 
through zero, and then to a negative saturation field, the same processes occur. 
The shape of the hysteresis loop is not always that which appears in Figure 1.9.  
Again, the hysteresis loop is material dependent.  For a highly susceptible item, such as 
UXO, the hysteresis loop will have a much thinner diameter.  For a paramagnetic object, 
the hysteresis loop will be simply a straight line.  Bozorth (1951), Chikazumi (1964), and 




1.5  Types of Remanent Magnetization 
 The remanent magnetization vector, discussed in section 1.4, may have a single 
origin, or it may exhibit an overprinting of several types of remanence.  The different 
classifications of remanent magnetization are summarized by Butler (1998).  The main 
types of remanence include natural remanent magnetization (NRM), thermoremanent 
magnetization (TRM), chemical remanent magnetization (CRM), detrital remanent 
magnetization (DRM), and viscous remanent magnetization (VRM).  NRM is remanence 









Range of approach 
to saturation
 
Figure 1.10.  Magnetization curve and the classification of magnetization mechanisms 




object, as it cools through its Curie temperature, in the presence of an external magnetic 
field.  CRM is obtained as crystal grains grow, below the Curie temperature, again in the 
presence of an external magnetic field.  DRM is obtained as grains settle in water, in the 
presence of an external magnetic field, and then become sedimentary rock.  VRM is 
imparted on an object as it is exposed to an external magnetic field.  VRM will be 




1.6  Changes to Remanent Magnetization 
Remanence is the magnetization left in a ferromagnetic object after an applied 
magnetic field has been removed.  Processes which may change magnetic remanence 
may be divided into three categories, chemical, physical, and magnetic.  One chemical 
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process that may change magnetic remanence is corrosion.  Corrosion, such as rusting of 
iron, changes the oxidation state of the material (Uhlig & Revie, 1985), thus altering 
magnetic remanence which previously existed.  This study assumes chemical processes 
do not alter the magnetic state of the objects under examination.  Physical processes that 
may change remanence include temperature, shock, deformation, and shearing.  
Chikazumi (1964) provides a summary of these mechanisms.  If the temperature of a 
ferromagnetic object is raised above its Curie temperature, the object becomes 
paramagnetic, erasing any remanence that may have existed.  If a ferromagnetic object is 
subjected to a shock or force, such as a hammer impact, the sample may not physically 
deform, but energy is added to the system. The domain structure compensates for this 
added energy by rearranging itself.  The reordering of domains alters or possibly even 
erases the original remanence (Altshuler, 1996), although shock may occasionally have 
the affect of increasing remanence.  Similarly, if a ferromagnetic object is deformed in 
some manner, the energy provided to the system via this deformation again allows the 
rearrangement of the magnetic domain structure to the lowest energy state, altering the 
original remanence.  Finally, if a ferromagnetic object is divided into two parts via 
cutting, shearing, or similar process, the magnetic domains along the shearing surface are 
drastically altered.   
Magnetic loss mechanisms are summarized by Bozorth (1951), Chikazumi 
(1964), and Olhoeft (1972).  Two of these mechanisms are eddy current loss, and 
magnetic after-effect, or viscous remanent magnetization (VRM).  Eddy current loss 
occurs when there is a change in magnetic field.  By Faraday’s Law (Equation 1.15), 
eddy currents arise when a time variant magnetic field is present.   
 
∇ x E = -dB/dt         (1.15) 
 
The eddy currents (i) are proportional to the square of the changing magnetic field (B) 
(Chikazumi, 1964). 
 
i ∝ -(dB/dt)2           (1.16) 
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The secondary magnetic field created by the eddy currents opposes the primary magnetic 
field.  The effect is to reduce the magnitude of the primary field acting within the object, 
and thus reduce the induced magnetization of the object (Bozorth, 1951).    According to 
Cullity (1972), it may take up to several seconds for eddy currents to die out after a field 
is reduced to zero, depending on geometry, magnetic permeability, and resistivity of the 
object of interest.  Eddy currents may be modeled with a single exponential function 
(Olhoeft, 1972). 
 Viscous decay of remanence is the decrease of remanent magnetization, with 
time, in an external magnetic field, even if that field is constant (Cullity, 1972).  VRM 
may be subdivided into two categories, diffusion after-effect, and thermal fluctuation 
after-effect.  Diffusion after-effect is caused by interstitial atoms in a crystal lattice 
(Figure 1.11).  In the case of body-centered cubic iron, in an applied magnetic field, 
carbon and nitrogen atoms place themselves between the iron atoms.  The interstitial 
atoms have the effect of stabilizing the spins of the iron atoms and the spins within the 
domain walls, pushing the system into a lower energy state (Chikazumi, 1964).  When 
the magnetic field is brought to zero, this change adds energy to the system.  Domains 
rotate toward their stable direction, and domain wall displacement occurs, quickly at first.  
However, after the “instantaneous” change in applied magnetic field, the carbon atoms 
must find a new position providing the lowest energy state to the system.  As the carbon 
atoms rearrange themselves, they begin to stabilize the domain walls and spins of the iron 
atoms.  Wall displacement slows, and after a time equilibrium is again reached (Cullity, 
1972).  Thus, the decay of remanence is larger in the early stages, and smaller in the latter 
stages as equilibrium is approached.  Diffusion refers to the dissemination of interstitial 
atoms throughout the specimen. 
Changes in spontaneous magnetization within magnetic domains, due to thermal 
fluctuations, are the basis of the thermal fluctuation after-effect.  Neel (1949) postulated 
that when an external field is applied to and then removed from a sample, a seemingly 
random internal field is created.  The internal field varies in sign, and results in statistical  
thermal vibrations within the domain structure.  These vibrations in turn cause metastable 
magnetic domains to experience an increase in activation energy.  The domains which 
were previously held in place by energy barriers, are now thermally activated over the 
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barriers to reach a lower energy level (Figure 1.12).  The magnetic remanence decays in 
this manner until an equilibrium state is reached within the sample (Crew et al, 1996, 
Dunlop & Ozdemir, 1997).   
The character of viscous decay is dependent on the inhomogeneity of a specimen. 
According to the Neel Model (1949), magnetic relaxation within a single domain uniaxial 
particle occurs over time (t) as a single exponential with a single relaxation time (τ).  Mo 
is the upper magnetization limit for a given sample, due to a specific applied magnetic 
field, at a specific temperature. 
 
M(t) = Moe-t/τ          (1.17) 
 
For an ensemble of single domain grains (Dunlop & Ozdemir, 1997) the equilibrium 
magnetization or lower magnetization limit (Meq) must also be included.  This is known 
as the Richter model of viscous decay. 
 
M(t) = Meq + (Mo – Meq) e-t/τ         (1.18) 
 
Experimentally, logarithmic dependence often characterizes VRM (Street & Woolley, 












M(t) = Constant + S ln (t)        (1.19) 
 
S is the coefficient of magnetic viscosity.  The logarithmic trend indicates that a 
distribution of relaxation times exists within a sample.  This is due to a distribution of 
grain sizes, shapes, and composition.  Logarithmic behavior is generally only observed 
over a restricted time interval (Kok & Tauxe, 1996), because it works well for 
intermediate time, but breaks down for small times and large times (Wohlfarth, 1984, 
Williams & Muxworthy, 2006).   
Olhoeft (1972) reviews relaxation distributions, including the Cole-Davidson 
distribution (Davidson & Cole, 1951).  The Cole-Davidson relation is complex (*), j 
denotes an imaginary number. 
 
X* = Xreal – jXimaginary =   X∞ + (Xo – X∞) / (1 + jωτ)α     (1.20) 
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The Cole-Davidson equation may be applied to many physical properties including 
magnetic susceptibility, and magnetic permeability.  Olhoeft converts the frequency 
domain relation to the time domain, using standard tables as follows. 
 
X(t) = Xo – X∞ uo(t) – (Xo – X∞) f(t)        (1.21) 
 
f(t) = 1 – (t/τ)α-1 e-t/τ/Г(α) [ 1 + Σ(k=1:∞) (t/τ)k (α – 1) … (α – k) ]    (1.22) 
 
The function uo(t) is a step function, and Г(α)  is the gamma function.  The function f(t) is 
the incomplete gamma function (Brehm & Stockmayer, 1973).  Xo is the upper limit of 
the modeled quantity, while X∞ is the lower limit.  The relaxation time (τ) represents the 
length of time for polarization (of dipoles in the instance of magnetization) to go from 
excitation to the equilibrium state.  The α-parameter is a distribution parameter that 
ranges from zero to one.  The limiting cases of the Cole-Davidson are the Debye single 
relaxation (α = 1), and a distribution of relaxations (α < 1).    
 Calderwood (2003) outlines several existing theories behind the Cole-Davidson 
relaxation model, and speculates that the asymmetric distribution function is due to the 
existence of two groups of dipoles (in a very basic preliminary model, these two groups 
would actually represent the end-members of a smooth distribution of dipole groups).  
Members of the first group are held more firmly in place and are affected by their thermal 
environment.  Members of the second group experience much more freedom, and are 
subject to much greater magnitude rotations than the first group.  A general explanation 
for multiple relaxations includes a heterogeneous assemblage of molecules, of domain 
sizes, of grain sizes, or a combination of the three, each of which dominate on different 
timescales (Bottcher, 1952).   
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CHAPTER 2 




2.1  The Stages in the History of a Projectile 
The history of a projectile may be divided into seven stages.   In the first stage, 
elemental iron is transformed into liquid steel, and then into a raw steel bar (unformed 
projectile).  During the second stage, the raw steel bar is forged into a projectile (unfired 
projectile).  The projectile is fired in the third stage, but not detonated, to form 
unexploded ordnance (fired projectile).  When a fired projectile explodes it forms 
shrapnel, comprising the fourth stage (exploded projectile).  Stages five and six are 
storage and transport of a projectile, respectively.  These stages may occur after any of 
the first four stages.  Stage seven is waste.  In this stage, a fired round is classified as 
waste when it is no longer used for its intended purpose (EPA, 1997).   
The physical and thermal changes that occur during the life of the ordnance item 
result in different magnetic remanence only during the first four stages.  The types of 
magnetic remanence which play a role in the history of a projectile are thermoremanent 
magnetization (TRM), and “working” remanent magnetization (WRM).  TRM is 
remanence imparted on an object as it cools through its Curie temperature.  WRM is 
remanence imparted on a projectile during metal working processes such as cold 
extrusion, or cold drawing.  WRM results in a preferential direction of magnetization 
along the drawing, or extrusion direction.  Processes which may cause a change in 
remanence include shock demagnetization, and physical deformation.  Shock 
demagnetization is a process that is not currently well understood.  At least one study 
(Billings et al, 2005) is being conducted purely on this phenomenon.  The mechanism 
behind shock demagnetization is a shock wave, which propagates through the round, 
increasing the energy of the system, and allowing the movement of magnetic domains.   
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This happens for such a short time that the domains are able to rotate a small amount, but 
do not have enough energy to rotate into alignment with the Earth’s ambient field in 
general.  This process randomizes the directionality of the magnetic moments, erasing 
part of the original remanence.  During physical deformation, the projectile material 




2.2  Stage 1: Unformed Projectile 
Elemental iron and smaller amounts of (most commonly) silicon, carbon, sulfur, 
manganese, and phosphorus combine into an amalgamation called “hot metal.”  Hot 
metal is converted into steel by one of several processes, including the basic oxygen 
process (BOP), the open hearth method, and the electric arc furnace.  Lankford et al 
(1985) and Stubbles (2005) provide detailed descriptions of these processes.  Currently 
the most frequently used method of steelmaking is the basic oxygen process.  The BOP 
begins with the combination of the hot metal and steel scrap.  The scrap is generally 
miscellaneous, left over steel pieces from the same steel mill, but purchased scrap, more 
likely to contain impurities, may also be included.   
One version of the BOP is the top-blown method (Figure 2.1).  This generally 
involves a concentric barrel-shaped furnace, into which the hot metal and scrap combine 
to form the “bath.”  An oxygen lance is then inserted into the furnace, at a designated 
height above the bath, and extremely pure oxygen is blown at supersonic speeds into the 
melt.  At this time, flux materials such as burnt lime, burnt dolomite, and fluorspar are 
added.  The flux materials extract impurities into a slag, forming an emulsion with the 
metal.  When the oxygen blow is finished, the emulsion is tested for temperature, to 
ensure it contains the correct proportions of elements needed for the desired grade of 
steel.  If it is too hot, coolants may be added, or the vessel may be rocked back and forth  
to reduce the temperature.  If the emulsion is too cold, an additional amount of oxygen 
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may be blown to increase the temperature.  The next step is to tap the furnace and drain 
the steel into a ladle.  This is achieved simply by tilting the furnace onto the taphole side, 
and releasing the seal.  Once the steel has been drained, the taphole is closed, and the slag 
is removed from the furnace so that the next heat of steel may be formed. 
The ladle steel is cast into molds of desired dimensions, and partially, but 
unevenly, cooled to form ingots (the surface is hotter than the center).  The ingots are 
then stripped from their molds, and placed in a soaking pit, where the temperature may  
equalize throughout their volume.  The ingots are next reheated to hot-rolling 
temperature, so they may be made into semi-finished steel blooms, billets, or slabs.  
Blooms are generally square, and larger than 5 inches by 5 inches, billets are also square, 
but smaller than 5 inches by 5 inches, slabs are elongated versions of either blooms or 
billets. 
The hot-rolling process consists of sending the reheated ingots through 
compression rolls, numerous times, to reduce their size to the desired dimensions (Figure 
2.2).  This process also removes imperfections such as voids, and reworks the crystalline 
structure of the ingots so that they have a more homogeneous nature.  In addition, 
unsuitable pieces of steel are removed.  The semi-finished steel billets are then cooled.  
Billets are made from blooms, meaning that they undergo even further hot-rolling to 
reduce their size. 
The final step in this process is the production of raw steel bars from semi-
finished billets.  This process occurs in much the same way as the hot-rolling of billets.  
The difference is the shape of the rolls through which the billets pass.  To form a 11/64 
inch octagonal bar, a 11/4 inch square billet undergoes four passes through a set of 
compression rolls.  The first is a square, followed by progressively smaller octagons, until 









2.3  Stage 2: Unfired projectile 
There are numerous methods for constructing projectile bodies from raw steel 
bars or billets.  A detailed description of several of these processes is given by the 
Department of Defense (DOD) (1991).  The process used depends upon the type of steel, 
or steel alloy, from which a given round is made, and on the particular purpose for which 
the round has been designed.  One method is the hot forging-heat treatment method (HF-
HT) (Figure 2.3).  This method works well for high fragmentation steels (Table 2.1),  
which contain a larger percentage of carbon than mild1 steels.  Examples of projectiles 
                                                 
1 Low carbon steel (U.S. Army, 1985) 
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Table 2.1. Chemical composition of high fragmentation steel HF-1 (U.S. Army, 1973). 
High Fragmentation Steel HF-1 
Carbon 1 - 1.15%
Manganese 1.6 - 1.9%










 that can be made via HF-HT include the M821/M889 81 mm HE mortar, and the M1 105 
mm HE deep cavity projectile (DOD, 1991).   
HF-HT begins with a forging process called cabbaging.  A mult is cut or sheared, 
from a steel bar, to the specifications necessary for the projectile of interest to be 
completed.  The mult is placed on a female die, and forced into that die by a ram-
mounted punch.  A smaller punch then pierces the steel in the die pot, causing the metal 
within the die to flow around the punch and form a hollow cylinder.  The cylinder is then 
elongated and thinned out to its final dimensions through drawing.  The projectile body is 
then machined, and hot-nose closed.  When hot forging is complete, heat treatment 
begins.  The projectile body undergoes austenitization to homogenize the crystal structure 
of the steel, quenching in an oil bath, and then tempering.  
A second, but less popular method of forming a projectile is cold extrusion (CE) 
(Figure 2.4).  Steel used for cold extrusion must be free of impurities to the extent 
possible, as this makes it easier to achieve the desired mechanical properties, thus low 
carbon steel (ASTM A576) is the alloy of choice.  The M353 90 mm TP-T round is one 
round comprised of this low carbon steel.  There are three types of cold extrusion, each 
occurring at room temperature.  Backward cold extrusion involves inserting a punch into 
a female die, of large enough diameter, to allow the steel to flow by force upwards 
around the punch.  Forward cold extrusion uses a punch, almost the same size as the 
female die, so that the steel in the die is compressed in the direction that the punch is 
moving. Finally these two techniques may be used in conjunction for combined cold 
extrusion. 
Hot cup – cold draw (HC-CD) is a third method of forming a projectile (Figure 
2.5).  This process is not suited for high fragmentation steel, however the M1 105 mm  
HE projectile is sometimes made via this process.  AISI 1008 low carbon steel sometimes 
also comprises this type of projectile (Table 2.2), ASTM A273 (MPT, 2005).   
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Figure 2.5. Hot Cup – Cold Draw Process. 
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Table 2.2. Chemical composition of AISI 1008 low carbon steel (Efunda, 2007). 
AISI 1008 Low Carbon Steel 








For the HC-CD process billets are divided into mults, either by sawing or cold 
shearing, as these methods allow for a more precise cut in terms of weight, and do not 
mar the surface of the steel.  As in the HF-HT process, the mult is heated, and then 
undergoes cabbaging and piercing operations.  The hot cup then undergoes cold-forming 
operations via coining, cold drawing, and bourrelet2 expansion.  In coining the steel is 
deformed by a punch solely in the lateral direction, in cold drawing the hot cup is 
elongated to the specified length for the final cylindrical body of the round, and in 
bourrelet expansion the upper mid-section of the projectile is forced outward by a 
specially designed punch, such that the round will make contact with the gun barrel from 
which it will be fired.  The maximum deformation of steel that may occur in a given cold 
forming operation is about 40%.  If additional cold forming is necessary, process 
annealing will occur to relieve stress on the steel.  This heat treatment occurs at 538 to 
677˚C.  When all cold forming operations are complete, the round undergoes one 
additional heat treatment to relieve remaining stress.  This occurs at 371 to 482˚C.  After 




                                                 
2 The Bourrlet is the mid-section of a projectile that bows out to touch the edges of the gun barrel centering 
the round.  Upon firing, friction and thus heat is created at the point of intersection (FAS, 2000). 
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2.4  Stage 3: Fired Projectile 
The third stage in the life of a projectile is that of an unexploded ordnance item, 
or fired projectile.  Rinker (2005) defines a sequence of events which leads to the ejection 
of a projectile from a gun barrel.  As the trigger is pulled, the firing pin strikes the primer, 
resulting in a small explosion.  The heat from this explosion moves through and initiates 
the igniter.  The igniter sets off the propellant.  The propellant rapidly sublimates, causing 
gas molecules to move rapidly and randomly.  This creates great pressure within the 
chamber, cartridge, bore, and against the base of the projectile.  As the gas molecules 
expand, and because the projectile blocks the passage of gas out of the gun barrel, the 
round is forced to move in order to accommodate the volume needed by the gases.  As a 
result the projectile is expelled from the gun barrel.   
Heating during the firing process comes from three sources.  These sources 
include friction between the projectile and the gun barrel, aerodynamics, and the 
interaction between the projectile and the hot gases that force the round from the gun 
(Richards, 2004).  The projectile is within the barrel for only about 0.01 second, thus 
heating due to friction and contact with hot gases only occurs for this short period of 
time.   The projectile is in-flight for only a few seconds, so aerodynamic temperature 
increase only occurs during this short time period (Stumpfel, 1997).  
The temperature that the projectile reaches during the firing process is dependent 
on a number of variables.  Projectile composition, velocity, type, and caliber must all be 
considered.  Stumpfel (1997) employed infrared imaging to gauge the surface 
temperature distribution of an M865 120 mm TP-T projectile at a velocity of 1600 meters 
per second.  Point one-four seconds after the projectile exited the gun, much of the tail 
section experienced temperatures in the 500 to 550 K (200 to 280˚C) range, while a 
smaller portion reached up to 600 K (300˚C) or greater.  The nose was not imaged in this 
study, however Jubaraj Sahu (personal communication, May 11, 2006) calculates that the 
heating in the vicinity of the nose reaches temperatures of up to 650 to 700 K (380 to 
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400˚C) during flight.  The surface of the nose is the hottest portion of the round during 
the firing process. 
One example of a fired projectile is an avalanche round (Schaerer, 2006).  These 
projectiles are used to trigger a “controlled” avalanche at a particular location.  This helps 
to prevent an unexpected avalanche in a public area.  However, avalanche rounds do not 




2.5  Stage 4: Exploded Projectile 
The fourth stage is that of an exploded round.  When the projectile is detonated, 
the high explosives sublimate almost instantaneously, resulting in initial pressures of 
approximately 200 kilobars and temperatures on the order of 5,000° C.  As the detonation 
ensues a shock front propagates out from the burst point in the form of a pressure wave.  
The pressure wave reaches a maximum almost immediately and then slowly begins to 
dissipate.   The result of the explosion is the decimation of the projectile into many 
smaller pieces of typically rough, randomly shaped steel, or shrapnel. 
While interaction with hot gases may impart some small temperature change upon 
a piece of shrapnel during the explosion, contact between the two is extremely short.  
This makes a large temperature change via interaction with explosive products unlikely.  
A portion of the temperature change that occurs during an explosion is due to the 
fragmentation process itself (Vande Kieft & Hillstrom, 1997).  By approximating a round 
as an infinite cylinder, and integrating over its length, Vande Kieft & Hillstrom (1997) 
are able to calculate the temperature of an “explosively driven fragment.”   
The yield strength of AISI 1010 low carbon steel (Table 2.3) is 26 ksi (DOD, 
1991), the density is 7861 kg/m3 (MSO, 2000), and the specific heat of steel is 0.107 
cal/g-˚C (Vande Kieft & Hillstrom, 1997).  Through several basic unit conversions and 
simple multiplication (Tables 2.4 to 2.6), the change in temperature due to the  
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Table 2.3. Chemical composition of AISI 1010 low carbon steel (Efunda, 2007, DAC, 
2006). 
AISI 1010 Low Carbon Steel 
Carbon 0.08 - 0.13%







Table 2.4. Calculation of the temperatures of explosively driven fragments for low carbon 
steel AISI 1010 (after Vande Kieft & Hillstrom, 1997).  The M353 90 mm TP-T is one 
projectile comprised of AISI 1010 steel. 
  M353 M353 double 
Material AISI 1010 AISI 1010 
Yield Stress (ksi) 26 52 
Yield Stress (MKS) 179263682 358527364 
Density (kg/m^3) 7861 7861 
Specific Heat 448 448 
Temperature Change (˚C) 37.2630 74.5260 




Table 2.5. Calculation of the temperatures of explosively driven fragments for high 
fragmentation steel (after Vande Kieft & Hillstrom, 1997).  The M821 81 mm HE mortar, 
and the M1 105 mm HE are two projectiles comprised of high fragmentation steel. 
  M821 M821 double M1 M1 double 
Material HF-1 HF-1 HF-1 HF-1 
Yield Stress (ksi) 140 280 140 280
Yield Stress (MKS) 965265980 1930531960 965265980 1930531960
Density (kg/m^3) 7805 7805 7805 7805
Specific Heat 448 448 448 448
Temperature Change (˚C) 202.0865 404.1730 202.0865 404.1730




Table 2.6. Calculation of the temperatures of explosively driven fragments for low carbon 
steel AISI 1080 (Vande Kieft & Hillstrom, 1997). 
  Vande Kieft & Hillstrom Vande Kieft & Hillstrom 
Material AISI 1080 AISI 1080 
Yield Stress (ksi) 125 250
Yield Stress (MKS) 861844625 1723689250
Density (kg/m^3) 7880 7880
Specific Heat 448 448
Temperature Change (˚C) 178.7170 357.4341




fragmentation process for AISI 1010 steel is only about 37˚C.  The final temperature, 
assuming the explosion occurred at 20˚C, is only about 57˚C.  Even if the yield strength 
is doubled, which Vande Kieft & Hillstrom (1997) assert may happen, the temperature 
change only reaches 74˚C.  The final temperature in this instance would be 94˚C.  In the 
case of HF-1 high fragmentation steel the yield strength is 140 ksi (DOD, 1991), the 
density is 7805 kg/m3 (DFF, 2007), and the specific heat is 0.107 cal/g-˚C (Vande Kieft 
& Hillstrom, 1997).  The temperature change due to fragmentation is 202˚C with the final 
temperature of a fragment being 222˚C.  If the yield strength is doubled, the temperature 




2.6  Stage 5: Storage 
 Storage of a projectile may occur between any of the first four projectile life 
stages.  During Stage 5 a projectile is simply held in one location, for a prolonged period 
of time, below the Curie temperature, in a magnetic field which may or may not be that in 
which it obtained its remanence.   
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2.7  Stage 6: Transport 
 Transport of a projectile may also occur between any of the first four projectile 
stages.  Transport will typically occur over a relatively short time period (weeks at most). 
It may occur several times prior to the change of the projectile from one of the first four 




2.8  Stage 7: Waste 
According to the DOD (1997), a fired round becomes waste, or unexploded 
ordnance (UXO), only after it has been fired but has not “functioned properly.”  
Basically, this means it does not explode upon impact.  This definition is known as the 
DOD Range Rule.  It applies to closed, transferred, or transferring military ranges.  The 
Environmental Protection Agency (EPA) defines UXO under the Military Munitions 
Rule (EPA, 1997).  The EPA rule defines used or fired munitions as rounds that have 
been “fired, dropped, launched, projected, placed, or otherwise used; when used as 
intended malfunction or misfire; fragments, such as shrapnel, casings, fins, and other 
components that result from use of military munitions.”  However, used or fired rounds 
are not necessarily categorized as waste under this definition.  They only become waste 
(UXO)  if they are “transported off-range for reclamation, treatment, disposal, or storage 
prior to any one of these,” if they are “recovered, collected, and then disposed of by 
burial or landfill”, or if they land off range and are not “promptly rendered safe or 
retrieved.”  Basically the EPA defines munitions as UXO only after they have ceased to 
be used for the purpose for which they were intended.  The Military Munitions Rule does 
not address closed, transferred, or transferring military ranges.  Obviously there is some 
ambiguity.  For the purposes of this study, the definition provided by the DOD Range 
Rule will be used to define UXO as waste.  
 
 34
2.9  Origin of Remanent Magnetization in the Historical Stages of Projectile 
The unformed projectile steel undergoes numerous physical changes during Stage 
1.  The steel goes from molten liquid (1760˚C) to semi-solid ingots.  The ingots are 
allowed to cool, so that the temperature distribution is approximately even, but are then 
reheated to hot-rolling temperature (1230˚C) so that they may be made into solid billets.  
In terms of magnetization this means that the steel goes from paramagnetic to 
ferromagnetic.  Each time the steel is reheated, and then cooled below the Curie 
temperature, it has a different domain structure.  The Curie temperature of iron is 770˚C 
(Hunt et al, 1995), while that of steel is 730˚C (Bhagat et al, 2003).  During the cooling 
process the steel is exposed to the Earth’s magnetic field.  In addition, raw steel is made 
in an industrial setting.  Electric currents from industrial activities may be close to the 
steel as it cools from above the Curie temperature.  If this is in fact the case, the 
secondary magnetic fields, produced by these industrial currents, may also affect the 
magnetic structure of the unformed projectile.  As the steel cools, the domain structure 
exhibits a remanence based on the inhomogeneities within the steel, the orientation of the 
steel with respect to the Earth’s field, and the orientation of the steel with respect to any 
other secondary magnetic fields in the vicinity.  The magnetic signature of a raw bar of 
steel is reworked half a dozen separate times during this stage.  The “final” magnetic 
remanence of the raw steel in Stage 1 is due to the direction and magnitude of the 
magnetic field of the Earth, and any industrial secondary magnetic fields, as it cools from 
its last exposure to the Curie temperature.  It is thermoremanent magnetization.  This 
occurs as the steel cools, after it has been made into a bar during the hot-rolling process.    
Stage 2 is the unfired projectile. Any of the methods used to construct a projectile 
will change the thermoremanent magnetization imparted on the steel in Stage 1.  The 
steel is forced into a plastic state, where it is compressed and expanded.  In the case of 
HF-HT the steel is once again heated to 1100˚C for forging, and then again to 800˚C for 
heat treatment, both processes occur above the steel Curie temperature.  As the steel cools 
below the Curie temperature after heat treatment, the Earth’s magnetic field and any 
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secondary industrial magnetic fields, impart a thermoremanence on the domain structure.  
Thus the final remanence of Stage 2, in this instance, is due to the heat treatment process.  
In the case of CE, all operations are performed at room temperature.  The remanence for 
items formed by CE comes from the process of compressing the metal and forcing it to 
flow in the desired direction.  This is working remanent magnetization.  The deformation 
introduces energy into the magnetic structure allowing the domains to rearrange into the 
lowest energy state and changing the remanence imparted from Stage 1.  Finally for the 
HC-CD method, the projectile steel is heated to 1100˚C in order to perform cabbaging 
and piercing operations.  The steel is then cooled far below the Curie temperature and 
deformed plastically by exerting pressure greater than the elastic limit of the material 
through coining, cold-drawing, and bourrelet expansion.  The magnetic remanence from 
Stage 1 is erased upon heating the steel above the Curie temperature.  New 
thermoremanence is imparted upon cooling in the Earth’s magnetic field and secondary 
industrial magnetic fields, but during the cold draw process new working remanence 
occurs due to the extreme deformation the steel undergoes.   
During Stage 3 the projectile does not physically transform, unless deformation 
occurs upon impact of the projectile.   The projectile is heated during the firing process, 
but does not reach above, or even within 300˚C, of the Curie temperature.  Temperature 
does not have a large effect on the magnetic remanence of the item during this stage.  The 
magnetic domain structure however, typically experiences a decrease in magnetic 
remanence due to the impact of the fired projectile with the ground.  This change in 
remanence is called shock demagnetization (Altshuler, 1996).  This is the final 
remanence that UXO items exhibit during Stage 3.  Shock demagnetization is a process 
that is not currently well understood, however, it is the subject of at least one ongoing 
study (Billings et al., 2005, Appendix).   
The explosion of the projectile in Stage 4 causes the steel projectile to splinter 
into smaller pieces called shrapnel.  The shrapnel experience a thermal change, but using 
the method of Vande Kieft & Hillstrom (1997), the temperature maximum is only about 
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424˚C, well below the Curie temperature of steel.  The processes which affect remanence 
are the shock of explosion, splintering and deformation of the projectile, and deformation 
of the shrapnel.  Each of these processes typically increase the original remanence of the 
projectile.  The main mechanism of change in the remanence is deformation upon 
explosion.  The deformation process introduces energy into the system, and the magnetic 
domain structure changes through domain rotation and wall displacement.  Deformation 
occurs as the shrapnel is flying through the air, as opposed to a UXO item, in which 
shock demagnetization occurs while the item is in a fixed position.  Shrapnel from a 
projectile typically is asymmetric, and lands at several different orientations, while non-
deformed UXO typically is symmetric, and impacts, and rests at one orientation.  
Shrapnel may exhibit a much larger remanence than UXO (Billings, 2002), while certain 
types of shrapnel exhibit even larger remanence than others (Clif Youmans, personal 
communication, June 5, 2006).   The final magnetic remanence in Stage 4 is most likely 
due to deformation of the steel upon explosion. 
 The storage of a projectile imparts no change in magnetic remanence upon the 
item.  There is no physical, or chemical change to the structure of the projectile.  Its 
temperature does not rise above the Curie temperature.  During Stage 5 the projectile 
maintains the remanence from the previous stage, be it unformed, unfired, fired, or 
exploded. 
 The transport of a projectile in Stage 6 is quite similar to Stage 5 in terms of 
changes to remanent magnetization.  Again, there is no physical or chemical change to 
the structure of the projectile, no rise in temperature that would affect the domain 
structure of the item.  During this stage the projectile maintains its original remanence 
imparted during one of the previous life stages. 
 Stage 7 is simply a change in classification.  There is no physical change to the 
projectile, or to its magnetic remanence, whatsoever during this stage.  A fired projectile 
becomes waste when it is no longer used for its intended purpose (EPA, 1997).  Two 
examples of this change in classification include the sale of a former artillery range for 
 37
development (with unexploded rounds still in the ground), or when a projectile lands 




EXPERIMENTAL MEASUREMENTS OF VISCOUS REMANENT 




3.1  Importance of Understanding Viscous Remanent Magnetization in UXO 
The remanence exhibited by a projectile may have several different origins.  In 
the case of UXO, thermoremanence, and working remanence may overprint to form a 
vector sum of remanence.  For this study, no specific type of remanence has been 
extracted from the samples for analysis.  Rather, the remanence is classified as a vector 
sum, and analyzed as one variable.  The source remanence is not necessarily permanent.  
This variable may change in a number of ways, one of which is simply by exposure of an 
item to an external magnetic field.  This process is viscous remanent magnetization 
(VRM), described in chapter 1.  The assessment of VRM is of great importance to UXO 
discrimination.  The discrimination method of Billings (2002) is based on a major 
assumption regarding remanence.  The method uses inversion to recover location, 
orientation, and magnitude of the induced dipole moment of metallic objects.  Due to 
self-demagnetization, the induced dipole moment for a given UXO varies in magnitude 
and orientation in a circular pattern on a polar plot.  This variation is based on the angle 
of the UXO with respect to the inducing magnetic field.  The dipole moment recovered 
through inversion is plotted on a polar plot.  The distance between the circle of possible 
induced dipole moments or “feasibility curve” and the recovered dipole moment is 
classified as the minimum remanence required for the recovered dipole moment to be a 
UXO item.  If the distance is large, the item is more likely to be shrapnel, if the distance 
is small, according to shock demagnetization theory, the dipole moment is more likely 
due to a UXO item.  If magnetic remanence of a projectile decays in a quantity large 
enough to change the classification of that dipole moment as either shrapnel or UXO, the 
method may not be valid.  In addition, the Mobile Remanence Interrogation Platform 
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(MRIP), used to characterize the magnetic remanence of UXO, described in Chapter 4, is 
based on the assumption that the magnitude of the decay of remanent magnetization is 
not large enough, within 100 seconds, in a given UXO, to alter the recovered value of 
magnetic remanence for that UXO item (Billings, 2006).   
How long does magnetic remanence persist in the different stages of a projectile’s 
history?  Does the magnitude of VRM vary between the stages?  Is remanence stable, or 
does it decay to the point at which the main assumptions of the MRIP, and the 
discrimination method of Billings (2002), are violated.  I have addressed these questions 
by characterizing the decay of remanent magnetization in fresh low-carbon steel 
(unformed projectile), unfired projectiles, unexploded ordnance (fired projectile), and 




3.2  Sample Preparation and Characterization 
I obtained samples of unformed projectile steel, unfired projectiles, unexploded 
ordnance, and shrapnel for measurements of magnetic after-effect.  For the unformed 
projectile sample, I used a hot rolled carbon steel, grade 1010, ½-centimeter diameter bar.  
This is one of the common materials used to form projectiles, such as the M353 90 mm 
target practice round (Defense Ammunition Center, 2006).  As discussed in Chapter 2, 
the remanence in this bar was imparted during the cool down period in the Earth’s 
magnetic field (and any secondary fields) after it was hot-rolled into the final bar 
geometry (thermoremanent magnetization).  I cut three, 1 cm pseudo-cubes from the 
center of the bar, so as to avoid any areas at the edges of the bar that were heated when it 
was cut from the larger piece.  I cut all of the samples used in this study, from all of the 
various specimens, using a hacksaw with a bi-metal blade.  I polished all cut sides with 
three grades of diamond hone to remove any metal pieces which may have broken off of 
the blade, and become lodged in the sample.   
I chose three specific rounds for this study including the 81 mm M821/M889 
Mortar HE, the 105 mm M1 HE, and the 90 mm M353 TP-T.  The United States Army 
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(1985) provides a description of each projectile.  The 81 mm M821/M889 Mortar HE 
(Figure 3.1) is a mortar filled with 1.6 pounds of high explosives (RDX, TNT) weighing 
8.96 pounds.  The main shell body is made of high fragmentation steel alloy HF-1 which 
consists of 1-1.15% carbon, 1.6-1.9% manganese, 0.7-1% silicon, 0.4% maximum sulfur, 
0.035% maximum phosphorus, 0.25% maximum nickel, 0.2% maximum chromium, 
0.06% maximum molybdenum, 0.35% copper maximum, 0.2% aluminum maximum, the 
remainder is iron (MPT, 2005).  The U.S. version of this round is a forging.  The fuze 
may be point detonating or multi-option.  The mortar uses propellant M223 and has a 
maximum range of 5700 meters.  Remanence in the mortar is imposed after the heat 
treatment portion of the HF-HT, as the projectile body cools to below the Curie 




Figure 3.1.  Unfired M821/M889 81mm mortar HE courtesy Larry Overbay, U.S. Army 













The 105 mm M1 HE (Figure 3.2) is filled with 5.05 pounds of a combination of 
RDX and TNT (composition B).  It is fired from a Howitzer, M2A1, M2A2, M4, M4A1, 
or M49.  The main shell body is made of forged high fragmentation steel HF-1 (DOD, 
1991) or AISI 1008 (MPT, 2005).   The M1 propellant, and M28A2, or M28B2 
percussion primer is used with a maximum range of 11,500 meters, and maximum 
velocity of 494 miles per hour.    The M1 acquires remanence in the same way as the 
M821/M889. 
The 90 mm M353 TP-T projectile (Figure 3.3) is a target practice round with a 
M13, M5A2, or M5A2B1 tracer, and is fired from an M36, M41, or M54 gun.  It has no 
fuze as it is a practice round.  The body of the M353 is cold forged from a low carbon 
steel bar, AISI 1008 to 1012.  This steel is comprised of 99% iron, 0.4% manganese, 
0.1% carbon, maximum 0.05% sulfur, and maximum 0.04% phosphorus (DAC, 2006).  
The propelling assemblage consists of a M108 or M108B1 cartridge case with M30 
propellant weighing 8.5 lbs.  Percussion primer M58 is used in this round.  The 
performance capabilities of the projectile include a maximum range of 21,031 meters and 
a maximum velocity of 914 meters per second.  The remanence in this type of round is 
imparted during the deformation of cold extrusion during which the body of the round is 




Figure 3.3.  Unexploded ordnance, M353 90mm TP-T, courtesy Clif Youmans, Montana 




Larry Overbay of the U.S. Army Aberdeen Test Center provided half of the main 
shell body of both an 81 mm M821/M889 Mortar HE and a 105 mm M1 HE.  I cut three 
samples from the top and center of each of these round halves.  The sides of the round 
halves were specifically avoided during sampling, as the dividing of these rounds may 
have heated up their edges, possibly altering the magnetic remanence. 
Clif Youmans, of the Montana Army National Guard, provided a 90 mm M353 
target practice UXO, and a 90 mm mortar (UXO) from Limestone Hills Training Area, 
near Townsend, Broadwater County, Montana.  Samples were cut from the top center of 
each of these UXOs.  In addition, Youmans provided several shrapnel samples from 
Limestone Hills.  The Montana Army National Guard has used the training area for live 
fire training since 1959.  Types of ordnance found, or indicated by archival records to 
have been used at Limestone Hills include 76 and 90 mm TP-T (target practice with a 
tracer), AP/T (armor piercing tank), WP (white phosphorus), HE (high explosive), 105 
mm illumination, WP, HE, 4.2 illumination, HE, and 155 mm illumination, WP, and HE 
(Billings, 2004).  The type of UXO from which the shrapnel samples originated cannot be 
identified.  Remanence in shrapnel is due to the shock and deformation it undergoes as a 
result of the explosion process. 
 43
I cut all the samples to the dimensions of approximately 1 cm x 1 cm x 1 cm.  For 
strongly magnetic material, magnetic behavior is partially dependent on shape 
(Chikazumi, 1964), thus I made the shape of the samples pseudo-cubes.  Care was taken 
during the cutting process to ensure that the samples were not heated to a point beyond 
which they felt just slightly warm to the touch.  To cool samples that did feel just slightly 
warm to the touch, water was poured over the saw and exploded projectiles periodically, 
while isopropyl alcohol was used for all of the unformed projectiles, unfired projectiles, 
and fired projectiles, to prevent any additional corrosion.   




Table 3.1.  Physical properties of all samples used for VRM study. 
 
Sample Stage Mass (g) Volume (cm3) Density (kg/m3) 
Bar2 Unformed 12.300 1.6 7687.50 
Bar3 Unformed 12.449 1.7 7322.94 
81-UN-1 Unfired 6.122 0.8 7652.50 
81-UN-2 Unfired 7.083 1.0 7083.00 
81-UN-3 Unfired 5.779 0.8 7223.75 
105-UN-1 Unfired 16.875 2.3 7336.96 
105-UN-2 Unfired 21.966 2.9 7574.48 
105-UN-3 Unfired 18.695 2.6 7190.38 
90Mortar1 Fired 14.273 1.9 7512.11 
90Mortar2 Fired 14.488 2.0 7244.00 
90-UXO-2 Fired 6.727 0.9 7474.44 
90-UXO-3 Fired 7.761 1.0 7761.00 
C2 Exploded 18.576 2.4 7740.00 
C3 Exploded 6.426 0.8 8032.50 
R2 Exploded 3.906 0.5 7812.00 
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Table 3.2.  Magnetic susceptibility measurements for all samples used in VRM study. 
 
Sample Stage 465 Hz ҳ (m3/kg) 465 Hz к (SI) 
4650 Hz ҳ 
(m3/kg) 
4650 Hz к 
(SI) 
Bar1 Unformed 9.85548E-06 0.089123846 9.04134E-06 0.08144 
Bar2 Unformed 2.0083E-05 0.176443571 1.81293E-05 0.159381429
Bar3 Unformed 2.39779E-05 0.175588824 2.14712E-05 0.157584118
81-UN-1 Unfired 0.000123731 0.9468525 7.79476E-05 0.597695 
81-UN-2 Unfired   9.69646E-05 0.687877 
81-UN-3 Unfired 0.000115916 0.83734875 6.92663E-05 0.50669625 
105-UN-1 Unfired 1.72882E-05 0.126843043 2.69926E-05 0.199893913
105-UN-2 Unfired 3.70973E-05 0.280993103 2.02358E-05 0.164826552
105-UN-3 Unfired 3.47397E-05 0.249791538 3.97483E-05 0.284883077
90Mortar1 Fired 1.82764E-05 0.137294211 1.60443E-06 0.219125789
90Mortar2 Fired 2.29308E-05 0.1661105   
90-UXO-1 Fired 6.02917E-05 0.471903 0.000115944 0.907776 
90-UXO-2 Fired 2.80899E-05 0.209956667 0.000107344 0.801508889
90-UXO-3 Fired 4.54222E-05 0.352522 0.000104793 0.812578 
C1 Exploded 2.84874E-05 0.225107429 8.97628E-06 0.070930571
C2 Exploded 4.9423E-05 0.38253375 2.22857E-05 0.17249125 
C3 Exploded 6.90322E-05 0.55432875 0.000135762 1.09017125 




I measured the magnetic susceptibility of each sample (Table 3.2) using the Bartington 
magnetic susceptibility meter at two frequencies, 0.465 kHz and 4.65 kHz.   
Hunt et al (1995) state the magnetic susceptibility of iron to be 3,900,000 10-6 SI.  
All of the measured values are significantly below the published value of iron.  The 
samples are made of steel (98% Iron, 2% other elements).  The UXO items, and shrapnel, 
are all corroded to a small degree; these facts along with experimental error account for a 
portion of the difference between the published and measured values.  Additional factors 
include measurement frequency, self-demagnetization and shape dependence.  It is 
unknown at what frequency the published value for magnetic susceptibility of iron was 
obtained.  To gauge the dependence of magnetic susceptibility of each sample on the 
orientation within the Bartington susceptibility meter, I performed “directional” 
measurements of susceptibility for the shrapnel samples (Figure 3.4).  Directional, and 









































































Figure 3.4.  This figure shows the directional dependence of magnetic susceptibility.  Part 
(a) shows the side designations.  Part (b) shows directional dependence at low frequency.  
Part (c) shows directional dependence at high frequency. 
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3.3  Theory of the Vibrating Sample Magnetometer 
The magnetic properties of the steel samples were measured using the Princeton 
Applied Research vibrating sample magnetometer Model 155, and the Micro Mag 
vibrating sample magnetometer by Princeton Measurements Corporation, both belonging 
to the Institute for Rock Magnetism at the University of Minnesota.  The working 
principle of the Vibrating Sample Magnetometer (VSM) follows Faraday’s Law, which 
states that a time-varying magnetic flux induces an emf (V) in a coil of n turns and of 
cross-sectional area (A) (Buschow et al. 2003). 
 
V = nA(dB/dt)         (3.1) 
 
If the coil is located in a constant magnetic field, the magnetic flux density is the product 
of the magnetic permeability, and the magnetic field intensity.  
 
B = µoH           (3.2) 
 
If a sample of magnetization M is inserted into the coil, the magnetic flux changes.   
 
B = µo(H + M)          (3.3) 
 
The change in magnetic flux due to the sample must be accounted for.    
 
dB = µoM           (3.4) 
 
The VSM output is proportional only to the magnetization of the sample, the turns of the 
coil, and the cross-sectional area of the coil.   
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Vdt = nAµoM           (3.5) 
 
Thus, a sample placed in the uniform field created by the VSM has a dipole moment 
proportional to the sample susceptibility, and the applied magnetic field. 
 
M = m/V           (3.6) 
 
κ = M / H = (µ/µo) – 1         (3.7) 
 
If the sample at the same time is placed in sinusoidal motion, an electric signal/voltage is 
induced in the stationary pick-up coils.  This signal is, in turn, proportional to the 
magnetic moment, the vibration amplitude, and the vibration frequency.  The signal is 
demodulated, and the output signal is the magnetic moment, independent of amplitude 
and frequency drift (Lake Shore Cryotronics, 2001).   
Ideally, vibration within the VSM does not affect the sample or measurements.  
The sample is in-phase with the vibrating sample rod assembly and the signal, again, is 
demodulated to remove frequency effects.  The only purpose of the vibration (83 Hz) is 
to create a time varying flux through the pick-up coils (Mike Jackson, personal 
communication, 2006). 
Magnetic viscosity is measured by first applying a saturation field to the sample at 
constant temperature, and then nulling that field, to measure the response of the sample to 
the loss of that field.  Physically, a sample is attached to the sample rod assembly, and 
centered between the stationary pick-up coils.  A function generator instructs the 
assembly on how to move.  The sample vibrates in phase with the sample rod assembly.  
A magnetic field is applied to the sample in the direction parallel to the pick-up coils.  
The field is then turned off after several seconds.  The changing magnetic flux near the 
vibrating sample is measured by the pick-up coils, and translated into a voltage by 
Faraday’s law.  The voltage is proportional to the magnetic moment.  The mass and 
volume of the sample are known, thus the magnetization of the sample is measured, as a 
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function of time, every 10 seconds for a period, in this experiment, ranging from 8,000 




3.4  Experimental measurements  
Using vibrating sample magnetometers provided by the Institute for Rock 
Magnetism (IRM) at the University of Minnesota, I measured the viscous remanent 
magnetization, and the hysteresis loops (Table 3.3) of the projectile samples.  I applied 
and then nulled a 250 mT saturation field to all of the samples, save C2, and R2.  For 
these samples I applied a field of 50 mT.  I applied both a 50 mT field and a 250 mT field 
to sample C3, over the course of two separate visits to IRM.  I oriented the shorter axis of 
all of the samples parallel to the applied field to avoid overloading the VSM controller 




Table 3.3.  Hysteresis parameters for fresh steel (unformed), unfired projectile, and 
unexploded ordnance (fired) and shrapnel samples (exploded). 
 









Maximum Field  
(Tesla) 0.25 1 0.25 1 1 
Saturation Magnetization 
(A/m) 76823 123669 121692 154786 245999 
Remanent Magnetization 
(A/m) 1728 6395 3105 4473 18225 
Coercivity  




The measurement procedure is as follows.  Switch on the controller computer, 
lock-in amplifier, vibration control, and teslameter.  Turn on the precision bipolar magnet 
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control.  Identify the short axis of the sample.  Because the strength of magnetic moment 
is highly dependent on shape, the samples should be inserted into the VSM with the short 
axis parallel to the applied magnetic field.  This orientation reduces the chance that the 
VSM will become overloaded upon application of the magnetic field, as the steel samples 
are highly ferromagnetic.  Input the sample mass, and a short sample description into the 
VSM data acquisition system.  Attach the sample to the sample rod assembly securely 
with non-magnetic masking tape.  There should be absolutely no ability for the sample to 
move out-of-phase with the rod.  Attach the sample rod to the sample rod assembly and 
tape the connection with masking tape to prevent rotation of the sample during the 
measurement process.  Toggle vibration control to the on position, and apply the 
magnetic field.  Null the field, and then record the decay of the mass normalized 
magnetic moment for the desired time period.   
The vibrating sample magnetometers at the Institute for Rock Magnetism are not 
shielded from the Earth’s magnetic field.  However, the VRM measurements are a 
function of remanence, not of induced field.  The induced magnetic field is a constant 
background field.  In Minnesota the magnetic field strength is approximately 56,400 nT.  
The saturation field applied to the steel samples for the VRM measurements was 250 mT.  
The applied field is thus 250,000,000 nT, or approximately 4432 times the strength of the 
Earth’s inducing field.  Thus, the viscous decay of remanence is not lost in the Earth’s 
inducing field.  In addition, the Earth’s field does not change much with respect to the 
size of the saturation field.  Diurnal variations of the Earth’s field are generally on the 
order of 5 to 10 nT.  There were no geomagnetic storms anywhere in the world during the 
period of measurements, from August 23rd to 26th, 2006 (NOAA, 2005), which can 
produce magnetic field variation on the scale of thousands of nanoteslas in a short period 
of time (Telford et al, 1990).  In vibrating the sample, the position does change 
throughout the measurement.  However this distance is on the order of millimeters, there 
is almost no change in the Earth’s magnetic field due to distance on that length scale. 
For each of the steel samples, I modeled the VRM decay using five different 
relaxation models.  These include the logarithmic, Neel, multiple exponential, Richter, 
and Cole-Davidson models.  The details of these models are outlined in chapter 1. 
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 I first measured the viscous remanent magnetization of the unformed projectile 
samples Bar 2, and Bar 3 (Figure 3.5).  The Cole-Davidson equation (Davidson & Cole, 
1951) proved to be the best match to the VRM data for each unformed projectile sample. 
Table 3.4 contains the Cole-Davidson parameters for these samples.  Hysteresis 
parameters for sample Bar 3 (Figure 3.6) are found in Table 3.3.   
I measured the VRM, next, for unfired projectile samples from an M821/M889 
81mm HE mortar, samples 81-UN-1 (Figure 3.7), and 81-UN-2, and a 105 mm HE 
projectile, sample 105-UN-2 (Figure 3.8).  The Cole-Davidson provided the best fit to the 
decay trends.  The Cole-Davidson parameters are found in Table 3.4.  Hysteresis 


































































Figure 3.6. Hysteresis loop for fresh steel sample Bar 3 with a maximum applied field of 





Table 3.4.  Cole-Davidson Parameters for all modeled samples. 
 
Sample Stage Mo Meq Tau Alpha 
81-UN-1 Unfired 0.64222 0.59848 3188 0.32233 
81-UN-2 Unfired 0.55184 0.52258 1236 0.3152 
90mortar1 Fired 0.27903 0.27614 1248 1 
90mortar2 Fired 0.18078 0.17805 1360 0.9695 
90-UXO-2 Fired 0.30418 0.30132 271 0.93747 
90-UXO-3 Fired 0.309 0.30051 779 1 
105-UN-2 Unfired 0.15561 0.15198 566 1 
Bar2 Unformed 0.070271 0.069538 334 1 
Bar3 Unformed 0.06284 0.061694 599 1 









































































Figure 3.8. Magnetic viscosity measurements for unfired projectile sample 105-UN-2 



























Figure 3.9. Hysteresis loop for unfired projectile sample 81-UN-2 with a maximum 
applied field of 1T.  Magnetic saturation = 124,000 A/m, magnetic remanence = 6,400 




 I measured VRM from two types of unexploded ordnance including a M353 90 
mm TP-T, samples 90-UXO-2 (Figure 3.10), and 90-UXO-3, and a 90 mm mortar, 
sample 90mortar1, and 90mortar2 (Figure 3.11).  Again, the Cole-Davidson provided the 
best fit to the decay trends.  The Cole-Davidson parameters are found in Table 3.4.  





































Figure 3.10. Magnetic viscosity measurements of unexploded ordnance sample 90-UXO-





































Figure 3.11. Magnetic viscosity measurements of unexploded ordnance sample 



























Figure 3.12. Hysteresis loop for unexploded ordnance sample 90-UXO-3 with a 
maximum applied field of 250 mT.  Magnetic saturation = 122,000 A/m, magnetic 




 I measured the VRM from three shrapnel samples, C2, C3 (Figure 3.13), and R2.   
The applied field for these samples was 50 mT.  A logarithmic trend provided the best fit 
for each sample.  Hysteresis parameters for samples C3 (Figure 3.14) and R2 are found in 



























Figure 3.13: Magnetic viscosity measurements for shrapnel sample C3.  The best fit line 




























Figure 3.14. Hysteresis loop for shrapnel sample C3 with a maximum applied field of 1T.  






I measured the VRM for shrapnel sample C3 a second time, several months later, using 
the saturation field of 250 mT.  This time the trend followed the Cole-Davidson (Figure 
3.15, Table 3.4).  I attribute the difference between the viscous decay trends for sample 
C3 to the difference in applied field.  For the first measurement, the applied field was 50 
mT and the logarithmic trend fit the data best.  For the second measurement, the applied 
field was a saturation field of 250 mT, and the Cole-Davidson fit best.  As is stated in the 
literature, the logarithmic model breaks down for long times (Chikazumi, 1964, Cullity, 
1972).  Indeed when I projected the viscous decay for this sample using the logarithmic 
trend, in a period of 12 hours, this model predicts that the magnetic remanence will decay 
10%, and in 100 years, 20% (Figure 3.16).  However, if I projected the viscous decay out 
to infinity, the magnetization in this sample would eventually decay to negative infinity.  
Just as is stated in the literature, the logarithmic trend breaks down for long times.  Thus 





































Figure 3.15: Magnetic viscosity measurements of unexploded ordnance sample C3 with 










































 To ensure that eddy currents did not comprise part of the VRM signal, I modeled 
eddy current decay in the samples with a single exponential.  Figure 3.17 shows an eddy 
current model for sample 81-UN-1.  I attempted to fit an exponential to the initial portion 
of the VRM measurements.  I fit just the first two points, which is not a good model, as 
two points could also be fit with a straight line.  This fact was proven upon subtraction of 
the eddy current model from the VRM data, a large negative anomaly resulted at the 
beginning of the dataset (Figure 3.18).  I expanded the exponential to encompass more 
points, however this just exacerbated the negative anomaly at the beginning of the 
dataset.  This same trend occurred for every sample.  I conclude from this that eddy 
currents are not significant to the VRM measurement.  If eddy currents do exist in the 
samples upon change of the field from 250 mT to 0 mT, they are small enough to be 
drowned out by the viscous decay of remanence. 
To ensure that the decay trends are not just the product of the VSM itself, I 
measured the viscous remanent magnetization of a paramagnetic sample (Figure 3.19).  
The sample consisted of 4659.3 mg of MnCO3.  The best fit line for this measurement is 
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a constant value.  The readings for the paramagnetic sample simply oscillated about the 
magnetic moment of 2.2*10-4 Am2 as expected, thus confirming that the measured decay 
of remanence was in fact a mechanism of the sample, and not an artifact from the 
vibrating sample magnetometer.  
 Figure 3.20 shows the VRM data for all of the samples together.  The separate 
samples from each individual projectile group (or steel sample) have similar magnitude.  
The separation in magnitude between the different projectile types is due to steel 











































































Figure 3.18. Negative anomaly due to subtraction of eddy current model from VRM data 





























Figure 3.19. Viscous remanent magnetization for paramagnetic sample P2.  The best fit 





































Figure 3.20. Mass normalized viscous remanent magnetization of fresh steel, unfired 
projectiles, unexploded ordnance, and shrapnel. The red lines represent samples from an 
81 mm unfired projectile, the black line represents an exploded projectile sample, the 
light blue lines represent a 90 mm unexploded target practice projectile, the dark blue 
lines represent a 90 mm unexploded mortar1, the magenta line represents a 105 mm 




3.5  Discussion 
I fit five VRM models to each of 11 experimental datasets, via Levenberg-
Marquardt least squares nonlinear minimization (Levenberg, 1944, Marquardt, 1963).  
The Neel model of viscous decay applies to magnetic relaxation within a single domain.  
Clearly the steel samples contain more than one domain, as the Neel model provides a 
horrible fit to the VRM data.  The multiple exponential model fits the data for late times 
somewhat, but totally breaks down for earlier times.  This model contained only three 
exponential functions.  The fact that it does not fit well indicates that there are more than 
three relaxation times within each sample.  The logarithmic model fit the data well for 
intermediate times, and for an applied field well below saturation.  As predicted it breaks 
down for early and late times. This indicates that there are a distribution of relaxation 
times, and thus a distribution of domains within each sample.  The Richter model of 
                                                     
1 A mortar is a type of projectile. 
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viscous decay applies to an ensemble of single domain grains.  This model fits the data 
best for late times, but is not as good for early or intermediate times.  This indicates that 
while there is an ensemble of grains in our samples, they are not entirely single domain in 
nature.  The Cole-Davidson relaxation model fits the data for every sample well.  The 
fact that the Cole-Davidson provides the best fit may have a number of implications.  
There are a number of elements comprising steel, all with individual relaxation times.  
There is a distribution in the size of magnetic domains within steel, again, all with 
different relaxation times.  Grains within a given sample may be single or multi-domain.  
All the domains within a multi-domain grain may not relax at the same rate, thus 
broadening even further the distribution of relaxation times.   
The limiting case for the Cole-Davidson is the Debye single relaxation (when 
α=1).  All of the unexploded projectile samples, the unformed projectile samples, and the 
105 mm unfired projectile sample produced a best fit α-parameter of 1 or near 1.  This is 
indicative of the Debye single relaxation type decay.  According to Olhoeft (1972), this 
type of relaxation is common in homogenous, solid materials.  The α-value for the UXO 
items is an indicator of shock demagnetization upon impact (Altshuler, 1996).  There is 
little or no remanence in these items.  Thus the magnetic domains align mainly with the 
inducing field.  This means that the UXO domain structure reacts more homogenously to 
the applied field.  The α-values for the 105 mm unfired projectile, and the unformed 
projectile steel also make sense.  The 105 mm projectile is formed through the HF-HT 
process.  The crystal structure of the item is homogenized during the heat treatment 
process.  The unformed steel is hot-rolled and then cooled to below the Curie temperature 
in the Earth’s field.  The remanence of these items is thus more homogenous.   
For the 81 mm unfired projectile, and the exploded projectile samples the α-
values are 0.32 and 0.64 respectively.  This is indicative of a less homogenous item with 
a wider distribution of relaxation times.  The magnetic domains within the samples align 
with the saturation field that is applied to them.  When the field is removed, some 
domains move more quickly back towards their equilibrium state than others.  This is due 
to the fact that the exploded projectile sample does not typically retain the remanence due 
to shock demagnetization upon impact of the projectile with the ground.  The sample has 
been heated and drastically deformed from its original structure.  This leads to a more 
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complicated domain structure with magnetic remanence, which is not evenly distributed.  
Portions of the magnetic domain structure are held more firmly in place than others by 
the different distribution of remanence in different sections of the item, and thus the 
different sections of the magnetic structure react to the applied field with different 
relaxation times.  The α-value makes sense.  The 81 mm unfired projectile however 
formed via HF-HT process just as the 105 mm sample.  This low α-value is unexplained.  
It should be noted that of all the samples fit with the Cole-Davidson trend, these two 
samples exhibited the highest misfit.   
The α-parameter of the Cole-Davidson model provides a new UXO 
discrimination method using VRM.  All of the UXO samples exhibited an α-parameter of 
1, or near 1.  The shrapnel sample exhibited an α-parameter of 0.64, 36% less than the 
UXO items.  Use of this parameter as a discriminatory tool in real time, in a field setting, 
is impractical due to the time required to complete even one VRM measurement.  
However, perhaps a time-lapse survey method could be employed to eliminate this time 
constraint.  The question left unanswered here is how many data points are required to 
provide an accurate enough picture of what the Cole-Davidson model should be for a 
given item. 
The relaxation time (τ) ranged from 270 seconds to 3200 seconds for all samples.  
Though the relaxation times appear to be relatively short in comparison with the 
timescales of interest for UXO discrimination, the magnitude of viscous decay within 
these relaxation times is just a few percent.  The two time ranges of interest for these 
measurements include 0 to 100 seconds (the measurement time for the MRIP), and the 
length of time between the emplacement of a piece of unexploded ordnance and the 
remediation time, decades or more.  The normalized projected decay times for all 
projectile steel samples are shown in Figure 3.21.  In 100 seconds the decay for an 
unformed projectile is just 0.32%.  For a period of 1000 years the projected change in 
remanence is only 1.75%.  The decay in 100 seconds for an unfired projectile is 1.25%, in 
1000 years it is at most 5.54 %.  The projected decay of an unexploded projectile in 100 
seconds is 0.29%, and in 1000 years it is 2.69%.  The decay for exploded projectile 








































Figure 3.21.  Normalized projected viscous remanent magnetization using Cole-Davidson 




I have answered the questions of interest in this study.  How long does magnetic 
remanence persist in a given projectile, UXO, or piece of shrapnel?  The magnitude of 
magnetic viscosity for unformed projectile steel, unfired projectiles, unexploded 
projectiles, and exploded projectiles was quite similar: 1.25% or less decay for the 100 
seconds (the time scale of interest for the MRIP), and less than 5.54% decay for all time 
brackets up to 1000 years.  Is remanence stable, or does it decay to the point at which the 
assumptions of the MRIP and of Billings (2002) are violated?  In short, magnetic 
remanence persists longer than the time scales of interest.   The magnetic viscosity will 
not hinder the ability of the MRIP to resolve the magnetic remanence of a given UXO.  It 
changes just a few percent in 1000 years and is thus stable for at least this amount of time 
and quite likely even longer.  The results of this experiment have an important 
implication to the UXO industry; the decay of magnetic remanence will not hinder the 
magnetic discrimination process.  In addition, I have identified the Cole-Davidson α-
parameter as a new tool for discrimination. 
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CHAPTER 4 




4.1  Introduction 
 There is a lack of quantitative information for remanent magnetization in UXO.  
The Mobile Remanence Interrogation Platform (MRIP) was developed and constructed 
by Sky Research, Inc. specifically to recover the magnetic remanence of sample UXO 
items.  In this chapter, I discuss the construction of, and theory behind, the MRIP.  I 
develop a procedure, using the MRIP magnetic field data, to recover the remanent 
magnetic dipole.  I model remanence in a group of UXO, and provide recommendations 




4.2  Limestone Hills Training Area 
The Limestone Hills Training Area is located near Townsend, in Broadwater 
County, Montana.  A review of the local geology is given by Michaletz (2004).  The soils 
are derived from the surrounding Mission Canyon Limestone, and are described as 
“shallow, well-drained, moderately hard, rocky, very dry and very calcic, with loose 
overburden.”  The soils contain small amounts of magnetite, the provenance of which is 
the dioritic and andesitic Elkhorn Mountains west of the training area.  The area has been 
used by the Montana Army National Guard (MTARNG) since the 1950s.  The many 
forms of live fire training that have taken place at Limestone Hills include “helicopter, 
tank, artillery, mortar, and Bradley infantry vehicle gunnery (Smurthwaite, 2006).”  UXO 
contamination includes everything from small arms, to 76 and 90 mm TP-T (target 
practice with a tracer), AP/T (armor piercing tank), WP (white phosphorus), HE (high 
explosive), 105 mm illumination, WP, HE, 4.2" illumination, HE, and 155 mm 
illumination, WP, and HE (Billings, 2004).  In 1993, the Bureau of Land Management 
(BLM) determined that the MTARNG would have to pull out of Limestone Hills 
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completely by 2014.  The UXO remediation operation began in 1993, and has continued 
for the past several years.  Five thousand acres of the training area are contaminated with 
UXO, as well as some areas outside this boundary (Smurthwaite, 2006). 
The field excursion to Limestone Hills, for the purpose of measuring the magnetic 
remanence of UXO projectiles, in an emplaced grid, with the Mobile Remanence 
Interrogation Platform (MRIP), occurred from October 16 to October 19, 2006.  The 
measurements were taken in a field setting, as opposed to a laboratory setting, in order to 
ensure the emplaced UXOs did not sustain a shock that could change magnetic properties 
during transport.  In addition, prior to the study of VRM discussed in chapter 3, it was 
unknown if the remanence of the UXO items would change upon movement from their 
original positions.  A detailed field activities log is found in the Appendix.  From 2004 to 
2006, over one hundred projectiles were recovered from Limestone Hills.  The azimuth, 
with respect to true North, and dip of each was recorded (Appendix), and the projectiles 
were reburied at their original orientation on the west side of the training area.  One 
hundred fifty nine projectiles, with approximately 50 cm spacing, comprise the resulting 
UXO grid (Figure 4.1).  A stake, labeled with the projectile identification, marks each 
respective UXO.  The identification code includes three characters and a number.  The 
characters denote the position of the UXO on the Limestone Hills field-site grid; the 
number indicates the anomaly number within that specific section of the grid.  The 
emplaced projectiles include forty-eight oriented 76 mm, and eighty-one oriented 90 mm 
target practice projectiles.  In addition, fifteen 76 mm and 90 mm projectiles, wrapped in 
plastic, emplaced, and completely buried at their original orientations, comprise a second 
grid located to the south of the main grid.  Approximately 50 projectiles, emplaced on the 
ground surface with the long axis aligned north-south, comprise the remainder of the 
UXO population at that location.    
These 159 UXO projectiles may be divided into 11 classes.  The classes include 
76 mm oriented, 76 mm slightly deformed, 76 mm non-oriented, 76 mm non-oriented and 
slightly deformed, 90 mm oriented, 90 mm pointed tip, 90 mm slightly deformed, 90 mm 
extremely deformed, 90 mm non-oriented, 90 mm non-oriented and extremely deformed, 
and 105 mm non-oriented projectiles.  For the purposes of this study, an oriented 
projectile (Figure 4.2) is defined as a UXO emplaced on the Limestone Hills field-site 
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grid with the same azimuth and dip it had at its original location.  A pointed tip projectile 
is designated as such due to its shape (Figure 4.3).  A slightly deformed projectile is 
defined as a UXO which has a deformed nose, but not an obviously deformed body 
(Figure 4.4).  An extremely deformed UXO has an irregular shape, and part of the 
projectile may be missing (Figure 4.5).  A non-oriented UXO was emplaced on the 
surface of the Limestone Hills field-site grid in a north-south orientation (not its original 




























Figure 4.5.  90 mm extremely deformed projectile.  
 70
4.3  The Mobile Remanence Interrogation Platform (MRIP) 
Sky Research, Inc. constructed and assembled the Mobile Remanence 
Interrogation Platform (MRIP), and allowed me to access the instrument to characterize 
the magnetic remanence in UXO.  The MRIP (Figure 4.6) consists of a plastic cradle 
sample holder, bolted to a turntable, at the center of a leveled table.  The turntable rotates 
under the power of a 12 volt DC stepper motor connected via rubber belts.  Attached to 
the turntable is an optical encoder, which records the azimuth of the sample holder with 
respect to time.  Arranged in a cross pattern, at equal distance about the sample holder, 
are 6 fluxgate magnetometers, held static in fiberglass vices.  All parts of the MRIP are 
comprised of plastic, fiberglass, or wood.  The MRIP is protected from the elements by a 
tent.   PVC pipe comprises the frame of the tent, while plastic tarpaulin with brass 
grommets forms the fly.  Plastic zip ties connect the fly to the frame.  Each tent leg is 
secured in a shallow hole, and reinforced with sandbags, and rope tied to nearby trees.  
Several of the bolts connecting the PVC frame are stainless steel.  A more detailed 
description of the MRIP, provided by Billings (2005), is found in the Appendix. 
A fluxgate magnetometer senses the vector magnetic field in the direction in 
which it is oriented.  The fluxgates used for the MRIP are ringcore fluxgate 
magnetometers.  A ringcore fluxgate consists of a ring of highly magnetically permeable 
material, such as Mu-metal or Permalloy.  This ring may be thought of as two separate 
cores, bent and connected at the ends.  The cores are wrapped in excitation coils in 
opposite directions.  A second detector coil then encircles the two cores.  The excitation 
coils apply an alternating electric current to the cores at 50 to 1000 Hz.  This current 
induces saturation in each core.  When no external magnetic field is present, the system is 
at equilibrium, and the voltage produced by one core cancels the other.  The net voltage 
sensed by the secondary pickup coil is zero.  However, when an external magnetic field is 
present, the core in the direction of that field reaches saturation before the core in the 
opposite direction.  This results in a slight phase difference in the saturation cycle.  The 
result is that the AC voltages produced by the cores do not completely cancel out.  The 
difference in voltage is proportional to the external magnetic field applied to the system 
(Kearey et al, 2002). 
 71
 




 To find the magnetic field responsible for the voltage induced in the secondary 
pickup coil of the fluxgate, one must look to Faraday’s Law (Equation 4.1). 
 
V = nA(dB/dt)          (4.1) 
 
B = µaBext,   µa depends on geometry and composition of cores    (4.2) 
 
B = µo(H + M)          (4.3) 
 
M = κH           (4.4) 
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H = Hext – NM          (4.5) 
 
Hext = Bext/µo          (4.6) 
 
B = (µr Bext )/(1+N(µr–1))         (4.7) 
 
µa = µr/(1+N(µr–1))          (4.8) 
 
V = (nABext(1-N)(dµr/dt))/(1+N(µr–1))2      (4.9) 
 
V is the voltage, n is the number of turns in the secondary coil, A is the area of the 
secondary coil, B is magnetic induction, µa is the apparent permeability, µo is the 
magnetic permeability of free space, H is the magnetic field due to a coil, M is the 
magnetization, κ is the magnetic susceptibility, N is the demagnetization factor, µr is the 
relative magnetic permeability, and t is time.  The subscript ‘ext’ refers to an external 
factor, in this case an external magnetic field (Primdahl, 1979).    
 Total field sensors differ from fluxgates in that they measure the amplitude of 
Earth’s magnetic field, which includes diurnal variations in the field, and anomalies due 
to local geology, without regard to orientation of the sensor.  Fluxgate magnetometers 
sense the magnetic field parallel to their orientation direction.  Fluxgates were selected 
for this project precisely because they are vector magnetometers.  The purpose of the 
MRIP is to measure three components of remanent dipole moment in a UXO.  With the 
MRIP north-south axis (Bx component) aligned with magnetic north, the component of 
induced magnetic field along the east-west axis of the table would be zero.  The 
component of field in the By component direction, would be strictly due to magnetic 
remanence (Billings, 2005).  
 
mxrem + mxind cos I 
m =      myrem           (4.10) 
mzrem – mzind sin I 
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The variable, I, is the angle of inclination of the Earth’s magnetic field, x, y, and z are the 
respective components of the dipole moment (m).  The superscripts ‘rem’ and ‘ind’ stand 
for remanent and induced, respectively. 
Through rotation of the projectile, the component of magnetic remanence in each 
direction can be obtained.  However, precise alignment of the fluxgate magnetometers is 
vital.  An assumption of the original MRIP design data processing is that a given 
component of one fluxgate, is exactly parallel to the same component at all of the other 
fluxgate magnetometers.  If a component is not exactly parallel to the others, it will sense 
just a portion of the field that the other fluxgates are sensing.  An error in alignment of 
just a few degrees could result in a difference of hundreds of nanotesla between sensors 
(Billings, 2005).  It is also important that the UXO be centered in the sample holder, as 
the assumption for data processing is that the UXO is located precisely at the origin.  To 
account for a non-centered UXO, six fluxgate magnetometers were used.  If the UXO is 
slightly offset to the west for instance, this would show up as a slightly larger magnitude 
signal in the west sensor, versus the east sensor.  Because the fluxgates record vector 
measurements, the direction of the offset could be determined, and accounted for.  An 
additional reason for employing six magnetometers is quality control of the data.  
Because the sensors are less than 1.5 meters apart, they should all have similar responses 
in the absence of a UXO item, and a predictable offset in responses when a UXO item is 
present.  In rotating the projectile, hundreds of data points are obtained in the form of a 
sinusoid at each sensor.  This has the effect of reducing the signal to noise ratio of the 
data, allowing for a more precise determination of the remanent dipole moment. 
The rotation of a conductive object in a magnetic field induces electric currents, 
or eddy currents, in that object, causing a secondary magnetic field by Faraday’s Law 
(Von Oppen & Melchert, 2006).  This secondary magnetic field opposes the change in 
the primary magnetic field.  The effect is to reduce the magnitude of the primary field 
acting on the object, and thus reduce the induced magnetization of the object (Bozorth, 
1951).  Accordingly, the rotation of a UXO, on the MRIP, in the Earth’s magnetic field 
may cause geomagnetically induced currents.  Fridon Shubitidze modeled the eddy 
current response of 76 mm and 105 mm UXO items with the Method of Auxiliary 
Sources (Shubitidze, 2002).  Using magnetic susceptibility of 200 SI, conductivity of 4 x 
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10-6 S/m, a uniform primary field, and calculating the transverse and axial excitation at 1 
meter from the center of the projectile, the eddy currents in both the 76 and 105 mm 
UXO items became negligible at a rotation frequency of 0.01 Hz (Figure 4.7).  Thus, with 
the rotation frequency of the MRIP less than or equal to 0.01 Hz, eddy currents are 
unlikely to affect the measurement. 
Other errors which could possibly occur in the MRIP data arise due to additional 
assumptions upon which the apparatus is based.  The first assumption is that the magnetic 
remanence of the object will not change on the timescale of the measurement.  The VRM 
measurements discussed in Chapter 3 negate this as a possible source of error. The 
second assumption is that the fluxgate magnetometers will only measure the dipole 
component of the magnetic field of the object, no higher order moments will be in the 
data.  The fluxgate sensors are located 0.618 m from the center of the UXO sample 
holder.  The dipolar regime begins approximately twice the length of the UXO away 
from the center of the projectile.  Thus, for a 90 mm projectile the dipolar regime begins 
at approximately 0.5 m from the center of the sample holder.  The octupole decays with 
1/d5, while the dipole decays with 1/d3 (Altshuler, 1996), where d is the distance between 
the source and the observation.  Thus, higher order moments are unlikely to affect the 
measured data.  However, if the ordnance is not properly centered in the sample holder, 
the magnitude of higher order moments increases (Vinicio Sanchez, personal 
communication, March 9, 2007).  Thus, if the fluxgates are not solely within the dipolar 

































































































































































































Figure 4.7. Secondary magnetic field generated by a uniform primary field transverse 
(left column) and axial (right) to a 76 mm (top row) and 105 mm projectile (bottom row), 
at a distance of 1 meter from the center of the object (Shubitidze, 2006). 
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4.4  Measurement Procedure 
 A flowchart of the measurement procedure for the MRIP is found in Figure 4.8.  
During the emplacement of each UXO projectile, the Montana Army National Guard 
(MTARNG) took great care to bury the projectiles at their original azimuth, with respect 
to true North, and dip.  To ensure this, a line drawn on the top of the emplaced projectile, 
indicates both the original, and the emplaced orientation of the projectile, which should 
be the same.  Accordingly, before extracting the UXO items from the emplaced grid, the 
MRIP field team drew a line on the top of any emplaced projectiles which did not already 
have an obvious marker line.    Using a plastic shovel, we extracted the projectile from 
the grid, and removed excess dirt with a fabric cloth.  The azimuth marker line became 
the first axis of measurement, and a line 90˚ from the azimuth became the second MRIP 
measurement axis.  The locations of the axes were designated using two carpenter’s 
squares, for accuracy.  We inserted the UXO item into the sample holder, with the 
azimuth marker line in concert with the nose-tail line of the plastic cradle.  Cardboard 
squares, inserted between the cradle and the projectile, prevented the UXO from moving 
during the measurement.  The MRIP rotated the projectile twice, at 0.01 Hz, collecting 
data at 12 Hz.  We then rolled the projectile 90˚ to the second measurement axis, and 
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4.5  The MRIP Field Data and Assessment of Unknown Bias 
The most important factor in analysis of the MRIP data is that the projectile type 
and caliber be known without any ambiguity.  The process for eliminating ambiguous 
datasets is depicted in Figure 4.9.  Essentially, if the dataset is not labeled with the 
projectile ID, contains the wrong label, or if it does not contain all of the nine required 
data files, the dataset is discarded.  A total of 348 datasets that pass this first qualification 
test, including calibrations, static measurements, measurements with no projectile, and 
measurements of UXO projectiles, may be found in the Appendix.  Figure 4.10 shows an 
example of one of these datasets. 
The MRIP fluxgates each have an individual coordinate system.  Each must be 
rotated to the right hand global coordinate system.  The Appendix contains a detailed 
outline of the rotations of the individual coordinate systems to the global coordinate 
system.  However, misalignment error occurs in all of the MRIP data.  As previously 
discussed, the total field does not depend on the orientation of the sensor, thus 
misalignment has reduced effect on the data.  The following relation (Telford et al, 2003) 
converts the magnetic field component data to total magnetic field data.  
 
Btot = √(Bx2+By2+Bz2)         (4.11) 
 
During assessment of the consistency of measurements, cross correlation of data from the 
MRIP fluxgate sensors and the base station, fluxgate sensor 8, resulted in a correlation 
coefficient of less than 0.25 for component data, and ranging from 0.2 to 0.45 for total 
field data (Figure 4.11).  The autocorrelation of the reference sensor proved the 
exception, with a correlation coefficient of 1.   Consequently, diurnal and geomagnetic 
correction identified a significant bias in the MRIP data on the order of several hundred 
nanoteslas.  A study of the bias over time showed that, on October 18th, the bias shifted in 
magnitude throughout the day, gradually getting smaller, then becoming negative.  The 
reference sensor was duct taped and tied to a tree approximately 30 meters from the 
MRIP location.  On October 18th, its orientation was reseated several times.  This 
accounts for the change in the bias over that day.   On October 19th, the bias had a more 
constant value of approximately 1200 to 1800 nT.     
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Figure 4.9.  Process for eliminating ambiguous datasets as described on page 78, 




























































Figure 4.11.  Example of weak cross correlation of total magnetic field data from the 
north sensor and the reference sensor. The maximum correlation coefficient for total field 
data was 0.25 in this instance. 
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This bias could be due to a number of factors including a geologic anomaly, magnetic 
storms, large metallic vehicles located approximately 100 meters from the MRIP 
location, or radio frequency interference (RFI).  However, a background magnetic survey 
of the area, prior to the installation of the MRIP, revealed a magnetic gradient in the 
North-South direction of only 10 nT over 30 meters, and a magnetic gradient of only 5 
nT in the East-West direction, over 30 meters at the MRIP location.  The location of the 
reference sensor was not surveyed, however the presence of a geologic anomaly, such as 
a contact or a fault, is unlikely to be the cause of the bias, as the difference in signal 
between the MRIP fluxgates ranges from 100 to 500 nT.  A geologic anomaly would 
likely cause the same offset from the reference sensor to occur at each fluxgate.  Thus, a 
geologic anomaly as the cause of the bias is unlikely.  
 In addition, during the period of October 17th to October 19th, no magnetic storms 
occurred.  In fact the Kp-value that denotes the degree of magnetic storm for every 
magnetic observatory in the world read less than or equal to 2.  The Kp-value must be at 
least 5 to denote even a minor magnetic storm (NOAA, 2005), thus magnetic storms are 
not the cause of the bias signal.   
The MRIP location at Limestone Hills is near an active lime mine.  Large metallic 
vehicles occasionally passed the MRIP location, approximately 100 meters away, and 
300 meters above in elevation.  In addition, throughout the MRIP field excursion, two 
field SUVs were parked approximately 100 meters to the south of the MRIP.  Using a 
prolate spheroid as a rough analog, I modeled the magnetic responses due to both the 
field SUVs (aspect ratio: 3, µr: 217), and a mining vehicle (aspect ratio: 1.65, µr: 217).  
Figure 4.12 depicts the magnetic response, measured by the MRIP fluxgate sensors, to 
the two field SUVs.  The maximum response is approximately 0.3 nT.  Figure 4.13 
illustrates the response, measured by the MRIP fluxgates, for a mining vehicle.  The 
maximum response is approximately 0.31 nT.  Neither of these numbers is significant to 
the MRIP measurements, as the signal due to a UXO item ranges from 50 to 150 nT in 
magnitude at the sensors.  In addition, these values signify upper bounds of the magnetic 
field caused by the vehicles.  The prolate spheroids used to model both the SUVs and the 
mining vehicles represent solid metallic objects of magnetic susceptibility 216.  The 
SUVs and the mining vehicle are not solid  
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Figure 4.12.  Magnetic response due to two field SUVs located approximately 100 meters 
































Figure 4.13.  Magnetic response due to mining vehicles located intermittently 100 meters 
East and 300 meters above the MRIP location. 
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Figure 4.14.  Total field anomaly from a UXO (blue lines), in comparison with the total 
field anomalies from a mining vehicle (red lines), and the two field SUVs (green lines).  
Note that both the red and green lines have a magnitude of zero nanotesla, thus the 
magnetic field due to the mining vehicles and to the SUVs will not be relevant to the 




pieces of steel, they contain a lot of negative space, and non-metallic material within 
them.  Figure 4.14 compares the magnitude of magnetic field due to a UXO item, in the 
MRIP sample holder, with the magnetic fields from the mining vehicle and the two field 
SUVs.  Obviously, the vehicles have no relevant effect on the MRIP measurements. 
RFI is also not likely to be the cause of the bias signal.  All cable and electronics 
equipment comprising the data acquisition system were shielded.  The DC stepper motor 
was not shielded, however the bias occurs even during the static measurements when the 
motor is turned off.  The field crew communicated via radios periodically throughout the 
MRIP field experiment, however the radios were always used at least 30 meters from the 
MRIP. 
Bias could also be due to misalignment with regards to the fluxgate sensors.  To 
perform an analysis of the effects of fluxgate misalignment, I used an x-directed dipole. 
The results depend on the magnitude and direction of the dipole model.  Applied Physical 
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Systems (APS) constructed all of the fluxgates, and asserts that the orthogonality of the 
axes within the 1540 sensors is within 0.2˚.  In the presence of the Earth’s magnetic field 
this results in a significant bias that must be quantified.  The bias function for non-
orthogonality of fluxgate axes is as follows (Billings, 2005). 
 
Bx = Bxcosθm + B┴sinθm + Boxsinθm
By = Bycosθm + B┴sinθm + Boysinθm       (4.12) 
Bz = Bzcosθm + B┴sinθm + Bozsinθm
 
The total magnetic field is computed via Equation 4.11.   
For a small misalignment angle θm, the error in the component oriented with the 
given direction of misalignment is not significant.  The error in the perpendicular 
component (B┴) however could be much larger in specific instances.  The main error 
introduced into the system is from the component of the Earth’s field (Bo) aligned with 
the axis that is non-orthogonal by the angle of θm.   For a misalignment of just 0.2˚ a bias 
signal of 60 nT arises.  If all three axes are misaligned by 0.2˚, then in the total field the 
bias becomes 103 nT.  APS also asserts that the internal axes of the fluxgates are aligned 
with the casing to a precision of 0.2˚.  If all three of the axes are misaligned by 0.2˚ with 
the casing, that provides an additional bias signal of 103 nT.  The total bias signal is 206 
nT.  If the Earth’s magnetic field can be properly removed from the fluxgate 
measurements, these values must be scaled to the field magnitude of the UXO item.  In 
Montana the Earth’s magnetic field is approximately 55,000 nT in magnitude, while the 
field of a UXO item is on the order of 500 nT.  The bias signal must be scaled to match 
the UXO field, and 206 nT becomes just 2.06 nT.  Thus, internal non-orthogonality of 
fluxgate axes, and misalignment of those axes with the casing, should not provide a bias 
signal large enough to distort the signal of the UXO, provided the background magnetic 
field is properly removed. 
Sky Research, Inc. assembled, and aligned the MRIP.  One of the main 
assumptions of the MRIP is that the x-axis of the North-South sensor pair is aligned 
precisely with magnetic North, making the declination 0°.  However, the alignment of the 
apparatus with magnetic North was performed, in part, using a hand held compass.  The 
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accuracy of this process is based on the ability of human eye to align the arrow of the 
compass with the North-South sensor pair.  A line, drawn down the x-axis of the MRIP, 
facilitates the process, however the accuracy of this alignment is likely only within a few 
degrees.  Misalignment with respect to the x-axis effectively changes the declination of 
the problem, and thus the projection direction.  The total magnetic field is defined as the 
projection of the anomalous field (Ba) onto the direction of the Earth’s magnetic field 
(Bo) (Blakely, 1991).  
 
∆T = Bo · Ba           (4.13) 
 
Box = |Bo| cos I cos D 
Boy = |Bo| cos I sin D          (4.14) 
Boz = |Bo| sin I 
 
In the total field, a change of declination (D) of 5° does not make a large difference.  The 
bias signal is on the order of 3 nT for each sensor (Figure 4.15).    The magnitude of 
magnetic field from recovered remanent dipole moments ranged from 12 to 60 nT, with 
an average magnitude of about 25 nT.  Ideally the declination would be perfectly aligned, 
however a declination misalignment of 5° will typically not provide a large source of 
error to the measurement, unless the UXO item of interest has particularly small 
remanence, and therefore small remanent magnetic field (~12 nT).   
A second assumption of the MRIP is that the table, comprising a good portion of 
the frame, is level.  A carpenter’s level, placed at several different orientations and 
locations on the table, ensured that this assumption was met, to the accuracy of the 
human eye in placing the level bubble in the center of the level circle.  Again, the 
accuracy of this alignment is likely only within a few degrees.  A misalignment with 
respect to the horizontality of the MRIP table is effectively a change in inclination.  A 
change in inclination of 5° results in a bias signal of about 5 to 10 nT for each sensor 
(Figure 4.16).  When compared with the average magnitude of magnetic field due to a 
remanent magnetic dipole, depending on the strength of the remanent magnetic field 
(varying between about 12 to 60 nT) the inclination provides a source of error that must  
 86



























Figure 4.15.  Shift in total field response at MRIP fluxgates due to a change in declination 


































be evaluated.  The MRIP measurements have a smaller tolerance for inclination 
misalignment error, than for declination misalignment error.  It is thus very important that 
the MRIP table be level.  The fluxgates may also be individually misaligned, with respect 
to the global axes of the MRIP table, or with respect to their individual axes.  Rotation of 
a sensor with the global z-axis has several ramifications.  One, there is a change in 
position of a sensor, which results in an Euler rotational phase shift, and an amplitude 
change (Figure 4.17).  In addition, there is effectively a change in declination for the 
sensor.  As previously discussed, the change in declination does not result in a large bias 
signal (only 3 nT for 5° of rotation).  The amplitude difference due to the Euler rotation 
of the station position is larger.  The maximum difference between misaligned and non-
misaligned data, for a dipole moment of (0.1, 0, 0), is 5 nT.  Rotation of a sensor with 
respect to the global y-axis also has several ramifications.  Again, there is a rotational 
phase shift in the data, resulting in a maximum bias signal of approximately 5 nT.  The 
second effect is a change in inclination.  As previously discussed, this results in a bias 
signal of approximately 5 to 10 nT.  Rotation of the sensor, with respect to the global x-
axis, results in an amplitude shift in the data, resulting in a maximum bias signal of 
approximately 5 nT.    
Misalignment of a fluxgate sensor with its own individual coordinate system has 
essentially the same effects as what occurred with global misalignment (Figure 4.18).  
The difference is a larger magnitude.  For the x-, y-, and z-axes, there is a rotational 
phase shift and amplitude change of about 30 nT.  It is thus very important that the 
sensors be aligned, specifically within the sensor pair.  The effective changes in 
inclination and declination again result in a magnetic anomaly of about 5 to 10 nT, and 3 
nT, respectively. 
In total the sources of bias, if summed, add up to approximately 50 nT (not 
including the rotational phase shifts which are secondary effect).  However the bias shift 
that occurs at each sensor is approximately 1200 to 1800 nT.   There is one other factor to 
be considered.  The differences in bias between the six MRIP sensors remained almost 
constant throughout the experiment, which suggests a constant bias factor.  There were 6 
to 8 sandbags securing the MRIP tent.  The content of these bags was assumed to be non-
magnetic sand.  I believe one or more of these sandbags may have contained magnetic  
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Figure 4.17.  Rotation of sensor about global z-axis yield Euler rotational phase shift and 


























Figure 4.18.  Rotation of sensor about individual z-axis yields Euler rotational phase 




materials.  This could explain a portion of the offset in magnetic field displayed between 
the MRIP sensors. 
I developed two separate procedures for quantifying and removing the bias.  The 
first is an additive bias correction.  The procedure is as follows.  Select a static dataset 
close in time to the dataset of the projectile of interest.  Organize the fluxgates into a right 
hand coordinate system.  Calculate the mean of the components, and then calculate the 
mean total field value from these mean components.  Perform diurnal correction by 
subtracting the total field average of sensor 8 from all of the other fluxgates.  The 
resulting residuals are the bias correction factors for each fluxgate (Figure 4.19).  To 
perform the bias correction, select a projectile of interest with low noise relative to other 
projectiles.  Calculate the total field for each sensor from the projectile dataset, and 
subtract the appropriate bias correction factor.   An example of a dataset bias corrected 
using this method is found in Figure 4.20. 
I also developed a multiplicative bias correction.  To perform this correction, 
again choose a static dataset close in time to a projectile of interest.  Organize all 
fluxgates into a right hand coordinate system.  Calculate the mean of the static 
components.  Calculate the total field using the component means.  Divide the mean of 
the total field for each sensor by the mean of the reference sensor.  These values are the 
bias correction factors.  Next, input the UXO dataset.  Multiply the data from each of the 
sensors by the appropriate bias correction factor.  Finally, subtract the Earth’s ambient 
magnetic field.  An example of data corrected multiplicatively is found in Figure 4.21.  
The multiplicative bias correction is outlined in Figure 4.22.  To ensure that the bias 
correction process is valid, I cross correlated the signals from each of the sensors after 
performing the correction.  Upon performing this validation, the correlation coefficient  
between sensors 1 and 3, for a specific dataset, rose from less than 0.1795 to 0.7836, 
between sensors 2 and 4 from less than 0.2465, to 0.7055, and between sensors 5 and 6 
from less than 0.1468, to 0.6820.  The correlation coefficient (r) indicates the degree of 
linear relationship between two datasets.  An r-value of 1 indicates perfect correlation, 
and an r-value of 0 indicates no correlation (Vardeman & Jobe, 2001).     Thus with r-
values of approximately 0.7, the fluxgate signals are reasonably well correlated. 
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and z-components for all 
sensors in static dataset  
 
Figure 4.19.  Additive bias correction procedure for MRIP total field data as described on 
page 89, paragraph 2.  A static dataset is a background measurement of magnetic field at 
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Figure 4.22.  Multiplicative bias correction for MRIP total field data as described on page 
89, paragraph 3.  A static dataset is a background measurement of magnetic field at all 
MRIP sensors, no projectile is on the MRIP during a static measurement. 
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Subtract Earth’s 
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Compute bias correction factor: 
Total field at MRIP sensors  
Total field at reference sensor 
 93
4.6  Procedure to Recover the Remanent Magnetic Dipole Moment 
The fluxgates collect magnetic field data as a function of time.  However, in order 
to compare the field data with a forward model, it must first be converted from magnetic 
field as a function of time to magnetic field as a function of azimuth.  The optical encoder 
attached to the MRIP tracks the angle of the turntable sample holder versus time.  I 
created a relatively simple procedure, outlined in the Appendix, to convert the MRIP 
dataset to magnetic field as a function of azimuth.  I expressly avoided sampling the first 
300 points of each dataset, to avoid any effects of ramp up in rotation, and to ensure that 
magnetic field due to metal objects carried by the field team is excluded from the 
sampled data. 
 
4.6.1. Nonlinear Forward Model of Induced Magnetization in UXO 
The unexploded ordnance items exhibit both induced and remanent 
magnetization.  In order to model the induced portion of this signature, I chose a prolate 
spheroid as a UXO analog.  Altshuler (1996) suggests a prolate spheroid to model the 
shape, size and orientation of a UXO item.  A prolate spheroid is a good choice because it 
has a simple analytical solution.  This fact makes it easy to check, to a first order, the 
resulting model of magnetic field.  A simple dipole cannot be used as a UXO analog 
because it does not account for self-demagnetization, which is very important in a highly 
susceptible object such as UXO.  Other shapes, such as a prism, do not have simple 
analytical solutions.  Thus, while they may provide a better fit to the UXO in terms of 
volume or shape, these solutions are not easily verified.  The shape of the UXO item can 
be discretized, and the demagnetization factors solved for, however this process takes a 
great deal of computation time.  For one UXO, and a single orientation, the computation 
time is 35 minutes.  For this study there are 159 UXO items, which undergo 360˚ 
rotation, at 2 different orientations.  The total computation time for all of these datasets 
would be 4,006,800 minutes (66,780 hours, or 2,782.5 days, or almost 8 years).   
A prolate spheroid (Figure 4.23) is defined in spheroidal coordinates by the 
following equation (Brau, 2003). 
 
r2 / b2 + z2 / a2 = 1          (4.15) 
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Lowercase a, and b, in Equation 4.15, are the major and minor semi-axes of the spheroid.  
In Cartesian coordinates the equation is as follows.  
 
(x2 + y2) / b2 + z2 / a2 = 1         (4.16) 
 
Its volume is computed via the following relation. 
 
V = 4/3 π a b2          (4.17) 
   
The prolate spheroid and the UXO are not exactly the same, in terms of volume.  
The volume of a 90 mm TP-T UXO projectile may be approximated by two contiguous 
cylinders, and is found to be 1361.3 cm3.   The volume of a prolate spheroid, of 
comparable size, is just 1060.3 cm3, making the prolate spheroid not quite 80% of the 
UXO item.  However, this fact is accounted for in the final model.  This is done via 
 95
univariate minimization of the prolate spheroid susceptibility to find the best fit between 
the MRIP field data and the forward model. 
To forward model the induced magnetic field of the UXO analog, I modeled the 
conditions of the experiment.  The MRIP rotates the UXO 360˚ in the x-y plane.  I 
employed Euler rotation to simulate the response of the item in 360˚.    The Euler rotation 
matrices for rotation counter clockwise (γ) about the x-, clockwise (θ) about the y-, and 
counter-clockwise (φ) about the z- directions, respectively are as follows. 
 
B = [ 1 0 0 (4.18)
 0 cos γ sin γ  
 0 -sin γ cos γ ]  
 
C = [ cos θ 0 -sin θ (4.19)
 0 1 0  
 sin θ 0 cos θ ]  
 
 
D = [ cos φ sin φ 0 (4.20)
 -sin φ cos φ 0  
 0 0 1 ]  
 
To change the rotation direction, simply switch the sign of the sine components of the 
matrices.  Rotation occurs facing the axis of rotation in question.  To obtain the proper 
progression of rotation, one must multiply the matrices as follows (Kuipers, 1999, Sinex, 
2006). 
 
P = B * (D*C)          (4.21) 
 




P = [ cosφcosθ  sinφcosγ + cosφsinθsinγ sinφsinγ – cosφsinθcosγ (4.22)
 -sinφcosθ  cosφcosγ – sinφsinθsinγ cosφsinγ + sinφsinθcosγ  
 sinθ -cosθsinγ cosθcosγ]  
 
Note that for Euler rotation in the MRIP experiment, the sensors are held fixed, while the 
UXO projectile is rotating.   
 Once the projectile has been rotated into body-centered coordinates, the 
demagnetization factors are calculated.  The UXO items are ferrous and have a large 
susceptibility, thus demagnetization may not be ignored.    I calculated the 
demagnetization for a prolate spheroid using the equations of Mcfee (1989).  A 
discussion of different methods for calculating apparent susceptibility and 
demagnetization factors is found in the Appendix. 
 
N(1) = -2e(1/e + E)/ (e^2-1)         (4.23) 
 
N(2) = e(e+E) / (e^2 -1)         (4.24) 
 
N(3) = e(e+E) / (e^2 -1)         (4.25) 
 
E = log (e-√(e^2-1)/√(e^2-1)        (4.26) 
 
N(1) is the demagnetization of the long axis of the prolate spheroid, and N(2) and N(3) 
are the demagnetization of the short axes of the prolate spheroid, and e is the aspect ratio 
of the prolate spheroid.  
 Using the demagnetization factors N, I calculated the apparent susceptibility (κ’). 
  
κ’ = (µr -1) / (1 +N (µr – 1)/ 2)        (4.27) 
 
The relative permeability minus one (µr – 1) may be replaced by the susceptibility (κ). 
I then substituted the apparent susceptibility, for the susceptibility in the magnetization 
equation. 
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M = κ’ H           (4.28) 
 
I calculated the magnetization (M) of the prolate spheroid, after first returning to 
Cartesian coordinates.  The dipole moment, and the total magnetic field are calculated for 
the forward model of induced magnetization.  The forward model is nonlinear because it 
is total field data.  By definition it is slightly nonlinear, as the total field is the square root 
of the sum of squares of the components (Equation 4.11). 
 
4.6.2.  Removal of the DC Component to Account for Bias 
 After calculating the prolate spheroid induced model, I plotted it together with the 
MRIP magnetic field data (Figure 4.24).  It became immediately obvious that a bias still 
occurred in the data, despite the additive or multiplicative bias corrections.  The prolate 
spheroid model of magnetic field, for the north-south and the east-west sensor pairs, had 
a larger magnitude than the multiplicatively or additively bias corrected field data.  
Inversion of the residual, between the MRIP data and this biased prolate spheroid induced 
model, would result in a negative dipole moment.  A negative dipole moment for a UXO 
item is not likely.  This scenario would require either a polar reversal in the Earth’s 
magnetic field, or a magnetic susceptibility of less than zero.  There has not been a flip in 
the magnetic poles recently, and the magnetic susceptibility of the UXO items is clearly 
positive, and much greater than zero.  To compensate, I subtracted the DC component of 
the MRIP data and the prolate spheroid model.  This provided a much better fit in terms 
of magnitude (Figure 4.25). 
 
4.6.3.  Calculation of the Observed Residual Total Magnetic Field 
 Due to shock demagnetization, I assumed that the contribution to the MRIP field 
data is mostly due to induced magnetization.  Thus to find the contribution due to 
remanence, I performed a second univariate minimization of magnetic permeability 
(relative magnetic permeability is equal to one plus the susceptibility) to find the best fit 





















Figure 4.24.  Observed MRIP data superimposed with the induced model of magnetic 
field.  The thicker lines represent the induced model, the thinner lines represent the MRIP 
data.  Green lines represent the Upper and Lower sensors, red lines represent the North 






















Figure 4.25. Prolate spheroid versus MRIP data , DC component removed.  The thicker 
lines are the induced model, the thinner lines are the MRIP data.  Green lines represent 
the Upper and Lower sensors, red lines represent the North and South sensors, and blue 
lines represent the East and West sensors. 
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Figure 4.26.  Best fit relative permeability for a given UXO.  The relative permeability is 
one plus the magnetic susceptibility.  The data misfit between the observed magnetic 
field, and the predicted magnetic field calculated with a given relative permeability value, 




4.26).  The exact susceptibility for the UXO items is not precisely known.  However the 
susceptibility of a steel object, such as UXO, is typically several hundred SI (Lide, 2001).  
I calculated the induced prolate spheroid models using susceptibility values of 1 to 1999.  
The misfit between the MRIP magnetic field data and the induced prolate spheroid model 
begins to asymptote at approximately 100 SI, with the lowest misfit occurring at 1999 SI.  
However, the misfit value between a magnetic susceptibility of 999 and 1999 changes 
less than 0.00001%.  Thus I selected 999 as the upper limit of magnetic susceptibility for 
the UXO items.   I calculated the apparent susceptibility, for susceptibility values of 1 to 
999, for both the short and long axes of the prolate spheroid.  The values form an 
asymptote, ending in this case at 999 SI, with a limit of approximately 2.24 and 8.96 
respectively (Figure 4.27).   
Using the susceptibility value of 999 SI, I calculated the final induced prolate 
spheroid model.  Again, due to shock demagnetization, I assumed the MRIP magnetic  
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Figure 4.27.  The apparent, or effective, susceptibility versus the susceptibility for each of 





































field data is a function mainly of induced magnetization.  To verify this assumption, I 
subtracted the final induced prolate spheroid model from the MRIP magnetic field data to 
obtain a residual magnetic field (Figure 4.28).  I interpret this residual magnetic field as 
the result of remanent magnetization and noise.   
 
4.6.4. Linear Least Squares Inversion 
 I inverted the residual magnetic field data, via linear least squares inversion, to 
recover the remanent dipole moment (Gubbins, 2004).  The problem is over-determined 
because there is much more data than model parameters to be recovered.  Matrix 
inversion is accomplished following the relations below. 
 
d = Gm           (4.29) 
GTd = GTGm          (4.30) 
m = (GTG)-1 GTd          (4.31) 
 
The variable d is the residual magnetic field to be inverted, G is the functional consisting 
of the Earth’s magnetic field direction, Green’s dyadic tensor, and Euler rotation matrix, 
and m is the model of the three component of remanent dipole moment.  Because the 
location of the UXO is assumed to be known, the problem is linear.  To prove the validity 
of the inversion algorithm, I inverted the magnetic field due to a synthetic remanent 
dipole moment, [0.5, 0.5, 0.7071].  I added a normal distribution of noise, the standard 
deviation of which is 20 (Figure 4.29).    I recovered a dipole moment of [0.50069, 
0.49856, 0.70623].  The difference is due purely to the added noise; and the percent 
difference is less than 1.  The predicted magnetic field (Figure 4.30) is a very good match 
to the inverted synthetic data.  However, to account for the unknown bias in the MRIP 
field data, the DC component must be subtracted from both the MRIP field data, and 
prolate spheroid induced model, during inversion.  To ensure the inversion algorithm 
works without the DC component, I inverted a second synthetic model, (Figure 4.31)  
again using a synthetic three component [mx, my, mz] remanent dipole moment of [0.5, 
0.5, 0.7071].  Again I added a normal distribution of noise, the standard deviation of  
which is 24.  It should be noted that this is more noise than exists in the actual MRIP 
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magnetic field data.  I have added this greater amount of noise to demonstrate the validity 
of the procedure to recover remanence, even in such adverse conditions.  The inversion 
algorithm recovered a dipole moment of [0.49473, 0.49879, 0.00013183] (Figure 4.32).  
The z-component of dipole moment is lost in the inversion.  This is due to the fact that, 
when I subtract the DC component of the magnetic field due to the synthetic dipole 
moment, there is no longer any variation in the z-direction.  To recover the z-component, 
it is necessary to invert the remanent magnetic field data in two orientations (Figure 
4.33).  The field team recorded MRIP field data for every UXO item in two orientations, 
parallel to the emplacement azimuth, and 90˚ clockwise when facing the nose of the 
projectile.  I simply invert the data in the first orientation to recover the mx and my 
components of the dipole moment, then invert the residual from the second orientation to 
recover the mz component.  The predicted magnetic field model again matches the 
inverted synthetic model, there is less than 1% difference between them.  To check the 
recovered dipole moment, I forward modeled its predicted magnetic field.  I then 
compared the predicted model with the residual magnetic field.  An example is shown in  
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Figure 4.32.  Predicted magnetic field (black) due to recovered remanent dipole moment 




































Figure 4.34.  Residual data with predicted model superimposed.  The thicker lines are the 
predicted model, the thinner lines are the observed MRIP data.  Green lines represent the 
Upper and Lower sensors, red lines represent the North and South sensors, and blue lines 









4.7.  Problems with the MRIP 
In examining just the North-South sensor pair, we see why the residual magnetic 
field and the predicted magnetic field do not match.  There is a rotation difference of 
approximately 10º between the residual magnetic field, and its predicted model (Figure 
4.35).  In addition, there is an amplitude difference (Figure 4.36), not only between the 
sensors within the pair, but also between the induced prolate spheroid model and the 
residual magnetic field.  Finally, the North sensor has a slightly larger angular rotation 
period than the South sensor, and the period changes in phase (Figure 4.37).  I have  
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Figure 4.36.  Amplitude difference between the North and South sensors, and also 
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Figure 4.38.  Example of fluxgate misalignment about the global z-axis.  Fluxgate 





Figure 4.39.  Mislocation of fluxgate sensors away from UXO sample holder.  The white 
boxes represent the mislocated fluxgates.  The black boxes represent where the fluxgate 





Figure 4.40. Mislocation of UXO sample holder or UXO with respect to fluxgate sensors.  











Sampled point on 
sinusoid due to time lag
6 5 4 3 2 1  
Figure 4.42. Data acquisition time multiplex.  Each of the 6 arrows represents the point in 
a signal at which an individual sensor takes a reading.  Each of the 6 readings represented 




due to minute deformation upon impact (for the non-deformed UXOs).  For every MRIP 
measurement, the tail end of the UXO was aligned with a marker line.  Thus, variation in 
the length would produce a variation in magnetic field strength at the sensors.  This effect 
may be modeled using prolate spheroids of differing aspect ratio.  Effects due to shape 
differences, and length variations would appear in the data as amplitude changes, and 
rotation differences.  Data acquisition time multiplex is an artifact of the MRIP.  The 
MRIP has 6 sensors however they don’t take a reading of the magnetic field value at 
exactly the same moment.  There is a slight time lag between each reading (Figure 4.42).  
This instrument flaw would contribute to each of the errors discussed above. 
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Sensor misalignment provides insight into why the correlation coefficients of 
fluxgate components were less than those of the total field data.  The measured 
compon r  
 total 
s 




ent field, at each sensor, differs enough in magnitude, rotation rate, and angula
rotation period to reduce the component correlation coefficient below that of the
field data.  The misalignment has reduced effect in the total field. 
I have accounted for the misalignment, mislocation, and length variation factor
to a certain extent.  I used Euler rotation of the sensor data to obtai
luxgates.  In addition, I determined a correction factor for the sensor and UXO 
mislocation, and variation in UXO length, through minimization of the difference 
between the MRIP data and induced model, by slightly perturbing the location of the  
UXO.  If I perform these corrections, the fit between the residual and the predicted
is greatly improved (Figure 4.43).  The rotation difference appears to be fully accounte



























Figure 4.43.  Observed residual magnetic field versus the predicted model for the dataset 
of UXO H7J-2, corrected for sensor rotation, sensor mislocation, UXO mislocation, and 
variation in UXO dimensions/volume. 
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the angular rotation period differences.  The data acquisition time multiplex may be 
corrected for however.  An MRIP measurement over a calibration coil may be used to 
compute correction factors for the sampling time lag.  This issue will be addressed further 
e 
ented projectiles.  Table 4.2 lists the recovered remanent dipole moments 





 projectiles, and 0.11 to 
0.18 Am m 
ce 
tion 
in chapter 5. 
Upon inverting the corrected data, I quantify the remanent dipole moment for th
UXO items.  Table 4.1 lists the recovered remanent dipole moments for six 76 mm non-
deformed, ori
nty-seven 90 mm non-deformed, oriented projectiles.  Table 4.3 lists the recovered
dipole moment for one pointed tip projectile.  For a recovered remanent dipole moment 
to be accepted as a relatively accurate value, I calculated the misfit, between the  
residual magnetic field data, and the predicted model, due to the recovered dipole 
moment.  Figure 4.44 outlines additional pitfalls, beyond a large misfit value, that 
resulted in datasets being set aside for future analysis.  Figure 4.45 outlines where
previous flowcharts fit into the MRIP measurements and data processing.  The match 
between the residual and the predicted model is not perfect.  In addition to calculati
misfit, in order to gauge the magnitude of the error in the recovered remanent dipole 
moment, I subtracted the predicted model from the residual data.  I inverted the 
difference, and recovered a dipole of 0.0034 Am2.  This dipole is an order of magnitude 
smaller than the recovered remanent dipole moment.  Thus the error left in the 
measurement after compensating for all of the errors described above is not enou
alter, or even affect the conclusions which follow.   
A detailed list of the UXO items processed for this study, and the result 
processing, is found in the Appendix.  The magnitude of the induced dipole moment 
model ranges from approximately 0.06 to 0.11 Am2 for all 76 mm
2 for all 90 mm projectiles.  The average remanent dipole moment for the 76 m
UXO items is 0.015723 Am2.  However, there is one outlier, 0.18 Am2.  The average 
remanent dipole moment for the 90 mm UXO items is 0.03628 Am2.  The 90 mm pointed 
tip projectile has a remanence value of 0.087 Am2.  The average remanent magnetic 
dipole is approximately 14% of the induced magnetic dipole.  The maximum remanen
occurring in the 90 mm UXO was 41% of the induced.  The fact that the remanent dipole 
is much smaller than the induced dipole is expected, according to shock demagnetiza
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theory.  In terms of the total field, the induced dipole moment contributes 85%, while the 
remanent contributes only 15%.  The 76 mm UXO followed this same pattern, with an 
average remanence of 14% that of the induced dipole moment.  However, the one outlier 
had a remanent dipole 173% of the induced dipole moment.  In terms of the total field, 
the induced dipole moment contributes 91%, while the remanent dipole moment 
contributes 9%.  
The order of magnitude of recovered remanence values lends credence to the 
discrimination method of Billings (2002).  In general the magnitude of the remane
magnetization is m
nt 
uch smaller than the induced magnetization of UXO items. 
 
able 4.1.  Recovered remanent dipole moments for 76 mm non-deformed, oriented 
nexploded ordnance items.   






 Source  Source Source mrem mrem mrem rem mind *1
H6D-1 -0.006 0.005 0.000 -0.0329 0.0146 0.0179 0.0402 0.10841 37.0658
H
H
6J-3 -0.006 0.005 0.000 0.0137 0.0060 0.0083 0.0171 0.10841 15.7338
6J-4 -0.002 0.005 0.000 -0.1516 0.0753 0.0733 0.1882 0.10841 173.5818
I7K-1 -0.012 -0.0057 0 0.0029 0.0069 0  









G6O-1 -0.013 0.005 0.000 -0.0070 0.0040 0.0012 0.0082 0.10841 7.5269
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Table 4.2. Recovered remanent dipole moments for 90 mm non-deformed, oriented 
unexploded ordnance items.   
 
















H7J-2 -0.042 0.006 0.000 -0.0109 0.0049 0.0083 0.0146 0.17998 8.0953
H7O-4 -0.032 0.006 0.000 -0.0312 0.0150 0.0167 0.0384 0.17998 21.3607
G6K-2 -0.040 0.005 0.000 -0.0138 0.0068 0.0086 0.0176 0.17998 9.7778
G7H-1 -0.040 0.006 0.000 -0.0155 0.0065 0.0099 0.0194 0.17998 10.8006
H6E-2 -0.760 0.006 0.000 -0.0079 0.0026 0.0058 0.0102 0.17175 5.9127
H6G-1 -0.037 0.005 0.000 -0.0199 0.0108 0.0117 0.0255 0.17998 14.1405
H6M-1 -0.106 0.005 0.000 -0.0071 0.0046 0.0057 0.0102 0.15469 6.6042
H7E-1 -0.048 0.005 0.000 -0.0122 0.0060 0.0087 0.0162 0.17998 8.9982
H7L-2 -0.032 0.005 0.000 -0.0246 0.0128 0.0136 0.0309 0.17998 17.1580
I7E-1 -0.032 0.005 0.000 -0.0482 0.0211 0.0250 0.0582 0.17998 32.3347
F4N-1 -0.032 0.005 0.000 -0.3627 0.0175 0.0178 0.0440 0.17998 24.4505
G5P-2 -0.032 0.005 0.000 -0.0187 0.0207 0.0190 0.0338 0.17998 18.7660
G6L-1 -0.034 0.005 0.000 -0.0141 0.0067 0.0104 0.0188 0.17998 10.4339
H6B-2 -0.034 0.005 0.000 -0.0264 0.0120 0.0148 0.0326 0.17998 18.0887
H7M-1 -0.035 0.005 0.000 -0.0137 0.0063 0.0091 0.0176 0.17998 9.7861
F7O-3 -0.038 0.005 0.000 -0.0194 0.0076 0.0118 0.0240 0.17998 13.3365
G6D-4 -0.036 0.005 0.000 0.0192 -0.0074 -0.0057 0.0214 0.17998 11.8858
G6F-2 -0.036 0.005 0.000 -0.0235 0.0110 0.0134 0.2915 0.17998 161.9736
G7D-2 -0.039 0.005 0.000 -0.0198 0.0102 0.0122 0.0254 0.17998 14.1093
G7F-8 -0.030 0.005 0.000 -0.0273 0.0139 0.0150 0.0341 0.17507 19.4682
G7G-6 -0.035 0.005 0.000 -0.0599 0.0259 0.0321 0.0727 0.17576 41.3473
G7O-8 -0.040 0.005 0.000 -0.0121 0.0058 0.0072 0.0152 0.17998 8.4398
H6D-4 -0.040 0.005 0.000 -0.0145 0.0055 0.0091 0.0180 0.17998 9.9956
H6J-2 -0.032 0.005 0.000 -0.0247 0.0113 0.0130 0.0301 0.17998 16.7380
H7F-4 -0.038 0.005 0.000 -0.0258 0.0118 0.0158 0.0325 0.17998 18.0459
H7L-1 -0.038 0.005 0.000 -0.0171 0.0094 0.0113 0.0226 0.17998 12.5453




Table 4.3. Recovered remanent dipole moments for pointed tip, oriented unexploded 
ordnance items. 
 




















Figure 4.44.  Problems that occurred with MRIP datasets during the inversion process.  If 
a condition in one of the yellow boxes was met, the dataset of interest was set aside for 
future analysis.  This procedure is described on page 111, paragraph 2. 
Convert from 
magnetic field vs. time 
to magnetic field vs. 
azimuth
Determine if UXO 
dataset has central 
rotation of dataset  
Read in Data 
Discard 
dataset Extract central rotation 
Perform forward modeling 
of induced magnetic field 
using prolate spheroid as 
UXO analog  
Subtract DC 
component of data 
& prolate spheroid 
model
Compute Residual: 
MRIP data minus 
prolate spheroid 
model 
Invert residual via 




magnetic field due 
to remanent dipole 
Compare residual 
and predicted model 















Eliminate problematic datasets 
(Figure 4.9, page 79) 
Additive bias correction 
(Figure 4.19, page 90) 
Multiplicative bias correction 
(Figure 4.22, page 92) 
Eliminate datasets with results 
that have poor fits  
(Figure 4.44, page 114) 
Accept model of remanent 
magnetic dipole moment 
 
Figure 4.45.  Outline of various flowcharts as described on page 111, paragraph 2. 
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4.8  Recommendations for a Future MRIP 
 I have identified and characterized errors and biases that were consequences of 
the current MRIP not being adequately built for the purpose of characterizing remanence.  
One of the issues is the misalignment of the fluxgate magnetometers.  In the next 
incarnation of the MRIP, I would recommend the use of total field sensors which will 
greatly reduce the effect of this issue.  Additionally, the MRIP table must be accurately 
positioned, in terms of being level, having the sensors at the exact assumed location, and 
having the UXO at the exact origin of the table.  The exact dimensions of every UXO 
measured with the MRIP must be recorded with millimeter accuracy.  I would also 
recommend the use of shielding; passive shielding, such as Mu-metal, may be used to 
cancel out the Earth’s magnetic field; active shielding, to cancel out transient magnetic 
fields, automatically, from people, vehicles, or radio frequency interference in the 
vicinity.  Finally, I recommend that every item measured with the MRIP undergo at least 
two rotations, preferably three, at each orientation, with all rotations beginning at the 
same point.  In processing the data, I discovered at least 10 datasets that exhibited an 
error in the optical encoder data file for part of the first rotation, due to an unintended 







5.0  Summary 
I have outlined the theory of spontaneous, induced, and remanent magnetization.  I 
have discussed changes which may occur in remanent magnetization to ferromagnetic 
objects due to changes in thermal, physical, and magnetic environment.  I have divided 
the history of a projectile into seven stages including unformed projectile, unfired 
projectile, fired projectile, exploded projectile, storage, transport, and waste.  I have 
discussed the origin of remanent magnetization for each of these stages and how it 
changes between stages.  I have discussed viscous remanent magnetization (VRM) 
specifically applied to the four projectile stages and experimental measurements made 
thereof.  I have predicted the decay of remanence to be less than 5% in up to 1000 years 
in all stages of the history of a projectile.  I have identified the Cole-Davidson α-
parameter as a discrimination parameter between UXO and shrapnel.  An α-parameter of 
1 indicates a UXO item, an α-parameter of less than 1 indicates a piece of shrapnel.  I 
have measured the magnetization of UXO items using the Mobile Remanence 
Interrogation Platform (MRIP).  I have created a procedure to characterize the remanent 
dipole moment in UXO items measured with the MRIP through nonlinear forward 
modeling and linear least squares inversion.  I have quantified the remanent dipole 
moment in thirty-four 76 mm and 90 mm UXO items.  The order of magnitude of 
recovered remanent dipole moments validates the discrimination method of Billings 
(2002).  I have performed an error analysis on the MRIP system and data.  I have 
identified and characterized problems with the construction and assembly of the MRIP 
including misalignments of fluxgate magnetometers, mislocations of fluxgate 
magnetometers and UXO items within the MRIP, a need for exact dimensions, and 
volume of measured UXO items, and the need for correction of data acquisition time 
multiplex in the MRIP sensors.  I have identified procedures to correct for the resulting 
errors in the MRIP data.  I have determined that the alignment of the MRIP with respect 
to the inclination of the Earth’s field, and that the individual alignment of the fluxgates, 
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and the alignment of fluxgates within the sensor pair, and data acquisition time multiplex, 
are the greatest contributors to error in the recovered remanent dipole moment.  The 
MRIP table and all components must be precisely aligned with respect to magnetic 
inclination and declination, specifically within the sensor pair, to avoid a contribution to 
error on the order of the magnetic field due to the remanent dipole.   
In conclusion, viscous remanent magnetization will not cause the remanence of a 
UXO item to change during the timescale of discrimination.  In addition, VRM will not 
affect remanence on the timescale of stored or transported artillery.  The remanent 
magnetization of projectiles will not change more than 5% in up to 1000 years, and quite 
likely much longer, unless they are physically shocked, deformed, or heated.  The 
remanent magnetization in UXO may be quantified following the procedure I developed.  
The remanent magnetic dipole moment in 76 mm and 90 mm projectiles is in general 
14% or less of the induced magnetic dipole moment due to shock demagnetization upon 
impact.  However, despite this seemingly small percentage, remanence may occasionally 
be on the order of magnitude of the induced dipole moment.  It is thus very important to 
know the statistical distribution of remanence values within a wide range of UXO items.   
Future work with viscous remanent magnetization will include further VRM 
measurements of projectile materials to gain a better understanding of the ability of the 
Cole-Davidson α-parameter to be used as a discriminatory tool.  In addition, a 
methodology of using the α-parameter as a discriminator in a field survey setting will be 
explored.   This task will encompass developing a time-lapse survey technique.  In terms 
of recovering a remanent dipole moment from UXO items, future work will include 
improving the construction of and measurement procedures for the MRIP, as described 
above, which will reduce the number of corrections that the raw data must undergo 
before my procedure to quantify the remanent magnetic dipole moment is applied.  In 
addition, the magnetic remanence contained within a large number of UXO items, of all 
different types and calibers must be quantified.  A statistical analysis will be performed 
on the distributions of remanence in these items.  This will lead to an improvement in the 







Altshuler, Thomas W., 1996, Shape and orientation effects on magnetic signature 
prediction for unexploded ordnance: Proceedings of the 1996 UXO Forum, 282-291. 
 
Bhagat, A.N., Ranganathan, S. and O.N. Mohanty, 2003, Electrical resistivity studies in 
low carbon and HSLA-100 steels: Materials Science and Technology, 19, 3, 343-346. 
 
Billings, Stephen D., Pasion, Leonard R., and Douglas W. Oldenburg, 2002, 
Discrimination and Identification of UXO by Geophysical Inversion – Phase II 
Inversion of Total-Field Magnetics: Final Progress Report, University of British 
Columbia. 
 
Billings, Stephen, 2004, Discrimination and Classification of Buried Unexploded 
Ordnance Using Magnetometry: IEEE Transactions on Geoscience and Remote 
Sensing, 42, (6). 
 
Billings, Stephen, Li, Yaoguo, and Gary Olhoeft, 2005, Advanced UXO discrimination 
using magnetometry: understanding remanent magnetization: SERDP UX-1380. 
 
Billings, Stephen, 2005, Proposed flux-gate magnetometer system for measuring 
magnetic remanence of ordnance in a field environments: SERDP-1380: Advanced 
UXO discrimination using magnetometry – understanding remanent magnetization. 
Billings, Stephen, 2006, SERDP-1380: Advanced UXO discrimination using 
magnetometry: Understanding remanent magnetization, White paper, Proposed flux-
gate magnetometer system for measuring magnetic remanence of ordnance in a field 
environment: Sky Research, Inc. 
 
Bloch, Felix, 1932, Theory of the exchange problem and of residual ferromagnetism: 
Physik, 74, 295-335. 
 
Bottcher, C.J.F, 1952, Theory of Electric Polarization: Elsevier Publishing Company, 
492p. 
 
Boyd, Tom, accessed May 22, 2007, last updated November 28, 2003, Magnetic: Notes: 
Nomenclature: Introduction to Geophysical Exploration – Colorado School of Mines, 




Bozorth, Richard M., 1951, Ferromagnetism: D. Van Nostrand Company, Inc., 968p. 
 
Brau, Charles A., 2003, Modern Problems in Classical Electrodynamics: Oxford 




Brehm, G.A., and W. H. Stockmayer, 1973, Rapid evaluation of dielectric relaxation 
parameters from time-domain reflection data: Journal of Physical Chemistry, 77, 
1348. 
 
Buschow, K. H. J. and F. R. de Boer. 2003. Physics of Magnetism and Magnetic 
Materials. New York: Springer.  
 
Chikazumi, Soshin, 1964, Physics of Magnetism: John Wiley & Sons, Inc., 554p. 
 
Crew, DC, McCormick, PG, and R Street, 1996, The interpretation of magnetic viscosity: 
Journal of Physics D: Applied Physics, 29, 2313-2319. 
 
Cullity, B. D., 1972, Introduction to Magnetic Materials: Addison-Wesley Publishing 
Company, 666p. 
 
Davidson, D., W., and R. H. Cole, 1951, Dielectric Relaxation in Glycerol, Propylene 
Glycol, and n-Propanol: The Journal of Chemical Physics, 19, (12), 1484-1490. 
 
Defense Ammunition Center (DAC), 2006, MPTS PROJ 90MM TP-T M353 - DAC – 
MIDAS detailed structure for an item: Munition Items Disposition Action System 
(MIDAS), Defense Ammunition Center. 
 
Department of Defense, 1991, Manufacture of projectiles, projectile components, and 
cartridge cases for artillery, tank main armament, and mortars: Military Handbook 
756 (MIL-HDBK-756), Department of Defense. 
 
Department of Defense, 1997, Department of Defense Range Rule - 32 CFR Part 178 - 
Closed, Transferred, and Transferring Ranges Containing Military Munitions – 
Proposed Rule: Department of Defense. 
 
Dunlop, David J., and Ozden Ozdemir, 1997, Rock Magnetism – Fundamentals and 
Frontiers: Cambridge University Press, 571p. 
 
Dynamic Flow Form (DFF), accessed January 10, 2007, Metal – Steel – Carbon Alloys: 
Dynamic Flow Form, available on the World Wide Web: 
(http://www.flowform.com/flowforming/metals_steel_alloy.php). 
 
Efunda, 2007, accessed January 11, 2007, AISI 1008: Efunda engineering fundamentals, 




Efunda, 2007, accessed January 11, 2007, AISI 1010: Efunda engineering fundamentals, 





Environmental Protection Agency (EPA), 1997, Military Munitions Rule – 40 CFR Part 
260 – Hazardous Waste Identification and Management, Explosives Emergencies, 
Manifest Exemption for transport of hazardous waste on right-of-ways on contiguous 
properties – Final Rule: Environmental Protection Agency. 
 
Federation of American Scientists (FAS), last updated September 12, 1998, accessed 
January 11, 2007, M821/M889 81mm HE Mortar Cartridges: Federation of American 
Scientists, available on the World Wide Web: (http://www.fas.org/man/dod-
101/sys/land/m821.htm). 
 
Federation of American Scientists (FAS), last updated February 6, 2000, accessed April 
6, 2006, Big Bullets for Beginners: Federation of American Scientists, available on 
the World Wide Web: (http://www.fas.org/man/dod-101/sys/land/bullets2.htm). 
 
Germes Online, 2005, accessed January 11, 2007, SS Ingot: Germes LLC, available on 
the World Wide Web: (http://www.germes-
online.com/catalog/17/15/601/201924/ss_ingot.html). 
 
Goodman, AM, Laidler, H, O’Grady, K, Owen, NW, and AK Petford-Long, 2000, 
Magnetic viscosity effects on the pinned layer loop of spin-valve materials: Journal of 
Applied Physics, 87, (9), 6409-6411. 
 
Gubbins, David, 2004, Time Series Analysis and Inverse Theory for Geophysicists: 
Cambridge University Press, 272p. 
 
Hunt, Christopher P., Moskowitz, Bruce M., and Subir K. Banerjee, 1995, Magnetic 
Properties of Rocks and Minerals in Rock Physics and Phase Relations – A 
Handbook of Physical Constants: American Geophysical Union. 
 
Jiles, David, C., 1991, Introduction to Magnetism and Magnetic Materials: CRC, 568p. 
 
Kearey, Philip, Brooks, Michael, and Ian Hill, 2002, An Introduction to Geophysical 
Exploration: Blackwell Science, 262p. 
 
Kok, Y., S., and L. Tauxe. 1996. “Saw-toothed Pattern of Relative Paleointensity Records 
and Cumulative Viscous Remanence,” pp. 95-99 in Earth and Planetary Science 
Letters, Vol. 137. 
 
Kuipers, J.B., 1999, Quaternions and Rotation Sequences: Princeton University Press, 
400p. 
 
Lake Shore Cryotronics, Inc., 2001. User’s Manual – 7300 Series VSM System. Lake 
Shore Cryotronics, Inc. 
 122
 
Lankford, William T. (editor). 1985.  Making, Shaping, and Treating of Steel: United 
States Steel Corporation, 1572p. 
 
Levenberg, K., 1944, A method for the solution of certain problems in least squares: 
Quarterly of Applied Mathematics, 2, 164-168. 
 
Lide, D.R., 2001, CRC Handbook of Chemistry and Physics: CRC Press, 82nd edition. 
 
Marquardt, D., 1963, An algorithm for least-squares estimation of nonlinear parameters: 
SIAM Journal on Applied Mathematics, 11, 431-441. 
 
McFee, John E., 1989, Electromagnetic Remote Sensing – Low Frequency 
Electromagnetics: Ordnance Detection Group - Defence Research Establishment. 
 
Metal Parts Team (MPT), received June 2005 courtesy Bonnie Packer (USAEC), UXO 
Manufacturing Report: U.S. Army Armament Research, Development and 
Engineering Center (ARDEC). 
 
Michaletz, Joe, 2004, Naturally occurring false alarms – soil characteristics of magnetic 
anomaly locations at the Montana Army National Guard Limestone Hills and 
Chevallier Sites, Montana: GeoLex, LLC, Helena, Montana. 
 
MLM International, 2005, 105mm HE M1: MLM International. 
 
National Oceanic & Atmospheric Administration (NOAA), last updated March 1, 2005, 
accessed May 2, 2007, NOAA Space Weather Scales: National Oceanic & 
Atmospheric Administration, available on the World Wide Web: 
http://www.sec.noaa.gov/NOAAscales/#GeomagneticStorms.  
 
Néel, L., 1949, Théorie du traînage magnétique des ferromagnétiques en grains fins avec 
applications aux terres cuites: Annales Géophysique, 5, 99-136. 
 
Olhoeft, Gary, 1972, Time dependent magnetization and magnetic loss tangents: Masters 
Thesis at the Massachusetts Institute of Technology, 94p. 
 
Osborn, J.A., 1945, Demagnetizing factors of the general ellipsoid, Physical Review, 67. 
 
Peakmore Enterprises, 2006, accessed January 11, 2007, Rerollable scraps – Applications 
Bars and Flats: Peakmore Enterprises PTE LTD, available on the World Wide Web: 
(http://www.peakmore.com/rerollscraps.htm). 
 




PT Krakatau Steel, 2005, accessed May 25, 2007, “IF Steel”: PT Krakatau Steel, 
available on the World Wide Web: 
http:www.krakatausteel.com/product/ifsteel/index.asp. 
 
Richards, Austin, 2004, Applications for High-Speed Infrared Imaging: Proceedings o f 
the 2004 Inframation. 
 
Rinker, Robert A., 2005, Understanding Firearm Ballistics: Mulberry House Publishing 
Company, 432p. 
 
Robert, Phillip, 1988, Electrical & Magnetic Properties of Materials: Artech House, 458p. 
 
Schaerer, Peter, 2006, The Avalanche Handbook: Mountaineers Books, 342p. 
 
Shubitidze, F., O’Neill, K., Haider, S.A., Sun, K, and K.D. Paulsen, 2002, Application of 
the method of auxiliary sources for electromagnetic induction problem: IEEE 
Transactions on Geoscience & Remote Sensing, 40, 928-942. 
 
Sinex, David, 2006, Advancing the state of the art of UXO discrimination for total field 
magnetic data: Masters Thesis, Department of Geophysics, Colorado School of 
Mines. 
 
Smurthwaite, Don, 2006, Montana Army National Guard (MTARNG) withdrawal at 
Limestone Hills Training Area: Information Bulletin No. MT-2006-023, United 
States Department of the Interior. 
 
Stratton, J.A., 1941, Electromagnetic Theory: McGraw-Hill, 615p. 
 
Street, R, and SD Brown, Magnetic viscosity, fluctuation fields, and activation energies: 
Journal of Applied Physics, 76, (10), 6386-6390. 
 
Street, R, and JC Woolley, 1949, A study of magnetic viscosity: Proceedings of the 
Physical Society Section A. 
 
Stubbles, John, 2005, accessed January 10, 2007, The Basic Oxygen Steelmaking (BOS) 




Stumpfel, Charles R., 1997, Imaging In-Flight Projectiles by Infrared Emission: 
Proceedings of the Test Technology Symposium XXIII. 
 
Telford, W.M., Geldart, L.P., and R.E. Sheriff, 1990, Applied Geophysics: Cambridge 
University Press, 790p. 
 
 124
UK Steel Association, last updated August 21, 1999, accessed January 11, 2007, 
Production of molten steel: UK Steel Association, available on the World Wide Web: 
(http://www.uksteel.org.uk/diag1.htm). 
 
UK Steel Association, last updated August 21, 1999, accessed January 11, 2007, Steel 
casting and hot rolling: UK Steel Association, available on the World Wide Web: 
(http://www.uksteel.org.uk/diag2.htm). 
 
Uhlig, Herbert H., and R. Winston Revie, 1985, Corrosion and Corrosion Control: Wiley-
Interscience, 464p. 
 
U.S. Army Materiel Command, 1985, Logisitics – Complete Round Charts – Artillery 
Ammunition (AMC-P 700-3-3): U.S. Army Materiel Command, 76p. 
 
U.S. Army, 1973, Military Specification MIL-S-50783 – Steel alloy, special purpose for 
ammunition components (HF-1): U.S. Army, 5p. 
 
Vande Kieft, L., J., and W.W. Hillstrom, 1997, Ignitability of Wood From Fragment 
Attack (ARL-MR-381): Army Research Laboratory, 28p. 
 
Vardeman, Stephen B., and J. Marcus Jobe, 2001, Basic Engineering Data Collection and 
Analysis: Duxbury, 832p. 
 
Von Oppen, G., and F. Melchert, 2006, Physics for Engineers and Scientiests: Infinity 
Science Press, 500p. 
 
Weiss, Pierre, 1907, Hypothesis of the molecular field and ferromagnetic properties: 
Journal of Physics, 6, 661-690. 
 
Williams, Wyn, and Adrian R. Muxworthy, 2006, Understanding viscous magnetization 
of multidomain magnetite: Journal of Geophysical Research, 111. 
 
Williams, G., and D.C. Watts, 1970, Transactions of the Faraday Society, 66. 80. 
 
Winter, Mark, 2007, accessed May 25, 2007, WebElements – the periodic table on the 
WWW – Fe: University of Sheffield and WebElements, Ltd, available on the World 
Wide Web: http://www.webelements.com/webelements/elements/text/Fe/econ.html. 
 
Wohlfarth, EP, 1984, The coefficient of magnetic viscosity: Journal of Physics F: Metal 
Physics, 14. 
 
Worm, HU, Jackson, M, Banerjee, SK, and CM Schlinger, 1991, Magnetic viscosity of 






The appendix is included on a CD.  An outline of the directory structure is included 
below and appears in the root directory on the CD in the README.doc. 
 
The appendix has been separated into six sections:  CHAPTERS, DATA, 
DOCUMENTS, FIGURES, SOFTWARE, and TABLES.  A brief discussion of each 
section is provided below.  Specific details can be found in the README documents that 
accompany some sections.   
 
CHAPTERS section contains all the chapters of the thesis.  Each chapter 
(CHAPTERX.pdf) is in pdf format. 
 
DATA section contains all of the VRM experimental data, as well as the MRIP 
experimental data. 
 
DOCUMENTS section contains several relevant documents to the MRIP experimental 
measurements. 
 
FIGURES section contains all of the figures included in the thesis, as well as additional 
figures related to the MRIP measurements. 
 
M-FILES section contains all the relevant software needed to model the VRM 
experimental data, and to quantify the remanent magnetic dipole in UXO. 
 
TABLES section contains all of the tables included in the thesis, as well as additional 
excel spreadsheets related to both the VRM and MRIP experimental measurements. 
 
