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ON SOME CLASSES OF FUNCTIONS AND HYPERCUBES
DIMITER STOICHKOV KOVACHEV
Abstrat. In this paper, some lasses of disrete funtions of k-valued
logi are onsidered, that depend on sets of their variables in a parti-
ular way. Obtained results allow to "onstrut" these funtions and to
present them in their tabular, analytial or matrix form, that is, as hy-
perubes, and in partiular Latin hyperubes. Results onneted with
identifying of variables of some lasses of funtions are obtained.
1. Introdution, Definitions and Notation
Let Ek = {0, 1, . . . , k− 1}, k ≥ 2. The set of all funtions of n variables
of k−valued logi is denoted by P kn , where P
k
n = {f : E
n
k −→ Ek}.
A matrix of m rows and m olumns is denoted by ||aij ||
m
1 and is alled
a 2−dimensional matrix of order m. By ||bi1i2...in||
k
1 we will denote the n−
dimensional matrix of order k, whih is referred to as an n−dimensional
hyperube of order k by some authors [5℄. Eah funtion f(x1, x2, . . . , xn) ∈
P kn , by using the equality
(1) ai1i2...in = f(x1 = i1 − 1, x2 = i2 − 1, . . . , xn = in − 1),
an be presented in the matrix form ||ai1i2...in ||
k
1 as an n− dimensional hy-
perube of order k, based on the set Ek.
Latin squares and hyperubes have their appliations [5℄ in oding the-
ory, error orreting odes, information seurity, deision making, statistis,
ryptography, onit-free aess to parallel memory systems, experiment
planning, tournament design, et.
Eah n−dimensional matrix A = ||ai1i2...in||
k
1 of order k is alled a Latin
(Permutational) n−dimensional hyperube of order k, based on the set Ek,
if for eah s, s = 1, 2, . . . , n, we have
∣∣∣∣∣∣
k⋃
j=1
{ai1...is−1 jis+1...in}
∣∣∣∣∣∣ = |Ek| = k =
|{ai1...is−1 1 is+1...in} ∪ {ai1...is−1 2 is+1...in} ∪ ... ∪ {ai1...is−1 k is+1...in}|.
Every funtion obtained from f by replaing the variables of M , M ⊆
Xf , 0 ≤ |M | ≤ n, with onstants is alled a subfuntion of f with respet to
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M . The notation g ≺ f (g
M
≺ f) means that g is a subfuntion of f (with
respet to M).
If g ≺ f (g is a subfuntion of f ), then the matrix representation of g is
a hyperube whih is a subhyperube of the hyperube of funtion f .
[3℄ Range of funtion f(x1, x2, . . . , xn) is the number of dierent values
whih this funtion assumes, and by Rng(f) and Xf = {x1, x2, . . . , xn} we
denote the range and the set of variables of funtion f , respetively.
By P
k,q
n , 1 ≤ q ≤ k we denote the set of all funtions belonging to P kn and
having range equal to q, that is, whih assume exatly q dierent values.
Denition 1.1. [3℄ If M is a set of variables of the funtion f and G =
{g : g
M
≺ f} is the set of all subfuntions of f with respet to M = Xf \M ,
then the set Spr(M,f) =
⋃
g∈G
{Rng(g)} is alled spetrum of the set M for
the funtion f .
If M = Xf , then Spr(Xf , f) = {Rng(f)}. For eah funtion of one
variable g(x) ∈ P k1 , sine {x} = Xg, we have Spr({x}, g) = Spr(x, g) =
{Rng(g)}.
If for the funtion f we have Spr(M,f) = {q}, 1 ≤ q ≤ k, this means
that eah subfuntion g of f with respet to M has range equal to q, that is,
Rng(g) = q, and the matrix representation of g is a hyperube that ontains
exatly q dierent elements.
Denition 1.2. [2℄ We say that f(x1, x2, . . . , xn) is an H−funtion if for
every variable xi, 1 ≤ i ≤ n, n ≥ 2 and for every n+ 1 onstants
a1, . . . , ai−1, a
′, a′′, ai+1, . . . , an ∈ Ek with a
′ 6= a′′ we have
f(a1, . . . , ai−1, a
′, ai+1, . . . , an) 6= f(a1, . . . , ai−1, a
′′, ai+1, . . . , an).
The matrix form of every H−funtion from P kn is a Latin hyperube [4℄.
2. Main Results
Let a, b, c, ai, bi, i = 1, 2, . . . , n, be elements of the set Ek.
Lemma 2.1. If the funtion g(x1, x2, . . . , xn) ∈ P
k,q
n , 1 ≤ q ≤ k and
f(x1, x2, . . . , xn) = (a.g + b) mod k where (a, k) = 1, that is, a and k
are oprime numbers, then Rng(f) = Rng(g) = q.
Proof. From g ∈ P k,qn , that is, Rng(g) = q, it follows that the funtion g
assumes q dierent values. Let these values be c1, c2, . . . , cq , where ci 6=
cj when i 6= j, i, j = 1, 2, . . . , q. Then < ac1 + b, ac2 + b, . . . , acq +
b > mod k are the values, assumed by funtion f . If these values are
dierent with respet to mod k, it would follow that Rng(g) = Rng(f).
Assume the ontrary, that there exist i 6= j suh that aci + b = acj +
b mod k. After alulation we get a(ci − cj) = 0 mod k, and sine (a, k) =
1, it follows that ci = cj , whih ontradits to the assumption that ci 6=
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cj . The obtained ontradition is due to the assumption that among the
values ac1 + b, ac2 + b, . . . , acq + b there are values whih are equal by
mod k. Therefore f(x1, x2, . . . , xn) also assumes q dierent values and
hene Rng(f) = Rng(g) = q. 
Corollary 2.1. Let f, g ∈ P kn . If f(x1, . . . , xn) = (a.g + b) mod k,
(a, k) = 1, M ⊆ Xf = Xg = {x1, . . . , xn}, then Spr(M,f) = Spr(M,g).
We will say that a set P is partitioned into the nonempty sets
(P1, P2, . . . , Ps), s > 1, if:
1) Pi ∩ Pj = ∅, for i 6= j, i, j ∈ {1, 2, . . . , s}; 2) P = P1 ∪ P2 ∪ . . . ∪ Ps.
Let the ordered s−tuple S = (X1, X2, . . . , Xs), 1 < s ≤ n, be a partition-
ing of the set Xf = {x1, x2, . . . , xn}, and vetor ~q = (q1, q2, . . . , qs), 1 ≤
qi ≤ k, i = 1, 2, . . . , s.
Denition 2.1. The funtion f ∈ P kn is alled H(S, ~q)−funtion if for eah
set of variables Xi, i = 1, 2, . . . , s, we have Spr(Xi, f) = {qi}.
If Y = {xi1 , xi2 , . . . , xir}, for the sake of brevity, the funtion
h(xi1 , xi2 , . . . , xir) is denoted by h(Y ).
Theorem 2.1. If the ordered s−tuple S = (X1, X2, . . . , Xs), 1 < s ≤ n, is
a partitioning of the set Xf = {x1, . . . , xn}, vetor ~q = (q1, q2, . . . , qs), 1 ≤
qi ≤ k, the funtions fi(Xi) ∈ P
k,qi
|Xi|
, (ai, k) = 1, i = 1, 2, . . . , s, then the
funtion f(x1, x2, . . . , xn) = [a1f1(X1) + a2f2(X2) + . . .+ asfs(Xs)] mod k
is an H(S, ~q)−funtion.
Proof. Let Xi, 1 ≤ i ≤ s, be an arbitrary set of variables and gi be an
arbitrary subfuntion of f with respet to Xi = Xf \ Xi, that is, gi
Xi
≺ f .
Sine gi is obtained from f by replaing all variables of f from Xi with
onstants, then gi(Xi) = [aifi(Xi) + Ci] mod k, where Ci is a onstant.
From Lemma 2.1 it follows that Rng(gi) = Rng(fi) = qi. Sine subfuntion
gi was hosen arbitrarily, it follows that eah subfuntion of f with respet
to Xi has a range equal to qi , and therefore Spr(Xi, f) = {qi}. Beause the
set of variables Xi was also hosen arbitrarily, it follows that for eah i, i =
1, 2, . . . , s we have Spr(Xi, f) = {qi}, that is, the funtion f(x1, . . . , xn) is
an H(S, ~q)−funtion. 
From Theorem 2.1, when a1 = a2 = · · · = as = 1, it follows:
Corollary 2.2. If the ordered s−tuple S = (X1, X2, . . . , Xs), 1 < s ≤ n, is
a partitioning of the set Xf = {x1, . . . , xn}, vetor ~q = (q1, q2, . . . , qs), 1 ≤
qi ≤ k, the funtions fi(Xi) ∈ P
k,qi
|Xi|
, i = 1, 2, . . . , s, then the fun-
tion f(x1, x2, . . . , xn) = [f1(X1) + f2(X2) + . . . + fs(Xs)] mod k, is an
H(S, ~q)−funtion.
Example 2.1. "Construt" an H(S, ~q)−funtion of the set P 33 , where
S = (X1,X2), ~q = (3, 2), X1 = {x1, x3},X2 = {x2}.
4 DIMITER STOICHKOV KOVACHEV
Let f1(X1) = f1(x1, x3) and f2(X2) = f2(x2) be arbitrary funtions of the
sets P
3,3
2
and P
3,2
1
, respetively, given in their tabular form in Table 1.
x1 x3 f1 x1 x3 f1 x1 x3 f1 Rng(f1) x2 f2 Rng(f2)
0 0 2 1 0 1 2 0 0 3 0 1 2
0 1 2 1 1 1 2 1 2 1 0
0 2 0 1 2 1 2 2 1 2 1
Table 1.
Aording to Corollary 2.2, the funtion f(x1, x2, x3) = [f1(x1, x3) +
f2(x2)] mod 3 is an H(S, ~q)−funtion of the set P
3
3 . Conseutively we get:
f(0, 0, 0) = [f1(0, 0) + f2(0)] mod 3 = [2 + 1] mod 3 = 0, and so on, and
results are systematized and entered in Table 2. Exept for in tabular form,
aording to equality (1), the funtion f(x1, x2, x3) is also represented in
matrix form.
x1 x2 x3 aijl f x1 x2 x3 aijl f x1 x2 x3 aijl f
0 0 0 a111 0 1 0 0 a211 2 2 0 0 a311 1
0 0 1 a112 0 1 0 1 a212 2 2 0 1 a312 0
0 0 2 a113 1 1 0 2 a213 2 2 0 2 a313 2
0 1 0 a121 2 1 1 0 a221 1 2 1 0 a321 0
0 1 1 a122 2 1 1 1 a222 1 2 1 1 a322 2
0 1 2 a123 0 1 1 2 a223 1 2 1 2 a323 1
0 2 0 a131 0 1 2 0 a231 2 2 2 0 a331 1
0 2 1 a132 0 1 2 1 a232 2 2 2 1 a332 0
0 2 2 a133 1 1 2 2 a233 2 2 2 2 a333 2
Table 2.
In the speial ase when s = n, Xi = {xi}, i = 1, 2, . . . , n, the funtion
f(x1, x2, . . . , xn) ∈ P
k
n is alled ~qH−funtion if for eah variable xi we have
Spr(xi, f) = {qi}, where ~q = (q1, q2, . . . , qn), 1 ≤ qi ≤ k, i = 1, 2, . . . , n.
From Theorem 2.1 we get:
Corollary 2.3. If the funtions fi(xi) ∈ P
k,qi
1
, (ai, k) = 1, 1 ≤ qi ≤ k,
i = 1, 2, . . . , n, vetor ~q = (q1, q2, . . . , qn), then the funtion
f(x1, x2, . . . , xn) = [a1f1(x1) + a2f2(x2) + . . . + anfn(xn)] mod k is a
~qH−funtion.
If f is a ~qH−funtion and in the hyperube orresponding to its matrix
form we x all indies, exept the i−th index, by arbitrary values, then we
obtain a one-dimensional matrix of order k, whih ontains exatly qi, i =
1, 2, . . . , n, dierent elements.
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In other words, if ||ai1i2...in||
k
1 is the matrix form of a ~qH−funtion, where
~q = (q1, q2, . . . , qn), then
∣∣∣∣∣∣
k⋃
j=1
{ai1...ir−1 j ir+1...in}
∣∣∣∣∣∣ = qr, r = 1, 2, . . . , n.
Sine eah funtion h ∈ P k,qi
1
is of the form h =
(
0 1 ... k − 1
b1 b2 ... bk
)
,
where bi ∈ Ek, i = 1, 2, . . . , k, then it an be written in the analytial
form y = h(x) by using an interpolating polynomial [1℄ or in the following
determinant form:
∣∣∣∣∣∣∣∣∣∣∣∣
1 x x2 . . . xk−2 xk−1 y
1 0 0 . . . 0 0 b1
1 1 1 . . . 1 1 b2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 k − 1 (k − 1)2 . . . (k − 1)k−2 (k − 1)k−1 bk
∣∣∣∣∣∣∣∣∣∣∣∣
= 0
Similarly to Example 2.1, using Corollary 2.3 we ould "onstrut" an ~qH−
funtion whih, in addition to tabular and matrix form, ould also be ex-
pressed in analytial form.
In the speial ase when s = n, Xi = {xi}, i = 1, 2, . . . , n, vetor
~q = (q, q, . . . , q), that is, q1 = q2 = . . . = qn = q, 1 ≤ q ≤ k, the funtion
f ∈ P kn is alled an H(q)−funtion if for eah variable xi the following
equality holds: Spr(xi, f) = {q}, i = 1, 2, . . . , n.
From Theorem 2.1 we get:
Corollary 2.4. If the funtions fi(xi) ∈ P
k,q
1
, (ai, k) = 1, 1 ≤ q ≤ k,
i = 1, 2, . . . , n, then the funtion f(x1, x2, . . . , xn) = [a1f1(x1) +
a2f2(x2) + . . . + anfn(xn)] mod k is a H(q)−funtion.
Similarly to Example 2.1, on the basis of Corollary 2.4 we an "onstrut"
H(q)−funtions.
Theorem 2.2. The funtion f ∈ P kn is an H(q)−funtion if and only if eah
subfuntion of f , depending on at least one variable, is an H(q)−funtion.
Proof. (Neessity) Let the funtion f ∈ P kn be an H(q)−funtion and g be
an arbitrary subfuntion of f , for whih |Xg| ≥ 1. We will prove that g is
an H(q)−funtion.
Assume that g is not an H(q)−funtion. Therefore, there exists a variable
xr ∈ Xg, suh that Spr(xr, g) 6= {q}, that is, there exists a subfuntion h,
{h
Xg\xr
≺ g}, suh that Rng(h) 6= q.
Sine h
Xg\xr
≺ g, g ≺ f , it follows that h
Xf\xr
≺ f . From Rng(h) 6= q and
h
Xf\xr
≺ f it follows that Spr(xr, g) 6= {q} and f is not an H(q)−funtion, a
ontradition. Therefore, g is an H(q)−funtion.
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(Suieny) Let eah subfuntion of f , depending on at least one vari-
able, be an H(q)−funtion. We will prove that the funtion f is also an
H(q)−funtion. Assume that f is not an H(q)−funtion, that is, there
exists a variable xr ∈ Xf suh that Spr(xr, f) 6= {q}. Hene there ex-
ists a subfuntion g, g
Xf\xr
≺ f , g(xr) ∈ P
k
1 , and sine {xr} = Xg, then
Spr(xr, g) = {Rng(g)} 6= {q}, that is, g is not an H(q)−funtion, a ontra-
dition. The obtained ontradition is due to the assumption that f is not
an H(q)−funtion. 
In the speial ase when s = n, Xi = {xi}, i = 1, 2, . . . , n, vetor
~q = (k, k, . . . , k), that is, q1 = q2 = · · · = qn = k, the funtion f ∈ P
k
n is
alled an H(k)−funtion or simply H−funtion if for every variable xi, i =
1, 2, . . . , n we have Spr(xi, f) = {k}.
The reason for the above denition is the proved fat [4℄ that matrix
form of eah H−funtion is a Latin hyperube and a funtion f ∈ P kn is
an H−funtion if and only if for eah variable xi, i = 1, 2, . . . , n we have
Spr(xi, f) = {k}.
Taking into aount Theorem 2.1, we obtain:
Corollary 2.5. If the funtions fi(xi) ∈ P
k,k
1
, that is, they are bijetive,
(ai, k) = 1, i = 1, 2, . . . , n, then the funtion f(x1, x2, . . . , xn) =
[a1f1(x1) + a2f2(x2) + . . . + anfn(xn)] mod k is an H−funtion, ànd its
matrix form is an n−dimensional Latin hyperube of order k, based on the
set Ek.
H−funtions are speial ase ofH(S, ~q)−funtion. All lasses of funtions,
onsidered up to now, an also be viewed as a generalization of H−funtions,
ànd their matrix forms as a generalization of Latin hyperubes.
Corollary 2.6. If the funtions fi(xi) are bijetive, i.e. fi(xi) ∈ P
k,k
1
, i =
1, 2, . . . , n, then the funtion f(x1, . . . , xn) = [f1(x1) + f2(x2) + . . . +
fn(xn)] mod k is an H−funtion.
From the fat that every funtion of the form h(x) = ax + b is bijetive
and from Corollary 2.6 we get:
Corollary 2.7. [4℄ If (ai, k) = 1, i = 1, 2, . . . , n, then the funtion
f(x1, x2, . . . , xn) = [a1x1 + a2x2 + . . . + anxn] mod k is an H−funtion,
and its matrix form is an n−dimensional Latin hyperube of order k, based
on the set Ek.
From Theorem 2.2 when q = k we obtain:
Corollary 2.8. [7℄ A neessary and suient ondition for the funtion
f ∈ P kn to be an H−funtion is that eah subfuntion of f depending on at
least one variable to be an H−funtion.
The funtion obtained from f after replaing (identifying) variables
xj1 , xj2 , . . . , xjt by variable z is denoted by f(xj1 = xj2 = · · · = xjt = z).
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Theorem 2.3. Let f(x) ∈ P k,q
1
, gi(xi) = [aif(xi) + bi] mod k, (ai, k) =
1, i = 1, 2, . . . , n, and (aj1 + aj2 + · · · + ajt , k) = 1, 1 < t ≤ n. When we
identify variables xj1 , xj2 , . . . , xjt of the funtion
h(x1, x2, . . . , xn) = [g1(x1) + g2(x2) + . . .+ gn(xn)] mod k
with a new variable or with any of them, we obtain an H(q)−funtion be-
longing to the set P kn−t+1.
Proof. From f(x) ∈ P k,q
1
, gi(xi) = [aif(xi) + bi] mod k, (ai, k) = 1 and
Lemma 2.1 it follows that gi(xi) ∈ P
k,q
1
, i = 1, 2, . . . , n, Aording to
Corollary 2.4 we an onlude that h(x1, x2, . . . , xn) is an H(q)−funtion
of P kn . Let xj1 = xj2 = · · · = xjt = x. Then
gj1(xj1) + gj2(xj2) + · · ·+ gjt(xjt)
=
t∑
r=1
(ajrf(x) + bjr) = (aj1 + aj2 + · · ·+ ajt)f(x) + d,
where d = bj1+bj2+ · · ·+bjt . From (aj1+aj2+ · · ·+ajt, k) = 1, f(x) ∈ P
k,q
1
and Lemma 2.1 it follows that [(aj1 + aj2 + · · · + ajt)f(x) + d] mod k is a
funtion of P
k,q
1
. Applying again Corollary 2.4 to funtion h(xj1 = xj2 =
· · · = xjt = x), we omplete the proof of the theorem. 
Corollary 2.9. Let f(x) ∈ P k,q
1
, gi(xi) = [a.f(xi) + bi] mod k, (a, k) =
1, i = 1, 2, . . . , n, (t, k) = 1, 1 < t ≤ n. When identifying any t variables
of funtion h(x1, x2, . . . , xn) = [g1(x1) + g2(x2) + . . .+ gn(xn)] mod k with
a new variable or with any of them, we obtain an H(q)−funtion belonging
to the set P kn−t+1.
When q = k, Theorem 2.3 and Corollary 2.9 refer to H−funtions.
Example 2.2. "Construt" an H−funtion h(x1, x2, x3) of the set P
3
3 ,
suh that h(x1 = x3 = z) = h(z, x2, z) and h(z, x2, z) be an H−funtion
of P 32 .
Let f(x) ∈ P 3,3
1
and f(x) =
(
0 1 2
1 2 0
)
= 1 + 5x−3x
2
2
, where the an-
alyti expression is obtained by using an interpolating polynomial. Let
h(x1, x2, x3) = [g1(x1) + g2(x2) + g3(x3)] mod 3, where g1(x1) = [2f(x1) +
1] mod 3 = [2x1] mod 3, g2(x2) = [f(x2) + 2] mod 3 = [
5x2−3x22
2
] mod 3,
g3(x3) = [2f(x3) + 2] mod 3 = [1 + 2x3] mod 3. For the funtion h we get:
h(x1, x2, x3) = [1 + 2x1 +
5x2−3x22
2
+ 2x3] mod 3. Then
h1(z, x2) = h(z, x2, z) = [1 + z +
5x2 − 3x
2
2
2
] mod 3.
In Table 3, the funtion h1(z, x2) is given in both tabular and matrix form.
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z x2 aij h1 z x2 aij h1 z x2 aij h1
x2→
z↓ 0 1 2
0 0 a11 1 1 0 a21 2 2 0 a31 0 0 1 2 0
0 1 a12 2 1 1 a22 0 2 1 a32 1 1 2 0 1
0 2 a13 0 1 2 a23 1 2 2 a33 2 2 0 1 2
Table 3.
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