Abstract: Let R be a ring with involution. In this paper, we introduce a new type of generalized inverse called pseudo core inverse in R. The notion of core inverse was introduced by Baksalary and Trenkler for matrices of index 1 in 2010 and then it was generalized to an arbitrary * -ring case by Rakić, Dinčić and Djordjević in 2014. Our definition of pseudo core inverse extends the notion of core inverse to elements of an arbitrary index in R. Meanwhile, it generalizes the notion of core-EP inverse, introduced by Manjunatha Prasad and Mohana for matrices in 2014, to the case of * -ring. Some equivalent characterizations for elements in R to be pseudo core invertible are given and expressions are presented especially in terms of Drazin inverse and {1,3}-inverse. Then, we investigate the relationship between pseudo core inverse and other generalized inverses. Further, we establish several properties of the pseudo core inverse. Finally, the computations for pseudo core inverses of matrices are exhibited.
The symbol a D ∈ R stands for the Drazin inverse of a ∈ R, i.e., the unique element satisfying the following equations a k a D a = a k for some positive integer k, a
The smallest positive integer k satisfying above equations is called the Drazin index of a, denoted by i(a). If i(a) = 1, then the Drazin inverse of a is called the group inverse of a and is denoted by a # . One can see [3] for a deep study of generalized inverses. Baksalary and Trenkler [1] introduced the notion of core inverse for complex matrices in 2010. Later, Rakić, Dinčić and Djordjević [15] generalized this notion to an arbitrary * -ring case. They proved that for a ∈ R, the core inverse of a is the unique element a # satisfying the following five equations
Let us denote by R † , R {1,3} , R D , R # and R # the set of all Moore-Penrose invertible, {1,3}-invertible, Drazin invertible, group invertible and core invertible elements in R, respectively.
Recently, Xu, Chen and Zhang [16] characterized the core invertible elements in R in terms of three equations. The core inverse of a is the unique solution to equations xa 2 = a, ax 2 = x and (ax) * = ax.
Further, they pointed out that a ∈ R # if and only if a ∈ R # and a ∈ R {1,3} , in which case, a # = a # aa (1, 3) . In 2014, Baksalary and Trenkler [2] , Manjunatha Prasad and Mohana [12] introduced respectively the concepts of generalized core inverse and core-EP inverse which exist for arbitrary square complex matrices, based on the notion of core inverse restricted to complex matrices of index 1(i.e., rank(A) =rank(A 2 )). Let A, G ∈ C n×n , where the symbol C n×n stands for the set of all n × n complex matrices, G is a core-EP inverse of A if GAG = G and
where d is the index of A (i.e., the smallest positive integer such that rank(A d ) =rank(A d+1 )), and C(G) is the column space of G. Motivated by the above two papers, we put forward the notion of pseudo core inverse in R as a generalization for both core inverse in R and core-EP inverse for complex matrices. Definition 1.1. Let a ∈ R. If there exists x ∈ R such that (I) xa m+1 = a m for some positive integer m, (II) ax 2 = x, (III) (ax) * = ax, then we call a pseudo core invertible.
By Theorem 2.2 below, equations (I) − (III) determine x uniquely when it exists, so we may refer to x as the pseudo core inverse of a, denoted by a D . The smallest positive integer m satisfying equations (I) − (III) is called the pseudo core index of a, denoted by I(a).
Similarly we define dual pseudo core inverse as follows: Definition 1.2. Let a ∈ R. The dual pseudo core inverse of a, denoted by a D , is the unique element x ∈ R satisfying the following three equations
The smallest positive integer m satisfying equations (I ′ )-(III ′ ) is called the dual pseudo core index of a, denoted by I ′ (a).
Since only multiplication is required in Definition 1.1 and 1.2, the above two definitions hold, without modification, in * -semigroup S (i.e., semigroup S with an involution * satisfying (a * ) * = a and (ab) * = b * a * for all a, b ∈ S).
Here and subsequently, R D and R D denote the sets of all pseudo core invertible, dual pseudo core invertible elements in R, respectively. Remark 1.3. (1) If I(a) = 1 (resp. I ′ (a) = 1), then the pseudo core inverse (resp. dual pseudo core inverse) of a is the core inverse (resp. dual core inverse) of a.
In this paper, we mainly consider the pseudo core inverse case. Dual pseudo core inverse case can be investigated analogously.
In Section 2, we compile some basic facts about pseudo core inverses in R, such as some equivalent characterizations for an element to be pseudo core invertible are given and expressions are presented. In Section 3, we reveal the relationship between pseudo core inverse and the inverse along an element as well as that between pseudo core inverse and (b, c)-inverse. In Section 4, several properties such as reverse order law and additive property of the pseudo core inverse are obtained. In the final section, we provide two methods to compute pseudo core inverses for complex matrices.
General results on pseudo core inverses
Several facts about pseudo core inverses in R are established in this section. We begin with an auxiliary lemma.
Lemma 2.1. Let a ∈ R. If there exists x ∈ R such that (I) xa m+1 = a m for some positive integer m, (II) ax 2 = x, then we have the following facts :
(1) ax = a k x k for arbitrary positive integer k;
.
First and most fundamentally, we have the following theorem. Theorem 2.2. Let a ∈ R. Then a has at most one pseudo core inverse in R.
Proof. Suppose x and y satisfy conditions (I), (II) and (III) of our definition of pseudo core inverse, with m, n as pseudo core inverse index respectively. Let k = max{m, n}, by Lemma 2.1, we have
Thus a has at most one pseudo core inverse.
The following result gives an equivalent characterization for the existence of the pseudo core inverse as well as the expression in terms of Drazin inverse and {1,3}-inverse. 
Proof. Suppose a ∈ R D with I(a) = m. By Lemma 2.1, we have a ∈ R D with i(a) ≤ m and a k ∈ R {1,3} for arbitrary k ≥ m. i(a) < m would mean that xa m = a m−1 , which is contrary to our definition of m. So i(a) = m.
Conversely, suppose a ∈ R D with i(a) = m and suppose a k ∈ R {1,3} for some
Hence a ∈ R D with I(a) ≤ m. I(a) < m is contrary to the definition of m. So I(a) = m.
It is well known that a ∈ R D if and only if a k ∈ R # for some positive integer k [10] ; a ∈ R D if and only if a k ∈ R D for arbitrary positive integer k if and only if a k ∈ R D for some
Similarly, we have the following results.
Proof. Suppose a D = x with I(a) = m. Setting y = x m , by the definition of pseudo core inverse and by Lemma 2.1, we can check that
On the contrary, since a m ∈ R # , by the notion of core inverse, we have
Theorem 2.6. Let a ∈ R and let k be positive integer. Then a ∈ R D if and only if
Proof. Suppose a D = x with I(a) = m, then we have
For arbitrary positive integer k, let n be the unique integer satisfying 0 ≤ kn − m < k, then,
Conversely, suppose (a k ) D = y with I(a k ) = n, then we have
Since xa kn+1 = a k−1 ya kn+1 = a k−1 (a k y 2 )a kn+1 , then xa kn+1 = a k−1 (a kn y n+1 )a kn+1 by induction. So, we get
From the above, we get a
In fact a D is core invertible whenever it exists, and (a
Proof. To prove this, one has merely to verify that if x satisfies (I), (II) and (III) which defines the pseudo core inverse, then y = a 2 x satisfies yx 2 = x, xy 2 = y, (xy) * = xy.
Here we omit the details.
Proof. Suppose a ∈ R D with I(a) = m. By Theorem 2.7, we have
Let a ∈ R D with i(a) = m. The sum a = c a +n a is called the core nilpotent decomposition [14] of a, where c a = aa D a is the core part of a, and n a = (1 − aa D )a is the nilpotent part of a. This decomposition brings n m a = 0, c a n a = n a c a = 0, and c a ∈ R # with c 
We thus get c
Conversely, suppose a ∈ R D with i(a) = m, and suppose c a ∈ R # which gives c a ∈ R {1,3} and c m a ∈ R {1,3} . Since a = c a + n a , c a n a = n a c a = 0, and n m a = 0, then a m = c m a . So we get a m ∈ R {1,3} , and a m (a m ) ( 
The notion of core-EP inverse [12] was introduced by Manjunatha Prasad and Mohana for a complex matrix which is not essentially of index 1 in 2014. This extends the notion of core inverse, which was initially defined for the matrices of index 1. Let A, G ∈ C n×n , G is a core-EP inverse of A if GAG = G and
where d is the index of A and C(G) is the column space of G. The left annihilator of a ∈ R is denoted by • a and is defined by • a = {x ∈ R : xa = 0}. We will also use the notation aR = {ax|x ∈ R}.
If we particularize the following Theorem 2.10 to the ring composed of complex n × n matrices, then (1) ⇔ (2) indicates that the pseudo core inverse of a complex matrix coincides with its core-EP inverse. In other words, the notion of pseudo core inverse generalizes the notion of core-EP inverse from matrices to an arbitrary * -ring, in terms of equations. 
Thus, xR = x * R = a m R.
It ia easy to check that (2) ⇒ (3), (3) ⇒ (4) and (4) ⇒ (5) hold.
, it follows that (x * a * − 1)a m = 0, i.e., (ax) * a m = a m . Post-multiply this equality by a, then we get (ax) * aa m = aa m , which implies (ax) * a−a ∈ • (a m ) = • (x). Thus (ax) * ax = ax. Therefore (ax) * = ax.
The equalities (ax) * a m = a m , (ax) * = ax and
Let us recall that an element a ∈ R is called strongly π-regular in R if there exist x, y ∈ R and positive integers p, q such that
Lemma 2.11.
[4] Let a ∈ R. Then a ∈ R D if and only if it is strongly π-regular in R.
Theorem 2.12. Let a ∈ R. Then a ∈ R D if and only if there exist u, v ∈ R and positive integers p, q such that a p = u(a * ) p+1 a p , a q = va q+1 .
Proof. Suppose a D = x with I(a) = m, then
Consequently, the necessity holds.
Conversely, suppose u, v ∈ R and positive integers p, q exist such that a p = u(a * ) p+1 a p , a q = va q+1 . Since a p = u(a * ) p+1 a p ∈ R(a p ) * a p , then au * is a {1,3}-inverse of a p . So a p = a p au * a p = a p+1 u * a p , together with a q = va q+1 , by Lemma 2.11, implies that a ∈ R D with i(a) ≤ p. By Theorem 2.3, we get a ∈ R D , moreover
From the proof of Theorem 2.12 and its dual case, we have the following result. Theorem 2.13. Let a ∈ R. Then the following conditions are equivalent: (1) a ∈ R D and a m ∈ R † for some positive integer m ≥ i(a);
Add one more equation axa = a (resp. a 2 x = a) to the three equations which exactly define the pseudo core inverse, then we can observe that a ∈ R # with a # = a D .
Proposition 2.14. Let a, x ∈ R. Then (1) ⇔ (2), and (3) ⇒ (1), where (1) a # = x; (2) xa m+1 = a m , ax 2 = x, (ax) * = ax, axa = a for some positive integer m; (3) xa m+1 = a m , ax 2 = x, (ax) * = ax, a 2 x = a for some positive integer m.
which implies a ∈ R # . Hence xa m+1 = a m becomes xa 2 = a. From a 2 x 2 a = a = xa 2 , we get
(3) ⇒ (1) Since a 2 x = a, then a = a m+1 x m by induction. So we have axa = a(xa m+1 )x m = a m+1 x m = a. Therefore (2) holds, then (1) holds.
Remark 2.15. In Proposition 2.14, (1) may not imply (3).
For example: take R = C 2×2 with transpose as involution and let a = 1 i 0 0 ∈ R.
By a simple calculation,
Relations with other generalized inverses
In this section, we wish to investigate the relationship between pseudo core inverse and other generalized inverses. Before that, let us mention two known definitions. For a, b ∈ R, a ≤ H b ⇔ Ra ⊆ Rb and aR ⊆ bR [13] . In what follows, we investigate the relationship between the pseudo core inverse and above introduced generalized inverses, respectively. 
From the above, x is the inverse of a along a m (a m ) * .
Conversely, suppose x is the inverse of a along a m (a m ) * , then we have
In order to show a D = x, we need to prove the following equalities.
Hence, we get a D = x with I(a) ≤ m.
Theorem 3.4. Let a ∈ R. a is pseudo core invertible if and only if a is (a m , (a m ) * ) invertible for some positive integer m. In this case, the pseudo core inverse of a coincides with the (a m , (a m ) * ) inverse of a.
Conversely, let x be the (a m , (a m ) * ) inverse of a, then there exist s, t ∈ R such that
So we have
Thus, we get a D = x.
Reverse order law and additive property of the pseudo core inverse
In this section, we show that the reverse order law for pseudo core inverse holds under certain conditions and investigate the pseudo core invertibility of the sum of two pseudo core invertible elements. First, we give a crucial lemma.
Applying the above lemma, we obtain the following result.
Proof. We know that a ∈ R D if and only if a is (a m , (a m ) * ) invertible for some positive integer m and in that case, the pseudo core inverse of a coincides with the (a m , (a m ) * ) inverse of a (see the above Theorem 3.4). From the condition ax = xa, a * x = xa * , we have a m x = xa m , (a m ) * x = x(a m ) * . According to Lemma 4.1, we get a
Applying Proposition 4.2, we obtain the following theorem. 
Proof. From Proposition 4.2, it follows that
Next, we explore the pseudo core invertibility of the sum of two pseudo core invertible elements.
Proof. Again by the hypothesis ab = ba = 0, a * b = 0, we find
Therefore, we get (a + b)
Remark 4.5. It is noteworthy that condition ab = 0, a * b = 0 (without ba = 0) is not sufficient to show the pseudo core invertibility of a + b although both a and b are pseudo core invertible. For example: by setting R = C 2×2 with transpose as its involution,
Observe that a # = −a and aa (1,3) = 1 0 0 0 , which imply
It is obvious that b D = 0.
As for a + b = i 0 −1 0 , by calculation, we find that neither a + b nor (a + b) 2 has any
, we conclude that (a + b) m has no {1,3}-inverse for arbitrary positive integer m. Hence a + b is not pseudo core invertible.
Computations for the pseudo core inverses of complex matrices
Lastly, one may take an interest in how to compute the pseudo core inverse of a square complex matrix. Here we exhibit two methods. For any matrix A ∈ C n×n of rank r > 0 the Hartwig-Spindelböck decomposition [8] is given by
where U ∈ C n×n is unitary, Σ =diag(σ 1 I r 1 , σ 2 I r 2 , · · · , σ t I rt ) is a diagonal matrix, the diagonal entries σ i being singular values of A, σ 1 > σ 2 > · · · > σ t > 0, r 1 + r 2 + · · · + r t = r and K ∈ C r×r , L ∈ C r×(n−r) satisfying KK * + LL * = I r .
Theorem 5.1. Let A ∈ C n×n be of the form (1) .
Proof. Suppose m is the index of A, then I(A) = m. Suppose A D = X, then we have
The equality XA m+1 = A m ensures that there exists X = X 1 X 2 X 3 X 4 ∈ C n×n such that
Right multiply the above equality by
Since KK * + LL * = I, we obtain (
The Drazin inverse of A is given as [11] Hence
=== U (ΣK)
Let A ∈ C n×n of rank r > 0, then there exists invertible P ∈ C n×n such that
where D ∈ C r×r is invertible and N ∈ C (n−r)×(n−r) is nilpotent. Suppose P = P 1 P 2 and
Theorem 5.2. Let A ∈ C n×n be of the form (3). Then
Proof. From P = P 1 P 2 , P −1 = (Q 1 , Q 2 ) and A = P −1 D O O N P , it follows that
Let m be the positive integer such that N m = 0, then
So (A m B) * = A m B and A m BA m = Q 1 (Q 1 * Q 1 ) −1 Q 1 * Q 1 D m P 1 = Q 1 D m P 1 = A m . Namely, B is a {1,3}-inverse of A m . Hence
