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Abstract. A new neural network architecture is proposed based upon effects of non-Lipschittian 
dynamics. The network is fully conuected, but these connections are active only during van- 
ishingly short time periods. The advantages of this architecture are discussed. 
Existing neural net models are represented by nonlinear dynamical systems fully coupled 
by a set of synaptic interconnections. The expected advantages of such an architecture 
are supposed to stem from an ability to perform massively parallel, asynchronous and dis- 
tributed information processing as an alternative to sequential computations. However, fully 
coupled neural nets actually perform collective, but not truly parallel, computations since 
any change in a neuron activity instantaneously effects all other neurons. In terms of hard- 
ware implementation this means that the firing decision for a particular neuron is allowed 
only after state information has been received from all other neurons. In order to eliminate 
such a sequential element in the neural net performance we will introduce a new neural 
network architecture where the interconnections between the neurons are active only during 
vanishingly short (critical) periods. Hence, a neuron or a group of neurons can perform 
independent tasks within a certain period, while the coordination between the independent 
units is carried out within the critical periods of coupling when the net becomes fully con- 
nected. The approach is based upon some effects of non- Lipschitzian dynamics discussed 
in 1,2,3 
Let us start with the following differential equation: 
ic = ysinli3 %sinwt,r = Const w = Const,o = Const. 
a 
It is easily verifiable that at the equilibrium points: 
7rka 
uk =- k=...,- 2,-1,0,1,2 . . . . etc. 
W 
the Lipschitz condition is violated: 
dti& + 00 at U + Uk 
If u = 0 at t = 0, then during the first period 
(1) 
(‘4 
(3) 
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the point u0 = 0 is a terminal repeller since sin& > 0 and the solution at this point splits 
into two (positive and negative) branches whose divergence is characterized by unbounded 
Lyapunov exponent3. Consequently, with an equal probability u can move into the positive 
or the negative direction. For the sake of concreteness, we will assume that it moves in the 
positive direction. Then the solution will approach the second equilibrium point ur = no/w 
at 
in which B is the Beta function. 
It is easy to verify that the point ur will be a terminal attractor at t = tr if 
Therefore, u will remain at the point ur until it becomes a terminal repeller, i.e., until t > tl. 
Then the solution splits again: one of two possible branches approach the next equilibrium 
point 112 = Sna/w, while the other returns to the point u0 = 0, etc. The periods of transition 
from one equilibrium point to another are all the same and are given by Eq. (5). 
It is important to notice that these periods t’ are bounded only because of the failure of 
the Lipschitz condition at the equilibrium points (2). Otherwise they would be unbounded 
since the time of approaching a regular attractor (as well as the time of escaping a regular 
repeller) is infinite. 3 Thus, the evolution of u prescribed by Eq. (1) is totally unpredictable: 
it has 2” different scenarios where R = E(t/t*). 
Let us slightly modify Eq. (1) by incorporating a vanishingly small bias E: 
W 
zi = ysinri3 ;usinwt + .s, .s -+ 0. (7) 
This bias can be ignored when Eq. (1) is stable, but it becomes significant during the periods 
of instability since the choice between the splitting branches of the solution is controlled by 
the sign E. Indeed, ifs > 0, then at each terminal repeller (2), ti > 0. Therefore, the positive 
branch of the solution is always chosen, i.e., u monotonously tends to 00. Analogously, if 
E < 0, then u monotonously tends to -w. 
Let us assume now that 
df E=62f(u),6-+0,;i;; I =A u=o 
Then for positive X the solution to Eq. (7) will become unstable: 
u* w if u(O) > 0, 
The situation is analogous to the instability 
ti = S’f(u) 
and u -+ w if u(O) < 0 (9) 
of the equation associated with Eq. (7): 
ifdf=X>O 
du (74 
For negative X the solution to Eq. (7) will tend to u = 0 (as the solution to Eq. (7a)), 
but then it will start oscillating about this point. Indeed, when the point u = 0 becomes 
a terminal repeller, i.e., when sinwt > 0, the solution escapes to the neighboring (right or 
left) equilibrium point. However, as follows from Eq. (7a), ti < 0 at ur = x&/w and ti > 0 
at u_~ = -r&/w. Therefore, in both cases the solution returns to the original point u = 0, 
Fig. 1. The amplitude and the period of the oscillations about u = 0 can be found from 
Eqs. (2) and (5) respectively: 
Au==, T 
W 
=farccos[l-wf] 
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Both of these quantities vanish if w - co. This means that the stability of Eq. (7) follows 
from the stability of the associated Eq. (7a) if w - 00. Obviously for bounded w, Eq. (i) 
is stable only if the basin of attraction of the equilibrium point u = 0 for Eq. (7a) is larger 
than the amplitude Au given by Eq. (10). 
1. OSCILLATIONS ABOUT THE ATTRACTOR zl=O. 
Let us now introduce the following neural net: 
tii = 7i sin 1’3~UiSinWt+62~TijV(Uj),62--)0, i=1,2 ,... ,n, (11) 
t j=l 
in which ui is the mean “soma potential” of the neuron, Tij are constant synaptic intercon- 
nections, V(uj) is a sigmoid function, and yi, oi and w are constant. 
Each equation in the system (11) is independent of all others and it behaves exactly as 
Eq. (1) does, excluding the critical points 
4 That =- kl = . . . ,- 2,-1,0,1,2 ,..., etc. 
W 
(12) 
at which the eth equation is fully dependent on the rest of the equations: 
i~t = 6* kTLjV(uj), 5* + 0, e= 1,2,... ,m 5 n (13) 
j=l 
Here m is the number of equations which simultaneously approach their critical points. As 
in the one-dimensional case, here the qualitative behavior of Eqs. (11) can be found by 
analyzing the associated system: 
ii = 6* 2 TijV(uj), i= 1,2,... ,n (114 
j=l 
which is an n-dimensional analog of Eq. (7a). Th is means that the synaptic interconnections 
can be trained by using the same methods as for the Hopfield nets, i.e., backpropagation or 
the velocity field approach.4. 
However, it should be noticed that as in the one-dimensional case, the basins of attraction 
for Eq. (11) are embedded into the basins of attraction for Eq. (lla) while the distance 
between the basins’ boundaries in the direction of ui is equal to the amplitude Aui = a/aiwi. 
Since for non-convex basin configurations this condition may not be applicable, one should 
utilize training procedures which provide an explicit control over the basins’ configuration 
(for instance, the velocity field approach4). More vigorous stability analyses of Eqs. (11) 
can be based upon the Baudet contraction theorems which were successfully applied to 
concurrent asynchronous neurodynamics in5. 
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The system (11) can be generalized in several ways. Firstly, ai can be considered as a 
slow changing parameter controlled by the following differential equation: 
(14) 
0 bviously, 
ai -+ 0 when 2 xj V(uj) --+ 0 
j=l 
(15) 
i.e., when the solution approaches a prescribed equilibrium point. But then as a consequence 
of (15), the amplitudes of oscillation about this point vanishes (Fig. 2): 
(16) 
and therefore, the prescribed equilibrium point is approached as a regular attractor. 
2. OSCILLATIONS WITH VANISHING AMPLITUDE. 
Secondly, instead of the function sin’i3 Eu one can utilize a function Q(U) with more 
sophisticated distribution of the roots @(IQ) = 0 so that each neuron can perform more 
complex information processing during the period of its independence. The only requirement 
to the function cP(u) is the following: 
Q(U)(Uh - ~)~<00ifu+uk, q< 1 (17) 
The condition (17) guarantees failure of the Lipschitz condition at the critical points, and 
therefore forces the finite transition periods from one critical point to another. 
Thirdly, a weakly coupled unit can consist of several neurons: 
%I = YilQil 
[ 
$ CTi,j,V(Uj,) sinwl+PkTi,V(uj) 
I 
(18) 
jl j=l 
uig = Yi, @pi, 
[ 
:c 
Z2j2VC”j2) sin wt + 6’ 2 Tij V(Uj) (19) 
j2 1 j=l 
etc. 
il,jl = 1,2 ,... ,Rl, i2,j2 = ~1 -t l,... ,nz, etc., n = nl+ n2 + . . . , etc. (20) 
Here each of the subsystems (18),( 19) ,...etc. is weakly coupled to the others, but all the equa- 
tions within the subsystem are fully coupled. Hence, the subsystems can perform parallel 
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information processing during the periods between the critical points, while the coordination 
between them is carried out within the vanishingly short critical periods. In this way, the 
new neural net architecture introduced above can represent a dynamical model of a variety 
of interconnect topologies for multiprocessor systems including hypercubes. 
There are several other advantages of the new architecture. Firstly, the synapsic intercon- 
nections Tij enter the activation dynamics in the form of vanishingly small quantities (see 
Eqs. (11)) which should substantially simplify their hardware implementation. Secondly, 
the neural net performance is robust with respect to external inputs. Indeed, let us include 
an external input I into Eqs. (7), (8): 
ic = 
( 
ysin it3 W-u + I 
Q > 
sinwt - b2f(u>, g > 0 
Clearly this input shifts the critical points (2): 
I3 
uk = -2 arcsin 
W 7’ 
(21) 
(22) 
but the attractor u = 0 is preserved as long as the associated equations (7a) is not effected 
by the input. 
Thirdly, the new architecture eliminates the synchronization and coordination restrictions 
on the neural computations since most of the time the neurons are uncoupled. The global 
rhythm for the neural net is generated by a single parameter w, while the neural net per- 
formance is robust with respect to changes of this parameter. Indeed, any changes in w 
(see Eqs. (11)) may only shift the critical points (12), but they do not effect the associated 
equations (lla), and therefore, the original location of attractors are preserved. 
The harmonic excitation sinwt needed can be generated by a dynamical system: 
61 =wv2+vl(l-v:-v;), i2=-#vl+v*(1-v~-4) (23) 
which has a stable periodic attractor: 
Vl = coswt, v2 = sinwt (24) 
It is interesting to note that oscillatory patterns of activity in the brain detected over the 
recent years raise the question about the role of oscillations in the logical structure of neural 
net performance. Possible answers to this questions were discussed in 6. The new neural 
net architecture introduced above suggests another example of oscillatory activity which 
is not just a by-product of nonlinear effects, but rather an important element of neural 
computations. 
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