This paper is a continuation of the author's previous investigations in the theory of epsilon-solutions in convex vector optimization and serves as a theoretical background for the research of SDS in the field of multicriteria optimization. With the stress laid on duality theory, the results presented here give some insight into the problems arising when exact solutions have to be substituted by approximate ones. Just like in the scalar case, the available computational techniques frequently lead to such a situation in multicriteria optimization.
EPSILON SOLUTIONS AND DUALITY IN VECTOR OF'TIMIZATION

Istv&n V&lyi
The study of epsilon solutions in vector optimization problems was started in 1979 by S. S. Kutateladze [I] . These Motivated by the above, in the present paper we study the implications in duality theory of substituting exact solutions with epsilon solutions. Although the well known results have their counterparts, our findings show that in some cases special caution is required.
For the sake of simplicity in formulation we shall restrict our consideration to finite dimensional spaces, although all the results have a corresponding version in infinite dimensions. Our major tool is the saddle point theorem for epsilon solutions and the techniques used in standard vector duality theory. For details see I. Vdlyi
[5] and the book by Y. Sawaragi, H Nakayama and T. Tanino [6]. As a consequence of the fact that the notion of approximate solution coincides with that of exact solution in the case when the approximation error is zero, our results reduce to those related to exact vector optimization. From another point of view they are parallel to the theory of epsilon solutions in the scalar valued case as expounded e.g, by J. J. Strodiot, V. H. Nguyen and N. Heukernes [7] , or in the vectorial case for absolute optimality by I. VAlyi [a] .
In this paper we give the proofs of the results presented at the VII-th International Conference on Multiple Criteria Decision Making, held between 18-22 August, 1986, in Kyoto, Japan.
EPSILON OPTIMAL ELEMENTS
In this section we recall some basic notions and known facts (~~ithout proofs) related to &-optimal solutions in vector optimization. All the vector spaces throughout the paper are real, finite dimensional and ordering cones are supposed to be con- For the various ordering relationships between two eIements of an ordered vector space we shall use the following notations, for example in Y:
and yz yl will refer to the fact that yl€Y does not dominate y2EY from below.
Now for the readers convenience we quote the following definition from e. g. D. T.
Definition 2.1.
The set HcY is C-convex if H+CcY is convex.
The function f :X+Y is C-convex if the set f f (x )EY : x Edom f j is C-convex.
The set HcY is C-compact if there exists a bounded set HoCY with the property H cHo +C and if H +C CY is closed. Now turn to the consideration of E-optimality. Throughout the paper the vectors E,E, ECCY will represent the approximation error and their value will be fixed. Consider a sequence tr, EC : n E N 1 decreasing to aEC. Let be proper C-convex (and K-convex, respectively) functions with
We define the minimization problem (MP) as follows
where FcX is the feasibility set of the problem (hP) defined by the equality
As we already pointed it out, the case E=O represents the solutions in the usual (exact) sense.
The Lagrangian of the minimization problem (MP)
is defined by the equality
is an &-saddle point for the Lagrangian 9 if the following is met:
Definition 2.4.
We say that the Slater condition holds for the problem (IMP) if there exists an xlEA with g (xi) € 0 .
Theorem 2.1.
The property stated in Theorem 2.1. is as much negative as positive. Point (c), namely, turns into the well-known complementarity condition Ro g (I,) = 0 in the case of exact saddle points. When E+O, it only means that where the right hand side is an unbounded set. 
PERTURBATION MAP AM) DUALITY
The procedure that we shall follnw is standard. We start by defining a parametrized family of problems (the family of perturbed problems) that includes our original minimization problem. The primal map will then be defined as a function taking the optimal elements of the perturbed problems as values, while for the dual map this will happen via the Lagrangian. Vector minimization problems usually do not have unique solutions in the exact case and this is even more so now.
Therefore these functions will be set valued maps.
We shall not reiterate the analogies to the known results in exact vector optimization or scalar e-optimization but we should like to call for special attention to this issue.
In this section we shall assume that (i) f is C-continuous and g is K-continuous,
We define for each u €2
and As is well known, under our assumptions, F(u)cX is a convex set and Y(u)cY is Cconvex. Furthermore in the case when u =O, F(u) and Y(u) coincides with F and f(F) respectively. Hence the following definition of the perturbed problems (P,)
really means embedding (W) in a parametrized set of problems:
Definition 3.1.
We define the perturbed problems as follows and we call the set valued map defined by the equality the primal (or &-primal) map. Now we state the basic properties of the primal mapping.
Proposition 3.1.
The equality holds and so, W, is a C-convex set valued C-convex map.
Proof.
The equality is a consequence of Proposition 5. and so, the function D, is a compact, C-concave set valued, C-concave map.
The map a(. ,R) is C-convex because it is a sum of two C-convex functions. In other words this means that n(R) is a C-convex set. By the C-continuity of the function f, the K-continuity of g and the compactness of AcX, R(R)cX we can apply Lemmas
and 2.4. of D. T. Luc [9] implying first that R(R)cY is C-compact and then that Hence we can conclude that D,(R)cY is C-convex.
The C-concavity of the mapping D, is implied by the following sequence of relations:
Proposition 3.4.
The statement follows from the equality
R(R)+C=~TN,(U)+R~U:UEZ~ VREL'(Z,Y)
that we shall prove.
Let first be y €R(R). Then we have
where we used the notation ul =g ( z l ) This implies because f (xi) EY(U Hence y E We(ul) + C + R.ul c f W,(u)+R.u : uEZ 1.
On the other hand, if y E Wc(ul)+R~ul for some U~EZ then, by the definition of the primal map, and consequently there exists a xlEA such that
Hence we have Y 2 P (11) + R.g (XI) or that y EIZ(R)+C.
We are able now to formulate the weak and the the strong duality theorems for our &-solutions. Proof.
We prove (a) by contradiction. If there exists an x lEF such that j ' (x) -E 2 j ' (x then we also have contradicting to the assumptions. To see the rest, let us suppose that there exists an RIEL + (2,Y) and a y EDc(R1) with the property that
This implies again that contradicts to the assumption on y EY.
We start the proof of (b) by using Theorem 2.3. to establish the existence of an REL '(2,~) with the property that j'(x)ED,(R). Now (a) can be applied and this completes the proof.
Notice that the problem arising in Theorem 2.1. does not appear here,only because we use assumptions that are stronger than the &-saddle point property in the case when E#O.
CONICAL SUPPORTS
In this section we give a geometric interpretation of the duality and saddle point theorems and summarize our results in one sequence of equivalent statement. This will clearly show where do we have the analogies as expected and where do peculiarities arise.
The fact that the function W, takes values among subsets of an ordered vector space implies that the appropriate notion of epigraph is to be defined in the following way:
By Proposition 3.2., of course, here we have the equality epi W, = epi Y(.). We expect that passing from exact solutions to E-solutions and from scalar values to vector values means the change from a supporting hyperplane to an '&-supporting' translate of a cone. This is indeed so. Given an operator R EL + (2,~) let us, namely, define a cone MR in the product space ZXY as follows:
and let us denote its linearity space of by 1 (rVR) , that is let be This cone is closely related to the structure of Y and 2, and has the regularity properties formulated in the following proposition. 
CONCLUSION
In this paper we developed the analogue of the duality theory in vector optimization, on one hand, and of the scalar valued &-duality results, on the other, for Esolutions in vector optimization. The significance of &-solutions in vector optimization arises from the fact that optimization algorithms often produce such results instead of the exact solutions. Using the above theory we obtain guidance in situations when we want to use duality without knowing the solutions exactly. It appears that the duality relations remain true, in general, but we have to cope with sl~ch problems as the increase of the approximation error when we start e. g. from saddle points.
