Abstract-Markov reward models have interesting modeling applications, particularly those addressing fault-tolerant hardware/ software systems. In this paper, we consider a Markov reward model with a reward structure including only reward rates associated with states, in which both positive and negative reward rates are present and null reward rates are allowed, and develop a numerical method to compute the distribution function of the cumulative reward till exit of a subset of transient states of the model. The method combines a model transformation step with the solution of the transformed model using a randomization construction with two randomization rates. The method introduces a truncation error, but that error is strictly bounded from above by a user-specified error control parameter. Further, the method is numerically stable and takes advantage of the sparsity of the infinitesimal generator of the transformed model. Using a Markov reward model of a fault-tolerant hardware/software system, we illustrate the application of the method and analyze its computational cost. Also, we compare the computational cost of the method with that of the (only) previously available method for the problem. Our numerical experiments seem to indicate that the new method can be efficient and that for medium size and large models can be substantially faster than the previously available method.
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INTRODUCTION
M ARKOV reward models (MRMs) have interesting modeling applications, particularly those addressing faulttolerant hardware/software systems. An MRM is a (time homogeneous) continuous-time Markov chain (CTMC) with a reward structure imposed over it. The reward structure may reflect several properties of the system behavior: performance, power consumption, cost, etc. The reward structure may include, in general, reward rates associated with states and impulse rewards associated with transitions. In this paper, we consider MRMs with a reward structure including only reward rates associated with states. The reward rate r i associated with state i has the meaning of rate at which the reward is earned, while the CTMC is in state i.
In this paper, we are concerned with the computation of the distribution function of the cumulative reward till exit of a subset of transient states of an MRM. More specifically, we consider an MRM with an underlying finite CTMC X ¼ fXðtÞ; t ! 0g with infinitesimal generator and state space ¼ S [ fag, where S 6 ¼ ; includes transient states and a is an absorbing state that is eventually entered with probability 1, and a reward rate structure r i ; i 2 S, with jr i j < 1. Let T denote the time of absorption of X, i.e., T ¼ minft ! 0 : XðtÞ ¼ ag. The measure considered in the paper is
where RðT Þ ¼ R T 0 r XðÞ d is the cumulative reward up to absorption of X. Let S 0 ¼ fi 2 S : r i ¼ 0g; S þ ¼ fi 2 S : r i > 0g; S À ¼ fi 2 S : r i < 0g:
A transformation of the CTMC X making easy the computation of F ðsÞ for the case S 0 ¼ S À ¼ ;, s ! 0 was developed in [1] . The modified CTMC Y has same state space and initial probability distribution as X and has an infinitesimal generator with elements b i;j ; i 2 S, obtained by dividing by r i the elements a i;j of the infinitesimal generator of X, and verifies Pr½RðT Þ s ¼ Pr½Y ðsÞ ¼ a. It follows that F ðsÞ ¼ Pr½Y ðsÞ ¼ a, which can be computed using standard methods, e.g., ODE solvers or randomization (also called uniformization) [2] , [3] . That model transformation was generalized to cover the case S À ¼ ;, s ! 0 in [4] , where it was shown how to build a modified CTMC Y with state space S þ [ fag such that RðT Þ has the same probability distribution as minft ! 0 : Y ðtÞ ¼ ag, implying F ðsÞ ¼ Pr½Y ðsÞ ¼ a. The same case was analyzed in [5] for semiMarkov reward models with only reward rates associated with states. There, a model transformation similar in spirit to the one described in [4] was developed and several alternatives were proposed to solve the transformed semiMarkov reward process. The approach in [4] can be easily extended to cover the case S þ ¼ ;, s 0 by noting that:
1. inverting the sign of the reward rates maps the case S þ ¼ ; into the case S À ¼ ; and makes the cumulative reward up to absorption equal to ÀRðT Þ, 2. Pr½RðT Þ s ¼ Pr½ÀRðT Þ ! Às ¼ 1 À Pr½ÀRðT Þ < Às, 3. for s ¼ 0; Pr½ÀRðT Þ < Às ¼ 0, and 4. for s < 0; Pr½ÀRðT Þ < Às ¼ Pr½ÀRðT Þ Às, since, being ÀRðT Þ the minimum time at which the modified CTMC corresponding to the mapped MRM is in state a; ÀRðT Þ has a continuous distribution function for values > 0. To the best of our knowledge, the computation of F ðsÞ for MRMs with a reward structure in which both positive and negative reward rates are present has been considered only in [6] . There, closed-form expressions for the conditional probabilities Pr½RðT Þ s j RðT Þ > 0, s > 0, Pr½ÀRðT Þ s j RðT Þ < 0, s > 0, and closed-form expressions for the probabilities Pr½RðT Þ > 0 and Pr½RðT Þ < 0 were derived for the case S 0 ¼ ;, S þ 6 ¼ ;, S À 6 ¼ ;. These expressions depend on two matrices that are independent of s and can be computed using an iterative algorithm described in [6] . Using a model transformation similar to the one developed in [4] to "eliminate" the states in S 0 and obtaining the above probabilities on the transformed model, F ðsÞ can be computed easily for the case S þ 6 ¼ ;, S À 6 ¼ ;.
The reward rate r a associated with the absorbing state a does not have any effect on F ðsÞ. We can then assume that r a ¼ 0. Doing so, we clearly have F ðsÞ ¼ Pr½ so, in principle, one could estimate F ðsÞ by computing F t ðsÞ ¼ Pr½ R t 0 r XðÞ d s for t large enough. The distribution function F t ðsÞ, often referred to as performability, a more general concept introduced in [7] , has received much attention in the last years and there exists currently several methods for the computation of F t ðsÞ [8] , [9] , [10] , [11] , [12] , a method for the computation of Pr½ R t 0 r XðÞ d > s ¼ 1 À F t ðsÞ [13] (see also [14] ), two methods for the computation of the distribution function of the timeaveraged cumulative reward, Pr½ð1=tÞ R t 0 r XðÞ d s ¼ F t ðtsÞ, [15] , [16] , a method for the computation of Pr½ð1=tÞ R t 0 r XðÞ d > s ¼ 1 À F t ðtsÞ [16] , and a method for the computation of bounds for F t ðsÞ [17] . All these methods require r i ! 0, i 2 , and thus, to apply them in the case S þ 6 ¼ ;, S À 6 ¼ ; one has to replace r i , i 2 , by r 0 i ¼ r i À min j2S À r j and use
We also mention the methods described in [18] , which, for MRMs satisfying certain conditions, allow to compute efficiently bounds for Pr½ R t 0 r XðÞ d > s ¼ 1 À F t ðsÞ for the case S þ 6 ¼ ;, S À 6 ¼ ;. However, there does not seem to exist any criterion for selecting t large enough so that F t ðsÞ is close to F ðsÞ. This leaves the method based on the results given in [6] as the only alternative for the computation of F ðsÞ for the case S þ 6 ¼ ;, S À 6 ¼ ;. As we shall illustrate, the computational cost of that method can be quite high for medium size and large MRMs. With that motivation, we will develop a new numerical method for the computation of F ðsÞ for the case S þ 6 ¼ ;, S À 6 ¼ ;. The method combines a model transformation step with the solution of the transformed CTMC model using a randomization construction with two randomization rates. As we shall illustrate, the use of two randomization rates instead of a single one may reduce significantly the computational cost of the method. The method introduces a truncation error, but that error is strictly bounded from above by a userspecified error control parameter. An important feature of the method is that it is numerically stable. Another important feature is that it takes advantage of the sparsity of the infinitesimal generator of the transformed CTMC model. The rest of the paper is organized as follows. The method is developed in Section 2 and its sections. Using an MRM of a fault-tolerant hardware/software system, in Section 3, we illustrate the application of the method and analyze its computational cost. Also, we compare the computational cost of the method with that of the method based on the results given in [6] . Finally, we present our conclusions in Section 4. The Appendix, which can be found on the Computer Society Digital Library at http:// doi.ieeecomputersociety.org/10.1109/TDSC.2010.49, includes two proofs, the theorem establishing the correctness of a generalized randomization construction in which different randomization rates are allowed in different states, and the development and description of numerically stable procedures for the computation of some quantities required by the method.
THE METHOD
To develop the method, we will proceed by steps. In Section 2.1, we will construct a CTMC with state space S þ [ S À [ fag such that the difference between the times spent by that CTMC in S þ and S À until absorption in state a is a random variable with the same probability distribution as RðT Þ. In Section 2.2, we will analyze the probability distribution of that variable using a randomization construction with two randomization rates. The result will be a closed-form expression for F ðsÞ in the form of a sum with infinite domain whose terms are the products of some probabilities. In Section 2.3, we will show how the infinite sum can be truncated with strictly bounded from above error. In Section 2.4, we will develop computable expressions for the probabilities. In Section 2.5, we will summarize the computational steps of the method and describe some implementation details. Finally, in Section 2.6, we will discuss the numerical stability and computational cost of the method.
Before entering into the details of the method, we introduce some notation. In general, vectors will be understood as column vectors, using the superscript T to denote the transpose operator. As usual, the identity (respectively, all zeroes) matrix will be denoted by I (respectively, O), and an all ones (respectively, zeroes) vector by 1 (respectively, 0), in all cases with appropriate dimensions as given by the context. By 1 c , we will denote the indicator function returning the value 1 if condition c is satisfied and the value 0 otherwise. We will use j Á j to denote the cardinality of a set. For notational convenience, we define an additional subset:
The ði; jÞth element of a matrix M will be denoted by m i;j , whereas the symbol M y;z with y; z 2 f0; þ; À; AEg will denote the submatrix of M formed by the elements m i;j with i 2 S y and j 2 S z . In a slight abuse of notation, M y;a with y 2 f0; þ; À; AEg will denote the subvector of M formed by the elements m i;a with i 2 S y . The ith element of a vector v will be denoted by v i , using v y with y 2 f0; þ; À; AEg to denote the subvector of v formed by the elements v i with i 2 S y . Finally, diag½v i i2G will denote a diagonal matrix with diagonal elements v i ; i 2 G. Throughout the paper, we will use the convention 0 0 ¼ 1.
Model Transformation
In this section, we will construct a CTMC Y ¼ fY ðtÞ; t ! 0g with state space S AE [ fag such that
where
The construction of Y is conceptually simple and can be justified following the line of reasoning in [4] . First, we "eliminate" the states in S 0 so that the CTMC spends zero time in them, keeping the sequence of visited states in S AE . Second, we divide by jr i j the elements c i;j ; i 2 S AE , of the infinitesimal generator C of the CTMC with states in S 0 eliminated so that holding times in the new CTMC Y have identical probability distributions as the rewards earned in those holding times in the CTMC with states in S 0 eliminated and unscaled infinitesimal generator elements. Let A and denote the infinitesimal generator and initial probability distribution vector of X. We assume both partitioned according to ¼ S 0 [ S AE [ fag and write
Then, assuming that S 0 6 ¼ ;, the infinitesimal generator B and the initial probability distribution vector of Y are
Note that ÀA Obtaining C and in the case S 0 6 ¼ ; is similar to the elimination of states with zero reward rate in the model transformation step developed in [5] , and the alternatives discussed there could be used. However, here, to avoid subtractions, we will obtain C and by performing the Gaussian elimination of the block A 0;0 in the matrix
yielding a matrix
where U 0;0 is upper triangular. Calling D ðmÞ ; m ¼ 1; . . . ; jS 0 j, the matrix obtained by performing Gaussian elimination up to the mth diagonal element of A 0;0 in D, it can be checked that in the procedure, no subtractions occur except in the computation of the (negative) diagonal elements of D ðmÞ . These subtractions can be easily avoided by computing those diagonal elements as the sum, with the sign reversed, of the corresponding off-diagonal elements.
Closed-Form Expression for F ðsÞ
In this section, we will obtain a closed-form expression for F ðsÞ based on a randomization construction for Y with two randomization rates. Let us start by reviewing the (standard) randomization construction [19] applied on Y . Consider any Ã ! max i2S AE [fag À b i;i and let the (time homogeneous) dis-
. . .g with the same state space and initial probability distribution as Y and transition matrix I þ ð1=ÃÞB. Consider now the stochastic process Z ¼ fZðtÞ; t ! 0g obtained by associating with the state visiting process b Y independent exponential visit durations with parameter Ã (when referring to Z, we will say that b Y has been randomized with rate Ã). Then (see, e.g., [20, Theorem 4.19] ), Z is probabilistically identical to Y , and anything depending on the probabilistic path behavior of Y can be computed using Z instead. 
, and is randomized with rate Ã i in each state i 2 S AE [ fag. In this paper, for efficiency reasons, we will consider a randomization construction with two randomization rates: one, Ã þ ! max i2S þ À b i;i , for the states in S þ [ fag, and another,
where We can now obtain the sought formalization for
Let Q k þ ;k À denote the probability that, starting in S AE , the DTMC b Y will enter state a after exactly k þ visits to states in S þ and k À visits to states in
s. By construction, Z spends an independent exponentially distributed time with parameter Ã þ in each visit of b Y to S þ and an independent exponentially distributed time with parameter Ã À in each visit of b Y to S À . Then, using the probabilistic identity of Y and Z asserted by Proposition 1 and the theorem of total probability
implying that
The formulation for F ðsÞ given by (2) is the basis of the method. It remains to truncate the infinite sum and derive computable expressions for the probabilities Q k þ ;k À and P k þ ;k À ðsÞ. We will address these issues in the following sections.
Truncation of the Infinite Sum
We will perform three truncations to the infinite sum of (2). The first truncation will delete the pairs ðk þ ; k À Þ with k þ > N þ ! 0, the second truncation will delete the pairs
, and the third truncation will delete the pairs
NÞ of pairs ðk þ ; k À Þ over which the sum will have to be computed is
and is illustrated in Fig. 1 for the case 
Let " > 0 be an error control parameter. Then, to compute F ðsÞ using b F ðsÞ with truncation error bounded from above by ", it is enough to select N þ ; N À , and N as starting at n ¼ 0. We start by discussing the computation of
2), it follows that ðnÞ is the probability that starting in S AE , the DTMC b Y will enter the absorbing state a after more than n visits to S AE or, equivalently, that b Y will be in S AE at step n. Then, ðnÞ ¼ ðnÞ AE T 1, where vectors ðnÞ AE can be computed for increasing n starting at n ¼ 0 using ð0Þ AE ¼ AE and ðnÞ AE T ¼ ðn À 1Þ AE T P AE;AE ; n > 0.
We note that the existence of ðI À P À;À Þ À1 is guaranteed by the fact that all states i 2 S À are transient in b Y . Let þ ðnÞ denote the probability distribution vector of b Y þ at step n. From the definition of Q k þ ;k À , it follows that þ ðnÞ is the probability that starting in S AE , the DTMC b Y will enter the absorbing state a after more than n visits to S þ or, equivalently, that b Y þ will be in S þ at step n. Then, we have þ ðnÞ ¼ þ ðnÞ þ T 1, where vectors þ ðnÞ þ can be computed for increasing n starting at n ¼ 0 using
. . .g with state space S À [ fag defined from b Y by "jumping over" the states in S þ . The transition matrix P À and initial probability distribution
We note that the existence of ðI À P þ;þ Þ À1 is guaranteed by the fact that all states
À ðnÞ is the probability that starting in S AE , the DTMC b Y will enter the absorbing state a after more than n visits to S À or, equivalently, that b Y À will be in S À at step n. 
Calling Q ðmÞ ; m ¼ 1; . . . ; jS À j, the matrix that is obtained by performing Gaussian elimination up to the mth diagonal element of ÀðI À P À;À Þ in Q, it can be checked that no subtractions occur in the procedure provided that the (negative) diagonal elements of Q ðmÞ À;À are computed as the sum, with the sign reversed, of the corresponding offdiagonal elements. The matrix P À and the vector À can be obtained without subtractions similarly.
To conclude this section, we note that, given the previously commented interpretations of ðnÞ; 
Computable Expressions for the Probabilities
We start by deriving computable expressions for 
reducing the problem of computing
These vectors are related by the following set of recurrences, which follow from applying backward renewal equations on b Y :
We deal next with the probabilities P k þ ;k À ðsÞ; ðk þ ; k À Þ 2 DðN; N þ ; N À Þ. These probabilities, for which there does not seem to exist efficient closed-form expressions, are related by the recurrences given by the following theorem.
for k À > 0,
and for k þ > 0 and k À > 0,
Assume that s 0. Then, for k À > 0, under the convention 0 0 ¼ 1,
Proof. See the Appendix, which can be found on the Computer Society Digital Library at http://doi. ieeecomputersociety.org/10.1109/TDSC.2010.49. t u In the following section, we will summarize the computational steps of the method and describe how (4)-(12) and the recurrences given by Theorem 1 are used in the numerical evaluation of b F ðsÞ in (3).
Computational Steps
According to our previous developments, the proposed method to compute F ðs i Þ; i ¼ 1; 2; . . . , with truncation error bounded from above by " can be summarized in the following computational steps:
1. Obtain the matrix B and the vector from the matrix A and the vector as described in Section 2.1. 2. Choose the randomization rates Ã þ ! max i2S þ À b i;i and Ã À ! max i2S À À b i;i and compute the matrix P using (1). (For reasons of numerical stability, strict inequalities should hold-see Section 2.6.) 3. Compute the truncation parameters N þ , N À , and N as described in Section 2.3.
Compute the probabilities
NÞ are computed once using (4)- (12) 
, and accumulate the sum of b F ðs i Þ using the so-called Kahan's summation algorithm (see, e.g., [20] ), which yields excellent relative accuracy to compute the sum of a set of floating-point values with the same sign [20] . Finally, for each s i 0, we obtain, if
n¼0 P n ðÃ À js i jÞ, 1 k À N À , using the procedure described in the Appendix, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety. org/10.1109/TDSC.2010.49, and store them. Then, we obtain P k þ ;k À ðs i Þ, ðk þ ; k À Þ 2 DðN þ ; N À ; NÞ, using Theorem 1, traversing the domain DðN þ ; N À ; NÞ by columns (increasing k þ , starting at k þ ¼ 0 and, for each k þ , increasing k À ), and accumulate the sum of b F ðs i Þ using Kahan's summation algorithm.
Numerical Stability and Computational Cost
The procedures for the computation of P k þ ;0 ðsÞ ¼ T R k þ ðÃ þ sÞ, s > 0, and P 0;k À ðsÞ ¼ T L k À ðÃ À jsjÞ; s 0, described in the Supplemental Appendix, which can be found on the Computer Society Digital Library at http://doi. ieeecomputersociety.org/10.1109/TDSC.2010.49, are, ignoring underflows in Poisson probabilities, numerically stable and, ignoring those underflows, compute P k þ ;0 ðsÞ and P 0;k À ðsÞ with very small relative error. Those procedures depend on a parameter ; 0 < < 1, to be defined below. No subtractions occur in the rest of the method except in the computation of the diagonal elements of the matrix P using (1), namely, p i;i ¼ 1 À jb i;i j=Ã þ ; i 2 S þ , and p i;i ¼ 1 À jb i;i j=Ã À ; i 2 S À . In order to avoid these subtractions to have an important impact on the relative error with which the probabilities Q k þ ;k À are computed, we take
À3 . As a conclusion, the method is numerically stable and, ignoring underflows and overflows, round-off errors should have a small impact on the relative error with which F ðsÞ is computed. The truncation error is strictly bounded from above by the user-specified error control parameter ". Overflows and underflows are very unlikely to happen except for underflows in Poisson probabilities (consider, for instance, the expression for P k þ ;0 ðsÞ; k þ > 0, for the case s > 0 and the expression for P 0;k À ðsÞ; k À > 0, for the case s < 0 when k À ( Ã À jsj), underflows in the computation of the probabilities P k þ ;k À ðsÞ, k þ > 0; k À > 0, using the recurrences of Theorem 1, and underflows in the products Q k þ ;k À P k þ ;k À ðsÞ involved in the computation of b F ðsÞ using (3). The problem with underflows is that they may introduce a large relative error at the point they occur, raising the issue of how large the resulting error in b F ðsÞ can be. However, it can be justified that the absolute error introduced in b F ðsÞ by those underflows will be very small in realistic scenarios if enough precision is used. The justification is based on a rough upper bound for the absolute error. To derive the bound, we will assume that the underlying arithmetic is exact and will analyze the error introduced in b F ðsÞ by discarding Poisson probabilities, probabilities P k þ ;k À ðsÞ, k þ > 0; k À > 0, and products Q k þ ;k À P k þ ;k À ðsÞ whose value is <, where ; 0 < < 1, is such that underflows in the actual arithmetic can only happen when the computed value is < in absolute value.
Theorem 2. In exact arithmetic, the absolute error introduced in b F ðsÞ by discarding the Poisson probabilities whose value is <, the probabilities
, whose value is < , and the products
NÞ whose value is < is bounded from above by
Proof. See the Appendix, which can be found on the Computer Society Digital Library at http://doi. ieeecomputersociety.org/10.1109/TDSC.2010.49.
t u
The upper bound given by Theorem 2 is small enough to guarantee for practical purposes that the absolute error in b F ðsÞ caused by underflows will be negligible if enough precision is used. Consider, for instance, that all computations are carried out using the 64-bit binary format defined in the IEEE 754 floating-point standard [21] . In that case, we can take
, the upper bound given by the theorem is bounded by ð2ð2M þ1ÞðM þ The truncation parameters N þ ; N À , and N depend on the characteristics of b Y and it is difficult, in general, to anticipate their values. It is also difficult to anticipate the computational cost of the Gaussian eliminations since it depends on the amount of fill that occurs during them. That fill can be reduced heuristically by using an appropriate ordering of the states associated with the rows of the blocks that have to be eliminated. This is equivalent to performing symmetrical permutations of rows and columns intersecting the block that has to be eliminated and several criteria are available for choosing those permutations [22] . In our implementation, we did not follow any criterion and used the ordering of the states induced by the order in which the states were generated. For MRMs with a number of states neither too small nor too large, the cost of the computation of the probabilities Q k þ ;k À ; ðk þ ; k À Þ 2 DðN þ ; N À ; NÞ, will often dominate the computational cost of the method. Let K denote the number of non-null elements of P. From (4)- (12), it follows that computing one probability Q k þ ;k À has a cost OðKÞ time. In addition, given the recurrences (5)- (12) 
memory. For MRMs having a very small number of states, the computational cost of the method would be dominated by the computation of the probabilities P k þ ;k À ðsÞ, specially if F ðsÞ has to be computed for several values of s. For MRMs with a very large number of states, the computational cost of the Gaussian eliminations could be relatively important due to an important fill during these eliminations.
ANALYSIS
In this section, we will illustrate, using a scalable example, the application of the method. We will also analyze the computational cost of the method and compare it with that of the alternative method based on the results given in [6] . The scalable example is a hardware/software faulttolerant system controlling a manufacturing process. The system has n s control sites numbered as 1; 2; . . . ; n s . Each site includes two redundant computers and a fault-tolerant software using the recovery block technique (each computer holds its own copy of the primary and secondary versions of the software). In that technique [23] , an acceptance test checks the outputs of the primary version of the software and the secondary version is activated if the check is unsuccessful. In that case, the outputs of the secondary version are also checked by the acceptance test. We assume that, initially, each site is running the primary software version in one of the computers, while the second computer is in standby (but not running any version of the software). For control site i; 1 i n s , the failure rate of the primary software version is PSi . Upon occurrence of a failure in the primary software version, with probability C Si , the control task can be resumed using the secondary software version held in the same computer and the primary software version is restarted with rate PSRi . When the restart finishes, the primary software version becomes the one active again. With probability 1 À C Si , the control task cannot be resumed using the secondary software version and a global software restart of both versions of the software has to be carried out on the computer that was running them. That restart has rate GSRi . After that software restart operation, the primary software version becomes active again. The secondary software version of site i; 1 i n s , has failure rate SSi , and any failure in that secondary software version requires executing the global software restart with rate GSRi on the computer running the software, after which the primary software version becomes the one active. For control site i; 1 i n s , the failure rate of each computer is Hi . When one computer is running the primary software version or running the secondary software version and restarting the primary software version or performing a global restart of both software versions, and the second computer is in standby, with (coverage) probability C Hi , the site tolerates the failure of any computer without stopping the running software and the software restart operation, and with probability 1 À C Hi , the failure of a computer requires performing a hardware restart, after which the site is left with a single computer running the primary software version. The time taken by that restart follows an Erlang distribution with n HRi stages and mean value
À1
HRi . When only one computer is left, the failure of the computer makes the control site and the system fail. We assume that there is an unlimited number of repairmen to perform software and hardware restarts. Fig. 2 shows the state transition diagram of the CTMC underlying the MRM of the system with one control site and n HR1 ¼ 1. Entry into the absorbing state a captures the failure of the system due to the failure of both computers of the site. For the system with more than one control site, entry into the absorbing state a would capture the failure of the system due to the failure of both computers in any of the control sites.
We will consider instances of the scalable example with two, three, four, and five control sites. For n s ¼ 2, we will use the following values: 
In all cases, we will take C Si ¼ 0:9; PSRi ¼ 0:5 h À1 , GSRi ¼ 0:15 h À1 , C Hi ¼ 0:98, and HRi ¼ 0:12 h À1 , 1 i n s , leaving n HRi , 1 i n s , as parameters. We associate a reward rate 1 h À1 with the states in which all control sites are working with the primary software version (see states 1 and 5 in Fig. 2) , a reward rate 0 with the states in which all control sites are working, but some site is using the secondary software version (see states 2 and 6 in Fig. 2) , and a reward rate À100 h À1 with the states in which some control site is temporarily not working because a global software restart or a hardware restart is under way (see states 3, 4, and 7 in Fig. 2) . Reward rates of 1 h À1 are interpreted as rate of economic benefit resulting from the use of the system with all control sites using the primary software versions, reward rates of 0 model the fact that no economic benefit (but also no economic loss) results from the use of the system with some control site using the secondary software version, and reward rates of À100 h À1 model the rate of economic loss resulting from some control site being temporarily not working. With that interpretation, F ðsÞ is the distribution function of the economic benefit resulting from the use of the system until it fails because of the failure of both computers in any of the control sites. That economic benefit could be balanced against the acquisition cost of the system. All results were obtained on a workstation equipped with four Quad-Core Intel Xeon X7350 2.93 GHz processor chips with 64 kB of level 1 cache per core and 8 MB of level 2 cache per core pair, and 64 GB of main memory, using only one core and the IEEE 754 64-bit binary format. For the parameter on which the procedures described in the online Supplemental Appendix, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety. org/10.1109/TDSC.2010.49, depend, we took ¼ 2 À1022 ¼ 2:225 Â 10 À308 . We start by illustrating the application of the method. Fig. 3 plots F ðsÞ as a function of s for the MRM of the fault-tolerant system with five control sites and n HRi ¼ 1, 1 i 5. An interesting observation is that the economical benefit resulting from the use of the system is negative with a non-negligible probability. That probability is equal to 0.1657. Now, we turn to the analysis of the computational cost of the method. We start by analyzing that cost when the method is run with a single s and increasingly stringent error requirements for the MRM of the fault-tolerant system with five control sites and n HRi ¼ 1, 1 i 5. 
, and the number of non-null elements of the matrix P was K ¼ 2;806;745. We can note that the CPU times are reasonable and increase moderately as the error requirement becomes more stringent. In addition, as expected, most of the CPU time is spent computing the probabilities Q k þ ;k À . The maximum memory consumption was about 369 MB.
In order to get some insight into how the cost of the method scales with the size of the MRM, we ran the method for the MRM of the fault-tolerant system with two, three, four, and five control sites and increasing numbers of Erlang stages. In Table 2 , we give jSj, jS 0 j, jS þ j, jS À j, and the number K of non-null elements of P for each of the MRMs, and N þ ; N À ; N; jDðN þ ; N À ; NÞj, and the CPU times in seconds for s ¼ À10; 000 and " ¼ 10 À8 . As can be seen, the CPU times range from a fraction of a second to %1:8 h. The maximum memory consumption was about 540 MB. Although it is not possible to draw general conclusions from the results of a few MRMs, it seems that the method described in the paper can solve in reasonable CPU times MRMs with %100;000 states and K % 3;750;000.
The use of two randomization rates may reduce significantly the computational cost of the method. To illustrate this point, we ran the method for the MRM of the fault-tolerant system with five control sites and n HRi ¼ 1; 1 i 5, using a single randomization rate maxfÃ þ ; Ã À g. That randomization rate was maxf1:528634 Table 1 , using a single randomization rate results in a large increase in N þ . The truncation parameter N also increases. Essentially, this is because the maximum output rate of Y in S À is larger than in S þ and using the same randomization rate in all states slows down significantly the pace at which b Y þ enters the absorbing state, resulting in a substantial increase in N þ , and the pace at which b Y enters the absorbing state, making N larger as well. As a consequence, jDðN þ ; N À ; NÞj, and accordingly, the CPU times are much larger. Therefore, for this particular example, using different randomization rates in S þ and S À reduces significantly the computational cost of the method.
In view of the results of Table 3 and the ensuing discussion, it is clear that the smaller the randomization rates Ã þ and Ã À are, the smaller the domain DðN þ ; N À ; NÞ will be, making the method less costly. This raises the question of whether the use of randomization rates slightly larger than needed (see Section 2.6), which is important in order to ensure the numerical stability of the method, may have an important impact on its computational cost. To address this issue, we ran the method for the first three cases reported in Table 1 
À3 . The result was that taking ¼ 10 À3 yielded an average increase of about 0.7 percent in the CPU times. This seems to be a very reasonable price to pay for ensuring the numerical stability of the method.
To conclude this section, we will compare the new method proposed in this paper with the method based on the results given in [6] . We recall that these results are: 1) closed-form expressions for the probabilities Pr½RðT Þ s j RðT Þ > 0, s > 0, Pr½ÀRðT Þ s j RðT Þ < 0, s > 0; Pr½RðT Þ > 0, and Pr½RðT Þ < 0, and 2) an iterative algorithm to compute the two matrices É and É r on which these closed-form expressions depend (the matrices themselves are independent of s). Both the matrices and the probabilities require S 0 ¼ ;, and thus, have to be computed using the transformed CTMC Y (see Section 2.1). Once the probabilities have been obtained, F ðsÞ can be evaluated as
Therefore, the alternative method consists of three steps: 1) construction of the transformed CTMC Y as described in Section 2.1, 2) computation of the matrices É and É r for the transformed CTMC Y using the iterative algorithm, and 3) evaluation of (13) on the transformed CTMC Y at the required s. We have found that the algorithm, which has to be applied once to obtain É and a second time to obtain É r , breaks down in both cases because one of the involved matrices turns out to be singular. Using the same notation as in [6] , that matrix is the matrix I À A 1 ð0; Þ (see second and third lines of the listing given in [6, pp. 254-255]), whose last row becomes 0 T . To solve this problem, it is enough to set the bottom-most, rightmost element of the matrix to 1. The algorithm has quadratic convergence and will typically require few steps. However, each step involves the inversion of a matrix of size ðjS AE j þ 1Þ Â ðjS AE j þ 1Þ. Therefore, the cost of the algorithm is OðjS AE j 3 Þ time and OðjS AE j 2 Þ memory. That cost will often dominate the computational cost of the alternative method. For MRMs with a number of states neither too small nor too large, the proposed method will often have a computational cost OðKN þ N À Þ time and
AE jÞ memory (see Section 2.6). Since it is difficult, in general, to anticipate the values of N þ ; N À , and K, it is not possible to conclude which method is the least costly in general. However, the fact that the time complexity of the second step of the alternative method is OðjS AE j 3 Þ suggests that for medium size and large MRMs, the method proposed in this paper can be faster. To illustrate that indeed this can be the case, we implemented the alternative method using the well-known GNU Scientific Library [24] together with the high-performance basic linear algebra package ATLAS [25] . In our implementation, the matrices É and É r are computed using the iterative algorithm described in [6] with the previously commented modification. The required matrix inverses are computed by means of LU decomposition. The probabilities involved in (13) are evaluated as follows. Let
, let Á be the diagonal matrix with diagonal elements equal to one minus the row sums of É, and let Á r be the diagonal matrix with diagonal elements equal to one minus the row sums of É r . Then, interpreting the transformed CTMC Y as an MRM in which the states in S þ (respectively, S À ) have reward rate equal to one (respectively, minus one) and using [6, Theorem 5.1], r K r Á r . Since and G can be interpreted as the restriction of the initial probability distribution vector and infinitesimal generator of some absorbing CTMC to its transient states, and r and G r can be interpreted similarly, the terms T e Gs 1 and r T e G r ðÀsÞ 1 are computed with well-controlled error using the randomization technique. There are then two error control parameters in our implementation of the alternative method: one, " 1 , for the computation of the matrices É and É r using the iterative algorithm, and another, " 2 , for the computation of T e Gs 1 and r T e G r ðÀsÞ 1 using randomization. If " 1 ( " 2 , we can expect the actual error in F ðsÞ to be " 2 . Therefore, we set " 1 ¼ 10 À10 and ran the alternative method for the MRM of the fault-tolerant system with two, three, and four control sites and increasing number of Erlang stages for s ¼ À10;000 and " 2 ¼ 10 À8 . In Table 4 , we give the CPU times in seconds of the alternative method and the percentage of those CPU times invested in the the computation of É and É r . Comparing with the results reported in Table 2 , for the smallest MRMs (jS AE j 88), the proposed method is slower than the alternative method. However, since, as expected, the CPU time of the latter increases sharply with jS AE j, the proposed method is faster for the remaining larger MRMs, with a speedup ranging from 1.6 (jS AE j ¼ 287) to 681 (jS AE j ¼ 6;321). These results confirm that for medium size and large MRMs, the proposed method can be substantially faster than the alternative method, allowing the analysis with affordable computational resources of MRMs for which the alternative method is very expensive. Another advantage of the proposed method is that it has wellcontrolled error and is numerically stable, whereas in the alternative method, there is no direct relationship between the error control parameter " 1 and the actual error in F ðsÞ. Besides, the method could be unstable because the iterative algorithm for the computation of the matrices É and É r involves subtractions. In spite of this fact, we assessed the actual precision of the alternative method by comparing the value of F ðsÞ yielded by the proposed method with " ¼ 10 À10 and the one obtained with the alternative method with " 1 ¼ 10 À10 and " 2 ¼ 10 À8 for the MRMs for which results are reported in Table 4 for a set of 500 equally spaced abscissas ranging from À10;000 to 100,000. The result has been a maximum difference in absolute value between the two values of F ðsÞ equal to 5:3 Â 10 À9 . Therefore, it seems that at least for the MRMs we have tried, the alternative method is accurate.
CONCLUSIONS
We have developed a new method to compute the distribution function of the reward accumulated till exit of a subset of transient states of an MRM with a reward structure including only reward rates associated with states, in which both positive and negative reward rates are present and null reward rates are allowed. The new method combines a model transformation step with the solution of the transformed model using a randomization construction with two randomization rates. The method introduces a truncation error, but that error is strictly bounded from above by a user-specified error control parameter. In addition, the method is numerically stable and takes the advantage of the sparsity of the infinitesimal generator of the transformed model. We have illustrated the application of the method using an MRM of a hardware/software faulttolerant system. We have also analyzed the computational cost of the method and have compared it with that of the (only) alternative method for the problem. Our numerical experiments seem to indicate that the new method can be efficient and for medium size and large MRMs can be substantially faster than the alternative method. 
