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Branching programs are considered as a nonuniform model of computation in complexity theory
as well as a data structure for boolean functions in several applications. In many applications (e.g.,
verification), exact representations are required. For learning boolean functions f on the basis of
classified examples, it is sufficient to produce the representation of a function g approximating f . This
motivates the investigation of the size of the smallest branching program approximating f . Although
several nonapproximability results are contained in the papers on randomized branching programs,
these results often do not work for the uniform distribution (which is the most important one in
applications). Here, the following nonapproximability results are presented.
(1) It is proven that two simple and well-known functions from the branching program literature
require exponential size to be approximated with respect to the uniform distribution by OBDDs, which
are the most important type of branching programs in applications.
(2) The first truly exponential lower bound on the size of approximating syntactic read-k-times
branching programs with respect to the uniform distribution and error probability 1/2 − 2−(n), n the
input size, is shown. In order to improve upon the best previous results for error probabilities smaller
than 1/3, a strong combinatorial lemma from a paper of Ajtai on linear-length branching programs is
exploited. C© 2002 Elsevier Science (USA)
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1. INTRODUCTION AND MOTIVATION
BPs (branching programs), sometimes also called BDDs (binary decision diagrams), are a well-
established type of representation for boolean functions. (For the definitions see Section 2.) From a
complexity theoretical point of view, restricted BP variants have been considered for the purpose of
developing lower bound techniques. However, some of these variants are nowadays the most frequently
used data structures for boolean functions and have found many applications, in particular, in verification
and for CAD problems. (See [23] for a survey.)
OBDDs (ordered BDDs or oblivious read-once BPs) are strongly restricted BPs with good algorithmic
properties. They have been used also in learning theory and in genetic programming (see Krause
et al. [15] for an introduction to these applications). Here it is sufficient to present the problem briefly.
An unknown boolean function f : {0, 1}n → {0, 1} is described by a set of training examples (a, f (a)),
a ∈ S ⊆ {0, 1}n . Based on Occam’s razor theorem, one looks for a short representation of the training
examples and one cannot expect to describe f exactly. This motivates the problem of investigating the
minimal size of some restricted BP variants to approximate f sufficiently close.
Krause et al. [15] have started this approach. The direct storage access function DSA (also known
as multiplexer or index function) is one of the benchmark problems in genetic programming. Krause
et al. have shown that for almost all π the size of π -OBDDs approximating DSA grows exponentially.
Hence, a practical learning or genetic programming system has to learn the function and a good variable
order. Droste et al. [10] have designed such a system and experiments have shown its usefulness. These
applications motivate the complexity theoretical problem of proving lower bounds on the size of different
BP variants approximating a given function f .
1 Supported in part by DFG We 1066/9. A preliminary version of this work appeared in Proc. of 16th IEEE Conf. on Comp.
Compl., pp. 172--183, 2001. E-mail: bollig,sauerhof,wegener@ls2.cs.uni-dortmund.de (Ingo Wegener).
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We are interested in lower bounds which hold even for weak approximations with respect to the
uniform distribution and are only a little better than the trivial approximations by constants. In particular,
we are interested in the following questions:
— How can the known lower bound techniques for the exact case be adapted to work also for
approximations?
— Which functions are hard to approximate by OBDDs but easy to represent exactly by slightly
more general BP variants?
— What is the most general BP model for which we obtain exponential lower bounds on the size
of BPs that are weakly approximating some explicitly defined function?
2. DEFINITIONS
Here we introduce the branching program variants and the approximation concepts considered in this
paper. Other tools and the example functions are defined in the corresponding sections.
DEFINITION 1.
• A branching program (BP) on the variable set X = {x1, . . . , xn} is a directed acyclic graph
with node and edge labels. The graph has exactly one source. Each sink is labeled by a boolean constant
and each interior node is labeled by a variable from X . Interior nodes have two outgoing edges, one
labeled by 0 and the other one by 1.
• The BP represents a function f : {0, 1}n → {0, 1} defined on the variables from X . For an
assignment a to the variables, f (a) is defined as the label of the sink reached by starting at the source
and following the outgoing ai -edge at xi -nodes. The path traced in this way is called the computation
path for a. The evaluation of a variable on such a path is also called a test.
• A BP is called (syntactic) read-k-times if, for each i ∈ {1, . . . , n}, each of its graph-theoretical
paths contains at most k nodes labeled by xi .
• A BP is called s-oblivious, for a sequence of variables s = (s1, . . . , s), si ∈ X , if the set of its
interior nodes can be partitioned into disjoint sets Vi , 1 ≤ i ≤ , such that all nodes from Vi are labeled
by si and the edges leaving Vi -nodes reach a sink or a Vj -node where j > i .
• An OBDD is an oblivious read-once BP. It is called π -OBDD if its sequence of variables is
fixed to a permutation π of all variables (called its variable order).
• A randomized BP may additionally contain unlabeled (so-called randomized) interior nodes.
The randomized computation path for an input assignment a is obtained by starting at the source,
following the outgoing ai -edge for xi -nodes as for deterministic BPs, and taking one of the outgoing
edges with probability 1/2 for randomized nodes until a sink is reached, where the decisions at different
randomized nodes have to be independent from each other. The probability that the BP computes the
output 1 for the input assignment a is the probability that the randomized computation path reaches
a sink labeled by 1. (This leads to the well-known models of randomized computation with one- or
two-sided error with bounded or unbounded error probability.)
• The size of a BP G, |G|, is the number of its nodes. The length (also called computation time)
of G is the maximum number of edges on a computation path.
• For a BP model M and a boolean function f , let M( f ) denote the minimal size of an M-BP
representing f .
DEFINITION 2. Let µn: {0, 1}n → [0, 1] be a probability distribution. A deterministic M-BP approx-
imates fn: {0, 1}n → {0, 1} with error probability εn ∈ [0, 1] with respect to µn , if it represents a
function gn: {0, 1}n → {0, 1} with
µn{a | gn(a) = fn(a)} ≤ εn.
For µ = (µn)n∈N and ε = (εn)n∈N, where µn , εn are as above, let APX(µ, ε)-M be the class of all
sequences of boolean functions ( fn)n∈N, fn: {0, 1}n → {0, 1}, for which a sequence of M-BPs (Gn)n∈N
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exists such that each fn is approximated by Gn with error probability εn with respect to µn and Gn has
polynomial size.
We omit µn if it describes the uniform distribution. Obviously, each boolean function is approxi-
mated with error probability 1/2 by one of the two constant functions. Our definition implies that only
functions where µn( f −1n (0)) and µn( f −1n (1)) do not tend to 0 for n → ∞ can be hard for approxima-
tions. Since we are interested in lower bounds, this causes no problem and we do not discuss how to
define approximability for other functions. One of our nonapproximability results even holds for weak
approximations where the error probability εn quickly converges to 1/2 as the input size n goes to
infinity. All lower bounds in our paper are not only superpolynomial but are even exponential.
It is known (see, e.g., [17]) that each lower bound on the randomized communication complexity of
a function implies the existence of a distribution over the inputs for which a lower bound of the same
size holds for the distributional communication complexity of the function. The same result can be
proven for the randomized and approximating BPs. Nevertheless, this does not mean that hardness for
randomized BPs always implies hardness for approximating BPs according to the uniform distribution.
The following simple “padding argument” shows that, in general, this is not the case. Let f = ( fn) be
any function with exponential size for randomized M-BPs. Let f ∗2n be defined by
f ∗2n(a1, . . . , an, b1, . . . , bn) =
{
fn(b1, . . . , bn), if a1 = · · · = an = 0;
b1 ⊕ · · · ⊕ bn, otherwise.
The function f ∗ = ( f ∗2n) also has exponential size for randomized M-BPs, since this holds for the
partial assignment a1 = · · · = an = 0. Moreover, |( f ∗2n)−1(0)| ≈ |( f ∗2n)−1(1)|. However, b1 ⊕ · · · ⊕ bn
is a simple approximation with error probability 2−(n) whose π -OBDD size is linear.
3. SURVEY OF THE RESULTS
In the following, we give an overview on the rest of the paper. In Section 4, we describe the techniques
for proving lower bounds on the size of approximating BPs used later on. For OBDDs, the known
approach for the deterministic case based on communication complexity is extended to approximations,
whereas a more involved technique based on rectangle complexity is required for read-k-times BPs.
Krause et al. [15] have mentioned a function for which approximating OBDDs even with an error close
to 1/2 need exponential size. However, it is also difficult for that function to be represented by more
general BP variants. Here we try to improve this result in the following way. We look for functions that
are hard to approximate by OBDDs but are simple for many generalizations of OBDDs (Section 5), and
we look for functions that are hard to approximate by BP variants as general as possible (Section 6).
For our OBDD results, we require strong lower bounds on the one-way communication complexity
of the so-called index function in different scenarios. These results may even be of independent interest.
Our first main result is for the indirect storage access function ISA which has polynomial-size represen-
tations for decision trees, read-once BPs, 2-OBDDs, (1+1)-BPs, partitioned OBDDs with one variable
order, and nondeterministic OBDDs (for all common types of nondeterminism, namely the types OR,
AND, and EXOR). All these results and the required definitions can be found in [23]. Hence, ISA is a
quite simple function which nevertheless needs size 2(n/ log n) for randomized OBDDs with two-sided
error bounded by ε, if ε is a constant smaller than 1/2 [20]. Our result is that ISA can be approximated
by OBDDs of size O(n2/ log n) with an error bounded by 1/4, but approximating OBDDs with an
error bounded by 1/4 − ε, ε > 0 any constant, need exponential size. This again shows an interesting
difference between randomized OBDDs and approximating OBDDs. Afterward, we prove that approx-
imating OBDDs for the so-called hidden weighted bit function HWB with an error bounded by 1/2− ε,
ε > 0 any constant, need exponential size. HWB is also simple for many types of BPs, namely for all
types mentioned for ISA with the exception of decision trees and read-once BPs with a tree order of
polynomial size ([22], also in [23]).
Lower bounds on the size of approximations by read-k-times BPs have already been used to prove
lower bounds for the corresponding randomized models (see [7, 19, 21]). However, either these results
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are not for the uniform distribution or the required bounds on the error probability are smaller than 1/3.
In Section 6, we obtain a nonapproximability result for the uniform distribution and error probabilities
exponentially close to 1/2.
4. PROOF TECHNIQUES
In this section, we describe the techniques for proving lower bounds on the size of approximating
OBDDs and read-k-times BPs applied later on.
Nearly all known proofs of lower bounds on the size of BPs follow the same general pattern, whatever
the actual type of BPs may be. First, it is shown that a BP of the considered type for a given function f
can be turned into a cover of the input space of f (either disjoint or not, depending on the type of BPs)
by “well-structured” subsets that are a suitably defined variant of the combinatorial rectangles from
communication complexity theory. (See [11, 17] on rectangles and other notions from communication
complexity used here.) In the second part of the proof, one then derives a lower bound on the number
of rectangles in a rectangle cover for f .
The respective technique for oblivious BPs following this pattern goes back to papers of Jukna [12],
Alon and Maass [3], and Krause [13, 14]. The logarithm of the size of oblivious BPs can be directly
lower bounded in terms of (two-party) communication complexity; i.e., we (implicitly) work with the
usual notion of combinatorial rectangles here. We give a concrete description only for the special case
of OBDDs.
LEMMA 3. Let f be a boolean function defined on the variable set X = {x1, . . . , xn}. Let G be a
deterministic π -OBDD for f . For p ∈ {1, . . . , n − 1} define the partition  = (X1, X2) by X1 =
{xπ (1), . . . , xπ (p)} and X2 = X − X1. Then log |G| ≥ Doneway( f, ), where Doneway( f, ) denotes the
deterministic one-way communication complexity of f with respect to .
Approximations have been studied in communication complexity theory for proving lower bounds
on randomized communication complexity. For a distribution µ on the input space and ε < 1/2, the
(µ, ε)-distributional complexity of f , Dµ,ε( f, ), is the minimal communication complexity required
by a deterministic protocol according to the partition  of the input that incorrectly computes f on at
most an ε-fraction of the inputs with respect to µ. A well-known averaging argument due to Yao [24]
says that Dµ, ε( f, ) is a lower bound on the complexity of randomized protocols computing f with
ε-bounded two-sided error. Using Lemma 3, we obtain:
THEOREM 4. Let G be a π -OBDD which approximates f with error 0 ≤ ε < 1/2 with respect to the
distribution µ on the inputs. Let  be defined as in Lemma 3. Then log |G| ≥ Donewayµ, ε ( f, ), where
Donewayµ, ε ( f, ) is the distributional one-way communication complexity of f with respect to . We omit
the index µ if we mean the uniform distribution.
In order to apply known results on communication complexity to a new function, the following notion
(due to Babai et al. [4]) has turned out to be useful.
DEFINITION 5. Let f : X f × Y f → {0, 1} and g: Xg × Yg → {0, 1} be given, where X f , Y f , Xg, Yg
are finite sets. Call a pair (ϕ1, ϕ2) of functions ϕ1: X f → Xg and ϕ2: Y f → Yg a rectangular reduction
from f to g if g(ϕ1(x), ϕ2(y)) = f (x, y) for all (x, y) ∈ X f × Y f . If such a pair of functions exists for
f and g, we say that f is reducible to g.
It is easy to see that lower bounds on the deterministic or even randomized communication complexity
of r -round protocols for f transfer into lower bounds of the same size for g if f is reducible to g. By
choosing the rectangular reduction more carefully, the same approach can be made work also for
distributional complexity.
PROPOSITION 6. Let f and g be as in the definition above. Let µ f : X f × Y f → [0, 1] and µg: Xg ×
Yg → [0, 1] be probability distributions. Let (ϕ1, ϕ2) be a rectangular reduction from f to g. Define
ϕ(x, y) = (ϕ1(x), ϕ2(y)) for all x ∈ X f , y ∈ Y f . Suppose that for all A ⊆ X f ×Y f , µg(ϕ(A)) = µ f (A).
Then Donewayµ f , ε ( f,  f ) ≤ Donewayµg, ε (g, g), where  f = (X f , Y f ) and g = (Xg, Yg). In particular, the
above condition is fulfilled if µ f = µg and the rectangular reduction is one-to-one and onto.
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In [19] and [21], lower bounds on approximating read-once and read-k-times BPs have been proven
to obtain lower bounds for the corresponding randomized model. The technique is an extension of ideas
for the deterministic and nondeterministic case due to Okol’nishnikova [18] and Borodin et al. [9].
(Further sophisticated extensions of this approach have been made in [1, 2, 6–8], leading to the recent
lower bounds for length-restricted BPs.)
We will use the following generalized variant of combinatorial rectangles from [9]. Here it is more
convenient to represent a rectangle by the characteristic function of the respective set of inputs.
DEFINITION 7. Let X be a set of n variables. Let k, p be integers, where k ≥ 1 and 2 ≤ p ≤ n. Let
sets X1, . . . , Xkp ⊆ X be given with
(1) X1 ∪ · · · ∪ Xkp = X and |Xi | ≤ n/p, for i = 1, . . . , kp;
(2) each variable from X appears in at most k of the sets Xi .
A function r : {0, 1}n → {0, 1} is called a (k, p)-rectangle over {0, 1}n with respect to X1, . . . , Xkp if
there are functions r1, . . . , rkp: {0, 1}n → {0, 1} such that
(1) ri does not essentially depend on the variables from X − Xi , for i = 1, . . . , kp;
(2) r = r1 ∧ · · · ∧ rkp.
Given a boolean function f defined on X , a rectangle r is called f -monochromatic if r−1(1) ⊆ f −1(0)
or r−1(1) ⊆ f −1(1).
Let C k,p( f ) be the minimal number of f -monochromatic (k, p)-rectangles in a partition of the input
space of f (the sets X1, . . . , Xkp according to Definition 7 may be different for different rectangles).
By the results from [9, 18], we know that each deterministic read-k-times BP for f has size at least
(1/2) · (C k,p( f ))1/(kp).
Here we require lower bounds on approximations by rectangle partitions. For a distribution µ over the
inputs of f and 0 ≤ ε < 1/2, let C k,pµ,ε ( f ) be the minimum of C k,p(g) over all functions g which agree
with f on at least a (1 − ε)-fraction of the inputs with respect to µ. In order to prove large lower bounds
on the measure C k,pµ,ε , we look for functions with the following special property for all (k, p)-rectangles
over the input space.
DEFINITION 8. Let f be a boolean function defined on the set X of n variables, let µ be a probability
distribution over {0, 1}n , and let r be a (k, p)-rectangle over {0, 1}n . If there are real numbers α, β,
α > 0, such that
µ(r−1(1) ∩ f −1(0)) ≥ α · µ(r−1(1) ∩ f −1(1)) − β,
we say that r is (α, β)-balanced with respect to f and the distribution µ.
The following theorem from [19] says that if there are α and small β > 0 such that all (k, p)-rectangles
are (α, β)-balanced with respect to f , then f is hard to approximate by (k, p)-rectangles.
THEOREM 9. Let f be a boolean function defined on the set X of n variables and let µ be a probability
distribution over {0, 1}n. Suppose that there are α, β with α, β > 0 such that each (k, p)-rectangle over
{0, 1}n is (α, β)-balanced with respect to f and µ. Then, for 0 ≤ ε < 1/2,
C k,pµ,ε ( f ) ≥ β−1 · (α · µ( f −1(1)) − max(α, 1) · ε).
COROLLARY 10. Suppose that f satisfies the assumptions of Theorem 9 and let G be a read-k-times
BP which approximates f with error ε with respect to µ. Then |G| ≥ (1/2) · (C k,pµ,ε ( f ))1/(kp).
5. NONAPPROXIMABILITY RESULTS FOR OBDDs
In this section, we investigate three boolean functions modeling different aspects of storage access.
The first one, called index (IND) here (alternative names are direct storage access (DSA) or multi-
plexer (MUX)), is a basic function which can be represented correctly by linear-size OBDDs if a good
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variable order is chosen. The other two functions, called indirect storage access (ISA) and hidden
weighted bit (HWB), resp., are generalizations of the index function which turn out to be hard to ap-
proximate for all variable orders. In Section 5.1, we define and discuss these functions. In Section 5.2,
we prove that ISA has polynomial-size approximating OBDDs with error smaller than 1/4 but that each
approximating OBDD with error bounded by 1/4 − ε for any constant ε > 0 has exponential size.
Finally, in a third subsection, we prove that approximating OBDDs for HWB with error bounded by
1/2 − ε for any constant ε > 0 have exponential size. The crucial point is that ISA and HWB both have
polynomial-size exact representations by many BP models that are slight generalizations of OBDDs.
For the proof of the lower bound for ISA, we use the known result [15] that IND is hard to approximate
by one-way communication protocols for badly chosen partitions and thus also by OBDDs according to
badly chosen variable orders. The lower bound for HWB is based on a new nonapproximability result
for IND with respect to a nonuniform distribution on the inputs, which we believe to be of independent
interest.
5.1. Storage Access Functions
DEFINITION 11. Let X = {0, 1}n and Y = {0, 1, . . . , n − 1}. The index function INDn is defined on
inputs x = (x0, . . . , xn−1) ∈ X and y ∈ Y by INDn(x, y) = xy .
Usually, we will consider binary encodings for the values in Y and replace y by a vector of boolean
variables. We call the y-variables address variables and the x-variables data variables, since the index
function is obviously a model for storage access.
This function has an OBDD of size 2n + 1 if all address variables are tested before all data variables.
However, the function is hard to approximate if “many” address variables are tested before “many” data
variables (this is made concrete in Section 5.2). Now we define the functions ISA and HWB.
DEFINITION 12.
• For a = (a0, . . . , an−1) ∈ {0, 1}n let num(a) = a0 · 20 + · · · + an−1 · 2n−1. Let n = 2k ,
k = 2, and m = n/k = 2k−. ISAn is defined on n + k −  boolean variables, namely (x, y) =
(x0, . . . , xn−1, y0, . . . , yk−−1), by
ISAn(x, y) =
∨
0≤i≤m−1
∨
0≤ j≤n−1
(num(y) = i) ∧ (num(xi ) = j) ∧ x j ,
where xi = (xik, . . . , x(i+1)k−1), 0 ≤ i ≤ m − 1, is called the i th block of x .
• Let ‖a‖ denote the number of ones in the boolean vector a. HWBn is defined on the vector
x = (x1, . . . , xn) of boolean variables by HWBn(x) = x‖x‖, where x0 = 0.
Remark. To avoid a presentation cluttered with floors and ceilings, we consider ISAn only for n
with n = 22 for some . The later results remain true for inputs of arbitrary length if we multiply the
bounds on the error probabilities by correction factors of 1 + o(1) (for upper bounds) and 1 − o(1) (for
lower bounds), resp.
If we fix the y-vector of ISA, we almost obtain an index function. If num(y) = i , we have the address
vector xi and the data vector x . The minor difference compared to the index function is that the address
vector is also part of the data vector. Since each x-variable has the same chance (with respect to the
uniform distribution on the y-vectors) of being in the address vector, there is no variable order according
to which the address variables are always tested in the beginning.
HWB has the property that each xi is an address variable and a data variable. An interesting issue is
that the address ‖x‖ is not uniformly distributed over {0, . . . , n}, but binomially distributed with respect
to the parameters n and 1/2, since we consider uniformly distributed x ∈ {0, 1}n .
5.2. On the Nonapproximability of ISA by OBDDs
For each order on the variables of ISA, there are values of num(y) such that “many” data variables
are tested before “many” address variables. First, we examine the analogous situation for the index
function and one-way communication protocols.
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Kremer et al. [16] have proven a linear lower bound on the complexity of one-way communication
protocols that approximate the index function with respect to the worst partition where all data variables
are given to the first player (Alice), and all address variables are given to the second player (Bob). This
has been extended to fairly general partitions by Krause et al. [15]. We restate their result in the following
form:
LEMMA 13 [15]. Let  = (L , R) be an arbitrary partition of the input variables of INDn where n =
2k and the index y is described by k boolean variables. Suppose that the numbers of x- and y-variables
in L are D and (1 − α) log n, resp., where 0 ≤ α ≤ 1. Then, for any ε > 0, Donewayε (INDn, ) ≥
nα(D/(2n) − ε)2.
Now we prove the announced nonapproximability result for ISA.
THEOREM 14. For all constants α, δ > 0, the error probability for each OBDD whose size is bounded
by 2nδ−1 and that approximates ISAn (w.r.t. the uniform distribution) is bounded below by 1/4 −α/4 −
o(1) − O(n(δ−α)/2). In particular, ISA ∈ APX(1/4 − ε) − OBDD for each ε > 0.
Proof. Let G be an OBDD of size at most 2nδ − 1 on x = (x0, . . . , xn−1) and y = (y0, . . . , yk−−1).
We regard G as an OBDD approximating ISAn . Let εi be the error probability under the condition that
num(y) = i . Then the total error probability is
ε = 1
m
(ε0 + · · · + εm−1). (1)
In order to estimate εi , we consider the sub-OBDD Gi obtained by replacing the y-variables with
constants such that num(y) = i . This does not increase the OBDD size. Let ISAi,n be the function
represented by Gi .
Our goal is to apply Lemma 13 to prove that the bound on the size of Gi implies a large error
probability εi . We consider the partition i = (Li , Ri ) of the x-variables of ISAn that is obtained by
partitioning the list of x-variables according to π such that the first part belonging to Li has exactly
A = (1 − α) log n variables from xi . Let Ri be the set of the remaining x-variables. Let Di be the
number of x-variables not belonging to xi and being tested in Li . Define an analogous partition of the
variables for the index function INDn that has exactly A addresses and Di data variables in its first part.
We use the obvious rectangular reduction from INDn to ISAi,n according to the described partition
of the variables that maps the address variables of INDn to xi and the j th data variable to x j . Let
us assume for a moment that we only have inputs for the index function that are mapped to inputs
for ISAi,n where num(xi ) points to an x-variable not contained in the block xi . This excludes only a
fraction of (log n)/n = o(1) inputs. The described reduction is one-to-one and onto for the restricted
sets of inputs. By Lemma 13, the lower bound technique for OBDDs (Theorem 4, Proposition 6), and
the bound |Gi | ≤ 2nδ−1, it follows that, for i = 0, . . . , m − 1,
nδ − 1 ≥ log |Gi | ≥ nα
(
Di
2n
− εi
)2
− 1,
implying
εi ≥ Di2n − n
(δ−α)/2.
By definition, |Li | = Di + A. Because of symmetry, we can assume that |L0| ≤ · · · ≤ |Lm−1|. Then
|Li | ≥ (i + 1) · A, since we have tested at least A variables from each of i + 1 blocks. Hence,
Di ≥ i · A ≥ i(1 − α) log n. Thus, for 0 ≤ i ≤ m − 1,
εi ≥ i · (1 − α) log n2n − n
(δ−α)/2. (2)
Taking into account the o(1)-fraction of inputs excluded by our above assumption, we get that the true
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bound on εi is at most a factor of 1 − o(1) smaller than the above bound. By (1) and the modified bound
from (2),
ε ≥ 1
m
· (1 − o(1)) ·
[
1 − α
2m
m−1∑
i=0
i − mn(δ−α)/2
]
= 1
4
− α
4
− o(1) − O(n(δ−α)/2).
The following approximability result proves that the above theorem is close to optimal.
THEOREM 15. ISAn can be approximated with an error bounded by 1/4 with respect to the uniform
distribution by OBDDs of size (n2/ log n). In particular, ISA ∈ APX(1/4) − OBDD.
Proof. The essence of the construction is as follows. If we know that num(y) = i and num(xi ) = j
and if x j has not yet been tested or belongs to the block xi of x we either know x j or we will test x j
later on and can determine its value and thus the value of ISAn(x, y). However, we have to fix one
variable order. Since num(y) is important for all inputs, we should test y first. If num(y) = i, we would
like to test the block xi immediately. This is not possible for all values i simultaneously. Let dπ (i) be
the “depth” of the last xi -variable with respect to π. We try to minimize the average value of all dπ (i).
Hence, we choose π = (y0, . . . , yk−−1, x0, . . . , xn−1).
We describe a π -OBDD approximating ISAn . It starts with a complete binary tree testing the y-
variables. The i th sub-OBDD, where num(y) = i , tests all variables of xi in a complete binary tree. If
num(xi ) = j ≥ ik, the correct value of ISAn is computed: If j ≤ (i + 1)k − 1, x j is already known,
otherwise it is sufficient to test x j . If j < ik, the output 0 is produced.
The size bound is obvious. The error probability can be computed as follows. For uniformly distributed
inputs (x, y), num(y) = i with probability 1/m and num(xi ) = j with probability 1/n, and both events
are independent. Hence, the final address equals j with probability 1/n.
We investigate the probability of an error under the condition num(y) = i and num(xi ) = j . Under this
condition, x j assumes both possible values with probability 1/2. Thus, the conditional error probability
is 1/2 if x j is tested before xi according to π , i. e., 0 ≤ j < ik, and this is the only case where an error
can occur. Summing over all possible j and i , the total error probability of the OBDD is
m−1∑
i=0
1
2
· ik
m
· 1
n
= k
2mn
m−1∑
i=0
i = 1
4
− 1
4m
.
It is possible to further reduce the error probability by increasing the OBDD size by a polynomial
factor. If we first test only log n− log log n variables of each block and then all the remaining x-variables
in an arbitrary order, we nevertheless can produce a correct output if the output x j is tested after the
block activated by the y-variables. The reason is that after the test of log n − log log n xi -variables, the
number of possible addresses is bounded by log n and it is possible to store the contents of those log n
variables that are tested later on. A simple analysis shows that the error probability is still 1/4 − o(1).
5.3. On the Nonapproximability of HWB by OBDDs
Before we prove the announced strong nonapproximability result for HWB, we sketch the main ideas
of the proof. Again, we consider one-way communication. Regardless of the partition, Alice can send
the number of ones among her variables to Bob, and Bob can compute ‖x‖ and output the correct
value if x‖x‖ is among his variables. If Bob is allowed to have sufficiently many variables with index
close to n/2, then the described approach is successful with high probability by Chernoff bounds.
Therefore, we consider partitions where Bob only has few (but arbitrarily chosen) variables. Then with
high probability, the number of ones among Alice’s variables is such that Bob holds only very few
variables that can be the output values x‖x‖. Furthermore, even knowing the number of ones among
Alice’s variables, with high probability, the candidates for x‖x‖ among Alice’s variables look almost
independently and uniformly distributed for Bob. Hence, we are “almost” in a scenario of an index
NONAPPROXIMABILITY OF BOOLEAN FUNCTIONS 271
function on a small number of variables where the values of the index given to Bob are binomially
distributed.
Hence, we have to investigate this scenario and have to cope with the effects described above by
“almost.” First, we prove a lemma on the binomial distribution. Knowing that the value of a binomially
distributed random variable lies in a small block close to the expected value, the conditional probabilities
for all values in the block are “almost” equal.
LEMMA 16. Let β, γ be constants with 0 < β < γ . Let M = {i | |i − n/2| < n1/2+β} be divided
into consecutive blocks of length n1/2−γ . Let B j be the j th block, j = 1, . . . , 2nβ+γ . Let y ∈ {0, . . . , n}
be a random variable that is binomially distributed with parameters n and 1/2. Then for all i ∈ B j ,
Pr(y = i | y ∈ B j ) ≥ 1|B j | (1 − o(1)).
Remark. To be precise, the block length in the above lemma should be an integer. Furthermore,
there may be one block of smaller size. We omit these technical details for the sake of readability. The
reader will see that precise calculations will cause no difficulties.
Proof of Lemma 16. Let i, i ′ ∈ B j . Then
Pr(y = i |y ∈ B j )
Pr(y = i ′|y ∈ B j ) =
Pr(y = i)
Pr(y = i ′) .
The function f (i) = Pr(y = i + 1)/Pr(y = i) is decreasing and f (i) ≥ 1 for i ≤ n/2. For i ∈ {n/2 −
n1/2+β, . . . , n/2},
f (i) ≤
(
n
n/2 − n1/2+β + 1
) / (
n
n/2 − n1/2+β
)
= n/2 + n
1/2+β
n/2 − n1/2+β + 1
= 1 + O(n−1/2+β).
We obtain dual results for i ∈ {n/2, . . . , n/2 + n1/2+β}. Let r (n) be the largest possible value of all
Pr(y = i)/Pr(y = i ′), i, i ′ ∈ B j . Since the considered blocks have length n1/2−γ and β < γ ,
r (n) ≤ (1 + O(n−1/2+β))n1/2−γ = exp(O(nβ−γ )) = 1 + o(1).
Let p(i) = Pr(y = i | y ∈ B j ), i ∈ B j , and let pmax = max{p(i) | i ∈ B j }. Then pmax ≥ 1/|B j | and
p(i)/pmax ≥ 1/r (n) = 1 − o(1) for all i . Taking these two inequalities together, the claim follows.
Next, we investigate the distributional one-way communication complexity of the index function for
the case where the inputs of the second player are drawn according to the binomial distribution. More
precisely, we consider the function INDn+1 defined on X × Y , X = {0, 1}n+1 and Y = {0, . . . , n}. We
define bin: X × Y → {0, 1} as the product distribution obtained from taking the uniform distribution
on X and the binomial distribution with parameters n and 1/2 on Y . We prove the following new result
for this distribution.
THEOREM 17. (1) For all constants ε with 0 ≤ ε < 1/2, Donewaybin, ε (INDn+1) ≤ c(ε)n1/2, where c(ε)
is a constant.
(2) For all constants γ, δ with γ > 0 and 0 < δ ≤ 1/2, Donewaybin, 1/2−δ(INDn+1) = (n1/2−γ ).
Proof. The proof of the upper bound is easy. Alice sends her 2cn1/2 “middle bits,” i.e., all xi where
|i − n/2| < cn1/2. By Chernoff bounds the probability that xy is not among these bits is bounded above
by 2e−c2 , which is less than ε if c is large enough.
Now we prove the lower bound. Let P be a one-way protocol which approximates INDn+1 with error at
most ε = 1/2 − δ according to the distribution bin, i.e., for uniformly distributed x-inputs and binomially
distributed y-inputs. Let β be a constant with 0 < β < γ . The probability that |y − n/2| ≥ n1/2+β is
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o(1) by Chernoff bounds. We thus may work under the condition that |y − n/2| < n1/2+β for the rest
of the proof if we multiply the bound on the error probability of P by 1 + o(1).
We partition the remaining y-values into b = 2nβ+γ blocks of length k = n1/2−γ as in the above
lemma. Let B j be the j th block and let ε j be the error probability of the protocol P under the assumption
that y ∈ B j . Since
b∑
j=1
ε j · Pr(y ∈ B j ) ≤ ε (1 + o(1)),
there is a j such that ε j ≤ ε (1 + o(1)) = (1/2 − δ)(1 + o(1)).
We claim that the protocol P fulfills the desired lower bound already for the inputs (x, y) with y ∈ B j .
By Lemma 16, we may replace the binomial distribution on y subject to the condition y ∈ B j with the
uniform distribution over B j if we increase the bound on the error probability ε j by another factor of
1 + o(1). Given any one-way protocol approximating INDn+1 under the obtained input distribution, we
fix the x-variables of INDn+1 outside the block B j in an arbitrary way and obtain a one-way protocol
that approximates INDk , k = n1/2−γ , according to the uniform distribution on all inputs and with the
same error probability. This can be formalized by defining an appropriate rectangular reduction that
fulfills Proposition 6. We consider protocols with error probability ε j (1 + o(1)) ≤ (1/2 − δ) (1 + o(1)).
Applying Lemma 13 to INDk with D = k = n1/2−γ and α = 1 yields
Doneway(1/2−δ)(1+o(1))(INDk) = 
(
n1/2−γ
)
.
By our above arguments, this is also a lower bound on the complexity of the protocol P .
Before proving our main result for HWB, we still need a technical lemma.
LEMMA 18. Let Z1, . . . , Z N be independently distributed 0-1-random variables, where Pr(Zi = 0) =
Pr(Zi = 1) = 1/2. Let A be a natural number with |A − N/2| < (2N )1/2+α, and let 1 ≤ k ≤ Nβ + 1,
where α, β > 0 are constants with α + β < 1/2. Then for all 1 ≤ i1 < · · · < ik ≤ N and c ∈
{0, 1}k,
Pr
((
Zi1 , . . . , Zik
) = c | Z1 + · · · + Z N = A) = (12
)k
(1 ± o(1)).
Proof. We start with some simple general calculations. Under the condition S = Z1 + · · · + Z N = A,
we have for each i = 1, . . . , N :
Pr(Zi = 1 | S = A) = AN and Pr(Zi = 0 | S = A) =
N − A
N
.
Now we assume in addition that Z1, . . . , Z M , 0 ≤ M ≤ N , are known. Let A′ = Z1 +· · ·+ Z M . Under
this further condition, we know that S′ = Z M+1 + · · · + Z N = A − A′ and for each i > M :
Pr(Zi = 1 | S′ = A − A′) = A − A
′
N − M ≤
max{A, N − A}
N − M and
Pr(Zi = 0 | S′ = A − A′) = N − M − A + A
′
N − M ≤
max{A, N − A}
N − M .
We apply the above observations to prove the lemma. We may assume w.l.o.g. that {i1, . . . , ik} =
{1, . . . , k}. We have |A − N/2| < (2N )1/2+α and work under the condition Z1 + · · · + Z N = A. We
consider the situation where Z1, . . . , Z M , M ≤ k − 1 ≤ Nβ , are already known. Even under this
additional condition, the probability that one of the remaining random variables Z j , j > M , takes a
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specific value (0 or 1) is bounded from above by
N/2 + (2N )1/2+α
N − Nβ =
1
2
+ O(Nα−1/2).
Thus, the probability that all variables Z1, . . . , Zk take specific values under the condition that Z1 +
· · · + Z N = A is bounded from above by
(
1
2
+ O(Nα−1/2))k = (1
2
)k (
1 + O(Nα−1/2))k = (1
2
)k (
1 + O(Nα−1/2+β)).
For the last step, we have used the fact that k ≤ Nβ + 1. Since α + β < 1/2, this probability is of order
( 12 )k(1 + o(1)). By similar arguments, we can prove a lower bound of order ( 12 )k(1 − o(1)).
Now we prove the main result of this section.
THEOREM 19. For all constants δ, δ′ > 0, the error probability ε for each OBDD of size at most
2O(n1/6−δ ) that approximates HWBn (w.r.t. the uniform distribution) is bounded below by 1/2 − δ′. In
particular, HWB ∈ APX(1/2 − δ′) − OBDD for all constants δ′ > 0.
Proof. Let π be a variable order on x1, . . . , xn . Define the partition  = (L , R) where L contains
the first n − nβ variables according to π , β < 1/3 is a constant to be fixed later on, and R con-
tains the remaining variables. By the usual proof technique for OBDDs, it is sufficient to prove that
Donewayε (HWBn, ) = O(n1/6−δ) implies that ε ≥ 1/2 − δ′.
We investigate an arbitrary one-way communication protocol of length O(n1/6−δ) for the partition .
The variables in L and R are given to the players Alice and Bob, resp. For an x-vector we denote the
number of ones among Alice’s variables by a and the number of ones among Bob’s variables by b. The
output of HWBn is then xa+b. Denote the error probability under the condition a = j by ε j . Then the
total error probability ε equals
ε =
∑
0≤ j≤n−nβ
(
n − nβ
j
)
2−(n−nβ ) ε j .
We restrict our attention to the cases where |(n − nβ)/2 − j | < n1/2+α , α > 0 a constant, and estimate
all other ε j from below by 0.
Under the condition a = j , Alice’s variables are no longer independently and uniformly distributed.
However, only the variables xi where j ≤ i ≤ j + nβ are of interest for the output. Call these the
important variables. In this situation, we can apply Lemma 18, where N = n − nβ , Z1, . . . , Z N are
Alice’s variables, and A = j . Due to the lemma, we can work under the assumption that Alice’s important
variables are independently and uniformly distributed if we multiply the resulting lower bound on the
error probability by 1 − o(1). This follows by comparing the error probability of each communication
protocol in the real situation and the error probability of the same communication protocol in the
idealized situation of independently and uniformly distributed variables. Indeed, these are the same
arguments as in the proof of Theorem 17.
Under the condition a = j , we can restrict the input of Alice to all important variables xi with
i ∈ { j, . . . , j + nβ}. If Bob holds none of the important variables, the protocol that we consider
approximates the index function on nβ + 1 x-variables according to the distribution bin with error
ε j (1 + o(1)). Hence, we can apply Theorem 17. This implies ε j ≥ 1/2 − δ′ if there is a constant γ > 0
such that Alice can send only O(nβ/2−γ ) bits.
However, each of the nβ variables given to Bob can belong to the important variables for up to nβ +1
values of a. Let sk be the number of important variables given to Bob if a = k. Then the sum of all
sk is bounded above by n2β + nβ. The bound on the length of the protocol equals O(n1/6−δ). We set
β = 1/3 − δ and γ = δ/2. Then n1/6−δ = nβ/2−γ . We say that k is bad if sk > nβ/2−γ . The number of
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bad choices of k is bounded above by
(n2β + nβ)/nβ/2−γ = O(n3β/2+γ )
and by the definition of β and γ ,
3β/2 + γ = 1/2 − 3δ/2 + δ/2 = 1/2 − δ.
For the o(n1/2) bad k, we estimate the error probability from below by 0 which again increases the total
error probability only by a factor of 1 − o(1).
We claim that a protocol of length cnβ/2−γ for a good k can be simulated by a protocol of length
(c + 1)nβ/2−γ in the situation where Bob holds no important variable. This follows easily, since in the
other situation, Alice can add the value of those at most nβ/2−γ variables that Bob holds to the protocol
of length cnβ/2−γ . Since the bounds on the error probability hold for protocols of length O(nβ/2−γ ),
they hold for all good k. This proves the theorem.
6. THE NONAPPROXIMABILITY OF BILINEAR FORMS BASED ON
HANKEL MATRICES BY READ-k-TIMES BPs
Already Borodin et al. [9] have shown that nondeterministic read-k-times BPs for bilinear forms
(x, y) → xMy based on generalized Fourier transform (GFT) matrices M require exponential size for
not too large k. For Sylvester matrices, this has been extended to approximations and to the randomized
case in [19]. Beame et al. [6] have considered quadratic forms based on modified GFT matrices and
have obtained lower bounds for deterministic and nondeterministic BPs of length bounded by (1+δ)n, n
the input size and δ > 0 some constant. Finally, functions based on quadratic forms with much stronger
combinatorial properties are also the main ingredient in Ajtai’s landmark paper [2] and the recent paper
of Beame, Saks et al. [7]. The latter paper even provides a nonapproximability result for BPs of length
up to n
√
log n/ log log n, but the lower bound only works for an error probability bounded by a small
constant ε > 0.
The key property of the matrices used in all these papers is that each submatrix has large rank
compared with its size. The earlier papers [6, 9] only give constructions of such matrices over finite
fields Fq of q elements where q is a prime power larger than 2. All lower bounds on approximating
BPs based on these matrices have the disadvantage that they do not work if we allow error probabilities
close to 1/2. At best, the bound on the error probability is 1/q ≤ 1/3 (and actually even smaller in the
present results for length-restricted BPs).
We show here that a key lemma from Ajtai’s paper on random Hankel matrices over F2 can be
exploited to obtain an exponential lower bound on the size of approximating read-k-times BPs that even
works for error probabilities whose distance to the trivial bound 1/2 is exponentially small. (The lower
bound is truly exponential for constant k.)
Because we are working with read-k-times BPs rather than with general BPs, we can apply the original
idea of Borodin et al. and work with a bilinear form instead of a quadratic one. This has the advantage
that we can directly use Hankel matrices and do not have to resort to the more involved construction in
Ajtai’s paper (used also by Beame, Saks et al.) where the part above the main diagonal of the matrix is
zeroed out. We consider the following function.
DEFINITION 20. Let X = {x1, . . . , xn}, Y = {y1, . . . , yn}, and Z = {z1, . . . , z2n−1}. Define
Hn: {0, 1}4n−1 → {0, 1} on X ∪Y ∪ Z by Hn(x, y, z) = xH (z)y mod 2, where H (z) = (H (z)i, j )1≤i, j≤n
is the n × n Hankel matrix with H (z)i, j = zi+ j−1.
THEOREM 21. Let G be a read-k-times BP which approximates Hn with error ε = 1/2 − 2−γ n,
γ = c/(k2 · 4k) for some sufficiently small constant c > 0. Then |G| = exp((n/(k4 · 4k))).
We prepare the proof of the theorem by collecting some combinatorial lemmas.
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I. Ajtai’s lemma. The most important ingredient of the proof is a lemma on random Hankel matrices
from Ajtai’s paper [2], which we use in the following convenient variant from the paper of Beame, Saks
et al.:
LEMMA 22 [7]. Suppose that δ log2(1/δ) ≤ 2−16, δ > 0. If M is a random n × n Hankel matrix,
then with probability at least 1 − 2−(δ/24)n, each δn × δn-submatrix of M has rank at least δ′n, where
δ′ = δ/(256 · log(1/δ))2.
In spite of the fact that this lemma does not provide an explicit Hankel matrix with the required
powerful “rank property,” only exponentially few assignments to the vector z in the definition of Hn
lead to a “bad” matrix. Since replacing variables by constants can only decrease the BP size, it is
sufficient to prove the lower bound for the many “good” choices of z.
In order to show that a function is hard to approximate, one needs good bounds on the number of 0-
and 1-inputs of the function. For the subfunctions of Hn corresponding to “good” Hankel matrices, we
immediately obtain that the numbers of 0- and 1-inputs are almost equal:
COROLLARY 23. Choose z0 such that M(z0) has the rank property described in Lemma 22, and let
hn: {0, 1}2n → {0, 1} be the respective subfunction of Hn. Then |h−1n (1)| = 22n−1 · (1 − 2−m), where
m = rank(M(z0)) ≥ δ′n.
Now we have already collected all properties of the function Hn required for the proof of Theorem 21.
II. Decomposition of read-k-times BPs. We use the technique of Borodin et al. [9] to decompose a
read-k-times BP for Hn into (k, p)-rectangles. Since (k, p)-rectangles are still inconvenient objects, we
further reduce them to (1, 2)-rectangles (that are nothing else than the usual combinatorial rectangles)
by setting variables to constants. The following lemma is appropriate for this.
LEMMA 24 [9]. Let r : {0, 1}2n → {0, 1} be a (k, p)-rectangle over the set of variables X ∪ Y,
X = {x1, . . . , xn}, and Y = {y1, . . . , yn}, where 1 ≤ p ≤ n. Then there are sets S ⊆ X, T ⊆ Y such that:
(1) |S| = |T | = δn, where δ = (1/2) · 4−k ;
(2) for all assignments a to (X − S) ∪ (Y − T ), ra is a combinatorial rectangle according to the
partition (S, T ).
The observation which makes multilinear forms over finite fields nice functions for proving lower
bounds on the size of BPs is that their subfunctions are again multilinear forms which retain many of
the properties of the original function. The following lemma shows that restricting a bilinear form does
not destroy the properties required here to show that it is hard to approximate by rectangles.
LEMMA 25. Let f :Fn2 ×Fn2 → F2 be defined by f (x, y) = xAy, where A is an n × n-matrix. Let S,
T be subsets of the x- and y-variables, resp., of size d. Let a be an assignment to the variables of f not
contained in S∪T . Let A′ be the d ×d-submatrix of A belonging to the variable sets S and T, resp. Then
there is a one-to-one function ϕ:Fd2 × Fd2 → Fd+12 × Fd+12 and a bilinear form ˜f :Fd+12 × Fd+12 → F2
defined by ˜f (x˜, y˜) = x˜B y˜, where B is a (d + 1) × (d + 1)-matrix over F2, such that
(1) fa(x, y) = ˜f (ϕ(x, y)) for all x, y ∈ Fd2 (regarded as assignments to S and T, resp.); and
(2) rank(B) ≥ rank(A′).
Proof. It is easy to see that there are v, w ∈ Fd2 and a constant c ∈ F2 such that fa(x, y) = xA′y +
xv + wy + c for all x, y ∈ Fd2 . For arbitrary x, y ∈ Fd2 , define x˜ = (1, x1, . . . , xd ) and y˜ =
(1, y1, . . . , yd ), and define ϕ by ϕ(x, y) = (x˜, y˜). Furthermore, set
B =

c w
v A′
 .
Then we have fa(x, y) = x˜B y˜ = ˜f (ϕ(x, y)), where ˜f (x˜, y˜) = x˜B y˜. The statement on the rank of B
is obvious from the definition of B.
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III. Bounding the discrepancy of the subfunctions. In the proof of Theorem 21, we will consider
bilinear subfunctions gn of Hn with a matrix of large rank. We claim that combinatorial rectangles over
the input space of such a subfunction gn contain nearly the same number of 0- and 1-inputs for gn (this
will be used to derive the balance property for (k, p)-rectangles required for the application of the proof
technique from Section 4). To prove the claim, we exploit the machinery from a paper of Babai et al.
[5] that yields an upper bound on the discrepancy of bilinear functions.
DEFINITION 26. For a function f : {0, 1}n → {0, 1} and a (k, p)-rectangle r : {0, 1}n → {0, 1} over
the set of variables of f , define the discrepancy of f with respect to r by
Disc( f, r ) = 2−n · ∣∣|r−1(1) ∩ f −1(0)| − |r−1(1) ∩ f −1(1)|∣∣.
LEMMA 27. Let f :Fd2 × Fd2 → F2 be defined by f (x, y) = xMy, where M is a d × d-matrix over
F2 of rank m. Let r :Fd2 × Fd2 → F2 be a combinatorial rectangle with respect to the partition (X, Y ),
X = {x1, . . . , xd}, Y = {y1, . . . , yd}. Then Disc( f, r ) ≤ 2−m/2.
Proof. We use Theorem 4.6 from [5], for which we require the bilinearity of f . By this theorem,
Disc( f, r ) ≤ (Pry∈Fd2 {∀x ∈ Fd2 : f (x, y) = 0})1/2. We have f (x, y) = xMy = 0 for all x if and only if
My = 0. Since |{y | y ∈ Fd2 , My = 0}| = 2d−m , the claim follows.
We are now ready to put the above pieces together.
Proof of Theorem 21. First, we apply Lemma 22 for δ = (1/2) · 4−k . W.l.o.g., we may assume that k
is large enough such that the assumption of Lemma 22 is fulfilled. We choose z0 such that M = M(z0) has
the “rank property” described in the lemma. Let h be the subfunction of Hn on X ∪ Y corresponding to z0.
Since for a (1−2−(δ/24)n)-fraction of all the choices for z0 the “rank property” is fulfilled, we can ensure
that the sub-BP Gz0 corresponding to z0 correctly computes h with error at most ε′ = ε/(1 − 2−(δ/24)n).
We are going to apply Theorem 9 with p = 4k and µ the uniform distribution on {0, 1}2n . Let r be
an arbitrary (k, p)-rectangle over the variable set X ∪ Y . Let S ⊆ X and T ⊆ Y be the sets obtained by
Lemma 24, where |S| = |T | = d , d = δn. We prove that for α = 1, some β exponentially small in n, and
each assignment a to (X − S)∪ (Y − T ), the restricted rectangle ra is (α, β)-balanced with respect to ha
and the uniform distribution. By the law of total probability, we obtain the rectangle balance property
with the same parameters and with respect to the uniform distribution for the function h.
For the following, fix some assignment a to (X −S)∪(Y −T ). First, we apply Lemma 25. Let ˜h be the
obtained bilinear function corresponding to h and let B and ϕ be as described in the lemma. Let r˜ be the
characteristic function of the set ϕ(r−1a (1)). Then r˜ is a combinatorial rectangle over {0, 1}d+1×{0, 1}d+1.
Since ϕ is one-to-one and ha(x, y) = ˜h(ϕ(x, y)) for all x, y ∈ {0, 1}d , it follows that, for c ∈ {0, 1},
|r−1a (1) ∩ h−1a (c)| = |r˜−1(1) ∩ ˜h−1(c)|. Furthermore, we have |S| = |T | = δn, and the rank of the matrix B
is lower bounded by the rank of the (δn) × (δn)-submatrix of M corresponding to the sets S and T . By
the “rank property” of M , it follows that m = rank(B) ≥ δ′n, where δ′ = δ/(256 · log(1/δ))2.
Now we apply Lemma 27 to ˜h and the rectangle r˜ . This yields
2−2(d+1) · ∣∣|r˜−1(1) ∩ ˜h−1(0)| − |r˜−1(1) ∩ ˜h−1(1)|∣∣ ≤ 2−m/2 and thus
2−2d · ∣∣|r−1a (1) ∩ h−1a (0)| − |r−1a (1) ∩ h−1a (1)|∣∣ ≤ 22 · 2−m/2.
In particular, we have shown that ra is (α, β)-balanced with respect to ha for α = 1 and β = 2−m/2+2 =
2−(δ′/2)n+2. By the remarks at the beginning, this implies the rectangle balance property with the same
parameters for h. It remains to apply Theorem 9 and Corollary 10 to Gz0 and h. We obtain
|Gz0 | =
1
2
[β−1 · (µ(h−1(1)) − ε′)]1/(kp)
= 1
2
[
2(δ′/2)n−2 · (µ(h−1(1)) − ε′)]1/(kp).
Let ε = 1/2 − 2−γ n , where γ = c/(k2 · 4k) and the constant c > 0 is still to be fixed.
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By Corollary 23, µ(h−1(1)) = (1 − 2−δ′n)/2. By the definition of δ′ in Lemma 22, δ′ = δ/(256 ·
log(1/δ))2 < δ/24. Using these facts, we get
µ(h−1(1)) − ε′ ≥ 1
2
(1 − 2−δ′n) − ε
1 − 2−(δ/24)n ≥
2−γ n − 2−δ′n
1 − 2−(δ/24)n .
Since we have chosen δ = (1/2) · 4−k above, δ′ = (k−2 · 4−k). Thus we may fix c such that γ = δ′/4.
We get
2(δ′/2)n−2 · (µ(h−1(1)) − ε′) ≥ 2
(δ′/2)n−2 · 2−(δ′/4)n(1 − 2−(3/4)δ′n)
1 − 2−(δ/24)n = 2
(δ′n).
Taking into account that kp = 4k2, the lower bound on the size of Gz0 is of order exp((n/(k4 · 4k))).
Furthermore, γ = c/(k2 · 4k) for some constant c > 0.
ACKNOWLEDGMENT
Thanks to the anonymous referee for many helpful suggestions and to T. S. Jayram for the pointer to the paper of Babai, Hayes,
and Kimmel, leading to the simple proof of Lemma 27.
REFERENCES
1. Ajtai, M. (1999), Determinism versus non-determinism for linear time RAMs with memory restrictions, in “Proc. of 31st
STOC,” pp. 632–641.
2. Ajtai, M. (1999), A non-linear time lower bound for boolean branching programs, in “Proc. of 40th FOCS,”
pp. 60–70.
3. Alon, N., and Maass, W. (1988), Meanders and their applications in lower bounds arguments, J. Comput. System Sci. 37,
118–129.
4. Babai, L., Frankl, P., and Simon, J. (1986), Complexity classes in communication complexity theory, in “Proc. of 27th FOCS,”
pp. 337–347.
5. Babai, L., Hayes, T. P., and Kimmel, P. G (1998), The cost of the missing bit: Communication complexity with help, in “Proc.
of 30th STOC,” pp. 673–682.
6. Beame, P., Jayram, T. S., and Saks, M. (2001), Time-space tradeoffs for branching programs, J. Comput. System Sci. 63,
542–572.
7. Beame, P., Saks, M., Sun, X., and Vee, E. (2000), Super-linear time-space tradeoff lower bounds for randomized computation,
in “Proc. of 41st FOCS,” pp. 169–179.
8. Beame, P., and Vee, E. (2002), Time-space tradeoffs, multiparty communication complexity, and nearest neighbor problems,
in “Proc. of 34th STOC,” pp. 688–697.
9. Borodin, A., Razborov, A. A., and Smolensky, R. (1993), On lower bounds for read-k-times branching programs,
Comput. Complexity 3, 1–18.
10. Droste, S., Heutelbeck, D., and Wegener, I. (2000), Distributed hybrid genetic programming for learning boolean functions,
in “Proc. of PPSN ’VI (Parallel Problem Solving from Nature),” Lecture Notes in Computer Science, Vol. 1917, pp. 181–190,
Springer-Verlag, Berlin.
11. Hromkovicˇ, J. (1997), “Communication Complexity and Parallel Computing,” EATCS Texts in Theoretical Computer Science,
Springer-Verlag, Berlin.
12. Jukna, S. P. (1987), Lower bounds on communication complexity, Math. Logic Appl. 5, 22–30.
13. Krause, M. (1991), Lower bounds for depth-restricted branching programs, Inform. and Comput. 91, 1–14.
14. Krause, M. (1992), Separating ⊕-L from L, NL, co-NL and AL (=P) for oblivious Turing machines of linear access time,
RAIRO Theor. Inform. Appl. 26, 507–522.
15. Krause, M., Savicky´, P., and Wegener, I. (1999), Approximations by OBDDs and the variable ordering problem, in “Proc. of
26th ICALP,” Lecture Notes in Computer Science, Vol. 1644, pp. 493–502. Springer-Verlag, Berlin.
16. Kremer, I., Nisan, N., and Ron, D. (1999), On randomized one-round communication complexity, Comput. Comp-
lexity 8(1), 21–49.
17. Kushilevitz, E., and Nisan, N. (1997), “Communication Complexity,” Cambridge University Press, Cambridge, UK.
18. Okol’nishnikova, E. A. (1993), On lower bounds for branching programs, Siberian Advances in Math. 3(1), 152–166.
19. Sauerhoff, M. (1998), Lower bounds for randomized read-k-times branching programs, in “Proc. of 15th STACS,” Lecture
Notes in Computer Science, Vol. 1373, pp. 105–115, Springer-Verlag, Berlin.
278 BOLLIG, SAUERHOFF, AND WEGENER
20. Sauerhoff, M. (2001), On the size of randomized OBDDs and read-once branching programs for k-stable functions, Comput.
Complexity 10, 155–178.
21. Sauerhoff, M. (2000), “Approximation of Boolean Functions by Combinatorial Rectangles,” Technical Report 58, Electr.
Coll. on Comp. Compl. Theor. Comput. Sci., to appear.
22. Sieling, D. (1994), “Algorithmen und Untere Schranken fu¨r Verallgemeinerte OBDDs,” Ph.D. thesis, Univ. Dortmund,
Shaker-Verlag. [In German]
23. Wegener, I. (2000), “Branching Programs and Binary Decision Diagrams—Theory and Applications,” Monographs on
Discrete and Applied Mathematics. SIAM, Philadelphia, PA.
24. Yao, A. C. (1983), Lower bounds by probabilistic arguments, in “Proc. of 24th FOCS,” pp. 420–428.
