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Abstract 
Faber and Moore have proposed a class of vertex-transitive digraphs as a model of directed 
inconnection networks. These networks have attractive degree versus diameter properties. We 
show that these digraphs are Hamiltonian and provide necessary and sufficient conditions for 
the existence of a Hamilton path between any two vertices. Particular cases of these digraphs 
are the right rotation Cayley digraphs Cay(X,: S,) where X, is the set of right rotations 
(1 2...i-l i) for i=2,3 ,..., n. 
Another class of vertex-transitive graphs that have been proposed as models of inconnection 
networks are the arrangement graphs introduced by Day and Tripathi. They have the same 
vertex set as the Faber-Moore digraphs. We prove that arrangement graphs are Hamil- 
ton-connected. 
1. Introduction 
Mathematical interest in the Hamiltonicity of vertex-transitive graphs is well 
established, particularly for Cayley graphs. See, for example, the survey of Witte and 
Gallian [lo]. There is also potential computer engineering interest since vertex- 
transitive graphs have been proposed as a natural model for interconnection networks 
and Hamiltonicity is an important property in relation to sorting algorithms on these 
networks. See, for example, Akers and Krishnamurthy [l] and Nigham et al. [7]. 
The purpose of this paper is to investigate the Hamiltonicity properties of two 
classes of vertex-transitive (di)graphs that have been proposed as models of intercon- 
nection networks. In both classes the vertex set consists of all k-permutations of an 
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n-set. These graphs were first defined in the papers of Faber and Moore [6] and Day 
and Tripathi [S]. In both cases, we determine simple necessary and sufficient condi- 
tions for the existence of a Hamilton path between any two specified vertices. 
Let P(n, k) denote the set of k-permutations of [n] = { 1,2, . . . , n}. For 2 <i < k, we 
define the right rotation functions ri: P(n, k)+P(n, k) as follows: 
For m~[n] we also define the partial functions q,,,: P(n, k)+P(n, k) as follows. If 
mE{.%x*, ... 9 xk} then q,,, is undefined and otherwise 
%n(XlXZ “‘Xk_~Xk)=~X~X~“‘Xk_~. 
The Faber-Moore digraphs G(n, k) are defined as digraphs whose vertex set is 
P(n, k). Each vertex x=x1x2 ..exk has n- 1 outgoing arcs with endpoints 
r2 W,r3 (4 > . . . , rk(x) and 4ml (X), 4n&)> .. .,4m, _,(X), 
where (m,,mz ,..., m,_,}=[n]\{xl,xz ,..., xk). The graphs G(n, k) are vertex- 
transitive and have diameter k (see Faber and Moore [6]). They are clearly n- 1 
regular and have order (n)k, where (n)k = n(n - l).. . (n - k + 1) is the ‘falling factorial’. 
We regard the arcs of G(n, k) as being labeled either ri or q,,,, for some i or m. 
If k = n then the only adjacencies in G(n, k) are those given by the right rotations. In 
this case the graph G(n, n) is denoted R, and is called a right rotation digraph. The 
graph R, is isomorphic to the Cayley graph Cuy(X: S,), where X consists of the right 
rotations (1 2 ..-i) for i=2,3 ,..., n. 
The arrangement graphs A(n, k) are defined as graphs whose vertex set is P(n, k). 
Two vertices are adjacent if they differ in exactly one position. Clearly, these graphs 
are k(n- k) regular and have order (n)k. It is proven by Day and Tripathi [S] that 
these graphs are vertex and edge-transitive and have diameter Lfk]. 
Below are a few definitions and conventions that we will use in the rest of the paper. 
We denote the complete graph on n vertices by K,. In order to simplify the discussion, 
we regard both K, and K, as being Hamiltonian and having Hamiltonian paths. 
A graph is Hamilton-connected if either (a) it is not bipartite and there is a Hamilton 
path between every pair of distinct vertices, or (b) it is bipartite and there is a Hamil- 
ton path between every pair of vertices that are in different partite sets. If R is 
a permutation, then x(i) denotes the ith element of the permutation (e.g., if z = 3 146, 
then n(3)=4). 
2. Right rotation Cayley digraphs 
We begin by proving a necessary condition for the existence of Hamilton paths 
in G(n, k). 
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Lemma 2.1. Let N=(n),. Zf there is a Hamilton path x1,7tz, . . . , nnN in G(n, k) from 
x1=12...k to xN=x1x2...xk, then x,=2. 
Proof. Consider the directed multigraph Cn,k formed by condensing, for 
i= 1,2, . . . , k, into a single supervertex Si all those (n- l)k_ 1 permutations JZ 
for which x(i)=2. The (n- l)k permutations that do not contain a 2 are 
condensed into the supervertex sO. A Hamilton path H starting at 12...k in G(n, k) 
becomes a walk W in Cn,k starting at s2. Let d-(si) denote the number 
of arcs in W of the form Sj+Si for some j, and d+(si) the number of the 
form Si~Sj for some j. Since H is a Hamilton path, 1 d-(si)=C d+(si)= 
b)k-1. 
Since each permutation occurs exactly once and the path starts at 12...k, 
it must be the case that d-(s,)=(n-l),_,, d-(si) for all i#O,2, and d-(so) 
=(n - l)k. Observe that the only arcs entering s2 are those from s1 (since the only way 
that 2 can be brought into the second position is by applying r2 to a permutation with 
2 in the first position). Thus, d+ (sI)=(n- l)k- 1 - 1. But this means that the walk 
W must end at sl. 0 
Note that the preceding proof implies that any Hamilton cycle in G(n, k) must use 
the arc labeled r2 at least (n - l)k- 1 times. To prove a sufficient condition we will 
proceed by induction, but the inductive hypothesis must be strengthened. 
Definition 2.2. A (j, n)-pair in a path in R, is a pair of successive permutations n and 7~’ 
on the path such that the arc Z-U? is labeled I, and z(n)=n’(l)=j. 
Lemma 2.3. Let n > 3. For any permutation ~2x3 ".x,, of [n] \ {2}, there is a Hamilton 
path H in R, starting at 12...n and ending at 2~~x3 ".x,. Furthermore, the path H has 
a (j, n)-pair for each j = 1,2, . . . , n. 
Proof. Our proof is by induction on n. For n=3, there are two paths, 
123 213 321 132 312 231 and 123 212 231 321 132 213. 
The (j, 3)-pairs are indicated in the lists above by underlining j. 
Suppose that the lemma holds for n- 1; we will show that it holds for n. There are 
two cases to consider, depending upon whether x,=n or not. 
Case I: If x,=n then we form a list of all (n- l)! permutations with an n in the 
final position. The list starts at 12...n and ends at 2x2x3...x,. Such a list exists by 
the inductive assumption. Furthermore, the list has (j, n-1)-pairs for each 
j=l,2 ,...,n-1. Let z,z’ be a (j,n-1)-pair where, say x=y2...y,_,jn and so 
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n'=jy2... y,_ I n. The arc z+r’ is replaced with the following list: 
n=yz...y,_,jn r, 
t=ny2...yn_Ij 
. . . . . . 
T’=y2...yn_1nj r, 
n’=jy,...y,_,n 
The list from z to r’ contains all (n - l)! permutations that end in j. It exists by the 
inductive assumption. We do the above replacement for each j= 1,2, . . . ,n- 1 and 
thereby obtain a Hamilton path H in R, from 12 .. . n to 2x2 “+x,,. Note that rr, z form 
an (n, n)-pair and that z’, 7~’ form a (j, n)-pair, and thus H has a (j, n)-pair for each 
j=l,2 n. , ... 9 
Case II: If x, #n, then there is some 1 Q i < n such that Xi = n. Inductively, there are 
lists of all permutations ending with n or x, that can be joined into a single path of 
length 2(n- l)! in R, as shown below. 
CI= 12..,(n-l)n 
. . . . . . 
C11=2X2...Xi_1Xi+1...x,n r, 
p=n2x2 “‘Xi-1Xi+l”‘X, 
. . 
Note that the above list contains the (n, n)-pair a’, fi. Lists of permutations ending 
with [n] \ {n, x,} can be spliced in as they were in Case I; we do the splicing only in the 
sublist starting at fi and ending at /I’. Each such splicing, say of those permutations 
ending xk, creates both a (x,, n)-pair and a (xk, n)-pair. Thus, after all splicings, we 
obtain a (j, n)-pair for each j= 1,2, . . . , n. 0 
Theorem 2.4. For nk2, there is a Hamilton path in R, starting at 12...n and ending at 
xIxz...x, ifand only ifxl =2. 
Proof. This theorem follows from Lemmas 2.1 and 2.3. together with the observation 
that 12,21 is the only Hamilton path in Gz. 0 
By setting the ending vertex to be 2134s.. n in the preceding theorem, we obtain the 
following corollary. 
Corollary 2.5. The graph R, is Hamiltonian for all n33. 
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3. General Faber-Moore digrapbs 
Recall that the vertices in R, are permutations of [In]. Given an n-set 
A={a,,a,,..., a,), we denote by R,(A) the graph, isomorphic to R,, but in which the 
vertices are permutations of A under the bijection which maps i to ai. By Theorem 2.4 
we have the following corollary. 
Corollary 3.1. Let A = {a,, u2, . . . ,a,}. There is a Hamilton path in R,,(A) starting at 
a142 . ..a. and ending at x1x2 “.x,, fund only if x1=u2. 
There are two subsections in this section. In the first subsection, we study 
k-combinations from [n]. In the second subsection, we study the Hamiltonicity 
of G(n, k). 
3.1. The combination graph 
Definition 3.2. By GC(n, k) we denote the graph whose vertices are the k-subsets 
of [n]. Two vertices are adjacent if their intersection has size k- 1. 
It is known that GC(n, k) is Hamiltonian (e.g. [S]); we will show the stronger result 
that it is Hamilton-connected. First we prove an easy lemma. 
Lemma 3.3. The complete graph K, is Hamilton-connected. 
Proof. Assume the vertices of K, are labeled 1,2, . . . , n. The proof follows immediately 
from the observation that any permutation of [n] is a Hamilton path in K,. 0 
Theorem 3.4. The graph GC(n, k) is Hamilton-connected. 
Proof. If k=O or k = n, then GC(n, k) consists of a single vertex, which is Hamil- 
ton-connected by definition. If k= 1 or k=n- 1, then GC(n, k) is isomorphic to K,, 
which is Hamilton connected by Lemma 3.3. Thus we may assume that 2 d k d n - 2. 
Our proof is by induction on n. Consider the subgraphs Gk_ 1 and Gk of GC(n, k) 
induced by those vertices that do not do not contain n, respectively. Clearly, Gk_ 1 is 
isomorphic to GC(n- 1, k- 1) and Gk is isomorphic to GC(n- 1, k). Thus we may 
assume inductively that Gk_ 1 and Gk are Hamilton-connected. Let u and o 
be arbitrary vertices of GC(n, k). We need to show that there is a Hamilton path 
from u to o. There are three cases to consider, depending upon whether u and o are 
in Gk-l or Gk. 
Case I: Both u and u are in Gk. 
Inductively, there is a Hamilton path Hk from u to u in Gk. Let CI~,CL~ be two 
successive vertices on Hk. Then there are elements x, y, z, with 1~ x, y, z < n - 1, such 
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that txi and az have the form 
%={al,a,...,ak-2, X, y> and c(2 = {Ul, U2, . . . , a&2, X, Z}. 
Also inductively, there is a Hamilton path Hk-i in Gk-i from 
B1={ha,..., Uk-2, y, n} and ~Z=(al, a2? ... ,ak-2, z, n}. 
Since (ai, /Ii) and (a2, p2) are edges of GC(n, k), we can insert Hk_l between c~i and tab, 
thus obtaining a Hamilton path in GC(n, k) from u to u. 
Case 11: Both u and are in Gk_l. 
The proof here is similar to Case I and is omitted. 
Case III: One of u,u is in G1 and the other in G2. 
Without loss of generally, we may assume that u is in Gk and u is in Gk_ i. Let y, 
where y # u, be a k-combination in [n - 11. According to the inductive assumption, 
there is a Hamilton path Hk in Gk starting at u and ending at y. 
Since k 3 2, there is an element a in y such that y’= y \ {u) u(n) satisfies y’ # u. Again, 
inductively, there is a Hamilton path H,_ 1 in Gk_ i starting at y’ and ending at u. Since 
y and y’ are adjacent in GC(n, k), Hk followed by Hk_ 1 is a Hamilton path in GC(n, k) 
from u to u. Cl 
3.2. Hamilton paths in G(n, k) 
A necessary condition for the existence of Hamilton paths in G(n, k) was given 
earlier as Lemma 2.1. The proof of the corresponding sufficient condition is split into 
two lemmas, one for k>2 and the other for k=2. The reason that k=2 must be 
handled separately is that the proof for k > 2 appeals to Lemma 2.3 (with n = k), which 
requires n > 2. If k = 1 then G(n, k) is isomorphic to K,. 
Lemma 3.5. Let 3 < kdn and x2x3 “.xk be a (k-1)-permutation of [n]\(2). Then 
there is a Hamilton path in G(n, k) that starts at 12...k and ends at 2x2x3...&. 
Proof. According to Lemma 2.3, the lemma holds if n = k. If k <n, there are two cases 
to consider, depending on whether all xi~[k] (i = 2, . . . , k) or not. 
Case I: If all xi~[k], then according to Lemma 2.3, there is a Hamilton path Hk in 
Rk starting at 12...k and ending at 2x2x3 . ..xk. By Theorem 2.4 there is a Hamilton 
path H = C1, C,, . . . in GC(n, k), where C1 = { 1,2, . . . , k}. Our construction first splices 
the permutations of C2 into those of C1 (as given by the path Hk), then the permuta- 
tions of C3 into those of Cz, and so on. Let 
be two successive vertices in H. Also, let rc, n’ be a (ak, k)-pair in the Hamilton path 
H(Ci) in Rk(Ci), where n=u1u2~~~ak_~ak and n’=akalaz...ak_l. According t0 
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Lemma 2.3, there exists a Hamilton path H(Ci+ i) in Rk(Ci+i) starting at z= 
ak+ lalaZ “‘ak_l and ending at r’=alaZ”‘ak_rak+i. Since there are arcs 7r+z and 
rc’+r’, we can replace arc K-PK’ by inserting the permuations of Ci+ 1 between rc and rc’ 
and obtain the list shown below. 
If we apply the above procedure to all the vertices (k-combinations) in H, then we 
obtain a Hamilton path in G(n, k) starting at 12...k and ending at 2x2x3...+. 
Case II: There is at least one xie[k]. In the graph GC(n, k), we denote the subgraph 
induced by vertices (combinations) that contain a 2 by GC2 and the subgraph induced 
by the remaining vertices by m2. Obviously, GC2 is isomorphic to GC(n- 1, k- 1) 
and GC2 isomorphic to GC(n- 1, k). Similarly, in the graph G(n, k), we denote the 
subgraph induced by vertices (permutations) that contain a 2 by G2. 
Let N =(;I i). According to Theorem 2.4, there is a Hamilton path H = 
Cl,C2, ... 7 CN in GC2, where Ci={1,2 ,..., k} and CN={2,x2,+ )...) xk}. This 
Hamilton path is characterized by two sequences of integers y,, y,, . . . ,yN and 
Zl,Zz,...,ZN where Ci+i= CiU(yi+l}\{zi}. By Corollary 3.1, for 1 <i<N, there is 
a listing of the permutations of Ci starting from any permutation of the form yi2.. . 
and ending at any permutation of the form 2.a.~~. By then applying qyi+l we get 
a permutation of Ci+l of the form yi+12..*, and thus obtain a path through those 
vertices of G2 whose underlying sets are in Ci or Ci+l. Also by Corollary 3.1, there is 
a listing of the permutations of Cl that starts at 12 ... k and ends at a permutation of 
the form 2...zi, and a listing of the permutations of CN that starts at any permutation 
of the form yN2... and ends at 2x2x3”‘xk. 
By applying the above procedure successively for i = 1,2, . . . , N we obtain a spann- 
ing path in G2 from 12. .. k to 2x1x2 ... &. It remains to splice in the permutations that 
do not contain a 2. 
By Theorem 3.4 there is a Hamilton path H’ in GC2 starting at { 1,3,4, . . . , k+ 1). 
Since Cl is adjacent to {1,3,4, . . . , k + l> in GC(n, k), we can successively splice 
permutations of all k-combinations in H’ into the previously constructed path in the 
same way as described in Case I. The final result is the required Hamilton path in 
G(n, k). 0 
Lemma 3.6. For any n B 2 and x~[n] \ {2}, th ere is a Hamilton path in G(n, 2) starting 
at 12 and ending at 2x. Furthermore, the Hamilton path contains at least one pair of 
twins, which are successive vertices of the form pq, qp. 
Proof. We proceed by induction on n. If n = 2, the Hamilton path is 12,21. Clearly, 12 
and 21 are twins. The following cycle C in G(n, 2) contains all permutations of P(n, 2) 
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that contain an n. 
C=ln,nl,2n,n2 ,..., pn, rip ,..., (n-l)n,n(n-l), 
If x # n, then inductively we may assume the existence of a Hamilton path in G(n, 2) 
starting at 12 and ending at 2x which contains at least one pair of twins, say pq and qp. 
Using the arcs pq+np and pn + qp we can splice in the cycle C to obtain a Hamilton 
path in G(n, 2). 
If x=n, then inductively we may assume the existence of a Hamilton path H in 
G(n- 1,2) starting at 12 and ending at 21. Using the arc 21 +n2 we can splice in the 
cycle C to obtain a Hamilton path in G(n, 2) that ends at 2n. 0 
Theorem 3.7. For n > 2, there is a Hamilton path in G(n, k) starting at 12 ... k and ending 
at xlxz...xL if and only if x1 =2. 
Proof. This theorem follows from Lemmas 2.1, 3.5 and 3.6. 0 
Theorem 3.8. For n>2, there is a Hamilton path in G(n, k) starting at x1x2...xk and 
ending at y,y, “.y, ifand only ifx2=y1. 
Proof. This theorem follows from the previous theorem and the fact that G(n, k) is 
vertex-transitive. q 
By setting the ending vertex be any vertex that is adjacent to the starting vertex in 
the previous theorem, we obtain the following corollary. 
Corollary 3.9. The digraph G(n, k) is Hamiltonian for all 1 <k 6 n. 
4. Arrangement graphs are Hamilton-connected 
We now turn our attention to arrangement graphs. Let u and u be two adjacent 
vertices in A(n, k). By d(u, II) we denote the integer in v that is different than any integer 
in u. For example, d(4163, 4563)=5 and d(4563, 4163)= 1. The following result was 
proved by Tchuente [9], Note that A(n, n- 1) is bipartite and is isomorphic to the 
so-called ‘star graph’ (cl]). If k <n- 1, then A(n, k) is not bipartite. 
Theorem 4.1 (Tchuente [9]). The graph A(n, n - 1) is Hamilton-connected. 
Theorem 4.2. Let x1x2... xkEP(n, k) be distinct from 12...k and l<k<n-1. Then 
there is a Hamilton path x1, x2, . . . , nN (where N=(n)k) in A(n, k) from 12...k to 
xIx2”‘xk such that d(nl, n2)=k+l ifk<n-2. 
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Proof. The graphs A(n, k) possess many symmetries, one of which results by consis- 
tently permuting the positions of the elements of the k-permutations. In particular, for 
any permutation r of [k], there is a Hamilton path from 12...k to x1x2...xk if and 
only if there is a Hamilton path from r(l)r(2)...r(k) to x,~~~x,~~~~~~x,~~~. Note that this 
symmetry preserves the property of d(rci, rc2) = k + 1. 
Another symmetry is obtained by permuting the elements of the k-permutations. In 
particular, if CJ is a permutation of [In] that fixes the elements of [n]\[k], then there is 
a Hamilton path from 12... k to xlxz “.xk if and only if there is a Hamilton path from 
o(l)a(2)...a(k) to a(xi)o(~~)~~~a(x~). This symmetry also preserves the property of 
d(rrr, nz) = k + 1 since o(k + 1) = k + 1. As a result of the preceding discussion, without 
loss of generality, we may limit our attention to Hamilton paths that start at 12...k 
and end at x1x2 ... xk where xi # 1. For example, to show the existence of a Hamilton 
path from 1234 to 1245, it suffices to find a Hamilton path from 1234 to 2534. This 
follows by taking a=(1 3)(2 4) to get a Hamilton path from 3412 to 4512, and then 
also taking r=(l 3)(2 4) to get a Hamilton path from 1234 to 1245. 
We first consider the case of k = 2. If n = 4 and k = 2 then the following lists satisfy 
the conditions of the theorem. 
12 12 12 12 12 12 12 12 12 
13 32 13 13 13 13 13 13 13 
14 34 14 14 14 14 14 14 14 
24 24 24 24 24 24 34 34 34 
23 14 23 21 21 21 32 31 31 
21 13 21 23 23 23 31 32 32 
31 43 31 43 43 43 41 42 42 
34 23 34 41 42 41 42 43 43 
32 21 32 42 41 42 43 41 41 
42 31 42 32 31 32 23 21 21 
41 41 43 31 34 34 24 24 23 
43 42 41 34 32 31 21 23 24 
Ifk=2andn>4thenletp,,p2 ,..., pn=1,2 ,..., xi-l,xr+l,..., n,xi.Eachpigets 
expanded into a set Pi of n- 1 permutations in P(n, 2). The permutations of Pi have 
the form pij, where j~[n] \ { pi). We now need to order the permutations in the sets Pi 
for i=l,2,... ,n so that the result is a Hamilton path in A(n, 2). Let f(pi), S(pi), and 
/(pi) denote the second integer in first, second and last permutations of the ordering of 
Pi, respectively. For example, if n = 5 and pi= 3, then one ordering of Pi is 
34, 31, 35, 32, for which f(pi)=4,,s(pi)= 1, and I(pi)=2. A Hamilton path results if 
and only if the following constraints are satisfied: f(pl)= 2, s(pl)= 3, f(pi+ 1)= l(pi) 
for i= 1,2, . . . ,n- 1, and f(pl)=2, I(pn)=x2. Since n - 1~ 3 these constraints can easily 
be met. It is instructive to note that the construction does not work if n = 4 and x1 x2 = 42. 
We now show that if 2 <k < n - 3 and A(n, k) satisfies the conditions of the theorem, 
then A(n, k+ 1) satisfies the conditions of the theorem. Given a Hamilton path 
168 M. Jiang. F. Ruskey J Discrete Mathematics 133 (1994) 159-169 
H=z1,z2,..., 7cnN from 12...k to x=x1x2 ...xk in A(n, k), we will show how to 
construct a Hamilton path from 12...k(k+ 1) to x~x~...x~x~+~ in A@, k+ l), for any 
Xk+ld~l\(xI,x2, ..a, xk). We do this by expanding (as before) each vertex 
z=z1.22 ‘.‘zk into the n-k vertices zj=zlz2~~~zkj, where j~[n]\{zr,z~, . . . ,zk}. The 
f; s, I notations are extended in the natural way; i.e., f(rc) is the (k + 1)st element in the 
first permutation of the expansion of rc. 
Define f(nN+ 1) to be Xk+ r and 5 to be the set of integers in 7~ (e.g., if n: = 4163, then 
il = {4, 1,6,3}). The expansion is done, one vertex at a time, starting at x and ending at 
12... k, by executing the three steps shown below for i = N, N - 1, . . . ,2, in that order. 
(l) Itni)+ftni+ 1). 
(2) f(7Q)~SOIlK element Of [n]\(fiiU{I(?Ti)y d(ni, 71i_ I)}). 
(3) Fill in the remaining elements of the expansion from [n]\(EiU{f(Ri), I(ni))). 
Now expand nl to satisfy f(nr)= k+ 1 and I(7r1)=f(7c2). This is possible since 
d(zr, x2)= k + 1 and thus f(z2)# k + 1. Now if k <n -3 then we also want to have 
s(rcr) = k + 2. This can be done by swapping two permutations in the expansion of rcl 
unless f(7c2) = l(nl) = k + 2; in this case we must also swap two permutations of the 
expansion of x2. These swaps are always possible if k < n - 3, but not if k = n - 3. q 
Corollary 4.3. For 1 <k < n - 1, the graph A(n, k) is Hamilton-connected. 
Proof. If k= 1 then A(n, 1) is isomorphic to the complete graph K, which is Hamil- 
ton-connected by Lemma 3.3. For 2 < k < n - 2 the result follows from Theorem 4.2. 
For k=n- 1 the result follows from Theorem 4.1. 0 
5. Final Remarks 
We considered the digraph R, where the elements of S, are generated by right 
rotations. Similarly, we could consider the Cayley digraph L, = Cay( {12,13, . . . ,1.> :S,) 
where the generators are the left rotations li = (i i - 1 ... 2 1) and obtain the theorem 
stated below. The graph R, and L, are not isomorphic in general but exactly the same 
methods of proof work for L,. 
Theorem 5.1. There is a Hamilton path in L, starting at 12.e.n and ending at x1x2...x, 
if and only $x2= 1. 
It would be interesting to have efficient algorithms for generating Hamilton paths 
and cycles in A(n, k) and G(n, k). The ideal algorithms would have running times 
0((n),) and use space O(n). 
We have recently learned that Day and Tripathi [4] have shown that A(n, k) is 
Hamiltonian. Their proof is by an induction from (n - 1, k- 1) to (n, k) and is longer 
and more complicated than our proof, Our proof can be modified to produce a very 
simple proof of Hamiltonicity. 
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