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The logistic equation, generalized to include time-dependent but periodic 
coefficients and a functional, hereditary interaction term, is shown to have a 
positive periodic solution provided the time-dependent net birth rate has a 
positive average. Under more restrictive conditions on the interaction term and 
the net birth rate, this solution is shown to be uniformly asymptotically stable. 
The approach is to treat the problem as one of the bifurcation of nontrivial 
positive solutions from the identically zero solution using, roughly speaking, the 
average of the net birth rate as a nonlinear eigenvalue. 
1. INTRODUCTION 
The well-known logistic equation, 
iv’ = N(6 - CAT), ’ = djdt, (1.1) 
for positive constants b and c has a uniformly asymptotically stable equilibrium 
N = b/c. In fact, all solutions with positive initial values tend to b/c as t -+ + CO. 
These facts are, of course, easily seen from the general solution of (1.1) which 
can be obtained by elementary integration techniques. Equation (1.1) is most 
often thought of as a simple model for the growth of a single population whose 
size is measured in some appropriate units by N(t); b is the net birth rate (i.e., 
the birth rate per unit N per unit time minus the death rate per unit N per unit 
time); c is an interaction coefficient which serves as a measure of the inhibiting 
‘effect upon the growth rate caused by population size; and b/c is often called the 
carrying capacity of the population (or of its environment). 
As early as the work of Volterra [9], time lags or hereditary effects (continu- 
ously distributed time lags) have been considered in models of the form (1.1). 
More recent work is contained in 12, 4, 5, 71. These models can be placed in the 
general form 
N’ = N (b - j-f N(t - s) da(t, s)), (1.2) 
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where the integral expression measures the accumulated lag effects on the 
inhibiting term. If ar(t, s) = CU,(S), where u, is the unit step function at 7 3 0, 
then (1.2) reduces to an equation with a single time lag at r (if 7 = 0, we get 
(1.1)); this equation, for b and c constant, has been studied in [4, 5). If a(t, s) = 
c $i K(U) du for c constant, then (1.2) reduces to the hereditary equation studied 
in [2,7,9] (again b is a constant). If b and OL are independent of t then (1.2) has an 
equilibrium N = S/ jt da(s); the above-mentioned references study the question 
of when this equilibrium is stable [7] or when in fact other (nonequilibrium) 
oscillations occur [2, 4, 51. 
The purpose of this paper is to consider the general functional differential 
equation 
N’ = N(b(t) - H,N), (1.3) 
where the net birth rate b is a periodic function of time (as might result from 
any number of biological or seasonal environmental causes) and NH,N is a 
functional which describes the cumulative inhibiting effects due to the population 
sizes of possibly all past times. Sufficient conditions are given in Theorem 1 
which ensure the existence of a positive periodic solution. To the author’s 
knowledge, no such results are presently known for this general time-dependent, 
functional equation. The stability of solutions is considered in Theorems 2 
and 3. 
2. RESULTS 
Let B be the Banach space of all continuous, w-periodic functions under the 
supremum norm: 1 N 1s = maxaGtCm 1 N(t)1 . Throughout this paper w is an 
arbitrary but fixed period. The functional differential equation (1.3) is con- 
sidered for b E B, where N -+ H,N is an operator which is defined and continu- 
ous in some neighborhood J2 C B of the origin 0 E Q and which satisfies H$N = 
O(l N I,,) near N = 0. More is assumed about Ht below. By a solution N in 52 
of (1.3) is meant a continuously differentiable function NE 9 such that (1.3) is 
satisfied for all t. By a positive solution in 8 of (1.3) is meant a solution in Q 
for which N(t) > 0 for all t. A positive function NE B is, of course, necessarily 
bounded away from zero: N(t) > 01 > 0 for all t and some constant 01 > 0.. 
Lemma 1 in Section 3 shows that solutions in 8 of (1.3) which are positive at 
some time are positive for all time. 
Let [b] denote the average of b(t): 
[b] = w-l & b(s) ds. 
Let p(t) = b(t) - [b]. Then [p-l = 0 and 6 E B implies p E B. 
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THEOREM 1. (a) Let p E B, [p] = 0. Assume the foZZowing: 
The operator N -+ H,N is continuous from Sz to B, Sz open 
in B, 0 E Sz, and maps bounded sets to bounded sets with 
HtN = O(l N I,,) near N = 0. In addition [H,N] > Ofor 
N > 0, NEG. 
WI 
Then there exists a constant 6 = 6(p) > 0 such that (1.3) with b = p + p has a 
solution N > 0, NE .Q for 0 < p < 6. 
(b) Let b E B, [b] > 0. Assume the following: 
H,N = c(t) N + G,N, c E B, c(t) > 0 where the operator 
N-t GtN satisJies (Hl) with Q = B (except that [G,N] = 0 
is allowed) and maps nonnegative functions to nonnegative ’ 0-Q) 
fludons. 
Then (1.3) has a solution N > 0, NE B. 
In particular, note that for the differential equation (1.1) one finds from part (b) 
of this theorem that a positive solution exists in B for any b and c in B provided 
that [b] > 0 and c(t) > 0 for all t. The integral in (1.2) satisfies (Hl) if 
a(t, s) E B for every s and is nondecreasing in s with sr da(t, s) < +co for every 
t. If /3(t, s) satisfies these same conditions and if a(t, s) = c(t) u,,(s) + /l(t, s) for 
c E B, c(t) > 0, then (H2) is satisfied. 
Before the stability of positive solutions NE B is considered, some simple 
observations concerning a certain weighted average of such solutions will be 
made. If Eq. (1.3) is divided by N and integrated from 0 to w and the result is 
divided by w, then one finds quite easily that [li,N] = [b]. This is valid for any 
positive, bounded solution in Q of (1.3). In particular, one has for Eq. (1.1) 
that the weighted average of any positive solution is [cN] = [b]. For Ht satisfying 
(H2) one has [b] >, [cNj >, c,,[Nj f or any constant 0 < c, < c(t) and N > 0 
satisfying (1.3). 
THEOREM 2. Suppose that b(t), c(t) E B in (1.1) and that c(t) > 0 for all t. 
Then any positive solution N which is bounded away from zero is locally unifomzly 
asymptotically stable. Moreover, for every t, there corresponds a constant 
6 = 8(t, , b, c) > 0 such that if N(t; t, , No) is the soZution of (1.1) with initial 
value N,, at time t, and if N,, > fl(t,) - S then N(t; t, , N,,) exists for all t and 
N(t; t, , N,,) - N(t) + 0 as t--+30. 
Here uniform asymptotic stability means that which is commonly defined 
in the theory of ordinary differential equations [3]. The techniques used in 
proving this theorem utilize standard linearization techniques for ordinary 
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differential equations. This concept of uniform asymptotic stability and these 
techniques are also available [3] for the functional differential equation (1.3) 
(see [l, especially Remark 11). This approach results in our next theorem. 
Let Cs denote the Banach space of functions continuous for all t under the 
norm 1 . 1s . Given a bounded linear operator L: C, --f C, let 1 L 1 = sup{/ LN lo: 
I N ID = 11. 
The operator N -+ H,N satisfies (H2) where G,: C,, -+ C,, is a 
bounded linear operator. (H3) 
THEOREM 3. Let (H3) hold. There exists a constant y > 0 such that ;f N is any 
positive solution of (1.3) which is bounded away from zero and which satisfies 
1 N lo 1 Gt 1 < y then N is (ZocaZZy) uniformly asymptotically stable. 
These theorems obviously apply to positive solutions in B (e.g., those whose 
existence is guaranteed by Theorem 1) since positive periodic solutions are 
necessarily bounded away from zero. 
Theorem 3 obtains stability at the expense of requiring that the lag or here- 
ditary influence is small. That one needs some such assumption is evidenced 
by the work in [2, 4-61, where it is shown that significant lag or hereditary 
effects can create periodic solutions even in the presence of an equilibrium, the 
latter being not asymptotically stable. 
The next and final result follows from Theorems 1 and 3. 
COROLLARY. Under the hypotheses of Theorem 3, there exists a constant 
6 = 6(b - [b]) > 0 such that if 0 < [b] < S and if N is the positive solution of 
(1.3) in B whose existence is guaranteed by Theorem 1, then N is (locally) unifmmly 
asymptotically stable. 
The point of the corollary is that it turns out (see the proof of Theorem 1 in 
Section 3) that as [b] + 0 in Theorem 1 the solution N is such that ( N (s -+ 0 
so that the condition I N /,, 1 G, I < y in Theorem 3 can be met for [b] sufficiently 
small. 
3. PROOFS 
In preparation for the proofs of the theorems in Section 2 some preliminary 
lemmas will be given. 
LEMMA 1. Suppose Ht satisJies (Hl) and b(t) E B. If N E B is a solution of 
(1.3), then either N(t) < 0, N(t) > 0, or N(t) = 0 fw all t. 
Proof. If, for a given solution N, one defines the continuous function g(t) = 
b(t) - HfN then N(t) solves the linear equation x’ = g(t) x. Thus, N = 
N(t,) exp(jilg(s) ds) and the result follows. i 
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LEMMA 2. Suppose a(t) E B. If [u] < 0, then the nonhomogaeous equation 
x’ = u(t) x +f(t) (3.1) 
has a unique solution x E B for each f E B and the map L: B -+ B defined by 
x = Lf is linear and compact. 
Proof. This result follows from a well-known theorem [3, p. 2251 since the 
assumption [a] < 0 guarantees that the homogeneous equation has no solution 
in B. I 
LEMMA 3. Suppose that u(t),f(t) E B with [a] = 0. Then all solutions of 
y’ = u(t) y lie in B undin order for (3.1) to have a solution in B it is necessary that 
[fy*] = 0 where y* is any solution of y’ = -u(t) y. 
Proof. 
[u] 
First observe that 4: u(s) ds E B follows from the assumption that 
= 0. This implies exp(& so u(s) ds) E B and h ence that all solutions of both 
equations y’ = &z(t) y lie in B. The orthogonality condition follows easily 
by integrating y*x’ by parts. a 
Proof of Theorem 1. (a) Let h = TV + 1 and u(t) = p(t) - 1 E B. Then 
(1.3) b ecomes 
N’ = (A + a(t)) N - NH,N. 
Observing that [a] = -1 < 0 and referring to Lemma 2 one finds that as far as 
positive solutions of (1.3) in SI are concerned this equation is equivalent to the 
operator equation N = L(XN - NH, / N 1) or 
N=ALN+H(N), NEB, (3.2) 
where by (Hl) the operator H: D + B is continuous and satisfies H(N) = 
-LNH, 1 N 1 = o(I N 1s) near N = 0. By Lemma 2 and (Hl), H is completely 
continuous. Using X as a free nonlinear eigenvalue, one may apply well-known 
bifurcation techniques [8] to obtain nontrivial solutions of (3.2). This means 
that one must investigate the linearized problem N = XLN, NE B. A character- 
istic solution (h, N) of L in R x B yields a nontrivial solution of the scalar 
differential equation (and vice versa) 
N’ = (A + u(t)) N. (3.3) 
Such a solution exists if and only if [h + a] = 0, i.e., if and only if h = -[a] = 1. 
Thus, there exists one and only one characteristic value of L on B (namely, 
X = 1) which, since (3.3) is scalar, is simple (of multiplicity 1). Applying [8, 
Theorem 1.251, one obtains the existence of two (locally distinct) continua C+ of 
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nontrivial solutions of (3.2) bifurcating from (I, 0) in R x B (i.e., whose closures 
contain (1,O)). 
By Lemma 1 any continuum of nontrivial solutions must consist of solutions 
of one sign. Since H(N) is odd (i.e., H(-N) = --H(N)) it follows that -N 
is a solution of (3.2) whenever NE 52 is a sufficiently small solution (so that 
-NE Q). Consequently one of the two continua (say C+) consists of positive 
solutions. Any solution (A, N) E C+ of (3.2) then yields a positive solution 
N E 52 of (1.3) for p = /\ - 1 and small. According to the remarks immediately 
preceding Theorem 2, p = [H,N]. Thus, by (HI) one has that p > 0 for such 
solutions and part (a) is proved. 
(b) It follows from [8, Theorem 1.251 that C+ connects to the boundary 
of 52. Under the assumption (H2) this means C, connects to co, i.e., that C, 
is unbounded in R x B. Since C+ is a continuum it follows that the image of at 
least one of the projections onto either R or B is unbounded. It is shown next 
that (H2) implies that the image I of the projection onto R is I = (1, +co). 
First observe that since C+ bifurcates from (1,O) E R x B, it follows that 
h = 1 is contained in the closure of I. Next observe that for every (h, N) E C+ 
one has h - 1 = p = [H&J > 0 by (H2) and hence I _C (1, +a). Equality 
will follow from the proof that I is unbounded. 
First an a priori estimate on N in terms of h for (A, N) E C+ is obtained by use 
of (H2). For such a function 
N’ = (A + u(t)) N - c(t) N” - NGtN. 
Let t, be a point where N(t,) = 1 N 1s; then necessarily N’(t,) = 0 so that 
0 G (A + &,J) I N lo - c(t,,J I N Ii, and hence, 
I N ICI < (A + 4L>M4n> G 0 -t I a l&l ? (3.4) 
where c,, > 0 is a constant such that 0 < c, < c(t). 
If I were bounded it would follow from (3.4) that the image of the projection 
of C+ onto B is bounded, a contradiction. Thus, it has been shown that I is 
unbounded, but cannot be unbounded below. Since C+. is a continuum in R x B 
it certainly is true that I is a continuum in R and consequently is an interval, 
unbounded above; thus, I = (1, $-co). 
The proof of part (b) of Theorem 1 follows from the observation that for any 
average [b] > 0 there exists a h E I such that h = [b] + 1. 1 
Proof of Theorem 2. Let fl be a fixed, positive solution of (1.1) which satisfies 
fl> a? > 0 for all t and some constant a! > 0. Define x = N - w; then x 
satisfies the equation 
x’ = (w,/W - CR) x - cx2. (3.5) 
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The associated linear equation 
y’ = (ml/N - CR) y (3.6) 
has fundamental solution y = w(t) exp(- j: cm du). Thus, 
1 y(t) y-.‘(s)1 = j N(t) N-l(s)\ exp (- JYt cXdu) < \ N I0 01-l exp(-c,,a(t - s)) 
(3.7) 
for all t 3 s and it follows from standard linearization theorems [3, p. 631 that 
x = 0 (i.e., N = m) is (locally) uniformly asymptotically stable. Hence, 
/ w(t,) - N,, 1 < 6 implies N(t; t, , NJ - m(t) -+ 0 as t - +oo for some 
constant 6 > 0. 
The variation of constants formula implies 
(3.8) 
Suppose N, > m(t,) so that x(t,) 2 0. The uniqueness of solutions of (3.5) 
implies that x(t) > 0 for all t. From (3.8) one finds that 0 < x(t) < y(t)y-l(t,,) x 
x(t,), which implies, together with (3.7), that x exists for all t and x(t) ---f 0 as 
t-ice. 1 
Proof of Theorem 3. Let x = N - x where @ > 0 solves (1.3). Then x 
satisfies the equation 
x’ = (F/m - cm) x - NG,x - cx2 -- xG,x. (3.9) 
The linear ordinary differential equation (3.6) is exponentially stable, as is seen 
by (3.7). Converting (3.9) to an integral equation by integrating both sides from 
0 to t, we find that Theorem 3 follows immediately from [1, Theorem l(ii) and 
Remark 13. 1 
Proof of the Co~oZkz~y. From the proof of Theorem 1, part (a) one finds that 
because the solutions N E B branch from the trivial solution N E 0 for X near 1 
(i.e., as X ---) 1 the solutions satisfy / N I,, + 0), it follows that given E > 0, 
there exists a constant 6 > 0 such that for 0 < [b] < 8 one has / N I0 ,( E for 
the solution N on this branch. In particular, one may take E = y 1 G, j-1. 
Theorem 3 then applies. 1 
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