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ABSTRACT
Text classification is one of the most frequent tasks for processing
textual data, facilitating among others research from large-scale
datasets. Embeddings of different kinds have recently become the
de facto standard as features used for text classification. These em-
beddings have the capacity to capture meanings of words inferred
from occurrences in large external collections. While they are built
out of external collections, they are unaware of the distributional
characteristics of words in the classification dataset at hand, includ-
ing most importantly the distribution of words across classes in
training data. Tomake the most of these embeddings as features and
to boost the performance of classifiers using them, we introduce a
weighting scheme, Term Frequency-Category Ratio (TF-CR), which
can weight high-frequency, category-exclusive words higher when
computing word embeddings. Our experiments on eight datasets
show the effectiveness of TF-CR, leading to improved performance
scores over the well-known weighting schemes TF-IDF and KLD
as well as over the absence of a weighting scheme in most cases.
1 INTRODUCTION
Word embeddings, or distributed word representations, have be-
come one of the most common features for processing text. Word
embeddings have been successfully used in numerous NLP and
IR tasks such as sentiment analysis [3], machine translation [29],
search [8] or recommender systems [18], as well as different do-
mains such as biomedicine [4] or finance [5], outperforming tradi-
tional vector representation methods based on bags-of-words or
n-grams.
In this work we focus on text classification [23], where word
embeddings and derivatives are commonly used to represent the
textual content of the instances to be classified [27]. While word
embeddings are widely used features for text classification, they
are generally used for vector representation of the textual content
of the instances, independent of the importance each word can
have within each category. We propose to incorporate information
derived from category labels in the training data to improve vector
representations. Here we propose Term Frequency-Category Ratio
(TF-CR), a weighting scheme that exploits the category labels from
training data to produce an improved vector representation using
word embeddings, which is informed by category distributions in
the training data.
There is a dearth of work in the literature trying to exploit the dis-
tribution of content across classes in the training data for improving
word embedding representations. The few works that tackled the
problem have mainly focused on doing so for large-scale datasets,
where it is possible to train separate word embedding models for
each category thanks to the availability of abundant in-domain data.
This is the case for problems such as sentiment analysis, where one
can build such large annotated datasets by using distant supervi-
sion. In this paper, we aim to develop an improved word embedding
representation for text classification where training data is not nec-
essarily so abundant. To do that, we are the first to propose a novel
weighting scheme, Term Frequency-Category Ratio (TF-CR), which
can be applied on pre-trained, domain-agnostic word embedding
models, only leveraging the training data available in the dataset at
hand for dataset-specific weighting of the embeddings. The intu-
ition behind TF-CR is to assign a higher weight to high-frequency,
category-exclusive words as observed in the training data.
Our experiments on eight classification datasets show the consis-
tent effectiveness of TF-CR, significantly improving performance
of word embedding representations for text classification over the
use of the well-known weighting schemes TF-IDF and KLD, as well
as over unweighted word embeddings.
2 RELATEDWORK
Early methods for learning distributed representations of words [2]
through the so-called neural probabilistic language models have
more recently gained momentum as embeddings [11, 20]. It sparked
development of additional methods to reduce the dimensionality of
traditional vector representation methods such as bags-of-words,
by learning word embeddings. Two of the best-known methods
to learn word embeddings include Word2Vec [17] and Glove [19],
which enable dimensionality reduction as well as capturing seman-
tic similarities across words. The key intuition is that, having a
large corpus to train a model from, one can learn semantic charac-
teristics of words by analysing their context, i.e. words surrounding
other words. This leads to vectors of reduced dimensionality (word
embeddings) to represent each word, which are normally between
100 and 500 dimensions. One of the widely adopted practices for
sentence representation is then to get the sum or the average of
the word embeddings in the sentence in question [28].
Use of word embeddings for text classification without specific
weighting of words, however, ignores potentially useful informa-
tion that can be extracted from class labels. While this problem has
been tackled before, there is limited work exploring the utility of
class labels to make the most of word embeddings for text classifica-
tion. Previous work leveraging class labels to boost the performance
of word embeddings on text classification has largely focused on
sentiment analysis. The sentiment analysis task is suitable as it is
possible to collect large, distantly supervised datasets [9] which
are exploited to train sentiment-specific embeddings. Having large
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annotated datasets, one can then train separate word embedding
models for each class or learn models that incorporate class distri-
butions in them. This has been achieved in different methods by
combining multiple neural networks [14, 15, 24–26] or by using
separate training processes [30] to train different word embedding
models for each class in the dataset. This however requires avail-
ability of very large collections of labelled data to train separate
models, which is possible for classification tasks exploiting distant
supervision for data collection, as is the case with sentiment analy-
sis. However, it is more limited for other text classification problems
where gathering labelled data is expensive. In what follows, we
propose a new weighting scheme to tackle this problem, TF-CR.
3 THE TF-CRWEIGHTING SCHEME
We propose a novel weighting scheme for word embedding rep-
resentation in text classification tasks, which aims to determine
the importance of each word for each particular category based
on the distribution of the word across categories in the training
data; this can provide additional information that word embeddings
inherently disregard. This can be achieved by using well-known
weighting schemes which are often used for text classification based
on bags-of-words, such as TF-IDF [13, 22] and Kullback-Leibler Di-
vergence (KLD) [16].
To suit the purposes of word embeddings in text classification,
here we propose a new weighting scheme. The Term Frequency-
Category Ratio (TF-CR) is a simple weighting scheme that combines
the importance of a word within a category (Term Frequency, TF)
and the distribution of the word across all categories (Category Ra-
tio, CR). Both TF and CR are computed for each wordw within each
category c . TF is computed as the ratio of words in a category that
arew , i.e. TFwc = |wc |Nc , where |wc | is the number of occurrences
ofw in c , and Nc is the total number of words in c . CR is computed
as the ratio of occurrences of w that occur within the category c ,
i.e. CRwc = |wc ||w | , where |w | denotes the number of occurrences of
w across all categories.
The final TF-CR is the product of both metrics (Equation 1).
TF −CR = |wc |
Nc
∗ |wc ||w | =
|wc |2
Nc ∗ |w | (1)
TF-CR ultimately gives a high weight to words that occur exclu-
sively and with high frequency within a category. Low-frequency
words exclusive to a category and high-frequency words that fre-
quently occur across all categories will get lower scores.
3.1 Applying TF-CR on embeddings
In order to create a representation weighted using TF-CR, we first
build category-specific word embedding representations of a text.
This category-specific representation is created by summing up
the embeddings of each of the words in a sentence, multiplied by
their TF-CR score. This leads to k TF-CR-weighted embedding rep-
resentations, where k is the number of categories in the dataset. We
finally concatenate these k embedding representations to produce
the final vector, which has a dimensionality of k ×d , where d is the
number of dimensions of the word embedding model.
4 EXPERIMENTS
4.1 Datasets
We use eight different datasets:
• RepLab polarity dataset [1]: A dataset of 84,745 tweets
mentioning companies, annotated for polarity as positive,
negative or neutral.1
• ODPtweets [31]: a large-scale dataset with nearly 25 mil-
lion tweets, each categorised into one of the 17 categories of
the Open Directory Project (ODP).
• Restaurant reviews [12]: a large dataset of 14,542,460 Tri-
pAdvisor restaurant reviews with their associated star rating
ranging from 1 to 5.
• SemEval sentiment tweets [21]: we aggregate all anno-
tated tweets from the SemEval Twitter sentiment analysis
task from 2013 to 2017. The resulting dataset contains 61,767
tweets.
• Distantly supervised sentiment tweets: by using a large
collection of tweets from January 2013 to September 2019
released on the Internet Archive2, we produce a dataset of
tweets annotated for sentiment analysis by using distant su-
pervision following [9], leading to tweets annotated as posi-
tive or negative. The resulting dataset contains 33,203,834
tweets.3
• Hate speech dataset [7]: a dataset of 99,996 tweets, each
categorised into one of {abusive, hateful, spam, normal}.
• Newsspace200 [6]: a dataset of nearly 500K news articles,
each categorised into one of 14 categories, including busi-
ness, sports entertainment.http://groups.di.unipi.it/~gulli/
AG_corpus_of_news_articles.html
• 20 Newsgroups: a collection of nearly 20,000 newsgroup
documents, pertaining to 20 different newsgroups, which
are used as categories.4
For all datasets, we randomly sample 100,000 instances, except
for those with fewer instances.
4.2 Word Embedding Models & Classifiers
We tested four word embedding models: (1) Google’s Word2Vec
model (gw2v), (2) a TwitterWord2Vecmodel5 (tw2v) [10], (3) GloVe
embeddings trained from Common Crawl (cglove) and (4) GloVe
embeddings trained from Wikipedia (wglove).6
Different classifiers were tested. Due to limited space, we show
here results obtained with a logistic regression classifier and tw2v
embeddings, which consistently lead to optimal results. We report
macro-F1 values as performance scores.
4.3 Weighting Schemes
We compare four different weighting schemes, all of which are
applied following the methodology in §3.1:
• No weighting (no wgt).
1http://nlp.uned.es/replab2013/
2https://archive.org/details/twitterstream
3http://www.zubiaga.org/datasets/sentiment1319/
4http://qwone.com/~jason/20Newsgroups/
5https://fredericgodin.com/software/
6https://nlp.stanford.edu/projects/glove/
• TF-IDF,which weights words with low document frequency
higher. We compute TF-IDF scores for each word within each
category, therefore calculating the importance of the word
in each category.
• KLD, which determines the saliency of a word in a category
with respect to the rest of the categories. Again KLD leads
to a score for each word in each category.
• TF-CR, our weighting scheme defined in §3.
4.4 Varying Sizes of Training Sets
While we have up to 90,000 instances available as training data, we
perform experiments with varying numbers of training instances.
This allows us to assess the extent to which weighting schemes can
help with varying sizes of training data, provided that calculations
of weights using these schemes are done solely from the training
data available in each case. We performed experiments for training
sets ranging from 1,000 to 9,000. Training instances are randomly
sampled in each training scenario, keeping the random sample
consistent across different experiments with the same training
size, and incrementally adding instances, i.e. a training set of 5,000
contains all of the training instances of that with 4,000 plus another
1,000. All performance scores reported are the result of averaging
10-fold cross-validation experiments.
5 RESULTS
Table 1 shows the results with varying numbers of training in-
stances. We observe that TF-CR consistently outperforms the other
weighting schemes, TF-IDF and KLD, regardless of the training
size. The gap between TF-CR and the other weighting schemes
generally becomes larger as the training data increases, showing
that TF-CR exploits the class distributions more effectively. We can
also observe that the unweighted approach outperforms TF-CR in
six out of eight datasets when the training data is as small as 1,000
instances. However, TF-CR becomes more effective as the training
data increases. TF-CR outperforms the unweighted method in five
out of eight datasets with 10,000 training instances, and in seven
out of eight datasets with 90,000 training instances. This reinforces
the effectiveness of TF-CR for mid-sized training sets and above.
Figure 1 shows the tendency of all four methods as the train-
ing size varies from 1,000 to 90,000, with steps of 1,000. With the
exception of the hate speech dataset, TF-CR outperforms all other
methods for larger training sets. Moreover, TF-CR consistently out-
performs all other methods for most training sizes in five datasets:
20newsgroups, newsspace200, odptweets, restaurants and sentiment.
6 DISCUSSION
We have introduced TF-CR,7 a first-of-its-kind weighting scheme
that can leverage word distributions across categories in training
data for text classification. The intuition behind TF-CR is to give
higher weights to frequent words that exclusively or predominantly
occur within a category. This leads to category-specific weights for
eachword, which allows an embedding representation that captures
varying importances of words across categories. Experimenting on
eight datasets, we show that (1) it improves over unweighted word
embeddings in seven of the datasets with large training datasets,
7Code available at https://github.com/azubiaga/tfcr
20ng hs ns200 odp rl rest sem sent
1K training instances
no wgt 0.554 0.613 0.448 0.234 0.324 0.415 0.577 0.694
TF-IDF 0.653 0.534 0.436 0.184 0.265 0.403 0.465 0.634
KLD 0.668 0.543 0.440 0.179 0.264 0.400 0.452 0.620
TF-CR 0.783 0.566 0.456 0.196 0.268 0.426 0.474 0.665
2K training instances
no wgt 0.591 0.620 0.473 0.264 0.333 0.443 0.592 0.698
TF-IDF 0.730 0.558 0.460 0.217 0.274 0.410 0.483 0.636
KLD 0.734 0.578 0.463 0.209 0.263 0.431 0.489 0.631
TF-CR 0.836 0.588 0.481 0.239 0.278 0.452 0.512 0.690
5K training instances
no wgt 0.626 0.634 0.503 0.290 0.364 0.460 0.606 0.707
TF-IDF 0.645 0.545 0.476 0.266 0.308 0.408 0.503 0.633
KLD 0.646 0.590 0.491 0.262 0.296 0.459 0.537 0.642
TF-CR 0.811 0.600 0.516 0.296 0.332 0.479 0.562 0.708
10K training instances
no wgt 0.596 0.641 0.519 0.301 0.370 0.475 0.612 0.713
TF-IDF 0.440 0.536 0.490 0.295 0.303 0.399 0.502 0.636
KLD 0.475 0.606 0.524 0.300 0.318 0.475 0.549 0.651
TF-CR 0.696 0.614 0.541 0.351 0.347 0.490 0.585 0.716
40K training instances
no wgt 0.705 0.656 0.538 0.312 0.418 0.495 0.634 0.718
TF-IDF 0.893 0.548 0.493 0.335 0.367 0.390 0.528 0.648
KLD 0.860 0.632 0.570 0.349 0.368 0.505 0.577 0.660
TF-CR 0.930 0.635 0.575 0.423 0.427 0.513 0.632 0.736
90K training instances
no wgt 0.705 0.661 0.544 0.325 0.422 0.503 0.635 0.721
TF-IDF 0.893 0.556 0.507 0.354 0.379 0.390 0.532 0.647
KLD 0.860 0.643 0.586 0.362 0.364 0.516 0.577 0.663
TF-CR 0.930 0.648 0.595 0.458 0.444 0.522 0.638 0.748
Table 1: Comparison of results using different weighting
schemes for varying sizes of training data.
(2) it improves consistently for most training sizes in five of the
datasets. TF-CR also consistently outperforms TF-IDF and KLD.
Our objective here has been to introduce and validate TF-CR.
Additional tuning of classifier parameters, adding features, etc. for
achieving state-of-the-art performance is beyond the scope of this
work. We also aim to extend this work by further exploring the
differences across datasets, to determine dataset characteristics that
maximise the benefits of TF-CR.
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