In this paper, we describe the asymptotic distribution of Hecke eigenvalues in the Laplace eigenvalue aspect for certain families of Hecke-Maass forms on compact arithmetic quotients. In particular, we treat not only spherical, but also non-spherical Hecke-Maass forms, including remainder estimates. Our asymptotic formulas are available for arbitrary simple connected algebraic groups over number fields with cocompact arithmetic subgroups. In preceding studies on distributions of Hecke eigenvalues the trace formula played an important role. Since the latter is currently not available for our families, we rely on Fourier integral operator methods instead.
Introduction
In this paper, we describe the asymptotic distribution of Hecke eigenvalues for automorphic forms on compact arithmetic quotients of semisimple Lie groups in the Laplace eigenvalue aspect in both spherical and non-sperical settings. In the spherical case, such asymptotics were studied previously by Sarnak [43] for SL(2, R), Imamoglu-Raulf [21] for SL(2, C), Matz [33] for SL(n, C), and Matz-Templier [34] for SL(n, R), as well as Finis-Matz [11] and Finis-Lapid [10] for all simple reductive groups. To our knowledge, non-spherical asymptotics have not been considered so far. Asymptotic formulas for Hecke eigenvalues are related to the asymptotic distribution of Laplace eigenvalues of Hecke-Maas forms, which is the content of Weyl's law [9, 36, 29, 42] , and imply Plancherel density theorems and the Sato-Tate equidistribution theorems for Hecke eigenvalues [43, 7, 47, 49, 50, 3] . From the latter, statistics of low-lying zeros of automorphic L-functions can be inferred [34, 50] .
Our results cover basically two settings. Let H denote a semisimple connected linear algebraic group over the rational number field Q, and write A for the adele ring of Q. As usual, regard H(Q) as a subgroup of H(A) by the diagonal embedding, and assume that H(Q)\H(A) is compact. On the one hand, we derive non-equivariant asymptotics with remainder for Hecke eigenvalues of automorphic forms in the space L 2 (H(Q)\H(A)) of square integrable functions on H(Q)\H(A), see Theorem 4.3. On the other hand, we prove equivariant asymptotics with remainder for Hecke eigenvalues of automorphic forms belonging to specific σ-isotypic components L 2 σ (H(Q)\H(A)) in L 2 (H(Q)\H(A)) for any simple connected algebraic group H and any K-type σ ∈ K, where K is a maximal compact subgroup of G := H(R), see Theorem 5.4. If G is compact, by functoriality our non-equivariant results also cover certain families of automorphic forms whose corresponding automorphic representations have discrete the automorphism group Aut(D) of D, a simple connected algebraic group, see [27, Chapter VI, Section 23] . Take a maximal order O in D, and choose a Z-basis e 1 = 1, e 2 , . . . , e n 2 of O so that O = Ze 1 + · · · + Ze n 2 . Then, a morphism f :H := GL(1, D) → SL(n 2 − 1) over Q is defined by the adjoint action g · x → gxg −1 ofH on D, and the elements e 2 , e 3 , . . . , e n 2 of the basis. Here GL (1, D) means the general linear group over Q defined by D, see [27, Chapter VI, Section 20] , so that the set H(F ) of F -rational points inH is the multiplicative group of D ⊗ Q F for any extension field F of Q.
The image of f is identified with H, and the group of integral points Γ := H(Z) = H(Q)∩SL(n 2 −1, Z) is a cocompact lattice of the real Lie group G := H(R) ∼ = PGL(n, R). Note that our main theorems are available for arbitrary cocompact arithmetic congruence subgroups, but we consider only H(Z) here for simplicity.
Let Q p and Z p denote the p-adic number field and the ring of integers, respectively, and define the finite adele ring A fin of Q as the restricted direct product A fin := rest p Q p , where p moves over all prime numbers. Note that Q is regarded as a subring of the adele ring A := R × A fin of Q via the diagonal embedding. Set K p := H(Z p ), and consider the open compact subgroup K 0 := p K p of H(A fin ), which satisfies H(Q) ∩ K 0 = Γ. Since H(A) = H(Q)(GK 0 ), it follows that the arithmetic quotient Γ\G is topologically isomorphic to H(Q)\H(A)/K 0 , because SL(1, D) := {g ∈ GL(1, D) | Nrd(g) = 1} satisfies the Strong Approximation Property to ∞ and one has Nrd(K 0 ) = p Z × p , compare [38] . It is known that there exists a finite set S 0 of primes such that D ⊗ Q p is isomorphic to M(n, Q p ) iff p does not belong to S 0 .
Asymptotics of Hecke eigenvalues.
In what follows, and for the convenience of the reader who is not familiar with the adelic language, we shall translate our main theorems, which are stated in that framework, to the non-adelic setting. Let us begin by introducing for each element α ∈ H(Q) ⊂ SL(n 2 − 1, Q) a Hecke operator T ΓαΓ on the space L 2 (Γ\G) of square integrable functions on Γ\G by setting (T ΓαΓ φ)(x) := Γβ∈Γ\ΓαΓ φ(βx), φ ∈ L 2 (Γ\G).
For details, we refer the reader to Section 3.3. Consider further the right action of the maximal compact subgroup K := PO(n) ⊂ G on Γ\G, and recall the Peter-Weyl decomposition L 2 (Γ\G) = σ∈ K L 2 σ (Γ\G) of L 2 (Γ\G) into σ-isotypic components L 2 σ (Γ\G) := (L 2 (Γ\G) ⊗ σ ∨ ) K , where σ ∨ denotes the contragredient representation of σ ∈ K, and K is the unitary dual of K. The operator T ΓαΓ obviously commutes with the right action of K so that T ΓαΓ acts on each subspace L 2 σ (Γ\G). From the viewpoint of automorphic representations, there exists an orthonormal basis {φ j } j≥0 in L 2 (Γ\G) such that each φ j is a simultaneous eigenfunction for the Beltrami-Laplace operator ∆ on G and the Hecke operators T ΓαΓ for every α ∈ H(Q) such that the denominators of the entries of α in SL(n 2 − 1, Q) are prime to p∈S0 p, where S 0 was introduced above. Their eigenvalues are denoted by ∆φ j = λ j φ j , T ΓαΓ φ j = λ j (α)φ j , and 0 = λ 0 < λ 1 ≤ λ 2 ≤ · · · . Furthermore, in the present case the strong multiplicity-one theorem implies that φ j belongs to a single K-type σ, compare [2] . Set µ j := λ j , d := dim G = n 2 − 1, and d σ := dim σ. Our first main result deals with the asymptotic distribution of Hecke eigenvalues and is a special case of Theorems 4.3 and 5.4. 
where δ α := 1 if α ∈ Γ, δ α := 0 otherwise, vol denotes the Riemannian volume, and ̟ m := π m 2 /Γ(1 + m 2 ) stands for the volume of the unit m-sphere. 2.3. Equidistribution theorems for Satake parameters. As a consequence of Theorem 2.1, we obtain certain equidistribution statements which are related to the generalized Ramanujan conjecture. Choose a prime p ∈ S 0 , and define a subring Z(p) of Q by setting Z(p) := {p −l m | m ∈ Z, l ∈ Z}. We have G p := H(Q p ) ∼ = PGL(n, Q p ) as well as K p ∼ = PGL(n, Z p ), and in view of H(A) = H(Q)(GK 0 ) and the strong approximation property for SL(1, D) one can prove that the mapping
is bijective. As a consequence, the unramified Hecke algebra
Next, define β t by Γβ t Γ := H(Q) ∩ K 0 γ −1 t K 0 , and the Satake parameter of a Hecke-Maass form φ j at p as the n-tuple α (j) 
n (p) ∈ T /S n consisting of roots of the equation
where T := {(u 1 , . . . , u n ) ∈ (C × ) n | u 1 · · · u n = 1}, and S n denotes the symmetric group of degree n.
The generalized Ramanujan conjecture predicts that for j > 0 the Satake parameter α (j) (p) belongs to
We now introduce the Plancherel measure m Pl,ur p and the Sato-Tate measure m ST on T /S n . Their supports are contained in T c , and with respect to the coordinates (e iθ1 , . . . , e iθn ) ∈ T c are defined as [43] m Pl,ur
where c p and c ∞ are constants determined by requiring m Pl,ur
The following two corollaries are direct consequences of Theorem 2.1, and present some evidence towards the generalized Ramanujan conjecture. They are special cases of Corollaries 4.5 and 4.6, and Corollaries 5.6 and 5.7, respectively. Corollary 2.2 (Plancherel density theorem). Choose a prime p ∈ S 0 . Then, one obtains
where δ α (j) (p) denotes the Dirac delta measure at α (j) (p) ∈ T /S n . Corollary 2.3 (Sato-Tate equidistribution theorem). Choose a prime p ∈ S 0 , and let {(p k , µ k )} k≥1 be a sequence such that p k → ∞ and p l k /µ k → 0 as k → ∞ for any integer l ≥ 1. Then
2.4.
Low-lying zeros of principal L-functions. As another consequence of Theorem 2.1 we are able to give some results about the statistics of low-lying zeros of L-functions. By the strong multiplicityone theorem, each φ j determines a unique automorphic representation π j = ⊗ v π j,v of H, to which one can associate the principal L-function L(s, π j ) := p L p (s, π j,p ) by Godement-Jacquet theory, see [14, 24, 2] for details. In our context, for each prime p ∈ S 0 , the local L-factor L p (s, π j,p ) is given in terms of the Satake parameters by
Furthermore, L(s, π j ) can be analytically continued to an entire function on C if j > 0. If j = 0, φ 0 is constant on Γ\G, and consequently on Γ\G/K, every π 0,v equals the trivial representation, and L(s, π 0 ) = n t=1 ζ(s + n+1 2 − t), where ζ(s) is the Riemann zeta function. As a consequence, and following [44] and [45] , we can regard F σ (µ) as a family of L-functions. Notice that an automorphic representation may contain Hecke-Maass forms φ j belonging to several K-types σ. Later, we will introduce families of automorphic representations in a more general setting following [50] , F σ (µ) being an instance of such a family in the present context.
In order to study the statistics of low-lying zeros of the L-functions L(s, π j ) belonging to the family F σ (µ) one introduces the average analytic conductor
where C(π j ) denotes the analytic conductor of π j , and we refer to [23] and [22, Chapter 5] for its definition. It is obvious that C(F σ (µ)) ≍ µ n as µ → ∞. Choose a Paley-Wiener function Φ on C whose Fourier transform Φ has sufficiently small support on R, and define the average one-level density of the family F σ (µ) as
where ̺ j ranges over all non-trivial zeros of L(s, π j ). We then have the following
Here the density functions W are given by
Proof. If σ is 1-dimensional, the statement is essentially contained in [34, Theorem 2.1] for general n, and for n = 2 in [1, Theorem 1.4], because our family can be obtained from the families considered there by restricting finitely many local components of automorphic representations. As for the case n = 2, the statement can be reduced to the case dim σ = 1 by considering K-types of irreducible unitary representations of G. Hence, we are left with the task of proving the assertion for n > 2 and dim σ > 1. Now, [2] implies that for j > 0 the automorphic representation of PGL(n, Q) associated to a Hecke-Maass form φ j is cuspidal, so that F σ (µ) is essentially cuspidal, compare also [45] . In addition, Theorem 2.1 implies that F σ (µ) has rank zero in the sense of [45] . Consequently, the assertion follows with the same arguments that were used in [50, Section 12] , see also [34, Section 2] .
For the non-equivariant family F(µ), we can also define the average analytic conductor C(F(µ)) and the average 1-level density D 1 (F(µ); Φ) as above. The multiplicity of a K-type σ of a parabolically induced representation of G is bounded by the dimension of σ, cf. [36, p. 293] , because for G = PGL(n, R), any Levi subgroup of a cuspidal parabolic subgroup is isomorphic to a product of copies of GL(1, R) and GL(2, R) modulo the center. Therefore, for a single π j , the number of Hecke-Maass forms φ ∈ π j with µ φ ≤ µ increases by the order µ 3 for n > 2 or µ for n = 2, where µ φ > 0 is defined by ∆φ = µ 2 φ φ. Consequently, they can be neglected in the total growth of F(µ), and we obtain C(F(µ)) ≍ µ n . Thus, by the same argument as in the proof of Theorem 2.4 for n ≥ 3, we obtain
Spectral asymptotics for kernels of Hecke operators
In this section, we begin our analysis by deriving spectral asymptotics for kernels of Hecke operators by means of Fourier integral operators.
3.1. Non-equivariant spectral asymptotics. Let M be a closed Riemannian manifold M of dimension d and P 0 an elliptic classical pseudodifferential operator on M of degree m, which is assumed to be positive and symmetric. Denote its unique self-adjoint extension by P , and let {φ j } j≥0 be an orthonormal basis of L 2 (M ) consisting of eigenfunctions of P with eigenvalues {λ j } j≥0 repeated according to their multiplicity. Let p(x, ξ) be the principal symbol of P 0 , which is strictly positive and homogeneous in ξ of degree m as a function on T * M \ {0}, that is, the cotangent bundle of M without the zero section. Here and in what follows (x, ξ) denotes an element in T * Y ≃ Y × R d with respect to the canonical trivialization of the cotangent bundle over a chart domain Y ⊂ M . Consider further the m-th root Q := m √ P of P given by the spectral theorem. It is well known that Q is a classical pseudodifferential operator of order 1 with principal symbol q(x, ξ) := m p(x, ξ) and the first Sobolev space as domain. Again, Q has discrete spectrum, and its eigenvalues are given by µ j := m λ j . The spectral properties of P can be described by studying the spectral function of Q, which in terms of the basis {φ j } is given by
and belongs to C ∞ (M × M ) as a function of x and y for any µ ∈ R. Let s µ be the spectral projection onto the sum of eigenspaces of Q with eigenvalues in the interval (µ, µ + 1], and denote its Schwartz kernel by s µ (x, y) := e(x, y, µ + 1) − e(x, y, µ). To obtain an asymptotic description of the spectral function of Q, let ̺ ∈ S(R, R + ) be such that ̺(0) = 1 and supp̺ ∈ (−δ/2, δ/2) for an arbitrarily small δ > 0, and define the approximate spectral projection operator
where E j denotes the orthogonal projection onto the subspace spanned by φ j . Clearly,
constitutes the Schwartz kernel of s µ . Describings µ as a Fourier integral operator one obtains the following 1 Then, as µ → +∞, for any fixed x, y ∈ M , andÑ = 0, 1, 2, 3, . . . one has the expansion 2
The coefficients in the expansion and the remainder RÑ (x, y, µ) = O x,y (µ −Ñ ) term can be computed explicitly; if y = x, they are uniformly bounded in x and y, while if y = x, they satisfy the bounds
where dist (x, y) denotes the geodesic distance between two points belonging to the same connected component, while dist (x, y) := ∞ for points in different components. On the other hand, K sµ (x, y) is rapidly decreasing as µ → −∞.
To describe the leading term more explicitly, note that by [41, (3.5) ]
If we now apply the stationary phase theorem to the above oscillatory integral with phase function t − Rt we obtain
as µ → +∞, the only critical point being (R, t) = (1, 0). This could also be read off directly from [8, (2. 2)].
3.2.
Equivariant spectral asymptotics. Keeping the notation as above, assume now that M carries an isometric action of a compact Lie group K, and consider the right regular representation π of K on L 2 (M ) with corresponding Peter-Weyl decomposition
where K denotes the unitary dual of K, which we identify with the set of characters of K, and
the orthogonal projector onto the σ-isotypic component L 2 σ (M ), dk being Haar measure and d σ the dimension of an irreducible representation (V σ , π σ ) of K in the class σ ∈ K. Note that L 2
The components of φ as L 2 -functions from M to C correspond then to elements in L 2 (M ) σ . Further, suppose that P commutes with π, and that the orthonormal basis {φ j } j≥0 is compatible with the decomposition (3.4) in the sense that each φ j lies in some L 2 σ (M ). Then every eigenspace of P is invariant under π, and decomposes into irreducible K-modules spanned by eigenfunctions. The fine structure of the spectrum of P is described by the spectral function of the operator Q σ := Π σ • Q • Π σ = Π σ • Q = Q • Π σ , which is also called the reduced spectral function, and given by
To study it, one considers the composition s µ • Π σ , or rathers µ • Π σ , whose kernel has the spectral expansion
Write O x := x · K for the K-orbit through x. Similarly to Proposition 3.1, using Fourier integral operator methods one proves the following 3 
The coefficients in the expansion and the remainder term can be computed explicitly; if y ∈ O x , they satisfy the bounds
uniformly in x and y, where D u denote differential operators on K of order u, and if y / ∈ O x , the bounds
As far as the leading term is concerned, by [40, Proposition 4.1] one has as µ → +∞
where [π σ|Kx : 1] is a Frobenius factor that denotes the multiplicity of the trivial representation in the restriction of π σ to the stabilizer K x of x, and Ω is the zero level of the momentum map corresponding to the Hamiltonian K-action on T * M .
Spectral asymptotics for Hecke operators.
In what follows, we shall apply the previous considerations to derive asymptotics for kernels of Hecke operators in the eigenvalue aspect. To introduce the setting, let G be a d-dimensional real semisimple Lie group with finite center and Lie algebra g.
Denote by X, Y := tr (ad X • ad Y ) the Cartan-Killing form on g and by θ a Cartan involution of g. Let
be the Cartan decomposition of g into the eigenspaces of θ, corresponding to the eigenvalues +1 and −1 , respectively, and denote the maximal compact subgroup of G with Lie algebra k by K. Put X, Y θ := − X, θY . Then ·, · θ defines a left-invariant Riemannian metric on G with corresponding distance function dist G . Now, let Γ 1 , Γ 2 , . . . , Γ h be discrete cocompact subgroups of G which are mutually commensurable. The set Γ := ∩ h l=1 Γ l is a subgroup of finite index and the disjoint union 4
is a closed manifold, where each point in x ∈ M can be expressed as a pair (g, l) ≡ Γ l g of a representative g ∈ G and the subscript of Γ l . The left-invariant metric on G induces a Riemanniann metric and a distance function dist on each of the connected components Γ l \G of M according to
while for l = j one sets dist ((g, l), (h, j)) := ∞. In order to introduce Hecke operators on M we consider the commensurator of Γ
so that it is natural to define a linear mapping T Γj αΓ l : L 2 (Γ j \G) → L 2 (Γ l \G) by the expression
Remark 3.3 (Notation). According to general convention, β ≡ Γ j β (resp. β u ≡ Γ j β u ) denotes both a right coset as well as a suitable representative in Γ j αΓ l ⊂ G, and the products βg and β u g are taken in G, compare [35, Section 2.8] .
Note that the so-called Hecke points (β u g, j) do depend on the representative g, while the sums defining T Γj αΓ l do not depend on the representatives g and β u . In fact, for a different representative g 1 , the Hecke points (β u g 1 , j) are given by a permutation of the points (β u g, j). We now generalize this definition, and introduce for each tuple α ≡ (α j,l,m ) 1≤j,l≤h, 1≤m≤c j,l with α j,l,m ∈ C(Γ) and c j,l ∈ N a Hecke operator T α := (
Next, let P 0 be an elliptic left-invariant differential operator on G of degree m which gives rise to a positive and symmetric operator P on L 2 (M ) with strictly convex cospheres S * x (M ). With s µ as in Section 3.1 we obtain for the Schwartz kernel of T α • s µ the expression
As a consequence of Proposition 3.1 we now deduce
As a consequence of Proposition 3.2 one now deduces the following generalization of Lemma 3.4. 6 Note that c j,l = 0 corresponds to the trivial mapping from L 2 (Γ j \G) to L 2 (Γ l \G). Also, as subsets in G the Γ j α j,l,m Γ l are not disjoint in general.
Lemma 3.5. Choose a Hecke operator T α on L 2 (M ) given by a tuple α ≡ (α j,l,m ) 1≤j,l≤h, 1≤m≤c j,l , and consider for each fixed point x = (g, l) ∈ M the sets of Hecke points
where the element k y ∈ K is uniquely determined by the Hecke point y, and we put
being the center of G. One then has for each σ ∈ K the asymptotic formula
Remark 3.6. In the statement of the lemma, keep in mind that according to Remark 3.3 the symbol β ≡ Γ l β denotes both the coset Γ l β as well as a suitable representative β. In this sense, the relations β = gk y g −1 and β ∈ K ∩ C(G) are to be understood that they are valid for a suitable representative. Furthermore, taking K = {1} one recovers Lemma 3.4.
Proof. Since K-orbits are closed, one has for g, g 1 ∈ G the equivalences
Consequently, one deduces for any β ∈ ⊔ c l,l m=1 Γ l \Γ l α l,l,m Γ l , eventually after choosing a suitable representative, the implications dist (Γ l gK, Γ l βgK) = 0 ⇐⇒ β = gk β g −1 for some k β ∈ K.
From Proposition 3.2 and (3.12) we then infer for any x = (g, l) ∈ M that
up to terms of order O(µ −∞ ) times the cardinality of the sum in (3.12), since dist ((βg, j), (g, l)) = ∞ if j = l. Now, as a consequence of the K-equivariance of the kernel of s µ • Π σ one deduces for any y = (βg, l) ∈ T (α, x) the equality
Since for y = (βg, l) ∈ C(α, x) one has k y = β, the assertion of the lemma follows.
In the remaining of this section, let us assume that K is the maximal compact subgroup given by the Cartan decomposition (3.8), in which case C(G) ⊂ K.
Proof. By assumption we have β = gk 0 g −1 for some g ∈ G, k 0 ∈ K. Then N (β, K) = gN (k 0 , K), and
is an analytic manifold, and consequently also N (k 0 , K) and N (β, K), proving the first assertion. Next, β ∈ C(G) implies that N (β, K) = G has dimension d. Conversely, assume that N (β, K) has dimension d, and consider the global Cartan decomposition corresponding to (3.8) , which is given by the diffeomorphism
Then
provided that s ∈ R has small absolute value, see [16, pp. 127 and 128]. Now, let h = exp X · k ∈ N (k 0 , K) be arbitrary and U h ⊂ N (k 0 , K) an open neighborhood of h. By assumption, U h is ddimensional, so that
By assumption, exp(−X) · k 0 · exp X = k 1 for some k 1 ∈ K. If K is connected, the exponential map from k 0 to K is onto, so that we can write
and C(G) ⊂ K we conclude that for almost all X 1 ∈ p with X 1 sufficiently small
Note that here we have used the assumption that G has no compact simple factors. If K is not connected, we may suppose that G ⊂ SL(N, R) and K ⊂ SO(N ) for some sufficiently large N ∈ N, and repeat the above arguments using the surjectivity of the exponential onto SO(N ) and the Cartan decomposition of SL(N, R). Since by (3.15) we must have exp X · exp X 1 · k ∈ N (k 0 , K), we conclude that β = k 0 ∈ C(G), completing the proof.
Using the previous lemma one deduces Proof. To begin, let U ⊂ G be a sufficiently small open neighbourhood of the identity and h ∈ U . For x = (g, l) and x 1 = (gh, l) ∈ M , one has the one-to-one correspondence of Hecke points
That is, h must belong to a lower dimensional set in U . In other words, Hecke points in T (α, x 1 ) − C(α, x 1 ) can only arise from Hecke points in H(α, x) − C(α, x) by deformation along a measure zero set. Consequently, if x ∈ supp F we can only have x 1 ∈ supp F if h belongs to a measure zero set in U , and the assertion follows.
As a consequence of the previous lemma,
so that non-central torsion elements do not contribute to the leading term in Lemma 3.5 after integration over Γ l \G.
Non-equivariant asymptotics for Hecke eigenvalues and Sato-Tate equidistribution
We commence our study of the asymptotic distribution of Hecke eigenvalues by considering first the non-equivariant setting.
4.1.
Preliminaries. Let H denote a semisimple connected linear algebraic group over the rational number field Q. We may suppose that H is a closed subgroup of SL(N ) over Q for a fixed N ∈ N * . We write Q p for the p-adic number field, and A (resp. A fin ) for the adele (resp. finite adele) ring of Q.
We choose an open compact subgroup K 0 of H(A fin ). As usual, we regard H(Q) as a subgroup of H(A) by the diagonal embedding. By the finiteness of class numbers [38, Theorems 5.1 and 8.1], there exist elements
There exists also a finite set S 0 of primes such that
is an open compact subgroup of p∈S0 G(Q p ) and K p = H(Q p ) ∩ SL(N, Z p ) is a hyperspecial compact subgroup of H(Q p ) for every p ∈ S 0 ; (C3) for x l = (x l,p ) p , we have x l,p ∈ K p for any p ∈ S 0 . In other words, we may suppose that x l,p = 1 for all p ∈ S 0 without loss of generality.
For details, we refer to [52] , and normalize the Haar measures on H(A fin ) and H(Q p ) by setting vol (K 0 ) = 1 and vol (K p ) = 1 for all p ∈ S 0 . Next, fix a prime p ∈ S 0 . The group G p := H(Q p ) has a Borel subgroup that contains a maximal Q p -torus T p , and its Cartan decomposition reads G p = K p T p K p . Let A p denote the maximal Q p -split subtorus in T p . Since the inclusion mapping A p ⊂ T p induces an isomorphism A p /A p ∩K p ∼ = T p /T p ∩K p , one gets G p = K p A p K p . Let X * (A p ) denote the abelian group of co-characters of A p . A hight function · p on G p is defined by g p := max i,j {|g i,j | p , |g ′ i,j | p } for g = (g i,j ) 1≤i,j≤N ∈ G p ⊂ SL(N, Q p ) and
where | · | p denotes the valuation of Q p . Note that k 1 gk 2 p = g p holds for any k 1 , k 2 ∈ K p and g ∈ G p . Further, we define a hight function · p on X * (A p ) by
as well as the unramified Hecke algebra H ur (G p ) := C ∞ c (K p \G p /K p ), which is generated by the family of characteristic functions τ ω of the double cosets K p ω(p)K p with ω ∈ X * (A p ). Also, for each κ ∈ N, a truncated unramified Hecke algebra H ur In what follows, we write G ∧,ur p (resp. G ∧,ur,temp p ) for the unramified (resp. unramified and tempered) part of the unitary dual of G p . Let Ω p denote the Q p -rational Weyl group for (G p , A p ). By the canonical map given in [50, pp. 33-34] , we have the topological injective mapping G ∧,ur Each element (g p ) p∈S ∈ H(Q S ) is identified with the element (y v ) v<∞ ∈ H(A fin ) such that y p = g p for all p ∈ S and y v = 1 for all v ∈ S. Write H(Q S ) ∧,ur (resp. H(Q S ) ∧,ur,temp ) for the unramified (resp. unramified and tempered) part of the unitary dual of H(Q S ). Clearly, there is an injective mapping H(Q S ) ∧,ur → p∈S A p /Ω p , and one has an isomorphism
Further, for each f S ∈ H ur (H(Q S )) define the continuous function
Since the Plancherel measure m Pl,ur Consequently, there is a unique Sato-Tate measure m ST , which coincides with the limit lim p→∞ m Pl,ur p in the weak topology.
4.2.
Non-equivariant asymptotics and equidistribution results. In this paper we will mainly deal with the case where H(Q)\H(A) is compact, which we assume from now on. In this situation, L 2 (H(Q)\H(A)) decomposes into a countable orthogonal direct sum of irreducible unitary representations π of H(A), so that
where H(A) denotes the unitary dual of H(A), m π ∈ N the multiplicity of π, and V π a representative space of π, see [13] . For each double coset K 0 αK 0 with α ∈ H(A fin ), a Hecke operator T K0αK0 on
Write G := H(R), and let K be a maximal compact subgroup of G, and ∆ the Beltrami-Laplace operator on G. It is known that G is a d-dimensional semisimple real Lie group with finite center [38] and that ∆ = −C + 2C K , where C (resp. C K ) denotes the Casimir operator of G (resp. K), compare [41] . We choose an orthonormal basis {φ j } j∈N in L 2 (H(Q)\H(A)/K 0 ) such that each φ j is a ∆-eigenfunction included in a single space V π . Since any automorphic representation π factors as a tensor product π = ⊗ v π v of irreducible unitary representations π v of H(Q v ) for all places v of Q [12] , any φ j is a simultaneous eigenfunction for ∆ and T K0αK0 for any α ∈ H(A S0 fin ), where A S0 fin := {(α v ) v<∞ ∈ A fin | α p = 1 ∀ p ∈ S 0 }. Let λ j and λ j (α) denote the eigenvalue of φ j for ∆ and T K0αK0 respectively, so that
. Set µ j := λ j . Our goal is to study the asymptotics of the sum
of Hecke eigenvalues with respect to the spectral parameter µ ∈ R >0 . For this, let 1 ≤ l ≤ c H and set Γ l \G · x l ∼ = H(Q)\H(A)/K 0 , which defines an isomorphism from L 2 (M ) to L 2 (H(Q)\H(A)/K 0 ) given by the mapping
Proof. By (4.1), there obviously exist
For some 1 ≤ j ≤ R and k 0 ∈ K 0 , one has γx k = γ jm x nm k 0 . This implies x nm = x k by (4.1), and there- Proof. For x k and β ∈ K 0 αK 0 /K 0 , there exists an element x j such that x j βK 0 ∩ H(Q)x k K 0 = ∅ by (4.1). Hence, one has
for some γ ∈ H(Q), where (γ) fin (resp. (γ) ∞ ) denotes the embedding of γ into H(A fin ) (resp. H(R)). For this reason, we have only to prove the one-to-one correspondence between the left cosets of K 0 \K 0 α −1 K 0 and the left cosets of ⊔ cH j=1 ⊔ c j,k m=1 Γ j \Γ j α j,k,m Γ k , but this is obvious because the left
We can now state the first main result of this paper. Set Proof. The assertion is essentially a consequence of Lemma 3.4. As a consequence of the two previous lemmata, any α ∈ H(A fin ) can be identified with a tuple (α j,k,m ) 1≤j,k≤cH , 1≤m≤c j,k up to (Γ j , Γ k )equivalence via the decomposition (4.6), and be associated to a Hecke operator T α on L 2 (M ) as in (4.7). By Lemma 4.1 we can assume for each pair (j, k), that Γ j α j,k,m1 Γ k = Γ j α j,k,m2 Γ k if m 1 = m 2 , where 1 ≤ m 1 , m 2 ≤ c j,k . Also, assume that either of the conditions (i) Γ l lies in ⊔ c l,l m=1 Γ l α l,l,m Γ l for every l, (ii) Γ l does not lie in ⊔ c l,l m=1 Γ l α l,l,m Γ l for any l, holds, and set δ ′ α := 1 if (i) and δ ′ α := 0 if (ii) is fulfilled. Then, since the doble cosets Γ l α l,l,m Γ l are disjoint in the present case, Lemma 3.4 implies for each x = (g, l) ∈ M that
Denote by lcm(γ) the least common multiple of denominators of components of a matrix γ ∈ H(Q) ⊂ SL(N, Q), and consider an element α ∈ H(Q S ) with α S ≤ κ. By Lemma 4.1, there is a constant
Hence, for some constant c 2 and c 3 = N (N + 1) one has
S for some constant c 4 unless γ = 1, because M is compact and the distance dist on M is locally equivalent to the distance induced by the Euclidean distance on M(N, R), see [41, Section 2] . Therefore, setting c 5 = c 3 + (d − 1)/2 Equation (4.8) would imply (4.10)
K Tα• sµ (x, x) − δ α · K sµ (x, x) = O(µ (d−1)/2 p c5κ S ) provided that we prove the necessary conditions (I) If α ∈ K S , 1 belongs to ⊔ cj,j m=1 Γ j α j,j,m Γ j for every j, (II) If α ∈ K S , 1 does not belong to ⊔ cj,j m=1 Γ j α j,j,m Γ j for any j. The condition (I) is obvious by Lemma 4.1, so suppose that 1 ∈ ⊔ cj,j m=1 Γ j α j,j,m Γ j for some j. This means that 1 ∈ H(Q) ∩ x j K 0 αK 0 x −1 j and in particular 1 ∈ K 0 αK 0 together with α ∈ K S . Hence (II) holds by contraposition, and (4.10) is proved. Integrating this equality over x and µ we arrive at
where we took into account (3.2), (3.3), and (3.11), together with the fact that K sµ (x, y) is rapidly decreasing as µ → −∞. Besides, in the present case we have S * 
Since̺(0) =´̺(t) dt = 1, the assertion of the theorem follows from (4.11), since d ≥ 3.
Following Shin and Templier [50] , we now define a certain family of automorphic representations of H depending on µ. Fix an automorphic representation π of H. In view of H(A) = H(R) × H(A fin ), one has the decompositions π = π ∞ ⊗ π fin and V π = V π∞ ⊗ V π fin , where π ∞ ∈ H(R) and π fin ∈ H(A fin ), and for each eigenfunction φ ∞ in V π∞ of π ∞ (∆) we write
We can then define the finite dimensional subspace
is an eigenfunction of π ∞ (∆) and λ φ∞ ≤ µ . Note that dim V ≤µ π∞ > 0 means that the Casimir eigenvalue of π ∞ is less than or equal to µ 2 . In addition, we denote the subspace of K 0 -fixed vectors in V π fin by
Now, define F = F (µ) as the finite multi-set consisting of those automorphic representations π ∈ H(A) with m π > 0 for which the positive integer
is strictly positive, where each such π appears in F with the multiplicity a F (π). As an immediate consequence of Theorem 4.3 we now obtain the following Tr
Proof. To begin, note that H ur κ (H(Q S )) is spanned by the elements τ ω := ⊗ p∈S τ ωp , where ω = (ω p ) p∈S ∈ B S,κ and B S,κ := {(ω p ) p∈S ∈ p∈S X * (A p ) | ω p p ≤ κ}. Next, define a ω := (ω p (p)) p∈S ∈ p∈S A p . Then a ω S ≤ κ, and τ ω can be interpreted as the characteristic function of K S a ω K S . As a consequence, f S ∈ H ur κ (H(Q S )) can be written as f S = ω∈BS,κ f S (a ω ) τ ω , and if K S αK S = K S a ω K S , the sum (4.13) π∈F Tr π S (τ ω ) coincides with (4.4), where for π = ⊗ v π v we set π S := ⊗ p∈S π p . Thus, the assertion follows from where δ πS denotes the Dirac delta measure at π S ∈ H(Q S ) ∧,ur . We then have the following Proof. For any f S ∈ H ur (H(Q S )), we can choose a constant κ > 0 such that f S is in H ur κ (H(Q S )). Corollary 4.4 implies that
Since integration of (3.3) over x and µ yields Weyl's law |F
, the assertion follows by taking the limit µ → ∞ in the last equality for each κ separately. 
Proof. To begin, notice that there exists a constant κ > 0 such that f p k belongs to H ur κ (H(Q p k )) for any k, where f p k denotes the inverse image of f p k . Now, by Corollary 4.4 we have
Since f p k ∞ does not depend on p k , and by assumption we have µ −1 k p c ′ κ k → 0 as k → ∞, the assertion is proved by using the same argument than in the proof of Corollary 4.5.
Equivariant asymptotics for Hecke eigenvalues and Sato-Tate equidistribution
Let us now turn to the equivariant situation. To begin, we collect some basic facts about orbital integrals needed in the sequel.
5.1.
Orbital integrals. Choose Θ : g → t g −1 as Cartan involution on G, and suppose as we may that K = G ∩ SO(N ), where K denotes a maximal compact subgroup of G. Let T denote a Cartan subgroup in G, and suppose that T is Θ-stable. Notice that any semisimple element is conjugate to an element of a Θ-stable Cartan subgroup in G, see [26, Theorem 5.22] . For each γ ∈ T , let G γ denote the centralizer of γ in G, and g γ := {X ∈ g | Ad(γ)X = X} its Lie algebra. One then introduces the orbital integral
where D(γ) := D G (γ) := det ((1 − Ad(γ))| g/gγ ) denotes the Weyl discriminant. Let t denote the Lie algebra of T , and write g C and t C for the respective complexifications. It is well-known that J(γ, f ) defines a compactly supported smooth function on the subset T ′ ⊂ T of regular elements of T , see [26, Propositions 11.7] . Since the structure of a single J(γ, f ) is rather involved, it is convenient to consider superpositions of orbital integrals of the following form. Let W I denote the Weyl group generated by reflections corresponding to the imaginary roots in (g C , t C ). One then defines the stable orbital integral
To describe the structure of the stable orbital integrals more explicitly, let a be a maximal Abelian subspace in p with respect to the Cartan decomposition (3.8), and put A := exp(a). Consider the corresponding Iwasawa decomposition
c (a/W ) called the Abel transform given by
where W is the Weyl group of (g C , a C ) and ̺ denotes the half sum of positive roots of (A, U ). We may suppose that T = T A T K , where T K := T ∩ K and T A := T ∩ A. Further, for any integrable function h ∈ L 1 (a) let h(λ) :=ˆa h(X)e λ(X) dX, λ ∈ ia * , denote its Fourier transform. Now, let f ∈ C ∞ c (K\G/K) be arbitrary. In what follows, we state a Fourier inversion formula forJ G/T (γ, f ), which expresses the latter in terms of the Fourier transform Af of Af . First, we consider the case where γ ∈ T ′ . Let M denote the centralizer of T A in G. Clearly, A ⊂ M. Since T is commutative and T A ⊂ T , we have T ⊂ M as well, and by [9, Proposition 4.7] or [26, (11.42) ] one has
where U is a subgroup of U such that G = M UK, and for m ∈ M we set f U (m) := η(m)´U f (mu) du, η being a non-negative real-valued quasi-character on M. Notice that η is trivial on T K , and that W I does not act on T A . Now, since G = H(R) and H is connected, there exists an algebraic torus T over R such that γ ∈ T (R) and T (R) ⊂ T , compare [51, Corollary 13.3.8 where Φ(γ, λ) is an explicitly given smooth function on T ′ × ia * . Next, let us consider the case where γ ∈ T \ T ′ is a singular element. For each y ∈ G γ , set
and fix a chamber c := {H ∈ t | α(H) > 0 for all α ∈ ∆ + } with respect to a positive root system ∆ + in (g C , t C ). Let ∆ γ denote a positive root system in (g γ,C , t C ) and for α ∈ ∆ γ write D α for the invariant differential operator on T corresponding to H α ∈ t, where H α is defined via the relation α(H) = H, H α for all H ∈ t. Then, by Harish-Chandra's limit formula [15, Theorem 4] , Now, let γ ∈ T K be arbitrary, and without loss of generality suppose that a ∩ g γ is a maximal Abelian subspace in p ∩ g γ . Let B denote a Θ-stable Cartan subgroup of G containing A, and b the Lie algebra of B. Set b γ := b ∩ g γ . Assume that the root system of (g γ,C , b γ,C ) does not contain all non-compact roots in (g C , b C ). Then Φ(γ, λ) is uniformly bounded for regular γ. Moreover, if γ is singular, Herb's explicit formula [17, 18] , implies that D γ Φ(γδ, λ) is uniformly bounded by (1 + λ ) r/2 for any δ ∈ exp(c), where r is the number of non-compact roots in (g γ,C , b γ,C ). Consequently, by (5.3) and (5.4) we arrive at the uniform bound
where l = 2 dim U denotes the number of non-compact roots in (g C , b C ).
5.2.
Equivariant asymptotics and equidistribution results. We are now ready to derive asymptotics for Hecke eigenvalues in the equivariant setting. With the notation as in Section 4, let K be a maximal compact subgroup of G = H(R), so that C(G) ⊂ K. Further, we may suppose that G is not compact. Denote by Z H the center of H, and set
Clearly, Z ⊂ C(G) = Z H (R). Choose an irreducible representation σ in K. It is obvious that
Hence, we may suppose that σ is trivial on Z, so that Z σ := Ker(σ) ⊃ Z.
Notice that C(Γ j ) = Γ j ∩ Z H (Q) = Z for any j, where C(Γ j ) denotes the center of Γ j , since Γ j is Zariski dense in H, see [38, Theorem 4.10] . To begin, we need the following variant of Lemma 3.5.
Lemma 5.1. Let T α be a Hecke operator as in Lemma 4.2. For ε ≥ 0, denote by f ε : G → {0, 1} the characteristic function of K ε := {g ∈ G | dist G (K, gK) ≤ ε}. Then, one has for each x = (g, l) ∈ M and ε > 0 the asymptotic formula To proceed, we need the following Proposition 5.2. Let K denote the maximal compact normal subgroup of G, that is, the product of the center C(G) and all compact simple factors of G. Fix m ∈ N, and let β ∈ H(Q) ∩ M(N, 1 m Z) be such that β / ∈ K. Choose a bounded domain D in G. Then, for any 0 < ε ≪ log(1 + 1/N m 2 ) and any 0 < s < 1 we haveˆD
Proof. Recall the notations and the setting in Section 5.1. To begin, we define an inner product on M(N, R) by setting (X, Y ) := Tr(X t Y ) and a norm X := (X, X) 1/2 . The corresponding distance is locally equivalent to the distance dist G on G ⊂ M(N, R). Denote by ∆ the root system of (g, a), by ∆ 0 the set of positive simple roots, and by W the corresponding Weyl group. Further, recall the polar decomposition G = KAK, by which every g ∈ G can be written as g = k 1 · exp(X(g)) · k 2 where k i ∈ K, and X(g) ∈ a is uniquely determined up to conjugation by W . Introducing the positive Weyl chamber a + := {X ∈ a | α(X) > 0 ∀ α ∈ ∆ 0 }, this decomposition induces a mapping X : G → a + such that
Further, by [34, Lemma 4.2] ,
with L(g) = 0 iff g ∈ K. Now, let β ∈ G be arbitrary. By the K-bi-invariance of f ε one computes with respect to the global Cartan decomposition (3.14)
where D p ⊂ p is a bounded domain and dX a suitable measure on p. Let us examin the last integral more closely by introducing the β-displacement function δ β (X) := dist G (K, exp(−X) · β · exp X · K), X ∈ p, which can also be regarded as a function on the Riemannian symmetric space G/K in view of the diffeomorphism G/K ≃ p. If β is semisimple, the infimum of δ β is reached, and the points where it is reached constitute a submanifold S β ⊂ p, see [16, p. 279 ] and [9, Proposition 5.7 ]. Furthermore, the minimum of δ β is given by X β if one writes β = exp(X β ) · k β with respect to the decomposition (3.14) . Notice that since H(Q)\H(A) is compact, all elements in H(Q) are semisimple. 7 Now, assume that β ∈ H(Q) ∩ M N, 1 m Z for some m ∈ N, but β / ∈ K, so that X β = 0. By the above, f ε (exp(−X) · β · exp X) = 0 for all X ∈ p if ε < X β , and by (5.6) 
Consequently, we conclude for all X ∈ p that f ε (exp(−X) · β · exp X) = 0 if ε ≪ log 1 + 1 N m 2 , yielding the assertion for β / ∈ K. Next, let us suppose that β ∈ H(Q) ∩ M N, 1 m Z ∩ K, so that inf δ β = 0. Our intention is to make use of the upper bound (5.5) for orbital integrals to show the desired estimate in this case. For this sake notice that since H is a closed subgroup of SL(N ) over Q, the Lie algebra h ⊂ M(N, Q) of H is a Q-vector space, so that h ⊗ R ≃ g and h = g ∩ M(N, Q). Further, β ∈ H(Q) implies that the Rsubspace g β := {X ∈ g | βX = Xβ} has a basis {Y j } 1≤j≤dim g β consisting of matrices Y j ∈ M(N, Z). Consequently, L := g ⊥ β ∩ M(N, Z) must be a Z-lattice in the orthogonal complement g ⊥ β := {X ∈ g | (X, Y j ) = 0, 1 ≤ j ≤ dim g β }. In addition, g ⊥ β is Ad(β)-stable since (βXβ −1 , Y ) = (X, βY β −1 ) for any β ∈ K. Thus, m 2 βL t β ⊂ L, and we conclude that
In view of β ∈ C(G), this implies that 1 ≤ m N |D(β)| 1/2 . Now, choose a Θ-stable Cartan subgroup T in G such that T K := T ∩ K is a maximal torus in K. There exists an element k 0 ∈ K such that k −1 0 βk 0 = β 0 ∈ T K , and without loss of generality we may suppose that D is left K-invariant. Since |D(β)| = |D(β 0 )|, we obtain
Further, there are only finitely many possibilities for centralizers of elements in T K , so that normalizing their Haar measures we arrive at
where we wrote D β0 ⊂ G β0 and D ′ ⊂ G β0 \G for the projections of D with respect to the decomposition G ≃ G β0 × G β0 \G.
In order to use the upper bound (5.5), we have to replace f ε by a test function f ε ∈ C ∞ c (K\G/K) in a suitable way. Recall that f ε is the characteristic function of the K-bi-invariant compact set K ε := {g ∈ G | dist G (K, gK) ≤ ε}. Using standard techniques one can construct a function f ε ∈ C ∞ c (K\G/K) which, say, equals 1 on K 2ε and is supported inside K 4ε , compare [20, Theorem 1.4.1 ]. Furthermore, one can achieve that the restriction of f ε to A U ≃ a × u ≃ p with respect to the Iwasawa decomposition (5.1) is essentially of the form
where χ ∈ C ∞ c (a × u) denotes a non-negative function with support in the unit ball,´a ×u χ = 1, and χ ε := ε − dim(A×U) χ(·/ε). Furthermore, writing the integral over U in (5.2) as an integral over its Lie algebra u one computes
where B ε (λ) ∈ S(ia * ) is rapidly decreasing in λ uniformly in ε. Now, by assumption, β 0 / ∈ K, which implies that (5.9) the root system of (g β0,C , b β0,C ) does not contain all non-compact roots in (g C , b C ).
In fact, let G 1 be a non-compact simple linear algebraic R-group, let A 1 denote the R-connected component of the identity in a maximal split algebraic R-torus in G 1 , and B 1 a Cartan subgroup of G 1 containing A 1 . Set g 1 := Lie(G 1 ), a 1 := Lie(A 1 ), and b 1 := Lie(B 1 ). Suppose that a semisimple element γ 1 in G 1 commutes with all root spaces of (g 1 , a 1 ). Then γ 1 commutes with A 1 . It is clear that any non-compact root space in (g 1,C , b 1,C ) is a subspace of a root space of (g 1,C , a 1,C ). Since by sl 2 -triple theory every non-trivial nilpotent element has a non-trivial factor in a root space of A 1 , γ 1 commutes with all unipotent elements. The Bruhat decomposition then implies that γ 1 ∈ C(G 1 ) because G 1 is simple, yielding (5.9). In view of (5.9) we can now apply the bound (5.5) to estimate J G/T (β 0 , f ε ), and with (5.8) we obtain for sufficiently large s ′ > 0 the estimate
Taking s ′ = dim U + dim A − 1 + s, the assertion of the proposition follows with (5.7).
Remark 5.3. Note that in the situation of the proposition above, one can actually show by stationary phase analysis that (5.10)ˆD f ε (g −1 βg) dg ≤ C D,m ε for any 0 < ε ≤ ε(D, m), yielding a better power in ε. Nevertheless, both ε(D, m) and the constant 0 < C D,m cannot be specified in their dependence of m with this method, which is essential for the obtention of Sato-Tate equidistribution results. But since the proof of (5.10) does not require the theory of orbital integrals and has an interest in its own, we include it below. In the case β / ∈ K, the proof of (5.10) is identical to the one in Proposition 5.2. Let us therefore suppose that β ∈ K ∩ H(Q) ∩ M N, 1 m Z for some m ∈ N and β / ∈ K. Then inf δ β = 0, and 
The fact that S β is clean as critical set of ∆ β means that the transversal Hessian Hess ⊥ ∆ β of ∆ β is non-degenerate, which together with the fact that ∆ β takes its minimum at S β implies that Hess ⊥ ∆ β has strictly positive eigenvalues. By compactness we can therefore choose an ε(D p , m) > 0 independent of β such that • there exist finitely many charts
are the corresponding local coordinates;
• for each ι ∈ I and x, the function y → ∆ β • κ −1 ι (x, y) has a non-degenerate critical point y = 0; • for each ι ∈ I and (x, y) ∈ κ ι (O ι ), the real symmetric matrix
has only strictly positive eigenvalues, H ι (x, 0) being equal to Hess ⊥ ∆ β (κ −1 ι (x, 0)). Now, let X = κ −1 ι (x, y) for some ι and (x, y) ∈ κ ι (O ι ). Since ∆ β • κ −1 ι (x, ·) vanishes in second order at y = 0, Taylor expansion in transversal direction at y = 0 yields
for some y 0 lying on the line segment [0, y] joining 0 and y. By the theorem of Courant-Fischer, for y = 0 one has λ min ≤ y, H ι (x, y 0 )y y, y ≤ λ max , λ min and λ max denoting the minimal and maximal eigenvalue of H ι (x, y 0 ), so with (5.11) we infer for any 0 < ε < ε(D p , m) that δ β (X) < ε =⇒ y ≤ λ −1 min ε. Thus, by compactness there is a constant C Dp,m > 0 such that
Since S β has at least codimension 1 we conclude that vol (D p ∩ U β (ε)) = O Dp,m (ε) for any 0 < ε < ε(D p , m), finishing the proof of (5.10).
We can now state the second main result of this paper. As before, let {φ j } j∈N be an orthonormal basis of L 2 (H(Q)\H(A)/K 0 ) such that each φ j is an eigenfunction of ∆ included in a single space V π . In particular, each φ j is a simultaneous eigenfunction of ∆ and the Hecke operators T K0αK0 , α ∈ H(A S0 fin ). Theorem 5.4 (Equivariant distribution of Hecke eigenvalues). Let H 1 be a simple 8 connected algebraic group over a number field F , and set H := Res F/Q (H 1 ). 9 With the notation of the beginning of Section 5.2, write d := dim H(R) and let N ≥ d − dim K + 1 be a sufficiently large integer such that one has an embedding H(R) ⊂ SL(N, R). Suppose that σ ∈ K is trivial on Z. Then, there exists a constant 0 < c < N 2 + 2N such that for any finite set S of primes in the complement of S 0 , any α ∈ H(Q S ) with α S ≤ κ, and any 0 < s < 1 µ j ≤µ,
where n Z (α) := |Z H (Q) ∩ (K · K 0 αK 0 )| and vol (M/K) denotes the orbifold volume of M/K. 
where l ranges from 1 to c H , m from 1 to c l,l . For this, choose a connected compact domain D in G including a fundamental domain of Γ l \G, and let β 1 , . . . , β r ∈ Γ l \Γ l α l,l,m Γ l be a set of representative elements, that is, Γ l α l,l,m Γ l = Γ l β 1 ⊔ · · · ⊔ Γ l β r where r = |Γ l \Γ l α l,l,m Γ l |. Now, observe that
The condition dist G (K, g −1 βgK) = 0 is equivalent to N (β, K) not being empty, in which case Lemma 3.7 asserts that N (β, K) has full measure iff β ∈ C(G). In addition, by the argument above, β ∈ K ∩ H 1 (F ) implies β ∈ C(G). Therefore, taking into account Proposition 5.2, the integrals in question can be estimated according to
uniformly in l and m, provided that
, where c j denote the same constants c j than in the proof of Theorem 4.3. Here we put m = c 1 p κ S in Proposition 5.2, and took into account that r is bounded by p c3κ S up to a constant. Integrating over x and µ we now infer from Lemmata 3.8 and 5.1 that
where we took into account (4.9). Putting Next, we shall introduce for each σ in K a family of σ-isotypic automorphic representations of H, and recall for this purpose the notations π = π ∞ ⊗ π fin , V π = V π∞ ⊗ V π fin , V ≤µ π∞ , and V K0 π fin introduced in Section 4.2 for each π ∈ H(A). The Peter-Weyl theorem implies the decompositions
where V ≤µ π∞,σ denotes the σ-isotypic component in V ≤µ π∞ . Let now F σ := F σ (µ) be the finite multi-set consisting of those automorphic representations π ∈ H(A) that satisfy a Fσ (π) := m π dim V ≤µ π∞,σ dim V K0 π fin > 0,
where each such π appears in F σ with multiplicity a Fσ (π). Notice that dim V ≤µ π∞,σ means the multiplicity of σ in π ∞ | K if V ≤µ π∞,σ is not empty. We also define a counting measure m count µ,σ,S on H(Q S ) ∧,ur for the S-component of F σ by setting m count µ,σ,S := 1 |F σ | π∈Fσ δ πS .
The following results are direct consequences of Theorem 5.4 and can be proved by the same arguments used in Section 4.2 to prove their non-equivariant versions.
Corollary 5.5 (Equivariant asymptotic trace formula). Choose a K-type σ ∈ K, and for simplicity suppose that 10 Z H (Q) ∩ K is contained in K 0 . Then, there exists a constant c ′ > 0 such that for each finite set S of primes outside S 0 , each f S ∈ H ur κ (H(Q S )) with |f S | ≤ 1, and each 0 < s < 1
for any µ ≫ N (d−dim K+1)/(d−dim K−1) . 
Examples
To conclude, we shall specify some concrete situations to which our results apply. where H denotes Hamilton's quaternion field and n is even in SL(n/2, H). One could also consider a quadratic extension E of a number field F , together with a central division algebra D over E with E/F -involution ι. Such division algebras have been classified in [46, Chapter 10] . For a fixed ι one can then take H := Res F/Q SU(1, D) as algebraic group, which is semisimple, simply connected, and connected, and Γ := H(Q) ∩ K 0 as cocompact discrete subgroup of G := H(R). where SO(p, q) denotes the special orthogonal group of signature (p, q) over R, and it is well known that Γ := H(Q) ∩ K 0 is cocompact. Let Γ l denote an arithmetic lattice in G defined as in (4.5). If the K-type σ ∈ K is trivial on G 2 , then L 2 σ (K 0 \H(A)/K) can be identified with a sum cH l=1 L 2 σ (Γ l,1 \G 1 ), where Γ l,1 denotes the projection of Γ l into G 1 . In this case, our results imply asymptotics for the single orthogonal group G 1 . Next, let σ denote the non-trivial element of the Galois group Gal(F/Q), and recall that there exist quaternion division algebras D 1 and D 2 over F such that D 1 ⊗ F R ∼ = M(2, R), D 1 ⊗ F σ R ∼ = H and D 2 ⊗ F R ∼ = D 2 ⊗ F σ R ∼ = H. Introducting a conjugation map x → x on D j , we can define over F the semisimple algebraic groups SU(n, D 1 ) := {g ∈ SL(n, D 1 ) | g t g = I n } and SU(J p,q , D 2 ) := {g ∈ SL(n, D 2 ) | gJ p,q t g = J p,q }, and we set H := Res F/Q SU(n, D 1 ) or Res F/Q SU(J p,q , D 2 ).
In these cases, Γ = K 0 ∩H(Q) is cocompact. In the first case, the real group G := H(R) is isomorphic to Sp(2n) × SU(n, H) where Sp(2n) denotes the split symplectic group of rank n over R and SU(n, H) := {g ∈ SL(n, H) | g t g = I n }, while in the second case the real group is isomorphic to SU(p, q, H) × SU(n, H), where SU(p, q, H) denotes the quaternion special unitary group of signature (p, q).
