We revisit the solvability of quadratic semimartingale BSDEs and propose a Lipschitzquadratic regularization procedure. In the first step, we prove an existence and uniqueness result for Lipschitz-quadratic BSDEs. The proof is inspired by but excluded from [16] . A corresponding stability result and a Lipschitz-quadratic regularization are developed to solve quadratic BSDEs. The advantage of our approach is that much weaker conditions guarantee the existence and uniqueness results.
Preliminaries
In this paper, we are concerned with the solvability of R-valued backward stochastic differential equations (BSDEs) driven by continuous local martingales which take the form
where M and N are strongly orthogonal continuous local martingales. We are particularly interested in the above equations with quadratic growth, i.e., the generator F is quadratic in Z and g is not identical to 0. BSDEs of this type have been intensively applied to mathematical finance and stochastic control; see Mania and Schweizer [12] , or Hu et al [6] in Brownian setting. In its theoretical aspect, Karoui and Huang [9] obtains the solvability with Lipschitz-continuous generators. Later, Tevzadze [16] studies the existence and uniqueness of a bounded solution, by assuming quadratic growth and local Lipschitz-continuity. Morlais [14] extends the stability-type argument in Kobylanski [10] to quadratic BSDEs driven by continuous local martingales. Based on this work, Mocha and Westray [13] proves existence and uniqueness results with convex generators and exponential moments integrability.
A close inspection of this line of study, however, reveals that their assumptions are quire demanding. For example, the stability-type argument in Morlais [14] can be used only if the BSDE is not quadratic in N , i.e., g · = 0. When g is a constant process, an exponential transform can be used to kill the quadratic term g · N . But one has to sacrifice the flexibility of the generators, especially for unbounded solutions. For this point, the interested readers shall refer to [9] , [14] , [13] . When g is a bounded process, some results are obtained by Tevzdaze [16] , but rather restrictive. For example, existence results are obtained only for particular quadratic generators, and equations with Lipschitz-continuous generators are not studied.
Having understood these literature and their drawbacks, we develop a Lipschitz-quadratic regularization technique to answer the question of existence and uniqueness under more flexible assumptions. In the first step, we study BSDEs with Lipschitz-continuous generators and quadratic growth in N , by adapting the fixed point arguments in Tevzadze [16] . These equations, due to this particular structure, are called Lipschitz-quadratic. Viewing this result as a basic building block, we then derive a corresponding monotone stability result to faciliate our study of more general quadratic BSDEs. The regularization therein is called Lipschitz-quadratic, as contrary to the Lipschitz regularization in [14] , [13] . It turns out that all the results, including existence, uniqueness and stability results of bounded and unbounded solutions can be obtained with weaker conditions. This paper is organized as follows. In Section 2, we prove an existence and uniqueness result for Lipschitz-quadratic BSDEs. Based on this result, we establish a monotone stability theorem in Section 3. As a byproduct, the existence of a bounded solution is immediate. In Section 4, we study existence, uniqueness and stability results for unbounded solutions, using a localization procedure. Finally, Section 5 reviews the change of measure result studied in Mocha and Westray [13] .
Let us close this section by introducing all required notations. We fix the time horizon 0 < T < +∞, and work on a filtered probability space (Ω, F , (F t ) t∈[0,T ] , P) satisfying the usual conditions of right-continuity and P-completeness. F 0 is the P-completion of the trivial σ-algebra. Any measurability will refer to the filtration (F t ) t∈[0,T ] . In particular, Prog denotes the progressive σ-algebra on Ω×[0, T ]. We assume the filtration is continuous, in the sense that all local martingales have P-a.s. continuous sample paths. M = (M 1 , ..., M d ) ⊤ stands for a fixed d-dimensional continuous local martingale. By continuous semimartingale setting we mean: M doesn't have to be a Brownian motion; the filtration is not necessarily generated by M which is usually seen as the main source of randomness. Hence in various concrete situations there may be a continuous local martingale strongly orthogonal to M , which we denote, as in (1) , by N . Here we clarify all notions in (1). We set 1 :
-measurable random function and g is an R-valued Prog-measurable bounded process. · 0 (Z s dM s +dN s ), sometimes denoted by Z · M + N , refers to the vector stochastic integral; see Shiryaev and Cherny [15] . The equations defined in this way encode the matrix-valued process M which is not amenable to analysis. Therefore we rewrite the BSDEs by factorizing M . This procedure separates the matrix property from its nature as a measure. It can also be regarded as a reduction of dimensionality.
There are many ways to factorize M ; see, e.g., Section III. 4a, Jacod and Shiryaev [8] . We can and choose A := arctan
i . By Kunita-Watanabe inequality, we deduce the absolute continuity of M i , M j with respect to A. Note that such choice makes A continuous, increasing and bounded. Moreover, by Radon-Nikodým theorem and Cholesky decomposition, there exists a matrix-valued Prog-measurable process λ such that M = (λ ⊤ λ) · A. As will be seen later, our results don't rely on the specific choice of A but only on its boundedness. In particular, if M is a d-dimensional Brownian motion, we may choose A t = t and λ to be the identity matrix.
The second advantage of factorizing M is that
Such reduction of dimensionality makes it easier to formulate the difference of two equations as frequently appears in comparison theorem and uniqueness. Hence, we may reformulate the BSDEs as follows.
BSDEs: Definition and Solutions. Let A be an R-valued continuous nondecreasing bounded adapted process such that M = (λ ⊤ λ) · A for some matrix-valued Prog-
-measurable random function, g an R-valued Prog-measurable bounded process and ξ an R-valued F Tmeasurable random variable. The semimartingale BSDEs are written as
We call a process (Y, Z, N ) or (Y, Z ·M +N ) a solution of (2), if Y is an R-valued continuous adapted process, Z is an R d -valued Prog-measurable process and N is an R-valued continuous local martingale strongly orthogonal to M , such that P-a.s.
we don't distinguish these two integrals in all situations.
s. ensures that Z is integrable with respect to M in the sense of vector stochastic integration. As a result, Z ·M is a continuous local martingale. M and N being continuous and strongly orthogonal implies that M i , N · = 0 for i = 1, ..., d. We call f the generator, ξ the terminal value and (ξ, T 0 |f (s, 0, 0)|dA s ) the data. In our study, the integrability property of the data determines the estimates for a solution. The conditions imposed on the generator are called the structure conditions. For notational convenience, we sometimes write (f, g, ξ) instead of (2) to denote the above BSDE. Finally, (2) is called quadratic if f has at most quadratic growth in z or g is not indistinguishable from 0.
To finalize, we introduce the rest notations which will be used throughout this paper. ≪ stands for the strong order of nondecreasing processes, stating that the difference is nondecreasing. For any random variable or process Y , we say Y has some property if this is true except on a P-null subset of Ω. Hence we omit "P-a.s" in situations without ambiguity. Define sgn(x) = I {x =0} Proof. To overcome the difficulty arising from the Lipschitz-continuity, we use Banach fixed point theorem under an equivalent norm. Set ρ ≥ 0 to be determined later. For any
Since A is bounded, · ρ is equivalent to the original norm for each space. Hence (B, · ρ ) is also a Banach space. For any R ≥ 0, define
We show by Banach fixed point theorem that there exists a unique solution in B R with R = 1 2 . To this end, we define F :
Indeed, such (Y, Z, N ) uniquely exists due to martingale representation theorem. Moreover, by standard estimates, (Y,
We plug this inequality into (4) and estimate each term on the right-hand side. Using 2ab 
Taking essential supremum and supremum over all τ ∈ T , and using the inequality
we deduce by transferring (5) that
Thanks to (3),g = (ii). We prove F :
For notational convenience we set δy := y 1 − y 2 and δz, δn, δ n , δY, δZ, δN, δ N , etc. analogously. By the deductions in (i) with minor modifications, we obtain
Kunita-Watanabe inequality and Cauchy-Schwartz inequality used to the last term gives
where the last inequality is due to
Hence (6) gives
is a contraction mapping. The existence of a solution in B R thus follows immediately from Banach fixed point theorem. Finally, since · is equivalent to · ρ for B, the solution also belongs to (B, · ).
From now on we denote (B, · ) by B when there is no ambiguity. In the spirit of Tevzadze [16] , we extend this existence result so as to allow any bounded data. To this end, for any Q equivalent to P we define S ∞ (Q) analogously to S ∞ but under Q. This notation also applies to other spaces.
Proof. (i). We first show that it is equivalent to prove the existence result given |g · | ≤ 1 8 P-a.s. Suppose that g is bounded by a positive constantg, that is, |g · | ≤g P-a.s. Observe that, for any
Obviously f θ verifies (A.1) with the same Lipschitz coefficients as f . If we set θ := 8g, then |g · /θ| ≤ 1 8 P-a.s. and hence satisfies the parametrization in Theorem 1 (existence (i)). Therefore, we can and do assume |g · | ≤ 1 8 P-a.s. without loss of generality.
(ii). Since
. Now we use a recursion argument in the following way for i = 1, ..., n.
where dQ
Note that the equivalent change of measure holds due to the fact that N j ∈ M BMO for j ≤ i − 1 and Theorem 2.3, Kazamaki [9] . By Girsanov transformation and Theorem 3.6, Kazamaki [9] ,
Hence a recursion argument gives
. In view of the definition of f ′ , we sum up the above BSDEs to obtain
To conlcude the proof we use f
We continue to show that comparison theorem and hence uniqueness also hold given Lipschitz-continuity. Similar results in different settings can be found, e.g., in [12] , [6] , [14] , [16] .
Proof. Set δY := Y − Y ′ and δZ, δN, δ N , δξ, etc. analogously. For any τ ∈ T , P-a.s. f ≤ f ′ and g · ≤ g ′ · imply by Itô's formula that
where β (R-valued) and γ (R d -valued) are defined by
and 0 := (0, ..., 0) ⊤ . Note that γ can be seen as defined in terms of discrete gradient. By (A.1), β · and
BMO . Given these facts we use a change of measure to attain the comparison result. To this end, we define a BMO martingale
In view of Theorem 2.3 and Theorem 3.6, Kamazaki [9] , we define
. Therefore, (7) and P-a.s. δξ ≤ 0 give
Hence we obtain by Gronwall's lemma that P-a.s. δY t ≤ 0. Finally by the continuity of Y and Y ′ , we conclude that P-a.s.
As a byproduct, we obtain the following existence and uniqueness result.
Proof. This is immediate from Theorem 2 (existence (ii)) and Theorem 3 (comparison theorem).
Monotone Stability and Bounded Solutions of Quadratic BSDEs
In this section, we prove a general monotone stability result for quadratic BSDEs. Let us recall that Morlais [14] uses a stability-type argument for the existence result after performing an exponential transform which eliminates g · N . But a direct general stability result is not studied. Our work fills this gap. Secondly, as a byproduct of the stability property, we construct a bounded solution via regularization through Lipschitz-quadratic BSDEs studied in Section 3. This procedure is also called Lipschitz-quadratic regularization in the following context. Note that our definition of "Lipschitz-quadratic" is different from those in [16] , [1] . To begin our proof, we give the assumptions for the whole section.
Assumption (A.2)
There exist β ≥ 0, γ > 0, an R + -valued Prog-measurable process α and a continuous nondecreasing function ϕ : R + → R + with ϕ(0) = 0 such that ξ ∞ + |α| T ∞ < +∞ and P-a.s.
(ii) f is monotonic at y = 0, i.e., for any (t, y, z)
We continue as before to call (ξ, |α| T ) the data. (A.2)(ii) allows one to get rid of the linear growth in y which is required by Kobylanski [10] and Morlais [14] . Assumption of this type for quadratic framework is motivated by Briand and Hu [2] . Secondly, our results don't rely on the specific choice of ϕ. Hence the growth condition in y can be arbitrary as long as (A.2)(i)(ii) hold.
Given (A.2), we first prove an a priori estimate. In order to treat Z · M and g · N more easily, we assume P-a.s. |g · | ≤ γ 2 for the rest of this paper.
where c b is a constant only depending on β, γ, ξ ∞ , |α| T ∞ .
. The following auxiliary results will be useful:
Note that
γ . Hence, using these facts to the above equality yields
To eliminate the local martingale, we replace σ by its localizing sequence and use Fatou's lemma to the left-hand side. Since Y * and |α| T are bounded random variables, the righthand side has a uniform constant upper bound. Hence, we have
Now we turn to the estimate for Y . We fix s ∈ [0, T ] and for t ∈ [s, T ], set
We claim that H is a submartingale. By Tanaka's formula,
where L 0 (Y ) is the local time of Y at 0. Hence, Itô's formula yields
is a bounded submartingale. Hence,
Thanks to the boundedness, we have
Finally we come back to (8) and obtain the estimate for Z · M + N .
Given the norm bound in Lemma 5, we turn to the main result of this section: the monotone stability result. Later, as an immediate application, we prove an existence result for quadratic BSDEs by Lipschitz-quadratic regularization. To start, we recall that M 2 equipped with the norm
2 is a Hilbert space.
Theorem 6 (Monotone Stability) Let (f n , g n , ξ n ) n∈N + satisfy (A.2) associated with (α, β, γ, ϕ), and (Y n , Z n · M + N n ) be their solutions in B, respectively. Assume
Then there exists a process (Y,
Proof. Without loss of generality we only consider Y n to be increasing in n. By Lemma 5 (a priori estimate),
where c b is a constant only depending on β, γ, sup n ξ n ∞ , |α| T ∞ . We rely intensively on the boundedness result in (9) to derive the limit.
(i). We prove the convergence of the solution sequences. Due to (9) , there exists a bounded monotone limit Y t := lim n Y n t , a subsequence indexed by {n k } k∈N + ⊆ N + and Z · M + N ∈ M 2 such that Z n k · M + N n k converges weakly in M 2 to Z · M + N as k goes to +∞. The remaining task is to show Z · M + N is the M 2 -limit of the whole sequence. To this end, we define u(x) := 
Since f m and f n verify (A.2) associated with (α, β, γ, ϕ), we have
where α
Plugging the above inequalities into (10), we deduce that
Due to the weak convergence result and convexity of z −→ |z| 2 , N −→ N , we obtain
We then come back to (11) and send m to +∞ along {n k } k∈N + . Taking the above inequalities into account and using u ′ (δY m,n s ) ≤ u ′ (δY n s ) to the right-hand side, (11) becomes
Since u ′′ (x) − 8γu ′ (x) = 1, rearranging terms give
Finally, by sending n to +∞ and dominated convergence we deduce the convergence.
(ii). We prove (Y, Z · M + N ) ∈ B and solves (f, g, ξ). Here we rely on the same arguments as in Kobylanski [10] or Morlais [14] and omit the details here. In addition to their deductions, we need to prove the u.c.p convergence of g n · N n , which holds if
Indeed, by Kunita-Watanabe inequality and Cauchy-Schwartz inequality,
We then conclude by M 2 -convergence of N n and dominated convergence used to the second term. Finally Z · M + N ∈ M BMO by Lemma 5 (a priori estimate). For decreasing Y n , we take m ∈ N + , n ∈ {n k } k∈N + with n ≥ m and conclude with exactly the same arguments.
There are several major improvements compared to existing monotone stability results. First of all, in contrast to Kobylanski [10] and Morlais [14] , we get rid of linear growth in y by merely assuming (A.2), and allow g to be any bounded process. Secondly, we treat the convergence in a more direct and general way than Morlais [14] .
Another advantage concerns the existence result. Thanks to Section 2 and Theorem 6, we are able to perform directly a Lipschitz-quadratic regularization without exponential transforms; this is in contrast to Morlais [14] . One can also benefit from our stability result in obtaining the existence results for unbounded solutions with more flexible assumptions; see Section 4. Proof. We use a double approximation procedure and use Theorem 6 (monotone stability) to take the limit. Define
By Lepeltier and San Martin [11] , f n,k is Lipschitz-continuous in (y, z); as k goes to +∞, f n,k converges increasingly uniformly on compact sets to a limit denoted by f n,∞ ; as n goes to +∞, f n,∞ converges increasingly uniformly on compact sets to f . By Corollary 4, there exists a unique solution (
n,k is increasing in n and decreasing in k, and is uniformly bounded due to Lemma 5 (a priori estimate). We then fix n and use Theorem 6 to the sequence indexed by k to obtain a solution (
. Due to the P-a.s. uniform convergence of Y n,k we can pass the comparison property to Y n . We use Theorem 6 again to conclude.
Remark. In contrast to Kobylanski [10] , the existence of a maximal or minimal solution is not available (yet) given (A.1) as the double approximation procedure makes the comparison between solutions impossible.
There is also a rich literature on the uniqueness of a bounded solution of quadratic BSDEs; see, e.g., [10] , [12] , [6] , [14] . Roughly speaking, they essentially rely a type of locally Lipschitz-continuity and use a change of measure analogously to Section 2. The proof in our setting is exactly the same and hence omitted to save pages.
To end this section, we briefly present various structure conditions used in different situations.
Assumption (A.2
′ ) There exist β ≥ 0, γ > 0, an R + -valued Prog-measurable process α, and a continuous nondecreasing function ϕ : R + → R + with ϕ(0) = 0 such that P-a.s.
Given bounded data, (A.2 ′ ) implies (A.2). Indeed,
Hence (A.2 ′ ) verifies (A.2) associated with (α ∨ 1, β, γ, ϕ). However, given unbounded data, (A.2 ′ ) appears to be more natural and convenient. This will be discussed in detail in Section 4.
In particular situations where the estimate for T 0
|f (s, Y s , Z s )|dA s is needed, e.g., in analysis of measure change (see Section 5), there has to be a linear growth in y, which corresponds to the following assumption
Indeed, (A.2 ′′ ) enables one to obtain the estimate for
Unbounded Solutions of Quadratic BSDEs
This section extends Section 2, 3 to unbounded solutions. We prove an existence result and later show that the uniqueness holds given convexity assumption as an additional requirement. We point out that similar results have been obtained by Mocha and Westray [13] , but our results rely on much fewer assumptions and are more natural. Analogously to section 3, we give an a priori estimate in the first step. We keep in mind that P-a.s. |g · | ≤ γ 2 throughout our study.
Proof. We fix s ∈ [0, T ], and for t ∈ [s, T ], set
We claim that H is a local submartingale. Indeed, by Tanaka's formula
, H is a local submartingale. To eliminate the local martingale part, we replace τ by its localizing sequence on [s, T ], denoted by {τ n } n∈N + . Therefore,
Finally by class D property we conclude by sending n to +∞.
We then know from Lemma 8 that exponential moments integrability on |ξ| + |α| T is a natural requirement for the existence result.
Remark. (A.2
′ ) addresses the issue of integrability better than (A.2). To show this, let us assume (A.2). We then deduce from Lemma 5 and corresponding class D property that
Obviously, in (16), even exponential moments integrability is not sufficient to ensure the well-posedness of the a priori estimate. For more dicusssions on the choice of structure conditions, the reader shall refer to Mocha and Westray [13] .
Motivated by the above discussions, we prove an existence result given (A.2 ′ ) and exponential moments integrability. Analogously to Theorem 7, we use a Lipschitz-quadratic regularization and take the limit by the monotone stability result in Section 3. The a priori bound for Y obtained in Lemma 8 is also crucial to the construction of an unbounded solution.
′ ) and e βAT |ξ| + |α| T has exponential moment of order γ, i.e., E exp γe βAT |ξ| + |α| T < +∞, then there exists a solution verifying (14) .
Proof. We introduce the notations used throughout the proof. Define the process
Obviously X is continuous by the continuity of the filtration. For m, n ∈ N + , set
It then follows from the continuity of X and |α| · that τ m and σ n increase stationarily to T as m, n goes to +∞, respectively. To apply a double approximation procedure, we define
and ξ n,k := ξ + ∧ n − ξ − ∧ k. Before proceeding to the proof we give some useful facts. By Lepeltier and San Martin [11] , f n,k is Lipschitz-continuous in (y, z); as k goes to +∞, f n,k converges decreasingly uniformly on compact sets to a limit denoted by f n,∞ ; as n goes to +∞, f n,∞ converges increasingly uniformly on compact sets to F . Moreover, |f n,k (·, 0, 0)| T and ξ n,k are bounded. Hence, by Corollary 4, there exists a unique solution (
by Theorem 3 (comparison theorem), Y n,k is increasing in n and decreasing in k. Analogously to Proposition 7, we wish to take the limit by Theorem 6 (monotone stability).
However, |f n,k (·, 0, 0)| T and ξ n,k are not uniformly bounded in general. To overcome this difficulty, we use Lemma 8 (a priori estimate) and work on random interval where Y n,k and |f n,k (·, 0, 0)| · are uniformly bounded. This is the motivation to introduce X and τ m . To be more precise, the localization procedure is as follows.
Note that (f n,k , g, ξ n,k ) verifies (A.2 ′ ) associated with (α, β, γ, ϕ). Y n,k being bounded implies that it is of class D. Hence from Lemma 8 we have
In view of the definition of τ m , we have
Hence
We then use Theorem 6 as in Proposition 7 to construct a pair (
Moreover, Y m is the P-a.s. uniform limit of Y n,k
Define ( 
By sending m to +∞, we prove that (Y, Z, N ) solves (f, g, ξ). By (17), we have
Compared to Mocha and Westray [13] , we prove the existence result under rather milder structure conditions. For example, (A.2 ′ )(ii) gets rid of linear growth in y and allows g to be any bounded process, which has been seen repeatedly throughout this paper. Secondly, in contrast to their work, the assumption that dA t ≪ c A dt, where c A is a positive constant, is not needed. Finally, they use a regularization procedure through quadratic BSDEs with bounded data. Hence, more demanding structure conditions are imposed to ensure that the comparison theorem holds. On the contrary, the Lipschitz-quadratic regularization is more direct and essentially merely relies on (A.2 ′ ) which is the most general assumption to our knowledge. For the differences, the interested reader shall refer to [14] , [13] .
Due to the same reason as in Proposition 7, the existence of a maximal or minimal solution is not available.
Remark. Analogously to Hu and Schweizer [7] , one may easily extend the existence result to infinite-horizon case. In abstract terms, given exponential moments integrability on exp(βA ∞ )|α| ∞ , we regularize through Lipschitz-quadratic BSDEs with increasing horizons and null terminal value. Using a localization procedure and the monotone stability result as in Theorem 9, we obtain a solution which solves the infinite-horizon BSDE.
As a result from Lemma 8, we derive the estimates for the local martingale part. To save pages we only consider the following extremal case. and δ θ Z, δZ, δ θ N, δN , etc. analogously. Moreover, define
By (A.3)(ii), ρ is bounded by β for any θ ∈ (0, 1). Hence |ρ| T ≤ β A . By Itô's formula,
We then use (A.3)(ii)(iii) to deduce that
We also note that P-a.s. δf s ≤ 0. Hence plugging these inequalities into (21) gives
We then perform an exponential transform to eliminate both quadratic terms. Set
By Itô's formula,
For notational convenience, we define Hence
Therefore we obtain P-a.s. 
Proof. The existence of a unique solution in the above sense is immediate from Theorem 9 (existence), Theorem 11 (comparison theorem) and Corollary 10 (estimate).
Remark. There are spaces to sharpen the uniqueness. The convexity in z motivates one to replace (A.3)(iv) by
Secondly, in view of Delbaen et al [4] , we may prove uniqueness given weaker integrability, by characterizing the solution as the value process of a stochastic control problem.
It turns out that a stability result also holds given convexity condition. The proof is a modification of Theorem 11 (comparison theorem). We set N 0 := N + ∪ {0}. Proof. By Corollary 10 (estimate), for any p ≥ 1,
Hence the sequence of random variables
is uniformly integrable. Due to Vitali convergence, it is hence sufficient to prove that
We then prove u.c.p convergence of Y n − Y 0 . For any ǫ > 0,
We aim at showing that each term on the right-hand side of (29) converges to 0 if we send n to +∞ first and then θ to 1. To this end, we give some useful estimates. By Chebyshev's inequality,
where E[(Y 0 ) * + (Y n ) * ] is uniformly bounded. Secondly, Doob's inequality yields
Moreover, by Vitali convergence, the right-hand side of (30) satisfies
Hence, the first term and the second term on the right-hand side of (29) converge to 0 as n goes to +∞ and θ goes to 1. Finally, we claim that the third term on the right-hand side of (29) also converges. Indeed, Doob's inequality and Hölder's inequality give Hence the left-hand side of this inequality has finite moments of all orders by Corollary 10. Therefore, the left-hand side of (31) converges to 0 as n goes to +∞ due to Vitali convergence. Finally, collecting these convergence results for each term in (29) gives the convergence of Y n − Y 0 . (ii). It remains to prove convergence of the martingale parts. By Itô's formula, 
Change of Measure
In the final section, we show that given exponential moments integrability, the martingale part Z ·M +N , though not BMO, defines an equivalent change of measure, i.e., its stochastic exponential is a strictly positive martingale. We don't require convexity which ensures uniqueness. But to derive the estimate for T 0 f (s, Y s , Z s )dA s , we use (A.2 ′′ ) where f is of linear growth in y. We keep assuming that P-a.s. |g · | ≤ γ 2 . The following result comes from Mocha and Westray [13] .
