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 
Abstract—Nonlinear electromagnetic (EM) inverse scattering is 
a quantitative and super-resolution imaging technique, in which 
more realistic interactions between the internal structure of scene 
and EM wavefield are taken into account in the imaging procedure, 
in contrast to conventional tomography. However, it poses 
important challenges arising from its intrinsic strong nonlinearity, 
ill-posedness, and expensive computation costs. To tackle these 
difficulties, we, for the first time to our best knowledge, exploit a 
connection between the deep neural network (DNN) architecture 
and the iterative method of nonlinear EM inverse scattering. This 
enables the development of a novel DNN-based methodology for 
nonlinear EM inverse problems (termed here DeepNIS). The 
proposed DeepNIS consists of a cascade of multi-layer complex-
valued residual convolutional neural network (CNN) modules. We 
numerically and experimentally demonstrate that the DeepNIS 
outperforms remarkably conventional nonlinear inverse 
scattering methods in terms of both the image quality and 
computational time. We show that DeepNIS can learn a general 
model approximating the underlying EM inverse scattering 
system. It is expected that the DeepNIS will serve as powerful tool 
in treating highly nonlinear EM inverse scattering problems over 
different frequency bands, involving large-scale and high-contrast 
objects, which are extremely hard and impractical to solve using 
conventional inverse scattering methods. 
Index Terms—Convolutional Neural Network (CNN); 
Complex-valued Residual CNN; High-contrast Objects; Nonlinear 
Inverse Scattering 
 
I. INTRODUCTION 
wide range of scientific, engineering, military, and medical 
applications benefit from nonlinear electromagnetic (EM) 
inverse scattering as an accurate, non-destructive imaging 
reconstruction tool [1-6]. 
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As the nonlinear EM inverse scattering is capable of accounting for 
multiple scattering of EM wavefields inside the scene [3-7], one can 
“see” the internal structure of scene in a quantitative way that is 
superior to the conventional tomography methods [8-9, 35-37]. In the 
past decades, a plethora of EM inverse scattering algorithms have been 
developed, which can be mainly categorized into two groups: (a) 
deterministic optimization methods including contrast source 
inversion [10-11] and distorted Born/Rytov iterative methods [12-13], 
and (b) stochastic methods [14-16] including genetic algorithms and 
particle swarm optimization algorithms, and so on. Recently, with the 
emergence of compressive sensing theory, some sparseness-aware 
inverse scattering algorithms were proposed to mitigate the ill-
posedness of underlying inverse problem [17, 43]. Although these 
methods can produce acceptable results for scenes with moderate size 
and contrast, it remains an outstanding challenge to deploy them in 
large and realistic scenes due to the very expensive computational 
costs. Till now, it has been a consensus that the nonlinear EM inverse 
scattering technique is mostly limited to the low frequency regime, and 
has been impeded from many important high-frequency applications, 
especially in treating the high-contrast objects with strong multi-
scattering effects. 
In the past few years, deep learning has consolidated as one of the 
most powerful approaches in several areas of regression and 
classification problems, due to easy availability of the vast amounts of 
data and ever-increasing computational power [18-19]. Deep neural 
network (DNN) approaches have attracted increased attention in 
image processing and computer vision, such as semantic segmentation 
[20], depth estimation [21], image deblurring [22], and image super-
resolution [23-24]. The DNN approach was also demonstrated to be 
advantageous over traditional machine learning approaches in the 
automated analysis of the high-content microscopy data [25]. Deep 
leaning approach was shown to aid the design and realization of 
advanced functional materials [26] and high-accuracy reconstruction 
from compressed measurements [27-28] as well. Most recently, DNN 
algorithms have been applied in biomedical imaging (e.g., magnetic 
resonance imaging and X-ray computed tomography) [29-30] and 
computational optical imaging [7,31-32]. It has been empirically 
found that the NN-based [33,34] and DNN-based strategies can 
outperform conventional image reconstruction techniques in terms of 
improved image quality and reduced computational costs [29-34]. 
In this work, we established a fundamental connection between 
a DNN architecture and iterative methods utilized for the nonlinear 
EM inverse scattering problems. Inspired by this connection, we then 
develop a novel DNN architecture tailored for the nonlinear EM 
inverse scattering, which we term ‘DeepNIS’. DeepNIS consists of a 
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cascade of multi-layer complex-valued residual CNN modules, which 
serve to approximately characterize the multi-scattering physical 
mechanism. The complex-valued residual CNN module is a 
straightforward extension of the conventional real-valued CNN [23], 
which is an end-to-end map from an input rough image to the refined 
solution of a nonlinear inverse scattering problem. The input data of 
the first module of DeepNIS comes from the back-propagation (BP) 
image. For the remaining modules of DeepNIS, the input of CNN 
module is the output of last module. This makes DeepNIS a non-
iterative solver, which greatly reduces the computational costs 
compared to iterative techniques. 
The performance of DeepNIS is validated by several 
proof-of-concept numerical and experimental demonstrations. 
We train and test the DeepNIS using MNIST dataset (see 
Appendix b). We also examine its generalization capabilities 
using the Fresnel experimental data set [41]. We demonstrate 
that DeepNIS can significantly outperform conventional 
nonlinear inverse scattering techniques in terms of both image 
quality and computational time. Specifically, it is shown that 
DeepNIS is a promising tool for efficiently tackling nonlinear 
inverse scattering problems including large scenes and high-
contrast objects, which is impractical to be solved by using 
conventional methods. 
II. PROBLEM STATEMENT 
We begin our discussion by unveiling the connection 
between the DNN architecture of interest and iterative methods 
for nonlinear EM inverse scattering. Since the iterative solution 
of a nonlinear inverse EM scattering requires convolutions and 
should account for nonlinearities, this suggests that DNN may 
offer an efficient alternative solution.  
 
II.A. Connection between DNN and nonlinear EM inverse 
scattering 
 
With reference to the measurement configuration in Fig. 1, 
we illustrate our strategy in the context of a 2D multiple-input 
multiple-output (MIMO) measurement configuration. The 
investigation domain denoted by 
invD   (inaccessible region), 
into which the object of interest falls, is successively 
illuminated by TM-polarized incident waves ( )n
incE , n = 1, 2, …, 
N (with n being the index of the nth illumination, N is the total 
number of transmitters). The transmitters and receivers are both 
located in the observation domain denoted by 𝛤 and exterior to 
invD . For each illumination, the M receivers uniformly 
distributed over 𝛤 are used to collect the electric fields scattered 
from the probed scene. The time dependence factor exp( )i t
with angular frequency is used and suppressed throughout 
the paper. For the nth illumination and the mth (m=1, 2, …, M ) 
receiver, the scattered electrical field ( )n
scaE  at the location of mr  
is governed by a pair of coupled equations [10-16]： 
          
( ) 2 ( )
0( ) ( , ) ( ) ( )
inv
n n
sca m m
D
E k G χ E d    r r r r r r                       (1) 
and 
( ) ( ) 2 ( )
0( ) ( ) ( , ) ( ) ( )
inv
n n n
inc
D
E E k G χ E d     r r r r r r r ，           (2) 
                                                                            , invDr r  
where 𝒓 = (𝑥, 𝑦) and 𝒓′ = (𝑥′, 𝑦′) denote the field and source 
points, respectively, ( )nE represents the total electric field 
resultant from the interaction of probed scene with incident 
field ( )n
incE . 
(1)
0 0( , ) ( | |)
4
i
G H k  -r r r r denotes the 2D Green’s 
function in free space, where (1)
0H is the first-kind zeroth-order 
Hankel function. Additionally, the contrast function is defined 
as 2 2
0/ 1χ k k  , where k and 0k are the wavenumbers of the 
probed sample and background medium, respectively.  
 
 
 
Fig.1. Basic configuration of a EM nonlinear inverse scattering 
problem and the developed DeepNIS solver. Here, two receivers are 
employed to collect the EM scattering data arising from one transmitter. 
DeepNIS consists of a cascade of three CNN modules, where the 
complex-valued input, shown by its real and imaginary parts in this 
figure, comes from the back-propagation algorithm, and the output is 
the super-resolution image of EM inverse scattering. Here, the lossless 
dieletric object is in the shape of a digit “9” and has relative 
permittivity 𝜀𝑟 = 3.  
 
For computational imaging, the investigation domain 𝐷𝑖𝑛𝑣 
is uniformly divided into pixels such that the total electric fields, 
the contrast currents, and the contrast functions are assumed 
uniform in each pixel. As a consequence, the nonlinear EM 
inverse scattering amounts to solving the following coupled 
equations [10-16]:  
                          ( ) ( )n n
sca dE G E χ                                                (3) 
and                   ( ) ( ) ( )n n n
inc s E E G E χ                                       (4) 
To solve Eqs. (3) and (4), iterative strategies can be applied. Put 
formally, the contrast function at the (k+1)-iteration step can be 
obtained by solving the following equation [3] 
           
2
( ) ( )
( 1) ( ) 2
arg min n nk+ sca k
n
 
 
   
 
 Jχχ E χ χ         (5) 
where  ( ) ( ) ( ) ( )n n nsca sca sca k  E E E χ and ( )k  χ χ χ . Here, ( )kχ
denotes the contrast function evaluated at the k-iteration step. 
Correspondingly,  ( ) ( )nsca kE χ denotes the scattered electrical 
field calculated from the estimation ( )kχ  for the nth 
illumination, while 
( )
( )
n
kJ  corresponds to the Jacobian matrix of 
( )n
scaE with respect to ( )kχ . Further, we have introduced the 
> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 
3 
regularization term   χ in Eq. (5) to incorporate the a prior 
on the contrast function in order to address the inherent ill-
posedness of electromagnetic inverse scattering.  
In the area of image processing, it has become a consensus that 
most of natural images have some structure. This underlying 
structure allows for a sparse representation in some transformed 
domain, which also assist on regularization. A properly chosen 
sparse representation facilitates better image reconstruction [44-
46]. Actually, several sparsity-aware electromagnetic inverse 
scattering methods have been developed recently  [17, 44-46]. 
Here, for simplicity, we consider  
1
  Dχ χ , where D
denotes a specified sparse transformation, like wavelet, etc. As 
a consequence, after employing so-called proximal 
approximation technique, we can arrive at the solution to Eq. (5) 
as follows [45]   
   
†
( ) ( ) ( ) ( )
( 1) ( ) ( ) ( ) ( )
H H
H n n n n
k+ k k k k sca
n n

   
   
   
 D D D J J Jχ χ E    
(6) 
Herein,  denotes the element-wise soft-threshold function, 
and the subscript H denotes the conjugate transpose.  
     
    In order to make the connection between DNN and the 
iterative solution to a nonlinear electromagnetic inverse 
scattering, we rearrange Eq. (6) into the following form 
 
 
   
 
†
( ) ( ) ( ) ( )
( 1) ( ) ( ) ( ) ( )
†
( ) ( ) ( ) ( ) ( )
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n n n n n
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k k k

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   
   
   
    
   
 
 
 
D D D J J A
D D J J A
P b
χ χ E
χ E G E χ
χ
                                                                
(7) 
where  
†
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )
H
n n n n
k k k k k k d k
n n
 
   
 
 P DP DP J J A G E  
and  
†
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
H
n n n n
k k k k sca
n n
 
  
 
 b D J J A E .  
Note that 
( )
( )
n
kE defined in the second line of Eq. (7) represents 
the total electrical field inside the domain of interest. The 
recursive solution (7) resembles that of full-connected deep 
neural network.  In the terminology of deep learning,  
( )kP and 
( )kb  can be understood as the weighting matrix and the bias, 
respectively. Likewise, the iterative index k corresponds to the 
layer index of deep neural network, while the soft-threshold 
function  corresponds to the nonlinear activation function 
in deep learning.  
 
Invoked by deep learning [27, 39, 40], when a set of samples 
are available at hand, it is appealing to train both ( )kP and ( )kb
for each layer. Comparing this approach to conventional 
iterative inverse scattering methods, the expectation is that the 
learned method would be more efficient as it optimizes the 
weighting matrices and biases, and targets the reconstruction 
error with respect to the ground-truth images. In summary, 
above observations suggest that deep neural networks are 
naturally well-suited for nonlinear EM inverse scattering 
problems. It is worth remarking that the resulting DNN 
architecture differs from the conventional DNNs in the sense 
that it is complex-valued rather than real-valued.  
 
II.B. Deep DNN for nonlinear EM inverse scattering 
After demonstrating the natural connection between the 
deep DNN architecture and nonlinear EM inverse scattering, we 
now develop a complex-valued deep DNN (i.e., DeepNIS) to 
solve the nonlinear EM inverse scattering problem. For the sake 
of DNN computational complexity, DeepNIS can be designed 
as a cascade of CNN modules, as shown in Fig. 1, where the 
input data of DeepNIS comes from the back-propagation (BP) 
image. For the remaining modules of DeepNIS, the output of 
last CNN module is the input of the next module. Each CNN 
module consists of several up-sampling convolution layers and 
each up-sampling convolution layer consists of three steps: in 
the first step, the input is convolved with a set of learned fitters, 
resulting in a set of feature (or kernel) maps; in the second step, 
these maps undergo a point-wise nonlinear function, resulting 
in a sparse outcome; an optional third down-sampling step 
(termed as pooling) is applied on the result to reduce its 
dimensions, thus forming the multi-layer structure. More details 
can be found in Appendix A. 
 
III. NUMERICAL AND EXPERIMENTAL RESULTS 
 
 
Fig.2. Measurement configuration for the electromagnetic inverse 
problem scenario.  
 
In the following, we numerically and experimentally 
evaluate the performance of DeepNIS in solving nonlinear EM 
inverse scattering problems. For comparison, we also report 
corresponding results by using the contrast source inversion 
(CSI) method, which has been popularly used in nonlinear 
inverse scattering. The discrete dipole method is used to 
generate the simulation data. 
 
III.A Training and testing over MNIST dataset 
We train and test the DeepNIS using MNIST dataset, 
which is a database of ten handwritten digits from 0 to 9 and 
has been widely used in machine learning (see Appendix B). 
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With reference to Fig. 2, the region of interest 𝐷𝑖𝑛𝑣  is a square 
with size of 5.6×5.6 λ0
2 (λ0=7.5 cm is the working wavelength 
in vacuum and 𝑥𝐿=𝑦𝐿=5.6λ0), which is uniformly divided into 
110×110 sub-squares for the simulations. Moreover, 36 linearly 
polarized transmitters, which are located uniformly over the 
circle denoted by 𝛤  with radius R=10 λ0 , successively 
illuminate the investigation domain. Meanwhile, 36 co-
polarized receivers, are used to simultaneously collect the 
electrical field scattered from the probed scene. In the full-wave 
EM simulations [38], the digit-like objects are set to be lossless 
dielectrics with a relative permittivity of 𝜀𝑟 = 3. In addition, 30 
dB noise has been added for all simulations throughout this 
article to avoid the so-called “inverse crime”. Note that we train 
the DeepNIS only in the noiseless case. A total of 104 images 
are randomly chosen from the MNIST dataset as samples. And 
the multi-input and multi-output EM responses are obtained by 
running a full-wave solver to the Maxwell’s equations. As a 
result, 104  back propagation (BP) images can be generated, 
which are used as inputs to DeepNIS, while the original 104 
images are considered as the desirable outputs in DeepNIS. 
Meanwhile, 104 image pairs are randomly divided into three 
sets: 7000 image pairs for training, 1000 image pairs for 
validation, and other 2000 image pairs for blind testing.  
 
 
 
Fig.3. Reconstructions of digit-like objects with relative permittivity 
𝜀𝑟 = 3 by different EM inverse scattering methods. (a) Sixteen ground 
truths. (b-1) BP results, which are used as the input of DeepNIS. (c-1, 
d-1, e-1) DeepNIS results with different numbers of CNN modules, 
viz., 1, 2, 3, respectively. (f-1) CSI results. (b-2) to (f-3) Statistical 
histograms of the image quality in terms of SSIM and MSE shown in 
the third and fourth line in Fig. 3, respectively. Here, 2000 test samples 
are used in the statistical analysis. For visualization purpose, the BP 
reconstructions are normalized by their own maximum values, since 
their values are much less than 1. 
 
The networks are trained using ADAM optimization 
method [42], with mini-batches size of 32, and epoch setting as 
101. The learning rates are set to 10−4 and 10−5 for the first two 
layers and the last layer in each network and divided by 2 when 
the error plateaus. The complex-valued weights and biases are 
initialized by random weights with Gaussian distribution of 
zero mean and standard deviation of 10−3. With a Euclidean cost, 
these networks are trained independently, but finally, tuned in 
an end-to-end manner. All computations are performed in a 
small-scale server with the configuration of 128GB access 
memory, Intel Xeon E5-1620v2 central processing unit, 
NVIDIA GeForce GTX 1080Ti. The deep learning networks 
are both designed with Tensorflow library [43] and CSI 
algorithms are carried out by Matlab 2017. And the networks 
training takes about 7 hours. 
Figure 3(a) represents the ground truths for the simulated 
ten handwritten digits in the nonlinear inverse problem. Figs. 
3(b-1) and 3(f-1) report the images obtained by using the BP 
algorithm and the CSI method, respectively, which clearly 
illustrates that both the BP and the CSI fail to produce the 
satisfactory reconstructions in this case. Figures 3(c-1), (d-1) 
and (e-1) provide the corresponding results calculated by the 
DeepNIS with 1, 2, and 3 CNN modules, respectively.  
In order to investigate the effects of the number of CNN-
modules on the image quality. We adopt the so-called Structure 
Similarity Measure (SSIM) and Mean-Square Error (MSE) as 
qualitative measure metrics to evaluate the image quality. Figs. 
3(b-2), (c-2), (d-2), (e-2) and (f-2) report the statistical 
histograms of the image quality in terms of SSIM, 
corresponding to Figs. 2(b-1), (c-1), (d-1), (e-1) and (f-1), 
respectively, over 2000 test images, where the y-axis is 
normalized to the total 2000 test images. It can be clearly seen 
that the DeepNIS results obtained with 2 or 3 CNN modules 
could almost perfectly match the ground truth results. It is worth 
mentioning that it only takes a well-trained DeepNIS less than 
one second to construct an image in this case, whereas it takes 
BP and CSI algorithm about 8 seconds and about 10 minutes, 
respectively. A similar conclusion can be draw from the results 
of MSE index. Based on the above results, it can be concluded 
that the DeepNIS clearly outperforms the CSI method in terms 
of both image quality and computation time in this high-
contrast case. In addition, it is expected that the use of 
additional CNN modules will enable incorporation of more 
multiple scattering effects into account, leading to an improved 
image quality.  
 
 
Fig.4. Experimental reconstructions by different EM inverse scattering 
methods. (a) The probed object consists of a composition of cylindrical foam 
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(blue) and plastic (yellow) objects. (b, c, d) Reconstruction results using BP, 
DeepNIS, and CSI methods. The corresponding SSIMs (MSE) of the 
reconstructed images are equal to 0.0668(0.3364), 0.8290(0.0908), and 
0.8637(0.0826), respectively. 
III.B Testing over experimental data with trained networks 
To investigate the generalizability of DeepNIS, we 
consider the FoamDielExt experimental data provided by the 
Institute Fresnel, Marseille, France [41] with the CNNs trained 
through the MNIST dataset. The configuration of the 
experimental measurement setup has been carefully described 
in [41]. For numerical simulations, the investigation domain is 
uniformly divided into 56×56 sub-squares. Figure 4(a) shows 
the FoamDielExt object (ground truth), where the yellow object 
is a dielectric (plastic) with a relative permittivity of 3±0.3, and 
the blue object is a dielectric (foam) with a relative permittivity 
of 1.45 ± 0.15. The working frequency is 4 GHz. The results 
produced by the BP algorithm, the CSI method, and DeepNIS 
are shown in Figs. 4(b), (c), and (d), respectively. Although the 
ground truth in this case is remarkably different from the 
training samples of the MNIST dataset, the result obtained by 
DeepNIS is satisfied and comparable to that of CSI. It should 
be pointed out that DeepNIS is several orders of magnitude 
faster than the CSI method. Specifically, it takes DeepNIS 
around 1 second to produce this results, but it costs CSI several 
minutes and 70 iterations.  
Note that the dielectric contrast of the object in this 
experimental test is low, which corresponds to the range of 
validity of the CSI method. However, as shown in Fig. 3, if the 
test object has a high contrast, the CSI method fails to adequately 
reconstruct the image due to stronger multiple scattering effects. In 
contrast, DeepNIS is expected to perform well in that regime as well.  
 
 
 
Fig.5. Reconstruction results of letter-shaped objects by the BP 
algorithm, the CSI method, and DeepNIS in the second, third, and 
fourth rows, respectively. The ground truth is shown in the first row.  
 
III.C Testing over letter targets with trained networks 
In order to validate above points, we conduct another set of 
simulations, in which DeepNIS is still trained over the MNIST dataset. 
The test objects are composed of dielectric shapes in the form of 
English letters, whose relatively permittivity is 3. Other parameters are 
all as same as training dataset. 
Figure 5 shows the reconstructed results based on different 
inverse scattering methods, in which the ground truths are given in the 
first row, and the imaging results by the BP algorithm, CSI, and 
DeepNIS are presented in the second, third, and fourth rows, 
respectively. To compare the imaging quality in the 
reconstruction of English-letter objects using the BP algorithm, 
the CSI method, and DeepNIS, the corresponding SSIM and MSE 
results from different methods are respectively reported in Table 1 and 
Table 2. Meanwhile, the reconstructed procedure with trained 
network in Example 1 just take less than 1 second, while the 
CSI algorithm needs 50 iterations and take about 10 minutes for 
reconstruction. The BP algorithm also has relatively lower 
computational complexity and takes about 8 seconds. Since the 
probed objects have large contrasts, the CSI method fails to provide 
acceptable images. The reconstruction results clearly demonstrate that 
DeepNIS is markedly superior to both BP algorithm and CSI method 
in both imaging quality and imaging time.  
 
Table Ⅰ 
SSIM results for the reconstructions in Fig.5 
Target P K U A B C 
BP 0.0172 0.0078 0.0111 0.0871 0.0518 0.0987 
CSI 0.4649 0.2308 0.3982 0.2347 0.2321 0.2367 
DeepNIS 0.8912 0.6365 0.9192 0.8775 0.9473 0.9395 
 
Table Ⅱ 
MSE results for the reconstructions in Fig.5 
Target P K U A B C 
BP 0.7571 0.8319 0.8467 0.8491 0.8813 0.8401 
CSI 0.5518 0.6781 0.4829 0.7104 0.8492 0.5199 
DeepNIS 0.0542 0.0689 0.0281 0.0934 0.0118 0.0120 
 
From above discussions, we can arrive at an important 
conclusion: despite the fact that the network was trained exclusively 
on images from the MINIST dataset, satisfactory reconstruction results 
can still be obtained from very different objects by using the trained 
DeepNIS. This suggests that the DeepNIS has learned a model of the 
underlying physics of the imaging system or at least a generalizable 
mapping between the input BP results and the output inverse scattering 
solutions when training and testing dataset in similar electromagnetic 
inverse scattering scenario. We clearly observe that the DeepNIS 
images have a considerably higher SSIM than the BP and CSI 
images. In other words, these results suggest the DeepNIS is not 
merely matching patterns but has actually has a learning capability to 
represent the underlying nonlinear inverse electromagnetic scattering 
problem. 
IV. CONCLUSIONS 
In conclusion, we have built up a connection between 
CNN and unfolded iterative solution to nonlinear EM inverse 
scattering, and then established a complex-valued DNN, termed 
as DeepNIS, for the non-iterative solution of nonlinear EM 
inverse scattering problems. A central issue to the DeepNIS-
based solution is the convolution operation, which can be 
implemented in parallel. The non-iterative and parallelizable 
natures of DeepNIS make it very suitable for dealing with large-
scale inverse scattering problems. We showed that DeepNIS 
has clear advantages over conventional inverse scattering 
methods in terms of image quality and computational time. Our 
experimental results suggest that the DeepNIS can “learn” the 
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governing equations of the electromagnetic inverse scattering 
system, when training and testing dataset in similar electromagnetic 
inverse scattering scenario. It is plausible that more advanced 
CNN architectures may yield even better results, which would 
be explored in our further study. DeepNIS could improve upon 
conventional inverse scattering strategies, and be used for 
treating the nonlinear EM inverse scattering with large scale 
and high contrast objects. 
 
APPENDIX A. THE COMPLEX-VALUED CNN MODULE OF 
DEEPNIS 
A complex-valued CNN module of DeepNIS contains 
three layers (Fig. A1): an up-sampling convolution layer 
followed by a nonlinear activation function, a max-pooling 
layer, and an up-sampling layer. The up-sample convolutional 
layer is expressed as the operation: 
1 1 1( ) ReLU( )F Y W Y B                                    (A1) 
where 
1W and 1B represent the complex-valued filters and 
biases, respectively. ∗ denotes the convolution operation and 
ReLU denotes the rectified linear unit activation function. Y 
means the images of input. Here, 
1W corresponds to 1n  filters 
of the support 
1 1f f  in which 1f  is the spatial size of a filter. 
The last layer is the convolution layer for reconstruction: 
                 
3 3 3( ) ReLU( )F Y W Y B                                     (A2) 
where 
3W  and 3B represent the complex-valued filters with a 
size of 
3 3f f and biases, respectively.  
 
 
Fig.A1. Schematic illustration of the first CNN module of DeepNIS. 
 
Given an object, its relative permittivity and conductivity are 
assumed to be non-negative. Considering this fact, the 
activation function ReLU is used throughout this article. Note 
that ReLU is separately operated on the real and imaginary part 
of underlying complex-valued input. For each module, three 
layers are enough to achieve the desired image quality in all 
cases we considered. If needed, more convolutional layers can 
be added to enrich the nonlinearity of the undergoing system; 
however, this increases the complexity of the model, and thus 
demands extra training time and increases the risk of overfitting. 
 
APPENDIX B. MNIST DATASET 
In our numerical study, the probed objects are modeled by 
exploring MNIST, a dataset of handwriting digits widely used 
in the area of machine learning [47]. For the electromagnetic 
simulations, the objects are set to be lossless dielectrics with 
relative permittivity of 3. Some MNIST samples are shown in 
Fig. A2.  
 
 
Fig. A2. Some MNIST samples used in Figs.3-5. 
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