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Accurate static pressure measurements are essential for safe navigation. Aircraft 
static pressure measurements need to be calibrated and verified. We recently compared 
trailing cone static pressure measurements behind two different jet aircraft up to flight 
level 450 during 6 flights on different days with numerical weather prediction (NWP) 
data. The GNSS height above mean sea level measured during these flights is compared 
to NWP geopotential height. The NWP data were provided by the European Centre for 
Medium-Range Weather Forecasts (ECMWF). The height differences at same pressure 
are 0.6±2.8 m on average. The corresponding pressure difference was determined to be -
0.01±0.15 hPa. The method of comparing operational pressure/GNSS measurements on 
aircraft with NWP analysis or predictions can be used for testing the height keeping 
performance of aircraft after or during operation. Here we present an application 
example of the method. We show static pressure measured by research instruments on 
the German atmospheric research aircraft HALO compared to ECMWF analysis for 57 
hours of data from an atmospheric research project over Europe in 2014. The method is 
used to derive corrected static pressure data. The corrected pressure also leads to a 
slightly better agreement between temperature measurements and ECMWF data which 
differed more when using the uncorrected pressure data as input for interpolation in the 
NWP data. 
 
1 Introduction 
Pressure altitude is the altitude in the ICAO standard atmosphere for given static pressure [1]. The actual 
atmosphere differs in temperature and density from the standard atmosphere. Hence, the pressure altitude zp is 
different from the geometric altitude above mean sea level (MSL). The geometric altitude z and the horizontal 
position can be determined on board the aircraft using suitably processed signals of a Global Navigation Satellite 
System (GNSS), such as the Global Positioning System (GPS). For accurate measurement of position, 
differential GPS methods together with suitable post-processing are used [2]. However, without knowing the 
actual pressure-altitude relationship in the given atmosphere, simultaneous measurements of static pressure and 
geometric altitude are not sufficient to determine the accuracy of both measurements. The determination of 
accuracy requires an independent reference to relate static pressure to altitude. 
Pressure altitude is used for aircraft navigation because it is in principle measureable on all aircraft without 
any reference to external systems. The pressure altitude is referenced to the standard atmosphere ground pressure 
setting (1013.2 hPa) and displayed to the flight crew. Static pressure is commonly measured with an appropriate 
pressure intake and a pressure sensor mounted at a suitably selected position on the fuselage of an aircraft. The 
static pressure is the pressure of the undisturbed atmosphere at rest [3] at the location of the aircraft. However, 
the pressure on the fuselage is disturbed by the air flow around the aircraft. Therefore, static pressure 
measurements need calibration corrections [4].  
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Accurate static pressure measurements are essential for safe navigation. Safe flights with reduced vertical 
separation minima (RVSM) require among others that the mean Altimetry System Error (ASE) under defined 
conditions remains below 25 m (80 ft) [5, 6], corresponding to about 3 hPa on the ground and 0.9 hPa at 11 km 
altitude. The ASE is the difference between the displayed pressure altitude and the pressure altitude for  the  
static pressure in ambient air. Because of missing reference at flight, altimetry system errors are not easily 
detectable by the pilot or by the air traffic controllers in routine operations [6, 7]. Therefore, the height keeping 
performance of aircraft needs to be checked regularly. Established methods for monitoring the accuracy of 
altitude measurement systems are overflights of so called Height Monitoring Units (HMU), which are located on 
the ground, and which are capable of determining the Altimetry System Error (ASE) of individual aircraft [6]. 
Accurate static pressure measurements are also essential for accurate measurements of true air speed, ambient 
wind and ambient static temperature onboard an aircraft, and hence important for accurate airborne 
measurements in the field of atmospheric research. 
Calibration of static pressure over the full flight envelope is usually performed during  aircraft development 
and certification by expensive flight tests using tower fly-by maneuvers and trailing cone (TC) measurements. 
Recently, we developed an analysis method which can be used for static pressure calibration and for control of 
the height keeping performance of aircraft during operation [8, 9]. The method compares airborne pressure and 
geometric altitude measurements with high quality numerical weather prediction (NWP) pressure and height 
data. The feasibility of this approach was demonstrated by comparison of aircraft measurements taken with 
calibrated TC pressure sensors and differential GPS with NWP data from the Integrated Forecasting System 
(IFS) of the European Center for Medium-Range Weather Forecasts (ECMWF) [10]. We have shown that such 
high-quality NWP data are accurate enough to provide useful tests on the height keeping performance of aircraft 
during operation. Here, the method and the tests are summarized briefly. For illustration of the potential of the 
method for testing aircraft pressure-altitude data, we report an application example and experiences obtained 
with the German High Altitude and Long Range Research Aircraft HALO of the German Aerospace Center 
(Deutsches Zentrum für Luft- und Raumfahrt e.V., DLR) during the atmospheric research  mission “Mid-
Latitude Cirrus” (ML-CIRRUS) which was performed in March/April 2014 with HALO over parts of Europe 
and the North Atlantic.  HALO is equipped with the Basic HALO Measurement and Sensor System 
(BAHAMAS) which provides accurate reference data for pressure, temperature etc. [11, 12].  
A parallel study at DLR (Institute of Flight Systems, Braunschweig) investigated the same method to 
monitor the altitude indication of airborne aircraft air data systems on the basis of different meteorological 
numerical weather prediction models [13]. Within the framework of this analysis, flight experiments with the 
Airbus A320-232 (’Advanced Technology Research Aircraft’, ATRA) and the Dassault Falcon 20-E5 of the 
DLR have been conducted in order to compare the meteorological data provided by the aircraft with reference 
pressure measurements. Details of the NWP models used and the methods used for interpolation in the NWP 
data are still to be published. These two DLR studies let to a proposal for the operational use of the methodology 
to monitor static pressure measurements of air data systems [14], as illustrated in Figure 1.  
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Figure 1.  Use of aircraft measurements and NWP input for determination of pressure/height deviations. 
 
2. The static pressure calibration method 
The method, as outlined in Figure 1, is performed in three steps A, B and C. The method uses (A) static pressure 
pAC and geometric altitude zAC measured by the aircraft itself and (B) static pressure pNWP and geometric altitude 
zNWP data from NWP determined for the same time and horizontal position as the aircraft measurements. In step 
(C), the static pressure measurement error p is determined as the difference between pAC and pNWP for 
zNWP=zAC. Alternatively, the height error z can be determined as the difference between zAC and zNWP for same 
pNWP=pAC:  p= pTC-pNWP and z=zTC-zNWP. 
The method may be applied as a post-processing data analysis on the ground, without expensive flight tests. 
The method may also be used for in-flight control of the height keeping performance of aircraft during operation. 
This can be done from ground or onboard the aircraft using data links to transfer the required data between 
aircraft and ground.  
One must be careful in interpreting altitudes zAC. GPS usually provides the altitude h relative to a reference 
ellipsoid known as World Geodetic System 1984 (WGS84)[15, 16]. The altitude z above MSL differs from the 
altitude h relative to WGS84, e.g., by about 50 m over the European continent. The altitude difference is known 
as geoid undulation N = h-z. The undulation is known and available with high spatial resolution (15“ in 
longitude and latitude) from the Earth Gravitational Model 1996,  http://earth-
info.nga.mil/GandG/wgs84/gravitymod/egm96/egm96.html.  
The NWP data for the relation between pNWP and zNWP are obtained from the so-called „Integrated Forcasting 
System“ (IFS) of the European Centre for Medium-Range Weather Forecasts (ECMWF). The IFS is recognized 
internationally as a high-quality NWP-model for global medium range (several days) numerical weather 
predictions in the atmosphere at all flight levels relevant for commercial aviation. The data are available via the 
national weather services. Predictions are provided in regular time intervals (at least every 12 hours). For each 
prediction, the IFS provides global weather forecast for the coming 10 days with hourly resolution. The 
horizontal resolution is better than 0.25 degree in geographic latitude and longitude. Presently, K=137 vertical 
model layers are used. Model levels are defined in hybrid coordinates which are terrain following near the 
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surface and become constant pressure levels at higher altitudes [17]. The lowest model layer is bounded by the 
Earth surface at height zsfc above mean sea level (in meter) defined with respect to the Earth geopotential (see 
below). The highest model layer ends at zero pressure at top of the atmosphere. In between, the pressures at 
model-layer interfaces are fixed functions of model layer index k=1, 2,, .., K and surface pressure psfc. For each 
prediction time and model-layer, the output of the IFS contains the surface pressure psfc in Pascal. Moreover, the 
IFS output includes the three-dimensional fields of air temperature T in Kelvin and mass specific humidity q in 
g/g. From this output, the vertical profiles of pressure, temperature, and humidity can be computed for each 
aircraft position in horizontal coordinates and time by proper numerical interpolation. Since pressure decreases 
about exponentially with height, it is important for numerical accuracy to interpolate in the logarithm of 
pressure. Otherwise one may interpolate linearly in space and time. The local air density  follows from the 
equation of state for humid air,   
VdryTR
p  with )1( qTTv   und 1/ 2  OHdry RR      (1) 
Here, Tv is the so-called virtual temperature, i.e., the temperature for which the ideal gas law for dry air gives the 
correct density for humid air.  Rdry and RH2O are the gas constants for dry air and water vapor.  The geopotential 
 is defined as an integral of Earth acceleration g over the altitude z above MSL. Observed gravity varies due to 
the distance to Earth’s center, Earth’s rotation and local gravity anomalies from crust density variations[18], so 
that g depends on height and geographical position. Hence we have to integrate vertically taking into account 
that g is a function of height, g(z):  
 z dzzg
0
')'(          (2) 
For constant g,  = g z. For an analytical function g(z),   can be computed analytically as well. For a more 
general, e.g., tabulated function g(z), (z) can be computed by numerical integration. The inverse function, 
z(), i.e. the height for given geopotential, follows analytically or numerically, possibly using a Newton-
Iteration. For evaluation of   one has to integrate over height z. Since the model uses pressure coordinates, one 
uses the hydrostatic relationship  
gdzdp            (3) 
to relate height changes dz to pressure changes dp for given density and g(z). So, for any pressure value p, one 
obtains the  geopotential (p) by numerical integration of   
 
p
p
Vdry
sfc
dp
p
TR
         (4) 
Hence, for any position in latitude and longitude and for any time within the prediction time period, the method 
provides the height zNWP  for a given pressure pNWP and the pressure pNWP for a given height zNWP.  
The IFS, as most meteorological global models, assumes the spherical geopotential approximation, i.e. a 
spherical shape of the Earth and its geopotential field with a horizontally uniform gravity field [19, 20]. Hence, 
the IFS assumes a constant gravity value equal to the standard gravity gs = 9.80665 m s-2, recommended by 
WMO [21]. By use of geopotential one corrects for the deviation of the local Earth surface distance from the 
center of Earth [22]. A variation of g with altitude is still consistent with the spherical approximation. Variable 
gravity is used in IFS when assimilating radio occultation data [23, 24], which comes from measurements of 
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GNSS signal bending angles as a function of altitude, partially in the middle atmosphere. We found that it is 
important for accuracy to evaluate the geopotential height with an height-latitude and possibly longitude (z,,) 
dependent gravity model g=z(z,)+ g(,).  
Other meteorological forecast models may be used for this purpose as well [25]. The various models differ in 
the coordinate systems used for discretization of the model equations. In particular, some models are based on 
model levels defined with respect to geopotential altitude and compute the pressure either hydrostatically for 
given air mass and gravity or by solving a Helmholtz equation for the pressure such that the continuity equations 
is satisfied at all positions in the computational domain for prescribed vertical velocity at the boundaries, mostly 
assuming constant gravity.  The various discretization methods may require different interpolation methods.  
 
3. Trailing cone tests  
The pressure and altitude data of aircraft were obtained using a TC system on each of the two different jet 
aircraft, the research aircraft FALCON (the Dassault Falcon 20-E5) and HALO (a Gulfstream G550) operated by 
DLR from the airfield EDMO in Oberpfaffenhofen, Germany, see Figure 2. Both aircraft are twin-engine jets 
with modifications for airborne research [11].  
Static pressure is measured using a dragged semi-rigid plastic hose connected to a pressure port in the 
undisturbed atmosphere behind the aircraft and a pressure sensor in the aircraft fuselage [26, 27]. The TC 
pressure is measured by high-quality pressure sensors, calibrated against a pressure reference traceable to 
national standards. The pressure signals are recorded along with other data in data acquisition and processing 
systems onboard the aircraft.  
 
 
 
 
 
Figure 2.  The aircraft HALO (top) and FALCON (bottom) with trailing cones (TC).  
 
The height of the aircraft during TC measurements is determined with a combined DGPS and inertial 
measurement unit onboard the aircraft. Specifically we use an AEROcontrol-IIe system of the company IGI,  
http://www.igi.eu/aerocontrol.html [28]. For most of the flights, the data are post-processed with final position 
accuracy better than 0.1 m in the vertical (1 m without postprocessing). Postprocessing of the GNSS data with 
the GrafNav Software uses two-way Kalman filters based on an error model for the sensors and precise satellite 
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position and atmospheric correction data which are becoming available 2-3 days after the measurements. 
Together with the linear and rotational acceleration measurements by the inertial navigation unit, and precise 
position and alignment data for the various sensors, it is possible to achieve such accuracies in position and 
altitude [2]. The post-processing software AEROoffice used is available from the company IGI.  
The TC measurements were tested using tower flyby maneuvers. TC measurements have been performed 
during 6 flights. The absolute accuracy of the TC pressure measurements is 0.12 hPa for HALO and 0.5 hPa for 
the FALCON. On the ground, this corresponds to height accuracies of 1 to 4 m.  
Figure 3 shows the results for z (open symbols) from 159 measurements for the two aircraft (HALO and 
FALCON) at the 6 different measurement days versus flight level, with geopotential altitude computed from 
ECMWF-IFS data for variable gravity g. The full symbol with error bar depicts the mean ± 3 standard deviations 
on average over all z values. The individual data points stay well within the ±25 m (80 ft) limit and the 3--
error bar within the ±60 m (200 ft) limits of present RVSM requirements [5]. Hence, the data are useful to 
monitor altimetry system error requirements.  
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Figure 3.  Height differences between TC and NWP data (analysis for variable g) versus pressure altitude 
in hectofeet compared to RVSM-related limits.  
 
The accuracy of the position determination by the use of GNSS plays a significant role in computing the 
static pressure from NWP models. To achieve the highest degree of accuracy, post-processing the GNSS data is 
highly recommended, as noted also elsewhere [13]. 
 
4. Applications to HALO-BAHAMAS during ML-CIRRUS  
The ML-CIRRUS experiment used measurements with the new German research aircraft HALO together with 
satellites observations and model analysis to gain new insights into the formation, properties, life cycle, 
predictability, and climate impact of natural cirrus and contrail cirrus [12]. HALO was equipped with a large set 
of instruments including BAHAMAS. BAHAMAS serves to measure and collect meteorological and aircraft 
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state parameters including static pressure, temperature and wind. The scientific payload has a mass of about 3 
tons. Instruments are preferably mounted in the forward part of the aircraft within the limits of permitted range 
of center of gravity. The measurement system used several windows and inlets at the fuselage and underwing 
mounted instruments for remote sensing and for in-situ measurements.  
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Figure 4. ML-CIRRUS HALO flight tracks used for analysis (blue) and position of radiosonde soundings used 
for comparisons (open circles) over a coastline map (dark green lines).  
 
ML-CIRRUS included a total of 16 flights, with 3 preliminary test flights, and 13 scientific mission flights. 
Here we analyze the BAHAMAS 1-Hz data above flight level 210 from the scientific missions, with about 56 h 
flight time. The flights were performed at flight levels up to 450 over Europe and the Atlantic in the domain 
15°W to 15°E and 36°N to 59°N in March/April 2014, see Figure 4. A preliminary comparison of static pressure 
from BAHAMAS with the static pressure from the Gulfstream G550 air data system showed that the 
BAHAMAS pressure was slightly lower than the air data pressure, with differences increasing with height. 
During ML-CIRRUS, the BAHAMAS pressure sensor showed some high frequency noise at about 0.31 Hz, 
which originate from a weak instability of the active temperature control of the main pressure sensor element. 
This sensor problem got fixed after the ML-CIRRUS campaign. The sensor oscillation was assumed not to affect 
the mean pressure values. Here we use 10-s mean values (0.1 Hz data) for comparison between HALO and 
ECMWF data to smooth out this oscillation. Since the BAHAMAS pressure was calibrated by the TC data 
described above, it was assumed that the BAHAMAS values are the more reliable ones.  
Using the measured pressure for interpolation in ECMWF data it was found that the HALO temperature was 
about 0.6 K higher than the ECMWF temperature, see Table 1. Differences of the order 1 K are not uncommon 
in comparison between airborne (and satellite derived) temperature measurements and NWP data [29-31]. Even 
an apparently small difference is of relevance when computing relative humidity for measured absolute 
humidity. Relative humidity is essential for cloud formation. At a temperature of -60°C, a 0.5 K temperature 
overestimate causes a 7 % underestimate of relative humidity at ice saturation. Since temperature changes with 
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pressure altitude, a mean pressure bias could also contribute to a mean temperature bias. Of course, without 
further investigation, it is not clear whether any difference between HALO and ECMWF data is caused by a bias 
in the ECMWF data or a bias in the HALO data.  
 
Figure 5. Temperature difference between radiosonde data and ECMWF IFS data versus IFS temperature for 
ML-CIRRUS. 
 
Table 1: Differences between HALO measured and ECMWF computed values, without and with pressure 
correction 
Variable uncorrected corrected 
 mean stddev mean stddev 
pressure/hPa -1.39 0.56 -0.02 0.54 
height/m -40.8 19.5 -0.8 14.2 
temperature/K 0.65 0.80 0.56 0.79 
wind speed/(m s-1) 0.40 2.36 0.38 2.40 
wind direction/degree -1.0 13.9 -0.9 13.9 
 
The ECMWF data were compared with a large set of radiosonde data. For this purpose, we collected data 
from 47 different radiosonde stations, distributed over the ML-CIRRUS domain in Europe, see Figure 4. The 
data were downloaded from http://weather.uwyo.edu/upperair/sounding.html . We found 1613 radiosoundings 
during the 21 days period from 26 March to 15 April 2014, with a total of 33011 measurement data in the 
pressure altitude range of interest (500 to 170 hPa). For each radiosonde position, time, and pressure level, 
corresponding data are interpolated from NWP. The differences are plotted versus temperature in Figure 5. The 
mean difference between the ECMWF data and the radiosonde data is 0.031.1 K, without a mean trend. So the 
bias is practically zero. The standard deviation of about 1 K is to be expected because the local temperature 
measured by radiosondes must differ from the grid cell mean values represented in the NWP model which does 
not resolve mesoscale features such as local turbulence and gravity waves. The good agreement with the 
radiosonde data is a result of the four-dimensional variational data assimilation scheme used by ECMWF. We 
have no definite error estimate for the radiosondes used during ML-CIRRUS. For the temperature sensor of the 
RS92 radiosonde, with an operating range from -90°C to +60°C, the company Vaisala quotes an accuracy of 
better than 0.5 K [32]. This includes random errors; systematic errors are smaller [32].  The accuracy in the 
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troposphere (and below 16 km) could be better than 0.2 K [33-35]. Radiosonde air temperature measurements 
are commonly corrected for any bias from solar radiation. Here, we find no difference between day and night 
time data, so that any Radiosonde-IFS difference is not explained by insufficient radiation error corrections.  
The  agreement between the TC pressure measurements described above and the ECMWF analysis for the 
six flights in 2010 and 2011 implies  a  mean temperature bias of the IFS data of less  than 0.1 K [8]. Hence, we 
cannot definitely conclude that the ECMWF data can serve as a reference for testing airborne temperature 
measurement accuracy.  
These findings triggered the investigation of the pressure calibration by comparing the TC measured pressure 
with ECMWF pressure as described above. The comparison confirmed the high accuracies of the TC calibration 
and the ECMWF data, at least for the six flights in 2010 and 2011. Therefore, we now apply the comparison 
method to assess the accuracy of the BAHAMAS pressure data during the ML-CIRRUS flights in 2014.   
The NWP data used for analysis of ML-CIRRUS data were provided by the IFS Version 40r1 
http://old.ecmwf.int/research/ifsdocs/CY40r1/. The data are a combination of analysis data at 0 and 12 UTC with 
hourly data from forecast started from the analysis. The data set used covers the region of 60°W to 20°E, and 
20°N to 70°N. The vertical pressure resolution varies between 18 hPa at the model bottom and 7 hPa at the top, 
corresponding to about 300 m height/10 hPa pressure resolutions near 11.5 km or 200 hPa altitudes. The spatial 
resolution of the data used is 0.5 degree. Higher resolution would be available from IFS but this makes no sense 
when using hourly time resolution. The data are interpolated linearly to the HALO aircraft position for given 
longitude/latitude position and time. Vertical interpolation is performed in the logarithm of pressure fields based 
on the static pressure measured by HALO-BAHAMAS. In order to avoid artefacts from ascending or descending 
flight segments, we restrict the data analysis to horizontal flight segments. For constant level legs, the deviations 
are slightly smaller than when including all data, though the mean values are basically unchanged.  
  
Figure 6. Left: Height and pressure differences between HALO and ECMWF data versus height above MSL for 
the uncorrected data (black symbols). The red symbols are corresponding TC data showing small differences 
between TC and ECMWF. Right, HALO-ECMWF differences after applying the pressure correction to the 
HALO pressure. 
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Figure 6 shows the height and pressure differences versus height. Compared to the TC results (red symbols), 
the ML-CIRRUS results exhibit far larger variability, partly because of local deviations from hydrostatic 
equilibrium for variable weather conditions, with clouds, gravity waves and some turbulence. We find systematic 
differences of the order of 40±20 m and -1.4±0.6 hPa.  
 
Figure 7. Pressure difference p between HALO-BAHAMAS static pressure versus, from top to bottom, Mach 
number, static BAHAMAS temperature and total BAHAMAS temperature. The red lines depict linear 
regressions. The quadratic correlation coefficient r2 is given in the legends. The dashed blue line in the top panel 
depicts p/hPa = -1.865  Ma.  
 
The mean deviations may result partly from the fact that the static pressure calibration of the BAHAMAS 
pressure sensor, as derived from the previous TC measurements, is not perfectly valid for the ML-CIRRUS 
configuration. The changes of the HALO aircraft configuration between the TC measurements and the ML-
11 
 
CIRRUS flights, with different mass loading (center of gravity) and with additional underwing mounted sensors 
for ML-CIRRUS, and corresponding changes in aerodynamics affecting static pressure distribution around the 
fuselage may explain some changes in static pressure measurements. However, instrument artefacts may also 
have contributed to the systematic differences.  
Figure 7 shows the pressure differences as a function of Mach number, static temperature,  and total 
temperature. The data suggest a correlation between the static pressure difference and the Mach number Ma. The 
value of Ma is computed from the BAHAMAS data for true air speed and temperature. The linear regression  
pC/hPa= 1.865  Ma  
gives corrected static pressure values p:=p+pC, for which z and p are close to zero on average over all data, 
see Figure 6 (right).  We also tested corrections as a function of static and of total temperature, but the variance 
of the remaining differences becomes a minimum when correcting as a function of Mach number. A correlation 
with static temperature would be easier to understand since any error in the sensor temperature control is likely 
temperature dependent. Further, we tested for any correlation of the pressure deviation with pitch angle, flight 
time (with changing aircraft weight), and with longitude and latitude (different gravity anomalies), but found no 
systematic correlations of p with these parameters.  
 
Figure 8. Temperature difference between HALO-BAHAMAS static temperature and ECMWF IFS derived 
temperature by interpolating with corrected pressure versus IFS temperature for ML-CIRRUS. 
 
Figure 8 shows the differences between HALO-BAHAMAS temperature and ECMWF IFS temperature 
when interpolated with the corrected pressure. The red linear regression line is close to constant. Table 1 lists the 
mean and standard deviation of the difference between HALO measured and ECMWF analyzed variables 
(pressure for same height, height for same pressure, temperature, wind speed and wind direction for same 
pressure). We note that these wind data were determined before static pressure changes. We see that the 
correction successfully brings the pressure and height differences to zero mean bias and slightly smaller standard 
deviations. The correction also slightly reduces the temperature bias from 0.65 K to 0.56 K. The remaining bias 
is independent of ambient temperature. The uncorrected HALO-ECMWF temperature differences showed a 
weak correlation with true air speed, which is absent in the corrected version. However, the main part of the 
temperature bias remains unexplained. The wind speed and wind direction data are insensitive to this correction. 
A systematic wind deviation of 0.4 m s-1 is within the range of accuracy that can be expected for the BAHAMAS 
instrument. The systematic temperature difference calls for further investigation.  
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5. Conclusions  
We summarized the static pressure calibration method using numerical weather prediction data as introduced 
before [8]. The method was tested for aircraft measurements with absolutely calibrated TC pressure sensors and 
differential GPS (GNSS) altitude measurements.  The NWP data are based on ECMWF IFS forecast and analysis 
of temperature, humidity and surface pressure, including assimilated observations. The NWP data were found to 
be surprisingly accurate. The height differences at same pressure were found to be 0.6±2.8 m (from the sum over 
6 flights with 2 aircraft). The corresponding pressure difference was determined to be  -0.01±0.15 hPa. These 
differences are significantly below the limits required for flights with 305 m (1000 ft) vertical separation. Hence, 
the NWP data are accurate enough for testing static pressure measurements on aircraft. 
In this paper, we describe experiences as obtained in applying the method to compute differences between 
the static pressure measured with BAHAMAS and the ECMWF NWP pressure for same altitudes. We showed 
static pressure measured by BAHAMAS  on HALO compared to ECMWF analysis for 56 hours of data from an 
atmospheric research project with HALO over Europe in 2014.  The analyses showed HALO-NWP pressure 
differences with large variability from day to day, partly because of variable weather conditions, with 
precipitating clouds, gravity waves and some turbulence. For low turbulence, the deviations are smaller, but 
systematic differences of the order of 40 m and -1 hPa remain. Parts of the differences may result from static 
pressure deviations caused by underwing mounted sensors or changed mass loading, and parts may be caused by 
instrumental artifacts in these flights, which are caused by a residual temperature sensitivity of the experimental 
pressure sensors which were used during this project. Today, HALO deploys a significantly improved version of 
these sensors. Anyway, the method allows deriving corrected static pressure data. The corrected pressure also 
leads to a slightly better agreement between temperature measurements and ECMWF data which differed more 
when using the uncorrected pressure data as input for interpolation in the NWP data. This study illustrates the 
potential of the method for testing aircraft pressure-altitude data. 
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