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Abstract 
The rapid increasing interest in wireless communication has led to the continuous 
development of wireless devices and technologies. The modern convergence and 
interoperability of wireless technologies has further increased the amount of services that can 
be provided, leading to the substantial demand for access to the radio frequency spectrum in 
an efficient manner. Cognitive radio (CR) an innovative concept of reusing licensed spectrum 
in an opportunistic manner promises to overcome the evident spectrum underutilization 
caused by the inflexible spectrum allocation. Spectrum sensing in an unswerving and 
proficient manner is essential to CR. Cooperation amongst spectrum sensing devices are vital 
when CR systems are experiencing deep shadowing and in a fading environment. In this 
thesis, cooperative spectrum sensing (CSS) schemes have been designed to optimize 
detection performance in an efficient and implementable manner taking into consideration: 
diversity performance, detection accuracy, low complexity, and reporting channel bandwidth 
reduction. The thesis first investigates state of the art spectrums sensing algorithms in CR. 
Comparative analysis and simulation results highlights the different pros, cons and 
performance criteria of a practical CSS scheme leading to the problem formulation of the 
thesis. Motivated by the problem of diversity performance in a CR network, the thesis then 
focuses on designing a novel relay based CSS architecture for CR. A major cooperative 
transmission protocol with low complexity and overhead - Amplify and Forward (AF) 
cooperative protocol and an improved double energy detection scheme in a single relay and 
multiple cognitive relay networks are designed. Simulation results demonstrated that the 
developed algorithm is capable of reducing the error of missed detection and improving 
detection probability of a primary user (PU). 
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To improve spectrum sensing reliability while increasing agility, a CSS scheme based on 
evidence theory is next considered in this thesis. This focuses on a data fusion combination 
rule. The combination of conflicting evidences from secondary users (SUs) with the classical 
Dempster Shafter (DS) theory rule may produce counter-intuitive results when combining 
SUs sensing data leading to poor CSS performance. In order to overcome and minimise the 
effect of the counter-intuitive results, and to enhance performance of the CSS system, a novel 
state of the art evidence based decision fusion scheme is developed. The proposed approach 
is based on the credibility of evidence and a dissociability degree measure of the SUs sensing 
data evidence. Simulation results illustrate the proposed scheme improves detection 
performance and reduces error probability when compared to other related evidence based 
schemes under robust practcial scenarios.  
Finally, motivated by the need for a low complexity and minmum bandwidth reporting 
channels which can be significant in high data rate applications, novel CSS quantization 
schemes are proposed. Quantization methods are considered for a maximum likelihood 
estimation (MLE) and an evidence based CSS scheme. For the MLE based CSS, a novel 
uniform and optimal output entropy quantization scheme is proposed to provide fewer 
overhead complexities and improved throughput. While for the Evidence based CSS scheme, 
a scheme that quantizes the basic probability Assignment (BPA) data at each SU before being 
sent to the FC is designed. The proposed scheme takes into consideration the characteristics 
of the hypothesis distribution under diverse signal-to-noise ratio (SNR) of the PU signal 
based on the optimal output entropy. Simulation results demonstrate that the proposed 
quantization CSS scheme improves sensing performance with minimum number of quantized 
bits when compared to other related approaches. 
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1 Introduction 
This chapter provides a brief introduction of the thesis. This includes the motivation of 
the research, the research scope and objectives, the original contributions and the 
thesis structure. 
1.1 Motivation 
Wireless communication and the utilization of the radio frequency spectrum have 
experienced a remarkable rise in the past few decades. The vast number of wireless devices 
(e.g., smart phones, laptops, tablet, remote controlling devices) and technologies (e.g., mobile 
telephony and wireless internets) available, the unprecedented increase in the number of 
mobile-cellular subscribers is growing exponentially from less than a hundred million 
subscribers in 1996 to nearly 7 billion in Aprils 2015 [1] as shown in Figure 1.1. The 
introduction of new applications such as wireless sensor networks, smart home systems, 
telemedicine, automated vehicles, various emerging applications from research ideas to 
concrete systems and the continuous need for high quality data rates are reasons for the radio 
frequency spectrum becoming more saturated [2]. With this growth the accessibility of high 
quality wireless frequency spectrum has become severely limited which is evident from the 
spectrum frequency allocation for the United Kingdom [3]. This has led to a widespread 
belief that the spectrum frequency is a scarce resource and it is difficult to locate spectrum 
frequency from a new application. However, real-time spectrum measurements carried out in 
various regions around the globe have shown that the frequency spectrum is inefficiently 
utilised with spectrum utilization ranging between five and fifty percent [4-6]. Consequently,
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the real challenge is not the frequency spectrum scarcity but the incompetent spectrum 
utilization. 
 
Figure 1.1 Global ICT developments, 2001-2015 [1]. 
Furthermore, this advance brings about the need for systems, devices, and technologies that 
are aware of their neighbouring radio frequency environment, consequently facilitating non-
complex, efficient, consistent operations and utilization of the available spectral resources. 
Wireless communication systems ought to gather information about the radio frequency 
spectrum in order to adjust their operations and behaviour to provide an improved match to 
the prevailing conditions. Consequently, cognitive radio (CR) has become vital to recent and 
future wireless communication systems for identifying underutilized frequency spectrums, 
characterizing interference and consequently achieving reliable and competent operations. 
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In [7, 8] the term CR was referred to as an intelligent radio that is aware of its surrounding 
environment. In addition, a CR is capable of learning, adapting its behaviour and operation to 
provide an improved match to its surrounding environment as well as to the user’s 
requirements. Learning is based on the feedback received from the environment. The 
feedback is realised as the outcome of the CR decisions and actions [7, 8]. 
The present spectrum regulation is based on a fixed frequency allocation policy. According to 
these polices, licenses are granted the rights for exclusive use. Examples of licensed 
technologies are 4G long term evolution (LTE) advanced [9] and global system for mobile 
communication (GSM) [10].  The frequency spectrum is split into frequency bands with each 
frequency band given to a certain wireless system which results in an irregular spectrum 
utilization that varies deeply based on frequency, time and spatial location in a rigid manner. 
For example, the frequency band 890-960 MHz is assigned to the GSM cellular system [10].  
This means that only the GSM system can access this spectrum band at any time. This static 
allocation of the available spectrum resources, leads to several portions of the licensed bands 
being unused or underused at many times and/or locations. These unused channels are called 
spectrum holes or white spaces [11] as shown in Figure 1.2.  
In CR terminology, a PU is defined as licensed user who has higher rights on particular part 
of spectrum whilst unlicensed cognitive users with lower priority are defined as SU. A SU 
can access the spectral resources of a PU when the PU is utilizing them. However, the SU has 
to vacate the frequency band or may stay in the same band but alters its power level and 
modulation method for avoiding interference to the existing licensed users in that band 
immediately the PU becomes active. Opportunistic access of the PU resources by the SU has 
been described as dynamic spectrum access (DSA) [12]. Presently, the major application area 
of CR’s is DSA. To access the spectrum in a dynamic manner the CR’s are required to sense 
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the spectrum to make out spectrum opportunities and to prevent interfering with the licensed 
users. 
  
 
Figure 1.2 Spectrum Holes (White Space)    
Spectrum sensing is an essential part in CR as it involves the monitoring of the available 
radio spectrum, gathering information and detection of the spectrum holes. It lets the SU 
discover and take advantage of the vacant PU frequency spectrum efficiently. In addition, it is 
essential for managing the interference caused to the PU’s of the spectrum. Spectrum sensing 
fundamentally can be conducted at each individual cognitive user based on the detection of 
signals transmitted from the primary transmitter. This is called a single sensing node, local 
sensing or local detection. However, a single sensing node in facing propagation 
environments like multi-path fading, Doppler spread, and shadowing may lead to the hidden 
terminal problems. When such a situation occurs a SU has to differentiate between a 
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spectrum hole, where there is no primary signal, and a deep fade, where it is difficult to detect 
the PU signal. In order to minimise the hidden terminal problem, cooperative spectrum 
sensing (CSS) where different SU work in partnership to detect the presence of a PU and 
provides diversity gains to tackle the fading and shadowing effects that have been considered 
in several works [13, 14]. CSS also helps to increase the signal to noise ratio (SNR) gain and 
CR network coverage, decrease the detection time, and simplify the design of the sensing 
detector. Nevertheless, for an optimal implementation of a CSS scheme in a practical CR 
network, it is still a challenge and requires more research to improve the reliability and 
efficiency. Motivated by the aforementioned, this research primarily concentrates on the 
design and development methods for an optimal performance of a CSS scheme. 
 
1.2 Scope and Objectives of the Thesis  
Spectrum sensing is a fundamental function for a CR network to protect transmission of 
primary system as mentioned above in section 1.1. CSS, which can assist in increasing 
sensing performance, is regarded as one of the most promising methods in realizing a reliable 
CR network. Therefore, the main aim of the research is to design and development of optimal 
CSS schemes for CR network which maximize the probability of detecting unused frequency 
spectrum while meeting a required reliability of detecting PU activity where there is minimal 
knowledge about the primary signal at the same time still possessing the means to 
differentiate among different signals as well as being robust to noise uncertainties. There are 
four major objectives considered in this research of CSS for CR: 
• diversity performance , 
• detection accuracy performance, 
• low computational complexity and 
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• cooperative reporting channel bandwidth reduction. 
Firstly, an amplify-and-forward relay-based CSS using an improved double threshold energy 
detector is proposed to overcome the imperfection in the reporting channels, in order that a 
SU experiencing a weak sensing channel and a strong reporting channel and a SU 
experiencing a strong sensing channel and a weak reporting channel, can complement and 
cooperate with each other to overcome the effects of fading and improve the overall 
performance of the CSS.   
To overcome the hidden terminal problem and increase the spectrum sensing reliability while 
increasing SU agility an evidence based CSS scheme will be considered. This will focus on 
the fusion combination rule in a centralized CSS where the basic probability assignment 
(BPA) of the sensing data is received from each involved SU. A novel evidence-based 
decision fusion CSS that uses both the credibility and dissociability degree measure of SUs 
sensing data evidence is proposed. 
Finally, the most important incentive for the use of CR is spectrum efficiency whereby it is 
not practical to use a wideband for collecting the raw sensing data. Therefore, quantized soft 
combining schemes where each SU quantize their local sensing data and forwards the 
quantized data for fusion at the FC to lessen the control channel communication overhead is 
proposed to reduce cooperative reporting channel bandwidth and sensing time. The 
quantization methods are proposed including evidence based CSS quantization scheme and a 
maximum likelihood estimate (MLE) entropy quantizer based CSS scheme.  
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1.3 Thesis Contribution 
The major contributions of this thesis are summarized as follows: 
Chapter 3 
The design of a novel relay-based AF CSS architecture for CR networks using an improved 
cooperative ED to achieve high sensing efficiency and sensing accuracy of PUs. 
• Combining the PU and relay (SUs) transmissions to achieve diversity against 
fading using AF cooperation which has the potential of reduced complexity and 
cost. 
• Analytically deriving expressions for a “soft 1-bit” double threshold 
combination scheme to reduce the communication overhead, improve the local 
probability of detection and hence the global probability of detection taking into 
account all sensing performance to exploit all the observed information from 
local SUs. 
Chapter 4 
The design of a novel evidence-based decision fusion scheme CSS for CR networks that uses 
both the credibility of SUs sensing data evidence and dissociability degree measure of SUs 
sensing data evidence, in the form of a weighted averaging factor. To increase sensing 
reliability and SU agility 
• Analytically deriving expressions for the credibility of evidence from the SUs 
sensing data which represents the similarity or the relation among different SUs 
sensing data evidence. In addition, deriving the correlation coefficients between 
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the local decisions using a distance of evidence rule and a correlation matrix 
(CM). 
• Evaluating and deriving expressions for a dissociability degree measure of 
evidence from the SUs sensing data which indicates the quality or clarity of the 
SUs sensing data evidence.  
• Developing an algorithm for a weighted averaging factor and final fusion 
determined by the credibility value and dissociability degree measure of the SU 
sensing data evidence. 
 
Chapter 5 
The design of a novel optimal entropy quantization for (MLE) for CSS for CR networks 
using a uniform threshold quantizer (UTQ) and an output entropy quantization scheme to 
reduce reporting channel over head and increase throughput.  
• Deriving a maximum likelihood estimator (MLE) for a CSS scheme and optimize 
it by adjusting the parameter associate with the threshold distribution. 
• Deriving Maximum Likelihood estimator for a CSS scheme and optimize it by 
adjusting the parameter associate with the threshold distribution.  
• Evaluate and deriving expressions for a proposed (UTQ) and an output entropy 
quantizer and evaluating their performance for a low SNR range. 
 
Designing a novel evidence-based decision fusion CSS quantization scheme for CR network. 
• Evaluating and deriving expressions for a proposed (UTQ) and an output entropy 
quantizer using a log likelihood ratio of the sensing data. 
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• Developing an algorithm for the quantization of the credibility value and 
dissociability degree measure of the SU sensing data evidence. 
1.4 Structure of Thesis 
The remainder of this thesis is structured as follows: 
In chapter 2, an overview on spectrum sensing for CR and problem formulation was 
presented. The rest of chapter 2 is organized as follows: Firstly in section 2.2, a general 
description of CR for dynamic spectrum access was described. Brief overviews are presented 
on different problems related to the dynamic spectrum access and standardization efforts are 
presented in section 2.3 and section 2.4, respectively. A review of the fundamentals of 
spectrum sensing and state of the art spectrum sensing techniques such as matched filtered, 
energy detection and feature detection and their performance criteria are presented in section 
2.5 and section 2.6, respectively. In section 2.7 and section 2.8, spectrum sensing test 
statistics and detection criteria are presented, respectively. Various spectrum sensing 
techniques are present in section 2.9 and section 2.10. A comparative analysis of spectrum 
sensing is presented in section 2.11. CSS that is collaboration between multiple SUs are 
considered and different data fusion algorithms presented in section 2.12 and section 2.13, 
respectively. CSS techniques are presented in section 2.14. A literature review and problem 
formulation of CSS is presented in section 2.15 and section 2.16, respectively. Finally 
conclusions are drawn in section 2.18. 
In chapter 3, an amplify-and-forward relay-based CSS using an improved double threshold 
energy detector was presented. The rest of chapter 3 is organized as follows: A non-
cooperative and a CSS with an improved ED are presented in section 3.2 and 3.3, 
respectively. In section 3.4 the proposed relay-based AF CSS system model are presented and 
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analysed in detail. In section 3.5 and section 3.6 an AF CSS with a single relay and multiples 
are presented, respectively. In section 3.7 a direct in was presented. Performance analysis and 
simulation results are presented in section 3.5 and 3.9, respectively. Finally, conclusions are 
drawn in section 3.10. 
In chapter 4 evidence based decision fusion scheme for CSS is designed. The rest of chapter 
4 is organized as follows. The rest of this chapter is organised as follows: A CSS system 
model and the detection problems for local sensing at SUs are presented in section 4.2. A 
review of DS theory of evidence has been presented in section 4.3. In section 4.4, the 
proposed evidence based CSS scheme and the local SUs energy detection algorithm are 
introduced. In section 4.5, the BPA estimation of the SUs sensing data is presented. The 
evaluation of the credibility and dissociability degrees are presented in section 4.6 and 4.7, 
respectively. The analysis of the modified combination rule and the analysis of the final 
decision are detailed in section 4.8 and 4.9, respectively. In section 4.10, a summary of the 
proposed algorithm is outlined. Simulation results and analysis are presented through receiver 
operating characteristics (ROC) curves, and other performance related curves in section 4.11. 
Finally, conclusions are drawn in section 4.12. 
In chapter 5, quantization schemes for CSS are presented. In section 5.2 a Lloyd-Max 
quantization algorithm, which nearly all quantization methods are primarily based on is 
discussed. In section 5.3, MLE optimal entropy quantization CSS schemes are presented 
which include a proposed uniform threshold and output entropy scheme, simulation results 
are also presented. In section 5.4, an evidence based CSS quantization scheme is covered 
followed, simulation results are presented. Finally, conclusions are drawn in section 5.5 
Finally, chapter 6 summarizes the thesis and states possible future research. 
2 Spectrum Sensing for Cognitive Radio: An 
Overview and Problem Formulation 
The availability of the radio frequency spectrum has in recent times been hampered 
by the growth of radio access technologies. This is due to the fact that the higher rate 
requirements of these new technologies are more bandwidth demanding, thus utilizing 
more spectrum resources. Cognitive radio (with emphasis on spectrum sensing) has 
emerged as a viable solution that will optimize radio spectrum utilization and allow 
these new technologies to be deployed. In this chapter, a general description of 
cognitive radio for dynamic spectrum access (DSA) is presented. Brief overviews are 
presented on different problems related to the DSA and standardization efforts. An 
overview of spectrum sensing, which is one of the fundamental prerequisites for the 
successful deployment of cognitive radio networks is presented. The most common 
spectrum sensing techniques, with which the cognitive radio users are able to monitor 
the activities of the primary user, are outlined. A review and comparative analysis of 
the fundamentals of spectrum sensing algorithms such as matched filter, energy 
detection, feature detection, and other sensing techniques and their performance 
criteria are presented. To address the limitations of the spectrum sensing techniques 
by a single secondary user, cooperative spectrum sensing and its main elements are 
discussed. Several fusion rules such as the maximum ratio combining (MRC), equal 
gain combining (EGC), K-out-of-N and Chair-Varshney rule are discussed. A general 
system model for the problem formulation is presented. Finally conclusions are drawn 
on issues surrounding spectrum sensing as well as their possible solutions. 
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2.1 Introduction 
The increased demand for higher data rates in wireless communications, even in the face of 
limited spectral resources has motivated the introduction of CR [15, 16]. The present 
spectrum regulation is modelled on a fixed spectrum allocation (FSA) policy and according 
to these policies, licensees are granted the rights for exclusive use on a long term basis over 
fixed geographical areas. These policies are normally decided by the regulatory bodies in 
each country such as The Office of Communications (Ofcom) in the United Kingdom. 
Though the present frequency allocation scheme assures low interference, due to each system 
operating in a different spectrum band, it is also very strict and rigid. Furthermore, this static 
allocation of the available spectrum resources leads to several portions of the licensed bands 
being unused or underutilized at many times and/or locations [4, 17], especially when the 
licensed users are idle. However, despite these unused portions of the spectrum, the FSA 
policy forbids its exploitation [8]. Research conducted by Ofcom on the radio frequency 
spectrum suggests that there is justified demand for more efficient utilization of the radio 
spectrum through an alternative policy termed dynamic spectrum allocation (DSA) policy. 
With DSA, the spectrum is still allocated to the licensed users, but its usage is not exclusively 
granted. Unlicensed users, referred to as secondary users (SU) are also able to access the 
radio spectrum when the licensed (primary) users are idle [8, 18]. To support DSA, SUs are 
required to sense the radio frequency spectrum environment, and an SU with such a cognition 
capability is also called a cognitive radio (CR) [8]. Cognitive Radio (CR) is a new concept 
that utilizes the licensed spectrum in an unlicensed manner [11, 19]. A CR network typically 
consists of the primary users (PU) and SUs, and its operation typically revolves around the 
main functionalities of spectrum sensing, spectrum sharing and cognitive processing of 
which, spectrum sensing is the most essential function of CR [8]. The process of spectrum 
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sensing, where SUs are constantly seeking for opportunities to make use of the frequency 
spectrum when the PUs are inactive [11, 19] tends to be a source of increased interference to 
the PU system [7]. As such, its impact on the PU system ought to be kept at levels below 
certain thresholds. There are other methods of avoiding excessive interference to the PU 
system such as overlay and underlay systems, making use of algorithms such as dirty paper 
coding that have been researched in literature [20, 21], but they are outside the scope of this 
thesis. 
In spectrum sensing, CR users search for the vacant resources commonly referred to as 
spectrum holes or white spaces in the frequency bands, and if found transmits on that 
particular frequency [16]. In some rare cases, frequency bands are allocated to a PU system, 
even though they are unused [7]. Such spectrum holes could also be employed by SUs. There 
are various techniques used for the spectrum sensing, each one has its own limitations. 
Generally, three different techniques are used for spectrum sensing, including transmitter 
detection, cooperative detection, and interference based detection [22, 23] 
In this chapter, some areas in spectrum sensing for CR, which have been of enormous interest 
in recent research activities, are discussed. Some formulation problems and current 
techniques for signal detection in spectrum sensing are highlighted. A model for signal 
detection is presented along with state of the art detectors such as energy detector. Some 
essential limits for spectrum detection are also discussed. In addition, feature detectors which 
exploit knowledge about the signal to be detected are presented and the concepts of CSS 
detection are outlined. Several fusion rules are described such as log ratio test (LRT), 
maximum ratio combing (MRC), equal gain combing (EGC), Chair-Varshney (CV), and K-
out-of-N. The focus of this work in this chapter is on transmission detection techniques. 
Particular attention is paid to techniques with practical purposes in this thesis. 
Chapter 2                                               Spectrum Sensing for Cognitive Radio: An overview 
 
14 
PhD Thesis by Oluyomi Simpson 
University of Hertfordshire, Hatfield, Herts. AL10 9AB, United Kingdom 
2.2 Cognitive Radio 
2.2.1 Definitions 
In general CR is a broad theory and has diverse interpretation in several literatures [4, 7, 11]. 
The term CR was coined by Mitola as “an intelligent radio which is aware of its surrounding 
environment and capable of changing its behaviour to optimise the user experience” [7, 11]. 
A more applicable definition of a CR is given by Haykin [11]: 
“Cognitive radio is an intelligent wireless communication system that is aware of its 
surrounding environment (i.e., outside world), and uses the methodology of 
understanding-by-building to learn from the environment and adapt its internal states 
to statistical variations in the incoming RF stimuli by making corresponding changes 
in certain operating parameters (e.g., transmit-power, carrier-frequency, and 
modulation strategy) in real-time, with two primary objectives in mind: 
• Highly reliable communications whenever and wherever needed. 
• Efficient utilisation of the radio spectrum.” 
2.2.2 Applications and Technologies 
CR has numerous innovative applications apart from DSA. For example, CR can be applied 
to simplify location services, uninterrupted mobility, optimal performance and existence of 
heterogeneous wireless communication systems [24]. CR can offer location services by 
enabling the user to find services like fuel station, shopping centres, bus stations, schools, etc. 
CR can also assist uninterrupted mobility through interoperability with diverse systems such 
as, WMAN, Bluetooth, WIFI, WLAN etc. CR can be constructive in obtaining optimal 
performance of spectrum utilisation, data rates, economics, energy reduction and energy 
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efficiency. Coexistence of heterogeneous technologies in the same spectrum bands e.g., IEEE 
802.15.4 Zigbee [25] and IEEE 802.11 [26]. WLAN can lead to harsh interference [27] 
degrading the system performance. CR can provide answers relating to interference among 
the coexisting heterogeneous wireless systems and improves their performance [28]. One 
thing that all these applications have in common is that they all require various other 
technologies to merge in order to affect the outcome of the cognitive abilities [29]. Such 
technologies include software technologies, software defined radio (SDR) and sensors [28] 
[7, 29]. 
Software technologies, which are enabling CR, include policy engine, machine learning, 
advanced signal processing, and networking protocols [28]. 
SDR is a radio communication system where components implemented in hardware are 
implemented in software by means of digital signal processing (DSP). Hence, replacing 
software programs can totally change the function of the radio [7, 29]. 
Sensors are needed to generate awareness about the spectrum surroundings [29]. Some 
examples of sensors are RF receiver, microphone, camera, biometric scanners (fingerprint, 
iris, retina), global positioning system (GPS). Sensors such as microphone, camera, and 
biometric scanners can be used for user awareness, which is helpful in avoiding unauthorised 
access and providing user centric experience in a multiuser scenario. GPS enables several 
useful applications for a CR by providing the location awareness [29]. 
2.3 Dynamic Spectrum Access 
DSA continues to generate interest among policy makers, regulators, network operators, and 
researchers [4, 16, 30]. The main functions of DSA include [15]: 
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• Spectrum awareness, 
• Spectrum sharing, and 
• Cognitive processing. 
Spectrum awareness generates awareness about the frequency spectrum [19]. Spectrum 
awareness can be obtained in two ways by using either active or/and passive methods. In the 
active method or spectrum sensing, the radios become spectrum aware by detecting and 
estimating the spectrum. Active methods have broader application areas and lower 
infrastructure requirement. In passive methods, the information regarding the unoccupied 
spectrum is provided to the SU [19]. 
Spectrum sharing offers techniques to take advantage of the existing spectrum opportunities 
for efficient reuse [15]. Spectrum sharing process consists of five major steps namely: 
spectrum sensing, spectrum allocation, spectrum access, transmitter-receiver handshake and 
spectrum mobility [15]. 
Cognitive processing is the intelligence and decision making function which includes quite a 
few subtasks such as learning about the radio environment, designing efficient sensing, and 
access policies alongside managing interference for coexistence of the SU and PU systems [7, 
15]. 
2.4 Standardization 
In the midst of the increasing interest in CR, wireless standards being developed in recent 
times have started incorporating cognitive characteristics. IEEE 802.22 [31] is the first 
worldwide attempt to define a wireless standard based on CR techniques for the opportunistic 
use of TV white spaces (TVWS) [32]. The main application of this standard is fixed 
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broadband access especially for difficult to access, small population areas such as rural 
regions [29]. Other standardization initiatives related to CRs include IEEE 802.11af [32], 
dynamic spectrum access networks standards committee (DySPAN- SC) [33], IEEE 802.16 
[34] and IEEE 802.19 [35].  
IEEE 802.11af standard, defines modifications to IEEE 802.11 PHY/MAC for TVWS 
operation [32]. IEEE 802.16h [34] defines modifications to IEEE 802.16 PHY/MAC for 
coordinated and uncoordinated coexistence among homogeneous or heterogeneous users in 
an unlicensed band. The DySPAN-SC develops standards for radio and spectrum 
management [33]. IEEE 802.19 [35] focuses on coexistence between different unlicensed 
wireless networks in 802.11 group of standards like IEEE 802.11 (WLAN), IEEE 802.15 
(WPAN), 802.16 (WMAN), and 802.22. 
2.5 State of the Art Spectrum Sensing Techniques 
One of the most prominent features of CR networks will be the ability to switch between 
radio access technologies, transmitting in different portions of the radio spectrum as unused 
frequency band slots become available [8, 11, 15]. This spectrum sensing feature is off course 
one of the fundamental requirements for transmitters to adapt to varying channel quality, 
network congestion, interference and service requirements [8, 11, 15]. Sensing techniques are 
further broken down into four broad categories. The first two broad categories are coherent 
and non-coherent [15]. In coherent detection, a priori knowledge of the PU signals is needed. 
In non-coherent detection, a priori knowledge of PU signals is not required [15]. The other 
categories, based on the bandwidth requirements for sensing, are the narrowband and 
wideband detection techniques. The classifications of sensing algorithms are shown in Figure 
2.1 [36]. Spectrum sensing proposed in literature [11, 15, 28, 29, 36-39] can be divided into 
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three classes based on the PU information: energy based detector, feature detector, and 
matched filter detector. A description of the workings and implementation of the three 
primary detection techniques are analysed under the non-cooperative spectrum sensing 
techniques in section 2.9. 
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Figure 2.1 Classification of spectrum sensing techniques. 
2.5.1 Interference Management and Spectrum Sensing 
In order to share the spectrum with PU networks, CR networks will have to operate according 
to a set of policies, as defined by regulatory agencies [4, 11, 15, 18]. These policies are based 
on the idea where secondary systems which are allowed to use the licensed spectrum as long 
as they do not disturb the communications of the primary systems. In summary, these policies 
deal with controlling the amount of interference that the SUs can incur to PUs. Thus, the 
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problem is one of interference management [11, 15], which can be addressed from two 
different points of view: receiver centric or transmitter centric. 
2.5.2 Receiver Centric Interference Management 
In the receiver centric approach [11, 15], an interference limit at the receiver is calculated and 
used to determine the restriction on the power of the transmitters around it. This interference 
limit, called the interference temperature, is chosen to be the worst interference level that can 
be accepted without disturbing the receivers operation beyond its operating point. Although 
very interesting, this approach requires knowledge of the interference limits of all receivers in 
a PU system. Such knowledge depends on many variables, including individual locations, 
fading situations, modulations, coding schemes and services [11, 15].  
2.5.3 Transmitter Centric Interference Management 
In the transmitter centric approach, the focus is shifted to the source of interference [11, 15]. 
The transmitter does not know the interference temperature, but by means of sensing, it tries 
to detect spectrum holes. The sensing procedure allows the transmitter to classify the channel 
status to decide whether it can transmit and with how much power. In actual systems, 
however, since the transmitter does not know the location of the receivers or their channel 
conditions, it is not able to infer how much interference these receivers can tolerate. Thus, 
spectrum sensing solves the problem for worst case scenario, assuming strong interference 
channels, so the secondary system transmits only when it senses a vacant channel [11, 15]. 
2.6 The General Spectrum Sensing Problem 
There are several algorithms available for spectrum sensing, each with its own set of 
advantages and disadvantages that depends on the specific scenario. Ultimately, a spectrum 
sensing device must be able to give a general picture of the medium over the entire radio 
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spectrum. This allows the CR network to analyze all degrees of freedom (time, frequency and 
space) in order to predict the spectrum usage. 
2.6.1 Fundamentals of Spectrum Sensing Techniques 
Spectrum sensing is based on a well-known technique called signal detection [40]. In a 
nutshell, signal detection can be described as a method for identifying the presence of a signal 
in a noisy environment. Analytically, signal detection can be reduced to a simple 
identification problem, formalised as a hypothesis test [41]: 
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                                                    (2.1)                                                                                                        
for 1,...,t M= . Here t  represents the discrete time index and M denotes the number of 
observation, H0 and H1 are the hypotheses of indicating a vacant channel and occupied 
channel of the PU’s signal, respectively, y(t) denotes the received signal at the SU, h(t) 
represents the channel gain between PU and SU, s(t) is the signal transmitted from the PU 
and n(t) is noise of variance 2σ .  
2.6.2 Performance Criteria 
The performance of spectrum sensing techniques can differ in different scenarios. Hence, it is 
imperative to evaluate and chose the most adequate scheme for a given scenario. Different 
characteristics that can be used to evaluate the sensing algorithms are discussed in this 
section.  
• Probability of false alarm: It is the probability that the detector declares the presence 
of the PU, when the PU is actually absent. Considering a binary hypothesis test there 
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are two types of errors that can be made, type I and type II errors, respectively [28]. A 
type I error is made if H1 is accepted when Ho is true. The probability of making a 
type I error is often called the probability of false alarm, which is a significant design 
parameter since false alarms leads to missing spectral opportunities [28]. Therefore, 
controlling the probability false alarm is crucial for efficient spectrum usage [28]. 
• Probability of missed detection: It is the probability that the detector declares the 
absence of PU, when the PU is actually present. A type II error is made if H0 is 
accepted when H1 is true. Missed detection probability also called type II error, comes 
about as a result of probability of missed detection and can lead to collisions with the 
PU transmission and hence, reduced rate for both the PU and SU, respectively [28]. 
Establishing distributions of decision statistics helps in controlling the probabilities of 
missed detection and false alarm [28]. 
On the whole a CR system ought to satisfy constraints on both the false alarm and missed 
detection probability respectively [42]. Designing a detection rule brings about a trade-off 
between both probabilities. Nevertheless, if the detectors behaves reasonably, as the number 
of samples increases, both constraints may be satisfied by selecting the number of samples to 
be big enough [39]. For implementation it is advantageous to have the schemes whose 
threshold and performance may be set analytically. In a practical scenario the probability of 
detection and the samples required to achieve a given detection probability will have to be 
determined experimentally because of variables, such as the fading channel, channel errors, 
and noise power uncertainty affecting their observations [39]. 
• Signal-to-noise-ratio (SNR): Type I and type II errors are linked to each other 
through sensing time, SNR, and detection threshold. The SNR at the SUs depends on 
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the PU transmitted power and the spectrum environment. The detection performance 
improves with an increase in the SNR. 
• Sensing time: If the receiver is time-duplexed for both receiving and sensing, it is 
advantageous to have shorter sensing and longer data times [29]. If the sensing time is 
too long, the data transmission duration reduces thereby reducing the throughput of 
the SUs [29].   
• Detection range: It is an important performance criterion as it is the limit on the 
distance between the SU and the PU for a detector to sense the PU accurately [7]. It 
depends on the detection performance of the SU, sensing time, SNR at the receiver 
and spectrum environment.  
• Complexity: It is advantageous to have straightforward sensing techniques that are 
energy efficient. The hardware economics and energy efficiency through 
computational complexity of the technique is a vital criterion [29]. 
2.7 Test Statistics 
Generally, in practical scenarios, a scalar test statistic is calculated from the observation 
vector x and a threshold η splits the observation into two regions [39]. Detection is based on 
comparing the test statistic T to the threshold η in such a scenario. If the test is greater than 
the threshold, then H1 is affirmed true if not H0 is affirmed true. The chosen threshold value 
depends on the decision making scheme and the test statistics distributions under different 
hypotheses. The choice of the test statistic and decision scheme also depends on the desired 
performance parameters [39]. The received observations are assumed to be independent from 
each SU, the optimal test statistic for a simple hypothesis test under quite a few detection 
criteria is the likelihood ratio test (LRT) [43]. The LRT statistic lrtT  is given by [43]: 
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In the event that the received PU signal depends on unknown characteristics, the test 
develops into a composite hypothesis cT  [43]: 
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where iθ  for 0,1i = , are the unknown random characteristics.  
An alternative is to estimate the unknown characteristics using the maximum likelihood (ML) 
estimator and substitute the obtained parameters into the LRT. The resulting test is called the 
generalised likelihood ratio test (GLRT) [39]. The GLRT is given by [39]:                                               
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2.8 Detection Criteria 
The choice of a detection criterion is based on the optimization of the desired objective 
function involving different performance parameters discussed in section 2.6.2. There are 
several detection criteria [39]: 
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• Neyman-Pearson, 
• Bayesian, 
• locally optimum, 
• sequential detection, etc 
Neyman-Pearson (NP) increases the probability of detection for a given constraint on the 
false alarm probability [39]. Noise statistics are necessary for implementation and may be 
estimated. Bayesian formulations are used to reduce the Bayes’ risk, which depends on the 
prior probabilities of two hypotheses, cost assignments, and conditional densities of the 
observations under the two hypotheses [39]. Locally optimum detection is the optimal 
detection scheme for weak signal detection as it increases the slope of the probability of 
detection at a point where the signal strength tends to be minimal [39]. Sequential detection 
reduces the detection time for fixed false alarm and missed detection probabilities, 
respectively [39]. 
2.8.1 Optimality Criteria: Bayesian versus Non-Bayesian  
Given two decision rules (detectors) 1δ  and 2δ , one detector may be better than another 
detector in one aspect but not in another aspect. For example, detector 1δ  might be 
computationally more efficient, in that it gives the output faster compared to 2δ , whereas 
decisions of the detector 2δ  might appear to be accurate more often than those of 1δ  [44]. 
2.8.2 The Bayesian approach 
In general, there is no best trade-off. It depends on what is considered as the suitable trade-
off. The Bayesian approach is to treat the two hypotheses 0H  and 1H as being random 
themselves. That is, with the relative frequency interpretation of the probabilities, sometimes, 
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the underlying hypothesis may be 0H , and other times, the underlying hypothesis may be 1H  
[44]. The Bayesian approach assumes that there are a priori probabilities, 0p  and 1p , 
associated with each of the hypotheses 0H  and 1H  being true, respectively. If an ensemble of 
observations is considered, some of them will correspond to an underlying hypothesis 0H , 
while the others will correspond to an underlying hypothesis 1H  [44]. A given detector will 
have a MP  miss probability on those observations corresponding to an underlying true 
hypothesis 1H , while it will have a FP  false alarm probability on those observations 
corresponding to an underlying true hypothesis 0H  [44]. It is known that no detector can 
minimise both these probabilities simultaneously. However, now to find a detector that 
minimises the average (overall) error probability denoted as EP , over the whole ensemble of 
0H  and 1H hypotheses [44]: 
                                1 0 0 0 1 1
0 1
( | ) ( ) ( | ) ( )
    =p
E
F M
P H H H H H H
P p P
    

                       (2.5) 
A decision rule that minimises this average error probability Pe is called a Bayesian optimal 
decision rule or more precisely, a Bayesian minimum probability of error decision rule. In 
general, any detector that minimises a cost function averaged over a priori probabilities is 
called an optimal detector [45]. Hence, minimum average error probability detection is just 
one special case of the Bayesian optimal detection. The distinguishing feature of the Bayesian 
approach is the averaging of an assumed cost function with respect to the priori probabilities. 
Hence, the Bayesian approach presumes that [44, 45]: 
i.  Hypotheses can be modelled as endowed with a certain prior distribution. 
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ii.  This prior distribution is known. 
2.8.3 A Non-Bayesian Approach: Neyman–Pearson Optimality Criterion 
There are situations in which either or both the two key assumptions of the Bayesian 
approach may not be valid. There are situations in which either the Bayesian assumption may 
not be justified or that the prior distribution of the hypotheses may not be known. Then, there 
is a situation in which Bayesian averaging cannot be justified or cannot be evaluated [45]. 
There are many natural problems in which this is the case, including the CR spectrum sensing 
problem. When the Bayesian approach is not applicable or possible, a suitable alternative 
optimality criteria for binary hypothesis testing is needed [45, 46]. 
The two types of errors in a binary hypothesis testing problem are the missed and false 
alarms. Simultaneous minimisation of both these errors is the natural optimality criterion 
[44]. The need for alternatives arises because it is not possible to simultaneously minimise 
these two types of errors. Reducing one type of errors increases the errors of the other type, 
hence the need for a trade-off. The Bayesian minimum error probability approach was to 
minimise the weighted sum of these two types of errors, in which weights were chosen to be 
equal to the priori probabilities of the two hypotheses. Essentially, it gives the two types of 
errors an importance that is proportional to the relative frequencies of the two hypotheses [34, 
44].  
Every time the detector falsely declares the presence of a PU, network resources are still 
spent. So, there is a price, or a cost, to pay for each false alarm. If there was no cost attached 
to these false alarms, then a detector that always declared hypothesis 1H  might be reasonable 
[45]. But all practical situations of interest involve some cost attached to false alarms. In such 
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scenarios, there is a maximum limit on how much false alarms can be tolerated on average. 
This then gives a natural alternative optimality criterion that does not require Bayesian prior 
probabilities [45]. A constrained optimisation problem can be posed to find the detector that 
maximises the detection probability subject to a given maximum level of false alarms [47]. 
This is called the Neyman–Pearson optimality criterion [48]. It is a non-Bayesian approach 
since it does not assume nor does not need a prior distribution. A detector that maximises the 
detection probability subject to a maximum false alarm probability constraint is thus called a 
Neyman–Pearson optimal [44, 47]. The Neyman–Pearson formulation also arises naturally in 
the context of dynamic spectrum sharing CR systems [48]. 
2.8.4 Bayesian Optimal Detection 
Assuming a FC combines data from M local SUs, which is denoted by 1 2,...,{ , }My y y=
Ty , 
The Bayesian’ criterion is to determine the decision rule so that the average cost [ ]E C , also 
known as risk ℜ , is minimised. The average cost is calculated by [45]:  
00 10 0 01 11 1
[ ] [ (1 ) ] [ (1 ) ]
F F D D
E C C P C P p C P C P p                        (2.6) 
where the cost { }, ( 0,1; 0,1),ijC C i j= = =  is the cost incurred by choosing hypothesis iH  
when hypothesis jH  is true, 0p  and 1p are the priori probabilities of hypothesis 0H  and 1H , 
respectively. FP  and DP  is corresponding to the false alarm and miss detection probability 
and are defined by [45]: 
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1
1 0 | 0
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Z
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Chapter 2                                               Spectrum Sensing for Cognitive Radio: An overview 
 
28 
PhD Thesis by Oluyomi Simpson 
University of Hertfordshire, Hatfield, Herts. AL10 9AB, United Kingdom 
and 
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1 1 | 1
[ | ] ( | )
D H
Z
P H H f H d    y y y                                           (2.8) 
where , ( 0,1),jZ j =  is the region of deciding jH hypothesis and 1| ( | )H jf Hy y , ( 0,1)j = , is the 
PDF of y  when hypothesis jH is true. Substituting equation (2.8) and equation (2.7) into 
equation (2.6), the risk function is determined by [45]: 
1 0
0
0 00 1 11
1 01 11 | 1 0 10 00 | 0
            {[ ( ) ( | )] [ ( ) ( | )]}
H H
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p C pC
p C C f H p C C f H d
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   y yy y y        (2.9)                                                                                                                                                                                                       
Considering the terms inside the brackets of the integrand, the risk is minimised by selecting 
the decision region 0Z  to include only those points of ( )y for which the second term is larger, 
and hence the integrand is negative. Specifically, the region 0Z  are assigned to those points 
for which [45]: 
 
1 01 01 11 | 1 0 10 00 | 0
( ) ( | ) ( ) ( | )
H H
p C C f H P C C f x H  y yy                         (2.10) 
All values for which the second term is greater will be excluded from 0Z  and assigned to 1.Z  
The values for which the two terms are equal do not affect the risk, and can be assigned to 
either 0Z  or 1Z  [45]. Consequently, if  
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( ) ( | ) ( ) ( | )
H H
p C C f H P C C f x H  y yy                       (2.11) 
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then 1H is decided, otherwise 0H  is decided. Hence, the decision rule resulting from the 
Bayesian’ criterion is the likelihood ratio test as follows [45, 47]: 
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The likelihood ratio (LR)  ( )L y is defined by [45, 47]: 
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It is assumed the collected local data from different detectors are independent, the LR can be 
re-written as [45, 47]: 
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Substituting (2.14) into (2.12) and taking the logarithms of both sides, the log likelihood ratio 
(LLR) test statistic is obtained as follows: 
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where tΛ  denotes the LLR value of the t-th local detector and llrη is the Bayesian optimum 
threshold for making final decision. The LLR of t-th detector is determined by [12]:  
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The threshold llrη , which minimises the average cost or risk function, is calculated by [12]: 
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                                                   (2.17) 
If the cost of an error and the cost of a correct decision are selected to be one and zero, 
respectively; that is, 01 10 1,C C= =  and 11 00 0,C C= =  then the risk function reduces to 
 
1 0
(1 )
D F E
P p P p P                                                   (2.18) 
Thus, in this case, minimising the average cost ℜ is equivalent to minimising the probability 
of error EP . The Bayesian’ criterion is now the minimum probability of error criterion. The 
threshold reduces to [12]: 
 0
1
log
llr
p
p
                                                                (2.19) 
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2.9 Non-Cooperative Sensing Techniques  
In a realistic spectrum sensing scenario, there are situations in which only one sensing 
terminal is available, or in which no cooperation is allowed due to the lack of communication 
between sensing terminals. Single user sensing schemes are presented in this section, some of 
which will serve as basis for the development of the cooperative ones, investigated in section 
2.14. Considerable study has been done on single user spectrum sensing approaches because 
of its relationship to signal detection [11, 15, 28, 29, 36-39]. Some of these approaches 
include the energy detector [41, 49], the matched filter [21, 50] and the cyclostationary 
feature detection [5, 51]. 
2.9.1 Energy Detector  
The most well-known spectrum sensing technique is the energy detector [49]. It is based on 
the principle that the energy of the signal to be detected is always higher than the energy of 
the noise [49]. The energy detector is said to be a blind signal detector because it ignores the 
structure of the signal. It estimates the presence of a signal by comparing the energy received 
with a known threshold η  [41, 49, 52], derived from the statistic of the noise 2σ . In practice, 
instead of using the actual received energy power E, the energy detector uses the 
approximation Eˆ  for E  [49], where  
                                                  
2
1
1ˆ ( ) .
M
t
E y t
M =
∑                                                    (2.20)                 
As the number of samples M becomes large, then by the law of the large numbers and the 
Central Limit Theorem (CLT) Eˆ  converges to E  [53]. The energy detector is one of the 
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simplest signal detectors. Its operation is very straight forward and it is easy to implement, 
since it depends only on readily available information [41]. 
In spite of its simplicity, the energy detector is far from a perfect solution. One of its weak 
aspects is based on the approximation of signal energy E gets better as M increases. Thus, the 
performance of the energy detector is directly linked to the number of sample. A larger 
number of samples may lead to a longer sensing time. Furthermore, the energy detector relies 
completely on the variance of the noise 2σ  which is taken as a fixed value [41]. This is 
generally not true in practice, where the noise floor varies. Essentially this means that the 
energy detector will generate errors during those variations, especially when the average SNR 
is very low, when there is an area of uncertainty surrounding the threshold in contrast with 
when perfect noise knowledge is considered [41, 49]. 
2.9.2 Characterisation of Energy Detector in AWGN Channels 
The energy detection is the optimal signal detector in AWGN considering no prior 
information on the signal structure [21]. In order to understand the inner workings of the 
energy detector in this scenario, an understanding of how the probability of detection 
1
ˆ{ | }DP E Hη= Ρ >  and probability false alarm 0ˆ{ | }FP E Hη= Ρ >  behaves with the measured 
received signal energy is required. 
Let’s take 2( ) (0, )n t σ   be the AWGN noise sample. It is known that for the noise only 
case, the distribution of the energy of n can be approximated by a zero mean chi-square 
distribution 22uχ  [41], where u  is the time bandwidth product. Similarly, the energy of a 
signal plus noise, can be represented by a non-central chi-square distribution 22 (2 )uχ γ , where 
γ  is the non-centrality parameter [41]. Briefly: 
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With these considerations, DP  and FP can be restated as: 
         ( 2 , )D uP Q γ η=                                                      (2.22) 
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where (.,.)uQ  is the generalised Marcum Q-function, (.)Γ  is the gamma function and (.,.)Γ  
is the incomplete gamma function. 
2.9.3 Characterization of Energy Detector in Fading Channels 
The performance of the energy detector in fading channels was studied in [52]. Analytical 
expressions for the energy detector over the Rayleigh fading channel case also analysed the 
Rician and Nakagami cases numerically in [52]. The problem was revisited in [49], who 
provided an alternative analytical development for these three kinds of fading channels. In 
this section, however, we will restrict the analysis to the more commonly adopted Rayleigh 
fading. Taking equation (2.21) into consideration, let the statistics of the energy of the signal 
for both the 0H  and 1H cases, be under the assumption that ( )h t  is Rayleigh distributed [49]: 
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where 22( 1)e ξ + is the exponential distribution with parameter 
22( 1)α ξ= +  with PDF function 
( , ) yf y e αα α −=  and ξ  is the SNR.  
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u
ηΓ
=
Γ
.                                                      (2.25) 
Notice that in this case the probability of false alarm FP  remains the same as in the AWGN 
case, since it is independent of the SNR [49]. However, the 1H  case behaves differently and 
by using equation (2.22) the probability of detection DP  is given by [49]: 
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Although an energy detection technique can be used in an environment that has no prior 
information about the PU signal characteristics [41], it still has some boundaries:  
(i) reduced performance under low SNR situation due to not precisely establishing 
the noise variance at low SNR [54].  
(ii) its failure to differentiate between interference from other SUs sharing the PU 
channel [54].  
(iii) long sensing time to accomplish a given probability of detection [54]. 
In this thesis, we focus on energy detection due to its advantages as well as its practical uses. 
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2.9.4 Matched Filter Detector 
As described in the section 2.9.1, the best sensing technique in an AWGN environment 
without any knowledge of the signal structure is the energy detector. If some knowledge of 
the signal structure is assumed, then an improved performance can be achieved [36]. Majority 
of the wireless technologies in operation include the transmission of some sort of pilot 
sequence, to allow channel estimation, to beacon its presence to other terminals and to give a 
synchronisation reference for subsequent messages. SU systems can exploit pilot signals in 
order to detect the presence of transmissions of primary systems in their vicinity. 
If a pilot signal is known, then the matched filter signal detector achieves the optimal 
detection performance in AWGN channel [5], as it maximises the SNR. The following 
assumptions can be made [36, 55]: 
1. The signal detector knows the pilot sequence ( ),x t  the bandwidth and the centre 
frequency in which the signal will be transmitted. 
2. The pilot sequence is always appended to each primary system’s transmission. 
3. The signal detector can always receive coherently. 
If ( )y t  is a sequence of received samples at the SU, for 1,...,t M= . The decision rule can be 
stated as [50]: 
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ˆ  is the decision criterion, η  is the threshold to be compared and *( )x t is the transpose 
conjugate of the pilot sequence. The threshold η  is not the noise variance as it was for the 
energy detector. The hypothesis decision is simplified as the matched filter maximises the 
power of ˆ  as seen in equation (2.28). This means it performs well even in a low SNR 
regime. Matched filter pilot detection for CRs has been proposed in [50, 56], for digital video 
broadcasting - terrestrial (DVB-T) standard in order to take advantage of the well-defined 
pilot structure in the DVB-T signal. 
The matched filter has some drawbacks. A SU spectrum sensor might not know which 
networks are in operation in the environment at a given moment. Therefore it may not know 
which sets of pilots to look for. If it tries to match an incorrect pilot, it will sense an absence 
of the PU signal and incorrectly conclude that the medium is free. The matched filter requires 
that every medium access be “signed” by a pilot transmission, but this is not the case in 
general. Furthermore, pilot sequences are only transmitted in the downlink direction. This 
leaves the uplink transmissions uncovered. Finally, the matched filter requires coherent 
reception, which is generally hard to achieve in practice [36]. 
2.9.5 Characterisation of the Matched Filter 
Signal detection using the matched filter was studied in [50], and shown that ˆ  is Gaussian 
[50]: 
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where 2
n
  is the variance of the noise and 
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Based on this information, the probabilities of false alarm DP  and detection FP  are: 
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2.9.6 Cyclostationary Feature Detection 
Radio frequency signals are generally non-stationary with statistical properties that exhibit 
periodicity. Since the periodicity varies periodically with time, radio signals and other 
associated signals that exhibit periodicity, are referred to as cyclostationary signals [57]. In 
wireless communication, periodicity may be caused by sampling, multiplexing, modulation, 
and coding operations [57] or can also be intentionally produced to aid channel estimation 
and synchronisation. As described in section 2.9.4, although it performs well, even in the low 
SNR regime, the matched filter requires a good knowledge of the signal structure, which SUs 
may not have. The next consideration is to find out whether spectrum sensing can be 
performed with a limited knowledge of the signal structure, perhaps based on a characteristic 
that is common to most known transmitted signals [36]. 
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The cyclostationary feature detector relies on the fact that most signals exhibit periodic 
features present in pilots, cyclic prefixes, modulations, carriers and other repetitive 
characteristics [5, 51, 58, 59]. Since the noise is not periodic, the signal can be successfully 
detected. In [58] the cyclostationary feature detector is based on the magnitude-squared of the 
spectral coherence, which for any random process X  is given by [58]; 
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                                (2.33) 
where XS  is the spectral correlation density function, α  is the cyclic frequency and f  is the 
spectral frequency. In the specific case of the cyclostationary feature detector, substituting 
( )Xp fα  by ˆ ( )Xp fα  and XS  by ˆXS , which are the estimated versions of the same quantities, 
the decision metric is given by [58]: 
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which goes into the decision statistic, given by [50]: 
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It is thought that the cyclostationary feature detector is the most promising signal detection 
technique, as it combines good performance with low requirements on the knowledge of the 
signal structure [60]. It is an optimised technique that can easily isolate the noise from the 
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PU’s signal. This is because noise is a stationary signal with no correlation, while modulated 
signals are cyclostationary signals with spectral correlation due to the embedded redundancy 
of signal periodicity [15]. This makes cyclostationary feature detection outperform energy 
detection when discriminating against noise due to its robustness to the uncertainty in noise 
power [15]. However, the drawbacks of cyclostationary feature detection, when compared 
with energy detection, are the need for a priori knowledge of the PU’s signal such as the 
modulation scheme and its implementation complexity. Another disadvantage of the 
cyclostationary detection method is its poor performance when an SU experiences shadowing 
or fading effects. This is because the method cannot distinguish between an unused band and 
a deep fade in such cases [61]. 
2.10  Other Spectrum Sensing Techniques  
2.10.1 Autocorrelation Detection 
In many cases, the autocorrelation function (ACF) of the signal is not only non-stationary, but 
is also periodic [48]. Most man-made signals show periodic patterns related to symbol rate, 
chip rate, channel code or cyclic prefix [48]. Such second order periodic signals can be 
appropriately modelled as second-order cyclostationary random processes [48]. It is highly 
probable that most of the PUs will be OFDM based systems. Hence, detecting an OFDM 
based system in a CR scenario is crucial. 
 
Figure 2.2 (a) CP based OFDM symbol (b) Corresponding autocorrelation function [36]. 
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Figure 2.2 [36] shows a CP based OFDM symbol. Let ,   and d c sT T T  be the number of data 
samples, CP and total number of samples, respectively, in an OFDM symbol, 
                                              s c dT T T= +                                                                   (2.36) 
The last cT  samples of the data information block are copied to the front of the data block.  
This results in the autocorrelation function ( , ) [ ( ) *( )]r t E y t y tτ τ= +  at lags dTτ = ±  to be 
periodic as shown in Figure 2.2. Where ( )y t  is the signal received by SUs for 1,...,t M= . 
Here t  represents the discrete time index and M  denotes the number of observation. The 
periodic autocorrelation can be expressed using the Fourier series [62] as:                                          
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where ( )kR τ is the cyclic autocorrelation function at the cycle frequency / sk T  and given by 
[62]:  
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If the received observations are denoted by [ (0),..., ( 1)]y y M τ+ − , then the ML estimate 
autocorrelation at the lagτ is given by [63]: 
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Quite a few detectors based on the correlation characteristics have been proposed to detect 
the OFDM signal in [63]. 
2.10.2 Wavelet Detection 
The wavelet detection method uses the principle of wavelet transformation where multi-
resolution analysis mechanisms decompose the input signal into different frequency 
components [64]. Each component is then studied with resolutions matched to its scales. 
Wavelet transform uses irregularly-shaped wavelets as basic functions and offers better tools 
to represent sharp changes [65]. To identify the locations of idle frequency bands, the entire 
wideband is modelled as a train of consecutive frequency sub-bands where the power spectral 
properties are smooth within each sub-band, but changes suddenly on the border of two 
neighbouring sub-bands [66]. By analysing the irregularities in the PSD properties with 
wavelet transformation, the spectrum hole can be located. Its advantage is that it can perform 
optimally without a priori knowledge information of the PU’s signal [66]. 
2.10.3 Compressed Sensing 
Energy or cyclostationary detection is based on a set of observations sampled by an analogue-
digital converter (ADC) at Nyquist rate in the band of interest [45]. In either, the spectrum 
sensing scheme senses one band at a time because of their hardware limitations on the 
sampling speed. In order to sense multiple frequency bands using either technique, the CR or 
the SU needs to use multiple radio frequency front-ends for sensing multiple bands. Hence, 
using these techniques for wideband sensing will either cause a long sensing delay or incur 
higher computational complexity and hardware cost. Recent advances in compressed sensing 
enables the sampling of the wideband signals at sub-Nyquist rate to relax the ADC 
requirements [67, 68]. Based on the assumption that the spectrum is underutilised compressed 
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sensing can be utilised to approximate and recover the sensed spectrum, which facilitates the 
detection of sparse primary signals in wideband spectrum. The techniques of compressed 
sensing provide promising solutions to promptly recover wideband signals and facilitate 
wide-bands sensing at a reasonable computational complexity [67, 68]. 
In a conventional compressed sensing scheme [69], the first step is to generate measurements 
ty  of size 1K ×  by sub-Nyquist-rate random sampling. If tr  of size 1M ×  is the discrete-
time vector of the received wideband signal ( )r t , the compressed sensing process be 
represented by ,Tt t=y S r  where 
TS  is the M K× projection matrix, .K M<  The second step 
is to reconstruct wideband spectrum f M t=r F r  from ty , where MF is M - point discrete 
Fourier transform. To achieve this, efficient reconstruction methods such as basis pursuit 
(BP) [25, 69], can be used to solve the following convex optimisation problem with the 
sparseness constraint in fr  [25]: 
         1
1
ˆ arg min ,    s.t. ( ) .
f
T
f t M f
−= =
r
r r y S F r                                     (2.40) 
2.10.4 Sequential Detection 
Sequential hypothesis testing has been of great interest in statistics and also in signal 
detection for many years [70]. In centralised schemes for signal detection, sequential testing 
offers the possibility of making final decisions within a given reliability requirement as soon 
as enough data has been collected to stop further data acquisition and declare a result [70]. 
Sequential procedures are useful when data acquisition is costly and when both reliability and 
decision delay are important considerations [70]. Sequential detection needs a smaller amount 
Chapter 2                                               Spectrum Sensing for Cognitive Radio: An overview 
 
43 
PhD Thesis by Oluyomi Simpson 
University of Hertfordshire, Hatfield, Herts. AL10 9AB, United Kingdom 
of samples to achieve a similar performance levels as the fixed sample size (FSS) test [46]. 
The sequential detection test statistics after receiving i data samples is given by [46]: 
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where iT  is the test statistic after i data samples while aη  and bη  are the upper and lower 
thresholds. 0aη <  and 0bη >  are predetermined constants according to the sensing object.  
Detailed literature on sequential detection can be found in [39, 46, 71]. Most of the proposed 
sequential detectors are based on the sequential probability ratio test (SPRT) proposed by 
[34]. In terms of the LLRs, the SPRT [70] after receiving k data samples is 
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where mL  is the LLR corresponding to the m-th observation, 
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s
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−
=  and 
1
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=
−
. Here 
sα  and sB are the constraints on the probabilities of false alarm and missed detection, 
respectively. The performance of sequential detectors is generally expressed in terms of the 
average sample number (ASN) for given sα  and sB . Among all the tests with equal and or 
smaller error probabilities, the SPRT is optimal for testing simple hypotheses test as it 
minimises the ASN under 0H  and 1H  [72]. 
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2.10.5 MIMO Detector 
Multiple input multiple output (MIMO) technology uses multiple antennas at the transmitter 
and receiver to improve communication performance. MIMO systems provide direction of 
arrival information of the signal. Due to these advantages, MIMO has attracted a lot of 
attention in the field of wireless communication. MIMO is an important part of wireless 
communication standards e.g. WLAN IEEE 802.11, (3GPP) LTE-Adavnced, WiMAX. These 
multiple antennas in MIMO can also be used for the spectrum sensing tasks. MIMO can be a 
trade-off between beamforming gain, parallel sensing gain and diversity gain for detecting 
the PU. Beamforming helps improve the received average SNR while parallel sensing 
reduces the sensing time and diversity gain helps overcome the effects of the hidden terminal 
multipath fading channel which is the main focus of this thesis. Numerous MIMO sensing 
algorithms have been proposed in literature [73, 74]. 
Other methods of spectrum sensing techniques found in literature include waveform based, 
multi-taper spectral estimation, and radio identification etc. It is common to find a 
combination of sensing techniques to improve time response or save computation. Some 
solutions are more specific regarding their application and exploit some prior degree of 
knowledge about the sensing environment, either as part of the sensing strategy, or by 
definition of the approach [38]. 
2.11  Comparative Analysis of State of the Art Spectrum Sensing 
Techniques 
Various state-of-the-art sensing techniques have been presented in this chapter. In this 
section, comparisons performance simulation on some of the described spectrum sensing 
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techniques described for particular scenarios are considered. Table 2.1 shows performance 
comparison of representative spectrum sensing schemes belonging to different categories. 
Table 2.1 Comparison of spectrum sensing techniques 
Spectrum sensing technique Advantages Disadvantages 
Energy detection • Low complexity 
• No primary knowledge 
required 
• Poor performance for low SNR 
• Cannot differentiate primary 
user’s signals 
• Long sensing time 
Matched filter detection • Optimal performance 
• Low computational cost 
• Requires prior knowledge of the 
primary user's signal 
Cyclostationary detection • Robust in low SNR 
region 
• Robust against 
interference 
• Requires partial prior information 
• High computational cost 
Wavelet Detection • Efficient for wideband 
signal detection 
• Requires high sampling rate 
analog-to-digital converter 
• High computational cost 
Compressed sensing • Low sampling rate 
• Low signal acquisition 
cost 
• Efficient for wideband 
signal detection 
• Sensitive to design imperfections 
Multitaper spectral estimation • Near optimal 
performance for 
wideband signals 
• No primary knowledge 
required 
• High implementation complexity 
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It is obvious from the performance comparison Table 2.1 and discussion on advantages and 
disadvantages of the detectors, that not one single detector has the best performance for all 
scenarios. 
2.11.1 Primary Signal - DVB-T2 Signal  
The PU network signal used is assumed to be a Digital Video Broadcasting - Second 
Generation Terrestrial (DVB-T2) signal [75], hence a brief description of a DVB-T2 signal is 
given in this section.  
In CR systems, DVB-T signals are one of the most important types used by PUs in TV bands 
[75]. DVB-T2 is the world’s most advanced digital terrestrial television (DTT) system, 
offering more robustness, flexibility and 50% more efficiency than any other DTT system. It 
supports SD, HD, UHD, mobile TV, radio, or any combination thereof [75]. DVB-T2 signals 
are more resilient against certain types of interference than DVB-T. Since its publication in 
1997, over 70 countries have deployed DVB-T services and 69 countries have now adopted 
or deployed DVB-T2 [75]. This well-established standard benefits from massive economies 
of scale and very low receiver prices. Due to the European analogue switch-off and 
increasing scarcity of spectrum, DVB drew up commercial requirements for a more 
spectrum-efficient and updated standard [75]. DVB-T2 easily fulfils these requirements, 
including increased capacity, robustness and the ability to reuse existing reception antennas 
[75]. 
From a spectrum sensing point of view, important DVB-T2 parameters (see also Table 2.2) 
are represented by: channel bandwidth (that ranges from 1.7 to 10 MHz), the OFDM Cyclic 
Prefix (CP) length (that ranges from 1/128 to 1/4 of the OFDM symbol length), and the 
presence of OFDM pilots (continual and scattered) [84]. DVB-T2 uses the same error 
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correction coding as used in DVB-S2 and DVB-C2: LDPC (Low Density Parity Check) 
coding combined with BCH (Bose-Chaudhuri-Hocquengham) coding, offering a very robust 
signal. The number of carriers, guard interval sizes and pilot signals can be adjusted, so that 
the overheads can be optimised for any target transmission channel [75]. The presence of pre-
determined patterns in the transmitted DVB-T2 signal determines the cyclostationary 
property shown by OFDM signals. DVB-T2 uses OFDM modulation with a large number of 
sub-carriers delivering a robust signal, and offers a range of different modes, making it a very 
flexible standard [75]. 
Table 2.2 Main parameter of DVB-T2 
 DVB-T2 
FEC LDPC + BCH 1/2 , 3/5, 2/3, 3/4, 4/5, 5/6 
Modes QPSK, 16QAM, 64QAM, 256QAM 
Guard interval 1/4, 19/256, 1/8, 19/128, 1/16, 1/32, 1/128 
FFT size 1K, 2K, 4K, 8K, 16K, 32K 
Scattered Pilots  1%, 2%, 4%,8% of total 
Continual Pilots  0.4%-2.4%(0.4%-0.8% in 8K-32K) 
Bandwidth 1.7, 5, 6, 7, 8, 10 MHz 
Typical data rate (UK) 40 Mbit/s 
Max. data rate (@20 dB C/N) 45.5 Mbit/s (using 8M Hz/) 
Required C/N ratio (@24 Mbit/s 10.8 dB 
 
As a common assumption in the literature on spectrum sensing, the primary signal is 
modelled as a Gaussian process. In [75], it is shown that in the case of DVB-T2 signals, this 
assumption is well motivated. In this thesis, in most chapters a DVB-T2 signal is assumed to 
be the PU signal. 
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2.11.2 Simulation Results 
In order to evaluate the performance of some of the main techniques for spectrum sensing, 
simulation are carried out using theoretical test statistics, which can be found in Table 2.3. 
The energy detector requires the noise power 2nσ  to be known. The Autocorrelation detector 
does not require any knowledge about the noise power 2nσ , but the number of data samples 
dT  is known. For the pilot detector the noise power 
2
nσ , the number of data samples dT  and 
cT  the number of samples in the CP are known.  
Table 2.3 Summary of Detectors 
Detector Reference Test Statistic Prior 
Knowledge 
Pilot [76] 1
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Autocorrelation [48] 1
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dT  
  where  
dT : number of data samples,  
cT : number of samples in the CP 
M : total number of samples 
ps : deterministic signal 
[ ]y k  : time discrete received sequence  
[ ]r k : sample value product 
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The PU network is assumed to be a DVB-T2 signal as in [78], the bandwidth of the PU signal 
is 8 MHz, and modulation type QPSK. The average occupancy rate for the PU is set to 50%, 
i.e. the probability of presence and absence of the PU signal is fixed to an equal probability 
(0.5), respectively. AWGN, Rayleigh and Rician channels are considered.  
The simulation was based on the Monte Carlo method in MATLAB with 100,000 iterations. 
The three main sensing schemes are considered i.e. energy detector, matched filter and 
autocorrelation detector. A summary of the simulation parameters which is common for all 
scenarios for analysing the detectors algorithm’s performance evaluation is shown in Table 
2.4. 
Table 2.4 Simulation parameters for the detector’s algorithm 
Parameter Value 
PU bandwidth 8 MHz 
Local sensing 50 µs 
Frame length 60 
FEC blocks per frame 50 
Channel condition AWGN, Rayleigh 
SNR range -40dB to 0 dB 
Iterations 100,000 
DVB-T2 signal mode 2K 
False alarm probability  0.05 
SU 1 
Sensing time 10ms, 50ms 
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Figure 2.3 Probability of detection comparison between “Energy detector”, “Matched filter” 
and “Autocorrelation detector” under conditions with SNR = -40 dB to 0 dB for an AWGN 
channel. Sensing time = 10 ms. 
 
 
Figure 2.4 Probability of detection comparison between “Energy detector”, “Matched filter” 
and “Autocorrelation detector” under conditions with SNR = -40 dB to 0 dB for Rayleigh 
fading. Sensing time = 10 ms. 
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In Figure 2.3 and Figure 2.4 a probability of detection as a function of SNR for a pilot, 
energy and autocorrelation detector are illustrated, with SNR ranging from -40dB to 0dB and 
probability of false alarm 0.05FP = . An AGWN channel and Rayleigh channel with 10 ms 
sensing time was considered in Figure 2.3 and Figure 2.4, respectively. It has been observed 
that the pilot based detector outperforms both the energy detector and the autocorrelation-
based detector. For example, at -25dB under Rayleigh conditions, the pilot detector had an 
improvement in detection of approximately 66% and 80% over the energy detector, and 
autocorrelation-based detector, respectively. Apart from the pilot based detector the other 
presented algorithms do not rely on the information about the structure of the PU signal. The 
only assumption is that the length of the cyclic prefixes and total duration of the symbol are 
known for the autocorrelation detector.  
 
Figure 2.5 Probability of detection comparison between “Energy detector”, “Matched filter” 
and “Autocorrelation detector” under conditions with SNR = -40dB to 0dB for Rayleigh fading. 
Sensing time = 50 ms. 
In Figure 2.5, a probability of detection as a function of SNR for a pilot, energy and 
autocorrelation detector are illustrated, with SNR ranging from -40dB to 0dB and probability 
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of false alarm 0.05FP = . A Rayleigh channel with 50 ms sensing time was considered. That 
is, the sensing time was increased in Figure 2.5 compared to that of Figure 2.4 while keeping 
all other parameters the same. It was observed that as the sensing time increased from 10 ms 
to 50 ms the detection probability increased for all the detectors. For example in the pilot 
detector at SNR = -30dB there was a detection increase rate of approximately 12%. While for 
energy detector and autocorrelation detector, there was an increase of approximately 10 % 
and 5 % respectively. It was observed that the pilot detection has the highest detection gain at 
a low SNR (-40dB). However, it requires perfect synchronisation making it highly vulnerable 
to frequency offsets.  
 
Figure 2.6 Probability of detection comparison between “Energy detector”, “Matched filter” 
and “Autocorrelation detector” under conditions with SNR = -40dB to 0dB for Rician fading. 
Sensing time = 10 ms. 
In Figure 2.6, a probability of detection as a function of SNR for a pilot, energy and 
autocorrelation detector are illustrated, with SNR ranging from -40dB to 0dB and probability 
of false alarm 0.05FP = . A Rician fading (K=5) channel with 10 ms sensing time was 
considered. It has been observed that the pilot based detector outperforms both the energy 
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detector, and autocorrelation-based detector just as in the AWGN and Rayleigh case. A 
general observation when comparing all the scenarios is that the channel type does not 
influence the performance of the presented algorithms by a great deal, with the exception of 
the pilot based detector. Thus, even when the channel is frequency selective, the PU signal 
can be exploited for detection. In spite of which spectrum sensing scheme is employed, each 
algorithm provides a trade-off between the probability of false alarm and the probability of 
detection.  
2.12  Cooperative Spectrum Sensing 
In CSS, information from multiple SUs are incorporated for the detection of the primary 
signal. In the literature, cooperation is discussed as a solution to problems that arise in 
spectrum sensing due to the hidden terminal problem [5, 79]. 
The hidden terminal 
The hidden terminal problem in CSS is similar to the hidden node problem in Carrier Sense 
Multiple Accessing (CSMA) [36]. This problem can be caused by many factors including 
severe multipath fading or shadowing that SUs observe while scanning PUs transmissions 
[36]. Figure 2.7 shows an illustration of the hidden terminal problem, where the building 
causes unwanted interference to the primary transmitter signal leading to multipath fading 
and shadowing on the signal received by an SU [61]. 
Spectrum sensing using a single CR has a number of limitations. Firstly, the sensitivity of one 
sensing device might be limited due to energy constraints. Furthermore, in wireless channels, 
the hidden terminal problem will lead to a very low SNR [61]. Although the CR might be out 
of sight from the PU’s transmitter, this does not mean it is also blocked from the PU’s 
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receiver. As a result, the PU is not detected but the secondary transmission could still 
significantly interfere at the PU’s receiver. In this thesis, CSS is considered to optimise, 
improve the sensitivity of CR spectrum sensing and to make it more robust against the hidden 
terminal problem. 
SU
PU
SU
SU
SU
SU
SU
FC
PU: Primacy User
SU: Secondary User
FC: Fusion Centre
Shadowing 
Multi-path fading
 
Figure 2.7 Illustration of the hidden terminal problem in cognitive radio systems. 
The main idea of CSS is to use multiple CR users and combine or fuse their measurements 
into one global decision. There are typically two components in a CSS scheme; namely the 
local sensor and the fusion centre (FC). The local sensor can be any of the detectors which 
were presented in section 2.9, in this thesis the local sensor is assumed to be embedded to the 
SU. Consequently, each local SU will collect the information of the primary signal, such as 
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energy, basic probability estimate (BPA), maximum likelihood estimate (MLE) and log-
likelihood ratio (LLR). Give that not all spatially distributed SUs in a CR environment will 
simultaneously experience similar shadowing or fading i.e. the hidden terminal problem. 
Hence, when the SUs cooperate with each other and share the spectrum sensing results 
among each other, the combined cooperative decision derived from the spatially collected 
observations can overcome the deficiency of individual observation of each SU. 
2.12.1 Advantages of Cooperative Spectrum Sensing 
The performance of spectrum sensing depends on the local channel conditions of the CR, i.e. 
it depends on the multipath, shadowing and local interference. These conditions can result in 
regimes where the SNR is below the detection threshold of the local CR, resulting in missed 
detections and in false alarms creating the impact mapping illustrated in Figure 2.8. To 
overcome this limitation the use of cooperation has been proposed in several works [42, 45, 
64, 80-82]. Advantages of CSS over non-CSS include: 
i) Diversity gain: Since the signal strength varies with the CRs location, the worst 
fading conditions can be avoided, if multiple CRs in different spatial locations 
share their local sensing measurement, i.e. take advantage of the spatial diversity. 
Taking advantage of spatial diversity leads to a higher accuracy of detection of the 
primary due to a higher accuracy in signal detection multipath, shadowing and 
local interference [36].  
ii) Sensing time: The longer the sensing time of a CR the higher the probability of 
detecting the PU signal but the less the throughput. Using multiple CRs the 
sensing time can be reduced. CSS reduces the sensing time, and thus it increases 
transmission throughput [61] .  
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iii) Robustness: Robustness to changing networks and fast convergence is yet another 
advantage of CSS [61]. Other advantage of CSS includes increased coverage and 
simpler detector design. 
 Some draw backs of CSS include [36]: 
• Higher complexity to the CR system collaboration, higher power demands, and 
increased overhead traffic. 
• The information forwarded to FC implies requires a dedicated control channel and a 
consequent coarse synchronisation to avoid a modification of the electromagnetic 
environment during the spectrum sensing phase. 
• The increase of the number of SUs leads to a consequent increment in costs. 
 
Figure 2.8 Impact mapping of the radio environment and sensed radio environment [36]. 
CSS are categorised into three classes based on how cooperating CR users share the sensing 
measurement within the network namely centralised, distributed and relay-assisted, and they 
are illustrated in Figure 2.9, Figure 2.10 and Figure 2.11, respectively. 
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2.12.2 Centralised Cooperative Spectrum Sensing 
In a centralised CSS, a central node called the master node or FC controls the three step 
process of CSS. Firstly, the FC selects a channel or a frequency band of interest for sensing 
and instructs all cooperating SUs to individually perform local sensing. Secondly, all 
cooperating CR users report their sensing results via the control channel. Then the FC 
combines the received local sensing information, determines the presence of PUs, and 
diffuses the decision back to cooperating SUs. As shown in Figure 2.9, the FC is the master 
node and SU1-SU5 are the cooperative SUs performing local sensing and reporting the 
sensing data back to the FC. The FC collects sensing information from SU1-SU5, identifies 
the vacant spectrum and broadcasts the information to SU1-SU5 [36]. The centralised CSS 
can occur in either a centralised or distributed CR networks. In centralised CR networks, a 
CR base station (BS) is naturally the FC. Alternatively, in CR adhoc networks (CRAHNs) 
where a CR BS is not present, any SU can act as a FC to coordinate CSS and combine the 
sensing information from the cooperating neighbours [83]. 
 
Figure 2.9 Centralised Cooperative Spectrum Sensing [36]. 
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2.12.3 Distributed Cooperative Spectrum Sensing 
Distributed CSS, as shown in Figure 2.10 does not rely on the FC for making the final global 
decision. In this case, SUs communicate among themselves and converge to a unified 
decision on the presence or absence of PUs by iterations. As shown in Figure 2.10, after local 
sensing, SU1-SU5 share their local sensing results amongst each other and make their own 
decisions as to which part of the spectrum they can utilise. If there are no evident decisions 
after this initial process, SUs pass their combined results to other users and repeat the sensing 
process until the scheme is converged and a decision is reached [16]. The disadvantage of 
distributed CSS is a decision delay possibility because several iterations may be required to 
reach a unanimous cooperative decision hence increasing the chance of the PU interference. 
To overcome this limitation, different decision strategies may be used, which result in 
different delay [36]. 
 
Figure 2.10 Distributed Cooperative Spectrum Sensing [36]. 
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2.12.4 Relay-assisted Cooperative Spectrum Sensing 
A relay-assisted CSS can be used to overcome the imperfection in both sensing and reporting 
channels. Meaning, a SU experiencing a weak sensing channel and a strong reporting 
channel, and a SU experiencing a strong sensing channel and a weak reporting channel can 
complement and collaborate with each other to improve the overall performance of the CSS 
[66]. In Figure 2.11, SU1, SU4, and SU5, who observe strong PU signals, may suffer from a 
weak reporting channel. SU2 and SU3 who have strong reporting channels serve as relays to 
assist in forwarding sensing results from SU1, SU4, and SU5 to the FC. The reporting channels 
from SU2 and SU3 are known as relay channels [36]. Although Figure 2.11 shows a 
centralised structure, the relay-assisted CSS can exist in a distributed scheme. In fact, when 
the sensing results need to be forwarded by multiple hops to reach the intended receive node, 
all the intermediate hops are relays. Thus, if both centralised and distributed structures are 
one-hop CSS, the relay-assisted structure can be considered as multi-hop CSS. 
 
Figure 2.11 Relay-assisted Cooperative Spectrum Sensing [36]. 
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2.13  Data fusion Schemes 
In CSS, data fusion is an element of CSS for combining local sensing data for hypothesis 
testing. Reported sensing results maybe of different forms, types, and sizes depending on the 
control channel bandwidth requirement. In common, the sensing data sent to the FC or shared 
with neighbouring users can be combined in three different ways [84]:  
• Hard Combining: CR users make a local decision and transmit the one-bit decision 
for hard combining at the FC. 
• Soft Combining: CR users can transmit the entire local sensing samples or the 
complete local test statistics for soft decision.  
• Quantised Soft Combining: CR users can quantise the local sensing results and send 
only the quantised data to the FC for soft combining in order to alleviate the control 
channel communication overhead.  
Soft combining at the FC can achieve the best detection performance among all the three but 
at the cost of control channel overhead, while the quantised soft combining and hard 
combining require much less control channel bandwidth with possibly degraded performance, 
due to the loss of information from quantisation. The fusion rules for the CSS schemes can be 
classified as lossless fusion and lossy fusion [36]. 
2.13.1 Lossless fusion 
Each SU can send an adequate statistic, such as, a maximum likelihood ratio (MLR) or LLR 
of its observations to the FC, where it is possible to fuse the decision statistics such that there 
are no performance losses in such a CSS scheme. Each of the N cooperating SUs evaluates a 
LLR Ln and sends it to the FC. The LLR Ln at the n-th SU is given by [85]: 
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where ( )ny t  are the observations at the n-th SU. For t = 1,2,…, M, here t represents the 
discrete time index and M denotes the number of observations. Assuming the independence 
of the observations at the SUs are conditioned on either hypothesis, the optimal statistics 
formed at the FC is given by [85]: 
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While the equivalent LLRT is given by [85]: 
                                             
1
0
H
llr llrH
T η>= <                                                           (2.45) 
where llrη  is the threshold at the FC. 
2.13.2 Lossy fusion 
Soft Fusion 
It may become impractical to implement a lossless fusion rule at the FC at certain times due 
to the difficulty in evaluating the sufficient statistic or the threshold [36]. An alternative is to 
use the maximum ratio combining (MRC) or equal gain combining (EGC) for N cooperating 
SUs by using a linear fusion rule given by [86]: 
Chapter 2                                               Spectrum Sensing for Cognitive Radio: An overview 
 
62 
PhD Thesis by Oluyomi Simpson 
University of Hertfordshire, Hatfield, Herts. AL10 9AB, United Kingdom 
 
1
N
lin n n
n
T w E
=
=∑                                                              (2.46) 
where 2
1
1 ( )
M
n
t
E y t
M =
= ∑  and nw  is the weighting coefficient such that 0 1nw≤ ≤  and 
1
1
N
n
n
w
=
=∑  [39]. ( )y t  is the observations at the n-th SU. For t = 1, . . . , M, here t represents the 
discrete time index and M denotes the number of observations. The optimal combining 
coefficients can be found for the MRC if the source signal power received by each user is 
known [39]. For the low SNR scenario, the optimal weights [14] are given by 
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= ∑ , where 2,s nσ  is the received signal power at the n-th SU. If there is no 
information on the source signal power received by each user, EGC can be used where the 
weighting coefficients are given by 1/ ,n nw N= ∀  [36]. 
Hard Fusion 
In hard decision (HD) combining, each of the SUs sends a one-bit HD to the FC which fuses 
these decisions to arrive at the global decision. Examples of one-bit HD combining are 
Boolean fusion rules such as OR, AND, and majority which are special cases of the general 
K-out-of-N rule. Those decision fusion rules can be summarised as below [87]: 
• K-out-of-N rule: In this fusion rule, the FC decides on the presence of the PUs 
transmission if, and only if, K or more than K SUs out of the total N cooperating SUs 
report the detection of the PU signal, where [1, ].K N∈  Therefore, in the K-out-of-N 
rule, if K users or more decide in favour of 1H , then the cooperative decision declares 
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that 1H  is true. If the decisions from all the SUs are independent, the network 
probabilities of detection and false alarm are, respectively, given by [14]: 
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where ,d nP and ,f nP  are the probabilities of detection and false alarm of the n-th SU 
and ! .
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• Majority voting (MV) rule: In the MV fusion rule, also known as half voting rule, if 
half, or more than half, the local SUs decide that there is a PUs transmission, then the 
final decision at the FC declares that there is a PUs transmission [87]. Therefore, for 
the MV rule, the cooperative decision declares 1H only if half or more than half of the 
SUs decide on 1H , i.e., 2
NK  =   
 in equation (2.47) and equation (2.48), where 
2
N 
  
denotes the smallest integer not less than 
2
N . If the decisions from all the SUs are 
independent, the network probabilities of detection and false alarm are given by [14]: 
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• Logical OR rule: In this fusion rule, the fusion decides on the presence of PUs 
transmission if any of the SUs reports the detection of the PUs transmission. 
Therefore, for the OR rule, the cooperative decision declares 1H  if any of the SUs 
decide on 1H , i.e., setting 1K =  in equation (2.47) and equation (2.48). Since a SU 
occupying a licensed frequency band may cause interference to the PUs, the risk of 
SUs causing interference to the PUs is minimised using the logical OR rule. If the 
decisions from all the SUs are independent, the network probabilities of detection and 
false alarm are, respectively, given by [14]: 
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• Logical AND rule: In the AND fusion rule, if all local detectors decide that there is a 
PUs transmission, then the final decision at the FC declares that there is a PUs 
transmission [87]. Therefore, for the AND rule, the cooperative decision declares 1H
only if all of the SUs decide on 1H , i.e., setting K = N in (2.47) and equation (2.48). 
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Using this fusion rule, the probability of false alarm is minimised, but the risk of 
causing interference to PUs will increase. If the decisions from all the SUs are 
independent, the network probabilities of detection and false alarm are, respectively, 
given by [14]: 
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Advantages of HD combining include being easy to implement and reducing the bandwidth 
requirement on the reporting channel between the SUs and the FC. These advantages come at 
the cost of performance loss resulting from the quantisation. HD combining has been studied 
in the detection literature [39, 88]. If nx  is the decision sent by the n-th SU, then the optimal 
fusion rule for both the Bayesian formulation and NP formulation is a likelihood ratio [39]. 
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This fusion rule is also known as the Chair-Varshney fusion rule and is a weighted sum of 
incoming local decisions, where the weights are dependent on the local probabilities of false 
alarm ,f iP  and missed detection ,m iP .  
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In general, it can be concluded that there is more performance gain with soft combining than 
in the case of hard combining. However, the performance difference between soft and hard 
combining can be relatively small [89]. 
2.14  Cooperative Spectrum sensing techniques 
In this section, some of the state-of-the-art CSS techniques will be discussed. 
2.14.1 Voting Based Sensing 
It is expected that among several SUs, even though some will suffer from fading or 
imprecision due to the choice of the threshold, some will be able to correctly sense the PU. 
This is the main idea behind the collaborative spectrum sensing based on voting, researched 
in a number of works [50, 79, 90]. In a voting spectrum sensing scheme each secondary 
receiver iRX  uses spectrum sensing to form its own decision. Consider the vector of all 
responses r   such that: 
                                             1 2 3[   ... ],Mr r r r=r                                                          (2.56) 
where {1,0}ir ∈  is the binary response for each sensor I, M denotes the number of 
observations. After all measurements are gathered the voting procedure takes place [50, 79, 
90]: 
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where 
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The voting schemes selects 1H  if at least one of the SUs decides for 1H , which is known as 
the OR rule. Although this may seem too pessimistic, as it will favour false alarms, according 
to [50, 79, 90], this already gives improvements over the simple energy detection case even 
for two users. The probabilities of detection and false alarm for the cooperative approach are 
[23]: 
 1 (1 )MF FQ P= − −                                                          (2.59) 
and 
   1 (1 )MD DQ P= − − ,                                                  (2.60) 
respectively.  
2.14.2  Eigenvalue Based Sensing 
Eigenvalue based sensing is a CSS technique, based on evaluating the eigenvalues of a matrix 
formed by the samples collected by multiple sensors in relation to the Marchenko-Pastur law 
[91]. In order to better understand how this spectrum sensing procedure works, the following 
assumptions are made: The K base stations in the secondary system share information 
between them. This can be performed by transmission over a wired high speed backbone, 
where the base stations are analysing the same portion of the spectrum. Considering the 
following M N×  matrix consisting of the samples received by all the M SUs iRX  [91]: 
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Then, the objective of the eigenvalue based approach is to perform a test of independence of 
the signals received at iRX . In the 1H case, all the received samples are expected to be 
correlated, whereas when in the 0H  case, the samples are decorrelated [92]. The eigenvalues 
of the covariance matrix are computed, and in turn, are used to compute the test statistic as 
given in [92]. Two test statistics are proposed by [92] based on the maximum max( )ε  and the 
minimum min( )ε  eigenvalues. The test statistic is given by [73]:  
 max 1
min
evT
ε η
ε
>= <                                                              (2.62) 
known as the max-min eigenvalue (MME) technique with threshold 1η , and 
 
min
evT
ξ
ε
=                                                                  (2.63) 
known as the energy with minimum eigenvalue (EME) technique with threshold 2 ,η where ξ
is the energy of the sensed signal. The detection methods based on the test statistics above do 
not require the knowledge of the noise power but are based purely on the sensed signal itself, 
thus considered to be fully blind sensing techniques [92].  
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2.15 Performance Criteria for CSS 
Cooperation among SUs leads to gain and overhead as compared to a single local sensing 
case. Cooperation gain can be any improvement in one or more of the performance 
parameters while cooperation overhead can be any degradation in one or more of the sensing 
performance parameters. Generally, most of the performance parameters for a CSS algorithm 
are the same as for the local sensing algorithms explained in section 2.6.2. A few parameters 
which are specific to CSS are: 
Delay: It is the time taken to report the decision statistics from the SUs to the FC and 
processing the statistics at the FC. Cooperation delay adds to the local sensing time hence 
increasing the overall sensing time band. Therefore this constraint should be as small as 
possible. 
Reporting overhead: A reporting channel is needed for sharing sensing information with the 
FC or other SUs. The reporting channel can be a dedicated channel in licensed or unlicensed 
bands. Reporting overhead is the amount of bandwidth and energy required for reporting the 
sensing information through the reporting channels hence determines the size of cooperation 
between SUs. 
Number of SU: Performance gain in CSS depends on the number of SUs. It is a good idea to 
have as few SUs as possible since the reporting overhead increases with an increase in the 
number of SUs. For AWGN channels, the gain is predominantly SNR gain that increases with 
the number of cooperating SUs. On the other hand, the diversity gain for multipath channels 
is obtained with diminishing returns as the number of SUs increases.  
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Security: Sensing a frequency band requires energy and time. Therefore, SUs have a 
motivation to sense for a shorter duration. The resource allocation of the vacant frequency 
bands is based on the quality of decisions the SUs send. Therefore, there is an incentive for 
malicious users to fake the detection results. The presence of un-trusted SUs has been shown 
to degrade CSS performance [37, 93, 94]. 
Imperfect reporting channels: Erroneous reporting channels corrupt the decision statistics 
sent by the SUs to the FC. This may increase the probabilities of error at the FC [95] and thus 
affect the CSS performance. 
2.16 Literature Reviews and Problem Formation 
There are many research problems that need to be investigated in CSS in CR network 
systems. Firstly many researchers have concentrated on improving the accuracy of the 
detection. In [90, 96] a double threshold energy detector is used. A censoring method using 
double thresholds in energy detection was proposed to reduce the communication traffic [97].  
Deriving from this idea and in contrast to [97], in chapter 3 a relay based Amplify and 
Forward (AF) CSS using, an improved cooperative ED to improve the local probability of 
detection and hence, the global probability of detection and in making sure the sensed data is 
accurately received at the FC is proposed. One of the main advantages of using AF 
cooperation is the potential for reduced complexity of relay's architecture [98]. The relay is 
not required to decode, and is not required to know what coding strategy is employed. 
Secondly, researchers have focused on sensing performance problem. An adaptive rule and a 
linear quadratic rule at the FC were considered in [99] and [83], respectively. However, using 
weighting factors [47, 100, 101] are the most popular method due to computational 
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complexity. The weighting factor can be the credibility of each local node based on local 
SNR, between PU and SUs. By fusing the weighting factor at FC, the local sensing data 
becomes more reliable and gives a greater contribution to the overall global decision. As a 
result, an improved detection performance can be achieved. Deriving from this idea, in 
chapter 4, A novel evidence-based decision fusion scheme CSS for CR networks that uses 
both a credibility of SUs sensing data evidence and dissociability degree measure of SUs 
sensing data evidence, in the form of a weighted averaging factor that is then taken into 
account when making the final decision at the FC was proposed. 
The final issue considered in CSS was to reduce the bandwidth of the reporting sensing data 
from the SUs to the FCs.  Reducing the bandwidth decreases the sensing time hence 
increasing detection probability, increasing through put and reducing interference. This 
problem is crucial in a soft decision based CSS scheme. A lot of research focuses on 
quantisation of the soft sensing data [12, 102-104] to reduce the bandwidth of the reporting 
channel. Nevertheless, more or less these works have drawback. As a result, the problem of 
quantisation for CSS is investigated in chapter 5. 
2.17 General System Model 
To investigate, design and analyse the problems mentioned in section 2.16, a general system 
model which will be used in the next chapters of this thesis, unless stated otherwise, is 
described in this section.  
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Figure 2.12 General system model: cooperative spectrum sensing 
The CSS scheme considered for detecting PU’s signal is shown Figure 2.12. Each SU 
performs a local sensing process and subsequently reports the sensing data to the FC. The 
global decision on the occupation of the PU signal is made at the FC. The spectrum sensing 
frame in Figure 2.13 describes the process. 
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Figure 2.13 System model cooperative spectrum sensing frame. 
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The sensing frame starts with the FC sending a sensing request message to the SUs. All the 
individual SUs enter into a quiet mode i.e. none utilise the channel and perform local 
spectrum sensing in the sensing phase. Each SU using a reporting mechanism then sends their 
sensing data to the FC in the reporting phase. Hence, the SUs send their local sensing 
information in intervals of one’s per sensing frame. 
2.17.1 Local Spectrum Sensing Algorithm 
Individual SUs perform local spectrum sensing in a distributed manner for detecting the PU 
signal. Local sensing is in effect a binary hypotheses testing predicament as described in 
section (2.6.1). Comparing the different algorithms for spectrum sensing, energy detection 
has been established to be the least complex one that reduces overhead, and is quickly able to 
detect the PU signal, even if the PU signal is unknown [49]. In this thesis, energy measure 
detection is considered for local spectrum sensing in all chapters unless otherwise stated.  
2.17.2 Energy Measure 
To measure the value of a single power in a practical frequency band in time domain, a band 
pass filter is applied to the received primary signal at the SUs and the power of the signal 
samples is subsequently measured as shown in Figure 2.14 
 
Bandpass 
Filter ADC
( )y t Ey2
1
N
E i
i
y y
=
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Figure 2.14 Block Diagram of an energy detection scheme. 
The decision statistic is an estimation of the received signal power which is given at each SU 
by the sensing matrix: 
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where yi is the i-th sample of received signal and N = 2TW, where T and W are correspondent 
to detection time and signal bandwidth in Hz, respectively. It was proved in [77] that the 
probability density function of the received PUs signal energy at an SU Ey , is a Chi-square 
distribution such that 
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where 2Nχ  is the central Chi-square distribution with N degree of freedom, and 
2 ( )N Nχ γ  is a 
non-central Chi-square distribution with N degree of freedom and a non-centrality parameter 
Nγ . γ  is the SNR of the PU signal at the SUs. In the absence of knowledge of the PU signal, 
when the number of required samples N is relatively large, Ey  can be approximated a 
Gaussian random variable under both hypotheses H0 and H1, with mean 1µ , 0µ  and variance 
2
1σ , 
2
0σ , respectively, such that [49]: 
       
2,               20 0
2( 1),    2 (2 1)1 1
N N
N N
µ σ
µ γ σ γ
 = =

 = + = +
                                          (2.66) 
where the SNR γ  is a constant in a non-fading AWGN environment. However, in a fading 
channel scenario, the SNR γ  is a random variable [49, 79, 105, 106].  
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2.17.3 Physical phenomena for fading channels 
In this section, various fading channels are considered. Multipath fading is due to the 
constructive and destructive combination of randomly delayed, reflected, scattered, and 
diffracted signal components. This type of fading is relatively fast and is therefore 
responsible for the short-term signal variations. Depending on the nature of the radio 
propagation environment, there are different models describing the statistical behaviour of the 
multipath fading envelope.  
When fading affects narrowband systems, the received carrier amplitude is modulated by the 
fading amplitude α , where α  is a random variable with mean-square value 2αΩ = and 
probability density function (PDF) ( )fα α , which is dependent on the nature of the radio 
propagation environment. The received instantaneous signal power is modulated by 2α . Thus 
we define the instantaneous SNR per symbol by 2 0sE Nγ α=  and the average SNR per 
symbol by 0 ,sE Nγ = Ω  where sE  is the energy per symbol. In addition, the PDF of γ  is 
obtained by introducing a change of variables in the expression for the fading PDF ( )fα α  of 
α , yielding [107]:  
                                              
 
( ) .
2
f
f


 





                                              (2.67) 
In this thesis, for Shadowing, Rayleigh fading, Nakagami fading and Rican fading the 
following assumption are made below: 
Shadow fading: In terrestrial and satellite land-mobile systems, the link quality is also 
affected by slow variation of the mean signal level due to the shadowing from terrain, 
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buildings, and trees. Based on empirical measurements, there is a general consensus that 
shadowing can be modelled by a log-normal distribution for various outdoor and indoor 
environments in which case the path SNR γ  of the PU signal at the i-th SU has a PDF given 
by the standard log-normal expression [107]: 
         
2
10
2
(10log )( ) exp   
22
fγ
γ µξγ
σπσγ
 −
= − 
 
                                    (2.68) 
where 10 / ln10ξ = , ( )dBµ  and ( )dBσ  are the mean and standard deviation of 1010 log ,γ   
respectively. 
Rayleigh fading: The Rayleigh channel model is a fading channel model, which is often 
used to describe propagation where there is no line-of-sight (LOS) from the PU to the SUs, 
such as in mobile links, ionospheric and tropospheric scattering, and ship to ship radio links. 
The amplitude of the signal follows a Rayleigh distribution. In this case the channel fading 
amplitude, is distributed according to [107]: 
 
22
( ) exp ,       0f
  
 
       
                                        (2.69) 
and hence, following (2.67), the instantaneous SNR γ of the PU signal at the i-th SU follows 
an exponential distribution [105] whose PDF is given by: 
 
1( ) exp ,      0fγ
γγ γ
γ γ
 −
= ≥ 
 
                                              (2.70) 
Nakagami-m fading: The Nakagami-m channel model is a general multipath fading model. 
It is used to model attenuation of signals traversing multiple paths. It is often used to describe 
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fading in both indoor and outdoor mobile radio links as well as in ionospheric radio links. 
The Nakagami-m PDF is in essence a central chi-square distribution given by [107]: 
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m m
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m mf
mα
α αα α
−  
= − ≥ Ω Γ Ω 
                                    (2.71) 
where m is the Nakagami-m fading parameter which ranges from 1
2
 to ∞  and measures the 
severity of the effect of multipath fading. Applying (2.67) the SNR γ of the PU signal at the 
i-th SU, is distributed according to a gamma distribution given by [107]: 
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                                      (2.72) 
Smaller values of m indicate more severe fading, while larger values indicate less severe 
fading.  
Rician fading:  The Rician distribution, also known as the Ricean, Rice or Nakagami-n 
distribution, is a further general model describing the effects of multipath fading. It is often 
used to model propagation paths consisting of one strong direct LOS component and many 
random weaker components. It finds most use in the analysis of urban and suburban mobile 
radio links, pico-cellular indoor radio links, satellite links and ship to ship radio links. The 
channel fading amplitude follows the distribution [107]: 
22 2 2 2
0
2(1 ) (1 ) 1( ) exp 2 ,       0
nn e n nf I nα
α αα α α
−   + + +
= − ≥    Ω Ω Ω   
                                                                          
                                                                                                                                            (2.73) 
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where n is the Nakagami-n fading parameter which ranges from 0 to ∞  and which is related 
to the Rician K factor by 2.K n=  K measures the severity of the effects of the multipath 
fading. Applying (2.67) the SNR γ of the PU signal at the i-th SU, is distributed according to 
a non-central chi-square distribution given by [107]: 
22 2 2
0
(1 ) (1 ) (1 )( ) exp 2 ,       0
nn e n nf I nγ
γ γγ γ
γ γ γ
−   + + +
= − ≥       
     (2.74)                                                                         
 where 0 ( )I z  represents the zeroth order modified Bessel function of the first kind. 
2.18  Conclusion  
This chapter presented the concept of spectrum sensing which is one of the fundamental 
prerequisites for the successful deployment of CR networks. Reviews have been presented on 
different problems related to the DSA and standardisation efforts. Several important aspects 
of spectrum sensing schemes have been reviewed such as detection strategies, performance 
parameters and test statistics. State-of-the-art sensing algorithms were reviewed and is seen 
that several tools from diverse fields like spectrum estimation, compressive sensing, MIMO 
systems, etc., have been applied to design the sensing schemes for CRs. 
 
The most common spectrum sensing techniques with which the SUs are able to monitor the 
activities of the PU were discussed. Various spectrum sensing techniques are used in the 
literature depending on how much knowledge about the primary signal is available to the 
SUs. In general, the spectrum sensing techniques can be classified as energy-based sensing, 
feature-based sensing, matched filter-based sensing and other sensing techniques. It is 
assumed that the probability of detection can be improved with the increase in the knowledge 
of the PU signal and noise at the cost of complexity.  
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Physical characteristics of a DVB-T2 signal which is one of the most important types used by 
PUs in TV bands and which will be used for as the PU signal network for the rest of the 
thesis have been presented. It is clear from the simulated performance comparison and 
discussion on the pros and cons of the detectors that no one detector has the best performance 
for all scenarios. Energy detection is the most commonly used technique for spectrum sensing 
since it has low computational and implementation complexities and prior knowledge of the 
PUs signal is not needed. However it has the serious issue of SNR walls in the presence of 
noise uncertainty. Autocorrelation detectors have advantages of reasonable performance, low 
complexity and robustness to most of the non-idealities. However they cannot be used to 
detect PU signals other than OFDM. An added advantage of the energy and autocorrelation 
detector is that they do not often need any extra hardware as the functions used by these two 
detectors are very basic and incorporated in almost every radio receiver. The matched filter 
detector has the best performance to detect a known PU signal in AWGN. However it is 
computationally costly and sensitive to synchronisation errors and frequency selective fading 
channels. Cyclostationary detectors have several advantages like good performance, 
robustness and can detect and distinguish any PU or SU signals. If complexity is not an issue, 
they are the best choice. 
Even though there has been a lot of research on sensing, and many algorithms have been 
proposed for the local detector, there is performance degradation caused by the hidden 
terminal problem which was presented. Therefore, single user detection may not be sufficient 
to achieve the desired performance and cooperation between different SUs may be needed. 
Moreover, each individual detector can be simpler with cooperative detection while 
maintaining the overall detection performance at a desired level. CSS schemes have been 
discussed. Different cooperation models such as the centralised, distributed and relay-assisted 
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have been presented. Several fusion rules are discussed such as LRT, MRC, EGC, Chair-
Varshney, and K-out-of-N. Based on the quality of decisions, the fusion rules can be 
classified as hard combining and soft combining. The choice of a fusion rule depends on 
various performance criteria such as the detection performance, false alarm control, sensing 
efficiency, available information, complexity, energy consumption e.t.c. The Chair-Varshney 
fusion rule performs best among hard decision combining schemes under the assumptions 
that the local false alarm and missed detection probabilities are known. CSS techniques such 
as the voting based sensing and eigenvalue based sensing are presented. There are several 
performance parameters that are discussed, like probability of detection, probability of false 
alarm, sensing time, cooperation delay, SNR, cooperation footprint, number of SUs, 
robustness against non-idealities and computational complexity. The general system model 
and fundamentals, such as the local detection session and sensing frame used in the rest of the 
thesis have also been presented.  
Literature reviews about the current research problem were discussed. The research 
challenges and unresolved issues in CSS have been identified such as sensing accuracy, 
sensing efficiency, power, overhead, security, numbers of SU and reporting channels. In the 
next chapter, the problem of sensing accuracy and sensing efficiency in CSS is focused on. 
An amplify-and-forward relay-based CSS using an improved threshold energy detector is 
proposed.
3 Relay-Based Cooperative Spectrum Sensing 
with Improved Energy Detection in 
Cognitive Radio Networks 
Cognitive radio has become a promising technique to solve the underutilisation 
problem of the spectrum as discussed in chapter 2. In this chapter an amplify-and-
forward relay-based cooperative spectrum sensing (CSS) using an improved threshold 
energy detector was proposed. In this improved detector, each SU makes a local 
decision on spectrum occupancy based on two energy detection thresholds. If an SU 
detects the value out of both thresholds, it makes a decision first, amplifies and 
forwards the local result to the FC. If the detected value is between both thresholds, it 
amplifies and forwards this detected value to the FC. Finally, energy fusion and 
decision fusion are conducted at the FC using a “soft 1-bit” combination scheme to 
determine the PU’s status. Cooperative probability of detection, probability of missed 
detection and probability of false alarm expressions are derived with and without 
direct communication between the PU and FC. Simulation results presented, show that 
the proposed algorithm achieves a good sensing performance when compared to 
traditional schemes. The effects of different parameters on the proposed algorithm 
were examined, such as the number of SUs, channel type, channel availability and 
different values of the SNR. 
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3.1 Introduction  
Spectrum sensing is essentially a fundamental technique in cognitive radio (CR) networks [7] 
that enables CR systems adapt to the environment by sensing and detecting spectrum holes 
i.e. portions of the licensed spectrum unused by the primary users (PU) [15]. However, it is 
difficult in reality, for a CR to have a direct measure of the channel between the PU’s 
receiver and a transmitter. As a consequence, the most recent research works focus on 
primary transmitter detection based on local observations of secondary cognitive users [2, 14, 
33, 108-110]. The number of SUs in a CR network that partakes in spectrum sensing enables 
classification of SS into non-cooperative and cooperative techniques. Non-cooperative SS is 
usually associated with poor spectrum utilisation caused by severe multi-path fading and 
shadowing effects that eventually lead to the hidden terminal problem (discussed in chapter 
2). In cooperative spectrum sensing (CSS ), a number of secondary users (SU) coordinate to 
perform spectrum sensing by each individually performing SS and reporting their 
observations to a fusion centre (FC), in order to achieve improved sensing and detection 
performance [35, 80, 81, 111-113]. The work done in [23] also provided another method of 
increasing detection performance. Interestingly, [23] showed that when one SU acts as a relay 
for another SU, detection probability increases.  
In this chapter, a relay based amplify-and-forward (AF) CSS using an improved cooperative 
energy detection was proposed. Among the traditional methods used to perform spectrum 
sensing [5, 90, 114]: energy detection has been widely applied for its low complexity and 
feasibility, hence its relevance also in this work. It also does not require prior knowledge of 
the unknown signal. Typically, energy detection works by measuring the energy associated 
with the received signal over a specified time duration and bandwidth and comparing this 
measured value with an appropriately selected threshold to determine the presence or the 
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absence of the PU signal. In [97, 115-117], a censoring method using double thresholds in 
energy detection was proposed to reduce the communication traffic at the expense of some 
loss in sensing performance. In contrast, the proposed method was designed to improve the 
local probability of detection and hence the global probability of detection, exploiting all the 
observed information from local SUs. In the proposed system, the relay nodes (SUs) convey 
sensing information to the FC. By combining the primary and relay transmissions, SUs can 
achieve diversity against fading. One of the main advantages of using AF cooperation was 
the potential of reduced complexity of the relay's architecture. In this case, the relay was not 
required to decode, and was not required to know what coding strategy was employed.  
The main contributions of this chapter can be described as follows: 
• Designing a novel relay-based AF CSS architecture for CR networks using an 
improved cooperative ED to achieve high sensing efficiency and sensing 
accuracy of PUs. 
• Combining the PU and relay (SUs) transmissions to achieve diversity against 
fading using AF cooperation which has the potential of reduced complexity and 
cost. 
• Analytically derive expressions for a “soft 1-bit” double threshold combination 
scheme to reduce the communication overhead, improve the local probability of 
detection and hence the global probability of detection taking into account all 
sensing performance to exploit all the observed information from local SUs. 
• Derive the CRs network cooperative probabilities of detection, false alarm and 
missed detection for the relay-based AF CSS scheme over AWGN and Rayleigh 
fading channels. 
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• Examine, evaluate and discuss the effect of different key parameters such as the 
PU signal type, the number of SUs, channel type and the signal-to-noise ratio on 
the performance of the proposed relay-based AF CSS algorithm. 
The rest of this chapter is organised as follows: A non-cooperative and a CSS with an 
improved ED are presented in section 3.2 and 3.3, respectively. In section 3.4 the proposed 
relay-based AF CSS system model are presented and analysed in detail. Performance analysis 
and simulation results are presented in section 3.5 and 3.6, respectively. Finally, conclusions 
are drawn in section 3.7. 
3.2 Double Threshold Energy Detector  
In the following section, a CR network that includes M SUs and a common receiver that 
functions as a FC, and manages the CR network as well as all the associated SUs is 
considered. It is assumed that each SU performs energy detection independently during the 
sensing period. For local detection, SUs have to distinguish between the following two 
hypotheses [79] 
 0
1
( )        ,   
( )
( ) ( ),    
n t H
y t
s t n t H
  
                                                    (4.1) 
where ( )y t  is the signal received by SU, ( )s t  is the received PU signal and ( )n t  is additive 
Gaussian noise (AWGN) with zero mean and variance 2.nσ  Hypotheses H0 and H1 represent 
absence and presence of the PU, respectively. 
According to energy detection theory [49] under AWGN channel, the energy observed ( )
i
E
by the i-th SU has the following distribution: 
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where u  is the time bandwidth product of the energy detector, γ  denotes the instantaneous 
signal-to-noise-ratio (SNR), 22uχ  and 
2
2 (2 )uχ γ  are central and non-central chi-square 
distribution respectively, each with 2u  degrees of freedom and a non-centrality parameter of 
2γ  for the latter one. 
In conventional energy detection theory, each SU makes its local decisions by comparing its 
observational value with a pre-determined threshold, as shown in Figure 3.1(a) [49], 
 
Figure 3.1 (a) Conventional energy detection and (b) Double threshold energy detection. 
where Ei denotes the collected energy measurement of the i-th SU, H0 and H1 are 
correspondent to hypotheses of absence and presence of PU’s signal respectively. Decision 
H0 and H1 is made when Ei is less or greater than the threshold value λ  respectively. A 
double threshold scheme is shown in Figure 3.1(b), where two thresholds are utilised to assist 
P r e s e n c e
o f  P r im a r y  U s e r
H 1
λ 1
λ 2
0
E i
λ
0
E n e r g y  V a lu e
E i
E iP r e s e n c e
o f  P r im a r y  U s e r
H 1
A b s e n c e
o f  P r im a r y  U s e r
H 0
A b s e n c e
o f  P r im a r y  U s e r
H 0
(a ) (b )
Chapter 3                                                Relay-Based CSS with Improved ED in CR Networks  
 
86 
PhD Thesis by Oluyomi Simpson 
University of Hertfordshire, Hatfield, Herts. AL10 9AB, United Kingdom 
the statistical choice of the SU. If the energy value is greater than 2λ , then the user reports 
H1. If Ei is less than 1λ , decision H0 is made. Otherwise, if Ei is between 1λ  and 2λ , then the 
SU reports its observational energy value i.e. Ei. Hence, the FC receives two different kinds 
of data; a local binary data and observational value of the SU. 
3.3 Double Threshold Energy Detector Based Cooperative Spectrum 
Sensing  
Each SUi, for i = 1, 2,…,M, performs energy detection individually. It is assumed that each SU 
has identical threshold values. If Ei satisfies 1 2iEλ λ≤ < , subsequently the i-th SU sends the 
measured energy value Ei to the FC. If not, it reports its local decision Li according to Ei. Let 
Ri denote the information that the FC receives from the i-th SU. Then it can be given by 
 1 2
,    
,     
i i
i
i
E E
R
L Otherwise
λ λ≤ <
= 

                                                      (4.3) 
where     
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                                                          (4.4) 
Consequently, the SUs make two kinds of decisions, which are the local decisions and the 
observed energy value. Without loss of generality, it is assumed that the FC receives 1K  and 
2K  local decisions that support 0H  and 1H  respectively, and 1 2M K K− −  energy values 
from M SUs. The FC then makes a final decision with the received information. First, a hard 
combination 1D  by using ‘n-ratio’ rule [118] is made as follows 
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let n be a rational number such that 1 n M≤ ≤  and then using a soft combination rule, all 
energy value are combined to make a final energy decision 2D  as follows 
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where FCλ  is the fixed threshold value of the FC according to an appropriate false alarm 
probability. The FC makes a final decision F  according to the following rule 
   0 1 2
1
,   D 0
,  
H D
F
H Otherwise
   
                                                   (4.7) 
3.4 System Model: Amplify and Forward Cooperation  
In this section, the system models are described, and the AF-CSS schemes to improve the 
detection performance of cognitive radio networks are proposed. 
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3.4.1 Single Cognitive Relay  
Primary Transmitter
CR Fusion Centre
hrd
R1
hpd
hpr
R Relay Secondary Users
T1
T2
 
Figure 3.2 Relay based cooperative spectrum sensing. 
Firstly, taking into consideration a single relay system as shown in  
Figure 3.2 without the direct link pdh , there are three nodes: the PU, the cognitive relay (SU) 
denoted by R1 and the FC. The SUs continuously monitors the signal from the PU as described 
in the general system model in chapter 2. The received signal at the cognitive relay is given 
by: 
             pr pr ry xh nθ= +                                  (4.8)                     
where x is the transmitted signal from the PU at time T1, θ  denotes the presence of the PU. 
θ  is equal to 1 when the PU is present or 0 when PU is absent if the energy detector value Ei 
satisfies (4.3), otherwise the local decision value Li replaces θ . prh  is the channel gain 
between the PU and relay, and rn  is the noise signal at the cognitive relay. The cognitive 
relay acts as a variable gain AF relay, which is more practical than the decode-and-forward 
relay operation [119]. The relay uses a variable gain AF scheme to forward the local decision 
to the FC. The cognitive relay has a transmission power constraint. To remain within its 
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power constraint the amplifying relay must use a amplification factor (gain) rβ  [82], given 
by the formula: 
 22
0
r
r
p pr
E
E h N
β
θ
=
+
                                                       (4.9)
 
where pE is the transmitted signal power from the PU, rE  is the transmit power of the relay 
and 0N the noise. Thus, at time T2 the received signal at the FC, denoted rdy , is given as 
       
     =
rd r pr rd d
r pr rd r rd r d
y y h n
h h x h n n
β
θ β β
= +
+ +
                                  (4.10)
           
where rdh  is the channel gain between the relay and the FC, dn  is the noise signal at the FC. 
The received signal at the FC follows a binary hypothesis: 
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n H
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hx n H
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=  +
                                                       (4.11)                                             
As described in [41] using an ED (described in section 2.9.2)., the received signal is first pre-
filtered by an ideal band pass filter with centre frequency fc and bandwidth W to normalise the 
noise variance. The filter output is squared and integrated over a time interval T, to 
subsequently produce a measure of the energy of the received waveform. The integrator 
outputs act as the test statistic [41]. The total received end-to-end SNR using MRC at the FC is 
given by: 
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where 
2
0/pr pr ph E Nγ =  and 
2
0/rd rd rh E Nγ =  are SNRs from the PU to the cognitive relay 
and from the cognitive relay to the FC, respectively. 
3.4.2 Multiple Cognitive Relays  
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Figure 3.3 Multiple relay based cooperative spectrum sensing 
With multiple cognitive relays, it is assumed that there are M SUs between the PU and the 
FC, as shown in Figure 3.3, prih , rdih  and pdh  denote the channel gains between the PU and 
the SU Ri at time T1, between the i-th SU and the FC at time T2, and between the PU and the 
FC at time T1, respectively. All SUs simultaneously receive PU signal through independent 
fading channels. Each SU amplifies the received primary signal by an amplification factor:    
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ri
p pri
E
E h N
β
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+
                                              (4.13)
and forwards to the FC. The SUs use orthogonal channels to forward the received primary 
signal. The received signal at the FC can then be considered as independent copies through 
orthogonal channels. After an integrator, the final test statistic is obtained. Without taking 
into consideration the direct link 
pd
h , the total end-to-end SNR using MRC is given by: 
 _
1 1
M
pri rdi
d m
i pri rdi
γ γ
γ
γ γ=
=
+ +∑                                                      (4.14) 
where priγ  and rdiγ  are SNRs of the links from the PU to the cognitive relay Ri and from the 
cognitive relay Ri to the FC, respectively. 
3.4.3 Direct Link 
In sections 3.4.1 and 3.4.2, transmission from the PU to the FC takes place through relays. 
However, the FC can also receive the signal of the PU through a direct link from PU to FC 
when the PU is closer to the FC. Therefore, the total SNR at the FC for a single relay and 
direct link as shown in Figure 3.3 given by 
 _ _dd s pd d sγ γ γ= +                                                           (4.15)
where the SNR from the PU to the FC 
2
0/pd pd ph E Nγ = . The total SNR at the FC for 
multiple relays and direct link is given by 
 _ _dd m pd d mγ γ γ= +                                                          (4.16)
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3.5 Performance Analysis  
In this section, the spectrum sensing performance of the proposed scheme is analysed. In the 
case of a single threshold, the probability of false alarm fP  can be expressed as [49]: 
 
2
0
( , / (2 ))
( )
n
f
u
P
u
 


                                                      (4.17) 
where (.)Γ  is the gamma function and (.,.)Γ is the incomplete gamma function. Given the 
target false probability fP , the threshold 0λ  can be determined by: 
 2 1
0
2 ( , ( ))
n f
u P u                                                         (4.18) 
where 1(.,.)−Γ  denotes the inverse of the incomplete gamma function. It is assumed that the 
noise uncertainty in the wireless environment is described as 2 2[1/ , ],n nρσ ρσ  where 1ρ >  is a 
parameter that quantifies the size of the uncertainty. In the proposed double threshold 
decision, the lower threshold 1λ  is selected according to the minimum noise variance, and the 
upper threshold 2λ  is selected according to the maximum noise variance. Therefore, 
 2 1
1
2 / ( , ( ))
n f
u P u                                                      (4.19) 
 2 1
2
2 / ( , ( ))
n f
u P u                                                      (4.20) 
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The local decision iL  will be made by following the logic rule in (3.1). It is assumed 1,d iP  and 
1,f iP  denotes the detection and false alarm probability of the i-th SU corresponding to the 
lower threshold 1,λ  while 2,d iP  and 2,f iP  denote the detection and false alarm probability of 
the i-th SU corresponding to the upper threshold 2λ . For convenience, it is assumed the noise 
is a unit variance [49], then 
  { }1, 1 1 1| ( 2 , )d i i uP P E H Qλ γ λ= ≥ =                                        (4.21) 
 { } 11, 1 0
( , / 2)|
( )f i i
uP P E H
u
λλ Γ= ≥ =
Γ
                                          (4.22) 
 { }2, 2 1 2| ( 2 , )d i i uP P E H Qλ γ λ= ≥ =                                        (4.23) 
 { } 22, 2 0
( , / 2)|
( )f i i
uP P E H
u
λλ Γ= ≥ =
Γ
                                         (4.24) 
where (.,.)uQ  is the generalized Marcum Q-function, let 0, 1,,i i∆ ∆  denote the probability of 
1 2iEλ λ≤ <  for the i-th SU under hypothesis 0H  and 1H , the following can be derived 
 { }1, 1 2 1 1, 2,|i i d i d iP E H P Pλ λ∆ = ≤ < = −                                        (4.25) 
 { }0, 1 2 0 1, 2,|i i f i f iP E H P Pλ λ∆ = ≤ < = −                                       (4.26) 
Let , , ,, ,d i m i f iP P P  denote the probabilities of detection, missed and false alarm, respectively, at 
the i-th SU respectively, then it can be derived that  
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P P E H P                                                (4.27) 
 
, 1 1 1, 2,
{ | } 1
m i i i d i
P P E H P                                        (4.28) 
  
, 2 0 2,
{ | }
f i i f i
P P E H P                                                (4.29) 
The FC receives two kinds of information: 1 2K K+  local decisions and 1 2M K K− − energy 
values, which have to be fused to make the final decision. As shown in (4.5) an ‘n-ratio’ rule 
is used to combine the local decision. There are 1 2M K K− −  observed energy values that fall 
between the two thresholds. It shows that these 1 2M K K− −  SUs could not distinguish 
between the absence and presence of the PU, thus the FC makes a soft combination of the 
observation. Form [49], it can be derived that 1 2
1
M K K
ii
E− −
=
Ω =∑  follows the distribution: 
 
0
2
2 1 2 0
(2 )2
2 1 2 1
( )     ,  
( ) ,  
M K K u H
M K K u H


     
                                          (4.30) 
where 1 20 1
M k k
ii
γ γ− −
=
=∑  is the sum of SNR form (4.16) 
Hence, the probability of detection and false alarm with Ω  corresponding to a thresholdλ  
can be expressed as 
                               
2 1 2( ) 0
( 2 , )
D d M K K u
P Q                                                   (4.31) 
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(( ) )D f
M K K u
P
M K K u
  

  
 .                                         (4.32) 
Now for a target false alarm probability fP  based on (4.32), the threshold can easily be 
obtained as  
 1
1 2 1 2
2 (( ) , (( ) ))
f
M K K u P M K K u                                 (4.33) 
Finally, the FC makes a final decision according to (4.7), either the soft combination or the 
hard combination is ‘1’ the FC will decide 1H  and vice versa. Based on the detection method 
discussed above, if dQ  is used to denote the cooperative probability of detection and fQ  to 
denote false alarm, then the overall sensing performance derivation can be obtained. 
3.5.1 Probability of Detection   
The cooperative probability of detection _d nQ for the ‘n-ratio’ is derived. First, the expression 
for “1–ratio” is derived. Then subsequently the ‘n-ratio’ expression is derived. For “1-ratio”, 
under 1H  when 1 2K K<  according to (4.5), the FC will decide 1H . When 2 0K = , for 
detection 1 1K ≤   
 1 1
1
2 1
_ 1 ,1
1
M
M K K
d n d
K
K K
Q P
M M


              
                                          (4.34) 
when 2 1K = , for detection 1 2K ≤   
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d n d m
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              
                         (4.35) 
and so on and so forth. 
When 2 1( / 2 1),  K M K> −    will always be less than or equal to 1K , and in this case 
contributions to the probability of detection will be zero. Hence, the dQ  expression for “1-
ratio” logic is given as follows:  
  
2
1 2 1 2
2 1 2
/2 1
2 1
_ 1 ,1
0 1 2
   M M K M K K K K
d n d m
K K K
K K
Q P P
M M K
    
 
  
                   
                   (4.36)
for the ‘n-ratio’, when 2 ( 1) / ( 1K n M n> − +   , 1K will be less than or equal to 2 /K n   , and 
in this case contribution to the probability of detection will be zero. For the ‘n-ratio’, the 
summation of 1K  will change from 1( / 1)K n +    to 2( )M K− . The final ‘n-ratio’, expression 
is given by: 
2
1 2 1 2
2 1 2
( 1)/( 1) 1 1
2 1
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0 / 2
   n M n M K M K K K K
d n d m
K K K n
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Q P P
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 
    
                   
                   (4.37) 
Substituting the ‘n-ratio’ and soft fusion into (4.7), the overall sensing performance 
expression can be given as: 
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3.5.2 Probability of False Alarm  
Under H0 when 2 1( )n K K∗ > , the FC will decide 1H . Similar to dQ , fQ  can be expressed as 
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                                                                           (4.39) 
The probability of missed detection can be expressed as  
 1d mQ Q= −                                                                (4.40) 
3.5.3 Performance over fading channel  
In this section, the average detection probabilities over Rayleigh channels are derived. The 
same double thresholds models are used for flat fading Rayleigh channel. Under Rayleigh 
fading channel, probability of false alarm fP  will remain the same as in the case of AGWN 
channel, as it depends only on the distribution of the noise. Since under the Rayleigh channel, 
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the signal amplitude follows a Rayleigh distribution [49]. The SNR γ  follows an exponential 
PDF given by [49]: 
           
1
( ) exp ,         0,f
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 
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                                       (4.41) 
The average dP  in this case denoted by dRayP can be evaluated by averaging (4.21) over (4.41) 
from [49, 120] yielding: 
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                        (4.42) 
Using equation (4.42), similar to the AWGN case, the cooperative probability of detection 
can be derived using the same steps and method described in section (3.5.1).  
3.6 Simulation Results 
In this section, to evaluate the performance of the proposed AF CSS scheme, simulation 
results are shown to compare the proposed approach with the tradition approaches based on 
the receiver operating characteristic (ROC). The effects of different parameters on the 
proposed algorithm were examined, such as the number of SUs and channels, channel 
availability and different values of the signal-to-noise-ratio. Links from the PU to the 
cognitive relays (SUs) and from the SUs to the FC are assumed to be independent and 
identical.  
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For the simulation in this chapter, the PU network is assumed to be a DVB-T2 signal [78], 
the bandwidth of the PU signal is 8 MHz, modulation type is QPSK. The average occupancy 
rate for the PU is set to 50%, i.e. the probability of presence and absence of the PU signal is 
fixed to an equal probability (0.5), respectively. The simulation is based on the Monte Carlo 
in MATLAB method with 50,000 iterations. The summary of the simulation parameters for 
analysing the developed CSS algorithm’s performance evaluation is shown in Table 3.1. 
These simulation results are presented through receiver operating characteristics (ROC) 
curves and probability of detection curves in relation to SNR. 
 
Table 3.1 Simulation parameters for the developed CSS AF algorithm 
Parameter Value 
PU bandwidth 8 MHz 
Local sensing 50 µs 
Frame length 60 
FEC blocks per frame 50 
Channel condition AWGN, Rayleigh 
SNR range -10dB to 10dB 
Iterations 50,000 
Number of SUs (Relay’s) 1-10 
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Figure 3.4 Performance comparison of a conventional single threshold, a conventional double 
threshold and a “soft 1-bit” double threshold energy detector with single relay AF scheme.  
Figure 3.4 shows a ROC curve highlighting the performance of the conventional single 
threshold detection, conventional double threshold detection and a “soft 1-bit” double 
threshold energy detector using the proposed AF CSS algorithm under AWGN and Rayleigh 
fading channels, respectively. There is a single relay in the system and the SNR between the 
PU and SUs is 10dB. The local sensing time is 50 µs. Figure 3.4 indicates that the double 
threshold AF CSS method has better performance detection than the conventional 
cooperative method, while the proposed AF CSS “soft 1-bit” double threshold gave a better 
performance than the other methods. As the probability of false alarm increases, the 
probability of detection increases for all the algorithms, but the detection rate for the “soft 1-
bit” double threshold is at a higher rate due to the higher accuracy of energy measure at the 
local SUs. For example, when the probability of false alarm is 310−  under Rayleigh fading, 
the probability of detection is 0.54 for the conventional single threshold detection, 0.83 for 
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the conventional double threshold detection and 0.99 for the “soft 1-bit” double threshold. It 
can be seen from the plots that there exist a particular value of fQ  that maximizes sensing 
performance. This value depends on the channel condition. A general observation is that 
spectrum sensing detection slightly decreases under Rayleigh fading channel when compared 
to AWGN conditions. 
 
Figure 3.5 Probability of detection vs. SNR of a conventional single threshold, a conventional 
double threshold and a “soft 1-bit” double threshold energy detector with Qf = 0.1 and 0.01, R = 
10 AF relay scheme over AWGN channel. 
Figure 3.5 and Figure 3.6 show the probability of detection in relationship to SNR (dB) with 
10 AF relay nodes, using the proposed AF CSS algorithm with Qf = 0.1 and 0.01 and SNR 
ranging from -10dB to 10dB for both AWGN and Rayleigh channels, respectively. The local 
sensing time is 50 µs. 
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Figure 3.6 Probability of detection vs SNR of a conventional single threshold, a conventional 
double threshold and a “soft 1-bit” double threshold energy detector with Qf = 0.1 and 0.01, R = 
10 AF relay scheme over Rayleigh channel. 
It can be observed that at a lower SNR the probability of detection for a “soft 1-bit” double 
threshold compared to that of the conventional ED and double threshold ED shows 
performance is improved, but this improvement slightly decreases as the SNR increases but is 
still significantly higher than the other two schemes. For example, in Figure 3.6, at an SNR of 
2dB, 0.1fQ =  under Rayleigh fading channel the probability of detection is 0.94 for the 
conventional single threshold detection, 0.96 for the conventional double threshold detection 
and 0.98 for the “soft 1-bit” double threshold. While at SNR of -10dB under the same 
conditions, the probability of detection is 0.75 for the conventional single threshold detection, 
0.8 for conventional double threshold detection and 0.85 for the “soft 1-bit” double threshold. 
Hence, the scheme at both low and high SNR provides a significant detection performance 
improvement.  
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Figure 3.7 Probability of detection of the AF CSS scheme with multiple relays Qf = 0.1 over 
AWGN and Rayleigh channels. 
Figure 3.7 shows the probability of detection in relationship to SNR with different numbers 
of relay nodes (1, 2 and 5) using the proposed AF CSS algorithm with and without the direct 
link. Qf = 0.01 and SNR ranging from -10dB to 10dB for both AWGN and Rayleigh fading 
channels. Firstly, Figure 3.7 shows that by increasing the number of SUs in the scheme the 
probability of detection is increased as a result of increased spatial diversity. In addition, as 
the SNR increases under all conditions the probability of detection increased. For example, in 
Figure 3.7 at 2dB when the numbers of SUs are 1, 2 and 5, the probability of detection under 
Rayleigh fading are 0.34, 0.56 and 0.78 respectively. When the direct link is incorporated the 
rate of detection increases significantly at low SNR. For example, when the SNR is -10dB 
and number of SUs are 5 the probability of detection difference between the non-direct link 
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and direct link under Rayleigh channels increased by approximately 0.7dB.  
 
Figure 3.8 ROC curves of the AF CSS with direct link and non-cooperative schemes under 
Rayleigh Fading. 
Figure 3.8 shows a ROC curve highlighting the detection performance probability of the 
proposed AF CSS scheme when a direct link is considered. A single SU and 2 SUs are spread 
in the network to perform local sensing. A non-cooperative scheme using different numbers 
of SUs are shown for comparison. The SNR between the PU and SUs is 10dB under a 
Rayleigh fading channel. The local sensing time is 50 µs. It can be observed that the 
probability of detection increased as the probably of false alarm increased in all the curves, 
but the detection rate for the proposed scheme with the direct link had a higher detection rate 
even at a higher false alarm rate. For example, when 0.1fQ = , and 2 SUs are considered, the 
probability of detection of the proposed scheme that included a direct link increased by 
approximately 17% under the same conditions as compared to one without a direct link. 
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3.7 Conclusion 
In this chapter, two important design criteria for cooperative spectrum sensing were focused 
on, which are the sensing accuracy and the sensing efficiency. A novel relay-based AF CSS 
architecture for CR networks using an improved cooperative ED has been considered. The 
proposed architecture combined the PU and relay (SUs) transmissions to achieve diversity 
against fading, using AF cooperation which has the potential of reduced complexity and cost. 
Analytically expressions for a “soft-1 bit” double threshold combination scheme to reduce the 
communication overhead, improve the local probability of detection and hence the global 
probability of detection were derived taking into account all sensing performance to exploit 
all the observed information from local secondary users. The proposed CRs network 
cooperative probabilities of detection, false alarm and missed detection for the proposed 
relay-based AF CSS scheme over AWGN and Rayleigh fading channels using multiple relays 
were formulated. 
The effects of different parameters on the proposed algorithm were examined such as the 
number of SUs and channels, channel availability and different values of the signal-to-noise-
ratio. Firstly, through simulation the performance of the conventional single threshold 
detection, conventional double threshold detection and a “soft 1-bit” double threshold energy 
detector using the proposed AF CSS algorithm under AWGN and Rayleigh fading channels 
were presented. The simulation results demonstrated the proposed AF CSS “soft 1-bit” 
double threshold had a much better detection performance of up to approximately 40% than 
the other methods. Secondly, simulation results demonstrated that at a lower SNR the 
probability of detection for a “soft 1-bit” double threshold, compared to that of the 
conventional ED and double threshold ED performance is improved under the same 
conditions (approximately 11% detection increase), but this improvement slightly decreases 
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(approximately 4% detection increase) as the SNR increases but is still significantly higher 
than the other two schemes. Subsequently, simulation results demonstrated the probability of 
detection in relationship to SNR (dB) with different numbers of relay nodes using the 
proposed AF CSS algorithm with and without the direct links as the SNR increased under all 
conditions the probability of detection increases. Finally, ROC curves highlighting the 
detection performance probability of the proposed AF CSS scheme were presented. It was 
observed that the detection probability of the proposed AF CSS under Rayleigh fading 
scheme increased when the direct link was incorporated and also as the number of SUs 
increased, the detection probability increased.  
In this chapter the problem of sensing accuracy and the sensing efficiency in cooperative 
spectrum sensing are focused on. The simulation results showed that the proposed scheme 
significantly reduced the error of missed detection and increased the probability of detection. 
Increase in detection probability is important since CRs are designed to continuously monitor 
spectrum and detect the presence of the PU’s. However, the main drawback of the proposed 
scheme as well as other CSS in literature is that under practical conditions, the differences in 
local sensing reliability between the SUs are not considered. Hence, in the next chapter, the 
problem of spectrum sensing reliability and SU agility are addressed. An evidence based CSS 
schemes is considered which instead of treating all sensing terminals indiscriminatingly, 
treats each SU in the CR network in a practical independent manner by assigning a credibility 
value.
4 Evidence-based Decision Fusion Scheme for 
CSS in Cognitive Radio Networks 
In this chapter, an evidence based decision fusion CSS schemes has been considered for 
overcoming the hidden terminal problem, improving reliability, and increasing SU 
agility. Under practical conditions, the combination of conflicting evidences with the 
classical Dempster Shafer theory (DS theory) rule may produce counter-intuitive results 
when combining the SUs sensing data evidence leading to poor CSS performance. In 
order to overcome and minimise the effect of conflicting data, and to enhance 
performance of the CSS system, a novel evidence-based decision fusion scheme CSS is 
proposed in this chapter. The approach is based on the credibility of evidence from the 
SUs sensing decision, which represents the similarity or the relation among the different 
SUs sensing data evidence, and a dissociability degree measure which indicates the 
quality or clarity of the SUs sensing data evidence. Furthermore, a weighted averaging 
factor determined by the credibility and dissociability of the SU sensing data evidence is 
proposed. Simulation results presented show that under practical conditions the 
proposed scheme enhances the performance of the CSS system when compared to 
traditional fusion rules such as AND rule, OR rule, that do not take into account the 
difference in local sensing reliability between the SUs. When compared to other fusion 
rules such as the Chair Varshney (CV) rule [101] and DS theory fusion [121] it also 
demonstrated an improved performance. The effects of different parameters such as the 
number of SUs, channel type, channel availability and different values of the average 
SNR, on the proposed algorithm were examined. 
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4.1 Introduction 
In wireless channels, the hidden terminal problem which can lead to a very low SNR at the 
SUs is one of the biggest challenges of implementing spectrum sensing. In a case whereby a 
single SU sensing is shadowed, in severe multipath fading and shadowing effects, the SU 
may not reliably detect the PU signal and access the channel when there is a primary signal 
present causing interference to the licensed PU [2, 5]. As discussed in chapter 2, CSS is 
considered for overcoming the hidden terminal problem. To overcome the hidden terminal 
problem and increase the spectrum sensing reliability, CSS has been studied in [2, 13, 100, 
109, 114, 121-126]. 
In general, CSS can be classified as either being centralised or distributed. Centralised CSS 
operates in two categorised as follows: a) the observations are pre-processed by the SUs to 
produce their measurement or test statistics. From the reported measurement, the FC makes 
the final judgment [14, 37, 42, 47, 79, 103, 109, 127, 128]; b) the FC processes the total 
received samples forwarded from each SU to make the final decision [47, 86, 114, 124, 125, 
129]. Category b) requires a large portion of overhead as SUs report their collected samples. 
Therefore, the gain from cooperation may be exhausted by the overhead of communication. 
Thus, category a) attracts wider interest [36], hence, this chapter focuses on the fusion rule in 
category a) centralised CSS where the FC makes a final sensing decision based on the Basic 
Probability Assignment (BPA) of the sensing data received from each involved SU. The 
detection probability and false alarm probability are determined by the fusion rule. 
In [100], an optimal data fusion rule, originally mentioned in [101], was applied by 
combining with a counting rule. Though it gave a good detection performance when the 
channel state changes, it required a long time period to converge which under practical 
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condition can lead to poor performance. In [122] an optimal half voting rule was proposed, 
but it only gave a good performance under impractical condition i.e. when identical threshold 
for all SUs are considered. In [121] a method was proposed for combining all SUs spectrum 
decisions and their self-assessed credibility of each decision by means of Dempster Shafer 
theory (DS theory) of evidence, which is suitable for fast-changing radio frequency (RF) 
environments, due to its ability to assign uncertainty to propositions. However, under 
practical conditions, illogical results may be obtained by the DS theory combination rule 
when the conflicts between SUs sensing data are high [130-132], leading to low performance. 
In [123], a method was proposed to try to overcome this problem by assigning a relative 
relationship between SUs to adjust the credibility of the decision. It directly sets the weight 
for each user by assuming certain knowledge of each SUs average SNR, which is not easy to 
obtain, especially in low a SNR regime.  
Unfortunately, the combination of conflicting evidences with the classical DS theory rule 
may produce counter-intuitive results when combining the SUs sensing data evidence leading 
to poor CSS performance. Hence, in order to minimise the effect of conflicting data along the 
trend of research in [131-135], a novel evidence-based decision fusion scheme CSS is 
proposed in this chapter. This approach is based on the credibility of evidence from the SUs 
which represents the similarity or the relation among different SUs sensing data evidence, 
and a dissociability degree measure which indicates the quality or clarity of the SUs sensing 
data evidence. Furthermore, a weighted averaging factor determined by the credibility and 
dissociability of the SU sensing data evidence is proposed. 
In most of the previous work on CSS that considers weighted contribution from each user, the 
focus was on the following: (i) how to obtain the optimal weight for each user based on some 
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performance criteria, by assuming knowledge of the local probabilities of false alarm and 
detection of each local detector which may not be known in practice, [136, 137] (ii) directly 
setting the weight for each user by assuming certain knowledge of each user's SNR, which is 
not easy to obtain, especially in low SNR a regime [123, 125, 138, 139]. Contrary to previous 
works, this work does not assume any knowledge of the performance of each SU detector, 
but rather uses the local decisions made by the SUs to estimate the BPA for each SU. The 
BPAs are obtained without the knowledge of each SUs SNR, which makes the proposed 
evidence-based scheme more practical. 
In this chapter, a CR network with one PU and multiple SUs, which are operated in a time-
slotted mode, have been considered. In general, the current CSS research including the hard 
decision fusion rule [109, 124, 128, 140] and soft decision rule [42, 141-143], assume that the 
received average SNRs are approximately the same at each of the SU. This assumption 
simplifies the calculation of the final sensing performance, including the probability of 
detection and probability of false alarm. On the other hand, when considering the channel 
shadowing effect, it cannot handle the practical inhomogeneous situations, where the average 
SNR varies among cooperative users. Instead of treating all sensing terminals 
indiscriminatingly, the proposed scheme treats each SU in the CR network in a practical 
independent manner by assigning a credibility value and a dissociability measure to the SUs 
sensing data evidence.  
The main contributions of this chapter can be described as follows: 
• Designing a novel evidence-based decision fusion scheme CSS for CR networks that 
uses both the credibility of SUs sensing data evidence and dissociability degree 
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measure of SUs sensing data evidence, in the form of a weighted averaging factor 
which is then taken into account when making the final decision at the FC. 
• Analytically deriving expressions for the credibility of evidence from the SUs sensing 
data which represents the similarity or the relation among different SUs sensing data 
evidence. 
• Deriving the correlation coefficients between the local decisions using a distance of 
evidence rule and a correlation matrix (CM), this gives an insight into the agreement 
between the sensing decisions evidence. 
• Evaluating and deriving expressions for a dissociability degree measure of evidence 
from the SUs sensing data which indicates the quality or clarity of the SUs sensing 
data evidence.  
• Developing an algorithm for a weighted averaging factor and final fusion determined 
by the credibility value and dissociability degree measure of the SU sensing data 
evidence. 
• Simulation and discussion of the effect of different key parameters such as the 
number of SUs, channel type, probability of false alarm, probability of missed 
detection and the average SNR on the performance of the proposed evidence-based 
decision fusion scheme. 
 
The rest of this chapter is organised as follows: A CSS system model and the detection 
problems for local sensing at SUs are presented in section 4.2. A review of DS theory of 
evidence has been presented in section 4.3. In section 4.4, the proposed evidence based CSS 
scheme and the local SUs energy detection algorithm are introduced. In section 4.5, the BPA 
estimation of the SUs sensing data is presented. The evaluation of the credibility and 
Chapter 4                           Evidence-based Decision Fusion Scheme for CSS in CR Networks                              
 
112 
PhD Thesis by Oluyomi Simpson 
University of Hertfordshire, Hatfield, Herts. AL10 9AB, United Kingdom 
dissociability degrees are presented in section 4.6 and 4.7, respectively. The analysis of the 
modified combination rule and the analysis of the final decision are detailed in section 4.8 
and 4.9, respectively. In section 4.10, a summary of the proposed algorithm is outlined. 
Simulation results and analysis are presented through receiver operating characteristics 
(ROC) curves, and other performance related curves in section 4.11. Finally, conclusions are 
drawn in section 4.12. 
4.2 System Model  
A system model which is similar to the general system model described in section 2 is 
considered. In order to increase detection reliability of a CR network, a CSS scheme is 
considered instead of a single SU as illustrated in Figure 2.12. The SUs conduct local 
spectrum sensing by applying an energy detector to measure the PU’s signal energy in each 
sensing frame. After the spectrum sensing process, each SU computes its own local detection 
and the decision along with a corresponding credibility denoted by crd are then transmitted to 
the FC, where a global decision is made. The whole CSS process can be categorised into two 
stages: 
1. Local sensing at the SUs. 
2. Final decision at the FC. 
4.2.1 Local Spectrum Sensing Algorithm 
Individual SUs perform local spectrum sensing in a distributed manner for detecting the PU 
signal. The detection problem for local sensing is in effect a binary hypotheses testing 
predicament that can be represented as follows [41]: 
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                                       0
1
:    ( ) ( )
:    ( ) ( ) ( ) ( )
H y t n t
H y t h t s t n t
=
 = +
                                            (4.1) 
for 1,..., ,t M=  where t  represents the discrete time index and M denotes the number of 
observation, H0 and H1 are correspond to hypotheses of absence and presence of the PU 
signal, respectively, ( )y t  represents the received data at the i-th SU, ( )h t  represents the 
channel gain, ( )s t is the PU’s transmitted signal and ( )n t  is the additive white Gaussian 
noise. The following assumptions are made: 
• The PU, SUs and FC are considered to be in the same region where they share a 
common spectrum allocation. 
• The channels corresponding to the different SUs are independent. 
• The noise n(t) is a independent complex Gaussian random variable.  
• The PU’s signal s(t) is an independent random process. 
• The PU’s signal s(t) is independent of the noise n(t). 
Different SUs are presented with unique credibility based on its local sensing owing to 
changes in channel conditions between the PU and SUs. Therefore, the parameter 
“credibility” Crd  is a variable that changes with corresponding channel condition ih  and the 
distance iD  between the PU and the i-th SU. 
                                                                            ( , )i i iCrd f h D=                                                                         (4.2)    
where iCrd  represents the detection credibility from the i-th SU. Each SU has different 
possibilities for hypotheses H0 and H1, and a total credibility for its detection. Therefore, the 
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detection result can be divided into three parts as illustrated in Figure 4.1, where 0( )Crd H
and 1( )Crd H  are the credibility for hypotheses H0, and H1 to be true based on local sensing at 
the i-th SU, respectively. 1 2{ , }H HΩ =  can be interpreted that either hypothesis could be 
true. Therefore, ( )Crd Ω  conveys total uncertainty of local detection at the i-th SU. 
 
Figure 4.1. Decision Result Construction at the i-th SU 
4.2.2 Final Decision at the Fusion Centre  
Having analysed the decisions and their associated credibility iCrd , at each i-th SU, the FC 
has the task of combining the received data using the DS theory of evidence combination 
which an adequate choice (see section 4.3). But the combination of conflicting evidences 
with the classical DS theory combination rule may produce counter-intuitive results when 
combining the SUs sensing data evidence. Hence, it is proposed that the FC employs an 
enhanced DS theory combination scheme in softly combing the two types of data, and 
making a final decision on whether the PU is present.  
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4.3 A Review of Dempster-Shafer Evidence Theory  
DS theory is an approach to represent uncertain knowledge and to accomplish the uncertainty 
reasoning [144]. It has become an important method in data fusion [144]. DS theory of 
evidence has attracted much attention in a wide variety of fields such as intelligence, 
identification, automotive, fuzzy and wireless communication [131-134]. Due to the 
stochastic characteristics of wireless communication channels, there is uncertainty in local 
detection results at SUs. Considering that DS theory is used in managing uncertainty, it is a 
good choice for decision making in CR systems. In this section, a brief review of DS theory 
of evidence is carried out. A more complete introduction can be found in Shafer’s original 
work [145]. 
4.3.1 Basic Probability Assignment (BPA) 
Let 1 2{ , ,... }nA A AΩ =  be a finite set of mutually exclusive possible hypotheses, referred to as 
the frame of discernment. The power set 2Ω  is the set of all subsets of Ω  including itself and 
the null set ∅  [132].  
DS theory assigns a mass (degree of belief) to each subset in the power set 2Ω . While 
traditional probability theory employs a measure of probability to assign to each atomic 
hypothesis iA  in the frame of discernment, the mass in DS theory is assigned not only to each 
atomic hypothesis, but also to combinations of hypotheses. Hence, each subset in the power 
set is assigned a mass. The function m , that assigns a mass in the range of [0,  1] to each 
subset A, is called Basic Probability Assignment (BPA). This function satisfies the following 
conditions [132]: 
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 ( ) 0,m ∅ =                                                                   (4.3) 
and   
 ( ) 1.
A
m A
⊆Ω
=∑                                                              (4.4) 
The value of a mass (roughly equivalent to probability) is the belief that supports hypothesis 
A, but does not support any subsets of A. 
Associated with m  are a belief or credibility function bel and a plausibility function pl and 
are defined to characterise the uncertainty and the support of certain hypotheses. These two 
measures, derived from the mass values, are respectively defined as a map from a set of 
hypotheses to an interval [0, 1] for all A⊆ Ω  as follows [146]: 
 
|
( ) ( )
B B A
bel A m B
⊆
= ∑                                                          (4.5) 
and the plausibility functions as: 
                                
|
( ) 1 ( ) ( )
B B A
pl A bel A m B
≠∅
= − = ∑

,                                         (4.6) 
bel(A) can be understood to be a global measure of the believe that hypothesis A is true, while 
pl(A) can be summarised as the amount of belief that could potentially be placed in A, if 
further information becomes available [133]. The pignistic transformation maps a belief 
function m to the pignistic probability function. The pignistic transformation of a belief 
function m on 1 2{ , ,... }nA A AΩ =  is given by [130]: 
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( )( ) ,    
1 ( )B
A B m BBetP A A
B m⊆Ω
∩
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− ∅∑                                      (4.7) 
where A  is the cardinality of set A . In a particular case where ( ) 0m ∅ =  and A∈Ω , i.e., A  
is a singleton of Ω , 
                                1
( )( ) , ,..., ,    n
A B
m BBetP A A A A B
B∈
= = ⊆ Ω∑                         (4.8) 
4.3.2 DS Theory Combination Rule 
The mass function from different information sources, jm  where ( 1,..., )j d=  are combined 
with DS rule of combination, also called an orthogonal sum. The result is a new mass 
function [132]: 
                               1 2( ) ( ... )( )k d km A m m m A= ⊕ ⊕ ⊕                                           (4.9) 
 which incorporates the joint information provided by the sources, is given by [132]: 
                          
1 2 ... 1
1( ) ( ( ))
1
d k
k j j
A A A A j d
m A m A
K = ≤ ≤
 
=  −  
∑ ∏

                                 (4.10)     
where                     
 
1 2 ... 1
( ( ))
d
j j
A A A j d
K m A
∩ =∅ ≤ ≤
 
=  
 
∑ ∏                                               (4.11)                                                  
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K represents a measure of conflict between the different sources or contracting mass 
assignments, and it is introduced as a normalisation factor. In a practical system of evidence 
combination, the different evidence to be combined are not always concordant, there may be 
conflicts among them. This stems from the fact that in DS theory rule of combination, the 
conflicting mass assignments are discarded which may lead to counterintuitive behaviours 
among SUs conflicting mass assignments [132]. 
4.4 Cooperative Spectrum Sensing based Evidence theory 
The DS combination rule is commutative and associative, and can be extended to combining 
multiple evidences in CSS sequentially [132]. After receiving all the sensing decisions with 
corresponding credibility iCrd  from the i-th SUs, according to DS theory of evidence 
combination, the FC makes a final decision on the observed band. This process can be 
categorised into steps, illustrated by the evidence-based decision fusion scheme for CSS 
block diagram in Figure 4.2. 
 
 Figure 4.2. Evidence-based Decision Fusion Scheme for CSS. 
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4.4.1 Energy Detection 
An energy detector is used to carry out the local spectrum sensing. To measure the signal 
power in a particular frequency region in time domain, a band-pass filter is applied to the 
received signal and the power of signal samples is then measured at i-th SU. The decision 
statistic is an estimation of the received signal power which, is given at each SU by the 
sensing matrix [41]: 
                                            
2
1
N
E i
i
y y
=
=∑                                                                   (4.12) 
where iy  is the i-th sample of received signal from the PU and N = 2TW, where T and W are 
correspondent to the detection time and the signal bandwidth in Hz, respectively. In the 
absence of coherent detection, when the number of required samples N is large enough 
( )300 ,N >  using the CLT, Ey  can be modeled as a Gaussian random variable under both 
hypotheses H0 and H1, with mean 0µ , 1µ  and variance 
2
0σ , 
2
1σ , respectively [49], such that 
 
0
1
2,             20
2( 1),    2 (2 1)1
N N
N N
µ σ
µ γ σ γ
= =
= + = +



                                              (4.13) 
where γ  is the average SNR of the PU signal at the i-th SU.  
4.4.2 Basic Probability Assignment (BPA) Estimation in CSS 
In order to apply the DS theory of evidence to make a final decision, the frame of 
discernment denoted by Ω  is defined as 1 0{ , , }H H Ω , where Ω  denotes either hypotheses is 
true. After each sensing period, each SU will estimate its self-assessed decision credibility, 
which is equivalent to the BPA assignment for the two hypotheses H0 and H1, respectively. 
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The DS combination rule is commutative and associative hence, an appropriate BPA function 
is a cumulative distribution function (CDF) instead of a PDF given by [132, 134]: 
                   ( ) ( )
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E i
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where (.)m  is equivalent to (.)Crd , which is described in section 4.2.1, ( )0ii Em y H  and 
( )1ii Em y H  are the BPAs of hypothesis H0 and H1 of the i-th SU, respectively. Using these 
functions, the BPA of hypotheses H0 and H1 are unique for each test statistics value iEy and 
vary in such a way that the larger 
iE
y  is the larger ( )1ii Em y H  and the smaller ( )0ii Em y H
are and vice versa [134]. The credibility from individual SUs and uncertainty are subject to 
the following constraint [121]: 
 1 0( ) ( ) ( ) 1i i im H m H m+ + Ω =                                                (4.16) 
4.5 Basic Probability Assignment (BPA) Credibility Degree 
Instead of combining all the SUs self-assessed BPA which assumes they are all equal, the 
BPA of each SU should be assigned a credibility to highlight the reliability of the different 
SUs sensing data, for improving sensing accuracy. Subsequently, an additional stage at the 
FC to calculate the credibility of each BPA is proposed. 
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Generally, if all the self-assessed BPA evidence is assigned credibility, that piece of evidence 
should be more important and has more effect on the final fusion decision. On the contrary, if 
the self-assessed BPA evidence is highly conflicting with other bodies of evidence, this BPA 
should be less important and has little effect on the final fusion decision. To establish the 
credibility value of each self-assessed BPA, the correlation coefficients between the self-
assessed BPAs are used. Using a distance of evidence rule as defined in [147], the distance of 
evidence between each BPA is given by: 
0 1 0 1 0 1
1( ( ), ( ) ( ( ) ( )) ( ( ) ( ))
2
T
BPA i i i i i id m H m H m H m H m H m H= − −D                 (4.17) 
where 0( )im H  and 1( )im H  are the BPAs of the i-th SU and the Jaccard matrix D  is a 
2 2Ω Ω×  matrix to measure the conflict of the focal elements in 0( )im H  and 1( )im H , whose 
elements are [147]: 
         ( , ) , ,
A B
A B A B
A B
∩
= ⊆Ω
∪
D .                                            (4.18) 
The introduction of the matrix has the advantage of taking the similarity between the BPAs 
into consideration. To describe the similarity between the BPAs, the correlation coefficient is 
defined as [148]: 
              0 10 1
0 1
( ), ( )
[ ( ), ( )]
( ) ( )
i i
i i
i i
m H m H
c m H m H
m H m H
=
⋅
 ,                              (4.19)
where 0( )im H  and 1( )im H  have the same definition as in (4.17). Considering the similarity 
among the subsets of Ω , matrix D  is used to modify the BPA from the i-th SU:  
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           0 0
1 1
( ) ( )
( ) ( )
i i
i i
m H m H
m H m H
′ =
 ′ =
D
D
.                                                  (4.20) 
Therefore, using equation (4.19) and equation (4.20) the correlation coefficient can be 
redefined as: 
                       0 10 1
0 1
( ), ( )
[ ( ), ( )]
( ) ( )
i i
i i
i i
m H m H
c m H m H
m H m H
′ ′
=
′ ′⋅
.                          (4.21) 
0 1[ ( ), ( )]i ic m H m H  satisfies the following requirement [148]: 
• 0 10 [ ( ), ( )] 1i ic m H m H≤ ≤  
•  
• 0 1 0 1[ ( ), ( )] 1 ( ) ( )i i i ic m H m H m H m H= ⇔ =   
• 0 1[ ( ), ( )] 0 ( ) ( ) ,i i i jc m H m H A B= ⇔ ∪ ∩ ∪ =∅  
where  and i jA B are focal elements of 0( )im H  and 1( )im H , respectively. 
Let the number of BPAs be n. Subsequently, after all the degrees of similarity between the 
BPAs have been obtained, a correlation matrix (CM), which gives an insight into the 
agreement between the BPAs evidence is given by:  
1 0 1 1 1 0 2 1 1 0 1
2 0 1 1 2 0 2 1 2 0 1
0 1 1 0 2 1 0 1
[ ( ), ( )] [ ( ), ( )] [ ( ), ( )]
[ ( ), ( )] [ ( ), ( )] [ ( ), ( )]
[ ( ), ( )] [ ( ), ( )] [ ( ), ( )]
n
n
n n n n
c m H m H c m H m H c m H m H
c m H m H c m H m H c m H m H
c m H m H c m H m H c m H m H
 
 
 =
 
 
 
CM


   

,
                                                                           (4.22) 
0 1 1 0[ ( ), ( )] [ ( ), ( )]i i i ic m H m H c m H m H=
Chapter 4                           Evidence-based Decision Fusion Scheme for CSS in CR Networks                              
 
123 
PhD Thesis by Oluyomi Simpson 
University of Hertfordshire, Hatfield, Herts. AL10 9AB, United Kingdom 
where the diagonal element 0 1[ ( ), ( )] 1i ic m H m H = . The credibility degree of the BPA of 
0( )im H  and 1( )im H  is given by: 
                0 1
1
1 [ ( ), ( )]
1
n
i i i
i
Crd c m H m H
n =
=
− ∑ .                                   (4.23) 
The credibility vector consisting of the credibility of all the BPAs from the SUs is defined by: 
           1, 2, ,[ ..., ]nCrd Crd Crd
Τ=CRD ,                                          (4.24) 
therefore, the following formulation can be obtained: 
          1
1 ( )
1 n n nn × ×
= −
−
CRD CM E I                                            (4.25) 
where n n×E and 1n×I are n-dimensional identity matrix and n-dimensional unit column vector, 
respectively. 
4.6 Basic Probability Assignment (BPA) Dissociability Degree  
The sensing decisions evidence dissociability denoted by DE is a function from a BPA m to
[0,1] , it expresses the degree of the BPA focusing to the singletons of the focal elements. 
When the classification results are described in terms of BPAs, the BPAs dissociability can 
be constructed by the determined principle in multiclass classification. Generally, when the 
BPA from each SU to each class is nearly equal, the classification ability is poor. The greater 
the differences that exist among the BPA, the more reasonable decisions that can be made. 
Therefore, the dissociability cannot reach 1 unless the BPA is a categorical BPA, satisfying: 
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1      ,( )
0    otherwise.
if A A
m A
∗ =
= 

                                               (4.26) 
where A∗  is one of the singletons in discriminate frame, thus A∗ ∈Ω ,Ω  is the discriminate 
frame. If the belief function focuses on all the singletons on A  equally, the dissociability is 0. 
Therefore, the dissociability degree DE can be defined as [149]:  
                   
1( ) 1 ( )ln( ( ))
ln( ) m mA A
DE m BetP A BetP A
M ∈
= + ∑                        (4.27) 
where ( )( )
1 ( )m B A
A A m BBetP A
B m⊆
∩
=
− ∅∑  is the pignistic probability [149], and M  is the 
cardinality of Ω .  
4.7 Modified Combination Rule 
It has been shown that credibility of evidence represents the relation among different sensing 
decisions evidence and the dissociability measure indicates the quality of the sensing 
decisions evidence. If both of the two factors are taken into consideration together, a better 
performance can be expected. Hence, a novel combination approach based on a modified 
weighted average BPA evidence is proposed.  
The weighted factor is generated by the credibility and dissociability of the BPAs evidence. 
Both can be derived based on the BPAs, thus no extra priori knowledge is needed. The 
weighted factor w is determined by both credibility Crd and dissociability DE as follows: 
             : ( , ) [0,1]w Crd DE                                                  (4.28) 
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If the SUs BPA has a relatively high credibility degree, defined based on the correlation 
coefficient between BPAs and one of them has a higher dissociability than the others, it 
should be more credible. That is because such credible BPA evidence is relatively less 
uncertainty at the same time. Such BPAs should have a larger weight. On the contrary, 
suppose that the SUs BPA are relatively incredible and if one of them has lower dissociability 
than the others, it should be more incredible and should be assigned to a less value of weight. 
However, for a BPA with a higher dissociability but lower credibility, lower weighted factor 
should be assigned to it. This indicates that the conflict between this BPA and others may be 
high. On the other hand, zero dissociability reflects the probability assigned to each singleton 
is equal, thus its weighted factor is mainly determined by credibility. The requirements for w 
can be summarised as: 
i. 0, 0
( ) ( )
w w
Crd DE
δ δ
> >
∂ ∂
  
ii. 0 1w≤ ≤   
iii. (1,1) 1w =   
iv. (0, ) 0w DE =  
v. ( ,0) ,0 1w Crd Crdλ λ= ⋅ < <  
Hence, the modified weights can be defined as follows: 
                  
1 ( ).
2
Crdw Crd crd DE−= + ⋅                                         (4.29) 
The factor 1 2  is needed in equation to normalise w  and to guarantee that 0 1w≤ ≤ . The 
weighted factor iw  for each BPA can be normalised by: 
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1
/ .
n
i i
i
w w w
=
= ∑                                                            (4.30) 
If all the BPAs evidence is available at the same time, the masses can be averaged and the 
combined masses calculated by combining the average values multiple times [150]. Thus, the 
BPA for the weighted averaged evidence m can be given by: 
            
1
( ) ( ),    
n
i
i
m A w m A A
=
= ⋅ ∈Ω∑                                           (4.31) 
If there are n pieces of evidence, the averaged BPA must be combined ( 1)n − . 
4.8 Final Decision  
According to DS theory of evidence, the combination of the averaged BPA can be obtained 
by [145]: 
              1 2 0... 10 1 2 0
( )
( ) ... ( )
1
n
n
i i
A A A H i
n
m A
m H m m m H
K
∩ ∩ = == ⊕ ⊕ ⊕ =
−
∑ ∏
               (4.32) 
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∩ ∩ = == ⊕ ⊕ ⊕ =
−
∑ ∏
               (4.33) 
where  
 
1 2 ... 1
( )
n
n
i i
A A A i
k m A
∩ ∩ =∅ =
= ∑ ∏                                                    (4.34) 
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In conclusion, the final decision computed at the FC is given as: 
 1 1 0: ( ) ( )H m H m H>                                                           (4.35) 
 0 0 1: ( ) ( )H m H m H> ,                                                        (4.36) 
which can be expressed in a compact form as: 
 
1
0
1 0( ) ( )
H
H
m H m H>< .                                                          (4.37) 
4.9 Summary of Algorithm  
The proposed evidence-based decision fusion scheme for CSS can be summarised as follows: 
Summary of the proposed evidence-based decision fusion scheme for CSS in CR Networks 
1.          Step 1: compute local spectrum sensing statistic (energy detector) 
2.          
iE
y using (4.12) 
3.          Step 2: compute the cumulative evidence probability  
4.          ( )1ii Em y H , ( )0ii Em y H  and ( )im Ω  using (4.14), (4.15) and (4.16). 
5.          Step 3: compute the distance of evidence between each BPA 
6.          0 1( ( ), ( )BPA i id m H m H  using (4.17) 
7.          Step 4: compute modification of BPA 
8.         0( )im H′  and 1( )im H′  using (4.20) 
9.          Step 5: compute the redefinition of correlation matrix  
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10.         0 1[ ( ), ( )]i ic m H m H using (4.21) 
11.          Step 6: compute the credibility vector 
12.         CRD  using (4.22) and (4.23) 
13.          Step 7: compute dissociability of each BPA 
14.         ( )DE m  using (4.27) 
15.          Step 8: compute weighted factor and normalised the weighted factor 
16.         w and w  using (4.29) and (4.30) 
17.         Step 9: compute the average BPAs 
18.         ( )m A  using (4.31) 
19.         Step 10: compute the combination of the weighted averaged evidence  
20.        0( )m H and 1( )m H using (4.32) and (4.33) 
21.         Step 11:  compute final decision 
22.         If 1 0( ) ( )m H m H>  then test supports  
23.        1H  
24.         else 0 1( ) ( )m H m H> test supports  
25.        0H  
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4.10 Simulation Results  
This section is used to evaluate the performance of the proposed evidence based CSS scheme, 
where simulation results are shown to compare the proposed approach with other related 
approaches based on the receiver operating characteristic (ROC) and probability of detection 
curves in relation to SNR curves. The effects of different parameters on the proposed 
algorithm were examined, such as the SUs with independent channels, channel availability 
and different values of the SNR. For the simulation in this chapter, the PU network is 
assumed to be a DVB-T2 signal [78], the bandwidth of the PU signal is 8 MHz and 
modulation type is QPSK. The average occupancy rate for the PU is set to 50%, i.e. the 
probability of presence and absence of the PU signal is fixed to an equal probability (0.5), 
respectively. The simulation is based on the Monte Carlo method in MATLAB with 100,000 
iterations. AWGN and Rayleigh channels are considered, there are six SUs spread in the 
network to perform local spectrum sensing. A summary of the simulation parameters for 
analysing the developed CSS algorithm’s performance evaluation are shown in Table 4.1. 
Table 4.1 Simulation parameters for the developed evidence based CSS 
Parameter Value 
PU bandwidth 8 MHz 
Local sensing 25 µs 
Frame length 60 
FEC blocks per frame 50 
Channel condition AWGN, Rayleigh 
SNR range -20dB to -8dB 
Iterations 100,000 
Number of SUs  6 
PU average occupancy rate 0.5 (50%) 
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Figure 4.3. ROC curves of the proposed scheme and the local sensing results (energy detection) 
at each SU over AGWN channel. 
 
Figure 4.4. ROC curves of the proposed scheme and the local sensing results (energy detection) 
at each SU over Rayleigh fading. 
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(1) Proposed Evidence based scheme (AWGN)
(2) SU with SNR = -10dB (AWGN)
(3) SU with SNR = -12dB (AWGN)
(4) SU with SNR = -14dB (AWGN)
(5) SU with SNR = -16dB (AWGN)
(6) SU with SNR = -18dB (AWGN)
(7) SU with SNR = -20dB (AWGN)
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(1) Proposed Evidence based scheme (Rayleigh)
(2) SU with SNR = -10dB (Rayleigh)
(2) SU with SNR = -12dB (Rayleigh)
(4) SU with SNR = -14dB (Rayleigh)
(5) SU with SNR = -16dB (Rayleigh)
(6) SU with SNR = -18dB (Rayleigh)
(7) SU with SNR = -20dB (Rayleigh)
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Figure 4.3 and Figure 4.4 show the ROC curves, highlighting the performance of the 
proposed evidence based scheme and energy detection result at each SU under AWGN and 
Rayleigh fading channels, respectively. A sensing time of 25 µs was considered. Energy 
detection is adopted as the local detection at the SUs. There are six SUs considered in the 
system. A practical scenario has been considered, where the six distributed SUs endure 
different channel conditions. The received signal condition at the six SUs are respectively -10 
dB, -12 dB, -14 dB, -16 dB, -18 dB and -20 dB. It is shown in both Figure 4.3 and Figure 4.4 
that the proposed CSS schemes which considers all the six SUs, outperforms any of the single 
standalone SUs. For example, when the probability of false alarm under a Rayleigh channel is 
0.1, the probability of detection improves by approximately 18% considering a single SU 
with channel conditions of -10 dB.  
 
Figure 4.5. ROC comparison between the proposed scheme, AND rule, OR rule, CV rule, DS 
theory fusion and Enhanced DS theory fusion over AGWN channel.  
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Figure 4.6. ROC comparison between the proposed scheme, AND rule, OR rule, CV rule, DS 
theory fusion and enhanced DS theory fusion over Rayleigh channel. 
Figure 4.5 and Figure 4.6 show the ROC curves, highlighting the performance of the 
proposed evidence based scheme compared to the AND rule, OR rule, CV rule [101], DS 
theory fusion [121] and enhanced DS theory fusion [123] under AWGN and Rayleigh fading 
channels, respectively. Six distributed SUs with diffrent distance measures to the PU are 
considered. Without loss of generality, the SNRs of the received PU signals at the SUs are 
assumed to be - 10dB, -12dB, -14dB, -16dB, -18dB and -20dB, respectively. Under these 
conditions, Figure 4.5 and Figure 4.6 show the ROC curves of different fusion rules, which 
can be split into two groups. The first group: AND rule, OR rule, and CV rule are considered 
as traditional hard decision CSS schemes [42, 151]. As discussed in chapter 2, hard decision 
have the fewest communication overhead (1-bit hard decision for CSS), but the sensing 
performance are evidently worse [42, 151]. The ROC curves of the AND rule, the OR rule, 
and the CV rule have performances than those of the other algorithms highlighted in Figure 
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4.5 and Figure 4.6. For example, under AWGN conditions, when the probability of false 
alarm is 0.1 the probability of detection for AND rule, the OR rule, and the CV rule are 
approximately 0.3, 0.5 and 0.6, respectively. 
The second group of CSS algorithms, DS theory fusion and enhanced DS theory fusion 
scheme can be considered as soft decision scheme, they utilise the BPA of the sensing data to 
be sent to the FC, and hence have a higher detection performance than the first group for a 
chosen false alarm probability value. The proposed algorithm falls under the second group, it 
utilises the BPA of the local sensing observation and fusion decisions are made at the FC. 
The results of this second group correspond with the maximum ROC curves. The proposed 
scheme has a better performance than both the DS theory fusion and enhanced DS theory 
fusion scheme. For example, under AWGN conditions, when the probability of false alarm is 
0.1 the probability of detection for the DS theory fusion, enhanced DS theory fusion and the 
proposed scheme are approximately 0.62, 0.72 and 0.82, respectively. The improvement is 
approximately 10%, while a similar improvement of approximately 9% under Rayleigh 
conditions can be observed.  
In general, it can be observed that spectrum sensing detection slightly decreases under 
Rayleigh channel conditions when compared to AWGN conditions. For example, in Figure 
4.5 and Figure 4.6, taking the proposed scheme into consideration, when the probability of 
false alarm is 0.2 the probability of detection under Rayleigh channels when compared to 
AWGN decrease by approximately 10%. 
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Figure 4.7. Probability of missed detection comparison between AND rule, OR rule, CV rule, 
DS theory fusion, Enhanced DS theory fusion and the proposed evidence based CSS scheme.  
In Figure 4.7, the probability of missed detection of the AND rule, OR rule, CV rule, DS 
theory fusion, Enhanced DS theory fusion and the proposed scheme are highlighted. Six 
distributed SUs with diffrent distance measures to the PU are considered under AWGN 
conditions. In order to evaulate the proposed scheme in a practial situaton, it is assumed that 
the first SU channel conditions is changed from -20 dB to -8dB, which is representable of a 
CSS problem, where an SU experiences fading. The next five SUs have the same AWGN 
channel with SNR = - 16dB. It is shown in Figure 4.7, that under the above conditions, the 
probability of missed detection PM of the OR rule is always the smallest and vice versa for the 
AND rule which indicates unsuitable performance in a practical scenario. The proposed 
scheme gives a lower probability of missed detection than the CV rule, DS theory fusion and 
enhanced DS theory fusion due to the effective BFA function, credibility adjustment, 
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dissociability and weight combination algorithm among the SUs. For example, at SNR = -18 
dB, the missed detection of the proposed scheme reduced by approximately 7% when 
compared to the enhanced DS theory fusion.  
4.11 Conclusion 
In this chapter, a novel evidence based decision fusion scheme CSS for CR networks that 
uses both a credibility of SUs sensing data evidence and dissociability degree measure has 
been proposed. Furthermore, a weighted averaging factor determined by the credibility and 
dissociability of the SU sensing data evidence has also been proposed. The proposed 
approach has been used to overcome and minimise the effect of conflicting SUs sensing data 
evidence when using a classical DS theory combination rule. 
A CR network with one PU and multiple SUs, which are operated in a time-slotted mode, 
have been considered. Instead of treating all sensing terminals indiscriminatingly, the 
proposed scheme treats each SU in the CR network in a practical independent manner by 
assigning a credibility value and a dissociability measure to the SUs BPA evidence. Local 
spectrum sensing was carried out at each SU using an energy detector to estimate the 
received signal power. An appropriate BPA function as a form of cumulative density function 
(CDF) was used. Instead of combining all the SUs (self-assessed BPA which means treating 
all BPA’s equally), the BPAs of each SU are modified by a credibility evidence to improved 
sensing accuracy. Subsequently, an enhanced stage to the FC was proposed. 
To establish the credibility value which represents the relation among different sensing 
decisions evidence of each SU sensing decision, the distance of evidence between each BPA 
was derived using a distance of evidence rule. Afterwards, to describe the similarity between 
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the SUs, a correlation coefficient was defined. A matrix was used to modify the BPA from 
each SU. Subsequently, after all the degrees of similarity between the BPAs had been 
obtained, a correlation matrix and credibility vectors consisting of the BPAs were expressed. 
To ascertain the quality of the BPA evidence a dissociability measure DE was formulated 
using a pignistic probability. Finally, weighted factor has been generated based on the 
credibility and dissociability of the BPAs with no extra priori knowledge needed. The 
combination of the averaged BPAs evidence was also obtained using the DS evidence theory 
combination rule. 
Simulations were performed under AWGN and Rayleigh fading, respectively. The results 
have demonstrated that under practical condition the proposed scheme significantly improved 
performance for CSS when compared to the AND rule, OR rule, which do not take into 
account the difference in local sensing reliability between SUs. Also when comparing against 
the CV rule, DS theory fusion and enhanced DS theory fusion there is an improved 
performance in CSS. The missed detection probability of the proposed scheme decreased by 
approximately 7% when compared to the enhanced DS theory fusion. 
In this chapter, two important design criteria for CSS were focused on, which are the sensing 
reliability, and SU agility. The simulation results showed that the proposed scheme yields a 
significant improvement in the detection probability as well as a considerable reduction in the 
missed detection probability without any prior knowledge of the primary system by utilising 
DS theory. However, the main drawback of the proposed scheme as well as other soft data 
fusions (including the CSS scheme used in chapter 3) are the bandwidth required for 
transmitting the sensing data. Hence, in the next chapter the problem of quantisation in CSS 
is investigated.
5 Enhanced Quantization for Cooperative 
Spectrum Sensing in Cognitive Radio  
The transmission overhead in a CR network should be as minimal as possible, meaning 
that utilizing a wideband reporting channel to transmit raw sensing statistic is not 
efficient. A wideband reporting channel increases spectrum sensing times, which in turn 
reduces data transmission duration, thereby reducing the throughput of the SUs. A 
large overhead also increases cost and reduce spectrum efficiency. The CSS scheme in 
chapter 4 provided a considerable enhancement in the probability of detection and a 
significant reduction in the probability of false alarm without any prior knowledge of 
the PU signal by utilizing evidence theory. However, the main drawback of the 
proposed evidence based CSS scheme as well as a host of other soft data fusion 
schemes, is the bandwidth requirement for transmitting the sensing measurements to the 
FC. Hence, in this chapter, different quantization schemes for CSS are proposed to 
reduce the transmission overhead, increase throughput and improve the overall 
spectrum efficiency in a CR network which can be significant in high data rate 
applications. First, a Maximum Likelihood Estimation (MLE) for CSS for both a 
uniform and output entropy quantization schemes are proposed. Then evidence based 
CSS with quantization are considered. Simulation results presented, show that under 
practical conditions these schemes can achieve good detection performance, 
comparable to conventional soft decision schemes, with reduced communication 
overhead. 
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5.1 Introduction  
To overcome the hidden terminal problem and increase the spectrum sensing reliability, CSS 
schemes have been studied in [13, 100, 109, 114, 121-124, 126]. To reduce detection time 
and increase SU gain, CSS was considered in [2, 13, 109, 152]. In CSS, the SUs transmit 
their sensing statistics to the data FC. A data fusion rule is subsequently carried out to fuse 
the recovered data and make a global decision [129]. Owing to the receiver diversity gain, the 
global decision is considered much more reliable than the local decisions. In most literatures 
of CSS [43, 100, 122, 143], local SUs are assumed to perform their individual decisions to 
decide on the presence or absence of the PU signal, which can be equivalent to a 1-bit 
quantization. At the FC, the quantized decisions are combined using counting rules, under 
such a circumstances; the optimal fusion scheme is the “k out of n” rule [14]. Nevertheless, 
the scheme is suboptimal [88] when the numbers of CR’s n are not infinite. Even though the 
overhead communication requirements in this method are reduced, the detection performance 
considerably reduces. Hence leading to the motivation for using quantized soft data statistics 
in CSS that do not considerably reduce detection performance [2, 102, 140, 153-155].  
There are a number of traditional quantization schemes in that quantize soft data statistics 
[104, 156, 157]. Mostly, all of these quantization schemes need some sort of prior 
information of the PU’s signal which is not always available in a practical CR network. A 
two-bit hard combination which achieves a good sensing detection was proposed in [47]. 
However, the quantization thresholds are based on an intuitive criterion of the received signal 
energy at individual SUs and cannot be proven to be optimal. A multi-bit quantization 
scheme was proposed in [153] to apply the deflection criterion [156] however an optimal 
quantization was not implemented. In [12, 158], a Lloyd based LLR quantizer was proposed, 
but it required full knowledge of prior probability of PU’s signal and it was assumed the 
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reporting channels are perfect, this is not always practical. In [42], a soft decision based CSS 
algorithm for an OFDM based PU signal was designed using a quantized LLR. It was 
assumed that the distribution of the received signal at the individual SUs under the alternative 
hypothesis is known.  
In this chapter, quantization methods are considered for output entropy quantization for a 
MLE based CSS scheme and an evidence based CSS scheme. For the MLE based CSS 
scheme, an output entropy quantization MLE based CSS using an estimator algorithm for the 
composite hypothesis testing is developed. Here, the MLE of the energy measurements are 
quantized to use instead of the quantized versions of LLRs used in [12] for detecting a PU 
signal. Contrary to [2, 12, 42], it is assumed that the PU signal is unknown. A novel uniform 
threshold quantization scheme and an output entropy quantization are proposed to provide 
less complex overhead as a potential benefit of sensing data volume that may help speed up 
the PU signal detection process.   
For the evidence based CSS scheme, a scheme that quantizes the BPA data at each SU before 
sending it to the FC is developed. The proposed scheme takes into consideration the 
characteristics of the hypothesis distribution under diverse SNR of the PU signal. It is 
assumed that there is no prior knowledge of the PU signal. A novel combination scheme 
similar to that in chapter 4 is developed at the FC. A combination gain corresponding to that 
in chapter 4 is achieved, while only a minimal amount of bandwidth for the reporting channel 
is needed. 
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The main contributions of this chapter can be described as follows: 
• Designing a novel optimal entropy quantization for (MLE) for CSS for CR networks 
using a uniform threshold quantizer (UTQ) and an output entropy quantization 
scheme.  
o Deriving Maximum Likelihood estimator for a CSS scheme and optimize it by 
adjusting the parameter associate with the threshold distribution.  
o Evaluate and deriving expressions for a proposed (UTQ) and an output 
entropy quantizer and evaluating their performance for a low SNR range. 
 
• Designing a novel evidence-based decision fusion CSS quantization scheme for CR 
network. 
o Evaluating and deriving expressions for a proposed (UTQ) and an output 
entropy quantizer using LLR. 
o Developing an algorithm for the quantization of the credibility value and 
dissociability degree measure of the SU sensing data evidence. 
o Simulation and discussion of the effect of different key parameters such as the 
probability of error, channel type, probability of false alarm, probability of 
missed detection and the average SNR on the performance of the proposed 
scheme. 
The rest of this chapter is organised as follows: A Lloyd-Max algorithm is described in 
section 5.2. In section 5.3, an optimal entropy quantization for a MLE based CSS scheme is 
presented. An evidence based quantization scheme is presented in section 5.4. Finally, in 
section 5.5 the conclusions are presented. 
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5.2 Lloyd-Max algorithm 
Generally, all the quantization methods are primarily based on the optimal Lloyd-Max 
quantization scheme and will be referred to further on in this chapter. As a result, the details 
of these quantization methods are provided in this section. An algorithm for designing an 
optimal quantizer using MMSE distortion measure was presented in [159]. Assuming a D-
level bit quantizer Q(y) of an input value y is given by a set of quantization levels 
, 1, 2,..., .il i D=  and quantization boundary , 1, 2,...,it i D= . The principle of quantization 
requires 0 1 1... D Dt t t t−−∞ = ≤ ≤ ≤ ≤ = ∞  and takes ( ) iQ y l=  if 1( , ),    i 1, 2,...,i iY t t D−∈ = , 
where 1( , )i i il t t−∈ . The optimal quantization in the sense of MMSE can be achieved from the 
following Lloyd-Max quantization criterions [12, 159]: 
      1
2
i i
i
l lt − +=                                                             (5.1) 
where 
 1
1
( )
( )
i
i
i
i
t
Yt
i t
Yt
y f y dy
l
f y dy
−
−
⋅
=
∫
∫
 ,                                                          (5.2) 
( )Yf y  is the PDF of input Y . The quantization levels which ought to be centroid of the PDF 
in the quantization interval 1( , )i it t−  is represented by equation (5.2), the quantization 
boundaries which are the middle point between two neighbouring quantization levels are 
represented by equation (5.1). The distortion is defined by the MSQE as follows [159]:  
                           
1
2
1
( ) ( ) .i
i
tD
i Yi t
R y l f y dy
−
=
= − ⋅∑ ∫                                                     (5.3) 
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The Lloyd-Max algorithm carries out of the following operation [159]: 
• Iteration 1: Guess the initial set of quantization levels il  1, 2,...,i D=  
• Iteration 2: Calculate the quantization boundaries it  using equation (5.1). 
• Iteration 3: Re-calculate the quantization levels il  using equation (5.2). 
• Iteration 4: Estimate the distortion R by (5.3) and the value of relative distortion                                              
error Rδ  :  
                                            1
1
R R
R
R
R R
R
δ −
−
−
=                                                                (5.4) 
• Iteration 4: Repeat iteration 2 and iteration 3 until no further distortion reduction. 
5.3 Optimal Entropy Quantization for Maximum Likelihood Estimation 
for Cooperative Spectrum Sensing. 
A type of global decision known as hard decision in CSS facilitates easy implementation and 
reduces the bandwidth requirement on the reporting channel between the SUs and the FC, but 
these advantages come at the expense of data loss and reduction in performance [88]. The 
alternative soft decision fusion CSS schemes in previous research works [5, 109, 125, 143] 
provide a considerable enhancement in the probability of detection at the expense of 
increased bandwidth required for transmitting the sensing measurements to the (FC). Owing 
to the constraint of control of the reporting channel bandwidth, the local sensing statistic 
ought to be quantized before subsequently transmitting to FC. Using quantized local decision 
values of a local statistic or Log-Likelihood Ratio (LLR) can help reduce the required 
reporting channel bandwidth and improve CSS performance [42, 160].  
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A LLR quantizer that utilizes the distribution parameters of sensing data was proposed in [12] 
and [2]. However, it requires a full knowledge of prior probability of the PU’s signal which is 
not always available. Also, it was assumed that the reporting channels are perfect, which can 
lead to performance losses under practical conditions. In [42], a soft decision based CSS 
scheme for an OFDM PU network using the quantized versions of LLR’s was proposed. 
However, it was assumed under the alternative hypothesis that the distribution of the received 
signal is known, even though under practical conditions this may not be the case. Contrary to 
the simple hypothesis LLR test in which the PDFs under both hypotheses are completely 
known, a practical scheme in which a composite hypothesis test must accommodate unknown 
parameters is proposed. The MLE statistics are quantized and sent to the FC as an alternative 
of the quantized decision statistics of LLRs. Uniform and optimal entropy quantization’s 
schemes are proposed to reduce the reporting channel overhead. The proposed scheme gives 
a simple and practical implementation of CSS with negligible loss as compared to the optimal 
case of using quantized LLRs, which can be significant in high data rate applications.   
5.3.1 System Model 
In this section, a system model as shown in Figure 5.1  which is similar to the general system 
model in section 2.9 is considered. N SUs are considered for the CSS scheme. The local SUs 
utilise the autocorrelation coefficients of the PU signal during each sensing period. The 
following assumptions are made: 
• It is assumed that the sensing time is large enough, such that the PU signal can be 
modeled as a Gaussian distribution for a complex random variable  
• Channels corresponding to individual SUs are assumed to be independent and all SUs 
and the PU share the same spectrum allocation.  
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• Both the sensing channels and reporting channels are assumed to be independent and 
identically distributed (i.i.d). 
 
Figure 5.1 A maximum likelihood D-level quantizer based cooperative spectrum sensing scheme. 
The PU detection problem is formulated as a composite hypothesis testing problem, where 
0H  denotes the presence of the PU and 1H  denotes the absence of the PU [41].                                                 
The SUs transmit quantized values of the MLE observations to a FC to make a final decision. 
The essential performance criteria for CSS at the FC are the probability of detection, the 
probability of missed detection, and the probability of false alarm which are denoted by , ,d mlP  
,m mlP  and , ,f mlP  respectively. Note by definition, , ,1 .m ml d mlP P= −  Let the constraints on the 
probability of false alarm and the probability of missed detection be denoted by mlα  and mlβ , 
respectively, thus, ,f ml mlP α≤ and , .m ml mlP β≤   
5.3.2 Maximum Likelihood Estimation (MLE) 
The local decisions are assumed to be the quantized values of the MLE outputs of the PU 
signal. As opposed to the simple hypothesis test (LLR) in which the PDFs under both 
hypotheses are completely known. It is assumed that the PDFs under H0 or under H1 or both 
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hypotheses may not be completely known. The PU signal is assumed to be a DVB-T2 (see 
section 2.12.1) with an OFDM signal that consists of sum of narrowband subcarriers that are 
typically modulated by using phase shift keying (PSK) or quadrature amplitude keying 
(QAM). The presence of a cyclic prefix (CP) gives OFDM signals the following well-known, 
convenient property [161]:  
• The autocorrelation coefficients are nonzero at delays dTτ = ± , where dT  is the 
number of samples corresponding to useful symbol length in an OFDM block.  
Without loss of generality, a sampling factor of 1 is assumed. Therefore dT  also represents 
the number of subcarriers for the DVB-T2 system. The OFDM signal is constructed by 
feeding dT  symbols to an Inverse Fast Fourier Transform (IFFT) through serial to parallel 
conversion [161].  
The hypothesis testing problem for detecting the PU signal is giving by [41]:  
   0
1
:    ( ) ( )
:    ( ) ( ) ( )
H y t w t
H y t s t w t
=
 = +
                                                    (5.5) 
where ( )y t  is the received complex OFDM signal, ( )s t is the PU’s transmitted signal and 
( )w t  is the complex circular additive white Gaussian noise. Under the assumption of a large 
IFFT size and using the CLT [53]: 
 
2
2
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w t
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

                                                           (5.6) 
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where (.)  denotes the Gaussian distribution for a complex random variable, 
2
sσ   and 
2
wσ   
are the variance of the ( )s t  and ( )w t , respectively. Therefore, 
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
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 .                                             (5.7) 
Considering ( ) ( ) ( )r iy t y t jy t= +  to be circularly symmetric Gaussian random variables, the 
real and imaginary parts of y  is given by [161]:  
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 ,                                                        (5.8) 
where (.)τ  denotes the Gaussian distribution for a complex random variable,
2
yσ   is the 
variance of the ( )y t . For a cyclic prefix-OFDM (CP-OFDM) signal, the values of the 
autocorrelation coefficient ( ) [ ( ) ( )] / [ ( ) ( )]E y t y t E y t y tρ τ τ∗ ∗= +  for lags dTτ = ±  under the 
two hypotheses are given by [161]: 
             0
1 1
:   ( ) 0
:   ( )
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ρ ρ
± =
 ± =
 ,                                                  (5.9) 
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cT  is the number of samples corresponding to CP in an OFDM block. If the MLE of the 
autocorrelation coefficient at the i-th SU is denoted by ir , the MLE of ρ  can then be 
evaluated in terms of the received observation [ (0),..., ( 1)]dy y M T+ −  by [161]: 
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0
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d
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d
t
i M T
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y t y t T
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y t
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−
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=
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∑
                                               (5.11) 
where {.}ℜ  is the real part of a complex number, M  is the number of observation, dT  
denotes the number of symbols in an OFDM data block, and .dM T  The distribution of ir  
can be approximated for a low SNR in the absence of the knowledge of the true 
autocorrelation coefficient by [161]: 
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                                                      (5.12) 
where 0θ >  and 2 1
2M
σ = . 
Subsequently, the MLE ir  needs to be quantized. Let d be the number of bits used for 
quantizing ir  to achieve the required local soft decision 
su
ir  and D  be the corresponding 
number of the quantization levels, where 2dD = . The i-th SU transmits a d-bit sequence suiS
over a non-ideal reporting channel. Hence, due to channel errors, the received d-bit sequence 
at the FC fciS  might be different from the transmitted sequence 
su
iS . The testing rule used to 
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decide on the presence (H1) or absence (H0), of the PU signal, at the FC is based on the global 
test statistic [39]:  
                                          
1
01
N H
fc
n fc
Hi
T r η
=
>= <∑                                                               (5.13) 
where the local soft decision corresponding to fciS  is the denoted by 
fc
nr  and the threshold fcη  
is used for the global decision. The probability of detection ,d mlP  can be calculated by [50]: 
         , 1 1( ) ( )d mlP T H T Hη γ η= Ρ > + Ρ =                                       (5.14) 
where η  is local detectors threshold and γ  is randomization parameter. The probability of 
error is given as follows [134]:  
                         , 0 , 1 ,min[ ( ) (1 ( ))],E ml f ml fc d ml fcP P P P Pη η= + −                             (5.15) 
where 0P  and 1P  are the global probability of the PU signal absence and presence, 
respectively, and ,f mlP  is the global probabilities of false alarm. 
5.3.3 The Optimal Entropy MLE Quantizer for CSS 
The primary aim is to design an optimal quantizer that will preserve the MLE value with 
minimum quantization bits. Hence, the obvious choice is a quantizer that minimizes an output 
entropy distortion [56, 162]. The quantizers at each of the local sensors are assumed to be 
independent and identical. For each local SU, the thresholds for the quantization region are
, 1, 2,...,it i D=  and the quantization levels for each of the SU are denoted by , 1, 2,..., .il i D=  
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5.3.4 Uniform Threshold Quantization  
In general, MLE can be quantized by a uniform threshold quantization (UTQ) algorithm, 
which is the simplest and most commonly used quantization algorithm. It is straightforward 
to design and practical to implement [104].  
Let a quantization region at each of the individual SUs of ( , )δ δ−  be considered. The 
quantization interval 2
D
δ
∆ = , which is the middle point between two neighbouring 
quantization levels. The value of δ  is chosen to ensure that the decision for hypothesis H1 is 
made if  and decision for hypothesis H0 if . When 3δ σ= , the selected 
quantization region ensures that majority of the distribution region of ri gets covered for 
hypothesis H0. The quantization levels for the quantizer at the SUs are given by [104]: 
                             ( 0.5) ,    1,2,..., .il i i Dδ= − + − ∆ =                                           (5.16) 
If 0 ,..., Dt t  are the quantization region thresholds, then: 
                                       0 ,     Dt tδ δ= − = ,                                                             (5.17) 
           1 ,    1,2,..., -1
2
i i
i
l lt i D++= =                                            (5.18) 
5.3.5 Proposed Uniform Threshold Quantization  
If a UTQ is considered as shown in Figure 5.2, where 2,D =  the quantization level l1 and l2 
each includes half of the distribution of ri under 0H , respectively. Hence, for low values of D 
even at high SNR, the scheme may result in detection loss. The SUs ought to be able to keep 
ir δ> ir δ< −
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the desired probability of false alarm even in the worst conditions. Therefore it is proposed 
that the quantization region is divided in such a way that the local threshold η  for each local 
detector is the center of the quantization region. Hence, the proposed quantization region is 
( , )δ η−  when taking each individual SU into consideration.  
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    Figure 5.2 Uniform Threshold Quantization with quantization levels D = 2.  
 
The quantization regions ( , )δ η−  are uniformly divided into 2
D  regions, therefore, the 
quantization interval is given by: 
 
2( )
D
η δ+
∆ =                                                               (5.19) 
If 0 ,..., Dt t  are the quantization region thresholds with η  as the centre, then: 
 0 1,     2 ,Dt tδ η δ+= − = +                                                     (5.20) 
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     1,2,..., ,it i i Dδ= − + ∆ =                                                  (5.21) 
 1      1,2,...,
2
i i
i
t tl i D++= =                                                   (5.22)
For the proposed UTQ with 2D =  and 0.01mlα =  (the assumed best constraint false alarm 
rate), the quantization level il  covers approximately 99% of the distribution of H0 and 2l  
covers the remaining approximately 1% of the distribution under H0, as shown in Figure 5.3. 
When the proposed UTQ is compared to the original UTQ scheme there is an increase in the 
region of the distribution under 1H . This results in an improvement of the detection 
performance. The improvement depends on the choice of η .  
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Figure 5.3 Proposed Uniform Threshold Quantization with quantization levels, 2D =  
5.3.6 Threshold 
The improvement in the probability detection lies on the selected threshold. For the proposed 
UTQ, the quantization regions are divided in such a way that the local threshold η for each 
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individual SU are the centre of the quantization region. The improvement in the detection 
performance depends on the choice of η, The value of η can be optimized by properly 
formulating the optimization problem. The thresholds are chosen to preserve the required 
probability of false alarm αml and are given by:  
 
2 (2 )mlerfc
ση σ=                                                            (5.23) 
where erfc is the error function. 
5.3.7 Optimal Entropy Quantizer  
When considering a fixed quantization level, output entropy is a good theoretic criterion of 
quantizer trustworthiness [162]. In [162] a quantizer which maximizes the output entropy was 
proposed, it was shown to be approximately the same when compared to a minimum average 
entropy (MAE) quantization for certain types of signal distributions including a Gaussian 
distribution which is suitable in this section. The output entropy quantization scheme is less 
complex and more practical to implement than an optimal MAE quantization scheme [162]. 
For implementing an output entropy quantization, let the range of ir  under 1H  be split into 
D  levels hence, the quantization levels have a value of 1D . Therefore, the probability mass 
function (PMF) for the quantized local soft decision suir  is given by [162]: 
 
1
 ( ) ( ) 1 / ,     1,2,...,i
i
i
tsu
i i rt
r l f y dy D iP D
−
= = = =∫                                (5.24) 
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where (.)
ir
f  denotes the PDF under 0H . Assuming 0t = −∞  and ,it = ∞  the rest of the 
thresholds it  can be calculated for  1,  2,...,  1i D= −  from equation (5.24). The quantization 
level is the centroid region between the thresholds 1it −  and it   is given by [162]:   
 1
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i
i
i
i
i
t
rt
i t
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x f y dy
i D
f y
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−
−
=
⋅
=
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∫
                                             (5.25) 
5.3.8 Proposed Optimal Output Entropy Quantization 
The optimal output entropy, similar to the UTQ also has a poor performance for small values 
of .D  Thus, a similar approach to the case of the UTQ is proposed. The quantization region 
( , )δ η−  is split into 2
D  levels. Each level has the same PMF value of 2 ( )F
D
η , where ( ).F  is 
the cumulative distribution function (CDF) of ir  under 0.H   Therefore, the PMF value for the 
quantized suir  is given as follows: 
       
1
 ( ) ( ) 2 ( ) / ,     1,..., / 2i
n
i
tsu
i i rt
r l f y dy F D i DP η
−
= = = =∫                       (5.26) 
where (.)
nr
f  denotes the PDF under H0 . Assuming 0t = −∞  and /2Dt η= , the threshold 
, 1, 2,..., 1
2i
Dt i = − , can be calculated from equation (5.26). The other 2
D  levels are the 
mirror images of these levels with η as the center as follows: 
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2 ,    1,2,..., -1
2
.
i D i
D
Dt t i D
t
η −= − = +
= ∞
                                           (5.27)
The quantization level il  is the centroid of the region between the thresholds 1it −  and it , 
which are calculated from (5.25) for  1, 2,...,i D=  
5.3.9 Simulation Results 
This section is used to evaluate the performance of the proposed UTQ and optimal entropy 
quantization for MLE based CSS, where simulation results are shown to compare the 
proposed approach with other related approaches based on probability of detection in relation 
to SNR curves, and probability of error curves. The effects of different parameters on the 
proposed algorithms were examined, such as the quantization methods, number of 
quantization levels, channel availability and SNR values. 
For the simulation in this chapter, the PU network is assumed to be a DVB-T2 signal [78], 
the bandwidth of the PU signal is 8 MHz and modulation type is QPSK. The number of 
samples corresponding to useful symbol length in an OFDM block 32dT =  and CP length
8cT = . The simulation is based on the Monte Carlo method in MATLAB with 100,000 
iterations. AWGN and Rayleigh fading environments are considered. There are six SUs 
spread in the network to perform local spectrum sensing. Gray mapping is used between the 
D quantization levels and the d-bit sequences while the constraints on the probability of false 
alarm and the probability of missed detection for the CSS are 0.01mlα =  and 0.01mlβ = . A 
summary of the simulation parameters for analysing the proposed CSS algorithm’s 
performance are outlined in Table 5.1.  
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Table 5.1 Simulation parameters for the MLE based CSS scheme. 
Simulation Parameter Value 
PU bandwidth 8 MHz 
Local sensing 25 µs 
dT  32 
cT  8 
Channel condition AWGN, Rayleigh 
SNR range -25dB to 0dB 
Iterations 100,000 
Number of SUs (N) 6 
mlα  0.01  
mlβ  0.01  
Mapping Gray Mapping 
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Figure 5.4 Probability of detection with different quanitization level values when SNR values at 
the SUs are changed from -25dB to 0 dB for a UTQ quantisation scheme. 
Figure 5.4 presents probability of detection curves for a MLE based CSS as a function of 
SNR. The performance of a UTQ and the proposed UTQ quantisation scheme when the 
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quantization levels D = 2 and D = 8 in are presented under AWGN and Rayleigh fading 
environments. The average SNR values at the six SUs are changed from -25dB to 0 dB. It can 
be observed that the detection performance for both the UTQ and the proposed UTQ 
quantisation schemes are similar when D = 8. However, at a lower value, when D = 2, there 
is a significant gain in the detection performance of the proposed scheme. For example, when 
the average SNR in the AWGN environments is -8dB and D = 8, the probability of detection 
of the UTQ scheme and the proposed scheme are approximately 0.89 and 0.95, respectively. 
However, when D = 2 under the same conditions the probability of detection of the UTQ 
scheme and the proposed scheme are approximately 0.18 and 0.52, respectively leading to an 
improvement of approximately 34%. A similar improvement of approximately 15% under 
Rayleigh fading conditions can be observed. Even for high SNRs, a probability of detection 
of 0.99 under the UTQ scheme cannot be achieved under the simulated conditions. 
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Figure 5.5 Probability of detection with different quantisation bits levels when SNR values at 
the SUs are changed from -25dB to 0 dB for an output entropy quantisation scheme. 
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In Figure 5.5, probability of detection curves for a MLE based CSS as a function of SNR are 
presented highlighting the performance of an output entropy quantisation and the proposed 
output entropy quantisation scheme, when the quantization levels D = 2 and D = 8 in both 
AWGN and Rayleigh fading environments. It can be observed that the detection performance 
for both the quantisation schemes are similar when D = 8. However, at a lower value, when D 
= 2, there is a significant gain in the detection performance of the proposed scheme. The 
observations are similar to that made regarding the quantisation schemes in Figure 5.4. When 
when D = 2 and the average SNR is -8dB, there is an improvement of approximately 20% 
and 14% under AWGN and Rayleigh fading conditions, respectively. 
 
Figure 5.6 Probability of error for different quantisation based CSS schemes when values of 
SNR are changed from = -20 dB to-10 dB. 
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Figure 5.6 presents the probability of error curves for different quantisation based CSS 
schemes as function of SNR.  The quantisation schemes considered are the proposed MLE 
based CSS using UTQ, the proposed MLE CSS using output entropy and a CSS LLR output 
entropy. The non-quantised MLE data are presented for comparison. Six different SUs are 
considered and the SNR values are changed from -20 dB to -10 dB. It is observed that the 
choice of quantization scheme affects the probability of error of the different CSS schemes. 
The proposed UTQ had the least performance. When compared to the LLR output entropy 
scheme the proposed output entropy performed slightly less. However, the proposed scheme 
gives a simple and practical implementation of CSS with negligible loss as compared to the 
optimal case of using quantized LLRs, which is vital in a practical scenario where the PU 
signal statistics are unavailable. 
5.4 Evidence Theory based Cooperative Spectrum Sensing with 
Quantization in Cognitive Radio Networks. 
An evidence based CSS quantisation scheme was proposed in chapter 4, however, the main 
drawback of the proposed scheme as well as other evidence based schemes such as [121] and 
[123] are the bandwidth required for transmitting the sensing data to the FC. The schemes 
transmit not just the sensing results but also the credibility and other related information to 
the FC. Thus, the bandwidth requirement will be extremely large when the number of SU 
increase leading to longer sensing times. It is advantageous to have shorter sensing and 
longer data times [29], if the sensing time is too long, the data transmission duration reduces 
thereby reducing the throughput of the SUs and underutilising the frequency spectrum. 
Evidence based CSS quantisation scheme increase sensing reliability and SU agility hence, in 
this section a quantization method to reduce the transmission data using evidence theory is 
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proposed to reduce the transmission data from the SUs to the FC using a LLR output entropy 
quantisation scheme similar to the MLE output entropy scheme in section 5.3. 
5.4.1 System Model 
A CSS scheme which is similar to that in section 2.18 is considered, where the average SNR 
of the PU signals received at the SUs are assumed to be identical. The Evidence-based CSS 
scheme shown in Figure 5.7 which is similar to that in Figure 4.2 is considered. The CSS 
process can be categorised into two stages: Local sensing at the SUs and final decision at the 
FC. 
 
Figure 5.7. Evidence-based Decision Fusion Scheme for CSS with quantisation. 
In the local sensing phase, each SU listens for the PU signal and measures the SNR of the 
channel using an energy detector as described in section (2.18.2). The received PU signal and 
the measured average SNR are used to estimate the BPA values as described in chapter 4. 
The BPA functions are defined as a form of a CDF equations (similar to equation (4.14), 
(4.15) and (4.16) : 
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where H0 and H1 are correspond to hypotheses of absence and presence of the PU signal, Ey  
can be modeled as a Gaussian random variable under both hypotheses H0 and H1, with mean 
0µ , 1µ  and variance 
2
0σ , 
2
1σ , respectively and ( )0ii Em y H  and ( )1ii Em y H  are the BPAs of 
hypothesis H0 and H1 of the i-th SU, respectively. Ω  denotes either hypotheses is true. 
The estimated BPAs are then transmitted to the FC where the credibility of SUs BPAs 
evidence (equation 4.24) and dissociability degree measure (equation 4.27) of the SUs are 
calculated, in the form of a weighted averaging factor (equation 4.31) which is then taken 
into account when making the final decision at the FC. According to the modified 
combination rule as described in section (4.7), the combination of the BPAs can be obtained 
by [145]: 
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where iA is one element of the set 1 0{ , , }H H Ω . The final decision equation (4.35) can be 
formulated by:  
 
1
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η λ><                                                                    (5.34) 
where 
 
is the global combination ratio and is a threshold that enables control 
of the false alarm and detection probability according to the requirements of the FC. 
5.4.2 Local Soft Decision Log Likelihood Ratio 
In the evidence based CSS scheme described in chapter 4, the SUs send their BPA values of 
their hypotheses to the FC instead of making a local hard decision. At least two elements 
have to be transmitted to the FC. After combining all of the BPAs from the SUs by the 
combination rule, the FC makes a decision based on the ratio between  and . 
Therefore, the ratio plays a very important role in the global decision. Therefore, the ratio 
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is assumed to be the local soft decision of the i-th SU. For computational convenience and the 
overall bandwidth reduction it is proposed to use a log likelihood ratio hypothesis testing at 
the SU as presented in section 5.4. The likelihood ratio is given by: 
                                              log 1
0
( )log
( )
i
i
i
m H
m H
η =                                                (5.36) 
is the local soft decision or the decision credibility of the i–th SU. 
5.4.3 Local decision Quantization 
The major drawback of an evidence based CSS data fusion is the bandwidth required for the 
reporting channel when the number of SUs are large, the bandwidth for reporting their 
sensing results to the FC will be huge and with an increase in bandwidth of the reporting 
reduces the utilizing of the spectrum because the sensing time increases. Hence, in order to 
reduce the overhead of the network, a local decision quantization methods are proposed here 
that enable the SU to only send a minimal amount of bits to the local sensing decision to the 
FC. The quantizers at each of the local sensors are assumed to be independent and identical. 
For each local SU, the thresholds for the quantization region are , 1, 2,...,it i D=  and the 
quantization levels for each of the SU are denoted by , 1, 2,..., .il i D=  
5.4.4 Uniform threshold Quantization for LLR 
The LLR can be quantized by a UTQ algorithm, which is the simplest and most commonly 
used quantization algorithm. It is straightforward to design and practical to implement [104]. 
Similarly to section (5.2), where a UTQ scheme was proposed to quantizer a general MLE 
statics, a similar scheme is employed. Instead of the MLE statics, the LLR of the local 
credibility in a logarithmic value log log( )i iη η=  is quantized to a multi-bit level. Let d be the 
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number of bits used for quantizing logiη  and D  be the corresponding number of the 
quantization levels, where 2dD = . For simplicity, let logi iη ∈ℜ  and iℜ  denotes the 
quantization region. 
Instead of using a normal UTQ which suffers from detection loss at low values of D even at 
high SNR, the proposed UTQ (section 5.3.5) is considered, that is, the quantization region is 
divided in such a way that the local threshold LTη  for each local detector is the center of the 
quantization region.  
Hence, the proposed quantization region is ( , )LTδ η−  when taking each individual SU into 
consideration. The quantization regions ( , )LTδ η−  are uniformly divided into 2
D  regions, 
therefore, the quantization interval is given by: 
 
2( )LT
D
η δ+
∆ =                                                             (5.37) 
If 0 ,..., Dt t  are the quantization region thresholds with LTη  as the centre, then: 
                                        0 1,     2 ,D LTt t ηδ δ+= − = +                                              (5.38) 
                                            1,2,..., ,it i i Dδ= − + ∆ =                                            (5.39) 
                        1      1,2,...,
2
i i
i
t tl i D++= =                                               (5.40) 
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The value of δ  is chosen to ensures that the decision for hypothesis H1 is made if i δℜ >  and 
decision for hypothesis H0  if iR δ< − . When 3δ σ= , the selected quantization region 
ensures that majority of the distribution region of iR  gets covered for hypothesis H0. 
5.4.5 Output Entropy quantization for LLR 
Designing an optimal quantizer that will preserve the MLE value with minimum quantization 
bits is imperative to minimize overhead bandwidth while getting detection performance high. 
Hence, the obvious choice is a quantizer that minimizes an output entropy distortion [56, 
162]. The output entropy quantization scheme is less complex and more practical to 
implement than an optimal MAE quantization scheme [162]. Hence, similar to section (5.4.2) 
an output entropy scheme is used to quantize the LLR.  
The optimal output entropy, similar to the UTQ also has a poor performance for small values 
of .D  Thus, a similar approach to the case of the UTQ is proposed. That is, the quantization 
region is divided in such a way that the local threshold LTη  for each local detector is the 
center of the quantization region. The quantization region ( , )LTδ η−  is split into 2
D  levels. 
Each level has the same PMF value of 2 ( )LTF
D
η , where ( ).F  is the cumulative distribution 
function (CDF) of iℜ  under 0.H   Therefore, the PMF value for the quantized iℜ  is given 
follows: 
 
1
 ( ) ( ) 2 ( ) / ,     1,..., / 2i
i
i
t
i R Li Tt
l f y dy F D i DP η
−
= = = =ℜ ∫                       (5.41) 
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where (.)
i
fℜ  denotes the PDF under H0 . Assuming 0t = −∞  and /2 LD Tt η= , the threshold 
, 1, 2,..., 1
2i
Dt i = − , can be calculated from equation (5.26). The other 2
D  levels are the 
mirror images of these levels with LTη as the center as follows: 
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 The quantization level il  is the centroid of the region between the thresholds 1it −  and it , 
which are calculated by: 
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A summary of the steps required to quantizer the LLR of the evidence based CSS is shown in  
Table 5.2 Summary of steps for quantization the LLR statistic. 
Summary of the steps for quantization the LLR statistic  
1.          Step 1:       Choose between a UTQ or an output entropy quantizer based on the CR  
2.                            network requirements. 
3.          Step 2:       Compute local spectrum sensing statistic using energy detector. 
4.          Step 3:       SUs compute the BPAs of 0H  , 1H  and the decisions credibility 
log
iη . 
5.          Step 4:       The decisions credibility logiη  is quantized based on the quantizer chosen                       
6.                            in Step 1. 
7.          Step 5:       The output which is a the multi-bit local decision will be transmitted to  
8.                            the FC. 
9.          Step 6:       The value of the decisions credibility logiη  is retrieved. 
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5.4.6 Data Fusion centre 
The entire system of the proposed CSS utilizing quantization data is shown in Figure 5.7, the 
proposed scheme included two phases, the local sensing phase and the fusion phase. The 
main difference is that the SUs will report to the FC a quantized decision credibility ratio 
instead of transmitting raw BPAs as in the chapter 4. This evidently reduces the reporting 
channel transmission overhead. In the fusion phase at FC, it is assumed that the decision 
credibility values of each SU will be retrieved by a de-quantization process. Similar to 
sections (4.3) and (4.4), the next step is to calculate the credibility degree of the de-quantized 
data using equations (5.44) - (5.45). The BPAs dissociability degree can then be calculate 
using equation (4.27). The weight factor using equation (4.29) is determined. Finally, 
combination using DS theory rule of combination decision is made equations (5.31) – (5.33)
and a final decision is made by equation (5.34). 
5.4.7 Simulation Results  
This section is used to evaluate the performance of the proposed evidence based CSS 
quantization scheme, where simulation results are shown to compare the proposed approach 
with other related approaches based on the receiver operating characteristic (ROC) and 
probability of error curves in relation to SNR curves. The effects of different parameters on 
the proposed algorithm were examined, such as the SUs with independent channels, channel 
availability and different values of the SNR. For the simulation in this chapter, the PU 
network is assumed to be a DVB-T2 signal [78], the bandwidth of the PU signal is 8 MHz 
and modulation type is QPSK. The average occupancy rate for the PU is set to 50%, i.e. the 
probability of presence and absence of the PU signal is fixed to an equal probability (0.5), 
respectively. The simulation is based on the Monte Carlo method in MATLAB with 100,000 
iterations. Rayleigh fading channels are considered, there are six SUs spread in the network 
Chapter 5                                   Enhanced Quantization for CSS in Cognitive Radio Networks                               
 
167 
PhD Thesis by Oluyomi Simpson 
University of Hertfordshire, Hatfield, Herts. AL10 9AB, United Kingdom 
to perform local spectrum sensing. A summary of the simulation parameters for analysing the 
developed CSS algorithm’s performance evaluation are shown in Table 4.1 
Table 5.3 Simulation parameters for the evidence based CSS quantization 
Parameter Value 
PU bandwidth 8 MHz 
Local sensing 25 µs 
Frame length 60 
FEC blocks per frame 50 
Channel condition Rayleigh 
SNR range -10dB to -20dB 
Iterations 100,000 
Number of SUs  6 
PU average occupancy rate 0.5 (50%) 
 
 
Figure 5.8 ROC of different CSS Schemes under with various channel conditions with different 
average SNR over Rayleigh fading. 
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Figure 5.9 show the ROC curves, highlighting the performance of the proposed evidence 
based CSS UTQ output entropy and UTQ schemes under Rayleigh fading channels. A 
sensing time of 25 µs was considered. There are six SUs considered in the system. A 
practical scenario has been considered, where the six distributed SUs endure different 
channel conditions. The average received signal condition at the six SUs are respectively -10 
dB, -12 dB, -14 dB, -16 dB, -18 dB and -20 dB. Figure 5.9 show the ROC curves of the AND 
rule, OR rule, CV rule [101] which are considered for reference purposes as conventional 
traditional as hard decision CSS scheme. The sensing performance of these convention group 
is obviously the lowest one, because they have the lowest communication overhead 
requirement, i.e., only 1-bit hard decision for CSS. The ROC curves of the AND rule, OR 
rule are lower than the CV rule [101], which is the optimal 1-bit hard decision fusion rule. 
The proposed evidence based CSS (in chapter 4), DS theory fusion [121] and enhanced DS 
theory fusion [123], require raw sensing data to be sent to the FC and hence, have higher 
values of the detection probability for a specific value of the false alarm probability. The 
ROC curves for the UTQ and the output entropy quantization CSS scheme show a minimal 
quantization degradation in respect to the evidence based CSS, but they outperform the other 
schemes. The observations indicate the effectiveness of the proposed evidence based method 
in chapter 4.   
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Figure 5.9 Probability of Error performances for evidence based CSS UTQ for different D 
values 
 
Figure 5.10 Probability of Error performances for evidence based CSS output entropy 
quantization for different D values 
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Figure 5.9 and Figure 5.10 presents the probability of sensing errors for bot the UTQ and the 
output entropy quantization scheme for CSS different number of quantization levels D. Six 
SUs are considered in the system, with a sensing time of 25 µs. To observe the effect of the 
SNR on the sensing performance of the proposed scheme, the six SUs in the CR network are 
assumed to have an identical value of PU’s signal SNR which is changed from -20 dB to -13 
dB. The probability of error is computed by [134]                        
0 1min[ ( ) (1 ( ))]E f fc d fcP P P P Pη η= + −                                   (5.46) 
Where fcη  is the global threshold, 0P  and 1P  are the probability of the PU signal absence and 
presence, respectively, and ,f mlP  is the global probabilities of false alarm. Figure 5.9 and 
Figure 5.10 show that the as expected that the error probabilities of the proposed quantization 
based CSS schemes decrease along with the increase of quantization levels. It is observed 
that the sensing error probabilities decrease as the signal SNR values increase. When 
comparing Figure 5.9 to Figure 5.10, it can be observed that at a low quantisation level D, the 
probability of error of the UTQ is slightly less than the output entropy. 
5.5 Conclusion  
In this chapter, quantization enhancement schemes for CSS for CR networks have been 
proposed. The first scheme proposed was a MLE based CSS scheme using a UTQ and an 
output entropy quantisation scheme.  
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For the MLE based CSS, the local decisions are assumed to be the quantized values of the 
MLE outputs of the PU signal, as opposed to the simple hypothesis test (LLR) in which the 
PDFs under both hypotheses are completely known. Hence the designed scheme could be 
used in a practical environment where there is knowledge of the PU signal. The primary aim 
was to design an optimal quantizer that will preserve the MLE value with minimum 
quantization bits. Hence, the obvious choice was a quantizer that minimizes an output 
entropy distortion. For low values of quantization levels even at high SNR, the scheme may 
results in detection loss. The SUs ought to be able to keep the desired probability of false 
alarm even in the worst conditions. Therefore it was proposed that the quantization region is 
divided in such a way that the local threshold η  for each local detector is the center of the 
quantization region. A quantizer which maximizes the output entropy was proposed, the 
output entropy quantization scheme is less complex and more practical to implement than an 
optimal MAE quantization scheme. The optimal output entropy, similar to the UTQ also had 
a poor performance for small quantization levels values. Thus, a similar approach to the case 
of the UTQ was proposed. Simulation results showed that the proposed scheme had 
significant improvement on detection performance at low quantization levels, and there were 
improvements of approximately 15% under Rayleigh fading conditions could be observed. 
When compared to the LLR output entropy scheme the proposed output entropy performed 
slightly less. However, the proposed scheme gives a simple and practical implementation of 
CSS with negligible loss as compared to the optimal case of using quantized LLRs 
The next quantization scheme proposed was an evidence based CSS quantization scheme. It 
incorporated the proposed UTQ and output entropy quantization algorithm. The proposed 
scheme included two phases, the local sensing phase and the fusion phase. The main 
difference with chapter 4 was that the SUs will report to the FC a quantized decision 
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credibility ratio instead of transmitting raw BPAs. This evidently reduced the reporting 
channel transmission overhead. In the fusion phase at FC, it was assumed that the decision 
credibility values of each SU were retrieved by a de-quantization process. A credibility and 
dissociability degree of the BPAs were calculated and the weight factor determined. Finally, 
DS theory rule of combination was used to combine the final decisions. The simulation 
results illustrated that the scheme can obtain high detection rate combination as well as a 
reduced reporting channel bandwidth. The ROC curves for the UTQ and the output entropy 
quantization CSS scheme showed minimal quantization degradation in respect to the 
evidence based CSS, but they outperform the other schemes such as the AND rule, OR rule, 
CV rule, DS theory fusion and enhanced DS theory. In this chapter, quantisation soft decision 
in CSS was focused on to reduce the demand on the reporting channel. The simulation results 
showed that the proposed scheme yields a significant improvement in the detection 
probability as well with minimal loss of information. 
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6 Conclusion and Future work 
This chapter summarizes the main contributions of this thesis and discusses interesting 
and important future research directions. 
6.1 Conclusion  
The rapid increasing interest in wireless communication has led to the continuous 
development of wireless devices and technologies. The modern convergence and 
interoperability of wireless technologies has further increased the amount of services that can 
be provided leading to the substantial demand for access to the radio frequency spectrum in 
an efficient manner. With this growth, the accessibility of high quality wireless frequency 
spectrum has become severely limited. This has led to a widespread belief that the spectrum 
frequency is a scarce resource and it is difficult to allocate spectrum frequency for new 
applications. However, real-time spectrum measurements have shown that the frequency 
spectrum is inefficiently utilised consequently, the real challenge is not the frequency 
spectrum scarcity but the inefficient spectrum utilization. CR a new concept of reusing 
licensed spectrum in an unlicensed manner promises to overcome over the evident spectrum 
underutilised caused by the inflexible spectrum allocation. However, a single sensing node in 
facing propagation environments may lead to the hidden terminal problem. When such a 
situation occurs a SU has to differentiate between a spectrum hole, where there is no primary 
signal, and a deep fade, where it is difficult to detect the PU signal. In order to minimise the 
hidden terminal problem, research efforts have concentrated on CSS where different SU work 
in partnership to detect the presence of a PU and provides diversity gains to tackle the fading 
and shadowing effects. 
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This thesis is devoted to the optimization of CSS schemes in CR.  Overviews were presented 
on different formulate problems related to the DSA in CR. A review of the fundamentals of 
spectrum sensing and state of the art spectrum sensing algorithms such as matched filter, 
energy detection and feature detection were analysed systematically and their performance 
criteria discussed.  An energy detection sensing algorithm due to its low complexity was used 
in most parts of this thesis. CSS i.e. collaboration between multiple SU was discussed and has 
been shown as a way to improve the underutilization of the frequency spectrum when the 
hidden terminal problem occurs. This approach led to the problem formulation of the thesis 
and the general system model and fundamentals used in the thesis were presented.  
An AF based cooperative sensing scheme with double energy thresholds was proposed in 
order to improve local sensing performance as well as global sensing performance. It was 
identified that most works do not consider a direct link between the PU and FC. Thus they 
ignore the benefits that can be extracted when the PU is involved in cooperation. It was 
shown that combining an AF protocol and double threshold detector, the performance of the 
probability of detection was increased both in a single relay and multiple relay scenario 
compared to that of conventional energy detection. The results indicated that the proposed AF 
double threshold CSS scheme has a significant improvement in terms of required average 
SNR for detection which increased as the number of relays increased. It was observed that the 
detection probability of the proposed AF double threshold CSS scheme increased when the 
direct link was incorporated and also as the number of cognitive relays increased, the 
detection probability increased. The scheme significantly reduced the error of missed 
detection and increased the probability of detection. The simulation results demonstrated the 
proposed AF CSS “soft 1-bit” double threshold had a much better detection performance of 
up to approximately 40% than the other methods. Also, simulation results demonstrated that 
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at a lower SNR the probability of detection for a “soft 1-bit” double threshold, compared to 
that of the conventional ED and double threshold ED performance improved under the same 
conditions (approximately 11% detection increase), but this improvement slightly decreases 
(approximately 4% detection increase) as the SNR increases but is still significantly higher 
than the other two schemes. 
However, the main drawback of the proposed scheme as well as other CSS in literature is that 
under practical conditions, the differences in local sensing reliability between the SUs are not 
considered. The next part of the thesis aimed to sensing reliability and increase detection 
performance. Therefore, an evidence based CSS scheme was presented. Under practical 
conditions, the combination of conflicting evidences with the classical Dempster Shafer 
theory (DS theory) rule may produce counter-intuitive results when combining the SUs 
sensing data evidence leading to poor CSS performance. In order to overcome and minimise 
the effect of conflicting data, and to enhance performance of the CSS system, a novel 
evidence-based decision fusion scheme CSS is proposed in this chapter. The approach is 
based on the credibility of evidence from the SUs sensing decision, which represents the 
similarity or the relation among the different SUs sensing data evidence, and a dissociability 
degree measure which indicates the quality or clarity of the SUs sensing data evidence. 
Furthermore, a weighted averaging factor determined by the credibility and dissociability of 
the SU sensing data evidence is proposed. Results have shown that the proposed scheme 
utilises the advantages of evidence which does not requires cohrent detection of the PU 
signal. It also showed that the proposed scheme can achive an improved gain of combination 
for CSS than other rules such as the “Or”rule, And” rule, and the “CV” rule during specific 
practical cases. Simulation results showed that the missed detection probability of the 
proposed scheme decreased by approximately 7% when compared to the enhanced DS theory 
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fusion. Two important design criteria for CSS were focused on, which are the sensing 
reliability, and SU agility. The simulation results showed that the proposed scheme yields a 
significant improvement in the detection probability as well as a considerable reduction in the 
missed detection probability without any prior knowledge of the primary system by utilising 
DS theory. However, the main drawback of the proposed scheme as well as other soft data 
fusions (including the CSS scheme used in chapter 3) are the bandwidth required for 
transmitting the sensing data. Hence, in the next part of the thesis of quantisation in CSS is 
investigated. 
The final part of this thesis focused on the quantization to reduce the reporting bandwidth 
channel of a CSS scheme. For the MLE based CSS, the local SU decisions are quantized and 
used as the soft decision statistic for CSS. It is a simple non-complex scheme with minimal 
loss as compared to the optimal Lloyd-Max based LLR. This is vital in a practical scenario 
when the PU signal information is unknown. Simulation results showed that the proposed 
scheme had significant improvement on detection performance at low quantization levels, 
and there were improvements of approximately 15% under Rayleigh fading conditions could 
be observed. When compared to the LLR output entropy scheme the proposed output entropy 
performed slightly less. However, the proposed scheme gives a simple and practical 
implementation of CSS with negligible loss as compared to the optimal case of using 
quantized LLRs. The evidence based scheme used the output entropy quantization algorithm 
to quantize the local sensing decision and send the decision to the FC to be combined using 
the proposed evidence based CSS scheme from chapter 4. The simulation results showed that 
the proposed scheme yields a significant improvement in the detection probability as well 
with minimal loss of information.  
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6.2 Future work 
CR offers the promise of being a disruptive technology innovation that will enable the future 
wireless world. The rapid increase of wireless technologies is expected to increase the 
demand for radio spectrum by a large scale over the next decade. This quandary must be 
addressed through technology and regulatory innovations for significant improvements in 
spectrum efficiency and increased robustness of wireless devices. CR network represent a 
hypothesis shift in both radio and networking technologies, with the possibility to provide 
major gains in performance and spectrum efficiency. On the other hand, even as cognitive 
radio platforms have started to emerge, significant innovative research work is required to 
address the many technical challenges of CR networking. These include spectrum sensing, 
cooperative communications, incentive mechanisms, CR architecture and protocol design, 
CR security, CR system adaptation algorithms and emergent system behaviour. 
In this thesis, the focus was on four CSS problems which were diversity performance, 
detection accuracy performance, low computational complexity, and channel bandwidth. 
There are other research problems in CSS which are covered in the chapter 2 such as security, 
delay, optimal SU number, energy saving and detection range. The research was investigated 
for a relay assisted cooperation and a centralised cooperative model. Also, other models 
mentioned in chapter 2 can also be researched on the formulated problems in this thesis. The 
spectrum sensing technique focused on was energy detection due to its low computational 
complexity. However, all the schemes developed can be implemented with other sensing 
techniques such as match filter, autocorrelation etc. Research in wireless communications is 
huge and has endless possibilities. Focusing on the major problem issues covered in this 
thesis. There are other research problems which can be achieved in various interesting ways. 
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6.2.1 Space-Time Coding for Cooperative Spectrum Sensing  
In this thesis, a low complex cooperative transmission protocol was used in a relay based 
CSS scheme to transfer the sensing information to the FC to obtain diversity gain and 
improve sensing detection. To further improve the diversity gain of a relay-based CSS 
different diversity schemes such as space-time coding can be used to achieve spatial 
diversity. Assuming the local spectrum has been completed at the two relays described in 
chapter 3 and the local sensing decision are denoted by X1 and X2. Instead of transmitting D1 
and D2 to the destination, the two SU coordinated to form a transmit cluster in which space-
time block coding can be applied to form a transmit cluster. To carry out this research, it has 
to be assumed that the two SU send their information to each other. Other space-time block 
codes such as distributed spaced time block codes can also be researched to increase 
diversity. Another research area to be considered in this area is censor and relay scheme. 
6.2.2 Evidence based Weighted Local Sensing 
In this thesis, the work focused on optimising a DS-theory based CSS. In order to overcome 
and minimise the effect of conflicting data, and to enhance performance of the CSS system, a 
novel evidence-based decision fusion scheme CSS was proposed. The approach is based on 
the credibility of evidence from the SUs sensing decision, which represents the similarity or 
the relation among the different SUs sensing data evidence, and a dissociability degree 
measure which indicates the quality or clarity of the SUs sensing data evidence. An evidence 
fusion scheme was used to find the conflicting data at the FC redistribute and combine the 
conflicting mass based on weights. One combination rule cannot be said to be the best one. 
All alternative combination rules are rational and depend on the specific application and 
environment. The work can be further extended by using the evidence based scheme to 
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generate the weight factors in the discounting of sources of evidence at the local SUs to 
derive more reasonable combined evidences.  
6.2.3 Adaptive and Prior Quantisation for Cooperative Spectrum Sensing 
In this thesis, the three quantisation methods designed where applied for MLE and the BPA 
ratio. Further research can be considered to quantize the actual sensing data measurement 
level. In this thesis, only the SU data being forwarded to the FC was quantised. The 
information sent form the FC to SU can also be quantized to reduce the time it takes to report 
to the SU hence increasing sensing time. Adaptive quantization method can be designed so 
that the SU can send prior information about the channel state to each SU before 
transmission. In the evidence based quantisation scheme, a LLR was used which assumed all 
the information about the PU was known. A MLE used in section 5.2 can be implemented in 
the evidence based scheme using a composite hypothesis. 
6.2.4 Security: Primary User Emulation Attack 
Sensing a frequency band requires energy, time and financial cost. Hence, SU have a 
motivation to sense for a shorter duration. The resource allocation of the vacant frequency 
bands is based on SU sensing quality. Therefore, there is an incentive for malicious users to 
fake the detection results. The presence of un-trusted SU has been shown to degrade 
cooperative sensing performance. PU emulation attack, i.e., the attacker emulates the primary 
user for resisting the secondary access of SU is an area that needs to be researched. This kind 
of attack will reduce the exploitation of the vacant spectrum band. However, it can be 
detected by the combination of a spectrum sensing scheme and localization algorithm. 
Consequently, this can be a future research direction. A secure CSS sensing scheme based on 
chapter 4 taking advantage of the reliability statistic assigned to each SU can be researched.
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