size of 128 bytes, and a set size C = 4. A miss occurs whenever a memory line is referenced, but is not found in its set. The cache hardware then fetches the desired line from main memory, overwriting another line in the same set if the set is full. The rule used to select which line to replace is called the replacement policy.
An effective, widely used policy is Least-Recently-Used (LRU), which simply replaces the fine accessed least recently.
The objective of a trace-driven simulation is to determine which references in the trace are misses.
Given the identities of the misses, statistics of chief interest in cache design are easily computed, such as the fraction of read misses, the fraction of write misses, and the number of write-backs (stores of modified lines) from cache to main memory.
Heidelberger and Stone [9] showed that it is valuable to simulate a long trace directed to a few sets, when cache miss statistics between sets are highly correlated) Itigh correlation removes the need to simulate all sets, but also removes tile easy parallelism that might be exploited by simulating a large number of sets in parallel on different processing elements (PEs). A massively parallel method to handle the simulation of a long trace targeted to a single set allows more powerful, flexible solutions.
We consider the problem of determining the misses in a given reference trace, xl , . In Section 4, we present an alternative LRU simulation, with running time O(C log N) time using N/log N 1Recent experiments (private communication from Harold Stone) have validated that high correlation exists between sets, but have also shown that special care must be taken when selecting the sets which are analyzed, as the measured miss ratio from an arbitrary set simulation may not be an accurate predictor of the overall miss ratio. 
This inclusion allows us to order the lines of the cache by the least size needed for their appearance. • Sorting: A list oflengthN can be sorted in time O(log N) time using N PEs [5] .
• 2d Ranking: Given points (xi, yi), i = 1, ..., N, compute for each point (zl, Yl) its rank, the number of other points (zj,yj) strictly above and to the right: x_ < xj and Yi < Yj. In slightly different form, this is the problem of computing the empirical cumulative distribution function (ECDF), considered in [3] . The multidimensional divide-and-conquer serial algorithm given in [3] If not then bi = N + 1. Reif and Sea give a probabilistic algorittlm for trapezoidal decomposition.
Applying that algorithm to the CLRN problems yields its solution in 0(logN) time using N PES.
Alternatively, the CLRN problem can be solved by a binary search-like algorithm, given in Section 5,
in O(log 2 N) time using N PEs.
• 
that bk = 0. The segmented problem has the same complexity as the original.
In the algorithms below,
we use copy-scans defined by a o/3 = c_, and add-scans where o is addition.
None of the algorithms listed above requires more than O(log N) space per PE. 
prev(t) < s < t < next(s).
These are the points that lie strictly within the rectangle with lower left hand corner (prey(t), t), lower right hand corner (t,t) and sides extending upwards to (prev(t),N + 1) and (t,N + 1). Again, see Figure  2 .
Counting these points reduces to 2d-ranking. Specifically, suppose we know the 2d-rank, rank(u, v), of each point (u, v) in the union of sets {(t, next(t)) : 1 < t < N} and {(t, t) : 1 < t < N}. Then, the stack distance is found in B3(2),/34 (2) and B6 (2) , and symbol a (xs) is found in Bz(2).
Any prior hit at level i -1 is also a prior hit at level i (for example, x5 in Figure 3 ). Under LRU, the other prior hits at level i are the references xt satisfying xt = st-l(i -1); i.e., the references that hit at the last level of the size i -1 cache (for example, x4 in Figure 3 ).
The key to the simulation method is that under LRU, for all t > 1 and i > 1,
where
At ( In Figure 3 , we see that the 3 rd and the 6 th references are prior misses at level 3, and that the intervening references are prior hits. As a result, s2(2) = a enters level 3 at t = 3 and propagates over prior hits at level 3 until t = 6, where it is replaced with s_(2) = b, which in turn propagates up through t = 8.
We now describe the simulation algorithm, taking special care with the details because similar meth- Several important replacement policies are reference-based, including * LRU: P(x_) = t.
• LFU: P(x_) = Count(xt,t), the number of references xu --xt for u _< t. Ties can be broken, for example, by lexicographic ordering of the lines, or by giving higher priority to the line that has been in the cache the shortest length of time. (P(x_) --Count(xt, t)-1/(t + 1) would serve the latter purpose.)
• OPT: P(xt) is the negation of the smallest index u > t such that xu = xt.
In addition, the Random replacement (RR) policy shares most of the properties we need to quickly simulate reference-based policies, and we include it in this class as a special case. Under RR, priorities are chosen that determine a uniform random ranking of the cache contents; details are given below. To illustrate the entry and propagation of lines across a given level, each prior miss x_ at level 3 is marked by underscoring s_ (2) . As in LRU, a line propagates across all prior hits. Unlike LRU, a line may propagate across some prior misses. For example, line a enters level 3 at t = 9 and propagates until t = 15, across the prior misses at t = 10 and t = 12. (1) st (3) _ (4) Notice that the only lines that ever enter level i are the least priority lines yt(i-1) from lower levels.
Parallel Simulation Level by Level
In this section, we present a rapid parallel simulation algorithm for any reference-based replacement policy.
For any given C > O, the objective is to compute the level C stack distances A_(C), * If a newline,sayor, enters level i > 1 at time t (meaning st(i) = _, St_l(i ) ¢ o_) then xt must be a prior miss at level i and a must be the replacee yt(i -1).
• Assuming c_ --yt(i-1) does enter level i > 1, it propagates until coming to the first reference x_, u > t, where either x,, = o_or x. is aprior miss and P(yt(i-1)) < P(y_(i-1)). That is, i.e., j > i is as small as possible and ai < aj. Construct a binary tree over the inputs as illustrated in Figure  5 . Each node is labeled with the maximum value of the inputs in its subtree and with the corresponding subrange of indices. To find the closest larger right neighbor aj of ai a two phase search is initiated. Phase one starts at the leaf node ai, and progresses in steps up the tree. At each step we move from the present node to the nearest internal node at the next higher level whose span includes a node to the right. This phase ends upon visiting (i) an internal node which is rightmost at its level, or (it) a node whose value is (strictly) greater than a_. In the example of Figure 5 , the first phase for a3 visits nodes representing ranges [3, 4] and [5, 8] A "rejuvenation-max" tree can be built in parallel using the following observation: for any M (assumed to be a power of 2) search for the setup of Figure 5 . In the first phase, the search moves up and to the right in the tree, looking over successively larger intervals for a value that a3 ages below. First, we compare a3 : 6 with r3,4 ----6, and since a3 is not smaller continue the first phase. The next node visited represents [5, 8] . We compare ¢2(a3) :
1.5 with r5,8 = 32, and as a3 is smaller, phase one stops at this node. In the second phase, the search moves down from [5, 8] to locate the leftmost aj in [5, 8] that a3 ages below. First, we branch left to [5, 6] , because r5,6 = 14 is larger than ¢2(a3) = 1.5. Second, we branch left again to [5, 5] because r5,5 = 3 > ¢2(a3) = 1.5. Since [5, 5] is a leaf, the search stops, having located the right match, as, for a3.
Building the rejuvenation-max tree costs O(log N) time using N PEs. On the CREW model, we may assign one processor to the search for each input, and so obtain an O(log N) time solution using N PEs. 
