We develop a general theory of spin-dependent Bragg spectroscopy for spinor Bose-Einstein condensates. This spectroscopy involves using a density and spin-coupled optical probe to excite the system. We show that within the linear response regime the momentum or energy transferred by the probe is determined by a set of density and spin-density dynamic structure factors. We derive a set of f -sum rules that provide rigorous constraints for the first energy moments of these structure factors. As an application we compute the dynamic structure factors for cases within all four distinct phases of a spin-1 condensate using Bogoliubov theory. Our results demonstrate that spin-dependent Bragg spectroscopy can be used to selectively investigate the various phonon and magnon excitation branches and will be a useful tool for advancing our understanding of spinor condensates.
I. INTRODUCTION
A spinor Bose-Einstein condensate is a quantum degenerate gas in which the atoms are able to access their spin degrees of freedom. In addition to being a superfluid, this system can exhibit various types of magnetic ordering depending on the interaction parameters and externally applied fields (e.g. see [1] ). There has been significant progress in the field with the development of novel methods for measuring aspects of spin order in the condensate (e.g. see [2] [3] [4] [5] ). It is of interest to understand the rich excitation spectrum of this system, which should exhibit phonon and various magnon branches. These excitations reveal aspects of the ordered phases (e.g. broken symmetries [6, 7] ), and can play an important role in the dynamics that occurs when the system transitions between magnetic phases (e.g. see [8] ). Also, it has recently been shown that the excitation spectrum of a spinor condensate exhibits the elusive quantum mass acquisition process (where a massless quasiparticle becomes massive by quantum corrections) [9] . There are theoretical proposals for spinor condensate spectroscopy [10] and fluctuation measurements [11] that are sensitive to the nature of the excitations, but are not energy and momentum resolved. One important recent step made in experiments has seen the measurement of the long wavelength magnon dispersion relation in a particular phase of a spin-1 condensate using an interferometric technique [12] . In this paper we consider an alternative scheme for probing a spinor condensate with a Bragg spectroscopy technique that is energy, momentum and spin sensitive.
Bragg spectroscopy is a commonly used experimental tool for probing a wide range of properties in (non-spinor) condensates, such as dynamic and static structure factors [13] , the momentum distribution and coherence [14, 15] , and to detect vortices [16, 17] and roton-like features [18, 19] (also see [20, 21] ). The basic idea in Bragg spectroscopy is to use a stimulated two-photon process to scatter atoms in an energy and momentum resolved manner, with the system response subsequently determined by measuring the amount of excitation (e.g. momentum or energy transfer to the system). Bragg spectroscopy is in some sense analogous to neutron scattering, which is also used to measure the dynamic structure factor in condensed matter systems and was used to confirm the energy-momentum spectrum of excitations of superfluid helium [22] . Because neutrons have a magnetic moment they are also able to probe magnetic degrees of freedom, and neutron scattering was used to make the first direct measurement of the magnon dispersion relation in magnetite [23] . Similarly, by performing Bragg spectroscopy using a two-photon process that is dependent on the spin state of the atoms, it will be possible to probe the magnetic structure of the condensate and its excitations. The polarization of light can be used to effect such a spin-dependent coupling [24, 25] , and was basis of a proposal to measure the structure factor of twocomponent gases. Finite detuning of the two-photon process can also be used to arrange a spin-dependence in Bragg spectroscopy, and has been successfully applied in recent experiments with a strongly interacting (two-component) Fermi gas [26] . While there has been prior work in aspects of the spindependent spectroscopy (or related dynamic structure factors) in Fermi gases (e.g. see [27] [28] [29] [30] [31] ), the case of a spinor condensates has gone largely unexplored.
The spin dependent Bragg spectroscopy technique we propose involves two steps to make a measurement: (i) The system is excited by a weak spin-dependent Bragg probe of adjustable wavevector and frequency, i.e. moving optical dipole potential that has a vectorial coupling to the atomic hyperfine sub-levels. (ii) The momentum or energy imparted to the system is subsequently measured to quantify the system response. Such measurements are then repeated on an identically prepared spinor condensate for a range of Bragg frequencies, and often different wavevectors. We note that this technique only differs from the usual Bragg spectroscopy technique for scalar condensates by the spin-dependence of the excitation probe. As noted above, there are several ways to produce such a spin-dependent coupling. In this work our focus is upon developing a theoretical description for this scheme in terms of linear response theory, and to relate the measured properties to density and spin-density dynamic structure factors. An important result is that these dynamic structure factors are often dominated by different excitation branches in the spinor condensate. Thus with an appropriately chosen spin-dependent Bragg probe it will be possible to selectively probe the density (or phonon) branch, or one of the magnon branches.
The outline of our paper is as follows. We begin by defining the Bragg probe and observables we consider. We develop the formalism in a general manner for bosonic atoms of arbitrary integer spin f interacting with short range rotationally invariant interactions. We use linear response theory to relate the response of the system observable after weak excitation to equilibrium dynamical correlation functions of the system. We choose to characterize these correlation functions in terms of a set of density and spin-density dynamic structure factors. We then focus on understanding their properties. Using commutations relations of the full many-body Hamiltonian, we derive rigorous f -sum rules that specify the first frequency moment of the dynamic structure factors as a function of the wavevector of excitation. We formulate the dynamic structure factors using meanfield (Bogoliubov) treatment of the excitations suitable for practical calculations. Finally we present the results of calculations to illustrate the behavior of the dynamic structure factors for a spin-1 condensate in the four distinct magnetic phases accessible to this system.
II. FORMALISM A. Hamiltonian
Here our interest is in spin-f bosons described by the (2f + 1)-component bosonic field operatorψ m (x) with m ∈ {−f, −f + 1, . . . , f }. It is useful to define the operatorŝ
which describe the total, spin and nematic density, respectively, with µ ∈ {n, x, y, z} where f µ is the spin-f matrix augmented by (f n ) mm = δ mm so thatF n (x) =N nn (x) = n(x) andN nµ (x) =F µ (x). The Hamiltonian for a dilute spin-f Bose gas the can be written in the form [1] (also see [32, 33] 
wherê
is the spin-independent single particle Hamiltonian with harmonic confinement, with M the atomic mass and ω i the trap frequency in direction i. A uniform magnetic field is applied along z causing a Zeeman term
where p and q are the linear and quadratic Zeeman energies, respectively. Finally, the spinor interaction Hamiltonian can be written in the form
whereĤ (F ) int is the interaction Hamiltonian for two bosons with total spin F, g F = 4π
2 a F /M is the coupling constant for the spin-F channel with s-wave scattering length a F ,Â F M (x) is the irreducible operator annihilating a pair of bosons at x and FM|mm ≡ F, M|f, m; f, m is the Clebsch-Gordan coefficient [1] .
B. Spin-and density-dependent Bragg probe
We consider a pair of laser beams in a stimulated Bragg scattering configuration that are well detuned from atomic resonance, so that spontaneous emission can be neglected. This gives rise to a moving Bragg potential experienced by the atoms with a wave vector k set by the difference of the wave vectors between the two beams, moving at a speed ω/k, where ω is the difference in frequencies of the two beams. In what follows we will take the Bragg potential to be oriented along z, i.e. k = kẑ. Using the polarisation of the light [24, 25] or adjusting the detuning of the beams from the excited states it is possible to realize a spin-dependent coupling to the atomic field (see [26, 34] )
where the strength of the Bragg potential, V , is dependent on the laser beam intensity and detuning, and η → 0 + . We have introduced the spin-dependent density fluctuation operator
which characterizes the coupling of the probe to the atoms at the Bragg wave vector k, witĥ
being a general spin-density of the system where B mm is a dimensionless 3 × 3 coupling matrix. For the case of standard (spin-independent) Bragg spectroscopy, the probe only couples to the total density, and B mm = δ mm . Most methods considered for producing a spin-dependent coupling do not result in a potential that couples to only a single component of spin density, but have both density and spin-density terms, of a form dependent on the scheme employed. Here we will make a reasonably general choice for the coupling matrix
so that it couples to the density and spin-density. This choice encompasses two important cases. The polarisation dependent proposal for spin-
Fermi gases in [34] is obtained by taking B = (B n , 0, 0, iB z ), and the detuning based scheme employed in [26] for a spin-balanced Fermi gas is obtained by taking B = (B n , 0, 0, B z ) for real B n , B z . Other cases will be possible, e.g. by varying the polarization of the light fields (e.g. see [25] ).
C. Response observable
Complementing the Bragg probe is the scheme used to observe the effect on the condensate. Here we present two observables suitable for this purpose. We emphasise that both of these observables are commonly used for measuring the response of spinless Bose gases (e.g. see [13, 14, [35] [36] [37] [38] [39] ) and two-component Fermi gases (e.g. see [26, 40, 41] ), and will be applicable to the spinor gas.
Imparted momentum
The first observable we examine is the rate of momentum imparted to the condensate, which is initially at rest. For our case with the Bragg wave vector along z we consider the zcomponent of momentum
from which the observable is obtained by evaluating the Heisenberg equation of motion forP z under the influence of the perturbation
where
B (x) 0 signifies equilibrium expectation, and Z ≡ dx z n(x) is the z-component of the centre of mass coordinate. In experiments Z is initially zero, and can be assumed to remain small if the Bragg pulse is sufficiently short compared to the trap period in the scattering direction. The value of P z (and hence the rateṖ z ) is then typically determined by allowing the system to freely expand (i.e. turning the harmonic confinement off) at the conclusion of the Bragg pulse and measuring the centre of mass displacement of the system.
Imparted energy
An alternative observable is the rate at which energy is imparted to the cloud by the perturbation (e.g. see [38, 41] ). In this case the observable is the unperturbed Hamiltonian operator for the system
which can be measured by holding the system in trap until it rethermalizes, and then measuring the increase in temperature.
D. Linear response treatment of fluctuations
We assume that the system starts in an equilibrium state of the (unperturbed) Hamiltonian,Ĥ, and using linear response theory we obtain results for the evolution of the fluctuations δB k (see Appendix A). This analysis shows that the rate of change of the z component of momentum and the energy are
Here we have introduced the generalized dynamic structure factor
where Q and R represent spatially dependent operatorsQ(x), R(x), with δQ k defined as in (17), E m is the energy of the unperturbed Hamiltonian with respective eigenstate |m ,
The Bragg excitation operatorB has density and spin density parts [see Eq. (13)], and it is convenient to express the dynamic structure factor S B,B † as
where we have introduced the elementary dynamic structure factor
S nn describes the "density channel" (following the terminology of [26] ). For µ, µ ∈ {x, y, z}, S µµ describes the µµ -component of the "spin channel", and S nµ the spin-density channel. By adjusting the Bragg probe (e.g. varying the detuning, as in [26] ) it may be possible to probe the spin or density channels separately, or to infer them from the response measurements made with two different Bragg operatorsB. For the remainder of this paper we will focus on understanding the properties of S µµ , since the results from any particular measurement scheme can be expressed in terms of these. Alternatively, we could work in terms of dynamic susceptibility functions. The relationship between the spin-density dynamic structure factors and susceptibility tensor is briefly discussed in Appendix A.
E. Sum rules
Useful information about the dynamic structure factors can be obtained by using the method of sum rules [42] , which provides an algebraic method to evaluate certain moments of the structure factor without needing to solve for the exact eigenstates.
Consider the p th order energy moment of the structure factor
1. Zero-moment: static structure factor
The p = 0 moment defines the static structure factor,
where N is the number of particles in the system. The static structure factors characterise fluctuations in the system, i.e.
The static structure factors relate to the Fourier transform generalized (density and spin-density) pair correlation functions and have been considered for spinor condensates in Ref. [7] . Notably, there it is shown that in the high-k regime the static structure factor approaches the uncorrelated value
i.e. for µ, µ ∈ {x, y, z} it is dependent on the nematic order of the system [cf. Eq. (3)]. In contrast, the density structure factor has the well-known high k limit S nn (k → ∞) = 1, independent of the system state.
First-moment: the f -sum rule
The p = 1 moment, m 1 µµ (k) = 2´d ω ωS µµ (k, ω), can be used to obtain the f -sum rule for this system, through a double commutator of the fluctuation operators with the Hamiltonian (as evaluated in Appendix B)
where the only non-zero elements of m Z,µµ are for µ, µ ∈ {x, y} with
where we have introduced
III. BOGOLIUBOV RESULT FOR THE DYNAMIC STRUCTURE FACTORS OF A UNIFORM SPINOR CONDENSATE
In order to make quantitative predictions for the dynamic structure factors we employ a meanfield Bogoliubov treatment of the condensate and its excitations. We briefly review the standard theory for the uniform system (see [1] for more details) to introduce our notation for the condensate and quasiparticles. We then evaluate the density and spin-density dynamic structure factors in terms of these quantities.
A. Bogoliubov theory of a uniform spinor condensate
We consider to a uniform system in a volume V with periodic boundary conditions. We expand the field operator in a basis of plane wave modeŝ
withâ mk being the operator for annihilating a particle in momentum state k with spin projection m. Making the Bogoliubov approximation, the field operator is separated into a zero-momentum condensate part and a non-condensate operator asψ
where n is the condensate total density, ξ m = ψ m / √ n is a uniform normalised spinor (i.e. m |ξ m | 2 = 1) and the noncondensate operator has the property δ m = 0.
The condensate spinor is determined by minimising an energy functional (see [1] ) and exhibits a rich phase diagram of ground states with different spin ordering depending on the value of the spin-dependent interaction, density and Zeeman energies. The condensate spin and nematic moments are given by
where N = nV and for temperatures well-below the critical temperature where the depletion is negligible, these can be taken as the system moments [e.g. as required in the sum rules (29) ]. The non-condensate operator is approximated in a quasiparticle expansion of the form
whereα kν are quasiparticle operators with ν = 0, 1, 2 labelling the quasiparticle branch. The quantities ω kν and {u 
B. Dynamic structure factors
We evaluate the dynamic structure factors in terms of the condensate and quasiparticles as
is the thermal occupation of the quasiparticle mode, and we have defined
We recall that the measurement observables [Eqs. (20) and (21)] relate to the general dynamic structure factor S B † ,B , which can be immediately determined from the above results using (23) . It is worth noting that the thermal factors that appear in the dynamic structure factor (i.e.n kν ) cancel because the observable depends on the combination S(k, ω) − S(k, −ω) [e.g. see Eqs. (20) and (21)]. Thus the system response to Bragg spectroscopy is independent of temperature.
IV. RESULTS FOR A SPIN-1 CONDENSATE
We now illustrate the behaviour of the structure factors based on the formalism of Sec. III for a spin-1 condensate where the Hamiltonian reduces tô
i∈{x,y,z}
where :: indicates normal ordering, and c 0 = 1 3 (g 0 + 2g 2 ), c 1 = 1 3 (g 2 − g 0 ) are the density and spin-dependent interactions, respectively.
In the following subsections we consider the dynamic structure factors for cases within the four distinct phases of the spin-1 system. The phase diagram for this system is shown in Fig. 1 , for antiferromagnetic interactions [c 1 > 0 Fig. 1(a) ] and ferromagnetic interactions [c 1 < 0 Fig. 1(b) ]. The phase diagrams are parameterised by the linear and quadratic Zeeman energies. It should be noted that (following the standard meanfield treatment [1, 43] ) the linear Zeeman energy is in fact the sum of the normal linear Zeeman energy (∼ −gµ B B) and a Lagrange multiplier introduced to constrain the value of the z-component of magnetization, which is a constant of motion for the Hamiltonian (38) . The particular cases we consider are labelled {F, P, AF, AF , BA, BA } and their corresponding Zeeman parameters are shown as points on the phase diagram (see Fig. 1 ). The main results for these phases are collated together in Fig. 2 (with off-diagonal results in Fig. 3 ) to enable easier comparison of the similarities and differences between the phases as revealed by the dynamic structure factors. In these figures we have also shown the dispersion rela-tions for the three quasiparticle branches, labelled ν = 0, 1, 2. We always label phonon branch as ν = 0. The phonon branch is gapless in all phases (it is the Nambu-Goldstone mode associated with the broken U (1) symmetric occurring at condensation) and rises steeply since we take the density interaction to be much larger than the magnitude of the spin-dependent interaction (i.e. c 0 |c 1 |). We have verified that all f -sum rules are satisfied for all our results presented. The static structure factors for the spin-1 case, including various analytic results, have already been considered in Ref. [7] . S µµ is always real and positive, S µ µ = S * µµ and, for the states we consider, S nx , S nz , S xz are real and S ny , S xy , S yz are purely imaginary.
A. Ferromagnetic phase
In the ferromagnetic phase the condensate is fully magnetized along z, with the condensate residing completely in the m = +1 sub-level. The particular state we consider is labelled F in Fig. 1 , and the corresponding dynamic structure factors S µµ , and other relevant parameters for this state, are shown in Fig. 2 .
Because the condensate only occupies the m = +1 sublevel [see order parameter in Fig. 2 ], the S nn and S zz dynamic structure factors are identical, and only couple to the (ν = 0) phonon branch of excitations. The S xx and S yy dynamic structure factors are identical. These both couple to the ν = 2 magnon branch of transverse magnetic excitations. This excitation branch is a gapped with the associated Bogoliubov amplitudes residing completely in the m = 0 sub-level. For the off-diagonal dynamic structure factors (S µµ ), which are not shown: S nz is identical to S nn and S zz , S nx = S ny = S xz = S yz = 0, and, at T = 0, S xy = iS xx . This off-diagonal behavior of S µµ can be understood with reference to Eq. (36): this expression is only nonzero if the same excitation branch contributes to both δF µ,kν and δF µ ,kν or equivalently S µµ and S µ µ . For the F phase we see from Fig. 2 that this only occurs for δñ kν , δF z,kν (both of which only couple to the ν = 0 branch) so S nz is non-zero and δF x,kν , δF y,kν (both of which couple to the ν = 2 branch) so S xy is non-zero. We also note that the ν = 1 magnon branch is associated with nematic fluctuations, and does not contribute to any of the dynamic structure factors we consider here. To probe this branch would require a nematic probe that directly couples the m = +1 and m = −1 sub-levels.
B. Polar phase
In the polar phase the condensate is in an unmagnetized nematic state, with a nematic director aligned to the z-axis [44, 45] . In this phase the condensate is completely in the m = 0 sub-level. The polar state we consider is labelled P in Fig. 1 . The dynamic structure factors S µµ , and other relevant parameters for this state, are shown in Fig. 2 . In this state S nn couples only to the (ν = 0) phonon branch. The ν = 1, 2 branches are both transverse magnetic excitations and contribute to S xx and S yy . Because there is no condensate occupation in the m = ±1 sub-levels the S zz response is zero [by the matrix element in (37) ] at the level of approximation we consider here. For the reasons given in the discussion of the ferromagnetic phase, the only off-diagonal structure factor that is non-zero is S xy . Since δF y,k,1 = iδF x,k,1 and δF y,k,2 = −iδF x,k,2 we have S xy = ±iS xx at T = 0 with − for the lower (ν = 1) branch and + for the upper (ν = 2) branch.
C. Antiferromagnetic phase
In the antiferromagnetic phase, like the polar phase, the condensate is in a nematic state (although not necessarily unmagnetized), however with a nematic director that lies in the xy-plane. This phase hence breaks the continuous axial spin symmetry of the Hamiltonian and the magnon branch (labeled ν = 1) becomes gapless (i.e. it is the NambuGoldstone mode associated with the broken symmetry). The anti-ferromagnetic phase is partially magnetized along z for p = 0. We consider the p = 0 and p = 0 cases separately below.
p = 0 case
The p = 0 anti-ferromagnetic state we consider is labelled AF in Fig. 1 . The dynamic structure factors S µµ , and other relevant parameters for this state, are shown in Fig. 2 . In this state S nn couples only to the (ν = 0) phonon branch, and the S zz dynamic structure factor only couples to gapless magnon branch (ν = 1). We note that the broken spin symmetry is associated with rotations about the z-axis, generated by F z . The ν = 2 excitation branch couples to S xx but does not contribute to S yy , which is identically zero within the Bogoliubov treatment. This asymmetry in the xy-plane can be understood because in choosing a real condensate order parameter [see details in Fig. 2 ] we selected the director to aligned with the x-axis. It is possible to prepare the condensate spin ordered in particular directions in experiment (e.g. see [44] ), however in general if the symmetry spontaneously breaks the director will choose a random direction in the xy-plane, and S xx and S yy behaviour will be rotated into each other. We note that the mixed structure factors are all zero for this case.
The p = 0 anti-ferromagnetic state we consider is labelled AF in Fig. 1 , and differs from the AF state by being partially magnetized along z. The dynamic structure factors S µµ , and other relevant parameters for this state, are shown in Fig. 2 . A notable difference of this case to the p = 0 case is that the ν = 1 branch now contributes marginally to S nn , and similarly the ν = 0 branch contributes to S zz . We also observe that the ν = 2 branch couples to both S xx and S yy , although more weakly to S yy . Because the ν = 0 and ν = 1 branches contribute to both S nn and S zz the mixed dynamic structure factor S nz is non-zero and similarly the ν = 2 branch contributes to both S xx and S yy so S xy is non-zero as shown in Fig. 3 . The other mixed structure factors are zero (i.e. S nx = S ny = S xz = S yz = 0).
D. Broken-axisymmetric phase
The broken-axisymmetric phase only occurs for systems with a ferromagnetic interaction when the quadratic Zeeman energy is positive, but sufficiently small (see Fig. 1 ). In this phase the condensate is partially magnetized, but the magnetization tilts relative to the z-axis. Thus this phase also breaks a continuous symmetry of the Hamiltonian, with an associated Nambu-Goldstone magnon mode emerging (the excitation branch labelled ν = 1). Experiments have extensively investigated the spontaneous symmetry breaking dynamics of this phase (e.g. see [46] ). For p = 0 the magnetization lies in the xy-plane while for p = 0 it tilts out of plane. We consider these two cases separately in what follows.
p = 0 case
The p = 0 broken-axisymmetric state we consider is labelled BA in Fig. 1 , and the dynamic structure factors S µµ for this phase are shown in Fig. 2 . In this state S nn couples to the phonon (ν = 0) and the gapped magnon (ν = 2) branches. The ν = 2 contribution appears to suddenly turn on at small k where the ν = 0 dispersion intersects with the ν = 2 dispersion (indeed, an avoided crossing occurs between these branches). The S zz response couples only to the gapless magnon (ν = 1) branch. We note that the broken spin symmetry is associated with rotations about the z-axis, generated by F z . The S xx and S yy dynamic structure factors are asymmetric in the sense that they couple to the ν = 2 and ν = 1 branches, respectively (S xx also couples to ν = 0). The particular asymmetry we observe here arises because we have chosen a real condensate order parameter with the consequence that the magnetization lies along the positive x-axis. For the (p = 0) BA state only the off-diagonal dynamic structure factors S nx and S yz are non-zero and are shown in Fig. 3 , while S ny = S nz = S xz = S xy = 0.
The p = 0 broken-axisymmetric state we consider is labelled BA in Fig. 1 and the dynamic structure factors S µµ for this phase are shown in Fig. 2 . This state is a partially magnetized state, and for p = 0 this magnetization has a non-zero z-component. Also, for p = 0 the ν = 0 and ν = 1 branches exchange some of their character (this behavior of the ν = 1 branch is referred to as the phonon-magnon coupled mode in Ref. [6] ), i.e. (as compared to the p = 0 case) the ν = 1 mode couples to S nn and the ν = 0 branch couples to S zz . Indeed, for this case we find that all three branches couple to each of the dynamic structure factors S µµ . This means that all of the mixed structure factors {S nx , S ny , S nz , S xy , S xz , S yz } are non-zero, and are shown in Fig 3. 
V. CONCLUSIONS AND OUTLOOK
Here we have developed the theory for Bragg spectroscopy of spinor Bose-Einstein condensates, notably allowing for the possibility of spin-coupled probing as has been realised in recent experiments with Fermi gases [26] . We consider both the total momentum and energy imparted is used as observables, and we showed that within the linear response regime, these relate to various density and spin-density dynamic structure factors. Using exact commutation relations of the many-body spinor Hamiltonian we derived the f -sum rule, which provides a rigorous constrain on the first frequency moment of the these dynamic structure factors. We find that the f -sum rule in general depends on the Zeeman fields, the z-magnetization and the diagonal elements of the nematic tensor of the system.
We have developed expressions for the various dynamic structure factors assuming a meanfield condensate and a Bogoliubov description of the quasi-particle excitations. This should provide a good description of the system at temperatures well below the condensation temperature. We numerically evaluated the dynamic structure factors for a spin-1 condensate to illustrate their sensitivity to the different phonon and magnon excitation branches. The character of these excitation branches, and how they contribute to the dynamic structure factors, changes significantly between the phases. These results demonstrate that Bragg spectroscopy gives access to properties of spinor condensates that have not yet been directly probed in experiments.
For scalar condensates the static structure factor has also been measured using high resolution in situ density measurements (e.g. see [47] ). By employing magnetization sensitive imaging (e.g. see [2] ) it may be possible to extend such schemes to the static spin structure factors [7] . However, unlike the Bragg spectroscopy approach, such measurements are sensitive to thermal effects. Because the typical size of the spin-dependent energy is small, thermal effects will be very significant (i.e. experiments will typically be in the temperature regime k B T |c 1 |n). In this work we have restricted our attention to probing that couples to the density and components of spin. As future work it would be interesting to devise a scheme to directly couple to nematic densities, known to be important in the complete description of spinor condensates (e.g. see [45, 48] ). 
A =ˆdxÂ(x) = mm A mm N mm ,
A k =ˆdx e −ik·xÂ (x) = mm A mm ρ mm ,k .
1. Spin-independent single particle Hamiltonian
Since the trap is independent of spin, only the kinetic term contributes, giving
where we assumed there is no spin current. Then
which gives the kinetic term in (29).
Zeeman term
For any operatorẐ(x) of the form (B3) 
The spinor interaction is spherically symmetric, so we may arbitrarily choose the z direction [49] 
which is zero using m + n = m + n = M. We note that Ref. [50] shows an alternative proof that the commutator of the interaction Hamiltonian is zero.
