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Abstract—High-quality 3D reconstruction of large-scale indoor
scene is the key to combine Simultaneous Localization And
Mapping (SLAM) with other applications, such as building in-
spection and construction monitoring. However, the requirement
of global consistency brings challenges to both localization and
mapping. In particular, significant localization and mapping error
can happen when standard SLAM techniques are used when
dealing with the area of featureless walls and roofs. This paper
proposed a novel framework aiming to reconstruct a high-quality,
globally consistent 3D model for indoor environments using only
a RGB-D sensor. We first introduce the sparse and dense feature
constraints in the local bundle adjustment. Then, the planar
constraints are incorporated in the global bundle adjustment.
We fuse the point clouds in a truncated signed distance function
volume, from which the high quality mesh can be extracted.
Our framework leads to a comprehensive 3D scanning solution
for indoor scene, enabling high-quality results and potential
applications in building information system. The video of 3D
models reconstructed by the method proposed in this paper is
available at https://youtu.be/DWMP4YfeNeY.
I. INTRODUCTION
Simultaneous Localization And Mapping (SLAM) has been
studied for decades. Various solutions have been proposed
for the emerging sensors and various robot platforms, such
as RGB-D cameras, event cameras, drones and underwater
robots [1]. As pointed out in [1], although different SLAM
techniques are now available, robustness in perception still
requires further enhancement for practical applications. In this
paper, we focus on the use of RGB-D sensor for SLAM in
indoor complex scene. The proposed method provides the
localization for the sensor, and simultaneously reconstructs
a dense globally consistent 3D model utilizing the RGB-D
information.
Many algorithms dealing with the RGB-D SLAM systems
have been proposed in literature [2]–[5], most of which are
focused on the real time localization and sparse or dense
mapping. A dense planar SLAM is proposed in [6], where
surfel is utilized to represent the map. In the process of
detecting planar elements, surfel is splited into planar or non-
planar set and five rules are defined to merge the surfels.
However plane is only used for map visualization, and the
constraints between planes are ignored. Each plane is or-
ganized into 3-level hierarchy relationship [1]. In the first
level, features are coplanar. Child-plane and parent-plane are
also coplanar in the second level. More complex relationships
between different planes are explored in the third level. All
the relationships are coded into constraints in the optimization.
Elastic fusion [7] attempts to construct a globally consistent
map by applying embedded deformation to the selected nodes.
But the deformation works not so well when the scale of
indoor scene increases, especially when the scene include
roofs, walls, and ground. [8] proposed a globally consistent 3D
reconstruction method, but manual labeling is involved and the
output is point cloud instead of high-quality mesh. For long
sequences of images, the convergence is also a problem [8],
[9].
In this paper, we focus on reconstructing a globally con-
sistent model in complex indoor scene in an efficient manner.
As shown in Figure 1, the method consists of three processing
steps. First, we apply sparse pose estimation using the visual
features extracted from the incoming RGB images, and utilize
Iterative Closest Point (ICP) with the local point clouds. Then,
a planar constraint bundle adjustment is applied to the pose
sequence. Based on the optimized poses, we integrate all
the depth frames into a Truncated Signed Distance Function
(TSDF) volume. The output of the approach is a globally
consistent point cloud and a high-quality mesh.
The highlights of this approach is twofold. First, we pro-
posed a new framework to generate globally consistent 3D
model using RGB-D scanning. The planar constraint is sim-
ply embedded in the bundle adjustment in an efficient way,
which makes the algorithm be able to handle texture-less
environment. Second, we integrate all the noisy depth images
into several TSDF volumes. High-quality mesh then can be
extracted using a modified marching cube algorithm.
This paper is organized as follows. Section II introduces
each part of our approach. We evaluate our system in Section
III using data collected by a RGB-D sensor. Then, we conclude
our approach in Section IV and future work is also proposed
in this section.
II. METHODOLOGY
This section provides the details of the proposed method.
Fig. 1: The framework of the proposed globally consistent 3D
reconstruction.
A. Pair-wise visual odometry
In our system, it is necessary to localize the sensor in
real-time. The pose of the RGB-D camera can be estimated
using visual odometry by exploring the geometric relationship
between the visual features and the local 3D point cloud.
Many visual feature descriptors has been proposed in
the literature, all of which attempted to achieve scale-
invariant, illumination-invariant and so on. Scale-Invariant
Feature Transform (SIFT) [10], Speeded Up Robust Features
(SURF) [11] and Oriented fast and Rotated Brief (ORB)
[12] are extensively used in many feature related applications.
Recently, ORB has been proved to be more accurate and
efficient than the other two methods, especially in the indoor
SLAM problem [13]. ORB uses a binary descriptor, which
makes the matching more efficient than float descriptors such
as SIFT.
Relative pose of the two frames can be calculated using 3
points. However, the result may be inaccurate since the data
from the camera is error-prone. The error in relative pose
estimation comes from the limitation of the camera itself, the
pre-estimated intrinsic parameters, or the calibration between
the infrared and the RGB cameras. So we use RANdom
SAmple Consensus (RANSAC) to estimate a robust solution
from the noisy data. First, we randomly choose 3 points from
the ORB matched features and compute the relative pose using
the 3D points. Then, we separate all the points into inliers
and outliers based on the solution. The above two steps are
repeated until we get a satisfied solution or the maximum
iterations is reached.
Though we can get a rough solution of the relative poses
between pair-wise frames, the RGB-D camera give us more
abundant information about the 3D scene. We apply ICP to
refine the relative pose, using the above solution as an initial
value. The two dense point clouds are regarded as rigid body
transformation and we want to minimize the distance between
the points in the first frame and the corresponding plane
(point with normal) in the second frame as:
Eicp =
N∑
i=1
||(Rpi + t− qi)ni||2 (1)
where R is the rotation matrix, t is the translation vector, and
ni is the normal vector. Note that, we have to do the RANSAC
step to obtain a rough relative pose as an initial guess, as the
ICP usually fails when it is initialized using identity matrix as
rotation, especially when the camera moves fast or shakes. In
practice, it is common to scan the same object several times,
for example step forward and backward scanning. Moreover,
in a loopy environment, we will get more links relating to
these revisit, which can dramatically reduce the accumulated
error and drifts. Similar/same images cannot be identified by
just using the low-level ORB features, fortunately DBoW2
[14] can efficiently retrieve the similar images by searching
in the coded database. DBoW2 constructs a vocabulary tree
from the extracted ORB binary features to discrete them. The
vocabulary tree can then speed up the verification of geometry
correspondences.
B. Bundle adjustment
In the previous section, we obtain a sequence of pose
estimations, and many links between them. A graph will be
constructed, where poses and links are regarded as nodes
and edges respectively. However these nodes and edges will
compose a giant graph. In formulation every observation will
form one term in the objective function, moreover the Jacobian
matrix calculates the partial derivatives for every variable in
each observation equation. This problem is very hard to solve
due to limited memory and computation resources.
We apply a chunk-splitting strategy to the giant graph and
solve it in a hierarchical way [15]. The strategy is based on
the fact that the drift in a short range of sequence is very small
and can be regarded as accurate links in a global view. In each
chunk, we apply the local bundle adjustment to optimize the
poses and feature locations. Then a representative keyframe
is chosen in each chunk. A global bundle adjustment will
be applied on the selected keyframes based on a reasonable
assumption that there are only rigid transformations between
any two chunks.
1) Intra-chunk optimization: Each chunk is built on the
sequence of Nchunk images (in our experiments, Nchunk is
set to 30 frames). In Equation (2), we minimize the sum of
the squared distances of reprojective pixels and the distances
between 3D points. The optimal solution is found when the
minimal error is obtained using a Gauss-Newton (GN) solver.
Eintra−chunk =
∑
c
∑
p∈s(c)
(||pci −KT cwPwi ||2+
||Twc K−1pci − Pwi ||2)
(2)
where pi is the pixel in cth camera frame, with the corre-
sponding feature in feature set s(c) of cth frame, Pwi is the
3D position of corresponding feature in world frame, T cw is
the transformation between world frame and camera frame,
Twc is the inverse of the transformation, and K is the intrinsic
matrix.
2) Keyframe selection: After the intra-chunk optimization,
the poses are relatively precise in each chunk. Then, one
keyframe is chosen in each chunk in order that the keyframe
can represent a chunk in rigid transformation. So we choose
a keyframe as representative as possible and defined a simple
principle to measure it, as described in (3).
max(w1N
f
i + w2B
f
i ) (3)
where Nfi is the number of the features, B
f
i is the bounding
box of all the features in the frame, and w1 and w2 are the
corresponding weights.
3) Global optimization: The global optimization of the
keyframes is critical for the whole framework as it will register
all chunks together and is also the most challenging part. Many
algorithms use the sparse features in optimization, as the dense
images provide too many pixels to handle. However the RGB
images provide many valuable information which should not
be ignored. In this paper, sparse and dense registration methods
are combined for finding a more robust solution. As the value
changes a lot in color space when illumination varies, we
compare the difference in image gradient space, In Equation
(4), we transform the points in image Gi to image Gj , and
find the corresponding gradients in image Gj .
Edense =
Nimg∑
i,j
Npixels∑
k
(||Gi(pi(Pi,k)−Gj(pi(T−1j TiPi,k)))
(4)
where G is the gradient image, pi is the perspective projection,
and Pi,k is the 3D location associating with the kth pixel
in image Gi. Ideally, every pixel in image Gi should be
transformed to image Gj and find all the corresponding pixels.
However, it is too much computation burden of this and
adjacent pixel are usually redundant. We resize the image to
a much smaller one, for example 64 by 48, and calculate the
gradients on these new images.
(a) kitchen room
(b) meeting room
Fig. 2: 3D reconstruction results using bundle adjustment
without any planar constraints.
C. Planar constraint bundle adjustment
A rough optimization result is obtained after the previous
step. As shown in Figure 2, we do not get a globally con-
sistent 3D model. So we should add new constraints to the
optimization process. We noticed that there are many obvious
structures in a common indoor environment, for example, the
walls are always vertical, and the roof and the ground are
parallel. In previous section, the features on these planes are
treated as standalone ones, and the geometric relationships
between them are ignored. In this section, we will explore
the potential features on these planes.
First, we describe how to detect planar elements in the RGB-
D images. It is hard to detect structure in a single image,
pop up SLAM [16] proposed a method to detect/separate
ground and walls, however the algorithm cannot deal with
more complex scenes. The RGB-D camera makes the task
much easier by providing a corresponding depth image.
Hole filling: There are many holes and noises on the depth
image, a bilateral filter with a small window is applied to the
raw image. We define the plane as Equation (5):
ax+ by + cz + d = 0 (5)
where [a, b, c]T is the normal of the plane, d is the distance
from the origin to the plane.
RANSAC plane fitting: A RANSAC algorithm is applied
to detect the planar structure in the current frame: (1) random
select 3 points; (2) calculate the parameters ai,bi,ci,di using
the three points; (3) calculate the distance to other points and
support points; (4) repeat (1) to (3) until the best plane is
found.
We suppose that the first frame contains plane from the
ground, so we can roughly figure out the walls and roof by
comparing the normal and location of the plane. The features
on the ground and roof has no constraint in x and y directions,
but the variance in z direction is usually strictly to Lz (we set
Lz to 5cm in our experiments). For the features on the wall, the
variance in the normal direction should be considered. We set
Ln on the on the normal direction for walls. All the constraints
can be adjusted to any values according to the specific indoor
environment. We can further define the new objective function:
E = Esparse +Edense +
N∑
k=1
fk∑
i,j
Ψplanar(fi, fj) (6)
where fi and fj are the 3D points on the same plane and
Esparse =
∑
c
∑
p∈s(c)
||pci −KT cwPwi ||2 (7)
Ψplanar(fi, fj) =
{
0, |(fi − fj)| ≤ Nconstraint
|fi − fj |, |(fi − fj)| > Nconstraint
(8)
where Nconstraint is the corresponding constraint of along the
coordinate such as Lz or Ln. The first term in Equation (6) is
to minimize the difference between image pixels and projected
feature points, the second term is the same as that defined in
Equation (4). The third term is for the constraints between
the features on each plane. As in Equation (8), the energy
equals to the distance if the distance between the two point
features exceed the constraints, and the function equals to 0
if the distance does not exceed the constraints.
D. TSDF integration
The planar constraint bundle adjustment provides us a
precise sequence of poses, this section will discuss how to
create a precise surface from the point clouds. The simple
stack of point clouds will result in a much redundant point
cloud, and the noise in the depth image will remain in the
final results. To get a smooth and noise-free surface/map, we
apply TSDF [17] to manage our map. As shown in Figure 4,
TSDF is a 3D volume, with every grid denoting the distance
from this grid to the closest surface in current frame. TSDF
also maintain a separate weight volume to roughly measure
uncertainty. In initialization, the TSDF value grids are set to
Ni and the TSDF weight grids are set to zero. In updating,
the new TSDF value and weight value are calculated using
Equation (9) and (10) as:
Ti(x) =
Wi−1(x)Ti−1(x) + wi(x)ti(x)
Wi−1 + wi(x)
(9)
Wi(x) = min(Wi−1(x) + wi(x),Wmax) (10)
where Ti(x) is the TSDF value and Wi(x) is the weight
volume, t and w are from the new observation. The weight
values gradually increase, as new observation occurs. In this
way, we can get an appropriate fusion surface by merging all
the depth images.
As shown in Figure 4, the surface lies on the change point
where the value change from negative to positive or the other
way around. A marching cube algorithm is applied to the
TSDF grid. For a fast extraction, all kinds layout of the surface
in a single grid is enumerated and saved in a lookup table. All
the surface will be extracted using only one traverse. Note that
we initialize the grid value to Ni = 1 and the value behind the
surface is set to negative, it accidentally obey the rule where
the surface lies. So we delete the changing point grids where
the value change from negative to Ni to avoid false surface
extraction.
III. EXPERIMENTS
The approach is implemented on a desktop computer with
an Intel Xeon CPU, and GeForce GTX 970 GPU. There are
four separate threads in the system: odometry estimation, plane
detection, loop closure detection, and graph optimization. The
grid unit in TSDF fusion is 2cm and there are 300 by 300 by
300 grids in one volume. The chunk size in bundle adjustment
is set to 30 frames. We split the TSDF volume when the indoor
scene exceed 6 meters to save memory, and the overlap is set
to 6cm.
We collect the test data in a kitchen room and a meeting
room besides our office. There are kitchen wares, a refriger-
ator, tables, rubbish bins in the kitchen room. The light on
the roof is challenging for the RGB camera, as it leads to
dramatical changing in the intensity of images. There are many
chairs, a bookshelf, a television and a big table in the meeting
room. All the space, including grounds, walls, and roofs, in
the rooms are scanned for the purpose of testing the extremely
challenging case using our proposed method.
We compared the reconstruction result using bundle ad-
justment with and without planar constraints. As shown in
Figure 2, the point cloud align well in local frames, but it
is not globally consistent. After the planar constraint bundle
adjustment, we get a globally consistent 3D model as shown
in Figure 3 and Figure 5.
Figure 3a shows the whole point cloud of the kitchen room,
which is down-sampled from the depth frames by applying all
the transformations using the accurate poses from the planar
constraint bundle adjustment. For a better visualization, we
delete two walls in front of the kitchen table, as shown in
Figure 3b. Figure 3c shows a detailed mesh of the kitchen
room, which is extracted from the TSDF volume using the
(a) Point cloud of the kitchen
room
(b) Point cloud of the kitchen
room with a wall deleted
(c) High-quality mesh of the
kitchen room in a zoomed view
(d) High-quality mesh of the
kitchen room in a bird’s eye view
Fig. 3: 3D reconstruction results of a kitchen room using proposed planar constraint bundle adjustment.
(a) TSDF volume
(b) TSDF values around a surface de-
noted by a red line
Fig. 4: TSDF volume and a 2D slice showing how values are
assigned
modified marching cube algorithm. As shown in Figure 3d
the global structure of the kitchen room are reconstructed with
high-quality mesh.
Figure 5 shows a dataset from a meeting room. Note that
there are black holes around the door, as the algorithm cannot
deal with glasses at this moment. The global structure of both
datasets are well reconstructed using our approach, and the
details of different objects are also remained in the fusion
result.
We compared our model with designed Building Informa-
tion Modeling (BIM), as shown in Figure 6. Though we use
a commodity noisy sensor, our algorithm can produced a
matched global consistent 3D model. So our proposed method
can be applied to applications in construction monitoring or
evaluation.
IV. CONCLUSION AND FUTURE WORK
In this paper, we propose a planar constraint bundle adjust-
ment, for globally consistent, high-quality 3D reconstruction in
complex indoor scene using RGB-D camera. It is especially
suitable for low-texture environment as it utilizes planes as
constraints in the optimization. We first generate a rough 3D
model using hierarchical intra-chunk and keyframe bundle
adjustment. Then, planar elements are detected in the selected
keyframes. The planar constraints are incorporated into the
global optimization. A TSDF volume integrates all the depth
images to reduce noise and generates a high-quality mesh
model.
In the experiments of the kitchen room and meeting room,
which are the common indoor scene, the results show good
performance of the proposed approach, while other RGB-D
SLAM algorithms cannot obtain such high-quality model in a
room-scale scene.
In the future, we would like to formulate edge and plane
as landmarks in a unified framework. The nearly perfect 3D
models show high potential in applications in the field of
BIM [18]. Our 3D model may provide the information about
the construction progress at a specific time. The construction
progress can be monitored by combining our reconstructed 3D
model and BIM, to compare the geometric difference between
the two models, and further decisions can thus be made. We
would like to test our algorithm in real construction site in the
near future.
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