In this study, an integrated artificial neural network (IANN) model incorporating both observed and predicted time series as input variables conjoined with wavelet transform for flow forecasting with different lead times. The daily model employs forecasts of the tributaries in its input structure in order to predict the daily flow in the main river in the next time steps. The predictive models for the tributaries are those of the conventional wavelet-ANN models in which they comprised only observed time series as input variables. The monthly model updates its input structure by other forecasts of the tributaries and also the predicted time series of the main river in the previous time step. The model is utilized for flow forecasting in the Snoqualmie River basin, Washington State, USA.
INTRODUCTION
Providing a suitable predictive model for short-term and long-term flow discharge in rivers can be helpful for water resources planning and management. However, it is not an easy task due to its nonlinear identity and dependence on a large number of parameters including temporal and spatial variations. Also, some of these parameters, such as rainfall, have such an uncertain and stochastic characteristic which makes it difficult to develop an accurate predictive model for flow discharge. More especially, when the models are applied for forecasting in several days/months in advance, the complexity of the problem increases even more.
Forecasting of flow discharge in rivers using available historical time series is a common task in hydrology. Over Huo et al. () developed two types of integrated ANN models (IANN) for monthly river flow forecasting and compared the performance of the integrated ANN models with those of the lumped ANN models (ANN). Their study showed that for rivers comprising several tributaries, the IANN models outperform the ANN models. Therefore, applying integrated models for watersheds with several sub-basins can be an efficient way to improve the performance of forecasting models.
Dealing with data-driven models, it was found that wavelet transform improves the ability of a predictive model by extracting useful information on various resolution levels (Nourani et al. ) . The unique feature of wavelet transform which made it a popular tool is in its capability to elucidate simultaneously both spectral and temporal information within the signal (Nourani et al. ) . Therefore, applying a conjunctive model of wavelet and AI techniques such as wavelet-ANN has attracted the attention of many researchers in hydrology and water sciences. It has been demonstrated that linking the wavelet transform to the The existing studies based on AI techniques applied for flow forecasting mostly applied previous observed time series as input variables. Moreover, they were mainly lumped models (a single ANN model) which only use the input variables of the same basin. For monthly time scale and even for those of daily models, the forecasting models were often focused on the flow prediction in the next time step because the performance of the predictive models deteriorates as the time horizon increases. Therefore, development of forecasting models with satisfactory performance in upcoming days and months are of great importance for practical applications.
The main contribution of the current study is incorporating both observed and predicted time series as input variables for flow forecasting in the next time steps. The key assumption explored in this study is that the outputs of the models with the best performance are included in the input structure of the models for longer period forecasting. Moreover, an integrated ANN model (here called IANN) is combined with wavelet transform for the forecasting purpose. The main idea with the integrated model is that the predictive model (IANN) in its input structure uses outputs of the separate ANN models obtained for sub-basins as well as the previous time series of the main river. Therefore, in this study, performance of an ANN model with a new input structure is investigated. The model is applied for flow forecasting up to 4 days, and months ahead in the main river in the Snoqualmie watershed. The remainder of the paper is organized as follows. The main concepts of ANN and wavelet transform along with the characteristics of the study area and the datasets are briefly described immediately below. This is followed by the structure and characteristics of the proposed model. Results are then discussed and, finally, the conclusions are summarized.
MATERIALS AND METHODS

Artificial neural network
ANN as a black box model has great capability to reveal the nonlinear relationship between inputs and outputs. A feed forward back propagation neural network, here referred to as ANN, is probably the most commonly used form of ANN. It comprises three distinct layers of input, hidden, and output. Each layer possesses a set of nodes (neurons) in which is fully connected with the nodes in the following layer. The model has a feed forward phase in which input signals propagate in a forward direction (layer by layer) to reach the output layer and a backward error propagation process which modifies the connection strengths (weights).
The training process can be viewed as a procedure to minimize the differences between observed and computed values of the target variable (output). This procedure happens by finding optimum weights and biases through input to hidden layer connections and also from hidden to output layer connections. In this study, the Levenberg-Marquardt (LM) algorithm is employed to train the ANN models. More details of ANN models and the training algorithms can be found in Hagan & Menhaj () and Ham & Kostanic () .
Wavelet transform
Recently, the wavelet approach as a data pre-processing technique has attracted much interest in dealing with nonstationary data in data-driven models. Wavelet transforms are advantageous over Fourier techniques due to their ability to extract information such as time, location, and frequency of signals simultaneously. In this approach, the original time series (input signal) is decomposed to some sub-signals using wavelet function. The mother wavelet (wavelet function) comprises two parameters, translation and dilation. The continuous wavelet transform (CWT) of a signal x t ð Þ is defined as (Partal ) :
where a and b are the dilation and translation parameters, respectively. t is the time, ψ is called the mother wavelet, and * represents the conjugate complex function. The result is a wavelet coefficient (W(a,b)) contour map known as a scalogram (Nourani et al. ) .
For practical applications in hydrology, the discrete wavelet transform (DWT) is preferred to the CWT because DWT requires less computation time and also it is easier for implementation and development. The DWT can be written as (Grossmann & Morlet ) :
where m and n are integers that control the wavelet dilation and transformation, respectively. a 0 is a specified fined dilation step greater than 1; and b 0 is the location parameter and must be greater than zero. By using DWT, the original time series will be decomposed into various sub-signals of details (d i ) and approximations (a i ) at different resolution levels. More details about wavelet transform can be found in Mallat () and Labat et al. () .
Study area and data
In this study, a large river basin, Snoqualmie River, was chosen as a case study to develop an integrated flow fore- Table 1 . Also, Figure 1 shows the study area and its main tributaries.
The data used in this study include flow time series of the mentioned streamgages recorded at four tributaries and also at the outlet (Carnation) for a 15-year period from 1 January, 1995 to 1 January, 2010. For the monthly time series, the datasets were extended to four months before January, 1995 and four months after January, 2010
to provide data from previous months as input variables.
These datasets were downloaded from the USGS web server (http://waterdata.usgs.gov). In the model development, the historical time series in daily and monthly time scales have been applied for predicting daily and monthly flow discharge at the outlet and at four tributaries as well. Table 2 gives the statistical analysis of the daily and monthly average flow time series for the five streamgages. These basic statistical measures include minimum 'Min', maximum 'Max', average 'Mean', and coefficient of variation 'C v '.
Regardless of the main river streamgage, here denoted as gage No. 5 (G5), the highest values of the daily and monthly In the models developed throughout the study, the datasets were divided into three groups, training, validation, and testing periods. Seventy percent of the data were applied in the training stage and the remaining 30% used in the validation and testing stages (15% for validation and 15% for testing stages). Regarding ANN models, it is a common in the next two months is negligible. Therefore, the data related to precipitation were excluded in the forecasting models because they are not available to be incorporated for the upcoming days/months.
To find the right structure of input parameters of the wavelet-ANN models for the tributaries and the main river, cross-correlation and autocorrelation for different lags were carried out. The results are presented in Tables 3   and 4. According to Table 3 , there is a strong correlation for daily flow discharge in time t with those of t À 1, t À 2, t À 3, For the daily ANN/wavelet-ANN models in the tributaries and also in the main river, separate models for each gage are developed. These models are applied to predict daily flow discharge. For each gage, the input structure of the model for predicting flow several days in advance has the same input variables, which are the observed flow discharge within the past 4 days (Equation (3)). In this study, the models with such input structure are called convention ANN/wavelet-ANN models. Figure 2 gives a schematic layout of the components of the integrated model developed 
where indices of i and j represent the lead time and streamgage number, respectively.
As the flow in monthly time scale is mostly correlated with the flow in the previous time step, applying the conventional predictive models for more than one time step forecasting is not efficient. The key assumption of the monthly models developed in this study is to consider the forecasts of the previous time step as the input variable. The models incorporating the predictions of the previous time step are applied for more than one lead time forecasting in monthly time scale. Therefore, the input and output variables can be written in a conditional form as:
where q denotes the predicted time series.
The main contribution of this study is to explore the efficiency of the integrated models which incorporate the forecasts of the tributaries to predict flow discharge in the main river. In this regard, the cross-correlation between the flow in the main river (G5) and those of the other gages (G1 to G4) is carried out to extract the right structure of the input variables. Table 4 presents the results of the cross-correlation between the main river and the flow in the tributaries up to four lags. As can be observed from Table 4 , the flow in the main river (G5) and in time t is mainly correlated with the proposed for the other lead times.
Regarding Table 4 , it can be seen that the flow in the main river (G5) is mainly correlated with the flow in the tributaries in the same time. Therefore, the forecasts of the monthly models in the tributaries with no lag are included in the integrated model. Moreover, the output of the conventional model in G5 with one lag is incorporated as input variable. Therefore, the input and output of the integrated models (in t þ 3 as an example) for the monthly time scale can be formulated as follows:
where q 0 stands for the predicted time series of the inte- In the developed models, DWT as a data pre-processing tool was employed to decompose the original time series of the input variables. The efficient time series (i.e., D 1 to D n and A n in which D, A, and subscript n represent the detailed, approximation, and decomposition level, respectively) obtained through DWT were entered as input variables of the ANN models. To achieve the most accurate models, different types of mother wavelets and also different decomposition levels have been investigated.
For more lead times (t ¼ 2, 3, 4), the predicted flow discharge in the precedent time steps (t ¼ 1 … 3) were decomposed by DWT to be imposed as input variables.
After trying with different wavelet functions of Daubechies, Haar, Coiflets, and discrete Meyer, it was found that the discrete Meyer wavelet function has a better performance than the others. Also, the 3 and 2 decomposition levels of the wavelet were the most efficient decomposition levels for daily and monthly forecasting models, respectively.
To evaluate the performance of the developed models, the coefficient of determination (R 2 ) and root mean square error (RMSE) were employed. Equations (7) and (8) give a definition for these two indices:
where Q i , Q, q i and n denote observed flow, mean observed flow, predicted flow and number of data, respectively.
RESULTS AND DISCUSSION
Daily forecasting models
In the daily models, five individual ANN and wavelet-ANN models for streamgages (G1 to G5) were developed. The forecasts related to the best model of the tributaries in terms of R 2 and RMSE were included in the IANN and wavelet-IANN models (G5I). The results in terms of R 2 and RMSE during the testing set are presented in Table 5 .
Although the performance of the developed models during the testing period is of great interest for researchers, the performance of the models for training and validation periods should be evaluated to find the consistency and reliability of the predictions. In this regard, the performance of the wavelet-ANN models for training and validation datasets are computed and the results are presented in Table 6 .
Regarding Table 6 , the results of the training and validation periods are in good agreement with those computed for the testing set. Therefore, it can be shown that the models have good capability for flow forecasting, in general.
According to Tables 5 and 6 , it can be concluded that the proposed models (wavelet-ANN and wavelet-IANN) have great capability for predicting the flow discharge in the Snoqualmie River. The models provide accurate predictions of the flow for different lead times. A comparison between the ANN models and the wavelet-ANN models reveals that the wavelet transform, as a data pre-processing Generally, the integrated models outperform the conventional models whether combined with wavelet or not. Both of the predictive models give accurate predictions of flow for 1 and 2 days ahead. Moreover, the models have a relatively high accuracy for flow time series forecasting with 3 and 4 days ahead. To provide more discussion on the capability of the predictive models in the main river, the 10% of the highest flows were selected as peak flows and the R 2 and RMSE have been computed for them during the testing period. The results are given in Table 7 . Generally, both models provide acceptable predictions of high flows in daily time scale. As can be obtained from Table 7 , the integrated model outperforms the conventional model when it is applied for the next 2 days. However, for 1, 3, and 4 days in advance forecasting, the difference in performance of the models is negligible. As can be observed, the efficiency of the predictive models for high flows decreases rapidly as the time horizon increases. This conclusion is expected because the correlation between input and output decreases.
Monthly forecasting models
Similar to the daily models, separate ANN and wavelet-ANN models were developed to evaluate the efficiency of the proposed models for monthly flow forecasting. The results obtained through the testing period are presented in Table 8 . Also, the results for training and validation periods are presented in Table 9 . A comparison among the results of training, validation, and testing periods reveal that the consistency and reliability of the predictive models decreases as the time horizon increases. Table 9 , the monthly wavelet-ANN models for flow forecasting more than two lead times may suffer from overfitting problem due to the significant difference between performance evaluation criteria of training and validation datasets. Therefore, more action should be taken in consideration of improving performance of such models, especially when they are used for more than two lead times forecasting.
Results
From Table 8 , it can be concluded that an accurate pre- The predictive model for t þ 1 has a relatively high coefficient of determination and low RMSE while it becomes worse with more lead times. For the next month, the model has a reliable output even for extreme flows. for the test period have R 2 of about 0.72 and 0.53, without including the predicted time series in the wavelet-ANN input structure. These values are significantly lower than the corresponding values obtained by the proposed model (Table 8) .
CONCLUSIONS
In the present study, an attempt was made to design, construct, and evaluate the efficiency of an integrated wavelet- It was found through this study that the wavelet transform is a powerful tool which has a great ability to extract useful information from time series. Consequently, it increases the ANN models' performances significantly. In the integrated models, the DWT has been employed twice in a predictive model when the target variable is predicted for more than one lead time. First, it was applied to decompose the original time series and next, it was employed for the predicted time series to be added as input variables.
Therefore, the DWT as a data pre-processing technique is a key component towards achieving accurate flow forecasting models, especially when monthly forecasting is desired.
The results obtained from the daily flow forecasting models indicate that the proposed model (wavelet-ANN) can strongly predict the flow discharge in the tributaries and also the main river up to the following 4 days. A very high correlation between the predicted flow and the measured time series was achieved. With increasing time horizon, the models' performance decreases gradually. The daily developed models yield a very high R 2 (higher than 0.8) for all the streamgages and all the lead times under investigation. Furthermore, their RMSE for the testing period is acceptable. However, the performance of the predictive models for high flow conditions deteriorates rapidly as the time horizon increases.
From the results of the monthly models it can be derived that the wavelet-IANN is a suitable model for can be achieved by applying the wavelet-ANN models.
Moreover, the integrated models (wavelet-IANN) provide acceptable predictions of the monthly flow discharge in the Snoqualmie River for two months in advance. The
