In this paper, Wald- 
Introduction
In the setting of the classical linear regression model the researcher assume that the explanatory variable X is measured exactly without errors, however in the most regression problems, measurement errors affect the explanatory and the response variable (Madansky A. , 1959) . To illustrate the effect of measurement errors on explanatory variables; suppose that two mathematical variables ξ and η are assumed to have a relationship of the following form:
These two mathematical variables (ξ ,η ) are observed subject to random errors, where the observed values (x, y) are given by:
= + x ξ δ
Where i ε and i δ are assumed to be mutually independent random errors with known means and unknown variances ( )
, σ τ , respectively. The model given in (1) -(3) is well known by Errors -InVariables (EIV). There are many methodologies to estimate the unknown parameters α and β for model (1)-(3) suggested in the literatures, the easiest is the grouping methods which was proposed by Wald (1940) and Bartlett (1949) , alternative methods of estimation of EIV model can be found in Chen and Van ness (1999), and Al-Nasser et al (2005) . All the previous methods studied the EIV model using a sample taken from simple random sampling (SRS). However, in order to reduce the time and the cost, we will use the ranked set sampling (RSS).
Grouping Methods
Various alternative methods for estimation EIV model parameters have been suggested by the researchers in this field. Grouping methods first proposed by Wald (1940) which is simpler than the other methods and hence/or otherwise may easily be applied in many practical cases. The grouping estimators are well known as wald-type estimators. Suppose that we have two variables x, y, and n pairs ( )
x y , then in general, the grouping methods can be described with the following steps:
1-Order the n pairs ( , )
i i
x y by the magnitude of x i ; where i=1,..., n.
2-Select proportions P 1 and P 2 such that 1
, place the first nP 1 pairs in group one (G 1 ), and the last nP 2 pairs in another group (G 3 ), discarding G 2 the middle group of observations; that is to say: ( 1 2 ) (
Consequently, the intercept estimator will be:
Noting that when P 1 =P 2 =1/2 then the grouping method named by two groups (Wald ,1940) , and when P 1 =P 2 =1/3 then the method is called three groups, (Nair and Shrivastava ,1942) and (Bartlett ,1949) .
L Ranked Set Sampling for Bivariate Data
The LRSS proposed by Al-Nasser (2007) 
Grouping Estimators Based on Ranked Data:
Because we believe that the use of the ranked data with the grouping methods will introduce more efficient estimates, in this section we introduce the two groups and the three groups estimates using the selected samples by the LRSS. In order to fit the EIV model, let:
be LRSS of X variable, and
be the correspondent variable Y. Then the two group's estimates will be 2 2 2 2 1 .
2 1ĝ
Similarly; the three group's estimates can be formulated as 3 1ĝ
Empirical Example:
We illustrate the proposed procedure using a real data set from Franklin et al. (1994) , that contain of 2600 pairs of numbers ( ) , X Y where Y is the score (in percent) obtained by a student on a standardized calculus test administered at a certain university, and X is the number of hours (recorded to the nearest hour) that the students spent studying for this test. Here, the variable of interest is ranked based on exactly measured values. Hence we have actual quantifications. A simple random samples with sizes n= 60, 80,100 and 120 is chosen from the population. Also, Using set size m=3, 4, 5 and 6, with repeated cycles r= 20 for the chosen RSS and LRSS k=1 samples. Two and three group methods are used to estimate the EIV model parameters based on grouping methods and the mean square of residuals for the model are also determined in (11), the results based on these samples are reported in The results indicated that the estimators based on a ranked data have a smaller MSE comparing to the estimators based on the SRS. There is no effect of the sample size on reducing the value of MSE; Figures (1) -(2) gave a good visual comparison between the three sampling methods. The results indicate that the ranked data are more efficient and more curate estimators than SRS. 
