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A new reduction, the D-reduction, and new bases, the D-bases, are introduced for polynomial 
ideals. Every polynomial ideal has a D-basis, and every polynomial in the ideal D-reduces to
zero by that basis. A necessary and sufficient condition for testing such bases i  given, and a 
simple algorithm for constructing them is presented. 
The reductions and Grfbner bases that were introduced by Buchberger (1984) and by 
Kandri-Rody & Kaput (1984b) are extended to B-reductions and B-bases for polynomial 
ideals over B-domains. The relations between B-bases and D-bases, and between B-bases, are 
investigated. 
Finally, we discuss the relation between D-bases and B-bases over Euclidean domains. 
Introduction 
A new reduction, the D-reduction, and new bases, the D-bases, are introduced for 
polynomial ideals over a principal ideal domain (or PID, for short). The D-bases are the 
first bases that are defined by a reduction over an arbitrary PID. D-bases have the 
property that every polynomial idea has a D-basis, and every polynomial in the ideal 
D-reduces to zero by that basis. A necessary and sufficient condition for testing such bases 
is given, and a simple algorithm for constructing them is presented. The algorithm is an 
extension of those given in Buchberger (1965, 1970, 1976a), Lauer (1976), Trinks (1978), 
Zacharias (1978), and Kandri-Rody & Kapur (1988). Also, D-reduced bases are 
introduced and studied. They are shown to be the simplest D-bases. 
In the present paper, the reductions and Gr6bner bases introduced by Buchberger 
(1984) and by Kandri-Rody & Kapur (1988), are extended to B-reductions and B-bases 
for polynomial ideals over B-domains. The B-domains are the principal ideal domains 
that are also simplification rings. A B-basis has the property that every equivalence class 
determined by such a base has only one B-irreducible lement. The relations between 
B-bases and D-bases are investigated. It turns out that all D-bases over B-domains are 
universal B-bases in the sense that they are B-bases no matter what kind of B-reduction is 
used. Also, D-reduced bases are the simplest B-bases for any. given ideal, in terms of the 
size and degree of elements. These properties are used to investigate the relation between 
B-bases and complete bases (see Schaller, 1979). It is shown that there is a complete basis 
that is not a B-basis for all possible B-reductions. 
t The results presented here represent a portion of the author's doctoral dissertation at the University of 
California, Santa Barbara, which was directed by Professor Ronald V. Book. This work was supported in part 
by the National Science Foundation under Grant DCR83-14977. 
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Finally, we discuss the relation between D-bases and B-bases over Euclidean domains. 
In this case, D-bases and D-reduced bases are shown to be identical with B-bases and 
B-reduced bases. It then follows that all the Gr6bner bases which have been studied by 
Buchberger (1976a) and Kandri-Rody & Kapur (1984, 1988) are D-bases. 
1. D-reductions and D-bases 
In this section, R is a principal ideal domain. We will define and discuss the notions of 
D-reduction, D-bases, and D-reduced bases in a polynomial ring over R. Some definitions 
and notation are needed. 
Let R[X] denote a polynomial ring over R with indeterminates xl . . . . .  x,, i.e. 
R[x 1, x2, . . . ,  x,]. A term in [xl, x2 . . . . .  xn] is a nontrivial product of xl, x 2 . . . .  , x,. Let 
d(t) be the total number of occurrences of xl, x2 . . . .  , x,, in term t. If t = 1, then d(t) = O. 
A monomial in R[X] is a term together with its coefficient. 
Let T be the set {tit is a term not in R}. A partial ordering (>)  on TuR is called 
admissible if > satisfies the following conditions: 
(1) > is total on T; 
(2) t>r for t~Tandr~R;  
(3) fora,  b ,c~T,  i fa>bthenac>bc .  
These conditions imply that (>)  is Noetherian on T. From now on, T w R will be 
assumed to have such an ordering (>).  Let p ~ R[X] - (0} .  Let 
It(p) denote the leading term of p, 
which is the largest erm of p, 
lm(p) the leading monomial of p, 
which is the monomial with the term It(p), 
rm(p) the reductum of p, 
which is the polynomial p-Ira(p), and 
lc(p) the leading coefficient of p, 
which is the coefficient of It(p). 
Let F be a finite set in R[X]. The ideal generated by F is denoted by (F) .  If 
(F )  = (G),  we write F = G. We will use lm(F), lt(F), and lc(F), respectively, to denote 
the sets of leading monomials, of leading terms, and of leading coefficients in F. Let IFI 
denote the cardinality of F. 
For p E R[X], let r = -rm(p). 
DEFINITION 1.1. Let p, q, g ~ R[X]. The element p is said to D-reduce to q by g (or p "-+Dq 
by #) if p=ct+p' ,  ct is divisible by lm(g) (or lm(g)lct, for short), and 
q = [ct/Im(g)]. [-rm(g)] +p', where ct is a monomial of p, and p' does not contain term t. 
The element p is said to be D-reducible by a set F ifp ~oq by some # ~ F and p ¢ q, and 
is said to be D.irreducible by F otherwise. 
REMARKS 
(1) The name "D-reduction" is due to the fact that p is D-reducible by g if and only if 
ct is divisible by Ira(g). 
(2) The term t in the definition is not necessarily the leading term of p. Thus, if p --'D q, 
then it is not necessarily It(p) > It(q). But since (>)  on T is Noetherian, one can still 
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prove that D-reduction is Noetherian, that is, there is no infinite chain 
f l  -+Df2 -+D" • ' "->Dfn - '+D"  " • in R[X], 
such that f~+ 1 =# f~ for i. 
EXAMPLE 1.2. Let f=  5x2y2+4xy, 0 = 2xy+x, and q = 5x2y2-2x; then f-+Dq by g. But 
5x2yZ+3xy cannot be D-reduced by g since neither 5x2y 2 nor 3xy can be divided by 
Ira(a). 
DEFINITION 1.3. A finite set G of R[X] is called a D-basis if every non-zero polynomial in 
(G)  can be D-reduced to 0 by G. 
Definition 1.3 is equivalent to saying that G is a D-basis if fo r fe  <G)-{0}, Ira(f) is 
D-reducible by G. We will use this fact frequently. The fact easily leads to theorem 1,4. 
Let T = {ctlc E R-{0}, t is a term in [xt,. . . ,x,,]}. Then T is a commutative 
semigroup. Let I be an ideal in R[XI; then Ira(I) is a semigroup ideal in T. We have the 
following theorem. 
THEOREM 1.4. Let G be a finite set of R[X] and I = <G>. Then 
(1) G is a D-base for (G> iff lm(G) is a base of the semigroup ideal Ira(l); 
(2) i f  G is a D-base for (G>, then (lm(G)> = <lm(l)). 
The converse of (2) is not true, as will be shown in example 2.17. 
Theorem 1.5 below gives a criterion for testing whether a finite set in R[X] is a D-basis. 
Let lcmlt(f, O) denote fern(It(f), It(g)), the least common multiple of the leading terms o f f  
and 0. 
THEOREM 1.5. Let G be a finite subset of R[X]. Then G is a D-basis if and only if for all p, 
q~G,  
(a) if lc(p) and lc(q) are not each divisible by the other, then there is some f ~ G such that 
both Ic(p) "lemlt(p, q) and lc(q), lcmh(p, q) are D-reducible by f; 
(b) if Ic(q)llc(p), then SR(p, q) can be D-reduced to O, where 
SR(p, q) = [Icmlt(p, q)/It(p)], p -  [lc(p). lcmlt(p, q)/Im(q)], q. 
SR(p, q) in (b) can also be obtained in the following way. Let f=  lc(p)lcmlt(p, q), 
f "*r~gl by p and f ~Dg2 by q, then SR(p, q) = g2-gl ,  
REMARK. The theorem modifies and extends the results of Lauer (1976) and Kandri-Rody 
& Kapur (1988) such that: 
(a) our theorem applies to any principal ideal domain R; 
(b) the totally new reduction D-reduction is used in our theorem; 
(c) for any pair {p, q}, only one of the conditions (1) and (2) needs to be checked. 
Note that all these differences are based on the use of D-reduction. Also, the proof is 
new. 
PROOF OF THEOREM 1.5. If G is a D-basis, it is obvious that conditions (a) and (b) hold. 
Now suppose that G satisfies the two conditions. Let h e (G) and h :~ 0. We only need 
to find g e G such that hn(g)lhn(h). 
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Before proving this, we need some definitions, which appear to be interesting in their 
own right. Let G be a finite set in R[X] and h ~ (G>. Then h can be written as a finite 
representation Zmifi, for some fi ~ G and some monomials mi, such that ml ~a 0 and if 
j < k, then It(mjfj) >1 lt(mkfk). Define the leading term and the index of a representation to 
be M = l t(mlfl) and I = max{i: h(mJi)  = M}. Zm~f~ is called a standard representation 
of h if It(ml f l )  is the smallest of all leading terms of representations of h and I the smallest 
of all leading indices with that term. 
Now suppose that G satisfies the two conditions. Let h ~ (G> and h ~ 0. We need to 
find g e G such that lm(g)llm(h). It suffices to show that the index is 1 for standard 
representations of h. Let Z m~fi be a standard representation f h, let I be its index and M 
be its .leading term. Suppose I > 1. So h = mif l+m2f2+Zm~f i ,  where i > 2 and 
It(mi f l) = It(m2f 2) = M. Of course, lcmlt(f t, f 2)llt(mt f i). 
By conditions (a) and (b), there is an f '  e G such that both Ic(fl)' Icmlt(fl,] '2) and 
lc(f2)" Icmh(fl,f2) are divisible by Im(f'). This means that lc(f')l lc(fi) and lc(f')llc(f2). 
By condition (b), SR( f  l, f ' )  = Z re)g j, for some 9~ e G and some monomials m), where 
lt(m~9~) > lt(m'k9~) for k > i and Icmlt(f,, f ' )  > lt(m]9~) since lcmh(fi ,  f ' )  > h(SR(f l ,  f')). 
This yields t. f t  = c'-t', f '  + Z r~Oj, where t= [ Icmh(f l , f ' ) / l t ( f l ) ] ,  c' = [lc(f~)/Ic(f')], 
and t' = [lcmlt(fl, f ')/ lt(f')]. Now we have t" lt(./]) = Icmh(fl, f '),  
Icmlt(f i, f ') l lcmlt(f i, A )and  lcmlt(f l, f 2)llt(ml f l), so t . l t ( f  i)llt(ml f i). Thus tllt(mi), and 
mlf l=(c" . t " ) . ( t . f i )  = c"c ' . t ' t ' . f '+Y,  mj'gj with c"~ R, t "~ T and mj'=c"' t" .m~. 
Therefore, rnif~ = c 'u ' f '+Zm' jg j ,  with c e R, u e T and h(m'jgj) < M. Similarly, 
rtt  i t m2f  2 = d 'v ' f '+Y ,  jgj with d e R, v e T, g1 e G, and lt(r~'g)) < M. Since 
l t(mifi) = It(rn~f~), u = v. So 
m~f~ +rn~f~ = (c +d) 'u .  f~ + Z m~"~g~ + Z ~ .... ~ g:. 
Therefore, 
h = (c+d) 'u "A +Z m,fi+~,m'jgd+~2 r'jg~, 
where i > 2. Since the term M cannot disappear in any standard representation f h, one 
can easily construct a standard representation f h with index ~<I-  1 from 
II r t l  i h = (c+d)"f l  +)2' mif~+ y" m~gj+Z jgj, 
contradicting the assumption that I is the index of a standard representation f h. 
DEFINITION 1.6. A D-basis is called a D-reduced basis i f f  is not D-reducible by G-{ f}  for 
anyfe  G. 
Using D-reduced bases, one can sometimes solve ideal membership roblems quickly if 
the D-reduced basis of that ideal is known. Suppose G is a D-reduced basis and f E R[X]. 
If there is no g E G such that lm(g)llm(f), then by the definition of D-reduced bases, f is 
not in (G>. 
We will give our algorithm for constructing a D-reduced basis. The idea is to add new 
polynomials into F until the new F meets the two conditions in theorem 1.5. 
Let P be a finite subset of R. Then there is a c ~ R such that (c> = (P>. We will use 
GCD(P) to denote any such c. In the following algorithm, for p, q ~ R[X], we use SL(p, q) 
to denote the polynomial 
c. [Icmlt(p, q)/It(p)] . p + d. [lcmlt(p, q)/It(q)] " q, 
D-bases of Polynomial Ideals 59 
such that 
c . It(p) + d . lc(q) = GCD[Ic(p), le(q)]. 
Since R is a principal ideal domain, such e and d do exist. Note that SL(p, q) is not 
neccssarily unique since both e and d are not. 
ALGORITHM 1.7 
Input: finite F _~ R[X]. 
Output: G _ R/-X] such that G is a D-reduced basis for (F) .  
Begin 
i : = 0; F o : = F; 
(Create a D-basis G) 
while there are p, q ~ F~ such that one of the two conditions in 
Theorem 1.5 does not hold, do 
If the condition (a) does not hold, then T : = SL(p, q) 
Else T : = SR(p, q); 
D-reduce T to D-irreducible ql ~ R[X] by Fi; 
(Comment: ql :~ 0.) 
*If It(q1) is not divisible by It(g) for any g ~ Fl or 
It(f)[tt(ql) for some f e Fi and le(ql)[le(f), then 
i : - i+1;  F i :=F i_ lu{q l}  
Else i : = i + 1; F/: = F i_ i w { SL(q 1, f) }; 
(Comment: Im(SL(ql, f))  cannot be D-reduced by Ft-1) 
D-reduce ql by SL(ql, f )  to q2; D-reduce q2 by 
Fi to some D-irreducible q3; 
If q3 ~ 0 then ql := q3 and go to* 
Endwhile; 
G:=F l 
(make G D-reduced) 
While there is p ~ G such that lm(p) is D-reducible by 
(a-{p}) 
Do 
c := 
Endwhile; 
While there is p ~ G such that rm(p) is D-reducible by G do 
D-reduce rm(p) to some D-irreducible q; 
p ' := p-rm(p)+q; G:= (G-{p})~ {p'} 
Endwhile; 
End. 
REMARKS 
(1) If R is a field, then algorithm 1,7 is the critical-pair]completion algorithm given by 
Buchberger (1976a, 1984). 
(2) The use of polynomial f at the step labelled by * is to bound the leading coefficient 
of the new polynomial q~ which may be added to F i. Thus, the termination of the 
algorithm can be guaranteed. For more details, see property 3 in the proof of 
theorem 1,8, 
60 L. Pan  
(3) In order to implement his algorithm, for any a, b e R, we must have other 
algorithms for testing whether a is divisible by b and for computing c, d so that 
GCD(a, b)= ac+bd. For Euclidean domain R, this can be done by the Euclidean 
Algorithm. 
TrmOREM 1.8. Algorithm 1.7 always terminates, and the resulting G is a D-reduced basis for 
<F>. 
PROOF. The termination of the last two WHILE loops is obvious. Let us prove the 
termination of the first one. 
Notice the following properties of Fv 
Property 1. Fi c Fi+I and IFt+al = lEvi+ 1. 
Property 2. Let r t sF /+t -F t ;  then Im(rt) is D-irreducible with respect to Fi, and 
Im(rl) ~ O. 
Property 2 is true because the only candidate of r t is q~ in the algorithm, and qt ~ 0 
and q~ is D-irreducible with respect o Ft. 
Now assume on the contrary that the algorithm does not terminate for some input F. 
There then exists an infinite sequence of elements (r~, i = 1, 2 . . . .  ). By properties 1and 2, 
all these lm(rt) are pairwise distinct. 
Case 1. There is an infinite subsequence of (rt), say (r), j = 1, 2 . . . .  ), such that lt(r)) is 
not divisible by any lt(r'k) for k < j. Let S O = lt(Fo) and Si = S~-1 u {It(r'j)}. Clearly, ideal 
(St) is properly contained in ideal <St+l) for all i >~ 0, contradicting the fact that R[X] is 
a Noetherian ring. 
Case 2. There is a positive integer N such that if i > N then lt(rt) is divisible by It(rj) for 
some j < i. By algorithm 1.7, for i > N, Ft has the following property: 
Property 3. If i > N, then Ic(rl) is a divisor of Ic(f) for some f e Ft. 
This property implies that if i > N, then lc(r~) is a divisor of I t(f) for some f E F N. Since 
IFNI is finite and R is a unique factorization domain, there are only finitely many distinct 
/c(rt) up to associativity. So there is an infinite subsequence of (ri), say (r), j = 1, 2 . . . .  ) 
such that lc(r)).~ lc(r~,) for all k ~s j. Now choose from (r~) an infinite subsequence 
$1 = (st1, st2 . . . . .  st~ . . . .  ) such that if i < j, then the degree of xl in s~t is less than or 
equal to that in stj. Then choose from $1 an infinite subsequence 
$2 = (s2~, s22 . . . . .  SEt . . . .  ) such that if i < j; then the degree of x2 in s2t is less than or 
equal to that in s,j. Repeat his process n times. Since there are only n variables, we must 
obtain an infinite subsequence of (r)), say (s,,~ . . . . .  sn2 . . . . .  s,, . . . .  ), such that, if i <j,  then 
It(s.i) ~ It(s.j), lt(s,.)[lt(s.j). But Ic(s.i) ~ lc(s.1) for all i ~ j, so there exist r; and rj such 
that i f /<  j then Im(r~)llm(rj). Since rt e Fj, lm(rj) is D-reducible by F~, contradicting 
property 2. 
Hence the algorithm terminates. 
It is easy to show that the output G is a D-reduced basis by using theorem 1.5. The 
proof is omitted. 
REMARK. It can now be seen that algorithm 1.7 depends heavily on the two properties of 
R: 
(I) any ideal generated by two elements of R is principal; 
(2) R is a unique factorization domain. 
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It has been shown by Cohn (1982, p. 321) that the above two conditions characterize 
principal ideal domains. Thus, our algorithm makes use of the full power of principal 
ideal domains. 
COROLLARY 1.9. Let F be a finite set in R[X]. Then there exists a D-reduced basis G for 
(F ) .  
PROOF. This immediately follows from theorem 1.8. 
COROLLARY 1.10. Any p e R[X'l has a standard representation with index 1. 
PROOF. This immediately follows from corollary 1.9 and the proof of theorem 1.5. 
An element c ~ R is called a unit if c has an inverse in R. For elements b, c ~ R, c is 
called an associate of b if b = u- c for some unit u; we denote this relationship by b ,~ c. 
Let F be a finite set of R[X] and maxd(F) = max{d(lt(f))lf e F}. Let p, q s NIX] and 
F, H c R[X]. Then we define p ~ q if lc(p) ~ Ic(q) and It(p) = It(q), and define F ,~ H if 
for any f e G(H), there is an f '  ~ H(G) such that f ~ f ' .  
The following theorem shows that D-reduced bases are the simplest D-bases for a given 
ideal. 
THEOREM 1.11. Let G and G' be D-reduced bases such that G - G'. Then 
(a) lm(G) .~ lm(G'), so IGI = IG'l; 
(b) if F is a D-basis such that G = F, then JG[ <~ IFr and maxd(G) ~ maxd(F). 
PROOF 
(a) Assume to the contrary that Ira(G) is not an associate of Im(G'). Without loss of 
generality, let , f s  G such that Ira(f) does not have an associate in lm(G') and that if 
It(g) < lt(f), then g e G if and only if it has an associate in G'. Since G' is a D-basis, lm(f) 
must be D-reducible by some h ~ G', so lm(h)llm(f). Since G is D-reduced, h ~ G'-G.  
Then we can find an f '~  G-G'  such that Ira(f ')Jim(h) and I t ( f ' )= It(h). Thus f is 
D-reduced by f '  in G. Since G is D-reduced, f = f ' .  Therefore Ic(f) is an associate of 
lc(h), so lm(f) ~ lm(h), a contradiction. 
(b) From F we can construct a D-reduced basis F' as follows. Denote F by H. For all 
pairs p, q ~ H with lm(p)llm(q), take q away from H. Then D-reduce rm(f) to some 
D-irreducible form for f e H. Let F' be the resulting H; then F' is a D-reduced basis with 
]F'[ ~< IF[ and maxd(F') ~< maxd(F). But F'-= G. So by part (1), [G[ =IF'[ and 
maxd(G) = maxd(F'). Thus IGI ~ IF[ and rnaxd(G) ~ maxd(F). 
We now discuss another property of D-reduced bases. 
DEFINITION 1.12. Let F be an ideal in R[X] and p eF.  Let B= { lc ( f ) l feF  and 
l t(f) = It(p)}. Then B w {0} is an ideal in R, Since R is a principal ideal domain, B = (c) 
for some c e R. Of course, there is a q e F such that lc(q) = c and It(q) = It(p). Following 
Szekeres (1952), such a q is called minimal in F. 
LEMMA 1.13. (Szekeres, 1952). Let F be an ideal in R[X'I and p, q be two minimal 
polynomials in F with It(p)[It(q). Then Ic(q)lle(p). 
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THEOREM 1.14. A D-reduced basis G only consists of minimal polynomials in ( G). 
PROOF. Let us prove it by contradiction. If f • G is not minimal, then there would be a 
minimal q in (G> such that Im(q)rlm(f), lt(q) = lt(f) but lc(q) is not an associate of lc(f). 
Since q • (G)  and G is a D-basis, there would be an f '  • G such that Ira(f ')lira(q), so 
there are f, f '~  G such that lm(f')llm(f), and f ~f ' .  Hence f is D-reducible by 
f '  ~ G-{ f} ,  contradicting the assumption that G is a D-reduced basis. 
2. B-domains, B-reductions and B-bases 
Clearly, it is desirable to have the situation that every basis has a unique irreducible 
element. Unfortunately~ this is not the case with the D-bases. For example, consider an 
ideal with 2x as the basis. Then {2x} is a D-basis and 5x -- x mod (2x) .  But both 5x and 
x are D-irreducible. 
In this section, we will define B-reductions, and B-bases over B-domains (which are 
principal ideal domains satisfying some conditions), such that every equivalence class has 
a unique B-irreducible lement. These concepts are generalisations of results of Kandri- 
Rody & Kapur (1988) on polynomial rings over Euclidean domains and Buchberger 
(1984) on Z[Xl. We will use D-bases to study these concepts and investigate their 
relations with D-bases. 
A partial ordering (<)  on R is called admissible if (<)  is Noetherian and satisfies the 
condition that every equivalence class modulo an ideal has a least element. A B-domain is 
defind to be a pair (R, <)  such that R is a principal ideal domain and (<)  is an 
admissible ordering on it. We will write R instead of (R, <)  if no ambiguity arises. For 
c • R, remainder(c) rood I will denote the least element among the elements equivalent to 
e rood I, where I is an ideal in R. 
The following partial orderings are admissible. 
EXAMPLE 2.1. Let K be a field. Define (<)  on K by c > 0 for all c•K .  
EXAMPLE 2.2. Let Z, Z[i] be the rings of integers and Gaussian integers, respectively. 
(a) Define the total ordering (<)  on Z by 0 < 1 < - 1 < 2 < -2  . . . .  
(b) Define the total ordering (<)  on Z[i] as follows: a+bi > c+di if and only if either 
a2+b 2 > c2+d 2 or a2+b 2 = c2+d 2 but b > d or a2+b 2 = c2+d 2 and b = d but a > c. 
All orderings defined in the examples have been used in Buchberger (1976a,b, 1983, 
1984) and Kandri-Rody & Kapur (1984, 1988) and will be used throughout this paper. 
The existence of an admissible ordering on R is a precondition of the existence of a nice 
reduction. A nice reduction is a reduction such that: 
(a) for every ideal P in R[X], each equivalence class modulo P has a unique irreducible 
element; 
(b) if an equivalence class contains elements in R, then the irreducible lement of that 
class is also in R. 
LEMMA 2.3. A nice reduction ~ on R[X] induces an admissible ordering (>)  on R so that 
for a, b • R, a > b if and only if a ~ b and a ¢ b. 
The proof of 1emma 2,3 is trivial, 
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The class of B-domains is large. It contains all principal ideal domains endowed with a 
Noetherian total ordering, e.g. all the Euclidean domains that haqe been considered in 
Kandri-Rody & Kapur (1988). Furthermore, it also contains some principal ideal 
domains that are not Euclidean domains. 
EXAMPLE 2.4. (Motzkin, 1949). Let R = {a+b( l+x/~i ) /2 la ,  b e Z}. Let the total 
ordering on Z be as in example 2.2, and define a total ordering on R as follows: 
a+b(1 +.v/i-9i)/2 > c+d(1 + x/]-9i)/2, 
if and only if either a > c or a = c but b > d. Of course, (<)  thus defined on R is 
Noetherian and total, so R with this ordering is an S-domain. It is shown by Motzkin 
(1949) that R is a principal ideal domain (see Pollard, 1950, p. 101) but not a Euclidean 
domain. 
In fact, B-domains are "simplification rings" that are principal ideal domains. For the 
definition of simplification rings, see Schaller (1979). 
Let R be a B-domain. We define B-reductions and B-bases in R[X]. These definitions 
generalize the notions of the reduction and Gr6bner bases given by Buehberger (1976a, 
1984). 
DEFINmON 2.5. A monomial et, where t is a term and c ~ R, can B-reduce to q by f,  
where q, f e R[X], if t = s. I t(f)  and q = dt + c' s " ( -  rm(f)), where e = c' . lc(f) + d and 
d = remainder(c) mod ( l c ( f ) ) .  We will write ct --r n q. 
DEFINITION 2.6• Let p, g, f and f '  E RI-X]. Then p B-reduces to g +f '  by f if f = m +f ' ,  
where m ~ 0 is a monomial and f '  does not contain It(m) as its term, and m ~g by f .  We 
will write f--% g +f ' .  
REMARKS 
(1) The reduction defined above is due to Buchberger (1984), so is called B-reduction. 
(2) Of course, if R is a B-domain, D-reduction is a special case of B-reduction. 
(3) B-reduction is such that if f,  g ~ R[X] and f ' -%g,  then either l t ( f )>  lt(g) or 
I t(f)  = It(g) but Ic(f) > Ic(g). So B-reduction is Noetherian since (>) on both T and R 
are Noetherian. 
EXAMPLE 2.7. Let f=  5x2yZ+4xy. Then f~Bx2y2-2xZy-2x  by g = 2xy+x.  Compare 
with example 1.2 to see the difference between D-reduction and B-reduction. 
DEFINITION 2.8. Let F be a finite subset of R[X]. Then f e RrX] is B-reducible by F if f 
can be B-reduced by some polynomial in F; otherwise, f i s  called B-irreducible by F. 
DEFINITION 2.9. A B-basis is a finite subset F of R[X] such that each equivalence class 
generated by (F )  has a unique B-irreducible lement. 
In the following, R is a B-domain. We will prove that D-bases are also B-bases in 
R[X]. We first need some lemmas. 
LEMMA 2.10. Let G be a B-basis in R[X]. I f  F is another finite set in R[X] such that 
(a) !f p ~ R[X-] is B-reducible by G, then p is B-reducible by F, and 
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(b) G -- F, 
then F is also a B-basis. 
PROOF. Assume to the contrary that F is not a B-basis. Then there is p ~ R[X] such that 
P ~B* q~ and p ~,*  q2 by F, with q~ and q2 B-irreducible by F but q~ # q2. Of course, 
q~ = q2 rood (F>, so q~ = q2 mod (G). But G is a B-basis, and q~ # q2, so at least one of 
q~ and q2, say ql, is B-reducible by G. By the hypothesis, q~ must be B-reducible by F, a 
contradiction. 
The following is the main theorem of this section. 
THEOREM 2.11 
(a) Every D-basis is a B-basis. 
(b) For every ideal in R[X] there exists at least one B-basis. 
PROOF. Let P be an ideal and let G be one of its D-bases. 
For part (a), we first show by contradiction that G is a B-basis for (G). 
Let f, 9 ~RIX] and f= 9 mod (G). Suppose that f~* f '  and g ---~* ~3', such that both 
f '  and 9' are B-irreducible with respect o G but f '  ~ 9'. Note that f_= O rood (G). So 
J"--9' ~ (G). By the hypothesis on G, there must be a q ~ G such that lm(q)llm(f'--#'). 
Consider cases. 
Case 1. lt(f') ~ lt(o'), say It(f') > It(9'). Then lm(q)[Im(f') since hn( f ' -9 ' )  = lm(f'). So 
f '  is B-reducible by q. But f '  is B-irreducible with respect o G, a contradiction. 
Case 2. lt(f') = It(o'). There are two subcases. 
Subcase 1. Ic(f') ~ Ic(9' ). Then Ic(q)[(Ic(f')--lc(9')) so Ic(f') ~ Ic(9') rood Ic(q). This 
equivalence class has a unique least element d. Since Ic(f') ~ lc(g'), at least one of lc(f') 
and lc(g'), say Ic(f'), is not d. By the definition of the reduction, f ' would be B-reducible 
by q andf'- -r ,  d" lt(f ' )+h with It(h) < It(f'), contradicting the fact that f '  is B-irreducible 
by G. 
Subcase 2. lc(f') = Ic(g'). Then l t ( f ' -9 ' )  < It(f'). Note that f ' - -g '  ~. O. Repeat the 
same process as in case 1 and subcase 1 of case 2 by taking as f '  and g', respectively, the 
parts o f f '  and g' which consist of all terms that are less than or equal to l t ( f ' -g ' )  in f '  
and g'. We have the same contradiction. 
We then show (G) = P. On one hand, by the hypothesis, G c P so (G) ~ P. On the 
other hand, for any f~P ,  there exists h leG such that Im(h~)[Im(f), so 
f = (Im(f)/Im(hl))" hl +g~ with It(g1) </t( f ) .  But gl ~ P, so we can take 91 as f and 
repeat the same process to find h2 e G such that gl =(lm(g~)/Im(h2))'h2+g2 with 
lt(gz) < It(g1). Continue this process until f can be written as a finite sum Z c,hi with 
c, ~ R, h i ~ G. This means that f~ (G) and P _ (G). Hence part (a) of the theorem is 
proved. 
The proof of part (b) follows from corollary 1.9. 
COROLLARY 2.12. Algorithm 1.7 yields a B-basis Jbr any input F. 
Corollary 2.12 follows immediately from theorems 1.8 and 2.11. 
Theorem 2.15 will show that the D-reduced bases are the simplest B-bases for any given 
ideal in R[X]. To accomplish this, we need a lemma and a theorem, which are also 
interesting in their own right. 
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LEMMA 2.13. Let G be a B-basis and p e G. Then Jor any q ~ (G)  with hn(q)llm(p), 
G1 = (G-{p})u  {g}) is also a B-basis for (G). 
PROOF. Since q e (G),  it is clear that (GI )  - (G). On the other hand, hn(q)llm(p) so 
P~nP l  where Pl =p-( lm(p) / Im(q)) 'q  and It(pl)<lt(p). Since G is a B-basis and 
Pl ~ (G),  P1 ~n*0  by G. But p cannot be used in such a B-reduction since It(p1) < It(p), 
so p~ --r*B 0 by G-{p} and therefore p ~*~0 by G~. This means that (G)  _~ (G1) and so 
G_=GI. Now let feR[X]  and f be B-reducible by p. Then f can be written as ct+g, 
where ct is a monomial B-reducible by p. Then It(p)]t and c > remainder(c) rood lc(p), so 
It(q)lt and c > remainder(c) mod lc(q) since lc(q)lle(p) and remainder(c) rood lc(p) >f 
remainder(c) mod Ic(q). Thus, f is B-reducible by q. We have thus shown that any 
f~ R[-X] B-reducible by p is also B-reducible by q. Since G1 = (G-{p})w{q}) ,  any 
polynomial B-reducible by G can also be B-reduced by Ga. By lemma 2.10, G~ is a 
B-basis. 
THEOREM 2.14. A B-basis G is a D-reduced basis if and only if the following are true: 
(a) G consists o.f only minimal polynomials; 
(b) Jbr every p, q e G, p ~ q, lm(p) and Ira(q) are not divisible by each other; 
(c) rm(p) is D-irreducible for p ~ G. 
PROOF. Clearly, if G is a D-reduced basis, then G satisfies the three conditions. 
To prove the other direction, it suffices to prove that if F and G are B-bases that satisfy 
the three conditions and F = F, then lm(F) ~ lm(G). 
We now define a total ordering on F and G in the following way: p < q if and 
only if lt(p)<lt:(q). Let f1<./2 <. . .< . f ,  and gl <92<. . .<g. , ,  where 
F={f i ,  i= l ,2  . . . . .  r} and G={gt ,  i= l ,2  . . . . .  s}. We now use induction on 
j ~ rain{r, s}. 
Let j = 1. We first claim that lm(fl) ~, hn(gt). For if it is not true, we could assume 
that, without loss of generality, either It(f1) < It(El) or they are equal. In the first case, f~ 
would not B-reduce to 0 by G, since 91 has the least leading term in G, contradicting the 
fact that G is a B-basis. In the second case, Ira(f1) ~ lm(gl) since they are both minimal 
and G - F. 
Now assumef~ 91 for all i < k with k < min{r, s}. We need to show£ ~ gk. This can 
be done as with the case j = 1, except hat the subcase of k(fk) < lt(gk) should be treated in 
the following Way. Suppose that it is not the case that fk ~ gk" Notice that J~, can be 
B-reduced to 0 in G, using some gl e G with i < k, sofk can be B-reduced to 0 in F -  {fk} 
using an argument similar to the case j = 1. But this contradicts (a) and (b) of the 
theorem. Thereforefk ~ gk. This has proved thatfi  ~ gl for all i ~< min{r, s}. 
Using the same argument and condition (b), one can easily show r = s. 
THEOREM 2.15. Let M and G be two B-bases such that M is a D-reduced basis. 7hen 
[M[ ~< [GI and maxd(M) <. maxd(G). 
PROOF. We construct a D-reduced basis M from G in three steps. 
Step 1. /t-minimization. If there is a p E G such that p is not minimal, then by 
definition 1.12, there is a minimal q e (G)  with h(q) = It(p) and Ic(q)llc(p). Replace p by q 
in G to obtain G 1. By lemma 2.13, G1 is a B-basis for (G).  We then take G1 as G and 
repeat he same procedure to get G 2, Ga . . . . .  This process cannot go on infinitely many 
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times since G is finite. Finally, we obtain G k such that G, is a B-basis of (G) consisting of 
only minimal polynomials in (G). Denote Gk by G. 
Step 2. Elimination. If there are p, q ~ G such that lm(q)llm(p), then drop p from G. By 
lemma 2.15, the resulting basis is still a B-basis for (G). Denote it by G. 
Step 3. rm-minimization. For every p e G, D-reduce rm(p) to a D-irreducible lement. 
The resulting basis, denoted G, is of course a B-basis for the original ideal since lm(p) has 
not been changed for all p e G and thus lemma 2.13 can be used. 
Let M' be the final G. The construction of M' says that M satisfies the three conditions 
in theorem 2.14, so M' is a D-reduced basis for (G). Thus M ~ M' by theorem 1.11. The 
construction of M' above also shows that IM'I ~< IG[ and maxd{M'} ~< maxd{G}, so 
IMI ~< ]GI and maxd{M} ~< maxd{G}. 
Theorem 2.11 and theorem 2.15 are very interesting for the following reason. By 
definitions 2.8 and 2.9, different admissible partial orderings on R might generally induce 
different B-reductions and B-bases. But theorem 2.11 says that D-bases are universal 
B-bases in the sense they they are always B-bases no matter what kind of B-reduction and 
B-bases are defined in R[X]. Furthermore, theorem 2.15 says that a D-reduced basis is 
not only a universal B-basis but also the simplest of all B-bases for a given ideal in terms 
of the size and the maximum degree of elements in bases. This can be summarized in the 
following theorem. 
THEOREM 2.16. The D-reduced bases are the simplest universal B-bases. 
This theorem can be used to show that some finite set cannot be a B-basis no matter 
what kind of B-reduction is used. The following example shows that a complete basis, 
defined by Schaller (1979), is not necessarily a B-basis, and consequently, the converse of 
theorem 1.4 is not true. 
EXAMPLE 2.17. Let F = {30x, 231y, 182z}. Then F is a complete basis. One D-reduced 
basis of (F )  is D = {30x, 231y, 182z, 7yz, 3xy, 2xz, xyz}. By theorem 2.16, any B-basis 
for (F)  is of size not less than [DI = 7, so F cannot be a B-basis with respect o any 
B-reduction. This example also shows that a complete basis is not always convenient for 
solving the ideal membership problem; for instance, it is hard to see that xyz + 7yz ~ (F) 
by using F, but it is easy to see this by using G. 
3. D-bases over Euclidean Domains 
In this section, we will discuss D-bases over a large class of Euclidean domains that 
contains many interesting principal ideal domains and has been thoroughly studied by 
Kandri-Rody & Kaput (1988). We will show that D-bases and B-bases coincide over 
such domains, so B-bases are totally independent of choice of different B-reductions. This 
will give some new properties of B-bases. 
The concept of B-base induces the concept of B-reduced bases in a natural way. 
The following definition of the B-reduced basis is a natural extension of those given by 
Buchberger (1976b) and Kandri-Rody & Kapur (1984, 1988). 
DEFINITION 3.1. A B-basis G is called a B-reduced basis if every f~  G is B-irreducible by 
G-(f}. 
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We will show that D-reduced bases coincide with B-reduced bases over those Euclidean 
domains. It should be noted that it is an open problem whether, for an arbitrary 
B-domain R, each ideal in R[X] has a B-reduced basis, and whether it is also a D-basis 
when it exists. 
We need some definitions. 
A principal ideal domain R is called a Euclidean domain if it is endowed with a 
Euclidean function g: R ~ N, where N is the set of natural numbers, such that g(0) = 0, 
and: 
(1) for a e t 0, b ~ 0 in R, g(a. b) >t g(a) as well as g(a.b) >i g(b); 
(2) for a # 0, b s R, there are q, r e R such that b = q.a+r and either r = 0 or 
g(r) < g(a). 
The second property ensures the existence of the Euclidean Division Algorithm on R. 
In the following, R is a Euclidean domain endowed with a given Euclidean function g, 
and a total Noetherian ordering (<)  such that (<)  is compatible with g, i.e. if b, c s R 
and g(b) > g(c), then b > c. Of course, (R, <) is a B-domain. 
The Euclidean domains with the restrictions above are exactly those discussed by 
Kandri-Rody & Kapur (1988). For such R, they have shown the existence of B-reduced 
bases in R[X] and presented a critical-pair/completion algorithm to construct them. 
The following rings with the given orderings and Euclidean function g are Euclidean 
domains with compatible total orderings. These examples are from Kandri-Rody & 
Kapur (1988). 
EXAMPLE 3.2. Let Q be a field of rationals. Define g(a) = 1 for a s Q, and g(f) = d(f) for 
fe  Q[s] -Q .  Also for a pair (p/q, r/s) ~ Q x Q with p and q, r and s being relatively prime 
integers, define p/q > r/s if either p > r or p = 1" but q > s. 
EXAMPLE 3.3. Let Z and Z[i] be as in example 2.2. Define g(a)= lal for a E Z and 
g(a) = c2+ d 2 for a = c + di~ Z[i]. 
Recalling the definition of remainder (c) modulo F in section 2, we have the following 
lemma. 
LEMMA 3.4. Let b ( ~ 0), c, r ~ R be such that r = remainder(c) rood {b} and i" # c. Then 
r < b and r < c. 
PROOF. Since R is Euclidean, there exist q, s E R such that e = q" b + s with 9(s) < g(b) or 
s = 0. Since (<)  on R is compatible with g, s < b. But c # r, and s, c and r are in the 
same equivalence class modulo c, so r < c and 1" -%< s < b. 
The following lemma is a basis for proving other results. This lemma generalizes a fact 
used in the proof of lemma 4.4 in Kandri-Rody & Kapur (1988). 
LEMMA 3.5. Let G be a B-basis. l f  f ~ (G) and lm(f) is B-reducible by G-{ f} ,  then Ira(f) 
is also D-reducible by G-{ f} .  
PROOF. Assume that, to the contrary, Ira(f) is not D-reducible by G-{ f} .  Let c = lc(f). 
Let q~ be the one with the least leading coefficient among those in G-{ f}  that can 
B-reduce lm(f). Of course, ql C f  Let f~BPa by qt such that c=bl"d~+el  with 
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bl = Ic(ql) and e 1 = remainder(c) mod {bl}, cl ~ e, c 1 ¢ O, It(p1) = Cl and It(p1) = It(f). 
By lemma 4.4, c 1 < c and c I < b 1. Since fe  (G) ,  Pl ~ (G).  If pj is D-reducible by G, 
then stop. 
Otherwise, since G is a B-basis, Pl can be B-reduced to 0, and thus lm(pl) is B-reducible 
by G. Now take Pl as f and repeat the same process. We can obtain q2, c2 and Pz 
satisfying the conditions imilar to that on q~, cl and Pl. We now have c2 < Cl < bl and 
e2 < cl < c, i.e. c2 < ba and c2 < c. If c2 = 0, then we stop. Otherwise, take P2 as fand  
repeat the process again. Since G is a B-basis, f must be B-reduced to 0 eventually, so 
there exists n such that c,, = 0 and c,_ i = b,. d, with q,, e G, lc(q,,) = b,,, It(q,,) = It(f), and 
c~-1 < bt and c,_ 1 < c = Ic(f). By the assumption on R, there exist q' and 1-' such that 
lc(f)  = q'. lc(q,) + r' with r' < Ic(q,). Since r' < Ic(q,,) <~ c,,_ 1 < lc(f), r' ~ lc(f), and so 
Im(f) can be B-reduced by q,~G-{f} .  Furthermore, since g(c,_t)>~g(b,), 
lc(q,) = b, <~ c,,_ 1 < b~ = lc(ql), a contradiction to the choice of ql. 
The following is the main theorem of this section. 
THEOREM 3.6 
(a) G is a B-basis i f  and only if G is a D-basis. 
(b) G is a B-reduced basis if and only if G is a D-reduced B-basis. 
PROOF 
(a) If G is a D-basis, then G is a B-basis by theorem 2.11. 
Suppose that G is a B-basis. Let./'ff (G) .  I f fe  G, then we are done. Otherwise, f can 
be B-reduced to 0 by G, so lm(f) is B-reducible by G-{f} .  By lemma 3.5, lm(f) is 
D-reducible by G--{f}.  Thus, f is D-reducible by G. 
(b) Suppose that G is D-reduced but not B-reduced. Then there exist f, g ~ G such that 
f~  g and f can be B-reduced by g. By lemma 3.5, lm(f) can be D-reduced by some 
q ~ G-{ f} ,  i.e. G is not a D-reduced B-basis, a contradiction. 
Now suppose that G is B-reduced; then G is clearly D-reduced since D-reduction is a 
special case of B-reduction. 
Because of theorem 3.6, algorithm 1.7 provides an algorithm to compute a B-reduced 
basis. 
The following corollary says that the B-reduced basis is indeed the simplest of all 
B-bases for a given ideal. 
COROLLARY 3.7. Let G and G' be B-bases uch that G =__. G' and G is a B-reduced basis. Then 
IGI ~< [a'l and maxd(G) <~ maxd(G'). 
PROOF. By theorems 3.6 and 2.15. 
By theorems 3.6 and 1.5, we immediately have the following new algorithmic 
characterization f B-bases in R[X]. 
THEOREM 3.8. Let G be a finite subset of R[X]. Then G is a B-basis if and only !f for any p, 
q ~ G, the following conditions hold: 
(1) if lc(p) and lc(q) are each not divisible by the other, then there exists f e G such that 
both lc(p)" lcmlt(p, q) and Ic(q)' lcmlt(p, q) are D-reducible by f; 
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(2) /f lc(q)llc(p), then SR(p, q) can be D-reduced to 0, where 
SR(p, q) = [Icmlt(p, q)/It(p)] . p - [Ic(p) " Icmtl(p, q)/hn(q)] .q. 
Recalling definition 1.11, we now give a property of B-reduced bases. 
TaZOREM 3.9. I f  G is a B-reduced basis, then all polynomials in G are minimal. 
P~OOF. By theorem 3.6, G is a D-reduced basis. Then use theorem 2.14. 
We now conclude this section with three conjectures: for arbitrary B-domain R, 
(1) D-bases coincide with B-bases in R[X]; 
(2) B-reduced bases exist for each ideal in R[X] and coincide with D-reduced bases; 
(3) G is a B-basis if and only if any p e (G)  can B-reduce to 0. 
I am grateful to Professor Ronald V. Book for his guidance and support hroughout this work. I 
would also like to thank Professor Bruno Buchberger and the referees for their many valuable 
suggestions. 
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