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RANDOM CONDUCTANCE MODELS WITH STABLE-LIKE JUMPS I:
QUENCHED INVARIANCE PRINCIPLE
XIN CHEN TAKASHI KUMAGAI JIAN WANG
Abstract. We study the quenched invariance principle for random conductance models with
long range jumps on Zd, where the transition probability from x to y is in average comparable
to |x − y|−(d+α) with α ∈ (0, 2) but possibly degenerate. Under some moment conditions on
the conductance, we prove that the scaling limit of the Markov process is a symmetric α-stable
Lévy process onRd. The well-known corrector method in homogenization theory does not seem
to work in this setting. Instead, we utilize probabilistic potential theory for the corresponding
jump processes. Two essential ingredients of our proof are the tightness estimate and the
Hölder regularity of parabolic functions for non-elliptic α-stable-like processes on graphs. Our
method is robust enough to apply not only for Zd but also for more general graphs whose
scaling limits are nice metric measure spaces.
Keywords: random conductance model; long range jump; stable-like process; quenched in-
variance principle
MSC 2010: 60G51; 60G52; 60J25; 60J75.
1. Introduction and Main Results
Over the last decade, significant progress has been made concerning the quenched invariance
principle on random conductance models. A typical and important example is random walk on
the infinite cluster of supercritical bond percolation on Zd. It is shown that the scaling limit of
the random walk is a (constant time change of) Brownian motion on Rd in the quenched sense,
namely almost surely with respect to the randomness of the media. See [2, 9, 14, 17, 20, 33,
34, 37] for related progress on this subject and [16, 32] for overall introduction on this area and
related topics. Besides i.i.d. nearest-neighbour random conductance models, recently there are
great developments on the scaling limit of short range random conductance models on stationary
ergodic media (or the media with suitable correlation conditions), see [3, 4, 5, 18, 29, 36] for
more details. Here, short range means only finite number of conductances are directly connected
to each vertex.
Unlike the short range case, there are only a few results concerning quenched invariance prin-
ciple for long range random conductance models due to their fundamental technical difficulties.
There is a beautiful paper by Crawford and Sly [27] that obtains the quenched invariance princi-
ple for random walk on the long range percolation cluster to an isotropic α-stable Lévy process
in the range 0 < α < 1. While [27] proves the invariance principle for a very singular object
like the long range percolation, the arguments heavily rely on the special properties (see for
instance [13, 15, 26] for related discussions) of the long range percolation and cannot be easily
generalized to the setting of general (long range) random conductance models.
In this paper, we will discuss the quenched invariance principle on long range random con-
ductance models. In particular, we consider the case where the conductance between x and
y is in average comparable to |x − y|−(d+α) with α ∈ (0, 2) but possibly degenerate. In this
setting, there is a significant difficulty in applying classical techniques of homogenization for
nearest-neighbour random walk (in random environment) due to the existence of long range
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conductances. To emphasize the novelty of our paper, we first make some remarks. Some
more details and technical difficulties of our methods are further discussed in the end of the
introduction.
(i) The well known harmonic decomposition method (also called the corrector method in
the literature) has been widely used for the nearest-neighbour random walk in random
media, see [2, 3, 4, 5, 9, 14, 18, 37]. Because of the lack of L2 integrability, such method
does not work (at least in a straightforward way) for our long range model here.
(ii) Due to singularity in the infinite cluster of long range percolation, [27] established
the quenched invariance principle of the associated random walk in the sense of weak
convergence on Lq (not the Skorohod topology) and only for the case 0 < α < 1. In
the present paper, we can justify quenched invariance principle of our model under the
Skorohod topology for all α ∈ (0, 2). (To be fair, the long range percolation is “more
singular”, and it is not included in our conductance model.) Moreover, compared with
[22], we can prove the quenched invariance principle for the process with fixed initial
point, see e.g. Remark 4.6 below.
(iii) Our approach is to utilize recently developed de Giorgi-Nash-Moser theory for jump pro-
cesses (see for instance [7, 23, 24, 25]). While detailed heat kernel estimates and Harnack
inequalities are established for uniformly elliptic α-stable-like processes, the arguments
rely on pointwise estimates of the jumping density (conductance in this setting), which
cannot hold in our setting unless we assume uniform ellipticity of conductance. Fur-
thermore, as will be shown in the accompanied paper [19], Harnack inequalities do not
hold (even for large enough balls) in general on long range random conductance models.
By these reasons, highly non-trivial modifications are required to work on the present
random conductance setting. Roughly speaking, in this paper we are concerned with
the long rang conductance model with some large scale summable conditions on the
conductance, which in some sense can be viewed as a counterpart of the so-called “good
ball condition” in [6, 8] to the non-local setting. We believe that our methods are rather
robust and could be fundamental tools in exploring scaling limits of random walks on
long range random media.
(iv) The advantage of our methods is that they do not use translation invariance of the
original graph (we do not use the idea of “the environment viewed from the particle”);
hence they are applicable not only for Zd but also for more general graphs whose
scaling limits are nice metric measure spaces. Even in the setting of Zd, our results
can apply to the case that the conductance is independent but possibly degenerate and
not necessarily identically distributed; that is, our results are efficient for some long
range random walks on degenerate non-stationary ergodic media. The disadvantage is,
since we use the Borel-Cantelli lemma to deduce quenched estimates, the arguments
require “strong mixing properties” of the random conductance (see (5.4)–(5.10) below).
Hence our method cannot be generalized to general stationary ergodic case on Zd.
To illustrate our contribution, we present the statement about the quenched invariance prin-
ciple on a half/quarter space F := Rd1+ ×Rd2 where d1, d2 ∈ N ∪ {0}. The readers may refer to
Sections 4 and 5 for general results. Let L := Zd1+ × Zd2 . Consider a Markov generator
(1.1) LωLf(x) =
∑
y∈L
(f(y)− f(x)) wx,y(ω)|x− y|d+α , x ∈ L,
where d = d1 + d2, α ∈ (0, 2) and {wx,y(ω) : x, y ∈ L} is a sequence of random variables such
that wx,y(ω) = wy,x(ω) > 0 for all x 6= y. We use the convention that wx,x(ω) = w−1x,x(ω) = 0
for all x ∈ L. Let (Xωt )t>0 be the corresponding Markov process. For every n > 1 and ω ∈ Ω,
we define a process X
(n),ω
· on Vn = n
−1
L by X
(n),ω
t := n
−1Xωnαt for any t > 0. Let P
(n),ω
x be
the law of X
(n),ω
· with initial point x ∈ Vn. Let Y := ((Yt)t>0, (PYx )x∈F ) be a F -valued strong
Markov process. We say that the quenched invariance principle holds for Xω· with limit process
being Y , if for any {xn ∈ Vn : n > 1} such that limn→∞ xn = x for some x ∈ F , it holds that
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for P-a.s. ω ∈ Ω and every T > 0, P(n),ωxn converges weakly to PYx on the space of all probability
measures on D([0, T ];F ), the collection of càdlàg F -valued functions on [0, T ] equipped with
the Skorohod topology.
Theorem 1.1. Let d > 4 − 2α. Suppose that {wx,y : x, y ∈ L} is a sequence of non-negative
independent random variables such that Ewx,y = 1 for all x, y ∈ L,
(1.2) sup
x,y∈L,x 6=y
P
(
wx,y = 0
)
< 2−4
and
(1.3) sup
x,y∈L
E[w2px,y] <∞, sup
x,y∈L
E[w−2qx,y 1{wx,y>0}] <∞
for p, q ∈ Z+ with
(1.4) p > max
{
(d+ 2)/d, (d + 1)/(2(2 − α))}, q > (d+ 2)/d.
Then the quenched invariance principle holds for Xω· with the limit process being a symmetric
α-stable Lévy process Y on F with jumping measure |z|−d−α dz.
Remark 1.2. When α ∈ (0, 1), the conclusion still holds true for d > 2 − 2α, if p >
max
{
(d+ 2)/d, (d + 1)/(2(1 − α))} and q > (d+ 2)/d. See Proposition 5.6 for details.
The probability 2−4 in (1.2) is far from optimal. In fact, it can be replaced by the critical
probability to ensure that condition (4.15) (with Vn = n
−1
L andmn being the counting measure
on Vn) holds almost surely. However, we do not know what exact value of this critical probability.
We note that the integrability condition (1.4) is far from optimal too, and we also do not even
know what could be the optimal integrability condition.
Here is one simple example that satisfies (1.2) and (1.3): for each distinct x, y ∈ Zd,
P(wx,y = |x− y|ε) = (3|x− y|2pε)−1, P(wx,y = |x− y|−δ) = (3|x− y|2qδ)−1,
P
(
wx,y = 0
)
= 2−5, P(wx,y = g(x, y)) = 1− (3|x− y|2pε)−1 − (3|x − y|2qδ)−1 − 2−5,
where ε, δ > 0 and g(x, y) are chosen so that Ewx,y = 1. (It is easy to see that c
−1 6 g(x, y) 6 c
for some constant c > 1.)
In the end of the introduction, let us briefly discuss technical difficulties and the ideas of
the proof. There are two essential ingredients in our proof; namely the tightness estimate and
the Hölder regularity of parabolic functions for non-elliptic α-stable-like processes on graphs.
In order to obtain the former estimate, we first split small jumps and big jumps, which is a
standard approach for jump processes, and then change the conductance to the averaged one
outside a ball (we call it localization method). By this localization and the on-diagonal heat
kernel upper bound (Proposition 2.2), we can apply the so-called Bass-Nash method to control
the mean displacement of the process (Proposition 2.3). The tightness estimate (Theorem 3.4)
is established by comparing the original process, truncated process and the localized process.
We note that when 0 < α < 1, tightness can be proved in a much simpler way using martingale
arguments (Proposition 3.5). The key ingredient for the Hölder regularity of parabolic functions
(Theorem 3.8) is to deduce the Krylov-type estimate (Proposition 3.6) that controls the hitting
probability to a large set before exiting some parabolic cylinder. Once these estimates are
established, we use the arguments in [22] to deduce generalized Mosco convergence, and then
obtain the weak convergence (Theorem 4.5).
2. Truncated α-stable-like processes on graphs
In the following few sections, we fix graphs and discuss α-stable-like processes on them.
Hence we do not consider randomness of the environment. With a slight abuse of notation, we
still use wx,y as the deterministic version. Let G = (V,EV ) be a locally finite and connected
graph, where V is the set of vertices, and EV the set of edges. For any x 6= y ∈ V , we write
ρ(x, y) for the graph distance, i.e., ρ(x, y) is the smallest positive length of a path (that is, a
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sequence x0 = x, x1, · · · , xl = y such that (xi, xi+1) ∈ EV for all 0 6 i 6 l− 1) joining x and y.
Set ρ(x, x) = 0 for all x ∈ V . We let B(x, r) = {y ∈ V : ρ(x, y) 6 r} denote the ball in graph
metric with center x ∈ V and radius r > 0. Let µ be a measure on V such that µx := µ({x})
satisfies for some constant cM > 1 that
(2.1) c−1M 6 µx 6 cM , x ∈ V.
For each p ∈ [1,∞), let Lp(V ;µ) = {f ∈ RV :∑x∈V |f(x)|pµx < ∞}, and denote by ‖f‖p the
Lp norm of f with respect to µ. Let L∞(V ;µ) be the space of bounded measurable functions
on V , and let ‖f‖∞ be the L∞ norm of f . We assume that (G,µ) satisfies the d-set condition
with d > 0, i.e., there exist rG ∈ [1,∞] and cG > 1 such that
(2.2) c−1G r
d 6 µ(B(x, r)) 6 cGr
d, x ∈ V, 1 6 r < rG.
We consider the operator Lf(x) =
∑
z∈V (f(z)− f(x)) wx,zρ(x,z)d+αµz and the quadratic form
D(f, f) =
1
2
∑
x,y∈V
(f(x)− f(y))2 wx,y
ρ(x, y)d+α
µxµy, f ∈ F = {f ∈ L2(V ;µ) : D(f, f) <∞},
where α ∈ (0, 2) and {wx,y : x, y ∈ V } is a sequence such that wx,x = 0 for all x ∈ V , wx,y > 0
and wx,y = wy,x for all x 6= y, and
(2.3)
∑
y∈V
wx,y
ρ(x, y)d+α
µy <∞, x ∈ V.
Here by convention we set 0/0 = 0. According to (the first statement in) [22, Theorem 3.2],
(D,F ) is a regular symmetric Dirichlet form on L2(V ;µ). Let X := (Xt)t>0 be the symmetric
Hunt process associated with (D,F ). Set Cx,y := wx,y/ρ(x, y)
d+α. Under Px, X0 = x; then the
process X waits for an exponentially distributed random time of parameter Cx :=
∑
y∈V Cx,yµy
and jumps to point y ∈ V with probability Cx,yµy/Cx; this procedure is then iterated choosing
independent hopping times. Such a Markov process is called a variable speed random walk on
V .
We write p(t, x, y) for the heat kernel of X on V ; that is, the transition density of the process
X with respect to µ which is defined by p(t, x, y) = µ−1y P
x(Xt = y).
2.1. On-diagonal upper estimates for heat kernel. In this subsection, we are concerned
with the truncated Dirichlet form corresponding to (D,F ). For fixed 1 6 δ < rG, define the
operator Lδf(x) =
∑
z∈V :ρ(z,x)6δ
(
f(z) − f(x)) wz,x
ρ(z,x)d+α
µz. Then, the associated bilinear form
is given by
Dδ(f, f) =
1
2
∑
x,y∈V :ρ(x,y)6δ
(
f(x)− f(y))2 wx,y
ρ(x, y)d+α
µxµy.
Throughout this part, we always assume that
(2.4) CV,δ := sup
x∈V
∑
y∈V :ρ(x,y)>δ
wx,y
ρ(x, y)d+α
µy <∞.
By (2.4) and the symmetry of wx,y, we can easily see that for all f ∈ F ,
Dδ(f, f)6 D(f, f)6 Dδ(f, f)+ 2
∑
x∈V
f(x)2µx
∑
y∈V :ρ(y,x)>δ
wx,y
ρ(x, y)d+α
µy6 D
δ(f, f)+ 2CV,δ‖f‖22.
Consequently, (Dδ,F ) is also a regular and symmetric Dirichlet form on L2(V ;µ). Denote by
Xδ :=
(
(Xδt )t>0, (Px)x∈V
)
the associated Hunt process, which is called the truncated process
associated with X in the literature.
In order to get on-diagonal upper estimates for the heat kernel of the truncated process Xδ,
we need the following scaled Poincaré-type inequality. In the following, given a sequence of
w := {wx,y : x, y ∈ V }, for every x ∈ V and r > 1, we set Bw(x, r) := {z ∈ B(x, r) : wx,z > 0}.
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Lemma 2.1. Suppose that there exist constants C1, C2 > 0 and 1 6 r0 < rG such that
(2.5) sup
x∈V
∑
y∈Bw(x,r0)
w−1x,y 6 C1r
d
0
and
(2.6) inf
x∈V
µ(Bw(x, r0)) > C2r
d
0 ,
where C1 and C2 are independent of r0 and rG. Then there is a constant C3 > 0 (also indepen-
dent of r0 and rG) such that for all x ∈ V and measurable function f on V ,∑
z∈B(x,r0)
(f(z)−(f)Bw(z,r0))2µz 6 C3rα0
∑
z∈B(x,r0),y∈B(x,2r0)
(f(z)− f(y))2 wz,y
ρ(z, y)d+α
µzµy,(2.7)
where for A ⊂ V , (f)A := µ(A)−1
∑
z∈A f(x)µz.
Proof. For every x ∈ V and measurable function f on V , we have∑
z∈B(x,r0)
(f(z)− (f)Bw(z,r0))2µz =
∑
z∈B(x,r0)
( 1
µ(Bw(z, r0))
∑
y∈Bw(z,r0)
(f(z)− f(y))µy
)2
µz
6
c1
r2d0
∑
z∈B(x,r0)
[( ∑
y∈Bw(z,r0)
(f(z)− f(y))2 wz,y
ρ(z, y)d+α
)( ∑
y∈Bw(z,r0)
w−1z,yρ(z, y)
d+α
)]
6 c2r
−d+α
0
(
sup
z∈V
∑
y∈Bw(z,r0)
w−1z,y
)( ∑
z∈B(x,r0),y∈B(x,2r0)
(
f(z)− f(y))2 wz,y
ρ(z, y)d+α
)
6 c3r
α
0
∑
z∈B(x,r0),y∈B(x,2r0)
(
f(z)− f(y))2 wz,y
ρ(z, y)d+α
µzµy,
where the first inequality follows from (2.1), (2.6) and the Cauchy-Schwarz inequality, in the
second inequality we have used the fact that ρ(z, y) 6 r0 for every y ∈ Bw(z, r0), and the third
inequality is due to (2.1) and (2.5). This proves (2.7). 
In the following, we denote by pδ(t, x, y) the heat kernel of Xδ.
Proposition 2.2. Suppose that (2.4) holds, and that there exist constants θ ∈ (0, 1) and
C1, C2 ∈ (0,∞) (which are independent of δ and rG) such that for every δθ 6 r 6 δ,
(2.8) sup
x∈V
∑
y∈Bw(x,r)
w−1x,y 6 C1r
d,
(2.9) inf
x∈V
µ
(
Bw(x, r)
)
> C2r
d
and
(2.10) sup
x∈V
∑
y∈V :ρ(y,x)6r
wx,y
ρ(x, y)d+α−2
6 C1r
2−α.
Then, for each θ′ ∈ (θ, 1), there is a constant δ0 > 0 (which only depends on θ′ and θ) such that
for all δ0 6 δ < rG,
(2.11) pδ(t, x, y) 6 C3t
−d/α, ∀ 2δθ′α 6 t 6 δα and x, y ∈ V,
where C3 is a positive constant independent of δ0, δ, t, x, y and rG.
Proof. The proof is partially motivated by that of [6, Propisition 3.1], but some non-trivial mod-
ification is required. Without mention, throughout the proof constant ci will be independent of
δ, t, x, y and rG. Since, by the Cauchy-Schwarz inequality, p
δ(t, x, y) 6 pδ(t, x, x)1/2pδ(t, y, y)1/2
for any t > 0 and x, y ∈ V, it suffices to verify (2.11) for the case that x = y. The proof is split
into three steps.
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Step (1): We first note that under (2.4) and (2.10), supx∈V
∑
y∈V
wx,y
ρ(x,y)d+α
µy < ∞. This
along with (the second statement in) [22, Theorem 3.2] yields that the processXδ is conservative.
By [28, Proposition 5 and Theorem 8], we have the following upper bound for pδ(t, x, y):
pδ(t, x1, x2) 6 µ
−1/2
x1 µ
−1/2
x2 infψ∈L∞(V ;µ)
exp
(
φ(x1)− φ(x2) + b(φ)t
)
(2.12)
for all t > 0 and x1, x2 ∈ V, where
b(φ) :=
1
2
sup
x∈V
∑
y∈V :ρ(y,x)6δ
wx,y
ρ(x, y)d+α
(
eφ(y)−φ(x) + eφ(x)−φ(y) − 2
)
µy.
For fixed x1, x2 ∈ V , taking φ(x) = ρ(x, x1) ∧ ρ(x1, x2) for any x ∈ V , we get that
b(φ) 6
1
2
sup
x∈V
∑
y∈V :ρ(y,x)6δ
wx,y
ρ(x, y)d+α
(
eρ(x,y) + e−ρ(x,y) − 2
)
µy
6
1
2
sup
x∈V
∑
y∈V :ρ(y,x)6δ
wx,y
ρ(y, x)d+α
ρ(x, y)2eρ(x,y)µy
6
1
2
eδ sup
x∈V
∑
y∈V :ρ(y,x)6δ
wx,y
ρ(x, y)d+α−2
µy 6 c1e
δδ2−α 6 2c1e
2δ,
where in the first inequality above we have used the facts that s 7→ es + e−s is increasing on
[0,∞) and |φ(x)− φ(y)| 6 ρ(x, y) for all x, y ∈ V , the second inequality is due to the fact that
es + e−s − 2 6 s2es for all s > 0, and the fourth inequality follows from (2.10). Combining this
with (2.12), we arrive at that for all t > 0 and x1, x2 ∈ V ,
(2.13) pδ(t, x1, x2) 6 cM exp
(− ρ(x1, x2) + 2c1e2δt).
Furthermore, it follows from the symmetry of wx,y, the fact that p
δ(t, x, y)µy 6 1 for all t > 0
and x, y ∈ V , (2.10) and (2.13) that for every x ∈ V ,∑
z,v∈V :ρ(z,v)6δ
(
pδ(t, x, z)− pδ(t, x, v))2 wz,v
ρ(z, v)d+α
µzµv
6
∑
z,v∈V :ρ(z,v)6δ
(
pδ(t, x, z) + pδ(t, x, v)
)2 wz,v
ρ(z, v)d+α
µzµv
6 4cM
∑
z∈V
pδ(t, x, z)
(
sup
z∈V
∑
v∈V :ρ(v,z)6δ
wz,v
ρ(z, v)d+α
)
6 4cM
∑
z∈V
pδ(t, x, z)
(
sup
z∈V
∑
v∈V :ρ(z,v)6δ
wz,v
ρ(z, v)d+α−2
)
6 c2(δ, t)
∑
z∈V
exp(−ρ(z, x)) <∞,
where in the last inequality we used the fact that∑
z∈V
exp(−ρ(z, x)) 6 cM
∞∑
r=0
∑
z∈V :ρ(x,z)=r
e−rµz 6 cM
∞∑
r=0
µ(B(x, r))e−r 6 cMcG
∞∑
r=1
rde−r <∞.
Therefore, according to the Fubini theorem and (2.13), for every x ∈ V ,∑
z∈V
Lδpδ(t, x, ·)(z)pδ(t, x, z)µz = −1
2
∑
z,v∈V
(
pδ(t, x, z) − pδ(t, x, v))2 wz,v
ρ(z, v)d+α
µzµv.(2.14)
Step (2): Below we fix x ∈ V . Let ft(z) = pδ(t, x, z) and ψ(t) = pδ(2t, x, x) for all z ∈ V
and t > 0. Then, ψ(t) =
∑
z∈V ft(z)
2µz, and, by (2.14),
ψ′(t) =2
∑
z∈V
dft(z)
dt
ft(z)µz =2
∑
z∈V
Lδft(z)ft(z)µz =−
∑
z,y∈V
(ft(z)− ft(y))2 wz,y
ρ(z, y)d+α
µzµy.
Let δθ 6 r(t) 6 δ and R := R(δ) > 1 be some constants to be determined later. Suppose that
B(xi, r(t)/2) (i = 1, · · · ,m) is the maximal collection of disjoint balls with centers in B(x,R).
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Set Bi = B(xi, r(t)) and B
∗
i = B(xi, 2r(t)). Then, B(x,R) ⊂ ∪mi=1Bi ⊂ B(x,R + r(t)) ⊂
∪mi=1B∗i ; moreover, if z ∈ B(x,R + r(t)) ∩ B∗i for some 1 6 i 6 m, then B(xi, r(t)/2) ⊂
B(z, 3r(t)), and so
c3r(t)
d
> µ(B(z, 3r(t))) >
m∑
i=1
1{z∈B∗i }
µ(B(xi, r(t)/2)) > c4r(t)
d|{i : z ∈ B∗i }|,
where in the second inequality we used the fact that B(xi, r(t)/2), i = 1, · · · ,m, are disjoint,
and in the first and the last inequality we have used (2.2). Thus, every z ∈ B(x,R+ r(t)) is in
at most c5 := c3/c4 of the ball B
∗
i (hence at most c5 of the ball Bi). In particular,
(2.15)
m∑
i=1
∑
z∈Bi
=
m∑
i=1
∑
z∈B(x,R+r(t))
1Bi(z) =
∑
z∈B(x,R+r(t))
m∑
i=1
1Bi(z) 6 c5
∑
z∈B(x,R+r(t))
.
According to (the proof of) Lemma 2.1, (2.8) and (2.9) imply that for every δθ 6 r 6 δ, x ∈ V
and measurable function f on V ,∑
z∈B(x,r)
(f(z)− (f)Bw(z,r))2µz 6 c6rα
∑
z∈B(x,r),y∈B(x,2r)
(f(z)− f(y))2 wz,y
ρ(z, y)d+α
µzµy.(2.16)
Hence, noticing that δθ 6 r(t) 6 δ,
∑
z,y∈V
(ft(z)− ft(y))2 wz,y
ρ(z, y)d+α
µzµy >
1
c5
m∑
i=1
∑
z∈Bi
∑
y∈B∗i
(ft(z) − ft(y))2 wz,y
ρ(z, y)d+α
µzµy
>
c7
r(t)α
[ m∑
i=1
∑
z∈Bi
f2t (z)µz − 2
m∑
i=1
∑
z∈Bi
ft(z)(ft)Bw(z,r(t))µz
]
=:
c7
r(t)α
(I1 − I2),
where in the second inequality we have used (2.16).
Furthermore, since ft(z)µz 6 1 for all z ∈ V and t > 0, we have
I1 >
∑
z∈∪mi=1Bi
f2t (z)µz >
∑
z∈B(x,R)
f2t (z)µz =ψ(t)−
∑
z∈V :ρ(z,x)>R
f2t (z)µz >ψ(t)−
∑
z∈V :ρ(z,x)>R
ft(z).
So, by (2.13), we can choose R := R(δ) = 2c1e
4δ such that for all δθα 6 t 6 δα,∑
z∈V :ρ(z,x)>R
ft(z) 6
∑
z∈V :ρ(z,x)>2c1e4δ
exp
(− ρ(z, x) + 2c1e2δδα)
6 cM
∑
z∈V :ρ(z,x)>2c1e4δ
exp
(− ρ(z, x)/2)µz
6 cM
∞∑
r=2c1e4δ
µ(B(x, r))e−r/2 6 c8δ
−d
6 c8r(t)
−d,
where the last inequality follows from the fact that r(t) 6 δ. On the other hand, due to (2.9)
and the fact that
∑
z∈V ft(z)µz 6 1 for all t > 0,
sup
z∈V
(ft)Bw(z,r(t)) 6 sup
z∈V
µ
(
Bw(z, r(t))
)−1 ·∑
z∈V
ft(z)µz 6 C
−1
2 r(t)
−d.
This along with (2.15) yields that
I2 6 C
−1
2 r(t)
−d
m∑
i=1
∑
z∈Bi
ft(z)µz 6 C
−1
2 c5r(t)
−d
∑
z∈B(x,R+r(t))
ft(z)µz 6 C
−1
2 c5r(t)
−d.
Therefore, combining all estimates above, we arrive at that for every δθ 6 r(t) 6 δ,
(2.17) ψ′(t) 6 −c9r(t)−α
(
ψ(t)− c10r(t)−d
)
.
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Step (3): For any θ′ ∈ (θ, 1) and any 1 6 δ < rG large enough, we claim that there exists
t0 ∈ [δθα, δθ′α] such that
(2.18)
(
1
2c10
ψ(t0)
)−1/d
> δθ.
Indeed, suppose that (2.18) does not hold. Then,
(2.19)
(
1
2c10
ψ(t)
)−1/d
< δθ, ∀ δθα 6 t 6 δθ′α,
which means that ψ(t) > 2c10δ
−dθ for all δθα 6 t 6 δθ
′α. Hence, taking r(t) = δθ in (2.17),
we find that ψ′(t) 6 −2−1c9δ−θαψ(t) for any δθα 6 t 6 δθ′α, which along with the fact
ψ(t) 6 µ−1x 6 cM for all t > 0 yields that ψ(t) 6 cMe
−2−1c9δ−θα(t−δθα) for any δθα 6 t 6 δθ
′α. In
particular, ψ(δθ
′α) 6 cMe
−2−1c9δ−θα(δθ
′α−δθα). On the other hand, according to (2.19), we have
ψ(δθ
′α) > 2c10δ
−dθ. Thus, there is a contradiction between these two inequalities above for δ
large enough, and so (2.18) is true.
Next, assume that we can take 1 6 δ < rG large enough such that (2.18) holds. Since
t 7→ ψ(t) is non-increasing on (0,∞) and t0 6 δθ′α,
(
1
2c10
ψ(t)
)−1/d
> δθ, ∀ δθ′α 6 t 6 δα.
Let
t˜0 := sup
{
t > 0 :
(
1
2c10
ψ(t)
)−1/d
< δ/2
}
.
By the non-increasing property of ψ on (0,∞) again, if t˜0 6 δθ′α, then ψ(t) 6 ψ(t˜0) =
2c10(δ/2)
−d 6 c11t
−d/α for any δθ
′α 6 t 6 δα. This proves (2.11).
When t˜0 > δ
θ′α,
δθ 6
(
1
2c10
ψ(t)
)−1/d
6 δ/2, ∀ δθ′α 6 t 6 t˜0.
Then, taking r(t) =
(
1
2c10
ψ(t)
)−1/d
in (2.17), we have ψ′(t) 6 −c12ψ(t)1+d/α for any δθ′α 6 t 6
t˜0. Hence, ψ(s) 6 c13
(
s− δθ′α+ψ(δθ′α)−α/d)−d/α 6 c14s−d/α for any 2δθ′α 6 s 6 t˜0. If t˜0 > δα,
then (2.11) holds. If δθ
′α < t˜0 6 δ
α, then, for all t˜0 6 s 6 δ
α, ψ(s) 6 ψ(t˜0) = 2c10(δ/2)
−d 6
c15s
−d/α, so (2.11) also holds. The proof is complete. 
2.2. Localization method and moment estimates of the truncated process. In this
part, we fix x0 ∈ V and R > 1. Define a symmetric regular Dirichlet form (Dˆx0,R, Fˆx0,R) as
follows
Dˆx0,R(f, f) =
∑
x,y∈V
(
f(x)− f(y))2 wˆx,y
ρ(x, y)d+α
µxµy, f ∈ Fˆx0,R,
Fˆ
x0,R ={f ∈ L2(V ;µ) : Dˆx0,R(f, f) <∞},
where
wˆx,y =
{
wx,y, if x ∈ B(x0, R) or y ∈ B(x0, R),
1, otherwise.
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Note that, according to the definition of wˆx,y, for any x ∈ V ,∑
y∈V
wˆx,y
ρ(x, y)d+α
=
∑
y/∈B(x0,R)
wˆx,y
ρ(x, y)d+α
+
∑
y∈B(x0,R)
wx,y
ρ(x, y)d+α
6 sup
z∈B(x0,R)
∑
v∈V
wz,v
ρ(z, v)d+α
+ sup
z /∈B(x0,R)
∑
y∈V :y 6=z
1
ρ(z, y)d+α
+
∑
y∈B(x0,R)
wx,y
ρ(x, y)d+α
6 sup
z∈B(x0,R)
∑
v∈V
wz,v
ρ(z, v)d+α
+ cM sup
z /∈B(x0,R)
∞∑
k=1
∑
y∈V :2k−16ρ(y,z)<2k
1
ρ(y, z)d+α
µy
+
∑
y∈B(x0,R)
(
sup
z∈B(x0,R)
∑
v∈V
wz,v
ρ(z, v)d+α
)
6 sup
z∈B(x0,R)
∑
v∈V
wz,v
ρ(z, v)d+α
+cMcG
∞∑
k=1
2kd
2(k−1)(d+α)
+
∑
y∈B(x0,R)
sup
z∈B(x0,R)
∑
v∈V
wz,v
ρ(z, v)d+α
6 c1 + c2(1 +R
d) sup
z∈B(x0,R)
(∑
v∈V
wz,v
ρ(z, v)d+α
)
=: C(x0, R) <∞,
(2.20)
where (2.3) was used in the fourth inequality. In particular, by (2.20) and (the second statement
in) [22, Theorem 3.2], the associated Hunt process XˆR := ((XˆRt )t>0, (Px)x∈V ) is conservative.
Here and in what follows, we omit the index x0 for simplicity.
We also consider the following truncated Dirichlet form (Dˆx0,R,R, Fˆx0,R):
Dˆx0,R,R(f, f) =
∑
x,y∈V :ρ(x,y)6R
(
f(x)− f(y))2 wˆx,y
ρ(x, y)d+α
µxµy, f ∈ Fˆx0,R.
Let XˆR,R := ((XˆR,Rt )t>0, (Px)x∈V ) be the associated Hunt process. In particular, due to (2.20)
again, the process XˆR,R is also conservative. Denote by pˆR(t, x, y) and pˆR,R(t, x, y) heat kernels
of the processes XˆR and XˆR,R, respectively.
The following statement is concerned with moment estimates of XˆR,R, which are key to yield
exit time estimates of the original process X in the next section. We mainly use the method of
Bass [12] (see also Barlow [6] and Nash [35]), but some non-trivial modifications are required.
Proposition 2.3. Suppose that there exist 1 6 R0 < rG and θ ∈ (0, 1) such that for every
R0 < R < rG and R
θ 6 r 6 R,
(2.21) sup
x∈B(x0,3R)
∑
y∈V :ρ(x,y)6r
wx,y
ρ(x, y)d+α−2
6 C1r
2−α,
(2.22) inf
x∈B(x0,3R)
µ(Bw(x, r)) > C2r
d
and
(2.23) sup
x∈B(x0,3R)
∑
y∈Bw(x,r)
w−1x,y 6 C1r
d,
where C1 and C2 are positive constants independent of x0, R0, R, r and rG. Then for every
θ′ ∈ (θ, 1), there exists a constant R1 > R0 (which depends on θ, θ′ and R0 only) such that for
every R1 < R < rG and x ∈ V ,
(2.24) Ex
[
ρ
(
XˆR,Rt , x
)]
6 C3R
(
t
Rα
)1/2 [
1 + log
(
Rα
t
)]
, ∀ Rθ′α 6 t 6 Rα,
where C3 is a positive constant independent of x0, R1, R, t, x and rG.
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Proof. Throughout the proof, we first suppose that there exist positive constants c(x0, R) and
c˜(x0, R) such that
(2.25) c˜(x0, R) 6 inf
x,y∈V
wˆx,y 6 sup
x,y∈V
wˆx,y 6 c(x0, R).
If (2.25) is not satisfied, then, by taking wεx,y := wx,y + ε and then letting ε ↓ 0, we can prove
that (2.24) still holds true. Moreover, all the constants in the proof below are independent of
ε unless specifically claimed.
Step (1): By (2.21), (2.22), (2.23) and the definition of wˆx,y, for every R0 < R < rG and
Rθ 6 r 6 R,
(2.26) sup
x∈V
∑
y∈V :ρ(x,y)6r
wˆx,y
ρ(x, y)d+α−2
6 c0r
2−α,
infx∈V µ(B
wˆ(x, r)) > c1r
d and supx∈V
∑
y∈Bwˆ(x,r) wˆ
−1
x,y 6 c0r
d, where Bwˆ(x, r) := {z ∈ V :
ρ(z, x) 6 r, wˆz,x > 0}. Let θ′ ∈ (θ, 1) and θ0 = (θ + θ′)/2. Taking ρ = R in Proposition 2.2, we
find that there exists a constant R˜0 > R0 (which only depends on θ and θ
′) such that whenever
R˜0 < R < rG,
(2.27) pˆR,R(t, x, y) 6 c2t
−d/α, ∀ 2Rθ0α 6 t 6 Rα, x, y ∈ V.
For every t > 0, we define
M(t) =
∑
y∈V
ρ(x, y)pˆR,R(t, x, y)µy , Q(t) = −
∑
y∈V
pˆR,R(t, x, y)
[
log pˆR,R(t, x, y)
]
µy.
Below, we fix x ∈ V and set ft(y) = pˆR,R(t, x, y) for all y ∈ V and t > 0.
By (2.25), we can obtain upper and lower bounds for pˆR,R(t, x, y) (see [28] for upper bounds
on graph or [21] for two-sided estimates in the Euclidean space), which yields that∑
y,z∈V :ρ(y,z)6R
|ft(y)− ft(z)|| log ft(y)− log ft(z)| wˆy,z
ρ(y, z)d+α
µyµz
6
∑
y,z∈V :ρ(y,z)6R
(
ft(y) + ft(z)
)(| log ft(y)|+ | log ft(z)|) wˆy,z
ρ(y, z)d+α
µyµz <∞.
Thus,
−
∑
y∈V
(log ft(y) + 1)Lˆ
R,Rft(y)µy
=
1
2
∑
y,z∈V :ρ(y,z)6R
(
ft(y)− ft(z)
)(
log ft(y)− log ft(z)
) wˆy,z
ρ(y, z)d+α
µyµz,
where LˆR,R is the generator associated with (Dˆx0,R,R, Fˆx0,R,R), i.e.,
LˆR,Rf(x) =
∑
y∈V :ρ(x,y)6R
(f(y)− f(x)) wˆx,y
ρ(x, y)d+α
µy.
Therefore,
Q′(t) = −
∑
y∈V
(log ft(y) + 1)Lˆ
R,Rft(y)µy
=
1
2
∑
y,z∈V :ρ(y,z)6R
(
ft(y)− ft(z)
)(
log ft(y)− log ft(z)
) wˆy,z
ρ(y, z)d+α
µyµz > 0.
In particular, Q(·) is a non-decreasing function on (0,∞).
On the other hand, for all R˜0 < R < rG, by the Cauchy-Schwarz inequality,
M ′(t) =
∑
y∈V
ρ(x, y)LˆR,Rft(y)µy
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= −1
2
∑
y,z∈V :ρ(y,z)6R
(
ρ(x, y) − ρ(x, z))(ft(y)− ft(z)) wˆy,z
ρ(y, z)d+α
µyµz
6

1
4
∑
y,z∈V :ρ(y,z)6R
(
ρ(x, y)− ρ(x, z))2(ft(y) + ft(z)) wˆy,z
ρ(y, z)d+α
µyµz


1/2
×

 ∑
y,z∈V :ρ(y,z)6R
(ft(y)− ft(z))2
ft(y) + ft(z)
wˆy,z
ρ(y, z)d+α
µyµz


1/2
6

cM
2
sup
z∈V
∑
y∈V :ρ(y,z)6R
wˆy,z
ρ(y, z)d+α−2


1/2
×

 ∑
y,z∈V :ρ(y,z)6R
(ft(y)− ft(z))2
ft(y) + ft(z)
wˆy,z
ρ(y, z)d+α
µyµz


1/2
6 c3R
1−α/2

 ∑
y,z∈V :ρ(y,z)6R
(ft(y)− ft(z))2
ft(y) + ft(z)
wˆy,z
ρ(y, z)d+α
µyµz


1/2
,
where the equality above follows from the fact∑
y,z∈V :ρ(y,z)6R
|ft(y)− ft(z)| wˆy,z
ρ(y, z)d+α−1
<∞,
thank to (2.25) again, in the second inequality we used (2.1) and the fact that
∑
z∈V ft(z)µz 6 1
for all t > 0, and in the last inequality we have used (2.26).
Noting that
(s− t)2
s+ t
6
(
s− t)( log s− log t), s, t > 0,
we have ∑
y,z∈V :ρ(y,z)6R
(ft(y)− ft(z))2
ft(y) + ft(z)
wˆy,z
ρ(y, z)d+α
µyµz
6
∑
y,z∈V :ρ(y,z)6R
(
ft(y)− ft(z)
)(
log ft(y)− log ft(z)
) wˆy,z
ρ(y, z)d+α
µyµz = 2Q
′(t).
Hence, combining all the estimates above, we arrive at that for all R˜0 < R < rG,
(2.28) M ′(t) 6
√
2c3R
1−α/2Q′(t)1/2, ∀ t > 0.
Step (2): (2.27) yields that for all R˜0 < R < rG and 2R
θ0α 6 t 6 Rα,
Q(t) > −

∑
y∈V
ft(y)

 log(c2t−d/α) = d
α
log t− c4,
where c4 > 0 and the conservativeness of Xˆ
R,R was used in the equality above. Define
K(t) = d−1
(
Q(t) + c4 − d
α
log t
)
, t > 0.
Obviously, K(t) > 0 for all t ∈ [2Rθ0α, Rα], and
(2.29) Q′(t) = dK ′(t) +
d
αt
, t > 0.
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Set T0(R) := 0∨sup{t < 2Rθ0α : K(t) < 0}. It is easy to see thatK(t) > 0 for all t ∈ [T0(R), Rα]
and T0(R) 6 2R
θ0α. By (2.28) and (2.29), we have for all t ∈ [T0(R), Rα],
M(t) =M(T0(R)) +
∫ t
T0(R)
M ′(s) ds 6M(T0(R)) +
√
2c3R
1−α/2
∫ t
T0(R)
Q′(s)1/2 ds
=M(T0(R)) +
√
2c3R
1−α/2
∫ t
T0(R)
(
dK ′(s) +
d
αs
)1/2
ds.
(2.30)
Note that, by the mean-value theorem, for every a ∈ R and b > 0 with a+ b > 0,
(2.31) (a+ b)1/2 6 b1/2 + a/(2b1/2).
Then, applying (2.31) in the second term of the right hand side of (2.30) with a = K ′(s) and
b = 1αs , we obtain that for all t ∈ [T0(R), Rα],
M(t) 6M(T0(R)) + c4R
1−α/2
∫ t
T0(R)
s−1/2 ds+ c5R
1−α/2
∫ t
T0(R)
s1/2K ′(s) ds
6M(T0(R)) + c6R
1−α/2t1/2 + c5R
1−α/2
∫ t
T0(R)
[(
s1/2K(s)
)′ − s−1/2K(s)
2
]
ds
6M(T0(R)) + c6R
1−α/2t1/2 + c5R
1−α/2t1/2K(t),
(2.32)
where the last inequality we used the fact that K(t) > 0 for all t ∈ [T0(R), Rα].
Furthermore, suppose that T0(R) > 0. Since Q
′(t) > 0, by (2.28) and the Cauchy-Schwarz
inequality, we have
M(T0(R)) =
∫ T0(R)
0
M ′(s) ds 6
√
2c3R
1−α/2
∫ T0(R)
0
Q′(s)1/2 ds
6
√
2c3R
1−α/2T0(R)
1/2
(∫ T0(R)
0
Q′(s) ds
)1/2
6 c7R
1−α(1−θ0)/2
(
Q(T0(R))− (Q(0) ∧ 0)
)1/2
,
where in the last inequality we have used the fact that T0(R) 6 2R
θ0α. By the definition of
T0(R), it holds that K(T0(R)) = 0, and so Q(T0(R)) = (d/α) log T0(R) − c4 6 c8(1 + logR),
where we have used again T0(R) 6 2R
θ0α. On the other hand, Q(0) = limt→0Q(t) = log µx >
− log cM . Thus, we can find R1 > 1 large enough such that for all R > R1 and t ∈ [Rθ′α, Rα],
M(T0(R)) 6 c9R
1−α(1−θ0)/2(1 + logR)1/2 = c9R
1−α/2Rθ0α/2(1 + logR)1/2
6 c9R
1−α/2Rθ
′α/2
6 c9R
1−α/2t1/2,
where in the second inequality we used the fact that θ0 ∈ (θ, θ′), and the last inequality is due
to t > Rθ
′α. Note that M(0) = 0, so the above estimate still holds when T0(R) = 0.
Therefore, combining this with (2.32), we arrive at that for all t ∈ [Rθ′α, Rα],
(2.33) M(t) 6 c10R
1−α/2t1/2
(
1 +K(t)
)
.
Step (3): Note that s(log s+t) > −e−1−t for all s > 0 and t ∈ R. Then, for every 0 < a 6 2,
b ∈ R and t > 0,
−Q(t) + aM(t) + b =
∑
y∈V
ft(y)
(
log ft(y) + aρ(x, y) + b
)
µy
> −
∑
y∈V
exp
(− 1− aρ(x, y)− b)µy > −c11e−ba−d,(2.34)
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where the equality above follows from the conservativeness of XR,R, and in the last inequality
we used the fact that∑
y∈V
e−aρ(x,y)µy 6 cM +
∞∑
k=1
∑
y∈B(x,2k)\B(x,2k−1)
e−a2
k−1
µy 6 cM + cG
∞∑
k=1
2dke−a2
k−1
6 Ca−d
for all 0 < a 6 2 (see [6, line 6–7 in p. 3056]).
According to (2.27), we could find R1 > R˜0 large enough such that for all R1 < R < rG and
t ∈ [Rθ′α, Rα],
M(t) =
∑
y∈V
ρ(x, y)ft(y)µy >
∑
y∈V :ρ(x,y)>0
ft(y)µy = 1− Px
(
XˆR,Rt = x
)
> 1− c2t−d/α > 1− c2R−θ′d > 1/2.
Then, choosing a = 1/M(t) and eb =M(t)d = a−d in (2.34), we have −Q(t)+ 1+ d logM(t) >
−c11, which implies that for all R1 < R < rG and t ∈ [Rθ′α, Rα], M(t) > c12 exp(Q(t)/d). This
along with the definition of K(t) yields that
(2.35) M(t) > c12 exp(Q(t)/d) > c13t
1/αeK(t).
Combining (2.33) with (2.35), we obtain that for all t ∈ [Rθ′α, Rα], eK(t) 6 c14R1−α/2
(
1 +
K(t)
)
t1/2−1/α, which is equivalent to
K(t) 6 c15
[
1 + log
(
Rα
t
)
+ log(1 +K(t))
]
.
This implies that for all R1 < R < rG and t ∈ [Rθ′α, Rα],
K(t) 6 c16
[
1 + log
(
Rα
t
)]
.
The inequality above along with (2.33) further gives us that for all R1 < R < rG and t ∈
[Rθ
′α, Rα],
M(t) 6 c17R
1−α/2t1/2
[
1 + log
(
Rα
t
)]
6 c18R
(
t
Rα
)1/2 [
1 + log
(
Rα
t
)]
.
The proof is complete. 
3. Stable-like processes on graphs
Let (D,F ) be a regular symmetric Dirichlet form on L2(V ;µ) given in the beginning of
Section 2. In particular, we assume that (2.3) holds. Let X := ((Xt)t>0, (Px)x∈V ) be the
associated symmetric Hunt process associated with (D,F ).
3.1. Estimates of exit time. In order to get estimates of exit time for the process X, we will
make full use of results in the previous section. We still adopt notations as before. Fix x0 ∈ V
and R > 1. According to the definition of (Dˆx0,R, Fˆx0,R), we have
(3.1) Px0
(
τB(x0,R) 6 t
)
= Px0
(
τˆRB(x0,R) 6 t
)
,
where τA := inf{t > 0 : Xt /∈ A} and τˆRA := inf{t > 0 : XˆRt /∈ A} for any subset A ⊆ V .
In the following, we denote by (Pˆ
R,B(x0,R)
t )t>0 and (Pˆ
R,R,B(x0,R)
t )t>0 Dirichlet semigroups of
the processes XˆR and XˆR,R exiting B(x0, R), respectively. Let τˆ
R,R
A = inf{t > 0 : XˆR,Rt /∈ A}
for any A ⊆ V .
Lemma 3.1. For any f ∈ L2(V ;µ), t > 0 and x ∈ B(x0, R),
|PˆR,R,B(x0,R)t f(x)−PˆR,B(x0,R)t f(x)| 6 C1t
(
sup
y∈B(x0,R)
J(y,R)
)(
sup
z∈B(x0,R)
|f(z)|
)
,(3.2)
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where C1 is a positive constant independent of R and x0, and
(3.3) J(y,R) =
∑
z∈V :ρ(y,z)>R
wy,z
ρ(y, z)d+α
µz, y ∈ B(x0, R).
In particular, it holds that for any t > 0 and x ∈ B(x0, R),
(3.4)
∣∣Px(τˆR,RB(x0,R) 6 t)− Px(τˆRB(x0,R) 6 t)∣∣ 6 C1t sup
y∈B(x0,R)
J(y,R).
Proof. Let TRR = inf{t > 0 : ρ(XˆRt−, XˆRt ) > R}. By (2.20), supy∈V
∑
z∈V :ρ(z,y)>R
wˆz,y
ρ(z,y)d+α
µz <
∞. Then, by Meyer’s construction of XˆR (see [10, Section 3.1]), XˆRt = XˆR,Rt if t < TRR . Hence,
for any f ∈ L2(V ;µ),∣∣PˆR,R,B(x0,R)t f(x)− PˆR,B(x0,R)t f(x)∣∣
=
∣∣Ex(f(XˆRt ) : t 6 τˆRB(x0,R))− Ex(f(XˆR,Rt ) : t 6 τˆR,RB(x0,R))∣∣
6 sup
z∈B(x0,R)
|f(z)|
[
Px
(
TRR 6 t 6 τˆ
R
B(x0,R)
)
+ Px
(
TRR 6 t 6 τˆ
R,R
B(x0,R)
)]
6 2
(
sup
z∈B(x0,R)
|f(z)|
)
Px
(
TRR 6 t, Xˆ
R,R
s ∈ B(x0, R) for all s ∈ [0, TRR ]
)
.
According to [10, Lemma 3.1(a)],
Px
(
TRR ∈ dt
∣∣F XˆR,R) = Jˆ(XˆR,Rt , R) exp
(
−
∫ t
0
Jˆ(XˆR,Rs , R) ds
)
dt,
where F Xˆ
R,R
denotes the σ-algebra generated by XˆR,R, and
Jˆ(y,R) =
∑
z∈V :ρ(y,z)>R
wˆy,z
ρ(y, z)d+α
µz, y ∈ B(x0, R).
In particular, by the definition of wˆx,y, J(y,R) = Jˆ(y,R) for all y ∈ B(x0, R). Therefore,
Px
(
TRR 6 t, Xˆ
R,R
s ∈ B(x0, R) for all s ∈ [0, TRR ]
)
6 Ex
[∫ t
0
J(XˆR,Rr , R) exp
(
−
∫ r
0
J(XˆR,Rs , R) ds
)
1
{XˆR,Rs ∈B(x0,R) for all s∈[0,r]}
dr
]
6 c1t sup
y∈B(x0,R)
J(y,R).
Combining all the estimates above, we can obtain (3.2). (3.4) is a direct consequence of (3.2)
by taking f ≡ 1 on B(x0, R). 
Proposition 3.2. Assume that for some θ ∈ (0, 1), there exists R0 > 1 such that for every
R0 < R < rG and R
θ 6 r 6 R, (2.21), (2.22) and (2.23) as well as
(3.5) sup
x∈B(x0,R)
∑
y∈V :ρ(x,y)>R
wx,y
ρ(x, y)d+α
6 C1R
−α
hold, where C1 > 0 is a constant independent of x0, R0, R, r and rG. Then
(i) for any θ′ ∈ (θ, 1), there is a constant R1 > 1 (which only depends on θ, θ′, R0 and rG)
such that for every R1 < R < rG,
(3.6) Px0
(
τB(x0,R) 6 t
)
6 C2
(
t
Rα
)1/2 [
1 ∨ log
(
Rα
t
)]
, t > Rθ
′α,
where C2 is a positive constant independent of x0, R1, R, t and rG.
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(ii) for any ε > 0, there is a constant R2 > 1 (depending on θ, R0, rG and ε) such that for
all R2 < R < rG,
(3.7) Px0
(
τB(x0,R) 6 t
)
6 ε+
C3(ε)t
Rα
, t > 0,
where C3(ε) is a positive constant independent of x0, R1, R, t and rG. In particular,
the process X is conservative.
Proof. Step (1): It immediately follows from (3.5) that
(3.8) sup
y∈B(x0,R)
J(y,R) 6 c1R
−α,
where J(y,R) is defined by (3.3).
Since (2.21), (2.22) and (2.23) are true, by (2.24), for any θ′ ∈ (θ, 1), there is a constant
R˜1 > 1 such that for all R1 < R < rG and x ∈ V ,
Ex
[
ρ(XˆR,Rt , x)
]
6 c2R
( t
Rα
)1/2 [
1 + log
(
Rα
t
)]
, ∀ Rθ′α 6 t 6 Rα.
Hence, by the Markov inequality, for all x ∈ V and Rθ′α 6 t 6 Rα/2,
sup
s∈[t,2t]
Px
(
ρ
(
XˆR,Rs , x
)
>
R
2
)
6 c3
( t
Rα
)1/2 [
1 + log
(
Rα
t
)]
.
Therefore, for all Rθ
′α 6 t 6 Rα/2,
Px0
(
τˆR,RB(x0,R) 6 t
)
6 Px0
(
τˆR,RB(x0,R) 6 t; ρ
(
XˆR,R2t , x0
)
6
R
2
)
+ Px0
(
ρ
(
XˆR,R2t , x0
)
>
R
2
)
6 Ex0

1
{τˆR,R
B(x0,R)
6t}
P
XˆR,R
τˆ
R,R
B(x0,R)
(
ρ
(
XˆR,R
2t−τR,R
B(x0 ,R)
, XˆR,R0
)
>
R
2
)
+ c3
( t
Rα
)1/2 [
1 + log
(
Rα
t
)]
6 sup
y∈V
sup
s∈[t,2t]
Py
(
ρ
(
XˆR,Rs , y
)
>
R
2
)
+ c3
( t
Rα
)1/2 [
1 + log
(
Rα
t
)]
6 2c3
( t
Rα
)1/2 [
1 + log
(
Rα
t
)]
.
Combining this with (3.1), (3.4) and (3.8) yields that for all R˜1 < R < rG and R
θ′α 6 t 6
Rα/2,
Px0
(
τB(x0,R) 6 t
)
6 2c3
( t
Rα
)1/2 [
1 + log
(
Rα
t
)]
+
c4t
Rα
6 c5
( t
Rα
)1/2 [
1 ∨ log
(
Rα
t
)]
.
Thus, (3.6) has been verified for all Rθ
′α 6 t 6 Rα/2. When t > Rα/2, it holds that
Px0
(
τB(x0,R) 6 t
)
6 1 6
( 2t
Rα
)1/2 [
1 ∨ log
(
Rα
t
)]
.
Hence we prove (3.6).
Step (2): Fix θ′ ∈ (θ, 1). By (3.6) and Young’s inequality, there is a constant R˜1 > 1 such
that for every R˜1 < R < rG, t > R
θ′α and ε > 0, Px0
(
τB(x0,R) 6 t
)
6 2−1ε + c6(ε)tR
−α. If
0 < t 6 Rθ
′α, then, taking R˜2(ε) > R˜1 large enough, we obtain that for all R˜2(ε) 6 R < rG,
Px0
(
τB(x0,R) 6 t
)
6 Px0
(
τB(x0,R) 6 R
θ′α
)
6 2−1ε + c6(ε)R
−(1−θ′)α 6 ε. Combining both
estimates above together, we know that for all R˜2(ε) < R < rG and t > 0, Px0
(
τB(x0,R) 6 t
)
6
ε+ c7(ε)tR
−α, which implies that (3.7) holds. 
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We are now in a position to present the main result in this subsection. For this, we need the
following assumption on {wx,y : x, y ∈ V }, which is regarded as the summary of all assumptions
in the statements before. For any x, z ∈ V and r > 0, denote Bwz (x, r) := {u ∈ B(x, r) : wu,z >
0}. In particular, Bwx (x, r) = Bw(x, r).
Assumption (Exi.) Suppose that for some fixed θ ∈ (0, 1) and 0 ∈ V , there exists a constant
R0 > 1 such that the following hold.
(i) For every R0 < R < rG and R
θ/2 6 r 6 2R,
(3.9) sup
x∈B(0,6R)
∑
y∈V :ρ(x,y)6r
wx,y
ρ(x, y)d+α−2
6 C1r
2−α,
(3.10) µ(Bwz (x, r)) > c0µ(B(x, r)), x, z ∈ B(0, 6R)
and
(3.11) sup
x∈B(0,6R)
∑
y∈Bw(x,c∗r)
w−1x,y 6 C1r
d,
where c0 > 1/2 is independent of R0, R, r, x and z, and c∗ := 8c
2/d
G .
(ii) For every R0 < R < rG and r > R
θ/2,
sup
x∈B(0,6R)
∑
y∈V :ρ(x,y)>r
wx,y
ρ(x, y)d+α
6 C1r
−α.(3.12)
Here C1 is a positive constant independent of R0, R and rG.
Lemma 3.3. Let c∗ be the constant in Assumption (Exi.)(i). Under (3.10) and (3.11), for
every R0 < R < rG/(2c∗) and R
θ/2 6 r 6 2R,
(3.13) inf
x∈B(0,6R)
∑
y∈V :ρ(x,y)>3r
wx,y
ρ(x, y)d+α
> C2r
−α,
where C2 > 0 is independent of R0, R and rG.
Proof. Noting that c∗ > 4, for every x ∈ V and 1 6 r < rG/c∗, we have∑
y∈V :3r<ρ(x,y)6c∗r,wx,y>0
µy > µ(B
w(x, c∗r))− µ(B(x, 4r)) > c0c−1G (c∗r)d − cG(4r)d > c1rd,
where we have used (2.2) and (3.10).
On the other hand, for every R0 < R < rG/(2c∗), x ∈ B(0, 6R) and Rθ/2 6 r 6 2R,∑
y∈V :3r<ρ(x,y)6c∗r,wx,y>0
µy 6
( ∑
y∈Bw(x,c∗r)
w−1x,yµy
)1/2( ∑
y∈V :3r<ρ(x,y)6c∗r
wx,yµy
)1/2
6 c2r
d/2
( ∑
y∈V :3r<ρ(x,y)6c∗r
wx,y
)1/2
,
where in the first inequality we have applied the Cauchy-Schwarz inequality, and we used (3.11)
in the last inequality.
Combining both estimates above together yields that for every R0 < R < rG/(2c∗), x ∈
B(0, 6R) and Rθ/2 6 r 6 2R,
∑
y∈V :3r<ρ(x,y)6c∗r
wx,y > c3r
d, and so∑
y∈V :ρ(x,y)>3r
wx,y
ρ(x, y)d+α
>
∑
y∈V :3r<ρ(x,y)6c∗r
wx,y
ρ(x, y)d+α
> (c∗r)
−d−α
∑
y∈V :3r<ρ(x,y)6c∗r
wx,y > c4r
−α.
Thus, (3.13) is proved. 
Theorem 3.4. If Assumption (Exi.) holds with some constant θ ∈ (0, 1), then, for every
θ′ ∈ (θ, 1), there exist constants δ ∈ (θ, 1) and R1 > 1 such that for all R1 < R < rG/(2c∗) and
Rδ 6 r 6 R,
RANDOM CONDUCTANCE MODELS WITH STABLE-LIKE JUMPS 17
(1)
(3.14) sup
x∈B(0,2R)
Px
(
τB(x,r) 6 C0r
α
)
6
1
4
,
where C0 > 0 is a constant independent of R0, R1, R and r.
(2)
sup
x∈B(0,2R)
Px
(
τB(x,r) 6 t
)
6 C1
( t
rα
)1/2[
1 ∨ log
(rα
t
)]
, t > rθ
′α,(3.15)
and
C2r
α 6 inf
x∈B(0,2R)
Ex
[
τB(x,r)
]
6 sup
x∈B(0,2R)
Ex
[
τB(x,r)
]
6 C1r
α,(3.16)
where C1, C2 are positive constants independent of R0, R1, R, r, t and rG.
Proof. Suppose that Assumption (Exi.) holds with some θ ∈ (0, 1) and R0 > 1. Then, for any
θ < θ1 < θ
′ < 1, R0 < R < rG and R
δ 6 s 6 R with δ = θ/θ1, we know that (2.21), (2.23)
and (3.5) hold uniformly (that is, they hold with uniform constants) for every sθ1 6 r 6 s and
x0 ∈ B(0, 2R). Hence, according to (3.6) and (3.7), we obtain that for every θ′ ∈ (θ, 1), there
exists a constant R1 > R0 such that for each R1 < R < rG and R
δ 6 r 6 R, (3.15) and
(3.17) sup
x∈B(0,2R)
Px
(
τB(x,r) 6 t
)
6
1
8
+
c1t
rα
, ∀ t > 0
hold true. In particular, taking t = (8c1)
−1rα in (3.17), we get (3.14) immediately.
Let C0 be the constant in (3.14). For any R > R1, x ∈ B(0, 2R) and Rδ 6 r 6 R, we have
Ex[τB(x,r)] =
∫ ∞
0
Px(τB(x,r) > s) ds >
∫ C0rα
0
Px(τB(x,r) > s) ds
> C0r
α
Px(τB(x,r) > C0r
α) >
3C0r
α
4
.
This gives us the first inequality in (3.16). On the other hand, let c∗ be the constant in
Assumption (Exi.)(i). By the Lévy system (see [24, Appendix A]), for any R1 < R < rG/(2c∗),
x ∈ B(0, 2R) and Rδ 6 r 6 R,
1 > Px
(
XτB(x,r) /∈ B(x, 2r)
)
= Ex

∫ τB(x,r)
0
∑
y∈V :ρ(x,y)>2r
wXs,y
ρ(Xs, y)d+α
µy ds


> c−1M Ex

∫ τB(x,r)
0
∑
y∈V :ρ(y,Xs)>3r
wXs,y
ρ(Xs, y)d+α
ds


> c−1M

 inf
v∈B(0,2R+r)
∑
y∈V :ρ(y,v)>3r
wv,y
ρ(v, y)d+α

Ex[τB(x,r)] > c2r−αEx[τB(x,r)],
where in the last inequality we have used (3.13), also thanks to the fact that δ = θ/θ1 > θ.
Thus, we also prove the third inequality in (3.16). 
When α ∈ (0, 1), we can obtain a probability estimate such like (3.7) for the exit time in a
more direct way under the following assumption.
Assumption (Exi.’) Suppose that for some fixed θ ∈ (0, 1) and 0 ∈ V , there exists a constant
R0 > 1 such that
(i) for every R0 < R < rG and R
θ/2 6 r 6 2R,
(3.18) sup
x∈B(0,6R)
∑
y∈V :ρ(x,y)6r
wx,y
ρ(x, y)d+α−1
6 C1r
1−α
and (3.11) hold.
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(ii) (ii) in Assumption (Exi.) is satisfied.
Here C1 is a positive constant independent of R0, R and rG.
Proposition 3.5. Under (3.18) and (ii) in Assumption (Exi.), there exists a constant R1 > R0
such that for all R1 < R < rG, x ∈ B(0, 2R), Rθ 6 r 6 R and t > 0,
(3.19) Px(τB(x,r) 6 t) 6
C2t
rα
,
where C2 > 0 is a constant independent of R1, R, r, x, t and rG.
Proof. Fix x ∈ B(0, 2R). Given f ∈ C1b ([0,∞)) with f(0) = 0 and f(u) = 1 for all u > 1, we
set fx,r(z) = f
(
ρ(z,x)
r
)
for any z ∈ V and r > 0. For any r > 0,
{
fx,r(Xt)− fx,r(X0)−
∫ t
0
Lfx,r(Xs) ds, t > 0
}
is a local martingale. Then, for any t > 0 and x ∈ V ,
Px(τB(x,r) 6 t) 6Exfx,r(Xt∧τB(x,r))=Ex
[∫ t∧τB(x,r)
0
Lfx,r(Xs) ds
]
6 t sup
z∈B(x,r)
Lfx,r(z),
where we used the fact that fx,r(x) = 0 in the equality above.
Furthermore, for any x ∈ V and z ∈ B(x, r),
Lfx,r(z) =
∑
y∈V
(
fx,r(y)− fx,r(z)
) wy,z
ρ(z, y)d+α
µy
=
∑
y∈V :ρ(y,z)6r
(fx,r(y)− fx,r(z)) wy,z
ρ(y, z)d+α
µy
+
∑
y∈V :ρ(y,z)>r
(fx,r(y)− fx,r(z)) wy,z
ρ(y, z)d+α
µy
6c1

r−1 ∑
y∈V :ρ(z,y)6r
wy,z
ρ(y, z)d+α−1
+
∑
y∈V :ρ(z,y)>r
wy,z
ρ(y, z)d+α

 =: c1(I1(z, r) + I2(z, r)),
where in the first inequality above we have used |fx,r(y)− fx,r(z)| 6 c1r−1ρ(y, z). According to
(3.18) and (3.12), we can find a constant R1 > 1 such that for all R1 < R < rG, x ∈ B(0, 2R)
and Rθ 6 r 6 R, supz∈B(x,r)
(
I1(z, r) + I2(z, r)
)
6 c2r
−α.
Combining with all estimates above, we prove the desired assertion. 
3.2. Hölder regularity. Let R+ := (0,∞) and Z := (Zt)t>0 = (Ut,Xt)t>0 be the time-
space process such that Ut = U0 + t for any t > 0. Denote by P(s,x) the probability of the
process Z starting from (s, x) ∈ R+ × V . For any subset A ⊆ R+ × V , define τA = inf{s >
0 : Zs ∈ A} and σA = inf{s > 0 : Zs ∈ A}. For any t > 0, x ∈ V and R > 1, let
Q(t, x,R) = (t, t+ C0R
α)× B(x,R) and dν = ds × dµ, where C0 is the constant in (3.14). In
the following, let c∗ be the constant in Assumption (Exi.)(i).
Proposition 3.6. If Assumption (Exi.) holds with some θ ∈ (0, 1), then there exist constants
δ ∈ (θ, 1) and R1 > 1 such that for any R1 < R < rG/(2c∗), 2Rδ 6 r 6 R, x ∈ B(0, 2R), t > 0
and A ⊆ Q(t, x, r/2) with ν(A)ν(Q(t,x,r/2)) > 1/2,
(3.20) P(t,x)(σA < τQ(t,x,r)) > C1,
where C1 ∈ (0, 1) is a constant independent of R1, R, r, t, x and rG.
Proof. The proof is based on that of [23, Lemma 4.11] with some slight modifications. We
write Qr = Q(t, x, r) for simplicity. Without loss of generality, we may and can assume that
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P(t,x)(σA < τQr) 6 1/4; otherwise the conclusion holds trivially. Let T = σA ∧ τQr and
As = {y ∈ V : (s, y) ∈ A} for all s > 0. According to the Lévy system,
P(t,x)(σA < τQr) > E(t,x)

∑
s6T
1{Xs 6=Xs−,Xs∈As}

 = E(t,x)
[∫ T
0
∑
u∈As
wXs,u
ρ(Xs, u)d+α
µu ds
]
> c−1M E(t,x)
[∫ C0(r/2)α
0
∑
u∈As
wXs,u
ρ(Xs, u)d+α
ds;T > C0(r/2)
α
]
> c1r
−d−α
(
inf
z∈B(x,r)
∫ C0(r/2)α
0
∑
u∈As
wz,u ds
)
P(t,x)(T > C0(r/2)
α),
where in the last inequality we have used fact that ρ(u, z) 6 2r for every u, z ∈ B(x, r).
Furthermore, according to Theorem 3.4(1), there exist constants R1 > 1 and δ ∈ (θ, 1) such
that for any R1 < R < rG/(2c∗), R
δ 6 r/2 6 R and x ∈ B(0, 2R),
P(t,x)
(
T > C0(r/2)
α
)
= P(t,x)
(
σA ∧ τQr > C0(r/2)α
)
> 1− P(t,x)
(
σA < τQr
)− Px(τB(x,r) 6 C0(r/2)α) > 1− 14 − 14 > 12 ,
where in the first inequality we have used the fact that
P(t,x)
(
τQr 6 C0(r/2)
α
)
= Px
(
τB(x,r) ∧ (C0rα) 6 C0(r/2)α
)
= Px
(
τB(x,r) 6 C0(r/2)
α
)
,
and the second inequality follows from (3.14).
On the other hand, let Qwz (t, x, r) := (t+ C0r
α) × Bwz (x, r). Then, for every R1 < R < rG,
2Rδ 6 r 6 R, x ∈ B(0, 2R) and z ∈ B(x, r),
ν(A ∩Qwz (t, x, r/2)) =
∫ C0(r/2)α
0
∑
u∈As∩Bwz (x,r/2)
µu ds
6
(∫ C0(r/2)α
0
∑
u∈As∩Bwz (x,r/2)
w−1z,uµu ds
)1/2(∫ C0(r/2)α
0
∑
u∈As
wz,uµu ds
)1/2
6 c3r
α/2
( ∑
u∈Bwz (x,r)
w−1z,u
)1/2(∫ C0(r/2)α
0
∑
u∈As
wz,u ds
)1/2
6 c3r
α/2
(
sup
z∈B(0,3R)
∑
u∈Bw(z,2r)
w−1z,u
)1/2( ∫ C0(r/2)α
0
∑
u∈As
wz,u ds
)1/2
6 c4r
(d+α)/2
( ∫ C0(r/2)α
0
∑
u∈As
wz,u ds
)1/2
,
where in the first inequality we have used the Cauchy-Schwarz inequality, the third inequality
is due to the fact that Bwz (x, r) ⊂ Bw(z, 2r) for all z ∈ B(x, r), and the last inequality follows
from (3.11). Note that, by (3.10) and the assumption that ν(A)ν(Q(t,x,r/2)) > 1/2, we have ν(A ∩
Qwz (t, x, r/2)) >
(
1/2+c0−1
)·ν(Q(t, x, r/2)) > c5rd+α. Combing all estimates above yields that
for all R1 < R < rG, 2R
δ 6 r 6 R, x ∈ B(0, 2R) and z ∈ B(x, r), ∫ C0(r/2)α0 ∑u∈As wz,u ds >
c6r
d+α. According to all the estimates above, we prove the required assertion. 
We also need the following hitting probability estimate.
Lemma 3.7. Suppose that Assumption (Exi.) holds with some θ ∈ (0, 1). Then there are
constants δ ∈ (θ, 1) and R1 > 1 such that for every R1 < R < rG/(2c∗), Rδ 6 r 6 R,
x ∈ B(0, 2R), K > 4r, t > 0 and z ∈ B(x, r/2),
Px(XτQ(t,x,r) /∈ B(z,K)) 6 C1
( r
K
)α
,(3.21)
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where C1 > 0 is a positive constant independent of R0, R1, r, t, x, z and rG.
Proof. According to the Lévy system, we know that for every z ∈ B(x, r/2),
Px(XτQ(t,x,r) /∈ B(z,K)) = Ex

∫ τB(x,r)
0
∑
y/∈B(z,K)
wXs,y
ρ(Xs, y)d+α
µy ds


6 c1 sup
u∈B(x,r)

 ∑
y∈V :ρ(u,y)>K−2r
wu,y
ρ(u, y)d+α

Ex[τB(x,r)]
6 c1 sup
u∈B(0,2R)

 ∑
y∈V :ρ(u,y)>K/2
wu,y
ρ(u, y)d+α

Ex[τB(x,r)].
Note that K/2 > 2r > Rδ and Rδ 6 r 6 R. Then, by (3.12) and (3.16), we can find a constant
R1 > 1 such that for all R1 < R < rG/(2c∗) and x ∈ B(0, 2R),
sup
u∈B(0,2R)

 ∑
y∈V :ρ(u,y)>K/2
wu,y
ρ(u, y)d+α

 6 c2K−α
and Ex[τB(x,r)] 6 c3r
α. Combining with all the estimates above immediately yields (3.21). 
We say that a measurable function q(t, x) on [0,∞)× V is parabolic in an open subset A of
[0,∞)×V , if for every relatively compact open subset A1 of A, q(t, x) = E(t,x)q(ZτA1 ) for every
(t, x) ∈ A1.
Let C0 > 0 be the constant in (3.14), and θ be the constant in Assumption (Exi.). Set
Q(t0, x0, r) = (t0, t0 + C0r
α)×B(x0, R).
Theorem 3.8. Suppose that Assumption (Exi.) holds with some θ ∈ (0, 1), and let c∗ be the
constant in Assumption (Exi.)(i). Then, there are constants R1 > 1 and δ ∈ (θ, 1) such that
for all R1 < R < rG/(2c∗), x0 ∈ B(0, R), Rδ 6 r 6 R, t0 > 0 and parabolic function q on
Q(t0, x0, 2r),
(3.22) |q(s, x)− q(t, y)| 6 C1‖q‖∞,r
(
|t− s|1/α + ρ(x, y)
r
)β
,
holds for all (s, x), (t, y) ∈ Q(t0, x0, r) such that (C−10 |s− t|)1/α+ρ(x, y) > 2rδ, where ‖q‖∞,r =
sup(s,x)∈[t0,t0+C0(2r)α]×V q(s, x), and C1 > 0 and β ∈ (0, 1) are constants independent of R0, R1,
x0, t0, R, r, s, t, x, y and rG.
Remark 3.9. Note that unlike the case of random walk on the supercritical percolation cluster
([11, Proposition 3.2]), in which the Hölder regularity holds for all points in the parabolic
cylinder when r is large enough, in the preset setting we can only obtain the Hölder regularity
in the region (C−10 |s− t|)1/α + ρ(x, y) > 2rδ inside the cylinder.
Proof of Theorem 3.8. We mainly follow the argument of [23, Theorem 4.14] with some modi-
fication. For simplicity, we assume that ‖q‖∞,r = 1 and q > 0. Now, we first show that there
are constants η ∈ (0, 1), δ ∈ (√δ0, 1) with δ0 ∈ (0, 1) being the constants δ in Theorem 3.4,
Proposition 3.6 and Lemma 3.7, R1 > R0 and ξ ∈ (0, (1/4) ∧ η1/α) (which are determined
later) such that for any R1 < R < rG/(2c∗), R
δ 6 r 6 R, k > 1 with ξkr > 2rδ, and any
(t˜, x˜) ∈ Q(t0, x0, r) with x0 ∈ B(0, R) and t0 > 0,
(3.23) sup
Q(t˜,x˜,ξkr)
q − inf
Q(t˜,x˜,ξkr)
q 6 ηk.
Let Qi = Q(t˜, x˜, ξ
ir) and Bi = B(x˜, ξ
ir). Define ai = infQi q and bi = supQi q. Clearly,
bi − ai 6 ηi for all i 6 0. Suppose that bi − ai 6 ηi for all i 6 k with some k > 0. Choose
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z1, z2 ∈ Qk+1 such that q(z1) = bk+1 and q(z2) = ak+1. Letting z1 = (t1, x1), we define
Q˜k = Q(t1, x1, ξ
kr), Q˜k+1 = Q(t1, x1, ξ
k+1r) and
Ak =
{
z ∈ Q˜k+1 : q(z) 6 ak + bk
2
}
.
Without of loss of generality, we may and do assume that ν(Ak)/ν(Q˜k+1) > 1/2; otherwise, we
will choose 1− q instead of q. We have
bk+1 − ak+1 =q(z1)− q(z2) = Ez1 [q(ZσAk∧τQ˜k )]− q(z2)
=Ez1
[
q(ZσAk∧τQ˜k
)− q(z2) : σAk 6 τQ˜k
]
+ Ez1
[
q(ZσAk∧τQ˜k
)− q(z2) : σAk > τQ˜k ,XτQ˜k ∈ Bk−1
]
+
∞∑
i=1
Ez1
[
q(ZσAk∧τQ˜k
)− q(z2) : σAk > τQ˜k ,XτQ˜k ∈ Bk−i−1 \Bk−i
]
= : I1 + I2 + I3.
It is easy to see that
I1 6
(
ak + bk
2
− ak
)
Pz1(σAk 6 τQ˜k) 6
bk − ak
2
pk 6
ηk
2
pk = η
k+1η−1
pk
2
and I2 6 (bk−1−ak−1)(1−pk) 6 ηk−1(1−pk) = ηk+1η−2(1−pk), where pk := Pz1(σAk 6 τQ˜k) =
P(t1,x1)(σAk 6 τQ(t1,x1,ξkr)). On the other hand, since ξ
kr > 2rδ > 2Rδ0 , x˜ ∈ B(x1, ξk+1r) ⊂
B(x1, ξ
kr/2) and ξk−ir > 4ξkr for i > 1, we can apply (3.21) and obtain that
Px1(XτQ˜k
∈ Bk−i−1 \Bk−i) 6 Px1
(
Xτ
Q(t1,x1,ξ
kr)
∈ Bck−i
)
6 c2
(
ξkr
ξk−ir
)α
.
Thus,
I3 6
∞∑
i=1
(bk−i−1 − ak−i−1)Px1(XτQ˜k ∈ Bk−i−1 \Bk−i)
6 c2
∞∑
i=1
η(k−i−1)
(
ξkr
ξk−ir
)α
6
c2η
k+1η−2ξα
η − ξα .
Note that, since x1 ∈ B(0, 2R) and ξkr > 2rδ > 2Rδ0 , by (3.20) we have pk > c3 > 0.
Combining with all the conclusions above, we arrive at that
bk+1 − ak+1 6 ηk+1
(
η−1pk
2
+ η−2(1− pk) + c2η
−2ξα
η − ξα
)
= ηk+1
[
η−2 −
(
η−2 − η
−1
2
)
pk +
c2η
−2ξα
η − ξα
]
6 ηk+1
(
η−2(1− c3) + η
−1c3
2
+
c2η
−2ξα
η − ξα
)
.
Choosing η close to 1 and then ξ ∈ (0, (1/4) ∧ η1/α) close to 0 such that
η−2(1− c3) + η
−1c3
2
+
c2η
−2ξα
η − ξα 6 1,
we get bk+1 − ak+1 6 ηk+1. This proves (3.23).
For any (s, x), (t, y) ∈ Q(t0, x0, r) with s 6 t and (C−10 |t− s|)1/α+ ρ(x, y) > 2rδ, let k be the
smallest integer such that (C−10 |s−t|)1/α+ρ(x, y) > ξk+1r. Then, (C−10 |s−t|)1/α+ρ(x, y) 6 ξkr,
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and so ξkr > 2rδ and (t, y) ∈ Q(s, x, ξkr). According to (3.23), we know that
|q(s, x)− q(t, y)| 6 ηk 6 η−1
(
(C−10 |s− t|)1/α + ρ(x, y)
r
)logξ η
.
The proof is finished. 
Remark 3.10. According to Proposition 3.5, the proof of Theorem 3.4 and the arguments in
this subsection, we can obtain that, when α ∈ (0, 1), Theorems 3.4 and 3.8 still hold under
assumption (Exi.’).
4. Convergence of stable-like processes on metric measure spaces
In this section, we give convergence criteria for stable-like processes on metric measure spaces.
Let (F, ρ,m) be a metric measure space, where (F, ρ) is a locally compact separable and
connected metric space, and m is a Radon measure on F . For every x ∈ F and r > 0, let
BF (x, r) = {z ∈ F : ρ(z, x) < r}. We always assume the following assumptions on (F, ρ,m).
Assumption (MMS).
(i) For every x ∈ F and r > 0, the closure of BF (x, r) is compact, and it holds that
m(∂(BF (x, r))) = 0, where ∂(BF (x, r)) = BF (x, r)\BF (x, r).
(ii) ρ : F × F → R+ is geodesic, i.e., for any x, y ∈ F , there exists a continuous map
γ : [0, ρ(x, y)] → F such that γ(0) = x, γ(ρ(x, y)) = y and ρ(γ(s), γ(t)) = t− s for all
0 6 s 6 t 6 ρ(x, y).
(iii) There exist constants cF > 1 and d > 0 such that
(4.1) c−1F r
d
6 m(BF (x, r)) 6 cF r
d, ∀ x ∈ F, 0 < r < rF := sup
y,z∈F
ρ(y, z).
The metric measure space (F, ρ,m) will serve as the state space of the stable-like process Y
which will be defined later.
According to [22, Theorem 2.1], such a metric measure space is endowed with the following
graph approximations.
Lemma 4.1. Under assumption (MMS), F admits a sequence of approximating graphs {Gn :=
(Vn, EVn), n > 1} such that the following properties hold.
(1) For every n > 1, Vn ⊆ F , and (Vn, EVn) is connected and has uniformly bounded degree.
Moreover, ∪∞n=1Vn is dense in F .
(2) There exist positive constants C1 and C2 such that for every n > 1 and x, y ∈ Vn,
(4.2)
C1
n
ρn(x, y) 6 ρ(x, y) 6
C2
n
ρn(x, y),
where ρn is the graph distance of (Vn, EVn).
(3) For each n > 1, there exist a class of subsets {Un(x) : x ∈ Vn} of F such that⋃
x∈Vn
Un(x) ⊂ F , m
(
Un(x) ∩ Un(y)
)
= 0 for x 6= y,
(4.3) Vn ∩ IntUn(x) = {x}, sup{ρ(y, z) : y, z ∈ Un(x)} 6 C3
n
, ∀ x ∈ Vn,
and
(4.4)
C4
nd
6 m
(
Un(x)
)
6
C5
nd
, ∀ n > 1, x ∈ Vn,
where IntUn(x) denotes the set of the interior points of Un(x).
Moreover, for all r > 0 and y ∈ F ,
(4.5) lim
n→∞
m
(
BF (y, r)
⋂(
F \
⋃
x∈Vn
Un(x)
))
= 0.
For each n > 1 and y ∈ F \⋃x∈Vn Un(x), there exists z ∈ Vn such that ρ(y, z) 6 C6n−1.
Here Ci (i = 3, · · · , 6) are positive constants independent of n.
We will consider stable-like processes on the graphs {Gn}n>1.
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4.1. Stable-like processes on graphs and the metric measure spaces. We first introduce
a class of Dirichlet forms (DVn ,FVn) on the graph (Vn, EVn). For any n > 1, define
DVn(f, f) =
1
2
∑
x,y∈Vn
(f(x)− f(y))2 w
(n)
x,y
ρ(x, y)d+α
mn(x)mn(y), f ∈ FVn ,
FVn = {f ∈ L2(Vn;mn) : DVn(f, f) <∞},
where α ∈ (0, 2), ρ(x, y) is the distance function on F , mn is the measure on Vn defined by
mn(A) :=
∑
x∈A
m
(
Un(x)
)
, ∀ A ⊂ Vn,
(for simplicity, we write mn(x) = mn({x}) for all x ∈ Vn), and {w(n)x,y : x, y ∈ Vn} is a sequence
satisfying that w
(n)
x,y > 0 and w
(n)
x,y = w
(n)
y,x for all x 6= y, and
∑
y∈Vn
w
(n)
x,y
ρ(x, y)d+α
mn(y) <∞, x ∈ Vn.
We note that, in the definition of the Dirichlet form (DVn ,FVn) we use the metric ρ(x, y) instead
of the graph metric ρn(x, y) on Vn. According to [22, Theorem 2.1], for any n > 1, (DVn ,FVn)
is a regular Dirichlet form on L2(Vn;mn). Let X
(n) := {(X(n)t )t>0, (Px)x∈Vn} be the associated
symmetric Markov process.
To obtain the weak convergence for X(n), we also introduce a kind of scaling processes
associated with {X(n)}n>1. For any n > 1, let Pn be the projection map from (Vn, ρ) to
(Vn, ρn) such that Pn(x) := x for x ∈ Vn. Define a measure m˜n on (Vn, ρn) as follows
m˜n(A) = n
dmn
(
P
−1
n (A)
)
= nd
∑
x∈P−1n (A)
mn(x), A ⊂ Vn.
For simplicity, m˜n(x) = m˜n({x}) for any x ∈ Vn. For any n > 1, we consider the following
Dirichlet form:
(
D˜Vn , F˜Vn
)
on L2(Vn; m˜n)
D˜Vn(f, f) =
1
2
∑
x,y∈Vn
(f(x)− f(y))2 w˜
(n)
x,y
ρn(x, y)d+α
m˜n(x)m˜n(y), f ∈ F˜Vn ,
F˜Vn = {f ∈ L2(Vn; m˜n) : D˜Vn(f, f) <∞},
where
w˜(n)x,y := w
(n)
x,y
(
ρn(x, y)
nρ(x, y)
)d+α
, x, y ∈ Vn.
Note that D˜Vn(f, f) = n
d−αDVn(f, f) and F˜Vn = FVn . Let X˜
(n) be the symmetric Markov pro-
cess associated with
(
D˜Vn , F˜Vn
)
. According to the expressions of
(
DVn ,FVn
)
and
(
D˜Vn , F˜Vn
)
,
we know that
(
Pn(X
(n)
t )
)
t>0
has the same distribution as
(
X˜
(n)
nαt
)
t>0
.
As a candidate of the scaling limit of the discrete forms (DVn ,FVn), we now define a sym-
metric Dirichlet form (D0,F0) on L
2(F ;m) as follows
D0(f, f) =
1
2
∫
{F×F\diag}
(
f(x)− f(y))2 c(x, y)
ρ(x, y)d+α
m(dx)m(dy), f ∈ F0,
F0 = {f ∈ L2(F ;m) : D0(f, f) <∞},
(4.6)
where α ∈ (0, 2), diag := {(x, y) ∈ F × F : x = y} and c : F × F → (0,∞) is a symmetric
continuous function such that 0 < c1 6 c(x, y) 6 c2 <∞ for all (x, y) ∈ F ×F \ diag and some
constants c1, c2. According to (4.1) and the fact that α ∈ (0, 2), we have
sup
x∈F
∫
F\{y∈F :y 6=x}
(
1 ∧ ρ2(x, y)) c(x, y)
ρ(x, y)d+α
m(dy)
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6 sup
x∈F
∞∑
k=0
∫
{y∈F :2−(1+k)<ρ(y,x)62−k}
c(x, y)
ρ(x, y)d+α−2
m(dy)
+ sup
x∈F
∞∑
k=0
∫
{y∈F :2k<ρ(y,x)621+k}
c(x, y)
ρ(x, y)d+α
m(dy)
6 c2 sup
x∈F
(
∞∑
k=0
m(BF (x, 2
−k))2(d+α−2)(1+k) +
∞∑
k=0
m(BF (x, 2
1+k))2−(d+α)k
)
6 c3
(
∞∑
k=0
2−(2−α)k +
∞∑
k=0
2−αk
)
<∞.
This implies Lipc(F ) ⊆ F0, where Lipc(F ) denotes the space of Lipschitz continuous functions
on F with compact support. We also need the following assumption on (D0,F0).
Assumption (Dir.) Lipc(F ) is dense in F0 under the norm ‖·‖D0,1 :=
(
D0(·, ·)+‖·‖2L2 (F ;m)
)1/2
.
Therefore, (D0,F0) is a regular Dirichlet form on L
2(F ;m), and there exists a strong Markov
process Y := (Yt)t>0 associated with (D0,F0). Moreover, by [23, Theorem 1.1] or [24, Theorem
1.2], the process Y has a heat kernel pY : (0,∞)×F ×F → (0,∞), which is jointly continuous.
In particular, the process Y :=
(
(Yt)t>0, (P
Y
x )x∈F
)
can start from all x ∈ F . The process Y is
called a α-stable-like process in the literature, see [23, 24]. Two-sided estimates for heat kernel
pY (t, x, y) of the process Y have been obtained in [23].
4.2. Generalized Mosco convergence. To study the convergence property of process X(n),
we will use some results from [22], which are concerned with the generalized Mosco convergence
of X(n).
For any n > 1, we define an extension operator En : L
2
(
Vn;mn
)→ L2(F ;m) as follows
(4.7) En(g)(z) =
{
g(x), z ∈ IntUn(x) for some x ∈ Vn,
0, z ∈ F \⋃x∈Vn Un(x), g ∈ L
2
(
Vn;mn
)
.
Note that because m(∂Un(x)) = 0 for any x ∈ Vn by Assumption (MMS)(i), there is no need
to worry about En(g) on
⋃
x∈Vn
∂Un(x), and the function En(g) is a.s. well defined on F . Note
also that the definition of the extension operator En above is a little different from that in [22],
see [22, (2.14)]. Furthermore, we define a projection (restriction) operator pin : L
2(F ;m) →
L2
(
Vn;mn
)
as follows
pin(f)(x) = mn(x)
−1
∫
Un(x)
f(z)m(dz), x ∈ Vn, f ∈ L2
(
F ;m
)
.
Remark 4.2. As shown in Lemma 4.1, under assumption (MMS), the space F admits a
sequence of approximating graphs {(Vn, EVn) : n > 1} enjoying all the properties mentioned in
Lemma 4.1. Though these properties are weaker than (AG.1)–(AG.3) in [22, Theorem 2.1],
one can verify that [22, Lemma 4.1] and so [22, Theorem 4.7] still hold with notations above.
For simplicity, we assume that there exists a point 0 ∈ ⋂∞n=1 Vn; otherwise, we can take a
sequence {on}n>1 such that on ∈ Vn for all n > 1 and limn→∞ on exists, and then the arguments
below still hold true with this limit point 0 := limn→∞ on.
Fix 0 ∈ ∩∞n=1Vn. We assume that the following conditions hold for {w(n)x,y : x, y ∈ Vn}.
Assumption (Mos.)
(i) For every R > 0,
(4.8) lim
ε→0
lim sup
n→∞
[
n−2d
∑
x,y∈BF (0,R)∩Vn:0<ρ(x,y)6ε
w
(n)
x,y
ρ(x, y)d+α−2
]
= 0
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and
(4.9) lim
l→∞
lim sup
n→∞
[
n−2d
∑
x,y∈BF (0,R)∩Vn:ρ(x,y)>l
w
(n)
x,y
ρ(x, y)d+α
]
= 0.
(ii) For any sufficiently small ε > 0, large R > 0 and any f ∈ Lipc(F ),
lim
n→∞

n−d ∑
x∈BF (0,R)∩Vn
( ∑
y∈BF (0,R)∩Vn:ρ(x,y)>ε
(
f(x)−f(y))(w(n)x,y−c(x, y))
ρ(x, y)d+α
mn(y)
)2 = 0.(4.10)
(iii) For any sufficiently small ε > 0, large R > 0 and any f ∈ Cb(BF (0, R)),
lim
n→∞
∑
x,y∈BF (0,R)∩Vn:ρ(x,y)>ε
(
f(x)− f(y))2
(
w
(n)
x,y − c(x, y)
)
ρ(x, y)d+α
mn(x)mn(y) = 0.(4.11)
Denote by (P Yt )t>0 the Markov semigroup of the process Y , and denote by (P
(n)
t )t>0 the
Markov semigroup of the process X(n). We set Pˆ
(n)
t f(x) = En(P
(n)
t (pin(f)))(x) for any f ∈
L2(F ;m).
Proposition 4.3. Suppose that Assumptions (MMS), (Dir.) and (Mos.) hold. Then
lim
n→∞
‖Pˆ (n)t f − P Yt f‖L2(F ;m) = 0, f ∈ L2(F ;m), t > 0.
Proof. It is easy to see that the Dirichlet form (D0,F0) satisfies (A2) in [22, Section 2]. By
assumption (Dir.) and the continuity of c(x, y), we know that (A3)∗ in [22, Section 2] holds
true.
Clearly, condition (A4)∗ (i) in [22, Section 2] is a direct consequence of (4.8) and (4.9). For
any R, ε > 0 and f ∈ Lipc(F ), define
LR,εf(x) =
∫
{z∈BF (0,R):ρ(z,x)>ε}
(f(z)− f(x)) c(x, z)
ρ(x, z)d+α
m(dz), x ∈ F,
LnR,εf(x) =
∑
z∈BF (0,R)∩Vn:ρ(x,z)>ε
(f(z)− f(x)) w
(n)
x,z
ρ(x, z)d+α
mn(z), x ∈ Vn,
LnR,εf(x) = En(L
n
R,εf)(x), x ∈ F.
Then, ∫
BF (0,R)
|LnR,εf(x)− LR,εf(x)|2m(dx) 6
4∑
i=1
Ii,n,
where
I1,n = 2
∑
x∈BF (0,R)∩Vn

 ∑
y∈BF (0,R)∩Vn:
ρ(x,y)>ε
(
f(x)− f(y))(w(n)x,y − c(x, y))
ρ(x, y)d+α
mn(y)


2
mn(x),
I2,n = 8oscn(f)
2
∑
x∈BF (0,R)∩Vn

 ∑
y∈BF (0,R)∩Vn:ρ(x,y)>ε
c(x, y)
ρ(x, y)d+α
mn(y)


2
mn(x),
I3,n = 8‖f‖2∞oscn(c)2
∫
BF (0,R)
(∫
BF (0,R)∩{y∈F :ρ(x,y)>ε}
1
ρ(x, y)d+α
m(dy)
)2
m(dx),
I4,n = 4‖f‖2∞‖c‖2∞
∫
BF (0,R)∩(F\∪z∈VnUn(z))
(∫
BF (0,R)∩(F\∪z∈Vn
Un(z))
∩{y∈F :ρ(x,y)>ε}
1
ρ(x, y)d+α
m(dy)
)2
m(dx),
oscn(f) = sup
x∈BF (0,R)∩Vn,x1,x2∈Un(x)
|f(x1)− f(x2)|,
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oscn(c) = sup
x,y∈BF (0,R)∩Vn,x1,x2∈Un(x),y1,y2∈Un(y)
|c(x1, y1)− c(x2, y2)|.
It follows from (4.4) and (4.10) that limn→∞ I1,n = 0. Since f ∈ Lipc(F ), oscn(f) → 0 as
n→∞. Then, we arrive at
lim sup
n→∞
I2,n 6 c1ε
−2(d+α)
[
lim sup
n→∞
oscn(f)
2
]
× sup
n>1
{
n−3d
∑
x∈BF (0,R)∩Vn
( ∑
y∈BF (0,R)∩Vn:ρ(x,y)>ε
c(x, y)
)2}
6 c2(ε)
[
lim sup
n→∞
oscn(f)
2
]
= 0.
By the continuity of c(x, y), it is also easy to see that limn→∞ I3,n = 0. Obviously, (4.5) implies
that limn→∞ I4,n = 0. Therefore, we have
lim
n→∞
∫
BF (0,R)
|LnR,εf(x)− LR,εf(x)|2m(dx) = 0,
which implies that condition (A4)∗ (ii) in [22, Section 2] is satisfied.
Similarly, with aid of (4.11), we can claim that condition (A4)∗ (iii) in [22, Section 2] is also
fulfilled. Therefore, we can verify that all the conditions of (A4)∗ in [22, Section 2] hold under
assumptions (MMS), (Dir.) and (Mos.). Hence, the required assertion follows from [22,
Theorem 4.7 and Theorem 8.3]. 
4.3. Weak convergence. The main purpose of this subsection is to establish the weak conver-
gence theorem of the law for X(n). For any T ∈ (0,∞], denote by D([0, T ];F ) the collection of
càdlàg F -valued functions on [0, T ] equipped with the Skorohod topology. Let P
(n)
x be the law
of X(n) with starting point x ∈ Vn. Note that P(n)x can be seen as a distribution on D([0, T ];F ).
We will make use of scaling processes {X˜(n)}n>1 constructed in Subsection 4.1. First, we
consider some properties of the space (Vn, ρn, m˜n). For any x ∈ Vn and r > 0, let BVn(x, r) =
{z ∈ Vn : ρn(z, x) 6 r}.
Lemma 4.4. Under assumption (MMS), there are constants C0 > 0 and cV > 1 such that for
all n > 1,
(4.12) c−1V 6 m˜n(x) 6 cV , x ∈ Vn
and
(4.13) c−1V r
d 6 m˜n(BVn(x, r)) 6 cV r
d, x ∈ Vn, 1 6 r < C0nrF ,
where rF is the constant in (4.1).
Proof. By the definition of m˜n and (4.4), (4.12) holds trivially.
Note that, for any x ∈ Vn, y ∈ BF (x, r) ∩ Vn and z ∈ Un(y), by (4.3), we have ρ(z, x) 6
ρ(z, y) + ρ(y, x) 6 C3n
−1 + r, and so
⋃
y∈BF (x,r)∩Vn
Un(y) ⊆ BF (x, r + C3n−1). Hence, for any
x ∈ Vn and 1 6 r < (nrF − C3)/C2 (where C2 and C3 are constants in (4.2) and (4.3)),
m˜n
(
BVn(x, r)
)
= ndmn
(
BVn(x, r) ∩ Vn
)
6 ndmn
(
BF (x,C2n
−1r) ∩ Vn
)
= nd
∑
y∈BF (x,C2n−1r)∩Vn
m
(
Un(y)
)
6 ndm
(
BF (x,C2n
−1r + C3n
−1)
)
6 c0r
d,
where in the first inequality we used (4.2), the second inequality is due to the facts that
m(Un(x) ∩ Un(y)) = 0 for all x 6= y and
⋃
y∈BF (x,C2n−1r)∩Vn
Un(y) ⊆ BF (x,C2n−1r + C3n−1)
as explained above, and the last inequality follows from (4.1).
On the other hand, for any z ∈ BF (x, r), by (3) in Lemma 4.1, there exists y ∈ Vn such
that ρ(y, z) 6 c0n
−1 for some constant c0 > 0, and so ρ(y, x) 6 ρ(z, x) + ρ(z, y) 6 r + c0n
−1.
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This implies that BF (x, r) ⊂
⋃
y∈BF (x,r+c0n−1)∩Vn
BF (y, c0n
−1). Hence, for (2(C−11 c0)) ∨ 1 <
r < (nrF + c0)/C1 (where C1 is the constant in (4.2)) and x ∈ Vn,
m˜n
(
BVn(x, r)
)
= ndmn
(
BVn(x, r)
)
> ndmn
(
BF (x,C1n
−1r) ∩ Vn
)
= nd
∑
y∈BF (x,C1n−1r)∩Vn
m
(
Un(y)
)
> c1n
d
∑
y∈BF (x,C1n−1r)∩Vn
m
(
BF (y, c0n
−1)
)
> c1n
dm
(
BF (x,C1n
−1r − c0n−1)
)
> c2r
d,
where in the first inequality we used (4.2) again, the second inequality follows from (4.1) and
(4.4), the third inequality is due to
⋃
y∈BF (x,C1n−1r)∩Vn
BF (y, c0n
−1) ⊇ BF (x,C1n−1r− c0n−1)
as claimed before, and in the last one we have used (4.1).
Therefore, combining both estimates above and changing the corresponding constants prop-
erly, we prove (4.13). 
By (4.2), for all n > 1, supx,y∈Vn ρn(x, y) 6 C
−1
1 nrF , where rF is the constant in (4.1). Below,
we let C ′0 = C
−1
1 . For any x, z ∈ Vn and r > 0, let Bw
(n)
Vn,z
(x, r) = {y ∈ BVn(x, r) : w(n)y,z > 0}, and
Bw
(n)
Vn
(x, r) = Bw
(n)
Vn,x
(x, r). We need the following further assumptions on {w(n)x,y : x, y ∈ Vn}.
Assumption (Wea.) Suppose that for some fixed θ ∈ (0, 1), there exists a constant R0 > 1
such that
(i) For any n > 1, R0 < R < C
′
0rF and R
θ/2 6 r 6 2R,
(4.14) sup
x∈BVn (0,6R)
∑
y∈Vn:ρn(y,x)6r
w
(n)
x,y
ρn(x, y)d+α−2
6 C3r
2−α,
(4.15) mn(B
w(n)
Vn,z (x, r)) > c0mn(BVn(x, r)), x, z ∈ BVn(0, 6R),
and
(4.16) sup
x∈BVn (0,6R)∩Vn
∑
y∈Vn:ρn(y,x)6c∗r,w
(n)
x,y>0
(w(n)x,y)
−1
6 C3r
d,
where c0 > 1/2 is independent of n,R0, R, r, x, z and rF , c∗ = 8c
2/d
V and cV is the
constant in (4.13).
When α ∈ (0, 1), (4.14) can be replaced by
(4.17) sup
x∈BVn (0,6R)
∑
y∈Vn:ρn(y,x)6r
w
(n)
x,y
ρn(x, y)d+α−1
6 C3r
1−α.
(ii) For every n > 1, R0 < R < C
′
0rF and r > R
θ/2,
(4.18) sup
x∈BVn (0,6R)
∑
y∈Vn:ρn(x,y)>r
w
(n)
x,y
ρn(x, y)d+α
6 C3r
−α.
Here C3 is a positive constant independent of n, R0 and rF .
The main result of this section is as follows. It is in some sense a generalization of [20,
Proposition 2.8]. Indeed, in our case we have the Hölder regularity of parabolic functions only
in the region (C−10 |s − t|)1/α + ρ(x, y) > 2rδ (see Theorem 3.8), hence more careful arguments
are required.
Theorem 4.5. Suppose that Assumptions (MMS), (Dir.), (Mos.) and (Wea.) hold. Then,
for any {xn ∈ Vn : n > 1} such that limn→∞ xn = x for some x ∈ F , it holds that for every
T > 0, P
(n)
xn converges weakly to P
Y
x on the space of all probability measures on D([0, T ];F ),
where P
(n)
xn and P
Y
x denote the laws of X
(n)
· and Y· on D([0, T ];F ), respectively.
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Proof. Throughout the proof, we denote the law of (X
(n)
t )t>0 on D([0,∞);F ) and that of
(X˜
(n)
t )t>0 on D([0,∞);Vn) by P(n)· and P˜(n)· , respectively. Let X(n)· and X˜(n)· be their associated
canonical paths.
Suppose that {xn ∈ Vn : n > 1} is a sequence with limn→∞ xn = x for some x ∈ F .
Step (1): We show that for each fixed T > 0, {P(n)xn }n>1 is tight on D([0, T ];F ). To prove
the tightness of {P(n)xn }n>1, it suffices to verify that
(4.19) lim
R→∞
lim sup
n→∞
P
(n)
xn
(
sup
s∈[0,T ]
ρ(0,X(n)s ) > R
)
= 0,
and for any sequence of stopping time {τn}n>1 such that τn 6 T and any sequence {εn}n>1
with limn→∞ εn = 0,
(4.20) lim sup
n→∞
P
(n)
xn
(
ρ
(
X
(n)
τn+εn ,X
(n)
τn
)
> η
)
= 0, η > 0.
See, e.g., [1, Theorem 1].
When rF < ∞, (4.19) holds trivially. Now, we are going to prove (4.19) for the case that
rF =∞. As we mentioned above,
(
Pn(X
(n)
t )
)
t>0
has the same distribution as
(
X˜
(n)
nαt
)
t>0
, where
(X˜
(n)
t )t>0 is a strong Markov process generated by the Dirichlet form (D˜Vn , F˜Vn). Therefore,
P
(n)
xn
(
sup
s∈[0,T ]
ρ(X(n)s , 0) > R
)
= P(n)xn
(
sup
s∈[0,T ]
ρ
(
Pn(X
(n)
s ), 0
)
> R
)
= P˜(n)xn
(
sup
s∈[0,nαT ]
ρ(X˜(n)s , 0) > R
)
6 P˜
(n)
xn
(
sup
s∈[0,nαT ]
ρn(X˜
(n)
s , 0) > c
∗
1nR
)
,
(4.21)
where the last inequality follows the fact that ρn(x, y) > c
∗
1nρ(x, y) for all x, y ∈ Vn, thanks to
(4.2).
On the other hand, under assumption (Wea.), it is easy to verify that assumption (Exi.) (or
assumption (Exi.’) when α ∈ (0, 1)) holds on the space (Vn, ρn, m˜n) with associated constants
independent of n. Combining this fact with (4.12) and (4.13), we can apply Theorem 3.4 (or
Remark 3.10) to derive that for any fixed θ′ ∈ (θ, 1), there exist constants δ ∈ (θ, 1) and R1 > 1,
such that for all n > 1, R1 < R < C
′
0rFn and R
δ 6 r 6 R,
(4.22) sup
x∈BVn(0,2R)∩Vn
P˜
(n)
x
(
τBVn (0,r)(X˜
(n)
· ) 6 t
)
6 c1
( t
rα
)1/3
, ∀ t > rθ′α,
where BVn(x, r) = {z ∈ Vn : ρn(z, x) 6 r}, τBVn (0,r)(X˜
(n)
· ) is the first exit time from BVn(0, r)
of the process X˜
(n)
· , and c1 > 0 is independent of R1, n, r, R and rF .
Suppose that ρ(xn, 0) 6 K for all n > 1 and some constant K > 0. Note that, also thanks
to (4.2), ρn(xn, 0) 6 c
∗
2nρ(xn, 0) 6 c
∗
2nK. For every fixed R > 2c
∗
2K/c
∗
1 and T > 0, we have
R1 < c
∗
1nR < C
′
0nrF (since rF = ∞) and nαT >
(
c∗1nR/2
)θ′α
for n large enough. Thus, by
(4.21) and (4.22),
P
(n)
xn
(
sup
s∈[0,T ]
ρ(X(n)s , 0) > R
)
6 P˜(n)xn
(
sup
s∈[0,nαT ]
ρn(X˜
(n)
s , 0) > c
∗
1nR
)
6 sup
z∈BVn (0,c
∗
2nK)∩Vn
P˜
(n)
z
(
τBVn (0,c∗1nR)(X˜
(n)
· ) 6 n
αT
)
6 sup
z∈BVn (0,c
∗
1nR/2)∩Vn
P˜
(n)
z
(
τBVn (z,c∗1nR/2)(X˜
(n)
· ) 6 n
αT
)
6 c1
(
nαT
(c∗1nR/2)
α
)1/3
= c2
(
T
Rα
)1/3
,
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which implies
lim
R→∞
lim sup
n→∞
P
(n)
xn ( sup
s∈[0,T ]
ρ(X(n)s , 0) > R) 6 lim
R→∞
c2
(
T
Rα
)1/3
= 0.
This proves (4.19).
Next, let {τn}n>1 be a sequence of stopping time such that τn 6 T , and {εn}n>1 be a sequence
such that limn→∞ εn = 0. By the strong Markov property, for every η > 0 small enough and
R > 1 large enough,
P
(n)
xn
(
ρ(X
(n)
τn+εn ,X
(n)
τn ) > η
)
= E(n)xn
[
P
(n)
X
(n)
τn
ρ(X(n)εn ,X
(n)
0 ) > η)
]
6 sup
z∈BF (0,R)∩Vn
P
(n)
z
(
ρ(X(n)εn ,X
(n)
0 ) > η
)
+ P(n)xn
(
sup
s∈[0,T ]
ρ(X(n)s , 0) > R
)
6 sup
z∈BVn (0,(c
∗
2nR)∧(C
′
0nrF ))∩Vn
P˜
(n)
z
(
ρn(X˜
(n)
nαεn , X˜
(n)
0 ) > c
∗
1nη
)
+ P(n)xn
(
sup
s∈[0,T ]
ρ(X(n)s , 0) > R
)
6 sup
z∈BVn (0,(c
∗
2nR)∧(C
′
0nrF ))∩Vn
P˜
(n)
z
(
τBVn (z,c∗1nη)(X˜
(n)
·
)
6 nαεn)+P
(n)
xn
(
sup
s∈[0,T ]
ρ(X(n)s , 0) > R
)
,
where in the second inequality we have used the fact that c∗1nρ(x, y) 6 ρn(x, y) 6 c
∗
2nρ(x, y)
for x, y ∈ Vn, due to (4.2). Taking n large enough and η small enough such that c∗2nR > R1
and (c∗2nR)
δ 6 c∗1nη 6 (c
∗
2nR) ∧ (C ′0nrF ). Then, it follows from (4.22) that
sup
z∈BVn (0,(c
∗
2nR)∧(C
′
0nrF ))∩Vn
P˜
(n)
z
(
τBVn (z,c∗1nη)(X˜
(n)
· ) 6 n
αεn)
6 sup
z∈BVn (0,(c
∗
2nR)∧(C
′
0nrF ))∩Vn
P˜
(n)
z
(
τBVn (z,c∗1nη)(X˜
(n)
· ) 6 (n
αεn) ∨ (2c∗1nη)θ
′α
)
6 c1
(
(nαεn) ∨ (2c∗1nη)θ
′α
(c∗1nη)
α
)1/3
6 c3
(
(εnη
−α) ∨ (nη)−(1−θ′)α
)1/3
.
Combining both estimates above with (4.19), we obtain (4.20).
Step (2): Now it suffices to show that any finite dimensional distribution of P
(n)
xn converges
to that of PYx . We first claim that for any fixed t > 0, f ∈ C∞(F ) ∩ L2(F ;m) and a sequence
{zn : zn ∈ Vn}∞n=1 with limn→∞ zn = z ∈ F ,
(4.23) lim
n→∞
En
(
P
(n)
t f
)
(zn) = P
Y
t f(z),
where C∞(F ) denotes the set of continuous functions on F vanishing at infinity.
Indeed, according to assumption (Mos.), Proposition 4.3 and (4.5), there are a subsequence
of {Pˆ (n)t f : n > 1} (we still denote it by {Pˆ (n)t f : n > 1} for simplicity) and a sequence
{yk ∈ ∪n>1 ∪x∈Vn Int(Un(x)) : k > 1} such that (i) yk 6= z and limk→∞ yk = z; (ii) for every
k > 1,
(4.24) lim
n→∞
Pˆ
(n)
t f(yk) = P
Y
t f(yk).
For every k > 1 and t > 0, we have
|En(P (n)t f)(zn)− P Yt f(z)|
6 |Pˆ (n)t f(yk)− P Yt f(yk)|+ |Pˆ (n)t f(yk)−En(P (n)t f)(yk)|
+ |En(P (n)t f)(yk)− En(P (n)t f)(zn)|+ |P Yt f(z)− P Yt f(yk)|
=: |Pˆ (n)t f(yk)− P Yt f(yk)|+
3∑
i=1
Ji,n,k.
(4.25)
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Recall that Pˆ
(n)
t f(x) = En(P
(n)
t (pin(f)))(x) for all x ∈ F . By the definition of pin,
lim
n→∞
sup
z∈Vn
|pin(f)(z) − f(z)| = 0
for any f ∈ C∞(F ). Hence,
lim
n→∞
sup
k>1
J1,n,k = lim
n→∞
sup
k>1
|En(P (n)t (pin(f)))(yk)− En(P (n)t f)(yk)|
6 lim
n→∞
sup
z∈Vn
|pinf(z)− f(z)| = 0,
where in the last inequality we used the contractivity of (P
(n)
t )t>1 in L
∞(Vn;mn).
In the following, for any x ∈ F , let [x]n ∈ Vn be such that x ∈ Un([x]n) and ρ(x, [x]n) 6 c∗3n−1,
due to (3) in Lemma 4.1. For any n > 1 and z ∈ Vn, noticing that
(
X˜
(n)
nαt
)
t>0
has the same
distribution as
(
Pn(X
(n)
t )
)
t>0
,
En(P
(n)
t f)(z) = P
(n)
t f([z]n) = E
(n)
[z]n
[f(X
(n)
t )] = E˜
(n)
[z]n
[f(X˜
(n)
nαt)] = P˜
(n)
nαtf([z]n),
where P˜
(n)
t f(·) := E˜(n)· [f(X˜(n)t )] is the Markov semigroup of X˜(n) := (X˜(n)t )t>0. As mentioned
above, due to assumption (Wea.) and Lemma 4.4, we can apply Theorem 3.8 (also thanks
to Remark 3.10) to obtain that there are constants δ ∈ (θ, 1) and R1 > 1 such that for all
R1 < R < C
′
0nrF , (3.22) holds for every {X˜(n)}n>1 and with constants independent of n. Let
C0 > 0 be the constant in (3.14). For fixed T > 0, we define HT,n,f(s, x) = P˜
(n)
1+nαT−sf(x),
which is a parabolic function on QVn
(
0, y, (2−1C−10 n
αT )1/α
)
for each y ∈ Vn. Take K large
enough such that K > (2−1C−10 t)
1/α, R1 < nK < C
′
0nrF and zn ∈ BVn(0, nK) for all n > 1.
According the facts that yk → z as k →∞ and yk 6= z for all k > 1, for any fixed t > 0, we can
choose k > 1 large enough such that 0 < εk < ρ(yk, z) 6 (4c
∗
2)
−1((2−1C−10 t)
1/α ∧ (2−1C ′0rF )),
where εk is a positive constant with limk→∞ εk = 0, and c
∗
2 > 0 is the constant such that
ρn(x, y) 6 c
∗
2n
−1ρ(x, y) for any x, y ∈ Vn. Furthermore, for these fixed k and t, we take n large
enough such that (nK)δ 6 rn 6 nK, ρ(zn, z) 6 (4c
∗
2)
−1n−1rn and nεk > 4(c
∗
1)
−1rδn, where
rn := (2
−1C−10 n
αt)1/α ∧ (2−1C ′0nrF ). Hence,
ρn
(
[zn]n, [yk]n
)
> c∗1nρ
(
[zn]n, [yk]n
)
> c∗1n
(
ρ
(
z, yk
)− ρ(yk, [yk]n)− ρ(z, [z]n))
> c∗1nεk − 2c∗1c∗3 > rδn,
ρn
(
[z]n, [yk]n
)
6 c∗2nρ
(
[z]n, [yk]n
)
6 c∗2n
(
ρ
(
z, yk
)
+ ρ
(
z, [z]n
)
+ ρ
(
yk, [yk]n
))
6 4−1rn + 2c
∗
2c
∗
3 6 2
−1rn
and
ρn
(
[z]n, [zn]n
)
6 c∗2nρ([z]n, [zn]n) 6 c
∗
2n
(
ρ(z, zn) + ρ(z, [z]n) + ρ(zn, [zn]n)
)
6 4−1rn + 2c
∗
2c
∗
3 6 2
−1rn,
where we used the fact that ρ(y, [y]n) 6 c
∗
3n
−1 for all y ∈ F . Note that since zn ∈ Vn,
[zn]n = zn. Then as a summary, (nK)
δ 6 rn 6 nK, zn ∈ BVn(0, nK), and [zn]n, [yk]n ∈
QVn
(
0, [z]n, rn
)
with ρn
(
[zn]n, [yk]n
)
> rδn. Now, applying (3.22) to the parabolic function
Ht,n,f on QVn(0, [z]n, rn), we can obtain that
|P˜ (n)nαtf([yk]n)− P˜ (n)nαtf([zn]n)|
= |Ht,n,f (1, n[yk]n)−Ht,n,f(1, n[zn]n)| 6 c4‖P˜ (n)nαtf‖∞
∣∣∣∣ρn
(
[yk]n, [zn]n
)
rn
∣∣∣∣
β
6 c5(t)‖f‖∞ρ
(
[yk]n, [zn]n
)β
6 c6(t)‖f‖∞
(
ρ(yk, z)
β + n−β
)
.
This yields immediately that
lim sup
n→∞
J2,n,k = lim sup
n→∞
|P˜ (n)nαtf([yk]n)− P˜ (n)nαtf([zn]n)|
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6 c6(t) lim sup
n→∞
‖f‖∞
(
ρ(yk, zn)
β + n−β
)
= c7(t)‖f‖∞ρ(yk, z)β .
According to [23, Theorem 4.14], J3,n,k 6 c8(t)‖f‖∞ρ(yk, z)β .
Combining all estimates with (4.25) and (4.24), we arrive at that
lim sup
n→∞
∣∣En(P (n)t f)(zn)− P Yt f(z)∣∣ 6 c9(t)‖f‖∞ρ(yk, z)β ,
where c9(t) > 0 is independent of k. Note that k is arbitrary, letting k → ∞ in the last
inequality, then we prove (4.23). In particular, according to [20, Lemma 2.7], (4.23) implies
that for every compact set K ⊆ F ,
(4.26) lim sup
n→∞
sup
x∈K
|En(P (n)t f)(x)− P Yt f(x)| = 0.
Next, for any f1, f2 ∈ C∞(F ), 0 < s < t 6 T and any sequence xn ∈ Vn with limn→∞ xn =
x ∈ F ,
E
(n)
xn
[
f1(X
(n)
s )f2(X
(n)
t )
]
= E(n)xn
[
f1(X
(n)
s )P
(n)
t−sf2(X
(n)
s )
]
= E(n)xn
[
f1(X
(n)
s )P
Y
t−sf2(X
(n)
s )
]
+ E(n)xn
[
f1(X
(n)
s )
(
P
(n)
t−sf2(X
(n)
s )− P Yt−sf2(X(n)s )
)]
=: J1,n + J2,n.
Set g(z) = f1(z)P
Y
t−sf2(z). Then g ∈ C∞(F ), due to the C∞-Feller property of the process Y ,
see [23, Theorem 1.1]. Then, according to (4.23), we have
lim
n→∞
J1,n = lim
n→∞
P
(n)
t g(xn) = P
Y
s g(x) = E
Y
x
[
f1(Ys)f2(Yt)
]
.
On the other hand, for any t > 0, R > 2K and n large enough,
J2,n 6 ‖f1‖∞ sup
z∈BF (0,R)
∣∣En(P (n)t−sf2)(z)− P Yt−sf2(z)∣∣ + ‖f1‖∞‖f2‖∞P(n)xn ( sup
s∈[0,t]
ρ(X(n)s , 0) > R
)
,
By (4.19) and (4.26), we let n → ∞ and then R → ∞ in the last inequality, yielding that
limn→∞ J2,n = 0. Combining all above estimates, we prove that
lim
n→∞
E
(n)
xn
[
f1(X
(n)
s )f2(X
(n)
t )
]
= EYx
[
f1(Ys)f2(Yt)
]
.
Following the same arguments as above and using the induction procedure, we can obtain from
[30, Chapter 3; Proposition 4.4 and Theorem 7.8(b)] that any finite dimensional distribution of
P
(n)
xn converges to P
Y
x . The proof is finished. 
Remark 4.6. As shown in the proof of Theorem 4.5 above, the role of adopting the generalized
Mosco convergence is to identify the limit process in the L2 sense. Actually, according to [22,
Theorem 5.1], under Assumption (Mos.) only, any finite dimensional distribution of X(n)
converges to that of Y , when the initial distribution is absolutely continuous with respect to
the reference measure m. Thus, Theorem 4.5 improves this weak convergence for any initial
distribution. We emphasize that such improvement is highly non-trivial, see [31] for discussions
on the uniformly elliptic case by using heat kernel estimates. Here, we will make use of the
Hölder regularity of parabolic functions on large scale (Theorem 3.8). This is much weaker than
the approach used in [20, Proposition 2.8], where the Hölder regularity of parabolic functions
is assumed to be satisfied on the whole space.
5. Random conductance model: quenched invariance principle
We will apply results from Section 4 to study the quenched invariance principle for random
conductance models.
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5.1. Quenched invariance principle for stable-like processes on d-sets. Suppose that
(F, ρ,m) is a metric measure space satisfying assumption (MMS). By Lemma 4.1, we have a
sequence of graphs with measure {(Vn, ρn,mn) : n > 1} that approximate (F, ρ,m). In this
part, we further assume the following:
(i) ρ(·, ·) is a metric with dilation; namely, there exists another distance ρ¯ on F such that
(i′) for all x, y ∈ F , C1ρ¯(x, y) 6 ρ(x, y) 6 C2ρ¯(x, y) holds for some constants 0 < C1 <
C2 <∞.
(i′′) for each x, y ∈ F , i ∈ {−1, 1} and n ∈ N, there are x(ni), y(ni) ∈ F (we write nix :=
x(n
i), niy := y(n
i) for notational simplicity) such that ρ¯(nix, niy) = niρ¯(x, y).
(ii) There exists 0 ∈ V1 ⊂ F such that ni0 = 0 for all i ∈ {−1, 1} and n ∈ N.
(iii) Vn = n
−1V1 := {n−1z : z ∈ V1}, and F is a closure of ∪n>1Vn. Moreover, nV1 ⊂ V1 and
µn(A) = µ1(nA) for all A ⊂ Vn and n ∈ N, where µn denotes the counting measure on
Vn.
We note that, due to (4.4), for any n ∈ N, there exists a measurable function Kn on Vn such
that mn = n
−dKn µn and
(5.1) 0 < C3 6 Kn 6 C4 <∞,
where µn denotes the counting measure on Vn, and C3, C4 are constants independent of n.
Remark 5.1. Obviously conditions (i′) and (i′′) in assumption (i) above hold true for a bounded
Lipschitz domain F ⊂ Rd. For simplicity, in the arguments below we assume that ρ(nix, niy) =
niρ(x, y) for all n ∈ N; otherwise, we can express Dirichlet forms (DωVn ,Fωn ) and (D0,F0)
below with ρ, w
(n)
x,y(ω) and c(x, y) replaced by ρ¯, w¯
(n)
x,y(ω) :=
ρ¯(x,y)d+α
ρ(x,y)d+α
w
(n)
x,y(ω) and c¯(x, y) :=
ρ¯(x,y)d+α
ρ(x,y)d+α
c(x, y), respectively. Hence, by applying the arguments below for ρ¯, w¯
(n)
x,y(ω) and c¯(x, y),
we can still obtain the quenched invariance principle for (Xωt )t>0.
Let {wx,y(ω) : x, y ∈ V1} be a sequence of random variables defined on a probability space(
Ω,F ,P
)
such that wx,y(ω) = wy,x(ω) and wx,y(ω) > 0 for all x 6= y ∈ V1. For any x ∈ Vn,
mn(x) := mn({x}) = n−dKn(x). Define
(5.2) w(n)x,y(ω) =
K1(nx)K1(ny)
Kn(x)Kn(y)
wnx,ny(ω).
We consider the following class of Dirichlet forms
DωVn(f, f) =
1
2
∑
x,y∈Vn
(f(x)− f(y))2 w
(n)
x,y(ω)
ρ(x, y)d+α
mn(x)mn(y), f ∈ Fωn ,
F
ω
n = {f ∈ L2(Vn;mn) : DωVn(f, f) <∞}.
Let XV1,ω be the strong Markov process on V1 associated with (D
ω
V1
,Fω1 ). Then, it is easy to
show that for a.s. ω ∈ Ω, (DωVn ,Fωn ) generates a Markov process X(n),ω = (X
(n),ω
t )t>0 such that
X
(n),ω
t = n
−1XV1,ωnαt for all t > 0. Here and what follows, = means two processes enjoy the same
distribution.
Now, consider the Dirichlet form (D0,F0) given by (4.6), i.e.,
D0(f, f) =
1
2
∫
{F×F\diag}
(
f(x)− f(y))2 c(x, y)
ρ(x, y)d+α
m(dx)m(dy), f ∈ F0,
F0 = {f ∈ L2(F ;m) : D0(f, f) <∞},
where α ∈ (0, 2), diag := {(x, y) ∈ F × F : x = y}, and c : F × F → (0,∞) is a symmetric
continuous function such that 0 < c1 6 c(x, y) 6 c2 <∞ for all (x, y) ∈ F ×F \ diag and some
constants c1, c2. We suppose that assumption (Dir.) holds. Let Y := ((Yt)t>0, (P
Y
x )x∈F ) be a
α-stable-like process on F .
We next apply Theorem 4.5 to prove the quenched invariance principle for (Xωt )t>0 under
some assumptions on wx,y. We first assume that the following holds.
RANDOM CONDUCTANCE MODELS WITH STABLE-LIKE JUMPS 33
Assumption (Den.)
(i) E[wx,y] = J1(x, y) and E[w
−1
x,y1{wx,y>0}] = J2(x, y) for any x, y ∈ V1, where 0 < C1 <
Ji(x, y) < C2 <∞ for all i = 1, 2 and x, y ∈ V1.
(ii) For every compact set S ⊆ F ,
(5.3) lim
n→∞
[
sup
x,y∈S
∣∣∣J1(n[x]n, n[y]n) · K1(n[x]n)K1(n[y]n)
Kn([x]n)Kn([y]n)
− c(x, y)
∣∣∣] = 0,
where [x]n ∈ Vn is the element such that x ∈ Un([x]n).
Remark 5.2. Obviously when F = Rd, it follows from (5.3) that for any x 6= y ∈ Rd and
s 6= 0, c(x, y) = c(sx, sy), which, along with the fact that Kn ≡ 1 for all n ∈ N as mentioned
in Remark 5.1, implies that the limit process (Yt)t>0 satisfies the scaling invariant property as
follows
P
Y
ε−1x
(
(εYtε−α)t>0 ∈ A
)
= PYx
(
(Yt)t>0 ∈ A
)
for any x ∈ Rd, ε > 0 and A ⊂ D([0,∞);Rd).
For ε > 0, x ∈ V1, R, r > 0, c0 > 1/2, c∗0 > 2 and a sequence of bounded functions {hn}n>1
on V1 × V1, define
p1(r,R, ε) = P
(∣∣∣ ∑
x,y∈V1:ρ(0,x)6R,ρ(x,y)6r
(wx,y − J1(x, y))
∣∣∣ > εrdRd),
p2(x, r, ε) = P
(∣∣∣ ∑
y∈V1:ρ(x,y)6r
(
wx,y − J1(x, y)
)∣∣∣ > εrd),
p3(x, r, ε) = P
(∣∣∣ ∑
y∈V1:ρ(x,y)6r
(wx,y − J1(x, y))
ρ(x, y)d+α−2
∣∣∣ > εr2−α),
p∗3(x, r, ε) = P
(∣∣∣ ∑
y∈V1:ρ(x,y)6r
(wx,y − J1(x, y))
ρ(x, y)d+α−1
∣∣∣ > εr1−α), α ∈ (0, 1),
p4(x, r, c
∗
0, ε) = P
(∣∣∣ ∑
y∈V1:ρ(x,y)6c∗0r
(
w−1x,y − J2(x, y)
)∣∣∣ > ε0rd),
p
(n)
5 (x,R, r, h, ε) = P
(∣∣∣ ∑
y∈BF (0,nR)∩V1:
ρ(x,y)>nr
hn(x, y)
(wx,y − J1(x, y))
ρ(x, y)d+α
∣∣∣2 > ε(nr)−2α),
p6(x, z, r, c0) = P
(
µ1{y ∈ V1 : ρ(y, x) 6 r, wy,z > 0}
µ1{y ∈ V1 : ρ(y, x) 6 r} 6 C4c0C
−1
3
)
,
where C3 6 C4 are positive constants in (5.1).
Theorem 5.3. Suppose that assumption (Den.) holds, and that there exists a constant θ ∈
(0, 1) such that
(i) for any ε0 and ε small enough, any N large enough, and any sequence of bounded
function {hn}n>1 on V1 × V1 with supn>1 ‖hn‖∞ <∞,
(5.4)
∞∑
R=1
R∑
r=1
p1(r,R, ε0) <∞,
(5.5)
∞∑
R=1
∑
x∈BF (0,6R)∩V1
∞∑
r=Rθ/2
p2(x, r, ε0) <∞,
and
(5.6)
∞∑
n=1
∑
x∈BF (0,nN)∩V1
p
(n)
5 (x,N, ε, hn, ε0) <∞.
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(ii) any ε0 small enough,
(5.7)
∞∑
R=1
∑
x∈BF (0,6R)∩V1
p3(x,R
θ, ε0) <∞
and
(5.8)
∞∑
R=1
∑
x∈BF (0,6R)∩V1
2R∑
r=Rθ/2
p4(x, r, c
∗
0, ε0) <∞,
for any fixed c∗0 > 0, as well as
(5.9)
∞∑
R=1
∑
x,z∈BF (0,6R)∩V1
2R∑
r=Rθ/2
p6(x, z, r, c0) <∞
for some fixed c0 > 1/2.
When α ∈ (0, 1), (5.7) can be replaced by
(5.10)
∞∑
R=1
∑
x∈BF (0,6R)∩V1
p∗3(x,R
θ, ε0) <∞.
Then for P-a.s. ω ∈ Ω and any {xn ∈ Vn : n > 1} such that limn→∞ xn = x with some x ∈ F ,
it holds that for every T > 0, P
(n),ω
xn converges weakly to P
Y
x on the space of all probability
measures on D([0, T ];F ), where P
(n),ω
xn denotes the distribution of process X
(n),ω
t = n
−1XV1,ωnαt .
Theorem 5.3 immediately holds by applying Theorem 4.5, Lemmas 5.4 and 5.5 below to
process X
(n),ω
t . From now on, for simplicity we will assume that Kn ≡ 1 for all n ∈ N (in
particular, C3 = C4 = 1 in (5.1)), since the proof directly works for general case with some mild
changes due to the facts that w
(n)
x,y(ω) =
K1(nx)K1(ny)
Kn(x)Kn(y)
wnx,ny(ω) and C
−1 6
K1(nx)K1(ny)
Kn(x)Kn(y)
6 C
for all x, y ∈ Vn and n ∈ N with some constant C > 1 independent of x, y, n.
Lemma 5.4. Under assumption (i) in Theorem 5.3, for P-a.s. ω ∈ Ω, Assumption (Mos.)
holds for the conductance {w(n)x,y(ω)}.
Proof. Under (5.4), for any ε0 > 0,
∞∑
R=1
P
( R⋃
r=1
{∣∣∣ ∑
x,y∈V1:ρ(0,x)6R,ρ(x,y)6r
(
wx,y − J1(x, y)
)∣∣∣ > ε0rdRd})
6
∞∑
R=1
R∑
r=1
P
(∣∣∣ ∑
x,y∈V1:ρ(0,x)6R,ρ(x,y)6r
(
wx,y − J1(x, y)
)∣∣∣ > ε0rdRd) = ∞∑
R=1
R∑
r=1
p1(r,R, ε0) <∞.
Since C1 6 J1(x, y) 6 C2 for all x, y ∈ V1 and some positive constants C1 and C2, by the
Borel-Cantelli lemma, we know that, for P-a.s. ω ∈ Ω, there exists a constant R0(ω) > 1 such
that for every R > R0(ω),
c1r
dRd 6
∑
x,y∈V1:ρ(0,x)6R,ρ(x,y)6r
wx,y(ω) 6 c2r
dRd, ∀ 1 6 r 6 R,
where c1, c2 are positive constants independent of ω. Then, for any 0 < 2η < N and nN >
R0(ω), we have
n−2d
∑
x,y∈BF (0,N)∩Vn:0<ρ(x,y)6η
wnx,ny(ω)
ρ(x, y)d+α−2
6 n−d+α−2
[log(nη)/ log 2]+1∑
k=0
∑
x,y∈V1:ρ(0,x)6nN and 2k6ρ(x,y)<2k+1
wx,y(ω)
ρ(x, y)d+α−2
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6 n−d+α−2
[log(nη)/ log 2]+1∑
k=0
2−k(d+α−2)
∑
x,y∈V1:ρ(0,x)6nN and 2k6ρ(x,y)<2k+1
wx,y(ω)
6 c3n
−d+α−2
[log(nη)/ log 2]+1∑
k=0
2−k(d+α−2)2(k+1)d(nN)d 6 c4N
dη2−α.
This yields that (4.8) holds for P-a.s. ω ∈ Ω.
According to (5.5), for every ε0 > 0 small enough,
∞∑
R=1
P
( ⋃
x∈BF (0,6R)∩V1
∞⋃
r=Rθ/2
{∣∣∣ ∑
y∈V1:ρ(x,y)6r
(
wx,y − J1(x, y)
)∣∣∣ > ε0rd})
6
∞∑
R=1
∑
x∈BF (0,6R)∩V1
∞∑
r=Rθ/2
P
({∣∣∣ ∑
y∈V1:ρ(x,y)6r
(
wx,y − J1(x, y)
)∣∣∣ > ε0rd})
6
∞∑
R=1
∑
x∈BF (0,6R)
∞∑
r=Rθ/2
p2(x, r, ε0) <∞.
Hence, by the Borel-Cantelli lemma, we can find a constant R1(ω) > 0 such that for every
R > R1(ω), x ∈ BF (0, 6R) and r > Rθ/2,
∣∣∣∑y∈V1:ρ(x,y)6r(wx,y − J1(x, y))
∣∣∣ 6 ε0rd. Due to
the fact that 0 < C1 6 J1(x, y) 6 C2 < ∞ for any x, y ∈ V1 again, we arrive at that for all
R > R1(ω),
(5.11) c5r
d
6
∑
y∈V1:ρ(x,y)6r
wx,y 6 c6r
d, ∀ x ∈ BF (0, 6R), r > Rθ/2.
Therefore, by (5.11), for every n, j > 1 large enough such that 2nN > R1(ω) and j > N ,
n−2d
∑
x,y∈BF (0,N)∩Vn:ρ(x,y)>j
wnx,ny(ω)
ρ(x, y)d+α
6 n−d+α
∑
x∈V1:ρ(0,x)6nN
∑
y∈V1:ρ(x,y)>nj
wx,y(ω)
ρ(x, y)d+α
6 n−d+α
∑
x∈V1:ρ(0,x)6nN
∞∑
k=
[
log(nj)
log 2
] 2−k(d+α)
∑
y∈V1:ρ(x,y)62k+1
wx,y(ω)
6 c7n
−d+α
∑
x∈V1:ρ(0,x)6nN
∞∑
k=
[
log(nj)
log 2
] 2−k(d+α)2(k+1)d 6 c8Ndj−α.
Hence, letting n→∞ first and then j →∞, we prove that (4.9) holds for P-a.s. ω ∈ Ω.
Given f ∈ Lipc(F ), let
hn(x, y) :=
{
f(n−1y)− f(n−1x), n−1x, n−1y ∈ Vn,
0, otherwise.
Applying (5.6) to hn(x, y) and using the Borel-Cantelli lemma, we know that for any ε and ε0
small enough, and N large enough, there exists a constant n0(ω) > 0 (which may depend on
ε0, ε, N and f) such that for every n > n0(ω) and x ∈ BF (0, nN),∣∣∣ ∑
y∈BF (0,nN)∩V1:ρ(x,y)>nε
(
f(n−1y
)− f(n−1x))(wx,y(ω)− J1(x, y))
ρ(x, y)d+α
∣∣∣2 6 ε0(nε)−2α.
36 XIN CHEN TAKASHI KUMAGAI JIAN WANG
Then, for n large enough such that nε > (nN)θ, we have
n−d
∑
x∈BF (0,N)∩Vn

 ∑
y∈BF (0,N)∩Vn:
ρ(x,y)>ε
(
f(x)− f(y))
(
wnx,ny(ω)− J1(nx, ny)
)
ρ(x, y)d+α
mn(y)


2
= n−d+2α
∑
x∈BF (0,nN)∩V1

 ∑
y∈BF (0,nN)∩V1:ρ(x,y)>nε
hn(x, y)
(
wx,y(ω)− J1(x, y)
)
ρ(x, y)d+α


2
6 n−d+2α
∑
x∈BF (0,nN)∩V1
ε0(nε)
−2α 6 c9N
dε−2αε0.
On the other hand, due to (5.3), we can verify that every fixed N > 0 and ε > 0,
lim
n→∞
n−d
∑
x∈BF (0,N)∩Vn
( ∑
y∈BF (0,N)∩Vn:
ρ(x,y)>ε
(
f(x)− f(y))
(
J1(nx, ny)− c(x, y)
)
ρ(x, y)d+α
mn(y)
)2
6 4‖f‖2∞ε−2(d+α) limn→∞n
−3d
∑
x∈BF (0,N)∩Vn
( ∑
y∈BF (0,N)∩Vn:ρ(x,y)>ε
∣∣J1(nx, ny)− c(x, y)∣∣)2
6 c10‖f‖2∞ε−2(d+α)Nd limn→∞
{
n−2d
∑
x,y∈BF (0,N)∩Vn
(
J1(nx, ny)− c(x, y)
)2}
= 0.
Combining two estimates above, we can obtain that (4.10) holds for P-a.s. ω ∈ Ω by first letting
n→∞ and then taking ε0 → 0.
Since (4.11) can been proved in the similar way, we omit it here. 
Lemma 5.5. Suppose that condition (5.5) and assumption (ii) in Theorem 5.3 hold. Then for
P-a.s. ω ∈ Ω, Assumption (Wea.) holds for the conductance {w(n)x,y(ω)}.
Proof. First, according to (5.9), the property µn(A) = µ1(nA) and the definitions of mn and
w
(n)
x,y , we can easily deduce from the Borel-Cantelli lemma that there is a constant R0(ω) > 0
such that for any R > R0(ω) and R
θ/2 6 r 6 R, (4.15) holds.
By (5.7),
∞∑
R=1
P
( ⋃
x∈BF (0,6R)∩V1
{∣∣∣ ∑
y∈V1:ρ(x,y)6Rθ
(
wx,y − J1(x, y)
)
ρ(x, y)d+α−2
∣∣∣ > ε0Rθ(2−α)}
)
6
∞∑
R=1
∑
x∈BF (0,6R)∩V1
P
(∣∣∣ ∑
y∈V1:ρ(x,y)6Rθ
(
wx,y − J1(x, y)
)
ρ(x, y)d+α−2
∣∣∣ > ε0Rθ(2−α))
=
∞∑
R=1
∑
x∈BF (0,6R)∩V1
p3(x,R
θ, ε0) <∞.
Hence, by the Borel-Cantelli lemma, there exists a constant R0(ω) > 0 such that for any
R > R0(ω),
(5.12)
∑
y∈V1:ρ(x,y)6Rθ
wx,y
ρ(x, y)d+α−2
6 c1R
θ(2−α), ∀ x ∈ BF (0, 6R) ∩ V1.
Furthermore, using (5.11) and choosing ε0 small enough and R0(ω) large enough, we find that
for every R > R0(ω),
(5.13) c−12 r
d 6
∑
y∈V1:ρ(x,y)6r
wx,y 6 c2r
d, ∀ r > Rθ/2, x ∈ BF (0, 6R) ∩ V1.
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Combining this with (5.12), we see that for every R > R0(w), x ∈ BF (0, 6C2R/n) ∩ Vn and
Rθ/2 6 r 6 2R,
n−(d+α−2)
∑
y∈Vn:ρ(x,y)6C2r/n
w
(n)
x,y
ρ(x, y)d+α−2
6
∑
y∈V1:ρ(x,y)<Rθ/2
wx,y
ρ(x, y)d+α−2
+
[log(C2r)/ log 2]+1∑
k=[log(Rθ/2)/ log 2]
2−k(d+α−2)
( ∑
y∈V1:2k<ρ(x,y)62k+1
wx,y
)
6 c4
(
Rθ(2−α) +
[log(C2r)/ log 2]+1∑
k=[log(Rθ/2)/ log 2]
2−k(α−2)
)
6 c5r
2−α.
Therefore, (4.14) holds for P-a.s. ω ∈ Ω.
Due to (5.13) again, we know that for every R > R0(ω), x ∈ BF (0, 6C2R/n) ∩ Vn and
r > Rθ/2,
n−(d+α)
∑
y∈Vn:ρ(x,y)>C1r/n
w
(n)
x,y
ρn(x, y)d+α
6
∞∑
k=[log(C1r)/ log 2]
2−k(d+α)
( ∑
y∈V1:2k<ρ(x,y)62k+1
wx,y
)
6 c6
∞∑
k=[log(C1r)/ log 2]
2−k(d+α)2d(k+1) 6 c7r
−α,
which implies that (4.18) is satisfied for P-a.s. ω ∈ Ω.
Following the arguments above, and using (5.8) and the Borel-Cantelli lemma, we can obtain
that (4.16) holds for P-a.s. ω ∈ Ω. On the other hand, when α ∈ (0, 1), we can use (5.10) to
prove that (4.17) holds for P-a.s. ω ∈ Ω. The proof is complete. 
5.2. Examples. As an application of Theorem 5.3, we consider three examples. One is a lattice
on a half/quarter space, and other two are time-change of stable-like processes and a fractal
graph respectively.
5.2.1. Lattice on a half/quarter space. Let F := Rd1+ ×Rd2 with d1, d2 ∈ N∪{0}, and ρ andm be
the Euclidean distance and the Lebesgue measure respectively, which clearly satisfy assumption
(MMS). Therefore the process Y associated with Dirichlet form (D0,F0) is a reflected stable-
like process on F , see e.g. [23]. Obviously (D0,F0) satisfies assumption (Dir.). Here we will
take V1 = L := Z
d1
+ × Zd2 , and Kn ≡ 1 for all n ∈ N. Note that the scaling limit of n−1L is F .
Let {wx,y : x, y ∈ L} be a sequence of non-negative independent random variables, and
(Xωt )t>0 be the Markov process with infinitesimal generator L
ω
L
defined by (1.1). Obviously
(Xωt )t>0 is the symmetric Hunt process associated with the Dirichlet form (D
ω
V1
,Fω1 ) with
V1 = L and w
(1)
x,y(ω) = wx,y(ω).
Proposition 5.6. Let d := d1 + d2 > 4 − 2α. Suppose that {wx,,y : x, y ∈ L} is a sequence of
non-negative independent random variables satisfying that
(5.14) sup
x,y∈L,x 6=y
P
(
wx,y = 0
)
< 2−4
and
(5.15) sup
x,y∈L
E[w2px,y] <∞ and sup
x,y∈L
E[w−2qx,y 1{wx,y>0}] <∞
for p, q ∈ Z+ with p > max
{
(d+ 2)/d, (d + 1)/(2(2 − α))} and q > (d+ 2)/d. If more-
over (5.3) holds true, then the quenched invariance principle holds for Xω· with the limit
process Y . Moreover, when α ∈ (0, 1), the conclusion still holds true for d > 2 − 2α, if
p > max
{
(d+ 1)/(2(1 − α)), (d + 2)/d} and q > (d+ 2)/d.
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Proof. According to Theorem 5.3, it suffices to verify (5.4) — (5.10). We first verify (5.9).
Recall that in the present setting Kn ≡ 1 for all n ∈ N, and so C3 = C4 = 1. Suppose that
p0 := supx,y∈L,x 6=y P
(
wx,y = 0
)
< 2−4. Denote by L(x, r) := |{y ∈ L : |y − x| 6 r}|. Then, for
every r > 0 and x, z ∈ L,
P
( ∑
y∈L:|y−x|6r
1{wz,y 6=0} 6
3
4
L(x, r)
)
6
[ 3
4
L(x,r)]+1∑
k=0
(
L(x, r)
k
)
p
L(x,r)−k
0
6 2L(x,r)p
[14L(x,r)]−1
0
([
3
4
L(x, r)
]
+ 1
)
6 c02
−c′0r
d
,
where in the second inequality we used the fact that
(
L(x, r)
k
)
6 2L(x,r) for all 0 6 k 6 L(x, r),
and the last inequality follows from p0 < 2
−4 and L(x, r) ≍ rd. The estimate above yields that∑∞
R=1
∑
x,z∈BF (0,6R)∩V1
∑2R
r=Rθ/2 p6(x, z, r, 3/4) <∞. This is, (5.9) holds with c0 = 3/4.
Recall that, for any independent sequence {ξn : n > 1} such that E[ξn] = 0 for all n > 1 and
supnE[|ξn|2p] <∞ for some p ∈ Z+, it holds for every N > 1 that E
[∣∣∑N
n=1 ξi
∣∣2p] 6 c1(p)Np,
where c1(p) is a constant independent of N . Then, for every ε0 > 0, R, r > 0, c
∗
0 > 2, n > 1
and a subsequence of bounded measurable function hn on L×L such that supn>1 ‖hn‖∞ <∞,
p1(r,R, ε0) 6ε
−2p
0 R
−2pdr−2pdE
[∣∣∣ ∑
x,y∈L:|x|6R,|y−x|6r
(wx,y−E[wx,y])
∣∣∣2p]6c1(ε0)r−pdR−pd,
p2(x, r, ε0) 6 ε
−2p
0 r
−2pd
E
[∣∣∣ ∑
y∈L:|y−x|6r
(
wx,y − E[wx,y]
)∣∣∣2p] 6 c2(ε0)r−pd,
p4(x, r, c
∗
0, ε0) 6 ε
−2q
0 r
−2qd
E
[∣∣∣ ∑
y∈L:|y−x|6c∗0r
(
w−1x,y − E[w−1x,y]
)∣∣∣2q] 6 c3(ε0, c∗0)r−qd,
p
(n)
5 (x,N, ε, hn, ε0) 6 c4(ε0, ε, sup
n>1
‖hn‖∞)n2αpE


∣∣∣∣∣∣
∑
y∈L:|y−x|>nε,|y|6nN
wx,y − E[wx,y]
|x− y|d+α
∣∣∣∣∣∣
2p

6 c5(ε0, N, ε, sup
n>1
‖hn‖∞)n2αpnpdn−2p(d+α) = c5(ε0, N, ε, sup
n>1
‖hn‖∞)n−pd.
In the following, we fix x ∈ L. Let
Sp(i) := E


∣∣∣∣∣∣
∑
y∈L:|y−x|62i
(
wx,y − J1(x, y)
)
|x− y|d+α−2
∣∣∣∣∣∣
2p

6 c6E


∣∣∣∣∣∣
i∑
j=0
2j(2−d−α)
∑
y∈L:2j−1<|y−x|62j
(
wx,y − J1(x, y)
)∣∣∣∣∣∣
2p
 =: c6E


∣∣∣∣∣∣
i∑
j=1
a(j)ξ(j)
∣∣∣∣∣∣
2p
 ,
where a(j) = 2j(2−d−α) and ξ(j) =
∑
y∈L:2j−1<|y−x|62j
(
wx,y−E[wx,y]
)
. Noting that E[ξ(j)] = 0
and E[|ξ(j)|2p] 6 c72jdp for all j > 1, by the independent property of {wx,y(ω)}, supi>1 S1(i) 6
c6 supi>1
(∑i
j=1 a(j)
2
E[ξ(j)2]
)
6 c8
∑∞
j=1 2
j(4−d−2α) < ∞, where the last step is due to the
fact d > 4− 2α. Suppose that supi>1 Sk(i) <∞ for every 0 6 k < p. Then
Sk+1(i)− Sk+1(i− 1) =
k+1∑
l=1
(
k + 1
l
)
a(i)2lE[ξ(i)2l]Sk+1−l(i− 1)
6 c9(k)
(
sup
06j6k,i>1
Sj(i)
)
2i(4−d−2α),
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which implies supi>1 Sk+1(i) 6 c10(k)
∑∞
r=1 2
i(4−d−2α) <∞. So, by induction, we arrive at that
supi>1 Sp(i) <∞. Hence, for every x ∈ L, p3(x,R, ε0) 6 c9(ε0)R−2(2−α)p.
Under assumptions of the proposition, we can choose θ ∈ (0, 1) (close to 1) such that
p > max
{
d+ 1 + θ
dθ
,
d+ 1
2θ(2− α)
}
and q >
d+ 1 + θ
dθ
,
also thanks to the condition that d > 4− 2α again. Then, according to all the estimates above,
we know immediately that (5.4) — (5.8) hold for this θ ∈ (0, 1) and every sufficiently small
ε0 > 0.
Suppose that α ∈ (0, 1). If d > 2 − 2α, p > max {(d+ 1)/(2(1 − α)), (d + 2)/d} and
q > (d+ 2)/d, then we can choose θ ∈ (0, 1) (close to 1) such that
p > max
{
d+ 1 + θ
dθ
,
d+ 1
2θ(1− α)
}
and q >
d+ 1 + θ
dθ
.
Following the argument above, we can prove that (5.4) — (5.6), (5.8) and (5.10) are satisfied.
Then, the desired assertion follows from Theorem 5.3 again. The proof is complete. 
Theorem 1.1 is a direct consequence of Proposition 5.6, since (5.3) holds trivially in this
setting.
5.2.2. Time-change of α-stable-like process on Rd. Let us first fix the triple (F, ρ,m) with
F = Rd, ρ being the Euclidean distance and m(dx) = K(x) dx, where dx denotes the Lebesgue
measure on Rd and K is a continuous function on Rd satisfying that 0 < C1 6 K(x) 6 C2 <∞
for some constants C1 6 C2. Then, the process Y associated with the Dirichlet form (D0,F0)
given at the beginning of Subsection 5.1 is a time-change of symmetric α-stable process on Rd
with c(x, y) = K(x)−1K(y)−1 for x, y ∈ Rd. It is obvious that (D0,F0) satisfies assumption
(Dir.).
Similar to the previous part, we can take V1 = Z
d, and mn = Knµn with µn being the
counting measure on n−1Zd and
Kn(x) = n
−d
∫
Un(x)
K(x) dx, x ∈ n−1Zd,
where Un(x) = Π
d
i=1[xi, xi + n
−1) for any x = (x1, · · · , xd) ∈ n−1Zd. Let (Xωt )t>0 be the
symmetric Hunt process associated with Dirichlet form (DωV1 ,F
ω
1 ) with V1 = Z
d and w
(1)
x,y(ω) =
wx,y(ω). Note that for any compact set S ⊂ Rd, limn→∞ supx∈S
∣∣Kn(n[x]n) − K(x)∣∣ = 0. If
J1(x, y) = E[wx,y] = K1(x)
−1K1(y)
−1 for all x, y ∈ Zd, then (5.3) holds true. Hence, following
the same arguments in the proof of Proposition 5.6, we can obtain that under assumption (5.15)
the quenched invariance principle holds for (Xωt )t>0 with limiting process Y being a time-change
of symmetric α-stable process on Rd.
Remark 5.7. From the example above, we know that to identity the limit process consists
of two ingredients. One is to verify locally weak convergence of mn to m, and the other is to
justify convergence of the jumping kernel for the associated Dirichlet form. In fact, by carefully
tracking the proof above, we can see that if the measure mn is replaced by a more general
(random) measure which converges locally weakly to m, then the quenched invariance principle
still holds with the same limiting process.
5.2.3. Bounded Lipschitz domain. In fact, Proposition 5.6 holds not only for a half/quarter
space, but also for the closure of a bounded Lipschitz domain in Rd, whose intrinsic distance is
equivalent to the Euclidean distance and whose volume growth is with order d. In details, let
F ⊂ Rd be a closed set such that for any x, y ∈ F and r > 0, c1rd 6 m(BF (x, r)) 6 c2rd and
c1|x− y| 6 ρF (x, y) 6 c2|x− y|, where
ρF (x, y) := inf
{∫ 1
0
|γ˙(s)| ds : γ ∈ C1([0, 1];F ), γ(0) = x, γ(1) = y
}
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is the intrinsic metric on F , m is the Lebesgue measure, and BF (x, r) is the ball with respect
to ρF . For x = (x1, · · · , xd) ∈ n−1Zd, set Un(x) = Πdi=1[xi, xi + n−1). Note that when F is the
closure of a bounded Lipschitz domain, Vn := {n−1Zd ∩F : Un(x) ⊂ F} satisfies the properties
given in Lemma 4.1. Suppose that {wx,,y : x, y ∈ Zd} is a sequence of independent random
variables satisfying the conditions in Proposition 5.6. Then the conclusion of Proposition 5.6
holds on F . Indeed, in this case, by taking Vn as above, the proofs of Theorem 5.3 and
Proposition 5.6 go through without any change (with ρ replaced by ρF as explained in Remark
5.1). Note that neither Vn = n
−1V1 nor X
(n),ω
t = n
−1XV1,ωnαt holds in general in this setting.
(However, we can verify that X
(n),ω
t = n
−1X V˜n,ωnαt , where V˜n := nVn ⊂ nF.) Note that the proofs
do not require these properties, and the integrability condition given for all x, y ∈ Zd is (more
than) enough for the estimates in the proofs to hold.
5.2.4. Fractal graph. The arguments in Example 5.2.1 work for more general graphs that satisfy
(i)–(iv), and that its scaling limit (F, ρ,m) and Dirichlet form which satisfy (MMS) and (Dir.)
respectively as discussed at the beginning of subsection 5.1. In particular, we can prove quenched
invariance principle for stable-like processes on various fractal graphs.
Here we introduce the most typical fractal graph; namely the Sierpinski gasket graph. Let
e0 = (0, 0, · · · , 0) ∈ RN , and for 1 6 i 6 N , ei be the unit vector in RN whose i-th element
is 1. Set Fi(x) = (x − ei)/2 + ei for 0 6 i 6 N . Then, there exists the unique non-void
compact set such that K = ∪Ni=0Fi(K); K is called the N -dimensional Sierpinski gasket. Set
F := ∪∞n=02nK, which is the unbounded Sierpinski gasket. Let
V1 =
∞⋃
m=0
2m
( N⋃
i1,··· ,im=0
Fi1 ◦ · · · ◦ Fim({e0, · · · , eN})
)
, Vn = 2
−n+1V1.
(Hence, n−1 in the definition of Vn in the previous subsection is now 2
−n+1.) The closure of
∪m>1Vm is F . F satisfies assumption (MMS) with d = log(N + 1)/ log 2. We can naturally
construct a regular stable-like Dirichlet form satisfying assumption (Dir.). Let {wx,y : x, y ∈
V1} be a sequence of independent random variables. Then we have Proposition 5.6 with the
same proof in this case as well.
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