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argument  structures  of  verbs  to  be  correlated:  from  the  examination of  verbs  that 
occur  in  the  same  syntactic  patterns,  it  is  possible  to  group  clusters  of  verbs with 
similar syntactic behavior and shared meaning components. 
Research  on  cross‐linguistic  verb  classifications  grounded  in  the  syntax‐
semantics interface, following the model of Levin (1993) and VerbNet (Kipper‐Schuler, 
2005), gained much prominence  in the scientific community  in the  last twenty years. 
For  Italian,  however,  besides  Merlo  et  al.  (2002)  no  significative  attempt  in  this 
direction  had  been  made.  Therefore,  our  aim  was  to  structure  a  reliable, 
comprehensive and coherent method for the creation of Italian verb classes based on 




results  is  provided,  it  is  important  to  stress  the  difference  between  conceptual  or 
semantic frame and semantic field: the first refer to the general template of the event 
described  by  the  verb,  while  the  latter  concerns  the  root  (see  chapter  2  for  a 





ricoverare  (“to  admit”)  is  listed  under  the  VERBS  OF  PUTTING  class,  IMBUSTARE 
subclass,  because  it  profiles  a  general  event  in which  an  Agent  puts  a  Theme  in  a 
closed location. If this verb would have been classified according to its semantic field 
of  reference,  it would have been  included  in a class  together with concepts such as 
“hospital”,  “disease”,  “doctor”, etc. This  is due  to  the  fact  that our approach  is not 
“purely” semantic, but interconnects syntax with verb meaning. 
We propose here  the  result of our  research,  that  is a  first  set of  Italian verb 
classes,  which  are  compatible  with  the  English  Levin/VerbNet  model,  but  that 
implement the original with constructionism and  frame semantics  (see chapter 1 for 
further discussion). The fundamental character of the classification we propose  is,  in 
fact,  that  it  is  autonomous  and  independent  from  the  English  model,  which  was 
integrated with other theoretical frameworks and resources,  like FrameNet (Baker et 
al.  1998)  and  ValPal  (Hartmann  et  al.  2013).  Another  important  innovation  in  the 
system we propose is a prototype‐like structure of the classes, with a group of “core” 
elements,  i.e. verbs  that  share all  the characteristics both  syntactic and  semantic of 
the general class, and fuzzy boundaries of less prototypical members. 
In short, this thesis represents a first attempt to provide a coherent syntactic‐
semantic  classification  for  Italian  verbs,  critically  based  on  the  model  of 






from  the mid  60s  to  the  present  day.  In  this  general  overview, we  single  out  and 
describe more  thoroughly  the  extremely  important  work  of  Levin  (1993)  and  the 
extensions that were made to her classification; we describe the online resources of 
VerbNet and of FrameNet and we provide a comparison between  the  two. We also 

















These  necessary  premises  notwithstanding,  we  hope  that  this  study  will 
stimulate  further  research on  classifying  Italian  verbs. We  strongly believe  that  this 

















This  thesis  presents  the  results  of  our  research  on  Italian  verb  classes.  As 
already discussed  in the  Introduction (see above), our approach  lies at the  interface 




However,  before  discussing  in  depth  the  theoretical  frameworks  and  the 




The argument structure of a verb  is defined as the  lexical  information about 
the  arguments  of  a  predicate  and  their  semantic  and  syntactic  properties; more 
specifically, the information on how semantic properties of verbs relate to the overt 
expression of arguments and predicates. 
"Argument  structure  is  an  interface  between  the  semantics  and 
syntax of predicators (which we may take to be verbs  in the general case) 
(...) Argument structure encodes  lexical  information about the number of 






However,  what  sets  apart  different  theories  and  frameworks  is  how  this 
structure is represented in language. Different theories have been elaborated on the 
argument structure of verbs. In particular, it can be viewed as a syntactic or semantic 
phenomenon.  Syntactic  approaches  are  typical  of  the  Generative  framework  (e.g. 
Chomsky, 1965, 1981; Williams, 1981; Grimshaw, 1990; Hale & Keyser, 2002). 
In Government  and Binding  Theory  (Chomsky,  1981),  argument  structure  is 
typically  viewed  as  hierarchically  represented:  “argument  structure  is  a  structured 
representation which represents prominence relations among arguments”(Grimshaw, 
1990:4)  (e.g. Williams  1981, Marantz  1984,  Belletti &  Rizzi  1988,  Grimshaw  1990, 
Wechsler  1995).  Each  argument  is  associated  with  a  θ‐role  (theta‐role),  a  formal 
device  that  is used  to  represent  the argument  structure  required  syntactically by a 
particular  verb  (Theta  theory).  This  concept,  that  is,  is  purely  syntactic  in  nature. 
Theta  roles  are  stored  in  a  verb's  theta‐grid,  i.e.  the  lexical  specification  of  the 
thematic properties of a predicate. “The  initial syntactic representations are  literally 












a  representative device, as  they adopt a  semantic approach on argument  structure 
(e.g.  Pustejovsky,  1995).  In  other words,  arguments  are  not  viewed  as  obligatorily 
filled syntactic slots, but  rather as  the participants of  the event denoted by a given 
verb. 
It is precisely on those types of approaches that our system of verb classes is 






Verb  behavior  has  always  attracted  great  interest:  verbs  semantics  and 
syntactic realization are at the center of a debate that goes on since Plato. Modern 
linguistics has taken a deep interest in the study of verbs and, in particular, in the last 
40  years  a  new  line  of  investigation  has  developed,  since  the  pioneering work  of 
                                                  




Charles  Fillmore  in  the  1960s  and  1970s,  i.e.  the  clustering of  verbs  into  coherent 
classes (see for example Fillmore, 1968; 1970). 
A class of verbs can hence be  roughly described as a group of verbs sharing 
some  common properties, or more precisely  as  “sets of  semantically‐related  verbs 
sharing  a  range  of  linguistic  properties,  such  as  the  possible  realizations  of  their 
arguments and the particular  interpretation associated with each possible argument 
realization.” (Levin, 2013: 1) 





the  resultant    verb  classes  has  been  a major  goal  of many  scholars,  operating  in 
different  research  fields  and  from  different  approaches  (lexical  semantics, 
computational  linguistics, cognitive sciences etc.). In fact, verb classes are extremely 
useful  for  their  ability  to  capture  generalizations  about  a  range of properties both 
within a given language and cross‐linguistically. 
A  very  large  literature  on  verb  classification  is  now  available,  and  it  could 
easily be said that “the term that best describes the current research on verb classes 
is  ‘embarrassment  of  richness’.”  (Lenci,  2014:17)  However,  all  the  different 
approaches  to  verb  classification  share  the  basic  assumption  that  verbs  are  to  be 
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by defining what a verb class  is and how  it has been  treated  in  the  literature  (1.1). 
Then, we will turn to the most influential work of verb classification for English Verbs, 
Levin’s 1993  English Verb Classes and Alternations  (A Preliminary  Study)  and  to  its 








alternative  accounts  of  this  phenomenon will  be  revised;  those will  be  of  crucial 
importance  for  our  classification.  Finally,  we  will  describe  FrameNet  and  frame 









considered  the  first  attempt  to  describe  verbs  semantics  in  terms  of  class 
membership. Fillmore was the first to recognize the crucial importance of verb classes 
for many and different purposes: since then, homogenous classes of verbs have been 
considered useful devices  for capture patterns of  shared verb behavior,  investigate 
the verb lexicon and identify grammatically relevant elements of meaning. 
In Fillmore (1970), the author focuses on the two verbs of the title (break and 





They  can  both  be  “characterized  as  agent‐act‐on‐patient  verbs”  (Levin  & 
Rappaport Hovav, 2005: 1), nevertheless break and hit show very dissimilar syntactic 
behavior. For example,  in  (1a) and  (1b)  it  is shown that break allows the  inchoative 
construction (or causative‐inchoative alternation, see below) while hit does not. 
This difference in the allowed syntactic patterns of the two verbs is attributed 







The  difference  between  break  and  hit  and  its  paradigmatic  importance  in 
explaining  features of verb’s meaning and behavior has been developed  further    in  
the following years.  
Levin,  for example, used  the  two  verbs  (and  corresponding  verb  classes)  to 
show the manner‐result complementarity (see below): “Breaking verbs are change of 
state verbs, describing a  change of  state  in an entity.  In  contrast, hitting verbs are 




how verbs can be grouped  in  lexical‐semantic classes has attracted great  interest  in 
many  related  fields  such  as  lexical  semantics,  computational  linguistics,  cognitive 
sciences, etc.  (see Pinker, 1989;  Jackendoff, 1990; Levin, 1993; Dorr, 1997; Dang et 














Other  languages as well  followed  tried  to adapt  the English  taxonomies,  for 
example the different semantic classifications of Italian WordNet (Pianta et al., 2002) 
and  ItalWordNet (Roventini et al. 2000), or Simple’s verb classes (Lenci et al., 2000), 





are  possible.  We  adopted  a  constructionist  and  strongly  distribution‐based 
approach, but other  types of classification are nonetheless available. For example, 
verbs can be classified on the basis of the semantic  field to which they belong. An 
example  of  a  purely  semantic  classification  of  words  is Wordnet   (Miller,  1995: 
Fellbaum, 1998), an online  lexical database  for English which clusters  together nouns, 
verbs, adjectives and adverbs  into sets of cognitive synonyms  (synsets), each expressing a 








reference,  and  to  develop  a  new  method  that  could  provide  a  classification  as 
cohesive and coherent as possible (See Chapter 2 for further discussion). 
 Having  thus  outlined  different  approaches  to  argument  structure  and  verb 
classifications,  what verb classes are taken to be in the literature and the assumption 
they  are  based  upon,  what  is  their  purpose  and  which  are  the  most  important 
classifications in the current literature, we will now turn to an in‐depth description of 
the works that provided us with a reliable source for our classification.  









Levin’s  approach  is  based  on  the  assumption  that  “the  behavior  of  a  verb, 
particularly with respect to the expression and interpretation of its arguments, is to a 
large extent determined by its meaning. Thus verb behavior can be used effectively to 
probe  for  linguistically  relevant pertinent aspects of verb meaning.”  (Levin, 1993:1) 
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in  the  syntactic patterns of  verbs of  the phenomenon of  argumental  (or diathesis) 
alternations.  This  notion  refers  to  “alternations  in  the  expressions  of  arguments, 
sometimes accompanied by changes of meaning.” (Levin, 1993:2) In fact, Levin agrees 
with various studies (Fillmore 1967, Guerssel et al.1985, Hale and Keyser 1986, 1987) 










Starting  from  this  primary  assumptions,  the  author  analyzes  roughly  3,000 
verbs (for over 4100 senses) on syntactic and semantic grounds, for the identification 
of a  large‐scale classification of verbs.  In this classification, “verbs which display the 





primary  means  for  identifying  verb  classes,  additional  properties  (related  to 
subcategorization, morphology  and  extended meanings)  are  taken  into  account  as 
well. 
The book  is  structured  in  two parts.  In  the  first,  the author  investigates  the 
argument  (or diathesis)  alternations of English  verbs,  such  as Causative‐Inchoative, 
Dative, Locative etc. The second part is instead an analysis of English verb classes (and 
additional subclasses  that  further subcategorize  the members of a class), which are 
considered to be both semantically coherent and syntactically pertinent.  
Therefore  Levin’s  verb  classes  are  understood  as  being  two‐dimensional: 
firstly,  verbs  are  (at  least  partially)  classified  according  to  their  semantic  content, 
giving  rise  to  classes  such  as Manner  of Motion  verbs, Change of  State Verbs,  Kill 




“If  the  distinctive  behavior  of  verb  classes with  respect  to  diathesis 
alternations  arises  from  their meaning,  any  class  of  verbs whose members 
pattern  together  with  respect  to  diathesis  alternations  should  be  a 
semantically coherent class: its members should share at least some aspect of 































































The first  information provided  is the   bibliographic references of pre‐existing 
studies  in  the  literature;  then,  she    lists  the  class  (or  subclass)  members  in 
alphabetical order. The last section of the description is the set of “Properties” of the 
given  subclass:  namely,  the  alternations  the  verbs  do  and  do  not  allow.  A  brief 
comment of the properties follows, and generally explains the semantic and syntactic 
features  of  the  class  and  subclass,  the  idiosyncratic  properties  and  the  syntactic 
patterns  that  are  specific  only  to  some members  (e.g.:  “The  verbs  in  this  class  all 
describe killing. The verb kill is the class member with the least specific meaning (...)”, 
“None of  the verbs  in  this class  lexicalizes a means component”, “few members of 
this  class  of  verbs  appear  to  be  able  to  take  instrumental  phrases  headed  by  the 
preposition with.”, etc. (Levin, 1993: 231)). 
Levin’s criteria for class membership are therefore grounded on the sharing of 
particular  diathesis  alternations;  this  proposal  “can  be  regarded  as  a  particular 
instance  of  the  so‐called  Distributional  Hypothesis  (Harris  1954, Miller  &  Charles 
1991,  Lenci 2008).”  (Lenci, 2014: 20) According  to  this hypothesis  some  aspects of 
lexical meaning  depend  on  their  distribution  and  behavioral  patterns  in  linguistic 
contexts, “and the degree of semantic similarity between two linguistic expressions A 
and B  is a  function of  the  similarity of  the  linguistic contexts  in which A and B can 
appear.” (Lenci, 2014 ibidem) 






The  system  of  verb  classes  in  Levin's  (1993)  has  been  often  used  by  the 
Natural  Language Processing  community  as  evidence  for  the  semantic  similarity of 
verbs (Jing & McKeown, 1998; Lapata & Brew, 1999; Kohl et al., 1998).  
As it has been shown, the basic claim of Levin (1993) is in fact to demonstrate 
that  syntactic alternations  can be  the basis  for  classes of verbs  that have  semantic 
coherence as well, and that those verb classes also accord with  linguistic  intuitions. 
However, subsequent  examinations of Levin's classes and alternations, as in Dang et 
al.  (1998)  (see  below),  have  shown  that  the  classes  the  author  identifies  “are  not 
simply  the product of automatic application of a  set of  rules about participation  in 
alternations,  but  are  partially  semantically  motivated”  (Baker  and  Ruppenhofer, 
2002:38).  In  fact,  a  classification  strictly    based  on  the  presence  or  absence  of 
argument alternations would have given much  finer distinctions, and  the  inevitable 




in  syntactic  alternations,  but  that  more  complex  and  basic  features  are  to  be 
considered (see below for further discussion). 
Another  problem  in  the  structure  of  the  work  is  found  in  argument 












Since  the  publication  of  English  Verb  Classes  and  Alternations,  many 
additional studies have dealt with some of the main issues present in the book, both 
refining  and  extending  the  coverage  of  the  classification  Levin  initiated  for  English 
verbs.  
The works  sprung  from  Levin’s  investigation  are  numerous  and  various;  for 
example Olsen et al.  (1997)  is dedicated  to  the  implementation of  Levin  (1993) by 
refining  verb  classes  according  to  verbal  telicity,  and  Dorr  (1997)  added  further 
classes for verbs which do not fall into any of the Levin groups due to their distinctive 
syntactic behavior. 
However,  here we will mainly  discuss  those works  that were  also  used  by 










many  verbs  are  polysemous  and  hence  seem  to  belong  in  various  and  different 
classes. Fig.2  illustrates an example of an  intersective Dang class made from several 
original Levin classes: Carry, Push/Pull and Split verbs.  An intersective class is created 
by clustering  together subsets of Levin classes  that show at  least  three overlapping 
members.  The  verbs  in  parentheses  are  the  ones  that  participate  in  all  the 









As  a  result  of  this  work,  the  taxonomy  gained  considerably  in  breadth: 



























































































These  extensions  in  particular  have  proven  to  be  very  helpful  to  build 
VerbNet,  which  integrated  the  original  and  novel  classes  in  a  “hierarchical  verb 











Verb  classes  are  hierarchically  organized  and  the  relation  between  parent 
class and child subclass is strictly monotonic; this means that “a child subclass inherits 
all the  information from its parent class, and adds  information to it, which can be  in 
terms  of  imposing  further  restrictions  on  the  roles,  or  adding  syntactic  frames  or 
semantic predicates to the subclass.” (Kipper‐Schuler, 2005: 42) 
 That  is, VerbNet  is  constructed with a  “tree”  structure  for  classes, which  is 
constituted by an obligatory top class, that is the highest class in the hierarchy; every 
feature that is listed at this first level is common to all verbs in the class, even in lower 





class,  at  lower  levels  of  the  hierarchy  there  are  the  parent  classes  and  the  child 
classes (or subclasses). This strict hierarchical structure of the lexicon was inspired by 
the Acquilex Lexical Knowledge Base(LKB) (Copestake, 1992). 
VerbNet provides detailed  syntactic‐semantic descriptions  for each  class,  as  
Fig.  3  depicts.  The  example  represents  the  lexical  entry  for  the  class  number  42, 
MURDER  verbs.  The  complete  description  of  a  class  is  articulated  in  three  distinct 
parts. 
The  first  section  of VerbNet  class  description  is  a  list  of  its members, with 
mappings  to  several  other  resources  such  as  the  abovementioned  WordNet, 
FrameNet  (Baker  et  al.,  1998),  PropBank  (Kingsbury  and  Palmer,  2002)3  and 
Ontonotes Sense Groupings  (Hovy et al., 2006)4. The various  resources were  linked 




Secondly,  each  class  contains  semantic  information  in  the  form  of  the 
thematic  roles  associated  with  the  arguments  (e.g.:  for  MURDER  verbs,  Agent, 










Patient,  Instrument); VerbNet's argument  list consists of a set of 23  thematic  roles. 




The  third  part  consists  in  a  set  of  frames  illustrating  the  possible  surface 
realizations of the argument structure; this last part of the description is articulated in 
four  levels:  firstly,  a brief description of  the  syntactic  frames  allowed by members 
(e.g.:  “NP V NP”  and  “NP V NP PP.instrument”)  is  given;  secondly,  the  frames  are 
exemplified with a sentence (e.g.: “Brutus murdered Julius Caesar” and “Caesar killed 
Brutus  with  a  knife”);  thirdly,  a  syntactic  description  with  each  thematic  role 
associated  to  the corresponding position  in  the example  is provided, and  lastly  the 
frame is formally described  by explicit semantic information, in the form of semantic 


























































However,  in order to create a more reliable  lexical resource,  in the following 
years VerbNet was expanded by integrating the aforementioned expansions of Levin 
classification,  and  consequently  new  classes  and  subclasses were  added,  and  new 
verbs have been supplemented from the LCS database (Dorr et al., 2001) and Sketch 
Engine  (Bonial et al., 2013). The now available version  (VerbNet 3.2)  features 8537 
verbs  represented,  273 main  classes  and  214  subclasses,  and  it  boosted  up  to  a 
90.86% coverage of the Proposition Bank data (Palmer et al., 2005) 
VerbNet  is,  today,  the most  important  class‐based  verb  lexicon  for  English, 
and  various  and  numerous  attempts  have  been made  to  translate  or  adapt  such 
resource  to  other  languages.  For  example, Merlo  et  al.  (2002)  have  used  cross‐
linguistic  similarities  to  convert  20  Levin  classes  to  Italian,  obtaining high  accuracy 
(86.3%).  Recent  direct  translations  of  VerbNet  are  the  ones  of  Estonian  VerbNet 
(Jentson  2014)  and  the  Brazilian  Portuguese  VerbNet  (Scarton  and  Aluısio,  2012). 
Other  studies  comparable  to  VerbNet were  also  done  for  Spanish  (Ferrer,  2004), 
German  (Schulte  Im Walde,  2006),  and  Japanese  (Suzuki  and  Fukumoto,  2009).  In 
French several studies and researches were done throughout the last 20 years; Saint‐
Dizier (1996) first produced a resource rather similar to VerbNet, even if the research 
has  stopped  and  there  is no  available  result. Other  later work has  focused on  the 






a  direct  translation  of  a  VerbNet/Levin‐like  classification,  but  rather  chose  to 
integrate these taxonomies with other  types of  information and  lexical resources  in 









Argument  (also  known  as:  diathesis,  valence)  alternations  are  one 
instantiation of the larger phenomenon of multiple argument realization ‐ that is, the 
ability of most verbs  to appear  in various syntactic contexts  ‐ and have been at the 
center of linguistic research for the last decades.  The study of argument alternations 
has changed greatly in the last half of the XX century (see Levin 2014): in the last fifty 







the  other  was  realized  via  transformations.  By  the  end  of  the  decade  and  the 
beginning  of  the  1970s,  though,  non‐transformational  approaches  to  argument 
alternations emerged: the two alternating variants were considered to be linked by a 
lexical  rule,  leading  to accounts where alternating verbs are  systematically  listed  in 
the lexicon with two related but distinct meanings. Each of these meanings gives rise 
to its own  realization of the verb’s arguments. 
This  kind of  analysis of  alternations  continued  for  some  time, but  from  the 
beginning  of  the  1990s  a  new  line  of  work  began  to  emerge:  it  attributed  the 
differences  in meaning  between  variants  to  separate  and  different  constructions  ‐ 






meaning  is  compatible  with  the  constructional  meaning  (Ghomeshi  &  Massam’s 
(1995: 199) Compatibility Principle)  (see next chapter  for  further explanation).  I will 
concentrate on such new theories in the next section. 
                                                  
7A  “neo‐constructionist”  approach  (Borer  2003,  2005)  has  emerged  in  the  first  decade  of  the 






Syntactic  alternations  are  considered  to  be  a  cross‐linguistic  phenomenon 
even though their particular instantiations vary greatly across languages (Haspelmath, 
1993;  Nedjalkov,  1979;  Nichols  et  al.,  2004  for  causative  alternation,  Dryer  1986; 
Malchukov et al., 2010; Siewierska, 1998 for multiple realizations of the English dative 
alternation,  etc.).  Furthermore,  speakers  are  able    to  make  extremely  subtle 
judgments  about  argument  alternations,  and  to  further  extend  such  judgments  to 





verb  form of the verb “to  frighten, to worry”,  in sentences  like The sailors gally the 
whales.  Speakers who were  unfamiliar with  the  term  assumed  it meant  “to  see”, 














Argument alternations are easily  recognizable; “many verbs can be  found  in 
multiple syntactic contexts, but some pairs of contexts involving a particular verb are 
taken  to  be  linguistically  privileged  and,  thus,  to  be  an  object  of  linguistic 
investigation”  (Levin, 2014: 1) Such  contexts  share  some  features  that  characterize 
them as alternations: they tend to have the same arguments, although in a different 
configuration;  they  share  a  core meaning  that  is maintained  in both  contexts,  and 









the  two  forms  one  is  derived  or  paraphrased  from  the  other.  A  number  of  non‐






pattern to be  independent.  In the present work a similar stance  is assumed: we did 





emerged,  which  consider  multiple  argument  realization  patterns  as  independent 
argument  structure  constructions  that  specify  how  a  verb’s  arguments  may  be 
expressed: “differences among instances of the same surface pattern are often most 
naturally  attributed  directly  to  the  different  verbs  and  arguments  involved.” 
(Goldberg, 2002: 327) That is, Goldberg ‐ and the constructionist approach in general 
‐  claims  that  it  is  preferable  to  avoid  positing  derivations  and  to  concentrate  on 
surface  forms  since  there  are  generally  more  numerous,  broad  and  powerful 
generalizations  surrounding particular  surface  forms  than  the ones  that come  from 









or derivational  accounts of  argument  alternations  (see  Edmonds, 1972; Hall, 1965; 
Dowty,  1978;  Jackendoff, 1975; Pinker, 1989), which posited  specific processes  for 
deriving one variant of an alternation from another.  
These  new  studies  concentrated  in  finding  new  ways  to  account  for  the 








after  having  explained  the  flaws  in  the  pre‐existing  theory  of  alternations,  and 
defining  a new methodology to  work on multiple argument realization patterns. 
Goldberg (1995) was the first to propose that multiple argument realizations 









In  other  words,  the  constructionist  approach  holds  that  each  argument 
structure  constructions  specifies  its  semantic  and  information‐structure  properties; 
this  inevitably  greatly  enhances  the  role  of  the  lexicon, which  is  now  believed  to 
include phrasal patterns with their own idiosyncratic syntactic or semantic properties. 
According  to  Goldberg  (1995)  “simple  clause  constructions  are  associated 





for  further discussion Goldberg, 2002:330 and  following). The  term “ditransitive”  is 
here used to generally refer to a three‐argument construction, which can be found in 
different  forms  across  languages:  usually,  subject,  object,  and  a  dative  NP 
(Siewierska,  1998)  or  the  double  object  construction  in  English.  That  is,  the 










primary  source  for  linguistic  investigation,  but  merely  as  epiphenomena.  Each 
syntactic  pattern  should  be  regarded  as  an  independent  structure  (see  below  for 
further discussion). 
Furthermore,  one  of  the  main  advantages  claimed  by  constructionist 
approaches  is  that  surface  argument  structure  alone  can  lead  to broader  syntactic 
and semantic generalizations than  those captured by derivations or transformations: 
“by carefully examining a fuller range of surface phenomena, broader generalizations, 
surface  generalizations  in  the  form  of  Argument  Structure  Constructions,  are 
revealed.”  (Goldberg,  2002:349)  Goldberg  refers  to  this  as  to  the  surface 









English  is  instantiated  by  the  so‐called  Double  Object  construction)  from  distinct 
input‐  expressions,  which  correspond  to  their  rough  paraphrases  (Baker,  1988; 
Larson,  1988).  Even  certain  constructional  approaches  treat  the  two  as  distinct 




are  on  the  contrary  systematically  different  from  their  paraphrases  (see  also 
Langacker, 1991; Oehrle, 1975).  For example, both (14a) and (15a) share a superficial 
form, adverbs may not separate the  two NP arguments, neither  type of ditransitive 
expression  allows  the  theme  argument  to  be  the  third  person  singular  it  (Green, 
1974; Oehrle, 1975) etc. 
 In other words, Goldberg suggest that “there are good reasons to group the 
two  ‘outputs’  together as distinct  from  the  ‘inputs’”  (Goldberg, 2002:  ibidem), as  in 
(14) and (15). 
 To  justify her  argument, Goldberg  (2002)  refers  to Chomsky  (1970)  and  its 
claims on derived and underived nouns, which, the author says, are based on surface 
generalizations. Since derived nouns (i.e., nouns that have verbal counterparts) have 
exactly  the  same  syntax  of  NPs  based  on  underived  nouns,  it  is  simpler  not  to 
consider the first as derived from the  latter. From this principle, Goldberg  infers the 




between  members  of  an  alternation;  therefore,  the  focus  must  be  shifted  to 
individual verbs and their argument roles, which allow to motivate distinctions among 
instances  of  the  same  general  argument  structure  construction  (and  not  different 
structures). That is, surface structure gains importance because instances of the same 
construction may differ, allowing  rather diverse  ranges of  syntactic patterns, which 
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are  all  paraphrases  ascribable  to  the  same  structure.  Furthermore,  according  to 
Goldberg  the  traditional  transformational  and  derivational  frameworks  has  under‐










That  is,  (16a‐f)  are  all  instances of  the  same  “caused‐motion”  construction. 
Another  compelling  example  Goldberg  makes  is  the  fact  that  ditransitives  and 
“benefactive” ditransitives should not be treated as distinct constructions because of 
their  distinct  paraphrases,  but  should  be  regarded  as  stemming  from  one  single 
construction since both types pattern alike both semantically and syntactically. 
That  is,  the  author  emphasizes  the  importance  of  generalizations  based  on 
same  form  and meaning,  and  disregards  those  that  can  be made  from  different 
syntactic patterns of a same verb: “instances of a  same construction with different 
verbs may have more in common than instances of a same verb with distinct though 





a  construction  instantiated by different  verbs  (e.g.:  “cause X  to  receive Y”  I  sent a 
message to Julia/ I bought a book for Julia). 
Similar  stances  on  argument  alternations  have  been  made  in  the  Frame 







described  separately  (Boas, 2003).  The  same  verb  corresponds  to  several different 
lexical  units  (that  is,  pair  of  a  word  and  its  associated  sense),  which  evoke  very 
different semantic frames.  
For example,  in Boas  (2011)  the  author exemplifies  the difference between 
Levin’s classification and a Frame Semantics approach to verb classes with the case of 
Levin’s BUILD verbs, which are claimed  to exhibit a number of specific alternations. 
However,  the author shows  that not all of  the members exhibit  the same syntactic 
behavior; this  is caused by the  frequent absence of a one‐to‐one mapping between 
semantics  and  syntax.  In  other words,  several  verbs  describing  "the  creation  of  a 
product  through  the  transformation  of  raw materials"  (Levin,  1993:  174)    do  not 




The author  reports  several examples  showing how alternations are not    the 
best way for defining verb classes. E.g., the verb to construct,  is semantically similar 
to the members of Levin’s BUILD verbs (it involves the creation of a product through 









not  occur  in  these  two  alterations.  This  fact  raises  the  question  on  “how  many 
syntactic alternations should a verb participate in (or not) in order to be classified as 
belonging  to  a  particular  verb  class”  (Boas,  2011:  ibidem).  Another  compelling 














syntactic  similarity  of  the  verb with  the  BUILD  class,  one would  expect  it  to  be  a 
member. Instead, Levin (1993:161‐162) classifies weld in the SHAKE verbs class, which 
specifies  "the manner  in which  things are combined,  rather  than  the  result" of  the 
combining.  The  examples  I  just  reported,  and  others,  clearly  show  that  “although 
alternating  syntactic  behavior  may  be  taken  as  an  indication  of  verb  class 
membership,  it does not always work,  thereby excluding other  relevant verbs  from 
the same semantic class.” (Boas, 2011:211) 
This irregular behavior is, in Boas’ opinion, best explained in terms of different 
polysemy  networks:  “some  verbs  exhibit  similar  polysemy  patterns  where  their 
respective  LUs  [lexical  units]  evoke  the  same  semantic  frames.  At  the  same  time, 
however, other verbs do not exhibit the same types of polysemy patterns, and their 
respective  LUs may  differ  in  number  and  types  of  semantic  frames  they  evoke.” 
(Boas, 2011: 221). 
To sum up, Frame Semantics assumes that semantic criteria are the primary 
mean  to  identify  class  membership  of  a  given  lexical  unit.  Semantic  frames  are 
therefore structuring devices that help to group verbs in classes based on their ability 
to  profile  similar  types  of  situations  and  events.  In  this  view, multiple  argument 
realization  patterns  combined with  a  single  verb  are  not  licensed  by  autonomous 





has  been  developed:  FrameNet  (Baker  et.  al,  1998).    Based  on  evidence  from  the 





English Locative alternation  (John  sprayed paint on  the wall/  John  sprayed  the wall 
with paint) is accounted for in terms of two distinct frames, Placing and Filling, each 
evoked by different lexical units (i.e. words). The “variants” of a syntactic alternation 
can  be  linked  through  the  frames  each  one  evoke:  “syntactic  alternations  are 
accounted  for  in terms of  frame‐to‐frame relationships and  the valences of pairs of 











FrameNet  is an online  lexical database which  stems  from a  research project 
housed at  the  International Computer Science  Institute  in Berkeley, mainly  initiated 
by Charles J. Fillmore. 
FrameNet   greatly differs from other  lexical resources,  in that  it  is not based 
on sense relations like WordNet. Instead, it is organized in terms of  semantic frames, 
which are understood  to be  “structuring devices  to model  the  types of knowledge 
necessary for interpreting utterances in the language” (Boas, 2011:214). 
FrameNet  is  based  on  frame  semantics  (Fillmore,  1976,  1977,  1982,  1985, 
Fillmore and Baker, 2001, 2010), a theory of meaning that relates linguistic meaning 
to  encyclopedic  knowledge.  Frame  Semantics  is  based  on  the  idea  that  word 
meanings  cannot  be  understood  without  access  to  the  encyclopedic  information 
about given word. This means that word meanings are seen in terms of a structured 
extra‐linguistic  background,  which  constitutes  a  “conceptual  prerequisite  for 
understanding  the meaning"  (Fillmore and Atkins, 1992: 76‐77) and  that motivates 
the concept encoded by a word. Hence, word meaning evokes a  frame of semantic 
knowledge relating to the concept it highlights (i.e., refers to), and it is best explained 
and  understood  on  the  basis  of  such  semantic  frame:  a  conceptual  structure  that 
describes a type of situation, object, or event along with the participants in it.  





evoking  pairs  of  a  lemma  and  a  sense  are  called    "lexical  units"  (LUs).    FrameNet 
describes LUs  in  terms of  the semantic  frames  they evoke.  (see Ruppenhofer et al., 
2006; Boas, 2011)  :  “the  job of  FrameNet  is  to define  the  frames  and  to  annotate 
sentences  to  show  how  the  FEs  fit  syntactically  around  the word  that  evokes  the 
frame.”9 
FrameNet aims to “characterize the canonical combinatory possibilities of the 
lexical units of English  (...), based on attestations  from a very  large corpus.  (...) The 
combinatorics  is expressed  in terms of  linkings of “frame elements” (equivalent to a 
refined notion of  semantic  roles) with  their  syntactic  realization.”    (Fillmore, 2001). 
The  FrameNet  database  contains  1,200  semantic  frames,  13,000  lexical  units 
(including multi‐words expressions) and over 190,000 example sentences; it relies on 
corpus‐based    evidences, which  further  differentiates  it  from  Levin’s  classification, 
whose evidences are primarily taken  from  linguistic  literature. The FrameNet  lexical 
database consists of a lexicon, with entries for entries for nouns, verbs and adjectives. 




frame's  basic  conceptual  structure  and  supplies  descriptions  for  the  elements 
participating  in  such  structures.  “These  three  components  form  a  highly  relational 




and  tightly  integrated whole: elements  in each may point  to elements  in  the other 
two.” (Baker et al., 1998:87) 





(e.g.:  Instrument,  Killer, Means)  is  illustrated,  together with  the  specific  frame‐to‐
frame  relations, which  relate  the  frame  to other  frames  in  the network    (e.g.:  the 
Killing frame inherits from the fame of Tranisitive_Action). Finally, there is a list of all 
the  lexical  units  that  are  part  of  the  given  frame, with  the  their    part  of  speech 
(annihilate.v, annihilation.n, asphyxiate.v, assassin.n, assassinate.v etc.). 
It  is  also  possible  to  visualize  the  relations  between  frames  and  frame 
elements  by  using  the  FrameGrapher,  an  interactive  visual  representation  of  the 





raises  the  problem  of  finding  effective,  independently  motivated,  and  objective 
criteria  to  establish  the  conceptual  features  relevant  to  estimate  verb  semantic 






















































































It  is  now  clear  from  the  discussion  above  that  the  approaches  on  verb 
classification  of  FrameNet  and  of  Levin  and  VerbNet  differ  greatly.  Baker  and 
Ruppenhofer (2002) have explained and analyzed in depth the discrepancies between 
the  two  systems.  Firstly,  in  FrameNet membership  to  the  same  class,  i.e.  semantic 










hence  alternators  and non‐alternators  cannot  be  in  the  same  verb  class,  “and  the 
interchangeability  between  fill  and  load  in  the  syntactic  pattern  is  not  captured” 
(Baker and Ruppenhofer, ibidem).  
Another  important difference between  the  two  systems  is  that FrameNet  is 



























































































































































In  this  first  chapter we  have  generally  reviewed  and  summarized  the most 
important  approaches  to  verb  classification  and  argument  alternations  in  the 
literature:  from  the  early works  of  Charles  Fillmore  on  Frame  Semantic  and  verb 
classification  in the 60s and 70s, to the FrameNet research project held at Berkeley, 
from the seminal work done by Levin (1993) on verb classes and alternations, to the 
subsequent  implementations,  to  the  construction  of  VerbNet  and  the  new 
constructionist  approaches  of  Goldberg. We  have  illustrated  how,  throughout  the 
years,  the  theoretical  frameworks  and  approaches  to  the  general  criteria  for  verb 
classification  have  changed.  It  is  now  clear,  therefore,  that  verb  classes  and  their 
building criteria have been at the center of the  linguistic debate  for decades, and a 
new attempt of building a classification  is not at all an easy  task.    It must  take  into 
consideration the multitude of existing works and resources, and try to combine their 
most relevant features into a cohesive and comprehensive result, which might at the 
same  time provide a new contribution  to  the general debate. We will describe  the 
methodology we set up to develop a classification of Italian verbs in the next chapter.










This  work  represents  an  attempt  to  build  a  classification  for  Italian  verbs, 
grounded  in  the  constructionist  framework  and  distribution‐based.  The  aim  of  the 











adapted  to  the  peculiarities  of  Italian.  As  already mentioned,  the  classification we 
present  here  is  grounded  in  a  constructionist  framework;  within  this  general 








to  the  criteria with which  such  classes  are  structured  (see  Čulo et  al., 2008,  Lenci, 
2014).  This  divergence  among  different  verb  classifications  lies  in  their  starting 
assumptions  in  particular,  on  the  main  distinction  between  ontology‐based  and 
distribution‐based classifications. These  two  types of approaches differ with  respect 
to  “the  extent  to which  the  distributional  properties  of  verbs,  i.e.  the  set  of  linguistic 
constructions  and  patterns  they  occur  with,  is  adopted  as  the  main  criterion  for  class 
identification and  class membership.”  (Lenci, 2014: 17)  In  the present work we decided  to 
follow  the distributional  approach;  this means  that we developed  a methodology  for  verb 
classification which is firmly rooted in the verbs’ distributional behavior. In a nutshell, the two 
main  methodological  principles  we  always  kept  in  mind  are  distributionalism  and 
constructionism. 




The  aim  of  this  research  is  to  create  an  independent  and  autonomous 
taxonomy  for  Italian  verbs,  strongly  rooted  in  a  distributional  and  constructionist 
perspective.  Therefore,  according  to  this  assumption,  a  verb  class  can  be  roughly 
described as a  set of  semantically  related verbs  that  share  the  same  constructions. 
Since  constructions  are  intrinsically  defined  as  pairings  of  form  and  structure  ‐  i.e. 
syntactic  templates paired with  semantic  and pragmatic  content  ‐  verb  classes will 
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have  to  be  characterized  by  a  syntactic  and  a  semantic  layer, which  are mutually 
dependant.  These classes are to be found by a close inspection of corpus‐based data 




is  the  fact  that  verbs  are  generally  polysemous,  i.e.  they  can  have many  different 
senses  that are associated with  (sometimes) extremely different  syntactic patterns. 
Any type of verb classification has to take into account such polysemy.  The difference 
in behavior of different verb meanings lead to the fact that polysemous verbs are to 















The  starting  point  of  the  present work  is  Levin  (1993)  and  the  online  verb 
lexicon  VerbNet,  which  were  described  in  the  previous  chapter.  Nevertheless,  as 
already  mentioned,  the  classification  we  propose  is  not  an  attempt  to  convert 
VerbNet and Levin classes to Italian (for a direct conversion of Levin’s classes in Italian 
see Merlo  et  al.  (2002)):  the  resultant  classes  are  not  based  on  the  semantic  and 
syntactic criteria used by Levin and by the scholars which followed her  line of work, 
and  are  to  be  considered  an  independent,  albeit  compatible,  attempt  to  verb 
classification from Levin/VerbNet classes. Conversely, our method  is the result of an 
integrated and  thorough examination of several and various syntactic and semantic 




nonetheless  adapted  to  Italian  syntax  and  semantics,  and  is  rooted  in  the 
constructionist framework.  
Another important new element of the taxonomy of Italian verbs that is worth 
stressing  is  the  assumption  that  semantic  classes  must  be  regarded  as  having  a 
prototype structure. Some verbs are in fact more “prototypical” for a given class than 







(1)  Il  prigioniero  si  è  impiccato  stanotte  (The  prisoner  hanged  himself  last 
night) 
However,  a  conspicuous  number  of  class  members  do  not  normally  show  this 
construction,  and  they  allow  it  only  in  very  specific  pragmatic  contexts,  as  the 
example of fucilare (“to execute by firing squad, to shoot”) shows: 
(2) *Gianni si è fucilato (*John executed himself) 




in  the  idiosyncratic  aspects  of  verb  meanings.  More  specifically,  it  reflects  the 
distinction between a more general part of meaning  shared by  the whole  semantic 
class  and more  specific  components  of  verb meaning.  That  is,  particular  semantic 
properties of a  verb meaning may  “block”  the  realization of  some  constructions or 
add  constructions  that  are  not  typical  of  the  class,  as  the  examples  of  impiccare 
allowing  the  Reflexive  Construction  show.  Such  semantic  constraints  are  however 
cancellable:  in  particular  pragmatic  contexts  they  can  get  overridden,  allowing  the 
verb  to  take  constructions  it would  not  generally  have.  To  better  characterize  this 




phenomenon,  we  refer  to  the  important  distinctions  between  Event  Structure 
template and Root that will be treated in the next section. 
1.2) TEMPLATE vs ROOT 
Many  theoretical  proposals  hypothesize  that  argument  realization  stems 
directly  from  verb  meaning;  although  such  theories  are  numerous  and  rather 
different between one another,  they are all based on  the  fundamental assumption 
that  verb  meaning  can  be  decomposed  into  more  basic  elements:  a  structural 
element  and  an  idiosyncratic  one.  These  approaches  are  generally  referred  to  as 
predicate decompositions; the main  idea  is that verb meaning can be “formulated  in 
terms  of  one  or  more  primitive  predicates  chosen  to  represent  components  of 





The  second  and  specific  element  of meaning  is  the  root  (Pesetsky  1995);  it 
defines  the  idiosyncratic  semantic  content  of  a  verb  and  distinguishes  it  from  the 
other class members (see Grimshaw (2005 [1993]) “semantic structure” vs. “semantic 
content” distinction). “There is a limited inventory of event schemas, representing the 
types  of  events  available  for  linguistic  encoding.  Each  root  has  an  ontological 





schema:  they  can be  integrated  as arguments or modifiers  into  such  schemas. The 
event  structure of a  verb,  in other words, arises  from  the  combination of  the  root 
with  one  or  more  primitives;  this  double  structure  allows  verbs  to  be  part  of 








and  changes of  state  are  also understood  to have  simple  event  structures. On  the 
contrary, (4) is instead the representation of a complex causative event11, composed 
by two subevents.  
Roots are usually  italicized and  in angle brackets. They can be  integrated  in a 















they  can be  cancelled  if  additional premises  are  added,  and  the blocking  semantic 
features are eliminated. 
For  instance,  in  (2)  the  sense  of  the  verb  fucilare  shifts  from  “execute 
someone  by  firing  shot”  to  the  more  general  meaning  of  “shoot”.  That  is, 
reflexivization generally imposes a constraint on the argument occupying the subject 
slot;  in  this  particular  participant,  in  fact,  two  thematic  roles  (Agent  and  Theme) 
coexist  (Jezek,  2001). Verbs  that  require  an  external Agent  to  carry  out  the  action 
profiled  by  the  verb  (like  fucilare)  do  not  allow  a  Reflexive  form,  since  the  first 
argument (the subject) and the second one (the direct object) cannot co‐refer. In (2), 
however  the particular  context  cancel  the  feature  [+external_agent], and  therefore 
subject and object can corefer and the Direct Reflexive form is permitted. 
 The interaction of root and general template, and how they act on argument 
realization and  verb  semantics,  is  still a  very problematic area. There  is no general 
agreement  in the  literature; the clearest example  is maybe the manner/result verbs 









However,  in  their  paper  Beavers  &  Koontz‐Garboden  (2012)  argue  that 





The method we will describe  in  the  following sections was not established a 
priori, nor  taken  from other previous works  in  the  literature, but  is  the  result of  a 
continuous  process  of  refinement  and  adjustment;  The  resultant  classes  (to  be 




















classes  was  Levin’s  and  VerbNet  taxonomy.   We  took  into  consideration  several 




Once a VerbNet  class was  selected, we  tried  to  find  the verbs  in  the  Italian 
sample  that  could  correspond  to  the English members of  that  class. Therefore,  the 
process of verb grouping started from the lexical semantic of the Italian verbs, trying 
to  create  sets  of  lexemes  that  cohesively  profiled  the  same  type  of  event  (e.g: 
UCCIDERE verbs).   











Levin/VerbNet’s:  while  Levin  bases  her  classification  on  the  different  argument 
alternations  that  verbs  undergo,  we  followed  constructionist  approaches  that 
consider  alternations  to  be  epiphenomena.  This  means  that  we  do  not  take 
alternations  to  be  reliable  indicators  of  verb meaning  and  behavior,  but,  on  the 
contrary, we  consider each alternating  form  independently:  “it  is profitable  to  look 
beyond  alternations  and  to  consider  each  surface  pattern  on  its  own  terms. 
Differences  among  instances of  the  same  surface  pattern  are  often most  naturally 
attributed directly  to  the different verbs and arguments  involved.”(Goldberg, 2002: 
327) 
We described each verb with its syntactic and semantic frame: each syntactic 
pattern  is  linked to a semantic counterpart,  in the form of a semantic role  list13 and 
selectional preferences.   After having thus organized the verbs, we extrapolated the 
general syntactic and semantic information about the class from the single members: 
                                                  





what  syntactic  and  semantic  structures  are  common,  which  constructions  are 





are  possibly  distant  or  rather  autonomous  from  the  original  “model”,  due  to 
inevitable syntactic differences, new insights coming from distributional data and the 
constructionist theoretical framework we have assumed. 





In  the  following  section we will  describe  the  various  online  databases  and 
resources  that  were  used  to  build    semantic  verb  classes  strongly  anchored  in 
distributional evidences. 
2.2.1 LexIt and Sabatini & Coletti 























































































































array of  statistical  information, automatically extracted  from  corpora with  state‐of‐
the‐art  computational  linguistic  methods.”14  LexIt  was  automatically  built  and  it 
includes  the  distributional  profiles  that were  extracted  from  two major  corpora of 
Italian, La Repubblica15  (approximately 331 million tokens) and the  Italian Wikipedia 
database16 (approximately 152 million tokens). 
In  this  resource,  each  lemma  is  associated  with  a  syntactic  frame  and  a 
semantic profile:  the  semantic profile  specifies  the  set of  the possible  fillers of  the 
slots  and  their  selectional  preferences;  the  syntactic  frame,  instead,  presents  the 
range of syntactic contexts in which the lemma occurs. Fig.2 shows the entry for the  
lemma uccidere (“to kill”). A set of syntactic profiles, ordered by frequency,  is  listed, 
specifying  the  syntactic  dependencies  with  which  a  predicate  occurs  (subj,  obj, 































































are  particularly  close  to  the  event  profiled  by  the  verb  even  though  they  are  not 
integrated  in  the  argument  structure.  In  fact,  LexIt  does  not make  any  distinction 
between verb arguments and adjuncts. 
Another advantage of LexIt for the analyses of argument realizations of verbs 
is  that  every  prepositional  argument  (marked  as  “comp‐“)  of  a  frame  bears  the 
precise  indication  of  the  preposition  heading  the PP  (e.g.“comp‐a”).    S&C,  instead, 
does  not  give  information  about  the  specific  prepositions  selected  for  by  the 
complements (see fig.1).  
On the other hand, the subcategorization frames  in S&C are a more   reliable 








In  addition  to  LexIt  and  S&C,  another  online  resource  was  consulted  for 
individuating  syntactic  structures:  the  typological  database  ValPaL,  edited  by  Iren 
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Hartmann, Martin Haspelmath, &  Bradley  Taylor, which we  explored  for  its  Italian 
section (Cennamo & Fabrizio, 2013).17 
This database  is part of  the Leipzig Valency Classes Project, which compares 
valency  classes  (or  “verb  types”  in  Levin’s  terms)  among  different  languages.  The 
project aims to follow up cross‐linguistically the works by Levin (1993) for English and 




verb meanings  have  also  been  chosen  because  they  have  been  reported  to  show 
distinctive syntactic behaviors (within and across languages) in the literature.   
For  each of  the  35  languages ValPaL  explores,  “basic”  (i.e.:  frequent  and not  rare) 
counterparts verbs  to  the general verb meaning  in  the various  languages are  listed 
(e.g.: general meaning KILL, specific Italian verb uccidere).  Each verb is then described 
by its coding frames, associated examples, a table indicating verb meaning, semantic 
micro‐roles,  coding  sets  and  argument  types,  and  valency  alternations  and  their 
occurrence.  
Fig. 4 shows the screenshot of the  first part of the ValPaL entry  for the verb 
uccidere.  It  consists  of  the  coding  frame  of  the  verb,  which  contains  information 
about  the  coding  of  the  arguments.  In  the  example  below,  the  coding  frame  for 
uccidere is 1> V.subj[1]> 2(con+3). This formalized description simply means that the 





second  argument  (2). The  third  argument  (3)  is  the  complement of  a prepositional 





semantic  roles  of  an  argument  of  the  individual  verbs  (e.g.:  the  “Killer”  of  a  “kill” 
event); the coding sets are the coding means for the arguments (e.g.: argument 1, the 
killer,  is  coded  as  the  verb  subject);  finally,  the  cross‐linguistic  argument  types 
associated with  the event described by  the  verb  (e.g.:  the Killer  is  the A‐argument 
type, coded like the 'breaker' of 'break', the Killee is P‐argument type, coded like the 
'broken thing' of  'break', and the Killing Instrument  is an I‐argument type, coded  like 
the instrument of 'cut'). 
Fig.5  exemplifies the second part of the description of the verb containing the 






































(in  fact,  the database only describes one verb  for each of  the basic meanings),  it  is 
extremely  useful  for    our  research  since  verbs  are  considered  to  profile  universal 
events that are differently lexicalized in the various specific languages. The proposed 
verb  forms  are not hierarchically ordered, but  they  are  supposed  to  represent  the 
most  salient elements of corresponding verb classes. Hence  the patterns each verb 
take  and  their  semantic  structure  is  to  be  considered  common  (or  at  least 
prototypical) to all the members belonging to the class. Moreover, the formalism we 
use  to  describe  the  syntactic  constructions  associated with  the  semantic  classes  is 






for  distinguishing  verb  classes  ‐  are  intrinsically  characterized  by  a  semantic  and  a 
syntactic layer.  
This integrated method of class representation is common to VerbNet as well; 
however  our  approach  differs  rather  significantly  from  VerbNet’s  type  of 
representation.  In  fact,  not  only  we  disregarded  argument  alternations,  but  we 




semantic  frames  are  defined  as  schematic  representations  of  situations  involving 
various participants, propositions, and other conceptual roles (Fillmore, 1976). 
Each verb class is completely described by the corresponding Verbnet or Levin 
class  (and  the  possible  subclass  number),  its  set  of  members,  a  semantic  frame 























































differentiate  them  from  those  belonging  to  the  core  subset,  e.g.:  affogare*  (“to 
drown)  (see  fig. 7a).  If a verb was not present  in  the   LexIt database, we marked  it 
with a crux (e.g.: crocifiggere*†, see fig. 7a). 
 Each verb in the list is associated with a glossed example describing the sense 
of  the  verb  relevant  for  the  class.  English  translations  of  the  class members18and 




The  semantic  information given  in VerbNet  is provided by a  set of  thematic 
roles and semantics predicates, a formal description of the event and of its temporal 
structure.  In our preliminary work, we  chose not  to  include  the  latter  two  types of 
information.  “Although  it  is difficult  to determine  a well‐motivated  set of  thematic 
roles,  our  goal  is  to  provide  as much  information  as  possible  for  classes, without 





details of each  specific verb.”  (Kipper Schuler, 2005: 30). Our description  is  instead 




others  are  specific  to  a  small  family  of  lexical  items.”  (Baker  et  al.,  1998:  87)  The 
overall semantic frame of our classes, thereby, is to be understood as a “conceptual, 
schematic  representation  of  a  situation”.  (Lenci,  2014:18)  Inserting  FrameNet  as  a 
semantic, cognitive and conceptual reference for the classes allowed us to  integrate 
the “ontological” taxonomies  (e.g.: FrameNet),  in which the  features useful for verb 
classification  are  ascribable  to  extra‐linguistic  properties  and  encyclopedic 
information of  the event profiled by a given verb, and  the distributional ones  (e.g.: 
Levin, 1993), which infer the linguistically relevant aspects of verb meaning from the 
analysis of the constructions the verb participates in. 












































































































































































































































































link  the  syntactic  layer  of  the  constructions  to  the  arguments  described  in  the 
semantic  frame.  E.g.:  subj[a1]>  V>  obj[a2]  is  the  formalized  description  of  the 
transitive construction. It states that the first argument is associated with the subject 




































































































































































































It  is  important  to  note  that  class  structure  is  strictly monotonic,  i.e.  each 
subclass  always  adds  more  information  to,  and  at  the  same  time  preserves  the 
features of, its parent class. E.g.: ASSASSINARE verbs adds further specifications to the 
UCCIDERE  subclass,  for  example  a  necessarily  animate  and  volitional  agent.  This 





Levin/VerbNet:  in  the  internal  subdivision  we  tried  to  follow  Levin  and  VerbNet 
subclasses  system.  That  is, we  used  Levin  and VerbNet’s  subdivisions  as  a  starting 
point. However, we departed  from Levin’s subdivision   when the properties defined 
for English verbs did not apply  to  Italian  (e.g.:  subclasses based on  the presence or 
absence  of  a  syntactic  alternation  that  is  not  possible  in  Italian),  or  when  other 
solutions were regarded to better describe the verb behavior.  
Specifically, because of  the differences  in syntax and semantics between  the 
two  languages  new  subclasses  had  to  be  added,  or  based  on  different  syntactic 


































and  argument  alternations,  the  seminal work  of  Levin  (1993)  and  its  extensions, 
including VerbNet (see chapter 1), and the construction‐based method we chose to 





subclasses,  and  the  distance  between  Italian  and  English  class  structure  is  quite 
small  ‐  and  yet,  as we  discovered  ‐    there  are  some  significant  differences.    The 
classes  we present here are just a first example of how a taxonomy of Italian verbs,  





first present  the classes according  to  the  layout described    in chapter 2, and  then 
provide  a  comment  for  each  subclass  to  describe  the  general  and  particular 
properties  of  the  verbs  and  to  highlight  their  distinctive  features,  the  linguistic 






exhaustively  represent all  the possible members of  the class. The verbs  in each of 
our  classes, as mentioned  in  chapter 2,  come  from  the high‐frequency  list of S&C 
dictionary and from native speakers’ intuition. Therefore, it is possible that in some 
cases only a small subset of the possible members is presented. 
We  maintained  the  original  Levin/VerbNet  English  name  for  the  general 
description of  the  classes  (e.g.:  verbs of KILLING,  verbs of PUTTING, etc.), but we 
named each subclass with the most prototypical  Italian member of the subclass at 
issue (e.g.: UCCIDERE verbs, METTERE verbs). 
A  last  note  to  mention  regards  the  thematic  roles,  in  particular  the 
distinction  between  Theme  and  Patient: we  did  not  adopt  a  Patient  role  for  all 
Animate a2s, but rather we characterize as Patients only the Animate objects which 
are completely affected by  the verb  (e.g. VERBS of KILLING). Therefore, an object, 



































































Arguments Roles Semantic types 
a1 Killer, Cause  
a2 Victim Animate 


























































Modifier Roles Semantic types Examples 

















These  verbs  refer  to  the  act  of  killing  someone,  without  any  further 
lexicalized  specification of  instrument or manner19.   They are always  telic and  the 
object  argument  must  be  Animate.  The  subject,  on  the  other  hand,  can  be  an 
inanimate Cause other than an Animate Killer. Only when the subject is Animate and 
agentive,  however,  UCCIDERE  verbs  admit  the  reflexive  form;  the  subject  thus 
                                                  
19  In  Levin  1993  the  author  does  not  insert  this  class,  but  she  just mentions  in  the Murder 









(1) Il veleno nel cibo uccise tutti  i commensali  (The poison  in the  food killed all 
the guests) 
These  verbs  differ  from  the  ASSASSINARE  Verbs,  with  the  exception  of 
massacrare,  in  allowing  an  additional  sense  that  resembles  FILL  Verbs.    In  some 
contexts, ammazzare and uccidere can take a PP  introduced by {di}  (ammazzare di 
lavoro,  to kill  someone with work→ overload with work; uccidere di  fatica,  to kill 
someone with fatigue → exhaust someone etc.) the meaning of which comes close 


































Arguments Roles Semantic types 
a1 Killer  
a2 Victim Animate 
a3 (Instrument)21  
 
 




















































Modifier Roles Semantic types Examples 



























additional  groups  may  be  applied;  in  fact,  some  members  lexicalize  a  manner 
(assassinare,  trucidare, etc.) and others  the  instrument  (crocifiggere,  fucilare, etc.) 
of the killing act.   












This  inconsistency within  the class  reflects  the  fact  that particular semantic 
properties of  idiosyncratic roots block the realization of some constructions or vice 
versa   the root may add different types of constructions that are not typical of the 
class,  as  examples  (3)  and  (4)  of  impiccare  and  affogare  show. In  particular 





pragmatic  contexts,  however,  some  features  that  generally  block  the  reflexive 
constructions may  get  cancelled.  E.g.:  the  verb  fucilare  prototypically means  “to 
execute [sb] by firing squad”;23 this means that the Agent must be different from the 




Here,  the  sense of  the verb  loses  the  feature  [+ external_Agent] and assumes  the 
more general meaning of “shoot”. 
Moreover, some verbs do not necessarily entail the death of the Victim. It is 
prototypically  implied, but  this pragmatic  implicature may be cancelled. E.g., while 
the verb assassinare necessarily profile the death of the victim, and therefore (6) is 












salvarlo  (The  enemies hanged Gianni,  but  luckily  the  allies  arrived  to  save 
him) 




Abbattere  is  listed  in  this  class under  the  very  specific  sense of  “to  kill  an 
animal”‐ typically in a hunt or by a veterinarian. 





affogare means “killing  somebody by putting him  into a  liquid”,  impiccare  instead 
means  “killing  by  suspending  something  at    a  (typically)  high  location”  (the  the 









(8) Il Titanic ha affogato molte vite  in mare  (Titanic has drowned many  lives  in 
the sea) 






organism,  therefore  taking  on  features  typical  of  Agents,  such  as  the  ability  to 
surface as subject in a murder event. 
The  cases  with  a  non‐agentive  subject  are  rather  limited,  but  it  nonetheless 
represents an exception to the general rule constraining the subject of ASSASSINARE 
verbs  to  be  strictly  Agentive,  as  we  mentioned  above.  Another  interesting 
characteristic of affogare is that it is the only verb that can take both a transitive and 
an  unaccusative  construction;  when  the  verb  occurs  in  a  transitive  structure,  it 
belongs to the ASSASSINARE verbs subclass, but when used unaccusatively  it takes 
the meaning of “to die drowning”27: 














harm  and  lexicalize  a means  component.  They  can  be  associated with  an  act  of 
killing,  in  general,  if  the  PP  is  omitted  the  meaning  of  the  sentence  seems  to 
implicate death of the Patient, but the verb itself does not lexicalize a Killing event. 
Since this fundamental difference sets the group of POISON verbs apart from 



















































Arguments Roles Semantic types 
a1 Agent  
a2 Theme  

































































Like  almost  all  the  VERBS  of  PUTTING  class,  the  locative  PP  can  be  omitted  in  a 
known context, or if the argument that fills the object position is prototypical for the 
verb. However, not all METTERE Verbs can omit the PP; the only  idiosyncratic root 




An  interesting  case  to  note  is  spostare,  which  is  cross‐listed  between 
METTERE Verbs and RIMUOVERE Verbs (see below), since it can be constructed with 
two PPs: 







literature  is  that  we  chose  not  to  include  a  SPRAY/LOAD  subclass  in  our 
classification, but rather to cross‐classify the verbs roughly corresponding to English 
SPRAY/LOAD in the two classes of PUTTING and FILLING verbs (see below)28. 











 However, Goldberg  (1995,  2002)  and  Boas  (2003)  provide  an  account  of  English 







a  location”. Therefore,  the semantic  frame of reference will be a PUTTING    frame. 
The  construction  in  (2),  on  the  other  hand,  is  associated  with  a  “holistic”  or 
“affected”  interpretation, where  the action of  the verb  involves  the  Location as a 
whole. That is, “the location is understood to be in some sense completely affected 
by  the  action”(Levin  1993:118).  These  verb  refer  to  a  FILLING  semantic  frame,  in 
which a2  is  totally  filled with  the content expressed by a3. Given  the  two distinct 
senses of this group of verbs and their different semantic behavior, we decided to 
split  them  in  the  two  aforementioned  classes.  In  fact,  this  subdivision  works 
according  to our basic  claim: alternations are epiphenomena, and what has  to be 
considered is each construction by itself, and the semantic frame it evokes.  
In  sum, we have  two different  classes  (VERBS of PUTTING  and of  FILLING) 

























Arguments Roles Semantic types 
a1 Agent  
a2 Theme  



















































to  the  surrounding environment. Moreover,  another distinguishing  feature of  this 
subclass  is  that  they  also  allow  an  intransitive  construction,  which  is  instead 
impossible for METTERE verbs: 







alterations,  in which the  intransitive  form  is generally understood “as a change‐of‐
state  event  undergone  by  some  entity,  and  the  transitive  use  denotes  that  this 
change of state event has been brought about or caused by some different entity” 
(Schäfer, 2009: 641). This reflects also on the auxiliary the verb takes  in compound 
tenses  (avere,  “to  have”  for  the  transitive  form  and  essere  “to  be”  for  the 
















This case of object omission,  like many can be  found  in  the verbs analysed  in  this 
work,  is referable  to what Lo Duca  (Lo Duca, 2000:232) calls  ‘definite null objects’, 
which pertains  to verbs “that only allow  the  intransitive variant  if P  is  recoverable 
from  the  linguistic  context  (anaphoric  null  object)  or  from  discourse  (deictic  null 




                                                  































Arguments Roles Semantic types 
a1 Agent  
a2 Theme  






















































characteristically  take  {in}  as  a  locative preposition, but  can be  also  found with  a 
limited  range  of  prepositions    as  sotto,  dentro  etc.  A  few  of  these  verbs,  as 
immergere  or  chiudere,  can  either  take  transitive  and  intransitive  (unaccusative) 
forms, as in the previous subclass, and their aktionsart changes accordingly. 
(1) Gianni  immerge  il  giocattolo  nell’acqua  (Gianni  immerses  the  toy  in  the 
water) 
(2) Il giocattolo è immerso nell’acqua (The toy is immersed in water) 
The  other  verbs,  however, maintain  their  telic  aktionsart  no matter  the  syntactic 
constructions they participate in.   
  Chiudere  is here used with  the sense of “confine  into a secluded  location”, 
but  it  can  also  take  a  sense  better  represented  by  the  ATTORCIGLIARE  verbs 
subclass, and is accordingly cross‐listed.   
  Several  English  FUNNEL  verbs  are  cross‐listed  with  VERBS  of  REMOVING: 
“some of  these verbs  can also be used as verbs of  removing,  taking  from.”(Levin, 





Some  verbs  also  show  the  Indirect  Reflexive  construction30.  The  verbs 
immergere and rinchiudere do not allow this kind of structure: this may be caused by 





























of  the verb, but denotes  the degree of  involvement/participation of  the  subject  in  the verbal 







Arguments Roles Semantic types 
a1 Agent  
a2 Theme  





























































These  verbs  refer  to  putting  an  entity  somewhere  by  moving  it  with  a 
specified direction. As Cowper (1990) suggests, these verbs typically imply “exerting 
a force against the action of gravity” (Levin 1993: 115). However, the force may also 









does  not  strictly  imply  a motion  “against  the  action  of  gravity”  (see  above),  but 





Deporre  seems  to  behave  similarly  to  depositare  (see  below):  their  intransitive 
constructions both refer to an entity, typically a natural object, softly falling or being 
laid  down  onto  something.  This  similarity  is  perhaps  given  by  the  fact  that  the 
Theme  filling  the  subject  position  must  be  inanimate,  yet  capable  of  semi‐
spontaneous movement (as rain, dust, sand etc).   
  The  verbs  in  this  subclass  (beside  calare  and  elevare)  also  occur  in  an 
unaccusative construction with the particle si. 
(3) Il vestito si è sollevato con la brezza (The dress lifted with the breeze) 





































Arguments Roles Semantic types 
a1 Agent, Cause  
a2 Fluid Substance 














































Impersonal  Passive  nor  the  Direct  Reflexive  ones,  since  the  direct  object  is 
necessarily an inanimate entity. 
VERSARE verbs allow the Anticausative Construction, which is understood to 
be  “a  coded  valency  decreasing  operation marked  by  the  reflexive morpheme  si, 
whereby  the  original  P  argument/object  of  a  transitive  verb  surfaces  as  subject.” 
(Cennamo,  M.  &  Fabrizio,  C.  2013).  The  event  described  in  the  Anticausative 
construction  takes  place  spontaneously, without  an  external  causer  in  the  lexical 




























Arguments Roles Semantic types 
a1 Agent  
a2 Theme  
























































with a more  limited  range of prepositions heading  the  locative PP with  respect  to 
other verbs of PUTTING. The most prototypical are {in, intorno}. 
AVVOLGERE  verbs allow Direct Reflexives,  since a1 and a2  can  co‐refer;  in 
fact,  these  verbs  do  not  require  a  volitional  animate  subject,  nor  an  inanimate 
object:  therefore  we  can  find  both  Direct  reflexive  structures  with  an  Animate 
subject (as in (1) ), and with a non Animate subject (as in (2)). 









































Arguments Roles Semantic types 
a1 Agent  
a2 Theme  












































































The a2‐object position  is occupied by an Animate entity  for  some verbs of 
the subclass, the most typical example being ricoverare. Other verbal roots show a 
















When  this  verb  takes  an  animate  object,  its  sense  slightly  differs  from  the most 
prototypical one, and it takes a figurative meaning: 







(10)  Giulia  si  è parcheggiata a  casa mia  tutto  il pomeriggio  (Giulia has parked 
herself → has stayed  unwanted at my house  the whole afternoon) 




























Arguments Roles Semantic types 
a1 Agent  
a2 Goal  








































































they  “describe  the  resulting  state  of  a  location  as  a  consequence  of  putting 
something on it or in it” (Levin 1993: 120). In Framenet, however, FILL verbs form an 





The verbs  in  the FILLING class  relate “to  filling containers and covering areas with 
something, things or substance, the Theme. The area or container can appear as the 
direct object with all  these verbs, and  is designated Goal because  it  is  the goal of 
motion of the Theme.” 
Since  they  describe  a  resulting  situation,  these  verbs  alternate  telic  and 
stative  senses: when “the Locatum,  that  is  the argument of  the PP,   occupies   the 
subject slot, the sentence can be understood as  a state (Jackendoff, 1990)”. The a1‐ 
subject  can  be  also  expressed  by  a  Location,  resulting  in  an  atelic  sense  as well. 
These verbs can also take the Anticausative Construction (see table above).   




























Arguments Roles Semantic types 
a1 Agent Animate 
a2 Goal  




















Modifier Roles Semantic types Examples 
{con}PP Instrument  Giulia  imburra  il  pane  con  un 






exists  for  Italian  as  well,  including  verbs  like  asfaltare*,  imburrare*†,  oliare*, 
pepare*†,  salare*,  etc.  The  criterion  for  class  membership  appears  to  be  the 
lexicalization of  the substance that  is to be put on the  theme, both  for  Italian and 
English. 






Given  the  undoubtable  resemblance  to  RIEMPIRE  verbs,  we  decided  to 
classify Italian IMBURRARE verbs under the present class, since their semantic frame 
conceptualizes  a  Filling  event. Moreover,  another  compelling  reason  ‐syntactic  in 
nature‐  to  list  these  verbs under  the VERBS of  FILLING  class  is  that  they  can  also 
occur  in constructions  in which  the Substance  is encoded  in a PP headed by  {con} 
and the Location is represented as direct object: 








(4) Giulia  imburra  il  pane  con  del  burro  salato  (Giulia  butters  the  bread with 
salted butter) 



































Arguments Roles Semantic types 
a1 Agent  
a2 Theme  


































































RIMUOVERE  verbs  refer  to  the  removal  of  some  entity  (animate  or 










Some of  the verbs  in  this  subclass are  cross‐listed. The verb  spostare  (  “to 
move,  shift”)  is  cross‐listed with METTERE Verbs.  The  verb  dividere  is  cross‐listed 
with CONDIVIDERE verbs (see below):  in  Italian this verb has both the sense of “to 
divide,  to  separate”,  and  is  hence  constructed  in  accordance  with  RIMUOVERE 
verbs,  and  the meaning  of  “to  share”,  and  is  analyzed  as  a  verb  of  CHANGE OF 
POSSESSION. 

































Arguments Roles Semantic types 
a1 Authority  
a2 Member Animate 



























































the  BANDIRE  subclass  all  verbs  are  cross‐listed.  However,  they  all  share  a  very 
specific sense, according to which they are here grouped: they profile an event on 
which an Authority  removes an Animate a2  from a Group or a Location. BANDIRE 
verbs are  the only subclass of VERBS of REMOVING  that  typically  take an Animate 





verbs  in  the  BANDIRE  subclass  share  the  typical  constructions  of  the  VERBS  of 




If  used  in  a  sentence  omitting   a3,  this  verb  is  typically  understood  in  its most 
prototypical meaning, i.e. “to lift”. However, if further information is provided by the 
context, sollevare is understood as a BANDIRE  verb: 




The  only  verb  that  can  take  the  Reflexive  Construction,  in  the  Reciprocal 
form as well,  is escludere. That  is,  this  is  the only BANDIRE verb  in which  the  root 
allows the subject and the object to be co‐referential. In all the other verbs the roots 




































Arguments Roles Semantic types 
a1 Perpetrator  
a2 Goods  
a3 Source Location 


































































can  be  characterized  as  verbs  of  possession  deprivation:  these  verbs  relate  to 
removing something/someone from someone’s possession or from a Location. Some 
of the verbs also allow benefactive or causal PPs to indicate on whose behalf or why 
the  removal was  done  (ritirare,  rapire,  sequestrare,  rubare). What  sets  apart  this 
subclass  from  the  others  is  in  particular  that  these  verbs  can  take  up  to  four 
arguments, while all other REMOVING verbs have three.   
  The  RUBARE  verbs  can  omit  a2  in  a  known  context  (Object Omission)  or 
when the object  is prototypical to the verb  in question; e.g.: the verb rubare  is the 
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few  verbs  allow  the  Impersonal Passive  construction  (see  table  above);  the  roots 
that block such construction are the ones who typically do not take an Animate a2, 
like  rubare,  and  that  hence  cannot  take  an  impersonal  construction  with  a2 
surfacing as subject.  


























Arguments Roles Semantic types 
a1 Agent  
a2 Patient Animate 












Il  prete  assolse  Gianni  dei  suoi 






































fact  that  CURARE  verbs  (CHEAT  verbs)  normally  “describe  depriving 
someone/something of  an  inalienable possession  (in  a broad  sense)”.  This means 






There  is no  compatible  semantic  frame  in  FrameNet nor  in ValPaL  for  this 
subclass, since  its members all evoke different kinds of conceptual representations 




The verb  liberare  is cross‐listed with VUOTARE verbs (see below) because  it 
has two different, though related senses:  if  it takes a non Animate object  (liberare 
una stanza “to clear a room”), it behaves as a VUOTARE verb, if the object is instead 
Animate  (liberare  il  prigioniero  “to  free  the  prisoner”),  the  verb  belongs  to  the 
CURARE  subclass.  Furthermore,  in  the  latter  sense  this  verb  only  admits 
constructions  in which  the a2  is  realized as a direct object  ‐  that  is  it only allows 
animate objects. 
Liberare  and  curare  admit  the  reflexive  construction, while  assolvere  and 






















Arguments Roles Semantic types 
a1 Agent  
a2 Theme  
































In  Levin’s  analysis  of  VERBS  OF  REMOVING  two  further  subclasses  are 
identified:  PIT  verbs  and  DEBONE  verbs  (respectively,  10.7  and  10.8),  the  main 
difference between the two being that PIT verbs are all zero‐related to nouns, while 
DEBONE  are  not.  The  core meaning  of  the  two  subclasses  seems  to  be  similar, 
as they both can be paraphrased as “remove X  from  (something)," where X  is  the 
noun related  to  the verb  root. The nouns  that these verbs are based on might  for 
the most part be  considered  to be  an  inalienably possessed part of  an  animal or 
plant  (sometimes  in  a broad  sense of  inalienable possession).”  (Levin,  1993:  131) 
  Since in Italian a zero‐relation to a noun is impossible for verbs, it is clear that 
English PIT and DEBONE verbs would  converge  in only one  subclass of denominal 
153 
 
verbs,  more  similar  in  their  morphological  formation  to  Levin’s  DEBONE  verbs: 
“these verbs all have related nominals; morphologically, each verb is formed by the 
prefix  de‐  plus  this  nominal.”  (Levin,  1993:131)  Italian  DISOSSARE  verbs  do  not 
necessarily  take  the prefix  ‐de, and   the  two subclasses do not merge entirely and 
perfectly  in a single one, but  it can be generally said that many verbs coming from 
the  the  two  Levin’s  subclasses  can  be  listed  under  only  one  subclass  for  Italian. 
  No  examples  for  this  subclass were  found  in  the  core  sample  of  analyzed 




(1) Mia  nonna  uccideva  e  disossava  i  polli  (My  grandmother  used  to  kill  and 
bone chickens)  




































Arguments Roles Semantic types 
a1 Agent  
a2 Source  



















































Modifier Roles Semantic types Examples 





In  Levin  1993 CLEAR  verbs  are  considered  to  be  a  subclass  of  REMOVING 
verbs  since  they  refer  to  the  removal  of  a  (typically  unwanted)  entity  from  a 
location. In FrameNet, however the LU for the verb “to clear” is linked not only with 
the REMOVING Frame, but also with the EMPTYING Frame, where words referring to 
“emptying containers and clearing areas of  some  substance or  items”35 are  listed. 
Following the FrameNet approach, we decided to consider VERBS OF CLEARING as a 
different  class, although  strictly  correlated  to REMOVING  verbs, both  syntactically 
and  semantically.  Although  these  verbs  “appear  to  relate  to  the  removal  of  a 




substance  from  a  location,  in  at  least  some  of  their  uses  they  are  better 
characterized as verbs of change of state” (Levin 1993:124). 
Two  subclasses  of  Levin’s  classification  converge  in  the  Italian  subclass  of 
VUOTARE verbs: the already mentioned CLEAR verbs and WIPE verbs. In particular, 
since English WIPE verbs are classified according to their participation in the Locative 
alternation, we decided  to “split”  this  subclass, as we did with SPRAY/LOAD verbs 
(see  above).  That  is,   we  cross‐classified  the  Italian  counterparts  in  two  different 
classes: VUOTARE and RIMUOVERE verbs. The “holistic” construction of the Locative 































(10)  Mi  sono  scaricato  di  tutte  le  responsabilità  (I  discharged  [lit.]  →  relieved 
myself of all responsibilities) 
                                                  
36 the verb vuotare (“to empty”) is perceived as archaic. It does not take the reflexive form with 
an agentive subject, but it used to in the past:‐ Io mi vuoto la zucca in note ‐I empty my head in 





in  the  Locative  Alternation.  This  however,  does  not  hold  for  Italian  VUOTARE 
subclass. 
The verb vuotare admits the construction subj[a1]> V> obj[a2]> {da}[a3] but 





































Arguments Roles Semantic types 
a1 Sender  
a2 Theme  























































































an  entity  to  change  its  location.  In  the MANDARE  subclass  the movement  is  not 
accompanied  by  the  a1,  and  as  Pinker  (1989:  110)  pointed  out,  the  motion  is 
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"mediated  by  a  separation  in  time  and  space,  sometimes  bridged  by  a  particular 
means of transfer".   
  In some contexts, the change of Location also implies a change of possession. 
However  this  is a pragmatic  inference  rather  than an entailment,  , because  it  can 
easily be cancelled: 
(1) Ho mandato  la  lettera a  Laura, MA  lei non  l’ha mai  ricevuta  (I mailed  the 
letter to Laura, BUT she never received it) 
The verbs in this subclass are typically constructed with an a2 as direct object and a 
prepositional  phrase;  the  object  of  the  PP  (a3)  can  be  either  an  Animate  or  a 





(2) Ho  inviato  il mio  amico  a  chiedere  indicazioni  (I  sent my  friend  to  ask  for 
directions) 
Not  all  SEND  verbs  however  show  this  construction, which  is  not  admitted with  
consegnare,  girare,  trasferire  and  trasmettere.  This may  be  due  to  constraints  in 
their  verbal  roots:  they  do  not  typically  allow  an  Animate  a2,  which  is  instead 
required for the aforementioned construction, or their meaning is much narrower in 
respect  to others roots  in  the subclass  (e.g.  inviare, spedire). Girare  (“to  forward”) 
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The other  verbs are not  so  strictly  constrained  in  their argument  choice, but also 
seem to display a limited range in object selection.  
MANDARE verbs and other subclasses (in Italian and in English as well) show 
a  rather  uniform  pattern  of  modifiers:  they  can  either  be  modified  with  an 



































Arguments Roles Semantic types 
a1 Agent  
a2 Theme  






















































Modifier Roles Semantic types Examples 
{attraverso,con...}PP Instrument  prendere la città con la 
forza  (Take the city with 
the use of force) 




















meaning  component  that  specifies  the  manner  in  which  the  motion  is  brought 
about” (Levin 1993:135). In fact, these verbs have been described in the literature as 
"verbs  of  continuous  causation  of  accompanied motion  in  a  deictically‐specified 
direction"  (Gropen et al. 1989, quoted  from Levin 1993:135). They do not have an 
intransitive use, but are considered to be the causatives of come and go. 
We  decided  to maintain  this  differentiation  in  the  analysis  of  Italian  verb 
classes, since the characteristics that Levin and others singled out for English seem 
to hold for Italian as well.   





While  in example  (1)  the pragmatic context already “fills”  the PP gap  (I brought a 




listed  between  PORTARE/PRENDERE  and  TRASPORTARE39  verbs.  What  truly 





































Arguments Roles Semantic types 
a1 Agent  
a2 Theme  


















































































  In  Italian  as well  a  subclass  of  verbs  thus  organized  can  be  found;  Italian 
TRASPORTARE  verbs  relate  to  the  causation  of  an  accompanied motion  without 
further lexicalizing the direction or the manner of the motion. The exceptions, both 
in Italian and in English, are the two verbs spingere and tirare (”to push”, “to pull”). 
These  verbs  have  the  same  behavior  as  the  other  members  of  the  class,  but 
lexicalize the direction of the action: forward (spingere) or backwards (tirare). These 
verbs are cross‐listed with SPINGERE/TIRARE verbs (see below).   
  As  the  previous  subclasses,  TRASPORTARE  verbs  can  take  prepositional 
phrases which specify the destination or the source of the action (in the latter case 
the PP  is a modifier rather than a structure of the verb). The only verb that do not 
allows  PPs  indicating  the  Source  or  the  Initial  Location  of  the  action  is  the  verb 
tendere  ,  which  only  allows  directional  PPs.  These  verbs  allow  both  Direct  and 




This  is due  to  the  semantics of  the verbal  roots:  this verbs entail  two distinct and 
separate entities as a1 and a2.  This bias is common among verbs of SENDING AND 
CARRYING which in fact allow Direct  Reflexives in only a minority of cases. 
(1) *Gianni  si  è  trasportato  all’ospedale  (*Gianni  transported  himself  to  the 
hospital) 
(2) Gianni  ha  trasportato Giulia  all’ospedale  (Gianni  transported Giulia  to  the 
hospital) 
These verbs can be constructed both with an Animate and non Animate a1. 
As  seen  before,  however,  the  non  Animate  a1  should  have  some  characteristics 




(4) Il  vento  di  ieri  notte  ha  spinto  le macchine  giù  dalla  scarpata  (Last night’s 
wind pushed the cars down the slope) 
























Arguments Roles Semantic types 
a1 Driver  
a2 Vehicle   




































Modifier Roles Semantic types Examples 
















Italian  GUIDARE  verbs,  at  least  from  this  preliminary  and  partial 
investigation, seem to lexicalize different ways in which a certain entity is moved by 
a  Driver.  The  difference  with  English  appears  to  rely  on  the  fact  that  in  Italian 
GUIDARE  verbs  only  take  Animate  or  Abstract    a2s  in  metaphorical  or  derived 
meanings, while in English they are allowed in the most prototypical senses as well: 
(2) *Ho  guidato  mio  figlio  a  scuola  (I  drove  my  son  to  school)  →  Ho 
accompagnato mio figlio a scuola (I accompanied my son to school) 
(3) Il suo esempio guidò la gente (His example guided people) 
(4) Le  lobby  del  petrolio  hanno  pilotato  le  elezioni  (Oil’s  lobbies  steered  the 
elections) 
































As  the  examples  show,  Movement  verbs  that  encode  direction  and  VERBS  OF 
SENDING AND CARRYING have lexicalized directionality, so the locative particle used 
is  just  “a”  (“to”).  Manner  of  movement  and  GUIDARE  verbs,  instead,  need  an 
additional  preposition  “fino”  (“up  to”)  to  add  the  directionality  of  the  action. 



























Arguments Roles Semantic types 
a1 Agent  
a2 Theme  





















































































Levin distinguishes  the EXERTING of  FORCE  verbs as an  independent  class; 
this class is however presented in a peculiar way in respect to the others: it contains 
only  a  very  limited  set  of  verbs,  without  any  further  subdivision. We  therefore 
decided  to  “split”  the  original  Levin’s  class,:  most  of  the  verbs  were  put  in  an 
additional  subclass  of  SENDING  AND  CARRYING  verbs,  while  several  other 
counterparts to English EXERTING FORCE verbs could be better placed in a different 
class,  together  with  verbs  of  transformation  (e.g:  premere,  schiacciare,  pigiare*, 
spremere*,stritolare*,  strizzare*...).41 The  verbs  that were not  included encode an 
exertion of  force  that  results  in a  transformation of  the  shape of  the object upon 
which the force is directed; this subclass, instead, clusters together verbs that profile 
an exertion of force whose result  is the movement from  its original  location of the 
entity upon which the force is acted. 













which  lexicalizes  in  its own root the  impossibility of a coreference between a1 and 
a2.  There  are  nevertheless  cases  in  which  it  allows  reflexive  forms,  if  it  is 
accompanied by adverbs of motion or direction (via, su, fuori, dentro42 etc..). In this 




A useful perspective  to  analyze  this  group of  verbs may  come  from Talmy 
(1988), where    the concept of “exertion of  force”  is made part of Force Dynamics 
(FD), a new semantic category which is described as a “fundamental notional system 
that  structures  conceptual  material  pertaining  to  force  interaction”  (Talmy, 




1988:49).43  FD  goes  beyond  language  itself:  the  author  states  it  pertains  to  the 
domains of the physical world, psychology, social interaction, cognitive systems etc. 
The force exerted upon an entity, or the entity that bears it, can be either pushing or 
pulling.  “Push”  and  “pull”  are  then    two opposite poles, between which  all other 
verbs representing an exertion of force are placed. 
This  subclass  shares many  characteristics outlined by Talmy  (1988);  first of 
all, these verbs always represent the opposition of two forces, which may be called, 
following  the author, Agonist and Antagonist: “as  they  function within  language,  I 
regard Agonist and Antagonist as semantic roles, on a par with, say, Agent.” (ivi, 53). 
The two forces must be unequal, one stronger and one weaker. The  interaction of 
such  forces  yields  a  resultant:  “as  language  schematizes  it,  this  resultant  is  one 









                                                  










































Arguments Roles Semantic types 
a1 Donor Animate 
a2 Theme  










































Modifier Roles Semantic types Examples 












is characterized by an alternation between  the prepositional  frame  ‘NP1 V NP2  to 
NP3’ and the double object frame ‘NP1 V NP3 NP2’ . The NP that is the object of the 








The  verbs  in  the DARE  subclass  refer  to  the  transfer of possession  from  a 
Donor  to  a Recipient.  They  are  all  transitive  and  generally  constructed with  a  PP 
headed by  {a}  that specifies  the Recipient of  the action. The verbs  in  this subclass 


































Arguments Roles Semantic types 
a1 Seller Animate 
a2 Goods  






















































This  subclass  is not present  in  Levin  (1993), but was  added here  to  group 
verbs  that  profile  a  change  of  possession  that  implies  a  money  transaction. 
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Specifically,  this  group  of  verbs  takes  the  perspective  of  the  Seller,  which  gives 
Goods  to  a Buyer  in  exchange  for  a  sum  of money.  Therefore  they  lexicalize  the 
receiver  of  the  action  (the  Buyer)  as  the  complement  of  a  PP  headed  by  {a}. 
Moreover,  VENDERE  verbs  are  primarily  characterized    by  their  most  typical 
modifier: as above mentioned, they specify in a PP headed by {a} or {per} the sum of 
money used for the transaction: 



































Arguments Roles Semantic types 
a1 Donor Animate 
a2 Theme  





















































of  possession  that will  take  place  in  the  future.”  (Levin  1993:139)  As  in  English, 
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Italian PROMETTERE verbs all  refer  to a  transfer of possession  that has not  taken 




However,  these  verbs  are  polysemous:  they  can  also  take  a  different 
meaning, related to taking commitments for future events. 
























the  original  structure of  the  class  has  been maintained:  PROVVEDERE  verbs  have 





























Arguments Roles Semantic types 
a1 Rewarder/Punisher Animate 



























































that  allow  only  constructions with  an  Animate  or  Abstract  Evaluee  as  a2;  these 




The  only  exception  seems  to  be  the  verb  investire,  that  can  only  take  an 
Animate a2 in the sense here listed. However, investire does not allow the Reflexive 
form, since its a2 is prototypically different from a1. 
These  verbs  lexicalize  the  provided  entity  in  the  verbal  root:  any 
PREMIARE/PUNIRE verb can easily be decomposed  into a DARE verb and  its direct 
object, exactly like their English counterparts. 






























Arguments Roles Semantic types 
a1 Supplier  
a2 Recipient  
























































These  verbs  are  rather  close  in meaning  to  the  previous  group,  but  their 
specific  character  consists  in  focusing   on  the provided  entity  rather  than  on  the 
action.  That  is,  all  the  verbs  in  the  EQUIPAGGIARE  subclass  “seem  to  specify 





they  do  not  allow  the  typical  construction  subj[a1]> V>  obj[a2]>  {a}[a3], with  a3 
being  the  Receiver/Beneficiary.  Their  typical  syntactic  pattern  is  constituted  by  a 
direct  object  taking  the  role  of  the  Beneficiary  of  the  action  (the  Entity  towards 
which  the action  is directed), and by a PP headed by  {con} or  {di}  specifying with 
what the Beneficiary is being equipped.  
They all  refer  to a  rather different kind of possession, which may be called 













verbs) based on  the  syntactic  criterion of  the Benefactive alternation46:  Levin GET 











applies  to    Italian  as well,  but  for different  syntactic  reasons.  The  class  has  been 
subdivided  in  two  groups  depending  on  the  Agentivity  of  their  typical  subject: 
PROCURARE verbs have a strongly agentive subject; OTTENERE verbs, on the other 
hand, do not typically have subjects that carry out the action described by the verb, 
but  rather  are  “beneficiaries”  of  this  action:  the  verb  lexicalizes  something  that 
happens  to  the  subject.  Consequently,  the  Passive  construction  is  highly marked 
with such verbs. Moreover, they do not admit the Indirect Reflexive constructions.  
Thus, we used  these  two  types of  constructions as  syntactic marks  for  the 











         

































Arguments Roles Semantic types 
a1 Recipient Animate 
a2 Theme  



















































































What  is  interesting about this subclass  is that the Agent    is the Recipient of 
the changing of possession, and not a Donor as  for  the case of DARE verbs  (13.1). 
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As  in  English,  some  of  these  verbs47  are  cross‐listed  with  RUBARE  verbs 
(section 10.5); this double classification of a set of verbs  is due to the  fact that “in 






The verb assumere  is  listed here with  two basic meanings of  the  root:  the English 
senses of “to hire”, and that of “to accept, assume”.  
(2) Ho assunto Gianni (I hired Gianni) 
























Arguments Roles Semantic types 
a1 Buyer Animate 
a2 Goods  














































{a, per}PP Money  Ho comprato un computer 
per  trecento  euro  (I 










This  subclass,  like  the  one  under DARE  verbs,  groups  together  verbs  that 
profile  an event  in which  the  change of possession  is  achieved  through  a parallel 
transaction of a sum of money. In this case the verbs reflect the Buyer’s perspective, 
the Agent which acquires some Goods from a Seller in exchange for Money.  
These  verbs  behave  rather  similarly  to  PROCURARE  verbs,  but  what 
distinguishes them is that they have an additional argument (a4) which indicates the 
Recipient or Beneficiary of  the  action of purchase.  Furthermore,  they    allow  as  a 
typical Modifier a PP headed by  {a} or  {per} which specifies  the amount of money 
needed to complete the transaction, as  in the case of VENDERE verbs (see above); 




























Arguments Roles Semantic types 
a1 Recipient Animate 
a2 Theme  































The  verbs  in  this  group  are  semantically  similar  to  PROCURARE  verbs, 
especially  in the  fact  that  the subject  is a Recipient. However, differently  from the 
PROCURARE  class, the verbs listed here are not constructed with strongly agentive 
subjects.  
This  difference  leads  to  a  fundamental  distinction  between  the  two 
subclasses: while in PROCURARE verbs the strongly agentive subject carries out the 
action  and  acquires  the possession of  the Theme,  in OTTENERE  verbs  the  subject 
comes  into  the  possession  of  such  Theme without  a  direct  active  control  of    the 
























Arguments Roles Semantic types 
a1 Agent  
a2 Old Entity  












































another.  They  are  listed  as  members  of  a  subclass  of  verbs  of  CHANGE  OF 
POSSESSION,  however  they  differ  from  the  rest  of  this  class  in  not  encoding  a 








EQUIPAGGIARE    verbs‐  that  does  not  show  the  typical  construction  of  the  class 
subj[a1]> V>  obj[a2]>  {a}[a3].  They  are  instead  construed with  a PP  headed  by  a 
number of prepositions (a, con, in, per) that specifies with what the a2‐direct object 




It  can be  said  that  SCAMBIARE  verbs  allow direct Reflexives,  although  this 
construction is possible only with  some of the members of the subclass: cambiare, 
scambiare, sostituire and sacrificare  (“to change”, “to exchange”, “to  replace”, “to 
sacrifice”).  These  verbs,  when  in  the  Reflexive  form,  are  generally  followed  by 
modifiers. 
(3) Mi sono sacrificato per te! (I sacrificed myself for you)   




















Arguments Roles Semantic types 
a1 Entity 1 (Sharer)  
a2 Commonality  




































These  verbs  are  not  present  in  Levin  1993  nor  in  VerbNet,  but  has  been 
added  in  the  present  work. We  thought  it  necessary,  in  fact,  to  add  a  further 
subclass that included verbs which indicate shared possession rather than a transfer 
of  possession.  That  is, we  grouped  together  verbs  of  change  of  possession  that 
lexicalize actions which do not imply a loss of a2 by a1. 
In Italian such verbs are constructed with the preposition {con} as head of a 







developing  an  Italian  verb  classification,  based  on  the model  of  Levin/Verbnet’s 
system but which   differs  from  the original English one  in a number of ways. The 
present  classification  is not only adapted  to  Italian  syntax and  semantics, but  it  is 
also strongly  rooted  in a distributional and constructionist perspective. First of all, 
the greatest  innovation with respect  to Levin/VerbNet  is  the absence of argument 






conceptual‐semantic  frame  from FrameNet,  in order  to describe  the  type of event 
profiled by  the class. Thirdly, we grouped verbs based on  their distribution  (in  the 
LexIt  database)  and  the  types  of  constructions  they  occur  in  (found  by  analyzing 
both LexIt and ValPal). Therefore, the classes presented here  can be defined as sets 





In  analyzing  and  comparing  Italian  verb  classes  with  their  English 
Levin/VerbNet  counterparts,  we  found  various  mismatches,  which  are  due  to 
syntactic  or  semantic  differences  between  the  two  languages,  or  discrepancies 
between the construction   methodologies. Therefore, several subclasses that were 
present  in  the  original  system  were  eliminated,  and  others  were  added  when 
deemed  necessary.    I  will  here  present  and  discuss  the  subclasses  that  were 
eliminated  from  our  taxonomy,  and  only mention  those  that  are  commented  in 
chapter 3. 
The subclasses that were eliminated from the Italian classification due to the 
inevitable  syntactic or  semantic differences between  Italian  and English  are  SLIDE 
verbs  (VerbNet  class:  11.2),  CONTRIBUTE  verbs  (VerbNet  class:  13.2),  and  BERRY 
verbs (VerbNet class: 13.7). 
  Levin’s  SLIDE  verbs  (bounce,  float,  move,  roll,  slide),  a  subclass  of  the 
SENDING and CARRYING class, are characterized by the author as “intransitive verbs 
of manner of motion, as well as  transitive  verbs of  causing  a  change of position” 
(Levin 1993:134).  In English,  that  is,  there  is a  subset of verbs which  can be used 
both as intransitive and transitive, and the latter use can be roughly paraphrased as 
“cause  x  to  y”, where  y  is  the  verb  in  question.  In  Italian  such  a  subclass  is  not 
possible,  since  the  causative  use  of  an  intransitive  verb  of manner  of motion  is 
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Another excluded subclass, within  the CHANGE of POSSESSION class,  is  the 
one  of  CONTRIBUTE  verbs  (e.g.:  administer,  contribute,  disburse,  distribute,  etc). 
Levin  describes  this  subclass  exclusively  using  syntactic  criteria,  as  she  expressly 
says: “these verbs of change of possession do not allow the dative alternation. Their 










Finally, BERRY  verbs  (e.g.: berry, birdnest, blackberry,  clam,  crab,  fish, etc) 
were eliminated from the Italian version of the classification for both syntactic and 
semantic  reasons.  The  members  of  this  class,  in  fact,  are  all    zero‐related  to 
nominals: “each of these verbs relates to collecting or gathering the entity named by 
the noun from which the verb takes its name.”(Levin 1993:144) In Italian, however, 
not  only  the  zero‐relation  to  nominals  is  not  possible,  but  there  are  also  no 
semantically direct counterparts of  these verbs. They are  typically  translated using 
the verb raccogliere with the direct object (a2) that refers to the plucked fruit: 

















verbs,  but  we  re‐distributed  them  according  to  the  different  constructions  they 
occur  in:  SPRAY/LOAD  verbs  are  cross‐classified between METTERE  and RIEMPIRE 
verbs, and WIPE verbs between VUOTARE and RIMUOVERE. We listed the “holistic” 
sense of SPRAY/LOAD verbs (e.g.: Gianni carica il camion di paglia/ Gianni loads the 
truck  with  hay)  in  the  RIEMPIRE  class,  since  they  appear  to  refer  to  the 
corresponding  semantic  class,  in  which  the  a2  is  totally  filled  with  the  content 
expressed by a3. Contrarily, the “partitive” sense of these verbs (e.g.: Gianni carica 
la paglia  sul  camion/Gianni  loads hay on  the  truck) appear  to  refer  to a PUTTING 
semantic  frame,  and  they  have  been  classified  accordingly.  Similarly,  the  same 
redistribution was made with WIPE  verbs:  their  “holistic”  sense  (e.g.:  Il maestro 
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cancella  la  lavagna/The  teacher wipes  the blackboard) was  assigned  to VUOTARE 
verbs, and the “partitive” one (e.g.: Il maestro cancella le scritte dalla lavagna /The 
teacher wipes the writings from the blackboard) to RIMUOVERE verbs. 
  There  are  also  several  subclasses  that we  added  for  Italian,  or  subclasses 





OF  CLEARING.  In  the  original  system,  these  groups  of  verbs  are  described  as 
subclasses  of  ‐  respectively‐  VERBS  OF  PUTTING  and  REMOVING.  Contrarily,  for 
Italian verbs we saw fit to follow FrameNet  in classifying these verbs: since both of 
these groups of verbs are treated as autonomous classes referring to  independent 
frames  (FILLING  and  EMPTYING),  we  decided  to  classify  them  independently, 
although  they  are  strictly  related  with  PUTTING  and  REMOVING  verbs  both 
semantically  and  syntactically.  Under  the  FILLING  class, we  also  put  IMBURRARE 
verbs,  the  counterpart  to  Levin’s BUTTER  verbs, which  she  lists under PUT  verbs. 
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This  change  of  classification  was  again  due  to  the  semantic  frame  of  the  class: 
IMBURRARE verbs appear to relate more to a FILLING frame than to a PUTTING one. 
Another  difference  is  that  ATTIRARE  verbs,  which  Levin  classifies  as  an 
independent class  (EXERTION of FORCE), are here  listed as a  subclass of SENDING 
AND  CARRYING  verbs.  Contrarily  to  the modifications  explained  above,  this  new 
organization  was  not  based  on  other  resources,  but  entirely  our  decision.  Since 
Levin’s EXERTION OF FORCE class contains only a very  limited set of verbs without 
any  further subdivision, we decided  to “split”  the original class: most of  the verbs 




  Finally,  the more  significant  changes with  respect  to  the original  structure 
were made  in the CHANGE OF POSSESSION class, the most numerous one and the 
one that created the most mismatches between Italian and English. We added three 






lexicalize  a  shared  possession  rather  than  a  transfer  of  possession.  That  is,  these 
verbs lexicalize actions which do not imply a loss of a2 by a1. 
  In conclusion, we consider the work of research here presented as a reliable 
example  of  distribution‐based  Italian  verb  classification.  It  is  clear  that  much 
additional work will be required  in order to fully develop a complete and coherent 
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1. [ax],  [ay]  and  [az]  indicate  generic  arguments  of  verb  structure.  In  each  specific 
construction, arguments are marked by numbers  ([a1],  [a2],  [a3])  indicating which 
argument of the given verbs functions as Subject, Object etc. 
2. Each  construction  is described by  its name or description  found  in  the  literature. 
Several  constructions  are  instead  described  only  by  an  example,  since  they 
represent more specific types of structures. 
3. We  subdivided  the  constructions  into  two  groups:  in  the  first,  constructions  that 
involve only core elements of the argument structure are listed; the second groups 






































































La  tenda  si  è  alzata  per  il  forte 






















































































*In  several  cases  Reflexive  (Direct  and  Indirect)  and  Passive  constructions  can  take  an 
additional PP with an adjunct or argument as complement, depending on the valency of the 
verb. E.g. verbs of PUTTING   usually occur  in Reflexive and Passive  constructions  taking a 
Locative PP:  
1. Gianni si è appoggiato al muro.  (Gianni leaned against the wall)  (DIRECT REFL.) 
2. Gianni  si  accostò  una  mano  alla  fronte.  (Gianni  put  his  hand  on  his  forehead) 
(INDIRECT REFL.) 
3. Il miele viene messo nel tè. (Honey is put into tea) (PASSIVE) 
 
 
 
 
