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Abstract
This paper presents a study of immiscible incompressible two-phase flow through fractured porous me-
dia. The results obtained earlier in the pioneer work by A. Bourgeat, S. Luckhaus, A. Mikelic´ (1996) and
L. M. Yeh (2006) are revisited. The main goal is to incorporate some of the most recent improvements in
the convergence of the solutions in the homogenization of such models. The microscopic model consists
of the usual equations derived from the mass conservation of both fluids along with the Darcy-Muskat law.
The problem is written in terms of the phase formulation, i.e. the saturation of one phase and the pressure of
the second phase are primary unknowns. We will consider a domain made up of several zones with different
characteristics: porosity, absolute permeability, relative permeabilities and capillary pressure curves. The
fractured medium consists of periodically repeating homogeneous blocks and fractures, the permeability
being highly discontinuous. Over the matrix domain, the permeability is scaled by εθ, where ε is the size of
a typical porous block and θ > 0 is a parameter. The model involves highly oscillatory characteristics and
internal nonlinear interface conditions. Under some realistic assumptions on the data, the convergence of the
solutions, and the macroscopic models corresponding to various range of contrast are constructed using the
two-scale convergence method combined with the dilation technique. The results improve upon previously
derived effective models to highly heterogeneous porous media with discontinuous capillary pressures.
Keywords: Homogenization, double porosity media, two-scale convergence, dilation operator.
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1 Introduction
The modeling of displacement process involving two immiscible fluids in fractured porous media is important
to many practical problems, including those in petroleum reservoir engineering, unsaturated zone hydrology,
∗Corresponding author.
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and soil science. More recently, modeling multiphase flow has received an increasing attention in connection
with the disposal of radioactive waste and sequestration of CO2. Furthermore, fractured rock domains corre-
sponding to the so-called Excavation Damaged Zone (EDZ) receives increasing attention in connection with
the behaviour of geological isolation of radioactive waste after the drilling of the wells or shafts, see, e.g., [36].
In this paper we use the homogenization theory to derive a double porosity model describing the flow of
incompressible fluids in fractured reservoirs. The model corresponds physically to immiscible incompressible
two-phase flow through fractured porous media. Naturally fractured reservoirs can be modeled by two super-
imposed continua, a connected fracture system and a system of topologically disconnected matrix blocks. The
fracture system has low storage capacity but high conductivity, while the matrix block system has low conduc-
tivity and large storage capacity. The majority of fluid transport will occur along flow paths through the fissure
system. When the system of fissures is so well developed that the matrix is broken into individual blocks or cells
that are isolated from each other, there is consequently no flow directly from cell to cell, but only an exchange
of fluid between each cell and the surrounding fissure system. For more details on the physical formulation of
such problems see, e.g., [15, 33, 39].
This paper continues the research published in [16] and [40], and the goal is to reformulate in a more sys-
tematic manner and in somewhat more general context the homogenization problem for an immiscible incom-
pressible two-phase flow in double porosity media by weakening the standing assumptions. Special attention is
paid to developing a general approach to incorporating highly heterogeneous porous media with discontinuous
capillary pressures.
During recent decades mathematical analysis and homogenization of multiphase flows in porous media
have been the subject of investigation of many researchers owing to important applications in reservoir sim-
ulation. There is an extensive literature on this subject. We will not attempt a literature review here but will
merely mention a few references. A recent review of the mathematical homogenization methods developed for
incompressible immiscible two-phase flow in porous media and compressible miscible flow in porous media
can be viewed in [5, 29, 30].
Let us now turn to a brief review of the homogenization in double porosity media. Here we restrict ourself
to the mathematical homogenization method as described in [30] for flow and transport in porous media. The
interest for double porosity systems came at first from geophysics. The notion of double porosity, or double
permeability is borne from studies carried out on naturally fractured porous rocks, such as oil fields. The dou-
ble porosity model was first introduced in [14] and it is since used in a wide range of engineering specialities.
The first rigorous mathematical result on the subject was obtained in [13], where a linear parabolic equation
with asymptotically degenerating coefficients describing a single-phase flow in fractured media was consid-
ered. This result is then generalized in [17, 18, 32, 35] for non-periodic domains and various rates of contrast.
Linear double porosity models with thin fissures were considered in [11, 34]. A singular double porosity model
was considered in [19]. Notice that the works [11, 18, 32, 34] are done in the framework of Khruslov’s energy
characteristic method which is close to the Γ-convergence method. Let us also notice that the double porosity
model was obtained in [30] (see Chapter 3) using the two-scale convergence method. Non-linear double poros-
ity models, elliptic and parabolic, including the homogenization in variable Sobolev spaces, were obtained in
[7, 8, 23, 24, 26]. A study of discrete double-porosity models in the case of elastic energies has been recently
done in [20]. Finally, in order to complete this brief review, we turn to the multiphase flow double porosity
models. These models were obtained e.g., in [16, 23, 40] (see also [30] and the references therein) and re-
cently in [2, 6] for immiscible compressible two-phase flows. A fully homogenized model for incompressible
two-phase flow in double porosity media was obtained in [31].
This paper is concerned with a nonlinear degenerate system of diffusion-convection equations modeling the
flow and transport of immiscible incompressible fluids through highly heterogeneous porous media, capillary
and gravity effects being taken into account. We will consider a domain made up of several zones with differ-
ent characteristics: porosity, absolute permeability, relative permeabilities and capillary pressure curves. The
model to be presented herein is formulated in terms of the wetting phase saturation and the non-wetting phase
2
pressure, and the feature of the global pressure as introduced in [12, 21] for incompressible immiscible flows
is used to establish a priori estimates. The governing equations are derived from the mass conservation laws of
both fluids, along with constitutive relations relating the velocities to the pressures gradients and gravitational
effects. Traditionally, the standard Muskat-Darcy law provides this relationship. Let us mention that the main
difficulties related to the mathematical analysis of such equations are the coupling and the degeneracy of the
diffusion term in the saturation equation. Moreover the transmission conditions are nonlinear and the saturation
is discontinuous at the interface separating the two media.
We start with a microscopic model defined on a domain with periodic microstructure. We will consider a
domain made up of several zones with different characteristics: porosity, absolute permeability, relative perme-
abilities and capillary pressure curves. The fractured medium consists of periodically repeating homogeneous
blocks and fractures, the permeability being highly discontinuous. Over the matrix domain, the permeability is
scaled by εθ, where ε is the size of a typical porous block and θ > 0 is a parameter. Our aim is to study the
macroscopic behavior of solutions of this system of equations as ε tends to zero and give a rigorous mathemat-
ical derivation of upscaled models by means of the two-scale convergence method combined with the dilation
technique. Thus, we extend the results of [16, 40] to the case of highly heterogeneous porous media with
discontinuous capillary pressures.
The rest of the paper is organized as follows. In Section 2, we describe the physical model and formulate the
corresponding mathematical problem. We also provide the assumptions on the data and a weak formulation of
the problem firstly in terms of phase pressures and secondly in terms of the global pressure and the saturation.
Section 3 is then devoted to the derivation of the basic a priori estimates of the problem under consideration.
In Section 4 we formulate the two-scale convergence results which will be used in the derivation of the homog-
enized system. The key point here is the proof of the compactness result for the restriction-extension sequence
of the wetting fluid saturation defined on the fracture set. It is done by using the ideas from [40]. Section 5 is
devoted to the definition and the properties of the dilation operator and to the formulation of the convergence
results for the dilated functions defined on the matrix part. The key point of the section is the proof of the
compactness result for the dilated saturations which is done by using the compactness result from [5]. The
formulation of the main results of the paper is given in Section 6. The resulting homogenized problem is a
dual-porosity type model that contains a term representing memory effects which could be seen as source term
or as a time delay for θ = 2, and it is a single porosity model with effective coefficients for 0 < θ < 2 or θ > 2.
The proof of the convergence theorem in the critical case (θ = 2) is done in subsection 6.1. The key point here
is subsection 6.1.6, where we prove the uniqueness of the solution to the local problem. The proof is done by
reducing the problem in the phase formulation to a boundary value problem for an imbibition equation and by
using ideas from [38]. The proofs of the convergence theorems for non-critical cases (θ > 2 or 0 < θ < 2)
are given in subsections 6.2, 6.3. The effective model obtained in the case of moderate contrast (0 < θ < 2,
subsection 6.3), up to our knowledge, is for the first time proposed and rigorously justified here.
2 Formulation of the problem
The outline of this section is as follows. First, in subsection 2.1 we give a short description of the mathematical
and physical model used in this study for immiscible incompressible two-phase flow in a periodic double
porosity medium. The notion of the global pressure is briefly recalled in subsection 2.2. Finally, in subsection
2.3, we present the main assumptions on the data and we define the weak solution to our problem, first in terms
of phase pressures and then an equivalent one in terms of the global pressure and saturation.
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Figure 1: (a) The domain Ω. (b) The reference cell Y .
2.1 Microscopic model
We consider a reservoir Ω ⊂ Rd (d = 2, 3) which is assumed to be a bounded, connected Lipschitz domain
with a periodic microstructure. More precisely, we will scale this structure by a parameter ε which represents
the ratio of the cell size to the size of the whole region Ω and we assume that 0 < ε ≪ 1 is a small parameter
tending to zero. Let Y = (0, 1)d be a basic cell of a fractured porous medium. For the sake of simplicity
and without loss of generality, we assume that Y is made up of two homogeneous porous media Ym and Yf
corresponding to the parts of the domain occupied by the matrix block and the fracture, respectively (see Fig.1
(b)). Thus Y = Ym∪Yf ∪Γfm, where Γfm denotes the interface between the two media. Let Ωεℓ with ℓ = ”f” or
”m” denotes the open set corresponding to the porous medium with index ℓ. Then Ω = Ωεm ∪ Γεfm ∪Ωεf , where
Γε
fm
def
= ∂Ωε
f
∩ ∂Ωεm ∩Ω and the subscripts ”m”, ”f” refer to the matrix and fracture, respectively (see Fig.1 (a)).
For the sake of simplicity, we assume that Ωεm ∩ ∂Ω = ∅. We also introduce the notation:
ΩT
def
=Ω× (0, T ), Ωεℓ,T def=Ωεℓ × (0, T ), ΣεT def=Γεfm × (0, T ), where T > 0 is fixed. (2.1)
Before describing the equations of the model, we give some notation: Φε(x) = Φ(x, xε ) is the porosity of
the reservoir Ω; Kε(x) = K(x, xε ) is the absolute permeability tensor of Ω; ̺w, ̺n are the densities of wetting
and nonwetting fluids, respectively; Sεℓ,w = Sεℓ,w(x, t), Sεℓ,n = Sεℓ,n(x, t) are the saturations of wetting and
nonwetting fluids in Ωεℓ , respectively; k
(ℓ)
r,w = k
(ℓ)
r,w(Sεℓ,w), k
(ℓ)
r,n = k
(ℓ)
r,n(Sεℓ,n) are the relative permeabilities of
wetting and nonwetting fluids in Ωεℓ , respectively; pεℓ,w = pεℓ,w(x, t), pεℓ,n = pεℓ,n(x, t) are the phase pressures
of wetting and nonwetting fluids in Ωεℓ , respectively. Here ℓ = f,m.
The conservation of mass in each phase can be written as (see, e.g., [21, 22, 28]):
Φε(x)
∂
∂t
[
Sεℓ,w ̺w(p
ε
ℓ,w)
]
+ div
{
̺w(p
ε
ℓ,w) ~q
ε
ℓ,w
}
= F εℓ,w(x, t) in Ω
ε
ℓ,T ;
Φ(x)
∂
∂t
[
Sεℓ,n ̺n(p
ε
ℓ,n)
]
+ div
{
̺n(p
ε
ℓ,n) ~q
ε
ℓ,n
}
= F εℓ,n(x, t) in Ω
ε
ℓ,T ,
(2.2)
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where the velocities of the wetting and nonwetting fluids ~q εℓ,w, ~q εℓ,n are defined by Darcy-Muskat’s law:
~q εℓ,w
def
=−Kε(x)λℓ,w(Sεℓ,w)
[∇pεℓ,w − ̺w(pεℓ,w)~g] , with λℓ,w(Sεℓ,w) def= k(ℓ)r,wµw (Sεℓ,w); (2.3)
~q εℓ,n
def
=−Kε(x)λℓ,n(Sεℓ,n)
[∇pεℓ,n − ̺n(pεℓ,n)~g] , with λℓ,n(Sℓ,n) def= k(ℓ)r,nµn (Sεℓ,n). (2.4)
Here ~g, µw, µn are the gravity vector and the viscosities of the wetting and nonwetting fluids, respectively. The
source terms F εℓ,w, F
ε
ℓ,n are given by:
F εℓ,w
def
= ̺w(p
ε
ℓ,w)S
I
ℓ,wfI(x, t)− ̺w(pεℓ,w)Sεℓ,wfP (x, t); (2.5)
F εℓ,n
def
= ̺n(p
ε
ℓ,n)S
I
ℓ,nfI(x, t)− ̺n(pεℓ,n)Sεℓ,nfP (x, t), (2.6)
where fI , fP > 0 are injection and productions terms and SIℓ,w, SIℓ,n are known injection saturations.
From now on we deal with two incompressible fluids, that is the densities of the wetting and nonwetting
fluids are constants, which for the sake of simplicity and brevity, will be taken equal to one, i.e. ̺w(pεℓ,w) =
̺n(p
ε
ℓ,n) = 1. The model is completed as follows. By the definition of saturations, one has Sεℓ,w + Sεℓ,n = 1
with Sεℓ,w, Sεℓ,n > 0. We set Sεℓ
def
=Sεℓ,w. Then the curvature of the contact surface between the two fluids links
the difference in the pressures of the two phases to the saturation by the capillary pressure law:
Pℓ,c(S
ε
ℓ )
def
= pεℓ,n − pεℓ,w with P ′ℓ,c(s) < 0 for all s ∈ (0, 1) and Pℓ,c(1) = 0, (2.7)
where P ′ℓ,c(s) denotes the derivative of the function Pℓ,c(s).
Now due to the assumptions on the densities of the liquids, we rewrite the system (2.2) as follows:
0 6 Sε 6 1 in ΩT ;
Φε(x)
∂Sε
∂t
− div
{
Kε(x)λw
(x
ε
, Sε
)
(∇pεw − ~g)
}
= F εw in ΩT ;
−Φε(x)∂S
ε
∂t
− div
{
Kε(x)λn
(x
ε
, Sε
)
(∇pεn − ~g)
}
= F εn in ΩT ;
Pc
(
x
ε , S
ε
)
= pεn − pεw in ΩT ,
(2.8)
where λℓ,n(Sεℓ ) := λℓ,n(1− Sεℓ ) and each function uε := Sε, pεw, pεn, F εw, F εn is defined as:
uε
def
=uε
f
(x, t)1ε
f
(x) + uεm(x, t)1
ε
m(x). (2.9)
Here 1εℓ = 1ℓ(
x
ε ) is the characteristic function of the subdomain Ω
ε
ℓ for ℓ = f,m. The exact form of the porosity
function and the absolute permeability tensor corresponding to the double porosity model will be specified in
conditions (A.1), (A.2) in subsection 2.3 below.
Model (2.8) have to be completed with appropriate interface, boundary and initial conditions.
Interface conditions. The continuity at the interface Γε
fm
of the phase fluxes and the phase pressures, gives the
following transmission conditions:{
~q ε
f,w · ~ν = ~q εm,w · ~ν and ~q εf,n · ~ν = ~q εm,n · ~ν on ΣεT ;
pε
f,w = p
ε
m,w and p
ε
f,n = p
ε
m,n on Σ
ε
T ,
(2.10)
where ΣεT is defined in (2.1), ~ν is the unit outer normal on Γεfm, and the fluxes ~q εℓ,w, ~q εℓ,n, under the assumption
on the densities of the liquids, are equal to the velocities (2.3), (2.4).
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Remark 1 It is important to notice that in contrast to the functions pεn, pεw, the saturation Sε may have a jump
at the interface Γε
fm
. Namely, it is easy to see from the transmission conditions (2.10) for the phase pressures
that Pf,c(Sε1) = Pm,c(Sε2) on ΣεT which gives a discontinuity of the saturation at the interface.
Now we specify the boundary and initial conditions. We suppose that the boundary ∂Ω consists of two
parts Γ1 and Γ2 such that Γ1 ∩ Γ2 = ∅, ∂Ω = Γ1 ∪ Γ2.
Boundary conditions: {
pεw(x, t) = p
ε
n(x, t) = 0 on Γ1 × (0, T );
~q ε
f,w · ~ν = ~q εf,n · ~ν = 0 on Γ2 × (0, T ).
(2.11)
Initial conditions:
pεw(x, 0) = p
0
w(x) and p
ε
n(x, 0) = p
0
n(x) in Ω. (2.12)
2.2 A fractional flow formulation
In the sequel, we will use a formulation obtained after transformation using the concept of the global pressure
introduced in [12, 21]. For each subdomain Ωεℓ , the global pressure, Pεℓ , is defined by:
pεℓ,w
def
=Pεℓ + Gℓ,w(S
ε
ℓ ) and p
ε
ℓ,n
def
=Pεℓ + Gℓ,n(S
ε
ℓ ), (2.13)
where the functions Gℓ,w(s), Gℓ,n(s) are given by:
Gℓ,n(S
ε
ℓ )
def
=Gℓ,n(0) +
Sε
ℓ∫
0
λℓ,w(s)
λℓ(s)
P ′ℓ,c(s) ds and Gℓ,w(S
ε
ℓ )
def
=Gℓ,n(S
ε
ℓ )− Pℓ,c (Sεℓ ) , (2.14)
where λℓ(s)
def
=λℓ,w(s)+λℓ,n(s) and Gℓ,n(0) is a constant chosen to ensure pεℓ,w 6 Pεℓ 6 pεℓ,n. Notice that from
(2.14) we get:
λℓ,w(S
ε
ℓ )∇Gℓ,w(Sεℓ ) = ∇βℓ(Sεℓ ) and λℓ,n(Sεℓ )∇Gℓ,n(Sεℓ ) = −∇βℓ(Sεℓ ), (2.15)
where
βℓ(s)
def
=
s∫
0
αℓ(ξ) dξ with αℓ(s)
def
=
λℓ,n(s)λℓ,w(s)
λℓ(s)
∣∣P ′ℓ,c(s)∣∣ . (2.16)
Furthermore, we have the following important relation:
λℓ,n(S
ε
ℓ )|∇pεℓ,n|2 + λℓ,w(Sεℓ )|∇pεℓ,w|2 = λℓ(Sεℓ )|∇Pεℓ |2 + |∇bℓ(Sεℓ )|2 , (2.17)
where
bℓ(s)
def
=
s∫
0
aℓ(ξ) dξ with aℓ(s)
def
=
√
λℓ,n(s)λℓ,w(s)
λℓ(s)
∣∣P ′ℓ,c(s)∣∣ . (2.18)
Now if we use the global pressure and the saturation as new unknown functions then (2.8) reads:
0 6 Sεℓ 6 1 in Ω
ε
ℓ,T ;
Φε(x)
∂Sεℓ
∂t
− div
{
Kε(x) [λℓ,w(S
ε
ℓ )∇Pεℓ +∇βℓ(Sεℓ )− λℓ,w(Sεℓ )~g]
}
= F εℓ,w in Ω
ε
ℓ,T ;
−Φε(x)∂S
ε
ℓ
∂t
− div
{
Kε(x) [λℓ,n(S
ε
ℓ )∇Pεℓ −∇βℓ(Sεℓ )− λℓ,n(Sεℓ )~g]
}
= F εℓ,n in Ω
ε
ℓ,T .
(2.19)
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The system (2.19) is completed by the following boundary, interface and initial conditions.
Boundary conditions: {
Sε = 1 and Pε = PΓ1 on Γ1 × (0, T );
~q ε
f,w · ~ν = ~q εf,n · ~ν = 0 on Γ2 × (0, T ),
(2.20)
where PΓ1 is a given constant and ~q εℓ,w, ~q εℓ,n are defined by
~q εℓ,w
def
=−Kε(x) [λℓ,w(Sεℓ )∇Pεℓ +∇βℓ(Sεℓ )− λℓ,w(Sεℓ )~g] ; (2.21)
~q εℓ,n
def
=−Kε(x) [λℓ,n(Sεℓ )∇Pεℓ −∇βℓ(Sεℓ )− λℓ,n(Sεℓ )~g] . (2.22)
Interface conditions: 
~q ε
f,w · ~ν = ~q εm,w · ~ν and ~q εf,n · ~ν = ~q εm,n · ~ν on ΣεT ;
Pε
f
+ Gf,j(S
ε
f
) = Pεm + Gm,j(S
ε
m) on Σ
ε
T (j = w,n);
Pf,c (S
ε
f
) = Pm,c (S
ε
m) on Σ
ε
T .
(2.23)
Note that the global pressure function might be discontinuous at the interface. This makes the compactness
result in Section 4 non-trivial.
Initial conditions:
Sεℓ (x, 0) = S
0
ℓ (x) and P
ε
ℓ(x, 0) = P
0
ℓ (x) in Ω. (2.24)
2.3 Weak formulations of the problem
Let us begin this subsection by stating the following assumptions.
(A.1) The porosity Φε is given by Φε(x) def=Φε
f
(x)1ε
f
(x) + Φεm(x)1
ε
m(x) = Φ
ε
f
(x)1ε
f
(x) + Φm
(
x
ε
)
1
ε
m(x),
where Φε
f
∈ L∞(Ω) and there are positive constants 0 < φℓ− < φℓ+ < 1, ℓ = f,m, that do not depend
on ε and such that 0 < φf− 6 Φεf (x) 6 φf+ < 1 a.e. in Ω. Moreover, Φεf −→ ΦHf strongly in L2(Ω).
Φm = Φm(y) is Y -periodic, Φm ∈ L∞(Y ) and such that 0 < φm− 6 Φm(y) 6 φm+ < 1 a.e. in Y .
(A.2) The permeability Kε(x) = Kε(x, xε ) is defined as Kε(x, y)
def
=K(x, y)1ε
f
(x) + κ(ε)K(x, y)1εm(x),
where κ(ε) def= εθ with θ > 0 and K ∈ (L∞(Ω × Y ))d×d. Moreover, there exist constants kmin, kmax
such that 0 < kmin < kmax and kmin|ξ|2 ≤ (K(x, y) ξ, ξ) ≤ kmax|ξ|2 for all ξ ∈ Rd, a.e. in Ω× Y.
(A.3) The capillary pressure function Pℓ,c(s) ∈ C1([0, 1];R+), ℓ = f,m. Moreover, P ′ℓ,c(s) < 0 in [0, 1],
Pℓ,c(1) = 0 and Pf,c(0) = Pm,c(0).
(A.4) The functions λℓ,w, λℓ,n belong to the space C([0, 1];R+) and satisfy the following properties:
(i) 0 6 λℓ,w, λℓ,n 6 1 in [0, 1]; (ii) λℓ,w(0) = 0 and λℓ,n(1) = 0; (iii) there is a positive constant L0 such
that λℓ(s) = λℓ,w(s) + λℓ,n(s) > L0 > 0 in [0, 1].
(A.5) The functions αℓ ∈ C([0, 1];R+). Moreover, αℓ(0) = αℓ(1) = 0 and αℓ > 0 in (0, 1).
(A.6) The functions β−1ℓ , inverse of βℓ defined in (2.16) are Ho¨lder functions of order γ ∈ (0, 1) in [0, βℓ(1)].
Namely, there exists a positive constant Cβ such that for all s1, s2 ∈ [0, β(1)], we have:∣∣β−1ℓ (s1)− β−1ℓ (s2)∣∣ 6 Cβ |s1 − s2|γ .
(A.7) The initial data for the pressures are such that p0n, p0w ∈ L2(Ω).
7
(A.8) The initial data for the saturation S0 is given by Pℓ,c(S0ℓ ) = p0ℓ,n − p0ℓ,w and is such that S0 ∈ L∞(Ω)
and 0 6 S0 6 1 a.e.in Ω.
(A.9) The source terms F εw, F εn are equal to zero on the matrix part, i.e. F εw def=1εf (x)
[
SI
f,wfI(x, t)−Sεf fP (x, t)
]
and F εn
def
=1ε
f
(x)
[
SI
f,nfI(x, t)− (1− Sεf )fP (x, t)
]
, where fI , fP ∈ L2(ΩT ) and 0 6 SIf,w, SIf,n 6 1.
The assumptions (A.1)–(A.9) are classical and physically meaningful for existence results and homoge-
nization problems of two-phase flow in porous media. They are similar to the assumptions made in [12, 21]
that dealt with the existence of a weak solution of the studied problem.
We next introduce the following Sobolev space: H1Γ1(Ω)
def
=
{
u ∈ H1(Ω) : u = 0 on Γ1
}
. The space H1Γ1(Ω)
is a Hilbert space. The norm in this space is given by ‖u‖H1
Γ1
(Ω) = ‖∇u‖(L2(Ω))d .
Definition 2.1 (Weak solution in terms of phase pressures) We say that the functions 〈pεw, pεn, Sε〉 is a weak
solution of problem (2.8) if
(i) 0 6 Sε 6 1 a.e. in ΩT and Pℓ,c(Sεℓ )
def
= pεℓ,n − pεℓ,w for ℓ ∈ {f,m}.
(ii) The functions pεw, pεn are such that
pεw , p
ε
n ,
√
λw(x, Sε)∇pεw ,
√
λn(x, Sε)∇pεn ∈ L2(ΩT ).
(iii) The boundary conditions (2.11) and the initial conditions (2.12) are satisfied.
(iv) For any ϕw, ϕn ∈ C1([0, T ];H1Γ1(Ω)) satisfying ϕw(T ) = ϕn(T ) = 0, we have:
−
∫
ΩT
Φε(x)Sε
∂ϕw
∂t
dxdt−
∫
Ω
ΦεS0ϕ0w dx+
∫
ΩT
Kε(x)λw
(x
ε
, Sε
)
(∇pεw − ~g) · ∇ϕw dxdt =
∫
ΩT
F εw ϕw dxdt; (2.25)
∫
ΩT
Φε(x)Sε
∂ϕn
∂t
dxdt +
∫
Ω
ΦεS0ϕ0n dx+
∫
ΩT
Kε(x)λn
(x
ε
, Sε
)
(∇pεn − ~g) · ∇ϕn dxdt =
∫
ΩT
F εn ϕn dxdt, (2.26)
where ϕ0w
def
=ϕw(0, x), ϕ
0
n
def
=ϕn(0, x), and the function S0 = S0(x) is defined by the initial condition (2.12)
and the capillary pressure relation (2.7).
Let us also give an equivalent definition of a weak solution in terms of the global pressure and the saturation.
Definition 2.2 (Weak solution in terms of global pressure and saturation) We say that the pair of functions 〈Sε,Pε〉
is a weak solution of problem (2.19) if
(i) 0 6 Sε 6 1 a.e. in ΩT .
(ii) The global pressure function Pεℓ ∈ L2(0, T ;H1(Ωεℓ)) and, for any ε > 0, the saturation function Sεℓ is
such that βℓ(Sεℓ ) ∈ L2(0, T ;H1(Ωεℓ)).
(iii) The boundary conditions (2.20) and the initial conditions (2.24) are satisfied.
(iv) For any ϕw, ϕn ∈ C1([0, T ];H1Γ1(Ω)) satisfying ϕw(T ) = ϕn(T ) = 0, we have:
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−
∫
ΩT
Φε(x)Sε
∂ϕw
∂t
dxdt−
∫
Ω
Φε(x)S0ϕ0w dx+
∫
Ωε
f,T
Kε(x)
{
λ f,w(S
ε
f
) (∇Pε
f
− ~g) +∇βf(Sεf )
}
· ∇ϕw dxdt+
+ κ(ε)
∫
Ωε
m,T
Kε(x)
{
λm,w(S
ε
m) (∇Pεm − ~g) +∇βm(Sεm)
}
· ∇ϕw dxdt =
∫
Ωε
f,T
F εw ϕw dxdt; (2.27)
∫
ΩT
Φε(x)Sε
∂ϕn
∂t
dxdt+
∫
Ω
Φε(x)S0ϕ0n dx+
∫
Ωε
f,T
Kε(x)
{
λ f,n(S
ε
f ) (∇Pεf − ~g)−∇βf(Sεf )
}
· ∇ϕn dxdt+
+ κ(ε)
∫
Ωε
m,T
Kε(x)
{
λm,n(S
ε
m) (∇Pεm − ~g)−∇βm(Sεm)
}
· ∇ϕn dxdt =
∫
Ωε
f,T
F εn ϕn dxdt. (2.28)
Existence theorem for the weak solutions defined in Definition 2.1 and Definition 2.2 is given in [10] in more
general case of compressible fluids.
Notational convention. In what follows C,C1, .. denote generic constants that do not depend on ε.
3 A priori uniform estimates
The uniform estimates for the initial system (2.8) or the equivalent one (2.19) are given by the following lemma:
Lemma 3.1 Let 〈pεw, pεn, Sε〉 be a solution to problem (2.8). Then under assumptions (A.1)-(A.9) the following
uniform in ε estimates hold true:∥∥√λf,w (Sεf )∇pεf,w∥∥L2(Ωε
f,T
)
+
∥∥√λf,n (Sεf )∇pεf,n∥∥L2(Ωε
f,T
)
+
+ κ
1
2 (ε)
∥∥√λm,w (Sεm)∇pεm,w∥∥L2(Ωε
m,T
)
+ κ
1
2 (ε)
∥∥√λm,n (Sεm)∇pεm,n∥∥L2(Ωε
m,T
)
6 C; (3.1)
‖∇βf(Sεf )‖L2(Ωε
f,T
) + ‖∇Pεf ‖L2(Ωε
f,T
) + κ
1
2 (ε) ‖∇βm(Sεm)‖L2(Ωε
m,T
) + κ
1
2 (ε) ‖∇Pεm‖L2(Ωε
m,T
) 6 C, (3.2)
where κ(ε) def= εθ with θ > 0.
Proof of Lemma 3.1. Notice that the uniform boundedness results (3.1), (3.2) were already proved by many
authors (see, e.g., [40] and the references therein) in the case when the source terms in (2.8) were assumed to be
zero. We also refer here to [5] and the references therein, where the uniform boundedness results were obtained
in the case of compressible two-phase flows in porous media. Here, for reader’s convenience, we recall the
proof of the bounds (3.1), (3.2) focusing on the terms involving the source functions F εw, F εn .
We start our analysis by obtaining the uniform bound (3.1). To this end we multiply the first equation in
(2.8) by pεw, the second equation in (2.8) by pεn and then integrate over the domain Ω. Taking into account the
boundary conditions (2.11) after integration by parts, we get the following energy equality:
− d
dt
∫
Ω
Φε(x)̥(Sε) dx+
∫
Ω
{
Kε(x)λw
(x
ε
, Sε
)
(∇pεw − ~g)
}
· ∇pεw dx+
+
∫
Ω
{
Kε(x)λn
(x
ε
, Sε
)
(∇pεn − ~g)
}
· ∇pεn dx =
∫
Ω
[F εw(x, t) p
ε
w + F
ε
n(x, t) p
ε
n] , (3.3)
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where
̥(Sε)
def
=̥f(S
ε
f )1
ε
f (x) +̥m(S
ε
m)1
ε
m(x)
def
=1εf (x)
Sε
f∫
1
Pf,c(u) du + 1
ε
m(x)
Sεm∫
1
Pm,c(u) du. (3.4)
The equality (3.3) is the desired energy equality which will be used below to obtain the necessary bounds
that are uniform in ε. To this end we integrate (3.3) over the interval (0, T ) to get:
−
∫
Ω
Φε(x)̥(Sε) dx+
∫
ΩT
{
Kε(x)λw
(x
ε
, Sε
)
(∇pεw − ~g)
}
· ∇pεw dxdt+
+
∫
ΩT
{
Kε(x)λn
(x
ε
, Sε
)
(∇pεn − ~g)
}
· ∇pεn dxdt = Jεw,n −
∫
Ω
Φε(x)̥ (Sε(x, 0)) dx, (3.5)
where
J
ε
w,n
def
=
∫
ΩT
[F εw(x, t) p
ε
w + F
ε
n(x, t) p
ε
n] dxdt. (3.6)
First, we notice that due to the positiveness of the porosity function Φε and the definition of the function
̥ (Sε) we have that the first term on the left-hand side of (3.5) is bounded from below by a constant which
does not depend on ε. It is also easy to see from conditions (A.1), (A.3) that the second term on the right-hand
side of (3.5) is uniformly bounded in ε. Then from (3.5) we get the following inequality:∫
ΩT
Kε(x)λw
(x
ε
, Sε
)
∇pεw · ∇pεw dxdt+
∫
ΩT
Kε(x)λn
(x
ε
, Sε
)
∇pεn · ∇pεn dxdt 6
6 C +
∫
ΩT
Kε(x)λw
(x
ε
, Sε
)
~g · ∇pεw dxdt+
∫
ΩT
Kε(x)λn
(x
ε
, Sε
)
~g · ∇pεn dxdt+ Jεw,n. (3.7)
With the help of Young’s inequality the second and the third terms in the right-hand side of (3.7) can be absorbed
by the first and second term in the left-hand side of (3.7). Namely, we get:∫
ΩT
Kε(x)λw
(x
ε
, Sε
)
∇pεw · ∇pεw dxdt+
∫
ΩT
Kε(x)λn
(x
ε
, Sε
)
∇pεn · ∇pεn dxdt 6 C
[
1 + Jεw,n
]
. (3.8)
Now it remains to estimate Jεw,n. Due to condition (A.9), it can be written as:
J
ε
w,n =
∫
Ωε
f,T
[
SIf,wfI(x, t)− Sεf fP (x, t)
]
pεf,w dxdt+
∫
Ωε
f,T
[
SIf,nfI(x, t)− (1− Sεf )fP (x, t)
]
pεf,n dxdt
def
=
def
= Jεw + J
ε
n. (3.9)
Consider, first, the term Jεw. From the boundedness of the saturation functions, Cauchy’s inequality and condi-
tion (A.9), we get: ∣∣Jεw∣∣ 6 [‖fI‖L2(ΩT ) + ‖fP ‖L2(ΩT )] ‖pεf,w‖L2(Ωεf,T ) 6 C1 ‖pεf,w‖L2(Ωεf,T ). (3.10)
In a similar way, ∣∣Jεn∣∣ 6 C2 ‖pεf,n‖L2(Ωε
f,T
). (3.11)
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Now using condition (A.2), (3.9), (3.10), and (3.11), from the inequality (3.8), we get:
L
ε def= kmin
∫
Ωε
f,T
λf,w(S
ε
f )
∣∣∇pεf,w∣∣2 dxdt+ kmin ∫
Ωε
f,T
λf,n(S
ε
f )
∣∣∇pεf,n∣∣2 dxdt+
+κ(ε) kmin
∫
Ωε
m,T
λm,w(S
ε
m)
∣∣∇pεm,w∣∣2 dxdt+ κ(ε) kmin ∫
Ωε
m,T
λm,n(S
ε
m)
∣∣∇pεm,n∣∣2 dxdt 6
6 C3
[
1 + ‖pε
f,w‖L2(Ωε
f,T
) + ‖pεf,n‖L2(Ωε
f,T
)
]
. (3.12)
Consider the right-hand side of (3.12). From (2.13) we have:
‖pεf,w‖L2(Ωε
f,T
) + ‖pεf,n‖L2(Ωε
f,T
) 6
6
[
‖Pεf ‖L2(Ωε
f,T
) + ‖Gf,w(Sεf )‖L2(Ωε
f,T
) + ‖Pεf ‖L2(Ωε
f,T
) + ‖Gf,n(Sεf )‖L2(Ωε
f,T
)
]
. (3.13)
Then, taking into account that the functions Gf,w(Sεf ),Gf,n(Sεf ) are uniformly bounded in ε, the inequality
(3.12) takes the form:
L
ε
6 C4
[
1 + ‖Pεf ‖L2(Ωε
f,T
)
]
. (3.14)
Taking into account the boundary condition Pε = PΓ1 = Const on Γ1 × (0, T ) and applying Friedrich’s
inequality we obtain that
‖Pεf ‖L2(Ωε
f,T
) 6 C5
[
1 + ‖∇Pεf ‖L2(Ωε
f,T
)
]
. (3.15)
Finally, in view of (3.15), the inequality (3.14) takes the form:∫
Ωε
f,T
λf,w(S
ε
f )
∣∣∇pεf,w∣∣2 dxdt+ ∫
Ωε
f,T
λf,n(S
ε
f )
∣∣∇pεf,n∣∣2 dxdt+ κ(ε) ∫
Ωε
m,T
λm,w(S
ε
m)
∣∣∇pεm,w∣∣2 dxdt+
+ κ(ε)
∫
Ωε
m,T
λm,n(S
ε
m)
∣∣∇pεm,n∣∣2 dxdt 6 C6 [1 + ‖∇Pεf ‖L2(Ωε
f,T
)
]
. (3.16)
In order to complete the derivation of the uniform estimate, we make use of the equality (2.17). We estimate
the norm of ∇Pε
f
using the Cauchy inequality as follows:
C6 ‖∇Pεf ‖L2(Ωε
f,T
) 6 C6
η
2
‖∇Pεf ‖2L2(Ωε
f,T
) + C6
1
2η
, (3.17)
where η > 0 is an arbitrary number. Moreover, it follows from (2.17) that
λf(S
ε
f )|∇Pεf |2 6 λf,n(Sεf )|∇pεf,n|2 + λf,w(Sεf )|∇pεf,w|2. (3.18)
Now (3.17) allows us to rewrite (3.16) in the form:∫
Ωε
f,T
λf,w(S
ε
f
)
∣∣∇pε
f,w
∣∣2 dxdt+ ∫
Ωε
f,T
λf,n(S
ε
f
)
∣∣∇pε
f,n
∣∣2 dxdt+ κ(ε) ∫
Ωε
m,T
λm,w(S
ε
m)
∣∣∇pεm,w∣∣2 dxdt+
+ κ(ε)
∫
Ωε
m,T
λm,n(S
ε
m)
∣∣∇pεm,n∣∣2 dxdt 6 C6 + C6 η2 ‖∇Pεf ‖2L2(Ωεf,T ) + C6 12η . (3.19)
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Let us estimate the second term on the right-hand side of (3.19). From condition (A.4) and (3.18), we have:
C6
η
2
‖∇Pεf ‖2L2(Ωε
f,T
) 6
C6η
2L0
∫
Ωε
f,T
λf(S
ε
f )
∣∣∇Pεf ∣∣2 dxdt
6
C6η
2L0
∫
Ωε
f,T
[
λf,w(S
ε
f )
∣∣∇pεf,w∣∣2 + λf,n(Sεf )∣∣∇pεf,n∣∣2] dxdt. (3.20)
We set η = L0C6 and, finally, obtain from (3.19) the desired inequality (3.1).
Now we turn to the uniform bound (3.2). It immediately follows from (3.1) equality (2.17) and the following
inequality: |∇βℓ(Sεℓ )| 6 C |∇bℓ(Sεℓ )|. This completes the proof of Lemma 3.1.
Lemma 3.2 Let 〈pεw, pεn, Sε〉 be a solution to problem (2.8) and κ(ε) def= εθ with θ 6 2. Then under assumptions
(A.1)-(A.9) the following uniform in ε estimate holds true:
‖Pεm‖L2(Ωε
m,T
) 6 C. (3.21)
Proof of Lemma 3.2. In contrast to the papers [16, 40], where the standing assumptions allow to prove the
continuity of the global pressure on the interface ΣεT , in our case the global pressure is discontinuous on ΣεT .
So the method which allowed to prove (3.21) by use of the extension operator from the subdomain Ωε
f
to the
whole Ω cannot be applied here. To avoid this difficulty we make use of the ideas from [27] (see also [9]).
Since Pεm ∈ L2(0, T ;H1(Ωεm)) and Pεf − PΓ1 ∈ L2(0, T ;H1Γ1(Ωεf )), then we have:
‖Pεm‖L2(Ωεm,T ) 6 C
[
ε ‖∇Pεm‖L2(Ωε
m,T
) +
√
ε ‖Pεm‖L2(ΣεT )
]
. (3.22)
Then due to the definition of the global pressure Pεm, (2.13), and the interface condition (2.10) written in terms
of the global pressure, one obtains the following estimate:
‖Pεm‖L2(ΣεT ) 6 ‖P
ε
m + Gm,w(S
ε
m)‖L2(ΣεT ) + ‖Gm,w(S
ε
m)‖L2(ΣεT ) = ‖P
ε
f + Gf,w(S
ε
f )‖L2(ΣεT )+
+ ‖Gm,w(Sεm)‖L2(ΣεT ) 6 ‖P
ε
f ‖L2(ΣεT ) + ‖Gf,w(S
ε
f )‖L2(ΣεT ) + ‖Gm,w(S
ε
m)‖L2(ΣεT ). (3.23)
Now, taking into account the boundedness of Gℓ,w(Sεℓ ), the geometry of Ωεm,T , (3.23), and the estimate:
√
ε ‖Pεf ‖L2(ΣεT ) 6 C
[
ε ‖∇Pεf ‖L2(Ωε
f,T
) + ‖Pεf ‖L2(Ωε
f,T
)
]
(3.24)
we obtain
‖Pεm‖L2(Ωε
m,T
) 6 C
(
ε‖∇Pεm‖L2(Ωε
m,T
) + 1
)
= C
(
ε
κ
1
2 (ε)
κ
1
2 (ε)‖∇Pεm‖L2(Ωε
m,T
) + 1
)
. (3.25)
By using (3.2), from (3.25) we get
‖Pεm‖L2(Ωε
m,T
) 6 C
(
εκ−
1
2 (ε) + 1
)
, (3.26)
which means that for κ(ε) def= εθ with θ 6 2 the desired inequality (3.21) is obtained. Lemma 3.2 is proved.
Let us pass to the uniform bounds for the time derivatives of Sε. In a standard way (see, e.g., [6]) we get:
Lemma 3.3 Let 〈pεw, pεn, Sε〉 be a solution to problem (2.8). Then under assumptions (A.1)-(A.9) the following
uniform in ε estimate holds true:
{∂t(ΦεℓSεℓ )}ε>0 is uniformly bounded in L2(0, T ;H−1(Ωεℓ)), (3.27)
where the functions Φε
f
,Φεm are defined in condition (A.1).
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4 Compactness and convergence results
The outline of this section is as follows. First, in subection 4.1 we extend the function Sε
f
from the subdomain
Ωε
f
to the whole Ω and obtain uniform estimates for the extended function S˜ε
f
. Then in subsection 4.2, using the
uniform estimates for the function P˜ε
f
and the corresponding bounds for S˜ε
f
, we prove the compactness result
for the family {S˜ε
f
}ε>0. Finally, in subsection 4.3 we formulate the two-scale convergence which will be used
in the derivation of the homogenized system.
4.1 Extensions of the functions Pε
f
, Sε
f
The goal of this subsection is to extend the functions Pε
f
, Sε
f
defined in the subdomain Ωε
f
to the whole Ω and
derive the uniform in ε estimates for the extended functions.
Extension of the function Pε
f
. First, we introduce the extension operator from the subdomain Ωε
f
to the
whole Ω. Taking into account the results of [1] we conclude that there exists a linear continuous extension
operator Πε : H1(Ωε
f
) −→ H1(Ω) such that: (i) Πεu = u in Ωε
f
and (ii) for any u ∈ H1(Ωε
f
),
‖Πεu‖L2(Ω) 6 C ‖u‖L2(Ωε
f
) and ‖∇(Πεu)‖L2(Ω) 6 C ‖∇u‖L2(Ωε
f
), (4.1)
where C is a constant that does not depend on u and ε. Now it follows from (3.2) and the Dirichlet boundary
condition on Γ1, that
‖∇(ΠεP εf )‖L2(ΩT ) + ‖ΠεP εf ‖L2(ΩT ) 6 C. (4.2)
Notational convention. In what follows the extension of any function f will be denoted by f˜ instead of Πεf .
Extension of the function Sε
f
. In order to extend Sε
f
, following the ideas of [16], we make use of the function
βf defined in (2.16). It is evident that βf is a monotone function of s. Let us introduce the function:
βεf (x, t)
def
=βf(S
ε
f ) =
Sε
f∫
0
αf(u) du. (4.3)
Then it follows from condition (A.5) that
0 6 βεf 6 max
s∈[0,1]
αf(s) a.e. in Ω
ε
f,T . (4.4)
It is also clear from (3.2) that
‖∇βε
f
‖L2(Ωε
f,T
) 6 C. (4.5)
Hence,
0 6 β˜ε
f
def
=Πεβε
f
6 max
s∈[0,1]
αf(s) a.e. in ΩT and ‖∇β˜εf ‖L2(ΩT ) 6 C. (4.6)
Now we can extend Sε
f
from Ωε
f
to the whole Ω. We denote this extension by S˜ε
f
and define it as follows:
S˜εf
def
=(βf)
−1(β˜εf ). (4.7)
This implies that∫
ΩT
∣∣∇βf( S˜εf )∣∣2 dx dt = ∫
ΩT
∣∣∇β˜εf ∣∣2 dx dt 6 C and 0 6 S˜εf 6 1 a.e. in ΩT . (4.8)
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4.2 Compactness results for the sequence {S˜ε
f
}ε>0
In this subsection we establish the compactness and corresponding convergence results for the sequence {S˜ε
f
}ε>0
constructed in the previous section.
Proposition 4.1 Under our standing assumptions there is a function S such that 0 6 S 6 1 in ΩT and (up to
a subsequence)
S˜εf −→ S strongly in Lq(ΩT ) for all 1 6 q < +∞. (4.9)
Proof of Proposition 4.1. In the proof of Proposition 4.1 we follow the lines of [16, 40]. Namely, first,
we establish the modulus of continuity in time for β˜ε
f
and then apply the compactness result from [37]. The
derivation of the modulus of continuity in time is based on the lemma obtained earlier in [40], (see also [6]).
Lemma 4.1 For h sufficiently small, we have:
T∫
h
∫
Ωε
f
[
Sεf (t)− Sεf (t− h)
] [
βεf (t)− βεf (t− h)
]
dx dt 6 C h with βεf
def
=βf(S
ε
f ), (4.10)
where C is a constant that does not depend on ε, h.
Corollary 4.2 For h sufficiently small, we have:∫
Ωh
T
∣∣β˜εf (t)− β˜εf (t− h)∣∣2 dx dt 6 Ch with ΩhT def=Ω× (h, T ). (4.11)
Proof of Corollary 4.2. First, let us show that the bound (4.10) implies:
T∫
h
∫
Ωε
f
∣∣βεf (t)− βεf (t− h)∣∣2 dx dt 6 C h. (4.12)
In fact, it is clear that due to the definition of the function βf and condition (A.6) we have:
|βf(Sεf (t))− βf(Sεf (t− h))| =
∣∣∣∣∣∣∣
Sε
f
(t)∫
Sε
f
(t−h)
αf(ξ) dξ
∣∣∣∣∣∣∣ 6 maxs∈[0,1]αf(s) |Sεf (t)− Sεf (t− h)|.
Then from (4.10) we get:
T∫
h
∫
Ωε
f
∣∣βεf (t)− βεf (t− h)∣∣2 dx dt 6 C T∫
h
∫
Ωε
f
[
Sεf (t)− Sεf (t− h)
] [
βεf (t)− βεf (t− h)
]
dx dt 6 C h
and the desired bound (4.12) is obtained.
Now using the property (4.1) of the extension operator, from (4.12) we get (4.11). This completes the proof
of Corollary 4.2.
Now we are in position to complete the proof of Proposition 4.1. First, we observe that the sequence
{β˜ε
f
}ε>0 is uniformly bounded in the space L2(0, T ;H1Γ1(Ω)) and this sequence satisfies (4.11). Then it follows
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from [37] that {β˜ε
f
}ε>0 is a compact set in the space L2(ΩT ) and we have that β˜εf → β⋆ strongly in L2(ΩT )
and due to the uniform boundedness of the function β˜ε
f
in the space L∞(ΩT ),
β˜εf → β⋆ strongly in Lq(ΩT ) for all 1 6 q < +∞. (4.13)
Now we recall that the extended saturation function S˜ε
f
is defined by S˜ε
f
def
=(βf)
−1(β˜ε
f
). We set
S
def
=(βf)
−1(β⋆). (4.14)
Then from condition (A.6) we have:
‖S˜εf − S‖Lq(ΩT ) = ‖(βf)−1(β˜εf )− (βf)−1(β⋆)‖Lq(ΩT ) 6 Cβ ‖β˜εf − β⋆‖γLqγ (ΩT ).
This inequality along with (4.13) implies (4.9) and Proposition 4.1 is proved.
4.3 Two-scale convergence results
In this subsection, taking into account the compactness results from the previous section, we formulate the
convergence results for the sequences {P˜ ε
f
}ε>0, {S˜εf }ε>0. In this paper the homogenization process for the
problem is rigorously obtained by using the two-scale approach, see, e.g., [3]. For the reader’s convenience, let
us recall the definition of the two-scale convergence.
Definition 4.3 A sequence of functions {vε}ε>0 ⊂ L2(ΩT ) two-scale converges to v ∈ L2(ΩT × Y ) if
‖vε‖L2(ΩT ) 6 C , and for any test function ϕ ∈ C∞(ΩT ;C#(Y )) the following relation holds:
lim
ε→0
∫
ΩT
vε(x, t)ϕ
(
x,
x
ε
, t
)
dx dt =
∫
ΩT×Y
v(x, y, t)ϕ(x, y, t) dy dx dt.
This convergence is denoted by vε(x, t) 2s⇀ v(x, y, t).
Following [4] we also introduce the two-scale convergence on periodic surfaces:
Definition 4.4 A sequence of functions {vε}ε>0 ⊂ L2(ΣεT ) two-scale converges to v ∈ L2(ΩT ;L2(Γfm)) on
Γfm if for any test function ϕ ∈ C∞(ΩT ;C#(Y )) the following relation holds:
lim
ε→0
ε
∫
Σε
T
vε(x, t)ϕ
(
x,
x
ε
, t
)
dHd−1(x) dt =
∫
ΩT
∫
Γfm
v(x, y, t)ϕ(x, y, t) dHd−1(y) dx dt,
where, as before ΣεT def=Γεfm × (0, T ), and dHd−1 is the (d− 1)-dimensional Hausdorff measure.
This convergence is denoted by vε(x, t) 2s−Γmf⇀ v(x, y, t).
Now we summarize the convergence results for the sequences {P˜ ε
f
}ε>0 and {S˜εf }ε>0. We have:
Lemma 4.2 For any rate of contrast there exist a function S such that 0 6 S 6 1 a.e. in ΩT , βf(S)− βf(1) ∈
L2(0, T ;H1Γ1(Ω)), and functions P − PΓ1 ∈ L2(0, T ;H1Γ1(Ω)), wp,ws ∈ L2(ΩT ;H1per(Y )) such that up to a
subsequence:
S˜εf (x, t) −→ S(x, t) strongly in Lq(ΩT ) ∀ 1 6 q < +∞; (4.15)
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P˜εf (x, t) ⇀ P(x, t) weakly in L
2(0, T ;H1(Ω)); (4.16)
∇P˜εf (x, t) 2s⇀ ∇P(x, t) +∇ywp(x, t, y); (4.17)
βf(S˜
ε
f ) −→ βf(S) strongly in Lq(ΩT ) ∀ 1 6 q < +∞; (4.18)
∇βf(S˜εf )(x, t) 2s⇀ ∇βf(S)(x, t) +∇yws(x, t, y); (4.19)
P˜εf (x, t)
2s−Γmf⇀ P(x, t); (4.20)
βf(S˜
ε
f (x, t))
2s−Γmf⇀ βf(S(x, t)). (4.21)
The Proof of Lemma 4.2 is based on the a priori estimates for the functions βf(Sεf ) and Pεf obtained in Section
3, the extension results from Subsection 4.1, and Proposition 4.1. The two-scale convergence results (4.17) and
(4.19) are obtained by arguments similar to those in [3]. The two-scale convergence (4.20) and (4.21) can be
proved by applying Proposition 2.6 in [4]. Lemma 4.2 is proved.
Note also that the notion of strong two-scale convergence on periodic surfaces can be introduced in analogy
with the ordinary strong two-scale convergence.
Definition 4.5 A sequence {vε}ε>0 ⊂ L2(ΣεT ) converges the two-scale strongly to v ∈ L2(ΩT ;L2(Γfm)) on
Γfm if
lim
ε→0
ε
∫
Σε
T
|vε(x, t)− v
(
x,
x
ε
, t
)
|2 dHd−1(x) dt = 0.
It is easy to verify that the strong two-scale convergence on periodic surfaces implies the two-scale conver-
gence on periodic surfaces with the same limit.
Using the strong convergence (4.18) and the boundedness of ∇βf(S˜εf ) given in Lemma 3.1 we get:
ε‖βf(S˜εf )− βf(S)‖2L2(Σε
T
) 6 C
[
ε2‖∇βf(S˜εf )−∇βf(S)‖2L2(Ωε
f,T
) + ‖βf(S˜εf )− βf(S)‖2L2(Ωε
f,T
)
]
,
which tends to zero on a given subsequence as ε→ 0. Therefore, we conclude that the sequence {βf(S˜εf )}ε>0
converges strongly two-scale on the surface Γfm to βf(S). Furthermore, we have:
Lemma 4.3 Let {βf(S˜εf )} be a subsequence from Lemma 4.2. Then for any Lipschitz functionM : [0, βf(1)]→
R the sequence {M(βf(S˜εf ))}ε>0 converges strongly two-scale on the surface Γfm to M(βf(S)).
Lemma 4.3 follows immediately from the estimate
‖M(βf(S˜εf ))−M(βf(S))‖2L2(Σε
T
) ≤ L2M‖βf(S˜εf )− βf(S)‖2L2(Σε
T
),
where LM is the Lipschitz constant which does not depend on ε.
5 Dilation operator and convergence results
It is known that due to the nonlinearities and the strong coupling of the problem, the two-scale convergence
does not provide an explicit form for the source terms appearing in the homogenized model, see for instance
[16, 23, 40]. To overcome this difficulty the authors make use of the dilation operator. Here we refer to
[13, 16, 23, 40] for the definition and main properties of the dilation operator. Let us also notice that the notion
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of the dilation operator is closely related to the notion of the unfolding operator. We refer here, e.g., to [25] for
the definition and the properties of this operator.
The outline of this section is as follows. First, in subsection 5.1 we introduce the definition of the dilation
operator and describe its main properties. Then in subsection 5.2 we obtain the equations for the dilated
saturation and the global pressure functions and the corresponding uniform estimates. Finally, in subsection
5.3 we consider the convergence results for the dilated functions.
5.1 Definition and preliminary results
Definition 5.1 For a given ε > 0, we define a dilation operator Dε mapping measurable functions defined in
Ωε
m,T to measurable functions defined in ΩT × Ym by
(Dεϕ) (x, y, t)
def
=
 ϕ (c
ε(x) + ε y, t) , if cε(x) + ε y ∈ Ωεm;
0, elsewhere,
(5.1)
where cε(x) def= ε k if x ∈ ε (Y + k) with k ∈ Zd denotes the lattice translation point of the ε-cell domain
containing x.
The basic properties of the dilation operator are given by the following lemma (see [13, 40]).
Lemma 5.1 Let ϕ,ψ ∈ L2(0, T ;H1(Ωεm)). Then we have:
∇yDεϕ = εDε(∇xϕ) a.e. in ΩT × Ym; (5.2)
‖Dεϕ‖L2(ΩT×Ym) = ‖ϕ‖L2(Ωεm,T ); ‖∇yD
εϕ‖L2(ΩT×Ym) = ε ‖Dε∇x ϕ‖L2(ΩT×Ym) = ε ‖∇x ϕ‖L2(Ωεm,T );
(Dεϕ,Dεψ)L2(ΩT×Ym) = (ϕ,ψ)L2(Ωεm,T )
.
The following lemma gives the link between the two-scale and the weak convergence (see, e.g., [16]).
Lemma 5.2 Let {ϕε}ε>0 be a uniformly bounded sequence in L2(Ωεm,T ) satisfying: (i) Dεϕε ⇀ ϕ0 weakly in
L2(ΩT ;L
2
per(Ym)); (ii) 1εm(x)ϕε 2s⇀ ϕ∗ ∈ L2(ΩT ;L2per(Ym)). Then ϕ0 = ϕ∗ a.e. in ΩT × Ym.
Finally, we also have the following result (see, e.g., [23, 40]).
Lemma 5.3 If ϕε ∈ L2(Ωε
m,T ) and 1εm(x)ϕε
2s→ ϕ ∈ L2(ΩT ;L2per(Ym)) then Dεϕε converges to ϕ strongly in
L2(ΩT × Ym). Here 2s→ denotes the strong two-scale convergence. If ϕ ∈ L2(ΩT ) is considered as an element
of L2(ΩT × Ym) constant in y, then Dεϕ converges strongly to ϕ in L2(ΩT × Ym).
The dilation operator shows the same properties with respect to the two-scale convergence on periodic
surfaces. For a given function v ∈ L2(ΣεT ) and from definition of the dilation operator we have Dε(v) ∈
L2(ΩT ;L
2(Γfm)) and √
ε‖v‖L2(Σε
T
) = ‖Dε(v)‖L2(ΩT ;L2(Γfm)).
We have also the following lemma:
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Lemma 5.4 If {vε}ε>0 ⊂ L2(ΣεT ) is a sequence that converges to v ∈ L2(ΩT ;L2(Γfm)) in the two-scale
sense on Γfm, then the sequence {Dε(vε)}ε>0 converges weakly to the same limit, that is Dε(vε) ⇀ v in
L2(ΩT ;L
2(Γfm)). If {vε}ε>0 ⊂ L2(ΣεT ) converges strongly to v ∈ L2(ΩT ;L2(Γfm)) in the two-scale sense
on Γfm, then the sequence {Dε(vε)}ε>0 converges strongly to the same limit in L2(ΩT ;L2(Γfm)).
Due to Lemma 4.3, one can apply Lemma 5.4 to the sequence {M(βf(S˜εf ))}ε>0 and find a subsequence,
such that ∫
ΩT
∫
Γfm
∣∣∣M(βf(Dε(S˜εf ))) −M(βf(S))∣∣∣2 dHd−1(y) dx dt→ 0
when ε→ 0, for any Lipschitz function M. As a consequence we have.
Corollary 5.2 Let M : [0, βf(1)] → R be a Lipschitz function. Then there is a subsequence ε = εk of the
sequence {M(βf(S˜εf ))}ε>0, still denoted by ε, such that for a.e. x ∈ Ω
T∫
0
∫
Γfm
∣∣∣M(βf(Dε(S˜εf (x, y, t)))) −M(βf(S(x, y, t)))∣∣∣2 dHd−1(y)dt→ 0 as ε→ 0.
5.2 The dilated functions DεSε
m
,DεP ε
m
and their properties
In this section we derive the equations for the dilated functions DεSεm,DεP εm and obtain the corresponding
uniform estimates. In what follows we also make use of the notation:
D
εSεm
def
= sεm and D
εPεm
def
= pεm.
The equations for the dilated functions sεm, pεm are given by the following lemma.
Lemma 5.5 For x ∈ Ω, the functions sεm, pεm satisfy the following system of equations:
Φm(y)
∂sεm
∂t
− κ(ε)
ε2
divy
{
K(x, y) [λm,w(s
ε
m)∇ypεm +∇yβm(sεm)− ε λm,w(sεm)~g ]
}
= 0; (5.3)
− Φm(y)∂s
ε
m
∂t
− κ(ε)
ε2
divy
{
K(x, y) [λm,n(s
ε
m)∇ypεm −∇yβm(sεm)− ε λm,n(sεm)~g ]
}
= 0, (5.4)
in the space L2(0, T ;H−1(Ym)).
The Proof of Lemma 5.5 is given in [16, 40].
The system of equations (5.3)-(5.4) is provided with the following boundary conditions:
βm(s
ε
m) =M(βf(DεS˜εf )) on Γfm (5.5)
for (x, t) ∈ Ωεm × (0, T ), where
M def=βm ◦ (Pm,c)−1 ◦ Pf,c ◦ (βf)−1. (5.6)
Note that under our hypothesis function M is Lipschitz continuous. We also have
pεm + Gm,w(s
ε
m) = D
εPεf + Gf,w(D
εS˜ε
f
) and pεm + Gm,n(s
ε
m) = D
εPεf + Gf,n(D
εS˜ε
f
) (5.7)
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on Γfm for (x, t) ∈ Ωεm × (0, T ).
The initial conditions are
sεm(x, y, 0) = (D
εS0m)(x, y) and p
ε
m(x, y, 0) = (D
εP0m)(x, y) in Ω
ε
m × Ym, (5.8)
where S0m,P0m are the restrictions to the domain Ωεm of the functions S0,P0 defined in (2.24) and the dilations
of the functions defined on the fracture system can be defined in a way similar to one already used for the
functions defined on the matrix part.
Now we establish a priori estimates for the functions sεm, pεm. They are given by the following lemma.
Lemma 5.6 Let 〈sεm, pεm〉 be a solution to problem (5.3)-(5.4). Then:
(i) For any rate of contrast (θ > 0),
0 6 sεm 6 1 a.e. in ΩT × Ym; (5.9)
‖∂t(Φm sεm)‖L2(ΩT ;H−1per(Ym)) 6 C. (5.10)
(ii) For the high contrast in the critical case (θ = 2),
‖∇yβm(sεm)‖L2(ΩT ;L2per(Ym)) 6 C; (5.11)
‖pεm‖L2(ΩT ;H1per(Ym)) 6 C. (5.12)
(iii) For the moderate contrast (0 < θ < 2),
ε
θ
2
−1 ‖∇yβm(sεm)‖L2(ΩT ;L2per(Ym)) + ‖βm(sεm)‖L2(ΩT ;L2per(Ym)) 6 C; (5.13)
ε
θ
2
−1 ‖∇ypεm‖L2(ΩT ;L2per(Ym)) + ‖pεm‖L2(ΩT ;L2per(Ym)) 6 C. (5.14)
Proof of Lemma 5.6. Statement (5.9) is evident. The bound (5.10) with Φm = Φm(y) follow from Lemma
3.3 and Lemma 5.1. The uniform estimates for pεm in (5.12) and (5.14) follow from the uniform bound (3.21)
and Lemma 5.1. The uniform estimates for the gradients of the functions βm(sεm) and pεm easy follow from the
uniform bounds (3.2) and Lemma 5.1. Lemma 5.6 is proved.
Remark 2 Notice that in what follows we do not need the uniform estimates for the dilated functions in the case
of the very high contrast.
5.3 Convergence results for the dilated functions
In this subsection we establish convergence results which will be used below to obtain the homogenized system.
From Lemmas 5.2, 5.6 we get the following convergence results.
Lemma 5.7 Let 〈sεm, pεm〉 be a solution to problem (5.3)-(5.4), (5.5)-(5.8). Then (up to a subsequence),
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(i) For the high contrast in the critical case (θ = 2),
1
ε
m(x)S
ε
m
2s
⇀ s ∈ L2(ΩT ;L2per(Ym)) and sεm ⇀ s weakly in L2(ΩT × Ym); (5.15)
1
ε
m(x)P
ε
m
2s
⇀ p ∈ L2(ΩT ;L2per(Ym)) and pεm ⇀ p weakly in L2(ΩT ;H1(Ym)); (5.16)
1
ε
m(x)∇xPεm 2s⇀ ∇yp ∈ L2(ΩT ;L2per(Ym)); (5.17)
1
ε
m(x)βm(S
ε
m)
2s
⇀ β∗ and βm(s
ε
m) ⇀ β
∗ weakly in L2(ΩT ;H
1(Ym)); (5.18)
1
ε
m(x)∇xβm(Sεm) 2s⇀ ∇yβ∗. (5.19)
(ii) For the very high contrast (θ > 2),
1
ε
m(x)S
ε
m
2s
⇀ s ∈ L2(ΩT ;L2per(Ym)). (5.20)
(iii) For the moderate contrast (0 < θ < 2),
1
ε
m(x)S
ε
m
2s
⇀ s ∈ L2(ΩT ;L2per(Ym)) and sεm ⇀ s weakly in L2(ΩT × Ym); (5.21)
1
ε
m(x)βm(S
ε
m)
2s
⇀ β∗1 and 1
ε
m(x) ε
θ∇βm(Sεm) 2s⇀ β1; (5.22)
βm(s
ε
m) ⇀ β
∗
1 weakly in L
2(ΩT ;H
1(Ym)). (5.23)
It is important to notice that the convergence results of Lemma 5.7 are not sufficient for derivation of
the equations for the limit functions 〈s, p〉 which involve only these functions and not the undefined limits
appearing in (5.18), (5.19), (5.22) and (5.23). In order to overcome this difficulty, we introduce the restrictions
of the functions sεm, pεm which are defined below. For these functions we obtain more estimates which allow us
to obtain the desired equations. For this, we make use of the density arguments. Namely, following [23] (see
also [6]), we fix x ∈ Ω and define the restrictions of sεm, pεm to the ε-cell containing the point x. These functions
are defined in the domain Ym × (0, T ) and are constants in the slow variable x. In order to obtain the uniform
estimates for the restricted functions (they are similar to the corresponding estimates for Pε
f
, Sε
f
from Section
3) we make use of the estimates (5.9)-(5.14).
The scheme is as follows. First, for any natural n, we introduce the set of points x ∈ Ω such that the
corresponding norms for the restricted functions are not uniformly bounded in ε. It turns out that the measure
of this set is asymptotically small as n → +∞ (see Propositions 5.3, 5.4 below). Then taking into account
this fact and using the estimates (5.9)-(5.14), we, finally, obtain the desired uniform estimates for the restricted
functions (see Lemma 5.8 below).
Let us first denote a periodicity cell ε
(
Y + k
)
which contains point x0 by Kεx0 . For given x0 and ε the
index k ∈ Zd which defines the cell Kεx0 can be uniquely defined and therefore we have a well defined function
k(x0, ε) ∈ Zd such that Kεx0
def
= ε
(
Y + k(x0, ε)
)
. Due to the definition of the dilation operator dilated functions
are constant in x on Kεx0 . The restricted functions are given by:
sεm,x0(y, t)
def
=
{
sεm, for x ∈ Kεx0 ;
0, if not;
pεm,x0(y, t)
def
=
{
pεm, for x ∈ Kεx0 ;
0, if not.
(5.24)
For any ε > 0, the pair 〈sεm,x0 , pεm,x0〉 is a solution to problem (5.3)-(5.4), (5.5)-(5.8) in Ym × (0, T ).
Now we estimate the measure of the set of points x ∈ Ω such that the corresponding norms for the restricted
functions are not uniformly bounded in ε. The following result holds true.
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Proposition 5.3 Let f εm = f εm(x, y, t) be a dilated function such that
‖f εm‖L2(ΩT ;L2per(Ym)) 6 C (5.25)
and let An be a set of points defined by
An
def
=
{
x ∈ Ω : lim
ε→0
‖f̂ ε
m,k(x,ε)‖L2(0,T ;L2per(Ym)) > n
}
, (5.26)
where for fixed k ∈ Zd
f̂ εm,k(y, t)
def
=
 f
ε
m(εk, y, t), if k is such that ε(Ym + k) ∩ Ω 6= ∅;
0, if not.
(5.27)
Then
√|An| 6 C/n.
Proof of Proposition 5.3. Let f εm = f εm(x, y, t) be a function that satisfies (5.25). Then we can write
‖f εm‖2L2(ΩT ;L2per(Ym)) =
Nε∑
k=1
∣∣εYm∣∣ ‖f̂ εm,k‖2L2(0,T ;L2per(Ym)), (5.28)
where, due to (5.25), we have that
Nε∑
k=1
∣∣εYm∣∣ ‖f̂ εm,k‖2L2(0,T ;L2per(Ym)) 6 C2. (5.29)
Now, for any n ∈ N and ε > 0, let us introduce the set of ”bad points” Aεn defined by:
Aεn
def
=
{
x ∈ Ω : ‖f̂ ε
m,k(x,ε)‖L2(0,T ;L2per(Ym)) > n
}
. (5.30)
Let us estimate the measure of the set Aεn. It follows from (5.29) and (5.30) that
C2 >
Nε∑
k=1
∣∣εYm∣∣ ‖f̂ εm,k(x,ε)‖2L2(0,T ;L2per(Ym)) > ∑
x∈Aε
n
∣∣εYm∣∣n2 = n2 |Aεn|.
Therefore, |Aεn| 6 C2/n2. By definition of limit inferior, for any η > 0 we have An ⊆ limε→0Aεn−η, (where
ε denotes a sequence of real numbers). Due to the continuity of the measure we get |An| 6 limε→0 |Aεn−η | 6
C2/(n− η)2. Proposition 5.3 is proved.
We note that previously defined restricted functions are linked to ones appearing in Proposition 5.3 by the
following relation:
f εm,x0(y, t) = f̂
ε
m,k(x0,ε)
(y, t).
In a similar way, taking into account the uniform estimate (5.10), we prove the following proposition.
Proposition 5.4 Let f εm = f εm(x, y, t) be a dilated function such that ‖f εm‖L2(ΩT ;H−1per(Ym)) 6 C and let Bn be
a set of points defined by
Bn
def
=
{
x ∈ Ω : lim
ε→0
‖f̂ ε
m,k(x,ε)‖L2(0,T ;H−1per(Ym)) > n
}
,
where the function f̂ ε
m,k is defined in (5.27). Then
√|Bn| 6 C/n.
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Now let us introduce An, the set of ”bad points” for the functions appearing in (5.9)-(5.14). We set:
A1,n
def
=
{
x ∈ Ω : lim
ε→0
εθ/2−1 ‖∇yβm(sεm,x)‖L2(0,T ;L2per(Ym)) > n
}
;
A2,n
def
=
{
x ∈ Ω : lim
ε→0
‖pεm,x‖L2(0,T ;L2per(Ym)) > n
}
;
A3,n
def
=
{
x ∈ Ω : lim
ε→0
εθ/2−1 ‖∇ypεm,x‖L2(0,T ;L2per(Ym)) > n
}
;
A4,n
def
=
{
x ∈ Ω : lim
ε→0
‖∂t(Φm sεm,x)‖L2(0,T ;H−1per(Ym)) > n
}
.
Here sεm,x, pεm,x are defined in (5.24). Then
An
def
=
4⋃
ℓ=1
Aℓ,n (5.31)
and, due to Propositions 5.3, 5.4, the measure of this set satisfies the estimate
√|An| 6 C/n.
The following result holds.
Lemma 5.8 Let sεm,x0 , p
ε
m,x0 be the functions defined in (5.24) and 0 < θ 6 2. Then for any x0 ∈ Ω \ An,
there is a subsequence ε = εk still denoted by ε such that:
0 6 sεm,x0 6 1 a.e. in Ym × (0, T ); (5.32)
‖∇yβm(sεm,x0)‖L2(0,T ;L2per(Ym)) 6 Cε1−θ/2; (5.33)
‖pεm,x0‖L2(0,T ;L2per(Ym)) 6 C; ‖∇pεm,x0‖L2(0,T ;L2per(Ym)) 6 Cε1−θ/2; (5.34)
‖∂t(Φm sεm,x0)‖L2(0,T ;H−1per(Ym)) 6 C, (5.35)
where C = C(n) is constant that does not depend on x0 and ε, and n is an arbitrary natural number.
Proof of Lemma 5.8. First, we notice that the estimate (5.32) follows immediately from (5.9). Let us prove,
for example, (5.33). Taking into account that x0 ∈ Ω \ An, from the definition of the set A1,n, we obtain
immediately the existence of a subsequence on which (5.33) holds with constant C depending only on n. The
estimates (5.34)-(5.35) are obtained in a similar way. Lemma 5.8 is proved.
Using these estimates and applying Lemma 4.2 from [5], we obtain the following compactness result.
Proposition 5.5 Assume 0 < θ 6 2. For any x0 ∈ Ω \ An, on a subsequence extracted in Lemma 5.8, the
family {sεm,x0}ε>0 is a compact set in the space Lq(Ym × (0, T )) for all q ∈ [1,∞). In the case θ < 2 every
limit point of the sequence {sεm,x0}ε>0 is independent of the fast variable y.
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6 Homogenization results
In this section we formulate and prove the main results of the paper corresponding to the homogenized models
for various rates of contrast. First, we introduce the notation.
- S, Pw, Pn denote the homogenized wetting liquid saturation, wetting liquid pressure, and nonwetting
liquid pressure, respectively.
- Φ⋆ = Φ⋆(x) denotes the effective porosity and is given by:
Φ⋆(x)
def
=ΦHf (x)
|Yf |
|Ym| , (6.1)
where ΦH
f
is defined in condition (A.1) and |Yℓ| is the measure of the set Yℓ (ℓ = f,m).
- F ⋆w, F
⋆
n denote the effective source terms and are given by:
F ⋆w(x, t)
def
=FHw (x, t)
|Yf |
|Ym| and F
⋆
n(x, t)
def
=FHn (x, t)
|Yf |
|Ym| , (6.2)
where
FHw (x, t)
def
=SIf,w fI(x, t)− S fP (x, t) and FHn (x, t) def=SIf,n fI(x, t)− (1− S) fP (x, t) (6.3)
and where the functions SI
f,w, S
I
f,n, fI , fP are defined in (2.5), (2.6), respectively (see also (A.9)).
- K⋆ = K⋆(x) is the homogenized tensor with the entries K⋆ij defined by:
K
⋆
ij(x)
def
=
1
|Ym|
∫
Yf
K(x, y) [∇yξi + ~ei] · [∇yξj + ~ej ] dy, (6.4)
where ξj = ξj(x, y) (j = 1, . . . , d) is a Y -periodic solution to the auxiliary cell problem:
−divy
{
K(x, y)∇yξj
}
= 0 in Yf ;
∇yξj · ~νy = −~ej · ~νy on Γfm;
y 7→ ξj(y) Y − periodic.
(6.5)
6.1 High contrast media: critical case, θ= 2
We study the asymptotic behavior of the solution to problem (2.8), (2.11)-(2.12) in the case κ(ε) = ε2 as
ε → 0. In particular, we are going to show that the effective model, expressed in terms of the homogenized
phase pressures, reads:
0 6 S 6 1 in ΩT ;
Φ⋆(x)
∂S
∂t
− divx
{
K
⋆(x)λ f,w(S)
(∇Pw − ~g)} = Qw + F ⋆w in ΩT ;
−Φ⋆(x) ∂S
∂t
− divx
{
K
⋆(x)λ f,n(S)
(∇Pn − ~g)} = Qn + F ⋆n in ΩT ;
Pf,c(S) = Pn − Pw in ΩT .
(6.6)
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For almost every point x ∈ Ω a matrix block Ym ⊂ Rd is suspended topologically. The system for flow in
a matrix block is given by the so-called imbibition equation:
Φm(y)
∂s
∂t
− divy
{
K(x, y)∇yβm(s)
}
= 0 in Ym × ΩT ;
s(x, y, t) = P(S(x, t)) on Γfm × ΩT ;
s(x, y, 0) = S 0m(x) in Ym ×Ω.
(6.7)
Here s denotes the wetting liquid saturation in the block Ym and the function P(S) is defined by
P(S)
def
=(P−1c,m ◦ Pc,f )(S). (6.8)
For any x ∈ Ω and t > 0, the matrix-fracture sources are given by:
Qw
def
=− 1|Ym|
∫
Ym
Φm(y)
∂s
∂t
(x, y, t) dy = −Qn. (6.9)
The boundary conditions for the effective system (6.6) are given by:{
Pw = Pn = 0 on Γ1 × (0, T );
K⋆ λn(S) (∇Pw − ~g) · ~ν = K⋆ λw(S)(∇Pn − ~g) · ~ν = 0 on Γ2 × (0, T ).
(6.10)
Finally, the initial conditions read:
Pw(x, 0) = p
0
w(x) and Pn(x, 0) = p
0
n(x) in Ω. (6.11)
The first main result of the paper is given by the following theorem.
Theorem 6.1 Let κ(ε) = ε2 and let assumptions (A.1)-(A.9) be fulfilled. Then the solution of the initial
problem (2.8), (2.10)-(2.12) converges (up to a subsequence) in the two-scale sense to a weak solution of the
homogenized problem (6.6), (6.7), (6.9)-(6.11).
Proof of Theorem 6.1. It is done in several steps. We start our analysis by considering the system (2.8). The
main difficulty with the initial unknown functions pεw, pεn in this system is that they do not possess the uniform
H1-estimates (see Lemma 3.1). It is important to notice that in the case of two-phase incompressible flow it is
possible to find appropriate but rather strong conditions which allow us to deal directly with the phase pressures
in a space wider than H1 (see [40]). To overcome the difficulties appearing due to the absence of the uniform
H1-estimates, the authors usually pass to the equivalent formulation of the problem in terms of the global
pressure and saturation. In our case it is done in subsection 2.2 and the corresponding weak formulation of the
problem is then given in subsection 2.3. Then using the convergence and compactness results from subsection
4 we pass to the limit in equations (2.27), (2.28). This is done in subsections 6.1.1 and 6.1.2. In order, to pass
to the homogenized phase pressures we make use of the change of the unknown functions. Namely, we set,
by the definition of the global pressure: Pw
def
=P + Gf,w(S) and Pn
def
=P + Gf,n(S). Then we rewrite the limit
system obtained in terms of the global pressure and saturation in terms of the homogenized phase pressures.
The passage to the limit in the matrix blocks makes use of the dilation operator (see Section 5 above). Then we
pass to the equivalent problem for the imbibition equation and, finally, obtain system (6.7).
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6.1.1 Passage to the limit in equation (2.27)
We set:
ϕw
(
x,
x
ε
, t
)
def
=ϕ(x, t) + ε ζ
(
x,
x
ε
, t
)
= ϕ(x, t) + ε ζ1(x, t) ζ2
(x
ε
)
def
=ϕ(x, t) + ε ζε(x, t), (6.12)
where ϕ ∈ D(ΩT ), ζ1 ∈ D(ΩT ), ζ2 ∈ C∞per(Y ), and plug the function ϕw in (2.27). This yields:
−
∫
ΩT
1
ε
f
(x)Φε
f
(x) S˜ε
f
[
∂ϕ
∂t
+ ε
∂ζε
∂t
]
dx dt+
+
∫
ΩT
1
ε
f
(x)K
(
x,
x
ε
){
λf,w(S˜
ε
f
)
(
∇P˜ε
f
− ~g
)
+∇βf(S˜εf )
}
· [∇ϕ+ ε∇xζε +∇yζε] dx dt−
−
∫
Ωε
m,T
Φm
(x
ε
)
Sεm
[
∂ϕ
∂t
+ ε
∂ζε
∂t
]
dx dt+
+ε2
∫
Ωε
m,T
K
(
x,
x
ε
){
λm,w(S
ε
m) (∇Pεm − ~g) +∇βm(Sεm)
}
· [∇ϕ+ ε∇xζε +∇yζε] dx dt =
=
∫
Ωε
f,T
(
SIf,wfI(x, t)− Sεf fP (x, t)
)
[ϕ+ ε ζε] dxdt. (6.13)
Taking into account Lemma 3.1 and the convergence results of Lemma 4.2 and Lemma 5.7, we pass to the
limit in (6.13) as ε→ 0 and obtain the following homogenized equation:
− |Yf |
∫
ΩT
ΦHf (x)S(x, t)
∂ϕ
∂t
dx dt+
+
∫
ΩT×Yf
K(x, y)
{
λ f,w(S) [∇P+∇ywp − ~g] +∇βf(S) +∇yws
}
· [∇ϕ+ ζ1∇yζ2] dy dx dt =
=
∫
ΩT×Ym
Φm(y) s(x, y, t)
∂ϕ
∂t
dy dx dt+ |Yf |
∫
ΩT
FHw ϕdx dt, (6.14)
where FHw is given by (6.3).
6.1.2 Passage to the limit in equation (2.28)
Equation (2.28) is treated in the same way as equation (2.27). Taking the test function of the form (6.12) and
using the same arguments we can pass to a limit ε→ 0 and obtain the following homogenized equation:
|Yf |
∫
ΩT
ΦHf (x)S(x, t)
∂ϕ
∂t
dx dt+
+
∫
ΩT×Yf
K(x, y)
{
λf,n(S) [∇P+∇ywp − ~g]−∇βf(S)−∇yws
}
· [∇ϕ+ ζ1∇yζ2] dy dx dt =
= −
∫
ΩT×Ym
Φm(y) s(x, y, t)
∂ϕ
∂t
dy dx dt+ |Yf |
∫
ΩT
FHn ϕdx dt. (6.15)
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6.1.3 Identification of the corrector functions wp, ws and homogenized equations
In this section we identify the corrector functions wp, ws appearing in the equations (6.14), (6.15) and obtain
the desired homogenized system (6.6).
Consider the equations (6.14), (6.15). Setting ϕ ≡ 0, we get:∫
Yf
K(x, y)
{
λ f,w(S)
[∇P +∇ywp − ~g]+ [∇βf +∇yws]} · ∇yζ2(y) dy = 0 (6.16)
and ∫
Yf
K(x, y)
{
λ f,n(S)
[∇P +∇ywp − ~g]− [∇βf +∇yws]} · ∇yζ2(y) dy = 0. (6.17)
Now adding (6.16) and (6.17) and taking into account condition (A.4) and the fact that the saturation S does
not depend on the fast variable y, we obtain:∫
Yf
K(x, y)
{
∇P +∇ywp − ~g
}
· ∇yζ2(y) dy = 0. (6.18)
Then we proceed in a standard way (see, e.g., [30]). Let ξj = ξj(x, y) (j = 1, .., d) be the Y -periodic solution
of the auxiliary cell problem (6.5). Then the function wp can be represented as:
wp(x, y, t) =
d∑
j=1
ξj(x, y)
[
∂ P
∂xj
(x, t)− gj
]
. (6.19)
Now we turn to the identification of the function ws. From (6.16) and (6.18), we get:∫
Yf
K(x, y)
{
∇βf +∇yws
}
· ∇yζ2(y) dy = 0. (6.20)
Then as in the previous case, we obtain that
ws(x, y, t) =
d∑
j=1
ξj(x, y)
∂ βf(S)
∂xj
(x, t). (6.21)
6.1.4 Effective equations in terms of the global pressure and saturation
We start by obtaining the corresponding homogenized equation for the wetting phase. Choosing ζ2 = 0 in
(6.14), we get:
Φ⋆(x)
∂S
∂t
− divx
{
K
⋆(x)
[
λ f,w(S)∇P +∇βf(S)− λ f,w(S)~g
]}
=
= − 1|Ym|
∫
Ym
Φm(y)
∂s
∂t
(x, y, t) dy + F ⋆w(x, t), (6.22)
where the effective porosity Φ⋆, the effective source term F ⋆w, and the homogenized permeability tensor K⋆ are
defined in (6.1), (6.2) and (6.4), respectively.
In a similar way, choosing ζ2 = 0 in equation (6.15), we derive the second homogenized equation:
−Φ⋆(x) ∂S
∂t
− divx
{
K
⋆(x)
[
λ f,n(S)∇P +∇βf(S)− λ f,n(S)~g
]}
=
26
=
1
|Ym|
∫
Ym
Φm(y)
∂s
∂t
(x, y, t) dy + F ⋆n(x, t), (6.23)
where F ⋆n denotes the effective source term defined in (6.2).
6.1.5 Effective equations in terms of the phase pressures
Let us introduce now the functions that is naturally to call the homogenized phase pressures. Namely, we set,
by the definition:
Pw
def
=P+ Gf,w(S) and Pn
def
=P+ Gf,n(S), (6.24)
where the functions Gf,w,Gf,n are defined in Section 2.2. Then it easy to see that the homogenized equations
can be rewritten as follows:
Φ⋆(x)
∂S
∂t
− divx
{
K
⋆(x)λ f,w(S)
(∇Pw − ~g)} = Qw + F ⋆w in ΩT ;
−Φ⋆(x) ∂S
∂t
− divx
{
K
⋆(x)λ f,n(S)
(∇Pn − ~g)} = Qn + F ⋆n in ΩT ;
Pc(S) = Pn − Pw in ΩT .
(6.25)
6.1.6 Flow equations in the matrix block
In this section, following the ideas of the papers [6, 16, 23], we obtain the system (6.7) describing the behavior
of the function s which is involved in the definition of the matrix-fracture source term. Briefly, we pass to the
limit in the equations for the dilated functions for fixed k and then by density arguments the limit equations
will be obtained. We recall that the equations for the dilated functions are already obtained in Lemma 5.5 from
subsection 5.2. Namely, for almost all x ∈ Ω, the functions sεm, pεm satisfy the following variational problem:
for all φn, φw ∈ L2(0, T ;H10 (Ym)) ∩H1(0, T ;L2(Ym)), φn(T ) = φw(T ) = 0,
−
T∫
0
∫
Ym
Φm(y)s
ε
m
∂φw
∂t
dy −
T∫
0
∫
Ym
Φm(y)(D
εS0m)
∂φw
∂t
(0) dy
+
T∫
0
∫
Ym
{
K(x, y) [λm,w(s
ε
m)∇ypεm +∇yβm(sεm)− ε λm,w(sεm)~g ]
}
· ∇yφw dy = 0; (6.26)
T∫
0
∫
Ym
Φm(y)s
ε
m
∂φn
∂t
dy +
T∫
0
∫
Ym
Φm(y)(D
εS0m)
∂φn
∂t
dy
+
T∫
0
∫
Ym
{
K(x, y) [λm,n(s
ε
m)∇ypεm −∇yβm(sεm)− ε λm,n(sεm)~g ]
}
· ∇yφn dy = 0 (6.27)
with the boundary conditions (5.5).
The uniform estimates for the functions sεm, pεm imply the convergence results of 〈sεm, pεm〉 to 〈s, p〉 in a
weak sense (see Lemma 5.7). Thus, the limit behavior of the dilated functions sεm, pεm is determined. However,
the convergence results of Lemma 5.7 are not sufficient for derivation of the equations for the limit functions
〈s, p〉. To overcome this difficulty, in Section 5.3 we pass to the restrictions of the functions sεm, pεm to Kεx0
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defined in (5.24). Evidently, they are constants in the slow variable x. Introducing the set An of ”bad points”
(5.31), by Lemma 5.8 we have the uniform estimates (5.32)-(5.35) for the functions sεm,x0, pεm,x0 . For any
ε > 0, the pair of functions 〈sεm,x0 , pεm,x0〉 is a solution to problem (6.26), (6.27) in Ym × (0, T ). Moreover,
the compactness result, i.e., Proposition 5.5 is established for the family {sεm,x0}ε>0. Having established these
results, we are in position to complete the proof of Theorem 6.1. The uniform estimates for the functions
sεm,x0 , p
ε
m,x0 from Lemma 5.8 and the compactness result formulated in Proposition 5.5 allow us to obtain the
following convergence results.
Lemma 6.1 Let x0 ∈ Ω \An. There exist functions sx0 , px0 , and βm(sx0) such that up to a subsequence:
sεm,x0 → sx0 strongly in Lq(Ym × (0, T )) ∀ 1 6 q < +∞; (6.28)
pεm,x0 ⇀ px0 weakly in L
2(0, T ;H1per(Ym)); (6.29)
βm(s
ε
m,x0) ⇀ βm(sx0) weakly in L
2(0, T ;H1per(Ym)); (6.30)
βm(s
ε
m,x0)→ βm(sx0) strongly in Lq(Ym × (0, T )) ∀ 1 6 q < +∞; (6.31)
βm(s
ε
m,x0)
∣∣
Γmf
→ βm(sx0)
∣∣
Γmf
weakly in L2(0, T ;L2(Γmf)); (6.32)
pεm,x0
∣∣
Γmf
→ px0
∣∣
Γmf
weakly in L2(0, T ;L2(Γmf)). (6.33)
As in subsections 6.1.1, 6.1.2 we can easily pass to the limit in (6.26) and (6.27). We get the following
system of equations:
−
T∫
0
∫
Ym
Φm(y)sx0
∂φw
∂t
dy −
T∫
0
∫
Ym
Φm(y)S
0
x0
∂φw
∂t
(0) dy (6.34)
+
T∫
0
∫
Ym
{
K(x, y)
[
λm,w(sx0)∇ypx0 +∇yβm(sx0)
]} · ∇yφw dy = 0;
T∫
0
∫
Ym
Φm(y)sx0
∂φn
∂t
dy +
T∫
0
∫
Ym
Φm(y)S
0
x0
∂φn
∂t
dy (6.35)
+
T∫
0
∫
Ym
{
K(x, y)
[
λm,n(sx0)∇ypx0 −∇yβm(sx0)
]} · ∇yφn dy = 0,
where we have used the fact that DεS0x0 → S0x0 strongly in L2(Ym) for almost all x0 ∈ Ω.
Now we turn to the boundary condition for sx0 on Γmf . From Corollary 5.2 we know that for a.e. x0,
M(βf(Dε(S˜εf (x0, ·, ·)))) →M(βf(S(x0, ·, ·))) strongly in L2(0, T ;L2(Γmf)),
where M is the function given in (5.6). Therefore, for a.e. x0 ∈ Ω \An, from (5.5) and (6.32) we have:
βm(sx0)
∣∣
Γmf
=M(βf(S(x0, ·, ·)))
∣∣
Γmf
,
or, equivalently
sx0 = P(S(x0, ·)) on Γmf × (0, T ). (6.36)
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Note also that it follows from (5.5) that the convergence in (6.32) is strong in L2(0, T ;L2(Γmf)). This, together
with convergence (6.33) and Lipschitz continuity of the functions Gℓ,g, Gℓ,w, enables us to pass to the limit in
the boundary condition for dilated global pressure (5.7) using the two-scale convergence on Γfm, and get
px0 + Gm,w(sx0) = P(x0, ·) + Gf,w(S(x0, ·)) on Γmf × (0, T ). (6.37)
In the same way we also get
px0 + Gm,g(sx0) = P(x0, ·) + Gf,g(S(x0, ·)) on Γmf × (0, T ). (6.38)
Thus the system which is satisfied by the limit 〈sx0 , px0〉 is obtained for any x0 ∈ Ω \An. Now it remains
to make the link between the functions sx0 , px0 and the limits s, p of the sequences {sεm}ε>0, {pεm}ε>0. First,
we observe that the convergent subsequence in Lemma 6.1 depends on point x0 6∈ An. To avoid this difficulty
we will prove (see subsection 6.1.6 below) that the problem (6.34), (6.35) with the corresponding boundary
conditions (6.36), (6.37), and (6.38) has a unique weak solution. Then the convergence results from Lemma 6.1
hold for the whole sequences, as ε → 0. Since the functions sx0 = s(xx0 , y, t), px0 = p(xx0 , y, t) satisfy
(6.34)-(6.38) for almost all x0 ∈ Ω \ An, we conclude that s and p are weak solution of the following system
of equations: 
0 6 s 6 1 in Ym × ΩT ;
Φm(y)
∂s
∂t
− divy
{
K(x, y) [λm,w(s)∇yp+∇yβm(s)]
}
= 0 in Ym × ΩT ;
−Φm(y)∂s
∂t
− divy
{
K(x, y) [λm,n(s)∇yp−∇yβm(s)]
}
= 0 in Ym × ΩT .
(6.39)
The system is completed by the corresponding boundary and initial conditions:
P+ Gf,w(S) = p+ Gm,w(s) on Γfm ×ΩT ;
P+ Gf,n(S) = p+ Gm,n(s) on Γfm × ΩT ;
s(x, y, t) = P(S(x, t)) on Γfm × ΩT ,
s(x, y, 0) = S 0(x) in Ym × Ω.
(6.40)
Thus, we have identified s and p for x ∈ Ω \An. Since by Propositions 5.3, 5.4, the measure of the set An
goes to zero as n→∞ we conclude that our conclusion holds a.e. in Ω.
The proof of the uniqueness of the solution to problem (6.39) will be done as follows. First, we reduce
the system (6.39) to a boundary value problem for the so-called imbibition equation and then make use of the
uniqueness result from [38]. Equation (6.7)1 is the well known generalized porous medium equation (see, e.g.,
[38]).
Lemma 6.2 Let s = s(x, y, t) be the solution of the cell problem (6.39)-(6.40). Then s satisfies the boundary
value problem (6.7).
Proof of Lemma 6.2. First we observe that it follows from the boundary conditions (6.40) that the function s
does not depend on y on Γfm × ΩT . Then the global pressure p does not depend on y on Γfm × ΩT . Namely,
we can write that
p(x, y, t) = pΓ(x, t) on Γfm × ΩT . (6.41)
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By summing the two equations in (6.39) we get:
− div {K(x, y)λm(s)∇yp} = 0 in Ym × Ω. (6.42)
Then multiplying the equation (6.42) by (p − pΓ) and integrating over Ym × ΩT , using (6.41) and conditions
(A.2), (A.4) we obtain:
0 =
∫
Ym×ΩT
K(x, y)λm(s)∇yp · ∇yp dx dy dt > kmin L0
∫
Ym×ΩT
|∇yp|2 dx dy dt,
which gives ∇yp = 0 a.e. in Ym × ΩT . This result allows us to reduce the two equations in the problem
(6.39) to only one, as announced in (6.7). This completes the proof of Lemma 6.2.
Now we turn to the proof of the uniqueness of the solution to (6.7). This proof is given in Theorem 5.3
from [38]. For reader’s convenience we discuss it briefly in the following lemma.
Lemma 6.3 Under our standing assumptions, there is a unique weak solution to problem (6.7).
Proof of Lemma 6.3. First, we introduce the weak formulation of problem (6.7). Omitting, for the sake of
simplicity, the dependence on the slow variable x, we have:
for any function η ∈ C1(Y m,T ), where Ym,T def=Ym × (0, T ), vanishing on Γfm and such that η(x, T ) = 0,∫
Ym,T
{
K(y)∇yβm(s) · ∇yη − s ∂η
∂t
}
dy dt =
∫
Ym
S0m(x) η(y, 0) dy, (6.43)
.
Suppose now that we have two solutions s1 and s2 satisfying (6.43). Then denoting Wi def=βm(si), from
(6.43), we have: ∫
Ym,T
{
K(y)∇y(W1 −W2) · ∇yη − (s1 − s2) ∂η
∂t
}
dy dt = 0 (6.44)
for all η. Then we use as a special test function η = η̂, see e.g. [38]:
η̂
def
=

∫ T
t
[
W1(x, ς)−W2(x, ς)
]
dς if 0 < t < T ;
0, if t > T.
(6.45)
Then, plugging (6.45) in (6.44), we get:∫
Ym,T
(s1 − s2) (W1 −W2) dy dt+
∫
Ym,T
K(y)∇y(W1 −W2) ·

T∫
t
∇y(W1 −W2) dς
 dy dt = 0. (6.46)
Integration of the last term leads to the following relation:
∫
Ym,T
(s1 − s2)
(
βm(s1)− βm(s2)
)
dy dt+
1
2
∫
Ym
K(y)
 T∫
0
∇y
(
βm(s1)− βm(s2)
)
dς
2 dy = 0. (6.47)
Due to the monotonicity of the function βm, the first term in (6.44) is non-negative. Therefore we can conclude
that s1 = s2 a.e. in Ym,T . Lemma 6.3 is proved.
This completes the proof of Theorem 6.1.
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6.2 Very high contrast media: θ> 2
We study the asymptotic behavior of the solution to problem (2.8), (2.11)-(2.12) as ε→ 0 in the case κ(ε) = εθ
with θ > 2. In particular, we are going to show that the effective model reads:
0 6 S 6 1 in ΩT ;
Φ⋆(x)
∂S
∂t
− divx
{
K
⋆(x)λ f,w(S)
(∇Pw − ~g)} = F ⋆w in ΩT ;
−Φ⋆(x) ∂S
∂t
− divx
{
K
⋆(x)λ f,n(S)
(∇Pn − ~g)} = F ⋆n in ΩT ;
Pf,c(S) = Pn − Pw in ΩT ,
(6.48)
where the effective porosity Φ⋆, the effective source terms F ⋆w, F ⋆n , and the homogenized permeability tensor
K⋆ in (6.48) are defined in (6.1), (6.2) and (6.4), respectively.
The boundary and the initial conditions for the system (6.48) are given by (6.10), (6.11).
We see that in this case the matrix blocks have a vanishing, as ε → 0, influence on the effective flow. This
means that in the case of very high contrast, the medium behaves as a perforated one.
The second main result of the paper is as follows.
Theorem 6.2 Let κ(ε) = εθ with θ > 2 and let assumptions (A.1)-(A.9) be fulfilled. Then the solution of the
initial problem (2.8), (2.10)-(2.12) converges (up to a subsequence) in the two-scale sense to a weak solution
of the homogenized problem (6.48), (6.10), (6.11).
Proof of Theorem 6.2. Let θ > 2. In the proof of Theorem 6.2 we follow the lines of the proof of Theorem
6.1. Namely, arguing as in Sections 6.1.1, 6.1.2, 6.1.3, we obtain the homogenized equations (6.22), (6.23).
Now we want to show that in the case of the very high contrast, the model behaves as in the perforated
media, i.e., the matrix blocks are totally impermeable and the additional matrix-source term equals zero. As in
the paper [40], we prove the following result.
Lemma 6.4 The following equation holds true:
Φm(y)
∂s
∂t
(x, y, t) = 0 in Ym × ΩT .
Proof of Lemma 6.4. Let us define the function:
F
ε(x, t)
def
= ε
θ
2 Kε(x)
{
λm,w(S
ε
m) (∇Pεm − ~g) +∇βm(Sεm)
}
.
By using the estimate (3.2) and the assumptions (A.2), (A.4), we get the uniform bound:
‖F ε‖L2(Ωε
m,T
) 6 C. (6.49)
Let define a function:
ϕw
(
x,
x
ε
, t
)
∈ D(ΩT ;C∞per(Y )) such that ϕw = 0 for y ∈ Yf .
Plugging ϕw in (2.27), and taking into account condition (A.9), we get:
−
∫
ΩT
1
ε
m(x)Φ
ε
m(x)S
ε
m
∂ϕw
∂t
dx dt+ ε
θ
2
∫
Ωε
m,T
F
ε∇xϕw dx dt+ ε
θ
2
−1
∫
Ωε
m,T
F
ε∇yϕw dx dt = 0, (6.50)
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We pass to the two-scale limit in (6.50) using (6.49). We obtain:∫
ΩT×Ym
Φm(y) s(x, y, t)
∂ϕw
∂t
dx dt dy = 0. (6.51)
This completes the proof of Lemma 6.4.
Finally, from the equations (6.22), (6.23) in view of Lemma 6.4, arguing as in subsection 6.1.5, we arrive
to the desired system (6.48). This completes the proof of Theorem 6.2.
6.3 Moderate contrast media: 0 <θ< 2
We study the asymptotic behavior of the solution to problem (2.8) as ε → 0 in the case κ(ε) = εθ with
0 < θ < 2. In particular, we are going to show that the effective model reads:
0 6 S 6 1 in ΩT ;
∂
∂t
[
Φ⋆(x)S + Φ̂m P(S)
]
− divx
{
K
⋆(x)λ f,w(S)
(∇Pw − ~g)} = F ⋆w in ΩT ;
− ∂
∂t
[
Φ⋆(x)S + Φ̂m P(S)
]
− divx
{
K
⋆(x)λ f,n(S)
(∇Pn − ~g)} = F ⋆n in ΩT ;
Pf,c(S) = Pn − Pw in ΩT ,
(6.52)
where the effective porosity Φ⋆, the effective source terms F ⋆w, F ⋆n , and the homogenized permeability tensor
K⋆ in (6.52) are defined in (6.1), (6.2) and (6.4), respectively.
The boundary conditions and the initial conditions for the system (6.52) are given by (6.10), (6.11).
In this case we observe a complete decoupling between microscale and macroscale, which is not the case
for the critical scaling θ = 2.
The third main result of the paper is as follows.
Theorem 6.3 Let κ(ε) = εθ with 0 < θ < 2 and let assumptions (A.1)-(A.9) be fulfilled. Then the solution
of the initial problem (2.8), (2.10)-(2.12) converges (up to a subsequence) in the two-scale sense to a weak
solution of the homogenized problem (6.52), (6.10), (6.11).
Let 0 < θ < 2. In the proof of Theorem 6.3 we follow the lines of the proof of Theorem 6.1. Namely,
arguing as in Sections 6.1.1, 6.1.2, 6.1.3, we obtain the homogenized equations (6.22), (6.23). Namely, in the
case of the moderate contrast we have:
0 6 S 6 1 in ΩT ;
Φ⋆(x)
∂S
∂t
− divx
{
K
⋆(x)λ f,w(S)
(∇Pw − ~g)} = Q̂w + F ⋆w in ΩT ;
−Φ⋆(x) ∂S
∂t
− divx
{
K
⋆(x)λ f,n(S)
(∇Pn − ~g)} = Q̂n + F ⋆n in ΩT ;
Pf,c(S) = Pn − Pw in ΩT ,
(6.53)
where the effective porosity Φ⋆, the effective source terms F ⋆w, F ⋆n , and the homogenized permeability tensor
K⋆ in (6.53) are defined in (6.1), (6.2) and (6.4), respectively. For any x ∈ Ω and t > 0, the matrix-fracture
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source terms Q̂w, Q̂n in (6.52) have the form:
Q̂w
def
=−Φ̂m ∂s
∂t
(x, t) = −Q̂n with Φ̂m def= 1|Ym|
∫
Ym
Φm(y) dy.
In order to complete the proof of Theorem 6.3, we have to identify the saturation function s appearing on
the right-hand side of equations in (6.53). The following result holds true:
Lemma 6.5 Let s be the weak limit of {DεSεm}ε>0 and S is the saturation function defined in (4.15). Then
s = P(S) a.e. in ΩT with P(S) = (P
−1
c,m ◦ Pc,f )(S). (6.54)
Proof of Lemma 6.5. Applying Lemma 5.8 and Proposition 5.5 we conclude that, for any x0 ∈ Ω \An,
βm(s
ε
m,x0)→ βm(sx0) weakly in L2(0, T ;H1(Ym)),
sεm,x0 → sx0 a.e. in Ym × (0, T ),
and the limit sx0 does not depend of the fast variable y. Due to continuity of the trace operator we also have:
βm(s
ε
m,x0)
∣∣
Γmf
→ βm(sx0)
∣∣
Γmf
weakly in L2(0, T ;L2(Γmf)).
On the other hand we know that, for a.e. x0 ∈ Ω,
M(βf(Dε(S˜εf (x0, ·, ·))))
∣∣
Γmf
= βm(s
ε
m,x0)
∣∣
Γmf
with M def=βm ◦ (Pm,c)−1 ◦ Pf,c ◦ (βf)−1
a.e. on Γmf × (0, T ). For a.e. x0 ∈ Ω, from Corollary 5.2 we have that
M(βf(Dε(S˜εf (x0, ·, ·)))) →M(βf(S(x0, ·, ·))) strongly in L2(0, T ;L2(Γmf))
and therefore, for a.e. x0 ∈ Ω \An,
βm(sx0)
∣∣
Γmf
=M(βf(S(x0, ·, ·)))
∣∣
Γmf
.
Since these functions are independent of y we have that βm(sx0) = M(βf(S(x0, ·)) in L2(0, T ), or, equiva-
lently, sx0 = P(S(x0, ·)). Now, for a chosen x0 ∈ Ω \An, we can find a subsequence such that
sεm,x0 → P(S(x0, ·)) a.e. in Ym × (0, T ).
Since the limit is uniquely defined by the limit S of the sequence Dε(S˜ε
f
) we conclude that the whole sequence
converge to the same limit (that is the whole subsequence for which Dε(S˜ε
f
) converges). Now we can repeat
our procedure for almost any x0 ∈ Ω \ An and conclude that s = P(S) a.e. in (Ω \ An) × (0, T ). Thanks
to Propositions 5.3, 5.4, the measure of the set An goes to zero as n → ∞ and the desired equality (6.54) is
proved.
Now we complete easily the proof of Theorem 6.3. Taking into account (6.54) we can rewrite (6.53) and
thereby obtain (6.52). Theorem 6.3 is proved.
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