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Abstract
Aerosol particles are everywhere in the atmosphere. They are a key factor in many important
processes in the atmosphere, including cloud formation, scattering of incoming solar radiation and
air chemistry. They have also been connected to adverse effects on human health and they have a
strong effect on visibility. The aerosol particles have relatively short lifetimes in lower atmosphere,
typically from days to weeks, and thus they have a high spatial and temporal variability. This
thesis concentrates on the extent and reasons of sub-micron aerosol particle variability in the
lower atmosphere, using both global atmospheric models and analysis of observational data.
Aerosol number size distributions in the lower atmosphere are affected strongly by the new
particle formation from gaseous precursors, mostly organic vapours and sulphuric acid. Perhaps
more importantly, a strong influence new particle formation is also evident in the cloud conden-
sation nuclei (CCN) concentrations, suggesting a major role of the new particle formation in the
climate system.
In this thesis, the sub-micron aerosol number size distributions in the European regional
background air were characterized for the first time from consistent, homogenized and compara-
ble datasets. The European background air is highly dominated by anthropogenic influences in
Central Europe. In remote regions, such as Northern Europe, strong seasonal changes are consis-
tent with a larger role of the biogenic sources suggested by earlier studies. The characterization
work of European aerosols provides air quality and climate modellers unparalleled possibilities in
model performance testing, and creates a basis for any regulatory efforts on sub-micron aerosol
number concentrations.
Some recent studies have suggested that differences in aerosol emissions between weekdays
could also affect the weather via aerosol-cloud interactions. These earlier studies of this “weekend-
effect” were based on aerosol mass based proxies for CCN. In this thesis, the weekday-to-weekend
variation of CCN sized aerosol number concentrations in Europe were found to be much smaller
than expected from earlier studies. This suggests that any potential large scale “weekend-effect”
of European meteorology is not directly influenced by CCN-sized aerosol particles, and some other
explanation must be proposed. A key finding was also that aerosol mass or optical properties
-based measurements are poor proxies for CCN concentrations in time scales comparable to
aerosol particle lifetimes in the atmosphere. This result also suggests that a lack of weekday
variability in meteorology is not necessarily a sign of weak aerosol-cloud interactions.
An analysis of statistically significant trends in past decades of measured aerosol number
concentrations from Europe, North America, Pacific islands and Antarctica generally show de-
creases in concentrations. The analysis of these changes show that a potential explanation for the
decreasing trends is the general reduction of anthropogenic emissions, especially SO2, although
a combination of several drivers for these changes in the number concentrations are likely.
The representative emission pathways developed for the IPCC prognose radical reductions
of anthropogenic emissions in the next decades, especially of sulphur dioxide. This will most
likely cause strong reduction in the present-day cooling effect of the atmospheric aerosols. The
model simulations of this thesis show that effect will cause strong additional positive forcing on
the atmosphere, possibly causing further increase in the near-surface mean temperatures. The
effect was further magnified when new particle formation in atmosphere was also considered in
the model calculations. Strong reductions in primary aerosol emissions and especially secondary
aerosol precursors should be thus considered with caution.
Keywords: Atmospheric aerosol, Emission reductions, Weekend effect, New particle forma-
tion
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INTRODUCTION
This thesis consists of an introductory review, followed by 5 research articles. The intro-
ductory review consists of aims of the thesis, general properties of aerosols, introduction
to and discussion on some of the aspects of the work described in the research articles
and references.
In the introductory part, the research articles are cited with roman numerals:
PI Makkonen, R., Asmi, A., Korhonen, H., Kokkola, H., Järvenoja, S., Räisänen,
P., Lehtinen, K. E. J., Laaksonen, A., Kerminen, V.-M., Järvinen, H., Lohmann,
U., Bennartz, R., Feichter, J., and Kulmala, M. (2009). Sensitivity of aerosol con-
centrations and cloud properties to nucleation and secondary organic distribution
in ECHAM5–HAM global circulation model. Atmospheric Chemistry and Physics,
9(5):1747–1766.
PII Asmi, A., Wiedensohler, A., Laj, P., Fjaeraa, A.-M., Sellegri, K., Birmili, W.,
Weingartner, E., Baltensperger, U., Zdimal, V., Zikova, N., Putaud, J.-P., Marinoni,
A., Tunved, P., Hansson, H.-C., Fiebig, M., Kivekäs, N., Lihavainen, H., Asmi,
E., Ulevicius, V., Aalto, P. P., Swietlicki, E., Kristensson, A., Mihalopoulos, N.,
Kalivitis, N., Kalapov, I., Kiss, G., de Leeuw, G., Henzing, B., Harrison, R. M.,
Beddows, D., O’Dowd, C., Jennings, S. G., Flentje, H., Weinhold, K., Meinhardt,
F., Ries, L., and Kulmala, M. (2011). Number size distributions and seasonality
of submicron particles in Europe 2008-2009. Atmospheric Chemistry and Physics,
11(11):5505–5538.
PIII Asmi, A. (2012). Weakness of the weekend effect in aerosol number concentrations.
Atmospheric Environment, 11(11):5505–5538.
PIV Asmi, A., Collaud Coen, M., Ogren, J. A., Andrews, E., Sheridan, P., Jefferson,
A., Weingartner, E., Baltensperger, U., Bukowiecki, N., Lihavainen, H., Kivekäs,
N., Asmi, E., Aalto, P. P. , Kulmala, M., Wiedensohler, A., Birmili, W., Hamed, A.
, O’Dowd C. , Jennings, S.G., Weller, R., Flentje, H. , Fjaeraa, A. M., Fiebig, M.,
Myhre, C. L., Hallar, A. G. , and Laj, P. (2012). Aerosol decadal trends (II): In-situ
aerosol particle number concentrations at GAW and ACTRIS stations. Atmospheric
Chemistry and Physics Discussions, 12, 20849-20899
PV Makkonen., R, Asmi, A., Kerminen, V.-M., Boy, M., Arneth, A., Hari, P., and
Kulmala, M (2012). Air pollution control and decreasing new particle formation
lead to strong climate warming Atmospheric Chemistry and Physics, 12(3):1515-
1524.
Aims
The original aims of this work were connected to a common project with the Finnish
Meteorological Institute and the University of Kuopio4. In the mid-2000s it became clear
that the Finnish aerosol studies required a climate model to widen the perspective and
get a hold on the complex feedbacks in the atmosphere, as models capable of including
detailed aerosol microphysics started to become available. The Finnish aerosol and at-
mospheric groups started a co-operation with Max Planck Institute of Meteorology in
Germany, for further development of ECHAM-HAM aerosol-climate model. This work
resulted in the first paper (PI), which had the aim to evaluate the sensitivity of CCN
concentrations to new particle formation in a global context.
In the work leading to this thesis, the results of PI directly lead to PII, when the
quality of model comparison datasets became apparent (Fig. 1). Thus, a second aim was
to generate useful comparison datasets and metrics for large scale model sim-
ulations. PII showed also a surprisingly weak weekday variation in CCN-sized aerosol
particles. This result, together with my at-time interest in more advanced time-series
analysis, led to a study with the main aim to characterize this weekly variation in
more detail and to provide theoretical background for the visibility of oscilla-
tions over background noise.
The PV were a result of PI, in the sense that we needed to know at least the pre-
industrial conditions on our model version to get any idea of the anthropogenic aerosol
influence on the climate. This was nicely collaborated by IPCC WG1 asking for a trend
analysis on the past decades aerosol measurements. As I had some experience on aerosol
number concentration data analysis, and it well supported the PV aims, I decided to
volunteer as (co)investigator on the subject (PIV) with the aim to evaluate the changes
on aerosol number concentrations in the last decades based on experimental
data. The modelling studies of past, present and future had the aims to characterize
the anthropogenic influence on ECHAM5-HAM with nucleation mechanisms
included and to study the changes in the climate forcing of aerosols from IPCC
emission pathways.
4 nowadays, University of Eastern Finland
PI PII PIII PIV PV
NPF  parameterizations












































The role of NPF
in global context?
Fig. 1: A simplified summary of connections between the studies of this thesis.
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1. GENERAL PROPERTIES OF ATMOSPHERIC AEROSOLS
The terrestrial atmosphere is a mixture of nitrogen, oxygen and argon with small amount
of trace compounds (Lide, 2004). A good whiskey is a mixture of water and ethyl alcohol
with a small amount trace compounds (Pryde et al., 2011). In both cases, even though
both have major and important active compounds (oxygen and alcohol respectively), the
interesting part1 are the minor constituents. The impurities and trace elements matter,
and they are as critical to the behaviour of the atmosphere, as they are for the taste of
a good single malt. In atmosphere, the impurities include components such as carbon
dioxide, liquid water droplets (commonly observed as clouds) and, among many others,
aerosol particles.
1.1 Aerosol phases
Aerosols, in contrast to other atmospheric
impurities, are a phase mixture. By def-
inition, an aerosol consists of two parts:
the gas phase (air and other gasses and
vapours) and the particle phase (liquid,
solid or multiphase particles). The gas
phase fraction of the atmospheric aerosol
can be thought to consist of essentially in-
ert carrier gas and a selection of potentially
condensing vapours, precursor gases, oxi-
dants and other reactive gaseous species.
The particle phase consists of a relatively
low number of particles of varying size and
composition in a constant interaction with
the gas phase. The aerosol can be af-
fected by external forces, such as radia-
tion, temperature gradients and other phys-
ical processes, changing the environment
in the phase mixture. These changes can
then facilitate phase changes and chemi-
cal processes, affecting the properties of the
aerosol.
1.2 Aerosol particle size and
composition
Individual aerosol particles are in atmo-
spheric science usually characterized mostly
by their size and composition (Seinfeld and
Pandis, 2006). The particle size is usu-
ally determined by the representative par-
ticle diameter, dp, which can vary in atmo-
spheric aerosol particles from around one
nanometre to approximately hundred mi-
crometres. Figures 2a-b show examples of
aerosol particle sizes in comparison to wave-
lengths of electromagnetic radiation and
some biological entities. The particle pop-
ulation in a macroscopic volume of air is
commonly referred as aerosol size distri-
bution for some aerosol property as a func-
tion of particle size. Figure 2b shows some
examples of the aerosol particle number
size distribution function, with a custom-
ary dN(dp)/d log10 dp normalization
2. Sev-
eral wide peaks are typically visible in the
1 Admittedly depending on the person.
2 This normalization is far from the only possible, normalizations with natural logarithm
dX(dp)/d loge dp and linear size range dX(dp)/dp are also used in literature. The normalization is
Fig. 2: Composite picture of (a) comparable length scales of electomagnetic radiation wave-
lengths and some biological entities, (b) typical atmospheric aerosol particle number and
mass size distributions, (c) typical species in continental aerosol, (d) aerosol microphys-
ical processes converted to characteristic time scales, and (e) processes important to
aerosol climate (e1, e3) and health effects (e2) as a function of particle dry diameter. Mie
calculations of scattering efficiency are courtesy of Mr. John Backman (U. Helsinki).
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size distributions, indicating aerosol pop-
ulations, or modes. These represent per-
sistent aerosol populations are often found
in the atmosphere as a result of particle
sources, sinks, and mixing and growth pro-
cesses. Commonly, the atmospheric submi-
cron (dp < 1µm) aerosol number size dis-
tributions have an Aitken mode (diameters
around 30 to 100 nm) and an accumulation
mode (from 100 nm to 1 µm) separated
by the so-called Hoppel gap (Hoppel et al.,
1990). This gap is more prominent in re-
mote locations, and for example the data
shown for Melpitz, Germany, have very lit-
tle indication of such modal difference in the
median aerosol number size distribution.
This gap is most likely a result of cloud pro-
cessing of aerosols, and is thus indicative of
aerosol size distribution history. Sometimes
the nucleation mode (below 30 nm) is visi-
ble, as are parts of the mostly super micron
coarse mode. As a comparison, the mean
volume size distributions, which are indica-
tive of the aerosol mass distributions, are
much more concentrated on the larger parti-
cle sizes. This shift is a natural result of the
d3p scaling between the two aerosol proper-
ties, and shows that the majority of aerosol
number concentration is concentrated in the
smaller half of the submicron range; the
majority of aerosol mass is concentrated in
the over 100 nm diameter particles. Typ-
ical European background of aerosol parti-
cle number size distributions are discussed
in length in PII.
By total mass, a considerable fraction
of ambient sub-micron tropospheric atmo-
spheric aerosol particles are composed of
water (Wang et al., 2008; Ervens et al.,
2011). The remaining mass of the sub-
micron aerosol in the continental tropo-
sphere consists of sulphates, nitrates, or-
ganic compounds, ammonia and black car-
bon, with contributions from mineral dust
and sea salt (Figure 2c and e.g. Putaud
et al., 2004). The super-micron aerosol
is usually more dominated by the min-
eral dust and sea salt. The spatial varia-
tion in the aerosol composition illustrates
the source areas of different types of par-
ticles (Figure 3). The particle composi-
tion is also dependent on the particle age
in the atmosphere, as more and more con-
densible matter, especially sulphates and
organics, condense on the particles or are
produced by cloud processing or heteroge-
neous reactions. Freshly-emitted particles
form external mixtures with pre-existing
particles, where the aerosol particles of the
same size have different compositions. Age-
ing processes, such as condensation and
evaporation, reduce these differences until
the population starts to be more uniform,
with different compounds internally mixed
in the particles. In the real atmosphere,
the aerosol is a complex mixture of both
kinds of aerosol mixing types, although the
time-scales for change e.g. from freshly
emitted hydrophobic combustion particles
to more hygroscopic internal mixtures is of-
ten rather short, of the order of hours (Er-
vens et al., 2010; Riemer et al., 2010).
The particles in the atmosphere have
a multitude of sources. Sulphates are
mostly from anthropogenic emissions, vol-
canoes, marine Dimethyl Sulphide (DMS)
emissions, and from subsequent photochem-
istry and cloud processing. Ammonium and
nitrates are generated by biological pro-
cesses and fertilizers, oceans can also be
a significant source of ammonium; Black
carbon (i.e. strongly absorbing aerosol)
comes from combustion sources (including
biomass burning); organics come from the
vegetation, anthropogenic sources, biomass
burning and oceans; and dust and sea salt
used, as it makes the size distributions measured with differing size resolution more comparable, and if
the size axis is given in logarithmic scale, the area under curve normalised with logarithm of diameter
is proportional to the total aerosol number concentration. The particle size dp inside the logarithm is
assumed to be divided by the length unit used.
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come from deserts and oceans, respectively.
The sources of atmospheric particle are
generally divided into two categories: pri-
mary and secondary. Primary sources gen-
erate aerosol particles directly to air, e.g.
in the case of atmospheric dust from re-
suspension over deserts, organics and sea
salt particles from evaporation of sea wa-
ter droplets (bubble bursting) and spuming,
or carbon aggregates from diesel combus-
tion. Secondary particles are formed from
gas phase compounds in the atmosphere
via new particle formation. In some cases,
the division is more difficult as the divi-
sion between the two kinds of particles is
up to the scale which the emission is char-
acterized: sulphate particles from combus-
tion could be either considered direct emis-
sions when measured far from the source,
or secondary, if measured directly from ex-
haust. The division between primary and
secondary aerosol is further complicated by
terminological issues. In many studies the
primary/secondary split is done for aerosol
mass, not by particles per se. In these
cases, the primary aerosol (mass) is directly
emitted and secondary consist of all mass
condensed or otherwise produced to aerosol
particles after emission. This separation is
especially relevant for the discussion of Sec-
ondary Organic and Secondary Inorganic
Aerosol (SOA and SIA) in papers PI and
PV.
Of particular note in aerosol particle
composition are the two main species or
species groups discussed in PI and PV,
sulphuric acid (H2SO4) and organic com-
pounds. The sulphuric acid is often con-
sidered to be the key species in atmo-
spheric new particle formation, due its gen-
eral availability as a photo-oxidation prod-
uct of SO2, simplified oxidation pathway
and the extremely low value of saturation
vapour pressure. These properties make
the sulphuric acid very keen on either con-
densing to existing surfaces (including par-
ticles), or if no such surface is available, to
take part in new particle formation. A close
correlation between H2SO4 and new parti-
cle formation in troposphere is evident from
field data (e.g. Weber et al., 1996; Kuang
et al., 2008; Nieminen et al., 2009; Paaso-
nen et al., 2010), also seen in chamber ex-
periments (Sipilä et al., 2010; Kirkby et al.,
2011). In particles, sulphuric acid reacts to
form sulphates.
The second particularly interesting
group of species are the organic com-
pounds. The importance of organic com-
pounds come from the fact that they are
a major part of aerosol particle composi-
tion in the submicron range (Jimenez et al.,
2009), can affect the aerosol-cloud interac-
tions and aerosol optical properties (Fac-
chini et al., 1999; Ramanathan et al., 2005;
Andreae and Gelencsér, 2006; Prisle et al.,
2012), are critical on aerosol growth to
cloud condensation nuclei (Kerminen et al.,
2000, 2012), and that measured concentra-
tions are generally poorly reproduced in
the atmospheric models (Kanakidou et al.,
2005). There are figuratively innumerable
different organic compounds in the ambi-
ent atmospheric aerosol, and thus usually
some lumping method is used to categorize
them. The current approaches in the liter-
ature are based often on chemical charac-
terization methods of particles (e.g. Dece-
sari et al., 2000; McFiggans et al., 2010),
their saturation vapour pressure (e.g. Don-
ahue et al., 2006, 2012), oxidation state
(Kroll et al., 2011), or semi-empirical smog
chamber partitioning properties (e.g. Odum
et al., 1997). Due the high complexity of
organic chemistry and lack of suitable data,
the handling of organic compounds is still
very uncertain in aerosol models. However,
the current advances in the measurements
of aerosol chemistry provide a good basis
for improved parametrizations of processes
























Relative contribution of  mean column mass burden 
MODEL:ECHAM5.5-HAM2 5 year averages (1998-2002) (Run (K) in Prisle et al.)
(including Sea Salt and Dust) (Other species)
Fig. 3: Example of relative mean contribution of different aerosol composition species to column
mass burden (ECHAM5-HAM2 simulations analyzed for Prisle et al. (2012)). The left
figure shows the contribution of mainly coarse mode species (sea salt and dust) in com-
parison to all other species, and the right figure shows the relative contribution of the rest
of the simulated species. ECHAM5-HAM2 lacks nitrates and ammonia, and the column
burdens are given without water in the particles. Note that scale for black carbon is
different from the other species’ scales.
1.3 Processes
As the particle lifetimes vary from sec-
onds to a few weeks, their variability in
the atmosphere is much greater than of
many long-lived gaseous pollutants, lead-
ing to spatially and temporally inhomo-
geneous aerosol concentrations (Jaenicke,
2008). Variations in available radiation,
clouds and oxidants transform and age the
aerosol populations in atmosphere (Seinfeld
and Pandis, 2006). The atmospheric aerosol
populations are thus in a constant state of
change.
The huge range of particle sizes (alto-
gether around 5 orders of magnitude in di-
ameter) is also mirrored by the variability
of strength of different microphysical pro-
cesses affecting the particles. Figure 2d
shows characteristic time scales of some of
the processes in typical boundary layer con-
ditions.
The smallest particles are very sensi-
tive to removal by collision to larger aerosol
particles via Brownian coagulation, with







where K is the Brownian coagulation coef-
ficient ( cm3s−1), and Nb is the background
aerosol number distribution ( cm−3). This
process also grows the larger particles, al-
though the effect is generally relatively mi-
nor due the large volume differences be-
tween the particles. As the particle size in-
creases, the coagulation efficiency decreases
rapidly, shown as the increase of the char-
acteristic time scales in Figure 2d.
Particles can be removed also by stick-
ing to existing surfaces by dry deposi-
tion, which is relatively efficient for par-
ticles outside of Aitken and accumulation
mode ranges, but only in atmospheric lay-
ers near to the ground. For a well mixed
boundary layer, the characteristic dry de-






where vd is the (particle and environment
10
dependent) dry deposition velocity ( ms−1)
and H ( m) is the mixed layer height. The
dry deposition characteristic time shown
in Figure 2d is for 1000 m mixing layer
height and based on the vd observations
in in Hyytiälä; different environments and
different meteorological situations can sig-
nificantly change the dry deposition rates,
and even the shape of the particle size
dependence (Pryor et al., 2008). Aerosol
particles can also be removed from the
atmosphere by falling raindrops or snow
(below-cloud scavenging), by being ac-
tivated to cloud droplets and precipitating
(activation scavenging) or by colliding
with cloud droplets (in-cloud scaveng-
ing). The time scales of these processes
are even harder to determine, as they are
strongly related to cloudiness, precipitation
frequency and rain droplet sizes. The issue
is even further complicated by the fact that
most particles activated as cloud droplets
usually evaporate when leaving the cloud
and do not precipitate. The below-cloud
scavenging is only efficient for small or large
particles ( dp < 100nm or dp > 1µm, Prup-
pacher and Klett (1997)), and only rela-
tively large particles ( dp > 50nm) can ac-
tivate as cloud droplets (see next section on
cloud condensation nuclei). A rough indi-
cation of below cloud wet deposition time
scales τw(dp) can be estimated from
τw(dp) =
t0∑
p f(p) (1− exp(−Λ(p, dp)t0))
,
(1.3)
where p is accumulated precipitation (m)
in collection time t0, f(p) is the fraction of
time with p binned precipitation accumu-
lation and Λ is the below cloud scavenging
efficiency. The time scales the Figure 2d
are produced using t0 of 30 minutes, pre-
cipitation accumulation f(p) from Hyytiälä
forestry station (Months V-IX, 2000-2005)
and Λ from Laakso et al. (2003).
Particle interactions with the gas phase
are crucial to aerosol population dynam-
ics. Oxidation of vapours and gases create
low-volatility compounds, which can con-
dense on existing particles (condensation)
and in some cases even form new particles
(nucleation). The rates of condensation
on particles are strongly dependent on the
particle size and on concentrations of con-
densible vapours. In Figure 2d, the con-
densation time-scales are shown for a zero
vapour pressure model compound, with a
constant concentration. The concentra-
tion levels are normalized by the growth
rate (GR = ddp/dt) which such concen-
tration would generate for a 1 nm particle
( GR|1nm). In this case, the characteristic





and the used values of GR|1nm are compa-
rable for observed growth rates during new
particle formation in Hyytiälä (Yli-Juuti
et al., 2011). In the real atmosphere, the
concentrations of condensible vapours are
very rarely constant, and thus the conden-
sation growth will vary in time. The small-
est particles (generally diameters less than
10 nm) could also be affected by the Kelvin
effect in respect to organic vapour con-
densation, reducing the condensation rate
(Kulmala et al., 2004d), although this pro-
cess is not included in the Figure 2d. The
semi-volatile species, such as some organic
compounds, can also evaporate from the
particles (Robinson et al., 2007). Chem-
istry, environmental changes, particle in-
ternal partitioning and meteorology can
strongly affect the particle/gas phase pro-
cesses. For example, an important global
source of accumulation mode mass is cloud
processing, where activated cloud droplets
scavenge pollutants from air, which after
aqueous phase chemistry and cloud evap-
3 The definition of condensation time scale here is for relative change rate of diameter and is slightly
different from volume change rate used in e.g. Raes et al. (2000).
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oration remain in the particles (Yin et al.,
2002). This is a major source of sulphate
and organic compounds in the CCN-sized
particles and explain a great deal of particle
growth from Aitken to accumulation modes
(Kerminen and Wexler, 1995; Ervens et al.,
2011).
The lifetimes of atmospheric aerosol
particles are generally smaller than
many other climate-impacting impurities
(Jaenicke, 2008). The lifetimes are, how-
ever, very strongly dependent on the par-
ticle size and environmental factors. Fast
coagulation of small (dp<20 nm) particles
lead to short lifetimes due to their rapid
coagulation with larger particles. Larger
particles (in forest environments, dp>200
nm) are removed efficiently via wet or dry
deposition. The condensation is relatively
efficient up to Aitken mode particles. For
the larger particles the cloud processing
or heterogenous reactions are more effi-
cient growth processes. The lifetimes of
the particles are generally longer in greater
altitudes of the atmosphere, but still very
short compared to e.g. methane or carbon
dioxide. This means that spatial and tem-
poral variability of aerosol particles is much
higher than many other climate impacting
impurities, and the changes in emissions
are rapidly seen in the overall concentra-
tion levels.
1.4 Impacts
Atmospheric aerosols affect the atmosphere
in many ways. These impacts are the key
motivation behind studies of atmospheric
aerosols. This thesis is mostly about the
aerosol effects on weather and climate, and
to less extent, on human health. The
aerosol particle size dependency of some of
these the impacts are summarized in Figure
2e.
1.4.1 Climate impacts
Aerosols are affecting the climate system in
many important ways. The most obvious
of these is the scattering and absorption
of incoming solar radiation before reach-
ing the surface. These direct aerosol ef-
fects can either cool or warm the atmo-
sphere, and change the atmospheric circula-
tion. These changes in the atmosphere can
also cause complex changes in the clouds
(semi-direct effects, Koch and Del Ge-
nio, 2010). The absorbing aerosol gener-
ally warm the atmosphere by absorbing in-
coming solar radiation, dependent on the
amount of absorbing material in the parti-
cles (Ångström, 1929). The extinction of
solar radiation from scattering to aerosol
particles is related to particle surface area,
and refractive index-dependent scattering
efficiency Q. Figure 2e3 shows the scat-
tering efficiency of pure water particles in
550 nm radiation. Although the shape of
the scattering efficiency function depends
on particle properties, generally only par-
ticles larger than approximately 100 nm di-
ameter have a strong contribution to direct
light scattering in the atmosphere.
In this thesis the main interest is in the
indirect effects of aerosols through clouds.
The two most studied indirect effects4 are
presented schematically in Figure 4. The
cloud-albedo (Twomey) effect, is based on
the elevated aerosol number concentrations
increasing the number of cloud droplets in
clouds, generating whiter (higher albedo)
4 There are a number of other proposed mechanisms of aerosol indirect effects, based on aerosol affect-
ing the entrainment of dry air to the clouds and thus cloud water content or albedo: Drizzle-entrainment
effect (Lu and Seinfeld, 2005), sedimentation-entrainment effect (Ackerman et al., 2004) and evaporation-
entrainment effect (Wang et al., 2003). However, even though these processes have been studied in small
scale Large Eddy Simulations (Chen et al., 2011), I am not aware of any parametrizations for global scale
models, and thus global impacts of these processes are still very uncertain.
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clouds and thus reflecting more solar ra-
diation (Twomey, 1977). The cloud life-
time (Albrecht) effect is based on smaller
cloud droplets having less chance to gener-
ate rain, increasing cloud lifetime and thus
cloudiness (Albrecht, 1989). These effects
are mostly dependent on the ability of some
aerosol particles to act as a seed for the






















more and smallerfewer and larger
Fig. 4: Simplified schematic of cloud albedo
(Twomey) effect and cloud lifetime (Al-
brecht) effects, as a change of cloud
properties between clean (left) and pol-
luted (right) environments.
Cloud condensation nuclei
Cloud condensation nuclei are a commonly
used term for particles on which cloud
droplets can be formed in cooling air parcels
in the atmosphere. Many of the aerosol-
cloud interactions are related to the num-
ber of available CCN, and thus much of the
research in this thesis is one way or another
connected with determining some property
related to CCN. The ability of an aerosol
particle to activate as a cloud droplet de-
pends on the particle properties (size, hy-
groscopicity, presence of surfactants) and on
the meteorological situation (updraft veloc-
ity, water vapour, temperature). Of these
properties, the particle size is commonly
considered to be of greater importance than
composition (Dusek et al., 2006; McFiggans
et al., 2006), and the meteorological situa-
tion is typically represented only by the crit-
ical water supersaturation at the moment of
cloud activation. This approach was used
in the PIII, where direct measurements of
CCN.4% (i.e. aerosol particles activated at
water saturation of 1.004) were available.
However, long-term measurements of CCN
are not very common. The instruments for
measuring them have only recently became
stable enough for monitoring use (Nenes
et al., 2001; Sihto et al., 2011), and thus
other methods to derive CCN concentration
need to be used. In PII, PIII and PIV,
the CCN concentration was approximated
from size distribution data, using a fixed
cut-off diameter to produce different CCN
proxies. This simplification is based on the
assumption of relatively low importance of
particle chemistry in the CCN activation.
In many modern studies, the aerosol
composition effects are described by a sim-
plified one-parameter approach. This ap-
proach, developed by Petters and Kreiden-
weis (2007), describes all composition ef-
fects on particle hygroscopicity, and thus on
the cloud activation, with the so-called κ
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parameter. Low values of κ are connected
with a low hygroscopicity, i.e. particles
which require higher water supersaturations
to activate as cloud droplets in comparison
to high κ particles. Figure 2e1 shows the
effect of this parameter on cloud activation
potential via showing the critical water su-
persaturation needed to activate particles
as cloud droplets as a function of κ and dp.
As the particles age in the atmosphere, they
start to have more and more uniform κ val-
ues, close κ values of 0.3±0.1 for continental
and 0.7±0.2 for marine aerosol (shown as
a white shaded areas in Fig. 2e1, Andreae
and Rosenfeld (2008)). This relatively small
variation in ambient κ values support the
use of aerosol diameter -based CCN proxies,
although the cloud properties and updraft
velocity still play a strong role in potential
CCN activity.






















1. North Atlantic (Gultepe et al., 1996)*
2. Nova Scotia (ibid)*
3. North Sea (Martin et al., 1994)*
4. Continental (Gultepe and Isaac, 1999)
5. Lin and Leaitch, 1996 (w=.2 m/s)
6. Arabian sea (Ramanathan et al., 2001)* 
7. Marine (Gultepe and Isaac, 1999)
Fig. 5: Published semi-empirical relationships
between “CCN-sized” aerosol number
concentrations (Na) and cloud droplet
number concentrations. Different stud-
ies used different size ranges for their
definition of CCN, commonly close to
70-100 nm in diameter. *) Adapted
from Ramanathan et al. (2001a).
The relationship between below-cloud
CCN and cloud droplet number concentra-
tions are not linear, and several methods
for approximating the cloud activation have
been proposed. The semi-empirical ap-
proaches, in contrast to mechanistic meth-
ods, have the advantages of having large
enough scale of measurements to be com-
parable with climate model grid boxes, be-
ing easy to implement, and describing an
actual measured cloud activation (Gultepe
and Isaac, 1999). The generalization of
such parametrizations to different environ-
ments can be difficult. Different clouds can
have different updraft velocities, entrain-
ment rates and water contents, and the
aerosol properties, beyond a simple num-
ber concentration over selected activation
diameter, are not taken into account. Still,
the different semi-empirical parametriza-
tions give relatively similar behaviour, with
decreasing response to higher CCN con-
centrations, approximately related to the
logarithm or fractional power of the CCN
concentration (Figure 5). Notably, the
parametrization by Lin and Leaitch (1997),
taking into account both CCN (defined
as particle number concentration above 70
nm in diameter, N70) and model estimated
cloud updraft velocity, was used in Global
Circulation Model (GCM) simulations of
this thesis (PI and PV). Some models can
also use mechanistic methods for the cloud
activation (Ghan et al., 2011, for a review
of recent parametrizations). The mecha-
nistic methods give possibility to include
many additional processes into the CCN-to-
CDNC processing, making possible to study
effects of e.g. changes in aerosol compo-
sition or co-condensing species (Makkonen
et al., 2012; Prisle et al., 2012).
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1.4.2 Health effects
Atmospheric aerosols (or, in air-quality
terms particulate pollution) also affect hu-
man health. A classical example of the
dangerousness of anthropogenic particulate
pollution was observed in extreme pollu-
tion events in London 1952, where a strong
photo-chemical particulate pollution cloud
covered the city and caused excess mortality
of approximately 12,000 in the metropolitan
area(Brimblecombe, 1987; Bell et al., 2004).
More recently (from 1970s on) studies have
clearly connected aerosol mass concentra-
tions (particulate matter, PM5) to general
health of the population, especially to lung
cancer and cardiovascular mortality (Dock-
ery et al., 1993; Dockery and Pope, 1994),
thus creating a strong epidemiological basis
for the air quality standards of particulate
mass (Pope, 2000).
Nanoparticles ( dp < 100 nm) have been
widely acknowledged to have the poten-
tial for adverse health effects (Donaldson
et al., 1998, 2002; Sager and Castranova,
2009). The particle deposition to alveo-
lar region of lungs can be especially effi-
cient for particles of diameters below 50 nm
(Figure 2e2 and Oberdörster et al. (2005)).
This is important, as such particles do not
have any measurable effect on particle mass
concentrations (Fig. 2b), and are thus
not monitored in common air quality net-
works, nor regulated by legislation. How-
ever, there is no consensus on which aerosol
property (e.g. size, composition, surface
area) has strongest effect on human health
(Wittmaack, 2007, and associated online
correspondence). The different behaviour
of PM and nano-particles in the atmosphere
are discussed in PIII.
5 The normal measure of particulate matter is PMx concentrations, which are the particle mass below
some pre-defined size limit. In health studies and air quality monitoring the most common measures are
PM10 and PM2.5, i.e. particle mass below 10 or 2.5 micrometer aerodynamic diameter.
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2. SMALL PARTICLES – GLOBAL CONSEQUENCES
Gas phase oxidation results in generation of very low volatility compounds, which can,
in absence of suitable condensation surface, create new particles in the atmosphere. This
process has been detected frequently all over the continental planetary boundary layer
(Kulmala et al., 2004a). Unfortunately, no clear consensus which are the actual processes
dominating this phenomena has yet emerged. Another issue is how significant such process
can be in the atmosphere. The only comprehensive way to approach this problem is to
use a global model capable of simulating both aerosol processes and the behaviour of the
surrounding atmosphere.
2.1 New particle formation
One of the major sources of particle number
concentrations is the gas-to-particle conver-
sion, or nucleation. The process of new par-
ticle formation (NPF) in the atmosphere is
complex, and many studies have proposed
mechanisms to explain this phenomena in
the atmosphere. Some proposed mecha-
nisms for the initial atmospheric nucleation
are binary H2SO4-H2O (e.g. Vehkamäki
et al., 2002) or ternary H2SO4-H2O-[base]
(e.g. Napari et al., 2002; Bonn et al., 2008;
Kurtén et al., 2008) processes, sometimes
including ion-induced effects (e.g. Yu and
Turco, 2000; Lovejoy et al., 2004). There
is no reason to assume that all atmo-
spheric nucleation is from the same mech-
anism, and some (or none) of these pro-
cesses could be active in different environ-
ments. One should distinguish the actual
initial formation of the particle (nucleation)
from the subsequent growth/removal com-
petition, resulting in observable particle for-
mation1. In this sense, the inclusion of or-
ganic vapours can be critical for the newly
nucleated particles (slightly above 1 nm in
size) to survive to more detectable sizes,
even though they might not actually nucle-
ate themselves (e.g. Anttila and Kerminen,
2003; Kulmala et al., 2004b).
Different semi-empirical approaches
have also been suggested for NPF using
either laboratory approaches (e.g. Han-
son and Lovejoy, 2006) or field observa-
tions (e.g. Sihto et al., 2006; Paasonen
et al., 2010, 2012). In PI and PV, sim-
ple parametrizations of the NPF rate were
used in the form
Jn = C[H2SO4]
k, (2.1)
where Jn is the nucleation rate ( cm
−3s−1),
C is an experimentally determined prefac-
tor ( (cm3)k−1s−1), k is experimental fit-
ting parameter and the H2SO4 concentra-
tion is given in molecules per cubic centime-
tre (Sihto et al., 2006). In case of k = 1,
Equation 2.1 describes a process called ac-
tivation nucleation, and with k = 2 it is
called kinetic nucleation. Naturally, the pa-
1 This difference is nowadays getting smaller and smaller, as detection limit of instruments is already
at or close the diameters particles are forming (Vanhanen et al., 2011).
rameters C and k include a lot of infor-
mation on background physics and chem-
istry (e.g. concentrations of condensible or-
ganic vapours), and as such the overall ap-
plicability of one fitting to other locations
is not certain. When PI was written, no
better information was available, and the
study should be considered to be a sensitiv-
ity study of these processes. In PV, this
nucleation method was only used over land
areas. More recently, parametrizations in-
cluding a factor depending on the amount
of condensible organic vapours have been
developed (Paasonen et al., 2010, 2012).
2.1.1 Life and death of a new particle
The nucleation mechanism is just a part
of the actual new particle formation event.
Right after formation, the new particles are
extremely small, and thus have high po-
tential to coagulate with existing particles.
The only way for them to grow to the rel-
ative safety of Aitken mode sizes is either
by condensational growth or by heteroge-
neous processes, helped by e.g. salt for-
mation or oligomerization (Riipinen et al.,
2012). This competition between coagula-
tion and growth processes is extremely im-
portant for the observable new particle for-
mation rates, and determines often the ac-
tual total and CCN number concentration
with at least as importantly as the actual
nucleation rates and mechanisms (Kulmala
et al., 2004b; McMurry et al., 2005; Pierce
and Adams, 2007). Figure 6 illustrates the
importance of condensation and coagula-
tion processes, as the surviving fraction of
newly nucleated particles is a strong func-
tion of both background aerosol concentra-
tion and the mean growth rate of the parti-
cles.
2.2 Global climate model
ECHAM5-HAM
Aerosol formation, and especially the in-
teraction with aerosols and atmosphere,
has many complex feedbacks. The neces-
sary parameters of aerosol formation and
growth are determined by the climate sys-
tem, which via aerosol-climate effects, is
also affected by the changes in aerosol fields
themselves. This kind of complex feedbacks
requires a specific kind of model to study: a
climate model with an aerosol microphysics
module.
PI and PV used the ECHAM5-HAM
General Circulation Model (GCM) to study
aerosol-climate interactions. ECHAM5-
HAM was one of the first models to include
all of the micro-physical aerosol processes
(Chapter 1) in a consistent GCM framework
(Stier et al., 2005). This is significant im-
provement from most other GCMs, which
still use either prescribed aerosol fields, or
simplified aerosol mass-based mechanisms
(Textor et al., 2007). The need for de-
tailed aerosol processes is especially relevant
for the studies of new particle formation,
as NPF is strongly influenced by changes
in the aerosol size distribution and related
chemistry.
The base ECHAM5 model is a spectral
global general circulation model, i.e. the
primitive equations are solved in Fourier
space, which is then in each time-step
converted back to Eulerian grid for other
(including aerosol and cloud) processes
(Roeckner et al., 2003). The model resolu-
tion used in PI and PV was T42, which
correspond to approximately 2.8x2.8◦ in
horizontal resolution, and around 300 km
grid spacing at the Equator. The vertical
levels of the model are defined by 19 (PI) or
31 (PV) terrain following hybrid-σ levels up
to 10 hPa. As a general circulation model,
it can generate a relatively realistic repre-
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Fig. 6: “Surviving fraction”, i.e. how much of particles nucleated in 1.7 nm diameter are still
left in larger diameters after growth and loss processes, in different idealised background
conditions. “High GR” describes situation with constant concentration of condensible
vapour, normalized to give 5 nm/h growth rate for 1 nm particles. “Low GR” same
with 1 nm/h growth rate for 1 nm particles. “High CS” corresponds to coagulation sink
calculated from Melpitz and “Low CS” to Hyytiälä median aerosol number distribution
(see Figure 2b). The Kelvin effect is not included in the calculations. Red area shows the
region where the Kerminen and Kulmala (2002) parametrization (eq. 2.2) was used in
PI and PV, blue are where the aerosol particles start to either act as CCN or efficiently
scatter solar radiation.
sentation of a climate system, including ad-
vection patterns, radiation, clouds and pre-
cipitation. What it can not do, however, is
a realistic representation of weather. This is
important when considering potential com-
parison parameters from atmospheric mea-
surements. discrepancy always remains.
The aerosol module HAM (Stier et al.,
2005) is based on modal description of the
aerosol size spectrum, with aerosol dynam-
ics from M7 submodule (Vignati et al.,
2004). For computational reasons, the
aerosol mass and number size distributions
are described by a set of 7 log-normal
aerosol modes (Figure 7). The different
modes have limited set of properties and
species, concentrating the species tracers in
the most likely modes where they could be
present. One constrain is that the modes
have fixed standard deviations, and they are
limited in the size space, forcing the aerosol
size distribution to always have exactly 7
modes in predetermined order. The M7
approach also includes tracers for external
mixing, in the form of non-soluble modes in
Aitken and accumulation modes. Although
computationally efficient2, and often quite
good representation of overall aerosol popu-
lation, the modal approaches do suffer some
drawbacks, of which the most relevant to
NPF studies, is the requirement of log-
normality.
The nucleation processes create high
concentrations of particles in extremely
small sizes below 3 nm diameter. The rapid
nucleation and subsequent growth and co-
agulation processes of sub-3nm particles
make their modelling difficult using a single
lognormal mode, especially considering the
model chemistry time step of 30 minutes.
2 Efficient in comparison to some other size distribution descriptions. Including the aerosol tracers for
HAM result in a major additional computational overhead in comparison to standard ECHAM GCM.
This is one of the reasons why ECHAM-HAM is not used in long Earth System model simulations for





















SO4BC SS DUOCSO4BC SS DUOCSO4BCOCSO4(OC)
DUDUBCOC
(B)VOC
H SO2 4 SO2
OCc
OH
















Fig. 7: Simplified description of M7 aerosol dynamics submodel of ECHAM5-HAM used in PI
and PV (Vignati et al., 2004). The model describes the aerosol size distribution with
7 lognormal models (4 soluble and 3 insoluble), and follows both number concentration
of the modes and mass concentrations of different species in the modes (OC=organic
carbon, SO4=sulphate, BC = black carbon, SS = sea salt, DU = mineral dust). Modes
which grow (or shrink) towards model boundary will have part of their mass and num-
ber transferred to neighbouring mode, thus keeping the modal structure relatively rigid.
Particles in insoluble modes are transferred to soluble modes via coagulation and con-
densation (“aging” in the figure). Organic tracer in nucleation mode, and possibility of
SOA forming via BVOC oxidation are PI additions to standard M7.
For this reason, the parametrization of Ker-
minen and Kulmala (2002) was applied to
estimate the surviving fraction from diame-
ter where nucleation is assumed to happen
(1 nm in PI and 1.7 nm in PV) to 3 nm:












where J3 is the NPF rate at 3 nm diameter,
Jn is the nucleation rate ( cm
−3s−1), dpn
is the diameter of nucleated particles ( nm),
CS′ is the reduced condensation sink ( s−1),
GR is the growth rate ( nm h−1) and γ is
a proportionality factor. The growth rate
calculation included sulphuric acid concen-
trations and in PV also part of available
gas phase organic vapours. As this process
happens during one time step in the model
(i.e. newly formed particles are directly put
to 3 nm diameter), this parametrization will
under predict the time needed to grow the
particles to 3 nm size.
In the standard ECHAM5-HAM, all or-
ganic aerosol was represented in the model
as primary organic aerosol (POM) with
fixed mass ratio between the modes (Stier
et al., 2005). This is in contrast to stud-
ies suggesting that large fraction of organic
matter in the aerosol particles are origi-
nally emitted in gas phase and, after ox-
idation(s), condensed to existing particles
as secondary organic aerosol (SOA) (Tsi-
garidis and Kanakidou, 2003; Lack et al.,
2004; Fuzzi et al., 2006). Addition of SOA
was tested in PI using different oxida-
tion yields of biogenic monoterpene emis-
sions, mixing them in the boundary layer,
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and condensing the resulting SOA to exist-
ing particles dynamically during the same
model time step. This approach assumes
that all of the oxidized monoterpenes will
be completely non-volatile, but has the ben-
efits of both including the organic aerosol
derived growth in small particles and being
computationally very cheap. In literature,
many other approaches are used, with some
using thermodynamical equilibrium models
for organic condensation (O’Donnell et al.,
2011) and some are based on modelling
the saturation vapour pressures over a wide
range of values (Donahue et al., 2012; Tost
and Pringle, 2012). The approach used in
PI and PV is simple, but it produces rea-
sonable growth rates for submicron parti-
cles – a necessity to get realistic NPF rates.
The aerosol-cloud interactions in PI
and PV are handled by activating the
aerosol particles when the ECHAM5 ex-
pects clouds to be formed. The model uses
the semi-empirical activation parameteriza-
tion of Lin and Leaitch (1997). The method
uses model-derived updraft velocities as an
input parameter, and only uses the total
aerosol number concentration above 70 nm
in diameter as the representation of CCN.
The actual cloud processes, including cloud
droplet derived albedo changes, droplet
autoconversion and precipitation are han-
dled by the two-moment cloud scheme of
Lohmann et al. (2007).
2.3 Implications of the PI
PI showed that the aerosol number con-
centrations are very sensitive to inclusion
of nucleation. Even though the activa-
tion nucleation is not necessarily the best
choice in many conditions (over oceans, up-
per atmosphere), it does, however, bring the
aerosol number concentrations closer to the
observed values in continental conditions.
This conclusion is consistent with studies
in the literature, done with other mod-
els and other nucleation parametrizations
(Spracklen et al., 2006; Merikanto et al.,
2009; Fountoukis et al., 2012). However, the
role of insufficiently characterized primary
aerosol number emissions remain a problem
to determine the actual level of NPF to the
CCN concentrations (Spracklen et al., 2010;
Fountoukis et al., 2012). The sensitivity of
CCN concentrations to NPF makes the cli-
mate system sensitive to changes in avail-
able sulphuric acid. As a major source of
H2SO4 is anthropogenic SO2, changes in
anthropogenic emissions could then signif-
icantly change the aerosol climate forcing.
This result was one of the motivations to
start work on the PV.
One of the key results was also the ad-
hoc nature of the model/measurement com-
parisons. Even though some comparison
data were available (CREATE database),
there was little information or understand-
ing what should be compared between the
models and measurements. This issue was
a the motivation for the work on PII and
PIII.
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3. EXPLORATION OF EUROPEAN AEROSOL
The sub-micron aerosol number concentrations have been measured since the 1890s, and
number size distributions have been measured since the 1970s. However, different in-
struments, measurement standards and ways of representing the data can cause large
differences in the measured distributions and concentrations, making generalization of
aerosol properties from different measurements difficult. Another issue is to determine
which properties of such distributions are important for different applications.
3.1 Measuring sub-micron
atmospheric aerosols
The majority of submicron aerosol particles
are well below the wavelengths of visible
light (Fig. 2a). Thus direct optical mea-
surement of particle concentrations is not
feasible. Similarly, the mass of the sub-
micron particles is very small, and espe-
cially the smallest nucleation mode particles
have completely insignificant mass in com-
parison to particles in diameters closer to 1
µm (Fig. 2b). Direct measurements based
on either of these properties will not be very
useful to describe the submicron aerosol.
The first quantitative measurements of
submicron (or to that matter, any) atmo-
spheric aerosol particles were done in 1880s
by J. Aitken, FRS, (Aitken, 1889b), mea-
suring the aerosol number concentra-
tions (N)1 by growing the nanopartiles to
larger sizes by condensation and counting
them visually (Aitken, 1889a). Later im-
provements in the technology in the early
20th century made possible to do continuous
measurements of aerosol number concentra-
tions (Mohnen and Hidy, 2010), leading to
Condensation Particle Counter (CPC) in-
strumentation in the later half of the cen-
tury (McMurry, 2000). The CPC instru-
ments have their limitations. Depending
on instrument architecture and operating
fluid (commonly water or buthanol), they
have different minimum measurable parti-
cle sizes, also subject to the particle com-
position. The major obvious limitation is
that CPC measures only the aerosol total
number concentration above some diame-
ter – a bulk measure of the aerosol pop-
ulation. No knowledge of particle number
size distribution is directly gained, but in
many cases, no other long-term data of sub-
micron aerosol concentrations are available
(see PIV).
In PII, PIII and PIV, the instruments
for aerosol particle number size distribu-
tion data were Differential Mobility Particle
Sizer (DMPS) and Scanning Mobility Par-
ticle Sizer (SMPS). They are basically the
1 Older texts prefer to use term Condensation Nuclei (CN) as the term for number concentrations mea-
sured with a CPC. This term is slightly misleading, as the original intent was to claim that all particles
were counted in a CPC. Later studies showed that this was not the case in realistic CPCs (Liu and Kim,
1977). Even though CN terminology is still seen in some papers, it has clearly fallen out of fashion since
1980s.
same instrument, just driven with differ-
ent instrument program. Both use a dried
aerosol sample, get it to charge equilibrium
using ionizing radiation, use the particle
mobility in an electrical field to separate dif-
ferent sized particles and finally count them
with a CPC. The DMPS changes the elec-
tric field voltage in steps to measure each
size section sequentially, while the SMPS
scans the measured size range with con-
stantly varying voltage. Both instruments
require periodic checks to run reliably. The
differences between individual instrument
measurements are minor between 20 and
200 nm (Wiedensohler et al., 2012).
3.2 Collecting data and
comparison parameters
One persistent problem in using datasets,
even from organized database such as EBAS
(http://ebas.nilu.no), is the quality control
of time series. In most cases, the network
responsible of the measurements have stan-
dardized the file format, meta-data infor-
mation and the necessary data checks be-
fore submitting. However, analyses of the
data revealed considerable variation in fol-
lowing these guidelines. Before using any
of the time series in this thesis, I person-
ally went through all of the datasets and
consulted the data providers carefully for
each probable rupture in the datasets. Af-
ter correcting the obvious ruptures, the im-
proved datasets were then re-uploaded to
the database for the next user.
Just collecting the data together does
not yet give great insights to the overall
nature of atmospheric aerosol. One must
do consistent choices how to start to re-
duce the data to more usable set. In PII
I started to look the problem from mod-
elling point of view, especially considering
the aerosol indirect effects. As mentioned
before, the number concentration of CCN is
crucial for the aerosol indirect effects, and
thus it was obvious that parameters related
to CCN should be included in the compari-
son. For this reason, three proxies for CCNs
from size distribution datasets were calcu-
lated, one as the total particle number from
50 to 500 nm (N50), one from 100 to 500 nm
(N100) and one for 250 to 500 nm (N250).
The next phase was then to se-
lect usable comparison metrics for the
model/measurement comparison. Com-
monly the comparison between measured
and modelled datasets have been done us-
ing arithmetic averages (e.g. some of the
comparisons in PI). However, it is apparent
that most aerosol properties are not nor-
mally distributed. The long tail towards
high concentrations lead to a high sensi-
tivity to the relatively rare outliers, mak-
ing the comparison of arithmetic means be-
tween smooth modelled aerosol concentra-
tions and noisy measurement time series dif-
ficult. In PII, the results suggested that the
aerosol number concentrations are generally
more closely log-normally distributed. Even
this distribution is not always a good rep-
resentation, as the overall shape is some-
times skewed, and thus the geometric mean
is not always a good choice of comparison
parameter either. In the end, most of the
results in PII are given in percentile values,
which do not assume any specific shape of
the concentration distribution. This has the
additional advantage of giving useful hints
of the distribution shape and making the
model/measurement comparison more com-
plete.
The scale differences between model re-
sults and measurements also required some
consideration. Especially when comparing
a GCM in free circulation mode with mea-
surements, the model can not be expected
to produce directly comparable time series
with the observations. Even GCMs nudged
to meteorological re-analysis datasets can
have difficulties in producing an exactly
22
comparable advection to measurements in
shorter time scales. For these reasons, I
chose seasonal distributions as the concen-
tration comparison parameters. For special
applications, the calculated number concen-
tration time-series are also available in the
comparison database.
3.3 European aerosol distributions
PII gives a quite comprehensive description
of findings of the European size distribu-
tion datasets. However, it might be use-
ful to compare the overall picture of num-
ber concentration data with mass concen-
trations. Figure 8 shows a simple com-
parison of annual median N100 from PII
with (arithmentic mean) PM2.5 concentra-
tions from EMEP. The overall agreement
between the levels of concentrations is rel-
atively good, with clearest differences in
Eastern Mediterranean, where PM2.5 con-
tains relatively large amount of dust, prob-
ably mostly absent from N100. Another pos-
sible discrepancy was in the Po valley in
Italy. Overall, this agreement just confirms
the long-term similarities between aerosol
properties, also shown by van Dingenen
et al. (2004).
A surprising side result from the PII
was the lack of weekly variation in the con-
centrations. Although the test done was
somewhat questionable (see section 3.4.1),
it raised some questions considering the cur-
rent interpretation of aerosol weekday cy-
cles in the literature.





















Fig. 8: Comparison of low-land N100 con-
centrations from PII with 2009 an-
nual mean PM2.5 concentrations based
on EMAP/MSC-W model calculations
and EMEP observation data, adapted
from EMEP (2011) with permission.
3.4 The weekend effect
The weekend effect is based on observa-
tions of some meteorological parameters
having an apparent difference between dif-
ferent weekdays. The name comes from
most common assumption that the differ-
ence is between the working days and the
weekend. Some studies use the more gen-
eral term weekday effect for any such dif-
ference between the weekdays. One possi-
ble explanation for such differences would
be the differences in anthropogenic emis-
sions of primary aerosols or aerosol precur-
sors in different days of the week. The im-
portance of a weekday variation in meteo-
rological parameters is apparent, as these
anthropogenic source variation would then
need to be taken into account in weather
prediction. It would also be a strong evi-
dence of aerosol-weather interactions, give
indication of the strength of anthropogenic
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influence on clouds, and could make the 7-
day variability in the atmosphere a useful
tracer of anthropogenic influence.
Some studies found clear differences be-
tween different weekdays temperatures or
precipitation, others found none. Many of
these differences can be attributed to tech-
nical errors (Daniel et al., 2012), but the
discussion the existence, spatial and tem-
poral range, and reasons of the weekend ef-
fect still continues in the literature, of which
Sanchez-Lorenzo et al. (2012) gives a recent
review.
There is one thing that almost all of
the studies however agree on: there is
a weekend/weekday difference in aerosol
concentrations. However, the concentra-
tions used are either aerosol optical proper-
ties (in the form of aerosol optical depths)
or, more commonly, aerosol mass concen-
trations from air quality networks. The
aerosol mass concentrations are not neces-
sarily a very good proxy for CCN concen-
trations, which are the key parameter in
many aerosol indirect effects. On the few
cases, where aerosol number concentrations
or size distributions were used, the measure-
ments are done very close to the emission re-
gions in cities. Thus, a more directly cloud-
related study of the aerosol variability in
these time scales was needed, using the re-
gional background data from PII and other
sources.
3.4.1 Statistical properties of aerosol time
series
The aerosol number concentrations are not
necessarily well behaving time series in sta-
tistical sense. They exhibit strong auto-
correlation in time scales used in many
analyses and distributions of concentrations
can be very far from normal distribution
(see PII). Many commonly used statistical
tests, such as t-test, explicitly assume nor-
mal distribution and independent measure-
ments. The problematic features are gen-
eral problems in many of the geophysical
datasets, and methods have been developed
to take these additional complexities into
account.
In both PII and in PIII, the possible
problem of non-Gaussian distributions was
avoided by using a non-parametric test (U-
test, or the related generalization Kruskall
and Wallis test). The papers also take the
specific features of aerosol number concen-
tration time series into account by reducing
the high hourly autocorrelation using only
daily mean values, i.e. each data point in
an analysed weekday time series has one
week time difference from the next data
point. When I wrote the papers, I thought
that reducing the autocorrelation within
each weekdays’ concentrations is enough for
statistical testing. After all, this is the
methodology used in majority of studies in
this field (e.g. Barmet et al., 2009).
A recent publication by Daniel et al.
(2012), showed that all autocorrelation ef-
fects are not removed by just daily aver-
aging. Indeed, the statistical tests done
in PIII are too conservative for the p
value indicated, and are probably closer
to tests done with p <0.012. Using the
block bootstrap methodology described by
Wilks (1997), a more realistic approxima-
tion of the statistical test significance could
be made. Using their methods, 39 of
360 tests in PIII are statistically signifi-
cant with p<0.05. If considering only sea-
sonal tests (which are independent with
each other), the results show 28 tests out
2 In hindsight, this is is quite clear result. As the concentrations in the adjoining days are autocorre-
lated, a large part of their actual difference is masked by the persistence, leading to underestimation of the
significance of concentration change. This is just an example how important it is to be very careful with
statistical tests when there is significant autocorrelation in the datasets. Usually, some sort of bootstrap
test is required, such as the one in the GLS/ARB trend analysis of PIV.
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of 288 showing significant weekly varia-
tion. This is larger fraction of stations
than would be expected by the p value
chosen, and shows that there is some in-
dication on weekday variation in European
number concentrations. However, only one
station showed consistent weekday variety.
Otherwise the statistically significant week-
day variations were not any way concen-
trated on specific size ranges, regions, or
seasons. For the long term datasets, the
Melpitz (MPZ) datasets showed statisti-
cally significant (p<0.05) weekly cycle for
the whole year and autumn datasets for N50
and spring datasets for N100 and N250. It
should be mentioned that previous studies
done with the exactly same, too conserva-
tive, test showed clear and strong weekday
variability in PM concentrations – the over-
all weekday signal in CCN is thus much
weaker than for PM.
3.4.2 Wavelet analysis
Dividing the time series to different week-
day means and trying to extract statisti-
cally significant differences is a rather lim-
ited approach. The time window selection
for such analyses is a natural limitation, and
the high seasonal and other long-wavelength
variabilities could mask short term weekday
differences. Spectral methods are one way
to try to extract specific period variations
from the time series, and are considered
specifically a powerful tool to study week-
day variation (Bell and Rosenfeld, 2008).
Wavelet analysis is one method to sepa-
rate the time series into a localized time-
frequency spectra (Kumar and Foufoula-
Georgiou, 1997). The time series is de-
composed using a set of wavelets, with sen-
sitivity to oscillations with different wave-
lengths. The continuous wavelet transform
of discrete time series x(t) of length N , with
sampling time of δt is defined as
W (t, s) =
N−1∑
t′=t0
x(t′)Ψ(η(t′, t, s))dt′ (3.1)
where W is the wavelet transform, x(t) is
the timeseries value at time t and Ψ is
the normalized wavelet function (Torrence














and s is the time scale parameter (s). Fig-
ure 9 gives an example of application of the
continuous wavelet transform. The choice
of Morlet(6) wavelet is common one and it
is one of the most used wavelets in data
analysis, where orthogonality is not usually
needed, and it gives a good compromise be-
tween frequency and time space resolution
(Torrence and Compo, 1998). The com-
plex nature of Morlet wavelets makes possi-
ble to also get the wavelet transform phase
ϕ(t, s), which is the modus(2π) of the actual
phase difference between the time series and
the wavelet. The wavelet power spectrum
P (t, s) is given by
P (t, s) = |W (t, s)|2. (3.4)
In wavelet analysis, the wavelets are then
scaled in frequencies by adjusting the scale
parameter s, and repeating the transform
for all the needed wavelengths (Figure 9d).
The actual choice of scales in this kind of
analysis is arbitrary, but scales below two
times sampling period or larger than ap-
proximately half of the time series length
give no further information.
The wavelet transform also contains the
noise in the original signal. Statistical
25
tests thus are also needed in wavelet anal-
ysis to distinguish probable signals from
noisy background. The statistical test part
of PIII wavelet analysis is based on the
approach by Torrence and Compo (1998),
which compares the observed wavelet pow-
ers to similar powers from first order au-
toregressive (AR(1)) noise:
x(t+ δt) = αx(t) + e, (3.5)
where x(t) is the noise timeseries, α is the
autocorrelation coefficient and e is random
Gaussian white noise. An estimate of the
wavelet AR(1) power spectrum comes from
discrete Fourier spectrum of AR(1) noise
(Gilman et al., 1963)
Pn =
1− α2
1 + α2 − 2α cos (2πδt/λf )
. (3.6)
The confidence intervals of such noise spec-
trum are then created using the inverse χ22
distribution, which requires somewhat nor-
mal distribution of the original data. The
used α values were from datasets which
were de-seasoned by subtracting a 90 day
moving average. However, the trend was
not removed from these signals, and the au-
tocorrelation might have then been overesti-
mated, leading to overestimation the signal-
to-noise ratio in PIII. The analysis used
thus should show slightly too significant sig-
nals. Note that the overall applicability
of the analysis depends that the estimated
signal can be modelled with a stationary
AR(1) noise. As no clear band of signal
was detected in the wavelet power spectra
(Figure S1 in the supplementary material
of PIII), I am confident that the 7-day sig-
nal was generally absent in the data series
analysed.
3.4.3 Lack of weekly waves or not?
The conclusions in PIII are somewhat
changed due the inconsistencies in the sta-
tistical analysis. There are some signs of
CCN driven weekend effect in some parts
of European background. The statistically
significant variations in some Central Eu-
ropean stations are consistent with earlier
findings, but much weaker and rarer than
generally accepted in the literature. The
very same (too conservative) tests in ear-
lier work by Barmet et al. (2009) did show
highly significant trends in PM, which is a
clear indication that the weekly trends in
CCN sized aerosol particles have much less
clear weekly signal than in aerosol mass pa-
rameters. Thus the discussion part of PIII
is still valid.
The lack of variation in wavelet anal-
ysis requires then some more discussion,
due to inconsistency with statistical tests
in the MPZ dataset. I re-analyzed the long
datasets of MPZ with wavelet analysis, but
I could not detect a clear 7-day oscillation
in the spectra. However, what is clearly
seen even in Figure 4F of PIII, is an oscil-
lation with 14 day wavelength. This could
then mean that, at least in MPZ, the oscil-
lations could be more commonly bi-weekly
than weekly in nature.
Overall, the weekday signal is not so
clearly seen in the CCN concentrations as
it has been seen for the particle mass. The
variability of particles dominating the CCN
numbers in weekly time scales is very dif-
ferent from the variability of larger (or
smaller) particles. Thus, using either opti-
cal, or mass based proxies for CCN is very
error prone in these timescales. Generaliz-
ing aerosol variation from property (or di-
ameter range) to another should always be
done with some consideration.
Another issue altogether is the implicit
assumption that only anthropogenic pro-
cesses can create 7-day cycles. Kim et al.
(2010) suggested that some natural atmo-
spheric processes could also create such os-
cillations, previously also hypothesised by
Forster and Solomon (2003). Thus differen-
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tiating between natural and anthropogenic
influences might not be as straightforward
as previously thought. This was the reason
why PIII had the phase analysis for the
results of the 7-day variation.
The aerosol mass concentrations do
show weekly variability in the literature,
and recent studies have shown that the ef-
fect of so-called giant CCN (in the particle
diameters above 1 µm) can have a strong
effect on the rain formation in some clouds
(Konwar et al., 2012). This could be an av-
enue how the weekend-effect works, outside
of the measurement range of datasets used
in PIII. It might also be that due to the
effects of these giant CCN, the earlier stud-
ies using PM2.5 could have co-incidentally
used a usable proxy for the actually effec-
tive aerosol property for weekend effect, just
not the property they were after.
27










Wavelet power for one λf
Wavelet power spectrum
Timeseries
































































































Fig. 9: Schematic example of the wavelet analysis. The timeseries (a) is transformed in a con-
tinuous wavelet transform (eq. 3.1) with the Morlet(6) wavelet. Resulting wavelet power
for one scale (or Fourier wavelength λf ) is shown in (c), showing how strong the signal
of this wavelength was in the sample in the neighborough of each measurement time.
Repeating the wavelet transform over a range of wavelengths, a power spectrum (d) and
a phase spectrum (e) can be obtained as a function of time. No considerations of data
gaps or edge effects are presented.
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4. “STUDY THE PAST IF YOU WOULD DEFINE THE FUTURE”
PI suggested that the aerosol number concentrations and CCN number concentrations
are very sensitive to new particle formation. The majority of new particle formation
parametrizations and laboratory experiments are strongly controlled by the amount of
sulphur in the system, suggesting a large role of the sulphur also in the atmospheric new
particle formation. Thus the changes in available sulphur in the atmosphere should affect
the aerosol concentrations and the aerosol-climate interactions. The emissions of sulphur
dioxide were (and, in some cases still are) the main reason for the acid rain, and thus
from the 1980s and on, the emissions of SO2 have been radically cut in North America
and in Europe. The title of this chapter is a quote from Confusius (551-479 BCE), well
characterizing the methodology which is used here: Is the decrease in SO2 emissions
evident in the past aerosol number concentrations? Are the future aerosol properties
strongly influenced by the further changes in anthropogenic emissions?
4.1 Trends of the past
The IPCC AR5 Working Group I asked
the Global Atmosphere Watch to produce
a study on aerosol in-situ measurements
trends. After some discussion, it was de-
cided that me and Dr. Martine Col-
laud Coen would do this study, splitting
the task into two: I analysed the aerosol
number concentrations and number size dis-
tribution datasets (PIV), and Dr. Col-
laud Coen analysed the in-situ optical prop-
erty datasets (Collaud Coen et al., 2012).
The main motivation for these studies was
to find out if any trends are visible in the
long term datasets, provide trend informa-
tion for decadal scale modelling efforts, and
to give some indication of probable trend
drivers.
The methodologies which I adapted for
these studies (GLS/ARB and GLS/MBB)
are explained in detail in PIV. Figure 10
shows in a more graphical way the basic
idea behind the AR bootstrapping process
used.
As it is not directly explained in PIV,
it might be useful to explain shortly also
the other method (Sen’s slope connected
to Mann-Kendall test) used in the trend
fitting. The Sen’s slope estimator for the
trends is a non-parametric approach, where
each possible pair of the measurements
[x(t(i)), x(t(j))] , j > i (4.1)
was fitted a slope, and the median of these
slopes was used as the trend estimator
(Sen, 1968). In practice, this was done for
daily or two daily median values, depend-
ing on data size. The significance of these
trends were then estimated using a seasonal
Mann-Kendall (MK) test, which is a non-
parametric technique based on rank (Hirsch
et al., 1982). In the Mann-Kendall trend
test, the correlation between the rank or-
der of the observed values and their order
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Fig. 10: More graphical version of the upper part of Figure 1 in PIVexplaining the ARB method
of trend confidence interval generation. a) Timeseries analyzed (Pallas, Finland), b)-c)
GLS is used to separate the dataset to trend, season, autoregressive part (AR(1)) and
noise (Se(t)). d) Noise terms are re-sampled and using AR(1), trend and season of
the original GLS fit, e) a new trend is fitted and saved. After 1000 repeats of d)-e)
a bootrapped distribution of trend slopes is obtained and confidence interval can be
generated from 5th and 95th percentile points.
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advantage of the MK test is that the data
do not need to conform to any particular
distribution. However, as the MK test is
sensitive to autocorrelation in the dataset,
the data had to be first pre-whitened using
the method described by Wang and Swail
(2001): (1) estimate the auto-correlation,
(2) if the auto-correlation is higher than
0.05, calculate the Sens slope, (3) remove
the linear trend using the Sens slope, (4) re-
move the auto-correlation (whitening), un-
til α < 0.05 and (5) add the trend. The
pre-whitening routine is always a compro-
mise between too strong removal (where
part of the actual signal is lost) and too
little (where some of the AR noise is left
in the dataset, possibly affecting the trend
fitting). The test for either an upward or
downward trend was the two-tailed MK test
at the 95% level of significance.
The trends in PIV show signs of de-
creases in the number concentrations in
many locations. The lack of data does not
yet allow us to conclude that this change
has been global. The analysis of trend
drivers in PIV is basic, but in my opin-
ion sufficient for a paper this concentrated
on the data analysis. The potential role of
SO2 can, however, direct future research.
A comprehensive comparison with potential
trend drivers should be done using GCM
simulations, more advanced methods capa-
ble of taking into account several poten-
tial explanatory processes into at the same
time, as well as capable in some extent to
evaluate the importance of different feed-
backs in the system. The results of the
trend analysis papers were recently pre-
sented in a AEROCOM modelling work-
shop, and there is a good chance that such
studies will be done shortly.
The climate system is full of feedbacks
related to aerosol particles: air temperature
is affected by the aerosol concentrations
via aerosol-climate interactions; increase in
temperature could affect the emissions of
dimethyl sulphide, creating more particles
and acting as a cooling effect (so called
CLAW hypothesis; Charlson et al. (1987));
cooling feedbacks could be detected from
an increase in terrestrial plant VOC emis-
sions (Kulmala et al., 2004c; Arneth et al.,
2009); changes in wind speeds could af-
fect fluxes of sea salt and DMS (Carslaw
et al., 2010); increased sea surface tem-
peratures could reduce the emissions from
sea spray (Mårtensson et al., 2003; Zábori
et al., 2012a,b); decreased sea ice could in-
crease the marine sources of aerosols (Nils-
son et al., 2001; Struthers et al., 2011);
changes in precipitation could affect aerosol
concentrations (Iversen et al., 2010). Even
considering such potential feedbacks, I find
the rather strong similarity of SO2 trends
with the observed N trends, especially from
the viewpoint of the good understanding of
relationship between SO2 and aerosol par-
ticle number concentrations, a good candi-
date of number concentration trends in the
US and parts of EU.
4.2 A view to the future
PIV showed that number concentration
trends have been decreasing, and there are
some evidence that this could also have
been happening to CCN concentrations. If
the simplified analysis of PIV regarding the
role of anthropogenic emissions is valid, this
raises some concern on future emission cuts.
The future anthropogenic emissions
trends are of much dependent on the poli-
cies we adopt in the next decades. As
there are a wide variety of potential choices,
IPCC formed specific task force to gener-
ate Representational Concentration Path-
ways (RCPs). These pathways give the lat-
est IPCC AR5 simulations a comparable set
of alternative future concentrations. Unlike
the earlier SRES predictions (Nakicenovic
et al., 2000), the RCPs did not start di-
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rectly as emission scenarios, but instead are
internally consistent sets of projections of
the components of radiative forcing that are
used in subsequent phases of IPCC mod-
elling work with concentrations as the pri-
mary product. In total, a set of four harmo-
nized pathways were produced that lead to
radiative forcing levels of 8.5, 6, 4.5 and 2.6
Wm−2 by the end of the century (van Vu-
uren et al., 2011). Of these, the PV used
all except RCP6, which was not yet com-
pletely characterized when the simulations
were done.
Figure 11 shows a collection of cur-
rent estimates of past and future anthro-
pogenic SO2 emissions. The future emis-
sion estimates show a high variability in
SRES emission inventories (grey area), the
extreme scenarios of Cofala et al. (2007),
and the current IPCC AR5 derived Repre-
sentational Concentration Pathway (RCP)
emission pathways. Notably, all RCPs lead
to almost pre-industrial anthropogenic SO2
emissions by 2100.
The key issue with RCPs was that they
only considered the concentration pathways
of anthropogenic emissions, and thus the
level of biogenic or other natural emissions
are left to be estimated by the climate mod-
els. As the simulations in PV were rela-
tively short (5 years) snapshots of effects of
different period emissions, the long-period
changes in e.g. ocean circulation or vegeta-
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Fig. 11: Evolution of anthropogenic SO2 emis-
sions. CLE and MFR correspond to
“current legistlation” and “maximum
feasible reductions” by Cofala et al.
(2007), used in Kloster et al. (2008,
2010).
To simulate some of the possible long-
term natural feedbacks, the PV included
variation of both oceanic Dimethyl Sulphide
(DMS) and biogenic VOC emissions on the
scale presented in other literature. An-
other important thing to notice is that the
PV simulations were done for the current
day climate, i.e. by keeping the sea sur-
face temperatures in current climate condi-
tions and thus the overall global mean tem-
perature was not allowed to drift strongly.
This was necessary, as otherwise the separa-
tion of aerosol-induced changes to the radia-
tive forcing could have been challenging to
be distinguished from temperature driven
changes in the atmosphere. Fixing the sea
surface temperatures also suppresses tem-
perature driven changes in the the sea salt
emissions (e.g. Mårtensson et al., 2003).
4.2.1 Radiative forcing
The sensitivity of the global climate to dif-
ferent changes in the driving factors is not
trivial to determine. The most obvious
32
choice would be to run the model after
each change as long as it is needed for the
climatological temperature to reach a new
stable regime. However, this stabilization
takes quite a long time in the climate mod-
els, not to mention the additional complex-
ity of including a coupled complete ocean-
atmosphere model to take the ocean heat
capacity and mixing into account. Typi-
cal time scales for such changes are of the
order of tens of years (Hansen et al., 1981;
Brasseur and Roeckner, 2005; Kloster et al.,
2010), which are, considering the overall
time scales of aerosol processes and atmo-
spheric variability, quite expensive compu-
tationally.
There are, however, other methods to
estimate the effects of aerosol concentration
perturbations on the climate system. For
the direct aerosol effects, a change in the
model estimate of Aerosol Optical Depth
(AOD) is sufficient to approximate the ef-
fects. For indirect effects, no such direct pa-
rameter is available, and the climate system
response is approached from the concept of
radiative forcing (RF), specifically radiative
flux perturbation derived radiative forcing.
In short, the radiative forcing is a term
describing the immediate change in the at-
mospheric radiative balance from a pertur-
bation, and can be connected to temper-
ature by use of climate sensitivities. IPCC
definition of RF is “the change of net (down
minus up) irradiance (solar plus longwave;
in Wm−2) at the tropopause after allowing
for stratospheric temperatures to re-adjust
to radiative equilibrium, but with surface
and tropospheric temperatures and state
held fixed at the unperturbed values” (Ra-
maswamy et al., 2001). This definition of
RF has been useful in comparing the im-
mediate relative radiative effect of differ-
ent consistuents of climate change (typically
compared to pre-industrial levels), but it
has severe limitations for aerosol-cloud in-
teractions, where the relatively fast, but not
instantaneous, changes in e.g. cloud life-
time could have a strong effect (Lohmann
et al., 2010). For this reason, the radiative
forcings in the PV were calculated directly
from radiative flux perturbations (RFPs)
(i.e. changes in the mean incoming and
out-coming radiation fluxes) in the simula-
tions while keeping the sea surface tempera-
tures at current climate values. This results
in values comparable with traditional RF,
but still allowing for finite time response of
the aerosol-cloud interactions to play a role
(Lohmann et al., 2010).
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5. REPERCUSSIONS AND PERSPECTIVES
The tasks of the Finnish universities (research, teaching, etc.) are supposed to be done
with the viewpoint of promoting societal impacts (Yliopistolaki “University law” 2§).
From this standpoint, it is necessary to not only consider scientific conclusions, but also
to think what are the possibly wider consequences of results of this thesis.
Small particles are not good for your health
(Section 1.4.2), and some actions towards
lowering the particle number concentrations
have already been implemented. As an ex-
ample, recent European Commission direc-
tives for vehicle emissions include a limit to
particle number emission rates for particles
larger than 23 nm in diameter (EC, 2008).
If these efforts limiting the aerosol particle
number concentrations lead to air quality
directives, one of the first things to evaluate
would be the current background concentra-
tions. The PII results give the first consis-
tent analysis of the outside-of-cities concen-
trations and variability in Europe.
The results in PII and to lesser ex-
tent other papers of this thesis show the
high importance of biogenic processes to
these concentrations. This complex in-
teraction between anthropogenic and bio-
genic emissions might lead to serious diffi-
culties determining the most cost-effective
strategies for number concentration reduc-
tions. The relatively long lifetimes of
large fraction of aerosol number concentra-
tion, as evidenced in PIII, lead to obvi-
ous difficulties determining the source ar-
eas of any increased concentrations. Over-
all, the reduction strategies would probably
get very challenging to formulate for partic-
ulate number concentrations.
The PII also provided a dataset and
methodologies to do comprehensive com-
parisons between the models and measure-
ments. This dataset has already shown
to be practical in some modelling studies
(Knote et al., 2011; Reddington et al., 2011;
Bergman et al., 2012; Mann et al., 2012;
Fountoukis et al., 2012), and at least a few
other groups have already contacted me on
the details of using the dataset. Overall,
this work in PII seem to have been useful
for the community.
The existence or non-existence of the
weekend (or weekday) effect might not be so
clear indicator of aerosol-cloud interactions
as previously considered. The results of
PIII show that the CCN concentrations are
much less sensitive to the weekday variation
in the emissions of aerosol particles or par-
ticle precursors. The main reasons for this
lack of periodicity are different measure-
ment locations, processes affecting concen-
trations and especially, different lifetimes of
CCN sized particles in comparison to PM2.5
or PM10. The lack of weekday periodicity
in CCN will also suggest that if there is no
weekly variation in the meteorological prop-
erties, it is not necessarily an indication of
a weakness of aerosol-cloud interactions.
Long-term time series of N show gener-
ally decreasing trends (PIV). No clear sin-
gle reason for the decreasing trends could
be found, but the overall trend of SO2 emis-
sions do show some promise as an explana-
tory driver in Northern Europe and Amer-
ica. This shows that reduction in aerosol
precursors could, at least in polluted re-
gions, reduce the number concentrations
significantly. The lack of long-term data
make conclusions on the changes in CCN
still uncertain from measurement point of
view. However, the results of PV, Kloster
et al. (2008, 2010) and Fountoukis et al.
(2012) strongly suggest significant sensi-
tivity of CCN concentrations to emission
changes. How important this CCN change
for our current climate has been, and if
the current models even can capture such
trends in N or CCN, is not yet known. Com-
prehensive model results could also provide
much better view on potential biogenic or
oceanic aerosol feedbacks on the climate
system and on their roles in aerosol trends.
The global number concentrations, as
simulated by ECHAM-HAM simulations in
PI, are sensitive to the inclusion of new
particle formation. This inclusion also im-
proves model performance, and changes the
CCN concentrations significantly. As the
new particle formation is dependent on sul-
phuric acid concentrations, the results sug-
gest that the atmosphere could be more sen-
sitive to the amount of sulphur emitted than
would be expected without NPF. This sen-
sitivity is highlighted in PV, where the cur-
rent day aerosol forcing is increased signif-
icantly by inclusion of boundary layer new
particle formation. The PV also suggested
a strong warming effect of radical emis-
sion reductions prognosed by IPCC emis-
sion pathways, mainly from aerosol indirect
effects on clouds.
The importance of SO2 emissions
changes to aerosol forcing is perhaps even
better underlined by comparing the emis-
sion reductions to the proposed climate en-
gineering methods. The atmospheric sci-
ence community has been very hesitant to
promote climate engineering methods, due
to potential unforeseen consequences. Cli-
mate engineering methods have high inher-
ent risks, could significantly make the sit-
uation worse in the long run, could force
us to long-term upkeep of potentially haz-
ardous operations, and could reduce the
motivation to work with the actually impor-
tant (but expensive) emission reductions of
greenhouse gasses (Robock, 2008). Recent
studies have shown that the climate cooling
forcing of affordable climate engineering ef-
forts are close to similar magnitude as the
warming forcing from emission reductions
in PV (Shepherd et al., 2009). In the cli-
mate engineering, a positive effect (cooling)
is expected, but we are not sure of the ad-
verse side effects. In the case of the aerosol
emission decreases, a negative climatic ef-
fect (warming) is suggested in PV and
other studies (Brasseur and Roeckner, 2005;
Andreae et al., 2005; Kloster et al., 2008,
2010), although such changes will have pos-
itive effects on air quality (Löndahl et al.,
2010).
In this context, it is unfortunate if the
society (including the atmospheric research
community) is not considering the climate
effects (including aerosol indirect effects)
in impact assessment of the emission re-
ductions. Such considerations are neces-
sary especially considering adverse effects
of extreme weather on population health
(McMichael et al., 2006). As an exam-
ple, the impact assessment summary of the
recent directive to reduce sulphur content
in marine fuels does not have any men-
tion on negative impacts to climate (EC,
2011), instead concentrating on economi-
cal and health impacts. The health impact
assessments are done only for changes in
total particulate mass (PM), although the
increase of SO4 might not always lead to
increased adverse long term health effects
(Heyder et al., 2009). The latest European
Environment Agency report does, however,
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already acknowledge the potential of ad-
verse side effects to climate from air quality
directives, with comment that current mod-
els are still incapable to describe particles in
the atmosphere and the aerosol-cloud inter-
actions (EEA, 2012). Perhaps in the future,
also potential warming impacts will be as-
sessed more in detail.
On the other hand, all studies of SO2
reduction side-effects using detailed aerosol
microphysics (including PV) are done with
versions the same GCM: ECHAM5-HAM
(Kloster et al., 2008, 2010). I was recently
informed that there is a possibly an over-
estimation of the SO2 levels in ECHAM5-
HAM, leading to possible too high sen-
sitivity on sulphur emissions (Dr. De-
clan O’Donnell, personal communication,
2012). This effect is still unknown, but
could result in smaller overall aerosol cli-
mate effect in the model calculations, and
thus smaller overall current day-to-future
differences. However, the studies done
with models without detailed aerosol mi-
crophysics still give high warming poten-
tial to anthropogenic aerosol emissions cuts
(e.g. Brasseur and Roeckner, 2005; Andreae
et al., 2005; Lamarque et al., 2011), and
thus the effect of this possible overestima-
tion of SO2 is probably only a matter of
scale.
One could think that we have already
done a long time “accidental climate en-
gineering”1 by inclusion of sulphur dioxide
and primary particle emissions in the at-
mosphere. Now removing this cooling ef-
fect will bring us closer to the pre-industrial
situation in one aspect, but due to the in-
crease in the CO2 and other long-lived cli-
mate warming gases, in a completely dif-
ferent end result. The rapidness of aerosol
removal in the atmosphere should be con-
sidered, and the reductions in aerosol emis-
sions should be perhaps concentrated to lo-
cations where their impact on air quality
is largest, and their relative climate im-
pact is smallest. As the aerosol-cloud in-
teraction saturates at high CCN concentra-
tions, perhaps the best is to reduce the SO2
emissions close to regions with already high
aerosol loading, and consider even increas-
ing the emissions in regions with low aerosol
loads, such as over the oceans. Naturally,
the potential ecosystem damages e.g. from
increased acidity should be taken into ac-
count as well. These are just rough common
sense estimates, and actual policy decisions
should be done using best possible knowl-
edge of the trade-offs required.
This discussion of SO2 reductions should
not be taken as a promotion for climate
engineering, or as promoting sulphur emis-
sions. I consider these possible adverse ef-
fects of emission reductions as a warning ex-
ample of the kind of side effects climate en-
gineering mechanisms can bring. The po-
tential side effects of SO2 reductions are
comparable to the “termination effect” risk
of the climate engineering mentioned by
(Shepherd et al., 2009) and could thus be
an indicative of the kinds of quagmires we
might end up if we actually start to use cli-
mate engineering methods in the future.
Research needs
Model-measurement comparisons of CCN
sized particles are still not satisfactory, at
least in the global scale. The lack of long
time series of number concentration data
in many parts of world limit the possibil-
ity to do comprehensive mode/data com-
parisons. The dearth of data is even worse
for the number size distributions. Acquir-
ing long-term data series require strong
commitment, not only from measurement
groups, but from the funding agencies as
well. For this thesis, the work done in the
1 “Accidental climate engineering” is slightly inaccurate terminology – most definitions require climate
engineering to be intentional.
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frameworks of GAW, EUSAAR and later
ACTRIS were very valuable, and hopefully
such networks continue to operate and even
expand. The lack of long-term data in
South America, Africa, Asia, Australasia
and over the oceans is crippling for a good
evaluation of the model performance. Per-
haps even harder to achieve would be long-
term data series from the marine bound-
ary layer, and from the free troposphere.
Shorter-time measurements can be a sub-
stitute for some applications, but for a ro-
bust comparison, statistical properties from
long term datasets are the only really useful
comparison parameters for GCMs.
There is almost no information on the
ambient number size distributions of super-
micron aerosol particles. There are only a
few stations reporting reliable number con-
centration data from this size range, and
thus the models’ abilities to predict these
concentrations, and related aerosol-cloud
interactions, are still poorly constrained.
Using datasets from networks even with
high standards in measurement quality can
sometimes be challenging. The use of the
data sometimes needs significant extra work
from the data user, in the form of additional
quality checking and communicating with
the data provider. Even finding the correct
datasets can be challenging, and the data
formats, measurement standards and data
usage policies can widely differ in different
networks. There are currently several inter-
national projects working on making such
environmental data easier to obtain2.
Going through monitoring data requires
a lot of expertise on what is expected from
the data measurements. The data clean-
ing is also very time consuming and labour
intensive. Hopefully, the current tendency
towards providing datasets peer review3,
and citable persistent document identifiers
(e.g. Digital Object Identifier, DOI)4, will
improve incentives and resources for data
quality checking. When these data cita-
tions are also stored in scientific citation
databases, the production of quality data
can be better taken into account when
evaluating personal achievements. The re-
sources needed for the data processing and
submission should also be explicitly re-
served in the finance plans of measurement
projects.
The model/measurement inter-
comparisons is further hampered by the
limited spatial and temporal resolutions
the GCMs can work with. The differ-
ences of local measurements and large spa-
tial scale grid boxes of models can create
many problems for the comparisons. In
GCMs many processes are already highly
parametrized due to their sub-grid nature,
and such approaches could as well be used
for the aerosol-climate interactions. Es-
pecially considering the high sensitivity of
NPF to background aerosol and conden-
sible vapour concentrations, the sub-grid
variability in near emission source regions
could be important and should be better
characterised for the global models.
Another issue with model resolution
is the availability of short-scale (diurnal
or weekly) temporal variation in different
emissions. In ECHAM5-HAM, most of the
emissions of aerosols and precursors are
emitted using monthly-mean 2D emission
fields, i.e. no short-term temporal variabil-
ity was considered. Again, considering the
short time scales of many aerosol processes,
this averaging approach can lead to very dif-
2 I am currently involved in two such international projects, European ENVRI (http://envri.eu/) and
Europe-US COOPEUS (http://www.coopeus.eu/)
3 e.g. Earth System Science Data (ESSD) data journal, http://www.earth-system-science-data.net/
4 e.g. PANGAEA project, http://www.pangaea.de/ stores environmental datasets, provides them with
DOIs and provides search for different properties. I intend to supply the PII dataset to there within this
year if the co-authors agree.
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ferent results than has been seen in the na-
ture.
Similarly, the emissions are usually
poorly characterized in sub micron size
ranges, often only PM emissions are pre-
scripted, and constant PM-to-number size
distribution factors are used globally (Tex-
tor et al., 2007). The model results are
necessarily very sensitive to these conver-
sion factors (Spracklen et al., 2010), and
more consistent bottom-up approaches to
emissions, such as recent European number
size distribution emission inventory (Kul-
mala et al., 2011), are needed. The mod-
elling studies to study the importance of
primary vs. secondary particle concentra-
tions have already shown the benefits of
these emission approaches in Europe (Red-
dington et al., 2011).
There are still a lot of uncertainty from
the feedbacks in the Earth system, which
could easily affect the aerosol-climate in-
teractions (Carslaw et al., 2010). More
information on biosphere-climate interac-
tions (via e.g. temperature effects on VOC
emissions); ocean-climate interactions (via
e.g. sea-spray or DMS emissions); or
even climate-dependent changes in anthro-
pogenic emissions (e.g. changes in domes-
tic combustion change in warming climate)
are needed. Answers to these problems re-
quire a lot of new work, not only on process
scale, but also on developing Earth System
Models with the capabilities to handle these
dynamics.
Another quite significant drawback in
the current ECHAM5-HAM is the lack
of on-line oxidant chemistry. For perfor-
mance reasons, the ECHAM5-HAM uses
prescribed monthly OH fields, although
with solar radiation scaling. Such ap-
proaches are very crude, especially consid-
ering the influence of OH fields on SO2 oxi-
dation to sulphuric acid. The oxidant fields
are even more important when considering
more realistic approaches to gas and liquid
phase organic or nitrate chemistry, espe-
cially on the generation of additional oxi-
dants from the organic species themselves
(Mauldin III et al., 2012) or from nitrates
in the soil (Su et al., 2011).
The models themselves can always be
improved process-wise. Studies in this the-
sis and otherwise have shown the impor-
tance of the new particle formation to the
climate system. Mechanistic approaches to
the nucleation mechanism should improve
the simulations of especially past and fu-
ture conditions, where the applicability of
semi-empirical relationships – developed in
current atmospheric chemistry background
– might not be relevant. Notably, most
of the NPF parameterisations are based on
measurements in a limited range of different
environments, making even generalisations
in current climate suspect. Recent work on
very advanced laboratory measurements in
CERN (CLOUD project) are very promis-
ing in this respect (Kirkby et al., 2011).
Even though the physico-chemical processes
of the atmospheric nucleation would be de-
termined, we will also need realistic knowl-
edge on the concentrations and properties
of organic and inorganic vapours responsi-
ble for the particle growth.
The aerosol-cloud interactions in GCMs
are necessarily very simplified. There are a
few aspects of the current parametrizations
that are known to represent the aerosol
poorly: Currently ECHAM assumes a con-
stant entrainment rate for the convective
clouds. This parameter is actually one of
the key tuning parameters of the model, and
thus considered to be a relatively free pa-
rameter. An other assumption is the sim-
plistic idea of adiabatic cloud systems. Al-
most all GCMs use the idea of adiabat-
ically rising air parcels (with highly pa-
rameterised updraft velocities) as the basis
of CCN activation and subsequent cloud-
top CDNC. This approach does not specif-
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ically take into account 3D complex na-
ture of the clouds, and some studies have
shown that droplets can participate several
activation-evaporation cycles before end-
ing up in the cloud-top (Flossmann and
Wobrock, 2010). The development of a
parametrization which includes such effects
will be very challenging. Similarly, the on-
set of ice nucleation is a critical factor on
rain formation; the level of knowledge in
this field is still far from the level needed for
comprehensive climate impact assessment
(Curry and Khvorostyanov, 2012).
Overall, the GCMs will require a more
complete and systematic evaluation of ef-
fects of uncertainty to the climate pa-
rameters. Such studies have been done
for global chemistry transport models (Lee
et al., 2012) and for more traditional cli-
mate models without interactive aerosols
(Knight et al., 2007), and they could guide
the research towards the more uncertain
parts of the modelling systems.
Efforts should also be used towards us-
ing and developing more advanced methods
of data mining and analysis. I chose the
wavelet analysis used in PIII to find new
information from older datasets. This ap-
proach could be further developed using e.g
wavelet coherency analysis to determine in
which time scales different time-series be-
have similarly. That and other such meth-
ods can prove to be critical to analyse pos-
sible long-term influences in the variabil-
ity of climate relevant factors in the atmo-
sphere. During the next decades, new and
innovative approaches to data generation,
data analysis, modelling and science man-
agement are needed.
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