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A bstract
This dissertation deals with detecting and tracking dynam ic features in im age se
quences using digital image analysis algorithm s. The tracking problem is com plicated
in oceanographic images due to th e dynam ic nature of the features. Specifically, the
features of interest move, change size and shape.
In the first p art of the dissertation, the design and developm ent of a new segm enta
tion algorithm , H istogram -based Morphological Edge D etector (HM ED), is presented.
M athem atical morphology has been used in the past to develop efficient and robust
edge detectors. B ut these morphological edge detectors do not extract weak gradi
ent edge pixels, and they introduce spurious edge pixels. The prim ary reason for
this is due to th e fact th a t th e morphological operations are defined in th e dom ain
of a pixel’s neighborhood.

HMED defines new operations, nam ely Il-dilation and

Il-erosion, which are defined in th e domain of the histogram of the pixel’s neighbor
hood. T he m otivation for incorporating the histogram into th e dilation and erosion
is prim arily due to th e rich inform ation content in th e histogram com pared to the
one available in th e pixel’s neighborhood. As a result, HMED extracts weak gradient
pixels while suppressing the spurious edge pixels. An extensive com parision of all

morphological edge detectors in the context of oceanographic digital images is also
presented.
In the second p art of the dissertation, a new augm ented region and edge segm enta
tion technique for the interpretation of oceanographic features present in th e AVHRR
im age is presented. The augm ented technique uses a topography-based m ethod th a t
ex tracts topolographical labels such as concave, convex and flat pixels from th e im 
age. In this technique, first a bicubic polynomial is fitted to a pixel and its neighbor
hood, and topolographical label is assigned based on the first and second directional
derivatives of th e polynom ial surface. Second, these labeled pixels are grouped and
assembled into edges and regions. The augm ented technique blends th e edge and
region inform ation on a proxim ity based criterion to detect th e features. A num 
ber of experim ental results are also provided to show th e significant im provem ent in
tracking the features using th e augm ented technique over other previously designed
techniques.

Chapter 1

Introduction
R em ote sensing systems are some of the most prolific sources of digital d a ta in the
field of image analysis and understanding. Rem ote sensing and aerial im agery have
wide applications in geological and soil m apping, land use, land cover, agriculture,
oceanography, water resources planning and in other areas. In m ost of these applica
tions, sensors m ounted either on satellites or in low flying aircraft provide th e digital
d a ta (usually imagery) of th e scene under study. The problem dom ain to which these
digital images are applied has correspondingly increased in scope and m agnitude.
Image analysis techniques have been used extensively for au to m ated in terp reta
tion of digital imagery. However, current image analysis techniques rely on hum an
interpretation of the satellite imagery. H um an in terpretation is obviously varied in
its level of expertise and is highly labor-intensive. W ith the proliferation of digital
and satellite d ata and the increasing cost of m anual interpretation, its becomes highly
desirable, for certain applications, to move toward a capability for au to m ated inter-
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preiation.

Digital analysis provides capabilities for m aking faster and much more

sophisticated interpretation th an is possible with the m anual approach. Researchers
have shown th a t it is both feasible and com putationally practicable to develop au
tom ated vision systems to perform on a m achine th a t task which the hum an vision
system appears to perform effortlessly [12, 31, 30]. However, m ost of th e vision system
outperlorm ed the hum an vision systems in num erical com putations, but not in the
interpretation ol the images for reasons due to lack of efficient image processing algo
rithm s - th a t works on all image settings - and knowledge representation tools. Thus
there is a continuing need for efficient machine im plem ented analysis of IR d a ta using
digital image processing and artificial intelligence techniques. We discuss issues re
lated to the development of an vision system to segment and interpret oceanographic
features present in Infrared (digital) images in succeeding sections. The feratures
in the oceanographic image change size, position and shape with tim e as explained
below.

1.1

P r o b le m D o m a in

Figure 1 is an Infrared (IR) image of th e ocean obtained from th e Advanced Very
High Resolution Radiom eter (AVIIRR) abroad the NOAA-7 satellite. Such images
are widely used for the study of ocean dynamics. In this image dark shades represent
warm er tem peratures and light shades represent colder tem peratures. This image is
unusually free of clouds and noise caused by atm ospheric hum idity. T he G ulf Stream ,
cold eddies, and warm eddies (normally circulating at the north of th e G ulf Stream )

are exam ples of ’’mcsoscale” ocean features with dimensions of the order of 50-300
km.
T he Gulf Stream is warm er than the Surgasso sea to its south, and much w armer
th a n the waters to its north.

Thus, its boundaries are easily detectable as edges

produced by th e tem p eratu re gradients in satellite IR images [54]. Sometimes clouds
obscure oceanographic features, m aking their detection difficult. The movem ent of
these features compounds the problems associated with the detection. For instance,
the Gulf Stream drifts drastically while meandering. Sometimes these m eanders lead
to the ’’b irth ” of a the Gulf Stream ring, which is a special type of eddy th a t forms
from a cut-off Gulf Stream m eander [7, 43, 50]. W hen the Gulf Stream closes on
itself, surrounding a mass of cold w ater at its southern boundary, a counterclockwiserotating cold ring forms. Similarly, when the Gulf Stream surrounds a mass of warm
w ater at its northern boundary, a clockwise-rotating warm ring originates.
Cold eddies are typically 150-300 km in diam eter, while warm rings have diam eters
of around 100 km [27]. A warm eddy moves generally southwest at 3-8 cm /sec, with
a m ean lifetim e of about half a year, and ’’dies” by coalescing with th e Gulf Stream
[35, 43]. A cold ring drifts southwestward at 5-10 cm /sec while not interacting with
the Gulf Stream , with a mean lifetime of 1.2-1.5 years, and ultim ately coalesces with
the G ulf Stream [43, 46].

Since satellite IR images of the ocean often depict the

mesoscale features clearly, Advanced Very High Resolution R adiam eter (AVIIRR)
im agery is used extensively to study them . The study of the oceanographic features
provides useful inform ation on ocean dynam ics and oil spills, and saves millions of
dollars by facilitating navigation through the features. However, au to m ated detection

NORTH. WALL
NORTH WALL

Figure 1: North Atlantic image obtained on April 17

of these features have a ttracted the attention of researchers in th e field of com puter
vision and cligial image analysis prim arily due to lack of reliable au to m ated image
analysis techniques to ex tract weak gradients pertaining to cold eddies and edge and
region combining algorithm s to recognize the features.

1.2

M o tiv a tio n

T he objective of this dissertation is to develop a powerful autom atic image interpre
ta tio n system for oceanographic satellite images. More precisely, given an infrared
im age, the system should identify the features with m inim al interaction from the
user. The previous edge detection techniques are quite com plicated in design and
com putationally intensive. Morphological techniques developed in the past, are sim 
ple in design and easy to construct. Moreover, morphological techniques have not
been used and tested for oceanographic images. Thus, we prim arily focus
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the

design and construction of morphological techniques to extract th e weak gradients.
T he previous labeling (or recognition) techniques provide results which are very bi
ased to the previous analysis prim arily because the techniques operate on th e edges
only. We stress th a t new medhods need to be developed to combine edge and region
inform ation in an effective way to reduce the bias.

6

1.3

R e s e a r c h C o n tr ib u tio n s

The first, part of th e dissertation envisages the shortcom ings of th e trad itio n al m or
phological operators (explained in chapter 2) in th e context of edge detection. We de
signed and im plem ented a new algorithm H isto g r a m -B a se d M o r p h o lo g ic a l E d g e
D e te c to r th a t overcomes the shortcomings. T he new algorithm bridges two edge de
tection theories: edge detection by histogram and edge detection by m athem atical
gray scale morphology. We also show th a t the traditional m orphological edge detec
tors are only a class of histogram-based morphological edge detectors. O ur techriic|ue
is applied to oceanographic satellite d ata and th e results are com pared w ith two other
well known algorithm s.
In the second part of th e dissertation, a T o p o g ra p h y -B a se d F ea tu re L a b elin g
technique is presented. In this m ethod, a general com putational fram ework is de
signed l,o address the problem of labeling oceanographic images. T he essential ideas
stem lrom fitting a bicubic polynomial to each pixel’s neighborhood and assigning
topological labels based on the first and second directional derivatives of th e polyno
mial surface. The relationship between the oceanographic features in infrared satellite
im agery and the topographic structures is also designed. A lgorithm s are developed
th a t dem onstrate ability to locate and identify th e N orth and South Walls of th e Gulf
Stream and to find approxim ate centers of W arm and Cold eddies. E xperim ental re
sults on detecting these oceanographic features are also provided.

7

1 .4

O r g a n iz a tio n o f th e D is s e r ta tio n

A concise overview of digital image processing and th e edge detection techniques in
the context of oceanographic images is given in succeeding subsections. In chapter 2
we bring the prelim inary concepts and previous morphological techniques. In chapter
3 we design and im plem ent th e histogram -based morphological techniques, including
the parallel and distributed im plem entation. The feature labeling techniques in the
context of oceanographic d ata is discussed in chapter 4. In chapter 5 the Topographybased feature labeling technique is designed and im plem ented. We conclude w ith the
future goals in chapter 6.

1.5

D ig ita l Im a g e P r o c e s s in g - I n tr o d u c tio n

Digit al image processing is basically concerned with com puter processing of pictures
(or images) th a t have been converted into a numeric form. It is a process of ex tra c t
ing, characterizing and interpreting inform ation from images of a three-dim ensional
world. This process is commonly divided into six principal areas: (1) Sensing, (2)
Preprocessing (3) Segm entation (4) Description (5) Recognition (6) Interpretation.
Sensing is a process th a t yields a visual image. Preprocessing deals with techniques
such as noise reduction and enhancem ent of details. Segm entation is a process th a t
partions an image into objects of interest. Description deals with the com putation
of features suitable for differentiating one type of object from another. Recognition
is the process th a t identifies these objects (e.g., wrench, bolt, nut, wheel). Finally,
interpretation assigns m eaning to an ensemble of recognized objects.

Sometimes,

these subdivisions are grouped under three categories: Low-level, M edium-level and
High-level vision. For instance, sensing and preprocessing are grouped under low-level
vision, segm entation, description and recognition are grouped under medium-level vi
sion, and interpretation is grouped under high-level vision. M ost of th e vision systems
are im plem ented based on these three levels of vision. In general, th e purpose of dig
ital image processing is to enhance or improve the image in some way, or to extract
inform ation from it.
An image is divided into small regions called picture elem ents, or pixels for short.
The most common subdivision scheme is the rectangular sam pling grid. The image
is divided into horizontal lines made up of adjacent pixels. At each pixel location,
the image brightness is sam pled and quantized. This step generates an integer at
each pixel representing the brightness or darkness of th e im age at th a t point. W hen
this has been done for all pixels, the image is represented by a rectangular array of
integers. Each pixel has a location or address (line or row num ber and sam ple or
column num ber) and an integer value called th e gray level. This array of digital d ata
is now a candidate for com puter processing.
Digital image processing starts with one image and produces a modified version of
th a t image. It is a process th a t takes an image into an image. D igital Image analysis
is taken to mean a process th a t takes a digital image into som ething other than a
digital image, such as a set of m easurem ent data.
Digitizing is the process of converting an image from its original form into digital
form. The term conversion is used in a nondestructive sense because th e original
image is not destroyed but is used to guide the generation of a digital image.
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Scanning is the selective addressing of specific locations w ithin the dom ain of an
image. Each of the small sub-regions addressed in th e scanning process is called a
picture elem ent, or pixel for short. The term scanning is loosely taken as an equivalent
to the term digitizing. The rectangular grid scanning p attern is known as a raster.
The notion of contrast refers to the am plitude of gray level variations w ithin an
image. Noise is broadly defined as an additive (or m ultiplicative) contam ination of
an image. The sam pling density of a digital image is the num ber of sam ple points
per unit m easure in the domain. Gray Scale resolution is th e num ber of gray levels
per unit m easure of image am plitude. Magnification refers to the size of relationship
between an image and object or image it represents.
T he operations th a t can be performed on digital images fall into several classes.
An operation is a global operation if it is applied equally throughout th e entire digital
image. A point operation is one in which the o u tp u t pixel value depends only on the
value of the corresponding input pixel. Point operations are som etim es called contrast
m anipulation or stretching. A local operation is one in which the o u tp u t pixel value
depends on the pixel values in a neighborhood of the corresponding input point.
In an image of a scene there are a variety of sources of low-level inform ation
available which can be used to form an initial description of the stru ctu re of the
image. T he extraction of this description, in term s of significant image tokens, is an
im p o rtan t precursor to th e construction of a more abstract description at th e sem antic
level. It is unlikely th a t any single descriptive process will produce a description th a t
is adequate for an unam biguous interpretation of the image.

10

Many segm entation algorithm s or low-level processes use some form of sm oothing
operation as a preprocessing stage. Image clata are com plicated by errors of approxi
m ation due to the discrete natu re of th e representation, noise intrinsic to the sensors,
and variations in th e scene itself. Most simple sm oothing operators do not remove
noise w ithout destroying some of the fine stru ctu re in the underlying image.
One of th e sim plest and m ost useful tools in digital image processing is th e gray
level h isto g ra m . This function sum m arizes the gray content of an image. T he gray
level histogram is a function showing the num ber of pixels in th e image th a t have a
particular gray value. The global histogram for m any images tend to be gaussian in
shape, and th e area under th e curve is the to tal num ber of pixels in th e image. It
is noted here, when an image is condensed into a histogram , all spatial inform ation
is lost. T he histogram specifies the num ber of pixels having a particular gray level
but gives no hint as to where those pixels are located within th e image. Thus the
histogram is unique for any particular image, but the reverse is not true.
The global histogram may not be very useful for extracting vital cues from the
image because the global inform ation will not accurately reflect local image events
th a t do not involve large num bers of pixels. Much of the focus of the algorithm s will
be to organize th e segm entation process around local histogram s from local windows
and then have a postprocessing stage merge regions th a t have been arbitrarily split
along the artificial window boundaries. Histogram is useful for enhancing th e image,
changing the contrast of the image, thresholding th e image.
T h r e sh o ld in g is process of segm enting objects of interest from th e background
of the image based on the gray value of the pixels in the image. Suppose we have
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a light object on a dark background. One obvious way to segment the object is to
choose a threshold (or gray) value T, such th a t a pixel whose gray value is less th an
T can be background pixel and if it greater than T, it is a pixel belonging to the
object. H istogram is useful for thresholding operation. Multilevel thresholding is also
useful if the image has one or more different objects in th e image. In other words,
we choose different values T l, T2, etc, such th a t pixel value greater th an T2 belong
to one object. , pixel value less than T l belong to a background, pixel value greater
than T l and less than T2 may belong to another object.
A classical problem in image processing is the detection of sudden changes in gray
values from one pixel to another adjacent pixel.

Such changes usually indicate a

boundary, i.e., an edge, between two distinctly different objects in th e image. If the
difference in gray values between two adjacent pixels vary considerably, then th e pixels
are nam ed as edge pixels. This m ethod of detecting edges is called ed g e d e te c tio n
by thresholding. The detection of these edges is very im portant for analyizing the
objects in th e image. Moreover, this operation reduces the am ount of d a ta present in
the image. In other words, previously, we have huge am ount of pixels in the original
image. After this operation, we have only pixels th a t belong to the objects of interest.
Most of th e autom ated vision systems th a t have been developed for th e image
interpretatio n partitions the entire process into m anageable pipelined subtasks with
or w ithout feedback.

As m entioned earlier, a traditional conceptual classification

divides an image analysis task into three basic modules: low, m edium and high level
analysis. T he purpose of this type of classification of the vision system is to decompose
the overall com plexity of the problem into manageable portions. However, there is
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no fixed dividing lines in th e sequence of operations from image sensing through
preprocessing, boundary detection, region growing and interpretation.
T he low level analysis tasks preprocess and segment the image, and ex tract statis
tical values, texture, tone from the image w ithout using any domain-specific knowl
edge. The process of partitioning an image into prim itives is defined as segm entation
[53]. The choice of one segm entation algorithm over another is dictated m ostly by
the characteristics of the problem being considered. Segm entation has become a pre
requite for th e description of an image. The main idea behind segm entation step is not
only to reduce the massive am ount of pixel d ata but also to extract local param eters
to interpret the image.
For exam ple, each pixel has three param eters associated with it: x and y coordi
nates, and an intensity value typically in the range 0-255. A pixel does not have any
other inform ation about the objects in the image. It is extrem ely difficult to interpret
a 512 x 512 image, using only the inform ation provided by the pixels; they provide
a great deal of inform ation, but not in a useful form. It is necessary to reduce the
quantity of d ata w ithout losing any structural inform ation contained in th e image.
In transform ing a raw image to a more reduced d ata form at, a num ber of param eters
are extracted namely, statistical data, texture, tonal values and many others.
This process of extracting param eters is widely known as low-level image analy
sis. In the last two decades, a num ber of low-level image processing algorithm s for
segm enting a raw image have been developed. However, none of the image process
ing techniques work in all image settings. Some techniques are sensitive - to noise
in the image, to the light condition under which the objects have been sensed, to

threshold param eters and to other param eters. The common problem w ith th e tech
niques is th a t some im portant features are not extracted an d /o r erroneous features
are detected.
Sometimes image processing techniques require some kind of domain-specific knowl
edge for them to provide reliable results. Techniques of this type make up th e inter
m ediate level. Region growing, shape analysis, probabilistic relaxation, m ultispectral
classification are examples of medium-level segm entation algorithm s. T he am ount of
knowledge incorporated in these techniques depends on the objects in the scene and
effectiveness of the techniques.
The high level tasks unam biguously apply meaningful labels to objects in the
images using shape, size, position and other inform ation provided by the m edium
level modules. All domain-specific knowledge available is used to label th e images.
For instance, tone, texture, interrelationship between the features, and th e seasonal
variations and the dynam ic natu re of the feature, if any, are used in th e high level
module. A num ber of high level vision techniques have been reported in recent years
to describe and interpret the o u tp u t of the lower-level modules. T he representation,
use, and th e acquisition of th e knowledge constitutes th e heart of any autom ated
vision systems. W ith the fusion of Artificial Intelligence techniques in th e com puter
vision, knowledge representation led to a shift from the procedural to declarative
forms. Production rules, sem antic nets, frames, blackboard architectures are some
of the well known and widely used forms of knowledge representation and inference
m echanism s of high-level vision techniques.
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Traditionally, to improve th e effectiveness of th e three modules, a feedback from
the m edium-level to the low-level m odule and from th e high-level to either m ediumlevel or low-level or both is provided. Tenenbaum and Barrow [52] dem onstrated
the effectiveness of feedback of domain specific knowledge from th e m edium to the
low-level (the concept of in terpretation guided segm entation). Nagao [33] suggests
th a t the segm entation process should be a trial-and-error recursion between th e datadriven segm entation and the goal-directed recognition in order to reach a b e tte r seg
m entation of th e scene. They also proposed a com pact and intim ate intergration of
segm entation with in terpretation, in which an initial segm entation using a standard
image-processing procedure is approxim ately in terpreted and repeatedly modified, for
in terp retatio n to become com plete and consistent. Hanon and Risem an [12] im ple
m ented a vision system for n atural scenes in which feedback paths were provided to
integrate sem antics of th e dom ain into segm entation processes, w ith th e notion th a t
segm entation errors will be reduced with the help of domain specific knowledge. We
discuss a vision system for interpretation of oceanographic data.

1 .6

E d g e D e t e c t io n in O c e a n o g r a p h ic I m a g e s

T he Naval Research Laboratory began developm ent of the Sem i-A utom ated Mesoscale
Analysis System (SAMAS), a comprehensive set of algorithm s to handle th e auto
m ated analysis problem , from low-level segm entation through interm ediate-level fea
tu re form ation and higher-level Artificial Intelligence m odules th a t estim ate positions
of previously detected features when cloud cover obscures direct observation in the
current image set [26].
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The current version of SAMAS (Figure 2) groups various modules into these three
categories. A cloud detection algorithm processes the therm al infrared image of the
ocean to classify all pixels either as cloud pixels or non-cloud pixels [51]. Considering
only non-cloud pixels, the system uses the cluster shade texture m easure as th e lowlevel operation and detection of zero crossings in cluster shade as th e medium-level
operation, leading to a set of edge prim itives [16]. SAMAS uses two-step nonlinear
relaxation [20] to label edge prim itives [22]. In the first, relaxation labeling step, a
priori probability values of th e edge pixels are com puted using a priori knowledge of

the approxim ate sizes and positions of the features, based on a previous analysis (typ
ically from one week earlier). In th e second step, these probability values are updated
using com patibility coefficients in an iterative fashion, until the values stabilize. The
relaxation labeling techniciue reduces uncertainty in the assignment of labels to edge
pixels [22], We also developed a topographic-based feature labeling m odule th a t uses
the surface topology of a pixel and its neighborhood [24, 25].
F irst we discuss the features of the edge detection algorithm proposed by Ilolyer
and Peckinpaugh, the popular derivative-based edge operators, viz Sobel’s operator,
are shown to be too sensitive to edge fine-structure and to weak gradients to be
useful in this application. T he edge algorithm proposed by Holyer and Peckinpaugh
is based on the cluster shade texture measure, which is derived from th e gray level
co-occurrence (GLC) m atrix. The authors suggest th a t the edge detection technique
can be used effectively in th e autom ated detection of mesoscale features. The (*, j) th
elem ent of th e GLC m atrix , P ( i , j \ A x , Ay ) , is the relative frequency with which
two image elements, separated by distance ( Ax , Ay ) , occur in the image, one with

intensity level i and the other w ith intensity level j. T he elem ents of th e GLC m atrix
could be combined in many different ways to give a single num erical value th a t would
be a m easure of the edges present in the image. Ilolyer and Peckinpaugh use a cluster
shade function, which is found to be very effective in th e edge detection process. Given
an M x N neighborhood of the input image containing intensity levels ranging from
0 to (L -l), let f(m ,n) be the intensity level of th e pixel at sam ple m, line n of the
neighborhood. Then,

N —A y N —A y

P(i,j\Ax,Ay) =

E

E

n=l

n=l

A

(1-1)

where:

/I

(M-A.r)(N-A.,)

i f f ( m , n) = i and -f -{ m + A x , N -f A y) = j

0

otherwise

^

^

The Cluster shade texture m easure is then defined by th e equation below.

S { A x , A y ) = E E ( i + J ~ ui ~ ui ) 3
z = 0 .7=0

where:
L-

1

L -l

=E iE P(^j IA‘t ’a ^)
i= 0

j=0

= E i E
j —0 i—0

I A x,Ay)

The new edge algorithm com putes th e cluster shade function at each pixel. Then
the edges are detected by finding the significant zero crossings in the cluster shade
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image. Note th a t (1) the cluster shade can assume either positive or negative values,
(2) the values are the largest in the vicinity of the north wall of the Gulf Stream , (3)
values are negative on one side of the wall and positive on the other side, and (4) the
transition point from large positive to large negative values coincides w ith th e exact
location of the edge of the G ulf Stream . These observations suggest th a t one could
detect edges by finding significant zero-crossings in the cluster shade image.
Significant zero-crossings in the cluster shade image is determ ined as follows. An
initial threshold is selected. Then, for each 3 x 3 pixel neighborhood in the cluster
shade image, the absolute value of center pixel is tested w ith the threshold. If it is less
than the threshold, a value ”0” assigned in the binary o u tp u t image. If the absolute
value of the center pixel exceeds the threshold, then a test of th e neighboring pixels
is performed. If the absolute value of any of the eight neighboring pixels also exceeds
the threshold, but is opposite in sign from th e center pixel, a value ” 1” is assigned in
the binary image indicating th e presence of an edge pixel. Because edges are detected
by finding zero crossings, precisely positioned lines result, even if the GLC m atrix
is calculated using a larger window. So, the desired edge detection characteristic of
retaining sharp edges while elim inating edge detail is achieved by the new algorithm .
It is known th a t using large windows in derivative-based edge detector algorithm s
results in poor sm oothing. This problem is circumvented in the new algorithm . As
an input to our feature labeling algorithm , we used the o u tp u t image generated by
cluster shade algorithm , with a window size of 16x16 pixels and zero crossing threshold
of 50. The edge m agnitudes obtained from this new edge detector algorithm are used
as an input to the feature labeling algorithm . In particular, the edge m agnitudes are
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Figure 3: Edges extracted from Figure

1

using CSED
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used to evaluate the a priori probability values. Figure 3 shows the o u tp u t of the
edge detector on image

1

(Figure

1 ).

C ayula and Cornillon [4] have developed an edge-detection algorithm for oceano
graphic satellite images. Their algorithm operates at three levels: picture level, win
dow level, and local/pixel level. At the picture level, most obvious clouds are identified
and tagged so th a t they do not participate at the lower levels. The cloud-finding pro
cedure is based on tem p eratu re and shape. At th e window level, the tem p eratu re
distribution in each window is analyzed to determ ine the statistical relevance of each
possible fronts, using unsupervised learning techniques. Finally, local edge operators
are used to com plete the contours found by the region-based algorithm . Since the
local operations are used along with the window-based algorithm , the qualities of
scale invariance and adaptivity associated with th e region-based approach are not
lost. C ayula [3] com pare the edge-detection algorithm described above. T he m ain
difference is th a t the algorithm given by Ilolyer and Peckinpaugh operates at th e local
level only, while th a t by Cayula and Cornillon is a m ultilevel algorithm . Refer to [3]
for the details on the results of the comparison.

Chapter 2

M orphological Edge D etectors
M athem atical morphology based on geom etric shape, is used in biomedical image
processing, robot vision systems, and low-level vision problem s for its conceptual
simplicity. Many techniques in com puter vision use m athem atical morphology as a
tool for the extraction of features and recognition of objects. M atheron [29] introduced
the application of m athem atical morphology for analyzing th e geom etric stru ctu re of
m etallic and geologic samples. Serra [47] applied m athem atical morphology for image
analysis. Haralick [15] presented a review of m athem atical m orphology applied to
image analysis.
Pelag and Rosenfeld [38] use gray scale morphology to generalize th e medial axis
transform to gray scale imaging. Pelag et al [37] m easure changes in tex tu re properties
as a function of resolution using gray scale morphology. W erm an and Pelag [56] use
gray scale morphology for texture feature extraction. We will study th e use of gray
scale morphology and texture inform ation for edge detection in oceanographic images.
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Recently, m athem atical morphology has been applied for th e extraction of edges.
Most of the tem plate based edge detectors are known to perform satisfactorily under
high signal to noise ratio, but degrade significantly when noise is introduced into the
system . Some of th e tem plate based edge detectors are the P rew itt operators and the
Kirsh operator. A num ber of edge detectors fit a polynomial function on th e image
data. Then, the first and second directional derivatives are com puted, from which
the edges are extracted. M athem atical morphology based edge detectors have been
shown to out-perform most spatial and differentiation based edge detectors [45]. Mor
phological edge detectors are local neighborhood nonlinear operators. Morphological
techniques tend to simplify image d ata while preserving the shape characteristics
and elim inating irrelevancies. These algorithm s often generate useful and surpris
ing results. We briefly present prelim inary concepts of m athem atical morphology.
M atheron [29] gives a detailed discussion of m athem atical morphology.

2 .1

P r e lim in a r y C o n c e p ts

An image

is a set of pixels in a rectangular array (mesh). f(i, j) is a pixel at coordi

nate (i, j) in the image /. A structuring element is analogous to the kern el/tem p late of
a convolution operation, and it is associated with a pre-designed shape. A structuring
elem ent may have any shape. Morphologic operators can be visualized as working
w ith two images, the original image and the structuring elem ent. T he structuring
elem ent is used as a tool to m anipulate the image using various operations nam ely
dilation,

erosion,

opening,

closing.

The dilation of a binary image /

by a

structuring elem ent

S is defined as

/ ©

S

=

{ ct —
(- b

| a £ / A i G 5}

The erosion of a binary image / by a structuring elem ent

/ ©

S

=

{ a —b

T h e n dilation” d of a gray-scale image

S is

defined as

| a E f A 6 £ 5}

/ by a structuring elem ent S is defined as

d. (i, j ) = M A X ( f ( i + x j + y) © S{ x, y))

where x and y are th e coordinates of a cell in S whose center cell is th e origin, and
(i+ x , j+ y ) is in the domain o f / . Similarly, ’’erosion” of a gray-scale im a g e / by a
structuring elem ent S is defined as

e ( i , j ) = M I N ( f ( i + x , j + y) Q S { x , y))

T he closing operation is a dilation followed by an erosion, and similarly opening is an
erosion followed by a dilation. Thus, closing is defined as

c { i , j ) = M I N ( d ( i + x , j + y)

0

S( x, y) )

where d is th e dilated image of original image f . O pening is defined as

o{ i , j ) = M A X ( e ( i + x , j + y) © S( x, y))

where e is the eroded image of original image /.

A sequence of these gray scale

morphological operations on an image often produces useful results. For instance, a
sim ple morphological edge detector is the dilation residual edge image, defined as
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DR (i , j) =

d (i , j) - f (i , j)

Similarly, t,he erosion residual edge detector is given by

ER (i , j) = f (i , j) - e (i , j)

Even though these edge detectors are simple and robust, they are not reliable for
extrem ely noisy images, and introduce spurious edges.

2 .2

B lu r -M in im iz a tio n M o r p h o lo g ic a l O p e r a to r

Lee et a,I [17] designed a Blur-M inim ization Morphological (BMM) operator for edge
detection. The BMM operator blurs the original image by averaging the pixel values
spanned by the structuring elem ent. D ilated and eroded images are generated from
the blurred image. Dilation residual and eroded residual images are created using
these images. The edge strength at coordinate (i, j) is given by the m inim um of the
dilation residual and erosion residual. Symbolically we write

BMM(i, j) = MIN ( /„ ( i, j) - e(i, j), d(i, j) - f a{ i, j))

where f a = llZh+pi+sd jg

^ jurreci ;m age, N is the num ber of cells in the stru ctu rin g

elem ent, and (i+ x, j+ y ) is defined in the domain of the image. In spite of being
conceptually simple and com putationally efficient, the BMM edge detector has been
proven to perform b etter than the spatial and differential based edge detectors.

2 .3

A lp h a -T r im m e d M o r p h o lo g ic a l O p e r a to r

Feehs and Arce [42] showed th e im portance of blurring th e original image for m or
phological edge detection. They introduced a Alpha-Trimmed, multidimensional M or
phological (ATM) edge detector th a t incorporates the opening and closing operations.

They also proved statistically th a t ATM performs b etter th an BMM. Let us consider
the ATM edge detector for 2 -dim ensional images with a structuring elem ent of size
n x n. The original image is initially blurred by f a =

y^k~a

j,

where k = n2 is the

num ber of pixels in the original image spanned by the structuring image, /,■ is the i lh
sm allest valued pixel in the sorted sequence of pixels in / spanned by the structuring
elem ent, and a is th e trim m ing factor. If a is 0, we consider all pixels spanned by the
structuring elem ent for blurring. If a = i, we consider all sorted pixels greater than
/,: and less than

spanned by the structuring element. The edge strength at (i, j)

com puted by the ATM edge detector is

ATM(i, j) = MIN ( ( o (i,j) - e (i, j)), d (i, j) - c (i,j) )

in which the erosion and dilation operation are performed on th e a trim m ed blurred
image, and the opening and closing operation are performed on the eroded and dilated
images of th e a trim m ed blurred image.
T he ATM edge detector, like the BMM edge detector, is unable to ex tract the
weak gradients associated w ith certain mesoscale features [25]. This could be possibly
because the definition of gray-scale dilation and erosion considers only the m axim um
and the m inim um intensity pixels in a given neighborhood of a pixel. As a result,
the dilation and erosion residual values are not sufficient for these edge detectors to

pick up the weak gradients. For increased structuring elem ent sizes, weak gradients
are extracted along with other spurious edge pixels which are difficult to isolate.
T he cluster shade algorithm [16] presented earlier extracts most of the weak gra
dient valued pixels along w ith the strong gradient valued pixels. This is due to the
application of a tex tu re based algorithm in an application where m ultiple gradient
values are vital for in terpretation. The algorithm is very com putation intensive [16].
We seek a low-level segm entation m odule th a t is simple in design and construction,
despite m aking use of th e tex tu re inform ation in the image. We anticipate th a t such
a design would ex tract all the boundaries of the features irrespective of their gradient
values.

One of the possible m ethods of m aking use of tex tu re inform ation is to

com pute th e first order histogram in a neighborhood of a pixel.

2 .4

M o tiv a tio n a n d S c o p e

Previous morphological edge detectors are designed to work only in th e image do
main. Such designs ignore th e vital inform ation contained in the histogram of an
(sub)im age. As a consequence, various weak gradient values pertaining to im portant
features are missed in oceanographic IR images. We expect th a t a morphological
edge detector th a t incorporates inform ation from the image histogram will provide
im proved perform ance while being conceptually simple and com putationally efficient,
we propose new morphological operations defined over the histogram of a neighbor
hood of a pixel. The new morphological operations are lim ited to erosion and dilation
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only, and the morphological basis of these new operations is explained in th e context
of oceanographic images only [23].

Chapter 3

H istogram -Based M orphological
Edge D etector

T he histogram is a popular tool used in image processing and image analysis. It
is used for edge detection, thresholding, texture feature extraction and other related
problems. Let H be th e histogram of an image or sub-image, let go,gi, •■■,gi-1 be the
gray levels for which th e histogram is defined, and h(g0), h( gi ) , ..., h(gi-i) be th e count
values for those gray levels. Previously, researchers have designed image segm enta
tion m ethods from th e histogram using either global or local thresholding concepts.
For instance, when a light object is present in dark background, the histogram may
have twin peaks occurring at the intensities corresponding to the intensities of the
object and background. A suitable threshold between the two peaks is selected to
segm ent th e object from the background [49]. W hen m ultiple objects are present in
the background, a global histogram is of little use. However, a local histogram in
the neighborhood of a pixel would exhibit twin peaks from which an object can be
28
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the neighborhood of a pixel would exhibit twin peaks from which an object can be
segm ented from th e background [45].
It is noted th a t th e gray scale dilation and erosion are the m axim um and m inim um
of the image pixels spanned by the structuring elem ent, respectively. The definitions
of gray scale morphology, in fact, make use of the histogram indirectly. This is ex
plained using a stru ctu rin g elem ent S of height 0 in the following way: gray scale
dilation over the histogram is the m axim um of go-, fji, fji, ■■■gi-1 for which h^gi) 7 ^ 0 .
Similarly, th e gray scale erosion is the m inim um of </0, </i, gi, ...gi- 1 for which h^gi) 7 ^ 0.
The average of the image pixels is com puted from the histogram . It is also noted th a t
the BMM and ATM edge detectors extract edges using th e gray scale dilation and
erosion operations. B ut, these definitions consider only the m axim um and m inim um
of the image pixel intensities in a given neighborhood. Thus, we infer th a t there is
a clear distinction in theories between the histogram based edge detectors and m or
phology based edge detectors. The essential ideas in th e former m ethods stem from
the fact th a t th e histogram taken near the boundaries exhibits twin peaks, while
the la tter m ethods m ark a pixel as an edge pixel depending on the m axim um and
m inim um intensity values of th e pixels near the boundaries. We anticipate th a t m or
phological edge detectors th a t use the histogram in an effective way would reduce the
gap between these two edge detection theories. In doing so, we will develop exten
sions to th e definitions of morphological operations in the domain of the histogram ,
but not in th e dom ain of the image. We anticipate th a t such extensions provide us
new directions in th e notion of morphology-based edge detectors, particularly in the
context of oceanographic images.
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Let a histogram II defined over gray levels g0, g \ , g i - i , be com puted using the
image pixels spanned by the structuring element S centered at th e coordinates (x,
y). g0 and

are the intensity of black and white pixels, resp. Call th e height of

the histogram at these gray levels h(g0), h( g i ) , ..., h(gi-i).

Let the intensity of the

pixel (at coordinates (x, y)) - where the histogram is com puted - be gi. We define
histogram m ic dilation h-ililation at a pixel (x, y) as

4 ( x , y) = {gj |

= ma.x[h(gi),h(gi+2),....,li{gi-i)] and (i < j < 1- 1 )}

Similarly, we define the histogram m ic erosion h-crosion as

e*(x, y) =

{gj | h(gj) = m a x [ % 0),

and

(0

< j < i)}

It is noted th a t both th e r//, and e/, are defined in term s of peaks of th e histogram
on either side of the gray level intensity </,- of the pixel. By defining these operations in
this fashion, we make a noticeable deviation from the traditional dilation and erosion
operations.
T he value of e/t is th e gray level intensity ge at which th e histogram height is the
m axim um of all heights com puted at gray level intensities lower th an th e (average)
gray level intensity of th e pixel. The value of dh is th e intensity gj at which the
histogram height is the m axim um of all histogram heights com puted at intensities
greater than the (average) intensity of the pixel. In case an unique intensity ge (gj)
is not found, gc (gd) th a t is closer to g, is selected.
One of the m otivations for using h-dilation and h-erosion is as follows. Figure
1 is unusually free of clouds.

Even though many cloud detection algorithm s are
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available, none of them detect all cloud pixels [51]. Therefore some cloud pixels will
be present in the input image. We recall th a t the traditional dilation and erosion
definitions consider only th e extrem e values in the neighborhood of a pixel.

If a

cloud pixel is one of the extrem e values, then an edge detector based on traditional
m athem atical morphology will ex tract spurious edge pixels. We anticipate a reduction
in the extraction of spurious edge pixels when we use the h-dilation and h-erosion
operations.
A careful exam ination of these definitions indicates a strong link between the
histogram based and morphology based edge detectors.

For instance, consider a

histogram com puted in a neighborhood of a pixel near the boundary having (twin)
peaks w ith the average intensity falling between the peaks. The histogram based
m ethods search for the valleys and peaks in the histogram , whereas the morphological
m ethods (BMM and ATM) search for the extreme intensities th a t have non-zero
histogram heights.
Figure 4 is the new edge detector th a t makes use of the histogram m ic dilation and
erosion. T he edge strength in th e edge image at (x, y) is given by

IIM ED (x, y) = m in ( /(x, y) - e,,.(x, y), dh(x, y) - ,/(x, y))

where / (x, y) is th e average intensity gi at coordinate (x, y).
Thus, th e edge m agnitude values in the output image are com puted in a sim ilar
fashion to th a t of th e BMM and ATM edge detectors. Normally, an edge detector
should generate edge pixels of w idth two in case of ideal step edges. However, this is
not true for edge detectors th a t take input images which are blurred or sm oothed ver-
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M in im u m

! l- c r o s io n

Figure 4: Architecture of HMED

sions of the original image. T he HMED technique, when used with large structuring
elem ents, produces significant non-zero edge strength of width more th a t one pixels.
This is consistent with the fact th a t HMED blurs the original image. Usually, the
tru e edge pixels get assigned higher edge strength than their neighbors. Normally,
a suitable threshold is selected to extract the true edge pixels.

However, HMED

extracts the true edge pixels using a non-m axim a suppression technique.
Thus, we establish a com putational framework th a t adapts the advantages of two
edge detection theories. W ith such a com putational framework, we show th a t HMED
performs b etter than the BMM and ATM edge detectors.

3 .1

H M E D A lg o r ith m

T he HMED algorithm given below takes a blurred image as input and produces an
edge strength image in which non-m axim a suppression has to be perform ed. This
procedure uses functions G ET-IN TEN SITY and IIIST(i) th a t return th e intensity g
when the coordinates (x, y) of a pixel are given, and the count of pixels with gray
level intensity i, resp. The constant MAXGRAY = 255 is defined.
It is noted th a t a new histogram is not com puted from scratch at every pixel’s
neighborhood. T he histogram of the adjacent neighborhood (x, y+ 1) is com puted by
using th e histogram com puted at pixel (x, y) as described in version

6

in [1 2 ],

T he HMED algorithm presented here involves only param eters such as the size of
the structu rin g elem ent and non-m axim a suppression. No strict rules can be stated
in this regard. For the images considered here we present results th a t are produced
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P R O C E D U R E HMED (blur Amy, diLimg, erdJmg, outJmg, W)
BEGIN

1.

for each pixel P(x, y) in the blurred image
BE GI N

2.

compute a histogram H of the sub-image ( W x W) centered at (x,y)

3.

max = getJntensity

4■

For i — max to M A X G R A Y (* dilation operation *)

5.

(x, y)

if ( hist(i) > hist (max) )

6.

max = i;

7.

diLimg(x, y) = max ;

8.

max = get-intensity (x, y)

9.

For i = 0 to max (* erosion operation *)

10.

if ( hi.st(i) > hist (max) )

11.

max — i;

12.

enLimg(x, y) = max ;

13.

tem pi = blur-img(x,y) - erdJmg (x, y);

If-

temp2 = diLimg (x, y) - blurJmg (x, y);

15.

outJmg (x, y) = MIN ( tempi, tcmp2);
END

END

,35

with structuring elem ent sizes 15

x

15,17

x

17,19

x

19 and 21

x

21.

There are at least two ways in which we can extract the true edges: com putation
ol zero crossings and suppression of non-maxima.

1. to ex tract zero-crossings, let us consider line 15 in th e algorithm . If te m p i is
m inim um , then -tem p i (negative value) is assigned in the edge strength image,
otherwise -ftem p2 (positive value) is assigned. Then a zero-crossing test has
to be performed. The significance of a negative value is th a t th e histogram is
skewed to the negative side of the mean value. A positive value indicates th a t
the histogram is skewed to the positive side of the mean value.

2. In case of non-m axim a suppression in th e edge strength image, we suppress a
pixel as a non-edge pixel if there exists a group of pixels whose value is much
greater than the pixel to be suppressed [24].

3 .2

H a n d lin g o f C lo u d C o v er

T he test image in Figure 1 is unusually free of clouds. A typical oceanographic image
contains cloud cover as well as attenuation due to w ater vapor. Thus th e low-level
vision algorithm s have to be designed to handle the cloud cover. One sim ple m ethod
to avoid the cloud pixels is to generate a cloud m ask using a technique proposed in
[6 ].

The cloud mask is a binary image th a t contains the values 0 or 1. Avalue 0

signifies th a t the pixel is part of a cloud and 1 signifies a non-cloud pixel. In this
application, cloud pixels are treated as follows:

1. A pixel in the IR image is considered a candidate edge pixel if and only if the
cloud mask has value

1

a t the same coordinate.

2. For a candidate edge pixel, the histogram is com puted by considering only the
non-cloud pixels

3 .3

I m p le m e n ta tio n R e s u lts

The test d ata set consists of 12 satellite IR images of the N orth A tlantic. We present,
results from 3. We processed the images with the BMM and ATM detectors using
structuring elem ents of sizes 5 x 5, 7 x 7, 9 x 9, 11 x 11, and 13 x 13, while we used
structuring elem ent sizes of 13 x 13, 15 x 15, 17 x 17, 19 x 19, and 21 x 21 w ith the
HMED detector. The ATM edge d etector’s a param eter was 3 in all cases. We do
not, know of any strict rules to govern the choice of the stru ctu rin g elem ent’s size or
the value of o'.
Figures 5 and

6

all show th e results obtained w ith Figure 1. Figure 5 shows the

results of applying th e BMM edge detector with structuring elem ents of sizes 5 x 5 , 7
x 7, 11 x 11, and 13 x 13. Increasing the structuring elem ent’s size results in finding
more edges. Figure

6

shows th e results of applying th e ATM detector with structuring

elem ents of sizes 5 x 5, 9 x 9 , 11 x 11, and 13 x 13. The results are slightly different,
but again increasing the structuring elem ent’s size finds more edges. Figure 7 and
Figure

8

are the h-dilated and h-eroded images of Figure 1. Figure 9 is th e gradient

image created by taking the m inim um of the residuals (line 15 of the algorithm ).
Figure 10 shows the results of applying the IIM ED detector with window sizes 13 x

Figure 5: Results of applying BMM on Figure 1, 5x5 (top left),
7x7 (top right), 11x11 (bottom left), 13x13 (bottom right)

Figure 6 : Results of applying ATM on Figure 1, 5x5 (top left),
9x9 (top right), 11x11 (bottom left), 13x13 (bottom right)

Figure 7: H-Dilated image of Figure

1

Figure 8 : II-Erroded image of Figure

1
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Figure 9: Gradient image using Figure 7 and

8

Figure 10: Applying IIMED on Figure 1 - 13x13 (top left),
15x15 (top right), 17x17 (bottom left), 19x19 (bottom right)
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Figure 11: North Atlantic image obtained on April 10

Figure 12: North Atlantic image obtained on April 21

Figure 13: BMM with 9x9 (top left), ATM with 7 x 7 (top right)
HMED with 21x21 (bottom left) all using Figure 1
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Figure 14: BMM with 9x9 (top left), ATM with 7 x 7 (top right) and
HMED with 21x21 (bottom) all using Figure 11

Figure 15: BMM with 9x9 (top left), ATM with 7 x 7 (top right) and
HMED with 21x21 (bottom left) all using Figure 12
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13, 15 x 15, 17 x 17, and 19 x 19. The HMED detector finds far fewer spurious edges,
and increasing the window size seems to increase the continuity of th e edges w ithout
finding many more.
Figures 11, and 12 are also satellite images of the N orth A tlantic. Figures 13,
14, and 15 show a com parative analysis of the three m ethods applied to the three
images. In each case, the results with the structuring elem ent judged to give the
best perform ance is shown. All three m ethods find th e G ulf S tream ’s N orth Wall
and boundaries of warm eddies, for all structuring elem ents. These edges have high
gradient values, so detection is relatively easy. The South Wall and boundaries of
cold eddies are spatially distributed over 6-7 pixels with low gradient values. None of
the detectors do as well in extracting these weak gradients as in finding the stronger
ones, when using small structuring elements. Increasing th e size causes th e BMM
and ATM detectors to introduce many spurious edges. However, th e HMED detector
is able to ex tract these weak gradient values w ithout introducing numy spurious edge
pixels.
Again, HMED is able to ex tract th e boundaries of th e mesoscale features w ithout
introducing spurious edge pixels. We conclude th a t th e H M ED ’s b etter perform ance
is due to the use of h-dilation and h-erosion.
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Table 1. Com puting Tim e of HMED on SUN-SPARC

3 .4

W IN DO W SIZE

TIM E in Seconds

13 x 13

150 seconds

15 x 15

152 seconds

17 x 17

156 seconds

19 x 19

157 seconds

21 x 21

163 seconds

P a r a lle l H M E D I m p le m e n ta tio n

Parallel com puting for image processing and com puter vision has received consider
able attentio n during the last few years. The prim ary reason is due to several tasks in
image processing th a t needs to be im plem ented in either parallel or d istributed fash
ion. For instance, the learning phase in neural networks takes hours to days to create
the knowledge base. The relaxation technique converges after couple of hours. The
Hough Transform detects circles and ellipses after using the com puter resources for
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several m inutes. T he fourier transform involving huge m atrices takes several m inutes.
T he above m entioned m ethods not only require prolonged use of the C PU , but also
require huge am ount of com puter m emory to store th e image. Techniques have been
developed for sequential processors to reduce both th e m emory requirem ents and the
com putational complexity. However, further im provements can be m ade using paral
lel com puters. W hile a large num ber of parallel com puter architectures are designed,
very few have been built and tested with real applications. T he two m ain exceptions
to this are mesh connected processor arrays and hypercube m ulticom puters. Both of
these schemes are com mercially im plem ented by a num ber of vendors, and tested by
a large num ber of researchers for real applications.
Mesh connected com puters are of particular interest to the image processing com
m unity because the topology of the pixels in the image and the processors in MCC
m atches perfectly and the nearest-neighbor interconnection among processors pre
serves the spatial relation among image pixels while m aintaining a low-hardware
im plem entation cost.

Moreover, mesh-connected arrays can efficiently handle low

level-image processing applications which require only local operations on image pix
els.
All Processing Elem ents (PEs) in MCC are arranged in a 2D rectangular grid of
size M x M where each PE is directly connected to four-neighbors, each one in N orth,
East, South and West direction.

Thus, a PE can easily com m unicate to its four

neighbors. This feature is extrem ely suited to image processing operations such as
convolution, tem plate based edge detection in which each pixel needs th e pixel value
of its four neighbors. Each P E m aintains a local m em ory for storing d a ta and receives

instructions from a centralized controller. All PEs work in a synchronized fashion un
der a Single Instruction, M ultiple D ata (SIMD) Stream mode. This m eans all the
active PEs execute the same instruction, but on different data. This m ode of opera
tion is needed in image processing algorithm s because the algorithm s predom inantly
perform the same instructions on different d ata sets.

3.4.1

M o t iv a t io n fo r P a ra lle l P ro c e s s in g

The m otivation of designing a parallel IIMED algorithm is prim arily due to the se
quential IIMED algorithm processes a 512x512 image for almost 150 seconds on a
SUN-SPARC workstation, and this is acceptable if only one image is to be processed.
The Cluster-Shade algorithm discussed before runs lor almost 10 m inutes for the same
512 x 512 image. However, this is not acceptable when a large num ber of images are
to be processed. This led us to investigate a possible reduction in th e running tim e
of the HMED algorithm on a parallel machine, such as MASPAR, whose architec
tu re is similar to the MCC. We provide a brief description of M ASPAR and the
im plem entation of HMED on MASPAR.
MASPAR consists of 128 x 64 processors arranged in a 2 dim ensional grid - with
128 processors horizontally and 64 processors vertically. The processors operate in a
SIMD fashion with the instructions provided by a centralized processor (controller).
The controller is a unix-based machine and the parallel language is called M PL which
is an extension of ’C ’ language. Each processor has an iproc to uniquely identify the
processor. A processor can be also be identified by a pair of num bers ixproc, iyproc
where ixproc is th e x-coordinate and iyproc is the y coordinate of th e processor. The
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top-left processor’s iproc is 0 and ixproc, iyproc pair is (0, 0). Similarly, th e bottom right processor’s iproc is 8192 and ixproc, iyproc pair is (127, 63). Each processor has
a local m em ory of 128,000 bytes.
A processor can be enabled or disabled to participate in an operation by setting
a mask. The ’lor’ statem ent given below, for instance,

if ( iprocis not 25)
Begin

do the loop statem ents

End

is executed by all processors except processor 25 or (0, 25).

if (ixprocis 45)
Begin

do the loop statem ents

End

is executed by all processors in column 45.
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The next step involves th e m apping of 512 x 512 image onto the 128 x 64 array
of processors in MASPAR. The m ain factors in m apping are : size of the sub-images
to be m apped and the window size to be used by HMED. HMED uses window sizes
15 x 15, 17 x 17, 19 x 19 or 21 x 21.

HMED com putes the gradient value of a

pixel P(x,y) using th e pixels values of pixels th a t are present in a window centered
at (x,y) coordinates. We consider a few of them and discuss their advantages and
disadvantages.
We im plem ented a simple scheme read-b lock m e t h o d in which each processor
is allowed to read block of pixels (or sub-image) directly from th e image. The m ethod
partitions the image into a num ber of sub-images and assigns each sub-image to a
processor.

Each processor im plem ents the HMED on the sub-image just, like the

sequential technique.

However, the border pixels cannot be processed because of

some missing pixels th a t are present in the adjacent processors. For exam ple, let us
consider a 32 x 32 sub-image and window size 15 x 15. A processor processes the
sub-image in m iddle region of size 17 x 17, but not the seven rows of pixels on top
and bottom and seven columns of pixels on left and right of the sub-image. Thus
processor exchanges the seven rows of top pixels for th e bottom seven rows of pixels
in the north adjacent processor. The bottom seven rows of pixels in the sub-image
are exchanged for the top seven rows of pixels in the south adjacent processor’s sub
image. The left seven columns of pixels are exchanged for the right seven rows of
pixels in th e west adjacent processor’s sub-image. Similar exchange of pixels is done
w ith the east adjacent processor.

In the im plem entation we used only 64 x 64 processors even though M ASPAR at
the Concurrent C om puting Lab, LSU., has 128 x 64 processors, resulting in a 8 x 8
sub-images in each PE. We tested the com puting tim e for 512 x 512 image using 64
x 64 processors for various window size.
Table 2. C om puting Tim e of HMED on 64 x 64 MASPAR

3 .5

W IN DO W SIZE

TIM E in Seconds

13 x 13

6.7

15 x 15

7.2

17 x 17

7.8

19 x 19

8.6

21 x 21

9.2

D is tr ib u t e d H M E D

W ith ongoing recent advances in high-speed networking and com puter technology,
distributed system s provide a mechanism for effectively utilizing th e to tal com pu

tational power of m ultiple w orkstations available on a local network.

We notice,

however, massively parallel com puters and hundreds of high-perform ance w orksta
tions in our com puting environm ents frequently sit idle for many hours in a day. This
led us to investigate ways of distributing the d ata and the tim e-consum ing image
processing tasks to the network of workstations available to us. Unlike a massively
parallel supercom puter dedicating uniform and intensive com puting power, a network
com puting environm ent provides non-dedicated and scattered com puting cycles. The
prim ary purpose of this im plem entation is to docum ent a pilot study using network of
machines, connected by E thernet, to coordinate distributed image processing tasks.
Thus, we anticipate th a t using loosely coupled network of high perform ance work
stations would reduce the to tal tim e linearly and process images th a t are too large
to process in a single machine. There exists many com puter softwares for coordinat
ing distributed image processing tasks, such as Parallel V irtual Machines P V M , to
im plem ent the d ata com m unications between the machines. PVM lets users write
portable application programs to execute on various workstations. To run a program
using PVM , daem on process have to initiated on the host and rem ote machines, and
the application program have be loaded on th e rem ote machines. T he daem on pro
cesses guarantees reliable delivery of d ata between th e rem ote and host machines.
T he daem on processes also guarantees com m unication and coordination between the
machines.
In this pilot study, however, we use T C P -IP and UNIX-BSD sockets as a m edium
of com m unication and coordination between the rem ote machines and th e host. The
com m unication and coordination is based on the client-server model.

As a result
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we have to code the basic routines for com m unication and coordination between the
host and rem ote machines. T he host machine, as a server, manages the images to
be processed and waits for the clients (rem ote machines) to request the d a ta or sub
images to process. Soon after receiving a request from a client, the server creates
another process as a child process and instructs the child process to transfer th e d ata
to the client and receive the processed d ata from the client. The child process and
th e client com m unicate through sockets created.
The server creates shared m em ory to store input and o u tp u t images. All child
processes can access the images on a m utual exclusion (one by one) basis.
At the creation of the child process, the parent process (server) assigns next un
processed sub-image to the child processes for transferring the d ata to th e client. The
server itself can transfer of data, but it has to wait for requests from other clients. The
child process knows the exact location of the sub-image in the actual input image.
A fter receiving the d a ta from th e child process of the host server, the client execute
the IIM ED algorithm on the input data. After processing the d ata w ith HMED, the
client sends the processed d a ta back to the host m achine (server).
T he server program is installed in Silicon Graphics m achine at Robotics Research
Lab, LSU. The clients (approxim ately 16) are spread across the entire LSU com puting
services. We tested the software both during day and night tim es. The com puting
tim e taken by the clients varied from 18 to 30 seconds.
prim arily due to the d ata com m unication using TCP-IP.

It is noted this tim e is

Table 3. Com puting Tim e of HMED on Network of W orkstations
No of Processors

TIM E in Seconds

16

18-30 seconds

Chapter 4
Feature Labeling Techniques

4 .1

I n tr o d u c tio n

Several previous studies have addressed the autom ation of analysis of IR im agery
for mesoscale features. Gerson and Gaborski [8] and Gerson at al [9] investigate the
detection of Gulf Stream in IR images from the G eostationary O perational Envi
ronm ental Satellite [GOES]. The resolution of GOES is 8 k m /pixel, while AVHRR
provides 1.1 km /pixel at nadir.

Thus GEOS provides a coarser representation of

the ocean surface. Gerson and Gaborski use a hierarchical approach in which 16x16
pixel frames within a image are evaluated for the presence of a G ulf Stream . Frames
flagged as G ulf Stream possibilities are further evaluated using a 5 x 5 pixel window
w ithin each frames. The evaluation is carried out using m ean, stan d ard deviation
and second order gray level statistics.
Coulter [6] performed autom ated feature extraction studies using th e higher reso
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lution (1 km) AVTIR.R data. Mean, standard deviation, and gradient in a 3 x 3 pixel
window were combined with em a priori probabilities based on a large d a ta set in
order to classify each pixel according to bayes’s decision theory. Boundaries between
w ater classes then became an indication of edge locations w ithin an image. Prom ising
results were reported for this m ethod for locating th e Gulf Stream . However, Coulter
[6] reported th a t eddy classification is more difficult because their historical statistics
are less stationary. Indeed, the requirem ent for em a priori knowledge and stationary
statistics is a lim iting factor in the use of this m ethod.
Janow itz [18] studied the autom atic decision of the Gulf Stream eddies using
AVHRR data.

Recognizing th a t edges in this high-resolution IR im agery are too

noisy, i.e., have too much fine-structure detail, for effectively locating eddies, Janow itz
started with filtering to sm ooth the image. Smoothing was followed by an image sim
plification algorithm [18]. The sm oothed and simplified image was then transform ed
into a binary edge image by a Kirsch edge detector (as described in [41]. T he last
step was ellipse detection on th e binary edge image as a means of locating eddies.
T he centers of all thess cold eddies in the test image were correctly identified and
no ecly false alarm s were reported. The Janow itz study lends further support to the
feasibility of autom ated mesoscale feature detection.
Nicliol [34] uses a Region Adjacency G raph to define spatial relationships between
elem entary connected regions of constant grey level called atoms. Eddy-like stru c
tu re is then identified by searching the graph for isolated atom s of high tem p eratu re
th a t are enclosed by atom s of lower tem p eratu re (for the case of warm eddies). Al
though satisfactory em ulation of hum an extraction of eddy stru ctu re is claimed for
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this m ethod, Nichol [34] does not point out th a t not all enclosed uniform areas iden
tified by this m ethod will correspond to real ocean structure. We agree with this
conclusion. It seems possible th a t relatively uniform areas such as the Sargasso Sea
th a t m ight be devoid of eddies could possibly contain more uniform areas than the
region near the Gulf Stream where eddies exist but the spatial p attern s of th e sea
surface tem p eratu re are very complex. The ’’false alarm ” statistics of N ichol’s m ethod
should be exam ined.
Although these investigators have reported some success in au to m atin g the in ter
pretation process for oceanographic images, they were trying to do the entire in ter
p retation step using conventional image processing techniques.. In other words, there
was
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sharp division between the non-semantic based modules and sem antic based

modules, partially because th e knowledge-based methodology was not available to
provide the tools (Argialas and Harlow, 1990). Because of the growing need for the
incorporation of domain-specific knowledge into image analysis, and tak in g advan
tage of the recent developm ent of knowledge representation and inferring techniques,
knowledge-based systems to em ulate the hum an way of solving domain-specific prob
lems have been developed
T he Naval Research Laboratory began development of the Sem i-A utom ated Mesoscale
Analysis System (SAMAS), a comprehensive set of algorithm s th a t handles the entire
autom ated analysis problem , from low-level segm entation through interm ediate-level
feature form ation and into higher-level Artificial Intelligence modules th a t estim ate
positions of previously detected features when cloud cover obscures direct observation
in the current image set [26]. The SAMAS architecture is shown in Figure 2.

SAMAS, however, only employs feedback from the high-level m odules to the
medium-level modules. No feedback from the m edium to low-level is em ployed, be
cause our objective is to make th e low-level m odule independent of the dom ain specific
knowledge.
Feature locations produced autom atically by SAMAS com pare favorably with
those from hum an interpreters. An im portant part of th e SAMAS is th e labeling
of edges or regions identified by a low-level segm entation routine. By ’’labeling” we
mean assignm ent of an oceanographic identity to each edge or region fragm ent. The
labeling is based on oceanographic knowledge of some form. T he required knowl
edge could be sea-surface tem perature values characteristic of a given feature, spatial
context {e.g. ’’north of” or ’’south of” ), a previous analysis, or any other source of
knowledge th a t helps identify features. The main modules of th e SAMAS are the
segm enter, labeling module, and expert system to predict the position and size of
the mesoscale features. In the next section a brief review of the im portance of these
m odule in any vision systems is provided.
T he current version of SAMAS groups various modules into these three categories.
A cloud detection algorithm processes th e therm al infrared image of th e ocean to clas
sify all pixels either as cloud pixels or non-cloud pixels [Sonia, 1992], Considering only
non-cloud pixels, th e system uses the cluster shade texture m easure as th e low-level
operation and detection of zero crossings in cluster shade as the medium -level oper
ation, leading to a set of edge prim itives (Ilolyer and Peckinpaugh, 1989). SAMAS
uses tw o-step nonlinear relaxation [20] to label edge prim itives [22]. In th e first re
laxation labeling step, a priori probability values of the edge pixels are com puted
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using a priori knowledge of th e approxim ate sizes and positions of the features, based
on a previous analysis (typically from one week earlier). In the second step, these
probability values are updates using com patibility coefficients in an iterative fashion,
until the values stabilize. T he relaxation labeling technique reduces uncertainty in
the assignm ent of labels to edge pixels [22], A rule based expert system predicts
the future position of th e mesoscale features. There is a feedback from th e expert
system to the m edium level module. We present some previous m ethods th a t have
been developed: Neural Networks, Relaxation technique and E xpert Systems.

4 .2

N e u r a l N e tw o r k s

Neural networks are composed of many simple com putational units th a t work in uni
son to process inform ation. A network is not program m ed in a traditional sense,
rather the weights th a t connect the neurons are ” learned” by the network through
repeated applications of input d ata for which the desired result is known. Neural n et
works use their massively parallel architecture to explore many com peting hypothesis
simultaneously. This gives neural networks great potential for application in areas
such as speech and image recognition.
The potential benefits of neural networks extend beyond massive parallelism . Neu
ral networks can process inexact, ambiguous, fuzzy d ata th a t do not exactly m atch
any inform ation stored in memory. Also, com pared to traditional statistical tech
niques, neural network classifiers are non-param etric and make weaker assum ptions
about the shapes of th e underlying distributions than traditional statistical classifiers.
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Neural network technique was applied to th e mesoscale labeling problem . The
neural network used was a feed-forward, fully connected net w ith an input layer, one
hidden layer and o u tp u t layer. A supervised training algorithm , back propagation,
was used in this neural network. Backpropagation uses a gradient descent search
technique to minimize the m ean-squared-error between th e desired o u tp u t and the
actual network ou tp u t. In back propagation, input p attern s along with the desired
o u tp u t patters are presented to the neural net. In the individual nodes of the hidden
and o u tp u t layers, weights are applied to each input going into the node.

These

values are then sum m ed and evaluated using a transfer function, sigmoid function.
T he value fo the transfer function on each node is passed on to th e next layer. The
process is repeated until the o u tp u t layer is reached. The value of the o u tp u t layers
is com pared w ith th e desired o u tp u t and the error is com puted. This com puted error
is then propagated back through th e network. This entire phase is known as training
phase. The goal of the training phase is to minimize the global error of the network
by modifying the weights. T he phase continues until some user-specified values or
constraints is m et. once the net has been trained, an independent test using set of
inputs is presented to the net, and the ou tp u t is generated.

4 .3

R e la x a tio n T e c h n iq u e

An im portan t research area in image analysis and image in terp retatio n technology is
the developm ent of m ethods th a t blend contextual inform ation w ith conventional

image processing algorit hms. A literature survey clearly indicates th a t such a hybrid
approach yields good results. Relaxation labeling is one such process. Relaxation
labeling has been applied to a variety of image processing problem s e.g., linear fea
ture enhancem ent [59], edge enhancem ent, image enhancem ent, pixel classification.
A recent survey article by K ittler and Illingworth [20] on relaxation labeling high
lights the im portance of this area of research. The survey paper also points out the
advantages and possible applications of relaxation m ethods. More im portantly, the
relaxation labeling approach was elegantly described by Rosenfeld [44] who investi
gated the problem of labeling the sides of a triangle and proposed a set of schemes
to solve the problem. They also concluded with the result th a t th e nonlinear proba
bilistic relaxation schemes yield b etter results than the others. Hancock and K ittler
have dem onstrated th a t probabilistic relaxation can be successively applied to edge
labeling. They also suggest two features th a t are key to the success of such a label
ing system: firstly, a probabilistic framework to represent a world model to ensure
internal consistency, and a dictionary of labeling possibilities for the entire contextconveying neighborhood for each object, as the second. They have shown th a t the
resulting algorithm combines evidence for the presence of edges by drawing on prior
knowledge of the perm itted label structures.
The goal of the relaxation process is to reduce the uncertainty (and improve
the consistency) in the assignment of one of the labels to each object in a set of
related objects. In the oceanographic feature classification problem , th e classes are
the various oceanographic features, nam ely the north and south walls of the Gulf
Stream , cold eddy, warm eddy, shelf front and coastal boundary. Refer to Figure 1 to
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identify the positions of these oceanic features in a typical image. The objects are the
individual pixels in a set of registered m ulti-tem poral images. The uncertainty could
be due to th e cloud cover or th e overlap of the features, features not belonging to one
of the classes, noise in the image, or other factors. In this paper, we are attem p tin g
to label mesoscale features, b u t the ocean exhibits variability on all spatial scales.
T herm al stru ctu re on scales sm aller than mesoscale will interfere with th e mesoscale
feature labeling process. The underlying m athem atical framework necessary for the
relaxation labeling m ethod is described in the following paragraphs.
Let A = {Ai, A2, ..., Am} be the set of possible labels th a t may be assigned to each
pixel x in th e IR image. Also we let

P\(x)

denote the probability th a t the pixel at

x (i,j) belongs to th e object A after k iterations of the relaxation algorithm .
There are two steps in executing th e probabilistic relaxation algorithm . In the
first step, a priori probabilities are evaluated with the help of ground tru th data,
a previous but recent mesoscale analysis or both. In the second step, these a priori
probabilities are iteratively updated (relaxation) until a consistent labeling is reached.
We now discuss these two steps in detail.
S te p 1: E s t im a t in g t h e a priori p ro b ab ilities
Let

p °\(x )

denote the a priori value, th a t is, the probability th a t pixel x (i,j) belongs

to the object A at the zeroth iteration. The Bayesian probability equation is used to
evaluate this value. The equation (1) is used to calculate

,\ =

Po

p (x

I A) P(A)

£ap( p( ®U)

p °\(x ).
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where p(x | A) denotes th e conditional density function and P ( A) the probability of
occurrence of th e object A.
To evaluate the conditional density function p(x | A), a set of param eters is m ea
sured at the pixel x ( i,j) . Let X denote the param eter vector. T he following p aram e
ters are used to form th e vector X:

1. vector from origin to pixel x ( i,j) , both th e m agnitude and direction.
2. gray scale intensity value at the pixel x (i,j) .
3. the edge m agnitude.

For each object, th e m ean vector p,\ and the covariance m atrix S,\ are com puted.
Also it is assum ed th a t th e conditional density function follows a norm al distribution.
Hence the conditional density function p(x | A) is evaluated using equation (2).
p(x | A) = (2?r | £ a |)_ a e x p { - \ ( X - ^ O 'E a ’ ^

~ P\)}

to com pute P(A), relative areas of the objects are considered. The num ber of
pixels in th e object A is n\ . Then P A can be calculated using equation

P ( A)

nA
E a n\

Step 2: Iterative updating algorithm, We now discuss th e probability updating rule.

T he new estim ate of th e probability of A at x ( i, j) is given by

J t+ ir-A -
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—

E

a

P

a

where q\ (x) is called th e up d ate factor.
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The updating factor for the estim ate px(x) at the kth iteration is given be equation

(i x =

£ E a E a'

rw '{x ,

y ) p kA v )

where m is the num ber of objects. In this equation, r xx>(x,y) denoted com pati
bility coefficients. These coefficients are com puted as in [44].
According to th e relaxation scheme, r XX' ( x, y ) is a m easure of th e probabilistic
com patibility between label A on point x and label A* on point I

, and has the

following characteristics:

1. If A on x frequently co-occurs with A’ on y, then r xx' ( x, y ) > 0, and if they
always co-occur, then r xy ( x , y ) = 1.

1. If A on x rarely co-occurs with A" on y, then r xx>(x,y) < 0 and if they never
co-occur, then r xx' ( x, y ) = -1.

1. If A on x occurs independently of

on y, then r xx>(x, y) = 0.

Im plem entation of the above technique is carried out in two stages. First, the
a a priori probabilities are estim ated using a m anually prepared mesoscale analysis
on an image obtained 3-5 days prior to the test image. A pproxim ate position of the
Gulf Stream and th e eddies are given to the labeling program to com pute th e initial
probabilities. In the second stage, the probabilities are updated using com patibility
coefficients.

The iteration term inates after the probabilities stabilizes.

For more

details on im plem entation, please refer K rishnakum ar [21] paper. T he labeled images
of april 17th and april 21st are shown in Figure 16 and 17. Our experim ents over a
set consisting of twelve images obtained over a period of two m onths shows th a t the
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Figure 16: Relaxation labeled image on Figure 1

Figure 17: Relaxation labeled image on Figure 11
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relaxation labeling module is too biased over the previous knowledge. We developed
another technique to reduce the dependence on the previous knowledge. In th e next
section we discuss this technique.

4 .4

E x p e r t S y s te m

In the earlier developments of knowledge-based vision systems, there was no sharp
division between knowledge based (high level, sem antic) models and general purpose
(low level, non-semantic) models, partially because the knowledge-based m ethodology
was not available to provide the tools to do so. W ith the growing need for incorpo
rating dom ain specific knowledge in image analysis, and subsequent developm ent of
knowledge representation and inferring techniques, many expert system s were devel
oped to em ulate the human way of solving domain specific problems.
The m ost popular approaches to representing the domain knowledge (both facts
and heuristics) needed for an expert system are production rules, sem antic n et
w orks,predicate logic, frames and blackboards. Symbolic problem solving m ethods,
such as modus ponens, resolution, and in-exact reasoning have been em ployed lor
drawing inferences. The role of the inference engine is to sequence and select the
facts in the knowledge base, m atch the extracted image features against facts, and
track inferences. The function of the controller of the inference engine is to decide
how to sta rt the inference process using the facts in the knowledge base, how to re
solve conflicts and decide which rule to fire. There are three well known controlling
strategies: top-down, bottom -up and a com bination of th e first two strategies.

Top-down strategy is a goal oriented processing, where queries/hypotheses are
generated. A query may be subdivided into subqueries. For instance, a query like ” Is
there any residential area present in the im age?” m ay be generated. The subqueries
generated may be like ’’Are there any roads present in th e im age?” and ’’Are there
any houses in the im age?” . These subqueries are again partioned into subqueries and
so on. For th e subquery ’’Are there any houses present in the im age” , th e system tries
to extract isolated rectangular regions invoking low-level image processing routines.
A lter extraction of these regions, a linear form ation of these regions on either side of
the road is searched. If all these queries are solved, then the presence of a residential
area is inferred, stored, and used for further analysis. An exam ple is th e query ’’Are
there any w ater tanks present in the residential area?” . Thus, the creation of a high
level query results in the invocation of low-level image processing routines such as
region growing, shape analysis, thresholding and other routines. Top-down analysis
is extrem ely useful for vision system s in application where a priori inform ation about
the expected image ob jects and their relationship are available. In such circum stances,
there is a possibility of generating meaningful queries and subqueries resulting in an
efficient system.
In the bottom -up strategy, the system starts segm enting the image to find homo
geneous regions. These regions are analyzed for shapes, intensity values, and their
relationship with other regions. These facts ex tracted from th e low-level modules are
stored. The knowledge base is searched and m atched w ith th e facts to label th e image
regions. The analysis is driven by th e d ata at the lowest level. It is not advisable to
constraint a vision system to work purely in a top-down or bottom -up strategy.

M atsuyam a [30] developed an integrated top-down and bottom -up strategy based
expert system for aerial photographs. Goodenough [10] developed an expert system
using Prolog.
The advent of successful Artificial Intelligence techniques to em ulate th e hum an
brain, various knowledge representation schemes and control strategies, combined
with the lack of precise m athem atical models to predict the dynam ic behavior of
mesoscale leatures, has led to the investigation of the usefulness of a knowledgebased system to predict the mesoscale features either in a sequence of images or in an
image, using a prior knowledge of th e sizes and positions of the leatures in an image
obtained 3-4 days prior to the sequence of images. An expert system w ith a rule
base concerning the evolution of mesoscale ocean features in th e gulf stream region
of the N orth A tlantic was developed at NRL. The essential features of the system are
discussed in brief in succeeding paragraphs.
The first and foremost step in the design of the expert system was the com pilation
of knowledge pertaining to th e form ation, movement, evolution and decay of eddies.
The knowledge was accum ulated through interviews with experts and by reviews of
the technical literature [53]. This com pilation effectively forms th e knowledge base of
the system . The next step was to choose an efficient representation scheme.
Rules, sem antic nets, frames, blackboards are some of the efficient m edia of rep
resenting facts. Initially, NRL developed a rule-based expert system coded in OPS83
with supporting procedures im plem ented in the C language. Rules are an appropriate
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form of representing unordered knowledge, e.g, an expert knows that, a warm eddy
rotates clockwise and moves west or southwest, and a cold eddy rotates counterclock
wise and moves southwest, with differences related to location and proxim ity to the
Gulf Stream . C urrently these facts are represented in th e form of rules because the
knowledge of the mesoscale features was found to be easier to represent this way.
T he rule-based system ’s working memory stores the statu s of all known mesoscale
events, e.g, size, position, shape, etc, provided by the medium-level analysis to ini
tialize the working memory. For purposes of rule-based com putation, th e ocean is
partitioned into nine disjoint regions, each region having its own set of rules for cold
and warm eddies. An eddy’s behavior as hypothesized by the expert system depends
upon which region its center is in at the beginning of a tim e step. The expert system
has different rules for ring and Gulf Stream behavior in each of the nine geographical
regions. Basically, the motion has a region-dependent velocity vector. However, a
ring th a t is closer than a certain critical distance from the Gulf Stream undergoes a
m odification of the basic m otion. The Gulf Stream interaction rules are also regiondependent. The details depend upon how close th e ring is to th e G ulf Stream ; the
G ulf Stream interaction may result in a deflection or a looping m otion, w ith possible
coalescence with th e Stream in some cases. Ring sizes decrease w ith tim e. T he rate
of decrease depends on the region and on whether there is Gulf Stream interaction.
A ring th a t shrinks below a certain size disappears. T he reader is recom m ended to
refer to Thom ason [1989] for details of the rules and the architecture of th e system .
Using the initial status of the rings, the expert system updates their status.

T he knowledge base of the expert system has a very simple structure. T he system
models the movement of the two types of eddies in each of the nine different regions
of the Gulf Stream . The knowledge base consists of two rules for each type of eddy
in each region, giving a total of 36 rules. Each rule has a very sim ple left-hand side
(LIIS) th a t identifies the type of eddy and the region. T he two rules for th e type of
eddy in the region where its center is located are always fired. The solution strategy
is slightly different for cold and warm eddies.
T he first rule for cold eddies in each region estim ates the new radius for th e eddy
and asserts a fact into working memory th a t causes the second rule to fire for that,
eddy. The second rule also has a very simple set of p attern s on th e LIIS, b u t th e righthand side (RHS) is a very long set of decisions and calculations. This procedural code
on the RHS determ ines the distance of the eddy from the Gulf Stream and calculates
a ratio th a t specifies the degree of intersection of the eddy and th e G ulf Stream .
T he change in latitude and longitude of the eddy are then predicted based on the
degree of interaction.

If the interaction is negligible, then the calculation is very

straightforw ard. If there is significant interaction, then th e degree of interaction is
used to select an interaction regime th a t is used for a more complex set of calculations.
D epending on the interaction regime selected, changes may be m ade in th e original
value calculated for the radius, the direction of movement of the eddy, and th e speed at
which the eddy travels. The rules for each region are very sim ilar, differing prim arily
in the param eter values used in the calculations.
The first rule for warm rings in each region not only estim ates th e new radius
b ut also estim ates the new longitude and latitu d e for th e eddy. The RHS of th e first
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rule may also include constraints th a t model the lim itation of the movement of the
eddies by physical barriers th a t occur in specific regions. The second rule estim ates
the degree of interaction with th e Gulf Stream based on the revised radius, longitude,
and latitud e and then makes revisions in the estim ated radius and position based on
the degree of interaction. Again, m ost of th e decisions are m ade on th e RHS of the
second rule in complex procedural code th a t is repeated in the rules for each region.

Chapter 5

Topography-Based Feature
Labeling

D etection of topographic structures in a digital image is not a new idea. There
has been a wide variety of techniques described to detect pits, peaks, ridges and
ravines. Peuker and Johnston [39] characterize the surface shape by th e sequence of
positive and negative differences as successive surrounding points are com pared to
the central point. Peuker and Douglas [40] describe several variations of this m ethod
for detecting one of the shapes from the set (pit, peak, pass, ridge ravine, break,
slope , flat). They start with the most frequent feature (slope) and proceed to the
less frequent, thus making it an order-dependent algorithm .
Johnston and Rosenfeld [19] attem p t to find peaks by finding all points P such
th a t no points in a n-by-n neighborhood surrounding P have greater elevation th an P.
P its are found in an analogous m anner. To find ridges, they identify points th a t are
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either east-west or north-south elevation maxim a. This is done using a “sm oothed”
array in which each point is given the highest elevation in a 2 x 2 square containing it.
East-w est and north-south m axim a are also found on this array. Ravines are found
in a sim ilar m anner.
P at on [36] uses a six-term quadratic expression in legendre polynom ials fitted to
a small disk around each pixel. The most significant coefficients of th e second-order
polynomial yield a descriptive label such as constant, ridge, valley, peak, saddle.
G render’s [11] technique compares gray level elevation of a central point with
surrounding elevations at a given distance around th e perim eter of a circular window;
the radius of the window may be increased in successive passes through th e image.
Toriwaki and Fukum ara [55] take a totally different approach from all th e others.
They use two local features of gray level pictures, connectivity num ber, and coefficient
of curvature for classification of the pixel into peak, pit, ridge, ravine, hillside.
The above m entioned techniques can be classified into two categories.

In the

first category, classification is performed by operations directly on th e discrete image,
whereas in th e latter, a continuous surface of a certain kind is locally fitted at each
pixel first, and classification is achieved based on this approxim ation of th e underlying
surface.
We find many techniques in the literature to extract topographic labels. However,
techniques need to be developed for grouping and assembling topographically labeled
pixels to build prim itive features needed in solving practical com puter vision prob
lems. In an independent study, notable researcher Theo Pavlidis also stressed the
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need for grouping the topographic labels to build character recognition algorithm s.
He designed several algorithm s using the topographic labels and showed im proved
perform ance in extracting characters from docum ents.
T he digital image is an equal interval grid sampling of real values of a continuous
function, / In each neighborhood of the image the underlying gray tone intensity
function, / can be param eterized as a polynomial in row, r and column c coordinates.
A brief sum m ary of th e m athem atics of polynom ial fitting w ithin a neighborhood
follows.

T he reader is referred to Haralick [14] for a com plete discussion.

Each

neighborhood can be expressed as a cubic polynom ial in r, c space.
J ( r , c) = k\ + Aqr + Aqc + Aqrq + k$rc + ksC2 + kyr^ + k^r^c T k$rc 2 + A’ioc3 -

Haralick has shown th a t th e coefficients Aq, Aq,.,.,., Aqo can be expressed as linear
com binations of th e intensity values within the image neighborhood. Therefore, the
coefficients can be calculated by convolution of the image with a kernal of appropriate
weights. T he required convolution kernals for fitting a polynomial to a 3 x 3 pixel
neighborhood are shown in Figure 18.
A fter fitting, the local intensity function, /, has been fit with a polynom ial, first
and second derivatives of the surface can be calculated. If we evaluate th e deriva
tives at the center of th e neighborhood, he.,(r,c) coordinates = (0,0), th e following
relationship between derivatives and fitting coefficients applies.
6 f / 6 r = k2
S f / S c = k3
62f / 6 r 2 = 2Aq
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82f / 8 c 2 = 2k(i
S2f / 6 r

6c = ks

The m agnitude of the gradient vector is then \Jk22 + k32 and its direction is
The second directional derivatives may be com puted using th e Hessian
m a trix ,//, defined as

(

82f / 8 r 2

^ 82f / 8 c 8 r

82f / S r

8c

\

82f / 8c2 /

We know
82f / 8 c 8r = 82f / 8 r 8c

T he two eigenvalues of II, Ai and A2, are the values of th e extrem a of the second
directional derivatives, and their associated eigen vectors are th e directions in which
the second directional derivatives are extrem ized (Haralick 1984).
Based on the directional derivative inform ation, the surface, /, in a neighborhood
can be classified into one of several topographic shapes such as ridge, valley, flat,
saddle, convex hill, concave hill, etc (Haralick et.al , 1983). In th e present application,
we are interested only in flat, concave hill and convex hill topographic classes.

5.1

T o p o g r a p h ic C la ssific a tio n S c h e m e

To classify the topographic shape at each pixel as either flat, convex hill, or concave
hill, the scheme in Table 4 is used. In the table the symbol ” + ” m eans significantly
greater than ,

means significantly less than, ” + = ” m eans significantly greater
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than or equal to and

means significantly less than or equal to. Thus, ” + = 0 ”

is read as significantly greater than or equal to zero. The symbol

denotes all

other possible values. In this case no class is assigned. For example, let us consider
a pixel neighborhood and let th e com puted values of gradient m agnitude and second
directional derivatives Ai and A2 at center of the neighborhood (0,0) be 10, 7 and 3
respectively. Then the pixel may be classified as Convex hill. If the com puted values
12, -7 and -1, then the pixel is topographically labeled as Concave hill. If the values
are 0, 0 and 0, then we can label it as a flat. Note th a t a cloud mask is available to
the topographic classification routine which also assigns no class if any pixel within
the neighborhood is flagged as cloud covered. For example, if the center of th e pixel
neighborhood is a cloud pixel, then ” No label” is assigned.

5 .2

L a b e lin g th e G u lf S tr e a m

W hen the (W arm ) eddy is near the (north wall of the) gulf stream , th e situation poses
considerable problems to the relaxation labeling module.

The relaxation labeling

module ambiguously labels some eddy pixels as Gulf Stream pixels and some Gulf
Stream pixels as warm eddy pixels. The prim ary reason is th a t relaxation technique
initializes the probability values of the edge pixels based on the distance of th e edge
pixels from the previous position of the features. This a priori probabilities values
plays a vital role in the final results of the labeling module. The relaxation module
em phasizes more im portance on the previous position of th e features. In doing so, the
final results seems to be more baised towards the previous positions of th e features. In

82

Gulf Stream

North Wall

Soutli Wall
Pixels labeled convex hill

Pixels labeled concave hill

Figure 19: Position of the convex and concave hill pixels near the Gulf Stream

other words, the error in the results of the relaxation m odule is directly proportional
to the errors in the previous analysis. We anticipate th a t such errors would be reduced
in our topography approach.
Experim ents with a num ber of images have shown th a t pairs of pixels, one classi
fied as convex hill and the other as concave hill occur along th e north and south walls
of the Gulf Stream as shown in Figure 19. Spurious concave/convex pairs occur else
where in t he image also, but these can be elim inated by a local correlation criterion.
We can also remove spurious pixels by considering only those chain of pixels which
are longer than 10 pixels. All pixels in a chain are either convex hill pixels or concave
hill pixels. A chain of pixels may be either a line, curve, arc or any other geom etric
entity. Detection of these entities is tedious and cumbersome. Thus we employed a
connected com ponent labeling and counting algorithm to ex tract the chain of pixels.
Thus, pairs of convex hill and concave hill classified pixels are exam ined initially as
possible N orth wall points. T he criteria of exam ination is the gray level intensity
values. Possible N orth Wall points are then com pared with th e position of the Gulf
Stream in the previous analysis and elim inated if the distance exceeds some specified
value. It is also noted the gradient m agnitude and th e second directional values, Ai
and A2 , should have very high values at the N orth Wall. Table 5 presents the criterion
for using these values to assign N orth Wall labels to a pixel. In the Table 5 th e symbol
” + + ” or

mean very large positive and very large negative values, respectively.

For exam ple, if the com puted values of gradient m agnitude and second directional
derivatives Aj and A2 at center of th e neighborhood (0,0) are 20, 10 and 4, then the
convex hill pixel is exam ined for a possible N orth Wall pixel. Similarly, if th e values

are 18, -13 and -3, again the Concave hill pixel is exam ined for a possible presence
of N orth Wall. Labeling of th e South Wall is sim ilar to th e N orth Wall except th a t
the entries in the classification table (Table 5) are changed slightly to indicate the
general decrease in the intensity gradient at th e South Wall com pared to the N orth
Wall.
W hen the features are (fully or) partially hidden under th e clouds, th e labeling
technique suffers yet another situation. The effects of feature proxim ity and cloud
cover are considerably reduced using the topography based approach. This is prim ar
ily due to the initial classification of the raw d a ta into topographic labels.

5 .3

L a b e lin g o f W a rm E d d ie s

A warm eddy is an area of relatively uniform low intensity surrounded by higher
intensities in adjacent regions. Most eddies are not simple shapes. In practice the
rotational dynam ics of the eddy result in shear across th e periphery and th e resulting
intensity spatial distribution p attern s can become very complex. However, m ost ed
dies will contain significant num bers of interior pixels th a t classify as topographically
flat. Pixels at eddy boundaries normally classify as convex or concave hill.
If one started at the fiat interior pixels of an eddy and proceeded radially, norm ally
when the eddy boundary is encountered, a convex hill pixel would be encountered first,
followed im m ediately by a concave hill. This characteristic property of radial rays is
utilized to distinguish eddies from the Gulf Stream . T he ray firing procedure begins
with an m x m box centered on the position of the eddy in the previous analysis.

North WaH

■

i

3 x 3 atoms
concave hill pixels
convex hill pixels

Figure 20: Probes originating from the center of 3 x 3 flat atoms
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W ithin the m x m. window all 3 x 3 areas of flat topographical class are considered
as possible eddy centers (called as atom s here). Each atom is given a counter which
is initialized to zero. From these atom s rays are sent radially in 36 directions. The
procedure is illustrated in Figure 20. Rays follow line p ath based on B resenham ’s
line drawing algorithm [2]. W henever a ray first intersects a pixel classified as convex
hill and then im m ediately strikes a concave hill pixel, the counter for th a t atom
is increm ented. The ray is then moved to the next direction and th e procedure is
repeated. If th e probe does not intersect a convex hill pixel w ithin a specified distance
(related to typical eddy size) the path of th a t ray is term inated w ithout increm enting
the atom counter. After sending rays from all atoms and saving an accum ulator for
each, the accum ulators are exam ined for the high values indicating th a t the atom
is a possible eddy center. Any edges (i.e. convex/concave pairs) ’’visible” from the
candidate eddy centers are labeled as eddy pixels. If two candidate eddy centers are
close together, one could be selected and the other discarded based on some criterion
such as proxim ity to the eddy position in the previous analysis, or the atom s could
be merged into one atom located at th e center of gravity of the initial atoms.

5 .4

I m p le m e n ta tio n R e s u lts

T he edge detection and labeling capabilities of the topographical approach developed
here have been evaluated on several test images of the Gulf Stream .

Polynomial

fitting window sizes 3 X 3, 5 X 5, 7 X 7 were evaluated. For a window size 7 X 7 , the
topographic classification scheme produced good results. In all of th e labeled images,

Figure 21: Convex hill pixels superimposed on Figure 1

Figure 22: Concave hill pixels superimposed on Figure 1
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Figure 23: Flat pixels superimposed Figure 1
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Figure 24: Pixels labeled as North Wall and Warm Eddy in April 17 image

Figure 25: Pixels labeled as North Wall and Warm Eddy in Figure 11
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Figure 26: Pixels labeled as North Wall and Warm Eddy in Figure 12

93

we used a window size of 7 x 7. T he technique is being tested on a num ber of test
images. Only chains of length 10 or more Convex hill and Concave hill pixels are
considered in order to elim inate spurious pixels.

In Figure 21, th e convex hill pixels

are superim posed on the original image shown in Figure 1, the concave hill pixels
are shown in Figure 22, and th e flat pixels are shown in Figure 23. Figure 24 show
the pixels labeled as N orth Wall and as W arm Eddy. T he labeled N orth Wall and
W arm Eddy of th e Gulf Stream for Figures 11 and 12 are shown in Figures 25 and
26. T he N orth Wall pixels are extracted from the chain of convex and concave hill
pixels by considering only intensity values of the pixels. However, by constructing a
histogram of a sub-window centered at a pair of concave hill and convex hill pixel, we
can exam ine th e presence of a N orth Wall using a local thresholding technique. We
encountered some difficulties in segmenting the South Wall and th e Cold Eddy of the
Gulf Stream because of very low gradient values associated w ith these features. At
present., we are trying to the combine the flat regions and the N orth Wall of th e Gull
Stream to ex tract the South Wall.

Chapter 6

Conclusions and Future D irections
In the first p art of th e dissertation, we presented a Histogram -Based morphological
edge detector (HMED) blending the cues of image histogram w ith th e m orphologi
cal operations. The new edge detector provided improved perform ance while being
conceptually simple and com putationally efficient. The interesting feature of HMED
is th a t it bridges two edge detection m ethods: histogram based m ethods search for
the valleys and peaks in the histogram , and th e morphological m ethods (BMM and
ATM) search for the extreme intensities th a t have non-zero histogram heights. The
m otivation of designing HMED is due to th e fact th a t the previous morphological
edge detectors are designed to work only in the image domain. Such designs ignore
the vital inform ation contained in the histogram of an (sub-)image. As a consequence,
various weak gradient values pertaining to im portant features are missed in oceano
graphic IR images. HMED is designed to operate on the histogram of the image to
extract the weak gradients. Thus, we defined new morphological operations defined
over the histogram of a neighborhood of a pixel.

We im plem ented IiM ED on several high-perform ance interconnection networks:
tightly coupled M ASPAR (SIMD machine) and loosely coupled d istributed network
of w orkstations (client-server model). We also presented im plem entation results of
IIM ED on both models of architectures.
In the second p art of the disseration, we proposed a general com putational fram e
work to address the problem of labeling oceanographic images. The essential ideas
stem from fitting a bicubic polynom ial to each pixel’s neighborhood and assigning
topological labels based on th e first and second directional derivatives of the polyno
mial surface. The relationship between the oceanographic features in infrared satellite
im agery and th e topographic structures is also presented. O ur technique detects the
N orth Wall of th e Gulf Stream and its associated Warm Eddies. We also introduced
a new algorithm to combine edge and region inform ation for th e detection of eddies.
The W arm eddies are easily extracted by this new technique. T he most significant
im provem ent obtained by first topographically classifying the image and forming cor
relation between topographic labels and oceanographic features is the decreased de
pendency on th e previous analysis of the features (typically one week earlier). An
added advantage of the classification scheme is th a t it can also be applied to detect
edges.
We have presented various techniques th a t exist in th e literatu re to solve th e prob
lem of labeling of mesoscale features. We em phasize m ore research work is needed
to im prove the autom atic interpretation schemes available today. This may be a t
tem p ted by injecting more knowledge about the scene under investigation, developing
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powerful expert systems to assist the interpreter, and by developing new techniques
for autom atic image interpretation.
T he problem of autom atic interpretation of natural scenes is quite complex and
m ore powerful techniques are necessary to solve this problem. A pplication of artificial
intelligence is shown to be one of the ways to solve this difficult problem . We em pha
size the need for fusing both low-level and high-level knowledge usually structured as
a hierarchy of models. Expert system s certainly constitute promising tools for image
processing and interpretation.
In the two m ethods described earlier, nam ely Relaxation labeling technique and
the Topography based approach, the main characteristic nature of th e eddies is ig
nored. For instance, the eddies are predom inantly either circular or elliptic or some
irregular shape. The extracted edges have to be grouped into sm aller straight line
segments. Then the line segments should be grouped and tested for the presence of
eddies. Thus these techniques should incorporate the knowledge of th e shape in order
to achieve b etter and reliable results.
M otion analysis from a sequence of tim e-varying images is a principal requirem ent
for an autom ated m achine to interpret the image. Motion analysis techniques track
an object in a sequence of images using raw gradient-based schemes, edge gradient,
schemes, or feature tracking schemes. Raw gradient schemes com pute visual motion
directly from the ratio of tem poral to spatial image irradiance gradients. Edge gradi
ent schemes com pute visual m otion by m atching zero crossings found in th e sequence
of image. Feature tracking schemes com pute motion by extracting features in one
image and search these features in th e next image.

Most of the m otion analysis

techniques assume rigid m otion of the features. However, in oceanographic images,
mesoscale features are tim e varying, i.e., mesoscale features invariably change their
position, size and shape. The problem , som etim es, is com pounded by th e presence of
cloud cover. Thus, th e first two schemes can be rejected directly because th e topology
of the edges is not preserved in consecutive images.
The applicability of the feature tracking scheme on these images with and w ith
out cloud cover has to be studied. Wu [57] com puted the advective velocities and
their direction from AVTIRR d a ta using tem p eratu re feature-tracking approach based
on pattern-m atching m ethod.

Their m ethod is based on finding m axim um cross

correlation values w ithin two tem plates of size 32x32 from two consecutive images.
T he m axim um cross-correlation approach is not suited for the application such as the
one considered in this paper because the mesoscale feature changes their direction
rapidly, in addition to th e presence of cloud cover.
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TABLE 4. Topographic Classification Scheme
Ai

a2

Label

+0

+0

o
II
+

G radient

convex hill

+0

-0

-=0

concave hill

0

0

0

flat

*

*

*

no label

m agnitude

TABLE 5. Topographic Labeling Scheme
G radient

Ai

a2

Label

m agnitude

Mesoscale
features

++0

++0

+=o

convex hill

N orth Wall

+0

-0

-=0

concave hill

N orth Wall
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