Linear Programming Heuristics for the Graph Isomorphism Problem by Takapoui, Reza & Boyd, Stephen
Linear Programming Heuristics for the Graph
Isomorphism Problem
Reza Takapoui Stephen Boyd
November 3, 2016
Abstract
An isomorphism between two graphs is a bijection between their vertices that pre-
serves the edges. We consider the problem of determining whether two finite undirected
weighted graphs are isomorphic, and finding an isomorphism relating them if the an-
swer is positive. In this paper we introduce effective probabilistic linear programming
(LP) heuristics to solve the graph isomorphism problem. We motivate our heuristics
by showing guarantees under some conditions, and present numerical experiments that
show effectiveness of these heuristics in the general case.
1 Graph isomorphism problem
1.1 Problem statement
Consider two weighted undirected graphs, each with n vertices labeled 1, . . . , n, described by
their adjacency matrices A, A˜ ∈ Rn×n, where Aij is the weight on the edge in the first graph
between vertices i and j, and zero if there is no edge between vertices i and j (and similarly
for A˜). Since the graphs are undirected, the adjacency matrices are symmetric. The two
graphs are isomorphic if there is a permutation of the vertices of the first graph that makes
the first graph the same as the second. This occurs if and only if there is a permutation
matrix P ∈ Rn×n (i.e., a matrix with exactly one entry in each row and column that is one,
with the other zero) that satisfies PAP T = A˜. We will say that the permutation matrix P
transforms A to A˜ if PAP T = A˜, or equivalently, PA = A˜P .
The graph isomorphism problem (GIP) is to determine whether such a permutation
matrix exists, and to find one if so. GIP can be formulated as the (feasibility) optimization
problem
find P
subject to PA = A˜P
P1 = 1, P T1 = 1
Pij ∈ {0, 1}, i, j = 1, . . . , n,
(1)
with variable P ∈ Rn×n, where 1 is the vector with all entries one. The data for this problem
are the adjacency matrices of the two graphs, A and A˜. The constraints on the last two lines
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enforce that P is a permutation matrix. This problem has n2 scalar variables (i.e., Pij), and
all constraints except the last one (which requires the variables to take on Boolean values 0
or 1) are linear in P . The problem (1) is an integer (or Boolean) linear program (LP).
If P transforms A to A˜, the two matrices are similar, and therefore have the same
spectrum, i.e., the same eigenvalues including multiplicity. This observation gives a very
simple spectral condition for isomorphism: The spectra of A and A˜ must be the same. Since
this condition is readily checked, we will henceforth assume that this is the case.
Assumption 1. Adjacency matrices A and A˜ have the same eigenvalues including multi-
plicity.
Assumption 1 does not imply that the graphs are isomorphic. But if assumption 1 does
not hold, the graphs are surely not isomorphic.
GIP arises in several applications including chem-informatics, mathematical chemistry,
electronic design automation, and network theory. For example it can be used in determining
if two descriptions of a molecule are the same [Irn05], or whether the physical layout of an
electronic circuit correctly reflects the given circuit schematic diagram [Col81].
1.2 Computational complexity
GIP is one of the few problems in NP that has so far resisted all attempts to be classified
as NP-complete, or within P. In 1979, Garey and Johnson [GJ79] listed 12 such problems
and the GIP is one of only two on that list whose complexity remains unresolved. For many
restricted graph classes, polynomial time algorithms are known. This is, for example, the
case for trees [K+57], planar graphs [HW74], interval graphs [LB79], partial k-trees [Bod90],
graphs of bounded degree [Luk80], or graphs with bounded eigenvalue multiplicity [BGM82].
Recently, Babai announced a quasipolynomial time algorithm for all graphs, i.e., one with
running time 2O((logn)
c) for some fixed c > 0 [Bab15].
This paper does not advance the discussion of computational complexity of GIP; instead
we describe effective heuristics for it. However, many of the ideas we will encounter (e.g.,
compact graphs, graph spectrum) are closely connected to those that arise in research on its
computational complexity.
1.3 A simple relaxation
One relaxation of problem (1) can be obtained by replacing constraints Pij ∈ {0, 1} with
interval relaxation 0 ≤ Pij ≤ 1. The relaxed problem can be written as
find P
subject to PA = A˜P
P1 = 1, P T1 = 1
P ≥ 0,
(2)
where the last constraint is entry-wise. The constraint P ≤ 1 is removed because it is
implied by P1 = P T1 = 1 and P ≥ 0. This problem has n2 scalar variables, n2 + 2n scalar
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linear equality constraints (some of which are redundant), and n2 scalar linear inequality
constraints. While (1) is a Boolean LP, the relaxation (2) is an LP, and readily solved in
polynomial time using different methods such as interior-point methods or ellipsoid method
[BV04].
If the relaxed problem (2) is infeasible, then A and A˜ are obviously not isomorphic.
Therefore, from this point of the paper on, we assume that this problem is feasible.
Assumption 2. We assume the relaxed problem (2) is feasible.
Assumption 2 does not imply that the graphs are isomorphic. But if assumption 2 does
not hold, the graphs are surely not isomorphic. The necessary and sufficient conditions for
feasibility of this LP has been studied in [SU11] and is closely related to common equitable
partitions of two graphs.
The set of feasible points for problem (2) is a polytope in Rn×n. Permutation matrices
transforming A to A˜ are extreme points or vertices of this polytope. (However, not every
extreme point of this polytope is necessarily a permutation matrix.) Given assumption 2,
GIP comes down to finding a permutation matrix among extreme points of the feasible set of
problem (2). Our algorithms are all based on variations and extensions of this observation.
Surprisingly, under some conditions on the graphs (stated in §2.4), this relaxation is tight;
that is, the set of feasible point for problems (1) and (2) are both singletons. Hence, it is
sufficient to solve problem (2) to find a permutation matrix transforming A to A˜, or certify
that A and A˜ are not isomorphic if problem (2) is infeasible.
1.4 Outline
We will describe the basic version of the algorithm in §2, then describe sparsity constraints
in §3 to tighten the relaxation and increase the probability of success for the heuristic. An
ADMM-based algorithm to solve the problem is described in §5, and finally in §6 we study
some examples and numerical experiments.
2 Algorithm
2.1 Basic randomized subroutine
As we discussed in §1.3, the set of feasible points for problem (2) form a polytope and
permutation matrices transforming A to A˜ are extreme points or vertices of this polytope.
In order to encourage finding an extreme point of this polytope, we minimize a random
linear objective over the set of feasible points. Hence our basic randomized subroutine is to
generate a random matrix W ∈ Rn×n with i.i.d. Gaussian entries and solve the LP
minimize Tr(W TP )
subject to PA = A˜P
P1 = 1, P T1 = 1
P ≥ 0.
(3)
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If the solution to problem (3) found happens to be a permutation matrix we conclude
that we solved this instance of GIP, since A and A˜ are isomorphic and the solution P ? is a
permutation matrix that transforms A to A˜. On the other hand, if the solution found is not
a permutation matrix, we cannot say anything about A and A˜.
Notice that with probability 1 the solution of problem (3) is unique. Let psucc denote the
probability under the distribution of W that the randomized subroutine finds a permutation
matrix when A and A˜ are isomorphic. It is easy to see that psucc is only a function of A (and
does not depend on A˜). We briefly comment here that psucc > 0.
Since scaling W does not change the optimization problem, without loss of generality we
can assume that W is chosen uniformly from an (n2− 1)-sphere in an n2 dimensional space.
Consider the set of permutation matrices in Rn×n that transform A to A˜. Centered around
each such permutation matrix, there is a cone with nonzero solid angle such that if −W is in
that cone, the solution of problem (3) will be a permutation matrix. Probability of success
psucc is the probability of W being in one of these cones, and hence the probability that this
algorithm successfully finds an acceptable permutation matrix.
Even though solving just one instance of problem (3) might look unsophisticated, it turns
out to be an effective heuristic to solve the GIP in some cases. It is guaranteed to find a
solution of GIP (with probability one) under some conditions which are discussed in next
subsection.
Standard solvers based on the simplex method and interior-point methods can be used
to solve problem (3), but can be inefficient in practice. However, we will show in §5 that the
special structure of this problem enables us to use a custom method to solve this optimization
problem more efficiently.
2.2 Polishing
After the basic randomized subroutine converges to a doubly stochastic matrix P ∗ ∈ Rn×n,
we use can the Hungarian algorithm [Kuh55] to project P ∗ on the set of doubly stochastic
matrices, which we denote by P˜ ∗. Finding the closest permutation matrix to P ∗ (in Frobenius
norm) can be done in O(n3) time. If P˜ ∗A = A˜P˜ ∗, then a permutation mapping A to A˜ is
found. This step, as will see in §6, can increase the probability of success of the subroutine.
2.3 Repeated randomized algorithm
As we discussed in §2.1, choosing a random instance of W and running the basic randomized
algorithm will find a permutation that relates A and A˜ with probability psucc. We also dis-
cussed in §2.2 that we can use Hungarian algorithm to (potentially) increase the probability
of success. If we repeat this basic randomized algorithm for N independently chosen random
instances of W the probability of success is 1− (1− psucc)N . For example if the probability
of success for the basic randomized subroutine is 80%, after repeating the basic subroutine
4 times the probability of success will be 99.9%.
We evidently have psucc > 0, meaning that by solving problem (3) there is a positive
probability of finding a permutation matrix that that transforms A to A˜. In particular, by
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repeatedly solving problem (3) with independent random choices of W , we will solve GIP
with probability one. This probability can be extremely small, however, so the expected
number of LPs we must solve to solve GIP can be extremely large. The benefit of this prob-
abilistic method over a deterministic spectral-based heuristic is that when a deterministic
heuristic fails, there is no hope to recover the permutation that relates A and A˜, but this
probabilistic method can be used repeatedly to find the underlying permutation. This ran-
domized algorithm can potentially have false negatives, i.e., when A and A˜ are isomorphic,
it might fail to find a permutation relating them.
2.4 Theoretical guarantees
In this subsection we show that under some conditions, solving problem (3) is guaranteed to
find a permutation solution if A and A˜ are isomorphic, in other words, psucc = 1. Specifically
if A has distinct eigenvalues, and for every eigenvector v of A we have 1Tv 6= 0, the relaxation
in problem (2) is tight.
In order to show this, assume QA = A˜Q, where Q is a permutation matrix and let P be a
doubly stochastic matrix such that PA = A˜P . Also let A = V ΛV T be an eigendecompostion
of A. Defining R = V TQTPV , we have
RΛ = V TQTPV Λ = V TQTPAV = V TQT A˜PV = V TAQTPV = ΛV TQTPV = ΛR.
Hence for every i, j we have RijΛii = ΛjjRij, or equivalently Rij (Λii − Λjj) = 0. Since
Λii − Λjj 6= 0 for i 6= j, all off-diagonal entries of R must be zero and the matrix R must
be diagonal. Also RV T1 = V TQTP1 = V TQT1 = V T1, which implies that Rii(V
T1)i =
(V T1)i. Our second assumption on V enforces that (V
T1)i 6= 0 and Rii = 1 for all i and
hence P = QV RV T = QV V T = Q.
For graphs specified above, relaxing the set of permutation matrices to the set of doubly
stochastic matrices does not extend the set of feasible points of problem (1), which is a
singleton.
A graph with adjacency matrix A is said to be a compact graph if the set of feasible points
to problem (3) is the convex hull of the set of feasible points to problem (1). For example,
all graphs with two aforementioned properties are compact. The concept of compact graphs
was introduced by Tinhofer [Tin91], who proved that trees and cycles (which violate the two
aforementioned assumptions) and the disjoint union of isomorphic copies of a compact graph
are compact. If A is the adjacency matrix of a compact graph and A and A˜ are isomorphic,
then psucc = 1. It is not a hard problem to solve the graph isomorphism problem between
two trees or two cycles (or some other compact graphs), but it is interesting to see that this
problem can be solved (with probability 1) by only solving one LP.
3 Sparsity constraints
We discussed one possible relaxation of problem (1) in §1.3. However, we can find tighter
relaxations by adding convex constraints about P that we know must be true. This will
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create a tighter relaxation of the original problem which can potentially increase psucc for
the randomized algorithm. Specifically, we consider the following extension
minimize Tr(W TP )
subject to PA = A˜P
P1 = 1, P T1 = 1
P ≥ 0
Pij = 0 (i, j) ∈ K,
(4)
where K is a set of pairs of indices. The difference between this extension and problem (3)
is the last line of the constraints, which requires some entries in P to be zero. If K = ∅, this
problem reduces to problem (3). In general, problem (4) can be considered as a problem
with n2−‖K‖ scalar variables. Our efficient method for solving the LP relaxation (described
in §5) can handle these constraints efficiently.
There are different ways to find a proper set K. The simplest and least useful choice of
K is the empty set. The maximal K, denoted by Kmax is the set of pairs of indices i, j such
that Pij = 0 for every permutation matrix P transforming A to A˜. Any valid set K will
satisfy ∅ ⊆ K ⊆ Kmax.
We will show below how to find pairs of indices i, j such that for any permutation matrix
P satisfying PA = A˜P , we must have Pij = 0.
Lemma 1. Let P be a permutation matrix. If Pa = b for two given vectors a, b ∈ Rn and
Pij = 1, then we must have aj = bi. This implies that if aj 6= bi then Pij = 0.
This simple lemma can be used to construct K. If we know that Pa = b for any permuta-
tion matrix that transforms A to A˜, we can include the pair (i, j) in K. If all entries of vector
a are distinct, then K contains n2−n entries and permutation P is uniquely determined. At
the other extreme, if all entries of vector a are equal, this lemma adds no new information.
The idea here is to use graph invariants to find equalities of the form Pa = b and then
construct a set K from these equalities. By graph invariant, we mean any function of nodes
that is independent of labeling the nodes. For instance, the number of paths with length k
starting from a node is an invariant, where k is a positive integer. (We will discuss this in next
subsection.) In principle, the method can be used with any invariant. But we are interested
in invariants that are easy to compute, e.g., degree invariants and spectral invariants.
3.1 Degree invariants
A simple linear equality that holds is P (diagA) = diag A˜. This means that vertices that are
mapped to each other must have the same self-edge weights. If A and A˜ have no self-edges
(i.e., diagonal entries of A and A˜ are zero), this equality will add no information.
A more interesting equality that holds is P (Ak1) = A˜k1 for every positive integer k. In
other words, the number of paths of length k starting from a vertex must be the same for
two vertices that map to each other.
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For example, when the graphs are unweighted (i.e., the edges have weight one) this
equality with k = 1 means that the degrees of mapped vertices must be the same. In other
words, all nodes of degree i must be mapped to each other. Hence, if the number of nodes
with degree i is denoted by ni, the original problem has (n1 + n2 + · · · )2 variables, but we
know only n21 + n
2
2 + · · · of them can potentially be nonzero. In the extreme case that all
degrees are equal (or equivalently the graph is regular), this method does not eliminate any
variables from P .
This equality is valid for every positive integer k. However, according to the Cayley-
Hamilton theorem, Ak can be written as a linear combination of A,A2, . . . , An for every
positive k. Hence for a given pair of indices i, j if (Ak)i = (A
k)j for k = 1, . . . , n, we will
have (Ak)i = (A
k)j for every positive k. Therefore it is only enough to consider this equality
for k = 1, . . . , n.
In summary, we have two sets of equalities:
• P (diagA) = diag A˜.
• P (Ak1) = A˜k1, for k = 1, . . . , n.
We denote the set of pairs of indices constructed this way by Kdegree. Clearly, we have
Kdegree ⊆ Kmax.
3.2 Spectral invariants
As mentioned earlier, we assume that A and A˜ share the same spectrum; otherwise the
graphs are evidently non-isomorphic. Let λ be an eigenvalue of A with multiplicity k and
columns of V ∈ Rn×k be an orthonormal basis for eigenspace associated with λ, hence we
have AV = λV and V TV = Ik, where Ik denotes the identity matrix in R
k×k. Similarly,
assume that columns of V˜ ∈ Rn×k are an orthonormal basis of eigenspace associated with
λ, hence we have A˜V˜ = λV˜ and V˜ T V˜ = Ik. We have
A˜(PV ) = (A˜P )V = (PA)V = P (AV ) = P (λV ) = λ(PV ).
In other words columns of PV are eigenvectors of A˜ associated with λ. Therefore we have
PV = V˜ Q where Q ∈ Rk×k. We observe that
QTQ = QT V˜ T V˜ Q = V TP TPV = V TV = Ik.
Hence Q is an orthogonal in Rk×k. Therefore PV = V˜ Q implies that P (V V T )P T = V˜ V˜ T ,
and we have the following equalities:
• P (diag V V T ) = diag V˜ V˜ T .
• P (V V T1) = V˜ V˜ T1.
Notice that P
((
V V T
)k
1
)
= (V˜ V˜ T )k1 adds no more information for k > 1, since (V V T )k =
V V T and (V˜ V˜ T )k = V˜ V˜ T .
These equalities hold for any eigenvalue λ. We denote the set of pairs of indices con-
structed this way by Kspectral. Clearly, we have Kspectral ⊆ Kmax.
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3.3 Constructing K
In summary, here is how we construct K = Kdegree ∪ Kspectral. We start with K = ∅, and we
sequentially consider the degree invariant equalities for k = 1, . . . , n and spectral invariant
equalities for every eigenvalue λ. For each equality, we add the new pairs of disallowed i, j
to the set K.
When K is constructed, the number of variables that could possibly be nonzero is n2−|K|.
In §6 we will report the number of elements in K for our experiments, and we see how the
sparsity constraints can increase the probability of success for our heuristic, for each LP
solved.
Simple examples show that Kdegree and Kspectral are not necessarily subsets of each other.
Therefore in general it is a good idea to include both of these constraints in the basic
subroutine. Also, our examples show that pruning can be a helpful technique for making K
larger. In pruning, we disallow pair i, j if no neighbor of i can be mapped to a neighbor of j.
One reasonable conjecture could be that choosing the maximal K would result in solving
the problem with probability 1. In other words if K = Kmax then psucc = 1. This conjecture
is wrong, however. It can be shown that for the Petersen graph Kmax = ∅. Also (1/3)A is a
doubly stochastic matrix that commutes with A. If this conjecture were true, then A could
be written as the convex combination of automorphisms of the Petersen graph. Each such
automorphism Π has the property that Π(v) is connected to v for all vertices v. But the
only automorphism of the Petersen graph that has this property is the identity. Hence the
Petersen graph disproves this conjecture.
4 Algorithm summary
A summary of the algorithm is presented below.
Algorithm 1 Randomized LP heuristic
1: Check whether assumptions 1, 2 hold. If not, declare A and A˜ as non-isomorphic.
2: Construct K as described in §3.3
3: for random instance W1, . . . ,WN do
4: Solve problem (4) to find a solution P ∗
5: Use Hungarian algorithm to find the closest permutation matrix P˜ ∗ to P ∗
6: if P˜ ∗A = A˜P˜ ∗ then
7: Declare A and A˜ as isomorphic and return P˜ ∗
8: end if
9: end for
Here N denotes the number of times problem (4) is solved and can be chosen beforehand
based on an approximation of psucc. As mentioned before, the probability of the success of
this algorithm is 1− (1− psucc)N .
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5 Solution method
5.1 ADMM algorithm
Any LP solver such as ones base on the simplex method or interior-point methods can be
used to solve problem (4). With n2 variables and n2 equality constraints, using a general
purpose interior-point solver would involve O(n6) flops. However, the special structure of the
problem enables us to use a custom method which is more efficient. We use the alternating
direction method of multipliers (ADMM) in consensus form [BPC+11] for solving problem (4)
as follows. We write the problem as
minimize f1(P1) + f2(P2) + f3(P3)
subject to Z = Pi, i = 1, 2, 3
ZA = A˜Z,
(5)
where
f1(P1) = (1/2)Tr(W
TP1) + I(P11 = 1),
f2(P2) = (1/2)Tr(W
TP2) + I(P
T
2 1 = 1),
f3(P3) = I(P3 ≥ 0) + I
(
(P3)i,j = 0, (i, j) ∈ K
)
.
Here I is the indicator function, and takes the value 0 if its argument is true, the value∞ if its
argument is false. Assuming that A = V ΛV T and A˜ = V˜ ΛV˜ T are eigenvalue decompositions
of A and A˜, the ADMM updates will be
P k+11 = argmin
P11=1
(
Tr
((
W/2 + Y k1
)T
W
)
+ (1/2)‖P1 − Zk‖2F
)
P k+12 = argmin
PT2 1=1
(
Tr
((
W/2 + Y k2
)T
W
)
+ (1/2)‖P2 − Zk‖2F
)
P k+13 = Π{P |f3(P )=0}(Z
k − Y k3 )
Zk+1 = Π{Z|ZA=A˜Z}
(
P k+11 + P
k+1
2 + P
k+1
3
3
)
Y k+11 = Y
k
1 + P
k+1
1 − Zk+1
Y k+12 = Y
k
2 + P
k+1
2 − Zk+1
Y k+13 = Y
k
3 + P
k+1
3 − Zk+1,
where ΠC denotes the projection operator onto C. Without loss of generality, we chose ρ = 1
in ADMM, because scaling ρ is equivalent to scaling W . After generating a random direction
W , we scale W such that the absolute value of elements of W averages to 1. This is only
for the ADMM algorithm to converge faster, and it does not affect the solution found by the
ADMM. (Remember that the solution to problem (5) is unique with probability 1.)
In order to find the projection onto {Z|ZA = A˜Z} we notice that ZA = A˜Z is equivalent
to ZV ΛV T = V˜ ΛV˜ TZ, which is equivalent to V˜ TZV Λ = ΛV˜ TZV T , or equivalently V˜ TZV
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commutes with Λ. Hence, ZA = A˜Z if and only if (V˜ TZV )ij = 0 for any i, j that Λii 6= Λjj.
After simplifying the steps above, the ADMM update steps will reduce to
P k+11 = Z
k −W/2− Y k1 − (1/n)
((
Zk −W/2− Y k1
)
1− 1)1T
P k+12 = Z
k −W/2− Y k2 − (1/n)1
(
1T
(
Zk −W/2− Y k2
)− 1T )
P k+13 = max
(
Zk − Y k3 , 0
) ◦ S
Zk+1 = V˜
((
V˜ T
P k+11 + P
k+1
2 + P
k+1
3
3
V
)
◦R
)
V T
Y k+11 = Y
k
1 + P
k+1
1 − Zk+1
Y k+12 = Y
k
2 + P
k+1
2 − Zk+1
Y k+13 = Y
k
3 + P
k+1
3 − Zk+1,
where ◦ denotes entry wise product, and Rij is 1 if λi = λj and 0 otherwise, and Sij = 1 if
(i, j) ∈ K and 0 otherwise.
The first three update rules are the first proximal operator in ADMM algorithm and
are, in fact, minimizing a quadratic function over an affine subspace. Hence, they are linear
operators in P , and are O(n2) flops. The fourth equality is the projection of (P k+11 +P
k+1
2 +
P k+13 )/3 onto {Z|ZA = A˜Z}, and is of O(n3) complexity. Finally, the last three equalities
are dual updates, and can be done in O(n2) flops. Therefore each iteration of the ADMM
algorithm is done in O(n3) flops.
The practical complexity of this heuristic is O(n3), which is basically the square root
of the one obtained with interior-point methods. We observe that this algorithm usually
converges within tens to hundreds of ADMM iterations.
6 Examples
We use several test cases to examine our heuristic. In the first subsection we discuss a spe-
cific example, the Frucht Graph, in order to give a qualitative description of the heuristic.
Through this example, we will describe how this heuristic can benefit from using graph invari-
ant constraints. Then we use several standard classes of graphs for benchmarking algorithms.
We will report our experiment results for undirected random graphs, two dimensional grids,
cubic Hype-Hamiltonian graphs, Kronecker Eye Filp graphs, Miayzaky Augmented graphs,
and affine geometries graphs [SFSV03, JK11, JK07, LPAC11, LPA09, JK09]. These graphs
are described in §6.2. We observe that this heuristic is more effective for some classes of
graphs. We also notice that the time complexity of this heuristic is O(n3), and it is more
effective when graph invariant constraints are taken into account. The code for our solver
and our examples can be found at https://github.com/cvxgrp/graph_isom.
6.1 Frucht graph
The Frucht graph is an example of a graph with no nontrivial automorphisms, that violates
the assumptions in §2.4. As shown in Figure 1, the Frucht graph is a 3-regular graph with
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12 vertices and 18 edges. It was first described by Robert Frucht in 1939.
We permute nodes of the Frucht graph randomly and run the algorithm for 100, 000 times
with and without sparsity mask. Each run uses a random instance of linear objectives (W ).
We observe that without using sparsity extension, in 25.2% of random instances the algorithm
finds the permutation matrix. When we used sparsity mask (graph invariant constraints, or
K), which contains only 14 nonzeros, the algorithm found the correct permutation in every
single instance of 100, 000 runs, so our guess is that psucc = 1 when sparsity constraints are
taken into account.
Figure 1: The Frucht graph is an asymmetric 3-regular graph with 12 vertices and 18
edges.
6.2 Database of graphs for benchmarking algorithms
We use several classes of graphs in [SFSV03, JK11, JK07, LPAC11, LPA09] to evaluate the
effectiveness of this heuristic on a variety of graphs. In particular, our experiments were on
the following classes of graphs.
• Undirected random graphs (R1N family) is taken from [SFSV03]. In these undirected
Erdos-Renyi graphs, there is an edge between two vertices with probability 0.1.
• Cubic Hypo-Hamiltonian graphs clique-connected (CCH family) is proposed in [LPAC11],
and is built using as basic block two non-isomorphic HypoHamiltonian graphs with 22
vertices.
• Affine geometries graphs (AG2 family) is a part of the benchmark of bliss [JK09]. It
contains point-line graphs of affine geometries AG2(q).
• Two dimensional grids (G2N family) also comes from [SFSV03] benchmark and is
discussed in [KBL07]. They are introduced for simulating applications dealing with
regular structures as those operating at the lower levels of an image processing task.
• Kronecker Eye Flip graphs (KEF family) is a part of the benchmark of bliss [JK09].
11
• Miayzaky Augmented graphs (MZA family) are also taken from the benchmark of bliss
[JK09].
For each graph, we ran the algorithm for 50 random instances of W and have summarized
the results in Table 1 below. The first column states the graph type, and the second column
states the ratio of possibly nonzero entries in P . In other words the number in the second
column is 1 − |K|
n2
. The third and fourth column represent the percentage of runs that a
permutation was successfully found with and without sparsity constraints (K), respectively.
As we discussed in §5, each iteration of the ADMM algorithm is O(n3), hence we expect
that the runtime of the heuristic be a cubic function of the number of vertices of the graphs.
This is because we observe that the number of iterations that ADMM requires before it
convergence does not change dramatically as the number of vertices changes. Figure 2
shows the scatter plot of runtime of the algorithm (denoted by t) versus the number of
vertices (denoted by n) in log-scale for 50 runs over random undirected graphs (R1N family).
This runtime excludes the polishing step, which is done using Hungarian algorithm. We
observe that the average runtime is linear in the size of the graph when plotted in log-scale.
For comparison we also used ECOS [DCB13], an interior-point method for second-order
cone programming. We see that our ADMM solver is far more scalable than interior-point
methods.
12
Graph
type
n sparsity
ratio
success rate
without K
success rate
with K
R1N 20 0.050 1.0 1.0
R1N 40 0.025 1.0 1.0
R1N 60 0.017 1.0 1.0
R1N 80 0.012 1.0 1.0
R1N 100 0.010 1.0 1.0
R1N 200 0.005 1.0 1.0
R1N 400 0.003 1.0 1.0
R1N 600 0.002 1.0 1.0
R1N 800 0.001 1.0 1.0
R1N 1000 0.001 1.0 1.0
CHH 22 0.393 0.74 0.88
CHH 44 0.205 0.86 0.96
CHH 88 0.204 0.72 0.96
CHH 132 0.226 0.78 0.92
CHH 198 0.225 0.66 0.96
CHH 264 0.204 0.54 0.90
CHH 352 0.205 0.48 0.86
CHH 440 0.212 0.32 0.92
CHH 550 0.212 0.30 0.82
CHH 660 0.204 0.38 0.82
CHH 792 0.205 0.34 0.82
CHH 924 0.208 0.26 0.82
AG2 10 0.520 0.34 1.0
AG2 21 0.510 0.20 1.0
AG2 35 0.506 0.12 0.72
AG2 55 0.504 0 0
AG2 105 0.502 0 0
AG2 136 0.501 0 0
Graph
type
n sparsity
ratio
success rate
without K
success rate
with K
G2N 16 0.375 0.54 0.98
G2N 36 0.186 0.52 0.98
G2N 64 0.110 0.46 1.0
G2N 81 0.078 0.44 0.96
G2N 100 0.072 0.42 1.0
G2N 196 0.038 0.58 0.98
G2N 400 0.019 0.52 0.98
G2N 576 0.013 0.54 1.0
G2N 784 0.010 0.48 0.90
KEF 32 0.375 0.68 0.80
KEF 50 0.270 0.82 0.86
KEF 72 0.167 0.78 0.88
KEF 98 0.103 0.62 0.92
KEF 128 0.062 1.0 1.0
KEF 242 0.046 1.0 1.0
KEF 392 0.036 1.0 1.0
KEF 578 0.029 1.0 1.0
KEF 800 0.025 1.0 1.0
KEF 1058 0.021 1.0 1.0
MZA 40 0.159 1.0 1.0
MZA 80 0.085 0.62 0.76
MZA 120 0.057 0.22 0.28
MZA 160 0.044 0.24 0.32
MZA 200 0.035 0.24 0.32
MZA 240 0.029 0.08 0.16
MZA 280 0.025 0 0.08
MZA 320 0.022 0 0.08
MZA 360 0.019 0 0
Table 1: The outcome for 50 instances of our heuristic on different problems.
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Figure 2: Runtime versus graph size in log-scale for 50 random runs.
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