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En este trabajo se enuncia un Algoritmo de Clasificacián Ascen-
dente Piramidal y se establecen algunas de sus propiedades, que
ponen de manifiesto la mejora que éste supone respecto a otros al-
goritmos establecidos con anterioridad, en el sentido de producir pi-
rámides indexadas en sentido estricto y sin problemas de inversión,
lo cual facilita su aplicación en problemas reales. Asimismo se esta-
blecen algunas propiedades características de los algoritmos pirami-
dales del mínimo y del máximo.
Palabras clave: pirámide indexada, algoritmo de clasificacián pirami-
dal, índice de agregación.




En el marco general de ia clasificación y representación de datos multidi-
mensionales, !os modelos piramidales, introducidos por Bertrand y Diday {1985),
constituyen una generaliZación natural de los modelos jerárquicos clásicos.
Ambos modelos se fundamentan, desde el punto matemático, en la equiva-
lencia entre una determinada estructura conjuntísta, Ilámese jerarquía o pirámi-
de, y un determinado tipa de disimilaridad, ultramétrica en el primer caso, píra-
midal en el segundo. En este sentido, efectuar una clasificación de los indivi-
duos de una determinada población, a partir de una disimilaridad definida entre
los mismos, equivale a deformar convenientemente la disimilaridad inícial, hasta
transformarla en ultramétrica o piramidal según el tipo de clasificación deseada.
En este contexto, pues, entenderemos un Algoritmo de Clasificación como un
método para transformar una disimilaridad, dada sobre una población finita, en
otra disimilaridad equivalente a la estructura que deseemos construir.
Diday (1986) propone un Algoritmo de Clasificación Ascendente Piramidal,
inspirado en el de Clasificación Ascendente Jerárquica, convenientemente
adaptado a las peculiaridades de las pirámides, es decir, que cada grupo pueda
tener hasta dos predecesores y que deba existir un preorden total sobre la po-
blación, respecto ai cual cada grupo de la pírámíde sea conexo. Este Algoritmo,
en general, produce pirámides indexadas en sentido amplio, más camplejas,
desde el punto de vista de la representación visual, que las pirámides indexadas
en sentido estricto, y además presenta problemas de inversión, lo cual no es
nada deseable en un algoritmo de ciasificación.
Capdevila (^ 993) propone una modificación del Algoritmo de Diday junto con
un índice de agregación (criterio para definir una disimilaridad entre grupos)
adecuado a los modelos piramidales, con lo cual se obtiene un nuevo algoritmo
que supera las deficiencias del Algoritmo propuesto por Diday, en el sentido de
producir pirámides indexadas en sentido estricto, y por tanto más sencillas, des-
de el punto de vista de la representación visual, que las indexadas en sentido
arnplio, y sin problemas de inversión. Con todo ello este nuevo algoritmo, que
reproducimos en la Sección 2, deberá facilitar la aplicación de los métodos pira-
midales a problemas reales de clasificación y representación de datos.
Finalmente se establecen algunas propíedades particulares que presentan
los algoritmos piramidales del mínimo y del máximo.
Puesto que los modelos piramidales de clasificación y representación de da-
tos no son suficientemente conocidos, introduciremos algunas conceptos y pro-
piedades básicas, a fin de que cualquier lector, sín conocimientos previos sobre
las pirámides, pueda seguir sin dificultad el trabajo.
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Definición 1.1
Dada una disimilaridad d sobre un conjunt© finito S^, diremos que es una di-
similaridad piramidal, si verifica las condiciones:
D.1 d( c.^; , w^ ) z 0, d c^; , cu^ E S^ .
D. 2 d( cu; , w; )= 0, b^ w; E SZ .
D.3 d(c.u;,w1)=d(w^,w;),1^w;,wl^S2.
D.4 Existe un preorden total ( S) sobre S^, tal que para todo w; , w^ , wk ^ S^,
COn w; S c.,^^ S ruk , d(w; , wk )^ max {d (w; , w^ ), d(w^ , wk )}•
Proposición 1.1
Toda disimilaridad ultramétrica es también piramidal.
La demostración puede encontrarse en Dapdevila (1993).
Definición 1.2
Dada una disimilaridad d, y un preorden s, definidos sobre S^, diremos que d
y s son compatibles, si y solamente si, para cualesquiera elementos de S^, tales
que w; S w^ s wk , se verifica, d(w; , wk ) z max {d (w; , c^,^ ), d(w^ , c,^.^k )}.
Definición 1.3
Sea S^ un conjunto finito preordenado y h ^^^ (SZ). Diremos que h es una
parte conexa de SZ respecto al preorden, si d w; , w^ ^ h, con w; s w^ ,{w ^ Sz /
w; Swsc^^}c h.
Definición 1.4
Diremos que un preorden definido sobre S^ es compatible con una familia
H c J' (S2}, si d h E H, h es una parte conexa respecto al preorden.
Definición 1.5
Sea S^ un conjunto finito y P c^(S^). Dirernos que P es una pirámide, si se
verifican las condiciones siguientes:
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P .1 S2 ^ P .
P.2 t^w^S2,{(^}EP.
P.3 dh,h'^P,hnh'-^áhnh'EP.
P.4 Existe un preorden total sobre S2, compatible con P.
©efinición 1.6
Sea P una pirámide sobre S2.
Diremos que una función i: P-^ II^+ es un índice asociado a P, si verifica
1as condiciones:
1.1 í({w}) - 0, b^ cu E S^.
i.2 bh,h'^P,hch'^i(h)si(h').
Si P es una pirámide sobre S2 e i un índice asociado a P, diremos que (P, i)
es una pirámide indexada.
Definición 1.T
Si (P, i) es una pirámide indexada tal que:
1.3 bh,h'EP,h^h'^i (h)^i (h')
diremos que (P, i) es una pirámide indexada en sentido estricto.
Si en lugar de la condición 1.3 se verifica:
1.3' d h, h' E P tales que h ^ h' y i(h) ^ i(h'), existen h1, h2 E P, distin-
tos de h, y tales que h = h^ n h2.
Entonces dírernos que (P, i) es una pirámide indexada en sentido amplio.
A los elementos de una pirámide los Ilamaremos ^tgrupos» de la pirámide, y
si una pirámide es indexada, el valor del índice sobre cada grupo se denomina
«índice del grupo ^i .
Es interesante observar, tal como se demuestra en Díday (1986), que toda
jerarquía total indexada es también una pirámide indexada, con lo cual puede
concluirse que las pirámides son una generalizacián natural de las jerarquías.
Por otra parte, del mismo modo que los dendrogramas proporcionan una re-
presentación visual de las Jerarquías Indexadas, es posible construir otro tipo
de grafos conexos, a los que Ilamaremos «grafos piramidales» o«pirámides»,
que proporcionen una representación visual de las Pirámides Indexadas.
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Ejemplo 1.1
^os
Sea SZ ={wj, +c.U2, c^3, c^^4}, ordenado por w^ s c,^2 s c^^3 s w4 y sea P-{{u.^^}, ...,
{w4}, {c,^2, w^}, {w3, w4}, {w1, w2, w3}, {w2, w^, w4}, SZ} una pirámide indexada por:
i ({cu^ }) - 0, para j E{ 1, ..., 4} i ({w^ , w2, w3}} _ 2.5
i ({w2, w3} ) = 1
^ ({w3+ w4} ) = Z
Í ({ W2, (^t}3, W4} ) _ .^
i (SZ) = 4








Obsérvese cómo, a cada nivel, la clasificación correspondiente constituye un
recubrimiento de la población S^. A nivel 2.5, por ejemplo, la clasificación pirami-
dal obtenida viene dada por los grupos: {w^, w2, w3}, {c,^2, w3} y{w3, c,^^}, que ob-
viamente forman un recubrimiento de S2.
Puesto que la representación visual de una pirámide es más compleja que la
de una jerarquía, será conveniente procurar que los grafos piramidales sean lo
más claros posible. Para ello ser^ muy deseable el que no presenten inversio-
nes ni cruzamientos.
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EI concepto de inversión en un grafo piramidal es el mismo que en el caso
ultramétrico, es decir:
D^efinición 1.8
Un índice i, sobre una pirámide P, presenta inversíón, si existen h, h' ^ P
tales que h^ h' y i(h) > i(h').
Figure 2
Definición 1.9
Un orden sobre S2 da lugar a un cruiamiento sobre una pirámide P, si existe
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Ubsérvese que, por la propia definición de índice asociado a una pirámide,
no es posible que una pirámide indexada (P, i} presente inversiones; no obs-
tante, es un concepto que hay que tener en cuenta, sobre todo en los procesos
algorítmicos de construcción piramidal descritos en la Sección 2, en los que
debe imponerse que el «índice» que se va construyendo, a partir de una cierta
disimilaridad inicial, sea realmente un índice asociado a una pirámide. Del mis-
rno modo, la definición de pirámide impide que, en la representación visual, pue-
dan presentarse cruzamientos. A pesar de ello, es un concepto que también hay
que tener en cuenta en los procesos algorítmicos de clasificacibn piramidal,
para asegurar que la estructura construida sea realmente una pirámide.
2. UN ALGORITMO DE CLASIFICACI©N PIRAMIDAL
Sea S^ _{w^, ..., cu„ } un conjunto finita, y bo una disimilaridad definida sobre
los individuos de S^.
Fijado un determinado índice de agregación entre grupos, definimos el si-
guiente Algoritmo de Clasificación Piramidal:
A1. Iniciamos el proceso con el recubrimiento R© _{{w1}, ..., {w„ }}, y la disimi-
laridad So.
A2. Si Rk_^ _{h ^, ..., hP }, k E Í^ -{Q}, es el recubrimiento correspondien#e al
paso k-- 1 y Sk_^ la disimilaridad sobre los grupos de dicho recubrimiento:
Obtendremos un nuevo recubrimiento Rk, uniendo los dos grupos de Rk_^ a
distancia mínima y distinta de cero.
Si h; y h^ son grupos de Rk_^ tales que Sk_^ (h; , h^ ) es mínima, el nuevo re-
cubrimiento será: Rk ={h ^, ..., h p, h; U h^ }, teniendo en cuenta que, después
de unir h; con h^ , cualquiera de los dos grupos que ya haya sido unido dos ve-
ces, no pertenecerá a R k.
Definimos el índice de un grupo h E Rk, de la forma siguiente:
i (h) _ C 0Sk_^ (h; , h^ ) si h = h j U h^sih={w;},b^i=1,...,n
Finalmente, definimos una nueva disimilaridad, 8k , entre los grupos del nue-
vo recubrimiento Rk , a partir de un determinado criterio (índice de agregación),
previamente escogido.
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En este proceso deben tenerse en cuenta ias siguientes condiciones:
A2.1. Debe definirse un preorden total sobre S^, de manera que cada uno de
los grupos formados sea c©nexo.
A2.2. Si h, h, , h s^ R k-t ^ h r^ h s^ bk-t {h ^, h) = bk-t ( h s, h) Y ésta es la m í-
nima entre grupos de Rk_t susceptibles de ser unidos, entonces unimos h S con h.
A2.3. Si h,,, hs E Rk ; h, ^, hs y^ (h,.) = i {h$ ), entonces eliminamos h, del
recubrimiento Rk .
A2.4. Si h,, ^ Rk_, ; h S es el grupo formado en el paso k ; h ^^ h S y h ^ no con-
tiene ninguno de los extremos de h S, entonces h r no interviene en la formación
de Rk (h ^^ Rk ) (ver figura 4).




A partir de Diday { 1986) se demuestra que este algoritmo construye efectiva-
mente una pirémide. Además, es inmediato comprobar que gracias a las condi-
ciones A2.1 y A2.4 su representación visual no presentará cruzarnientos.
Por otra parte, las condiciones A2.2 y A2.3 son las que diferenc'ran propia-
mente nuestro algoritmo del propuesto por Diday. Gracias a las mismas, se ace-
lera la ejecución del algoritmo y la pirámide que produce es indexada en sentido
estricto, como se demuestra en Capdeviia (1993).
Adernás, como hemos podido observar en la descripcián del algoritmo, éste
precisa de un índice de agregación, necesario para definir, a cada paso, la disi-
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milaridad entre los grupos del recubrimiento correspondiente. Teniendo en
cuenta que las clasificaciones inducidas por las pirámides son recubrirnientos
de la población y no particiones, como en el caso de las jerarquías, habremos de
definir el índice de agregación asociado a un algoritmo de clasificación piramidal
de forma adecuada a estos nuevos modelos de clasificación y representación.
Para ello, conocida la disimilaridad Sk_^ definida sobre los grupos del recubri-
miento Rk_^, k E F^ - {o}, si Rk es el recubrimiento obtenido en el siguiente
paso del algoritmo ( k-ésimo paso), definimos la nueva disimilaridad 8k, entre los
grupos de Rk de la forma siguiente:
0 si h r1 h' E{ h, h'}
Sk_^ ( h, h') si h, h' ^ R k_1
bk (h, h') _
f(bk_^ (h , h^), ...) si f(bk_^ (h , h 1), ...) a i (h') si h' = h^ U h2,
i(h') en otro caso con h; ^ Rk_1
Donde f es la función que determina el índice de agregación en cada caso
(Mínimo, Máximo, UPGMA...).
En el Teorema 2.1 demostraremos que toda pirámide indexada construida
mediante el algoritmo anterior, utilizando un índice de agregación como el que
acabarnos de definir, además de ser indexada en sentido estricto, no presenta
inversiones, quedando así resueltos los problemas de inversión del algoritmo de
Diday.
Desde otro punto de vista, si (P, i) es una pirámide indexada construida por
nuestro algoritmo de clasificación piramidal, o por cualquier otro, podemos pre-
guntarnos si existe, en la estructura piramidal obtenida, información redundante,
es decir, si existen grupos que pueden ser elirninados sin que varíe la estructura
piramidal, grupos a los que podemos denominar sobrantes.
La respuesta es que, efectivamente, en una pirámide indexada pueden exis-
tir grupos que proporcionen información redu ndante y por tanto que sean sus-
ceptibles de ser eliminados. La caracterización de dichos grupos dada por Cap-
devila (1993) es la siguiente:
^P={h ^P/3h'EP, h^h', i (h)=




Toda pirámide indexada (P -^o, i) construida por el Algoritmo de Ciasifica-
ción Piramidal, escogiendo previamente cualquier indice de agregacián como el
que hemos definida, no presenta inversión y es indexada en sentido estricto.
Demostracián:
Sea (P, i) una pirámide indexada construida por ei algoritmo anterior.
Supongamos que en e! paso k-ésimo del algoritmo unimos los grupos h 1 y
h2, pertenecientes al recubrimíento Rk_^, para formar un nuevo grupo h'. Recor-
demos que i{h') i fik_^ (h ^, h2).
Para demostrar que la pirámide no presenta inversión, veremos que cada
vez que formamos un nuevo grupo, su indice es mayor o igual que e! índice de
cualquier grupo formado con anterioridad.
En efecto, si tenemos en cuenta la expresión dada para un índice de agrega-
ción cualquiera, al calcular !a nueva disimilaridad 8k entre !os grupos de Rk , re-
sultará que para cualquier h ^ Rk (h c^ h'), bk (h, h') ^ í(h'). Por lo tanto, en el
siguiente paso, a! formar un nuevo grupo h" {uniendo los dos más práximos de
Rk ) su índice ser^ mayor o igual que i (h'), puesto que si h" es unión de h' con
algún otro grupo, ia dístancia entre ambos será mayor o igual que i(h'), como
acabamos de ver; y si ninguno de los dos grupos que forman h" es h', querrá
decir que estos grupos ya eran de Rk_1, con lo cual su interdistancia será mayor
o igual que ó,^_1 (hy, h2) = i(h').
Así pues, dados cualesquiera grupos p y p' construidos en algún paso del
algoritmo, si p^ p', quiere decír que p ha sido formado antes que p'; por tanto,
i tp) s i (p') y por tanto la pirámide no presentar^t inversión.
Finalmente veamos que, una vez depurada, la pirómide es índexada en sen-
tido estricto.
Para ello, supongamos que existan p, p' E P, tales que p ^ p' y i( p)_
= i{p'). En estas condiciones, el grupo p' habrá sida formado por la unián de p
con algún otro grupo. Por otra parte, la condición A2.3 dei algoritmo nos asegu-
ra que el grupo p no puede ser unido con ningún otro grupo. Por t2tnto, p ten-
drá, a lo sumo, un predecesor y por consiguiente no ser^ intersección no trivia!
de grupos de P, con !o cua! ser^ un grupo sobrante de la pir^mide.
Así pues, una vez depurada la pirómide, no existir^ ningún grupo contenido
estrictamente en otro de su mismo í ndice, es decir, si p ^ p', entonces i( p)<
< i(p') y, por tanto, ( P -^P , i) será una pirámide indexada en sentido estrícto.
c.q.d.
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En este sent'rdo, pues, podemos decir que nuestro Algoritmo de Clasifica-
ción Ascendente Piramidal da lugar siempre a pirámides indexadas en sentido
estricto.
En el Ejemplo 2.1, puede observarse el proceso algorítrnico de construcción
piramidal descrito en esta sección, así como las diferencias fundamentales con
el algoritmo propuesto por Diday (1986).
Ejemplo 2.1
Sea S^ _{w,, w2, w3, w4} y 8o una disimilaridad dada sobre los individuos de
S^ por la matriz 80:




Vamos a efectuar una clasificación piramidal de los individuos de S2, por el
método del máximo, siguiendo los pasos de nuestro algoritmo.
Partimos del recubrimiento Ro ={h ^, h2, h3, h4} con h; = c,^; para i ^{1, 2, 3,
4}, y de la disimilaridad 8o entre los grupos de dicho recubrimiento.
Los grupos de Ro a distancia mínima son h^ y h3, con lo cual el nuevo grupo
será h5 = h1 U h3 ={w^, w3}. Definimos w^ s w3 y i (h5) = 1. Con todo eílo, el
nuevo recubrimiento R^ y la nueva disimilaridad ó ^, entre los grupos de R^, se-
rán : R^ _{ h 1, h 5, h 3, h 2, h 4}
i
En este caso, el único par de grupos susceptibles de ser unidos y a distancia
mínima serán h3 y h2; por lo tanto, hs = h3 U h2 ={w3, cu2} y i (hs) = 2. Puesto
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que en el paso anterior hemos definido cu, s c^3, para que h6 sea conexo (condi-
ción A2.1) debemos definir w3 s w2, con !o cual el orden parcial construido hasta
el momento será w, s w3 s w2. EI nuevo recubrimiento R2 y la nueva disimilari-
dad S2 entre los grupos de R2 serán: R2 ={ h,, h 5, h 6, h 2, h 4} y
0 0 4 4 3




En este paso existen dos posibilidades, unir h, con h^, o bien h5 con h^. Es
claro que la condicibn A2.2 de nuestro algoritmo nos impone unir h5 con h,^,
puesto que h 1^ h 5. Así pues, el nuevo grupo será h 7= h 5 U h4 ={c^^, c^^ , w3},
con i{h^} ŝ 3, y para que h^ sea conexo debemos definir c,u4 5 c^1 s c^3 5 c,u2. EI
nuevo recubrimiento R3 y la nueva disimilaridad b3, entre los grupos de R3 se-
rán : R 3={ h ^, h 5, h 6} y
S3'
Reiterando el mismo proceso Ilegaremos a hg = h5 u hs, i{h8) = 4 y, fina!-
mente, a h9 = S^, i(h9) = 5.
Asi pues, la pirámide construida por nuestro Algoritmo de Clasificación Pira-
m idal será P={ h ^, h 2, h 3, h 4, h 5, h 6, h ^, h 8, h 9} y es indexada en sentido es-
trictv. Su representación visual puede verse en la figura 5a.
Por otra parte, el algoritmo propuesto por Diday, al no tener en cuenta ias
propiedades A2.2 y A2.3, podría construir una pirámide indexada en sentido am-
plio como la de la figura 5b. Obsérvese que la condición A2.2 evitaría la forma-
cibn del grupo h7 y por tanto aceleraria el algoritmo, mientras que la condición
A2.3 eliminaría al grupo h^ del recubrimiento correspondiente, evitando que pu-
diese ser unido con cualquier otro grupo.
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wa
Figura 5a Figura 5b
3. ALCUNAS PROPIEDADES DE LOS METODOS DEL MINIMO
Y DEL MAXIMO
Si la función f, que determina el indice de agregación, viene dada por
f ^bk-
o bien por
{h^ h1^^ bk-1 ^h^ h21) = min {bk-, th^ h,^^ bk-, ^h^ h2)}
f (bk-, ( h ^ h , ^ ^ Sk-1 ( h ^ h 2) ) = max {bk-^ t h ^ h ^ ^ ^ bk-^ ( h ^ h 2)}
es decir, si consideramos el índice de agregación del mínimo o del máxirno, el
algoritmo presenta ciertas propiedades que a continuación pondremos de mani-
fiesto.
Teorema 3.1
EI Algoritmo Piramidal del Mínimo siempre da lugar a una jerarquía indexada
única.
Demostración:
Ya sabemos que el algoritmo dado en la Sección 2, sea cual sea el indice de
agregación escogido, siempre da lugar a una pirómide indexada.
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Si queremas ver que el método del mínimo da lugar a una jerarquía, única-
mente es necesario demostrar que cada grupo de la pirámide obtenida por este
método tiene un único predecesor.
Para ello, supongamos que en un determinado paso del algoritmo, el k-ési-
mo por ejemplo, unirr^os los grupas h^ y h2. Esto significa que h, y h2 son gru-
pos de Rk_^ Y que h^ U h2 E Rk - Rk_^ .
En estas condiciones, vamas a ver que ni h^ ni h2 pueden volver a unirse
con ningún otro grupa.
En efecto, supongarnos que en un paso poster^or (en el siguiente para no
complicar la notación} h^, por ejemplo, pueda ser unido con algún otro grupo
h E Rk y que ók {h, h^) sea mínima entre los pares de grupos de Rk suscepti-
bles de ser unidos (h E Rk , h 1 E Rk_^ ).
En estas condiciones:
ók (h, h^ U h2) = min {Sk-^ ( h, h i), ók-^ (h, h2)} s bk-^ (h, h^) ^ bk (h, h^),
con lo cual Sk (h, h 1 U h2) s Sk (h, h^).
Por otra parte, si h^ y h son susceptibles de ser unidos, también lo serán
h^ U h2 y h (h^, h, h^ U h2 ^ Rk); y si 8k (h, h^) es la mínima entre los pares
de grupos de Rk susceptibles de ser unidos, habrá de ser 8k (h, h^ U h2} -
= bk ( h, h^), y puesto que h^^ h^ U h2, fa condición A2.2 del algoritmo impone
la unión de h, U h2 con h y no la de h, con h.
Así pues, h ^ no tendrá otro predecesor que h, U h2. Si en lugar de h^ hubié-
semos supuesto que era h2 quien podía ser unido con h, habríamos concluido
de la misma manera, es decir, que h 2 tampoco puede tener otro predecesor que
h ^ U h2.
Gonsecuentemente, pues, ningún grupo de la pirámide construida por el AI-
goritmo Piramidal del Mínimo tendrá dos predecesores, con lo cual la pirámide
obtenida será, en realidad, una jerarquía indexada y, por tanta, de la misma for-
ma que sucede con el Algoritmo Jer^rquico del Mínimo, la pirámide, jerarquía en
este caso, obtenida es única. c.q.d.
Teorema 3.2
EI índice de un grupo construido en un paso cualquiera del Algoritmo de Cla-
sificación Piramidal, utiliZando como í ndice de agregación el del máximo, siem-
pre es menor o igual que el de cualquier otro grupo construido en un paso pos-
teriar.
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Demastración:
Supongamos que en el paso k-ésimo del algoritmo unimos los grupos h ^ y
h2 para obtener un nuevo grupo h' (h; E Rk_^ ; h' ^ Rk - Rk_^ ).
En el paso siguiente formaremos un nuevo grupo h", uniendo ios dos más
próximos de Rk .
Si ninguno de los dos grupos que forman h" coincide con h', querrá decir
que estos grupos eran de Rk_^ ; por tanto, su interdistancia, i(h"), será mayor o
igual que Sk_1 (h^, h2} = i (h'), es decir, i(h') s i(h").
Si, por el contrario, fuese h" = h' U h (con h ^ h'), entonces:
I(h ") = bk (h', h ) = maX {ók-1 (h ^ h 1)' bk-1 (h' h 2)}
Si h puede ser unido con h' = h^ U h2, en el paso (k + 1)-ésimo, entonces
h^ Rk_^ y, en el_paso k-ésimo, h era susceptible de ser unido con h^ o con h2,
con lo cual bk_, (h , h 1) o Sk_1 (h , h 2) ha de ser mayor o igual que_8k_^ (h ^, h2};
de lo contrario, en el paso k-ésimo, habríamos unido h 1 o h 2 con h en lugar de
unir h 1 y h2. Por tanto:
i (h ") = max {bk_1 (h , h ^ ), ók_^ (h , h2)} ^ bk-, (h ^ , h 2) _ ^ (h') c.q.d.
Así pues, para el caso del máximo, la peculiaridad del rnétodo radica en el
hecho de simplificar la definición del índice de agregación, la cual queda reduci-
da a la forma siguiente :
0 si h n h' ^{h, h'}
8k (h, h') = 8k_^ (h, h') si h, h' E Rk_y
max {bk_^ (h, h^), ók_^ (h, h2)} si h' = h 1 U h2, h; E Rk_^
Esta simplificación en la definición del índice de agregación, para el caso del
máximo, es de una gran utilidad sobre todo cuando se trata de aplicar dicho mé-
todo a la clasificación y representación de una población concreta o bien cuan-
do es necesario programar dicho algoritmo.
4. ALGUNOS EJEMPLOS
En ia resolución de los probiemas reales de clasificación y representación de
datos, es indiscutible la necesidad de disponer de buenos útiles inforrnáticos. En
este sentido, por lo que a los métodos jerérquicos clásicos concierne, existe una
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arnplia gama de programas y paquetes informáticos que cubren tas necesidades
en este campo. Sin embargo, por lo que a los rnodelos piramidales se refiere,
han sido muy pocos y no demasiado satisfactorias los intentos de auiomatización
que hasta el momento se han Ilevado a cabo. En este sentido, y en colaboración
con el profesor Anget J. Gil Estallo, de la Universidad Pompeu Fabra, hemos
confeccionado un programa, al que hemos Ilamado PIR, que es el resultado de la
programación TURBC^PROLOG del Algoritmo de Clasificación Piramidal descrito
en ta Sección ^ y con el que hemos pretendido contribuir a este proceso de auto-
matización de los métodos piramidales de clasificacián y representación de datos
multidimensionales.
EI programa, a partir del número de individuos a clasificar, n, y de una matriz
de disimilaridad dada sóbre las mismos, permite efectuar una ctasificación pira-
midaf por los mótodos del mínimo, móximo y upgma, obteniéndose como output
una pirámide indexada en sentido estricto y el correspondiente grafo piramidat.
Como medidas de adecuación entre !a estructura piramidal obtenida y la es-
tructura real de !a población, el programa nos proporciona dos parámetros calcu-
lados entre la disimilaridad inicíal y ta piramidal obtenida. Estos son et coeficiente
de correlacibn cofenética p(R. R. Sokal y J. F. Rohlf, 1962) y el coeficiente
Cov {b, d} S+ -- S_y de Goodman-Kruskal {1954}, definidos por: p= Y Y= •
a (8} a (d} S+ + S_
Donde S+ y S_ vienen dados por:
S+ = n.Q de pares concordantes: n.Q de pares {i, j}, {k, I} tales que:
^Síj^skl) (dij-dkl) ^o
S- = n.Q de pares discordantes: n.^ de pares {i, j}, {k, /} tales que:
^bij - bkl ) ^d ij i ^k! ) < o
Finalmente, fijado un determinado nivel para el indíce, el programa nos pro-
porciona los grupos det recubrimiento correspondiente a la clasificación pirami-
dal al nivel indicado y, más concretamente, permite cortar el árbof al nivel en ei
que el salto es máximo.
A continuación presentamos un par de ejemplos, que hemos resuelto con
ayuda del programa PIR.
Ejer^nplo 4.1
Este primer ejemplo pretende ilustrar el resultado establecido por el Teore-
ma 3.1 y consíste en efectuar una ctasificación piramidai de veintiséis países
de Europa, respecto a la distribución det empleo, agrupado en nueve sectores.
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Los datos iniciales, reflejados en la tabla 1, corresponden al porcentaje de ern-
pleados en cada uno de los nueve sectores cOnsiderados en los veintiséis paí-
ses. Son datos procedentes de Euromonítor (1979, pp. 76-77) y recogidos por
Manly ( 1986).
Tabla 1
PORCENTAJES DE EMPLEADOS EN NUEVE SECTO ► RES
DE VEINT{SEIS PAISES EUROPEOS, EN 1979.
AGR: Agricultura. MIN: Minería. MAN: Manufacturas. PS: Suministros.
CON: Construcción. SER: Servicios Industriales. FIN: Finanzas. SPS: Servicios.
TC: Transportes y Comunicaciones.
N. Q País AGR M/N MAN PS CON SER F^N SPS TC
1 Bélgica 3.3 0.9 27.6 0.9 8.2 19.1 6.2 26.6 7.2
2 Dinamarca 9.2 0.1 21.8 0.6 8.3 14.6 6.5 32.2 7.1
3 Francia 10.8 0.8 27.5 0.9 8.9 16.8 6.0 22.6 5.7
4 Antigua RFA 6.7 1.3 35.8 0.9 7.3 14.4 5.0 22.3 6.1
5 Irianda 23.2 1.0 20.7 1.3 7.5 16.8 2.8 20.8 6.1
6 Italia 15.9 0.6 27.6 0.5 10.0 18.1 1.6 20.1 5.7
7 Luxemburgo 7.7 3.1 30.8 0.8 9.2 18.5 4.6 19.2 fi.2
8 Países Bajos 6.3 0.1 22.5 1.0 9.9 18.0 6.8 28.5 6.8
9 Reino Unido 2.7 1.4 30.2 1.4 6.9 16.9 5.7 28.3 5.4
10 Austria 12.7 1.1 30.2 1.4 9.0 16.8 4.9 16.8 7.0
11 Finlandia 13.0 0.4 25.9 1.3 7.4 14.7 5.5 24.3 7.6
12 Grecia 41.4 0.6 17.6 0.6 8.1 11.5 2.4 11.4 6.7
13 Noruega 9.0 0.5 22.4 0.8 8.6 16.9 4.7 27.6 9.4
14 Portugal 27.8 0.3 24.5 0.6 8.4 13.3 2.7 16.7 5.7
15 España 22.9 0.8 28.5 0.7 11.5 9.7 8.5 11.8 5.5
16 Suecia 6.1 0.4 25.9 0.8 7.2 14.4 6.0 32.4 6.8
17 Suiza 7.7 0.2 37.8 0.8 9.5 17.5 5.3 15.4 5.7
18 Turquía 66.8 0.7 7.9 0.1 2.8 5.2 1.1 11.9 3.2
19 Bulgaria 23.6 1.9 32.3 0.6 7.9 8.0 0.7 18.2 6.7
20 A. Checoslovaquia 16.5 2.9 35.5 1.2 8.7 9.2 0.9 17.9 7.0
21 Antigua RDA 4.2 2.9 41.2 1.3 7.6 11.2 1.2 22.1 8.4
22 Hungría 21.7 3.1 29.6 1.9 8.2 9.4 0.9 17.2 8.0
23 Polonia 31.1 2.5 25.7 0.9 8.4 7.5 0.9 16.1 6.9
24 Rumanía 34.7 2.1 30.1 0.6 8.7 5.9 1.3 11.7 5.0
25 Antigua URSS 23.7 1.4 25.8 0.6 9.2 6.1 0.5 23.6 9.3
26 Antigua Yugoslavia 48.7 1.5 16.8 1.1 4.9 6.4 11.3 5.3 4.0
A partir de los datos de la tabla 1, Manly obtiene 1a matriz de disimilaridad
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A partir de esta matriz de disimilaridad, efectuamos una clasificación pirami-
dal de los veintiséis países por los métodos del mínimo y del máximo. Como re-
sultado, obtenemos, en cada cas0, la matriz de la disirnilaridad piramidal corres-
pandiente, el grafo piramidal y el valor de los coeficientes de adecuación, p y y
correspondientes (figura 6 y figura 7).
Figura 6
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Coeficientes de adecuación: y= 0.66814373187, p= 0.87252160954
Para un buen análisis de los resultados obtenidos, deben tenerse en cuenta
los trabajos de Capdevila (1993) y Capdevila y Arcas (1994), en los que se rela-
ciona la eficiencia de los métodos piramidales de clasificación y representación
de datos con los valores de los parámetros y y p definidos anteriormente y que
indican, a su vez, el nivel de adecuación entre la estructura piramidal obtenida y
la estructura real de la población. Se establece también que si la estructura real
de la poblacián es una estructura encadenada, entonces el algoritmo piramidal
del mínimo es más eficiente que el del máximo. Esta última consideración es
debida a que, tal corno hemos demostrado en el Teorema 3.1, el algoritmo pira-
midal del mínimo coincide con el algoritmo jerárquico del mínimo, el cual, como
es sabido, tiende a producir encadenamientos.
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Figura 7
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coeficientes de adecuación: y= 0.71211441894, p= 0.85545364633
En el ejemplo que nos ocupa, podemos observar cámo ei valor del paréme-
tro Y obtenido al comparar la estructura real de la población con la piramidal ob-
tenida pvr el método del minimo es superior al valor obtenido al compararla con
la estructura obtenida por el método del méxirno, lo cual nos indica que en este
caso el método piramidal del mínimo es más eficiente que el del máximo y, por
todo lo expuesto en el párrafo anterior, que la estructura real de la población (26
países europeos} presentará encadenamientos.
Observando, pues, el grafo piramidai obtenido por el método del mínimo, fi-
gura 7, queda explicitada la estructura piramidal (jerárquica en este caso} de la
población y se pone de manifiesto que el encadenamíento que presenta la es-
tructura de los 26 países considerados no es global, sino por bloques, y es den-
tro de cada bloque donde se observa con mayor claridad la estructura encade-
nada.
En concreto, si cortamos el grafo a nivel 2.52, qu^e es el mismo al que corta
Manly en su ejemplo, la población queda dividida en los seis grupos siguientes:
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1. [Bélgica, Francia, Países Bajos, Dinamarca, Suecia, Antigua RFA, Finlan-
dia, Reino Unido, Austria, Irlanda, Suiza, Suecia, Grecia, Portugal, Italia].






Aunque al nivel considerado se hayan obtenido seis grupos, en realidad lo
que nos indica la clasificación efectuada es que en la Europa de 1979 existían
dos grandes grupos de países por lo que a la distribución del empleo se refiere:
por una parte el bloque de países del Este y por otra los países occidentales,
cada uno de ellos con una clara estructura encadenada. También se observan
países aislados, de difícil clasificación.
Así pues, para el ejemplo considerado, el rnétodo piramidal del mínimo re-
sulta ser más eficiente que el del máximo, y dado que el método piramidal del
mínimo coincide con el método jerárquico del mínimo, nuestros resultados han
coincidido con los de Manly (1986) y en ambos casos la estructura obtenida ha
sido la misma: la jerarquía (pirámide) del mínimo (*).
Sin embargo, a pesar de la redundancia de los resultados, nuestro estudio
ha puesto de manifiesto dos cuestiones interesantes. Por una parte, constituye
un claro ejemplo de que los modelos piramidales, a pesar de ser, en general,
más próximos a la realidad que los jerárquicos, no siempre son más eficientes.
Por otra parte, se ha confirmado, desde el punto de vista piramidal, que el méto-
do del mínirno es un buen método para clasificar los 26 países europeos res-
pecto a la distribución del empleo, ya que después de comparar dos métodos pi-
ramidales, los resultados obtenidos garantizan, en función de la estructura en-
cadenada puesta de manifiesto, la mayor eficiencia del método del mínimo,
aspecto que no es tratado en el texto de Manly (1986).
Ejemplo 4.2
En este segundo ejernplo, pretendemos poner de manifiesto las ventajas que
en algunos casos puede suponer la utilización de los métodos piramidales de
clasificación frente a los métodos jerárquicos clásicos. Para ello, aprovechare-
mos también un estudio realizado por Manly (1986) sobre los orígenes del perro
prehistórico, en el que se efectúa una clasificación jerárquica de siete especies
distintas de perros, a partir de seis medidas tomadas sobre los restos de las
(*) Téngase en cuenta que la jerarquía obtenida por el algoritmo del mínirno es única.
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mandíbulas de las siete especies de perros consideradas. Estos datos, que pue-
den verse en la tabla 3, son procedentes de Higham et al. (1980). A partir de los
mismos, Manly ( i 98fi) calcula una matriz de distancias entre las siete especies
caninas a partir de la cual efectúa su estudio jerárquico.
Table 3
VALORES DE LAS SEIS MEDIDAS (en milímetros) TOMADAS SOBRE
LAS MANDIBULAS DE LAS SIETE ESPECIES CANINAS CONSIDERADAS
X,: anchura de la mandíbula; X2: altura de la mandíbula, por debajo del primer molar;
X3: longitud del primer molar; X^: anchura del primer molar; X5: distancia del primer al tercer
molar, ambos inclusive; Xs: distancia del primer al cuarto premolar, ambos inclusive.
N. p Especie X, X2 X3 Xa X5 X^
1 Moderno 9.7 21.0 19.4 7.7 32.0 36.5
2 Chacal dorado 8.1 16.7 18.3 7.0 30.3 32.9
3 Lobo de China 13.5 27.3 26.8 10.6 41.9 48.1
4 Lobo de la India 11.5 24.3 24.5 9.3 40.0 44.6
5 Cuon 10.7 23.5 21.4 8.5 28.8 37.6
6 Dingo 9.6 22.6 21.1 8.3 34.4 43.1
7 Prehistórico 10.3 22.1 19.1 8.1 32.3 35.0
Tabla 4
MATRIZ DE DISIMILARIDAD INICIAL ENTRE LAS SIETE
ESPECIES CANINAS
1 2 3 4 5 6 7
1 0 2.07 5.81 3.66 1.63 1.6$ 0.72
2 0 7.69 5.49 3.45 3.44 2.58
3 0 2.31 4.94 4.55 5.52
4 0 3.14 2.37 3.49
5 0 1.80 1.38
6 0 1.84
7 0
Para nuestro ejemplo, aprovecharemos la misma matriz de distancias dada
en la tabfa 4. Tomando esta matriz como la matriz de disimilaridades iniciales
entre los siete individuos, efectuamos una clasificación piramidal de las siete es-
pecies caninas por los métodos del mínimo y del máximo. Los resultados pue-
den verse en las figuras 8 y 9.
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Figura 8
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Figura 9
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En este caso, observamos que los valores de los parámetros Y y p obtenidos
por el método del rnáxirno son superiores a ios obtenidos por el método del mí-
nimo, Io cual nos indica que fa estructura piramidal obtenida por el método del
máximo se adecúa mejor a ia estructura iniciai de la población que la obtenida
por el métoda del mínimo, que a su vez coincide con la obtenida por Manly
(1986) por ef método jerárquico def mínimo.
Así pues, compararemos los resultadas obtenidos por Manly con los obteni-
dos por el métoda piramidaf del máxima, a partir de los grafos obtenidos en
cada caso (figs. 8 y 9}.
En la clasificación obtenida por Manly (método del mínimo, fig. 8) se observa
que el perro prehistórico está muy emparentado con el moderno. Ambos pre-
sentan cierto parentesco con ef cuon y el dingo, y un parentesco ya más fejano
con el chacal dorado. Por otra parte, ef /obo de China y el labo de la India for-
man un grupo aparte, aunque su nivel de parentesco es muy débil.
La clasificacián obtenida por el método piramidal def máximo (fig. 9) es más
rica en información que la que acabamos de describir. Si bien nos muestra tam-
bién un alto nivel de parentesco entre el perro prehrstórico y el moderno, así
como su relación con el cuon y el dingv, y pone de manifiesto un parentesco ya
más lejana con el chaca/ dvrado, nos muestra, además, un cierto parentesco
entre el /obo de la India con ei lvbo de China por una parte y con ef ding© por
otra, parentesco que no aparece en la clasificación jerárquica.
Estos resultados pueden sintetizarse observando las cfasificaciones, en cua-
tro grupos, proporcionadas por cada uno de los dos grafos obtenidos anterior-
mente.
La clasificación proporcionada por fa jerarquía def mínimo (Manly, 1986) es
la formada por los grupos:
[ lobo de China] ;[ lobo de !a India] ;[ moderno, prehistórico, cuon, dingo] ;
[ chacal dorado]
Mientras que la clasificación obtenida a partir de la pirámide del máximo es la
formada por los grupos:
[ lobo de China, lobo de !a India] ;^lobo de la India, dingo] ;
[dingo, moderno, prehistórico, cuon]; [chacal dorado]
Así pues, en algunas casos, los métodos piramidales de clasificación y re-
presentación de datos permiten detectar relaciones entre los individuos de
una determinada población que fos métodos jerárquicos clásicos no pueden
explicitar.
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SOME PROPERTIES ABOUT AN ALGORITHM
OF PYRAMIDAL CLASSIFICATION
SUMMARY
In this paper, an Algarithm of Pyramidal Ascendent Classification
is enunciate and to be establish some properties, which prove the
improvement of this algorithm with regard to other precedings algo-
rithms. In this sense, ours algorithm, make it, indexed pyramids in a
strict sense and without inversion problems. This improvement to fa-
ciiitate the applications of the pyramidal modeis to the solvig of the
real problems in classification and representation of data. On the
other side, we establish some properties about the pyramidal algo-
rithms of the minimum and of the maximum.
Key Words: algorithm of pyramidal classificatíon, clustering criterion,
indexed pyramid.
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