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Background and rationale 
 
With very large groups, individual assessment is becoming increasingly difficult. We are constantly 
aware of the cost of the time taken in traditional forms of assessment and the effect of marking fatigue 
on quality. The system described here is a ‘home-grown’ system to present summative multiple-choice 
question (MCQ) papers in an efficient, cost effective and simple way. The system directly replaces 
manually marked MCQ tests and because of its nature opens up new more sophisticated multimedia 
assessment formats. 
 
The system overview 
 
The MCQ harness has been created using standard Microsoft tools. Users access the test using Internet 
Explorer. Each question is simply an HTML page with up to seven statements that can be ticked. This 
allows everything from video to simple text only questions to be created using standard office tools like 
Word and Power Point.  
 
 
Fig 1. A question created directly from power point. Notice the slide navigation arrows that allow a 
series of good size images to be used as the answers/distracters 
 
 
A standard screen layout is used throughout the test. Response box order is pseudo random. 
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Fig 2. A second question created in Microsoft Word. The response section remains the same as Fig 1 
 
A local desktop database is used to store the correct answers and marking routines. An Internet enabled 
server (Microsoft NT4 IIS) serves up a random selection of questions from carefully organised banks 
and a web enabled database holds a reference to the location of the questions and stores the student 
responses. The two databases are linked so that marking and analysis of results is done in the office. 
 
 
Fig 3. Test system overview 
 
Security 
 
Probably the most difficult aspect of using the Internet for summative assessment is that of security. 
This has been solved by the use of a single test user account, the password of which is set on the day of 
the test by the test supervisor. No other user accounts are able to access the web pages. All computers 
in the lab that is to be used for the test are then logged in using the test user account which closes all 
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other applications on the computer leaving Internet Explorer open at the registration/information page 
for the test. Taking screen shots and text copies of the question are not possible.  
 
 
Fig 4. A typical opening page for the test user account displaying the test details and giving the student 
the opportunity to login to the test 
 
With this arrangement a 40 user lab can be reset for the next group of students in under 5 minutes. 
 
Marking 
 
The harness uses a multiple correct with negative marking scheme as standard. Tests are automatically 
marked, back in the staff room, through an access database giving complete control to the lecturer. 
Results can then be analysed and any apparently anomalous results checked. Resits can be made 
available at no extra set-up costs because question selection is from random banks. 
 
Question Number Bank 1 Bank 2 Bank 3… 
1 Qu1 version 1 Qu1 version 2 Qu1 version 3… 
2 Qu2 version 1 Qu2 version 2 Qu2 version 3… 
3 Qu3 version 1 Qu3 version 2 Qu3 version 3… 
…. ….. …. …. 
Fig 5. A pseudo random test selection—all students get one from each row 
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Student feedback 
 
One to one feedback can be given through the office database where a student’s response can be 
displayed along side the correct answers. This simple interface allows the question and both sets of 
answers to be displayed for discussion.  
Fig 6. Interactive investigation of student performance 
 
Conclusion 
 
Technical issues 
Online tests have been run with up to 40 simultaneous users using only a desktop computer as the main 
test server. It has been successfully used to run tests on three computing modules, one of which had 
over 160 students.  
 
An automated user has been created to simulate a student taking a test. This allows a complete systems 
check to take place from the lab, which is especially useful when a new test has been written or the 
network reconfigured. This was found to be necessary due to the nature of using the internet to run tests 
and the inability of any internet user to control the path taken by the data etc.  
 
Student results 
Some preliminary investigations have been carried out. It is quite clear that far more sophisticated 
techniques need to be applied to the results to get a better understanding of the performance on an 
individual test. Four tests have been analysed to give the following table of averaged responses: 
 
Candidates Average Total ticks Average Correct Average Incorrect SD (Correct-
incorrect/4) 
45 34 23 11 8.2 
33 29 19 10 5.8 
169 35 24 11 6.9 
164 33 20 13 7.1 
 
In the test with 45 candidates they were not told the total number of correct answers on the test. On the 
other tests they were given some guidance. This indicates that giving this information does not 
encourage the average student to make wild guesses. This countered a preconceived notion that it 
would. Possibly a worrying feature is that on average 1/3 of responses are incorrect. However the 
standard deviation indicates that the tests are discriminating between students.  
 
There is evidence that students find the negative marking scheme a problem. Some students will only 
answer questions they feel very certain of and often only select a single answer per question. Other 
students tick multiple answers whenever there is a possibility of multiple correct answers. This can lead 
to some interesting situations, when students carefully select 16 correct answers, maybe only getting 
one wrong they fail the test and students that select 50 answers but gets 50% correct pass.  
 
Which are the better students, students that think they know what they do not or students that know that 
they do not know? I think there is a common sense view echoed in the Times Higher May 4
th
 page 25 
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by Gareth Holsgrove, ‘If students do not trust their knowledge enough to answer, they do not 
functionally possess it’. 
 
Most resit students appreciate the almost immediate opportunity to resit the test, preferring this to 
waiting until September. Resit attempts invariably yield better results. This may be due to the remedial 
session held between attempts but could still be due to the familiarity with the test format. It is intended 
to remove the format factor by running a short formative test before the main test next year.  
 
Further development 
 
A school server is being set up to run tests, amongst other things. Other module leaders have expressed 
interest in using the system on their modules next semester. It is expected that two new modules will 
use the harness next year.  
 
Whilst all students are given an immediate opportunity to submit a written comment about the test very 
few do. This could be replaced by a final question or two asking their opinion on the test.  
 
Automatic student feedback on performance should be made available to students. Ideally this would 
indicate both areas of strength and weakness. 
 
Statistical analysis should be added to make sure that all of the questions are contributing to the result. 
At present only a count of the number of wrong responses to a question is given.  
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