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Abstract
This work is concerned with the analysis and numerical approximation of systems of 
differential equations which describe the transport of chemicals in groundwater flow.
These equations have the general form of conservation laws (representing the ground­
water transport) with source terms (representing the chemical reactions). In typical 
problems the reaction rates vary widely, and at least some will be on a much smaller 
time scale than that implied by the advection velocities. The result is the phenomenon 
of reduced (or retarded) speed whereby the transport of pollutants is much slower than 
the flow of the groundwater.
Contributions in the Thesis have been made in both analysis and numerics. Classical 
PDE techniques are applied to a simple reactive transport model which enables us to 
derive, from first principles, theoretical results establishing exponential decay of the so­
lution profile as it evolves in time. This result is used to obtain bounds on the reduced 
speed by integrating the conservation law over a given domain.
In the design of numerical methods we wish to take time-steps guided by this reduced 
speed. However, we show that the standard practice of using operator splitting meth­
ods with explicit time-stepping, to maintain stability, requires much smaller time-steps 
than might be expected from a knowledge of the retardation behaviour.
We apply a combination of the box scheme and trapezoidal scheme (box-trap scheme), 
both in one and two space dimensions, to both simple problems and more complex sys­
tems. The box scheme is the standard numerical method for river-flow modelling which 
also exhibits numerically the phenomenon of reduced speed. It is very compact and 
so easily accommodates rapid changes in the parameters tha t can arise. Moreover, the 
scheme is unconditionally stable which allows us to choose the most appropriate time- 
step to best represent the speed and accuracy of the solution. The box-trap scheme is 
shown to robustly handle the different speeds that can occur in larger systems.
The main disadvantage of the scheme is the presence of spurious oscillations in the nu­
merical solution. We show tha t these can be damped by introducing a time-weighting 
of the spatial derivatives and this does not noticeably affect the accuracy. A technique 
called the modified equation analysis is used to give considerable insight into both the 
numerical scheme and original model. The resulting expansions enable us to control 
and damp the oscillations. A new approach leads to the modified equation expansion 
of the oscillatory part of the solution which means we can predict the exact position of 
the oscillations.
We have also successively adapted the box scheme to numerically solve nonlinear con­
servation laws with shocks which has applications to coupled reactive transport models.
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1.1 Problem s and models
This Thesis is concerned with the analysis of models tha t describe the coupling of 
transport and chemistry in groundwater flow; tha t is, models representing how concen­
trations of chemical pollutants react whilst being transported through the groundwater. 
They can be carried far from their source and affect the surrounding environment. Ex­
amples of chemical interactions with transport arise in problems such as the migration 
of chemical contaminants that may threaten public groundwater supplies or the long 
term  isolation of radioactive waste. We assume tha t the chemical pollutants react 
in the water, both with each other and the rock; and so are adsorbed into the rock 
and then desorbed back into the water at a later time. This means tha t a complete 
reactive groundwater transport model must account for both of these processes. The 
general philosophy of multicomponent reactive modelling and an overview of the m ath­
ematical problem formulation and the nature of the chemical reactions is discussed in 
(Rubin 1983).
Systems of this type often exhibit retardation, i.e. the chemical reactions produce a 
transport speed which is slower than the advection speed itself. This occurs when 
the chemical reactions are fast compared with the advection rate. Then the chemi­
cal pollutant will not move at the advected speed, but at a reduced speed. This is 
well known in the literature for other applications as well as reactive transport. For 
example, (W hitham 1974, page 28) formulated the equations for exchange processes 
between a solid bed and a fluid flowing over it. Lower order waves are shown to move 
at a slower speed than the fluid flow. Similarly, this is confirmed in (Rhee, Aris &; 
Amundson 1986, page 160) by exactly solving a simple model describing the same pro­
cess. The phenomena of retardation is also mentioned in various papers from water 
resources journals including (Zysset, Stauffer k  Dracos 1994, pages 2222, 2224), (Herzer 
k  Kinzelback 1989, page 121) and (Yeh k  Gwo 1990, page 419). When numerically
1
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solving such systems by explicit time-stepping, it is preferable to take time-steps guided 
by this retarded speed rather than the advection speed. Many numerical methods will 
often require, to maintain stability, much smaller time-steps than might be expected 
from a knowledge of the retardation behaviour.
In situations where there are numerous chemical pollutants it is very likely tha t there 
will be varying retardation speeds in the system, as discussed in (Yeh & Gwo 1990, 
page 425), Some of the speeds will be close to the advection speed whilst others will 
be severely reduced. This can cause difficulties with the numerical method as it will 
not be clear how to choose the time-step for these systems; it may well lead to stability 
restrictions (as shown in the internal report (Budd, Carey, Graham &; Spence 1997, 
page 19)). We will propose a numerical method which is robust enough to handle these 
varying speeds and will be computationally accurate for both the largest and smallest 
speed tha t arises.
Another interesting feature of these models is the presence of diffusion. Since the mod­
els do not have explicit diffusive terms, this property is not generally obvious from the 
model equations. A short injection of chemical pollutants into the water at a particular 
point in space will be diffused and become more spread out as it moves through the 
water: it is this decay that we wish to observe at later points in space.
The phenomena described above make these systems interesting and challenging to 
study, both analytically and numerically. We will perform various analyses on simple 
models which describe coupling transport and chemistry to show these features.
These systems can be compared with flood waves in long rivers. Lighthill &; W hitham 
(1955) wrote an influential paper about the theory of a distinctive type of wave motion, 
which arises in any one-dimensional flow problem. This class of wave motions, known 
as kinematic waves, axe physically quite distinct from the classical wave motions en­
countered in dynamical systems, known as dynamic waves. Kinematic waves exist if, 
to a sufficient approximation, there is a functional relationship between the flow and 
the concentration. The wave property then follows directly from the resulting equation 
of continuity. In contrast, dynamic waves depend on Newton’s second law of motion, 
together with some assumption on the stress (e.g. for gravity waves the assumption 
relates a stress to a displacement). An im portant difference is tha t kinematic waves 
possess only one wave velocity at each point, and therefore the flow remains constant 
on each kinematic wave, whereas dynamic waves possess at least two wave velocities. 
Kinematic waves are not dispersive, but they suffer change of form due to nonlinearity. 
In Section 3 of the paper it is shown that, in the case of flood waves, it is possible for 
both kinematic and dynamic waves to occur together. However, dynamic waves have a 
much higher wave velocity and also a rapid decay. Hence, although some disturbance is
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sent downstream at the ordinary wave velocity for dynamic waves, at any considerable 
distance downstream this is negligible and so the main wave will be kinematic and 
moves at a much slower velocity. They then assume a dominant role.
This shows tha t flood waves have some of the same features as coupled transport and 
reaction systems. If we think of the movement of chemicals in the discussion above as 
being one dimensional then the coupled transport and reaction equations have three 
key terms: the time variation, the space variation (which together give the advection) 
and the local term  (which is the reaction in this case). For flood waves, the local term 
is the bed friction (i.e. the frictional force of the river bed). The balance between the 
bed friction and the spatial derivative dominates the system and also gives a different 
speed, also discussed in (W hitham 1974, page 82).
1.2 Num erical m ethods
A major task facing geochemists today is the demand for reliable modelling of ground­
water transport of chemical pollutants. One has to decide whether to formulate the 
chemical reactions kinetically or to assume a local equilibrium state. The most general 
description of the chemical process is a kinetic formulation in which the linear partial 
differential equations of transport are coupled with the nonlinear system of ordinary 
differential equations describing the kinetic development. In certain cases the chemical 
process can be modelled by assuming them to be in local chemical equilibrium; this 
leads to the equilibrium formulation where the linear partial differential equations of 
transport are coupled with the nonlinear system of algebraic equations describing a 
chemical equilibrium state. This assumption is only valid when the chemical reactions 
are so fast compared with the rate of transport tha t they appear to react at a fixed 
point in time.
For both these formulations there are two approaches to the numerical solution which 
are described in water resources journals, (Zysset et al. 1994), (Herzer Sz Kinzelback 
1989) amongst others. These are known as one-step methods (where the chemical and 
transport processes are solved simultaneously), and two-step methods (where the pro­
cesses are separated). This allows the reactions to be decoupled from the transport 
equations so tha t an operator splitting technique can be applied. In the literature re­
view in Section 4 we will explain these procedures in more detail.
Although flood waves have some of the same characteristics as reactive transport mod­
els, different approaches are commonly used to solve these two processes numerically. 
Firstly, reactive transport models concentrate on the chemical reaction and tend to 
assume tha t the reactions satisfy local equilibrium conditions (and so the chemistry is 
conserved). This is because a large amount of data exists about equilibrium parameters
C h a p t e r  1 . I n t r o d u c t i o n 4
in the chemical literature; also, the resulting algebraic equation system is faster and 
easier to solve. In contrast, the reactive transport through the rock is very complicated 
and so it is not easy to predict how the chemicals are adsorbed and then desorbed 
back into the water. There is a well known methodology in equilibrium chemistry and 
good methods exist for approximating this process numerically. As noted in (Friedly 
k  Rubin 1992, page 1935), coupling geochemistry equilibrium models with transport 
models is still relatively new. Hence researchers in the field wish to use the existing al­
gorithms and combine them with a transport step to cover the whole process. Secondly, 
for flood waves, more information is known about the flow of water in a channel than 
the bed friction (which is analogous to the reaction term). Hence numerical methods 
to approximate these problems concentrate on conserving the water.
In this Thesis we follow the technique used in the study of river modelling and assume 
the amount of concentration of chemical pollutants in the water and rock are conserved; 
we do not want to be restricted to assuming chemical equilibrium. We consider an im­
plicit finite difference scheme called the Preissman four-point scheme, otherwise known 
as the box scheme (Cunge k  Holly Jr 1980, page 65). It is based on integral relation­
ships and we will show this explicitly by deriving the scheme in Chapter 3. This is the 
chosen method for hydraulics engineers in the study of river modelling (Abbott 1979, 
page 188) where the flood wave flows at a slower speed than the fluid velocity. An 
example of this is the St. Venant equations (Cunge & Holly Jr 1980, page 8 ) which are 
generally regarded as providing a valid model for the study of one dimensional channel 
flows. The scheme is second order accurate in space and time and its compactness 
easily accommodates rapid changes in the parameters. Its unconditional stability al­
lows the use of comparatively large time-steps which will enable us to choose the most 
appropriate to best represent the speed of the solution. The disadvantage of the box 
scheme is the spurious modes which can become very prominent for coupled systems.
Preissmann developed the box scheme to deal with unsteady flow in open channels in 
1961 (as discussed in (Cunge k  Holly Jr 1980, page 6 6 )). We will apply this method 
to reactive transport models, both for simple model problems and larger systems with 
several chemical pollutants. We will show tha t the box scheme can handle the varying 
retardation speeds tha t can arise whilst remaining computationally accurate. A simple 
explicit finite difference scheme will be considered as a comparison and we will see that 
the stability restriction becomes severe (and so requiring very small time-steps) when 
the retardation speed is much less than the advection speed.
However, the box scheme contains a spurious solution which causes non-physical os­
cillations in the numerical approximation (and is typical of second and higher order 
methods). For the linear advection equation this persists for all time with no damping 
(because there is no damping of the modes). These oscillations are worse than, say
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those in the Lax-Wendroff scheme, but can be avoided by using a time-weighting of the 
spatial differences. In fact, the Preissmann four-point scheme described in (Cunge &; 
Holly Jr 1980, page 65) already has this parameter included; its use is standard practice 
by hydraulics engineers. The effects of using a weighting param eter will be examined 
in Chapter 3. Our task is to use the weighting to reduce these oscillatory modes and 
formulate a discrete system of equations which can be applied to many models.
We also have to be careful that we try  to avoid numerical diffusion wherever possible. 
(Cunge &; Holly Jr 1980, page 325) suggest the following measures to choose A x  and 
A t  which will minimise the effect of the artificial diffusion:
1. use A x  as small as possible within the time and cost limits of the study;
2 . use A t  as large as possible without losing resolution in the description of the 
dispersion process;
3. choose A t  and A x  such tha t A x  & V A t / n ,  where V  is the advection speed and 
n  is a positive integer. So, if there is little retardation in the model, n  would be 
one and this would increase as the difference between the retardation speed and 
advection speed becomes larger.
Jennings, Kirkner & Theis (1982, page 1089) state tha t many engineers working in this 
field would like the interaction chemistry to be posed independently of the transport 
equations. Even though the box scheme does not follow this approach, the discretised 
equations can be formulated in a similar way and introduce a minimum modification 
of the equilibrium solver. Then the numerical code in existence for this solver could 
easily be adapted to solve the box scheme applied to the full system (i.e with the 
kinetic formulation for the chemical process). Hence, instead of solving the equilibrium 
formulation using an existing two-step method, we would solve the kinetic formulation 
using an unconditionally stable one-step method (i.e. the box scheme); and we know 
the latter will give much more accurate results (Mitchell, Morton & Spence 2003a).
1.3 Derivation of simple models
Suppose a single chemical pollutant is transported by the groundwater through a rock. 
In a simple model of transport considered here, we neglect the dispersive effects of heat 
conduction, diffusion or viscosity and only consider convective transport. At a certain 
time level the pollutant is adsorbed into the rock and at a later time is desorbed from 
the rock back into the water. Let a denote the concentration of the chemical pollutant 
in the water, b the concentration of the chemical pollutant in the rock and A  the cross- 
sectional area of the rock. If x  is the direction of flow and V  is its velocity then we
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have a simple mass balance over a volume A A x
(VaA)X}t -  (VaA)x+Ax,t = AA:r j [a +  &] , x  < x < x  + A x
where the left hand side is the rate of flow of species into the infinitesimal volume A A x  
minus the rate of outflow, and the right hand side is the rate of accumulation of solute 
into the volume A A x .
Assuming V  and A  are constant and taking the limit as A x  —> 0 , we obtain
da da db , .
vTx + m + m=°' < L 1 >
or, in alternative notation
at +  bt +  V  ax =  0. (1-2)
This is our basic conservation equation. It involves no assumption about the mechanism 
of adsorption and so, assuming there is a finite transfer of solute from the water to the 
adsorbent, we must couple this with a reaction equation (often determined empirically) 
which describes the relationship between b and a. In general terms we write
b t =  - / ( a , 6 ), (1.3)
with the following assumptions made on / :
2 ^  % > -» ■  " ■ «
where A and p  are strictly positive constants. Hence our basic model describing a 
single chemical pollutant travelling through the groundwater (and being adsorbed and
desorbed from a rock to the water) is given by (1.2) and (1.4). This can be written as
at + V ax = f (a ,  b) (1.5)
bt =  - / ( a ,  6 ). (1 .6 )
From now on (1.5) will be known as the Transport equation and (1.6) as the Reaction 
equation.
Guenther k. Lee (1988, pages 210-212) discuss different ways of describing the reaction 
term. The simplest situation occurs when the concentration b of chemicals adsorbed 
in the rock is proportional to the solute concentration a. Then the equation (1.6) is 
no longer needed, but instead we have b =  cm, for some constant a  > 0. Inserting this
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into (1 .2 ) gives the conservation equation
V
at +  r — —ax = 0 , (1.7)
1 +  a
which immediately shows the retardation in the system since V /(l +  a) < V.
We now tu rn  to a more realistic assumption: suppose there is a constant maximum 
concentration 6 at which the rock becomes saturated and that the adsorption rate is 
proportional to the difference 6 — 6 . Then (1.6) can be written specifically as
bt = a ( b - b ) ,  ( 1.8)
again for some constant a > 0. If initially there is no chemical present in the rock, 
6 (a;,0 ) =  0 , and we can integrate (1 .8 ) to give
b(x,t) =  6(1 — e~at). (1.9)
Substituting this expression for 6 into (1.2) yields
at +  V a x +  a 6e_Qt =  0. (1.10)
Of course, the parameter a  in (1.8) will in practice depend on the concentration a. The
simplest assumption taking this dependence into account leads to the reaction equation
bt = 0 a ( b - b ) ,  ( 1 .11)
where 0  > 0 is constant. The reaction term  in (1.11) is nonlinear and so less amenable 
to analysis.
We now describe three models which will be the basis of our study.
1 .3 .1  T h e  L inear M o d e l
The right hand side of (1.11) can be linearised to obtain a model which we can use 
to perform some analysis (i.e. 0a(b — 6 ) »  (5ba — paob). The adsorption rate should 
increase as the concentration a increases; tha t is, bt should be an increasing function of 
a. Similarly, as more and more chemical is adsorbed, the ability of the solid to adsorb 
the chemical will decrease (these are precisely the conditions given in (1.4)). So, bt will 
be a decreasing function of 6 . The simplest model with these characteristics is a linear 
reaction term
bt =  \ a  — fib, ( 1-12)
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where A is the proportion of chemical pollutants adsorbed from the water to the rock 
and p  is the proportion of chemical pollutants desorbed into the water from the rock
(with A, p > 0). Hence the right hand side is the finite rate of transfer of the solute
from the groundwater to the adsorbent (i.e. the rock). Physically, it is obvious that 
we require A >  p, and often we have that A »  p  1: the rock will more easily be 
able to  adsorb a chemical pollutant than to desorb it back into the water. If this is the 
case and V  = 0(1) then we say tha t the reaction term  is stiff. Let us rewrite (1 .2 ) and 
(1 .1 2 ) in the following form:
at + Vax = — \ a  + pb (1-13)
bt =  A a — (ib. (1-14)
We call (1.13) and (1.14) the Linear Model. Using the terminology from (1.3), / ( a ,  b) = 
—Aa + fib and so the conditions from (1.4) axe satisfied. Note tha t this model is physi­
cally realistic only for very dilute solutions. Also, the effects of changes in tem perature 
axe ignored.
1 .3 .2  T h e  L an gm u ir M o d e l
Another form the rate of adsorption might assume is
bt = Aa(B -  b) -  pb. (1.15)
Here A and p  are still the same rate constants described above and B  is the saturated 
concentration of b in the rock. Thus the rate of which a is adsorbed into the rock slows 
as 6 increases. This is more realistic in chromatography when saturation occurs. Hence 
f (a ,b)  =  —Aa(B — b) 4 - pb and so the conditions from (1.4) axe satisfied provided B  
and b are scaled appropriately so tha t B  — b <  1 (and provided we assume a >  0).
Under equilibrium conditions this rate law corresponds to what is known as the Lang­
muir Isotherm (Rhee et al. 1986, page 35), i.e.
b = B , , K = ~ .  (1.16)
1 +  K a  K ’
Hence we refer to (1.15), coupled with (1 .2 ), as the Langmuir Model.
1 .3 .3  T h e  F lu sh in g -th ro u g h  M o d e l
A recent area of research considered by AEA Technology Harwell (now SERCO As­
surance) has been to study the evolution of the chemical environment in and axound 
a nuclear waste repository. During groundwater transport, reactive solutes are subject 
to  a variety of hydro-physical and chemical processes. These hydro-physical processes
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include advection and diffusion and the chemical processes are time dependent. Com­
bining the systems leads to a system of six partial differential equations with quadratic
nonlinearities which is described in Chapter 5.
A particular case of interest is when one or more species are flushed through the sys­
tem; and so there is not much retardation present in the system. This means the 
six equation model can be reduced to a three equation model which has two chemical 
pollutants in the water, a and c. The concentration a will be adsorbed into the rock 
(and so creating b) whilst the concentration c will simply be carried along through the 
water, only reacting with a. We think of this as “c being flushed through the system” 
and call the resulting equations the Flushing-through Model. This is given by
at + V ax = —\ a  + fib — 7 a 2 +  6c (1-17)
bt =  A a — fib (1-18)
ct + Vcx — 7 a2 — tfc, (1-19)
where 7  and 8 are reaction constants. Concentrations a and c could travel at different 
speeds through the groundwater for various values of the parameters A, /i, 7  and 8. We 
will investigate how the box scheme copes with this phenomenon in Chapter 5.
1.3.4 The general problem
The above three model problems can be formulated in a more general way. Suppose u i 
and U2 are state vectors of dimension p 1 and P2 respectively and let d be the number 
of spatial dimensions in the system. Then the general form which describes chemically 
reacting flow is given by
(u i)t +  V -^ (u i)  =  S i( u i ,u 2) (1.20)
(u2)f =  S2(u i,u 2), (1.21)
where u i(x , t) : Rd x R+ —>• RP1, u 2 (x, t) : Rd x R+ —>• RP2, the fluxes T  represent 
the groundwater transport and the terms S i and S 2 represent the chemical reactions. 
In this Thesis we will mainly discuss the three model problems in which, for both the
Linear and Langmuir Models, u i  =  a and u 2 =  6 ; and for the Flushing-through Model
u i  =  [a, c]T and again u 2 =  b. However, our methods (both analytical and numerical) 
will be applicable for the general model (1 .2 0 ) and (1 .2 1 ).
1.4 Literature review
The general problem (1.20) and (1.21) is an example of a hyperbolic system of conser­
vation laws with relaxation. The majority of work in the numerical analysis literature
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on this axea uses operator splitting methods. We will discuss the relevant literature 
from the water resources journals and numerical analysis journals separately.
From reading the water resources journals it is clear tha t there are two main issues: 
the first is whether to formulate the chemical reactions kinetically or to assume a lo­
cal equilibrium state. The majority of the literature assumes the latter but this is 
not always a good idea since, as (Friedly Sz Rubin 1992, page 1935) state, “there is 
a growing amount of experimental evidence suggesting tha t equilibrium is not always 
attained in subsurface transport. Kinetic rates of both chemical reactions and physical 
diffusion processes can be im portant” . However, despite this, there is still little dis­
cussion of systems with kinetically controlled reactions, although (Molz, Widdowson 
& Benefield 1986), (Zysset et al. 1994) and (Wheeler &; Dawson 1988) have done work 
on both formulations. The second issue is whether to use one or two-step solution 
methods. Herzer h  Kinzelback (1989) give an overview of both solution methods if the 
system is assumed to be in chemical equilibrium. The task then consists of solving a 
combined system of PDEs and algebraic equations (AEs). In the one-step approach the 
sets of PDEs and AEs are solved simultaneously. This is mathematically more rigorous 
but the disadvantage is that there maybe high computational cost in evaluating the 
operational equations. It is far more common to use a two-step method.
In the two-step approach each time-step is split into a transport step involving the 
PDEs for the mass transport, and a reaction step which solves the set of AEs for the 
equilibrium chemistry. This can be done in several ways; Herzer & Kinzelback (1989) 
mention two possible schemes:
1 . the chemical reaction rates axe estimated from the initial concentrations of each 
time level (the reaction step). These are then inserted into the source terms of 
the transport equation;
2 . the transport equations are solved setting the source terms to zero first (a pure 
transport step). This results in intermediate concentrations and the reaction 
rates and final concentrations are then computed (reaction step).
In all two-step methods an error is introduced from the decoupling of the transport 
and chemical equations. This can be reduced by iteration between the two steps. If 
the above examples are used without iteration then the second is preferable as it re­
quires no additional stability conditions. If both these examples are iterated then they 
actually coincide and represent a predictor-corrector scheme for reactive multicompo­
nent transport. A disadvantage of this approach is tha t the iterative procedure is not 
unconditionally stable due to the explicit nature of the two-step approach.
However, there are some advantages of two-step methods which show why it is a pop­
ular way to approximate reactive transport systems. It is highly flexible in switching
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from one chemical system to another by simply replacing appropriate chemical reac­
tion subroutines. Also, the concept can be applied to the kinetic approach. Herzer & 
Kinzelback (1989) concentrate on the second example described above and conclude 
that it is a powerful method but tha t the stability and rate of convergence is not uncon­
ditional. They depend on the chosen numerical approximation of the transport process 
and the size of the explicitly introduced source term. Hence, if the source terms are 
large the stability restriction will be severe and require very small time-steps.
Barry, Miller, Culligan & Bajracharya (1997) and Jennings et al. (1982) also outline 
the advantages of using splitting methods. Barry et al. (1997) states tha t coupled so­
lute transport and reaction models are computationally demanding when multispecies, 
multidimensional simulations are considered. They suggest tha t split operator meth­
ods provide approximate solutions to the reactive solute transport problem tha t are 
both relatively efficient to compute and to construct. Jennings et al. (1982) claim that 
separating the two sets of equations has been used with some success and offers some 
attractive advantages. There are comprehensive computer codes in operation which are 
especially effective for solution equilibrium computations when the number of compo­
nents is large. However, although they are very powerful, there are some disadvantages 
in their use. The routines can easily be non-convergent and, since the existing packages 
are very general, they are also very large which can slow down the computations.
In (Barry, Bajracharya &: Miller 1996) a two-step split operator method is considered. 
The resulting error is proportional to A t  and so very small time-steps are required to 
ensure accurate solutions. Consequently, the authors also describe a method which en­
ables accurate solutions to be calculated more efficiently but maintains the separation 
of the transport and reaction steps. This method uses LU  factorisation and so is lim­
ited to transport problems where this can be applied. Barry et al. (1997) also extend 
their work to multispecies groundwater chemical transport models. Here the standard 
two-step method is considered, along with an alternating split operator scheme. The 
order of operations is switched at succeeding time-steps which removes the splitting 
error for linear reactions, but not in nonlinear cases.
In (Zysset et al. 1994), where both the kinetic and equilibrium formulations are consid­
ered, the work uses a sequential two-step method for the former case and an iterative 
two-step method for the latter. Comparisons are also made between sequential and it­
erative two-step methods in (Walter, Frind, Blowes, Ptacek &; Molson 1994a), although 
attention is restricted to the equilibrium formulation. The authors suggest tha t the 
most efficient approach is to use a sequential two-step method, without iteration be­
tween the physical and chemical processes, which limits the extent of the equation 
nonlinearity in the chemistry step.
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Hence, in the study of coupled reactive transport models the main approaches to solving 
these systems numerically has been to use two-step splitting methods and to imme­
diately assume tha t the reactions are in equilibrium. However, we follow a different 
approach because we do not wish to be restricted to assuming an equilibrium state or 
using very small time-steps to ensure the stability conditions are satisfied.
We now discuss the literature in numerical analysis journals for the numerical solu­
tion of hyperbolic systems of conservation laws with relaxation. They can be used to 
describe many physical problems, for example flood waves in long rivers. There are 
other well known examples including viscoelasticity (the memory effects are modelled 
as relaxation), magnetohydroynamics and traffic flow.
A system of hyperbolic conservation laws with relaxation consists of one or more con­
servation laws coupled with one or more rate equations (Pember 1993a, page 1294). 
Each rate equation governs the time evolution of a nonconserved quantity. A rate 
equation has an associated timescale called a relaxation time, which determines how 
quickly the nonconserved quantity approaches its equilibrium state. The limit of the 
system as the relaxation times vanish is a smaller system in which the rate equations 
are replaced by functions expressing the equilibrium value of the nonconserved quan­
tity as a function of the conserved quantities. We assume the smaller system is also 
hyperbolic. In such systems the relaxation time may vary from order one to much 
less than unity. A system of conservation laws with relaxation is called stiff when at 
least one of its relaxation times is small compared to the timescale determined by the 
characteristic speeds of the system. These varying time scales can lead to numerical 
difficulties similar to stiff systems of ODEs. As (Pember 1993a) asks “can we obtain 
an accurate numerical solution of a stiff, hyperbolic system of conservation laws with 
relaxation using time and space increments governed solely by the non-stiff part of the 
system, i.e., without fully resolving the effect of the stiff source terms?”
As described in (Caflisch, Jin & Russo 1997, page 247), earlier work in this field concen­
trates on developing robust numerical schemes tha t handle the stiffness of the problem 
effectively and avoid spurious numerical solutions (which occur when the grid spacing 
under-resolves the small relaxation time). By “spurious solution” we mean a nonphysi­
cal numerical solution tha t bears no resemblance to the actual solution but satisfies the 
discrete equations (Pember 1993 a, page 1294). However, these earlier schemes often 
did not have high-order accuracy uniformly with respect to the wide range of relaxation 
times.
Caflisch et al. (1997) have developed a class of numerical methods using implicit finite 
difference equations with uniform accuracy. A splitting scheme is used for the advection 
and reaction steps. High order flux in the convection step gives high spatial accuracy.
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A second-order time discretisation can then be obtained either by using Richardson 
extrapolation or by a suitable combination of relaxation and convection steps. Cecchi, 
Redivo-Zaglia &; Russo (1996) seek to develop a robust numerical scheme tha t will 
work uniformly for a wide range of relaxation rates. The authors extend this idea in 
(Caflisch et al. 1997) and improve the order of convergence of the time discretisation 
of these splitting schemes.
Colella, M ajda & Roytburd (1986) and Pember (19936) give accurate algorithms for 
gas dynamics which used a splitting technique, i.e. integration of the gasdynamic terms 
first and then integration of the appropriate ODE for the source term  in an interme­
diate step. This decoupling can be done in an optimal way using Strang-type splitting 
(Strang 1968). Unfortunately, even this technique still introduces numerical errors and, 
in reality, the transport and chemistry are strongly coupled and cannot be separated. 
However, Strang splitting is second order accurate and so, at least for smooth solutions, 
LeVeque Sz Yee (1990) suggest tha t the interaction of different effects can be modelled 
adequately by a split method. There are advantages to splitting since high quality 
numerical methods have been developed both for systems of conservation laws and for 
stiff systems of ODEs and so these methods can be used directly.
Botchorishvili, Perthame &: Vasseur (2003) consider equilibrium schemes for scalar con­
servation laws with stiff source terms. They compare this with finite volume schemes, 
which are well known to give unsatisfactory results because of the lack of accuracy on 
the equilibrium states. Source terms should be taken into account in the upwinding and 
discretised at the nodes of the grid. Numerically, equilibrium schemes involve solving 
the conservation law with no source term  using an upwind finite volume scheme. This 
incorporates the discrete equilibrium states which are defined according to steady state 
equations (involving the source terms). Numerical tests in (Botchorishvili et al. 2003) 
show tha t this splitting scheme is far more accurate than the usual upwind method.
However, LeVeque & Yee (1990) show why splitting methods can be inadequate when 
applied to hyperbolic conservation laws with stiff source terms for discontinuous data. 
A scalar problem with three equilibrium states is considered and stable results are ob­
tained which are free of oscillations but move at the wrong speed. It is claimed that 
this is purely due to the numerical method. The problem lies with the smearing of 
the discontinuity caused by the advection; this introduces intermediate states which 
are not in equilibrium. As soon as the non-equilibrium value appears, the source term  
turns on and immediately restores equilibrium. In the non-stiff case the results are 
reasonable; however, in the stiff case reducing the time-step is not enough to overcome 
this problem. The spatial resolution is as im portant as the temporal resolution and so 
it is necessary to consider alternatives to uniform finite difference methods. Although 
we will always assume that our source term  has only one equilibrium state, LeVeque &
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Yee (1990) show tha t their splitting methods are only really adequate in non-stiff cases 
(without refinement of the overall grid which can be expensive).
Unsplit numerical methods have been developed which should also be mentioned. Ex­
tensive work has been done in (Pember 19936), (Papalexandris, Leonard &: Dimotakis 
1997) and (Jin & Levermore 1996) which use a variety of techniques including Roe’s 
approximate Riemann solver and higher-order Godunov methods. These methods are 
very effective but axe restrictive as they assume all the relaxation times are small. We 
wish to develop a method which works for a large range of these times (and thus for 
a system with varying speeds). Split numerical methods are better at dealing with 
this wide range of relaxation times but accuracy is lost and can give the wrong speed. 
Hence we take a different approach and consider the box scheme.
1.5 Outline of Thesis
We now give the outline of this Thesis and state which results are new in the field.
Chapter 2 focuses on the Linear Model and related models and some interesting ana­
lytical results are proved. We consider the limiting behaviour of such systems with stiff 
relaxation and use a time-asymptotic expansion to study the process of relaxation to its 
equilibrium states. A simplified system is derived which shows the reduced speed and 
we can see explicitly the presence of diffusion which is not immediately obvious from 
the original formulation. This is a well known technique in the study of hyperbolic con­
servation laws with relaxation (Liu 1987). We also apply the methods from (Lighthill 
Sz W hitham  1955), which considers flood movement in long rivers, to prove tha t the 
wave decays exponentially. An approximate form of the solution for large time can 
then be found and the retarded speed again deduced. Lastly in this Chapter we look 
at conservation properties of the general two equation model with nonlinear / ( a ,  6 ). It 
can be written as a second order equation in one variable and then well known tech­
niques from the theory of linear second order PDEs (Garabedian 1964, pages 127-135) 
are used to obtain a solution in terms of definite integrals on a given domain. This 
leads to new results showing how the solution behaves at infinity and we can prove that 
the concentration of chemical pollutants will move at a slower speed than the speed of 
advection for a general nonlinear reaction term.
Chapter 3 is concerned with an analysis of the box scheme applied to linear problems. 
We begin by studying how the box scheme approximates a simple conservation law 
and discuss the spurious oscillatory solution that arises in the numerical solution for 
non-smooth data. A combination of the box scheme and the trapezoidal rule is then 
applied to the Linear Model. By using a time-weighting for the spatial differences we 
show tha t these oscillations can be avoided. A modified equation analysis (Warming
C h a p t e r  1 . I n t r o d u c t i o n 15
& Hyett 1974) gives us a greater understanding of these oscillations and leads to an 
expansion which matches the simplified system found using the asymptotic analysis. 
This is a new approach and we are able to use this expansion to give previously unseen 
results; in particular it can guide us to the best choice of the CFL number to reduce 
the oscillations and it can predict their exact position.
In Chapter 4 we apply the box scheme to nonlinear conservation laws with shocks. The 
box scheme is inadequate for computing discontinuous solutions of nonlinear conserva­
tion laws and is worse than other second order schemes, for example the Lax-Wendroff 
scheme. We derive the box scheme as a Petrov-Galerkin method using a piecewise 
constant test space and a piecewise linear trial space. W ith this viewpoint in mind 
we develop an algorithm which uses a different trial space across the cell containing 
the shock. This essentially post-processes the numerical solution to eliminate the os­
cillations before moving to the next time-step. When this correction is applied to the 
(inviscid) Burgers equation the oscillations are almost entirely eliminated. The box 
scheme has not been used in the past to solve nonlinear conservation laws in the pres­
ence of shocks but with this correction it is very effective. We will apply this to the 
Langmuir Model which, although does not have a shock profile, can develop a very 
steep front that causes oscillations in the box scheme.
In Chapter 5 we apply the mathematical and numerical analysis from Chapters 2 and 
3 to the Flushing-through Model. We show tha t the box scheme is very robust in 
handling the different retardation speeds that can arise. A modified equation analysis 
is used to  make predictions about how the different chemical pollutants behave. It is 
able to predict that the concentrations a and c can travel at different speeds for certain 
param eter values. The asymptotic analysis carried out to obtain a simpler system, also 
derived for the Linear Model in Chapter 2, again highlights the presence of diffusion 
but is shown to be very restrictive unless all the reactions are stiff. This leads us to 
conclude tha t for larger systems with varying speeds, an asymptotic expansion of the 
solution gives a poor approximation and so a numerical method must be used.
Finally, in Chapter 6  the box scheme is applied to model problems in 2D. Since only 
non-constant velocity fields are realistic we have extra complications in the numeri­
cal method. For non-smooth data the solution has more severe oscillations than for 
problems with constant coefficients. Guided by an understanding of ID problems with 
variable speeds, we use a modified equation analysis to choose the spatial step for the 
numerical method (dependent on the time-step and the variable coefficient). This is a 
new technique and greatly reduces the oscillations. We also predict the best parameter 
to take for the time-weighting parameter (dependent on the time-step) which decreases 
them  further. This can give a large improvement over the application of the box scheme 
with a constant spatial step which we will illustrate with numerical results.
Chapter 2
The Linear M odel problem and 
extensions
The aim of this Chapter is to analyse the basic Linear Model and related models which 
describe the transport of chemical pollutants in groundwater flow. We use as an ex­
ample the chromatography of a single solute: chromatography is a process by which a 
separation of chemical pollutants is obtained by selective adsorption on a solid medium 
(which we assume to be a rock). However, some of the techniques described can be 
readily applied to a more general problem, and so we present these techniques in a 
wider context.
We start with a statement of the problem and describe the standard initial and bound­
ary conditions that will be used throughout the Thesis. Then, crude upper and lower 
bounds of the solution will be derived. In Section 2.2 we write down the exact solution 
of the Linear Model which is found using Laplace transforms; and has been derived 
in great detail in (Rhee et al. 1986). This gives us a means by which we can test the 
accuracy of the numerical solution described in Chapter 3 and, provided the parame­
ters A and fi are assumed large, we can approximate the exact solution to depict how 
the model behaves in practical situations. We deduce that, in this special case, the 
chemical pollutant moves at a slower speed (which we refer to as the reduced speed) 
than the advected speed. This is an im portant feature of these types of systems and 
will be seen throughout the Thesis.
Eventually we will be considering systems with various chemical pollutants and so it is 
likely tha t the parameters in the reaction terms will not be of similar orders of magni­
tude. This means we need to understand how the solution behaves in the Linear Model 
for a large range of A and fi. In Section 2.3 we describe how the solution propagates 
for both large and small A and fi and discuss the different phenomena for each. We 
then show how chemical engineers would obtain a simplified system by assuming tha t
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the concentrations are in equilibrium (i.e. tha t the chemical reaction rates are fast 
compared with the rates of transport and so very quickly tend to a constant state). 
This is described in Section 2.4 and is referred to as the Equilibrium model; it gives 
the reduced speed tha t we found by approximating the Laplace transform solution. 
In Section 2.5 we go on to describe a method (using asymptotic analysis) which de­
rives the Equilibrium model for general hyperbolic systems with relaxation where the 
source terms quickly tend to their equilibrium values. For the Linear Model this is 
equivalent to saying tha t A and fj, are large. A correction to the Equilibrium model 
can then be found for this system which we apply to the Linear Model. We call this 
the Improved-equilibrium model and it shows how diffusion is an im portant feature 
which is not obvious from the original formulation. We observe tha t this correction 
can approximate the solution very accurately in certain situations.
Lighthill h  W hitham (1955) considered a linearised model to describe flood movement 
in long rivers and looked at the solution in transformed variables. This is obtained 
by applying a Heaviside transformation (very similar to a Laplace transformation) and 
they are able to show tha t the dynamic wave-front decays exponentially. Then an ap­
proximate form of the solution for large time was found. Lighthill Sz W hitham ’s (1955) 
model is a special case of the Linear Model so we cannot use the results directly; but, 
in Section 2.6, the same procedure is applied to the Linear Model to deduce similar 
behaviour. We again observe from this analysis tha t the maximum part of the solution 
wave travels downstream at the reduced speed tha t we have discussed above.
In these first few Sections we observe some interesting phenomena for large A and fi. 
The exact solution found by Laplace transforms is valid for all values of these param ­
eters but we can only make any observations about how the solution progresses over 
time by assuming they are large. The asymptotic analysis in Section 5 also requires 
this assumption. As stated above we would like to be able to make observations about 
the behaviour of these types of models for a large range of values of the parameters 
involved. We aim to prove that bounds exist on the speed of propagation for a general 
two equation model assuming certain lower bounds exist on the partial derivatives of 
the reaction term. In order to do this we must use the fact tha t the concentration a 
decays exponentially and so Section 2.7 concentrates on proving this result. Finally, 
in Section 2.8 the model is integrated over a given domain to obtain an expression 
relating the integrals on the boundaries. If the domain is extended to infinity we can 
use the result from Section 2.7 to prove tha t the concentration of chemical pollutants 
will move at a slower speed than the speed of advection for a general reaction term.
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2.1 Problem  statem ent and solution bounds
In this Chapter we consider the Linear Model
at + Vax = — Xa + fib (2.1)
bt = Xa — fib, (2.2)
where A >  fi > 0 are constants. The standard initial and boundary conditions tha t we 
will use throughout this Thesis (unless otherwise stated) are
a(x, 0) =  b(x, 0) =  0, x > 0, (2.3)
a(Q,t)=g( t) ,  t >  0. (2.4)
Note tha t only a needs to be prescribed on the x = 0 axis because (2.2) has no x- 
derivative for b and so can be integrated along x  = 0 using (2.4). These initial and 
boundary conditions are typical of these problems: some chemical pollutant is placed 
at a point in space and we wish to observe how it spreads out over time at later points 
in space. From (2.3) it follows that
ax( x , 0 ) = 0 ,  (2.5)
and so we can use this and (2.3) in the model (2.1) and (2.2) to deduce that
a*(:r,0 ) = 0 , 6 t (:r,0 ) = 0 . (2 .6 )
The character of the solution can be seen by integrating (2.1) and (2.2) along the two 
characteristics, x  = k\  and x  — V t  + k,2 where k\ and &2 are arbitrary constants. Along 
these lines there are two ordinary differential equations to solve and we can express a 
in terms of b and vice versa. Hence
b(x,t) = X (  a ( x , r ) e ~ ^ t~r^dr, (2.7)
Jo
and
a(x, t) = g (t — y )  e ~ ^  + fi f  b(x — V ( t  — s), s)e~x^~ 3^ ds. (2.8)
Jt-fr
In (2.7) we have exploited the fact tha t (2.2) only uses one independent variable t and 
so b can be written as an integral of a. We can immediately see from (2.7) tha t, if 
a > 0, it follows that 6 >  0. We now examine these integral expressions in more detail 
to obtain positivity results and upper bounds for both a and b. Suppose we set
ne-n(t~r)
P(r, i )  =  1 _ e. la  » (2-9)
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and so
f p(r, £)dr =  l, V t. (2-10)
Jo
Then we can rewrite (2.7) as
A
b(x, t) = — ( l — e~^)  / a(x, r)p(r, t) dr. (2 .1 1 )
A4 Jo
Using (2.10) we can deduce the following:
— ( l  — e-/if) min a(x, r) < b(x,t) < — ( l — e~flt) max a(x,r).  (2 .1 2 )
/ i  v ' 0 <r<t  ~  p y ’ 0 <r<t
Let us now consider (2.8). We can eliminate b in the integral term by substituting the
solution of b from (2.7). So
a(x, t) = g (t — y )  e ~ ^  + p A [  e~x^~s  ^ [  a(x — V(t  — s ) , r ) e~ ^ s~v^drds.  (2.13)
J t - f ?  Jo
Suppose we now set
a(x,t) =  /  a(x, r)p(r, t) dr, (2-14)
Jo
where p(-) is defined by (2.9). Then from (2.11) we have






«(M ) =  w w ’ ( 2 ' 1 6 )
p(x) = e -& ,  (2.17)
t
q(s, t) ds = 1, V t.
t—*.1 v
Then (2.13) becomes
a(x, t) = g (t -  f )  p(x) +  [1 -  p(x)\ [  a ( x - V ( t - s ) , s ) ( l - e ~ tls)q (s ,t)d s. (2.18)
Jt~§r
Equations (2.15) and (2.18) are the basis for our bounds on a and b:
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1. If g (t — y )  > 0 for 0 <  t < T  then
a(x, t)  >  0, b(x,t) > 0  V (x,t).  (2-19)
The reason for this is as follows: since t — y x  < s < t we have t — s > 0 and 
so x  — V( t  — s) < x. Thus the expression in the integral in (2.18) is positive as 
a(x — V(t  — s), s) occurs at a point in space which is upwind. If s = t — y x  then 
x  — V (t  — s) =  0 which is on the x  =  0 boundary where we know a is positive.
2. If g (t — y )  < A  for 0 <  t < T  then V (x, t) we have
a(x , t ) <  A  (2.20)
b(x,t) < i ( l  - e - * ) A ,  (2.21)
which come from (2.18) and (2 .1 1 ) respectively.
2.2 The exact Laplace Transform solution
The exact solution of (2.1) and (2.2) with conditions (2.3) and (2.4) can be found using 
Laplace transforms. The details of this transformation are rather technical and so we 
refer the reader to (Rhee et al. 1986, pages 145-159). The general solution is given by
a(x ,t)  =  ( 0’ %   (2 .2 2 )
I  ------------ -----------------
if t < f
f )  e~V- + i i $ r v g { t - f - s )  e - V i “ G(s) ds, if t > f ,
where
G («) =  \ J j f . h  - (2-23)
and I\(')  is the modified Bessel function of the first kind (Abramowitz & Stegun 1965). 
Once the solution of a has been found we can write down an expression for b by 
substituting (2.22) into (2.7). Later in this Chapter we will show tha t the Linear 
Model can be written as a second order equation in only one variable. In Appendix A 
(Section A.3) we derive (2 .2 2 ) by integrating this second order equation over a region 
bounded by the two characteristics. This is a much easier way to find the solution than 
using Laplace Transforms.
Also in Appendix A (Section A .l) we derive a simplification to the solution a given 
in (2.22) when the argument of the Bessel function is large. Consider the situation 
where g(t) is an injection of a short pulse of chemical pollutants into the groundwater 
at x  = 0 , and so
g{t) =  0, t > 6, f g(t) d t = a , (2.24)
Jo
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\ x / V
exp ^  v ) V v (2.25)
which holds for t  > y  {a = 0 for t < y ) .  If we fix x  then the maximum value (with 
respect to t) of the solution a(x , t) occurs when the exponential term  is zero, i.e.
A +  /i 1
1 =  = V>x '
where
V ’ =
V jj_  
A +  (i
(2.26)
(2.27)
Note tha t because A and fi are assumed to be positive we have V ’ < V.  We call V'  the 
reduced (or retarded) speed. Hence, when A and p  are large, the peak moves with the 
reduced speed. This is a critical phenomenon of the model: there is a delay in output 
of the chemical pollutants due to the chemical interaction. It is this speed that makes 
the Linear Model, which on first appearance seems quite simple, a challenge to analyse. 
It is known tha t systems of this form often exhibit retardation, i.e. the reaction term  
produces a speed which is slower than the speed of the groundwater itself. In fact, we 
can observe this directly by adding together equations (2.1) and (2.2). This gives
(a +  b)t +  V  ax — 0 , (2.28)
which is of the form ut +  f x — 0 where u = a +  b and f  = Va.  If we integrate this 
over a rectangular region with steady left and right states we deduce a steady speed 
\yd\l\a, +  b], where [•] denotes the jump. This is simply the Rankine-Hugoniot jum p 
condition for scalar problems (LeVeque 1992, page 31). Hence we can expect a speed 
less than V.
2.3 Large A and fi versus small A and fL
In Figures 2 -1  and 2-2 we plot the exact solution a against t, given in (2 .2 2 ), for various 
A and p  at three stages of x. The boundary condition is a square pulse, as shown to the 
left of the vertical line in the top plots. In Figure 2-1 the parameters are small and in 
the left three plots the solution moves at the advection speed V , as expected. However, 
as A is increased (the right plots), the solution now moves much more slowly. It is not 
quite travelling at the reduced speed (which is V'  =  J  in this case) but is closer than 
when A =  fx =  1. In Figure 2-2 we have increased A and fi further: the pulse is now 
moving much closer to the reduced speed V'  (which equals 1/10). These Figures agree 
with the analysis above: for large A and ji the pulse moves at the reduced speed.
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Figure 2-1: The Laplace transform solution a(x,t) at x  =  0 (top plots), x  = 1 (middle 
plots) and x  = 2 (bottom plots) for V  =  1 . In the left plots A =  p = 1 and in the right 
plots A =  3, p =  1 .
We can also use these plots to show how quickly the solution is smoothed, even for 
small A and p. Suppose we consider the Linear Model in the form of (2.1) and (2 .2 ) 
and assume that At and pt are small. In these early stages the source term is not 
dominant and a is advected with speed V  (being fed by the boundary data and the pb 
term, and damped by —A a); while b is not advected at all, but merely fed by the A a 
term and damped by —pb. Hence the solution for a will behave like the linear advection 
equation with speed V. In the middle plots in Figure 2-1 the solution switches on at 
t = 1 and builds up until t = 2 . This can be explained using (2.8). At the switch-on 
we can ignore the integral term and so, for A =  p = 1, a = g(0)e- 1  «  0.369 which 
is the value given in the plot. As time progresses the integral term is added and so 
the pulse increases to a maximum at t =  2. When A =  3 and p = 1 the switch-on 
is now much smaller at t =  1 (a =  g(0)e- 3  ~  0.0498) and builds up through b to a 
much smaller value than when A =  1. Thus, even for A and p relatively small, there 
is diffusion in the model; the pulse starts sharp but very quickly reduces due to the 
negative exponential term in (2.8). We will see this in Section 2.5 when an asymptotic 
analysis is performed.
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Figure 2-2: The Laplace transform solution a (x ,t) at x  = 0 (top plots), x = 1 (middle 
plots) and x  =  2  (bottom plots) for V  =  1. In the left plots A =  9, p = 1 and in the 
right plots A =  90, p =  10.
2.4 The Equilibrium model
For some systems the chemical reaction rates are so fast compared to the rates of 
transport that the chemical reactions can be modelled by assuming that they proceed 
instantaneously to equilibrium. This leads to a solution procedure which gives us an
Equilibrium model. Suppose we add (2.1) and (2.2) to give the model in the form
at T bt T Vax = 0 (2.29)
bt = A a — pb. (2.30)
The first equation is simply a conservation law and can be written as
ct +  Vax = 0, (2.31)
where c := a + b is the total concentration of chemical pollutants. We now assume that 
A > p 1. If (2.30) is divided by A then
Neglecting the left hand side which is small (due the chemical reactions immediately 
becoming non time-dependent) means we can express 6 as a function of a leading to
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the equilibrium condition
b = - a .  (2.32)
Hence the concentration b of chemical pollutant in the rock is proportional to the solute 
concentration a (as discussed in Section 1.3 of the Introduction). We can substitute
(2.32) into (2.29) to give the following linear advection equation for a:
Vu.
at +  -ax — 0. (2.33)A +  fi
This is our Equilibrium model which moves at the reduced speed found in the analysis 
of the exact Laplace transform solution when A and fi were assumed to be large. The 
exact solution of (2.33) is simply
a(x, t) = g ^ t - ^ Jx Sj  . (2.34)
and so the boundary condition is propagated with speed V'  without changing shape. 
Thus the Equilibrium model gives the correct speed for the solution when A and [i
are large. However, as we shall see from comparison with the exact Laplace transform
solution in Section 2.5.3, the height and shape of the pulse are very inaccurate. It is 
obvious tha t (2.33) gives the wrong speed when A and fi are small. The left plots in 
Figure 2-1 consider A =  /i =  1 and we observe tha t the solution of a moves with speed 
V  (= 1 ) . However, the Equilibrium model predicts a reduced speed of \  and so is very 
inaccurate. The Equilibrium model will only ever give a good approximation when A 
and n  are both large and approximately equal (see Figure 2-3).
Note tha t the same conservation law holds for the total concentration c a +  b. From 
the equilibrium condition (2.32) we have
a = c — b = c — —a, (2.35)
A4
and so
a =   c.
A +  /x
This can be substituted into the conservation law (2.31) to give the equilibrium model
Ct +  V*cx — 0. (2.36)
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2.5 The Improved-equilibrium m odel
In this Section we derive a better approximation to the Linear Model (2.29) and (2.30) 
which is a correction to the Equilibrium Model and more accurately describes the 
characteristics of the solution for large A and pt. The method, as described in (Chen, 
Levermore & Liu 1994), can be applied to a general hyperbolic system with relaxation, 
i.e. a system of hyperbolic conservation laws with source terms whose effect is to create 
a time difference between the various concentrations in the system. This is defined as 
a relaxation effect and the time difference (or lag) is referred to as the relaxation time. 
The effect of relaxation is basically to study how the concentrations relax to their 
equilibrium values. We will describe the general method (from now on referred to as 
the Improved-equilibrium model) and then apply it to the Linear Model.
It should be noted tha t (Liu 1987) also describes a similar method for hyperbolic 
conservation laws with relaxation effects which leads to the same simplified system as 
in (Chen et al. 1994). This differs from the analysis in (Chen et al. 1994) because it only 
considers a pair of quasilinear hyperbolic equations, a conservation law coupled with a 
rate equation. A time-asymptotic expansion is used to derive a simplified system.
2 .5 .1  T h e  g en era l case
Consider a general hyperbolic system with relaxation in the form
|  +  A f(u) +  I S(U) =  0 , (2 .37)
where the state vector u  of dimension p  belongs to some given subset Q of W  and the
flux function f  is such that, for any u  G Cl, the m atrix d f  / d u  has real eigenvalues. The
quantity 1/e is the relaxation time. The first order system
^  +  | f ( ») =  ° . (2.38)
is a system of hyperbolic conservation laws.
Using the analysis of (Bereux & Sainsaulieu 1997) and (Chen et al. 1994), two approxi­
mations of this system are now derived. In the sense of (W hitham 1974) and (Liu 1987) 
the source terms are relaxation terms if there exists a constant r x p m atrix Q with 
rank r < p such that
QS(u) =  0, V u  G n,  (2.39)
and if, for any given u° G the differential equation
J  =  - l s ( u ) ,  u(0) =  u°, (2.40)
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defines a function u  : R+ -» ft such that
lim u (t) =  Qu°.t—^-)-oo
Define M  to be the equilibrium manifold or the manifold of local equilibria for S
M  :=  {u G ft C W  | S(u) =  0}. (2.41)
Moreover, define the set u  to be given by
w := {c £ f  | e =  Qu, u  G ft}. (2.42)
Then assume there exists a mapping £ : u; -» A t, so that
S(£(c)) =  0 , (2.43)
and also
Q£{ c) =  c, V c G w .  (2.44)
Assume further tha t Q : M  w defines a bijection. Then if u  G ft is such that
S(u) = 0  it follows tha t u  =  £(Qu).  If u  is a solution of (2.37) then since Q is a
constant matrix and QS(u) =  0, V u  G ft, we have
T ?  +  £ Qf(u) =  0 ' (2'45>
When e is small we expect that the solution u  will be close to the equilibrium manifold 
M  (since S(u) =  0  then dominates (2.37)) and, more precisely,
u  =  £(c) +  O(e),
where c =  Qu. At zeroth order in e it is deduced tha t c is a solution of
f t +  £ g(c) = °- (2-46)
where the flux function g is given by
g(c) =  Q f(£(c)). (2.47)
This is known as the equilibrium equation. Since the image of £  is just the equilibrium 
manifold, (2.47) can be written as
g(c) =  Qf(A4[c]). (2.48)
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Following the method given in (Chen et al. 1994) a first order expansion can be ob­
tained. Suppose that the dynamics of u are governed by the system (2.46). The 
evolution of u =  M [ c] is then given by
(using (2.46) and (2.48) to eliminate dc/dt) .  Hence (2.37) becomes 
du d  1
0 = at + ^ f(u) + 7S(U)
=  ( /  -  £ ( M [ c])o )  £ f ( X [ c ] )  +  ±S(A<[c]),
assuming Q is independent of x and I  is the identity matrix.
We aim to find M  such tha t the right hand side of the above expression is small. Set
M*[  c] =  £(c)  + __________ +  e2 A1 ^ [c ]  + _ (2.49)
Then M €[c] has to satisfy the following two conditions:
( / - ^ ( A t e[c ] )Q )£ f (A t '[ c ] )  +  J s ( A t ‘ [c]) =  0 (2.50)
Q M e[ c] =  c. (2.51)
The second comes from the fact tha t Q£(c) =  c and £(c) = M[c]  in the equilibrium 
approximation. Substituting the expansion (2.49) into (2.50) and (2.51) and matching 
the constant terms gives
( l - ^ - ( £ ( c ) ) Q ^ m c ) )  + - ^ S ( £ ( c ) ) M ^ [ c ]  =  0 (2.52)
Q£(c) + eQM^[ c ]  =  c, (2.53)
using the fact that
S (M ‘[c]) =  S(£(c)) +  ^ S ( £ ( c ) )  A4«[c] =  e|;S (£ (c ) ) .M « [c ] ,
(and similarly for f  (A4e[c])) up to and including the e term, and S(£(c)) =  0. Since 
Q£(c) =  c the expression given in (2.53) reduces to
Q M {1)[ c] =  0. (2.54)
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If e is assumed to be small then A4e[c] is taken to be just the first two terms in (2.49), 
where A 4^[c] is found by solving (2.52) with (2.54). The m atrix ^ jS (£(c)) is singular 
and so, for the general case, cannot be written down directly.
Finally if A4e[c] is substituted for A4[c] in (2.46) and (2.48) then the correction to  the 
local equilibrium approximation is obtained
^  ( f ( c) +  6A1(1) [c]) =  ° . (2.55)
This technique is now applied to the Linear Model.
2.5.2 The Linear M odel
The Linear Model defined by (2.29) and (2.30) can be written in the form of (2.37) 
where
u = f(u) =
Va
0
S(u) = a - S &
” a +  x b
(2.56)
with e =  j .  If we choose
Q =  [ 1 , 1], £(c) = A+/xA
L A+/x
then the conditions given in (2.39), (2.43) and (2.44) are satisfied and c := Q u = a + b 
is the total concentration. Since Qf(£(c)) =  the equilibrium model given by
(2.46) and (2.47) becomes
Ct + - ^ r ~ c x =  0. (2.57)
A +  ii
This is the same equation that was derived in Section 2.4. M ^ [ c \  can now be found 
using (2.52) and (2.53). For the linear model the first term  of (2.52) is simplified to
(A+A/T)2 °X
(A+/i)2°* J
Solving the system (2.52) with Q M ^ [ c \  — 0 leads to the solution
v \ 2n
Then, from (2.49), M €[c] =  £(c) +  (up to and including the e term) and this
replaces M[c] in (2.48). Substituting this back into (2.46) gives the correction to the
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local equilibrium approximation, which we call the Improved-equilibrium model
V 2XpV p
Ct "f" . CxA +  p  (A +  p)3
=  0 . (2.58)
This introduces a diffusion term: we know tha t there is diffusion in the model (from 
observing plots of the exact Laplace transform solution in Figures 2 -1  and 2-2) even 
though there are no diffusion terms in the model equations.
2.5.3 D iscussion o f the Im proved-equilibrium  m odel
The equation (2.58) gives a better approximation than the equilibrium model because 
it includes a diffusion term. However it can only give a good approximation to the 
Linear Model when A and p  are large. We are interested in a large range of values for 
these parameters. In the quarter plane x  > 0, t > 0, the exact solution of (2.58), with 
the conditions c(o;,0) =  0 and c(0,£) =  h(t), can be found. Here we just quote the 
result (the details are given in (DuChateau & Zachmann 1989, page 239)):














A +  / i ’ ~  (A + p)*'
In Figure 2-3 we show plots of a for the exact Laplace transform solution (solid line), 
the equilibrium model (dashed line) and the Improved-equilibrium model ( x ’s) for 
four different values of A and p  (note that V  = 1 in all these cases). The dotted line 
indicates the boundary condition which is a square pulse. These plots illustrate that, 
as A and p  get large, the Improved-equilibrium model approximates the exact solution 
very closely and the equilibrium model starts to move at the correct speed. Hence the 
Improved-equilibrium model can give an accurate representation of the solution when 
A and p  are large. Also, it clearly shows the diffusion in the model.
2.6 Light hill-W hit ham analysis
2.6.1 Introduction
Lighthill Sz W hitham (1955) wrote a paper about the theory of a distinctive type of wave 
motion, which arises in any one-dimensional flow problem. This class of wave motions 
is physically quite distinct from the classical wave motions encountered in dynamical 
systems. They exist if, to a sufficient approximation, there is a functional relationship 
between the flow, the concentration and the position. On this assumption the wave 
property follows from the equation of continuity alone. The waves are described as


















Figure 2-3: Comparison of the exact Laplace transform solution (a solid line), the 
equilibrium model (dashed line) and the Improved-equilibrium model (x  ’s). The dotted 
line shows the boundary condition and in all cases V  =  1. Top left: A =  p = 1 (and 
so V ' =  1/2), top right: A =  4 and fi = 1 (and so V ' = 1/5), bottom left: A =  9 and 
p =  1 (and so V'  =  1/10,) and bottom right: A =  90 and /la =  10 (and so V ' = 1/10/.
“kinematic”. In contrast, the classical wave motions would be described as “dynamic” 
waves, depending on Newton’s second law of motion. An important difference is that 
kinematic waves possess only one wave velocity at each point, whereas dynamic waves 
possess at least two. Kinematic waves are not dispersive, but they suffer change of 
form due to non-linearity. In Section 3 of (Lighthill & Whitham 1955) it is shown that 
the mathematical relations between kinematic and dynamic waves exist by deriving a 
model which describes flood movement in long rivers. Define h to be the “stage” at 
each point on the river, i.e. the height of the free surface above a certain reference 
plane, and v to be the mean velocity. Attention is restricted to the linear theory of 
small disturbances. This linear approximation is quite severe but a complete solution 
containing both kinematic and dynamic waves can be obtained. The model is given by
ut + vqux +grjx + gS0 \ —  -  ) =  0  (2.61)
\  h0J
rjt +  v0r)x +  h0ux = 0 , (2.62)
where v = Vo +  u and h =  ho +  77 have been substituted into the nonlinear model and
only first-order terms in u and 77 have been retained. Note that So is the slope of the
reference surface and g is the usual acceleration due to gravity. This model has four
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parameters: uo, ho, So and g.
We would like to be able to derive the Linear Model from this pair of equations because 
(2.62) is a conservation equation and (2.61) is a reaction equation. The Linear Model 
only has three parameters (V , A and fi) but, for a special case, we should be able to 
write the Linear Model in the above form. For flood waves the local term  is the bed 
friction whereas for the Linear Model it is the chemical reaction. The balance between 
the bed friction and the x  derivative dominates and this will give a different speed 
which is exactly analogous to the reduced speed. We will apply this analysis to the 
Linear Model to obtain an approximate form of the solution for large time and will be 
able to deduce the reduced speed.
Suppose we multiply (2.61) by v q  and (2.62) by g and subtract the resulting equations. 
This eliminates the rjx term  from (2.61) to give
vout +  grjt +  (vq -  gh0)ux +  vQgSo ( —  -  ~  ) =  0 . (2.63)
\  hoJ
Let us now consider the Linear Model written in terms of c and b, i.e.
ct + V(cx - b x) =  0 (2.64)
bt =  Ac — (A +  g)b. (2.65)
On comparing (2.63) and (2.65), it is clear tha t the x  derivative in (2.63) must be 
eliminated by setting Vq =  gho. Then we have eliminated one of their parameters (say 
ho). Hence, Lighthill &; W hitham ’s (1955) model is now (with (2.62) multiplied by g)
grit +  vogr]x +  V q  ux =  0 . (2 .66)
VQUt -  grjt +  2S0gu -  V-^ °  77 =  0 (2.67)
ho
Also, from comparing (2.65) and (2.67), it is clear tha t we must define b :=  (3(vou — grj), 
where j3 is some constant to be determined. After some manipulation we can write 
(2.66) and (2.67) as
rit + 2vo ^rix +  = 0 (2.68)
=  _ ^ 5 o  _  2So5 6
Vo Vo
Then, if
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equation (2.68) is simply (2.64); also (2.69) becomes
bt = & C  -  — b. (2.71)
2 v q  V q
Finally, comparing this to (2.65) means we must have
A = f ^ ,  A +  p =  ^ .  (2.72)
2v0 v0
Hence fi = =  3A. So, Lighthill and W hitham ’s model, (2.61) and (2.62), is a
special case of the Linear Model with fi = 3A. We therefore cannot utilise their results 
directly to convert from their notation into ours by substituting our definitions of u 
and rj in terms of b and c. However, we can apply the same procedure.
2 .6 .2  T h e  seco n d  ord er eq u a tio n  for th e  L inear M o d e l
Lighthill &; W hitham (1955) derive a single equation for 77 by differentiating (2.61) with 
respect to x  and substituting for ux from (2.62). This technique is also carried out in 
(Guenther &; Lee 1988, page 212) for an identical system to the Linear Model except 
with an added diffusion term. We now derive a single second order equation in one 
variable for the Linear Model. Let us differentiate (2.64) with respect to t. Then
+  V  (cxt — bxt) =  0. (2.73)
The bxt term  needs to be eliminated and so we differentiate (2.65) with respect to x  to 
obtain
bxt =  Acx -  (A +  /i)6x, (2.74)
Now, from the conservation equation (2.64), bx = y{ct  + Vcx). So, we obtain an 
expression for bxt in terms of c using (2.74)
Vbxt =  - i i V c x -  (A +  /i)ct . (2.75)
Substituting this into (2.73) leads to
Ctt +  V  cxt +  (A +  fi)ct +  V  ficx =  0. (2.76)
Note tha t the same equation holds for a (since the problem is linear).
We can write (2.76) in the form 
I d
A + /i dt
d d \ - V —
dt dx
c +
d V/i d +dt X + f i d x c =  0. (2.77)
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W hitham (1974, pages 339-359) discusses the phenomenon of wave hierarchies: this is 
the situation when waves of different orders appear in the same problem. These can 
easily be seen by examining the factored operators in (2.77). If the lower order terms 
were absent (i.e. A +  p  «  0) the general solution would be
c(x,t) = c\(x) + C2 {x — Vt).  (2.78)
If the higher order terms were absent (i.e. A +  p  ~  oo) the general solution would be
c(x, t)  =  c° ^ x ^  . (2.79)
We now follow the procedure discussed in (W hitham 1974, pages 342-350) and consider 
the exact solution of this problem. Lighthill Sz W hitham (1955) also outline a similar 
method and we use both references as they contain different interpretations which axe 
insightful for our model.
2 .6 .3  H e a v is id e  ca lcu lu s
First we specify the following conditions to ensure a well posed problem:
c(x ,0 ) =  Ct(x,0) =  0, x  >  0, (2.80)
c (0 ,t) =  h{t), t >  0. (2.81)
Note tha t h(t) = a(0 ,t) +  b(0,t), and b(0,t) can easily be found from (2.7).
A Heaviside transformation (Jeffreys & Jeffreys 1972, page 212-213) is now applied 
which differs from the Laplace Transform by an additional factor p. So define
/•OO
H ( x , p ) : = p  e~ptc(x, t) dt. (2.82)
Jo
Then, setting
V =  -j—J— , v '  =  (2.83)A +  p \  + p
and applying the integration in (2.82) to (2.77) leads to
+  V '] H x + p [tip + 1] H  =  0. (2.84)
The general solution is
H(x,p)  = A(p)exP(p\  (2.85)
where
_ p(y_p + l)
7i V p + V '  K '
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The function A(p) is determined from the boundary condition (2.81). It is simply the 
Laplace transform of h(t), i.e.
n oo
A(p) = p /  h(t)e~pidt. (2.87)
Jo
The interpretation of (2.85) (i.e. converting this back to c(x , t) by applying the inverse 
Heaviside transform) gives an integral involving a Bessel function. This is to be ex­
pected since the exact solution, stated using Laplace transforms in Section 2.2, also 
involves a modified Bessel function of the first kind. The details are complicated and 
we can deduce the results required directly from (2.85).
The solution c can be expressed in terms of H(x,  p) by the contour integral
i rl+ioo a ( \
c(z, t) =  —  /   exp {pt +  P(p)x} dp , (2.88)
J l—ioo P
where I is so large that all the singularities of H (x,p )  lie to the left of the path  of
integration. The limits of this integral mean we are integrating over the set {p G
C  | R e ( p )  =  /}.
We are interested in the behaviour of the solution near the dynamic wave-front. The 
values of c near this wave-front correspond to the values of H(x,  p) for large p. Using 
the fact tha t V'  =  Vprj, we can expand (2.86) to obtain an expression for P(p) when 
p is large
p , n  r1 + H _1
P.
=  (2'89)
=  - £ - £ + ° © -  (2-90)
Substituting this expansion into (2.88) gives the approximation (see (W hitham 1974, 
page 344))
c ~ h { t ~ v ) exp { ~ Y  }  ' 2^'91^
Further terms in the series can be obtained by continuing the expansion of ep ^ x for 
large p. This expression is valid near the wavefront. It shows tha t the first disturbance 
propagates out with the V  waves, but is damped exponentially and becomes negligible 
in a distance of order Vr] (which can be seen from (2.89)). As rj —> 0, this disturbance 
becomes negligible for all x  > 0 which agrees with the reduced description from (2.79).
=  - I V  + V-,
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We now ask where the main disturbance described by (2.88) is found. To do this, the 
behaviour on the family of lines where x / t  is constant is investigated, since each one 
of these represents the path of a wave moving with constant velocity. W hitham (1974) 
suggests introducing nondimensionalised quantities
q = rjp, Q(q) = rjVP(p), m  = (2.92)
In general, the boundary condition h(t) will introduce another time scale T, say, and 
A(p) will take the form
A{p) = A  ( ^ q ^ j  . (2.93)
Then (2.88) becomes
c(x, t) =  exp ( ( ,  +  m Q (g)) t  )  d9, (2.94)
2 ™ Ji-ioo q I v j
where
Q(q) =  ^  <2-95) 
We now consider the asymptotic behaviour of (2.94) as t /77 —> 0 0  with m  fixed. The 
dominant contribution comes from the neighbourhood of the point q = q* for which
^ (q  + mQ) = 0,
tha t is
1 +  mQ'(q*) = 0. (2.96)
This comes from the saddle point method (Ablowitz & Fokas 1997). The first term  of 
the asymptotic expansion is found by deforming the contour into the path of steepest 
descent C through q =  q* and expanding q +  mQ  as far as the quadratic terms. So, 
define
r(g ) =  q + mQ(q). (2.97)
Then, a Taylor series expansion gives
r(? )  =  r(</*) +  (q -  ? * ) r V )  + 1 ( 9  -  ? * ) T 'V )  + . . . .
Using (2.96) we have
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and so
exp |  (q +  mQ(q))^j j ~  exp |  (q* +  mQ (q*) )^j exp -  q*)2mQ"(q*) t  j + ....
Hence, (2.94) becomes
c(s, t) ~  exp |  (g* +  m Q(q*)) t  j exp (g -  g*)2mQ"(g*)^ j dg,
(2.98)
as J/p  —>• oo. The remaining part of the integral would then also be expanded in a 
Taylor series about q = q* and A{qT/r))/q would be replaced by A(q*T/r])/q*. This is 
valid for the limit t/rj —> oo, with T/rj fixed and is relevant when t »  rj and t »  T.
However, we are interested in t »  77 and t » T , independent of the size of t /T .  So, 
we need to be more general. Let us convert (2.98) into the original variables. Then
c(x , t) ~  exp {tp* +  xP(p*)} : J  exp { \x {p  — p*)2m P " (p*)} dp, (2.99)
where p* is the function of x  and t which is determined by
t + xP'(p*) = 0. (2.100)
This provides the asymptotic behaviour o f c a s t / 7 7 —> 0 0  keeping x / ( V t ) fixed. For 
simplicity, we assume / 0°° h{t) dt is convergent and so A(p)/p  is finite as p —Y 0 and 
there is no pole. The expression in (2.99) is then dominated by the exponential outside 
the integral. The exponent is stationary when
A
—  {tp* +  x P (p * )} = 0 , 
which reduces to (since p* is a function of x  and using (2 .1 0 0 ))
P(p*) =  0.
From (2.86) this occurs when either p* = 0 or p* =  —1 / 77. However, suppose we 
consider the exponential term  outside the integral in (2.99). If p* =  0 then
exp {tp* +  xP(p*)} — 1,
whereas, if p* =  — l/p , then
exp {tp* +  xP(p*)} = exp {—t/rj} ,
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which will very quickly damp the solution as t/rj becomes large. Hence p* = 0 is the 
correct choice for P  and the maximum is found on
t  + P'{0)x = 0.
A simple calculation using (2.86) gives P'( 0 ) =  —1 / V  and so the maximum of the 
exponential factor is found on
z =  V't.  (2.101)
The disturbance is exponentially small (in this limit) except in the neighbourhood of 
x  = V't.  This result shows that the main part of the disturbance eventually travels 
with velocity V ' . Since the approximation is for t »  77, the result applies increasingly 
earlier as 77 —> 0 .
Further information can be deduced about the behaviour of the main disturbance. 
Suppose we consider (2.88) and expand P(p) about p =  0. Now
P(p) = P (0) +  pP'(O) +  \ p 2P"(0) +  . . . ,
and, since P(0) =  0, P '(0) =  —1/V ' and P " (0) =  2tj(V — V ')/V '2 this leads to
Hence, in the neighbourhood of x — V 't =  0 as t / p  —»■ oo we can deduce that 
The first approximation is simply
h f c ^ r e x p { p ( t - ^ ) } d p = k ( t - ^ ) ’
which is exactly the prediction of the lower order equation (2.79). To see the effect of 
the quadratic term  in the exponential in (2.102), it is more useful to find the equation 
satisfied by (2.102) rather than to interpret the integral. Suppose we have the second 
order equation
n f y  _  v ' )
ct +  V'cx = et,, (2.103)
with the same boundary condition c =  h(t) on x  = 0. Following the same procedure as 
for (2.77) we apply the Heaviside transformation. Then
1 n( v  — V')
H{x,p)  +  V ' - H x (x,p) =  IK y l  ’pH(x,p) ,
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and the solution is
H(x,p )  =  A(p)exR(p\  (2.104)
where
v(V -  V  )
R(p ) = ~ y , 1 ----------------- pV' F (2.105)
Hence the solution of (2.103) is
"l+iooi r t  a ( \
( x > 0  =  7T~: / ------- ------ exp{pt  + R (p )x}  dp
27T2 J l—ioo P
1 rl+io° A(p) ( (  x \  p2p ( V - V ' ) x \  ,
=  2 ^ 1 - i0o P eXPi P ( t - ^ ) +  } dP- (2-106>
which is precisely (2.102). Let us examine (2.103) more closely. The right hand side 
is already a small correction (of order p / t  compared with the other terms), so it is 
consistent to use the first approximation d /d t  ~  —V l(d/dx)  on ctt to obtain
ct +  V'cx =  p(V -  V ' ) V c xx. (2.107)
This shows tha t the main part of the disturbance propagates with velocity V'  and is 
diffused by the effects of the higher order terms in the equation. The latter effect is 
small when 77 is small. Using the definitions of 77 and V'  from (2.83), this becomes
V p  V 2Xp  / o i n o x
Cf+ Cx  — / \ ,  \ 3 Ora: 5 (2.108)
a +  p  (A +  p y
which is precisely the Improved-equilibrium model derived in the previous Section.
Lastly, Lighthill & W hitham (1955) deduce a formula which gives the position of max­
imum depth of the main part of the disturbance for large t. This uses a standard 
formula from the saddle-point method to obtain an approximation to (2 .8 8 ) when t is 
large. Hence we have
C
y/(27r\P"(p*)\x) P
where p* is the solution of (2 .1 0 0 ). Since p* = 0  we substitute this into (2.109). As 
mentioned before we assume that J0°° h(t) dt  is convergent and replace A(p*)/p* with
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Then, since the exponential term  is 1, (2.109) reduces to
Cmax
I V ^2 poo
V w - n J o {2'110)
c attains its maximum when x  = V' t  (see (2.101)) and so we can substitute this into 
(2.110) and use the definition of V'  to obtain
C m ax~ V ^ i i ? /  h { t ) d t  (2111)
Suppose g(t), the boundary condition for a, is a square pulse of area 1, i.e.
f 1 if 0  <  t <  1 
g(t) = I ~  ~  (2 .1 1 2
\  0  if t >  1 .
A simple calculation gives
poo
I h(t\ H* =  1-1-J.00 ah(t) d< =  1 +  (2.113)'0
and so, the expression in (2 .1 1 1 ) becomes
Cmax~ ^ := (2-114>
Table 2.1 shows comparisons of (2.114) with the exact maximum value of c (found from 
the Laplace transform solution when x  is fixed). The expression in (2.114) is denoted 
by £ and the final column shows the difference between these two values of Cmax (be. 
the error). The value of t used to find £ is taken to be x / V '  as we have shown tha t c 
attains its maximum when x  = V' t  (see (2.101)). Note tha t V  is always assumed to be 
1. As t increases we can see that this reduces for all values of A and fi. This confirms 
tha t our estimate is accurate for large values of t.
We finally summarise the features we have shown above. The first signals propagate out 
with velocity V  but are damped, as shown in (2.91). The main disturbance lags behind 
and moves with the lower order wave speed V ' . After a time of order 77, the first signals 
are exponentially small and the main part of the solution to (2.77) is well described 
by (2.79) using the same boundary condition at x  =  0. The effect of the higher order 
terms is to produce a diffusion of the lower order waves as shown by (2.108) but this 
is small when 77 is appropriately small.
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A =  1 and p  =  1 (and V' =  1/2) A =  9 and p =  1 (and V' =  1 / 1 0 )
X max(c) t |max(c) — £ X max(c) £ |max(c) — £|
1 1.0009 0.5642 0.4637 1 0.9525 0.9403 0 .0 1 2 2
2 0.5820 0.3989 0.1831 2 0.6691 0.6649 0.0042
3 0.3496 0.3257 0.0239 3 0.5452 0.5429 0.0023
4 0.2965 0.2821 0.0144 4 0.4716 0.4702 0.0014
5 0.2626 0.2523 0.0103 5 0.4216 0.4205 0 .0 0 1 1
A:= 45 and p =  5 (and V  =  1/5) A = 90 and p = 10 (and V ' = 1/10)
X max(c) |max(c) — £ X max(c) £ |max(c) — £|
1 2.0851 2.1026 0.0175 1 2.9836 2.9735 0 .0 1 0 1
2 1.4806 1.4868 0.0062 2 2.1096 2.1026 0.0070
3 1.2106 1.2139 0.0033 3 1.7190 1.7168 0.0023
4 1.0492 1.0513 0 .0 0 2 1 4 1.4890 1.4868 0 .0 0 2 2
5 0.9388 0.9403 0.0015 5 1.3316 1.3298 0.0017
Table 2.1: Table showing the comparison of the estimate for cmax from (2.114) with 
the exact value for various A and p.
2.7 E xponentia l decay o f sim ple nonlinear m odels
We have already seen in this Chapter (and discussed in the Introduction) that the 
retarded speed is a very important feature of coupled reactive transport models. For the 
Linear Model we have been able to show the role of the reduced speed V ' using various 
analyses: by solving the equations exactly using Laplace Transforms, by performing an 
asymptotic analysis and by using techniques similar to those in (Lighthill & Whitham 
1955). We know that this phenomenon must be a feature of nonlinear models.
The general two system reactive transport model that we consider is (as defined in the 
Introduction, but which we state here again for convenience)
at + Vax = f(a ,b )  (2.115)
bt =  - / ( a ,  6 ). (2.116)
Our objective is to prove that bounds exist on the speed of propagation for the system 
(2.115) and (2.116) provided certain bounds exist on the partial derivatives of / .  We 
need to show that the solution decays exponentially as a consequence of these assump­
tions before deducing the bounds on the retardation speed. This result is proved here
and then used for the analysis in Section 2.8. Firstly, we restrict attention to the lin­
earised problem; once this has been proved we can then deduce exponential decay of 
the solution for the nonlinear case using Picard iteration.






Figure 2-4: The domain D y  in the (x,t)-plane.
2.7.1 The linearised problem
In Section 2.6.2 we expressed the Linear Model as a single second order equation for c
(see (2.76)). The same equation holds for the concentration a. We now suppose that 
A and p are functions of x  and t and consider the domain D y  as shown in Figure 2-4. 
Note that we only need to integrate over O T R y P ,  and not O Q R y P ,  since the solution 
is zero below the line O T  provided we have zero initial data. This can easily be seen 
from examining the characteristics of the conservation law ct +  Vax = 0 : below the line 
t = y x  the solution emanates from the t =  0 axis and so is zero. The result is stated 
in the following Theorem:
T h eo rem  1 . Consider the linearised problem on the domain D y  =  O T R y P  (as shown 
in Figure 2-4) written in the form
Proof. To solve (2.117) on D y  we first change variables to convert the problem into
att +  V  a xt — — (A +  p)at — pV ax, (2.117)
with A =  A(x ,t), p =  p (x ,t)  such that
A > A0 > 0 , p >  po > 0 , (2.118)
and which are uniformly bounded. Define initial and boundary data by




Let P, T  and R y  have co-ordinates (0 ,tp ),(x q , y x q ) and (x q , yXQ + tp) respectively. 
Then
a\Rv — ► 0 > as xq — > oo. (2 .1 2 1 )
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Figure 2-5: The domain Cl in the (y, z)-plane.
normal form. Define
y — yX, z = t — y x .  (2.122)
Then (2.117) reduces to the problem
L[a] == CLyZ pay +  \ a z =  0, (2.123)
where the domain D y  becomes the closed domain Cl = O T ' R ' P '  (see Figure 2-5). The
points P \  V  and R'  have co-ordinates (0 , tp), (yX Q ,0) and (yX Q ,tp)  respectively.
In this proof we will use a Riemann’s function (see (Guenther & Lee 1988, pages 129- 
132) and (Garabedian 1964, pages 127-134)) to find the solution in terms of definite 
integrals. The adjoint operator M[v] is defined as
M[v] = vyz -  (pv)y -  ( \ v ) z , (2.124)
and so
vL[a] — aM[v] = (pva — vza)y +  (A va +  vay)z . (2.125)
We can now integrate both sides of the above expression over Cl and apply the Diver­
gence Theorem (Spiegel 1959, page 106) which, in general, is given by
I  [ ( N x - M t ) d x d t =  <£ [M dx + N  df], (2.126)
J J JdD
D
where D is traversed in the positive (anti-clockwise) direction. Hence (2.125) becomes
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Since a = 0 along OT'  (from the first condition in (2.119)), the above reduces to
'R! nP
'O
J  J  {yL[a] — aM[v]) dy dz  =  J  [fiv — vz]adz — J  [fiv — vz]adz  
n t o
f R>
+  /  [Ai> — vy]ady  +  (av)\R> -  (av)\P>. (2.127) 
Jp>
We now choose v to satisfy the following (and so eliminating two of the integrals above):
M[v\ = V y z  -  (fiv)y -  (Xv)z = 0 
vz = fiv on T'R!  
vy = Xv on P'B!  





Since L[a] =  0 (see (2.123)), we can substitute this, along with the equations (2.128)- 
(2.131), into (2.127) to obtain





I [fiv — vz]adz  =  — (av)\pi +  / [fia +  az]v dz.
Jo  Jo
Hence, (2.132) simplifies to
f P'a lR ' ~  /  [fJ>a + az]v dz.
Jo
Using the boundary data (2.120) this can be written as
°-\R' = j o b(^)+s'(f)H2-
(2.133)
(2.134)
Suppose the point R! has co-ordinates (£,??). The problem to solve for v is given by 
(2.128)-(2.131) and is known as the Goursat problem (Garabedian 1964, pages 117- 
119). The conditions (2.129) and (2.130) axe actually ordinary differential equations 
for v along P'R!  and T'R '  respectively. These can be solved to give
v{y,rj) = exp 
v(£,z) = exp







C h a p t e r  2 .  T h e  L i n e a r  M o d e l  p r o b l e m  a n d  e x t e n s i o n s 44
Assuming that A and ji are strictly positive for all (y , z) in the domain fi, the integrals 
in these exponentials will be negative (since we are also assuming y < f  and z < rj). 
Hence, from the point R',  the variable v decays back exponentially along P'R '  and 
T'R '  towards the axes. We wish to show that v is exponentially small along O P '; then 
we can deduce tha t a tends to zero as £ tends to infinity using (2.134).
The solution of the Goursat problem (2.128)-(2.131) over the domain Q is given by 
v\R' =  v\p > -  v\o +  v\T> +  J J  [{nv)y +  {Xv)z] dydz .  (2.137)
ft
We do not restrict the left hand corner of Q to be at the origin, but instead label this 
S'. Then T'  is the corresponding point horizontal to S'  (and so is not necessarily on 
the y axis), and (2.137) can be rearranged to give
^ |s  =  v\p — v \r  v \ t  + J J  [(/J>v)y +  (Av) J  dy dz, (2.138)
ft
where, for convenience, we have dropped the (•)' notation. The term  under the double 
integral sign is in divergence form so we can apply (2.126). This leads to
f P f Tv \s =  v \ r — /  f i v d z — Awd y,  (2.139)
J s  Js
using the fact tha t vz =  yv  along T R  and vy = Xv along PR.  Suppose S  has co­
ordinates (y, z). Then (2.139) becomes
v(y, z) =  1 -  f  n ( y , z ' ) v ( y , z ' ) d z ' -  f  \ ( y ' , z)v(y ' , z) dy1. (2.140)
J z Jy
We would like to deduce that v is bounded by a negative exponential. Unfortunately, 
this cannot easily be done using the expression (2.140) directly. Firstly, we prove a 
Lemma which is the opposite to the situation for v: the solution is known on the 
left and bottom  sides of the rectangle and exponential decay is proved out towards 
infinity. It can then easily be adapted to the Goursat problem. This is analogous to 
the following result for a simple ODE:
L em m a 1. Consider y ' (x) =  A(x)y(x), with y(£) = 1. I f  X(x) < — Ao <  0 and |A| is 
uniformly bounded then y decays at least as fast as e~x°(y~
This is proved in Appendix A (Section A.4). Now consider the following Lemma:
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Figure 2-6: The domain £2 in the (y, z)-plane for the Goursat problem.
L em m a 2. Consider v : R+ x R+ —» K and the domain fi (see Figure 2-6) such that
where
Vyz = (pv)y +  (Av)z, (y, z) e  fi 
vz =  fiv along S P  
vy = Xv along SQ  
v =  1 at 5,






and A and fi are uniformly bounded for all (y,z)  € Q. Suppose S  has co-ordinates 
(£,p). Then
|u(y,z)eA°<!' - <>+''0<*-'’, | < (2.146)
for some constant K  > 0.
Proof. To prove Lemma 2 we define
w(y, z) = v(y, z ^ o + y H v -
where 7  and 6 are positive constants, and show that (2.146) holds in an appropriately 
defined norm. A simple calculation gives
wyz = [/Mv+(iio+6)w]y + [Atu + (Ao+7 )tu]z+  [^A -(/i+ /io  +  <5)(A +  Ao+7)]i(;. (2.148)
Along S P  and SQ  we know that (2.142) and (2.143) hold respectively. In terms of w 
these ODEs become
wz =  (p +  /io +  6)w along S P  
wy = (A +  Ao +  7 )ic along SQ.
(2.149)
(2.150)
Also, w =  1 at S. Integrating (2.148) over fi, and then applying the Divergence theorem
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to the first two terms, gives
rR r R
w \r  = w\s +  /  (fi +  fiQ +  S)wdz  +  / ( \  + \o + i ) w d y
JQ J P
+ J J  [/iA — (fi +  fiQ +  £)(A +  Ao +  7 )]w dy dz. (2.151)
n
This can be written in the form of an operator equation by defining
(Tw)(y,z)  := 1 +  J  [fi(y, z') +  fio + 6]w(y, z') dz'  +  J^ [A(y', z) +  A0 +  i \ w ( y \ z )  dy'
+  /  Ic z^ X(y' ' z^  ~  &(}/>A  +fio + S) (A(y \  A  +  A0 +  7 )] ™(y’, A  dy ' dz '.
(2.152)
The integral operator T  maps each function w from the Banach space C(fi) of contin­
uous functions to a function Tw  in the same space. Since |A| is uniformly bounded we 
can assume the following:
0 < A  +  Ao +  7 <  — 7> 0 <  fi +  fiQ +  S <  —S, (2.153)n m
for some constants n, m  > 1. Also,
|A| <  L, \fi\ < M ,  L, M >  0, (2.154)
V A, /i G fi. So
|/^ A —  ( f i  fiQ f i ) (A - |-  Ao 4" 7 ) I ^  L M  H— 7 — 6. (2.155)1 1 n m
Suppose u is another solution satisfying (2.152). Then
\ (Tw)(y,z)  -  (Tu)(y,z) \ < ^ 6  J  \w(y, z') -  u(y, z ' ) \d z ’
1 f y+“7 /  Ml/, z) -  u(y', z) I dy'
+  L m  +  - 7 - 6 [  [  \w{y',z') -  u ( y ' , z ' ) \dy 'd z ’.
L w m  _ Jp
(2.156)
Now define the norm
||w ||e =  ma,x{\w(y,z)\e~a y^~ ^ ~ ^ z~p  ^ : (y,z)  G fi}, (2.157)
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where a  and (3 are positive constants. Then, inserting the exponential expression
e - a (y -C )~ P (z -p )  ea ( y - Q + p ( z - p )
inside each of the integrals in (2.156) gives
\(Tw){y,z)  -  (Tu)(y,z) \ < — 8 \ \ w - u \ \ e [  ea y^~ ^ +^ z'~p  ^d z'
rn Jp
+ —7 | | i y  — u | | e [  ea (y ~ 0 + P ( z ~p) d y 1 
n Jc
L M  +  -^7 —s\ ||ui — u\\e [  f  ea(y' ~ ^ +^ z'~p} d y 'd z ' . 
n m  J J Jc
This leads to
\\Tw -  Tu\\e < 
Hence, provided
1 . 1 L M  1 1
— H 7 H W H a S — 7rap n a  ap  rap na \ w - u \ \ e. (2.158)
— 6 < -^-(3, —7  <  ~^ rOL, (2.159)
m  Np n N \
for some Np, N \  > 1, and L  and M  are chosen appropriately, we can ensure
1 c 1 L M  1 f 1— ^8  H----- 7 H — H------ - 5 — 7  <  1 . (2.160)
rap n a  ap  m p  na
Thus T  satisfies a Lipschitz condition and is a contraction (see (Walter 1998, page 59) 
for details). Then w is bounded in the norm (2.157), and so
\w(y, z ) |e- “(v-0-/3(*-p) <  K5 (2 . i 6i)
where K  > 0 is constant. Substituting v from (2.147) into this expression leads to
|v(y, z ) \e^0+^~a^ y~c)+^ 0+s~ ^ z~p) < K.  (2.162)
We require 7  — a > 0 and 8 — ft > 0 to deduce
< K.  (2.163)
Combining these inequalities with (2.159) gives
N\ N
— 7  <  a  < 7 , — 8 < (3 < 8. (2.164)
n m
Finally, we must restrict N \  <  n  and Np < ra. The proof of Lemma 2 is complete. □
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We now apply Lemma 2 to the Goursat problem (2.128)-(2.131) to complete the proof 
of Theorem 1. Firstly, the problem must be converted so the known value of v is at 
the bottom  left corner of the domain. Hence set
y = £ - y ,  z = rj — z. (2.165)
Then the problem becomes
Vyz{y, z)  = - { p v ) v{y, z) -  (Av)g(y, z), (2.166)
vy(y»°) =  “ Av(y, 0), (2.167)
^*(0,2 ) =  —pv(0,z) ,  (2.168)
w(0,0) =  l. (2.169)
This is now in the form of Lemma 2 where A and p  are replaced by —A and —p  and £ 
and p are set to zero. Hence, provided
—A < —Ao < 0 ,  — p  <  —po <  0, (2.170)
and |A| and \p\ are uniformly bounded then
\v{y,z)\ex°y+^oZ < K.  (2.171)
Finally, using (2.165), we can deduce that v is exponentially decreasing, i.e.
|t)(y,z)|eAo« - !'>+w (’,- 2> <  K.  (2.172)
In particular
K 0 ,* ) | <  (2.173)
We have shown that v is exponentially small along O P ' and so, using (2.133), the result 
in Theorem 1 can be deduced. Hence the proof is complete. □
2 .7 .2  T h e  n o n lin ea r  p ro b lem
We can finally prove the same result for a general nonlinear reaction term  f  provided 
certain bounds hold on the partial derivatives.
T h e o re m  2. The nonlinear model (2.115) and (2.116) can be written as the following 
second order equation:
a t t  "I- V a xt  — {fa fb)o>t V f ba x , (2.174)
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where f a = d f / d a ,  ft, = d f / d b  and
fa <  -A 0 < 0 , -  f h < -fiQ <  0. (2.175)
Then
o\Rv — * as XQ — * 00• (2.176)
Proof Consider the transport equation (2.115) and differentiate this with respect to t. 
Then
O'tt +  V a>xt = fa&t +  fabt' (2.177)
Now, adding (2.115) and (2.116) gives
bt — a% V  aXj
and so we can substitute this into (2.177) to eliminate the 6* term
Q>tt 4” V &xt  =  f a ^ t  f b ( V a x J i
which is precisely (2.174). As in Theorem 1 we can change variables by setting y = y x  
and z = V t  — x. Then (2.174) becomes
dyz =  - fbdy  +  f aaz , (2.178)
and the domain D y  is now the rectangle Q (see Figure 2-5). The partial derivatives f a 
and fb may depend on a and 6, and so the adjoint operator cannot be found directly. 
However, we can consider the iterated equation
4 " +1) =  - / l(n)4 " +1) +  f i n)a ^ +1\  (2.179)
which is linear for each iteration n, and with &(n+1) being given by the (unique) so­
lution of bt =  — f  (a(n+1\ b ) . Equation (2.179) is now a linear problem for a(n+1); we 
can therefore apply Theorem 1. Hence a(n+1) decays exponentially provided f j f^  and
(n)fa are uniformly bounded and satisfy (2.175). The proof of Theorem 1 indicates a 
contraction argument, and so, by the Contraction Mapping Principle (Walter 1998, 
page 59), one can show tha t a(n+1) converges to a in the norm (2.157). Finally, we 
deduce tha t the result (2.176) holds. □
2.8 Conservation properties
In this Section we are able to deduce bounds on the speed of propagation for a general 
nonlinear reaction term. To achieve this we consider a general domain D s  :=  O T R s P  
(as shown in Figure 2-7) which is identical to D y  in Figure 2-4 except tha t dz =  Sdt
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t
dx = S dt
P
o
Figure 2-7: The domain Ds in the {x,t)-plane.
along the line P R s -  The conservation law Ct +  V a x = 0 is integrated over the domain 
Ds which gives an integral expression relating the integrals along the boundary of Ds- 
We can use this to obtain the required result.
2 .8 .1  In te g r a t io n  o v e r a  g e n e ra l d o m a in  O T R s P
Consider the general two equation reactive transport model (2.115) and (2.116). If 
these are added together we can eliminate the source term to obtain a conservation 
equation which will hold for any /(a ,  b), i.e.
+  Vax = 0, (2.180)
where c = a +  b. Consider the following result.
L em m a 3. I f  the conservation law (2.180) is integrated over the domain Ds then
i;
Rs (  v
c — —a ) dx = V
P rRs
a d t — ad t 
L JO J t
(2.181)
Proof. Integrating (2.180) over Ds and applying the Divergence theorem (2.126) leads 
to
/  [ — cdx + Vadt] = 0.
JdDc' s
Since da: =  0 on O P  and T R s , and a = c = 0 along OT, this becomes
(2.182)
rRs  rRs rRs r f
/ cdx + V ad t — V  ad t — V  ad t = 0.
J p  Jt  J p  J o
(2.183)
We also know that dt = ■§dx  along P R s  and so (2.183) can be rearranged to give 
(2.181). □
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N .B . Suppose we consider the point R o  which has co-ordinates (XQ,tp). If R s  -> R o  
and T  —► Q then the domain Ds  becomes Do  :=  O Q R o P  (see Figure 2-7). This means 
tha t 1 /5  -» 0 and so, in the limit, (2.181) becomes
r Ro  [" f P  f R o
/ c dx — V  / adt  — ad t  
Jp  U o  Jt
(2.184)
which is the expected result of integrating a conservation law over a box.
The integral expression in Lemma 3 will be the basis of our analysis to obtain bounds 
on 5.
2 .8 .2  E x te n d in g  th e  d o m a in  to  in fin ity
Consider the integral of a along the line T R s  tha t appears in the expression (2.181) 
from Lemma 3. We first state some properties of this integral and then prove that it 
must decay to zero as the domain is extended to infinity (for a general reaction equation 
(2.116)). Define
rRs
A ( x q , S ) : =  J a(xQ, t )dt .  (2.185)
Then
r^XQ+tp r^XQ+tp
A{ x q , S ) — / a ( x Q , t ) d t =  / a(xQ,t)dt ,  (2.186)
Jo J ± xq
which holds since a is zero below the line t = y x .  Also
A (0 ,5 )=  [ P a(0,t) dt > 0. (2.187)
Jo
Hence we can rearrange (2.181) to give an expression for A ( x q , 5), namely
*Rs  
<P
A(x q ,S )  = A ( 0 , S ) -  dx
= A^ - t { v - l ) L s (t- tp)dx' (2188)
since x  = S(t  — tp)  along P R s . Differentiating (2.188) with respect to x  gives
4 . ( * « . s )  =  - ( £ - i ) U -  <2-189>
or, eliminating c (=  a +  6), this becomes
A x(x q ,S )  = a|fls -  ^ b \ Rs. (2.190)
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We now consider the reaction term  /( a ,  b) and suppose the bounds on the partial 
derivatives in (2.175) hold. This can be written as / ( y) where y  =  (a, b). Then, by the
Fundamental Theorem of line integrals, we can express f  as the integral
/(y)-/(o) = fv/to0 -ydf.
J Q
=  f [fa(ty)a +  fb(ty)b] d t  (2.191)
Jo
Assuming /(0 ,0 ) =  0 and imposing the extra bound
A < / x i ,  (2.192)
with fii > 0, gives
/( a ,  6) <  —Aoa +  /xib. (2.193)
Substituting this into (2.116) (i.e. bt =  —f(a,b))  and solving the resulting ODE for b 
leads to
b(x,t) > \o  f  a (:r,r)e -/xi(t - r ) dr. (2.194)
J o
This result will be used to prove A ( x q , S )  -» 0 as x q  —> oo. First suppose S  = V.  
Then
L em m a 4. A { x q , V )  — > 0 as xq  — > oo.
Proof. Setting S  = V  in (2.190) eliminates the first term  and so
A-x{XQi V)  yb\Ry.
Since x  = xq and t =  yXQ  +  tp  at the point R y ,  we can substitute the inequality 
(2.194) into the above expression for A x to give
\ PyXQ+tp
A x(x q , V )  < - - i  /  a i x q ^ e - ^ v ^ Q + t p - T )  Ar
* Jo
\ f y xQ+tp .
=  ~  /  a(xQ, r ) e - « ( v a:o+tp- r>dr. (2.195)
* J y xQ
Now
e-fJ.i(yxQ+tP-r) ^  e~mtP ^
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since yXQ <  r <  y XQ +  tp .  Hence (2.195) simplifies to
An + f y x Q + t p  
Ax {xq ,V)  <  e /iltp /  a(xQ, r )d r
V J y x Q
= A(x q ,V ) ,  (2.196)
which holds since Ao > 0. We can solve (2.196) to obtain
A{x q ,V )  < >1(0, V) exp / —y% Q e~Pitp 1 , (2.197)
and the right hand side tends to zero as x q  —y oo. This completes the proof. □
We can now show that
A ( x q , S ) — ^0 as x q — »• oo, (2.198)
provided S  > V.  To do this we use a comparison argument, i.e.
Lemma 5. Consider two speeds S\  and S 2 with S 2 > Si .  Then, if
A ( x q , S i )  — > 0 as x q  — > 0 0 ,  (2.199)
it follows that
A ( x q , S 2 ) — y 0 as x q  — > 0 0 .  (2.200)
Proof. From (2.186) we have
f ^ x Q + t P f s i x Q+ t P
A ( x q , S 2) =  /  a ( x Q , t ) d t <  /  a ( x Q , t ) d t  =  A ( x q , S \ ) ,
J o  J o
since a(-, •) >  0 and S 2 > S\.  □
We have shown that A ( x q , S )  — 0 as x q  —y 0 0 ,  for all S  > V.  This result is now 
proved for the situation when S  < V.
Theorem 3.
A ( x q , S )  — y 0, as x q  — y 0 0 .  (2.201)
Proof. Following the proof of Lemma 4 we have, on substituting (2.194) into (2.190) 
and using the fact tha t t  = j*XQ +  tp  a t R s
( 1 1 \  \  r ^ X Q + t pS - v ) a l Rs ~ v L  a{XQ' r )e~l‘lhXQ+tp~r) dr- (2.202)
/  v  XQ
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Also, since y X Q  < r <  ^ x q  +  tP
e ~ m ( ^ X Q + t p - r )  >  e - p i [ ( y - j ; ) x Q - t p ]
Hence (2.202) becomes
Ax(xq , S) <  ( i  -  ^  a\Rs -  y  exp j - / i  ^  ^  xQ +  tP | A{xq, S). (2.203)
In Section 2.7 we proved that aRv —»• 0 as x q  —>• oo. Since S  < V  this also holds for 
aRs. The result in (2.201) now follows directly; it is straightforward to show tha t if
A'(x) < —7 A(x) +ip(x),  (2.204)
with 7  >  0 , A(0 ) >  0  and ip(x) —> 0  as x  —>■ 0 0 , then
A(x)  — > 0  as x  — > 0 0 . (2.205)
Applying this result to (2.203) with
ip {x )= a \Rs , 7 = ^ r e x p | x Q + tP |  >  0 , 
completes the proof. □
2 .8 .3  L o w er b o u n d  fo r  t h e  r e d u c e d  s p e e d
We can now make deductions about the reduced speed using Theorem 3. Since dx = 
Sdt  and c =  a +  6 , the result (2.181) from Lemma 3 can be rewritten as
S_ f Rs 
V
rRs /  c \  fRs fP
j  b d t + i  — — l )  j  ad t  = j  a d t  — A(xQ,S). (2.206)
Assume tha t the boundary condition for a is an injection of a short pulse of chemical 
pollutants into the groundwater at x = 0, as defined in (2.24) in Section 2.2. If a  =  1
p
in this definition, then JQ ad t  =  1 (provided P  lies outside the region [0 ,£]). Suppose 
x q  0 0  and define
f R s  f t
lim /  bdt = lim /  b(S(t — tP), t) dt
x q -+oo J p  x Q - * ° ° J t r
Ptp-\- y XQ
X -+OQ t p
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We can apply Theorem 3 to eliminate A ( x q , S) .  Hence (2.206) simplifies to
^  jT °  b(S(t -  tP), t) dt + ( y  -  1^ ) J ™  a(S( t  -  tP), t) d< =  1. (2.208)
' tp \ v /  Jt p
If S  =  V  then this relation becomes
poo
/  b ( V ( t - t P) , t ) d t  = l. (2.209)
J t p
Hence the solution must decay as x q  —> oo and therefore no travelling wave solution 
can exist at this speed.
If S  > V  then the left hand side of (2.208) is positive and equals 1; again no travelling 
wave solution can exist at this speed.
Lastly, suppose S  < V.  The second term  on the left hand side of (2.208) is negative and 
so, potentially, a travelling wave solution could exist at this speed. However, provided
we can bound the integral of b along this characteristic by the integral of a, we can
show tha t a lower bound exists on the speed S. We require the following to hold:
L em m a 6. p o o  poo
/  b(S{t - t P) , t ) d t < K  /  a(S( t  -  tP),t ) dt, (2.210)
J t p  J t p
for some positive constant K .
Proof. To prove (2.210) we need to again consider /  expressed as an integral involving
its partial derivatives (i.e. (2.191)). Now impose the bound
- f a  <  Ai, (2.211)
with Ai >  0. Then
f (a ,  b) > —Ai a +  pob, (2.212)
and so
b(x,t) < Ai f  a(x, r)e~fi°(t~r) dr. (2.213)
J o
Hence
b(S(t — tp ) , t )  < Ai f  a(S( t  — tp ) , r )e ~ fi° t^~r^dr. (2.214)
Jo
We now state the Second Mean Value Theorem of the Integral Calculus, see (Courant 
1934, pages 256-257), which can be used to simplify the integral in (2.214).
T h e o re m  4. Suppose the function <j)(t) is monotonic and continuous in the interval 
ti  <  t < t 2 , and that the derivative </>'(£) is continuous. Further suppose that f ( t )  is
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an arbitrary function continuous in the same interval. Then there exists a number r,  
such that t\ < r  < t2 , for which
f f(t)(j){t)dt =  <j>(ti) f f { t ) d t  + <f>(t2) [  f ( t ) d t .  (2.215)
Jt\ Jt\ J t
We apply this to the integral in (2.214) over the interval [0,t] where, in our case, <f is 
the function a and /  is the exponential term  e~tJ,°(t~rh Since a is zero when t =  0, the 
first expression in (2.215) disappears and we have
J  a{S(t — tp ) , r )e~ fX° i^~r^dr = a(S(t  — tp ) , t )  J  e-/x°^- r W
< — a ( S ( t - t p ) , t ), (2.216)
Vo
since 0 <  r  < t. Substituting this into (2.214) leads to
b ( S ( t - t P),t) < — a ( S ( t - t P) , t ). (2.217)
Vo
Integrating this along P R s  as x q  -» oo gives (2.210) with K  = X \ /vo • D
We can finally deduce the lower bound on S.
L em m a 7. Provided S  < V  and Lemma 6 holds, a lower bound exists on the speed S,  
namely
^ * T T -  (2'218>
Proof. If (2.210) holds then (2.208) becomes
1 <
and so
K S  S  '
—  + K " 1
poo
I a(S( t  — tp ) , t )  dt, 
J t p
5 |  V  )  {2-219)
Assuming a > 0, (2.219) implies
and rearranging this leads to (2.218). □
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Hence, if a travelling wave of speed S  exists, then
V
K  + 1
< S < V . (2 .220)
For the Linear Model K  — X/fi and so (2.220) reduces to V' < S  < V  as expected.
2 .8 .4  T ravellin g  w ave so lu tio n  o f  th e  L inear M o d e l
We now return to the Linear Model and write this in the form
Clt VCLx —  —XCL +  f ib
bt = X a — fib.
Suppose travelling wave solutions exist for both a and b. Then 




where U is the travelling wave speed. Substituting these expressions into (2.221) and 
(2.222), and adding the resulting equations to eliminate the source term, gives
(U -  V)a!{z) +  Ub\z)  =  0. (2.224)
where z = x — Ut. We assume
{a; 6} — > {a/, ar ; 6/, 6r }, as z — > Too,
with Xai = fibi and Xar = fibr so tha t the solution is commensurate with the bound­
ary conditions. We can then integrate (2.224) from —oo to 2  and, after some simple 
manipulation to emininate b, this gives the following ODE to solve for a:
( U - V ) a ' ( z ) - X + fi
u - v
u
(a — ai) =  0. (2.225)
This can be used to find U. Assume that
a (z) 0 as z Too.




(ar — ai) = 0.
Provided ar ^  a/, this gives U = V ' . Thus, if the Linear Model has a travelling wave, 
it actually moves at the reduced speed V'.  In this Chapter we have considered the
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mathematical analysis of the Linear Model problem and its extension to a general two 
equation model with a nonlinear source term. We obtained upper and lower bounds 
on the solution and, using the exact solution as quoted in (Rhee et al. 1986), found 
an approximate form of the solution when the parameters A and /i are assumed large. 
This enabled us to deduce the reduced speed which is an im portant feature of these 
types of models. However, we need to understand how the solution behaves for both 
large and small values of the parameters and so these phenomena were discussed in 
Section 2.3.
Chapter 3
The box schem e for linear 
problem s
3.1 Introduction and derivation
This thesis concentrates on finding a robust numerical scheme to approximate problems 
such as the Linear Model described in Chapter 1. In practical numerical problems of 
this type there will be numerous chemical species travelling through the groundwater 
together. It is likely tha t these large systems will have varying speeds of transport 
since some of the chemical reaction rates will be fast compared to the advection speed. 
Hence some of these speeds will be close to the speed of the advection whilst others 
will be greatly reduced for, as we have seen in the Linear Model, when A and (i are 
large the chemical pollutant in the groundwater travels at speed V ' .
We wish to find a numerical scheme that can be solved simply in an explicit way, 
marching forward in time, which can cope with these varying speeds. We require it 
to be stable and accurate and not force us to use an artificially small time step. This 
situation has been met before in river flow modelling where the standard scheme is the 
box scheme. This is also called Preissman four-point scheme and is based on integral 
relationships. The derivation is described in detail in (Cunge Sz Holly Jr 1980, page 
65) and we summarise it below.
In this Chapter we study how effective the box scheme is for the Linear Model. We 
begin by deriving the box scheme for a single linear advection equation with a linear 
source term  and then describe its features. Considerable insight can be obtained by 
examining the linear advection equation and so we begin by investigating some basic 
numerical properties of this simple example including the truncation error, stability, 
the exact solution of the discretised equations and group velocity analysis. Then the 
box scheme is applied to the Linear Model and we will use both a Fourier and energy
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Figure 3-1: The box D in the (x,t)-plane.
analysis to investigate stability. We actually discretise the reaction equation using the 
trapezoidal scheme as it has no spatial derivative and we do not want to introduce 
extra averaging and therefore potentially more oscillations. The box scheme is well 
known for producing oscillations when the boundary data is not smooth (as discussed 
in (Morton & Mayers 1994, page 111)), and we will show that these can be reduced by 
using a time-weighting of the spatial differences.
A final tool we use to give a great insight into the behaviour of the box scheme is a 
modified equation analysis. This represents a sequence of PDEs that describes the solu­
tion of the discretisation and we can more easily understand the qualitative behaviour 
of a PDE rather than a system of difference equations. We find modified equation 
expansions of the box scheme applied to a simple linear advection equation and the 
trapezoidal scheme to a linear ODE before obtaining the expansions for the Linear 
Model. We are also able to separate the smooth and oscillatory parts of the solution 
(which will be justified in detail in Section 3.6.3) and so can obtain modified equation 
expansions for each. This will enable us to predict where the observed oscillations will 
occur.
Consider the linear advection equation with linear source term
ut +  aux = bu, (3.1)
where a > 0 and b are constants, with initial condition u(x, 0) =  u°(x) and boundary 
condition u(0,t) = f( t) ,  given. The box scheme can be derived by integrating (3.1) 
over the box D := (x j,x j+ 1) x (tn, t n+1) as shown in Figure 3-1. So we consider
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J J  (iit + aux) dxdt = b J  J  u dx dL (3.2)
D D
We can apply the divergence theorem in 2D, as already defined in (2.126) in Chapter 
2, to the left hand side of (3.1). Hence (3.2) becomes
<p [ — u d x  4- audt] = b /  /  u d x d t .  (3.3)
JdD J J
D
Since da; and dt  are both constant along two edges of the box, the integrals in the left 
hand side of (3.3) can be simplified and we obtain
rxj +1 ftn+i r r
/ [u(x,tn+i) — u (x , tn)]dx + a / [u(xj+i,t) — u(xj, t)] dt = b u(x, t)  dxdt .
JXA «/ tn j  j
3 D
(3.4)
We can now use quadrature rules to approximate these integrals on a general region 
D, e.g. a rectangular mesh as shown in Figure 3-1. To obtain the box scheme we use 
the trapezoidal rule; it potentially introduces a spurious mode due to the averaging. 
This is the notorious chequer-board mode and will be discussed in more detail later in 
this Chapter.
Instead of deriving the box scheme by using a quadrature rule in (3.4) to approximate 
the integrals, we can consider a bilinear approximation of u (which we denote as £/), 
based on the values of u defined at the corners of the box D  (Forsythe &; Wasow 1960, 
page 332). So
V(x , t )  = ^  (x -  Xj) (t -  r ) +  c/j* (xj+i -  x) (tn+1 - 1)]
+ 7 ^ 7 cM + i (<n+1 -  *)(* -  +  U " + \ x j + 1 -  x )(t -  f )]. (3.5)
If we now suppose (3.4) holds for U then (3.5) can be substituted to evaluate these 
integrals exactly (which actually gives the trapezoidal rule along the edges of D ). The 
same result is obtained but this derivation is useful to mention as it can be generalised, 
for example to a quadrilateral mesh.
On a uniform mesh we can also define the box scheme in terms of finite difference 
operators. Firstly, we describe the notation we will use. Let 0 <  t <  T  and 0 <  x  < L, 
and consider a uniform time step A t  = T / N  and a uniform spatial step A x  = L / J , for 
a given N  and J.  Let U™ denote the numerical approximation of u at ( j A x , n A t )  for 
j  = 0 , 1 , . . . ,  J  and n = 0 , 1 , . . . ,  iV; i.e. U™ ~  u (x j , tn) where x j  :=  j  A x  and tn := nA t .
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The finite difference model box scheme uses averages and differences of the numerical 
approximation of u a t the four nodes of D  to approximate these integrals. Define finite 
difference operators
**u$ -  TTn+^ TTn+  ^~  Uj +1 Uj (3.6)
= u £ l - u i +i (3.7)
= l ( t f t* + pT 1) (3.8)
(3.9)
Then the box scheme is given by
~ E t u » i  + a~Ex =  b^ u i 4 ’ <3-10)
which comes directly from discretising (3.1). This can be written as
^ ( [ ^ " i 1 +  u f +l) -  PT+i + u j ] )  +  + u?+1] -  [ y ;+1 +  u f } )
= lA u l n  + Uj+i + U?+1 + u ?] ■ (3-u )
It is a very compact scheme which uses four neighbouring values of U. It is actually 
implicit as it involves two points at the new time level, but for a linear model with 
appropriate boundary conditions the solution can be marched away from the boundary 
and so this involves no extra computation.
If we set b =  0 then (3.1) is simply the linear advection equation and (3.11) becomes
^ = u i +  ( f r f )  ~ u^ '  <3-12)
for j  =  0 , . . . ,  J — 1 and n  =  0 , . . . ,  N  — 1, where p  := a A t / A x  is the CFL number. This 
can be solved sequentially from left to right since we have data prescribed on the left 
boundary. Note tha t if the CFL number equals 1 then (3.12) reduces to Uj+i =  UJ 
and so the box scheme solves the linear equation exactly.
3.2 The linear advection equation
3 .2 .1  B a s ic  n u m erica l p ro p er tie s
In this section we summarise the traditional numerical tools for analysing finite dif­
ference schemes and apply these techniques to the box scheme. The local truncation 
error is a measure of how well the finite difference equation models the differential 
equation locally. It is defined by replacing the approximate solution XJ™ in the finite
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difference equation by mesh values of the true solution u ( x j , t n). We now find the local
truncation error of the box scheme applied to the conservation law ut +  aux =  0  where
a is a positive constant. The finite difference equation is given by (3.12), or, in terms 
of finite difference operators, by (3.10) with 6 =  0. If we assume smooth solutions then 
all the terms can be expanded in a Taylor series about the central point (xj+^ , t n+%). 
Since
=  [Atut + ^ A t zu ttt + \ A t A x 2utxx + . . ] n^  (3.13)
H t & x =  [Axux +  \ A x A t 2uttx +  ^ A x 3utxx +  .. . ] " * | , (3.14)
the local truncation error becomes
r r a + 1  f n + i
_n + j  f t A v f  ^ xuj+l
J+i  ' A t 0  A x
— ~f- ClUj] +  2 4 ^^t ('U'ttt 4” 3Q Uttx') "f" 24 A x 4” G’Uxxx) 4” • • • •
(3.15)
We can eliminate the first term  since u satisfies the differential equation. Also, we can 
differentiate ut = —aux to replace the uttt, Uttx and utxx terms by expressions involving 
only uxxx. Then (3.15) becomes
=  - ^ a ( a 2 A t2 -  A  x 2)uxxx + . . . .  (3.16)
Hence the box scheme is second order accurate in A x  and At .
The local truncation error, which we found above, involves substituting the exact so­
lution into the finite difference scheme. In abstract terms let us consider a partial 
differential equation in the form
Lu  =  0, (3.17)
where L  is the differential operator (Lu = ut 4- aux for the linear advection equation) 
defined with appropriate initial and boundary conditions. A finite difference scheme 
can be w ritten as LhU =  0 where U is the numerical solution. Then the local truncation 
error is defined to be
T  = Lh(Rhu),
and so
L h(U -  RhU) =  T,
where Rh,u is the restriction of u onto the mesh. Hence if we invert Lh we can bound 
the error between the numerical and true solution. This is classical error analysis.
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However, suppose we let
0 = L hU = (L + M)(PjlU), (3.18)
where PhU is the prolongation of U (i.e. the extension so U is now defined for all x  
and t instead of only at the mesh values). Then
L(PhU — u) — —M P hU. (3.19)
The error is now defined in terms of differential operators. This technique is known as 
the modified equation analysis and will be studied in greater detail in Section 3.5 once 
we have described the box scheme for the Linear Model. It gives a higher order partial 
differential equation to describe more accurately the behaviour of the discrete approx­
imation, i.e. the finite difference scheme more accurately approximates the modified 
equation than then original partial differential equation.
We can also look at stability of the numerical scheme. As pointed out in (Morton & 
Mayers 1994, pages 110-111), a rigorous Fourier analysis is not valid since our domain 
is not the whole real line and we do not have periodic boundary conditions. However, 
it is necessary to consider the substitution of a Fourier mode into the finite difference 
scheme to consider its possible damping (i.e. substituting t/j1 =  Xnetk^ Ax  ^ into (3.12)). 
It is easy to deduce that
|A(fc)| =  1. (3.20)
From this we can regard the box scheme applied to the linear advection equation as 
unconditionally stable, provided the equations are solved in the correct direction (i.e. 
from left to right since a > 0 and we have boundary data prescribed at x  =  0). The 
condition (3.20) shows there is no damping of the modes and so we might expect there 
to be oscillations in the numerical solution (unless p is chosen to equal 1). Figure 3-2 
shows the box scheme with zero boundary data and a discontinuous square pulse as 
the initial condition (the dashed line) at two times t =  0.2 and t = 0.5 for three values 
of p. In the top two plots p =  0.25 and the middle two plots p =  0.5; we see th a t the 
oscillations increase in number as time progresses but not in size. This supports the
theory tha t the scheme is unconditionally stable. Also, as A t  decreases the oscillations
increase in number, which is to be expected as we are moving further away from p = 1 
where we know the numerical solution is exact (and therefore free from oscillations). 
The bottom  two plots show p >  1 and we see that the oscillations propagate in the 
opposite direction. The reason for this will be explained in the next Section (when 
analysing the group velocity of the box scheme).
As mentioned earlier in this Chapter, the box scheme has a spurious mode due to the 
averaging: (—1 y +n is always a solution which can be set off by non-smooth boundary 
data. For the linear advection equation this mode persists for all time and is not



















Figure 3-2: The box scheme (dots joined by an unbroken line) applied to the linear 
advection equation at fixed times t = 0.5 and t =  1 for a = 1. In the top two plots 
p = 0.25, in the middle two plots p =  0.5 and in the bottom two plots p = 1.25. The 
initial condition is a square pulse which is shown as a dashed line and the exact solution 
is shown as a thin unbroken line.
damped.
Firstly, let us briefly discuss how the above observations can be explained using the 
exact solution of the discretised equations. We follow a method described in (Spiegel
1971, page 186) which finds the exact solution of a similar finite difference equation.
Assume initial and boundary conditions are
u(x10) = 0,u ( 0 , t ) =  (  I ’ (321)
( 0. otherwise
and consider the box scheme in the form
= + \ -  t / r - 1) j  > 1, n >  1, (3.22)
where A =  (p — 1 )/(p +  1). Then the conditions in (3.21) become
U j  — o, U S  =  [J ’ (3 23)
I 0, otherwise
for n > 0 and j  > 0. We observe that |A| < 1 and so waves are translated along the 
diagonal at the mesh speed (independent of the real speed) with oscillations away from
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it which axe trailing either side. Hence, as already discussed, we wish to take p as close 
to 1 as possible so tha t A is small. This is a key feature of the box scheme; although it 
is unconditionally stable there are oscillations which axe dependent on the size of A.
Suppose we now define difference operators E\  and E 2 by
E ^ U J  =  Uf_v  =  U J - 1. (3.24)
Then (3.22) can be rewritten as
U f  = (U J1) ( E f 1) U f + A ( E f 1 -  E 2- j ) i/j*,
or
A + E 2 1
(3-25)
Following the procedure of (Spiegel 1971, page 186) we consider n  to be fixed. Then 
the solution of (3.25) is
[M r^ 5 r)’c" <3!,»
where the Cn, for n  >  0, are to be found using the initial and boundary conditions. 
In Appendix B (Section B.l) we continue with this analysis by finding the coefficients 
Cn. We investigate how the oscillations behave as the solution moves away from the 
diagonal by fixing n  and j  in turn  and allowing the other index to become large. The 
analysis is very technical, even for the box scheme applied to the linear advection 
equation; however, we axe able to demonstrate tha t the solution is translated along the 
diagonal at the mesh speed with oscillations of polynomial size (depending on the sign 
of A) trailing out either size.
3 .2 .2  G roup  v e lo c ity
Energy propagation under dispersive partial differential equations is governed by the 
quantity known as group velocity. By a dispersive equation we mean one tha t admits 
plane wave solutions of the form el(ut- kx)^  but with the property tha t the speed of prop­
agation of these waves is not independent of k. Even if an equation is non-dispersive, 
any discrete model which describes it will be dispersive. We will observe this when 
studying the modified equation expansion in Section 3.5. So, group velocity is very im­
portant in gaining insight to the behaviour of numerical models of partial differential 
equations. As described in (Trefethen 1982) we can derive the group velocity in one 
space dimension by a stationary phase argument (due to Lord Kelvin). Suppose that 
a scalar, lineax partial differential equation with constant coefficients admits solutions
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of the form
u(x, t)  =  e’(wt~kx\ (3.27)
For each real wave number k E Z, assume there is a corresponding real frequency u> 
such tha t (3.27) is a solution. The relation
uj =  u>(k), (3.28)
is called the dispersion relation for the differential equation. Now, (3.27) propagates 
rightward at speed
uj(k)
c(k) = k ’
which is called the phase speed and the group speed is defined as
C(*) =  £ ( * ) .
(3.29)
(3.30)
Consider the simplest hyperbolic equation (ut +  aux = 0) which is non-dispersive. Its 
dispersion relation is the linear equation
u(k)  =  ak, (3.31)
and so c(k) =  C(k) =  a. We can now find a similar relation for the box scheme applied 
to this equation. In discrete form (3.27) becomes
Substituting this into (3.12) leads to the dispersion relation
(3.32)
w(fc) =  ~r— tan 1 v ’ A t
f k A x \  
ptan { — ) (3.33)
where p is the CFL number. The main difference between this relation and (3.31) 
is that, because the grid is discrete, u>(k) is multiple-valued and 27r-periodic in k A x  
and u j A t. Hence it is enough to restrict the domain to (k , c j ) E [—7 t / A x ,  7 t / A x ]  x  
[—ir /At ,  'k/ A t]. Another thing to note is tha t the relation in (3.33) is dispersive since 
neither tu/k or d u /d k  are independent of k. Near (k , u;) =  (0,0) we have tha t u>(k) «  ak , 
but away from the origin this is not the case. The phase speed is given by
c(k) = kAt
tan- l
(  k A x \  
' “ ■ ( — ) (kAx)2 + O ((kAx)4), (3.34)
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Figure 3-3: Propagation of a wave packet with k A x  = 27r/8 modelled by the box scheme 
with p = 0.4. The wave packet does not move at the ideal speed 1 but at the group speed 
1.13.
and the group velocity is
c (k ) =  —  n T k  ^  - ' o ' i , , x ) 4 ) .cos2 (kA x /2 )  +  p2 sin (kA x /2 ) \  4 /
(3.35)
Equation (3.34) really shows why the waves are propagated in different directions de­
pending on whether p > 1 or p < 1. Also, on comparing (3.34) with (3.35), we see a 
three fold difference between the (kA x )2 terms. It is precisely C(k) that describes what 
happens (and has the more significant (kA x )2 term) which we will now demonstrate 
with two numerical examples.
We use the same two initial conditions as (Trefethen 1982) for ut +  ux = 0, namely a 
wave packet and a smooth pulse. Consider the following initial wave packet (i.e. a sine 
wave modulated by a Gaussian pulse):
u(x, 0) =  e-16(x - £)2 sin(A;:r). (3.36)
Suppose that A x  =  and the ^-domain is [0,3]. If k is chosen so that k A x  =  27r/8 
and we set A t = then p = 0.4 and Figure 3-3 shows the initial packet (top) and 
then the box scheme applied to the conservation law after the packet has propagated 
to t = 2 (bottom). The exact solution should move right at speed 1. However, instead 
of having reached x  =  2.5, the packet is centred at x  «  2.77, having travelled at speed 
approximately 1.135. This is precisely the group velocity (and not the phase speed). 
From (3.34) the phase speed is c(k) «  1.045 whereas from (3.35) the group velocity is
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Figure 3-4: Propagation and dispersion of a narrow pulse modelled by the box scheme 
with p = 0.8.
C(k)  «  1.140. This analysis demonstrates that there is more to the inaccuracy of a 
finite difference scheme than truncation error. The wave in the bottom plot of Figure 
3-3 differs from the correct solution pointwise but, in fact, it is qualitatively correct. 
This illustrates why Fourier analysis is a very effective means of analysis.
We now study a Gaussian pulse given by
u(x,0) =  e- 320°(x- i ) 2. (3.37)
For this example we take A x  =  A t  = ^  and let the rr-domain be [0,4] (again
we are using a = 1 and so p = 0.8). Figure 3-4 shows the initial pulse (top) and then
the result of the box scheme being applied to the conservation law after the pulse has 
propagated to t = 2 (bottom). We see that there are oscillations which move faster 
than the main pulse. As discussed in (Mackenzie 1998) for a similar example we can 
use the group velocity to predict these observed oscillations. The maximum predicted 
group velocity is C(k) = 1.5625 when k = ±w;/ A x . This approximately matches the 
velocity at which the fastest oscillations are observed to move. For the low frequency 
modes where k A x  is close to zero, we find that C{k) =  a which accounts for the main 
pulse moving at approximately the correct phase speed. Note that for p > 1 the higher 
wave numbers have lower group speeds and so would lag behind the main pulse.
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3.3 The box scheme applied to the Linear M odel
We now apply the box scheme to the Linear Model written as a conservation equation 
coupled with a reaction equation, i.e.
at +  bt +  V  ax — 0 (3.38)
bt = A a — fib. (3.39)
Let A™ and denote the numerical approximation of a and b respectively at ( jA x ,  nA t )  
for j  =  0 , . . . ,  J  and n = 0 , . . . ,  N.  In terms of finite difference operators (3.38) and 
(3.39) become
+ p j +  PMtSxAjf f  = 0, (3.40)
and
= pxPt ( X A j f f  -  ), (3.41)
with p  denoting the CFL number p = V A t / A x  and A' :=  A A t and p ' := p A t .  However 
(3.41) contains an unnecessary px averaging, which requires an unnecessary boundary 
condition. Hence we eliminate it and replace (3.41) by
5tB % }  = ih (A 'a £ *  -  p tB ”# ), (3.42)
which is simply the trapezoidal scheme in time. As for the box scheme applied to 
the linear advection equation, the box scheme applied to both equations in the Linear 
Model (given by (3.40) and (3.41)) has an extra spurious mode. Again (—l) J’+n is 
always a solution which can be set off by non-smooth boundary data. This is very bad 
when the box scheme is applied to the reaction equation els in (3.41), but much less 
worse for the trapezoidal scheme (as in (3.42)) since there is no averaging. We will 
see this in Section 3.6.3 when we will separate the smooth numerical solution and the 
spurious oscillatory numerical solution and then use the modified equation analysis to 
describe these different phenomena.
Equations (3.40) and (3.42) can be re-written as
(1 + p) A ] + l  +  (1 -  p ) A ]+ 1 -  (1 -  p) A ] +1 -  (1 + p) A ]
+ {BJ+I -  BJ+l) + (B "+1 -  B J) = 0 (3.43)
+ +  Grf£ ) B ^ -  (3-44)
This is an explicit scheme when an initial condition and a one sided boundary condition 
are imposed. From (3.44), 1 can be substituted into (3.43) to obtain an explicit
formula to solve for A JJJ . Once this is known can easily be found using (3.44).
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A straightforward calculation shows that this scheme is second order accurate for all 
A x  and A t  by finding the local truncation error: because the box scheme is centred 
in x  and t and the trapezoidal scheme is centred in t, all the odd order terms cancel. 
A Fourier analysis of this method shows the scheme is Lax-Richtymer stable for all 
A x  and At .  The details are quite technical and so the proof is given in Appendix 
B (Section B.3). Note that, before this proof, Appendix B (Section B.2) considers a 
simpler finite difference scheme for solving the Linear Model (3.38) and (3.39). It uses 
an explicit scheme to discretise the conservation equation and an implicit scheme to 
discretise the reaction equation. We call this the ETIR  method (explicit transport and 
implicit reaction) and find a necessary condition for the scheme to be Lax-Richtymer
stable. This condition implies we are limited as to how large we can choose the time
step At .  Hence we do not consider the ETIR  method in any more detail.
From now on we refer to (3.43) and (3.44) as the box-trap scheme. The Fourier analysis 
in Appendix B only gives a necessary condition for stability. We now consider an energy 
analysis to investigate sufficient stability conditions for the box-trap scheme.
3 .3 .1  E n erg y  a n a ly s is
Let us briefly return to considering the partial differential equations describing the 
Linear Model. These can be written in the form
at +  V  ax =  —A a +  fib (3.45)
bt =  A a — pb. (3.46)
We multiply (3.45) by a, (3.46) by b and then integrate the resulting equations with 
respect to x  over (—0 0 , 0 0 ). This gives
d f°° f°° d f°°
—  /  ha2dx + V  /  —  (ha2) dx = — a(Xa — fib)dx (3.47)
J _ o q  J —00 J —00
j  roo poo
— /  hb2 d x =  b(Xa — fib) dx.  (3.48)
dt 7-oo J - 00
Now multiplying (3.47) and (3.48) by A and fi respectively and adding the resulting 
equations leads to
d 
dt f  \  (Aa2 -I- fib2) dx  +  \ \ V  =  — f  (A2a2 — 2fiXab -1- fi2b2) d r.J —00 J—00
Assuming tha t a(x, t) —» 0 as x  —> ± 0 0  for all t we can simplify the above expression
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This shows that, in the 12 norm a and b are decreasing, and therefore bounded by their 
initial values. We would like to obtain a similar result for the discrete form (i.e. the 
box-trap scheme applied to these equations). Consider the box-trap scheme written in 
terms of finite difference operators as in (3.40) and (3.42). We multiply (3.42) by nx 
and set
S  X A -  fjiB. (3.50)
This leads to
lA£ l  -  + A U ^  = -  ^  + s l ^  (3-51)
[b;+1 -  By+ i ] =  lA tMx [s£J +  S?+1] . (3.52)
For convenience define
An := MxAJ+ i , B n := /ixB "+ i S " :=  (3.53)
and the I2 norm for A n
||A"||2 =  ( A x ^ ( M!tAJf i ) 2} i . (3.54)
 ^ j = 0 '
Then the inner product is given by
J - 1
(Ab ,B " )2 =  A x £  (pxAB+ i )(/rxS ;+ J ), (3.55)
j = 0
and so ||An ||2  =  (An , A n)\-  Analogous to the procedure carried out in the continuous
case we wish to investigate the sum of a particular combination of A  and B  over j .
Both sides of (3.51) and (3.52) are multiplied by A n+1 + A n and B n+l + B n respectively. 
We also use the summation by parts result
E lAl t l  + AU ] S* lA! t l  + AU }  =  W +1 + AS]2 -  K +1 +  AS]2. (3.56)
j = 0
Assume the boundary condition is a short injection of some chemical pollutant. This 
means tha t after a finite time Aft = 0 for all n. We restrict attention to this case. 
Summing over j  (and multiplying by A x )  gives
||J4»+1||2 _  \ \ A n \\2 +  jV A t[ j4 J +1 +  A j ] 2 =  —jA i(A n+1 +  A " , S " +1 +  S n) 
| | B n + 1 ||2  -  | | B n ||2  =  j A f ( B n + 1  +  B n , S n + 1  +  S’*).
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Multiplying the first expression by A, the second by fi and adding gives 
A||An+1||2 +  p ||B n+1||2 =  A||An ||2 +  M ||B l2
- lA t | |S '" +1 +  5 " ||2 -  \ V & t [A}+1 +  A J]2. (3.57)
Hence we have
A||An+1||2 +  Mll-Sn+1||2 < A||An ||2 +  ti\\Bn f ,  (3.58)
which implies stability of the averages iixA  and fixB.  However, this does not cover the 
(—i y  oscillations and so we have to consider their potential growth separately. We will 
need to make a link back from the averages to the nodal values. Since we have set the 
boundary condition to be zero every nodal value can be obtained from the averages by 
a recurrence (A™ =  = A ^ — A^ etc.). Hence the mapping from the averages to
the nodal values goes through an oscillatory matrix, i.e. A n =  2TA n with
0, i < j
(_l)*+.7, otherwise.Tij = { /  ^  \ 7  . (3.59)
It can be shown that (by examining the I2 norm of the matrix)
IIAn ||2 <  \ / 2 J ( J  +  1) ||A ” ||2, (3.60)
where A n =  (A” , . . . ,  A j ) T. Hence there is potential linear growth which is consistent 
with the well known phenomenon that imposing inappropriate boundary conditions will 
potentially cause a linear growth in the oscillatory mode (Richtymer & Morton 1967, 
pages 131-167).
We will be able to damp this potential linear growth by introducing a weighting in 
the time averaging for the spatial derivative: this will be discussed in greater detail in 
Section 4.3.3. Before discussing this modification, we show some numerical results of 
the box-trap scheme.
3 .3 .2  N u m e r ic a l  r e s u l t s
Figures 3-5 and 3-6 show some numerical results for the box-trap scheme: the concen­
tration a is given for both small and large values of A and /jl and for two sets of boundary 
data (a discontinuous square pulse in the top plot and a smooth Gaussian pulse in the 
bottom). We expect there to be more oscillations for the square pulse as the solution 
will not be sufficiently smooth. Physically, the solution represents the injection of a 
short pulse of chemical pollutant at time t =  0 which will move through the ground 
and diffuse as time increases. In the remainder of this Thesis we present the results 
in the following way: the natural thing to do with our initial and boundary conditions
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Figure 3-5: Solution a at fixed x  =  1: the dashed line indicates the boundary condition 
(a square pulse in the top plot and a Gaussian curve in the bottom), the thin unbroken 
line indicates the exact solution, the dots joined by an unbroken line indicate the box- 
trap scheme and the dotted line indicates the linear advection solution. In both cases 
A = 1, p = I, A x  =  0.025 and A t = 0.02 (and so p = 0.8).
is to fix x and investigate what happens in time, since we wish to observe how the 
chemical pollutant is spreading out at fixed points in space. We will assume that the 
problem has been nondimensionalised, and so for all numerical experiments presented 
(unless otherwise stated), we take V  =  1 and x  = 1. We also show the solution of the 
linear advection equation at +  Vax = 0 in these figures, plotted as a dotted line. This 
highlights the fact that, when A and p are small, the chemical pollutant moves at the 
same speed as the advection but as these parameters are increased they move at the 
reduced speed. In the example shown in Figure 3-6 the reduced speed is 1/10.
The disadvantage of the box scheme is that the averaging in space and time can gener­
ate oscillations in the numerical solution. These are very prominent when the boundary 
condition for a is not smooth as we can see in the top plots in both Figures 3-5 and 
3-6. The oscillations are much worse when A and p are small but are still visible as the 
parameters axe increased.
There are some interesting features to observe from Figure 3-6: as well as oscillations, 
the solution dips below the zero axis just ahead of the wave front. This happens for 
both sets of boundary data. Figure 3-7 shows a blow up of the solution between t = 0 
and t =  5 (left plots) and t =  5 and t =  10 (right plots) in these cases. For the square 
pulse there are two sets of oscillations and the peaks are separated by the width of
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Figure 3-6: Solution a at fixed x  =  1: the dashed line indicates the boundary condition (a 
square pulse in the top plot and a Gaussian curve in the bottom), the thin unbroken line 
indicates the exact solution (not visible in this case), the dots joined by an unbroken line 
indicate the box-trap scheme and the dotted line indicates the linear advection solution. 
In both cases A =  90, p =  10, A x  = 0.0625 and A t = 0.05 (and so p = 0.8).
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Figure 3-7: The box-trap scheme is applied to the Linear Model for a square pulse (top 
two plots) and a Gaussian pulse (bottom two plots) with A =  90, p  =  10, A x  = 0.0625 
and A t  =  0.05 (and so p = 0.8j. The left two plots show an enlargement of the 
oscillations and the right two plots shows how the solution becomes negative.


























Figure 3-8: The same situation as shown in Figure 3-7 but with A x  and A t reduced by 

























Figure 3-9: The same situation as shown in Figure 3-7 but with only A t reduced by a 
factor of two (i.e. A x  =  0.0625 and A t  =  0.025 and so p = DA).
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the square pulse. For the Gaussian pulse they do not appear in this form but are still 
present.
However, in Figure 3-8 we have reduced A x  and A t  by a factor of two. We now see, 
from the right plots, tha t the solution does not go negative just ahead of the wave front. 
Also, the oscillations have reduced in size. There are still two sets of oscillations for 
the square pulse but these have become much more compact. This is also true for the 
Gaussian pulse although there is only one set (since the boundary data is smooth). So, 
for a fixed p, we can eliminate the negativity by reducing A x  and A t.  Unfortunately, 
this only reduces the oscillations and does not cause them  to disappear.
Finally, Figure 3-9 shows a plot of the same situation but with only A t  reduced by a 
factor of two. In both cases the oscillations have increased; for the Gaussian pulse this 
is a very small increase since the maximum value of a in the bottom  left plot of Figure 
3-7 is ~  7.245 x 10- 4  and in Figure 3-9 it is ~  7.405 x 10-4 . Also, the solution is still 
negative just before the wave front. These Figures illustrate tha t we need to reduce A x  
as well as A t  to increase the accuracy of the solution: decreasing A t  alone will improve 
the accuracy of the main pulse but will not reduce the oscillations or negativity.
3.4 The weighted box-trap scheme
In this Section we modify the box-trap scheme by using a time-weighting of the spatial 
differences which is designed to reduce the oscillations. The averaging is now confined 
to the Transport equation and so we keep the discretisation of the Reaction equation 
(i.e. (3.42) stays the same), but change (3.40) to become
+  fix6tB"*£  +  p0t8xA”*ji = 0, (3.61)
where
0tA"+i = 0 A ] +1 +  (1 -  0)AJ.  (3.62)
This can be written as
(1  + 2 e p ) A % l  +  (1  -  2 0p)AJ+1 -  [1 -  2 ( 1  -  19)p]AJ+1 -  [1 + 2 ( 1  -  0)p]AJ
+ ( B J + }  -  BJ+1) +  (B"+1 -  B ")  =  0. (3.63)
Note tha t setting 9 = ^ reduces (3.63) to the box scheme. Again a Fourier analysis 
of this finite difference scheme shows it is Lax-Richtymer stable for all A x  and A t  
provided 9 >  ^ (a proof of which is given in Section B.4 of Appendix B). In the Section
below we again consider an energy analysis and will now show tha t the oscillatory mode
can be damped.
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Also, the scheme is second order accurate provided 6 =  ^ + 0 (A t) . Since only the spatial 
flux term  is modified, it is sufficient to prove this only for the weighted box scheme 
applied to the linear advection equation ut +  aux = 0. The discretised equations in this 
case are simply
(1 +  29p)Vf+} +  (1 -  20p)UJ+1 -  [1 -  2(1 -  6)p]U?+1 -  [1 +  2(1 -  6)p]U? = 0. (3.64)
As in Section 2.1 we can expand all the terms in a Taylor series about the central point 
(x j+^ t n+%) as the origin. Then the truncation error is
— [ut +  a,ux] +  (0 —  ^ A t u xt + ^  A£2 (ut££ + 3auttx)
“I” 24 A t (3Utxx “I” Ultajajx) "H • • •, (3.65)
which gives second order accuracy in A x  and A t  provided 6 — ^ = O (A t).
Cunge Sz Holly J r  (1980, page 89) discuss some of the features of the weighted box 
scheme and the effect of adding the parameter 0. When 6 = ^ the scheme is not 
dissipative; there is no numerical damping. However, it becomes dissipative by choosing 
^ <  6 < 1. In general it is dispersive; although when the CFL number is equal to 1 
the box scheme applied to a linear conservation law is both non-dissipative and non- 
dispersive.
As we have already observed in this Chapter, when 6 = \  and the CFL number is not 
equal to 1, oscillations are observed in the solution. However, when 0 > ^ the scheme 
becomes diffusive and the oscillations are damped (smeared out). This damping falsifies 
the amplitude of the solution but often makes the numerical solution more acceptable 
compared with using 6 —
3 .4 .1  E n erg y  a n a ly s is
Consider the weighted box-trap scheme applied to the Linear Model. For the moment 
we do not specify how the source term  is averaged in the t direction and so we have
fjtx6tA  + pOt6xA = - A  tfixS n+$ 
fix8tB  =  A  tn xS n+%,
(3.66)
(3.67)
C h a p t e r  3 : T h e  b o x  s c h e m e  f o r  l i n e a r  p r o b l e m s 79
where the discretisation of the reaction equation has again been multiplied by fix . This 
can be expanded to give
[A%1 - A * h ] +  p5x [6A»+l + (1 -  0) A»+ i ] =  -  (3.68)
Mx [B%1 -  BJ+ i] =  A tp xS $ .  (3.69)
Following the same procedure as for the box-trap scheme, we multiply (3.68) and (3.69) 
by
6An+1 +  (1 -  0)An, 0B n+1 +  (1 -  0)B n,
respectively (where A n etc. are defined in (3.53)), and then sum the resulting equations
over j .  We now use the following summation by parts result to simplify the second
term  in (3.68):
J - 1
+  +  =  [M 5+1 +  ( i - e ) A 3 ] 2
j = 0
-[0A S +1 +  (1 -0 )A S ]2. 
Again assuming A q — 0 for all n  past a finite point, we have
0||An+1||2 +  (1 -  20)(An+1, A n) -  (1 -  6>)||A"||2 +  V A 4[0A}+1 +  (1 -  0)A J]2
=  -A ((0 A n+1 +  ( l - 0 ) A n,S n+ i)  (3.70)
0||B n+1||2 +  (1 -  26){Bn+1,B n) -  (1 - 0 ) | |B " | |2 =  A t(0 B n+1 +  (1 -  19)Bn,S n+ l).
(3.71)
Now
(An+\  A") <  i[ ||A " +1||2 +  ||A"||2], (3.72)
and so
(20 -  1)<A"+1, A") <  (0 -  1) [||An+1||2 +  ||An ||2].
Hence (3.70) becomes
0||An+1||2 — (1 -  0)||An ||2 <  (0 — j )  [||An+1||2 +  ||A "||2]
- A t(0An+1 +  (1 -  0)An, S n+i )  
-V A t[ 0 A ^ +l + ( l - 0 ) A } f .  (3.73)
The final term  is negative and so we can rearrange to obtain
l \ \A n+1\\2 - \\\A n \\2 < - A t{0An+1 +  (1 -  0)An,S n+h). (3.74)
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Also, using (3.71), we can deduce the same inequality for B , i.e.
\ \ \B n+l\\2 - \\ \B n \\2 <  A t(0B n+1 4- (1 -  0)B n,S n+l) .  (3.75)
We now need to specify how to average the source term  in the t direction. If we were 
to use a weighted average, i.e.
g n + i _  g§n+l +  ^  _  0 ) ^  (3 .7 6)
then, multiplying (3.74) by A, (3.75) by fi and adding, leads to
A||An + 1 | |2 +  n\\Bn+11| 2 <  X\\An \\2 +  v\\B n \\2 -  2A t\\6Sn+1 +  (1 -  0)Sn ||2. (3.77)
Hence the averages nxA n and fixB n axe stable. However, because the weighting adds 
extra diffusion to the system, we only want to replace Qt by ut in the approximation of 
the spatial derivative (and not the reaction term). So, we set
5 n+i  =  l ( S n + 1  +  5 n). (3.78)
Then, (3.74) and (3.75) become
A ||in + 1 | |2 +  Ju ||S ’,+1||2 <  A||An | |2 +  p ||B ” ||2 -  A t( s n+1 +  S n, 0Sn+1 +  (1 -  e)S n)
=  A||An | |2 +  fi||B n | |2 -  0A (||S ” + 1 | |2 -  A l(S n+1, S">
—(1 — #)A 1 ||S " ||2. (3.79)
Suppose we define £ :=  20 — 1. Then 0 <  £ <  1 and
e = |(i + o. i-» = 5(1-0-
So (3.79) can be written as
A||A’*+ 1 | |2 +  p ||B n + 1 | |2 +  j£ A t||S n + 1 | |2 <  A||An | |2 +  ^ ||B n | |2 +  l£ A t||S n | |2
- j A t [ | |S n + 1 | |2 +  2(S"+ 1 ,S " ) +  ||5n ||2] 
=  A p " ||2 +  M||fl“ ||2 +  l{At||S»H *
- ^ A i | |S " + 1  +  S n ||2. (3.80)
Finally
A||A’*+ 1 | |2 +  /i||B n + 1 | |2 +  i |A < ||5 n + 1 | |2 <  A||A” | |2 + p | |B " | | 2 +  l£A « ||5n ||2, (3.81)
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and so the averages nxA n and fixB n are stable. We still have to consider the (—1)J 
oscillatory mode. As discussed in Section 3.3.1 for the box-trap scheme, introducing 
the weighting 9 will damp the potential linear growth of this mode. This can be seen 
by using the Godunov-Ryabenkii stability criterion (Richtymer &; Morton 1967, page 
152) which, in practice, involves examining all the local normal modes. Suppose we 
look for normal solution modes of the form
A ]  =  otnp j A , B ] = a npj B. (3.82)
We must show tha t a  and fi cannot lie outside the unit circle. We only consider the 
oscillatory mode which corresponds to setting /? =  — 1 in (3.82). Substituting these 
solution modes into (3.44) together with (3.63) leads to the following equation which 
a  must satisfy:
2p(0a + (1 -  0)) [(a -  1) +  \p !(a  +  1)] =  0. (3.83)
This has two roots
1 -  £ 1 - 5 ^  ,a  — — ---- -, or a  = -------f— . (3.84)
1 +  f ’ l  + y
Thus | a | <  1 and so the oscillatory mode is damped for 9 > If 9 =  \  then the first 
root in (3.84) is 1 and so the oscillatory mode for the box-trap scheme could persist 
undamped for all time.
3 .4 .2  N u m e r ic a l r e su lts
We now apply the weighted box-trap scheme, i.e. (3.44) and (3.63), to the Linear Model 
when the boundary condition is a square pulse to see the reduction in the oscillations. 
Figures 3-10 and 3-11 show plots for two values of 9 (but both with 9 = \  +  O (A t)) 
for small and large values of A and fi respectively. For both cases of A and n  we can 
see tha t increasing 9 from ^ has reduced the oscillations. If we compare the top plot of 
Figure 3-5 with Figure 3-10 we see tha t the oscillations keep on reducing as 9 increases 
but tha t the accuracy gets worse. Hence, although for A =  /i  =  1 the oscillations have 
reduced, the weighting introduces a smoothing of the solution.
For large A and fi the top plots of Figure 3-6 and Figure 3-11 can be compared. We 
only have to take 9 = ^ +  A t for the oscillations to disappear completely. In fact, for 
large A and //, we can actually take 6 closer to It would appear that the weighted 
box-trap scheme removes the oscillations completely and keeps the same accuracy as 
for the box-trap scheme (this is because there is so much smoothing in the solution 
anyway). However, for small A and fi this is not the case: the oscillations are reduced 
but a numerical dispersion is introduced. We still observe negativity before the wave 
front for large A and // (see Figure 3-11) but, as for the box-trap scheme, this would
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Figure 3-10: Solution a at fixed x = 1: the dashed line indicates the boundary condition, 
the thin unbroken line indicates the exact solution, the dots joined by an unbroken line 
indicate the box-trap scheme (in the top plot 9 =  0.52 and in the bottom 9 =  0.55,) 
and the dotted line indicates the linear advection solution. In both cases X = 1, p  =  1, 









Figure 3-11: Solution a at fixed x = 1: the dashed line indicates the boundary condition, 
the thin unbroken line indicates the exact solution, the dots joined by an unbroken line 
indicate the box-trap scheme (in the top plot 9 =  0.52 and in the bottom 9 =  0.55,) and 
the dotted line indicates the linear advection solution. In both cases X = 90, p = 10, 
A x  = 0.0625 and A t  = 0.05 (and so p = 0.8,).
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be eliminated by reducing A x.
We would like to be able to take any size of A t  but for small A and /i we might 
have to restrict ourselves so as to avoid the smoothing which occurs when using the 
weighting: if A t  is too large then 0 will be significantly larger than ^ (to keep second 
order accuracy) and this will cause severe damping.
3.5 Modified equation analysis
Various qualities and properties of a finite difference scheme of a given PDE can be 
analysed by studying the modified partial differential equation of (3.17) and (3.18), 
known as modified equation analysis. These include order of accuracy, consistency, 
dissipation and dispersion. Apart from the round-off error, the modified equation 
analysis represents an asymptotic series of PDEs tha t initially gives a more accurate 
representation the behaviour of the solution of the difference scheme. The expansion 
is derived by first expanding each term  of a difference scheme in a Taylor Series and 
then progressively eliminating time derivatives of higher than first order in favour of 
higher and higher spatial derivatives. Basically, to study the behaviour of solutions 
to the difference equations we are modelling the difference equation by a sequence of 
differential equations. This was seen in Section 3.2 where we showed tha t the error in 
the numerical scheme could be defined in terms of differential operators (see (3.19)). Of 
course the difference equation was originally derived by approximating a PDE, and so 
the original PDE is a model for the difference equation, but there are other differential 
equations that are better models. In other words, there are other PDEs tha t the 
numerical method solves more accurately than the original PDE. It is often easier to 
predict the qualitative behaviour of a PDE than of a system of difference equations. 
Warming & Hyett (1974) describe this method in more detail. At the moment it is the 
qualitative behaviour of a particular numerical method tha t we wish to understand.
The modified equation approach is insufficiently powerful to study the stability of finite 
difference schemes. It involves an expansion in the differential operators which is only 
valid for small k A x  where k is the wave number and A x  is the spatial step length. 
Basically, when we truncate, the higher order terms might blow up if k A x  is large. 
The mode k A x  = 7r is often the most unstable but this cannot be reached with this 
expansion (because it does not converge). We can obtain information on stability as 
k A x  —> 0 but not for the case k A x  —> it. So, the modified equation approach can give 
necessary but not sufficient conditions for stability.
By the same token it cannot describe the mesh scale oscillations induced by the spurious 
mode in the box scheme. To do this we have to separate the smooth numerical solution 
and the spurious oscillatory numerical solution (which will be done in Section 3.6.3).
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3 .5 .1  T h e  lin ear  a d v e c tio n  eq u a tio n
Before analysing the box-trap scheme applied to the Linear Model, we first carry out the 
modified equation analysis of two simple problems using the same numerical schemes 
(i.e the box scheme and the trapezoidal scheme) to gain insight into this technique 
applied to simple linear problems. First consider the linear advection equation ut +  
aux — 0 which we studied in some detail in Section 3.2 and where we briefly mentioned 
how the modified equation expansion can be used as a tool for analysing the oscillations 
induced by the box scheme. In terms of finite difference operators the box scheme is 
simply given by (3.10), or rearranging we obtain
Sj§ r u+aS- ^ u = 0 > (3-85>
where we have dropped the (’)j+^ notation for convenience. We now suppose (3.85) 
holds for U, where U is the prolongation of U. The finite difference operators defined 
by (3.6)-(3.9) can be expanded in terms of differential operators using Taylor series 
expansions, i.e.
Sx = A x [l -I- ^ A x 2d2 + 0 ( A x 4)]dx (3.86)
6t = A t[ l  +  ^ A t 2d2 +  0 (A t4)]dt (3.87)
\ix = 1 +  ± A x2d2 +  0 (A z 4) (3.88)
fit = l  +  ±A*2dt2 +  0(A *4). (3.89)
Subsequently, we will use the notation “. . . ” to mean either 0 (A :r4) or 0 ( A t 4). If we 
define the operators
:=  :=  <3-90>
then (3.85) gives a simple expression relating the ^-derivatives (from the V t term) to 
the ^-derivatives (from the V x term)
(V t + aVx)U = 0. (3.91)
Substituting the expansions (3.86)-(3.89) into the operators (3.90) leads to expressions 
for V t and V x (up to and including A x 2 and A t2 terms)
D( =  ( 1 - ^ A  t2d f + . . . ) d t (3.92)
D t =  ( l  -  +  . . . )  dx. (3.93)
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Then (3.91) becomes
(1 -  ^ A t 232 +  . . . ) &  =  - a  (1 -  x 28 l +  . . . )  Ux , (3.94)
or
Ut = - a  ( l  -  t^ A i2d,2 +  .. .)_1 ( l  -  j^ A x 2S2 +  . . . )  Ux,
=  - a  (1 +  -  ^ A x 232) Ux + . . . .  (3.95)
We now differentiate (3.95) with respect to x  and then t to eliminate the d2 term. It 
is easy to show that
d2Ux =  a2d2J j x +  . . . .
Substituting this expression back into (3.95) gives the modified equation expansion
Ut = —aUx -  ^  (a2A t2 -  A x2) Uxxx + . . . .  (3.96)
which exactly matches the Truncation error in (3.16). The partial differential equation 
obtained by truncating this expansion after the first two terms has a dispersion term  
which depends on the value of the CFL number, p :=  This analysis supports the 
theory of Section 3.2.2: if p = 1 then this term  disappears and we would expect there to 
be little dispersion (which is a special case for the linear advection equation because for 
p = 1 the difference scheme is exact). Also, as p travels through unity the oscillations 
change the direction in which they propagate. We observed this in Figure 3-2 and can 
see this directly from (3.96) as the sign of the dispersion term  Uxxx changes for p <  1 
and p > 1. This was also shown to be true by examining the group velocity.
3 .5 .2  A  s im p le  o r d in a r y  d if f e re n t ia l  e q u a t io n  (O D E )
The second problem to consider is the first order ODE given by
bt =  -fib , (3.97)
where p  is an arbitrary constant. Applying the trapezoidal scheme (in terms of differ­
ential operators) to (3.97) gives
£
-£ -B  = - p p tB , (3.98)
(apologies for the two /z’s here) where B  is the numerical approximation of b. This can 
be rewritten as
V tB  = - p B ,  (3.99)
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where V t is given in (3.90). We now apply (3.99) to the prolongation of B  (which we 
denote by B ) and invert the expansion of V t in (3.92). Hence, the modified equation 
expansion for (3.98) is given by
Bt =  - p ( l - i A  t2d f + . . . y 1B
= - p ( l  + -feA t2d f + . . . ) B .  (3.100)
The expansion (3.100) represents a sequence of actual ODEs solved when the numer­
ical scheme is computed. Hence studying this sequence will give us insight into the
numerical solution of (3.97). If we truncate the expansion in (3.100) after the second 
term  we obtain the following ODE:
j ^ p A t2Btt +  B f\r  p B  = 0, (3.101)
dropping the (•) notation for convenience. The auxiliary equation is given by
j$ p A t2p2 -1- p +  p  =  0,




and so the solution of (3.101) is
- 1  ±  ^ /( l  -  I p 2A t2) (3.102)
B{t)  =  Ciep+t +  C2ep-*. (3.103)
We now make some key points about this analysis. The roots in (3.102) show tha t the 
numerical scheme is second order accurate. Also, if p A t  > \/3, the roots are complex 
and so the solution of (3.101) is oscillatory; however, if p A t  <  \/3 , the solution decays 
exponentially. The spurious mode ep-t will decay very quickly to zero and so the 
positive root will be the main contribution (which also decays). We can see this by 
expanding the term  under the square root. So, provided \p2A t2\ <  3 we have
p+ = —p ( l  + j$ p 2A t 2 +  ^ p AA t4 +  . . . ) ,  (3.104)
and
p -  =  - - ^ 2 112 -  ^ A *2] +  +  • • • • (3 -105 )
The term  in the square brackets in (3.105) is negative (assuming p > 0) and so this root 
will decay very quickly. The expansion (3.104) shows tha t the positive root behaves 
like e~pt, which is to be expected.
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We could have solved (3.98) as a finite difference scheme directly. Then
B n+1 =  ( 1 ~  2»A t \  B n (3.106)
Note tha t the expansion of the term  in brackets in (3.106), for small f iA t , is given by
( l  +  ^ A f )  =  ^  ^ A t  ^ ^  “  ^ A t  +  & 2& t2 ~  & sA t3 -  . . . )
=  1 — /j,At +  7}H2A t2 — | / / 3A t3 +  0 ( A t 4). (3.107)
A simple calculation shows that ep+At tends to the expansion (3.107).
In conclusion we know, from studying the finite difference scheme directly, tha t there 
are oscillations if fiA t  >  2. However, in a large system we also wish to apply the 
modified equation analysis to ODEs and so would like to understand (3.100). The 
modified equation analysis does predict these oscillations but the condition was found 
to be f iA t > y/3. The expansion in (3.107) is exact whereas we truncated the modified 
equation expansion after two terms. This means tha t the condition predicted from 
the modified equation expansion has an error proportional in magnitude to the first 
truncated term. On the other hand, it does give the same expansion that is found when 
analysing the ODE in terms of the finite difference scheme and so suggests it will be a 
useful tool to help explain the oscillations tha t occur in the Linear Model.
Figure 3-12 shows plots of the solution 6 with fixed 6(0) =  0.5 and fi = 20 for various 
(jlA V s. These are given by f iA t  =  0.5 (top left plot), f iA t = 1.25 (top right plot), 
f iA t — 2.5 (bottom left plot) and fiA t = 5 (bottom right plot). These confirm that the 
numerical scheme oscillates when f iA t > 2. This condition arises when // is relatively 
large. In the Linear Model we want to be able to take a large range of values for the 
parameters A and fi and so these oscillations could be a problem.
3.6 M odified equation analysis o f the box-trap scheme
We now find the modified equation expansion of the box-trap scheme applied to the 
Linear Model written in the following form:
ct +  V(c -  b)x = 0
bt = Ac — (A +  /i)6,
(3.108)
(3.109)
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Figure 3-12: Plot of the trapezoidal scheme applied to the first order ODE (given by 
dots joined by a straight line). The thin unbroken line denotes the exact solution. In 
all cases p =  20. In the top left plot p A t  =  0.5, in the top right plot p A t  =  1.25, in 
the bottom left plot p A t  =  2.5 and in the bottom right plot p A t = 5.
with c and b non-negative, V  > 0 and A > p > 0. Then the box-trap scheme applied 
to (3.108) and (3.109) is given by
px6tC  +  p p M C  -  B )  =  0 (3.110)
6tB  = iM[ \ ' C - ( \ '  + fi,')B],(3.111)
where pis the CFL number and we have again dropped the ( ')"+ | notation for con-
venience. We again replace the numerical solutions C and B  by their prolongations C  
and B  and, as in Section 3.5.2, drop the (•) notation. Now, (3.111) can be rearranged 
to give B  in terms of C
[.5, +  (A' +  p . ' ) p t ] (3.112)
If (3.110) is multiplied by the term in square brackets from (3.112) then we have
[<5t +  (A7 +  p')pt\ pxStC  +  p [St +  (X; 4- p')pt\ Pt$x{C — B )  =  0. (3.113)
Since
[St +  (X1 +  p')pt\ VxSt — P-xSt [<£* +  (A7 +  p')pt\
[<5* +  (A' -I- p')pt\ PtSx = fJ'tSx [<$* +  (A; +  p')pt\ ,
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holds, and using (3.112), the expression in (3.113) becomes
[<^t +  (A7 +  /Z)/-4*] C  +  P^t^x [<^t +  (A7 +  aOa4*] Ht&xC ~  P/^i^x(A7//fC) =  0. (3.114)
Rearranging (3.114) gives an equation for C  which is a quadratic in St
\j*x?>i+ [(A7 +  //)/ix /^  + PVt8x]8t + p / /7/ i ^ x j c  =  0. (3.115)
Or, rewriting this in terms of Vt and V x (defined in (3.90)) leads to the following 
quadratic equation for V t :
V 2t +  (A +  fi +  V V x)V t +  p V V x =  0. (3.116)
When solved, the roots must be applied to C. Note tha t if we had applied the box 
scheme to the Linear Model in terms of a and b we would have ended up with the 
same quadratic equation (3.116). The reason we write the Linear Model in terms of 
c and b in this Section is because we will compare the resulting expansion with the 
Improved-equilibrium model from Chapter 2 (which is derived in terms of the total 
concentration c).
L em m a 8. Consider the quadratic equation (3.116) for the operator V t . This has 
solution
X>t =  I  [-(A  + + V V X) ±  ^/(A +  IX + VT>X)2 -  4f(KZ>x] . (3.117)
I f  the term involving the square root is expanded in increasing powers of V x then the
positive root gives the following expression for V t in terms o f V x (up to and including
the V \  term):
_  fiV  ^  n \ V 2 p X ( X - f i ) V s o
^  -  (A + ^  + • • • • (3'U8)
This gives an expression for the advected wave. Solving for the negative root leads to
V = - ( X  + ,A -  . i H o  -  ^  I *  +  .(A +  W X + V* (A +  (A + n f  x ( ’
which is an expression for the wave travelling up the time axis. The modified equation 
expansions are found by applying C  to (3.118) and (3.119). Then the difference oper­
ators are expanded in terms of differential operators and any derivatives with respect 
to t are replaced by derivatives with respect to x. We then obtain a pair of modified
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equation expansions; for the advected wave this is given by
Ct =  - V 'C X + ^ + fl)3C** -  v ' (  (A +  m)< +  12 ^ ,2A‘2 "  Ax2l )  Cxxx +  ' ' '  ’
(3.120)
and for the wave travelling up the time axis
Ct = —(A +  p) ^ 1 4- — (A +  p )2A t2>Sj  C — V  ^ 1 4- —(A +  p)2 A t2^  Cx
- v { T ^  + T 2 ^  + 2X)VAt2) c™
'(M - r i V *  1 (m2 +  3M  +  A2) ^  2 1 A  _
+  V (A +  /X)4 12 (X + p )2 ^  + 12 )  xxx
(3.121)
where V ' is the reduced speed and V  =  VA/(A +  p).
Proof Let us first consider the roots in the form (3.118) and (3.119). Using the ex­
pression for V x in (3.93) we can find V 2 and V \  up to and including A x 2
v l  =  (x _  s A x 2d% + . . . )  8 2
v i  =  ( i - i a * 2^ +
We now apply to C  the expressions for the differential operators T>t and V x given in 
(3.118) and (3.119) and take the inverse of the bracketed term  preceding dt in (3.92). 
Then we obtain the following modified equations for the box-trap scheme applied to 
the linear model (up to and including the Cxxx term). The first is the advected wave
p V  _ p \ V 2
Ct =  —r~ — Cx +  / f - t 'XXA +  p  (A +  p)
liV  f \ ( \  -  v )v 2 Cxxx + L ^ c xtt -  i - A x 2Cxxx ) + . . . ,  (3.122)
A +  m V (A +  m)4 12------- 12
and the second is the wave travelling up the time axis
Ct = -(A  +  p ) C -  ^ ( A  +  /i)A t2Ctt -  - ^ - C x -  ^ % c xx 
12 A +  p  (A +  p)6
XV ( n ( \  -  v )V 2^Cxxx _  L & t> Cxtt +  ± - A x 2CxxX  (3.123)
A +  m V (* +  m)4 12 *“ 12
In exactly the same way as for the linear advection equation analysed in Section 3.5.1, 
we wish to replace the Ctt and Cxtt terms in both (3.122) and (3.123) with Cxx and 
Cxtt terms respectively. The details are not given here but a simple manipulation leads
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to the results (3.118) and (3.119). □
3 .6 .1  D is c u s s io n
The first two term s on the right hand side of (3.120) give precisely the Improved- 
equilibrium model which we derived in Section 2.5. In fact, the first term  in the 
coefficient of the Cxxx term  matches the dispersion term  derived in the correction to 
the Improved-equilibrium model (see (A. 13) in Appendix A). The derivation of the 
modified equation expansion is actually valid for all A and p  whereas we had to assume 
tha t these param eters were large for the Improved-equilibrium model.
On studying (3.120) we see tha t there is no dependence on A x  and A t  in the diffusion 
term. The first coefficient tha t depends on the mesh is tha t for the dispersive term. 
Hence we would expect the dispersive errors to dominate and so it is the coefficient 
of this term  th a t will give us information about the direction of propagation of the 
oscillations (which we will discuss in the next Section). This was shown to be true for 
the modified equation expansion of the linear advection equation (see (3.96)) where the 
dispersion term  was dominant and the sign changed as p  went through unity.
Let us neglect the A x  and A t  term  (which is equivalent to taking p' = 1) in (3.120). 
Then we have (truncating after the third term)
c  + -2L.C - 
, +  A +  m (A +  m)3 (A +  m)5 (
If A and p  are equal then the dispersive term  is zero. This means, as A and p  become 
large, we would expect the solution to tend to the equilibrium solution (the right hand 
side of (3.124) would then be negligible). Now suppose A »  p\ then, when both 
are reasonably small, there will be a large amount of diffusion (since the coefficient 
multiplying the Cxx term  will be dominant). However, as they increase (but still with 
p), there will be less reduction in the height. The dispersion coefficient will not 
be zero and will thus cause the pulse to be smoothed.
Figure 3-13 shows four cases of A and p  and we are able to observe the phenomena 
described above. When A =  p = 1 (in the top left plot) the equation (3.124) does 
not describe the situation: the speed in the plot is V  whereas (3.124) would predict 
the pulse to be moving at speed V 1 = This is simply due to the fact that, for A 
and p  small, we cannot neglect the modified equation expansion up the time axis. The 
first term  on the right hand side of (3.121) is — (A +  p)C . This will very quickly decay 
exponentially to zero as time progresses when A and p  are large. However, it still needs 
to be taken into account when they are small. In the bottom  right plot in Figure 3-13 
we have taken A =  p  =  100. The pulse is now moving at the reduced speed and the
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Figure 3-13: Plot of the box-trap scheme against t (shown as dots joined by an unbroken 
line) applied to the linear model with A =  90 and p  =  10 at a fixed x = 1 and V  =  1. 
The dashed line denotes the boundary condition. The values of X and p are: X =  p  =  1 
(top left), X =  p =  100 (bottom left), X = 9, p =  1 (top right) and X = 900, p = 100 
(bottom right).
shape of the boundary condition is preserved (to be expected since the equation is 
non-dispersive and the diffusion coefficient negligible). In the top left plot we observe 
a significant amount of diffusion when A =  9 and p — 1. This becomes less and less as 
they increase to A =  900 and p =  100 but the shape of the pulse has changed from the 
boundary condition.
In Figure (3-14) we have plotted the box-trap scheme applied to the Linear Model 
when A =  p = 1 for three different values of p. In the top plot the value of p is greater 
than one and the high frequency oscillations, which are a feature of the box scheme, 
propagate ahead of the wave. In the middle plot the oscillations do not spread out at 
all (because p = 1) and in the bottom plot the oscillations propagate more slowly than 
the main wave. This is consistent with the modified equation analysis for the linear 
advection equation in Section 3.5.1. It has a dispersion term which depends on the 
value of p. The oscillations change from propagating ahead to behind the main wave 
as p travels through unity because the sign of the dispersion term changes.
Hence for small A and p we need to use the modified equation expansion equation for 
the linear advection equation to describe how the oscillations behave and to choose our 
value of p (which we wish to take to be close to 1 to reduce the oscillations). However, 
for large A and p the modified equation expansion (3.121) describes the how the pulse
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Figure 3-14: The dashed line indicates the boundary condition, the dots joined by an 
unbroken line indicate the box-trap scheme and the thin unbroken line indicates the 
exact solution at a fixed x  =  1 with A x  =  0.04 and A =  p  =  1. In the top plot p = 1.5, 
in the middle plot p = 1 and in the bottom plot p =  0.5.
moves and suggests we take p' close to 1 instead of p. This is not a problem when we 
have only one value of A and p in the model as we can choose either p =  1 or p' =  1 
depending on their size. For larger systems it could be unclear which value to take since 
there could be different orders of magnitude for the parameters in the reaction terms. 
In Chapter 5 we will consider a larger system more closely to investigate whether the 
box scheme is robust enough to cope with these varying speeds.
3.6.2 N um erical experim ents
In this Section we consider (3.120) without neglecting the A x  and A t  term in the 
dispersion coefficient. This term describes the variation of the advection speed of the 
modes with their frequencies. When A and p are large the propagation speed is now 
the reduced speed. We wish to choose p' = 1 to ensure the solution moves along the 
numerical characteristic V 'A t  =  A x. We will refer to this as the main wave. As the 
dispersion term changes sign we should see the higher frequency oscillations change 
their speed relative to the speed of the main wave. Suppose we denote the coefficient 
of this dispersive term by T, i.e.
_  ^A(A- / j )V3 _  Vx2 , 2 _  ,
(A +  m)5 12(A +  / x) l ( )  J ’ ( }












Figure 3-15: Plot of the box-trap scheme against t applied to the linear model with 
A =  90 and p = 10 at a fixed x  =  1. In both plots the dots joined by an unbroken line 
denotes p' = 1. In the top plot p' =  0.8333 (dotted line) and p' = 0.5 (dashed line); in 
the bottom plot p' =  1.25 (dotted line) and p' = 1.3889 (dashed line).
where
, =  V > _ A t_
\  + p  A x  \  A x  J
In general, for p' > 1 (and A > p) this term will be negative; but for small p' we might 
force a sign change. Suppose we consider the situation where A »  p 1. Figure 3-15 
shows the solution of the box-trap scheme with A =  90, p =  10 for various values of 
p' (the boundary condition is again a square pulse). The actual value of p' that sets V 
to zero is p' =  0.955842. Hence for p' above this value Y is negative and for p' below 
this value T is positive. Both plots in Figure 3-15 confirm our predictions: the change 
of sign in the dispersive term does give a change of direction for the oscillations. On 
examination of the steep sides of the wave we observe a shift as p' goes through unity: 
when p' < 1 the wave is faster than the main wave and when p' > 1 the wave is slower 
(since we are plotting against t this appears reversed in Figure 3-15).
From these plots we can observe how the smooth numerical solution and the spurious 
oscillatory numerical solution are separated out. The slower wave corresponds to small 
k A x  and the faster wave to small k A x  — tv. It is the latter one which is spurious and 
we can see that it gives oscillations both ahead and behind the wave. This will be 
analysed in more detail in the next Section.
In Figure 3-16 we choose a smaller A x  and consider four different values of p '. When 
p' «  1 (top left plot) we see that there are severe oscillations. As p' increases (cor­
responding to an increase in A t) these oscillations disappear but the solution becomes






















Figure 3-16: Plot of the box-trap scheme applied to the linear model (dots joined by 
an unbroken line) compared with the exact Laplace transform solution (thin unbroken 
line). The boundary condition is a square pulse (dashed line). In all cases A =  90, 
p =  10, A x  = 0.04 and x  =  1. The values of p' are 0.25 (top left), 0.5 (top right), 1 
(bottom left) and 1.25 (bottom right).
more damped and we lose accuracy. The solution seems more accurate when p' =  0.5 
rather than p' = 1. This is due to the fact that V is set to zero when p' «  0.678 for these 
values of the parameters. We can also observe this in Figure 3-15: the slower pulse 
has less oscillation but is less accurate ahead of the wave. To understand how these 
oscillations behave (and why they disappear as A t  increases) we need to separately 
consider the main pulse and the oscillatory spurious mode.
3.6.3 Separating th e sm ooth  and oscillatory num erical solution
Consider the Linear Model given in (3.108) and (3.109). If both equations are approx­
imated using the box scheme then there is a spurious solution mode. This is generally 
a problem when you use a second order difference scheme (e.g. the box scheme) to 
approximate a first order system. It arises from the fact that the scheme involves three 
time levels (it is only two time levels on each equation but when these are combined it 
results in a three level scheme on a single unknown) and therefore a Fourier Analysis 
(see Appendix B) leads to two values of the amplification factor. One of these will 
correspond to a good approximation of the solution of the Linear Model, but the other 
will not.
However, if we use the box scheme on the conservation law and the trapezoidal scheme
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on the reaction equation then the oscillatory part of the solution is not totally spuri­
ous. For the full box scheme (i.e. when the box scheme is also applied to the reaction 
equation) the spurious solution is a solution of both equations and persists forever with 
no regard to the actual equation parameters. For the box-trap scheme the spurious 
solution gets “mixed in” . Through the A and (i terms the exact solution is smoothed 
out (c.f. the diffusion term  in (3.120)) and the oscillatory terms can be separated out. 
The parameters A and fi only have to be 0(1) for this smoothing to occur.
We can think of the numerical solution being made up of two parts (the smooth part 
and the oscillatory part) which will interact less and less as A and / i  increase. For 
the linear advection equation the solution is not smoothed and so we cannot separate 
out these two parts. We can see this from the modified equation expansion (given in 
(3.96)) since there is no diffusion term. This is classic “multiple time scale” analysis 
(Holmes 1995, pages 105-153). These problems have an oscillatory component of the 
solution which occurs on a time scale that is 0(1), and, also have a slow variation in 
the solution tha t takes place on a much smaller time scale. The two time scales are 
incorporated into the problem and then a power series expansion is defined in terms of 
these new variables. This is often known as a two-timing perturbation technique.
We now use Fourier analysis to justify the separate treatments of the smooth approxi­
mate solution and the spurious oscillatory approximate solution. Then we will be able 
to obtain modified equation approximations to the discrete system for each. In fact, 
for a purely linear problem with periodic boundary conditions, the two solutions do 
not interact at all. However, with our boundary conditions the modes get mixed up; 
though if we assume the flow is well developed they are well separated.
Let us consider the Fourier mode A j = elk^Ax. In classical Fourier analysis we know 
tha t cos ^ k A x  is the Fourier transform (or symbol) of fix and, similarly, i sin ^ k A x  is 
the Fourier transform of 5X. Hence
HxA j +  ^ =  c o s^ k A x A j+^ (3.127)
SxA j+^ = 2i sin 7}kAxAj+^. (3.128)
We wish to consider what happens when k A x  is close to 7r. This is where we know
that the modified equation analysis breaks down since, when we truncate, the higher
order terms do not converge for k A x  =  7r. Suppose we set k A x  = ir + k 'A x  where 
k 'A x  is small. Then (3.127) and (3.128) become
fjLxA j+^ = —sin 7}k'AxAj+  ^
SxA j+  ^ =  2zcos ^k ‘A x A j+^.
(3.129)
(3.130)
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Write
A j =  eij(7r+fc'Aa:) =
=  ( - l ) M J ,  (3.131)
where A° denotes the oscillatory part of the solution. Substituting this into (3.129) 
gives
MxAj+j =  - s in  t k 'A x ( - i y +iA ° +^
=  ( - l ) J+1|<5x^ + i , (3.132)
and similarly
SxAj+ i = ( - 1  )j+12»xA°j+ i . (3.133)
Now suppose Aj  = (—1 )J+n(A°)™, which is the spurious oscillatory approximate solu­
tion. Then
H*A?+J =  ( - l ) 3+n+1^x(A'>)J+ j ) (3.134)
6*A”+i =  ( - l)^ + " +12Ml(A»)J+ i , (3.135)
which are analogous to (3.132) and (3.133) respectively. We can apply exactly the same 
analysis to the difference operators fit and St to give
=  ( - l ) ’+n+1i 151(A<,)”+ i (3.136)
S ,A j+i =  ( - i y +n+l 2fit(A°fj + i. (3.137)
We wish to apply this analysis to the box-trap scheme for the Linear Model in (3.40) 
and (3.42) (but with A  +  B  in (3.40) replaced by C). The discretisation involves the 
operators jix5t and fi^ x  and so, applying fix to (3.137) and to (3.135) gives
=  (_ i  y + - + X M A 0)n^ l  (3.138)
mA A J ^  =  ( - l ) J+n+2<5tMx(A”)" + |.  (3.139)
Suppose the numerical solution is separated as follows:
A] = (.As)nj  +  ( -1  )j+n{A °)^  (3.140)
and similarly for B J  and C™. This means tha t {-)s represents the smooth part of
the solution and (*)° represents the smooth modulation of the spurious oscillatory
solution. Assuming we can consider the smooth and oscillatory parts separately, we
can substitute these into (3.40) and (3.42) and then apply the expressions in (3.138)
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and (3.139) to the oscillatory part. This leads to two systems for the (-)s and (*)° parts 
of the solution, namely
px8tCs + pp t5xA s «  0 (3.141)
StB s «  p t (\ 'A S -  p 'B s) , (3.142)
and
8xPtC° +  p8tpxA° «  0 (3.143)
1
2
Multiplying both sides of (3.143) and (3.144) by p / { \  +  p) gives
2p tB° «  - \ 8 t (A'A° -  p 'B ° ) . (3.144)
A +  p  A +  p
and
M 5xlt tC° +  »  0, (3.145)
2 p
(3.146)
A +  p  A +  p
If we define a new variable D° by
=  AA° — fiB° (3.147)
A +  /x
then we can eliminate C° and B°  from (3.145) and (3.146) to obtain a system in terms 
of A° and D°
StHxA" + -A x fit (A0 -  D°) ss 0 (3.148)
P
StD° a m h - f ' A° - r ' DO’ <3-149>
where p' = p p /(A +  p). Also introduce new variables
X = a  =  3 7 T 7 -  p  = F '  (3' 150)
Then \  + p = 4 /p' and so (3.148) and (3.149) become
p x8tA° + p p t5x (A° - D ° ) n 0  (3.151)
5tD° «  fit (AA° -  (p +  A)£>°). (3.152)
These are of the same form as (3.110) and (3.111) but for A° and D° instead of C  and 
B  and with p, X' and A7 4- p' replaced by p, A and A +  p  respectively.
In Section 3.6 we found the modified equation expansions by solving a quadratic in T>t,
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given in (3.115), with the roots applied to C. Hence we can now obtain an analogous 
equation which is applied to A°
V 2 + \ + a  + P& xVx
A t  A t
V t + ^ ^ - V x = 0. (3.153)
Finally, define new variables
A := -£ -  M  W : = ^ - .  (3.154)
A t  A t ’ A t  v '
Then we have a quadratic to solve for V t which is precisely of the form of (3.116)
v \  +  [(A +  M ) +  W V X] V t +  M W V X =  0. (3.155)
One of the roots of (3.155) will give a modified equation expansion for the wave trav­
elling up the time axis and the other will give a modified equation expansion for the 
advected wave. The positive root (i.e. the advected wave) will give the following 
expression for V t in terms of V x (up to and including the D3 term):
M W  M A W 2 2 M A (A  — M ) W 3 3
D , - " a T m Di + ( A T W  " (A +  M f  x (3' 156)
Following the procedure in Section 3.6 we can substitute for V x, V 2 and Z>3 etc. and 
apply this expression to A°. We will eventually obtain an expression for (A°)t  entirely 
in terms of ^-derivatives of A° for this advected wave. The coefficients of the (A°)x and 
(A°)xx terms will be the same as the coefficients multiplying V x and V 2 respectively. 
A simple calculation gives
M W  V  M A W 2 A A 4 A 2-Ax4 A t2. (3.157)
A +  M  p2’ (A +  M )3 4V 2
It is interesting to note that the first expression in (3.157) is independent of A and p. 
Also, the coefficient of the damping term (i.e. the second expression) increases as A t  
and A x increase. This explains why the oscillations in Figures 3-16 and 3-15 decreased 
as A t  increased for fixed Ax: as A t  gets larger the oscillations become more and more 
damped.
This analysis also gives us information about how the envelope of oscillations move.
We can see how the coefficient of the (A°)x term  (3.157) will give us the position of
these oscillations by looking at some numerical results. Figure 3-17 confirms these
predictions. On examining (3.157), we see tha t the oscillations should move with speed
p-. In the left three plots in Figure 3-17 we have chosen V  = 1 and observe that
2
the oscillations first occur at time ^rr, i.e. t = 4. The second set of oscillations are
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Figure 3-17: The dashed line indicates the boundary condition, the dots joined by an 
unbroken line indicates the numerical solution and the thin unbroken line indicates the 
exact solution at a fixed distance x  =  1 with p = 2, A x  = 0.05 and A =  p  =  1 (top 
plots), A = 40 and p =  5 (middle plots) and A =  90 and p  =  10 (bottom plots). Also, 
in the left three plots V  = 1 and in the right three plots V  =  2.
expected to occur at the width of the boundary condition after the first set, which is 
t = 12. In the right three plots we have taken V = 2 so the the first set of oscillations 
are expected to occur at t =  2 (and therefore the second set at t = 10). We also see 
that they are independent of the choice of A and p since the oscillations are in the same 
position for all three cases.
3.6.4 M odified equation analysis o f th e w eighted box-trap schem e
Finally in this Chapter we outline the derivation to obtain the modified equation ex­
pansions of the weighted box-trap scheme applied to the Linear Model. The discretised 
system is given by (3.110) and (3.111) with pt replaced by 9t in (3.110). Now, 9t can 
be expanded in terms of differential operators to give
9t = 1 -f- {9 — A td t +  ^A t^d f  +  . . . .  (3.158)
A similar analysis leads to the following quadratic equation (c.f. equation (3.116)) but 
with V t replaced by V t} and an extra operator, M t, i.e.
f y  + [(A +  m )M  +  V V X] +  >* =  0, (3.159)
C h a p t e r  3: T h e  b o x  s c h e m e  f o r  l in e a r  p r o b l e m s 1 0 1
I2 norm maximum error
p' = 0.25, 9 =  0.5 
p 1 = 0.25, 9 = 0.51 
p 1 = 0.1, 9 =  0.5 
p1 =  0.1, 9 =  0.51 











Table 3.1: Table showing a comparison of the 12 norm and the maximum errors between 
the exact solution and the weighted box-trap scheme for the examples in Figure 3-18 
with one extra case, the fourth row, not plotted.
where
or1*
A tV t := M t := 9t 1p t .
(3.160)
After some analysis, the modified equation expansion is found to be (considering the 
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(A +  m)3
(9 -  i ) A t ) Cxxx + ..  (3.161)
On comparing the expansion (3.161) with (3.123) we see that there is now dependence 
on A t  in the diffusion term. This is to be expected since numerical simulations have 
already shown that weighted box-trap scheme introduces extra diffusion. However, the 
extra term (6 -  ^) A t  will be small if 6 = ^ + O (A t).
In the Discussion in Section 3.6.1 we stated that, for large A and p, we wish to take 
p' = 1, as guided by the modified equation expansion corresponding to the advected 
wave (the wave travelling up the time axis can be ignored in this case). However, the 
results in Figure 3-16 illustrated that the numerical solution was most accurate when 
p1 was chosen so that T = 0 (defined in 3.125). If A and p are sufficiently large this is 
effectively p’ = 1 but we will now expand on the remarks in Section 3.6.2 to show that 
there are also situations where this is not the case for the weighted box-trap scheme. 
Suppose A x  and 9 are fixed and then the dispersion term in (3.161) is set to zero. This 
gives the following quadratic equation for A t  which is solved (choosing the positive 
root):
p2V 2
(A +  M)2
1
+  l2 A t 2 +  3
A/iV2 A(A ~ H  1 ,  „
, , cA t + - A —   — A x2 =  0,(A +  p) (A +  p) 12
(3.162)
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Figure 3-18: The broken line indicates the boundary condition, the dots joined by an 
unbroken line indicate the numerical solution and the thin unbroken line indicates the 
exact Laplace transform solution with A =  90, p =  10 and A x  = 0.04. Other parameter 
values are: p' =  0.25 and 9 =  0.5 (top left), p' =  0.25 and 9 =  0.51 (top right), p' =  1 
and 9 = 0.5 (bottom left), p' =  0.64103... and 9 = 0.51 (bottom right).
where e =  9 — In Figure 3-18 we have plotted the weighted box-trap scheme with 
A =  90 and p = 10 for various p' (= V 'A t/A x ) .  In the top two plots p' = 0.25 and 
we observe that the oscillations are severe (top left). These are reduced by increasing 
9 from 0.5 to 0.51 but we would like to be able to take larger time-steps. When p' = 1 
and 9 = 0.5 (in the bottom left plot) the oscillations have disappeared but accuracy 
has been lost. Although not shown here, if 9 is increased to 0.51 the results are very 
similar. However, in the bottom right plot we have chosen p' =  0.64103 which sets the 
dispersion term to zero. The results here are much more accurate and so gives a very 
effective way to choose A t  to eliminate the oscillations and maintain accuracy. This 
is confirmed in Table 3.1 where the I2 norm and maximum error have been found for 
the parameter values in Figure 3-18. The entries in the final row, corresponding to the 
bottom right plot in Figure 3-18, are significantly smaller.
Chapter 4
The box scheme for nonlinear 
conservation laws
4.1 Introduction
In this Chapter we apply the box scheme to nonlinear conservation laws. These arise 
in problems of interest here when considering a two equation model with a nonlinear 
reaction term. In the Introduction (Section 1.3.2) we described the Langmuir Model 
which falls into this category. Suppose we write the equations in the following form:
at + bt + V  ax =  0 (4-1)
bt =  A a(B  — b) — fib. (4.2)
In equilibrium we assume that the right hand side of (4.2) is zero and so
B K a  .
b =  =  l  + K a ’ (43)
where K  :=  X/fi. This is called the Langmuir Isotherm. Then (4.1) becomes
at +  ( l + 7 w ) a * =  °- (44 )
We have already seen tha t the box scheme applied to linear conservation laws gives 
oscillations when the boundary data is non-smooth which can be reduced by weighting
in the t direction. We now wish to investigate how the box scheme copes with nonlinear
flux functions when the initial data is a shock, or when a shock forms.
Consider a general nonlinear conservation law in conservative form
ut +  f(u)x =  0. (4.5)
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Our aim is to try  to understand the box scheme applied to this problem in the presence
of shocks. In this Chapter we will use Burgers’ equation, where f (u)  := ^u2, as our
model problem. This should be called the inviscid Burgers’ equation as it involves no 
diffusion term  but, for convenience, we will refer to it as Burgers’ equation from now 
on. Suppose we have Riemann data
I ui, x  < cr , ,
u(z,0) =  < (4.6)
I ur, x  > cr,
for all 0 <  x < X  with ui > ur. Also assume tha t ur >  0 so tha t boundary data only 
needs to be specified on the left boundary, i.e.
u{ 0 , t )=u i ,  (4.7)
for all 0 < t < T.  The exact solution is given by
( uh x < a  + s t  
u{x, t)  = < (4.8)
\ ur , x  > a  +  st,
where s is the shock speed
s = ^(ui + ur). (4.9)
The box scheme applied to (4.5) in conservative form is defined to be
+ v5xv t F $  =  0, (4.10)
where F j1 := f ( U ") and v  :=  A t / A x  is the mesh ratio. Figure 4-1 show plots of the box 
scheme for Burgers’ equation after one time-step (on the left) and ten time-steps (on 
the right) for two values of ui and ur. We can see tha t the box scheme gives oscillations
even after one time-step and these increase in both size and number as time progresses.
We would like to modify the box scheme to eliminate these oscillations. Our aims in 
this chapter are
1. to investigate how well the box scheme approximates the exact solution of non­
linear conservation laws with non-smooth data,
2. to understand how these oscillations arise when applying the box scheme to a 
nonlinear conservation law in the presence of a shock, and
3. to explore post-processing the results to eliminate the oscillations before moving 
to the next time-step.
The box scheme can be interpreted as having a final projection stage: since the underly­
ing approximation can be taken as piecewise linear or bilinear and the “test functions”
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Figure 4-1: Plot of the box scheme for Burgers’ equation (straight line) compared with 
the exact solution (+ ’s) with u := A t /A x  = 0.5. In the top two plots ui = 2, ur =  1 
after one time-step (left) and ten time-steps (right) and in the bottom two plots ui = 4, 
ur = 1 after one time-step (left) and ten time-steps (right).
are piecewise constant, it has some of the characteristics of a Petrov-Galerkin (P-G) 
method. As described in detail in (Morton 1996), in P-G methods the trial space and 
test space are not necessarily the same, whereas in Galerkin methods the same space 
of functions are used for both the approximate solutions and the weighting functions. 
From (4.8) we know that the theoretical solution of the Riemann problem for Burgers’ 
equation is a shock which propagates to the right as time progresses. We will firstly 
investigate how the P-G method deals with discontinuities and then derive the box 
scheme using the trapezoidal rule to approximate the integrals that arise in this P-G 
approach.
4.2 A pproxim ation  of a given  function  using a P -G  m ethod
In this section we wish to approximate a given function u(x) using the P-G method 
which has a piecewise linear trial space and a piecewise constant test space. Consider 
a grid 0 =  x q  <  x\ <  . . .  < x j  =  1  and denote the subinterval I j  by I j  =  (x j - 1 ,  xf) for 
j  =  1 , . . . ,  J.  We use a constant step length, /i, i.e. h = xj  — x j - \  for all j  =  1 , . . . ,  J.
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Define the piecewise linear approximation U to a function u as
J
V(x) = Y t Uj4>j{x)< (4-11)
3 = 0
where we seek to determine the coefficients Uj. Let <f>j(x), j  = 0 , . . . ,  J ,  be piecewise 
linear basis functions given by
<f>j(x) = < 
for j  = 1 , . . . ,  J  — 1, with
- V - ’ x e I J := ( xi - h x j)
X e  Ij+1 U  {Xj }  :=  [Xj, xj + i), (4.12)
0 , otherwise,
tfo(z) =  = X * J~l . (4.13)
Then Uj =  U(xj).  Now define the piecewise constant test functions by
f 1, x
|  0 , otx M  =  { n ^  . (4.14)herwise,
for i =  1 , . . . ,  J . A P-G method for finding Uj requires that the difference U(x) — u(x) 
be orthogonal to these test functions i.e.
{ U ( x ) - u ( x ) ,X i ( x ) )  = 0 , i =  l , . . . , J ,  (4.15)
where we define (•, •) as the I2 inner product
(u, v) — I u(x)v(x)  dx. (4-16)
Jo




or, by linearity of the I2 inner product
J
^ 2 u j(4>3^Xi) = (u,Xi) ,  i =  1 , . . . ,  j .  (4.17)
j =o
The set of equations defined in (4.17) can be written as the m atrix system
K  U  =  g, (4.18)
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Now,
e  E(jr+1)xl and g e  R-7* 1;
j  = 0
: (u,Xi )> i =  1,.
[ ^ j  = i
{f i j i  Xt)  = { \ hj  — i —
1 o, i =  k +
(4.19)
and so
K = \ h
(  1 1 0  . . .  0  \  
0 1 1 :
(4.20)
\ o  ••• 1 1 /
Note that (4.18) is a system of J  equations and J  + 1 unknowns so we will need a 
boundary value to solve for Uj.
4.2.1 A sim ple exam ple
Suppose u  is a given function which is discontinuous at one point. A piecewise linear U  
is sought as an approximation by a P-G method. The nodal projection, which can be 
regarded as a P-G method with the test functions comprising the set of delta functions 
at the nodes, gives no information about the shock position within the cell; whereas 
the P-G method based on the test functions defined in (4.14) gives information from 
which the shock position can be deduced. Define u  as
u (x )  =
1, x  <  a
0, x  >  <7 ,
which corresponds to a shock at x  =  cr. The nodal values are simply
1, i =  0 , . . .  , k
(4.21)
u (x i )  =
0, i =  k +  1 , . . . ,  J ,
(4.22)
provided Xk < cr < Xk+i ,  and we write
(J — Xk ”f" Oth) (4.23)
for some a  £ (0,1). So the nodal values gives the value of k but no information on a.
In the P-G method using piecewise constant test functions, the prescribed left hand
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boundary value gives the coefficient Uq =  u(xq) =  1 and so (4.18) becomes a system of
J  equations in J  unknowns. Now
r k i =  1, . . ,k
(u,Xi) =  < ah, i =  k +  1
{ o, otherv/ise.
Thus
g =  h( l , . . . ,  l , a , 0 , . . .  ,0 )T. (4.24)
We can extend K  in (4.18) to be square by adding the value Uq =  1. Then
K U  = g 9 (4.25)
where K  G R W )* (J+i) and g G R(J+Vxl and we have
< 2 >
 ^ 1 0 .. 0 > (  U0 \ 1
1 1 Ui
1
2 0 1 1 = 1 (4.26)
: v. a
1 ° 1 i j \  Uj )
0
V ’• /
i.e. K  and g have had h scaled out. Writing K =  J ( /  +  S), where S  is the null matrix
with ones on the first subdiagonal, so that
K - 1 =  2(1 +  S ) - 1 =  2(1 - s  +  s 2 - s 3 +  . . . ).
we obtain
(  1 °
• 0 >
- 1  1
CMII
7
1 - 1 1 (4.27)
\ 1 - 1 1
Thus (4.26) can solved to give
\  ^ 7 = 0 ........ kUj
'  { ( - i r fc-1(2a — 1),
%/ -  1 7
j - k  +  1,
(4.28)
. . , J .
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This is oscillatory for j  =  k + 1 , . . . ,  J. Hence the P-G approach, using piecewise linear 
basis functions (f)j and piecewise constant test functions Xi, gives coefficients with an 
alternating structure after the discontinuity and the oscillation tells us where the shock 
is within the cell.
Suppose we now consider a discontinuous function of the form
(4.29)
I ur , x  > a,
and so the nodal values are
( \ f   ^ 0 , . . . ,  fc . .u(x) = < (4.30)
[ ur, i =  k  +  1 , . . . ,  J,
If we again assume tha t a = Xk + ah,  for some a  G (0,1) then
Iuih, i =  1 , . . . ,  kauih  +  ( 1  — ot)urh , i =  k  +  1urh, i =  k +  2 , . . . ,  J.
Setting Uo =  ui and applying the same procedure as above gives (c.f.(4.28))
U = /  Uu j  — 0 , . . . , k  ( 4  31)
J \  { - i y - k- 1[ { 2 a - l ) u l + ( l - 2 a ) u r + u r], j  = k +  1 , . . . ,  J,
which is also oscillatory for j  =  fc + 1 , . . . ,  J  about ur. We can recover ur from
J '  2
for j  =  k +  1 , . . . ,  J  since
for j  = k +  1 , . . . ,  J.  Provided we know ui (e.g. from the boundary value), we can also
deduce o; from 5xU-+x for j  =  k +  1 , . . . ,  J  using
8xUj+i  = Uj+i — Uj =  2(2a — 1 )ui +  2(1 — 2 a)ur
= 2(2a — l)(ui — ur), (4.33)
for j  = k 4 - 1 , . . . ,  J.  Note tha t these are the same oscillations as for the case when 
ui =  1 and ur = 0  but they have now been shifted and scaled.
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4.3 Derivation of the box scheme as a P-G  m ethod
4 .3 .1  T h e  t im e  in d ep en d en t p ro b lem
Consider the following ordinary differential equation on x  E (0 , 1 ):
u \ x )  = S(u), u( 0) =  uo. (4.34)
This is of the form
Lu = S, (4.35)
where
Lu  := {u with u(0) =  uo}. (4.36)
We wish to find a piecewise linear approximation to the solution of (4.34). Hence we 
seek a solution
J
U{x) = Y , U j 4>j(x), (4.37)
j = 0
where 4>j{x) are linear basis functions defined in (4.12) and Uo = u q . Our P-G method 
requires tha t the residual LU(x) — S  is orthogonal to the piecewise constant test func­
tions Xi{x ) defined in (4.14), and so
( L U ( x ) - S ( U ( x ) ) , Xi(x)} =  0, i  = l , . . . , J .  (4.38)
Now
j
LU(x) = U'(x) = ^ 2  Urf'jix), (4.39)
3=0
and so (4.38) becomes
j
T , UM ’Xi) = (S ,Xi) ,  t =  l , . . . , X  (4.40)
•7=0
Also, since
x  G I j  : =  ( X j - i , X j )
{  ~ b  x e  h + 1  : =  (x j > x j + i ) i  ( 4 -4 1 )
0 , otherwise,
for j  = 1 , . . . ,  J  — 1, with
Mx) =  =  (4 -42)
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we again obtain a matrix system KXJ =  g, where
and
This gives
Kij  — Xi}? J 0 &  i 1 , . . . ,  *7, 
9i =  ( S , X i ) ,  i =  1 , . . . ,  J,
1, j  =  i
(<t>'j,Xi) = { -1 ,  j  = i -  1 
0, otherwise.
(  - 1  1 0 ... 0 N
0  - 1  1
K  =
\  o - 1  1
Also
( 5 , X i ) =  r
JXi - 1
i —
and we have set Uo = uo. The system to solve is now
/ I  0 ... 0 W j / j  \
- 1  1 :
0
\  : - 1 1 / Uj  /
 ^ tt0 +  7i  ^
h
\  I J  J
Suppose the integral U is approximated by the trapezoidal rule, i.e.
Ii =  r  s { U)  dx  »  4- Si ) ,
Jxi - l
for i =  1 , . . . ,  J  where Si  =  S(Ui) .  Then (4.46) can be written as
( I  0  . . .  0  \  /  Ui N
- 1  1 :
0  •• **.
\  ; - i i / \ U j  )
= \ h
(  S0 + S 1 \
s x +  s 2









We can see that (4.48) gives the following finite difference approximation to (4.34):
(4.49)Ui4-! -  Uh
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for j  =  0 , . . . ,  J  — 1 with Uq =  uq as the boundary condition.. This gives a simple finite
to evaluate the integrals. We now wish to apply this procedure to a time dependent 
problem to obtain the box scheme.
4 .3 .2  T h e  m ild ly  n o n lin ea r  t im e  d ep e n d e n t p ro b lem
Let us first consider the following mildly nonlinear partial differential equation on 
x  E (0,1) and t E (0,1) with a source term:
Following the procedure described above the P-G method requires tha t the residual is 
orthogonal to the test functions Xi defined as
difference scheme for the ODE (4.34). This has been derived by applying a P-G method 
to a piecewise linear approximation U of the solution u and using the trapezoidal rule
ut +  ux =  S(u). (4.50)
This can be w ritten as Lu = S  where Lu  :=  ut + ux with the appropriate initial and 
boundary conditions. We now seek a piecewise bilinear approximation U to u which 
depends on x  and t , i.e.
N J
(4.51)
n = 0 j = 0
1 if (x, t )  E (xi- i ,Xi)  x (tfc-1 , ^ )  
0  otherwise,
(4.52)
for i = 1 , . . . ,  J  and k =  1 , . . . ,  N.  So
( L l f - S ,  *?(*,<)> =  0, (4.53)
where (•, •) is now a double integral
(4.54)
Then (4.53) becomes
E  E  x l )+E  E  = ( s ,  x ! ) - (4.55)
n = 0 j —0 n —0 j — 0
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for * =  1 , . . . ,  J  and k =  1 , . . . ,  N  (using linearity of the Z2 inner product to bring the 
inner product inside the summation). Now
{ S , x l ) =  I [  S ( U ) x * ( x , t ) < i x d t =  f "  [ * '  S ( U ) d x d t = :  I?, (4.56)
« / 0  v O  • /  — 1 «/  X j — 1
for i =  1 , . . . ,  J  and k = 1 , . . . ,  N.  Also
'tk
(<f>j<t>n,Xi) = [  <Pn{t)dt j  (pj(x)dx,
Jtk-l JXi- 1
and 'tk
[  <j>n{t)dt f  (j),j (x)dx,
Jtk_ i JXi- 1
where the integrals are obtained from (4.19) and (4.43). We can easily see tha t the
general form for each entry in the matrix system (4.55) is given by
1 A x  [ -  (UJ+UJ+1) + (UJ+1+ E/Jt f ) ] + \  A t  [ -  (UJ - UJ¥1) -  ( u j +i -  C/"*1)] =  I # } ,
(4.57)
for j  =  0 , . . . ,  J  — 1 and n =  0 , . . . ,  TV — 1 . Let us approximate by the trapezoidal 
rule, i.e.
f t n + l  f xj + l
I j j l  =  / / S (U )dxd t
t j j  ** Xj
=  jA x A t \ s j  + S J +1 + SJ+1 +  S7+!1] , (4.58)
where 5 ” := 5'(C/jl). Then, dividing (4.57) by A x A t ,  gives
5^  [ ( l # ?  -  UJ+i) + ( u j +1 -  U j)}  +  ^  [ ( ^ " i 1 -  C7"+1)  +  ( l ? + 1  -  D y)]
=  [ s j  + + Sj +1 +  S f t i ] <  (4-59)
which is precisely the box scheme applied to (4.50). We have interpreted the box scheme 
as a P-G method using the trapezoidal rule to evaluate the integrals. Moreover, we 
have presented its derivation in detail so tha t it is easily generalised to a mesh tha t is 
non-uniform in x , or non-uniform in t, or both. Indeed, the only requirement is that 
the trial spaces are spanned by tensor product basis functions. Let us now consider a 
nonlinear flux term.
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4 .3 .3  T h e  n o n lin ea r  t im e  d ep e n d e n t p ro b lem
Suppose we wish to find the piecewise linear approximation to the solution of the 
following nonlinear conservation law:
Lu  := ut +  f {u )x =  0, (4.60)
with appropriate initial and boundary conditions. If the piecewise linear approximation 
to the solution of (4.60) is defined by (4.51) then the P-G method requires that
=  0, (4.61)
for i =  1 , . . . ,  J  and k = 1 , . . . ,  N  where Xi is defined by (4.52). This becomes
f tk f X' (Ut +  f ( U ) x) d x d t  =  0 . (4.62)
Jtk- 1 Jxi-i
Let D  denote the rectangle D  =  {(# ,£)| (r, t) G (xi- i ,Xi)  x ( tk~i,tk)}.  Then using the 
Divergence Theorem (2.126) (from Chapter 2) this becomes
[  [ -  U (x , t k- i )  +  U (x , t k)]dx + j  [ f(U(xi , t ))  -  f (U (x i - i , t ) ) ] d t  =  0 . (4.63)
J x i - l  Jtk-l
Let us approximate the second term  by the trapezoidal rule, i.e.
t  [/(£/(*< ,«))- / ( t l ( z ; - i , l ) ) ] d t  =  |A t ^ F h  + F t - 1) - & ? _ !  + F ^ 1)] 
Jtk-l
=: (4.64)
where, in the usual way, F-* = Also
/  \U(x, tk)  -  U (x , t k - l ) \ d x  = ~(pn(tk-l))  /  (f)j(x)dx.
^ Xi -1 71=0 j=0 Jxi-l
Now, since
1 n = k 




I (/)j(x)dx =  
Jxi- 1
j A r  j  = i 
^ A r  j  = i — 1 
0  otherwise,
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we obtain the following matrix system to solve for U™ for j  = 0 , . . . ,  J  and n =  0 , . . . ,  N:
(I 0 ... \
<31 <?" ^
=  0 .
/ - I I  0  . . .  ^
0  •.







\ Q i  . . .  QNJ /
The general form for each entry is then
[ W  -  U7+l) + W +1 -U7)} +  < / [ ( i 7 + i 1  -  ( 4 . 6 5 )
for j  = 0 , . . . ,  J  — 1 and n = 0 , . . . ,  iV — 1. This is precisely the box scheme applied 
to (4.60). Again, the derivation shows how it is easily generalised to a non-uniform 
mesh.
4.4 M od ify in g  the box schem e for shocks
The box scheme is inadequate for computing discontinuous solutions of nonlinear con­
servation laws. As discussed in Chapter 11 of (LeVeque 1992), it is expected that the 
numerical method will have difficulty near the discontinuity. It is typically found that 
first order methods give very smeared solutions while second order methods give os­
cillations. The box scheme is a second order method and, if we again examine Figure 
4-1, we can see oscillations forming around the discontinuity. With the viewpoint of 
Section 4.3, where we derived the box scheme as a P-G method, we can develop al­
ternatives. We begin by looking at the nonlinear conservation law when the shock is 
already formed, i.e. the Riemann problem (4.5) with initial data (4.6). Initially we 
restrict attention to the case when ui > ur >  0 and take as our test case the most 
famous model problem, Burgers’ equation
iH +  (|w 2)x =  0- (4.66)
The shock speed is simply 4(u/ +  ur ) and so we know the position of the shock at each 
time level. We can use this information to construct an algorithm to eliminate the 
oscillations observed when applying the basic box scheme (without any correction to 
take account of the shock). The box scheme sweeps from left to right at each level n 
for all j  because we prescribe data on the left boundary (see (4.7)).
u(0, t) = m, (4.67)





Figure 4-2: A diagram showing the shock location within cell (xk,Xk+i) at time level 
tn. We are assuming that the trial space is piecewise constant either side of the shock.
for all 0 <  t < T. In Chapter 2 we derived the basic box scheme applied to a linear 
conservation law ut +  aux = 0. The same can be done for (4.5) by integrating it over 
the cell (Xj,Xj+\) x (tn, tn+1) to obtain
Approximating these integrals by the trapezium rule gives precisely the box scheme
(4.65).
The equation (4.65) is the basic box scheme which we will use as a starting point for 
our algorithm. We wish to apply this numerical scheme in some way across a cell which 
contains the shock. This is where we will modify the box scheme to take into account 
the discontinuity. In Section 4.3 we derived the box scheme as a P-G method using 
a piecewise constant test space and a piecewise linear trial space. In the cell which 
contains the shock we now use a trial space which is piecewise constant but augmented 
by a shock, i.e. piecewise constant either side of the shock within the cell.
Figure 4-2 shows a diagram of the numerical scheme at level n. The shock occurs in 
cell (xs_ i , x s) and, since the trial space is assumed to be piecewise constant either side 
of the shock, we need one extra piece of information to determine the extra parameter 
at each time level. This is the simplest extension of the trial space at tn and we call the 
extra parameter the shock position. We actually need to know both the location of the 
cell which contains the shock and the position of the shock within that cell. For the 
moment we assume that the shock has already formed and so the location of the cell is 
given for each n. We will have to split the trial space to integrate the conservation law 
around the whole cell (taking into account the discontinuity) and across the shock. An 
added difficulty is that the shock might have moved to the next cell when going from 
time level n t o n  +  1. We consider this case first.
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Figure 4-3: The case when the shock moves to the next cell at the new time level. 
4 .4 .1  D o u b le  cell a n a ly s is  fo r e x is t in g  sh o ck
Suppose the shock occurs in the cell (x s- \ , x s) at tn and in the cell (:Es,:rs+i) at £n+1, 
as shown in Figure 4-3. We assume that the shock is given by a straight line, denoted 
by T, and crosses the x = x s line at the point t =  tn +  (3At .  We have three unknowns 
to find: a n+1, U?+1 and
In the two cells which contain the shock we use a trial space which is piecewise constant 
but augmented by a shock, i.e. piecewise constant either side of the shock within the 
appropriate cell. Hence in the left cell this occurs at level n and in the right cell at 
n +  1. So, to find our unknowns, we must integrate the conservation law around the 
two boxes x  (tn, t n+1) and (a:s, ) x (tn, t n+1) shown in Figure 4-3 using
the new trial space. Equation (4.68) still holds but we now use this updated trial space 
to calculate the integrals in the x  direction at level n in the left cell and at level n +  1 
in the right. For example, in the left cell Un is constant either side of the shock and so 
we integrate Un(x) exactly, i.e.
f  u (x , tn)dx  = A x [ a nu(xs- i , t n) +  (1 — a n)u(xs, £n)] .
Jx , - 1
The integrals in the t direction on the far left and far right remain the same but the 
integral across the centre (i.e the boundary between the two boxes) has to take into 
account the shock. For now we denote this as Fg+1^2 and discuss how to evaluate it 
below. Hence, conservation over the left box gives
U K - i 1 +  u ? +1) -[«n^ n-i + (i -  <>W] + " [f’"+1/2 -  + FT-i1)] = o.
(4.69)
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Similarly in the box ( r s, r s-|-i) x (tn , t n+1) we have
[an+1U?+1 +  (1 -  a n+')U”$ ]  -  !((/]* + C?+1) + „ [ l( i? +1 + F & 1) -  F,n+I/2' =  0 .
(4.70)
The trial space is piecewise constant either side of the shock and so, at level n, U"_i 
is the value to the left of the shock and U™ is the value to the right; similarly, at level 
n +  1 , Ug+1 and j1 are the values to the left and right respectively.
From Figure 4-3 we can see that the shock divides the two cells into four regions: two 
pentagons and two triangles. Consider the bilinear approximation in the left pentagon 
ABCHK. Along the right-hand edge (KA) there is a uniform linear variation in t. In the 
top triangle AKG, the variation along the left side of the shock (KG) is obtained from 
turning this vertical variation along KA into the shock-direction variation. Similarly, 
the vertical variation also gives the variation along the shock edge defining the pentagon 
(HK). Hence it is the same linear variation along the whole shock trajectory HG. This 
means we can integrate the conservation law (4.5) around a parallelogram tha t shrinks 
onto the whole shock length HG to obtain
(i.e. occur in cell (xs- i , x s) at both tn and tn+1). In this case we are in a situation as 
shown in Figure 4-4. We still have three unknowns (an+1, U™+1 and t^+ j1) but 
can be calculated using the basic box scheme. We now need to find the two unknowns 
in the left cell. Conservation around this cell gives
{U<*n+1 + 1 -  <*")(u? + 1  +  v i - 1) -  M i ? + 1  +  * T -i]}
Also, the previously unspecified quantity F l is given by
where, since T is a straight line
(4.73)
4 .4 .2  S in g le  c e ll a n a ly s is  fo r  e x is t in g  s h o c k
If A t  is small enough then the shock may stay in the same cell at the new time level
[a"+ 1 0 ; + 11 +  (1  -  a n+1)!7?+1] -  [anUJ*_! +  (1 -  a n)U?}
+ \ v  [(FT + i ? +1) -  + 17+ 1)] =  0, (4.74)
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Figure 4-4: The case when the shock stays in the same cell at the new time level.
In this case, at level n, I/Sn_1 is the value to the left of the shock and U, is the value to 
the right; similarly, at level n +  1, UJ^i and U™+1 are the values to the left and right 
respectively. Hence, as in the double cell case, integrating the conservation law (4.5) 
around a parallelogram that shrinks onto the shock gives
{ I ( a » + 1  _  + t/sn- i )  -  M ^ T - 1 1 +  * T -i]}
-  { l( a " +1 -  a n ) ( U ? + l +  U ? )  } = 0. (4.75)
Once we have solved these two equations to find the unknowns a n+1 and U™+1 we can 
use the basic box scheme to find U™+1 for j  =  s +  1 , . . . ,  J .
4 .4 .3  S h if t fro m  th e  d o u b le  ce ll to  th e  s in g le  cell
Suppose we are in the double cell case and integrate the conservation law over both 
cells in Figure 4-3. Information is always known along the left side, along the bottom 
and along half the right side (the lower half). Let us consider the flux along the top 
and half the upper half of the right side, and denote this by FB, i-e.
Fc =  5 (U?-i +  Up+l) + a n+1t / " + 1  +  (1 -  a n+l)U P$  ^ F ^ 1. (4.76)
Now let a ra+l —> 0. Then the shock is at the node at the new time level and we 
suppose that Up+l —t C/J+1. Then
FB-► !(t?-+il + u ? 1) + c/ ; ; 1 + as >o. (4.77)
We can follow the same procedure for the single cell case and integrate the conservation 
law over both cells in Figure 4-4. Then, the flux along the top and the upper half of
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the right side, which we denote F$, is
Fg = a n+1U ^ i  +  (1 -  an+1) U ^ 1 +  j ( £ /s" + 1  +  U ? £ )  + (4.78)
If we let a n + 1  —¥ 1 then the shock is again at the node j  = s a t the new time level and 
we now suppose C7sn + 1  -> Then
Fs ^ K - i 1 + l ( U £ 1 + U £ 11) + lv K + i \  as a n + 1  > 1. (4.79)
The limits in (4.77) and (4.79) are equal if
H u "-i +  U ? 1) +  =  U ?+l +  1 ( I # 1 +  t £ + l ) +  i  v F f f i ,
which reduces to
jjn+ l _  V n+1 =  y n + l  _  ^ + 1  ( 4  g())
This is called the shock jump. We will need this relation if, in the iteration based on 
the double cell, we find that a n + 1  <  0  (and so the shock is really in the same cell at 
the new time level). Then, the trial space in the left cell will have to be altered to 
include the shock a t level n +  1. When we assumed the shock had moved cells this 
was piecewise linear and so, to make sure the equations are consistent, as we cross the 
j  =  s boundary we must change U™+1 by the shock jump. Newton’s method can be 
applied to equations (4.74) and (4.75) to solve for a n + 1  and with appropriate
starting values. These are obtained from the values previously calculated in the double 
cell case and so we take 1 +  a n + 1  and U™+1 +  — t / f j "1 as the starting values of
a n+l and U™+1 respectively. In practice the latter is found by using the shock jum p 
condition (4.80) and so becomes U™+1 +  j1.
4 .4 .4  D e sc r ip t io n  o f  th e  ov era ll a lg o r ith m
To implement this algorithm we need to set up the data on the boundaries. In discrete 
form (4.6) is simply
U] = h 1’ X* <(T (4.81)
ur , Xj >  cr,
for j  =  0 , . . . ,  J  and (4.67) becomes Uq = ui for n  =  0 , . . . ,  N.  We first find the index
.7 =  5 — 1 which denotes the location of the shock at level n  =  0 and then set
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We assume tha t a  is not a nodal value and so a 0 G (0,1). For each level n  we find 
Wj+i by solving
= 0, (4.83)
for j  = 0 , . , . ,  s — 2. This is the basic box scheme for Burgers’ equation (i.e. (4.65) with 
Fj1 f(U J)  =  ^ ( V j ) 2), which is solved to the left of the shock.
We are now at the point where we must modify the box scheme to allow for the shock. 
Assume the cell goes into the next cell at the new time level. Then, the three nonlinear 
equations (4.69), (4.70) and (4.71) must be solved, and we use Newton’s method to 
do this. Hence we need to define our starting guesses for the unknowns a n+1, Z7” + 1  
and U™jfj1. The shock speed at level n  can be approximated as +  U™) (i.e. the
shock speed for Burgers’ equation, see (LeVeque 1992, page 29)). This suggests tha t a 
reasonable starting guess for a n + 1  is — (1 — a n) +  \ ( U ™_x +  Ug)v. Starting guesses for 
Ug+1 and are given by t/"_i and U™ respectively.
Hence the algorithm is as follows:
1. solve (4.83) for j  =  0 , . . . ,  s — 2;
2. iterate to find C/J*+1, and a n+1 by solving (4.69), (4.70) and (4.71) with 
starting guesses £/£_i, U™ and — (1  — a n) +  ^ (U" +  U™)v, respectively;
3. if a n+1 > 0 find Uj+i for j  =  s +  1 , . . . ,  J  — 1 using (4.83). Set s =  s +  1 (since 
the shock is now in the next cell) and move to the next time level (i.e. go to step 
1.). Otherwise, change £ / ” + 1  by the shock jum p defined in (4.80), i.e. set
jjn+l =  V n+ 1 +  p t i + l  _  ^ n + l^  ^ g 4 )
where U™+1 and are the values calculated in step 1. Since a n + 1  is negative, 
also set
a n+1 = l  +  a n+1, (4.85)
where a n + 1  is the value calculated in step 1. Go to  step 4.;
4. solve (4.74) and (4.75) using Newton’s method to re-calculate a n+1 and U™+1. 
Take a n+1 and £7™+ 1  as starting guesses. Use (4.83) to re-calculate and
then to find U for j  = s +  1 , . . . ,  J  — 1 . Move to the next time level (i.e. go
to step 1 .).
This is called the c o rre c te d  box  schem e. Note tha t in solving the quadratic equation 
in (4.83) to find we take the positive root. This is because the positive root can
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be shown to satisfy
( U j $ ) + =  - U ? +1 +  U?+1 +  U? + 0(*/) —> C/;+1 -  ([/"+1 - u f j ,  as V — \ 0,
whereas
(c^?i1)_  =  - \ -  ( - £/"+1 + t/5+1 +  uf )  + °(") —►-<»> as V — yO.
4 .4 .5  A lte r n a t iv e  ca lcu la tio n  o f a n + l for e x is t in g  sh ock
The algorithm described above has to solve either two or three coupled nonlinear equa­
tions to find the unknowns a n+1, U™+1 and E/£jtj1 (depending on whether the shock 
has moved to the next cell). If, at each time level, we were able to estimate a n + 1  in 
some way then the nonlinear computations would be much simpler.
For Burgers’ equation with Riemann data we know a n + 1  since the shock is already 
formed at n =  0. This is given by a n+1 = a n +  +  ur)v. If this value was used then
numerical results can show that the algorithm gives the exact solution. However, as 
we will discuss below, the aim is to solve a nonlinear conservation law for the situation 
when the initial data does not involve a shock but will eventually go into a shock a t a 
certain time (which we will henceforth call shock-forming data). In this case o;n + 1  is 
not known and will have to be estimated.
From our analysis of the P-G method in Section 4.2.1, on finding a piecewise linear 
approximation of a discontinuous function of the form
( uu i =  0 , . . . , f c - l  
u(xi) = < (4.86)
I Uf* j % — rC} • • •  ^ «J ^
the resulting coefficients are observed to have an oscillatory structure about ur (see 
(4.31)). We can rearrange the first oscillatory value to obtain an expression for the 
shock proportion a
Ufa -J- Ui 2ur
a  =
2(ui ur)
We could use this value of a  as an estimation for a n+1 by setting Uk =  U™+1 (we need 
to take this at level n +  1 to be consistent with the shock proportion). However, U™+1 
has not yet been calculated and so this also needs to be estimated. Suppose we take 
the usual trial space for the box scheme in the cell (xs- i , x s) except along the edge 
where t = tn. The shock lies along this edge and so we use a piecewise constant trial 
space augmented by the shock. The equation to solve is simply (4.74) with a n + 1  =
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Figure 4-5: Burgers’ equation with Riemann data. The top plot shows the box scheme 
with the P-G estimation for an+1 and the bottom plot shows the box scheme with no 
modification. The numerical solution is given by dots joined by an unbroken line, the 
exact solution by a thin unbroken line and the initial condition by a dashed line. The 
results are shown at time t = 1 and v — 0.25.
This will give an estimate for U™+1, which we will denote U™+1. Then we set
We call this the P-G estimation for a n+1. Once this is found we follow a similar 
procedure to the algorithm above. Figure 4-5 shows the result of the algorithm using 
the P-G estimation (in the top plot) compared with the basic box scheme without 
any modification (in the bottom plot). However, the P-G estimation still leads to 
oscillations but it is an improvement on the basic box scheme. The theory developed 
in Section 4.2.1 showed that projecting discontinuities onto a piecewise linear trial 
space gives oscillations which we can then use to deduce information about the shock 
position. We tried to utilise this here but have shown that it is not very effective. Also, 
it is very limiting since this estimation can only really be applied to the shock Riemann 
problem.
4.4.6 N um erical results
The corrected box scheme is now compared with the exact solution (4.8) and other 
well known finite difference schemes used for Burgers’ equation with Riemann data. 
Let us take ui = 3, ur =  1, a = 2 and assume 0 <  x < 5. Figure 4-6 shows plots of 
the following schemes: the upwind method, Lax-Wendroff and MacCormack methods,
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Figure 4-6: Plots of four finite difference schemes applied to Burgers’ equation with 
Riemann data compared with the exact solution for A x  = 5/105 and A t = 1/84 at 
fixed t = 1. The numerical solution is shown as dots joined by an unbroken line, the 
exact solution as a thin unbroken line and the initial condition as a dashed line. The 
schemes are: upwind (top left), Lax-Wendroff (top right), MacCormack (bottom left) 
and the box scheme (bottom right).
(LeVeque 1992, page 127), and the box scheme. In these plots v =  0.25 (with A t  =  1/84 
and A x  = 5/105, which is chosen so o is not a nodal value) and the solution is plotted 
at t = 1. We see that all the second order methods give oscillations and the box scheme 
is the most oscillatory.
In Chapter 3 we managed to reduce (and even eliminate) the oscillations by using the 
weighted-box scheme. In Figure 4-7 the first three plots show the solution for three 
values of 9 > ^ . The oscillations can be significantly reduced but this introduces 
smearing and we aim to eliminate them completely. The bottom right plot shows the 
corrected box scheme applied to the same problem. The oscillations have completely 
disappeared and the solution is moving at the correct speed. This is very reassuring 
although using Riemann data is only a first step: we would like the corrected box 
scheme to be accurate and free of oscillations for more complicated initial conditions. 
Firstly, we could consider initial data which already has a shock but is not piecewise 
constant either side, e.g.
n(r,0) =
— 7}X +  4, x  <  2 
|  ( ~ \ x  + 4 ), x  >  2,
(4.88)
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Figure 4-7: The first three plots show the weighted box scheme (with 9 = 0.51, 0.55 and 
0.6/ applied to Burgers’ equation with Riemann data compared with the exact solution 
for A x  =  5/105 and A t  = 1/84 at fixed t =  1. The bottom right plot shows the corrected 
box scheme. The numerical solution is shown as dots joined by an unbroken line, the 
exact solution as a thin unbroken line and the initial condition as a dashed line.
basic box scheme, 0=0.5 corrected box scheme, 0=0.5
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Figure 4-8: Numerical solution (shown as dots joined by an unbroken line) of Burgers’ 
equation with initial data given by (4-88) compared with the exact solution for A x  = 
5/105 and A t  = 1/84 at fixed t =  1. The top left plot shows the basic box scheme 
and top right shows the corrected box scheme. The bottom two plots show the corrected 
weighted box scheme.
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We now apply the corrected box scheme to this problem and the result is shown in 
the top right plot in Figure 4-8. This is a great improvement on the basic box scheme 
(top left plot) although the oscillations have not disappeared completely. We have also 
considered incorporating 6 into the corrected box scheme and the results are shown in 
the bottom  two plots in Figure 4-8. The oscillations have reduced as 6 is increased from 
^ and so we can improve the scheme further. There is a modification of the discretised 
equations in the algorithm described above to include the weighting. This is outlined 
now.
The integration of the fluxes along the left and right edges of the box (see (4.68)) 
now uses a weighting rather than the usual trapezoidal rule. So, the basic box scheme 
applied to Burgers’ equation, which is given by (4.83), now becomes
v 6 U J $ 2+ U ]+ t  +  ( \ - v 6 U * +l) U l + l - [i-i,(i-0)t7J>+1] [ l + u { l - e ) U J ] U J  =  0.
(4.89)
This equation is used for all j  either side of the shock. We now have to modify the 
equations in the shock cell (or cells) to incorporate 6. In the double cell case (4.69) 
and (4.70) become
U u : - i  + u ?+1) -  -  ( j -
+ v  { f " + 1 /2  -  [(1 -  6)F^_1 + eF ^ 1] } =  0 , (4.90)
and
[a n+lV n+l +  (1  _  a - + l ) ! 7 ; + l ]  -  1  (Un _  [ / n j
+ v  {[(1 -  8)F?+1 +  -  F " +1/2} =  o, (4.91)
whilst everything else remains unchanged. In the single cell case (4.74) becomes
[an+1 l^*+ 11 +  (1 -  a " + 1)C/"+1] -  [oW J’. j  -  (1 -  an)U"]
+i/ {[(1 -  8)F? +  0 F ?+1] -  [(1 -  8)F^_1 +  } =  0. (4.92)
In both cases we do not weight the shock relations (4.71) and (4.75).
4 .4 .7  T h e  sh ock  p ro b lem  w ith  ur <  0
We now consider the shock Riemann problem with ur < 0 but still assuming the shock 
propagates from left to right, and so ui +  ur > 0. In this case data  is prescribed on the 
right boundary and so u ( X , t ) =  ur for all 0 <  t < T.  We now have one less unknown 
but the same number of equations. When data is known on the right boundary we 
will solve from the right to the left to find the unknown value U™+1 (rather than
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when going from left to right). Hence for Burgers’ equation the basic box scheme from 
right to left involves the following quadratic for U™+1:
-  a ; +1 -  ( 1  +  +  ( 1  -  u?+1 + ( 1  + 1 » u f )  u?  =  o,
(4.93)
When solved, we take the negative square root since
( d * « )  _  =  - I 7 * + >  +  + Uf + 0{v) - 4  Uf+1 - - u f ) ,  a s  „  - f  0 ,
whereas
( c / ; + 1 )  =  ^  +  ( - U # 1 +  C /" + 1  +  C / ; )  +  0(v) — 4 + 0 0 ,  a s  t /  — 4 0.
For each level n  we begin by using (4.83) to solve from the left and (4.93) to solve from 
the right. At the node j ,  where the solution crosses from being positive to negative, 
either of these equations could be used to find the unknown value. Hence we have an 
over-determined system. To remedy this situation we note tha t conservation will not 
be satisfied a t this cross-over point. Hence we need to integrate over the two cells which 
contain the node j .  Then
f xj + l  f t n + l
/ [u(x, tn+1) — u (x , tn)] d x +  [f(u(xj+i, t))  -  f (u ( x j - i , t ) ) ]  dt  = 0. (4.94)
J Xj — i  J  tn
These integrals are now approximated by the trapezoidal rule. This leads to an explicit 
formula for U™+1 in terms of its five neighbouring values (it is explicit because there is 
no integral of the flux at x  = Xj),  thus
U"+1 = ^  +  l ( [ ^ + l  +  ^ - l ] - [ ^ 4 +l1 + ^ +11])
+\v (  [f;_ Y  +  F J L J  -  [ F 7 + 1 +  * 7 + 1 ] )  . ( 4 . 9 5 )
We now describe the algorithm in this case.
As in Section 4.4.4 we set up the initial and boundary data  (with the addition tha t 
we define Uj = ur for all n = 0 , . . . ,  N )  and find a 0 and the cell (xs- i , x s) where the 
shock is located. We then solve the basic box scheme to the left and right of the shock 
using (4.83) for j  =  0 , . . . ,  s — 2 and (4.93) for j  =  J  — 1 , . . . ,  s +  1.
Figure 4-9 shows a schematic diagram of corrected box scheme across the shock. We 
first assume tha t the shock has moved to the next cell (to the right) at the new time 
level. In this case there are only two unknowns: o:n + 1  and U™+1 (unlike the situation 
for ui > 0 where is also unknown). We use the same shock condition as for the 
double cell analysis in the ur > 0 case (i.e. equation (4.71)). This must be coupled with
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Figure 4-9: A schematic diagram for the corrected box scheme when ur < 0 (and 
ui +  ur > 0). In the top figure the shock has moved to the next cell at the new time 
level and in the bottom figure the shock is in the same cell.
the equation which describes conservation over the two cells (:rs_ i,:rs) and (:rs,:rs+i). 
The relation in (4.94) still holds but the trial space has now changed to take into 
account the position of the shock. Hence we obtain
+ (I -  <*") U"- (1 + an+1) I f " +1 -  (1 -  + J(l/»+1 -  £/"+/)
+ ¥  [ K + l  +  *? - l ]  -  =  0-
We solve (4.71) and (4.96) using Newton’s method to find the unknowns a n+1 and 
Ug+1 with starting guesses —(1 — <*n) +  + U™)v and U^_1 respectively. If
a n+1 > 0 then we set s  =  s  +  1 and move onto the next time level. Otherwise, the 
shock has stayed in the same cell at the new time level. We follow the same procedure as 
described in step 2. of the algorithm in Section 4.4.4. The (already) calculated is 
changed by the shock jum p and we add one to a n+1. These are taken to be the starting 
guesses in the Newton loop. The equations to solve are the shock relation (4.75) and 
the following equation describing conservation over the two cells (again taking into 
account the position of the shock):
+ (§ -  a") U"- (I -  a »« ) u  an+T ;+ 1 + I(C? +1 -  D *»)
+ i *  [FJ+ 1 +  -  ¥  T+i] =  (4-97>
Then proceed to the next time level.
The numerical results are shown in Figure 4-10. The top two plots show the box scheme 
without any modification to take into account the shock for two initial conditions (the 
first is Riemann and the second piecewise linear either side of the shock). We only have

























Figure 4-10: Plots of the box scheme (top two plots) compared with the corrected box 
scheme (bottom two plots) for Burgers’ equation with negative initial data (shown as 
dots joined by an unbroken line) A x  = 5/105 and A t  = 1/84 at fixed t  = 1. The left 
two plots use Riemann data (ui =  2 and ur =  —1/ and so the exact solution is shown 
as a thin unbroken line.
the exact solution for the Riemann case but this clearly shows that the shock moves 
at the wrong speed (note that there are no oscillations in this case). The bottom two 
plots shows how the corrected box scheme shock moves at the right speed. Hence the
algorithm is very effective when ur < 0 for initial data already in shock form.
4.5 Shock-form ing data
In this section we extend the algorithm described in Section 4.4 and apply it to Burgers’ 
equation with two initial conditions which will become a shock solution after some finite 
time. The first has two piecewise constant sections joined linearly, i.e.
13, 0 <  x  <  1- 2 x  + 5, 1 < x  <  2 (4.98)
1 , * > 2 ,
and the second is a smooth curve given by
u(x, 0) =  2 +  tanh(9 — bx). (4.99)
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=  < -r= 2T>
For both examples we set u(0, t) =  u (0 ,0) for all t. The exact solution of Burgers’ 
equation with (4.98) is given by
0 <  x  <  1 +  3t
1 +  3 t < : c < ! 2 - f - t  (4.100) 
x  > 2  + t,
for t < \  and
«(*,<) =  {  3’ X < f ( 3  +  4t) (4.101)
V \  1, z > i ( 3  +  41), K J
for t > 5 . If the four finite difference schemes considered in the previous sections are 
applied to Burgers’ equation, with either (4.98) and (4.99), then the same conclusions 
can be made: the basic box scheme is the most oscillatory and these oscillations cannot 
be eliminated by increasing 6 from This is provided t is chosen so tha t the shock 
has already formed. We now apply the corrected weighted box scheme.
We wish to use the weighted box scheme without modification until the time when 
the shock occurs and then apply the algorithm. So, a  procedure must be found to 
predict when the shock has formed. For the example (4.98) we know this happens at 
t = \  (from the exact solution). However, this is a special case and in general the 
exact solution will not be known (as for (4.99)). From the theory of shock formation 
in conservation laws we can find the breaking time Tf, (i.e. the time when shock forms) 
by considering the solution written in terms of the initial data, uo(:r). We have to 
restrict uo(x) to  be smooth with Uq(x) somewhere negative. For Burgers’ equation the 
breaking time is simply (LeVeque 1992, page 25)
T‘ =  — •" v r  (4 -102)mm [u0 (a;)J
and Tb = 1/5 for (4.99). Once we have found the breaking time we can find the value 
m  where we will s ta rt to use the corrected box scheme (i.e level n = m  corresponds to 
the initial level in the algorithm). However, we first need to find the shock location at 
tha t level. Define
V7 = \ U j + i - U j \ ,  (4.103)
for j  = 0 , . . . ,  J  — 1 and n = 0 , . . . ,  N.  Then find the index which gives
max U™, 
o < j < J - i  3
and label this as index /. Then the shock occurs in the cell (x i - i ,x i )  to 0 ( A x )  and so 
we set s = 1. The only thing left to define is the shock proportion at the initial level 
(i.e. to specify a 171). However, we are assuming tha t no shock has formed at this level
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Figure 4-11: The left two plots show the basic weighted box scheme (with 6 =  applied 
to Burgers’ equation with initial data given by (4-98) and (4-99) for A x  = 5/105 and 
A t  =  1/84 at fixed t = 1. The right two plots show the corrected weighted box scheme 
in these two cases.
and so set a m =  The algorithm is now applied for n  =  m , . . . ,  N  — 1. The right two 
plots in Figure 4-11 show the results of applying this algorithm for the two examples 
(4.98) and (4.99). We can compare this with the basic box scheme which is shown in 
the left plots. The corrected weighted box scheme greatly improves the solution and, 
although not reproduced here, as 9 is increased from \  they disappear completely.
However, the procedure for finding the level n where the shock first occurs is only valid 
for Burgers’ equation (and smooth initial data). We need a more general, reliable way 
of estimating this which can be applied to any nonlinear conservation law. Suppose we 
write ut +  f ( u ) x = 0 in the form
ut + a{u)ux = 0, (4.104)
where a(u) = f' (u).  We know that the shock forms when the characteristics start to 
cross. In terms of the numerical solution this is equivalent to saying
[a(t/?)-a(C?+1)]A t> £ A x , (4.105)
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for j  =  0 , . . . ,  J  — 1 where £ is a constant to be determined. We start by solving the 
basic box scheme and at each level n  calculate
S ? =  [o(C/;) -o ( !7 ;+1)] (4.106)
for j  = 0 , . . . ,  J  — 1. We also store the maximum value of 5™, i.e.
E n = max S?, (4.107)
0 < j < J - L  3
and the index ln which denotes the cell where this maximum occurs for each level n. 
We continue until E n > £. This is the time at which the shock occurs and so we set 
n  =  m. We now find the cell where the shock occurs by setting s = Zm, then choose 
a m = 0.5 and apply the algorithm for n = m , . . . ,  N  — 1.
The only parameter still unknown is £. After some numerical experiments we find that 
choosing £ ~  0 .2  gives the correct location of the shock. It can lead to an underestima­
tion of the shock location which results in starting the algorithm too early. However, 
the scheme seems robust enough to cope with this. Experiments can show tha t using 
this value of £ gives very similar results to example from Figure 4-11. The same exper­
iment was tried with £ =  0.25 and £ =  0.3: the former case showed no difference in the 
solution but there were significantly more oscillations in the latter case (which is to be 
expected as the algorithm is then started too late). Hence the algorithm works well if 
£ is chosen around 0 .2  and it does not m atter if it is started too early.
Lastly, we make a comment about how the algorithm behaves immediately after it has 
been implemented. Consider the example in Figure 4-11 where the results are shown 
at t =  1. For the piecewise linear data (4.98) the shock occurs at t = \  and so Figure 
4-12 shows the results plotted at both t = ^ and t = 1 when £ =  0.2 is used to guess 
the position of the shock. The algorithm has just been implemented at t =  ^ since 
using £ slightly underestimates the location of the shock. The oscillations are quite 
severe but this is to be expected since an oscillatory solution was used as the input to 
the algorithm and 6 = This Figure demonstrates the effectiveness of the algorithm 
since, by t = 1, the oscillations are severely reduced. Hence our algorithm is very
robust: even if oscillatory data is given at the input level, it still manages to damp the
oscillations as time progresses. The parameter £ will need to be estimated for different 
fluxes as it is directly related to the shock speed; this is a drawback but £ is relatively 
easy to find.







Figure 4-12: Plot of the corrected box scheme applied to Burgers’ equation with initial 
data given by (4-98) for A x  = 5/105 and A t  = 1/84 with 6 = 0.5. The dots joined by 
an unbroken line line denotes the numerical solution at t =  1 and the dots joined by a 
dot-dashed line denotes the numerical solution at t = 0.5.
4.6 The Langmuir Model
At the beginning of this Chapter we stated that the motivation behind studying nonlin­
ear conservation laws was because, in physical applications, a coupled system involving 
a conservation law and reaction equation can be approximated by an Equilibrium model 
which has a nonlinear flux term. An example of this is the Langmuir Model, where the 
Equilibrium model is given by (4.4). This can also be written as
(a + g(a)) +  Vax = 0, (4.108)
where g(a) = BXa/(p + Xa). In this case the flux term is connected to the t derivative 
so we could think of interchanging x  and t to apply the algorithm described in Section 
4.4. Assuming Riemann data is defined on the x = 0 axis, i.e.
(4.109)a(0,t) =
for any r ,  we can find the shock speed, s. This is given by
XpB +  (// +  Xai)(p +  Xar)
s = V(/j, +  Xai)(p 4- Xar) (4.110)
However, as shown for the Linear Model, the Equilibrium model does not accurately 
describe the full dynamics of the problem. We would like to consider the Langmuir 
Model in the form of (4.1) and (4.2). It is not clear whether the solution will give a 
shock wave but we can study the travelling wave solution to see how the wave profile
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propagates.
4 .6 .1  T h e  tra v e llin g  w ave so lu tio n
Consider the Langmuir Model as defined in (4.1) and (4.2). Following a procedure 
described in (Grindrod 1991, pages 34-43) and (W hitham 1974, pages 101-102) we seek 
a solution in the form of a travelling wave. T hat is, we define
a(x, t) =  a(z), b(x,t) = b(z), (4.111)
where z = x — Ut. Here U is the wave speed which to be determined. Then (4.1) and
(4.2) become
(U -  V)az -  Xa(B - b )  + fib = 0 (4.112)
Ubz + \ a ( B - b ) - t i b  = 0 . (4.113)
Adding (4.112) and (4.113) eliminates the source term  and so
(U -  V)az +  Ub2 = 0. (4.114)
Suppose
with
{a; 6 } — y {ai,ar]bi,br}, as z — > Too (4.115)
A ai(B — bi) = fibi, \ a r {B — br) = [ibr , (4.116)
to ensure the system possesses a solution commensurate with the boundary conditions. 
Then, on integrating (4.114) from —oo to z  we can use (4.116) to obtain an expression 
for b entirely in terms of a
T A Bai U - V , _  s
Ji + \ai  y - { s - a i ) - (4.117)
Hence (4.112) becomes
(U — V)az — XaB +  (// +  Aa) A Bat U - V ,  .\ a - a i ) =  0. (4.118)H +  A ai U
This differential equation can be used to find the travelling wave speed U. Assuming
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we can take the limit of (4.118) as 2  —> + 0 0  (the left hand side of (4.118) is automatically 
satisfied as z ^  —0 0 ). So
AarB  -j- (/  ^“I- Xdr) 
which can be rearranged to give
A Bai U - V  .
{dr di)
H +  A di U
=  0 ,
U = V ^  + A^ ) ( / i +  Aa^) (a 12n)
XfiB 4- (// 4* A di){n +  Aar )
Comparing this with the shock speed in (4.110) for the Equilibrium model shows that
U =  1/s. Hence the travelling wave and Equilibrium model speeds are identical (since
the x  and t axes have been interchanged in (4.108)). Using the expression for U in 
(4.120), we can write the ODE in (4.118) as
(a — dr)(di — a) = —2j3az, (4.121)
where
Q •= y (M +  Aflf)(/i +  Aar ) = U_
2A[A/iB -b (/  ^4" Xdi){(J> 4“ Aor )J 2A
This has solution
a =  ar + ------- ?!— £ ---- r , (4.123)
1 +  exp
and so d{z) —» di as 2  —> —0 0  and d(z) —> di as 2  —> 4-0 0 , which agrees with the
conditions for a in (4.115). This means there is a shift from a* to ar as it propagates.
Finally, the travelling wave solution of the Langmuir Model is
a = dr 4------------7 ^— —---------- r-. (4.124)
It is interesting to note that this analysis is very similar to an investigation of the 
travelling wave solution of the viscous Burgers’ equation carried out by (W hitham 1974, 
101-102). This is the simplest equation which combines both nonlinear propagation 
effects and diffusive effects. Consider
4~ uzix — vdxx" (4.125)
The travelling wave solution u satisfies
—Uuz + uuz =  vuzz, (4.126)
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which can be integrated to give
—Uu +  \ u 2 + C = vuz ,
where C  is an arbitrary constant. Assuming u —» iq, ur and 0  as z Too, it
follows tha t U = ui + ur) and C  =  ^uiur . Hence the solution of (4.126) is
u = uT + -----------------------   (4.127)
1 +  exp ( ^ ( x - U t ) )
As v  —> 0 this smooth solution converges to the shock solution. In (W hitham 1974) this 
travelling wave solution is compared to the exact solution of (4.126) (with Riemann 
data). It is shown tha t Riemann data diffuses into the steady profile (4.127) as t  —> oo.
4 .6 .2  N u m e r ic a l e x p e r im e n ts
In this section we observe some of the phenomena discussed in the analysis above by 
plotting the Langmuir Model against t for a range of values of A and /i. In the travelling 
wave solution for inviscid Burgers’ equation we saw tha t as v —> 0 the smooth solution 
converges to the shock solution. This is equivalent to requiring A —► oo for the smooth 
travelling wave solution of the Langmuir Model to converge to a shock (we can see this 
directly by comparing (4.124) and (4.127)). Hence as A gets larger we should see the 
shift from ai to ar becoming steeper. Although the solution will never go into a shock, 
(4.124) shows tha t when Ax is large the wave front will be very steep. It is in this case 
tha t wish to apply the algorithm from Section 4.4. Let us fix x and plot the numerical 
solution of the Langmuir Model against t. Assume the initial condition for a is zero 
(and similarly for b) and the boundary condition is piecewise linear pulse given by
a(x, 0 ) =  ai, a(0,t) =  <
1 , t <  1
2t — 1, 1 <  t < 2 (4.128)
1 3 ,  t > 2 ,
Then ai = 1 and ar — 3 in the terminology of the previous section. We now have 
ai < ar because we assume data  is prescribed on the t boundary (to be consistent with 
the work from previous Chapters). Assume tha t b satisfies the equilibrium condition 
on both boundaries, i.e.
6(0, t) =  b(x, 0) =  (4.129)
f i  -j- Aa(0, t ) f i  +  Aa(x, 0)
Figure 4-13 shows the box-trap scheme applied to the Langmuir Model with this data 
at x  = 10 (chosen so tha t Ax is relatively large). In the top two plots A =  /jl =  1 
and in the bottom  two plots A =  3, /jl = 1. The left two plots show that, at the same
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Figure 4-13: Plot of the box-trap scheme against t (shown as dots joined by an unbroken 
line) applied to the Langmuir model at a fixed x  = 10 and V  =  1. The dashed line 
denotes the boundary condition. In the top two plots A =  p = 1 and in the bottom two 
plots A =  3, p = 1.
distance x , the larger value of A gives a steeper wave front. In the right two plots we 
have enlarged the region where the shift occurs from ai to ar. When A =  1 the shift 
roughly takes place between t =  11.5 and t = 14.5 and when A =  3, between t = 12  and 
t = 13. Hence the wave has become steeper by a factor of A which is what we expect 
from the analysis of the travelling wave solution (4.124).
Now consider piecewise constant boundary data, i.e.
a(x, 0 ) =  0 , a(0 , t) = (4.130)
We use non-smooth boundary data to really test the weighted box-trap scheme: this is 
the situation where there will be most oscillations. In Figures 4-14 and 4-15 we plot four 
values of A and p and change 0 to see whether the oscillations are eliminated. Figure
4-14 shows results for A =  3, p =  1 and A =  9, p  =  1: in the left two plots 6 = 0.5 
and in the right two plots 0 =  0.5 +  A t.  In both cases the very oscillatory part of the 
numerical solution disappears. However, as A becomes very large, as shown in Figure
4-15, the oscillations have not disappeared completely by increasing 0. We could try 
increasing 9 further but this will introduce diffusion into the numerical scheme. Instead 
we will correct the box scheme around the steep front.
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Figure 4-14: Plot of the weighted box-trap scheme against t (shown as dots joined by an 
unbroken line) applied to the Langmuir model at a fixed x  =  1 and V  = 1. The dashed 
line denotes the boundary condition. In the top two plots A =  3, p  =  1 (with 9 =  0.5 
in the left and 9 — 0.5 +  A t = 0.525 in the right) and in the bottom two plots A =  9, 

























Figure 4-15: Plot of the weighted box-trap scheme against t (shown as dots joined by an 
unbroken line) applied to the Langmuir model at a fixed x = 1 and V  =  1. The dashed 
line denotes the boundary condition. In the top two plots A =  90, p = 10 (with 9 = 0.5 
in the left and 9 = 0.5 +  A t = 0.525 in the right) and in the bottom two plots A =  900, 
p = 1 0 0  (with 9 = 0.5 in the left and 9 = 0.5 + A t = 0.525 in the right).









d o u b l e  c e l l  s i n g l e  c e l l
Figure 4-16: A diagram showing the shock position when it either moves to the next 
cell (left picture) or stays in the same cell (right picture) at the next spatial level.
4.6.3 T he corrected w eighted box-trap schem e
Suppose (4.1) is treated as a nonlinear conservation law (i.e. where a is a nonlinear
function of c) and so we write the Langmuir Model in terms of a and c as follows:
ct + Vax = 0 (4.131)
ct — at = A a(B — c + a) — p(c — a). (4.132)
The initial and boundary data for c are found using the data for a and b in (4.130) 
and (4.129). We apply the weighted box-trap scheme to (4.131) and (4.132) with this 
data. In general, for the box scheme, it does not m atter whether n is fixed and the 
discretised equations are solved for all j  or the reverse procedure is applied. However, 
since the shock jump appears on the t boundary it makes sense to fix j , solve for every 
n, and then move onto the next spatial step. Consider the diagram in Figure 4-16. The 
basic discretised equations for (4.131) and (4.132) are given by
C j+ t -  C?+1 +  C? + 1  -  C? +  2pd(A]+} -  A ]+ 2p(l -  {A]+1 =  0, (4.133)
and
(CJS? -  A " + l )  -  ( C J h  -  A " + 1 )  =  1  A ' A J + f  (B C 7 + 1 +  -  A g } )
+ i y  A (B q > + i  +  ^ + i ) -
(4.134)
In Appendix C the algorithm is described which solves the weighted box-trap scheme 
when a shock profile is applied on the left boundary. It is very similar to the algorithm
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Figure 4-17: Plot of the corrected weighted box-trap scheme against t (shown as dots 
joined by an unbroken line) applied to the Langmuir model at a fixed x = 1 and V = 1. 
The dashed line denotes the boundary condition. In the top two plots A = 90, p = 10 
(with 9 = 0.5 in the left and 9 = 0.5 +  A t = 0.525 in the right) and in the bottom two 
plots A =  900, p =  1 0 0  (with 9 =  0.5 in the left and 9 =  0.5 + A t  = 0.525 in the right).
in Section 4.4 except we now have more unknowns (five if the shock moves to the next 
cell and three if the shock stays in the same cell) as the Langmuir Model involves a 
pair of equations to solve.
In the double cell case the weighted box-trap scheme is applied in both the bottom and 
top cells separately, taking into account the position of the shock. The five unknowns 
are A™+j1, C ^ 1, AJ+ l5 C'j+j and j j+ i. In the top cell (4.132) has to be solved using 
the trapezoidal scheme at level j - 1-1. Although the shock lies along this edge of the cell, 
we do not take account of it in the trapezoidal scheme (it is only when applying the 
box scheme to (4.131) that this modification occurs). Similarly, in the single cell case 
(with the three unknowns being AJ+j, and 7 j+ i) we just apply the trapezoidal 
scheme to solve (4.132) across the right edge of the box at level j  +  1.
The corrected weighted box-trap scheme is applied to the same problem as considered 
in Figure 4-15. The results are shown in Figure 4-17. There is a great reduction in the 
oscillations. When A =  90 and p = 10 the weighting 9 still needs to be larger than ^ 
but as these increase we see that 9 =  ^ is sufficient to remove all the oscillations.
Chapter 5
The Flushing-through M odel
5.1 Introduction and derivation
In this Chapter we analyse a more realistic model to describe the transport of chemicals 
in groundwater flow. It involves several chemical species and therefore gives a system 
of coupled partial differential equations. Section 1.3.3 of the Introduction discussed 
the motivation behind this area of research and mentioned a system of six partial 
differential equations with quadratic nonlinearities tha t could be used as a basis to 
analyse larger systems. This was initially posed by AEA Technology Harwell (now
SERCO Assurance) and is given by
(ai)t +  V(ai)x -  =  -A ia i +  nib\  -  7 0 1 0 2  +  £ 0 3  (5.1)
(h ) t  = A ia i-/z i& i (5.2)
( « 2 ) t  +  V(a,2 )x ~  t{.CL2 )xx =  A2O2 +  A*2&2 ~  7 a i a 2 +  < ^ 3  (5.3)
(62)4 =  A2U2 — /42&2 (5.4)
M t  +  V(a3)x -  e(a3)xx = -A 3 a3 +  +  7 ^ 1 0 2  -  ^ 3  (5.5)
( h ) t  = A3Q3 — /i3&3, (5.6)
where a* denotes the chemical concentration of species i in the solution, bi the chemical 
concentration of species i in the rock, Aj the reaction rate for species i to react with 
the rock, //* the reaction rate for the rock to release species i, V  the advection speed, e 
the diffusion coefficient and 8 and 7  denote reaction constants. We assume tha t e = 0 
in our investigation of this model. The conserved quantities are
d  : =  a\ +  61 +  a3 +  63, e := a \  -+■ b\ — 0,2 — 62> (5*7)
and they satisfy
dt +  V  (ai +  ci3)x =  0, e* +  V  (a\ — o>2)x — 0- (5*8)
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In (Budd et al. 1997) a numerical two-step method was considered for this system. 
Firstly, a transport step was made which ignored the chemical reactions; then local 
chemical equilibrium was assumed. This allowed the reactions to be decoupled from 
the transport equations so that an operator splitting technique could be applied. In 
our terminology this procedure leads to the Equilibrium model.
As discussed in the Introduction, a particular case of interest (as is considered in (Budd 
et al. 1997)) is when one or more species are flushed through the system. This means 
there is not much retardation present. We suppose tha t a3 is flushed through, but a 
similar model could be obtained for the flushing through of either a\ or <2 2- Since <23 
is flushed through the system there is no equation for 63 (0 3  is not adsorbed into the 
rock at any stage but is simply carried along by the groundwater). We also make a 
further simplification by setting a\ = 0,2 and 61 =  6 2 . Then (5.1)-(5.6) reduce to a 
three component model for <2 1 , 61 and <2 3 . Re-labelling these as a, b and c, respectively, 
we obtain the Flushing-through Model as defined in (1.17)—(1.19) in Chapter 1, which 
we again state here for convenience
at + Vax — — Xa +  fib — 7 a 2 +  6c (5.9)
bt =  Xa — /j,b (5.10)
ct + Vcx =  7 a2 - S c .  (5.11)
Observe tha t (5.10) only involves a and b and (5.11) only involves a and c. The
conserved quantity d is now d := a +  b + c and satisfies
dt -\-V(a -\- c)x = 0. (5.12)
We need to specify initial and boundary conditions for this model which we will take 
as standard throughout this Chapter. As for the Linear Model, the concentrations are 
assumed to be zero along the t =  0  axis. Once the boundary condition for a is specified, 
the boundary condition for b follows directly. We could think of the concentration c as 
being zero both on the x  = 0  and t =  0  boundaries and then being formed directly from 
a using (5.11). However, considering the situation when the system is in equilibrium, 
the right hand side of both (5.10) and (5.11) will be set to zero. Hence c(0, t) is assumed 
to satisfy this equilibrium condition and so
a(x, 0) =  b(x, 0) =  c(x, 0) =  0, (5.13)
with
a(0,t) =g( t) ,  b(0,t) = X g{r)e ^  r) dr, c(0 ,£) =  ^ W 2- (5.14)
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We now apply some of the analytical techniques from Chapters 2  and 3 to give a better 
understanding of this system. Firstly, both the Equilibrium and Improved-equilibrium 
models are derived, using the method described in (Chen et al. 1994). This again 
shows the diffusion present in this model but, as for the Linear Model, the resulting 
reduced system does not accurately describe the physical aspects except in the extreme 
situation when all the parameters are large and of the same order. There only needs to 
be one of a different magnitude for the Improved-equilibrium model to be inadequate; 
numerical results will illustrate this.
A key feature of the Flushing-through model is the fact tha t it is possible for the 
concentrations a and c to move at different speeds. This cannot be deduced from 
either the Equilibrium or Improved-equilibrium models. However, in Section 5.4 we 
will perform a modified equation analysis of the weighted box-trap scheme applied to 
(5.9)-(5.11) which can be used to show this phenomenon (and is valid for all sizes of 
the parameters). The key equations are given in (5.60) and (5.61); these involve a  pair 
of partial differential equations for the numerical approximations A  and C, provided A 
and fi are assumed large. These will immediately show why the concentrations a and 
c could move at different speeds and can be used to deduce other interesting features 
observed from numerical experiments carried out in Section 5.3.
5.2 The Improved-equilibrium model
In Chapter 2 we derived a single convection diffusion equation which approximates a 
system of hyperbolic conservation laws with relaxation. This was then applied to the 
Linear Model. We now follow the same procedure for The Flushing-through Model. 
Equations (5.9), (5.10) and (5.11) can be written as
u t +  A u x -I- ^-S(u) =  0, (5.15)
with
a '  V 0 0  '
u  = b , A = 0 0 0 II
CG - a +  § b
c _ 0 0 V . - K + b  .
where e :=  1/A, with A > >  1. Let Q = [1, 1, 1] and then the condition (2.39) holds, 
i.e. QS(u) =  0. Note tha t we make a change of notation from tha t in Section 2.5 of 
Chapter 2 : the set u;, defined in (2.42), becomes
u) := {d € R | d =  Qu}, (5.17)
C h a p t e r  5 .  T h e  F l u s h i n g - t h r o u g h  M o d e l 144
and so d replaces c in the previous terminology. If we set
£(d) =  [<*1 (</), 0 2 (d), a 3(d)]T (5.18)
then from (2.44), which says Q£(d) = d
ai(d)  4- 012(d) +  0 3 (d) =  d. (5.19)
We also need (2.43) to hold (i.e. S(£(d)) =  0) and so
c
0 1 (d) -  ^ o 2 (d) +  ^ o i(d ) 2 - - 0 3 (d) =  0
- 0 1 (d) +  (d) =  0
A




Equations (5.19), (5.20)-(5.22) can be solved to find 0 1 , 0 2  and 0 3 . We obtain a 
quadratic to solve for 0 1  given by
We can solve (5.23) to find 0 1  (taking the positive square root) and then use (5.22) to 
find 0 3 . Hence we obtain the Equilibrium model
This is a nonlinear conservation law and so, depending on the initial and boundary 
data, a shock could form. We could solve (5.26) numerically by applying the box 
scheme; the corrected algorithm (as described in Chapter 3) could be used when the 
data is either a shock or shock-forming. Then a, b and c can easily be found by using 
the equilibrium manifold M  := {u | R(u)  =  0} and the fact tha t d =  a +  b -I- c.
However, as for the Linear Model, this is not a very good approximation to the Flushing- 
through model unless all the parameters are large (which numerical results will illustrate
f iKai(d)2 +  (A +  n)oL\(d) — fid = 0, (5.23)
where
(5.24)
The flux function g (from (2.47)) for the Equilibrium model (2.46) is simply
g(d) =  QA£(d) = V  (ax(d) +  a 3(d) ) . (5.25)
dt +  v{g{d))x — 0 , (5.26)
where
9(d) = d + ((A +  M) -  ^ (A  +  p)2 +  4^ K d )  . (5.27)
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in Section 5.3.3). A correction to (5.26) can be made; equations (2.52) and (2.54) are 
used to find Since f(u) =  A n  in this case, with A  from (5.16), we have
Va[(d)  [1 -  a[(d) -  c*3(d)] dx 
- V a 2(d) [ai(d) +  a 3(d)] dx 
Vat3(d)[l - a l ( d ) - a i ( d ) ] d x  J
where we have used the fact that (d)+a'2 id)+o;3 (d) =  1 (obtained from differentiating
(5.19) with respect to d). Also
d 1 +  $«!(<*) - f
8 "1 
A
- 1  5 0
5
A J
Following (Liu 1987) we set
M ^ [ d \  =  [h id ) ,  02(d), 0i(d)]T , 
where /?i, fo  and /?3 need to be found by solving the system (2.52), i.e.
^ ( S ^ d ) ) ) ^ 1^  =  [ / -  (M(d\)dQ]{ f (£ (d)) )x, 
and using the condition (2.54) ( Q M ^ [ d \  =  0), which is now
/?i(d) +  /?2 (d) +  /53(d) =  0.
The details are not given here but, after some manipulation, the first-order correction 
to the local equilibrium approximation (c.f. (2.55)) is given by
(5.28)
(5.29)
dt +  (Q A M e[d\)x =  0,
where
Q A M ^ d )  = QA{£(d) + t M m [d\) = V  [a i (d) +  a 3 (d)] +  eV  [A (d) + 03(d)\. 
Hence the Improved-equilibrium model is 
dt +  V  [0:1 (d) +  o:3 (d)] x +  eV [fii (d) -I- /?3 (d)] x =  0 .
This is finally written as
dt +  g(d)x -  {<j){d)dx)x =  0 ,
(5.30)
(5.31)
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where g(d) is defined in (5.27) and (j>(d) is given by
V'2 A/(S/< A (fi — 2<5) + A [8X -  /x(A +  aO] +  S y / ( \  + fj,)  ^+  4/ i ^K d j  .
(5.32)
y/(X +  /i)2 +  4/x2 A d
Unfortunately, this equation is highly nonlinear and therefore not easy to analyse. In 
Section 5.3.3 we numerically compare the Equilibrium model, the Improved-equilibrium 
model and the Flushing-through Model for various sizes of the parameters. We will 
show tha t (5.31) is only a reasonable approximation if all the parameters (i.e. A, /x, 7  
and S) are large, which is consistent with the theory, but is very restrictive in practice. 
It does, however, highlight the diffusion present in the system.
5 .2 .1  A lte r n a t iv e  fo rm  o f  th e  E q u ilib r iu m  m o d e l
In the previous Section we derived the Equilibrium and Improved-equilibrium models 
in terms of the conserved quantity d. However, the Equilibrium model could have been 
derived in terms of a. Suppose the reaction rates are set to be infinite. Then
Now substituting (5.34) into the conservation equation (5.12) gives the Equilibrium 
model entirely in term s of a, i.e.
0 =  Aa — /x&, 0 =  c — A a 2. (5.33)
These can be used to obtain an expression for d in terms of a, and so
d =  +  K a 2. (5.34)
(5.35)
This equation can be w ritten as
r}{a)t +ip{a)x = 0 , (5.36)
where
77(a) :=  ^ ^ a -f A a2, ip(a) :=  V  (a +  K a 2) .
A4
(5.37)
As discussed in (LeVeque 1992, page 37), since ip is convex, 77(a) and ip(a) are the 
entropy function and entropy flux respectively. Provided a is smooth (and r}'(a) 7  ^ 0 ),
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the conservation law (5.36) can be written as
ip'(a) _





( 5 M )
We could linearise f ' ( a ) about a fixed point to make this equation easier to study. This 
idea will be examined in more detail in Section 5.4; linearising the modified equation 
expansion (which can be reduced to a similar equation when A and fi are large) will 
enable us to make deductions about the different speeds tha t can arise in the Flushing- 
through Model.
The equation (5.39) can also be written in conservative form as
at +  {f{a))x =  0, (5.40)
where f (a)  can be found by integrating (5.38). A simple calculation gives
f (a )  = v ( a - ^ l n [ \  + fi  + 2 » K a ] \ .  (5.41)
This is an alternative form of the Equilibrium model, in terms of a rather than d (from 
(5.26)). These forms cannot be linked in the same way as for the Linear Model: in that 
case the Equilibrium models for a and the conserved quantity c actually satisfied the 
same equation. However, the analogous equations (5.26) and (5.39) have different weak 
solutions. We need to know which quantity is being conserved otherwise the resulting 
equation will not be valid in the limit as the parameters tend to their equilibrium 
values. Although not advisable (except in extreme situations), if the Equilibrium model 
is used as an approximation to a general system, it should always be in terms of 
the conserved quantity. Also, to enable comparisons between the Equilibrium and 
Improved-equilibrium models we have to use the conserved quantity as the latter can 
only be obtained in this form. This will be done for the Flushing-through Model in 
Section 5.3.3.
5.3 The weighted box-trap scheme
The Flushing-through Model is now written as the conservation equation (5.12) coupled 
with the source equations (5.10) and (5.11), to be consistent with the formation of the
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box-trap scheme for the Linear Model in Chapter 3. The weighted box scheme is then 
applied to (5.12) and (5.11) and the trapezoidal scheme to (5.10).
There is now a source term  in equation (5.11) of the model. Cunge & Holly Jr (1980, 
pages 92-93) discuss the discretisation of nonlinear terms and coefficients using the box 
scheme. If we wish to apply the box scheme to the right hand side of (5.11), we could 
follow (Cunge &; Holly Jr 1980) and so the discretisation would be
P t H x ^ - S C ) .  (5.42)
However, we now wish to apply the weighted box scheme to (5.11); it is not immediately 
clear whether to alter (5.42) by changing [it to 0*, or simply to use Qt for the time 
averaging in the spatial derivative. Cunge & Holly Jr (1980, pages 92-93) use 6t for 
their source terms, although what they refer to as the Preissman box scheme always 
uses a 6t weighting. If we were interested in the steady state problem for (5.11) then 
it would be im portant to time average the cx term  and the source term  in the same 
way. However, the Flushing-through Model is an extension of the Linear Model where 
the weighted box-trap scheme involves discretising the reaction equation using the 
trapezoidal rule. To be consistent with this form (and to ensure consistency between 
both the source term s in (5.10) and (5.11) in the Flushing-through Model) we will use 
//* for time average of the source term. This is not unreasonable since using 9 > |  
introduces extra diffusion into the numerical solution, which we wish to avoid.
Hence, the discretisations of (5.12), (5.10) and (5.11) are given by
(1 +  2eP)A]+l +  (1 -  2$p)A]+1 -  [1 -  2(1 -  6)p]Anj+l -  [1 +  2 ( 1  -  9)p]A]
+(1 +  26p)C%11 +  (1 -  26p)C;+1 -  [1 -  2 ( 1  -  0)p]C? + 1  -  [1 +  2 ( 1  -  0)p]CJ
+ ( £ ? ;«  -  BJ+1) + (BJ+1 -  BA) = 0, (5.43)
- rfpf'W+■«*■>+ (rrjp) "*«• <544>
and
(1 +  26p+  +  (1 -  26p +  1,5')C; + 1
-  [1  -  2 ( 1  -  6)p -  \6'} C "+ 1  -  [1 +  2 ( 1  -  0)p -  1,5')] C?
= l i  [ A ^ l 2 + A^+l2 +  Ay+ 1 2 +  A f ] . (5.45)
Using (5.44) and (5.45) to  eliminate and C?+i from (5.43) leads to a quadratic to
solve for A "£ l (where we take the positive solution). This value can then be substituted 
into (5.44) and (5.45) to  find B " ^ l  and } respectively.
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5 .3 .1  N u m e r ic a l resu lts
For simplicity, suppose the boundary condition for a is the smooth Gaussian pulse
g(t) =  e - 25(‘- ° '5>\ (5.46)
Then we can assume 0 =  §. Budd et al. (1997) test their numerical solution methods 
for K  (:=  7 /8) small, of order 1, and large; we also consider a wide range of values for
7  and 8 as well as A and /i (but restricting A >  fi). These situations are all physically 
realistic. Since c is not present in the rock in the Flushing-through Model there will 
not be much retardation for this concentration and so we expect c to move faster than
a. On examining equations (5.9)—(5.11) we see tha t a is fed by the boundary data and 
the /ib +  8c term  and damped by the A a +  7  a2 term; also, c is fed by the boundary data 
and the 7 a2 term  and damped by the 8c term.
Firstly, consider the situation when the source terms are not dominant. This is shown 
in Figure 5-1 where the concentrations a , b and c are plotted for four cases of A, /i, 7  
and 8 small. As expected, in all these experiments the solutions move at the advected 
speed. From the top left plots we observe tha t a is damped more than c (because 
A a +  7  a2 is larger than 8 c). If A is increased to 3 (top right plots) then both a and 
c are reduced and b is increased; c is fed by a but this has been damped further. In 
the bottom  sets of plots, A and p  are fixed at 1 and 7  and 8 axe varied. When 8 < 7  
(bottom left) a and c are not as damped since 7 a2 has increased and this feeds c. When
8 > 7  (bottom right) the situation is similar but c has become smaller since there is 
more damping from the 8c term.
In Figure 5-2 we fix A and fi large and vary 7  and 8. Since there is significantly more 
damping in these plots, the boundary conditions are now omitted. In the top two sets 
of plots 7  and 8 are still small and we observe some of our earlier predictions: for 
7  > 8  (top left), a moves at the reduced speed V'  and c still moves at speed V.  The 
concentrations a and b are both zero until c is switched on. However, when 8 > 7  (top 
right) we observe tha t c has two peaks, one of which is moving with speed V  and the 
other is at a much slower speed (but not quite at the reduced speed). However, note 
tha t c is much smaller in the bottom  right plot than in the bottom  left, which is to be 
expected since the 8c term  is large.
Finally, the bottom  sets of plots in Figure 5-2 show both 7  and 8 large. When 7  >  <5 
(bottom left) some retardation is now observed for c: it is moving at a slower speed 
than V,  though is still faster than a. It is interesting to note tha t in the left two sets 
of plots in Figure 5-2 the value of K  is the same but the results axe very different; a is 
travelling at a much larger speed in the bottom  set which is not easy to deduce from 
the equations. We would expect a to travel at the reduced speed so this change must














Figure 5-1: The box-trap scheme (dots joined by an unbroken line) applied to the 
Flushing-through Model plotted against t at fixed x  =  1 (with V  = 1). Four cases 
each showing a, b and c; parameters are \  = p = r) = 5 =  \ (top left) with one change 
in other cases: X = 3 (top right), 7  =  3 (bottom left) and 8 =  3 (bottom right). The 
boundary data is a Gaussian curve (shown as a dashed line)
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Figure 5-2: The hox-trap scheme (dots joined by an unbroken line) applied to the
Flushing-through Model plotted against t at fixed x  =  1 (with V  — 1). Four cases 
each showing a, b and c with A =  90 and p  =  10. Other parameters are 7  =  5, 8 =  1 
(top left), 7  =  1, 6 = 5 (top right), 7  =  50, £ =  10 (bottom left) and 7  =  10, 6 = 50 
(bottom right).
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be due to the Sc term  becoming dominant. The bottom  right plots show 7  <  S and all 
the concentrations again move at the reduced speed. The concentration c is now very 
heavily damped by the Sc term. We know tha t it is also fed by 7 a2 but 7  is not as 
large and so does not have as much effect as the damping term.
In conclusion, when A and /x are fixed to be large, a and b move at the reduced speed 
except when 7  and S (with 7  >  S) are also large (see the bottom  left plots in Figure 
5-2). We will explain this using a modified equation analysis in Section 5.4. Also, c 
moves at almost the reduced speed for all sizes of 7  <  5 (though there is an extra peak 
at the advected speed when these parameters are small).
5.3.2 Varying 9 and the CFL number for non-sm ooth data
We now suppose tha t g(t) is a square pulse and discuss how the weighted box-trap 
scheme copes when there axe varying sizes of the parameters. We would like to choose 
the mesh to match the correct speed (so the solution travels along the numerical charac­
teristic). This was easy in the Linear Model as there was only one speed to consider for 
a given value of A and /x: if A and p  are small, choose p = 1 (where p  is the CFL number) 
and if they are large choose p' :=  j+JlP = 1- However, for the Flushing-through Model 
this is not so simple. We want the weighted box-trap scheme to be robust enough to 
cope with these large parameter ranges. Results are now presented for a large range of 
sizes of the parameters and we will aim to predict in which situations we need to take 
a small A t  (corresponding to p =  1 ) rather than p' closer to 1 . We will also investigate 
when we need to use 9 > ^ to reduce any oscillations.
In Figure 5-3 we consider A =  /x =  7  =  <$ =  1. Since all the parameters are small we 
should take p = 1. In the left plots 9 = \  and we observe oscillations for a and c. These 
do not propagate because, for the chosen value of p, the dispersion term  is zero (as 
discussed for the linear advection equation and the Linear Model in Chapter 3). If 9 is 
increased slightly (right plots) the oscillations have disappeared. As predicted, when 
all the parameters are small, setting p = 1 and using 9 > 5  gives the best results.
Figure 5-4 shows results for A =  90, /x =  10, 7  =  S =  1 and 9 = \ .  The concentrations 
a and b are moving at the reduced speed but c is moving at speed V. In the left plots 
p = 1 and in the right p' =  1. The solution for c is highly oscillatory and so we have to 
use p = 1. There are oscillations for a and c but these can be eliminated by increasing 
9 from 5 . Figures 5-5 and 5-6 show the same A and /x but 7  and S are increased by a 
small amount. When 7  > S (Figure 5-5) we must take p =  1 but, if 7  <  S (Figure 5-6) 
we can take a larger time step and only need p' =  1 to eliminate the oscillations (and 
can use 9 =  ^). This is because c is moving closer to the reduced speed.
It is interesting to compare Figure 5-5 with the top left plots in Figure 5-2; they have the













Figure 5-3: The box-trap scheme (dots joined by an unbroken line) applied to the 
Flushing-through Model plotted against t at fixed x  =  1, with A =  /i =  7  =  £ =  l 
and p =  1. In the left plots 9 =  0.5 and in the right plots 9 = 0.51. The boundary data 
is shown as a dashed line. The plots show a (top), b (middle) and c (bottom).
Figure 5-4: The box-trap scheme (dots joined by an unbroken line) applied to the 
Flushing-through Model plotted against t at fixed x  =  1, with A =  90, p = 10, 7  =  5 = 1 
and 9 =  0.5. In the left plots p = 1 and in the right plots p' = 1.
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Figure 5-5: The box-trap scheme (dots joined by an unbroken line) applied to the
Flushing-through Model plotted against t at fixed x  =  1, with A =  90, p  =  10, 7  =  5, 
<5 =  1 and 6 =  0.5. In the left plots p =  1 and in the right plots p' =  1.
same values for the parameters but different boundary conditions. When the boundary 
data is smooth the peak is close to the reduced speed but when a square pulse is used 
the speed at which a and b move is much faster. If 7  and 5 are increased (with K  still 
fixed at 5) the peaks all move at a faster speed than V ' whichever boundary data is 
used (shown for smooth data in the top left plots in Figure 5-2). This phenomena will 
again be discussed in Section 5.4. When 7  and S are increased further we can always 
take p' =  1 and there are no oscillations. Also, if A and p  are small with 7  and <5 much 
larger we always need to take p = 1 and increase 6 from as shown in Figure 5-7.
In conclusion, the weighted box-trap scheme is robust enough to cope with varying sizes 
of the parameters (and therefore varying speeds in the system). The results in Figure
5-3 indicate that when all of the parameters are small we generally have to choose the 
mesh which matches the fastest characteristic (i.e. p = 1) and choose 9 > ^ (but as 
close to ^ as possible to prevent too much diffusion caused by the weighting). If some 
of the parameters are increased (but not all), again we need to take p = 1 and 0 > 
although there is an exception when 7  < <5, as we saw in Figure 5-6. As soon as all 
the parameters become large we are able to choose the mesh to match direction of the 
slowest speed and do not need to use any weighting.
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Figure 5-6: The box-trap scheme (dots joined by an unbroken line) applied to the
Flushing-through Model plotted against t at fixed x  = 1, with A =  90, p =  10, 7  =  1, 
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Figure 5-7: The box-trap scheme (dots joined by an unbroken line) applied to the 
Flushing-through Model plotted against t at fixed x  =  1, with A =  1, ^  =  1, 7  =  10, 
J =  50 and p = 1. In the left plots 9 =  0.5 and in the right plots 9 = 0.51.
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5 .3 .3  C o m p a r iso n  o f  th e  th r e e  m o d e ls
Suppose the Equilibrium Model (5.26) and Improved-equilibrium model (5.31) are ap­
proximated using simple explicit schemes: the former by the upwind scheme, and so
^ + 1  =  ^ - t/ ( g ( ^ ) - 9 (dy_1)), (5.47)
and the latter by the central scheme
dp1 =  <9 -  H 9 («5 + 1 )  - f l ( d y _ , ) )  + { [ ( d ?+1 -  - (dj  -  d y _ , ) ^ _ 1 / a ) ] ,
(5.48)
where
d?_1/2 =  1 ( ^ - 1  +  «$). <^+1/2 =  * (< $ »  +  <*?)■
Note th a t v  is the mesh ratio and £ =  A t / A x 2. Neither of these numerical schemes 
give very good approximations unless the mesh ratio is very small; they introduce a lot 
of diffusion into the numerical solution. However, they are adequate for our purposes 
as we simply wish to compare these models with the weighted box-trap scheme applied 
to the Flushing-through Model qualitatively, and not the numerical accuracy.
Figures 5-8 and 5-9 show comparisons of these three models for various parameters. 
The top left plot in Figure 5-9 illustrates tha t when all the parameters are small the 
Improved-equilibrium model gives a very bad approximation and is severely damped 
(as we would expect). The top right shows tha t increasing A and // alone does not 
give much improvement. In Figure 5-8 we have fixed A =  90 and \i =  10 and varied 
7  and S. The Improved-equilibrium model does give a reasonable approximation when 
7  <  S, which improves as they increase but K  kept fixed (see the bottom  right plot). 
However, it is only when fi is increased from 10 that the Improved-equilibrium model 
becomes more accurate and is noticeably better than the Equilibrium model. This can 
be seen in the bottom  two plots in Figure 5-9.
We conclude that the Equilibrium and Improved-equilibrium models only give reason­
able approximations to the Flushing-through Model when all the parameters are large 
(and of the same order), which is shown in the bottom  plots in Figure 5-9. This is to 
be expected since we needed e := 1/A to be large in order to ignore higher order terms 
in the derivation. However, there is an exception in the bottom  right plot in Figure
5-8: the Improved-equilibrium model is quite accurate even though there is quite a 
difference between both A, // and 7 , S.
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Figure 5-8: The Equilibrium model (dot-dashed line), the Improved-equilibrium model 
(dashed line) and the box-trap scheme applied to the Flushing-through Model (the solid 
line). In all four plots A =  90 and p =  10 and in the top left 7  =  5 and 6 = 1, top right 
7  =  50 and 6 =  10, bottom left 7 = 1  and 8 =  5 and bottom right 7  =  10 and 8 =  50.
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Figure 5-9: The Equilibrium model (dot-dashed line), the Improved-equilibrium model 
(dashed line) and the box-trap scheme applied to the Flushing-through Model (the solid 
line). In the top left plot X = p = j  = 8 = l ,  top right A =  90, p =  1 0  and 7  =  8 =  1, 
bottom left A =  90, p  =  50, 7  =  90 and 8 = 50 and bottom right A =  90, p =  50, 
7  =  50 and 8 =  90.
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5.4 M odified equation analysis
Consider the discretised equations written in terms of finite difference operators
px8tA  +  pOt5xA = p xpt (-A 'A  +  p 'B  + 8'C) -  7 ' pxp t {A2) (5.49)
8tB  =  p t { X ! A - p ' B )  (5.50)
Vx&tC +  p0t5xC = - 8 '  pxptC  +  7 ' pxpt(A2). (5.51)
These can be written in terms of the operators V t and V x defined in (3.90), i.e.
Vt  '=  ~ K T ’ Vx -
Then (5.49), (5.50) and (5.51) become
V tA + V M tV xA  = —XA +  p B  + 8C — 7  A2 (5.52)
V tB  = X A - p B  (5.53)
V tC + V M tV xC = - 8 C  + j A 2, (5.54)
where M t  ’■= Qt^Pt- We have omitted (A) for the prolongation of the mesh function 
A  (and similarly for B  and C) to simplify the notation. Now define
L x := V t +  V M tVx  +  A, L 2 :=  V t +  p, U  :=  V t +  V M tV x +  8. (5.55)
Hence (5.52)-(5.54) can be written as
L \ A  -  p B  + y A 2 - 8 C  = 0 (5.56)
L 2B  = XA (5.57)
L 3C = 7  A 2. (5.58)
Multiplying (5.56) by L 2 and substituting (5.57) into the resulting equation leads to a 
relation in terms of A  and C  only
A  +  ( ^ 7 )  (7 ~ d c ) =  °- (5 59)
When both A and p  are large it is convenient to neglect 0(1/(A  -f p)) terms. Then, 
(5.59) becomes
f -  V »  «  \  .  ,  /* (7j12 ^  „
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We also know tha t C  satisfies (5.54), which we can write as
(Dt + V V X) C - j A 2 + 6C = 0, (5.61)
where we have assumed that 0 =  |  and so M t  =  1. These are the key equations as 
mentioned in the Introduction to this Chapter. Equation (5.61) shows us tha t for a 
fixed x , C  will move faster than A  with speed V.  This drives A  along with the boundary 
data for A. Equation (5.60) shows us tha t generally A  travels at speed with slow 
damping by the C  term.
However, as we have observed in the previous Section this is not always the case. The 
left two sets of plots in Figure 5-2 show results for fixed K  — 5 but 7  and 6 are different 
sizes. The right plots show a similar situation, but with K  =  1/5. When K  =  5 all 
the concentrations move faster as 7  and 8 increase. When K  =  1/5, on the other
hand, a and b always move at the reduced speed and c slows down as 7  and ji increase.
However, c now has two peaks when these parameters are small, one of which is moving 
at speed V  and the other one at a much slower speed. These features will be explained 
using the modified equation analysis.
Lighthill k  W hitham (1955) considered a model to describe flood movement in long 
rivers which consisted of a pair of coupled first order nonlinear hyperbolic equations. 
They derived a second order equation in only one variable and linearised to perform 
analysis on the model. We follow a similar procedure for (5.60) and (5.61) to obtain a 
second order equation for A  only and then linearise the A 2 term. Suppose we separately 
apply Vt and Vx to (5.60). Then
V\A  +  V'DxVtA +  jKjj [7 ZMA2) -  SVtC] =  0  (5.62)
DxDtA + V'V2XA +  [7 1J*(A2) -  SVXC] =  0 . (5.63)
Also, multiplying (5.61) by and adding the result to  (5.60) gives
VtA +  V'VXA +  (DtC +  VDXC) = 0 . (5.64)
Then, multiplying (5.63) by V and adding the result to (5.62) leads to
D2tA+(V'+V)VxVtA+VV'V2xA + ^ ^ [ D t(A2)+VDx{A2)]—^ £ - { p tc + V D xC) =  0.
A +  fi  A *f- fi
(5.65)
Finally, the last term  in (5.65) can be replaced using (5.64) and so we obtain a second 
order equation entirely in terms of A
V 2t A + ( V '  + V ) V xV tA + V V ' V 2xA + V t 5A +
A -J- n + V D x [SA+'iA2] = 0 . (5.66)
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This is now linearised by setting A  = A q +  A  and retaining only the first-order terms 
in A. Then
V \ A  +  (V* +  V ) V xV tA  +  V V ' V l A  +  V t SA + ^ A  
A +  /i
+ V 'V x [SA + 21A aA] = 0 .
(5.67)
Equation (5.67) leads to a quadratic equation for the operator Vt,  i.e.
V% +  [a; +  £Vx]Vt  +  r]V2 +  v V x — 0, (5.68)
where
2'yfj.Ao VTA +  2 /i) V 2fi V n
w :=  +  \ aT ^ '  i := \ j .  ' ’? : = T Z ^ ’ ^ :=  Y X - <5 +  2 7 A0 . (5.69)A +  /i A fi A +  /i A +  /i
On solving (5.68) we obtain two roots; these can be expanded to give expansions in
increasing powers of V x (exactly as for the Linear Model in Chapter 3). We wish to 
explain the phenomenon of varying speeds observed in the figures in Section 5.3.1 and 
so only consider up to V x terms (since we are not interested in any diffusive effects). 
So, the positive and negative roots axe
V t =  - ~ V X +  . . . ,  V t =  -w  -  ( t  -  - )  V x +  . . . ,  (5.70)
UJ \  L0)
respectively. W hen to is large the second root quickly tends to zero and will not be 
observed. A  can be applied to these equations for the differential operators in (5.70). 
Hence, truncating the expansions after the first order terms gives
A t + - A x  = 0 , (5.71)
L0
for the positive root, and
A t +  ($ -  ^ )  A x  = - u A ,  (5.72)
for the negative root, where
y V n ( l  + 2 K A 0) v  / A +  m +  2 K h ( j ^ ) A o \
to A +  /i +  2K(i A q j uj y A -(- fi -f- 2 K ijlA q J
and uj is given in (5.69).
In Section 5.2.1 we showed that the Equilibrium model, in terms of a, can be written 
as at +  F(a)ax =  0, where F(a) (=  f { a ) )  comes directly from (5.39). Comparing this 
with (5.71) we see that the two equations are practically identical (except that F(a) 
has now been linearised). So, when uj is large (which corresponds to large 6  and /i), the
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v / u U £  — v / u
7  =  5, <5 =  1, A0 = 0 .1 0.1818 1 .1 0 1.089
7  =  50, <5 =  10, A0 =  0.2 0.250 1 2 .0 1.176
7  =  1 , <5 =  5, A0 =  0.1 0.1036 5.020 1.0036
7  =  1 0 , <5 =  50, A0 =  0 . 1 2 0.1043 50.24 0.9957
Table 5.1: A Table showing the values of the coefficients from (5.71) and (5.72) using 
the parameters from Figure 5-2 (X =  90 and p = 10 in all cases).
negative root will decay to zero very quickly and then (5.71) will accurately describe 
the Flushing-through Model. However, when 5 is not large the second root will have 
an impact and this explains why we observe an extra peak in Figure 5-2. Also, this 
analysis shows that the Equilibrium model can only be accurate when 5 and p are 
large, confirming our findings in Section 5.3.3.
Table 5.1 shows the values of the coefficients in the modified equation expansions using 
the parameter values from Figure 5-2. We have taken A q to be the maximum value 
of the numerical solution A at the fixed distance x  =  1. In the top left plots (which 
correspond to the first row of values) u> is small and so the negative root will be very 
significant. This explains why the pulses for a and b are very wide and are not moving 
at either of the speeds v/u ; or £ — v/uj. The bottom left plots (corresponding to the 
second row of values) show the three pulses moving at the same speed v /u  (which is 
not the reduced speed) with similar shape. This is because u  is very large and so (5.72) 
is negligible.
In both sets in the right plots in Figure 5-2 (corresponding to the bottom two rows of 
the table) the pulses a and b move with speed v /u .  The parameter u  is fairly large 
and so the negative root does not have much affect on a and b. However, the pulse 
for c has an extra spike which is directly caused by this root: it moves at roughly the 
speed £ — v /u  as shown in the third row. This disappears in the bottom right set of 
plots because cv is very large.
In conclusion, the modified equation analysis has allowed us to explain some features 
of the model which were not easy to identify from examining the original formulation. 
The analysis is valid for all sizes of the parameters, although we have restricted A and 
p large to predict features of the Flushing-through Model; especially the extra peak for 
c and the fact that a and c can move at different speeds (which cannot be explained 
using the Improved-equilibrium model as this results in a single convection-diffusion 
equation).
Chapter 6
H yperbolic conservation laws 
w ith source term s in 2D
6.1 Introduction
In previous Chapters we have studied only ID model problems describing the transport 
of chemical pollutants in groundwater flow. However, it is more realistic to extend these 
models to 2D; we will focus attention on situations where some chemical pollutants axe 
inserted into the water at a certain height and spread both vertically and horizontally 
through the water in time. A specific example is given in (Walter et al. 1994a) and 
(Walter, Frind, Blowes, Ptacek & Molson 19946) where the authors consider the mo­
bility of potentially toxic dissolved metals discharged from a mine tailings source into 
an aquifer (the 2D flow field is shown in Figure 6-1). We will simplify this situation, to 
make it more comparable with reactive transport problems, by supposing the tailings 
are a pulse of chemical pollutants which enter the groundwater at some height Z  above 
the ground. However, we will use the flux conditions on the boundary as specified in 
(Walter et al. 19946, page 3151) to give realistic velocity profiles.
In this Chapter the weighted box-trap scheme is applied to these types of problems. 
We begin by describing the box scheme in 2D for a hyperbolic first order system. In 
Section 6.2 some simple model problems in 2D are considered where the exact solution 
can be found using the method of characteristics. Unlike the ID problems studied in 
Chapter 3, the oscillations cannot be eliminated by choosing 6 > This is due to the 
fluxes being non-constant and so, in Section 6.3, we return to considering hyperbolic 
equations in ID, but with variable speeds, to gain insight into this more realistic case. 
A modified equation analysis is used to predict optimal choices of the mesh, and reduce 
potential oscillations. This involves using a variable spatial step length which elimi­
nates the dispersion term  in the modified equation expansion. The modified equation 
analysis has proved throughout this Thesis to  be a very valuable tool in describing both
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Figure 6-1: 2D cross-sectional plane with the velocity field and boundary conditions. 
numerical and analytical features of reactive transport models.
We return to the 2D problem in Section 6.4 where the ideas from the analysis of ID 
problems are applied. This situation is more complicated because the fluxes are func­
tions of two variables. However, we are able to show that a variable mesh works well 
in many cases, although a constant mesh is sometimes sufficient, when the fluxes do 
not change much.
6.1.1 T he w eighted  box schem e in 2D
Consider the general problem as defined in the Section 1.3.4 of the Introduction, i.e.
(u i)t +  V • (V 0ui) =  S i ( u i ,u 2) (6.1)
(u2)t =  S2 ( u i ,u 2), (6.2)
where u i =  u i (x, z , t ) ,  u 2 =  u 2 (x, z,t )  and we consider the region { ( r e ,  z) | 0  < x <
X , 0 < z < Z}  with appropriate conditions on the boundaries. Following the work 
in the previous Chapters we wish to apply the weighted box scheme to (6.1) and the 
trapezoidal scheme to (6.2). The latter is a straightforward extension of the ID case 
and so we concentrate on (6 .1 ) and write as
u t +  V -(V < H  =  S(u). (6 .3 )
In practical applications the flow will often be incompressible and so
V 2<j){x, z) =  0, (6.4)
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which means that
V • (V</>u) =  (V2^) • u +  (V<£) • (Vu) =  (V<j>) • (Vu).
Hence we could replace (6.3) (which is in divergence form) by the equivalent form
ut +  (V<f>) • (Vu) =  S(u). (6.5)
However, the box scheme discretisation of the spatial derivatives in (6.3) and (6.5) will 
take different forms: since V 0 appears under the divergence sign in the former this 
would be included in the approximation of this derivative. In the latter, V 0 would be 
approximated independently of V • u. We have performed numerical simulations on a 
simple example to compare both formulations. Consider
u t +  (1 +  x )ux — (1 +  z)uz =  0 and u t +  ((1 +  x )u )x — ((1 +  z)u) z =  0. (6.6)
Although not reproduced here, the weighted box scheme applied to the two formu­
lations in (6.6) produced very similar results for a step function boundary condition. 
On the basis of this experiment, we will consider the formulation given in (6.5) as the 
discretised equations are simpler to describe. In Section 6.2.2 we will explicitly show 
how poor the weighted box scheme behaves for the first example in (6.6). Note that 
in ID the equation (6.4) is equivalent to requiring 4>"{x) = 0 and so the flux must be 
constant. This explains why we have only considered constant speeds in our simple ID 
models. However, we will consider ID problems with non-constant speed in Section 6.3 
to understand how the box scheme copes with this phenomenon.
The discretisation of (6.5) using the weighted box scheme is now described. For con­
venience we set <f>x =  a(x, z) and <t>z =  b(x, z) and so (6.5) can be written as
u t +  a (x ,z )u x +  b(x ,z)u z =  S(u), (6.7)
In terms of difference operators the basic box scheme applied to (6.7) is given by
f ix fj,z St V i + ^ j + ^ 4- ux A f i z f i t Sx l J i + ^ j + ^ +  i/z B n x t i t 5 z U i + ^ j + ^ =  A t f i t f i x n z S i + ^ j + ^,
(6 .8)
where vx :=  A t / A x ,  vz :=  A t / A z  are the mesh ratios and A  and B  are taken to be 
the cell averages
A  =  H x V z A i + ^ j + i  — \  ( A i + i j + i  +  A i tj +1 +  A i + i tj  +  A i j )  (6.9)
B  =  V ' x f J ' z B i + i j + i  =  \  ( B { + i j + i  +  B i tj +1 +  B i + i j  +  B i j ) . (6.10)
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Also set
P •■= VxA+y+i* : =  v*B<+M+l’ (6 -n )
then (6 .8 ) becomes
=  Mi Mj U"+ j j + j -  j PMz^xUJYj ,j +j -  jQ/ixi52U"+ j
(6 .1 2 )
Now
ii ii TTn+1 — i ^ I T n+1 +  TJn+1 -I- TTn+1 4 - IT” '1' 1')-  4 ^ U z + l , j + l  +  u t , j + l  +  i + l j  +  U i , j  y
M . U £ i  J + i =  1 K t .  +  U?+m )  -  ( U i &  +  U " f )
= 1 (u"+^ +1+u^i) - 1 (ur+'j+u?+>),
and so (6 .1 2 ) can be written as
[ ( /  +  P  +  Q ) U n+1 -  iA « S " +1] i+ l j+1 +  [ ( /  -  Q ) U  - j A t S n+1] . j+1
+  [ ( I  +  P  - Q ) U " +1 -  j A i S n+1] j+1 +  [ ( /  -  Q ) U " +1 -  j A t S n+1] i^ =  4 R n .
(6.13)
where R n consists of known values at level n and is given by
R n =  } [ ( /  — P  —Q ) U "  +  * A tS » ]m j + 1  +  J [ ( /  +  P - Q ) U n +  i A t S » ] w + l  
+ i  [ ( /  -  P  +  Q)V"  +  l A ( S " ] t + 1 . +  1 [ ( /  +  P  Q ) U "  +  i A I S " ] . ..
Consider the left set of boxes in Figure 6-2. We have four different cases depending on 
whether the velocity fields are positive or negative (we assume that both axe non-zero).
• The pp-case. If A  > 0 and B  > 0 then the unknown value is Hence
P  > 0 and Q > 0 and so P  — \P \  and Q = \Q\.
• The pm-case. If A > 0 and B  < 0 then the unknown value is Hence
P  > 0 and Q < 0 and so P  = |P | and Q = — |Q|.
• The mp-case. If A < 0 and B  > 0 then the unknown value is U ”^ .  Hence
P  <  0 and Q > 0 and so P  =  —\P\ and Q = |Q|.
• The mm-case. If A < 0 and B  < 0 then the unknown value is U ”* 1. Hence
P  < 0 and Q < 0 and so P  =  —|P | and Q =  — |Q|.
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i + 1  i  i + 1
j + 1
p m - c a s ep p - c a s e
B C A I
p p - c a s e  p m - c a s e
m p - c a s e  m m - c a s e m p - c a s e  m m - c a s e
Figure 6-2: The left set of boxes shows the four different cases for the velocity fields 
and the right set of boxes shows the direction to solve for the four different cases.
Suppose that, in labelling the points A, B  and C, from the unknown point we always 
go to the node at the same j th level and then continue round to the other points (see 
the right set of boxes in Figure 6-2 where the unknown value is denoted by an open 
circle). This means in general we can write
[ ( /  +  \P\  +  |< 3 |)U "+1 -  | A t S n+1] unknown =  - [ ( / -  |P |  +  |Q |) U n+1 -  i A < S " « ] A 
-  [ ( / - | P | -  |Q |) U n+ l -  j A t S n+1] B -  [ ( l  +  | P | - | Q | ) U n+1 -  § A tS n+1] c  +  4 R n .
(6.14)
In Chapter 3 the weighted-box scheme was applied to linear problems in ID; for systems 
in 2D, such as (6.7), this corresponds to replacing the difference operator on the left 
hand side of (6 .8 ) with 6t (defined in (3.62)). Then (6.13) is
[ ( /  +  2 9(P  +  Q ) ) U "+1 -  1 A J S -+ 1] i+l j+1 +  [ ( /  -  2 - <3))U n+1 -  lA «S"+1] . j+1
+  [ ( /  +  2 9(P  - Q ) ) U n+1 -  j A i S n+1] j+1 ^  +  [ ( /  -  20 ( P  +  Q ) ) U " +1 -  l A ( S n+1] i j .
=  [ ( /  -  2(1 -  9)(P + Q) ) U "  +  lA «S " ]i+ , i+ ,  +  [ ( /  +  2(1 -  " +  lA «S »]ij+1
+  [ ( /  -  2(1 -  9 ) ( P  -Q ) ) U "  +  | A t S n] j+ l j . +  [ ( /  +  2(1 -  Q ) ) U "  +  j A f S ’*]j j . .
(6.15)
In the mine tailings problem, data is prescribed on the boundaries x = 0 and z = Z  for 
all time. So, using the terminology above, we are in the pm-case because the velocity 
field travels from the top left to bottom right (see Figure 6-1).
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6.2 Simple problems in 2D
6 .2 .1  A  co n serv a tio n  law  w ith  c o n sta n t v e lo c ity  flu x
Suppose we have a simple conservation law with constant fluxes in 2D, say
ut + ux — uz = 0, (6.16)
where 0 < t  < T ,  0 < x  < X  and 0 < z < Z. We are again in the pm-case and so need 
to specify boundary data on the x  =  0 and z = Z  boundaries so we can solve to find 
the unknown value ^  for i =  0 , — 1 and j  = J  — 1 , . . . ,  0 at each level n  (for 
n  =  0 , . . . ,  N  — 1). In the notation from the previous Section P  and Q are simply
P  =  1^ X1 Q  =  Uzi
and the source term  S is zero. We now follow (McOwen 1995, pages 15-18) where the 
method of characteristics is described for scalar equations with more than two variables. 
If we specify u (x , Z, t) = f(:r, t) then the solution is
u(x, z, t) = f ( x  — Z  +  z, t — Z  +  z). (6-17)
Suppose
u (0 ,z ,t)  =  0, 0 < z < Z ,  0 < t < T ,  (6.18)
( 7  _  /  ^ ) e _10(t_7;)2, if 0 < t <  Tsu(x, Z, t) < (6.19)
I g(x), otherwise,
for 0 <  x < X , where g(x) is a short injection of a chemical pulse. The second 
condition says there is a slow input of chemicals up until some time t = Ts. From 
this time onwards the condition on the z = Z  boundary is simply the pulse itself. We 
always assume T  > Ts because, if Ts = 0, there is an immediate switch on which can 
cause extra oscillations. The condition (6.19) defines f { x , t )  and so (6.17) becomes
/  g(x -  Z  +  z ) e - W - z +*-T.)2, U 0 < t - Z  + z < T s 
u (x ,z , t )  = < (6.20)
I g(x — Z  + z), otherwise,
for 0 <  x < X  and 0 < z < Z  where (6.18) holds at x  = 0. Consider a pulse
0, x  < r
sin2 { ^ f i x  -  r ) ) , t < x < ±  + t
g{x) = < 1, i  +  r < : c< £ _ i  +  r  (6.21)
sin2 ( ^ { P  + t  -  x ) ) , p  -  £ +  t  < x  < (3 + t
, 0 ,  x > P + t ,
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6=0.5 6=0.5
x 10~6
z  0  0  x z  0  0
Figure 6-3: The left plots show the weighted box scheme applied to (6.16) with 9 =  0.5 
and 9 = 0.54 respectively. The right plots show the error. These are plotted at time 
t =  3 with a  = 6, r  = 0 .6 , 0  =  0.8, Ts =  1 , A t  =  0.04 and vx = vz = 0 .8 .
which is smoother than a square pulse. We call this the sin-squared pulse. Hence for 
small a  the pulse is smooth and, as a  increases, this becomes more like a square pulse. 
In Figure 6-3 the weighted box scheme is applied to (6.16) (with 9 = 0.5 in the top 
plots and 9 =  0.54 in the bottom plots). There are some very small oscillations; this is 
not clear from the left plots but can be seen by examining the errors on the right: the 
top right is O(10-5 ) and the bottom right is O(10-8 ). They are reduced by using the 
weighted box scheme with 9 =  0.5-f A t = 0.54. However, we are interested in problems 
with variable flux functions and so we now study a more interesting example.
6.2.2 T he poor perform ance o f th e w eighted box schem e
Suppose we have the following linearised conservation law:
+  (1 +  x ) u x — (1 +  z ) u z =  0, (6.22)
for 0 <  t < T, 0 < x  < X  and 0 < z  < Z .  In this case
P  =  ^(2 +  l)l^x, Q =  —5 ( 2  "h Zj +  Zj+l)^zj
where Xi = iA x  and Zj = jA z  for i =  0 , . . . ,  I  and j  = 0 , . . . ,  J  respectively. Following 
the procedure of Section 6.2.1 we can solve (6.22) with u (x ,Z ,t)  = f ( x , t )  using the
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G=0.5
Figure 6-4: The left plots show the weighted box scheme applied to (6.22) with 6 = 0.5 
and 0 =  0.54 respectively. The right plots show the error. These are plotted at time 
t = 3 with a  =  6 , r  =  0 .6 , /? =  0 .8 , Ts =  1, A t  =  0.04 and vx =  vz =  0 .8 .
method of characteristics. Then the solution is found to be (assuming (6.18) and (6.19) 
are specified on the boundaries)
f atq i + * ) ( i + * n
{ 9 I, i+z )
i2
i y i — t x?— - ------ - i f 0 < *  +  l n ( t o  ) < T S
u (x ,z , t)  = { ~  (6-23)
otherwise,
for 0 < x < X  and 0 < z < Z  with (6.18) holding at x  =  0. In Figure 6-4 we show 
the weighted box scheme applied to the same problem. The oscillations here are very 
severe and are not reduced by taking 6 > Indeed, on comparing the errors in the 
right plots, it seems that the weighted box scheme is no better than the box scheme.
This Figure illustrates that using the weighted box scheme is not sufficient to eliminate 
the oscillations when the fluxes are not constant. We need to find another way to 
reduce the observed oscillations in these more complicated problems.
6.3 H yperbolic equations in ID  w ith  variable speed
In an attem pt to understand and consequently control the oscillations observed when 
applying the box scheme to problems with a nonlinear flux function, first consider the 
modified equation analysis of the following ID equation:
ut + a(x)ux =  —A u, (6.24)
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where A > 0 is assumed constant. The weighted box scheme applied to (6.24) is
/ * x S tU £ $  + vA9tSxU (6.25)
where, since a is a function of x, it has been approximated by A  := Hx^i+i/2 - We can 
expand these finite difference operators (as defined in Section 6.4.1 of Chapter 3) to 
give the modified equation expansion of (6.25). Now
fixa(x) =  ( l  +  ^AiX2d2 +  • • •) =  o.{x) +  J A x 2a"{x) + ----
Following the procedure of Chapter 3, the discretised equations in (6.25) can be ex­
panded and an expression found for Ut in terms of x  derivatives. This is similar to 
our discussions in Chapter 3 except tha t the speed now depends on x. We know that 
there axe two key terms in the modified equation expansion. Firstly, the dispersion 
term  which relates the cell size to the velocity; if this is set to zero then the oscillations 
can be controlled. Secondly, the diffusion term  which, if set to zero, will minimise the 
numerical diffusion in the scheme. In ID both terms can be set to zero in the weighted 
box scheme by choice of 0 and A x .  When a(x) is variable the situation is the same but 
we will need to vary A x  in order for the dispersion term  to be set to zero.
After some manipulation the modified equation expansion of (6.25) is found to be
Ut =  -A  [l +  ^  A t2A2] U -  a{x) [l +  \ \ 2A t 2 -  A (0 -  ±) At] Ux 
+Ata(x)a '(x)  j  (9 — — A (9 — ^ )2 A t — ^AAt j  Ux
— A t 2a(x) [af(x)2 +  a(x)a"(x)\ 1^ +  12 (6 — ^ )2J Ux
+\a!(x)  |  A x2 — A t2a(x)2 — 12 (6 — ^ )2 A t2a(x)2|  Uxx
+ A  ta(x)2 { (9  -  1) -  A (6 -  \ f  A t  -  J AAi} Uxx
+ ^ a ( x ) |A x 2 — A t2a(x)2 — 12 (8 — j ) 2 A t2a(x)2\ u xxx +  . . . .  (6.26)
Figure 6-5 shows plots of the numerical solution (dashed line) compared with the ex­
act solution (solid line, again easily found using the method of characteristics) with 
a(x) =  1 +  x, A =  1 and 6 =  ^ for various initial conditions. As expected, the oscil­
lations disappear when the pulse becomes more smooth. However, our aim is to find 
a numerical scheme which is robust and accurate for all types of initial data and so 
we want to reduce the oscillations for the top two cases in Figure 6-5. Previously, this 
has been successfully achieved using the weighted box scheme. Figure 6-6 shows the 
results with 6 =  0.5 + A t =  0.52 for the same problem. Whilst reducing the oscillations 
slightly, the weighted box scheme introduces a significantly large amount of damping. 
This is much more noticeable for non-constant a and so weighting the box scheme does
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=  0.
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Figure 6-5: Plots of the box scheme (with 9 = \ )  applied to (6.24) with aix) =  1 +  a? 
and A =  1 at time t = 1 for a square pulse (top plot), a sin-squared pulse (middle plot) 
and a Gaussian pulse (bottom plot). The dashed line denotes the initial condition, the 
dots joined by an unbroken line denotes the numerical solution and the thin unbroken 
line denotes the exact solution, with A t  = 0.02 and A x  = 0.025.
o.3
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Figure 6 -6 : Plots of the weighted box scheme (9 =  0.52,) applied to (6.24) with a(x ) =  
1 +  x and A =  1 at time t = 1 for a square pulse (top plot), a sin-squared pulse 
(middle plot) and a Gaussian pulse (bottom plot). The dashed line denotes the initial 
condition, the dots joined by an unbroken line denotes the numerical solution and the 
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not seem to be sufficient here.
As discussed above we can set the dispersion term  to zero in (6.26). Since a(x) is not
constant this means we choose the spatial step length to depend on x, i.e.
A x =  A ta(x) \ J l  + \2  ( $ -  I ) 2. (6.27)
It makes sense to fix A t  and vary A x  since a is a function of x  only and we have 
non-zero data on the x  boundary. Also, by observing the Uxx terms in (6.26) we see 
tha t the first is eliminated with the above choice of A x ; the second can also be set to 
zero if 0 is chosen to satisfy
(6 — 1) — A (6 — l ) 2 A t  -  |A A t =  0, (6.28)
Note tha t if A =  0 then (6.28) simply becomes 0 — If A A t > 1 then the discriminant 
in (6.28) is negative and so the Uxx term  cannot be eliminated with a positive 6. We 
would then have to choose 0 to minimise this term. If A A t <  1 then (6.28), which is 
a quadratic equation for 0 — can be solved and we take the negative square root 
since (0 — —> oo as A t —> 0 whereas (0 — ^)_  -> 0 as A t -> 0. Since 0 ^  the
expression for A x  in (6.27) now becomes
A x  — kA ta (x) ,  (6.29)
where
k  =  J l  + 12 ( e -  I ) 2. (6.30)
We assume A t  is fixed and introduce a variable mesh along the x  axis; so define
A x i+\ :=  X{+i — Xi for i = 0 , . . . , /  — 1. The spatial step length is defined from (6.29)
and is taken to be the cell average since this is how the speed a(x) is approximated in 
(6.25) (i.e. the term  A). Hence
A ^j+i =  hA ta(x i+i / 2 ) =: ^kA t[a (x i+i) +  a(x{)]. (6.31)
In Figure 6-7 we demonstrate the effectiveness of using a variable spatial step length 
for the same example as in Figure 6-6 but when 0 is the smaller root of (6.28). The 
oscillations and inaccuracies in the solution are eliminated in all cases.
We will not be able to eliminate the oscillations so effectively in 2D. The coefficients 
of the dispersion terms cannot be set to zero because both the spatial step lengths A x  
and A z  will be functions of x  and 2 . However, we can use the analysis from this section 
as a guide.
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Figure 6-7: Plots of the weighted box scheme (6 «  0.505 from (6.28)) with variable 
A x  (from (6.27)) applied to (6.24) a (x ) =  1 +  x  and A =  1 at time t = 1 for a
square pulse (top plot), a sin-squared pulse (middle plot) and a Gaussian pulse (bottom 
plot). The dashed line denotes the initial condition, the dots joined by an unbroken line 
denotes the numerical solution and the thin unbroken line denotes the exact solution, 
with A t  = 0.02.
6.4 The mine tailings problem in 2D
As discussed in the Introduction to this Chapter, Walter et al. (1994a) consider the 
mobility of potentially toxic dissolved metals discharged from a mine tailings source 
into an aquifer (see Figure 6-1). The flow is assumed to be incompressible and so we 
wish to solve (6.4) with the conditions on the boundaries given in Figure 6 -8 , i.e.
V 2<t>(x, 0, (6.32) 
0 2 (x,O) =  O, <t>z(x, Z) = —0.5, <fc(0, =  0, (6.33)
The solution of this can easily be found using separation of variables. It is given by
4>(x,z) 1 +  g  ^  sinh fr- 1^2 cosh
(n —l / 2 )7rz ( n — l/2)irx
X cos
For simplicity we take n = 1. Then 4>x and (pz are
2
M X ’Z) = ™nh(H)C°Sh( S ) sin( ^ )









Figure 6 -8 : 2D cross-sectional plane showing the problem to solve for 0 including the 
boundary conditions.
Consider the system (6.5) in scalar form with a linear reaction term, i.e.
ut +  a(x, z)ux +  b(x, z)uz = — An, (6.36)
where a = (j)x , b = f>z and A > 0. A modified equation analysis of the weighted box
scheme applied to this problem is very complicated but it can be shown that, as for
the ID case, the Uxx, Uzz, Uxxx and Uzzz terms can be eliminated by setting
A x 2 - A t V  —1 2 ( 0  —l ) 2 A t V  =  0  (6.37)
A z2 -  A t2 i>2 -  12 ( 0  -  A) 2 A t262 =  0  (6.38)
( 0 - i ) - A ( 0 - l ) 2 A i - i A A i  =  O. (6.39)
However, since a and b depend on x  and 2 , there are additional Uxz, Uxxz and Uxzz 
terms in the modified equation expansion whose coefficients cannot be set to zero. We
still choose A x  and A z  to satisfy (6.37) and (6.38), with 6 as the smaller root of (6.39),
to investigate whether the oscillations are reduced. Hence set
A x  = ka(x, z )A t, A z  =  kb (x ,z)A t, (6.40)
where k is defined in (6.30). The procedure carried out for the ID case cannot be 
applied directly here because A x  and A x  now depend on both x  and z. To overcome 
this problem we average a and b by integrating over 2  and x  respectively, i.e. set
1 f z  - 1 f x
u(x ) = / a (x ,z)d z , b(z) = —  / b(x ,z)dx . (6.41)
Z Jo A  J0
These replace a and b in the expressions in (6.40) and so
Axi+i =  ^kA t[a (x i+i) + a (z i)] , A z j+i = %kAt[b(zj+i) +  b(zj)]. (6.42)
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Figure 6-9: The weighted box scheme applied to (6.36) with (6.43) and (6.44) where 
aQ = a\ — a2 = 0.75 and 6o =  &i =  62 =  0.5, A =  1 and A t  = 0.02. The mesh is 
constant in the top left plot (with A x  = A z  = 0.025J and bottom left plot (using (6.47)) 
and variable in the top right plot (using (6.42)). The direction of the fluxes are shown 
in the bottom right plot..
6.4.1 Linear fluxes
In this Section we suppose a and b are of the form
a(x, z) =  ao +  a \x  +  02 z 
6 (x, z) =  - 6 0  - b \ x  — b2Z,
(6.43)
(6.44)
with ai, bi > 0 for i =  0,1,2. We consider this simple example because the exact 
solution of (6.36) with these linear fluxes can be found relatively easily. It is given by
u (x ,z ,t)  =  f( x o ,t  — r)e — A r (6.45)
where again f ( x ,  t) =  u{x , Z, £), and xo and r  are found in terms of x  and 2 by solving
the following coupled pair of ODEs (with x — xq and 2 =  Z  at r = 0):
dx d z
—  = a0 +  a\x + a2Z, —  =  — 60 — b\x -  62^, (6.46)dr dr
Figure 6-9 shows the weighted box scheme (with 9 as the smaller root of (6.39)) applied 
to this problem. We have taken A t = 0.02 and A =  1 with boundary data given by 
(6.20) and (6.21) from Section 6.2.1 (where Ts = 1 and the results are plotted at t = 3).
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I2 norm maximum error
arbitrary constant mesh (A x  =  A z  =  0.025) 








Table 6.1: Table showing a comparison of the I2 norm and the maximum errors for the 
weighted box scheme with variable and constant meshes applied to (6.36) with (6.43) 
and (6.44) where <20 — &i — — 0.75, and bo =  61 =  62 =  0*5.
The velocity profiles are given in the bottom  right figure. The top left plot shows the 
results of a constant mesh (chosen arbitrarily) with A x  =  A z  = 0.025. There are 
severe oscillations which cannot be reduced if 6 is increased. In the top right plots 
we have used the variable mesh given in (6.42). The results are much better although 
there are a couple of spikes near the x  =  X  boundary.
Instead of choosing an arbitrary constant mesh, we could also try  to use the modified 
equation expansion to obtain a more appropriate mesh. To obtain formulas for A x i  
and A z j  in (6.42) we averaged the expressions in (6.40) by integrating over z  and x  
respectively. We could average in both the x  and 2  directions, i.e.
|  rZ  r X  j rZ  r X
A x  = —— / / a (x ,z )d x d z ,  A z  = —— / /  b (x ,z )d x d z .  (6.47)
X Z  Jo  Jq X Z  Jo Jo
The bottom  left plot in Figure 6-9 shows the results using a fixed mesh but with these 
choices of A x  and A z .  This is a great improvement on both the arbitrary constant 
and variable meshes (as shown in Table 6.1) and suggests tha t varying the mesh is not 
a good idea. However, we will now show tha t it is able to give more accurate results.
6 .4 .2  S ep a ra b le  (an d  re la ted ) flu xes
In Section 6.2.2 we briefly discussed an example with fluxes given by (6.43) and (6.44) 
where <22 and 61 were zero so the equation was separable. Hence we solved
ut +  (no +  o-ix)ux -  (bo +  b2 z)uz =  -X u .  (6.48)
If the mesh is now varied then the equations in (6.40) can be used directly (as for 
the ID case) since a and b are only functions of x  and z respectively. Figure 6-10 
shows numerical results; the top plots use the weighted box scheme with a variable 
mesh (6.42) and the bottom  plots use the constant mesh (6.47). The variable grid 
gives a much more accurate solution. This is to be expected since the problem can be 
converted into ID where we know the variable mesh is more accurate.
We now increase 0 2  and 61 from zero and use the formulae in (6.42) to calculate A x i
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Figure 6-10: The weighted box scheme applied to (6.36) with (6.43) and (6.44) where 
ao =  a\ =  bo = 62 =  0.5, a2 =  b\ = 0, A =  1 and A t — 0.02. In the top plots the mesh 
is variable (using (6.42)) and in the bottom plots the mesh is constant (using (6.47)).
and A z j .  Table 6.2 shows the / 2 norm and the maximum error for various 0 2  and 
b\. The other parameters are all fixed. Varying the mesh gives better results up until 
a2 = bi = 0.2. In Figure 6-11 we have plotted this case for both the variable and 
constant meshes. We see that, although the variable mesh gives a larger error, it has 
fewer oscillations (in the bottom left plot there are oscillations at the back of the pulse 
which are not there in top left plot). Unfortunately, as 0 2  and 61 increase this does not 
continue to be the case. We do not plot the results but more oscillations appear with 
the variable mesh whereas the oscillations for the constant mesh axe reduced.
These results show that the variable mesh can give more accurate results provided 0 2  
and 61 are not too large. However, this linear example is a special case because the 
velocity fluxes do not vary significantly throughout the domain. We can see this from 
observing the velocity fluxes in Figure 6-12; it shows four examples of ai and b{. The 
most pronounced variation occurs when the a and b are close to being separable (i.e. 
the top left example) and this is where the variable mesh is more accurate. In the top 
right and bottom left example the variation is small and we have seen that the constant 
mesh is better. Finally, in the bottom right example the variation is quite pronounced 
and in this case the variable mesh is much more accurate (shown in Figure 6-13). This 
is probably due to the fact that 61 is small compared with bo and 62 but it shows that 
the variable mesh can give a great improvement.
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Figure 6 -1 1 : The weighted box scheme applied to (6.36) with (6.43) and (6.44) where 
ao = a\ = bo =  62 =  0-5, 02 = b\ = 0.2, A =  1 and A t  =  0.02. In the top plots the mesh 
is variable (using (6.42)) and in the bottom plots the mesh is constant (using (6.4 7))-
variab le  m esh (6.42) co n s tan t m esh  (6.47)
I2 norm maximum error I2 norm maximum error
a2 =  61 =  0 0.05620 0.01765 0.22400 0.05476
02 = b\ = 0 .0 1 0.05867 0.01458 0.22366 0.05485
a2 = bi = 0.05 0.06672 0.02537 0.21771 0.05438
a2 = b\ = 0 .1 0.10064 0.03707 0.20430 0.05350
02 =  b\ =  0.15 0.13539 0.05898 0.18033 0.05146
a2 = b\ = 0.18 0.16410 0.05939 0.16735 0.05161
02 = bi = 0 .2 0.17932 0.06615 0.15739 0.05030
02 = b\ = 0.3 0.24046 0.09786 0.11359 0.03634
a2 =  61 =  0.4 0.29947 0.11599 0.07314 0.02569
Table 6.2: Table showing a comparison of the weighted box scheme with variable and 
constant meshes applied to (6.36) with (6.43) and (6.44) where ao — a\ — bo = 62 =  0.5 
and a2 and b\ are increased from zero.
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Figure 6-12: Velocity profiles for four examples of the fluxes (6.43) and (6.44)> t°P 
left: ao =  a\ =  60 =  ^2 =  0-5 and 02 = b\ =  0  (the separable case), top right: 
ao = a\ =  60 =  b2 = 0.5 and 02  =  61 =  0.2, bottom left: ao = a\ = bo = 62 =  0.5 and 
a2 = b\ = 0.4, bottom right: ao =  a\ =  0.6, a2 =  0.3, 60 =  1.5, 61 =  0.1 and 62 =  1-
Hence, for a simple linear flux function, using a variable mesh can be advantageous 
over a constant mesh. However, this is not the case when there is little variation in 
the direction of the fluxes but this is to be expected and the constant mesh works well 
here. In practical situations the fluxes will be nonlinear and the velocity profiles will 
vary a great deal; the variable mesh should then be an improvement.
A n ex tre m e  exam ple
Firstly, we consider another example for the linear flux case which is the most different 
from the ID situation. In the previous separable case, we took a2 =  61 =  0 and then 
increased these parameters from zero. This is similar to the ID case. Suppose now that 
a is a function of 2  only (and/or 6 is a function of x  only) and, for simplicity, assume 
a\ — 61 =  62 =  0. Then we can really test how well the weighted box scheme works in 
2D since it is the most extreme from the ID situation. Hence we solve
ut +  (ao +  CL2z)ux ~ bouz =  — Xu. (6.49)
To satisfy (6.37) and (6.38) choose
A x  = k(ao +  a2z)At, Az  = kboAt. (6.50)
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Figure 6-13: The weighted box scheme applied to (6.36) with (6.43) and (6.44) where 
aQ = a\ = 0 .6 , 02 =  0.3, bo =  1.5, b\ = 0.1 and 62 =  1, A =  1 and A t  =  0.02. In 
the top plots the mesh is variable (using (6.42)) and in the bottom plots the mesh is 
constant (using (6.47)).
Following the procedure above we have to integrate A x  with respect to z , i.e.
k A t I zA x  =  ——  / (ao + 02z) dz = kAt(ao + ha2Z). (6.51)
Z Jo
This will give a constant mesh in both directions. We could obtain a variable mesh in 
the x  direction but which is constant between two values of z. For example, consider 
the left diagram in Figure 6-14. Suppose U”j is known (for all i and j)  and C7"o’1, Uq±1 
are also known. Then U can be found with the following mesh:
A x i = k(ao T  ^ 2 (2 0  +  z i) )A t, A z  = kboAt. (6.52)
However, to find E/JJJ-1, a new mesh would have to be defined and, since the values UJ)^1 
are not at the same points (as is shown in Figure 6-14), an interpolation would have 
to be carried out. This is not a very satisfactory solution because it is computationally 
expensive and interpolating between the points will affect the accuracy.
In the right diagram Figure 6-14 the characteristics have been drawn for this situation. 
Instead of deriving the box scheme by integrating over a rectangular mesh (as discussed 
in Chapter 3), one option would be to integrate over a quadrilateral mesh with the 
differential equation in divergence form.
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Figure 6-14: The left figure shows an example of how we could create a mesh for
the case when the weighted box scheme applied to (6.36) with (6.43) and (6.44) with 
a\ = b\ =  62 =  0. The right figure shows the characteristics in this case.
On the other hand, we can examine the constant mesh case for this extreme example 
with A x  chosen from (6.51) and A z  =  kboAt. Figure 6-15 shows numerical results: in 
the top case ao =  60 =  1 and ai — 2 and in the bottom case ao =  &o — 1 and a<i =  0.5. 
The I2 norm and maximum error are shown in the first set of data in Table 6.3. Since 
the mesh is constant we observe the same phenomena as before: the constant mesh is 
more accurate when there is less variation in the direction of the fluxes (the top right 
plot has more variation then the bottom right).
We could reduce the oscillations by splitting the domain up into two (or more) sub- 
domains. Figure 6-15 shows that if the domain is split into two about the line z =  ^Z 
then the fluxes are in roughly the same direction in each region. The mesh will still be 
constant in these regions but A x  will be different (A z  will remain the same). Hence, 
there are now two spatial step lengths in the x  direction, denoted by A x t  and A xb
A x r = ( ^ r p ) / l  Z a(x ,z)dz ,  A  (6 .5 3 )
To implement this method in practice we need to specify the numerical solution U 
for each level n at the z =  ^Z boundary. Firstly, the solution is found in the top 
region since data is specified on the z =  Z boundary. Then, since the two meshes do 
not line up at z =  ^Z, we must linearly interpolate to obtain data on the grid points 
corresponding to the bottom mesh. Figure 6-16 shows the results of splitting up the 
domain in this way. Observe that the oscillations have reduced significantly, which 
is also confirmed in the bottom set of data in Table 6.3; the I2 norm and maximum 
errors in the top and bottom regions are shown. These are significantly smaller and so 
splitting up the domain is a very effective way of reducing the oscillations.
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«o =  fro — 15 a2 = 2 ao = bo = 1, 02 = 0.5
I'2 norm max error I2 norm max error
constant mesh 
(same in whole domain)
1.12903 0.29460 0.33360 0.08869
constant mesh 









Table 6.3: Table showing a comparison of the 12 norm and the maximum errors for 
the weighted box scheme applied to (6.36) with (6.43) and (6.44) *n the extreme case 
=  bi = &2 =  0- The mesh is constant with A z  = kboAt and A x  chosen by (6.51) in 
the first set of data and by (6.53) in the second (T  =  top, B = bottom).
6.4.3 A  m ore com plicated flux function
Finally, we consider the hyperbolic equation in 2D given by (6.36) with the simplified 
mine tailings velocity fluxes (6.34) and (6.35). Figure 6-17 shows the direction of the 
velocity profiles in this case. There is a great variation between these arrows: at the top 
left boundary they are almost vertical and at the bottom left they are almost horizontal. 
Since (j>x {0, z) = 4>z(x, 0) =  0 we have an extra complication near the origin: if the mesh 
is varied throughout the whole domain then very small spatial steps will be needed near 
the origin. For convenience, we will simply consider a smaller region
{ (z ,z) | 0.2 <  x < X , 0.2 < z < Z j .
There is still great variation in the direction of the fluxes and so will test how well the 
variable mesh works for a more complicated example. Since the exact solution is not 
known we only examine the numerical solution to observe the oscillations. Note that 9 
is still the smaller root of (6.39) but we now use A t  =  0.04. Also, the boundary data 
is again a sin-squared pulse but is shifted to the left slightly.
In the method using the variable mesh, A xj and A z j  are calculated using (6.42) where 
a and b are replaced by (f>x and — <f>zi i.e.
1 rz  . i  rx
a{x) =  — J  4>x(x ,z )d z , b(z) =  —— J  <f)z (x ,z )d x .  (6.54)
The constant mesh is then calculated using (6.47). Figure 6-18 shows the results using 
the variable mesh (top plot) and constant mesh (bottom plot). In this case we observe 
more oscillations in the variable mesh behind the pulse and more oscillations (or ripples) 
in the constant mesh at the front of the pulse. Since we cannot find the exact I2 norm 
or maximum error, it is hard to deduce which mesh gives more accurate results. The 
boundary data is also quite extreme because it is not very smooth. Experiments found 
that a smoother pulse does eliminate the oscillations and it is hard to see any difference
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Figure 6-15: The weighted box scheme applied to (6.36) with (6.43) and (6.44) f or 
the extreme case where a\ = bi = b2 = 0 (X = 1 and A t  = 0.02). In the top plots 
ao = bo = 1, a2 = 2 and in the bottom plots ao = bo = 1, fl2 =  0-5. The mesh is 
constant with A x  given by (6.51) and A z  =  kboAt.
Figure 6-16: The weighted box scheme applied to (6.36) with (6.43) and (6.44) f or 
the extreme case where a\ =  b\ =  62 — 0 (X == 1 and A t  =  0 .02/ In the top plots 
ao = bo =  1, &2 =  2 and in the bottom ao = bo = 1, =  0-5. The domain is split into
two regions with the top half shown on the left and the bottom half shown on the right. 
A x  satisfies (6.53) and A z  = kboAt.
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Figure 6-17: Velocity fluxes for the simplified mine tailings example (6.34) and (6.35). 
between the variable and constant meshes in that case.
However, we would like to find a way to improve this solution. It makes sense to have 
a constant mesh in the right part of the domain as the bottom plot in Figure 6-18 does 
not have as many oscillations in this region. In a similar way to the extreme example 
considered above we split the domain into two sub-domains, but now along some line 
x = £. Suppose a variable mesh is used in the region {(#, z ) | 0.2 <  x  <  1, 0.2 < z < 1} 
and a constant mesh in the region { (x ,z) | 1 < x < 2, 0.2 < z < l} . The data on 
the x  =  1 boundary between these two regions will have to be found using linear 
interpolation. The result of this modification can be seen in Figure 6-19: the left 
region is shown in the top plot and the right region in the bottom plot. We wish to 
compare this with the results when a variable mesh is used on the whole region (i.e. the 
top plot in Figure 6-18). This has been plotted again in Figure 6-20 with the regions 
split so an easy comparison can be made with Figure 6-19. Using a constant mesh in 
the right region does seem to eliminate the oscillations. A drawback is that more grid 
points have been used in the right region in Figure 6-19 than in Figure 6-20 but this 
seems to give a great improvement on using a variable mesh on the whole domain.
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Figure 6-18: The weighted box scheme applied to (6.36) with (6.34) and (6.35) and 
A t  =  0.02. In the top plot the mesh is variable (using (6.42)) and in the bottom plot the 
mesh is constant (using (6.47)). Note the domain is {(x, z) | 0.2 < x  <  2, 0.2 <  z < l} .
Figure 6-19: The weighted box scheme applied to (6.36) with (6.34) and (6.35) and A t  = 
0.02. The top plot shows the solution in the left half of the domain i.e. {(a:, z)  | 0.2 < 
x  <  1, 0.2  < z  <  1} (with a variable mesh) and the bottom plot shows the solution in 
the right half of the domain i.e. { { x , z )  \ 1 <  x  <  2, 0 .2  < z  <  l}  (with a constant 
mesh).
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Figure 6-20: The weighted box scheme applied to (6.36) with (6.34) and (6.35) and A t  = 
0.02. The top plot shows the solution in the left half of the domain i.e. {(a;,z) | 0.2 < 
x  <  1, 0.2 < 2  <  1} and the bottom plot shows the solution in the right half of the 
domain i.e. { (x, z)  | 1 <  x < 2, 0.2 < z < 1} (both with variable meshes).
Chapter 7
Conclusions and future work
In this work, through both extensive mathematical and numerical analysis, considerable 
insight has been gained into models describing the transport of chemical pollutants in 
groundwater flow. A key feature of these schemes is retardation, whereby the transport 
speed is much slower than the advection speed; this is not obvious from the original 
formulation of the models and so makes these systems both challenging and interesting 
to study.
We began in Chapter 2 by considering the mathematical analysis of the Linear Model 
and its extension to a general two equation model with a nonlinear source term. For 
the Linear Model, we discussed various analytical techniques which enabled us to pre­
dict the reduced speed, providing certain assumptions were made on the parameters 
A and /i. Moreover, these techniques led us to show the role of diffusion in the prob­
lem. We also found, using analysis based on (Lighthill Sz W hitham 1955), tha t the 
first disturbance propagates with speed V  but is damped exponentially and then the 
main disturbance lags behind and moves at the reduced speed. Guided by these re­
sults, we next considered the nonlinear source term  and proved bounds on the speed of 
propagation for the nonlinear model, providing certain bounds existed on the partial 
derivatives of the reaction term. In proving this reduced speed result, we needed to 
show tha t the solution decayed exponentially as the chosen domain extended to infinity. 
We achieved this by combining a standard analysis of the theory of linear second order 
differential equations (whereby the model was integrated over the given domain) with 
a contraction mapping argument. This particular aspect of the two equation nonlinear 
model has not been found anywhere in the literature and is now complete; we have 
been able show how the phenomenon of reduced speed arises for a very general two 
equation model. However, it may be interesting and illuminating to prove these results 
for larger systems.
Our chosen numerical method is the box scheme, and in Chapter 3 this was applied 
to linear problems. There are numerous advantages of the box scheme: it is implicit,
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unconditionally stable, second order in A x  and A t  and very compact (allowing the 
use of comparatively large time-steps). The main disadvantage of the box scheme is 
the presence of spurious oscillations in the numerical solution; these can be very bad 
for the linear advection equation with discontinuous data (because the chequerboard 
mode is not damped) but are also visible when the box-trap scheme is applied to the 
Linear Model (especially when the parameters are small and the boundary data is not 
smooth). These were found to be damped when a weighting was used in the time aver­
aging of the spatial derivatives, although this does introduce diffusion into the scheme. 
However, this problem can effectively be ignored by ensuring the weighting parameter 
0 is chosen to be sufficiently close to 5 .
A modified equation analysis was then applied to our chosen numerical scheme which 
showed several interesting elements relating to how both the discretised equations and 
the differential model itself behaved. Firstly, the resulting expansion also gave the 
Improved-equilibrium model (found using the asymptotic analysis in Chapter 2) and so 
the theoretical phenomena of the reduced speed and diffusion could also be illustrated 
using this analysis. Secondly, it was able to predict where the observed oscillations 
would occur, found by separating the smooth and oscillatory parts of the numerical so­
lution. Thirdly, by finding the expansion for the weighted box-trap scheme, it was able 
to give the best choice of the CFL number and the weighting parameter 0 to reduce the 
oscillations. The modified equation analysis has not been used to this extent before 
and is shown to be a very useful tool in helping deal with the numerical difficulties 
encountered by the box scheme.
In Chapter 4 we successively adapted the box scheme to numerically solve nonlinear 
conservation laws with non-smooth data; which is well known to be very oscillatory 
around the discontinuity, and is typical of a second order method. We derived the 
scheme as a Petrov-Galerkin method to understand how these oscillations arose. This 
is an alternative interpretation of the scheme and enabled us to modify the trial space 
in the cell (or cells) containing the shock. The results of applying our algorithm showed 
how effectively the oscillations were eliminated. When shock-forming data was consid­
ered, small oscillations were still observed, but these were eliminated by weighting the 
scheme in the usual way. However, the algorithm was only tested for Burgers’ equation 
and so it would be interesting to apply it to other examples. Also, for shock forming 
data, we had to predict where the shock formed as it made sense to use the box scheme 
without modification up until tha t point. Future work might involve experiments to 
obtain a more reliable way of predicting where the formation occurs.
The work discussed in the previous paragraph has applications to coupled reactive 
transport models; for example, we have shown tha t the solution of the Langmuir Model 
develops a steep front when the parameters A and fi are large. We were again able to
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reduce the oscillations tha t arise around the sudden switch in height by adapting the 
algorithm developed for nonlinear conservation laws. The results were very promising 
but this work could be extended by applying the algorithm to data tha t will develop 
into a steep front (instead of assuming one has already formed). This would also involve 
finding a criteria to decide at which point to start the algorithm.
In Chapter 5 we considered the Flushing-through Model; this is an extension of the 
Linear Model and a more realistic model problem. It incorporates a nonlinearity in 
the source term  and potentially involves two speeds which adds complications to both 
the numerical and mathematical analysis previously applied to the Linear Model. The 
Improved-equilibrium model, which we derived for the to tal concentration d, was illus­
trated  to only accurately describe the Flushing-through Model for large values of the 
param eters (and of similar order). This analysis does not seem to be a very useful tool 
in systems with more than two equations unless all the source terms are stiff. Its only 
real use is to show the presence of diffusion. However, the modified equation analysis 
of the weighted box-trap scheme applied to this model was again shown to be very 
informative in explaining the key features; namely the situation where the two species 
move at different speeds and tha t where all the concentrations moved at a speed other 
than the reduced or advected speed. In Chapter 3 we had only used this analysis on 
two equation linear systems: the work in this Chapter showed tha t useful deductions 
can be made for larger systems with nonlinear source terms.
We also discussed how the weighted box-trap scheme would be applied to a conserva­
tion law with a source term, which is now present in the Flushing-through Model. This 
difficulty had not previously been encountered in this Thesis since the Linear Model 
was written in such a way as to eliminate the source term  from the Transport equa­
tion. Future work will involve an analysis to determine whether using a weighting to 
approximate the time derivative or simply the usual averaging gives a better numerical 
method.
Lastly in Chapter 5 we showed tha t the weighted box-trap scheme can be applied to 
systems with varying retardation speeds. We concluded in general that, when the pa­
rameters are small, the CFL number has to match the advection speed; but, as they 
increase, we can choose it to match the slowest propagation speed. However, we have 
only considered a very simple model problem but it is a good starting point as it ex­
hibits the key features of larger systems. Future work could begin by applying the 
techniques discussed here to larger systems, for example the six equation model sug­
gested by AEA Technology Harwell (now SERCO Assurance).
In Chapters 2-5 we considered ID problems with constant speeds. In Chapter 6 we 
extended these models in two ways, firstly by assuming the fluxes are non-constant
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and secondly by using two space dimensions. In practice it is much more realistic to 
analyse problems in 2D where the chemical pollutants would spread both vertically and 
horizontally through the water in time. Chapter 6 focused on applying the weighted 
box scheme to a simple hyperbolic equation with these extensions. To gain a better 
understanding of how the box scheme behaves for these more complicated problems, 
we began by considering a ID equation with a non-constant velocity. Again a modified 
equation analysis proved key in reducing the oscillations; the expansion led to choosing 
a variable spatial step length which removed the dispersion term. These ideas were 
then applied to problems in 2D. We were able to show that, provided the direction 
of the velocity fluxes varied significantly within the domain, the variable mesh gave 
more accurate results and fewer oscillations. Also, we illustrated tha t a simple domain 
splitting approach was effective in improving the accuracy further in this situation (i.e. 
considerable change in the flux direction). If there was little variation in the direction 
of the velocity fluxes then a constant mesh seemed better, as long as the spatial step 
lengths were chosen by averaging to eliminate the dispersion terms in the modified 
equation expansion.
Further work for the nonlinear problem could involve developing a procedure to prevent 
the need for very small spatial steps near the origin (which was required in this case in 
order to satisfy the criteria for a variable mesh). A way to  overcome this problem would 
be to use a constant mesh near the origin and so this idea could also be developed. 
Additionally, more work could be done on the domain splitting approach by investigat­
ing whether splitting the domain further would improve the accuracy of the numerical 
solution. Finally, our analysis of 2D problems has been confined to scalar examples 
and so this work should be continued by applying these findings to systems which more 
accurately describe reactive transport systems, such as the Linear or Flushing-through 
Models.
We are in the process of writing a paper on the mathematical and numerical analysis 
of the box scheme and its features with applications to reactive transport problems 
(Mitchell, Morton & Spence 20036).
Appendix A
Extra results from Chapter 2
A .l  The Laplace transform solution
In Chapter 2 we stated the solution of the Linear Model as (2.22) with the function 
G defined by (2.23). If the boundary data is an injection of a short pulse of chemical 
pollutants into the groundwater, as defined in (2.24), then (2.22) becomes, for t > y  
(the solution is zero for t < y )
f t — —
a(x,t) = g ( t - y ) e ~ ¥ ~  + fi V g (t -  y  -  s) e_ ^ _^sG(s) ds. (A .l)
J t - y - 6
The first term  gives the pulse moving down stream with speed V,  but decaying expo­
nentially and so is never observed in practice. Changing variables in (A .l) gives
r8
a(x,t)  = g (t — y )  e~^v + (i I g(r)e~^r ~tJ'(t~ v ~ r) G ( t — y —r ) d r .  (A.2)
Jo
We now use the Second Mean Value Theorem of the Integral Calculus, see (Courant 
1934, pages 256-257), which we can use to simplify the above expression. This was 
stated in Theorem 4 in Chapter 2 and is applied here to the integral in (A.2), where 
the interval is [0,8]. Hence, there exists r  G [0, J] such that
nS p r  p5
/ p(r)T(r) d r =  T(0) / #(r) d r +  T(<5) /  g(r)dr.
J o  J o  J t
If we let t  —v 5 and use the normalising condition on the integral of g then the second 
integral disappears and so the second term  in (A.2) becomes
a (x , t) =  a/ue~'ir ~//(t~ v )G  (t — y ) , (A.3)
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since g(r) dr  = a  and we have set
r(r) := ( t - f - r ) .
The expression in (A.3) can be written as
a(x ,t)  = a t i e - T - ^ - v )  j v ^ x /v )h  ( 2 \ / ^ ( t - v ) ^  • (A.4)
Now, when the modulus of the argument of a modified Bessel function (of integer order) 
is large we can use the following asymptotic expansion, as stated in (Abramowitz & 
Stegun 1965, page 377):
h ( z )
15 315+
- )y/2Tz r  Sz 2!(8z)2 3!(8z)3
Hence, when A and fi are large, the first term in (A.5) is sufficient and so
h  ( 2 ^  ( * - £ ) )  ~  ^ e x p  ( 2 ^ 5  ( * - * ) )  [* ?  ( f -  f )]




a(x , t )
ag, Xx / V
( n ( t - x / V ) Y
exp (A.6)
which holds for t > #  and A and fi are large. This expression has a maximum when
\JI1 if  —
which gives the value of t  as stated in (2.26), i.e. t = Thus the pulse moves at
the reduced speed. Figure A-l shows a three-dimensional diagram of how the profile 
of a in (A.6) behaves.
A.2 A correction to the Improved-equilibrium model
In Section 2.5 of Chapter 2 we derived the Equilibrium model and a first order correction 
(called the Improved-equilibrium model) by considering a general hyperbolic system 
with relaxation of the form (2.37). We now derive a second order correction to the
Equilibrium model for the following linearised system (chosen to simplify the analysis):
d\i t d  1 _ , . . .
« + ^ u  +  7 s (u )  =  0 ’ (A'7)




Figure A-l: The exact Laplace transform solution of the Linear Model showing how the 
solution diffuses in time.
and S is a linear function of u. We determine whether the extra term found in this 
analysis will again match the modified equation expansion found in Chapter 3 when the 
box-trap scheme was applied (i.e. whether we obtain the first coefficient in the Cxxx 
term in (3.121)). The Improved-equilibrium model was derived by finding 
which satisfied the following pair of equations:
( / - +  =  0 (A.8)
Q M {1)[ c] =  0. (A.9)
This gave the e term in the expansion of AT[c]. However, we could also include the e2 
term. After some analysis we find that M ^ [ c] must satisfy
( /  -  (c))0 )  A-L(a<(i>[c] ) - A  (_A/((l)[c])  0,
(A.10)
with Q M ^ [ c] =  0. Solving to find M ^l\c \ and M ^ [c \  leads to an improved correction 
to the local equilibrium approximation
^  +  -^ Q A (£ (  c) +  eA ^^ c] +  e2M {'2\c]) =  0. (A .ll)
We now apply this to the Linear Model.
A .2.1 T he Linear M odel
In Section 2.5.2 of Chapter 2 we found that
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These can now be substituted into (A.10) to find M .^[c \ (also using Q M ^[c ]  = 0). 
After some manipulation this is found to be
M ^ [ c ]  =
V 2 A3 /x ( A - / i )
( x + n ) 5 0x3
(A + /x )5 C*
(A.12)
Hence a correction to the Improved-equilibrium model is found from (A. 11), and so
(A.13)
V f i
Ct +  T  Ct. —
A +  /T *  (A +  /l)3 (A +  / / ) 5
=  0 .
As expected, the extra term  gives the first term  in the coefficient of Cxxx in the modified 
equation expansion for the box-trap scheme applied to the Linear Model (see equation 
(3.120) in Section 3.6 of Chapter 3 and the discussion in Section 3.6.1 afterwards).
A .3 Exact solution of the Linear M odel using the domain
of dependence
In Section 2 of Chapter 2 we stated tha t the exact solution (2.22) can be obtained using 
Laplace transforms. This result was merely quoted from (Rhee et al. 1986, page 159) as 
the details are very complicated. However, we now derive the result in a much cleaner 
way using Riemann’s method applied to the second order equation. The problem is
o>tt +  V  axt =  (A +  ax , (A.14)
a(a;,0) =  ax (x, 0) =  at (x, 0) =  0, (A.15)
a(0,t) = g(t). (A.16)
Consider the domain D y  — O T R y P  as shown in Figure 2-4 in Chapter 2. Let P , T  
and R  have co-ordinates (0 ,tp), ( x q ,  yXQ) and (xq , yXQ  -f tp )  respectively. To solve 
(A. 14) on D y  we first change variables to convert the problem into normal form. Define
V = y ^ t  Z — t y%’ (A.17)
Then (A. 14) reduces to
dyz ”1* i^ O"y d- ACLz =  0, (A.18)
where the domain D y  is now f2 =  OT'R!P' (see Figure 2-5 from Chapter 2). The 
points P', T' and R! have co-ordinates (0, tp ), (^a;Q,0) and (y X Q ,tp ) respectively.
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The initial and boundary data are now
a(y, 0) =  ay(y, 0) =  az(y, 0) =  0, (A.19)
a(0, z )=g(z) .  (A.20)
We use Riemann’s Method (see (Guenther & Lee 1988, pages 129-132) and (Garabedian 
1964, pages 127-134)) which involves finding the solution in terms of definite integrals.
Since A and y, are constant, the equation (A. 18) can be converted into canonical form.
Setting
a{y, z) =  u(y, z)e~Xye~flz, (A.21)
into (A. 18) gives
uyz — Xyu = 0. (A.22)
Also, (A.19) and (A.20) become
u(y, 0) =  uy(x, 0) =  uz(x, 0) =  0 (A.23)
u(0, z) = efJ,zg(z) =: h(z). (A.24)
Define the linear differential operator L[u] and the adjoint operator M[v] by
L[u] = uyz — Xyu, M[v] =  vyz — Xfiv. (A.25)
Then
vL[u] — uM[v] =  (vuz)y — (uvy)z =  ( \ vuz -  \ v zu)y +  ( \uyv — \uvy) z.
The above expression can be integrated over O and then the Divergence Theorem
(2.126) applied to the right hand side. So
J J  (yL[u] — uM[v]) dydz  =  j)  — \uvz) dz — (\ vuy — \ v yu) dyj
n  dQ
= f  [ ~  uvz +  \  (uv)z\ dz -  [ -  uvy +  \ (uv)y\ dy. Jd£l
(A.26)
Since dy =  0 along OP ' and T ' R d z  = 0 along OT1 and P'R1 and u\o =  u \t > = 0 
(from the first condition in (A.23)), (A.26) reduces to
r r rR' pR' pP'
(yL[u] — uM[v]) dydz  =  (uv)# — (uv)pt — / uvz d z — / uvy dy-\- /  uvz dz.J J Jv Jp< JO'n
(A.27)
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We now choose v to satisfy
M[v\ = 0 (A.28)
vz — 0 on T 'R ' (A.29)
vy =  0 on P 'R ' (A.30)
rHII (A.31)
Then, substituting (A.28)-(A.31) into (A.27), along with L[u] = 0, gives
»p > rp>
Apv( y ,  z) =  0 , A </» N A -C3
vy (y,r]) =  0 , y < £
Vz(L*) =  0 , Z <  7]
v(Z>y) =  1.
u\p/ =  (uv)p' — / uvz dz = / uzv d z , (A.32)
Jo Jo
since uvz =  (uv)z — uzv. Suppose the point R! has co-ordinates (£,77). Then (A.28)-
(A.31) is known as the Goursat problem (Garabedian 1964, pages 117-119) for v, i.e.




We follow the method in (Garabedian 1964) which uses the method of successive ap­
proximations. Guenther & Lee (1988) also solve this problem, but assume the solution 
is of the form v =  p(r) where r =  (£—y)(r) — z ). Then the series solution of the resulting 
ODE is found for p(r) which can be interpreted as a Bessel function.
In (Garabedian 1964, pages 118-120) the solution of a general second order equation 
in canonical form uyz =  f ( y , z ,u ,uy,uz), over a domain D  (as shown in Figure 2-6 in 
Chapter 2 but with Q replaced by D), is written in the form
u\r =  u\P -  u |s  +  u\Q +  J J  f ( y , z, u, uy, uz) dy dz. (A.37)
D
A sequence of successive approximations is then defined in terms of this integral solu­
tion. We can do the same for (A.33)-(A.36), and so
v \r>  =  v\pi — v\o +  v \t>  +  Ap, J J v(y, z) dy dz. (A M )
o.
We wish to find the solution on OP' which can be substituted into (A.32). To do this 
the solution within the region Q must be found (since we already know the value of v 
at R'). We do not restrict the left hand corner of Q, to be at the origin, but instead
label this S'. Then T 1 is the corresponding point horizontal to S ' (and so need not be
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on the y axis), and (A.38) can be rearranged to give
i>|5 / =  v\P> — v\r> +  v\t> +  A /i /  /  v(y, z) dy dz. (A.39)
(i
From (A.34)-(A.36) it follows that v\p> = v\p> =  v\p> =  1; if S' has co-ordinates (a, (3) 
then the sequence of successive approximations for (A.39) can be defined as
vn+i(a,/?) =  1 +  A/i f  [  vn(y ,z )d y d z , (A.40)
Jp Ja
with vo (a, (3) = 1. The solution of this is given in the following a Lemma.
L em m a 9. The successive approximations vn defined by (A.40) for the Goursat prob­
lem (A.33)-(A.36) are of the form
Vn{a, 0) = ± M i i ^  (A.41)
j = 0
Proof. We prove this by induction. The case n = 0 is obviously true since t>o(o!, (3) =  1. 
Suppose the result is true for some n > 0. The right hand side of (A.40) is given by
*T7 /•£
1 -I -A /i ( / vn(y, z ) d y d z  =  1 +  A /i
P Ja
'  r(  I ( v - z Y  , ,£ ----- W 17 = 0
1 , V f (3y+1
3 = 0
-  » + V L  (jfeip ■
(A>u)fc(^  -
(fc!)2
Hence the result is true for n -I-1 which completes the proof. □
We now take the limit as n -> oo to find v(a,/3). So
( n\ v t o\ — oiy(rj — (3yv(a ,0 )  =  nlim vn(a ,0)  =  £  7-H2 ■
j = 0 KJ‘J
From (Abramowitz & Stegun 1965, page 375) this infinite sum can be expressed as a 
modified Bessel function of the first kind. Thus
v(a,0) = I0{2j\p ( £ - a )(7,- /? ) ) . (A.42)
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Finally, let us consider (A.32). This can be written more explicitly as
u ( £ , r j ) = [  uz(0 ,z)v{0 ,z)d z.
Jo
(A.43)
Using (A.24) we have uz(0, z) =  h!(z) =  e^z [fig{z) +  g'(z)\. Also, from (A.42), v(0, z) =
Io(2y/\fj,£(ri — z)). Hence the solution (A.43) becomes
u(€,v) = f  e»z [fj,g(z) +  g'(z)\ I0( 2 y / \ ^ { y  -  z)) dz. (A.44)
Jo
If, for convenience, we interchange the co-ordinates (£, 77) and (y, z) then
u(y, z ) =  [  [fig(z) +  g'{z)] I 0(2y/Xfiy(z -  77)) dy. (A.45)
Jo
We can now use the conversion (A.21) to obtain an integral expression for a, i.e.
a(y , z) =  e~Xy [fig{z) +  g'{z)\ I0 (2y/Xfjiy{z -  77)) d?7. (A.46)
Finally, using (A. 17) to convert back to (x ,t) , leads to the solution
a(z, t) = e ~ v x V v x-7?) [vg{z)) +  g'(z)\ I Q -  77)^  d?7.
(A.47)
for t >
We can show tha t (A.47) is identical to the Laplace Transform solution (2.22) from 
Chapter 2. Consider (2.22), with t > y ,  i.e.
a (x ,t)  = g ( t -  y ) e ~ &  +  y ,e~ ^  V g (t -  f  -  s) e_ / i S ds.
(A.48)
Using the fact that
_d_
dx =  \ p f c h  ( 2\ / ^
1XS
V  /  >
t - h
we can integrate (A.48) by parts to obtain
a (M )  =  g ( t - y ) e ~ ^ g  (t -  f  -  s) e“ ^ ± / 0 ^ 2 ^ / ^
~ lie~ ^  Jo ^~gl ^  — ^  — 5) ~  V9 ft ~  V ~  s )] ds.
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The first line of the above expression is zero, provided g(0) =  0. Hence, changing 
variables in the integral by setting s = t — y x  — rj leads to (A.47).
A .4 Exponential decay of a simple ODE
In Section 2.7 of Chapter 2 we proved tha t the solution of the two equation model 
with general source term  decayed exponentially to zero as the domain extended to 
infinity. As motivation for the techniques used in the proof we proved a similar result 
for a simple ODE. This is outlined here because it shows tha t proving a solution is 
exponentially decaying is much less trivial than proving it is bounded. Also, the reader 
is referred to this Appendix to help understand some of the steps in Chapter 2. We 
formulate the result in the following Lemma.
Lem m a 10. Consider
y'(x) = A (x)y(x), y{£) =  1 , (A.49)
where
\{x )  <  -A 0, A0 >  0 , (A.50)
and |A(x)| is uniformly bounded for all x  G [f, +oo). Then
|y(*)|eA°(;I_£) <  K , (A.51)
for all x, where K  is a positive constant, i.e. y decays at least as fast as 
Proof. Set
z(x)  =  y(x)e(Ao+7)(* -£), (A.52)
where 7  >  0 is constant. We prove tha t z is bounded in an appropriately defined norm. 
It can easily be shown tha t z satisfies
z'(x) = [A(x) +  A0 + 7 ]z(z), *(f) =  1.
Define the operator T  by
(Tz)(x) = 1 + J  [A(£) +  Ao +  /y]z(t) d£. (A.53)
So
(Tz)(x) — (Tu)(x) = J  [A(t) +  Ao+ 7 ](z(t) — u(i))dL  (A.54)
Since |A| is bounded we can assume the following:
0 < A  +  A o + 7 <  —I-, n
(A.55)
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for some constant n > 1. Also define
||z ||e =  max{ |2 (rc) |e~a(x -^  }, (A.56)
where a  > 0 is constant. Then, following the proof of existence and uniqueness of an 
initial value problem which is given in (Walter 1998, pages 62-64), we have
(Tz ) (x)  -  (Tu)(x) = f  [A(t) + A0 + 7] (z(«) -  dt,
and so
\(Tz)(x) — (Tu)(x)\ < —*y j  \z(t) — u{t)\e ^  dt
Tl J£
<  — ■7 | | x - « | | . ( e “(x- « - l )na  v 7
<  — y\\z -  u\\eea(xna  
Hence
\\Tz — Tu||,. <  ~ 7 l | z  — u ll«' (A.57)na
This means that, provided
~ ~ 7  <  1, (A.58)n a
T  is a contraction and so 2  is bounded in the norm (A.56), i.e.
|2 (x)|e- “(a:- {) <  K ,
for some positive K . Substituting in y from (A.52) leads to
|y(:r)|e(Ao+7 - QXx- ^  <  K. (A.59)
Hence the required result (A.51) holds if 7  — a  >  0 . Combining this condition with
(A.58) gives
^ - 7  <  a  <  7 . (A.60)
The proof is therefore complete, provided (A.60) holds with n  >  1 . □
Appendix B
Extra results from Chapter 3
B .l  Exact solution of the discretisation of the box scheme
In this section we use a technique outlined by (Spiegel 1971, page 186) to solve the 
discretised equations for the box scheme when applied to a simple linear advection 
equation. This was briefly discussed in Section 3.2.1 of Chapter 3 but we now study 
the technique in more detail. To simplify the analysis, t\  and <2 are chosen in (3.23) 
so there is one non-zero value on the t-axis. For convenience we assume this occurs at 
n = 0. Then (3.23) becomes
US = (  ”  =  °  (B .l)
0 , otherwise.
We then need to effectively shift the x-axis by one node and so the initial condition in 
(3.23) is replaced by
U J1 =  0. (B.2)
Figure B -l shows the mesh for the box scheme with the data prescribed along the x  =  0 
and t = —t 1 (=  —A t)  axes. The diagonal line is the characteristic emanating from the 
origin and corresponds to setting p = 1 in (3.22) (and so A =  0 ). As described in 
Chapter 3, the numerical solution can be written as
(BI>
where the Cn, for n > 0, are found using the initial and boundary conditions and the 
operator E 2 is defined in (3.24). Assuming (B.l) and (B.2) hold, it is easy to see that
_ f  1 , n  =  0  .
" =  I 0 , otherwise. ( }
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n = - l
j=0 j = l  j=2 j=3 j=4
Figure B-l: The mesh for the box scheme applied to the linear advection equation.
Now, (B.3) can be written as
UJ =  (A +  + A E ^ Y 3Cn = A-U 1 +  - M (1 +  A ET 1)R
— 1 \  J
We can expand both terms in the above expression and so
m  = AM 1 +
E.—1 \  3 Cn — j \ C n- i  + 3(j +  1 ) \ 2
2 ! ^  C n - 2  - 3! A " C n _ 3  +  . . .
Cn — jA Cn-i +  . . • +
j ( j  +  1 ) .. .  (j + n  -  1)
n! (—A)nCo
(B-5)
where we have used (B.4) to eliminate any Cn’s for n < 0. Using this formula expres­
sions can be derived for fixed j  and n in turn and we can then investigate what happens 
as the indices n and j  tend to infinity respectively.
Let us first fix j  and consider a general n. We can obtain a formula for £/” but this is 
only valid if n starts from the diagonal. We demonstrate this by writing down the first 
few cases. We already know that Uq is given by (B.l). Simple calculations give




( _ A ) " - i ( l - A 2),
(-A )" -2(l -  A2) [(n -  1) -  (n +  1)A2 
(-A )""3
2!
(—A) n ~ 4 
3!
n = 1 , 2 , . . .  
n =  2 ,3 , . . .
(1 -  A2) J(n -  l)(n  -  2) -  2(n -  l)(n  +  1)A2 -1- (n +  l)(n  +  2)A4J ,
n = 3 ,4 ,...
(1 — A2) (n — l)(n  — 2)(n -  3) — 3(n — l)(n  — 2)(n -I- 1)A2
+3(n — l)(n  + l)(n  +  2)A4 — (n +  l)(n  +  2)(n +  3)Af n = 4 , 5 , . . . ,  
(B.6)
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and so on. Suppose we now fix n  and consider a general j .  We can obtain similar 
expressions but, in this direction, they hold for all j  > 0. So
u ]’ =  V , 
uj =
U> =  2! 
u*  =  ^ ' 3
3!
U f =  ^
— (1 -  A2) [(j -  1) -  (j +  1)A2] , 
p ( l  -  A2)[(j -  1)0' -  2) -  2 0  -  1 )0  +  1)A2 +  0  +  1 )0  +  2)A4' 
p ( l  -  A2) [0  -  1)0  -  2 )0  -  3) -  3 0  -  1)0  -  2 )0  +  1)A2J 4!
+ 3 0  -  1)0  +  1)0  +  2)A4 -  0  +  1 )0  +  2 )0  +  3)A6] , (B.7)
and so on. From this we can observe a general pattern. In the former case (i.e. fixing 
j  and letting n grow arbitrarily large) we obtain
?  = 7 - 3 ^ ( l - A 2) [ ( n - l ) ( n - 2 ) . . . ( „ - j  + l)0 - 1)
-  (j -  1 )(n -  1 ) . . . ( n - j  + 2 )(n +  1)A2
+  .0 ~  1)(J -  2_> (n — (n  — 8)(n +  l)(n  +  2)A4
+  ( - l ) ^ “ l (n +  l)(n  +  2) . . .  (n +  lJA2^ 1*], (B.8)
for n >  j.  In the latter case (i.e. fixing n and letting j  grow arbitrarily large) we obtain 
a similar expression, which holds for all j  > 0
u ?  = ~ j ~ ( l  — A2) [ 0  — 1)0  — 2 ) . . .  0  — n +  1)
-  (n -  1 )(j -  1) . . .  (j -  n +  2)(j  +  1)A2
+  -(- ~ ^ n - 2 )0  -  1) . . .  0  -  « +  3 )0  +  1)0  +  2)A4
+  ( - l ) " - ‘ 0  +  1 )0  +  2) . . .  0  +  n -  1)A2^ "-1*], (B.9)
We now plot (B.8) and (B.9) for j  = 4 and n = 4 respectively and consider what 
happens when n and j  tend to infinity for various values of A (with |A| <  1). We 
consider A positive and negative separately since A < 0 corresponds to p < 1 and A > 0 
corresponds to p  > 1. Figure B-2 shows the solution U£ against n as n -¥ oo from 
the diagonal (i.e. for n > j ) for A =  ±0.25, ±0.5, ±0.75. We observe that there are 
only oscillations for A > 0. These become more severe as A -> 1. Also, as A O^ 1 the 
solution very quickly decays to zero which can easily be seen from (B.8). This is to
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be expected since A =  0 corresponds to p = 1 and we know there are no oscillations 
in this case. In Figure B-3 we have considered a more extreme situation: A =  ±0.99. 
Neither case is very likely to occur in practice as these correspond to p = 199 and 
P = I§9 respectively. However, this does illustrate tha t when p  becomes very small (in 
the bottom  plot) the solution very quickly tends to zero without oscillating.
Figures B-4 and B-5 show the solution Uj against j  as j  —> oo starting from j  = 0. We 
consider the same values of A as in Figures B-2 and B-3. There are now oscillations 
if A is negative, although now the solution does change sign when A is positive. We 
can see this from examining Uj in (B.7). The term  in square brackets is a cubic for 
A2 and this corresponds to the number of zeros observed in Figure B-4 for both A >  0 
and A <  0 (though for A <  0 there axe oscillations in between). In Figure B-5 we have 
again considered A =  ±0.99 and the same phenomenon is observed: for all values of A 
the solution U j increases to a peak after going through the last root and then tends to 
zero. However, this convergence is much slower than for C/41.
This analysis, although not rigorous, has highlighted a of the feature of the box scheme 
which we observed in Chapter 3. The solution is translated along the diagonal at 
the mesh speed (independent of the wave speed) with oscillations of polynomial size 
trailing out either side. These vary in number depending on the size and sign of A but 
will die away as n  and j  get large. However, the technique is very technical, even for 
the box scheme applied to the linear advection equation. The expression (B.5) is so 
complicated because the discretisation in (3.22) has two points at the new time level.
B.2 The ETIR M ethod
Consider the Linear Model written in the form
at ±  bt ±  V  ax — 0
bt — —A a +  pb.
(B-10)
(B .ll)
In Chapter 3 we briefly mentioned the ETIR method: this uses an explicit scheme to 
approximate (B.10) and an implicit scheme to approximate (B .ll) . Then the resulting 
discretised equations are given by
(A" + 1  -  A?) +  (B J+1 -  B J)  +  p(A? -  A p x) =  0 
B p 1 -  B J  = X 'A p 1 - 11'B p 1,
(B.12)
(B.13)
where p = V A t /A x ,  A' =  AAt and p' — p A t.  We can perform a comprehensive Fourier 
analysis to give a necessary condition for this method to be Lax-Richtymer stable.



























Figure B-2: U£ for various values of X. In the left three plots A > 0 and in 
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Figure B-3: U™ for A =  0.99 (top plot) and A =  —0.99 (bottom plot).
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Figure B-4: Uj for various values of A. In the left three plots A > 0 and in the right 


















Figure B-5: Uj for A =  0.99 (top plot) and A =  -0.99 (bottom plot).
*=0.99
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D efin itio n  1. Stability is concerned with the difference between two solutions of a 
numerical approximation. Since the finite difference equations being considered are 
linear and the difference between any two solutions has homogeneous boundary data, 
stab ility , (denoted from now on as L-R stability, see (Morton & Mayers 1994> Pa9e 
157) for more details) is defined to be equivalent to establishing the following:
(B.14)
where U n =  and (B -H ) holds for some norm  || • || and some constant
K  (Morton & Mayers 1994, Pa9e HO). In this case Fourier analysis has been applied 
to the difference scheme and so the von  N e u m a n n  co n d itio n  is needed. I t says 
that a necessary condition for stability is that the amplification factor v satisfies \v\ < 
1 +  O (A t). Note that a rigorous Fourier analysis is not straightforward because there 
is neither the whole real line as the domain nor periodic boundary conditions.
T h e o re m  5. The scheme given by (B .l2) and (B.13) is L-R stable provided A t  and 
A x  satisfy the following relation:
r i l ± i j v + r t  (B J 5 )
In order to prove (B.15), we need a general result which gives the criteria for the roots
of an arbitrary quadratic, with complex coefficients, to lie inside the closed unit disc
(Morton Sz Mayers 1994, page 147).
L em m a 11. The roots o f the polynomial a x 2 +  2fix  +  7  =  0 with complex coefficients 
a, (3 and 7  satisfy the condition \x\ < 1  if  and only if
either |7 | <  |a | and 2|a/? —/+y| <  \a\2 — I7 I2 (B.16)
or I7 I =  |a |, a/3 =  ^ 7  and \/3\ < |a |. (B.17)
(The proof is given as an Exercise in (Morton & Mayers 1994, Pa9e 160)).
Proof, (of Theorem 5)
Suppose we substitute the Fourier modes
A ] = A vneik(jA x\  B ]  = B uneik{jAx\  (B.18)
into the difference equations (B.12) and (B.13). This leads to
{y — 1)(+ +  B) +  2ps(s +  ic)A — 0
(v — 1 )B  =  X'vA — p'l/B ,
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where s = sin(^A;Ax), c =  cos k A x )  and v  = i/(k) is the amplification factor. 
Suppose we set to zero the determinant of this pair of equations; we then obtain a 
quadratic for is, with complex coefficients
( l  +  A7 4- p') v 2 — 2  [l 4- \ A7 4- \p ! — ps( 1 +  p ,)(s 4- ic)\ v  4- [1 -  2ps(s  +  ic)] =  0 .
(B.19)
Lemma 11 can now be applied. So
M 2 -  |7 |2 =  2(Y +  M') +  (A' +  p ' ) 2 -  W ( P  -  1). (B.20)
l i p  < 1  then |or| 2 — |7 | 2 is obviously non-negative. If p  >  1 then
M 2 - M 2 > o  Vs2 p (p - i ) < - ( A , +  ^ ,) +  j ( ^ '  +  a 0 2-
Substituting p =  1 + (f) into the above expression gives
<^ (1 4- <£) <  j(A; 4- p') ( l  +  j(A 7 +  p! ) ) , 
and so <f) < ^(A7 +  / / ) ,  or
P <  l  +  ^ A '- f / i ') .  (B.21)
Hence the first condition in (B.16) holds provided (B.2 1 ) is true. Also
2(a/? — /?7 ) =  —(A7 +  / / ) ( 2  +  A7 +  p 1) 4- 2ps2 \ p \ A7 +  p1) — 2 4 - 2 p (l -I- p1)]
+2ipscp'{2 4 * A7 4" //)•
This can be rewritten as
2(a(3 — P'y) = (A7 4- p' 4- 2p) [2p (l 4 - p') — 2 — (A7 4 - p')\
—2pc2 [pl{A7 +  p1) — 2 +  2p (l 4" p f)] +  2ipscpl(2 4 * A7 +  p1).
Finally, rearranging |a | 2 — |7 | 2 gives
M 2 _  H 2 =  4- pl -  2(p -  1)](A7 +  p' 4- 2p) 4- 4p(p -  1 )c2.
The second condition in the statement (B.16) is equivalent to
(2|a/3 -  M ?  <  (l<*|2 -  h i2) 2 , (B.22)
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which, in this case, becomes
{[2p(l +  /O  -  2 -  (A' +  / ) ]  -  } 2
+  { 2p3Ct i % y ' }}2 <  {[A' +  -  2(p  -  1)1 +  .
After some manipulation this reduces to
{(pf — <£)(A7 +  p' +  2p) -  c2[p'(\' +  p! +  2p) +  2 (p -  l ) ] } 2 +  Ap2s2c2p f2(l +  (j))2
—{</>(A7 +  p' -+■ 2p) +  2 c2(p — l ) } 2 <  0. (B.23)
Let us consider the left hand side of this inequality. At c2 =  1 the expression is zero 
and so the inequality (B.23) holds; at c2 =  0  it holds provided (j) > \fj! . Also, the 
derivative of this expression is positive at c2 =  1. Hence, since c2 G [0,1], the quadratic 
is always non-positive in this interval provided <p> ^/i7, i.e.
P <
1 +  ^(A7 +  / /)  
1 +  i / i '
This is a necessary condition and thus the proof is complete. □
R em arks
1. Suppose A t, A x  —> 0 such tha t ^  equals an arbitrary constant. Then (B.15) 
reduces to p < 1 .
2 . If A x  and A t  are fixed and A and n  become large then the right hand side of 
(B.15) becomes
1 - I - 1 ( \ '  4- //.M \  4- n
(B.24)
 +  ^(A7 +  /i7) A + (i
1 +  y  P ’
and so the stability condition becomes p < (A +  p )/p . We can rewrite this as 
V 'A t /A x  < 1, which is precisely the condition required for the equilibrium model 
at +  V 'ax = 0. This is to be expected since the equilibrium model arises from 
assuming A and p  are large, which has been done above.
3. We will not analyse the ETIR method in any more detail since we do not want
to have a stability restriction on At .  The parameters A and p  would have to be
very large for the right hand side of (B.15) to be close to (A +  p) / p  (unless A t  is
also large which will affect the accuracy of the solution). Hence we do not try  to
find a sufficient condition for stability.
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B .3 The box-trap scheme
T h e o re m  6 . The box and trapezoidal scheme applied to the Linear Model written in 
the form  (B.10) and (B .l l)  is given by
(1 +  p)A% }  +  (1  -  p) A" + 1  -  (1 -  p)A]+1 -  (1 +  p) A?
+ (BJ+I - B J +1) +  ( s ; + 1  - B J ) =  0 (B.25)
+ + (l^) ^
This is L-R stable (see Definition 1) for all A x  and A t.
Proof. Suppose the modes in (B.18) are substituted into the difference equations (B.25) 
and (B.26). These can be divided by vnelkU ^ )  to obtain the following:
(v -  1 ) (eikAx +  1 ) (A  +  B) +  p{v +  1 ) (eikAx -  l)  A = 0 , (B.27)
[v -  1 )B  =  +  1) [A'A  -  n 'B \ . (B.28)
We can equate to zero the determinant of the system (B.27) and (B.28) to obtain the 
following quadratic for v:
[c ( l +  5 A' +  5 /i') +  pis ( l +  5 /i')] v 2 +  2  ( \p !p is  — c) v
+  [c ( l — 5 A' — ^/i') — pis ( l — =  0, (B.29)
where we have used the identity
e ikA x _  x i s  
e ikA x  +  1 ~
(with s = sin^fcAa;) and c =  cos(^kA x)). Lemma 11 can now be applied to (B.29): 
if the statem ent (B.16) holds then the scheme is L-R stable for all A t  and A x . Now
H 2 - | 7 |2 =  2  (A' +  /i') c2 -f 2/i'p2s2 >  0,
and so the first condition (B.16) holds. Also
2\a(3 — /?7 | =  2 \a  (—c +  ^pp'is) — (—c — ^pp'is) 7 |
=  2 |—c2 (A'+ / / ) + p 2 /i 's2 +  2/i'pzcs|.
The second condition of statement (B.16) is equivalent to (B.22) which lead to
(M 2 -  |7 |2 ) 2 -  (2|a(3 -  /?7 | ) 2 =  16/i'A'c2s2 >  0,
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since A', p! > 0. Hence the box-trap scheme is L-R stable for all values of A x  and A t  
and this completes the proof. □
B .4 The weighted box-trap scheme
T h e o re m  7. The weighted box and irapezoidal scheme applied to ihe Linear Model 
written in the form  (B.10) and (B .l l )  is given by
(1 +  26p)A]+l +  (1 -  20p)A]+1 -  [1 -  2(1 -  fl)p]AJ+1 -  [1 +  2(1 -  e)p]A?
+ ( s ;+ 11 -  +  (B J+1 -  B ")  =  0 (B.30)
5ft1 = I & ( A W  + A ^  + { tM )  b iV (a31)
This is L-R stable (see Definition 1) for all A x  and A t  provided 9 > 1/2.
Proof Following the procedure of the proof of Theorem 2 we have a quadratic to solve 
for v  which is given by
[c ( l  +  ^ A' +  \p !) +  Opis (2 +  //)] v2 +  2 [{\p! — 20 + 1) pis — c] v
+ [c( 1 -  ±A' -  \p ')  -  p is( 1 - 9 ) ( 2 -  p')] =  0. (B.32)
We can again apply Lemma 11: if the statement (B.16) holds then the weighted box-
trap  scheme is L-R stable for all A t  and A x .  Now
|a | 2 - | 7 |2 =  2  (A' +  / / )  c2 +  [ ( 2  + p!)202 — ( 2  — p ')2{l — 0)2] p2s2 
>  0 V s, c <=* (2 + p ,) 9 > ( 2 - p ,) ( l - 9 ) ,
or
6 >  ^ ( l — \ p ' ) . (B.33)
Note tha t as A t  —>■ 0 this condition reduces to 6 > We also need to check that 
(B.22) holds. Let
a  = a r + iai, (3 =  fir + ifii, 7  =  7r +  i7i,
then
OL — OLp iai, fi  — fir Ifiii 
and, after some manipulation, (B.22) becomes
4 [fir(a r — 7r) +  fii(a{ — 7i)]2 +  4 [fii(ar + 7r) — fir(ai +  7i)]2 
<  (a2 -  7 2f  + 2 (a2 -  7 ?) ( a ?  -  7 ?) +  (a? -  7 f ) 2 .
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This can be w ritten as
4 0  (a r -  7 r ) 2 +  4 0  (ar +  7 r ) 2 -  1 WrPi (« r7 i +  7 r« i) +  40  (a { -  7 0  +  40  (a* +  7 *)2 
< ( a 2 -  7 2 ) 2 +  2 ( a 2 -  7 2) (a? -  7 ?) +  (a? -  7 ? ) 2 . (B.34)
Now
(a? -  7 ? ) 2 -  4/?? (a< -  7 *)2 =  -  7 ; ) 2 [(a* +  7 * )2 -  401
= (a? -  72) V * 2 {[2(20 -  1) +  0 ] 2 -  4 (1 -  20 +  \ 0 ) 2)
>  0 ,
if
2 ( 2 0  -  1 ) +  0  >  2  (1  -  2 0  +  \ 0) .
This reduces to requiring 0 >  5 . Also
( a 2 -  7 2) 2 -  4/32 (ar -  7 r )2 =  (ar -  y r ) 2 [ (a r +  7r)2 -  4/?2]
=  ( ^ - 7 2 ) 2 [4& 2 -  4/?r2]
=  0 .
Hence the remaining terms in (B.34) require the following condition to hold:
2 (a 2 -  7 2) ( a 2 -  7 ?) -  ^ 4 0  (a* +  7 i ) 2 +  4 0  ( a r +  7 r )2 -  16(3r (3i ( a r nfi +  7r<**)] >  0.
(B.35)
Now
0  -  7 2 =  2(A' +  0)c2, ar -  7 r =  (A' +  0)c, ar + 7 r =  2c =  -2/?r , 
=  - c ,  (3i = p [ \0  -  (20 -  1)] s,
-  7* =  P [2 +  (20 -  1)^'] s, +  7 i  =  p [2(20 -  1) +  0] s,
and so after extensive manipulation the condition (B.35) reduces to
4p2s2c2 [40 \'  +  2 0 2{ 0  +  A') (20 -  1)] >  0
which holds for 0 =  J. Hence this combined with (B.33) shows tha t the weighted 
box-trap scheme is L-R stable for all Ax  and At  provided
0 >  i  (B.36)
This completes the proof. □
Appendix C
The corrected weighted box-trap  
schem e
In this Appendix we modify the algorithm in Section 4.4 of Chapter 4 to improve the 
weighted box-trap scheme for the Langmuir Model when A and p  are large. We call this 
the corrected weighted box-trap scheme. The Langmuir Model is defined in (4.131) and 
(4.132) and we use data given in (4.129) and (4.130). The basic discretised equations 
are given in (4.133) and (4.134).
C .l Double cell analysis for existing shock
Suppose the shock occurs in the cell (£m-1, t m) at Xj and moves to the cell (t7n, t m+1) 
at x j+1 , as shown in Figure 4-16. We assume tha t the shock crosses the line t — tm 
at the point x  = Xj +  6A x . We then have five unknowns to find: C " ^ 1, A^j_l5
CJ]rl and 7j+i. Following the same procedure as in Section 4, the weighted box-trap 
scheme in the bottom  cell is given by (taking into account the position of the shock)
C,™ 1/2 -  i ( C w  +  C T ~ 1) + P [ eA T+1 + (! -  $)A ? + i ]  -p[(! -  7i ) A ?  +  V A f - ' ]  =  0,
(C .l)
and
(c &  1 -  A f+1) -  ( C ^ 1 -  A f J )  = lV A f+1(B -  C?+1 +  A f+1) -  y ( C f +1 -  A f+1)
+ y ' A f - 11 (B  -  C ? J  + A™"/)
~ k p ' ( c j + i  -  A T + i ) -  (C.2)
In the top cell we have
i(C 3SJ‘ +  -  C™+1/2 +  c p - 1) + p [ ( l  -  7 i+ i)A ja>  +  7j+1A f+1]
- p [ 6 A f+1 +  (1 -  e ) A f  ] = 0, (C.3)
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and
(C ’f t 1 -  A™+1) -  (C&J -  Af+1) =  1A‘A J &  (B  -  e f t 1 + A ™ $ )  -  y  { C ? £  -  A ™ £ )
+JA' A f ^ ( B  -  C f+ l + Af+1) -  y ( C ^  -  A f+1).
(C.4)
The quantity C 1^ l j 2 is specified as
^ > 1/2 = ¥ [ s c T+i + (2 -  S)CT \  + K1 -  * )K1 + + (J -  <5)CT 1]- (°-5)
where, by similarity of triangles
S = 1 ~  7j . (C.6)
1 - 7 j  + 7j+l
Finally, we must integrate the conservation law (4.131) across the shock
(C.7)
The equations (C .l), (C.2), (C.3), (C.4) and (C.7) form a nonlinear system which can 
be solved using a Newton iteration to give the five unknowns.
C.2 Single cell analysis for existing shock
If A x  is small enough, the shock may stay in the same cell (i.e. occur in cell (tm~11tm) 
a t both Xj and Xj+i).  Then the situation in the right diagram of Figure 4-16 holds.
There are only three unknowns (AJJ_ l5 CJ+i and 7j+i) as and C ”^ 1 can be solved 
using the basic discretised equations (4.133) and (4.134). Hence, the equations are
1 (Cj+1 + C?) -  5(<W + C”1- 1) + p[(l -  7,-+i)A?+1 + Ti+I^ T+I1]
- p [ ( l  -  y i) A f  + 7j A f - 1] =  0, (C.8)
(r im  Am \  / / n m - l  1 \___ __
l ° ? + l  “  A j + l )  ~  1 “  Aj + 1 ) ~ §A'A f+ 1 (B  -  C&, +  A f+1) -  y ( c p +1 -  A f+ l ) 
+ J A  ' A f J i B - C j X  + A f J )  
- y { C f ^ - A ^ ) ,  (C.9)
1 (CT+l +'CT ) -  5 (CJh1 + C T 1) -  2P(7i+x -  7i) [(7™ 1 + 7™) -  (^T i1 + 7™"1)] = 0.
(C.10)
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C.3 Shift from the double cell to the single cell
Suppose the shock has moved to the next cell and consider both cells jointly. The flux 
along the right half of the top side and the whole of the right side is denoted by
4 =  + p (1 -  'W+i)A?+i + PV+ 1A ? + 1  + p(<>a ?+i +  (! -  0)A ? n ) -  (C.11)
Now let 7 j+ i —> 0. Then the shock is at the node n = m  a t the new spatial level and 
we suppose tha t -» A ^ [ .  Then
4  — > +  pA™+1 +  p0A £i +  p(l -  e)A f-11. (C.12)
Following the same procedure for G^, which denotes the flux along the right half of the 
top side and the whole of the right side when the shock stays in the same cell, gives
4  = sCrn1 + P (e A T-H + (! -  e ) A?+ l) + -  ^+1 )A T+1 + PTi+1 A T-H > (C-i3)
and, as 7 7 + 1  —> 1 (so the shock is at node n =  m, with A —> AJ J ) ,  this becomes
4  — ► +  PeAl f i 1 +  p (! -  0)A?+1 +  PA?+11- ( ° -14)
In the hmit these are equal if
(1 -  * )A £ «  -  M J J i1 =  (1 -  A)AJ5 -  6 A f- v  (C.15)
This is called the shock jump  and is needed if, in the iteration based on the double 
cell, we find tha t 7 J+i <  0 , and we have to apply the iteration based on the single 
cell. We then solve (C.8), (C.9) and (C.10) and use the values previously calculated in 
the double cell case as starting guesses for the Newton iteration. So we take 0 A j^1 -f 
(1  — Q)A™+1 — O A ^ i,  G j^  and 1 +  7 J+i as the starting guesses for 0AJ\.lt Cj+l and 
7 J+i respectively. In practice, the starting guess for A™+1 is found using (C.15) and so 
reduces to A f+1 +  ^ A " ^ 1 -  A f ^ 1.
C.4 D escription of the overall algorithm
In discrete form the data  on the boundary data (4.130) is simply
AJ =  /  ai' t U < T[ O r ,  tn > T , (CA6)
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for n = 0, . . . , N  and A® =  a/ for j  =  0 , . . . ,  J  (then define C f and Cj).  Firstly, the 
index n = m  — 1 is found, which is the location of the shock at level j  =  0. Then set
T  —  ^
7 0  =  ^ ^ -  (C.17)
Assume tha t r  is not a nodal value and so 7 0  G (0,1). For each level j  the values AJJJ 
and are found by solving (4.133) and (4.134) for n  =  0 , . . . ,  m  — 2.
We are now at the point where we must modify the box scheme to allow for the shock. 
Assume the cell goes into the next cell at the new spatial level. Then solve the five 
nonlinear equations (C .l), (C.2), (C.3), (C.4) and (C.7) using Newton’s method. From 
the theory of shock waves in nonlinear conservation laws the shock speed is [Va]/[c] 
and so we approximate this at level j  by V  (A™- 1  — A™) /  (C ™- 1  — C™).  This suggests 
th a t a reasonable starting guess for 7 ^ + 1  is — (1  — 7 j) +  (C ™ ~ 1 — C™) / p ( A ™ ~ 1 — A™), 
where p  is the CFL number. Starting guesses for A™^1, Cj7^ 1, A^j_1 and are 
given by A™, C™, A™- 1  and C ™- 1  respectively. Hence the algorithm is as follows:
1. solve (4.133) and (4.134) for n  =  0 , . . . ,  m  — 2.
2 . iterate to find A ^ 1, C J ^ 1, A™+1, and 7 ^ + 1  by solving (C .l), (C.2), (C.3), 
(C.4) and (C.7) with starting guesses A™, C™, AJ1-1, CJ1-1 and — (1 — 7 j) +  
(C™~1 -  C ? )/p (A ™ -1 -  AJ ) .
3. if 7 j+ i >  0 find AJJJ and for n  =  m +  1 , . . . ,  iV — 1 using (4.133) and 
(4.134). Set m  =  m +  1 (since the shock is now in the next cell) and move to the 
next spatial level (i.e. go to step 1.). Otherwise, change A™+1 by the shock jum p 
defined in (C.15), i.e. set
_ 1 _ A
A m  —  A m  1     A m + 1  _  m - 1  / c i o \Aj + 1 -  Aj + 1 -r q  A j + 1 Jij+1 ,
and, since 7 J+i < 0, also set j j +i =  1 -f- 7j+i* The values A™^1, A^ 1 and 
7 j+ i are those calculated in step 1. Finally, the starting guess for CJ]rl is simply 
Cj+i =  Cj+1 which was also calculated in step 1. Go to step 4.
4. solve (C.8 ), (C.9) and (C.10) using Newton’s method to re-calculate A™+1, C 
and 7 j+ i. Take A^ _ l5 and 7 ^ + 1  as starting guesses. Finally, use (4.133) 
and (4.134) to re-calculate A™ ^ 1 and C ”^ 1 and then to find A™^1 and C’”^ 11 for 
n = m  +  1 , . . . ,  N  — 1 . Move to the next time level (i.e. go to step 1.).
We will call this the c o rre c te d  w eigh ted  b o x - tra p  schem e. Note tha t (4.133) and 
(4.134) leads to a quadratic to solve for A”^ j ; we take the positive root.
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