ABSTRACT
INTRODUCTION
Censoring is an unavoidable feature of reliability and life-testing experiments. In these experiments the objects under study are lost or removed from the test before failure, and the event of interest may not always be observed for all the objects in the experiment. Clearly, to wait for the last observation would not be possible as it is necessary to report the results from the study as soon as possible. Among the different types of right censoring, type I and type II are the most popular censoring schemes. In these censoring schemes, objects are removed from the test at the termination of the test. In situations where it is desirable to remove the objects from the test other than at the final termination point, the random censoring scheme provides a suitable mechanism. The random censoring scheme is an important type of right censoring in which the time of censoring is not fixed but taken as random. The type I right censoring scheme can be considered as a special case of random censoring scheme in which censoring takes place at some fixed time point. The random censoring scheme has not been given much consideration in the Bayesian context. Some of the work on this censoring scheme can be found in Sarhan (2003) , Liang (2004) , Abu-Taleb, Smadi, and Alawneh (2007) , Friesl and Hurt (2007) , and Sarhan and Abuammoh (2008) . These authors focused on the exponential distribution, which is appropriate only when the hazard rate is constant. There are many phenomena in life testing experiments where the suitability of the exponential distribution is questioned. For situations where the hazard rate is increasing or decreasing, the generalized exponential (GE), gamma, and Weibull distributions are most suitable. The scale and shape parameters of these distributions make them flexible for analyzing any general life time data. The Weibull distribution has an extra edge over the gamma distribution in the sense that its distribution and hazard functions can be expressed in closed-forms, which are not possible for gamma distribution when the shape parameter is not an integer. An extensive literature is available on the statistical inferences of the unknown parameters of the life time distributions both in classical and Bayesian setups. Gupta and Kundu (2006) compared the Weibull and generalized exponential distributions for Fisher information. They noted that although both the distributions fit the data equally well, the corresponding Fisher information matrices are quite different. Kundu (2008) dealt with the Bayesian inference of the Weibull distribution under a progressive censoring scheme and provided a methodology to compare two different censoring schemes. Raqab and Madi (2009) investigated the properties of the two parameter exponentiated Rayleigh distribution using Gibbs and Metropolis samplers. Wahed (2006) discussed the Burr type XII distribution for Bayesian estimation of parameters under symmetric and asymmetric loss functions. Singh et al. (2008) approximated the Bayes estimates of generalized exponential distribution under linear exponential loss function using Lindley's approximation. However, not much work has been done Data Science Journal, Volume 11, 6 November 2012 on the statistical inferences of the unknown parameters of the life time distributions under the random censoring scheme in the Bayesian framework.
Mainly, two models of random censorship are considered to analyze the data resulting from the random censoring scheme. In the general random censorship model, it is assumed that the survival time variable and censoring time variable follow the same distribution and that they are independent. In the proportional hazards (PH) model, it is further assumed that the hazard functions of the survival time and censoring time variables are proportional. For detail on these models, see Koziol and Green (1976) , Hollander and Peña (1989) , Hurt (1992) , and Csörgő and Faraway (1998) . In this paper, we consider the Weibull distribution under the PH model of random censorship for Bayesian estimation of parameters. Bayesian analysis requires appropriate loss function and priors for the model parameters in addition to the experimental data. There is no clear cut way in which one can say that one prior is better than the other; the important thing is the relationship between the prior distribution and the loss function. Since a joint conjugate prior for the parameters does not exist, we consider both the informative and noninformative priors. However, when sufficient information about the parameters is available, it is better to use informative priors than vague priors. In order to select the best decision in decision theory, an appropriate loss function must be specified. A squared error (SE) loss function is generally used for this purpose. The use of the SE loss function is well justified when the loss is symmetric with respect to overestimation and underestimation. In situations where the loss due to overestimation is more serious than the loss due to underestimation and vice-versa, the asymmetric loss functions are more suitable, as pointed out by several authors, see for example, Varian (1975) , Basu and Ebrahimi (1991) , and Calabria and Pulcini (1996) . The aim of the present paper is to obtain the Bayes estimators of unknown parameters and compare them under LINEX and general entropy loss functions using different proportions of censored observations. The rest of the paper is organized as follows. Section 2 contains the model and assumptions. In Section 3, we discuss asymmetric loss functions, informative and noninformative priors, the Gibbs sampling scheme, and Bayes estimators. A simulation study is considered in Section 4. A real data set is analyzed in Section 5, and we conclude the paper in Section 6.
THE MODEL AND ASSUMPTIONS
Let 1 2 , ,..., n X X X be independent and identically distributed random variables with distribution function F(x) and density function f(x). Let 1 2 , ,..., n T T T also be independent and identically distributed random variables with distribution function G(t) and density function g(t 
whether the survival time X i or the censoring time T i has occurred first, for i = 1, 2, . . . , n. In the random censorship model it is assumed that i X and i T are independent. With these assumptions, it is simple to show that the joint density function of i
Under the PH model, the distributions of i X and i T are related by
for some 0.
β > For 0 β = , expression (2) represents the case of no censoring. From (1) and (2), it can be shown that
We assume that X i has a Weibull distribution with scale parameter λ and shape parameterθ . The probability density function and the distribution function of the Weibull distribution are ( ) The reason for using gamma priors is the flexibility of gamma distributions that include the noninformative priors (uniform) on the scale and the shape parameters as special cases. Many authors have used independent gamma priors on the scale and the shape parameters of Weibull distribution under different censoring schemes, see for example, Kundu (2008) , Wahed (2006) , and Joarder, Krishna, and Kundu (2011) .
The joint prior distribution of the unknown parameters, from (12), is ( )
Combining (7) and (12), the joint posterior density function of θ, λ, and β given data is ( ) 
The posterior expectation of any function of parameters, say ( ) , , , U θ λ β can be written as 
Gibbs Sampling
From (14), the full conditionals for θ, λ, and β can be obtained up to proportionality as ( ) 
The full conditional forms (17) and (18) are the gamma densities, so the samples of λ and β can be easily generated using any of the gamma generating routines. The full conditional form (16) is log-concave since ( ) 
∑
Thus the samples of θ can be generated using the method suggested in Devroye (1984) . Now following the idea given in Geman and Geman (1984) and using (16), (17), (18) θ λ β
Step 1. Generate 1 θ from the log-concave density (16) using the method suggested in Devroye (1984) Step 2. Generate 1
Step 3. Generate 1
Step 4. Repeat steps 1, 2, and 3 M times to obtain ( ) ( )
Bayes Estimates under LINEX Loss Function
Using the generated sample of θ in (19), the approximate value of ( ) 
Bayes Estimates under General Entropy Loss Function
Similarly, the Bayes estimates of parameters θ and λ under general entropy loss function are
Jeffreys Prior
The determinant of the Fisher information matrix can be shown as 
1 2 1 , , 1
Multiplying the likelihood function in (7) and the Jeffreys prior in (20), the joint posterior distribution of θ, λ, and β given data is
Thus the posterior expectation of any function of parameters, say ( ) 
However, it is not possible to evaluate (22) analytically. We use the Gibbs sampling scheme to obtain the Bayes estimates of parameters.
Gibbs Sampling
We have already used the Gibbs sampling scheme in Section 3.3 to generate samples from the full conditionals of θ, λ, and β. In this section, we use the Gibbs sampling scheme to generate samples directly from the joint posterior distribution of θ, λ, and β. To generate Gibbs samples directly from the joint posterior distribution is more natural (if possible) than to generate Gibbs samples from the full conditional forms. We need the following results to proceed further. Now, following the ideas of Geman and Geman (1984) and using the above Theorem, we suggest the following procedure to generate (θ, λ, β) from the posterior distribution (21).
Step 1. Generate θ 1 from the log-concave density (25) using the method proposed in Devroye (1984) .
Step 2. Generate β 1 from the BetaII
Step 3. Generate λ 1 from Gamma
Now the Bayes estimates under LINEX and general entropy loss functions can be easily obtained using the generated samples in Step 4 as in Sections 3.4 and 3.5.
SIMULATION
In this section, we perform a Monte Carlo simulation to observe the behavior of the proposed estimators of the parameters for different sample sizes, for different priors, for different loss function parameters (LFPs), and for different proportions of uncensored observations. We consider different sample sizes: n = 20, 40, 60; different proportions of uncensored observations: p = 0.50, 0.75, 0.90; different values of the loss function parameter: c = q = -1.5, -0.9, -0.3, 0.3, 0.9, 1.5, 2.1; different sets of model parameter values: θ = 1.5, λ = 1, β = 1; θ = 1.5, λ = 1, β =0.3333; θ = 1.5, λ = 1, β = 0.1111, and different combinations of hyperparameters: a 1 = 0, b 1 = 0, a 2 = 0, b 2 = 0, a 3 = 0, b 3 = 0 (prior1) and a 1 = 3, b 1 = 2, a 2 = 1, b 2 = 1, a 3 = 1, b 3 = 1 (prior2) when θ = 1.5, λ = 1, β = 1; prior1 and a 1 = 3, b 1 = 2, a 2 = 1, b 2 = 1, a 3 = 1, b 3 = 3 (prior2) when θ = 1.5, λ = 1, β = 0.3333; prior1 and a 1 = 3, b 1 = 2, a 2 = 1, b 2 = 1, a 3 = 1, b 3 = 9 (prior2) when θ = 1.5, λ = 1, β = 0.1111. Note that in prior2, the hyperparameters are taken so that the means of the gamma priors are the same as the original means. Moreover, when all the hyperparameters are zero (prior1), the gamma priors reduce to the uniform noninformative priors on the scale and shape parameters. Prior2 represents the informative gamma priors with means equal to the corresponding parameter values. Prior1 and prior2 are the two extreme cases. On one extreme, we are completely uninformed about the parameters, and on other extreme, we know the parameters completely. For a particular case, we generate 1000 randomly censored samples from (6) and for each sample we compute the Bayes estimates under LINEX and GE loss functions based on 20,000 MCMC samples with 10,000 samples as the burn-in period. First, we examine the trace plots for a number of samples to determine the required number of iterations that should be run to have convergence. Then, we check the Monte Carlo error for each parameter to determine the required number of iterations that should be run to have reasonable accuracy. The averages and mean square errors (MSEs) of Bayes estimators are obtained from these 1000 replications. The results are reported in Tables 1-3 (MSE1 and MSE2 Table 3 . Average values of the Bayes estimators of β and the corresponding MSEs 
DATA ANALYSIS
In this section, we analyze a real data set from Fleming and Harrington (1991) . The data belongs to Group IV of the Primary Biliary Cirrhosis (PBC) liver study conducted by Mayo Clinic. The event of interest is time to death of PBC Patients. The data on the survival times (in days) of 36 patients who had the highest category of bilirubin are: 400, 77, 859, 71, 1037, 1427, 733, 334, 41, 51, 549, 1170, 890, 1413, 853, 216, 1882 + , 1067 + , 131, 223, 1827, 2540, 1297, 264, 797, 930, 1329 + , 264, 1350, 1191, 130, 943, 974, 790, 1765 + Table 4 . From these results, it can be seen that MLEs and Bayes estimates under the SE loss function are very close to each other and they can be obtained from the Bayes estimates under LINEX and GE loss functions for some choices of LFPs. We also plot the empirical and fitted CDFs using these different methods of estimation in Figure 1 .
CONCLUSION
We consider the Bayesian estimation in the proportional hazards model of random censorship for Weibull distribution under LINEX and GE loss functions using informative and noninformative priors on the scale and the shape parameters. The Bayes estimates of parameters are obtained using the MCMC Gibbs sampling scheme. From the simulation study, it is observed that as the sample size increases, the MSEs of Bayes estimators under both the loss functions decrease. This rate of decrease in MSEs is higher for informative priors as compared to noninformative priors. This means that if one has relevant information about the parameters, it is better to use informative priors than noninformative priors. It is also noted that the rate of decrease in MSEs is significantly higher for small to moderate sample sizes as compared with moderate to large sample sizes. Therefore, it is economically better to use moderate sample sizes than large sample sizes. It is further observed that the proportion of censored observations has no significant effect on the performance of the estimators. The appropriate range for loss function parameters c and q is not the same for 
