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a b s t r a c t
An extended stochastic gradient algorithm is developed to estimate the parameters of
Hammerstein–Wiener ARMAX models. The basic idea is to replace the unmeasurable
noise terms in the information vector of the pseudo-linear regression identification model
with the corresponding noise estimates which are computed by the obtained parameter
estimates. The obtained parameter estimates of the identification model include the
product terms of the parameters of the original systems. Two methods of separating the
parameter estimates of the original parameters from the product terms are discussed:
the average method and the singular value decomposition method. To improve the
identification accuracy, an extended stochastic gradient algorithm with a forgetting factor
is presented. The simulation results indicate that the parameter estimation errors become
small by introducing the forgetting factor.
© 2008 Elsevier Ltd. All rights reserved.
1. Problem formulation
All physical systems are nonlinear to some extent and it is natural to use a nonlinear model to describe a system.
Commonly used nonlinear models are Hammerstein models, Wiener models and their combinations. A Wiener model is
a nonlinear model with a linear dynamic block followed by a static nonlinear function, and a Hammerstein model has a
nonlinear block followed by a linear dynamic block. The extension of the Hammerstein andWiener models have two forms:
the L–N–L Wiener–Hammerstein (W–H) model, where a nonlinear block is embedded between two linear blocks; and the
N–L–N Hammerstein–Wiener (H–W) model, namely a linear block embedded between two static nonlinear gains.
There exists a large amount of work on the identification of nonlinear systems which are composed of Hammerstein
models and Wiener models [1–11]. For example, Chaoui used least squares and prediction-error algorithms as well as
singular value decomposition to identify the nonlinear static gain of the Hammerstein model by using a set of data [6],
Vörös provided a special output equation that is linear in the parameters of all the model blocks by applying an operator
decomposition technique, and proposed an iterative parameter estimation algorithm for W–H models [7], and Zhu has
proposed a relaxation iteration scheme bymaking use of a model structure in which the error is bilinear in parameters [12].
Bolkvadze designed a two-stage recursive identification algorithm [13]. Vörös proposed iterative estimation of the model
parameters based on the estimates of internal variables, by applying a decomposition technique [14]. This paper focuses on
identification problems of Hammerstein–Wiener ARMAX models.
For H–W systems, by parameterization, the parameters from the identificationmodel include the products of the original
system parameters [15], so separating the original parameters from the obtained parameter estimates of the product terms
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is required. Ding, Shi and Chen proposed a simple average method of separating parameters for Hammerstein models [2,4].
Another separating parameter method is the singular value decomposition one presented by Bai [15]. This paper presents
an extended stochastic gradient algorithm to estimate the parameters of the H–W ARMAX models and uses these two
decomposition methods to separate the system parameter estimates.
The paper is organized as follows. Section 2 describes the system formulation related to the H–W models with colored
noises, and develops an extended stochastic gradient algorithm. Section 3 introduces two separating parameter methods.
Simulation studies are performed in Section 4. Section 5 gives the conclusions.
2. System descriptions and basic algorithms
Bai studied the identification problems of the H–W systems with white noises [15] and Ding and Chen presented several
identification algorithms for Hammerstein nonlinear ARMAXmodel [2–5]. This paper considers the following H–W ARMAX













cshs[u(t − j)] +
nf∑
k=1
fkv(t − k)+ v(t), (1)
where u(t) and y(t) are the system input and output, respectively; v(t) is a white noise with zero mean; gl(∗) and hs(∗) are
nonlinear functions with known bases [15]. Assume that for t ≤ 0, u(t) = 0, y(t) = 0 and v(t) = 0, and the orders p, q, n,
m and nf are known.
Define the related parameter vectors,
a := [a1, a2, . . . , ap]T ∈ Rp,
d := [d1, d2, . . . , dq]T ∈ Rq,
b := [b1, b2, . . . , bn]T ∈ Rn,
c := [c1, c2, . . . , cm]T ∈ Rm,
f := [f1, f2, . . . , fnf ]T ∈ Rnf .









The objective of this paper is to present an identification algorithm to estimate the parameters ai, dl, bj, cs and fk of the system
in (1) with nf ≥ 1 from given input–output data {u(t), y(t)} and to evaluate the accuracy of the parameter estimates by
simulations on computers. This differs from Bai’s work in the following aspects:
• This paper focuses on identification of the H–W ARMAX systems with colored noises instead of white noises in [15].
• Comparing with the Bai approach, we also provide an average method for decomposing parameter estimates.
• An extended stochastic gradient algorithmwith a forgetting factor is used to estimate the parameters of the H–WARMAX
models, instead of the recursive least squares algorithm in [15].
Notice that in the characterization of the H–W model shown in (1), the pairs (a, d) or (b, c) are actually not unique.
Any pair (αa, d/α) or (βb, c/β) for some nonzero and finite constants α and β would produce identical input and output
measurements. In other words, any identification scheme cannot distinguish between (a, d) and (αa, d/α), or (b, c) and
(βb, c/β). Therefore, to get a unique parameterization, without loss of generality, one of the elements of (a, d) and (b, c)
has to be fixed. There are several ways to normalize the elements [15,16]. We adopt the following:
Assumption 1. The first elements of the vectors d, and c equal 1, i.e., d1 = 1 and c1 = 1 [16].
Define the parameter vector ϑ and information vector ϕ(t) as







∈ Rn0 , n0 := pq+mn+ nf ,
ψ(t) := [ψ1(t),ψ2(t), . . . ,ψl(t), . . . ,ψq(t)]T ∈ Rpq,
ψl(t) := [gl[y(t − 1)], gl[y(t − 2)], . . . , gl[y(t − p)]] ∈ R1×p, l = 1, 2, . . . , q,
φ(t) := [φ1(t),φ2(t), . . . ,φs(t), . . . ,φm(t)]T ∈ Rmn,
φs(t) := [hs[u(t − 1)], hs[u(t − 2)], . . . , hs[u(t − n)]] ∈ R1×n, s = 1, 2, . . . ,m,
ξ(t) := [v(t − 1), v(t − 2), . . . , v(t − nf )]T.
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Then (1) is written as
y(t) = ϕT(t)ϑ + v(t). (2)
Eq. (2) is a pseudo-linear regression identification model for the nonlinear H–W ARMAX system in (1). Note that ψ(t) and
φ(t) in the information vector ϕ(t) are available, but ξ(t) in ϕ(t) contains unmeasurable terms v(t − k), k = 1, 2, . . . , nf .
Let E denote an expectation operator, ϑˆ(t) the estimate of ϑ at time t , and ‖X‖2 := tr[XXT] the norm of the matrix X .
Since v(t) is a white noise, forming a quadratic cost function,
J(ϑ) = E[‖y(t)− ϕT(t)ϑ‖2],
and minimizing J(ϑ) leads to the following stochastic gradient algorithms of estimating ϑ [17],
ϑˆ(t) = ϑˆ(t − 1)+ ϕ(t)
r(t)
[y(t)− ϕT(t)ϑˆ(t − 1)], (3)
r(t) = r(t − 1)+ ‖ϕ(t)‖2, r(0) = 1. (4)
However, the algorithm in (3) and (4) is impossible to realize because the information vector ϕ(t) on the right-hand
side contains unknown noise terms v(t − k). The solution here is to replace the unknown variables v(t − k) with their
corresponding estimates vˆ(t − k) [2], and further define
ϕˆ(t) = [ψT(t),φT(t), vˆ(t − 1), vˆ(t − 2), . . . , vˆ(t − nf )]T.
From (2), we have
v(t) = y(t)− ϕT(t)ϑ.
Replacing ϕ(t) and ϑ in the above equation with ϕˆ(t) and ϑˆ(t), the estimated residual (or the estimate of v(t)) can be
computed by
vˆ(t) = y(t)− ϕˆT(t)ϑˆ(t).
Replacingϕ(t) in (3) and (4)with ϕˆ(t), we can obtain the extended stochastic gradient identification algorithmof estimating
ϑ in (3) (the H–W ESG algorithm for short):
ϑˆ(t) = ϑˆ(t − 1)+ ϕˆ(t)
r(t)
[y(t)− ϕˆT(t)ϑˆ(t − 1)], (5)





ψ(t) = [ψ1(t),ψ2(t), . . . ,ψl(t), . . . ,ψq(t)]T, (8)
ψl(t) = [gl[y(t − 1)], gl[y(t − 2)], . . . , gl[y(t − p)]], l = 1, 2, . . . , q, (9)
φ(t) = [φ1(t),φ2(t), . . . ,φs(t), . . . ,φm(t)]T, (10)
φs(t) = [hs[u(t − 1)], hs[u(t − 2)], . . . , hs[u(t − n)]], s = 1, 2, . . . ,m, (11)
ξˆ(t) = [vˆ(t − 1), vˆ(t − 2), . . . , vˆ(t − nf )]T, (12)
vˆ(t) = y(t)− ϕˆT(t)ϑˆ(t), (13)
ϑˆ(t) = [aˆT(t), d̂2aT(t), . . . , d̂qaT(t), bˆT(t), ĉ2bT(t), . . . , ĉmbT(t), fˆ T(t)]T. (14)
To initialize this ESG algorithm, ϑˆ(0) is generally taken to be some small real vector, e.g., ϑˆ = 10−61n0 , with 1n0 being an
n0-dimensional column vector whose elements are 1.
The ESG algorithm has low computational effort, but its convergence is relatively slow. In order to improve the tracking
performance of the ESG algorithm, we introduce a forgetting factor λ in the ESG algorithm to get the ESG algorithm with a
forgetting factor [4], which is referred to as the EFG algorithm,
ϑˆ(t) = ϑˆ(t − 1)+ ϕˆ(t)
r(t)
[y(t)− ϕˆT(t)ϑˆ(t − 1)], (15)
r(t) = λr(t − 1)+ ‖ϕˆ(t)‖2, 0 < λ < 1, r(0) = 1, (16)





ψ(t) = [ψ1(t),ψ2(t), . . . ,ψl(t), . . . ,ψq(t)]T, (18)
ψl(t) = [gl[y(t − 1)], gl[y(t − 2)], . . . , gl[y(t − p)]], l = 1, 2, . . . , q, (19)
φ(t) = [φ1(t),φ2(t), . . . ,φs(t), . . . ,φm(t)]T, (20)
φs(t) = [hs[u(t − 1)], hs[u(t − 2)], . . . , hs[u(t − n)]], s = 1, 2, . . . ,m, (21)
ξˆ(t) = [vˆ(t − 1), vˆ(t − 2), . . . , vˆ(t − nf )]T, (22)
vˆ(t) = y(t)− ϕˆT(t)ϑˆ(t), (23)
ϑˆ(t) = [aˆT(t), d̂2aT(t), . . . , d̂qaT(t), bˆT(t), ĉ2bT(t), . . . , ĉmbT(t), fˆ T(t)]T. (24)
When λ = 1, the EFG algorithm reduces to the ESG algorithm for H–W ARMAX systems.
3. Separating parameters
To obtain the parameter estimate θˆ(t) of θ from the parameter vector ϑˆ(t)which includes the estimates of the products
of the elements of the parameter vector θˆ(t), after getting the estimates of the parameter vector ϑˆ(t) by the above ESG or EFG
algorithm, what remains is to separate the parameters of the original systems from the parameter vector ϑ. The following
gives two methods of separating the parameters of the system.
3.1. The average method (AVE method)
Under Assumption 1 with d1 = 1 and c1 = 1, the estimates aˆ(t) = [aˆ1(t), aˆ2(t), . . . , aˆp(t)]T and bˆ(t) =
[bˆ1(t), bˆ2(t), . . . , bˆn(t)]T and fˆ (t) = [fˆ1(t), fˆ2(t), . . . , fˆnf (t)]T of a, b and f can be read from the first p entries, pq + 1 to
pq+ n entries and last nf entries of ϑˆ(t), respectively.
Let ϑˆr(t) be the rth element of ϑˆ(t), referring to the definition ofϑ, then the estimates dˆli(t) of dl can be computed by [2,4]
dˆli(t) = ϑˆ(l−1)p+i(t)aˆi(t) , l = 2, 3, . . . , q; i = 1, 2, . . . , p.
From here, we can see that there is a large amount of redundancy in the establishment of each coefficient dˆl(t) in the
nonlinear part since for each dl we have p estimates dˆli(t) for i = 1, 2, . . . , p. Since we do not need such p estimates dˆli(t),






, l = 2, 3, . . . , q; i = 1, 2, . . . , p.






, s = 2, 3, . . . ,m; j = 1, 2, . . . , n.
This is the average method (AVE).
3.2. The singular value decomposition method (SVD method)
The singular value decompositionmethod [15,18] is applied to decompose the parameter vector ϑˆ(t) of the H–W system,
referring to (2). To simplify the matrix expression, we omit (t) and denote d̂iaj(t) by d̂iaj, and rearrange the first pq + mn
entries of ϑˆ(t) into
2da := d̂aT =

d̂1a1 d̂1a2 · · · d̂1ap




d̂qa1 d̂qa2 · · · d̂qap
 ∈ Rq×p,
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and
2cb := ĉbT =

ĉ1b1 ĉ1b2 · · · ĉ1bn




ĉmb1 ĉmb2 · · · ĉmbn
 ∈ Rm×n.













where λi (i = min(q, p)) and σi (i = min(m, n)) are the singular values of2da and2cb, respectively; µi (i = 1, 2, . . . , q),
νi (i = 1, 2, . . . , p), δi (i = 1, 2, . . . ,m), and ζi (i = 1, 2, . . . , n), are q, p,m, and n-dimensional orthogonal column vectors,
respectively. Let sµ denote the sign of the first nonzero element ofµ1, and sδ denote the sign of the first nonzero element of
δ1, then applying the approach in [15], the estimates of d, a, c and b can be computed by
dˆ = sµµ1, aˆ = sµλ1ν1;
cˆ = sδδ1, bˆ = sδσ1ζ1.
4. Example
Example 1. Consider a system with 6 parameters:
y(k) = d1a1y(k− 1)2 + d1a2 cos(y(k− 2))+ c1b1u(k− 1)2 + c1b2(u(k− 2))2
+ c2b1 sin(u(k− 1))+ c2b2u(k− 2)+ f1v(k− 1)+ v(k),
θ = [a1, a2, b1, b2, c2, f1]T
= [−0.16, 1.20, 0.50, 0.35,−0.42, 0.12]T,
ϑ = [a1, a2, b1, b2, c2b1, c2b2, f1]T
= [ϑ1, ϑ2, ϑ3, ϑ4, ϑ5, ϑ6, ϑ7]T
= [−0.16, 1.20, 0.50, 0.35,−0.21,−0.147, 0.12]T.
The input {u(t)} is taken as an uncorrelated persistent excitation signal sequence with zero mean and unit variance
σ 2u = 1.002, and {v(t)} as a white noise sequence with zero mean and variance σ 2 = 0.102. Applying the EFG algorithm
with λ = 1.00, 0.99, 0.95 and 0.90 to estimate the parameters of the systems, the parameter estimates ϑˆ(t) and θˆ(t) and
their errors with the AVEmethod are shown in Tables 1 and 2, respectively, and the estimation errors δϑ := ‖ϑˆ(t)−ϑ‖/‖ϑ‖
versus t and δθ := ‖θˆ(t)− θ‖/‖θ‖ versus t are shown in Figs. 1 and 2, respectively.
Example 2. Consider a system with 8 parameters:
y(k) = d1a1 sin(y(k− 1))+ d1a2 tan(y(k− 2))+ d2a1(y(k− 1))2 + d2a2(y(k− 2))
+ c1b1(u(k− 1))+ c1b2 sin(u(k− 2))+ c2b1(u(k− 1))2 + c2b2 cos(u(k− 2))
+ f1v(k− 1)+ f2v(k− 2)+ v(k),
θ = [a1, a2, b1, b2, c2, d2, f1, f2]T
= [0.60,−0.45, 0.15, 0.45,−0.05,−0.04, 0.12,−0.10]T,
ϑ = [a1, a2, d2a1, d2a2, b1, b2, c2b1, c2b2, f1, f2]T
= [0.60,−0.45,−0.024, 0.018, 0.15, 0.45,−0.0075,−0.0225, 0.12,−0.10]T.
The simulation conditions are as in Example 1. Applying the EFG algorithmwithλ = 1.00, 0.99, 0.97 and 0.95, the parameter
estimates θˆ(t) and their errors with the AVE method are shown in Table 3. The parameter estimates θˆ(t) and their errors
based on the SVD and AVE methods are shown in Tables 4 and 5 with λ = 0.99 and λ = 0.95 (the data length equals 4000),
respectively.
From Tables 1–5 and Figs. 1 and 2, we can get the following conclusions: the parameter estimates converge quickly to
their true values for a small forgetting factor λ, and the parameter estimation errors become (generally) smaller and smaller
with the data length increasing. This shows that the proposed algorithm is effective.
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Table 1
The estimates ϑˆ(t) and errors of Example 1
Algorithms t ϑˆ1 ϑˆ2 ϑˆ3 ϑˆ4 ϑˆ5 ϑˆ6 ϑˆ7 δϑ (%)
ESG 100 0.11317 0.18289 0.30401 0.04621 −0.06359 0.01445 0.09775 81.93718
(EFG, λ = 1.00) 200 0.05627 0.19877 0.33548 0.03174 −0.05985 0.01237 0.09766 79.94742
500 0.04580 0.21629 0.36282 0.04558 −0.06124 0.01291 0.09927 78.08736
1000 0.00900 0.22754 0.38194 0.04765 −0.06283 0.00683 0.10189 76.59073
2000 0.00887 0.23838 0.39739 0.05588 −0.06476 0.00505 0.10407 75.54541
3000 0.01110 0.24490 0.40560 0.06138 −0.06615 0.00312 0.10530 74.93613
4000 0.00594 0.24976 0.41197 0.06383 −0.06684 0.00195 0.10580 74.44265
EFG 100 0.10669 0.19468 0.32091 0.04820 −0.06389 0.01412 0.09916 80.81194
λ = 0.99 200 0.02034 0.22475 0.37852 0.02724 −0.05715 0.01194 0.10205 77.47960
500 0.01971 0.27933 0.44828 0.07496 −0.06223 0.01373 0.10714 72.42186
1000 −0.05274 0.34469 0.50940 0.11528 −0.07000 −0.01728 0.11137 65.96733
2000 −0.05590 0.46981 0.56317 0.19637 −0.09474 −0.03659 0.11166 55.79500
3000 −0.08588 0.59637 0.56209 0.25192 −0.11912 −0.07131 0.11369 45.51400
4000 −0.12891 0.68824 0.55608 0.28091 −0.13532 −0.09427 0.11538 38.14903
EFG 100 0.09347 0.26350 0.40088 0.07538 −0.07003 0.01498 0.10399 74.77777
λ = 0.95 200 −0.04137 0.35960 0.52656 0.04887 −0.05512 0.01730 0.12092 67.06309
500 −0.04447 0.56180 0.57577 0.20457 −0.08958 0.00707 0.11552 50.32473
1000 −0.10754 0.77331 0.54430 0.30759 −0.12173 −0.08214 0.12075 32.33631
2000 −0.14365 1.02574 0.51631 0.35858 −0.18460 −0.12730 0.12379 12.92054
3000 −0.15924 1.14070 0.50979 0.35341 −0.19938 −0.14154 0.12607 4.45304
4000 −0.16069 1.17306 0.50582 0.35752 −0.20636 −0.15360 0.12662 2.18671
EFG 100 0.07112 0.37150 0.48526 0.12555 −0.08330 0.01474 0.10111 65.89810
λ = 0.90 200 −0.07103 0.51667 0.57812 0.10330 −0.07419 −0.00714 0.11928 54.97960
500 −0.09863 0.83237 0.54561 0.29852 −0.13461 −0.04694 0.11200 28.82729
1000 −0.14862 1.05433 0.52061 0.35200 −0.17361 −0.12067 0.11985 11.13817
2000 −0.15596 1.18338 0.49142 0.35286 −0.20949 −0.14458 0.11851 1.41254
3000 −0.16069 1.20033 0.50483 0.34624 −0.20130 −0.13799 0.12007 1.00780
4000 −0.15914 1.19642 0.50237 0.35727 −0.20708 −0.16001 0.12012 1.14091
True values −0.16000 1.20000 0.50000 0.35000 −0.21000 −0.14700 0.12000
Table 2
The estimates θˆ(t) and errors of Example 1 (AVE method)
Algorithms t a1 a2 b1 b2 c2 f1 δθ (%)
ESG 100 0.11317 0.18289 0.30401 0.04621 0.05177 0.09775 84.91332
(EFG, λ = 1.00) 200 0.05627 0.19877 0.33548 0.03174 0.10567 0.09766 84.66716
500 0.04580 0.21629 0.36282 0.04558 0.05719 0.09927 81.56111
1000 0.00900 0.22754 0.38194 0.04765 −0.01064 0.10189 78.41354
2000 0.00887 0.23838 0.39739 0.05588 −0.03633 0.10407 76.83337
3000 0.01110 0.24490 0.40560 0.06138 −0.05609 0.10530 75.82015
4000 0.00594 0.24976 0.41197 0.06383 −0.06584 0.10580 75.14798
EFG 100 0.10669 0.19468 0.32091 0.04820 0.04696 0.09916 83.76058
λ = 0.99 200 0.02034 0.22475 0.37852 0.02724 0.14371 0.10205 83.67867
500 0.01971 0.27933 0.44828 0.07496 0.02216 0.10714 75.41493
1000 −0.05274 0.34469 0.50940 0.11528 −0.14366 0.11137 65.65905
2000 −0.05590 0.46981 0.56317 0.19637 −0.17727 0.11166 55.75002
3000 −0.08588 0.59637 0.56209 0.25192 −0.24749 0.11369 45.12466
4000 −0.12891 0.68824 0.55608 0.28091 −0.28947 0.11538 37.66607
EFG 100 0.09347 0.26350 0.40088 0.07538 0.01200 0.10399 77.33429
λ = 0.95 200 −0.04137 0.35960 0.52656 0.04887 0.12468 0.12092 73.91261
500 −0.04447 0.56180 0.57577 0.20457 −0.06051 0.11552 53.31884
1000 −0.10754 0.77331 0.54430 0.30759 −0.24535 0.12075 32.86026
2000 −0.14365 1.02574 0.51631 0.35858 −0.35627 0.12379 13.14371
3000 −0.15924 1.14070 0.50979 0.35341 −0.39581 0.12607 4.57484
4000 −0.16069 1.17306 0.50582 0.35752 −0.41880 0.12662 2.06104
EFG 100 0.07112 0.37150 0.48526 0.12555 −0.02711 0.10111 68.25233
λ = 0.90 200 −0.07103 0.51667 0.57812 0.10330 −0.09872 0.11928 56.38515
500 −0.09863 0.83237 0.54561 0.29852 −0.20198 0.11200 30.70180
1000 −0.14862 1.05433 0.52061 0.35200 −0.33814 0.11985 11.84784
2000 −0.15596 1.18338 0.49142 0.35286 −0.41802 0.11851 1.36956
3000 −0.16069 1.20033 0.50483 0.34624 −0.39864 0.12007 1.56049
4000 −0.15914 1.19642 0.50237 0.35727 −0.43004 0.12012 0.92289
True values −0.16000 1.20000 0.50000 0.35000 −0.42000 0.12000
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Table 3
The estimates θˆ(t) and errors of Example 2 (AVE method)
Algorithms t a1 a2 b1 b2 d2 c2 f1 f2 δθ (%)
ESG 100 0.06680 −0.11224 0.08262 0.27282 −0.35684 0.33893 0.02721 −0.05233 91.48357
(EFG, λ = 1.00) 200 0.07854 −0.30201 0.08671 0.28735 −0.24699 −0.04784 0.03236 −0.05220 67.62049
500 0.07885 −0.30204 0.08678 0.28765 −0.24430 −0.04721 0.03249 −0.05223 67.48199
1000 0.07913 −0.30562 0.08689 0.28787 −0.24209 −0.03639 0.03262 −0.05216 67.26994
2000 0.07944 −0.30564 0.08706 0.28819 −0.24028 −0.03626 0.03277 −0.05216 67.16250
3000 0.07972 −0.30637 0.08719 0.28845 −0.23907 −0.03802 0.03288 −0.05214 67.06355
4000 0.07996 −0.30710 0.08730 0.28866 −0.23733 −0.03712 0.03298 −0.05212 66.95339
EFG 100 0.07281 −0.12009 0.08579 0.28213 −0.31178 0.34422 0.02994 −0.05564 88.92776
λ = 0.99 200 0.09409 −0.36971 0.09401 0.30861 −0.14706 −0.02887 0.03898 −0.05842 60.97160
500 0.09623 −0.36891 0.09456 0.31033 −0.14079 −0.02733 0.03981 −0.05855 60.58220
1000 0.10316 −0.40574 0.09725 0.31572 −0.11878 −0.02516 0.04280 −0.05856 58.81315
2000 0.20982 −0.36856 0.13394 0.40135 −0.08289 −0.03926 0.07923 −0.05944 45.08797
3000 0.25926 −0.42203 0.14435 0.43261 −0.05753 −0.03915 0.09097 −0.06157 38.28412
4000 0.30613 −0.43400 0.14615 0.45259 −0.04702 −0.04525 0.09908 −0.06435 32.91108
EFG 100 0.08800 −0.13769 0.09331 0.30416 −0.23080 0.35294 0.03624 −0.06308 84.28170
λ = 0.97 200 0.13341 −0.41987 0.10898 0.35735 −0.04075 0.02443 0.05204 −0.07321 54.05803
500 0.18172 −0.39186 0.11770 0.38653 −0.06736 0.01406 0.06693 −0.07488 48.26369
1000 0.28161 −0.39903 0.14048 0.44378 −0.06703 −0.02238 0.08957 −0.08187 36.03475
2000 0.44486 −0.40560 0.14965 0.48204 −0.08119 −0.03766 0.10525 −0.09039 18.64058
3000 0.51117 −0.43787 0.15188 0.47787 −0.04227 −0.05365 0.11169 −0.09300 10.60776
4000 0.54145 −0.44481 0.15206 0.46591 −0.05068 −0.04847 0.11338 −0.09207 6.90541
EFG 100 0.10673 −0.15613 0.10175 0.32883 −0.17255 0.35760 0.04300 −0.07075 80.33162
λ = 0.95 200 0.17572 −0.43633 0.12025 0.40062 −0.01852 0.06228 0.06253 −0.08503 49.32149
500 0.27904 −0.37638 0.13508 0.44283 −0.07097 0.02603 0.08625 −0.08944 37.50143
1000 0.41196 −0.39437 0.14623 0.48211 −0.04845 −0.01974 0.10156 −0.10118 22.21021
2000 0.53241 −0.42820 0.14655 0.47042 −0.08297 −0.02080 0.10540 −0.10332 9.36182
3000 0.58009 −0.43930 0.15401 0.46658 −0.03792 −0.04632 0.11200 −0.10521 3.63635
4000 0.58550 −0.44474 0.15297 0.45033 −0.05645 −0.03894 0.11280 −0.10302 2.07233
True values 0.60000 −0.45000 0.15000 0.45000 −0.05000 −0.04000 0.12000 −0.10000
Table 4
The estimates θˆ and errors based on the SVD and AVE methods (λ = 0.99)
Methods a1 a2 b1 b2 d2 c2 f1 f2 δθ (%)
SVD 0.30674 −0.43398 0.14638 0.45270 −0.02683 −0.03570 0.09908 −0.06435 32.94083
AVE 0.30613 −0.43400 0.14615 0.45259 −0.04702 −0.04525 0.09908 −0.06435 32.91108
True values 0.60000 −0.45000 0.15000 0.45000 −0.05000 −0.04000 0.12000 −0.10000
Table 5
The estimates θˆ and errors based on the SVD and AVE methods (λ = 0.95)
Methods a1 a2 b1 b2 d2 c2 f1 f2 δθ (%)
SVD 0.58614 −0.44493 0.15326 0.45090 −0.05157 −0.04109 0.11280 −0.10302 1.89762
AVE 0.58550 −0.44474 0.15297 0.45033 −0.05645 −0.03894 0.11280 −0.10302 2.07233
True values 0.60000 −0.45000 0.15000 0.45000 −0.05000 −0.04000 0.12000 −0.10000
Fig. 1. The parameter estimation errors δϑ vs. t of Example 1.
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Fig. 2. The parameter estimation errors δθ vs. t of Example 1.
5. Conclusions
This paper adopts the extended stochastic gradient algorithm (with a forgetting factor) to identify the H–Wmodels with
colored noises. The obtained parameter estimates of the identification model include the products of the original system
parameters. Two methods of separating the parameter estimates into the original parameters are discussed: the average
method and the singular value decomposition method. The simulation examples indicate that the parameter estimation
errors become small as the data length increases, and introducing the forgetting factor brings a faster initial convergence
speed.
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