We consider a version of the knapsack problem in which an item size is random and revealed only when the decision maker attempts to insert it. After every successful insertion the decision maker can choose the next item dynamically based on the remaining capacity and available items, while an unsuccessful insertion terminates the process. We propose a new semi-infinite relaxation based on an affine value function approximation, and show that an existing pseudo-polynomial relaxation corresponds to a non-parametric value function approximation. We compare both theoretically to other relaxations from the literature and also perform a computational study. Our main empirical conclusion is that our new relaxation provides tight bounds over a variety of different instances and becomes tighter as the number of items increases.
Introduction
The deterministic knapsack problem is one of the fundamental discrete optimization models studied by researchers in operations research, computer science, industrial engineering, and management science for many decades. It arises in a variety of applications, and also appears as a sub-problem or sub-structure in more complex optimization problems and algorithms. Relaxations of the knapsack problem have in particular been studied both as benchmarks for the problem itself, and also within general mixed-integer programming to derive valid inequalities. Work in this vein includes classical studies on valid inequalities for the knapsack polytope, such as covers and lifted covers (see [31] and references therein), and more recent results concerning extended formulations, relaxation schemes and extension complexity, e.g. [5, 33] .
Knapsack problems under uncertainty have also received attention, both to model resource allocation applications with uncertain parameters, and also as substructures of more general discrete optimization models under uncertainty, such as stochastic integer programs [35] . Specifically, recent trends in both methodology and application have focused attention on models in which the uncertain data is not revealed at once after an initial decision stage, but rather is dynamically revealed over time based on the decision maker's choices; such models have applications in scheduling [11] , equipment replacement [12] and machine learning [17, 18, 26] , to name a few.
The model we study here is a knapsack problem with stochastic item sizes and this dynamic revealing of information: The decision maker has a list of available items, but only has a probability distribution for each item's size. Each size is revealed or realized only after the decision maker attempts to insert it, and the insertion is successful (and the process continues) only if the size is less than or equal to the remaining capacity in the knapsack. This dynamic paradigm contrasts with more static approaches, such as a chance-constrained model in which the decision maker chooses an entire set of items whose total size fits in the knapsack with at least a pre-specified probability [16] .
Providing the decision maker with the flexibility to observe sizes as they are realized possibly increases the attainable expected value while satisfying the knapsack capacity with certainty. However, this additional model flexibility also implies additional complexity from both a practical and theoretical point of view; a feasible solution to this problem comes in the form of a policy that must prescribe what to do under any potential circumstance, rather than simply a subset of items. This additional difficulty has motivated work to both design efficient policies with good performance, and also to devise reasonably tight, yet tractable relaxations. Our results focus mostly on the latter question, and consist of the following main contributions:
i ) We introduce a semi-infinite relaxation for the problem under arbitrary item size distributions, based on an affine value function approximation of the linear programming encoding of the problem's dynamic program. We show that the number of constraints in this relaxation is at worst countably infinite, and is polynomial in the input for distributions with finite support (assuming the distributions are part of the input).
ii ) When item sizes have integer support, we show that a non-parametric value function approximation gives the relaxation from [26] , which has pseudo-polynomially many variables and constraints.
iii ) We theoretically and empirically compare these relaxations to others from the literature and show that both are quite tight. In particular, our new relaxation is notably tighter than a variety of benchmarks and compares favorably to the theoretically stronger pseudo-polynomial relaxation when this latter bound can be computed.
Our computational study employs a variety of policies related to or derived from various relaxations. Our results also show that even quite simple policies perform very well, especially as the number of items grows. More generally, our results may indicate a way to derive relaxations for more complex stochastic integer programs with dynamic aspects, such as those studied in [41] . The remainder of the paper is organized as follows. We conclude this section with a brief literature review. Section 2 formulates the problem and handles preliminaries. Section 3 introduces the semi-infinite relaxation and proves its structural results. Section 4 then discusses deriving the stronger relaxation when item sizes have integer support. Section 5 explains how to extend our methods to a more general model where an item's value may be stochastic and correlated to its size. Section 6 outlines the results of our empirical study, and Section 7 concludes. An Appendix contains detailed computational results.
Literature Review
In its full generality, this problem was first proposed and studied by [9, 11] , though earlier research had studied the problem specifically with exponential item size distributions [12] . The computer science community has focused on problems of this kind, developing bounding techniques and approximation algorithms; in addition to [9, 11] , other results in this vein include [4, 10, 17, 18, 26] .
The knapsack problem and its generalizations have been studied for half a century or more, with many applications in areas as varied as budgeting, finance and scheduling; see [21, 28] . Knapsack problems under uncertainty have specifically received attention for several decades; [21, Chapter 14] surveys some of these results. For general packing under uncertainty see [10, 41] . As with optimization under uncertainty in general, models and solution approaches can be split into those that choose an a priori solution, sometimes also called static models [29] , and models that dynamically choose items based on realized parameters, also called adaptive [10, 11] . Different authors have also studied uncertainty in different components of the problem. For example, a priori or static models with uncertain item values include [7, 19, 30, 36, 38] , static models with uncertain item sizes include [15, 16, 22, 23] , and [29] study a static model with uncertainty in both value and size. Dynamic or adaptive models for knapsacks with uncertain item sizes include the previously mentioned work [4, 9, 11, 12, 17, 18] , while [20] study a dynamic model with uncertain item values. Other variants include stochastic and dynamic models [24, 25, 32] in which items are not available ahead of time but arrive dynamically according to a stochastic process.
The idea of obtaining relaxations of dynamic programs using value function approximations in the Bellman recursion dates back to [34, 40] . The technique gained wider use within the operations research community beginning with [1, 8] , to obtain relaxations and also corresponding policies. It has since then been applied in a variety of stochastic dynamic programming models with discrete structure, such as inventory routing [2] and the traveling salesman problem [39] .
Problem Formulation
Let N := {1, . . . , n} be a set of items. For each item i ∈ N we have a non-negative random variable A i with known distribution representing its size, and a deterministic value c i > 0. Item sizes are independent, and we can accommodate random values by using their expectation, as long as size and value are independent for each item. Section 5 below discusses how to extend our techniques to the case when an item's size and value may be correlated; see also [17, 18, 26] . We have a knapsack of deterministic capacity b > 0, and we would like to maximize the expected total value of inserted items. An item's size is realized when we choose to insert it, and we receive its value only if the knapsack's remaining capacity is greater than or equal to the realized size. Given any remaining capacity s ∈ [0, b], we may choose to insert any available item, and the decision is irrevocable; see [17, 18, 26] for models that allow preemption. If the insertion is unsuccessful, i.e. the realized size is greater than the remaining capacity, the process terminates.
The problem can be modeled as a dynamic program (DP). The classical DP formulation for the deterministic knapsack [13] chooses an arbitrary ordering of the items and evaluates them one at a time, deciding whether to insert each one or not. However, to respond to realized item sizes it may be necessary to consider all available items together without imposing an order. We therefore use a more general DP formulation with state space given by (M, s), where ∅ = M ⊆ N represents items available to insert and s ∈ [0, b] is the remaining knapsack capacity. The optimal expected value is υ * N (b), where the optimal value function υ * is defined recursively as
and we take υ * ∅ (s) := 0. The linear programming (LP) formulation of this equation system is
In this doubly infinite LP the domain of each υ M : [0, b] → R + is an appropriate functional space [3] .
Notation To alleviate the notational burden in the remainder of the paper, we identify singleton sets with their unique element when there is no danger of confusion. We denote an item size's cumulative distribution function by F i (s) := P(A i ≤ s) for i ∈ N , and its complement byF i (s) := P(A i > s). Similarly, the quantityẼ i (s) := E[min{s, A i }] is the mean truncated size of item i ∈ N at capacity s ∈ [0, b] [9, 11, 41] , and features prominently in our discussion. Intuitively, when the knapsack's remaining capacity is s, we should not care about item i's distribution above s, since any realization of greater size results in the same outcome -an unsuccessful insertion.
Semi-Infinite Bound
The stochastic knapsack problem contains its deterministic counterpart as a special case, and is therefore at least NP-hard. Moreover, [41] shows that several variants of the problem are in fact PSPACE-hard. In general, therefore, we cannot expect to solve the LP (2) directly. However, any feasible υ provides an upper bound υ N (b) on the optimal expected value. One possibility is to approximate the value function with an affine function,
where r ∈ R N ∪0 + and q ∈ R + . In this approximation, q is the marginal value of the remaining knapsack capacity, r 0 represents the intrinsic value of having the knapsack available, and each r i represents the intrinsic value of having item i ∈ M available to insert. 
Proof. Using (3),
with equality holding when M = ∅ orF i (s) = 0. 
When s < a i , constraints (4b) are dominated by non-negativity since c i F i (s) = 0, and hence we can set r 0 = 0. The constraints for all s ≥ a i map to a single deterministic constraint, and we obtain the LP
This is the dual of the deterministic knapsack's LP relaxation. Our bound therefore generalizes this LP relaxation to the dynamic setting with stochastic item sizes.
To solve (4), we must efficiently manage the uncountably many constraints. For each item i ∈ N , the separation problem is
The CDF F i is upper semi-continuous, and the mean truncated size functionẼ i is continuous, concave and non-decreasing, so the maximum is always attained. Efficient separation then depends on the item's distribution. Proof. Because of the concavity ofẼ i , if F i is convex, the most violated inequality will always be at s ∈ {0, b}. More generally, if the CDF is piecewise convex, within each convex interval the most violated inequality will be at the endpoints.
Even if the CDF is not piecewise convex, it is almost everywhere differentiable [37, Theorem 3.4] . Therefore, we can still partition [0, b] into at most a countable number of segments within which it is either convex or concave. By Proposition 3.3, we only need to check the endpoints of any convex segment. We may assume without loss of generality that the CDF is differentiable within each concave segment (since otherwise we can further partition the segment). 
Proof. Let g(s) :
It follows that g is differentiable when F i is differentiable. Deriving with respect to s,
Even lacking piecewise convexity in the CDF, it may be possible to efficiently account for all constraints. We discuss some specific distributions next. , where 0 ≤ a 1 < · · · < a K . In this case, the CDF is piecewise constant, and thus piecewise convex, so the constraints can be modeled explicitly as long as K is considered part of the problem input. 
Therefore the most violated inequality is always at s ∈ {0,â}. For s = 0, the inequality is dominated by the non-negativity constraints, so we only need to add the constraint 
which is maximized at s ∈ {0, b}. As before, the case s = 0 is dominated by non-negativity, so we only add the constraint 1 λ q(1 − e −λb ) + r 0 e −λs + r i ≥ c i (1 − e −λb ); it can be shown that r 0 = 0 here as well without loss of optimality. An analogous argument shows that only the inequalities at s ∈ {0, b} are necessary when A i follows a geometric distribution. 
and concave afterwards. Because this function's limit as s → ∞ is r 0 + c i − qE[A i ], it must be increasing in [µ + qσ 2 /c i , ∞). It follows that the most violated inequality is always at s ∈ {0, b}, so we only add the constraint (4b) for s = b. As with the other examples where this is the only constraint needed, it can be shown that r 0 = 0 without loss of optimality.
The next example shows that r 0 can drastically affect the bound given by (4).
Example 3.9 (Bernoulli Distribution). Suppose the knapsack has unit capacity, and each item has unit value and size following a Bernoulli distribution with parameter p ∈ (0, 1). From Example 3.5, each item i has constraints only at s ∈ {0, 1}. Suppose we impose r 0 = 0; then for any n ≥ 1, the (restricted) optimal solution of (4) 
yielding the objective i∈Nr i +q = 1 + n(1 − p). On the other hand, the optimal value for any n is bounded above by the expected number of Bernoulli trials before the second success, which is
Once we include r 0 in (4), the optimal solution becomes
and r * i = 0 for all i ∈ N , yielding an objective value of (2 − p)/p, which is asymptotically tight.
Primal Relaxation
The finite-support dual of (4) yields a "relaxed primal", and gives further insight into the approximation:
This is a two-dimensional, semi-infinite, fractional multiple-choice knapsack problem [21] , also called a fractional knapsack problem with generalized upper bound constraints (see e.g. [31] ). The model has the following interpretation: For any feasible policy, x i,s represents the probability the policy attempts to insert item i when s capacity remains; clearly, the probability of attempting to insert i at any point cannot exceed 1 (7d). Similarly, there cannot be more than one failed insertion (7c). Finally, for an attempted insertion, if the item's size exceeds the remaining capacity s, suppose we count this remaining capacity as a "fractional" insertion; then the total expected size the policy inserts, including any "fractionally" inserted size, does not exceed the knapsack's capacity (7b).
Lemma 3.10. Problem (7) is a strong dual for problem (4).
Proof. By [14, Theorems 5.3 and 8.4], (7) is a strong dual if the cone of valid inequalities of (4), the characteristic cone, is closed. This cone is closed if for each i ∈ N the set of inequalities implied by (4b) and the non-negativity constraints (4c) is closed. This is equivalent to the following set being closed,
where the sum is a Minkowski sum. The first set in the sum, which we denote Q for convenience, represents all non-trivial valid inequalities for item i ∈ N that do not weaken any coefficient, re-scaled so r i 's coefficient is one. The remaining sets represent any potential weakening of the inequality, either by increasing a left-hand side coefficient, or by decreasing the right-hand side. Note that Q by itself is not necessarily closed; see Figure 1 for an example. We will construct a convergent sequence in Q and show that its limit can be achieved, perhaps by weakening a stronger inequality. For t ∈ N, let (ρ t k ) and (s t k ) for k = 1, . . . , 4 respectively be a sequence of convex multiplier 4-tuples and knapsack capacity 4-tuples yielding a convergent sequence (Q is at most three-dimensional, so each convex combination requires at most four terms.) By iteratively replacing the sequence with a subsequence if necessary, we may assume s t k →ŝ k and ρ t k →ρ k for each k. Then
where we respectively use the continuity, lower semi-continuity and upper semi-continuity ofẼ i ,F i and F i . We can then recover the limit inequality by weakening r 0 's coefficient or the right hand side if necessary.
We next compare (7) to a bound from the literature. The following linear knapsack relaxation appeared in [11] :
Even though this formulation only has one variable per item, we keep the two-index notation for consistency. The variables also have similar interpretations; x i,b in (8) represents the probability that a policy attempts to insert an item at any point.
Theorem 3.11. The optimal value of (7) is less than or equal to the optimal value of (8).
Intuitively, (8) seems weaker because it must double the knapsack capacity. In fact, for certain distributions, such as the ones covered in Examples 3.2, 3.6, 3.7 and 3.8, (7) is simply (8) with the original capacity of b.
Proof. Multiplying constraint (7c) by b and adding it to constraint (7b), we can relax (7) to 
where in the inequality we use sF i (s) ≥ 0 and
Corollary 3.12 ([11, Theorem 4.1]). The multiplicative gap between the optimal value of the stochastic knapsack problem υ * N (b) and the bound given by (4) and (7) is at most 32/7 ≈ 4.57.
Example 3.2 shows that the relaxation (7) reduces to the deterministic knapsack's LP relaxation when item sizes are deterministic. This LP's gap is well known to be two [21, 28] , and thus (7)'s gap cannot be less than two.
[11] also present a stronger polymatroid relaxation which has constraints similar to (8) applied to every subset of items. We are not able to prove that (7) dominates this bound; however, we discuss an empirical comparison of the two bounds in Section 6.
A Stronger Relaxation of Pseudo-Polynomial Size
Item sizes may have integer support in many cases. The knapsack capacity b can then be taken to be integer as well, and it may be small enough that enumerating all possible integers up to it is computationally tractable. If both assumptions hold, we can produce better value function approximations of pseudo-polynomial size. For a state (M, s) with s ∈ Z + , consider now the approximation
where r ∈ R N + and w ∈ R b+1 + ; the r i 's have the same interpretation from before as intrinsic values of each item, and each w σ represents the incremental intrinsic value of having σ capacity left instead of σ − 1. For a fixed M , this approximation allows a completely arbitrary non-decreasing function of the capacity s; in particular, we can recover (3) by setting w 0 = r 0 and w σ = q for σ > 0, and this shows that (9) can produce a tighter relaxation. c
gives an upper bound for the optimal value υ * N (b) when item sizes have integer support. The decision variables here have an identical interpretation to (7); x i,s is the probability the policy attempts to insert item i when s capacity remains in the knapsack. The probability of attempting to insert i still cannot exceed 1 (10c). Similarly, the σ-th unit of capacity can be used at most once (10b). While this result is known from [26] , our interpretation of the bound as arising from the approximation (9) is new.
Proof. Substituting (9) into (2b), we obtain
where as before the first inequality holds at equality when M = ∅ orF i (s) = 0. The best bound from an approximation given by (9) satisfying these conditions is thus min r,w i∈N
precisely the dual of (10). (Because item sizes have integer support, the number of constraints in this model can be taken as finite, and thus classical LP duality applies.)
The interpretation of (10) via the value function approximation (9) also allows us to compare it to another pseudo-polynomial bound from the literature. The following relaxation appeared in [17, 18] :
Intuitively, this formulation applies the idea for (8) not only for the full capacity b, but also by assuming the knapsack has σ fewer units of capacity for every σ = 0, . . . , b.
Theorem 4.2. The optimal value of (10) is less than or equal to the optimal value of (12).
This theorem is a stronger version of a similar result in [26] , which showed that (10) is tighter than (12) in a worst-case sense.
Proof. Augment approximation (9) with redundant linear splines at every integer capacity, yielding
where q ≥ 0. These new functions cannot improve the approximation, since for any M (9) already captures an arbitrary non-decreasing function of capacity. Nevertheless, adding these redundant variables makes the proof simpler. Following a similar argument to Propositions 3.1 and 4.1, this approximation results in the relaxation
which is equivalent to (10) because the first set of constraints is redundant. The proof now follows by applying the argument from Theorem 3.11 to every σ = 0, . . . , b.
Correlated Item Values
Our formulation so far only allows an item's value to be random if it is independent of the size, by using its expectation as a deterministic value. A more general setting studied in the literature includes for each item i ∈ N a random value C i that may be correlated to its size A i , where we now require knowledge of the joint distribution over (A i , C i ). (Value-size pairs remain independent across items.) To simplify exposition, we assume throughout this section that each of these distributions has finite support.
Under these more general assumptions, the LP formulation (2) becomes
and the DP recursion defining the optimal value function υ * is analogous. Similarly, the value function approximations (3) and (9) remain the same, and yield analogous relaxations to (7) and (10) respectively where the objective function coefficient for each variable x i,s is now the item's conditional expected value
Assuming item sizes have integer support, there is no substantive change to model (10) , and this more general version is already treated in [17, 18, 26] . For the affine approximation, however, the relaxation 
for every item i ∈ N . Separation now also depends on the conditional expected value function
If size-value pairs have finite support, this function is piecewise constant, and its breakpoints occur in the same points as the CDF F i . Therefore, at optimality the relaxation will only have positive x i,s values for those s where A i has probability mass, just as in the case where value is deterministic.
Computational Experiments
We next present the setup and results of a series of experiments intended to compare the upper bounds presented in the previous sections and benchmark them against various policies related to the bounds.
Bounds and Policies
We first describe each of the bounds and policies we investigated. We tested the bounds given by (7), which we refer to as MCK (for multiple-choice knapsack), and (10), which we call PP (for pseudo-polynomial). To include a bound independent of our techniques, we also computed a simulation-based perfect information relaxation (PIR) [6] , obtained by repeatedly simulating a realization of each item's size and solving the resulting deterministic knapsack problem, then computing the sample mean of the optimal value across all realizations; this estimated quantity is an upper bound because it allows the decision maker earlier access to the uncertain data, i.e. it violates non-anticipativity. For this and all other simulations we used 400 realizations. We did not include bounds (8) and (12) in light of Theorems 3.11 and 4.2. We also considered the following bound from [11] :
By employing an appropriate variable substitution, this LP can be recast as a linear polymatroid optimization problem and solved with a greedy algorithm. This bound clearly dominates (8), and [11] also show that it has a worst-case multiplicative gap of 4 with the optimal value υ * N (b). We haven't yet been able to show an analogue of Theorem 3.11, so we planned to also include this bound in the experiments. However, after preliminary tests, this bound did significantly worse than MCK; it was always at least 14% worse than the best comparable bound (either MCK or PIR), and was often 40%-60% worse. We therefore did not include it in the larger set of experiments.
As for policies, we considered several derived from the various bounds. Arguably the simplest policy for this problem is a greedy policy, which attempts to insert items in non-increasing order of their profitability ratio at full capacity, c i F i (b)/Ẽ i (b), the ratio of expected value to mean truncated size. In addition to its appealing simplicity, this policy is motivated by various theoretical results. First, it generalizes the deterministic knapsack's greedy policy, which is well-known to have a worstcase multiplicative gap of 1/2 under a simple modification [28] . Also, [12] showed that this policy is in fact optimal when item sizes follow exponential distributions. Finally, [11] analyzed a modified version of it with a simple randomization and showed that it achieves a worst-case multiplicative gap of 7/32 (this is the basis for the analysis of (8)). We also implemented an adaptive greedy version of the policy that does not fix an ordering of the items, but rather at every encountered state (M, s) computes the profitability ratios at current capacity c i F i (s)/Ẽ i (s) for remaining items i ∈ M and chooses a maximizing item.
In addition to yielding bounds by restricting (2), the value function approximations (3) and (9) can of course be used to construct policies, by substituting them into the DP recursion (1). We refer to these two policies as the MCK and PP dual policies, to match the bound names. The MCK dual policy uses an optimal solution (q * , r * ) to (4) to choose an item; at state (M, s), the policy chooses arg max
Similarly, the PP dual policy uses an optimal solution (r * , w * ) to (11) , and at state (M, s) chooses arg max
recall that this bound assumes item sizes have integer support. Though we investigated both bounds, we did not implement the MCK dual policy, because this policy actually exhibits quite undesirable behavior. Specifically, suppose item sizes are deterministic; then (7) becomes the deterministic knapsack's linear relaxation, and its optimal solution has items set to 1 based on a non-increasing order of the deterministic profitability ratio c i /a i , with at most one fractional item (the one that fills the knapsack's capacity). In this case, it is not difficult to show that the MCK dual policy is actually indifferent between all items with positive value in the optimal solution of (7). While this lack of distinction between items is not as problematic in the deterministic case (as all items set to 1 would always fit), the policy exhibits analogous behavior for other item size distributions for which (4) has r 0 = 0 at optimality, such as uniform distributions, if all sizes are less than b with certainty. This undesirable behavior was also reflected in preliminary results, where the MCK dual policy performed poorly. We therefore did not include it in further experiments.
Data Generation and Parameters
To our knowledge, there is no available test bed of stochastic knapsack instances; however, there are various sources of deterministic instances or instance generators available. Therefore, to obtain instances for our experiments, we used deterministic knapsack instances as a "base" from which we generated stochastic instances. From each deterministic instance we generated eight stochastic ones by varying the item size distribution and keeping all other parameters. If a particular deterministic instance's item i had size a i (always assumed to be an integer), we generated the following four continuous distributions:
N Normal with mean a i and standard deviation a i /3, conditioned on being non-negative.
Similarly, we generated four discrete distributions: D1 0 or 2a i each with probability 1/2. D2 0 with probability 1/3 or 3a i /2 with probability 2/3. D3 0 or 2a i each with probability 1/4, a i with probability 1/2. D4 0, a i or 3a i each with probability 1/5, a i /2 with probability 2/5.
Note that all distributions are designed so an item's expected size equals a i . Since the PP bound and dual policy assume integer support, we could only test them on the second set of instances. To ensure integer support for instances of type D2 and D4, after generating the deterministic instance we doubled all item sizes a i and the knapsack capacity. The deterministic base instances came from two data sources. We took eight small instances from http://people.sc.fsu.edu/~jburkardt/datasets/knapsack_01/knapsack_01.html; these range from five to twenty-five items. We generated 40 larger instances using the "advanced" instance generator from www.diku.dk/~pisinger/codes.html (see [27] ). The generator is a C++ script that takes in five arguments: number of items, range of coefficients, type, instance number, number of tests in series. The last two input parameters are used to adjust the problem fill rate, that is, the ratio between the sum of all item sizes and capacity; we set these to maintain a fill rate in [2, 5] . The "type" parameter refers to the relationship between item sizes and profits. We used two types; in the first, sizes and values are uncorrelated; in the second, sizes and values are "strongly correlated". (The generator's authors observe that deterministic instances tend to be more difficult when sizes and values are correlated.) We generated 10 uncorrelated instances with 100 items, 10 uncorrelated instances with 200 items, 10 strongly correlated instances with 100 items, and 10 strongly correlated instances with 200 items. For these 40 generated instances, we re-scaled the capacity to 1000, and scaled and rounded the item sizes accordingly; we performed this normalization for consistency, since the the dimension of (10) depends on the knapsack capacity and thus influences the computing of the PP bound.
We used CPLEX 12.6.1 for all LP solves, running on a MacBook Pro with OS X 10.7.5 and a 3.06 GHz Intel Core 2 Duo processor. To estimate the PIR bound and all the policies' expected values, we used the sample mean from 400 simulated knapsack instances. For all tests on instances with the conditional normal distribution, we simulated sizes according to a normal distribution with mean a i and standard deviation of a i /3. Whenever a simulated item size was negative, we changed it to 0. Although this procedure does not exactly model the conditional normal distribution, the changes in the simulated instances are minor given that the probability of being non-negative is approximately 0.999.
We intended to test the PP bound and dual policy on all instances with discrete distributions, but encountered computational difficulty. Even for smaller instances, a naive implementation of (10) would run out of memory. We therefore implemented a column generation algorithm, but even this took a significant amount of time per instance. Roughly speaking, D1 instances were the easiest to solve (usually between 60 and 90 minutes), then D3 (120 to 150 minutes), then D2 (4.5 to 6.5 hours), and D4 instances were the most difficult (12 to 16 hours or even more); the increased computation time required for D2 and D4 instances can partly be explained by the need to double the knapsack capacity and thus the number of variables and constraints. We therefore chose a subset of the instances to test; of the small instances, we tested all except p08, since this instance has a very large capacity. From the larger instances, we chose four each of the uncorrelated and strongly correlated instances with 100 items. From all of these base instances, we tested the PP bound and dual policy on all four discrete instance types, D1 through D4. Table 5 in the Appendix includes computation times for the larger instances. Tables 1 and 2 contain a summary of our experiments for the different bounds and policies. Table  1 excludes the PP bound and dual policy, but covers all tested instances, while Table 2 includes the PP bound and dual policy but covers only the instances in which these were investigated. The tables are interpreted as follows. For each instance, we choose the smallest bound as baseline, and divide all bounds and policy expected values by this baseline. The first set of columns presents the geometric mean of this ratio, calculated over all instances represented in that row. We show the ratios as percentages for ease of reading; thus, policy ratios should be less than or equal to 100%, while bound ratios should be greater than or equal to 100%. The one exception is the instances with exponentially distributed sizes (type E); because we know from [12] that the greedy policy is optimal, we use this value as a baseline. Also, for these instances the profitability ratio is invariant with respect to remaining capacity, and thus the greedy and adaptive greedy policies are equivalent; hence we do not report adaptive greedy performance for these instances.
Summary and Results
For the second set of columns, we count the number of successes -one among the bounds and one among the policies -and divide by the total number of instances represented in that row. A success for a particular instance indicates the bound with the smallest ratio and the policy with the largest ratio. If two ratios are within 0.1% of each other, we consider them equivalent; thus, the presented success rates for each row do not necessarily sum to 100%.
From the results we see that MCK is exclusively better than PIR in the summary statistics; the success rates demonstrate that there are few cases in which PIR is better (mostly in the small instances) but even here PIR is much worse than MCK on average. While PIR is sometimes a good bound, e.g. for uncorrelated instances of type U2, it can often be much worse than MCK, as much as 80% or 90% worse for correlated instances of type D4, for example. We conjecture that MCK's better performance is due in part to an averaging effect: Assuming a large enough fill rate (recall the large instances maintain a fill rate between 2 and 5), individual items influence the solution less as the number of items increases. Whereas MCK uses expected values, PIR is allowed to observe realizations and thus choose each realization's more valuable items. When the number of items is large, this additional information may give the decision maker too much power and thus weaken the bound. For the bounds reported in Table 2 , we focus on comparing MCK to PP. We explain at the start of Section 4 that PP is always less than or equal to MCK; therefore, we report here only MCK as a percentage of PP. In contrast to the wide gaps we sometimes see between PIR and MCK, MCK is very close to PP even though the latter bound employs a much larger number of variables and constraints and is computationally much more demanding. Interestingly, PP seems to offer the most benefit in smaller instances, where MCK can be as much as 10% weaker on average. Conversely, the bounds are quite close in the larger instances; MCK was within 1% of PP for all but one, where the gap was 1.54%. This seems to match the original intent of PP, which was to consider instances in which b is small and can be taken explicitly as part of the input [26] .
As for policies, the adaptive greedy policy is in general better than the greedy policy. Setting aside instances of type E, where greedy is optimal and the two are equivalent, adaptive greedy is roughly equivalent to greedy for instances of type U1 and U2, and noticeably better than greedy for type N and for all instances with discrete distributions. This result is in line with what we expect, as adaptive greedy should be more robust to the variation in realized item sizes. However, we also note that the gap between greedy and adaptive greedy seems to decrease as the number of items increases; the experiments thus suggest that the greedy policy is sufficient when the number of items is large enough. The PP dual policy has mixed results compared to the greedy policies. It performs better than adaptive greedy on small instances, but is worse on the larger instances, similarly to what we see with the MCK and PP bounds.
In general, our results indicate that small instances might be harder, in the sense that the simple MCK bound and greedy policies perform better as the number of items grows, while the more complex PP bound and dual policy appear to offer the most benefit when the number of items is small. Of course, if an instance is small enough, it may be possible to directly solve the recursion (1), at least when sizes have integer support. It is thus in the "medium" instance size range that PP may be most useful.
Conclusions
We have studied a dynamic version of the knapsack problem with stochastic item sizes originally formulated in [11, 12] , and proposed a semi-infinite, multiple-choice linear knapsack relaxation. We have shown how both this and a stronger pseudo-polynomial relaxation from [26] arise from different value function approximations being imposed on the doubly-infinite LP formulation of the problem's DP recursion. Our theoretical analysis shows that these bounds are stronger than comparable bounds from the literature, while our computational study indicates that the multiplechoice knapsack relaxation is quite strong in practice and in fact becomes tighter as the number of items increases.
Our results motivate additional questions. In particular, the fact that the simplest bound and policy that we tested grow better as the number of items increases suggests it may be possible to perform an asymptotic analysis of the two and perhaps show that they are optimal as the item number tends to infinity, under appropriate assumptions. On the other hand, our results for the smaller instances also show that even the tightest bound and best-performing policy can leave significant gaps to close. This motivates the investigation of strengthened relaxations, perhaps analogously to a classical cutting plane approach for deterministic knapsack problems. However, deriving such inequalities is not obvious in our context. Finally, our techniques point to a general procedure to obtain relaxations for dynamic integer programs with stochastic variable coefficients, such as the multi-row knapsack models studied in [41] . 
