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Este trabalho pretende discutir aspectos da semântica dos condicionais contrafatuais, enfa-
tizando o problema dos chamados condicionais contrapossíveis. Condicionais contrafatuais são
condicionais - usualmente expressados no modo subjuntivo, ainda que isso não seja obrigatório
- que se ocupam de como o mundo seria se houvesse divergido das circunstâncias atuais em
determinados pontos. A análise mais popular dessa classe de condicionais se deve a David
Lewis e Robert Stalnaker e é construída com o instrumental de mundos possíveis. Entre suas
características menos desejáveis, destaca-se seu tratamento pouco granular dos contrafatuais
contrapossíveis - i.e. , contrafatuais em que o antecedente expressa uma impossibilidade. De
acordo com ela, todos os contrafatuais desse tipo são trivialmente verdadeiros. O trabalho ana-
lisa, à luz da bibliografia pertinente, porque isso é uma característica indesejável e, finalmente,
examinamos criticamente três possíveis soluções - uma baseada em um operador de revisão,
outra na introdução de mundos impossíveis e uma fundamentada na paraconsitentização da
lógica de fundo-, contrastando-as em seus méritos e deméritos.
Palavras-chave: Semântica de contrafatuais, Contrapossíveis, Mundos Possíveis.
Abstract
The present Master Dissertation intends to discuss some aspects of counterfactual condi-
tional semantics, with particular emphasis on the problem of the so called counterpossible
conditionals. Counterfactuals are conditionals - usually expressed in the subjunctive mood,
although this is not mandatory - whose the subject matter is how the world would be if it had
diverged from the actual circumstances. The most popular analysis for this class of conditionals
is due to David Lewis and Robert Stalnaker and is based on the framework of possible worlds.
One of the less desirable characteristics of this analysis is the lack of granularity in its treatment
of counterpossible conditionals, i.e. counterfactuals in which the antecedent expresses an im-
possibility. According to it, every counterpossible is trivially true. The present work analyses,
in light of the relevant bibliography, why this is an undesirable characteristic and. Finally, the
Dissertation critically examine three possible solutions - one based on a revision operator, other
based on the inclusion of impossible worlds and one based on adopting a paraconsistent logic
as an underlying logic, comparing such approaches in their virtues and vices.
Keywords: Semantics for Counterfactuals, Counterpossibles, Possible Worlds.
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Introdução
Embora os condicionas povoem as mais diversas esferas da comunicação e do raciocínio
humano - das conversas corriqueiras às mais elaboradas inferências científicas - isso não quer
dizer que saibamos definí-los bem nem, muito menos, que compreendamos sua natureza. Um
ponto de partida comum é afirmar que condicionais são proposições ou sentenças com a forma
“se-então”. A seguinte família de exemplos atesta que esse critério pode ser um ponto de partida,
mas não esgota o problema de classificação:
1. Ainda que não chova, o chão estará molhado.
2. Mesmo que João vá à festa, Maria não irá.
3. Quando a janela for atingida por uma pedra, ela quebrará.
4. Onde houver nuvens, haverá chuva.
O rótulo de condicional pode ser atribuído, sem prejuízo, a todos esses exemplos. Por essa
razão, uma maneira mais satisfatória de definir o que são condicionais, ainda agarrando-se à
tese do “se-então”, é afirmar que são sentenças ou proposições que podem, em princípio, ser
expressadas por sentenças “se-então”.1 Talvez imprecisa, essa definição nos bastará. Resta
perguntar se todos os condicionais têm a mesma natureza, ou se são novamente divisíveis em
classes menores.
Há, na literatura, defesa de ambas as posições, com uma notável prevalência da tese de
que há duas grandes famílias de condicionais. (BENNETT, 2003) O ponto exato por onde
cruza a linha classificatória é debatível, mas, em termos gerais, os condicionais são divididos
em indicativos e subjuntivos, muito embora o modo verbal não seja suficiente ou necessário
para caracterizá-los, o que será discutido em mais detalhes no capítulo 1. Neste trabalho,
nos ocuparemos apenas da segunda classe, cujo rótulo mais acertado é contrafatuais, dando a
entender que o condicional expressa uma situação que contraria os fatos.
1Há uma discussão se o significado de alguns dos itens acima é esgotado por sentenças “se-então”. De fato,
pode-se atribuir a diferença que parece existir entre “ainda que não chova, o chão estará molhado” e “se não
chover, o chão estará molhado” a diversos níveis de análise, como pressuposições pragmáticas, implicaturas, ou
mesmo à própria semântica. Essa discussão não nos interessará aqui. Basta, por hora, notar que não há uma
correspondência biunívoca entre condicionais e alguma forma sintática de superfície.
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Embora sempre estudados, os contrafatuais ganham destaque na literatura filosófica - so-
bretudo na tradição analítica - a partir dos trabalhos pioneiros de Nelson Goodman e Roderick
Chisholm. A análise que esses autores ofereceram, sobretudo Goodman em (GOODMAN,
1983) e (GOODMAN, 1947), propunha enxergar contrafatuais como argumentos compostos de
premissas e conclusão e não como proposições. Por isso, contrafatuais poderiam ser válidos
ou inválidos, mas não verdadeiros ou falsos. Posteriormente, em trabalhos independentes, os
filósofos David Lewis e Robert Stalnaker deram uma nova interpretação que, ainda que com-
partilhasse diversas propriedades com os condicionais de Goodman, como notou (HANSSON,
1996), divergia a esse respeito: para eles, contrafatuais expressavam proposições e, portanto,
deviam ser categorizados como verdadeiros ou falsos.
A análise de Lewis - mais geral que a de Stalnaker - se tornou a teoria predominante para
explicar os condicionais contrafatuais. Ainda que tenha recebido muitas críticas, é o ponto
de partida de toda a literatura relevante atualmente2. Entre os muitos pontos que são postos
em questão está o tratamento que ela dispensa aos chamados condicionais contrapossíveis.
Condicionais em que o antecedente - i.e. aquilo que precede o “então” no modelo “se-então”
- expressa uma situação impossível por alguma razão qualquer. A semântica de Stalnaker-
Lewis torna verdadeiro todo contrafatual desse tipo, mas há uma série de razões - discutidas
detalhadamente no terceiro capítulo - pelas quais isso pode não ser desejável.
O objetivo do trabalho é expor criticamente essa semântica, examinando seus pressupostos
e propriedades, atendando-se especialmente a esse problema, bem como a uma série de possíveis
soluções. As soluções são, dentro de um limite, reformistas - o tratamento dos contrapossíveis
na semântica original não foi visto como um obstáculo intransponível a ela, mas como algo a
ser melhorado, se possível. Como fazê-lo e quais os impactos dessas reformas é o tópico do
quarto e último capítulo.
O leitor poderá se perguntar a razão de tanto interesse há tanto no estudo dos contrafatuais,
em geral, e do problema dos contrapossíveis, em particular. Há motivos para além do estudo
desinteressado de uma parte crucial da nossa linguagem e raciocínio. No campo da filosofia,
há uma série de debates que estão ligados, de uma forma ou de outra, aos contrafatuais.
Uma posição que tem ganhado popularidade no estudo da epistemologia da modalidade é a
posição de (WILLIAMSON, 2008), que faz uma ligação do conhecimento modal - i.e. nosso
conhecimento de proposições modais como “é necessário que tudo seja igual a si mesmo” -, com
nosso conhecimento de contrafatuais. Uma semântica de contrafatuais precisamente definida é
requerimento para o sucesso dessa hipótese explicativa.
2Um interessante trabalho que discute a pertinência da análise de Lewis e Stalnaker, contrastando-a com as
abordagens rivais que seguem a linha de Goodman é (LEMOS, 2010). Essa dissertação de mestrado se debruçou
sobre os fundamentos filosóficos das semânticas para contrafatuais baseadas em mundos possíveis, debatendo
seus méritos e defeitos.
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Outros problemas a que a análise dos contrafatuais está intimamente ligada são o conceito
de lei científica, cuja definição muitas vezes se apoia em enunciados contrafatuais, e o conceito
metafísico de causalidade. Quanto ao segundo, o próprio David Lewis desenvolveu uma teoria
contrafatual da causalidade que, evidentemente, está intimamente relacionada com sua teoria
dos contrafatuais - a teoria de dependência contrafatual. Outro debate que certamente está
ligado aos contrafatuais é o disposicionalismo semântico, posição levantada (e posteriormente
rejeitada) por (KRIPKE, 1982) no contexto do dilema do cético. O disposicionalismo avalia o
entendimento de conceitos - como a adição, por exemplo - não apenas com base em respostas
que o indivíduo já deu a certas perguntas (relacionadas, por exemplo, à adição), mas com
base no que ele estaria disposto a responder, caso fosse perguntado. Essa situação hipotética é
avaliada por uma conjunção de contrafatuais da forma: “se o invidíduo fosse perguntado sobre
quanto é 1+1, ele responderia 2” e assim por diante.
A classe especial dos contrapossíveis está ligada, ainda que de modo indireto, a todos esses
problemas - pergunta-se se é possível haver leis científicas inconsistentes ou contraditórias,
ou se é possível que um indivíduo esteja disposto a dar respostas contraditórias, no escopo
do disposicionalismo. No entanto, também há debates em que a resolução do problema dos
contrapossíveis tem lugar central. Entre os tópicos debatidos há, por exemplo, o entendimento
de ficções contraditórias, como em (PRIEST et al., 1997), ou a capacidade de conceber e
imaginar cenários impossíveis, em discussões ligadas à imaginação. O próprio debate inteligível
de teses metafísicas cujo valor de verdade é necessário pode, em alguma medida, depender dos
contrapossíveis, na medida em que queremos considerar em detalhes o que ocorreria caso uma




Conforme mencionado, há um amplo debate sobre a unicidade dos condicionais nas lingua-
gens naturais do ponto de vista semântico. O que está em questão é decidir se as ocorrências
de condicionais carregam o mesmo sentido e se suas eventuais diferenças podem ser explicadas
por uma teoria que inclua outros níveis da comunicação, como a pragmática, ou se de fato há
mais de um condicional. Inicialmente, vamos nos ater a casos formulados com “se-então” para
evitar complicações desnecessárias. A ortodoxia do assunto é que há ao menos duas grandes
famílias de condicionais: indicativos e subjuntivos, nomes que estão ligados aos modos ver-
bais em que essas formas aparecem, comumente, no inglês1. Há um par de exemplos que se
tornou onipresente na literatura2, e que ilustra as diferenças semânticas das duas classes de
condicionais:
1. Se Oswald não assassinou Kennedy, outra pessoa o fez.
2. Se Oswald não tivesse assassinado Kennedy, outra pessoa o teria feito.
A intuição sugere que há uma diferença entre os valores de verdade de ambas as proposi-
ções. A primeira sugere que, se Oswald, notoriamente considerado o assassino do ex-presidente
americano, não cometeu de fato o assassinato, então outra pessoa o fez. A inferência que se
faz apela ao fato de que Kennedy foi assassinado e, portanto, é necessário que alguém tenha
sido responsável. De saída, parece verdadeiro. Por outro lado, a segunda sentença expressa
que ainda que a tentativa de assassinato - cuja autoria se mantém - tivesse falhado, então
outra pessoa teria completado o plano. Alguém que argumentasse a seu favor poderia, por
exemplo, afirmar que por se tratar de um plano grandioso, do assassinato de um presidente,
os conspiradores não teriam depositado toda chance de sucesso da operação nas mãos de um
único indivíduo e que havia, caso Oswald falhasse, outro atirador em um telhado próximo, e
1Na verdade, o modo subjuntivo tem se tornado mais raro no inglês. No entanto, os contrafatuais podem ser
expressados através de sentenças subjuntivas.
2Provavelmente, a primeira aparição do par ocorreu em (ADAMS, 1970).
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que esse atirador iria disparar etc. Diante da evidência histórica, a proposição é falsa - não
se sabe de nada que corrobore a tese e o mais razoável é imaginar que, se tivesse escapado
ao atentado, o presidente teria terminado seu mandato e morrido, anos depois, talvez de um
infarto no miocárdio.
Também é possível entender a diferença entre as proposições através de uma análise do
escopo das modalidades. Nesse caso, a primeira diria que Kennedy foi assassinado e é neces-
sário que haja um autor (para seu assassinato). Já na segunda o escopo do operador modal é
todo o resto da proposição: é necessário que Kennedy tenha sido assassinado.
É preciso ressaltar que a diferença entre as duas sentenças - ou a proposição que por elas é
expressada - não se deve ao que é dito para sustentá-las e para argumentar a seu favor. Esse
conteúdo é contingente e se deve, antes, às práticas argumentativas e epistemológicas de uma
comunidade do que ao conteúdo semântico da asserção. Consideremos, a título de exemplo, um
grupo de pessoas que justifica crenças sobre eventos climáticos futuros com base na confiança
que depositam no apresentador do jornal da noite. Por outro lado, há um segundo grupo que
desconfia de toda telecomunicação e fia seus juízos sobre o clima em um modelo estatístico
desenvolvido por um de seus membros. Nesse caso, a mesma sentença, “amanhã vai chover”, é
sustentada de forma diferente por cada um dos grupos embora suas condições de verdade sejam
rigorosamente as mesmas.
O apelo à justificativa divergente foi feito tão somente para mostrar que ambos os condici-
onais podem, em princípio, ter valores de verdade diferentes. Se fossem equivalentes do ponto
de vista semântico, se expressassem a mesma proposição, seria inconcebível que um pudesse ser
falso enquanto o outro fosse verdadeiro. E esse par é uma evidência forte para essa tese, mas
há incontáveis outros. (BENNETT, 2003, p. 8) exemplifica:
3. “If Shakespeare did not write Hamlet, then some aristocrat did.”
4. “If Shakespeare had not written Hamlet, then some aristocrat would have.”
É fácil notar que o par diverge no valor de verdade e que o faz pelas mesmas razões que
o anterior. Examinando as sentenças, há pelo menos duas distinções que podem ser feitas,
em termos de sentido expresso, e que ajudam explicar a divergência no valor de verdade. As
sentenças 1 e 3, os condicionais indicativos ou, como Bennett os chama, “did-did”, pressupõe
parte do antecedente; isto é, da cláusula que segue o “se” ou “if ”. Talvez não seja certo que
Oswald matou Kennedy, mas é certo que Kennedy foi assassinado; da mesma forma, a autoria
de Hamlet pode ser posta em questão sem que a existência da peça em si seja questionada -
afinal, ela está acesssível, há manuscritos etc. Portanto, há um fato no passado que permanece
em consideração - o fato de que Kennedy foi assassinado e Hamlet foi publicada. De certa forma,
os condicionais indicativos exemplificados assumem um acontecimento e fazem considerações
acerca de sua ocorrência.
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Por outro lado, em 2 e 4 os condicionais subjuntivos negam algo essencial no antecedente.
Negam a ocorrência do próprio fato em questão. Em 2, supomos que Kennedy não foi as-
sassinado no momento tk; em 4, que Hamlet não foi publicada em th. Ambos os exemplos
de subjuntivo supõe que o evento em questão fatalmente ocorreria depois, de forma diferente.
Afirmam que Kennedy seria assassinado em t ∗k , por outra pessoa, e que Hamlet seria publicada,
em t ∗h , por um autor diferente. Entretanto, essa forma é fortuita e poderia haver muito bem
um condicional subjuntivo com conclusão oposta. Considere-se:
5. Se Shakespeare não tivesse escrito Hamlet, então ninguém poderia tê-lo feito.
Nesse caso, consideramos que o gênio do poeta inglês é incomparável, ou que as condições
para feitura da obra se deram em um momento muito específico e que, sem esse gênio ou fora
desse contexto, não seria possível escrever a peça. Embora, formalmente, a conclusão seja
oposta3, são consideradas as mesmas coisas: que Shakespeare não escreveu Hamlet em t ∗h , e o
fato - ou ausência de fato - que se seguiu a isso.
É crucial notar que a aceitação de 2, 4 ou 5 não depende de que o avaliador aceite a verdade
do antecedente - isto é, aceite que Shakespeare não tenha escrito Hamlet e que Kennedy não
tenha sido assassinado por Oswald. Pelo contrário, há uma sugestão, inclusive, de que sua
negação é o caso: Shakespeare escreveu, Kennedy foi assassinado por Oswald. Dessa forma,
alguém pode avaliar os pares indicativo-subjuntivo partindo do mesmo conjunto de crenças
ou pressupostos. A grande diferença - que talvez seja o ponto crucial de divergência entre as
duas formas de condicionais - é que os condicionais na forma subjuntiva parecem partir de uma
pressuposição que contraria os fatos.
Não por acaso, duas abordagens clássicas sobre o problema trataram essa classe de con-
dicionais não por sua forma linguística de superfície, mas por essa marca semântica. Ro-
derick Chisholm analisou o tema em um artigo intitulado “The contrary-to-fact conditional”
(CHISHOLM, 1946). Já Nelson Goodman, tanto em seu livro Fact, Fiction, Forecast (GO-
ODMAN, 1983), quanto em um artigo anterior, the problem of counterfactual conditionals
(GOODMAN, 1947) atribuiu o nome que se tornou mais comum: contrafatual.4
Há um ponto importante a ser tocado aqui. Podemos encarar o rótulo “contrafatual” como
comunicando algo acerca da semântica ou da pragmática da comunicação de condicionais. Caso
3O fato dos exemplos 4 e 5 serem tão intuitivamente tomados como oposos, contrários, revela bastante sobre
a estrutura semântica do condicional subjuntivo. Há autores que defendem que a negação de um condicional
subjuntivo é equivalente ao mesmo condicional, com consequente negado. É ponto posto em debate se isso
é realmente o caso; não obstante, se aceito, outras propriedades se seguem. Esse ponto será discutido com
detalhes mais adiante
4Cabe aqui uma nota sobre a grafia do termo em português brasileiro. Alguns autores empregam o termo
“contrafactual”, com o c mudo. No entanto, como em geral não há o c mudo na grafia brasileira, e também
por se tratar de um termo técnico traduzido do inglês, optou-se pela grafia presente no texto: “contrafatual”.
Note-se que, embora haja discordância acerca da forma correta, “contrafatual” é uma forma dicionarizada. Ver
por exemplo: http://www.aulete.com.br/contrafatual (acesso em Junho de 2018).
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optemos pela semântica, seremos obrigados a nos ater à cláusula: se A fosse o caso, então C
seria o caso é um contrafatual somente se A é falso5. O que significa que a expressão de
um contrafatual não depende apenas de sua forma lógico-linguística, mas também de fatos
contingentes.
Nessa chave, consideremos o seguinte cenário: um indivíduo S assiste à final de um cam-
peonato de futebol, onde se enfrentam os times A e B. No meio da partida, ele adormece,
acordando apenas após o término. Embora o time A tenha vencido a disputa, S não sabe disso
por não ter acompanhado o resultado. Além disso, ele sonhou com o prosseguimento do jogo e,
em seu sonho, o time B venceu. Ao acordar, ainda atordoado, ele assere: “B foi campeão. Se
A tivesse ganhado a partida, os torcedores teriam feito mais barulho”. Não há dúvida de que
o que é asserido por S, embora tenha um antecedente verdadeiro, compartilha praticamente
tudo com os outros exemplos dados até o momento - parece-nos razoável chamá-lo também de
contrafatual.
(GOODMAN, 1983, p.4), que favorecia a interpretação semântica, exatamente por esse
motivo concebeu mais classificações para os condicionais subjuntivos. Ele entendia que, em um
contrafatual legítimo, tanto o antecedente quanto o consequente, A e C, seriam (atualmente)
falsos. Isto é, tanto Kennedy foi assassinado por Oswald, quanto ninguém mais o fez. Portanto,
a consideração seria inteiramente hipotética. Em contraste aos contrafatuais, haveria também a
classe dos semifatuais, que se caracterizariam por um antecedente falso que não seria suficiente
para produzir um resultado diferente do que já se verifica. O consequente seria atualmente
verdadeiro, portanto. Consideremos o seguinte exemplo: um sujeito supersticioso sempre leva
seu guarda-chuva consigo. Em um determinado dia, ele o esquece em casa e, como sói acontecer,
chove. Conversando com seu amigo, ele afirma: “só chove quando não trago meu guarda-
chuva!”, ao que o amigo, cético, retorque: “ainda que você tivesse trazido seu guarda-chuva,
teria chovido”.
Semifatuais são usualmente expressos por sentenças diferentes daquelas que exprimem con-
trafatuais ordinários. Em geral, emprega-se o “ainda que” ou “mesmo que”, que sinalizam que
o antecedente é (atualmente) falso. Ou, mais acertadamente, do ponto de vista defendido aqui,
que quem assere (o semifatual) julga que o antecedente é falso. Há um amplo debate sobre a
interpretação correta da forma “mesmo que” (even-if )6 . É possível que ela seja, do ponto de
vista semântico, apenas um contrafatual com uma dimensão pragmática diferente, de forma
análoga à interpretação conjuntiva do “mas”, já bastante difundida. Por outro lado, também é
possível defender que ela diga mais, como, por exemplo, ((Se A, então C) & C ).
5Optamos pelo “somente se” aqui, ao invés de uma definição completa, bi-implicativa, porque é bastante
razoável que haja condições auxiliares para uma definição semântica adequada. Condições essas que não nos
interessam no momento.
6Ver, por exemplo, (BENNETT, 2003, p. 259), (LYCAN, 1991) e (POLLOCK, 2012).
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De todo modo, parece-nos que a discussão é menos se os fatos do mundo corroboram de-
terminados componentes de uma forma e mais sobre qual é a estrutura lógica profunda dessa
forma. Mesmo que os semifatuais mereçam uma análise semântica própria, parece-nos que isto
ocorre em virtude de sua forma - do operador ’ainda que’ - e não porque seu consequentemente
é ou não é verdadeiro.
Nos voltemos agora à outra face da moeda: o que há de semelhante entre as formas indicativa
e subjuntiva/contrafatual. A chave para (parte do) enigma está naquilo que ficou conhecido
na literatura como Teste de Ramsey. Em uma nota de rodapé de um artigo de 1929, o filósofo
e matemático Frank Ramsey propôs que, para avaliar uma asserção condicional, seguiríamos o
seguinte processo:
If two people are arguing ‘If p, then q?’ and are both in doubt as to p, they are
adding p hypothetically to their stock of knowledge and arguing on that basis about
q; so that in a sense ‘If p, q’ and ‘If p, q’ are contradictories. We can say that they
are fixing their degree of belief in q given p. If p turns out false, these degrees of
belief are rendered void. If either party believes not p for certain, the question ceases
to mean anything to him except as a question about what follows from certain laws
or hypotheses. (RAMSEY, 2013, p. 247)
Importante notar que Ramsey refere explicitamente aceitabilidade e graus de crença. Ele
não acreditava que condicionais tivessem valor de verdade, o que torna natural a transposição
desse teste para um aparato formal que lide com crenças, como as lógicas de revisão, ou com
argumentos e validade, como as condições propostas por Nelson Goodman. Não obstante, isso
não impediu que se elaborasse uma analogia para o teste que levasse em conta proposições e
valores de verdade, e que a diferença entre todas essas interpretações não é tão gritante quanto
se poderia imaginar.
O mecanismo geral é: considerar um cenário hipotético em que o antecedente vale e, por
meio de um aparato auxiliar, verificar se o consequente é verdadeiro. Se pensamos em termos
de crenças - e consideramos, claro, um agente racional idealizado - o que ocorre é uma revisão
mínima em S, o conjunto de crenças original, para acomodar p. Depois se verifica se em S∗, o
resultado da revisão, ocorre q. Há uma extensa bibliografia sobre o tema da revisão, que se de-
senvolveu sobretudo a partir do modelo AGM , proposto, em 1985, porAlchourrón,Gärdenfors,
e Makinson (ALCHOURRÓN; GÄRDENFORS; MAKINSON, 1985). Não precisaremos entrar
em detalhes aqui, basta considerar esse esboço geral do que ocorre.
Voltemos aos exemplos apresentados anteriormente. Ao considerar 1, acrescentamos à nossa
base de crença que “Oswald não assassinou Kennedy”. Parte do que se debate nas formalizações
de revisão é: qual a maneira correta de modificar a base para acomodar a nossa nova crença?
Sem entrar em detalhes, consideramos critérios mínimos: precisamos retirar o que contradiga
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abertamente p (por exemplo, a crença de que “Oswald assassinou Kennedy” - mas apenas
essa não é suficiente). Outro ponto é incluir o que se segue logicamente do que sobrou da
primeira etapa da revisão. Em 1, mantemos que “Kennedy foi assassinado”; daí, segue-se quase
diretamente que “alguém que não Oswald assassinou Kennedy”. As linhas gerais do teste de
Ramsey parecem se acomodar bem ao mecanismo de avaliação de condicionais desse tipo.
Passemos ao segundo exemplo. Aqui, não basta retirar que “Oswald assassinou Kennedy”,
mas o próprio fato de que “Kennedy foi assassinado” (em tk). Retira-se um conjunto muito
maior de crenças/sentenças da base original. Ao que sobra, aplica-se a revisão. Poderíamos,
por exemplo, considerar as hipóteses levantadas anteriormente: de que era um plano muito
ambicioso para ser depositado nas mãos de uma só pessoa, que deveria haver, portanto, outros
atiradores em prontidão etc. Desses fatos - que já deveriam estar originalmente conosco - segue-
se (ou não, caso rejeitemos o condicional) que “alguém assassinou Kennedy” (em tk*). Nesse
caso, embora a revisão seja mais extensa, não parece despropositado crer que algo como o Teste
de Ramsey ocorra.
De saída, a diferença no processo de revisão de 1 e de 2 parece se dever, ao menos em
parte, à dimensão da mudança e a quão arraigadas estão as crenças que são alteradas. Não é
controverso afirmar que o grau de confiança que se tem em “Kennedy foi assassinado” é muito
maior do que “Oswald assassinou Kennedy”. Em virtude da forma, a segunda é um subcaso
da primeira. Além do que, para maioria das pessoas, a crença de que Kennedy foi assassinado
é bastante sólida. O exemplo indicativo altera apenas uma porção aceitável, mínima, da base
de crença, ao passo que o subjuntivo não apenas nega algo com um alto grau de confiança
como sugere que não se abandone, a não ser fingidamente, essa crença. “Se Oswald não tivesse
assassinado Kennedy”, indica que, em algum nível, afinal, Oswald assassinou Kennedy.
Por enquanto, esses pontos foram suficientes para dar conta das diferenças entre as duas
grandes famílias de condicionais. Vale mencionar, ainda que brevemente, uma teoria alterna-
tiva que mantém a divisão binária, alterando a linha que divide as classes. Trata-se da tese
da realocação (BENNETT, 2003, p. 13). Os autores que defendem essa posição argumen-
tam que a divisão deve se manter como está, em linhas gerais, mas que é necessário incluir
no cesto dos subjuntivos os condicionais indicativos da forma “does-will”. Ainda há alguns
que insistem, através de condicionais construídos dessa maneira, que a divisão é ilusória, mas
desconsideraremos essa posição por enquanto. O argumento parte de pares de exemplos como
esse:
6. (Does-will) Se você nadar no mar hoje, seu resfriado irá piorar7 .
7. Se você tivesse nadado no mar ontem, seu resfriado teria piorado8.
7Tradução livre de: “If you swim in the sea today, your cold will get worse” (BENNETT, 2003, p. 14).
8Tradução livre de: “you had swum in the sea yesterday, your cold would have got worse” (Ibid., p. 14).
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Há dois pontos aqui. O primeiro é a constatação bastante trivial de que 6 é verdadeiro
no dia d se e somente se 7 é verdadeiro no dia (d + 1). Expressariam, portanto, a mesma
proposição (assumindo, evidentemente, que condicionais expressam proposições). Ocorre que
o conteúdo indexical das sentenças - “hoje” e “ontem” - faria com que elas, quando proferidas
em um par de dias < d, (d+ 1) >, expressassem exatamente a mesma informação. Conclui-se,
então, que a diferença é superficial, e não justifica a classificação em uma classe alternativa (a
família “does-will”).
Um segundo ponto é uma generalização do argumento que propõe que todo condicional
indicativo forma par com algum subjuntivo, de modo que há uma correspondência biunívoca
entre as duas classes (EDGINGTON, 1995). Não haveria diferença fundamental, portanto.
Há boas razões para recusar essa proposta. Deixando de lado o excesso de detalhes, notemos
que há um componente subjetivo no condicional indicativo, cuja análise ortodoxa se baliza em
graus de crença. Chegou-se a afirmar que era possível definir a probabilidade de uma sentença
condicional indicativa pela probabilidade condicional do consequente, dado o antecedente. Essa
equivalência, conhecida por muitos simplesmente pelo título de “a equação”, foi desacreditada
pelo resultado de trivialização demonstrado por (LEWIS, 1976). De todo modo, persiste a ideia
de que a avaliação dos indicativos emerge de probabilidades subjetivas. Consideremos o caso
em que um indivíduo vai viajar de avião no dia d e o seguinte par de condicionais proferidos
pelo próprio indivíduo:
8. Se eu entrar a bordo deste vôo, vou morrer em um acidente aéreo;
9. Se eu tivesse entrado a bordo daquele vôo, teria morrido em um acidente aéreo;
Estimativas contemporâneas colocam a probabilidade de queda em um vôo comercial na
casa de, aproximadamente, 1 em 15 milhões9. Portanto, a avaliação de 8 certamente não é
favorável. Ainda que nos furtemos, como sugerido por muitos autores, a atribuir valores de
verdade a indicativos, é possível dizer que ao menos não parece provável que, tomando o vôo,
o avião caia. O resultado da análise é negativo. Consideremos, agora, que o evento improvável
ocorreu e o avião efetivamente caiu, matando toda sua tripulação. Certamente, 9 é verdadeiro.
A identidade do par não parece mais tão razoável e retornamos à tese da divisão.
1.1 O Condicional Material
Deixemos de lado, por um momento, o domínio da linguagem natural e passemos ao domínio
das linguagens artificiais. Mais especificamente, ao domínio da lógica10. Determinar a natureza
da relação entre lógica e linguagem natural não é simples. Desde o início da moderna lógica
9https://www.economist.com/blogs/gulliver/2015/01/air-safety.
10Por enquanto, nos concentraremos no cálculo proposicional clássico.
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matemática, no final do século XIX, seus mecanismos têm sido utilizados na análise filosófica
da linguagem. Um exemplo particularmente bem sucedido é a análise de Bertrand Russell
das descrições definidas, em seu clássico artigo “On Denoting” (RUSSELL, 1905). A ideia
subjacente é que a sintaxe superficial das linguagens naturais não corresponde à estrutura
lógica profunda das sentenças, que carrega seu peso semântico real. Assim, seria necessário
analisar a linguagem natural, com o auxilio deste novo aparato teórico que permitiria, entre
outras coisas, expurgar as características indesejáveis da linguagem natural, como a vagueza.
Há alguns pressupostos nessa empreitada. Um deles é que a linguagem artificial da lógica
apenas revela estruturas que, de todo modo, já estão ali. Não se trata, portanto, de uma
desambiguação criativa, em que uma informação que falta é suplementada. A ideia de tradução
se aplica somente enquanto tradução fiel ao original: uma correspondência biunívoca. Além de
analisar o significado de sentenças, uma análise lógica ainda seria capaz de verificar validade (ou
invalidade) de argumentos que é, afinal, a motivação chefe dos sistemas lógicos. Como, neles,
a noção de argumento válido é precisamente definida em termos de um aparato semântico ou
sistema de prova sintático, bastaria traduzir as sentenças da linguagem natural para a linguagem
lógica, analisar o argumento e verificar a conclusão.
No entanto, as suposições que balizam essa empreitada são debatíveis. Contra esse papel
descritivo atribuído à análise lógica, há a contraproposta de que a função da linguagem artificial
seja normativa. Supõe-se que a linguagem natural seja irremediavelmente vaga e que nos resta,
quando a precisão for necessária, recorrer a outra forma de expressão mais exata. De acordo
com essa abordagem, talvez não haja uma tradução precisa entre termos das linguagens naturais
e termos lógicos, seja porque as linguagens naturais trazem consigo uma carga de ambiguidade
inexprimível na linguagem da lógica, seja porque os termos lógicos não abarcam uma classe de
termos das linguagens naturais, chamados não lógicos, que alteram a validade de argumentos.
Um bom exemplo do debate supracitado é o caso dos conectivos. O cálculo proposicional
clássico (CPC) se ocupa de representações abstratas de proposições - as variáveis proposicionais
- e formas (verofuncionais) de concatená-las, com os chamados conectivos. Conectivos são
funções de verdade; isto é, são funções que têm como entrada uma n-upla dos valores de
verdade das proposições que conectam e, como saída, um valor de verdade: verdadeiro ou
falso. Os casos mais paradigmáticos são o conectivo unário “¬”, a negação, que, para qualquer
proposição P , inverte seu valor de verdade, e um conjunto de três conectivos binários: “∨”,
“∧”, “→”. Esses conectivos são definidos semanticamente da seguinte forma:
• P ∧Q é verdadeiro se e somente se P é verdadeiro e Q é verdadeiro.
• P ∨Q é verdadeiro se e somente se P é verdadeiro ou Q é verdadeiro (ou ambos).
• P → Q é verdadeiro se e somente se P é falso ou Q é verdadeiro (ou ambos).
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Convencionou-se chamar esses três operadores de disjunção, conjunção e implicação ma-
terial. É comum que livros introdutórios de lógica os apresentam como correspondendo às
operações da linguagem natural simbolizadas por “e”, “ou”, e “se (...), então (...)”. Essa cor-
respondência não é tão simples e aqui começam a aparecer os problemas na tese da tradução.
A existência de duas formas de disjunção, inclusiva e exclusiva, é bem conhecida. Há um
enorme debate em torno de como traduzir ocorrências de “ou” nas linguagens naturais para
“ou” na lógica. De fato, é fácil definir uma disjunção exclusiva a partir do que já temos.
Se nos atentarmos às definições acima, é fácil verificar que a seguinte definição é suficiente:
P ⊕Q :=def (P ∨Q) ∧ ¬(P ∧Q). O que não é claro é quando devemos traduzir um “ou” por
“∨” e quando devemos traduzí-lo por “⊕”, se é que devemos.
Um ponto mais sofisticado surge da análise da conjunção. A princípio, parece que seu
comportamento corresponde exatamente à conjunção “e” da linguagem natural (vamos descon-
siderar, por ora, casos mais desafiadores, como o “mas”). Mas há evidência para que argumentos
análogos, formulados nas linguagens naturais e no CPC usando a conjunção não tem o mesmo
resultado; ou, ao menos, não tem o mesmo sentido. É fácil demonstrar que “∧” é comutativa;
isto é, que (P ∧ Q) ≡ (Q ∧ P ) para quaisquer P,Q. Agora, atentemos ao seguinte par de
exemplos elaborados por (GIRLE, 2003, p.10):
10. Susan subiu as escadas e pulou da janela;
11. Susan pulou da janela e subiu as escadas.
O sentido é, sem dúvida, diferente. Isso acontece porque a conjunção, no português, mas
também em uma série de outras linguagens naturais, tem uma ideia de concatenação temporal.
Nesse caso, as sentenças poderiam ser reescritas como “X (aconteceu), e depois Y (aconteceu)”.
Mas a lógica clássica é atemporal; seus argumentos lidam com proposições cujo valor de verdade
é absoluto e não faz menção a tempo, ao menos em sua estrutura.
Nesse caso, somos deixados com (pelo menos) duas alternativas. É possível defender que há
mais de uma conjunção, com propriedades distintas, expressa pelo “e”. Em cada tradução, seria
necessário definir um novo conectivo para simbolizar a conjunção não-comutativa e, em cada
tradução, passar por um processo de desambiguação, decidindo qual o sentido do “e” expresso
por aquela ocorrência. Outra alternativa, talvez mais atraente, seria a proposta griceana de
julgar que o “e” é mesmo expresso por um conectivo verofuncional (que pode ser o “∧”), e
que sua suposta não comutatividade não se deve a ele mesmo, mas a implicaturas presentes
no discurso ordinário. Seria possível inferir, da tendência natural de nosso discurso a preservar
uma ordem temporal, que o “e”, justamente pela equivalência com a asserção de seus dois
componentes, carregasse essa tendência que vemos em “X. Y ” - isto é, a tendência de que os
acontecimentos narrados em Y venham depois dos acontecimentos narrados em X.
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A conjunção nos interessa apenas enquanto exemplo de possível dificuldade de tradução.
Passemos, agora, ao caso principal: a implicação material. Atentando à definição verofuncional,
notamos que, no braço direito, os componentes se relacionam como os componentes do “∨”,
com um “ou” inclusivo. A diferença é que os componentes dessa disjunção inclusiva são a
negação do antecedente, P , e Q, o consequente. Abaixo, a tabela que relaciona as possíveis






Uma propriedade chave para compreender o funcionamento da implicação material, e tam-
bém algo que suscita dúvidas em alunos que começam engatinhar no estudo da lógica, é o
comportamento representado nas linhas 3 e 4, a saber: que a implicação material é verdadeira
sempre que P , seu antecedente, for falso. Isso permite que sentenças estranhas sejam avaliadas
verdadeiramente. Suponhamos que está chovendo. Nesse caso, a asserção “se faz sol, Deus
existe” é correta, muito embora mesmo os mais devotos dentre nós tendam a desconfiar de seu
valor.
A forma de explicar (ou melhor: justificar) esse comportamento tem sido o apelo ao con-
traexemplo. Imaginemos a seguinte situação dialógica: A e B debatem a asserção “se chove,
então o chão está molhado”. B tenta recusá-la afirmando: “o chão não está molhado”, mas A
não aceita este argumento, afirmando: “mas não está chovendo!”. De fato, a implicação parece
acarretar o consequente apenas quando o antecedente é verdadeiro. A suposição é de que tudo
que não contraria ou falsifica uma asserção a torna verdadeira. Portanto, o “→” corresponderia,
de fato, se formos atenciosos, ao “se (...), então (...)”.
Já a justificativa metasistêmica é que este é o preço a pagar pela verofuncionalidade. Um
conectivo é verofuncional se e somente se sua saída é uma função exclusiva dos valores de
verdade de seus componentes. Ainda que os casos F → Q, onde F é qualquer proposição falsa,
não ocorram no discurso ordinário, é preciso garantir que eles tenham valores bem definidos
para garantir a verofuncionalidade do conectivo. Isto, somado ao argumento acima, completa
a tabela.
Entretanto, o preço a pagar pela verofuncionalidade é alto demais. Definamos, informal-
mente a noção de consequência lógica, expressa por , da seguinte maneira: seja Γ um conjunto
de proposições e seja Q uma proposição. Assim, Γ  Q se e somente se se todo P ∈ Γ for
verdadeiro, Q também será verdadeiro. Verificamos as três seguintes propriedades11:
11As três propriedades são óbvias e seguem diretamente da definição. Por essa razão, omitimos uma eventual
demonstração.
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12. (FA12) P → Q  (P ∧R)→ Q;
13. (T13) (P → Q), (Q→ R)  P → R;
14. (C14) (P → Q)  ¬Q→ ¬P ;
Essas três propriedades se somam a uma lista mais extensa, que ficou conhecida por Pa-
radoxos da Implicação Material, embora não se tratem de paradoxos propriamente, mas de
propriedades contraintuitivas da implicação material. Isto porque, para cada um dos casos,
encontramos argumentos correspondentes inválidos na linguagem ordinária. Consideremos três
exemplos, um para cada propriedade:
15. (Contra FA) Se eu tivesse riscado o fósforo, ele acenderia. Então, se eu tivesse riscado
o fósforo e ele estivesse molhado, ele acenderia15.
16. (Contra T) Se todos os outros candidatos desistissem, João teria conseguido o emprego.
Se João tivesse conseguido o emprego, os outros candidatos teriam ficado desapontados.
Logo, se os outros candidatos tivessem desistido, eles ficariam desapontados (PRIEST,
2008, p. 82).
17. (Contra C) Se Fulano for rico, ele pode jantar lagosta. Logo, se Fulano não pode jantar
lagosta, ele não é rico.
Essas propriedades pouco intuitivas da implicação material foram selecionadas, entre todas
possíveis, porque elas não são válidas apenas para o condicional material, verofuncional, “→”,
mas são válidas também para a implicação relevante, simbolizada por “J”, motivadora dos
sistemas modais de C. I. Lewis (GIRLE, 2003, p.29-30). A implicação relevante, que foi de-
senvolvida justamente para escapar aos “Paradoxos da Implicação Material”, também não dá
conta de certos aspectos do uso dos condicionais na linguagem natural. Portanto, o problema
não é apenas a verofuncionalidade, embora ela certamente tenha de ser abandonada para uma
representação mais fiel da implicação. Há duas alternativas: a primeira consiste em afirmar
que não há conectivo possível que represente nosso uso de “se (...), então (...)” e analisá-lo em
outros termos como, por exemplo, enquanto argumentos. A outra, que veremos agora, é buscar





15Discussão suplementar desse exemplo em (GOODMAN, 1983, p. 8)
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1.2 Modalidades e Quantificação sobre Mundos Possí-
veis
Em seu início, os sistemas de lógica modal eram marcados por duas características: aborda-
gem axiomática e preocupação com a construção de um conectivo mais fiel para a implicação,
simbolizado por “J” (Ibid., p.29). Com o tempo, ambas as características sofreram alterações.
Em primeiro lugar, os holofotes passaram da implicação para as modalidades aléticas: neces-
sidade e possibilidade, simbolizadas por “2” e “3”. Já na forma de abordagem, a semântica
lentamente substituiu a sintaxe após o desenvolvimento da semântica de mundos possíveis ou
semântica de Kripke.
Um modelo de Kripke é uma tripla < M,R, v > que contém um enquadramento (no original,
em inglês, frame), o par ordenado < M,R > onde M 6= ∅ é um conjunto de mundos possíveis
e R é uma relação binária definida nesse conjunto, cuja motivação examinaremos em breve. O
conceito de mundos possíveis já havia aparecido anteriormente no léxico filosófico, especialmente
na obra de Gottfried Leibniz, no início do século XVIII. Grosso modo, mundos possíveis (no
caso proposicional) podem ser encarados como linhas de valoração de uma tabela de verdade.
Cada mundo corresponde a um estado maximal de coisas, a tudo que é o caso16, em algum
caso.
A motivação é que entendêssemos a necessidade como o que é verdadeiro em todos os mundos
possíveis. Por exemplo, consideremos a proposição tautológica “chove ou não chove”. Como
cada mundo possível é um estado maximal de coisas, em cada um deles “chove” será verdadeira
ou falsa; se for verdadeira, a proposição composta também o é; se for falsa, sua negação, “não
chove”, é verdadeira e, portanto, a proposição composta também o é. Assim, dizemos que essa
proposição - bem como todas as tautologias - é necessária: 2 (chove ou não chove).
De modo análogo, a possibilidade é definida como aquilo que é verdadeiro em pelo menos
um mundo possível. Com essas definições, torna-se fácil ver a relação entre os dois operadores
modais: possibilidade é aquilo que não é impossível, ou, simbolicamente: 3P ≡ ¬2¬P . Essa
possibilidade é análoga à relação entre os quantificadores universal e existencial, “∀”, “∃”, o
que não é por acaso: de fato, quando atentamos às nossas definições em um modelo de mundos
possíveis, é fácil ver que a necessidade está definida como uma quantificação universal e a pos-
sibilidade, como uma quantificação existencial.17 Essa natureza quantificacional é fundamental
para entender o comportamento dos operadores modais nas semânticas de mundos possíveis.
A já mencionada relação R ⊆ W ×W , chamada de acessibilidade, descreve propriedades
16Conforme defendido por (WITTGENSTEIN, 2001).
17Na verdade, isso é verdadeiro para a grande maioria das lógicas modais, mas há exceções, como nas lógicas
da demonstrabilidade, onde o comportamento de 2 é mais próximo do quantificador existencial, conforme
apontado por Alexandre Costa-Leite em comunicação pessoal.
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dos operadores modais a partir de imposições que lhe são feitas18. Para w1, w2 ∈ W , w1Rw2
se lê w1 acessa/tem acesso à w219. E, em cada mundo possível, os operadores modais são
interpretados unicamente com relação aos mundos que eles acessam. Os diversos requerimentos
que podem ser feitos em R garantem uma série de propriedades aos operadores. Por exemplo,
se julgarmos que todo mundo acessa a si mesmo - que a relação é reflexiva, portanto -, wRw,
para todo w ∈ W , se seguirá fatalmente que, se algo é verdadeiro, então é possível (em um
mundo possível): w P → 3P .
Parte do sucesso das semânticas de mundos possíveis se deveu à sua intuitividade e infor-
matividade. Embora existam outros sistemas capazes de interpretar lógicas modais, mundos
possíveis nos dão uma ideia do que está acontecendo, uma explicação para a avaliação de as-
serções modais. Resta saber se essas intuições se adéquam ao uso que fazemos dos operadores
aléticos e outros modais.
Novamente, a correspondência não é tão simples. Há uma grande quantidade de exemplos
que não parecem se conformar a essas ideias de possibilidade e necessidade. Dizemos que
“é impossível viajar acima da velocidade da luz” ou que “com as novas medidas adotadas,
a economia necessariamente irá melhorar”, ainda que não seja contraditório viajar acima da
velocidade da luz, nem inconcebível que a economia não melhore com tais e tais medidas.
Uma bem sucedida proposta para adaptar esse tipo de sentença ao instrumental dos mundos
possíveis se deveu, sobretudo, à linguista Angelika Kratzer (KRATZER, 1977). Kratzer propôs
que os operadores modais funcionariam de fato como quantificadores sobre mundos possíveis,
mas não sobre todos os mundos possíveis. Além das propriedades formais da relação de acessi-
bilidade, o contexto geralmente determina o conjunto dos mundos relevantes para consideração.
Isso é análogo ao caso quantificacional: se dois indivíduos A e B estão olhando uma matilha de
cães e A fala: “todos os cães são marrons!”, B certamente não entenderá que A julga que todos
os cães do mundo são marrons, mas que todos os componentes daquela matilha o são. Isto é, o
contexto determina o domínio quantificacional da estrutura de primeira ordem mais adequada
para interpretar a asserção - nesse caso, o domínio é a matilha que ambos enxergam.
Nos dois exemplos que vimos, seria razoável identificar a impossibilidade com impossibi-
lidade física (ou melhor: impossibilidade de acordo com as nossas leis físicas). Isso pode ser
feito reconhecendo que o contexto determina que o conjunto de mundos para interpretar cor-
retamente a asserção é o conjunto dos mundos onde valem as mesmas leis da física que valem
no nosso mundo. Outra alternativa seria definir um outro operador modal para uma categoria
particular de necessidade: necessidade física. Assim, poderíamos adotar algo do tipo: 2fP é
verdadeiro (em um mundo possível w) se e somente se P é verdadeiro em todo w∗ acessível a
w e que compartilha suas leis físicas. Já no segundo exemplo, a quantificação está restrita às
18Pode-se argumentar que ela é a grande inovação introduzida por Kripke na ideia de mundos possíveis; é o
que garante uma funcionalidade a seu aparato semântico que não poderia haver no modelo leibniziano.
19Ou, informalmente, “vê” w2.
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leis da economia, caso exista algo assim, e o mecanismo é, em termos gerais, o mesmo.
Essa modalidade de quantificação restrita parece uma boa candidata para modelar o con-
dicional contrafatual à maneira de um operador modal binário com quantificação restrita. A
ideia aponta na direção que posteriormente levou à análise mais aceita e foi desenvolvida no
próprio livro de Lewis. A intuição é a seguinte: consideremos o condicional contrafatual bas-
tante simples: “se eu tivesse riscado o fósforo, ele teria acendido”. Vamos assumir a implicação
pragmática de que o fósforo não foi riscado e que, portanto, “o fósforo foi riscado” é falsa em
@, que denotará o mundo atual. Podemos interpretar a afirmação como dizendo: nos mundos
w onde o “o fósforo foi riscado” é verdadeiro, também é verdadeiro que “o fósforo acendeu”.
É evidente, no entanto, que isso não pode abarcar todos os mundos, invariavelmente. Há
mundos onde o fósforo foi riscado, mas ele estava molhado, bem como há mundos onde ele
foi riscado, mas não havia o oxigênio necessário para combustão. Buscamos um conjunto de
mundos que escolha apenas os mundos relevantes. A pergunta que se faz é: há um conjunto
desse tipo que seja único para determinar o operador contrafatual? Colocando o carro na
frente dos bois, a resposta é negativa. Veremos o motivo. Antes de mais nada, definamos nosso
conectivo:
Definição 1. P  Q é verdadeiro em w se e somente se em todo w∗ ∈ S onde P é verdadeiro,
Q também é verdadeiro.
Definimos S ⊆ W como o conjunto relevante em questão20 . O símbolo escolhido, usado por
Lewis, traz consigo a ideia de que o operador do condicional contrafatual se comporta como
uma quantificação universal em um conjunto restrito de mundos possíveis. Isso dá margem,
evidentemente, para que se defina também um análogo existencial, questão que examinaremos
mais à frente. De todo modo, consideremos a cadeia de exemplos proposta por Lewis:
Exemplo 1.2.1.
1. Se o motorista tivesse freado o carro, o atropelamento não teria ocorrido.
2. (Mas) se o motorista tivesse freado o carro e o chão estivesse molhado, o atropelamento
teria ocorrido.
3. (Mas) se o motorista tivesse freado o carro, o chão estivesse molhado e o pneu estivesse
furada, o atropelamento não teria ocorrido.
4. etc.
Todos os condicionais contrafatuais na sequência parecem ser verdadeiros. No entanto, não
é isso que a análise do operador como um quantificador uniformemente restrito sobre mundos
possíveis diz. Consideremos a forma dos exemplos:
20É evidente que, no caso em que S = W ,  colapsaria em 2(P → Q). De fato, essa é uma das definições
do condicional relevante “J” (GARSON, 2013, p. 114).
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Exemplo 1.2.2.
1. P  Q
2. (P ∧R1)  ¬Q;
3. ((P ∧R1) ∧R2)  Q
Dado que o operador se comporta como um quantificador universal restrito, todos eles devem
ser avaliados sobre um mesmo conjunto de mundos. Se o primeiro condicional é verdadeiro,
então em todos os mundos desse conjunto onde P é o caso, Q também o será. No entanto, (P ∧
R1), em particular, e (P ∧R), para qualquer proposição R, em geral, determinam subconjuntos
do conjunto selecionado. Deste modo, se 1 é verdadeiro, 2 fatalmente é falso: já que deve ser o
caso que (P ∧R1)  Q, e assim por diante.
A única forma de solucionar esse dilema dentro da análise proposta seria assumir que entre
cada um dos exemplos há uma mudança contextual que altera o conjunto de mundos relevante.
Essa proposta é desagradável porque não parece haver qualquer mudança contextual - a lista de
condicionais poderia ter sido asserida por duas pessoas, em uma conversa comum, assumindo,
portanto, um contexto conversacional compartilhado. Entretanto, é nessa ideia que reside a
chave para o problema: é preciso, em cada caso, considerar um conjunto diferente. A quanti-
ficação universalmente restrita não serve; é preciso adotar uma quantificação variavelmente
restrita.
Por quantificação variavelmente restrita entendemos que cada caso determinará um con-
junto de mundos. Duas questões precisam ser feitas: em primeiro, que conjunto é esse (a que
intuição ele corresponde)? Em segundo, o que, nos condicionais, o determina? Para respon-
der a primeira, pensemos em um exemplo concreto: “se eu tivesse riscado o fósforo, ele teria
acendido”. É fácil ver que isso não pode ser o caso em todos os mundos possíveis: há mundos
em que o fósforo está molhado e também há os que não há o oxigênio necessário para combus-
tão. Em ambos mundos, mesmo quando risco o fósforo, ele não acende. O que fazemos para
desconsiderá-los? Assumimos que o conjunto relevante é aquele em que o fósforo foi riscado,
e tudo o mais continua igual - isto é, que, como no nosso mundo, há oxigênio necessário na
atmosfera e o fósforo está seco. Argumentos com premissas ocultas são chamados de “enti-
meméticos”, e, analogamente, podemos enxergar a informação subjacente em um condicional
dessa família pela mesma alcunha (PRIEST, 2008, p. 83). Outra forma de ver o problema é
postular uma cláusula Ceteris Paribus, isto é, que o antecedente seja verdadeiro e tudo o mais
seja mantido constante.
Aqui a referência ao Teste de Ramsey já deve ter ficado clara. O teste exigia que fizéssemos
a revisão mais conservadora possível para acomodar o antecedente; isto é, que alterássemos
a base de crença original o mínimo possível, incluindo nela o antecedente. Selecionaremos os
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mundos em que (i) o antecedente vale e (ii) são suficientemente próximos do nosso mundo.
Isso não significa que a única proposição alterada é o antecedente. Será preciso rever além do
caso óbvio das proposições moleculares que o envolvem de alguma maneira. Por exemplo: se
não risquei o fósforo, é certo que os neurônios motores que comandam o movimento da minhas
mãos não foram ativados de maneira S no tempo T . Nos mundos em que risquei o fósforo,
esses neurônios foram ativados. E assim, de maneira similar, para uma série de outras coisas.
O princípio que guia a escolha dos mundos é uma relação entre triplas de mundos possíveis.
Essa relação foi classificada de algumas formas: entre elas, proximidade, similaridade etc.
Esses conceitos são notoriamente vagos - um chimpanzé é mais similar a um humano, por ser
um primata e um mamífero, ou a uma cobra, por ser um ser vivo carente da capacidade da
linguagem? - e aplicá-los aqui não será fácil. No entanto, Lewis argumenta (LEWIS, 1973a,
p. 91), o condicional contrafatual também é notoriamente vago, de modo que isso pode ser um
ponto positivo para sua análise.
A segunda pergunta é relevante para a resolução da cadeia de contrafatuais do exemplo
anterior. Sabemos que (P ∧R)  Q não pode ser averiguado em um subconjunto do conjunto
de mundos em que averiguamos P  Q. A única diferença nos condicionais é seu antecedente;
portanto, é possível concluir que o conjunto de mundos possíveis relevantes é uma função do
antecedente. Isso é bastante intuitivo: o antecedente cifra todas as mudanças que teriam de
ser feitas no mundo atual para que - caso o contrafatual seja verdadeiro - o consequente se
seguisse. “Acrescentar” mudanças, por meio da expansão do consequente, não significa tornar
menor nosso conjunto de mundos em consideração; significa, pelo contrário, fazer uma escolha
que busca outros mundos possívels. Mundos que talvez fossem desconsiderados na avaliação
de P  Q. Essa propriedade explica porque (FA) não vale nos contrafatuais: ela só valeria
se o consequente não alterasse o conjunto relevante. Sem essa garantia, o princípio indesejável
desaparece.
Outro parâmetro na seleção do conjunto relevante é, evidentemente, o mundo de onde o con-
trafatual está sendo proferido. Ao avaliar um contrafatual, não consideramos qualquer cenário
em que o antecedente valha, mas tão somente cenários próximos do nosso mundo; cenários que
preservam quase tudo o que é verdadeiro acerca dele. Portanto, é natural pensar nesse conjunto
como determinado funcionalmente pelo par < w,A >, onde w ∈ W é o mundo possível de onde
o condicional é asserido e A é o antecedente. É possível designá-lo explicitamente assim, através
de uma função inscrita na semântica, e de fato foi isso que Robert Stalnaker fez, chamando-a
de função seletora. Uma função seletora que se adequasse ao que foi dito até aqui seria definida
como f : W × For(L) → S, onde W é o conjunto de mundos possíveis, For(L) é o conjunto
de fórmulas da linguagem e S ⊆ W . A definição dada por Stalnaker é um pouco diferente e as
razões disso serão examinadas mais adiante.
A análise de Lewis optou por caracterizar a seleção pelo que ele chamou de esferas de
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similaridade (ou proximidade). As esferas funcionam da seguinte maneira: para cada mundo
possível, a despeito de qualquer contrafatual, há uma escala de similaridade em relação aos
outros mundos. Há mundos mais e menos próximos e, argumenta-se, há mundos igualmente
próximos. Para codificar essa ideia, definimos um sistema de esferas, i.e. um conjunto de
subconjuntos de W aninhados, de modo que, quanto menor a esfera, mais similares ao centro








Figura 1.1: Diagrama ilustrando o conceito de esferas de similaridade. As esferas estão marca-
das por Si, i ∈ {1, 2, 3}. Os demais mundos (além do centro, i) são representados por wj, com
j ∈ {1, 2, 3}. No exemplo, temos que: S1 = {i}, S2 = {i, w1, w2} e S3 = {i, w1, w2, w3}.
Denotaremos o sistema de esferas por $i, onde i é uma variável que percorre mundos pos-
síveis. É evidente que cada mundo possível precisará de um sistema de esferas que caracterize
a similaridade dos demais com relação a ele. Assim, há tantos $i’s quanto membros de W .
(LEWIS, 1973a, p.14) postulou quatro condições formais mínimas para que o sistema de esfe-
ras caracterizasse aquilo que ele pretendia. São elas:
Definição 2.
1. Centramento: {i} ∈ $i;
2. Aninhamento: Para todos J, S ∈ $, J ⊆ S or S ⊆ J ;
3. Fechamento sob uniões: Para todo S ⊆ $i, ⋃S ∈ $i;
4. Fechamento sob intersecções não vazias: Para todo S ⊆ $i e S 6= ∅: ⋂S ∈ $i.
O centramento garante que todo mundo seja mais similar ou próximo de si do que qualquer
outro. Aninhamento acarreta que a intersecção entre duas esferas do sistema seja sempre a
esfera menor, garantindo que qualquer par de mundos w1, w2 é comparável a i, já que um
deles estará numa esfera mais interior (ou estarão na mesma, caso em que são considerados
igualmente similares). Os dois fechamentos são auto-explicativos e só são evocados para alguns
casos com quantidades infinitas de mundos.
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A partir dessa estrutura é possível eleger preliminarmente alguns candidatos a definição do
condicional contrafatual. A partir de agora, abreviamos por “mundo-P”, onde P é qualquer
variável, um mundo w tal que P é o caso em w. Podemos dizer que:
Definição 3.
1. P  Q é verdadeiro em i se e somente se em todos os “mundo-P” no menor S ∈ $i que
contém “mundo-P”, Q é o caso.
2. P  Q é verdadeiro em i se e somente se P → Q é o caso em todos os mundos no
menor S ∈ $i que contém “mundo-P”.
De acordo com o que foi visto até agora, é fácil ver que ambas são equivalentes. A demons-
tração é trivial. Vamos denotar “P é verdadeiro em w” por w P e chamar de S o menor
membro de $i com pelo menos um mundo v tal que v P . Suponha, ademais, que P  Q é
verdadeiro em i. Temos que, para todo w ∈ S, w P ou 6w P . Se w P , como o condicional
é verdadeiro, por 1 temos que w Q (donde w P → Q e o condicional também é verdadeiro
por 2). Por 2, temos que w P → Q, donde, por modus ponens, se segue w Q e o condicional
também é verdadeiro por 1. Se, caso contrário, 6w P : segue-se diretamente que w P → Q,
compatível com qualquer valor que se dê à Q.
Lewis opta pela segunda definição, tanto pela elegância, quanto porque ela ressalta a ligação
entre a implicação material e o condicional contrafatual. Se informamos as duas foi tão somente
porque elas irão divergir nas extensões que iremos considerar. Além do mais, considerações
sobre a natureza da relação de proximidade entre mundos possíveis tornarão outros ajustes
necessários.
Com essas definições em mãos, podemos voltar aos três princípios que eram indesejáveis
em condicionais contrafatuais: FA, T e C. Nenhum deles será válido nesta análise. Seguem-se
contraexemplos diagramáticos - da mesma forma que o anterior, com o acréscimo de proposições,
que são representadas por círculos coloridos que representam os mundos possíveis em que elas
são verdadeiras -que ilustram em que casos cada um deles poderia falhar:










Figura 1.2: Diagrama ilustrando um contraexemplo para (FA).
Nesse diagrama, temos que P  Q. Por FA, deveria valer P ∧ R  Q. No entanto, a
menor esfera que contém mundos onde P ∧ R é verdadeira é S3 e ela contém um mundo que








Figura 1.3: Diagrama ilustrando um contraexemplo para (T).
Nesse diagrama, temos que P  Q e Q  R. No entanto, não vale P  R porque a
menor esfera que contém mundos onde P é verdadeiro, S3, contém um contraexemplo: o mundo
w2, onde P é verdadeiro e R, não.









Figura 1.4: Diagrama ilustrando um contraexemplo para (C).
Finalmente, nesse diagrama, vale P  Q, mas ¬Q ¬P não é o caso: a menor esfera
que contém mundos onde ¬Q é verdadeiro, S3, tem um mundo, w3, onde vale P . Portanto, não
é o caso que ¬Q ¬P .
1.3 Proximidade entre Mundos Possíveis
O núcleo duro da semântica dos contrafatuais proposta por David Lewis é a relação de
proximidade entre os mundos. Até agora, usamos mais ou menos alternadamente os termos
“proximidade” e “similaridade” - isto não é por acaso, caracterizar ao que exatamente cor-
responde essa relação tem sido um problema desde sua proposição. O termo “proximidade”
mantém uma certa neutralidade; não diz o que torna um mundo possível mais próximo ou
distante, só afirma que há essa distância e que ela está codificada pelo sistema de esferas.
O Teste de Ramsey exigia que se alterasse o mínimo possível a base de crença original. A
relação proposta por Lewis tenta fazer o mesmo, eximindo-se da tarefa árdua de quantificar as
diferenças. Não é preciso que enumeremos as proposições diferentes nos mundos considerados,
basta saber seu ponto relativo na escala. De todo modo, não é claro que isso elimine as dificul-
dades. Um dos melhores candidatos para interpretação adequada é a noção de similaridade -
mundos possíveis se encontram mais próximos uns dos outros porque são mais similares. Não é
surpreendente que isso traga vagueza para semântica. Similaridade é um conceito notoriamente
vago, em parte devido sua alta sensibilidade contextual.
Há bastante discussão na filosofia da linguagem e semântica formal sobre como interpretar
termos vagos. Como determinar quantos fios de cabelo caracterizam um careca e quantas
pedras caracterizam um monte. No entanto, a vagueza da similaridade não parece de mesma
natureza. Os casos clássicos de termos vagos geralmente possuem polos bem caracterizados -
dez mil pedras certamente caracterizam um monte, assim como uma só não é suficiente. No
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caso da similaridade, o contexto determina relações inteiramente diferentes. Isso faz sentido se
abandonarmos o ideal absoluto e entendermos a relação como similaridade com respeito a algo.
Comparamos trincas de objetos porque queremos saber sua semelhança sob um determinado
aspecto. No exemplo dado na última sessão, afirmei que poderíamos julgar um chimpanzé mais
próximo de um ser humano do que de uma cobra, por serem ambos mamíferos. Por outro lado,
o chimpanzé poderia estar mais próximo da cobra se olhássemos pela ótica da competência
linguística: nenhum dos dois, cobra e chimpanzé, tem a capacidade linguística do ser humano
e, assim, podem ser considerados mais próximos um do outro do que de um humano. A chave
para compreender a relação de similaridade é justamente essa: é preciso um critério para julgá-
la. Esse critério geralmente está implícito, definido pragmaticamente. O par de exemplos que
segue, célebre na literatura sobre contrafatuais21, dá evidência de porquê pode uma relação
desse tipo pode ser interessante para caracterizar contrafatuais, afinal:
Exemplo 1.3.1.
1. Se César tivesse comandado tropas na Guerra da Coreia, ele teria usado a bomba atômica.
2. Se César tivesse comandado tropas na Guerra da Coreia, ele teria usado catapultas.
Constatamos, em primeiro lugar, que, sem entrar no mérito da verdade do que está sendo
dito - que envolveria discutir a personalidade militar de César etc. - de que ambos os contra-
fatuais poderiam ser simultaneamente verdadeiros. Não são contrários, mesmo que ninguém
acredite que César usaria tanto catapultas quanto bombas atômicas se tivesse lutado na Guerra
da Coreia. Após ter discutido a sensibilidade contextual, é fácil explicar a razão disso: cada
um dos contrafatuais é verdadeiro em uma resolução diferente da similaridade; i.e. quando o
critério é diferente. No primeiro, o ponto relevante na comparação é a personalidade de César,
sua suposta agressividade e falta de escrúpulos; no segundo, o que está em questão é o arsenal
militar que César teve disponível durante sua vida. Há múltiplos exemplos de pares de contra-
fatuais que parecem se contradizer, mas podem ser explicados com uma mudança contextual
adequada. Por exemplo:
Exemplo 1.3.2. (GOODMAN, 1983, p. 15)
1. If New York City were in Georgia, then New York City would be in the South.
2. If Georgia included New York City, then Georgia would not be entirely in the South.
21(LEWIS, 1973a) o atribui a Quine, sem fazer referência a uma obra.
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Mas, se há razão para o otimismo em relação à similaridade, também há razões para suspeita.
Uma das primeiras críticas feitas à semântica de Lewis veio de Kit Fine (FINE, 1975), em uma
resenha de “Counterfactuals”. Ele levantou o que julgou ser um contraexemplo para proposta
lewisiana. Segundo seu contraexemplo, a similaridade como critério relevante no esquema
proposto avaliaria contrafatuais incorretamente. O cenário proposto: consideremos a situação
contrafatual em que Nixon tivesse lançado a bomba atômica durante a Guerra Fria. Há dois
cenários possíveis: no primeiro, a bomba explode, matando milhões; a Rússia retruca, matando
mais outros milhões. O fim do filme é um cenário de terra arrasada, onde a população mundial
sofreu um severo decréscimo e a radiação se espalhou pelo planeta. Esse cenário é muito
diferente do atual, em que a bomba não foi lançada. Agora, a outra alternativa: Nixon aperta
o botão vermelho, mas uma falha mecânica - um milagre, talvez - é responsável pelo não
lançamento da bomba. Ele se acalma, reconsidera a decisão anterior e opta por não lançar a
bomba. Nesse cenário, a bomba não é lançada e, salvo por pequenas diferenças, tudo permanece
como estava. É um cenário bastante similar ao nosso. Portanto, Fine ratifica que o seguinte
condicional, obviamente falso, deve ser verdadeiro segundo a análise de Lewis:
Exemplo 1.3.3. Se Nixon tivesse lançado a bomba, nada teria acontecido.
A generalização é que qualquer situação contrafatual que envolva uma mudança substantiva
em uma grande porção do mundo será julgada falsa pela teoria de Lewis, o que é obviamente
indesejável. Para responder a essa dificuldade, Lewis novamente apelou à resolução contextual.
Em seu artigo “Time’s Arrow and Counterfactual Dependence” (LEWIS, 1979), onde aborda
o problema, ele esclarece a relação entre ordem temporal e nossa interpretação padrão da
similaridade no que concerne à seta do tempo e à causalidade.
A maioria dos contrafatuais que asserimos que envolvem fatos localizados no tempo tem
uma relação de precedência do antecedente. O fósforo acende depois - ou simultaneamente, nos
melhores casos - à nossa ação de riscá-lo. Raras são as exceções, os chamados contrafatuais
backtracking, onde o consequente precede o antecedente. Um caso em que isso seria possível:
dois indivíduos não sabem se um terceiro, S, jogou na loteria. Então, um deles assere:
Exemplo 1.3.4. Se S tivesse ganhado o prêmio, então ele teria jogado na loteria.
É claro que Tjogar < Tganhar. Aceitamos esse caso não porque vencer o prêmio cause a aposta
- causalidade não é necessária para contrafatuais - , mas porque ganhar o prêmio é evidência
suficiente para inferir que a aposta foi feita. Selecionando um conjunto relevante de mundos
possíveis, poderíamos inclusive afirmar que é necessário - i.e. é verdadeiro em todos os mundos
possíveis - que (ganhou→ jogou).
De todo modo, contrafatuais backtracking são raros e o desafio de dar resposta ao contrae-
xemplo de Fine permanece. Lewis sugere que (i) há uma resolução usual para similaridade no
que diz respeito à orientação temporal e ao peso das diferenças e que (ii) essa resolução é o caso
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a não ser que o contexto exija algo diferente. Casos de backtracking são exemplos de momentos
em que o contexto faz essa exigência de uma interpretação não ortodoxa da similaridade. Não é
preciso nem sequer que algo seja explicitamente postulado; em geral, a comunicação cooperativa
se caracteriza pelo princípio de caridade: o indivíduo que escuta o contrafatual irá buscar um
contexto que o torne verdadeiro com mais empenho do que busca falseá-lo. Em última análise,
contrafatuais na conversação são quase tautológicos.
Definição 4. (LEWIS, 1979) Tomando um mundo atual, @, e um par de mundos possíveis
w1, w2, dizemos que w1 é mais similar do que w2 a @, na interpretação ortodoxa/usual, quando:
1. w2 contém um grande milagre e w1 não;
2. w1 se parece com @ por mais tempo do que w2;
3. w2 contém mais milagres do que w1;
4. w1 tem um grau de similaridade imperfeita a @ maior do que w2
É preciso fazer uma pausa e explicar alguns dos conceitos postos na mesa. Em primeiro
lugar, o que salta aos olhos é o uso desimpedido da ideia de “milagre”. Em um primeiro
momento, parece escandaloso que uma semântica formal séria apele para conceitos esotéricos
como esse. Mostraremos que não se trata de algo tão estranho quanto se possa pensar.
Podemos associar a cada mundo possível w um conjunto L de leis. Essas leis, que podem
ou não ser determinísticas, regulam uma série de acontecimentos no mundo. Já vimos anteri-
ormente que o conceito de lei pode ser útil na definição de subespaços modais: podemos falar,
por exemplo, em necessidade física, com a quantificação restrita a mundos que compartilham as
leis físicas com o atual. O caso que coloca um problema para os contrafatuais é, evidentemente,
o de um conjunto de leis determinísticas. Suponhamos que aposto em um número - 42 - em
uma roleta, mas o resultado é 39 e, portanto, perco a aposta. Quero considerar o caso em que
ganhei a aposta, e afirmo:
Exemplo 1.3.5. Se a roleta tivesse parado na casa 42, eu teria comprado um iate.
O problema óbvio é que o conjunto de fatos que descreve o mundo em TA, o momento em que
a roleta começa a girar, determina todos T ′s subsequentes, de modo que é impossível (para um
mundo que compartilhe o conjunto de leis, L, e a disposição dos objetos em algum T anterior a
TA) que a roleta pare em outro número qualquer. Aí entra o conceito de milagre: um milagre
é simplesmente um acontecimento qualquer que, dado o estado do mundo @ em um instante
T , acrescido de seu conjunto de leis L, não poderia ocorrer, mas ocorre em outro mundo, w. É
claro que milagres são definidos com relação a outros mundos; fossem definidos para o próprio
mundo, haveria a pena de tornar a noção de lei inconsistente e, enfim, inútil. Essa é a opinião
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de Lewis e Bennett, mas é possível argumentar, na direção oposta, que poderíamos manter um
conjunto L de leis, que determina que, para toda situação S vale P simultaneamente a uma
ocorrência de não−P . Aí estaríamos frente a um conceito paraconsistente de lei, que pode ter
sua utilidade. Por ora, deixamos esse debate de lado.
O desafio aqui é entender o sentido da noção de situação contrafatual quando se é constran-
gido pelas leis. Quando nos referimos a um cenário em que Nixon apertou o botão ou a roleta
parou em outro número, usualmente queremos apenas saber o que se seguiria diretamente disso.
Se o evento antecedente veio a ocorrer de forma razoável, não exigimos maiores esclarecimentos.
Se para o raciocínio contrafatual fosse necessária uma explicação detalhada de como a causa
veio a ocorrer, não seria possível usá-lo com a desenvoltura a que estamos habituados. No
limite, para que a roleta parasse em outro número, teríamos de alterar fatos até o início da
história do universo, e isso não parece compatível com nossas intuições semânticas a respeito
dos contrafatuais. Daí a noção de milagre se torna relevante, desde que seja um pequeno mi-
lagre. Isto é, imaginamos que, no momento de decisão, algo ocorreu no cérebro de Nixon; um
neurônio, por alguma razão qualquer, disparou, e ele tomou uma decisão diferente do que a
que ele atualmente tomou. Não é o caso de pressupor cenários milagrosos muito apartados
da realidade, como um em que ele lança a bomba sob a mira da arma de um agitador que o
sequestrou e o mantém refém.
A intuição que subjaz a isso é a de que, na balança de nossa forma usual de interpretar
similaridade, a identidade perfeita entre dois mundos - i.e. eles corresponderem, por uma fatia
de tempo, exatamente - pesa mais do que a coerência entre seus conjuntos de leis. Um mundo
onde tudo é idêntico até o momento em que algo inesperado ocorre é mais semelhante do que
um onde tudo é parecido, mas sempre há diferenças. Portanto, na resolução usual, vemos dois
mundos idênticos até um momento que precede por um pouco de tempo TA, o instante temporal
em que ocorre o antecedente.
(BENNETT, 2003, p.214), chama esse momento de divergência de rampa e discute seu
comportamento. Segundo ele, o critério 2 de Lewis nos leva a sempre escolher a última rampa
que não exige um grande milagre; isto é, o último momento no tempo em que @ e w podem
divergir sem a pressuposição de uma mudança muito grandiosa. Para ele, esse critério é equi-
vocado e propõe o seguinte contraexemplo: suponha que um indivíduo deixou sua mochila em
um canto enquanto ia ao banheiro. Durante o tempo que esteve longe dela, dois indivíduos,
A e B, passaram por ela e tiveram a oportunidade de roubá-la, tendo desistido no final. Na
situação contrafatual de que a mala tivesse sido roubada, Bennett argumenta, não é o caso que
A ou que B roubaram - qualquer um dos dois poderia tê-lo feito. É claro que, se admitimos o
critério de maximização de identidade temporal, qualquer contrafatual que começasse por “se
a mala tivesse sido roubada” faria referência apenas aos cenários onde o indivíduo que passou
por último pela mala tivesse decidido subtraí-la. Isso porque, para Lewis, devemos maximizar
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o tempo de identidade máxima anterior à rampa. Mas Bennett julga não haver diferença subs-
tancial entre os dois ladrões em potencial: qualquer um poderia ter roubado a mala e, nesse





Figura 1.5: Diagrama ilustrando as duas rampas e o mundo atual, @, em uma linha temporal.
Descartar o critério não nos parece necessário: mais fácil seria atribuir a aceitabilidade do
roubo por A ou B à vagueza da noção de similaridade, que tornaria equivalentes rampas de toda
uma fatia temporal, ao invés de um só instante. Assim, poderíamos admitir que a identidade -
similaridade perfeita - entre os mundos wA, onde A rouba, e wB, onde B rouba, e @ é a mesma,
ainda que, rigorosamente, um tenha mais instantes de coincidência plena com @.
Essa digressão ainda não resolveu o problema proposto por Fine, e agora nos voltamos a
ele. Atentando ao diagrama das rampas, vemos que, após TA, há uma divergência crescente em
relação ao percurso seguido pelo mundo atual. A proposta de Fine é que um segundo milagre,





Figura 1.6: Diagrama ilustrando o problema da reconvergência: TA marca o tempo em que o
antecedente ocorre. Depois de um tempo, algo causa a reconvergência entre um dos mundos
em que o antecedente ocorreu e faz com que ele quase se alinhe novamente a @.
A defesa proposta por Lewis passa pelo nosso entendimento da causalidade. Voltemos ao
exemplo em que Nixon pressiona o botão de lançamento da bomba atômica. No instante que ele
o faz, raios de luz rebatem em seu dedo, uma descarga de adrenalina é liberada, a superfície do
botão é marcada com suas impressões digitais, militares de alta patente são alertados. Todas
essas ações estão feitas e cada uma será semente de um contingente de mudanças que cresce
exponencialmente. Os raios eletromagnéticos que rebateram em seu dedo no momento que ele
apertava o botão já percorrem o espaço; o cérebro de Nixon já formou memórias permanentes
sobre o evento etc. É fácil ver que cada uma dessas mudanças resultará em mais mudanças.
Dado esse cenário, que milagre resultaria na reconvergência? Algo teria de deter os raios de
luz, algo teria de apagar as impressões digitais; o resquício do estresse psicológico teria de sumir
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da cabeça de Nixon, assim como as memórias que ele tinha do evento. Ou seja: não se trata
de um milagre da mesma natureza que o que aceitamos para permitir a ocorrência da situação
contrafatual, mas de uma série de milagres, ou de um grande milagre. Somos remetidos ao
primeiro critério na resolução usual da similaridade: um grande milagre torna qualquer mundo
w2 menos similar a @ do que w1, um mundo igual ao primeiro em tudo, menos na ocorrência do
grande milagre. A conclusão parcial de Lewis é que, pela natureza causal dos processos do nosso
mundo, mundos possíveis com reconvergência não entram na conta da similaridade porque a
reconvergência é causada ou por um grande milagre, que desfaça todas as consequências do
antecedente, ou uma profusão de pequenos milagres. Eles são muito diferentes do nosso para
serem considerados. A conclusão é, grosso modo, de que os mundos considerados são mundos
(i) idênticos a @ até um pouco antes de TA e (ii) divergem (possivelmente pela ocorrência de
um pequeno milagre), e a partir dali seguem as leis como as de nosso mundo.
Leis e fatos
Até o momento, o foco da análise foram os contrafatuais em que - conforme o nome descreve
- expunham cenários que divergiam do atual pela ocorrência de um ou mais eventos. Nixon
pressionava a bomba; a roleta que dava um resultado diferente; César lutando na Guerra da
Coreia. Nada impede, no entanto, que um outro tipo de contrafatual entre em cena.
Exemplo 1.3.6. Se a aceleração gravitacional na Terra fosse dez vezes maior, o peso de Fulano
seria 630 kg.
Em casos como esse, não estamos imaginando mundos possíveis que divergem do atual pela
ocorrência de um evento, mas pelas próprias leis que regem os eventos ali. Supondo que o peso
do Fulano referido, no mundo atual, fosse aproximadamente 63 kg, é fácil ver porque o exemplo
é verdadeiro. Não é simples, contudo, entender como a relação de similaridade seria repensada
nesses casos. Bennett assume que a existência de contrafatuais nomológicos é possível, mas não
vê nenhum padrão claro sobre como a similaridade funcionaria nesse caso (BENNETT, 2003,
p. 227-229).
Algumas perguntas que podemos fazer: (i) os mundos contralegais22 mais similares a @ di-
vergem de seu conjunto de leis durante todo o tempo, ou consideramos, à maneira das divergên-
cias fatuais, mudanças temporárias das leis? (ii) devemos considerar mundos majoritariamente
idênticos ao nosso em termos de eventos, mesmo quando as leis forem diferentes?
Pensar em que valores de verdade atribuiríamos a contralegais concretos pode lançar luz
sobre as resoluções de similaridade que usualmente selecionadas quando os avaliamos. To-
memos o exemplo do peso de Fulano: sabemos que ele é (supostamente) verdadeiro porque
22Mundos que não compartilham com @ o conjunto de suas leis, L. Note-se que mundos onde milagres
ocorrem são, por definição, mundos contralegais.
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tomamos como verdadeira a relação P = m · g. Variamos em nosso modelo apenas o valor
de g, substituindo-o por g∗ = 10g. Esse é um caso fácil porque alteramos apenas o valor de
uma constante, mas o procedimento pode ser generalizado para uma série de casos. De todo
modo, poderíamos aventar uma explicação para ele à luz de uma semântica de mundos possí-
veis, embora essa conciliação possa ser vista uma operação ad hoc para manutenção do nosso
aparato teórico. Com mundos possíveis em jogo, o que faríamos ao manipular as equações é
selecionar mundos onde a relação geral vale, mas a constante tem um outro valor, especificado
no antecedente. Ou seja, a cada mudança em uma lei, tentamos preservar as demais a fim de
reter o máximo possível de nosso sistema. Um procedimento análogo ao holismo proposto na
epistemologia por Quine.
Os fatos constituem um outro problema: com uma aceleração gravitacional dez vezes maior,
é concebível que o mundo fosse muito diferente. As formas de vida que conhecemos, se é que
seriam possíveis, provavelmente não pareceriam nada com aquelas a que estamos habituados.
Como, então, falar de peso de um indivíduo humano, que evoluiu em resposta ao ambiente e
às leis de @? Podemos adotar a estratégia dos milagres, embora, nesse caso, uma mudança de
uma constante física para um só indivíduo, em um momento temporal, pareça ter um enorme
peso na balança da similaridade. Outra alternativa seria ver os contralegais como detentores
de uma estrutura diferente dos contrafatuais ordinários. Ao invés do usual P  Q, teríamos
algo do tipo:
Exemplo 1.3.7. P  (Q→ R)
O que isso significa? Que, em um mundo possível onde a aceleração da gravidade é (P )
10 · g, (Q) Fulano se pesar implica materialmente (R) o resultado de 630 kg. Ao escrevermos
o consequente como uma implicação material, tiramos o peso fatual que o contralegal possuia.
Não precisamos de mundos onde a aceleração é 10 × g e Fulano (e as balanças etc.) existem;
mas apenas da constatação que, caso existissem, dadas as condições, o resultado seria tal e tal.
Pode-se argumentar que o condicional material é muito forte e isso tornaria o consequente falso
em casos onde deveria ser verdadeiro. Nesse caso, poderíamos reformulá-lo:
Exemplo 1.3.8. P  2f (Q→ R)
Isto é: nos mundos onde a aceleração da gravidade é 10 · g é fisicamente necessário (para
aquele mundo) que Fulano se pesar → Resultado de 630 kg. Relembramos aqui que indexamos
operadores modais para comunicar ideias menos gerais de necessidade e possibilidade.
O perigo dessa proposta é aproximar demasiadamente a análise da proposta de Goodman.
Não entraremos nos detalhes de sua teoria, que é bastante complexa, mas resta notar que ela
previa a derivação lógica do consequente, Q, a partir do antecedente P somado a um conjunto
de proposições auxiliares ou co-sustentáveis, S. Formalmente: P, S  Q. Adotanto o teorema
da dedução (caso proposicional), S  P → Q o que é, de certa forma, o mesmo que o exemplo
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anterior. O conjunto S pode ser visto como a proposição que determina o conjunto relevante
de mundos, e o consequente é o mesmo condicional material. Por outro lado, essa semelhança
talvez não seja um demérito para nenhuma das teorias: Lewis já havia notado que a proposta
de Goodman acertava em muitas coisas e outros autores, como Sven Ove Hansson (HANSSON,
1996) destacaram as semelhanças que elas tinham entre si.
1.4 O Condicional “Might”
A discussão sobre o condicional “might” surge de uma expressão idiomática do inglês, mas
pode ser entendida também, talvez com algum prejuízo, ao português. Stalnaker definiu ape-
nas um operador para o condicional contrafatual, que ele denotou por “>”. Lewis, conforme
dissemos, denotou o seu por “”, querendo aludir à modalidade de necessidade e sua forma
quantificacional universal. Essa discussão não foi posta no artigo original de Stalnaker por um
motivo simples: ele julgava que, dado um antecedente qualquer, sempre haveria exatamente
um mundo possível mais próximo do atual. Dessa forma, avaliar um condicional seria o mesmo
que avaliar o consequente (do condicional) nesse mundo possível mais próximo. Formalmente,
isso era feito com uma função seletora f : For(L)×W → W , de pares de fórmulas e mundos
possíveis para um mundo possível.
Formalmente, poderíamos admitir que essa função fosse parcial; isto é, definida apenas para
um subconjunto de seu domínio. Nesse caso, condicionais com pares indefinidos ficariam sem
valor de verdade. Esse não é um problema exclusivo dos contrafatuais: proposições sem valor de
verdade são discutidas em diversos campos da filosofia da linguagem e semânticas formais23. De
todo modo, Lewis forneceu motivos para recusar a ideia de que sempre há um mundo possível
mais próximo bem definido. Como já foi afirmado, seu sistema de esferas seleciona conjuntos
de mundos possíveis e o condicional é verdadeiro apenas quando uma condição se verifica em
todos os membros desse conjunto.
O argumento de Lewis é ilustrado por um exemplo24 e de uma discussão subsequente sobre
a melhor maneira de avaliá-lo. Bizet e Verdi foram célebres compositores de ópera; um francês,
o outro italiano. Sabemos, pela definição do termo, que, caso fossem compatriotas, comparti-
lhariam o país natal. Há uma miríade de casos em que isso se verifica do ponto de vista lógico:
se ambos fossem brasileiros, australianos ou chineses a relação se verificaria. No entanto, há
dois casos que parecem mais próximos da realidade: que ambos fossem italianos, ou que ambos
fossem franceses. Em cada um desses cenários, apenas um nascimento deve ocorrer em um
local diferente de onde de fato ocorreu e esses mundos são mais próximos do atual do que os
demais. Atentemos ao seguinte par de contrafatuais:
23Ver, por exemplo, (READ, 2016).
24Novamente, o exemplo se origina em (QUINE, 1966, p. 15).
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Exemplo 1.4.1.
1. Se Bizet e Verdi fossem compatriotas, eles seriam franceses.
2. Se Bizet e Verdi fossem compatriotas, eles seriam italianos.
Aplicando a semântica proposta por Stalnaker, ou primeiro é verdadeiro e o segundo, falso;
ou o primeiro é falso e o segundo, verdadeiro. Há ainda a possibilidade de nenhum dos dois
ter valor definido, caso em que a função seletora é uma função parcial. Lewis argumenta que
nenhum desses resultados é o correto: ambos devem ser falsos. Isso ocorre porque w1, um
mundo onde Bizet nasceu na Itália, está tão próximo de @ quanto w2, um mundo onde Verdi
nasceu na França. Retrucando o primeiro exemplo, alguém poderia afirmar: “Isso não é o
caso. Se ambos fossem compatriotas, eles poderiam ter nascido na Itália”. Essa resposta não
só sugere que a quantificação universal está correta, mas também que seria possível definir um








Figura 1.7: Diagrama ilustrando o exemplo anterior: S2 contém w1, mundo em que ambos são




1. Se Bizet e Verdi fossem compatriotas, eles poderiam ser franceses.
2. Se Bizet e Verdi fossem compatriotas, eles poderiam ser italianos.
Onde empregamos poderiam ser, Lewis usou might have been. Como em seu condicional
“” o consequente era precedido de “would have been”, ele passou a chamar o primeiro de
condicional “might” e o segundo de condicional “would”. De acordo com o raciocínio proposto na
réplica do debatedor imaginário, ambos devem ser verdadeiros. Há duas maneiras de interpretar
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a sentença conforme esse resultado. A primeira, proposta por Lewis, é que o “might” é uma
expressão idiomática25, isto é, um bloco linguístico cujo sentido se extrai de uma só vez, e
não da composição dos sentidos de suas partes. Assim, a forma linguística “might” caracteriza
um outro operador, semelhante, mas não idêntico ao “would”. Espelhando-se na definição do
primeiro conectivo, utiliza-se o símbolo “” para denotar o novo condicional, que é definido,
como no caso anterior, por uma das seguintes cláusulas:
Definição 5.
1. P  Q é verdadeiro em i se e somente se em pelo menos um mundo − P no menor
S ∈ $i que contém “mundos− P”, Q é o caso.
2. P  Q é verdadeiro em i se e somente se P → Q vale em pelo menos um mundo − P
no menor S ∈ $i que contém “mundos− P”.
Essa solução se adequa bem ao exemplo proposto por Lewis e suas intuições, tornando
verdadeiras as seguintes proposições:
Exemplo 1.4.3.
1. Se Bizet e Verdi fossem compatriotas, eles poderiam ser franceses.
2. Se Bizet e Verdi fossem compatriotas, eles poderiam ser italianos.
3. Se Bizet e Verdi fossem compatriotas, eles seriam italianos ou franceses.
4. Não é o caso que se Bizet e Verdi fossem compatriotas, eles seriam italianos.
5. Não é o caso que se Bizet e Verdi fossem compatriotas, eles seriam franceses.
Além disso, formalmente a definição é bastante adequada, por definir um conectivo definível
por (e vice-versa). Em princípio, só precisamos de um deles na linguagem, definindo o outro
a partir da equivalência P  Q ≡ ¬(P  ¬Q). Por outro lado, perde-se uma propriedade
que foi julgada essencial por Stalnaker e outros autores:
Definição 6. (TEC) Para quaisquer P e Q e w ∈ W , exatamente uma das fórmulas será
verdadeira em w: P  Q ou P  ¬Q.
Como a semântica proposta por Stalnaker seleciona sempre um mundo e mundos possíveis
são maximais, sempre ou será o caso que Q, ou será o caso que ¬Q. Claro que isso implicaria
em valores de verdade para proposições estranhas. Casos como: “se a lua fosse feita de queijo,
eu seria o primeiro ministro do Reino Unido”, ou uma versão com o consequente negado, se-
rão fatalmente verdadeiros, ainda que não haja nenhuma relação plausível entre antecedente
25idiom
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e consequente. Pode-se argumentar, contudo, que nem tudo o que é expressável - e que deve,
portanto, ser verdadeiro ou falso - ocorre na comunicação ordinária. Isso porque há uma série
de pressupostos da comunicação humana que escapam à semântica, além da nossa evidente limi-
tação epistêmica. Talvez um dos dois contrafatuais do exemplo absurdo seja de fato verdadeiro
e nós só não tenhamos condições de dizer qual deles.
Outra saída para o dilema posto pelo “might” é incorporar as intuições sobre valores de
verdade dos exemplos propostos dando uma interpretação epistêmica à partícula “might”,
entendendo-a como um operador epistêmico separado do resto da fórmula, que age sobre ela.
Nesse caso, não entendemos “poderia” como uma possibilidade de fato - uma possibilidade
alética - mas como um marcador de incerteza/crença relativo ao falante. Assim, definimos um
operador modal M , para “might”, da seguinte maneira:
Definição 7. M(P ) é verdadeiro em i se e somente se X ≤ P(P ), para algum X ∈]0, 1]
qualquer, onde P é uma função probabilística, que leva pares de proposições e mundos possíveis
para valores no intervalo supracitado.
Podemos enfatizar o caráter subjetivo dessa avaliação probabilística se atribuirmos a função
de probabilidade a um indivíduo S e sua base de crença. Assim, dizemos apenas que, de acordo
com o conhecimento de S, há uma probabilidade X ≤ P não desprezível de que a proposição
prefixada por might seja verdadeira. No caso condicional, o indivíduo saber as nacionalidades
de Bizet e Verdi pode ser o suficiente para que ele atribua M a cada um dos condicionais (que
eles seriam italianos e que eles seriam franceses). Algo que poderia desequilibrar a balança é a
informação de que a família de Bizet descendia de italianos que migraram para França pouco
antes do nascimento do compositor etc.26 Nesse caso, o valor da probabilidade dos condicionais
se desequilibra e ele opta por um deles.
Outra forma de entender o operador M seria interpretá-lo a partir de uma modalidade
alética como a possibilidade. Dessa forma:
Definição 8. M(P ) é verdadeiro em i se e somente se 3(P  Q) é verdadeiro em i.
Ou seja, se o condicional contrafatual é verdadeiro em algum mundo possível27. Nesse
caso, trata-se de uma possibilidade absoluta. Ou seja, por mais que entre o par Bizet-Verdi,
um seja verdadeiro e o outro, falso; há algum mundo possível em que o contrário é o caso.
Tomar o M como possibilidade em geral talvez seja muito forte, porque certamente há mundos
possíveis onde Bizet e Verdi nasceram na Polônia e isso, somado ao centramento28 implica que
a proposição expressa pela sentença seguinte seria verdadeira:
26Essa “informação” é meramente ilustrativa.
27Desconsideraremos particularidades das modalidades aléticas em semânticas de mundos possíveis. Essa
condição corresponde, grosso modo, à de S5, onde 2P é verdadeiro quando P é o caso em todos os mundos e3P quando P é verdadeiro em pelo menos um.
28Que todo mundo possível é mais próximo de si do que qualquer outro.
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Exemplo 1.4.4. Se Bizet e Verdi fossem compatriotas, eles poderiam ser poloneses.
Lewis considerava que isso deveria ser falso e avalio que seu julgamento é correto. De todo
modo, se aceitamos centramento e essa interpretação de “might”, o condicional prefixado por
ele se seguirá diretamente da possibilidade da conjunção: 3(P ∧Q) M(P  Q)
Teorema 1.4.1. 3(P ∧Q)  M(P  Q)
Demonstração: Seja @ um mundo possível tal que @ 3(P ∧ Q). Nesse caso, pela
interpretação usual de possibilidade, há um mundo possível w tal que w (P∧Q). Pela semântica
da conjunção: w P e w Q. P  Q será o caso em w se Q valer em todos membros da esfera
S ⊆ $w que é a menor esfera que contém P -mundos. Por centramento, w é o mundo mais
próximo de si mesmo, e, em particular, o mundo mais próximo de si mesmo onde P é o caso.
Portanto, S = {w}. Como w Q, w P  Q. Pela definição de 3, w∗ 3(P  Q) para todo
w∗ ∈ W e, em particular, para @: @ 3(P  Q).
Dessa maneira, o operador se torna muito abrangente e certamente pouco tem a ver com o
contrafatual em questão. Há ainda um argumento, formulado por Lewis, que buscava mostrar
que a leitura epistêmica produzia resultados incorretos. Considere-se o cenário em que o bolso
da calça de um indivíduo S não continha moedas, mas S não sabe disso. Um grupo de pessoas
que inclui S discute uma gorjeta mas, antes que S pudesse procurar em seu bolso, outra pessoa
paga a quantia e resolve o problema. S afirma: “se eu tivesse procurado no meu bolso, é
possível que tivesse encontrado as moedas (que precisávamos para pagar a gorjeta)”. Lewis
argumenta que a proposição expressada por essa sentença deve ser falsa: não é possível que ele
encontrasse simplesmente porque não havia moedas no bolso. Não se pode encontrar o que não
há e, de acordo com o critério de similaridade, é razoável supor que os mundos mais próximos
não proverão moedas ao bolso de S.
Há ainda outras propostas para a interpretação correta do “might”. De todo modo, se
aceitarmos a definição de “would” - o condicional contrafatual - dada por Lewis, teremos um
condicional de natureza quantificacional universal. Desse fato meramente formal, segue-se que
é possível definir um existencial a partir dele, da forma usual. Portanto, podemos ter “”
ainda que não julguemos que ele dá a interpretação semântica mais adequada para sentenças
com “might have been”. Usaremos o conectivo desta forma, mantendo-nos agnósticos para
a interpretação, ainda que a leitura de Lewis nos pareça favorável. Mais adiante, quando
discutirmos contrapossíveis, a equivalência ¬(P  ¬Q) ≡ P  Q será posta em questão, o
que pode favorecer o caso de P  Q como interpretação adequada de “might”.
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Capítulo 2
Modelos Formais para Contrafatuais
Neste capítulo, definiremos as linguagens formais para contrafatuais, especificaremos seus
modelos, mostraremos a equivalência ou semelhança de algumas das definições e, por fim,
discutiremos algumas propriedades ou suposições dessas teorias e meios de confrontá-las com
nossas intuições linguísticas.
Linguagem
Definição 9. O conjunto de símbolos L que constitui a linguagem contém exatamente:
1. Um estoque enumerável de variáveis proposicionais: P = P0, P1, · · · . Usaremos outras
letras maiúsculas - Q, R - somente como abreviação.
2. Os conectivos lógicos proposicionais usuais: ∧,∨,¬,→. Qualquer conjunto suficiente
deles.
3. Os operadores modais e conectivos contrafatuais: .
4. Os parêntesis: ’)’, ’(’
Definição 10. Definimos o conjunto For(L) de fórmulas da linguagem recursivamente, pelas
seguintes cláusulas:
1. Qualquer variável proposicional Pi é uma fórmula. As fórmulas caracterizadas por esta
cláusula são chamadas atômicas; as demais são moleculares.
2. Se φ é uma fórmula, então (¬φ) é fórmula.
3. Se φ e ψ são fórmulas, então (φ ∨ ψ), (φ ∧ ψ), (φ→ ψ) e (φ ψ) são fórmulas.
4. As cláusulas acima definem todas as fórmulas.
Observações: omitiremos parêntesis exteriores ao escrever fórmulas. Fórmulas arbitrárias
serão designadas, em abreviação, por letras gregas: φ, ψ, γ como acima.
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Proposições e Modelos
Definição 11. Um enquadramento para uma lógica de contrafatuais é um par ordenado
< W, {$i : i ∈ W} > em que W 6= ∅ é um conjunto de mundos possíveis e {$i : i ∈ W} é uma
família de sistemas de esferas indexados pelos membros de W . Cada $i é tal que $i ⊆ P(W ),
isto é, um subconjunto do conjunto potência de W .
Definição 12. Um modelo M para uma lógica de contrafatuais é uma tripla < W, {$i : i ∈
W},>, onde < W, {$i : i ∈ W} > é um enquadramento e : P → P(W ) é uma função
que atribui conjuntos de mundos possíveis a fórmulas atômicas. Intuitivamente, uma fórmula
atômica será verdadeira exatamente nos mundos possíveis atribuídos por 1.
Denotaremos w ∈ (φ) por w φ, que será lido como φ é verdadeira em w. Nos casos
em que w 6∈ (φ), escreveremos 6w φ e lemos como φ não é verdadeiro em w ou φ é falso
em w. A função valoração é definida primitivamente para as fórmulas atômicas e estendida
recursivamente de acordo com:
Definição 13.
1. w ¬φ se e somente se 6w φ.
2. w (φ ∧ ψ) se e somente se w φ e w ψ.
3. w (φ ∨ ψ) se e somente se w φ ou w ψ.
4. w (φ→ ψ) se e somente se 6w φ ou w ψ.
5. w (φ ψ) se e somente se
Existe S ∈ $w e v ∈ S tal que v φ e para todo u ∈ S, 6u φ ou u ψ,
ou se para todo S ∈ $w e todo v ∈ S, 6v φ.
Definição 14. Seja Γ ⊆ For(L) e φ ∈ For(L). Dizemos que φ é consequência lógica de Γ,
denotado por Γ  φ, se e somente se, para todo modelo de lógica contrafatualM e todo w ∈ W
tal queM w ψ para toda ψ ∈ Γ, é o caso queM w φ.
Definição 15. Dizemos que φ ∈ For(L) é logicamente válida se e somente se φ é con-
sequência lógica de ∅, i.e. o conjunto vazio de premissas.
1Há algumas maneiras diferentes - mas equivalentes - de definir a valoração. Aqui, seguimos (FITTING;
MENDELSOHN, 2012). Outras definições podem ser encontradas em (CARNIELLI; PIZZI, 2008) e (BLACK-
BURN; BENTHEM; WOLTER, 2006).
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Como nas semânticas de mundos possíveis para lógicas modais, o comportamento dos ope-
radores modais (no nosso caso, o condicional contrafatual) é dado por condições impostas à
relação de similaridade (no nosso caso, ao sistema de esferas). Novamente, como no caso das
lógicas modais, temos um sistema mínimo, que é definido pela ausência de condições impostas
à “relação de similaridade”; os sistemas de esferas. Retomaremos as condições discutidas por
Lewis, já citadas no capítulo anterior, com apenas uma alteração:
Definição 16. Se $i é um sistema de esferas, então:
1. Centramento Enfraquecido (CE): Para toda S ∈ $i, S = ∅ ou i ∈ S.
2. Aninhamento: Para todos J, S ∈ $, J ⊆ .S or S ⊆ J ;
3. Fechamento sob uniões: Para todo S ⊆ $i, ⋃S ∈ $i.
4. Fechamento sob intersecções não vazias: Para todo S ⊆ $i e S 6= ∅: ⋂S ∈ $i.
Essas são as condições mínimas para caracterizar um sistema de esferas como pensado por
Lewis. A diferença entre o centramento e o centramento enfraquecido é que o segundo diz que
um mundo possível é pelo menos tão similar a si mesmo quanto qualquer outro, enquanto o
centramento afirma que um mundo possível é mais similar a si mesmo do que qualquer outro.
Se dois mundos possíveis, w, v, não são idênticos, qual a justificativa para avaliar v como tão
similar a w quanto o próprio w? A resposta é que similaridade não é considerada em absoluto,
mas relativa a algum ponto de interesse, geralmente determinado pelo contexto. Retornemos
ao exemplo do fósforo que não foi riscado, mas suponhamos agora que ele foi (riscado). Quando
consideramos a situação hipotética - agora atualizada - de que ele tenha sido riscado, nos atemos
aos fatos relevantes para isso. Pouco importa se há outro mundo, v, onde ele foi riscado (e as
demais condições relevantes também valem) e, diferentemente de w, uma criança chinesa acaba
de tropeçar. Dizemos então que tanto o próprio w quanto v são igualmente similares a w com
respeito ao que é relevante.
A cláusula de centramento regula diretamente os contrafatuais cujo antecedente é verda-
deiro. Em geral, assume-se que um contrafatual tem o antecedente (atualmente) falso, mas essa
suposição é antes uma suposição conversacional do que uma cláusula semântica. Há inúme-
ros exemplos de contrafatuais asseríveis com antecedentes verdadeiros - geralmente envolvendo
cenários onde o falante possui certo grau de ignorância. De todo modo, formalmente, o centra-
mento (forte) difere do fraco por tornar válida a seguinte inferência:
Exemplo 2.0.5. φ, ψ  φ ψ
É fácil ver porque ela é verdadeira sob centramento: seja w um mundo tal que w φ e w ψ.
{w} ∈ $i é a menor esfera que contém um mundo-φ. Em todos os mundos em {w}, ψ é o caso.
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Logo w φ ψ. Como w é arbitrário, o resultado é generalizável. Por outro lado, o seguinte
modelo fornece um contraexemplo à propriedade quando assumimos a versão enfraquecida de
centramento: W = {w, v}, $w = {{w, v}}, w φ, w ψ, v φ e 6v ψ.
Embora o sistema seja mínimo, algumas formas já são válidas de saída:
Teorema 2.0.2.
1.  φ (ψ ∨ ¬ψ)2
2.  (φ ∧ ¬φ)  ψ (Vacuismo)
Demonstração. 1. Seja um modelo M qualquer e um mundo i ∈ W arbitrariamente es-
colhido. Se há S ∈ $i como especificada, então há w ∈ S tal que w φ. Como (ψ ∨ ¬ψ) é
uma tautologia, v (ψ ∨ ¬ψ), para todo v ∈ S e, em particular, para u tal que u φ; portanto,
i φ (ψ ∨ ¬ψ). Caso não haja S como especificada, i ψ (ψ ∨ ¬ψ) segue diretamente.
2. (φ ∧ ¬φ) é uma contradição, portanto, não há M e w ∈ W tal que M w (φ ∧ ¬φ).
Portanto, não há S ∈ $i como especificado, donde  (φ ∧ ¬φ)  ψ segue diretamente da
segunda cláusula do operador contrafatual.
Essas propriedades enfatizam a ligação do condicional contrafatual com o condicional ma-
terial: se φ → ψ é uma tautologia, φ ψ também o é. A segunda cláusula será de interesse
vital, porque questionaremos se essa propriedade é satisfatória e se há alguma maneira de
contorná-la.
2.1 Imposições a $i
2.1.1 Princípio de Stalnaker
Embora a semântica de Stalnaker não tivesse esferas de similaridade, é possível traduzí-la
para esse vocabulário formal. Uma das características de sua função seletora, f é que seu
contradomínio é W , e não P(W ). Isto é, ela selecionava mundos, não conjuntos de mundos.
Por isso, a questão dos dois condicionais, cada um análogo a uma das fórmulas quantificacio-
nais, sequer aparece - sempre há apenas um mundo para verificar. Uma forma de trazer essa
propriedade para semântica de esferas é com a seguinte imposição aos sistemas de esferas:
Definição 17. (STA) Para todos i, w, v ∈ W , com w 6= v, existe um S ∈ $i tal que w ∈ S e
v 6∈ S ou v ∈ S e w 6∈ S.
2Ou qualquer outra tautologia. Denotaremos uma tautologia genérica, quando não for o caso de distinguí-la,
por “>”.
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Grosso modo, essa condição transforma o sistema de esferas em uma ordem total 6i, onde
cada mundo possível está em um degrau na escada de similaridade relativa a i. Um resultado
óbvio é que (STA) junto de (CE) implica (C), o centramento fortalecido: seja i ∈ W , consi-
deremos os mundos possíveis i, w ∈ W . Por (STA) há S ∈ $i tal que ou $i contém w e não
i, ou contém i e não w. Suponha o primeiro caso: há S tal que i 6∈ S, violando (CE). Sobra
o segundo caso. Como w é arbitrário, temos que S = {i}; i.e. um mundo é mais similar a si
mesmo do que qualquer outro.
A virtude da condição de Stalnaker revolve entre duas propriedades interessantes que ela
torna válidas:
Exemplo 2.1.1.
1. Negação Condicional Direita (NCD) ¬(φ ψ)  (φ ¬ψ)
2. Terceiro Excluído Condicional (TEC)  (φ ψ) ∨ (φ ¬ψ)
Demonstração: (1.) Seja i ∈ W tal que i ¬(φ ψ) e, portanto 6i (φ ψ), donde há
S ∈ $i tal que (i) S é a menor esfera de $i que contém mundos-φ e (ii) há um w ∈ S tal que
w φ e 6w ψ. Suponha v ∈ S tal que v φ e v ψ. Por (STA), há um R ∈ $i tal que w ∈ R
e v 6∈ R, ou vice-versa (isto é, uma esfera que torna um dos mundos mais próximos a i). Nos
dois casos, R é uma esfera-φ3 e é menor que S, uma contradição. Portanto, não há um mundo
possível como v em S e para todo mundo w ∈ S tal que i φ, é o caso que 6i ψ e, portanto,
i ¬ψ. Finalmente, segue-se diretamente que: i (φ ¬ψ).
Como digressão, cabe perguntar porque o inverso não é verdadeiro. Para casos onde φ
é possível, ele é. Ocorre que pela propriedade (VAC), há modelos para o par de proposições
(φ ψ) e (φ ¬ψ). Na verdade, esse é o caso sempre que φ for uma proposição logicamente
impossível, como uma contradição.
(2.) Seja um i ∈ W . Há uma menor esfera S que contém φ-mundos (se não houver, o
resultado segue trivialmente). Novamente, vale o raciocínio anterior: (STA) garante que S
tenha exatamente um φ-mundo. Denotemos esse mundo por w. Suponha que w ψ; nesse caso
i φ  ψ e, portanto, i (φ  ψ) ∨ (φ  ¬ψ). Caso 6w ψ, segue-se que w ¬ψ, donde
i φ ¬ψ e, finalmente, i (φ ψ) ∨ (φ ¬ψ).
2.1.2 Suposição do Limite
Há casos onde não há uma menor esfera S que contenha φ-mundos. Nesses casos, a semân-
tica proposta torna contrafatuais da forma φ  ψ vacuamente verdadeiros, i.e. verdadeiros
para qualquer ψ. Em geral, nos referimos a esses casos supondo que φ fosse tal que φ ≡ ⊥,
3Por esfera-φ queremos dizer esfera S onde há pelo menos um mundo-φ.
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i.e. uma impossibilidade lógica. No entanto, há outro cenário que não foi considerado até
agora. Suponhamos o seguinte exemplo: uma régua tem 20cm e consideramos a hipótese do
que poderíamos fazer caso ela fosse maior; em particular, caso ela tivesse mais que 30cm. Uma
mundo em que a régua tenha, digamos, 31cm não é o mais próximo: há outro, v em que ela
tem 30, 5cm. E assim por diante - para cada mundo w onde a régua mede (30 + r)cm, r ∈ R há
um v mais próximo de @ onde ela mede (30 + r2)cm. Portanto, não há mundo-φ mais próximo
e não há menor esfera S. Como isso torna o contrafatual vacuamente verdadeiro, o seguinte
exemplo valeria: “se esta régua tivesse mais do que 30cm, ela teria menos do que 30cm”. Isto
é evidentemente indesejável.
Há algumas maneiras de contornar essa propriedade. Uma delas é postular limites para
diferenças relevantes, como sugerido por (BROGAARD; SALERNO, 2013). No exemplo da
régua, diremos que a partir de um dado comprimento, qualquer decréscimo é irrelevante para
fins de comparação. De todo modo, essa ideia pode ser formalizada em:
Definição 18. Suposição do Limite 1 (SA1) Seja i ∈ W e φ ∈ For(L). Se existe w ∈ ⋃ $i tal
que w φ, então existe S ∈ $i e um mundo v ∈ S, tal que v φ e para toda R ∈ $i, R ⊂ S, e
todo u ∈ R, 6u φ.
No entanto, é desnecessário impor qualquer mudança à semântica formulada por Lewis em
(LEWIS, 1973a) e (LEWIS, 1973b). Se observarmos sua definição de verdade para o condicional
contrafatual, veremos que ela é suficiente para englobar casos em que não há uma mínima esfera.
Isso acontece porque nos casos em que há uma S ∈ $i que contenha φ-mundos e não contenha
φψ−mundos4, não há nenhuma esfera R menor que S com φψ−mundos. Se houvesse, levando
em conta a condição de aninhamento, R ⊂ S, S teria φψ −mundos, uma contradição.
A definição que apresentamos, no entanto, não é a mais natural. Inicialmente se fala no
consequente sendo verdadeiro nos mundos possíveis mais próximos em que o antecedente é
verdadeiro, e esta é a maneira mais usual de formular as condições de verdade para o operador
contrafatual. No entanto, como é fácil formular contraexemplos como o colocado aqui, Lewis
adota a definição que empregamos porque, embora não seja a mais intuitiva, ela preserva os
resultados esperados para os demais casos e não requer a Suposição do Limite.
Com a Suposição do Limite, podemos formular nossa semântica em termos de funções
seletoras; sem ela, entretanto, isso não é mais possível. Isso acontece porque precisamos sempre
especificar uma esfera que será equivalente à saída da função. Se não podemos apontar essa
esfera, a função se torna indefinível para certos casos. Uma saída seria pensar de forma análoga
à proposta pelo método das supervalorações (FRAASSEN, 1969) e considerar todas as funções
possíveis nesses casos, definindo um conceito de super-verdade como aquilo que é verdadeiro em
todas as resoluções da indefinição das funções. Como não há interesse especial pelas funções
seletoras, deixamos esse apontamento como sugestão que não será perseguida.
4Mundos w tais que w φ e w ¬ψ.
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2.2 O condicional “”
O debate acerca da interpretação correta do condicional “might” já foi mencionado no último
capítulo. Seguimos aqui a conclusão a que apontamos: podemos sustentar um agnosticismo
saudável acerca de se ele é a melhor interpretação para o “might” da linguagem natural ao
mesmo tempo que o definimos formalmente. Definimos apenas porque é formalmente possível
e útil ter um conectivo dual, em termos quantificacionais, para ele. Suas condições de verdade
são:
Definição 19. i (φ ψ) se e somente se existe um w ∈ ⋃ $i tal que w φ e para toda esfera
R ∈ $i, se existe u ∈ R tal que u φ, então existe pelo menos um v ∈ R tal que v φ ∧ ψ.
Mas não é preciso defini-lo primitivamente. Podemos fazê-lo a partir do contrafatual, afir-
mando que Se A fosse o caso, então C poderia ser o caso é verdadeiro se e somente se não é o
caso que se A fosse o caso, então ¬C seria o caso. Formalmente, temos que:
Definição 20. (φ ψ) =def ¬(φ ¬ψ)
É interessante notar que, ao contrário do contrafatual “would”, não há uma segunda cláusula
nas condições de verdade. Na prática, isso quer dizer que é preciso haver mundos possíveis em
que ambos φ e ψ são o caso. Ou seja, que φ e ψ sejam logicamente compatíveis, o que implica
que cada um dos dois é logicamente possível.
A intuição para inserção de “” é de que empates na similaridade entre mundos podem
ocorrer. No entanto, se mantivermos as condições de verdade propostas em uma classe de
modelos em que esses empates não ocorrem - ou seja, ao adotarmos (STA) - ele se torna um
condicional mais forte do que “”. Isto é (φ  ψ)  (φ  ψ), mas (φ  ψ) 6 (φ 
ψ). Informalmente, isso ocorre porque, para w (φ  ψ) é preciso que haja uma esfera S
com φ-mundos que obedeça as condições estipuladas, ao passo que em w (φ  ψ), se não
houver nenhuma esfera com φ-mundos, o condicional é trivialmente verdadeiro. Lewis propôs
um operador, “”, que tem precisamente esse comportamento. Ele é definido apenas pela
primeira cláusula de “”. Sua função seria dar um tratamento diferenciado ao vacuismo: um
contrafatual, ao invés de ser trivialmente verdadeiro para qualquer antecedente impossível, seria
trivialmente falso. Essa leitura foi defendida por alguns autores, como Kment (2014) , embora
esteja longe da ortodoxia.
2.3 Construindo modalidades
É possível construir modalidades aléticas - i.e. modalidades que versam sobre possibili-
dade/necessidade - no interior da semântica de contrafatuais. Isso se entendermos que afirmar
a necessidade de uma proposição equivale, no vocabulário de mundos possíveis, a afirmar que
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ela é verdadeira em todos eles. Uma interpretação bastante comum. Como de praxe, usaremos
a caixa, 2, para representar o operador modal de necessidade e o diamante, 3, para representar
a possibilidade. Assim, em primeiro lugar, temos a seguinte definição:
Definição 21. 2φ :=def ¬φ φ
Dado o entendimento apresentado para o operador contrafatual, podemos entender essa
equivalência como: mesmo nos mundos em que a proposição em questão é falsa, ela é verdadeira.
Ou, ainda, sem a muleta de uma intuição, notaremos que 2φ será verdadeiro apenas quando
não houver nenhum mundo−(¬φ) em uma esfera do sistema de esferas em questão. Ou seja,
todos os mundos são φ e, portanto, φ é necessário.
É comum que o operador de possibilidade seja definido a partir do de necessidade (ou vice-
versa), pela relação: 3φ = ¬2¬φ, o que se justifica pela leitura de que algo é possível quando
sua negação não é necessária. Portanto, ao adotarmos essa definição, poderemos também definir
a possibilidade por: 3φ = ¬2¬φ = ¬(¬¬φ ¬φ) = ¬(φ ¬φ).
Se examinarmos o que se segue das definições, veremos que a necessidade equivale ao que
é verdadeiro em todos os mundos possíveis, na maior esfera do sistema, e a possibilidade, ao
que é verdadeiro em pelo menos um, também na maior esfera. Seguindo (LEWIS, 1973a),
denotaremos essa esfera por ⋃ $i, para todo i ∈ W . Como se trata da maior esfera, Lewis
sugere que essas modalidades recebam o nome de modalidades exteriores (outer modalities),
contrapondo-se às interiores, que ele define a partir das menores esferas não vazias. Notemos,
entretanto, que caso a totalidade (i.e. ⋃ $i = W , para todo i ∈ W ) seja condição do sistema,
essas modalidades serão necessidade e possibilidade lógica usuais. Observe-se, ainda, que a
definição de Lewis é diferente, mas equivalente à que apresentamos. A que ele adota é:
Definição 22.
1. 3φ :=def φ >, onde > é uma tautologia verofuncional qualquer.
2. 2φ :=def ¬3¬φ, que é equivalente a φ ⊥, onde ⊥ é uma contradição verofuncional
qualquer.
A modalidade possível se explica, intuitivamente, da seguinte maneira: se φ for verdadeiro,
então > também o será. Mas >, por definição, sempre é verdadeiro, então a fórmula será
verdadeira simplesmente quando, em algum mundo possível, φ for verdadeiro. Ou seja, trata-
se da definição direta da possibilidade alética e o efeito é o mesmo que a definição proposta
anteriormente. A diferença está na mudança da ordem de qual operador é primitivo: Lewis
define primeiro 3, e usa sua definição anterior para definir 2 que fica como φ ⊥. Ou seja,
sempre que φ for verdadeiro, ⊥ também o será. Mas como ⊥ sempre é falso, esse caso nunca é
considerado.
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2.4 Alternativas aos Sistemas de Esferas
Há formulações alternativas para os modelos semânticos que estamos construindo. Algumas
delas são equivalentes e outras são ligeiramente diferentes; ou casos particulares, ou casos que
divergem em alguns pontos específicos. Consideraremos alguns deles.
2.4.1 Função Seletora
Stalnaker propôs sua semântica com base em uma função seletora, uma função tal que
f : W × For(L) → W . A intuição é que a função seleciona o mundo mais próximo de um
determinado w em que vale a fórmula em questão, que é o antecedente do condicional. Para
tornar esse mecanismo compatível com a ideia de empate de similaridade, podemos transformar
a função seletora em uma função seletora de conjuntos de mundos, f : W × For(L) → P(W )
definindo-a da seguinte maneira (LEWIS, 1973a, p. 58-60):
f(w, φ) =def
{v ∈ S : v φ}, quando houver S, a menor esfera com φ-mundos.∅, caso contrário.
Definição 23. Um modeloM para uma lógica de contrafatuais é uma tripla < W, f,>, onde
W 6= ∅, f : W × For(L) → P(W ) é uma função seletora de conjuntos (como especificado), e
 é uma valoração.
Evidentemente, as definições de verdade para os conectivos continuam como nos casos an-
teriores, com exceção feita ao condicional contrafatual. Esse, definimos da seguinte maneira:
Definição 24. w (φ ψ) se e somente se v ψ, para todo v ∈ f(w, φ).
As definições se tornam muito mais enxutas e intuitivas ao adotarmos a função seletora como
mecanismo semântico. Só há uma razão para não fazê-lo, que é onde ambos métodos divergem:
a suposição do limite. Enquanto adotamos a suposição, os sistemas de esferas equivalem à
função seletora. No entanto, sem ela, haverá divergência entre os valores de verdade de certos
condicionais.
Exemplo 2.4.1. Seja W = {i, w0, w1, · · · , wn, · · · }, para n ∈ N. Para todo wi, wi φ e wi ψ.
Seja Sω ∈ $i tal que Sω = {i, w1, · · · , wn, · · · } para n ∈ N. Denotamos por S1···n a esfera
S1···n = Sω/{1, · · · , n}. É evidente que para cada S1,··· ,n há um S1,··· ,n,n+1 e que essa esfera
contém φ-mundos. Pela definição com semântica de esferas, φ ψ é verdadeiro, porque Sω
satisfaz as condições de verdade, ainda que não haja uma menor esfera R ∈ $i que satisfaça os
requerimentos. Podemos adotar duas estratégias no caso das funções seletoras. Na primeira, a
função retorna ∅, caso em que o condicional - mas também seu equivalente, com consequente
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negado - é verdadeiro. Na outra, ela permanece indefinida - trata-se de uma função parcial - e
a proposição não possui valor de verdade.
2.5 Alguns Casos dignos de Nota
2.5.1 Contrafatuais embutidos
Há, na literatura, uma discussão acerca da possibilidade de embutir contrafatuais. Isto é, de
lidar com contrafatuais da forma: “Se A fosse o caso, então (se B fosse o caso, então C seria o
caso)”. É certo que esses exemplos desafiam a capacidade de compreensão humana; resta saber
se isso é um problema de performance ou de competência dos falantes. Isto é, se contrafatuais
longos desafiam o entendimento na mesma medida em que sentenças muito longas o fazem, e
não da maneira das sentenças mal formadas ou sem sentido. Há evidência razoável favorecendo
a primeira hipótese, i.e. que a dificuldade de compreensão é tão somente um problema de
performance, como qualquer disjunção muito extensa. Consideremos o seguinte exemplo, em
que dois indivíduos, S1 e S2, debatem:
Exemplo 2.5.1.
(S1): Se eu tivesse esquecido de apagar a fogueira, um incêndio teria ocorrido.
(S2): Sim. Mas se você tivesse esquecido de apagar a fogueira, se eu tivesse retornado ao
acampamento para buscar um pertence esquecido, um incêndio não teria ocorrido.
A incerteza é se a melhor tradução para o que é expresso por S2 é (i) φ  (ψ  γ)
ou se é, mais naturalmente, como nos exemplos de Lewis, (ii) (φ ∧ ψ)  γ. A interpretação
(ii) ser mais fiel à realidade pode ser um argumento contra a proposição de Lewis, na medida
em que se conclua - com um argumento adicional - que contrafatuais não são embutíveis. No
entanto, na ausência desses argumentos, ainda que não expressemos contrafatuais como o de
S2, não parece haver condição forte o suficiente para que não pudéssemos fazê-lo em princípio.
A avaliação desses contrafatuais se segue diretamente da definição das condições de verdade
e funciona como iteração de operadores modais. Isto é, buscamos uma esfera S que contenha
φ−mundos. Denotamos por wn cada um desses φ-mundos. Então, de cada um deles se avalia
o ψ γ da maneira usual: buscando uma S ∈ $wn que satisfaça os critérios etc.
Talvez essa metodologia explique, inclusive, porque contrafatuais embutidos sejam muito
raros na comunicação humana. O processo é computacionalmente muito mais complexo que
a já complexa avaliação de um contrafatual: seriam considerados vários mundos e, em cada
um deles, um sistema de esferas etc. Uma segunda objeção poderia ser feita: não há garantias
de que o contexto permaneça na avaliação de um contrafatual e seu antecedente embutido,
de modo que apenas um sistema de esferas seria insuficiente para a resolução. Essa proposta
parece pouco provável - não há nada que indique uma mudança de contexto, nesse caso - e,
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de todo modo, seria possível formular uma semântica com uma série de sistemas de esferas,
correspondendo a contextos específicos.
2.5.2 Contrafatual com Antecedente Verdadeiro
Alguns autores julgaram que um contrafatual expresse também que seu antecedente é falso.
Isso é relevante quando vamos avaliar a veracidade de contrafatuais com o antecedente verda-
deiro, ainda que eles raramente apareçam nas linguagens naturais. A explicação mais direta
para sua existência é a ignorância de um agente: seja A esse agente. Se A acredita que ¬φ,
quando, na verdade, φ, ele estará justificado em asserir φ ψ. A maneira pela qual alguém
pode contrariar sua asserção depende do centramento que adotarmos. Um centramento forte
(C), implica que basta olhar para o mundo que ele habita e, nesse caso φ ψ ≡ ψ. Se isso
for o caso, fica evidente porque essa classe de contrafatuais não aparece: porque equivale a
afirmar o consequente de maneira menos econômica. Com o centramento enfraquecido (CE),
ele terá de olhar em todos os mundos na menor esfera do sistema e pode ser que um contrafatual
com antecedente e consequente verdadeiros seja falso, como no contraexemplo: W = {i, w};
$i = {{w, i}}; i φ, i ψ, w φ e 6w ψ. Nesse caso, φ ψ (em i) é um contrafatual falso




A tese do vacuismo já foi mencionada anteriormente. Podemos sumarizá-la afirmando:
contrafatuais com antecedentes necessariamente falsos (ou impossíveis) são trivialmente verda-
deiros. Formalmente:
Definição 25. (VAC) Se  φ↔ ⊥, então  φ ψ, para qualquer ψ ∈ For(L).
Podemos também reformulá-la em termos de possibilidade, se houver uma maneira de re-
presentar esse conceito na linguagem objeto. Assim, com um operador de possibilidade ade-
quadamente definido, denotado por “3”, definimos:
Definição 26. (VACp) Se  ¬3φ, então  φ ψ, para qualquer ψ ∈ For(L).
Para todos os fins, teremos a primeira definição em mente ao discutir essa propriedade
e, de todo modo, tomaremos as duas como equivalentes, equiparando possibilidade com não
contradição (ou possbilidade lógica). De início, é notável a semelhança de (VAC) com uma das
propriedades que nos fizeram abandonar o condicional material.
Definição 27. (Falsidade do Antecedente) ¬P  P → Q, para qualquer Q ∈ For(L).
Isto é, um antecedente falso é suficiente para a verdade de um condicional material verda-
deiro. Essa propriedade é uma das motivadoras de uma semântica própria para os condicionais
contrafatuais, já que torna trivialmente verdadeiros condicionais cujo antecedente é atualmente
falso. A diferença é que, no caso dos contrafatuais, a trivialidade vem quando o antecedente é
necessariamente falso, não apenas atualmente.
3.1 Argumentos a favor de VAC
Nesta seção, examinarei algumas das motivações da ortodoxia semântica acerca dos con-
trapossíveis; isto é, o vacuismo. Embora a posição que adoto seja contrária, os argumentos
levantados em favor do vacuismo trarão pontos importantes que deverão ser considerados ao
discutirmos as semântica heterodoxas.
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3.1.1 Shrug
Este argumento foi formulado por Lewis e é repetido tanto em seu artigo (LEWIS, 1973b)
quanto em seu livro posterior, “Counterfactuals” (LEWIS, 1973a). O argumento tem duas
facetas. Ele é colocado da seguinte maneira:
There is some intuitive justification for the decision to make a ’would’ counterfac-
tual with an impossible antecedent come out vacuously true. Confronted by an
antecedent that is not really an entertainable supposition, one may react by saying,
with a shrug: If that were so, anything you like would be true! (LEWIS, 1973a, p.
24)
É possível ler o “dar de ombros” que Lewis menciona de duas maneiras: uma pragmática
e uma epistemológica. Do lado pragmático, ele propõe que a reção descrita é a reação nor-
mal de um falante ao ser confrontado com um contrapossível e ela evidencia tanto que: (i) o
contrapossível proposto é verdadeiro, quanto (ii) isso pouco tem a ver com o consequente.
A semântica de contrafatuais é construída amplamente a partir de exemplos e intuições
semânticas naturais. A matéria bruta é aquilo que a maioria dos falantes considera verdadeiro,
aceitável, falso e inaceitável. Portanto, esse tipo de intuição deve ter lugar na discussão de qual
caminho adotar na construção de um conectivo contrafatual. Não obstante, intuições também
podem ser perigosas. Especialmente porque é muito fácil elaborar exemplos aceitáveis de quase
qualquer coisa. E se o exemplo levantado por Lewis parece estar de acordo com nossas intuições,
é necessário lembrar que também há exemplos de contrapossíveis que, intuitivamente, não são
triviais. Assim, ou aceitamos que temos intuições contraditórias sobre o tema, optando por
alguma delas para resolver o dilema, ou damos uma possível justificativa da razão pela qual
uma das intuições não é intuitiva de fato. Aqui, seguiremos pelo primeiro caminho: embora
a intuição que Lewis menciona pareça correta, há muitas evidências do contrário, o que nos
força a recusá-la, ou tomá-la apenas como um caso especial que é incorretamente generalizado.
Da mesma forma, mas em perspectiva contrária, Timothy Williamsom (WILLIAMSON, 2017)
atribui as intuições que sustentam as críticas ao vacuismo a erros inferenciais que ocorrem em
razão de heurísticas de raciocínio. Examinaremos seu ponto mais à frente.
Por outro lado, uma leitura epistêmica do argumento se pauta em nossa capacidade de
conceber um cenário, tomando isso como evidência suficiente para a caracterização do espaço
modal em que avaliamos o contrafatual. Em primeiro lugar, notemos que Lewis usa o concebível
de modo solto, pressupondo que concebibilidade - uma noção epistêmica - é correlata, ou até
correspondente à noção alética - ôntica, portanto - de possibilidade. Ou seja: se não podemos
conceber algo, esse algo é impossível. Devemos tomar cuidado com esse tipo de afirmação.
Aceitá-la nos compromete a alinhar nossa capacidade cognitiva à propriedades independentes
de objetos. Além do mais, trabalhos recentes buscaram dar uma taxonomia dos princípios
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lógicos por trás dos conceitos com que descrevemos nossa imaginação e, neles, essa equivalência
não é dada1.
Isso ocorre por dois motivos. Em primeiro, há coisas claramente possíveis que não podemos
conceber. Se entendemos concepção como visualização imaginativa, basta olhar para o exemplo
de Descartes: não somos capazes de conceber - nesse sentido - um quiliógono, i.e. um polígono de
mil lados. Mesmo se tomarmos concepção em um sentido mais fraco - o de julgar, de forma vaga,
ser possível - isso ainda não equivale ser possível. De um lado, temos um operador de crença
agindo sobre uma proposição modal. Algo que, em sistemas doxásticos, poderia ser denotado
por B(3φ); do outro, temos uma proposição modal, 3φ. Nenhuma lógica doxástica2 incorpora
princípios como verdade da crença: B(φ)  φ, que é demasiadamente forte e despropositado.
Portanto, o fato de julgarmos que algo é inconcebível nada diz sobre a possibilidade do mesmo
algo.
Por outro lado, há argumentos para a maior tolerância a contradições (impossibilidades,
portanto) no domínio da concepção. Não é preciso admitir que B(φ ∧ ¬φ), para algum φ, mas
simplesmente que agentes epistêmicos podem não ser dedutivamente omniscientes e acomodam
duas crenças incompatíveis que, juntas, através de uma longa cadeia de raciocínio, dão ori-
gem a uma contradição explícita da forma φ ∧ ¬φ. Por exemplo, tomem-se duas conjecturas
matemáticas que, embora não pareçam à primeira vista, são contraditórias. Um agente pode
facilmente tomar as duas como verdadeiras, incorporando-as a seu estoque de crenças, se não se
dispuser a examiná-las a fundo. Em certo sentido, o mundo que o agente concebe é um mundo
que, seguindo os ditames de Lewis, é inconcebível.
Há ainda um terceiro problema que a leitura epistêmica do argumento de Lewis levanta:
a de que se não podemos conceber algo, esse algo é impossível (a direção oposta do que foi
examinado anteriormente). Mas a fronteira do que é concebível é difusa. Há uma série de
situações que, na prática, parecem inconcebíveis, mas não podemos dizer com certeza se são
impossíveis. Considere a pergunta filosófica: “como é ser um morcego?” (NAGEL, 1974). Há
perspectivas conflitantes a respeito da melhor avaliação. Por um lado, o estado de coisas que
ela considera não parece uma impossibilidade lógica, ao menos de acordo com a lógica clássica
de primeira ordem. No entanto, há argumentos filosóficos acerca de porque o ponto de vista de
um morcego é ou não inconcebível. Suponhamos que a experiência seja, de fato, incomunicável;
isto é, não podemos conceber como é ser um morcego. No entanto, nada nisso parece garantir
que não é possível, para um de nós, ser um morcego. Novamente, nossa limitação cognitiva não
determina o que pode ou não ocorrer no mundo.
1Ver, por exemplo, (COSTA-LEITE, 2011) e (BERTO, 2017).
2Isso as diferencia de lógicas do conhecimento, ou epistêmicas. Uma pressuposição que muitos desses sistemas
compartilham é que só se pode saber o que é verdadeiro, de onde um princípio análogo é derivado. Sobre isso,
ver os capítulos 6 e 7 de (GIRLE, 2003).
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Uma última defesa do ponto de Lewis seria fazer referência, novamente no campo da epis-
temologia, à classicalidade dos agentes epistêmicos. Se a base do raciocínio de um agente é
próxima ou idêntica à lógica clássica de primeira ordem, ele aceita o princípio da explosão, ex
falso quodlibet, segundo o qual tudo se segue de uma contradição. A resposta do agente que
figura no exemplo que ele fornece dá testemunho dessa interpretação: ele concorda com um
contrapossível hipotético φ ψ, mas afirma que isso é irrelevante porque, como φ é impossí-
vel, φ γ vale para qualquer γ. Há várias estratégias para confrontar esse ponto. É possível
negar a classicalidade dos agentes epistêmicos; do mundo, ou de certas partes do mundo; ou
ambas.
Há inúmeras evidências para a não classicalidade dos agentes: exemplos de crenças contra-
ditórias, ausência de fechamento lógico no conjunto de crenças etc. Ainda que se argumente
que o agente é um agente idealizado, que o papel da lógica, nesse caso, é normativo, poderia
se questionar se a maneira mais adequada de pensar é sempre clássica. Há bons motivos para
não aceitar essa tese. (CARNIELLI, 2011) nos fornece exemplos de situações em que é mais
racional não adotar a explosão; ou seja, não ser irrestritamente clássico. Em trabalho recente,
(ANTUNES, 2018) argumenta pela racionalidade da aceitação de contradições, revisitando o
argumento da indispensabilidade de Quine. Seguindo uma orientação naturalista - i.e. que
não podemos construir nossa ontologia a priori, senão derivá-la, em cada momento, do com-
prometimento de nossas melhores teorias científicas -, o autor argumenta que em uma série de
momentos históricos as melhores teorias postulavam, de fato, entidades contraditórias e que,
nesses momentos, a postura racional era aceitá-las.
Mais controversa é a tese de que o mundo pode não ser clássico. Há diversas maneiras
para que isso aconteça: as proposições poderia ser verdadeiras e falsas de acordo com uma
lógica intuicionista, ou poderia haver mais de dois valores de verdade e assim por diante. Em
particular, defensores da tese de que o mundo não é clássico porque há contradições verdadeiras,
instanciadas, se aglutinam sob a alcunha de “dialeteistas” e defendem que não há nada que nos
garanta (i) que o espaço lógico é delimitado pela possibilidade clássica e, sobretudo, (ii) que o
mundo atual seja clássico3. Essa tese é bastante forte e não será proveitoso discutí-la em detalhes
aqui. Certamente, há muitas dificuldades no projeto, por exemplo: como identificaríamos uma
dialeteia? De todo modo, se deixamos a hipótese em suspensão apenas para destacar que há
discussão acerca da correção da classicalidade para descrever nossa realidade.
3.1.2 Relação entre os operadores condicionais
Lewis completa a passagem supracitada com a seguinte afirmação: “Further, it seems that a
counterfactual in which the antecedent logically implies the consequent ought always to be true;
and one sort of impossible antecedent, a self-contradictory one, logically implies any consequent.
3Por exemplo: (PRIEST et al., 1997).
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(LEWIS, 1973a, p. 24) ”
Em outras palavras, o seguinte princípio deveria ser válido:
Definição 28. (MIC4) Se  φ→ ψ então  φ ψ.
Esse princípio tem duas sustentações: a suposição de uma relação entre os dois gêneros de
condicional e a suposição de homogeneidade lógica (clássica) dos mundos possíveis. A relação
entre os dois condicionais é justificada pela ideia de que ambos compartilham uma propriedade
- o que pode ser evidenciado pelo uso da forma linguística “se (...), então (...)” - e que o
condicional material é estritamente mais forte que o contrafatual; isto é, é verdadeiro em uma
gama menor de casos. Se isso for verdadeiro, os contrapossíveis constituem um caso particular
de contrafatuais verdadeiros em virtude tão somente do condicional material correspondente.
Há, além disso, outra maneira de abordar o princípio, que deixa de falar sobre a relação
entre operadores para dizer respeito à relação entre o operador contrafatual e a relação de
consequência lógica entre seus componentes. Isto é, dizemos que se φ implica logicamente ψ
então φ ψ. Com o teorema da dedução, ambas se equivalem.
Já o princípio da homogeneidade dos mundos possíveis diz respeito ao bom comporta-
mento lógico que caracteriza cada mundo possível. Isto é, as funções de verdade se comportam
exatamente da mesma maneira em todos os mundos. Para Lewis, esse comportamento é o
comportamento da lógica clássica, mas essa pressuposição não é necessária para o argumento;
ainda que a lógica basal fosse outra, se houvesse homogeneidade, qualquer relação entre uma
tautologia verofuncional e um operador valeria indiscriminadamente. Afirma-se que, se φ im-
plica logicamente ψ, não há como falsificar o condicional φ ψ, o que só poderia acontecer
mediante a existência de um mundo (im)possível em que φ fosse verdadeiro e ψ, falso.
De todo modo, há como contornar ambas refutações ao mesmo tempo que se preserva uma
versão enfraquecida de MIC. Embora a solução possa ser criticada como ad hoc, seu objetivo
é mostrar que, de modo geral, MIC é válido, embora encontre exceções. A definição proposta
separa o joio do trigo, destacando os casos em que é dos que não é válido.
Definição 29. (MICf) φ→ ψ,3φ  φ ψ.
Onde 3φ caracteriza a modalidade alética de possibilidade: φ é possível, ou ainda existe
um mundo possível tal que φ é o caso. Se quisermos trazer o princípio novamente para meta-
linguagem, afirmaríamos: se φ implica logicamente ψ e φ é logicamente possível, então φ ψ,
o que nos eximiria de lidar diretamente com operadores modais, que podemos não incluir na
linguagem.
O componente ad hoc da definição é que ela expulsa justamente os casos em que julgávamos
que Lewis estava errado. No entanto, o que se argumenta é que há uma razão para isso: que
4Material implica contrafatual.
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a MIC vale justamente quando a conjunção é possível. De todo modo, o princípio será válido
apenas em certos soluções para o problema dos contrapossíveis. Em algumas semântica que os
tratam não trivialmente, nem MICf será verdadeiro, de modo que sua aceitação ou rejeição fica
a critério do que se julgar adequado.
3.1.3 Heurística e quantificadores
A objeção sistemática mais compreensiva ao tratamento não vácuo dos contrafatuais se
deve ao filósofo britânico Timothy Williamson, em um apêndice de (WILLIAMSON, 2008),
cujas ideias foram subsequentemente desenvolvidas no artigo Counterpossibles in Metaphysics
(WILLIAMSON, 2017). A versão do argumento que apresentamos aqui se encontra na segunda
fonte. Williamson parte de dois princípios: evidência empírica coletada nas ciências cognitivas
sobre o uso de heurísticas em raciocínios inferenciais e as maneiras pelas quais esse uso pode
conduzir a erros e considerações sobre a interpretação ortodoxa do quantificador universal. Seu
apelo é justamente a manutenção da ortodoxia concomitante a uma explicação da razão pela
qual não queremos aceitar alguns contrapossíveis.
A dupla de pesquisadores Daniel Kahneman e Ámos Tversky se tornou célebre - Kahneman
recebeu o prêmio Nobel de economia após a morte de Tversky - pelo seu trabalho minucioso
sobre uma série de erros de raciocínio cometidos por humanos. Esses erros ocorrem em uma
ampla gama de áreas sobre as quais há conhecimento sólido: da estatística aos princípios
fundamentais da lógica. Um dos pontos centrais das ideias desenvolvidas é a atribuição desses
erros à adoção de heurísticas - estratégias de decisão fundamentadas sobretudo na economia
de recursos - que são justificadas em vários casos. Não se trata, portanto, de um “defeito de
fabricação”, mas tão somente de um mecanismo de otimização de recursos.
A título de exemplo, um experimento que se tornou um clássico descrevia uma pessoa fictícia
e pedia aos participantes que ordenassem uma série de profissões de acordo com a probabilidade
dela exercer cada uma delas (TVERSKY; KAHNEMAN, 1983). O erro generalizado era a ideia
de que a probabilidade da personagem ser uma bancária feminista era maior do que a de
ser uma bancária. Evidentemente, isso não pode ser o caso porque o conjunto das bancárias
feministas está contido no conjunto das bancárias, mas o erro é cometido porque a descrição, que
enfatiza, entre outras coisas, características atribuídas, no imaginário coletivo, a feministas5.
A facilidade com que se imagina uma bancária feminista é maior porque várias propriedades
atribuídas àquele conjunto de pessoas são destacadas pelo enunciado, ao passo que não há nada
relativo ao trabalho em instituições financeiras.
Antes de explicitar a heurística que, segundo Williamson, adotamos ao avaliar contrafatuais,
é preciso fazer uma digressão acerca do comportamento dos quantificadores. Em geral, entende-
5Cabe notar que o experimento foi realizado na década de 80, nos EUA e fazia referência, entre outras coisas,
à cultura universitária daquele país.
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se que a quantificação universal sobre predicados não tem importe existencial; isto é, quando
afirmamos que (i) todo dragão tem asas, não nos comprometemos com a existência de dragões.
Como é comum entender que a quantificação existencial (ou particular) tem esse importe, da
primeira proposição não se segue que (ii) existe um dragão tem asas. Em geral, a tradução para
a linguagem de primeira ordem das duas proposições supracitadas seria: (i*) ∀x(D(x)→ A(x))
e (ii*) ∃x(D(x) ∧ A(x)).
Em uma semântica conjuntista6, (i*) afirma que o predicado D está contido em A, isto é
D ⊆ A, ao passo que (ii*) afirma que a intersecção dos predicados é não vazia, isto é D∩A 6= ∅.
No entanto, (i*) é trivial, porque D = ∅ e, portanto, D é subconjunto de qualquer conjunto.
Mas isso faz com que D seja subconjunto do complemento (restrito ao domínio) de A, A,
que equivale aos objetos do domínio que não tem asas. Portanto, na interpretação usual, a
seguinte proposição deve ser verdadeira: (iii) todo dragão não tem asas (ou, idiomaticamente,
nenhum dragão tem asas). Agora encontramos um impasse: parece que nenhum dragão tem
asas é uma proposição falsa! Como o problema é estritamente formal, para evitar o recurso à
criptozoologia, podemos pensar em uma série de exemplos análogos, igualmente válidos. Por
exemplo: toda montanha de ouro não é de ouro.
Há duas opções frente ao dilema: pode-se seguir pelo caminho pouco trilhado de Meinong,
admitindo objetos inexistentes nos domínios de quantificação. Nesse caso, poderíamos falar
de dragões, ainda que não haja nenhum objeto simultaneamente no escopo do predicado de
existência7 e do predicado que caracteriza a espécie dos dragões. Essa hipótese é bastante
heterodoxa e poucos autores a seguiram, por vários motivos. Apesar disso, vale notar que ela
possui paralelos com a introdução de mundos impossíveis, como será sugerido mais à frente
neste trabalho. A outra estratégia, adotada por Williamson, consiste em aceitar esse resultado
pouco intuitivo e explicar porque ele nos parece errado. É nesse momento que entra a heurística.
Em primeiro lugar, é estabelecido o seguinte princípio (que, na verdade, é inválido para
LPO):
(HUQ) Given that Φ is inconsistent with Ψ, treat ‘Every σ Φs’ as inconsistent with ‘Every
σ Ψs′ (WILLIAMSON, 2017, p. 28)
Como caso particular, uma fórmula Φ é inconsistente com sua negação, ¬Φ. Portanto, subs-
tituindo Ψ por ¬Φ, extraímos a heurística:
(HUQ*) If you accept one of ‘Every σ Φs’ and ‘Every σ ¬Φs, reject the other (WILLIAM-
6Não se assume nenhuma teoria de conjuntos específica, mas vale notar que tudo o que é dito é válido em
ZF.
7Nas abordagens meinonguianas, é comum postular um predicado de existência, E, que não coincide com o
quantificador existencial, ∃.
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SON, 2017, p. 28).
De modo geral, esses princípios são válidos. Os casos que constituem contra exemplo são
aqueles em que pelo menos um dos predicados é vazio. Na interação linguística cotidiana e em
quase todas inferências relevantes, isto não é o caso. Por isso, argumenta-se, pensaríamos que
esse princípio é logicamente válido. O caso particular, (HUQ*), faria com que avaliássemos casos
com quantificação vazia da seguinte maneira: ao demonstrarmos a verdade de uma das hipóteses
- todo φ é ψ, por exemplo - automaticamente rejeitamos a alternativa - todo φ é ¬ψ -, como um
passo adicional na cadeia inferencial. Como ambas são rigorosamente verdadeiras, a atribuição
de verdade (errônea) é contingente: a primeira proposição demonstrada será verdadeira, a outra
será suposta falsa.
Se há uma regularidade, portanto, podemos atribuí-la à computação que conduz ao resul-
tado. Suponhamos que uma teoria axiomática T seja inconsistente e, para uma determinada
fórmula φ, `T φ e `T ¬φ. No entanto, há uma demonstração simples e direta para φ que pode
se seguir diretamente de um dos axiomas ou por algum processo muito simples. Enquanto a
inconsistência da teoria não for conhecida, nesse caso, quem quer que a avaliasse, sabendo de
`T φ, concluiria que 6`T φ8. No entanto, isso estaria incorreto, porque, através de uma cadeia
longa e inevidente de inferências, ¬φ seria demonstrado. É algo nesse sentido que Williamson
acredita que fazemos ao aplicar as heurísticas mencionadas, com a ressalva relevante de que
aceitar o par em questão não torna a teoria inconsistente.
De todo modo, aceitar o par de princípios traz resultados evidentemente indesejáveis. Se
o fizéssemos, poderíamos realizar o seguinte raciocínio: o predicado “golfinhos em Oxford” é
vazio; disto, qualquer atribuição que se lhe faça deve ser trivialmente verdadeira. Quem recusar
isso, negando, por exemplo, que “Todo golfinho em Oxford tem braços e pernas” abre o caminho
para a inferência que segue:
• Nem todo golfinho em Oxford tem braços e pernas.
• Algum golfinho em Oxford não tem braços e pernas.
• Existe algum golfinho em Oxford.
Como a conclusão é falsa, somos forçados a rejeitar a premissa (ou seja, assumir a verdade
da quantificação vazia), ou alguma das regras usadas na inferência. As regras são pouco contro-
versas e constituem a ortodoxia sobre a relação entre a negação e os quantificadores existencial
e universal. Rejeita-se a premissa, portanto. Passemos agora aos contrafatuais. Segundo Wil-
liamson, há um par de heurísticas análogas que empregamos em sua análise:
8Nesse argumento, supõe-se uma metalógica clássica para a teoria.
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(HCC) Given that β is inconsistent with γ, treat α β as inconsistent α γ.(WILLIAMSON,
2017, p. 24)
(HCC*) If you accept one of α  β and α  ¬β, reject the other. (WILLIAMSON,
2017, p. 25)
A estrutura é a mesma, sobretudo se entendemos, como proposto por Lewis, que a natureza
semântica do condicional contrafatual é quantificacional (e, mais especificamente, universal).
Há também uma ideia subjacente de consistência: se algo vale em um determinado conjunto
de mundos (os mundos-α mais próximos etc.), certamente tudo que for inconsistente com esse
algo não valerá. Além do que, ambos os princípios valem quando α é possível; isto é, quando
o conjunto de mundos possíveis considerados não for vazio.
Podemos pensar como esse princípio seria aplicado a casos concretos. Por exemplo, supo-
nhamos o contrafatual (I) Se 4 fosse primo, então 2 não seria o maior primo par. Em geral,
tomaríamos ele como verdadeiro: mesmo sem considerar os detalhes do predicado P , de prima-
lidade, sabemos que (a) 2 é o maior número primo par e (b) 4 é par. Logo, se 4 fosse primo,
como ele é maior que 2, 2 não seria o maior primo par. Quando concluímos isso, seguindo
(HCC*), deduzimos a falsidade do seguinte contrafatual (¬I) Se 4 fosse primo, então 2 seria
o maior primo par9. No entanto, segundo a ortodoxia subscrita por Williamson, (¬I) também
deve ser verdadeiro. Há razões para isso: suponhamos que P (4), isto é, 4 seja primo. Isso
implica que ¬∃n ∈ N((1 < n < 4) ∧ div(4, n)), onde div(x, y) denota a divisibilidade de x por
y. No entanto, sabemos que div(4, 2) e 1 < 2 < 4, donde: ∃n ∈ N((1 < n < 4)∧div(4, n)), uma
contradição. Da contradição, extraímos que: (C*) 2 é o maior primo é verdadeira (no mundo
em que 4 é primo). Nesse caso, (¬I) também deve ser verdadeiro; só ignoramos isso porque a
cadeia inferencial que nos levou a essa conclusão é mais longa e menos óbvia que a que levou a
(I).
Embora o argumento de Williamson seja atraente, é preciso fazer algumas ressalvas. Em
primeiro lugar, o tipo de construção que foi feita no exemplo só valerá irrestritamente se pu-
dermos aplicar sempre o princípio da explosão. Em casos particulares, poderíamos chegar à
conclusão sem ele mas, de modo geral, a segunda cadeia inferencial fará uso do princípio. Isso
é uma propriedade indesejável porque parte do interesse dos contrapossíveis é justamente em
pensar impossibilidades - sejam elas lógicas, metafísicas ou de qualquer outro tipo - de modo
mais granular do que o fornecido pelo instrumental da lógica clássica, que colapsa inconsistência
9O mais correto seria dizer que não é o caso que 2 não seria o maior primo par, mas, para fins práticos,
assumimos aqui a equivalência de uma proposição com sua dupla negação.
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e trivialidade10.
Um segundo ponto é que algumas interpretações da ideia de possibilidade tomam o termo
em sentido mais amplo do que meramente formal. O próprio Williamson julga que se baleias
fossem peixes é uma impossibilidade, já que baleias são mamíferos e, portanto, essencialmente
não-peixes. Além de discussões sobre o essencialismo, há outros debates que podem ser formu-
lados em termos contrafatuais com antecedentes impossíveis que não necessariamente levam a
contradições. Seja φ uma proposição que expresse uma tese metafísica. Podemos tomar o valor
de verdade de φ como necessário e, ainda que φ seja falso, certamente há coisas que não se pode
afirmar de φ.
Feitas essas ressalvas, devemos notar ainda que o argumento de Williamson é menos uma
refutação do que uma alternativa para preservar a semântica de Lewis ao mesmo tempo que
explica nossas intuições sobre os valores de verdade de alguns contrapossíveis. De qualquer
forma, a invalidade dos princípios mencionados, (HCC) e (HCC*) não depende do debate entre
proponentes e detratores do vacuismo. Ambos são inválidos mesmo em abordagens onde (VAC)
não se verifica: no caso bastante simples onde φ = (ψ∧¬ψ), parece natural que ambos φ ψ
e φ ¬ψ sejam verdadeiros, o que é suficiente para rejeição de ambos os princípios.
3.2 Argumentos contra VAC
3.2.1 Intuição sobre os valores de verdade corretos
A intuição é uma ferramenta ao mesmo tempo poderosa e perigosa. Poderosa porque pode
indicar caminhos para o pensamento quando não sabemos bem como e porque seguí-los e
perigosa pelo mesmo motivo: sem saber bem as razões, é fácil incorrer em erros e confusões sem
percebê-lo. A intuição é uma ferramenta importante na investigação de nossos conceitos porque,
em geral, eles se enquadram bem na descrição acima. Fazemos uso competente deles na fala e
no raciocínio privado, mas é frequente não possuirmos a capacidade de os analisar em detalhe.
A investigação conceitual é, assim, uma busca pela conciliação de dados sobre o emprego dos
conceitos abordados - dados que, muitas vezes, vem das intuições - com definições precisas, das
quais consigamos derivar outras propriedades não óbvias. Essa atividade é tão velha quanto
a filosofia, algo que pode ser constatado ao atentarmos diálogos platônicos, sobretudo quando
Sócrates indaga pela essência de conceitos (e.g. “o que é a virtude?”).
Uma questão central desse tipo de análise é balancear os dados da intuição com o poder da
definição quando ambos entram em conflito. É evidente que uma definição que não dê conta de
nenhum dado da intuição deve ser abandonada; é por isso que nos parece inútil definir justiça
10Para uma interessante discussão da separabilidade dessas noções, ver (CARNIELLI; CONIGLIO, 2016)
onde são apresentadas as LFIs, sistemas em que há um operador de consistência definido na própria linguagem,
fazendo a distinção entre contradição e inconsistência.
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como uma particular família de hipopótamos. De forma semelhante, há uma tendência para
abandonar alguns dados da intuição, sobretudo quando não estamos tão certos sobre eles, em
favor de uma teoria unificada e elegante. É evidente, no entanto, que a maioria dos casos
interessantes se situa em uma zona cinzenta entre as duas extremidades.
Tomemos um caso da história da matemática: a noção de infinito. Galileu notou proprieda-
des estranhas sobre conjuntos infinitos quando examinados sob a luz dos conceitos de menor,
maior e igual. Consideremos o conjunto dos números naturais, N, e o conjunto dos quadrados
de números naturais, S = {x ∈ N : ∃y ∈ N(x = y · y)}. É evidente que (i) todos os números em
S estão também em N e (ii) há números em N que não estão em S. Portanto, dizemos que S é
um subconjunto próprio de N, S ⊂ N. O conceito de subconjunto está ligado, intuitivamente,
ao de menor ; afinal, se A tem tudo que B tem, e mais algumas coisas, parece-nos justificado
afirmar que A é maior que B. O fato surpreendente que Galileu descobriu é que, apesar disso,
há uma correspondência biunívoca entre elementos de N e S; isto é, há pelo menos uma maneira
de listar um elemento único em S para cada elemento de N. Uma delas é através da função







Isso o fez concluir que não seria possível aplicar os conceitos de maior, menor e igual a
quantidades infinitas, porque essa aplicação sistemática contrariava as intuições que os ligavam
a outros, como a noção de subconjunto próprio. Mais tarde, Cantor não parou ao encontrar esse
desafio e elaborou uma teoria da equinumerosidade que levou em conta essas considerações, che-
gando a conclusões surpreendentes como, por exemplo, o fato de que há mais de um “tamanho”
(cardinalidade) de conjunto infinito. Não cabe aqui entrar em detalhes, mas apenas reconhecer
que a postura metodológica foi distinta da proposta por Galileu: ao invés de recusar a teoria
(ou sua aplicabilidade a um domínio de objetos), aceitar seus resultados contraintuitivos em
favor de uma abordagem unificada, sistemática e elegante.
Essa pequena digressão serve como analogia para a discussão que se coloca aqui, em parti-
cular. Há dois lados da balança; de um, a teoria formalmente elegante de Lewis, com alguns
resultados contraintuitivos; do outro, algumas intuições sobre resultados que ela recusa. Em-
bora haja alguns argumentos mais sofisticados, quase todos os apelos pela rejeição de (VAC)
se baseiam, em algum nível, em intuições. A categoria mais simples deles é constituída apenas
de intuições. Exemplos de contrapossíveis são fornecidos, acompanhados pela ideia de que seu
valor de verdade correto é “falso”. Vejamos alguns desses exemplos:
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1. Se 9× 5 fossem 40, João não teria passado em sua prova de aritmética (na suposição de
que ele respondeu “40” na questão que solicitava que computasse 9× 5).
2. Se Hobbes houvesse (secretamente) demonstrado a quadratura do círculo, crianças doen-
tes nas florestas da América do Sul teriam se importado (NOLAN et al., 1997, p. 10).
3. Se a Estrela da Manhã e a Estrela da Tarde não fossem o mesmo corpo celeste e a Estrela
da Manhã fosse destruída por um meteoro, então a Estrela da Tarde seria destruída por
um meteoro.
4. Se eu tivesse nascido de outros pais que não os meus, então a lua seria feita de queijo.
5. Se a lógica paraconsistente fosse a lógica correta, então o ex falso quodlibet seria um
princípio válido.
6. Se alguns contrapossíveis fossem falsos, então Lewis estaria correto sobre os de contra-
possíveis (KRAKAUER, 2012, p. 25).
Em cada um desses exemplos, somos levados a crer, a despeito da análise provida por
Lewis, que estamos diante de um contrafatual falso com antecedente impossível e, em cada
um deles, por um motivo distinto. No primeiro caso, a consistência da aritmética e suas
propriedades são deixadas de lado, o que queremos saber é apenas se uma relação, “=”, se
verifica entre duas entidades, a saber: o resultado de uma computação (4 × 9) e o número
denotado pela resposta que um aluno dá em uma questão de prova. A implicação que é
relevante contextualmente - e que, portanto, deve ser enfatizada na determinação da relação de
similaridade - é: =(computação, resultado apresentado) → passou na prova(João).
No segundo, a ênfase está na (ausência de) ligação entre a demonstração de um teorema
impossível por um filósofo europeu e os povos nativos de outro continente. Como supomos que
não há nenhuma relação, e o princípio geral da semântica de Lewis, ou do Teste de Ramsey,
comanda que preservemos o máximo possível de similaridade, parece-nos que o contrafatual é
falso e que o fato do teorema ser, de fato, impossível, é irrelevante para isso11.
Já 3 e 4 partem de pressupostos impossíveis que dizem respeito à essência dos objetos em
questão. Em 3, o ponto problemático é a identidade de um objeto com ele mesmo e a suposição
de que isto não fosse o caso. Como, Estrela da Manhã e Estrela da Tarde denotam o mesmo
objeto, Vênus, o antecedente do condicional expressaria algo da forma (a 6= a), evidentemente
impossível. Mas parece ser possível considerar, sem comprar o pacote completo da trivialidade,
cenários que violam esse princípio. Parece-nos que, se não fossem idênticos, os corpos celestes
não teriam seu destino inevitavelmente ligado; isto é, um poderia ser destruído sem que isso
11Mais à frente, discutiremos uma teoria alternativa para contrapossíveis não vácuos que, ao contrário da
semântica estendida, não emprega mundos possíveis. Uma releitura deste exemplo em outros termos é uma das
evidências que favorece essa teoria.
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implicasse na destruição do outro. O mesmo vale para o exemplo 4 e a questão da paternidade:
em várias interpretações, os pais de alguém constituem um núcleo duro da essência de alguém.
Algo sem o qual esse algo não poderia existir (BROGAARD; SALERNO, 2013). No entanto,
imaginar um objeto que carece de uma de suas propriedades essenciais não implica, em uma
série de contextos relevantes, a trivialidade.
Os últimos, 5 e 6, pertencem a uma classe especial de contrapossíveis que será examinada
com mais detalhe em uma próxima subsessão. Vamos caracterizá-los como contralógicos; isto
é, contrafatuais cujo conteúdo diz algo a respeito da lógica que melhor caracteriza o mundo
ou algum fenômeno em particular. É fácil ver porque a análise de Lewis dos contrafatuais
dá resultados indesejáveis: como os mundos possíveis são dedutivamente clássicos, confrontado
com qualquer antecedente que conjecturar sobre como as coisas seriam caso a lógica fosse outra,
o operador contrafatual retornará o conjunto vazio. Isto porque não há nenhum mundo com
comportamento lógico distinto do clássico. Junto de (VAC), isso significa que qualquer afirma-
ção sobre uma lógica não clássica feita em termos contrafatuais será verdadeira, mesmo quando
o consequente afirma uma propriedade que a lógica não clássica em questão não possui. O
exemplo 5 ilustra isso de maneira direta; já o 6, proposto por Krakauer, usa essa estrutura para
mostrar que mesmo o debate sobre a semântica contrafatual mais adequada fica prejudicado
pela opção lewisiana.
Existem duas maneiras de recusar as evidências apresentadas até aqui. A primeira, adotada
por Lewis, é a inversão do ônus da prova. Talvez não haja evidência para um condicional
contrapossível e talvez não estejamos dispostos a asserí-lo. Por exemplo, não estamos dispostos
a asserir (2) se Hobbes houvesse (secretamente) demonstrado a quadratura do círculo, crianças
doentes nas florestas da América do Sul teriam se importado. No entanto, Lewis argumenta
que também não estamos dispostos a asserir sua negação: (¬2) Não é o caso que se Hobbes
houvesse (secretamente) demonstrado a quadratura do círculo, crianças doentes nas florestas da
América do Sul teriam se importado. Isso daria evidência de que não sabemos bem como pensar
sobre cenários impossíveis, mas que isso não fornece evidência suficiente para afirmarmos algo
de positivo sobre eles. De todo modo, a asseribilidade estaria ligada, também, a uma teoria
pragmática da conversação que deveria solucionar parte do desnível entre semântica e prática
linguística.
O contra argumento de Lewis funciona para exemplos onde a relação entre antecedente e
consequente é dúbia, como 2. No entanto, ela não se sustenta frente a outros em que estamos
certos do caminho que conduz o antecedente ao consequente mesmo quando o antecedente é
impossível. Um bom exemplo é (1) e seu contrário, (1*) Se 9× 5 fossem 40, João teria passado
em sua prova de aritmética (na suposição de que ele respondeu “40” na questão que solicitava
que computasse 9 × 5): sabemos que, se o resultado da computação fosse diferente, ainda que
isso seja impossível, então ele estaria adequado à resposta dada (erroneamente) pelo aluno.
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Estamos dispostos a asserir (1*) e, da mesma maneira e com a mesma confiança, estamos
dispostos a negar (1).
A saída que resta para o vacuísta seria adotar a estratégia de Williamson e explicar porque
(e como, de preferência) a intuição desse tipo de exemplo está errada. Em um contraexemplo
a um argumento com formato semelhante a (1), ele tenta mostrar que alterar a aritmética
possibilitaria uma cadeia inferencial que conduziria, fatalmente, ao resultado de que o aluno
também não passou. Suponhamos que a pergunta fosse “quanto é 5 + 7?” e a resposta dada
foi “11”. Levamos em conta os dois contrafatuais12 :(30) If 5 + 7 were 13 I would have got that
sum right e (31) If 5 + 7 were 13 I would have got that sum wrong (WILLIAMSON, 2008, p.
172). Então:
For example, if 5 + 7 were 13 then 5 + 6 would be 12, and so (by another eleven
steps) 0 would be 1, so if the number of right answers I gave were 0, the number of
right answers I gave would be 1. We prefer (31) to (30) because the argument for
(31) is more obvious, but the argument for (30) is equally strong. (WILLIAMSON,
2008, p. 172)
O grande problema com esse argumento é que ele pressupõe, implicitamente, o que quer
concluir. Para que os passos sejam válidos (se 5+7=13, então 5+6=12 etc.), uma série de
propriedades sobre a estrutura da aritmética e sua lógica basal devem estar fixadas, conforme
notam (BERTO et al., 2016). Se essas propriedades não valem, o argumento simplesmente não
funciona. Discutiremos mais adiante alternativas ao vacuísmo e suas construções, mas, o que
pode ser adiantado é que em geral consideraremos cenários impossíveis, mas não triviais. Para
tanto, algumas propriedades do mundo atual, clássico, terão de ser abandonadas. Isso significa
que não é possível tomar como garantidas as propriedades formais que sabemos ser válidas, a
não ser que o contexto explicite isso. No exemplo que demos, bem como no que Williamson
considera, não há nada que aponte para isso; não estamos considerando uma classe específica
de mundos onde (i) 5+7=13 e (ii) as propriedades usuais da aritmética dos naturais valem, mas
tão somente mundos em que vale (i). Como as propriedades da aritmética considerada não são
diretamente relevantes para o que se considera, a relação de similaridade escolhida considera
mundos em que essas propriedades valem e mundos em que elas não valem igualmente próximos
ao atual e, portanto, a conclusão não se segue.
3.2.2 Contralógicos
Voltemos ao quinto exemplo da subsessão anterior, (5) Se a lógica paraconsistente fosse a
lógica correta, então o ex falso quodlibet seria um princípio válido. Está claro porque ele parece
12mantendo a numeração do livro de Williamson
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ser falso: lógicas paraconsistentes são aquelas em que é possível lidar com contradições evitando
a trivialidade; ou seja, evitando justamente o ex falso quodlibet, o princípio da explosão. No
entanto, pode-se objetar esse tipo de colocação recusando a ideia de que faz sentido falar em
uma lógica correta.
Uma maneira de entender isso é partir da profusão de diferentes lógicas (paraconsistente,
intuicionista etc.) e entender a relação de consequência como adequada a um domínio de apli-
cação, ou, como sugerido recentemente por (CARNIELLI; RODRIGUES, 2017) representando
a preservação de um conceito diferente. Nesse caso, poderíamos entender uma determinada
relação de consequência paraconsistente como preservando evidência ao invés de verdade. A
comparação com os diferentes sistemas de geometria não euclidiana se tornou comum (BE-
ALL; RESTALL, 2000, p. 15) (RUSSELL, 2016), ressaltando a virtude epistemológica de uma
abertura a diferentes sistemas formais.
Essa abordagem se assemelha, mas não se confunde, com a tradição do pluralismo lógico,
como proposto por J. C. Beall e G. Restall (BEALL; RESTALL, 2000). Segundo os autores,
a lógica é o estudo da relação de consequência, que permite caracterizar argumentos válidos
e inválidos. No entanto, possuímos apenas uma intuição pré-formal do que é esta relação e
essa intuição permite uma série de desenvolvimentos distintos. O núcleo é a preservação da
verdade em todos os casos (BEALL; RESTALL, 2000, p. 3), mas o que constituem esses casos -
construções conjunto teoréticas, mundos possíveis etc. - pode variar de acordo com o contexto
de análise. Assim, Beall e Restall recusam a tese da mudança de assunto - isto é, que diferentes
relações de consequência representam diferentes conceitos - e mantém a predominância da pre-
servação de verdade. O que se altera com a mudança dos casos considerados é a caracterização
da verdade que se têm em questão: por exemplo, a semântica de mundos possíveis é uma diz
respeito à “preservação necessária da verdade” (BEALL; RESTALL, 2000, p. 4).
Contrariando essas duas posições, o monista afirma que, seja qual for a relação correta de
preservação de verdade, ela será irrestritamente correta e todas as demais, inequivocamente
incorretas. Trata-se, portanto, de descobrir qual - no singular - é lógica verdadeira ou correta.
De todo modo, o argumento dos contralógicos é agnóstico com relação a esse debate. Isto é,
ele não depende da correção de nenhuma dessas posições da filosofia da lógica. Se o monismo
estiver correto, é evidente que seu sentido é aquele expresso na superfície: L é a lógica correta,
mas um contralógico considera como as coisas seriam caso L′ 6= L o fosse. Entretanto, se
alguma forma de pluralismo for o caso, ainda será possível entendê-lo adequadamente. Se
algo como o proposto por (CARNIELLI; RODRIGUES, 2017) for correto, aquilo que chamarei
de pluralismo de assunto, então ainda é possível manter o sentido original do contralógico
acrescentando uma cláusula implícita: Se a lógica X fosse a lógica correta (para representar o
conceito Y). A versão de Beall e Restall também fornece espaço para discordâncias e incorreções.
Há relações de consequência que caracterizam corretamente determinadas facetas da verdade.
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Os autores conjecturam que para perservação de verdade necessária, alguma lógica entre S4 e
S5 é a adequada. Seja como for, há uma única relação de consequência que caracteriza essa
faceta da verdade. Portanto, há espaço para contralógicos cujos antecedentes tenham a forma:
Se a lógica X fosse a lógica correta (para caracterização Y da preservação de verdade).
Talvez a única posição que seja à primeira vista incompatível com a formulação de con-
tralógicos é uma versão extrema do pluralismo que caracteriza lógica como tudo aquilo que
possuir certas características formais. Desta maneira, faz tanto sentido afirmar que uma lógica
L1 é mais correta do que uma lógica L2 quanto afirmar que o xadrez é um jogo mais correto
que o go. São jogos diferentes, com regras diferentes, e isso é tudo o que podemos afirmar.
Ainda sim, seria possível, exercendo o princípio de caridade, fornecer uma versão adequada dos
contralógicos. Um contrafatual deve permitir a consideração de realidades diferentes, inclusive
quando essas realidades corresponderem a teses metafísicas. Então, se há sentido no debate
entre monistas e pluralistas lógicos, e o pluralismo extremo é a posição correta, ainda podería-
mos repensar o contralógico como afirmando: Se a lógica X fosse a lógica correta (e se a noção
de lógica correta fizesse sentido). Esse expediente pode ser usado inclusive para avaliação da
melhor posição nesse debate, através de contrafatuais da forma: se a noção de lógica correta
fosse correta, então ....
Esse debate é relevante porque, na história da lógica, muitos pontos foram postos em discus-
são. Questões como caracterização correta da implicação, da negação, o importe existencial dos
quantificadores etc. Mesmo antes da grande proliferação de lógicas distintas que ocorre a partir
da segunda metade do século XX, já havia mais de uma opção e há monistas que ainda hoje
aceitam essa tese sem contudo acreditarem que a lógica clássica é a maneira correta de carac-
terizar a verdade. Graham Priest, por exemplo, defende uma posição bastante idiossincrática
no qual a lógica do paradoxo, LP, formulada por F. G. Asenjo, é a lógica correta.
3.2.3 Limitação epistêmica e raciocínio hipotético
Os agentes linguísticos que fazem uso de contrafatuais - e, em particular, de contrapossíveis
- não são logicamente omniscientes. Isto é, o conjunto das coisas que eles sabem não contém
todas as verdades lógicas. Esse fato evidente justifica o uso do raciocínio contrafatual em muitas
situações: é possível extrair algumas consequências de proposições cujo valor de verdade não
conhecemos, mas que não nos são inteiramente estranhas. Consideremos o seguinte par:
1. Se 274.207.281 − 1 fosse primo, então ele só seria divisível por ele mesmo e por 1.
2. Se 274.207.281 − 1 fosse primo, então ele seria divisível por ele mesmo e por 1, 4, 17 e 24.
Ainda que não saibamos se o número em questão é ou não primo, julgamos a primeira
afirmação como verdadeira e a segunda, como falsa. A capacidade de fazer esse tipo de inferência
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é parte constituinte de nosso aparato mental. Raciocinamos sobre o que viria a ser o caso se
uma determinado fato fosse atualizado ainda que não saibamos se o fato é ou não verdadeiro.
Não há boas razões para que essa operação se limite a fatos contingentes. Considere-se agora a
informação adicional de que 274.207.281−1 é de fato primo. Na verdade, na data em que escrevo,
é o maior número primo conhecido. Portanto, na semântica ortodoxa, os valores de verdade
estarão de acordo com o esperado. Passemos ao seguinte par de proposições:
3. Se 274.207.281 + 1 fosse primo, então ele só seria divisível por ele mesmo e por 1.
4. Se 274.207.281 + 1 fosse primo, então ele seria divisível por ele mesmo e por 1, 4, 17 e 24.
É bastante provável que ninguém no mundo saiba algo sobre o valor de verdade do antece-
dente; isto é, se o número em questão é ou não primo. Mesmo assim, não parece razoável afirmar
que, por isso, ninguém tem acesso ao valor de verdade dos contrafatuais expressos acima. Qual-
quer um que domine os rudimentos da teoria dos números julgará (3) como verdadeiro e (4)
como falso, como no caso acima. Fará isso sem saber o valor de verdade do antecedente, porque
ele é irrelevante para este julgamento. Se, no entanto, aceitarmos (VAC), somos obrigados a
limitar nossas asserções desse tipo - i.e. contrafatuais com antecedentes necessários - àquelas em
que conhecemos o valor de verdade do antecedente que é, afinal, a única informação relevante.
Aqui há um ponto importante que pode levantar alguma objeção. A descrição que fiz dos
contrafatuais é marcadamente epistêmica: fiz menção à função dos contrafatuais para agentes
que não sejam logicamente omniscientes, bem como ao conhecimento do valor de verdade do
seu antecedente. Isto certamente vai de encontro à proposta de Lewis, que caracteriza as
proposições contrafatuais como verdadeiras ou falsas a despeito do que se sabe sobre elas.
A crítica não é despropositada, mas o sabor epistêmico não é obra do acaso. Em primeiro
lugar, é preciso notar que já há, mesmo em Lewis, um espaço para a “interferência humana”
nos contrafatuais: a resolução da similaridade. Contrafatuais são notoriamente vagos e depen-
dem de uma resolução de similaridade para serem avaliados. Essa resolução, em um contexto
conversacional, dependerá do que o agente quer comunicar (ou, caso ele esteja apenas refletindo
sobre a situação, do que ele quer considerar em sua reflexão). Portanto, não é correto afirmar
que não havia nenhum papel para a epistemologia na semântica ortodoxa, e que agora isso é
proposto.
Não entrarei em detalhes sobre especificidades da similaridade em semânticas onde não vale
(VAC), mas é possível adiantar que podemos lidar com os exemplos dados, sem saber o valor de
verdade dos antecedentes, privilegiando certas informações ou formas de inferência na resolução
da similaridade. Além disso, alguns autores, como (BARAS, ), sugerem que contrapossíveis
são especialmente epistêmicos, o que, se estiver correto, favorece o argumento que propus,
embora possa dar um aspecto de colagem à semântica - uma parte dos contrafatuais seria mais
epistêmica do que a outra.
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Um último ponto que deve ser destacado é o que deve ser levado em conta ao avaliar o sucesso
de uma semântica para contrafatuais. A única base empírica que temos é o uso que se faz
desse tipo de construção linguística, tanto em discussões públicas quanto no raciocínio privado.
Modelar com sucesso o operador contrafatual significa dar conta de seu funcionamento em
contexto, ainda que certos usos possam ser, de forma normativa, contrariados. Contrapossíveis
podem ser raros no discurso cotidiano mas não são inexistentes e, quando ocorrem, sobretudo
em contextos especializados (e.g. debates filosóficos, matemáticos etc.) muitas vezes possuem
o traço epistemológico mencionado.
3.2.4 Would implica might
Esse argumento se segue diretamente da semântica lewisiana e, em especial, sobre o segundo
operador contrafatual que ela propõe. Lembremos que Lewis caracteriza dois operadores distin-
tos: o operador contrafatual principal, denotado por “”, recebe o nome de “would” porque
traduz, via de regra, sentenças do tipo “if φ were the case, then ψ would be the case. Em
contraste, há um operador mais fraco, que dá conta de casos em que há empate na proximidade
entre mundos possíveis. Esse operador é chamado de “might” e denotado por “”. A razão
de seu nome é que usualmente traduz sentenças do tipo “if φ were the case, then ψ might be
the case”.
Há uma intuição de que se, em uma determinada situação, algo seria o caso então, na
mesma situação, esse algo poderia ser o caso. É possível pensar, por analogia, em termos de
modalidades: se algo é necessário, então esse algo é possível13. Essa intuição se confirma via
de regra na semântica de Lewis: quando todos os mundos mais próximos satisfazem φ→ ψ, há
pelo menos um mundo mais próximo que satisfaz φ→ ψ, mas há casos problemáticos que não
autorizam a asserção de φ ψ  φ ψ como princípio irrestritamente válido.
Dada a estrutura quantificacional do operador, isso não é surpreendente. Da mesma forma
que “todos os golfinhos em Oxford tem braços e pernas” não implica “há um golfinho em Oxford
com braços e pernas”(WILLIAMSON, 2017), um operador contrafatual não implica o outro,
aplicado aos mesmos elementos. No entanto, é possível argumentar que essa estrutura, no caso
do contrafatual, é arbitrária e que a relação entre os operadores deve se manter sem exceções.
Essa posição é adotada por David Vander Laan (LAAN, 2004) e Barak Krakauer (KRAKAUER,
2012). Como os único casos de divergência nos valores de verdade de condicionais would e might
são contrapossíveis, que tornam would’s vacuamente verdadeiros e might’s, vacuamente falsos,
é preciso rejeitar VAC.
Note-se, no entanto, que é possível conciliar “would” e “might” com VAC se alterarmos a
13Esse princípio também não é válido nas lógicas modais, mas as exceções são casos relativamente incomuns:
quando não há nenhum mundo acessível de um determinado ponto no modelo 2φ é (trivialmente) verdadeiro e3φ é falso.
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definição do segundo. De modo geral, a interdefinibilidade é dada por:
(M) φ ψ =def ¬(φ ¬ψ)
(WIERENGA, 1998) propõe a alternativa:
(M*) φ ψ =def ¬(φ ¬ψ) ∨ (φ ψ)
.
Dessa maneira, quando φ for impossível, por VAC, φ  ψ e, portanto, φ  ψ será
verdadeiro. Os demais casos continuam como antes.
Outro ponto importante que deve ser ressaltado é que mesmo com a rejeição de VAC,
se a definição do condicional “might” for mantida, ainda haverá contra exemplos para WIM.
Consideremos o seguinte par de contrafatuais: (φ∧¬φ)  φ e (φ∧¬φ)  ¬φ. Ambos parecem
bons candidatos a serem simultaneamente verdadeiros. Mas, nesse caso, (φ ∧ ¬φ)  φ será
falso, assim como (φ∧¬φ)  ¬φ. Isso porque rejeitar VAC não implica aceitar o princípio da
não contradição contrafatual (KRAKAUER, 2012, p. 25):
(PNCC) ¬(φ ψ ∧ φ ¬ψ)
O quanto esse argumento pesa a favor da rejeição de VAC dependerá do valor que se atribui
a outros aspectos. É possível contrabandear WIM para dentro da semântica ortodoxa com
uma definição como a proposta por Wierenga que, se não prima pela elegância, garantindo o
resultado com uma cláusula ou que cobre os casos indesejáveis da definição original, ao menos
alcança o resultado final. Além disso, enquanto a definição M for mantida, rejeitar VAC não
garante, por si só, WIM. Entretanto, há uma saída que envolve a rejeição de VAC cuja virtude
está em uma reformualação do conectivo “might” que talvez seja mais adequada. Sugerida
por Vander Laan (LAAN, 2004), a proposta consiste no abandono da interdefinibilidade dos
dois conectivos em favor de uma condição de verdade primitiva para o operador “might”, no
contexto de uma semântica que rejeita VAC. Há algumas propostas para qual seria a definição
mais adequada - que serão discutidas mais a frente, quando se falar das semânticas estendidas
- mas todas elas garantem WIM. Mais do que garantir esse princípio, então, aceitar sua invali-
dade como argumento contra a semântica de Lewis está condicionado a julgar insatisfatória a
definição original do condicional might.
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3.2.5 O raciocínio contrapossível é uma extensão natural do racio-
cínio contrafatual ordinário
Este argumento está ligado à função e emprego de uma classe de contrafatuais. Embora
muitos deles, talvez a maioria, diga respeito a fatos - e.g. “se Nixon houvesse lançado a bomba
atômica, então ...” -, alguns falam de leis, regras e regularidades. Um exemplo: “Se a combustão
fosse causada pela liberação do flogisto, então metais perderiam massa ao queimarem”. Há
ligações interessantes entre leis e outras leis ou fatos e essas ligações podem ser expressadas
por meio de contrafatuais. Muito dos raciocínios hipotéticos em ciência pode ser caracterizados
dessa maneira e não há razões para pensar que esse tipo de condicional possui uma semântica
distinta daquele que se ocupa meramente de fatos. No limite, pode-se argumentar que a relação
de similaridade para esses contrafatuais - que chamaremos nomológicos a partir de agora -
seguem critérios distintos daqueles apontados por (LEWIS, 1979) e discutidos por outros, como
sugerido por Bennett (BENNETT, 2003, p. 227-229)
De todo modo, há leis que pensamos ser contingentes, como o valor de uma constante
física, e leis que são necessárias, como um teorema da aritmética (estamos assumindo aqui
que é possível classificar ambos como leis, em algum sentido amplo do termo). Da mesma
forma que há conexões interessantes acerca de leis físicas e outras leis e/ou fatos, parece haver
conexões entre leis formais e necessárias e outras leis e fatos, como o seguinte par: (T ) se a
função parada (halt) fosse computável, então demonstrar a Conjectura de Goldbach seria trivial
e (¬T ) se a função parada (halt) fosse computável, então demonstrar a Conjectura de Goldbach
não seria trivial. Sabemos que o primeiro é verdadeiro e o segundo, falso. Sabemos isso porque
conseguimos construir um algoritmo que resolve a conjectura a partir de um que calcule a função
parada; função que, no entanto, é (necessariamente) incomputável. Não há razão para que se
interrompa o raciocínio hipotético dessa natureza nos contratuais nomológicos cuja verdade dos
antecedentes seja uma verdade necessária.
Mas, se VAC é o caso, esse tipo de reflexão se torna inútil, já que todo contrafatual que con-
jecture sobre como as coisas seriam caso algum princípio de uma ciência formal fosse diferente do
que é será fatalmente verdadeiro e, portanto, não comunicará nada. Será semanticamente vazio.
Portanto, somos forçados a concluir que qualquer conjectura desse tipo é inútil e infrutífera, o
que não parece ser o caso.
Há duas alternativas: uma é preservar VAC, afirmando que esse tipo de raciocínio não pode
ser expresso por meio de contrafatuais. No entanto, como não há uma linha clara separando
os contrafatuais nomológicos com antecedentes contingentes daqueles com antecedentes neces-
sários, de modo que seria preciso jogar todos fora, dando para eles uma análise distinta. Essa
posição parece jogar fora o bebê junto da água do banho, como na expressão popular, especial-
mente porque também lhe caberia explicar porque é que a forma linguística dos contrafatuais
ordinários e dos nomológicos é tão semelhante. O outro caminho é a defesa da unidade dos
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contrafatuais nomológicos e seu enquadramento em uma semântica que rejeite VAC. Esse ar-
gumento pode ser visto como uma generalização do caso dos contralógicos, mas pode resistir a
alguns dos problemas que afetam o caso particular.
3.2.6 Verdade, Ficção e Impossibilidades
Embora as asserções sobre obras de ficção não sejam, rigorosamente, contrafatuais, é possível
traçar uma analogia entre ambos. Há uma série de avaliações diferentes do que significa, para
uma sentença, expressar uma proposição verdadeira em uma ficção. Isto é, responder em que
sentido (S) “Sherlock Holmes mora em Baker Street, 221B” expressa algo verdadeiro. Se a
avaliarmos literalmente, certamente será falsa: Sherlock Holmes não existe e, portanto, não
vive em Londres. Embora as finalidades de uma obra de ficção e de um contrafatual sejam
distintas, podemos encarar os contrafatuais como contando certas histórias. Essa semelhança
levou alguns teóricos a acreditar que a melhor maneira de avaliar os contrafatuais é considerá-los
histórias, como defendido por (KIM; MASLEN, 2006). David Lewis tomou a direção contrária,
definindo a verdade na ficção a partir de um operador semelhante ao seu contrafatual (LEWIS,
1978).
Para Lewis, as sentenças sobre obras de ficção trazem subentendido um operador inten-
sional que age sobre o conteúdo expresso pela sentença. Esse operador, como o condicional
contrafatual, seleciona uma classe de mundos possíveis relevantes onde o conteúdo explícito
da sentença deve ser verdadeiro para que a proposição expressa pela sentença também o seja.
Então “Sherlock Holmes mora em Baker Street, 221B” é verdadeiro se e somente se em todo
w ∈ S, Sherlock Holmes mora em Baker Street, 221B, onde S é o conjunto de mundos possíveis
adequados. Uma forma de determinação desses mundos possíveis é pela extração das sentenças
que compõem a narrativa e do que se segue diretamente delas, fechadas sob implicação da lógica
clássica. Duas dificuldades para isso: (i) as sentenças determinam uma situação não maximal,
não um mundo possível e (ii) é possível afirmar mais sobre o enredo de uma narrativa do que
o que está explicitamente presente nela.
A solução de Lewis para esse problema é fazer com que o operador selecione não apenas
um, mas um conjunto de mundos possíveis. Isso dá conta do que é irrelevante e do que não é
explicitado, por exemplo: “Fulano teve muitos filhos” faz com que haja mundos em S onde ele
tem 5, 6 ou 7 filhos, mas também faz com que S rejeite aqueles onde ele só teve 1. Além disso,
e aqui está o ponto mais original da análise, inclui-se no aparato semântico maneiras de falar
sobre aquilo que não está escrito, mas está pressuposto. Talvez, nos livros de Holmes, Conan
Doyle não afirme em nenhum momento que Paris é a capital da França, mas esse fato certamente
será verdadeiro nos mundos de S, porque ele compõe uma rede de conhecimentos de fundo que
faz parte da narrativa. Esses conhecimentos de fundo não são aqueles que nós possuímos, mas,
de modo geral, os conhecimentos comuns da sociedade e época habitado pelo(s) autor(es). Isso
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porque a narrativa tem em mente esses ouvintes ou espectadores e espera certas inferências
vindas dele, de forma análoga que o conhecimento comum ajudará determinar relações de
proximidade de mundos adequadas, no caso dos contrafatuais. Nessa análise, Pierre Menard
nunca será o autor de Dom Quixote14.
Esse aparato teórico para análise do ficcionalismo interessa o debate sobre contrapossíveis
porque contradições (ou outras impossibilidades) são muito mais palatáveis na ficção. Inicial-
mente, Lewis distinguia duas formas de contradição ficcional: intencional ou não. Contradições
não intencionais aparecem na ficção por falta de atenção do(s) autor(es) e poderiam ser ig-
noradas, com boa vontade e exercendo o princípio da caridade, através de um mecanismo de
supervaloração. O exemplo fornecido é a ferida de Watson, nas histórias de Sherlock Holmes.
Em algumas histórias ela se localiza no ombro enquanto que, em outras, ela aparece na perna15.
O método usual de supervaloração, seguindo a orientação de Bas Vaan Fraassenn (FRAASSEN,
1969) consiste na partição do conjunto de mundos (ou conjuntos de sentenças, proposições, ou o
que quer que seja) em subconjuntos consistentes. Só será realmente verdade o que for derivado
em cada um deles (por exemplo, que Sherlock Holmes mora em Baker Street, 221B). O que só
for derivado da união de ambos - tudo, dado que há uma contradição e a lógica basal é clássica
- não é considerado e o que é derivado de apenas um (por exemplo, que a ferida se localiza na
perna) ganha um valor de verdade intermediário.
Por outro lado, narrativas intencionalmente contraditórias contém elementos centrais que
geram algum paradoxo e que supostamente foram inseridos ali propositadamente pelo(s) au-
tor(es). Esse tipo de narrativa, segundo Lewis, é ininteligível e, no limite, poderíamos acatar
a explosão e afirmar que nelas tudo vale. Não é possível extrair algum sentido do conteúdo
exposto. Essa posição é provavelmente extrema e equivocada: há uma série de obras ficcionais
contraditórias e é possível extrair delas algumas coisas e outras, não16.
Um exemplo, concebido especialmente para ilustrar o ponto, se encontra em Sylvan’s Box: A
Short Story and Ten Morals, de Graham Priest (PRIEST et al., 1997). Nele, o autor apresenta
uma narrativa em que há um impossibilia, um objeto impossível que instancia duas propriedades
contraditórias. Após o término da narrativa, tiram-se algumas lições, em especial a que nenhum
leitor derivará tudo da história, a despeito da contradição patente, e que o princípio de caridade
exige que se adote uma lógica não clássica para compreensão adequada do que é narrado. O
exemplo não implica que há uma lógica adequada; pelo contrário, implica que diferentes obras
14(BORGES, 1944).
15Não há dúvida, no entanto, de que se trate da mesma ferida.
16Fugindo à discussão de se textos religiosos fundamentais são ou não ficcionais, não é particularmente polê-
mico afirmar que há contradições explícitas em alguns deles. Se os fiéis, ao longo da história, extraíram deles
todo o tipo de conclusão, isso parece se dever menos à lógica do que a outras razões sociológicas. De toda
forma, há tentativas recentes de aplicar lógicas não clássicas para interpretação mais adequada de paradoxos
teológicos, como por exemplo em Priest (PRIEST, 2014), no caso do Budismo e Beall (BEALL, 2017), no caso
do Cristianismo.
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ficcionais irão requerer diferentes lógicas.
Além do papel social distinto, se a análise de Lewis for adequada, o que separa os operadores
de verdade na ficção e condicional contrafatual é a dimensão do que é pressuposto: antecedentes
de contrafatuais se resumem, de modo geral, a uma ou duas sentenças, enquanto que obras
de ficção podem preencher centenas de páginas. De todo modo, a operação que se faz em
um caso é semelhante e, se é possível considerar não trivialmente narrativas que contenham
impossibilidades, contrapossíveis também podem não ser triviais.
3.2.7 Conclusão
Há uma série de fenômenos que depõe contra a plausibilidade de VAC. Em geral, embora
difiram nos graus de sofisticação, há a intuição de que a semântica ortodoxa de Stalnaker e Lewis
dá valores de verdade errados para alguns contrapossíveis. Os exemplos fornecidos aqui não
têm mesma potência e os argumentos podem ser mais ou menos convincentes. Ressaltar isso é
importante porque devemos entender que nem toda solução para o problema dos contrapossíveis
deverá dar a resposta “satisfatória” - que dê os valores intuitivamente corretos - para todos os
casos mencionados. De modo geral, veremos que alguns dos problemas resistem à formalização
ou têm exigências muito altas para o sistema, tornando sua resolução um problema para o resto
da semântica. Essa é, inclusive, a motivação central dos argumentos pela manutenção de VAC:
a satisfatoriedade do aparato formal que Lewis desenvolveu. De acordo com eles, rejeitar VAC
envolve rearranjos que prejudicam demais o sistema semântico para ganhos muito modestos em
termos de explicação.
Com o panorama aqui apresentado, espera-se que a balança penda para a rejeição de VAC,
o que constitui parte da motivação do presente trabalho. Possivelmente, os casos que mais
contribuem com essa avaliação são os exemplos menos carregados de teoria, os contrapossíveis
que se pode imaginar em uma troca de informações cotidiana e que são, afinal, a maior parte
do que é modelado por uma semântica adequada para os contrafatuais. O imperativo daqui
em diante será, então, resolver o maior número desses casos através de uma análise unificada.




O texto que virá agora depende de quão convincentes foram os argumentos contrários a VAC
apresentados na sessão anterior. Partiremos do pressuposto de que VAC é, de fato, um princípio
indesejável que devemos rejeitar. A questão abordada é como fazê-lo. Examinaremos três solu-
ções distintas, buscando avaliar seus méritos. A primeira é uma extensão de uma proposta de
(KRAKAUER, 2012), que consiste na interpretação não literal de sentenças contrafatuais com
antecedentes impossíveis. É a solução da “melhor revisão”. Em segundo lugar, examinaremos
a solução que se tornou uma “ortodoxia heterodoxa”, que já havia sido indicada em (LEWIS,
1973a): a incorporação de mundos impossíveis ao aparato semântico. Analisaremos essa pro-
posta, seguindo a bibliografia já existente, a fim de responder questões como: “como fica a
relação de similaridade quando incorporamos mundos possíveis?”. Alguns dos casos problemá-
ticos apresentados no capítulo anterior serão analisados à luz dessas propostas para averiguar
quão satisfatoriamente elas os resolvem. Por último, examinaremos como o problema pode ser
atacado pelo emprego de lógicas paraconsistentes - em geral, concebidas para lidar de modo
não trivial com contradições - na lógica de base da semântica de contrafatuais.
4.1 Melhor Revisão
O espírito da abordagem da melhor revisão pode ser sumarizado pela máxima: um contra-
possível não é um contrapossível. Nada mais adequado, já que consideramos impossibilidades,
do que violar a auto-identidade. Na prática, o que isso quer dizer é: contrapossíveis são
avaliados a partir de contrafatuais comuns, com antecedentes possíveis. Assim, avaliaremos
contrapossíveis não vacuamente - a depender dos contrafatuais escolhidos, haverá falsidades
- sem ter que alterar, pelo menos profundamente, a semântica original. As perguntas que se
fazem: como fazer isso? Quais são os resultados?
A solução proposta por Krakauer é um operador de revisão proposicional R : prop →
prop. Ou seja, um operador que leva proposições a proposições. A intuição é que, ao avaliar
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um contrapossível, avaliamos, na verdade, uma revisão dele em que o antecedente é possível.
Essa proposta não é a reinvenção da roda. Ela está inserida em uma tradição que buscou
lidar com impossibilidades - sobretudo inconsistências de um conjunto de elementos - através
da consideração de fragmentos consistentes (ou meramente possíveis) desses conjuntos. No
mesmo espírito há, por exemplo, a supervaloração, proposta por Vaan Fraassen (1969), a ideia
de revisão de ficções com contradições não intencionais, de (LEWIS, 1978), e a proposta de
Varzi (1997) de tratar inconsistências ou incompletudes classicamente, através de extensões e
contrações dos modelos originais. O operador de Krakauer é descrito por:
R(φ) =
φ se φ é consistente;φ∗ caso contrário (e φ∗ é consistente)
Então, revisamos a condição de verdade dos contrafatuais:
(Vr) φ ψ é verdadeiro se e somente se R(φ)  ψ
A motivação da primeira cláusula do operador R é garantir que, nos contrafatuais com ante-
cedente possível, tudo continua como antes. Nos outros casos, o operador revisa o antecedente e,
ao final dessa operação, estaremos avaliando um contrafatual ordinário. Esse “truque” mantém
o vacuismo no nível semântico: a princípio, se o antecedente de um contrafatual for impossível,
o contrafatual será trivialmente verdadeiro porque não haverá mundos-antecedente para ana-
lisar. Ao mesmo tempo, garante-se que esse caso nunca acontecerá, porque todo antecedente
impossível será revisado em um possível. Problemas podem ocorrer se o consequente também
for impossível. Nesse caso, contrapossíveis julgados de acordo com Vr serão trivialmente falsos,
e a semântica resultante perderá princípios como a reflexividade, (R) φ φ. Para remediar
isso, pode-se exigir que a revisão aja também sobre o consequente:
(Vr*) φ ψ é verdadeiro se e somente se R(φ)  R(ψ)
Sobra a tarefa de explicar o que pode ser essa revisão. Um critério possível, proposto por
Krakauer, é a similaridade entre proposições. O operador deve selecionar a proposição φ∗ mais
similar a φ que seja possível. Um critério desse tipo permitiria, inclusive, o encurtamento da
definição do operador, dada acima. Se aceitássemos algo como o centramento forte para pro-
posições, casos de antecedentes possíveis seriam resolvidos trivialmente: a proposição possível
mais similar a uma proposição possível é ela mesma.
Por outro lado, essa sugestão tem dois problemas graves. O primeiro é que sua aparente
economia custa caro: depois de todo trabalho com a relação da similaridade de mundos, pre-
cisaríamos definir também um sistema similar para proposições. E, em segundo lugar, será
preciso rever o que é uma proposição. Uma das motivações de Lewis para adoção dos sistemas
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de mundos possíveis é que esses sistemas possibilitam uma análise redutiva de conceitos modais
e proposições. As proposições, em particular, são vistas como conjuntos de mundos possí-
veis. Mas uma métrica de similaridade de proposições que tenha por objetivo rever proposições
impossíveis não pode compartilhar essa análise: na versão de mundos possíveis, proposições
impossíveis são ∅, o conjunto vazio. Em outras palavras, só há uma proposição impossível.
Qualquer revisão proposicional que siga essa definição deverá revisar todas as proposições im-
possíveis da mesma maneira, o que é evidentemente indesejável. É preciso abandonar a con-
cepção de que proposições são conjuntos de mundos possíveis apenas - os mundos onde seu
conteúdo é verdadeiro -, trocando-a por uma que leve em conta informações suplementares,
como sua estrutura.
Uma outra alternativa, também proposta por Krakauer, se apoia no conceito de contraparte.
Nesse caso, é preciso admitir que uma proposição é sobre algo - novamente, não pode ser
reduzida a conjuntos de mundos possíveis -, e que esses objetos e propriedades de que ela fala
têm contrapartes em outros mundos possíveis. O operador R seleciona os mundos possíveis onde
o máximo do que é dito na proposição original é preservado. Os objetos de “Hobbes quadrou o
círculo” são o filósofo e uma relação que ele tem com um determinado feito matemático. Uma
revisão possível orientada por contraparte terá seu conteúdo orbitando em torno disso.
De todo modo, essa visão das proposições está tão próxima do que entendemos por sentenças
que é difícil entender porque Krakauer não deu o passo derradeiro e sugeriu um operador de re-
visão de sentenças. Sentenças podem ser úteis porque têm as propriedades estruturais desejadas
e porque as operações feitas não precisam agir no interior da semântica, operando apenas no
processo de tradução da sentenças para seu conteúdo semântico (a proposição correspondente).
Seja uma sentença S com a forma: Se A fosse o caso, então C seria o caso1. Dado um
contexto C, a proposição expressa por S é: I(F (A)  C), onde I é um operador de interpre-
tação, que leva sentenças em proposições, e F (A) um operador sentencial, que leva sentenças
em sentenças consistentes - o operador de revisão que queríamos2. F pode incorporar as pro-
priedades que Krakauer queria: é mais fácil avaliar similaridade (ou encontrar contraparte) de
sentenças do que de proposições e não precisamos alterar profundamente o entendimento de
proposição que Lewis supõe. Essa solução estaria de acordo com a proposta de Lewis (1979)
de critérios pragmáticos comuns para avaliação de contrafatuais que não são, necessariamente,
incluídos na semântica.
A grande vantagem dessa alternativa é a preservação da semântica. No entanto, o que ainda
não foi esclarecido é se ela resolve o problema dos valores de verdade dos contrapossíveis. Em
abstrato, agora contrapossíveis poderíam ser verdadeiros ou falsos. Na prática, os valores dados
1Ignoramos, pelo momento, que contrafatuais não tem correspondência biunívoca com uma forma sintática
de superfície. Isso será evidentemente uma dificuldade para essa proposta.
2O mesmo problema que se colocou para o operador R voltará a aparecer aqui: talvez seja necessário revisar
também o consequente. A discussão é omitida porque exatamente análoga a que foi feita anteriormente.
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são corretos? Há razões para crer que não. O próprio Krakauer é o primeiro a reconhecê-lo, no
âmbito de seu operador de revisão proposicional. Uma das principais queixas é que muitos dos
contrapossíveis são verdadeiros não a despeito de suas impossibilidades, mas precisamente por
causa delas. Vejamos como ela funciona em dois casos:
1. Se Hobbes houvesse quadrado o círculo, ele teria se tornado célebre por seu feito.
2. Se 6 fosse primo, haveria um número primo par maior que 2.
No primeiro caso, um bom candidato a contraparte da sentença antecedente é algo como
Hobbes realizou X, onde X é um grande feito matemático. Assim, seria possível argumentar
tanto a favor de 1, afirmando que feitos matemáticos, naquele contexto, tornavam pessoas céle-
bres; quanto contra, oferecendo razões opostas. Aqui o método funciona. A segunda sentença
oferece um desafio maior, talvez intransponível. O que seria possível alterar no antecedente
para torná-lo possível? Uma hipótese é substituir 6 por outro número próximo que seja primo,
como 5 ou 7. Outra seria alterar a definição de primalidade. No primeiro caso, o contrafatual
avaliado é “se 5 (ou 7) fosse primo, haveria um número primo par maior que dois”, e é falso: 5
e 7 são primos, ímpares, e não há nenhum primo par maior que 2. No segundo, seria possível
alterar a noção de primalidade de diversas formas, por exemplo incluindo um caso especial: “n
é primo se e somente se ((div(n,m)→ (m = n∨m = 1)) ou n = 6)”. Nesse caso, o contrafatual
é avaliado como verdadeiro, mas o conceito considerado foi distorcido a ponto de não ser mais
reconhecível.
Se retornarmos à discussão que opunha Vr e Vr*, lembraremos que é possível que o conse-
quente devesse ser revisado para algo possível já que, nesse caso, ele também seria impossível.
É difícil saber o que seria uma revisão consistente, nos termos propostos, da sentença “há um
número primo par maior que 2”. Novamente, podemos alterar o número em questão para 1, por
exemplo, ou podemos mudar algo no que está sendo predicado dele (trocar “par” por “ímpar”,
talvez). Os dois casos tornariam o contrafatual verdadeiro, mas tão distorcido a ponto de ser
irreconhecível. Embora, nesse exemplo, o valor de verdade seja verdadeiro, o que está de acordo
com a intuição, não é difícil elaborar um contraexemplo.
3. Se 6 fosse primo, não haveria um número primo par maior que 2.
Supomos que a proposição expressa por essa sentença é falsa: se 6 fosse primo, haveria
um número par, primo, maior do que 2: o próprio 6. Mas as revisões tornarão o antecedente
verdadeiro em todos os mundos possíveis, já que se trata de uma proposição matemática. Como
o consequente é verdadeiro, a avaliação dada pela abordagem da melhor revisão será verdadeira,
se distanciando do que parece correto.
Outra objeção é a que chamarei “metalinguística”. Ela se origina na mesma ideia de que
parte dos contrapossíveis deve seu valor de verdade à impossibilidade particular que instanciam.
Um exemplo:
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4. Se tivesse chovido e não chovido ao mesmo tempo, então uma contradição seria verda-
deira.3
Intuitivamente, o contrafatual expresso por essa sentença deve ser verdadeiro. O antecedente
expressa uma contradição hipoteticamente verdadeira; logo, nesse cenário, há uma contradição
verdadeira. Uma abordagem da melhor revisão, seja ela proposicional ou sentencial, a tornará
falsa. Isso porque (1) sempre haverá mundos-antecedente e (2) eles serão classicamente bem
comportados (afinal, são mundos possíveis em um sentido estrito). Disso, concluí-se que não
há contradições e que, portanto, o contrafatual é falso.
Por outro lado, é preciso fazer uma ressalva a esse tipo de exemplo. Seu ingrediente fun-
damental é o componente metalinguístico: de um lado, fala-se de estados de coisa; do outro,
usa-se a metalinguagem para falar da linguagem objeto. (ZALTA, 1997) sugere, em outro con-
texto, que esse tipo de expectativa é um exemplo perfeito de confusão entre modo material e
modo formal, seguindo a nomenclatura dada por Carnap. Esse tipo de confusão pode ocorrer
na linguagem ordinária, sabidamente ambígua e maleável, mas pode não ser possível se defen-
der contra ela no âmbito de uma semântica formalizada e rigorosa4. Por isso, ainda que não
excluamos das considerações exemplos dessa natureza, devemos sempre tomá-los com algum
cuidado e parcimônia.
4.2 Mundos Impossíveis
Nesta sessão, avaliarei a proposta da inclusão de mundos impossíveis na semântica. Em
primeiro lugar, apresento um esboço do que são mundos impossíveis para esclarecer o que
são esses objetoss e quais são as consequências de sua adoção para as teorias baseadas em
mundos meramente possíveis. Depois, examinarei a semântica estendida e discutirei os conceitos
fundamentais da semântica ortodoxa, como a similaridade, à luz desses novos objetos. Por
último, veremos alguns exemplos de contrapossíveis à luz dessa teoria.
4.2.1 Uma proposta modesta
Talvez a ideia mais natural - no sentido de que propõe algo que se desvia pouco do caminho
apontado por Stalnaker e Lewis - é a extensão da semântica pela inclusão de mundos impossí-
veis. Essa ideia é sugerida pelo próprio Lewis em seu livro, como alternativa àqueles que não
estivessem convencidos por seus argumentos favoráveis ao vacuísmo:
3Essa ideia se deve à (KRAKAUER, 2012, p.52). O exemplo original dizia respeito a uma propriedade do
número de estrelas.
4Há diversas tentativas de modelar alguns fenômenos desse tipo com análise semântica. O quanto eles são
ou não bem sucedidos não é assunto que cabe no escopo desta dissertação, no entanto.
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If you do insist on making discriminations of truth value among counterfactuals
with impossible antecedents, you might try to do this by extending the comparative
similarity orderings of possible worlds to encompass also certain impossible worlds
where not-too-blatantly impossible antecedents come true (LEWIS, 1973b, p. 73)
Ele próprio, no entanto, não julgava essa uma boa solução, tanto por estar convencido
pelos próprios argumentos a favor do vacuismo, quanto por não aceitar a inclusão de mundos
impossíveis. Essa segunda razão foi desenvolvida sobretudo em (LEWIS, 1986), onde Lewis
desenvolve sua teoria idiossincrática e polêmica acerca dos mundos possíveis, que ficou conhecida
por realismo modal.
O realismo modal de Lewis é a tese de que mundos possíveis existem concretamente: não
são construções teóricas abstratas nem tampouco propriedades do mundo atual. Além disso,
o que diferencia nosso mundo, o mundo atual, dos demais, não é nenhuma forma especial de
existência. O predicado “atual” teria um caráter indexical - isto é, seu conteúdo semântico
não seria resolvido inteiramente pelo conteúdo literalmente expresso, mas também por uma
suplementação contextual de lugar, tempo etc. (LEWIS, 1970). Portanto, o que distingue o
mundo atual dos demais é o fato dele ser atual para nós. Para habitantes de outros mundos,
isso não é o caso.
Esse caráter permite encarar diversas formas quantificacionais da linguagem como quanti-
ficações restritas. Em geral, quando falamos que unicórnios não existem, não queremos dizer
que unicórnios não existem em nenhum mundo possível, mas que unicórnios não existem preci-
samente no nosso mundo. Isto é, restringimos o escopo da quantificação que, tomada de forma
irrestrita, percorreria todos os possibilia - i.e. os objetos possíveis - ao invés limitar sua busca
ao subconjunto dos objetos atuais.
Mas isso também torna a existência de mundos impossíveis potencialmente perigosa. Como
podemos falar de existência em outros mundos, Lewis argumenta que a existência de mundos
impossíveis tornaria nosso próprio mundo, e todos os demais, impossíveis. Suponhamos que
haja um objeto inconsistente, o, em um mundo impossível i, tal que, para um determinado
predicado P , i P (o) e i ¬P (o). Como mundos funcionam quantificacionalmente como lugares
- i.e. como restrições -, podemos falar, do nosso ponto de vista que: (P) “em i, P (o)”. E
também podemos falar que (P*) “em i, ¬P (o)”. Porém, dada a classicalidade do nosso mundo,
traduzimos essa segunda proposição por: “em i, não é o caso que P (o)”, ou (¬P). Mas se isso
é o caso teríamos uma contradição instanciada no mundo atual, e isso não é possível!
Há duas maneiras de escapar da aporia colocada por esse argumento. Em primeiro lugar,
podemos simplesmente recusar a teoria pouco palatável do realismo modal. Mundos possíveis
não existem exatamente como o nosso, em suma. Talvez o termo “mundo possível” nos leve
a concluir mais do que podemos ou devemos, instigando a imaginação, quando, na verdade,
nos modelos de Kripke, tudo o que interessa é um conjunto não vazio com uma relação binária
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definida sobre ele. Há uma série de alternativas para interpretação filosófica dos mundos possí-
veis que divergem do realismo modal: essas entidades podem ser encaradas como conjuntos de
proposições (ou conjuntos de sentenças em uma determinada linguagem), o que Lewis chamou
de mundos ersatz ; também é possível vê-los como propriedades do mundo, como potencialida-
des, na linha sugerida por (STALNAKER, 2003); ou mesmo abordá-los como objetos abstratos
com certas propriedades, e cuja existência concreta sequer se põe. Adotar qualquer uma dessas
alternativas não nos livra, num passe de mágica, de todos os problemas relacionados a mundos
impossíveis, mas tira a força do argumento utilizado por Lewis.
Por outro lado, é possível contra-atacar Lewis em seu próprio campo, como fez (YAGISAWA,
1988). Yagisawa elabora um argumento condicional acerca da existência de mundos impossíveis
no realismo modal: o que ele defende é que se o realismo modal estiver certo, então mundos
impossíveis devem existir, mantendo-se agnóstico acerca do realismo modal em si. Entre as
razões que ele elenca, há a preservação das virtudes da proposta de Lewis e uma versão alterada
do argumento extensional do mesmo autor.
Lewis defendia a tese de que nosso discurso pressupõe maneiras pelas quais o mundo po-
deria ter sido e que nos referimos a essas maneiras da mesma forma com que o fazemos para
com objetos concretos, como mesas e cadeiras. Isso, aliado ao critério de compromisso on-
tológico de Quine5 - i.e. que deveríamos nos comprometer com as entidades sobre as quais
quantificamos6 -, nos faria incorporar essas maneiras pelas quais o mundo poderia ter sido à
nossa ontologia. A perplexidade estaria mais no batismo: chamar essas maneiras de mundos
possíveis. Para Yagisawa, da mesma forma que há maneiras pelas quais o mundo poderia ter
sido, também há maneiras pelas quais o mundo não poderia ter sido. Essas formas também
estão em nosso discurso e também são necessárias para nossa comunicação - devem estar no
domínio quantificacional, portanto.
Adotar mundos impossíveis, portanto, preservaria as virtudes da teoria de Lewis: poder
explicativo, teoria semântica extensional e economia ontológica. Além disso, possibilitaria
explicar casos que desafiam o realismo modal clássico, como a diferenciação de propriedades
impossíveis. Por outro lado, como o argumento é condicional, se válido, ele pode servir também
para rejeição do realismo modal em si, mesmo em sua variedade lewisiana, que não aceita
mundos impossíveis. A ideia é que, se uma teoria leva a conclusões tão patentemente absurdas,
ela deveria ser rejeitada. Nesse caso, a defesa do realismo modal estendido vira do avesso e o
argumento se torna um modus tollens: se mundos impossíveis não podem ser incluídos, então
o realismo modal é falso.
5Desenvolvido em uma série de escritos, pode ser sumarizado grosseiramente como a prescrição de com-
prometimento ontológico com as entidades pressupostas pelos domínios das formalizações de nossas melhores
teorias científicas. Ver, sobretudo, (QUINE, 1948).
6O argumento de Quine é bem mais restrito, mas a motivação geral é a mesma: o compromisso ontológico
vem dos domínios de quantificação de uma determinada linguagem.
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De todo modo, se há algum consenso sobre o que são mundos impossíveis, ele se encontra
nesta descrição: que são maneiras pelas quais o mundo não poderia ter sido7. Isso coloca uma
questão: para todas as maneiras pelas quais o mundo não poderia ter sido, há um mundo
impossível correspondente? De acordo com um entendimento, sim. Mundos impossíveis são
exatamente maneiras pelas quais o mundo não poderia ter sido e isso implica que qualquer
uma dessas maneiras é correlata/idêntica a um mundo impossível. Isso implica aceitar objetos
muito diferentes. Há, por exemplo, mundos impossíveis dedutivamente fechados segundo a
lógica clássica: o mundo explosivo, λ.8 Também há mundos em que valem certas lógicas não
clássicas, como as lógicas paraconsistentes. Mas também há mundos sem nenhuma estrutura
lógica: um mundo idêntico ao atual, com a diferença de que, além de uma certa proposição P ,
que vale no atual, vale também sua negação, ¬P . Um mundo com apenas uma contradição
localizada.
Por outro lado, alguns autores defenderam que a ocorrência de mundos impossíveis está
condicionada a alguma ordem lógica - um mundo impossível é apenas um mundo que está de-
dutivamente fechado sobre uma lógica L diferente da lógica clássica (ou qualquer outra tomada
como atual). Mundos impossíveis dessa natureza foram chamados de “mundos australianos”,
em contraposição aos outros, mais liberais em sua instanciação de impossibilidades, chamados
“mundos impossíveis americanos” (BERTO, 2013). A segunda opção, defendida sobretudo em
(ZALTA, 1997) é mais promissora: se vamos falar de impossibilidades, não parece razoável nos
limitar a uma classe restrita delas. Por outro lado, pode tornar a formalização mais difícil, na
medida em que qualquer coisa passa a ser instanciada em pelo menos um mundo impossível.
Um último critério que deve ser destacado é a maximalidade. Uma maneira de encarar
mundos possíveis é enxergá-los como situações maximais e consistentes (ZALTA, 1997). Uma
situação S torna proposições verdadeiras ou falsas, mas não faz isso necessariamente para
todas elas. Esse é o conceito informal, bastante intuitivo, de situação. O mundo possível é uma
situação que torna toda proposição verdadeira ou falsa, mas não ambos (porque é consistente).
Ou seja, é maximal; é uma história completa de tudo o que foi e virá a ser. Já mundos
impossíveis devem ser, também, maximais. Violar essa propriedade tiraria o caráter dado
pelo termo “mundo”: não haveria mais uma história completa, mas apenas de uma situação
impossível e incompleta. Portanto, mundos impossíveis tornam toda proposição verdadeira ou
falsa, ou ambos.
7Ver, por exemplo, (YAGISAWA, 1988) e (ZALTA, 1997).
8É interessante notar que o próprio Stalnaker (STALNAKER, 2016) incorpora esse objeto em sua semântica
para que a função seletora modele corretamente casos vácuos.
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4.2.2 Uma semântica mínima com mundos impossíveis
A proposta da inclusão de mundos impossíveis na semântica ortodoxa será tornada explícita
pela formulação de um modelo formal a partir do que foi examinado no capítulo 2. Em primeiro
lugar, os símbolos e as fórmulas serão exatamente os mesmos. Assim, basta fazer referência às
definições 9 e 10, dadas no segundo capítulo. As diferenças começam a surgir na construção
dos modelos.
Definição 30. Um enquadramento para uma lógica de contrafatuais é uma tripla ordenada
< W,P, {$i : i ∈ W} > em que W 6= ∅ é um conjunto de mundos, P ⊆ W é um de seus
subconjuntos, a que chamaremos de mundos possíveis e {$i : i ∈ P} é uma família de sistemas
de esferas indexados pelos membros de P .9 Cada $i é tal que $i ⊆ P(W ), isto é, um subconjunto
do conjunto potência do conjunto potência de W .
Definição 31. Chamamos de mundos impossíveis o seguinte conjunto: I = W \P . A diferença
entre o conjunto de mundos e o conjunto de mundos possíveis.
Para completar a construção do modelo basta acrescentar a função de interpretação, .
Definição 32. Um modeloM para uma lógica de contrafatuais é uma quádrupla < W,P, {$i :
i ∈ W},>, onde < W,P, {$i : i ∈ P} > é um enquadramento e : P → P(W ) é uma
função que atribui fórmulas atômicas a conjuntos de mundos possíveis. Intuitivamente, fórmulas
atômicas são verdadeiras exatamente nos mundos possíveis que lhe são atribuídos por .
Para estender a função valoração é preciso notar que o comportamento nos mundos im-
possíveis não deve seguir a orientação da lógica clássica. Portanto, definiremos recursivamente
a função  apenas para o conjunto P de mundos possíveis. Nos demais casos, as fórmulas
moleculares receberão valores arbitrários diretamente, como nos casos atômicos em mundos
possíveis, obedecendo apenas uma restrição de maximalidade, i.e. para uma determinada φ e
um i ∈ I, i φ ou (inclusivamente) i ¬φ.
Definição 33. Seja w ∈ P . Dadas fórmulas arbitrárias φ, ψ, temos que:
1. w ¬φ se e somente se 6w φ.
2. w (φ ∧ ψ) se e somente se w φ e w ψ.
3. w (φ ∨ ψ) se e somente se w φ ou w ψ.
4. w (φ→ ψ) se e somente se 6w φ ou w ψ.
9Isso significa que os sistemas de esferas de similaridade só estarão definidos para os mundos possíveis. Isso
não é por acaso e ficará mais claro como as fórmulas e, em particular, o condicional contrafatual, recebem valor
de verdade no restante dos mundos.
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5. w (φ ψ) se e somente se existe S ∈ $w e v ∈ S tal que v φ e para todo u ∈ S, 6u φ
ou u ψ.
Por fim, definimos consequência e validade lógicas da maneira usual:
Definição 34. Seja Γ ⊆ For(L) e ψ ∈ For(L). Dizemos que ψ é consequência lógica de Γ,
denotado por Γ  ψ, se e somente se, para todo modelo de lógica contrafatualM e todo w ∈ P
tal queM w φ para toda φ ∈ Γ, é o caso queM w ψ.
Definição 35. Dizemos que φ ∈ For(L) é logicamente válida se e somente se φ é con-
sequência lógica de ∅, i.e. o conjunto vazio de premissas.
O cerne da semântica de contrafatuais é a relação de similaridade, que é representada for-
malmente pelo sistema de esferas. Sua formulação é, portanto, o ponto principal da semântica
estendida. Se as esferas são definidas irrestritamente sobre o conjunto W , o operador contrafa-
tual se torna arbitrário. Isso ocorre porque, para quaisquer fórmulas φ, ψ e mundo possível w,
pode ser que w φ ψ.
Exemplo 4.2.1. Sejam φ, ψ ∈ For(L), w1, w2 ∈ P e w3 ∈ I. $w1 = {{w1}, {w1, w3}, {w1, w2, w3}}
e 6w1 φ, w2 φ, w2 ¬ψ, w3 φ, w3 ψ. Assim, w1 φ  ψ. Como as fórmulas são arbi-
trárias, o resultado é generalizável. O que só acontece, evidentemente, porque não há restrição
sobre o que pode ser verdadeiro em um mundo impossível.
Há nisso um revés evidente. Se for o caso, não haverá nada intrínseco à lógica que nos ajude
a separar verdades de falsidades. O único fator relevante será como determinar a relação de
similaridade, e ela pode ser definida por qualquer combinação possível. Nesse caso, há menos
uma lógica dos condicionais contrafatuais do que uma heurística. Talvez isso seja desejável:
contrafatuais necessariamente verdadeiros são pouco interessantes e não participam das práticas
discursivas (BENNETT, 2003, p.16-17). Por outro lado, devemos nos perguntar se essa é uma
consequência necessária da introdução dos mundos impossíveis - sobretudo porque parece algo
que pode servir como motivação para rejeitar essa solução.
4.2.3 Reconstruindo as modalidades
No segundo capítulo, vimos que era possível construir operadores de modalidade alética a
partir do condicional contrafatual. Não será possível, sem prejuízo, transpor as definições que
foram apresentadas lá. É de se esperar que as noções de possibilidade e necessidade estejam
ligadas, respectivamente, à possibilidade e necessidade em mundos possíveis. Uma situação não
será possível se só for verdadeira em mundos impossíveis. Poderemos recuperar os operadores
de duas formas.
A primeira, como sugerem (BERTO et al., 2016), consiste em definir um deles primitiva-
mente, referindo-se exclusivamente ao conjunto P de mundos possíveis. Assim, teríamos:
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Definição 36. w 2φ se e somente se w φ para todo w ∈ P .
Já o operador de possibilidade poderia ser definido, da maneira usual, a partir do de necessi-
dade. A outra maneira seria adaptar as fórmulas >,⊥ para que elas denotem, respectivamente,
uma tautologia que é verdadeira exatamente nos mundos possíveis e uma contradição que é ver-
dadeira exatamente nos mundos impossíveis. De certa forma, isso violaria a chamada segunda
diretiva dos mundos impossíveis, segundo a qual para cada maneira que o mundo não pode
ser, há um mundo impossível que a ela corresponde. Porque, se ela fosse o caso, deveria haver
um mundo (impossível) em que > valesse e ⊥ não, mas que outra impossibilidade qualquer
⊥′, fosse o caso. De todo modo, (BERTO et al., 2016) argumentam pela existência dessas
fórmulas e tentam justificá-la, alegando que não é um prejuízo tão grande, já que ⊥ poderia
ser falso, além de verdadeiro, em determinados mundos impossíveis. Assim, poderíamos definir
as modalidades como na sugestão de Lewis:
Definição 37.
1. 3φ :=def ¬(φ ⊥).
2. 2φ :=def ¬3¬φ.
E teríamos, enfim, uma conceitos de possibilidade e necessidade ligados estritamente ao
conjunto de mundos possíveis, ignorando os impossíveis.
4.2.4 Estranheza da condição de impossibilidade
O exemplo anterior se torna possível porque não há nada no conceito de similaridade de
mundos que relacione mundos possíveis e impossíveis. Originalmente, a relação foi pensada
apenas para mundos possíveis, logicamente homogêneos. Assim, não há diferença entre eles
do ponto de vista lógico e, por isso, nada é dito sobre o peso de diferenças lógicas na régua
de similaridade. Mas, a partir do momento em que há mundos logicamente distintos, o que
podemos dizer?
A primeira - e também a mais difundida - proposta, foi elaborada por Daniel Nolan, em
(NOLAN et al., 1997). Ele argumentou que é razoável supor que impossibilidades sejam mais
estranhas do que qualquer possibilidade. Se pensarmos no paradigma de revisão hipotética
de crenças, podemos dizer que só introduziremos impossibilidades quando não houver nenhum
outro recurso para tornar o antecedente verdadeiro. De forma bastante adequada, ele suge-
riu batizar essa restrição de estranheza da condição de impossibilidade, (ECI)10. É possível
formalizá-la por:
10Strangeness of Impossibility Condition, ou (SIC), no original, em Inglês.
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Definição 38. (ECI) Para todo mundo possível, w, seu sistema de esferas, $w é tal que, se
S ∈ $w e S ∪ P 6= P , então S ∩ P = P e existe R ∈ $i tal que R ⊆ S e R = P .
Essa definição depende da condição (T) totalidade, i.e. que todos os mundos possíveis
apareçam em algum momento de cada esfera de similaridade. De todo modo, (ECI) não depende
disso e pode ser formulado de maneiras alternativas, como:
Definição 39. (ECI*) Seja um mundo possível, w, e seu sistema de esferas, $w. Para todo
v ∈ P tal que v ∈ S, para algum S ∈ $w e todo i ∈ W \ P , se i ∈ S ∈ $w, então existe R ∈ $w
tal que v ∈ R e i 6∈ R.
À primeira vista, essa propriedade é bastante atraente. De saída, uma vantagem que sua
adoção propicia é a preservação, feita uma restrição, dos resultados da semântica de Lewis.
Essa restrição é, evidentemente, lidar apenas com antecedentes possíveis. Quando estivermos
avaliando, na semântica estendida com ECI, um contrafatual com antecedente possível, é como
se estivéssemos avaliando esse mesmo contrafatual em uma semântica ortodoxa, sem os mundos
impossíveis. Isso porque haverá, supondo (T), uma esfera onde há mundos antecedente e nessa
esfera não há nenhum mundo impossível. Nela avaliamos o contrafatual.
ECI garante, então, que os únicos valores alterados são precisamente aqueles em que julgáva-
mos que a semântica ortodoxa era insatisfatória: os contrapossíveis. No entanto, esse argumento
poderá soar ad hoc, sobretudo se considerarmos que estamos caracterizando uma relação (de
similaridade ou proximidade) pelos resultados que ela dá para a semântica, invertendo a ordem
natural, que seria construir a semântica em cima de uma relação bem compreendida e avaliar
essa prescrição pelo mérito de seus resultados. Por isso, cabe a pergunta: há alguma justificativa
para ECI na interpretação da relação entre mundos que os sistemas de esfera representam?
Um argumento possível é a sugestão de que, na balança da similaridade, impossibilidades
tem peso astronômico, como sugerido por Nolan. Isso significa que não importa o que seja
verdadeiro em um mundo impossível: só o fato dele instanciar uma impossibilidade já o torna
muito distinto do nosso. Pode-se pensar fazendo uma analogia com as restrições nomológicas a
modalidades, isto é, impossibilidades físicas ou de outras leis naturais. Supomos o exemplo de
alguém que voa de São Paulo a Nova Iorque. Se o voo sai em um tempo t, dizemos que não é
possível que o avião tenha chegado ao destino em t∗ = t+1h. Mas isso não é uma impossibilidade
lógica: é uma impossibilidade relativa às leis físicas e nosso conhecimento aeronáutico. Nesse
contexto, qualquer mundo em que o avião tenha chegado será mais distinto do atual, porque
viola algum fato fundamental para nós, do que mundos em que ele não chega. Algo similar
pode valer para impossibilidades.
Mas é justamente em virtude dessa justificativa que surgem desafios. Como enfatizamos na
discussão dos contrafatuais, especialmente no capítulo 1, há casos em que “impossibilidades”
(nesse caso, não impossibilidades em absoluto, mas impossibilidades físicas ou de outra natureza
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- os chamados milagres) pesam menos do que a preservação irrestrita das leis que regem o
mundo atual. Um desses exemplos era o de uma roleta em um universo determinístico e de
como avaliar situações hipotéticas em que ela dava um resultado diferente do que de fato foi
dado. É concebível um cenário em que o mesmo valha para impossibilidade absolutas; isto é,
impossibilidades que não podem ser instanciadas em nenhum mundo possível?
Nolan (1997) acreditava que sim. Ele dá dois exemplos de cenários em que pelo menos há a
intuição de que algum mundo impossível pode estar mais próximo do mundo atual do que um
mundo impossível. Vejamos o primeiro deles:
If intuitionistic logic came to be thought a much more satisfactory basis for mathe-
matics by the experts, and if intuitionistic investigations led to breakthroughs in
many areas of inquiry, and if important technological advances were made by the
best minds in the field, which they would not have come to if they had been stuck
in the rut of nonintuitionistic logic, then intuitionistic logic would turn out to be
correct after all. (NOLAN et al., 1997, p. 550)
O exemplo pressupõe que (i) a lógica clássica (ou outra lógica que não seja a intuicionista) é
a lógica correta, (ii) é impossível que outra lógica diferente da atualmente válida seja correta. O
que se sugere, então, é um cenário em que a prática matemática adota outro paradigma lógico
- isto é, a lógica intuicionista. Se a adoção desse paradigma resultar em um desenvolvimento
frutífero do conhecimento humano, então estaremos autorizados a afirmar que essa era, afinal,
a lógica correta - ainda que, forçosamente, não o seja.
É preciso tomar esse exemplo com cautela. Ainda que se julgue, de acordo com a intuição,
que o contrafatual nele expresso é verdadeiro, é preciso entender exatamente o que está sendo
afirmado. O antecedente expressa um cenário favorável a uma teoria de acordo com critérios
pragmáticos, como quão frutíferas são as tecnologias que ela embasa. Por outro lado, no
consequente, concluí-se que isso torna a teoria verdadeira. Há, então, uma confusão entre
justificação, consenso científico e verdade. Embora haja teorias alternativas sobre o que é a
verdade11, é usual a entendermos como algo independente da esfera epistêmica; como algo
relacionado tão somente a como o mundo é. Se aceitarmos a proposta que subjaz ao argumento
de Nolan, teríamos que acatar, também, que, em certo momento da história, o flogisto existia -
afinal, as teorias que predicavam sua existência eram frutíferas e havia algum consenso científico
a respeito delas. Mas a teoria do flogisto é falsa, ainda que funcionasse bem e fosse aceita.
Podemos pensar sobre a lógica de forma similar: se uma determinada lógica é adotada, não
importa se foi ou não frutífera e aceita, o que importa é se ela é correta, e essas duas propriedades
são independentes. Se voltarmos ao exemplo de Nolan com esse olhar, deveremos concluir que
o contrafatual que ele contém é falso e, portanto, não serve de contraexemplo para ECI.
11Por exemplo as chamadas teorias coerentistas da verdade.
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Mas Nolan dá um segundo exemplo que visa corroborar sua tese:
[...] take someone, in awe of Gödel’s ability and believing that Gödel has one of
the best mathematical intuitions, who is prepared to assert ‘for any mathematical
proposition, if Gödel had come to believe it, it would have been true’. He/she might
come to accept ‘if Gödel had believed Fermat’s last theorem to be false,
it would have been’, and accept that even though he/she believes Fermat’s last
theorem to be true, and necessarily so. (Of course, when you remind him/her of
this, he/she will remind you that he/she does not believe that Gödel would have
believed it). The point is not that it is rational of him/her to think this of Gödel
or that any of his/her beliefs are correct (even his/her conditional belief)- it is just
that if the known-to-be counterpossible conditional he/she asserts is an appropriate
one for him/her to assert given what he/she believes, then he/she is treating SIC12
as having exceptions—in this context, it seems appropriate for him/her to take it
that the world where Fermat’s last theorem is false, strange though it would be, is
not as bizarre as the world where Gödel makes that sort of mistake. (NOLAN et
al., 1997, p. 569, grifo nosso)
Esse exemplo se ancora na convicção de que há um método contingente e infalível de verificar
proposições necessárias, como as matemáticas. Ou, pelo menos, na fé de um agente na existência
desse método. Nesse caso, o método é a ’crença de Gödel’ - se Gödel acredita em uma proposição
(ou na falsidade de uma proposição) ela é verdadeira (ou falsa). Como o método é contingente
- Gödel acreditar em uma falsidade não é uma impossibilidade ou contradição lógica - o mundo
mais próximo em que ele falha é um mundo possível. No entanto, como a verdade/falsidade
do consequente é necessária, o consequente terá o mesmo valor que tem no mundo atual, e o
contrafatual destacado será falso.
Este exemplo é um caso particular de uma forma que encontra uma série de análogos na
literatura, como notou (e compilou) (FERREIRA, 2017). De forma análoga, (LAAN, 2004)
imagina um cenário em que uma máquina que prova teoremas demonstra uma contradição.
Como a máquina demonstra teoremas, temos que, se ela demonstrasse algo, este algo seria um
teorema. Portanto, temos que a contradição é um teorema - algo impossível. Mas, porque o pro-
cesso da máquina é inteiramente contingente, dependendo da sua construção e funcionamento,
é fácil conceber casos em que, por uma razão ou outra (talvez um defeito), ela demonstra uma
contradição.
De modo geral, o que esses exemplos comunicam, como nota (FERREIRA, 2017), é que
há um método supostamente infalível de verificar o valor de verdade de certas proposições
necessárias, sejam elas verdades matemáticas, lógicas, ou de outro tipo qualquer. Se denotamos
12SIC, Strangeness of Impossibility Condition, é o que referimos por ECI.
CAPÍTULO 4. MODELANDO CONTRAPOSSÍVEIS 95
o método por M , dada a proposição φ, M(φ) ≡ φ. Mas, como o método é contingente, ele
não é infalível em absoluto - isto é, há cenários hipotéticos em que falha. O que os exemplos
pressupõe é que se mantivermos sua infalibilidade fixada como fato relevante, sua eventual
falha será condicionada à falsidade da proposição que ela verifica. Seja o método um algoritmo,
uma máquina, ou as crenças de Gödel, em todos os casos um agente supõe que o método só
fracassaria se algumas verdades necessárias fossem diferentes.
É possível defender ECI desta classe de acusações de três formas. Por um lado, poderíamos
argumentar que o agente pressuposto - e.g. o indivíduo que atribui infalibilidade às crenças
de Gödel - está equivocado e que, portanto, sua avaliação dos contrafatuais, nesses casos, é
errônea. Nesse caso, o mundo em que o antecedente é verdadeiro - i.e. o método falha - é um
mundo possível - a máquina tem uma pane física; Gödel se distrai etc. - e que, portanto, o
consequente é falso (e, por isso, o contrafatual também o é). Assim, diríamos que ainda que
Gödel desacreditasse a Conjectura de Fermat, ela seria verdadeira.
Por outro lado, poderíamos repensar o que significa a postulação de infalibilidade. Se
tomarmos a infalibilidade do método literal e absolutamente, como parece querer o agente
pressuposto por Nolan, será razoável entender que isso implica que não há mundo possível onde
o método falha. Se for assim, não há violação real de ECI: o mundo mais próximo pode ser
tanto um onde o consequente falha, quanto um em que o consequente seja verdadeiro. Ambos
serão impossíveis, porque todo mundo onde o antecedente é verdadeiro é impossível.
O interlocutor nolaniano poderia protestar: a infalibilidade que é abordada no contexto não
é literal. De fato, isso parece ser verdade: é difícil conceber alguém que acredite realmente que
Gödel não poderia estar errado acerca do valor de verdade de uma proposição matemática em
nenhuma circunstância. Mas, nesse caso, o contrafatual que deveria servir de contraexemplo a
ECI é falso. Afinal, se o agente reconhece que o método pode falhar, não há nada que justifique
que, se ele falhasse, ele não teria falhado realmente (isto é, a proposição necessária que ele
avalia é que teria, por impossível, um valor de verdade distinto).
Uma última resposta consiste em avaliar o que a fixação da infalibilidade causa no contexto
de avaliação do contrafatual, i.e. na semântica de esferas. É possível interpretar esse movimento
como uma restrição nos mundos considerados: excluem-se da métrica de similaridade alguns
mundos. Isso pode ser feito se rejeitarmos (T) e admitirmos que certos elementos de W podem
não aparecer em nenhum momento. Isto é, não será mais o caso que P ⊆ ⋃ $i. Por outro lado,
podemos admitir que o contexto determinará não apenas a semântica de esfera, mas quais são
os mundos possíveis em questão; isto é, o próprio conjunto W pode ser diferente.
Nesse caso, o mundo mais próximo é um mundo impossível em que antecedente e consequente
são verdadeiros, não porque ele está mais próximo do atual que algum mundo possível onde
o antecedente também é verdadeiro, mas porque ele é o mais próximo em absoluto. Não há
nenhum mundo possível que torne o antecedente verdadeiro. Assim, é possível preservar a
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avaliação intuitiva dos contrafatuais em questão sem violar ECI.
Os ataques ao princípio ECI parecem menos cogentes do que se poderia supor. Se, ainda
assim, não estivermos convencidos da argumentação proposta até aqui, podemos preservar
o princípio parcial ou integralmente por outras vias. Por um lado, (BERTO et al., 2016)
sugerem que os argumentos que o contrariam dependem da interpretação do mecanismo de
seleção de mundos relevantes como uma relação de proximidade, mas que perdem sua força
se o intepretamos, como sugerido por eles, como uma cláusula ceteris paribus. Isto é, uma
cláusula que afirma que tudo continua igual, exceto por este aspecto (antecedente). Não fica
claro como isso evitaria os problemas levantados, sobretudo porque a cláusula ceteris paribus
parece capturar a mesma ideia da similaridade proposta por Lewis.
Por outro lado, há também uma série de alternativas enfraquecidas de ECI, cujo objetivo é
preservar parte do que a condição garante. Esses princípios são formulados com base em apon-
tamentos sobre o funcionamento geral da similaridade entre mundos quando há uma inclusão
de mundos impossíveis.
4.2.5 Similaridade
Ao introduzirmos mundos impossíveis, os primeiros problemas que surgem são os casos
em que contrafatuais simples que podem ser tornados trivialmente verdadeiros. Suponha um
mundo em que um sujeito esteja vestindo uma camiseta vermelha. Se o critério de simila-
ridade for unicamente maximizar as proposições sobre as quais os dois mundos concordam,
contrafatuais como “se o sujeito estivesse com uma camiseta azul, ele estaria com uma cami-
seta vermelha” serão verdadeiros. Isso porque há um mundo impossível que instancia todas as
proposições atualmente verdadeiras, mais a proposição φ = “o sujeito está com uma camiseta
azul”. Se encarássemos mundos como conjuntos de proposições - algo que não é inteiramente
recomendável, por motivos que serão discutidos posteriormente -, poderíamos representar este
mundo i por i = w ∪ {φ}.
Algumas características do supracitado mundo i nos fazem desconfiar de que ele esteja dis-
tante. Sem pressupor ECI, notamos que ele é um mundo bastante estranho: não há conexão
plausível entre o resto do mundo e a proposição φ, do antecedente, o que dá a ideia de arbi-
trariedade. Algo que se pode apontar, nesse sentido, é que ele não está fechado logicamente
de acordo com nenhuma lógica não clássica. Em geral, ainda que não limitemos os mundos
impossíveis à classe “australiana” - isto é, mundos que são impossíveis na medida em que se
comportam de acordo com uma lógica não clássica -, é razoável supor que, senão em todos,
ao menos na maioria dos casos, mundos regulados por alguma lógica estarão mais próximos do
atual do que os anárquicos.
Contrariamente aos “anárquicos”, há mundos que, embora impossíveis, são “ordenados” -
isto é, mundos em que as proposições (ou parte delas) se ligam de alguma forma compreensível.
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(SENDłAK, 2017) se fia nessa distinção para explicar como podemos entender a similaridade
em termos gerais. Seu argumento reforça a tese de que há um componente epistêmico nos
contrafatuais porque traça uma analogia entre eles e a abdução. O raciocínio abdutivo13 se
caracteriza por uma inferência para melhor explicação. Parte-se de uma série de hipóteses
que objetivam explicar um conjunto de evidências e, por eliminação, escolhe-se uma delas - a
melhor. Sendłak sugere que, se trocarmos hipóteses por regras e as evidências por antecedentes,
entenderemos corretamente o que acontece nos contrafatuais, especialmente nos contrapossíveis.
Em geral, há um processo que aventa uma série de regras - cada uma instanciada por um
mundo - que garantam a verdade de um antecedente qualquer. Essas regras não precisam
estar de acordo, por exemplo, com a lógica clássica, porque a ideia é que sejam abrangentes o
suficiente para tornar impossibilidades verdadeiras. Basta que sejam regularidades. O exemplo
que ele dá é que, se 2 + 2 = 8 e 2 + 3 = 10, podemos pressupor que 2 + 4 = 12. A regra que
abarca esses casos é R : 2 + x = 2 · (2 + x).14 É possível vislumbrar exemplos análogos para
debates metafísicos onde o antecedente é necessariamente impossível: que eles se comportem
com alguma regularidade, e que esses princípios metafísicos funcionem de acordo com alguma
regra.
Semelhante a essa oposição entre mundos impossíveis caóticos e organizados é o critério
proposto por (BROGAARD; SALERNO, 2013). Os autores sugerem que, no caso específico dos
contrapossíveis, deve haver dois critérios de similaridade, tomados em ordem de importância: (i)
minimizar as discrepâncias com os fatos de fundo (“background facts”), algo que, de todo modo,
é um imperativo da similaridade na semântica ortodoxa, e (ii) maximizar o que eles chamam
de “implicações a priori*”. Esse conceito, inspirado no bidimensionalismo semântico de autores
como David Chalmers, tem como objetivo garantir que se preserve parte das implicações a
priori disponíveis no mundo em que o contrafatual é avaliado. O conceito é definido da seguinte
maneira: “For a speaker s in a context c, P a priori* implies Q iff for s in c, Q is a relevant
a priori consequence of P .” (BROGAARD; SALERNO, 2013)
Ou seja, para um determinado contexto, apenas uma parcela das implicações a priori será
considerada. Como um caso particular da aplicabilidade do princípio, Brogaard e Salerno
trazem o exemplo dos contralógicos: “se uma lógica paraconsistente for a lógica correta, então
o princípio da explosão não valerá” é verdadeiro porque “lógica paraconsistente é a lógica
correta” implica a priori, e é relevante para o contexto em questão (ou seja: implica a priori*),
“o princípio da explosão não vale”.
A preservação de algumas implicações é bastante similar à existência de uma ordem no
mundo, de modo que as propostas de Sendłak, Brogaard e Salerno são bastante similares.
13Termo cunhado por C. S. Peirce para designar uma forma de inferência distinta das já conhecidas indutiva
e dedutiva (DOUVEN, 2017).
14Parece, no entanto, que esse não é necessariamente um caso de impossibilidade. O que está sendo proposto
é apenas uma semântica distinta para certos símbolos usados na aritmética.
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De acordo com o Sendłak, o programa de Brogaard e Salerno se diferencia do seu ao tentar
quantificar esse aspecto. O critério deles se refere à maximização das implicações a priori*. Mas
há cenários em que a maximização dessas implicações conduz a resultados errados. Suponhamos
uma teoria T , inconsistente. Alguém afirma: “se a teoria T fosse consistente, (então) haveria
uma proposição verdadeira inconsistente com T”. Um mundo que maximiza as implicações a
priori* terá de instanciar tudo que for inconsistente com T , já que são coisas que se seguem
diretamente da teoria. Mas, para que o contrafatual seja falso - como Sendłak julga que deve
ser -, é preciso que haja um mundo que não instancie essas implicações a priori* e que, ainda
assim, seja mais próximo do atual.
Conforme o debate avança, o apelo à intuição começa se tornar mais arriscado, Em muitos
desses exemplos, é difícil avaliar corretamente qual é, afinal, o valor de verdade esperado para
um determinado contrafatual. O exemplo anterior é uma boa medida: talvez o contrafatual “se
T fosse consistente, (então) haveria uma proposição verdadeira inconsistente com T” expresse
corretamente o fato de que T não pode ser consistente: sua consistência é uma impossibilidade.
De todo modo, a posição de Sendłak é útil na medida em que comanda cautela para com medidas
de similaridade muito precisas, como uma baseada no número de sentenças15. Medidas assim já
se mostraram problemáticas na semântica ortodoxa dos contrafatuais, como no caso das rampas
possíveis, discutido no primeiro capítulo.
Pode-se questionar em que medida o tipo de solução advogado por (BROGAARD; SA-
LERNO, 2013) e (SENDłAK, 2017) exige uma interpretação epistêmica dos contrapossíveis,
mas é difícil negar que há ao menos uma alusão epistemológica. Sobretudo na proposta de
Brogaard e Salerno, que discutem quais inferências estamos ou não autorizados a fazer (em
determinados contextos). Nesse sentido, vale lembrar também uma versão enfraquecida de ECI,
proposta por (FERREIRA, 2017). O princípio que ele sugere recebe o nome de strangeness
of deep epistemic impossibility for epistemic contexts e é baseado em uma nota de Lewis so-
bre como pensamos sobre o impossível. Segundo Lewis, conseguimos considerar informações
contraditórias desde que o façamos de forma compartimentalizada. Não vamos às últimas con-
sequências até deduzir uma contradição aberta, da forma φ,¬φ. O que Ferreira propõe é que
isso valha, nesses contextos epistêmicos, para a similaridade de mundos: mundos sem contra-
dições abertas, explícitas, são mais próximos do que mundos com contradições explícitas. Há
um grau de gravidade nas inconsistências, portanto.
4.2.6 Estratificação do Espaço Modal
Em sua defesa da introdução de mundos impossíveis no vocabulário modal, Yagisawa (1988)
introduz o conceito de espaço modal. Sua ideia parte da relação de acessibilidade que existe nos
15Brogaard e Salerno tratam mundos como conjuntos de sentenças ou, indistintamente, como proposições
’russelianas’.
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modelos de Kripke. Se a definirmos como uma relação de equivalência (isto é, transitiva, refle-
xiva e simétrica), teremos conjuntos inter conectados de mundos. Esses conjuntos constituem
o que ele chama de espaço lógico. Todos os mundos dentro de um espaço lógico se acessam e
qualquer mundo fora de um espaço lógico não acessa nenhum mundo em seu interior.
A intuição por trás desse conceito é a que se segue: da mesma forma que há maneiras pelas
quais o mundo poderia ter sido, também há maneiras pelas quais o espaço lógico poderia ter
sido; isto é, estruturações alternativas do comportamento de proposições e de nosso vocabulário
modal. Assim como mundos possíveis são, no entendimento de Lewis, espaço-temporalmente
isolados; espaços lógicos são logicamente isolados: não há conexões entre seus mundos e mundos
de outros espaços e os operadores intensionais funcionam inteiramente de acordo com os mundos
de um determinado espaço. A linguagem que nos permite falar de espaços lógicos é, portanto,
uma linguagem que não quantifica mais sobre mundos possíveis, mas sobre conjuntos de mundos
possíveis.
De certa forma, há uma intuição de similaridade codificada pela inter acessibilidade de
mundos em um determinado espaço modal. Podemos entender essa acessibilidade como o fato de
que mundos logicamente homogêneos estão mais próximos entre si do que mundos logicamente
distintos16. Esse princípio é uma generalização de ECI, que afirmava que mundos clássicos estão
mais próximos de outros mundos clássicos do que de mundos impossíveis, entendidos como
qualquer mundo fora do espaço lógico clássico. (BJERRING, 2014) Julga que a estratificação
deveria vir acompanhada do que ele chamou de relative closeness condition, ou (RCC). Esse
princípio é uma generalização de ECI que só vale em contrafatuais cujo antecedente pressupõe
uma lógica qualquer L. Nesse caso, dizemos que em contextos determinados por contrafatuais
cujo antecedente pressupõe uma lógica L, mundos no espaço modal de L estarão mais próximos
de w, o mundo “ponto de vista”, do que qualquer mundo fora desse espaço. Dessa forma,
(BJERRING, 2014) argumenta que a semântica dá resultados corretos para contralógicos17.
A estratificação do espaço modal codifica a ideia de que há diversos tipos de mundos impos-
síveis e que o critério taxonômico principal é o comportamento lógico entre eles e seus pares.
Esses conjuntos18 de mundos impossíveis podem ser entendidos como lógicas, já que, em seu
interior as proposições se comportam de acordo com determinadas regras. Essa imagem per-
mite uma alusão à interpretação de (ZALTA, 1997, p. 26), que sugeriu que o estudo de lógicas
paraconsistentes pode ser visto como o estudo de certas espécies de mundos (e situações) im-
16É claro que, para pensar uma semântica ’contrafatual’ para espaços lógicos, seria preciso definir uma relação
de similaridade não para mundos possíveis, mas para conjuntos de mundos possíveis, i.e. espaços lógicos.
17Embora, a primeira vista, a solução de Bjerring pareça dispensar a quantificação sobre os espaços no interior
das fórmulas, relegando-a apenas aos critérios de similaridade, isso é posto em dúvida quando tratamos contra-
lógicos, cujos antecedentes dizem respeito diretamente ao comportamento de espaços modais (i.e. “o princípio
da explosão não vale”). O quanto é possível fazer isso sem uma semântica que explicite essa quantificação sobre
espaços modais será discutido mais adiante.
18Nem todos os conjuntos, apenas a parte deles que se caracteriza como espaço modal.
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possíveis. No entanto, Zalta insiste que há uma artificialidade na construção de Yagisawa. Ele
argumenta que o objetivo de Lewis, ao formular sua teoria de mundos possíveis, era explicar o
funcionamento do vocabulário modal ordinário, i.e. explicar como nossas noções modais pré-
teóricas funcionam. Mas Yagisawa quer que a análise explique o próprio vocabulário técnico
- e.g. mundos possíveis - introduzidos, em algo que Zalta, aludindo a Carnap, classifica como
uma confusão entre modos formal e material da linguagem. Se essa crítica estiver correta, pode
ser um erro exigir que a mesma semântica dê conta, simultaneamente, de nosso uso ordinário de
contrafatuais (incluindo aí alguns contrapossíveis!) e de usos técnicos, por vezes autorreferentes,
como os contralógicos.
4.2.7 Pondo a semântica à prova: análise de alguns exemplos
Após ter discutido um pouco o funcionamento de uma semântica estendida, é preciso avaliar
se ela serve como solução para os problemas que nos motivam a afirmar que contrapossíveis
não devem ser vacuamente verdadeiros. Afinal, é esse o objetivo da proposta.
Intuição
A motivação inicial que foi apresentada contra o vacuísmo foi o apelo à intuição na valoração
de contrapossíveis simples. Rememoramos alguns deles:
1. Se Hobbes houvesse (secretamente) demonstrado a quadratura do círculo, crianças doen-
tes nas florestas da América do Sul teriam se importado (NOLAN et al., 1997, p. 10).
2. Se 9× 5 fossem 40, João não teria passado em sua prova de aritmética (na suposição de
que ele respondeu “40” na questão que solicitava que computasse 9× 5).
O primeiro caso é simples: há pouco envolvimento do aparato semânticos em si. O an-
tecedente, por ser impossível, só pode ser satisfeito em um mundo impossível. Consideramos
a esfera S em que esse mundo aparece pela primeira vez. É razoável supor - sem entrar em
detalhes sobre como Hobbes realizou o feito - que nos mundos impossíveis relevantes, ou as
crianças sul-americanas continuaram alheias ao desenvolvimento da filosofia europeia da época,
ou há divergência a esse respeito e há mundos em que o consequente vale bem como mundos
em que ele não vale. Assim, a avaliação semântica se conforma às intuições: o contrapossível
provavelmente é falso. O ônus da prova recai sobre quem quiser defendê-lo: é preciso explicar -
talvez no sentido abdutivo sugerido por Sendłak - como o interesse das crianças sul-americanas
faz parte da melhor explicação para o feito impossível de Hobbes.
O segundo exemplo é apenas um pouco mais desafiador. Para que o antecedente fosse
verdadeiro,19 seria preciso que a estrutura de multiplicação dos números naturais fosse diferente.
19Se o interpretamos literalmente, e não apenas como uma nova interpretação para os símbolos usados.
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Como não interessa, basta que a nova estrutura satisfaça 9 × 5 = 40. Podemos supor que há
mais de um mundo candidato onde isso ocorre. De todo modo, em todos eles, o critério de
avaliação escolar - i.e. marcar como “correto” a resposta “z” no enunciado “f(x, y) =” se e
somente se f(x, y) = z for o caso - permanece o mesmo. Como a resposta de João se adéqua
a esse critério, ele foi bem sucedido na avaliação. Os mundos onde esse critério vale são mais
próximos e, portanto, o contrapossível é falso, como esperado.
Aqui é preciso notar que (WILLIAMSON, 2017) se opôs a exemplos com essa forma, ar-
gumentando que tanto o contrafatual quanto seu correspondente com consequente negado -
P  Q e P  ¬Q - são verdadeiros. O primeiro, a afirmação de que João teria passado,
pelos motivos já citados. O segundo, porque a alteração da estrutura algébrica da soma per-
mitiria uma série de inferências que culminariam em “o número de respostas corretas = 0”.20
Como fica, nesse caso, a resolução proposta aqui?
De acordo com (BERTO et al., 2016), há um defeito fundamental na argumentação proposta
por Williamson: ele pressupõe que a estrutura aditiva dos números naturais permanece inal-
terada, ainda que o antecedente mencione explicitamente um ponto de divergência em relação
aos resultados clássicos. Regularidades dessa natureza não podem ser mantidas em qualquer
contexto.21 Na semântica estendida, há contextos em que certas inferências são perdidas; a si-
tuação do exemplo se inclui entre elas. Uma via média, que pesa mais para o lado de (BERTO
et al., 2016), é reconhecer que os mundos mais próximos são “organizados”, no sentido proposto
por (SENDłAK, 2017). No entanto, não há evidência suficiente no antecedente para supor que
as regras relativas à estrutura aditiva dos naturais - que garantem a “organização” do mundo
- são exatamente as que Williamson emprega em suas inferências.
De forma parecida, olhamos para os seguintes exemplos:
3. Se 274.207.281 + 1 fosse primo, então ele só seria divisível por ele mesmo e por 1.
4. Se 274.207.281 + 1 fosse primo, então ele seria divisível por ele mesmo e por 1, 4, 17 e 24.
O contexto demanda que fixemos a definição de primalidade e sua aplicação a um deter-
minado número. É verdade: não sabemos o que precisaria acontecer à aritmética para que
esse número fosse primo. O que sabemos, no entanto, é que, se ele for primo, não poderá ser
20O exemplo particular que Williamson considera menciona adição, ao invés de multiplicação. Mas não seria
difícil transpor seu argumento para outra operação. O essencial é notar que ele pressupõe que uma modificação
específica da aritmética se propaga inferencialmente para o restante das asserções aritméticas. Como em:
2 + 2 = 3⇒ 2 + 1 = 2⇒ 2 + 0 = 1⇒ ...
21Uma possível objeção à essa objeção, feita em comunicação pessoal por Marco Ruffino: alterar a estrutura
aditiva dos números naturais poderia alterar também a verdade do consequente. Por exemplo, acertar as
questões do teste poderia não implicar na aprovação do estudante. Uma possível resposta seria dar ênfase ao
caráter hipotético do questionamento: poderia alterar a verdade do consequente. A avaliação do contrafatual
é justamente a avaliação do consequente nesse(s) novo(s) cenário(s). Para dar plausibilidade à objeção, seria
necessário mostrar porquê o consequente se torna falso nos mundos em questão - e fazer isso sem fazer uso do
expediente de Williamson que utilizava fatos sobre a estrutura aditiva dos números naturais no mundo atual.
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dividido por outro número que não seja ele mesmo ou 1. É precisamente esse tipo de caso que
exemplifica bem a noção de implicação a priori* proposta por Brogaard e Salerno: para dar
os valores corretos e esperados para ambos contrafatuais, é preciso as seguintes implicações a
priori sejam mantidas:
1. P (a) implica ∀x(x 6= a ∧ x 6= 1→ ¬Div(a, x))
2. ∀x(Div(x, x) ∧Div(x, 1))
Com elas, conseguimos derivar o primeiro contrafatual e negar o segundo, conforme desejado.
Would implica might
O princípio would implica might (WIM) se justifica pela ideia de que ambos os condicionais
contrafatuais devem estar em uma relação hierárquica. Um é um “caso particular” do outro.
E isso seria válido na semântica de Lewis se não houvesse casos de quantificação vazia, i.e.
casos em que não há mundo possível que torne o antecedente verdadeiro. Nesses casos, would
será vacuamente verdadeiro ao passo que might será falso. No entanto, há mais em jogo
do que o vacuismo. Dois outros aspectos de interesse para essa discussão são (i) a inter-
definibilidade dos conectivos e (ii) a discussão sobre se formas universais devem implicar formas
existenciais. Conforme mencionado no capítulo anterior, uma maneira de garantir o princípio
é alterar a definição de might. Com isso, podemos perder a inter-definibilidade, a depender
da nova definição primitiva, ou ao menos alterá-la. Se nos limitarmos à semântica estendida,
encontraremos casos como o do exemplo abaixo:
Exemplo 4.2.2. W = {w1, w2}, P = {w1}, $w1 = {{w1}, {w1, w2}} e w2 (φ ∧ ¬φ), w2 φ,
w2 ¬φ.
Nesse caso: w1 (φ ∧ ¬φ)  φ e w1 (φ ∧ ¬φ)  ¬φ. Se os condicionais são inter-
definíveis da forma usual22, temos que: 6w1 (φ ∧ ¬φ)  φ e (WIM) não vale.
Portanto, apenas desvalidar o vacuismo com uma semântica estendida não é suficiente para
garantir o resultado pretendido: a validade de WIM. Mas isso não significa que ambos - a
semântica estendida e WIM - sejam incompatíveis. Se definirmos ambos os conectivos primiti-
vamente, poderemos ter, além da definição já dada do condicional would, a seguinte:
Definição 40. w φ  ψ se e somente se para toda S ∈ $w que contenha v tal que v φ,
existe u ∈ S tal que u φ e u ψ.
Observamos que essa definição mantém, em tese, o vacuismo. Ou melhor, o introduz para
o condicional might. Mas isso também vale para o would: embora, em princípio, definição de
22φ ψ ≡ ¬(φ ¬ψ)
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verdade não exclua essa hipótese, na prática, com acesso aos mundos impossíveis, esse cenário
nunca ocorrerá. No entanto, perde-se a inter-definibilidade em favor de uma cláusula mais
fraca, implicativa: φ  ψ  φ  ψ, justamente WIM. A conclusão é que essa perda na
concisão dos operadores pode ser o preço a pagar por um comportamento mais fiel ao desejado.
Devemos notar, também, que se perdem algumas propriedades que os operadores originais
possuíam, como o princípio da não contradição condicional (PNCC): ¬((φ ψ)∧ (φ ¬ψ))
(e, analogamente, para o condicional might).
Em último lugar, cabe mencionar que há um outro caminho para solucionar o problema
que não passa pela inclusão de mundos impossíveis: a revisão da ligação entre formas de quan-
tificação universais e existenciais. No entendimento ortodoxo, formas universais não implicam
suas correspondentes existenciais. No entanto, (COHEN, 1988) argumenta pela preservação,
em alguns casos, da tradição aristotélica. De acordo com essa tradição, formas universais e
existenciais estão em relação de subalternidade, relação que é marcada pelo fato de que a ver-
dade da primeira implica a verdade da segunda. Uma revisão mais geral que resgatasse essa
relação poderia apresentar uma solução para o problema que não passasse pela ampliação da
semântica com mundos impossíveis. Uma solução desse gênero, entretanto, não resolveria os
demais problemas apresentados e não cabe no escopo desta dissertação.
Contralógicos
Dois motivos tornam os contralógicos especialmente importantes para esta análise. O pri-
meiro é sua ubiquidade nos ataques ao vacuismo. Grande parte dos autores que critica a
semântica ortodoxa de Stalnaker-Lewis menciona, em algum momento, um contralógico. A se-
gunda razão é que há uma intuição clara a respeito de quais devem ser os valores de verdade dos
contralógicos, que se contrasta com a dificuldade de elaborar formalmente um critério preciso
para delimitar suas condições de verdade.
A grande quantidade de exemplos que envolvem contralógicos se explica pela força de nossas
intuições sobre seus valores de verdade. É difícil precisar o que aconteceria se chovesse e
não chovesse, mas é menos difícil - para alguém com alguma instrução lógica - saber o que
aconteceria (e o que não aconteceria) se a lógica paraconsistente fosse correta. Sabemos, por
exemplo, que se esse for o caso, o princípio da explosão não deverá valer. E assim por diante.
Muito embora a semântica estendida tenha sido apresentada como panaceia para os proble-
mas ligados ao vacuismo, apenas explicações muito vagas foram elaboradas para explicar como
os contralógicos seriam avaliados. Um exemplo se encontra na teoria de estratificação do espaço
modal, proposta por (BJERRING, 2014). Essa teoria defende que mundos fechados sob uma
certa lógica estão mais próximos uns dos outros do que de mundos fechados sob outra lógica. É
uma proposta razoável e, se realizada, poderia produzir resultados interessantes. No entanto,
em nenhum momento é esclarecido o que é, para um mundo, ser fechado sob uma lógica.
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Lewis propôs que entendêssemos proposições como conjuntos de mundos possíveis. Assim,
proposições moleculares são vistas como operações conjunto-teoréticas nas proposições mais
fundamentais que as compõe. Uma fórmula φ ∧ ψ, por exemplo, denota uma proposição que é
verdadeira em |φ| ∩ |ψ|, onde | ∗ | é uma função interpretação que leva fórmulas a conjuntos de
mundos possíveis. Se aceitamos essa análise, ser fechado sob uma lógica não é, rigorosamente,
uma propriedade de mundos, mas uma propriedade de um conjunto de proposições. Ou seja,
uma propriedade de conjuntos de conjuntos de mundos.
Isso pode ser um problema quando nos perguntamos: como um mundo torna verdadeira
a proposição: “a lógica paraconsistente é verdadeira”? Em casos ordinários, como “está cho-
vendo”, averiguamos se o mundo pertence à proposição. Mas, nas proposições sobre lógicas,
isso não basta: seria preciso avaliar se todas as proposições de um determinado conjunto se
comportam de acordo com a interpretação conjunto-teorética que interpreta semanticamente
uma lógica. É claro que a análise de Lewis não é a única disponível, e há autores, como o
próprio Bjerring, que defendem algo na direção oposta: mundos possíveis é que são conjuntos
de proposições. A direção mais adequada para análise -i.e. se mundos possíveis devem explicar
proposições, ou vice-versa - foi explorada em detalhes em (STALNAKER, 2003), mas não nos
interessará agora. Mesmo que adotássemos a outra direção, o problema persistiria. De acordo
com essa análise, um mundo ser fechado sob uma determinada lógica L equivale ao mundo con-
ter todas as L-consequências de suas fórmulas. Mas essa não é, a princípio, uma propriedade
expressada por fórmulas da linguagem.
Quando avaliamos contrafatuais em uma semântica baseada em mundos possíveis, buscamos
mundos que tornam verdadeira uma determinada fórmula. Para que possamos avaliar contra-
lógicos, há duas alternativas: ou há uma proposição ordinária que corresponde a “ser fechado
sob a lógica L” e repetimos o processo de busca, ou teremos que ler “ser fechado sob a lógica
L” de outra forma, como uma quantificação de ordem superior.
A primeira alternativa supõe que há fórmulas que afirmam algo sobre a “lógica correta” de
um determinado mundo. Algo parecido foi proposto por (BERTO et al., 2016). No artigo, os
autores propõe que o operador ⊥, usualmente entendido como abreviação de uma contradição
qualquer, deva ter a seguinte semântica: w ⊥ se e somente se w ∈ I. Isto é, é falso em todos os
mundos possíveis e verdadeiro em todos os impossíveis. Nesse caso, há a violação do princípio
dos mundos impossíveis segundo o qual para cada maneira que o mundo não poderia ser, há um
mundo impossível.23 No entanto, os autores argumentam que a violação é irrelevante porque,
dado que os mundos são impossíveis, ⊥ ser verdadeira não impede que também seja o caso, em
alguns deles, que ¬⊥.
De qualquer maneira, para lidar com o problema dos contralógicos é preciso mais do que o
marcador ⊥. Deveria haver também proposições primitivas, análogas a ⊥, para cada “lógica”
23Princípio que foi chamado a segunda diretiva dos mundos impossíveis em (PRIEST, 2016).
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que pode ser investigada no interior dos contrafatuais. Como o valor de verdade de proposi-
ções dessa natureza é dado diretamente, seria preciso especificar, já no modelo, os conjuntos
de mundos correspondentes a determinadas lógicas. Ao invés do par < W,P>, seria preciso
especificar, por exemplo, < W,C, Pa, (...) >, onde C é o subconjunto clássico; Pa, o paraconsis-
tente e assim por diante. Além disso, não seria mais possível deixar a valoração de fórmulas nos
mundos impossíveis ser dada diretamente: seriam necessárias cláusulas específicas para cada
um dos conjuntos. De certa forma, essa é a realização explícita daquilo que alguns autores24
chamaram de “mundos australianos”.25
Se tudo isso for feito, seria possível definir uma fórmula primitiva que codificasse a perti-
nência a cada um desses conjuntos. Para facilitar a notação, os conjuntos de mundos distintos
serão indexados por números naturais. Assim, teremos W,W1,W2, ...,Wn, n ∈ N. Para cada
um deles, definiremos a proposição primitiva Li, 1 ≤ i ≤ n como verdadeira exatamente nos
mundos de Wi. E, finalmente, poderíamos avaliar contrafatuais do tipo Li  φ olhando para
os mundos de Wi mais próximos do atual.
Embora a proposta tenha apenas sido ilustrada, fica evidente como isso tornaria os modelos
de contrafatuais mais complexos. Além do quê, mesmo a introdução desse instrumental não
resolveria boa parte dos contralógicos levantados na literatura. Isso porque, em geral, o con-
sequente também versa sobre alguma propriedade estrutural da lógica, como “o princípio da
explosão vale”. Para insistir nesse caminho, deveríamos codificar na semântica mais uma série
de propriedades estruturais relacionadas, mas não idênticas, àquelas codificadas pelos conjuntos
Wi. Poderia haver um conjunto correspondente aos mundos em que vale o princípio da explo-
são, por exemplo. E assim por diante. No final das contas, o exercício relevante seria apenas de
verificar a relação entre dois conjuntos quaisquer: se o conjunto dos “mundos paraconsistente”
está contido no complemento do conjunto dos “mundos explosivos”, e assim por diante.
Conforme progredirmos na análise, o que se requer da formulação semântica se torna cada
vez mais complexo, a ponto de ser intratável. E isso para lidar com uma pequeno leque de
casos que dificilmente aparecerá fora de um artigo de filosofia. Talvez, para casos como os
mencionados, essa seja a única solução. Desenvolver modelos específicos para um caso especial
foi o caminho tomado por (JENNY, 2016), em um artigo que investiga contrapossíveis no
domínio específico da teoria da computação.
Outra alternativa ainda não explorada é incorporar quantificação proposicional à semântica
para permitir que se fale rigorosamente sobre propriedades “lógicas”, agora entendidas como
propriedades de conjuntos de proposições.
O problema da quantificação proposicional não é simples e há uma bibliografia modesta a
24Por exemplo (BERTO, 2013).
25Outro possível problema é a exigência de que mundos sejam entidades maximais. Como notou (BJERRING,
2014), essa exigência pode produzir problemas na avaliação de contralógicos que envolvam, por exemplo, lógicas
intuicionistas.
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seu respeito. Sistemas modais com quantificação proposicional foram desenvolvidos em (FINE,
1970) e (KAPLAN, 1970).
A ideia - apresentada aqui apenas de modo esquemático, porque foge ao escopo do trabalho
- é que se represente propriedades da lógica através de fórmulas que dizem respeito à relação que
existe entre proposições. Assim, seria possível expressar propriedades como (informalmente):
“para toda proposição, se ela e sua negação são verdadeiras, então toda proposição é verdadeira,
uma versão do princípio da explosão. Essas proposições metalinguísticas seriam verdadeiras
em determinadas classes de mundos - aqueles em que a lei que elas instanciam é verdadeira, o
que poderia permitir que, de alguma forma, se falasse sobre a “lógica” de cada mundo.
Ignorando toda a problemática, tanto técnica quanto filosófica, que essa solução traz, há
ainda um problema mais fundamental: se os mundos capturados por essa quantificação corres-
pondem ao que queremos.
Em particular, consideremos λ, o mundo explosivo que é tal que λ φ, para toda φ. Esse
mundo é fechado sob qualquer noção de acarretamento. Mais especificamente, ele é fechado
sob os princípios da lógica clássica. Portanto, no caso otimista em que tivéssemos uma fórmula
correspondente aos mundos clássicos, o conjunto C ⊆ W determinado não seria P , como se
poderia esperar, mas P ⊂ C. Um conjunto com pelo menos um mundo impossível, λ. A
interpretação que se pode dar é que a lógica clássica não é idêntica ao comportamento de
proposições nos mundos possíveis.
Esse resultado estranho pode ser justificado, filosoficamente, se enfatizarmos as regras de
derivação da lógica clássica. Nesse sentido, λ é o único mundo impossível clássico - i.e. , para
qual todas as regras da lógica clássica valem. Não é surpreendente, então, que Stalnaker o
tenha incluído em sua semântica, ainda que como dispositivo meramente técnico para definir
valor de verdade para casos de antecedente impossível. A querela do vacuismo pode ser revista
como uma discussão acerca da existência, em determinados contextos, de mundos impossíveis
mais próximos do atual do que λ. Se esses mundos existem, então o vacuismo não vale. Essa
intuição é defendida por Nolan, que afirma:
The “explosion” world—the impossible world where every proposition is true—is
very dissimilar from our own. Indeed, it seems to be one of the most absurd situa-
tions conceivable (NOLAN et al., 1997)
É possível ir além do comentário um tanto vago de Nolan, postulando que λ é de fato o
mundo mais distante do atual. Essa condição na similaridade foi nomeada, por (SENDłAK,
2017), Dissimilaridade do Mundo Trivial, (DMT).26 O próprio Sendłak a define apenas para
poder atacá-la. Entre as razões que motivam sua rejeição, destaca-se a exigência da manutenção
da lógica clássica por alguns contextos discursivos. Podemos pensar em um contrafatual que
26No original, Dissimilarity of the trivial World, (DTW).
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explicite essa condição, como “se a lógica clássica fosse a lógica correta e uma contradição
fosse verdadeira, então porcos voariam”. Embora, nesse exemplo, a menção a uma lógica
seja explícita, acarretando todos os problemas previamente discutidos, isso não é necessário -
bastaria um contexto que exigisse que as leis inferenciais da lógica clássica fossem mantidas.
Nesse cenário, λ é um mundo clássico e, portanto, mais próximo do atual do que outros mundos
possíveis.
Com relação à propriedade quantificacional de ordem superior, a única defesa vigorosa, que
pega o touro pelos chifres por assim dizer, encontra-se em (YAGISAWA, 1988). Para ele, a ideia
de possibilidade alternativa não deveria parar nas situações maximais - i.e. mundos possíveis.
O espaço modal - o espaço lógico determinado pelos mundos possíveis e suas relações modais
- também é um entre outros porque, argumenta Yagisawa, é possível conceber espaços lógicos
diferentes. Mas, depois que esse passo é dado, não há nada que impeça a consideração de um
super-espaço lógico alternativo. E assim por diante. Essa solução abandona as formalizações
do vocabulário modal em favor de uma hierarquia de formalizações. Para cada semântica de
determinados possibilia, há uma metassemântica.
Em franca oposição, (ZALTA, 1997) enxerga a análise de Yagisawa como produto de uma
confusão linguística. Seu argumento é que de um lado temos o discurso que deve ser explicado;
no caso que consideramos, asserções contrafatuais e, em termos genéricos, o discurso modal. De
outro, o aparato semântico que é usado na análise. Esse aparato não faz parte do que deve ser
explicado pela semântica; ele próprio é a semântica. Assim, tentar introduzir, no vocabulário
modal, questões sobre o instrumental que o explica seriam ilegítimo, um erro de categoria.
Pode-se questionar até que ponto é possível (e frutífero) banir alusões metalinguísticas
do vocabulário. Mas, certamente, no interior de uma semântica formalizada, incursões me-
talinguísticas devem ser feitas com atenção aos detalhes, especificando exatamente como são
construídas as fórmulas com essa propriedade. Em praticamente toda a bibliografia relevante,
isso não foi feito. Assumiu-se que contralógicos são corretamente modelados pela semântica e
basta introduzir mundos impossíveis para que isso ocorra. Além dos exemplos relacionados a
contralógicos simples - i.e. os que lidam com lógicas como a clássica ou a paraconsistente - há
até mesmo aqueles que pretendem falar da própria semântica de contrafatuais, como: “If some
counterpossibles were false, then Lewis would be right about counterpossibles” (KRAKAUER,
2012). Não é razoável esperar que a própria linguagem dos contrafatuais lide com asserções
desse tipo, o que move a balança para o lado de Zalta.
Contrametafísicos
Contrametafísicos, como o nome sugere, são contrafatuais cujo conteúdo expresso é meta-
físico. Em geral, tem a forma “se determinada teoria M fosse verdadeira, então (...)”. São,
portanto, uma classe de contrafatuais “técnicos”. Divergem dos contralógicos porque, em geral,
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não há o caráter metalógico que era pressuposto naquela classe. Embora ainda se trate, de
modo geral, de enunciados metalinguísticos (porque se fala de verdade de teorias).
Há duas maneiras de tratar os contrametafísicos na semântica estendida. A primeira é
genérica: não se põe em questão como expressar determinadas propriedades metafísicas na
linguagem disponível. Basta usar fórmulas genéricas - variáveis proposicionais arbitrárias -
para denotar proposições metafísicas. E, nesse sentido, a semântica é de fato adequada: pela
segunda diretiva, há mundos impossíveis que correspondem exatamente a cada maneira pela
qual o mundo não poderia ser. Assim, para cada teoria metafísica, seja ou não falsa (no mundo
atual), há pelo menos um mundo em que ela é verdadeira.
As únicas questões levantadas nessa leitura são relativas à métrica de similaridade. Por
exemplo: se uma determinada teoria metafísica M é inconsistente, os mundos similares mais
próximos em que ela é verdadeira devem conter que tipo de inconsistências? Além disso, seria
possível fazer outras perguntas, como: nos mundos mais próximos em que M é verdadeira, a
proposição expressa por “M é consistente” deve ser falsa ou verdadeira? Ou, ainda, como inter-
roga (SENDłAK, 2017), se a teoria M for verdadeira, ainda que inconsistente, os mundos mais
próximos dela devem tornar verdadeira ao menos uma proposição T , inconsistente com M? No
entanto, é preciso ter cuidado: novamente poderíamos incorrer em problemas metalinguísticos
se permitirmos esse tipo de proposição irrestritamente.
A outra maneira de tratar contrametafísicos na semântica estendida é estendê-la novamente
para que o acréscimo de poder expressivo da linguagem permita detalhar as teorias que serão
debatidas. A maneira mais óbvia de fazê-lo é estendendo a linguagem proposicional para uma
de primeira-ordem. A semântica de Lewis já tinha essa característica e algumas semânticas
estendidas, como (BERTO et al., 2016), também caminham nessa direção.
O desafio mais evidente é dar um tratamento adequado à quantificação. Além de ter de
responder a questões usuais nas lógicas modais de primeira ordem, como se o domínio é fixo -
i.e. há apenas um domínio de quantificação que serve a todos os mundos possíveis -, ou variável
- i.e. há um domínio para cada mundo -, também é preciso esclarecer o comportamento de
predicados e funções nos mundos impossíveis. Por exemplo, se há um predicado de igualdade
na semântica, =, a auto-identidade deve valer em todos os mundos? Ou deve haver algum
mundo w tal que, para algum objeto o, w o 6= o? Novamente de acordo com a segunda
diretiva, (BERTO et al., 2016) optam pela segunda alternativa. Em mundos impossíveis a
auto-identidade pode falhar, assim como a substituição de idênticos, o que ajuda a explicar
contrafatuais do tipo: “se a Estrela da Manhã não fosse a Estrela da Tarde, então a astronomia
moderna estaria severamente enganada” : o contrafatual é verdadeiro e os mundos onde o
antecedente vale são selecionados de acordo com um contexto hiperintensional, como já haviam
notado (BROGAARD; SALERNO, 2013).
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Algumas propriedades
Talvez a questão central que se põe para a semântica estendida seja: qual o custo, para a
lógica dos contrafatuais, da introdução dos mundos impossíveis? Propriedades se ganham e se
perdem na alteração da semântica, então é necessário averiguar quais são elas. Por propriedades,
entendemos tanto as fórmulas logicamente válidas e inferências corretas que são ratificadas pela
semântica, quanto as propriedades do sistema em si: i.e. se há sistemas de prova adequados,
se eles são demonstravelmente completos e corretos com relação à semântica etc.
Em (BENNETT, 2003, p.17), argumenta-se que os condicionais “independentes” - isto é,
aqueles cujo valor de verdade não depende de fatos adicionais do mundo, mas apenas de sua
forma - são desinteressantes. Não apenas porque não ocorrem em nenhum contexto discursivo,
mas também porque o conteúdo que eles expressam poderia ser comunicado facilmente sem
fazer uso de condicionais. “Se Fulano não fosse casado, ele seria solteiro” não apresenta desafio
interpretativo diferente de “todos os não casados são solteiros”, ou outra generalização equiva-
lente. De todo modo, ainda que os contrafatuais independentes não nos interessem, determinar
quais são eles parece importante. E isso será determinado, em última análise, pela semântica e
suas propriedades.
Timothy Williamson, notório defensor do vacuismo, argumenta que: “We may also wonder
what logic of counterfactuals the objectors envisage. If they reject elementary principles of
the pure logic of counterfactual conditionals, that is an unattractive feature of their position.”
(WILLIAMSON, 2008, p. 174) Para ele, não haveria como abraçar o não vacuismo sem perder
parte essencial do que a semântica de Stalnaker-Lewis comunicava. Por outro lado, (NOLAN et
al., 1997), que compartilhava a crença de que a introdução de mundos impossíveis erodiria parte
da semântica ortodoxa, não julga que isso constitua um demérito para a semântica estendida,
como deixado evidente no seguinte excerto: “I fear, however, that I think impossible worlds are
too badly behaved for there to be many principles which hold distinctively of the conditional
regardless of the content of the antecedent and the consequent.” (NOLAN et al., 1997, p. 554)
A saída proposta por Nolan é abandonar a busca por teoremas em favor de inferências
racionalmente justificadas; isto é, inferências que valem na maioria dos contextos, mas para as
quais há contraexemplos. Entre outras coisas, isso se justifica pelo fato de que a esmagadora
maioria de contextos discursivos ignora mundos impossíveis. Só em alguns casos especiais
eles entram no cálculo da similaridade, de modo que, em geral, inferências inválidas estariam
justificadas por serem válidas na maioria dos casos. Com (WIM), as inferências inválidas
racionalmente justificadas passam a ser válidas mediante o acréscimo de premissas adicionais.
Nesse caso, se adicionamos às premissas conhecidas o fato de que o antecedente é possível, a
inferência volta a valer.27
27Aqui é possível traçar um paralelo com interpretações epistêmicas das lógicas paraconsistentes, em especial
das chamadas LFIs, quando se diz que elas preservam as inferências da lógica clássica contanto que se acrescente
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Essa é a linha de argumentação proposta por (BROGAARD; SALERNO, 2013) com relação
à opacidade. Na semântica de Stalnaker-Lewis, inferências com termos correferenciais são
válidas, como em: “Se a Estrela da Manhã tivesse sido atingida por um foguete, a Estrela da
Tarde teria sido atingida por um foguete” . Com mundos impossíveis, essa classe de inferências
não é mais irrestritamente válida. Há mundos impossíveis em que a substitutividade de idênticos
não vale, assim como há outros em que também não vale a auto-identidade. Brogaard e Salerno
justificam a perda afirmando que, de fato, contrapossíveis geram contextos opacos, mas que
a substitutividade perdura enquanto estivermos tratando dos contrafatuais ordinários, com
antecedente possível. Ou seja: no geral - ou na heurística usada para avaliar os contrafatuais -
a propriedade permanece inalterada, ainda que formalmente não seja mais válida.
Com inspiração semelhante, (BERTO et al., 2016) discutem duas outras propriedades que,
de acordo com Williamson, seriam perdidas no processo. Essa propriedades são28 :
1. (Reflexividade) ` φ φ
2. (Closure) Se ` (ψ1 ∧ ... ∧ ψn)→ ψ, então ` ((φ ψ1) ∧ ...(φ ψn))→ (φ ψ)
A primeira propriedade é simples: se algo fosse o caso, ele próprio seria o caso. Trata-se
de um requerimento mínimo para inteligibilidade dos contrafatuais e, conforme argumentam os
autores, ele também vale na semântica estendida. Os mundos relevantes para o contrafatual
serão mundos em que φ vale, ainda que seja impossível. Nesses mundos, por definição, φ vale.
A única possível divergência é que não podemos afirmar nada sobre a negação de φ, ¬φ, porque
pode haver mundos em que ambos são o caso. Como nos mundos impossíveis o valor de verdade
de suas fórmulas moleculares não é dado recursivamente, isso não é um problema.
Essa característica torna necessária uma pequena digressão: com a incorporação de mundos
impossíveis, torna-se necessário diferenciar mundos “não-φ” de mundos-(¬φ), conforme notou
(LAAN, 2004). Isso porque não há mais a valoração recursiva: w ¬φ se e somente se 6w φ.
Afirmar que um mundo é (¬φ) é apenas afirmar que ¬φ é verdadeiro em w, enquanto afirmar
que um mundo é não-φ é afirmar que φ não é verdadeiro em w.
A segunda propriedade, closure, não é válida. Para ilustrar, consideremos o seguinte modelo,
que serve de contraexemplo: W = {w, i}, P = {w}, $w = {{w}, {w, i}} e as duas proposições
a premissa adicional de que as fórmulas envolvidas na derivação são consistentes. Filosoficamente, seria possível
justificar essa postura afirmando que, na maioria dos contextos, essas premissas são subentendidas. Por isso,
entenderíamos as inferências como válidas em absoluto e não precisaríamos enfatizar a consistência. No caso das
LFIs, essa interpretação é formalmente justificada pelo Derivability Adjustment Theorem, DAT, demonstrado
em (CARNIELLI; CONIGLIO, 2016).
28Os autores as caracterizam uma noção de consequência sintática, denotada por `, embora, no artigo,
caracterizem apenas a semântica. Mantemos aqui esse símbolo com o significado pretendido. Outra diferença
notacional é o uso de letras maiúsculas para denotar proposições e ⊃ para denotar a implicação material. Nesse
caso, empregamos as letras gregas φ e ψ e a seta →, conforme vem sendo feito no restante do texto, para evitar
confusões desnecessárias.
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arbitrárias, φ, ψ. Temos que  ¬¬φ→ (φ∨ψ), garantido pela lógica clássica. Assim, suponha-
mos a seguinte valoração: 6w φ, 6w ψ, e i φ, i ¬¬φ e 6i (φ∨ψ). A definição do contrafatual
garante que w φ ¬¬φ, mas, contra closure, 6i (φ ∨ ψ).
Além do que, como argumentam (BERTO et al., 2016), se ambas as propriedades, refle-
xividade e closure, forem válidas, teremos como resultado que qualquer contradição implica
contrafatualmente qualquer contradição. Segue-se o argumento feito pelos autores: supor duas
contradições, φ∧¬φ e ψ ∧¬ψ. Classicamente, ` (φ∧¬φ)→ (ψ ∧¬ψ). Assim, se closure vale,
` (γ  (φ ∧ ¬φ)) → (γ  (ψ ∧ ¬ψ)), para qualquer γ. Em particular, para γ = (φ ∧ ¬φ):
` ((φ ∧ ¬φ)  (φ ∧ ¬φ)) → ((φ ∧ ¬φ)  (ψ ∧ ¬ψ)). Como o antecedente dessa implicação
material é uma tautologia, por reflexividade e modus ponens, temos que ` (φ∧¬φ)  (ψ∧¬ψ),
o que é evidentemente indesejável para uma semântica não vacuista. A conclusão é que ambos
os princípios não podem ser simultaneamente válidos sem prejuízo para o não vacuismo. A
reflexividade é mais fundamental e, pode-se argumentar, é uma propriedade que deve ser pre-
servada na lógica dos contrafatuais. Assim, por eliminação, closure não poder ser um princípio
válido.
Ainda há um argumento filosófico pela eliminação de closure. A justificação desse princípio
é de que, em cenários contrafatuais, as implicações clássicas - representadas pela implicação
material - são preservadas. Ou seja: a lógica é mantida em todas as maneiras pelas quais o
mundo poderia ser. Mas a motivação para contrapossíveis não vácuos é justamente tornar as
“maneiras pelas quais o mundo poderia ser” mais abrangentes, incluindo cenários impossíveis;
i.e. , cenários com contradições e outras impossibilidades. Portanto, é natural que closure seja
rejeitada pela semântica estendida.
A consideração feita por (BERTO et al., 2016) termina com a constatação de que a semântica
estendida é compatível com um princípio mais fraco, análogo a closure. Trata-se da mesma
estratégia, explorada à exaustão, de reformular a propriedade acrescentando a premissa da
possibilidade do antecedente. A nova propriedade é nomeada P-Closure: se ` (ψ1∧...∧ψn)→ ψ,
então 3φ ` ((φ ψ1) ∧ ... ∧ (φ ψn))→ (φ ψ). (BERTO et al., 2016, p. 10)
Últimas considerações
A semântica estendida é, atualmente, a alternativa mais popular à semântica vacuista. Por
ter sido sugerida, ainda que a contragosto, pelo próprio Lewis, não tardou a ser desenvolvida.
Além disso, esse estudo também tem sido motivado pelo crescimento do interesse nos mundos
impossíveis enquanto dispositivos semânticos. No entanto, as motivações não são apenas so-
ciológicas: de fato, a maleabilidade que o comportamento anárquico dos mundos impossíveis
proporciona permite que se trate uma série dos exemplos que motivaram as críticas ao vacuismo.
Como notável exceção a isso, os contrafatuais com um componente metalinguístico forte, em
especial os contralógicos. No entanto, conforme discutido, talvez essa classe de contrafatuais,
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em virtude do seu componente metalinguístico, não seja tratável no escopo de uma semântica
formal. É preciso delimitar alguma fronteira que separe modos formal e material de discurso,
para seguir a terminologia proposta por Carnap e revigorada por Zalta.
O custo da solução dependerá da força que se atribui aos argumentos anti-vacuistas, bem
como a certas propriedades da lógica dos contrafatuais de Stalnaker-Lewis. Esperou-se ter evi-
denciado que há um trade off entre a estrutura lógica do operador contrafatual e sua capacidade
de lidar corretamente com os contrapossíveis. Um princípio como ECI ameniza as perdas, na
medida em que preserva as inferências dos sistemas lewisianos contanto que se acrescente às
premissas a possibilidade do antecedente. Assim, a natureza anárquica dos mundos impossí-
veis só afeta uma parcela diminuta dos contrafatuais e o operador contrafatual permanece com
alguma regularidade lógica. Embora argumentos contra ECI tenham sido colocados, a leitura
apresentada aqui favorece a visão de que a balança ainda pende para inclusão desse princípio.
Outra alternativa que se apresenta é tomar ECI não como uma propriedade da lógica, mas uma
heurística, valida para “quase todos os casos”. Nesse cenário, abandona-se qualquer pretensão
de comportamento regular do operador em favor de uma “quase-teoremicidade”: não se fala
mais em validade de inferências, mas apenas em inferências racional e geralmente justificadas.
Esse é um preço bastante elevado.
4.3 O caminho da paraconsistência
O problema dos condicionais contrapossíveis tem origem no problema da leitura pouco gra-
nulada que se faz das impossibilidades. Em geral, tratamos qualquer proposição impossível
como expressando a mesma coisa - uma contradição só comunica o valor de verdade falso e
ao entendermos o conteúdo proposicional como conjuntos de mundos possíveis, todas impos-
sibilidades se tornam iguais entre si porque são o conjunto vazio. É debatível até que ponto
impossibilidades se resumem a contradições. No entanto, devemos reconhecer ao menos que
boa parte daquelas que tratamos pode ser subsumida a alguma forma de inconsistência formal.
Por isso, seria natural pensar em uma combinação dos tópicos condicionais contrafatuais e
lógicas paraconsistentes. As lógicas paraconsistentes são, afinal, uma reação à falta de granu-
laridade no tratamento de contradições. Isto é, são sistemas em que o princípio da explosão
não vale irrestritamente e nos quais, em razão disso, é possível diferenciar contradições parti-
culares. Bloquear o princípio da explosão significa deixar de lado uma classe de inferências,
excluindo suas conclusões do sistema lógico. Por isso, é possível dizer que, em certo sentido, a
lógica resultante será mais fraca - i.e. terá um estoque inferencial menor. Por outro lado, isso
é compensado com uma maior seletividade no que é aceito. Essa opção permite, por exemplo,
que formas lógicas antes equivalentes possam ser diferenciadas.
Essa estratégia é uma maneira bastante natural de combater o vacuismo porque, se bem
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sucedida, ela irá efetivamente o anular. Isto é, ao restringirmos o que pode ser inferido de con-
tradições, abrimos espaço para cenários em que uma determinada contradição seja verdadeira;
mas outra, não. Portanto, ao menos no nível mais fundamental, teremos resolvido o problema.
Resta saber, é claro, se as razões que nos levaram a rejeitar o vacuismo são mais bem abordadas
nesse novo contexto. Isto é, se a nova semântica dá os resultados corretos e ou esperados para
alguns dos casos que consideramos como motivadores da semântica não-vacuista.
A princípio, um aspecto desejável da solução aqui esboçada é a preservação de (parte da)
estrutura lógica. Como vimos na última sessão, uma dificuldade que se apresentou à proposta
da incorporação de mundos impossíveis foi a possibilidade de tornar o conectivo do contrafatual
anárquico e, por isso, inócuo. Não poder dizer nada acerca de sua estrutura lógica - i.e. que
inferências envolvendo o conectivo são válidas - certamente constitui um problema para qualquer
teoria que se apresente como solução. Naquele cenário, uma das opções foi aceitar essa tese,
defendendo que o contrafatual não tem virtualmente nenhuma estrutura lógica; a outra foi
restringir a presença de mundos possíveis impondo condições na métrica de similaridade. Aqui,
esse problema não aparecerá se tivermos um sistema lógico não trivial que possa tratar de
impossibilidades sem que tudo seja verdadeiro. O fato de ser essa a motivação das lógicas
paraconsistentes é um bom indicativo.
Em geral, consideramos lógicas como axiomas e regras de inferência definidas sobre uma
linguagem, o que se convencionou chamar de sintaxe. Eventualmente, uma semântica pode ser
definida sobre esses sistemas sintáticos e parte do interesse da lógica advém de demonstrações de
que a lógica corresponde a uma determinada classe de modelos - sua semântica - e vice-versa,
o que é feito através de provas de completude e correção. No entanto, a via que adotamos
aqui não é essa. Ao longo do texto, o enfoque foi nas classes de modelos; na semântica,
portanto. Essa é uma tendência que se vê, em menor grau, nos estudos das lógicas modais.
Como pontuou (GIRLE, 2003), as abordagens axiomáticas, populares na infância do estudo
das lógicas modais, foram sendo substituídas pelo estudo dos chamados modelos de Kripke.
Isso porque, como notam Rodrigues e Carnielli (CARNIELLI; RODRIGUES, 2015, p. 10),
uma semântica pode ser “informativa” a ponto de iluminar porque determinadas fórmulas são
verdadeiras. Embora nem todas as semânticas possuam esse caráter informativo, esse ponto é
particularmente verdadeiro nas semânticas de Kripke.
Em particular, na análise dos contrafatuais, isso é especialmente verdadeiro. Há duas razões.
Em primeiro lugar, uma parcela considerável da literatura se concentrou em entender como são
auferidos os valores de verdade de contrafatuais, se é que eles os tem. O que se quer saber
é que proposições são analisadas para decidir se um contrafatual é ou não verdadeiro. Em
segundo, porque também não é tão claro, e talvez seja menos interessante, descobrir quais são
os teoremas de um operador contrafatual.29. Embora haja exemplos do contrário - sistemas
29O que não significa que ele não deva ter uma estrutura lógica, na forma de um conjunto de teoremas e
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completos e corretos para contrafatuais - muito da literatura ignora essa dimensão sintática,
concentrando os estudos na semântica. O próprio Lewis enfatiza, em Counterfactuals, que a
última parte de seu livro, mais técnica e que tratava da apresentação de um sistema sintático
com as consequentes provas de completude e correção, tinha valor por si só, mas poderia ser
ignorada pelo leitor sem grande prejuízo. Assim, sem ignorar a existência e importância da
dimensão sintática, daremos privilégio à semântica e deixaremos a determinação de um sistema
lógico axiomático como indicação para um trabalho futuro que pode ser feito caso haja interesse.
O plano de trabalho será substituir a semântica clássica proposicional que está no núcleo
da semântica de contrafatuais por uma semântica paraconsistente. Assim, o modelo resultante
terá propriedades dessa lógica e permitirá um tratamento mais pormenorizado de contradições.
4.3.1 Lógicas da Inconsistência Formal
A lógica que iremos examinar faz parte da família das chamadas LFIs, Lógicas da Inconsis-
tência Formal. Essa família de lógicas - estudada em (CARNIELLI; CONIGLIO; MARCOS,
2007) e posteriormente exposta, com maior riqueza de detalhes, em (CARNIELLI; CONIGLIO,
2016) - tem como traço fundamental a distinção entre os conceitos de inconsistência, contra-
dição e trivialidade, o que torna possível a rejeição do princípio da explosão em sua forma
irrestrita e a manutenção de uma forma mais fraca deste princípio, que ficou conhecida por
princípio da explosão gentil.
Para isso, introduz-se na linguagem uma maneira de afirmar que determinada fórmula é
consistente e, portanto, não pode ser contradita sem que se incorra na trivialização do sistema.
De modo geral, afirma-se que não é possível, para uma fórmula φ, ocorrer em contradição, por
uma expressão do tipo #(φ). No caso que iremos examinar, isso coincide com a fórmula unitária
◦φ, onde ◦ é um operador de consistência introduzido na linguagem. Com isso, temos que é
possível que φ,¬φ 6` ψ, para determinados φ, ψ, mas que φ,¬φ, ◦φ ` ψ, o que caracteriza a
explosão gentil. Formalmente, uma LFI é caracterizada pelas seguintes três cláusulas, extraídas
de (CARNIELLI; CONIGLIO, 2016, p. 50):
Definição 41. Uma lógica L é uma LFI se e somente se:
1. φ,¬φ 6` ψ para alguns φ e ψ.
2. Existem pelo menos duas fórmulas α, β tal que:
(a) ◦(α), α 6` β
(b) ◦(α),¬α 6` β
3. ◦(φ), φ,¬φ ` ψ para todos φ, ψ
inferências válidas. Simplesmente esse não é o ponto de maior interesse do debate.
CAPÍTULO 4. MODELANDO CONTRAPOSSÍVEIS 115
Do ponto de vista sintático, a construção da lógica paraconsistente que examinaremos,
mbC, se inicia pela parte positiva do cálculo proposicional clássico - i.e. a parte que não
envolve negação - somada ao princípio do terceiro excluído (tertium non datur). O conectivo da
negação será enfraquecido porque guarda relação direta com a explosão irrestrita. No entanto,
como ainda há fórmulas que sempre são válidas, é possível definir uma partícula minimal, i.e.
uma fórmula equivalente a ⊥. Na lógica clássica, essa partícula pode ser definida por uma
contradição qualquer, φ ∧ ¬φ; aqui, juntamos à contradição a predicação de consistência dessa
fórmula: φ∧(¬φ∧◦φ). Também vale notar que o conectivo de consistência nos permite recuperar
qualquer inferência clássica no interior de mbC com o acréscimo de determinadas premissas.
Esse resultado, que recebeu o nome de derivability adjustment theorem, está demonstrado em
(CARNIELLI; CONIGLIO, 2016) Podemos interpretá-lo da seguinte maneira: a lógica clássica
é um caso especial da lógica paraconsistente em que se supõe a consistência de todas as fórmulas
envolvidas em uma determinada inferência.
A lógica mbC pode ser descrita por uma semântica de valoração usual. Como o enfoque
da análise será semântico, definimos aqui as cláusulas que caracterizam o comportamento dos
operadores nessa lógica.
Definição 42.
• (vAND) v(φ ∧ ψ) = 1 se e somente se v(φ) = 1 e v(ψ) = 1.
• (vOR) v(φ ∨ ψ) = 1 se e somente se v(φ) = 1 ou v(ψ) = 1.
• (vIMP ) v(φ→ ψ) = 1 se e somente se v(φ) = 0 ou v(ψ) = 1.
• (vNEG) Se v(¬φ) = 0, então v(φ) = 1.
• (vCON) Se v(◦φ) = 1, então v(φ) = 0 ou v(¬φ) = 0.
O leitor irá notar que o comportamento dos operadores ∧,∨,→ permanece intocado. A
mudança ocorre na negação, ¬. Por um lado, ela é definida pela valoração 0, isto é, falso; por
outro, é definida por uma cláusula “se (...), então (...)” ao invés da usual bi-implicação. Esse
formato da definição garante a validade do terceiro excluído já que, quando a negação de uma
fórmula for falsa, sua afirmação será verdadeira. Por outro lado, se a negação da fórmula for
verdadeira, nada se diz sobre sua afirmação, que pode ser verdadeira também. Por isso há a
possibilidade de contradições. Em último lugar, a definição do operador de consistência garante
que a trinca ◦φ, φ,¬φ nunca será simultaneamente verdadeira.
Um ponto fundamental dessa semântica é que a verofuncionalidade do operador de negação
se perde. Isto é, o valor de φ não é diretamente determinado por ¬φ e vice-versa. O mesmo
vale para o operador de consistência que foi introduzido na linguagem. Assim, a avaliação
de fórmulas pelo método tradicional das tabelas de verdade só poderá ocorrer mediante o
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dispositivo das quase-matrizes. Abaixo, exemplificamos uma dessas tabelas, que mostra o






É possível notar que o comportamento de apenas de uma das fórmulas não determina o das
outras. É preciso de no mínimo dois valores para determinar um terceiro, e, mesmo assim, em
alguns casos, isso não é suficiente. Há, a título de exemplo, 3 combinações possíveis quando
v(φ) = 1: v(¬φ) pode ser 1 ou 0 e, se for 0, v(◦φ) pode ser 1 ou 0. No entanto, ainda há
casos em que conseguimos determinar o valor de verdade a partir de outros: se tanto φ quanto
sua negação, ¬φ, forem verdadeiras, a fórmula não será consistente (◦φ será falso). Isso é uma
propriedade intuitiva do conceito de consistência. Se uma fórmula do par φ e ¬φ for falsa, a
outra será verdadeira - o que não é senão o princípio do terceiro excluído em forma semântica.
Um último aspecto interessante de mbC é que é possível recuperar a negação clássica,
daqui em diante simbolizada por ∼, se nos utilizarmos dos conectivos primitivos. Definimos
∼ φ := ¬φ ∧ ◦φ. De fato, basta examinar a quase-matriz para notar que a única combinação
de valores que envolve ¬φ e ◦φ verdadeiros é aquela que tem φ falso. Portanto, o conectivo
clássico da negação, que inverte o valor de verdade de uma fórmula, é definível na lógica que
tratamos.
4.3.2 Combinando as semânticas
Se voltarmos o olhar para a construção dos modelos semânticos para contrafatuais, feitas
no segundo capítulo desta dissertação, seremos levados a concluir que o cálculo proposicio-
nal clássico está contido nas definição de verdade em um mundo, representada pela relação
. Assim, para combinar a já referida semântica de contrafatuais com a recém apresentada
semântica paraconsistente, é possível manter o restante da definição - o enquadramento, os
sistemas de esferas e a definição do operador contrafatual - e alterar apenas as cláusulas de
verdade nos mundos possíveis. Evidentemente, para que isso possa ser feito, será preciso incor-
porar à linguagem L o operador de consistência, ◦, sem o qual não seria possível caracterizar
mbC. Assim, seja L′ = L ∪ {◦} e M =< W, $ > o enquadramento definido da forma usual.
Definimos o modelo para a semântica paraconsistente de contrafatuais como < W, $,>, onde
: For(L)→ P(W ) se define por:
Definição 43.
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1. w (φ ∧ ψ) se e somente se w φ e w ψ.
2. w (φ ∨ ψ) se e somente se w φ ou w ψ.
3. w (φ→ ψ) se e somente se 6w φ ou w ψ.
4. Se 6w ¬φ, então w φ.
5. Se w ◦φ, então 6 φ ou 6 ¬φ.
6. w (φ ψ) se e somente se
Existe S ∈ $w e v ∈ S tal que v φ e para todo u ∈ S, 6u φ ou u ψ,
ou se para todo S ∈ $w e todo v ∈ S, 6v φ.
As demais definições de consequência lógica, fórmulas logicamente válidas e as restrições
sobre o sistema de esferas permanecem inalteradas, razão pela qual não as repetiremos aqui.
Assim, o modelo semântico está construído. Em primeiro lugar, notemos algumas proprieda-
des que o diferenciam do original. A análise da definição primitiva da modalidade alética de
necessidade - algo é necessário se e somente se é verdadeiro em todos os mundos possíveis -
revela que a necessidade de uma fórmula não é mais suficiente para descartar sua negação. Isto
é, no modelo original, 2φ era verdadeiro em um mundo possível w em toda ocasião que φ era
verdadeira em todos os mundos v ∈ W . Como, em cada um deles, o valor da negação de uma
fórmula era definido por uma cláusula bi-condicional, sabíamos que 6v ¬φ, para todo v ∈ W .
Agora, concluímos que w 2φ implica v φ para todos φ ∈ For(L) e w, v ∈ W , mas não
implica 6v ¬φ. O que podemos afirmar, entretanto, é que, dado w 2φ e v ◦φ, para algum
v ∈ W , aí sim é possível concluir que 6v ¬φ. E isso apenas em v.
Há um paralelo interessante com o comportamento do operador contrafatual, que com-
partilha com a modalidade alética da necessidade a característica semântica de quantificação
universal. Na formulação original, apresentada no capítulo 2, era possível concluir que, se o
contrafatual fosse verdadeiro em um determinado mundo w, em todos os mundos relevantes
onde o antecedente fosse verdadeiro, o consequente também o seria. Assim, dada a veracidade
do contrafatual, não haveria em S mundo v tal que v φ e v ¬ψ. No entanto, a nova semân-
tica opera justamente enfraquecendo a negação, razão pela qual essa propriedade não é mais
verificada. De fato, consideremos o seguinte contra-exemplo: W = {w, v}, $w = {{w}, {w, v}}
e 6w φ, 6w ψ, v φ, v ¬ψ, v ψ. Esse modelo satisfaz w φ  ψ mesmo que exista um
mundo em S tal que v φ e v ¬ψ - estado de coisas que intuitivamente é contraexemplo ao
contrafatual.
É possível invalidar essa propriedade com uma definição aumentada da cláusula semântica.
Se incluirmos o requerimento de que, nos casos em que o antecedente é verdadeiro, o conse-
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quente seja não apenas verdadeiro, mas também consistente, então teremos interditado essa
configuração. Formalmente, a definição se tornaria30:
Definição 44. w (φ ψ) se e somente se
Existe S ∈ $w e v ∈ S tal que v φ e para todo u ∈ S, 6u φ ou u ψ ∧ ◦ψ,
ou se para todo S ∈ $w e todo v ∈ S, 6v φ.
Ainda há uma terceira alternativa: não alegar nada acerca da consistência da fórmula do
consequente, expressa na linguagem-objeto, mas especificar a valoração tanto dela própria,
quanto de sua negação (paraconsistente), como na definição que segue abaixo. À primeira
vista, essa definição pode parecer equivalente à segunda, mas mais adiante ficará claro em que
ponto as duas divergem.
Definição 45. w (φ ψ) se e somente se
Existe S ∈ $w e v ∈ S tal que v φ e para todo u ∈ S, 6u φ ou u ψ e 6u ¬ψ,
ou se para todo S ∈ $w e todo v ∈ S, 6v φ.
Para entender melhor a diferença entre ambas as três propostas, examinemos a seguinte
tabela de “valores de verdade” - entendemos “verdadeiro” e “falso” como  e 6, respectivamente
- que ilustra os pontos onde há divergência:
φ ψ ¬ψ ◦ψ φ ψ na definição 1 φ ψ na definição 2 φ ψ na definição 3
V V V F Compatível Incompatível Incompatível 1
V V F V Compatível Compatível Compatível 2
V V F F Compatível Incompatível Compatível 3
V F V V Incompatível Incompatível Incompatível 4
V F V F Incompatível Incompatível Incompatível 5
F V V F Compatível Compatível Compatível 6
F V F V Compatível Compatível Compatível 7
F V F F Compatível Compatível Compatível 8
F F V V Compatível Compatível Compatível 9
F F V F Compatível Compatível Compatível 10
Como preliminar, notemos que o “compatível” e “incompatível” associado ao operador con-
trafatual é motivado por seu caráter não verofuncional. Por “compatível” entendemos que o
mundo não falsifica a fórmula, ainda que não garanta sua verdade; por “incompatível” entende-
mos que o mundo é suficiente para falsidade do contrafatual. Passemos aos valores de verdade.
Em primeito lugar, podemos ignorar as linhas 6-10. Nelas, o antecedente é (somente) falso
e pouco importa o que ocorre no resto do mundo. Fazendo uma analogia com um processo
epistemológico, é como se descartássemos o caso de saída porque não servirá de contraexemplo.
30Aqui podemos usar ψ ∧ ◦ψ, com o “e” da linguagem objeto, porque ele equivale ao “e” clássico, usado na
semântica. A definição por v ψ e v ◦ψ é equivalente,portanto.
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O interesse está nas primeiras, 1-5, quando o antecedente é verdadeiro. Para que a valoração
seja compatível com o contrafatual, o consequente deve ser verdadeiro. Isso é comum às três
definições. Na primeira, é tudo que se exige e por esse motivo, de acordo com ela, as valorações
1-3 são compatíveis com a verdade do contrafatual. A terceira é um pouco mais rigorosa: exige
também que o consequente não seja negado de forma paraconsistente. Portanto, a primeira
linha é descartada - se torna incompatível. A diferença entre a segunda e a terceira, que talvez
não estivesse clara anteriormente, é bem ilustrada aqui: é possível que, mesmo que o conse-
quente seja verdadeiro e não seja negado de forma paraconsistente, sua consistência não seja
um fato. Isto é, v ψ é compatível com 6v ◦ψ e 6v ¬ψ. A consistência é exigência da segunda
definição, razão pela qual a terceira valoração é contraexemplo para ela, diferentemente do que
ocorre com a definição de número 3.
A princípio, as três definições estão de acordo com a proposta original de Lewis. É preciso
julgá-las por dois parâmetros: em primeiro lugar, discutir qual captura melhor a ideia do que
torna um contrafatual verdadeiro ou falso; em segundo, avaliar quais propriedades se seguem
de cada uma delas e qual desses conjuntos de propriedades é mais compatível com o conceito
intuitivo e filosófico de contrafatual. De todo modo, é razoável não descartar nenhuma de
antemão. A diferença que elas incorporam tem origem na diferenciação que a lógica de base,
mbC, faz entre os conceitos de consistência, bom comportamento (i.e. ser verdadeira ou falsa,
mas não ambos) e verdade. Dessas três propriedades, a consistência é a menos inclusiva.
4.3.3 Reconstruindo as modalidades
É evidente que a mudança na semântica altera também os operadores modais. Conforme
comentado brevemente na sessão anterior, se optarmos pela definição primitiva, não haverá mais
a garantia de que a negação de uma fórmula necessária seja sempre falsa. Essa é a maneira
mais natural de lidar com o operador modal - se a lógica de base foi alterada, queremos que
essas alterações afetem também, e da mesma maneira, os operadores modais. Consideremos,
agora, as definições derivadas do operador contrafatual.
Originalmente, o operador de necessidade foi definido por 2φ :=def ¬φ φ. Transposto
para nova semântica, esse caso será interpretado como: na menor esfera em que vale ¬φ, todo
mundo possível w é tal que 6w ¬φ ou w φ ∧ ¬φ. Originalmente, a segunda cláusula da
disjunção era insatisfazível e, por isso, a fórmula era verdadeira exatamente quando não havia
nenhum mundo em que o antecedente fosse verdadeiro. Agora, no entanto, mundos em que uma
fórmula e sua negação são verdadeiras são possíveis. Mas a definição não comunica, conforme
foi interpretado anteriormente, que φ seja verdadeiro em todo mundo. Para concluir isso, basta
examinar o seguinte exemplo: W = {w, v1, v2}, Sw = {{w}, {w, v1}, {w, v1, v2}}, com v1 ¬φ∧φ
e v2 ¬φ ∧ ◦φ.
Uma alternativa seria seguir a proposta de Lewis, que antes era equivalente, mas agora
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difere da que foi apresentada no parágrafo anterior. Para isso, é preciso que interpretemos ⊥
como uma contradição real para semântica, como por exemplo φ ∧ ¬φ ∧ ◦φ. Assim, teríamos
que:
Definição 46. 2φ :=def ¬φ ⊥
Nesse caso, a única maneira de satisfazer 2φ é pelo caso vácuo - i.e. quando não houver
nenhum mundo em nenhuma esfera que torne o antecedente verdadeiro. Essa definição é mais
forte que a primitiva - 2φ passa a significar que não há, efetivamente, mundo em que φ é negado
(mesmo de forma paraconsistente). De certa forma, pode ser vista como uma definição negativa,
que enfatiza a negação da fórmula sobre a qual consideramos a necessidade. Em contraste, a
definição primitiva daria primazia aos cenários em que a fórmula é verdadeira, ignorando se
neles ela também é falsa. Assim, poderia ser vista como uma definição positiva.
4.3.4 Um novo exame do vacuismo
Ao longo desta dissertação, a tese do vacuismo foi formalmente expressa de mais de uma
maneira. Como resultado da construção do modelo semântico, no segundo capítulo, foi de-
monstrada como o teorema (φ ∧ ¬φ)  ψ. No terceiro capítulo, foram oferecidas mais duas
alternativas à formulação original: (φ↔ ⊥) implica φ ψ e (¬3φ) implica φ ψ. Ignore-
mos a última, porque ainda não dispomos do operador 3, cuja interdefinibilidade a partir de
2 é afetada pela mudança na negação.
No primeiro caso, é fácil ver que essa fórmula não se segue mais da semântica. Para
evidenciá-lo, basta avaliar o seguinte contraexemplo: W = {w, v}, $w = {{w}, {w, v}} e
6w (φ ∧ ¬φ), v φ,v ¬φ,v ¬ψ,v ◦ψ. Assim, por qualquer uma das três definições da-
das para o operador contrafatual, 6w (φ ∧ ¬φ)  ψ.
A avaliação da segunda expressão formal do vacuismo é um pouco mais desafiadora. Isso
porque nela ocorre ⊥, que é abreviação de uma contradição genérica. Na semântica ortodoxa,
como a lógica de base era clássica, não havia diferença entre uma fórmula equivalente a ⊥ e
φ ∧ ¬φ. Isso porque φ ∧ ¬φ, no cálculo proposicional clássico, é uma contradição e, portanto,
pode servir para definir ⊥. Não obstante, conforme já enunciado, na lógica de base, mbC,
φ ∧ ¬φ não é uma “contradição de fato” (ou “contradição consistente”) se entendermos que
“contradição de fato” designa uma proposição sempre falsa31. Isso não quer dizer que em
mbC não há contradições na acepção mencionada. Essa propriedade também já foi colocada:
φ ∧ ¬φ ∧ ◦φ é uma contradição de fato. As cláusulas da semântica não permitem que ela seja
verdadeira. Portanto, há duas opções: se traduzimos ⊥ como φ ∧ ¬φ - tradução que seria
31Optou-se por distinguir “contradições consistentes” de meras contradições, de acordo com sugestão feita por
Carnielli, para marcar a diferença fórmula insatisfatível e contradição na acepção original. Uma “contradição
consistente” é uma fórmula insatisfatível; uma fórmula que afirma e nega algo é uma contradição.
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opção adequada na semântica ortodoxa, onde a propriedade foi exposta -, então o modelo do
parágrafo anterior também constitui contraexemplo e o vacuismo está banido da semântica.
No entanto, se entendermos ⊥ como expressando uma impossibilidade real na liguagem que
estamos considerando, então deveremos traduzi-lo por uma contradição qualquer de mbC e
haverá o vacuismo.
Há uma tensão, portanto, entre o entendimento clássico de impossibilidade - i.e. algo classi-
camente impossível - e um entendimento “absoluto” - i.e. qualquer coisa que for impossível no
interior de uma determinada semântica. Esse debate também aparece para os defensores de se-
mânticas estendidas com mundos impossíveis. Por isso, há uma certa insistência no modelo dos
chamados mundos possíveis americanos, onde as fórmulas são arbitrariamente valoradas. Essa
opção garantiria que, para qualquer combinação de valores, há um mundo - possível ou impossí-
vel - que corresponde a ela. Por isso, não há mais impossibilidades “verdadeiras”, inalcançáveis
pela semântica.32 Esse é o primeiro ponto que deve ser feito sobre a solução paraconsistente ao
problema dos contrapossíveis: ela não é uma solução total, que purga qualquer possibilidade
de contrafatual vacuamente verdadeiro do sistema. O que ocorre é que ela diminui considera-
velmente esses casos, permitindo uma análise mais granulada de contrafatuais que antes eram
indistintos. Paradoxalmente, trata-se de uma virtude e um vício - virtude, porque a dosagem
no que será diferenciado garante uma estrutura lógica razoável para o operador contrafatual,
o que, conforme debatido na última sessão, pode não ser o caso para soluções de semânticas
estendidas; vício porque, a depender do problema a ser tratado, ela pode ser julgada insuficiente
ao deixar de lado uma série de impossibilidades.
Defensores de modelos mais inclusivos - com menos estrutura lógica - ressaltaram esse as-
pecto de uma possível solução paraconsistente ao problema dos contrapossíveis. Em particular,
Brogaard e Salerno afirmam:
Quite naturally one might treat counterpossibles against a backdrop of paracon-
sistent logic, since paraconsistent logics reject ex falso quodlibet, i.e., the classical
principle which allows us to derive an arbitrary proposition from a contradiction.
The key point would be that all paraconsistent consequences, but not all classi-
cal consequences, of the antecedent are counterfactually implied by the antecedent.
Daniel Nolan points out that a uniform weakening of the consequence relation is a
bad idea, because no weakening can handle every impossibility that we might want
to reason about. (BROGAARD; SALERNO, 2013, p. 651)
Segundo eles, haveria um “algoritmo” para reintroduzir contrapossíveis em qualquer so-
32É claro que aqui cabe a objeção feita por aqueles que consideram os condicionais contralógicos relevantes:
pode haver impossibilidades que não são sequer capturadas pelo conceito de mundo impossível com valoração
arbitrária. Seria o caso, por exemplo, de impossibilidades que exigem mundos incompletos. (ZALTA, 1997), que
formalizou a teoria dos mundos arbitrários, julgava que qualquer objeto abstrato que não tivesse a propriedade
de maximalidade não é um mundo.
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lução paraconsistente baseada em uma lógica arbitrária L - “If L were not the correct logic,
then all and only L-theorems would be valid.” (BROGAARD; SALERNO, 2013, p. 651). A
existência desse algoritmo seria suficiente para minar o interesse de soluções dessa família, que
não seriam suficientemente abrangentes. Cabe observar, no entanto, que o método apresentado
para produzir contrapossíveis depende da expressabilidade de contralógicos, o que, conforme
argumentado na última sessão, traz consigo uma série de problemas.
Outro aspecto interessante dessa semântica é a possibilidade de recuperar o comportamento
clássico. Sintaticamente, (CARNIELLI; CONIGLIO, 2016) mostraram uma maneira de trans-
formar inferências clássicas em inferências válidas de mbC, contanto que se acrescente premissas
adicionais. Essas premissas, é claro, dizem respeito à consistência de certas fórmulas. A in-
tuição é de que a diferença entre inferências clássicas e paraconsistente é a pressuposição, nas
primeiras, da consistência de todas as fórmulas envolvidas. Podemos ver que o comportamento
da semântica original pode ser resgatado se trocarmos a negação paraconistente pela forte,
¬φ ∧ ◦φ. Essa propriedade de “incluir” os resultados da semântica clássica é desejável na me-
dida em que preserva o trabalho de Lewis e todo tipo de inferência que a semântica proposta por
ele consegue capturar. Ela também poderia ser o caso nas semânticas estendidas com mundos
impossíveis, contanto que se supusesse, além da possibilidade das proposições envolvidas (i.e.
para cada φ, φ é possível) uma condição adicional da ordenação de similaridade entre mundos:
a estranheza da condição de impossibilidade, ECI. A vantagem aqui é que não é preciso predicar
nada sobre a ordem dos mundos, que pode ser mantida intacta. E, de certa forma, é possível
traçar um paralelo entre o “possível” da semântica estendida e o “consistente” da semântica
paraconsistente.
4.3.5 O operador “might” e WIM
Um dos argumentos pela rejeição do vacuísmo era sua incompatibilidade com a propriedade
WIM: o condicional contrafatual “would” implicar o atenuado “might”. Se é verdade que, na
semântica ortodoxa, isso ocorre porque há casos onde nenhum mundo torna o antecedente ver-
dadeiro, também é verdadeiro que uma solução para o vacuismo não dá conta, necessariamente,
do problema. Esse era o caso na semântica estendida e também será o caso da solução paracon-
sistente. Em primeiro lugar porque, como já foi destacado, ainda há casos vácuos e a definição
do condicional contrafatual permanece inalterada no que diz respeito a eles. Portanto, casos
de antecedentes paraconsistentemente impossíveis ainda são vácuos e isso é suficiente para que
WIM não valha.
Entretanto, uma questão mais fundamental diz respeito ao operador “might”. No comentário
acima, supôs-se que ele continua derivado do operador “would”, pela definição usual φ 
ψ := ¬(φ  ¬ψ). Como essa definição é fundamentada nas propriedades excludentes da
negação clássica, é evidente que, mantida, o comportamento do operador será alterado. Ele
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não corresponderá necessariamente à interpretação: “existe ao menos um mundo na menor
esfera com mundos antecedentes que torna o consequente verdadeiro”, como se pode constatar
no seguinte contraexemplo: W = {w, v},$w = {{w}, {w, v}}, 6w φ, 6w ψ, v φ, 6v ψ, v ¬ψ.
Então, temos que w φ ¬ψ e 6w φ ψ, que implica w ¬(φ ψ). Mas as definições
não permitem concluir nada acerca de w φ ψ (que, segundo a definição, é w ¬(φ ¬ψ),
porque nada sabemos sobre a consistência das fórmulas envolvidas. Portanto, w φ  ψ é
compatível com o que foi dito até agora - o que é estranho porque não há nenhum mundo onde
φ e ψ são simultaneamente verdadeiros!
Para evitar isso, seria possível abandonar a elegância e concisão garantidas pela interdefini-
bilidade em favor de outro conectivo primitivo. A alternativa mais natural é tornar o operador
“might” verdadeiro apenas quando, na menor esfera que permita o antecedente, haja pelo menos
um mundo onde ambos, consequente e antecedente, sejam verdadeiros. Formalmente:
Definição 47. w φ ψ se e somente se para todo S ∈ $w tal que há v ∈ S em que v φ,
há u ∈ S tal que u (φ ∧ ψ).
Se examinarmos o contramodelo anterior à luz dessa nova definição, veremos que agora
6w φ  ψ, w ¬(φ  ψ) e w (φ  ¬ψ), que são resultados mais de acordo com a
perspectiva lewisiana para a semântica deste operador. Pelos motivos supramencionados, WIM
continua inválida. A diferença, agora, é que o comportamento do condicional “might” está mais
de acordo com o que se espera.
4.3.6 Interpretando a semântica paraconsistente
Há pelo menos duas faces que devem ser analisadas nas soluções ao problema dos con-
trapossíveis. Em primeiro lugar, aquela de que nos ocupamos até agora - dos mecanismos
semânticos que dão conta do problema. O outro aspecto que deve ser considerado é a inter-
pretação filosófica do que é acarretado por cada solução. Se nos voltarmos à origem da análise
dos contrafatuais ordinários, veremos no centro do palco questões como (i) se eles expressam
proposições - i.e. são verdadeiros ou falsos - e (ii) o que implica, para nossa ontologia, análises
de mundos possíveis como a proposta por Lewis. Esse debate motivou o realismo modal de
Lewis. Em “Counterfactuals” que ele, pela primeira vez, dá o esboço do que seria sua teoria,
desenvolvida mais detalhadamente em “Possible Worlds”. Isso porque, para ele, sua análise
requeria o comprometimento ontológico com mundos possíveis.
Nas semânticas estendidas com mundos impossíveis, essa questão ressurge em novas tintas.
Agora o teórico se vê novamente constrangido a responder com o que, afinal, a solução se com-
promete. O que são mundos impossíveis? Observamos brevemente um entendimento realista -
de Yagisawa - e um que entende mundos como objetos abstratos - Zalta. De todo modo, era
possível manter a postura de Lewis de entender os contrafatuais como proposições que falam
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sobre o estado de coisas em determinados mundos possíveis, fossem eles objetos abstratos ou
entidades tão concretas quanto nosso próprio mundo. Mas o que ocorre com as interpretações
paraconsistentes?
Há mais de uma maneira de entender essas lógicas. Os chamados “dialeteístas” entendem
que o “assunto” de sua lógica é o mesmo da lógica clássica, a preservação de verdade. Portanto,
uma semântica compatível com contradições deve ser entendida de maneira tão literal quanto
possível - contradições reais podem, em princípio, existir. Outras interpretações buscam a
conciliação ao predicar um agnosticismo quanto as contradições: não importa se elas podem
ou não ocorrer realmente, mas apenas que possamos representar raciocínios nos utilizando de
sistemas formais, e isso se faz melhor quando descartamos o princípio da explosão. Uma última
alternativa, que nos ocupará aqui, é a recém proposta abordagem radicalmente epistêmica de
(CARNIELLI; RODRIGUES, 2015).
Para construir essa abordagem, os autores se fiam em um entendimento particular do plura-
lismo lógico, vendo as relações de consequência lógica de diversos sistemas como representando
conceitos diferentes. Isto é, nem toda relação de consequência representa preservação da ver-
dade. É possível representar também a preservação de uma demonstração construtiva, como na
lógica intuicionista, ou a preservação da evidência, como, segundo os autores, algumas lógicas
paraconsistentes. A diferença crucial é que, ainda que se assuma que objetos contraditórios não
sejam possíveis, situações com evidências contraditórias são corriqueiras. Um exemplo men-
cionado no artigo é o de um tribunal. Supõe-se que acusação e defesa apresentem evidências
contraditórias - e não há nada de especialmente estranho nisso. Essa interpretação da paracon-
sistência é “radicalmente epistêmica” : não apenas não se compromete com contradições reais,
como lhes recusa de saída.
As duas lógicas consideradas pelos autores não são apenas paraconsistentes, mas também
paracompletas, i.e. não se comprometem com o princípio do terceiro excluído. Isso porque há
situações em que não há evidência a favor de uma tese, mas isso não acarreta que haja evidência
em favor de seu contrário. São casos onde não se é levado nem em uma direção, nem em outra.
De todo modo, essa interpretação epistêmica não foi mencionada para que fosse importada, sem
prejuízo, para a solução paraconsistente para os contrapossíveis. O objetivo era tão somente
apontar um caminho possível. Alguns autores (por exemplo (BROGAARD; SALERNO, 2013)
e (BARAS, )) já mencionados nesta dissertação sublinharam o caráter epistêmico de pelo menos
parte dos contrapossíveis, o que foi destacado no capítulo 3. Analogias com processo epistêmicos
estão presentes desde a concepção do mecanismo de avaliação dos contrafatuais - notadamente
no Teste de Ramsey -, até nos comentários sobre a estrutura da similaridade nos mundos
impossíveis, quando se mencionou o paralelo com o raciocínio abdutivo.
É natural, portanto, que se pergunte até que ponto um tratamento diferenciado dos con-
trapossíveis pode se manter, como queria Lewis, como análise em termos exclusivamente on-
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tológicos, de referência literal a entidades reais. Um caminho para entender a proposta para-
consistente é, em consonância com o que vem sendo proposto para as LFIs, agarrar os chifres
pelo touro, abraçando esse aspecto epistemológico. De certa forma, esse movimento empurra
a análise de contrafatuais para o terreno comum entre as análises “metalinguística”, de Nel-
son Goodman, e aquelas ligadas a revisão de crença. Se isso for feito, deveremos entender
contrafatuais menos como as referências literais a entidades concretas e mais como avaliação
de hipóteses construídas a partir de uma série de fatores relevantes, como o conhecimento de
nosso mundo. Esses fatores são importados tanto para os mundos possíveis, na forma de que
proposições são verdadeiras em cada um deles, quanto na métrica de similaridade. Portanto, a
verdade ou falsidade de um contrafatual não se deve apenas à forma lógica - um aspecto crucial
é a construção da métrica, que depende de uma série de fatos contingentes.
4.4 Considerações finais
Neste trabalho, avaliamos três possíveis soluções ao problema dos contrapossíveis vacua-
mente verdadeiros. A primeira delas, a chamada “melhor revisão” foi julgada insatisfatória
pelos resultados que proporcionou. O debate se tornou mais interessante entre as soluções da
semântica estendida com mundos impossíveis e a semântica com lógica de base paraconsistente.
Na primeira, há uma série de entendimentos do que são mundos impossíveis que acarretam mu-
danças na semântica. O entendimento que se julgou mais de acordo com a proposta foi o dos
chamados “mundos americanos”, mundos em que a distribuição de valores de verdade para
proposições é arbitrária. Duas dificuldades fundamentais marcam essa solução: a ontologia dos
mundos impossíveis - o que são e como tratá-los - e a métrica de similaridade com a importação
desses objetos - há novos princípios que guiam sua construção? E, se não há, como fica a estru-
tura lógica do operador contrafatual? No que diz respeito aos casos que motivavam a rejeição
do vacuísmo, os contralógicos foram considerados particularmente problemáticos nessa aborda-
gem (e também na paraconsistente) por não haver indicativo claro de como formalizá-los, além
de sua característica patentemente autorreferencial.
Já a solução paraconsistente encontrou obstáculos ao manter a proibição de que deter-
minadas proposições fossem verdadeiras - as “contradições consistentes” -, sob certo aspecto
preservando o vacuismo. Por outro lado, preservou também uma parcela maior da estrutura
lógica do operador contrafatual e também permitiu que contradições e impossibilidades fossem
consideradas sob uma lente mais granular. Do ponto de vista filosófico, entendeu-se que essa
solução ressalta o caráter epistemológico dos contrafatuais, exigindo, talvez, uma mudança do
contexto ontológico que caracerizou a semântica de Lewis e Stalnaker.
Esperou-se ressaltar em que pontos há trade off entre ambas abordagens. Os pontos cruciais
são a relação flexibilidade ao tolerar contradições versus estrutura lógica do operador - nesse
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caso, a solução de mundos impossíveis enfatiza a flexibilidade, ao passo que a paraconsistente dá
preferência à estrutura lógica -, e a natureza dos contrafatuais, em especial os contrapossíveis,
se “ontológicos” ou “epistêmicos”. Mais que determinar o “vencedor”, esperamos ter ressaltado
suficientemente quais as virtudes e vícios de cada uma das soluções para que venha à luz que
comprometimentos cada uma delas mantém.
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