Abstract. In this paper, the lower semicontinuity and continuity of the solution mapping to a parametric generalized vector equilibrium problem involving set-valued mappings are established by using a new proof method which is different from the ones used in the literature.
Introduction
cases.
The rest of the paper is organized as follows. In Section 2, we introduce the problem (PGVEP), and recall some concepts of semicontinuity and their some properties. In Section 3, we discuss the lower semicontinuity and continuity of the solution mapping for (PGVEP).
Preliminaries
Throughout this paper, let X and Y be real Hausdorff topological vector spaces, and let Z be a real topological space. We also assume that C is a pointed closed convex Special Cases.
. Then (PGVEP) reduces to the parameterized weak vector equilibrium problem (WVEP) µ considered in [14] .
, where ·, · denotes the inner product in the Euclidean space.
Then, (PGVEP) also reduces to (WVVI) µ considered in [14] . Furthermore, let ψ ≡ 0.
Then, (PGVEP) further reduces to the parameterized weak vector variational inequality considered in [11] .
For each µ ∈ Λ, let S(µ) denote the solution set of (PGVEP), i.e.,
In this paper, by using a new proof method which is different from the ones used in [11] and [14] , we will discuss the lower semicontinuity and continuity of S(·) as a set-valued mapping from the set Λ into X. 
Lower Semicontinuity and Continuity
For each f ∈ C * \{0} and for each µ ∈ Λ, let S f (µ) denote the set of f -efficient solutions to (PGVEP), i.e.,
Throughout this section, assume that S f (µ) = ∅ for all f ∈ C * \{0} and µ ∈ Λ. To ensure the existence, we give a kind of sufficient conditions as an example.
For each f ∈ C * \{0}, let V f denote the set of f -efficient solutions to (GVEP), i.e., 
The set-valued mapping
G : A → 2 Y is said to be C-convex on A if for any x 1 , x 2 ∈ A and λ ∈ [0, 1], λG(x 1 ) + (1 − λ)G(x 2 ) ⊂ G(λx 1 + (1 − λ)x 2 ) + C.
Proposition 3.1 Suppose that the following conditions are satisfied:
(i) A is a nonempty compact convex set;
s.c on A, and for each x ∈ A, F (x, ·) has nonempty compact values on A;
We first prove that for any y ∈ A, M (y) is a closed set. Let x α ∈ M (y) and
Since f is continuous and
is upper semicontinuous at x 0 . It follows from (1) that
is also a compact set.
Next, we show that M is a KKM-mapping. Suppose it is false. Then there exist a finite
From the condition (iii), we have
By the linearity of f and f ∈ C * \{0}, we get
On the other hand, it follows from
By the well-known Ky Fan lemma (e.g., see Lemma 2.2 of [15] ), y∈A M (y) = ∅. Thus, 
Now we establish the lower semicontinuity and continuity of S(·) to (PGVEP).
Therefore, x ∈ A(µ) and inf z∈F (x,y,µ) f (z) ≥ 0, ∀y ∈ A(µ). Whence, we get ∀y ∈ A(µ) and ∀z ∈ F (x, y, µ), f (z) ≥ 0, which deduces that z ∈ −intC. Otherwise, if z ∈ −intC, then it follows from f ∈ C * \{0} that f (z) < 0, a contradiction. Thus, by the arbitrariness of z, we obtain F (x, y, µ) ⊂ Y \ − intC, ∀y ∈ A(µ), and hence x ∈ S(µ).
"⊂" Let x ∈ S(µ). Then x ∈ A(µ) and F (x, y, µ) ⊂ Y \ − intC, ∀y ∈ A(µ). Thus, F (x, A(µ), µ) ∩ (−intC) = ∅,
and hence, 
\{0}
and a real number γ such that
for all z ∈ F (x, A(µ), µ), c ∈ C andĉ ∈ −intC. Since C is a cone, we get f (ĉ) ≤ 0 for allĉ ∈ −intC. Thus, f (ĉ) ≥ 0 for allĉ ∈ C, that is, f ∈ C * . Moreover, it follows from c ∈ C,ĉ ∈ −intC and the continuity of f that f (z) ≥ 0 for all z ∈ F (x, A(µ), µ). Thus,
Lemma 3.2 Suppose that the following conditions are satisfied: (i) A is continuous with nonempty compact values on Λ;
(ii) F is u.s.c with nonempty compact values on B × B × Λ;
Proof. Suppose to the contrary that there exist f ∈ C * \{0} and µ 0 ∈ Λ such that S f (·)
is not l.s.c at µ 0 . Then there exist {µ α } with µ α → µ 0 and x 0 ∈ S f (µ 0 ), such that for any
Since A(·) is l.s.c at µ 0 , there exists a netx α ∈ A(µ α ) such thatx α → x 0 . For any
s.c at µ 0 with compact values, there exist y 0 ∈ A(µ 0 ) and
Since f is continuous and F (x 0 , y 0 , µ 0 ) is a compact set, there exists z 0x ∈ F (x 0 , y 0 , µ 0 ) such that
On the other hand, since
Because F (·, ·, ·) is u.s.c at (y 0 , x 0 , µ 0 ) with compact values, there exists z 0y ∈ F (y 0 , x 0 , µ 0 ) such that z β → z 0y (taking a subnet if necessary). It follows from the continuity of f and
By (3), (5) and the linearity of f , we get
Assume that
Then it follows from f ∈ C * \{0} and z 0x + z 0y ∈ −intC that f (z 0x + z 0y ) < 0, which contradicts (6). Therefore, y 0 = x 0 . This is impossible by the contradiction as-
sumption. 2
Theorem 3.1 Suppose that the following conditions are satisfied:
is continuous with nonempty compact values on Λ;
Then, S(·) is l.s.c on Λ.
Proof. For each µ ∈ Λ and for each The following example illustrates that the assumption (iii) in Theorem 3.1 is essential. 
Thus, the assumptions (iv) of Theorem 3.1 holds. However, the assumption (iii) in Theorem 3.1 is violated, since for any x, y ∈ A(µ 0 ) and x = y, Proof. Suppose that there exists f ∈ C It follows from (7), (8) and the linearity of f that
It follows from a direct computation that
S(µ) =    [0, 1], if µ ∈ [−1, 0]. {0}, if µ ∈ (0, 1],
Clearly, we see that S(·) is not l.s.c at
By the C-strict monotonicity of F , we have z 1 + z 2 ∈ −intC. Since f ∈ C * \{0}, f (z 1 + z 2 ) < 0, which leads to a contradiction.
2 By Lemma 3.1, we have that 
Then, S(·)
is continuous on Λ.
