Introduction
Online damage prediction and estimation are essential for enforcing real-time control of mechanical systems, particularly manufacturing processes. Tool wear, especially flank wear, adversely impacts the accuracy and surface finish of machined products ͓1͔. Conventionally, flank wear is quantified by the height of the flank wear land h w , and h w Ͼ0.018 in. is considered to be a good indicator that the tool is fully worn. In many industrial scenarios it takes between 5 to 20 min for a cutting tool to wear out. A viable continuous flank wear estimator must accurately estimate values between 0.0-0.018 in. over the above-specified time span. Accuracies of р10% of the total range are desirable for practical applicability because the continuous flank wear estimates may be directly used to enforce geometric adaptive control, plan tool changes, and control tool wear rate to meet the surface integrity and other product specifications.
Comprehensive solution to flank wear estimation is still elusive ͓2͔. The earlier flank wear estimation schemes were based on either ͑i͒ analytical models providing lumped dynamics differential equations ͓3,4͔, ͑ii͒ traditional empirical models using dimensional principles, ͑iii͒ observes based on Kalman filters ͓5-8͔, or ͑iv͒ neural networks ͓9,10͔. The available analytical models do not capture all the understood physical phenomena. Further, analytical model-based estimation is mathematically intractable. As a result, the estimates are usually off by over 50-100%. The exponents and coefficients of traditional empirical models are extremely sensitive to the assumed structure of the relationships and variations of process parameters p គ . Thus, the accuracy of empirical model-based estimators is very low. The accuracy of observers, without some form of adaptation, is, at most, that of the underlying analytical model. Even with adaptation, the estimates are sensitive to the model structure and hence are not robust. Although observers can perform better than analytical models, empirical models and some neural networks, most of them explicitly or implicitly assume the sensor signals to be predominantly harmonic with additive contaminants. Furthermore, they use sensor signals sampled at low-frequencies to fit Kalman filter estimators, thereby ignoring the overall variations in machining process dynamics captured by the measured signals, henceforth called machining dynamics ͑see Sec. 2͒. These simplifications adversely affect the observer performance. The knowledge of the exact structure of the underlying dynamical system is not necessary for neural network estimation. However, as the estimator development is entirely data-driven, rich and appropriately processed signals are necessary for neural network training. The available neural network architectures are extremely complicated, entail significant training overhead, and are not guaranteed to converge. The challenge is to obtain accurate algorithmically simple neural network estimators, possibly with guaranteed performance. This can be achieved from the understandings of the heretofore ignored relationships connecting machining dynamics and flank wear.
The main objective of the research reported in this paper is to develop a methodology for accurate and algorithmically simple neural network estimation by exploiting the properties of the underlying machining dynamics and its interactions with flank wear dynamics. Our new methodology, called fractal estimation, is driven by the results of our previous research, where we have have clearly established that machining dynamics exhibits lowdimensional chaos ͓11͔ under normal operating conditions. Since fractal estimation relies on the structural information regarding the chaotic attractor of machining dynamics, it was found to be more robust compared with those developed using the statistical signal properties alone. We employ chaos theory ͓12-14͔ to educe information on machining dynamics from sensor signals. We anticipate that our methodology and the reported results will spur further research on paradigms based on combining chaos theory and neural networks for flank wear estimation and other condition monitoring problems in manufacturing processes and mechanical systems. This paper is organized as follows: the main motivation for this work is provided in Sec. 2, the overall methodology is outlined in Sec. 3, and finally, the results and the pertinent discussion are presented in Sec. 4.
Machining Dynamics and Flank Wear
Flank wear affects the dynamics and the thermomechanics of the cutting process. It changes ͑i͒ the tool-workpiece contact, which in turn alters friction and damping forces; ͑ii͒ the shear angle, which significantly affects the material removal dynamics; and ͑iii͒ the cutting edge characteristics, by changing the edge geometry and creating multiple cutting edges. As a result, the amplitudes and the dominant frequencies of the forces along different component directions vary, and a force component whose dynamics are related to the higher order spatio-temporal derivatives of flank wear is introduced. Also, the interaction between the cutting process dynamics and the machine tool structural dynamics alters the dynamics of cutting tool vibrations. These influences can drastically change the patterns in Poincaré section plots shown in Fig. 1 , and the lag plots of force and vibration signals, as reported in ͓11͔. These plots clearly reveal definite deterministic dynamics underlying the measured signals, and also capture the variation of the dynamics with flank wear. This dynamics was experimentally characterized using a battery of tests, summarized in Fig. 2 -involving the computation of fractal dimensions followed by two statistical tests, namely, the surrogate data test and the quasiperiodicity test, and the Lyapunov exponent test-to exhibit low-dimensional chaos. Since the measured signals are not highly contaminated, 1 fractal dimensions can effectively capture variation in machining dynamics due to flank wear, and therefore may be used as features for neural network estimation. In the absence of fractal attractors, the fractal dimensions have little relevance as signal features for estimation. We used generalized fractal dimensions D q , where q͓0,ϱ) is a labeling index, given by
Here, p is the local measure ͓13͔. In particular, we chose capacity dimension, D 0 , information dimension, D 1 , and correlation dimension, D 2 , as signal features in fractal estimation because they have been successfully used as system invariants in diverse applications. The dimension D 0 characterizes the geometry of the attractors, D 1 characterizes the time spent by a solution trajectory in different attractors, and D 2 characterizes the spatial distribution of attractors ͓15͔.
Research Methodology
The fractal estimation methodology, summarized in Fig. 3 , consists of ͑i͒ an offline phase to train a neural network using the features extracted from processed signals, and ͑ii͒ an online phase to estimate wear using the trained neural network. The various functional modules comprising the methodology are presented in the following four subsections.
Experimentation.
The experiments were conducted on a 20 HP LeBlond heavy duty lathe. The workpieces were made of 36 in.ϫ7 in. SAE 6150 Cr-V steel, and the tool inserts were uncoated carbide grade K68 with geometric specification SPG-422. Three different online sensors were used-͑i͒ a three-axis Kistler Z3392/b piezoelectric dynamometer, placed underneath 1 Contamination refers to both measurement noise and undesirable dynamic noise ͓14͔. Transactions of the ASME the tool-post, for measuring cutting, feed, and thrust forces, ͑ii͒ two PCB accelerometers, placed at the top and the right faces of the tool holder near its tail-end, to measure, respectively, vibration signals along main and feed directions, and ͑iii͒ a SE-900 wide band acoustic emission ͑AE͒ sensor, placed on the top face of tool holder, near the tail-end. The force signals were sampled at 3 kHz frequency, vibration signals at 26 kHz, and AE signals at 1 MHz. An incomplete-block 5 2 factorial experimental design consisting of five cutting speeds ͑Vϭ100, 130, 160, 190, and 220 ft./ min͒, and five feeds ͑f ϭ0.0064, 0.0088, 0.0112, 0.0136, and 0.0154 in./rev͒ was used as shown in Fig. 4 . The depth of cut b was kept constant at 0.05 in. During every experimental run a fresh cutting edge was used to perform metal cutting. At regular 1 min intervals till the tool wore down ͑i.e., h w Ͼ0.018 in.͒, an external trigger was applied to collect 4096 samples of the sensor signals. Immediately thereafter, cutting was interrupted and the tool bit was removed from the tool holder for wear measurement. A toolmaker's microscope was used to measure flank wear. This design ensured that the process parameters are chosen reasonably uniformly in the operating range, and the extracted features are very likely to capture different behavioral patterns in machining dynamics over a wide range of operating conditions.
We observed that the force and vibration signals exhibited lowdimensional chaos and were fairly stationary ͓11͔. Even though we collected AE during experiments, it was not considered because the signals were highly transient and emerged from a complex higher order dynamics ͓16͔.
Signal Representation and Separation.
The measured signals were contaminated with both dynamic and measurement noise that may be eliminated, or at least suppressed, using appropriate signal separation scheme ͓17͔. Since the measured signals emerge from a chaotic attractor, traditional Fourier methods of bandpass filtering are inadequate, especially for compact representability. Wavelets provide an effective alternative as the measured signals may be compactly represented without compromising on the algorithmic complexity ͓18,19͔.
A generic procedure for wavelets-based signal separation using filter banks is available in ͓20͔. We have developed a modified wavelet method ͑MWM͒ adequate for signals having similar characteristics as the measured signals ͓14͔, i.e., low-dimensional chaotic with a small, positive, and fairly uniform dominant Lyapunov exponent, a dominant scale, and low levels of noise contamination. The MWM-separated signal was constructively proved to lie within a bounded proximity of the signal emanating from the nominal or noise-free process ͓14͔.
Here, every signal was wavelet transformed using Daubechies D4 filters. Next, the standard error for each scale of the wavelet coefficients was computed, thereby deriving the threshold for each coefficient. The threshold hovered between 0.3936 and 0.9391, corresponding to an approximately 6% reduction in the signal energy. The computed thresholds were applied on the individual wavelet coefficients, and the resulting values were inverse transformed. Signal separation smoothened the measured signal without depriving the latter of its essential trends. The effects of this smoothing will be clarified when we examine the fractal dimension estimates shown in Fig. 5͑b͒. 
Feature Extraction.
We noted during our analysis that the Poincaré section plots and the double Poincaré section plots of the measured force and vibration signals revealed an almost circular disposition of points ͓11͔. These results indicated that the attractor of machining dynamics resembles a three-torus, an object that can be embedded in a four-dimensional space, i.e., the embedding dimension d E ϭ4 ͓13͔ is optimal for reconstructing machining dynamics.
This fact was confirmed from false nearest neighbor ͑FNN͒ test results, and from the variation of D 0 with d E shown in Fig. 5͑a͒ . Here, d E was incremented by sequentially juxtaposing the scalar signals, respectively, of the main force, feed force, main vibration, feed vibration, thrust force, and the lag coordinates thereof. The sequence was decided based on an order of importance determined by us. The figure shows that fractal dimension of the attractor of the dynamical system represented by the sensor signals begins to stabilize when d E Ͼ3, and therefore, the average fractal dimension of the attractor was fixed at 2.63 and the optimal d E ϭ4 was set. We used a four-dimensional signal formed by juxtaposing main force, feed force, main vibration, and feed vibration signals to compute the fractal dimensions.
If the signal does not have an adequate number of samples, the fractal dimension estimates may be inaccurate due to wandering intercepts ͓21͔. However, large data sets will increase the computational overhead. We deem the latter criterion of computational speed as more important, because our results showed that p j (⑀) varied linearly over three decades of ⑀. Therefore, the fractal dimensions can be computed accurately from small number of The effect of signal separation may be understood by comparing the log-log plots of the computed D 2 before and after signal separation. The comparison plots of Fig. 5͑b͒ clearly show that graph drawn for the separated signal has a sharper transition from linear to flat portions of the graph compared with the nonseparated signal. This sharper transition enables a more accurate computation of fractal dimensions.
Recurrent Neural Network Design.
The fractal dimensions contain information on the process states prevailing during a specific sampling interval, and the past state information is not retained. However, flank wear is a continuous, monotonically nondecreasing phenomenon. Therefore, accurate abstraction of flank wear growth requires the past information, which implies that the neural network architecture must possess some form of internal memory. This requirement is met by a recurrent neural network ͑RNN͒ with the following exemplar pattern data structure: ͑i͒ cutting speed V, ͑ii͒ feed f, ͑iii͒ depth of cut b, ͑iv͒ capacity dimension D 0 , ͑v͒ information dimension D 1 , ͑vi͒ correlation dimension D 2 , and ͑vii͒ feedback from the RNN output, i.e., the estimate ĥ w at the end of the previous time interval. Sample input patterns are shown in Table 1 . Even though b was kept constant throughout the experiments, it has been included in the exemplar pattern structure for the sake of completeness. The architecture of the multilayer neural network, shown in Fig. 6 , consisted of seven input nodes conforming to the exemplar pattern structure, single output node, one layer consisting of six hidden nodes. The sigmoidal activation function was used.
The details of RNN training are summarized in Table 2 . The training error-defined as the root mean square of the difference between the target and the neural network output, taken over all the training patterns-dropped below 0.0015 in. after training for 10,000 epochs, and the convergence pattern was exponential, implying that the chosen parameters for the RNN training were adequate to accurately capture the underlying relationship. Fig. 5 Representative plots showing "a… the variation of average fractal dimension with d E for two experimental runs conducted using a fresh tool: VÄ160 ft.Õmin, fÄ0.0136 in.Õrev. "b… the effect of signal separation on the fractal dimension estimates: -corresponds to the separated signal, and -"-"-"-corresponds to the nonseparated signal. As a result of signal separation, the change of slope of the graph becomes more pronounced. This reduces the uncertainty in deciding the linear portion of the graph thus rendering the computation of the slope of the linear portion of the graph, and hence the fractal dimension estimates more accurate. 
Performance Evaluation
The trained RNN was tested using 150 patterns. In general, the RNN overestimated whenever h w is small, i.e., during the initial stages of wear, as revealed in Fig. 7 . A representative plot of actual versus estimated h w is shown in Fig. 8͑a͒ . This overestimation has been determined to be statistically insignificant at 95% confidence interval, but it implies that the current feature extraction scheme may be improved to capture the run-in stage of flank wear. During steady flank wear growth process, the estimates were reasonably accurate, implying the adequacy of the estimator during the mild wear stage. Also, we found a slight, statistically insignificant, overestimation at low V and underestimation at large V.
Overall, the estimation errors were normally distributed with a sample mean of 0.000112 in. and a standard error of 0.0011 in. The normality assumption for estimation errors was found to be reasonable and were comparable to those obtained from the radial basis network architecture ͓9,10͔. In order to understand the generalizability 2 of the estimator, we compared the estimation error distribution for the testing patterns against that for the training patterns. The results of our comparisons, summarized in Fig.  8͑b͒ , revealed that the two distributions are reasonably close. Therefore, the RNN was not overtrained and remains reasonably generalizable.
Based on the foregoing, we shall now summarize the performance capabilities of the RNN estimator in the following:
1 Identifiability: The accuracy of the developed estimator over the operating parameter range matches the desired requirement of Ͻ0.0018 in. ͑i.e., 10% of the total range͒. Therefore, the experimental design and the extracted exemplar patterns seem adequate. Furthermore, we observed that the accuracy was insensitive to different initial weights sampled from a zero mean unit variance normal distribution ͑standard normal distribution͒. These observations strongly suggest the estimator is identifiable ͓23͔.
2 Online implementation: Since all signal processing modules can be implemented in real-time, the estimator, like any other neural network architecture, is online implementable.
3 Stability: The stability of the estimator has not been rigorously explored in this work. But the stability of the state estimator was presumed and experimentally shown to be satisfactory. Therefore, detectors for tool breakage, chatter and built-up edge, and sensor failure may be used as gates to prevent a strong perturbation in the machining dynamics from affecting the estimates.
4 Dimensionality: One main advantage of fractal estimation 2 Generalizability refers to the ability of an estimator to extrapolate the relations learnt on the training set to the patterns ͑testing patterns in the present case͒ presented during the operation phase. over the existing flank wear estimation schemes ͓9,10͔ is the reduction in the dimension of the exemplar patterns. Due to lower dimensionality, our scheme enables a facile mapping of the RNN activations with the internal states of machining dynamics.
5 Robustness: Since we extract the features from the sensor signals acquired at high sampling rates over small time windows, the effect of environment variables such as temperature become marginal. Therefore robustness-enhancing hybrid architectures may not be necessary. We, however, foresee the use of robustness-enhancing architectures in order to mitigate the effects of sensor failures, and the sensitivity of ĥ w to actual h w , p គ and extraneous phenomena.
During the operation phase, the signals may be sampled in separate channels at t 1 intervals over a time window t w . The window may be updated at t 2 Ͼt w intervals. The threshold values computed for the previous time window may be used for signal separation in the current window. The fractal dimensions may be computed from the four-dimensional signals constructed from independent sensor signals or from lag coordinates. The estimates may be obtained from the RNN at t 3 Ͼt 2 intervals.
Summary
This paper has introduced a new flank wear estimation methodology based on associating the fractal properties of machining dynamics with continuous ͑gradual͒ flank wear to yield a simple and robust RNN architecture. We anticipate that this methodology will provide a new direction for future research not only in flank wear estimation, but also in generic gradual failure and degradation estimation. We note that performance of the estimator has room for further improvement as mentioned in Sections 2 and 4. We are currently investigating the derivation of explicit mathematical relationships and the extraction of physical insights using nonlinear dynamics methods in order to further enhance the robustness and the accuracy of flank wear estimation. We are also exploring a multifractal flank wear representation scheme.
