Logic decomposition has been extensively used to optimize the worst-case delay and the area in the technology independent phase. Bi-decomposition is one of the state-of-art techniques to reduce the depth of the netlist due to the affordable computational cost. We present a novel n-way decomposition technique that improves bi-decomposition. The problem of decomposition is formulated as a Boolean relation which captures a larger set of possible solutions compared to bi-decomposition. The solution obtained from the Boolean relation improves the delay with near-zero cost in area. As it is shown on the experimental results, a considerable improvement is achieved on large netlists and even larger depending on which technology mapper is used.
INTRODUCTION
Logic decomposition is a logic transformation that has been extensively used in multi-level minimization [1] [2] [3] [4] . Mostly, this transformation has been used aiming at reducing the area of Boolean networks, since common factors from different functions can be shared during the decomposition. Moreover, logic decomposition has been also applied targeting to other optimization objectives like timing [5] or layout [6] .
Logic decomposition mostly depends on the initial structure of the network. Sharing common factors is more likely in networks with large functions on the nodes. Therefore, some techniques perform a partial collapse of the network, or even a complete collapse of the primary outputs, to obtain more factors. In this paper, we refer to timing-driven recursive decomposition methods applied to entire or partial collapsed networks. The decomposition is recursively applied from the functions of the collapsed nodes until the primary inputs are reached. The main objective is to decrease the * This work was supported in part by CICYT TIN2007-66523 and by a grant from Intel Corporation.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. In timing-driven optimization, several methods have been proposed to perform the decomposition. A non-disjoint technique is presented in [2] . This approach explores all possible decompositions with the AND and XOR logic functions. This exact technique obtains high quality results but incurs on large runtimes because of the extensive exploration. BDD decomposition [3, 4] approaches have been also proposed to avoid the wide exploration. They combine BDD manipulation of the functions with the sharing between internal equivalent functions.
The technique proposed in [7] combines the best characteristics of each previous approach: algebraic and BDD decomposition, and function approximation are explored. Sharing is also applied to reduce the total area. Moreover, the solution is balanced by using tree-height reduction techniques [8] after the decomposition. This paper presents a timing-driven n-way decomposition method. The problem of decomposition is formulated as a Boolean relation which can be solved towards a specific objective. The presented algorithm shows improvements on area and delay with regard the bi-decomposition method presented in [7] . The drawback is that the range of application is limited to small-and medium-size networks due to the complexity of the decomposition problem with Boolean relations. This paper is organized as follows. An overview of the n-way decomposition approach is presented in Section 2. Section 3 introduces the basic background and terminology that is used in the paper. Section 4 presents the n-way decomposition method and the implementation aspects are described in Section 5. Finally, the experimental results are reported in Section 6.
OVERVIEW
In this section, an example of decomposition is presented. Let us assume the next Boolean function:
F(a, b, c, d, e, f , g) = abcd f g + ab(c f g)e Figure 1 illustrates three possible decompositions using the OR2, AND2 and MUX functions. The decompositions are represented in a directed acyclic graph where the nodes represent two-input logic functions and a bubble on an edge corresponds to an inverter. The shadowed nodes represent the functions used to obtain the decomposition (we assume that the MUX is internally represented by two-input gates). The OR2 function requires one less level of logic compared to the AND2 function, but a solution with more nodes is produced. The MUX finds an intermediate solution between them because the n-way method explores a larger search space of possible decompositions compared to the AND2 and OR2 decompositions. The MUX solution can be also retrieved by the OR2 function but it is more difficult to find because sharing between common subexpressions must be detected. The contributions of this paper are detailed next:
• We generalize the bi-decomposition problem to n-way decomposition.
• The problem is formulated as a Boolean relation [9] which can be solved targeting to a specific objective. In our case, the objective is set to improve the depth of the functions.
• N-way decomposition explores a huge space of potential solutions. The selected solution improves the delay with nearzero overhead in area with regard to bi-decomposition as it is shown in the experimental results.
BACKGROUND
In this section, we review the definition of Boolean relation. Next, the n-way decomposition problem is formulated and the representation for a decomposed netlist is described.
Review of Boolean relations [9]
Let us define a Boolean function and a multiple-output Boolean function. Given a relation R, the set of multiple-output functions compatible with R is defined as
The objective of a Boolean relations solver is to seek for one of the best multiple-output compatible functions with respect a optimization objective (e.g. function with the smallest depth).
Problem formulation
This section describes the n-way decomposition problem. DEFINITION 3.5. N-way decomposition. Let us assume a function F(X) with the set of input variables X = {x 1 , x 2 , · · · , x m } and a function G(Y ) with the set Y = {y 1 , y 2 , · · · , y n }. The n-way decomposition of the function F(X) with regard G(Y ) is a multiple-output function DEC = (F 1 (X), F 2 (X), . . . , F n (X)) such that F(X) = G(F 1 (X), F 2 (X), . . . , F n (X)), where F 1 , F 2 , . . . , F n are functions with the same set of variables X than the function F. 2
Bi-decomposition is a particular case of n-way decomposition where G(Y ) is a two-input function. Hereafter, we will also refer to bi-decomposition and n-way decomposition as BiDec and NDec respectively. The n-way decomposition problem can be naturally represented by a Boolean relation which covers the potential set of decompositions. The function being decomposed usually belongs to a network where flexibility described with don't cares can be computed. The don't care information is added to the problem to increase the flexibility of the search with the decompositions covered in other regions of the network. We also assume that the don't care set of F is empty.
The characteristic function of the Boolean relation that captures the flexibility of the implementation is
The Boolean relation R covers the set of all possible decompositions using a multiplexer. If the Boolean relation is solved with a Boolean relations solver [9] , part of the original function F is absorbed within the multiplexer. Figure 1 (c) shows the following decomposition that could be obtained with the solver
The multiple-output function MUX dec is included in the set of compatible functions of the Boolean relation R, because
Network representation
A decomposed netlist is a graph where each node represents a function. In this paper, a BDAG representation is used. DEFINITION 3.7. Binary Directed Acyclic Graph (BDAG). A Binary DAG is a directed acyclic graph, in which a node has either 0 or 2 incoming edges. A node with no incoming is a primary input. A node with 2 incoming edges is a two-input AND or OR node. An edge is either complemented or not. A complemented edge, represented with a bubble, indicates the inversion of the signal.
2 Each node of the BDAG represents a single bi-decomposition.
DEFINITION 3.8. Bi-decomposition representation.
A bi-decomposition D can be represented as a triples D ≡ (op, le f t, right) where op is the Boolean function G(y 1 , y 2 ) used in the decomposition, and le f t and right are the resulting functions for y 1 and y 2 . op is the Boolean operator of the node that can be either * , + or input if the node is a literal. Recursively, le f t and right are also defined as other triples.
2 The decompositions shown in Fig. 1(c) are represented as BDAGs. Note that, an n-way decomposition can be also represented as a BDAG if the function used to perform the decomposition is also represented in two-input nodes.
In a BDAG, the delay of a function can be easily estimated. Each node g has a delay or arrival time (AT (g)) based on the worstcase delay needed to obtain the correct value. The required time (RT (g)) is defined as the time when the correct value is expected at the output of the node. In the technology independent phase, we define the arrival time as the maximum depth from the node g to the primary inputs. The required time specifies the maximum depth that should have the node to meet the cycle time.
RECURSIVE N-WAY DECOMPOSI-TION
In this section the recursive n-way decomposition procedure is presented. Algorithm 1 illustrates the method called BRCDEC (Boolean Relation Combinational DEComposition). The input of the procedure is the function F to be decomposed and the don't care information DC captured from the environment. A library is also provided with the set of logic functions to perform the NDec. The last input specifies the desired required time.
Initially, the function is collapsed (Line 1) and the bidecompositions obtained by [7] are explored. This includes algebraic and BDD decomposition based on function approximation (Line 2). The next step is to explore the decompositions produced using the set of logic functions of the library (Lines 4-7) . The decomposition problem is formulated as a Boolean relation as we defined in Def. 3.6 and the relation is solved with a BR solver 1 . Note that a Boolean relation covers a huge space of decompositions and the calculation of the best solution may incur on large runtime penalties. In order to cut the runtime, the solver is limited to explore a small set of decompositions.
Our approach improves the technique described in [7] by providing better decompositions using Boolean relations. In the experimental results, the logic functions AND2, OR2, MUX, XOR, OA22 (x 1 x 2 + x 3 x 4 ), AO22 ((x 1 + x 2 )(x 3 + x 4 )) have been selected for the library. Notice that the library also includes the AND2 and OR2 function processed by BiDec. The formulation of the BiDec problem as a Boolean relation is able to produce sometimes a better decomposition, mostly in large functions.
Experimentally, we have observed there is a relationship between the selected decomposition (BiDec or NDec) and the number of levels of the logic function. Figure 2 shows a plot between the number of levels of the function before decomposition and the percentage of selection of the type of decomposition. The plot is obtained by decomposing around 500 functions of several levels. Note that, BRCDEC is not recursively called on this experiment. The objective is to show the percentage of selection on individual decompositions. When the function has few levels, there are few feasible decompositions, therefore, a near-optimal solution is easily obtained by using BiDec. NDec obtains decompositions with a smaller number of levels compared to BiDec when the complexity of the function grows. The accuracy of bi-decomposition is dramatically affected by the complexity of the function. Decompositions provided by the n-way method are mostly selected on function with a large number of levels, as it is shown in the plot, since a larger set of candidates is explored.
Tree-height reduction [7, 8, 10 ] is applied as a post-process in both methods (BiDec and NDec) before the selection of the decomposition with the smallest number of levels. The objective is twofold. First, the decomposition is refined. The solution is balanced improving the number of levels. Moreover, the decomposition is represented as a BDAG where the area and the delay can be easily estimated.
Next, the algorithm selects the best decomposition (Line 8). The selection is performed evaluating their BDAG representation using the cost function defined in Section 5.2.
Finally, the algorithm recursively decomposes the left and right function (Lines 12-13). The observability don't cares from one function are applied to the other one to avoid the redundancy between them. First, the smaller one is processed. This order contributes to reduce the size of the larger function. When left and right are completely decomposed, the decomposition for the target function F is constructed (Line 14). The algorithm describes the NDec process on a single function. A netlist is composed of a set of primary outputs with their respective Boolean functions. To recursively decompose the netlist, the algorithm is applied to the functions of all the primary outputs. The technique also detects isomorphic functions to avoid multiple decompositions of the same function.
IMPLEMENTATION ASPECTS
This section describes the configuration of the solver and the cost functions.
BREL solver
The BREL solver proposed in [9] is used to solve the Boolean relations. The solver has been customized to support two cost functions. The first function filters the huge space of solutions using its BDD representation and a small set of solutions are selected. The latter one selects the final decomposition using the BDAG representation over the best solutions found by the former cost function. The solver has been limited to perform a partial exploration of 200 decompositions for each Boolean relation due to the large space of potential solutions.
BREL cost functions
The former cost function is based on BDD representation to obtain a fast estimation. BDD-based cost functions are not accurate, since sometimes there is no correspondence between the complexity of the BDD and the function. Another drawback is that the arrival time of the inputs can not be taken into account. The function being decomposed usually belongs to a larger network. The input variables also have timing information which has to be taken into consideration to obtain a good estimation.
The computation of the number of levels of a function is difficult to be estimated in BDD representation. Although a BDD can be transformed to a BDAG to increase the accuracy, it is not recommended since experimentally we observed that the execution of BREL is slowed down considerably.
A naive BDD-based cost function is presented in [9] . The balance of a decomposition is estimated as the sum of squares of the BDD sizes. This approximation gives an intuition of the quality of the decomposition. Figure 3 shows the BDD representation for these two decompositions. The BDD cost function "sum of squares" selects dec1 instead of the more balanced decomposition dec2.
2
The next BDD-based cost function is proposed to obtain a more accurate estimation of the delay and area. A balanced binary tree is constructed from the disjunction of all prime implicants of the function where each prime implicant is a conjunction of input variables. The arrival time of the inputs is used to build the tree towards a balanced delay. The delay and the area are evaluated during the computation of the prime implicants. The delay is estimated by the depth of the tree and the area by the sum of the support of the primes. DEFINITION 5.1. BDD-based cost function. The cost is defined as the pair C = (Delay, Area). A decomposition Bdec with the cost C Bdec is the best one if there is no other decomposition Dec with the cost C Dec in the set of explored decomposition such that Delay Dec < Delay Bdec or Delay Dec = Delay Bdec ∧ Area Dec < Area Bdec . 2 EXAMPLE 5.2. Consider the same decompositions of Fig. 3 . Figure 4 depicts both decompositions in binary tree representation where the cost function based on prime implicants is used. The selection of the best solution changes since the cost of each decomposition is C dec1 = (5, 12) and C dec2 = (4, 12) . 2
This BDD-based cost function, which is used as the first cost function in BREL, reduces the possible decompositions to a small set of candidates. Another cost function based on BDAG representation is used to perform the final selection over the set of candidates. Notice that the same cost function is used in the algorithm BRCDEC to select the best decomposition in Select Best Decomposition (Line 8).
The complexity is significantly higher but the estimation is more accurate and the computational cost is affordable since a small set of the solutions is processed. The cost is also defined as a pair C = (D, A) where the delay D and area A are calculated as the depth and the number of nodes of the decomposition respectively. The delay and the area are computed as described next:
where AT (dec) is the arrival time when the node is a primary input. Table 1 : Comparison with the bi-decomposition method presented in [7] on small networks.
LEVELS
The same cost function defined on Def. 5.1 over the cost C = (D, A) is used to select the best decomposition. The cost function is more accurate since they work on top of the BDAG representation of the decomposition. Note that, the detected isomorphic functions are merged in a BDAG that contributes to obtain a better estimation of the area of the function.
EXPERIMENTAL RESULTS
Two experiments have been performed to show the efficiency of the n-way decomposition approach presented on this paper:
• Comparison with the bi-decomposition proposed in [7] on small-and medium-size netlists of MCNC benchmarks.
• Comparison with bi-decomposition on industrial circuits.
Our approach is not compared to other timing-driven techniques because an exhaustive comparison has been previously performed in [7] . BRCDEC has been implemented in SIS using the BREL solver [9] . A library of logic functions has been provided to BR-CDEC to compute several decompositions. Specifically, the library consists of six functions: AND2, OR2, AO22, OA22, MUX, and XOR. Experimentally, we observed these functions provide the maximum number of distinct decompositions. More functions can be used to increase the solution space. However, the exploration time would be also affected.
Comparison on MCNC benchmarks
In this section, the comparison with BiDec [7] is performed. The experiment is run on a subset of small and medium-size circuits of the MCNC benchmarks. The objective of this experiment is to show the performance of BRCDEC with regard to bi-decomposition.
The tables of results report for each example the number of primary inputs and outputs, the number of levels of logic in the technology independent phase, the delay and area after technology mapping and the runtime. The circuits have been mapped using the tree-mapping map -AFG [11, 12] targeting at delay optimization with the academic library lib2.genlib. The last row of the tables reports the normalized sum of the columns. Table 1 summarizes the results on the small netlists. A subset of the netlists reported in [7] is selected. The smallest ones have been removed since the decomposition obtained with BRCDEC is identical to the solution provided by bi-decomposition.
The number of levels of logic is similar in both methods. BRCDEC reduces the depth of the circuits by 3%. However, the number of levels is actually reduced only on few examples (alu2, apex6 and b9). The improvement is closely related to the size of the network. For instance, the number of levels is reduced from 11 to 9 in the circuit alu2. However, BRCDEC contributes to obtain better delay after technology mapping with similar results on area. In some examples the results are substantially better (alu2, apex6, apex7 and example2). Only, the results are slightly worst in four examples (c8, i7, term1 and x2 ), since a bad decision is taken during the recursive decomposition. Nevertheless, there is an improvement of 2% on average, since BRCDEC generates some decompositions that bi-decomposition is unable to find. However, the runtime of BRCDEC using Boolean relations is considerably higher in comparison to [7] .
These statements are confirmed in Table 2 . This table reports the results on the largest MCNC netlists that can be run with BRCDEC without incurring on large penalties on runtime. On larger ones, BRCDEC blows up due to the construction of too large BDDs. Here, the improvement in number of levels is similar to the previous table. However, the improvement on delay after technology mapping is more significant (5%) with a slightly reduction on the area. Performing an analysis on individual netlists, we have observed that BRCDEC is able to find decompositions with similar number of levels but with less area on large functions (i8, i9 and vda). On the recursive decomposition, the n-way decomposition is commonly selected on functions with larger depth. Moreover, the obtained decompositions tend to share more common subexpressions that contributes to slightly reduce the area of the circuits. Table 3 : Comparison with the bi-decomposition method presented in [7] on industrial circuits.
Comparison on industrial circuits
In this section, the comparison between both techniques is performed on industrial circuits. We have selected 11 netlists and a library of 90nm from Intel Corporation. Instead of using the treemapper of SIS, a graph-mapper [13] is applied. This technology mapper takes better advantage of the graph decomposition performed by both techniques. Table 3 summarizes the results. The table reports the number of levels in the technology independent phase; and, after technology mapping, the number of cells, the area, the worst negative slack (WNS) and the total negative slack (TNS). The slack is computed from the required time assigned to each netlist. The required time is shown in the first column of the table. The last row reports the normalized sum of the results without the netlist 11.
The improvement on the depth of the netlists is similar to the previous tables. However, there is a large improvement after technology mapping. The WNS is reduced by 40% and the area by 18%. The large difference between the results presented in this table and the previous ones is for several reasons. First, the netlist are even larger in area and similar in number of levels that the medium-size netlists of Table 2 . BRCDEC is able to find good decompositions on large functions that contributes to improve the area and the delay. Moreover, the graph mapper takes profit of the sharing of common subexpressions reducing significantly the area of the netlist.
Analyzing the netlists individually, we can observe that BRCDEC obtains better results in all the circuits with the exception in netlists 5 and 6. The area is considerably reduced in all the netlist. Only netlists 9 and 11 have a worst result. The netlist 11 is a clear example of the selection of a wrong decision near the primary outputs on BiDec. The n-way decomposition is selected on the large functions that decreases significantly the size and the delay of the final circuit. However, the execution of BRCDEC takes around 10 hours to complete.
CONCLUSIONS
In this paper, a new application of the Boolean relations has been shown. The experimental results confirm that the n-way decomposition can obtain better solutions than bi-decomposition, mostly, on large functions. However, a high runtime is required and the execution is limited to medium-size netlists.
As a future work, we are planning to develop a window-based approach to run decomposition on larger netlists and perform the recursive decomposition on partial collapsed netlists. Moreover, we will explore the trade-off between the quality of the results and the required runtime to produce the solutions.
