Abstract: All small area analyses need to compare the observed variability in rates to that expected by chance alone, but the expected variability is usually not known. This paper uses patient-level data for five dental procedures to simulate the distributions of the summary statistics that are usually generated in such studies. These statistics are found to vary greatly even under the "null hypothesis" that all dentists are using procedures at the same rates. The simulated dentist rates are compared to observed rates obtained in a different
Introduction
Small area analysis is a popular methodology in health services research. A typical study might calculate the utilization rate for a service in several small areas, compare the largest rate to the smallest, note that the difference is large, and attempt to explain the high variability as a function of service availability, physician uncertainty, and other variables of interest. The statistical methods used in such studies have been questioned by an author of this paper.1
A recent paper using computer simulation to examine the statistical properties of the most frequently used descriptive statistics2 demonstrated that all of the usual descriptive statistics could be deceptive, showing large apparent variation when there was no more variation than would be expected by chance alone. A simple 2 x k chi-square test (classifying people in each of k communities into two cells, by whether they had or did not have the procedure) was an appropriate test for excess variability as long as each person could have the procedure at most once. However, the chi-square test could be deceptive; results would be "statistically significant" too often if an individual could have the procedure more than once. Simulation studies were recommended for these situations; this requires that the distribution of the number of procedures per person be known. Finally, it was pointed out that studies very similar to small area analyses were being conducted in other situations: e.g., a "small area" might be a hospital or a dental practice. This paper applies the small area simulation approach to a set of dental data, to determine if there is more variation in procedure rates among dentists than would be expected by chance alone.
Grembowski, et al,3 calculated procedure rates for 200 dentists in general practice in four urban counties of Washington State from 1984 and 1985 dental claims of members of the Washington Education Association (WEA) and their dependents. The number of patients seen at least once in the two-year period ranged from 75 to 300 for the 200 dentists, as shown in Table 1 .
Procedure rates for each dentist were calculated by dividing the total number of procedures performed in a two-year period by the number of people seen at least once by the dentist during that period. Results were age-adjusted. Table 2 shows the substantial variability that was found among dentists: rates of oral examinations ranged from 10 per 1,000 patients to 3,543 per 1,000 patients. 'Minimum lower than 5th percentile of null distribution, or maximum higher than 95th
percentile (see Tables 3 and 4 The following simulation work did not assume any mathematical distribution, because there was none that worked for all the data. Rather, data were generated directly from the empirical distributions, as described below. Future work in simulating procedure rates for extractions, root canals, and scalings might use the negative binomial distribution to generate random data, however.
Simulation of Utilization Rates
Our goal was to develop a simulation model to assess the amount of variability that would have occurred among the dental practices by chance alone if the null hypothesis (that all dentists use procedures at the same underlying rate) is true. We generated 100 different simulated sets of procedure rates, in which the null hypothesis was true.
For each of the 200 dentists, a uniform random number between 0 and 1 was generated for each patient in that practice (e.g., for a dentist with 75 patients, 75 random numbers were generated). Each of these numbers was compared to the cumulative distribution in Appendix 1. For example, 2764/ 6985 or 39.5 percent of the people had no oral exam; 78.46 percent had 0 or 1 exam; 97.7 percent had 0, 1, or 2 exams, etc. For each random number, if it was less than .395, the patient was assigned 0 exams; if between .395 and .7846, the patient was assigned one exam, etc. Thus, on average, the number of exams per patient match the distribution of Appendix 1, but the distributions were somewhat different for each dentist.
After the number of exams were generated for all 75 patients in the first practice, the exams were summed, multiplied by 2 (see discussion section) and divided by 75 to provide a simulated two-year rate of oral exams for that dentist. This was then continued for all 200 dentists, which generated 200 different simulated examination rates. Next, the minimum rate, the maximum rate, the extremal quotient (EQ, ratio of the maximum rate to the minimum), the coefficient of variation, and other statistics explained in the results section were calculated. This process was repeated 100 times to give, for example, the "average" maximum rate, or the 95th percentile of the maximum rate, under the null hypothesis that each practice has the underlying distribution of examinations shown in Appendix 1.
Results
Mean Procedure Rates Table 2 shows the observed results, and Table 3 shows the simulated results. The first column in Tables 2 and 3 is the estimated mean number of procedures per 1,000 patients. Recalling that the two sets of numbers arise from different data sets, there is fairly good correspondence on the rate of oral exams (1,725 versus 1,617), root canals (55 versus 44), and full mouth scaling (34 versus 23). There is very poor agreement on fillings (2,123 versus 889) and for simple extractions (211 versus 119). This may be due to differences in billing practices between Pennsylvania and Washington Dental Service-the carrier for Washington Educational Association. There are probably also socioeconomic differences between the Washington and the Pennsylvania patients. These differences are considered further below. The simulated minimum and maximum are shown in 
There is an F-test associated with this statistic, but it is not often used. The SCV was derived under the assumption of Poisson rates, which is not appropriate here. The data in Table 4 that the counts be independent (or, that the distribution of counts per person follow the Poisson distribution).
There is another problem with this chi-square test, which is that it ignores multiple comparisons. If a chi-square test, even using the correct 95th percentile, were performed for all 200 dentists, about 5 percent (10 practices) would be judged to have excessive utilization rates by chance alone. The probability that no dentist was classified incorrectly is .9521 = .00004. Thus, the experiment-wise Type I error is almost 1.0. This might be adjusted for by using Tables 3 and 4 by a factor less than one (0.937 for oral exams). (The EQ, CV and F values would be unchanged). The observed data would then be as extreme or even more extreme, if compared to these adjusted tables. All of the observed maxima would be larger than the adjusted 95th percentile except for root canals.
Discussion
The intent of this paper was to demonstrate that small area analysis issues were similar to those in detecting excess variation in other settings, and in particular to illustrate the simulation approach. Both the findings and the methods merit some discussion.
If we assume that the underlying distribution of procedures is about the same in the Washington and Pennsylvania data, the simulation method has demonstrated that there was excess variability for oral examinations and full mouth scaling. The other procedures also showed excess variability, although not as unequivocally.
There are some shortcomings to these results, and also to the methods that we used to obtain them. The Washington population was a fairly homogeneous group of middle-class patients. The Pennsylvania Blue Shield data were from a random sample of all insureds, who varied by social class. The differences between the two study populations may explain why the mean rates for the rehabilitative services in Table 3 were higher than those in Table 2 . Also, Pennsylvania had better coverage for fillings than did the Washington contract, which may account for the discrepancy in filling rates between Tables 2 and 3 .
The estimated rates from one year of Pennsylvania data were multiplied by 2 to give two-year rates for comparison with the Washington data. This is not quite appropriate, as it assumes that non-users in the first year would not have used any services in the second year. The correct multiplier is between 1.08 and 2.0 (details from authors). The "2" was chosen as an upper bound, to provide as much variability as possible. If 1.08 had been used, all of the observed maxima would have been above the 95th percentile.
No effort was made in either data set to remove people who were not covered for the entire period of time. If a person was insured for only one month ofthe two-year period, the rate was calculated as though the person had been at risk for the entire 24 months. This would tend to lower the rates, and would lower them more for the Washington data than for the Pennsylvania data, since the time period was longerfor Washington. This may explain some of the differences in the two data sets.
We did not model one aspect of the variability-that a different number of patients might have been seen in different two-year periods. Age and sex differences were not incorporated in the simulation, as the Washington data had already been age standardized, and sex is not an important determinant of use in insured populations.45 We showed elsewhere2 that this was a reasonable way to proceed. Finally, the estimated means and percentiles are not completely accurate, as there were only 100 simulations per procedure.
Once excess variability has been established, it is appropriate to examine reasons for this variability. Grem- bowski, et al.,'0 have shown that structural features of the practice, such as its age and size, explain some of the variation in the rates.
Although not completely satisfactory, the simulation approach has provided support for the finding of excess variability among dentists. Utilization review programs operated by dental insurers are often implemented to identify dentists who have high procedure rates. The insurer may, for example, intensify review of the dentist's claims as a means of reducing the dentist's rate. Our results indicate that insurers need to determine whether excess variability exists for a given procedure before a dentist is labeled as providing "too many" services. Of equal importance, ifexcess variability is detected, dentists with the lowest rates may be underutilizing appropriate services.3 Therefore, insurers should target utilization review at both ends of the rate distribution.
The methodology of this study is applicable in other situations. We used the simulation method to examine the characteristics of small area analysis statistics applied to dental practices instead ofgeographic areas. Dental practices have smaller numbers of patients in each "small area" and some ofthe procedures are applied multiple times to the same person. The distributions of root canals or scalings, which are rare, are more similar to the distribution of the number of hospital admissions for a particular diagnosis, which is often considered in small area analyses. The main results of this study have to do with the underlying distribution of services, the properties of several descriptive statistics, and various hypothesis testing procedures.
None of the distributions of services in Appendix 1 had a Poisson distribution. This is important because several approaches are now being used in the small area literature which assume that the underlying distribution is Poisson: the 1 df chi-square test and the SCV were derived under these assumptions8 and some regression approaches model deviations from the Poisson distribution.1l,12 In all of these methods, statistically significant departures from the Poisson distribution are taken as evidence that there is unexplained variability among the small areas. However, as shown here and elsewhere,2 the underlying distribution at the person level may not have a Poisson distribution, and finding "significant" variation is as likely to be caused by this fact as to represent excess variation among the small areas. Unless there is evidence that the underlying distribution is Poisson (e.g., that a person cannot have more than one of the procedures of interest) this is an inappropriate inference. Tables 3 and 4 demonstrate that a considerable amount of variability can be expected among small areas by chance alone, and that it is dangerous to "eyeball" descriptive statistics as a test for excess variability. The minimum and maximum rates, and the extremal quotient, could vary considerably under the null hypothesis. The coefficient of variation and the systematic coefficient of variation also vary substantially, and tend to be larger for the less prevalent procedures (i.e., higher for root canals and scaling than for oral exams and fillings). It is common to compare CVs or SCVs across several procedures, and to claim that those with the largest coefficients represent "practitioner uncertainty." If we had done this with the data of Table 4 show that it would have been appropriate for these data, if data had been available at the patient level. (Such data may be difficult to obtain, as there must be a unique patient identifier to permit ascribing multiple procedures to a person.) If investigation of patient level data showed that they were inappropriate for analysis of variance, logarithmic or other transformations could be attempted.
The simulation method we have proposed has so far been used only in the null situation. The power of the various procedures to detect true underlying variation has not been studied; it should be studied. It included only people who used one or more procedures in two years). Thus, the distributions represent the utilization of 6,985 people who had at least one dental procedure in one year. Only 3,772 of the patients had coverage for full-mouth scalings.
