In this paper we study the questions of existence and uniqueness of solutions for equations of type −div a(x, Du) + γ(u) φ, posed in an open bounded subset Ω of R N , with nonlinear boundary conditions of the form a(x, Du) · η + β(u) ψ. The nonlinear elliptic operator div a(x, Du) modeled on the p-Laplacian operator ∆p(u) = div(|Du| p−2 Du), with p > 1, γ and β maximal monotone graphs in R 2 such that 0 (β) and the data φ ∈ L 1 (Ω) and ψ ∈ L 1 (∂Ω). Since D(γ) = R, we are dealing with obstacle problems. For this kind of problems the existence of weak solution, in the usual sense, fails to be true for nonhomogeneous boundary conditions, so a new concept of solution has to be introduced.
Introduction
The purpose of this paper is to establish the existence and uniqueness of solutions for a degenerate elliptic obstacle problem with nonlinear boundary condition of the form 
R = D(γ) ⊂ D(β).
Notice that the general nonlinear diffusion operators of Leray-Lions type, different from the Laplacian, appear when one deals with non-Newtonian fluids (see, e.g. Ref. 4) .
Let us remark that since β may be multivalued, this allows to study many nonlinear fluxes on the boundary that occur in some problems in Mechanics and Physics (see, e.g. Ref. 13 
Observe that if D(γ)
is not bounded, we are dealing with a one-obstacle problem and with a two-obstacle problem if D(γ) is bounded. These problems are also called unilateral problems in the literature. Obstacle problems appear in different physical context, for instance, in deformation of membrane constrained by an obstacle, in bending of elastic isotropic homogeneous plat over an obstacle and in cavitation problems in hydrodynamic lubrication. Notice also that some free boundary problems fall into this scope by using Baiocchi transformation (see Ref. 5) , for more details concerning physical applications we refer to Ref. 17 or 13. We want to stress Ref. 6 it is proved that for any φ ∈ L 1 (Ω) satisfying some natural range condition (see (2.1)) there exists a unique, up to a constant for u, weak solution of (L γ,β φ,0 ), i.e. [u, z, w 
in Ω, w(x) ∈ β(u(x))
a.e. in ∂Ω, such that
u ∈ H 1 (Ω), and (1.1) is fulfilled for any v ∈ H 1 (Ω).
In Refs. 2 and 3, we extend the results of Ref. 6 by proving the existence and uniqueness of weak (or entropy) solutions, for the general nonhomogeneous problem (S γ,β φ,ψ ) in the following two cases:
Recall that in these papers the concept of weak solution, for which existence and uniqueness are proved, is a triple of functions [u, z, w 
and
We want to point out that the nonhomogeneous problem, ψ ≡ 0, is quite different from the homogeneous one, because even if the range condition is satisfied, (S γ,β φ,ψ ) may be ill-posed. For instance, let us consider the obstacle problem
in Ω,
where γ is a maximal monotone graph with 
Taking v = u, since u ≥ 0, we get
Hence, Ω |Du| 2 = 0, so u is constant and
in Ω, and ψ must be 0 a.e. in ∂Ω. Hence in this case, where
the domain of γ creates some obstruction phenomena for the existence of weak solutions when ψ ≤ 0, ψ ≡ 0.
In order to overcome the above problem, the main goal of this paper is to get a new notion of solution for which the existence and uniqueness can be obtained for nonhomogeneous boundary conditions in the case D(γ) = R. This new notion of solution coincides with the concept of weak solution introduced in Ref. 
where γ r is the Yosida approximation of γ. Now, thanks to Ref. 3, the estimates we can obtain for γ r (u r ) are essentially in L 1 (Ω) (see Theorem 3.1) and in H 1 (Ω) for u r . Therefore we have to pass to the limit weakly-star in the space of measures for γ r (u r ) and weakly in H 1 (Ω) for u r . So that the standard analysis for this kind of problems allows us to obtain a couple [u, µ] , where u ∈ H 1 (Ω), µ is a diffuse Radon measure in R N concentrated in Ω and
In a first step, we prove that the Radon-Nykodym decomposition of µ relatively to the Lebesgue measure, µ = µ a + µ s , is such that µ a ∈ γ(u) a.e. in Ω and µ s is concentrated on {x ∈ Ω; u(x) = 0} ∪ {x ∈ Ω; u(x) = 0} with µ s ≤ 0 on {x ∈ Ω; u(x) = 0} and µ s ≥ 0 on {x ∈ Ω; u(x) = 1}.
Then, an accurate analysis allows us to prove moreover that µ s is concentrated on ∂Ω and it is absolutely continuous with respect to an integrable function on the 
where, for an interval I ⊂ R, ∂II I denotes the subdifferential of the indicator function of I,
which is the maximal monotone graph defined by D(∂II I ) = I and ∂II I (r) = 0 for r ∈ int(I). For instance, if
In other words, the boundary condition needs to be fulfilled in the following sense
The last two conditions of (1. 
It is clear that a weak solution is a generalized weak solution. Moreover, thanks to the results in Ref. 3 , the two concepts coincide in cases (a) and (b).
The aim of this paper is to prove the existence and uniqueness of solutions in the sense of Definition 1.1 for (S
Let us briefly summarize the content of the paper. In Sec. 2, we establish the main results. In Sec. 3.1 we fix the notation and give some preliminaries. Finally, in the last section we give the proofs of the results.
Main Results
As in Ref. 3 , in order to get the existence of a generalized weak solution, let us introduce the following spaces:
is a Banach space endowed with the norm
and V 1,p (∂Ω) is a Banach space endowed with the norm
Observe that, Sobolev embeddings and Trace theorems imply, for 1 ≤ p < N,
Also,
Let us state the following notation. For a maximal monotone graph θ in R × R we shall denote, with the agreement that inf A = −∞ if A is a set unbounded from below and sup A = +∞ if A is unbounded from above,
where D(θ) is the domain of θ, and
R(θ) being the range of θ.
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Moreover, as shown in Ref. 3 , in order to obtain the existence of weak solutions of (S γ,β φ,ψ ), φ and ψ must necessarily satisfy the following range condition:
where
In the case R
[. Our main result about existence is divided in two statements. Statement (i) corresponds to the existence of generalized weak solutions for one-or two-obstacle problem and regular data. Observe that for the one-obstacle problem, R γ,β can be different from R and for the two-obstacle problem, R γ,β = R. Statement (ii) is for the two-obstacle problem and L 1 -data.
Remark 2.1. The case in which condition (2.2) is attained at the boundary for the one-obstacle problem with R γ,β = R was treated in Ref. 6 in a particular case. For our problem, a similar treatment could be done. Nevertheless the aim of this paper is to deal with the interaction between the imposed constraints in the domain of γ and the boundary condition.
In the case where the obstacle also depends on the space variable, i.e. γ = γ(x, .), the problem could be treated with the same techniques. However, in this case, we cannot expect z and w to be L 1 functions. They should be diffuse measures such that the singular parts of their Radon-Nikodym decomposition are concentrated on the boundary of the domain of γ. Since the results are of different nature, and in order to keep the presentation simple, we will not deal with that case here, and we shall consider it separately in a forthcoming paper. Some particular cases, like Dirichlet boundary conditions, may be found in Refs. 18 and 1.
With respect to uniqueness, we recall the following result which was obtained in Ref. 3 .
Moreover, if c = 0, z 1 = z 2 is constant.
In Ref. 3 , under the assumptions of Theorem 3.1, see below, a contraction principle for weak solutions of problem (S γ,β φ,ψ ) is also given. Now here in order to prove the main result we need a more general contraction principle between sub-and super-weak solutions. As usual, we understand weak-sub and supersolution in the following way. A triple of functions [u, z, w 
Consequently, by Theorems 2.2 and 2.3, we obtain the following result about uniqueness of generalized weak solutions.
in Ω, and 
By the above theorem, we have that [0, φ, ψ] is the unique generalized weak solution of (L γ,0 φ,ψ ). Thanks to the example (L γ,0 φ,ψ ) it is clear that, for a generalized weak solution, w / ∈ β(u) in general. In the next result we show that for the homogeneous case ψ ≡ 0, w ∈ β(u).
a.e. on ∂Ω, and therefore [u, z, w] is, in fact, a weak solution of (S γ,β φ,ψ ).
Preliminaries and Proofs

Preliminaries
Throughout the paper, Ω ⊂ R is a bounded domain with Lipschitz boundary ∂Ω, p > 1, γ and β are maximal monotone graphs in R For an open bounded set U of R N , we define the p-capacity relative to U , C p (., U ), in the following classical way. For any compact subset K of U ,
where χ K is the characteristic function of K; we will use the convection that inf ∅ = +∞. The p-capacity of any open subset O ⊂ U is defined by
Finally, the p-capacity of any Borel set A ⊂ U is defined by
A function u defined on U is said to be cap 
From now on U Ω will be a fix open bounded subset of 
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This definition is independent of the open set U Ω . Observe also that if We need to use the truncation functions
Let θ be a maximal monotone graph in R × R. For r ∈ N, the Yosida approximation θ r of θ is given by θ r = r(I − (I + 
for some c(Ω, N, p) > 0.
Proofs
In this section we give the proof of Theorems 2.1 and 2.3. In order to prove Theorem 2.1, we first obtain an existence result for which we need the following definition.
if the following conditions are satisfied,
(ii) µ s is concentrated on the set {x ∈ Ω :
Let us point out the similitude of the above concept with the definition of µ ∈ γ(u) for µ ∈ M 
Proof. We divide the proof into three steps.
Step 1. Approximation and uniform estimates. In order to apply Theorem 3.1, we have to approximate the nonlinearities γ and β by maximal monotone graphs everywhere defined.
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Letβ be the maximal monotone graph with defined bỹ
On the other hand, the approximation γ r of γ depends on the domain of γ. In the case domain of γ is bounded, i.e. γ (i) and γ (s) are both finite, for every r ∈ N, we take γ r = γ r to be the Yosida approximation of γ. And in the case D(γ) is not bounded, we consider that γ (i) = −∞ and γ (s) is finite (the other case, γ (i) finite and γ (s) = +∞, being similar), for every r ∈ N, we take γ r the maximal monotone graph defined by
It is clear that in the last case we are regularizing just the positive part, the regularization of the negative part is not necessary since it is everywhere defined. Now, 
in Ω, w r ∈β(u r ) a.e. in ∂Ω, and
for all v ∈ W 1,p (Ω). Moreover, for any r, we have
and 
A similar argument shows that there is not a subsequence such that Ω u r → −∞.
Step 2. Convergences. By (3.7) and (3.8) , we obtain that {u r } is bounded in W 1,p (Ω). Thus, we can assume that, as r goes to +∞
(3.9)
Let us prove now that {w r } r is convergent. Observe that, for the two-obstacle problem, for any r,
On the other hand, for the one-obstacle problem, the choice of γ r implies that, for any r,
Indeed, letting
we have that, since γ r+1 is nondecreasing in r,
From here we obtain, by Theorem 2.3, that
In the two-obstacle problem, thanks to (3.10), we can assume that there exists
In the one-obstacle problem, thanks to (3.11) and (3.4), we can assume that there exists w ∈ L 1 (∂Ω) such that w r → w in L 1 (∂Ω) as r goes to +∞. (3.14)
Observe that, by (3.5), w ∈ V 1,p (∂Ω).
As a consequence of (3.9) and (3.13) or (3.14), we have w ∈β(u) a.e. in ∂Ω. Moreover, µ is concentrated on Ω. Now, by (3.5) and (3.6), if we define Ψ r as
By (3.9), (3.17), (3.18) and (3.13) in the two-obstacle problem or (3.12) and (3.14) in the one-obstacle problem, passing to the limit in (3.3) we get,
Step 3. Identification of the nonlinearities.
which implies, on account of the above convergence and using Fatou's Lemma in the first integral, that
For simplicity, we set j = j γ and j r = j γr . Since z r ∈ ∂j r (u r ), we have, for all
Now, using the fact that j r is increasing, for any r > s > 0, we have
Letting r → +∞ and using Fatou's Lemma, we deduce that
Passing to the limit as s → +∞, we get 
From here, having in mind the above convergence and using Fatou's Lemma in the last integral, it follows (3.24). Now, by (
Passing to the limit and using (3.24), we get
From here, letting λ → 0, we obtain
which implies that a(x, Du) = χ a.e. in Ω.
Therefore, (3.19) can be rewritten as
From (3.23), by density, we have that for all ξ ∈ C(Ω), ξ ≥ 0,
Consequently, the absolutely continuous part with respect to the Lebesgue measure L N of (3.27) satisfies
i.e. µ a ∈ γ(u) a.e. in Ω. On the other hand, taking the singular part in (3.27), it follows that
[ is arbitrary, we deduce that µ s is concentrated on the set {x ∈ Ω : u(x) = γ (i) } ∪ {x ∈ Ω : u(x) = γ (s) }, µ s ≤ 0 on {x ∈ Ω : u(x) = γ (i) } and µ s ≥ 0 on {x ∈ Ω : u(x) = γ (s) }, so µ ∈ γ(u) and the proof is complete.
In order to be more precise about the singular part µ s obtained in the above proposition, we establish the following technical result. for any ξ ∈ W 1,p (Ω), ξ ≥ 0).
Proof. For n ≥ 1, let ϕ n (r) = inf(1, (nr + 1 − n λ) + ). Since ϕ n (η) converges to χ {x∈Ω:η(x)=λ} , ν-a.e. in Ω (indeed, ϕ n (r) converges to χ [λ,∞) (r) for every r ∈ R, so ϕ n (η(x)) converges to χ [λ,∞) (η(x)) at every x where η(x) is defined. As η is defined quasi everywhere and χ [λ,∞) • η = χ {x∈Ω:η(x)=λ} , then the convergence of ϕ n (η) to χ {x∈Ω:η(x)=λ} is quasi everywhere; finally, since ν is diffuse then the convergence is also ν-a.e. in Ω) then 
