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Symmetry Approach to Extension of Flutter Boundaries
via Mistuning
B. Shapiro*
California Institute of Technology, Pasadena, California 91125
A general framework is presented for analyzing and optimizing stability increases resulting from mis-
tuning. The framework given is model independent and is based primarily on symmetry arguments.
Dif cult practical issues are transformed to tractable mathematical questions. It is shown that mistuning
analysis reduces to a block circular matrix eigenvalue/vector problem that can be solved ef ciently even
for large problems. Similarly, the optimization becomes a standard linear constraint quadratic program-
ming problem and can be solved numerically. Because the methods given are model-independent, they
can be applied to various models and allow the researcher to easily conclude which models accurately
capture mistuning and which do not. A simple quasisteady model for  utter in a cascade is used to
illustrate and validate results in this paper.
Nomenclature
a = linear stability coef cient, Eqs. (13), (14), and (35)
b = diagonal quadratic stability coef cient, Eqs. (13),
(14), and (36)
ci = ith off-diagonal quadratic stability coef cient, Eqs.
(13), (14), and (37)
f = f (x, U, z),  utter model, Eq. (1)
h = h(U, z), negative of minimum damping, Eq. (3)
k = r/2 when r even, (r 1)/2 if r odd
M = M(U, z), linearization matrix in Eq. (15)
m = number of states per blade
r = number of blades
S = stability extension matrix, Eq. (14)
s = s(z) stability extension, Eq. (5)
U = loading parameter in Eq. (1)
Ucrit = Ucrit(z), instability inception loading, Eq. (4)
U i, Vi = ith left and right eigenvectors of M [Ucrit(0), 0] in
Eqs. (38) and (39)
x = (x1, x2, . . . , xr) state vector, xi
m state of ith
blade, Eq. (1)
x0 = x0(U, z), relevant equilibrium point of model, Eq.
(1)
z = (z1, z2, . . . , zr) mistuning vector, zi mistuning
of ith blade, Sec. II
z̄, z* = optimal linear and quadratic solutions
* = bene cial mistuning crossover, Eq. (48) and Fig. 6
j = j(U, z) is jth eigenvalue of linearization M(U, z),
Eq. (15)
p = least-stable eigenvalue
= rotation operator, Assumption 2
= transpose of vector or matrix
I. Introduction
J ET-engine performance is severely limited by a wide va-riety of instabilities, including inlet buzz, shear-layer tur-
bulence, and compression instabilities (Fig. 1). The ability to
eliminate or reduce the severity of these instabilities can lead
to increased safety, higher ef ciency, and signi cant cost and
weight savings in future engine designs. This work focuses on
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 utter in compression systems because it is encountered in
every regime operation and clearly limits engine performance
(Fig. 2).1 The interested reader is referred to Ref. 2 for a gen-
eral overview of turbomachinery instabilities.
In this paper we study passive control of  utter using mis-
tuning. In this context, mistuning refers to symmetry breaking.
For example, all of the blades in a spinning fan or bladed disc
are nominally identical, and so there exists a discrete circum-
ferential symmetry. It has been noted numerically3– 5 and ex-
perimentally6 that if we mistune these blades by making them
different from one another, then the  utter boundary can be
delayed dramatically. Techniques presented herein restrict at-
tention to circumferential symmetry breaking but apply to any
type of instability. We use  utter in compression systems as a
concrete example and note that the same methods hold for
other instabilities such as rotating stall or surge.
Experiments have shown that mistuning rotor stiffness in
compression systems not only increases the range of stability
but also creates undesirable side effects such as mode locali-
zation7– 9 and decreased operating range.10 This leads to two
natural questions:
1) Analysis: For a given mistuning  nd new stability bound-
aries and resulting side effects.
2) Synthesis: When is mistuning bene cial? If it is,  nd
optimal mistuning (increase stability with acceptable side ef-
fects).
Variations on the analysis issue have been addressed in past
research. Dugundi and Bundas11 use Whitehead’s aerodynamic
coef cients12 to predict the stability increase for alternate blade
mistuning. Bloemhof13 considers stability increases caused by
single-, double-, and triple-blade alternate mistuning along
with aperiodic or random mistuning. Regarding the second part
of the analysis question, we note that most work on predicting
side effects as a function of mistuning has focused on mode
localization. Papers in this area include Refs. 5, 9, 11, 14, and
15. Work on related side effects such as decreased operating
range can be found in Srinivasan and Frye.10 However, ef -
cient solutions to the synthesis issue do not exist at this time
mainly because there are no ef cient solutions of the analysis
problem for arbitrary mistuning. Crawley and Hall4 and Nissim
and Haftka16 tackle an optimization problem where they min-
imize the size of mistuning (implicitly assuming that resulting
side effects are also minimized) subject to a required stability
increase. Even though this is a reasonable approach, we note
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Fig. 1 Turbomachinery instabilities ( gure courtesy of J. Paduano).
Fig. 2 Compressor map slowing typical  utter boundaries.1
that in both papers only local optimums are found and both
methods are restricted to small problems (less than 14 blades)
by lengthy computation times.
Furthermore, previous mistuning work has not made use of
symmetry arguments to aid in the analysis. Yet mistuning is
concerned primarily with symmetry and symmetry breaking,
and so symmetry arguments form the natural tools for the mis-
tuning problem. Using simple symmetry arguments that apply
to any model type, whether it is computational  uid dynamics
(CFD), sinusoidal imposed motion, or dynamical system, sim-
pli es the analysis problem tremendously. Finding the stability
boundary as a function of arbitrary mistuning reduces to  nd-
ing r /2 2 stability coef cients. One then requires a speci c
model to evaluate the r/2 2 stability coef cients.
We give two methods to compute these stability coef cients.
Method A (Sec. IV.A) is valid for any dynamical systems
model of the form xÇ = f (x), and method B (Sec. IV.B) is
practical for CFD models of small to moderate size. Method
A relates the stability coef cients to a block circular matrix
eigenvalue/vector problem that can be solved ef ciently even
for large problems, whereas method B involves the  nite dif-
ference of CFD stability results. Future research could lead to
further methods that would compute the stability coef cients
for large CFD codes and imposed sinusoidal motion models.
Our focus is on dynamical system models as opposed to
imposed sinusoidal motion models because it is more natural
to study mistuning in the former case. In particular, imposed
motion models usually assume constant interblade phase angle.
Although this assumption is valid in the tuned case, upon mis-
tuning the eigenvectors (which correspond to the imposed mo-
tion), are perturbed away from the symmetric case, and so the
constant interblade phase angle assumption is violated. Our
analysis of unconstrained dynamical system models avoids
these dif culties.
We note that the same model-independent symmetry argu-
ments used in the analysis can be used to reduce the optimi-
zation problem to a standard quadratic programming problem
with constraints. In this paper we simply restrict the maximal
size of allowable mistuning and assume that the resulting side
effects are acceptable. Consequently, the optimization becomes
a linear constaint quadratic program. Using branch and bound
software developed by Faiz et al.17 it is possible to  nd global
optimums for fairly large problems (up to about 30 blades).
More realistic constraints motivated by side effects in general
and mode localization in particular shall be addressed in future
research. Finally, to further illustrate the power of symmetry
arguments we show that with additional structure found in the
quasisteady model of Appendix A, the (different) optimal ar-
rangement problem of Sec. VI may be solved closed-form.
II. Problem Setup
As motivation, consider a compressor fan with r blades.
Nominally, all of the blades are identical and there exists a
2 /r circumferential symmetry. Similarly, stators, struts, and
inlet guide vanes (IGVs) can also possess circumferential sym-
metries. Given such a tuned system with r discrete objects,
such as blades, stators, or IGVs, and a 2 /r circumferential
symmetry begin by de ning a mistuning vector z r. An
element zi denotes mistuning for the ith object. For example,
if we mistune the stiffness of r rotors, then de ne the ith blade
stiffness ki = k0(1 zi), where k0 is the nominal or tuned
stiffness. In general, we will de ne z so that z = 0 corresponds
to the tuned case.
Our next goal is to de ne the increase in stability boundary
s(z) caused by mistuning. To do this in a precise way consider
a dynamical system model of the following form:
xÇ = f (x, U, z) (1)
where x n is the state vector, U is a loading parameter
such as throttle, Mach number, reduced frequency, or rotor
speed, and z is the previously de ned mistuning vector. In this
context, f can be any discrete blade model or even a CFD
model. It is stressed that although we focus on dynamical sys-
tem models [Eq. (1)], the symmetry arguments presented apply
more generally. These arguments are valid for any model with
symmetry, symmetry breaking, and a stability boundary s(z).
In particular, the symmetry methods apply to imposed sinu-
soidal motion models.
For a  xed z, as we vary the loading parameter U within
some operating range [U0, U1], the system [Eq. (1)] traverses
a set of equilibria X0(U, z) de ned by
X (U, z) = {x : f (x , U, z) = 0, U [U , U ]} (2)0 0 0 0 1
Assuming that X0(U, z) is nonempty for z in some neighbor-
hood of the origin and for all U [U0, U1], we choose a subset
x0(U, z) X0(U, z) that corresponds to the equilibrium point
of interest at each U. As an example, suppose we have a model
[Eq. (1)] of a (tuned) jet engine with z = 0, U is the throttle
and it varies between U0 and U1, then we can think of x0(U,
0) as the design operating point that varies as a function of
throttle setting. Clearly, x0:
r ® n is a function of U
and z, possibly discontinuous and nonsmooth in both argu-
ments. Continuity and smoothness assumptions for x0(U, z)
will be discussed in the next section. It is important to realize
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Fig. 3 Increase in stability boundary, s(z).
Fig. 4 Discontinuous increase in stability boundary.
that the z dependence in x0(U, z) is essential. Consider once
again stiffness mistuning: because different blades have dif-
ferent stiffnesses, their nominal (or static) de ections are no
longer equal, which implies that the mistuned equilibrium
point is not equal to the tuned equilibrium point [x0(U, z) ¹
x0(U, 0) for z ¹ 0].
Now consider the stability of x0(U, z) as a function of U for
a  xed z. De ne
h(U, z) = max{Re[ (U, z)]} (3)
where (U, z) are the eigenvalues of ( f / x)[x0(U, z), U, z].
If h(U, z) is negative (respectively positive), then the equilib-
rium point x0(U, z) is stable (respectively unstable). Because
we are concerned with stability, it is assumed that as the load-
ing U increases, then at some point Ucrit stability is lost. Thus,
de ne
U (z) = min {u: h(u, z) = 0} (4)crit
u [U ,U ]0 1
If h(U, z) does not cross the origin for U [U0, U1] then let
Ucrit(z) = with the appropriate choice of sign. (When the
system loses stability as U decreases the min should be re-
placed with a max. Also, if there is more then one stability
boundary of interest, the interval [U0, U1] may be appropriately
partitioned so that only one boundary is under consideration.)
Finally, the increase in stability s(z) is de ned as
s(z) = [U (z) U (0)] (5)crit crit
where the positive sign is replaced with a negative sign if
instability occurs as U decreases. Physically, loading U may
be time dependent, if we take U as a Mach number then it
varies with outside disturbances and as the blades sweep past
stators and inlet guide vanes. However, we can always split a
time-dependent loading U(t) into an averaged and perturbed
part: U(t) = U U (t). The steady part U leads to the study
of stability (our current focus) while the unsteady part U (t) is
exactly the forced response or mode localization problem (the
subject of future work).
To summarize, s(z) is simply the change in stability (at the
relevant equilibrium point) as a function of mistuning. The
preceding technical remarks are appropriate because they al-
low us to equate assumptions on the smoothness of s with
smoothness conditions on f. For a graphical interpretation see
Fig. 3.
III. Assumptions
Two basic assumptions are required for the analysis that fol-
lows.
Assumption 1 (smoothness): The stability extension s(z) is
three times differentiable in some suf ciently large neighbor-
hood of the origin, s C3( ).
Smoothness is necessary so that we may take derivatives
with respect to z. We also require that the analysis holds in
some suf ciently large region about the origin (tuned case)
so that predicted shifts in stability hold for a physically prac-
tical range of mistuning values z. Note that assumption 1 is a
technical condition that can be relaxed in a more detailed, but
equally straightforward, analysis. Such an extension typically
requires the tracking of multiple eigenvalues.
Assumption 1 is easy to check if Eq. (1) is simple. As a
concrete example, Assumption 1 can be veri ed for the quasi-
steady model used later in this paper. More generally, some
fairly weak assumptions (which may be dif cult to check), on
the original model xÇ = f (x, U, z) imply assumption 1. We
brie y mention three cases that can violate assumption 1.
Case 1 occurs if the equilibrium point x0(U, z) does not
travel smoothly with U and/or z. Typically, such problems are
caused by equilibrium bifurcations and present a host of dif-
 culties that must be dealt with before stability can be consid-
ered. Case 2 comes about if h(U, 0) has a degenerate root at
Ucrit(0) as shown in Fig. 4. Here s(z) is discontinuous in z and
assumption 1 is violated. Under such circumstances one would
consider the minimum damping instead of the stability exten-
sion s(z). Case 3 illustrates a possible restriction on the second
part of assumption 1. If the real part of the least stable (or
critical eigenvalue) in h(U, 0) is very close to the real part of
another eigenvalue, then it is possible that these real parts will
switch as z is varied (Fig. 5).
In this case s(z) will be smooth on a very small region and
the second part of assumption 1 is broken. For a nondistinct
least-stable eigenvalue we have the special case where s(z) can
be discontinuous at the origin. It is possible to avoid these
problems by keeping track of a number of eigenvalues during
the analysis.
Assumption 2 captures the symmetry of the problem and is
the main driving force behind the analysis.
Assumption 2 (symmetry): The minimum damping h(U, z),
and hence the stability extension s(z), are invariant under ro-
tations of z. Speci cally
kh(U, z) = h(U, [z]), U, z, k (1, 2, . . . , r 1)
(6)
kÞ s(z) = s( [z]), z, k (1, 2, . . . , r 1) (7)
where k[z1, z2, . . . , zr] = [z1 k, z2 k, . . . , zr, z1, . . . , zk] is the
rotation operator.
This is the symmetry group discussed in Secs. I and II. In
physical terms: The system should exhibit identical behavior
if we mistune the ith (say  rst) or jth (say third) blade (object).
Speci cally, the stability boundary must remain the same,
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Fig. 5 Eigenvalue switching creates a discontinuity in s(z).
hence s( , 0, . . . , 0) = s(0, 0, , 0, . . . , 0). Alternatively, a
rotation of z corresponds to a circular renumbering of blades.
Because labeling schemes are arbitrary, it follows that stability
cannot be changed by such renumbering, and so, s(z) is in-
variant under rotation. In spite of its simplicity, assumption 2
will yield a surprising amount of analytical mileage.
Of course, perfect tuned bladed disk assemblies, do not exist
in practice, and so, strictly speaking, assumption 2 fails. How-
ever, we may consider a practical fan as a small perturbation
of the nominal or theoretically perfect fan. Upon applying
mistuning to this realistic fan, we introduce a larger intentional
perturbations for a total mistuning z = . Assumption 2
now applies to z. It will be shown in the next section that
mistuning appears as a second-order effect (possibly with large
quadratic coef cients), and so, suf ciently small (zero average)
imperfections produce negligible stability effects. The size
of suf ciently small depends on the ratio * of linear to quad-
ratic coef cients [see Section V, Eq. (48)]. Finally, note that
assumption 2 holds for most practical models, in particular it
holds for models in all of the mistuning articles cited in this
paper.
IV. Analysis
In this section we address the analysis problem: given a
mistuning z  nd the related stability extension s(z). Mode lo-
calization caused by mistuning will be addressed in future
work. At present, we restrict the size of mistuning (as de-
scribed in the next section) and assume that the resulting mode
localization is acceptable.
Our goal is to determine the form of s(z). By assumption 1,
we can expand s(z) in a power series about the origin
r r
3s(z , . . . , z ) = a z b z z ( \ z \ ) (8)1 r i i i j i j
i=1 i, j=1
The power expansion holds in a region no bigger than —the
range where s(z) is smooth. Let be the subset where
s(z) is accurately approximated by second-order terms in z. It
is additionally assumed that this smaller set is still suf -
ciently large to be of practical interest. If this is not the case,
the analysis can be extended to include third- and fourth-order
terms at the expense of increased complexity and computation
time.
By assumption 2, s(z) = s( k[z]) for all integers k. Pick z =
[ , 0, . . . , 0] and substitute k[z] into the power expansion for
all k (0, 1, 2, . . . , r 1) to obtain
2 2 2a b = a b = = a b (9)1 11 2 22 r rr
which holds for all up to ( 3). Consequently
a = a (10)i j
b = b (11)ii jj
for all i and j. Similarly, let z = [0, . . . , 0, , 0, . . . , 0, , 0,
. . . , 0], where the s are located in the ith and jth spots, by
varying i, j, and k, we can show
b b = b b (12)i j ji [i k][ j k] [ j k][i k]
for all i, j, and k, where [i k] = (i k) mod r. Hence, we
make the following de nitions:
a = a = a = = a1 2 r
b = b = b = = b11 22 rr
c = b b = b b = = b b = b b1 12 21 23 32 [r 1]r r[r 1] r1 1r
c = b b = b b = = b b = b b2 13 31 24 42 [r 1]1 1[r 1] r2 2r
c = b b = = b bk 1[1 k] [1 k]1 rk 1k
where k is de ned in the remainder as
r /2 r even
k = (r 1)/2 r odd
Using the preceding de nitions, we can rewrite Eq. (8) as
s(z) = a(z z z )1 2 r
2 2 2b(z z z )1 2 r
c (z z z z z z )1 1 2 2 3 r 1
c (z z z z z z )2 1 3 2 4 r 2
3c (z z z z z z ) ( \ z \ ) (13)k 1 1 k 2 2 k r k
It is obvious by inspection that s(z) is invariant under rotation
as advertised. Observe that the  rst-order term vanishes if we
assume zero-average mistuning, zi = 0. Equation (13) can
r
i=1
be rewritten more compactly as
r
3s(z) = a z z Sz ( \ z \ ) (14)i
i=1
where is de ned for even and odd r, respectively,
c c c c1 2 2 1b ck
2 2 2 2
c c c c1 1 2 2
b ck
2 2 2 2
c c c c2 1 1 2
b ckS = or2 2 2 2
c c c c1 2 2 1
c bk
2 2 2 2
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c c c c c c1 2 k k 2 1b
2 2 2 2 2 2
c c c c c c1 1 2 k k 2
b
2 2 2 2 2 2
c c c c c c2 1 1 2 k k
bS = 2 2 2 2 2 2
c c c c c c1 2 k k 2 1 b
2 2 2 2 2 2
and z denotes the transpose of z. Notice that S is real, sym-
metric, and cyclic, a very special structure caused by the sym-
metry of the problem.
We now consider our results thus far. By using symmetry
arguments, we have reduced  nd new stability boundaries to
 nd r/2 2 stability coefcients. Once we have found a, b,
c1, c2, . . . , ck, the analysis problem is solved up to second order
in z. This is a very useful simpli cation. Furthermore, we can
make very interesting and useful conclusions based on Eq.
(14). Some of these conclusions are listed next.
1) The structure proved above is independent of model type;
hence, it is true for any model including dynamical system,
imposed sinusoidal motion, or CFD models. The only require-
ment is a 2 /r rotation symmetry group.
2) When restricted to zero average, mistuning appears as a
second-order effect.
3) To prove Eq. (14) we assumed a rotational symmetry.
However, the second-order term, z Sz also has a sign and re-
 ection symmetry. In other words, z Sz is invariant under
z ; z and (z1, z2, . . . , zr) ; (zr, zr 1, . . . , z2, z1). This implies
that (for a zero-average mistuning) sign and re ection appear
as third-order effects. Therefore there is a hierarchy of stability
effects; tuned (average) terms appear in the  rst order, zero
average mistuning is a second-order phenomenon, and mistun-
ing re ection is of third order.
The stability coef cients a, b, c1, . . . , ck remain to be de-
termined, we present two methods to do so in the following
subsections.
A. Method A: Computing Eigenvalue Derivatives
Determining a, b, c1, . . . , ck can be easily viewed as deriv-
atives of eigenvalues with respect to parameter problems. The
approach discussed next has favorable properties, it only re-
quires information at z = 0 (the tuned case) and is easily ad-
justed for different types of mistuning with a minimum of
computation.
Method A is based on any discrete blade model [Eq. (1)],
where the resulting Jacobian
f
M(U, z) = [x (U, z), U, z] (15)0
x
has the property that the quantities
2M M
M[U (0), 0], [U (0), 0], [U (0), 0]crit crit crit
z z zi i j
(16)
2 2M M M
[U (0), 0], [U (0), 0], [U (0), 0]crit crit crit2U U U zi
can be computed (analytically or numerically) for all i and j.
Practically, the preceding requirement is not easily satis ed for
complex models [Eq. (1)]. Speci cally, M(U, z) cannot be
computed for most CFD models.
To de ne s(z) in terms of eigenvalue derivatives, consider
the power expansion of h(U, z) (Fig. 3) about Ucrit(0) for any
z in
h
h(U, z) = h[U (0), z] [U (0), z] [U U (0)]crit crit crit
U
21 h 2 3[U (0), z] [U U (0)] [ U U (0) ]crit crit crit22 U
(17)
Figure 3 illustrates a case where eigenvalues cross between
Ucrit(0) and Ucrit(z). However, in assumption 1, we assume that
s(z) is smooth for all z in which implies that eigenvalues
cannot cross, and Eq. (17) holds in . Denote partials with
respect to U by subscripts
h(z) = h[U (0), z] (18)crit
h
h (z) = [U (0), z] (19)u crit
U
2h
h (z) = [U (0), z] (20)uu crit2U
By de nitions of Ucrit and s [see Eqs. (4) and (5)], using Eqs.
(18– 20), and substituting U = Ucrit(z) into Eq. (17), we obtain
1 2 3–0 = h[U (z), z] = h(z) h (z)s(z) h (z)s (z) ( \ z \ )crit u 2 uu
(21)
where the error is derived by noting s(z) = ( \ z \ ).
We can apply identical symmetry arguments to h(z), hu(z),
and huu(z) as we applied to s(z), thus
r
3¯h(z) = h(0) h z z Hz ( \ z \ ) (22)i
i=1
r
3¯h (z) = h (0) h z z H z ( \ z \ ) (23)u u u i u
i=1
r
3¯h (z) = h (0) h z z H z ( \ z \ ) (24)uu uu uu i uu
i=1
where h(0) = 0, hu(0), huu(0), , , are constant and the¯ ¯ ¯h h hu uu
constant matrices H, Hu, Huu have the same structure as
S—real, symmetric, and cyclic.
Substituting Eqs. (14), (22– 24) into Eq. (21) yields
r 2¯ah a h (0)u uu¯[h ah (0)] z z H h (0)S E zu i u
2i=1
3( \ z \ ) = 0 (25)
where E is a full matrix of unit entries that is generated by
quadratic cross terms: zi)
2 = z Ez. Equation (25) holds forr( i=1
all z in , hence
h̄ ah (0) = 0 (26)u
and by Lemma B.1
2¯H h (0)S [ah a h (0)/2]E = 0 (27)u u uu
It follows from assumption 1 that h(U, 0) intersects the origin
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at Ucrit(0) in a nondegenerate fashion (not as shown in Fig. 4),
so hu(0) = h[Ucrit(0), 0]/ u is nonzero. Therefore
¯ ¯ ¯h 1 h hh (0)uu¯a = , S = H h Eu
h (0) h (0) h (0) 2h (0)u u u u
(28)
By de nition, h(U, z) = Re[ p(U, z)], where p is the least
stable (maximal real part) eigenvalue of M[Ucrit(0), 0]. By as-
sumption 1 it remains the least stable eigenvalue for z in
the neighborhood of interest—no eigenvalue switching as in
Fig. 5. Using Eqs. (18– 20) and differentiating Eqs. (22– 24)
with respect to z and U, yield equations that hold for any j (by
symmetry)
p




= Re [U (0), 0] (30)crit2z j
2
p
= Re [U (0), 0] (31)i crit
z zj j i
p








h (0) = Re [U (0), 0] (34)uu crit2U
where and i are the entries of H and appear in the same
format as b and ci, the entries of S in Eq. (14). In the preceding
equations we can set j to unity for convenience. Substituting
Eqs. (29– 34) into Eq. (28) yields expressions for the coef -





























where all of the preceding derivatives are evaluated at (U, z)
= [Ucrit(0), 0], and {x} denotes the real part of x. It only re-
mains to actually compute the right-hand sides (RHSs) of Eqs.
(35– 37). These computations are performed using the classic
results of Lancaster18 for the derivatives of eigenvalues with
respect to matrix parameters. Speci cally, the symmetric de-
rivatives can be written as
p
[U (0), 0] = (38)crit pp
2 2Mp pk kp





= U Vi j i j
U i and Vi are the ith left and right eigenvectors of M[Ucrit(0),
0], the summation is taken over
I = {k: [U (0), 0] ¹ [U (0), 0], k (1, 2, . . . , rm)}k crit p crit
and can take on the values z1, z2, . . . , zr or U. Using the
chain rule we can derive a formula for asymmetric derivatives
2 2 2
1p p p
[U (0), 0] = [U (0), 0] [U (0), 0]crit crit crit2 22
2
p
[U (0), 0] (40)crit2
where and can take on values z1, z2, . . . , zr, or U and
are variations in both and (set both and equal to ).
This reduces the asymmetric partials to three symmetric par-
tials that can be computed as in Eq. (39). For example, 2 p/
z1 z2 is derived by setting to z1, to z2, and equating z1
and z2 to , then
2 2 2 2
p p p p
= 2 (41)2 2 2z z z z1 2 1 2
Equations (38– 40) hold when the eigenvalue p[Ucrit(0), 0]
is simple, meaning that its Jordan block has a simple (diagonal)
form. In particular, if p[Ucrit(0), 0] is distinct then these equa-
tions are valid. We do not consider the nondistinct case be-
cause Assumption 1 is violated when p[Ucrit(0), 0] is nondis-
tinct.
At this point it is useful to note when we expect to encounter
nondistinct eigenvalues. The symmetry of the problem implies
that the Jacobian matrix M[Ucrit(0), 0] has a block circular
structure (see Appendix A). Generically, such matrices have
distinct eigenvalues and, therefore, generic models will have
distinct eigenvalues. However, not all models are generic. For
example, the quasisteady model in Appendix A is degenerate
because it only includes coupling between adjacent blades and
the resulting block circulant Jacobian [Eq. (67)] has only three
nonzero blocks. In this case some of the eigenvalues are non-
distinct. This leads to two cases:
1) If the least stable eigenvalue is distinct then the fact that
other eigenvalues may be nondistinct is irrelevant.
2) If the least stable eigenvalue is not distinct, then these
eigenvalues will typically be simple and will travel smoothly
with parameters. As a result, Eqs. (38– 40) still apply, and so
we need to only keep track of multiple eigenvalues to extend
the analysis. (In the quasisteady model, only a few of the ei-
genvalues repeat, and so, the least stable eigenvalue is usually
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distinct. For parameters in this paper, nondistinct least-stable
eigenvalues were only observed for r = 6 or r = 22.) Notice
that the preceding example is actually the exact opposite of
what one would expect for unconstrained matrices. If we do
not restrict attention to circulant matrices then the class of
matrices with nondistinct eigenvalues is generically nonsimple.
For a detailed discussion of these issues see Appendix B.
To apply Eqs. (38– 40) we need to compute i, U i, and V i,
the eigenvalues, and the left, right eigenvectors of M[Ucrit(0),
0] for all i. Because M[Ucrit(0), 0] has a block circular structure
(Appendix A) we can apply the methods of Appendix B to
compute the eigenvalues and vectors. These methods provide
a signi cant reduction in computational complexity: instead of
solving the rm rm eigenvalue/vector problem (m is the num-
ber of states per blade), where computation time increases as
(rm)3, we solve an m m eigenvalue/vector problem r times
with resulting computation time rm3, a savings of r2. These
methods also avoid the numerical dif culties inherent in solv-
ing eigenvalue/vector problems for matrices with nondistinct
eigenvalues.
We conclude this subsection by summarizing the previous
procedure for the quasisteady model introduced in Appen-
dix A.
Step 1: Derive the matrix M(U, z)—Appendix A, Eq. (67).
Step 2: Compute the eigenvalues of M(U, 0) for U [U0,
U1], the range of interest, by the methods of Appendix B.
Step 3: From step 2, construct h(U, 0) the maximal real part
of eigenvalues at every U [U0, U1].
Step 4: Find Ucrit(0), the point where h(U, 0) changes sign.
Suggested methods to do so are a bisection algorithm or the
Newton– Raphson method.
Step 5: Compute left and right eigenvectors (Ui, V i) of
M[Ucrit(0), 0] using Appendix B.
Step 6: Evaluate Eqs. (38– 40) as and vary over z1, z2,
. . . , zr and U.
Step 7: Substitute the results of step 6 into Eqs. (35– 37) to
compute the stability coef cients a, b, c1, . . . , ck.
Notice that all of the steps only require information at the
tuned point z = 0. The mathematica code that implements
method A is available by request from the author.
B. Method B: Finite Difference
For some models [Eq. (1)] it is not possible to compute the
quantities of Eq. (16). In particular, it is impractical to compute
M(U, z) and its derivatives for CFD models because of their
complexity and large number of states.
Given any model [Eq. (1)], which can accurately predict s(z)
for any given mistuning z, estimate the coef cients a, b, c1,
. . . , ck by  nite difference. From Eq. (13)
s( , 0, . . . , 0)s
a = (0) (42)
z1
21 s s(2 , 0, . . . , 0) 2s( , 0, . . . , 0)
b = (0) (43)2 22 z 21
2s
c = (0)i
z z1 1 i
s( , 0, . . . , 0, , 0, . . . , 0) 2s( , 0, . . . , 0)
(44)2
where in Eq. (44) the second in s( , 0, . . . , 0, , 0, . . . , 0)
appears in the (i 1)th spot and is small. To obtain a, b,
c1, . . . , ck we need to run model of Eq. (1) a total of r/2 2
times to form the RHS of Eqs. (42– 44). Once these runs have
been completed, the analysis question is solved and the effect
of all other types of mistuning is known up to second-order in
z. To estimate the required coef cients we need a model that
predicts s(z) accurately so that meaningful second-order  nite
differences may be formed. Consequently, the preceding
method is susceptible to numerical noise, which may cause
large errors when attempting to numerically determine second-
order derivatives.
V. Synthesis
Once the analysis question has been solved, the next obvious
task is synthesis: when is mistuning bene cial? If it is bene-
 cial what is the optimal mistuning? To address these ques-
tions de ne the notion of optimal mistuning.
First it is necessary to decide which type of mistuning will
be used. Various possibilities include blade stiffness, blade an-
gle of attack, stator shape, cowling clearance, and many other
forms of mistuning. In this section it is assumed that the type
of mistuning has been predetermined and we will not concern
ourselves with optimizing over type. From a practical stand-
point we wish to maximize the stability extension s(z) while
keeping the side effects of mistuning acceptable. Here side
effects refer to everything from increased weight and manu-
facturing cost to a decrease in operating range10 because of
mistuning. To solve the true optimal problem we would quan-
tify all of the possible side effects (such as cost, weight, op-
erating range, and many others) and form a constrained opti-
mization problem where we maximize s(z) subject to the
constraint that side effects remain below some practically mo-
tivated boundary. Clearly, such an approach is too ambitious.
At present we do not know how to quantify increase in cost,
operating range, and other factors as a function of mistuning.
Furthermore, there is no way to compose a complete list of all
possible side effects. Consequently, an optimization problem
thus obtained will almost certainly be untractable because of
the complexity of constraints motivated by acceptable side ef-
fects. To avoid these dif culties, we simply restrict the size of
mistuning and assume that resutling side effects are acceptable
if z is suf ciently small. In future research we will begin to
include physically motivated constraints to account for impor-
tant side effects.
It remains to de ne the size of mistuning. To motivate the
norm chosen, consider a blade stiffness mistuning. Manufac-
turing and weight considerations would allow some small var-
iation in each blade, so zi for all i. This leads to a natural
optimization problem constrained by the in nity norm on z:
3) Optimization: Maximize s(z) = a zi z Sz ( \ z \
3)ri=1
subject to \ z \ .
Having formulated the optimization problem we can deter-
mine if mistuning is bene cial. Of course it is understood that
we are judging the bene t based on the model chosen to rep-
resent the jet engine.
We show that mistuning only makes sense if is suf ciently
large compared to a ratio of linear (a) to quadratic (b, c1, . . . ,
ck) terms in Eq. (13). Recall Eq. (14)
r
3s(z) = a z z Sz ( \ z \ ) (45)i
i=1
where S is a real, symmetric, cyclic matrix containing the
quadratic coef cients b, c1, . . . , ck, and z is the transpose of
z. Let
r
z̄ solution to: max a z subject to \ z \ 1i
i=1
r
z* solution to: max z Sz subject to \ z \ 1, z = 0i
i=1
By inspection, z̄ = (1, 1, . . . , 1), and corresponds to a mean
tuned increase in parameters (assume a > 0, else reverse sign
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Fig. 6 Worthwhile mistuning lower bound. ----, true stability ex-
tension; ——, second-order approximation.
of z̄ ). Conversely, z* corresponds to a zero-average mistuning
that optimizes s(z) up to second order (assume S 0 and,
hence, z* ¹ 0). If we impose a zero-average restriction and
truncate third-order terms, then optimization 3 has solution
z*. Furthermore, \ z* \ = 1 else z* Sz* may be increased by
z* ; (1 )z*.
Now ask the following practically motivated question: given
an allowable size of mistuning , is it better to apply the op-
timal zero average mistuning z* or just increase parameters all
around by a tuned amount z̄? So compare
2 3s( z̄) = (ar) (z̄ Sz̄) ( ) (46)
2 3s( z*) = 0 (z* Sz*) ( ) (47)
where > 0 is the size of mistuning. For suf ciently small ,
the tuned stability extension s( z̄) is always greater because it
has a nonzero linear term (ar) . However, z* Sz* is typically
greater than z̄ Sz̄ because z* is the constrained quadratic op-
timum (note z* ¹ z̄) and, hence (z* Sz*) 2 eventually overtakes
(ar) (z̄ Sz̄ ) 2 (Fig. 6). Such a crossover occurs at
ra
* = (48)
z* Sz* z̄ Sz̄
Based on this second-order analysis: if * < , then -sized
zero-average mistuning is worthwhile [s( z*) > s( z̄)], other-
wise it is not. Rephrasing, a zero-average mistuning is only
worthwhile if it is bigger than *. Of course, the second-order
approximation may fail at * if * is too large, in which case
we cannot make any claims. Notice that * is small if second-
order coef cients (b, c1, . . . , ck) dominate the  rst-order co-
ef cient a.
It is now clear that results in this paper allow the reader to
judge when to apply mistuning, based on the model (1). How-
ever, they also determine which mistuning should be applied.
This is done by solving the optimization 3 up to second or-
der—a standard linear constraint quadratic programming prob-
lem. Numerical techniques17 exist that can  nd global maxi-
mums of a zi z Sz subject to \ z \ . Current software
r
i=1
can usually solve problems up to r 30. Larger optimizations
take too long (r = 60 is projected to take approximately 30
years), but it is possible that computation time can be de-
creased dramatically by utilizing the special structure of S. In
fact, because general quadratic programs are provably non-
polynomial time hard,19 solutions to large optimal mistuning
problems will not be possible unless one exploits the special
symmetry and structure of the mistuning problem. Such ex-
ploitation of problem structure—and the resulting dramatic de-
crease in computational complexity—is demonstrated in the
next section.
VI. Combinatorial Optimization with Structure
Mistuning can, at  rst glance, lead to notoriously dif cult
optimization problems. For example, suppose n blades are
made and these blades have a set of mistuning values (say
stiffness variations) y1, y2, . . . , yn because of machining tol-
erances. Given the stability coef cients a, b, c1, c2, . . . , ck and
assuming yi are known (measurable), what is the arrangement
of the r blades that maximizes stability? If we wanted to solve
the problem exhaustively, we would have to check n permute
r or n!/(n r)! possibilities. Clearly, this is not practical for
large r or n; even the special case n = r requires r! operations.
A possible solution lies in the problem structure—exploiting
such structure can result in tremendous complexity reduction.
Speci cally, circular structure of the mistuning problem and
the additional structure of the stability coef cients ci found in
the quasisteady model (see Sec. VII and Table 1) allows so-
lution of the n = r combinatorial optimization in closed form.
Consider the set of models where stability coef cients sat-
isfy the relation
c > c > > c > c , r odd (49)1 2 k 1 k
c > c > > c > 2c , r even (50)1 2 k 1 k
Condition (49) or (50) holds for the quasisteady model (Ap-
pendix A) over a fairly broad range of parameter values. There
is no reason for this condition to hold for other models, yet
there is also no reason to suppose that such structure is speci c
to the quasisteady model. When condition (49) or (50) holds,
the following problem may be solved closed form:
4) Combinatorial Optimization: Given mistuning values
( y1, y2, . . . , yr), the stability coef cients (a, b, c1, . . . , ck) that
satisfy condition (49) or (50) and the resulting matrix S of Eq.
(14); maximize s(z) = a zi z Sz subject to z = {z:
r
i=1
z = , , . . . , , li ¹ lj, i ¹ j}.(y y y )l l l1 2 r
Optimization 4 is not restricted to mistuning applications.
An identical optimization arises in computer science—related
to the optimal arrangement of records to be searched—and its
statement and terse solution can be found in Knuth20 (p. 405,
Q18 and Q20). Optimal solutions are all rotations and re ec-
tions of the pyramid arrangement z = (z1, z2, . . . , zr), where
zk 1 zk zk 2 zk 1 zr 1 z2 zr z1 for r
even or zk 1 zk zk 2 zk 1 z2 zr 1 z1 zr
for r odd (Fig. 7). Computational complexity drops from r! to
r log r, which is the sorting time for r objects.20
The proof presented here follows Knuth.20 We show the r
odd case but r even is almost identical, the only difference
being the factor of 2 that multiplies ck in Eq. (50). First note
that the solution to optimization 4 is independent of the co-
ef cients a and b because the relevant terms a zi and
r
i=1
b are invariant under permutations of z. Therefore, with-r 2zi=1 i
out loss of generality, we may consider the objective function
z z = z (S bI )z, which depends on coef cients ci only.
Now, for any z make one of two identi cations (here and
are placeholder variables)
z = ( , , . . . , , , , . . . , , ) (51)1 2 k k 2 1
z = ( , , . . . , , , . . . , , , ) (52)1 2 k k 2 1
and de ne the sets
A = {i: < , i (1, 2, . . . , k)} (53)i i
B = {i: = , i (1, 2, . . . , k)} (54)i i
C = {i: > , i (1, 2, . . . , k)} (55)i i
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Table 1 Analysis coef cients for stiffness and blade angle-of-attack mistuning
Mistuning a b c1 c2 c3 c4 c5 c6 c7 c8
Stiffness 29.70 55.81 71.99 37.56 8.44 15.40 33.93 47.17 55.12 57.77
Angle 1.83 1.05 0.20 0.10 0.30 0.03 0.09 0.12 0.14 0.15
Fig. 7 Optimal pyramid arrangement (r even).
Consider switching i and i when i > i; hence, switch for
all i C. For both Eqs. (51) and (52) it can be shown that
the resulting change in the objective function z z is given by
= [c c ]( )( ) (56)i j l(i, j) j j i i
i C, j A
where
i j h, i j h k
l(i, j ) = (57)
r (i j h), i j h > kl
and h is 1 or 0, depending on whether we consider Eqs. (51)
or (52), respectively. It follows that i j < l(i, j ) for all i, j
in (1, 2, . . . , k). Hence, > by condition (49), and thec ci j l(i, j)
terms ( j j) and ( i i) are strictly positive by de nition
of sets A and C. Consequently, > 0 unless either A or C is
empty. In other words, we can improve on z in Eq. (51) or
(52) if both A and C are nonempty. It turns out that only the
pyramid arrangement of Fig. 7 has either A or C empty for all
rotations and re ections; hence, it is the only arrangement that
cannot be improved by the construction [Eqs. (49– 57)].
Next, recall that optimums come in sets of 2r—if z* is an
optimum then so is any rotation or re ection of z*. [Because
a re ection about is equivalent to a re ection about andz* z*i 1
2(i 1) rotations, we really only have one re ection and
r rotations for a total of 2r equivalent optimums.] Suppose
an optimal solution z* of optimization 4 is not a rotation or
re ection of the pyramid arrangement. Rotate z* so that =z*p
maxi appears in the (k 1)th spot (if there is more thanz*i
one maximum then pick any of these maxima), and re ect z*
about if < . These two operations yield an equivalentz* z* z*k 1 k k 2
optimum and imply .z* z* z*k 1 k k 2
Because z* is not a rotation or re ection of the pyramid
arrangement then one of the inequalities in the top row of Eq.
(58) must fail. The middle and bottom row correspond to the
same chain of inequalities using the relabeling of Eqs. (51)
and (52), respectively,
z* z* z* z* z*k 1 k k 2 k 1 2
k k k 1 2
k k k 1 k 1 2
z* z* z*r 1 1 r
(58)2 1 1
1 1
First consider the case where ¹ ¹ zk 2; hence, >z* z* z*k 1 k k 1
> . We have assumed z* is not a pyramid arrangement,z* z*k k 2
so at least one of the inequalities in Eq. (58) must fail. There
are two possibilities: either i i fails in the middle row of
Eq. (58) for some i or j j fails in the bottom row of Eq.
(58) for some j. In the  rst possibility, i > i, and so A is
nonempty, but > , and so k > k and C must be non-z* z*k k 2
empty. Hence, of Eq. (56) is positive, z* can be improved
by the construction of Eqs. (49– 57), and so z* is not the op-
timum—a contradiction! Similarly, possibly two j > j, so C
is nonempty, but k > k and, hence, A is nonempty. This also
contradicts the assumption that z* is optimal.
Now consider the cases where ¹ ¹ zk 2 does not hold.z* z*k 1 k
When = but ¹ ¹ , then > becausez* z* z* z* z* z* z*k 1 k k k 2 k 1 k k 2
is a maximum of z* and we may re ect so that > .z* z* z*k k 2 k 1
Now we apply the same arguments as discussed earlier, except
k > k gets replaced by k 1 > k 1 to ensure A is nonempty
for the bottom inequality chain. The same re ection and right
shift applies for the next case where = = ¹ ¹z* z* z* z*k 1 k k 2 k 1
, etc. Notice that we need at least two values of z* differentz*k 3
from the maximal value = maxi , otherwise all arrange-z* z*p i
ments are optimal. For example, if the mistuning values are y1
= y2 = = yr 1 ¹ yr, then all arrangements are equivalent by
circular symmetry.
VII. Results and Applications to a Simple
Quasisteady Model
Conceptually, there are two levels of results in this paper.
Level one encompasses a reduction of practical mistuning is-
sues to tractable mathematical questions. This level includes
de nitions of stability extensions, symmetry arguments, quad-
ratic optimizations, large eigenvalue matrix problems and their
reduction to smaller (more tractable) matrix questions. It is
stressed that this level is model independent and provides a
general framework for analyzing and optimizing mistuning. Of
course it is understood that no single method can be general
enough to encompass all possible cases. However, the method
presented in this paper is quite simple. As a result, for speci c
applications that may fall outside the scope of level one, it
becomes obvious how to extend the analysis in question. For
example, if it is found that third-order terms are important in
s(z), then the extension required involves computing third-or-
der coef cients and optimizing over cubic terms. Thus, the
main contribution of this paper is the consistent, systematic
approach to mistuning that is presented.
Level two lies below level one and deals with speci c mod-
els. Researchers may pick whichever model [Eq. (1)] they be-
lieve captures relevant aerodynamic effects for their speci c
application. Once a speci c model has been picked, symmetry
arguments presented (or an extension thereof) can be applied
to solve the analysis and synthesis questions. It is hoped that
methods in this paper will serve as a guiding principle in
choice of relevant models. For example, suppose experiments
show that mistuning in a given application has a large effect
on stability. Then from Sec. V, Eq. (48), * = ra /(z* Sz*
z̄ Sz̄) must be small. If the model chosen does not have this
property then it follows that this model does not accurately
predict mistuning.
For the purposes of this paper, we use a quasisteady model
(Appendix A) to present and validate the symmetry arguments.
Because this is the simplest model that will display  utter-like
instabilities, we urge the reader to treat these results with cau-
tion. The model used assumes quasisteady aerodynamics
(hence, it does not include unsteady  uid dynamics), there is
only one degree of freedom and a single blade coupling
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Fig. 8 Quasisteady model: motion of tuned eigenvalues, stability boundary, and root locus.
Fig. 9 Hierarchy of mistuning boundaries based on quasisteady
model.
mechanism. As a result, this model is incapable of capturing
complex nonlinear behavior or important unsteady aerody-
namic effects. Nevertheless, this model is still quite useful be-
cause the blade coupling included captures one of the major
causes of instabilities in blade cascades.
Within the model, we can mistune three quantities, they are
stiffness ki, mass mi, and blade angle of attack i. It was no-
ticed that mass and stiffness mistuning result in almost iden-
tical behavior, both in coef cients computed a, b, c1, . . . , ck
and in optimization results. Consequently, we only discuss
stiffness and angle-of-attack mistuning. At the end of Sec.
IV.A, we outlined seven steps to compute the coef cients a,
b, c1, . . . , ck. To illustrate results (which were found to be
typical across parameter space), we pick parameters in the
quasisteady model corresponding to a high-speed fan with 16
blades (r = 16). Computing eigenvalues and vectors by the
methods of Appendix B we can plot h(U, 0) of step 3, Sec.
IV.A and a tuned root locus plot (Fig. 8). Hence, Ucrit(0) =
950.4 m/s. (Here we see the  rst drawback of the quasisteady
model, it cannot capture compressible effects and the instabil-
ity velocity is far too high.) Evaluating steps 5– 7 (end of Sec.
IV.A) yields the coef cients a, b, c1, . . . , ck. Comparison with
Method B of Sec. IV.B shows that for suf ciently small in
Eqs. (42– 44), the coef cients computed by methods A and B
fall arbitrarily close to one another (up to machine error);
hence, results for method B are not shown.
For angle-of-attack mistuning, it can be shown in closed
form (Appendix B) that S [of Eq. (14)] is negative de nite. As
a result, for zero-average mistuning we have s(z) z Sz < 0
for all z ¹ 0 [see Eq. (14)]. Hence, the quasisteady model
predicts that zero-average, angle-of-attack mistuning can only
decrease stability.
In the case of stiffness mistuning, it was found that * =
0.1 in Eq. (48). Note that * is the crossover where optimal
zero-average mistuning (accurate to second order)  rst sur-
passes a tuned increase; hence, it makes no sense to mistune
by less than *. However, the second-order approximation of
Eq. (14) fails at 0.08. Within the second-order range, we
must conclude that mistuning is not bene cial. Outside the
second-order range we cannot make any claims based on our
second-order analysis.
We compute stability outside the second-order range by
brute force. Recall the de nitions of the tuned increase and
optimal zero-average mistuning, z̄ and z*, de ned after Eq.
(45). If we compute s( z̄ ) and s( z*) as shown in Eqs. (46)
and (47), we then see that s( z̄) continues to increase beyond
= 0.08 but s( z*) falls sharply beyond 0.08 (this computa-
tion was based on solving for the eigenvalues directly instead
of approximating them to second order). Thus, s( z̄) is always
greater than s( z*), and so the quasisteady model predicts that
second-order optimal zero-average mistuning cannot beat a
tuned mean increase. Yet, based on experimental results such
as Ref. 6, we expect mistuning to have a large effect on sta-
bility, certainly much larger then would be caused by a small
tuned increase in stiffness. Our conclusion (modulo obvious
considerations such as, mistuning does not have a large effect
at these parameters) must be that the quasisteady model is a
poor predictor of mistuning, which is not surprising consid-
ering its simplicity.
To determine the optimal zero-average stiffness mistuning,
we numerically solve the optimization problem 3 up to second
order, subject to the additional constraint zi = 0. The
r
i=1
optimal solution z* has the form z* = (1, 1, . . . , 1, 1, 1,
. . . , 1). In other words, if we have r stiffnesses for r blades,
denoted k1 through kr, the optimal zero-average mistuning is
in the  rst mode: k1 = k2 = = kr/2 = k0(1 ) and kr/2 1 =
= kr = k0(1 ). (Recall that z Sz has a rotational, re ec-
tion, and sign symmetry—see Sec. IV—hence, any rotation,
re ection, or sign change of z* is also optimal). Note that the
form of the optimal mistuning is very different from the alter-
nate blade mistuning proposed in Ref. 16, where k1 = k3 =
= kr 1 = k0(1 ) and k2 = k4 = = kr = k0(1 ). It
is predicted that the optimal approach is an order of magnitude
better than alternate blade mistuning. Figure 9 shows the ap-
propriate stability boundaries for a 5% mistuning of stiffness.
The solid line on the far left represents the tuned stability
boundary, it intersects the U axis at Ucrit(0) = 950.4 m/s. Im-
mediately to the right (dash– dot) is the alternate mistuning
boundary, further right we  nd the optimal zero-average sta-
bility boundary (dash– dash) and  nally, on the far right (solid),
we have the tuned increase. There are two things to notice in
Fig. 9. First, it makes no sense to introduce mistuning based
on the quasisteady model, because the tuned increase is clearly
superior to the optimal zero average. Second, there is a huge
difference betwen alternate zero-average mistuning and opti-
mal zero-average mistuning. Intuitively, alternate mistuning
breaks symmetry only mildly. It reduces the single blade spac-
ing 2 /r symmetry to a two-blade spacing 4 /r symmetry be-
tween even and odd blades. By comparison,  rst mode mis-
tuning destroys all circumferential symmetry.
Finally, the optimal mistuning problem seems to have a ro-
bust structure. Small changes in system parameters and/or op-
erating conditions such as nominal rotor stiffness, blade mass,
and nominal angle of attack do not change the optimal answer.
Even though the coef cients a, b, c1, . . . , ck change slightly,
their structure remains the same and the optimal solution re-
mains unchanged. Such robustness issues will be addressed
rigorously in future research.
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Fig. A1 Cascasde of blades.
VIII. Conclusions
Results are presented for analyzing and optimizing the sta-
bility extensions caused by mistuning. Using mild smoothness
conditions and simple symmetry arguments, tough practical
issues are reduced to standard, tractable, mathematical prob-
lems. Analysis and synthesis problems are solved up to second
order in mistuning. Methods are presented to judge when mis-
tuning should be applied. Furthermore, the simpli cations pre-
sented here allow a researcher to judge easily if his or her
model can accurately predict mistuning effects. These tech-
niques are applied to a simple quasisteady model to illustrate
and validate the arguments used. One can conclude that this
very simple quasisteady model does not predict mistuning ef-
fects accurately.
Appendix A: Simple Quasisteady Model
In this section we introduce the simplest blade cascade
model that will go unstable. The primary purpose of this model
is to demonstrate the methods in this paper. However, one can
draw some interesting, if tentative, conclusions based on this
model.
Given a cascade of r blades, assume that each blade (num-
bered by index i ) has one degree of freedom, namely blade
bending qi (see Fig. A1). Structural coupling is modeled by a
linear spring with stiffness ki. Incoming velocity U is constant
between blades, but i is allowed to vary. As a result, we can
mistune three quantities: stiffness ki, mass m i, and blade angle
of attack that translates to varying i.
Let xi denote displacement of the ith blade from neutral
spring position. Then
m ẍ xÇ k x = (A1)i i i i i i
where kixi captures the structural force, and is a combination
of quasisteady aeroforces.
Aerodynamic forces are modeled in two parts. Part one deals
with quasisteady aeroforces on the ith blade because of its own
motion, this force is labeled i and is derived in standard fash-
ion
= q cC (A2)i L i
where q U 2/2 is the dynamic pressure, is the lift curve= CL
slope, c is the chord, and i is the effective angle of attack
because of blade motion. To complete the description of i it
remains to compute the angle i. This angle is the  ow angle
that blade i experiences as a result of its own motion, or the
 ow angle in the blade frame of reference. For small xÇ i, Eq.
(60) becomes
xÇ cosi i
= q cC (A3)i L i
U
Part two of the aerodynamic forces deals with forces caused
by blade coupling. It is assumed that the extra loading on blade
i is proportional to the amount of extra  ow it must turn, which
is in turn proportional to the distance between the (i 1)th
and (i 1)th blade. We label this force as
x xi 1 i 1
= pq c (A4)i
2s
where p is the coef cient of loading to extra  ow turned, and
q , c, and s play the role of appropriate normalization coef -
cients. Combining Eqs. (A1), (A3), and (A4) and noting =
, yields
xÇ cosi i
m ẍ xÇ k x = q cCi i i i i L i U
x xi 1 i 1
pq c (A5)
2s
Let i denote the equilibrium position, as shown in Fig. 1A.
Setting time derivatives to zero in Eq. (A5) gives
i 1 i 1
k = q cC pq c (A6)i i L i
2s
If the cascade is tuned (ki = k0, i = 0, i ) then Eq. (A6)
collapses to 0 = because all of the must equal.q cC /kL 0 0
However, if the system is not tuned, then the equilibrium
changes and i ¹ . Therefore, it is once again notedq cC /kL 0 0
that the relevant equilibrium point does vary as a function of
mistuning. (If the reader is concerned about the existence of
an equilibrium solution, note that the vector of satis es A
= b and it can be shown that A is invertible.)
Now let qi xi i, then Eq. (A5) becomes=
cos q qi i 1 i 1
m q̈ qÇ k q = q cC qÇ pq ci i i i i L i
U 2s
(A7)
Equation (A7) can be rewritten in desired form as
xÇ = M(U, z)x (A8)
where x is rede ned as x = [q1, qÇ 1, q2, qÇ 2, . . . , qr, qÇ r]
A B 0 0 B1 1 1
B A B 0 02 2 2
M(U, z) = (A9)
B 0 0 B Ar r r
0 1
A (U, z ) =i i k c qi
C cosL i
m m m Ui i i
(A10)
0 0
B (U, z ) =i i pq c
0
2m si
and mistuning can appear as ki = k0(1 zi), mi = m0(1 zi)
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or i = 0(1 zi). Note that M(U, z) is independent of the
equilibrium vector [ 1, . . . , r] because the quasisteady model
is linear.
If we consider more general models, M(U, 0) will still be
of block circular structure as in Eq. (A9). Here, the A matrices
along the diagonal re ect forces on blades caused by their own
motion, while B is a coupling term between adjacent blades.
In this case coupling of the upper blade enters as B while the
lower blade generates a symmetric force B. More generally,
we can have Bup ¹ Bdown, and coupling between blades two,
three, or four apart would appear as Cup, Cdown, Dup, Ddown, Eup,
Eup, Edown, etc. The size of M(U, z) will be states per blade m,
times the number of blades r, for a total of m r. The circular
structure of M(U, 0) in Eq. (A9) is a result of the circumfer-
ential symmetry of the problem and will be present for any
discrete blade model.
Appendix B: Eigenvalues and Eigenvectors
of Block Circular Matrices
Motivated by Appendix A we consider block circular matri-
ces and derive some standard results. Let P rm rm be de-
 ned as
P P P P P1 2 3 r 1 r
P P P P Pr 1 2 3 r 1
P = (B1)
P P P P P2 3 r 1 r 1
where Pj
m m for all j. Denote powers of the r th root of
unity as pj = exp(2 ij/r), here i = . Now let1
2 r 1 m mQ = P p P p P p Pj 1 j 2 j 3 j r
j (1, 2, . . . , r) (B2)
The following theorem allows us to express the eigenvalues
and vectors of P as eigenvalues and vectors of Qi. Conse-
quently, instead of solving the rm rm eigenvalue/vector
problem where computation time increases as (rm)3, we can
solve an m m eigenvalue/vector problem r times with re-
sulting computation time rm3, a savings of r2.
Theorem B.1 For P a block circular matrix as above, let ,dj
, and be the dth eigenvalue, left eigenvector and rightd du vj j
eigenvector, respectively, of Q j. Then form the eigenvalues
d
j
of P with left and right eigenvectors = , ,d d r 1 d r 2 dU [u , p u p uj j j j j j
and = , , . . . , , .d d d d r 2 d r 1 d. . . , p u ] V [v p v p v p v ]j j j j j j j j j j
Proof: To prove the theorem we need only show =dPV j
and P = Both statements are veri ed triviallyd d d d dV U U .j j j j j
be substitution. N
It follows from the theorem that block circular matrices have
distinct eigenvalues generically. This is trivial to see for the
scalar block case (m = 1) because the eigenvalues are simply
the Qj. Hence, for nondistinct eigenvalues we must have Q i =
Qj for i ¹ j—an extra condition on the Pi that will not hold in
general. For block circular matrices the same condition applies,
Qi = Qj for i ¹ j implies nondistinct eigenvalues. However, in
the latter case we can have nondistinct eigenvalues when a
particular Q j has nondistinct eigenvalues or if an eigenvalue
of Qj equals an eigenvalue of Q i for Qi ¹ Qj. Both additional
cases are also degenerate and, hence, circular matrices have
distinct eigenvalues generically. In other words, if we generate
block circulant matrices at random then the set of matrices
with nondistinct eigenvalues forms a measure zero set.
However, models are not generated at random, and some
common model structures lead to degenerate matrices. For ex-
ample, if we have a model with no blade coupling then the
resulting degenerate circular Jacobian would have the form P1
¹ 0 and P2 = P3 = = Pr = 0, in which case Q1 = Q2 =
= Qr = P1 and all of the eigenvalues are nondistinct. Another
example is the quasisteady model used in Appendix A. This
model is degenerate because it only includes coupling between
adjacent blades, and so, P1 ¹ 0, P2 = Pr ¹ 0 while P3 = P4
= = Pr 1 = 0. Hence, some of the Q j repeat and there are
some nondistinct eigenvalues. It is important to realize that in
these cases the nondistinct eigenvalues are generically simple
(have diagonal Jordan form) and so travel smoothly with pa-
rameters. This is because each of the Qj will have distinct
eigenvalues generically. As a result, each Qj will typically have
a complete set of left and right eigenvectors , , andd d m{u v }j j d=1
so, P will have a complete set of left and right eigenvector
, . Notice that unlike the block matrices Qj, the
d d r,m{U V }j j j,d=1
eigenvectors , will not repeat. So in the case where Qj
d dU Vj j
repeat we will have nondistinct but typically simple eigenval-
ues that travel smoothly with parameters. If it happens that the
least stable eigenvalue is one of the nondistinct eigenvalues
then the only analysis extension required is to keep track of
multiple eigenvalues.
In the  nal degenerate case, where one of the Qj is nonsim-
ple, the eigenvalues may travel discontinuously with param-
eters, here the analysis fails and cannot be easily extended. We
do not expect to encounter this case in practice because it is
a measure zero set and there is no expected model structure
that would enforce a nonsimple Qj.
To conclude this section we state a technical lemma required
in Sec. IV whose proof follows easily from properties of sym-
metric matrices and is not shown.
Lemma B.1 If R n n is a real symmetric matrix, is any
open neighborhood in n about the origin, then z Rz = 0, z
if and only if R = 0.
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