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EXISTENCE AND MORSE INDEX OF LEAST ENERGY
NODAL SOLUTION OF THE (p, 2)-LAPLACIAN
OSCAR AGUDELO, DANIEL RESTREPO, AND CARLOS VE´LEZ
Abstract. In this paper we study the quasilinear equation −ε2∆u −
∆pu = f(u) in a smooth bounded domain Ω with Dirichlet boundary
condition. For ε ≥ 0, we review existence of a least energy nodal solu-
tion and then present information about the Morse Index of least nodal
energy solutions this BVP. In particular we provide Morse Index infor-
mation for the case ε = 0.
1. Introduction
Consider the boundary value problem (BVP):{
−ε2∆u−∆pu =f(u) in Ω,
u =0 on ∂Ω,
(Pε)
where ε ∈ R is a parameter, Ω ⊂ RN , N ≥ 1, is a smooth bounded domain
when N ≥ 2 and an open bounded interval when N = 1. We assume that
p ∈ (2,+∞) and we denote by ∆u := div(∇u) and ∆p := div(|∇u|
p−2∇u)
the Laplace and the p-Laplace operators of a function u, respectively.
In what follows, we set
p∗ :=
{
Np
N−p , if p ∈ (2, N),
+∞, if p ∈ [N,∞)
and notice that p ∈ (2, p∗).
As for the nonlinearity f : R → R, define F (t) :=
∫ t
0 f(s)ds for t ∈ R and
consider the following set of hypotheses.
(f1) f ∈ C1(R) and there exist q ∈ (p, p∗) and A > 0 such that for every
t ∈ R,
|f ′(t)| ≤ A(1 + |t|q−2). (1.1)
(f2) There exist m ∈ (p, p∗) and T > 0 such that for every t ∈ R with
|t| ≥ T ,
f(t)t ≥ mF (t) > 0. (1.2)
(f3) f ′p(0) := lim sup
t→0
f(t)
|t|p−2t ∈ (−∞, λ1,p), where λ1,p > 0 is the first
eigenvalue of −∆p with homegeneous Dirichlet boundary condition.
(f3)’ f(0) = 0.
(f4) The function R − {0} ∋ t 7→ f(t)|t|p−1 is strictly increasing or equiva-
lently, for every t ∈ R− {0},
f ′(t) > (p − 1)
f(t)
t
.
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Notice that (f3) implies (f3)’.
For any function v : Ω → R, define v+(x) := max{0, v(x)} and v−(x) :=
min{0, v(x)} for a.e. x ∈ Ω and any connected component of the set {v 6= 0}
will be called a nodal domain or nodal region of the function v.
The concepts of solutions we will be working with throughout this paper are
next defined. Let ε ∈ R and assume that f satisfies hypothesis (f1).
Definition 1. A solution of (Pε) is a function u ∈ W
1,p
0 (Ω) such that for
every ϕ ∈W 1,p0 (Ω),∫
Ω
(
ε2 + |∇u|p−2
)
∇u · ∇ϕdx =
∫
Ω
f(u)ϕdx. (1.3)
A nodal solution of (Pε) is a solution u such that u
+, u− 6= 0 a.e. in Ω.
The energy functional Jε : W
1,p
0 (Ω)→ R, associated with (1.3) is defined by
Jε(v) :=
∫
Ω
(
ε2
2
|∇v|2 +
1
p
|∇v|p − F (v)
)
dx for v ∈W 1,p0 (Ω).
Since p > 2 and f satisfies (f1), Jε ∈ C
2(W 1,p0 (Ω)) (see for instance [10] and
[11]) with first derivative
DJε(v)ϕ =
∫
Ω
(
ε2 + |∇v|p−2
)
∇v · ∇ϕdx−
∫
Ω
f(v)ϕdx
and second derivative
D2Jε(v)(ϕ,ψ) =
∫
Ω
(
ε2 + |∇v|p−2
)
∇ϕ · ∇ψdx
+
∫
Ω
(p− 2)|∇v|p−4(∇v · ∇ϕ)(∇v · ∇ψ)dx−
∫
Ω
f ′(v)ϕψdx (1.4)
for every v, ϕ, ψ ∈ W 1,p0 (Ω). Solutions to (Pε) correspond exactly to the
critical points of Jε in W
1,p
0 (Ω).
In this work we study existence, qualitative properties and Morse index
computations for least energy nodal solutions of (Pε).
If u ∈ W 1,p0 (Ω) is a solution of (Pε), its Morse index, mε(u), is defined as
the maximal dimension of a linear subspace E of W 1,p0 (Ω) such that
D2Jε(u)(ϕ,ϕ) < 0 for ϕ ∈ E.
Similar questions to the ones addressed in this work were studied in [8] in
the autonomous case, when ε = 0, p = 2 and under similar hypotheses on
the nonlinearity. The non-autonomous case, still for ε = 0 and p = 2, has
been treated in [4] under slightly weaker assumptions.
Existence and qualitative properties of nodal solutions to (Pε) in the case
ε = 0 and p > 1 have been studied in [3].
Recently, the authors in [2] studied the existence of a least energy nodal
solution for a related BVP were a more general class of diffusions are con-
sidered and under similar assumptions as (f1)-(f4), but assuming in (f3) that
f ′p(0) = 0 and that as |t| → ∞, f(t) has slower growth rate than |t|
q−2t. We
3remark that in [2] no information regarding the Morse index of nodal solu-
tions is provided.
The main technique used in the aforementioned works is the Nehari manifold
method. Our goal is to adapt this technique to our setting in order to study
in more detail nodal solutions of (Pε) and to extend the results in [8, 4, 2].
In order to state our main results, we introduce some required terminology.
For any ε ∈ R, the Nehari Manifold associated to the energy Jε is the set
Nε := {v ∈W
1,p
0 (Ω) : v 6= 0 and DJε(v)v = 0}. (1.5)
Observe that Nε contains all the non-zero solutions of (Pε). Since we are
interested in nodal solutions, we consider also the set
Mε := {v ∈W
1,p
0 (Ω) : v
+ ∈ Nε and v
− ∈ Nε}. (1.6)
Observe also that Mε ⊂ Nε and that Mε contains all the nodal solutions
of (Pε). In view of this remark, we say that a solution u ∈W
1,p
0 (Ω) of (Pε)
is a least energy nodal solution if
u ∈ Mε and Jε(u) = min
v∈Mε
Jε(v). (1.7)
Our main results read as follows.
Theorem 1. Let f satisfy hypotheses (f1)-(f4). For any ε ∈ R, there exists
a least energy nodal solution uε ∈W
1,p
0 (Ω) of (Pε) and
Jε(uε) = min
v∈Mε
Jε(v) = min
v∈W 1,p0 (Ω),
v+,v− 6=0
(
max
t,s≥0
Jε(tv
+ + sv−)
)
. (1.8)
Although the proof of the existence of the solution uε, stated in Theorem 1,
is essentially contained in Theorem 1.1 in [2], we include the detailed proof
since many of the elements in it will be used in the computation of the Morse
Index of the solution uε.
Also, up to our knowledge, the min-max characterization of the energy level
Jε(uε) in (1.8) is new and it is alternative to Nehari manifold approach.
We point out that Theorem 1 still holds for ε 6= 0 replacing (f3) by (f3)’ and
the hypothesis that f ′(0) < ε2λ1, where λ1 > 0 is the first eigenvalue of −∆
with homogeneous Dirichlet boundary condition. We impose (f3) instead of
these weaker conditions in order to obtain some uniform estimates which
will be used later on.
Our second result is concerned with qualitative properties and the Morse
index computation for least energy nodal solutions in the case ε 6= 0.
Theorem 2. Let f satisfy (f1), (f2), (f3)’ and (f4). For any ε 6= 0 and any
local minimizer, u ∈ Mε ∩ C
1(Ω), of Jε|Mε ,
(i) mε(u) = 2 and
(ii) u has exactly two nodal domains, i.e. the sets {u > 0} and {u < 0}
are connected and
{u 6= 0} = {u > 0} ∪ {u < 0}.
In particular, any least energy nodal solution u of (Pε) satisfies (i) and (ii).
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For ε = 0 and p = 2 (the semilinear case), Theorem 2 was already hinted
in [8] and proved in [4]. In fact our proof of Theorem 2 closely follows the
scheme of [4].
Regarding the case ε = 0, our next result extends Theorem 1.1 in [3] and
Theorem 1.1 in [2] by providing an example of a nodal solution of (P0)
having Morse index two.
Theorem 3. Let f satisfy hypotheses (f1)-(f4). Then the BVP (P0) has a
least energy nodal solution u0 ∈W
1,p
0 (Ω)∩C
1(Ω) with m0(u0) = 2 and with
two exactly two nodal domains.
If a least energy nodal solutions of (P0) has some nondegeneracy, then it can
be approximated by local minimizers associated to (Pε). This is the content
of our next result.
Theorem 4. Let f satisfy hypotheses (f1)-(f4) and let u ∈ M0 be a strict
local minimizer of J0|M0 . Then, there exists a decresing sequence {εn}n∈N ⊂
(0,∞) with εn → 0 and there exists a sequence of functions {un}n∈N ⊂
W 1,p0 (Ω) such that
(i) for every n ∈ N, un ∈ Mεn and un is a local minimizer of Jεn |Mεn ,
(ii) un → u strongly in W
1,p
0 (Ω) as n→∞ and
(iii) mεn(un) = 2 and un has exactly two nodal domains.
(iv) m0(u) = 2 and u has exactly two nodal domains.
We believe the property of the least energy nodal solution stated in Theorem
3 to be generic for such solutions. In this regards, Theorem 4 provides a
partial reciprocal to Theorem 3. We remark also that Theorem 4 is true if
the solution u ∈ M0 is a limit point of isolated local minizers of J0|M0 (see
Remark at the end of the paper).
For ε = 1 and p > 2, S. Cingolani and G. Vanella in [11], obtained critical
groups estimates at any solution of (P1), in the spirit of the generalized
Morse lemma and assuming only hypothesis (f1).
Recently the authors in [7], obtained symmetry results and sign changing
properties of least energy nodal solutions for the case ε = 0 and p > 1 under
similiar assumption on the nonlinearity. In [7] the authors used the domain
derivative method to approach a domain optimization problem.
The paper is organized as follows. In section 2 we prove several lemmas
that will be useful throught the rest of the paper and we present the proof
of the Theorem 1. Section 3 is devoted to some regularity results needed for
the computation of the Morse index of the solutions for ε 6= 0. In section 4
we give the detailed proof of the Theorem 2 and in section 5 we handle the
limiting case ε = 0 and present the proofs of the rest of the Theorems.
2. Qualitative lemmas and existence
In this part, we present the existence of a least energy nodal solution for
(Pε). Our arguments are motivated by those in [8], but we refer the reader
5to [2], [3] and [4] (and references therein), where existence of least energy
nodal solutions was already treated in other settings.
We begin with a some remarks that will be crucial throughout this work
and introduce also some further notation.
Assume hypotheses (f1), (f3). Since 2 < p < q, given any µ ∈ (f ′p(0),∞),
there exists Cµ > 0 such that for any t ∈ R,
f(t)t ≤ µ|t|p + Cµ|t|
q. (2.1)
Assuming hypothesis (f2) and integrating (1.2), we find constants a, b > 0
such that
F (t) ≥ a|t|m − b for t ∈ R. (2.2)
Let ε ∈ R be arbitrary, but fixed and consider the function γε :W
1,p
0 (Ω)→ R
defined by
γε(v) :=DJε(v)(v)
=
∫
Ω
(
ε2|∇v|2 + |∇v|p − f(v)v
)
dx
for v ∈W 1,p0 (Ω). Observe that γε ∈ C
1(W 1,p0 (Ω)) with derivative
Dγε(v)ϕ =
∫
Ω
([
2ε2 + p|∇v|p−2
]
∇v · ∇ϕ− f ′(v)vϕ − f(v)ϕ
)
dx (2.3)
for v, ϕ ∈W 1,p0 (Ω). The set Nε, defined in (1.5), reads as
Nε := {v ∈W
1,p
0 (Ω)− {0} : γε(v) = 0}
and v ∈ Nε if and only if v ∈W
1,p
0 (Ω)− {0} and∫
Ω
(
ε2|∇v|2 + |∇v|p
)
dx =
∫
Ω
f(v)vdx. (2.4)
Next lemma states that the energy Jε|Nε is uniformly coercive and the sets
Nε are uniformly bounded away from zero.
Lemma 5. Let f satisfy (f1)-(f3). Then, the following properties are satis-
fied.
(i) There exist C ∈ R such that for any ε ∈ R and any v ∈ Nε,
Jε(v) ≥
(
1
p
−
1
m
)
‖v‖p
W
1,p
0 (Ω)
+ C. (2.5)
(ii) There exists ρ > 0 such that for every ε ∈ R and every v ∈ Nε,
‖v‖
W
1,p
0 (Ω)
≥ ρ. (2.6)
Moreover, there exists ρ0 > 0 such that for every ε ≥ 0 and every
v ∈ Nε,
‖v‖Lq(Ω) ≥ ρ0, (2.7)
where q is the exponent introduced in the condition (f1).
(iii) For every ε ∈ R, Nε is a closed subset of W
1,p
0 (Ω).
6 O. AGUDELO, D. RESTREPO, AND C. VE´LEZ
Proof. Let ε ∈ R and v ∈ Nε. Using (f2) and the fact that m > p > 2,
Jε(v) =Jε(v)−
1
m
γε(v)
=ε2
(
1
2
−
1
m
)∫
Ω
|∇v|2dx+
(
1
p
−
1
m
)∫
Ω
|∇v|pdx
−
1
m
∫
Ω
(mF (v)− f(v)v) dx
≥
(
1
p
−
1
m
)∫
Ω
|∇v|pdx−
1
m
∫
{|v|≤T}
(mF (v)− f(v)v) dx.
Since the function [−T, T ] ∋ t 7→ mF (t) − f(t)t is bounded, there exists
C ∈ R, depeding only on f and Ω, such that
Jε(v) ≥
(
1
p
−
1
m
)∫
Ω
|∇v|pdx+ C
and this proves (i).
To prove (ii), we proceed as follows. Let µ ∈ (f ′p(0), λ1,p) be fixed and choose
Cµ > 0 so that (2.1) holds. Using that v ∈ Nε,∫
Ω
|∇v|pdx ≤
∫
Ω
(
ε2 + |∇v|p−2
)
|∇v|2dx =
∫
Ω
f(v)vdx
and from (2.1) we find that∫
Ω
|∇v|pdx ≤ µ
∫
Ω
|v|pdx+Cµ
∫
Ω
|v|qdx. (2.8)
From the Sobolev inequalities, there exists C˜µ such that∫
Ω
|∇v|pdx ≤
µ
λ1,p
∫
Ω
|∇v|pdx+ C˜µ
(∫
Ω
|∇v|pdx
) q
p
so that (
1−
µ
λ1,p
)
≤ C˜µ‖v‖
q−p
W
1,p
0 (Ω)
.
This proves (2.6) with ρ =
(
1− µ
λ1,p
) 1
q−p
.
To prove (2.7), we argue by cases. If ‖v‖Lq(Ω) ≥ 1, then (2.7) is proven with
any ρ0 ∈ (0, 1]. If ‖v‖Lq(Ω) ∈ (0, 1), then ‖v‖
q
Lq(Ω) < ‖v‖
p
Lq(Ω) and using
(2.8) and Ho¨lder inequality,
ρp ≤ µmeas(Ω)
q
q−p ‖v‖p
Lq(Ω) + Cµ‖v‖
q
Lq(Ω) ≤ (µ+ Cµ) ‖v‖
p
Lp(Ω),
where meas(Ω) is the Lebesgue measure of Ω.
This implies the existence of ρ0 > 0 such that ‖v‖Lq(Ω) ≥ ρ0 proving (2.7)
and consequently concluding the proof of (ii).
Next, we prove (iii). Let {vn}n∈N ⊂ Nε such that vn → v strongly in
W 1,p0 (Ω). Since γε ∈ C
1(W 1,p0 (Ω)) and for any n ∈ N, γε(vn) = 0, it follows
that γε(v) = 0. Finally, (2.6) yields that ‖vn‖W 1,p0 (Ω)
≥ ρ for every n ∈ N.
Therefore, ‖v‖
W
1,p
0 (Ω)
≥ ρ > 0 and so v ∈ Nε. This completes the proof. 
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Lemma 6. Let f satisfy (f1)-(f4). For any ε ∈ R and for any v ∈W 1,p0 (Ω)
such that v 6= 0 there exists a unique τε,v > 0 such that
(i) τε,vv ∈ Nε,
(ii) The function [0,∞) ∋ t 7→ Jε(tv) is strictly increasing in [0, τε,v)
and strictly decreasing in (τε,v,∞) and
(iii) if DJε(v)(v) > 0 then τε,v > 1 and if DJε(v)(v) < 0 then τε,v < 1.
Proof. Consider the function gv : [0,∞)→ R defined by
gv(t) :=Jε(tv)
=
ε2t2
2
∫
Ω
|∇v|2dx+
tp
p
∫
Ω
|∇v|pdx−
∫
Ω
F (tv)dx for t ≥ 0.
Since J ∈ C2(W 1,p0 (Ω)), it follows that gv ∈ C
2([0,∞)) with
dgv
dt
(t) = ε2t
∫
Ω
|∇v|2dx+ tp−1
∫
Ω
|∇v|pdx−
∫
Ω
f(tv)vdx (2.9)
and
d2gv
dt2
(t) = ε2
∫
Ω
|∇v|2dx+ (p − 1)tp−2
∫
Ω
|∇v|pdx−
∫
Ω
f ′(tv)v2dx (2.10)
for any t ≥ 0.
Let t∗ > 0 be such that dgv
dt
(t∗) = 0. From (2.9) and (2.10),
d2gv
dt2
(t∗) =ε2
∫
Ω
|∇v|2dx+ (p− 1)
(∫
Ω
f(t∗v)
t
vdx− ε2
∫
Ω
|∇v|2dx
)
−
∫
Ω
f ′(t∗v)v2dx
=− (p− 2)ε2
∫
Ω
|∇v|2dx+
∫
Ω
(
(p− 1)
f(t∗v)
t∗v
− f ′(t∗v)
)
v2dx < 0.
Consequently, there exists at most one critical point of gv in (0,∞), and if
such point exists, it must necessarily be the unique global strict maximum
of gv in (0,∞). Next, we show the existence of such a critical point. Using
(2.2),
gv(t) ≤
ε2t2
2
∫
Ω
|∇v|2dx+
tp
p
∫
Ω
|∇v|pdx− atm
∫
Ω
|v|mdx+ bmeas(Ω)
for any t ≥ 0.
Since m > p, taking t→∞ yields
lim
t→∞
gv(t) = −∞,
so that there exists τε,v ∈ [0,∞) such that
gv(τε,v) = max
t≥0
gv(t).
Now we show that τε,v > 0. Observe that gv(0) = 0, so it suffices to prove
that dgv
dt
(t) > 0 for t ∈ (0, δ) with δ small enough. Indeed from (2.1) and
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(2.9) we have for t > 0
dgv
dt
(t) ≥ tp−1
(∫
Ω
|∇v|pdx−
∫
Ω
f(tv)tv
tp
dx
)
≥ tp−1
(∫
Ω
|∇v|pdx− µ
∫
Ω
|v|pdx− Cµt
q−p
∫
Ω
|v|qdx
)
≥ tp−1
((
1−
µ
λ1,p
)∫
Ω
|∇v|pdx− Cµt
q−p
∫
Ω
|v|qdx
)
.
(2.11)
From this it is clear that there exists the required δ > 0. Since v 6= 0,
gv(τε,v) > 0 and so τε,v > 0. Therefore,
dgv
dt
(τε,v) = 0, i.e. DJε(τε,vv)(τε,vv) =
0 and hence τε,vv ∈ Nε as claimed.
Finally, from the previous discussion, we conclude that gv is strictly in-
creasing in (0, τε,v) and strictly decreasing in (τε,v,∞). On the other hand,
dgv
dt
(1) = DJε(v)v and τε,v > 0 is the only critical point of gv. Thus, if
dgv
dt
(1) > 0, then 0 < 1 < τε,v). If
dgv
dt
(1) < 0, then 1 < τε,v < ∞ and this
concludes the proof.  
Lemma 7. Let f satisfy hypotheses (f1)-(f4) and let ε ∈ R. Then,
(i) Nε is a C
1-manifold embedded in W 1,p0 (Ω),
(ii) the tangent space TvNε of Nε at v is the set {ϕ ∈W
1,p
0 (Ω) : Dγε(v)ϕ =
0} and
(iii) for any v ∈ Nε, v /∈ TvNε.
Proof. First, we prove (i) and (ii) by showing that zero is regular value of
γε. Let v ∈ Nε be arbitrary. Using (2.3) and (2.4),
Dγε(v)(v) =
∫
Ω
(
2ε2|∇v|2 + p|∇v|p
)
dx−
∫
Ω
(
f ′(v)v2 − f(v)v
)
dx
= −(p− 2)ε2
∫
Ω
|∇v|2dx+
∫
Ω
(
(p − 1)f(v)v − f ′(v)v2
)
dx
and from hypothesis (f4),
Dγε(v)(v)<
∫
{v 6=0}
(
(p− 1)
f(v)
v
− f ′(v)
)
v2dx < 0. (2.12)
Since W 1,p0 (Ω) = Rv ⊕KerDγε(v) and Dγε(v)|Rv : Rv → R is bijective, the
Implicit Function Theorem and the fact that v ∈ Nε is arbitrary yield part
(i).
We also conclude that for any v ∈ Nε,
TvNε = KerDγε(v) = {ϕ ∈W
1,p
0 (Ω) : Dγε(v)ϕ = 0}
proving (ii). To prove (iii), observe from (2.12) that v /∈ TvNε. This
completes the proof of the lemma. 

Denote
S∞ :=
{
v ∈W 1,p0 (Ω) : ‖v‖W 1,p0 (Ω)
= 1
}
.
Lemma 8. Let f satisfy (f1)-(f4). For any ε ∈ R, the manifold Nε is
diffeomorphic to S∞. In particular, Nε is path-connected.
9Proof. In this proof we use the same notations as in Lemma 6. Let ε ∈ R
be fixed and consider the function λε : S∞ → Nε defined by
λε(v) := τε,vv for v ∈ S∞,
where τε,v > 0 is the unique positive value such that τε,vv ∈ Nε as described
in Lemma 6.
It is direct to verify that λε : S∞ → Nε is injective. On the other hand,
given v ∈ Nε, τε,v = 1. Set
v :=
v
‖v‖
W
1,p
0 (Ω)
∈ S∞
so that τε,v = ‖v‖W 1,p0 (Ω)
and λε (v) = τε,vv = v. Therefore, λε is bijective.
Next, we prove that λε ∈ C
1(S∞). Consider the function
ξ : R× (0,∞) ×
(
W 1,p0 (Ω) \ {0}
)
→ R, ξ(ε, t, v) := γε(tv).
Observe that for any ε ∈ R, t > 0 and any v ∈W 1,p0 (Ω) with v 6= 0,
ξ(ε, t, v) = 0 ⇐⇒ tv ∈ Nε ⇐⇒ λε(v) = tv.
Also, ξ is a C1−function and from (2.3) for any ε ∈ R, any t > 0 and
v ∈W 1,p0 (Ω) with v 6= 0 and ξ(ε, t, v) = 0,
∂ξ
∂t
(ε, t, v) = Dγε(tv)v
=
∫
Ω
(
2ε2t|∇v|2 + ptp−1|∇v|p
)
dx−
∫
Ω
(
f ′(tv)tv2 − f(tv)v
)
dx
= −(p− 2)ε2t
∫
Ω
|∇v|2dx+
∫
Ω
(
(p− 1)f(tv)v − f ′(tv)tv2
)
dx.
From hypothesis (f4),
∂ξ
∂t
(ε, t, v) <
∫
{v 6=0}
(
(p − 1)
f(tv)
tv
− f ′(tv)
)
tv2dx < 0.
Thus, the Implicit Function Theorem yields that the mapping
(ε, v) 7→ τε,v > 0
belongs to C1
(
R×
(
W 1,p0 (Ω) \ {0}
))
and we conclude, in particular, that
λε ∈ C
1(S∞). Finally, from Lemma 5, Img(λε) ⊂W
1,p
0 (Ω)−Bρ(0) and since
(λε)
−1(v) = v‖v‖
W
1,p
0
(Ω)
, we conclude that λε is a diffeomorphism.  
Remark. An important corollary of the previous proof, is the C1− depen-
dence on ε ∈ R of τε,v.
Now, we study the set Mε defined in (1.6) and the minimization problem
(1.7). Observe that
Mε ={v ∈W
1,p
0 (Ω) : v
+, v− 6= 0, γε(v
+) = γε(v
−) = 0}
={v ∈W 1,p0 (Ω) : v
+, v− 6= 0, DJε(v)v
+ = DJε(v)v
− = 0},
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where we recall that for any v ∈W 1,p0 (Ω),
Jε(v) =
∫
Ω
(
ε2
2
|∇v|2 +
1
p
|∇v|p − F (v)
)
dx.
Lemma 9. Let f satisfy (f1)-(f4). For any ε ∈ R, the numbers
αε := inf
v∈Mε
Jε(v) and βε := inf
v∈W 1,p0 (Ω), v
+, v− 6=0
(
max
t, s>0
Jε(tv
+ + sv−)
)
,
are well defined and αε = βε.
Proof. Let ε ∈ R be arbitrary, but fixed and let v ∈W 1,p0 (Ω) be also arbitrary
and such that v+, v− 6= 0. Consider the function hε : [0,∞) × [0,∞) → R
defined by
hε(t, s) := Jε(tv
+ + sv−) for t, s ≥ 0.
Observe that
hε(t, s) =
∫
Ω
(
ε2t2
2
|∇v+|2 +
tp
p
|∇v+|p − F (tv+)
)
dx
+
∫
Ω
(
ε2s2
2
|∇v−|2 +
sp
p
|∇v−|p − F (sv−)
)
dx
so that hε(t, s) = Jε(tv
+) + Jε(sv
−) for any t, s ≥ 0. Using the the notation
of the proof of Lemma 6 we get the decomposition hε(t, s) = gv+(t)+gv−(s).
Also, since Jε ∈ C
2(W 1,p0 (Ω)), hε ∈ C
2 ([0,∞) × [0,∞)) and
∇hε(t, s) =
(
DJε(tv
+)v+,DJε(sv
−)v−
)
=
(
dgv+
dt
(t),
dgv−
ds
(s)
)
.
Hence, since gv+ and gv− have only one critical point each, namely tε,v > 0
and sε,v > 0, respectively, we have that this pair provides the unique critical
point of h. On the other hand, we have that hε(t, s) = gv+(t) + gv−(s) →
−∞, as |(t, s)| → +∞. Also, hε(0, 0) = 0 and by (2.11), we find δ > 0 small
and such that if s ≥ 0 and t ∈ (0, δ) then ∂thε(t, s) > 0. Similarly, if t ≥ 0
and s ∈ (0, δ) then ∂shε(t, s) > 0.
We conclude that for any v ∈ W 1,p0 (Ω), with v
+, v− 6= 0, there exists a
unique pair (tε,v, sε,v) ∈ (0,∞) × (0,∞) such that
Jε(tε,vv
+ + sε,vv
−) = max
t,s≥0
Jε(tv
+ + sv−) = max
t,s>0
Jε(tv
+ + sv−).
In particular, tε,vv
+ + sε,vv
− ∈ Mε. From this fact it follows that Mε is
non-empty and combining it with (2.5) it follows that αε and βε are well
defined.
Moreover,
αε ≤Jε(tε,vv
+ + sε,vv
−)
=max
t,s≥0
Jε(tv
+ + sv−).
Since v is arbitrary, we conclude that αε ≤ βε.
Next, we prove the reverse inequality. Let v ∈ Mε be arbitrary. Since
v+, v− ∈ Nε, the proof of Lemma 6 yields that Jε(v
+) = max
t≥0
Jε(tv
+) and
Jε(v
−) = max
s≥0
Jε(sv
−), i.e. τε,v+ = τε,v− = 1.
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Let tε,v, sε,v > 0 be such that Jε(tε,vv
++sε,vv
−) = max
t,s≥0
Jε(tv
++sv−). Then,
max
t,s≥0
Jε(tv
+ + sv−) = max
t,s≥0
{Jε(tv
+) + Jε(sv
−)} = Jε(v
+) + Jε(v
−) = Jε(v),
implying that (tε,v, sε,v) = (1, 1).
Therefore,
βε ≤max
t,s≥0
Jε(tv
+ + sv−)
=Jε(v).
Since v ∈ Mε is arbitrary, we find that βε ≤ αε. This concludes the proof.
 
As pointed out in [4], due to the lack of regularity of the functions
W 1,p0 (Ω) ∋ v 7→ v
± ∈W 1,p0 (Ω),
(even in the case p = 2), the set Mε is not a submanifold of W
1,p
0 (Ω) and
hence it is not automatically clear that u ∈ Mε solving (1.7) is a critical
point of Jε. For this reason we use a version of the deformation lemma (see
Lemma 2.13 in [22]) to show that any local minimizer of Jε|Mε is a critical
point of Jε.
Lemma 10. Let f satisfy (f1)-(f4) and let ε ∈ R. Assume u ∈ Mε ∩ V ,
where V ⊂W 1,p0 (Ω) is an open set. If
Jε(u) = min
v∈Mε∩V
Jε(v),
then u is a critical point of Jε in W
1,p
0 (Ω).
Proof. Arguing by contradiction, assume that u is not a critical point in
W 1,p0 (Ω) of Jε so that
2ηε := ‖DJε(u)‖(W 1,p0 (Ω))∗
> 0.
Choose rε > 0 such that Brε(u) ⊂ V and for every v ∈ Brε(u),
‖DJε(v)‖(W 1,p0 (Ω))∗
> ηε > 0.
Fix a, b ∈ R with a < 1 < b. Set D := (a, b) × (a, b) ⊂ R2 and assume
further that a, b are such that {tu+ + su− : (t, s) ∈ D} ⊂ V .
Consider the function hε(t, s) := Jε(tu
+ + su−) for (t, s) ∈ [0,∞) × [0,∞),
introduced in the proof of Lemma 9 and recall that for any (t, s) ∈ R2 −
{(1, 1)},
hε(t, s) = Jε(tu
+) + Jε(su
−) < Jε(u
+) + Jε(u
−) = Jε(u) = hε(1, 1). (2.13)
In particular
max
(t,s)∈∂D
hε(t, s) < hε(1, 1).
Let δ ∈
(
0, rε3
)
be fixed and small enough so that B3δ(u) ⊂ V and
{tu+ + su− : (t, s) ∈ ∂D} ⊂ V \B3δ(u). (2.14)
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Set S := Bδ(u), c := Jε(u) and fix θε ∈
(
0, δηε8
)
. Using Lemma 2.3 in [22]
we find a continuous deformation Λε : [0, 1]×W
1,p
0 (Ω)→W
1,p
0 (Ω) such that
(a) Λε(1, v) = v for v /∈ J
−1
ε ([c− 2θε, c+ 2θε]) ∩B3δ(u),
(b) Λε(1, J
c+θε
ε ∩Bδ(u)) ⊂ J
c−θε
ε ,
(c) Jε(Λε(1, v)) ≤ Jε(v) for every v ∈W
1,p
0 (Ω),
(d) Λε(t, ·) is an homeomorphism of W
1,p
0 (Ω) for every t ∈ [0, 1].
From (c) and (2.13) for every (t, s) ∈ D − {(1, 1)},
Jε(Λε(1, tu
+ + su−)) ≤ Jε(tu
+ + su−) < Jε(u).
On the other hand, item (c) also implies that Jε(Λε(1, u)) ≤ Jε(u) and since
u ∈ Jc+θεε ∩Bδ(u) then item (b) yields
Jε(Λε(1, u)) ≤ c− θε < c = Jε(u).
Therefore,
max
(t,s)∈D
Jε(Λε(1, tu
+ + su−)) < Jε(u). (2.15)
Consider the mapping σε(t, s) := Λε(1, tu
+ + su−) for (t, s) ∈ D. Next, we
claim that σε(D) ∩Mε ∩ V is non-empty. If this is the case, then
Jε(u) ≤ min
v∈σε(D)∩Mε∩V
Jε(v)
and hence contradicting (2.15).
To prove the claim we proceed as follows. Consider the functions
Ψ0(t, s) :=
(
DJε(tu
+)u+,DJε(su
−)u−
)
,
Ψ1(t, s) :=
(
1
t
DJε(σ
+
ε (t, s))σ
+
ε (t, s),
1
s
DJε(σ
−
ε (t, s))σ
−
ε (t, s)
)
for (t, s) ∈ D.
Since u ∈ Mε, (1, 1) ∈ D is the unique point of maximum of hε. We conclude
that
deg(Ψ0,D, 0) = 1.
From (2.14) and item (a), σε(t, s) = tu
+ + su− for (t, s) ∈ ∂D, so that
Ψ0 = Ψ1 on ∂D and consequently,
deg(Ψ1,D, 0) = deg(Ψ0,D, 0) = 1.
Therefore, for some (t1, s1) ∈ D, Ψ1(t1, s1) = (0, 0), i.e. σε(t1, s1) ∈ Mε.
Finally, items (a) and (d) imply that Λε(1, ·) is a homeomorphism with
Λε(1, ·)|W 1,p0 (Ω)−B3δ(u)
= Id|
W
1,p
0 (Ω)−B3δ(u)
. Consequently, Λε(1, V ) ⊂ V and
since (t1, s1) ∈ D, then Λε(1, t1u
+ + s1u
−) ∈ V , i.e σε(t1, s1) ∈ V . This
concludes the proof of the claim and also the proof of the lemma.  
Lemma 11. Let f satisfy (f1)-(f4) and let ε ∈ R. Assume that B ⊂W 1,p0 (Ω)
is either an open ball or B = W 1,p0 (Ω). Let {vn}n∈N ⊂ Mε ∩ B and v ∈
W 1,p0 (Ω) be such that vn ⇀ v weakly in W
1,p
0 (Ω) and let τε,v+ , τε,v− > 0 be
such that τε,v+v
+ + τε,v−v
− ∈ Mε ∩B. Then the following holds true.
(i) v+ 6= 0 and v− 6= 0.
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(ii) If {vn}n∈N is a minimizing sequence for Jε|Mε∩B, i.e. Jε(vn) →
min
w∈Mε∩B
Jε(w), then vn → v strongly in W
1,p
0 (Ω), v ∈ Mε ∩ B and
Jε(v) = min
w∈Mε∩B
Jε(w).
In particular, if Jε(vn)→ min
w∈Mε
Jε(w), then v ∈ Mε and Jε(v) = min
w∈Mε
Jε(w).
Proof. We proceed as in section 3 of [8]. First, notice that
v+n ⇀ v
+, v−n ⇀ v
− weakly in W 1,p0 (Ω) (2.16)
and
‖v+‖
W
1,p
0 (Ω)
≤ lim
n→∞
‖v+n ‖W 1,p0 (Ω)
and ‖v−‖
W
1,p
0 (Ω)
≤ lim
n→∞
‖v−n ‖W 1,p0 (Ω)
.
(2.17)
The compactness of the Sobolev embeddings and (2.16) imply that, up to a
subsequence,
v+n → v
+, v−n → v
− strongly in Lr(Ω)
for any r ∈ [1, p∗). Also, v+ ≥ 0 and v− ≤ 0 a.e. in Ω. By taking further
subsequences, if necessary, we may also assume that the sequences {‖v+n ‖}n
and {‖v−n ‖}n converge in R.
Vainberg’s Lemma (see [21]) yields∫
Ω
F (v±n )→
∫
Ω
F (v±),
∫
Ω
f(v±n )v
±
n →
∫
Ω
f(v±)v±,
as n→∞. Since vn ∈ Mε,
DJε(v
±
n )v
±
n = 0 for every n ∈ N
and using Lemma 5 we find that∫
Ω
f(v±)v±dx = lim
n→∞
∫
Ω
f(v±n )v
±
n dx
≥ lim
n→∞
∫
Ω
|∇v±n |
pdx
≥ρp,
so that v± 6= 0 in W 1,p0 (Ω). This proves (i).
Next, we prove (ii). First we prove that vn → v strongly in W
1,p
0 (Ω). We
proceed by showing that in (2.17) both equalities hold.
Let us argue by contradiction. Assume either
‖v+‖
W
1,p
0 (Ω)
< lim
n→∞
‖v+n ‖W 1,p0 (Ω)
or ‖v−‖
W
1,p
0 (Ω)
< lim
n→∞
‖v−n ‖W 1,p0 (Ω)
.
(2.18)
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Set a := τε,v+ and b := τε,v− . Since av
+ + bv− ∈ Mε ∩B,
inf
w∈Mε∩B
Jε(w) ≤Jε(av
+ + bv−) = Jε(av
+) + Jε(bv
−)
< lim
n→∞
Jε(av
+
n ) + lim
n→∞
Jε(bv
−
n ) (from (2.18))
≤ lim
n→∞
Jε(v
+
n ) + lim
n→∞
Jε(v
−
n ) (since v
+
n , v
−
n ∈ Nε)
= lim
n→∞
Jε(v
+
n + v
−
n ) = inf
w∈Mε∩B
Jε(w),
which is a contradiction. Thus, the equalities hold in (2.17). Since W 1,p0 (Ω)
is uniformly convex (see Theorem 2.6 in [1]) the convergence of {vn}n∈N to
v in W 1,p0 (Ω) is strong.
Since vn → v strongly in W
1,p
0 (Ω) and Jε is a C
1− function, we conclude
that v+, v− ∈ Nε, i.e. v ∈ Mε or equivalently tε,v = sε,v = 1. From our
assumptions, this in turn implies that v ∈ B.
Finally, If {vn}n∈N is a minimizing sequence for Jε|Mε∩B , then Jε(v) =
min
w∈Mε∩B
Jε(v). This completes the proof of the lemma.  
Proof. Proof of Theorem 1. Let {vn}n∈N ⊂ Mε be a minimizing sequence,
i.e. Jε(vn)→ αε. From Lemma 5, Jε|Nε is coercive. Consequently, {vn}n∈N
is bounded. From the reflexivity of W 1,p0 (Ω), there exists u ∈W
1,p
0 (Ω) such
that, up to a subsequence vn ⇀ u weakly in W
1,p
0 (Ω). A direct application
of Lemma 11 implies that u ∈ Mε solves (1.7). Finally, Lemma 10 implies
that u is a least energy nodal solution of (Pε) and Lemma 9 yields (1.8).
This completes the proof of the theorem.  
We conclude this section providing a result that relates the number of nodal
regions of a solution with its Morse index.
Lemma 12. Let f satisfy (f1) and (f4) and let ε ∈ R. Assume that u ∈
W 1,p0 (Ω) is a weak solution of (Pε) with Nε(u) nodal regions. Then Nε(u) ≤
mε(u).
Proof. Let C be a nodal region of u and define v := 1Cu. Lemma 1 in [18]
yields that v ∈W 1,p0 (Ω) and
∇v(x) =
{
0, a.e. x ∈ Ω \ C
∇u(x), a.e. x ∈ C.
Thus, if D is another nodal region of u and w := 1Du, then from (1.4) we
have that
D2Jε(u)(v,w) = 0.
We conclude that given any t, s ∈ R,
D2Jε(u)(tv + sw, tv + sw) = t
2D2Jε(u)(v, v) + s
2D2Jε(u)(w,w).
Therefore, to prove the lemma, it suffices to show that D2Jε(u) is negative
definite along any direction v of the form 1Cu with C an arbitrary nodal
region of u.
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Notice that since u is critical point, using the definition of v
DJε(u)(v) =
∫
Ω
(
ε2 + |∇v|p−2
)
∇v · ∇vdx−
∫
Ω
f(v)vdx = 0.
Using the latter equation and (f4) we obtain (see also the proof of Lemma
6)
D2Jε(u)(v, v) =
∫
Ω
(
ε2 + |∇v|p−2
)
∇v · ∇vdx+
∫
Ω
(p − 2)|∇v|pdx−
∫
Ω
f ′(v)v2dx
= (2− p)
∫
Ω
ε2|∇v|2 +
∫
{v 6=0}
(
(p− 2)
f(v)
v
− f ′(v)
)
v2dx < 0.
Proceeding inductively on the number of nodal regions the result follows.
 
3. Regularity
In this part we obtain regularity results for solutions of (Pε). This results
will play a crucial role when computing the Morse index of least energy nodal
solutions in Section 4. The first result states the uniform boundedness of u.
Lemma 13. Let ε ∈ R and f satisfy hypothesis (f1). Any weak solution
u ∈W 1,p0 (Ω) of (Pε), in the sense of the Definition 1, belongs to L
∞(Ω).
Proof. The reader is referred to Lemma 3.1 in [11], but for the sake of
completeness and clarity we present a brief sketch of it.
Let u ∈ W 1,p0 (Ω) satisfy the integral identity (1.3). If p > N , the Sobolev
embedding W 1,p0 (Ω) →֒ C
0,1−N
p (Ω) yields the conclusion.
Assume now that p ∈ (1, N ] and that q ∈ (p, p∗). Let j ∈ N be arbitrary,
but fixed and consider the function
χj(ζ) :=


ζ + j for ζ < −j,
0 for |ζ| ≤ j,
ζ − j for ζ > j.
Since χj ∈W
1,∞
loc (R), χ
′
j ∈ L
∞(R) and χj(0) = 0,
|χj(u)| ≤ |u| and ∇χj(u) := 1Ωj∇u a.e. in Ω,
where Ωj := {|u| > j} and 1Ωj is the characteristic function of Ωj.
Proceeding in the same fashion as in the proof of the Proposition 9.5 in [6],
we conclude that χj(u) ∈W
1,p
0 (Ω) and using (1.3) with ϕ = χj(u),∫
Ωj
|∇u|pdx ≤
∫
Ω
(
ε2 + |∇u|p−2
)
∇u · ∇χj(u)dx
=
∫
Ω
f(u)χj(u)dx.
Hypothesis (f1) yields the existence of C > 0, depending only on q, such
that ∫
Ωj
|∇u|pdx ≤ C
∫
Ωj
(|u|2 + |u|q)dx
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and since j ≥ 1 and 2 < p < q < p∗, we can select C > 0 larger if necessary,
but yet independent of j, so that∫
Ωj
|∇u|pdx ≤C
∫
Ωj
|u|qdx
≤2q−1C
(∫
Ωj
(|u| − j)q dx+meas(Ωj)j
q
)
.
Next, let r ∈ (N
p
,∞) such that l := rq
r−1 ∈ (q, p
∗). Using Ho¨lder ’s inequality
and the fact u ∈ Ll(Ω), we estimate
∫
Ωj
(|u| − j)q dx ≤meas(Ω)
q
r−1
(∫
Ωj
(|u| − j)l dx
) q
l
=meas(Ω)
q
r−1‖u‖q−p
Ll(Ω)
(∫
Ωj
(|u| − j)l dx
) p
l
.
Therefore, ∫
Ωj
|∇u|pdx ≤ C1
(∫
Ωj
(|u| − j)l dx
) p
l
+meas(Ωj)j
q, (3.1)
where C1 := 2
q−1Cmeas(Ω)
q
r−1‖u‖q−p
Ll(Ω)
> 0.
Since (3.1) holds for any j ∈ N, Theorem 5.1 from Chapter 2 and the footnote
in page 71 both from [16] imply that u ∈ L∞(Ω). This concludes the proof
of the lemma.  
For any ε ∈ R arbitrary, consider the function Aε : R
N → RN defined by
Aε(z) :=
[
ε2 + |z|p−2
]
z for every z ∈ RN .
Observe that Aε(0) = 0. Also A0 ∈ C
0(RN ) ∩ C∞(Rn − {0}) and Aε ∈
C1(RN ).
A direct computation yields that
DAε(z) =
{[
ε2 + |z|p−2
]
IN×N + (p− 2)|z|
p−4z ⊗ z, if z 6= 0
ε2IN×N , if z = 0,
(3.2)
where IN×N is the identity matrix and the symbol ⊗ represents the tensor
product between two vectors of RN .
Lemma 14. For any ε ∈ R and any z ∈ RN , the symmetric matrix DAε(z)
has no negative eigenvalues and if ε 6= 0 they are strictly positive.
Proof. From (3.2), if z = 0 the result is immediate with eigenvalues λ1 =
· · · = λN = ε
2, so we assume that z 6= 0. Let λ ∈ R be such that
det [DAε(z)− λIN×N ] = 0.
If λ = ε2 + |z|p−2, then λ ≥ 0 and it is strictly positive for ε > 0. Assume
next that λ 6= ε2 + |z|p−2.
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From the matrix determinant formula, see for instance [15], it follows that
det [DAε(z) − λIN×N ] = det
[
(ε2 + |z|p−2 − λ)IN×N + (p− 2)|z|
p−4z ⊗ z
]
= det
[
(ε2 + |z|p−2 − λ)IN×N
](
1 +
(p− 2)|z|p−4
ε2 + |z|p−2 − λ
ztIN×Nz
)
=
[
ε2 + |z|p−2 − λ
]N−1 (
ε2 + (p− 1) |z|p−2 − λ
)
.
We conclude that λ = ε2 + (p− 1) |z|p−2 so that λ ≥ 0 and it is strictly
positive if ε > 0 proving the lemma.  
Lemma 15. Let p > 2. There exist constants γ,Γ > 0 such that for any ε
belonging to a bounded interval of R, any z ∈ RN and any ζ ∈ RN ,
γ [κ+ |z|]p−2 |ζ|2 ≤ DAε(z)ζ · ζ ≤ Γ [κ+ |z|]
p−2 |ζ|2, (3.3)
where κ = ε
2
p−2 .
Proof. Let ε belong to a fixed bounded interval of R. Lemma 14 yields that
DAε(z) is a semipositive definite matrix. Let λ1(z) ≤ · · · ≤ λN (z) denote
the eigenvalues of DAε(z).
Lemma 14 implies that λ1, λN : R
N → R are continuous in z. On the other
hand, the characterization
λ1(z) = min
|ζ|=1
DAε(z)ζ · ζ and λN (z) = max
|ζ|=1
DAε(z)ζ · ζ,
and Lemma 14 implies that for any z ∈ RN and ζ ∈ RN ,
(ε2+|z|p−2)|ζ|2 ≤ λ1(z)|ζ|
2 ≤ DAε(z)ζ·ζ ≤ λN (z)|ζ|
2 ≤ (ε2+(p−1)|z|p−2)|ζ|2.
Recall that for any β > 0 and for any a, b ≥ 0
aβ + bβ ≤ 2(a+ b)β. (3.4)
Using (3.4) and that p > 2,
(ε2 + (p− 1)|z|p−2) ≤ (p − 1)
[
ε2 + |z|p−2
]
≤ 2
[
|ε|
2
p−2 + |z|
]p−2
for some constant Cp > 0 depending only on p > 2. Consequently,
DεA(z)ζ · ζ ≤ 2
[
|ε|
2
p−2 + |z|
]p−2
|ζ|2.
On the other hand, defining
cβ :=
{
1, if β ∈ [0, 1)
21−β , if β ∈ [1,∞)
we get for a, b ≥ 0 that
cβ(a+ b)
β ≤ aβ + bβ.
Therefore, taking β = p− 2 we get
ε2 + |z|p−2 ≥ cp−2
[
|ε|
2
p−2 + |z|
]p−2
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so that
DεA(z)ζ · ζ ≥ cp−2
[
|ε|
2
p−2 + |z|
]p−2
|ζ|2.
Set
γ := cp−2 and Γ := 2
to obtain the inequalities in (3.3). This completes the proof.  
Remark: From Lemma 13, any solution u ∈ W 1,p0 (Ω) of (Pε) is bounded.
By choosing κ, γ > 0 as in Lemma 15 and choosing
Γ˜ := Γ + sup
x∈Ω
|f(u(x))|,
conditions (1.4)-(1.7) in [20] are satisfied. These hypotheses correspond also
to the condition (0.3a)-(0.3d) in [17].
Lemma 16. Assume the hypotheses in Lemma 13 and let ε belong to any
bounded interval of R. Then, there exists β = β(N, p,Ω) ∈ (0, 1) independent
of ε > 0 such that any solution of u ∈W 1,p0 (Ω) of (Pε) belongs to C
1,β(Ω)∩
W 2,2loc (Ω).
Proof. From Lemma 13, u ∈ L∞(Ω). Let ε ∈ R be fixed and set h := f(u(·)).
The previous remark states that the operator divAε(∇u) and the right-hand
side h satisfy the hypotheses in the [Theorem 1,[20]] and in [Theorem 1, [17]].
Since, any bounded solution u of (Pε) solves weakly the equation
−ε2∆u−∆pu = h in Ω, u = 0 on ∂Ω,
there exists β = β(N, p,Ω) > 0 such that u ∈ C1,β(Ω) and there exists
C = C(N, p, ‖u‖L∞(Ω),Ω) > 0
such that
‖u‖C1,β (Ω) ≤ C.
From Proposition 1 in [20] it follows that u ∈ W 2,2loc (Ω) and this completes
the proof.  
Proposition 17. Let p > 2 and let ε 6= 0 belong to a bounded interval of
R. Assume hypotheses from Lemma 13 and let u ∈ W 1,p0 (Ω) a solution of
(Pε). Then, for any r > 1, u ∈W
2,r(Ω).
Proof. From Lemma 16, u ∈ C1,β(Ω) ∩W 2,2loc (Ω). Set h := f(u(·)).
Using hypothesis (f1), for x, y ∈ Ω,
|h(x) − h(y)| = |f(u(x))− f(u(y))| ≤ C|u(x)− u(y)| ≤ C˜|x− y|β
so that h ∈ C0,β(Ω).
Consider the BVP for w,{
−
(
ε2 + |∇u|p−2
)
∆w − (p− 2)|∇u|p−4∂iu∂ju∂ijw = h in Ω
w = 0 on ∂Ω,
(3.5)
where summation over repeated indices is understood.
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Observe that u ∈W 2,2loc (Ω) ∩C
1,β(Ω) is a strong solution of (3.5). Set
aij,ε :=
(
ε2 + |∇u|p−2
)
δij + (p− 2)|∇u|
p−4∂iu∂ju
so that equation (3.5) reads as
−aij,ε(x)∂ijw = h in Ω, w = 0 on ∂Ω.
Since p > 2 and ε2 > 0, aij,ε ∈ C(Ω). Also, Lemma 15 implies that aij,ε is
strictly elliptic. The fact that h ∈ L∞(Ω) and Theorem 9.15 in [14] yield
that given any r ≥ 2, there exists a unique strong solution w ∈ W 2,r(Ω) of
(3.5).
From the Theorem 8.9 in [14] and the remark after it, we conclude that w is
the unique strong solution of (3.5) in W 2,2loc (Ω)∩W
1,2
0 (Ω). Therefore, w = u
a.e. in Ω and so it is also unique in W 2,r(Ω). Since Ω is a bounded domain,
u ∈W 2,r(Ω) for any r > 1 and this proves the result.  
The following lemma provides a useful result for the computations presented
in the next section (see the proof of Lemma 19 below).
Lemma 18. If p ≥ 2, then for any φ ∈W 1,p(Ω) ∩W 2,2(Ω),
∆pφ = |∇φ|
p−2∆φ+ (p − 2)|∇φ|p−4
N∑
i,j=1
∂iφ∂jφ∂ijφ
a.e. in Ω. In particular, if φ ∈ W 1,p(Ω) ∩ W 2,p(Ω) then ∆pφ ∈ L
p′(Ω),
where p′ = p
p−1 .
Proof. To verify this claim, we first let µ > 0 be arbitrary, but fixed. Next,
integrating by parts we find that for any ψ ∈ C∞c (Ω),∫
Ω
[
µ2 + |∇φ|2
] p−2
2 ∇φ · ∇ψdx = −
∫
Ω
div
([
µ2 + |∇φ|2
] p−2
2 ∇φ
)
ψdx.
(3.6)
We estimate pointwise the integrand in the left-hand side of (3.6), to find
that [
µ2 + |∇φ|2
] p−2
2 |∇φ||∇ψ| ≤ C
[
µp−2 + |∇φ|p−2
]
|∇φ||∇ψ|
= C
[
µp−2|∇φ|+ |∇φ|p−1
]
‖∇ψ‖L∞(Ω)
a.e. in Ω.
On the other hand, since φ ∈W 2,2(Ω), we compute
div
([
µ2 + |∇φ|2
] p−2
2 ∇φ
)
=
[
µ2 + |∇φ|2
] p−2
2 ∆φ
+ (p− 2)
[
µ2 + |∇φ|2
] p−4
2
N∑
i,j=1
∂iφ∂jφ∂ijφ
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a.e in Ω. Using this computation and Young inequality, we estimate∣∣∣∣div
([
µ2 + |∇φ|2
]p−2
2 ∇φ
)∣∣∣∣ ≤ C[µp−2 + |∇φ|p−2]|D2φ|
≤ C
[
µp−2|D2φ|+
p− 2
p
|∇φ|p +
2
p
|D2φ|
p
2
]
a.e. in Ω. Therefore, a direct application of the Dominated Convervenge
Theorem taking µ→ 0+ yields that∫
Ω
|∇φ|p−2∇φ·∇ψdx =
∫
Ω

|∇φ|p−2∆φ+ (p− 2)|∇φ|p−4 N∑
i,j=1
∂iφ∂jφ∂ijφ

ψdx.
Since ψ ∈ C∞c (Ω) is arbitrary, we conclude that
∆pφ = |∇φ|
p−2∆φ+ (p − 2)|∇φ|p−4
N∑
i,j=1
∂iφ∂jφ∂ijφ
a.e. in Ω and this proves the first part of the claim. Now, if φ ∈W 1,p(Ω) ∩
W 2,p(Ω) then a direct application of Ho¨der’s inequality shows that ∆pφ ∈
Lp
′
(Ω).  
4. Morse index in the case ε 6= 0
Let ε 6= 0 and let uε ∈ Mε be a local minimizer for Jε|Mε . SinceMε is not
a smooth manifold of W 1,p0 (Ω), we cannot infer directly the local behavior
of Jε|Mε around uε to estimate its Morse index. We overcome this issue by
adapting the approach in [4] to our setting and by working on a suitable
dense subspace of W 1,p0 (Ω) containing uε.
Consider the functionals Iε,H :W
1,p
0 (Ω)→ R defined by
Iε(v) :=
∫
Ω
(
ε2
2
|∇v|2 +
1
p
|∇v|p
)
dx, H(v) :=
∫
Ω
F (v)dx
for every v ∈W 1,p0 (Ω).
Observe that Jε = Iε −H and Iε,H ∈ C
2(W 1,p0 (Ω)) with
DIε(v)ϕ =
∫
Ω
(
ε2 + |∇v|p−2
)
∇v · ∇ϕdx and DH(v)ϕ =
∫
Ω
f(v)ϕdx
for every v, ϕ ∈W 1,p0 (Ω).
Consider also the Banach space W :=W 1,p0 (Ω)∩W
2,p(Ω) endowed with the
norm of W 2,p(Ω).
Our first lemma is a technical result concerned with the regularity of Iε and
H in W . This lemma will be used to prove that Mε ∩W is a C
1-manifold
embedded in W .
Lemma 19. Let f satisfy (f1) and let ε 6= 0. Consider the functions
P±ε , Q
± :W 1,p0 (Ω)→ R defined by:
P±ε (v) := DIε(v)(v
±), Q±(v) := DH(v)(v±)
for every v ∈W 1,p0 (Ω). Then,
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(a) P±ε |W ∈ C
1(W ). Moreover, for every v ∈W , DP±ε (v) ∈ (W
1,p
0 (Ω))
∗
with
DP±ε (v)ϕ =
∫
{±v>0}
(−ε2∆v −∆pv)ϕdx
+
∫
{±v>0}
(ε2∇v + (p− 1)|∇v|p−2∇v) · ∇ϕdx,
(4.1)
for every ϕ ∈W 1,p0 (Ω).
(b) Q± ∈ C1(W 1,p0 (Ω)) and
DQ±(v)ϕ =
∫
Ω
f ′(v±)v±ϕ+
∫
Ω
f(v±)ϕ ∀v, ϕ ∈W 1,p0 (Ω).
Proof. We proceed as in the proof of the Lemma 3.1 in [4]. First, we prove
(a). Ho¨lder’s inequality implies that for each v ∈ W , P±ε (v) given by (4.1)
is well defined and continuous in W 1,p0 (Ω).
Let v, ϕ ∈W and t ∈ R− {0} be arbitrary. Consider the sets
Ct1 := {v + tϕ ≥ 0, v > 0}, C
t
2 := {v + tϕ ≥ 0, v < 0},
Ct3 := {v + tϕ < 0, v > 0}, C4 := {v = 0},
with corresponding characteristic functions 1Ct1 ,1Ct2 ,1Ct3 ,1C4 : Ω→ R.
Observe that
P+ε (v + tϕ)− P
+
ε (v)
=
∫
Ω
(
[ε2 + |∇(v + tϕ)|p−2]∇(v + tϕ) · ∇(v + tϕ)+ − [ε2 + |∇v|p−2]∇v · ∇v+
)
dx
=
∫
Ω
ε2
(
∇(v + tϕ) · ∇(v + tϕ)+ −∇v · ∇v+
)
dx+
+
∫
Ω
(
|∇(v + tϕ)|p−2∇(v + tϕ) · ∇(v + tϕ)+ − |∇v|p−2∇v · ∇v+
)
dx.
After lenghty, but straightforward computations involving integration by
parts, the use of Lemma 18 and rearranging of the terms, we find that
P+ε (v + tϕ)− P
+
ε (v) =
∫
Ω
(
−ε2∆v −∆pv
)
[(v + tϕ)+ − v+]dx
+
∫
Ω
(
|∇(v + tϕ)|p−2 − |∇v|p−2
)
∇v · ∇(v + tϕ)+dx
+ t
∫
Ω
(
ε2∇(v + tϕ)+ + |∇v|p−2∇(v + tϕ)+
)
· ∇ϕdx
+ t
∫
Ω
(
|∇(v + tϕ)|p−2 − |∇v|p−2
)
∇ϕ · ∇(v + tϕ)+dx
=:It + IIt + IIIt + IVt.
From Lemma 7.7 of [14] and Lemma 18 in Section 3, ∇v, ∆v and ∆pv are
zero a.e. on C4.
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First we estimate It. Observe that
It :=t
∫
Ct1
(−ε2∆v −∆pv)ϕdx +
∫
Ct2
(−ε2∆v −∆pv)(v + tϕ)dx+
∫
Ct3
(ε2∆v +∆pv)vdx
=t
∫
Ω
(
1Ct1
+ 1Ct2
)
(−ε2∆v −∆pv)ϕdx +
∫
Ω
(
1Ct3
− 1Ct2
)
(ε2∆v +∆pv)vdx.
Notice that either in Ct2 or in C
t
3 we have that |v| ≤ |t||ϕ| implying that∣∣∣(1Ct3 − 1Ct2
)
(ε2∆v +∆pv)v
∣∣∣ ≤ |t|(1Ct3 + 1Ct2
)
(ε2|∆v|+ |∆pv)|)|ϕ|
Also, since for i = 1, 2, 3
|1Cti (−ε
2∆v −∆pv)ϕ| ≤ (ε
2|∆v|+ |∆pv)|)|ϕ|
and as t → 0, 1Ct1 → 1{v>0} and for i = 2, 3 1Cti → 0 a.e. in Ω, the
Dominated Convergence Theorem yields
lim
t→0
1
t
It =
∫
{v>0}
(−ε2∆v −∆pv)ϕdx. (4.2)
Next, we estimate IIt. Since p > 2,
IIt =t
∫
Ω
(
(p − 2)
∫ 1
0
|∇v + ζtϕ|p−4∇(v + ζtϕ) · ∇ϕdζ
)
∇v · ∇(v + tϕ)+dx.
Thus,
1
t
IIt =
∫
Ω
(
(p− 2)
∫ 1
0
|∇ (v + ζtϕ) |p−4∇(v + ζtϕ) · ∇ϕdζ
)
∇v · ∇(v + tϕ)+dx
=
∫
Ω
1Ct1
(
(p− 2)
∫ 1
0
|∇ (v + ζtϕ) |p−4∇(v + ζtϕ) · ∇ϕdζ
)
∇v · ∇(v + tϕ)dx
+
∫
Ω
1Ct2
(
(p− 2)
∫ 1
0
|∇ (v + ζtϕ) |p−4∇(v + ζtϕ) · ∇ϕdζ
)
∇v · ∇(v + tϕ)dx.
Notice that there exists Cp > 0 such that for i = 1, 2∣∣∣∣1Cti
(
(p − 2)
∫ 1
0
|∇ (v + ζtϕ) |p−4∇(v + ζtϕ) · ∇ϕdζ
)
∇v · ∇(v + tϕ)
∣∣∣∣
≤ Cp(|∇v|
p−2 + |t|p−2|∇ϕ|p−2)|∇v||∇ϕ|.
Also, since
1Ct1
(
(p− 2)
∫ 1
0
|∇ (v + ζtϕ) |p−4∇(v + ζtϕ) · ∇ϕdζ
)
∇v·∇(v+tϕ)→ 1{v>0}|∇v|
p−2∇v·∇ϕ
and
1Ct2
(
(p− 2)
∫ 1
0
|∇ (v + ζtϕ) |p−4∇(v + ζtϕ) · ∇ϕdζ
)
∇v · ∇(v + tϕ)+ → 0
a.e. in Ω, as t→ 0, we conclude that
lim
t→0
1
t
IIt =
∫
{v>0}
(p − 2)|∇v|p−2∇v · ∇ϕdx. (4.3)
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As for IIIt, observe that
1
t
IIIt =
∫
Ω
1Ct1
(
ε2∇(v + tϕ) + |∇v|p−2∇(v + tϕ)
)
· ∇ϕdx
+
∫
Ω
1Ct2
(
ε2∇(v + tϕ) + |∇v|p−2∇(v + tϕ)
)
· ∇ϕdx
+ ε2
∫
Ω
1Ct4
∇(v + tϕ)+ · ∇ϕdx
and proceeding in a similar fashion as above,
lim
t→0
1
t
IIIt =
∫
{v>0}
(
ε2∇v + |∇v|p−2∇v
)
· ∇ϕdx. (4.4)
Finally, a direct application of the Dominated Convergence Theorem proves
that
lim
t→0
1
t
IVt = 0. (4.5)
From (4.2),(4.3), (4.4) and (4.5), and using that v, ϕ are arbitrary, we con-
clude that DP+ε is Gateaux differentiable in W and (4.1) is satisfied in the
Gateaux sense.
Next, we prove that P+ε |W ∈ C
1(W ). Let vn, v ∈ W be such that vn → v
strongly in W and let ϕ ∈ W be such that ‖ϕ‖W = 1. With no loss of
generality assume that vn(x) → v(x) and ∇vn(x) → ∇v(x) as n → ∞ for
a.e. x ∈ Ω. Then,
|(DP+ε (vn)−DP
+
ε (v))ϕ| ≤ε
2
∫
Ω
(|∆vn −∆v||ϕ|+ |∇(vn − v)||∇ϕ|) dx
+
∫
Ω
(|∆pvn −∆pv|) |ϕ|dx
+ (p − 1)
∫
Ω
∣∣|∇vn|p−2∇vn − |∇v|p−2∇v|∣∣ |∇ϕ|dx
+
∫
{v≤0<vn}
ε2 (|∆vn||ϕ|+ |∇vn||∇ϕ|) dx
+
∫
{vn≤0<v}
ε2 (|∆v||ϕ|+ |∇v||∇ϕ|) dx
+
∫
{v≤0<vn}
(
|∆pvn||ϕ|+ (p− 1)|∇vn|
p−1|∇ϕ|
)
dx
+
∫
{vn≤0<v}
(
|∆pv||ϕ|+ (p − 1)|∇v|
p−1|∇ϕ|
)
dx.
Recall that vn, v ∈ W . Using Ho¨der’s inequality, we find a constant Cp > 0
independent of n such that
ε2
∫
Ω
(|∆vn −∆v||ϕ|+ |∇(vn − v)||∇ϕ|) dx ≤ ε
2Cp‖vn − v‖W ‖ϕ‖W . (4.6)
Proceeding in the same fashion as above, using Lemma 18 and taking Cp > 0
larger if necessary,∫
Ω
(|∆pvn −∆pv|) |ϕ|dx ≤ Cp‖ϕ‖Lp(Ω)‖∆pvn −∆pv‖
L
p
p−1 (Ω)
−→ 0, (4.7)
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as n→∞.
Arguing in the same fashion as in (4.7), we conclude also that as n→∞,∫
Ω
∣∣|∇vn|p−2∇vn − |∇v|p−2∇v|∣∣ |∇ϕ|dx ≤ o(1)‖ϕ‖W .
We estimate the last four integrals as follows. Cauchy-Schwarz, Ho¨lder’s
inequality and the fact that p > 2 imply that∫
{v≤0<vn}
ε2 (|∆vn||ϕ|+ |∇vn||∇ϕ|) dx
≤
(∫
{v≤0<vn}
ε2
(
|∆vn|
2 + |∇vn|
2
)
dx
) 1
2
Cp‖ϕ‖W .
Since vn(x) → v(x) for a.e. x ∈ Ω and ∇v,∆v = 0 a.e. in the set {v = 0},
the Dominated Convergence Theorem yields∫
{v≤0<vn}
ε2 (|∆vn||ϕ| + |∇vn||∇ϕ|) dx ≤ o(1)‖ϕ‖W . (4.8)
Similarly we conclude that∫
{vn≤0<v}
ε2 (|∆v||ϕ| + |∇v||∇ϕ|) dx ≤ o(1)‖ϕ‖W . (4.9)
On the other hand, using Ho¨lder’s inequality and the fact that ∆pv ∈
L
p
p−1 (Ω) we get∫
{v≤0<vn}
(
|∆pvn||ϕ|+ (p− 1)|∇vn|
p−1|∇ϕ|
)
dx
≤ Cp
(∫
{v≤0<vn}
(
|∆pvn|
p
p−1 + |∇vn|
p
)
dx
) p−1
p
‖ϕ‖W
and arguing as above, as n→∞∫
{v≤0<vn}
(
|∆pvn||ϕ|+ (p − 1)|∇vn|
p−1|∇ϕ|
)
dx ≤ o(1)‖ϕ‖W . (4.10)
The same argument yields∫
{vn≤0<v}
(
|∆pv||ϕ|+ (p − 1)|∇v|
p−1|∇ϕ|
)
dx ≤ o(1)‖ϕ‖W . (4.11)
Putting together (4.6)-(4.11),
|(DP+ε (vn)−DP
+
ε (v))ϕ| ≤ o(1)‖ϕ‖W
as n → ∞ and since ϕ ∈ W with ‖ϕ‖W = 1 is arbitrary, we conclude that
DP+ε is continuous.
The same argument with obvious changes yields also that P−ε belongs to
C1(W ) and (4.1) holds true.
The proof of (b) goes along the same lines as the proof of (a). This concludes
the proof.  
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Remark: We point out that all the computations in the previous proof hold
true taking ϕ ∈W 1,p0 (Ω) with ‖ϕ‖W 1,p0 (Ω)
= 1.
Lemma 20. Let f satisfy (f1) and (f4) and let ε 6= 0. Assume that Mε ∩
W 6= ∅. Then, Mε ∩W is a C
1−manifold in W of codimension two.
Proof. Following the notations from Lemma 19, recall that
Mε ∩W = {v ∈W : v
± 6= 0 and P±ε (v)−Q
±(v) = 0}.
SinceMε∩W is contained in an open subset ofW , in view of the Lemma 19
and the Implicit Function Theorem, it suffices to prove that given any v ∈
Mε ∩W , the function (D (P
+
ε −Q
+) (v),D (P−ε −Q
−) (v)), which belongs
to B(W,R2), is a surjective function.
Fix v ∈ Mε ∩W and let λ, η ∈ R. Observe that
(D
(
P+ε −Q
+
)
(v)(λv+ + ηv−),D
(
P−ε −Q
−
)
(v)(λv+ + ηv−))
can be written in matrix form as(
D(P+ε −Q
+)(v)v+ 0
0 D(P−ε −Q
−)(v)v−
)(
λ
η
)
. (4.12)
Using that v ∈W and integrating by parts,
D(P+ε −Q
+)(v)v+ =
∫
Ω
(2ε2|∇v+|2 + p|∇v+|p − f ′(v+)(v+)2 − f(v+)v+)dx
D(P−ε −Q
−)(v)v− =
∫
Ω
(2ε2|∇v−|2 + p|∇v−|p − f ′(v−)(v−)2 − f(v−)v−)dx.
Using that v ∈ Mε and (f4),
D(P±ε −Q
±)(v)v± =− (p− 2)ε2
∫
Ω
|∇v±|2dx
+
∫
{v± 6=0}
(
(p− 1)
f(v±)
v±
− f ′(v±)
)
(v±)2dx
<0.
Therefore, the matrix in (4.12) is invertible. From this, we can not directly
conclude the desired surjectivity since the functions v+, v− do not necessarily
belong to W . We overcome this obstacle by considering the continuous
function Dv : W
1,p
0 (Ω)×W
1,p
0 (Ω) −→ R defined as
Dv(ϕ,ψ) := det
(
D(P+ε −Q
+)(v)ϕ D(P+ε −Q
+)(v)ψ
D(P−ε −Q
−)(v)ϕ D(P−ε −Q
−)(v)ψ
)
.
The previous considerations say Dv(v
+, v−) > 0. Aproximating v+ and
v− by functions ϕ and ψ in W , it follows that (D(P+ε − Q
+)(v),D(P−ε −
Q−)(v))|span{ϕ,ψ} is invertible. Hence (D (P
+
ε −Q
+) (v),D (P−ε −Q
−) (v)) ∈
B(W,R2) is surjective. This concludes the proof.  
Before proving the main theorem of this section we state a technical lemma
that will help us to get an upper bound for the Morse Index of uε.
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Lemma 21. Let (X, ‖ · ‖) be a Banach space and let Y and Z subspaces of
X such that Y ≤ Z and the codimension of Y in Z is T ∈ N. Then Y , the
closure of Y in X, has codimension at most T in Z.
Proof. Assume first that Y has codimension one in Z so that there exists
z0 ∈ Z, z0 /∈ Y , for which Z = Y ⊕ Rz0.
If z0 ∈ Y , then Z = Y and the result follows. Assume then that z0 /∈ Y .
Given z ∈ Z, there exist a sequence {tnz0+yn}n∈N, with tn ∈ R and yn ∈ Y
such that tnz0 + yn → z and in particular {tnz0 + yn}n∈N is bounded.
We claim that the sequence {tn}n∈N is bounded. If it were not the case, we
could find a subsequence {tnk}k∈N such that lim
k→∞
tnk =∞.
Thus, there would exist M > 0 such that for every k ∈ N,
|tnk |
∥∥∥∥z0 + 1tnk yn
∥∥∥∥
X
≤M
Implying that ‖z0 +
1
tnk
ynk‖X → 0 as k →∞. This is a contradiction with
the fact that we have assumed z0 /∈ Y and so {tn}n∈N is bounded.
Hence, up to subsequences, we may assume that tn → t0 ∈ R and yn → y0 ∈
Y as n→∞, so that z = t0z0 + y0.
Since z ∈ Z is arbitrary, we conclude that Z = Rz0 ⊕ Y . The general
case follows from the above discussion and an induction argument. This
completes the proof of the lemma.  
Proof. Proof of Theorem 2. First we prove (i). Since u ∈ Mε, hypothesis
(f4), (specifically the properties of the functions proof gu+(t) and gu−(s)
introduced in Lemma 6) imply that for any (λ, η) ∈ R2 − (0, 0),
D2Jε(u)(λu
+ + ηu−, λu+ + ηu−) = λ2D2Jε(u)(u
+, u+) + η2D2Jε(u)(u
−, u−)
< 0.
Therefore, m(uε) ≥ 2. In virtue of Proposition 17, u ∈ Mε ∩W , therefore
Lemma 20 implies that Mε ∩W is a non-empty C
1−manifold of W . Then,
for every ϕ ∈ Tu (Mε ∩W ) there exists δ > 0 and a C
1 curve c : (−δ, δ) →
W with c(t) ∈ Mε for every t ∈ (−δ, δ) such that c(0) = u and c
′(0) = ϕ.
Since u is a local minimizer of Jε on the C
1-manifoldMε ∩W , then β(t) :=
Jε(c(t)) has a local minimum at 0. By the chain rule β is a C
1 function and
notice that since u is a critical point of Jε then
0 ≤ lim
t→0+
β′(t)− β′(0)
t
= lim
t→0+
(DJ(c(t)) −DJ(u))
t
(c′(t)) = D2J(u)(ϕ,ϕ).
This implies that D2J(u)(ϕ,ϕ) ≥ 0 for every ϕ ∈ Tu (Mε ∩W ). From
Lemma 20, Tu (Mε ∩W ) has codimension 2 in W . Finally, using that W
is dense in W 1,p0 (Ω) and applying Lemma 21 to Tu (Mε ∩W ) ≤ W we get
that the closure of Tu (Mε ∩W ) has codimension at most two in W
1,p
0 (Ω)
and so mε(u) ≤ 2.
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Next, we prove (ii). Since u ∈ Mε is a local minimizers, we conclude from
part (i) in Lemma 11 that u has at least two nodal regions. Using part (i)
from this result, mε(u) = 2 and directly from Lemma 12 we conclude that
u has exactly two nodal regions. This completes the proof of the theorem.
 
5. Proof of Theorem 3
Throughout the rest of the developments, we assume that f satisfy (f1)-(f4)
and we remind the reader that for ε ∈ R,
Jε(v) =
∫
Ω
(
ε2
2
|∇v|2 +
1
p
|∇v|p − F (v)
)
dx for v ∈W 1,p0 (Ω).
For any ε ∈ R, let uε ∈Mε be the least energy nodal solution predicted by
Theorem 1. From Lemma 9,
αε = min
v∈Mε
Jε(v) = min
v∈W 1,p0 (Ω),
v+, v− 6=0
(
max
t, s≥0
Jε(tv
+ + sv−)
)
.
Also, a consequence of the proof of Lemma 9 is that
Jε(uε) = max
t,s≥0
Jε(tu
+
ε + su
−
ε ). (5.1)
Next two lemmas are concerned with the convergence of the sequences
{αε}ε≥0 and {uε}ε>0
Lemma 22. The following assertions hold true:
(i) the family {αε}ε is strictly increasing in ε > 0, αε → α0, as ε→ 0
+
and
(ii) there exist C > 0 and ε0 > 0 such that for any ε ∈ (0, ε0),(
1
p
−
1
m
)
‖uε‖
p
W
1,p
0 (Ω)
≤ αε ≤ C.
Proof. First, we prove (i). Let ε1, ε2 ∈ [0,∞) be arbitrary with ε1 < ε2. Let
also τε,v > 0 denote the projection scalar defined in Lemma 8, associated
with the energy Jε for the function v. Clearly τε1,u+ε2
u+ε2 + τε1,u−ε2
u−ε2 ∈ Mε1 .
Then,
αε1 = Jε1(uε1) ≤ Jε1(τε1,u+ε2
u+ε2 + τε1,u−ε2
u−ε2) < Jε2(τε1,u+ε2
u+ε2 + τε1,u−ε2
u−ε2).
From (5.1),
Jε2(τε1,u+ε2
u+ε2 + τε1,u−ε2
u−ε2) ≤ Jε2(uε2) = αε2
and hence αε1 < αε2 .
Next, we prove that αε → α0, as ε → 0
+. The proof of Lemma 8 and the
remark after it imply that τ
ε,u+0
→ τ0,u+0
and τ
ε,u−0
→ τ0,u−0
as ε→ 0+. Since
u0 ∈ M0, τ0,u+0
= τ0,u−0
= 1 and hence the definition of Jε yields that
α0 < αε = Jε(uε) ≤ Jε(tε,u0u
+
0 + sε,u0u
−
0 ) −→ J0(u0) = α0
as ε→ 0+. This proves (i).
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To prove (ii), we notice that for any ε0 > 0 fixed, from the previous discus-
sion {αε : ε ∈ (0, ε0)} is bounded and from Lemma 5 the conclusion follows.
This completes the proof of the lemma.  
Remark: More precise information about the asymptotics of αε as ε→ 0
+
can be obtain as follows. Following the notations in the previous proof and
using Lemma 9,
αε ≤ Jε(tε,u0u
+
0 + sε,u0u
−
0 )
= J0(tε,u0u
+
0 + sε,u0u
−
0 ) +
ε2t2ε,u0
2
∫
Ω
|∇u+0 |
2dx+
ε2s2ε,u0
2
∫
Ω
|∇u−0 |
2dx.
Since u0 ∈ M0, from (5.1) for ε = 0,
J0(tε,u0u
+
0 + sε,u0u
−
0 ) ≤ J0(u0) = α0.
Therefore,
αε ≤ α0 +
ε2t2ε,u0
2
∫
Ω
|∇u+0 |
2dx+
ε2s2ε,u0
2
∫
Ω
|∇u−0 |
2dx. (5.2)
The convergence of {tε,u0}ε>0 and {sε,u0}ε>0, as ε → 0
+, implies that for
some ε0 > 0 small enough we have that {tε,u0}ε∈(0,ε0) and {sε,u0}ε∈(0,ε0) are
bounded. Thus, fixing ε0 > 0 as above and using (5.2), we find a constant
C > 0 such that for any ε ∈ (0, ε0),
α0 ≤ αε ≤ α0 + Cε
2.
Lemma 23. There is a sequence {uεn}n∈N converging strongly to some u0 ∈
M0 which is a least energy nodal solution for (Pε) with ε = 0.
Proof. This proof follows essentially the arguments of the proof of Lemma
11. From Lemma 22, we find that {uε}ε>0 is bounded in W
1,p
0 (Ω). The
reflexivity of W 1,p0 (Ω) and the compactness of the Sobolev embedding yield
the existence of u0 ∈ W
1,p
0 (Ω) such that, up to a subsequence uεn ⇀ u0
weakly in W 1,p0 (Ω) and u
+
εn
→ u+0 , u
−
εn
→ u−0 strongly in L
r(Ω) for any
r ∈ [1, p∗).
Vainberg’s lemma (see [21]) and condition (f1) implies that as n→∞,∫
Ω
F (u±εn)dx→
∫
Ω
F (u±0 )dx,∫
Ω
f(u±εn)u
±
εn
dx→
∫
Ω
f(u±0 )u
±
0 dx.
For n ∈ N, denote vn := uεn and set v0 = u0. By taking further subsequences
if necessary, we may assume that {‖v+n ‖}n and {‖v
−
n ‖}n converge in R so
that
‖v+0 ‖W 1,p0 (Ω)
≤ lim
n→∞
‖v+n ‖W 1,p0 (Ω)
and ‖v−0 ‖W 1,p0 (Ω)
≤ lim
n→∞
‖v−n ‖W 1,p0 (Ω)
.
(5.3)
Also, observe that v+0 ≥ 0 and v
−
0 ≤ 0 a.e. in Ω. Since vn ∈ Mεn ,
DJεn(v
±
n )v
±
n = 0 for every n ∈ N
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and using Lemma 5 we find that∫
Ω
f(v±0 )v
±
0 dx = limn→∞
∫
Ω
f(v±n )v
±
n dx
≥ lim
n→∞
∫
Ω
|∇v±n |
pdx
≥ρp
and hence v±0 6= 0 in W
1,p
0 (Ω).
Next we prove that vn → v0 strongly in W
1,p
0 (Ω). It suffices to prove both
equalities in (5.3) hold. To this end, let us argue by contradiction: assume
either
‖v+0 ‖W 1,p0 (Ω)
< lim
n→∞
‖v+n ‖W 1,p0 (Ω)
or ‖v−0 ‖W 1,p0 (Ω)
< lim
n→∞
‖v−n ‖W 1,p0 (Ω)
.
(5.4)
Set a := τ0,v+0
and b := τ0,v−0
the unique positive numbers such that av+0 , bv
−
0 ∈
N0. Consequently, av
+
0 + bv
−
0 ∈ M0 and then
α0 ≤J0(av
+
0 + bv
−
0 ) = J0(av
+
0 ) + J0(bv
−
0 )
< lim
n→∞
Jεn(av
+
n ) + lim
n→∞
Jεn(bv
−
n ) (from (5.4))
≤ lim
n→∞
Jεn(v
+
n ) + lim
n→∞
Jεn(v
−
n ) (since v
+
n , v
−
n ∈ Nεn)
= lim
n→∞
Jεn(v
+
n + v
−
n ) = lim
n→∞
αεn = α0 (from Lemma 22).
This contradiction implies that both equalities hold in (5.3). Since W 1,p0 (Ω)
is uniformly convex (see Theorem 2.6 in [1]) the convergence of {vn}n∈N to
v0 is strong.
Finally, using that vn → v0 strongly inW
1,p
0 (Ω), we conclude thatDJ0(v
±
0 )v
±
0 =
0 and J0(v0) = α0. This completes the proof.  
Proof. Proof of Theorem 3. Let {uεn}n∈N and u0 be as in Lemma 23 so
that uεn ∈ Mεn ∩W
2,p(Ω) with Jεn = αεn , u0 ∈ M0 with J0(u0) = α0 and
uεn → u0 strongly in W
1,p
0 (Ω).
Recall that
DJ20 (u0)(ϕ,ϕ) =
∫
Ω
|∇u0|
p−2|∇ϕ|2dx+
∫
Ω
(p − 2)|∇u0|
p−4(∇u0 · ∇ϕ)
2dx
−
∫
Ω
f ′(u0)ϕ
2dx (5.5)
for every ϕ ∈W 1,p0 (Ω).
Since u+0 ,u
+
0 6= 0, we test (5.5) against ϕ = u
±
0 and use hypothesis (f4) to
conclude that m0(u0) ≥ 2. Thus, it suffices to show that for some subspace
V of W 1,p0 (Ω) with codimension two,
DJ20 (u0)(ϕ,ϕ) ≥ 0 for every ϕ ∈ V. (5.6)
We proceed as follows using the same notations as in the proof of Theorem
2 in Section 4.
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For every n ∈ N, consider the functions Φ±εn : W
1,p
0 (Ω)→ R defined by
Φ±εn(ϕ) =
∫
Ω
(ε2n∇u
±
εn
+ (p − 1)|∇uεn |
p−2∇u±εn) · ∇ϕdx−
∫
Ω
f ′(u±εn)u
±
εn
ϕdx
for ϕ ∈W 1,p0 (Ω).
From Lemma 19, for every ϕ ∈W ,
Φ+εn(ϕ) :=
∫
{uεn>0}
(−ε2n∆uεn −∆puεn)ϕdx
+
∫
Ω
(ε2n∇u
+
εn + (p− 1)|∇uεn |
p−2∇u+εn) · ∇ϕdx
−
∫
Ω
f ′(u+εn)u
+
εn
ϕdx−
∫
Ω
f(u+εn)ϕdx
and
Φ−εn(ϕ) :=
∫
{uεn<0}
(−ε2n∆uεn −∆puεn)ϕdx
+
∫
Ω
(ε2n∇u
−
εn + (p− 1)|∇uεn |
p−2∇u−εn) · ∇ϕdx
−
∫
Ω
f ′(u−εn)u
−
εn
ϕdx−
∫
Ω
f(u−εn)ϕdx.
We conclude then that the tangent space Tεn(Mεn ∩W ) in W , consists on
functions ϕ ∈W such that
Φ+εn(ϕ) = Φ
+
εn(ϕ) = 0.
and from the proof of part (i) in Theorem 2, for every ϕ ∈ Tuεn (Mεn ∩W ),
D2Jεn(uεn)(ϕ,ϕ) ≥ 0.
Let n ∈ N be arbitrary, but fixed and set
Vn := {ϕ ∈W : Φ
±
εn(ϕ) = 0}
W
1,p
0 (Ω)
.
We claim that Vn = En, where
En := {ϕ ∈W
1,p
0 (Ω) : Φ
±
εn
(ϕ) = 0}.
To prove the claim, we notice first that Vn ⊆ En. Also, from Lemma 21,
codimVn ≤ 2 in W
1,p
0 (Ω).
In order to prove the reverse inclusion, we prove that codimEn = 2. Arguing
in the same fashion as in the proof of (ii) and (iii) in Lemma 7, we find that
Φ+εn(u
+
εn),Φ
−
εn(u
−
εn) < 0 and Φ
+
εn(u
−
εn) = Φ
−
εn(u
+
εn) = 0.
Therefore, given any ϕ ∈W 1,p0 (Ω), we can set
a := −
Φ+εn(ϕ)
Φ+εn(u
+
εn)
and b := −
Φ−εn(ϕ)
Φ−εn(u
−
εn)
(5.7)
so that wn := ϕ−au
+
εn − bu
−
εn satisfies Φ
+
εn(wn) = Φ
−
εn(wn) = 0. This proves
that given any ϕ ∈W 1,p0 (Ω), there exist unique a, b ∈ R and wεn ∈ En such
that ϕ = au+εn + bu
−
εn + wεn , i.e.
W 1,p0 (Ω) = Ru
+
εn ⊕ Ru
−
εn ⊕ En.
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Even more, from (5.7) it follows that for any ϕ ∈ En, a = b = 0.
Since Vn, En are closed subspaces of W
1,p
0 (Ω), Vn ⊂ En and
codimEn = 2 ≥ codimVn,
we conclude that Vn = En and this proves the claim.
We finish the proof of Theorem 3 by a limiting process. Define
Φ±0 (ϕ) :=
∫
Ω
(p − 1)|∇u0|
p−2∇u±0 · ∇ϕdx−
∫
Ω
f ′(u±0 )u
+
0 ϕdx
for ϕ ∈W 1,p0 (Ω) and set
V := {ϕ ∈W 1,p0 (Ω) : Φ
±
0 (ϕ) = 0}.
Proceeding as above, it follows that codimV = 2 in W 1,p0 (Ω). We prove next
that inequality (5.6) holds true for this choice of V . Let ϕ ∈ V be arbitrary,
but fixed. Using (5.7), we set
an := −
Φ+εn(ϕ)
Φ+εn(u
+
εn)
and bn := −
Φ−εn(ϕ)
Φ−εn(u
−
εn)
so that wn := ϕ− anu
+
εn
− bnu
−
εn
∈ Vn.
Since uεn → u0 strongly in W
1,p
0 (Ω), as n→∞ and Φ
±
0 (u
±
0 ) < 0,
an → −
Φ+0 (ϕ)
Φ+0 (u
+
0 )
= 0 and bn → −
Φ−0 (ϕ)
Φ−0 (u
−
0 )
= 0.
Consequently, as n→ ∞, ϕ+ anu
+
εn
+ bnu
−
εn
→ ϕ strongly in W 1,p0 (Ω). On
the other hand, notice that∣∣D2Jεn(uεn)(wn, wn)−D2J0(u0)(ϕ,ϕ)∣∣ ≤ ∣∣(D2J0(uεn)−D2J0(u0)) (wn, wn)∣∣
+
∣∣D2J0(u0)(wn, wn)−D2J0(u0)(ϕ,ϕ)∣∣
+ ε2n
∫
Ω
|∇wn|
2dx
Since uεn → u0 strongly in W
1,p
0 (Ω) and an, bn → 0, as n→∞, we conclude
that D2Jεn(uεn)(wn, wn)→ D
2J0(u0)(ϕ,ϕ) as n→∞. Using that wn ∈ Vn
and that D2Jεn(uεn)(·, ·)|Vn ≥ 0, we conclude that D
2J0(u0)(ϕ,ϕ) ≥ 0.
Since ϕ ∈ V is arbitrary and V has codimension two in W 1,p0 (Ω), we find
that m0(u0) ≥ 2.
Therefore, m0(u0) = 2. Finally, Lemma 12 implies that u0 has exactly two
nodal domains. This completes the proof of the theorem.  
6. Proof of Theorem 4.
We begin this section with some comments that are crucial for subsequent
developments.
(a) From Lemma 10, for every ε ≥ 0, any local minimizer of Jε|Mε is a
critical point of Jε.
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(b) In particular, for ε = 0, if u ∈ M0 is a local minimizers of J0|M0 ,
which is in addition isolated critical point of J0, then it must be a
strict local minimizer of J0|M0 .
(c) Since p > 2 and f ∈ C1(R), the energy J0 : W
1,p
0 (Ω) → R and it
derivative DJ0 : W
1,p
0 (Ω) → (W
1,p
0 (Ω))
∗ are uniformly continuous
on bounded subsets of W 1,p0 (Ω).
Proof. Proof of Theorem 4. For the sake of clarity, we present this proof
splited in five steps. Let f satisfy (f1)-(f4).
Claim 1. Let R > 0 and ε′ > 0 be arbitrary, but fixed. There exists K > 0,
depending only on R such that for every ε ∈ [0, ε′] and every v ∈ BR(0)∩Nε′ ,
|τε,v − τ0,v| ≤ Kε
2,
where τε,v, τ0,v > 0 are such that τε,vv ∈ Nε and τ0,vv ∈ N0 are the scalars
described in Lemma 6.
Proof Claim 1. First we remark that the implicit function theorem applied to
the function ξ, introduced in the proof of Lemma 8, yields that the function
R×W 1,p0 (Ω)− {0} ∋ (ε, v) 7→ τε,v ∈ (0,∞)
is continuously differentiable with
∂τε,v
∂ε
=−
∂ξ
∂ε
(ε, τε,v, v)
[
∂ξ
∂τ
(ε, τε,v, v)
]−1
=−
2ε
∫
Ω |∇τε,vv|
2dx
(p− 2)ε2τε,v
∫
Ω |∇v|
2dx+
∫
Ω (f
′(τε,vv)τε,vv2 − (p − 1)f(τε,vv)v) dx
.
(6.1)
Using hypothesis (f4), we conclude that both integrals on the denominator
of (6.2) are positive and therefore for any fixed v ∈ W 1,p0 (Ω), v 6= 0, the
function [0,∞) ∋ ε 7→ τε,v > 0 is a strictly decreasing function in ε.
Let ε ∈ [0, ε′] and v ∈ Nε′ ∩ BR(0). Part (ii) in Lemma 6 implies that
DJε(v)(v) ≤ 0 and part (iii) from the same Lemma yields τε,v ∈ (0, 1].
Using the Mean Value Theorem and (6.1), we find η ∈ (0, ε) such that
|τε,v−τ0,v| =
2ηε
∫
Ω |∇τη,vv|
2dx
(p− 2)ε2τη,v
∫
Ω |∇v|
2dx+
∫
Ω (f
′(τη,vv)τη,vv2 − (p − 1)f(τη,vv)v) dx
(6.2)
Observe that
2ηε
∫
Ω
|∇τη,vv|
2 ≤ 2ε2R2. (6.3)
Also, We rewrite the second term of the denominator in (6.2) as
1
τη,v
∫
Ω
(
f ′(τη,vv)(τη,vv)
2 − (p− 1)f(τη,vv)τη,vv,
)
dx.
From part (iii) in Lemma 5,⋃
εˆ≥0
Nεˆ ⊂ {w ∈W
1,p
0 (Ω) : ‖w‖Lq(Ω) ≥ ρ}
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and since 0 < τη,v ≤ τε,v ≤ 1 and τη,vv ∈
⋃
εˆ≥0Nεˆ,
1
τη,v
∫
Ω
(
f ′(τη,vv)(τη,vv)
2 − (p − 1)f(τη,vv)τη,vv,
)
dx ≥M, (6.4)
where
M = inf
{
I(w) :=
∫
Ω
f ′(w)w2 − (p− 1)f(w)wdx
∣∣∣ w ∈ BR(0), ‖w‖Lq (Ω) ≥ ρ
}
.
(6.5)
Next, we prove thatM > 0. Arguing by contradiction, assume that {wn}n∈N ⊂
BR(0) with ‖wn‖Lq(Ω) ≥ ρ is a minimizing sequence for (6.5) such that
lim
n→∞
I(wn) = 0.
The compactness of the Sobolev embedding W 1,p0 (Ω) →֒ L
q(Ω) implies that
there exists w ∈ W 1,p0 (Ω) such that, up to a subsequence, wn → w strongly
in Lq(Ω). In particular, ‖w‖Lq(Ω) ≥ ρ > 0
On the other hand, Vainberg’s Lemma implies that
I(w) =
∫
Ω
f ′(w)w2 − (p− 1)f(w)wdx = 0.
Using again hypothesis (f4),
f ′(w)w2 − (p − 1)f(w)w = 0 a.e. in Ω
and consequently w = 0 a.e. in Ω. This is clearly a contradiction and hence
M > 0.
From (6.2),(6.3) and (6.4), we conclude that
|τε,v − τ0,v| ≤
2R
M
ε2
and this proves the claim.
Next, let u ∈ M0 be a strict local minimizer of J0|M0 so that there exists
r > 0 with
J0(u) < J0(v) for every v ∈ M0 ∩Br(u), v 6= u.
Claim 2. For every s1, s2 ∈ (0, r) with s1 < s2,
J0(u) < inf
v∈M0,
s1≤‖v−u‖
W
1,p
0
(Ω)
≤s2
J0(v).
Proof of Claim 2.
Proceeding by contradiction, assume the existence of a sequence {vn}n∈N ⊂
M0 such that ‖vn − u‖W 1,p0 (Ω)
∈ [s1, s2] and J0(vn)→ J0(u), as n→∞.
Since {vn}n∈N is bounded in W
1,p
0 (Ω), there exists a subsequence, which we
denote the same, and there exists v ∈ Bs2(u) such that vn ⇀ v weakly in
W 1,p0 (Ω).
Using that u ∈ M0 is a least energy nodal solution for (P0) and part (ii)
in Lemma 11, we conclude that vn → v strongly in W
1,p
0 (Ω). Therefore,
v ∈ M0, ‖v − u‖W 1,p0 (Ω)
∈ [s1, s2] and J0(v) = J0(u). This contradicts the
fact u is a strict minimizer in Br(u). This proves the claim.
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Claim 3. For every s ∈ (0, r2), there exists ε0 > 0 such that for every
ε ∈ (0, ε0),
inf
v∈Bs(u)∩Mε
Jε(v) (6.6)
is well defined and it is attained.
Proof Claim 3. Let s ∈ (0, r2) be arbitrary, but fixed. Since the function
R×W 1,p0 (Ω)− {0} ∋ (ε, v) 7→ τε,v ∈ (0,∞) (6.7)
is continuously differentiable, there exists εˆ0 > 0 and s
′ ∈ (0, s) such that
for every ε ∈ [0, εˆ0) and every v ∈ Bs′(u),
‖τε,v+v
+ + τε,v−v
− − u‖
W
1,p
0 (Ω)
< s′. (6.8)
The continuity of the mappings
W 1,p0 (Ω) ∋ v → v
± ∈W 1,p0 (Ω)
allows to assume further that s′ ∈ (0, s) is such that for every v ∈ Bs′(u),
v± 6= 0. In particular, Bs′(u) ∩Mε is non-empty and hence the infimum in
(6.6) is well defined.
Next, we prove that the infimum in (6.6) is attained. Fix s1 ∈ (0, s
′) and
set s2 =
r
2 . Claim 1, guarantees the existence of Cs1 > 0 such that
J0(u) = inf
v∈M0,
s1≤‖v−u‖
W
1,p
0
(Ω)
≤s2
J0(v) − Cs1 . (6.9)
For any given ε > 0, set wε := τε,u+u
+ + τε,u−u
−. Observe that wε ∈ Mε.
The continuity in ε ∈ R of the function in (6.7), fixing v = u+ and v = u−,
yields the existence of εˆ1 > 0 such that for ε ∈ (0, εˆ1), wε ∈ Bs1(u) and since
and Jε(wε) → J0(u) as ε → 0
+, we may choose εˆ1 smaller if necessary, so
that
Jε(wε) < J0(u) +
Cs1
4
. (6.10)
Finally, we claim that there exists εˆ2 > 0 such that for every ε ∈ (0, εˆ2) and
for every v ∈
(
Bs(u) \Bs′(u)
)
∩Mε,
and J0(τ0,v+v
+ + τ0,v−v
−) < Jε(v) +
Cs1
4
. (6.11)
Let us assume for the moment that this last claim holds true. We finish the
proof of Claim 3 proceeding as follows.
Set ε0 := min{εˆ0, εˆ1, εˆ2}. Let ε ∈ (0, ε0) and v ∈
(
Bs(u) \Bs′(u)
)
∩Mε be
arbitrary, but fixed.
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Observe that τ0,v+v
++ τ0,v−v
− ∈ Bs2(u) \Bs1(u). Combining (6.10), (6.11)
and (6.9), the choice of Cs1 ,
Jε(wε) <J0(u) +
Cs1
4
(from (6.10))
= inf
v∈M0,
s1≤‖v−u‖
W
1,p
0 (Ω)
≤s2
J0(v) −
3Cs1
4
(from (6.9))
≤J0(τ0,v+v
+ + τ0,v−v
−)−
3Cs1
4
≤Jε(v)−
Cs1
2
(from (6.11)).
We conclude that for every ε ∈ (0, ε0) and every v ∈
(
Bs(u) \Bs′(u)
)
∩Mε,
Jε(wε) < Jε(v)−
Cs1
2
. (6.12)
Let ε ∈ (0, ε0) and let {vn}n∈N ⊂ Mε ∩ Bs(u) be a minimizing sequence
for (6.6). We may assume with no loss of generality that vn ⇀ v weakly in
W 1,p0 (Ω) for some v satisfying that ‖v − u‖W 1,p0 (Ω)
≤ s.
Therefore, from (6.8) and the part (ii) in Lemma 11, the infimum (6.6) is
attained at v ∈ Bs(u)∩Mε. Finally, from (6.12) we conclude that v ∈ Bs′(u)
and this completes the proof of Claim 3.
Next, we prove (6.11). Notice first that for any ε > 0 and any v ∈ Mε,
τ0,v+ ≤ τε,v+ = 1 and τ0,v− ≤ τε,v− = 1. Thus, the Mean Value Theorem
and Claim 1, with R = r, imply that for any ε > 0 and any v ∈ Br(0)∩Mε,
|J0(τε,v+v
+)− J0(τ0,v+v
+)| ≤ max
t∈[τ0,v+ ,τε,v+ ]
‖DJ0(tv
+)v+‖(W 1,p0 (Ω))∗
|τε,v+ − τ0,v+ |
≤ max
t∈[τ0,v+ ,τε,v+ ]
Kε2
and
|J0(τε,v−v
−)− J0(τ0,v−v
−)| ≤ max
t∈[τ0,v− ,τε,v− ]
‖DJ0(tv
+)v+‖(W 1,p0 (Ω))∗
|τε,v− − τ0,v− |
≤ max
t∈[τ0,v− ,τε,v− ]
‖DJ0(tv
+)v+‖
(W 1,p0 (Ω))
∗Kε
2.
Consequently, using part (c) in the last remark, we find Cr > 0 such that
for any ε > 0 and any v ∈
(
Bs(u) \Bs′(u)
)
∩Mε
|Jε(v) − J0(τ0,v+v
+ + τ0,v−v
−)| ≤|Jε(v)− J0(v)|+ |J0(v)− J0(τ0,v+v
+ + τ0,v−v
−)|
≤ε2
∫
Ω
|∇v|2dx
+ |J0(τε,v+v
+ + τε,v−v
−)− J0(τ0,v+v
+ + τ0,v−v
−)|
≤Crε
2.
Therefore, there exists εˆ2 > 0 such that for ε ∈ (0, εˆ2) small enough such
that, (6.11) is satisfied.
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Proof of (i)-(iii). Let ε0 > 0 small be as in Claim 3. For any ε ∈ (0, ε0),
Claim 3 and Lemma 10 implies that the infimum in (6.6) is actually attained
by a critical point uε ∈Mε ∩Bs(u) of Jε.
On the other hand, from Theorem 2, mε(uε) = 2, uε is sign changing and uε
has exactly two nodal domains. To finish the proof of this step, take s = sn
in (6.6), with sn → 0
+ as n → ∞. Applying Claim 3 and the previous
argument to the sequence {sn}n∈N, we find the desired sequence {uεn}n∈N.
This concludes the proof of this step.
Proof of (iv). Using parts (i)-(iii) from this theorem, we can select an
approximating sequence {uεn}n∈N ⊂ Mεn with uεn → u0 and εn → 0
+,
as n → ∞. The rest of the proof follows the same lines as in the proof of
Theorem 3 with only slight and obvious changes. This completes the proof
of (iv) and thus the proof of the theorem.  
Remark: The ideas of the proof of Theorem 3 can be easily addapted to
show that limit points of least energy nodal solutions in which the energy
functional behaves like in the case ε 6= 0 also have Morse index 2. More
precisely, if w ∈ M0 with J0(w) = α0 and there is a sequence of wn ∈ Mεn
such that:
(i) εn → 0 (with εn possibly 0).
(ii) Jεn(wn) = αn.
(iii) wn → w strongly in W
1,p
0 (Ω).
(iv) D2J(wn)|Vn ≥ 0 with Vn defined as in Theorem 3 (including the case
εn = 0).
Then we have that m0(w) = 2. In particular, combining this idea with
Theorem 4 we conclude that least energy nodal solutions in M0 which are
limit points of isolated least energy nodal solutions in M0 also have Morse
index 2.
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