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Computing finite models using free Boolean generators
Zˇarko Mijajlovic´ and Aleksandar Pejovic´
Abstract. A parallel method for computing Boolean expressions based on
the properties of finite free Boolean algebras is presented. We also show how
various finite combinatorial objects can be codded in the formalism of Boolean
algebras and counted by this procedure. Particularly, using a translation of
first order predicate formulas to propositional formulas, we give a method
for constructing and counting finite models of the first order theories. An
implementation of the method that can be run on multi-core CPUs as well as
on highly parallel GPUs is outlined.
1. Introduction
Even ordinary personal computers are capable for specific massive parallel com-
putations. Examples of this kind are logical operations which can be computed
bitwise, i.e., by use of all register bits in one processor cycle. Based on this idea, we
propose a method for computing Boolean expressions using the parallel structure
of standard computer processors. The mathematical background of our approach is
based on the properties of finite free Boolean algebras. The idea of parallelization
of computing logical operations in this way is indicated in [1]. The basic idea is as
follows.
Let f(x1, x2, . . . , xn) be a Boolean expression in n variables x1, x2, . . . , xn. We
give a construction of n Boolean vectors b1, b2, . . . , bn of size 2
n with the following
property:
(P) f(b1, b2, . . . , bn) is a Boolean vector that codes the full DNF of f .
It appears that vectors b1, b2, . . . , bn are exactly free generators of a free Boolean
algebra having n free generators.
Using a translation procedure from the first order predicate formulas to propo-
sitional formulas, we give a method for constructing and counting various combi-
natorial objects. This idea is formally developed in [2], but it was used there in
the study of problems in the infinitary combinatorics, particularly in finding their
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complexity in the Borel hierarchy. Related combinatorial problems are considered,
for example the number of automorphisms of finite structures and various partition
problems over finite sets. We also give an implementation of the method that can
be run on multi-core CPUs as well as on highly parallel GPUs (Graphics processing
units).
Standard notation and terminology from model theory is assumed as in [4] and
[9]. Also, for notions from universal algebras we shall refer to [1]. Models of a first
order language L are denoted by bold capital letters A, B, etc, while their domains
respectively by A, B and so on. By a domain we mean any nonempty set. The
letter L will be used to denote a first-order language. The first order logic is denoted
by Lωω and the propositional calculus with a set P of propositional variables by
LPω , or simply Lω. The set of natural numbers {0, 1, 2, . . .} is denoted by N . We
also take 2 = {0, 1}. By 2 we denote the two-element Boolean algebra and then
2I is the power of 2, while 0 and 1 are respectively the smallest and the greatest
element of 2I . Occasionally elements of 2I are called Boolean vectors. Whenever
is needed to distinguish the formal equality sign from identity, for the first one we
shall keep =, while ≡ denotes identity.
2. Variables
In this section we develop and explain the logical and algebraic background for
our computing method. The power of a model A, the product
∏
i∈I A, is denoted
by AI .
2.1. Interpretation of variables. By a set of variables we mean any non-
empty set V so that no v ∈ V is a finite sequence of other elements from V .
This assumption secures the unique readability of terms and formulas. Particularly
we shall consider finite and countable sets of variables V , e.g. V = {v0, v1, . . .}.
A valuation of a domain A is any map from V to A. Let I denote the set of all
valuations from domain A, i.e., I = AV . In this section, the letter I will be reserved
for the set of valuation of a domain A. Sometimes we shall assume that elements
from I will have finite supports.
Definition 2.1. (Interpretation of variables). Let v be a variable from V .
The interpretation of variable v in domain A is the map vˆ : I → A defined by
vˆ(µ) = µ(v), µ ∈ I.
The set of interpretations of variables from V into domain A is denoted by VˆA.
Therefore, VˆA = {vˆ : v ∈ V }.
Let ϕ(v1, . . . , vn) be a formula of a language L having free variables v1, . . . , vn
and A a model of L. The map ϕˆA(vˆ1, . . . , vˆn), abbreviated by ϕˆ
A, is ϕˆA : I → 2
defined by ϕˆA(µ) = 1 if A |= ϕ[µ], otherwise ϕˆA(µ) = 0, µ ∈ I. Hence ϕˆA ∈ 2I .
Proposition 2.1. Let ϕ be an identity s = t, where s and t are terms of L.
Then the following are equivalent:
(2.1) 1◦AI |= ϕ[vˆ1, . . . , vˆn], 2
◦ ϕˆA(vˆ1, . . . , vˆn) = 1, 3
◦A |= ϕ[µ], µ ∈ I.
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Proof. The equivalence of 2◦ and 3◦ follows immediately by definition 2.1.
From 3◦ follows 1◦ since identities are preserved under products of models. Finally,
assume 1◦. Then
(2.2) sA
I
(vˆ1, . . . , vˆn) = t
A
I
(vˆ1, . . . , vˆn).
Let piµ : A
I → A be a projection, µ ∈ I. Since piµ is a homomorphism we have
(2.3)
piµ(s
A
I
(vˆ1, . . . , vˆn)) = s
A(piµvˆ1, . . . , piµvˆn)
= sA(vˆ1(µ), . . . , vˆn(µ))
= sA(µ(v1), . . . , µ(vn)) = s
A[µ].
Hence, 3◦ follows by 2.2. 
For an algebra A of L let J (A) be the set of all identities that are true in A.
Similarly, J (K) denotes the set of all identities that are true in all algebras of a
class K of algebras of L. If J (A) = J (B), A and B are algebras of L, we hall also
write A ≡J B.
The notion of interpretation of variables will play the fundamental role in our
analysis and program implementation. But they can be useful in other cases, too.
For example, for so introduced notions it is easy to prove the Birkhoff HSP theorem
and other related theorems. Here we prove a theorem on the existence of free
algebras. The novelty of these proof is that it does not use the notion of a term
algebra (absolutely free algebra). For the simplicity of exposition, we shall assume
that L is countable.
Theorem 2.1. (G. Birkhoff) Let K be a nontrivial abstract1 class of algebras
of L, closed under subalgebras and products. Then K has a free algebra over every
nonempty set.
Proof. It is easy to see, for example by use of the downward Skolem-Lo¨wen-
heim theorem, that for each algebra A ∈ K there is at most countable subalgebra
A′ of A so that A′ ≡J A. The algebra A′ is obviously isomorphic to an algebra
of which the domain is a subset of N . Hence, there is a set K′ = {As : s ∈ S} of at
most countable algebras such that K′ ⊆ K and J (K) = J (K′).
Let A =
∏
sAs be the product of all algebras from K
′. Since K is closed under
products, it follows A ∈ K, hence J (K) ⊆ K(A). On the other hand, for each
s ∈ S, As is a homomorphic image of A, as As = pisA. Hence each identity ϕ of L
which holds on A is also true in all algebras from K′ and therefore in all algebras
from K. So we proved
(2.4) J (K) = J (A).
Since K is nontrivial, it must be |A| > 2. Let X be any non empty set. For
our purpose we may identify X with VˆA for some set of variables V . Let Ω be
subalgebra of AI generated by VˆA. Since K is closed under subalgebras, it follows
Ω ∈ K. Now we prove that Ω is a free algebra over VˆA for class K. Let B ∈ K
be an arbitrary algebra and g : VˆA → B. Each element a ∈ Ω is of the form
1closed for isomorphic images
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a = sΩ(vˆ1, . . . , vˆn) for some L-term s and some (different) variables v1, . . . , vn ∈ V .
We extend g to f : Ω→ B taking
(2.5) f(a) = sB(gvˆ1, . . . , gvˆn).
The map f is well defined. Indeed, suppose that for some other term t of L,
a = tΩ(vˆ1, . . . , vˆn). Let ϕ denote the identity s(v1, . . . , vn) = t(v1, . . . , vn). Then
sΩ(vˆ1, . . . , vˆn) = t
Ω(vˆ1, . . . , vˆn) and as Ω ⊆ AI it follows AI |= ϕ[vˆ1, . . . , vˆn]. By
Proposition 2.1 it follows that the identity ϕ holds on A. By 2.4 then ϕ is true in
all algebras from K. Hence
(2.6) sB(gvˆ1, . . . , gvˆn) = t
B(gvˆ1, . . . , gvˆn),
and thus we proved that the f is well-defined.
In a similar manner we prove that f is a homomorphism. For simplicity, sup-
pose ∗ is a binary operation of L. We denote the interpretations of ∗ in Ω and B
by ·. Take a, b ∈ Ω and let s and t be terms of L so that
(2.7) a = sΩ(gvˆ1, . . . , gvˆn), b = t
Ω(gvˆ1, . . . , gvˆn)
and let w be the combined term w = s ∗ t. Then
(2.8) f(a · b) = f(wΩ(vˆ1, . . . , vˆn)) = w
B(gvˆ1, . . . , gvˆn) = g(a) · g(b).
Thus, f is a homomorphism from Ω to B which extends g. 
Suppose K is the class of algebras to which refer the previous theorem. We
note the following.
Note 2.1.1 It is easy now to prove the Birkhoff HSP theorem. Assume K is also
closed under homomorphic images and let T = J (K). Let Ω be a free algebra of
K with infinitely many free generators. Then J (Ω) = J (K) = T . Suppose B is a
model of T and let Ω be a free algebra for class K and X is a set of free generators
of Ω such that |X | > |B|. Let g : X → B so that g(X) = B. Then by the same
construction as in the previous proof g extends to some homomorphism f : Ω→ B,
thus B is a homomorphic image of Ω. Hence B belongs to K.
Note 2.1.2 Assume A ∈ K is an arbitrary algebra which satisfies condition 2.4.
Such an algebra A will be called the characteristic algebra for the class K. By
close inspection of the proof of Theorem 2.1, we see that this condition suffices to
construct a free algebra for K from A as we did in the proof of 2.1. This idea
is indicated to some extent in [1], (Part II, chapter 11, particularly see problem
11.5, p. 77) but under stronger and amended assumptions and without referring
to variable interpretations.
2.2. Free Boolean vectors. It is well known that finite free Boolean algebras
with n free generators are the algebras 22
n
. We remark that this immediately
follows by note 2.1.2, since 2 is the characteristic algebra for the class of all Boolean
algebras. The structure and properties of free Boolean vectors of Ωn = 2
2n are
discussed in [7] in details.
We remind that a collection {b1, . . . , bn} of elements of a Boolean algebra B is
independent if bα11 ∧ . . . ∧ b
αn
n 6= 0, where b
1 = b and b0 = b′. A similar definition
of independence is for families of subsets of a given set. A collection {b1, . . . , bn}
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generates the free subalgebra of B if and only if it is independent, cf. [12]. The
number of free generating sets of Ωn is found in [7]. In fact, the following holds.
Theorem 2.2. Let S = {1, 2, . . . , 2n} and an, bn, cn be the sequences defined
as follows.
(1) an = number of labeled Boolean algebras with domain S (number of dif-
ferent Boolean algebras with domain S ).
(2) bn = number of independent collections {P1, . . . , Pn} of subsets of S.
(3) cn = number of free generating sets {b1, . . . , bn} of Ωn.
Then an = bn = cn = (2
n)!/n!.
Proof. The number of labelings of a finite model A of size m is equal to
m!/|Aut(A)|. As Aut(2n) is isomorphic to the permutation group Sn, it follows
an = (2
n)!/n!.
Let B = 2n andBl a labeled algebra obtained fromB. Algebra B has exactly n
ultrafilters and so has Bl. Let U(B) be the set of all ultrafilters of B. By Theorem
2.2.7 in [7], U(B) is an independent collection of subsets of S. The map U which
assigns U(Bl) to Bl is 1− 1. Indeed, let us for S1, . . . , Sn ⊆ S and α ∈ 2n define
(2.9) Sα = Sα1 ∩ . . . ∩ Sαn .
For a ∈ S let P1, . . . , Pk, Pk+1, . . . , Pn ∈ U(Bl) be such that a ∈ P1, . . . , Pk and
a 6∈ Pk+1, . . . , Pn. Then P1 ∩ . . . ,∩Pk ∩ P ck+1 . . . ∩ P
c
n = {a}.
Therefore, we proved that for each a ∈ Bl there is a unique α ∈ 2n such that
Pα = {a}, P1, . . . , Pn ∈ U(Bl). Let ∧l and ′l be Boolean operations of Bl. Then
for a, b ∈ Bl and corresponding α, β ∈ 2n we have
(2.10) Pα
′
= {a
′l
}, Pα∧β = {a ∧l b}
where α′, α ∧ β are computed in 2n. Thus, we proved that U(Bl) uniquely deter-
mines Bl, hence an 6 bn.
Suppose P = {P1, . . . , Pn} is an independent collection of subsets of S. Then
P can serve as U(Bl) for certain labeled Boolean algebra Bl. To prove it, note that
each Pα has at least one element and that
⋃
α∈2n P
α has at most 2n elements. This
shows that Pα is one-element set. Therefore, a Boolean algebra Bl with domain S
is defined by 2.10 and it is easy to see that P = U(Bl). Hence an = bn.
Finally, as noted, a collectionX = {X1, . . . , Xn} of subsets of S freely generates
the power set algebra P (S) if and only if X is independent. Hence, cn = bn. 
We will be dealing particularly with free generators of Ωn of the following form.
Let ai, i = 0, 1, . . . , 2
n− 1, be binary expansions of integers i with zeros padded to
the left up to the length n. Let M be the matrix whose columns are vectors ai. As
noted in [7], binary vectors bi, i = 1, 2 . . . n, formed by rows of M are free vectors
of Ωn. In the case n = 3, the matrix M and vectors bi are
(2.11) M =

 0 0 0 0 1 1 1 10 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1

 ,
b1 = 00001111, b2 = 00110011, b3 = 01010101.
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2.3. Computing Boolean expressions. Let t = t(v1, . . . , vn) be a Boolean
expression in variables v1, . . . , vn and b1, . . . , bn free generators of Ωn.
Proposition 2.2. tΩn(b1, . . . , bn) codes the the full DNF of t.
Proof. By our previous discussion, we may take bi = vˆi and I = {vˆ1, . . . , vˆn}.
Let piµ be a projection from Ωn to 2, µ ∈ I, and d = tΩn(b1, . . . , bn). Then
piµd = piµt
Ωn(vˆ1, . . . , vˆn) = t
2(µ(v1), . . . , µ(vn)),
hence t =
∑
piµd=1
vµ11 · · · v
µn
n , so d codes the full DNF of t. 
The parallel algorithm for computing d = tΩn(b1, . . . , bn) is described in details
in [7], Section 2. We repeat in short this procedure. Suppose we have a 2k-bit
processor at our disposal, k < n. Each vector bi is divided into 2
n−k consecutive
sequences of equal size. Hence, bi consists of 2
n−k blocks bij , each of size 2
k. To find
d, blocks dj = t(b1j , . . . , bnj) of size 2
k are computed bitwise for j = 1, 2, . . . , 2n−k.
Then the combined vector d1d2 . . . d2n−k is the output vector d. The total time for
computing d approximately is T = 2l+n−kδ, where 2l is the total number of nodes
in the binary expression tree of the term t and δ is the time interval for computing
bitwise one logical operation2.
Suppose now that we have 2r 2k-bit processors. Computations of dj is dis-
tributed among all processors and they compute t(b1j , . . . , bnj) in parallel. Actually,
they are acting as a single 2k+r-bit processor. Hence, the total time for computing
d in this case is T = 2l+n−k−rδ.
We implemented this algorithm on a PC with two GPU’s, each having 211
32-bit processors. Therefore, this installation is equivalent to a machine with one
217 - bit processor, as k = 5 and r = 12. Our implementation at this moment
is based on 30 free Boolean vectors, each with 230 bits. This implementation
theoretically computes a Boolean term t with 30 variables and 217 nodes in it’s
Boolean expression in time 230δ i.e., in about one second. Our experimental results
are very close to this time.
We note that the number of free variables is limited by the size of internal
memory and the size of the output vector d. The installation that we are using
could admit the described computation with 35 free Boolean vectors. With further
partition of the particular problems the computation can be done in real time with
up to 50 Boolean variables. For the most powerful modern supercomputers, these
numbers respectively are 50 and 70. It is interesting that these numbers were
anticipated in [7], 15 years ago.
3. Computing finite models
Using a translation from Lωω to Lω, we are able to state and computationally
solve various problems on finite structures. There are attempts of this kind. For
example H. Zhang developed the system SATO for computing specific quasigroups,
2For modern computers, δ ≈ 10−9 seconds
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see [11]. There are many articles with the similar approach on games, puzzles
and design of particular patterns. An example of this kind is Lewis article [5] on
Sudoku.
3.1. Translation from Lωω to Lω. A method for coding some notions,
mostly of the combinatorial nature and related to countable first-order structures,
by theories of propositional calculus Lω1 is presented in [8]. The primary goal there
was to study the complexity of these notions in Borel hierarchy. The coding is given
there by a map ∗. We reproduce this map adapted for our needs.
Let L be a finite first-order language and LA = L ∪ {a|a ∈ A}, where A is a
finite non-empty set. Here a is a new constant symbol, the name of the element a.
We define the set P of propositional letters as follows
(3.1)
P = {pFa1...akb| a1, . . . , ak, b ∈ A,F is a k-ary function symbol of L}∪
{qRa1...akb| a1, . . . , ak, b ∈ A,R is a k-ary relation symbol of L}
The map ∗ from the set SentLA of all Lωω-sentences of LA into the set of
propositional formulas of LPω is defined recursively as follows.
(3.2)
(F (a1, . . . , ak) = b)
∗ ≡ pFa1...akb, (R(a1, . . . , ak))
∗ ≡ qRa1...ak ,
(F (a1, . . . , ak) = F
′(a′1, . . . , a
′
k))
∗ ≡∧
b∈A(F (a1, . . . , ak) = b)
∗ ⇒ (F ′(a′1, . . . , a
′
k) = b)
∗),
(F (t1(a11, . . . , a1m), . . . , tk(ak1, . . . , akm)) = b)
∗ ≡∧
(b1,...,bk)∈Ak
(∧k
i=1(ti(ai1, . . . , aim) = bi)
∗ ⇒ pFb1...bkb
)
,
(R(t1(a11, . . . , a1m), . . . , tk(ak1, . . . , akm)))
∗ ≡∧
(b1,...,bk)∈Ak
(∧k
i=1(ti(ai1, . . . , aim) = bi)
∗ ⇒ qRb1...bkb
)
,
(¬ϕ)∗ ≡ ¬ϕ∗, (ϕ ∧ ψ)∗ ≡ ϕ∗ ∧ ψ∗, (ϕ ∨ ψ)∗ ≡ ϕ∗ ∨ ψ∗,
(∀xϕ(x))∗ ≡
∧
a∈A ϕ(a)
∗, (∃xϕ(x))∗ ≡
∨
a∈A ϕ(a)
∗.
The constants symbols from L are handled in this definition of ∗ as 0-placed
function symbols. If L has only one function symbol F , then we shall write pb1...bkb
instead of pFb1...bkb. The similar convention is assumed for a relation symbol R. For
example, if ϕ is the sentence which states the associativity of the binary function
symbol ·, it is easy to see that the ∗-transform of i · j = u is piju and that over
domain In = {0, 1, . . . , n− 1}, ϕ∗ is equivalent to
(3.3)
∧
i,j,k,u,v,l<n
((piju ∧ pjkv ∧ pukl)⇒ pivl)
If not stated otherwise, we assume that the domain of a finite model A having
n elements is In = {0, 1, . . . , n− 1}. Observe that P is finite. If A is a model of L,
note that the simple expansion (A, a)a∈A is a model of LA.
3.2. Correspondence between models of T and T ∗. Using translation ∗,
we give a method for constructing and counting finite models of first order theories
for a finite language L. In the rest of the paper the notion of a labeled model will
have the important role. Therefore we fix this and related concepts.
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LetA be a finite model of L, |A| = n. Any one-to-one and onto map α : In → A
will be called the labeling of A. We can transfer the structure of A to a model Aα
with the domain In in the usual way:
1. If R ∈ L is is a k-placed relation symbol then we take
RAα(i1, . . . , ik) iff R
A(α(i1), . . . , α(ik)), i1 . . . , ik ∈ In.
2. If F ∈ L is is a k-placed function symbol then we take
FAα(i1, . . . , ik) = α
−1(F (α(i1), . . . , α(ik)), i1 . . . , ik ∈ In.
3. If c ∈ L is a constant symbol then cAα = α−1(cA).
We see that α : Aα ∼= A. We shall call Aα a labeled model of A. Let
c0, . . . , cn−1 be new constant symbols to L and L
′ = L ∪ {c0, . . . , cn−1}. The
simple expansion (A, α0, . . . , αn−1) is a model of L
′ such that ci is interpreted by
αi = α(i), 0 6 i < n. Instead of (A, α0, . . . , αn−1) we shall write shortly (A, α).
Theorem 3.1. Assume A is a finite model of L, |A| = n and α, β are labelings
of A. Then the following are equivalent
(1) (A, α) ≡ (A, β), i.e., (A, α) and (A, β) are elementary equivalent models,
(2) (A, α) ∼= (A, β),
(3) Aα = Aβ,
(4) α ◦ β−1 ∈ Aut(A).
Proof. It is well known that finite elementary equivalent models are isomor-
phic. Hence (1) is equivalent to (2).
Suppose (A, α0, . . . , αn−1) ∼= (A, β0, . . . , βn−1). So there is f ∈ Aut(A) such
that f(βi) = αi, 0 6 i < n. Hence f ◦ β = α, so α ◦ β−1 ∈ Aut(A). Therefore (2)
implies (4). Reversing this proof, it also follows that (4) implies (2).
Suppose (A, α) ≡ (A, β) and let F ∈ L be a k-placed function symbol. Then
for any choice of constant symbols ci1 , . . . , cik+1 , (A, α) |= F (ci1 , . . . , cik) = cik+1 if
and only if (A, β) |= F (ci1 , . . . , cik) = cik+1 . Hence
(3.4) FA(α(i1), . . . , α(ik)) = α(ik+1) iff F
A(β(i1), . . . , β(ik)) = β(ik+1),
therefore α−1(F (α(i1), . . . , α(ik)) = β
−1(F (β(i1), . . . , β(ik)) for all i1, . . . , ik ∈ In.
Thus we proved that F (A,α) = F (A,β). Similarly we can prove that R(A,α) = R(A,β)
for each relation symbol R ∈ L. Hence we proved that Aα = Aβ and so (1) implies
(3). Similarly one can prove that (3) implies (1). 
Finite models of a first order theory T which have for domains sets In are called
labeled models of T . By LT,n we shall denote the set of all labeled models of T of
size n. By Tn we denote the theory T ∪ {σn}, where σn denotes the sentence there
are exactly n elements. Therefore, LT,n is the set of all labeled models of Tn.
By a finite theory we mean a first order theory T with finitely many axioms,
i.e., T is a finite set of sentences of a finite language L. We can replace T with a
single sentence, but in some cases we need to add or remove a sentence from T .
In these cases, it is technically easier to work with a set of sentences then with a
single sentence which replaces T .
Suppose T is a finite theory. Let P be the set of propositional letters defined
by 3.1 over A = In and the language L and let T
∗ = {ϕ∗|ϕ ∈ T }. Further, let
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M(T ∗) ⊆ 2P denote the set of all models of T ∗, i.e., valuations satisfying all propo-
sitional formulas in T ∗. The following construction describes the correspondence
between labeled models of T and models of T ∗.
The function h which assigns to each µ ∈M(T ∗) a labeled model h(µ) = A of
T is defined as follows. Let a1, . . . , ak, b ∈ In. Then
If F ∈ L is an k-placed function symbol, then
(3.5) FA(a1, . . . , ak) = b iff µ(pFa1...akb) = 1.
If R ∈ L is an k-placed relation symbol, then
(3.6) A |= R[a1, . . . , ak] iff µ(qRa1...ak) = 1.
By induction on the complexity of the formula ϕ, it is easy to prove that
A ∈ LT,n and if µ 6= ν, then for the corresponding Aµ and Aν we have Aµ 6= Aν .
Hence, map h : M(T ∗)→ LT,n is one-to-one. On the other hand, assumeA ∈ LT,n.
We can use 3.5 and 3.6 now to define the valuation µA. Since A is a model of T ,
it follows that µA ∈M(T ∗). Hence, h is onto. Therefore we proved:
Theorem 3.2. The map h codes the models in LT,n by models of T
∗.
This theorem is our starting point in finding finite models of T of size n. As T ∗ is
finite, we can replace it with a single propositional formula θ =
∧
ψ∈T∗ ψ. Obviously,
we may consider θ as a Boolean term t(v1, . . . , vm). Computing t
Ωm(b1, . . . , bm) in
free Boolean algebraΩm for free generators b1, . . . , bm, we obtain the vector b which
by Proposition 2.2 codes the full DNF of θ, hence all models of T ∗. This gives us
all labeled models of T of size n via the map h.
Let lT,n denote the cardinality of LT,n. Obviously, lT,n is equal to the number
of bits in vector b which are equal to 1.
The mayor target in finite model theory is to count or to determine non-
isomorphic models of T of size n. By M(T )n we denote a maximal set of non-
isomorphic models of T with the domain In. Elements of this set are also called un-
labeled models of T . By κT,n = |M(T )n| we denote the number of non-isomorphic
(unlabeled) models of T of size n. If a theory T is fixed in our discussion, we often
omit the subscript T in these symbols. In other words, we shall simply write Ln,
ln, Mn and κn. In our examples, the following theorem will be useful in finding
numbers ln and κn.
Theorem 3.3. (Frobenius - Burnside counting lemma) Let A be a finite model,
|A| = n. Then the number of models isomorphic to A which have the same domain
A is equal to n!/|Aut(A)|.
If T is a theory of a finite language L with finite number of axioms, then
(3.7) ln =
∑
A∈Mn
n!
|Aut(A)|
.
Note that this theorem immediately follows from theorem 3.1 and direct appli-
cation of Langrange’s subgroup theorem on the symmetric group Sn of In.
It is said that a set of models K is adequate for n-models of T if Mn ⊆ K ⊆ Ln.
Even for small n the set Ln can be very large. On the other hand, it is possible
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in some cases to generate easily all labeled models, or to determine ln from |K| for
an adequate family K of the reasonable size. Also, it is commonly hard to generate
directly non-isomorphic models of T , or to compute κn. But for a well chosen
adequate set of models these tasks can be done. Adequate families are usually
generated by filtering Ln, fixing some constants or definable subsets in models of
T , or imposing extra properties, for example adding a new sentences to T . In our
examples some instances of adequate families will be given.
3.3. Killing variables. Suppose a theory T describes a class of finite models.
The set of propositional letters P defined by 3.1 and which appears in translation
from T to T ∗ is large even for small n for domains A = In from which P is
generated. For example, if the language L consists of k unary operations, then
|P| = kn. If L has only one binary operation R, then |P| = n2. If L has only one
binary operation F , then |P| = n3. Hence, even for small n, P can be enormously
large. It can have hundreds, or even thousands of propositional variables. Hence,
we need a way to eliminate some propositional variables appearing in T ∗. Any
procedure of elimination variables from P we shall call killing variables. As we
have seen, the size of P which appears in T ∗ and is feasible for computing on small
computers is bellow 50 and on supercomputers below 70. Let us denote by K this
feasible number of variables3. The main goal of killing variables is to reduce T ∗ to a
propositional theory T ′ having at most K variables. We note that killing variables
in general produces an adequate set of structures, not the whole Ln.
Killing variables is reduced in most cases by fixing the values of certain vari-
ables. For example, if pijk represents a binary operation i · j = k, i, j, k ∈ A, and
if it is known that for some a, b, c ∈ A, pabc = 1, then for all d ∈ A, d 6= c, we may
take pabd = 0. The next consideration explains in many cases this kind of killing
variables. It is related to the definability theory and for notions and terminology
we shall refer to [4].
Suppose A is a model of L and X ⊆ A. We say that X is absolutely invariant
in A if for all f ∈ Aut(A), f(X) ⊆ X . As usual, X is definable in A if there is a
formula ϕ(x) of L so that X = {a ∈ A : A |= ϕ[a]}. The proof of the next theorem
is based on the the Svenonius definability theorem, cf. [10], or Theorem 5.3.3 in
[4].
Theorem 3.4. Let A be a finite model of L and X ⊆ A. Then X is absolutely
invariant in A if and only if X is definable in A.
Proof. Obviously, if X is definable then it is absolutely invariant. So we
proceed to the proof of the other direction. In order to save on notation, we shall
take L = {R}, R is a binary relation symbol. Suppose X is invariant under all
automorphisms of A. Let ψ1(U) be the following sentence of L ∪ {U}, U is a new
3Hence 50 6 K 6 70 for today’s computers
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unary predicate:
(3.8)
∀x1 . . . xn∀y1 . . . yn((
∧
i<j
xi 6= xj ∧
∧
i<j
yi 6= yj ∧
∧
i,j
(R(xi, xj)⇔ R(yi, yj)))
⇒
∧
i
(U(xi)⇒ U(yi))).
The sentence ψ1(U) states that U is absolutely invariant in any model B of L
which has n elements, i.e., if (B, Y ) |= ψ1(U) then Y is absolutely invariant in B.
Let ψ2 be the following sentence of L:
(3.9) ∃x1 . . . xn(
∧
i<j
xi 6= xj ∧ ∀x
∨
i
x = xi ∧
∧
RA(i,j)
R(xi, xj) ∧
∧
¬RA(i,j)
¬R(xi, xj)).
We see that the sentence ψ2 codes the model A, i.e., if B is a model of L and
B |= ψ2 then B ∼= A.
Let ψ(U) = ψ1(U) ∧ ψ2. Suppose B is any model of L, (B, Y ) and (B, Y ′) are
expansion of B to models of ψ(U) and assume (B, Y ) ∼= (B, Y ′). Then we see that
Y = Y ′. Therefore, by Svenonius theorem it follows that ψ defines U explicitly up
to disjunction. In other words there are formulas ϕ1(x), . . . , ϕm(x) of L such that
(3.10) ψ(U) |=
∨
i
∀x(U(x)⇔ ϕi(x))
As (A, X) |= ψ(U), there is i so that (A, X) |= ∀x(U(x) ⇔ ϕi(x)). Hence X
is definable by ϕi(x). 
The following corollaries follow by direct application of the last theorem to
one-element absolutely invariant subsets.
Corollary 3.1. Let A be a finite model of finite L and a ∈ A. If a is fixed
by all automorphisms of A then a is definable in A by a formula ϕ(x) of L.
Corollary 3.2. Let A be a finite model of finite L. Then Aut(A) = {iA} if
and only if every element of A is definable in A.
Here are other examples of absolutely invariant, and hence definable subsets X
in various types of finite structures A. If ∼ is a relation of equivalence over A and
k ∈ N , then X = ”the union of all classes of equivalences of size k” is absolutely
invariant. LetA = (A,6) be a partial order. Then the set S of all minimal elements
and the set T of all maximal elements ofA are absolutely invariant. The same holds
for the set of all minimal elements of A\S. In groups, characteristic subgroups, such
as the center and the commutator subgroup, are absolutely invariant.
In our examples we shall often use the following argument. Let T be a finite
theory of L and assume ϕ0(x), . . . , ϕk−1(x) are formulas of L for which T proves
they are mutually disjoint, i.e., for i 6= j, T ⊢ ¬∃x(ϕi(x) ∧ ϕj(x)). Assume they
define constants in T , in other words, for each i
(3.11) T ⊢ ∃x(ϕ(x) ∧ ∀y(ϕi(y)⇒ ϕi(x)).
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Let B be a model of T , B = In and B |= T . Then B has a unique expansion to
(B, b0, . . . , bk−1) which is a model of T
′ = T ∪ {ϕ0(c0), . . . , ϕk(ck−1)}, c0, . . . , ck−1
are new symbols of constants to L. Since bi 6= bj for i 6= j we can define
(3.12) f : Ik → {b0, . . . , bk−1}, f(i) = bi, i = 1, . . . , k.
It is easy to see that we can define labeled model A of L and that f extends
to h : (A, 0, . . . , k − 1) ∼= (B, b0, . . . , bk−1). Hence, for an adequate set of n-models
of T we can choose a set K of labeled models A of T such that (A, 0, . . . , k − 1) is
a model of T ′. Therefore, models in K have the fixed labelings by 0, . . . , k − 1 of
constants definable in T .
Obviously, we can take in 3.12 any S ⊆ In, |S| = k instead of Ik. There
are
(
n
k
)
such choices of S. Let s denote a permutation s0 . . . sk−1 of S and Ks the
corresponding adequate set for n-models of T : for modelsA in Ks, (A, s0, . . . , sk−1)
is a model of T ′. In other words, definable elements formerly labeled by 0, . . . , k−1
in models of K they are labeled now in Ks by s0, . . . , sk−1. Suppose S and S′ are
k-subsets of In and s, s
′ permutations either of S or S′, s 6= s′. Then Ks ∩Ks′ = ∅
and |Ks| = |Ks′ |. Hence LT,n =
⋃
sKs and so
(3.13) lT,n =
(
n
k
)
k!|K| = n(n− 1) · · · (n− k + 1)|K|.
In many cases theory T determines the values of atomic formulas which contains
some of the definable constants. Hence, the corresponding propositional letter from
P has a definite value. For example, suppose R is a 2-placed relation symbol and
that T proves ∀xR(c0, x). Then we can take p0i = 1, i = 0, . . . , n − 1. Hence, if
P is generated over In, n propositional variables are killed in P . The remaining
number of variables is n2 − n.
3.4. Definable partitions. The presented idea with definable constants can
be extended to definable subsets as well. For simplicity, we shall assume that
L = {R}, where R is a binary relation symbol.
A sequence ∆ = θ1(x), . . . , θm(x) of formulas of L is called a definable partition
for Tn if Tn proves:
1. ∀x(θ1(x) ∨ . . . ∨ θm(x)).
2. ¬∃x(θi(x) ∧ θj(x)), 1 6 i 6 j 6 m.
We shall say that ∆ is a good definable partition if there are formulas Sij(x, y),
1 6 i, j 6 m, such that each Sij(x, y) is one of R(x, y), R(y, x), ¬R(x, y), ¬R(y, x),
and Tn proves:
(3.14) ∀xy((θi(x) ∧ θj(y))⇒ Sij(x, y)), 1 6 i 6 j 6 m.
Example 3.1. It is easy to write first-order formula θk(x) which says that x
has exactly k R-connections with other elements. In other words, θk(x) expresses
that there are exactly k elements y such that R(x, y). Assume Tn proves that R
is an acyclic graph. Then k 6 l implies (θk(x) ∧ θl(y))⇒ ¬R(x, y). Hence, in this
case definable partition θk(x) is good.
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In any labeled model A of Tn, ∆ determines sequence X of definable sub-
sets X1, . . . , Xm. By a component we shall mean elements of X . It may hap-
pen that some components are empty. The sequence of non-empty sets from
X = (X1, . . . , Xm) form an ordered partition of A. A sequence X with this property
will be called a c-partition.
Our idea for using a good definable partition ∆ in generating labeled models A
of Tn is as follows. We assume that the propositional letter pij represents R
A(i, j)
as described by 3.6. We generate all c-partitions X = (X1, . . . , Xm) of In that
are potentially components of A, taking that Xi corresponds to θi. For each X
we assign values to particular pij in the following way. If S(x, y) is R(x, y) then
we set pij = 1 for i ∈ Xk and j ∈ Xl, k 6 l and if S(x, y) is ¬R(x, y), then we
set pij = 0. We assign similarly values to pij if S(x, y) is R(y, x) or ¬R(y, x).
Therefore we obtained propositional theory TX ⊆ T ∗n with the reduced number of
unknowns from P . Then set KX of labeled models corresponding to TX in the sense
of Subsection 3.2 is adequate for set LX of all labeled models of Tn in which ∆
defines partition X .
Obviously, every model of Tn is isomorphic to a model A with domain In with
canonical components X
(3.15)
X1 = {0, 1, . . . , α1 − 1}, X2 = {α1, α1 + 1, . . . , α1 + α2 − 1}, . . . ,
Xm = {
∑
i<m
αi,
∑
i<m
αi + 1, . . . ,
∑
i6m
αi − 1}.
Let us denote by P the set of all c-partitions of In. Then every modelA ∈ LX ,
X = (X1, . . . , Xn) is obtained from a model B ∈ KX choosing component X1 from
In, then X2 from In\X1, X3 from In\{X1∪X2} and so on, until all Xi from X are
exhausted. Therefore
(3.16) lT,n =
∑
X∈P
(
β1
α1
)
. . .
(
βk
αk
)
|KX |
where X = (X1, . . . , Xk), |Xi|= αi and
(3.17) β1 = n, β2 = β1 − α1, . . . , βk = βk−1 − αk−1.
Note that if X 6= Y, X ,Y ∈ P, and if A ∈ KX and B ∈ KY , then A and B
are non-isomorphic. Hence, if κX ,n is the number of non-isomorphic models in KX ,
then
(3.18) κn =
∑
X∈P
kX ,n.
The following proposition is useful in estimation of the number of computing
steps of KX .
Proposition 3.1. Assume |A| = n. Then there are
(3.19) cnm =
m∑
k=1
(
m
k
)(
n− 1
k − 1
)
c-partitions X = (X1, . . . , Xm) of A.
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Proof. Let |Xi| = αi. Therefore α1, . . . , αm is an integer solution of
(3.20) n = x1 + . . .+ xm, x1, . . . , xm > 0.
Since the integer solutions of
(3.21) n = x1 + . . .+ xk, x1, . . . , xk > 1.
are obtained from 3.20 by choosing k variables xi 6= 0, k > 1, and 3.21 has
(
n−1
k−1
)
so-
lutions, there are
(
m
k
)(
n−1
k−1
)
solutions of 3.20. Hence, there are
(
m
k
)(
n−1
k−1
)
c-partitions
X with exactly k nonempty sets Xi. Summing up for k = 1, . . . ,m, we obtain ex-
pression 3.19 for cnm. 
Hence, for an adequate set of models of Tn we can take set K of labeled models
A of Tn with the components 3.15. So our method for computing models of K is
as follows. As usual, the propositional letter pij stands for R(i, j).
Counting procedure TBA
1. Find good definable partition θ1(x), . . . , θm(x) which satisfies condition
3.14.
2. Generate all c-partitions X = (X1, . . . , Xm) of In with arrangements 3.15.
3. Killing variables: For all 1 6 k 6 l 6 n we fix the values of certain pij
as follows. Take pij = 1 for i ∈ Xk and j ∈ Xl if S(x, y) is R(x, y). If
S(i, j) is ¬R(i, j) then we take pij = 0. If S(i, j) is R(j, i), then pji = 1.
If S(i, j) is R¬R(j, i), then set pji = 0.
4. Reduce T ∗n to TX with the reduced number of variables using assigned
values to variables pij in the previous step.
5. Generate and count models of KX using TX and free Boolean vectors by
the procedure described in section 3.2.
6. Find κX,n by enumerating elements of KX .
7. Repeat steps (5) and (6) until P is exhausted.
8. Compute lT,n by formula 3.16.
9. Compute κT,n by 3.18.
4. Program implementation
We implemented the algorithms and ideas presented in the previous sections
into a programming system which we shall call TBA. It is divided into two layers.
The first one is implemented in OpenCL which we have chosen as a good framework
for writing parallel programs that execute across heterogeneous platforms consisting
of central processing units (CPUs) and graphics processing units (GPUs). This part
of code manipulates with free Boolean vectors as described in subsection 2.3 and
it is invisible to the general user of TBA. The second layer is developed in Python
programming language and we used it to achieve two goals. The first-one is to
manipulate Boolean expressions as described in subsections 3.1 and 3.3. The second
aim was to define new constructs in Python mainly related to the predicate calculus.
The general user may use them into scripts to solve combinatorial problems using
techniques such as described in subsection 3.4. The main body of a script strictly
follow the syntax of predicate calculus, but Python standard constructs can be
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embedded in the scripts as well. The user executes the scripts by TBA in the
terminal mode.
4.1. TBA Core. The core of the system is a parallel computational engine
that searches for models of a Boolean formula ϕ(x1, . . . , xn). This part of TBA is
generated in OpenCL language which is then compiled to binaries and executed.
In a sense, the core uses brute force search over a problem space, but utilizing
all of the available bit level parallelism of the underlying hardware as described
in Subsection 2.3. Whenever ϕ(x1, . . . , xn) is dispatched to the engine, it first
partitions search space S. The table of S associated to ϕ(x1, . . . , xn) is of size
n × 2n and consists of free Boolean vectors. The partitioning of S is done by
slicing this table into appropriate blocks and depends on the number of available
processors and memory. Due to the simplicity of the representation, the slicing
scheme is very scalable. This enables us to choose a partition such that all cores of
all of available processing units are used in parallel in further computation.
In addition, the engine generates an efficient computing tree for ϕ(x1, . . . , xn),
adapted to the actual parallel hardware and hardware architecture. The implemen-
tation is done for both, GPU’s and CPU’s and it is on the user which implemen-
tation will be used. While for GPU’s the advantage is the number of computing
cores, for CPU’s this is the length of the vector units and the processor’s speed.
Modern GPU’s have more than 2000 computing 32 bit cores, while, in contrast,
CPU’s have four cores, 256 bit registers and up to four time faster clock speed.
The approximative formula for the ratio between the speeds of the execution of our
code on a GPU and on a CPU is:
(4.1) f =
ngbgsg
ncbcsc
where ng is the number of bg-bit computing cores and sg is the number of clock
cycles of GPU, while nc, bc, sc are the similar parameters for the CPU (bc is the
number of bits of the vector unit). Hence, for the above mentioned configuration
(ng = 2
11, bg = 2
5, nc = 2
2, bc = 2
8 and sc/sg = 4), we have f = 16. Therefore,
GPU’s are superior to CPU’s and our tests are in agreement with 4.1.
There are also other submodules. Submodule Translate translates predicate
formulas into Boolean expressions according to the rules explained in Subsection
3.1. It also build the computing tree of so obtained Boolean term. Another impor-
tant submodule is Reduction which reduces a Boolean term having constants 0 and
1 to the expression without these constants. We observe that a Boolean expression
may have several hundreds of thousands of characters, but Reduction is limited
not by the size of the expression, but only by the available computer’s memory.
4.2. TBA scripts. TBA scripts are used to implement algorithms for gener-
ating and counting finite combinatorial structures such as specific graphs, orders,
Latin squares, automorphisms of first-order structures, etc. The user writes TBA
scripts as txt files and they follow Python syntax. In general their structure consist
of three parts. The first part contains definitions of domains over which combinato-
rial objects are generated. The second one consists of definitions of combinatorial
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structures by axioms written in the syntax of the predicate calculus. Propositional
calculus is embedded into Python, but we had to expand it with bounded quanti-
fiers in order to express predicate formulas having in mind finite structures as the
main (and only) semantics. The quantifier extension of Python we named Python-
AE, since we denoted by A the universal quantifier and the existential quantifier
by E. Finally, the third part is used for killing variables, as described in subsection
3.3. These parts are not strictly separated and they may overlap.
Here is a simple example of a TBA script, named SO.txt. It computes all
partial orders over domain S = {0, 1, . . . , n − 1} with a special element. The
propositional letter pij stands for i 6 j. An element a ∈ S is special if it is
comparable with all elements of domain S.
n= 6
S= range(n)
S2= perm(range(n),2)
S3= perm(range(n),3)
f1= A[i,j:S2] (∼p(i,j) | ∼p(j,i))
f2= A[i,j,k:S3] (∼(p(i,j)& p(j,k)) | p(i,k))
f3= E[i:S].A[j:S] (p(i,j) | p(j,i))
assumptions= {p(i,i): 1 for i in S}
First four lines define domain S = {0, 1, 2, 3, 4, 5}, set S2 of ordered pairs of
elements of S with distinct coordinates and S3, the set of triplets. The next three
lines define predicate formulas ϕ1, ϕ2, ϕ3. Boolean operation signs are represented
in the standard Python notation. Hence, the Python signs ∼,&, |, ˆ stand respec-
tively for ¬,∧,∨,+, where x+ y = xy¯ ∨ x¯y (symmetric difference of x and y). The
construct A[i : S] stand for the bounded universal quantifier (in the manner of
Polish logic school, eg [6])
∧
i∈S . Similarly, E[i : S] denotes the bounded existen-
tial quantifier
∨
i∈S . Hence, f1, f2, f3 are Python-AE transcripts of the following
predicate formulas, if pij is read as i 6 j:
(4.2)
ϕ1 =
∧
i,j∈S2
(¬pij ∨ ¬pji)
ϕ2 =
∧
i,j,k∈S3
(¬(p(i, j) ∧ p(j, k)) ∨ p(i, k))
ϕ3 =
∨
i∈S
∧
j∈S
(pij ∨ pji).
Obviously, ϕ1 states that 6 is antisymmetric ie, ∀i, j ∈ S(i 6 j∧j 6 i⇒ i = j).
Further, ϕ2 states that 6 is transitive, ∀i, j, k ∈ S(i 6 j∧j 6 k ⇒ i 6 k), assuming
it is reflexive. The reflexivity is handled in the last line of the script. Finally, ϕ3
states that the order has a special element, ∃i ∈ S ∀j ∈ S(i 6 j ∨ j 6 i).
The last line states that 6 is reflexive. It also kills variables pii, i ∈ S. The
last line can be replaced by
∧
i∈S , but during the execution of SO.txt we would
have then more free variables and the program would be less capable. Observe
that there are all together n2 variables pij and that n variables are killed. Hence,
during the execution of the script, there are n2 − n free variables. Our current
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implementation solves on GPU’s systems of the Boolean equations which have up
to 30 unknowns and on CPU’s with up to 32 unknowns. Hence the script can be
run for n 6 6. More sophisticated examples which could be executed for much
larger n are explained in the next section.
The script is executed on a GPU (default case) by solve.exe --all SO.txt
and on a CPU: solve.exe --all --cpu SO.txt.
Output file out.txt contains after execution all solutions of 4.2, ie, all models
of propositional formulas which are ∗-transforms of formulas ϕ1, ϕ2, ϕ3 in the sense
of subsection 3.1. All partial orders (S,6µ) with a special element are obtained
then by choosing valuations (rows) µ from out.txt and setting i 6µ j iff µ(pij) = 1.
Here are some general remarks and basic rules for Python-AE. Predicate for-
mulas only with bounded quantifiers are allowed and must be in written in the
prenex normal form. The quantifier-free part otherwise follows the Python syntax
for Boolean expressions and must be parenthesized. Quantifiers are delimited from
each others by the dot sign.
Killing variables means setting values for some variables appearing in formulas
of a TBA script file. Construction implemented in Python for killing variables is
called assumptions. Assumptions for killing variables are defined using Python dic-
tionary structure. For example {a:1, b:0} defines a dictionary which sets values
of two variables: a = 1, b = 0. In this way, listing values of variable, any dictionary
for killing variables can be constructed. A dictionary can be constructed also in
other ways using Python syntax.
Example (dictionary comprehension): assumptions= {p(i):1 for i in S}. In
this way we defined p(i)=1 for all i in S.
Dictionary which defines values of variables must be named assumptions. The
above example demonstrates killing variables using incremental method applied on
assumptions (dictionary): An already existing dictionary (assumptions) is updated
by the command assumptions.update. If assumptions.update refers to already
killed variables, their values are set to new values defined by this command. Hence,
the order of updating is important.
A TBA script file file.txt is executed in the terminal mode by solve.exe
--all file.txt. The result of the execution is placed in out.txt.
5. Examples
The portable codes for executing programs in our system, explanation how
to use them and all examples described in this paper and some additional ones,
can be found at the address http://www.mi.sanu.ac.rs/∼pejovica/tba. Most of our
examples are tested against to the examples from the On-Line Encyclopedia of
Integer Sequences (OEIS)4. In all cases, our results were in the agreement with the
results which we found there.
4http://oeis.org
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5.1. Solving Boolean equations. Solving Boolean equations is the simplest
use of our software. Any system of Boolean equation should be written in our
system in the following way:
(5.1) e1 = ϕ1(x1, . . . , xn), . . . , ek = ϕk(x1, . . . , xn).
The program finds all (α1, . . . , αn) ∈ 2n such that ϕ(α1, . . . , αn) ≡ 1, 1 6 i 6 k.
Here is an example of two Boolean equations with unknowns x, y, z, u (example
BAequ4 in.txt at the above address):
(5.2) x+ y + z¯ + u = 1, x ∨ yz = u
The second equation is equivalent to ¬((x ∨ yz) + u) = 1. Hence, Python-AE file
BAequ4 in.txt solves 5.2 and contains only two lines:
(5.3)
e1 = xˆyˆ∼zˆu
e2 = ∼ ((x | y & z)ˆu)
File BAequ4 in.txt is executed on a GPU (default case) by
solve.exe --all BAequ4 in.txt BAequ4 out.txt.
and on a CPU by
solve.exe --all --cpu BAequ4 in.txt BAequ4 out.txt.
Output file BAequ4 out.txt contains after execution all solutions of 5.2.
5.2. Ordered structures. Let T be the theory of partial orders of L = {6}
having at least 2 elements with extra axioms which state there are the least element
and the greatest element x. Instead of T we can take the theory T1 of partially
ordered sets which are upward and downward directed. Theories T and T1 are not
equivalent, for example T1 has an infinite model which is not a model of T . But T
and T1 have same finite models.
We see that lT,n = n(n − 1)|K|, n > 2, where K is the set of all partial orders
A = (A,6, 0, n− 1), A = In, 0 is the least and n− 1 is the greatest element in A.
Since pij states i 6 j and 6 is reflexive, we can also take (n > 2)
(5.4)
p0i = 1, pj0 = 0, pi1 = 1, p1k = 0, pii = 1,
i = 0, . . . , n− 1, j = 1, . . . , n− 1, k = 0, . . . , n− 2.
Hence, 5n−6 variables are killed and T ∗ is reduced to T ′ which has v = n2−5n+6
variables. If n = 8 then v = 30 and all partial orders having 8 elements are
generated in one computer cycle in our computer installation. Simply adding to T
some new axioms, we can generate models of the new theory in the same way and
the same computing time. For example, in this way we can compute all lattices of
order 8 just by adding to T only one axiom.
With small adjustments, this algorithm works on small computers in real time
for n 6 12. Namely, for larger n, the feasibility constant K, see the footnote (3),
is exceeded. For larger n we have to use the previously described procedure based
on components. In order to describe them, let us define recursively the following
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sequence of length n of the following formulas.
(5.5) θ0(x) ≡ ∀y(x 6 y), θk+1(x) ≡ ∀y(
∨
i6k
θi(y) ∨ x 6 y) ∧
∧
i6k
¬θi(x).
If A = (A,6) is a partial order with domain In, we see that the associated
components are: X0 = {0}, 0 is the least element of A, X1 is the set of minimal
elements of A\{0}, X2 is the set of minimal elements of A\(X0 ∪X1), and so on.
Let us call an element of layer Xk, a k-minimal element. Since Xi+1 6= ∅ implies
Xi 6= ∅, we see that Xk = ∅ for k > m for some m 6 n. Hence,
(5.6) X = (X1, . . . , Xm, 0, . . . , 0), Xi 6= ∅,
is the associated c-partition of A.
Proposition 5.1. Let A be a partial order of size n with the least element and
the greatest element. Then the number of c-partitions (5.6) of A which consist from
layers Xk of k-minimal elements is cn = 2
n−3.
Proof. Obviously, the least element and the greatest element can be omitted
from A. Hence, we count c-partitions of A′ = {1, 2 . . . , n − 2}. Let |Xi| = αi.
Therefore (α1, . . . , αm) is an integer solution of
(5.7) n− 2 = x1 + . . .+ xm, x1, . . . , xm > 1,
where m 6 n − 2. Equation 5.7 has
(
n−3
m−1
)
solutions, hence the total number of
c-partitions 5.6 over domain A is
(5.8) cn =
n−2∑
m=1
(
n− 3
m− 1
)
= 2n−3.

If i ∈ Xk, j ∈ Xl, l 6 k then i 6 j. Hence, in addition to (5.4), for each
c-partition more variables pij are killed:
(5.9) pij = 0, i ∈ Xk, j ∈ Xl, l 6 k.
For so introduced parameters, we can use the counting procedure TBA (Section
3.4) for finding and counting labeled and unlabeled partial orders of size n with the
least element and the greatest element. According to Proposition 5.1, the procedure
consists from 2n−3 loops. In each loop, a c-partition X = (X1, . . . , Xm, 0, . . . , 0),
Xi 6= ∅, is produced and adequate family KX from which labeled and unlabeled
models are generated and counted by (3.16) and (3.18). A program implementation
of this procedure in our system can be found at the given above address. Simply
adding axioms for particular types of ordering, e.g. lattices, distributive lattices,
etc. we construct and count labeled and unlabeled structures of this particular type
as well.
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5.3. Other examples. Semantics of our system lay in the first order predi-
cate logic, hence in principle models of any class of finite structures described in
this logic can be computed. The obvious limitation is the memory size and the
hyper-exponential growth of the number of propositional variables appearing in
the description of the related class of models. However, with a good choice of an
adequate subclass of models and the ably reduction (killing) of variables we be-
lieve that new and interesting results in computational discrete mathematics can
be obtained. Even if the aim of this paper is not to study the particular class of
finite structures, we proposed a number of examples of this kind. These examples
refer to ordered structures, automorphisms of structures and Latin squares (quasi-
groups). Examples of interest include computations of various types of lattices and
a solution of Sudoku problem. In Sudoku problem appear 729 propositional vari-
ables, but our system solved it effortlessly by virtue of good elimination (killing) of
variables. There are particular attempts for analysis and modeling classes of Latin
squares in propositional calculus, eg [3], [5] and [11]. In contrast to our approach,
their computation relies on Davis-Putnam algorithm. Our aim is to refine some of
the ideas we have just outlined, particularly based on definability as presented in
subsections 3.3, 3.4 and Example 5.2.
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