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Abstract—With an increasing amount of elderly people 
needing home care around the clock, care workers are not able 
to keep up with the demand of providing maximum support to 
those who require it [43]. As medical costs of home care increase 
the quality is care suffering as a result of staff shortages [43], a 
solution is desperately needed to make the valuable care time of 
these workers more efficient. This paper proposes a system that 
is able to make use of the deep learning resources currently 
available to produce a base system that could provide a solution 
to many of the problems that care homes and staff face today. 
Transfer learning was conducted on a deep convolutional neural 
network to recognize common household objects was proposed. 
This system showed promising results with an accuracy, 
sensitivity and specificity of 90.6%, 0.90977 and 0.99668 
respectively. Real-time applications were also considered, with 
the system achieving a maximum speed of 19.6 FPS on an MSI 
GTX 1060 GPU with 4GB of VRAM allocated. 
Keywords—Smart homecare, AIoT, environmental sentience 
I. INTRODUCTION 
With the ageing global population following an increasing 
trend, the amount of people aged over 60 is expected to double 
by 2050 [1]. In 2017, approximately 1 in 8 people were aged 
60 or over [1]. This percentage is expected to increase to 1 in 
5 by 2050 [1]. 
Due to the increase in the ageing population and the 
demographic disparity between people of working age 
compared to rising numbers of over 60s, care home workers 
are increasingly unable to provide support to all residents 
within care homes or in domiciliary settings as demands 
increasingly outstrip staffing levels and ability [43]. 
Within the US alone, the predicted costs of medical care 
are projected to rise from 3% to 5.5% by 2050 [2] as a result 
of the aging population, so a promising solution to assist in 
delivering effective care to the elderly is needed in support 
care workers,  reduce costs and increase efficiency globally. 
In a staffing levels survey by UNISON [3], 49% of 
respondents reported not having adequate time with each 
patient, 45% felt there were not enough staff to deliver care 
and 65% reported care needs were being left unmet because 
of understaffing. Developing a solution to allow care workers 
to provide support to each person as efficiently as possible is 
urgently needed [43]. 
Approximately 28-35% of people aged 65 and over fall at 
least once each year [4], with the probability of falling 
increasing as they age. Elderly people within care homes are 
more likely to fall over than older people living in the 
community. One study [5] found that 15% of people who had 
fallen were on the floor for over an hour. 
Serious injury is also found to be heavily associated with 
the length of time a person spends on the floor unable to get 
up [4]. With the disproportion between care workers and 
elderly people widening each year, assistance and potential 
medical attention might not reach the person quickly enough. 
As hospitalization costs from fall related injuries are expected 
to increase to $240 billion by 2040 [6], being able to 
efficiently care for elderly people could help reduce injuries 
and the cost associated with them. Smart home surveillance 
[42] becomes urgently needed by the ageing society. 
Deep learning is a modern subfield of machine learning 
that focuses primarily on deep artificial neural networks 
(ANN’s) and their counterparts [23]-[28]. Advances into 
convolutional neural networks (CNN’s) have been substantial 
since one of the original models LeNet5 [7], first released in 
1998.  
With recent improvements in the field of deep learning to 
deep convolutional neural network capabilities and processing 
speed, the use of these networks has huge potential to be used 
within many healthcare applications. CNN’s have been shown 
to provide model solutions for human behaviour recognition 
[8], fall detection [9, 10] and the maintenance of independent 
living for seniors [11] which are all important in providing 
efficient caring [43]. 
A base system model that is able to be developed and 
tailored towards an all-round solution is proposed here. The 
aim of the system is to be able to detect common salient 
objects[29][30] found within a home environment to a high 
degree of accuracy. The proposed system should also be able 
to process detected objects in real-time, to give maximum 
applicability. 
II. RELATED WORK 
Related work for the system proposed above will include 
discussion into different deep convolutional neural network 
models. The accuracy of the models will be evaluated, as well 
as their real-time suitability. 
Image classification models can produce very promising 
accuracy results that could be applied to this system. Models 
such as GoogLeNet [12] and ResNet [13] both won the 
ImageNet Large Scale Visual Recognition Challenge 
(ILSVRC) in 2014 and 2015 respectively. These models 
performed extremely well, with ResNet achieving an error 
rate of 3.6% [13] in the challenge. Whilst these models 
provide excellent accuracy results, they lack the real-time 
suitability that a system such as this would need. 
Convolutional neural network models have also been 
developed to provide better real-time capability that other. 
Faster R-CNN [14], which is an improved version of R-CNN 
[15] and Fast R-CNN [16], increased the speed of this system 
to 7 frames per second (FPS) whilst keeping a respectable 
mean average-precision (mAP) of 73.2. They achieved this by 
the addition of a region proposal layer, that took the final 
feature map of the system and produced region proposals for 
objects from that. 
Mask R-CNN [17] is an extension of the R-CNN model 
series [14, 15, 16] that attempts to produce detections on a 
pixel level. The result of this are masks that cover the detected 
objects. This has potential to be used in many applications 
such as dense human pose estimation [18] which can be 
adapted to provide a substantial monitoring of fall detection 
platform. However, the speed of this model is limited as the 
model was only able to achieve ~5 FPS when processing 
images. 
Regression object detection models can be better suited to 
real-time tasks than the other models discussed but can suffer 
drawbacks in accuracy as a result. You Only Look Once 
(YOLO) [19] is a regression model that gives bounding box 
predictions and confidence scores associated with them for the 
entire image. This model is able to achieve 78.6 mAP 
alongside a processing speed of 40 FPS.  
III. SYSTEM METHODS 
The system structure makes use of the deep convolutional 
neural network ‘YOLOv2’, as described in [20] by Redmon et 
al. YOLOv2 is an improved version of the original model 
‘YOLO’ [19]. The network consists of 24 convolutional layers 
and 4 max pooling layers. The first 20 layers are pre-trained 
on the ImageNet 1000 class dataset and the final four are 
initialized with randomized weights. 
The convolutional layers within the network employs 
various kernel sizes ranging from 1x1 to 3x3. The activation 
function used within the network is a leaky ReLU. This is used 
after every convolutional layer. 
Batch normalization is also used within the network during 
training to assist in the convergence of the network whilst 
reducing the need of other regularization methods to be used 
[21]. The algorithm for batch normalization is displayed 
below: 
𝐵𝑁𝑗 =  
𝛾(𝑧𝑗 −  𝜇)
√𝜎
+ 𝛽 
Where μ is the batch mean, γ represents a scale factor, σ is the 
batch variance, β is the offset and z_j is the output from the 
convolutional layer. These parameters are learned and updated 
throughout training. 
The training data for the system is 7 of the 20 classes from 
the Pascal VOC Dataset, as well as a custom object dataset 
including an extra object class. These classes are all objects 
commonly found within a home environment so provide 
specificity to the task.  
Backpropagation was used to update the weight 
parameters of the network. Stochastic gradient descent was 
also used alongside this with a learning rate of 1×10-5. The 
steps used to train the system are as follows: 
1) Load the initialized network 
2) Load the training data and annotations 
3) Process training image through each layer, performing 
batch normalization after each convolutional layer 
4) Perform backpropagation and update weights of each 
layer. 
5) Repeat steps 3 and 4 on each training image and continue 
process until convergence is reached 
IV. PREPARE YOUR PAPER BEFORE STYLING 
The proposed system was trained for 40 hours on an MSI 
GTX 1060 GPU with 4GB memory allocated to the training. 
4 training checkpoints were saved to test the systems 
convergence rate and performance. These were at 29,000, 
69,000, 100,000 and 121,200 training iterations. This was 
approximately 37 full epochs of the training data. 
The performance of the system was evaluated by assessing 
its’ ability to correctly detect objects within test images used. 
The test images used were taken from the Pascal VOC test 
dataset, alongside other images sourced online. Accuracy was 
determined as an average of correctly to incorrectly detected 
objects. Sensitivity, Specificity and Precision values can be 











   
   
Fig. 1 Example detections taken from the test images 
 
 
Table 1  Dataset classes and instances 
          Class  Training   Testing 
   Instances  Instances 
          Person  17,401  211 
          Chair  3056  180 
          Bottle  1561  120 
          Dining Table  800  140 
          TV Monitor  893  127 
          Sofa  841  130 
          Potted Plant  1202  121 
          Lamp  486  73 
 
 
Table 2  System accuracy 
 Iterations      Accuracy      Sensitivity      Specificity      Precision 
 29,000           56.3%          0.52908          0.96166          0.67182 
 69,000           90.6%          0.90977          0.99668          0.97459 
 100,000         85.7%          0.86929          0.99493          0.94489 
 121,200         88.5%          0.88413          0.99688          0.97616 
 
 
Table 3  System processing speed 
          Objects Detected (FPS)  No Objects Detected (FPS) 
CPU                       2.0    2.1 
 GPU                      10.7   19.6 
 
 




where TP is the number of true positives, FN is the number 
of false negatives, TN is the number of true negatives and FP 
is the number of false positives. 
The processing speed of the system was also tested for its’ 
suitability to have real-time applications. Results were 
produced for the speed of the system on an MSI GTX 1060 
GPU with 4GB memory allocated, as well as an Intel I5 8600k 
CPU. These results were given in frames per second (FPS) and 
an average value from 10 seconds of the system running was 
produced. 
V. SYSTEM EVALUATION AND DISCUSSION 
Table 2 shows the results of the systems’ accuracy, 
sensitivity, specificity and precision at the training iterations 
shown. Among all 4 models, model 69,000 performs the best 
overall. After model 69,000, the performance of the system 
starts to drop before rising again slightly at model 121,200. 
From these results, it can be determined that the model 
converges at approximately 69,000 training iterations as 
model 29,000 detects objects poorly. The decrease in accuracy 
after this point could be a result of the network overfitting to 
the training data.  
Table 3 shows the results from measuring the systems 
processing speed. The CPU values do not differ much with the 
presence of detections or not, whereas the GPU values do 
decrease substantially with the addition of detected objects. 
From the chart in Fig,2, you can see that the person class 
performs the best overall, which is not surprising as the system 
correctly detected all of the images within this class. An 
interesting point within this model is that the lamp class 
performed much better than the chair and table. This was 
slightly unexpected as the lamp had been trained on a dataset 
with inferior quality to all other classes. However, the dining 
table is a fairly hard object to detect as it is usually surrounded 
by chairs, so is not so obvious to a machine as other objects 
that stand out more. As you can see, the sensitivity result for 
the chair and sofa class is quite low. This shows that the 
system is not so confident in its prediction, which is expected 
since the difference between a chair and sofa is relatively 
small. The dining table class also produced the highest FNR 
result, which could agree with the comment that they are 
usually surrounded by chairs, so the system is not so confident 
in its’ prediction and struggles to see the object between the 
chairs. 
The results of the proposed system show potential to have 
applications within home care. The accuracy of detections is 
reliable enough to have applications within home care, as 
shown in figure 1 Further development could produce a 
system that would be able to process the locations of these 
detections relative to one another. For instance, if there was a 
chair and a person within a certain boundary or shape, then the 
system would produce a status that the person was sitting 
down. There are many other common scenarios where the 
system could produce notifications like these, such as 
drinking, watching tv or walking. 
The system could also be adapted to trigger alerts on 
significant actions such as falling over. Convolutional neural 
networks have been shown to adapt to this problem well [9, 
10]. 
By implementing additional features within the system, 
care homes would be able to allocate staff time more 
efficiently. Higher priority residents would be able to receive 
the quality care needed instead of the staff monitoring other 
residents at risk of falls but otherwise of lower dependency, 
meaning their time could be used more effectively. Being able 
to manage care workers time more efficiently would save 
money as there would be a lower demand for more staff. With 
 
Fig.2. Detection of common objects in a smart home. 
the average UK care worker salary being between £12,500 and 
£25,000 per annum [22], the implementation of this system 
could save substantial amounts of money, whilst improving 
care quality.  
VI. CONCLUSIONS 
A system has been created that once fully developed, has 
the potential to provide many benefits to the care of elderly 
people globally. The system makes use of the deep 
convolutional neural network YOLOv2 [20] and shows 
potential for multiple caring applications, reducing well-
documented pressure and stressors for care-workers [43]. The 
promising accuracy of the system means  it can be adapted to 
provide useful information about the persons’ current status, 
allowing care workers’ time to be used and managed more 
efficiently. This could lead to the quality of care increasing to 
the people who need it most, whilst reducing costs from not 
requiring to employ larger amounts of staff. 
In our future work, we will consider 3D perception of 
home environment[31], identify any motions in the 
surveillance home[32]~[33], introduce sounds/speech 
analysis with visual perception[34], identify habitants via 
biometrics[35]~[38], and detect the emotion changes[39]. 
Furthermore, we will consider its hardware implementation 
[39]~[42] aiming at a low-power IoT edge deployment, where 
various functions will be integrated as a whole for smart 
homecare. 
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