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Preface 
This dissertation is comprised of two separate papers, both of which draw from a 
recent meta-analysis conducted by Lazowski and Hulleman (2015).  The first paper is a 
more technical, methodological treatment of meta-analysis that is presented as a tutorial 
using illustrations based on data from the Lazowski and Hulleman (2015) meta-analysis 
throughout.  Because all meta-analyses focus on an effect size measure, the choice of 
effect size measure is examined and the concept of a weighted effect size is introduced 
and illustrated.  Next, different types of models used to analyze the effect sizes are 
presented, namely fixed effects and random effects models.  Various issues are examined, 
including technical aspects of the models, how the researcher determines which model to 
use, and implications for incorrect use of the models.  I then extend these approaches to a 
multilevel approach to meta-analysis and draw comparisons from the regression models 
discussed earlier to the multilevel approach.  This paper concludes with a treatment 
surrounding issues of publication bias, different techniques to examine the presence of 
publication bias, and the inclusion of published and unpublished studies in meta-analysis.   
The second paper then shifts from the more technical, methodological focus in the 
tutorial paper to a more substantive focus about the importance of intervention work in 
educational research, primarily in the area of achievement motivation.  Given the 
growing body of research over the past 50 years demonstrating the impact of motivation 
on various educational outcomes, most of this research has focused primarily on 
correlational or laboratory studies, with far fewer field experiments.  This growing body 
of motivation research has also resulted in a proliferation of different theories to help 
explain motivation.   Although these theories have helped develop substantial knowledge 
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of the factors facilitating or thwarting motivation, the proliferation of theories and 
constructs has also contributed to some uncertainty about what factors are most salient to 
student motivation.  In addition, there exists some overlap in the constructs and 
terminology used for seemingly distinct motivation theories, possibly resulting in 
jingle/jangle fallacies.  Subsequently, it can be difficult to interpret motivation theory and 
research for practical use in the classroom.  To address this difficulty and to bring some 
cohesion to the various similar (or dissimilar) constructs among the theories, I use the 
expectancy-value framework as an umbrella to categorize the various theoretical 
approaches and the interventions produced thus far.  The primary sources, or drivers, of 
the interventions are also identified for the overarching constructs of expectancy, value, 
and cost.  To illustrate the cohesion in constructs and these primary sources of motivation 
interventions, a narrative review of the interventions included in the Lazowski and 
Hulleman (2015) meta-analysis is presented.  The narrative review serves as a qualitative 
complement to the quantitative analyses presented in our 2015 meta-analysis.   
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Abstract (Paper 1) 
Dating back to only the early 1970’s, the use of meta-analysis has recently grown 
steadily in the fields of psychology and education, after initially being used in the 
physical sciences.  Meta-analysis is often lauded as an effective analytic tool to inform 
practice and policy, disentangle conflicting results among single studies, and identify 
areas that require additional information for a certain topic.  However, because routine 
use of meta-analysis is relatively recent, there remain methodological issues that require 
clarity.  In addition, as more advanced analytical and statistical techniques emerge, there 
is a need to examine how these techniques can be applied to meta-analysis and how these 
techniques differ from more traditional approaches to meta-analysis.  Using data from a 
recent meta-analysis conducted by Lazowski and Hulleman (2015), this work is intended 
to be a tutorial to examine some of the methodological issues associated with meta-
analysis.  More specifically, the tutorial first examines the concept of effect size use in 
meta-analysis, the choice of analytic technique (fixed versus random effects models using 
traditional approaches), and comparisons of traditional approaches to a more recent 
approach to meta-analysis, multilevel modeling.  The tutorial highlights differences in 
results that can be obtained depending on whether a fixed effects or random effects model 
is adopted.  The tutorial also largely demonstrates similarities in the results obtained 
between traditional approaches to meta-analysis and the multilevel approach, although 
some differences are discussed in areas of notation, output, initial models used, and the 
advantage of additional flexibility associated with the multilevel analyses.   Next, the 
issue of publication bias is discussed and the methods to detect publication bias (funnel 
plot, Orwin’s fail safe n, and the trim and fill method) are presented and subsequently 
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illustrated using the Lazowski and Hulleman (2015) data.  Finally, the present 
investigation concludes with an examination of best practices related to the inclusion of 
both published and unpublished (grey) literature in meta-analyses.     
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Abstract (Paper 2) 
 Intervention studies are a particularly important and valuable facet of educational 
research. This paper first discusses how intervention work can be used to help inform 
theory, research, and policy/practice in a multitude of ways.  However, despite these 
benefits, intervention research in the field of education has been on the decline over the 
past two decades (Hsieh et al., 2005; Robinson et al., 2007).  The field of academic 
motivation research is no different.  Notwithstanding the considerable volume of 
theoretical, qualitative, observational, and correlational studies, there have been fewer 
experimental tests of motivation theory in the field of education (Wentzel & Wigfield, 
2007). In order to systematically evaluate what has been done to date, Lazowski and 
Hulleman (2015) conducted a meta-analysis examining motivation interventions that 
were conducted in authentic educational field settings (e.g., classrooms, workshops) and 
found that the motivation interventions in this meta-analytic review were promising, 
averaging approximately a half a standard deviation effect size (d = 0.49; 95% CI = 
[0.42, 0.56]). However, although formal meta-analytic techniques can provide a 
quantitative analysis that can be useful in summarizing the interventions, one limitation is 
that there is often not enough space to also provide a comprehensive narrative review of 
the studies included.   Thus, a narrative review can offer qualitative insight that can 
complement the quantitative analyses found via meta-analysis.  Toward this end, in this 
paper I offer a more thorough narrative review of the studies included in our meta-
analysis. Given the conceptual overlap among the theories and constructs therein, the 
expectancy-value framework is proposed as a means to organize the various intervention 
studies.  In accordance with this organization, theories are categorized based on whether 
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the studies primarily target student (a) expectancies, (b) values, or (c) cost.  In addition, 
within the general categories of expectancies, values, and cost I identify specific sources 
or pathways of expectancies, values, and cost that can be targeted by interventions. These 
sources or pathways refer to the underlying psychological processes that both serve as 
antecedents and that are potentially amenable to intervention by educational practitioners, 
including teachers, parents, and administrators (Hulleman et al., in press).     
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Meta-Analysis Tutorial Paper – Paper 1 
Introduction 
The Importance of Systematic Reviews in Educational Research 
 Gene Glass defined meta-analysis as the “statistical analysis of a large collection 
of analysis results from individual studies for the purpose of integrating the findings” 
(1976, p. 3).  Meta-analysis is a technique included in the larger field of literature 
reviews/research syntheses and has proliferated since the 1970’s as a valuable means to 
summarize a collection of studies on a particular topic and identify and analyze the 
similarities and differences among the study characteristics (Baldwin and Shadish, 2011).  
In fact, use of meta-analyses in decision-making for policy and practice in the fields of 
education and psychology has increased exponentially over the course of the past 25 
years.  Williams (2012) found that the rate of published meta-analyses has increased 
steadily every year since 1990.  In 2010, for instance, more than 800 published meta-
analyses were found in the PsycInfo database and over 200 were found in the ERIC 
database (Educational Resources Information Center, 2013).  
Meta-analyses are critically important to education research, especially in the role 
of informing practice and policy as well as identifying areas that need further 
investigation.  Because meta-analyses do not rely on a single study, but rather an 
organized synthesis of several studies, they can be regarded as a tool to build stronger 
arguments for reliability and validity.  Although it is difficult to discern just how many 
educational decisions about policies and practices are based on only one or a handful of 
studies, there has been criticism that all too often educational research “fails the policy-
making and broader educational community by the non-cumulative nature of its findings” 
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(Davies, 2000, p. 365).  In addition, the relevance, practicality, and quality of educational 
research have come under some scrutiny by critics who note that there exists a gap 
between practitioners and those undertaking research (2000).  More recently, former 
IES Director John Easton (2013) advocated for the importance of making research more 
relevant and usable, the importance of rigorous methodological techniques to collect and 
analyze data, and the importance of the feasibility of findings to inform educators who 
strive to improve student success.  Meta-analyses can serve to meet these challenges and 
can be a valuable tool for researchers to synthesize information, summarize a topic in a 
field, and then share these results with practitioners in a digestible, accessible way so as 
to bridge the researcher/practitioner divide.  The advantages here are two-fold.  One 
advantage is the use of sound research to inform practice based on an accumulation of 
evidence, not simply a single study.  The second advantage is the potential to close the 
gap between the researcher and practitioner by providing resolution of what works and 
what does not work.    
The remainder of this paper is intended to be a tutorial for conducting meta-
analyses.  First, common characteristics, categories, and features of meta-analyses are 
presented.  Because all meta-analyses focus on an effect size measure, various types of 
effect sizes are then provided given different types of dependent variables; that is, 
whether the study design examines the relationship between a combination of continuous 
and dichotomous variables (Cohen’s d), only dichotomous variables (Odds Ratio; OR), or 
only continuous variables (product-moment correlation; r).  Next, different types of 
regression models used to analyze the effect sizes are presented, namely fixed effects and 
random effects models.  Various issues are examined, including technical aspects of the 
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models, how the researcher determines which model to use, and implications for incorrect 
use of the models.  I then extend these approaches to a multilevel approach to meta-
analysis and draw comparisons from the regression models discussed earlier to the 
multilevel approach.  The tutorial concludes with an examination of publication bias, the 
inclusion of published and unpublished studies, and different techniques to examine the 
presence of publication bias. 
 A meta-analysis conducted by Lazowski and Hulleman (2015) is used to illustrate 
these topics.  Our meta-analysis systematically reviewed educational interventions that 
were guided by academic motivation theories.  We identified theoretically grounded 
motivation interventions that had been experimentally tested in educational contexts and 
examined the extent to which the interventions impacted various student outcomes.  In 
summary, the meta-analysis included 66 published and unpublished papers of 84 field 
studies grounded in motivation theory, accounting for 37,239 participants.  Data from this 
meta-analysis will be used as a recurring example throughout the tutorial.   
For pedagogical purposes, one study (Yeager, unpublished; Study 2) was omitted 
for the illustrative examples in this tutorial. This study had a substantially larger sample 
size than any other study in the meta-analysis and an explanation pertaining to its 
omission is described in one of the sections that follow (Illustration:  RE model, no 
moderators, p. 31).    
Table 1 presents all of the studies represented in the Lazowski and Hulleman 
(2015) meta-analysis, along with their associated effect size, sample size, sampling 
variance, and study characteristics (e.g., grade of participants and type of experimental 
design).      
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Effect Sizes 
When conducting meta-analyses, effect sizes are derived from the summary data 
found in each study in the analysis.  The importance of effect sizes is well-discussed in 
the literature and the interested reader is encouraged to consult Kirk (1996) for an 
introduction to effect sizes and corresponding practical significance.  The American 
Psychological Association (APA) recommends that effect sizes be included when 
reporting results as they provide the reader with a measure of the magnitude of the 
observed effect (2010).  P-values, most commonly reported in primary studies, reflect the 
likelihood of observing a result, or something even more extreme in the direction of the 
alternative hypothesis, if the null hypothesis were true.  Although p-values are partly a 
function of the size of an effect, they are also a function of sample size.  Thus, a study 
with a large sample may yield a significant p-value but a small effect size.  
Correspondingly, a study with a small sample may yield a non-significant p-value but the 
effect size may be large.  For these reasons, p-values are not used in meta-analyses and 
effect sizes are preferred.  Effect sizes are typically used in their standardized form so 
that they are more comparable across studies, even when different measures or outcomes 
are used from study to study.  In instances where effect sizes are not reported in a study, 
effect sizes are calculated by the researcher given the descriptive or inferential statistics 
provided (e.g., t-test, F-test).   
The type of effect size ultimately used by the meta-analyst depends on the nature 
of the results, the types of statistical information reported, and the hypotheses and 
research questions surrounding the meta-analysis (Lipsey & Wilson, 2001).  It is 
important to note that results for each of the primary studies included in a meta-analysis 
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needs to be encoded into the same effect size statistic.  In addition, the type of effect size 
must be appropriate given the relationships between or among variables in the studies, 
and to the statistical forms reported in the results (2001).    
Borenstein (2009) suggests four major factors that should influence the choice of 
the effect size statistic to be used in the meta-analysis.  First, the effect sizes from the 
primary studies should be comparable and approximately measure the same thing.  For 
instance, the effect size should not be dependent on aspects of the research design that 
may differ across studies (e.g., use of covariates).  That is, the meaning of the effect size 
should be the same regardless of the research design.  The second factor is that the effect 
size should be interpretable and meaningful to the substantive researchers whose studies 
are represented in the meta-analysis.  Third, if need be, the meta-analyst should be able to 
compute effect sizes from the information provided in the primary studies and not depend 
on raw data for re-analysis.  Finally, the effect sizes should have sound technical 
properties such as known sampling distributions in order to compute variances and 
confidence intervals. 
Like many statistics, sample size will impact the precision of the effect sizes 
included in the meta-analysis.  In general, studies with smaller samples will have 
correspondingly larger estimates of sampling error for effect sizes compared to studies 
with larger samples, which will have smaller estimates of sampling error.  Therefore, the 
values of every effect size in the analysis will have different degrees of reliability, and if 
not accounted for, effect sizes with large amounts of sampling error will contribute just as 
much as effect sizes with small amounts of sampling error in the final analyses.  This is 
clearly problematic.  To effectively address this problem, statistical models in meta-
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analysis weight each effect size by a term that reflects its precision.  The optimal 
weighting term is a function of the standard error of the effect size (Hedges, 1982; 
Hedges & Olkin, 1985).  Specifically, the weight is the inverse of the squared standard 
error (i.e., sampling variance) and is commonly termed the inverse variance weight. 
Therefore, both the effect size and the associated inverse variance weight are 
incorporated into the statistical analyses. Because it can be difficult to determine the 
standard error (and thus calculate the inverse variance weights), meta-analyses are 
generally conducted using effect size measures with known standard error formulas.  The 
most common effect sizes used in meta-analysis include the standardized mean 
difference, the odds-ratio, and the correlation coefficient (Beretvas, 2010).  The choice 
depends on the nature of variables in the study; that is, whether the study design 
examines the relationship between a combination of continuous and dichotomous 
variables, only dichotomous variables, or only continuous variables.  The effect size 
measure most commonly used for the combination of continuous and dichotomous 
variables is discussed next.  A detailed treatment of other effect size measures for only 
dichotomous variables and only continuous variables is provided in the Appendix.    
 Cohen’s d.  Research designs that incorporate group contrasts (comparison of one 
group to another) are widely used in meta-analysis (Lipsey & Wilson, 2001).  Most 
frequently, experimental and quasi-experimental design studies are utilized, with a 
comparison of an experimental or treatment group with a control group (a dichotomous 
variable) on one or more dependent variables (a continuous variable).  Different studies 
commonly use different instruments to measure a dependent variable or construct of 
interest and thus may not be numerically comparable across studies.  This can include 
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situations where the same construct is operationalized in a different manner or when 
different constructs are measured across studies.  In both of these instances, the effect 
size statistic used to aggregate the findings in the meta-analysis must be standardized so 
that the values on the original measures are comparable.  One effect size that can be used 
to compare the magnitude of the difference between two groups (e.g., experimental vs. 
control) across different measures is the standardized mean difference, or Cohen’s d 
(Cohen, 1988).  Cohen’s d is appropriate when the dependent variables are continuous in 
nature.  This effect size statistic is calculated using the following formula:  
                                                             (1) 
where  and  are the means for groups 1 and 2, respectively, and reflects 
the pooled standard deviation (Hedges & Olkin, 1985).  The sampling variance of 
Cohen’s d is calculated as: 
                                                      (2) 
where n1 and n2 represent the sample sizes for each group;   represents the 
uncertainty in the estimate for the mean difference, the numerator in Equation 1; and 
 represents the uncertainty in the estimate for the Spooled, the denominator in 
Equation 1 (Borenstein, 2010).   
 The standard error of Cohen’s d is calculated as the square root of vd: 
1 2G G
pooled
X Xd
S
−
=
1GX 2GX pooledS
2
1 2
1 2 1 22( )d
n n d
v
n n n n
+
= +
+
1 2
1 2
n n
n n
+
2
1 22( )
d
n n+
8 
 
                                                                  (3) 
Thus, the inverse variance weight for Cohen’s d ( ), noted earlier as the weight 
assigned to the effect size to account for sampling error, is: 
                                                   (4) 
Cohen’s d can be biased upward when sample sizes are small (< 20) (Hedges, 
1981).  To account for this bias, a correction is applied and the estimate is referred to as 
Hedges’ g (1981). Hedges’ g and the associated variance and inverse variance weight are 
as follows:  
,                                                           (5) 
,                                                        (6) 
                                                 (7) 
where N represents the total sample size.  
Illustration 
The Froiland (2011) study from the Lazowski and Hulleman 
(2015) meta-analysis will be use to illustrate these calculations.  
This study included four separate dependent variables, with values 
of Cohen’s d averaged across these measures to capture the 
d dSE v=
dw
1
d
d
w
v
= 1 2 1 22 2
1 2 1 2
2 ( )
2( ) ( )
n n n n
n n n n d
+
=
+ +
31
4 9
g d
N
 = − − 
2
1 2
1 2 1 22( )g
n n g
v
n n n n
+
= +
+
1 2 1 2
2 2
1 2 1 2
2 ( )1
2( ) ( )g g
n n n n
w
v n n n n g
+
= =
+ +
9 
 
average effect size.  For clarity in this example, only one of the 
dependent variables will be presented – the Parent Questionnaire 
of Child Motivation to Learn (PQCML).   
First, both the treatment and control groups consisted of 15 
students each.  At posttest, the mean of the treatment group on the 
PQCML was 123.3, with a standard deviation of 24.3.  
Correspondingly, the mean of the control group on the PQCML at 
posttest was 116.3, with a standard deviation of 20.7.  Given these 
data, Cohen’s d  (Equation 1) comparing the treatment to control 
group on the PQCML can be calculated as follows: 
=  
Next, the sampling variance (Equation 2) can be calculated as 
follows: 
=   
The standard error (Equation 3) associated with this sampling 
variance is then: 
=  
Finally, the inverse variance weight for this effect size is computed 
as: 
1 2G G
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X Xd
S
−
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22.5
−
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215 15 0.31 0.135(15)(15) 2(15 15)
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+ =
+
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= 7.404 
As noted above, Cohen’s d can be upwardly biased when sample 
sizes are less than 20, and in these instances, Hedges’ g is 
generally recommended.  However, as Table 1 demonstrates, none 
of the studies included in the Lazowski and Hulleman (2011) meta-
analysis had less than 20 participants.  Only one study had exactly 
20 participants (Reeve et al., 2004).  Therefore, Cohen’s d was 
chosen over Hedges’ g.   
In addition to the choice of effect size measure, there are several other 
methodological concerns that the meta-analyst must consider and address.  Some of these 
include, but are not limited to: the choice of fixed vs. random effects models; combining 
effect sizes from different study designs (e.g., independent sample and dependent sample 
studies); combining effect sizes within studies (e.g. averaging effect sizes within one 
study vs. the use of procedures to account for the intercorrelation among the measures); 
inter-rater reliability between or among study coders; power; choice of analytic technique 
to conduct the meta-analysis; and the inclusion of published studies only vs. both 
published and unpublished studies (e.g., conference presentations not published in peer-
reviewed journals, dissertations, master’s theses).   
Although a detailed treatment of all of these issues is beyond the scope of the 
current work, the following sections will more thoroughly address two of these issues: 1) 
choice of analytic technique to conduct the meta-analysis and 2) inclusion of published-
only vs. published and unpublished studies.   
1
d
d
w
v
= 1 2 1 22 2
1 2 1 2
2 ( )
2( ) ( )
n n n n
n n n n d
+
=
+ +
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Choice of Analytical Technique  
 Statistical models are used in meta-analysis to estimate the overall weighted effect 
size and variability of effect sizes across studies and to explore variables that may explain 
variability in the effect sizes comprising a meta-analysis.  The four statistical models that 
are used in the vast majority of meta-analyses for these purposes are shown in Table 2, 
which differentiates models by whether they are a fixed effects or random effects model 
and also by whether or not moderators are included.  The models shown in Table 2 align 
with those presented by Hedges and Olkin (1985) and are the same models presented 
using different notation in Lipsey and Wilson’s popular primer on meta-analysis.  In 1985 
Raudenbush and Bryk described the connection between these meta-analytic statistical 
models and multilevel models.  The connection is simple: the meta-analytic statistical 
models provided in Table 2 are a type of multilevel model. Although many 
methodologists have emphasized this connection (e.g., Hox, 2010, Marsh et al., 2009), 
researchers using the traditional approach to meta-analysis may not realize that they are 
in fact using the same models that are used in a multilevel approach.  For instance, 
researchers using Lipsey and Wilson’s primer as a guide to meta-analysis are likely 
unaware that they are using the same models as researchers who are using a multilevel 
approach. 
 One of the purposes of this tutorial is to emphasize the fact that the same 
statistical models underlie the traditional approaches to meta-analysis, such as the 
approach provided in the Lipsey and Wilson primer, and multilevel approaches.  To 
emphasize this fact, the statistical models in Table 2 were fit to the Lazowski and 
Hulleman (2015) data using different procedures within IBM SPSS Statistics for 
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Windows, Version 21 (IBM Corp., 2012) and SAS 9.3 software (SAS Institute, Cary NC, 
2011). The SPSS macros developed Lipsey and Wilson were first used for the traditional 
approach and PROC MIXED (Sheu & Suzuki, 2001) in SAS was then used for the 
multilevel approach. The estimates (which will be described in more detail below) 
obtained using the two approaches are similar and are provided in Tables 3 and 4. 
 Although the traditional and multilevel approaches use the same statistical models 
and yield essentially the same parameter estimates, there are differences in the analytical 
orientation of researchers adopting the different approaches.  Specifically, there are 
differences in terminology, aspects of the results that are emphasized, which initial model 
is typically fit to the data, estimation procedures, and the number of moderators included 
in the model simultaneously.  These differences are explained further in the sections 
below.  
Traditional Approach 
 A traditional approach to meta-analysis aligned with the Lipsey and Wilson 
primer and using their associated SPSS macros for analysis is provided below.  First, a 
fixed effects model is presented that estimates the overall weighted effect size and 
assesses variability in effect sizes (Cell A of Table 2).  Next, a fixed effects model that 
incorporates moderators to explain significant variability in effect sizes is presented (Cell 
B of Table 2).  Here, the term moderator refers to different study characteristics that are 
considered independent variables or predictors that help explain excess variability in 
effect sizes across studies in the meta-analysis.  The term moderator will thus be used 
throughout this tutorial to reflect the independent variable(s) or predictor(s) in the 
models.  Predictors are called moderators in this context because they moderate the 
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relationship between the experimental conditions (treatment vs. control) and the 
dependent variable.   
Two different approaches are illustrated using this model – one where each 
moderator is analyzed separately in an ANOVA framework followed by one that explores 
the effects of various moderators simultaneously in a regression framework.  Following 
the presentation of the fixed effects models, the use of random effects models is then 
introduced to estimate the overall effect size and between-study variance in effect sizes 
using the intercept-only model (Table 2, Cell C).  The use of moderators to explain 
variability in effect sizes with the random effects model is then introduced (Table 2, Cell 
D).  This section again illustrates the more traditional approach to meta-analysis by 
demonstrating how the results from the various fixed and random effects models can be 
obtained and the differences that can be expected when a fixed versus random effects 
model is employed.   
The Fixed Effects Model 
 No moderators. Once effect sizes are obtained from each of the primary studies 
that are to be included in the meta-analysis, the first step is to combine them in such a 
way to arrive at a single value that we use as the estimate of the population effect size.  
The fixed effects model (Cell A of Table 2) can be used to accomplish this task and 
makes the assumption that the effect sizes are simply direct replications of one another 
(i.e., the effect size is the same in all studies) and that the only differences among the 
effect sizes are due to sampling error (Hedges & Olkin, 1985).   
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In the fixed effects model each observed effect size represents an estimate of the 
population parameter, γ0, and any variation in the observed effect sizes from γ0 is only 
attributable to sampling variance.  The population effect size, γ0,  is estimated using a 
weighted average across the k observed effect sizes in the primary studies, with the 
weights assigned to each study (wj) being equal to the inverse variance weight.  For 
Cohen’s d, this is the inverse variance weight that was discussed and presented in 
Equation 4 and thus this overall effect size represents a weighted average of the effect 
sizes, as shown in Equation 8: 
                                                  .                                                      (8) 
 The standard error of the estimated population effect size is a function of the 
weights associated with each effect size, 
                                                         .                                                        (9) 
 The estimate of the population effect size along with its standard error are used in 
the calculation of significance tests and confidence intervals for the estimate.  
Oftentimes in meta-analysis, the various studies that are included are not exact 
replications and may differ from one another in a variety of ways.  For instance, studies 
may differ on the operational definition of the outcome variable, the population from 
which the sample is derived, and type, length, or dose of treatment delivered (2003).  
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Despite these differences, it does not necessarily follow that the effects differ across 
studies.  An important step in the meta-analysis is to test for homogeneity of effect sizes 
included in the study, which can be conducted using the Q-statistic (Cochran, 1954): 
  
2 2
0
1
ˆ( ) ~ ( 1)
k
j j
j
Q w d kγ χ
=
= − −∑                               (10) 
 where k reflects the number of effect sizes. If the null hypothesis of homogeneity 
is not rejected, the effect sizes differ from the population mean by sampling error only.  
In this case, the researcher would use a fixed effects model with no moderators (refer to 
Table 2). 
Illustration: FE – no moderators 
Using Equation 8, the weighted average ( ) of the 83 effect sizes 
using a fixed effects model in the Lazowski and Hulleman (2015) 
meta-analyses is 0.403 (95% CI [0.370, 0.436]), with a 
corresponding standard error (Equation 9) of 0.017 (see Table 3 
under FE: Traditional).  The overall homogeneity statistic, Q, was 
statistically significant, χ2 (82) = 297.239, p < .001.  Thus, one 
would reject the hypothesis of homogeneity and conclude that the 
variance in the population of effect sizes was greater than would be 
expected from sampling error alone.  These computations were 
0γˆ
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performed via the MeanES macro1 provided by Lipsey and Wilson 
(2001).  
With moderators. When the null hypothesis of homogeneity is rejected, then the 
variability of the effect sizes is larger than would be expected by sampling error alone, 
and thus each effect size does not estimate a common population mean (Lipsey & 
Wilson, 2001).  In this case, one option is to continue with a fixed effects model, but 
include moderator variables based on study characteristics discussed above.  One way to 
go about doing so (that is more aligned with a traditional approach to meta-analysis) is to 
divide the studies into homogenous groups (again, based on study characteristics) and 
perform separate moderator analyses via a meta-analytic analog to ANOVA (Hedges, 
1982b; Hedges & Olkin, 1985).  For example, studies could be categorized according to 
the type of experimental design (e.g., either randomized or quasi-experimental design) 
and also categorized by grade level  (e.g., elementary school, middle school, high school, 
post-secondary).  Then, two analyses would be run using the analog to ANOVA – one 
using the type of experimental design as the moderator and the other for the age group of 
the sample as the moderator.  There is no particular statistical reason why one moderator 
is examined at a time.  Rather, this is traditionally how the approach has been conducted. 
Illustration: FE with moderators, separate ANOVAs 
To illustrate, the results of two separate ANOVAs using the 
example data were obtained using the MetaF macro provided by 
                                                          
1
 Note that the same results could be obtained using the MetaReg macro, the macro 
appropriate for weighted least squares regression analyses in meta-analysis, specifying no 
predictors and asking for a fixed effects model. The only difference in the output would 
be the omission of the Q statistic in the MetaReg macro results. 
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Lipsey and Wilson (2001).  When the MetaF macro is used, 
attention is paid to two quantities: QB and QW.  QB represents the 
between-group variance in effect size, and QW represents the 
within-group variance in effect size.  In the moderator analyses, if 
QB is significant, this indicates that there are significant differences 
in effect sizes across groups and that a significant amount of 
variability is explained by the moderator.  If QW is significant, this 
indicates that there is additional variance in effect sizes not 
explained by the moderator.  However, if QW is not significant, the 
moderator sufficiently captures the excess variability in effect sizes 
(Lipsey & Wilson, 2001).   
With respect to experimental design, there were 61 studies coded as 
randomized experiments and 22 studies coded as quasi-
experimental designs.  Results of the moderator analyses on 
experimental design indicated that this variable explained a 
statistically significant amount of variability in effect sizes (QB = 
39.159, p < .001). This suggests that the weighted mean effect sizes 
between experimental designs differed by more than sampling error.  
The weighted mean effect size for randomized experiments was 
0.347 (95% CI [0.310, 0.384]) and the weighted mean effect size 
for quasi-experimental designs was 0.599 (95% CI [0.370, 0.436]).  
The experimental design of the study explained 13% of the variance 
in effect sizes (QB /(QB + QW)).  The pooled within  group variance 
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was also significant (QW = 258.080, p < .001), suggesting the 
variability within experimental designs was significant and that the 
categorical variable represented in QB (experimental design) was 
not sufficient alone to account for the excess variability in the effect 
size distribution.  
We also coded studies according to the grade level of participants.  
In all, there were 8 studies conducted with elementary students, 22 
with middle school students, 14 with high school students, and 39 
with students enrolled at a post-secondary institution.  Results of the 
moderator analyses using grade level indicated that this variable 
explained a statistically significant amount of variability in effect 
sizes (QB = 26.412, p < .001).  This suggests that the weighted 
mean effect sizes among grade level differed by more than 
sampling error.  The weighted mean effect size for middle school 
students was largest (0.543; 95% CI [0.469, 0.617], followed by 
post-secondary students  (0.411; 95% CI [0.363, 0.459]) elementary 
students (0.372; 95% CI [0.267, 0.477]), and high school students 
(0.2801; 95% CI [0.035, 0.212]).  The grade level of the 
participants in the study explained 9% of the variance in effect sizes 
(QB /(QB + QW)).  The pooled within group variance was also 
significant (QW = 270.827, p < .001), suggesting the variability 
within the different age groups was significant and that the 
categorical variable represented in QB (age group) was not sufficient 
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alone to account for the excess variability in the effect size 
distribution.  
Illustration: FE with moderators, separate regressions 
Although the MetaF macro was used in these two separate 
ANOVAs, the same analyses could be executed within a multiple 
regression framework by including code variables as predictors to 
represent the categorical variables.  The analog to multiple 
regression (Hedges, 1982b, 1983b; Hedges & Olkin, 1985) in the 
context of meta-analysis is often called meta-regression 
(Konstantopoulos & Hedges, 2009).  The MetaReg macro provided 
by Lipsey and Wilson (2001) can be used for meta-regression and 
uses the same model (Cell B of Table 2) as the MetaF macro; the 
only difference in the macros is the nature of the output provided.  
Specifically, the MetaReg macro output contains two quantities: QR 
and QE.  QR represents the regression sum of squares and tests 
whether the regression model is significant; that is, whether the 
regression model explains a significant amount of variability in 
effect sizes (Lipsey & Wilson, 2001).  This quantity is the same as 
QB discussed in the ANOVA framework.  In addition, the 
regression model will also yield QE which represents the sum of 
squares residual; that is, the unexplained variability in effect sizes 
that is not accounted for in the model (2001).  It is therefore the 
same as QW in the ANOVA framework. The correspondence 
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between QR and QE in the MetaReg macro output and QB and QW in 
the MetaF macro output highlights the well-known fact that 
ANOVA are regression are equivalent.  When experimental design 
and grade level are entered as predictors (using a series of code 
variables) in separate meta-regression models, the results obtained 
used the Meta-Reg macro are the same as the ANOVA results 
obtained using the MetaF macro.  
 Examining moderators via regression (i.e., the approach taken in Cell B in Table 
2) is preferred over performing separate analyses, as illustrated with the above ANOVAs.  
One main reason is that the moderators can be examined together, taking potential 
intercorrelations between or among the moderators into account which is not the case 
when separate analyses are performed (Viswesvaran & Sanchez, 1998).  That is, the 
effects of one moderator can be examined after controlling for the effects of other 
moderators.  Furthermore, regression offers flexibility in the types of moderators to be 
analyzed through the ability to handle both categorical and/or continuous moderator 
variables (Marsh, Bornmann, Mutz, Daniel, & O’Mara, 2000; Van den Noortgate & 
Onghena, 2003) as well as interactions between moderators.   
Illustration:  FE with moderators, single regression 
To illustrate, a single meta-regression model was estimated using 
the MetaReg macro with both experimental design and grade level 
entered as predictors.  Because dummy coding was used for each 
categorical variable a total of four code variables were entered as 
predictors into the model (one code variable for experimental 
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design and three for grade).  The quasi-experimental group served 
as the reference group for the experimental variable and the 
elementary grade level served as the reference group for the grade 
variable.  
The parameter estimates and standard errors of this model are 
provided in Table 4 under FE: Traditional.  Results indicated that 
QR was significant (QR = 59.911, p < 0.001), suggesting the 
regression model explains a significant amount of variability 
across effect sizes.  QE was also significant (QE = 237.327, p < 
0.001), suggesting that the unexplained variability was greater than 
would be expected from sampling error alone. Despite that fact 
that significantly variability in effect sizes remains once 
controlling for these two predictors, the experimental design and 
grade level associated with the studies together explain 20% of the 
variance in effect sizes (QR /(QR + QE)). 
In addition to ascertaining the variance explained by the set of 
predictors, entering in predictors simultaneously allows the effects 
of one predictor to be examined once controlling for the effects of 
the other predictor.  For instance, a comparison of the coefficient2 
associated with experimental design in the model including only 
this predictor (β1 = -0.253, p<0.001) to the model including both 
                                                          
2
 Because dummy-coding was used with quasi-experimental designs as the reference 
group, β1 represents the difference between the effect sizes associated with randomized 
designs and those associated with quasi-experimental designs.  
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this predictor and grade ((β1 = -0.249, p<0.001), shows that 
experimental design is still a significant predictor once controlling 
for grade.  
Another advantage in utilizing a regression approach is that 
interactions between variables can be explored. For example, 
additional code variables could be entered into the model to 
represent the interaction between experimental design and grade 
level.  Given the low number of quasi-experimental studies in the 
elementary, middle and high school grade levels, this analysis was 
not pursued.    
The Random Effects Model 
 With moderators in the fixed effects model discussed above, it is assumed that the 
known study characteristics included in the model are able to account for all the 
variability in the true effect sizes and/or the remaining variance is negligible (Hedges, 
1983a).  However, in practice the studies comprising the meta-analysis are rarely exact 
replications with regard to these study characteristics, nor do they often account for all 
the heterogeneity in effect sizes (Hedges, 1983a); thus the assumption of homogeneity is 
tenuous at best, making the fixed effects models unrealistic (Erez, Bloom, & Wells, 1996; 
Hedges & Vevea, 1998; Hunter & Schmidt, 2000; National Research Council, 1992; 
Schmidt, Oh, & Hayes, 2009).  For a fixed effects model, one must have strong evidence 
that the studies included in the meta-analysis were virtually identical (Aronson, 
Ellsworth, Carlsmith, & Gonzalez, 1990; Schmidt, Oh, & Hayes, 2009).  Schmidt, Oh, 
and Hayes (2009) provide an example, noting the following:  
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If the studies drew their samples from the same population (e.g. college 
sophomores), tested exactly the same hypotheses with exactly the same study 
design, treatment strength (if an experimental study), measures, instructions, time 
limits, etc, then one might assume a priori that the same population parameter 
was estimated in all the primary studies (i.e. ) and this could be the 
basis for choosing the FE model. (p. 124)  
 Because heterogeneous results are common and expected (Engels, Schmidt, 
Terrin, Olkin, & Lau, 2000), random-effects models are preferred over fixed-effects 
models (Erez, Bloom, & Wells, 1996; Hedges & Vevea, 1998; Hunter & Schmidt, 2000; 
National Research Council, 1992; Schmidt, Oh, & Hayes, 2009).  
Differences between the random effects and fixed effects models also have 
implications regarding the inferences that can be drawn from the results.  A random 
effects model allows the researcher to generalize results beyond those found in the study, 
whereas this generalization is inappropriate for a fixed effects model.  For a fixed effects 
model, inferences can only be made about the studies included in the meta-analysis 
(Hedges & Vevea, 1998).  Because the assumption that the true effect size is the same in 
all studies (any variation is solely due to sampling variance) is often untenable and the 
limited generalizability in fixed effects models, random effects models are generally 
recommended (Baldwin & Shadish, 2011; Borenstein, Hedges, Higgins, & Rothstein, 
2009).      
 As implied above, random effects models differ from fixed effects models in a 
number of ways.  The random effects model allows the true effect size to vary depending 
2 2
 or 0δ ρσ σ =
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on the study, whereas the fixed effects model assumes that all studies comprising the 
meta-analysis share one common effect size (Hedges & Vevea, 1998) or are strictly a 
function of moderators.  To clarify, a direct comparison of the fixed effects models to the 
random effects models are provided in Table 2.  Most notably, in a random effects model, 
sources of variation include both the within study estimation error and between study 
variance, as captured by vj and τ, respectively; conversely, the fixed effects model only 
includes the source of variation associated with within study estimation error (vj) 
(Borenstein, Hedges, Higgins, & Rothstein, 2009).  There are a variety of different 
estimators that can be used for τ (for a review see Viechtbauer, 2005). A commonly used 
estimator is DerSimonian and Laird’s (1986) estimator for τ, which is a noniterative 
method of moments (MM) approach based on a quadratic form of Q: 
                                                                                 (11) 
where Q represents the homogeneity test statistic, k represents the number of studies, and 
c is calculated by 2
1 1 1
( ) /( )k k kj j jj j jw w w= = =−∑ ∑ ∑ . 
 The Q-statistic used in Equation 11 is the same as was used with the fixed effects 
model.  Thus, the same Q-statistic computed using Equation 10 is used to test the null 
hypothesis of homogeneity of effect sizes, which indicates the between study variance 
(represented using τ) equals zero.  Although the same Q-statistic is used in the fixed and 
random approaches, the actions that follow based on its results vary across researchers.  
For instance, researchers wedded to a fixed effects model may interpret the Q-statistic as 
an indication that moderator variables need to be included in additional fixed effects 
( 1)Q k
c
τ
− −
=
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models.  Other researchers might use the Q-statistic to decide which kind of model (fixed 
or random effects) to use in estimating the overall effect size and in moderator analyses.  
For instance, a researcher may begin with a fixed effects model, but switch to random 
effects models if a significant Q-statistic is obtained.  Proceeding in this fashion is called 
a conditionally random effects approach because adoption of a random effects model is 
conditional upon the outcome of the test for homogeneity, or Q (Hedges & Vevea, 1998).  
Similarly, another researcher might begin with a random effects model and only switch to 
a fixed effects model if the Q-statistic is non-significant. 
No moderators. When using a random effects model without any predictors, in 
other words, when using a random effects model to estimate the overall effect size across 
studies, studies are weighted by their estimated precision to produce an overall weighted 
mean effect size using Equation 8.  Thus, the same equation to obtain the overall effect 
size is used in the fixed and random effects models.   
The difference is in the weights assigned to each study (wj).  The weights in a 
random effects model are now equal to wj = 1/(vj+ τ).  If τ is non-zero, the weights will be 
smaller in a random effects model compared to a fixed effects model. The standard error 
of the estimated population effect size is still computed using Equation 9, but with the 
weights now equal to those associated with a random effects model.  Because the weights 
are smaller when τ is non-zero, the standard error of the overall effect size will be larger 
in a random effects model compared to a fixed effects model.  As before, the estimate of 
the population effect size along with its standard error is used in the calculation of 
significance tests and confidence intervals for the estimate. 
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Illustration:  RE model, no moderators 
Using the formula in Equation 8, the weighted average of the 83 
effect sizes using a random effects model in the Lazowski and 
Hulleman (2015) meta-analyses is .497 (95% CI [0.428, 0.566]), 
with a corresponding standard error (Equation 9) of 0.035(see Table 
3 under FE: Traditional - MM).  The overall homogeneity statistic, 
Q, which is the same as that computed for the fixed effects model, 
was statistically significant, χ2 (82) = 297.239, p < .001) indicating 
that the estimate of the between-study variance in effect sizes (̂= 
0.063) is significantly different than zero. The square root of τˆ is the 
standard deviation of population effect sizes.  Its value is 0.251 
indicating that population effect sizes vary from the overall effect 
size of 0.497 by about 0.251 units. 
When a fixed effects approach was adopted, the overall effect size 
using the fixed effects model was presented and the significant Q-
statistic was used to justify incorporating moderators into further 
fixed effects models.  In this example, when a random effects model 
was used to estimate the overall effect size, the significant Q-
statistic was used to justify retention of the overall estimate based 
on the random effects model and to pursue further analyses 
incorporating moderators into the random effects model.  
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Before moderators are included, it is important to point out two 
noteworthy differences between the results for the fixed effects and 
random effects approaches to computing the overall effect size.  
First, the standard error is larger in the random effects approach.  
This is expected and is a result of incorporating the non-zero 
between-study variance (τ) into the computations.  The second 
difference pertains to the differences in the estimates of the overall 
effect sizes.  In the fixed effects model γ0 was estimated as 0.403 
and in the random effects model as 0.497.  Differences between the 
estimates from the two models are expected when τ is non-zero.  
Recall that in the fixed effects model, variability in effect sizes is 
only assumed to be due to sampling variance.  However, in the 
random effects model, variability in effect sizes is assumed to be 
due to both sampling variance and between study variance.  In each 
of the models, the inverse variance weight is a function of sample 
size, with more weight placed on studies that have larger sample 
sizes.  As a result, these studies have a larger impact on the overall 
weighted effect size.  This weight also has a larger impact in fixed 
effects models where the only variability in effect sizes are 
attributed to sampling variance.  On the other hand, the between 
study error variance in the random effects models attenuates the 
weight placed on larger studies as some of the variance is also 
attributed to between study variation.    
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For instance, the Paunesku et al. (unpublished) study (Table 1) in 
the Lazowski and Hulleman (2015) meta-analysis had a 
substantially larger sample size compared to most other studies.  
The effect size associated with this study was also smaller (d = 
0.14) than the overall weighted effect sizes in both the fixed effects 
and random effects models (0.403 and 0.497, respectively). As is 
demonstrated here, this study had a larger impact on the overall 
weighted effect size associated with the fixed effects model by 
comparison to the random effects model.  In the fixed effects 
model, the inverse variance weight associated with this study was 
calculated as 144.409.  In comparison, for the random effects 
model, the inverse variance weight associated with this study was 
reduced to 14.301.  Again, this is due to the additional source of 
variability (between study variability) that is incorporated in the 
inverse variance weight calculated for each study in the random 
effects model.    
As mentioned earlier, Yeager (unpublished) Study 2 was omitted 
from the analyses in this tutorial due to the much larger sample size 
in this study compared to other studies in the meta-analysis.  The 
sample size for this study was 21,559 students.  When this study is 
included, the magnitude of the difference in the weighted average 
effect sizes between the fixed and random effects models was even 
more pronounced.  Including this study yielded a weighted average 
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effect size of 0.258 for the fixed effects model compared to 0.489 
for the random effects model – a difference of 0.231! 
With moderators. To explore the effects of moderators in a random effects 
model, either ANOVA approaches (using only categorical moderators) or regression 
(using either categorical or continuous moderators) can be used.  Given the 
aforementioned weaknesses of relying on separate ANOVA models, only regression is 
considered here.  The random effects regression equation used to examine the moderating 
effects of the study characteristics and is presented in Cell D from Table 2.  As can be 
seen, this equation is similar to the one presented for the fixed effects model in Cell B 
with the addition of uj in the random effects model.  Weighted least squares is used to 
estimate regression coefficients, with the weights now being equal to w*j = 1/(vj+ τ∗), 
with τ∗ representing the between-study variance once controlling for the predictors in the 
model (computational details for computing τ∗  can be found in Raudenbush, 2009). 
Illustration:  RE model, with moderators 
To illustrate, a random effects regression model was estimated 
using the MetaReg macro with code variables in the model to 
explore the effects of experimental design and grade level on the 
effect sizes, simultaneously. The estimation method for τ was 
specified as noniterative method of moments (MM; Raudenbush, 
2009). Parameter estimates and standard errors are presented in 
Table 4 under RE: Traditional-MM.  Results indicated that QR was 
significant (QR = 10.16, p < 0.001), suggesting the regression model 
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explains a significant amount of variability across effect sizes.  QE 
was also significant (QE = 74.94, p < 0.001), suggesting that the 
unexplained variability was greater than would be expected from 
sampling error alone.  Despite that fact that significantly variability 
in effect sizes remains once controlling for these two predictors, the 
experimental design and grade level associated with the studies 
together explain 12% of the variance in effect sizes (QR /(QR + QE)). 
It is informative to contrast these results with those from the fixed 
effects model provided earlier. First, note that the parameter 
estimates are somewhat different than those in the fixed effect 
model.  Differences are due to the weights used in their estimation. 
Specifically the weights used in the random effects model now 
incorporate conditional between study variance (τ*) in addition to 
sampling error.  Differences in the parameter estimates between 
fixed and random effects will be larger as τ increases.  Second, note 
that the standard errors are larger in the random effects model in 
comparison to the fixed effects model.  Again, this is due to the 
addition of τ* in the random effects model.  Third, note that 
compared to the traditional random effects model with no 
moderators, in the traditional random effects model with moderators 
the between study variance has been reduced.  This reflects a 
reduction in the between study variance due to the addition of 
moderators in the model.   
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 Misspecifying the model.  The choice of which model to use is an important 
decision the meta-analyst must make.  Applying fixed effects models when random 
effects models are more appropriate (and vice versa) can result in substantial biases and 
distortions in conclusions.  For instance, Schmidt, Oh, and Hayes (2009) re-analyzed 
previously published meta-analyses using random effects models that were originally 
analyzed using fixed effects models.  Their results demonstrated that fixed effects 
standard errors were much smaller and confidence intervals around mean effect sizes 
were substantially narrower compared to the random effects re-analyses (2009).  
Therefore, if the studies included in the meta-analyses were truly random but analyzed 
using fixed effects models, standard errors of parameter estimates would be too small and 
correspondingly, Type I error rates would be inflated.  It is interesting to note that the 
authors indicated that none of the meta-analyses in their study mentioned the plausibility 
that the studies included in the meta-analyses were exact replications of one another, a 
primary argument for using fixed effects models.  Therefore, the authors argue that the 
precision of findings reported in meta-analyses could potentially be overestimated, 
leading to important consequences for research and practice that have been based on 
faulty grounds (2009).   
 Applying this same logic to the use of random effects models when fixed effects 
models are more appropriate, an opposite trend emerges.  More specifically, in this 
instance the standard errors will be too large and confidence intervals will be too wide, 
resulting in lower power and an increased likelihood of Type II error rates.  However, 
this is less of a concern given that for most meta-analyses, a random effects model is 
more appropriate.   
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  Illustration:  Conflicting results using fixed and random effects 
Conflicting results and interpretations of findings between fixed effects 
and random effects models is demonstrated with the Lazowski and 
Hulleman (2015) data.  As can be seen from Table 4, the parameter 
estimate for middle school in the traditional fixed effects model ( 02γ = 
0.151) was statistically significant (p = 0.022), indicating that the effect 
size for studies in middle schools is significantly higher than the effect 
size for studies in elementary schools (controlling for the experimental 
design of the study).  This information would indicate that the moderator, 
grade level, was significant (i.e., one of the groups was significantly 
different than at least one other group controlling for the experimental 
design of the study).  However, the corresponding parameter estimate in 
the random effects model ( 02γ = 0.165) was not statistically significant (p 
= 0.206), nor were any other estimates for grade level. Thus, in the 
random effects model, one would conclude that grade level was not a 
significant moderator.  It is important to note that we justified and used a 
random effects model in our meta-analysis. Should we have used a fixed 
effects model instead, we may have arrived at a different conclusion for 
the grade level moderator effect.   
Meta-analysis Using Multilevel Modeling  
 Extending upon the fixed effects and random effects regression models already 
discussed, another analytic approach to conducting a meta-analysis is through the use of 
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Hierarchical Linear Models (HLM), otherwise known as multilevel models.  Meta-
analyses can be considered a special case of multilevel modeling (Hox, 2010) with 
multilevel modeling providing a useful approach to distinguishing the various sources of 
variability discussed already (e.g., within study sampling error variance and random 
effects or between studies variance) (Raudenbush & Bryk, 2002).     
 Using a multilevel approach, the data are considered hierarchical, with subjects 
(Level 1) nested within studies (Level 2) (2002).  At Level 1, the estimated effect size for 
each study varies randomly due to sampling error around the population or true effect 
size (Raudenbush, 2009) for that study.  At Level 2, the true effect sizes vary among 
studies due to different study characteristics plus a random effect that represents 
unknown or unobserved sources of variability in true effect sizes (2009).  Thus, the 
multilevel meta-analysis model is usually represented as the random-effects model shown 
in Cell D (Level 1) from Table 2 indicating that the observed effect sizes include both the 
true effect size and error.   
 In the multilevel model, the moderator effects are treated as fixed and the ujs are 
treated as random, and therefore, this model is sometimes called a mixed-effects model.  
There is a correspondence between the fixed-effects or random-effects models discussed 
earlier (Van den Noortgate & Onghena, 2003) and multilevel meta-analysis model (Cell 
D from Table 2).  This model simplifies to the fixed-effects regression model with 
moderators (Cell B, Combined Equation in Table 2) when the between study variance (τ) 
is zero; the model also simplifies to the fixed-effects model with no moderators (Cell A 
in Table 2) when the between study variance is zero (the Level 2 variance is zero) and no 
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moderators are included.  Finally, the model simplifies to the random-effects model with 
no moderators (Cell C in Table 2) when no moderators are included (2003).   
One difference between traditional and multilevel approaches is which model is 
used as the initial model in the analysis.  In the multilevel approach, the meta-analyst 
always starts with the random effects model but may simplify to the fixed effects model 
when the between study variance is zero.  However, in the traditional approach, as 
aforementioned, meta-analysts use a variety of starting points, including starting and 
staying with a fixed effects model or starting with a fixed effects model and switching to 
a random effects model based on the Q statistic results.  
Perhaps the largest difference between the multilevel approaches and the 
traditional approaches lies in the estimation procedures that are typically used for the 
between-study variance.  In the traditional approaches, several estimation procedures can 
be used, but the most common include noniterative method of moments (MM), full 
maximum likelihood (ML), and restricted maximum likelihood (REML; Lipsey & 
Wilson, 2001).  In the multilevel approach, maximum likelihood methods are most 
commonly used [either ML or REML, though Hox and de Leeuw (2003) note that REML 
procedures are preferred over ML in situations with small samples].  Therefore, the 
multilevel approaches most commonly use iterative estimation techniques whereas 
traditional approaches most commonly rely on closed form estimation techniques.  Note 
that differences in estimation techniques across the two approaches only pertain to the 
random effects models, where the between-study variance is estimated.  The use of 
different estimation procedures also invokes different assumptions about the distribution 
of ujs.  When maximum likelihood techniques are used in either approach, the assumption 
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of normality is made.  When method of moments techniques are employed, which are 
limited to the traditional approaches to meta-analysis, an assumption about the 
probability distribution of the ujs is not made (Raudenbush, 2009).  
Illustration: Comparison of results using traditional vs. multilevel 
modeling in meta-analysis 
The illustrative examples for the traditional techniques provided thus far 
utilized noniterative method of moments (MM) techniques for estimating 
the between-study variance in random effects models.  To illustrate the 
similarities and differences between traditional and multilevel approaches 
when the estimation method is held constant, the traditional random 
effects model results3 using ML estimation are also provided in Tables 3 
and 4 along with the multilevel results using ML.  
The parameter estimates and standard errors across the traditional and 
multilevel fixed effects models in Tables 3 and 4 are almost identical, with 
the exception of small differences in the p-values, which are a result a 
result of using the normal distribution for significance testing in the 
former and t-distributions in the latter.  With respect to the random effect 
models in Tables 3 and 4, there are small differences between traditional 
                                                          
3
 The MetaReg macro was used to acquire the ML results for both the random effects 
intercept only model and the random effects with moderators model. Although the 
MeanES macro was used to acquire the random effects intercept only results when 
noniterative method of moments was used, the use of a different estimation method (such 
as ML) is not an option with this macro.  For this reason, we used the MetaReg macro to 
acquire the results for this model, since this macro can estimate the between-study 
variance in random effects models using noniterative MM, ML or REML.  To use this 
macro to acquire the results of the intercept-only model, no predictors are specified when 
calling the macro.  
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and multilevel parameter estimates and standard errors when different 
estimation procedures are used, but not when the same estimation 
procedure is used. It is noteworthy that the same conclusions would be 
made about effect sizes in this example using either traditional or 
multilevel approaches. 
Other authors (e.g., Hox, 2010) who have utilized both traditional and multilevel 
approaches with the same data have noted the same similarities in the results of the two 
approaches. Simulation studies show a similar trend; specifically that the results obtained 
via the traditional random effects approach do not substantially differ from results of the 
multilevel approach.  Van den Noortgate and Onghena (2003) conducted a simulation 
study comparing these approaches with varying mean group sizes (  spanning 3 to 100), 
number of studies (k spanning 3 to 100), varying sample sizes across studies (slightly 
unbalanced, largely unbalanced), overall effect size (0, 0.5, 1), variance in true effect 
sizes (i.e., between study variance; 0, 0.05, 0.1), and varying distributions of the true 
effect sizes (normal, symmetric with heavy tails, skewed with heavy tails).  The true 
model was a random effects model without moderators.  Each data set was analyzed 
using four traditional methods, including: fixed effects models, random effects models 
with τ calculated according to two different method of moments estimators (e.g., 
DerSimonion & Laird, 1986; Hedges & Olkin, 1985), conditional random effects models 
(i.e., using a random effects model if Q test significant, fixed effects models otherwise).  
Each data set was also analyzed using a multilevel random effects model and restricted 
maximum likelihood estimation.  The performance of these five different approaches 
were compared with respect to estimation of the overall effect size (γ0) and between study 
n
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variance in effect sizes (τ).  The significance tests of these parameters were also 
compared across the five approaches.  
The authors concluded that the performance of the multilevel approach was 
comparable to traditional approaches.  In considering estimators, likelihood estimators4 
(ML, REML) might be preferred because they are more efficient in large samples than 
method of moments (MM) estimators (Raudenbush, 2009).  The normality assumption 
invoked by the likelihood estimators regarding ujs might be considered a drawback, but 
the simulation results of Van den Noortgate and Onghena (2003) indicated the robustness 
of methods, including the multilevel likelihood methods, with non-normal distributions of 
true effect sizes. 
A notable finding in the Van den Noortgate and Onghena (2003) study pertained 
to the performance of the various significance tests of the between-study variance.  
Traditional methods often use some form of the Q-statistic (Equation 10).  What differs 
across these forms is whether the weights and overall effect size are based on the fixed 
effects model or the random effects model and if the latter, which procedure was used to 
estimate τ.  For instance, τ could be calculated using noniterative method of moments 
approaches, which include DerSimonian and Laird’s (1986) estimator (Equation 11) and 
Hedges and Olkin’s (1985) estimator.  Likelihood-based estimators (ML, REML) of τ are 
also available and Van den Noortgate and Onghena (2003) call Q-statistics using 
                                                          
4
 If likelihood methods are chosen, researchers might prefer REML since the ML 
estimates of τ biased when k is small. If REML is used it is important to keep in mind 
that likelihood ratio tests (LRTs) of nested models differing in fixed effects are not 
appropriate.  
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likelihood-based weights and an overall effect size the multilevel Q-statistic5 because 
likelihood-based estimators are more commonly used in multilevel approaches.  Other 
options available for testing τ in multilevel meta-analysis (or when likelihood-based 
estimators are used in traditional approaches) include the Wald test, where the ratio of τ 
to its standard error is compared to a normal distribution, and likelihood-ratio tests 
(LRTs), which compare the deviances (-2LLs) of the random effects model and a fixed 
effects model where τ is constrained to zero. To illustrate these tests and their results are 
shown for the random effect model with no moderators in Table 5.  In this example, all 
tests indicate the same conclusion – that there are significant between-study variances in 
effect sizes.  The more thorough investigation of the performances of these tests by Van 
den Noortgate and Onghena (2003) indicate poor performance of the Wald and LRT 
significance tests of τ.  For this reason, it was recommended that the multilevel Q-statistic 
(i.e., the chi-square statistic proposed by Raudenbush and Bryk (1985)) be used to test τ 
when a likelihood-based estimator is adopted. 
The Van den Noortgate and Onghena (2003) study also highlighted the poor 
performance of all approaches in situations where there are few studies in the meta-
analysis, particularly when those studies have small sample sizes, a finding also noted by 
Marsh et al. (2009) in a meta-analysis examining gender effects for peer reviews of grant 
proposals.  Typically, small numbers of primary studies in meta-analyses are problematic 
for all approaches.  However, this is likely more problematic for multilevel approaches 
(or when likelihood-based estimators are used in traditional approaches) as parameter 
                                                          
5
 This Q-statistic does not appear in the output of proc mixed, but can be computed by 
hand. It does appear in the output produced by the software program HLM (Bryk, 
Raudenbush, & Congdon, 1996) as the chi-square significance test of τ.  
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estimates can be less stable and more prone to nonconvergence (2009).  This was evident 
in the Marsh et al. (2009) meta-analysis when they attempted to examine moderator 
effects with some categorical variables only represented by a small (one, two, or three) 
number of studies.    
  In summary, the results obtained using the traditional and multilevel approaches 
with the Lazowski and Hulleman (2014) data would lead the researcher to the same 
conclusions.  For example, comparisons of the parameter estimates and standard errors 
between the traditional and multilevel approaches for the fixed effects/no moderators, 
fixed effects/moderators, random effects/no moderators, and random effects/moderators 
models all show similar results.  In fact, the same parameter estimates and standard errors 
are obtained in the two approaches when the same estimator is used.  These results 
underscore the fact that the same models underlie the traditional and multilevel 
orientations (those in Table 1) and that essentially the same results are obtained for these 
two orientations, particularly when the same estimator is employed.  The only concern 
for meta-analysts adopting a multilevel approach (or using likelihood-based estimators in 
the traditional approach) is the poor performance of some significance tests used to assess 
between-study variability in effect sizes.  
 Because our comparison highlighted the similarities between the two approaches, 
it is useful at this point to be reminded of the differences.  First, there is a difference in 
estimation procedures.  Traditional approaches more typically use MM, whereas 
multilevel approaches use ML or REML.  Second, there is a difference in the models 
used.  Limiting the analysis to fixed effects models is more pervasive in the traditional 
approach as is the investigation of moderators in separate analyses.  Third, there is a 
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difference in the software and thus, in the output.  In the software used in our 
illustrations, a notable difference in their associated output was the presence of the kind 
of information you would find in a source table (e.g., QB, QW, QR, QE) in the Lispey and 
Wilson macro’s output and the absence of this information in the output of PROC 
MIXED.  Although this information is not provided in the output from PROC MIXED, it 
can easily be computed with additional code using the equations for those quantities.  
 Given the similarity in the results of the two approaches, it appears surprising that 
the traditional approach is sometimes viewed as being quite different from the multilevel 
approach.  At the very least, traditional approaches are utilized at a much larger rate in 
the applied meta-analytic literature compared to multilevel approaches (Marsh et al., 
2009).  One reason may lay in the fact that meta-analysis, and the traditional approaches 
therein, emerged prior to the advent of multilevel modeling.  As such, the traditional 
approach may simply be the recommended way of conducting meta-analyses based on 
historical acceptance.  In addition, the adoption of more traditional approaches compared 
to multilevel approaches may also be a function of familiarity.  More specifically, most 
researchers have likely taken coursework or conducted research using ANOVA or 
regression frameworks (i.e., required as part of a graduate degree) but far less likely to 
have taken coursework or have practical experience using multilevel modeling.  Some 
researchers, then, may not be able to make the connection that the same models underlie 
both orientations due to this lack of exposure.   
Another point related to this issue is that the equations for the statistical models 
underlying the analyses in the traditional approach are not always provided, though this 
appears customary in multilevel studies.  Even if equations are provided from the 
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traditional approach are provided, the notation might look quite different than the 
notation used in multilevel modeling.  In both instances, it may be particularly difficult to 
make the connection.  
 Provided the similarities between these orientations, using a multilevel approach 
may offer some advantages that address some limitations in the traditional approach.  For 
example, an interesting extension of the multilevel approach is the flexibility in adding 
more than two levels (Hox & de Leeuw, 2003).  This can be particularly beneficial when 
there are several different outcome measures within each study.  In the classical 
approaches discussed earlier, the options are either to average these into one single effect 
size per study (Lipsey & Wilson, 2001) or to conduct separate meta-analyses for each 
different outcome (Hedges, 1982b; Hedges & Olkin, 1985).  However, using multilevel 
models, a researcher can specify a multivariate outcome model (Hox & de Leeuw, 2003).  
In this case, the multiple outcomes within a single study can be incorporated into the 
model using an additional, third level without violating assumptions of independence 
(Marsh et al., 2009).   
In sum, Van den Noortgate and Onghena (2003) concluded that while the 
multilevel approach does not necessarily provide superior results in comparison to 
traditional approaches, researchers can feel confident when using multilevel approaches 
and can capitalize on the large amount of flexibility they provide in modeling the data.  
Hox and de Leeuw (2003) emphasized the flexibility of multilevel approaches in the 
facility of adding additional levels to the model (e.g., adding a third level to capture 
multiple outcomes within the same study).  Additionally, multilevel meta-analysis makes 
it easier for a researcher to transition to Bayesian procedures, which are less sensitive to 
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the problems that occur with small samples by including prior distributions for model 
parameters.  This prior distribution can also be used to indicate a priori beliefs regarding 
the likelihood of publication bias and provides a method to investigate this type of 
common bias (2003).  More traditional approaches to investigating publication bias are 
discussed next.        
Publication Bias and the Inclusion of Published and Unpublished Data 
 Publication bias refers to the notion that a larger percentage of statistically 
significant results are likely to be published (and thus included in meta-analyses) in 
comparison to those found not significant or in the opposite direction of researchers’ 
hypotheses (Sterne et al., 2000; Torgerson, 2006).  Also inherent in this notion is the 
tendency of published studies to have larger effect sizes in comparison to unpublished 
studies (Durlak & Lipsey, 1991) and that sample sizes tend to be larger for published 
studies (Torgerson, 2006).  Statistically speaking, underpowered studies with small 
sample sizes will need to demonstrate larger effects to be found statistically significant.  
This can be problematic especially in cases when a meta-analysis includes a large number 
of published studies with small sample sizes but large effect sizes; in this case, the 
likelihood of publication bias increases (Begg & Berlin, 1988).  In addition, the 
publication bias can arise when the researchers of primary studies do not submit 
statistically non-significant findings for publication, leading to the “file drawer” problem 
(Wilson & Lipsey, 2001).  Therefore, it may be easier for the meta-analyst to retrieve 
published studies that have statistically significant, positive results compared to non-
significant or negative results.  This will bias the meta-analysis in a more positive 
direction (over-estimating the effects) because of the overrepresentation of these 
43 
 
published studies in the review (2001).  Publication bias is therefore widely considered to 
be a threat to validity in meta-analyses (Torgerson, 2006).  This threat has been well 
documented in educational research and the social sciences dating back over 50 years ago 
(e.g., Sterling, 1959).   Discussed next are the methods to identify, assess, and address 
publication bias.   
 Publication bias can be detected using both graphical and statistical methods 
(Torgerson, 2006).  The methods described here include the funnel plot (graphical 
method), the fail-safe n test (statistical method), and the trim-and-fill method (statistical 
method).  In addition, the inclusion of unpublished as well as published studies in meta-
analyses is strongly recommended and moderator analyses that compare both types of 
studies are encouraged.   
 Funnel plot.  First, the funnel plot (Light & Pillemer, 1984) is the most 
commonly used method to detect publication bias (Torgerson, 2006).  Funnel plots 
graphically depict a point estimate for each study on the x-axis (usually the effect size) 
against a measure of the precision for each study on the y-axis (usually the sample size or 
standard error) (2006).  An example funnel plot based on fake data is shown in Figure 1.  
As Figure 1 depicts, studies that demonstrate the highest precision will be located at the 
top of the graph with other studies dispersed in equal measure on both sides below.  
Because the precision of an effect size estimate decreases as the sample size decreases, 
more variability is expected at the bottom of the graph where studies with smaller sample 
sizes are located (Soeken & Sripusanapan, 2003). Therefore, when little to no publication 
bias is present, the data points on the graph will look like an inverted funnel.  However, 
when publication bias may be present, one side of the funnel will have missing data 
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points typically on left side of the graph which would depict the absence of negative or 
null results among the studies.  Another indication of possible publication bias would be 
a “hollowing out” (Torgerson, 2006, p. 97) in the center of the funnel plot suggesting that 
statistically significant results in either a positive or negative direction were published but 
not those without significant effects.   
 Limitations of the funnel plot are well-documented.  Asymmetry in the funnel 
plots can be due to several factors other than publication bias.  Three possible reasons 
include true substantive or methodological heterogeneity between the studies, data 
irregularities such as poor methodological design, and chance (Sterne et al., 2000).  
Asymmetry due to chance is more likely to occur when the number of studies included in 
the meta-analysis is small (e.g., < 20), and therefore, an asymmetrical funnel plot may be 
due to the fact that no studies with an extreme result had yet been produced (Torgerson, 
2006).  Another limitation of the funnel plot method is the difficulty in interpreting the 
findings.  More specifically, because the funnel plot requires visual inspection, 
individuals may differ on their interpretation of the results (Soeken & Sripusanapan, 
2003) or the results may simply be unclear.   
  Illustration: Funnel plot 
A funnel plot based on the studies in the Lazowski and Hulleman (2015) 
meta-analysis is presented in Figure 2. First, note that there does not 
appear to be missing data points on the left side of the plot.  Second, the 
funnel plot shows that studies with smaller sample sizes are distributed 
around the mean effect size on both sides of the distribution.  Both of 
these features of the funnel plot suggest minimal publication bias.    
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 Orwin’s fail-safe n test.  Another method to examine the presence of publication 
bias is the fail-safe n test.  The fail-safe n test was first developed by Rosenthal (1979), 
then adapted by Orwin (1983) for use with the standardized mean difference effect size.  
Rosenthal first developed the fail-safe n for use in combining z-values across studies and 
his formula determined “the number of unpublished studies reporting null results needed 
to reduce the cumulated effect across studies to the point of non-significance” (Lipsey & 
Wilson, 2001, p. 166).      
Orwin’s fail-safe n approach determines “the number of studies with an effect size 
of zero needed to reduce the mean effect size to a specified or criterion level” (Lipsey & 
Wilson, 2001, p. 166).  Therefore, in order to calculate the fail-safe n, the researcher must 
determine a criterion effect size that would be too small to be of theoretical or practical 
significance.  Orwin (1983) recommended a d of 0.20 as the criterion effect size, which 
reflects the magnitude of an effect size conventionally considered to be small (Cohen, 
1988).  The fail-safe n provided by Orwin (1983) is calculated using the following 
formula: 
                                                               (12) 
where k represents the number of studies in the meta-analysis,  represents the weighted 
average effect size for the studies in the meta-analysis, and dc represents the criterion 
value selected that d would equal (typically 0.20) when the number of hypothetical 
studies (Nfs) were added to the meta-analysis.  Therefore, Nfs equals the number of 
0( )c
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hypothetical studies necessary to change the obtained effect size ( ) into a small effect 
size with little to no theoretical or practical significance.     
 The fail-safe n approach has limitations as well.  The method assumes that the 
hypothetical or unpublished studies represent a random sample of all the studies that were 
conducted (Iyengar & Greenhouse, 1988), an assumption that is likely tenuous.  
Additionally, this method does not account for studies that may have a negative effect 
size.  Assuming that unpublished studies are more likely to include negative effect sizes, 
the number of hypothetical studies as indicated by the fail-safe n may be overestimated 
(Soeken & Sripusanapan, 2003).  Therefore, fail-safe n should be applied and interpreted 
with due caution (2003).   
Illustration: Orwin’s fail safe n 
Using the 83 studies from the Lazowski and Hulleman (2015) meta-
analysis and weighted effect size of 0.497, Orwin’s fail-safe n suggests 
that an additional 123 studies with a mean effect size of zero would be 
needed to reduce the mean effect size to 0.20, as calculated below: 
83(0.497 0.20) 123.255
0.20fs
N −= =
 
 The trim and fill method.  The trim and fill method (Duval & Tweedie, 2000) 
aims to identify and adjust for funnel plot asymmetry that may be due to publication bias.  
The method provides an “objective approach to estimate the number of studies missing 
from the funnel plot (through trimming), but also a means to replace them and obtain an 
adjusted estimate of the overall ES (through filling)” (Soeken & Sripusanapan, 2003, p. 
0γ
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60).  The method also assumes that studies on left hand side of the funnel plot (where 
effect sizes are smaller than the average effect size) are missing, and thus the method 
determines the number of studies that would be needed to be trimmed from the right side 
(where effect sizes are larger than the average) to achieve a symmetric center (Sutton, 
2009).   
  Two estimators are used for the number of missing studies: , where 
represents the length of the rightmost run of ranks for positive values.  The rightmost 
run of ranks for positive values reflects the effect size estimates that deviate the most (in 
a positive direction) from the average effect size estimate (2009).  The second estimator 
is L0 = [4T – k(k-1)]/[2k-1], where T represents the sum of the positive ranks and k 
represents the number of studies (Soeken & Sripusanapan, 2003).  The estimation process 
will continue until the value of missing studies stabilizes which is generally after two or 3 
iterations (2003).  As an example, if the estimate chosen converges to a value of 3, then 
the “mirror image” of the 3 largest effect sizes are filled in or added to the data and the 
average effect size is recalculated.  Therefore, if the 3 largest effect sizes had values of 
1.2, 1.1, and 1.0, then the “mirror image” of these effect sizes would be -1.2, -1.1, and -
1.0, respectively.   
 After the number of missing studies is determined, the funnel plot is then “filled” 
with the missing studies around the center of the funnel plot (Higgins & Green, 2011).  
The adjusted average effect size can be compared to the original effect size to capture the 
impact of missing studies in the meta-analysis (Soeken & Sripusanapan, 2003).  The 
*
0R 1γ= −
*γ
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average effect size adjusted following the “trimming” and will generally be smaller than 
the original average.   
Illustration: Trim and fill method 
To illustrate the trim and fill method, the Lazowski and Hulleman (2015) 
data were analyzed using the PubBias macro in SAS provided by Rendina-
Gobioff and Kromrey (2006).  Although this macro does not provide the 
adjusted average effect size after trimming, it does provide a test to 
determine the presence of publication bias for three indicators – the right 
tail, the left tail, and both tails.  In this regard, publication bias is present 
when R0 > 3 (2006).  Results suggested that all three indicators (right tail, 
left tail, and both tails) indicate no publication bias in the Lazowski and 
Hulleman (2015) data.   
 Like the other methods described thus far, the trim and fill method has limitations.  
First, implicit in the method is an assumption that the funnel plot should be symmetrical.  
However, it may be difficult to determine whether the adjusted intervention effect would 
mirror what would have been obtained without publication bias.  This is because the true 
reason for publication bias itself cannot be determined (Higgins & Green, 2011).  
Correspondingly, the trim and fill method does not account for various mechanisms 
behind funnel plot asymmetry other than publication bias.  The adjusted average effect 
size estimates from the trim and fill method should therefore be interpreted with due 
caution (2011).  The trim and fill method also been demonstrated to perform poorly in 
cases with substantial between-study heterogeneity (Peters, Sutton, Jones, Abrams, & 
Rushton, 2007; Terrin, Schmidt, Lau, & Olkin, 2003).  Finally, following the trim and fill 
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estimation procedures, the inferences drawn are based on a dataset that includes imputed 
effect size estimates.  Some argue that imputed estimates may inappropriately contribute 
information that impacts the uncertainty in the overall effect size estimate (Higgins & 
Green, 2011).   
 Inclusion of unpublished (grey) literature.  Although the methods described 
above can help the researcher detect the existence of publication bias, each of these 
methods suffers from limitations as described earlier.  Rather than assess the existence of 
publication bias after the studies have been collected (post-hoc), one of the most effective 
ways to minimize publication is through an extensive and exhaustive search of the 
literature and by including unpublished, or grey, literature.  The most commonly accepted 
definition of grey literature was operationalized at the Third International Conference on 
Grey Literature, defined as: “that which is produced on all levels of government, 
academics, business and industry in electronic and print formats not controlled by 
commercial publishers” (Auger, 1998).  Grey literature includes, but is not limited to, 
unpublished reports, dissertations and theses, conference abstracts/papers, policy 
documents, reports to funding agencies, unpublished manuscripts (rejected or not 
submitted), and technical reports (Conn, Valentine, Cooper, & Rantz, 2003).  The 
inclusion of grey literature in meta-analysis may attenuate the potential problem of 
publication bias and provide a more comprehensive, complete, and objective answer to 
the research question the meta-analyst seeks to understand (McAuley, Pham, Tugwell, & 
Moher, 2000).  Although grey literature is more difficult to locate and retrieve in 
comparison to published work, the current consensus is that there is little justification for 
conducting meta-analyses that purposefully exclude grey literature (Rothstein & 
50 
 
Hopewell, 2009).  The exclusion of grey literature impacts the validity and reliability of 
meta-analyses, especially in situations where unpublished findings differ systematically 
from published findings (Dickersin, 1997).  These systematic differences are discussed 
next.   
 There exists evidence that grey literature differs from research published in well-
known journals in sundry ways (Conn, Valentine, Cooper, & Rantz, 2003).  First, the 
most important and persistent difference between published and unpublished work is that 
results from published work are more likely to be statistically significant (2003).  The 
resulting bias against the null hypothesis (2003) has been demonstrated to exist in both 
the social and biomedical sciences as well as for both experimental and observational 
studies (Dickersin, 2005).  Research has indicated this may be due to a variety of reasons, 
including: the tendency that studies with statistically significant results are more likely to 
be published in journals with high impact factors, widely distributed, and indexed in 
computerized databases (Begg & Berlin, 1989; Egger & Smith, 1998); the tendency for 
authors to only submit research that replicates previous findings (Cooper, DeNeve, & 
Charlton, 1997); the tendency that statistically non-significant findings are less likely (or 
take longer) to be published by comparison to statistically significant findings (Hopewell 
& Clarke, 2001); and a negative correlation between sample size and effect size in 
published data (Rothstein & Hopewell, 2009).   
 Another systematic difference between unpublished and published studies is the 
tendency of researchers to stop studies when preliminary or pilot studies suggest no 
treatment effect (Dickersin, Chan, Chalmers, Sacks, & Smith, 1987).  In addition, 
although unpublished studies are more likely to contain smaller samples, these studies 
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may also contain hard-to-recruit participants, novel pilot studies, or innovative 
interventions (Conn, Valentine, Cooper, & Rantz, 2003).  It can be particularly 
inopportune to exclude such studies in a meta-analysis, especially given the method’s 
ability to handle and summarize results across a range of sample sizes (2003). 
 One final systematic difference between unpublished and published studies is 
related to externally funded research.  More specifically, externally funded research is 
more likely to be published compared to work that is not funded (2003).  The importance 
of funding may be particularly salient in educational intervention work, where it may be 
quite costly to implement even small-scale studies, especially in K-12 settings.  
Therefore, it is likely that there is valuable grey literature from intervention studies that 
were not funded from external sources.   
 Because of these systematic differences, it is not implausible that the inclusion or 
exclusion of grey literature in meta-analyses will yield different results, and 
correspondingly, have important consequences on the interpretations of findings.  
Excluding grey literature attenuates the breadth of coverage of the available evidence and 
thus may introduce systematic error and pose a threat to validity (Moher, Cook, 
Eastwood, Olkin, Rennie, & Stroup, 2000).  Nonetheless, a majority of meta-analyses in 
different fields (e.g., medical, education) do not include grey literature (McAuley, Pham, 
Tugwell, & Moher, 2000; Rothstein & Hopewell, 2009).  Because publication bias is 
most directly and consistently linked with statistical significance of findings, meta-
analyses that exclude grey literature risk overestimating the effect sizes associated with 
interventions (McAuley, Pham, Tugwell, & Moher, 2000).   
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Indeed, studies examining this link have demonstrated this trend.  When effect 
sizes are broken down by publication status, published studies tend to have larger effect 
sizes compared to unpublished studies (Rothstein & Hopewell, 2009).  Lipsey and 
Wilson’s (1993) seminal study of meta-analyses surrounding psychological, educational, 
and behavioural intervention research found that estimates of treatment effects 
(experimental groups compared to control groups) from published studies were 
approximately one-third larger compared to those from unpublished studies.    
More recently, Webb and Sheeran (2006) meta-analysed randomized experiments 
designed to influence behavioral intentions and found that published studies reported 
larger effect sizes for treatment vs. control conditions compared to unpublished studies, at 
a rate of approximately one-third of a standard deviation.  They also indicated that studies 
without statistically significant findings were less likely to be published (33%) compared 
to those reporting significant findings (89%) (2006).  Similarly, McLeod and Weisz 
(2004) examined 121 dissertations and 134 published studies in the area of youth 
psychotherapy and found that published studies reported effects more than twice as large 
as dissertations.  Rothstein and Hopewell (2009) express that this is particularly 
noteworthy, given the dissertations were more methodologically sound and there 
appeared to be no differences in treatment fidelity between dissertations and published 
articles in the study.   
In the field of education, similar trends emerge; however, the difference between 
unpublished and published studies is less pronounced.  For example, Elbaum (2002) 
conducted a meta-analysis on the effects of classroom placement on self-concept for 
students diagnosed with learning disabilities.  They found only a small effect size (d = 
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0.05) for published studies and no effect for unpublished studies (d = 0.00) (2002).  
Similarly, Swanson (1999) found no differences in publication status (published vs. 
unpublished studies) in a meta-analysis examining interventions designed to improve 
reading skills for students diagnosed with learning disabilities.  In a follow-up meta-
analysis using single-subject designs, Swanson and Sachse-Lee (2000) reported a similar 
pattern of results.  The average treatment effect for published studies (d = 1.42) was only 
slightly larger than those found in dissertations and technical reports (d = 1.27).   
Illustration: Examining moderator effects of published vs. unpublished 
studies 
With respect to publication status, there were 71 published studies 
and 12 unpublished studies included in the Lazowski and Hulleman 
(2015) meta-analysis.  A random effects regression model was 
estimated using the MetaReg macro with code variables in the 
model to explore the effects of publication status. The estimation 
method for τ was specified as noniterative method of moments 
(MM; Raudenbush, 2009).  Results indicated that QR was 
significant (QR = 9.383, p = 0.002), suggesting the regression model 
explains a significant amount of variability across effect sizes. QE 
was not significant (QE = 78.489, p = 0.558), suggesting that the 
unexplained variability was not any greater than would be expected 
from sampling error alone.  Publication status associated with the 
studies explained approximately 11% of the variance in effect sizes 
(QR /(QR + QE)).  These results also suggest that published studies 
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in the Lazowski and Hulleman (2015) meta-analysis had a 
significantly larger weighted effect size (0.537) in comparison to 
unpublished studies (0.265).   
The argument against including grey literature is primarily a methodological one.  
More specifically, authors often justify the exclusion of unpublished studies in a meta-
analysis as a quality check or quality control; in other words, they argue that unpublished 
studies are likely to be of lower quality or have less treatment fidelity compared to 
published work (Rothstein & Hopewell, 2009; Torgerson, 2006).  However, there appears 
to be a prevailing opinion that unpublished material should be included in meta-analyses.  
Surveys conducted by Cook and Guyatt (1993) and more recently by Tetzlaff and her 
colleagues (2006) suggest that a substantial majority of meta-analysts and methodologists 
believe that research syntheses should include both published and unpublished studies.  
Both surveys, however, revealed that journal editors possessed less favorable views 
toward unpublished studies compared to meta-analysts and methodologists, though the 
Tetzlaff et al. survey demonstrated that this difference is diminishing.  The less favorable 
views among journal editors may be due in part to the fact that the unpublished studies 
have not undergone peer review (McAuley et al., 2000); however, earlier studies have 
suggested that unpublished and published studies do not differ with regard to scientific 
rigor (e.g., Chalmers et al., 1990; Easterbrook et al., 1991).  More recent work, however, 
suggests that studies in the grey literature can be difficult to assess (Hopewell, Clarke, & 
Mallett, 2005) but that the quality of studies included in a meta-analysis should be 
assessed no matter if they were retrieved from published or unpublished sources 
(Rothstein & Hopewell, 2009).  Ultimately, however, best practices dictate that 
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researchers be explicit and document in the meta-analysis exactly the sources that have 
been searched, the search strategies used, and the inclusion/exclusion criteria so that 
readers can evaluate the validity of the conclusions based on the search results (2009).   
Conclusion 
The use of meta-analysis in the fields of psychology and education has 
proliferated in the past 25 years and has been a useful analytic tool to inform practice and 
policy, identify areas that need further investigation, and provide some resolution to 
conflicting results among primary studies.  Like most analytic tools, however, the quality 
of the findings and inferences drawn are dependent upon the methodological rigor and 
quality with which the meta-analysis was conducted.  This tutorial, designed for 
practitioners and researchers interested in conducting meta-analyses, covered a host of 
methodological issues that should be considered to help inform best practices and to 
illuminate similarities and differences among the models typically used in meta-analytic 
work.  In this regard, the tutorial was designed to inform the decision-making process 
about the type of effect size to use, the choice between fixed verses random effects 
models, traditional verses multilevel modeling approaches, and the importance of 
assessing publication bias and including grey literature in meta-analysis.        
Of course, the issues presented here are not exhaustive of all issues present in 
meta-analysis; however, these issues are particularly salient for researchers to consider.  
As shown throughout the tutorial, the results and interpretation of findings may differ 
depending on whether a fixed or random effects model is chosen.  This distinction is an 
important one.  The choice or either a fixed effects or random effects model may have 
bearing not only on the overall weighted effect size but also on the results of moderator 
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analyses.  As advocated here and supported by other researchers (e.g., Aronson, 
Ellsworth, Carlsmith, & Gonzalez, 1990; Schmidt, Oh, & Hayes, 2009), the use of fixed 
effects models is rarely justified and often a random effects model is most appropriate.   
In contrast, although some may believe that traditional and multilevel approaches 
differ dramatically, this tutorial and the work of other researchers (e.g., Hox, 2010; Van 
den Noorgate & Onghena, 2003) demonstrated that the two approaches produce similar 
results and that the models are essentially the same.  Differences between the two 
approaches largely surround the estimation procedures used to estimate between-study 
variance – method of moments (MM) are most commonly used in the traditional 
approach, whereas maximum likelihood (ML) procedures are most common in the 
multilevel approaches.  Perhaps the largest difference is the model used as the starting 
point for analyses.  In the traditional approach, a researcher typically begins with a fixed 
effects model, then moves to a random effects model if significant heterogeneity exists 
among the effect sizes.  On the other hand, in the multilevel approach, a researcher 
typically begins with the random effects model from the start.   
Finally, the importance of assessing publication bias, and the most common 
methods for evaluating publication bias, were discussed.  Given that each method for 
assessing publication bias has limitations, it is critically important that researchers 
conducting meta-analyses search for both published and unpublished literature.  The 
inclusion of unpublished literature may provide a more thorough and exhaustive breadth 
of studies that were conducted on a given topic.  As well, some research suggests (and 
evidenced through the illustration presented in this tutorial) that the effect sizes 
associated with unpublished studies are smaller than those from published studies.  In this 
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regard, including only published studies lends risk to an overestimation of the true effect 
size.    
   Given the potential power of meta-analyses to inform policy, practice, theory, 
and research, it is paramount that the meta-analyses themselves be conducted with 
appropriate rigor and sound methodology.  This tutorial was intended to contribute to the 
growing body of literature surrounding best practices in meta-analysis through an 
instructional, illustrative manner so that researchers and practitioners alike are better 
equipped to use the meta-analytic tool as part of their existing toolbox.   
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Table 1 
Summary Table of Motivation Intervention Studies 
Study Theory Avg. d ne, nca Sampling 
Variance 
Gradeb Exp. Design 
Fordyce (1983)       
     Study 1 Ach. Emotions 0.36 64, 39 0.053 PS Quasi 
     Study 2 Ach. Emotions 0.34 50, 21 0.064 PS Quasi 
     Study 3 Ach. Emotions 0.68 44, 13 0.070 PS Quasi 
Fordyce (1977)       
     Study 1 Ach. Emotions 0.52 68, 27 0.042 PS Quasi 
     Study 2 Ach. Emotions 0.70 39, 29 0.068 PS Randomized 
     Study 3 Ach. Emotions 1.01 42, 26 0.104 PS Quasi 
Ramirez & Beilock (2011) Ach. Emotions 0.57 27, 26 0.079 HS Randomized 
Hoyert & O’Dell (2006) Ach. Goal Theory 0.93 69, 68 0.032 PS Randomized 
Muis et al. (2013) Ach. Goal Theory 0.12 198, 52 0.024 PS Randomized 
Ranellucci et al. (unpublished) Ach. Goal Theory -0.04 135, 42 0.031 PS Randomized 
Boese et al. (2013) Attribution 0.77 84, 42 0.038 PS Randomized 
Good et al. (2003)       
     Attribution vs. Control Attribution 1.11 34, 35 0.067 MS Randomized 
Hall et al. (2007) Attribution 0.28 374, 375 0.005 PS Quasi 
Hall et al. (2004) Attribution 0.43 101, 102 0.020 PS Quasi 
Ruthig et al. (2004) Attribution 0.59 118, 118 0.018 PS Quasi 
Struthers & Perry (1996) Attribution 0.41 108, 150 0.016 PS Randomized 
Wilson & Linville (1985)       
      Replication 1 Attribution 0.25 20, 20 0.100 PS Randomized 
      Replication 2 Attribution 0.13 20, 20 0.100 PS Randomized 
Wilson & Linville (1982) Attribution 0.73 20, 20 0.107 PS Randomized 
Yeager et al. (2013)       
     Study 1 Attribution 0.76 22, 22 0.097 M Randomized 
     Study 2 Attribution 0.78 22, 22 0.098 M Randomized 
     Study 3 Attribution 0.44 38, 38 0.054 HS Randomized 
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Study Theory Avg. d ne, nca Sampling 
Variance 
Gradeb Exp. Design 
Durik et al. (unpublished) Expectancy-Value 0.10 158, 157 0.013 MS Randomized 
Harackiewicz et al. (2012) Expectancy-Value 0.32 94, 94 0.022 HS Randomized 
Hulleman  et al. (2010), Study 2 Expectancy-Value 0.38 160, 158 0.013 PS Randomized 
Hulleman & Harackiewicz                   Expectancy-Value 0.27 136, 126 0.015 HS Randomized 
          (2009)       
Silva et al. (2011) Goal Setting 0.71 20, 21 0.104 HS Randomized 
Sverdlik & Hall (unpublished) Goal Setting 0.67 25, 27 0.081 PS Randomized 
Aronson et al. (2002) Impl. Theories of Int. 0.53 37, 37  0.056 PS Randomized 
Blackwell et al. (2007) Impl. Theories of Int. 0.69 49, 50 0.047 MS Randomized 
Good et al. (2003)       
Implicit Theories vs. Control Impl. Theories of Int. 0.76 34, 35 0.062 MS Randomized 
Yeager et al. (2014) 
      Study 2  
 
Impl. Theories of Int. 
 
0.43 
 
39, 39 
 
0.052 
 
HS 
 
Randomized 
      Study 3 Impl. Theories of Int. 0.36 75, 75 0.027 HS Randomized 
Yeager et al. (2013)  
      Study 3 
 
Impl. Theories of Int. 
 
0.65 
 
39, 39 
 
0.054 
 
HS 
 
Randomized 
Guthrie et al. (2006) Interest 0.71 49, 49 0.043 ES Quasi 
Hidi et al. (2002) Interest 0.67 90, 90 0.023 MS Quasi 
Acee & Weinstein Multiple Perspectives 0.63 41, 41 0.051 PS Quasi 
Bernacki, et al. (2014) Multiple Perspectives 0.54 26, 27 0.078 MS Randomized 
Bordine (unpublished) Multiple Perspectives 0.49 16, 15 0.133 ES Randomized 
Craven et al. (1991) Multiple Perspectives 0.08 81, 79 0.025 ES Randomized 
Cueva (unpublished) Multiple Perspectives 0.18 33, 31 0.063 ES Quasi 
Duckworth et al. (in press) Multiple Perspectives 0.51 38, 39 0.054 ES Randomized 
Good et al. (2003)       
     Combined vs. Control Multiple Perspectives 0.79 34, 35 0.063 MS Randomized 
Hong & Lin-Siegler (2011) Multiple Perspectives 0.41 88, 93 0.023 HS Randomized 
Jamieson et al. (2010) Multiple Perspectives 0.87 14, 14 0.156 PS Randomized 
Kitsantas et al. (2004) Multiple Perspectives 1.14 48, 48 0.048 HS Randomized 
Martin (2008) Multiple Perspectives 0.48 26, 27 0.078 HS Quasi 
McGinley & Jones (2014) Multiple Perspectives 0.37 58, 53 0.037 PS Randomized 
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Study Theory Avg. d ne, nca Sampling 
Variance 
Gradeb Exp. Design 
Morisano et al. (2010) Multiple Perspectives 0.75 43, 42 0.050 PS Randomized 
Paunesku et al. (unpublished) Multiple Perspectives 0.14 1196, 398 0.003 HS Randomized 
Siegle & McCoach (2007) Multiple Perspectives 0.33 430, 442 0.005 ES Randomized 
Yeager et al. (unpublished) 
     Study 1 
 
Multiple Perspectives 
 
0.24 
 
310, 274 
 
0.007 
 
PS 
 
Randomized 
     Study 2 Multiple Perspectives 0.13 5281, 
16278 
0.000 PS Randomized 
     Study 3 Multiple Perspectives 0.23 1186, 406 0.003 PS Randomized 
Quintenilla (unpublished) Need for Ach. 0.36 47, 46 0.044 PS Randomized 
Day et al. (1994) Possible Selves 0.91 42, 41 0.053 ES Randomized 
Oyserman et al. (2006) Possible Selves 0.35 141, 123 0.015 HS Randomized 
Oyserman et al. (2002) Possible Selves 0.37 62, 146 0.020 MS Quasi 
Cohen et al. (2009) Self-Affirmation 0.52 192, 193 0.011 MS Randomized 
Cohen et al. (2006) Self-Affirmation 0.37 104, 104 0.018 MS Randomized 
Cook et al. (2012), Study 2 Self-Affirmation 0.36 61, 60 0.034 MS Randomized 
Miyake et al (2010)       
     Male Comparison Self-Affirmation -0.16 178, 105 0.015 PS Randomized 
     Female Comparison Self-Affirmation 0.21 69, 47 0.036 PS Randomized 
Sherman et al. (2013)       
     Study 1 Self-Affirmation 0.34 41, 40 0.050 MS Randomized 
     Study 2 Self-Affirmation 0.64 26, 29 0.077 MS Randomized 
Walton & Cohen (2011) Self-Affirmation 0.52 49, 43 0.045 PS Randomized 
Greenstein (1976) Self-Confrontation 0.54 87, 84 0.024 PS Randomized 
Froiland (2011) Self-Determination 0.71 15, 15 0.142 ES Quasi 
Patall et al. (2010) Self-Determination 0.12 193, 194 0.010 HS Randomized 
Radil (unpublished) Self-Determination 0.43 25, 37 0.069 PS Quasi 
Reeve et al. (2004) Self-Determination 1.94c 10, 10 0.241 HS Randomized 
Schaffner & Schiefele  Self-Determination 0.46 188, 187 0.011 HS Randomized 
          (2007)       
Vansteenkiste et al. (2008) Self-Determination 0.70 68, 70 0.031 MS Randomized 
Vansteenkiste et al. (2005)        
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Study Theory Avg. d ne, nca Sampling 
Variance 
Gradeb Exp. Design 
     Study 1 Self-Determination 0.83 65, 65 0.033 MS Randomized 
     Study 3 Self-Determination 0.74 57, 56 0.038 MS Randomized 
Vansteenkiste et al. (2004)       
     Study 1 Self-Determination  1.57c 100, 100 0.024 PS Quasi 
     Study 2 Self-Determination 1.49c 189, 189 0.013 PS Quasi 
Vansteenkiste et al. (2004) Self-Determination 0.42 123, 122 0.017 PS Randomized 
Gehlbach et al. (unpublished) Social Belongingness 0.15 194, 60 0.023 HS Randomized 
Hausmann et al. (2009)       
     Exp. vs. Control (White) Social Belongingness 0.26 70, 67 0.029 PS Randomized 
     Exp. vs. Control (Afr. Amer) Social Belongingness -0.04 41, 42 0.048 PS Randomized 
Walton & Cohen (2007)       
     Study 1 Social Belongingness 0.91 18, 18 0.122 PS Randomized 
     Study 2 Social Belongingness 1.57c 18, 18 0.134 PS Randomized 
Pugh (unpublished) Transformative Exp. 0.67 76, 82 0.027 MS Randomized 
       
Total  0.49d 14200, 
23039 
   
Note: Ach. Emotions = Achievement Emotions; Impl. Theories of Int. = Implicit Theories of Intelligence. 
aThe sample size for the experimental condition (ne ) is reported first, followed by the sample size for the control condition (nc).  
bGrade included Elementary School (ES), Middle School (MS), High School (HS), and Post-Secondary (PS). 
cExtreme outliers were Windsorized and adjusted to 3 standard deviations from the effect size mean. 
dMean Effect Size calculated via macro (meanes.sps) provided by Lipsey and Wilson (2001). 
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Table 2 
Fixed-effects and Random-effects Models With and Without Moderators  
 
                 Fixed Effects 
                  Cell Aa 
Random Effects 
Cell Cc 
No Moderators Level 1 
     ~ (0, )j j j j jd e e N vδ= +        ~ (0, )j j j j jd e e N vδ= +  
  Level 2                      0jδ γ=    0     ~ (0, )j j ju u Nδ γ τ= +  
  Combined 
                 0j j
d eγ= +
 
  0j j jd u eγ= + +  
  Inverse variance weight                             1/ dv            1/(vj+ τ) 
                Fixed Effects 
                   Cell Bb 
  Random Effects 
 Cell D 
Moderators Level 1   
       ~ (0, )j j j j jd e e N vδ= +      ~ (0, )j j j j jd e e N vδ= +  
  Level 2 0 1 1 2 2 ...j j j p pjX X Xδ γ γ γ γ= + + +  0 1 1 2 2 0...   ~ (0, )j j j p pj j jX X X u u Nδ γ γ γ γ τ= + + + +  
  Combined 0 1 1 2 2 ...j j j p pj jd X X X eγ γ γ γ= + + + +  0 1 1 2 2 0 ...j j j p pj j ijd X X X u eγ γ γ γ= + + + + +  
 
  Inverse variance weight 1/ dv             1/(vj+ τ) 
 
a
jd reflects the observed effect size in study j, δj reflects the true effect size for study j, γ0 reflects the population effect size, and ej 
reflects the residual due to sampling error (Hedges & Olkin, 1985).  Errors of estimation ej are assumed to be statistically independent, 
each with a mean of zero and a known variance vj.  The variance of ej is specific to each study j and calculated using the sampling 
variance formulas provided in the previous section (e.g., the sampling variance for vj for dj is provided in Equation 2).  b X reflects the 
moderators (study characteristics) and p reflects the number of moderators.  c In a random effects model, sources of variation include 
both the within study estimation error and between studies variance, as captured by vj and τ, respectively (Borenstein, Hedges, 
Higgins, & Rothstein, 2009).   
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Table 3 
 
Results from Fixed and Random Effects Models Based on Lazowski and Hulleman (2015) Data – No Moderators 
 
Fixed Effects (FE) Models 
FE: Traditional FE: Multilevel 
Est.  SE p Est.  SE p 
γ0 0.4032 0.0168 <0.001 0.4032 0.0168 <0.001 
Random Effects (RE) Models 
RE: Traditional-MM RE: Traditional-ML RE: Multilevel-ML 
Est.  SE p Est.  SE p Est.  SE p 
γ0 0.4970 0.0352 <0.001 0.4967 0.0351 <0.001 0.4967 0.0351 <0.001 
τ 0.0627 ---     0.0619 0.0152     0.0619 0.0144   
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Table 4 
 
Results from Fixed and Random Effects Models Based on Lazowski and Hulleman (2015) Data – With Moderators 
 
Fixed Effects (FE) Models 
  FE: Traditional FE: Multilevel 
  Est.  SE p Est.  SE p 
γ0 0.5938 0.0660 <0.001 0.5938 0.0660 <0.001 
γ1 ExD -0.2489 0.0430 <0.001 -0.2489 0.0430 <0.001 
γ2 MS 0.1512 0.0658 0.0215 0.1513 0.0658 0.0242 
γ3 HS -0.0684 0.0643 0.2874 -0.0684 0.0643 0.2907 
γ4 PS -0.0237 0.0600 0.6933 -0.0237 0.0600 0.6944 
  
Random Effect (RE) Models 
  RE: Traditional-MM RE: Traditional-ML RE: Multilevel-ML 
  Est.  SE p Est.  SE p Est.  SE p 
γ0 0.5923 0.1272 <0.001 0.5929 0.1239 <0.001 0.5929 0.1239 <0.001 
γ1 ExD -0.1942 0.0800 0.0153 -0.1967 0.0778 0.0114 -0.1967 0.0778 0.0135 
γ2 MS 0.1652 0.1307 0.2063 0.1649 0.1272 0.1949 0.1649 0.1272 0.1987 
γ3 HS -0.0125 0.1382 0.9281 -0.0134 0.1343 0.9206 -0.0134 0.1343 0.9209 
γ4 PS 0.0085 0.1233 0.9448 0.0081 0.1200 0.9461 0.0081 0.1200 0.9463 
  
τ   0.0530 ---     0.0483 0.0128     0.0483 0.0124   
Note.  ExD refers to experimental design, MS refers to Middle School, HS refers to High School, and PS refers to Post-Secondary. 
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Table 5 
 
Significance Tests Used to Estimate Between-Study Variance (τ) 
              
Test Name 
Estimator 
of τ 
τ (from Table 
3) Statistic df p Notes 
Fixed Effects Q-
statistic NA NA χ
2
 = 297.24 82 <0.0001 
Provided in output of MeanES macro. 
Calculated using Equation 10 where 
weights and overall effect size are 
those from the fixed effects model 
with no moderators. 
Random Effects Q-
statistic MM 0.0627 χ
2
 = 328.39 82 <0.0001 
Calculated using Equation 10 where 
weights and overall effect size are 
those from the random effects model 
with no moderators and MM 
estimation of τ. 
Multilevel Q-statistic ML 0.0619 χ2 = 328.20 82 <0.0001 
Provided in HLM software output. 
Calculated using Equation 10 where 
weights and overall effect size are 
those from the random effects model 
with no moderators and ML estimation 
of τ. 
Wald Test ML 0.0619 z = 4.31 NA <0.0001 Provided in SAS PROC MIXED 
output (covtest option). 
LRT ML 0.0619 χ2 = 131.30 1 <0.0001 
Calculated as difference between 
deviances of fixed and random effects 
models with no moderators. 
Note. NA = not applicable; MM = noniterative method of moments estimator of DerSimonian and Laird (1986); ML = maximum 
likelihood; LRT = likelihood ratio test. 
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Figure 1.  Example funnel plot of effect sizes (x-axis) by sample sizes (y-axis).   
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Figure 2.  Funnel plot of effect sizes (x-axis) by sample sizes (y-axis).  One study with a 
sample of 21559 was excluded to facilitate the interpretability of the axes.  The four 
studies on the far right of the plot were identified as outliers.  These were Windorized to a 
value 3 standard deviations from the mean of all effect sizes for moderator analyses.  
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Appendix 
Research designs intended to analyze the relationship between two dichotomous 
variables can also be used in meta-analysis.  For instance, studies may compare two 
groups with respect to the relative odds of some status or event (e.g., successful outcome, 
diagnosis of illness, dropping out of school) and the data are presented in terms of 
relative frequencies and proportions, plotted in cross-tabulation tables (Lipsey & Wilson, 
2001).  In these types of designs, the odds ratio is most commonly used as the measure of 
effect size.  The odds ratio can be used with data collected from cross-sectional, 
prospective, or retrospective study designs (Fleiss & Berlin, 2009).  The viability of the 
odds ratio across these designs represents an advantage over other potential effect size 
measures that are more limited in their use.  For instance, the phi coefficient is only 
appropriate for cross-sectional designs; the sample difference and the rate ratio are only 
appropriate for cross-sectional or prospective designs (2009).   
The odds ratio is calculated via cell frequencies or proportions in a 2 X 2 cross-
tabulation table using: 
                                                   (13) 
where a, b, c, and d represent cell frequencies and pa, pb, pc, and pd represent the 
proportion of each group in each status (Lipsey & Wilson, 2001).  Because the form of 
the odds ratio is centered around 1 (indicating no relationship) rather than 0, with values 
spanning 0 to 1 reflecting a negative relationship, and values greater than 1 reflecting a 
positive relationship, the analyses are usually performed using the natural log of the odds 
ratio to ease interpretation (2001).  When transformed into the logged odds ratio, the 
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sampling distribution is approximately normal with a mean of 0; as well, a positive value 
reflects a positive relationship and a negative value reflects a negative relationship 
(2001).  The logged odds ratio, variance, and inverse variance weight are given below: 
                                                                  (14) 
                                                                (15) 
                                                (16) 
In order to generate summary statistics such as means and confidence intervals, 
the logged odds ratio is converted back to an odds ratio using the following calculation: 
                                                                     (17) 
where e is the base of the natural logarithm (2001).   
Finally, the product-moment correlation (r) is most appropriate when the research 
design examines the relationship between two continuous variables.  Because r is already 
standardized, there is no conversion needed to compare the strength of the relationship 
between the variables even when they are operationalized in a different manner between 
or among studies.  Put differently, r can be conceived as an effect size in and of itself.  
The product-moment correlation between two variables, x and y, is calculated by the 
following formula: 
                                                                       (18) 
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with  representing the covariance between x and y, and and representing the 
standard deviations of x and y, respectively (2001).  However, when the correlation does 
not equal zero, the sampling distribution becomes skewed and is not normal.  This leads 
to problems with estimating the standard error and associated confidence intervals 
(Alexander et al., 1989; Rosenthal, 1994).  To address this problem, the correlations are 
transformed into a Z-statistic using the Fisher’s Zr transformation (Hedges & Olkin, 
1985): 
                                                              (19) 
where r represents the correlation between the two variables and loge represents 
the natural logarithm.  The standard error and inverse variance weight are then computed 
using the Zr-transformed correlation with the formulas below: 
                                                                      (20) 
                                                               (21)   
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Narrative Review of Motivation Interventions in Education – Paper 2 
Introduction 
The Importance of Intervention Studies in Educational Research 
Although observational and correlational research can generate and test 
hypotheses and investigate how constructs operate in various settings, intervention 
research in education (i.e., empirical investigations that manipulate an independent 
variable) provides valuable information about what happens when we attempt to enhance 
educational outcomes through intentional manipulation.  From a theoretical perspective, 
intervention studies help move the field forward by providing insight about the causal 
relationships between constructs and educational outcomes, or between educational 
settings and outcomes (Shadish, Cook, & Campbell, 2002; Tunnell, 1977).  Because 
interventions represent an operationalized theory in action, they provide a strong test of 
the theory as applied in an educational context.  From a theoretical perspective, 
intervention studies can serve as a source of validity evidence linking not only the 
measurement of constructs to hypothesized outcomes as a result of experimental 
manipulation (Messick, 1990), but also the degree to which changes in a theoretical 
construct predict outcomes in hypothesized ways.   
Education researchers and practitioners are ultimately interested in how to 
structure the educational context in order to maximize student learning outcomes.  In 
other words, they aim to develop an intervention, or interventions, that facilitate student 
learning and academic achievement.  This requires testing the extent to which the 
interventions, based on our theoretical hypotheses, create the kind of change in students 
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and teachers that we had envisioned.  If not, we can go back to the drawing board to 
revise the intervention, our theories, or both.  Without this kind of idea testing, our 
theories will not be pushed to grow, and knowledge about how to best structure 
educational environments will be limited.  Incorporating intervention studies into how we 
think about our theories is aligned with movements in other fields to more quickly 
translate research findings into practice, such as improvement science efforts in health 
care (e.g., Berwick, 2008; Marshall, Pronovost, & Dixon-Woods, 2013) and education 
(Bryk, Gomez, & Grunow, 2010).  When conducted as a part of a complete 
methodological approach that includes observations, mixed-methods, 
development/design-based studies, and randomized control trials (see Brown, 1992; 
Design-based Research Collective, 2003; Harackiewicz & Barron, 2003; Harackiewicz & 
Hulleman, 2010; Hulleman & Barron, under review), intervention studies offer the 
opportunity to make great advances in our theoretical and practical knowledge about 
education. 
From a practical perspective, intervention studies facilitate our understanding 
about which interventions are most effective in improving educational outcomes in a way 
that observational research cannot.  This understanding can guide policy 
recommendations for educational practice built on appropriate, evidenced-based research.  
As Raudenbush (2005) notes, “Among policymakers, public and private research funding 
agencies, and applied education researchers themselves, there is currently an overarching 
interest in identifying interventions that show strong promise, based on convincing 
evidence, to improve teaching and learning in U.S. classrooms” (p. 25).  Policymakers do 
not provide direct intervention in the classroom in the same way a teacher or researcher 
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might; rather, their influence is more indirect (2005).  In a more indirect manner, 
intervention research can provide policy makers with critical information to make 
decisions that impact resource allocation, accountability and instructional practices, and 
the transformation of school governance (e.g., school choice, charter schools) (2005).  No 
matter a policymaker, researcher, or practitioner, there appears to be growing emphasis 
on the use of intervention research and experiments to inform decision-making and 
practice (Raudenbush, 2008).       
Motivation Theory and Interventions 
Despite the benefits of intervention research described above, intervention 
research in the field of education has been on the decline over the past two decades 
(Hsieh et al., 2005; Robinson et al., 2007).  Motivation research is no exception.  Despite 
the considerable volume of theoretical, qualitative, observational, and correlational 
studies, there have been fewer experimental tests of motivation theory in the field of 
education (Wentzel & Wigfield, 2007).  This trend has persisted despite calls for 
increasing intervention and use-inspired research (e.g., Blackwell, Trzesniewski, & 
Dweck, 2007; Hidi & Harackiewicz, 2000; Maehr & Meyer, 1997; Midgley & Edelin, 
1998; Pintrich, 2003; Wentzel & Wigfield, 2007).  In addition, it was unclear to what 
extent different theories had been experimentally tested, what interventions were 
effective and in what context (e.g., were interventions more effective for one age group 
over another).    
Thus, in order to systematically evaluate what has been done to date, Lazowski 
and Hulleman (2015) conducted a meta-analysis examining motivation interventions that 
were conducted in authentic educational field settings (e.g., classrooms, workshops).  
Prior to this work, a meta-analysis examining motivation interventions conducted in field 
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settings had not yet been conducted.  We conducted a comprehensive search of the 
literature and identified theoretically grounded motivation interventions that had been 
experimentally tested in educational contexts and examined the extent to which the 
interventions impacted student outcomes.  In summary, the meta-analysis included 66 
published and unpublished papers of 84 field studies grounded in motivation theory, 
accounting for 37,239 participants.  The motivation interventions in this meta-analytic 
review were promising, averaging approximately a half a standard deviation effect size (d 
= 0.49; 95% CI = [0.42, 0.56]).  Importantly, this average effect size did not significantly 
vary according to any study characteristics we coded, with the exception of experimental 
design (randomized experiments demonstrated smaller effect sizes than quasi-
experiments).  More specifically, there were no statistically significant differences in 
effect size due to theoretical framework of the intervention, age of participants 
(elementary through post-secondary students), type of dependent variable (academic 
performance, behavior, self-reported motivation), or degree of naturalness [whether the 
intervention was part of the regular academic experience (natural treatment), occurred in 
a setting outside the laboratory (natural setting), or included a dependent measure that 
normally occurs within the educational context (e.g., exams, choices about activities; 
natural behavior)].   Table 1 presents the motivation intervention studies included in this 
meta-analysis, the corresponding effect sizes, and the sample characteristics described 
above.   
This meta-analysis was the first step in systematically evaluating the effectiveness 
of these interventions to provide a “state of affairs” for the motivation field and the next 
steps in developing, testing, and implementing effective interventions in educational 
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contexts.  Based on the results of this meta-analysis, we offered comprehensive 
implications related to theory development as well as implications related to policy, 
practice, and research.  However, although formal meta-analytic techniques can provide a 
quantitative analysis that can be useful in summarizing the interventions, one limitation is 
that there is often not enough space to also provide a comprehensive narrative review of 
the studies included.   Thus, a narrative review can offer qualitative insight that can 
complement the quantitative analyses found via meta-analysis.  Toward this end, we offer 
a more thorough narrative review of the studies included in our meta-analysis.    
Jingle Jangle in Motivation Research 
 There has emerged a growing body of research over the past 50 years 
demonstrating the impact of motivation on various educational outcomes including, but 
not limited to, academic achievement, effort and persistence, development of interest, and 
task engagement (see Elliot & Dweck, 2005 for a comprehensive review of theories and 
research).  As a result, several theoretical perspectives of motivation have been proposed.  
Although these theories have helped develop substantial knowledge of the factors 
facilitating or thwarting motivation, the proliferation of theories and constructs has also 
contributed to some uncertainty about what factors are most salient to student motivation 
(Glynn, Aultman, & Owens, 2005; Murphy & Alexander, 2000).  Subsequently, it can be 
difficult to interpret motivation theory and research for practical use in the classroom 
(Schunk, 2000).  In addition, there exists some overlap in the constructs and terminology 
used for seemingly distinct motivation theories.  These theories and constructs therein, 
therefore, are susceptible to “jingle” and “jangle” fallacies (Block, 1995; Marsh, 1994), 
especially to those without expertise in the field.  Specifically, it may be difficult for 
someone without intimate knowledge of these theories to determine whether two 
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constructs with the same label are in reality quite different (jingle fallacy); or, it may be 
difficult to determine whether two constructs with different labels are in reality the same 
thing (jangle fallacy).  The jingle and jangle fallacies are likely to thwart, rather than 
advance, the goal of synthesizing theory and research with practical application (e.g., 
Hulleman, Schrager, Bodmann, & Harackiewicz, 2010).   
 For instance, suppose a fifth grade teacher consults with a motivation researcher 
at the local university asking for assistance in her classroom.  The teacher indicates that 
she has a “motivation” problem in her class and asks the researcher, “What should I do in 
my classroom based on your research?”  This seemingly innocuous and simple question 
may be particularly difficult for the researcher to answer.  First, as noted earlier, there 
have been few experimental tests of motivation theory in the field of education and thus 
the researcher may not be able to provide a pointed or exact answer based on previous 
research.  Second, the motivation researcher would have to ask several follow-up 
questions to determine exactly how the teacher was operationalizing the term 
“motivation”.   Does she mean building their self-efficacy?  Enhancing the value they 
attach to the subject matter?  Increasing their intrinsic motivation?  Perhaps she means 
persisting with effort?  Among these questions also lies the problem of the jingle and 
jangle fallacies.  For instance, suppose the teacher indicates that she would like to build 
their self-efficacy.  Does she mean self-efficacy according to Bandura’s (1997) 
conceptualization as a belief in one’s ability to plan and execute the skills necessary to 
produce certain behaviors?  Or does she actually mean perceived competence according 
to Ryan and Deci’s Self-Determination Theory (2002), defined as “feeling effective in 
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one’s ongoing interactions with the social environment and experiencing opportunities to 
exercise and express one’s own capacities” (p. 7).  Or does she mean both?   
 In an effort to bring some cohesion to the various similar (or dissimilar) 
constructs among the theories, I propose here the use of the expectancy-value-cost 
framework (Barron & Hulleman, in press; Eccles et al., 1983).  Eccles and colleagues 
(1983) shy away from using the term theory.  Instead, they refer to their work as an 
expectancy-value framework or model and adopt an integrative perspective of various 
constructs from different motivational theories to better understand students’ academic 
performance, persistence, and choice behaviors.  Their framework was also meant to be 
developmental and contained numerous antecedents of expectancies and values.  The 
entire model is complex and integrates the cultural milieu, unique past events, students’ 
perceptions of past events, socializers’ behaviors and attitudes, students’ perceptions of 
socializers’ attitudes and expectations, and students’ goals and self-concept.   
However, within this complexity lies an organization that includes many of the 
constructs contained in separate theories but at the same time is parsimonious and 
practitioner-friendly.  The former indicates that the expectancy-value-cost framework 
first serves as a conceptual umbrella under which other motivation theories and 
constructs can easily fit.  The latter suggests it offers a practical advantage to linking 
theoretical constructs to real-world applications by narrowing the focus into three 
digestible, overarching concepts:  a) an individual’s anticipated ability to successfully 
accomplish the task (i.e., Expectancy), b) an individual’s perceived importance for the 
task (i.e., Value), and c) how much an individual perceives that he or she has to sacrifice 
or give up to accomplish the task (i.e., Cost).  Therefore, when the researcher in the 
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above scenario is posed the “motivation” question by the teacher, the answer may lie in 
one of three questions:  a) Do you want your students to think they can accomplish their 
tasks?, b) Do you want your students to see the value in the subject matter?, or c) Do you 
want to reduce barriers that may be preventing them from investing time, energy, or 
resources into the class?   Using the expectancy-value-cost framework, these types of 
questions will first integrate the various constructs from different theories in a more 
parsimonious manner.  In the previous example, Bandura’s concept of self-efficacy and 
Deci and Ryan’s concept of perceived competence according to Self-Determination 
theory would both correspond to the first question (expectancy), reducing the jingle and 
jangle fallacy.  Second, to a practitioner who might not be an expert in motivation theory, 
the questions offer a more digestible and accessible explanation for motivation – that is, 
motivation being a function of an individual’s expectancies for success, values for the 
task, and cost associated with attaining that task – without the undue burden of having the 
requisite knowledge of the various motivation theories and sundry constructs therein.     
In a similar fashion and to achieve these same goals, I will organize the following 
narrative review of motivation theories and corresponding intervention studies depending 
on whether they were intended to increase student expectancies, increase values, or 
reduce cost (cf. Hulleman, Barron, Kosovich, & Lazowski, in press).  The theories 
represented in the Lazowski and Hulleman (2015) meta-analysis are presented and 
described in Table 2.  It is important to note that this organization is intended as a 
parsimonious means to categorize the interventions for people not particularly 
knowledgeable about the sometimes subtle nuances and distinctions among the various 
constructs and theories.  While I certainly honor the theoretical space each theory 
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commands, the ultimate aim is to provide a useful organization for practitioners not 
familiar with motivation research.    
Prior to presenting the studies related to expectancies, values, and cost, each 
section will begin with a description of research-based sources, or drivers, of the 
interventions.  Doing so serves to organize and identify pathways for practitioners to 
enhance student motivation using research-based sources of expectancy, value, and cost 
that are potentially amenable to (and have been tested through) interventions.  I then 
provide a summary of the studies for each theory that is linked to expectancy, value, or 
cost, along with a detailed explanation of one exemplar intervention study from each 
theory.  Tables 3, 4, and 5 provide these research-based sources of expectancy, value, and 
cost, respectively, along with the definition of each source.  Next, Table 6 presents 
expectancy, value, and cost interventions included in the Lazowski and Hulleman (2015) 
meta-analysis broken down by theory and research-based sources. 
Research-based Sources of Expectancy-Related Beliefs  
Research indicates that there are various sources or pathways of expectancy in the 
literature, either from theory or research, which can be targeted by interventions. These 
sources or pathways refer to the underlying psychological processes that both serve as 
antecedents of expectancy-related constructs and that are potentially amenable to 
intervention by educational practitioners, including teachers, parents, and administrators 
(Hulleman et al., in press).  Importantly, these sources can serve as the targets or drivers 
of interventions aimed at enhancing student outcomes by boosting students’ expectancies.  
Although there are additional sources of expectancies – such as those identified in the 
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Eccles model, including cultural milieu and socializers’ goals and expectations – many of 
the sources described below have been identified as being the most amenable to change 
through direct intervention.  That is, many have been tested via experimental methods.   
 One source that can target and potentially alter expectancies is the manipulation 
of students’ perceptions of their ability and skill for specific tasks.  Research has 
demonstrated that when students perceive they have a high level of ability and/or skill on 
a task, they are more likely to experience high expectancy for success on that task 
(Bandura, 1997; Wigfield & Eccles, 2002).  In addition, when students have high 
perceptions of their ability and skills for a particular task, they are more likely to engage 
in that task (Eccles et al., 1983).  Perceptions of ability and skill are also closely related to 
another source of expectancy, success experiences.  When students are successful at an 
activity, or watch others have success, they are more likely to experience high levels of 
expectancy (Bandura, 1997; Eccles et al., 1983).  Previous performance of a skill is 
considered a strong source of self-efficacy and expectancy-related beliefs, representing 
tangible, authentic evidence that an individual can or cannot perform the requisite skill.  
Not only are students’ own perceptions important for expectancies, but perceptions of 
others’ expectations are important as well.  Research has demonstrated that parents' and 
teachers' expectancies and attitudes shape expectancies.  For example, if teachers have 
high expectations for their students, these students in turn develop high expectancies for 
themselves (Bandura, 1997; Dweck & Leggett, 1988; Dweck 1999; Eccles et al., 1983). 
 Largely based in research regarding self-efficacy theory, two other sources that 
serve to increase student expectancies are support and scaffolding (Bandura, 1997) and 
clear expectations (Pajares, 1996).  Support and scaffolding refers to an appropriate 
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amount of support in completing an activity (e.g., through encouragement or having the 
requisite resources to successfully complete a task).  For example, expectancies can 
increase when an individual receives positive verbal encouragement from a 
knowledgeable and reliable source (such as a teacher) (Bandura, 1997).  Furthermore, 
studies also indicate that having clear expectations can promote students’ expectancies.  
That is, if students know what is expected of them on an activity and have clearly defined 
goals, then they are more likely to have high levels of expectancy that they can 
successfully perform that activity (Pajares, 1996).   
 Other sources that promote expectancies are related to the difficulty of the task 
and means to overcome those difficulties.  For instance, one means to promote higher 
levels of expectancy is through changing students’ perceptions of the difficulty of a task, 
activity, or subject, formally termed perceived task difficulty.  When students perceive a 
task as not being difficult, they develop higher estimates of their own abilities for the 
subject or task, which in turn increase expectancies and their motivation to engage in the 
behaviors necessary to complete the task (Bandura, 1997; Pajares, 1996; Wigfield & 
Eccles, 2002).  Furthermore, when the difficulty of the task or activity matches students’ 
current skill-set, they are more likely to experience high expectancy for success (Eccles et 
al., 1983).  Thus appropriate challenge is another source that can be manipulated to 
promote student expectancies.  Additionally, expectancies increase when appropriate 
challenge is matched with growth experiences.  If students are provided with learning 
experiences that challenge them to develop and learn, and subsequently experience 
growth in their skills and improvement in performance, they are more likely to 
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experience higher expectancies of success in the future (Dweck & Leggett, 1988; Dweck, 
1999; Hong et al., 1999). 
Intervention research also supports the notion that the type of feedback students 
receive has an impact on their expectancy to successfully complete a task in the future.  
Implicit theories of intelligence (see Dweck & Leggett, 1988; Dweck 1999) posit that 
individuals generally possess one of two different theories regarding their intelligence: 1) 
that intelligence is dynamic, malleable, and amenable to change given sufficient effort 
and hard work (incremental view of intelligence, or growth mindset), or 2) that 
intelligence is fixed, static, and resistant to change regardless of effort and hard work 
(entity view of intelligence, or fixed mindset).  Primarily guided by this work, when 
students receive feedback that effort matters, that skills and abilities are amenable to 
change, and are task-focused (growth mindset, rather than fixed mindset), they are more 
likely to experience high expectancies for success and that difficult tasks can be 
overcome and accomplished (Dweck & Leggett, 1988; Dweck, 1999).  This feedback can 
also impact students’ effort attributions to failure or success.  When students believe that 
their effort will lead to learning, they are more likely to attribute success or failure to the 
effort they have expended.  When these attributions are related to something within their 
control (effort) rather than something they cannot control (fixed ability), they are more 
likely to experience higher levels of expectancy on tasks (Dweck & Leggett, 1988; 
Dweck 1999; Weiner, 1974).   
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Interventions Primarily Designed to Promote Student Expectancies   
Attribution theory.  Another set of interventions aimed at promoting student 
expectancies has focused primarily on changing cognitive attributions for success and 
failure (effort attributions).  Many of these interventions are designed to provide students 
with training about attributing academic success to things that are within their control 
(e.g., effort), and that academic difficulties are not uncommon and can be overcome.  
These interventions have been successful in increasing perceived academic control, and 
these changes mediate effects on academic motivation and achievement outcomes (e.g., 
Hall et al., 2004; Ruthig et al., 2004). 
There have been several studies grounded in attribution theory demonstrating that 
changes in causal attributions relate to changes in academic achievement.  Many of these 
intervention studies sought to change the attributions that low performing or at-risk 
students made regarding their academic achievement.  The interventions attempted to 
shift the cause from low ability to underscoring the importance of effort and the notion 
that achievement was amenable to change.  These shifts in attribution have been 
demonstrated to improve course grades (Boese et al., 2013; Hall et al., 2007; Hall et al., 
2004; Yeager et al., 2013), exam performance (Struthers & Perry, 1996), GPA (Boese et 
al., 2013; Ruthig et al., 2004; Yeager et al., 2013; Wilson & Linville, 1982; Wilson & 
Linville, 1985), standardized test scores (Good et al., 2003; Wilson & Linville, 1982; 
Wilson & Linville, 1985), intrinsic motivation (Hall et al., 2007), and reduce text anxiety 
and voluntary course withdrawal (Ruthig et al., 2004).    
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 In their seminal study and replication study, Wilson and Linville (1982, 1985) 
tested effects of an attribution intervention on academic performance.  In the original 
study (1982), students were randomly assigned to either an experimental or control 
condition.  Students in the experimental condition watched videotapes and were shown 
statistics indicating how students typically struggled academically during their freshman 
year but improved afterwards.  Students in the control condition did not receive this 
information. As a manipulation check, half of the students in both conditions 
subsequently wrote lists explaining why there was an increase in grades after freshman 
year and which of those explanations were relevant to their experience.  The other half 
wrote lists explaining why they thought the divorce rate in some states was decreasing.  
The replication studies had slightly different student samples and selection criteria 
for academically at-risk students, but the intervention was the same.  In the first 
replication study (Wilson & Linville, 1985, Study 1), two separate experimental 
conditions were included.  One contained information indicating that grades generally 
improve following freshman year, and in another, this information was not provided to 
the students.  However, given very similar responses on dependent measures and 
manipulation checks between these separate conditions, the two experimental groups 
were aggregated to form one experimental condition.  In the second replication study 
(Wilson & Linville, 1985, Study 2), the same experimental condition was used, but 
students in the control condition watched videotapes and were shown “filler” statistics 
without any information about grades.  As in the original study, students in the replication 
studies were randomly assigned to either an experimental or control condition.  
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 Effects of these interventions were measured through both short-term and long-
term academic performance, and retention in school.  For short-term academic 
performance, defined by reading comprehension items from the GRE taken immediately 
after the intervention, males in the experimental condition performed better than those in 
the control conditions across all three studies (average d = 0.45).  There were no 
significant differences for females. For long-term academic performance, defined as the 
comparison of grades from the semester prior to the study to the semester after the study, 
students in the experimental condition also showed gains across all three studies (average 
d = 0.27).  The effect was stronger for males (d = 0.47) than females (d = 0.21).  
Retention in school one year following the study was also impacted by the intervention, 
with those in the experimental condition less likely to drop-out (2%) than those in the 
control condition (10%).   
 Implicit theories of intelligence.  Based on Dweck’s (1986, 1999) theory of the 
malleability of intelligence, implicit theories of intelligence interventions target students’ 
perceptions about their capacity to learn.  Specifically, these interventions attempt to 
change students’ beliefs about whether intelligence is fixed (i.e., entity mindset) or is 
malleable (i.e., incremental mindset) through feedback and effort attributions.  There 
have been several interventions guided by this theory that have been demonstrated to be 
effective in enhancing various student outcomes.  These studies have been effective in 
changing students’ beliefs about their intelligence (e.g. Aronson et al., 2002; Blackwell et 
al., 2007; Paunesku et al., 2014; Yeager et al., 2013); increasing enjoyment/interest for 
and importance of academics (e.g., Aronson et al., 2002; Hong & Lin Siegler, 2011); 
reducing stereotype threat (e.g., Aronson et al., 2002), stress, anxiety, and negative self-
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feelings (e.g., Yeager et al., 2014); improving grades and academic performance (e.g., 
Aronson et al., 2002; Bornine, 1998; Blackwell et al., 2007; Good et al., 2003; Hong & 
Lin Siegler, 2011; Paunesku et al., 2014; Yeager et al., 2014); and improving classroom 
motivation as measured by teachers (Blackwell et al., 2007).   
As an example, Blackwell, Trzesniewski, and Dweck (2007) tested the effects of 
an in-depth intervention designed to teach seventh grade students about various facets of 
implicit theories of intelligence and how the brain can become stronger through effort.  
Students randomly assigned to the experimental condition participated in eight weekly, 
twenty-five minute lessons that covered topics such as the structure and function of the 
brain, incremental theory of intelligence, and discussions about the malleability of the 
brain and how learning makes students smarter.  A control condition participated in the 
same or similar lessons, excluding those that explicitly covered incremental theory of 
intelligence, for which alternative lessons were created.  
Based on teacher reports, with teachers being blind to condition, students in the 
experimental condition were reported to have larger gains in motivation by comparison to 
the students in the control group (OR = 3.26).  Based on student reports, those in the 
experimental condition scored significantly higher on items that tested the incremental 
theory intervention content than did those in the control condition (d = 0.95).  In addition, 
at post-test, students in the experimental condition more strongly endorsed an incremental 
theory of intelligence compared to their own pre-test scores (d = 0.66), and compared to 
students in the control condition at post-test (d = 0.47). Trajectories of math grades were 
compared at three time points, including grades from the previous year (spring term of 
sixth grade; Time 1), pre-intervention (fall term of seventh grade; Time 2), and post-
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intervention (spring term of seventh grade; Time 3).  Although grades for both conditions 
declined from Time 1 to Time 2 prior to the intervention (b = -.34), students in the 
experimental condition improved their math grades between Time 2 and 3 following the 
intervention (b = .53), whereas students in the control continued in their declining 
trajectory.   
Multiple perspectives.  Some studies attempted to integrate various concepts 
and/or constructs from multiple theories in the design and delivery of the intervention.  
For those designed to promote expectancies, for example, these interventions may have 
incorporated different facets of several theories (e.g., Craven et al., 1991; Duckworth et 
al., in press; Kitsantas et al., 2010; Paunesku et al., 2014).  Morisano et al. (2010) 
provides an example of one such approach, integrating theories of goal setting and 
possible selves.  In this study, the authors tested the effects of an online goal-setting 
intervention on academic achievement for struggling college students.  Participants were 
chosen if they had a GPA lower than 3.0, were enrolled full-time (at least nine credits), 
and indicated that they were struggling academically.  From this sample, students were 
randomly assigned to either an experimental or control condition.   
Students in the experimental condition completed a comprehensive online 
program that was grounded in goal-setting theory and possible selves.  This intervention 
included 8 separate steps that required students to think and write about the following:  1) 
Write about possible, desirable selves and futures; 2) Identify several goals related to 
these selves and futures; 3) Rank order these goals based on importance and possible 
attainment, and; 4) Examine the impact on themselves and others should the goal(s) be 
achieved.  Steps 5-7 required students to elaborate in detail their goals and 
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implementation plans.  Finally, Step 8 required students to indicate how committed they 
were to achieve the goal(s).  Students in the control group completed online tasks and 
wrote about topics such as positive psychology, positive experiences in their past, and 
completed a career-interest inventory.  Several dependent measures were used in the 
analyses including GPA, retention rates, affect, and content of goal (e.g., 
elaboration/word count for goals). 
Although no differences were found at pretest for GPA between the experimental 
and control groups, GPA at posttest was significantly higher for the experimental group 
compared to the control group (d = 0.50).  Furthermore, changes in GPA from pretest to 
posttest were significant within the experimental group (d = 0.65) but no differences were 
found for the control group.  A Fisher’s exact test was used to examine retention rates, 
which was operationalized as maintaining a full course load during the semester 
following the intervention.  Results indicated that there was a significant difference 
between the two conditions, with no students in the experimental condition enrolled in 
fewer than nine credits compared to 20% (8 students) in the control condition.  
A questionnaire completed at the end of the study revealed that students in the 
experimental condition scored higher for a reduction in negative affect compared to the 
control condition (d = 0.46).  The reduction in negative affect was also correlated with 
improvement in grades (r = .19).  Finally, content analyses revealed that elaboration for 
possible futures (number of words) was correlated with improvement in grades as well (r 
= .30).   
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Theoretical perspectives with one study.  In the Lazowski and Hulleman (2015) 
meta-analysis, some theories were only represented by a single study.  For the Primarily 
Expectancy Intervention category, one such theory was Self-Confrontation.  This theory 
suggests that motivation to change is elicited when students perceive that their behaviors 
and values differ from their self-conception (Rokeach, 1973).  Greentein (1976) 
conducted a study targeting feedback.  In this study,  student teachers who received 
objective feedback concerning their own values and those of good and mediocre teachers 
exhibited significantly higher value ranks for mature love and loving and lower ranks for 
self-respect d = 0.61), and showed significantly higher scores on a behavioral measure of 
teaching ability than did student teachers not receiving such feedback (d = 0.58). 
Research-based Sources of Value 
 Like expectancy-related beliefs, research supports that there are various sources 
or pathways that serve to promote values.  Correspondingly, interventions (and the 
theories that guide these interventions) designed to promote student values have 
attempted to do so through these various sources.  Based largely in expectancy-value 
theory (Eccles et al., 1983), self-determination theory (Deci & Ryan, 1985), and interest 
theory (Hidi & Renninger, 2006), one source to improve the value students attach to tasks 
is through intrinsic benefits.  When students find the activities and academic content 
inherently enjoyable and interesting, they are more likely to experience high value for 
those activities and the academic content (Eccles et al., 1983; Renninger & Hidi, 2011). 
These intrinsic benefits yield higher levels of motivation (Eccles et al., 1983) and higher 
quality of motivation (Ryan & Deci, 2000).  Intrinsic benefits are juxtaposed with another 
source of value interventions, extrinsic benefits.  Extrinsic benefits refer to external 
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rewards or incentives that are used to promote motivation.  When students receive 
external rewards and incentives for learning (e.g., prizes, food), they are more likely to 
experience high value to complete an activity; however, this also leads to low value for 
producing quality work (Marinak & Gambrell, 2008) and is considered to be of lesser 
quality compared to intrinsic motivation (Ryan & Deci, 2000).   
 A host of research indicates that another way to increase value is through variety 
and novelty.  Not surprisingly, when students engage in activities that are varied and 
novel, they are more likely to experience high levels of interest and value (Hidi & 
Renninger, 2006; Kang et al., 2009).  Another, related source that promotes values in 
students is enthusiastic models.  That is, when students interact with or observe teachers 
or other adults who are enthusiastic, interested in, and passionate about a subject area or 
activity, they are more likely to feel higher value for that subject area or activity 
themselves (Patrick, Hisley, & Kempler, 2000).  Therefore, value can be bolstered not 
only by the activity, but also by the individuals explaining or teaching those activities.   
 How the student perceives the task as being useful and meaningful also has 
bearing on the value attached to the task.  For instance, when students are able to connect 
what they are learning to their personal lives and/or the real world, they are more likely to 
experience high value for the material (Hulleman & Harackiewicz, 2009).  This source is 
considered relevance.  Related to relevance, providing context and rationale for learning 
the material can also contribute to higher levels of value.  Students are more likely to 
have higher value for material that has meaning and purpose in their lives (Lepper & 
Henderlong, 2000).  Clearly, getting students to discover on their own how the material is 
 109 
 
 
relevant, meaningful, and purposeful to their lives can have a profound impact on the 
value they attach to the material.   
 Another source that appears to have an impact on value is self-affirmation.  
Studies targeting self-affirmation primarily ask students to think and write about their 
most important values in an effort to affirm, reinforce, and strengthen core aspects of 
themselves (e.g., Cohen et al., 2006, 2009).  Self-affirmation can serve as a buffer against 
potential threats (such as stereotype threat) and subsequently increase academic 
performance, especially with low-achieving students (e.g., 2006).   
 Primarily grounded in self-determination theory (Ryan & Deci, 2000), two other 
sources that drive intervention efforts to increase value are autonomy (choice and control) 
and relatedness (positive relationships and a sense of belongingness).  Autonomy refers 
to a sense of control, self-direction, and choice over learning, rather than feeling 
controlled or forced to comply from an outside source (2000).  Personal value for 
learning tends to be higher when students feel a sense of autonomy over their learning, 
rather than feeling a sense that it is controlled by others (Reeve, 2009).  Finally, 
relatedness refers to a sense of meaningful and caring relationships with others (Ryan & 
Deci, 2000).  In an academic setting, when students experience meaningful student-to-
student or student-teacher relationships, they are more likely to experience higher levels 
of value (Furrer & Skinner, 2003; Walton & Cohen, 2007).   
Interventions Designed to Promote Student Value   
 Expectancy-value framework.  Much of the experimental work within the 
Expectancy-value framework has been aimed at promoting value, primarily relevance or 
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utility value.  Many of the interventions used a brief writing task where students were 
asked to write about how the course material was useful or relevant to them or someone 
they knew (e.g., Durik et al., 2014; Hulleman et al., 2010; Hulleman & Harackiewicz, 
2009).  These interventions have been found to positively impact a number of outcomes, 
including: course-related interest (e.g., Durik et al., 2014; Hulleman et al., 2010; 
Hulleman & Harackiewicz, 2009); course performance (e.g., Durik et al., 2014; 
Harackiewicz et al., 2012; Hulleman et al., 2010; Hulleman & Harackiewicz, 2009); 
future interest in course-related careers (e.g., Hulleman & Harackiewicz, 2009); future 
course enrollment (e.g., Harackiewicz et al., 2012); perceptions of utility value for the 
subject area (e.g., Durik et al., 2014; Harackiewicz, et al., 2012); and increased 
expectancies for success (e.g., Durik et al., 2014; Hulleman & Harackiewicz, 2009). 
As an example, Hulleman and Harackiewicz (2009) demonstrated the impact of 
the relevance intervention on student expectancies, interest, and academic performance in 
high school science classes.  Students randomly assigned to the experimental condition 
were asked to write how the information they were learning in their science classes could 
be personally relevant or connected to their lives.  Students in the control condition wrote 
summaries of the information they were learning in their classes.  The effect of the 
relevance intervention was most profound for students who initially had lower 
expectancies for success in the class prior to the intervention.  There were significant 
negative interactions between the relevance intervention and success expectancies on 
interest in science (β = -.11) and second-quarter grades (β = -.18), indicating that students 
with low-success expectancies reported more interest in science and received higher 
grades at the end of the semester in comparison to students in the control condition.  In 
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addition, the relevance intervention indirectly increased continuing interest in science, as 
student interest in science at the end of the semester was a significant predictor of interest 
in enrolling in subsequent science-related courses and pursuing science-related careers (β 
= .58).          
 Self-determination theory.  Compared to other theoretical frameworks included 
in this study, self-determination theory has produced a large number of experimental field 
studies.  These studies have largely focused on manipulating autonomy (choice and 
control) and intrinsic benefits as the primary drivers of the interventions.  In some 
studies, students were the direct recipients of the intervention (e.g., Patall et al., 2010; 
Vansteenkiste, 2008), whereas in other studies, other sources (such as teachers or parents) 
were provided the intervention, and the impact of this intervention was subsequently 
measured through student outcomes (e.g., Guay et al., 2014; Reeve et al., 2004).  These 
interventions have had a substantial impact on a variety of outcomes, including:  intrinsic 
motivation (e.g., Froiland, 2011; Guay et al., 2014; Patall et al., 2010); autonomy (e.g., 
Froiland, 2011; Patall et al., 2010; Radill, 2012; Vansteenkiste et al., 2005; Vansteenkiste 
et al., 2004) and autonomy supportive behaviors (e.g., Reeve, 2004); competence (e.g., 
Guay et al., 2014; Patall et al., 2010); relatedness to the teacher (e.g., Guay et al., 2014); 
academic achievement (e.g. Guay et al., 2014; Patall et al., 2010; Schanffer & Schiefele, 
2007; Vansteenkiste et al., 2008; Vansteenkiste et al., 2005; Vansteenkiste et al., 2004); 
homework completion rate (e.g., Patall et al., 2010); effort and persistence (e.g., Patall, et 
al., 2014; Vansteenkiste et al., 2008; Vansteenkiste et al., 2004 ); student engagement 
(e.g., Reeve, 2004; Vansteenkiste et al., 2004); interest (e.g., Schaffner & Schiefele, 
2007); reduction in test anxiety (e.g., Schaffner & Schiefele, 2007) or stress (e.g., 
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Vansteenskiste et al., 2004; and goal orientation/achievement goals (e.g., Vansteenkiste 
et al., 2008; Vansteenkiste et al., 2004). 
In a series of three randomized field experiments, Vansteenkiste, Simons, Lens, 
Soenens, and Matos (2005) manipulated information that early adolescent students 
received when reading a text about nutrition to align with self-determination theory.  
Specifically, the goal content manipulation contrasted intrinsic (e.g., physical wellness) 
and extrinsic goals for the task (e.g., physical attraction); the autonomy-support 
manipulation varied whether the information was delivered in an autonomy-supportive 
(e.g., choice to follow the nutritional guidelines) or a controlling style (e.g., explicit 
expectations and/or pressure to follow the guidelines).  In the first two studies, students 
regarded as obese according to the Body Mass Index (BMI) were selected to participate.  
Students’ retention of the information was assessed in the short-term (i.e., immediately 
after the session) and in the long-term (i.e., four weeks later).  Both rote and conceptual 
learning were assessed over the short- and long-term as well.  A control condition was 
only used in one of the three studies (Study 2).  In the third study, students not regarded 
as obese according to the BMI were selected to participate.  The third study also included 
measures of task involvement (the degree that participants were absorbed in reading the 
text) and relative autonomy (the degree that participants felt the text was personally 
relevant, interesting, and enjoyable).    
After controlling for level of obesity in Study 1, the autonomy-supportive 
condition scored higher in short-term (d = 1.33) and long-term (d = 0.90) conceptual 
learning relative to the external control condition; and higher in short-term (d = 1.48) and 
long-term (d = 1.21) conceptual learning relative to the internal control condition.  The 
 113 
 
 
internal control condition scored higher in short-term (d = -0.43) and long-term (d = -
0.52) rote learning compared to the autonomy-supportive condition; and higher in short-
term (d = -0.42) and long-term (d = -0.36) rote learning relative to the external control 
condition.   With regard to goal framing, students in the intrinsic goal framing conditions 
also scored higher in short-term (η2 = .06) and long-term (η2 = .03) conceptual learning 
relative to the extrinsic goal framing conditions.  
After controlling for short-term conceptual learning, the intrinsic goal framing 
conditions scored higher in long-term conceptual learning compared to the extrinsic goal 
framing conditions (η2 = .05); and the autonomy-supportive condition scored higher in 
long-term conceptual learning compared to the internal control condition (η2 = .23).  
After controlling for short-term rote learning, the internal control condition scored higher 
in long-term rote learning compared to the autonomy-supportive condition (η2 = .06).   
After controlling for obesity in Study 2, the intrinsic goal framing conditions 
scored higher in short-term (η2 = .30) and long-term (η2 = .43) conceptual learning 
compared to the extrinsic goal framing conditions.  By contrast, the extrinsic goal 
framing conditions scored higher in short term (η2 = .10) and long term (η2 = .26) 
compared to the intrinsic goal framing conditions.  The autonomy-supportive conditions 
scored higher in short-term (η2 = .16) and long-term (η2 = .13) compared to the internal 
control conditions.   
Contrast analyses revealed the autonomy-supportive/intrinsic goal condition 
scored higher in short-term (d = 0.72) and long-term (d = 0.80) conceptual learning 
relative to the control condition.  Students in the internal control/extrinsic goal condition 
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scored lower in short term (d = -0.80) and long-term (d = -0.94) conceptual learning 
relative to the control condition.  Students in the autonomy-supportive/extrinsic goal 
condition scored lower in long-term conceptual learning compared to the control 
condition (d = 0.42).  Also, students in the intrinsic goal/internal control condition scored 
lower in long-term rote learning relative to the control.    
After controlling for short-term conceptual learning, the intrinsic goal framing 
condition scored higher on long-term conceptual learning (η2 = .30) than the extrinsic 
goal framing condition; and the autonomy-supportive condition scored higher on long-
term conceptual learning (η2 = .08) than students in the internal control condition.  After 
controlling for short-term rote learning, the internal control condition scored higher in 
long-term rote learning compared to the autonomy-supportive condition (η2 = .20).   
In Study 3, participants in the intrinsic goal framing condition scored higher in 
task involvement (η2 = .15), relative autonomy (η2 = .26), and conceptual learning (η2 = 
.07) than the extrinsic goal framing condition.  Participants in the autonomy-supportive 
condition scored higher in task involvement (η2 = .51), relative autonomy (η2 = .85), and 
conceptual learning (η2 = .15).   
  Self-affirmation theory.  Self-affirmation theory has largely produced 
interventions that help students maintain self-integrity by affirming important values via 
writing exercises.  Many of these studies did so by asking students to list their most 
important value(s) and to write about why their value(s) were important to them (e.g., 
Cohen et al., 2006).  Largely, these interventions have targeted low-achieving students or 
those from minority populations.  By targeting the source of self-affirmation, these 
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interventions have been successful in improving GPA and reducing achievement gaps 
(e.g., Cohen et al., 2006; 2009; Cook et al., 2012; Miyake et al., 2010; Sherman et al., 
2013; Walton & Cohen, 2011) and course grades (e.g., Miyake et al., 2010; Sherman et 
al., 2013); standardized test scores (e.g., Miyake et al., 2010); self-perceptions (e.g., 
Cohen et al., 2009); social belonging in school (e.g., Cook et al., 2012; Walton & Cohen, 
2011); retention/matriculation (e.g., Cohen et al., 2009); perceptions of daily adversity 
and identity threat (e.g., Sherman et al., 2013); and well-being (e.g., Walton & Cohen, 
2011).    
   For example, Cohen, Garcia, Apfel, and Master (2006) tested such an 
intervention using a sample of African American and European American students in the 
7th grade from middle to lower middle class families.  In these randomized field 
experiments, students were presented with a list of values.  Students in the experimental 
condition were instructed to choose their most important value (Study 1) or to choose two 
or three of their most important values (replication).  In contrast, students in the control 
condition were instructed to choose their least important value (Study 1) or to choose two 
or three of their least important values (replication).  Students in the experimental 
conditions in both studies wrote a passage about why their value(s) were personally 
important and students in the control condition wrote about why their chosen least 
important value might be important to another person.   
Comparisons were drawn between the two conditions for grades at the end of the 
term.  Class specific grades (for the class in which the intervention occurred) and mean 
class grades (all classes the students were enrolled) were used to test these effects.  
Further, to assess cognitive activation of stereotype threat related to race, students 
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completed a validated word completion task.  The stems of each word could potentially 
activate either a stereotype relevant or irrelevant response ( _ACE).  For this item, a 
stereotype relevant response would include “RACE” and a stereotype irrelevant response 
would include “FACE”.     
 Results indicated that African American students in the experimental condition 
earned significantly higher class specific grades at the end of the term compared to 
African American students in the control condition (Study 1: β = 0.26; Replication: β = 
0.34).  No significant differences emerged in either study for European Americans.  
Effects of the intervention were most pronounced for African American students 
previously identified as low-achievers (d = 0.89) and moderate-achievers (d = 0.88).  For 
mean class grades, African American students in the experimental condition earned 
higher overall grades at the end of the term compared to African American students in the 
control condition (Study 1: β = 0.31; Replication: β = 0.21).  Once again, no differences 
emerged in either study for European Americans.  Taken together, these results resulted 
in an approximate 40% reduction in the racial achievement gap for African American 
students in the experimental condition.  The performance gap between African American 
students in the control condition and European Americans was 0.75, but reduced to 0.30 
for African American students in the experimental condition.    
 After combining results from Study 1 and the Replication study, African 
American students in the experimental condition produced fewer stereotype relevant 
responses on the word completion task than African American students in the control 
condition (d = -0.49).  No differences emerged between conditions for European 
Americans.      
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 Interest theory.  Interventions grounded in interest theory have primarily 
attempted to enhance the variety and novelty of the tasks.  These studies aimed to excite 
and engage students in topics through expressive writing and by providing stimulating 
learning activities (e.g., Guthrie et al., 2006).  Only a few interest theory-only (i.e., not 
combined with other theories) field experiments have been conducted; however, these 
have been successful in improving the following: reading comprehension (e.g., Guthrie et 
al., 2006); teacher ratings of student motivation (e.g., Guthrie et al., 2006); performance 
on writing tasks (e.g., Hidi et al., 2002); self-efficacy (e.g., Hidi et al., 2002); and interest 
(e.g., Hidi et al., 2002).   
Guthrie and colleagues (2006) tested an intervention designed to stimulate 
situational interest and promote long-term interest and intrinsic motivation in the area of 
reading.  Participants were 3rd grade students from four separate classes that varied in the 
amount of stimulating tasks delivered by their teachers.  Although all four classes 
participated in the intervention, two of the classes were provided a high number of 
stimulating tasks and two were provided a low number of stimulating tasks.   
The intervention was based on Concept-Oriented Reading Instruction (CORI; see 
Guthrie, Wigfield, & Perencevich, 2006).  Fiction and non-fiction reading was aligned to 
science observations and experiments that were hands-on and interactive to induce 
excitement and interest for students.  The two conditions (high versus low stimulating 
tasks) differed in the amount of observations, drawings, and opportunities for 
experiments which also included creating hypotheses and interpreting findings.  Effects 
of the intervention on reading comprehension and motivation for reading were examined.  
Reading comprehension was measured using students’ performance on two separate 
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reading comprehension tasks, one related to the project and one standardized measure.  
Motivation for reading was measured using self-report and teacher rating scales related to 
intrinsic motivation and self-efficacy.  
Multiple regression analyses were used to test the effect of the intervention.  One 
analysis was conducted controlling for reading comprehension pre-test scores and 
portfolio scores (graded on rubrics for quality of drawings, questions, hypotheses, tables 
and graphs, and conclusions).  Results indicated that after controlling for these variables, 
experimental condition was significant for reading comprehension post-test (β = .27).  
Means testing revealed that the high-stimulating tasks condition was significantly higher 
than the low-stimulating tasks condition (d = 0.71).   
Another analysis was conducted controlling for self-reported motivation pre-test 
and portfolio scores.  Results indicated that after controlling for these variables, 
experimental condition was significant for teacher ratings of students’ motivation (β = 
.23).  Means testing revealed that the high-stimulating tasks condition was significantly 
higher than the low-stimulating tasks condition (d = 0.71).   
Multiple perspectives.  Previously noted for expectancies, some studies 
attempted to integrate various concepts and/or constructs from multiple theories in the 
design and delivery of the intervention.  For those designed to promote values, these 
interventions may have incorporated different facets of several theories (e.g., Acee & 
Weinstein 2010; Martin, 2008).   Acee and Weintstein (2010) provide an example of one 
such approach, integrating theories of the expectancy-value framework, value reappraisal, 
and possible selves through relevance and context and rationale.  They examined the 
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effects of a value-reappraisal intervention for undergraduate students in two separate 
introductory statistics courses.  The intervention was designed to increase the value 
students placed on developing statistics-related knowledge and skill by reading a series of 
passages and completing corresponding activities to enhance either attainment value, 
utility value, or intrinsic value.  Two activities without reading passages elicited students 
to explore costs and benefits associated with learning statistics.   Over the course of the 
study, participants randomly assigned to the experimental condition read six passages and 
completed eight activities, each related to one of the four topics identified in the value 
reappraisal intervention.  Students in the control condition read four passages and 
completed four activities related to multicultural education.  
The dependent variables included self-report instruments measuring task value, 
self-efficacy, and endogenous instrumentality.  The authors noted that endogenous 
instrumentality refers to the usefulness of learning specific course content, which is 
conceptually different than utility value, which refers to the usefulness of completing the 
course (2010).  The authors also noted that items measuring endogenous instrumentality 
(revised from Husman, Derryberry, Crowson, and Lomax, 2004) used in the study all 
made reference to the future, and items measuring task value (MSLQ; Pintrich, 1989) did 
not.  Additional dependent variables included pre-and post-intervention exam 
performance and a measure of choice-behavior.  The measure of choice-behavior 
included optional websites related to statistics that were recommended, but not required, 
by the course instructors and posted to the course website.  Using a feature on the course 
website, the researchers were able to track those students who accessed these optional 
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websites.  A repeated-measures design was utilized, with a pretest, a posttest immediately 
following the intervention, and another posttest two weeks after the intervention.      
Results indicated that the experimental condition demonstrated significant gains 
in task value from pretest to immediate posttest (d = 0.54) and for pretest to delayed 
posttest (d = 0.36).   The results were also significant for endogenous instrumentality 
from pretest to immediate posttest (d = 0.84) and from pretest to delayed posttest (d = 
0.50), suggesting the intervention was effective in increasing perceptions about the 
usefulness of statistics knowledge and skill in attaining future goals.  There were no 
significant results on either measure in the control condition.  In direct comparisons 
between the two conditions, the experimental condition was more likely than the control 
condition to access the optional choice-behavior websites, suggesting the intervention 
generated greater continued interest in statistics (OR = 9.23).  After controlling for pre-
intervention exam performance, students in the experimental condition scored 
significantly higher than those in the control condition on post-intervention exam 
performance in one of the classes in the study, but not in the other.   
Theoretical perspectives with one study.  Like expectancy interventions, there 
was a theoretical perspective with an intervention targeting value with only one study.  In 
particular, one Transformative Experiences Theory intervention was included in the 
Lazowski and Hulleman (2015) meta-analysis.  According to Transformative Experiences 
Theory, reframing a student’s learning experience as a real life application of the content 
can enhance everyday value for the material (Pugh, 2011).  Pugh (2011) conducted an 
intervention that targeted relevance and context and rationale sources of value. One 
teacher was instructed in the Teaching for Transformative Experience in Science model, 
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which focused on three principles to scaffold learning:  frame the content as ideas to be 
imagined about rather than as concepts to be learned, re-seeing objects as new ideas, and 
modeling transformative experience.  A control teacher in the same school was not 
exposed to these principles. Students in the experimental condition scored higher on self-
reports of transformative experiences of the content (d = 0.48) and on an assessment of 
science knowledge (d = 0.85).    
Research-based Sources of Cost 
Stated earlier, cost refers to how much an individual perceives that he or she has 
to sacrifice or give up in order to accomplish a task.  By comparison to expectancy and 
value, cost has received less attention in theoretical, correlational, and experimental 
research (Wigfield & Cambria, 2010).  However, the literature is emerging and we are 
beginning to understand more about cost.  Based on previous research (Flake, 2012), 
there may be different components of cost and the research-based sources of cost are 
aligned with these different components.    
 First, perceptions of cost increase when students feel that the workload is 
unreasonable (e.g., 3 hours/night) and/or unnecessary (e.g., busy work) (Parsons et al., 
1980; Perez et al., 2014).  In this case, source of cost is the effort and time needed for the 
activity.  Cost can also increase due to the effort and time needed for other competing 
activities when students have too many other demands on their time or do not know how 
to effectively manage their time (Barron & Hulleman, in press; Flake, 2012).    
 Another source of cost demonstrated through research is the loss of valued 
alternatives.  If students feel that the learning activity is not worth their time compared to 
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other things they might do (e.g., socializing), they are more likely to experience high cost 
(Conley, 2012; Perez et al., 2014).  Finally, if students feel unsafe and uncomfortable, 
either physically or psychologically (e.g., nervous, anxious, bored, tired), they are more 
likely to experience high cost (Eccles et al., 1983; Ramirez & Beilock, 2011).  This 
source is considered psychological and physical reactions to the activity.         
Interventions Primarily Designed to Decrease Cost 
 Social belongingness.  Social belongingness theory provides the most 
intervention studies that are designed to decrease cost.  This theory examines the degree 
to which students perceive they belong and are connected to others, and subsequently, 
how this influences various learning outcomes (Baumeister & Leary, 1995).  Thus, 
interventions grounded in social belongingness theory have largely been aimed at 
reducing psychological reactions by helping students perceive stronger connections 
between themselves and important others in the learning context.  Some studies have 
attempted to build a sense of connection and belonging between students and teachers 
(e.g., Gelhbach et al., 2014), and others have focused more on minority populations in 
academic settings (e.g., Hausmann et al., 2009; Walton & Cohen, 2007).   
 The interventions have impacted a variety of outcomes, including: perceptions of 
similarity (e.g., Gehlbach et al., 2014); ratings of teacher-student interactions (e.g., 
Gehlbach et al., 2014); homework completion (e.g., Gehlbach et al., 2014); classroom 
attendance (e.g., Gehlbach et al., 2014); achievement behavior (e.g., Walton & Cohen, 
2007); grades (e.g., Gehlbach et al., 2014; Walton & Cohen, 2007); perceived social and 
academic integration (e.g., Hausmann et al., 2009) and academic fit (e.g., Walton & 
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Cohen, 2007); perceived cohesion (e.g., Hausmann et al., 2009); goal commitment (e.g., 
Hausmann et al., 2009); intentions to persist (e.g., Hausmann et al., 2009); institutional 
commitment (e.g., Hausmann et al., 2009); and challenge-seeking in course selection 
(e.g., Walton & Cohen, 2007).   
Walton and Cohen (2007) examined the impact of potential stigmatization 
associated with belonging uncertainty in a sample of undergraduate students.  The 
authors hypothesized that Black students would be more susceptible to decreases in 
motivation and achievement when faced with belonging uncertainty due to the negative 
characteristics of this group in academic settings.   
In this study, the experimental intervention was designed to mitigate feelings of 
belonging uncertainty in college.  Students in the experimental condition were first 
provided information suggesting that most college students experience some sense of 
worry or doubt about belonging on campus but that these feelings diminish over time.  
Students in the control condition were provided information suggesting college students’ 
social-political beliefs become more developed over time.  All students subsequently 
completed self-report scales measuring the following:  social fit, academic identification, 
enjoyment of academic work, self-efficacy, and potential to succeed in college, possible 
academic selves, and anxiety.  To assess levels of academic challenge-seeking, they were 
also asked to indicate courses that they would be interested in taking.  Each course had 
descriptions such as difficulty level as rated by other students, as well as, the amount of 
information students reported they learned in the class.  Half were rated as difficult, yet 
highly educational and half were rated as easy and moderately educational.   
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Over the course of the next seven days, students were then asked to complete two 
questionnaires each day.  The first questionnaire included the measures of social fit, self-
efficacy, and potential to succeed in college.  The second questionnaire again included 
these measures but also asked to students to report whether they engaged in academic 
activities such as emailing professors, attending review/study sessions, hours spent 
studying, and participating in class.  Finally, the students were asked to rate the level of 
adversity they experienced that day.           
Results both immediately after the information was provided to students (feelings 
of academic fit improving over time vs. social-political beliefs) and over the course of 
seven days were reported.  Immediately after, Black students in the experimental 
condition reported higher levels of academic fit (d = 1.37), potential to succeed in college 
(d = 1.63), and selected more challenging courses (d = 1.11) compared to Black students 
in the control condition.  White students, on the other hand, demonstrated the opposite 
pattern for academic fit, and indicated that White students in the control condition 
reported higher levels of academic fit compared to White students in the experimental 
condition  (d = 1.22).    
After seven days, no differences emerged between Black students in the 
experimental and control conditions for levels of academic fit.  Once again, White 
students in the control condition reported higher levels of academic fit compared to 
White students in the experimental condition (d=1.32).   Black students in the 
experimental condition reported higher potential to succeed compared to Black students 
in the control condition (d = 0.75).   
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The intervention also appeared to sustain Black students’ sense of academic fit, 
specifically on days they reported high levels of adversity.  Black students in the 
experimental condition reported less variation in their sense of academic fit relative to 
level of adversity compared to Black students in the control condition (d = 1.02).  While 
sense of academic fit remained stable for Black students in the experimental condition, 
sense of academic fit declined on days when adversity was rated high versus moderate (d 
= 0.51) and low (d = 0.63) for Black students in the control condition.  Furthermore, 
Black students in the experimental condition reported engaging in more academic 
behaviors (d = 1.47), studying longer (d = 1.54), and sent more emails to professors (d = 
1.70) compared to Black students in the control condition.  Finally, Black students in the 
treatment condition demonstrated higher gains in GPA compared to Black students in the 
control condition (d = 1.10) and Black students across the entire campus (d = 0.72).  On 
the other hand, White students in the control condition demonstrated higher gains in GPA 
compared to White students in the treatment condition (d = 0.88), although changes in 
GPA for White students in the treatment condition did not differ from White students 
across campus. 
  Multiple perspectives.  Like expectancy and value, there have been some 
interventions that have combined multiple theoretical perspectives to design an 
intervention.  For example, Jameison and colleagues (2010) combined components of 
self-affirmation theory with components of achievement emotions (namely, anxiety 
which refers to worrying about the consequences of performance, subsequently 
undermining working memory and other performance outcomes; Ramirez & Beilock, 
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2011).  This intervention served to target the cost source of physical reactions to an 
activity.   
 In this randomized laboratory experiment, Jameison and colleagues (2010) 
assigned undergraduates who were preparing to take the Graduate Record Examination 
(GRE) to either a reappraisal experimental condition or a control group.  Prior to taking a 
practice GRE, students in the reappraisal condition read instructions that feeling anxious 
while taking standardized tests was not only normal, but that research showed that this 
arousal was not detrimental and could in fact improve performance on the tests.  They 
were also instructed that if they did feel anxious, they should remind themselves that this 
anxiety could actually be helping them do well on the test.  Student in the control 
condition read instructions only that feeling anxious during standardized tests was a 
normal response.  The dependent variables in the study were performance on the practice 
GRE test, physiological reactions to testing, subjective experiences after taking the actual 
GRE, and actual GRE performance (the students in the study completed a survey and 
provided a copy of their actual GRE scores following the study during a follow-up 
session 1-3 months later).     
 Results indicated that students in the reappraisal condition scored significantly 
higher on the math section of the practice test compared to the control group (d = 0.82).  
However, no significant differences emerged on verbal section of the practice test.  
Physiological reactions to testing were assessed by a saliva test measuring sAA levels (a 
measure of SNS activation, indexing engagement and challenge orientation; 2010).  sAA 
levels taken before and after testing revealed that students in the reappraisal condition 
exhibited a significant increase in sAA levels compared to the control group (d = 1.01).   
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After taking the actual GRE, students in the reappraisal group reported higher 
endorsement that arousal helped their performance (d = 0.99), worried less about feeling 
anxious (d = 0.67), and reported feeling less unsure of themselves (d = 0.97) compared to 
the control condition.  These results suggested that the intervention generalized to the 
actual testing situation.  Finally, similar to the practice test, students in the reappraisal 
condition performed significantly higher compared to the control condition on the math 
section of the actual GRE (d = 1.03).  However, no significant differences were found on 
the verbal section.   
Interventions Designed to Promote Both Expectancy and Value 
 Achievement goal theory.  Some theoretical perspectives have produced 
interventions that target sources related to both expectancy and value.  That is, sources 
targeted by interventions guided by these theories do not primarily fit into either 
expectancy or value only.  Achievement Goal Theory represents once such theoretical 
perspective.  Achievement Goal Theory (Elliot, 2005) suggests that students’ goals for 
engaging in a task shape how they approach, experience, and react to achievement 
situations.  Specifically, the theory differentiates between mastery goals (comparison to 
one’s own self) and performance goals (comparison to others).  Further, the theory 
differentiates between approach goals (to obtain a positive outcome) and avoidance goals 
(to avoid a negative outcome).  Together, the combination of these goals produces a 2X2 
framework consisting of the following goal orientations:  Mastery Approach, 
Performance Approach, Mastery Avoidance, and Performance Avoidance.  The goal 
pursuit to either draw comparisons to one’s self (mastery goal) or to draw comparisons to 
others (performance) can be driven based on the value beliefs one holds.  Put simply, it 
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depends on what is most important to the individual.  By contrast, the goal pursuit to 
either attain a positive outcome (approach) or avoid a negative outcome (avoidance) can 
be driven based on one’s expectancy for success.    
One set of interventions aimed at promoting student expectancies (growth 
experiences, effort attributions, and feedback) and values (context and rationale) has 
been conducted using achievement goal theory.  Many of these interventions were 
designed to increase students’ adoption of mastery goals (comparisons to oneself, rather 
than others) and focus on individual improvement by using different activities and 
assignments (e.g., Hoyert & O’Dell, 2006).  Some studies focused primarily on feedback 
provided by the teacher stressing the importance of learning and improvement (e.g., Muis 
et al., 2013) whereas others provided education about achievement goals (e.g., Hoyert & 
O’Dell, 2006).  Achievement goal interventions have impacted outcomes such as: 
mastery and performance goal change (e.g., Hoyert & O’Dell, 2006; Muis et al., 2013; 
Ranellucci et al., 2013); test grades (e.g., Hoyert & O’Dell, 2006); course grades (e.g., 
Hoyert & O’Dell, 2006; Muis et al., 2013; Ranellucci et al., 2013); self-efficacy (e.g., 
Muis et al., 2006); metacognitive self-regulation (e.g., Muis et al., 2013); test anxiety 
(e.g., Muis et al., 2013); interest-based studying (e.g., Ranellucci et al., 2013); and 
perceived task difficulty (e.g., Ranellucci et al., 2013).   
As an example, Hoyert and O’Dell (2006) conducted two intervention studies 
aimed at altering achievement goal orientations among struggling college students 
enrolled in an introductory psychology course.  In the first study, a guest speaker came to 
the class and provided a lecture and discussion about how to set mastery goals and to 
examine various meanings behind failure.  Students then completed exercises and a 
 129 
 
 
writing assignment to influence their adoption of mastery goals.  Exercises covered topics 
such as goal setting and study strategies.  The writing assignment required students to 
write about defining goals, describe individuals who illustrate the traits associated with 
the goal type, and consider personal experiences related to the goal orientation.  In the 
second study, a similar intervention protocol was used, with the exception that instead of 
a guest lecturer, the students completed a tutorial delivered through a CD-ROM program.  
The intervention took place following the first examination in each of the studies.   
Comparisons were made between students who either participated or did not 
participate in the intervention.  An additional, at-risk group was also identified as a target 
sample based on high scores in the area of performance goal orientation and poor 
performance on the first examination.  The researchers examined the effects of the 
intervention on goal orientation change, examination grades, and final grades at the end 
of the semester.   
Results of study 1 indicated that students in the experimental condition did not 
show significant changes in either performance or mastery goal orientation.  Students in 
the control condition, on the other hand, demonstrated decreases in mastery goal 
orientation (d = 0.52) and increases in performance goal orientation (d = 0.44) from the 
beginning of the semester to the end of the semester.  Furthermore, students in the 
experimental condition generally improved over the course of the semester on 
examination grades while students in the control condition generally scored lower on 
subsequent examinations.  The largest difference was found for the last examination, 
which had approximately a 20-point difference (d = 1.68).  When final course grades 
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were analyzed, students in the experimental condition had higher average grades in 
comparison to students in the control condition (d = 1.33). 
When only at-risk students were included in analyses, a similar pattern of results 
emerged.  At-risk students in the experimental condition did not show significant changes 
in either performance or mastery goal orientation; however, at-risk students in the control 
condition demonstrated decreases in mastery goal orientation (d = 0.50) and increases in 
performance goal orientation (d = 0.43).   
Results of study 2 focused largely on the at-risk students.  At-risk students in the 
experimental condition increased in mastery goal orientation (d = 0.75) and decreased in 
performance goal orientation (d = 1.40).  At-risk students in the experimental condition 
scored higher on each subsequent examination throughout the semester but effect sizes 
could not be calculated due to insufficient data reported in the original paper.  However, 
the largest difference was found for the last examination, which was approximately a 25-
point difference.  At the end of the semester, 76% of the students in the control condition 
failed the course compared to only 37% of the students in the experimental condition, χ2 
(4, N = 222) = 12.38.  
 Possible selves.  In addition, Possible selves theory (Markus & Nurius, 1986) also 
blends aspects of expectancy and value.  Possible selves theory suggests that students’ 
conception of what they might become (both desired and feared) serve as incentives for 
future behavior and a way to evaluate their current behavior.  When students think about 
what they might become in the future, they are forming some type of expectancy that 
they can actualize this future self.  The incentive for future behavior, however, will be 
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based on what that student values and these values will also drive behaviors toward that 
self.   
 Possible selves theory has inspired interventions that help students draw 
connections between successful future selves and current school involvement through 
interactive activities and written reflections (e.g., Oyserman et al., 2002, 2006).  As such, 
they encourage students to think about expectancies (future perceptions of their ability 
and skill and future success experiences) as well as values (via context and rationale).  
Interventions grounded in this theory have been successful at enhancing self-reports 
about academic possible selves (e.g., Oyserman et al., 2002; Oyserman et al., 2006) and 
connection to school (e.g., Oyserman et al., 2002); recognizing the value of education for 
reaching career goals (e.g., Day et al., 1994); plausible strategies for attaining possible 
selves (e.g., Oyserman et al., 2002); and various behavioral outcomes such as effort (e.g., 
2002), attendance (e.g., 2002; Oyserman et al., 2006), and reductions in disruptive 
behaviors (e.g., 2006).   
Oyserman, Terry, and Bybee (2002), for example, tested an intervention targeted 
at possible selves for African American middle school students.  In this mixed methods 
field study, students in the experimental condition received an intervention consisting of 
a 9 week after school program designed to enhance students’ abilities to see themselves 
as successful adults.  Further, they were encouraged to draw connections between these 
selves and their current school involvement.  The intervention program consisted of: 
creating a group, adult images, time lines, possible selves and strategies boards, solving 
everyday problems, wrapping up/moving forward, building an alliance and developing 
 132 
 
 
communication skills, and jobs, careers, and informational interviewing.  A control 
condition that did not receive the intervention was also used in the study.   
Data were collected over three years, resulting in three cohorts of students and 
included comparisons in the following areas: connection and bonding to school, concern 
for doing well, "balanced" academic possible selves (qualitative, sentence completion 
items assessing student reports of positive and feared possible selves), plausible strategies 
(qualitative responses for attaining school-oriented possible selves), and school behavior 
(misbehavior/discipline referrals and attendance).   
After controlling for gender, cohort, and baseline levels for dependent measures 
prior to the intervention, results indicated that students in the experimental condition 
demonstrated a greater sense of bonding to school and concern for doing well 
academically compared to the control condition (d = 0.36 and 0.25, respectively).  
Students in the experimental condition also reported greater balance between positive and 
feared academic selves and identified more plausible strategies for attaining academic 
possible selves relative to the control condition (d = 0.28 and 0.25, respectively).  
Regarding school behavior, males in the experimental condition self-reported less 
behavior problems/discipline referrals in comparison to males in the control condition (d 
= 0.33).  Finally, students in the experimental condition also had better attendance 
patterns compared to students in the control condition (d = 0.45).  
Theoretical perspectives with one study.  One Need for Achievement theory 
intervention was included in the Lazowski and Hulleman (2015) meta-analysis.  Need for 
Achievement theory (McClelland et al., 1976) suggests the importance of achieving 
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mastery, high achievement, and out-doing others to reach one’s full potential are 
important factors in student motivation. Quintanilla (2007) conducted a need for 
achievement study that targeted both expectancies via support and scaffolding, clear 
expectations, and feedback and values via relevance, choice and control, and context and 
rationale. In this intervention, undergraduate students were assigned to a ten week 
intervention consisting of motivation strategies infused within a first-year student class.  
The 45-minute experiential lessons occurred weekly and emphasized risk-taking 
strategies, goal-setting, planning, and reflection. The control condition was enrolled in 
the first-year class without the experiential lessons. Students in the experimental 
condition self-reported higher levels of intrinsic and extrinsic goals, academic beliefs and 
self-efficacy, text anxiety, critical thinking, and self-regulation (average d = 0.36). 
Conclusion 
 In this paper, I have attempted to make an argument for the importance of 
systematic reviews (e.g., narrative reviews and/or meta-analyses) as they relate to 
educational research.  When done correctly, these techniques have the potential to offer a 
greater amount of validity and reliability, as they are based on multiple studies rather than 
one study alone.  These findings can also bridge the researcher-practitioner divide by 
summarizing cumulative, research-based knowledge in a format that may be more 
digestible to those not intimately involved in the research.  The field of achievement 
motivation research is no different.  At the time of this writing, there have been no meta-
analyses conducted to examine motivation interventions in authentic educational settings.  
This is important as there are currently more correlational or laboratory studies 
examining the impact of motivation on educational outcomes by comparison to field 
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experiments. It is thus critical to provide researchers and practitioners alike with 
information about the effectiveness of these interventions as well as to identify the 
characteristics of the studies that appear to have bearing on the interventions’ 
effectiveness.   
 As the research in the area of achievement motivation continues to expand and 
related theories and constructs continue to proliferate, it is also important to provide some 
form of cohesion to the field, lest we risk challenges.  For example, although it is 
important to maintain distinctions among the various motivational theories and respect 
theoretical space, a challenge is that there appears to be some overlap in the theories and 
the constructs therein.  At times, the overlap occurs when different constructs have the 
same name or label; at other times, the same theoretical construct may have a different 
name or label (e.g., Hulleman et al., 2010; Marsh, 1994).  Thus, without some 
organization and cohesion, we may increase the likelihood of committing a jingle and 
jangle fallacy.  Organization and cohesion can also serve to bridge the researcher-
practitioner divide by providing the practitioner with a more accessible way to make 
sense of the quite detailed nature of motivation research, theory, and constructs.  In this 
way, practitioners can use an organized framework with which to base possible 
interventions and/or educational practice.   
 Toward this end, I used the expectancy-value framework as a means to capture 
and organize the various theoretical perspectives that have tested interventions through 
experimental designs in authentic educational settings.  By doing so, the theories and the 
interventions were aligned with Eccles’ and her colleagues’ (1983)  over-arching 
constructs of expectancy, value, or cost..   In addition, I identified the various sources or 
 135 
 
 
drivers of the interventions within the categories of expectancy, value, or cost.  If we are 
to leverage the relationships between the expectancy-value framework and learning 
outcomes, it is critical to identify the sources of expectancy, value, and cost that are 
amenable to change and potentially accessible to educational practitioners.  By targeting 
motivation gaps, educational practitioners, policy-makers, and researchers have a 
potentially powerful tool to further close achievement gaps and inspire more students to 
persist academically, both in the short- and long-term. 
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Table 1 
Summary Table of Motivation Intervention Studies 
Study Theory Avg. d ne, nca Gradeb DV Typec Exp. Design Naturalnessd 
Fordyce (1983)        
     Study 1 Ach. Emotions 0.36 64, 39 PS SR Quasi S, I 
     Study 2 Ach. Emotions 0.34 50, 21 PS SR Quasi S, I 
     Study 3 Ach. Emotions 0.68 44, 13 PS SR Quasi S, I 
Fordyce (1977)        
     Study 1 Ach. Emotions 0.52 68, 27 PS SR Quasi S, I 
     Study 2 Ach. Emotions 0.70 39, 29 PS SR Randomized S, I 
     Study 3 Ach. Emotions 1.01 42, 26 PS SR Quasi S, I 
Ramirez & Beilock (2011) Ach. Emotions 0.57 27, 26 HS P Randomized S, I, DV 
Hoyert & O’Dell (2006) Ach. Goal Theory 0.93 69, 68 PS SR, P Randomized S, I, DV 
Muis et al. (2013) Ach. Goal Theory 0.12 198, 52 PS SR, P Randomized S, I, DV 
Ranellucci et al. (unpublished) Ach. Goal Theory -0.04 135, 42 PS SR, P Randomized I, DV 
Boese et al. (2013) Attribution 0.77 84, 42 PS SR, P Randomized S, I, DV 
Good et al. (2003)        
     Attribution vs. Control Attribution 1.11 34, 35 MS P Randomized S, I, DV 
Hall et al. (2007) Attribution 0.28 374, 375 PS SR, P Quasi S, I, DV 
Hall et al. (2004) Attribution 0.43 101, 102 PS SR, P Quasi S, DV 
Ruthig et al. (2004) Attribution 0.59 118, 118 PS SR, P, B Quasi S, I, DV 
Struthers & Perry (1996) Attribution 0.41 108, 150 PS SR, P Randomized S, I, DV 
Wilson & Linville (1985)        
      Replication 1 Attribution 0.25 20, 20 PS SR, P Randomized I, DV 
      Replication 2 Attribution 0.13 20, 20 PS SR, P Randomized I, DV 
Wilson & Linville (1982) Attribution 0.73 20, 20 PS SR, P, B Randomized S, I, DV 
Yeager et al. (2013)        
     Study 1 Attribution 0.76 22, 22 M SR, B Randomized S, I, DV 
     Study 2 Attribution 0.78 22, 22 M SR, P, B Randomized S, I, DV 
     Study 3 Attribution 0.44 38, 38 HS P Randomized S, I, DV 
Durik et al. (unpublished) Expectancy-Value 0.10 158, 157 MS SR, P Randomized S, I, DV 
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Harackiewicz et al. (2012) Expectancy-Value 0.32 94, 94 HS SR, B Randomized S, I, DV 
Hulleman  et al. (2010), Study 2 Expectancy-Value 0.38 160, 158 PS SR, P Randomized S, I, DV 
Hulleman & Harackiewicz                   Expectancy-Value 0.27 136, 126 HS SR, P Randomized S, I, DV 
          (2009)        
Silva et al. (2011) Goal Setting 0.71 20, 21 HS P Randomized S, I, DV 
Sverdlik & Hall (unpublished) Goal Setting 0.67 25, 27 PS P Randomized DV 
Aronson et al. (2002) Impl. Theories of Int. 0.53 37, 37  PS SR, P Randomized DV 
Blackwell et al. (2007) Impl. Theories of Int. 0.69 49, 50 MS SR, P, B Randomized S, I, DV 
Good et al. (2003)        
Implicit Theories vs. Control Impl. Theories of Int. 0.76 34, 35 MS P Randomized S, I, DV 
Yeager et al. (2014) 
      Study 2  
 
Impl. Theories of Int. 
 
0.43 
 
39, 39 
 
HS 
 
SR, P, B 
 
Randomized 
 
S, I, DV 
      Study 3 Impl. Theories of Int. 0.36 75, 75 HS SR, P, B Randomized S, I, DV 
Yeager et al. (2013)  
      Study 3 
 
Impl. Theories of Int. 
 
0.65 
 
39, 39 
 
HS 
 
SR 
 
Randomized 
 
S, I 
Guthrie et al. (2006) Interest 0.71 49, 49 ES P, B Quasi SI, I, DV 
Hidi et al. (2002) Interest 0.67 90, 90 MS SR, P Quasi SI, I, DV 
Acee & Weinstein Multiple Perspectives 0.63 41, 41 PS SR, P, B Quasi SI, DV 
Bernacki, et al. (2014) Multiple Perspectives 0.54 26, 27 MS SR Randomized SI, I 
Bordine (unpublished) Multiple Perspectives 0.49 16, 15 ES SR, P Randomized S, I, DV 
Craven et al. (1991) Multiple Perspectives 0.08 81, 79 ES SR Randomized S, I, DV 
Cueva (unpublished) Multiple Perspectives 0.18 33, 31 ES SR, P Quasi S, I, DV 
Duckworth et al. (in press) Multiple Perspectives 0.51 38, 39 ES P, B Randomized S, I, DV 
Good et al. (2003)        
     Combined vs. Control Multiple Perspectives 0.79 34, 35 MS P Randomized S, I, DV 
Hong & Lin-Siegler (2011) Multiple Perspectives 0.41 88, 93 HS SR, P Randomized S, I, DV 
Jamieson et al. (2010) Multiple Perspectives 0.87 14, 14 PS SR, P, B Randomized I, DV 
Kitsantas et al. (2004) Multiple Perspectives 1.14 48, 48 HS SR, P Randomized S, I, DV 
Martin (2008) Multiple Perspectives 0.48 26, 27 HS SR Quasi S, I 
McGinley & Jones (2014) Multiple Perspectives 0.37 58, 53 PS SR Randomized S, I, DV 
Morisano et al. (2010) Multiple Perspectives 0.75 43, 42 PS SR, P, B Randomized S, I, DV 
Paunesku et al. (unpublished) Multiple Perspectives 0.14 1196, 398 HS SR, P Randomized S, DV 
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Siegle & McCoach (2007) Multiple Perspectives 0.33 430, 442 ES SR, P Randomized S, I, DV 
Yeager et al. (unpublished) 
     Study 1 
 
Multiple Perspectives 
 
0.24 
 
310, 274 
 
PS 
 
B 
 
Randomized 
 
S, I, DV 
     Study 2 Multiple Perspectives 0.13 5281, 
16278 
PS B Randomized S, I, DV 
     Study 3 Multiple Perspectives 0.23 1186, 406 PS P Randomized S, I, DV 
Quintenilla (unpublished) Need for Ach. 0.36 47, 46 PS SR Randomized S, I 
Day et al. (1994) Possible Selves 0.91 42, 41 ES SR Randomized S 
Oyserman et al. (2006) Possible Selves 0.35 141, 123 HS SR, P, B Randomized S, I, DV 
Oyserman et al. (2002) Possible Selves 0.37 62, 146 MS SR, B Quasi S, I, DV 
Cohen et al. (2009) Self-Affirmation 0.52 192, 193 MS SR, P Randomized S, I, DV 
Cohen et al. (2006) Self-Affirmation 0.37 104, 104 MS SR, P Randomized S, I, DV 
Cook et al. (2012), Study 2 Self-Affirmation 0.36 61, 60 MS SR, P Randomized S, DV 
Miyake et al (2010)        
     Male Comparison Self-Affirmation -0.16 178, 105 PS P Randomized S, I, DV 
     Female Comparison Self-Affirmation 0.21 69, 47 PS P Randomized S, I, DV 
Sherman et al. (2013)        
     Study 1 Self-Affirmation 0.34 41, 40 MS P Randomized S, DV 
     Study 2 Self-Affirmation 0.64 26, 29 MS SR, P Randomized S, DV 
Walton & Cohen (2011) Self-Affirmation 0.52 49, 43 PS SR, P Randomized DV 
Greenstein (1976) Self-Confrontation 0.54 87, 84 PS SR, B Randomized S, DV 
Froiland (2011) Self-Determination 0.71 15, 15 ES SR Quasi S, I 
Patall et al. (2010) Self-Determination 0.12 193, 194 HS SR, P, B Randomized S, I, DV 
Radil (unpublished) Self-Determination 0.43 25, 37 PS SR Quasi S, I, DV 
Reeve et al. (2004) Self-Determination 1.94e 10, 10 HS B Randomized S, I, DV 
Schaffner & Schiefele  Self-Determination 0.46 188, 187 HS SR, P Randomized S, I 
          (2007)        
Vansteenkiste et al. (2008) Self-Determination 0.70 68, 70 MS SR, P, B Randomized S, I, DV 
Vansteenkiste et al. (2005)         
     Study 1 Self-Determination 0.83 65, 65 MS SR, P Randomized S, I, DV 
     Study 3 Self-Determination 0.74 57, 56 MS SR, P Randomized S, I, DV 
Vansteenkiste et al. (2004)        
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     Study 1 Self-Determination  1.57e 100, 100 PS SR, P, B Quasi S, I, DV 
     Study 2 Self-Determination 1.49e 189, 189 PS SR, P, B Quasi S, I, DV 
Vansteenkiste et al. (2004) Self-Determination 0.42 123, 122 PS SR, P, B Randomized S, I, DV 
Gehlbach et al. (unpublished) Social Belongingness 0.15 194, 60 HS SR, P, B Randomized S, DV 
Hausmann et al. (2009)        
     Exp. vs. Control (White) Social Belongingness 0.26 70, 67 PS SR Randomized S, I, DV 
     Exp. vs. Control (Afr. Amer) Social Belongingness -0.04 41, 42 PS SR Randomized S, I, DV 
Walton & Cohen (2007)        
     Study 1 Social Belongingness 0.91 18, 18 PS SR, B Randomized I, DV 
     Study 2 Social Belongingness 1.57e 18, 18 PS SR, P Randomized I 
Pugh (unpublished) Transformative Exp. 0.67 76, 82 MS SR, P Randomized S, I, DV 
        
Total  0.49f 14200, 
23039 
    
Note: Ach. Emotions = Achievement Emotions; Impl. Theories of Int. = Implicit Theories of Intelligence. 
aThe sample size for the experimental condition (ne ) is reported first, followed by the sample size for the control condition (nc).  
bGrade included Elementary School (ES), Middle School (MS), High School (HS), and Post-Secondary (PS). 
cTypes of dependent variables included Self-Report (SR), Behavioral Indicator (B), and Performance Indicator (P).  
dTypes of naturalness included Setting (S), Intervention (I), and Dependent Variable (DV). 
eExtreme outliers were Windsorized and adjusted to 3 standard deviations from the effect size mean. 
fMean Effect Size calculated via macro (meanes.sps) provided by Lipsey and Wilson (2001). 
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Table 2  
Theoretical Frameworks of Student Motivation 
Theory/Framework Description Overview(s) 
Achievement Emotions 
 
Emotional experiences in school emanate from students’ 
perception of control and value for academics 
Pekrun (2006) 
Anxiety Worrying about the consequences of performance, which 
undermines working memory and outcomes 
Ramirez & 
Beilock (2011) 
Happiness An overriding emotional sense of wellbeing Fordyce (1977) 
Achievement Goal  Students’ goals for engaging in an activity shape how they 
approach, experience, and react to achievement situations 
Elliot (2005) 
Kaplan and 
Maehr (2007) 
Attribution  Students’ explanations for success or failure influence 
subsequent achievement behavior 
Weiner (1980) 
Expectancy-Value Student motivation is determined most proximally by 
success expectancies and perceived task value  
Eccles et al. 
(1983) 
Goal Setting Specific, difficult task goals produce higher commitment 
and performance than vague goals that are easy to attain 
Locke and 
Latham (1990; 
2002) 
Implicit Theories of 
Intelligence  
Students’ beliefs about whether intelligence is fixed (i.e., 
entity mindset) or is malleable (i.e., incremental mindset) 
influence goal striving, persistence, and performance 
Dweck (1986, 
1999) 
Interest The development and deepening of interest in specific 
topics and academics is influenced by situational and 
individual difference factors 
Hidi and 
Renninger 
(2006) 
Need for Achievement The importance of achieving mastery, high achievement, 
and out-doing others to reach one’s full potential 
McClelland et 
al. (1976) 
Possible Selves Students’ conception of what they might become (both 
desired and feared) serve as incentives for future behavior 
and a way to evaluate current behavior 
Markus and 
Nurius (1986) 
Self-Affirmation Students’ who perceive that they are in danger of 
confirming a stereotype about their group experience 
increased anxiety and reductions in performance 
Steele (1988) 
 
Self-Confrontation Students’ perception that their behaviors and values differ 
from their self-conception motivates change 
Rokeach (1973) 
Self-Determination Satisfying students’ three core needs (autonomy, 
relatedness, competence) are essential for promoting 
motivation and well-being 
Deci and Ryan 
(1985) 
Social Belongingness The degree to which students perceive they belong and are 
connected to others can influence their learning outcomes 
Baumeister & 
Leary (1995) 
Transformative 
Experience 
Reframing the learning experience as an application of the 
content in a way that enhances everyday value 
Pugh (2011) 
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Table 3 
 
Research-based Sources of Expectancy-Related Beliefs 
 
Expectancy Source Definition 
Perceptions of ability/skill 
 
When students perceive they have a high level of ability and/or skill at an activity, they are more 
likely to experience high expectancy (Bandura, 1997; Wigfield & Eccles, 2002) 
Effort Attributions 
 
When students believe that their effort will lead to learning, they are more likely to experience high 
expectancy (Dweck & Leggett, 1988; Dweck 1999; Weiner, 1974) 
Success Experiences 
 
When students are successful at an activity, or watch others have success, they are more likely to 
experience high expectancy (Bandura, 1997; Eccles et al., 1983) 
Support and Scaffolding 
 
When students are appropriately supported in completing an activity (e.g., through encouragement 
and having the resources necessary to complete the task), they are more likely to experience high 
expectancy (Bandura, 1997) 
Clear expectations 
 
When students know what is expected of them on an activity, and have clearly defined goals, they are 
more likely to experience high expectancy (Pajares, 1996) 
Appropriate challenge 
 
When the difficulty of the task or activity matches students’ skill levels, they are more likely to 
experience high expectancy (Eccles et al., 1983) 
Feedback 
 
When students receive feedback that effort matters, skills are amenable to change, and are task-
focused (rather than ability-focused), they are more likely to experience high expectancy (Dweck & 
Leggett, 1988; Dweck, 1999) 
Growth experiences 
 
When students engage in learning activities that challenge them to grow and learn, experience growth 
in their skills and performance improvements, they are more likely to experience both high 
expectancy and value (Dweck & Leggett, 1988; Dweck, 1999; Hong et al., 1999) 
Perceptions of others’ 
expectations 
 
When students perceive their parents and teachers have high or low expectancies, their own 
expectancies are shaped accordingly; for instance, if teachers have high expectations for their 
students, these students in turn develop high expectancies  (Bandura, 1997; Dweck & Leggett, 1988; 
Dweck 1999; Eccles et al., 1983) 
Perceived task difficulty 
 
When students perceive a subject or task as being not difficult, they develop higher estimates of their 
own abilities for the subject or task (Bandura, 1997; Pajares, 1996; Wigfield & Eccles, 2002) 
Stability attributions 
 
When students attribute success to a stable factor (ability), then they will have higher expectations for 
future success; if they attribute it to an unstable factor (good luck), they will be uncertain about future 
success and have lower expectations for future success (Weiner, 2010) 
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Table 4 
Research-Based Sources of Value 
Value Source Definition 
Intrinsic Benefits When students find the activities and academic content enjoyable and interesting, they are more 
likely to experience high value (Renninger & Hidi, 2011) 
Relevance When students are able to connect what they are learning to their personal lives and/or the real 
world, they are more likely to experience high value (Hulleman & Harackiewicz, 2009) 
Context and Rationale When students understand that an activity is meaningful and has a purpose, they are more likely to 
experience high value (Lepper & Henderlong, 2000) 
Variety and Novelty When students engage in activities that are varied and novel, they are more likely to experience 
high value (e.g., catch and hold interest; Berlyne; Hidi & Renninger, 2006; Kang et al., 2009) 
Enthusiastic Models When students interact with teachers and other adults who are enthusiastic and passionate about 
learning, they are more likely to experience high value (Patrick, Hisley, & Kempler, 2000) 
Choice and Control When students feel a sense of control and choice over their learning, they are more likely to 
experience high value (Reeve, 2009) 
Positive Relationships 
and Sense of 
Belongingness 
When students experience meaningful student-student and student-teacher relationships, they are 
more likely to experience high value (Furrer & Skinner, 2003; Walton & Cohen, 2007) 
Extrinsic Benefits When students receive external rewards and incentives for learning (e.g., prizes, food), they are 
more likely to experience high value to complete an activity but low value to produce quality work 
(Marinak & Gambrell, 2008) 
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Table 5 
Research-Based Sources of Cost 
Cost Source Definition 
Effort and Time Needed 
for the Activity 
When students feel that the workload is unreasonable (e.g., 3 hours/night) and/or unnecessary 
(e.g., busy work), they are more likely to experience increased cost (Parsons et al., 1980; Perez 
et al., 2014) 
Effort and Time Needed 
for Other Competing 
Activities 
When student have too many other demands on their time or do not know how to effectively 
manage their time, they are more likely to experience high cost (Barron & Hulleman, in press; 
Flake, 2012) 
Loss of Valued 
Alternatives  
When students feel like the learning activity is not worth their time compared to other things 
they might do (e.g., socializing), they are more likely to experience high cost (Conley, 2012; 
Perez et al., 2014) 
Psychological and 
Physical Reactions to the 
Activity 
When students feel unsafe and uncomfortable, either physically or psychologically (e.g., 
nervous, bored, tired), they are more likely to experience high cost (Eccles et al., 1983; Ramirez 
& Beilock, 2011) 
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Table 6 
 
Expectancy, Value, and Cost Interventions by Theory and (Targeted Sources) 
 
Primarily Expectancy 
Interventions 
Primarily Value Interventions Expectancy and Value 
Interventions 
Primarily Cost Interventions 
Attribution Theory (effort 
attributions) 
Expectancy-value Framework 
(relevance, utility value) 
Achievement Goal Theory 
(expectancies:  growth 
experiences, effort attributions, 
feedback) and (values:  context 
and rationale)  
Social Belongingness 
(psychological reactions) 
 
   Achievement Emotions 
(physical reactions) 
Implicit Theories of 
Intelligence (feedback and 
effort attributions) 
Self-Determination Theory 
(autonomy, intrinsic benefits) 
Possible Selves Theory 
(expectancies:  perceptions of 
ability and skill, success 
experiences) and (values:  
context and rationale) 
 
Self-Confrontation Theory 
(feedback) 
Self-Affirmation Theory (self-
affirmation) 
 
  
 Interest Theory (variety and 
novelty) 
 
Transformative Experience 
(relevance, context and 
rationale) 
Need for Achievement 
(expectancies:  support and 
scaffolding, clear expectations, 
feedback) and (values:  
relevance, choice and control, 
context and rationale)   
 
    
    
