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Graph Neural Networks 
Abstract 
The theme of this dissertation is machine learning on graph data. Graphs are generic models of signal 
structure that play a crucial role in tackling problems in a diverse array of fields, including smart grids, 
sensor networks, and robot swarms. Thus, developing machine learning models that can successfully 
learn from graph data is a promising area of research with high potential impact. 
This dissertation focuses particularly on the topic of graph neural networks (GNNs) as the main machine 
learning model for successfully addressing problems involving graph data. GNNs are nonlinear 
representation maps that exploit the underlying graph structure to improve learning and achieve better 
performance. One of the key properties of GNNs is that they are local and distributed mathematical 
models, making them particularly relevant for problems involving physical networks. 
The overarching objective of this dissertation is to characterize the representation space of GNNs. This 
entails several research directions. First, we define a mathematical framework that provides the general 
tools and lays the groundwork for the analysis and design of concrete GNN models. Second, we derive 
fundamental properties and theoretical insights that serve as a foundation for understanding the success 
observed when employing GNNs in practical problems involving graph data. Third, we explore new 
application domains that are naturally suited for the use of GNNs based on the properties that these 
exhibit. 
We leverage graph signal processing (GSP) and its key concepts of graph filtering and graph frequency 
domain to provide a general mathematical framework for characterizing GNNs. We derive the properties 
of permutation equivariance and stability to perturbations of the graph support and use these to explain 
the improved performance of GNNs over linear graph filers. We also show how these two properties help 
explain the scalability and transferability of GNNs. We explore the use of GNNs in learning decentralized 
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The theme of this dissertation is machine learning on graph data. Graphs are generic models of
signal structure that play a crucial role in tackling problems in a diverse array of fields, including
smart grids, sensor networks, and robot swarms. Thus, developing machine learning models that
can successfully learn from graph data is a promising area of research with high potential impact.
This dissertation focuses particularly on the topic of graph neural networks (GNNs) as the
main machine learning model for successfully addressing problems involving graph data. GNNs are
nonlinear representation maps that exploit the underlying graph structure to improve learning and
achieve better performance. One of the key properties of GNNs is that they are local and distributed
mathematical models, making them particularly relevant for problems involving physical networks.
The overarching objective of this dissertation is to characterize the representation space of GNNs.
This entails several research directions. First, we define a mathematical framework that provides
the general tools and lays the groundwork for the analysis and design of concrete GNN models.
Second, we derive fundamental properties and theoretical insights that serve as a foundation for
understanding the success observed when employing GNNs in practical problems involving graph
data. Third, we explore new application domains that are naturally suited for the use of GNNs
based on the properties that these exhibit.
We leverage graph signal processing (GSP) and its key concepts of graph filtering and graph
frequency domain to provide a general mathematical framework for characterizing GNNs. We derive
the properties of permutation equivariance and stability to perturbations of the graph support, and
use these to explain the improved performance of GNNs over linear graph filers. We also show how
these two properties help explain the scalability and transferability of GNNs. We explore the use of
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Chapter 1
Machine Learning on Graphs
Machine learning is concerned with the analysis and design of computer algorithms that improve
automatically through experience (Mitchell, 1997). The general idea is for machines to learn how to
solve certain problems without being explicitly designed to do so. This is in contrast to traditional
computer programming, where algorithms exactly specify every single computation to be carried
out. Machine learning thus allows computers to address more advanced problems with a flexible
and adaptable approach (Alpaydin, 2014).
The fundamental trait of machine learning algorithms, which allows them to improve through
experience, is their capability to leverage data. They are able to successfully process data, extracting
information that is relevant for solving some specific task (Bishop, 2006). For these algorithms to
be successful at exploiting data, they need to operate within an appropriate and carefully chosen
framework. In a way, the design of machine learning algorithms is about determining an effective
mathematical model to handle the data of interest. Then, the algorithm automatically adapts to the
observed data by selecting the adequate operations to process it, always within the specified model.
This is a process often called fitting, learning or training (Duda et al., 2001; Murphy, 2012).
Arguably, the most popular mathematical model within machine learning is that of neural net-
works (Anthony and Bartlett, 1999; Goodfellow et al., 2016). These are inspired by early descriptions
of neuron activity, characterized by means of a linear operation followed by a, typically nonlinear,
activation function (McCulloch and Pitts, 1943). Neural networks are then defined by cascading
these neurons, leading to a succession of layers each of which applies a linear transform followed by
a nonlinear activation function, taking as input the output of the previous layer (Rosenblatt, 1958;
Fukushima, 1980). Neural networks operate on vector data and act as nonlinear maps that learn a
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relevant representation that is useful for the task at hand. They are computationally simple models
(matrix-vector multiplication and pointwise nonlinearity) that can be trained to improve from data
by solving an optimization problem known as empirical risk minimization (ERM) (Vapnik, 1991,
2000). This problem can be approximately solved in an efficient way by means of optimization
methods. These methods essentially search the space of possible operations within the specified
mathematical model to find those that best fit the observed data, as defined by the ERM problem.
Neural networks, however, face serious issues when the data to be processed is high dimensional
(Bellman, 1957; Dauphin et al., 2014). In a nutshell, high-dimensional data implies that the linear
transforms, which are the operations to be learned, are larger in size, thus increasing the computa-
tional cost and requiring more data. In a sense, this is reflecting that, when high-dimensional data
is considered, the representation space imposed by the mathematical model of neural networks be-
comes too complex to be explored in an efficient way, preventing the discovery of proper operations.
To overcome this, while still retaining the flexibility and adaptability of neural networks, we need to
(further) restrict the representation space so as to make it more amenable to be searched. The way
to do this without sacrificing performance, is to incorporate structural knowledge that is available
about the specific data to be processed.
Signal processing is a well-established field within electrical engineering that has been carrying out
research about exploiting data structure for decades, namely for time signals and images (Van Trees,
2001a,b, 2002; Poor, 1994; Scharf, 1991; Jain, 1989). It has been developing mathematical models for
processing data and extracting useful information from it, mostly by leveraging knowledge about the
physical medium on which the signals (data) are generated and supported. The core mathematical
model in signal processing is filtering which finds in the operation of convolution its most popular
exponent (Vaidyanathan, 1993; Proakis and Manolakis, 1996; Oppenheim et al., 1997; Oppenheim
and Schafer, 2010). Convolutions are used to compute the output of filtering a signal with a linear
time-invariant filter, and basically compute a weighted sum of contiguous entries of the signal vector.
This is a sensible operation since nearby entries of the signal vector are related to each other by either
temporal or spatial dependencies. Thus, the convolution operation, by weighing contiguous entries
of the input, is implicitly leveraging the operating principle that signal values that are contiguous
carry more information than those that are far apart.
As it happens, the convolution operation is the key enabler of the convolutional neural network
(CNN) model, which has consistently achieved state-of-the-art performance in a myriad of tasks
involving images, such as classification, segmentation or object recognition (LeCun et al., 2010, 2015;
Greenspan et al., 2016). CNNs are a cascade of layers, each of which applies a bank of filters followed
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by a nonlinear activation function. In this way, CNNs restrict the search space of neural networks by
looking only at the subspace of linear transforms that can be written as a convolution operation. Such
a regularization of the representation space allows CNNs to successfully learn from high-dimensional
images and time signals, avoiding optimization, statistical and computational issues.
By construction, CNNs are successful as long as they process data that follows the (implicit)
principle that contiguous entries carry more information than those that are far apart. Modern
data arising in network systems rarely (if ever) follows this principle. Thus, CNNs tend to fail in
applications involving network data. Examples of such applications include resource allocation in
wireless communication systems (Eisen et al., 2019), optimal power flow in smart grids (Owerko
et al., 2020), control of robot swarms (Tolstaya et al., 2019), or traffic coordination in autonomous
driving (Li et al., 2018). Data arising in networks is influenced by the actual way in which the
components of the network are connected, and thus we need to explicitly bring this structure to the
forefront of the mathematical model if we expect to succeed.
Graph signal processing research is involved in the analysis and design of operations that leverage
the graph structure present in data (Sandryhaila and Moura, 2013; Shuman et al., 2013; Ortega et al.,
2018). Graphs consist of a set of nodes that are connected in some pattern determined by a set
of edges (Cvetković et al., 1979; Chung, 1997; Godsil and Royle, 2001). This makes them ideal
mathematical objects for describing the structure of networks, and thus graph signal processing
becomes the ideal framework for handling network data. In graph signal processing, network data
is described in terms of two objects, namely, a graph signal and a graph support matrix. The graph
signal assigns a value to each node, while the graph support matrix encodes the underlying network
topology in a such a way that it can be used to operate on the graph signal. As a matter of fact,
the interaction between the support matrix and the graph signal allows for the definition of graph
filters (Segarra et al., 2017a), and in particular, of the graph convolution operation. This operation
acts as a generalization of the regular convolution operation (Gama et al., 2019a).
The notion of graph filtering becomes the building block of the graph neural network (GNN)
model (Bronstein et al., 2017), which consists of a cascade of layers, each of which applies a graph
filter, followed by an activation function (Bruna et al., 2014; Atwood and Towsley, 2016; Defferrard
et al., 2016; Kipf and Welling, 2017; Veličković et al., 2018; Gama et al., 2019b; Levie et al., 2019a;
Xu et al., 2019; Wu et al., 2019). GNNs process graph signals while leveraging the graph structure
encoded in the support matrix. In a sense, GNNs are restricting the representation space of neural
networks by looking only at linear transforms that can be written as a graph filter. Considering
such a smaller space allows for GNNs to learn appropriate representations with less samples, as well
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as to exploit the data structure to improve performance when handling network data. Note that
since the regular one-dimensional convolution is a particular case of the graph convolution, then the
representation space of CNNs for time signals is a subspace of the representation space of GNNs
(Gama et al., 2019b).
1.1 Objectives and Contributions
The theme of this dissertation is machine learning on graph data. Graphs are generic models of
signal structure that play a crucial role in successfully addressing problems in a diverse array of fields.
Examples range from optimal power flow in smart grids (Owerko et al., 2020), outage prediction in
sensor networks (Owerko et al., 2018) and distributed control of robot swarms (Tolstaya et al., 2019;
Li et al., 2020), to authorship attribution of unknown texts (Ruiz et al., 2020a), rating prediction in
recommender systems (Isufi et al., 2020), and rumor spread in social networks (Gama et al., 2019c).
Thus, developing machine learning models that can successfully learn from graph data is a promising
area of research with high potential impact (Bronstein et al., 2017).
This dissertation focuses particularly on the topic of graph neural networks as the main machine
learning model for successfully addressing problems involving graph data (Bruna et al., 2014; Atwood
and Towsley, 2016; Defferrard et al., 2016; Kipf and Welling, 2017; Veličković et al., 2018; Gama
et al., 2019b; Levie et al., 2019a; Xu et al., 2019; Wu et al., 2019). Graph neural networks (GNNs) are
nonlinear representation maps that exploit the underlying graph structure to improve the learning
procedure and achieve better performance. The representation power of GNNs can be adjusted by
simply modifying the number of filters or the number of layers. One of the key properties of GNNs
is that they are local and distributed mathematical models (Gama et al., 2019b). This makes them
particularly relevant for problems involving physical networks, where the computation can naturally
be carried out separately at each node in the graph.
We recognize that machine learning models in general have two broad areas of study. The first
one involves the analysis and design of optimization algorithms and how the space of solutions is
explored, looking to provide guarantees on how optimal the operations chosen after the training
phase actually are (Bottou and Bousquet, 2007; Kingma and Ba, 2015). The second deals with
characterizing the representation space of the chosen mathematical model, developing fundamental
properties and theoretical insights that are inherent to the chosen model, and thus applicable to any
particular operation that results from the training phase (Mallat, 2012; Bruna and Mallat, 2013;
Wiatowski and Bölcskei, 2018).
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The overarching objective of this dissertation is to characterize the representation space of graph
neural networks. This entails several aspects of research. First, defining a mathematical framework
that provides the general tools and lays the groundwork for the analysis and design of specific GNN
models. Second, deriving fundamental properties and theoretical insights that serve as a foundation
for GNN design and help understand their practical success in processing graph data as well as their
limitations. Third, explore new application domains that are naturally suited for the use of GNNs
based on the properties that these exhibit.
The main contributions of this dissertation are as follows.
• We develop a mathematical framework for graph neural networks based on the concepts of
graph signal processing. Such a framework emphasizes the local and distributed nature of
GNNs and draws attention to the role of the graph. Adopting a GSP perspective on GNNs
allows for the development of local (as opposed to pointwise) activation functions that leverage
the topology of the neighborhood to improve performance, as well as a pooling strategy that
respects the connections of the original graph while still reducing the computational cost of
operating GNNs. Please, refer to (Gama et al., 2019b; Ruiz et al., 2020a).
• We prove two fundamental properties of GNN models, namely permutation equivariance and
stability to changes in the underlying support. The first one establishes that GNNs successfully
exploit the data structure to improve learning, while the latter states that GNNs running on
similar graphs yield similar outputs. Together, they provide scalability and transferability of
the model. Furthermore, we use these properties to draw insights on the advantages of using
GNNs as opposed to linear graph convolutions. These properties are inherent to the GNN
model, irrespective of the particular implementation or optimization method. Plese, refer to
(Gama et al., 2020a).
• We exploit the GSP-based mathematical framework to study non-convolutional graph neural
networks. In particular, we propose a general model of which every other GNN can be derived.
This provides an overarching framework that gives insight into the role the data structure plays
in each GNN model. Please, refer to (Gama et al., 2018a; Isufi et al., 2020).
• We explore graph-time data structures, on which the relationships between entries are not
only given by the underlying graph support, but also by the temporal dependencies of data.
We develop the graph recurrent neural network model, prove its permutation equivariance and
stability properties, and propose three gating mechanisms to address issues that arise when
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processing long sequences. We also extend GNNs to account for communication delays that
are inherent to physical networks. Please, refer to (Ruiz et al., 2020b; Gama et al., 2020b).
• We study the novel use of GNNs in problems involving authorship attribution, recommendation
systems and decentralized control of robot swarms. In particular, we postulate a general
framework for using GNNs in the problem of learning decentralized controllers as an effective
way of tackling the constraints that appear naturally in distributed scenarios. Please, refer to
(Tolstaya et al., 2019; Li et al., 2020; Hu et al., 2020; Gama et al., 2020c).
1.2 Outline
A brief overview of each chapter follows.
In Chapter 2 we introduce the problem of empirical risk minimization which is the main machine
learning problem formulation that drives models to learn from data (Section 2.1). We also introduce
the neural network model and present the most common training procedures (Section 2.2). Finally,
we discuss the limitations of the general neural network model when attempting to learn from high-
dimensional data, and show how the use of the convolution operation to exploit data structure helps
in overcoming these limitations (Section 2.3).
In Chapter 3 we introduce the graph signal processing framework as a mean of describing network
data (Section 3.1). We present graph filtering as the core operation with which we can process data
while exploiting the underlying graph support (Section 3.2). We close the chapter by discussing the
representation of graph signals in the graph frequency domain, a representation that becomes useful
when analyzing the effect of graph filters on graph signals (Section 3.3).
In Chapter 4 we define graph convolutional neural networks as the fundamental neural network
model that allows to perform machine learning on graph data (Section 4.1). We discuss extensions
of the activation function beyond pointwise choices as a means of improving the representation
power by further incorporating the underlying graph topology into this operation (Section 4.2).
Finally, we present a pooling strategy that allows to control the computational cost incurred by
graph convolutional neural networks while still respecting the underlying graph support and thus
maintaining the distributed and local nature of the model (Section 4.3).
In Chapter 5 we prove the fundamental properties of graph convolutional neural networks. First,
we prove permutation equivariance, discuss its significance, and analyze how it helps in exploiting the
data structure to improve learning (Section 5.1). Then, we discuss the absolute perturbation model
and showcase its limitations in capturing actual modifications to the underlying graph topology
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(Section 5.2). We wrap up by proposing a novel relative perturbation model that addresses the
limitations put forth by the absolute model, and prove that graph convolutional neural networks are
stable to relative changes of the underlying graph support (Section 5.3).
In Chapter 6 we introduce the EdgeNet model as a means of providing the most general framework
for describing neural network models that exploit the graph structure in data (Section 6.1). We dis-
cuss ways to restrict the representation space of EdgeNets to allow for processing of high-dimensional
data while still using non-convolutional models. We show how the popular graph attention networks
are a particular case of EdgeNets.
In Chapter 7 we introduce graph processes which exhibit both a graph structure as well as a
temporal one. We present recurrent neural networks as the traditional neural network model for
tackling temporal processes (Section 7.1). We propose the graph recurrent neural network model that
addresses both the graph and the temporal structure of graph processes, and discuss novel gating
mechanisms to address the instability that arises from processing large sequences (Section 7.2).
Finally, we discuss the delayed information structure that is inherent to communications in physical
networks (Section 7.3).
In Chapter 8 we present two applications involving abstract networks. First, we address the
problem of authorship attribution where we use GNNs to leverage the graph structure present
in word adjacency networks (Section 8.1). Then, we study the problem of rating prediction in
recommendation systems where we use GNNs to exploit the rating similarities in the item-based
graph (Section 8.2).
In Chapter 9 we consider the problem of learning decentralized controllers in a network dynamical
system (Section 9.1). We illustrate, through the problem of flocking, the advantages of GNN-based
controllers in terms of locality and distribution, as well as scalability and transferability (Section 9.2).
In Chapter 10 we conclude this dissertation. We highlight the main takeaways, and discuss the
impact of the results presented. We propose future research directions that open up in the topic of
graph neural networks and in the field of machine learning on graphs (Section 10.1).
7
Chapter 2
Empirical Risk Minimization and
Structured Data
Arguably, the most popular machine learning approach is that of empirical risk minimization (ERM)
(Vapnik, 2000, Chapter 1). This approach attempts to find a representation of the data that mini-
mizes the value of some given loss function averaged over an available training set (Section 2.1). Find-
ing the best representation requires solving the optimization problem over the infinite-dimensional
space of functions, and this is usually intractable (Zeidler, 1985, Chapter 37; Pedregal, 2004, Chap-
ter 5). To overcome this, a specific model for the representation map is typically chosen, leading
to a parametric family of representations. Then, finding the best representation amounts to find-
ing the optimal set of parameters, which results in a more tractable optimization problem over a
finite-dimensional space (Schwartz, 1969, Chapter 1; Engl et al., 1996, Chapter 9). We focus on the
parametric family given by the neural network (NN) model (Section 2.2). Neural networks consist
of a cascade of blocks (or layers) each of which applies a linear transform followed by a pointwise
nonlinearity (Bishop, 2006, Chapter 5). Then, the best representation is obtained by finding the set
of linear transforms that minimizes the loss function. Neural networks, however, show poor scaling
to high-dimensional data. This can be overcome by further regularizing the space of linear trans-
forms used in a neural network to reflect the structure of the data. The most successful example of
this are convolutional neural networks (CNNs) which adopt the convolution operation as the linear
transform (Section 2.3). Optimizing over the space of convolutional filters instead of the space of all
linear transforms leads to better scalability properties when dealing with data that has a regular,
Euclidean structure such as images or time signals (Goodfellow et al., 2016, Chapter 9).
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2.1 Empirical Risk Minimization
Consider a random variable x ∈ RN with probability distribution p(x), and let Φ : RN → RM be
some representation of x so that y = Φ(x) is another random variable. Typically, we consider x to
model the data and y to be the useful information extracted from it. This information has to be
relevant for the task at hand as measured by some loss function J : RM → R. The risk R{Φ} of a












where the expectation is taken with respect to the data x with distribution p(x), i.e. x ∼ p. The
problem of risk minimization consists in finding the representation Φ that minimizes the risk R{Φ}.
Computing the risk (2.1) entails knowing the probability distribution p(x) of the data x. However,
this distribution is rarely known in practice (Vapnik, 1991). What is often available is a training
set T = {x1, . . . ,x|T |} containing |T | samples. Each sample xt ∈ RN has been drawn from the
probability distribution p(x), i.e. xt ∼ p. The problem of empirical risk minimization (ERM) now
becomes [cf. Vapnik, 2000, eq. (1.8)]











where Φ is the field of mappings of the form Φ : RN → RM . The process of finding Φ? ∈ Φ is
called learning and the resulting representation is said to have been learned. As a matter of fact,
the problem of supervised learning (Duda et al., 2001, Chapter 1) can be cast in the form of (2.2)
where the loss function J : RM × RM → R is extended to include the corresponding label yt ∈ RM
associated to the training sample xt ∈ RN . Thus, given a labeled training set T = {(xt,yt)}t=1,...,|T |,
the supervised learning problem is formulated as











From now onwards, we refer to problem (2.2) as the generic formulation of the ERM problem and
assume it encompasses supervised learning (2.3) as a special case.
The best representation Φ? obtained from solving the ERM problem (2.2) is useful in practice
under two conditions (Vapnik, 2000, Chapter 2). First, that the data to which Φ? is applied comes
from the same distribution p as the data in the training set. Second, that the training set T is
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sufficiently large so that the average in (2.2) is a good approximation of the actual risk (2.1). To
evaluate the success of a learned representation Φ? we compute the empirical risk over another set
S = {x1, . . . ,x|S|} known as the test set. This set is comprised of samples that are not in the training
set, i.e. if x ∈ S, then x /∈ T . If the empirical risk over S is similar to the empirical risk over T ,
then we say that the learned representation Φ? generalizes well to unseen samples (that is, unseen
at training time). Certainly, if the distribution of x ∈ S is different from that of the elements in T ,
or if the set T is very small, then Φ? will not exhibit a small risk over the test set S and thus Φ?
will not generalize (Vapnik, 2000, Chapter 4).
Solving the ERM problem (2.2) requires solving an optimization problem over the field of func-
tions Φ. This is an infinite-dimensional problem that is mathematically intractable in the general
case (Jahn, 2007), and requires of specific approaches involving variational methods (Cassel, 2013),
dynamic programming (Pedregal, 2004, Chapter 5) or kernel-based functions (Murphy, 2012, Chap-
ter 14). In any case, these methods require large datasets and have poor generalization properties
(Goodfellow et al., 2016, Chapter 6).
Considering the inherent complexities of functional optimization, a popular approach is to adopt
a specific model for the representation map Φ (Anthony and Bartlett, 1999, Chapter 2). The simplest
non-trivial model is that of linear maps Φ(x) = Ax for a matrix A ∈ RM×N (Kay, 1993, Chapter
4). By adopting the linear model, each representation Φ can be completely characterized by the
matrix A. The ERM problem (2.2) now becomes a parametric optimization problem where the best
representation Φ can be obtained by finding the best parameters A, i.e. finding the linear transform
that minimizes the loss function J over the training set T [cf. (2.2)]











Linear models have been extensively researched and are widely used (Rao, 1973). The popularity of
linear methods can be rooted in the fact that they are, for the most part, mathematically tractable.
This mathematical tractability is, precisely, what allows for the derivation of closed-form solutions
and provable performance guarantees (Haykin, 1996, Part 2). Examples of widespread use include
Kalman filtering (Anderson and Moore, 1979, Chapter 3), best linear unbiased estimators (Kay, 1993,
Chapter 6), linear Bayesian estimators (Kay, 1993, Chapter 12), least squares (Kailath et al., 2000,
Chapter 2), innovation processes (Kailath et al., 2000, Chapter 4), linear regression (Murphy, 2012,
Chapter 7) and latent linear models (Murphy, 2012, Chapter 12). These performance guarantees
are crucial to predict how linear models perform in a wide array of different scenarios.
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Linear models exhibit limited descriptive power since they are only able to capture linear de-
pendencies between the data x and the useful information Φ(x). To increase the descriptive power,
we need to focus on nonlinear representation mappings Φ. However, considering arbitrary repre-
sentations Φ would circle us back to infinite-dimensional optimization and its inherent complexities
(Zeidler, 1985). One way out is to focus on ERM problems that can be cast as convex optimization
problems (Rockafellar, 1970; Boyd and Vandenberghe, 2004). To do this, we need to use a loss
function J and choose a parametric representation ΦA, indexed by parameters A ∈ A for some set
A ⊆ A of some field A, such that J(ΦA(x)) results in a convex function of the parameters A (and
the set A is convex). Convex optimization problems are useful because a numerical solution to them
can be found with polynomial time algorithms and they also have provable performance guarantees,
albeit closed form solutions are rare. However, casting ERM problems as convex optimization prob-
lems is not always possible nor straightforward, prompting the use of surrogates or approximations
instead (Eldar, 2008; Zymnis et al., 2009; Msechu and Giannakis, 2012). Additionally, (nonlinear)
polynomial time algorithms do not scale well to large dimensional data.
Another approach is to restrict attention to specific nonlinear models for the representation Φ.
Neural networks (NNs) offer enhanced descriptive capability while still remaining somewhat tractable
and close-to-linear. Additionally, they have demonstrated resounding practical success (Dony and
Haykin, 1995; Kulkarni et al., 1998; Prieto et al., 2016; Sze et al., 2017). In what follows, we focus
on NNs as the chosen parametric model for the representation mapping.
2.2 Neural Networks
The most straightforward way to turn a linear model into a nonlinear one is to apply a pointwise






where, in an abuse of notation, we write σ(Ax) to denote the elementwise application of the non-
linearity [σ(Ax)]m = σ([Ax]m) for every m = 1, . . . ,M . The concatenation of a linear transform
followed by a pointwise nonlinear function is called a perceptron (Kuo, 2017). It is inspired in
early models of neuron activity where the stimulus x is compared to each neuron’s characteris-
tic aTmx and, if the resulting scalar is positive, then the neuron is considered active, i.e. compute
max{aTmx, 0} to get the activation value of neuron m (McCulloch and Pitts, 1943). Since the function
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(Figure 2.1) – Block diagram of a perceptron (2.5). The data x serves as input to a linear block where we
obtain the output z = Ax for some linear transform A. This output serves as input to the next block, which
is the nonlinear block that applies the nonlinear function to obtain the output y = σ(z) = σ(Ax).
σ(z) = max{z, 0} takes the role of the pointwise nonlinearity in (2.5), the function σ is often referred
to as an activation function. The particular case when, indeed, σ(z) = max{z, 0} in (2.5), gets the
name of a rectified linear unit (ReLU). The operations for computing the output of a perceptron are
illustrated by means of a block diagram in Figure 2.1.
A neural network Φ : RN → RM is a cascade of L perceptrons of the form (2.5)
Φ(x) = xL where x` = σ`(A`x`−1) (2.6)
for ` = 1, . . . , L. Each perceptron is called a layer, is characterized by a matrix A` ∈ RN`×N`−1
and a pointwise nonlinear function σ` : R → R, and yields an output vector x` ∈ RN` . The
vectors x` for ` = 1, . . . , L − 1 are often called hidden units. The vector x0 = x is the input data,
N0 = N , and the vector xL is the output of the neural network, NL = M . The collection of matrices
A = {A` ∈ RN`×N`−1 , ` = 1, . . . , L} is the set of parameters to be learned from the training data by
solving the ERM problem [cf. (2.2)]











where we have denoted the representation Φ as explicitly parametrized by the set A and whose
output xL is given by a NN (2.6). When the search space for finding A
?
` in (2.7) is all of RN`×N`−1
we say that layer ` is a fully-connected layer. A neural network of the form (2.6) where all layers
are fully connected layers receives the name of multi-layer perceptron (MLP) (Rosenblatt, 1958;
Fukushima, 1980). We note that, oftentimes, the nonlinear function σL of the last layer is not
included, or equivalently, that σL(z) = z.
The number of layers L and the number of hidden units in each layer N` are design choices. They
are not learned from the training data T but are set in advance by the user. The values that are
determined by choice are called hyperparameters to distinguish them from the parameters which are





















(Figure 2.2) – Block diagram of a neural network (2.6). We cascade L = 3 perceptrons (2.5) to build a
neural network. We see how the output of each perceptron acts as the input to the next perceptron. The
input data x is the input to the first layer, while the output of the representation map is collected as the
output of the last layer.
in the performance of the learned representation Φ∗ and several techniques have been proposed to
aid in their choice (Bergstra et al., 2011; Bergstra and Bengio, 2012; Maclaurin et al., 2015). Fixing
the values of L and {N`} specifies the neural network architecture Φ to be used [cf. (2.6)].
The number of parameters to be learned from the training data T is given by the number of
entries in each of the matrices A` and totals
∑L
`=1N`N`−1 for the entire parameter set A. Also,
the computational cost is dominated by the matrix-vector multiplication A`x`−1 happening at each
layer and is O(Lmax`{N`N`−1}). While it is known that a MLP with one hidden layer is able to
describe any measurable function if N1 →∞ (Hornik et al., 1989; Barron, 1994), this would entail an
arbitrarily large computational cost, and thus several works have investigated the tradeoff between
depth (larger L) and width (larger N`) (Bengio et al., 2013; Montúfar et al., 2014; Romero et al.,
2015).
2.2.1 Training
To find the optimal neural network representation Φ?(x) = Φ(x;A∗) [cf. (2.6)] we need to solve
the ERM problem (2.7) for a given training set T . This optimization problem rarely (if ever)
yields a closed form expression for the set of matrices A? and thus we need to employ an iterative
optimization algorithm. The one most widely used is stochastic gradient descent (SGD) (Robbins
and Monro, 1951; Bottou and Bousquet, 2007).
To describe the SGD algorithm, consider J in (2.7) to be a loss function that is differentiable with
respect to each parameter A`. Let {B(τ)}τ be a collection of subsets of the training set B(τ) ⊂ T
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and let each matrix A` take some random initial value A
(0)
` . Denote by τ = 0, 1, 2, . . . each training















where ∂J/∂A` is the gradient of the loss function J with respect to parameter A` that gets evaluated
at training sample xt ∈ B(τ) and uses parameters A(τ) = {A(τ)1 , . . . ,A
(τ)
L }.
The value of η is known as the step size or learning rate and is the key hyperparameter of the
SGD algorithm. An appropriate choice of the learning rate ensures almost sure convergence to a
global minimum if the objective is convex, and otherwise converges almost surely to a local minimum
(Bottou, 1998; Kiwiel, 2001).
The set B(τ) ⊂ T is a subset of samples from the training set called a mini batch or simply
a batch. The collection of batches {B(τ)}τ follows from a sequence of random partitions of the
training set T called epochs. Each epoch e is a random partition of the training set T in B batches
T =
⋃B





b=1{Bb,e}. It follows that the total number of training steps τ is given by BE, if
no early stopping methods are used (Yao et al., 2007). The number of epochs E and the number of
batches B are hyperparameters of the training method.
While the SGD algorithm (2.8) is the core optimization method used for solving the ERM problem
(2.7), many variants seeking to improve its convergence rate and its accuracy have been developed.
Namely, the use of momentum has lead to many successful algorithms, including AdaGrad (Duchi
et al., 2011), RSMprop (Graves, 2014) and ADAM (Kingma and Ba, 2015). The design of optimiza-
tion methods is a very active area of research (Loshchilov and Hutter, 2019; Assran and Rabbat,
2020; Spiridonoff et al., 2020).
The use of SGD and SGD-based methods requires the computation of the derivative of the
loss function J with respect to the parameters A. In problems where the natural choice of J is
non-differentiable we typically opt for a differentiable proxy for solving the ERM problem. The
most notable case is that of classification where the risk is given by the error rate which is non-
differentiable, and thus the cross entropy loss is used as a proxy in (2.7). Once a differentiable loss J
is chosen, the computation of the derivatives in (2.8) can be carried out efficiently by means of the
backpropagation method (Rumelhart et al., 1986). Observe that, due to the cascade nature of the
neural network, the computation of each derivative ∂J/∂A` depends on the derivatives ∂J/∂Ak for
k = `+ 1, . . . , L, that is, the derivatives of the layers that are deeper in the cascade. In particular,
14




































where we recall that NL = M is the output dimension. In (2.9), J
′
m([xL]m) stands for the derivative
of J(y) with respect to its mth argument ∂J/∂[y]m, evaluated in [xL]m (the output of the neural
network), while σ′k([Akxk−1]nk) stands for the derivative dσk/dy of σk(y) evaluated at the nkth entry
of the output of Akxk−1. For the sake of completeness, we note that (2.9) can be written as a tensor
operation by realizing that ∂σ(Ax)/∂A for a matrix A ∈ RM×N is actually a M ×M ×N tensor (a
collection of M matrices of size M ×N), and that
∑
nk
in (2.9) represents a summation along the
outermost dimension (the number of items in the collection). To avoid excessive computation time,
the backpropagation method uses a forward pass of the neural network, where it computes both
x` and σ
′(A`x`−1) for each layer, and a backward pass, where it computes the derivatives ∂J/∂A`
for each layer, from the last one to the first one. In this way, the derivatives at all layers can be
computed with just two passes over the neural network.
2.3 Convolutional Neural Networks
Neural networks are information processing architectures that are computationally efficient and can
capture nonlinear relationships between the data x and the target representation Φ(x). They do
not make any assumption whatsoever on the data x. And it is precisely this lack of assumptions
that prevents them from scaling up and generalizing properly to high-dimensional data (Goodfellow
et al., 2016, Chapter 9).
From an optimization perspective, increasing the dimension N of the input data x causes an
increase in the number of parameters in the linear transform A1 ∈ RN1×N and thus an increase in
the dimensions of the space where the optimization problem needs to be solved. High-dimensional
optimization problems become very hard very fast with increasing number of dimensions, mainly
due to the increasing complexity of the optimization spaces (Dauphin et al., 2014). This precludes
neural networks of the form (2.6) to learn effective representations of high-dimensional data.
From a statistical perspective, the curse of dimensionality applies (Trunk, 1979 ; Duda et al.,
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2001, Chapter 4). This means that, in order to make the average over the training set in the ERM
formulation (2.2) close to the actual expectation (2.1), we need an ever increasing number of samples
to be sure they accurately reflect the probability distribution p. This demands very large datasets
that are rarely available (Bellman, 1957, Chapter 6).
From a computational perspective, the increase in the dimension of A1 immediately impacts the
cost O(N1N) of computing the output A1x. It further impacts the cost of computing the gradients
[cf. (2.9)] causing the training stage to be very expensive (in computational terms).
Making no assumptions about the data x brings a myriad of optimization, statistical and compu-
tational issues that prevent the neural network model (2.6) to properly learn useful representations
Φ(x) from high-dimensional data x. One way to overcome this limitation is to exploit structural in-
formation available about the data to be processed. In other words, we can leverage any information
available on how the entries of the data vector x relate to each other to improve the representation
map Φ (Goodfellow et al., 2016, Chapters 9 and 10).
2.3.1 Leveraging Structure
The field of signal processing has been built around leveraging structure. Consider the data x ∈ RN
to be a discrete-time signal. Then, we know1 that [x]n = xn−1 is related to [x]n+1 = xn and
[x]n−1 = xn−2 by the elapse of one sampling time unit. The operating principle in signal processing is
that the relationship between signal values that are contiguous in time carries more information than
the relationship between signal values that are very far apart (Oppenheim et al., 1997, Chapter 2).
One operation that follows this principle is that of the discrete Fourier transform (DFT) (Oppenheim
and Schafer, 2010, Chapter 8). By expanding the signal in a basis of complex exponentials, the DFT
manages to capture the variation between contiguous signal values, irrespective of the time elapsed
since the origin. In other words, the DFT captures the same information if two consecutive values
change by a given amount, regardless of whether this change occurs near the time origin or not. It
focuses solely on the change in nearby time instants. The success and widespread use of the DFT
to process discrete-time signals speaks of the importance of the aforementioned operating principle
in signal processing (Stoica and Moses, 2005).
Another widespread operation that follows this principle is that of filtering, and is most easily
evidenced in the notion of linear time-invariant (LTI) filtering (Vaidyanathan, 1993, Chapter 3;
Proakis and Manolakis, 1996, Chapter 8). Let a ∈ RK be the collection of K filter taps (or filter
1We are assuming that the first element of a vector is indexed by 1, while the first sample of a discrete-time signal
corresponds to the origin of time, and thus we assign it with index 0. This creates a (minor) mismatch due to the
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a ∗ x
(Figure 2.3) – Discrete-time convolution. This is an illustration of a convolution with K = 4 filter taps. We
shift the signal to the right, and weight the result by a different filter tap. The output of the convolution,
in this case, would be to carry out a weighted sum of the four signals on the top, correspondingly weighed
by the filter taps ak.
weights) [a]k = ak−1 that characterize a LTI filter. Then, the output of filtering the data x with a
filter a is another discrete-time signal y, whose entries [y]n+1 = yn can be computed by means of










The (n + 1)th entry of the output [y]n+1 of the convolution operation represents the value of the
output signal yn at time n, and is a linear combination of the K − 1 previous time instants, see
Figure 2.3. Such an operation makes sense in light of the principle that states that the signal values
in contiguous time instants carry relevant information. As it happens, by changing the value of the
signal at time n by taking into account the previous K−1 instants, we can reshape the relationships
among signal values between consecutive time instants that is captured by the DFT. As a matter
of fact, the convolution operation (2.10) and the DFT are intimately related as determined by the
convolution theorem (Proakis and Manolakis, 1996, Chapter 5), which is further exploited to reduce
the computational cost of the convolution operation to be O(N log(N)), instead of the O(N2) cost
that would be expected of a matrix-vector multiplication (Gardner, 1995).
The convolution operation (2.10) is a linear transform between discrete-time signals that leverages
the data structure, i.e. it follows the operating principle that contiguous entries of the data vector
x carry relevant information. Thus, when processing discrete-time signals with neural networks,
we can exploit their inherent structure by forcing the linear operation A`x`−1 to be a convolution
with a filter with taps a` ∈ RK` (2.10). This defines the convolutional neural network (CNN) model
2For simplicity, we assume a circular convolution (Proakis and Manolakis, 1996, Chapter 5). This implies that
the output signal y has the same dimension as the input signal. This also presumes that we can compute a N -point
DFT of the signals without loss of information, or similarly, that signals already come from a DFT-IDFT pair with
N points.
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(Goodfellow et al., 2016, Chapter 9) for representation maps Φ given by [cf. (2.6)]





for ` = 1, . . . , L. The set of parameters A = {a` ∈ RK` , ` = 1, . . . , L} contains the filters taps a`
of each layer, and characterizes the space of representations given by the CNN model. The best
representation Φ(x;A?) using a CNN [cf. (2.11)], for a given loss function J : RN → R, comes from
solving the ERM problem (2.7).
The CNN is a particular case of the NN because the convolution operation is a particular case of a
linear transform. This means that the discussions on training a NN apply to training a CNN as well
(Section 2.2.1). However, by exploiting the structure of the data x, the CNN model (2.11) addresses
the optimization, statistical and computational issues that arise when using the more generic NN
model on high-dimensional data.
From the optimization perspective, the ERM problem (2.7) is now solved over the set of convo-
lutional filters a` ∈ RK` , instead of the set of all linear transforms A` ∈ RN`×N`−1 . Each element
in this set has now K` entries instead of N`N`−1, and thus the optimization can be carried out in a
space whose dimension is independent of the size of x`. This means that we can set K`  N`N`−1 so
that the ERM problem is solved in a low-dimensional space, even when handling high-dimensional
signals x`. Certainly, the value of K` for each layer is now a hyperparameter.
From a statistical perspective, we now require a smaller training set since the average on the
ERM problem (2.2) converges faster to the risk (2.1) due to the role of Φ. In other words, the
structure of the data, that is encoded in the distribution p and would otherwise need a very large
dataset to be captured, is now being exploited by the representation Φ which leverages operations
that follow this same structure, using a single signal to learn about many (structurally) similar ones.
To see this, recall that adopting a convolution operation is forcing the representation Φ to disregard
the time origin, and look only at a window of length K for each operation. This means that filtering
a given signal or its displaced version yields the same output and thus the same loss value J(Φ(x)).
Therefore, by having only one such signal in the training set, we are actually observing the cost of
all displaced versions of it as well.
From a computational perspective, we have now reduced the cost from O(LN2) to O(LN log(N))
due to the efficiency in computing convolutions (2.10). Certainly, the use of convolutions forces the
signals x` at all layers to be of size N , whereas a generic NN allows us to change dimensions from
N`−1 to N` and thus offer a degree of control over the computational cost. Note that reducing N`,
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however, compromises the representation power of x` by reducing its dimensionality. In any case,
the notion of pooling has been developed to handle large values of N in a CNN (see Section 2.3.3).
Generic NNs using arbitrary linear transforms face optimization, statistical, and computational
issues when dealing with high-dimensional data. One way to overcome these limitations without
compromising their nonlinear representation power or their ease of training, is to explicitly incorpo-
rate our knowledge on the structure of data. For example, CNNs leverage the convolution operation
to exploit the temporal relationships associated to discrete-time signals; and also to exploit the spa-
tial relationships associated to images3. The key aspect is to regularize the generic linear transform
by adopting a specific subset of linear operations that exhibit some equivariance property that is
also present in the data of interest. This is observed in the case of the convolution operation which
is translation equivariant, meaning that it yields the same output regardless of the (time) origin of
the signals being processed. For other types of data, we can construct useful neural network models
by leveraging linear operations with relevant equivariance properties (Mallat, 2012; Esteves et al.,
2018).
2.3.2 Bank of filters
The CNN model defined as in (2.11) leverages the convolution operation to exploit the data structure
and thus is able to scale to high-dimensional signals. However, the representation power is curtailed
by the use of a single filter a` per layer, especially since we want these filters to be small K`  N
to improve the optimization and computational aspects of the CNN. A way to overcome this is to
use a bank of filters (Vaidyanathan, 1993) on each layer, instead of a single filter.
Consider the first layer of a CNN and replace the single filter a1 in (2.11) by a bank of F filters
{af1 ∈ RK1 , f = 1, . . . , F}. When we process the input x by this bank of filters, we obtain a collection




1 ∗ x is given by the convolution
of the input signal x with each of the filters af1 in the bank. These generates F output signals,
which we conveniently represent in a matrix Y1 ∈ RN×F where each column corresponds to one of
the signals. When we apply the (pointwise) nonlinearity σ1 we obtain the output of the first layer
X1 = σ1(Y1), which is now a collection of F signals, which we denote by X1 ∈ RN×F .
Let us now consider the second layer of such a CNN. In this case, the input to the layer is not a
single signal, but a collection of F signals. All of these signals carry information about the original
input, and thus we would like to mix these when generating the output of the second layer. Note
3While we have not explicitly covered the case of images, this is just to simplify the mathematical notation. Given
that the operation of convolution is well defined for images and it also exploits the fact that contiguous entries are




































(Figure 2.4) – Block diagram of a CNN (2.12). We cascade L = 3 layers to build a CNN, where each linear
operation is replaced by a convolution with a bank of filters (cf. Figure 2.2).
that, in doing so, we do not want to alter the structure of data, nor affect the optimization or
computational cost by adding a number of parameters that depend on the size of the data. Let G
be the target number of signals for the output of the second layer, that is, we want Y2 ∈ RN×G.
Then, we use a bank of FG filters for the linear transform in the second layer {afg2 ∈ RK2 , f =
1, . . . , F , g = 1, . . . , G}. For each input signal xf1 we apply the G filters a
fg
2 generating G new




1 . Repeating this for each input x
f
1 generates FG output signals y
fg
2 . These
output signals, however, have not yet mixed the information from different input signals xf1 . To
accomplish this, while respecting the linear nature of the operation, we aggregate the output of the





We can readily extend this to every layer in order to define a more expressive CNN. Let X` ∈
RN×F` be the collection of F` signals xf` that are obtained at the output of the `th layer, and let
σ` : R→ R be the pointwise nonlinearity. Then, the CNN can be (re)defined as [cf. (2.11)]










for ` = 1, . . . , L, and where Y` ∈ RN×F` with yg` ∈ RN as columns. Each signal x
g
` is typically
called a feature and F` denotes the number of features. Note that in (2.12) the input X0 ∈ RN×F0
can be a multi-feature signal as well. This is typically the case when considering images, where each
feature represents one of the colors, or when considering audio where each feature represents one of
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the channels (Yamaguchi et al., 1990). For this reason, the name channels is often used instead of
features.
Each layer in the CNN (2.12) is characterized by the set of filter taps A` = {afg` ∈ RK` , f =
1, . . . , F` , g = 1, . . . , F`−1}. The collection of the filter taps for all layers gives the set of parameters
A = {A`, ` = 1, . . . , L} and thus the best representation for a given dataset is given by the set A?
obtained from solving the ERM problem [cf. (2.7)]. Note that the total number of parameters is∑L
`=1K`F`F`−1, independent of the size of the data N . A larger parameter space achieves, indeed,
more representation power for Φ obtained as in (2.12), while still exploiting the data structure, and
thus scaling to high-dimensional signals.
2.3.3 Pooling
The use of convolution operations to exploit the data structure lets CNNs avoid optimization, statis-
tical and computational issues when processing high-dimensional data. However, using convolutional
filters means that the signals x` at every layer have the same size N` = N , preventing further con-
trol on the overall computational cost (a control that could be exercised when using arbitrary linear
transforms by setting the value N` by design). Note that the inability to constrain the computational
cost gets compounded when considering banks of filters at each layer.
A way to regain the control over the computational cost without sacrificing the structure of data
is to use pooling (Krizhevsky et al., 2012). The idea behind pooling is to build local summaries
of each signal, and then keeping only those summaries for processing in subsequent layers, thereby
reducing the size of the signal. To formally define pooling, let C` ∈ {0, 1}N`×N`−1 be a selection
matrix such that C`1 = 1 and C
T
` 1 ≤ 1 with N` ≤ N`−1 ≤ N , which means that C` selects exactly
N` distinct entries from the N`−1 available ones. Also, let ρ
D`
` : RD` → R be a local summarizing
function characterized by a positive integer D` ≤ N`−1 such that, given a vector y` ∈ N`−1, we can





[y`]n, [y`]n+1, . . . , [y`]n+D`−1
)
(2.13)
In an abuse of notation, we denote by z` = ρ
D`
` (y`) the application
4 of (2.13) to each value n =
1, . . . , N`−1. The local summarizing function ρ
D`
` takes a set of D` contiguous values of the signal
and computes a single scalar that we call a summary. The most typical choice is a max function
that returns the maximum of the region of size D`.
4We consider operation (2.13) to be circular to mimic the convolution operation (2.10).
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With these definitions in place, the pooling operation P` : RN`−1 → RN` is obtained as the




The pooling function can then be added after the pointwise nonlinearity of each layer to produce a
CNN model as follows














for ` = 1, . . . , L and where xg` are the columns of X`. Note that now x
g
` has a dimension of N` instead
of N and that this size can be set by the selection matrix within the pooling function P`. In fact,
this selection matrix has to be such that it keeps one entry every D` ones in order to maintain the
regular structure of data. Therefore, the choice of D` is tightly coupled with the choice of N` so that
N`−1/N` = D`. When using pooling, the value of D` as well as the choice of summarizing function
ρ are design hyperparameters. Overall, the use of pooling as described in (2.14) with N`−1/N` = D`
effectively reduces the computational cost of each layer, while maintaining a regular structure that




Leveraging linear operations that exploit the data structure is the key enabler for the successful
performance of neural networks (NNs), especially when processing high-dimensional data. The
most notable example of this are convolutional neural networks (CNNs) that regularize the linear
transform in a NN to be a succession of convolution operations with collections of filter banks.
CNNs, however, are successful as long as they process data for which the convolution operation is
a sensible choice. That is, data stemming from an Euclidean space where contiguous entries of the
data vector are related to each other. When data does not follow this structure, CNNs tend to fail.
Modern data arising in networked systems rarely (if ever) follows the Euclidean structure that is
required for CNNs to succeed. Therefore, to be able to obtain nonlinear representations that exhibit
all the benefits of NNs (ease of computation and training, promising performance), we need to
regularize them by using operations that exploit the structure of network data. To properly describe
this structure and its impact on the data, we draw from the field of graph signal processing (GSP)
(Ortega et al., 2018). We introduce the notion of graphs as a means of describing the topological
structure of networks, and define graph signals as the appropriate mathematical description of the
data collected from such networked systems (Section 3.1). The concept of graph filters is central to
leveraging the graph structure when processing graph signals, highlighting the relationship between
the data and its structure (Section 3.2). Another important operation that takes into the account
the topological structure of the network to process the data is the graph Fourier transform (GFT).
The GFT plays a key role in the graph frequency analysis of graph signals (Section 3.3).
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3.1 Graph Signals
Networked systems consist of interconnected components, where the specific connection pattern
plays a key role in defining the behavior of the system. Networks arise in the most diverse of
settings, ranging from biology to telecommunications, and from economy to power grids (Bertsekas
and Gallager, 1992; Borbely and Kreider, 2001; Jackson, 2008; Estrada, 2011).
Networks are most conveniently described mathematically in terms of graphs (Cvetković et al.,
1979; Chung, 1997; Godsil and Royle, 2001). A graph G = {V, E ,W} is a triad where V =
{v1, . . . , vN} is the set of nodes (or vertices) representing the components of the network, E ⊆ V ×V
is the set of edges describing the connections between components (which are specified by the end-
points of each connection), and W : E → R is the weight function that assigns a value to each of
the edges, for instance representing the strength or importance of the connection. For example, in
a power grid, each node represents a bus (either a generator or a consumer), each edge represents
a power line connecting the buses, and the weight function assigns a value corresponding to the
impedance of each line (Owerko et al., 2020).
Typically, each component has a set of measurements or attributes associated to it (Shuman
et al., 2013; Sandryhaila and Moura, 2013). To describe this, let x : V → R be a function that
assigns a scalar value xn to each node vn, representing said measurement or attribute. The function
x is called a graph signal and can be conveniently described by a vector x ∈ RN where each entry
[x]n = xn represents the value of the signal associated to each node vn. We consider this graph
signal to be the data which we are interested in processing. Figure 3.1 shows an illustration of a
graph signal supported by a graph.
The graph signal has an inherent structure that is given by the topology of the underlying
graph support. This support establishes the relationships among the entries of the vector x and
determines which of these entries carry relevant information when considered together. Essentially,
the operating principle of graph signal processing establishes that, if there is an edge (vi, vj) ∈ E
connecting two nodes vi and vj , then we expect the ith and jth entries of x, xi and xj , to be related.
Furthermore, if the value of the weight function on that edge W(vi, vj) = wij is large, then this
relationship should be stronger (G. Marques et al., 2016).
Unlike discrete time-signals where the relationship structure among entries is always the same
(and thus handled implicitly by employing operations that relate contiguous values), in graph signals
the structural relationship is given by the underlying graph support G. Therefore, we need to




































(b) Graph signal x ∈ RN
(Figure 3.1) – Graph signal. (a) The graph signal assigns a scalar value to each node x : V → R, in this
figure the value is represented by the height of the dot. (b) We can also see the graph signal as a vector
x ∈ RN where each entry [x]i = xi denotes the value of the signal.
of the graph. This is any N × N matrix S that represents the support of the graph, that is, any
matrix such that its (i, j)th entry [S]ij = sij = 0 whenever (vj , vi) /∈ E for i 6= j. Examples of matrix
descriptions of the graph include the adjacency matrix W such that [W]ij = W(vj , vi) (Sandryhaila
and Moura, 2013), the degree matrix D = diag(W1), the Laplacian matrix L = D−W Shuman et al.
(2013), the Markov matrix R = D−1W (Heimowitz and Eldar, 2017), their normalized counterparts,
among many others (Ortega et al., 2018). We generically denote any of these matrices representing
the graph support as S.
The availability of a matrix description S of the graph support allows us to relate the graph
signal x to the underlying graph G. For example, the linear operation Sx yields another graph
signal y such that its ith entry is a linear combination of neighboring information. To see this, let
Ni = {vj : (vj , vi) ∈ E} ∪ {vi} be the set of nodes that are neighbors of node vi, together with the
node itself. Then, the ith entry of y = Sx is given by







where the last equality holds due to the sparsity pattern of the support matrix S. Note that to
compute the signal value yi at each of the nodes vi we need access only to the neighboring nodes, as
determined by the graph G. Therefore, Sx is a linear transform that follows the operating principle
of graph signal processing that states that signal values related by an edge carry more information.
Since the vector x by itself does not include any information with respect to its structure, we must
specify the support S as well. Note that, while we can think of graph data as given by a pair (x,S)
consisting of the graph signal x and its support S, we would like to remark that we only regard x
as actionable. The support S is determined by the problem setting.
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3.2 Graph Filters
A graph filter is a function A : RN → RN that maps one graph signal x into another y while
leveraging the information of the graph provided by the support matrix S (Segarra et al., 2017a).
Such a function follows the operating principle of graph signal processing, and we can write it as
y = A(x; S) in its most generic formulation. For the most part, we focus5 on linear graph filters
A(x; S) = A(S)x where A(S) ∈ RN×N is a matrix that is built as a function of the support S.
The most elementary linear operation that takes into account the graph structure is Sx, the
multiplication between the signal x and the support matrix S. This operation results in the signal
value at each node being updated by a linear combination of the signal values of neighboring nodes
[cf. (3.1)]. Thus, Sx contains information from both the signal and the graph. Note that the
information is not only obtained in a linear manner but it is also condensed, meaning that it does
not increase the dimension of the graph signal, i.e. it does not keep track of every value of every
neighboring node –which would scale with N2– but computes a summary of it. See also that repeated
application of S constructs summaries of information located farther away, that is Skx = S(Sk−1x)
summarizes information located at the k-hop neighborhood of each node, and that this summary
is obtained by repeated exchanges with one-hop neighbors. Thus, each node can reach far away
information my means of local interactions only.
The linear operation Sx can be understood as diffusing the values of the signal through the graph
(Gama and Ribeiro, 2019). Alternatively, it is often called a shift as it generalizes the notion of unit
delays (or time shifts) in discrete-time signals, see Fig. 3.2a. For this reason, the support matrix S
is also often called a graph shift operator (GSO), as it is the operation that shifts the signal through
the graph.
In any case, the operation Sx relates signal values based on the proximity between the nodes as
dictated by the graph support, and its repeated application Skx reaches values located farther away.
This ability to describe nearby signal values allows us to define an analogous of the convolution
operation (2.10) as a linear combination of shifted (or diffused) versions of the signal, which we call






5We note that graph neural networks (Chapters 4 and 6) fit the generic definition of graph filters provided here
and, as such, could be considered as (nonlinear) filters as well. However, for the sake of clarity and in analogy to the
concept of filters in regular signal processing, we exclude from the notion of graph filters as those that have a neural
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(b) Another graph signal
(c) A graph signal on a large graph
S S S
+ + + +
x Sx S2x S3x
a0 a1 a2 a3
A(S)x
(d) Block diagram
(Figure 3.2) – Graph convolution. This is an illustration of a graph convolution (3.2) with K = 4 filter taps,
for three different signals. (a) A discrete-time signal viewed as a graph signal; the support becomes the
directed path, and the effect of applying the support matrix (the adjacency matrix) is, indeed, shifting the
signal through time (across the graph). (b) The same graph signal as in Fig. 3.1a, where here the effect of
applying the support matrix is, indeed, a diffusion of the signal through the graph. (c) A larger graph signal,
where here for ease of illustration, the colors represent the signal values, and the bigger disks represent the
nodes reached by shift, starting at different five nodes. (d) The block diagram for the graph convolution; it
is analogous to the block diagram for the time convolution (Fig. 2.3) but the shifts in time z−1 have been
replaced by graph shifts S.
In (3.2), the operation Skx represents the proximity of signal values in the same manner as xn−k
does it in (2.10); the difference is that, since in a graph signal we cannot assume that contiguous
entries are related, we need to include this proximity explicitly by means of the support matrix S.
To further the analogy between the graph convolution (3.2) and the discrete-time convolution (2.10)
we call the weights ak the filter taps or filter weights collected in a = [a0, . . . , aK−1] ∈ RK , and we
call A(S) in (3.2) a linear shift-invariant graph filter (LSI-GF) or a convolutional graph filter, since
its output is computed by means of a graph convolution (Sandryhaila and Moura, 2013; Segarra
et al., 2017a). See Figure 3.2 for an illustration of the graph convolution operation.
The filtering operation y = A(S)x (3.2) is local and distributed. It is local since each node
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requires only information that is relied by one-hop neighbors in order to compute the output [y]i;
it does not need to communicate with nodes beyond the one-hop neighborhood Ni. It is distributed
since the computation of the output at each node [y]i is carried out entirely and separately by each
node; there is no need for a centralized computation unit to obtain the entire vector y.
Formally, the LSI-GF defined by (3.2) is a finite-impulse response (FIR) filter. However, note
that since the graph is finite, it also represents all infinite-impulse response (IIR) filters (Isufi et al.,
2017a). As a matter of fact, it represents all analytic functions used as filters. To see this, consider an
analytic function f : R→ R, f(x) =
∑∞
k=0 fkx
k. Since f is an analytic function, it can be immediately




is, in analogy to the discrete-time counterpart, defined as an IIR graph filter. In light of the
Cayley-Hamilton theorem (Horn and Johnson, 1985, Theorem 2.4.2), however, we know that f(S)
can be written only in terms of its remainder, f(S) = a(S) =
∑N−1
k=0 akS
k, and thus the analytic
function filter is equivalent to a FIR graph filter of degree at most N − 1 [cf. (3.2)]. In essence, any
analytic function can be written as a finite polynomial on S and the notion of FIR and IIR filtering
becomes indistinguishable7. In practice, we are certainly interested in filters where the order of the
polynomial K  N so that it does not demand a very large number of communication exchanges
with neighbors. This definitely limits the space of functions that can be described by (3.2); but, in
theory, we know that all analytic function filters can be described by (3.2) if we let K = N . In light
of this observation, we refer to all FIR or IIR graph filters as simply LSI-GF or convolutional graph
filters.
We remark that the application of a LSI-GF (3.2) is the proper generalization of the convolution
operation (2.10) (Sandryhaila and Moura, 2013). To see this, consider a graph signal defined over the
directed path graph, see Fig. 3.2a. This graph signal becomes a discrete-time signal where each entry
[x]n+1 = xn corresponds to the nth time instant. Choose the adjacency matrix as the support S so
that [S]i(i−1) = 1 for each i = 1, 2, . . . and 0 elsewhere. Then, applying the support S to the signal
x yields an actual time shift [Sx]n = xn−2 [cf. (2.10)]. Thus, under these conditions that describe
the discrete-time setting in a graph setting, the LSI-GF (3.2) becomes [y]n+1 = yn =
∑K−1
k=0 akxn−k
which is exactly the same as (2.10).
Note that the nodes do not need to know S at implementation time. They only need to have
communication capabilities so that they can receive the information from neighboring nodes, and
computational capabilities to compute a linear combination of the information received from these
6This application requires a little bit more work if it is a matrix that admits a Jordan decomposition instead of a
diagonalization, but still doable.
7The same happens when considering periodic discrete-time signals arising from the IDFT.
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neighbors. They do not require full knowledge of the graph, but only of their immediate neighbors.
The graph convolution (3.2) is fundamentally used as a mathematical framework that offers a con-
densed description of the communication exchanges that happen in a network, but is not necessarily
the appropriate way of carrying out a distributed implementation (Shuman et al., 2018; Ying et al.,
2018).
3.2.1 Non-convolutional graph filters
Graph convolutional filters (3.2) are characterized by the collection of filter taps a = [a0, . . . , aK−1] ∈
RK . The number of filter taps K can be set independently of the size of the graph N and thus this
type of filters avoid optimization issues arising from solving the ERM problem (2.2). However, we
can consider their descriptive power to be limited in terms of capturing node- or edge-level details of
the graph. As a matter of fact, note that graph convolutional filters force every node to weigh their
k-hop information by the same filter tap ak, preventing nodes from behaving differently depending
on, for example, other topological characteristics. Several other, more complex, linear graph filters
have been developed to address this (Segarra et al., 2017a; Liu et al., 2019; Coutino et al., 2019).
Node-varying graph filters (NV-GFs) (Segarra et al., 2017a; Gama et al., 2018a) assign a different
filter tap to each node so that each node is able to weigh the incoming summary differently. Let
ak = [a
1
k, . . . , a
N
k ] ∈ RN be the collection of filter taps to be used by each node for weighing the
information from the k-hop neighborhood, for k = 0, . . . ,K − 1. The output of a NV-GF ANV(S)
is then computed as





where we note that the multiplication by the diagonal matrix diag(ak) assigns a different tap a
i
k for
each node vi to weight the information summary from the k-hop neighborhood. This graph filter is
certainly linear in the input x, local in that it only requires information provided by the one-hop
neighborhood, and distributed in that every node can compute its output separately. The NV-GF
is characterized by the set of filter taps A = {ak ∈ RN , k = 0, . . . ,K − 1} which amounts to NK
parameters, depending on the size of the graph.
Edge-varying graph filters (EV-GFs) (Coutino et al., 2019; Isufi et al., 2019a) assign a different
filter tap to each edge so that the information being relied by each particular connection can be
weighed separately. Let Ak(S) ∈ RN×N be a N ×N matrix that respects the sparsity of the graph
dictated by S, for k = 1, . . . ,K − 1, and with A0(S) = diag(a0). The output of a EV-GF AEV(S)
29
is then computed as





where, in an abuse of notation and for the sake of analogy with (3.2) and (3.3), we denote the
identity I = S−1 (only as far as (3.4) is concerned). Note that the (j, i) entry of Ak(S) gives the
filter tap ajik with which node vi weighs the k-hop summary provided by node vj (only if vj ∈ Ni
is in the neighborhood of node vi, since otherwise, a
ji
k = 0). Also note that Ak(S) need not be
symmetric. This graph filter is also linear in the input x, local since the information is provided by
the one-hop neighbors only, and distributed since that every node can compute its output separately.
The EV-GF is characterized by the set of filter taps A = {Ak(S) ∈ RN×N , k = 0, . . . ,K − 1}. The
total number of parameters is N + (|E|+N)(K − 1) since we have N in A0(S) and |E|+N (one per
edge, and one per diagonal element) for the following K − 1 matrices Ak(S).
Graph filters (3.3) and (3.4) are non-convolutional and can thus be used to increase the rep-
resentation power, even though this comes at the expense of using a number of parameters that
depends on the size of the graph. These graph filters are still useful when regularizing neural net-
works (Chapter 6) and lead to good performance, but require using further heuristics to restrict the
number of parameters.
3.2.2 Multi-feature GSP
One way to increase the representation power of graph filters is to use non-convolutional filters (Sec-
tion 3.2.1), albeit this comes at the expense of increasing the number of parameters that characterize
the filter in a manner that is dependent on the size of the graph N . An alternative, is to extend the
definition of graph signals to include vector measurements instead of simple scalars.
Let x : V → RF be a function that assigns a F -dimensional vector to each node instead of a
scalar, x(vi) ∈ RF , see Figure 3.3. The collection of vector-valued measurements across all nodes in













x1 x2 · · · xF
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(3.5)















































(Figure 3.3) – Multi-feature graph signal. To increase the descriptive power we assign a vector to each node
instead of a scalar x : V → RF . We see in this figure that, on top of each node, we have an F -dimensional
vector (cf. Fig 3.1b). Each entry of this vector is called a feature. Now the graph signal is compactly
described as a N × F matrix.
becomes a graph signal xf ∈ RN collecting the fth measurement across all nodes. Each entry in the
measurement vector [x(vi)]f is called a feature and thus the graph signal x
f is called the fth feature
signal. The collection of features across the graph X ∈ RN×F is formally called a multi-feature graph
signal although, since it is an extension of the conventional notion of graph signal, we often refer to
it as simply a graph signal.
The graph convolution operation (3.2) can be readily extended to operate on multi-feature graph




SkXAk = Y (3.6)
where Ak ∈ RF×G is considered the multi-feature filter tap for the summary from the k-hop neigh-
borhood. The output Y is now a N × G matrix, so that the F input features have been mixed
into G output features. As a matter of fact, this is equivalent to the application of a bank of FG
graph filters (cf. Section 2.3.2). To see this, note that each entry of the multi-feature filter tap Ak
corresponds to the kth filter tap of the (f, g)th filter Afg(S) in the bank, [Ak]fg = a
fg
k , and thus









In analogy with the bank of filters for discrete-time signals (cf. Section 2.3.2), we can see in (3.7)
that the output of the (f, g) filter is further aggregated for all input signals f = 1, . . . , F , yielding
G output features while keeping the linear nature of the convolution operation.
Following (3.7), the graph convolution is now a map between multi-feature signals A : RN×F →
RN×G characterized by the set of filter taps A = {Ak ∈ RF×G, k = 0, . . . ,K − 1} totaling FGK
parameters. The use of multi-feature signals has successfully increased the descriptive power while
31
keeping a number of parameters independent of the size of the graph N . Furthermore, the filtering
operation (3.7) remains distributed and local, as it can be computed at each node with information
relied by neighboring nodes only. Note that the multiplication on the left by Sk computes a linear
combination of the entries in the columns of X, but since S respects the sparsity of the graph, only
the values from neighboring nodes are used. Multiplication on the right by Ak actually carries out
a linear combination of the entries in the row of X, but since these rows consider the signal values
separately at each node, then they do not involve any exchange of information with neighboring
nodes. Therefore, computing the output of the (multi-feature) graph convolution (3.7) is carried out
entirely in a distributed manner and involves only local information.
3.3 Graph Frequency Domain
The frequency domain of a graph is determined by the eigendecomposition of its support matrix S
(Cvetković et al., 1979; Chung, 1997). In what follows, we assume that S is a normal matrix (Horn
and Johnson, 1985, Section 2.5) so that it is guaranteed to have an eigendecomposition in terms of
an orthogonal basis of eigenvectors
S = VΛVH (3.8)
with V = [v1, . . . ,vN ] ∈ CN×N the matrix containing the eigenvectors vn ∈ CN in its columns
and Λ = diag([λ1, . . . , λN ]) containing the corresponding eigenvalues λn ∈ C in its diagonal, Svn =
λnvn. The eigenvectors represent the frequency components or frequency basis of the graph, while
the eigenvalues represent the frequency coefficients or simply frequencies of the graph (Shuman et al.,
2013; Sandyhaila and Moura, 2014; Gama et al., 2019c). We note that the adjacency and Laplacian
matrices of all undirected graphs, as well as the adjacency matrix of some directed graphs of interest
(such as the directed path, or the directed cycle), satisfy (3.8).
To analyze a graph signal x in terms of the frequency domain of the support S, we have the
graph Fourier transform (GFT) (Sandryhaila and Moura, 2013) which is defined as the projection
of the signal x onto the eigenbasis of S
x̃ = VHx. (3.9)
The vector x̃, often called the GFT of x, contains the frequency content of the signal. In particular,
the ith entry [x̃]i = x̃i gives the frequency content associated to the ith frequency λi, and is computed
as the projection of the signal x on the ith frequency component vi, x̃i = v
H
i x. Since the matrix V
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is unitary, the inverse graph Fourier transform (IGFT) can be written as




which is an expansion of x in the eigenbasis V of the graph. Note that each frequency content x̃i
indicates the contribution of the frequency component vi to the signal.
The frequency components vi ∈ CN can be interpreted as graph signals, allowing us to attach
a certain notion of variation to the frequencies λi. For example, one notion of total variation TV




j:vj∈Ni sij(xi − xj)
2, so that if we choose the
Laplacian matrix L as the representation S, then TV(vi) = λi and we can say that eigenvectors
associated to larger eigenvalues vary faster on the graph, and thus larger λi represent higher frequen-
cies (Shuman et al., 2013). Since L can only be defined for undirected graphs, an alternative notion




j:vj∈Ni sijxj/maxn{λn}|, in which
case the smallest TV of an eigenvector of the adjacency matrix is associated to the largest eigenvalue
(Sandyhaila and Moura, 2014; Chen et al., 2015a). Regardless of the notion of variation and the
matrix representation chosen, we will order the eigenvalues as 0 ≤ |λ1| ≤ |λ2| ≤ · · · ≤ |λN | and dis-
cuss the low-eigenvalue or high-eigenvalue frequency content, usually in analogy to low frequencies
or high frequencies of discrete-time signals, even though these might not necessarily represent lower
or higher total variation.
Given that the output of a graph convolution (3.2) is another graph signal y, we can compute
the GFT of the output as








kx̃ = a(Λ)x̃ (3.11)
where a : R → R is a polynomial a(λ) =
∑K−1
k=0 akλ
k with coefficients given by the filter taps
a = [a0, . . . , aK−1]. Since Λ is a diagonal matrix, each entry ỹi of the GFT ỹ is given by a simple
pointwise multiplication
ỹi = a(λi)x̃i. (3.12)
We note that (3.12) is the analogous of the convolution theorem (Oppenheim and Schafer, 2010,
Section 2.9.6; Shuman et al., 2013; Sandyhaila and Moura, 2014), since convolutions in the graph
domain result in multiplications in the frequency domain. Unlike discrete-time signals, however, we
note that the GFT of the signal depends on the eigenbasis of the support, while the GFT of the
33
filter a(Λ) depends on the eigenvalues8.






Note that the graph frequency response only depends on the specific filter taps chosen, and thus
is the same for every graph. In other words, given a specific graph, we just need to evaluate the
frequency response a(λ) on the corresponding eigenvalues λi to obtain the effect the filter has on the
input [cf. (3.12)]. But, by analyzing the frequency response a(λ) we know the possible effects of a
filter on every graph.
Graph filters can often be designed in the frequency domain by specifying the graph frequency
response a(λ). We know that, by leveraging the Cayley-Hamilton theorem and the finite nature
of the graphs, any analytic function can be readily written as a finite polynomial of order at most
K = N [cf. (3.13)]. It is interesting to note, however, that even if a(λ) is not conceived as a
polynomial, we can always fit a corresponding polynomial that would achieve the same output on a






where Ψ ∈ RN×K is a Vandermonde matrix such that [Ψ]nk = λk−1n . Therefore, if all eigenvalues λn
are distinct, then Ψ has rank K and we can write a = (ΨHΨ)−1ΨHdiag(a(Λ)) (Horn and Johnson,
1985, Section 0.9.11). This means that, for any desired frequency response a(λ1), . . . , a(λN ) at the
specific eigenvalues λ1, . . . , λN , we can always write it as a polynomial [cf. (3.13)].
8When considering the adjacency of a directed path, however, both the GFT of a signal and the GFT of the filter,





Data generated by networked systems can be conveniently described within the framework of graph
signal processing (GSP) (Ortega et al., 2018). Essentially, the network topology is described by a
graph, where each component is represented by a node, and each interconnection between compo-
nents is represented by an edge. The measurements taken by each component or the attributes that
describe each component of the network are modeled as a graph signal. The operating principle of
GSP establishes that, if there is an edge connecting two nodes, then we expect the signal values at
those nodes to be related (Sandryhaila and Moura, 2013; Shuman et al., 2013). Linear shift-invariant
graph filters (LSI-GF) are operations that take as input a graph signal, and then leverage the graph
structure to output another graph signal where the values at nodes that are connected by an edge
get related, satisfying the operating principle (Segarra et al., 2017a). The output of a LSI-GF is
computed by means of a graph convolution, and thus are often called graph convolutional filters as
well. These filters, not only leverage the graph structure, but are characterized by a number of filter
taps that is independent of the size of the graph. This makes them ideal choices for regularizing the
linear operation of neural networks (NNs) in such a way that the resulting model adequately handles
network data. We introduce graph convolutional neural networks (GCNNs) which follow the NN
model, but use graph convolutions with bank of graph filters as the linear operations (Section 4.1).
In irregular domains, the use of pointwise nonlinearities does not fully accounts for the structure, so
we develop local activation functions (Section 4.2). We also discuss a pooling method that respects
the original graph topology keeping GCNNs local and distributed (Section 4.3).
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4.1 Graph Convolutions and Neural Networks
Graph convolutions A(S)x (3.2) are linear maps between graph signals characterized by a set of K
filter taps a = [a0, . . . , aK−1] ∈ RK . The most straightforward way to make this map nonlinear is
to add a pointwise nonlinearity σ : R→ R at the output of the graph convolution. This defines the










where σ(A(S)x) denotes the nonlinearity σ begin applied to each entry of the output of the graph
convolution (Gama et al., 2020c). The graph perceptron (4.1) is characterized by the K filter taps
a ∈ RK of the graph convolution, and the best possible filter a? can be found by solving (2.7).
Certainly, the graph perceptron is a particular case of the perceptron (2.5), in which the linear
transform is regularized to be a convolutional graph filter.
To further increase the descriptive power of a graph perceptron, we can cascade them in layers
to create a multi-layer graph perceptron [cf. (2.6)]









for ` = 1, . . . , L. Certainly, the multi-layer graph perceptron (4.2) is a particular case of the MLP
(2.6).
We can leverage the multi-feature notion of graph signals (Section 3.2.2) to extend the multi-layer
graph perceptron. Let X` ∈ RN×F` be a graph signal with F` features, and let A` : RN×F`−1 →
RN×F` be the graph convolution mapping signals with F`−1 features into signals with F` ones [cf.
(3.6)]. Then, we define a graph convolutional neural network (GCNN) as [cf. (2.12)]








for ` = 1, . . . , L. The set of parameters A = {A` ∈ RF`−1×F` , ` = 1, . . . , L} contains the filter taps
of each layer, and characterizes the space of representations given by the GCNN model. The best
representation Φ(x;A?) using a multi-layer graph perceptron [cf. (4.2)], for a given loss function
J : RN → R, comes from solving the ERM problem (2.7). Note that if we set F` = 1 for all `, then






























(Figure 4.1) – Block diagram of a GCNN (4.3). We cascade L = 3 layers to build a GCNN, where each
linear operation is replaced by a graph convolution (3.6) (cf. Figure 2.2).
boils down to the graph perceptron (4.1).
The GCNN (4.3) is a particular case of the NN (2.6) where the linear transform has been regu-
larized to account for the underlying graph structure. Thus, the discussions on training a NN apply
to training a GCNN as well (Section 2.2.1), albeit the optimization, statistical and computational
issues have been addressed by exploiting the data structure (Bronstein et al., 2017). Also, since the
discrete-time convolution (2.10) is a particular case of the graph convolution (3.2), the CNN (2.12)
is a particular case of the GCNN, and can thus be recovered from (4.3) by considering graph signals
supported by a directed path graph (Gama et al., 2019b), see Fig. 3.2a for the equivalence between
graph convolutions (3.2) and time convolutions (2.10).
The GCNN model (4.3) inherits important properties from graph filters since the nonlinearity
σ` is pointwise. Namely, it is local and distributed, and thus it relies only on information provided
by neighboring nodes, and its output can be computed separately at each node. This makes GCNN
ideal for learning representations that can be computed in a decentralized manner (Chapter 9).
The design hyperparameters of the GCNN are the number of layers L, the number of features in
each layer F` and the number of filter taps for each filter K`. The total number of parameters to
learn from the dataset by solving (2.7) is
∑L
`=1 F`−1F`K`. Note that this is independent of the
size of the graph N and is set by design, thus allowing for GCNN to avoid optimization issues in
high-dimensional data (Gama et al., 2019b).
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4.1.1 Parametrizations and Implementations
The GCNN model (4.3) is a nonlinear representation suitable for extracting useful information from
graph data, while leveraging the underlying topology (Bronstein et al., 2017; Gama et al., 2019a). It
is characterized by the filter taps A that determine the graph filters, and consequently the space of
all possible representations Φ : RN → RN that can be obtained when using a GCNN. In other words,
each possible representation is given by a specific set of filter taps. There exist in the literature several
different implementations for the graph convolution operation, as well as other parametrizations that
further restrict the representation space of the GCNN model. In what follows, we overview these in
light of the description (4.3).
The spectral GCNN (Bruna et al., 2014) computes the graph convolution by means of the point-
wise multiplication in the graph frequency domain [cf. (3.12)]. It considers the Laplacian matrix (or
its normalized version) as the support S = L and proceeds to learn the frequency response afg` (λi)
on the corresponding eigenvalues λi. Learning in the graph frequency domain can be computation-
ally expensive since it requires an eigendecomposition of the shift operator S. In any case, note
that, if all eigenvalues are distinct, then there is a one to one mapping between the set of learned
coefficients {afg` (λ1), . . . , a
fg
` (λN )} and the set of filter taps a = [a
fg
`0 , . . . , a
fg
`(K−1)] [cf. (3.14)], and
thus the representation space of the spectral GCNN coincides with that of the GCNN model in (4.3)
for S = L.
ChebNets (Defferrard et al., 2016) compute the graph convolution by means of a Chebyshev
polynomial cK−1(x) instead of computing it by using a summation polynomial a(x), as in (3.2)
(Shuman et al., 2018). A Chebyshev polynomial ck : R → R of order k is defined recursively as
ck(x) = 2xck−1(x)−ck−2(x) with c0 = 1 and c1 = x, and is only defined for x ∈ [−1, 1] (Burden and
Faires, 2011, Section 8.3). ChebNets consider a normalized version of the Laplacian as the support
matrix S = 2L̄/λmax{L̄} − I where L̄ = D−1/2LD−1/2 is the symmetric normalized Laplacian and
λmax{L̄} denotes its largest eigenvalue. Such a support matrix is required to guarantee that the
eigenvalues fall in the range [−1, 1]. The recursive nature of Chebyshev polynomials can be numeri-
cally useful. Undoubtedly, there is a one to one mapping between a Chebyshev polynomial cK−1(x)
of order K − 1 and a summation polynomial a(x) of the same order. Therefore, the representation
space of ChebNets coincides with that of the GCNN model in (4.3) for S = 2L̄/λmax{L̄} − I.
Graph convolutional networks (GCNs) (Kipf and Welling, 2017) consider graph convolutions with
order one polynomials only, i.e. K` = 2 in (4.3). Furthermore, they allow only one filter tap per
layer A`1, so that A`0 = 0. This involves only one-hop information to be used by each node, and
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in order to reach information located farther away, the number of layers L needs to be increased.
GCNs use a support matrix given by S = (diag((W+I)1))−1/2(W+I)(diag((W+I)1))−1/2. Given
that GCNs force K` = 2 and A`0 = 0 for all ` in (4.3), it follows that its representation space is just
a subspace of the representation space of the GCNN model in (4.3).
Simple graph convolutional networks (SGCs) (Wu et al., 2019) compute the graph convolution
by means of an ordinary summation polynomial as in (4.3), but force the nonlinearities σ`(x) =
ReLU(x) = max{x, 0} for all `. It considers the same support matrix as GCNs, S = (diag((W +
I)1))−1/2(W + I)(diag((W + I)1))−1/2. Certainly, the representation space of SGCs coincides with
that of the GCNN model (4.3) for the specific S and for σ`(x) = ReLU(x) for all `.
Graph Isomorphism Networks (GINs) (Xu et al., 2019) consider graph convolutions with only
two filter taps K` = 2 given such that A`0 = (1 + ε`)A`1 for some scalar parameter ε` that can
be either learned or be fixed. It considers the binary adjacency matrix as its support [S]ij = 1 if
(vj , vi) ∈ E and 0 otherwise. It also recommends including several layers with K`′ = 1 after each
layer with K` = 2. GINs are proved to be statistics for the Weisfeller-Lehmann test of isometry
(Babai, 2016). Given that GINs force either K` = 2 and A`0 = (1 + ε`)A`1 in (4.3), it follows that
its representation space is just a subspace of the representation space of the GCNN model in (4.3).
Diffusion CNNs (Atwood and Towsley, 2016) consider a single-layer architecture with a given




k1, . . . , a
NF0
k 1] for each k and use
the adjacency matrix as the support S = W. Note that the number of parameters is K1NF0 which
depends on the size of the graph and thus is unlikely to generalize well on high-dimensional data.
The representation space of Diffusion CNNs is just a subspace of that of the GCNN model in (4.3).
MIMO GNNs (Gama et al., 2018b) propose forcing some of the filter taps within the bank of filters
to be the same in order to reduce the number of trainable parameters. It considers three models,
namely, aggregating the input where A`k = [a`, . . . ,a`] with the same vector of parameters a` ∈
RF`−1 repeated through the columns of A`k; consolidating the output where A`k = [a`11, . . . , a`F`1]
with the same row of parameters a`1, . . . , a`F` repeated through the rows; and convolution of features,
where A`k is forced to have a Toeplitz structure (Horn and Johnson, 1985, Section 0.9.7). The
support matrix S considered is any matrix that respects the sparsity of the graph. Since MIMO
GNNs force the filter taps to have specific structures, it follows that its representation space is just
a subspace of the representation space of the GCNN model in (4.3).
ARMANets (Isufi et al., 2020) propose to use ARMA graph filters Isufi et al. (2017a) in the graph
convolution operation (3.2). ARMA graph filters are of the form A(S) = P−1(S)Q(S) where both
P(S) and Q(S) are convolutional filters (3.2). Given the nature of the Cayley-Hamilton theorem
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and the practical difficulties of computing the inverse P−1(S) which typically gets approximated by
means of Jacobi iterations (Liu et al., 2019), ARMA graph filters become, in practice, convolutional
filters (3.2) themselves. CayleyNets (Levie et al., 2019a) consider a specific implementation of
ARMANets using Cayley polynomials (Yoshii, 2008), in a manner similar as how ChebNets consider
a specific implementation of the summation polynomial. Since there is a one-to-one mapping between
practical implementations of ARMA graph filters and convolutional filters of the form (3.2), the
representation space of ARMANets coincides with that of the GCNN model (4.3).
In summary, we find that Spectral GCNNs (Bruna et al., 2014), ChebNets (Defferrard et al.,
2016), SGCs (Wu et al., 2019), CayleyNets (Levie et al., 2019a) and ARMANets (Isufi et al., 2020)
exhibit a representation space that coincides with that of the GCNN model in (4.3). These im-
plementations differ on how the graph convolution is computed and this, in turn, impacts how the
optimization space is navigated during training9. Thus, while the actual parameters found by the
SGD algorithm might be different, their representation space is the same, and this implies that char-
acterizations, properties and insights of the GCNN model (4.3) apply to all of these. GCNs (Kipf
and Welling, 2017), GINs (Xu et al., 2019), Diffusion CNNs (Atwood and Towsley, 2016) and MIMO
GNNs (Gama et al., 2018b), on the other hand, further regularize the graph convolutional filter,
constraining the representation space to be a subspace of that in the GCNN model (4.3). These
implementations may be useful in problems with smaller datasets, or where further information on
the data structure is available.
4.2 Local Activation Functions
The topological structure of neighborhoods in regular graphs that are used to support discrete-time
signals is the same throughout the graph. Thus, it makes sense to consider pointwise activation func-
tions, and let the nonlinear modeling of the representation be achieved by the subsequent mixture
of signal values carried out by the linear filters. In other words, after applying the first pointwise
nonlinearity to each signal value, these (now, nonlinear functions of the signal values) get further
mixed due to the action of subsequent linear filters, capturing nonlinear relationships between nearby
values of the signal. However, in arbitrary graphs, the sturcture of the neighborhood may vary sig-
nificantly. This motivates the design of activation functions that are adapted to the graph structure.
This will increase the descriptive power of GCNNs to be able to capture more complex nonlinear
9While none of these implementations have consistently found better performance across a wide range of problems,
ARMANets seem to be the more promising, probably because of their (at least, theoretically) increased descriptive
power
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dependencies between nearby signal values (Ruiz et al., 2020a).






where Σ` : RN×F` → RN×F` computes a nonlinear function of the summaries located in the ξ-hop
neighborhood as indicated by Sξ, and where Θ`ξ ∈ RF`×F` is the weight given to each of the outputs
of these nonlinear functions. The local activation functions (4.4) are also known as nonlinear graph
filters [cf. (3.2)]. One of the most notable examples include the median graph filters (Segarra et al.,




[Y`]jf , j : |[Sξ]ij | ≥ 0
}
(4.5)
where the median of all of the signal values at nodes reachable in exactly ξ-hops from node vi is
kept at the ith entry. Another example of widespread use are max graph filters (Gama et al., 2019b;




[Y`]jf , j : |[Sξ]ij | ≥ 0
}
(4.6)
where now the ith entry is assigned to the maximum of all signal values reachable in exactly ξ-hops
from node vi.
Leveraging local activation functions σ`(·; S) (4.4) instead of pointwise ones, the GCNN model
becomes [cf. (4.3)]




with A`(X; S) =
K`−1∑
k=0






for ` = 1, . . . , L. The use of a local activation function (4.4) implies that the GCNN is now character-
ized by another parameter set Θ = {Θ`ξ , ` = 1, . . . , L , ξ = 1, . . . ,Ξ`}, on top of the previously used





new ones, but dons the GCNN with the capability of learning the activation functions, while keeping
the total number of parameters independent of the size of the graph N .
We note that (4.4) has striking formatting similarities with the graph convolution (3.2). As a
matter of fact, we can interpret the local activation function as a nonlinear convolution operation.
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Moreover, the local activation functions can be modeled as convolution operations in other algebras
beyond the traditional sum-product algebra.
4.3 Pooling
Considering multi-feature graph signals certainly increases the computational cost of the graph con-
volution. Thus, it maybe of interest to devise pooling strategies for graph signals [cf. Section 2.3.3].
One straightforward way of doing this, is to directly reduce the number of nodes by using multi-scale
hierarchical algorithms (Gama et al., 2018c) to create a family of nested graphs of decreasing size
(Bruna et al., 2014; Defferrard et al., 2016). The issue with this approach is that, in many appli-
cations of interest involving physical networks (Owerko et al., 2018, 2020; Tolstaya et al., 2019),
we cannot arbitrarily modify the graph. Thus, we need a pooling mechanism that reduces the
computational cost without altering the topological structure of the support (Gama et al., 2019b).
The pooling operator P` : R
N`−1×F` → RN`×F` can be thought of as the application of a local
summarizing function ρD`` : R
N`−1×F` → RN`−1×F` , followed by a downsampling operator C` ∈
{0, 1}N`×N`−1 [cf. (2.14)]. Both of these can be extended to graph signals as follows.
Let us first consider the downsampling operator C` (G. Marques et al., 2016; Chen et al., 2015b).
This operator selects a subset of N` signal values out of N`−1 ≥ N` available ones. These values
corresponds to nodes in the graph. Note that, by defining C`:1 = C`C`−1 · · ·C1 we can track those
N` signal values to the original nodes in the graph. In other words, C`:1 is a N`×N selection matrix
that extracts the corresponding N` signal values out of the N nodes present in the graph. So, given
a graph signal x ∈ RN , the vector C`:1x ∈ RN` keeps the values corresponding to the N` selected
nodes. The issue arises because this N`-dimensional vector has lost the structural information of
the graph, and thus cannot be filtered. To recover the positions in the graph, we can multiply by
CT`:1 which sets the N` selected values in their corresponding nodes and zero-pads the signal at the
rest of the nodes, [CT`:1x]n = [x]n if vn is one of the N` selected nodes, and 0 otherwise. Using this
zero-padding approach we can filter the downsampled vector by using the original graph
C`−1:1A(C
T









Note that the output of (4.8) is of size N`−1×F` and that the support matrix has had its rows and
columns sampling following the same patter, so that S
(k)
` = C`−1:1S
kCT`−1:1 ∈ RN`−1×N`−1 . We call
S
(k)
` the downsampled support matrix at layer `.
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The local summarizing function ρD`` is a, typically nonlinear, graph filter. Thus, we can leverage
the definition of Σ` used in (4.4), and define ρ
D`
` (X) = Σ`(X`; S
(D`)




is the downsampled support matrix. The most popular example for a local summarizing function is
the max filter (4.6).
The GCNN model with pooling (and pointwise activation functions) becomes [cf. (4.3)]













for ` = 1, . . . , L. This model is characterized by the set of filter taps A, the same as in (4.3).
However, we need to specify the hyperparameters corresponding to the pooling phase. This include
the size of the neighborhood to pool D`, the number of nodes to keep N`, and the specific nodes to
select through the matrix C`. The selection of the nodes is set by design, and several topological
criteria can be used, including centrality measures (degree, eigenvector, etc.), as well as leverage
scores, such as those used in experimentally designed sampling (Varma et al., 2015) or spectral
proxies (Anis et al., 2016). Note that all of these criteria depend exclusively on the topology of the
graph, and thus can be set in advance of processing any data (hence, design hyperparameters).
The graph convolution (4.8) remains a local operation with respect to the original input graph.
Since each convolutional feature is zero padded to fit the graph, the implementation of the graph
filter at each layer can be carried out by means of local exchanges in the original support. This
can be a good computational option if the original input graph is sparse, and therefore repeatedly
applying the graph shift operator exploits this sparsity. This turns out to be particularly useful
when such a support represents a physical network with physical connections, as the operations can
be carried out on such a medium.
When regarding the selection pooling architecture as a whole, being executed from a single
centralized unit (i.e. when local connectivity is not important for computation purposes, for example,
in the training phase), it is observed that the computational cost of carrying out convolutions
(4.8) is reduced to matrix multiplication in the smaller N`-dimensional space. It is noted that the
downsampled support matrices S
(k)
` can be obtained before the training phase, and also, that the
statistical properties of learning the filter taps are not affected by it. This observation, coupled with
the previous one, shows that the selection pooling architecture adequately addresses the global vs.
local duality by efficiently computing convolutions in both settings.
From an implementation perspective, it is observed that, while the local summarizing function
ρD`` involves the neighborhood of the N`−1 nodes (which are more than the N` nodes that are kept in
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layer `), this function only has to be computed for those N` nodes that are left after downsampling.
That is, it is not needed to compute ρD`` at each one of the N`−1 nodes, but only at the N` nodes
that are actually kept after downsampling. In this sense, this nonlinear operation can be subsumed
with the pointwise nonlinearity σ` that is applied to the N` nodes. To further illustrate this point,
suppose that max-pooling is used and that the corresponding pointwise nonlinearity is a ReLU,
σ`(x) = max{0, x}. Then, both operations can be performed simultaneously at node vi by doing
max{0, {xj , j : |S(D`)` |ij ≥ 0}}, and where this operation is computed only for nodes vi that are part
of the N` ≤ N`−1 selected nodes.
As the GCNN with pooling (4.9) grows in depth (more layers), the number of filter taps in the
convolution stage might increase, in order to access information located at farther away neighbors
(this happens if the few selected nodes at some deeper layer are far away from each other, as measured
by the number of neighborhood exchanges). It is a good idea, then, to structure the filter coefficients
A`k in these deeper layers. More specifically, filtering with N taps might be necessary, so it makes
sense to choose A`k = A`(k−1) constant for a range of k, since no new substantial information is
going to be included for a wide range of those k. This reduces the number of trainable parameters
and consequently overfitting.
One advantage of having graph signals X` that can be assigned to nodes on the same graph G at
every layer ` is that these can be easily analyzed from a frequency perspective (Section 3.3). Since
the graph Fourier transform of a signal depends on the eigenvectors V of the support matrix, and
since the same S = VΛVH is used to define all convolutional filters [cf. (4.9) with (4.8)], then they
all share the same frequency basis, allowing for a comprehensive frequency analysis at all layers.
In particular, the zero-padding aliasing effect is evidenced in the fact that VHCT`:1C`:1V need not
be the identity matrix for arbitrary eigenvectors V and downsampling matrices C`:1, altering the
frequency content of the input signal to a filter. However, the filter taps are learned from the training
set, taking into account this aliasing effect, and therefore are able to cope with it, extracting useful
features.
The number of computations at each layer is given by the cost of the convolution operation,
which is O(|E|K`F`F`−1) if the filter output is computed directly on the graph support S, or
O(N2`−1K`F`F`−1) if the downsampled support S
(k)
` is used, since pooling and downsampling in-
cur in negligible cost. We observe that in the latter case the cost tends to be dominated by N2`−1
making dimensionality reduction (i.e. pooling) a critical step for saving computational power.
In any case, we note that while it is possible to include pooling while respecting the graph
topology, this step satisfies a much less critical role in GCNNs than it does in CNNs. The main
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reason for this is that, in many networks of interest, the nodes have computational capabilities of
their own. Thus, the distributed nature of the GCNN implies that each node computes its output
separately, so that the overall cost is naturally spread in N different units. This makes pooling much
less needed, and we will not consider it in any of the applications (Chapters 8 and 9).
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Chapter 5
Fundamental Properties of Graph
Convolutional Neural Networks
Graph convolutional neural networks (GCNNs) are nonlinear representation maps that consist of a
cascade of layers, each of which computes a graph convolution with a bank of filters followed by a
pointwise nonlinearity. GCNNs are well-suited for processing graph data since they rely on local
information only, have a distributed implementation and exploit the underlying topology structure
(Gama et al., 2019b). As a matter of fact, the graph convolution is a permutation equivariant oper-
ation and this means that its output is independent of the ordering of the nodes. This property is
inherited by GCNNs, allowing them to exploit the topological symmetries of the graph (Section 5.1).
In other words, GCNNs are constructed on linear operations that have a built-in equivariance prop-
erty that models a structural aspect that is inherent to the data they are good at processing. The
same is true for regular convolutions, which are translation equivariant and thus successfully extract
the information in contiguous data entries regardless of the (time) origin (Mallat, 2012). Permuta-
tion equivariance means that a change in structure caused by a node reordering does not affect the
output of a GCNN. When the structure changes in a more general way, however, we want to know
how the output of the GCNN is going to be affected. We discuss the absolute perturbation model
used to measure changes in the underlying graph support and detail its shortcomings (Section 5.2).
We introduce the relative perturbation model and prove that GCNNs are stable to these type of
changes (Section 5.3). In a nutshell, we can postulate that NN models that successfully leverage
data structure to improve performance need to be built on linear operations that exhibit a relevant
equivariance property and that are shown to be stable to small changes of this data structure.
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5.1 Permutation Equivariance
When we choose to describe the graph signal x : V → RF as a matrix X ∈ RN×F we are fixing an
ordering of the nodes by assigning the ith row of the matrix to a specific node vi ∈ V. This ordering
is artificial, in the sense that the set of nodes V is unordered by definition. We need, however,
some ordering if we want to do mathematical operations on the graph signal x [cf. (3.2)]. And this
ordering needs to be replicated in the choice of support matrix S ∈ RN×N so that the ith row and
the ith column of S represent the incoming and outgoing connections to vi, and can be conveniently
used to relate the entries in X [cf. (3.1)]. Since this ordering is arbitrary, we would expect that any
graph operation that we choose will be unaffected by graph reorderings.
To change the order of the entries of a vector, we use a permutation matrix P ∈ P where
P =
{
P ∈ {0, 1}N×N : P1 = 1 , PT1 = 1
}
. (5.1)
The permutation matrix P is a binary matrix that has exactly one nonzero entry on each row and
each column, as indicated by P1 = 1 and PT1 = 1. Permutation matrices P ∈ P are orthogonal, in
the sense that the inverse permutation P−1 is PT, so that PPT = PTP = I. Applying a permutation
matrix to a graph signal matrix PTX alters the order of the rows. This changes the mapping between
nodes vi and their corresponding integer i, but does not alter the essence of the graph signal as a
mapping x : V → RF . To keep operations consistent, the support matrix S needs to be permuted as
well, PTSP.
Graph convolutions constitute the basic building block of GCNNs. We show next that they are
permutation equivariant operations (Gama et al., 2020a, Proposition 1).
Proposition 5.1 (Permutation equivariance of graph filters). Let S ∈ RN×N be the support matrix
of a graph G. Let P ∈ P be any permutation matrix [cf. (5.1)], and let Ŝ = PTSP be a permutation
of the support matrix. Consider a convolutional filter A (3.6) characterized by a set of filter taps
A = {Ak ∈ RF×G , k = 1, . . . ,K}. Then, for all graph signals X ∈ RN×F with corresponding
permutations X̂ = PTX it holds that
A(X̂; Ŝ,A) = PTA(X; S,A) (5.2)
where we have explicitly emphasized that the set of filter taps A is the same.
Proof. See appendix 5.4.1.
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Proposition 5.1 states the permutation equivariance property of graph filters. Namely, a permu-
tation of the input, from X to X̂ = PTX, along with a permutation of the support matrix, from S
to Ŝ = PTSP, results in the corresponding permutation of the output, from A(X̂; Ŝ) to PTA(X; S).
Note that if we are given graph signals X and X̂ = PTX, and we know the permutation matrix P,
it is elementary to design linear operators that are permutation equivariant by simply applying P
to the linear operator. The permutation equivariance property (Proposition 5.1), however, is more
subtle in that it holds without having access to the permutation P.
Permutation equivariance is a property that graph convolutional filters have and is inherited by
GCNNs due to the pointwise nature of the nonlinearity σ`, as stated next (Gama et al., 2020a,
Proposition 2).
Proposition 5.2 (Permutation equivariance of GCNNs). Let S ∈ RN×N be the support matrix of
a graph G. Let P ∈ P be any permutation matrix [cf. (5.1)], and let Ŝ = PTSP be a permutation
of the support matrix. Consider a GCNN Φ (4.3) with pointwise nonlinearities σ` and characterized
by a set of filter taps A = {A`k ∈ RF`−1×F` , k = 1, . . . ,K`, ` = 1, . . . , L}. Then, for all input graph
signals X ∈ RN×F with corresponding permutations X̂ = PTX it holds that
Φ(X̂; Ŝ,A) = PTΦ(X; S,A) (5.3)
where we have explicitly emphasized that the set of filter taps A is the same.
Proof. See appendix 5.4.2.
The equivariance property of graph filters (Proposition 5.1) transfers to GCNNs (Proposition 5.2)
because the added nonlinearity σ` at each layer is pointwise, independent of the support matrix
S, and thus not affected by any change in ordering. In short, σ` is always the same for every
node. Interestingly enough, GCNNs built with median and max filters as local activation functions
(Section 4.2) preserve the permutation equivariance property as well (Ruiz et al., 2020a, Propositions
2 and 3).
Proposition 5.3 (Permutation equivariance of GCNNs with local activation functions). Let S ∈
RN×N be the support matrix of a graph G. Let P ∈ P be any permutation matrix [cf. (5.1)], and let
Ŝ = PTSP be a permutation of the support matrix. Consider a GCNN Φ (4.7) with local activation
functions σ` [cf. (4.4)] characterized by the set of weights Θ = {Θ`ξ , ξ = 1, . . . ,Ξ`, ` = 1, . . . , L
and with a bank of graph filters characterized by a set of filter taps A = {A`k ∈ RF`−1×F` , k =
























(c) Permuted support Ŝ and
permuted signal X̂
(Figure 5.1) – Permutation equivariance of GCNNs. The output of a GCNN is equivariant to graph permu-
tations (Proposition 5.2). This not only means independence from labeling but it also shows that GCNNs
exploit internal signal symmetries. The signals on (a) and (b) are different signals on the same graph but
they are permutations of each other – interchange inner and outer hexagons and rotate 180◦ [c.f. (c)].
A GNN would learn how to classify the signal in (b) from seeing examples of the signal in (a). Integers
represent the labeling, while colors represent graph signal values.
(4.5) or a max graph filter (4.6) then, for all input graph signals X ∈ RN×F with corresponding
permutations X̂ = PTX, it holds that
Φ(X̂; Ŝ,A,Θ) = PTΦ(X; S,A,Θ) (5.4)
where we have explicitly emphasized that the set of weights Θ and the set of filter taps A are the
same.
Proof. See appendix 5.4.3.
The permutation equivariance stated in Proposition 5.2 shows that the features that are learned
by a GCNN are independent of the labeling of the graph. But permutation equivariance is also im-
portant because it means that GCNNs exploit internal signal symmetries of the underlying topology.
We illustrate this in Figure 5.1. The graphs in Figs. 5.1a and 5.1b are the same, as indicated by
the integer labels. The signals in Figs. 5.1a and 5.1b are different, as indicated by different colors.
However, it is possible to change the graph ordering to make the signals match. To do this, rotate
the graph 180◦ degrees and pull it inside out (Fig. 5.1c), obtaining a signal and a graph that look
exactly like the original signal (Fig. 5.1a). It then follows from Proposition 5.2 that the output of a
GCNN applied to the signal on the left (Fig. 5.1a) is a corresponding permutation of the output of
the signal on the right (Fig. 5.1c), and consequently, the same of the signal on the middle (Fig. 5.1b).
This is beneficial because we can learn to process the signal on Fig. 5.1b from seeing examples of the
signal on Fig. 5.1a. We note that, while most graphs do not exhibit perfect symmetries, they might
have (sub)structures that are close to permutations. Therefore, permutation equivariance shows the
ability of GCNNs to exploit these similarities as they arise in the underlying data structure.
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Node reorderings are a very specific change of the support matrix, and in particular, one that,
in light of Proposition 5.2, is inconsequential to the application of a GCNN. In general, we are
interested in how the GCNN is affected when the support matrix changes in a more general way.
Taking into account that permutations do not affect the output of a GCNN, we measure the effect of
changing the support matrix from S to Ŝ based on the following operator norm modulo permutations
∥∥Φ(X; S,A)− Φ(X; Ŝ,A)∥∥P = minP∈P maxX:‖X‖=1∥∥Φ(PTX; PTSP,A)− Φ(X; Ŝ,A)∥∥ (5.5)
for two arbitrary support matrices S, Ŝ ∈ RN×N . Note that if Ŝ = PTSP for some permutation
matrix P ∈ P, then Proposition 5.2 implies that ‖Φ(X; S,A)− Φ(X; Ŝ,A)‖P = 0.
In what follows, the interest is set on bounding the operator norm modulo permutations (5.5)
by some perturbation measure d : RN×N × RN×N → R, d(S, Ŝ), that determines how different the
support matrix S is from its perturbation Ŝ
∥∥Φ(X; S,A)− Φ(X; Ŝ,A)∥∥P . α d(S, Ŝ). (5.6)
with α ∈ R denoted the stability constant. In other words, we are interested in knowing how much
the output of a GCNN changes if the underlying support matrix is perturbed. If the stability
constant is finite α < ∞, then we claim that the representation Φ is stable to perturbations in the
support matrix. Characterizing the value of α provides insight in the design of the GCNN and helps
understand how to improve its stability properties (Gama et al., 2020a). In Section 5.2 we discuss
measuring perturbations d(S, Ŝ) in absolute terms and illustrate the shortcomings of this approach,
and in Section 5.3 we introduce the concept of a relative perturbation measure d(S, Ŝ) and prove
that GCNNs are stable under this measure.
5.2 Absolute Perturbation Model
We are set on characterizing the stability constant α in (5.6) and determining whether GCNNs
are stable (α < ∞). To do this, we need to define some perturbation measure d. In this section,
we discuss the absolute perturbation model, which is a popular choice in the literature (Zou and
Lerman, 2019; Gama et al., 2019d; Levie et al., 2019b; Kenlay et al., 2020).
Define the absolute error set as the set of matrices E ∈ RN×N such that
RABS(S, Ŝ) =
{




This set contains all the symmetric matrices E such that, when added to the original matrix support
S, yield a permutation of the perturbed matrix Ŝ. The absolute perturbation measure is then obtained
as
dABS(S, Ŝ) = min
E∈RABS(S,Ŝ)
‖E‖. (5.8)
The matrix E that achieves the minimum in (5.8) is called the absolute error matrix 10.
Graph convolutional filters are the basic building block of GCNNs. Thus, the first step is to
study the stability of graph filters. As it happens, not every possible filter can be stable and thus
we need to restrict the class of filters we consider. To do this, define Lipschitz filters A ∈ L as those
whose frequency response is Lipschitz continuous
L =
{
A : RN×F → RN×G : A(X; S) =
∞∑
k=0





k for f = 1, . . . , F, g = 1, . . . , G ,
|afg(λ2)− afg(λ1)| ≤ C|λ2 − λ1| ∀ f, g
}
(5.9)
The set L contains all graph convolutional filters (3.6) mapping from F input features into G output
features, i.e. a bank of FG filters Afg(S) of the form (3.2), such that the corresponding frequency
responses afg(λ) (3.13) are all Lipschitz continuous in the variable λ with a Lipschitz constant that
does not exceed C > 0. Note that we have set K →∞ as a way to consider the space of all analytic
functions to be used as frequency responses. Recall that these filters can still be implemented with
at most N filter taps. Also, if polynomials of order K`  N are of interest, we can just set Ak = 0
for k ≥ K`.
The next theorem states that Lipschitz filters A ∈ L are stable representations (Gama et al.,
2020a, Theorem 2).
Theorem 5.4 (Stability of graph filters to absolute perturbations). Let S = VΛVH be a support
matrix with the corresponding eigendecomposition. Let Ŝ be the support matrix of another graph such
that dABS(S, Ŝ) = ‖E‖ ≤ ε [cf. (5.8)]. Let E = UMUH be the eigendecomposition of the absolute
error matrix. If a filter A ∈ L with Lipschitz constant C, then
∥∥A(X; S)− A(X; Ŝ)∥∥P ≤ C(1 + δ√N)ε+ O(ε2) (5.10)
with δ := (‖U−V‖+1)2−1 standing for the eigenvector misalignment constant between the support
10If more than one matrix achieves the minimum, we can consider any of them as the absolute error matrix.
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matrix S and the absolute error matrix E.
Proof. See appendix 5.4.4.
Note that the bound in (5.10) holds uniformly for all graphs with N nodes. The stability constant
α = C(1+δ
√
N) is affected by the Lipschitz constant C that is controllable through filter design (or
through appropriate penalties during training), but also by the eigenvector misalignment constant
δ that depends on the structure of the perturbations E that are expected in a particular problem
and cannot be controlled by judicious filter choice. In any case, due to the fact that ‖U‖ ≤ 1 and
‖V‖ ≤ 1 because they are unitary matrices, it always holds that δ ≤ 8, so that graph filters are
stable to absolute perturbations as long as they are Lipschitz.
Theorem 5.4 proves the stability of graph filters to absolute perturbations. To extend this result
to GCNNs, we need to study how the pointwise nonlinearities as well as the cascade of operations
affect the stability of the filters. But before doing so, it is worth analyzing whether the absolute
perturbation model is a sensible choice of model.
The absolute perturbation measure dABS [cf. (5.8)] has the important flaw that it disregards
the topology of the graph it perturbs, and thus it does not reflect the actual impact a change
in the support has. To see this, consider a stochastic block model with two communities with





with J the N/2×N/2 matrix of all ones. This corresponds to a graph with two separate communities,
and where the nodes with each community are all connected to each other. We can perturb this





so that it results in a new graph




The cost of this perturbation is ‖E1‖ = 0.5N/2 and the resulting graph essentially respects the same
two-community structure, just the edge weights became larger (which we could interpret as each
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which, since it is a permutation of E1, has the same norm (permutations are isometric), ‖E2‖ =
‖E1‖ = 0.5N/2. But when we perturb the graph with E2 we obtain




which is a complete graph where every node is now connected to every other node. In this example,
we have changed a perfect two-community structure into a complete graph with the same cost ‖E1‖ =
‖E2‖. In other words, the size of the perturbations is the same, but the effect of the perturbation
on the graph is radically different. This is a clear example on how absolute perturbations S + E are
not a sensible model and how, therefore, ‖E‖ fails to reflect the impact of the perturbation.
5.3 Stability to Relative Perturbations
The problem with the absolute perturbation measure (5.8) is that it does not take into account the
topology of the graphs that are being perturbed. As discussed in the end of the last section, it allows
for arbitrary edge perturbations that can completely alter the structure without this being reflected
in the cost. To overcome this, we need to define a perturbation measure that leverages the graph
topology.




E ∈ RN×N : PTŜP = S + (ES + SE) , E = ET , P ∈ P
}
(5.16)
This is the set of all symmetric matrices E such that, when multiplied with the support matrix S
and added back, they yield a permutation of the perturbed support Ŝ. The relative perturbation
measure is defined as
d(S, Ŝ) = min
E∈R(S,Ŝ)
‖E‖. (5.17)
The relative perturbation measure d(S, Ŝ) (5.17) computes how different is the perturbation Ŝ in
terms of the original support S, and it is computed as the smallest norm of all matrices E ∈ R
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[cf. (5.16)]. Note that in the relative perturbation model, the size of the perturbation is tied
to the topology of the graph through the multiplication of E with S. To see this, note that the
difference between the edge weight sij of the original graph S and the corresponding edge [P
TŜP]ij
of the perturbed graph Ŝ is given by the corresponding entry [ES + SE]ij of the perturbation factor
ES + SE. It is ready to see that this quantity is proportional to the sum of the degrees of nodes i
and j scaled by the entries of E. As the norm ‖E‖ grows, the entries fo the graphs S and PTŜP
become more dissimilar. But parts of the graph that are characterized by weaker connectivity change
by amounts that are proportionally smaller to the changes that are observed in parts of the graph
characterized by stronger links. This is in contrast to absolute perturbations where edge weights
change by the same amount irrespective of the local topology of the graph. The matrix E that
achieves the minimum in (5.17) is called the relative error matrix 11.
When considering a relative perturbation model, the filters need to be integral Lipschitz to be




A : RN×F → RN×G : A(X; S) =
∞∑
k=0





k for f = 1, . . . , F, g = 1, . . . , G ,






We have set K → ∞ so that IL covers the space of all analytic functions. Recall that these filters
can still be implemented with at most N filter taps. The integral Lipschitz condition can be read as
requiring the frequency response of the filters to be Lipschitz in any interval (λ1, λ2) with a Lipschitz
constant that is inversely proportional to the midpoint of the interval |λ1 +λ2|/2. To see this better,
observe that the integral Lipschitz condition restricts the frequency response to satisfy
∣∣∣λ (afg(λ))′∣∣∣ ≤ C (5.19)
for all f = 1, . . . , F and g = 1, . . . , G, and with (afg(λ))′ = dafg/dλ the derivative of the frequency
response. Note that filters that are integral Lipschitz must have frequency responses that have to
be flat for large λ, since as λ → ∞ then (afg)′ → 0, but can vary very rapidly around λ = 0
since (afg)′ → ∞, see Figure 5.2. Interestingly enough, the integral Lipschitz condition (5.19) is a
11If more than one matrix achieves the minimum, we can consider any of them as the relative error matrix.
54
λ
(Figure 5.2) – Bank of integral Lipschitz filters. We see that, for smaller λ, the filters can be narrower since
a′(λ) can be larger |λa′(λ)| ≤ C. On the contrary, for large λ, the filers have to be flat, since a′(λ) has to be
small to satisfy the condition |λa′(λ)| ≤ C.
condition reminiscent of the scale invariance of wavelet transforms (Daubechies, 1992; Vetterli and
Kovačević, 1995; Hammond et al., 2011; Shuman et al., 2015). We denote the scalar 0 ≤ C <∞ in
(5.18) and (5.19) as the integral Lipschitz constant.
Integral Lipschitz filters A ∈ IL are stable under relative perturbations (5.16).
Theorem 5.5 (Stability of graph filters to relative perturbations). Let S = VΛVH be a support
matrix with the corresponding eigendecomposition. Let Ŝ be the support matrix of another graph
such that its relative perturbation measure satisfies d(S, Ŝ) = ‖E‖ ≤ ε [cf. (5.17)]. Let E = UMUH
be the eigendecomposition of the relative error matrix. If a filter A ∈ IL with integral Lipschitz
constant C, then ∥∥A(X; S)− A(X; Ŝ)∥∥P ≤ 2C(1 + δ√N)ε+ O(ε2) (5.20)
with δ := (‖U−V‖+1)2−1 standing for the eigenvector misalignment constant between the support
matrix S and the relative error matrix E.
Proof. See appendix 5.4.5.
Theorem 5.5 establishes the stability with respect to relative perturbations (5.17). If a matrix E
exists that makes S and Ŝ close to permutations of each other in terms of this relative perturbations,
the filters are stable with respect to the norm of the perturbation, and the stability constant is
α = 2C(1 + δ
√
N). This constant has the same shape as the one in Theorem 5.4, but this is a
coincidence. In any event, similar comments hold: (i) the bound is uniform for all graphs, (ii)
stability is affected by the integral Lipschitz constant C which depends on the filter, and (iii) the
eigenvector misalignment constant (1 + δ
√
N) depends on the structure of the perturbation.
Now that we have a sensible perturbation model, we can proceed and extend Theorem 5.5 to
prove the stability of GCNNs to relative perturbations (Gama et al., 2020a, Theorem 5).
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Theorem 5.6 (Stability of GCNNs to relative perturbations). Let S = VΛVH be a support matrix
with the corresponding eigendecomposition. Let Ŝ be the support matrix of another graph such that
its relative perturbation measure satisfies d(S, Ŝ) = ‖E‖ ≤ ε [cf. (5.17)]. Let E = UMUH be the
eigendecomposition of the relative error matrix. Let Φ be a GCNN [cf. (4.3)] with L layers and
pointwise nonlinearities that are Lipschitz continuous, |σ`(x) − σ`(y)| ≤ κ|x − y| for κ < ∞ for all
`. If the filters A` : RN×F`−1 → RN×F` have frequency responses that are bounded by B < ∞ and
are integral Lipschitz A` ∈ IL [cf. (5.18)] with constant C for all `, then
∥∥Φ(X; S,A)− Φ(X; Ŝ,A)∥∥P ≤ 2C(1 + δ√N) D ε+ O(ε2) (5.21)
with δ := (‖U−V‖+ 1)2 − 1 standing for the eigenvector misalignment constant between S and E,









that depends on the design of
Φ. We have explicitly included A = {A`k, k = 0, . . . ,K` − 1, ` = 1, . . . , L} in the notation of the
GCNN to emphasize that the set of filter taps is the same, and only the support matrix changes.
Proof. See appendix 5.4.612.
Theorem 5.6 establishes how the stability of the filters 2C(1 + δ
√
N) is affected by the hyper-
parameters of the GNN architecture condensed in D. More specifically, we see that the stability
gets degraded with the number of layers L (in a linear manner if κ = 1), and with the number of
features F` (in an exponential manner if F` = F for all `). In essence, the deeper a GCNN is, the
more the stability constant degrades. However, we see that the result is still linear in the size of the
perturbation ε and in the stability constant of the filters [cf. (5.20)].
For the sake of completeness, we show an example of a specific perturbation model that further
bounds the eigenvector misalignment constant. Let us consider the set of relative perturbations RSC
that satisfy the structural constraint
RSC(S, Ŝ) =
{
E ∈ R(S, Ŝ) : min
{∥∥∥∥ E‖E‖ − I




The structural constraint in (5.22) requires the error matrix E to be a scaled identity to within a
first order approximation. These are perturbations that are either dilations or contractions of the
edge weights of S. Dilations and contractions can be different for different nodes, but cannot be
a mix of dilation and contraction in different parts of the graph. Restricting the set of admissible
12We note that this proof can be readily adapted to prove stability of GCNNs to absolute perturbations as well;
but since the absolute perturbation model is not an appropriate choice, we omit such proof.
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perturbations to RSC allows us to further bound the eigenvector misalignment constant between S
and E, and thus remove the dependency that the bound in Theorem 5.2 has on the number of nodes
in the graph, as is shown in the next theorem.
Proposition 5.7 (Stability of GCNNs to relative perturbations with structural constraints). Let
S = VΛVH be a support matrix with the corresponding eigendecomposition. Let Ŝ be the support
matrix of another graph such that its relative perturbation measure satisfies d(S, Ŝ) = ‖E‖ ≤ ε [cf.
(5.17)]. Let E ∈ RSC [cf. (5.22)] be the relative error matrix. Let Φ be a GCNN [cf. (4.3)] with
L layers and pointwise nonlinearities that are Lipschitz continuous, |σ`(x) − σ`(y)| ≤ κ|x − y| for
κ <∞ for all `. If the filters A` : RN×F`−1 → RN×F` have frequency responses that are bounded by
B <∞ and are integral Lipschitz A` ∈ IL [cf. (5.18)] with constant C for all `, then
∥∥Φ(X; S,A)− Φ(X; Ŝ,A)∥∥P ≤ 2C D ε+ O(ε2) (5.23)









that depends on the design of Φ. We have
explicitly included A = {A`k, k = 0, . . . ,K` − 1, ` = 1, . . . , L} in the notation of the GCNN to
emphasize that the set of filter taps is the same, and only the support matrix changes.
Proof. See appendix 5.4.7.
The use of the structural constraint has further bounded the eigenvector misalignment constant
δ so that the stability constant α = 2CDε in (5.23) holds uniformly for all graphs, independently of
their number of nodes.
5.3.1 Insights
Permutation equivariance is a property of graph filters (Proposition 5.1) that is inherited by GCNNs
(Proposition 5.2). Graph filters are stable with respect to relative perturbations (Theorem 5.5) as
long as they are integral Lipschitz [cf. (5.18)], and so are GCNNs (Theorem 5.6) as long as the
filters on every layer are integral Lipschitz. Thus, to shed some light on how to leverage stability
to explain why (and when) to choose GCNNs over graph filters, we need to consider the problem of
filter discriminability.
The information of a graph signal X can be equivalently described in terms of its frequency




f we can collect the relevant information of the signal. If two signals are different13 and we
13Recall that the structural invariances are already capture by the choice of operation.
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want to assign different representations to them, then we need to able to discriminate their frequency




f and is given by how narrow the frequency responses can be, coupled with how close the
eigenvalues are for the graph of interest. Given that we are considering changes in the support
matrix and thus changes in the eigenvalues, we focus on the frequency response of the filters.
The integral Lipschitz constant C controls the stability of the graph filters and, consequently,
of GCNNs. A smaller value of C leads to more stable filters. This value of C also controls how
narrow the frequency response of the filters can be. If C is big then, for large λ, the derivative (afg)′
can be large, and the filters can be made narrow at large λ. If C is small, then the filters become
wider, even for smaller values of λ. Irrespective of the value of C, however, filters around λ ≈ 0 can
be made arbitrarily narrow, and thus, arbitrarily discriminative. There is a clear tradeoff between
stability and discriminability. But this tradeoff only shows for large values of λ, where a large C is
required for narrow filters, but at the expense of degraded stability. Therefore, graph filters cannot
be made simultaneously stable and discriminative of high-eigenvalue frequency content.
If the information of interest is located in low-eigenvalue frequency content, and we are thus
interested in discriminating features associated with λ ≈ 0, linear graph filters are sufficient. How-
ever, if we are interested in discriminating features associated with large λ, linear graph filters will
fail because of their sensitivity to graph perturbations. To overcome this, GCNNs employ pointwise
nonlinearities. These nonlinearities act as frequency mixers, creating content throughout the spec-
trum. This allows subsequent filters to be able to stable discriminate the new information that has
appeared in low-eigenvalue frequencies. Since we cannot always know beforehand where the relevant
information is located, we can use GCNNs since they are simultaneously stable and discriminative
representation maps, whereas graph filters are not.
To give further insight into how the GCNNs leverage nonlinearities to achieve discriminability
without sacrificing stability, let us consider the particular case of a graph dilation Ŝ = (1 + ε)S for
ε > 0 but close to zero ε ≈ 0. As indicated, this is a particular case14 of the relative perturbation
model with E = (ε/2)I. Note that for this specific perturbation, the eigenvector misalignment
constant is δ = 0, and that the E ∈ RSC as well [cf. (5.22)].
For simplicity, consider a graph filter with a single input feature and a single output feature,
so that A(X; S) = A(S)x =
∑∞
k=0 akS
kx and a(λ) =
∑∞
k=0 akλ
k characterized by the filer taps
A = {a0, a1, . . .} [cf. (3.2)]. Given that ε ≈ 0 and thus d(S, Ŝ) ≈ 0, we would expect the differences
14We remark that the result of Theorem 5.6 holds for arbitrary relative perturbations, and here we take a particular





(b) Integral Lipschitz filter
(Figure 5.3) – Stability of graph filters. We observe that, for small values of λ, the difference between λi (in
blue) and λ̂i (in red) is small, whereas for large λ this becomes much larger. (a) When using a Lipschitz filter
[cf. (5.9)], we observe that for low frequencies, the response of the filter is very similar when instantiated on
either λi or λ̂i; however, for large frequencies, the difference becomes much larger, and thus a small change
in the eigenvalues, leads to a big change of the filter response. (b) In the case of integral Lipschitz filters
[cf. (5.18)], the effect on high frequencies is mitigated, by forcing the filter to be nearly constant at these
frequencies, so that, when evaluated at eigenvalues that are far away, the filter response is still almost the
same, guaranteeing stability.
in the outputs A(S) and A(Ŝ) of the filters to be inconsequential. Theorem (5.20) states that, for
this to be true, the filters have to be integral Lipschitz [cf. (5.18)], but if they are, for instance, just
Lipschitz [cf. (5.9)], then the output differences can be large. To understand this, we look at the
differences between the spectra of S and Ŝ.
Given that S and Ŝ are related by a scaling, they share the same eigenvectors V and the scaling
is translated to the eigenvalues. Thus, if S = VΛVH is the eigenvector decomposition of S, the






As per (5.24), the eigenvalues of S are the eigenvalues of S scaled by a factor (1+ε). Thus, the effect
of the dilation Ŝ = (1 + ε)S on a filter with frequency response a(λ) is that instead of instantiating
the response at eigenvalues λi we instantiate it at eigenvalues (1 + ε)λi. Consequently the response
values that we expect to be a(λi) if the filter is run on S actually turn out to be a((1 + ε)λi) if the
filter is run on Ŝ. This observation is the core argument in the proof of Theorem 5.5 and motivates
the important observations that we discuss next.
Figure 5.3 illustrates the effect of the dilation Ŝ = (1 + ε)S on a Lipschitz (Fig. 5.3a) and
integral Lipschitz filter (Fig. 5.3b). The difference in the positions between eigenvalues is given by
λ̂i − λ̂i = ελi, and as such, depends on the value of the specific eigenvalue λi. For low-eigenvalue
frequencies λi the dilation results in a small perturbation of the eigenvalues. If the change in
eigenvalues is small the change in the filter’s response from h(λi) to a(λ̂i) is small for both filters.
For large eigenvalues the difference λ̂i−λi = ελi grows large. For Lipschitz filters a large difference in
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λ̂N−1λN−1 λ̂NλN
(Figure 5.4) – High frequency feature extraction. We illustrate two sharp filters designed to successfully
extract high frequency features located at λN−1 and λN . However, when the graph is slightly perturbed,
which results in large changes in high frequency eigenvalues, the designed filters are no longer able to extract
these features, now located at λ̂N−1 and λ̂N , since they have moved out of the narrow pass band of the filter.
the arguments may translate into a large difference in the instantiated values of frequency responses
a(λ̂i) and a(λi),
|a(λ̂i)− a(λi)| ≈ |λ̂i − λi| = ελi. (5.25)
This explains the filter’s instability. A small graph perturbation may result in a large filter pertur-
bation at high-eigenvalue frequencies. For integral Lipschitz filters, on the other hand, changes in
the frequency response must taper off as λ grows. Thus, even though there may be a large variation








This explains the filter’s stability. No matter how large the eigenvalues are, a small perturbation of
the graph results in a small perturbation of the graph filter. Theorem 5.5 shows that this is true for
arbitrary relative perturbations.
There is an obvious cost we pay for the stability of integral Lipschitz filters. And this is that
they are unable to discriminate high-eigenvalue frequencies. The graph dilation example shows that
this is not a limitation of the analysis. It is impossible to have a filter that is both stable and able
to isolate high-eigenvalue features because small graph perturbations can result in large eigenvalue
perturbations. This is a major drawback of linear graph filters in the extraction of features from
graph signals. To illustrate this drawback suppose we have graph signals x1 = vN and x2 = vN−1
and we want to design graph filters to discriminate between the two. The graph frequency domain
representation of these two signals on the graph S are shown in Fig. 5.4. For us to discriminate
between x1 = vN and x2 = vN−1 we need filters centered at frequencies λN and λN−1. These filters





(b) Integral Lipschitz filter
(Figure 5.5) – Effect of a pointwise nonlinearity. (a) Let x = vN be the graph signal with a frequency
response x̃ given by x̃N = 1 and x̃i = 0 for all i = 1, . . . , N − 1. Signal x has a single nonzero value located
at the highest frequency, making it impossible to be extracted with a stable linear filter. When applying a
nonlinearity to this signal, we observe that nonzero frequency components arise throughout the spectrum,
spilling the information contained in the highest frequency into lower frequencies. This facilitates the use of
a bank of stable linear filters to successfully collect this information at lower frequencies. (b) A similar effect
occurs to the signal x = vN−1. We note that, although similar, the energy spilled onto lower frequencies by
each signal is different.
pass and, conversely, the filter isolating x2 = vN−1 does not let the signal x1 = vN . Yet, if these
filters are sharp on large eigenvalues, they will be unstable. More specifically, let λ̂N = (1 + ε)λN be
the eigenvalue associated to x1 = vN in the perturbed graph, and λ̂N−1 = (1 + ε)λN−1 be the one
associated to x2 = vN−1. Now, since the filters were designed to be sharp around λN and λN−1,
but the perturbed eigenvalues λ̂N and λ̂N−1 are far from these (at points where the filter response
is virtually zero) the filter fails to adequately recover x1 and x2 in the perturbed graph. See Fig. 5.4
for an illustration of the instability effect at large eigenvalues.
So far, we have observed that stable filters require a flat response on high-eigenvalue frequen-
cies, but that this inevitably prevents them from discriminating between features located at these
frequencies. This illustrates an inherent, insurmountable limitation of linear information processing
schemes. Neural networks introduce pointwise nonlinearities to the processing pipeline, as a com-
putationally straightforward means of discriminating information located at large eigenvalues. The
basic effect of these nonlinearities is to cause a spillage of information throughout the frequency
band, see Figure 5.5. This spillage of information into smaller eigenvalues allows for a stable filter to
accurately discriminate between them, since information at these frequencies does not get severely
affected by perturbations. However, since the energy in smaller eigenvalues is usually less than the
energy still found at larger ones, and since it is also spread through a wide band of frequencies, the
use of a bank of linear filters becomes a sensitive idea to better capture this spillage. Therefore,
the use of banks of linear filters in combination with pointwise nonlinearities allows for informa-




5.4.1 Proof of Permutation Equivariance of Graph Filters
Proof of Proposition 5.1. A permutation matrix P ∈ P is an orthogonal matrix, PTP = PPT = I,
from where it follows that powers Ŝk of a permuted support matrix are permutations of the respective
support matrix powers Sk
Ŝk = (PTSP)k = PTSkP. (5.27)















Recall that X̂ = PTX and that P is orthogonal, so we have that PPT = I. Using this in (5.28)
yields
















5.4.2 Proof of Permutation Equivariance of GCNNs
Proof of Proposition 5.2. We prove the permutation equivariance of each layer and thus, if all layers






with Y` = A`(X`−1; S,A) (5.30)
Define Ŷ` = A`(X̂`−1; Ŝ,A) as the output of the `th layer acting on a permuted version X̂`−1 =
PTX`−1. We know from Proposition 5.1 that Ŷ` = P















so that X̂` = P
TX`. Since this holds for every `, the proof is complete.
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5.4.3 Proof of Permutation Equivariance of GCNNs with Local Activa-
tion Functions
Proof of Proposition 5.3. Let us consider the median filter (4.5) used as local activations first. Con-
sider the support matrix permutation Ŝ = PTSP and let X̂ = PTX be the corresponding permuted
graph signal. Applying the median activation function to X̂, we get
[Ŷ]if = [Σ(X̂; Ŝ
ξ)]if = med
{




[PTX]jf , j : |[PTSξP]ij | ≥ 0
}
(5.32)
and, since the neighborhood of each node has not changed, the value of the median does not change
either. That is, let π(i) = j for j being the only nonzero entry of PTei for ei the canonical vector
with a 1 in the ith entry and a 0 elsewhere, and let π−1 be the inverse function. Then,
[Ŷ]if = med
{
[X]π−1(j)f , j : |[Sξ]π−1(i)π−1(j)| ≥ 0
}
= [Y]π−1(i)f (5.33)
so that Ŷ = PTY.
We can proceed analogously for the maximum filter, since the neighborhoods do not change
















and thus Ŷ = PTY as well.







PTΣ(X; Sξ)Θξ = P
Tσ(X; S,Θ) (5.35)
completing the proof.
5.4.4 Proof of Stability of Graph Filters to Absolute Perturbations
Let us start with the following lemma.
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Lemma 5.8. Let S = VΛVH and E = UMUH such that ‖E‖ ≤ ε. For any eigenvector vi of S it
holds that
Evi = mivi + EUvi (5.36)
with ‖EU‖ ≤ εδ, where δ = (‖U−V‖2 + 1)2 − 1.
Proof. Start by writing the error matrix E as
E = EV + EU (5.37)
EV = VMV
H (5.38)
EU = (U−V) M (U−V)H + VM (U−V)H + (U−V) MVH. (5.39)
We see that EVvi = mivi since vi is an eigenvector of EV. Next, note that, since ‖E‖ ≤ ε, then




≤ ε‖U−V‖2 + 2ε‖U−V‖
= ε
(




which completes the proof.
Now we can prove Theorem 5.4.
Proof of Theorem 5.4. To prove Theorem 5.4, it suffices to prove that a generic convolutional graph
filter A(S) [cf. (3.2)] with a frequency response a(λ) that is Lipschitz continuous satisfies the
Theorem. From the fact that A ∈ L follows that every filter in the bank of FG filters in A(·; S) [cf.
(3.6)] has a Lipschitz continuous frequency response. Since graph filters are permutation equivariant
(Proposition 5.1), we can assume, without loss of generality, that P0 = I in (5.7), writing Ŝ = S+E.
Let us start by computing the first order expansion of (S + E)k
(S + E)k = Sk +
k−1∑
r=0
SrESk−r−1 + C (5.41)
















SrESk−r−1 + D (5.42)
with D such that ‖D‖ = O(‖E‖2) since the coefficients {ak}∞k=0 of the filter stem from the power
series expansion of the analytic function a which has bounded derivatives.
Next, consider an arbitrary graph signal x with finite energy ‖x‖ <∞ that has a GFT given by
x̃ = [x̃1, . . . , x̃N ]
T so that x =
∑N









































































For (5.46) we note that Srvi = λ
r


















































For j = i we have [bi]i = a













a′(λi) if j = i
a(λi)− h(λj)
λi − λj
if j 6= i
. (5.51)
Note maxj |[bi]j | ≤ C due to hypothesis A ∈ L [cf. (5.9)], i = 1, . . . , N .
Using (5.48) and (5.49) back in (5.43), and computing the norm,


























since {vi} conform an orthonormal basis. Then, we recall that ‖vi‖2 = 1 and, from hypothesis



















∥∥∥∥∥ ≤ εC‖x‖. (5.57)
Now, moving on to (5.54) and using triangle inequality together with submultiplicativity of the










We have ‖Vdiag(bi)VH‖ ≤ C for all i = 1, . . . , N from (5.51) in combination with hypothesis A ∈ L






∥∥∥∥∥ ≤ Cεδ√N‖x‖ (5.59)
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where we used that
∑N





Finally, for the second order term (5.52) stemming from the expansion of Ŝk, we obtain
‖Dx̃‖ ≤ O(‖E‖2)‖x‖2 ≤ O(ε2)‖x‖2. (5.60)
Using bound (5.57) in (5.53) and bound (5.59) in (5.54), together with the bound (5.60) we just
obtained for (5.52), we obtain
∥∥∥(A(Ŝ)−A(S))x∥∥∥ ≤ εC‖x‖+ εCδ√N‖x‖+ O(ε2)‖x‖.
We complete the proof by using that ‖x‖ = 1 as per (5.5) and recalling that we have assumed that
I is the permutation that achieves the minimum norm of all P ∈ P.
5.4.5 Proof of Stability of Graph Filters to Relative Perturbations
Proof of Theorem 5.5. Similar to the proof of Theorem 5.4, to prove Theorem 5.5, it suffices to
prove that a generic convolutional graph filter A(S) [cf. (3.2)] with a frequency response a(λ) that
is integral Lipschitz satisfies the Theorem. From the fact that A ∈ IL follows that every filter in
the bank of FG filters in A(·; S) [cf. (3.6)] has an integral Lipschitz frequency response. Likewise,
since graph filters are permutation equivariant (Proposition 5.1), we can assume, without loss of
generality, that P0 = I in (5.16), writing Ŝ = S + ES + SE.
From a first order expansion analogous to (5.41), where we use ES + SE instead of just E as the













with D such that ‖D‖ = O(‖E‖2), in analogy to (5.42).
Next, we consider the difference in the effects of the filter on an arbitrary graph signal x with
finite energy ‖x‖ <∞ that has a GFT given by x̃ = [x̃1, . . . , x̃N ]T so that x =
∑N
i=1 x̃ivi for {vi}Ni=1





















Let us consider first the product Sr+1ESk−r−1vi in (5.62). It is immediate that S
k−r−1vi =




r+1 (mivi + EUvi) = miλ
k




Analogously, for the second product, we get SrESk−rvi = miλ
k
























where, for the first term, we gathered the two equal termsmiλ
k























′(λi) if i = j
λi + λj
λi − λj
(a(λi)− a(λj)) if i 6= j
.
(5.64)
Finally, we proceed to bound ‖(A(Ŝ) −A(S))x‖. For the first term in (5.62), we simply have
‖Dx‖ ≤ O(ε2)‖x‖ by definition of operator norm and the error of the first order approximation
(5.61). For the second term in (5.62) we need to bound the two terms in (5.63). The first of the
terms in (5.63) is bounded analogously to (5.57), noting that, in this case, |mi| ≤ ε by means of the
hypothesis d(S, Ŝ) with E given in (5.17), and |λia′(λi)| ≤ C due to A ∈ L [cf. (5.18)]. For the second
term in (5.63), we proceed analogously to (5.59), where now ‖EU‖ ≤ εδ and ‖Vdiag(bi)VH‖ ≤ 2C,
following the condition imposed by integral Lipschitz filters A ∈ IL [cf. (5.18)]. All of these results
together yield ∥∥∥(A(Ŝ)−A(S))x∥∥∥ ≤ 2Cε‖x‖+ 2Cεδ√N‖x‖+ O(ε2)‖x‖.
We complete the proof by using that ‖x‖ = 1 as per (5.5), and recalling that we have assumed that
I is the permutation that achieves the minimum norm of all P ∈ P.
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5.4.6 Proof of Stability of GCNNs to Relative Perturbations
We prove Theorem 5.6 under the generic assumption that the filters at every layer are stable with
some stability constant α̃, this means
∥∥A`(X; S,A`)− A`(X; Ŝ,A`)‖P ≤ α̃ε (5.65)
for all ` = 1, . . . , L, and where S and Ŝ are such that d(S, Ŝ) ≤ ε. Proving Theorem 5.6 in terms of
a filter stability constant α̃ allows for the proofs of stability under absolute perturbations or under
structural constraints (cf. Proposition 5.7) to follow seamlessly.
Proof of Theorem 5.6. Let us start by recalling that the filtering operation A` for multi-feature
signals at each layer is equivalent to the application of a bank of F`−1F` graph convolutional filters [cf.





k each of the single-feature filters, f = 1, . . . , F`−1, g = 1, . . . , F`.
In this context, we are interested in the difference between the output of the GNNs when evaluated
on different shift operators S and Ŝ







where we have separated the FL output features in each of its constitutive graph signal features x
g
L
for g = 1, . . . , FL. Note that we use ·̂ from now on to denote an operation acting on Ŝ instead of S.




` (Ŝ) = Â
fg
` for two filters with the same coefficients
{afg`0 , a
fg
`1 , . . .} but acting on different shift operators S and Ŝ [cf. (3.2)]. Now, focusing on one of

















and applying the hypothesis about the Lipschitz continuity of the nonlinearity by which |σ`(b) −






∥∥∥AfgL xfL−1 − ÂfgL x̂fL−1∥∥∥ . (5.68)
Adding and subtracting ÂfgL x
f
L−1 from the terms in the sum, and using the triangular inequality
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once more, we get
∥∥∥AfgL xfL−1 − ÂfgL x̂fL−1∥∥∥ ≤ ∥∥∥(AfgL − ÂfgL )xfL−1∥∥∥+ ∥∥∥ÂfgL (xfL−1 − x̂fL−1)∥∥∥ . (5.69)
The definition of operator norm, implies that
∥∥∥AfgL xfL−1 − ÂfgL x̂fL−1∥∥∥ ≤ ∥∥∥AfgL − ÂfgL ∥∥∥∥∥∥xfL−1∥∥∥+ ∥∥∥ÂfgL ∥∥∥∥∥∥xfL−1 − x̂fL−1∥∥∥ . (5.70)
For the first term in the inequality (5.70) we can use the hypothesis (5.65) that ‖Afg` − Â
fg
` ‖ ≤ α̃ε
for all layers ` = 1, . . . , L, while for the second term, we can use that ‖Âfg` ‖ ≤ B for all layers.














We observe that (5.71) shows a recursion, where the bound at layer L depends on the bound at
layer L− 1 as well as the norm of the features at layer L− 1, summed over all features. That is, for














with initial conditions given by the input features xf0 = x
f for f = 1, . . . , F0, so that ‖xf0 − x̂
f
0‖ =








∥∥∥∥ ≤ κB Fl−1∑
g=1
‖xf`−1‖ (5.73)
where we used the triangle inequality, followed by the bound on the filters. Solving (5.73) with









Using (5.74) back in recursion (5.72) and solving it with the corresponding initial conditions, we get














Evaluating this for ` = L and using it back in (5.71), (5.66) yields


















Noting that no term in the sum of (5.75) depends on g, and subsequently applying a square root,





















and noting that, from Theorem 5.5, we know that α̃ = 2C(1 + δ
√
N), we complete the proof.
5.4.7 Proof of Stability of GCNNs to Relative Perturbations with Struc-
tural Constraints
Before proving this theorem, we prove the stability constant of a filter under the structural constraint
Lemma 5.9 (Stability of graph filters to relative perturbations with structural constraints). Let
S = VΛVH be a support matrix with the corresponding eigendecomposition. Let Ŝ be the support
matrix of another graph such that its relative perturbation measure satisfies d(S, Ŝ) = ‖E‖ ≤ ε [cf.
(5.17)]. Let EinRSC [cf. (5.22)] be the relative error matrix. If a filter A ∈ IL with integral Lipschitz
constant C, then ∥∥A(X; S)− A(X; Ŝ)∥∥P ≤ 2Cε+ O(ε2). (5.78)
Proof. The proof is analogous to that of Theorem 5.5, with the following main difference. Denote by
mi, i = 1, . . . , N , the eigenvalues of E = UMU
H. If we order these eigenvalues as |m1| ≤ · · · ≤ |mN |,
we know that ‖E‖ = |mN | and condition (5.22) becomes equivalent to ‖E/mN − I‖ ≤ ε. This can













where mn/mN = 1 + δn for all n = 1, . . . , N with |δn| ≤ ε in virtue of (5.22), yielding


































∥∥∥∥∥ ‖vi‖ = maxn=1,...,N |δn| ≤ ε (5.82)
we observe that the first term of (5.81) is bounded above by 2Cε while the second term is bounded
by 2ε2C
√
N = O(ε2), completing the proof.






Graph convolutional neural networks (GCNNs) are characterized by a collection of filter taps whose
total number can be set independently of the size of the graph. This helps GCNNs avoid optimization
issues arising from having to solve the ERM problem on a very large optimization space. However,
we can consider their descriptive power to be limited in terms of capturing node- or edge-level details
of the graph. As a matter of fact, GCNNs are built on graph convolutional filters which force every
node to weigh their neighborhood information by the same filter tap, preventing nodes from behaving
differently depending on, for example, other topological characteristics. To increase the descriptive
power, therefore, we need to move beyond the realm of graph convolutional filters, and regularize the
linear transform in neural networks by using more complex linear graph filters (Section 3.2.1). The
most general type of linear graph filter are edge-varying filters (Coutino et al., 2019) and, when used
as the linear transform in a NN model defines EdgeNets (Section 6.1). EdgeNets are the most general
type of graph neural network (GNN) model that can be conceived, in the sense that every other
GNN can be seen as a mapping into a representation space that is a subspace of that of EdgeNets.
This model lets us characterize a general framework that is applicable to all GNNs, in a way that
any property or theoretical insight for EdgeNets would apply to any other GNN design. The issue
with EdgeNets is that they are described by a total number of parameters that depends on the size
of the graph, and thus, they do not scale to high-dimensional data. We present three different ways
of regularizing the space of EdgeNets. Namely, hybrid EdgeNets (Section 6.1.1), node-varying GNNs
(Section 6.1.2) and graph attention networks (GATs; Veličković et al., 2018) (Section 6.1.3).
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6.1 EdgeNets: A General Framework
Given a support matrix S, consider the following set of filter taps
A =
{












We define the edge-varying graph filter (EVGF) A : RN×F → RN×G (Coutino et al., 2019; Isufi






where, in an abuse of notation and for the sake of analogy with (3.6), we denote the identity I = S−1
(only as far as (6.2) is concerned). We note that in the edge-varying filter as in (6.2) the set of filter
taps {Ak(S) ∈ RN×N : [Ak(S)]ij = 0 if [S]ij = 0 , k = 1, . . . ,K − 1} is actually using a different
support matrix for each value of k, while the set {Ak ∈ RF×G , k = 0, 1, . . . ,K − 1} is the one used
for mixing the features. In a way, the generalization of the EVGF (3.4) to multi-features that we
chose in (6.2) can be thought of as a bank of FIR filters running on a different support matrix for
each tap k, support that is also parametrized by the filter. We remark that this extension is chosen
for the sake of analogy with (3.6), but a more general extension where a different EVGF filter (3.4)
is used for each pair of features, is possible Coutino et al. (2019); Isufi et al. (2020).
The edge-varying filter (6.2) can be used to regularize the linear transform in neural networks
(2.6) yielding the EdgeNet model (Isufi et al., 2020)









for ` = 1, . . . , L. The EdgeNet is characterized by the set of parameters A = {A`, ` = 1, . . . , L}
where A` are the filter taps for the edge-varying filters of each layer [cf. (6.1)]. Note that, if we set
Ak(S) = I for all k, then we recover the GCNN (4.3).
The total number of parameters is given by
∑L
`=1((K` − 1)|E|+N +K`F`−1F`), which depends
on the number of edges |E| and the number of nodes N . As was duly noted, optimizing over a
parameters space that depends on the size of the data, prevents from scaling to high-dimensional


















(Figure 6.1) – Hybrid EdgeNet [cf. (6.4)]. The nodes in set I = {2, 7} are highlighted. Nodes 2 and 7 have
edge varying parameters associated with their incident edges. All nodes, including 2 and 7, also use the
global parameter as in a convolutional graph filter.
6.1.1 Hybrid EdgeNets
The Hybrid EdgeNets consists of a graph convolutional filter, in combination with an EdgeNet.
Essentially, it selects some nodes that are allowed to filter each edge separately, while for the rest of
the nodes, the same filter tap is shared, see Fig. 6.1.
Let I ⊂ V be a set of important nodes, selected based on some topological criteria such as
centrality measures (Segarra and Ribeiro, 2016) or sampling scores (Varma et al., 2015; Anis et al.,






`k if vi ∈ I and vj ∈ Ni
1 ifi = j
0 otherwise
. (6.4)
This allows for the nodes in the importance set I to weigh the information coming from each
neighboring node separately (edge-varying filter part), while all the other nodes V\I just share the
same weight (graph convolutional part).
The number of filter taps in the hybrid EdgeNet (6.3)-(6.4) is
∑L
`=1((K`−1)|NI |+|I|+K`F`−1F`)
where NI is the set of all neighbors of nodes in the importance set NI = {vj ∈ V : (vj , vi) ∈ E , vi ∈




Node-varying GNNs arise from the use of node-varying graph filters (3.3) in the neural network
model (Gama et al., 2018a)









Node-varying GNNs are characterized by the set of filter taps {a`k ∈ RN ,A`k ∈ RF`−1×F` , k =
0, . . . ,K`− 1 , ` = 1, . . . , L}. This is equivalent to setting A`k(S) = diag(a`k) in (6.3). The number
of parameters in a node-varying GNN is
∑L
`=1K`(N + F`F`−1), which clearly depends on the size
of the graph N (although there are less parameters than for an EdgeNet).
In this case, we can use the importance set as follows. Each node in the importance set vi ∈ I
is allowed to have a weight of its own a
(i)
`k ∈ R, whereas all other nodes vj ∈ V\I have to copy the






`k ]i = a
(i)
`k and CI ∈ {0, 1}N×|I| such that [CI ]ji = 1 if vj uses the filter weight a
(i)
`k and 0
otherwise. This hybrid formulation is donning nodes in the importance set with the ability to dictate
their own way of weighing (all) the neighbors (Gama et al., 2018a). This model is particularly useful
when we have distinct types of nodes in our network. For instance, in a power grid (Owerko et al.,
2020), some nodes are generators and others are consumers, and using the hybrid node-varying GNN
(6.5)-(6.6) lets us assign a filter tap to one type, and another tap to the other one. The total number
of parameters in (6.5)-(6.6) is
∑L
`=1K`|I|F`−1F`, independent of the size of the graph N .
6.1.3 Graph Attention Networks
The graph attention network (GAT) model (Veličković et al., 2018) proposes to learn edge taps that
depend on the actual graph signal that is being processed. More specifically, it sets A`k(S) to be
such that






if (vj , vi) ∈ E and 0 otherwise. Recall that x`−1 : V → RF`−1 so that x`−1(vi) ∈ RF`−1 . Each edge
tap is parametrized by B` ∈ RH`×2F`−1 and α` ∈ RH` . The edge tap is called an attention coefficient
and is such that it learns to pay attention to different edges depending on the features defined on
top of them (Bahdanau et al., 2015).
76




`−1F`, independent of the size
of the graph N . It is worth noting that the original formulation of GATs (Veličković et al., 2018)
sets K` = 2, A`0(S) = 0 and A1` = B` for all `, reducing even further the number of parameters
to 2
∑L
`=1H`F`−1. The descriptive power can be increased by the use of attention heads. Further




Graph neural networks (GNNs) process static graph data. That is, the given graph support is fixed
and the training set consists of samples of single graph signals. Oftentimes, however, graph data is
dynamic, in the sense that each sample in the training set is a sequence of graph signals, often called
a trajectory (Sandryhaila and Moura, 2014). Recurrent neural networks (RNNs) are the generic
model for processing data sequences (Section 7.1). These use the training set to learn a nonlinear
representation of the hidden state of the sequence that helps explain its behavior (Goodfellow et al.,
2016, Chapter 10). The key contribution of RNNs is that they can process sequences of arbitrary
length, and thus the parametrization of the hidden state representation map is characterized by a
total number of parameters that is independent of the length of the sequence. This makes them
amenable to optimization in terms of solving the empirical risk minimization (ERM) problem. The
problem with RNNs is that they only leverage the temporal structure imposed by the sequential
nature of data, but ignore any other structure that maybe present in the data (Ruiz et al., 2019b).
As is the case with neural networks (NNs), this leads to optimization, statistical and computational
issues when dealing with high-dimensional data. Dynamic graph data can be conveniently described
in terms of graph processes (Gama and Ribeiro, 2019). These are sequences of graph signals, so
that they exhibit both a temporal as well as a graph structure. We introduce graph recurrent neural
networks (GRNNs) which are regularization of RNNs that use graph filtering to leverage the support
structure (Section 7.2). We note that graph processes still assume that the underlying graph that
supports the data is static and fixed. However, in many cases of interest, the networks change with
time. Thus, we draw from graph-time filtering techniques to adapt the graph convolution operation
to be able to handle delayed graph data (Section 7.3).
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7.1 Recurrent Neural Networks
Let {xt}t∈N0 be a sequence of N -dimensional data points xt ∈ RN . The elements of this sequence
are related to one another through a causal relationship xt = Ω(xt−1,xt−2, . . .), where the map Ω
is unknown15. To process the information carried by this sequence, we need to learn the causal
relationship Ω. In recurrent neural networks (RNNs), this is done by approximately modeling Ω as
xt+1 ≈ Ω̂(xt, zt), where {zt}t∈N0 is a sequence of hidden states zt ∈ RN . We point out that, while
it is not necessary for zt and xt to share the same dimensions (in most implementations of RNNs,
they often do not), we assume so here for the sake of argument and ease of exposition.
The hidden states zt are learned from the sequence {xt}t∈N0 using a nonlinear map that takes
the current datapoint xt and the previous hidden state zt−1 as inputs, and outputs the updated






where A ∈ RN×N and B ∈ RN×N are linear operators and σ : R → R is a pointwise nonlinearity,
which we denote in (7.1) as being applied to every entry, i.e. [σ(x)]i = σ([x]i). In essence, this serves
as a nonlinear update of the hidden state based on the current datapoint and on the previous state.
The hidden state zt aims at keeping track of the most relevant information from past sequence
values {xt,xt−1, . . .}. Determining what the most relevant information is, however, depends on the
task that wants to be solved. Let Φ : RN → RM be some map that captures the relevant information
Φ(zt) ∈ RM from the hidden state. Then, given a training set T = {({xt}t)} of trajectories {xt}t we
want to find the best representation Φ? that solves a time-aggregated empirical risk minimization
(T-ERM) problem as [cf. (2.2)]













where Φ is the field of all RN → RN mappings. To avoid the problems arising in infinite-dimensional






15We assume causality for ease of exposition. Bi-directional RNNs (Goodfellow et al., 2016, Section 10.3) that deal
with noncausal sequences are readily available, and the extensions to graph processes developed here carry over.
79
where C ∈ RM×N is the output linear transform and ρ : R → R is the pointwise nonlinearity used


















We note that, in (7.2) the trajectories in the training set {xt} can be of different length, but they
are always finite. If we want to optimize over infinitely long time horizons, it would be advisable to
leverage the framework of reinforcement learning (Sutton and Barto, 2018)
Key to the success of RNNs is the fact that the number of parameters (entries) in the linear
operators A, B and C do not depend on the time index t. In other words, the same linear operators
are applied throughout the entire sequence in what can be interpreted as some sort of stationarity.
This parameter-sharing scheme across the time-dimension has two main advantages. Namely, it
keeps the number of parameters under control and, simultaneously, allows learning from sequences of
variable length (Goodfellow et al., 2016, Chapter 10). This is consistent with the RNN approximation
model, where each learned state only depends on the current input and on the previous state.
Regardless of the start time t0, as long as the current value of the input and of the previous state
are the same, the updated state will always be the same. The parameter-sharing scheme is thus
an effective way by which RNNs are able to exploit the sequence structure. We note that in more
convoluted models, the linear transforms A, B and C can be replaced by NNs [cf. (2.6)] in a
straightforward manner.
7.2 Graph Recurrent Neural Networks
While RNNs (Section 7.1) successfully exploit the sequential structure of data, they fail to account
for other structures that may be present in the data xt. Define a graph process as the sequence
{Xt}t∈N0 of graph signals Xt ∈ RN×F supported on the graph G (Gama and Ribeiro, 2019). We
want to adapt the RNN model (7.1)-(7.3) to successfully exploit the graph structure present in graph
processes to avoid the optimization, statistical and computational issues that typically arise from
learning in arbitrary linear models [cf. Section 2.3]. Briefly, accounting for structure is desirable
because when we parametrize operations in terms of the structure of the data, we are effectively
constraining the optimization problem (7.4), shrinking the feasible set and making it easier to find
close-to-optimal solutions; and, also because it allows us to leverage repeating and/or symmetrical



















(Figure 7.1) – State computation in a graph recurrent neural network with K = 5. Gray blocks with graphs
on the inside stand for graph shifts, blue blocks for linear weights, the red block for a pointwise nonlinearity
and the green block for a time delay.
Let the hidden state be another graph signal Zt ∈ RN×H . Note that, by doing so, each row
zt(vi) ∈ RH is the nodal state, and we are effectively distributing the hidden state information
throughout the graph. We can now compute the sequence of hidden states by parametrizing the




A(Xt; S) + B(Zt−1; S)
)
(7.5)
where S ∈ RN×N is the support matrix of the graph G, and A : RN×F → RN×H and B :
RN×H → RN×H are graph filters correspondingly characterized by filter taps A = {Ak ∈ RF×H , k =
0, . . . ,K−1} and B = {Bk ∈ RH×H , k = 0, . . . ,K−1}, see Figure 7.1. Note that, while A and B can
be arbitrary graph filters [cf. Chapter (6)], we opt for graph convolutional filters (3.6). This allows
computations to be done locally and in a distributed manner and, like in GCNNs [cf. Chapter (4)]
ensures the number of parameters is independent of the size of the graph, namely KFH3. Other
advantages of graph convolutions are that they are permutation equivariant and stable to relative
graph perturbations [cf. Chapter (5)] as we formally prove in Section 7.2.1.
Given that the hidden state is now a graph signal, the map Φ extracting relevant information







where we let the output Yt ∈ RN×G be a graph signal as well. The map C : RN×H → RN×G is also
a convolutional graph filter, characterized by the filter taps C = {Ck ∈ RH×G, k = 0, . . . ,K − 1},
although it could be any other graph filter [cf. (6)]. The total number of parameters is KGH.
Making the hidden state Zt a graph signal has several advantages. First, it adds interpretability to
the value of this signal with respect to the underlying graph support. For instance, we could analyze
the frequency content [cf. Section 3.3] of the hidden state and compare it with the frequency content
of the graph process Xt. Second, it allows the computation of Zt to be done in an entirely local
and distributed manner, involving only repeated exchanges with the one-hop neighborhoods and
computing the output separately at each node. Third, communication costs can be further reduced
by computing the output Yt directly from the nodal hidden states zt(vi) for each node, by setting
K = 1 in (7.6).
7.2.1 Stability of GRNNs.
The performance of GRNNs (7.5)-(7.6) depends on the underlying graph support. If the graph
changes, or is not estimated accurately, the output of the GRNN can be different than expected.
In what follows, we obtain an upper bound on the changes at the output of a GRNN caused by
perturbations in the underlying graph. We use this result to quantify how adaptable GRNNs are to
time-varying scenarios and transfer learning. We focus on single-feature GRNNs F = G = H = 1
for simplicity, but results for the multi-feature case carry out similarly (see Chapter 5).
Let S be the support matrix of a given graph G, and let S̃ be the support of the graph resulting
from perturbing it. If the perturbation is a node reordering, and thus S̃ = PTSP is a permutation
of S for some P ∈ P [cf. (5.1)], then the GRNN is unaffected by it. This means that GRNNs are
permutation equivariant (cf. Proposition 5.2) (Ruiz et al., 2020b, Proposition 1).
Proposition 7.1 (Permutation equivariance of GRNNs). Let S ∈ RN×N be the support matrix of
a graph G. Let P ∈ P be any permutation matrix [cf. (5.1)], and let S̃ = PTSP be a permutation of
the support matrix. Consider a GRNN (7.5)-(7.6) with F = G = H = 1, pointwise nonlinearities σ
and ρ, and characterized by sets of filter taps A, B and C. Then, for all input graph processes {Xt}t












where we have explicitly emphasized that the sets of filter taps A, B and C are the same.
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Proof. See appendix 7.4.1.
Proposition (7.1) states that GRNNs are independent of any chosen node labeling. Note that this
result holds irrespective of whether we know the value of P or not. It also indicates that GRNNs are
able to exploit the internal symmetries of graph processes in the course of learning [cf. Section 5.1].
This means that by learning how to process a signal on a given part of the graph, GRNNs are
also learning to process it in all other parts of the graph that are topologically symmetric. The
permutation equivariance property can thus be seen as an implicit mechanism of data augmentation
(cf. Figure 5.1).
When considering more general perturbations S̃ ∈ RN×N beyond simple permutations (cf.
Proposition 7.1), we determine their size in terms of the relative perturbation measure [cf. (5.17)]
d(S, S̃) = min
E∈R(S,S̃)
‖E‖ (7.8)
with R(S, S̃) = {E ∈ RN×N = PTS̃P = S + (ES + SE) E = ET , P ∈ P} the relative error set of
matrices [cf. (5.16)]. Then, GRNNs build with integral Lipschitz [cf. (5.18)] filters are stable under
relative perturbations.
Theorem 7.2 (Stability of GRNNs to relative perturbations). Let S = VΛVH be a support matrix
with the corresponding eigendecomposition. Let S̃ be the support matrix of another graph such that
its relative perturbation measure satisfies d(S, S̃) = ‖E‖ ≤ ε [cf. (7.8)]. Let E = UMUH be the
eigendecomposition of the relative error matrix. Consider a GRNN (7.5)-(7.6) with F = G = H = 1
and pointwise nonlinearities that are normalized Lipschitz continuous, |σ(x) − σ(y)| ≤ |x − y| and



















where we have explicitly included the set of filter taps A, B and C to emphasize that the set of filter
taps is the same, and only the support matrix changes. If the filters A(S,A), B(S,B) and C(S, C)
have frequency responses that are upper bounded by 1 and are integral Lipschitz A,B,C ∈ IL [cf.
(5.18)] with constant CA, CB and CC, respectively, then
min
P∈P
∥∥yt − ỹt∥∥ ≤ C(1 + δ√N) (t2 + 3t) ε ‖x‖+ O(ε2) (7.10)
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with C = max{CA, CB, CC} and δ := (‖U−V‖+ 1)2− 1 standing for the eigenvector misalignment
constant between S and E, and where ‖x‖ is such that ‖xt‖ ≤ ‖x‖ for all t.
Proof. See appendix 7.4.2.
Theorem 7.2 states that, for a graph process of length t = T , the output of a GRNN is stable to
relative graph perturbations [cf. (7.8)] with stability constant α = C(1 +
√
Nδ)(T 2 + 3T ). We see
that the stability of a GRNN depends on the Lipschitz filter constant C. This is a design parameter
that, while it could be set at a fixed value, it is usually learned from data through the filter taps
A, B and C. The term (1 + δ
√
N) measures the eigenvector misalignment and is a property of the
graph perturbation. Unlike C, it cannot be controlled by design. Finally, the stability of GRNNs
depends as a quadratic function on the length T of the process, with T 2 +3T . The linear term arises
from sequential applications of the filters A(S), B(S) and C(S), and the square term is a result of
the recurrence on zt. While T can be controlled by restraining the length of the graph processes
that we consider (or by splitting them in multiple shorter processes), this affects the ability of the
GRNN model to learn long-term dependencies. Thus, there exists a trade-off between the length of
the sequence and the stability of the architecture. One way to control this trade-off is by carefully
designing A(S), B(S) and C(S). As explained next, the instabilities associated with long sequences
can also be mitigated through gating.
7.2.2 Gating strategies
Regular RNN models (7.1)-(7.3) suffer from the problem of vanishing (exploding) gradients when
the input sequence contains long term dependencies (Bengio et al., 1994; Pascanu et al., 2013). The
same holds for GRNNs when the eigenvalues of each filter in B are smaller (or larger) than 1. Long
term dependencies can also be an issue from a stability standpoint, as the stability constant derived
in Theorem 7.2 depends polynomially on t. RNN architectures typically address problems associated
with long term dependencies by the addition of time gating mechanisms (Goodfellow et al., 2016,
Section 10.10), which can be naturally extended to GRNNs by means of time gating.
When dealing with graph processes, we may also encounter what we call the problem of vanish-
ing gradients in space (in contrast with the aforementioned problem of vanishing gradients in time).
Even if the eigenvalues of each filter in B are well-behaved, some nodes or paths of the graph might
get assigned more importance than others in long range exchanges, leading to spatial imbalances that
make it challenging to encode certain graph spatial dependencies. This problem can be explained
by the fact that the filtering with B entails matrix multiplications that are actually multiplications
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by powers of S. As an example, consider a graph where some components have higher connec-
tivity than others. For large t, the matrix entries associated with the nodes belonging to highly
connected components will get densely populated, overshadowing other local, sparser structures of
these components and making it harder to distinguish long range processes that are local on the
graph.
To attenuate these issues, we propose to add a more comprehensive gating mechanism to GRNNs
(7.5)-(7.6). Similarly to the gates employed in regular RNNs (7.1)-(7.3), the gates that we consider
are operators acting on the current input and previous state to control how much of the input should
be taken into account and how much past information should be remembered (or forgotten) in the
computation of the new state (Ruiz et al., 2020b). These gating operators are updated at every step
of the sequence and, as such, they are able to create multiple dependency paths between states and
inputs in both time and space. This allows for both short and long term dependencies to be encoded
by the model without getting assigned exponentially smaller or larger weights. Adding gating to












and where Q̂ : RN×H → RN×H stands for the input gate operator and Q̌ : RN×H → RN×H for the
forget gate operator.
Depending on the choice of gating strategy, which we discuss in what follows, Q̂ and Q̌ take on
different forms. What they all have in common is that their parameters are themselves calculated as
the output of GRNNs (7.5)-(7.6). The GRNN used to calculate the input gate has input gate state
Ẑt ∈ RN×Ĥ given by
Ẑt = σ̂
(
Â(Xt; S) + B̂(Ẑt−1; S)
)
(7.12)
and the GRNN used to calculate the forget gate has forget gate state Žt ∈ RN×Ȟ ,
Žt = σ̌
(
Ǎ(Xt; S) + B̌(Žt−1; S)
)
(7.13)
where Â, B̂, Ǎ and B̌ are graph convolutions [cf. (3.6)] with filter taps Â = {Âk ∈ RF×Ĥ , k =
0, . . . ,K − 1}, B̂ = {B̂k ∈ RĤ×Ĥ , k = 0, . . . ,K − 1}, Ǎ = {Ǎk ∈ RF×Ȟ , k = 0, . . . ,K − 1} and
B̌ = {B̌k ∈ RȞ×Ȟ , k = 0, . . . ,K − 1}. To tackle the different time and spatial imbalance scenarios























where sigmoid(x) = 1/(1 + e−x) and where ĉ ∈ RĤN and č ∈ RȞN are the learnable parameters.
Time gating addresses the problem of vanishing gradients in time by learning scalar gates be-
tween 0 and 1 and multiplying the input and state variables by these gates, thus compensating for
imbalanced gradient paths associated with eigenvalues that are too small or too large. We refer to
this strategy as time gating because it only acts on time dependencies, shutting down the whole in-
put and/or the whole previous state at each time instant as needed, without discriminating between
nodes. Here, note that the number of parameters necessary to map the state to the input and forget
gates are dependent on the size of the graph, because all of the graph signal components must be
mapped onto scalar variables.
The basic architecture of a t-GGRNN (7.14) resembles that of the Long Short-Term Memory
units (LSTMs) used to process regular data sequences (Goodfellow et al., 2016, Section 10.10), with
the difference that LSTMs have an output gate in addition to the input and forget gates. The
input and forget gates of a LSTM are calculated in the same way q̂t and q̌t in (7.15) would be if
we considered the directed cycle graph. Another common gated architecture for regular data are
Gated Recurrent Units (GRUs) (Goodfellow et al., 2016, Section 10.10), which are even simpler than
LSTMs where only one gating variable q̂t = qt ∈ [0, 1] acts as the forget gate of LSTMs, and where
the input gate is replaced by q̌t = 1−qt. The GRU approach can be readily extended to t-GGRNNs.
Node gating
In some cases, having the input and forget gates of a gated GRNN be scalars is limiting because the
short/long term time interactions of the graph process might vary across nodes. This is especially
true of graph processes that are, in reality, some unknown composition of processes happening
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independently at each node or on multiple, possibly non-disjoint, subgraphs of the original graph.
In the Node Gated GRNN (n-GGRNN), we address this by defining the input gate and forget gate





















and where, now, the learnable parameters are the filter taps of the graph convolutions Ĉ and Č,
given by Ĉ = {Ĉk ∈ R1×Ĥ , k = 0, . . . ,K − 1} and Č = {Čk ∈ R1×Ȟ , k = 0, . . . ,K − 1}.
In the n-GGRNN, the gates q̂t and q̌t are reshaped as the diagonal matrices diag(q̂t) and
diag(q̌t), which then multiply the input and state variables. The multiplication by diag(q̂t) and
diag(q̌t) has the role of applying a separate scalar input and forget gate (both taking values between
0 and 1) to each node. This allows addressing the problem of vanishing gradients in space by
controlling the importance of the input and of the state at the node level and partially shutting
down nodes whose signal components can effectively behave as noise in the exchanges involved
in some learning tasks. Besides adding flexibility to the gated architecture, n-GGRNNs have the
advantage that their number of parameters is independent of the size of the graph, which could not
be said about the t-GGRNNs from the previous subsection.
An interesting observation is that the composition of node gating with a graph convolution can
be interpreted as the application of a node-varying graph filter (cf. Section 3.2.1), which, instead of
weighing powers of S by scalars as in the graph convolutional filter [cf. (3.6)], multiplies them by
diagonal matrices assigning a different weight to each node. From an implementation standpoint,
this is important because it allows simplifying the operations involved in the n-GGRNN.
Edge gating
In node gating, we control long range graph dependencies by assigning a gate to each node after
local exchanges have occurred. In the Edge Gated GRNN (e-GRNN), the gates act within these
local exchanges, controlling the amount of information that is transmitted across edges of the graph.
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= A(Zt; S Q̌t)
(7.18)
where the support matrices that parametrize the input-to-state and state-to-state convolutions are
now S  Q̂t and S Qt respectively, with Q̂t, Q̌t ∈ [0, 1]N×N and  representing the elementwise









where δi stands for the one-hot column vector with [δi]i = 1 and 0 otherwise, and ·||· is the horizontal
concatenation operation. The learnable parameters are Ĉ ∈ RĤ×Ĥ′ , ĉ ∈ R2Ĥ′×1, Č ∈ RȞ×Ȟ′ and
č ∈ R2Ȟ′×1, and Ĥ ′ and Ȟ ′ are design choices (hyperparameters) determining the numbers of
intermediate features.
Effectively, Q̂t and Q̌t scale the weight of each edge by a value between 0 and 1. When this
value is 0, the edge exchange is completely shut off, which can be helpful in GRNNs running on
graphs with noisy or spurious edges, e.g. graphs built from sample covariance matrices. Note that
each edge input gate [Q̂t]ij and forget gate [Q̌t]ij is computed individually, avoiding unnecessary
computations for pairs (i, j) that do not correspond to edges of the graph.
In practice, in our architecture the computations carried out in equation (7.19) are implemented
as Graph Attention Networks (GATs) (Section 6.1.3; Veličković et al., 2018), whose attention co-
efficients play the role of [Q̂t]ij and [Q̌t]ij . Specifically tailored to graphs, GATs are attention
mechanisms that generate meaningful representations of graph signals by incorporating the impor-
tance of a node’s features to its neighbors in the extraction of subsequent features. This importance
is learned in the form of attention coefficients between nodes i and j that are connected by an edge,
and is calculated by applying a linear transformation and a nonlinearity to the concatenated features
of i and j. Following normalization (either by a nonlinearity such as the sigmoid or by some other
normalizing operation), the attention coefficients of GATs taking in Ẑt and Žt are well-suited imple-
mentations of the input and forget edge gates [Q̂t]ij and [Q̌t]ij . See Chapter 6 for other EdgeNets
that can be used as edge gating.
Similarly to how the composition of node gating with a graph convolution could be interpreted
as a node-varying graph filter, composing edge gating with graph convolutional filters can be seen
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as a particular implementation of an edge-varying graph filter (Section 3.2.1). Edge-varying graph
filters are such that each edge is parametrized independently in multiplications by the GSO, which
is precisely what happens when edge gates are applied to S in the input-to-state and state-to-state
convolutions.
7.3 Delayed Graph-Time Filters
Dynamic graph data described in terms of graph processes assumes that the graph signal changes
with time, but the graph support remains constant. In what follows, we consider that the graph
support changes with time as well (Isufi et al., 2017b; Grassi et al., 2018; Isufi et al., 2019b; Gama
et al., 2019c). In particular, we focus on delayed graph filters and use them to build delayed GNNs
and delayed GRNNs.
Let {(X(t),S(t))}t∈N0 be a trajectory where now each point in the sequence is comprised of a
graph signal X(t) and its corresponding support S(t). Consider that each time instant t represents
the exchange clock. This means that every time a node exchanges information with its neighbors,





Xj(t− k) , j : vj ∈ N ki (t)
}
(7.20)
where N ki (t) is the set of nodes k hops away from node i, delayed k time instants, and defined
recursively as N ki (t) = {vj′ ∈ N
k−1
j (t − 1) , j : vj ∈ Ni(t)} with N 1i (t) = Ni(t) and N 0i = {vi}.
See Figure 7.2 for an illustration. The collection X (t) = {Xi(t)}i=1,...,N of the delayed information
structure at all nodes is the delayed information history. The delayed information structure (7.20)
means that each node only has access to past information from its neighbors, and this information
gets delayed by the number of hops that had to be traversed to reach such information.









S(t)S(t− 1) · · ·S(t− (k − 1))X(t− k)Ak = Y(t) (7.21)
where the set of filter taps A = {Ak , k = 0, . . . ,K − 1} characterizes the operation. Note that
the output is also a graph process {Y(t)}t∈N0 defined over the same support sequence {S(t)} as the
input graph process {X(t)}. The filter in (7.21) is usually called the delayed graph convolution or
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(a) Xi(t) (b) Xj(t− 1) for vj ∈ N 1i (c) Xj(t− 2) for vj ∈ N 2i (d) Xj(t− 3) for vj ∈ N 3i
(Figure 7.2) – Delayed information structure. (a) Node vi has access to its own local information at time t.
(b) It also has access to the information of its 1-hop neighbors, but at time t−1. (c) And the information of
its 2-hop neighbors at time t− 2. (d) And the information of its 3-hop neighbors at time t− 3. And so on.
delayed graph filter.
These delayed graph filters can be used to build a delayed graph convolutional neural network by














with σ : R → R a pointwise nonlinearity and Y(t) = A(X (t)) the output of the delayed graph
convolution in (7.21). The delayed GCNN is characterized by the same set of filter taps A and its
output is also a graph process, but it is a nonlinear map from the input graph process.
Likewise, we can adapt the GRNN (7.5)-(7.6) to satisfy the delayed information history. The












where both A and B are delayed graph convolutions [cf. (7.21)], but the second one acting on
the delayed information history created by the hidden state sequence Z(t) = {Zi(t)}i=1,...,N with








with C a delayed graph convolution [cf. (7.21)] as well. Note that since Y(t) depends on Z(t) which,
in turn, depends on X (t), then this means that the clock of the output is one time unit delayed with
respect to the clock of the input.
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7.4 Appendix: Proofs
7.4.1 Proof of permutation equivariance of GRNNs
Proof of Proposition 7.1. This proof follows from the permutation equivariance of graph convolu-
tional filters (Proposition 5.1). Since the permutation matrix P ∈ P [cf. (5.1)] is orthogonal, we
have PTP = PPT, which implies [cf. (5.27)]
S̃k = (PTSP)k = PTSkP. (7.25)
Writing A(S̃,A) as in (3.2), we get
A(S̃,A) = PTA(S,A)P (7.26)
and so applying A(S̃,A) to x̃t = PTxt yields
A(S̃,A)x̃t = PTA(S,A)PPTx = PTA(S,A)x. (7.27)
Graph convolutions are thus permutation equivariant. Using (7.5), we can then write z̃t as
z̃t = σ(A(S̃,A)x̃t + B(S̃,B)z̃t−1) (7.28)
= σ(PTA(S,A)xt + PTB(S,B)zt−1) (7.29)
= PTσ(A(S,A)xt + B(S,B)zt−1) = PTzt (7.30)
where the second-to-last equality follows from the fact that σ is pointwise and hence permutation
equivariant [cf. (5.31)]. Since ρ is also pointwise, by a similar reasoning we have
ỹt = ρ(C(S̃, C)z̃t) = PTρ(C(S, C)zt) = PTyt (7.31)
completing the proof.
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7.4.2 Stability of GRNNs to relative perturbations
Proof of Proposition 7.2. Without loss of generality, assume P0 = I in (5.17) and write S̃ = S +
ES + SET, Ã = A(S̃,A), B̃ = B(S̃,B) and C̃ = C(S̃, C). From (7.6), we can write
‖yt − ỹt‖ = ‖ρ(Czt)− ρ(C̃z̃t)‖ ≤ ‖Czt − C̃z̃t‖ (7.32)
since ρ(·) is normalized Lipschitz. Adding and subtracting Cz̃ on the right-hand side of (7.32), and
using both the triangle and Cauchy-Schwarz inequalities, we get
‖yt − ỹt‖ ≤ ‖C‖‖zt − z̃t‖+ ‖C− C̃‖‖z̃t‖. (7.33)
The norm of C is assumed bounded, and Theorem 5.5 gives a bound to ‖C − C̃‖ ≤ α̃C with
α̃C = 2CC(1 + δ
√
N)ε. Using (7.5), we can write
‖zt − z̃t‖ = ‖σ(Axt + Bzt−1)− σ(Ãxt + B̃z̃t−1)‖
≤ ‖Axt + Bzt−1 − (Ãxt + B̃z̃t−1)‖
≤ ‖A− Ã‖‖xt‖+ ‖Bzt−1 − B̃z̃t−1‖
(7.34)
where the first inequality follows from the fact that σ(·) is also normalized Lipschitz and the second
from the triangle and Cauchy-Schwarz inequalities respectively. The norm difference ‖A − Ã‖ is
bounded by Theorem 5.5 with α̃A = 2CA(1 + δ
√
N)ε and ‖xt‖ ≤ ‖x‖ for all t, so we move onto
deriving a bound for the second summand of (7.34). We rewrite it as
‖Bzt−1 + Bz̃t−1 −Bz̃t−1 − B̃z̃t−1‖ ≤ ‖B‖‖zt−1 − z̃t−1‖+ ‖B− B̃‖‖z̃t−1‖ (7.35)
which results in a recurrence relationship between ‖zt − z̃t‖ and ‖zt−1 − z̃t−1‖. Expanding this
recurrence, we obtain



















where the second inequality follows from z0 = z̃0. Now it suffices to bound ‖zt′‖ for any given
t′ > 0. Writing zt as in (7.5) and observing that, because σ(·) is normalized Lipschitz and σ(0) = 0,
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|σ(x)| < |x|, we can use the triangle and Cauchy-Schwarz inequalities to write








for t′ > 0. Substituting this in (7.35), we get





















Finally, substituting equations (7.35) and (7.38) in (7.33) gives































This expression can be simplified by applying Theorem 5.5 to each of the filter differences ‖A− Ã‖,
‖B− B̃‖ and ‖C− C̃‖, and by recalling that ‖A‖ = ‖B‖ = ‖C‖ = 1, ‖x‖ = 1 and z0 = 0. Denoting
by C = max{CA, CB, CC} the maximum filter Lipschitz constant, we recover (5.6) with P = I,
‖yt − ỹt‖ ≤ C(1 +
√
Nδ)(t2 + 3t)ε ‖x‖+ O(ε2) (7.40)




Graph convolutional neural networks (GCNNs) are nonlinear representation maps that exploit the
structure in graph data to learn useful information from it. In many problems of interest, this
underlying graph structure is inferred entirely from the data as well, typically by means of topology
inference methods (Mateos et al., 2019). We call these abstract networks since they do not directly
represent any physical medium on which the data is generated, but the underlying support is actually
used as a model to leverage additional information provided by the data. In such scenarios, the local
and distributed nature of GCNNs becomes secondary, and the way they leverage the structure comes
to the forefront. We present two problems where the underlying network is inferred from data. First,
we consider the problem of authorship attribution (Section 8.1). In this problem, we have a corpus
of texts written by some known author, and we want to leverage this data to know if some other
text of unknown authorship is written by the same author or not. We use the corpus to build word
adjacency networks (WANs) (Segarra et al., 2015), which are graphs where each node is a word and
each edge is given by the co-occurrence of words within a certain window. The WAN functions as a
stylistic signature of the author, and can thus be used to infer the authorship of an unknown text.
Second, we consider recommendation systems (Section 8.2). In particular, we study the problem of
movie recommendation, where we can use a dataset of movies and ratings to build a recommendation
graph, where each node is a movie, and each edge represents the rating similarity (Huang et al.,
2018). Then, we can leverage this graph to infer what rating a new user would give to an unseen
movie, based on the movies already rated and the rating similarities given by the graph. In all
these problems, we leverage the nonlinear representation power of GCNNs to map between the data
(texts, ratings of seen movies) and the target information (author, rating of unseen movies).
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8.1 Authorship Attribution
Let Θa be the set of texts known to be authored by some given author a. Given a new text θ /∈ Θa
we want to use the information in Θa to determine whether θ was written by a or not. To do this,
we use the corpus Θa to build word adjacency networks (WANs) (Segarra et al., 2015).
WANs are graphs G = {V, E ,W} where the nodes vi ∈ V are function words, which are those
that do not carry much semantic meaning but express grammatical relationships among other words
within a sentence. Examples include ‘the’, ‘and’, ‘a’, ‘of’, ‘to’, ‘for’, ‘but’, among others (Mosteller
and Wallace, 1964). Connecting the nodes of the WAN are edges (vi, vj) ∈ E whose weight W(vi, vj)
represents how likely it is to find those words vi, vj close to each other in the text. To compute the
edge weights, we take each text θ ∈ Θa and split it into a total of S sentences {ssθ}s=1,...,S where
each sentence ssθ : N→ V ∪{∅} gives the function word present in each position within a sentence or
a ∅ if the word is not a function word. Then, given a discount factor α ∈ (0, 1) and a window length









αd−11{ssθt(e+ d) = fj} (8.1)
where 1{A} is the indicator function that takes value 1 when condition A is met, and 0 otherwise.
Equation (8.1) essentially computes W(vi, vj) by going text by text θt ∈ Θa, and sentence by
sentence s = 1, . . . , S, looking position by position e for the corresponding word ssθt(e) to match the
function word vi. Once the word vi is matched, the following D words in the window length are
looked at, and if the (e + d)th word does match vj , then the discounted weight a
d−1 is added. In
this way, not only the co-occurrence of words, but also their proximity counts in establishing the
WAN (Cortes et al., 2008). Note that the edge weight function (8.1) is asymmetric, which results
in a directed graph.
Once that we have built the WAN to act as the graph support of data, we can describe the





(D−1W + WTD−1) (8.2)
where we take the weighted adjacency matrix W [cf. (8.1)], normalize it by rows D−1W and make
it symmetric by replacing each edge weight by an average of the weight on each direction. The graph



























































































































































(b) WAN for Marlowe
(Figure 8.1) – Example of word adjacency networks. (a) The WAN constructed for William Shakespeare.
(b) The WAN constructed for Christopher Marlowe. We see that these WANs are sufficiently different to
ascertain their collaboration on the play Henry VI. Specifically, in the play Henry VI, there were acts written
by Shakespeare, and acts written by Marlowe; showing that it was not all written by Shakespeare as was
once thought (Segarra et al., 2016b).
a vector. We normalize these vectors by the norm-1 so that they become probability distributions
[x]i = x(vi) =
∑
s,e 1{ssθ(e) = vi}∑
j:vj∈V
∑
s,e 1{ssθ(e) = vj}
=
number of times word vi appears in θ
total number of function words in θ
. (8.3)
We note that, while attribution of texts can take place directly by comparing WANs, this requires
rather long texts. That is, to build WANs that accurately reflect the stylistic signature of the author,
we need text of around 10, 000 words, so that then we are able to compare the WAN of that text with
the WAN of the author of interest (Segarra et al., 2016b), see Figure 8.1 for an example. However,
when texts are short, then using the word frequency count histogram as a graph signal (8.3) and
leveraging an existing WAN (8.2) yields better results.
For a specific numerical example, let us first consider texts written by Jane Austen. We take the
corpus of her works ΘJA, split in pages of around 1, 000 words. The total of texts is |ΘJA| = 771.
We split them randomly into 95% for the training set and 5% for the testing set ΘSJA, and further
split the training set into 8% for validation ΘVJA and the rest for training Θ
T
JA. Note that these
three sets are a partition, so that they do not share texts in common, and their union is the entire






JA. The total number of texts (samples) in each set are |Θ
T
JA| = 673,
|ΘVJA| = 59 and |Θ
S
JA| = 39. We use the texts in Θ
T
JA to build the WAN considering a set of
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N = 211 function words V = {v1, . . . , v211}, and computing the edge weights as in (8.1).
We cast the authorship attribution problem as a binary classification problem. We want to know
whether a text was written by Jane Austen or not. To do this, we consider texts from a pool of other
20 contemporary authors, including the likes of Emily Brontë, Mark Twain, Arthur Conan Doyle,
Sarah Orne Jewett, Louisa May Alcott, Charles Dickens, and Edith Wharton among others. We split
these texts into approximately 1, 000 words, and collect, at random, 711 texts into a set ΘTOthers.
We then take all the texts in ΘTOthers as well as Θ
T
JA and compute their normalized histograms of
function words to obtain the corresponding graph signals [cf. (8.3)] xt ∈ R211. We attach a label
of yt = 1 if the text was written by Jane Austen (t such that θt ∈ ΘTJA) and yt = 0 otherwise (t
such that θt ∈ ΘTOthers). Then, we build a training set T = {(xt, yt)}1346t=1 containing 1, 346 labeled




Others. We repeat this procedure to build a
validation set consisting of 118 samples, and a test set S containing 78 samples. In all cases, half
of the samples belong to texts written by Jane Austen, and the other half to texts written by other
authors.
Now that we have a training set, we can train a representation map Φ : RN → R that takes
a text x and assigns a probability Φ(x) of the text being written by Jane Austen. We train the














where Φ(xt) represents the probability of xt corresponding to label yt. The cross-entropy loss




















which is, in fact, non-differentiable, and where ∆ : R → R is a step function such that ∆(x) = 1 if
x ≥ 0.5 and 0 otherwise. We use the ADAM optimization algorithm (Kingma and Ba, 2015) with
learning rate η = 0.005 and forgetting factors 0.9 and 0.999, respectively. We train for E = 25
epochs using batches of at most 20 samples, totaling 1, 700 training steps. Every 5 fo these training
steps, we run the model Φ on the validation set and compute the classification error Γ [cf. (8.5)].
After training has finished, we retain the model characterized by the set of parameters that has
achieved the lowest classification error on the validation set. This helps avoid overfitting (Murphy,
2012, Chapter 28). We repeat the experiments 10 times to (at least, partially) average out the
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6.92 5.13 6.41 6.67 5.64
(a) Jane Austen





















13.33 10.95 10.95 13.81 12.86
(b) Edgar Allan Poe
(Figure 8.2) – Authorship attribution results. Classification error Γ [cf. (8.5)] in percentage points. (a)
Results are: 6.92(±3.2)% for ΦGF, 5.13(±0.1)% for ΦGCNNK=2 , 6.41(±2.15)% for ΦGCNNK=3 , 6.67(±2.21)%
for ΦGCNNK=4 , and 5.64(±0.63)% for ΦGCNNK=5 ; it is observed that the GCNN outperforms the use of linear
graph filters, and that the using only K1 = 2 filter taps (information from the one-hop neighborhood) is
the best choice. (b) Results are: 13.33(±6.83)% for ΦGF, 10.95(±6.67)% for ΦGCNNK=2 , 10.95(±4.9)% for
ΦGCNNK=3 , 13.81(±5.51)% for ΦGCNNK=4 , and 12.86(±7.16)% for ΦGCNNK=5 ; again, we observe that the
GCNN outperforms the graph filter, and that choosing K1 = 2 or K1 = 3 yields similar results.
randomness arising from the dataset split. We report classification errors Γ averaged across these
realizations, as well as the estimated standard deviation.
We test 5 different representations. First, we try a bank of F1 = 64 graph filters [cf. (3.6)]
with K = 3 filter taps, as a linear representation ΦGF that leverages the graph structure. Then, we
try 4 different GCNNs [cf. (4.3)], all of which are single-layer with F1 = 64 output features, with
varying number of filter taps K1 ∈ {2, 3, 4, 5}. The nonlinearity used is ReLU(x) = max{0, x}. We
denote these as ΦGCNNK for K = K1. All 5 layers are followed by a linear transform that maps the
64 · 211 = 13, 504 output values into a single scalar Φ(xt) ∈ R. We note that this last operation
violates the distributed nature of the representations, but that this is less relevant in the case of
abstract networks, and that the emphasis is put on how the graph structure is actually leveraged.
Results are show in Fig. 8.2a. We see that we obtain 6.92(±3.2)% for the graph filter repre-
sentation ΦGF, 5.13(±0.1)% for the GCNN ΦGCNNK=2 with K1 = 2, 6.41(±2.15)% for the GCNN
ΦGCNNK=3 with K1 = 3, 6.67(±2.21)% for the GCNN ΦGCNNK=4 with K1 = 4, and 5.64(±0.63)%
for the GCNN ΦGCNNK=5 with K1 = 5. It is immediately evident that the GCNN architectures
outperform the linear graph filter, albeit this improvement is truly significant for ΦGCNNK=2 . An-
other interesting observation is that the information contained in words connected by more than
one-hop do not provide substantial information, and that thus the relationships between immediate
co-occurrences of words seem to be enough for good performance. This certainly suggests that im-
plementations like GCNs and GINs which also consider K = 2 would exhibit low classification error
in this example. The improvement that occurs for K1 = 5 with respect to K1 ∈ {3, 4} is because
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the diameter of the graph is 3 which means that with K1 = 4 every node reaches every other node,
and after that, the information becomes redundant.
We repeat the experiments, but this time considering the classification problem of attributing
whether texts were written by Edgar Allan Poe or not. In this case, the total number of texts is
423. We use 370 for building the WAN and training the models, 32 for validation and 21 for testing.
We add an equal number of texts by other authors so that the training set has 740 samples, the
validation set has 64 and test set has 42. We test the same models under the same condition as in
classifying texts written by Austen.
Results are shown in Fig. 8.2b and are 13.33(±6.83)% for the graph filter representation ΦGF,
10.95(±6.67)% for the GCNN ΦGCNNK=2 with K1 = 2, 10.95(±4.9)% for the GCNN ΦGCNNK=3 with
K1 = 3, 13.81(±5.51)% for the GCNN ΦGCNNK=4 with K1 = 4, and 12.86(±7.16)% for the GCNN
ΦGCNNK=5 with K1 = 5. Again, we observe that the GCNNs outperform the linear representation
(except for K1 = 4 where the result is similar). In this case, however, K1 = 2 and K1 = 3 achieve
similar performance, suggesting that there is still some relevant information to gain by including
two-hop neighbors.
The main takeaways of this problem is that the GCNNs actually improve over the linear graph
filters, being able to capture better information about the problem. While the relationship between
the choice of hyperparamenters and the topology of the graph is not entirely clear, this is certainly
a very interesting area of future research.
8.2 Recommendation Systems
Consider V = {v1, . . . , vN} to be a set of N items and let x̃t : V → R ∪ {∅} be the ratings assigned
by user t, i.e. x̃t(vi) is the rating that user t assigned to item vi. User t has only rated some of the
items in V so that, if some element was not rated, it gets mapped to ∅. The objective is to use these
few ratings as leverage to estimate what rating x̃t(vr) the same user would give to other target item
vr ∈ V that has not been rated yet (Monti et al., 2017; Huang et al., 2018; Ying et al., 2018).
To accomplish this task, we build a graph of rating similarities. Let T̃ = {x̃t}t be a set where
x̃t ∈ RN collects the ratings given by user t to some of the items, such that [x̃t]i = x̃t(vi) ∈ R if item
vi has been rated, and [x̃t]i = 0 otherwise if x̃t(vi) = ∅. Denote by T̃i = {x̃t ∈ T̃ : [x̃t]i > 0} the set
of users that have rated item vi, and by T̃ij = T̃i ∩ T̃j the set of users that have rated both items vi
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which is the rating average for the item vi, computed among those users that have rated both vi












We can build a complete graph G̃ = {V, Ẽ ,W} where V is the set of items posing as nodes, Ẽ ≡ V×V
is the complete set of edges, and W is the rating similarity (8.7).
To describe this problem in a graph signal processing setting, we consider a graph G derived from
the complete graph G̃ by keeping only the P nearest neighbors of each node. We adopt the support








)−1/2 − I. (8.8)
We are interested in estimating the rating a user would give to some target item vr ∈ V. We cast
this as a supervised interpolation problem. Given the set T̃ and the target movie vr we consider the
set T̃r of all users that have rated the item vr. We then extract the specific rating x̃t(vr) = yt as a
label, and set a 0 in the rth entry of x̃t. The resulting vector is a graph signal xt which always has
a 0 in the rth entry. We can thus build the set Tr = {(xt, yt) , t : x̃t ∈ T̃r} of all users that have
rated the item vr with the corresponding rating extracted as a label yt and the rth entry [xt]r of
the graph signal xt set to zero, [xt]r = 0 for all t : x̃t ∈ T̃r.
For a specific numerical example, we consider the problem of movie recommendation in the
MovieLens-100k dataset (Harper and Konstan, 2016). This dataset consists of 100, 000 ratings given
by 943 users to 1, 682 movies, and where each user has rated at least 20 of them. The ratings are
integers ranging from 1 to 5, so that x̃t : V → {1, 2, . . . , 5} for every user t. In particular, we consider
the subset of 200 movies that have received the largest number of ratings, and use these to form the
node set V = {v1, . . . , v200} where each item vi ∈ V corresponds to one of the movies. For example,
v1 = “Star Wars” (1977), rated by 583 users; v2 = “Contact” (1997), 509; v3 = “Fargo” (1996),
508; v4 = “Return of the Jedi” (1983), 507; v5 = “Liar Liar” (1997), 485. The resulting dataset has
47, 825 ratings given by 943 users to some of these 200 movies. We set the target movie to be “Star
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Wars”, vr = v1 so that there are |T̃r| = 583 user ratings x̃t ∈ T̃r. We use these ratings to build the
labeled set Tr with 583 pairs {(xt, yt)}t=1,...,583, where we recall that yt = x̃t(vr) and [xt]r = 0. We
split Tr into 90% for training (of which a further 10% is left for validation) and 10% for testing.
This results in a training set T with 473 samples, a validation set with 52 samples, and a test set S
with 58 samples.
We use the training set T to train a representation map Φ : RN → R that takes the ratings xt
a user has given to some of the movies, and returns an estimate of the rating the user would give
to the target movie yt = x̃t(vr). The training is carried out by solving the ERM problem (2.7) for







0.5(Φ(xt)− yt)2 if |Φ(xt)− yt| < 1
|Φ(xt)− yt| − 0.5 otherwise
. (8.9)

















We note that Γ is differentiable, and thus, we could use that to solve the ERM problem. However,
extensive numerical simulations on this dataset have shown that the smooth L1 loss (8.9) yields
better performance. This is likely happening due to better gradient properties and a robustness
to outliers. We use the ADAM optimization algorithm (Kingma and Ba, 2015) with learning rate
η = 0.005 and forgetting factors 0.9 and 0.999, respectively. We train for E = 40 epochs using
batches of at most 5 samples, totaling 3, 800 training steps. Every 5 fo these training steps, we run
the model Φ on the validation set and compute the RMSE (8.10). After training has finished, we
retain the model characterized by the set of parameters that has achieved the lowest RMSE on the
validation set to avoid overfitting (Murphy, 2012, Chapter 28). We repeat the experiments 10 times
to (at least, partially) average out the randomness arising from the dataset split. We report the
RMSE (8.10) averaged across these realizations, as well as the estimated standard deviation.
We compare five two-layer models. The first layer of each model is different, but all yield
F1 = 64 output features. The first one uses a graph convolutional filter with K1 = 5 filter taps and
no nonlinearity [cf. (3.6)]. The following three are GCNNs (i.e. graph convolutional filters followed
by a pointwise nonlinearity), using K1 = 4, K1 = 5 and K1 = 6 filter taps, respectively [cf. (4.3)].
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(a) Star Wars












1.10 1.09 1.09 1.07 1.18
(b) Contact
(Figure 8.3) – Movie recommendation results. RMSE (8.10). (a) Training and testing on the same tar-
get movie. Results are:0.82(±0.09) for ΦGC; 0.83(±0.09) for ΦGCNNK=4 , 0.83(±0.09) for ΦGCNNK=4 , and
0.83(±0.09) for ΦGCNNK=5 ; 0.81(±0.06) for ΦEdgeNet; it is observed that all models perform similarly with the
EdgeNet performing slightly better. (b) Training on one target movie, and testing on another. Results are:
1.10(±0.11) for ΦGC; 1.09(±0.10) for ΦGCNNK=4 , 1.09(±0.09) for ΦGCNNK=4 , and 1.07(±0.1) for ΦGCNNK=5 ;
1.18(±0.20) for ΦEdgeNet; in this case, we observe that the EdgeNets face a significantly performance drop,
mainly because they are not stable architectures.
The last one is an EdgeNet (i.e. edge-varying filter followed by a nonlinearity) with K1 = 5 filter
taps [cf. (6.3)]. The nonlinearities chosen for the last four models is σ1(x) = ReLU(x) = max{0, x}.
The second layer of all five models is the same. It consists of a graph convolutional filter with a single
filter tap K2 = 1 and a single output feature F2 = 1. This means that there are no neighboring
exchanges in this second layer, and that the output is computed by means of a linear combination
of the F1 = 64 output features. There is no nonlinearity either, so that σ2(x) = x. From the single-
feature output signal we look into the value at the rth entry, representing the estimated rating Φ(vr)
for the target movie vr. We note that all these models are local and distributed, since there is no
centralized mixing of features as it happened in the authorship attribution problem (cf. Section 8.1).
Results for estimating the rating of the target movie “Star Wars” are shown in Fig. 8.3a. For
the model whose first layer is a graph convolutional filter ΦGC, the RMSE is 0.82(±0.09); for those
with a GCNN first layer, the results are 0.83(±0.09) for ΦGCNNK=4 , 0.83(±0.09) for ΦGCNNK=4 ,
and 0.83(±0.09) for ΦGCNNK=5 ; the results for the EdgeNet ΦEdgeNet are 0.81(±0.06). We observe
that all the models perform similarly, with the EdgeNet performing slightly better. The fact that
the linear graph convolution performs as well as the GCNNs suggests that most of the relevant
information in the graph signals is located in low-eigenvalue frequency content.
To showcase the effect of stability, we carry out a second experiment. In this case, we take the
same models trained for estimating the rating at the target movie vr, and test them for estimating
the rating at another target movie vr̃. In this case, we trained for estimating the rating of “Star
Wars”, and then we test for estimating the rating of “Contact”. This amounts to looking at the r̃th
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entry of the output of each model, instead of the rth one.
Results are shown in Fig. 8.3b and yield 1.10(±0.11) for ΦGC; 1.09(±0.10) for ΦGCNNK=4 ,
1.09(±0.09) for ΦGCNNK=4 , and 1.07(±0.1) for ΦGCNNK=5 ; 1.18(±0.20) for ΦEdgeNet. While we
observe a decay in the evaluation measure for all models, we see that the performance of the Ed-
geNet has significantly dropped. This was expected since of all the five models, the EdgeNet is the
only one that is not stable. As a matter of fact, the edge-level detail that was captured by this model
is quite specific to estimating the rating of “Star Wars” and does not transfer well to estimating
other movies.
The main takeaways of this problem are the following. First, that both linear and nonlinear mod-
els perform similarly, suggesting that most of the relevant information is located in low-eigenvalue
frequency content. Second, that choosing a very descriptive model may be a good choice in static




One of the precepts of signal processing is to incorporate the knowledge of the physical medium
where data is generated into the processing algorithms, whether it is as models for improving infor-
mation extraction, or as physical constraints for efficient computation. This is particularly necessary
in problems involving dynamical systems comprised of autonomous agents such as those found in
path planning in multi-agent robotics (Li et al., 2020), optimal power allocation in smart grids (Ow-
erko et al., 2020), or estimation in sensor networks (Owerko et al., 2018). The ability to control
these dynamical systems thus becomes a technological problem of paramount importance. Optimal
controllers for network systems have been obtained for a vast array of problems but typically require
access to the state of the entire system at any time, rendering them centralized solutions (Nedic
et al., 2010). Thus, these controllers, albeit optimal, face limitations in terms of scalability and
implementation. Designing decentralized controllers, on the other hand, demands relying on the
communication network established by the agents that compose the system. Additionally, due to
the inherent delay in the communication exchange, the information is not only distributed, but also
outdated. As it happens, optimal decentralized controllers are famously difficult to find (Witsen-
hausen, 1968). Thus, we can learn suitable decentralized controllers from data. In this respect, the
local and distributed nature of graph neural networks (GNNs) makes them ideal learning models,
since they naturally offer both structure exploitation for information extraction and efficient com-
putation distributed throughout the network (Section 9.1). The success of GNN-based controllers
is exemplified in the problem of flocking a robot swarm, where the robots, initially flying at random
velocities, need to coordinate their velocities to fly together while avoiding collision (Section 9.2).
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9.1 Learning Decentralized Controllers
Consider a set of N agents V = {v1, . . . , vN}. At time t = 0, 1, 2, . . ., each agent is described
by a state vector xi(t) ∈ RF and is capable of taking an action ui(t) ∈ RG. The time index t
represents the sequence of instances at sampling time Ts. The collection of states for all agents can
be conveniently described by an N × F matrix X(t) where row i corresponds to the state xi(t) of
agent vi. Likewise, U(t) is the N ×G matrix that collects the actions of all agents. Evidently, both
X(t) and U(t) can be modeled as graph signals xt : V → RF and ut : V → RG, respectively, for each
time instant t. This means that xi(t) = xt(vi) ∈ RF and ui(t) = ut(vi) ∈ RG as well.
The actions U(t) taken by the agents impact the value that the state X(t) of the team takes at
present and future times. This impact is captured by the dynamic evolution of the system, which is
a sequence of functions {Dt : RN×F × RN×G → RN×F }t such that





The dynamic evolution of the system (9.1) determines how the actions taken shape the future states.
We note that oftentimes, Dt = D for all t, leading to a time-invariant or static dynamic. Among
these, we find linear systems which are arguably the type of systems that have been most studied
(Anderson and Moore, 1979; Kailath et al., 2000)
X(t+ 1) = FX(t) + GU(t) (9.2)
where F,G ∈ RN×N are the system matrices. We note that, to reflect a distributed nature in linear
systems, we usually require that F and G share the same eigenbasis as the support matrix S. In
this way, we know that the system matrices are encoding some kind of k-hop relationship in the
evolution of the system.
Controlling a dynamical system means designing actions U(t) that drive the state X(t) into
some target value. The optimal actions U?(t) are given by those that minimize some cost function
J : RN×F → R over time



















where the effect of the dynamic evolution of the system is noted explicitly. Solving problem (9.3)
typically leads to control actions that rely on the the state of the entire network, making them a
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centralized optimal solution; they require centralized knowledge of the states of all agents in order
to make a decision. This happens because there is no explicit constraint preventing U(t) from con-
sidering all values of the state X(t) when designing the optimal action. We are concerned, however,
with actions that are decentralized. This means that (i) actions rely only on information provided
by neighboring agents, and (ii) actions can be computed individually by each agent. Furthermore,
we are interested in actions that respect the delayed nature of the communications.
The communication capability of the agents defines a dynamic communication network. This
network can be conveniently described by means of a graph G(t) = {V, E(t),W(t)} where E(t) ⊆ V×V
is the set of edges and W(t) : E(t) → R is the weight function. Agents vi and vj can communicate
at time t if and only if (vi, vj) ∈ E(t), and the weight function W(t) can be used to describe the
model adopted for the communication channel. The neighborhood Ni(t) of agent vi corresponds of
all the agents to whom agent vi can communicate at time t, Ni(t) = {vj ∈ V : (vj , vi) ∈ E(t)}. We
associate a support matrix S(t) to the communication graph G(t) at time t.
Agents can communicate their states xi(t) to other neighboring agents by means of this com-
munication network. The transmission of information incurs in a unit delay, creating a delayed





xj(t− k) , j : vj ∈ N ki (t)
}
(9.4)
where N ki (t) is the set of nodes k hops away from node vi and is defined recursively as N ki (t) =
{vj′ ∈ N k−1j (t − 1) , j : vj ∈ Ni(t)} with N 1i (t) = Ni(t) and N 0i (t) = {vi}. We denote by
X (t) = {Xi(t)}i=1,...,N the collection of the delayed information structure Xi(t) of all nodes. We call
the collection {Xi(t)}t the delayed information history of the system.
Finding the optimal controller that respects the delayed information history [cf. (9.4)] implies




















As has already been discussed (Section 2.3), optimization problems in an infinite-dimensional space
are very difficult to solve, if not intractable. This gets compounded by the fact that Φ can only
take as input the delayed information history X (t) to design an action U(t). In what follows, we
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adopt a GNN as a model for Φ. In this way, we know that the resulting controller U(t) acts on the
information history X (t) (cf. Chapter 7) and thus we are embedding the decentralized constraint
directly into the chosen model. Thus, we move from finding the optimal decentralized controller
(9.5) into finding the optimal parameters for the chosen GNN model, which becomes tractable while
still yielding a decentralized controller.
Optimizing over time (9.3) introduces additional problems due to the possible infinite horizon
impact on deciding the best action at each time instant. Such a setting is typically handled within
the framework of reinforcement learning (Sutton and Barto, 2018), and thus outside of the scope of
this dissertation. However, we note that GNNs are still valuable tools for parametrizing the policies
in such a framework, as a way to naturally embed the decentralized constraints into the solutions
obtained (Gama et al., 2020b).
To avoid optimizing over time, we consider a data-driven approach based on the framework of
imitation learning (Ross and Bagnell, 2010; Ross et al., 2011). In this setting, a training set of
optimal trajectories T = {(X(t),U?(t))t} is available, and the decentralized controller Φ(X (t)) is






where Φ is any of the graph-time structures discussed in Chapter 7 that respect the delayed infor-
mation history X (t), so that (9.6) is actually a finite-dimensional optimization problem over the set
of corresponding parameters. Imitation learning requires the computation of the optimal centralized
action U?(t) [cf. (9.3)] but only for the training phase, i.e. an offline phase where (9.6) is solved.
Nevertheless, centralized controllers might be computationally expensive or available only for small
networks. Therefore, for the learned map Φ to be useful, we need it to be scalable and computation-
ally efficient. Once again, we observe that GNNs become a particularly good model choice due to
the properties of permutation equivariance and stability to relative perturbations (cf. Chapter 5).
Essentially, permutation equivariance (Proposition 5.2) means that the same action is taken as long
as the state of neighboring nodes with the same topology are the same, irrespective of the entire size
or shape of the graph. Stability (Theorem 5.6), on the other hand, guarantees that as long as the
neighborhood topologies are similar, the actions taken will be similar as well. Together, permuta-
tion equivariance and stability guarantee transferability and scalability of the learned controller in
homogeneous systems, as we illustrate in the next example.
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9.2 Flocking
In the problem of flocking, the objective is to coordinate a team of agents, initially flying at random
velocities, to fly at the same velocity while avoiding collisions (Tanner et al., 2003; Tanner, 2004;
Tolstaya et al., 2019; Gama et al., 2020b). We use this example to illustrate the power of GCNNs
[cf. (7.22)] and GRNNs [cf. (7.23)-(7.24)] in learning decentralized, and scalable controllers.
We consider each agent vi ∈ V to be described by its position ri(t) ∈ R2, its velocity vi(t) ∈ R2
and its acceleration ui(t) ∈ R2. The evolution Dt of the system is time-invariant and is given by
ri(t+ 1) = ui(t)T
2
s /2 + vi(t)Ts + ri(t)
vi(t+ 1) = ui(t)Ts + vi(t)
(9.7)
for i = 1, . . . , N . These dynamics imply that the acceleration ui(t) is held constant for the duration
of the sampling interval [tTs, (t + 1)Ts). The acceleration ui(t) is the actionable variable, and we
assume that the agents can adjust it instantaneously between sampling intervals. Certainly, these
system dynamics respond to a very simplistic zeroth-order model of agents flying on a plane. The
objective of this problem is to serve as a proof-of-concept of the use of GNNs to learn decentralized
controllers. More involved examples with more realistic dynamics can be found in (Tolstaya et al.,
2019; Hu et al., 2020).
Formally, the objective of flocking is to determine the accelerations {U(t)}t that make the veloc-
ities of all agents in the team be the same. This can be written as minU(t),t≥0
∑

















subject to the system dynamics (9.7). Essentially, the cost function (9.8) is measuring how different





t J(V(t)) also measures how long it takes for the system to get controlled, while
J(V(T )) for some time horizon T gives us an idea of how good the objective was achieved by the
end of the trajectory.
The optimal centralized solution, while avoiding collisions, is given by accelerations U?(t), where
the ith row is computed as (Tanner et al., 2003)















(a) t = 0s (b) t = 1s (c) t = 2s
(Figure 9.1) – Snapshots of a sample trajectory. The dots illustrate the agents, the gray edges represent
the communication links, and the arrows show the velocity (a) The agents start flying at time t = 0s with
arbitrary velocities. (b) The agents have managed to agree on a direction at t = 1s. (c) The agents have





is the gradient of the collision avoidance potential CA : R2×R2 → R with
respect to the position of the agent vi and evaluated at its position ri(t) and the position of every







1/‖rij‖2 − log(‖rij‖2) if‖rij‖ ≤ RCA
1/R2CA − log(R2CA) otherwise
(9.10)
with rij = ri − rj and RCA > 0 indicating the minimum acceptable distance between agents.
Certainly, u?i (t) is a centralized controller since computing it requires agent vi to have instantaneous
knowledge of the velocity vj(t) and the position rj(t) of every other agent vj in the team.
The communication network between agents is determined by their proximity. If agents vi and vj
are within a communication radius R of each other then they are able to establish a link. This builds
a communication graph with edge set E(t) such that (vi, vj) ∈ E(t) if and only if ‖ri(t)− rj(t)‖ ≤ R.
The weight function W(t) is 1 for (vi, vj) ∈ E(t) and 0 otherwise, yielding a binary adjacency matrix
that we adopt as the support matrix S(t). We assume that communication exchanges occur within
the interval determined by the sampling time Ts, so that the action clock and the communication
clock coincide. We note that this is a simplified communication model called a disk model, that
we use following the idea of a proof-of-concept example to showcase the validity of GNN-based
controllers. More involved models accounting for channel losses are possible by simply adjusting the
communication graph G(t) and the corresponding support matrix S(t).
The communication network imposes a delayed information structure X (t) [cf. (9.4)]. We aim at
learning controllers Φ(X (t)) that respect this structure and to do so, we choose GNN models. First,
we consider graph convolutions ΦGC(X (t); S(t),A) given by (7.21), GCNNs ΦGCNN(X (t); S(t),A)
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given by (7.22), and GRNNs ΦGRNN(X (t);S(t),A,B, C) given by (7.23)-(7.24). The notation em-
phasizes the partial information structure X (t) described in terms of {X (t)}t and {S(t)}t and the
collection of learnable parameters A, B or C, as appropriate. The agent states xi(t) ∈ R6 that we



















Note that the value of the state (9.11) for each agent can be computed locally.
G / K 2 3 4
16 521(±90) 434(±78) 404(±46)
32 593(±175) 433(±54) 345(±37)
64 508(±96) 419(±52) 401(±56)
(Table 9.1) – Average (std. deviation) cost for different hyperparameters in flocking for the graph convolu-
tional model ΦGC. Optimal cost: 52(±1).
For the numerical experiments, we consider three two-layered models. The first model ΦGC has a
graph convolutional filter (7.21) in the first layer with K1 filter taps, F! = G output features and no
nonlinearities. The second model ΦGCNN has a GCNN in the first layer [cf. (7.22)], that is a graph
convolutional filter with K1 filter taps and F! = G output features, followed by a hyperbolic tangent
as the pointwise nonlinearity σ1(x) = tanh(x). These two models have the same second layer, which
is a graph convolutional layer with K2 = 1 and F2 = 2 features and no nonlinearity. This means
that the second layer is an output layer computed individually at each agent, without any exchanges
involved, that maps the F1 = G output features of the first layer into the 2-dimensional controller
U(t). The third model ΦGRNN is a GRNN [cf. (7.23)] with filters having K filter taps and H = G
hidden state features and a hyperbolic tangent nonlinearity σ(x) = tanh(x). The output layer [cf.
(7.24)] is built using a convolutional filter with K = 1 filter tap (no exchanges) and maps the H = G





(Table 9.2) – Average (std. deviation) cost for different hyperparameters in flocking for the GCNN model
ΦGCNN. Optimal cost: 52(±1).
The dataset is comprised of 400 trajectories for training, 20 for validation and 20 for testing.
Each trajectory is generated by positioning N = 50 agents at random in a circle such that their
110
minimum initial distance is 0.1m and their initial velocities are picked also at random from the
interval [−3, 3]m/s in each direction. We note that a bias velocity, also picked at random from
[−3, 3]m/s is included so as to avoid the flocking velocity to be zero. The trajectories are of duration
2s with sampling time Ts = 0.01s, the maximum acceleration is 10m/s
2 and the communication
radius is R = 2m. The collision avoidance radius is RCA = 1m. See an example of a trajectory in
Figure 9.1.
G / K 2 3 4
16 140(±8) 133(±7) 135(±5)
32 83(±3) 82(±3) 82(±3)
64 77(±2) 77(±2) 77(±3)
(Table 9.3) – Average (std. deviation) cost for different hyperparameters in flocking for the GRNN model
ΦGRNN. Optimal cost: 52(±1).
We exploit the imitation learning framework, simulating trajectories with the optimal centralized
controller given by (9.9) and solving (9.6) for each of the models. The models are trained for E = 30
epochs with a batch size of at most 20 trajectories, totaling 600 training steps. Every 5 training
steps, the cost (9.8) is evaluated on the validation set. After training has finished, we retain the
model characterized by the set of parameters that has achieved the lowest RMSE on the validation
set to avoid overfitting (Murphy, 2012, Chapter 28). We solve the imitation learning problem (9.6)
using the ADAM algorithm (Kingma and Ba, 2015) with learning rate η = 5 · 10−4 and forgetting
factors 0.9 and 0.999. The loss function used for the imitation learning is the mean squared error
between the output of the model and the optimal control action. The evaluation measure is the cost
(9.8). We repeat the simulations for 10 realizations of the dataset and report the average cost as
well as the standard deviation.























































(Figure 9.2) – Change in the cost, relative to the optimal cost, for different values of (a) initial velocity,
and (b) communication radius. The relative values of ΦGC exceed 7.0(±1.2) and 7.9(±1.4), respectively, and
thus are not shown.
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First, we test different values of features G ∈ {16, 32, 64} and filter taps K ∈ {2, 3, 4}. Results
are shown in Tables 9.1-9.3. We see that the graph convolution model ΦGC has a performance that
is five times worse than the nonlinear architectures. This is because we know that even for simple
linear problems, the optimal decentralized solution is nonlinear (Witsenhausen, 1968), which cannot
be captured by a linear model. Then we see that the ΦGRNN exhibits the best performance, and
that ΦGCNN comes in second with reasonably good performance as well. We also observe that more
features G improves performance in this range, but not necessarily larger K. From this simulation
we select the best pair (G,K) for each of the three architectures and keep them for the following
experiments.
N 50 62 75 87 100
ΦGC 440(±63) 406(±88) 456(±69) 459(±56) 472(±77)
ΦGCNN 91(±8) 92(±8) 91(±5) 101(±16) 94(±11)
ΦGRNN 78(±3) 76(±2) 77(±2) 77(±2) 77(±2)
(Table 9.4) – Transfering at scale. Architectures trained on 50 agents, and tested on N agents.
Second, we run tests for different initial conditions, namely different initial velocities (Fig. 9.2a)
and different communication radius (Fig. 9.2b). These experiments test the robustness of the archi-
tectures to different initial conditions. We observe in Fig. 9.2a that larger initial velocities implies
harder to control flocks, and thus the performance decreases as the initial velocities grow. Never-
theless, the GRNN seems to be more robust than the GCNN. With respect to the communication
radius, we observe in Fig. 9.2b that the larger the communication radius, the easier the flock is to
control. This is expected since more agents can be reached and thus information travels faster with
less delay. Again, the more robust architecture is the GRNN.
As a third and final experiment, we run a test on transferring at scale. We train the architectures
for 50 agents, but then we test them on N ∈ {50, 62, 75, 87, 100} agents. Results are shown in
Table 9.4. We observe that both nonlinear architectures (GCNN and GRNN) have virtually perfect
scalability, keeping the same performance as the number of agents increases. This is due to their
equivariance and stability properties (Chapter 5). In essence, this last experiment shows that it is
possible to learn a decentralized controller in a small network setting and then, once trained, transfer




The focus of this dissertation is on graph neural networks, which are the main enabler of machine
learning on graph data. Graph neural networks (GNNs) are nonlinear representation maps that
consist of a cascade of layers, each of which applies a graph filter followed by an activation function.
Graph filers are (linear) operations that process data by leveraging the underlying graph structure
that supports it. In this way, GNNs restrict the representation space of the general neural network
model to optimize only over the linear transforms that can be described as a graph filter, and thus
exploit the underlying graph support. This allow GNNs to learn efficiently with less data, scale to
high dimensions and improve performance.
We analyze the graph neural network model under the framework of graph signal processing.
We formulate a concise description of GNNs that brings the graph structure to the forefront by
leveraging the support matrix. From such a description the local and distributed nature of GNNs
becomes evident. This helps us in efficiently implementing GNNs, particularly in problems involving
physical networks with nodes having computation and communication capabilities.
Explicitly including the graph structure in the operations carried out by GNNs allows us to
propose two important extensions. The first one consists in including the topological structure in
the activation function. Since in arbitrary graph, the neighborhood of each node is topologically
different, incorporating this structural information in the design of activation functions allows us to
increase the representation power of GNNs with little cost to the training process. Median and max
filters are examples of local activation functions. The second extension is a pooling method that
respects the underlying topology. In this way, the computational cost is reduced without sacrificing
the local and distributed nature of the model. This is particularly important when considering
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problems involving physical networks, but also has useful implications when analyzing the frequency
content of the hidden feature signals at each layer.
We prove two fundamental properties of the representation space of the graph convolutional
neural network (GCNN) model. We prove permutation equivariance, which at a first glance, implies
that graph signal processing using GCNNs is independent of the node labeling. But this property is
actually more valuable than apparent, since it also implies that a given signal is processed the same
way in all topologically equivalent neighborhoods of a graph. In this way, we require less samples
making learning more efficient. We also prove stability to relative perturbations of the underlying
graph support. This means that a GCNN with the same filters but processing signals supported on
different graphs yield similar outputs as long as the support matrices are similar. This result plays
a key role in scenarios where the support changes with time, or where it is unknown and has to be
estimated. The properties of permutation equivariance and stability, together, allow for scalability
and transferability of GCNNs.
Understanding GNNs as a cascade of graph filters and activation functions, allows us to de-
fine different models depending on the choice of filter, thus easily moving away from GCNNs. In
particular, we show that by using edge-varying graph filters, we can define the most general GNN
model possible. As a matter of fact, every GNN model in the literature can be seen as describing a
representation space that is a subspace of this general model. Certainly, such a general model suffers
from a particularly complex representation space, making learning difficult, even if the data struc-
ture is being exploited. Thus, we propose different non-convolutional methods with more tractable
representation spaces.
We address the use of neural networks to handle graph processes. These are a type of network data
that exhibits both a graph as well as a temporal structure. We extend recurrent neural networks, the
model of choice for processing temporal sequences, to incorporate the graph structure, defining the
graph recurrent neural network (GRNN) model. We prove permutation equivariance and stability
of GRNNs, and observe that the stability gets compromised for long sequences. Thus, we extend
the time-gating strategy to address long-term dependencies. We also propose node- and edge-gating
methods to tackle the problem of long-range dependencies.
We consider the communication delays that arise in physical networks. Given the distributed
nature of GNNs, we observe that realistic communications impose a delayed information structure.
We thus extend graph convolutions, graph convolutional neural networks and graph recurrent neural
networks to handle this delayed information structure. This makes these models readily applicable
to physical networks with changing supports and communication delays.
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We consider three main applications of GNNs. First, the problem of authorship attribution,
where we use GNNs that leverage word adjacency networks to learn a map between a word fre-
quency count histogram of a short text and its corresponding author. Second, the problem of movie
recommendation, where we use GNNs that leverage a graph of rating similarities to map between
the ratings a user has given to some of the items, and an estimate of the rating the same user would
give to some other given item. These two problems involve abstract networks where the graph is
obtained from the data itself and bares no relationship whatsoever to any physical medium.
The third application we consider does involve a physical network, and is that of flocking a
robot swarm. The problem of flocking consists in designing controllers so that a team of robots,
initially flying at random velocities, are able to coordinate their velocities and fly together while
avoiding collisions. This problem illustrates the more general framework of leveraging GNNs to
learn decentralized controllers. The challenge in this scenario is that the constraints imposed by a
distributed solution make the problem intractable. However, by absorbing this constraints in the
choice of GNNs, which are naturally local and distributed, we are able to learn successful decen-
tralized controllers. The simulations show that GNN-based controllers scale and transfer without
compromising the performance, implying that we can train them in small networks and then deploy
them in much larger ones.
10.1 Future Research Directions
Neural networks offer a mapping flexible enough to describe a wide range of nonlinear behaviors
and are easy to train due to their resemblance to linear models. However, fully connected neural
networks do not scale to large problems. Convolutional neural networks (CNNs) address this by
imposing a convolutional structure on the linear transform, but the convolution operation only acts
on regular-structured data and thus is not suitable for processing graph data. GNNs are built by
extending the operation of convolution to graph data.
By drawing from graph signal processing and its key concept of graph filtering, we were able to
define GNNs that exploit the graph structure while highlighting their local and distributed nature.
Furthermore, we were able to establish a framework that characterizes its representation space.
Many possible designs can stem from this. We have explored local activation functions, pooling
that respects the graph structure, and non-convolutional filtering. We can keep exploring the use of
GSP to inform new neural network models, tailored to specific applications, within a mathematical
framework appropriate for analysis of resulting behaviors.
115
Current GNNs map perceptions directly into actions and ignore previous states of the system.
We have developed GRNNs which learn an internal state to approximate the temporal relationships
in time-varying graph signals. This internal state learns to keep track of relevant past information
on the process. We can further leverage this information by learning actions as mappings from
the internal state. Jointly learning the internal state and the action collects past information that
is relevant to the sequence of actions taken. We can also exploit this internal state to improve
communication among agents, learning a new mapping that distills the information from the state
into an adequate message. This message will then be transmitted to the neighbors. As a result,
the internal state is used, not only to extract relevant information concerning the action but also to
learn what information is best to be transmitted.
Graph convolutions exploit the local structure and inherent symmetries of graph data, and they
do so with a linear operation. We can study the processing of graph data utilizing different algebras
(for example, min-max dioid algebra or tropical algebra) to extend the concept of linear convolution
while keeping the local nature of the operation (in a similar vein as with nonlinear graph filters).
More specifically, using different algebras gives rise to alternative notions of convolution operations
that are nonlinear in traditional algebra, but act as linear operations in the new chosen algebra. We
can then use this to define alternative convolutional architectures that handle complex operations
as if they were linear (by exploiting the appropriate algebra), facilitating their design and analysis.
GNNs are useful because they can be implemented locally, they adequately exploit the symmetries
inherent in the data structure, and they scale to larger problems. These properties are not exclusive
to GNNs but are also exhibited by linear graph convolutions. We thus need to examine whether
there are any genuine advantages in adopting GNNs as the parametrization of choice. We have
provided an answer to this question in the form of stability to perturbations of the graph domain.
We have studied the stability of GNNs to changes in the underlying graph support, proving that
GNNs are equivariant to permutations and stable to relative perturbations. We used these results
to show that GNNs exploit the topological symmetries in the underlying graph structure, serving as
data augmentation and explaining why GNNs require smaller training sets to learn. We have also
showed that GNNs can extract high-frequency information in a stable manner, while linear graph
filters cannot, thus explaining the superior performance of GNNs. We realize, however, that the
bounds in the stability theorem are loose, and thus we can continue investigating stability properties,
seeking to improve the bounds by leveraging extraneous data models (make bounds tighter as well
as find lower bounds).
The stability results obtained derive from analyses carried out in the graph spectral domain.
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This requires both the graph and its perturbation to have the same number of nodes, limiting the
scalability analysis of trained GNNs. Likewise, the studied perturbation model, while practically
useful because it is defined in the node domain, does not easily translate to perturbations of the
eigenvectors. This leads to loose stability bounds, caused by coarse eigenvector approximations. We
can further investigate complementary perturbation models to address these challenges. We can use
Gromov-Hausdorff as a more general way of measuring distances between graphs (including graphs
of different sizes) and extend it to process different signals, leveraging the work on summarizing
functions. We can also exploit generative models to relate data of different sizes as well as to
narrow down the effect of perturbations on the graph spectrum. We can further explore the use of
embeddings to map graph data into a domain of fixed dimension, thus being able to analyze the
stability bounds of graphs of different sizes within a common domain.
Current stability results assume a fixed input on a given graph and its perturbation, ignoring
time dependencies in the support and the signal. To obtain results on how the GRNN’s internal state
(and consequently, the actions taken and messages transmitted) changes in a dynamic environment,
we can investigate dynamical models for both the graph signal and the graph topology. For instance,
in cases where the changes in the network topology can be modeled in terms of random variables,
we can study training GRNNs in the mean and use penalties to control the variance. We can
further exploit these models as proxies of the joint distribution of graph signal and topologies and
obtain generalization properties of GRNNs. Additionally, we can study the stability properties of
architectures based on alternative convolutions as well, by leveraging the linearity resulting from the
corresponding algebra to obtain bounds on the convolution operation itself, and then derive stability
properties for the architecture in analogy to the ones already obtained.
We note that whether distributed collaborative intelligent systems are realized hinges not only
on our ability to design proper models and explain their performance and limitations but also on
the successful application of this framework to real-world problems. We have seen the viability of
these systems by tackling problems in robotics and smart grids.
In the problem of flocking, a team of agents is initially moving at random velocities, and their
global objective is to coordinate their velocities to move together as a flock, avoiding collisions.
We have successfully applied GNNs to learn decentralized flocking controllers based on delayed
information. To better exploit the dynamic nature of the communication network between moving
robots, we can use GRNNs to improve the learning of decentralized controllers in multi-path planning
as well as consider its application in the problems of collective mapping and target assignment.
We can also explore the problem of complex perception schemes. In many cases, the information
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perceived by robots consists of a sequence of images that require feature-extraction processing,
typically achieved by running an internal neural network. We can investigate the joint training of
the agents’ internal architecture and the GRNN to learn perception mechanisms that better suit the
team as a whole.
We have been exploring the use of GNNs to learn optimal power flow, by modeling the electrical
grid as a team of agents whose objective is to maintain equilibrium between supply and demand of
energy. Building upon this result, we can further use learning to address the following problems:
(i) reliability, where we can use alternative convolutional architectures (min-max dioid) to sense a
faulty operation and localize the source of it; (ii) flexibility, where we can use edge-varying filters
to allow the smart grid to control individual buses; (iii) pricing, where we can use GRNNs to keep
track of the consumption and generation of different agents, learning to predict future states of the
network, improving the pricing schemes in the smart grid.
While this dissertation has focused mostly on characterizing the representation space of graph
neural networks, the optimization side of it is also a very promising area of research. In particular, we
can fully harness the potential power of GNNs by coupling them with distributed and time-varying
optimization algorithms. We can investigate convergence and tracking guarantees for the specific
representation model of GNNs. Coupling distributed and time-varying optimization with GNNs
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Neural Information Processing Systems. Montréal, QC: Neural Inform. Process. Syst. Foundation,
8-13 December 2014, pp. 2933–2941.
121
M. Defferrard, X. Bresson, and P. Vandergheynst, “Convolutional neural networks on graphs with
fast localized spectral filtering,” in 30th Conference on Neural Information Processing Systems.
Barcelona, Spain: Neural Inform. Process. Foundation, 5-10 December 2016, pp. 3844–3858.
R. D. Dony and S. Haykin, “Neural networks approaches to image compression,” Proceedings of the
IEEE, vol. 83, no. 2, pp. 288–303, February 1995.
J. Duchi, E. Hazan, and Y. Singer, “Adaptive subgradient methods for online learning and stochastic
optimization,” Journal of Machine Learning Research, vol. 12, no. 61, pp. 2121–2159, July 2011.
R. O. Duda, P. E. Hart, and D. G. Stork, Pattern Classification, 2nd ed. New York, NY: John
Wiley & Sons, 2001.
M. Eisen, C. Zhang, L. F. O. Chamon, D. D. Lee, and A. Ribeiro, “Learning optimal resource
allocations in wireless systems,” IEEE Transactions on Signal Processing, vol. 67, no. 10, pp.
2775–2790, May 2019.
Y. C. Eldar, “MSE bounds with affine bias dominating the Cramér-Rao bound,” IEEE Transactions
on Signal Processing, vol. 56, no. 8, pp. 3824–3836, August 2008.
H. W. Engl, M. Hanke, and A. Neubauer, Regularization of Inverse Problems, ser. Mathematics and
Its Applications. Dordrecht, the Netherlands: Kluwer Academic Publishers, 1996, vol. 375.
C. Esteves, C. Allen-Blanchette, A. Makadia, and K. Daniilidis, “Learning SO(3) equivariant repre-
sentations with spherical CNNs,” in European Conference on Computer Vision 2018. Munich,
Germany: Comput. Vision Foundation, 8-14 September 2018, pp. 1–17.
E. Estrada, The Structure of Complex Networks: Theory and Applications. Oxford, UK: Oxford
University Press, 2011.
S. Fattahi, N. Matni, and S. Sojoudi, “Efficient learning of distributed linear-quadratic
controllers,” arXiv:1909.09895v2 [math.OC], 11 October 2019. [Online]. Available: http:
//arxiv.org/abs/1909.09895
K. Fukushima, “Neocognitron: A self-organizing neural network model for a mechanism of pattern
recognition unaffected by shift in position,” Biological Cybernetics, vol. 36, no. 4, pp. 193–202,
April 1980.
122
A. G. Marques, S. Segarra, G. Leus, and A. Ribeiro, “Sampling of graph signals with successive
local aggregations,” IEEE Transactions on Signal Processing, vol. 64, no. 7, pp. 1832–1843, April
2016.
F. Gama and A. Ribeiro, “Ergodicity in stationary graph processes: A weak law of large numbers,”
IEEE Transactions on Signal Processing, vol. 67, no. 10, pp. 2761–2774, May 2019.
F. Gama, A. G. Marques, A. Ribeiro, and G. Leus, “MIMO graph filters for convolutional networks,”
in 19th IEEE International Workshop on Signal Processing Advances in Wireless Communications.
Kalamata, Greece: IEEE, 25-28 June 2018, pp. 1–5.
F. Gama, G. Leus, A. G. Marques, and A. Ribeiro, “Convolutional neural networks via node-varying
graph filters,” in 2018 IEEE Data Science Workshop. Lausanne, Switzerland: IEEE, 4-6 June
2018, pp. 220–224.
F. Gama, S. Segarra, and A. Ribeiro, “Hierarchical overlapping clustering of network data using cut
metrics,” IEEE Transactions on Signal and Information Processing over Networks, vol. 4, no. 2,
pp. 392–406, June 2018.
F. Gama, A. G. Marques, G. Leus, and A. Ribeiro, “Convolutional neural network architectures
for signals supported on graphs,” IEEE Transactions on Signal Processing, vol. 67, no. 4, pp.
1034–1049, February 2019.
F. Gama, A. G. Marques, G. Leus, and A. Ribeiro, “Convolutional graph neural networks,” in
53rd Asilomar Conference on Signals, Systems and Computers. Pacific Grove, CA: IEEE, 3-6
November 2019, pp. 452–456.
F. Gama, E. Isufi, A. Ribeiro, and G. Leus, “Controllability of bandlimited graph processes over
random time varying graphs,” IEEE Transactions on Signal Processing, vol. 67, no. 24, pp. 6440–
6454, December 2019.
F. Gama, A. Ribeiro, and J. Bruna, “Diffusion scattering transforms on graphs,” in 7th International
Conference on Learning Representations. New Orleans, LA: Assoc. Comput. Linguistics, 6-9 May
2019, pp. 1–12.
F. Gama, J. Bruna, and A. Ribeiro, “Stability properties of graph neural networks,”
arXiv:1905.04497v3 [cs.LG], 22 April 2020. [Online]. Available: http://arxiv.org/abs/1905.04497
123
F. Gama, E. Isufi, G. Leus, and A. Ribeiro, “Graphs, convolutions, and neural networks,”
arXiv:2003.03777v1 [cs.LG], 8 March 2020. [Online]. Available: http://arxiv.org/abs/2003.03777
F. Gama, E. Tolstaya, and A. Ribeiro, “Graph neural networks for decentralized controllers,”
arXiv:2003.10280v1 [cs.LG], 23 March 2020. [Online]. Available: http://arxiv.org/abs/2003.10280
W. G. Gardner, “Efficient convolution without input-output delay,” Journal of the Audio Engineer-
ing Society, vol. 43, no. 3, pp. 127–135, March 1995.
C. Godsil and G. Royle, Algebraic Graph Theory, ser. Graduate Texts in Mathematics. New York,
NY: Springer, 2001, vol. 207.
I. Goodfellow, Y. Bengio, and A. Courville, Deep Learning, ser. The Adaptive Computation and
Machine Learning Series. Cambridge, MA: The MIT Press, 2016.
F. Grassi, A. Loukas, N. Perraudin, and B. Ricaud, “A time-vertex signal processing framework:
Scalable processing and meaningful representations for time-series on graphs,” IEEE Transactions
on Signal Processing, vol. 66, no. 3, pp. 817–829, February 2018.
A. Graves, “Generating sequences with recurrent neural networks,” arXiv:1308.0850v5 [cs.NE], 5
June 2014. [Online]. Available: http://arxiv.org/abs/1308.0850
H. Greenspan, B. van Ginneken, and R. M. Summers, “Deep learning in medical imaging: Overview
and future promise of an exciting new technique,” IEEE Transactions on Medical Imaging, vol. 35,
no. 5, pp. 1153–1159, May 2016.
D. K. Hammond, P. Vandergheynst, and R. Gribonval, “Wavelets on graphs via spectral graph
theory,” Applied and Computational Harmonic Analysis, vol. 30, no. 2, pp. 129–150, March 2011.
F. M. Harper and J. A. Konstan, “The MovieLens datasets: History and context,” ACM Transac-
tions on Interactive Intelligent Systems, vol. 5, no. 4, pp. 19:(1–19), January 2016.
S. Haykin, Adaptive Filter Theory, 3rd ed., ser. Information and System Sciences Series. Upper
Saddle River, NJ: Prentice Hall, 1996.
A. Heimowitz and Y. C. Eldar, “A unified view of diffusion maps and signal processing on graphs,”
in 2017 Int. Conf. Sampling Theory and Appl. Tallin, Estonia: IEEE, 3-7 July 2017, pp. 308–312.
R. A. Horn and C. R. Johnson, Matrix Analysis. Cambridge, UK: Cambridge University Press,
1985.
124
K. Hornik, M. Stinchcombe, and H. White, “Multilayer feedforward networks are universal approx-
imators,” Neural Networks, vol. 2, no. 5, pp. 359–366, 1989.
T.-K. Hu, F. Gama, Z. Wang, A. Ribeiro, and B. M. Sadler, “Vgai: A vision-based decentralized
controller learning framework for robot swarms,” arXiv:2002.02308v1 [eess.SY], 6 February 2020.
[Online]. Available: http://arxiv.org/abs/2002.02308
W. Huang, A. G. Marques, and A. Ribeiro, “Rating prediction via graph signal processing,” IEEE
Transactions on Signal Processing, vol. 66, no. 19, pp. 5066–5081, October 2018.
E. Isufi, A. Loukas, A. Simonetto, and G. Leus, “Autoregressive moving average graph filtering,”
IEEE Transactions on Signal Processing, vol. 65, no. 2, pp. 274–288, January 2017.
E. Isufi, A. Loukas, A. Simonetto, and G. Leus, “Filtering random graph processes over random
time-varying graphs,” IEEE Transactions on Signal Processing, vol. 65, no. 16, pp. 4406–4421,
August 2017.
E. Isufi, F. Gama, and A. Ribeiro, “Generalizing graph convolutional neural networks with edge-
variant recursions on graphs,” in 27th European Signal Processing Conference. A Coruña, Spain:
European Association for Signal Processing, 2-6 September 2019, pp. 1–5.
E. Isufi, A. Loukas, N. Perraudin, and G. Leus, “Forecasting time series with VARMA recursions
on graphs,” IEEE Transactions on Signal Processing, vol. 67, no. 18, pp. 4870–4885, September
2019.
E. Isufi, F. Gama, and A. Ribeiro, “Edgenets: Edge varying graph neural networks,”
arXiv:2001.07620v2 [cs.LG], 12 March 2020. [Online]. Available: http://arxiv.org/abs/2001.07620
M. O. Jackson, Social and Economic Networks. Princeton, NJ: Princeton University Press, 2008.
J. Jahn, Introduction ot the Theory of Nonlinear Optimization, 3rd ed. Berlin, Germany: Springer-
Verlag, 2007.
A. K. Jain, Fundamentals of Digital Image Processing, ser. Prentice Hall Information and System
Sciences Series. Englewood Cliffs, NJ: Prentice Hall, 1989.
T. Kailath, A. H. Sayed, and B. Hassibi, Linear Estimation, ser. Information and System Sciences
Series. Upper Saddle River, NJ: Prentice Hall, 2000.
S. M. Kay, Fundamentals of Statistical Signal Processing: Estimation Theory, ser. Signal Processing
Series. Upper Saddle River, NJ: Prentice-Hall, 1993.
125
H. Kenlay, D. Thanou, and X. Dong, “On the stability of polynomial spectral graph filters,” in 45th
IEEE International Conference on Acoustics, Speech and Signal Processing. Barcelona, Spain:
IEEE, 4-8 May 2020, pp. 5350–5354.
D. P. Kingma and J. L. Ba, “ADAM: A method for stochastic optimization,” in 3rd International
Conference on Learning Representations. San Diego, CA: Assoc. Comput. Linguistics, 7-9 May
2015, pp. 1–15.
T. N. Kipf and M. Welling, “Semi-supervised classification with graph convolutional networks,” in
5th International Conference on Learning Representations. Toulon, France: Assoc. Comput.
Linguistics, 24-26 April 2017, pp. 1–14.
K. C. Kiwiel, “Convergence and efficiency of subgradient methods for quasiconvex minimization,”
Mathematical Programming, vol. 90, no. 1, pp. 1–25, March 2001.
A. Krizhevsky, I. Sutskever, and G. E. Hinton, “ImageNet classification with deep convolutional
neural networks,” in 26th Conference on Neural Information Processing Systems. Stateline, NV:
Neural Inform. Process. Syst. Foundation, 3-8 December 2012, pp. 1097–1105.
S. R. Kulkarni, G. Lugosi, and S. S. Venkatesh, “Learning pattern classification—A survey,” IEEE
Transactions on Information Theory, vol. 44, no. 6, pp. 2178–2206, October 1998.
C.-C. J. Kuo, “The CNN as a guided multilayer RECOS transform,” IEEE Signal Processing Mag-
azine, vol. 34, no. 3, pp. 81–89, May 2017.
Y. LeCun, K. Kavukcuoglu, and C. Farabet, “Convolutional networks and applications in vision,”
in 2010 IEEE International Symposium on Circuits and Systems. Paris, France: IEEE, 30 May-2
June 2010.
Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” Nature, vol. 521, no. 7553, pp. 85–117, May
2015.
R. Levie, E. Isufi, and G. Kutyniok, “On the transferability of spectral graph filters,” in 13th
International Conference on Sampling Theory and Applications. Bordeaux, France: IEEE, 8-12
July 2019, pp. 1–5.
R. Levie, F. Monti, X. Bresson, and M. M. Bronstein, “CayleyNets: Graph convolutional neural
networks with complex rational spectral filters,” IEEE Transactions on Signal Processing, vol. 67,
no. 1, pp. 97–109, January 2019.
126
Q. Li, F. Gama, A. Ribeiro, and A. Prorok, “Graph neural networks for decentralized multi-robot
path planning,” in 19th International Conference on Autonomous Agents and Multi-Agent Sys-
tems. Auckland, New Zealand: IFAAMAS, 9-13 May 2020.
Y. Li, R. Yu, C. Shahabi, and Y. Liu, “Diffusion convolutional recurrent neural network: Data-driven
traffic forecasting,” in International Conference on Learning Representations 2018. Vancouver,
BC: Assoc. Comput. Linguistics, 30 April-3 May 2018, pp. 1–16.
J. Liu, E. Isufi, and G. Leus, “Filter design for autoregressive moving average graph filters,” IEEE
Transactions on Signal and Information Processing over Networks, vol. 5, no. 1, pp. 47–60, March
2019.
I. Loshchilov and F. Hutter, “Decoupled weight decay regularization,” in 7th International Confer-
ence on Learning Representations. New Orleans, LA: Assoc. Comput. Linguistics, 6-9 May 2019,
pp. 1–18.
D. Maclaurin, D. Duvenaud, and R. P. Adams, “Gradient-based hyperparameter optimization
through reversible learning,” in 32nd International Conference on Machine Learning, vol. 37.
Lille, France: Proceedings of Machine Learning Research, 7-9 July 2015, pp. 2113–2122.
S. Mallat, “Group invariant scattering,” Commun. Pure, Appl. Math., vol. 65, no. 10, pp. 1331–1398,
October 2012.
G. Mateos, S. Segarra, A. G. Marques, and A. Ribeiro, “Connecting the dots: Identifying network
structure via graph signal processing,” IEEE Signal Processing Magazine, vol. 36, no. 3, pp. 16–43,
May 2019.
W. S. McCulloch and W. Pitts, “A logical calculus of the ideas immanent in nervous activity,” The
Bulletin of Mathematical Biophysics, vol. 5, no. 4, pp. 115–133, December 1943.
T. M. Mitchell, Machine Learning. New York, NY: McGraw-Hill, 1997.
F. Monti, M. M. Bronstein, and X. Bresson, “Geometric matrix completion with recurrent multi-
graph neural networks,” in 31st Conference on Neural Information Processing Systems. Long
Beach, CA: Neural Inform. Process. Syst. Foundation, 4-9 December 2017, pp. 3697–3707.
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