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A bstract
In  th is thesis we w ill analyse the two algorithms for linear program m ing (LP) 
presented by Stojkovic and Stanim irovic [15] in 2001. One of the methods, which 
the authors call the “m in im al angles m ethod” (M A  method) was designed to 
determine either an optim al extreme po in t or an extreme po in t adjacent to an 
optim al extreme point.
Unfortunately, the theorem upon which the M A  method is based is not valid. 
This was shown by L i [10] in  2004 w ith  two counterexamples. We w ill show tha t 
one of the counterexamples itse lf is not valid, and w ill provide an alternate, valid 
counterexample. We w ill also provide a careful study of the M A  m ethod to  see 
i f  there is a class of LP, where i t  can be applied. This leads to  a method we call 
the “active cone method” which can be used for 2 variable LPs.
The second method of Stojkovic and Stanim irovic [15] in  2001 uses an anal­
ogy to  Game Theory to  devise a process, based on “dominated strategies” , to 
s im plify a certain class o f LP. We extend th is idea and present an iterative 
method which provides fu rther reduction to  a large class o f LPs.
iii
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1 In trod u ction
1.1 O verview and Outline of Thesis
This thesis is concerned w ith  linear programming (LP). A n  LP  problem is 
one of choosing the value for a set of variables tha t w ill maxim ize a linear 
function of those variables, called the objective function, subject to  a set of 
linear restrictions on those variables, called the constraints. A  choice o f the 
variables which satisfies all the restrictions is said to  be feasible, and the set 
o f a ll feasible choices is called the feasible region. W ith  the development of 
applications o f LP, the size of LP problems tha t require solution, i.e., the number 
of constraints and variables, has become very large, for example, hundreds of 
thousands of constraints and variables. M any commercial LP  solvers preprocess, 
for example, remove redundancies, to  increase the size o f problem th a t can be 
solved. The paper by Stojkovic and Stanim irovic [15] which is the top ic o f this 
thesis, presented methods for the preprocessing of LPs.
The first method in  [15], named the “m in im al angles m ethod” (M A  method), 
was designed to  d irectly  determine either an optim al extreme po in t or an ex­
treme po in t adjacent to  an optim al extreme point in a class o f LPs. From the 
graph of an LP  problem in  two variables tha t has no redundant constraints 
(a redundant constraint is one tha t can be removed w ithou t changing the set 
of allowable or feasible choices for the variables) it  seems th a t the constraints 
whose gradients have m inim al angles w ith  the gradient o f the objective func­
tion  are probably the constraints active at the optim al solution. Stojkovic and 
Stanim irovic proposed a theorem based on th is idea which is the basis for the ir 
M A  method.
In  Chapter 2, we introduce the counterexamples provided by L i [10] in 2004 
which invalidate the Stojkovic and Stanim irovic theorem. We then show tha t 
one L i ’s counterexamples is not correct since it  violates one o f the assumptions 
of the theorem. Then we present our own valid counterexamples to the theorem. 
Our firs t counterexample shows tha t the system of equations th a t arise in  the 
Stojkovic and S tanim irovic theorem may in  fact have no solution. We then show,
1
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w ith  another counterexample, tha t even when the equations are consistent, the 
theorem is s t ill not valid.
In  the sp irit o f try in g  to determine the set of assumptions under which the 
Stojkovic and Stanim irovic theorem is valid, we propose two conjectures. Un­
fortunately, we show tha t even these are invalid. In  a more positive vein, we 
do manage to  develop an “active cone method” , which can be thought o f as an 
extension o f the M A  method of Stojkovic and Stanim irovic, which is valid in 
R 2. This is given in Chapter 3. Our active cone method exploits the fact tha t 
at an op tim a l extreme point, the gradient of the objective function is in  the 
cone spanned by the gradients of active constraints.
The M A  method proposed by Stojkovic and Stanim irovic requires th a t the 
LP be free of redundant constraints. Thus, in the ir paper they also present a 
method, based upon results about two-person zero-sum games, to  detect and re­
move redundant constrains as well as redundant variables. A  redundant variable 
is one th a t w ill always have a value o f zero in  any feasible solution. In  the game 
theory paradigm, th is is equivalent to  the elim ination o f s tr ic tly  dominated 
rows and columns. In  the ir paper, Stojkovic and Stanim irovic only consider 
pairwise dominance, i.e., one row or column s tric tly  dom inating another row or 
column, and they only consider a single pass, tha t is, they do not use ite ra tion 
to  consider fu rther elim inations. We show tha t by using ite ra tion  and tha t by 
the consideration o f mixed strategies, we can considerably improve upon the ir 
results. For example, we show an LP  problem w ith  7 constraints and 8 variables 
tha t can be sim plified to  2 constraints and 2 variables. In  contrast, using the 
Stojkovic and Stanim irovic method no redundancies can be found.
In  Chapter 5, we conclude the thesis w ith  a statement o f its  contributions, 
as well as directions for future work.
1.2 N otation  and Definitions
In  th is  section, we provide the notation, definitions, and standards of LP 
results th a t w ill be used throughout the thesis.
2
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
We use the LP form:
max : z(x) — cTx
T ( !)  
s.t.: a- x < b i ,  i  =  1, . . . ,  m,
where cT =  ( c i , . . . , c „ ) ,  x T =  {x x, . . . ,  x n) , a j  =  (aa , • • •, ain), and “max”
refers to  “ maximize” and “s.t.” means “subject to ” . We use “ T ” to  denote
m a trix  and vector transposition.
We call z{x)  the objective function and we refer to  “a j x  <  b "  as the z-th 
constraint in  the set of all constraints. The vector aj is the gradient of the z-th 
constraint function, and c is the gradient of the objective function.
I f  the constraint set includes the non negativ ity  constraints, as is often the 
case, we w ill w rite  the LP as
max : z(x) =  cTx
s.t.: a j x  < b i ,  z =  l , . . . , m ,  (2)
Xj > 0, j  =  l , . . . , n .
D e f in it io n  1.1 7Z =  { x  : a j x  <  =  1 , . . .  , m } is the fe as ib le  re g io n  for
( ! ) •
D e f in it io n  1.2 We say tha t x  is a feas ib le  s o lu t io n  to (1) i f  x  € 1Z.
D e f in it io n  1.3 We say tha t x* is an o p t im a l s o lu tio n  to  (1) i f  x* £ TZ and
cTx* >  cTx  for x  G 71.
In  what follows, we assume tha t x* is an extreme point of the feasible region. 
(Recall th a t under the assumption th a t there is a subset o f size n  o f the set of a ll 
constraint gradients th a t is linearly independent, the LP w ill have an extreme 
point op tim a l solution.) We denote the optim al value of the objective function 
by 2* =  cr x*.
D e f in it io n  1.4 [7] The fc-th constraint is re d u n d a n t w ith  respect to  the con­
stra in t set defining TZ, i f  7Zk =  { x  : a j x  <  b i , i  =  l , . . . , m ,  z ^  k }  — 7Z. A  
constraint th a t is non-redundant is said to  be necessary.
We note th a t in  [15], the authors use the term  “excessive constra in t” , and 
in  an email [16], Professor Stojkovic confirmed tha t an excessive constraint is
3
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a redundant constraint. The following lemma, which follows easily from  the 
defin ition, gives a characterization of a necessary constraint th a t w ill be used 
later in  th is thesis.
Lemma 1.1 The k-th  constraint is necessary i f  and only i f  there exists a point 
x  € Tlk with x f i lZ .  That is, a j x  <  bi,Vi k and a j x  >  bk-
Definition 1.5 [7] Let x £ 1Z. I f  a j x  =  bx, then the z-th constraint is said to 
be an active constraint at x.
Definition 1.6 [2] Let a be a nonzero vector in  R" and let b be a scalar. Then 
the set { x  € R n : ar x  — 6}  is called a hyperplane. For convenience, in 
LP problem (1) we call { x  € R n : a j x  — 6, }  the hyperplane i,  since it  
corresponds to  the constraint i: a j x  <  bi.
Definition 1.7 [12] The two d istinct extreme points Xi and x 2 of 7Z are adja­
cent i f  every x  on the line segment jo in ing  x x and x 2 has the property tha t i f  
x =  A£i +  (1 — X)x2, 0 <  A <  1 then x x and x 2 must themselves be on the line 
segment jo in ing  x x and x 2.
Definition 1.8 [7] The dual of LP (1) is
m
m in : {bTy : ^  =  c, y >  0 } (3)
t=i
where bT =  (bu  . . . ,  bm) and yT =  (yx, . . . ,  ym).
Theorem  1.1 [2] Strong D uality Theorem . I f  a linear programming prob­
lem has an optimal solution, so does its dual, and the respective optimal values 
are equal.
Theorem  1.2 [2] W eak D uality Theorem . I f  x is feasible fo r  the pr im a l  
(1) and y is feasible f o r  the dual (3), then cTx <  bTy.
Theorem  1.3 [2] Farkas’ lem ma. Let {a x, . . . ,  ak} be a set o f vectors in  R n 
and let c be a vector in  R n. Then, exactly one of the following two alternatives 
holds:
(1) There exists a vector y T — (yx, . . . ,  yk) >  0 such that aiUi =  c-
(2) There exists some vector s such that a js  <  0 and cTs >  0.
4
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2 T h e  M in im al A ngles M eth o d  o f  S tojkovic and S tan ­
im irovic
2.1 I n t r o d u c t io n
In  th is  chapter we present the M in im a l Angles (M A ) method proposed by 
Stojkovic and Stanim irovic. We discuss the ir main theorem and present coun­
terexamples which invalidate the theorem. We propose two conjectures, hoping 
to  find a theorem, s im ilar in  sp irit, tha t is correct, but we show th a t even these 
are invalid.
To m otivate the M A  method, we first consider the following example. 
Exam ple 2.1 We have the LP
- y  < 0
The unique solution is x* — (29.23 , 17.69)T and constraints (1.1) and (1.2) 
are the only active constraints at x*. In  Figure 1, we see th a t the angles between
the pertinent parts o f the ir m ain theorem using the notation of th is thesis and
invalid, we refer to  it  as the S. Theorem, where “S.” refers to  the in it ia l of the 
last names Stojkovic and Stanim irovic.
T h e  S. T h e o re m  2.1 [15, page 419] Consider the maximization problem (2) 
with no redundant constraints and with feasible region 71. Define the set
max : z =  x + y
s.t.: 3x —y <  70
x  + 4  y < 1 0 0
(1.1)
(1.2) 
(1.3)V < 2 0
—X <  0
the gradients of constraint functions (1.1), (1.2) and c are the smallest of the 
angles between a ll the other constraint gradients and c. This is the basis for the 
M A  m ethod proposed by N .V . Stojkovic and P.S. Stanim irovic. We reproduce
use || • || to  denote Euclid ian norm. Since we w ill show th a t the ir theorem is
5
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«>3
“V  -*►
Figure 1: A graphical solution of LP.
Assume that the set V  contains I positive elements and denote those elements 
by vh , . . . , vk .
(c) In  the case I >  n, let xq be the solution to the system of equations
a Jpx  =  bip , p = l , . . . , n ,  (5)
where the indices i i , . . . , in correspond to n  maximal and positive values selected
from  the set V ,  then either ( i)  x 0 =  x * , or ( i i )  x 0 and x* are adjacent extreme
points.
(d) In  the case 0 <  I <  n  we consider the system
°%x =  bip, p =  I , . . . , I ,  (6)
where the indices i \ , . . .  , i i  correspond to positive values in  the set V . A basic 
solution x 0 fo r  (2) can be obtained by setting (n  — I) o f the variables in  (6) to 
zero and then solving fo r  the remaining variables. Provided that the remaining 
(n  — I) o f the variables are uniquely determined, Xq and x* are adjacent.
I f  the S. Theorem 2.1 were correct, when applied, i t  would either give an 
optim al solution, or an extreme po in t adjacent to  an optim al solution. In  the 
la tte r case, the extreme po in t could be given to  the simplex m ethod for a so
6
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called “warm s ta rt” , and i t  would po tentia lly  decrease the number o f iterations 
required to  solve the problem.
2.2 C om m ents on the M A m ethod
The firs t th ing  to  note about the S. Theorem 2.1 is tha t while the prob­
lem (2) contains non negativ ity constraints, the authors do not include them 
in the calculation o f the m in im al angles. This seems to  suggest an assumption 
by Stojkovic and Stanim irovic tha t non negativ ity constraints w ill be inactive 
at any optim al solution. This is clearly incorrect, for example, consider the 
s ituation where cT =  (—1, — 1, . . . ,  — 1) in  which case a ll non negativ ity  con­
straints {x j >  0) w ill be active at the optim al solution x* =  0, provided tha t it  
is feasible. Th is suggests an immediate m odification to  include the non nega­
t iv ity  constraints in  the determ ination of V (4). Since Xj >  0 can be w ritten  as 
—e jx  <  0 where Cj is the j - th  un it vector, we now restric t our a ttention to  the 
LP model (1).
We are not the first to  discuss problems in  the S. Theorem 2.1. In  [10], Wei 
L i reported the following counterexamples.
Exam ple 2.2 [10] Counterexam ple to  S. Theorem  2.1 (c)
z  = - x 2 + 1 00 X 3
s . t . :  IO O xjT <  1 0 0 (2 .1)
x 2+ 1 0 0 x 3 <  1 0 0 5 0 (2.2)
— lOOOOxj-i- 3X2 + 2 5 0 x 3 <  2 5 1 5 0 (2.3)
5 x 2 + X3 <  5 0 0 0 (2.4)
x 2 <  1 0 0 (2.5)
- X x <  o
- X 2 <  o
- X 3 <  0
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
E xam ple 2 .3 [ 10]  C ounterexam ple to  S. T heorem  2.1 (d)





O + x 3 < 100 (3.1)
x 2+ 100x3 < 10050 (3.2)
x 2 < 100 (3.3)
- X i < 0
~X2 < 0
~ x 3 < 0
In  these two counterexamples, some elements o f c are non-positive, and the 
optim al solution for bo th  is the extreme po in t (0, 0,100). Clearly, non negativ ity 
constraints are active at the optim al extreme po in t. In  a private communication 
[16], the corresponding author, N .V . Stojkovic, indicated th a t in  consideration 
of L i ’s counterexamples, the S. Theorem 2.1 should be changed to  include the 
condition th a t c >  0.
Le t’s look more closely at example 2.2. The constraint x \  >  0 together w ith  
constraint (2.1) implies th a t <  100. Combining th is w ith  constraint(2.5) im ­
plies th a t 5x 2+  ̂ 3 <  600, which then implies th a t constraint (2.4) is redundant. 
As this constraint plays a role in  the determ ination of the set V , and since 
the hypothesis of S. Theorem 2.1 is tha t there are no redundant constraints, 
example 2.2 is not a valid counterexample.
We now provide a valid counterexample. Further, our counterexample shows 
tha t the S. Theorem 2.1 is incorrect even w ith  the additional assumption tha t 
c >  0 as was suggested by N.V. Stojkovic.
8
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Exam ple 2.4 Consider the LP
X \ TO. 1^2 +O.IX3
X i < 10 (4.1)
x x + 0.2x 2 < 12 (4.2)
Xx +0.3x2 < 14 (4.3)
O.laq + 0.1x 2 +  X 3 < 12 (4.4)
- X x < 0 (4.5)
~X2 < 0 (4.6)
- x 3 < 0 (4.7)
We firs t show th a t a ll constraints are necessary. Lemma 1.1 means tha t, for 
each constraint, we only need find a po in t tha t violates th a t constraint alone. 
In  the following table each row gives constraint index i, a po in t x  which only 
violates tha t constraint, and the left-hand-side value a j x  showing the vio la tion 
as i t  is greater than the right-hand-side £+
i X a j x
1 ( 12, 0, 0 ) 12
2 ( 10, 13, 0 ) 12.6
3 ( 0, 60, 0 ) 18
4 ( 0, 0, 500 ) 500
5 (-500, 0, 0 ) 500
6 ( 0, -500, 0 ) 500
7 ( 0, 0, -500 ) 500
We now calculate the set
V  =  { v u v2,v3,v 4}  =  {1,1.0002,0.9866,0.20797}
and observe tha t constraints 1, 2, and 3 correspond to  the greatest three positive 
values. However, the system of equations (5) required by the S. Theorem 2.1 has 
no solution. We note th a t for th is LP x* =  (10 ,10 ,10)T and a t x* constraints 
1, 2, and 4 are active.
9
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2.3 Conjectures
In  th is section, we attem pt to find variations o f S. Theorem 2.1 th a t are correct. 
We firs t conjecture tha t perhaps the constraints corresponding to  the two largest 
positive values in  V  are active at x*.
Conjecture 2.1 Consider S. Theorem 2.1 applied to  LP  (2) w ith  c >  0. Sup­
pose the set V  contains l ( >  0) positive elements. W ith o u t loss of generality, 
suppose Vi >  v2 >  . . .  >  Vi >  0. Let x* be an optim al solution. I f  / >  2, then 
the constraints th a t correspond to  V\ and t>2, are active at x*.
Unfortunately, we have a counterexample for th is conjecture. Referring to 
Figure 2 we see th a t the two largest values in  V  correspond to  constraints 1 
and 2 and constraint 2 is not active at x*.
Figure 2: In R 2, a counterexample to Conjecture 1.
Conjecture 2.2 Consider S. Theorem 2.1 applied to  LP (2) w ith  c >  0. Sup­
pose the set V  contains /(>  0) positive elements. W ith o u t loss of generality, 
suppose V\ >  . . .  >  Vi >  0. Let x * be an optim al solution. The constraint 
corresponding to V\ is active at x*.
10
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W hile the next example shows tha t Conjecture 2.2 is invalid, we w ill prove, 
in  Chapter 4, Lemma 3.5, th a t i t  does hold in  R 2.
Exam ple 2.5 A  counterexample to  Conjecture 2.2: the op tim a l extreme point 
is not on the hyperplane which corresponds to  the largest value in  the set V. 
Consider the LP
Xi +  X2 +  O.IX3
Xi - 0 . 1 x 3 < 4.8 (5.1)
2x\ -  x 2 < 5 (5.2)
- x x +  2^2 < 5 (5.3)
O.laq +  X3 < 4.5 (5.4)
-Xx < 0 (5.5)
~X2 < 0 (5.6)
- X 3 < 0 (5.7)
We first show th a t all constraints are necessary.
i X a j x
1 ( 5, 5, 0 ) 5
2 ( 5, 0, 4 ) 10
3 ( 0, 100, 0 ) 200
4 ( 0, 0, 100 ) 100
5 ( -5 ,  0, 0 ) 5
6 ( 0, -5, 0 ) 5
7 ( 0, 0, -4.8 ) 4.8
We now calculate the set
V  =  { v u v2, v ^ v ^ }  =  {0.9851,0.4472,0.4472,0.1990}
We see th a t x* =  (5 ,5 ,4)T , at which constraints 2, 3, and 4 are active, is not 
on hyperplane 1 as predicted.
In  ligh t of the example in  Section 2.2, i t  is clear th a t the system of equations 
in  S. Theorem 2.1 need not be consistent. This leads to  the follow ing conjecture, 
which again, we see is invalid by way o f the subsequent counterexample.
11
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Conjecture 2.3 In  the S. Theorem 2.1 (c), i f  I > n, and i f  the system of 
equations (5) has a solution xq, then either ( i)  xq =  x * , or ( i i )  xq and x* are 
adjacent extreme points.
Exam ple 2.6 A  counterexample to  the S. Theorem 2.1 (c) w ith  the existence 
assumption: the first three hyperplanes w ith  m in im al angles have a common 
point which is neither an optim al extreme po in t or an extreme po in t adjacent 
to  an optim al extreme point. Consider the LP
X \  + X 2 + 0.1x3
X i  T %2 ~ 0.4x3 <  12 (6.1)
l. l& C i + 0.8x2 — 2x3 <  3.86 (6.2)
0.8x! + 1.18X2 - 2 x 3 <  3.86 (6.3)
2xi — X2 <  10 (6.4)
- x x + 2X2 <  10 (6.5)
O.lxx + 0.1x2 T £3 <  28 (6.6)
- X i <  0 (6.7)
- x 2 <  0 (6.8)
- X 3 <  0 (6.9)
We firs t show tha t all constraints are necessary.
i X a j x
1 ( 10, 10, 8 ) 16.8
2 ( 5, 0, 0.07 ) 5.76
3 ( 0, 5, 0.07 ) 5.76
4 ( 22, 0, 25 ) 44
5 ( 0, 22, 25 ) 44
6 ( 10, 10, 500 ) 502
7 ( - 10, 0 ,0  ) 10
8 ( 0, -10, 0 ) 10
9 ( 0, 0, -1.93 ) 1.93
We now calculate the set
V  =  {u i ,V2,V3,W4,V5,u6}  =  {1.3336,0.7247,0.7247,0.4472,0.4472,0.2970}
12
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We see tha t x* — (10,10, 26)T , which is the common po in t o f hyperplanes 4, 
5, and 6. The common point o f hyperplanes 1, 2, and 3 is xq — (7 ,7 ,5)T . The 
common po in t of hyperplanes 1, 4, and 5 is (10,10, 20)T. x 0 and x* are not on 
any hyperplanes defined by the given constraints.
From th is example, we can see why the proof [15, page 420-421] of the S. 
Theorem 2.1 is invalid. The authors assume th a t constraints active at x*, w ill 
be the same constraints active at a solution to  the modified LP  m ax{cTx : 
a j x  <  1111, i  =  1 , . . .  ,m } .  We show tha t th is is false.
In  example 2.6, the modified LP  has the constraints
Xx  + %2 ~ 0 . 4 x 3 <  1 .4 6 9 7 (6 '.1 )
1 . 1 8 x i  + 0.8x 2 — 2 x 3 <  2 .4 5 6 1 (6 '.2 )
0.8x i  + 1 . 1 8 x 2 — 2 x 3 <  2 .4 5 6 1 (6' .3 )
2xx — x2 <  2 .2 3 6 1 ( 6' .4 )
— X \  + 2 x 2 <  2 .2 3 6 1 (6' .5)
O .laq + 0 .1x 2 + x3- <  1.0100 (6 '.6 )
The optim al solution set for the m odified LP are the elements o f the set {  x  E 
R 3 : x i + x 2 =  1.8016, x 3 — 0.8298 }, at which constraints 1 and 6 are active. 
The unique optim al solution for the orig inal LP has active constraints 4, 5, and 
6 .
The S. Theorem 2.1 [15] states th a t only the constraints corresponding to  
the positive elements in  the set V  (4) determine an optim a l extreme point 
or an extreme po in t adjacent to  an optim al extreme point. However, in  R 2, 
the constraint w ith  the negative may be an active constraint at an optim al 
extreme point. This is seen in  the next example.
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Exam ple 2.7 Consider the LP
max : 10x i + x 2
s.t.: Xi — 0.8£2 <  2 (7.1)
- x 2 <  1 (7.2)
—0.8x 1 + x 2 <  2 (7.3)
- X i <  0 (7.4)
~ x 2 <  0 (7.5)
We first show tha t all constraints are necessary.
i X a j x
1 ( 15, 14 ) 3.8
2 ( 2, 0 ) 2
3 ( 0 , 100 ) 100
4 ( -2.5, 0 ) 2.5
5 ( 0, - 1 ) 1
We now calculate the set
V  =  { v u v2,v3} =  {7.1840,6.3640,-5.4661}
We see tha t x*  =  (10 ,10)T , which is the common po in t o f hyperplanes 1 and 3, 
and v 3 is negative.
2.4 Conclusion
In th is chapter, we were concerned w ith  the M A  method in  [15]. The S. Theo­
rem 2.1 upon which the M A  method is based is not valid. Th is was shown by L i 
[10] in  2004 w ith  two counterexamples. We showed tha t one o f the counterex­
ample is not valid, and provided an alternate counterexample. Some related 
conjectures and results were given to  c la rify  our analysis o f the M A  method.
14
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3 T h e A ctiv e  C one M eth o d
3.1 In t r o d u c t io n
The M A  method is motivated by the graphical solution to  LP  problems. 
This method analyzes the relationship between the active constraints and the 
angles between the gradients of the constraint functions and the gradient of the 
objective function in  order to  find the op tim a l solution. In  Chapter 2, we have 
shown tha t th is method is not valid. In  th is  chapter we present an method, 
which we call the Active Cone Method, to  solve LPs w ith  2 variables. This 
method was m otivated by our study o f the M A  method. We begin w ith  some 
pre lim inary results and definitions.
D e f in it io n  3.1 The cone A spanned  by { a X). . .  ,a t }  is given by
t
A =  { x  =  '■ ^  0, V i}.
i= l
We w rite  A =  C { a i , . . . ,  a^} or A =  C { a x : i  — 1, . . . ,  £}.
D e f in it io n  3.2 [8] A  d irection d of a set S is an e x tre m e  d ire c t io n  i f  i t  cannot
be w ritten  as a positive combination of two d istinct directions o f S. Tha t is, 
there does not exist directions dx, d2 o f S, dx 7̂  d2, and a Xl a 2 >  0 such tha t 
d =  a xdx -f- a 2d2.
D e f in it io n  3.3 The cone A is fra m e d  by { a i , . . . ,  a/.}, i f  each a* is an extreme
direction of A and i f  A =  C { a i , . . . ,  a*,}
D e f in it io n  3.4 Consider the LP problem (1). A  m in im a l cone is a cone 
containing c, framed by some gradients of constraint functions, such tha t no 
other cone containing c framed by gradients of constraint functions is properly 
contained in  th is cone.
D e f in it io n  3.5 Let x* be an optim al solution for the LP problem (1). A  cone 
which contains c and is framed by a subset o f the gradients o f the constraint 
functions active at x* is called an a c tiv e  cone a t x * .
15
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D e f in it io n  3.6 Consider the LP problem (1). I f  c € . .. ,a ik}, we say
th a t w =  Y^kj= i is the b-v a lu e  o f  th e  cone .
Setting
Xi for i  e  { i i , . . .  , i fc}
Vi =  s (V
 ̂ 0 for i  E { 1, . .  , , m } \ { i u 
we see tha t y T =  ( y i , . . . ,  ym) is a feasible solution to  the dual problem (3) 
and tha t the b-value of the cone C {a i1, . . . ,  a ^ }  is the corresponding objective 
value o f (3). The following statements are restatements o f the dua lity  theorems 
given in  Section 1.2.
(1) The b-value of an active cone at an op tim a l extreme po in t is the optim al 
value o f (1);
(2) The lv a lu e  of an active cone is less than or equal to  th a t o f any cone which 
is framed by gradients of constraint functions and contains c.
I f  we can obtain all m inim al cones directly, then by calculating the b-values of 
these cones, we can identify the active cone from  all m in im al cones. Therefore, 
we can solve the LP  problem. F irs t, we investigate th is idea in  R 2. To do so, 
we propose the following lemmas and theorems.
L e m m a  3.1 I f  j  is a necessary constraint and i f l Z ^ t y ,  then there exists a 
point x ' £ 71 such that a j  x' — b j.
P ro o f: Since and since constraint j  is necessary, there exists x\  € TZ C
IZj, such tha t a j x x <  bj and there exists x 2 6 HjJR,,  such th a t a j x 2 >  bj. 
Then, 3A, 0 <  A <  1, x' — Aaq +  (1 — X)x2, such th a t a j x '  =  bj and x '  € 7Zj. 
Therefore, x' £ 1Z and a j x 1 =  bj. QED
L e m m a  3.2 Let u\, u2 and u$ be non-zero vectors in  TZn . Let u 3 be a ele­
ment of C { u i , u 2}. Then C { u i , u 2}  =  C { u i , u 3} U C { u 3 ,u 2} ,  and C { u i ,  u3} D 
£ { ^ 3, ^ 2} =  C { u 3}.
P ro o f: We can w rite
u3 — a iu i  +  a 2u2, ax > 0, a 2 >  0, (8)
16
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Let x  G C { u i , u 2}. Then
x =  PiUi +  p2u2, Pi > 0, A > 0, (9)
We want to  show either
x  =  A it ii +  \ 2u 3, Ai >  0 , A2 >  0,
or
x  -  f i iu 3 +  i i 2u2, i i \  > 0, 112 >  0.
F irst, since u3 7̂  0, then a i , a 2 are not bo th  0.
I f  a i — 0, th a t is, u3 — a 2u2, then substitu ting
u 3
u 2 =  —  
a 2
in  (9), we get
x  =  P1U1 +  — u 3, P i > 0 ,  —  >  0.
OL2 Oi2
So, x e C { u i , u3}.
Similarly, i f  a 2 =  0, then x G C { u 3,u 2}.
Now, i f  a.i 7̂  0 and a 2 ^  0, then from  (8),
u3 — a 2u2
Ui =
Oil
u3 -  OiUi 
u 2 = --------------- .
ct2
Substitu ting these in (9), we have
n u3 ol2u2 P i ( oiiP2 — a.2Pi
x  =  P i ----------------- b P2 U2 =  — U3 +  ( ------------------ )u2. (10)
Ol Oi Cti
Q I Q U ‘Z ~ a l Ul ,®2P l — OiiP2. p2 , ,x =  P iU i+ P 2---------------=  ( -------------------- )Ui +  — u 3, (11)
Oi2 Oi2 Oi2
I f
atiP2 — o 2Pi >  0 ,
17
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then (10) shows, x £ C { u 3,U2 \ .  I f  not, then
a 2pl ~  a l@2 >  0 .
so tha t x  € C { u i , u 3}  by (11).
Now, we w ill show C {u i ,  u3} f l  C {u 3, u 2}  =  C { u 3}.
I f  in (8) a i  — 0, a 2 >  0, then u3 =  02^ 2- T ha t means u 3 is in  the same direction 
as u2\ hence, C { u 3,u 2}  =  C { u 3}. Therefore C { u i , u 3}  f l  C { u 3,U2 }  =  C { u 3}. 
S im ilarly we can prove, when a i  > 0 ,  a 2 =  0, tha t C {u i ,  u3}  =  C { u 3}.
I f  Oil > 0, Oi2 >  0, suppose x  is in  bo th  C { u i , u 3}  and C { u 3,u 2},  then in  (10)
& l p 2  -  (3\O i2 > 0 ,
and in  (11)
a 2@l ~~ @2a l hi 0) 
so tha t bo th  are equal to  0. In  (10)
A
X  =  — u3
011
and in  (11)
Ax  =  — u3,
012
which means C {u i ,  w3} f l  C { u 3, u2}  =  C { u 3}. QED
Lemma 3.3 In  the L P  problem (1), i f  there are no redundant constraints, then 
all the gradients o f constraint functions have different directions.
Proof: Suppose to  the contrary th a t there exist i , j  such tha t,
a,- a a*3
i n i  i N i r
i f
b' >  A  (say ).
A l l  11A
then for a ll x  such th a t a jx  <  bj,
a% a T bj b:
— nX =  ,, P , X <  t,— it <  r,— ;
A l l  I l l ' l l  l A I I  I A
This means th a t x  also satisfies atx <  bi. Therefore, the z-th constraint is 
redundant w ith  respect to  the j - t h  constraint, a contradiction. QED
18
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Lemma 3.4 Let u i ,  u2 and u3 be non-zero vectors in  1Z2. Assume that u \,  u2 
and u3 are pairwise independent and let u 3 be an element o f C { u i ,  u2} .  Then 
R 2 =  C { u i , u 2} U C { u i , - u 3} U C { - u 3,u 2}.
P ro o f: I f  x (ft C {w i,  —u3}, then for
x =  a xu i  +  a 2( - u 3), (12)
we have 3 cases: (1) ot\ <  0 ,  a 2 >  0; (2) cti >  0 ,  a 2 <  0; and (3) a x <  0 ,  a 2 <  0 .  
Since u3 G C { u i , u2}  and u3 has different direction from U\ and u2,
u 3 =  A i« i +  A2u2, where Ai > 0 ,  A2 >  0 .  (13)
In  case (1), rewrite (13)
1 a2
u i =  w-w3 -  T~u2- (14)Ai Ai
Substitu ting th is equation in  (12), we have
x =  - a i ^ u 2 +  (a2 -  y - ) ( - w 3).
A i Ai
Tha t means x  G C { —u3,u 2}.
In  case (2), x  G C { u i , u 3}  C C { u i , u 2}  by (12) and Lemma 3.2.
We can rewrite (13) as
( \ 1 
U2 =  T - ( - W i )  +  —  u3.
A2 A2
That means u2 G C { —U i,u 3}. In  case (3), by Lemma 3.2, x  G C { —u \ ,u 3} =  
C { —u i , « 2} U C { u 2,u 3}. Rewrite (14),
1 / \ ^2 
- U i  =  - r - ( - « 3) +  t - ^ 2- A i A i
Tha t means —ui  G C { u 2, —u 3}. B y  Lemma 3.2, C { u 2, — u 3}  =  C { u 2, —u 1} U 
C { —Ui, —u3}. Therefore, either x  G C { —U i,u 2}  C C { u 2, — u3}  or x  G C { u 2,u 3}  C 
C {u x ,u 2}. Hence, we have proved th a t i f  x £ C{v, i,  — u3}  then x  € C { —u3,u 2} 
or x G C { u i , u 2}. QED
Theorem  3.1 Let 1Z =  { x  : a j x  <  bi, i  G 1} be a nonempty region in  R n. 
Suppose that there are no redundant constraints in  {  a j x  < bi : i  G /  }. Let 
x  G 1Z, and suppose that a j x  <  bk fo r  some index k G I .  Also, let 
I { x )  =  { i e l  : a j x  =  bi}. Then a*, ^ C {a i  : i  G /(£ )} .
19
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P ro o f: Assume I ( x )  =  {A , • • •, i p}- B y hypothesis, x  is such tha t:
a j x  <  bk, 
aj.x =  bi,, j  =  l , . . . , p .
By Lemma 3.1, we can choose feasible x' so tha t
a j x '  =  bk, 
aj.x ' <  b^, j  =  1
Then,
a j  (x -  x') <  bk -  bk =  0,
al ( x  ~  x 1) >  b{j -  b i. = 0, j  =  1, . . .  ,p.
Let A  =  [ fljj . . .  ctip ] .  The system A Ty > 0 ,  a [ y <  0 has a solution y =  (x —x !). 
Therefore, by Farkas’ lemma, there is no solution to
v
ak =  Y l  where > 0 , j  =  1, . . .  ,p.
3=1
That means ak £ C {a ^ : j  =  1 , . . .  ,p } .  QED
We now prove, tha t when n — 2 Conjecture 2 is valid.
Lemma 3.5 In  the LP  problem (1), let n  — 2, c  7̂  0 and ai ^  0, fo r  i  =
1, . . . ,  m. Assume that there are no redundant constraints and that the LP
problem has an optimal solution, say x * , that is an extreme point. Then
T  Ta 1. c a, c
a l x* = b k, where - - - =  max
||afc|| | j 11
Proof: The proof is by contradiction. To s im p lify  the proof, we assume c ,a i , i  =  
1, . . . ,  m  are all u n it vectors in  R 2. B y  Lemma 3.3, ai and aj have different 
directions, hence —1 <  a ja } <  1, i , j  =  For convenience, assume
k — 1. Since x* is an optim al extreme po in t, x* is feasible; in  particu lar, i t  
satisfies the 1-st constraint. Now, suppose a jx *  <  b\. Since c ,a i , i  =  1, . . . ,  m  
are all un it vectors, Vi =  a j c, i  — 1, , m.  Note tha t Vi is the cosine of the 
angle between c and Oj. I f  v x < 0 ,  then the LP  is unbounded in  the direction c. 
Therefore, Vi >  0. Since there are no redundant constraints and x*  is an extreme
20
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point, x* is the common po in t of exactly two hyperplanes corresponding to  two 
active constraints [3], say the 2-nd and the 3-rd. In  this active cone C {a 2,a 3]  
at x*, c =  A2a2 +  A3a3, where A2 > 0 ,  A3 >  0.
Suppose ax in C { —c, a2}, th a t means ai =  P i{—c)+ P 2a2, where Pi >  0 , p2 >
0. By Lemma 3.3, a i and a2 have different directions, therefore Pi p  0. Since
v i > 0 ,  P2 7̂  0. We have
ai =  /?i (—c) +  P2 CL2 , where Pi > 0, P2 >  0. (15)
M u ltip ly in g  (15) by c, we get
a jc  = - P i  +  p2a jc .  (16)
M u ltip ly in g  (15) by a2, then m u ltip ly ing  by a j  c. we get
a ja 2 ■ a j c  =  — P icJ a2 ■ a j c  +  p2a jc .  (17)
Subtracting (16) from  (17), we get
a ja 2 ■a jc  — a jc
=  —  Hc ^ i r  •
Sim ilarly, we can get
0 a ja 2 — a j c ■ a^c  
l - | | CTa2|p -
Since vx >  0 and Pi >  0, then
a ja 2 ■ a j c  >  a j c  >  0. (18)
I f  a jc  >  0, since a j a 2 <  1, then a jc  >  a j a 2 ■ a j c  >  a jc .  Th is contradicts tha t
a jc  >  a jc .  I f  a jc  <  0, since P2 >  0, then a ja 2 >  a jc  ■ a jc .  M u lt ip ly  a jc  on
both side, we get a ja 2 - a jc  <  a jc  ■ | |a jc ||2 <  a jc .  This contradicts (18). 
Sim ilarly, ax in  C { —c,a3}  does not hold.
Therefore, by Lemma 3.4, ax is in  C {a 2,a 3}. However, th is  contradicts 
Theorem 3.1. QED
T h e o re m  3.2 Let n  — 2. Consider the L P  (1) and assume that there are no 
redundant constraints and that the L P  problem has an optimal solution. Then 
a m in im al cone is an active cone at an optimal extreme point.
21
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P ro o f: F irs t, i f  there exists j  £ {1, .  .. , m } such tha t dj is in  the same direction 
as c; th a t is,
a j
lajl l llc l
then C { d j }  is the m in im al cone containing c. I f  constraint a3 is not active at an 
optim al extreme point x*, a jx *  <  bj. B y Lemma 3.1, we can choose a feasible 
point of the LP  problem x' so tha t a j  x ' =  b j. Therefore,
T  * IMI T  * IMI l  IMI T  / T  /
c x  =  Ti— naj  x <  TTT\bi  =  Ti— V\ai  x =  c x  ■IM I  I N I  I N I
This contradicts tha t x* is an optim al extreme point. Hence, C { d j }  is an active 
cone at x*.
Suppose there is no dj which is in  the same direction as c. Assume the 
m inim al cone containing c is framed by two gradients o f constraint functions, 
denoted ax and a2. By Lemma 3.3, any a* £ A  =  { a x, . . . ,  a fc } \ {ax, a2}  has a 
different d irection from  ax and a2. We w ill show th a t no other gradient ax € A  
belongs to  C {a 1,o2}. Suppose a* £ C { a i , a 2}.  Then, by Lemma 3.2, since c 
is in the cone C { a i , a 2}, i t  is in  either C { a x,a i }  or C {a i ,a 2}- W ith o u t loss of 
generality, suppose c is in  C { a x,a i} .  I f  C { a i , a j }  =  C { a x,a 2},  then
a2 =  a xax +  a 2aj, where ckx > 0 ,  a 2 >  0. (19)
Since a* £ C '{a1, a2}, we have
a,i =  (3xai +  /?2a2, where f3x > 0 ,  (32 >  0. (20)
From (3X x (19) — a x x (20), we get
(Pi + cxiP2)a2 — (ax + a2Pi)di.
This contradicts th a t ax and a2 have different directions. Therefore C'{ax,a j }  
is properly contained in  C { a x, a2}. This contradicts the defin ition of a m inim al 
cone. Hence, ax ^  (7{ax,a 2}.
We w ill show tha t constraints 1 and 2 are bo th  active at an op tim a l extreme 
point x*.
F irst, suppose at x* constraint 1 is not active and constraint 2 is active. 
Since there are no redundant constraints, x* is the common po in t o f exactly
22
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two hyperplanes corresponding to  two active constraints [3]. Assume constraint 
3 is another active constraint at x*. C {a 2,a3}  is the active cone at x*. Now, 
ai i  0-2! o,3 and c all have different directions. We have proved a3 is not in  the 
m in im al cone C {a i ,  0,2}. Also by Theorem 3.1, since constraint 1 is not active 
at x*, a\ is not in  C {a 2,a 3}.
In  the m in im al cone C { o i , a 2}, c =  AiGq +  A2CI2, where Ai > 0 ,  A2 >  0.
In  the active cone C {a 2, a3}, c =  /q a 3 +  P2O2, where p i > 0 ,  p 2 >  0.
Combine these two equations, we get
A i d i  +  X2 CL2 — H 1 ^ 3  +  h 2 & 2 ,  A i ,  A 2 , d  1 , h 2 >  0 .
I f  f i2 — A2 >  0, then
Mi . ^ 2  — A2
Ol — T~fl3 ^---- \ a2;Ai Ai
This contradicts tha t a i is not in  (7 {a 2, a3}.
I f  A2 — P2 >  0, then
Ai A2 — p 2
a3 — a i 3-------------- (Z2,
h i h i
This contradicts tha t a3 is not in  C { a i , a 2}.
I f  A2 =  h 2, then A1O1 =  hiQ-3- This contradicts the fact th a t a\ and a3 are not 
in  the same direction. Therefore, we proved tha t constraint 1 is not active and 
constraint 2 is active at x* does not hold.
Similarly, tha t constraint 1 is active and constraint 2 is not active at x* does 
not hold.
Now, suppose at x*, constraints 1 and 2 are bo th  not active. For convenience, 
suppose tha t constraints 3 and 4 are active at x*. So far, we have two cones 
containing c: the m in im al cone C {  01, 02}  and the active cone C {a 3,a 4}. We 
have proved th a t a3 and a4 are bo th  not in  the m in im al cone C {a i ,  a2}. By 
Theorem 3.1, since constraints 1 and 2 are bo th  not active at x*, Gp and a.2  are 
both not in  the active cone C {a 2, a3}.
Since C {a i ,  contains c and no aj is in  the same direction as c, 
c =  Ajdi  +  A2Q2) Ai > 0, A2 >  0.
Since C { a 3, a4} contains c and no aj is in  the same direction as c,
C =  Pi<23 +  /i2a4> P-l > 0 ,  P2 >  0.
23
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Com bining these two equations, we get
A1O4 +  X2Q.2 — M 1&3 +  /h2ft4, A i, A2, fix, H2 >  0. (21)
I n R 2, since a3 and a4 are linear independent, we have
a\ =  a ia ,3 +  a 2a4, for some an, a 2 (22)
and
a2 =  /?ia3 +  /?2a4, for some /?1; p2. (23)
Substitu ting these two equations in  (21), we have
(A ia i +  A2/?i — H i)as +  (A ia 2 +  A2/32 ~  ^2)aA — 0. (24)
By linear independence, the coefficients of a3 and a4 are 0. Since Aiaq +  X2p i =  
Hi >  0, at least one of oq and Pi is positive. S im ilarly, at least one of a 2 and 
P2 is positive. Since ax and a2 are both  not in  C {a 3,a 4}, one of and a 2 is 
negative and one of Pi and p2 is negative. There are only 2 cases:
(1) Gq < 0 ,  0.2 >  0, Pi > 0 ,  P2 <  0,
(2) Qfi > 0 ,  a 2 <  0, p i  < 0 ,  p2 >  0.
Consider the case (1), in  (24), Aiaq +  X2p i >  0 and A4a 2 +  A2p2 >  0. Then
yielding
~P2a 1 =  - a i P 2a3 -  a 2/32a4, and 
a 2a2 =  a 2P ia3 +  a 2p 2a4.
Add these two equations together,
(ct2Pi — cniP2)a3 =  — p 2 &i T  Q(2a2 here — p2 >  0.
Since a3 is not in  (7( 01, 02}, a 2p i  -  aq/?2 <  0. This contradicts (25).
A2 >  ^ ( —1Q;i)  >  ^
Therefore we have
a 2Pl >  Q1P2 (25)
M u ltip ly  —/?2 on both  sides of (22) and m u ltip ly  a 2 on bo th  sides o f (23)
24
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Sim ilarly, case (2) does not hold. Therefore, we proved tha t constraints 1 
and 2 are bo th  not active at x* does not hold.
In  summary, constraint 1 and 2 are bo th  active at x*. Thus, a m in im al cone 
is an active cone. QED
3.2 T he A ctive Cone M ethod in R 2
Based on Theorem 3.2, we propose the active cone m ethod in  R 2. I f  we 
find the m in im al cone containing c, then we obtain the active constraints at an 
optim al extreme point.
Consider LP (1) in  R 2 and assume th a t there are no redundant constraints 
and th a t there is an optim al solution.
Step 1: Calculate
C-2 al2 ai2Wo =  — , U>i =
ci an  an
Too i f  c2 >  0
—oo i f  c2 <  0 
f Too i f  ai2 >  0
ti
I f  Ci =  0, w0 =
I f  an =  0 ,W i =
{ —oo i f  ai2 <  0
Since we assume c ^  0 and a,t 7̂  0, when Ci =  0 and at\ — 0, c2 and ai2 are not 
equal to  0.
S tep  2: For each i, let U be the number o f quadrant th a t c or at falls in. 
Specifically, set
1 i f  Gji >  0, ai2 >  0
2 i f  a ii <  0, ai2 >  0
3 if  Gji <  0, ai2 <  0
4 i f  an >  0, ai2 <  0
and s im ila rly  set t Q for c.
S tep  3: I f  there exists aj in  the same direction as c, let ap ( p  G { 1 , . . . ,  w } \ { j } )  
be the firs t after c in  counterclockwise order and aq ( g e { 1, . . . ,  } )  be
the firs t after c in  clockwise order. Denote by Xi the po in t o f the intersection 
of constraints j  and p. Denote by x 2 the po in t of the intersection of constraints 
j  and q. Then on the hyperplane (line) a j x  =  bj any points between x } and x 2
25
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are all optim al points.
I f  there is no aj in  the same direction as c. Let ap be the firs t at after c 
in  counterclockwise order and aq be the firs t in  clockwise order. Then, the 


















Figure 3: Counterclockwise order and clockwise order.
Referring to  Figure 3, we provide the following definitions:
Definition 3.7 In  R 2, for any two vectors a\ and a2 which are in  the same 
quadrant, i f  W\ <  w 2, we say th a t a i is before a2 in  counterclockwise order and 
a2 is after a-y in  counterclockwise order.
Definition 3.8 In  R 2, for any three vectors a0, a\ and a2, we say tha t a\ 
is closer to  ao than a2 in  counterclockwise order, when we meet one of the 
following cases:
(1) I f  the three vectors are in  the same quadrant and a\ is after a0 and before
a2.
(2) I f  the three vectors are in  the same quadrant and a2 is after ax and before
26
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do-
(3) I f  a2 is in  a different quadrant than a0, ax and do are in  the same quad­
rants, and ax is after do-
(4) I f  a,2 is in  a different quadrant than ao, a i and a2 are in  the same quad­
rants, and ax is before a2.
(5) I f  three vectors are a ll in different quadrants and t 2 >  t i >  t0.
(6) I f  three vectors are all in different quadrants, t 0 >  t 2, and t x >  to or 
t 2 >  t i .
In  Step 3, to  find ap which is the firs t after c in  counterclockwise order is 
to  find ap which is closer to  c than a ll the other a*(? £ { 1, . . . ,  m } \ { p } )  in 
counterclockwise order. In  the process of finding ap, we set the firs t gradient 
which is not in  the same direction as c to  be ap. Then we compare ap w ith  each 
other ai which is not in  the same direction as c. I f  new a* is closer to  c than ap 
in  counterclockwise order, then we use the new a, to  replace ap, otherwise we 
keep the current ap. A fte r comparing all the gradients o f constraint functions, 
we can say th a t ap is the firs t after c in  counterclockwise order. The process of 
finding aq which is the firs t after c in  a clockwise order is sim ilar.
Here we w ill ju s tify  th a t in  Step 3 i f  there is an dj in  the same direction 
as the c then any point on the line segment described is an op tim a l solution. 
In  the proof o f Theorem 3.2, we have obtained the conclusion th a t a ll optim al 
solutions are on the hyperplane corresponding to  the j - t h  constraint i f  aj is in 
the same d irection as the c. We only need to  prove th a t x x which is the point of 
the intersection of constraints j  and p  is a feasible point. S im ilarly, x 2 which is 
the point o f the intersection of constraints j  and q is a feasible po in t. Therefore, 
on the constraint aj any points between x x and x 2 are a ll op tim a l points.
Suppose x x is not feasible and violates the constraint s. In  Step 3, aj £ 
C {a p,a q} , where av  ap and aq are pairwise independent, and ax £ C {a p,a q}, 
i f  i  ^  p ,q , j-  In  particu lar, as C {a p,aq}. B y Lemma 3.4, as £ C {a p, —a j}  or
ds £ dt}dqi —d j} .
Assume as £  C {a p, - % } ,  then as =  Xxap +  X2( - d j ) ,  Xx > 0 ,  X2 >  0. Hence, 
—as =  A i ( —dp) +  X2d j , Ai > 0 ,  X2 0. (26)
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For the po in t x x, we have a j x i  =  bj, a j x x =  bp, and a j x i  >  bs. B y  Lemma 3.1, 
we can choose feasible x' on the constraint p so tha t a jx '  <  bj, a j x '  =  bp, and 
a j x ' <  bs. Then, a j (x x — x')  >  bj — bj =  0, —a j {xx — x') =  —bp +  bp =  0, and 
—a j [ x x —x') <  bs — bs =  0. Now, let A  =  [aj, —ap], y =  x i —x', then the system 
A J y >  0, — a jy  <  0 has a solution. B y Farkas’ Lemma, A x  =  — as, x >  0 has
no solution. Tha t means A i(—ap) +  A2aj =  — as, Ai >  0, A2 >  0 has no solution.
This contradicts (26).
Sim ilarly, i f  as E C {a q, —a j} ,  we can deduce a contradiction as well. There­
fore, X\ is feasible. QED
The following program implements the active cone method in  R 2. The com­
puta tiona l cost o f th is algorithm  is 0 (m ) .
(The numbers refer to  the remarks following the algorithm ).
(01) Calculate w0 and set t 0
(02) Set p =  0; q =  0; j= 0  
For i  =  1 to  m
(03) Calculate u>i and set U
(04) I f  j  =  0 and t i =  to and Wi =  w o
j  =  i  
Else 
I f  p =  0




End i f  
End i f  
End for
Subroutine: Counterclockwise(p, i )
(06) Case t 0 — tp
I f  wp >  Wq
(07) I f  U =  tp and wp >  Wi >  w0
28
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p =  i  
End if  
Else (wo >  wp)
(08) I f  N o t(fj — tp and wo >  Wi >  wp)
p  =  i  
End if  
End if
(09) Case t 0 <  tp
(10) I f  U =  to and w^ >  w0
p =  i  
End if
(11) I f  U =  tp and wp >  Wi
p =  i  
End if
(12) I f  tp >  U >  t0
p — i  
End if
(13)Case t 0 >  tp
I f  t i =  to and Wi >  w0 
p =  i  
End if
I f  t i  =  tp and wp >  Wi 
p =  i  
End if
(14) I f  U >  t0 or U <  tp
p  =  i
End if  
End case 
End Subroutine 
Subroutine: C lockw ise(q, i )
29
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This subroutine is sim ilar to  the subroutine of Counterclockwise(p, i)  so it  
is not included.
Remarks:
(01) We calculate wo and to for c-
(02) Set p, q and j  to  be 0. p  and q w ill store the index o f the constraint which 
is the firs t after c in  counterclockwise order and a clockwise order respectively. 
j  w ill store the index of the constraint, i f  i t  exists, which is in  the same direction 
as c.
(03) Each constra in t’s Wi and U are calculated one by one in  the “ for . . .  endfor” 
loop.
(04) I f  the current constraint i  is in  the same direction as c, then the index 
number i  is stored in  j .
(05) I f  p — 0, we set p — i. Later on, after the new i- th  constra in t’s Wi and 
U are calculated, in  the subroutine, i f  new a* is closer to  c than current ap in 
counterclockwise order, then we w ill set p  =  i.
(06) For c, current p  and new i, we w ill consider 3 cases: to — tp, to <  tp and 
to tp.
(07) W hen to =  tp and wp >  w0, only i f  aj is in  the same quadrant and Wi is 
between wq and wp, a* is closer to  c than current ap in  counterclockwise order.
(08) W hen t0 =  tp and wp <  w0, actually ap is before c in  counterclockwise 
order. Except the s ituation th a t a; is in  the same quadrant and Wi is between 
w0 and wp, a, is closer to  c than current ap in  counterclockwise order.
(09) In  the case th a t to <  tp, a, w ill replace ap in  3 cases th a t a* is in  the same 
quadrant w ith  c and after c or a* is in  the same quadrant w ith  ap and before 
ap, or ^  is in  another quadrant between c and ap.
(10) I f  ai is in  the same quadrant as c and w t >  w0, is after c in  counter­
clockwise order. Therefore ai is closer to  c than current ap in  counterclockwise 
order.
(11) I f  aj is in  the same quadrant as ap and wp >  Wi, ai is before ap in  counter­
clockwise order. Therefore ai is closer to  c than current ap in  counterclockwise 
order.
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(12) I f  tp >  t i >  to, ai is in the quadrant between c’s quadrant and ap s quad­
rant. Therefore a, is closer to  c than current ap in  counterclockwise order.
(13) In  the case tha t to >  tp, i f  a, is in  the same quadrant w ith  c and after c, 
or ^  is in  the same quadrant w ith  ap and before ap, then ai is closer to  c than 
current ap in counterclockwise order.
(14) In  the case tha t t 0 >  tp, i f  U >  t 0 or U <  tp then is in  the quadrant 
between c’s quadrant and ap s quadrant. Therefore at is closer to  c than current 
ap in counterclockwise order.
E x a m p le  3.1
max : O.laq + x 2
s.t. : (a\) X\ + ^2 <  30
M X\ -f- 0.612 <  20
M —2aq — ^2 <  -2 9
(a4) 0.2a;! + X2 <  28
(°5) 3aq + 0.6X2 < 4 0
(oe) Xi - 0.5x2 <  5
(a?) -X x  - X2 <  -2 0
We use the active cone method to solve th is problem: Wi and t
and the objective function are calculated as following.
wo =  c2/c i =  10 to -  1
Wi =  O12/O il =  1 t i  =  1
w 2 =  022/021 =  0.6 t* =  1
W3 =  032/^31 =  0.5 to — 2>
Wi =  042/041 =  5 tA =  1
W5 =  052 /  051 =  0.2 £5 =  1
w e =  a62/a 61 =  -0 .5 t6 =  4
w 7 =  072/071 =  3 £7 — 3
No ai is in  the same direction as c. <23 and 0,4 are the first a* after c in  counter­
clockwise order and in  clockwise order respectively. Then, the 3-rd and the 4-th
31
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constraints are active at an optim al extreme point. The common po in t o f the hy­
perplanes corresponding to  these two active constraints is x  =  (0.5556 27.8889), 
which is the optim al solution in  th is example.
The active set method developed by M.J. Best and K . R itte r [1] in  1985 
performs the equivalent of simplex pivots and investigates whether the active 
cone exists at each extreme po in t reached. The active cone method in R 2 
introduced above need not perform simplex pivots, since we have proved tha t a 
m inim al cone is an active cone at an optim al extreme point, and we can obtain 
the m in im al cone directly. In  R n, (n >  3), by calculating the cone’s b-value, we 
can identify  the active cone from  all m in im al cones. O f course, the calculation 
of all m in im al cones w ill be costly as well.
3.3 Conclusion
In  th is  chapter, we gave definitions of an active cone and a m in im a l cone for 
LP problems. Then we proved tha t in  the LP problem (1) w ith o u t redundant 
constraints in  R 2, a m in im al cone is an active cone at an op tim a l extreme point. 
Based on th is idea, we created an active cone method to  solve LP  problems in 
R 2.
32
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4 S im plification  M eth o d s based  on  G am e T h eo ry
4.1 Introduction
In  th is  chapter we discuss the methods created by Stojkovic and Stanim irovic 
and based on Game Theory, for reducing the LPs. Before we discuss this 
method, we introduce some nota tion and definitions tha t are standard in  Game 
Theory.
The norm al form  of a fin ite  zero-sum two-person game reduces to  a m a trix  
D,  w ith  as many rows as player I has strategies and as many columns as player 
I I  has strategies. The payoff for player I, assuming tha t player I  chooses his z-th 
strategy and player I I  chooses his j - t h  strategy, is the element dtJ in  the z-th 
row and the j - t h  column of the m atrix . The payoff for player I I  is —d^.
D efinition 4.1 [6] In  any game, payoffs are numbers which represent the mo­
tivations o f players. Payoffs may represent p ro fit, quantity, ’’ u t il ity ,” or other 
continuous measures (cardinal payoffs), or may sim ply rank the desirab ility  of 
outcomes (ordinal payoffs).
Definition 4.2 [13, page 13] The element dij, which is bo th  the largest in  its 
column and the smallest in  its row, i f  i t  exists, is called a saddle point. (A  
strategy pa ir at a saddle po in t w ill be in  Nash E qu ilib rium  [6].)
D efinition 4.3 [13, page 25] In  a m a trix  D, we say tha t the z-th row dominates 
the fc-th row (or the k - th  row is dominated by the z-th row) if
dij >  dkj for a ll j .
W ith  the follow ing additional condition:
d^ >  dkj for at least one j ,
we say th a t the z-th row s tr ic tly  dominates the fc-th row (or the fc-th row 
is s tric tly  dominated by the z-th row). S im ilarly, we say th a t the j- th .  col­
umn (s tric tly ) dominates the /-th  column i f  d^ <  du for a ll i. (and d^ <  
du for at least one z.)
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E x a m p le  4.1 [13, page 14] The following m atrix  game has a saddle point in 
the 2-nd row and the 2-nd column.
' 5 1 3 '
3 2 4 
—3 0 1
We note tha t the 3-rd strategy for player I is s tric tly  dom inated by the 2- 
nd strategy, since each element in  the 3-rd row is less than each element in 
the 2-nd row. As a ra tiona l player, player I w ill never choose the 3-rd strategy. 
Therefore, th is  strategy may be disregarded to  s im plify the orig ina l game. Also, 
the 3-rd strategy for player I I  is s tric tly  dominated by the 2-nd strategy, since 
each element in  the 3-rd column is great than each element in  the 2-nd column.
Lemma 4.1 [13, page 15] Let v \  =  m ax(m incL); v'n  =  m in (m a x g L );  then
i  j  j  i
v 'i <  v 'n
D efinition 4.4 [13, page 16] A  m ixed strategy for a player is a p robab ility  
d is tribu tion  on the set of his pure strategies. In  case the player has only a 
fin ite  number, m, of pure strategies, a mixed strategy reduces to  an m-vector,
m
P =  (Pi, • ■ • ,Pm) , satisfying p{ >  0, £  Pi =  1.
i—1
Let P  denote the set o f a ll m ixed strategies for player I, and let Q represent 
the set of player I I ’s m ixed strategies.
Suppose th a t player I and I I  are playing a m a trix  game D.  I f  player I chooses 
the m ixed strategy p  =  ( p i , . . .  ,Pm)T , and player I I  chooses q = (<?i,. . . ,  qn)T, 
then the expected payoff w ill be
D(p, q) =  pTDq.
Now, name v j  and V / j  as the values of the game to  player I and player II, 
respectively. Here:
Vi =  m a x m in p 7D .j v n  =  m inm axD i.g  , v i <  Vn,
p & P  j  q £ Q  i
where D i  is the i- th  row of m a tr ix  D , and D.j is the j - t h  column of D.
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T h e o re m  4.1 [13, page 18] (T h e  M in im a x  T h e o re m ) In  a zero-sum, matr ix  
game, the values o f the game to the two players are equal. That is
v i  =  vu-
l i  we deal w ith  m ixed strategies, we find tha t player I ’s gain-floor is precisely 
equal to  player I I ’s loss-ceiling. The common value, v * , of these two numbers is 
called the value of the game. A  strategy p*, which is the op tim a l solution to
m m
m axim ize{u : sf2 /pi dij >  v, j  =  1 , . . . ,  n, P i>  0, i  =  1 , . . . ,  m , y~]pj — 1}
2=1 i
is optimal for player I in  the sense tha t there is no strategy which w ill give 
h im  a higher expectation than v against every strategy of player II. I f  q* is the 
optim al solution to
71 71
m inim ize{u : ^  dijqj < v ,  i  =  1 , . . . ,  m, q3 >  0, j  =  1 , . . . ,  n, y g 7- — 1} 
j= i j
(27)
then q* is optimal for player I I  in  the same sense.
Let yj =  q j / v , then the LP problem (27) can be transformed as the following 
LP problem:
m a x :  Z ] = iV j  
s.t.: E "= i dijVj < 1  i  =  1 , . . .  ,m .  (28)
y j >  0 j  =  l , . . . , n
Consider the following LP problem:
n
max : z(x) =  E  CjXj — c x, Cj >  0, j  =  1 , . . . ,  n,
s.t.: E  aijXj = a j x < b i ,  bi >  0, i  =  1 , . . . ,  m, (29)
j'= i
X j > 0 ,  j  =  1 , . . . ,  n,
Let d^ — aij/biCj and y3 =  CjXj, then the LP  problem (28) and the LP  problem 
(29) are equal. Tha t means, solving the LP problem (29) is equivalent to
determ ining the optim al strategy of the m a trix  game given by D.
W ith  th is  in form ation, Stojkovic and Stanim irovic proposed the following 
theorem which can be used to  find and elim inate some redundant constraints 
or variables:
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T h e o re m  4.2 [15, page 424] Consider the L P  problem (29). L e td i j  =  a^ jb iC jC
1 , . . . ,  m, j  =  1 , . . . ,  n. Then the following statements are valid:
(a) In  the case
max min d a  =  min max d a  =  d u ,  (30)
l<i<ml<j'<n J l < j < n l < i < m  J
the optimal solution to problem (2) is given by
hk. j  — i
Xj aki '
0, j  71 1-
(b) I f
max m in da ^  m in max da, (31)
l<j<n l < i < m
and there exist k, I such that d ^  >  du, % — 1 , . . . ,  m, then x =  0. So, the k-th  
column can be omitted. Also, i f  there exist k, I such that dkj <  d i j , j  =  1 , . . . ,  n, 
then we can omit the k-th  row.
R e m a rk : The method derived from  th is theorem can be used to  find  and elim i­
nate some redundant constraints or variables in  the corresponding LP  problems. 
However, more results from Game Theory can be used to  improve th is  method.
4.2 I te ra te d  R e m o v a l o f  R e d u n d a n c y
In  Game Theory, the logic of e lim inating s tr ic tly  dominated strategies can 
be improved.
T h e o re m  4.3 [13, page 26] Let D  be a m atr ix  game, and assume that the 
ix-th, i 2 - th , . . . ,  ik -th  rows of D  are strictly dominated. Then player I  has an 
optimal strategy p  such that =  p i2 — . . .  =  p ik =  0. Moreover, any optimal 
strategy fo r  the game obtained by removing the strictly dominated rows w il l  be 
an optimal strategy fo r  the orig inal game.
The general effect of this theorem is th a t any s tric tly  dom inated rows and 
columns may be discarded, allowing us to  work w ith  a smaller m a tr ix  game.
E x a m p le  4.2 [13] Iterated Deletion o f S tr ic tly  Dominated Strategies:
2 0 1 4 ^
1 2  5 3
4 1 3  2
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First, note tha t no row is dominated by the others. The 4-th column is 
s tr ic tly  dominated by the 2-nd column. I t  follows tha t player I I  w ill never use 
his fou rth  strategy; therefore i t  can be disregarded. Then, in the remaining 
subm atrix, the 1-st row is s tric tly  dominated by the 3-rd row. I f  i t  is removed, 
then the 3-rd column is s tric tly  dominated by the 2-nd column. Hence, the 
m atrix  reduces to
' 1  2 '
.4 1.
For a 2 x 2 Game, i f  a saddle po in t exists, the strategy on the saddle po in t is 
the optim al strategy. Otherwise, i t  can be solved d irectly  to  obtain the optim al 
strategy. Suppose the strategy for player I I  is q =  (qi, <72) • The optim al strategy 
can be found by solving the following equations [11],
d\\q\ +  di2q2 =  d2iq i  +  ^22̂ 2 , >
(32)
Qi +  Q2 =  1
As we have analyzed, solving a 2 x 2 m a trix  Game is equal to  solving the 
following LP problem
1
m a x : -
v
s.t.: dn q i+  d12q2 <  v 
d2iq i+  d22q2 <  v 
Qi > 0
<72 > 0  
q i+  q2 =  1
where (qi, q2) is player I I ’s strategy and v is the value of the game.
F irst, i f  qi or q2 is equal to  0 in an optim al solution, w ithou t loss o f generality, 
we can assume th a t q\ =  1 and q2 =  0. Then th is implies diL <  d12 and 
d21 <  d22. I f  du  >  d2 i, then du  is a saddle po in t and the m in im a l value of v 
w ill be no less than du.  On the other hand, i f  there is no saddle po in t in  the 
m atrix  game, neither qx nor q2 w ill be zero in  the optim al solution. Therefore, 
the firs t two constraints w ill be active a t the optim al solution. T ha t implies 
duQi +  di2q2 — d2iq i +  d22q2 =  v. Combining th is  w ith  the equality constraint, 
we can obtain the optim al strategy by solving the equations (32).
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In  Theorem 4.3, by elim inating the s tr ic tly  dominated rows or columns in a 
m a trix  game, we can sim plify the orig inal game to  obtain the op tim a l strategy. 
In  Game Theory, elim inating the dominated(as apposed to  s tr ic tly  dominated) 
rows or columns is not used, because some optim al strategies may be lost in  the 
smaller m a trix  obtained by e lim inating dominated rows or columns. However, 
the expected payoff w ill be the same for the orig inal game. Therefore, i f  we 
are only interested in  finding one optim al solution, the LP  problem can be 
sim plified by allowing the elim ination o f dominated rows and columns at each 
iteration. W ith  the technique of iterated deletion of dominated strategies, we 
improve the method introduced in  [15] as following. The com putational cost of 
th is  a lgorithm  is 0 ( m 2n).
A lg o r ith m :  I te ra te d  R e m o va l o f  R e d u n d a n c y  
In p u t  T -m a trix , 5-vector, c-vector 
Set tag =  2; M a tr ix  D  : dl3 =  at ] / (6,Cj)
W hile  tag ^  0
Execute the row checking phase 
I f  dominated rows are found then 
tag — 1
Delete dominated rows 
Else
tag =  tag — 1 
End i f
I f  tag =  0; Break; End if  
Execute the column checking phase 
I f  dominated columns are found then 
tag =  1
Delete dominated columns 
Else
tag =  tag — 1 
End i f  
End while
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I f  there is a saddle point in  the m atrix  
Calculate the optim al solution 
End of A lgorithm
End if
I f  the le ft m a trix  is 2 x  2
Solve the m a trix  game d irectly  to  get the optim al solution 
End of A lgorithm
Else
Solve the sim plified m a trix  game as an LP  problem and get the optim al 
solution
End of A lgorithm
End if
R e m a rk : In  order to  execute iterated removal, set a tag w ith  an in it ia l value 
o f 2. Then there is a “while ... end” loop w ith  tag =  0 as the stop condition. 
In  the loop, firs t, the row checking phase is executed. I f  dom inated rows are 
found, then set tag =  1; otherwise decrease i t  by 1. Then the column checking 
phase begins. S im ilarly, w ith  column checking, if  there are dom inated columns, 
then set tag =  1; otherwise decrease i t  by 1. A fte r the loop, we w ill obtain a 
simplified m atrix . We attem pt to  solve i t  by examining a ll cases.
W ith  th is  algorithm , we have the follow ing properties:
(1) A t least one row checking and one column checking w ill be executed.
(2) I f  during the row(column) checking phase a dominated row(column) is 
found, then the column(row) checking phase w ill be executed.
(3) A fte r dominated rows(columns) are found and deleted, i f  the next col­
umn (row) checking phase does not find a dominated column(row), the loop w ill 
s to p .
S u b ro u tin e  o f  ro w  ch eck ing  phase:
(The numbers refer to  the remarks following the algorithm ).
(1) In p u t  D
(2) Set extag =  0
(3) Set q to  be an m  x 1 zero vector
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(4) For i \  =  1 to  m  — 1
(5) I f  q ( i i )  =  0
For %2 =  2 to  m
I f  q( i2) =  0
(6) For j  =  1 to  n
I f  d ( i2J )  >  d { iu j )
(7) I f  extag =  0 Then extag =  1 End if
(8) I f  extag =  2 Then extag — 0; Break; End if  
End if
I f  d ( i2, j )  <  d { iu j )
I f  extag =  0 Then extag =  2 End if  
I f  extag =  1 Then extag =  0; Break; End if  
End if  
End for
(9) I f  j  =  n
I f  extag =  1
q { i i )  =  i 2
Else
q&t)  =  *i 
End if  
End if  
End if  
End for 
End if  
End for 
Remarks:
(1) The m a trix  D  is generated in  the m ain routine by setting d^ =  aij/(biCj).
(2) When we compare two rows, we use extag to  indicate which row is dom i­
nated.
(3) The vector q is used to  record the sequence number o f the dom inate row. 
For instance, q(3) =  2 means row 3 is dom inated by row 2.
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(4) The ite ra tor for the first row is q . The ite ra to r for the second row is i 2.
(5) In  vector q, i f  the corresponding entry of row i \  is not equal to  0, then this 
row is labeled as dominated. Thus, the row checking for th is row can be skipped 
and i \  proceeds forward one step).
(6) The column ite ra tor is j .
(7) I f  extag =  0, th is indicates tha t the two rows are identical thus far. Now, 
in  the j - t h  column, the entry in row i 2 is larger, so let the tag indicate the first 
row.
(8) I f  extag =  2, th is means tha t in  some column the entry in  row i \  is larger 
than the one in  row i 2. Now, in  the current column, the entry in  row i 2 is larger, 
so neither of the rows can dominate the other. Therefore, extag — 0, and th is 
column checking loop ends.
(9) I f  j  — n, the entries in a ll columns have been compared. I f  extag =  1(2), 
then row *1(^2) is dominated.
4.3 Exam ples
Exam ple 4.3 [15, page 434 Example 5.9].
max : 2xi +  0.5x2 +  4x3 +  x 4 +  3x5 +  5x6 
s.t. : 20x! +  6x 2 +  3 2 . 3 x 3 — 6x 4 +  24x5 +  60.5x6 <  2
32xi — 6x 2 — 3 2 x 3 — 4x 4 +  4 8 . 3 x 5 +  160.6x6 <  4
20xi +  7.5x 2 +  100x3 +  5x 4 +  90.7x5 +  50x6 <  5
24x! +  1 5 x 2 +  7 2 . 7 x 3 +  12x4 +  54x5 +  120.6x 6 <  6
In  [15], only two columns(col 5 and col 6) are found to  be dominated and 
eliminated. Then the LP problem is solved by using the simplex m ethod in  four 
iterations. The optim al solution is x* =  ( 3 /2 0 ,0 ,0 ,1 /5 ,0 ,0 )T and z* =  0.5 
However, w ith  the developed method, 5 columns and 3 rows can be e lim i­
nated. The m a trix
■5 6 4.0375 - 3 4. 6.05-
4 - 3 - 2 . - 1 4.0250 8.03
2 3 5. 1 6.0467 2
.2 5 3.0292 2 3 4.02.
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The output o f the iterated removal of redundancy algorithm  is:
Step 1: Row checking. There are no dominated rows.
Step 2: Column checking. Columns 1, 5, 6 are dominated by column 4.
Step 3: Row checking. Row 2 is dominated by row 4.
Step 4: Column checking. Columns 1, 2 are dominated by column 3.
Step 5: Row checking. Row 1, 2 are dominated by row 3.
Finally, a 1 x 1 m a trix  is acquired. T ha t entry is a saddle point. So, another 
optim al solution, x* =  (0,0 ,0,1/2,  0, 0)T , is obtained directly, and 2* =  0.5.
Exam ple 4.4 [15, page 433 Example 5.6].
'max : 2x\ +  3x 2 4- x 3 4- 5x 4
s.t. : X i/1 0  +  X2/15 +  X3 / I 2  +  X4 / I 5 <  1
X i/1 2  4- X2 / I 6  +  X3 / M  +  X4 / 2 O <  1
X i/1 2  +  x 2/ 1 0  +  x 3/ 9  4- X4 / I I <  1
X4/22 -j- X2 / I 5  4~ X3/ I 2 -|- X4/ 3O <  1
X1 / 8  4 - x 2 / 6  4 - x 3/ 5  4 - x 4/ 9 <  1
X i /3  -  x2/ 4  4- x 3/ 2  -  x4/ 5 >  1
[15] states th a t only row 2 is dominated by row 1. A fte r om itting  the 2-nd 
constraint, the problem is solved by the simplex method in  eight iterations.
The last constraint does not satisfy <  bl {bl >  0), therefore only five other 
constraints can be considered and we can’t  do column reduction. Nevertheless, 
four constraints can be om itted, since rows 1, 2, 3 and 4 are a ll dominated by 
row 5 in m a trix  D.
The m a trix
0.1000 0.0667 0.0833 0.0667
0.0833 0.0625 0.0714 0.0500
0.0833 0.1000 0.1111 0.0909
0.0455 0.0667 0.0833 0.0333
0.1250 0.1667 0.2000 0.1111
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max
s.t.
T h e r e f o r e ,  t h e  o r i g i n a l  L P  p r o b l e m  i s  s i m p l i f i e d  a s  f o l l o w i n g :
max : 2x\ A  3 x 2 A x 3 A 5 .X4 
s.t. :  X 1 / 8  A x 2 / 6  +  x 3 / 5  +  x 4 / 9  < 1
X i / 3  — x 2 / 4  +  x 3 / 2  — x 4 / 5  > 1
Exam ple 4.5 A n LP problem w ith  8 variables and 7 constraints.
I.2 x i A  2 . 9 x 2 A 0.5x 3 A  4.5x 4 A 0.5x 5 A  2.5x6 A  6 .4x 7 A  3xg
8.4xi A  3 0 . 4 5 x 2 A 10.5x3 A  96.075x4
A 5 . 2 5 x 5 A 7 8 . 7 5 x 6 A  47.04x7 A  68.25x8 
6x 1 A  1 7 4 x 2 A 1 2 . 5 x 3 A  87.75x4
A 4 2 . 5 x 5 A 8 7 . 5 x 6 A  35.2x7 A  76.5x8 
32.4x! A  8 7 x 2 A 7.5x3 A  120.15x4
A l6 .5 x 5 A  37.5x6 A  190.08x7 A  45x8 
19.2xi A  2 3 . 2 x 2 A 10x3 A  72x4
A 2 4 x 5 A 8 0 x 6 A 1 2 5 . 4 4 x 7 A  1 0 8 x 8
I I . 5 2 x i  A  3 4 . 8 x 2 A 2 . 4 x 3 A 3 7 . 8 x 4 
A 4 . 2 x 5 A 1 8 x 6 A 8 4 . 4 8 x 7 A 1 4 . 7 6 x 8
6 . 0 4 8 X !  A 2 3 . 5 4 8 x 2 A 7 . 1 4 x 3 A 2 6 . 4 6 x 4 
A 4 . 0 6 x 5 A 4 0 . 6 x 6 A  2 6 . 8 8 x 7 A 6 3 x 8 
4 0 . 8 x 1 A 7 8 . 8 8 x 2 A 9 . 8 x 3 A 1 4 4 x 4 
A 22x 5 A  4 6 x g  A 2 2 7 . 8 4 x 7 A 6 1 . 2 x 8
In  this example, the m a trix
D
2 3 6 6.1 3 9 2 6.5'
1 12 5 3.9 17 7 1.1 5.1
9 10 5 8.9 11 5 9.9 5
4 2 5 4 12 8 4.9 9
8 10 4 7 7 6 11 4.1
1.8 2.9 5.1 2.1 2.9 5.8 1.5 7.5








( 3 3 )
The output of the iterated removal of redundancy algorithm  is: 
Step 1: Row checking. There are no dominated rows.
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Step 2: Column checking. Column 8 is dominated by column 3.
Step 3: Row checking. Rows 7 and 6 are dominated by row 3 and 1 respectively. 
Step 4: Column checking. Columns 7 and 6 are dominated by column 1 and 3 
respectively.
Step 5: Row checking. Row 5 is dominated by row 3.
Step 6: Column checking. Column 5 is dominated by column 1.
Step 7: Row checking. Row 4 is dominated by row 3.
Step 8: Column checking. Column 2 is dominated by column 1.
Step 9: Row checking. Row 2 is dominated by row 1.
Step 10: Column checking. Column 3 is dominated by column 2.
Finally, a 2 x  2 m a trix  is obtained
’ 2 6 '
.9 5. '
The optim al strategy of this 2 x 2  m a trix  game can be obtained by solving the 
equations (32). Player I I ’s optim al strategy is (1 /8  7/8).  The game value is 
22/4. Therefore the optim al value o f the orig inal LP  problem is z* =  1 /v  =  
2/11. Using the equation CjXj =  y3 =  q j/v ,  the optim al solution to  orig ina l LP 
problem is x* — (5/264 7/22).
4.4 Rem oval o f R edundancy based on M ixed Strategies
The follow ing is the defin ition of dominated strategy in  a game allowing 
mixed strategies.
Definition 4.5 In  a m a trix  game D, the k-th  row is dom inated by the mixed 
strategy p  =  ( p i , . . .  ,p m), pk =  0, i f
m
E m ,  >  dk j, j  =  i , . . .  ,n.
i = l
I f  the inequality is s tric t for at least one j ,  then the k - th  row is strictly  
dom inated. Sim ilarly, the Z-th column is dom inated by the m ixed strategy 
q =  (qu . . . , q n), Qi =  0, i f
n
<  du, i  =  1, . . .  ,m.
3=1
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I f  the inequality is s tric t for at least one i, then the 1-th column is s t r ic t ly  
d o m in a te d .
Since a ra tiona l player taking in to account m ixed strategies never plays a 
strategy tha t is s tr ic tly  dominated by a mixed strategy, th is can be used to 
s im plify the m a trix  game generated from  an LP problem, hence to  s im plify the 
orig inal LP problem.
Thus, i f  any row is less than or equal to  the convex com bination o f any 
number of other rows, then th is row can be dropped. Sim ilarly, i f  any column 
is greater than or equal to  the convex combination of any number of other 
columns, then th is column can be dropped. We propose the follow ing theorem.
Theorem  4.4 Consider LP  problems (29). Setd ij =  aij/biCj, i  =  1 , . . . ,  m, j  —
1 , . . . ,  n. Then in  the corresponding m atr ix  game,
(1) i f  k € { 1, . . .  ,m }  and there exists a mixed strategy p such that row k is 
dominated by p, then row k can be omitted;
(2) similarly, i f  I € { l , . . . , n }  and there exists a mixed strategy q such that 
column I is dominated by q, then column I can be omitted.
Remark: Since a pure strategy is a special case of a mixed strategy, Theorem
4.2 is only a special case of th is theorem. Combining the knowledge of m ixed 
strategies and the proof o f Theorem 4.2 in  [15, page 425], we can prove Theorem 
4.4. The following proof does not use any ideas from  Game Theory. Thus, the 
advantage is tha t no previous knowledge from  Game Theory is required. 
Proof: Let ru be the k-th. row of m a tr ix  D  =  {d i j } .  The orig ina l LP  problem 
(29) is transformed in to  the following:
max: z =  yx +  . . .  +  yn
<  1 i  =  1, . . . ,  m.
(34)
s.t.: r ; •
. Vn .
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Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
Suppose the fc-th row is dominated by a mixed strategy p  =  ( p i ,. . ., prn) ■, Pk =  0, 
then
m m
P i  >  0 , 2 f t  =  1, r k <  Y ^ P i r i-
i=i i=i
I t  w ill be shown tha t the k-th. constraint is redundant. Suppose Yo(> 0) is any
feasible po in t in  the feasib ility region determined by a ll but the k-th  constraint.
Then
f i  ■ To <  1, V i £ { 1 , . . . ,  m } \ { k }
Since
m
r k -Y0 <  ( 5 > r 0  • Y0 =  J^PT iYo <  ^ 2  Pi ' 1 =  1
i = l  i ^ k  i^ k
th is implies th a t Vq is a feasible point. Therefore, the k-th  constrain t is redun­
dant. QED
R e m a rk : The proof for columns is sim ilar. Indeed, i t  is the same result applied 
to  the problem dual to  (34).
4.5 A lg o r i th m  a n d  E xa m p le s
This a lgorithm  checks whether a row (column) is dom inated by the convex 
combination o f two other rows (columns). The main routine is sim ilar to  the 
iterated removal of redundancy algorithm . Tha t is, in  the m ain routine, a tag 
is set, and iterated row checking and column checking are executed alternately.
The new ingredient o f th is a lgorithm  appears in the subroutines of row (col­
umn) checking. Use k as the ite ra to r of the row being checked, and let p  and
q indicate any other two rows. To check whether row k is dom inated by the
convex combination o f other two rows p and q or not is to  find  a constant a , 
w ith  0 <  a  <  1, such tha t
d/cj ^  adPj  -H (1 (x^dqj, j  1, . . . ,  n. (33)
L e m m a  4.2 For fixed j ,  let T j =  { a  € [0,1] : dkj  <  adPj  +  (1 — a )dqj } .  Then 
we have the following cases:
(1) I f  dPj  =  dqj  and dpj  >  dkj , then T j  =  [0,1].
(2) I f  dpj  — dqj  and dPj  <  dkj ,  then T j =  0.
46
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(3) If  dpj >  dqj,  then
r > =  ( r F r - ! i n  I0 ’ I]-apj  aqj
(4) I f  dpj <  dqj,  then
r . =  |0_ 4 ^ j n  [0_ t)
apj  aqj
Then for a ll a  in  the interval T =  n ”= ir j ,  (35) is satisfied.
Actually, in  the program, it  is unnecessary to  store a ll these intervals Fj. 
Only one interval is stored and updated. The com putational cost of th is algo­
rith m  is 0 ( m 3n).
Subroutine of row checking:
Input D
(1) Set I =  0; u =  1
(2) Set E  to  be an m  x 3 zero m a trix  
For k =  1 to  m
For p  =  1 to  m  
I f  p ^  k 
For q =  1 to  m  
I f  q ^ k  
For j  =  1 to  n
(3) I f  d (p , j )  =  d ( q , j ) and d (p , j )  <  d ( k , j )
Break 
End if
I f  d(p , j )  >  d (q , j )
I =  Max{Z; { d ( k , j )  -  d { q , j ) ) / { d ( p , j )  -  d ( q , j ) ) }
End if
I f  d(p , j )  <  d (q , j )  
u =  M in {u ; { d { k , j )  -  d { q , j ) ) / { d { p , j ) -  d ( q , j ) ) }
End if
(4) I f  I >  u
Break
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End if  
End for
(5) I f  j  =  n  and I <  u
a — (I +  u) /2  
E(k,  1) = p  
E{k ,2 )  =  a  
E(k,  3) =  q 
End if  
End if  
End for 
End if  
End for 
End for 
R e m arks :
(1) We denote the lower-bound and the upper-bound of the in terval T by I and 
u, respectively.
(2) The m a trix  E  is used to  record the dominate rows. I f  (35) is satisfied, then 
when th is routine is completed, E(k ,  1) =  p, E(k ,  2) =  a , E(k ,  3) =  q.
(3) By Lemma 4.2 (2), i f  the condition is satisfied, the in terva l is 0. W ith  the 
current p  and q, k is not dominated.
(4) I f  the lower-bound is greater than the upper-bound, the in terval is 0. W ith  
the current p  and q, k is not dominated.
(5) I f  j  =  n  and I <  u, the entries in  a ll columns have been checked and an 
interval in which a  satisfies (35) has been obtained. Let a  be the m idpo in t of 
the interval at th is  position. (Any other po in t in  [/, u\ could be used.)
E x a m p le  4.6 [15, page 422 Example 2.1].
max : x\  +
s.t. : (C i) x l / 3  +  x 2 < 1
(36)
(C2) x i  +  x 2 < 2  
(C3) X\ +  x 2/2  <  1
48
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Remark 3.1 [15, page 425 ] states tha t “ the excessive constraint (C2) in (36) 
persists after a ll elim inations. ” Actually, the m atrix
'1 /3  1 '
D =  1/2 1/2 
1 1/3.
(1/2 1/2) <  0.5(1/3 1) +0.5(1  1/3) =  (2/3 2/3), which means th a t the 2-nd 
constraint is dominated by the 1-st and the 3-rd constraints based on mixed 
strategies. Therefore, the 2-nd constraint in (36) can be elim inated.
E x a m p le  4 .7  Consider an LP  problem w ith  8 variables and 7 constraints. Us­
ing the method in  [15], no redundant constraints or variables can be found. 
However, the m a trix  D can be sim plified by the removal o f redundancy based 
on mixed strategies method yie lding a 2 x 2 m atrix.
max : 4x i +  3.5x2 +  5x3 +  2.5x 4 +  1.5x 5 +  3x6 +  1.5x 7 +  2.5x8 
s.t. : 4.8xi +  6.3x2 +  18x3 +  9.15x4
+ 2 . 7 x 5 +  16.2x6 +  1.89x7 +  9.75x8 <  0.6
4 .8x 4 +  5 0 . 4 x 2 +  3 0 x 3 +  1 1 -7 x 4
+30.6x5 +  2 5 . 2 x 6 +  1 . 9 8 x 7 +  14.85x8 <  1.2
14.4xi +  14x2 +  9.8x 3 +  8.9x 4
+ 6 .6 x 5 +  6 x 6 +  5 . 9 4 x 7 +  4 . 9 9 5 x 8 <  0.4
4 8 x i  +  2 1 x 2 +  7 5 x 3 +  3 0 x 4
+ 5 4 x 5 +  72x6 +  22.05x7 +  67.5x8 <  3
39.68x 4 +  4 3 . 4 x 2 +  24.8x 3 +  21.7x 4
+ 1 3 .0 2 x 5  +  22.32x6 +  2 0 .4 6 x 7 +  12 .71x8 <  1.24
17.28x4 +  2 4 . 3 6 x 2 +  6 1 . 2 x 3 +  12.6 x 4
+  10.44x5 +  41.76x6 +  5.4x7 +  4 5 x 8 < 2 . 4
6 8 x 4 +  4 7 .6 x 2 +  4 9 x 3 +  4 0 x 4
+ 3 3 x 5 +  27.6x6 +  26.7x7 +  25.5x8 <  2
49
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In th is exam ple, the  m atrix
2 3 6 6.1 3 9 2.1 6.5
1 12 5 3.9 17 7 1.1 4.95
9 10 4.9 8.9 11 5 9.9 4.995
4 2 5 4 12 8 4.9 9
8 10 4 7 7 6 11 4.1
1.8 2.9 5.1 2.1 2.9 5.8 1.5 7.5
8.5 6.8 4.9 8 11 4.6 8.9 5.1
The output of the removal of redundancy based on mixed strategies is:
Step 1: Row checking. Row 7 is dominated by rows 3 and 4 
(a7 <  0.9369a3 +  0.0631a4).
Step 2: Column checking. Columns 8, 6, 5 are dominated by columns 1 and 3. 
( c 8 >  0.0178c! +  0 . 9 8 2 2 c 3).
( c 6 0 . 0 1 2 2 c i  +  0 . 9 8 7 8 c 3 ).
(C5 >  0 . 7 5 c i  +  0 . 2 5 c 3).
Step 3: Row checking. Row 6 is dominated by rows 1 and 2.
(®6 ^  0.9ai -P 0.1 q.2) -
Row 4 is dominated by rows 1 and 3.
(a4 <  0.366ai 4- 0.634a3).
Step 4: Column checking. Column 5 is dominated by columns 1 and 2.
(c5 >  0 . 9 9 5 5 c !  +  0 . 0 0 4 5 c2 ) .
Columns 4 and 2 are dominated by columns 1 and 3.
(c4 >  0.5125ci +  0.4875c3).
(c2 >  0 . 8 7 5 c i  +  0 . 1 2 5 c3).
Step 5: Row checking. Rows 4 and 2 are dominated by rows 1 and 3.
( o 4 <  0 . 0 7 1 4 a !  +  0 . 9 2 8 6 a 3).
(a2 <  0.5455ai +  0.4545a3).
Finally, a 2 x 2 m a trix  is obtained
' 2  6 ‘  
9  4 . 9 .  '
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4.6 C onclusion
In  th is chapter, we presented an iterative game theory based m ethod to  im ­
prove upon tha t given by for reducing the size of LPs. We understand tha t 
equivalent techniques are well-known in  the context of linear program ming re­
dundancy [9]; but our m otivation was to  examine and extend the results by 
Stojkovic and Stanim irovic
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5 C onclu sion
In  th is  thesis, we have commented on the two methods introduced by Sto- 
jkovic and Stanim irovic [15] in 2001. We also presented our own active cone 
method.
Using counterexamples, we have shown th a t the theorem behind the first 
method is invalid, even w ith  additional assumptions on the theorem. Having 
done so, we have introduced and studied a varia tion of the m ethod which seems 
to  achieve the intended goals as far as possible. In  [15] were presented ideas from 
Game Theory to  find and reduce redundancies in  some LP problems. Bu ild ing 
on these ideas, we have developed a new method which provide fu rthe r reduction 
to  a large class of LPs.
Further work should be aimed at finding more relative theorems about active 
cones and discovering an active cone method th a t does not perform  simplex 
pivots in  R n(n >  3). The future work also includes im plem entation of the 
removal o f redundancy based on m ixed strategies method for large LP  problems.
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