It is common practice in econometrics to correct for heteroskedasticity. This paper corrects instrumental variables estimators with many instruments for heteroskedasticity. We give heteroskedasticity robust versions of the limited information maximum likelihood (LIML) and Fuller (1977, FULL) estimators; as well as heteroskedasticity consistent standard errors thereof. The estimators are based on removing the own observation terms in the numerator of the LIML variance ratio. We derive asymptotic properties of the estimators under many and many weak instruments setups. Based on a series of Monte Carlo experiments, we find that the estimators perform as well as LIML or FULL under homoskedasticity, and have much lower bias and dispersion under heteroskedasticity, in nearly all cases considered.
Introduction
It is common practice in econometrics to correct standard errors for heteroskedasticity.
A leading example of such correction is least squares with heteroskedasticity consistent standard errors, which is ubiquitous. Additionally, two-stage least squares (2SLS) with heteroskedasticity consistent standard errors is often used, in exactly identified models.
However, such corrections seem not to be available for the Fuller (1977, FULL) and limited information maximum likelihood (LIML) estimators, in overidentified models. This perhaps surprising, given that FULL and LIML have better properties than 2SLS (see e.g. Hahn and Inoue (2002) , Hahn and Hausman (2002) , and Hansen, Hausman, and Newey, (2007) ). The purpose of this paper is to correct these methods for heteroskedasticity under many instruments, and we shall see that it is necessary to correct both the estimators and the standard errors.
LIML and FULL are inconsistent with many instruments and heteroskedasticity, as pointed out for the case of dummy instruments and LIML by Bekker and van der Ploeg (2005) , and more generally by Chao and Swanson (2004) .
1 Here we give a general characterization of this inconsistency. More importantly, we propose heteroskedasticity robust versions of FULL and LIML, namely HFUL and HLIM, respectively. HLIM is a jackknife version of LIML that deletes own observation terms in the numerator of the variance ratio; and like LIML, HLIM is invariant to normalization. Also, HLIM can be interpreted as a linear combination of forward and reverse jackknife instrumental variable (JIV) estimators, analogous to Hahn and Hausman's (2002) interpretation of LIML as a linear combination of forward and reverse two-stage least squares estimators. For each estimator we also give heteroskedasticity consistent standard errors that adjust for the presence of many instruments.
We show that HLIM and HFUL are as efficient as FULL and LIML under homoskedasticity and the many weak instruments sequence of Chao and Swanson (2005) . Under the many instruments sequence of Kunitomo (1980) and Bekker (1994) we show that HLIM 1 See also Ackerberg and Devereux (2003) .
[1]
may be more or less efficient than LIML. We argue that these efficiency differences will tend to be small in most applications, where the number of instrumental variables is small relative to the sample size.
The HFUL and HLIM estimators and their associated standard errors are quite simple to compute. However, similarly to least squares not being efficient under heteroskedasticity, HFUL and HLIM are also not efficient under heteroskedasticity and many instruments. Recent results of Newey and Windmeijer (2007) suggest that the continuous updating estimator (CUE) of Hansen, Heaton, and Yaron (1996) and other generalized empirical likelihood estimators (see e.g. Smith (2004) ) are efficient. These estimators are quite difficult to compute, though. To address this problem, we give a linearized, jackknife version of the continuous updating estimator that is easier to compute, and for which HLIM provides simple starting values. In Monte Carlo work we do not find much advantage to using the CUE, and no advantage to using its linearized version, relative to HFUL and HLIM.
One important precedent to the research discussed in this paper is Hahn and Hausman (2002) , who considered combining forward and reverse IV estimators. JIV estimators were proposed by Phillips and Hale (1977) , Blomquist and Dahlberg (1999) , Angrist and Imbens and Krueger (1999) , and Ackerberg and Deveraux (2003) . Chao and Swanson (2004) have previously given heteroskedasticity consistent standard errors and shown asymptotic normality for JIV, under many weak instruments. Newey and Windmeijer (2007) considered efficiency of IV estimators with heteroskedasticity and many weak instruments.
In a series of Monte Carlo experiments, we show that the HFUL and HLIM are approximately as efficient as LIML under homoskedasticity, unlike the JIV estimator, that was shown to perform poorly relative to LIML by Davidson and MacKinnon (2006) .
Also, HFUL has less bias and dispersion than FULL in most of the cases that we consider, under heteroskedasticity. These results suggest that the new estimators are promising heteroskedasticity robust and efficient alternatives to FULL, LIML, and other estimators, under many instruments.
[2]
The rest of the paper is organized as follows. In the next section, the model is outlined, and previous estimators are summarized. In Section 3, heteroskedasticity robust LIML and FULL estimators are presented; while Section 4 discusses efficiency of these estimators. Section 5 outlines how to use the same jackknifing approach used in the construction of HLIM and HFUL in order to construct a robust CUE. Asymptotic theory is gathered in Section 6, and Monte Carlo findings are presented in Section 7. All proofs are gathered in Section 8.
The Model and Previous Estimators
The model we consider is given by
where n is the number of observations, G is the number of right-hand side variables, Υ is a matrix of observations on the reduced form, and U is the matrix of reduced form disturbances. For our asymptotic approximations, the elements of Υ will be implicitly allowed to depend on n, although we suppress dependence of Υ on n for notational convenience. Estimation of δ 0 will be based on an n × K matrix, Z, of instrumental variable observations with rank(Z) = K. We will assume that Z is nonrandom and that observations (ε i , U i ) are independent across i and have mean zero.
This model allows for Υ to be a linear combination of Z, i.e. Υ = Zπ for some K × G matrix π. Furthermore, some columns of X may be exogenous, with the corresponding column of U being zero. The model also allows for Z to approximate the reduced form. For example, let X 0 i , Υ 0 i , and Z 0 i denote the i th row (observation) of X, Υ, and Z respectively. We could define Υ i = f 0 (w i ) to be a vector of unknown functions of a vector w i of underlying instruments, and Z i = (p 1K (w i ), ..., p KK (w i )) 0 for approximating functions p kK (w), such as power series or splines. In this case, linear combinations of Z i may approximate the unknown reduced form (e.g. as in Donald and Newey (2001) ).
[3]
To describe estimators in the extant literature, let
, and C > 0. FULL has moments of all orders, is approximately mean unbiased for C = 1, and is second order admissible for C ≥ 4, under homoskedasticity and standard large sample asymptotics.
Both LIML and FULL are members of a class of estimators of the form
For example, LIML has this form forα * =α * , FULL forα * =α * , and 2SLS forα * = 0.
We can use the objective functions that these estimators minimize in order to characterize the problem with heteroskedasticity and many instruments. If the limit of the objective function is not minimized at the true parameter, then the estimator will not be consistent. For expository purposes, first consider 2SLS, which has the following objective function
This objective function is a quadratic form that, like a sample average, will be close to its expectation in large samples. Its expectation is
Asymptotically, the first term following the above equality will be minimized at δ 0 , under certain regularity conditions. The second term is an expected squared residual that will not be minimized at δ 0 due to endogeneity. With many instruments
so that the second term does not vanish asymptotically. Hence, with many instruments, 2SLS is not consistent, even under homoskedasticity, as pointed out by Bekker (1994) .
For LIML, we can (asymptotically) replace the objective function,Q * (δ), with a corresponding ratio of expectations giving
Here, we again see that the first term following the equality will be minimized at δ 0 asymptotically. Under heteroskedasticity, the second term may not have a critical value at δ 0 , and so the objective function will not be minimized at δ 0 . To see this let σ
where \ Cov σ 2 (P ii , γ i ) is the covariance between P ii and γ i , for the distribution with prob-
the objective function will not have zero derivative at δ 0 asymptotically so that it is not minimized at δ 0 . When this covariance does have a zero limit then it can be shown that the ratio of expectations will be minimized at δ 0 as long as for
has a positive definite limit. For the homoskedastic case it is known that LIML is consistent under many or many weak instruments (see e.g. Bekker (1994) and Chao and Swanson (2004) ).
Note that \ Cov σ 2 (P ii , γ i ) = 0, when either γ i or P ii does not depend on i. Thus, it is variation in γ i = E[X i ε i ]/σ 2 i , the coefficients from the projection of X i on ε i , that leads to inconsistency of LIML, and not just any heteroskedasticity. Also, the case where
P ii is constant occurs with dummy instruments and equal group sizes. It was pointed out by Bekker and van der Ploeg (2005) that LIML is consistent in this case, under heteroskedasticity. but this appears to be the first statement of the critical condition that \ Cov σ 2 (P ii , γ i ) = 0 for consistency of LIML.
LIML is inconsistent when
The lack of consistency of these estimators under many instruments and heteroskedasticity can be attributed to the presence of the i = j terms in their objective functions.
The estimators can be made robust to heteroskedasticity by dropping these terms. Doing this for 2SLS givesδ
This is the JIV2 estimator of Angrist, Imbens, and Krueger (1994) . Because the normal equations remove the i = j terms, this estimator is consistent. It was pointed out by Ackerberg and Devereux (2003) and Chao and Swanson (2004) that this estimator is consistent under many weak instruments and heteroskedasticity. However, under homoskedasticity and many weak instruments, this estimator is not efficient; and Davidson and MacKinnon (2005) argued that it additionally has inferior small sample properties under homoskedasticity, when compared with LIML. The estimators that we give overcome these problems.
[6] 3 Heteroskedasticity Robust LIML and FULL The heteroskedasticity robust LIML estimator (HLIM) is obtained by dropping the i = j terms from the numerator of the LIML objective function, so that
.
Like the jackknife IV estimator,δ will be consistent under heteroskedasticity because the i = j terms have been removed from the numerator. In the sequel, we will show that this estimator (and an asymptotic variance estimator thereof) is consistent and asymptotically normal.
As is the case for LIML, this estimator is invariant to normalization. LetX = [y, X].
Another normalization, such as imposing that another d is equal to 1 would produce the same estimator, up to the normalization.
Also, computation of this estimator is straightforward. Similarly to LIML,α =Q(δ)
is the smallest eigenvalue of (X 0X )
Solving these conditions gives
This estimator has a similar form to LIML except that the i = j terms have been deleted from the double sums.
It is interesting to note that LIML and HLIM coincide when P ii is constant. In that case,Q * (δ) =Q(δ) +
so that the LIML objective function equals the HLIM objective function plus a constant.
This explains why constant P ii will lead to LIML being consistent under heteroskedasticity.
HLIM is a member of a class of jackknife estimators having the form
The JIV estimator is obtained by settingα = 0. A heteroskedasticity consistent version of FULL, namely HFUL, is obtained by replacingα withα
The small sample properties of this estimator are unknown, but we expect its performance relative to HLIM to be similar to that of FULL relative to LIML. As pointed out by Hahn, Hausman, and Kuersteiner (2004) , FULL has much smaller dispersion than LIML with weak instruments, so we expect the same for HFUL.
Monte Carlo results given below confirm these properties.
An asymptotic variance estimator is useful for constructing large sample confidence intervals and tests. To describe it,
The variance estimator isV
We can interpret the HLIM estimator,δ, as a combination of forward and reverse jackknife IV (JIV) estimators. For simplicity, we give this interpretation in the scalar δ
The forward JIV estimatorδ is
[8]
The reverse JIV is obtained as follows. Dividing the structural equation by δ 0 gives
Applying JIV to this equation in order to estimate 1/δ 0 , and then inverting, gives the reverse JIV estimatorδ
Then, collecting terms in the first-order conditions for HLIM gives 0 = (1 +γδ)
Dividing through by
Finally, solving forδ givesδ
As usual, the asymptotic variance of a linear combination of coefficients is unaffected by how the coefficients are estimated, so that a feasible version of this estimator is
Because HLIM and HFUL perform so well in our Monte Carlo experiments, we do not pursue this particular estimator, however.
The above result is analogous to that of Hahn and Hausman (2002) , in the sense that under homoskedasticity, LIML is an optimal combination of forward and reverse bias corrected two stage least squares estimators. We find a similar result, as HLIM is a function of forward and reverse heteroskedasticity robust JIV estimators.
[9]
4 Optimal Estimation with Heteroskedasticity HLIM is not asymptotically efficient under heteroskedasticity and many weak instruments. In GMM terminology, it uses a nonoptimal weighting matrix, one that is not heteroskedasticity consistent for the inverse of the variance of the moments. In addition, it does not use a heteroskedasticity consistent projection of the endogenous variables on the disturbance, which leads to inefficiency in the many instruments correction term.
Efficiency can be obtained by modifying the estimator so that the weight matrix and the projection are heteroskedasticity consistent. Let
Also, letδ be a preliminary estimator (such as HLIM). An IV estimator that is efficient under heteroskedasticity of unknown form and many weak instruments iŝ
This is a jackknife IV estimator with an optimal weighting matrix,Ω(δ) −1 , and wherê
The use ofD i (δ) makes the estimator as efficient as the CUE under many weak instruments.
The asymptotic variance can be estimated by
This estimator has a sandwich form similar to that given in Newey and Windmeijer (2007) .
5 The Robust, Restricted CUE
As discussed above, HLIM has been made robust to heteroskedasticity by jackknifing, where own observation terms are removed. In general this same approach can be used to
[10] make the continuous updating estimator robust to restrictions on the weighting matrix, such as homoskedasticity. For example, LIML is a CUE, where homoskedasticity is imposed on the weighting matrix; and HLIM is its robust version.
For expository purposes, consider a general GMM setup where δ denotes a G × 1 parameter vector and g i (δ) is a K × 1 vector of functions of the data and parameters
0 /n this estimator is the CUE given by Hansen, Heaton, and Yaron (1996) , that places no restrictions on the estimator of the second moment matrices. In general, restrictions may be imposed on the second moment matrix. For example, in the IV setting where
, we may specifyΩ (δ) to be only consistent under homoskedasticity,
In this case the CUE objective function iŝ
which is the LIML objective function, as is well known (see Hansen, Heaton, and Yaron, (1996) ).
A CUE will tend to have low bias when the restrictions imposed onΩ(δ) are satisfied, but may be more biased otherwise. A simple calculation can be used to explain this bias. Consider a CUE whereΩ(δ) is replaced by its expectation,Ω(δ) = E[Ω(δ)]. This replacement is justified under many weak moment asymptotics. The expectation of the CUE objective function is then
so that the second term does not depend on δ. In this case the expected value of the CUE objective function is minimized at δ 0 . WhenΩ(δ) 6 = Ω(δ), the second term will depend on δ, and so the expected value of the CUE objective function will not be minimized at δ 0 . This effect will lead to bias in the CUE, because the estimator will be minimizing an objective function with expectation that is not minimized at the truth. It is also interesting to note that this bias effect will tend to increase with K. This bias was noted by Han and Phillips (2005) for two-stage GMM, who referred to the bias term as a "noise"
term, and to the other term as a "signal" term.
We robustify the CUE by jackknifing (i.e. by deleting the own observation terms in the CUE quadratic form). Note that
which is always minimized at δ 0 , no matter whatΩ(δ) is. A corresponding estimator is obtained by replacingΩ(δ) byΩ(δ) and minimizing. Namely,
This is a robust CUE (RCUE), that should have small bias by virtue of the jackknife form of the objective function. The HLIM estimator is precisely of this form, forΩ(δ) =
6 Asymptotic Theory 
and Υ respectively. Here, we will consider the case where Z is constant, which can be viewed as conditioning on Z (see e.g. Chao, Swanson, Hausman, Newey, and Woutersen (2007) ).
Assumption 1: Z includes among its columns a vector of ones, rank(Z) = K, and there is a constant C such that
The restriction that rank(Z) = K is a normalization that requires excluding redundant columns from Z. It can be verified in particular cases. For instance, when w i is a continuously distributed scalar, Z i = p K (w i ), and p kK (w) = w k−1 , it can be shown that Z 0 Z is nonsingular with probability one for K < n.
Assumption 2: There is a G × G matrix, S n =S n diag (μ 1n , ..., μ Gn ), and z i such that Υ i = S n z i / √ n,S n is bounded and the smallest eigenvalue ofS nS 0 n is bounded away from zero, for each j either
/n is bounded and uniformly nonsingular.
Setting μ jn = √ n leads to asymptotic theory like that in Kunitomo (1980 ), Morimune (1984 , and Bekker (1994) , where the number of instruments K can grow as fast as the sample size. In that case, the condition √ K/μ 2 n −→ 0 would be automatically satisfied. Allowing for K to grow, and for μ n to grow more slowly than √ n, allows for many instruments without strong identification. This condition then allows for some components of the reduced form to give only weak identification (corresponding to μ jn / √ n −→ 0), and other components (corresponding to μ jn = √ n) to give strong identification. In particular, this condition allows for fixed constant coefficients in the reduced form.
The observations w 1 , ..., w T are distinct with probability one and therefore, by K < n, cannot all be roots of a K th degree polynomial. It follows that for any nonzero a there must be some t with
[13]
and
, and
This condition includes moment existence assumptions. It also requires the average variance of the nonzero reduced form disturbances to be nonsingular, and is useful for the proof of consistency contained in the appendix.
Assumption 4: There is a π Kn such that
This condition allows for an unknown reduced form that is approximated by a linear combination of the instrumental variables. It is possible to replace this assumption with the condition that P i6 =j z i P ij z 0 j /n is uniformly nonsingular. We can easily interpret all of these conditions within the context of the important example of a linear model with exogenous covariates and a possibly unknown reduced form. This example is given by
where Z 1i is a G 2 × 1 vector of included exogenous variables, f 0 (w) is a G − G 2 dimensional vector function of a fixed dimensional vector of exogenous variables, w, and
The variables in X i other than Z 1i are endogenous with reduced form π 11 Z 1i + μ n f 0 (w i )/ √ n. The function f 0 (w) may be a linear combination of a subvector of p K (w), in which case z i = π Kn Z i , for some π Kn in Assumption 4;
or it may be an unknown function that can be approximated by a linear combination of p K (w). For μ n = √ n, this example is like the model in Donald and Newey (2001) , where Z i includes approximating functions for the optimal (asymptotic variance minimizing)
instruments Υ i , but the number of instruments can grow as fast as the sample size. When μ 2 n /n −→ 0, it is a modified version where the model is more weakly identified. To see precise conditions under which the assumptions are satisfied, let
[14]
By construction we have that Υ i = S n z i / √ n. Assumption 2 imposes the requirements
and that P n i=1 z i z 0 i /n is bounded and uniformly nonsingular. The other requirements of Assumption 2 are satisfied by construction. Turning to Assumption 3, we require that
Then Assumption 4 will be satisfied if, for each n, there exists aπ Kn with
This result gives convergence rates for linear combinations ofδ. For instance, in the above example, it implies thatδ 1 is consistent and that π
The asymptotic variance of the estimator will depend on the growth rate of K relative to μ 2 n . The following condition allows for two cases. To state a limiting distribution result it is helpful to also assume that certain objects converge. Let σ
This convergence condition can be replaced by an assumption that certain matrices are uniformly positive definite without affecting the limiting distribution result for tratios given in Theorem 3 below (see Chao, Swanson, Hausman, Newey, and Woutersen (2007) ).
[15]
We can now state the asymptotic normality results. In Case I we have that
where
In Case II, we have that
The asymptotic variance expressions allow for the many instrument sequence of Kunitomo (1980) , Morimune (1983), and Bekker (1994) and the many weak instrument sequence of Swanson (2004, 2005) . In Case I, the first term in the asymptotic variance, Λ I , corresponds to the usual asymptotic variance, and the second is an adjustment for the presence of many instruments. In Case II, the asymptotic variance, Λ II , only contains the adjustment for many instruments. This is because K is growing faster than μ 2 n . Also, Λ II will be singular when included exogenous variables are present.
We can now state an asymptotic normality result. It is interesting to compare the asymptotic variance of the HLIM estimator with that of LIML when the disturbances are homoskedastic. Under homoskedasticity the variance of V ar((ε i , U 0 i )) will not depend on i (e.g. so that σ
[16]
Focusing on Case I, letting
, the asymptotic variance of HLIM is then
For the variance of LIML, assume that third and fourth moments obey the same restrictions that they do under normality. Then from Hansen, Hausman, and Newey (2006),
i /n and τ = lim n−→∞ K/n, the asymptotic variance of LIML is
With many weak instruments, where τ = 0 and max i≤n P ii −→ 0, we will have
ii /K −→ 0, so that the asymptotic variances of HLIM and LIML are the same and equal to σ 2 H −1 + H −1 ΓH −1 . This case is most important in practical applications, where K is usually very small relative to n. In such cases we would expect from the asymptotic approximation to find that the variance of LIML and HLIM are very similar. Also, the JIV estimators will be inefficient relative to LIML and HLIM.
As shown in Chao and Swanson (2004) , under many weak instruments the asymptotic variance of JIV is
which is larger than the asymptotic variance of HLIM because
In the many instruments case, where K and μ 2 n grow as fast as n, it turns out that we cannot rank the asymptotic variances of LIML and HLIM. To show this, consider an example where p = 1, z i alternates between −z andz forz 6 = 0, S n = √ n (so that Υ i = z i ), and z i is included among the elements of
Since τκ − τ 2 is the limit of the sample variance of P ii , which we assume to be positive, V ≥ V * if and only ifz 2 ≥Ω. Here,z 2 is the limit of the sample variance of z i . Thus,
the asymptotic variance ranking can go either way depending on whether the sample variance of z i is bigger than the variance ofŨ i . In applications where the sample size is large relative to the number of instruments, these efficiency differences will tend to be quite small, because P ii is small.
For homoskedastic, non-Gaussian disturbances, it is also interesting to note that the asymptotic variance of HLIM does not depend on third and fourth moments of the disturbances, while that of LIML does (see Bekker and van der Ploeg (2005) and Haslett (2000)). This makes estimation of the asymptotic variance under homoskedasticity simpler for HLIM than for LIML.
It remains to establish the consistency of the asymptotic variance estimator, and to
show that confidence intervals can be formed for linear combinations of the coefficients in the usual way. The following theorem accomplishes this, under additional conditions on z i . 
This result allows us to form confidence intervals and test statistics for a single linear combination of parameters in the usual way.
Monte Carlo Results
In this Monte Carlo simulation, we provide evidence concerning the finite sample behavior of HLIM and HFUL. The model that we consider is
where z i1 ∼ N(0, 1) and U 2i ∼ N(0, 1). The i th instrument observation is
where D ik ∈ {0, 1}, Pr(D ik = 1) = 1/2, and z i1 ∼ N(0, 1). Thus, the instruments consist of powers of a standard normal up to the fourth power plus interactions with dummy variables. Only z 1 affects the reduced form, so that adding the other instruments does not improve asymptotic efficiency of the LIML or FULL estimators, though the powers of z i1 do help with asymptotic efficiency of the CUE.
The structural disturbance, ε, is allowed to be heteroskedastic, being given by
where v i1 and v i2 are independent of U 2 . This is a design that will lead to LIML being inconsistent with many instruments. Here, E[X i ε i ] is constant and σ
−1 A, for a constant vector, A, and constants C 1 , C 2 , C 3 .
In this case, P ii will be correlated with
. We report properties of estimators and t-ratios for δ 2 . We set n = 800 and ρ = 0.3 throughout and choose K = 2, 10, 30. We choose π so that the concentration parameter is nπ 2 = μ 2 = 8, 16, 32. We also choose φ so that the R-squared for the regression of ε 2 on the instruments is 0, 0.1, or 0.2.
Below, we report results on median bias and the range between the .05 and .95 quantiles for LIML, HLIM, the jackknife CUE, JIV, HFUL, CUE, and FULL. Interquartile range results were similar. We find that under homoskedasticity, LIML and HFUL have quite similar properties, though LIML is slightly less biased. Under heteroskedasticity, HFUL is much less biased and also much less dispersed than LIML. Thus, we find that heteroskedasticity can bias LIML. We also find that the dispersion of LIML is substantially larger than HFUL. Thus we find a lower bias for HFUL under heteroskedasticity and many instruments, as predicted by the theory, as well as substantially lower dispersion, which though not predicted by the theory may turn out to be important in practice. In additional tables following the references, we also find that coverage proba-bilities using the heteroskedasticity and many instrument consistent standard errors are quite accurate. 
Lemma A0: If Assumption 2 is satisfied and°°°S
We next give a result from Chao et al. (2007) that is used in the proof of consistency.
Lemma A1 (Lemma A1 of Chao et al., 2007) :
dependent, W i and Y i are scalars, and P is symmetric, idempotent of rank
For the next result letS n = diag(μ n , S n ),X = [ε, X]S −10 n , and
Lemma A2: If Assumptions 1-4 are satisfied and
Since kS
n for any elementX ik ofX i . Then applying Lemma A1 to each element of
Also, note that
where the third equality follows by P Z = Z, the first inequality by I − P idempotent, and the last inequality by A ≤ tr(A)I for any positive semi-definite (p.s.d.) matrix A.
Since this equation shows that
. and is less than or equal to another p.s.d. matrix that converges to zero it follows that
In what follows it is useful to prove directly that the HLIM estimatorδ satisfies [22]
LetB =X 0X /n. Note that kS n / √ nk ≤ C and by standard calculations
by Assumption 3. By M we haveŪ 0Ū /n −Ω n p −→ 0, so it follows that w.p.a.1.
/n is bounded, it follows that w.p.a.1,
Next, as defined preceding Lemma A2 letS
n . Note that by P ii ≤ C < 1 and uniform nonsingularity of
Then by Lemma A2, w.p.a.1.
Then by the upper left element of the conclusion of Lemma A2, μ
Proof: By M and standard arguments
Lemma A2 (lower right hand block) and T then give the first conclusion. By Lemma A2
(off diagonal) we have S
Lemma A5: If Assumptions 1 -4 are satisfied and S
so the conclusion follows by T. Q.E.D.
Proof of Theorem 1: First, note that if 
n /n) by Lemma A5, so by the formula for HFUL,α =α + O p (1/n) = o p (μ 2 n /n). Thus, the result for HFUL will follow from the most general result for anyα withα = o p (μ 2 n /n). For any suchα, by Lemma A4 we have
Now we move on to asymptotic normality results. The next result is a central limit theorem that is proven in Chao et. al. (2007) .
Lemma A6 (Lemma A2 of Chao et al., 2007) : If i) P is a symmetric, idempotent matrix with rank( [25]
, andᾱ =α(δ). Then differentiating gives
where the second equality follows byD(δ) =
The conclusion then follows by T. Q.E.D.
Lemma A8: If Assumptions 1-4 are satisfied then for
Proof: Note that for W = z 0 (P − I)ε/ √ n by I − P idempotent and
Also, by Assumption 3 
Next, apply Lemma A6 with U i = U i and
By ε i having bounded fourth moment, and
By Assumption 6, we have
Consider c such that c 0 Γc > 0. Then by the conclusion of Lemma A6 we have c 0 A n follows by the Cramer-Wold device that
Next, we consider the two cases. Case I) has K/μ 2 n bounded. In this case √ KS
Then by Lemma A8,
In case II we have K/μ
The next two results are useful for the proof of consistency of the variance estimator are taken from Chao et. al. (2007) .
Lemma A9 (Lemma A3 of Chao et al., 2007) :
independent, W i and Y i are scalars then
Lemma A10 (Lemma A4 of Chao et al., 2007) :
and let
Note that for∆ = S 0 n (δ − δ 0 ) we havê
If the hypotheses of Theorem 3 are satisfied thenΣ 2 −Σ 2 = o p (K/μ 2 n ). Proof: Note first that S n / √ n is bounded so by the Cauchy-Schwartz inequality,
we have
Also note that We also have°°°°°X i6 =j n μ n (γ − γ n ) ε i /μ n .
We now haveΣ 1 −Σ 1 = P 7 r=1 T r where
From the above expression forε 2 i − ε 2 i we see that T 6 is a sum of terms of the form B P i6 =j6 =kẊ i P ik η i P kjẊ 
