Abstract-An efficient technique to provide fast and accurate analysis of wideband surrounded antennas mounted on electrically large platforms is presented and validated in this paper. The hybrid method combines dual-grid finite-difference time domain (DG-FDTD) with iterative physical optics (IPO) to analyze on-platform antenna radiation. In Section IV of this paper, DG-FDTD/IPO is applied to the analysis of a wideband antenna mounted on a vehicle. The ability to address the problem of antenna placement is also demonstrated.
I. INTRODUCTION
A NTENNA placement on platforms such as aircraft, spacecraft or motor vehicles is becoming ever more constrained. Therefore, antennas are frequently placed close to complex elements on the structure. For this kind of problem, the complex vicinity of the antenna and the platform may have a significant effect on its behavior. So, it is of great interest to develop appropriate methods to estimate the distortion of the performance of the on-board antennas [1] .
Electromagnetic (EM) analysis of modern antenna-on-platform problems is very challenging for several reasons. Fig. 1 depicts the different regions which have to be considered when analyzing such problems. Obviously, the transmitting antenna (subdomain A) has to be simulated rigorously with a very fine mesh. Likewise, a potentially large subdomain including all complex elements in the vicinity of the antenna (subdomain B) must also be considered rigorously with a fine mesh. Although this caution requires large computational resources, it is necessary to correctly take into account the strong interactions between the transmitting antenna and the complex elements in its vicinity. The computational burden is compounded by the simulation of the platform (subdomain C), which represents a very large object electrically. The last challenge deals with the wide-frequency band over which antennas usually have to be analyzed nowadays. This is mainly due to the evolution of applications toward increased bandwidth and frequency reconfigurability.
With improvements in numerical techniques and computer performance over recent decades, direct full wave methods (FWM) such as finite-difference time domain (FDTD), finite-element method (FEM), or method of moments (MoM) have appeared in the computation of antenna-platform problems. For example, in [2] and [3] , full wave time domain methods are used with parallelization schemes to perform the computation. These approaches have the great benefit of giving exact solutions. However, the necessity to finely mesh a complex and potentially large subdomain around the antenna and to simulate an electrically very large structure (platform) still require massive computational resources. Finally, regarding the problem illustrated in Fig. 1 , direct FWM are properly suited for the subdomain A.
More efficient approaches, based on advanced FWM, have been proposed to analyze antenna-on-platform problems. For example, in [4] and [5] , the authors use domain decomposition methods (DDM) with frequency domain solvers, decomposing the entire problem into several subregions. Subsequently, each of the subregions is analyzed separately and an iteration process is then started, whose aim is to link the different subregions. DDM based methods working in the time domain have also been proposed. For example, in [6] the authors use the FDTD method to analyze each independent subregion of the EM problem. Advanced FWM also include multiscale methods, among which the multilevel fast multipole method (MLFMM) is probably the most popular. For example, in [7] , [8] , MLFMM is applied to the MoM to analyze antennas mounted on aircraft. Time-domain multiscale methods, such as the dual-grid FDTD (DG-FDTD) [9] , have also been proposed to analyze problems presented by antennas on platforms, especially when wideband characterizations are required. Finally, all the advanced approaches cited above allow rigorous and efficient simulation of subdomains A and B. Although more efficient than direct FWM, advanced FWM do not completely succeed in cutting the computational burden, especially when very large platforms must be considered (such as domain C).
The most efficient way to deal with such large structures is certainly to use asymptotic methods (AM) such as physical-optics (PO) or Uniform Theory of Diffraction (UTD) [10] , [11] . However, regarding the problem illustrated in Fig. 1 , these methods are not properly suited for subdomains A and B.
Hybrid method coupling a direct FWM with an AM has frequently been written about in published material [12] - [22] , however, this hybridization scheme does not give a satisfactory answer to our problem. Indeed, the complex antenna vicinity is both too complex to be analyzed with AM and too large to be computed efficiently with direct FWM.
As a consequence, a judicious solution consists of hybridizing an advanced FWM with an AM. One example of hybridization in the frequency domain is given in [23] . The authors use the FE-BI method, enhanced with domain decomposition and fast algorithms, to efficiently compute large antenna arrays. The platform is then analyzed with UTD or iterative physical optics (IPO). But full frequency domain hybrid methods, such as the latter, are not appropriate for wideband characterizations: thus time-domain methods have to be preferred. However, full time-domain hybrid methods experience difficulties in handling electrically large structures. In [20] , a specific algorithm is proposed to improve efficiency and reduce memory storage in computation, but it has only been applied to small structures.
Hence, we propose here a new hybrid method combining a time-domain AFWM, DG-FDTD [9] , and a frequency-domain AM, IPO [24] - [29] . DG-FDTD is a multiscale time domain method based on FDTD which enables efficient and rigorous wideband simulations of antennas and their complex vicinity [30] . The hybridization with IPO allows the limitation on the size of the structure to be overcome. In other words, the application domain of the DG-FDTD is extended to the accurate and efficient computation of surrounded antennas mounted on electrically large structures thanks to its combination with the IPO method. To our best knowledge it is the first time that DG-FDTD has been hybridized with IPO. This paper is organized as follows. DG-FDTD/IPO is presented in Section II. Section III is dedicated to the validation of the method. Examples of its application and associated numerical results are presented in Section IV. Finally, conclusions are drawn in Section V.
II. DG-FDTD/IPO FORMULATION
Let us consider the problem described in Fig. 2 in order to illustrate the DG-FDTD/IPO principle. The figure presents a basic configuration of a surrounded antenna which is mounted on a large metallic platform. More precisely, the antenna is placed close to a complex element (involving fine details) and mounted on a vehicle. The DG-FDTD/IPO approach consists in breaking down the initial EM problem into two successive simulations (see Fig. 3 ). First, the DG-FDTD method is used to analyze the antenna and its complex vicinity rigorously and efficiently. Then, an IPO simulation of the metallic structure hosting the antenna is performed. DG-FDTD and IPO simulations are respectively described in Sections II-A and II-C, whereas the hybridization technique is discussed in Section II-B.
A. DG-FDTD Simulation
As mentioned above, DG-FDTD is a multiscale time domain method based on FDTD which enables efficient and rigorous wideband simulations of antennas and their complex vicinity. Unfortunately, this method becomes inappropriate for the simulation of electrically very large structures due to the amount of resources needed. Only a brief description of the DG-FDTD principle is given here. For further details, please refer to the full description given in [9] .
The DG-FDTD simulation of the antenna and its complex vicinity is performed using two FDTD simulations, which are run sequentially [see Fig. 3(a) ]. The objective of the first FDTD simulation (first step) is to very accurately characterize the isolated antenna. So, a very fine FDTD mesh can be used during this simulation and the FDTD volume is terminated by absorbing boundary conditions (ABCs) in order to simulate an infinite problem. More precisely, in the general case presented in Fig. 3(a) , five faces of this volume are terminated by perfectly matched layers, whereas a metallic boundary condition is applied on the sixth one (bottom face) to account for the ground plane. A near field surface is placed around the antenna in order to accurately store the primary radiation of the isolated antenna. In the second FDTD simulation (second step), the antenna and its vicinity are described using a coarser FDTD mesh. The primary radiation stored in the previous step is used as the excitation. ABCs are used again to simulate an infinite problem.
B. Interfacing of the DG-FDTD and IPO Simulations
The hybrid DG-FDTD/IPO approach uses the surface equivalence principle [31] to interface DG-FDTD and IPO. Time domain equivalent currents representing the antenna and its vicinity are first derived from the DG-FDTD simulation. After a conversion in the frequency domain, these currents serve as excitation for the IPO simulation. Note that a time domain version of IPO also exists [27] but it has not been used here as it experiences difficulties in handling large structures.
More precisely, during the second DG-FDTD step, the tangential fields over a closed Huygens surface, including the antenna and its vicinity, are stored [see Fig. 3(a) ]. Then, fast Fourier transform (FFT) is applied to calculate the time harmonic tangential fields for any point within the DG-FDTD excitation spectrum. Note that two compression techniques are applied to interface the DG-FDTD simulation with the IPO code more efficiently. First, the number of time domain field samples on the Huygens surface is reduced according to the Nyquist sampling theorem. This time domain compression allows a reduction of the FFT burden, which enables faster calculation of the time harmonic form of the tangential fields. The second aspect of the compression deals with the reduction of the number of equivalent sources on the Huygens surface. With this objective, subapertures grouping several FDTD cells are defined and averaged tangential field components are calculated (linear interpolation). The equivalent sources and are finally obtained thanks to the equivalence principle formulas.
Next, a Huygens surface with the same location and dimensions as the one used in the DG-FDTD simulation is defined in the IPO simulation [see Fig. 3(b) ]. It is worth mentioning that the elements analyzed during the DG-FDTD simulation are not redescribed in the IPO simulation. As a consequence, the volume defined by the equivalent surface and closed by a flat metallic plate is empty. Finally, the equivalent currents calculated previously are positioned on this virtual surface. They will be used later as excitation for the IPO simulation.
C. IPO Simulation
IPO [24] - [29] is an asymptotic method which consists of an iterative resolution of the Magnetic Field Integral Equation (MFIE). This method is used here to compute the currents over the metallic structure hosting the antenna. IPO is given preference over the traditional PO because it provides more accurate results when the shape of the metallic structures causes multiple reflections [32] . The IPO computation of the EM field radiated by the antenna on its platform is divided into three steps.
First, IPO simulation starts by the computation of the magnetic fields , on the structure , radiated by equivalent currents and over the Huygens surface [see Fig. 3(b) ]. This first step represents the excitation phase of the IPO simulation: excitation technique used here is based on the total-field/scattered-field decomposition principle. As indicated in Fig. 3(b) , the Huygens surface plays the role of a frontier between the total-field and the scattered-field domain. Following this excitation principle, the equivalent currents do not radiate in the scattered field domain. For the rest of the structure (e.g., in the total field domain) the magnetic field is computed using the Kirchhoff approximation (1) where and refer respectively to points over the equivalent Huygens surface and over the structure outside the Huygens surface.
is the gradient of the free-space Green's function. The prime on the gradient operator indicates that the differentiation is performed on the source coordinates.
is the free space impedance and is the wavenumber. The electric currents on the structure after the excitation phase are given by (2) where is the unit vector normal to the surface at the point . Note that, because of the total-field/scattered-field decomposition principle, is equal to for in the scattered field area.
The second step of the IPO simulation consists of an iterative computation of the electric currents on the structure. These currents are induced by the radiation of both equivalent currents over the Huygens surface and currents on the other facets of the structure. The electric current at a point at iteration is given by (3) where and are two points on the structure . Note that point can belong to the scattered field domain since . This iterative process is repeated until a stable value for the electric currents is reached. It is worth noting that an IPO simulation with 0 IPO iteration corresponds to the traditional PO simulation. Consequently, are equal to the traditional PO currents.
The integrations presented in (1) and (3) are performed taking into account shadowing effects. For instance, in (1), if point is not visible from point , the contribution from point is set to zero.
The last step aims at computing the far field radiated at observation point by the equivalent currents, and the currents on the structure. The Kirchhoff approximation is used again (4) (5) where is equal to .
III. VALIDATION OF DG-FDTD/IPO
This section is dedicated to the validation of the DG-FDTD/IPO approach presented in Section II. To do so, the radiation of a canonical antenna-on-structure is computed with both DG-FDTD/IPO and advanced FWMs.
A. Description of the Validation Scenario
The EM problem (see Fig. 4 ) includes a monopole antenna surrounded by a dielectric element, mounted on an electrically large metallic structure. The monopole antenna, whose central frequency is 1 GHz, is placed at the center of a rectangular finite ground plane. Moreover, a vertical metallic plate loads this ground plane so as to create a dihedral structure. Finally, a lossless dielectric cube is placed close to the monopole in order to create a scenario requiring a rigorous description of the antenna and its vicinity.
It must be noted that the dimensions of this scenario are smaller than the ones encountered in real antenna-on-platform problems. This choice is justified by the need to get, in a reasonable amount of time, full wave computation of the overall problem as a reference.
B. Reference Simulations
The complete validation scenario is first computed with two multiscale approaches: MLFMM and multilevel DG-FDTD (ML DG-FDTD) [33] . Note that these two approaches are based on rigorous methods (MoM and FDTD, respectively). They allow multiscale problems such as the validation test case to be computed both rigorously and efficiently. Moreover, the use of a time-domain volume method (ML DG-FDTD) and a frequency-domain surface method (MLFMM), increases the reliability of the validation.
MLFMM computation is performed with FEKO [34] software using a standard mesh to describe the elements (146 537 triangles). MLFMM is combined with the Surface Equivalence Principle (SEP) to analyze the dielectric region close to the antenna.
As mentioned above, the validation scenario was also simulated with multilevel DG-FDTD. This method is an extension of DG-FDTD where the number of successive FDTD steps is not limited to two [as is the case in Fig. 3(b) ]. This time domain multiscale method is well suited to the simulation of highly multiscale EM problems. Here, the simulation of the overall scenario is broken down into three FDTD simulations (see Fig. 5 ). The first step, aiming at precisely simulating the monopole, uses a uniform cubic mesh, which results in an FDTD volume of 60 60 56 unit cells. Then, the antenna and the dielectric block are analyzed using a coarser FDTD mesh (volume size : 60 80 40 unit cells). Finally, the third step takes into account the influence of the metallic structure using a cubic mesh (FDTD volume size : 170 170 65 unit cells). 
C. DG-FDTD/IPO Simulation of the Validation Scenario 1) Decomposition of the EM Problem:
The DG-FDTD/IPO simulation of the validation scenario is based on two successive simulations (Fig. 6) . First, the DG-FDTD method is used to analyze the domain including the monopole and the dielectric block. This DG-FDTD simulation is performed in two steps: the monopole lying on an infinite ground plane is first simulated using a fine cubic mesh. Then, this monopole is computed in the presence of the dielectric material using a coarser FDTD mesh . In this second step, the antenna and the dielectric are both placed on an infinite ground plane. Once the DG-FDTD simulation has been completed, an IPO simulation is launched in order to take into account the influence of the metallic structure on the antenna radiation. This simulation uses a coarse mesh, which results in a structure with 7878 facets. As indicated in Section II, the antenna and the dielectric block are not described in this simulation. It is worth noting that in the DG-FDTD/IPO simulation, the two DG-FDTD steps are the same as the first two steps in the ML DG-FDTD reference simulation (Fig. 5) . Moreover, IPO simulation substitutes to the third step of the ML DG-FDTD.
2) Numerical Results:
The results presented in this section were computed with one IPO iteration . A parametric study of the IPO iteration number has shown that far-field results reach a good convergence with only one iteration. However, as it is not within the scope of this article, the study is not presented here.
In order to quantify the accuracy of DG-FDTD/IPO, the radiated field is compared with the MLFMM results by evaluating the normalized mean absolute error given by (6) where X is either the (copolar) or the (cross-polar) farfield complex component, degrees, and . Subscript ref denotes the reference fields (MLFMM solution). ML DG-FDTD is also compared to MLFMM in order to better estimate the loss of accuracy involved by the IPO simulation (indeed, ML DG-FDTD and DG-FDTD/IPO only differ in this IPO simulation). All the results are presented in Table I .
It shows that the results coming from DG-FDTD/IPO are almost as accurate as the ones coming from ML DG-FDTD when compared with the reference far-field (MLFMM). Indeed, in the (x0z) plane, an error of 2.51% is observed with DG-FDTD/IPO compared to 1.77% with ML DG-FDTD. In the (y0z) plane, DG-FDTD/IPO gives even more accurate results than ML DG-FDTD (1.56% against 2.20%) for the copolar component. However, the hybrid method presents a slight loss of accuracy for the cross-polar in this plane (5.97% against 3.53%). This can be explained by the fact that edge and wedge diffractions, which strongly determine the cross-polar radiated field, are not taken into account in the IPO simulation.
Figs. 7 and 8(a) present the (copolar) far-field radiation pattern computed by DG-FDTD/IPO, and the reference methods in the (x0z) and (y0z) planes. These figures show that the DG-FDTD/IPO results are in very good agreement with those obtained by the two reference methods. Fig. 8(b) shows the (cross-polar) far-field radiation pattern in the (y0z) plane. Once again, results are in good agreement. It is worth noting that the simulation of the surrounded monopole gives a radiation pattern quite different from that of a monopole over an infinite ground plane. In particular, the traditional monopole radiation pattern does not show oscillations as in Fig. 8(a) or a cross polarization component as in Fig. 8(b) .
So, these results indicate that the DG-FDTD/IPO method is capable of performing a reliable computation of the co-and the cross-polarization components radiated by a surrounded antenna mounted on a metallic structure.
3) Computation Time: Table II presents the computation time required by the new hybrid approach and the two reference methods. It must be noted that none of the three simulations compared here were performed using a parallelization scheme.
The left column refers to the computation of one frequency point (at 1 GHz), whereas the right column considers the computation of 11 frequency points taken over the [0.8;1] GHz band. First, DG-FDTD/IPO turns out to be faster than the reference methods in the two frequency configurations. In particular, it proves to be very efficient for the computation of 11 frequency points. This result indicates that the new hybrid method makes good use of the wideband characteristic of DG-FDTD and the rapidity of IPO computation.
IV. APPLICATION OF DG-FDTD/IPO
In Section III, the DG-FDTD/IPO method was validated for a canonical case. The aim of this section is to demonstrate its ability to analyze more realistic situations.
A. Description of the EM Problem
A description of the studied problem is given in Fig. 9 . A wideband diamond antenna, identical to the one described in [9] , is mounted on a metallic structure representing a vehicle. The antenna presents a reflection coefficient below dB over the [5; 9.5] GHz band. A metallic box that could contain its electronic system (metallic parallelepiped) is placed close to the antenna. Considering its electrical dimensions ( at 9.5 GHz), this element may already be seen as an electrically large element. Finally, the dimensions ( at 9.5 GHz) of the metallic structure provide a highly multiscale feature to this scenario, and they may be considered to be representative of a terrestrial drone. Note that the structure considered in the IPO simulation only corresponds to the top side of the platform (light blue part in Fig. 9 ) because of the visibility considerations in (1) and (3) .
The DG-FDTD/IPO computation of this EM problem is based on the breakdown proposed in Fig. 3 (Section II) . Hence, The initial EM problem is split into two simulations. First, DG-FDTD is used to simulate the diamond antenna, taking into account the metallic element in the vicinity. In the first step of DG-FDTD, the antenna is analyzed alone on an infinite ground plane. This simulation uses a very fine FDTD mesh so as to correctly model the triangular geometry of the antenna and in so doing recover the measured performances as presented in [9] . Then, an FDTD simulation of the antenna with the metallic element in its vicinity is performed. A coarser mesh is used during this step to reduce the computational resources. Note that the spatial discretization used in this second step of the DG-FDTD must both be a multiple of the one used in the first step , and comply with the classic FDTD dispersion criteria. The DG-FDTD simulation is followed by an IPO simulation of the metallic structure hosting the antenna. The structure is discretized with square facets, about 19 facets per square wavelength. This sampling density is in agreement with the recommendation given in [24] . Finally, note that to compute the structure only one iteration is used in the IPO code.
B. Numerical Results
The comparison of the radiation patterns computed with DG-FDTD/IPO and FEKO at 9.5 GHz is first presented. Then, the results of a wideband computation are proposed.
1) Comparison
With FEKO at 9.5 GHz: Fig. 10 shows the radiation patterns computed with DG-FDTD/IPO and FEKO software at 9.5 GHz. To generate the FEKO results, the overall structure is simulated with the MLFMM method. The computation, on a 48 Gbit RAM workstation, requires an appropriate TABLE III  ERROR (%) ON THE FAR-FIELD   TABLE IV  COMPUTATION TIME ASSOCIATED WITH THE EXPLOITATION TEST CASE parametrization of the FEKO simulation. First, a SParse Approximate Inverse (SPAI) iterative preconditioner is used to reduce the memory. Moreover, the overall structure is discretized using a coarse mesh with the exception of the antenna which is meshed more finely . So, the structure to be studied contains 1 324 360 triangles.
The error criteria given in (6) is used again to evaluate the accuracy of the DG-FDTD/IPO taking the MLFMM as reference. Note that the angular increment is reduced (here ) in order to follow the quick oscillations encountered at this frequency. The error on the and far-field components (respectively the copolar and cross-polar) is presented in Table III .
The (copolar) results [solid line in Fig. 10 (a) and (b)] show a good agreement, especially in the (y0z) plane. Indeed, an error of 5.93% is observed with the hybrid method in the (x0z) plane. This error is even reduced to 0.825% in the (y0z) plane. This demonstrates that the new hybrid approach is capable of accurately computing large and highly multiscale problems.
Two reasons may be put forward to explain the differences on the cross-polar component. First, the antenna vicinity is not redescribed in the IPO simulation. Then, it is well known that the classic (I)PO method does not take into account the edge/ wedge diffractions. But these diffractions may have a significant effect on the cross-polar component.
Finally, as can be seen from Table IV , time-saving provided by DG-FDTD/IPO is very significant for such realistic problems.
2) Wideband Computation: One of the benefits of the DG-FDTD/IPO method is its wideband characteristic. In order to illustrate this aspect a wideband computation was performed.
As an example, the electric far-field in the (y0z) plane for over the [6; 9.5] GHz band is shown in Fig. 11 . Note that a 100 MHz step was used.
Table IV also presents the computation time associated with the simulation of the far-field over the 3.5 GHz bandwidth with DG-FDTD/IPO and MLFMM (FEKO). These results clearly show the efficiency of DG-FDTD/IPO to compute wideband parameters. Indeed, the wider the analysis bandwidth used, the more attractive the DG-FDTD/IPO method becomes. As indicated in Section III-C3, the wideband efficiency of the new hybrid method is both linked to the wideband characteristic of the DG-FDTD and the low computational cost required by the IPO simulation.
3) Antenna Placement: We have seen before that DG-FDTD/IPO could provide an efficient way to accurately simulate surrounded antennas mounted on electrically large structures. This hybrid approach may also be very useful to quickly optimize antenna placement. Indeed, the DG-FDTD/IPO method allows the simulation to be performed for several positions without computing the overall problem for each position. In order to illustrate this point, the simulation of the diamond antenna and the metallic box, including its electronic system, was carried out for three different positions on the structure (see Fig. 12 ). The results of these three simulations are presented in Fig. 13 .
In Table IV , the computation time needed to perform those three simulations with the DG-FDTD/IPO approach is compared to the one required to perform the same simulations with MLFMM (FEKO). It shows that the DG-FDTD/IPO approach greatly reduces the computation time associated with the simulation of antenna in different positions on the structure. This is mainly due to the fact that the DG-FDTD/IPO approach can reuse the simulation of the monopole in the presence of the metallic scatterer. So, once the antenna and its complex surrounding environment have been simulated (DG-FDTD), only IPO simulation has to be repeated to compute the radiation patterns associated with a new position.
V. CONCLUSION
A new hybrid approach associating DG-FDTD and IPO is proposed. This method, called DG-FDTD/IPO, allows accurate and efficient simulation of wideband surrounded antennas mounted on large metallic platforms.
This approach was first validated on a canonical test case by comparison with two multiscale reference methods (MLFMM and ML DG-FDTD). The rapidity and the accuracy of the proposed method are shown. The new hybrid method was next used to analyze a real-life problem regarding a wideband antenna mounted on a vehicle. Comparisons with MLFMM computations performed on FEKO show a good agreement. Finally, the new approach proved to be faster than the commercial code, especially for the computation of wideband parameters, and the optimization of antenna placement. Philippe Pouliguen received the M.S. degree in signal processing and telecommunications, the Doctoral degree in electronic and the "Habilitation à Diriger des Recherches" degree from the University of Rennes 1, Rennes, France, in 1986, 1990, and 2000, respectively.
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