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Abstract
Semi-parametric and nonparametric modeling and inference have been widely studied during
the last two decades. In this manuscript, we do statistical inference based on semi-parametric
and nonparametric models in several different scenarios.
Firstly, we develop a semi-parametric additivity test for nonparametric multi-dimensional
model. The test statistic can test two or higher way interactions and achieve the biggest local
power when the interaction terms have Tukey’s format. Secondly, we develop a two step iterative
estimating algorithm for generalized linear model with nonparametric varying dispersion. The
algorithm is derived for heteroscedastic error generalized linear models, but it can be extended
to more general setting for example censored data.
Thirdly, we develop a multivariate intersection-union bioequivalence test. The intersection-
union test is uniform more powerful compare with other common used test for multivariate
bioequivalence. Fourthly, we extend the multivariate bioequivalence test to functional data,
which can also be considered as high dimensional multivariate data. We develop two bioequiv-
alence test based on L2 and L∞ norm.
We illustrate the issues and methodology by both simulation and in the context of ultrasound
safety study, backscatter coefficient vs. frequency study as well as a pharmacokinetics study.
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Chapter 1
Introduction
This dissertation has four parts. The first part extends the regular design nonparametric ad-
ditivity test to random design additivity test. The second part extends the generalized linear
model to generalized linear model with varying dispersion and with primary applications to Ul-
trasound lesion studies. The third part extends the univariate intersection-union bioequivalence
test to multivariate situation and the fourth part proposes an equivalence test for functional
data with primary application to ultrasound backscatter coefficient studies. Brief introduc-
tions to the nonparametric additive modeling and additivity test, varying scale in generalized
model, bioequivalence test, functional data analysis, the ultrasound lesion data and ultrasound
backscatter coefficient data are presented in this chapter, followed by the motivations and aims
for the research conducted in the following chapters.
1.1 Nonparametric Additive Model and Additivity Test
Nonparametric additive model is a powerful technique for high-dimensional data and is widely
used in applied statistics. The advantage of additive model is they can achieve accurate nonpara-
metric estimates while avoiding the curse of dimensionality. Estimating the additive component
and testing for additivity is much harder and more complex than classical nonparametric re-
gression.
In general, the additive model is of the form,
Y = µ+m(x1, . . . , xp) + ² = µ+
p∑
i=1
m(xi) + ² (1.1)
where Y is our response variable, X1, . . . , Xp are covariate variables, and ² is error with mean 0
and variance σ2, which is independent of X1, . . . , Xp.
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In this manuscript, we like to test the hypothesis,
H0 : m ∈ L2add(p) versus H1 : m ∈ L2(p) (1.2)
where L2(p) is the Hilbert space for all p-dimensional smooth functions and
L2add(p) = {m(x1, . . . , xp)|m(x1, . . . , xp) = m1(x1) + . . .+mp(xp)}
is the additive function space, which is a sub space of L2(p).
Over the last twenty years, many methods have been proposed for solving (1.2). When the
design points are fixed on a regular grid, Hastie and Tibshirani [1992] (page 264) proposed a
Tukey additivity test. More generally, Wahba [1986], Wahba [1988] and Chen [1987] proposed
ANOVA-like methods in which the response was modeled as a linear combination of univariate
functions, bivariate functions and so on. They called them main effect spline, two factor in-
teraction spline and so on. Chen [1993] used smoothing spline to fit models containing terms
of arbitrary order p. Coull et al. [2000] extended their idea to consider fitting the model with
categorical factor by using penalized spline. Eubank et al. [1995] extended Hastie and Tibshirani
[1992]’s method by considering adding the nonparametric effect and they gave their estimator
based on a semiparametric model. They also gave a local power test statistic for additivity.
As for random design, many proposed methods are based on estimating,
D2 =
∫
(m(x1, . . . , xp)− (m1(x1) + . . .+mp(xp)))2dFX(x1, . . . , xp) (1.3)
The idea for this method is to directly estimate Dˆ2 by pluging in the estimator of interaction
term and empirical distribution of FX(x1, . . . , xp). ( for example, Dette and Wilkau [2001],
Gozalo and Linton [2001], Sperlich et al. [2002]). Sperlich et al. [2002] also proposed a related
functional by testing whether or not the second derivative of the interaction is equal to 0. All
of these test statistics can achieve the nonparametric convergence rate.
The strong consistency rate for additive model estimates is crucial to the asymptotic theory
of proposed Tukey-type test. Up till now, two kinds of methods are widely used for estimation
of random design nonparametric additive model. One is marginal integration, the other is
backfitting. Marginal integration is firstly proposed by Linton and Nielsen [1995]. Severance-
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Lossin and Sperlich [1999], Sperlich et al. [2002]. Yang et al. [2003] gave the asymptotic results
for the marginal integration estimator. Debbarh [2008] discussed the strong consistency for
marginal integration using local linear estimates. Backfitting procedure, proposed in Breiman
and Friedman [1985] and Buja et al. [1989], is the other method for estimating additive models.
The asymptotic properties are difficult to get due to the iterative property of the algorithm.
Opsomer and Ruppert [1997], gave their asymptotic result for backfitting while imposing a
strong constrain on the correlation between different axis. Mammen et al. [1999] proposed a
smoothed backfitting estimator (SBE) and gave the weak and strong consistency for it without
making any correlation assumption for correlation of design density.
1.2 Generalized Linear Model with Varying Dispersion
Dispersion in Generalized linear model has attracted many attentions among statisticians and
biostatisticians. For counting data and binomial data, it is very common for the data to have
overdispersion or underdispersion problem. Dispersion problem may have many reasons, for
example observations are correlated, or it is because of some laten variables. In Generalized
Linear Model, the variance may have the form,
V ar(yi|xi, φ) = φiv{xTi β} (1.4)
where v is a given variance function, xi = {xi1, · · · , xip}T represents the vector of covariates.
and β is the mean parameter, φi is the dispersion parameter. Carroll [1982], Zhang et al.
[2002] and Ahmad et al. [2005] considered modeling nonparametric variance when the model
has the additive error. The asymptotic properties have been proved. The other way to deal
with heteroscedastic data is to focus on mean parameter estimation while put the dispersion
as scaling, for example Xie et al. [2008]. Smyth [1989] considered directly modeling the mean
and dispersion part by dividing the generalized linear model with varying dispersion into two
generalized linear models, which is as following,
E(yi|xi) = µ(xTi β) (1.5)
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and
E(di|zi) = h(zTi γ) (1.6)
where µ is the given link function for mean parameters and h is the given link function for disper-
sion parameters. di is the deviance after fitting for the mean parameters and zi = (zi1, · · · , ziq)T
is the covariates with respect to varying dispersion.
In practice, such a linear dispersion relationship is not always be desirable, since the effect
of dispersion may not be generalized linear and the nonlinear function is unknown.
1.3 Multivariate Bioequivalence Test
In pharmaceutical research, an important problem is to demonstrate the bioequivalence of two
formulations of a drug, usually a new formulation (Test) and an existing formulation (Reference).
FDA [1992] recommends a 2 × 2 crossover design. Typically, three characteristics of the time-
concentration curves for blood samples in crossover design, i.e. area under the curve (AUC),
maximum concentration time point (Tmax) and maximum concentration (Cmax) are of great
interest.
For univariate case, FDA [1992] recommends to apply Schuirmann [1987]’s two one-sided
tests (TOST) on the hypotheses:
H0 : |θ| ≥ 4 v.s. HA : |θ| < 4 .
Here θ = θT − θR is the difference (sometime log ratio) of the parameters for Test and Reference
groups.
Most of the time, testing the bioequivalence for all the characteristics simultaneously would
be reasonable. Recently, the multivariate bioequivalence testing problem has become more and
more important especially in pharmaceutical industry.
Wang et al. [1999] proposed an intersection-union test for the following null and hyper-
rectangle alternative hypotheses,
H0 : max
1≤i≤p
|θ(i)| ≥ 4 vs HA : max
1≤i≤p
|θ(i)| < 4 .
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This intersection-union test is a size-α test, independent of dimension and uniformly more pow-
erful than confidence inclusion rule based tests. In this paper, we shall consider testing more
general convex alternative hypothesis,
H0 : θ ∈ Γc v.s. HA : θ ∈ Γ, (1.7)
where Γ 6= ∅ is a convex subset of the parameter space Rp. Throughout the article, we
assume α < 1/2.
Now consider X1, . . . , Xn are independent and identically distributed replicates from the p-
dimensional multivariate normal distributionNp(θ,Σ) with unknown parameters θ = (θ(1), . . . , θ(p))T
and Σ = (σij)p×p. The sufficient statistics for θ and Σ are the sample mean and the sample
covariance matrix,
X¯ =
∑n
j=1Xj
n
Σˆ =
∑n
j=1(Xj − X¯)(Xj − X¯)T
n− 1 . (1.8)
The most common method for testing (1.7) is to use 1−α confidence region C1−α(X) for θ,
where
C1−α(X) = {θ : (X¯ − θ)T Σˆ−1(X¯ − θ) ≤ C2p} (1.9)
and
C2p = Fp,n−p(α)
p
n− p . (1.10)
Seeking of a more powerful test for (1.7) had been an open problem until Munk and Pfluger
[1999] proved the multivariate bioequivalence test based on 1 − α confidence region for θ is in
fact a level-α/2 test. Munk and Pfluger [1999] improved this test by using 1 − 2α confidence
region C1−2α(X). They called it Hoteling-T 2 test. It is easy to see, Hoteling-T 2 test is uniformly
more powerful than the test using C1−α(X).
Munk and Pfluger [1999] suggested the ellipsoidal hypotheses,
H0 : θTAθ > 4 v.s. HA : θTAθ ≤ 4
for some positive definite symmetric matrix A. This alternative hypothesis is quite useful and
it coincides the measure recommended by FDA [1997] for testing equivalence of dissolution
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profiles. Some specific tests had been proposed, for example, Sierra-Cavazos and Berger [1999],
Shah et al. [1998].
The drawback of Hoteling-T 2 test is, its rejection region highly depends on the dimension
of the multivariate normal distribution. When dimension increases, the power of the test will
decrease dramatically.
Another confidence inclusion rule based test for testing cycloid alternative hypothesis HA :
µTµ ≤ 1 was constructed by Brown et al. [1995] with known Σ. The confidence region is,
CBCH1−α,Σ(X) =
{
θ : (θTΣ−1θ)1/2 ≤ zα/
√
n+
X¯Σ−1θ
(θTΣ−1θ)1/2
}
. (1.11)
For unknown Σ, we can apply this method by replacing Σ by Σˆ.
There are some other methods for testing multivariate bioequivalence. Weisbach [2005]
proposed an asymptotic test and a bootstrapped test for ellipsoidal alternative hypotheses.
Their simulation results showed a strong improvement of the power of the bioequivalence test.
Other related researches had been continuing for multivariate bioequivalence testing, we refer
to Souza et al. [2009], Cao and Mathew [2009] and Ghosh and Gonen [2007].
1.4 Functional Equivalence Test
In the recent years, functional data analysis has been more and more widely applied in many
fields such as econometrics, biomedical research etc. We call a data as functional data if the data
are densely recorded over time, often by a machine. Usually we consider basic units in functional
data as functional curves, while in longitudinal data analysis, the repeated measurements are
often taken for few time points. Ramsay and Silverman [1997], Ramsay and Silverman [2002]
provided thorough discussion of theory and application of functional data analysis. Functional
principal component analysis was proved to be a useful tool for analyzing functional data, (for
example see Besse and Ramsay [1986], Faraway [1997] and Yao et al. [2005]).
In addition to estimation of the mean function of functional data, a very important issue in
statistical inference of functional data is to test various hypotheses about the mean function, for
example, comparison of mean functions for groups of functional data, change point detection
and monitoring. As for mean curve comparison, Cuevas et al. [2004] developed ANOVA test
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for functional data. Shen and Faraway [2004] proposed an ANOVA F-test for linear models of
functional data.
Another type of hypothesis for functional data is the equivalence of mean functions for
functional data. The format of the hypothesis is,
H0 :‖ µ(t) ‖Ω> ∆ vs. HA :‖ µ(t) ‖Ω≤ ∆ (1.12)
where ‖ · ‖Ω is a norm defined on the function space. For univariate random variable, FDA
[1992] recommends that one applies Schuirmann [1987]’s two one-sided tests (TOST) procedure
to test the hypothesiss:
H0 : |θ| ≥ 4 vs HA : |θ| < 4
. For multivariate bioequivalence test, Brown et al. [1995], Berger and Hsu [1996], Chinchilli
and Elswick [1997] and Tamhane and Logan [2004] proposed several test statistics based on
confidence inclusion rule. Wang et al. [1999] proposed an Intersection-Union test for hyper-
rectangle alternative hypothesis. All of these tests require that the sample size is bigger than
the dimension. Functional data can be transformed to be multivariate data by applying eigen-
decomposition. The effective dimension of the transformed multivariate data is always large and
most time bigger than sample size n, which means the traditional multivariate bioequivalence
test can not be applied to functional data directly.
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Chapter 2
Semiparametric Additivity Test
2.1 Additivity Testing Under Independent Design
We assume our data vectors (X1i, X2i, Yi), i = 1, · · ·, n, are observed with
yi = µ+m1(x1i) +m2(x2i) +m12(x1i, x2i) + ²i (2.1)
where µ is an unknown constant. The designed points (x1i, x2i),i = 1, ···, n, are sampled from the
joint probability density p(x1, x2). We denote p1(x1) and p2(x2) as marginal probability density
functions for X1 and X2. If X1 and X2 are independent, we can get p(x1, x2) = p1(x1)p2(x2).
Besides, ²i’s are I.I.D. random noise. The functions m1(·), m2(·) and m12(·, ·) are unknown but
satisfied some identifiability conditions. So we call m1(·) and m2(·) as main effect functions and
m12(·, ·) as the interaction function.
The purpose here is to test the hypothesis that m12(·, ·) is identical to 0 in (2.1). Hastie
and Tibshirani [1992] have suggested adapting the Tukey paradigm from classical ANOVA for
it. Their idea is to fit the following model to the data,
µ+m1(x1) +m2(x2) + γm1(x1)m2(x2) (2.2)
Therefore, test additivity is switched to test,
H0 : γ = 0 versus H1 : γ 6= 0 (2.3)
Eubank et al. [1995] proposed a test statistic based on this Tukey paradigm but under the
fixed regular grid design situation. Here we extend their method to random design situation.
A direct method to estimate γ is by using least square estimator. Now given estimators µˆ,
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and mˆ1, mˆ2 of the main effect functions, we can minimize,
n∑
i=1
(yi − µˆ− mˆ1(x1i)− mˆ2(x2i)− γmˆ1(x1i)mˆ2(x2i))2 (2.4)
The least squares estimator of γ is,
γˆ =
∑n
i=1(yi − µˆ− mˆ1i − mˆ2i)mˆ1imˆ2i∑n
i=1 mˆ
2
1imˆ
2
2i
(2.5)
In order to show the local power of this statistic, we consider the local alternative,
H1n : m(x1, x2) = m1(x1) +m2(x2) + n−
1
2 r(x1, x2) (2.6)
for some smooth function r(·), which satisfy some identifiability condition. Here the alternative
H1n only make influence on regression function instead of error term. The corresponding Tukey
type model is,
m(x1, x2) = m1(x1) +m2(x2) + γn−
1
2m1(x1)m2(x2) (2.7)
Before we present the main theorem, we need to have some assumptions.
AS.1 Without loss of generality, we assume [a, b]× [c, d] = [0, 1]× [0, 1]. And p(x1 is defined on
[0, 1], p(x2) also is defined on [0, 1].
AS.2 m1(·), m2(·) and r(·) are bounded smooth function. E(m21(X1)), E(m22(X2))
and E(m21(X1)m
2
2(X2)) are both great than 0.
AS.3 Assume number of points on the boundary is n1, then n1/n→ 0 as n→∞.
AS.4 Suppose mˆ1(·), mˆ2(·) are the estimators of the main effects. Then
sup
xi
|mi(xi)− mˆi(xi)| = oP (1) i = 1, 2 (2.8)
AS.5 Suppose mˆ′1(·), mˆ′2(·) are the estimators of the first derivative of m1(·) and m2(·), then
in the interior,
sup
xi
|m′i(xi)− mˆ′i(xi)| = oP (
1
(log n)2
) i = 1, 2 (2.9)
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Theorem 2.1 Assume data points (yi, x1i, x2i), i = 1, . . . , n, satisfy model (2.7) under inde-
pendent design. Assume E²6i < ∞, E²ji = 0, j = 1, 3, 5 and E²2i = σ2. Then under condition
AS.1−AS.5, we have,
√
nγˆ →D N
(
γ,
σ2
V ar(m1(X1)m2(X2))
)
(2.10)
Under alternative H1n, we have,
√
nγˆ =
∑n
i=1
√
n(yi − µˆ1 − mˆ1i − mˆ2i)mˆ1imˆ2i∑n
i=1(mˆ1imˆ2i)
2
→DN
(
E(r(X1, X2)m1(X1)m2(X2))
V ar(m1(X1)m2(X2))
,
σ2
V ar(m1(X1)m2(X2))
) (2.11)
¤
Remark 2.1 Theorem 2.1 shows that the Tukey-type test can be extended to random design.
Comparing with Eubank et al. [1995], this theorem does not require a fixed grid design, but the
trade off is this theorem requires more on the performance of the smoother by condition A.4,
the converge rate for the first derivative is oP ( 1(logn)2 ), while Eubank et al. [1995]’s Themrem
2.2 and lemma 5.2 only require oP (1) converge rate. The reason is because of the randomness
of design points. Later we will show that the converge rate in our theorem can be achieved by
using kernel estimator and standard backfitting algorithm.
Remark 2.2 From Theorem 2.1, we can see,
T1n =
∑n
i=1(yi − µˆ1 − mˆ1i − mˆ2i)mˆ1imˆ2i
[σ2
∑n
i=1(mˆ1imˆ2i)
2]
1
2
=
γˆ
σ
[ n∑
i=1
(mˆ1imˆ2i)2
] 1
2
(2.12)
has a limiting N(E(g12(X1,X2)m1(X1)m2(X2))
σ
√
V ar(m1(X1)m2(X2))
, 1) distribution. And in particular, T1n here will be
asymptotically standard normal under an additive model. It means we can reject additivity at
level α if |T1n| > Zα/2. Define Zα to be the 100(1 − α)th percentile of the standard normal
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distribution. The asymptotic power of T1n is the same as Eubank et al. [1995]’s result, which is,
lim
n→∞P (|T1n| > Zα/2) =Φ(−Zα/2 −
E(r(X1, X2)m1(X1)m2(X2))
σ
√
V ar(m1(X1))
√
V ar(m2(X2))
)
+Φ(−Zα/2 +
E(r(X1, X2)m1(X1)m2(X2))
σ
√
V ar(m1(X1))
√
V ar(m2(X2))
)
(2.13)
Where Φ is the standard normal distribution function. We can see that, our test have the same
properties as Eubank et al. [1995]’s test. Therefore, when r(x1, x2) = Cm1(x1)m2(x2), the
asymptotic power will be maximized while r(x1, x2) is orthogonal to m1(x1)m2(x2), the asymp-
totic power of our test is just α.
If X1 and X2 are not independent, equation (2.5) is not an efficient estimator for γ. We need
to do some refinement for our LSE of γ.
2.2 Additivity Testing under Dependent Design
When the design densities of X1 and X2 are not independent, we can see (2.5) is not a consistent
estimator estimator for γ. We need to do some refinement for (2.5) in order to get a consistent
for γ. The reason for this is because the interaction term of Tukey-type test statistic has the
marginal information for x1 and x2 when design is not independent.
Therefore, the general form of (2.5) can be derived as,
γˆB =
∑n
i=1
(
yi − µˆ− mˆ1i − mˆ2i
)(
mˆ1imˆ2i − mˆ1imˆ2i − mˆ11i − mˆ22i
)
∑n
i=1
(
mˆ1imˆ2i − mˆ1imˆ2i − mˆ11i − mˆ22i
)2 (2.14)
where m11 and m22 are marginal effects get from m1m2.
In fact, for any function m(x1, x2), we can always decompose it to the following form,
m(x1, x2) = µm +m11(x1) +m22(x2) +m12(x1, x2) (2.15)
Here, µm is the constant effect, and m11,m22 are marginal effects. We can assume E(m11(X1))
and E(m11(X2)) are both 0. There are two different ways to get m11(·), m11(·) and m12(·) due
to different identifiability condition for (2.15). First one is marginal integration algorithm, the
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second one is backfitting algorithm.
As for marginal integration, we need to assume,
EX1(m12(X1, x2)) = EX2(m12(x1, X2)) = 0 (2.16)
While for backfitting algorithm, we need to assume,
E(m12(X1, X2)|X1) = E(m12(X1, X2)|X2) = 0 (2.17)
Here EX1 and EX2 are marginal expectations for with respect toX1 andX2. In general, these
two different identifiability conditions are interchangeable. Details about the relation between
backfitting algorithm and marginal integration algorithm have been discussed, for example see
Hastie and Tibshirani [1992]. As for the Tukey-type test statistic, we can see γm1(x1)m2(x2)
in equation (2.5) satisfies identifiability condition (2.16). Therefore, we can only use backfitting
algorithm to get mˆ11 and mˆ22.
Denote
mC(x1, x2) = m1(x1)m2(x2)− µ12 −m11(x1)−m22(x2)+ (2.18)
where µ12 = E(m1(X1)m2(X2)) and mC satisfies the identifiability condition (2.17) which
means, E(mC(X1, X2)|X1 = x1) = E(mC(X1, X2)|X2 = x2) = 0. In order to get the asymptotic
property of γˆB, we need the following assumptions.
AS.5′ Use the same notation as assumption AS.5. Then assume in the interior,
sup
xi
|m′i(xi)− mˆ′i(xi)| = oP
(
1
(log n)3
)
j = 1, 2 (2.19)
AS.6 Define mˆ11 and mˆ22 as estimator of m11 and m22. Assume
sup
xi
|mii(xi)− mˆii(xi)| = oP (1) i = 1, 2 (2.20)
Let mˆC(x1, x2) = mˆ1(x1)mˆ2(x2)−mˆ11(x1)−mˆ22(x2)−mˆ1mˆ2 be an estimator of mC(x1, x2).
Theorem 2.2 Assume data points (yi, x1i, x2i), i = 1, . . . , n, satisfy model (2.2) under depen-
dent design. Assume E²6i < ∞, E²ji = 0, j = 1, 3, 5 and E²2i = σ2. Then under assumptions
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AS.1−AS.4, AS.5′, and AS.6, we have,
√
nγˆB →D N
(
γ,
σ2
V ar(mC(X1, X2))
)
(2.21)
Under alternative H1n we have,
√
nγˆB =
∑n
i=1
√
n(yi − µˆ− mˆ1i − mˆ2i)mˆCi∑n
i=1(mˆCi)
2
→DN
(
E(r(X1, X2)mC(X1, X2))
V ar(mC(X1, X2))
,
σ2
V ar(mC(X1, X2))
) (2.22)
¤
The Tukey-type test statistics is given based on γˆB,
T2n =
∑n
i=1(yi − µˆ1 − mˆ1i − mˆ2i)mˆC(x1i, x2i)
[σ2
∑n
i=1(mˆ1imˆ2i)
2]
1
2
=
γˆB
σ
[ n∑
i=1
(mˆC(x1i, x2i)2
] 1
2
(2.23)
which will have a limiting N(E(g12(X1,X2)mC(x1,x2)
σ
√
V ar(mC(x1,x2))
, 1) distribution. Under additive model as-
sumption, it will be standard normal distribution. The local power analysis is similar as that
for T1n.
This Tukey-type nonparametric additivity test can extend to test any two-way interactions
in a multidimensional model using product of any two main effects. It can also test any three
way interaction or even high interactions. For example with d = 3 and explanatory variables
x1, x2 and x3, the interaction is treated as having the form
∑
1≤i,j≤3
γ(ij)mi(xi)mj(xj) + γ(123)m1(x1)m2(x2)m3(x3) (2.24)
then we can follow the previous methods to get the equations for γˆ(123), γˆ(123)C and γˆ
(123)
B under
independent design or dependent design.
Under independent design, (x1 , x2 and x3 are independent), we have,
γˆ(123) =
∑n
i=1(yi − µˆ1 − mˆ1i − mˆ2i − mˆ3i)mˆ1imˆ2imˆ3i∑n
i=1(mˆ1imˆ2imˆ3i)
2
(2.25)
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γˆ
(123)
B =
∑n
i=1(yi − µˆ− mˆ1i − mˆ2i − mˆ3i)mˆCi∑n
i=1 mˆ
2
Ci
(2.26)
where
mC(x1, x2, x3) =m1(x1)m2(x2)m3(x3)−m11(x1)−m22(x2)−m33(x3)
−m12(x1, x2)−m13(x1, x3)−m23(x2, x3)
(2.27)
and E(mC(X1, X2, X3)|X1) = E(mC(X1, X2, X3)|X2) = E(mC(X1, X2, X3)|X3) = 0
Corollary 2.1 Suppose data points (y, x1, x2, x3) satisfy additive model assumption. Assume
E²6i < ∞, E²ji = 0, j = 1, 3, 5 and E²2i = σ2. Then under condition AS.1 − AS.5 for 3-
dimensional independent design, we have,
√
n
(
γˆ(123) − γ(123)
)
→D N
(
0,
σ2
V ar(m1)V ar(m2)V ar(m3)
)
(2.28)
Under local alternative H1n, we have,
√
nγˆ(123) →D N
(
E(r123m1m2m3)
V ar(m1)V ar(m2)V ar(m3)
,
σ2
V ar(m1)V ar(m2)V ar(m3)
)
(2.29)
If the design is dependent and data points satisfy model (2.2), then under conditions with respect
to Theorem 3.3, we have, and,
√
n
(
γˆ
(123)
B − γ(123)
)
→D N
(
0,
σ2
V ar(mC)
)
(2.30)
Under local alternative H1n, we have,
√
nγˆ
(123)
B →D N
(
E(r123mC)
V ar(mC)
,
σ2
V ar(mC)
)
(2.31)
¤
2.3 Verifying Assumption AS.4-AS.6
In this section, we will show that, the conditions AS.4-AS.6 can be satisfied.
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There are two main algorithms for fitting additive model, one is Backfitting algorithm pro-
posed by Breiman and Friedman [1985] based on the joint distribution of design points, the other
is marginal integration proposed by Linton and Nielsen [1995] based on the product of marginal
distributions of design points. The identifiability conditions for these two algorithms are dif-
ferent. In this section, we will show the uniform convergence result for marginal integration
algorithm.
Comparing with marginal integration algorithm, asymptotic properties for backfitting al-
gorithm are very complicated. Here we will prove the Assumptions AS.4, AS.5 and AS.5′
under independent design and dependent design by using marginal integration. and AS.6 using
backfitting algorithm.
Under independent design, we can either directly estimate m1(x1) and m2(x2) by applying
kernel estimate or local polynomial estimate on response y or using marginal integration esti-
mators. By simulation, it shows that directly estimate m1(x1) and m2(x2) will not have good
performance for small sample size. Therefore, we will use marginal integration.
Under local alternative H1n, the interaction term 1√nr(x1, x2) is O(
1√
n
), a smaller term.
Therefore, it will not make influence on the model fitting result. We can apply either marginal
integration or backfitting algorithm on our model without considering design points. The weak
and strong consistency for marginal integration estimators and backfitting estimators have al-
ready been shown, for example see Mammen et al. [1999], Debbarh [2008]. As for term mˆ11 and
mˆ22 in (2.14). We can only apply backfitting algorithm for these estimators. The asymptotic
properties for backfitting algorithm are very complicated when the true model is not additive.
Now, we will show AS.4 − 5 and AS.5′ can be achieved by using marginal integration
algorithm.
First, let’s review the marginal integration method for additive model fitting. Given the
reasonable pre-estimator mˆ(x1, x2) and Dˆ1m(x1, x2), the possible estimator for m1(x1) and
m′(x1) are,
mˆ1(x1) =
1
n
n∑
i=1
mˆ(x1, X2i)− Y¯ (2.32)
and
mˆ′1(x1) =
1
n
n∑
i=1
Dˆ1m(x1, X2i) (2.33)
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where D1m(x1, X2i) = ∂∂x1m(x1, x2)
Here the pre-estimator for m(x1, x2) and Dˆ1m(x1, X2i) can be chosen as following,
mˆx1,x2 = pˆ
−1(x1, x2)
1
n
n∑
j=1
K1,h1(Xj1 − x1)K2,h2(Xj2 − x2)Yj (2.34)
and
Dˆ1m(x1, x2)h1µ2 = pˆ−1(x1, x2)
1
n
n∑
j=1
(Xj1 − x1)K1,h1(Xj1 − x1)K2,h2(Xj2 − x2)Yj (2.35)
Here, µ2 =
∫
u2K1(u)du, and pˆ(x1, x2) is the kernel density estimator of joint density f(x1, x2),
which can be estimated as,
pˆ(x) =
1
nl2
n∑
i=1
L
(
x−Xi
l
)
(2.36)
where L is a two dimensional kernel function with bandwidth l.
And as for mˆ2, we can apply the same procedure and notation. Next, we will show the
uniform convergence result for marginal integration estimator.
Proposition 2.1 (Debbarh [2008] Theorem 1) Under some mild conditions, for xi, i = 1, 2
in the interior area, we have,
sup
xi
|mi(xi)− mˆi(xi)| = O
([
log n
nh
]1/2)
a.s. i = 1, 2 (2.37)
and
sup
xi
|m′i(xi)− mˆ′i(xi)| = O
([
log n
nh3
]1/2)
a.s. i = 1, 2 (2.38)
¤
As for dependent design, because m1(x1)m2(x2) is not an additive function, the only way to
estimate m11 and m22 is to use backfitting algorithm. We know that,
m1(x1)m2(x2) = µ1 +m11(x1) +m22(x2) +mC(x1, x2) (2.39)
The estimator of multiplication term is mˆ1mˆ2, which can be written as,
mˆ1(x1i)mˆ2(x2i) = m1(x1i)m2(x2i) + ²′(x1i, x2i)
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Here, ²′(x1i, x2i), i = 1, · · · , n is not additive, and in the interior it is of order O
([
logn
nh
] 1
2
)
uniformly, in the boundary it is of order o(1) uniformly. Here the boundary is defined as,
([0, h] × [0, h] ∩ D)⋃([1 − h, 1] × [1 − h, 1] ∩ D), where D is the support set of joint density
p(x1, x2). The uniform convergence rates of mˆ11(x1)−m(x1) and mˆ22(x1)−m(x2) is op(1) by
Mammen et al. [1999]. The interaction term mC(x1, x2) will contribute to the bias term on both
mˆ1(x1) and mˆ2(x2). The bias term is of order h2. Therefore, AS.6 can also be satisfied.
2.4 Simulation Study
In this section, we do some small Monte Carlo simulation studies to illustrate the performance
of Tukey-type test proposed in this chapter. The independent design is set to be bivariate
uniform on [0, 1]× [0, 1] square. When the design is dependent, the design density f(x1, x2) we
choose is truncated bivariate normal with mean µ = (0.5, 0.5) and variance covariance matrix 0.1 −0.05
−0.05 0.1
. The errors are chosen to be Gaussian with mean 0 and variance σ2. We
apply three different σ value, 0.1,0.5 and 1 for the simulation. As for sample size, we choose two
n = 100, 200 to represent moderate and large sample size.
We are going to compare the random design Tukey-type test with nonparametric additivity
test statistics T1n, T2n proposed in Dette and Wilkau [2001]. Also we will compare our kernel
based test statistics with spline based Tukey test statistic by using penalized regression spline
for additive model fitting, for example see Wood [2006] and its R package ”mgcv”.
The variance estimator for random design Tukey-type test was chosen to be,
σˆ2r =
∑n
i=1(yi − y¯ − fˆ(x1i, x2i))2
n− 1 (2.40)
This estimator is asymptotic consistent, and our experience shows its performance is acceptable
for moderate sample size.
The following five test statistics were considered in our simulation for independent design:
1. T1n: the additivity test statistic T1n proposed in Dette and Wilkau [2001]
2. T2n: the additivity test statistic T2n proposed in Dette and Wilkau [2001].
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3. Tukeyk: Tukey-type additivity test statistic with σ2 = σˆ2r and marginal integration with
local linear smoothing for mˆ1 and mˆ2.
4. Tukeyn: Tukey-type additivity test statistic with σ2 = σˆ2r and marginal integration with
local linear smoothing for mˆ1 and mˆ2. We also use backfitting algorithm with local linear
smoothing to estimate mˆ11 and mˆ22.
5. Tukeyb: Tukey-type additivity test statistic with σ2 = σˆ2r and marginal integration with
penalized regression spline smoothing for mˆ1 and mˆ2. We also apply spline to estimate
mˆ11 and mˆ22 as well under dependent design.
6. Tukeynb: Tukey-type additivity test statistic with σ2 = σˆ2r and marginal integration with
penalized regression spline smoothing for mˆ1 and mˆ2.
Here, T1n, T2n in Dette and Wilkau [2001] are defined as,
T1n =
1
n
n∑
i=1
[
mˆ(Xi)− mˆ0(Xi)
]2
pi(x1, x2) (2.41)
T2n =
1
n
n∑
i=1
eˆi
[
mˆ(Xi)− mˆ0(Xi)
]
pi(x1, x2) (2.42)
where pi(·) is a function used here to avoid the boundary effect for smoothing and,
mˆ(x) =
1
nl2pˆ(x)
n∑
i=1
L
(Xi − x
l
)
Yi
mˆ0(x) =mˆ1(x1) + mˆ2(x2) + Y¯
eˆi =yi − mˆ(xi)
In our simulation, as for kernel estimation, we will follow Dette and Wilkau [2001], we use
Epanechinikov kernel
K(t) =
3
4
(1− t2)I[−1,1](t)
and a product of two kernel functions as two dimensional kernel. As for bandwidth, we will
also follow Dette and Wilkau [2001] and choose bandwidth by running a preliminary simulation
under an additive model m(x1, x2) = x1 + x2.
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The weight function pi(x1, x2) in T1n and T2n is given to be
pi(x1, x2) = (1− 2δ)−1I[δ,1−δ]2(x1, x2)
Critical values for T1n and T2n are based on 500 wild bootstrap resampling (for example,
see Wu [1986] and Hadle and mammen [1993]) suggested by Dette and Wilkau [2001]. Critical
values used for Tukey-type test statistics were those suggested by asymptotic theory in Section
2.1 and 2.2.
Function 1-4 are plotted in Figure 2.4, and simulation results for empirical power are given
in Table 2.1, Table 2.2, Table 2.3 and Table 2.4 based on different combination of different sign,
sample size and value of σ. The power result are based on 1000 independent replications.
From Tables 2.1 and 2.2, we see that under independent design, no test statistic performs
better than the other test statistics. As for functions (a), (b) and (g) (nonadditive model with an
outlier), Tukey-type tests perform better than T1n and T2n suggested in Dette and Wilkau [2001].
One function need to mention here is function (c). It is a function with no main effect. By the
theory, we can not detect the interaction by using Tukey-type test statistics. But here simulation
result shows that the Tukey-type test statistics still have some power for this function although
it performs not as good as T1n and T2n. When the design is dependent, the the statistical power
of T1n, T2n and Tukey-type statistic Tukeyn depends on the design density p(x1, x2). From
Table 2.3 and Table 2.4, we can see, the spline based test statistic can not catch the modified
interaction very well. Therefore, the other three test statistics outperform the spline based
Tukey type test. As for the other three test statistics, we can make the similar conclusions as
for independent design. For function (b) and function (g), Tukey-type test performs better than
T1n and T2n, although their power decrease a lot due to the design density.
In summary, the proposed Tukey-type tests under random design are comparable to T1n
and T2n of Dette and Wilkau [2001] in most case. For some case, where no main effects or
the interaction term is orthogonal to the Tukey-type interaction, the Tukey-type test will have
extremely low power which coincides the conclusion of Eubank et al. [1995]. When dimension is
very large, it is impossible to calculate a full dimensional nonparametric estimator. Therefore,
T1n and T2n can not be used while Tukey-type test can be a good candidate.
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Figure 2.1: Simulation functions plot in [0,1]×[0,1].
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σ T1n T2n Tukeyk Tukeyn Tukeyb
(a) f(x1, x2) = x1x2
0.1 100 100 100 100 100
0.5 22.6 17.1 37.8 37.2 34.4
1 8.1 8.5 12.5 12.3 10.0
(b) f(x1, x2) = exp(3(x1 + x2))/(1 + exp(3(x1 + x2)))− 1
0.1 79.0 72.1 91.4 91.5 86.9
0.5 8.5 6.5 10.3 11.1 11.8
1 6.7 7.2 8.5 9.3 7.3
(c) f(x1, x2) = 0.5(1 + sin(2pi(x1 + x2)))
0.1 100 100 72.9 75.2 29.1
0.5 99.8 99.8 58.3 60.0 28.1
1 59.5 56.4 25.8 27.7 14.9
(d) f(x1, x2) = 64(x1x2)3(1− x1x2)3
0.1 100 100 100 100 100
0.5 90.9 87.9 45.6 51.1 35.8
1 33.4 27.7 15.1 17.7 12.3
(e) f(x1, x2) equals 1 if x1 > 0.5, x2 > 0.5 and 0 else
0.1 100 100 100 100 100
0.5 94.4 94.1 92.1 93.0 94.4
1 33.4 27.0 38.7 39.8 36.5
(f) f(x1, x2) = (x1 + x2)/2 + (1outlier)
0.1 0.0 0.0 82.3 78.8 86.1
0.5 6.4 5.8 10.4 10.7 6.3
1 4.6 5.1 6.4 6.8 5.4
(g) f(x1, x2) = (x1 + x2)/2 + x1x2/4 + (1outlier)
0.1 58.8 20.0 60.9 63.2 97.6
0.5 15.6 11.2 13.4 12.9 7.9
1 6.6 5.8 9.3 9.4 9.7
Table 2.1: Percentage of rejection in 1000, 0.05-level tests when sample size =100 for independent
design
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σ T1n T2n Tukeyk Tukeyn Tukeyb
(a) f(x1, x2) = x1x2
0.1 100 100 100 100 100
0.5 33.3 27.2 64.4 63.8 53.4
1 20.4 17.5 21.0 20.6 17.3
(b) f(x1, x2) = exp(3(x1 + x2))/(1 + exp(3(x1 + x2)))− 1
0.1 99.1 98.2 99.7 99.7 99.0
0.5 11.6 10.3 13.6 12.7 12.7
1 7.3 6.3 6.9 6.9 8.1
(c) f(x1, x2) = 0.5(1 + sin(2pi(x1 + x2)))
0.1 100 100 34.3 37.3 29.6
0.5 100 100 64.9 63.7 30.7
1 94.2 96.3 45.9 46.5 17.5
(d) f(x1, x2) = 64(x1x2)3(1− x1x2)3
0.1 100 100 100 100 100
0.5 99.1 97.6 89.1 88.2 66.2
1 55.3 52.1 25.4 26.8 22.5
(e) f(x1, x2) equals 1 if x1 > 0.5, x2 > 0.5 and 0 else
0.1 100 100 100 100 100
0.5 100 99.8 100 100 99.9
1 61.7 65.2 70.0 68.8 74.8
(f) f(x1, x2) = (x1 + x2)/2 + (1outlier)
0.1 0.1 0.0 61.0 58.2 5.2
0.5 5.4 5.1 9.6 9.2 6.4
1 6.2 4.7 5.7 5.6 6.1
(g) f(x1, x2) = (x1 + x2)/2 + x1x2/4 + (1outlier)
0.1 96.4 66.3 100 100 100
0.5 16.6 12.1 16.5 15.8 5.1
1 6.1 6.4 7.1 6.8 13.0
Table 2.2: Percentage of rejection in 1000, 0.05-level tests when sample size =200 for independent
design
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σ T1n T2n Tukeyn Tukeynb
(a) f(x1, x2) = x1x2
0.1 75.4 70.6 99.5 40.1
0.5 12.2 10.8 16.6 11.9
1 6.7 7.0 7.7 8.3
(b) f(x1, x2) = exp(3(x1 + x2))/(1 + exp(3(x1 + x2)))− 1
0.1 22.1 18.9 44.3 35.1
0.5 6.4 6.4 8.5 7.7
1 3.8 3.5 7.2 9.2
(c) f(x1, x2) = 0.5(1 + sin(2pi(x1 + x2)))
0.1 100 100 0.0 0.0
0.5 80.9 75.6 14.1 5.8
1 13.6 25.5 11.9 6.8
(d) f(x1, x2) = 64(x1x2)3(1− x1x2)3
0.1 100 100 100 87.5
0.5 31.6 29.2 35.5 25.0
1 16.2 14.8 12.4 9.9
(e) f(x1, x2) equals 1 if x1 > 0.5, x2 > 0.5 and 0 else
0.1 100 100 100 100
0.5 66.4 64.3 75.9 84.4
1 26.8 25.5 28.1 31.2
(f) f(x1, x2) = (x1 + x2)/2 + (1outlier)
0.1 0.0 0.0 9.5 0.0
0.5 8.9 7.6 9.7 0.3
1 10.1 10.6 7.1 4.4
(g) f(x1, x2) = (x1 + x2)/2 + x1x2/2 + (1outlier)
0.1 0.1 0.0 46.5 0.0
0.5 7.7 9.1 6.3 0.4
1 10.2 10.1 6.7 2.7
Table 2.3: Percentage of rejection in 1000, 0.05-level tests when sample size =100 for dependent
design
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σ T1n T2n Tukeyn Tukeynb
(a) f(x1, x2) = x1x2
0.1 99.4 99.1 100 90.5
0.5 27.8 25.6 30.1 17.8
1 13.2 12.7 7.9 7.6
(b) f(x1, x2) = exp(3(x1 + x2))/(1 + exp(3(x1 + x2)))− 1
0.1 51.3 40.9 78.3 65.6
0.5 6.8 6.8 6.6 9.7
1 5.8 6.1 7.6 5.9
(c) f(x1, x2) = 0.5(1 + sin(2pi(x1 + x2)))
0.1 100 100 99.0 0.0
0.5 87.0 90.3 58.8 4.4
1 63.7 87.7 11.5 7.9
(d) f(x1, x2) = 64(x1x2)3(1− x1x2)3
0.1 100 100 100 100
0.5 61.4 62.5 76.3 47.5
1 24.0 28.7 18.8 19.5
(e) f(x1, x2) equals 1 if x1 > 0.5, x2 > 0.5 and 0 else
0.1 100 100 100 100
0.5 99.8 100 98.4 99.2
1 58.9 60.9 46.9 55.1
(f) f(x1, x2) = (x1 + x2)/2 + (1outlier)
0.1 0 0.7 9.2 0.0
0.5 9.4 8.7 6.2 0.4
1 9.3 9.1 5.5 3.4
(g) f(x1, x2) = (x1 + x2)/2 + x1x2/2 + (1outlier)
0.1 0 0 80.4 0.0
0.5 10.9 10.5 10.5 1.1
1 10.6 11.2 8.3 4.0
Table 2.4: Percentage of rejection in 1000, 0.05-level tests when sample size=200 for dependent
design
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Chapter 3
Generalized Linear Model with
Varying Dispersion
3.1 Estimation Algorithm for Generalized Linear Model with
Varying Dispersion
Let the (Yi,Xi,Zi), for 1 ≤ i ≤ n, be a random sample, where Yi is a scalar response variable.
Xi ∈ Rp and Zi ∈ Rq are vectors of explanatory variables. For simplicity, we consider in the rest
of the chapter the case in which Z is one dimensional variable i.e. q=1. We assume conditional
density of yi belong to an exponential dispersion family which has the form
f(yi|θi, φi) = exp[{yiθi − a(θi)}φ−1i + b(yi, φ−1i )] (3.1)
for some known function a(·) and b(·, ·). φi represents the dispersion parameter for each obser-
vation. Assume θi is a twice differentiable monotone function of
µi = µ{xTi β} (3.2)
Equation (3.1) is a standard form for generalized linear model (Mc Cullagh and Nelder
[1989]). By differentiating the log likelihood, the mean and variance are given as
E(Yi|Xi,Zi) = µi = a′(θi)
.
V ar(Yi|Xi,Zi) = φiv(µi)
with v(µi) = a¨(θi). In order to model the dispersion parameter φi, we assume that the relation
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between φi and zi can be modeled by
h(φi) = ψ(zi) (3.3)
where h(·) is a known link function for dispersion, and ψ(·) is an unknown nonparametric
function. Let l(µi, φi, yi) be the log likelihood of ith sample in (3.1), and let l(µ, φ,y) =∑n
i=1 l(µi, φi, yi) be the log likelihood of all the observations.
The dispersion parameters are in general difficult to model because the form of function
b(·, ·) is complicated. While when b(yi, φi) is separable with respect to yi and φi, it is possible
to divide the model into two small models and model them separately. Smyth [1989] proposed
a double generalized linear model (DGLM) by assuming function b(yi, φi) has the form
b(y, φ−1) = −φ−1α(y)− 1
2
s(−φ−1) + t(y) (3.4)
for some known functions α(·), s(·) and t(·). Therefore, the log likelihood function becomes,
l =
n∑
i=1
{φ−1i [yiθi − a(θi)− α(yi)]−
1
2
s(−φ−1i ) + t(yi)} (3.5)
By assuming (3.5), the mean parameters can be modeled by using yiθi − a(θi) − α(yi). As for
dispersion parameter φi, let
di(yi, µi) = −2[yiθi − a(θi)− α(yi)] (3.6)
Then the expectation and variance of di are,
E(di) = δi = s˙(−φ−1i ) (3.7)
and
D(di) = 2ui(δi) = 2s¨(−φ−1i ) (3.8)
From (3.7) and (3.8), we can see, function s(·) in the dispersion sub model is similar as the
function a(·) in the mean sub model.
With this model setting, we now present a two-step algorithm to estimate mean parame-
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ter β and dispersion function ψ(·) iteratively, making only smoothness assumptions about the
unknown function ψ(·). The algorithm iteratively cycles between fitting parametric mean com-
ponents β and nonparametric dispersion component ψ(·) while holding the other fixed.
First consider to estimate nonparametric dispersion function ψ(·) nonparametrically for a
fixed β. Denote by ψ(0)(·) the true nonparametric dispersion function. We use the similar
approaches of Carroll et al. [1997], Cai et al. [2000] and Carroll et al. [1998]. For any given
point z0, we approximate ψ(0)(t) in the neighborhood of z0 by a linear function: ψ(0)(t) ≈
λ0 + λ1(t − z0), while ψ(0)(t) is assumed to be at least second order differentiable. The vector
parameter λ = (λ0, λ1)T depends on the given point z0, the form of the function ψ(0)(·) and the
parameter vector β. Given prior values for β and ψ(0)(·), write the local log likelihood function
at z0 as
lLO(λ) = lLO(λ|η) = 1
n
n∑
i=1
l
(
µi, λ0 + λ1(zi − z0)
)
Kb(zi − z0) (3.9)
where ηi = XTi β and η = (η1, . . . , ηn)
T . Kb(·) = K(·/b)/b, K(·) is a symmetric kernel function,
and b = bn > 0 is bandwidth. Denote by λˆβ = λˆβ(z0) = (λˆ0,β(z0), λˆ1,β(z0))T the set of values
that maximize the local log likelihood function lLO(λ) for each given β. This λˆβ(z0) is the
local maximum likelihood estimate of parameters λ at z0. For fixed β, the nonparametric scale
function ψ(0)(·) at z0 is estimated by ψˆβ(z0) = λˆ0,β .
Next consider estimation of the regression parameters β. When ψ(·) is fixed, it is convenient
to think of the likelihood function of β as defining a sub model(mean model) corresponding to β.
If ψ(·) is fixed, so the φi. Then equation (3.5) is the log-likelihood for a generalized linear model
with weights w′i = φ
−1
i and dispersion parameter 1. Therefore, we can get the score function for
β to be,
Sn(ψ, β) =
∂
∂β
n∑
i=1
{φ−1i [yiθi − a(θi)] + b(yi, φ−1i )}
=
n∑
i=1
φ−1i [yi − µ(xTi β)]r(xTi β)xi
(3.10)
Here, r(s) = µ′(s)/a′′{u(s)}, u(s) = {(a′)−1 ◦ (µ)}(s). If the link is canonical link, then r(s) ≡ 1
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Therefore, the estimating equation for β is,
n∑
i=1
φ−1i [yi − µ(xTi β)]r(xTi β)xi = 0 (3.11)
We can get the estimate by the scoring iteration in the mean model. The iteratively
reweighted least square algorithm is of the form,
βˆ(new) = βˆ(curr) +An(βˆ(curr))
1
n
n∑
i=1
φ−1i [yi − µ(xTi βˆ(curr))]r(xTi βˆ(curr))xi (3.12)
where,
A−1n (β) =
1
n
n∑
i=1
φ−1i r1(x
T
i β)xix
T
i (3.13)
In summary, the proposed estimation algorithm can be implemented by iterating between the
following two steps.:
Step 1: Estimating Regression Parameters: Fixing the current dispersion function es-
timator, say φˆ(curr)i , we use the Iterative Reweighted Least Square (IRLS) for mean model to
update the estimates of the regression parameters βˆ(new).
Step 2: Estimating Dispersion Function: Fixing the current estimates of mean param-
eter β, we maximize the local likelihood function (3.9) to update the estimate of the dispersion
nonparametric function ψ(zi) by ψˆ(new)(zi).
It can be shown that the semiparametric estimates βˆ obtained from this algorithm are root-n
consistent and asymptotically efficient under the linear exponential family modeling assump-
tions. And the estimate ψˆ(zi) has the standard nonparametric asymptotic rate of convergence.
The asymptotic results are given in the next section.
3.2 Asymptotic Results
In this section, we will provide the large sample theory under the framework of the preceding
section. The asymptotic results are developed under regular conditions. Throughout, We denote
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the true value of our parameter vector as β0, and true nonparametric dispersion function as
ψ(0)(·).
Regularity Conditions:
(A) Let Y,X and Z be admissible sets of response variable y, covariate variables x and z
respectively. We assume y has at least finite 4th moment. Also we assume fz(t) is the
marginal density for z and is always greater than 0.
(B) The functions µ(·), h(·), and ψ(0)(·) have at least continuous third derivatives.
(C) For the symmetric kernel function K(t), we assume v2 =
∫
t2K(t)dt and ν0 =
∫
K(t)2dt
is finite.
before giving our main results, we list some notations first. Define φi = h2(ψ(zi)), so h2(·)
is the inverse function of h(·). Define h3 = h˙ ◦ h2. Let
H =
1
2
fz(z0)h˙−2(φ0)φ−40 s¨(−φ−10 )
 1 0
0 v2
 (3.14)
and J = diag(1, b). Denote Bn(r) = {x : |x−β(0)| ≤ r}, while ∂Bn(r) is the boundary of Bn(r).
So for any given β ∈ Bn(r), the following theorem gives a
√
nb-convergence result for local
maximum likelihood estimator λˆβ .
Theorem 3.1 Suppose the bandwidth b = O(n−ξ), 1/6 < ξ < 1/4, and H is nonsingular.
Under Condition (A)− (C), and for any given β ∈ Bn(r), we have,
√
nb
J(λˆβ − λ)− 12b2ψ(2)(z0)
 v2
0
+ oP (1/√n)
 −→ Normal(0,H−1ΛH−1) (3.15)
where
Λ =
1
2
fz(z0)h˙(φ0)−2φ−40 s¨(−φ−10 )−1
 ν0 0
0 ν2
 (3.16)
¤
The proof of this theorem, with the asymptotic expansion of λˆβ up to order oP (n1/2) will be
given in the Appendix B. This theorem states that, for any given β in a neighborhood of the
true β(0), ψˆβ(z) is a
√
nb-consistent estimator for ψ(0)(z).
29
Denote by A,
A−1 = E
[
h2(ψ(0)(z))−1τ1(xTβ(0))xxT
]
The following two theorems show that, the estimator from estimating equation (3.11) for the
mean parameter β is root-n consistent, asymptotically normally distributed and asymptotically
efficient.
Theorem 3.2 Suppose A−1 is positive definite. Let ψˆβ(·) be the local maximum likelihood
estimator with respect to β. Then under Condition (A)-(C), a solution βˆ = βˆ(new) to estimation
equation (3.11) exists in probability and satisfies |βˆ(new)−β(0)| = OP (n−1/2). Also, when n→∞,
we have,
√
n(βˆ(new) − β(0)) −→L Normal(0,A) (3.17)
Besides, the asymptotic covariance matrix A can be estimated by An(β)|β=βˆ, where,
A−1n (β) =
1
n
n∑
i=1
h2(ψˆ(zi))−1r1(xTi β)xix
T
i (3.18)
¤
Next theorem shows the semiparametric efficiency of the mean parameter estimator βˆ.
Theorem 3.3 Under the regularity conditions in Theorem 3.2, the matrix A−1 is the informa-
tion lower bound for the parametric part. Thus, the estimator obtained from (3.11) is asymp-
totically efficient.
¤
The proofs of Theorem 3.2 and Theorem 3.3 are in the Appendix B.
3.3 Quasi-Likelihoods
Next, we will extend our method to any generalized linear model by using quasi-likelihood. The
quasi-likelihood function proposed by Wedderburn [1974] is an extension of generalized linear
model by only specifying the mean and variance function instead of the entire distribution.
In this section, we will try to obtain the estimates of the mean parameter β and dispersion
nonparametric function ψ(·) by using only the mean and variance structure.
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Following the Wedderburn [1974]’s quasi-likelihood approach, the quasi-likelihood with given
variance function v(t) is,
Q(µ, y) =
n∑
i=1
∫ µi
yi
v(t)−1(yi − t)dt (3.19)
The estimating equation for β is,
Sn(y, β) =
1
n
n∑
i=1
φ−1i [yi − µ(xTi β)]µ′(xTi β)v(µ(xTi β))−1xi = 0 (3.20)
In order to estimate ψ(·), define Pearson residual di as di = v(µi)−1(yi − µ(xTi β))2, which has
expectation φi. Therefore, the local quasi-likelihood estimating equation at fixed point z0 is
defined as,
Sn(d, ψ) =
1
n
n∑
j=1
1
2
zj0h˙(φj)−1φ−2j [dj − φj ]Kb(zj − z0) = 0 (3.21)
The quasi-information matrix for λ = (ψ(0)(z0), ψ(1)(z0))T is,
Iλ =
1
n
n∑
i=1
1
2
zj0z
T
j0h˙(φj)
−2φ−2j K
2
b (zj − z0) (3.22)
The
√
nb-consistency of nonparametric estimator and
√
n-consistency of mean parameter
estimator are similar as those for full likelihood case.
Theorem 3.4 Assume βˆ and ψˆ are solution for (3.20) and (3.21), then, under Condition (A)-
(C), we have,
√
n(βˆ − β(0)) −→L Normal(0,A) (3.23)
and
√
nb
J(λˆβ − λ) + 12b2ψ(2)(z0)
 v2
0
+ oP (1/√n)
 −→ Normal(0, nI−1λ var(Sn(d, ψ))I−1λ )
(3.24)
3.4 Simulation Study
To evaluate the performance of our estimating algorithm, in this section, we propose two Monte
Carlo simulation studies. For the first simulation study, we consider the log-linear Gamma model
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with nonparametric dispersion function which is an example of linear exponential family. For
the second simulation study, we consider fitting the poisson-gamma model with nonparametric
dispersion function by using quasi-likelihoods.
The design density for explanatory variables x and z is uniform distribution on [-2, 2]. The
link function for dispersion is log function. Therefore,
log(φ) = ψ(z)
So, h(·) = log(·). As for Log-linear Gamma Model, let k = φ−1, v = µ/k, yi = Gamma(µ, k).
The density function is,
f(y|v, k) = yk−1 e
−y/v
vkΓ(k)
for y > 0 and k, v > 0.
The link function for mean part is also assumed to be log. Then
log(µ) = β0 + β1x
Therefore, the log-likelihood for the model is,
l(β, ψ|y, x, z) =
n∑
i=1
{
φ−1i [log(
yi
µi
)− yi − µi
µi
] + φ−1i [log(φ
−1
i )− 1]− log[Γ(φ−1i )]− log yi
}
(3.25)
In this simulation study, three candidate functions of ψ(·) are considered as following,
Example 1. ψ(z) = 2.5/sin(2z)
Example 2. ψ(z) = 2.5/(exp((z + 1)2) + exp(−(z − 1)2))
Example 3. ψ(z) = 2− z2
and the mean parameters are assumed to be β0 = 2 and β1 = 1. This model setting is similar
as Chen et al. [2006] Therefore, the simulated dataset includes three columns, i.e. y, x and z.
For sample size, we choose n=200, 500 and 1000. The number of replication is set to be 500 for
each example. The Epanechnikov kernel function was employed for local estimating equation in
nonparametric fitting. As for the bandwidth selection, we use b = n−1/5 for all the simulation
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examples. It may not be an optimal choice, but for this simulation study, the bandwidth is fine
for estimating both parametric and nonparametric part in the simulation model setting.
The initial value for nonparametric dispersion function can either be chosen by fitting gen-
eralized linear model locally or by directly fit log(d) ∼ z using local linear smoothing.
The estimators and their standard deviations (SD) for the mean parameters were evaluated
along with the mean square errors. the coverage probability (CP) of the 95% confidence intervals
for mean parameter was also given based on the normal approximation.
Table 3.1-3.3 present the simulation results for example 1-3 by using the estimating method
proposed in this chapter (VDM) and comparing with the results from standard generalized linear
model (GLM) and double generalized linear model (DGLM). It is evident that, the estimating
method in this chapter gives the best performance and is the most efficient among these three
methods. This is also an evidence that dispersion is an important factor which has influence on
mean estimators.
Mean(βˆ) SD(βˆ) MSE
β n VDM GLM DGLM VDM GLM DGLM VDM GLM DGLM
β0 200 1.997 2.055 1.856 0.041 0.984 0.835 0.0017 0.970 0.716
500 1.999 1.991 1.951 0.026 0.073 0.380 0.0007 0.0054 0.146
1000 2.000 1.999 1.980 0.019 0.053 0.237 0.0004 0.0028 0.057
β1 200 1.000 1.027 1.061 0.033 0.584 0.499 0.001 0.341 0.252
500 1.000 0.999 1.008 0.022 0.061 0.257 0.0005 0.0038 0.066
1000 0.998 1.000 1.005 0.016 0.049 0.181 0.0003 0.0024 0.033
Table 3.1: Summary of Results in Simulation with ψ(z) = 2.5 sin(2z)
Mean(βˆ) SD(βˆ) MSE
β n VDM GLM DGLM VDM GLM DGLM VDM GLM DGLM
β0 200 1.994 2.018 1.978 0.072 0.491 0.403 5.16-E3 0.241 0.162
500 1.997 1.997 1.898 0.044 0.156 0.601 1.97-E3 0.024 0.380
1000 1.999 2.000 1.942 0.031 0.061 0.506 9.4-E4 3.69-E3 0.259
β1 200 0.999 0.985 0.948 0.064 0.296 0.295 0.004 0.088 0.089
500 0.999 0.995 1.041 0.041 0.110 0.366 1.66-E3 0.012 0.135
1000 1.000 1.000 1.027 0.025 0.047 0.307 6.33-E4 2.17-E3 0.095
Table 3.2: Summary of Results in Simulation with ψ(z) = 2.5/(exp((z + 1)2) + exp(−(z − 1)2))
Figure 3.1 give the performance of nonparametric dispersion function fitting. We present the
2.5%, 50% and 97.5% percentiles and mean of the estimated nonparametric dispersion curves
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Figure 3.1: Simulation results for ψ(z) = 2.5 sin(2z), ψ(z) = 2.5/(exp((z+1)2)+exp(−(z−1)2))
and ψ(z) = 2 − z2. Estimated curves with confidence interval and true curve function. Left
panel: n=200, middle panel: n=500, right panel: n=1000. Dash-dotted: 2.5th and 97.5th
percentiles; Dashed: the mean; Dotted: the median; Solid: the true function.
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Figure 3.2: Simulation results for ψ(z) = log(exp(2.5 sin(2z))+1), ψ(z) = log(exp(2.5/sin(2z))+
1) and ψ(z) = log(exp(2 − z2) + 1). Estimated curves with confidence interval and true curve
function. Left panel: n=200, middle panel: n=500, right panel: n=1000. Dash-dotted: 2.5th
and 97.5th percentiles; Dashed: the mean; Dotted: the median; Solid: the true function
35
Mean(βˆ) SD(βˆ) MSE
β n VDM GLM DGLM VDM GLM DGLM VDM GLM DGLM
β0 200 1.997 7.032 5.187 0.106 8.718 25.357 0.011 101.170 651.843
500 1.994 2.148 1.850 0.064 0.959 1.122 0.0004 0.94 1.278
1000 1.998 2.250 2.008 0.045 0.820 0.267 0.0021 0.73 0.071
β1 200 1.000 0.838 0.925 0.093 4.888 0.628 0.008 23.866 0.399
500 1.002 1.007 1.069 0.054 0.580 0.620 0.0029 0.336 0.389
1000 0.999 1.106 0.970 0.039 0.557 0.185 0.0015 0.320 0.035
Table 3.3: Summary of Results in Simulation with ψ(z) = (2− z2)
under different sample size. the 2.5% and 97.5% percentiles give the pointwise confidence interval
for the dispersion function. This can be used to assesses the variability of each estimated point
in the curves. From the plot we can see, the two-step estimating method in these paper catches
the nonparametric properties of dispersion function.
The second simulation study we implement here is for quasi-likelihood. Because for quasi-
likelihood, we only has use first and the second moments, the estimation results will be not as
efficient as those for Log-linear Gamma model’s. In this simulation study, we focus on discrete
data. The response is sampled from Poisson-Gamma Model, which means, the dispersion comes
from Gamma distribution.
y ∼ Poisson(λ)
λ ∼ Gamma(µ/(φ− 1), φ− 1)
(3.26)
Here we assume φ ≥ 1. Therefore, we can see,
E(Y ) = µ
V ar(Y ) = µφ
(3.27)
From (3.27), we know φ is the dispersion, and the response is overdispersed unless φ ≡ 1. In this
simulation study, the link function for dispersion is also assumed to be log function. Therefore,
log(φ) = ψ(z). In order to make the result coincident to the previous study, we consider three
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candidate functions of ψ(·) as following,
Example 1. ψ(z) = log(exp(2.5 sin(2z)) + 1)
Example 2. ψ(z) = log(exp(2.5/(exp((z + 1)2) + exp(−(z − 1)2))) + 1)
Example 3. ψ(z) = log(exp(2− z2) + 1)
The mean part, and all the other parameters setting are the same as those for Log-linear Gamma
model.
Table 3.4-3.6 present the simulation results for example 1-3 by using the estimating method
proposed in this paper (VDM) and comparing with the results from standard generalized linear
model (GLM) and double generalized linear model (DGLM). Among these three methods, we
can see our two-step method give the best performance. But it is also need to mention that,
the performance of quasi-likelihood is not as good as that for log-linear gamma model, which is
reasonable and validate our asymptotic result.
Mean(βˆ) SD(βˆ) MSE
β n VDM GLM DGLM VDM GLM DGLM VDM GLM DGLM
β0 200 1.970 1.996 1.993 0.052 0.072 0.072 0.0036 0.0056 0.0053
500 1.990 2.000 2.001 0.029 0.039 0.039 0.0010 0.0015 0.0015
1000 1.99 1.999 1.998 0.019 0.029 0.029 0.0005 0.0009 0.0009
β1 200 1.016 1.003 1.001 0.039 0.052 0.051 0.002 0.003 0.003
500 1.007 1.000 1.000 0.022 0.030 0.030 0.0005 0.0009 0.0009
1000 1.005 1.001 1.000 0.015 0.022 0.022 0.0003 0.0050 0.0005
Table 3.4: Summary of Results in Simulation with ψ(z) = log(exp(2.5 sin(2z)) + 1)
Mean(βˆ) SD(βˆ) MSE
β n VDM GLM DGLM VDM GLM DGLM VDM GLM DGLM
β0 200 1.960 2.002 2.000 0.062 0.067 0.068 5.4-E3 4.5-E3 4.6-E3
500 1.975 1.999 1.997 0.038 0.048 0.048 2.1-E3 2.3-E3 2.3-E3
1000 1.987 1.999 1.980 0.027 0.033 0.033 9.0-E4 1.1-E3 1.1-E3
β1 200 1.024 0.999 1.001 0.045 0.501 0.508 0.003 0.003 0.003
500 1.013 1.000 1.001 0.027 0.033 0.033 8.7-E4 1.1-E3 1.1-E3
1000 1.007 1.000 1.001 0.019 0.023 0.023 4.3-E4 5.1-E4 5.2-E4
Table 3.5: Summary of Results in Simulation with ψ(z) = log(exp(2.5/(exp((z+1)2)+exp(−(z−
1)2))) + 1)
Figure 3.2 gives the performance of nonparametric dispersion function fitting. From the
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Mean(βˆ) SD(βˆ) MSE
β n VDM GLM DGLM VDM GLM DGLM VDM GLM DGLM
β0 200 1.957 1.992 1.990 0.061 0.067 0.067 0.0055 4.6 0.0026
500 1.982 1.999 1.998 0.035 0.041 0.041 0.0015 0.0016 0.0017
1000 1.989 2.000 1.999 0.024 0.030 0.031 0.0007 0.0009 0.0009
β1 200 1.025 1.006 1.008 0.046 0.051 0.05 0.0027 0.0026 0.0026
500 1.010 1.001 1.002 0.025 0.030 0.031 0.0008 0.0010 0.0009
1000 1.006 1.000 1.003 0.018 0.023 0.023 0.0004 0.0005 0.0005
Table 3.6: Summary of Results in Simulation with ψ(z) = log(exp(2− z2) + 1)
plot we can see, the two-step estimating method in this chapter also catches the nonparametric
properties of dispersion function.
3.5 Empirical Data Analysis
In this section, we will apply the proposed two step iterative estimating algorithm for modeling
and inference of of two application examples: Toxoplasmosis study and Ultrasound safety study.
These examples demonstrate the value of semiparametric modeling and estimation in a variety
type of data sets.
3.5.1 Toxoplasmosis Study
In this section, we apply our method to toxoplasmosis data (Table 3.7 or Efron [1986], page 710,
Table 1). The data is about the relation between the rainfall in 34 cities of El Salvador and
proportions of subjects testing positive for the disease toxoplasmosis.
Efron [1978] applied a ordinary logistic regression model to model the incidence rate as a
function of rainfall in the ith city µi of the standardized rainfall in city i and he suggested cubic
ordinary logistic regression model is a suitable model for this data. Efron [1986] reanalyzed this
data set by applying double exponential model with
logit(
µi
1− µi ) = β0 + β1Xi + β2X
2
i + β3X
3
i (3.28)
and
logit(
θi
C − θi ) = α0 + α1ni + α2n
2
i (3.29)
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City no. Predictor Response(prop. pos.) Original sample size
1 1,735 .500 4
2 1,936 .300 10
3 2,000 .200 5
4 1,973 .300 10
5 1,750 1.000 2
6 1,800 .600 5
7 1,750 .250 8
8 2,077 .368 19
9 1,920 .500 6
10 1,800 .800 10
11 2,050 .292 24
12 1,830 .000 1
13 1,650 .500 30
14 2,200 .182 22
15 2,000 .000 1
16 1,770 .545 11
17 2,930 .000 1
18 1,770 .611 54
19 2,240 .444 9
20 1,620 .278 18
21 1,756 .167 12
22 1,650 .000 1
23 2,250 .727 11
24 1,796 .532 77
25 1,890 .471 51
26 1,871 .438 16
27 2,063 .561 82
28 2,100 .692 13
29 1,918 .535 43
30 1,834 .707 75
31 1,780 .615 13
32 1,900 .300 10
33 1,976 .167 6
34 2,292 .622 37
Table 3.7: Toxoplasmosis Data, Showing the Proportions of Subjects Testing Positive (yj) and
Numbers Tested (nj) in 34 Cities of El Salvador
Here X and n are standardized rainfall and sample size in city i. And C = 1.25 representing
an upper bound on the value of θi. Ganio and Schafer [1992] studied the toxoplasmosis data
set under several dispersion model settings such as double binomial model and quasi-likelihood
model. The final model they got is just the ordinary logistic model with variance of yi to be
var(yi) = njµj(1− µj)/φ, here φ is a fixed dispersion parameter. Xie et al. [2008] extended the
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Ganio and Schafer [1992]’s model by using varying scale model with,
µi =
exp(wiηi)
1 + exp(wiηi)
(3.30)
with ηi = β0+β1Xi+β2X2i +β3X
3
i and keep the same overdispersion model var(yi) = niµi(1−
µi)/φ. The scaling function wi = w(zi) is used to adapt for heterogeneity in the data.
Here we extend the resulting model in Ganio and Schafer [1992] for the positive incidence
rate to a varying dispersion model,
µi =
exp(ηi)
1 + exp(ηi)
(3.31)
with ηi = β0 + β1Xi + β2X2i + β3X
3
i and the overdispersion model change to
var(yi) = niµi(1− µi)/φi (3.32)
with φi = φ(zi) = h(g(zi)). Here zi = (ni − n¯)/(
∑34
i=1(ni − n¯)2/33)0.5, and h(·) is the
log(·) link function. g(·) is our nonparametric function. The result for (βˆ0, βˆ1, βˆ2, βˆ3)T is
(−0.0299,−0.9122,−0.2137, 0.3355)T .
The standard errors for (βˆ0, βˆ1, βˆ2, βˆ3)T are (0.1147, 0.2278, 0.0946, 0.07980)T , which means
that the cubic logistic regression model is very significant in this model setting.
3.5.2 Ultrasound Safety Study
O’Brien et al. [2003] reported on an experiment on pigs to assess risk of lesions in the lung.
Two important measures in this experiment are ultrasound energy level (acoustic pressure in
megapascals or MPa) and age. Figure 3.3 present the binary data of ultrasound safety study.
The symbols indicate presence or absence of a lesion after exposure. Xie et al. [2008] proposed
the semiparametric varying scale model and analyzed the this data set by their proposed method.
They estimated the varying scale corresponding to the nonlinear age dependence of risk of lesion.
In the section, we re-analyze the data set by putting the varying scale on the dispersion
part. Because there is no room for estimating dispersion for binary data, we group the binary
response w.r.t. age.
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Figure 3.3: Ultrasound Safety Study: Ultrasound Energy Level vs. Age
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Figure 3.4 gives the plot of age w.r.t. the average Acoustic pressure(MPa) level for each age
group. The size each solid dot means the size of each age group.
Figure 3.4: Ultrasound Safety Study (Grouped Data): Ultrasound Energy Level vs. Age
We fit to the grouped data the following varying dispersion model
logit(E(yj)) =β0 + β1xj + β2zj + β3z2j
V ar(yj) =njE(yj)(1− E(yj))w(vj)
(3.33)
Here, yj is the proportion of lesion in jth age group, zj is the xj is the acoustic pressure level in
jth age group and w(vj) is the nonparametric unknown varying dispersion function, where we
use a transformed age variable vj = (zj − z¯)/sz instead of the original age zj . Four estimates
and their standard errors, computed from the semiparametric large sample theory, are give in
Table 3.7.
Figure 3.5 gives the fitted curve and 95% Confidence interval for nonlinear varying dispersion.
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β0 β1 β2 β3
Estimates -1.701 0.188 0.687 0.435
Standard Error 0.330 0.066 0.166 0.129
Table 3.8: Parameter estimates and standard errors in the varying dispersion model for ultra-
sound risk
Figure 3.5: Fitted nonlinear varying dispersion curve for Ultrasound Safety Study
Because we have gap for predictor age, here we use dashed line to represent the gap. The deep
drop in the dispersion function plot with its confidence interval are a significant evidence of the
existence of nonlinear dispersion function.
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Chapter 4
Multivariate Bioequivalence Test
4.1 Intersection-Union Bioequivalence Test
In this section, we extend intersection-union test to any convex alternative. Let P be any fixed
point on the smooth boundary of the alternative convex set and let SP be the hyperplane which
is tangent to the convex set. Then SP divides the parameter space RP into two parts SPΓ and
RP − SPΓ, where SPΓ contains Γ and RP − SPΓ does not contain Γ. Let NP be a unit vector
which is orthogonal to SP . Assume NP + P ∈ RP − SP , so we can decide the direction of NP .
For any random variable X ∼ Np(θ, Σ), we have,
NTP (X − P ) ∼ NP
(
NTP (θ − P ), NTP ΣNP
)
. (4.1)
Now define a sub test with respect to P as,
H0P : NTP (µ− P ) > 0 v.s. HAP : NTP (µ− P ) ≤ 0 . (4.2)
Therefore, we may reject the null hypothesis if and only if
NTP (X¯ − P ) ≤ −
√
NTP ΣˆNP tn−1(α)/
√
n, (4.3)
which means the rejection region for this sub test is
RP =
{
X : NTP (X¯ − P ) ≤ −
√
NTP ΣˆNP tn−1(α)/
√
n
}
.
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Figure 4.1: Illustration of subtest for point P
The rejection region RIU for overall intersection-union test TIU can be built as,
RIU =
⋂
P∈∂Γ
RP . (4.4)
By properties of intersection-union test, we can see TIU is a level-α test.
In most applications, we are interested in some specific form of Γ instead of any convex set.
From here on, we will focus on testing,
H0 : θT θ > 1 v.s. HA : θT θ ≤ 1 . (4.5)
A degenerated test for (1.7) assumes a known Σ matrix for the multivariate normal distri-
bution. Then the 1− α confidence region for θ is,
C1−α,Σ(X) = {θ : (X¯ − θ)TΣ−1(X¯ − θ) ≤ (C ′p)2} (4.6)
45
and
(C ′p)
2 = χ2p(α)/n . (4.7)
Therefore, we can rewrite the three tests with their rejection regions as,
T ′HT :R
′
HT =
{
(X¯,Σ) : C1−2α,Σ(X) ⊆ Γ
}
,
T ′BCH :R
′
BCH =
{
(X¯,Σ) : CBCH1−α,Σ(X) ⊆ Γ
}
,
T ′IU :R
′
IU =
⋂
P∈∂Γ
R′P ,
where
R′P =
{
X¯ : P T (X¯ − P ) ≤ −
√
P TΣPzα/
√
n
}
,
and Γ is unit ball.
Theorem 4.1 Suppose X1, . . . , Xn are independent and identically distributed samples from
Np(θ,Σ) and Σ is known. Then for testing problem (4.5), T ′IU is a level-α test and uniformly
more powerful than T ′HT and T
′
BCH .
Theorem 4.1 is valid for known Σ matrix. In the following theorem, we show that Theorem
4.1 can be generalized to unknown Σ matrix case.
Theorem 4.2 Suppose X1, . . . , Xn are independent and identically distributed samples from
Np(θ,Σ). Then for testing problem (4.5), TIU is a size-α test and it is uniformly more powerful
than THT .
Remark 4.1 Wang et al. [1999] proposed an intersection-union test for hyper-rectangle alterna-
tive hypothesis HA : maxi |θ(i)| ≤ 1. The test is a size-α test which is uniformly more powerful
than confidence region based tests. It is a special case for the intersection-union test on the
convex alternatives.
Remark 4.2 Convex alternative hypothesis assumption is essential in intersection-union test.
If the convex alternative hypothesis is not true, we can not use tangent hyperplane to separate
the whole space and guarantee that the alternative hypothesis is contained in some part of the
space.
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Figure 4.2: Illustration of R′U , R
′
I and R
′
BCH
Remark 4.3 TIU , THT and TBCH are all biased tests because they have no power when the
variance is relatively too big. When the alternative hypothesis is hyper-rectangle, Wang et al.
[1999] proposed a more powerful test based on Brown et al. [1998]. It can be applied here if the
alternative is as (1.7). Then we can consider sub-test with respect to point P and sub-test with
respect to point −P together as an one-dimensional Two-One Sided Test.
Remark 4.4 Berger and Hsu [1996] page 299 gave a similar formula for ellipsoidal alternative
hypothesis as an extension of Brown et al. [1995]’s test for unknown Σ case. Here we extend
this to any convex alternative and give the intersection-union explanation for this test.
Figure 2 illustrates the rejection regions of T ′HT , T
′
IU and T
′
BCH . We choose sample size
n = 20 with covariance matrix Σ = diag(1.44, 0.09). The area inside solid curve is the rejection
region for T ′IU , the area inside dashed curve is the rejection region for T
′
HT and the area inside
dotted curve is the rejection region for T ′BCH . It is quite clear, R
′
BCH and R
′
HT are subset
of R′IU , which is consistent with the conclusions of Lemma C.1 and Theorem 4.1. Figure 3
shows the comparison of F1(P ) = (P − X)TΣ−1(P − X), F2(P ) = (P
T (P−X)T )2
PTΣP
and F3(P ) =
(PTΣ−1(P−X)T )2
PTΣ−1P . We fix X = (0, 0.2)
T , Σ = diag(1.44, 0.09) and P = (cosφ, sinφ)T . These
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Figure 4.3: Illustration of F1(P ), F2(P ) and F3(P )
three functions represent the rejection rules for T ′HT , T
′
IU and T
′
BCH . The dotted line represents
function F1, solid line represents function F2 and dashed line represents function F3. We can
see F1 is uniformly bigger than F2 but they have the same minimal and maximum points. The
minimal value for F3 is less than that for F1 and F2. Practically, it is impossible to test all
the points on the boundary of alternative hypothesis. The following is the algorithm for testing
(4.5).
Step 1: Check whether or not X¯ ∈ HA. If X¯ 6∈ HA we accept, if not then proceed with step 2.
Step 2: Check whether or not X¯ is inside the intersection of all the rejection regions of the
sub tests. In order to check this, we can simulate large amount of points on the boundary of
unit ball. Then we can check condition P T (X¯ − P ) ≤ −
√
P TΣPzα/
√
n is satisfied or not for
every point. If they are all satisfied, we reject the null hypothesis. Otherwise, we accept the
null hypothesis.
This algorithm is similar to the algorithm of confidence region approach. When dimension
is high, we need to sample a lot more points in order to get more accurate results.
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4.2 Simulation Study
4.2.1 2-dimension Simulation Study
In this section, we report several Monte Carlo simulation studies for the testing problem (4.5). In
each scenario, 3,000 Monte Carlo simulations were performed. For each simulation, we randomly
select 2,000 points on the boundary of the circle. The nominal level is always chosen as α = 0.05.
In the first scenario, 20 random variables were generated from N2(θ, Σ1), where
Σ1 =

1
8 − 316
− 316 1716
 .
The power curve was obtained by local polynomial interpolation between the grid points,
{
θ : θ =
 θ1
θ2
 =
 i10
0
 , i = 1, . . . , 10} .
We compare the proposed test with TBCH and THT . Power curves for all tests are shown in
Figure 4. Note that when θ1 = 1 it is on the boundary of the null hypothesis. Next we will do
the simulation study to compare the size of the intersection-union test with TBCH and THT . In
Figure 5, we display the actual rejection rate of all tests on points on unit circle. The points are
set to be
θ : θ =

θ1
θ2
 =

cos i30pi
sin i30pi
 , i = 0, . . . , 30
 .
under the same distributional setting as in Figure 4. Local polynomial interpolation is used
again to smooth the result curve.
Table 1 displays some simulation results where 1,000 Monte-Carlo simulations were per-
formed for BCH test, Hoteling-T 2 test and Intersection-Union test.
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Figure 4.4: Power Function β of the Hoteling-T 2 (dashed line), BCH-test (dotted line) and
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Figure 4.5: Size of Hoteling T 2, BCH and Itersection-Union Test
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Σ n BCH-Test Hoteling-T 2 test IU-Test[
.16 0
0 .64
] 10 0.0023 0.0013 0.0113
20 0.0017 0.0040 0.0267
50 0.0000 0.0063 0.0340
[
.01 .025
.025 .25
] 10 0.0000 0.0003 0.0067
20 0.0000 0.0037 0.0177
50 0.0000 0.0090 0.0327
[
.8 −.4
−.4 .8
] 10 0.0167 0.0017 0.0217
20 0.0137 0.0097 0.0323
50 0.0063 0.0123 0.0443
Table 4.1: Simulated Power and Level of the Test (4.5) for BCH test, MP test and IU test,
where θ = (1, 0)T .
4.2.2 5-dimensional Simulation Study
In this section, we report a Monte Carlo simulation study for the testing problem (4.5) with
dimension equal to 5. This is a relatively high dimensional situation. In each scenario, 3,000
Monte Carlo simulations were performed. For each simulation, we randomly select 6,000 points
on the boundary of the 5-dimensional unit ball. The nominal level is always chosen as α =
0.05. In the first scenario, 20 multivariate normal random variables were generated where the
covariance matrix Σ = diag(1.5, 1.0, 0.5, 0.2, 0.1). The power curves were obtained by local
polynomial interpolation between the grid points
{
θ : θ = (θ1, . . . , θ5)T = (
i
10
, 0, 0, 0, 0), i = 1, . . . , 10
}
.
For 5 dimension, TBCH is not a valid test if we just replace Σ by Σˆ. Therefore, we only compare
the proposed test with Hoteling-T 2 test. Power curves for both tests are shown in Figure 6.
Note that θ1 = 1 is on the boundary of the null hypothesis. From these figures and table, we
can draw the following conclusion,
• The intersection-union test is uniformly more powerful than Munk and Pfluger [1999]’s
Hoteling-T 2 test and Brown et al. [1995]’ BCH-test for ellipsoidal alternative hypothesis.
A direct conjecture is the intersection-union test is uniformly more powerful than Munk
and Pfluger [1999]’s Hoteling-T 2 test for any convex alternative hypothesis. According to
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Figure 4.6: Power Function β of the Hoteling-T 2 (dashed line) and intersection-union Test (solid
line)
the simulation results, the difference of power for intersection-union test and Hoteling-T 2
test may be as large as 32% and the difference of power for intersection-union test and
BCH-test may be as large as 81%. As the dimension increases, Munk and Pfluger [1999]’s
Hoteling-T 2 test will lose power dramatically, while the intersection-union test still keep
the power.
4.3 Examples
4.3.1 A Pharmacokinetics Bioequivalence Study
The applicability of the intersection-union test for sphere alternative hypothesis is illustrated
in the example of two-dimensional ibuprofen data presented by Chinchilli and Elswick [1997].
Following these authors, the purpose of this study is to test whether or not the log difference
of the expected AUC (Area Under Curve) and Cmax (Maximum Concentration) are between
log(0.8) and log(1.25).
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Munk and Pfluger [1999] compared THT with intersection-union test for rectangle alterna-
tive. In this section, we will compare THT , TBCH with the intersection-union test for convex
alternative. We assume bivariate random variables are observed in a 2 × 2 crossover design
without period effects. After normalizing data by X1i = [1/ log 1.25](logAUCTi − logAUCRi )
and X2i = [1/ log 1.25](logCTmax,i − logCRmax,i), we have
Xi =
 X1i
X2i
 ∼ N2(θ, Σ) .
We can test (4.5) with dimension p=2. The summary statistics are,
X¯ =
 −0.121332
0.190746

and
Σˆ =
 0.1300518 0.1368549
0.1368549 0.8743755

with sample size n = 26.
Table 2 lists the p-values calculated for TBCH , THT and TIU . The p-values show that all
tests reject the null hypothesis, which coincides with the conclusion in Chinchilli and Elswick
[1997]. The intersection-union test gives a smaller p-value than Hoteling T 2 test which reflects
the superior power as we proved in the previous section. Because in the BCH test, we simply
plug in the estimator Σˆ and still use zα, we list two kinds of p-values in the following table.
The first row values are calculated based on a known Σ and it is equal to Σˆ, the p-values are
calculated by using z value or χ2 value. The second row values are calculated based on unknown
Σ, the p-values are calculated by using t value or F value.
Table 4.2: P-values for testing (4.5) on Ibuprofen data.
BCH Test Hoteling T 2 Test IU Test
P value
0.0000295∗ 0.0000295∗ 0.00000510∗
0.00029 0.00050 0.00011
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4.4 Conclusion
We have compared several tests for ellipsoidal hypothesis H0 : θTAθ > 4 v.s. Ha : θTAθ ≤ 4.
It was proved that the intersection-union test is uniformly more powerful than the other tests. It
was shown in simulation that, the intersection-union test yields satisfactory results in power and
size. Particularly, for rectangle alternative hypothesis, the proposed test coincides with Wang
et al. [1999]’s intersection-union test.
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Chapter 5
Bioequivalence Test for Functional
Data
5.1 L∞ norm based equivalence test
Let y1(x), . . . , yn(x) be n independent realizations for the following stochastic process:
yi(x) = µ(x) + ²i(x), i = 1, 2, . . . , n; x ∈ [a, b] (5.1)
where µ(x) is the mean function of the stochastic process, ²i(x) is the ith individual function
variation from µ(x). We want to test,
H0 :{µ(x) : sup
x
µ(x) > ∆u or inf
x
µ(x) < ∆l}
vs.
HA :{µ(x) : ∆l < inf
x
µ(x) ≤ sup
x
µ(x) ≤ ∆u}
(5.2)
Denote x1 = (x−a)/(b−a), and µ1(x1) = (µ(x)− infx µ(x))/(supx µ(x)− infx µ(x))). It is easy
to see that the null and alternative hypothesis can be normalized to the following hypothesis.
H0 :{µ(x) : sup
x
µ(x) > 1 or inf
x
µ(x) < 0}
vs.
HA :{µ(x) : 0 < inf
x
µ(x) ≤ sup
x
µ(x) ≤ 1}
(5.3)
In univariate and multivariate bioequivalence test, a intuitive test is based on confidence interval
(region). In the functional data, we also apply the confidence inclusion rule.
Let L(x : y1(x), . . . , yn(x)) and U(x : y1(x), . . . , yn(x)) be the lower and upper bound for the
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1− α simultaneous confidence band of µ(x), which means,
P (L(x : y1(x), . . . , yn(x)) ≤ µ(x) ≤ U(x : y1(x), . . . , yn(x)), ∀x) = 1− α (5.4)
Theorem 5.1 Suppose Y1(x), . . . , Yn(x) are I.I.D. samples from Stochastic Process GP (x). Let
CB(x) = [L(x : y1(x), . . . , yn(x)), U(x : y1(x), . . . , yn(x))] be the level 1− α simultaneous confi-
dence band of µ(x). Consider the testing problem (5.4), we may reject the null hypothesis if and
only if
0 ≤ inf
x
L(x : y1(x), . . . , yn(x)) ≤ sup
x
U(x : y1(x), . . . , yn(x)) ≤ 1 (5.5)
This is a level α test.
¤
The construction of simultaneous confidence band for nonparametric regression curve is a chal-
lenging problem and has been studied extensively during last twenty years. For the model with
independent measurement error, two main ways to build the simultaneous confidence band (SCB)
are based on strong invariance principle (for example, Hardle [1989], Eubank and Speckman
[1993] and Wang and Yang [2009]) and ”tube formula” (for example, Johansen and Johnstone
[1990] and Sun and Loader [1994]).
For dependent data or functional data, the construction of simultaneous confidence band is
more difficult. Wu and Zhao [2007] built the SCB for the trend in time series regression. As for
functional data, Degras [2010] proposed a bootstrapped simultaneous confidence band for mean
function µ(x). Here we use the Degras [2010]’s bootstrapped SCB for our equivalence testing
problem.
As for functional data, the data points are discretized. Let (xij , yij), i = 1, . . . , n, j = 1, . . . , pi
be the collection of n function curves from model (5.1) with [a, b] = [0, 1]. Given x ∈ [0, 1] and
bandwidth b, we follow Yao et al. [2003] estimating procedural for functional data and estimate
µ(x) σ2x by using local linear estimator (Fan and Gijbels [1996]). By Taylor expansion, we have
for any t ∈ [0, 1], µ(t) ≈ λ0 + λ1(t− x). Therefore we can approximate µ(t) by λˆ0. (λˆ0, λˆ1) is
defined as,
(λˆ0, λˆ1) = argmin(λ0, λ1)
n∑
i=1
pi∑
j=1
(
yij − λ0 − λ1(xij − x)
)2
Kh(xij , x) (5.6)
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where Kb(xij , x) = 1bK(
xij−x
b ), and K(·) is a kernel function. The bandwidth b can be chosen
empirically by one-curve-leave-out cross validation (for example, see Rice and Silverman [1991]
and Yao et al. [2003]). The one-curve-leave-out cross validation is define as,
b = argminbCV (b) = argminb
n∑
i=1
pi∑
j=1
(
yij − µˆ(−i)(xij , b)
)2
/n (5.7)
The other way to choose bandwidth b is by the asymptotic theory (for example see Theorem 1
in Degras [2010]). The variance function σ2(x) can also be estimated by applying local linear
smoothing on raw variances Vi(xij) =
(
yij − µˆ(xij)
)2. The bandwidth for variance estimator σˆ2
can also be chosen by one-curve-leave-out cross validation.
h = argminhCV (h) = argminh
n∑
i=1
pi∑
j=1
(
Vi(xij)− (σˆ2)(−i)(xij , h)
)2
/n. (5.8)
Note that when the design points for all the curves are the same, then the procedure can be
degenerated to a simpler form.
Based on µˆ(x) and σˆ2(x), we can approximate the simultaneous confidence band of µ(x) as,
[
µˆ(x)− zγ σˆ(x)√
n
, µˆ(x) + zγ
σˆ(x)√
n
]
(5.9)
where zγ is the critical value, for details about limit distribution of µˆ(x), see Degras [2010].
Here we estimate zγ by bootstrapping. The steps are as follows,
1. Resample with replacement from y1(x), . . . , yn(x) and denote the bootstrapped sample as
y∗1(x), . . . , y∗n(x).
2. Calculate the bootstrapped mean function µˆ∗(x) and variance function (σˆ2)∗(x) based on
y∗1(x), . . . , y∗n(x).
3. Compute z∗ =
√
n‖(µˆ∗ − µˆ)/σ∗‖∞.
4. Repeat steps 1-3 N times, (N is a large number) and take (1− γ)100% quantile for all the
z∗s as zγ .
Different scientific question will lead to different test. L∞ norm based test is one candidate.
The other possible equivalence test can be derived by using L2 norm.
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5.2 L2 norm based equivalence test
L∞ norm based equivalence test can test the equivalence hypothesis uniformly over the function
space. Another way to test the function equivalence is based on L2 norm.
Under L2 norm setting, the testing problem now become,
H0 :
∫
µ(t)2dt > ∆ vs. HA :
∫
µ(t)2dt ≤ ∆ (5.10)
By using similar normalization technique, we can transform the hypothesis to,
H ′0 :
∫
µ(x)2dx > 1 vs. H ′A :
∫
µ(x)2dx ≤ 1 (5.11)
The test statistics we use here is,
T2 =‖ µˆ ‖2=
∫
µˆ2(x)dx (5.12)
We first derive the asymptotic properties of T2 by using eigendecomposition. For functional
curve yi(x), we have,
yi(x) = µ(t) + ²i(t)
where ²i(t) is a Gaussian Process with mean 0 and covariance function γ(s, t). assume γ(s, t)
have finite trace, i.e., trace(γ) =
∫
(γ(t, t))dt <∞. By eigendecomposition, we have,
γ(s, t) =
∞∑
k=1
λkφk(s)φk(t)
where λ1 ≥ λ2 ≥ . . . are eigenvalues of γ(·, ·) and φ1(t), φ2(t), . . . are the corresponding eigen-
functions. We can write yi(x) as,
yi(x) = µ(x) +
∞∑
k=1
φk(x)ηik
where ηik ∼ N(0, λk) and ηik, ηik′ are independent when k 6= k′. Then we have,
µˆ(x) =
1
n
n∑
i=1
yi(x) = µ(x) +
∞∑
k=1
φk(x)η¯.k ∼ G(µ(x), γ(s, t)
n
) (5.13)
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Based on eigendecomposition on yi(t), we have the following theorem.
Theorem 5.2 Assume γ(s, t) has finite trace, then,
T2 =
∫
µˆ2(x)dx =d
∫
µ(x)2dx+
∞∑
k=1
(∫
µ(x)φk(x)dx
)
η¯.k +
∞∑
k=1
η2.k
¤
Let σ(x)2 =
∑∞
k=1
[
λk
n
( ∫
µ(x)φk(x)dx
)2 + 2
n2
λ2k
]
. Based on distribution of
∫
µˆ(x)2dx, we can
compute the level 1 − α confidence interval of ∫ µ(x)2dx. Because we know ∫ µ(x)2dx ≥ 0, we
compute one side confidence interval. The level 1− α confidence interval is,
CI1−α(
∫
µ(x)2dx) =
[
0,
∫
µˆ(x)2dx+ zα
√
σ(x)2
]
(5.14)
When the design points of yi(x) are the same for i = 1, . . . , n. Denote X = {xj :, j = 1, . . . , p}
as the design points, we can estimate µˆ(xj) by 1n
∑n
i=1 yi(xj). When design points for all the
functional curves yi(x) are not same, denote X =
⋃
i{xj :, j = 1, . . . , pi} as the design points
and let p = ]X . We can estimate µˆ(xj) by use local linear estimate as equation (5.6). Based on
{µˆ(xj)}, we can calculate the test statistic as,
T2 =
p−1∑
j=1
(
µˆ(xj)2 + µˆ(xj+1)2
) ∗ (xj + xj+1)/2 (5.15)
Given σˆ(x)2, based on the the asymptotic distribution we get from (D.1), we can test (5.11).
The testing procedure is as follows:
1. For the observed data, we can calculate the test statistic T2 by using equation (5.15).
2. Build the level 1− α confidence interval of ∫ µˆ(x)2dx based on equation (5.14).
3. Reject the null hypothesis if and only if the confidence interval is contained by interval
[0, 1].
From the procedure of the test, it is obvious that the test is a level α test.
In order to compute σˆ(x)2, we need to estimate λk and
∫
µ(x)φk(x)dx first. Although we
can estimate λk and φk(x) consistently, it is complicated to estimate σ(x)2 directly. A much
simpler way is using bootstrap. The bootstrap procedure is as follows,
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1. We resample y∗1(x), . . . , y∗n(x) from y1(x), . . . , yn(x) with replacement.
2. Computer the test statistic Tˆ ∗2 based on the bootstrapped samples.
3. Repeat Step 1 and 2 N times.
4. Computer bootstrapped variance (σ2(x))∗ of T2, and construct the confidence interval by
using
∫
µˆ(x)2dx and (σ2(x))∗.
Based on the boostrapped samples y∗1(x), . . . , y∗n(x), we have the following theorem.
Theorem 5.3 Suppose y∗i (x) ∼ G(µ∗(x), γ∗), i = 1, . . . , n, then,
E[(σˆ2)∗(x)] = σˆ2(x)
¤
5.3 Simulation Study
To illustrate the proposed two equivalence testing methods, we do Monte Carlo simulations
based on data generated from model,
yi = µ(t) + ²i(t) (5.16)
In this paper, we try two different simulation settings. The error processes are taken from Degras
[2010]. The first one is with Gaussian random process while the second simulation setting is
with a strongly non-normal random process. In detail, the two noise processes are described as
following. As for the first one, we define

²i(t) ∼ G(0, γ(s, t))
γ(s, t) = 0.252 exp(20 log(0.9)|s− t|)
(5.17)
Then the ²i(t) are distributed as a centered Gaussian process with an Ornstein-Uhlenbeck co-
variance function. The second model is a model with non-normal error process. It is specified
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by 
²i(t) = φ1(t)η1i + φ2(t)η2i
φ1(t) =
√
2/6 sin(pit)
φ2(t) = 2/3 ∗ (t− 0.5)
η1 ∼ χ21 − 1 and η2 ∼ Exponential(1)− 1
(5.18)
It is easy to see φ1(t) and φ2(t) are orthonormal. For design point t, we use equidistant design
with tj = (j − 0.5)/p with p=200.
5.3.1 Simulation based on L∞ norm
In this section, we report on several Monte-Carlo simulation studies for testing problem (5.2).
We try a group of µ(t), it is
G1 ={µl(t) : 0.5 + sin(2pit) ∗ l | l = 0.05, 0.1, . . . , 0.5}
When l=0.50, µl(t) is on the boundary of the null hypothesis.
The simulations were conducted as followings. For each model (5.17) or (5.18), we set sample
size n=10, 20 and 50 for small, median and large sample size. For each (n, µl(t)), the model was
simulated N = 1000 times to assess the rejection rate. The simultaneous confidence bands were
build at the confidence level 1−γ = 95%. Degras [2010] has observed that for a given setup, the
main source of variablility in the SCB’s amplitude over the simulations lies in the estimation of
the threshold zγ , whereas the estimation of σ2(x) bears little influence.
The SCB was estimated by local linear estimation implemented in R with package ”locfit”.
The tuning parameter α (corresponding to bandwidth b) for estimating mean function µx and
variance function σ2(x) was chosen to be a fixed number 0.2, which means 20% of the data will
be used for each predictor value x. Because x is equidistant, the bandwidth b here is around
0.2. We choose this specific α value due to a small simulation at beginning.
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Sample Size (n)
l(µl(t)) 10 20 50
0.05 0.348 1.000 1.000
0.10 0.232 0.998 1.000
0.15 0.125 0.989 1.000
0.20 0.034 0.924 1.000
0.25 0.013 0.690 1.000
0.30 0.001 0.304 0.991
0.35 0.000 0.044 0.825
0.40 0.000 0.004 0.168
0.45 0.000 0.000 0.000
0.50 0.000 0.000 0.000
Table 5.1: Simulated Power and Level of the L∞ norm based test with noise model (5.17)
Sample Size (n)
l(µl(t)) 10 20 50
0.05 0.268 0.753 0.998
0.10 0.222 0.752 0.996
0.15 0.163 0.699 0.992
0.20 0.086 0.595 0.992
0.25 0.032 0.431 0.966
0.30 0.009 0.186 0.885
0.35 0.000 0.024 0.594
0.40 0.000 0.001 0.096
0.45 0.000 0.000 0.001
0.50 0.000 0.000 0.000
Table 5.2: Simulated Power and Level of the L∞ norm based test with noise model (5.18)
5.3.2 Simulation based on L2 norm
In this section, we report on several Monte-Carlo simulation studies for testing problem (5.2).
We try another group of µ(t), which is
G2 ={µl(t) :
√
l
10(e− 1) exp(t/2) | l = 1, . . . , 10}
When l=0.5, µl(t) is on the boundary of the null hypothesis. Simulation setting for noise process
will be the same as that for L∞ norm based test.
From these tables, we can draw the following conclusions,
• The bootstrap L∞ norm based test works in model (5.17) for large sample size. For small
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Sample Size (n)
l(µl(t)) 10 20 50
1 1.000 1.000 1.000
2 1.000 1.000 1.000
3 1.000 1.000 1.000
4 1.000 1.000 1.000
5 0.998 1.000 1.000
6 0.982 1.000 1.000
7 0.905 0.994 1.000
8 0.654 0.831 0.993
9 0.293 0.420 0.654
10 0.081 0.078 0.061
Table 5.3: Simulated Power and Level of the L2 norm based test with noise model (5.17)
Sample Size (n)
l(µl(t)) 10 20 50
1 1.000 1.000 1.000
2 0.999 1.000 1.000
3 0.996 1.000 1.000
4 0.984 0.999 1.000
5 0.945 0.997 1.000
6 0.881 0.977 1.000
7 0.779 0.904 0.997
8 0.611 0.729 0.908
9 0.415 0.458 0.598
10 0.214 0.161 0.135
Table 5.4: Simulated Power and Level of the L2 norm based test with noise model (5.18)
sample size, the rejection rate is not quite good, it can be partially explained by the relative
high noise level in the model.
• For L2 norm based test, in model (5.17), it works quite well in both small and large sample
size. The size of the test is around the nominal level 0.05. But for nonnormal model (5.18),
the size is larger than the nominal level, it shows that the test need larger sample size to
control the type 1 error.
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5.4 Empirical Data Analysis
5.4.1 Ultrasound Backscatter Coefficient Study
Backscatter coefficients (BSCs) is commonly used in Quantitative ultrasound (QUS) analysis,
which has the potential to provide additional information of clinical relevance for diagnosing
disease. One way to evaluate the quality of QUS analysis is to test the reproducibility of BSC
across different transducers and different equipments. Wear et al. [2005] evaluated physical
phantoms with known properties to demonstrate agreement between laboratories. Wirtzfeld
et al. [2010] compared BSC across different transducers and equipments from in vivo spontaneous
rat mammary tumors. They applied functional analysis of variance (fANOVA) for testing the
mean function difference for several group. The null hypothesis of fANOVA test sometimes may
be too conservative. A natural extension of the group comparison is to test the equivalence of
mean functions for different groups.
Figure 5.1 gives the experiment results of BSC vs. Frequency for two different transducers
”RP − 5Mhz” and ”RP − 10Mhz” on two different animal(R2800, R2799)’s tissue samples. As
for this example, the model setting is two group comparison instead of one group equivalence
test. We restate the bootstrap algorithms for L∞ and L2 normal based test first.
Let y11(x), . . . , y1n1(x) be n1 independent realizations for the stochastic process: y1j(x) =
µ1(x) + ²1j(x) and y21(x), . . . , y2n2(x) be n2 independent realizations for the stochastic process:
y2j(x) = µ2(x) + ²2j(x). Assume n1n2 is bounded away from 0 and ∞. For L∞ norm based test,
the null and alternative hypothesis are,
H0 :{µ(x) = µ1(x)− µ2(x) : sup
x
µ(x) > ∆u or inf
x
µ(x) < ∆l}
vs.
HA :{µ(x) = µ1(x)− µ2(x) : ∆l < inf
x
µ(x) ≤ sup
x
µ(x) ≤ ∆u}
(5.19)
The simultaneous confidence band for µ(x) = µ1(x)− µ2(x) depends on µˆ(x), σ2(x) and zγ .
Let µˆ1(x), µˆ2(x), σˆ21(x) and σˆ
2
1(x) be estimators for µ1(x), µ2(x), σ
2
1(x) and σ2(x). An intuitive
estimator for µ(x) and σ2(x) is µˆ = µˆ1(x)− µˆ2(x) and σˆ2(x) = ( 1n1 σˆ21(x) + 1n2 σˆ22(x))
√
n1n2.
By adding some conditions, the asymptotic theory of µˆ can be derived similarly as Degras
[2010]. Now let G(0,R′) to be the Guassian Process with the covariance function R′. Denote z′γ
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Figure 5.1: BSC vs. Frequency for Animal R2800 and Animal R2799
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as (1−γ)% quantile of |G(0,R′)|∞. The simultaneous confidence band for µ(x) = µ1(x)−µ2(x)
is, [
µˆ(x)− z′γ
σˆ(x)√
n
, µˆ(x) + z′γ
σˆ(x)√
n
]
(5.20)
where n =
√
n1n2. We reject the null hypothesis if and only if,
∆L < inf
x
(µˆ(x)− z′γ
σˆ(x)√
n
) < sup
x
(µˆ(x)− z′γ
σˆ(x)√
n
) < ∆u
The bootstrapping steps of estimating z′γ are as follows,
1. Resample with replacement from y12(x), . . . , y1n1(x) and denote the bootstrapped sample
as y∗11(x), . . . , y∗1n1(x).
2. Resample with replacement from y21(x), . . . , y2n2(x) and denote the bootstrapped sample
as y∗21(x), . . . , y∗2n2(x).
3. Calculate the bootstrapped mean function µˆ∗1(x), µˆ∗2(x) and variance function (σˆ21)∗(x),
(σˆ22)
∗(x) based on y∗11(x), . . . , y∗1n1(x) and y
∗
21(x), . . . , y
∗
2n2
(x).
4. Compute z∗ =
√
n‖(µˆ∗ − µˆ)/σ∗‖∞.
5. Repeat steps 1-4 N times, (N is a large number) and take (1− γ)100% quantile for all the
z∗s as z′γ .
Choosing a suitable pair (∆l,∆u) is a scientifically challenging question. Table 5.5 gives the
p-value for bootstrapped L∞ norm based test w.r.t. different ∆ value. In the study, we choose
∆l = −∆u.
As for L2 norm based equivalence, follow the similar rule, we can formulize the null and
alternative hypothesis as following,
H0 :
∫
(µ1(t)− µ2(t))2dt > ∆ vs. HA :
∫
(µ1(t)− µ2(t))2dt ≤ ∆ (5.21)
Define the test statistic
T ′2 =
p−1∑
j=1
(
µˆ(xj)2 + µˆ(xj+1)2
) ∗ (xj + xj+1)/2 (5.22)
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Animal ID
∆ R2800 R2799
0.1 0.999 0.999
0.2 0.999 0.999
0.3 0.843 0.997
0.4 0.390 0.973
0.5 0.166 0.788
0.6 0.110 0.587
0.7 0.081 0.507
0.8 0.059 0.455
0.9 0.038 0.397
1.0 0.032 0.324
Table 5.5: p-value for L∞ norm based equivalence test for different ∆
where µ(x) = µ1(x)− µ2(x).
The bootstrap steps for estimating var(T ′2) are as following,
1. Resample with replacement from y12(x), . . . , y1n1(x) and denote the bootstrapped sample
as y∗11(x), . . . , y∗1n1(x).
2. Resample with replacement from y21(x), . . . , y2n2(x) and denote the bootstrapped sample
as y∗21(x), . . . , y∗2n2(x).
3. Computer the test statistic (T ′2)∗ based on the bootstrapped samples.
4. Repeat Step 1-3 N times.
5. Computer bootstrapped variance (σ2(x))∗ of T ′2, and construct the confidence interval by
using
∫
µˆ(x)2dx and (σ2(x))∗.
Table 5.6 gives the p-value for bootstrapped L∞ norm based test w.r.t. different ∆ value.
The empirical study also shows L∞ norm based equivalence test is more conservative than
L2 norm based equivalence. For Animal R2799, equivalence of two groups can not be tested by
the equivalence test ,while for R2800, when the threshold is relatively big, these two transducers
are equivalent in both L∞ and L2 norm senses.
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Animal ID
∆ R2800 R2799
0.01 0.995 0.633
0.02 0.979 0.591
0.03 0.927 0.548
0.04 0.809 0.504
0.05 0.614 0.460
0.06 0.384 0.417
0.07 0.190 0.374
0.08 0.072 0.333
0.09 0.020 0.294
0.10 0.004 0.257
Table 5.6: p-value for L2 norm based equivalence test for different ∆
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Appendix A
Technical Proofs for Chapter 2
A.1 Proof of Theorem 2.1
Before we present the proof of the theorem, we give the following auxiliary lemmas.
We sort {x1i}, i = 1, . . . , n first, and let x1(1) ≤ x1(2) ≤ . . . ≤ x1(n), where [x1(1), · · ·, x1(n)] =
[x11, . . . , x1n]. Let [x′21, . . . , x′2n] be the corresponding permutated x2 sample values. Now we
define m1(x1(i)) = m1(i), m2(x′2i) = m
′
2i, and mˆ1(i), mˆ
′
2i to be the corresponding estimators.
Similarly, we can sort x2i, i = 1, . . . , n, and define m2(x2(i)) = m2(i), m1(x′1i) = m
′
1i with
corresponding estimators mˆ2(i) and mˆ′1i.
Lemma A.1 Assume X11, · · ·, X1n are i.i.d. with density p1(x1) and X21, · · ·, X2n are i.i.d. with
density p2(x2). And suppose X1(i), X2(i) are their order statistics. Then if (AS I) is satisfied,
we have,
max
i
|Xj(i) −Xj(i−1)| = OP (
log n
n
) j = 1, 2 (A.1)
The proof of this lemma is very standard, for example see Billingsley [1995].
¤
Lemma A.2 Suppose design random variables X1 and X2 are independent. Then X ′2i’s are
independent and identically distributed, so does X ′1i’s.
Proof of Lemma A.2: Define X2 = [X21, . . . , X2n]T , X′2 = PX1X2 = [X ′21, . . . , X ′2n]T , where
PX1 is the permutation matrix of X2 to X
′
2.
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Then for any 0 < i ≤ n and for any constant c, we have,
P (X ′2i < c) =
n∑
j=1
P (X ′2i < c|X ′2i = X2j) ∗ P (X ′2i = X2j)
=
n∑
j=1
P (X2j < c) ∗ P (X ′2i = X2j)
=P (X2 < c)
n∑
j=1
P (X ′2i = X2j)
=P (X2 < c)
Because i is random, we can get that all those X ′2i’s are identically distributed and with the
same density as random variable X2.
Therefore, let C = [c1, . . . , cn]T we have,
P [X′2 < C] =P [PX1X2 < C]
=P [X2 < P−1X1C]
=
n∏
i=1
P [X2 < ci]
=
n∏
i=1
P [X ′2i < ci]
Which means that X ′2i’s are independent and identically distributed with the same density as
X2. (Here, P−1X1 is still a permutation matrix.)
¤
Proof of Theorem 2.1: Firstly, we prove equation (2.10). At beginning, we can rewrite
√
nγˆ as,
√
n
(∑n
i=1(yi − µˆ− mˆ1i − mˆ2i)mˆ1imˆ2i∑n
i=1 mˆ
2
1imˆ
2
2i
)
=
(
∑n
i=1(µ− µˆ+m1i − mˆ1i +m2i − mˆ2i)mˆ1imˆ2i)/
√
n
(
∑n
i=1 mˆ
2
1imˆ
2
2i)/n
+ γ
(
∑n
i=1m1im2imˆ1imˆ2i)/n
(
∑n
i=1 mˆ
2
1imˆ
2
2i)/n
+
(
∑n
i=1 ²imˆ1imˆ2i)/
√
n
(
∑n
i=1 mˆ
2
1imˆ
2
2i)/n
= I1 + I2 + I3
(A.2)
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For the denominator in I1, I2, I3 we have,∑n
i=1(mˆ1imˆ2i)
2
n
=
∑n
i=1 mˆ
2
1imˆ
2
2i −m21im22i
n
+
∑n
i=1m
2
1im
2
2i
n
We know that
∑n
i=1m
2
1im
2
2i
n = V ar(m1m2) + oP (1).
Now, we check the convergence result for
∑n
i=1 mˆ
2
1imˆ
2
2i−m21im22i
n . As for mˆ1imˆ2i+m1im2i, under
assumption AS.4, we know that,
|mˆ1imˆ2i +m1im2i| ≤|(mˆ1i −m1i)(mˆ2i −m2i)(mˆ1imˆ2i +m1im2i)|
+|(mˆ1i −m1i)m2i|+ |(mˆ2i −m2i)m1i|+ 2|m1im2i|
=oP (1) + oP (1) + oP (1) +OP (1)
=OP (1)
Then, for
∑n
i=1 mˆ
2
1imˆ
2
2i−m21im22i
n we have,∑n
i=1 mˆ
2
1imˆ
2
2i −m21im22i
n
=
∑n
i=1(mˆ1imˆ2i −m1im2i)(mˆ1imˆ2i +m1im2i)
n
=
∑n
i=1(mˆ1i −m1i)(mˆ2i −m2i)(mˆ1imˆ2i +m1im2i)
n
+
∑n
i=1(mˆ1i −m1i)m2i(mˆ1imˆ2i +m1im2i)
n
+
∑n
i=1(mˆ2i −m2i)m1i(mˆ1imˆ2i +m1im2i)
n
=J1 + J2 + J3
As for J1, we have,
J1 =
∑n
i=1(mˆ1i −m1i)(mˆ2i −m2i)(mˆ1imˆ2i +m1im2i)
n
≤n/n ∗ oP (1) ∗ oP (1) ∗OP (1)
=oP (1)
So does J2 and J3. Therefore, we get the denominator
∑n
i=1(mˆ1imˆ2i)
2
n = V ar(m1m2) + oP (1).
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Next, we will show the numerator of I1 is oP (1). As for I1,
I1 =
∑n
i=1(µ− µˆ+m1i − mˆ1i +m2i − mˆ2i)mˆ1imˆ2i√
n
=
∑n
i=1(µ− µˆ)mˆ1imˆ2i√
n
+
∑n
i=1(m1i − mˆ1i)mˆ1imˆ2i√
n
+
∑n
i=1(m2i − mˆ2i)mˆ1imˆ2i√
n
As for term
∑n
i=1(µ−µˆ)mˆ1imˆ2i√
n
, we have,
∑n
i=1(µ− µˆ)mˆ1imˆ2i√
n
=(µ− µˆ)
∑n
i=1 mˆ1imˆ2i√
n
=(µ− µˆ)
∑n
i=1 mˆ1imˆ2i −m1im2i√
n
+ (µ− µˆ)
∑n
i=1m1im2i√
n
It is obvious that (µ−µˆ)
∑n
i=1m1im2i√
n
= OP ( 1√n) = oP (1). As for term (µ−µˆ)
∑n
i=1 mˆ1imˆ2i−m1im2i√
n
,
we have,
∑n
i=1(µ− µˆ)(mˆ1imˆ2i −m1im2i)√
n
=
∑n
i=1(µ− µˆ)(mˆ1i −m1i)(mˆ2i −m2i)√
n
−
∑n
i=1(µ− µˆ)(mˆ1i −m1i)m2i√
n
−
∑n
i=1(µ− µˆ)m1i(mˆ2i −m2i)√
n
=J1 + J2 + J3
Then,
J1 =
∑n
i=1(µ− µˆ)(mˆ1i −m1i)(mˆ2i −m2i)√
n
=OP (
1√
n
)
∑n
i=1(mˆ1i −m1i)(mˆ2i −m2i)√
n
≤OP ( 1√
n
) ∗ n ∗ oP (1) ∗ oP (1)/
√
n
=oP (1)
The same for J2 and J3, therefore, we have,
∑n
i=1(µ−µˆ)(mˆ1imˆ2i−m1im2i)√
n
= oP (1).
72
Next, let consider term
∑n
i=1(m1i−mˆ1i)m1im2i√
n
.
We know that
∑n
i=1(m1i−mˆ1i)m1im2i√
n
=
∑n
i=1(m1(i)−mˆ1(i))m1(i)m′2i√
n
Then we define ν1(i) = m1(i) − mˆ1(i), S2i =
∑i
j=1m
′
2j . Let k1 be number of points in [0, h)
and k2 be number of points in (1− h, 1]. Then k1 = C1nh and k2 = C2nh, where C1 and C2 are
constants depending on the design density. Therefore, we have,
∑n
i=1(m1(i) − mˆ1(i))m1(i)m′2i√
n
=
1√
n
{
(ν1 − ν2)m1(1)m′21
+
k1∑
i=2
(νi − νi+1)
[ i−1∑
j=1
(m1(j) −m1(j+1))S2j +m1(i)S2i
]
+
n−k2∑
i=k1+1
(νi − νi+1)
[ i−1∑
j=1
(m1(j) −m1(j+1))S2j +m1(i)S2i
]
+
n−1∑
i=n−k2+1
(νi − νi+1)
[ i−1∑
j=1
(m1(j) −m1(j+1))S2j +m1(i)S2i
]
+ νn
n∑
j=1
m1(j)m
′
2j

=J1 + J2 + J3 + J4 + J5
(A.3)
By Lemma B.2 and assumption AS.5, we know that in the interior,
max
i
|νj(i) − νj(i+1)| = oP
(
1
n log n
)
j = 1, 2 (A.4)
on the boundary, we have,
max
i
|νj(i) − νj(i+1)| = oP
(
log n
n
)
j = 1, 2 (A.5)
By Donsker’s Theorem, we have maxi |S2i| = OP (
√
n). By equations (A.4) and (A.5), we have,
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J1 = 1√noP
(
logn
n
)
= oP (1), also J5 = oP (1).
J2 =
1√
n
k1∑
i=2
(νi − νi+1)
[ i−1∑
j=1
(m1(j) −m1(j+1))S2j +m1(i)S2i
]
=
1√
n
k1∑
i=2
oP
(
log n
n
)[ i−1∑
j=1
OP
(
log n
n
)
OP (
√
n) +OP (
√
n)
]
=
1√
n
oP
(√
nk21 log
2 n
n2
)
+
1√
n
oP
(√
nk1 log n
n
)
=oP (h2 log2 n) + oP (h log n)
=oP (1)
By the same way we can show that J4 = oP (1) and J3 = oP (1). Therefore, we have,
∑n
i=1(m1(i) − mˆ1(i))m1(i)m′2i√
n
= oP (1)
i.e.
∑n
i=1(m1i−mˆ1i)mˆ1imˆ2i√
n
= oP (1). By similar way, (sort {x2i}, i = 1, . . . , n ), we can get∑n
i=1(m2i−mˆ2i)mˆ1imˆ2i√
n
= oP (1). So we proved I1 = oP (1). For I2, obviously, it is γ + oP (1).
As for the numerator of last term I3 =
∑n
i=1 ²imˆ1imˆ2i√
n
, we have,
∑n
i=1 ²imˆ1imˆ2i√
n
=
∑n
i=1 ²im1im2i√
n
+
∑n
i=1 ²i(mˆ1imˆ2i −m1im2i)√
n
=J1 + J2
For term J2 =
∑n
i=1 ²i(mˆ1imˆ2i−m1im2i)√
n
, we can see that,
∑n
i=1 ²i(mˆ1imˆ2i −m1im2i)√
n
=
∑n
i=1 ²i(mˆ1i −m1i)(mˆ2i −m2i)√
n
+
∑n
i=1 ²i(mˆ1i −m1i)m2i√
n
+
∑n
i=1 ²i(mˆ2i −m2i)m1i√
n
term
∑n
i=1 ²i(mˆ1i−m1i)(mˆ2i−m2i)√
n
can be directly proved to be oP (1) by condition AS.4. And we
can show the other two terms are oP (1) by similar method as term
∑n
i=1(m1i−mˆ1i)m1im2i√
n
.
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Now our notation is the same as what we used before, and we define ²′ = PX², here ² =
[²1, . . . , ²n]T. We can show that ²′i’s are independent and identically distributed with the same
density as ². Therefore,
∑n
i=1 ²i(mˆ1i −m1i)m2i√
n
=
∑n
i=1 ²
′
i(mˆ1(i) −m1(i))m′2i√
n
=
1√
n
{ k1∑
i=1
(νi − νi+1)(
i∑
j=1
²′jm
′
2j)
}
+
1√
n
{ n−k2∑
i=k1+1
(νi − νi+1)(
i∑
j=1
²′jm
′
2j)
}
+
1√
n
{ n−1∑
i=n−k2+1
(νi − νi+1)(
i∑
j=1
²′jm
′
2j)
}
+
1√
n
νn
n∑
i=1
²′im
′
2i
=J1 + J2 + J3 + J4
By similar way as before, we can show, J1 = oP (h log n), J3 = oP (h log n), J2 = oP (1/ log n)
and J4 = OP ( 1n). Therefore,
∑n
i=1 ²i(mˆ1i−m1i)m2i√
n
= oP (1).
Finally we can simplify our
√
n(γˆ − γ) to be n− 12
∑n
i=1 ²im1im2i
V ar(m1(X1)m2(X2))
. Then equation (2.10)
follows from the Lindeberg-Feller Central Limit Theorem. The proof for equation(2.11) is similar
to equation (2.10), the only difference comes from the local alternative term 1√
n
r(x1, x2).
√
nγˆ
can be decompose to I1+ I ′2+ I3, which is very similar to (A.2), while I ′2 =
∑n
i=1 r(x1i,x2i)mˆ1imˆ2i
n .
we have,
∑n
i=1 r12(x1i, x2i)mˆ1imˆ2i
n
=
∑n
i=1 r(x1i, x2i)m1im2i
n
+
∑n
i=1 r(x1i, x2i)(mˆ1imˆ2i −m1im2i)
n
=E(r(X1, X2)m1(X1)m2(X2)) + oP (1) +
∑n
i=1 r(x1i, x2i)(mˆ1imˆ2i −m1im2i)
n
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As for
∑n
i=1 r(x1i,x2i)(mˆ1imˆ2i−m1im2i)
n , we have,∑n
i=1 r(x1i, x2i)(mˆ1imˆ2i −m1im2i)
n
=
∑n
i=1 r(x1i, x2i)(mˆ1i −m1i)(mˆ2i −m2i)
n
+
∑n
i=1 r(x1i, x2i)(mˆ1i −m1i)m2i
n
+
∑n
i=1 r(x1i, x2i)m1i(mˆ2i −m2i)
n
≤oP (1) + oP (1) + oP (1)
=oP (1)
Therefore, we can see,
√
nγˆ →D N
(
E(r(X1,X2)m1(X1)m2(X2))
V ar(m1(X1)m2(X2))
, σ
2
V ar(m1(X1)m2(X2))
)
¤
A.2 Proof of Theorem 2.2
In this section, we prove Theorem 2.2, which is a generalization of additivity test under orthog-
onal design. Before we show the proof, we first give a lemma.
Lemma A.3 Suppose design is not independent, which means random variables X1 and X2
are not independent. Then mC(X1(i), X ′2i) and mC(X1(j), X
′
2j) are independent conditional on
(X1, · · · , Xn).
Proof of Lemma A.3: For given (X11, · · · , X1n), we can have a specific s and t, such that
X1(i) = X1s and X1(j) = X1t. Therefore,
P (mC(X1(i), X
′
2i) < C1,mC(X1(j), X
′
2j) < C2|X11, · · · , X1n)
=P (mC(X1s, X2s) < C1,mC(X1t, X2t) < C2|X11, · · · , X1n)
=P (mC(X1s, X2s) < C1|X11, · · · , X1n)P (mC(X1t, X2t) < C2|X11, · · · , X1n)
=P (mC(X1(i), X
′
2i) < C1|X11, · · · , X1n)P (mC(X1(j), X ′2j) < C2|X11, · · · , X1n)
Then we can saymC(X1(i), X ′2i) andmC(X1(j), X
′
2j) are independent conditional on (X1, · · · , Xn).
¤
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Proof of Theorem 2.2: This theorem is a generalization of Theorem 2.1, and the extra log(n) in
condition AS.4′ is due to the dependent design of X1 and X2.
This theorem’s proof is similar as Theorem 2.1.
Firstly, we have,
√
nγˆB =
∑n
i=1
√
n(yi − µˆ1 − mˆ1i − mˆ2i)mˆCi∑n
i=1(mˆCi)
2
=
(
∑n
i=1(yi − µˆ− mˆ1i − mˆ2i)mˆCi)/
√
n
(
∑n
i=1(mˆCi)
2)/n
As for the denominator, because,
mˆCi =mˆ1imˆ2i − mˆ11i − mˆ22i − mˆ1mˆ2
By AS.3 - AS.5, we have,
max
j
|mCj − mˆCj |
=max
j
|m1jm2j −m11j −m22j − E(m1(X1)m2(X2))− (mˆ1jmˆ2j − mˆ11j − mˆ22j − mˆ1(X1)mˆ2(X2))|
≤max
j
|m1jm2j − (mˆ1jmˆ2j |
+max
j
|m11j +m22j − mˆ11j − mˆ22j |
+|E(m1(X1)m2(X2))− mˆ1(X1)mˆ2(X2))|
=oP (1)
Therefore, we have (
∑n
i=1(mˆCi)
2)/n = V ar(mC) + oP (1).
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As for the numerator, we prove the asymptotic properties under local alternative H1n. Then,
we have,
∑n
i=1(yi − µˆ− mˆ1i − mˆ2i)mˆCi√
n
=
∑n
i=1[µ+m1i +m2i +
1√
n
ri + ²i − µˆ− mˆ1i − mˆ2i]mˆCi√
n
=
∑n
i=1(µ− µˆ)mˆCi√
n
+
∑n
i=1(m1i − mˆ1i)mˆCi√
n
+
∑n
i=1(m2i − mˆ2i)mˆCi√
n
+
∑n
i=1 r(x1i, x2i)mˆCi
n
+
∑n
i=1 ²imˆCi√
n
All the term can be showed by same way as before except
∑n
i=1(m1i−mˆ1i)mCi√
n
,
∑n
i=1(m2i−mˆ2i)mCi√
n
and
∑n
i=1 ²i(mˆCi−mCi)√
n
.
As for term
∑n
i=1(m1i−mˆ1i)mCi√
n
, we define m′Ci = mC(X1(i), X
′
2i), and S
′
12i =
∑i
j=1m
′
Cj . So
∑n
i=1(m1i − mˆ1i)mCi√
n
=
∑n
i=1(m1(i) − mˆ1(i))m′Ci√
n
=
1√
n
{
n−1∑
i=1
(νi − νi+1)S′12i + νnS12n}
We know that,
E[mC(X1(i), X
′
2i),mC(X1(j), X
′
2j)]
=E[E(mC(X1(i), X
′
2i)mC(X1(j), X
′
2j)|X11, · · ·, X1n]
=E[E(mC(X1(i), X
′
2i)mC(X1(j), X
′
2j)|X1(1), · · ·, X1(n)]
Because, mC(X1(i), X ′2i) and mC(X1(j), X
′
2j) are conditionally independent, and by property of
mC , we know, E(mC(X1(i), X ′2i)mC(X1(j), X
′
2j)|X1(1), · · ·, X1(n)) = 0
therefore, we can get E[mC(X1(i), X ′2i)mC(X1(j), X
′
2j)] = 0.
By Rademacher-Menshov Theorem, we get maxi≤n−1 |S′12i| ≤ OP (
√
n log(n)), and obviously,
S12n = OP (
√
n). So by assumptions AS.4, AS.45′, and AS.6, we have
∑n
i=1(m1i−mˆ1i)mCi√
n
=
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oP (1), similarly, we also have
∑n
i=1(m2i−mˆ2i)mCi√
n
= oP (1).
Next, about term
∑n
i=1 ²i(mˆCi−mCi)√
n
, we have,
∑n
i=1 ²i(mˆ12i −mCi)√
n
=
∑n
i=1 ²i(mˆ1imˆ2i − mˆ11i − mˆ22i − mˆ1mˆ2 −m1im2i +m11i +m22i + E(m1m2))√
n
then, by similar method as Theorem 3.1, we can get
∑n
i=1 ²i(mˆCi−mCi)√
n
= oP (1).
¤
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Appendix B
Technical Proofs for Chapter 3
B.1 Asymptotic Expansions of λˆβ and ψˆ(zi)
In this section, we firstly provide an addition theorem on asymptotic expansions of the local
maximum likelihood estimator λˆ(z). The asymptotic expansions of ψˆ(z) and their uniform
bounds are provided in two corollaries. The proofs of these theorem and corollaries are in
Appendix B.2.
The following theorem shows the nonparametric expansion of λˆβ.
Theorem B.1 Let K(t) be a symmetric kernel function. Suppose b = O(n−ξ), −1/6 < ξ <
1/4, and H is invertible. For any given β ∈ Bn(r) and z0,we have the following asymptotic
expansions:
J(λˆβ − λ)
=
[
H−1 + oP (1)
]  1
n
n∑
j=1
1
2
J−1zj0h˙−1j0 φ
−2
j0 [dj0 − s˙(−φ−1j0 )]Kb(zj − z0)
+ oP (1/√n)
+
[
H−1 + oP (1)
]
[
1
4
b2fz(z0)ψ(2)(z0)
 v2
0
 [h˙(φ0)−2φ−40 s¨(−φ−10 )]]
where, h˙j0 = h˙(h2(ψ(0)(zj))), φj0 = h2(ψ(0)(zj)), dj0 = −2(yjθ(xTj β(0))− a(θ(xTj β(0)))− α(yj)).
¤
The following corollary suggests that ψˆβ(zi) is a
√
nb-consistent estimator of ψ(0)(zi).
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Corollary B.1 If K(t) is a symmetric kernel function, we have,
ψˆβ(zi)
=ψ(0)(zi) +
1
n
n∑
j=1
qj,i[dj0 − s˙(−φ−1j0 )]Kb(zj − zi) + cib2 + oP (1/
√
n)
(B.1)
where qj,i depends on (xi, zi) and (xj , zj) but not either yi or yj. And ci only depends on zi.
¤
Now, we will give a uniform bounds of ψˆβ(z)− ψ(0)(z) under some mild conditions.
Corollary B.2 Suppose ψˆβ(z) has asymptotic expansions of form B.1. For some enough small
ζ, 0 < ζ < ξ/2, we have,
∗
sup |ψˆβ(z)− ψ(0)β (z)| = oP (n−1/2+ζb−1/2)
where sup∗ is the supremum over β ∈ Bn(r), y ∈ Y, x ∈ X and z ∈ Z. Here Y,X and Z are
admissible sets of response variable y covariate variables x and z respectively.
¤
B.2 Proof of Theorem B.1, Corollary B.1 and B.2
Denote by u = (u1, . . . , un)T , η = (η1, . . . , ηn)T , where uj = λTzj0 = λ0 + λ1(zj − z0) and
ηj = xTj β. For convenience, following Cai et al. [2000], we reparameterize λ as λ
∗ = (λ0, λ1)T .
Write zj0 = (1, tj)T , tj = (zj − z0)/b. Therefore, for a given η, we can write the local likelihood
function (3.9) in terms of λ∗ as
l∗LO(λ
∗|η) ≡ lLO(λ|η) = 1
n
n∑
i=1
l
(
µi, λ0 + λ1(zi − z0)
)
Kb(zi − z0)
where uj = λ∗Tz∗j0 = λ
Tzj0
Maximizing lLO(λ|η), with respect to λ, is the equivalent of maximizing l∗LO(λ∗|η) with
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respect to λ∗. And for simplicity, we consider all the wj to be 1. We have a score function,
S∗n(u, η) =
∂
∂λ∗
l∗LO(λ
∗|η)
=
1
n
n∑
j=1
∂
∂λ∗
{−1
2
φ−1j dj −
1
2
s(−φ−1j ) + t(yj)}Kb(zj − z0)
=
1
n
n∑
j=1
1
2
φ−2j [dj − s˙(−φ−1j )]Kb(zj − z0)
∂φj
∂λ∗
=
1
n
n∑
j=1
1
2
φ−2j [dj − s˙(−φ−1j )]Kb(zj − z0)z∗j0φ2j s¨(−φ−1j )−1f˙(δj)−1
=
1
n
n∑
j=1
1
2
z∗j0h˙
−1
j φ
−2
j [dj − s˙(−φ−1j )]Kb(zj − z0)
Now, we assume h−1 to be the inverse function of h, and we denote it by h2. And also denote,h˙◦
h2 = γ,
Lemma B.1 Suppose β ∈ Bn(r). Under the condition of Theorem 3.1, it follows that,
S∗n(u, η)
=S∗n(ψ
(0), η(0)) +
1
4
b2fz(z0)ψ(2)(z0)
 v2
0
 [h˙(φ0)−2φ−40 s¨(−φ−10 )] + oP ( 1√n)
¤
Proof of Lemma B.1: let dj0 = dj(xTj β
(0)), φj0 = φ(ψ(0)(zj)) and h˙−1j0 = h˙
−1(ψ(0)(zj)).
S∗n(u, η)− S∗n(ψ(0), η(0))
=
1
n
n∑
j=1
1
2
z∗j0(h˙
−1
j φ
−2
j [dj − s˙(−φ−1j )]− h˙−1j0 φ−2j0 [dj0 − s˙(−φ−1j0 )])Kb(zj − z0)
=
1
n
n∑
j=1
1
2
z∗j0[h˙
−1
j φ
−2
j dj − h˙−1j0 φ−2j0 dj0]Kb(zj − z0)
− 1
n
n∑
j=1
1
2
z∗j0[h˙
−1
j φ
−2
j s˙(−φ−1j )− h˙−1j0 φ−2j0 s˙(−φ−1j0 )]Kb(zj − z0)
=Is,1 + Is,2
Let h1 = h˙−1. As for h(φj), we have,h(φj)−h(φj0) = uj−ψ(0)(zj) = 12ψ(2)(z0)t2jb2+OP (|tj |3b3).
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So,
φj − φj0
=h−1(uj)− h−1(ψ(0)(zj))
Therefore, φj − φj0 = h2(uj)− h2(ψ(0)(zj)). So,
φj − φj0 =h2(uj)− h2(ψ(0)(zj))
=h2(uj)− h2(ψ(0)(z0)) + h2(ψ(0)(z0))− h2(ψ(0)(zj))
=h2(ψ(0)(z0) + tjbψ(1)(z0))− h2(ψ(0)(z0)) + h2(ψ(0)(z0))− h2(ψ(0)(zj))
=h˙2(ψ(0)(z0)ψ(1)(z0)(zj − z0) + 12 h¨2(ψ
(0)(z0))[ψ(1)(z0)(zj − z0)]2
−h˙2(ψ(0)(z0))(ψ(0)(zj)− ψ(0)(z0))− 12 h¨2(ψ
(0)(z0))(ψ(0)(zj)− ψ(0)(z0))2
=h˙2(ψ(0)(z0)ψ(1)(z0)tjb+
1
2
h¨2(ψ(0)(z0))[ψ(1)(z0)tjb]2
−h˙2(ψ(0)(z0))[ψ(1)(z0)tjb+ 12ψ
(2)(z0)t2jb
2]− 1
2
h¨2(ψ(0)(z0))[ψ(1)(z0)tjb]2 +OP (|tj |3b3)
=− 1
2
h˙2(ψ(0)(z0))ψ(2)(z0)t2jb
2 +OP (|tj |3b3)
And Note that, h˙2(ψ(0)(z0)) = h˙−1(φ0), and we denote h(φ0) = ψ(0)(z0). Under some mild
conditions, we can have
h˙jφ
2
j − h˙j0φ2j0
=(h˙j0 + h˙j − h˙j0)(φ2j0 + φ2j − φ2j0)− h˙j0φ2j0
=(h˙j − h˙j0)φ2j0 + h˙j0(φ2j − φ2j0)
=(h˙(φj)− h˙(φj0))h22(ψ(0)(zj)) + h˙(φj0)(h22(uj)− h22(ψ(0)(zj)))
So,
h˙(φj)− h˙(φj0)
=h˙(φj)− h˙(φ0) + h˙(φ0)− h˙(φj0)
=h˙(h2(uj))− h˙(h2(ψ(0)(z0))) + h˙(h2(ψ(0)(z0)))− h˙(h2(ψ(0)(zj)))
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Therefore,
h˙(h2(uj))
=h˙(h2(ψ(0)(z0))) + γ˙(ψ(0)(z0))ψ(1)(z0)tjb+
1
2
γ¨(ψ(0)(z0))(ψ(1)(z0)tjb)2 +OP ((tjb)3)
And
h˙(h2(ψ(0)(zj)))
=h˙(h2(ψ(0)(z0))) + γ˙(ψ(0)(z0))(ψ(0)(zj)− ψ(0)(z0)) + 12 γ¨(ψ
(0)(z0))(ψ(0)(zj)− ψ(0)(z0))2
+OP ((ψ(0)(zj)− ψ(0)(z0))3)
=h˙(h2(ψ(0)(z0))) + γ˙(ψ(0)(z0))[ψ(1)(z0)tjb+
1
2
ψ(2)(z0)t2jb
2]
+
1
2
γ¨(ψ(0)(z0))(ψ(1)(z0)tjb)2 +OP ((tjb)3)
Therefore,
h˙(φj)− h˙(φj0)
=γ˙(ψ(0)(z0))ψ(1)(z0)tjb+
1
2
γ¨(ψ(0)(z0))(ψ(1)(z0)tjb)2
−γ˙(ψ(0)(z0))[ψ(1)(z0)tjb+ 12ψ
(2)(z0)t2jb
2]− 1
2
γ¨(ψ(0)(z0))(ψ(1)(z0)tjb)2 +OP ((tjb)3)
=− 1
2
γ˙(ψ(0)(z0))ψ(2)(z0)t2jb
2 +OP ((tjb)3)
As for h22(ψ
(0)(zj)) and h22(uj), we have,
h22(ψ
(0)(zj))
=h22(ψ
(0)(z0)) + 2h2(ψ(0)(z0))h˙2(ψ(0)(z0))(ψ(0)(zj)− ψ(0)(z0))
+[h˙22(ψ
(0)(z0)) + h2(ψ(0)(z0))h¨2(ψ(0)(z0))](ψ(0)(zj)− ψ(0)(z0))2 +OP ((tjb)3)
=h22(ψ
(0)(z0)) + 2h2(ψ(0)(z0))h˙2(ψ(0)(z0))[ψ(1)(z0)tjb+
1
2
ψ(2)(z0)t2jb
2]
+[h˙22(ψ
(0)(z0)) + h2(ψ(0)(z0))h¨2(ψ(0)(z0))](ψ(1)(z0))2t2jb
2 +OP (t3jb
3)
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and
h22(uj)
=h22(ψ
(0)(z0)) + 2h2(ψ(0)(z0))h˙2(ψ(0)(z0))ψ(1)(z0)tjb
+[h˙22(ψ
(0)(z0)) + h2(ψ(0)(z0))h¨2(ψ(0)(z0))](ψ(1)(z0)tjb)2 +OP (t3jb
3)
Thus,
φ2j − φ2j0 = h2(ψ(0)(z0))h˙2(ψ(0)(z0))ψ(2)(z0)t2jb2 +OP (t3jb3)
Therefore,
h˙jφ
2
j − h˙j0φ2j0
=
(
h˙(h2(ψ(0)(z0))) + γ˙(ψ(0)(z0))ψ(1)(z0)tjb+
1
2
γ¨(ψ(0)(z0))(ψ(1)(z0)tjb)2 +OP ((tjb)3)
)
∗
(
h22(ψ
(0)(z0)) + 2h2(ψ(0)(z0))h˙2(ψ(0)(z0))ψ(1)(z0)tjb
+ [h˙22(ψ
(0)(z0)) + h2(ψ(0)(z0))h¨2(ψ(0)(z0))](ψ(1)(z0)tjb)2 +OP (t3jb
3)
)
−
(
h˙(h2(ψ(0)(z0))) + γ˙(ψ(0)(z0))[ψ(1)(z0)tjb+
1
2
ψ(2)(z0)t2jb
2]
+
1
2
γ¨(ψ(0)(z0))(ψ(1)(z0)tjb)2 +OP ((tjb)3)
)
∗
(
h22(ψ
(0)(z0)) + 2h2(ψ(0)(z0))h˙2(ψ(0)(z0))[ψ(1)(z0)tjb+
1
2
ψ(2)(z0)t2jb
2]
+ [h˙22(ψ
(0)(z0)) + h2(ψ(0)(z0))h¨2(ψ(0)(z0))](ψ(1)(z0))2t2jb
2 +OP (t3jb
3)
)
=−
[
h2(ψ(0)(z0))ψ(2)(z0)t2jb
2
+ γ˙(ψ(0)(z0))h22(ψ
(0)(z0))
1
2
ψ(2)(z0)t2jb
2
]
+OP (t3jb
3)
=− (1 + h2(ψ(0)(z0)))γ˙(ψ(0)(z0))h2(ψ(0)(z0))ψ(2)(z0)t2jb2 +OP (t3jb3)
Similarly, we can express
h˙−1j φ
−2
j − h˙−1j0 φ−2j0
=h−42 (ψ
(0)(z0))h˙−2(h2(ψ(0)(z0)))(1 + h2(ψ(0)(z0)))γ˙(ψ(0)(z0))h2(ψ(0)(z0))ψ(2)(z0)t2jb
2 +OP (t3jb
3)
=T0ψ(2)(z0)t2jb
2 +OP (t3jb
3)
for some function T0 which only depend on z0 and the form of ψ(0)(·).
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and dj − dj0 = −2 ∗ yj(θj − θj0) + 2 ∗ (a(θj)− a(θj0)). Let ∂θ∂η = r(η). Then,
θj − θj0 = r(ηj0)xj(β − β(0)) + o(|β − β(0)|)
Therefore,
dj − dj0
=− 2yj [θj − θj0] + 2[a(θj)− a(θj0)]
=− 2yj [θj − θj0] + 2[a′(θj0)(θj − θj0) + oP (θj − θj0)]
=− 2[yj − a′(θj0)](θj − θj0) + 2oP (θj − θj0)
=− 2[yj − µ(xTj β(0))](θj − θj0) + 2oP (θj − θj0)
Finally, we can get,
Is,1 =
1
n
n∑
j=1
1
2
z∗j0[(h˙
−1
j0 φ
−2
j0 + T0ψ
(2)(z0)t2jb
2 +OP (t3jb
3))
∗
(
dj0 − 2[yj − µ(xTj β(0))](θj − θj0) + 2oP (θj − θj0)
)
− (h˙−1j0 φ−2j0 dj0)]Kb(zj − z0)
=
1
n
n∑
j=1
z∗j0(h˙
−1
j0 φ
−2
j0 [yj − µ(xTj β(0))](θj − θj0))Kb(zj − z0)
+
1
n
n∑
j=1
1
2
z∗j0T0ψ
(2)(z0)t2jb
2dj0 + oP (
1√
n
)
= Is,1a + Is,1b
Because θj − θj0 = τ(xTj β(0))(β − β(0))xj + oP ( 1√n) Therefore, we can write,
Is,1a =
1
nb
n∑
j=1
z∗j0(h˙
−1
j0 φ
−2
j0 ∗ τ(ηj0)xj [yj − µ(xTj β(0))](β − β(0)))K(tj)
Is,1b =
1
nb
n∑
j=1
1
2
z∗j0T0ψ
(2)(z0)t2jb
2dj0K(tj)
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By standard derivation, we have,
E(I2s,1a) =
1
n2b2
n∑
j=1
[z∗j0(h˙
−1
j0 φ
−2
j0 ∗ τ(ηj0)xj)K(tj)]2φ−1j0 a¨(µj0) ∗OP (
1
n
)
=oP (1) ∗OP ( 1
n
)
=oP (
1
n
)
and
Is,1b
=
1
nb
n∑
j=1
1
2
z∗j0T0ψ
(2)(z0)t2jb
2dj0K(tj)
=
1
nb
n∑
j=1
1
2
z∗j0T0ψ
(2)(z0)t2jb
2[dj0 − E(dj0)]K(tj)
+
1
nb
n∑
j=1
1
2
z∗j0T0ψ
(2)(z0)t2jb
2E(dj0)K(tj)
=
1
nb
n∑
j=1
1
2
z∗j0T0ψ
(2)(z0)t2jb
2[dj0 − s˙(−φ−1j0 )]K(tj)
+
1
nb
n∑
j=1
1
2
z∗j0T0ψ
(2)(z0)t2jb
2s˙(−φ−1j0 )K(tj)
=I1s,1b + I
2
s,1b
As for I1s,1b, we have,
E((I1s,1b)
2)
=
1
4n2b2
n∑
j=1
[z∗j0T0ψ
(2)(z0)t2jb
2K(tj)]2 ∗ 2s¨(φj0)
=
T 20 (ψ
(2)(z0))2
2n2b2
n∑
j=1
 1 tj
tj t
2
j
 t4jb4s¨(φj0)K(tj)2
=
T 20 (ψ
(2)(z0))2b3
2n
∫  1 t
t t2
 t4s¨(h2(ψ(0)(z0 + tb)))K2(t)fz(z0 + tb)dt
=oP (
1
n
)
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Therefore,I1s,1b is oP (1/
√
n). As for I2s,1b, we have,
I2s,1b =
1
nb
n∑
j=1
1
2
z∗j0T0ψ
(2)(z0)t2jb
2s˙(−φ−1j0 )K(tj)
=
1
nb
n∑
j=1
1
2
z∗j0T0ψ
(2)(z0)t2jb
2s˙(−h2(ψ(0)(z0 + tjb)−1))K(tj)
=
1
2
b2T0ψ
(2)(z0)
∫  1
t
 t2s˙(−h2(ψ(0)(z0 + tb)−1))K(t)fz(z0 + tb)dt
=
1
2
b2T0ψ
(2)(z0)s˙(−h2(ψ(0)(z0)−1))fz(z0)
 v2
0

Here v2 =
∫
t2K(t)dt. For Is,2, we have,
s˙(−φ−1j )− s˙(−φ−1j0 )
= −s¨(−φ−10 )φ−20 ∗
1
2
h˙2(ψ(0)(z0))ψ(2)(z0)t2jb
2 +OP (|tj |3b3)
Is,2 = − 1
n
n∑
j=1
1
2
z∗j0[h˙
−1
j φ
−2
j s˙(−φ−1j )− h˙−1j0 φ−2j0 s˙(−φ−1j0 )]Kb(zj − z0)
= − 1
n
n∑
j=1
1
2
z∗j0Kb(zj − z0)
[
(h˙−1j0 φ
−2
j0 + T0ψ
(2)(z0)t2jb
2 +OP (t3jb
3))
∗ (s˙(−φ−1j0 )− s¨(−φ−10 ) ∗
1
2
φ−20 h˙2(ψ
(0)(z0))ψ(2)(z0)t2jb
2 +OP (|tj |3b3))
− h˙−1j0 φ−2j0 s˙(−φ−1j0 )
]
= − 1
n
n∑
j=1
1
2
z∗j0Kb(zj − z0)
[
−h˙−1j0 φ−2j0 s¨(−φ−10 ) ∗
1
2
φ−20 h˙2(ψ
(0)(z0))ψ(2)(z0)t2jb
2
+ s˙(−φ−1j0 )T0ψ(2)(z0)t2jb2
]
=
1
2
fz(z0)b2ψ(2)(z0)[
1
2
h˙(φ0)−2φ−40 s¨(−φ−10 ) + s˙(−φ−10 )T0]
 v2
0

In summary, we can get
S∗n(u, η)
=S∗n(ψ
(0), η(0)) +
1
4
b2fz(z0)ψ(2)(z0)
 v2
0
 [h˙(φ0)−2φ−40 s¨(−φ−10 )] + oP ( 1√n)
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¤Next lemma is about negative hessian matrix,
Lemma B.2 Suppose β ∈ Bn(r). Under the condition of Theorem 3.1, it follows that,
H∗n(u, η) = H+ oP (1)
Here, H = 12fz(z0)h˙2(ψ(z0))
2h2(ψ(z0))−4s¨(−h2(ψ(z0))−1)
 1 0
0 v2

¤
Proof of Lemma B.2: The corresponding negative hessian matrix is,
H∗n(u, η) =−
∂
∂λ∗T
S∗n(u, η)
=− ∂
∂λ∗T
 1
n
n∑
j=1
1
2
z∗j0h˙
−1
j φ
−2
j [dj − s˙(−φ−1j )]Kb(zj − z0)

=− ∂
∂λ∗∂λ∗T
l∗LO(λ
∗)
=
1
n
n∑
i=1
1
2
z∗j0z
∗
j0
T h˙−1j ˙h2jφ
−2
j [h˙
−1
j h¨j + 2φ
−1
j ][dj − s˙(−φ−1j )]Kb(zj − z0)
+
1
n
n∑
i=1
1
2
z∗j0z
∗
j0
T h˙−1j ˙h2jφ
−4
j s¨(−φ−1j )Kb(zj − z0)
=H∗1,n(u, η) +H
∗
2,n(u, η)
Now we do analysis step by step, for H∗2,n(u, η), we have,
H∗2,n(u, η) =
1
n
n∑
i=1
1
2
z∗j0z
∗
j0
T h˙−1j ˙h2jφ
−4
j s¨(−φ−1j )Kb(zj − z0)
=
1
nb
n∑
i=1
1
2
 1 tj
tj t
2
j
 h˙−1j ˙h2jφ−4j s¨(−φ−1j )K(tj)
=
1
2
fz(z0)h˙−2(φ0)φ−40 s¨(−φ−10 )
 1 0
0 v2

+oP (1)
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as for H∗1,n(u, η)
H∗1,n(u, η) =
1
n
n∑
i=1
z∗j0z
∗
j0
T h˙−1j ˙h2j
−1
φ−2j [h˙
−1
j h¨j + 2φ
−1
j ][dj − s˙(−φ−1j )]Kb(zj − z0)
=
1
n
n∑
i=1
z∗j0z
∗
j0
T h˙−1j ˙h2j
−1
φ−2j [h˙
−1
j h¨j + 2φ
−1
j ][dj − dj0 + dj0 − s˙(−φ−1j )]Kb(zj − z0)
=oP (1)
Based on H∗1,n(u, η) and H∗2,n(u, η), we conclude,
H∗n(u, η) = H+ oP (1)
Here, H = 12fz(z0)h˙
−2(φ0)φ−40 s¨(−φ−10 )
 1 0
0 v2

¤
Proof of Theorem B.1: By Taylor Expansion of S∗n(uˆθ, η) on u, we have,
S∗n(uˆθ, η)− S∗n(u, η) = −H∗n(u, η)(λˆ∗θ − λ∗) + oP (
1√
n
)
where uˆθ = (uˆ1,θ, . . . , uˆn,θ)T and uˆj,θ = zTj,0λˆθ = λˆ0,θ + λˆ1,θ(zj − z0). Besides, we note that, for
every given z0 and β, uˆβ solves equation S∗n(uˆθ, η) = 0. Thus, we can get,
J(λˆβ − λ) =λˆ∗θ − λ∗
=−H∗n−1(u, η)(S∗n(uˆθ, η)− S∗n(u, η)) + oP (1/
√
n)
=
[
H−1 + oP (1)
]
S∗n(u, η)) + oP (1/
√
n)
=
[
H−1 + oP (1)
]
S∗n(ψ
(0), η(0)) + oP (1/
√
n)
+
[
H−1 + oP (1)
]
[
1
4
b2fz(z0)ψ(2)(z0)
 v2
0
 [h˙(φ0)−2φ−40 s¨(−φ−10 )]]
=
[
H−1 + oP (1)
]  1
n
n∑
j=1
1
2
J−1zj0h˙−1j0 φ
−2
j0 [dj0 − s˙(−φ−1j0 )]Kb(zj − z0)
+ oP (1/√n)
+
[
H−1 + oP (1)
]
[
1
4
b2fz(z0)ψ(2)(z0)
 v2
0
 [h˙(φ0)−2φ−40 s¨(−φ−10 )]]
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¤Proof of Corollary B.1: The Proof is directly from Theorem B.1.
B.3 Proof of Theorem 3.1–3.3
Proof of Theorem 3.1: Based on the asymptotic expansion of λˆβ in Theorem 3.1, we only
need to prove
1
n
n∑
j=1
1
2
J−1zj0h˙−1j0 φ
−2
j0 [dj0 − s˙(−φ−1j0 )]Kb(zj − z0) (B.2)
is asymptotically normally distributed. This equation is a summation of a series independent
random variables of mean zero.
Next, we will check the Lindeberg Condition. Let
vj =
1
2
J−1zj0h˙−1j0 φ
−2
j0 [dj0 − s˙(−φ−1j0 )]Kb(zj − z0)
=
1
2
 1
(zj − z0)/b
 h˙−1j0 φ−2j0 [dj0 − s˙(−φ−1j0 )]Kb(zj − z0)
therefore, E(vj) = 0,
V ar(vj) = σ2j =
 σ2j1
σ2j2
 = 12
 1
(zj − z0)2/b2
 h˙−2j0 φ−4j0 s¨(−φ−1j0 )K2b (zj − z0)
Let s2n1 = σ
2
11 + . . .+ σ
2
n1 and s
2
n2 = σ
2
12 + . . .+ σ
2
n2. Then we have,
1
s2n1
n∑
k=1
E
(
v2k1I(|vk1| > tsn1])
)
=
1
s2n1/n
∗ 1
n
n∑
k=1
E
(
v2k1I(|vk1| > tsn1])
)
We know that s2n,1/n = OP (b
−1). And,
E
(
v2k1I(|vk1| > tsn1])
)
≤(Ev4k1)
1
2E(I(|vk1| > tsn1))
1
2
≤Mj0Kb(zj − z0)2 M˜j0Kb(zj − z0)
tsn1
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Therefore,
1
s2n1/n
∗ 1
n
n∑
k=1
E
(
v2k1I(|vk1| > tsn1])
)
<OP (
√
nb
−1
) −→ 0
also same result can be shown for
1
n
n∑
j=1
1
2
(zj − z0)/bh˙−1j0 φ−2j0 [dj0 − s˙(−φ−1j0 )]Kb(zj − z0) (B.3)
Therefore, Lindeberg Condition is satisfied.
By Lindeberg-Feller Central Limit Theorem, we can finish the proof of this theorem.
¤
From the proof of this theorem, we can see, ψˆ(z0) is a consistent estimator of ψ(0)(z0).
In order to prove Theorem 3.2, we will first give the following 3 lemmas. Denote by ψˆ0(z) =
ψˆ(z)|β=β(0) , φˆ0 = h2(ψˆ0(z)),φˆβ = h2(ψˆβ(z)) and φ0(z) = h2(ψ(0)(z)).
Lemma B.3 Under the conditions of Theorem 3.2, it follows that
sup
β∈Bn(r)
∣∣∣∣∣n−1/2
n∑
i=1
φˆ−1i [yi − µ(xTi β(0))]r(xTi β)xi − n−1/2
n∑
i=1
φ−1i0 [yi − µ(xTi β(0))]r(xTi β(0))xi
∣∣∣∣∣ = oP (1)
¤
Proof of Lemma B.3: We can rewrite the formulae as,
sup
β∈Bn(r)
∣∣∣∣∣n−1/2
n∑
i=1
φˆ−1i [yi − µ(xTi β(0))]r(xTi β)xi − n−1/2
n∑
i=1
φ−1i0 [yi − µ(xTi β(0))]r(xTi β(0))xi
∣∣∣∣∣
≤ sup
β∈Bn(r)
∣∣∣∣∣n−1/2
n∑
i=1
[yi − µ(xTi β(0))](φˆ−1i − φ−1i0 )r(xTi β(0))xi
∣∣∣∣∣
+ sup
β∈Bn(r)
∣∣∣∣∣n−1/2
n∑
i=1
[yi − µ(xTi β(0))](φˆ−1i − φ−1i0 )[r(xTi β)− r(xTi β(0))xi]
∣∣∣∣∣
+ sup
β∈Bn(r)
∣∣∣∣∣n−1/2
n∑
i=1
[yi − µ(xTi β(0))]φ−1i0 [r(xTi β)− r(xTi β(0))xi]
∣∣∣∣∣
=I1 + I2 + I3
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Firstly, as for I3, because β ∈ Bn(r), we can have I3 = oP (1). Similarly, we can get that
I2 = oP (1).
As for I1, because
sup
β∈Bn(r)
∣∣∣∣∣n−1/2
n∑
i=1
[yi − µ(xTi β(0))](φˆ−1i0 − φ−1i0 )r(xTi β(0))xi
∣∣∣∣∣
= sup
β∈Bn(r)
∣∣∣∣∣n−1/2
n∑
i=1
[yi − µ(xTi β(0))]h−22 (ψ(0)(zi))h˙2(ψ(0)(zi))(ψˆβ(zi)− ψ(0)(zi))r(xTi β(0))xi
∣∣∣∣∣
+oP (1)
= sup
β∈Bn(r)
∣∣∣∣∣n−1/2
n∑
i=1
[yi − µ(xTi β(0))]h−22 (ψ(0)(zi))h˙2(ψ(0)(zi))r(xTi β(0))xi
∗ 1
n
n∑
j=1
qj,i[dj0 − s˙(−φ−1j0 )]Kb(zj − zi)
∣∣∣∣∣∣+ oP (1)
Now,as for
n−3/2
n∑
i=1
n∑
j=1
[yi − µ(xTi β(0))]h−22 (ψ(0)(zi))h˙2(ψ(0)(zi))r(xTi β(0))xiqj,i[dj0 − s˙(−φ−1j0 )]Kb(zj − zi)
we have,
n−3/2
n∑
i=1
n∑
j=1
[yi − µ(xTi β(0))]h−22 (ψ(0)(zi))h˙2(ψ(0)(zi))r(xTi β(0))xiqj,i[dj0 − s˙(−φ−1j0 )]Kb(zj − zi)
=n−3/2
∑
i6=j
[yi − µ(xTi β(0))]h−22 (ψ(0)(zi))h˙2(ψ(0)(zi))r(xTi β(0))xiqj,i[dj0 − s˙(−φ−1j0 )]Kb(zj − zi)
+n−3/2
n∑
i=1
[yi − µ(xTi β(0))]h−22 (ψ(0)(zi))h˙2(ψ(0)(zi))r(xTi β(0))xiqi,i[di0 − s˙(−φ−1i0 )]Kb(0)
Obviously, we can see, the second term is oP (1). The first term forms a martingale with respect
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to Fn = σ{(y1, x1, z1), . . . , (yn, xn, zn)}. Thus,
E
∣∣∣∣∣∣n−3/2
∑
i6=j
[yi − µ(xTi β(0))]h−22 (ψ(0)(zi))h˙2(ψ(0)(zi))r(xTi β(0))xiqj,i[dj0 − s˙(−φ−1j0 )]Kb(zj − zi)
∣∣∣∣∣∣
2
=n−3
n(n− 1)
2b2
E
∣∣∣[yi − µ(xTi β(0))]h−22 (ψ(0)(zi))h˙2(ψ(0)(zi))r(xTi β(0))xiqj,i[dj0 − s˙(−φ−1j0 )]Kb(zj − zi)
+ [yj − µ(xTj β(0))]h−22 (ψ(0)(zj))h˙2(ψ(0)(zj))r(xTj β(0))xjqj,i[di0 − s˙(−φ−1i0 )]Kb(zi − zj)
∣∣∣2
=oP (1)
¤
Lemma B.4 Under the conditions of Theorem 3.2, it follows that
sup
β∈Bn(r)
∣∣∣∣∣n−1/2
n∑
i=1
φˆ−1i [yi − µ(xTi β)]r(xTi β)xi − n−1/2
n∑
i=1
φˆ−1i [yi − µ(xTi β(0))]r(xTi β)xi
+A−1n1/2(β − β(0))
∣∣∣ = oP (1)
¤
Proof of Lemma B.4: We can rewrite the formula as,
sup
β∈Bn(r)
∣∣∣∣∣n−1/2
n∑
i=1
φˆ−1i [yi − µ(xTi β)]r(xTi β)xi − n−1/2
n∑
i=1
φˆ−1i [yi − µ(xTi β(0))]r(xTi β)xi
+A−1n1/2(β − β(0))
∣∣∣
= sup
β∈Bn(r)
∣∣∣∣∣n−1/2
n∑
i=1
φˆ−1i [µ(x
T
i β
(0))− µ(xTi β)]r(xTi β)xi +A−1n1/2(β − β(0))
∣∣∣∣∣
Because,µ(xTi β
(0)) − µ(xTi β) = −µ′(xTi β(0))xT (β − β(0)) + oP ( 1√n), and An(β) → A, So the
lemma follows.
¤
Lemma B.5 Under the conditions of Theorem 3.3, it follows that
sup
β∈Bn(r)
∣∣∣∣∣n−1/2
n∑
i=1
φˆ−1i [yi − µ(xTi β)]r(xTi β)xi − n−1/2
n∑
i=1
φ−1i0 [yi − µ(xTi β(0))]r(xTi β(0))xi
+A−1n1/2(β − β(0))
∣∣∣ = oP (1)
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¤Proof of Theorem B.5: This Lemma can be get by using previous 2 lemmas.
¤
Proof of Theorem 3.2: Now, we start to prove Theorem 3.2. The proof is straight forward.
From the Lemma B.5, we can get, for large enough r, for β ∈ ∂Bn(r)
n∑
i=1
(β − β(0))φˆ−1i [yi − µ(xTi β)]r(xTi β)xi < 0
Then, by (6.3.4) of Ortega and Rheinboldt [1973](page 163), the existence and
√
n−consistency
results follows.
Also by the Lemma B.5, we have,
√
n(βˆnew − β(0)) = An−1/2
{
n∑
i=1
φ−1i0 [yi − µ(xTi β(0))]r(xTi β(0))xi
}
+ oP (1)
The asymptotic normality result by checking the Lindeberg conditions.
¤
Proof of Theorem 3.3: The score function is,
φ−10 [y − µ(xTβ)]r(xTβ)x
The Fisher information lower bound is E(S(ψ, β)S(ψ, β)T ), which is equal to A−1. Thus, the
efficiency follows.
¤
Proof of Theorem 3.4: The proof of Theorem 3.4 is similar as that of Theorem 3.1 and
Theorem 3.2.
¤
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Appendix C
Technical Proofs for Chapter 4
C.1 Proof of Theorem 4.1
Proof of Theorem 4.1: Firstly, by the properties of intersection-union test, we can see T ′IU is
a level-α test.
Secondly, let Σ = UDUT , where U = (UT )−1 is an orthogonal matrix corresponding to
the eigenvectors of Σ and D = diag(λ1, . . . , λp) is the diagonal matrix corresponding to the
eigenvalues Σ. Define
R′P,D =
{
X : P T (X¯ − P ) ≤ −
√
P TDPzα/
√
n
}
.
Now we will prove R′IU,D =
⋂
P∈∂ΓR
′
P,D = UR
′
IU .
For UT X¯ ∈ R′P , we have,
|P TUT X¯| ≤ 1−
√
P TUTΣUPzα/
√
n
⇐⇒|P TUT X¯| ≤ 1−
√
P TDPzα/
√
n
⇐⇒X¯ ∈ R′P1,D
where P1 = UTP . Because this is a linear transformation, we can conclude that, UTR′IU =
R′IU,D. Similarly, we can prove R
′
HT and R
′
BCH also have this property. Therefore, we focus on
diagonal Σ matrix and try to prove T ′IU is uniformly more powerful than T
′
HT and T
′
BCH .
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By Lemma B.1, if x ∈ R′HT and p > 1, for any P on the unit circle, we have
(P − x)TΣ−1(P − x)
>(P0 − x)TΣ−1(P0 − x)
=
P T0 (P0 −X)(P0 −X)TP0
P T0 ΣP0
≥χp(2α)/n > χ1(2α)/n ,
(C.1)
where P0 is the point where (P0 − x)TΣ−1(P0 − x) can achieve its minimal value. Therefore,
R′HT ⊂ R′IU , which means T ′IU is uniformly more powerful than T ′HT .
As for T ′BCH , denote T1 = χ1(2α)/n. For any point X 6∈ R′IU , we need to show, X 6∈ R′BCH .
If X 6∈ R′IU , by Lemma B.1, we can get,
min
PTP=1
P T (P −X)(P −X)TP
P TΣP
< T1
Let P1 = argminPTP=1
PT (P−X)(P−X)TP
PTΣP
, by Lemma B.1, we have P T1 Σ = λ1(P1 − X)T . The
only thing we need to prove is,
(P1 −X)TΣ−1(P1 −X) ≥ (P
T
1 Σ
−1(P1 −X))2
P T1 Σ−1P1
⇐⇒λ−21 P T1 ΣP1 ≥
(P T1 P1λ
−1
1 )
2
P T1 Σ−1P1
⇐⇒P T1 ΣP1P T1 Σ−1P1 ≥ 1
(C.2)
The last inequality is true by using Cauchy-Schwartz inequality.
¤
Lemma C.1 Suppose XTX < 1 and D is an positive definite diagonal matrix. Let
A1 = {P1 : (P1 −X)TD−1(P1 −X) = min
PTP=1
(P −X)TD−1(P −X)}
, then we have, for any P1 ∈ A1,
P T1 (P1 −X)(P1 −X)TP1
P T1 DP1
= (P1 −X)TD−1(P1 −X) (C.3)
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and for any P TP = 1,
P T (P −X)(P −X)TP
P TDP
≥ P
T
1 (P1 −X)(P1 −X)TP1
P T1 DP1
(C.4)
Proof: For any X such that XTX ≤ 1, we have,
P T (P −X) =P TD1/2D−1/2(P −X)
≤
√
P TDP (P −X)TD−1(P −X)
by Cauchy-Schwarz inequality. Therefore,
P T (P −X)(P −X)TP
P TDP
≤ (P −X)TD−1(P −X)
In order to minimize (P −X)TD−1(P −X), we apply Lagrange multiplier. Let
G(P ) = (P −X)TD−1(P −X) + λ(P TP − 1)
Therefore,
∂
∂P
G(P ) =
∂
∂P
(P −X)TD−1(P −X) + λ(P TP − 1)
=2(P −X)TD−1 + 2λP T
=0
which means, P T = −λ−1(P −X)TD−1. Hence,
(P1 −X)TD−1(P1 −X) = λ2P T1 DP1 =
P T1 (P1 −X)(P1 −X)TP1
P T1 DP1
(C.5)
i.e.,
P TD = λ1[P −X]T = P
TDP
1− P TX
[
P −X]T (C.6)
Next, we need to find the minimal value for P
T (P−X)(P−X)TP
PTDP
. We also apply Lagrange
multiplier. Let
G1(P ) =
P T (P −X)(P −X)TP
P TDP
+ λ1(P TP − 1)
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for some constant λ1. Therefore,
∂
∂P
G1(P ) =
∂
∂P
(
(1− P TX))2
P TDP
+ λ1(P TP − 1)
)
=− 2(1− P
TX)P TDPXT + (1− P TX)2P TD
(P TDP )2
+ 2λ1P T
=− 2 1− P
TX
(P TDP )2
[
P TDPXT + (1− P TX)P TD
]
+ 2λ1P T
=0
(C.7)
Equation (C.7) is valid if and only if,
P TDPXT + (1− P TX)P TD = λ0P T
for some constant λ0. Therefore,
P TD =
P TDP
1− P TX
{
λ0
P TDP
P −X
}T
λ0 can be derived by,
P TDP =
P TDP
1− P TX
{
λ0
P TDP
P −X
}T
P
⇐⇒1− P TX = λ0
P TDP
− P TX
⇐⇒λ0 = P TDP
Therefore, S1, set of local maximum or local minimal points of
PT (P−X)(P−X)TP
PTDP
, is the same as
S2, set of local maximum or local minimal points of (P −X)TD−1P −X).
Finally, by (C.5), we have,
argminPTP=1(P −X)TD−1(P −X) = argminPTP=1
P T (P −X)(P −X)TP
P TDP
Therefore,
P TDPXT + (1− P TX)P TD − λ0P T
=P TDPXT
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¤C.2 Proof of Theorem 4.2
Proof of Theorem 4.2: Notice that for any Σˆ, both THT and TIU share the same Σˆ, which
means we can also apply the conclusion of Lemma C.1. The only thing we need to change is the
critical value. We just replace zα/
√
n and χp(2α)/
√
n by tn−1(α)/
√
n and Fp,n−p(2α) pn−p . It is
easy to see (tn−1(α)/
√
n)2 = F1,n−1(2α)/n is bigger than Fp,n−p(2α) pn−p .
Size of a hypothesis test is the supremum of the type I error over the null hypothesis. We
let Σ0 = diag(σ21, . . . , σ
2
p) and let θ0 = (1, . . . , 0)
T .
sup
θT θ>1
P (X ∈ RI)
≥ sup
θ=θ0
P (X ∈ RI)
≥ sup
σ1
sup
max(σ2,...,σp)
P (X ∈ RI |θ = θ0,Σ = Σ0)
≥ lim
σ1→0
lim
max(σ2,...,σp)→0
P (X ∈ RI |θ = θ0,Σ = Σ0)
(C.8)
When σ1 is fixed and σ2, . . . , σp go to 0, this test will shrink to a 1-dimensional Two One-sided
Test. As σ1 goes to 0, it will converge to α.
Therefore, supθT θ>1 P (X ∈ RI) ≥ α, which means it is a size-α test.
¤
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Appendix D
Technical Proofs for Chapter 5
D.1 Proof of Theorem 5.1, Theorem 5.2 and Theorem 5.3
In this section, we will prove Theorem 5.1, Theorem 5.2 and Theorem 5.3.
Proof of Theorem 5.1: We need to prove this test is a valid test, which means the type I
error can be controlled.
Now assume µ(x) ∈ H0, then we have supx µ(x) > 1 or infx µ(x) < 0. Without loss of
generality, we assume supx µ(x) > 1. Therefore,
0 ≤ inf
x
L(x : y1(x), . . . , yn(x)) ≤ sup
x
U(x : y1(x), . . . , yn(x)) ≤ 1
=⇒∃x, s.t. µ(x) > U(x : y1(x), . . . , yn(x))
which means, for any µ(x),
P (0 ≤ inf
x
L(x : y1(x), . . . , yn(x)) ≤ sup
x
U(x : y1(x), . . . , yn(x)) ≤ 1|µ(x) ∈ H0)
≤P (∃x, s.t. µ(x) > U(x : y1(x), . . . , yn(x)) or µ(x) < L(x : y1(x), . . . , yn(x)))
=1− P (L(x : y1(x), . . . , yn(x)) ≤ µ(x) ≤ U(x : y1(x), . . . , yn(x)), ∀x)
=α
Hence, the level of this test is α.
¤
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Proof of Theorem 5.2: Based on equation (5.13), we can get
∫
µˆ(x)2dx =
∫ (
µ(x) +
∞∑
k=1
φk(x)η¯.k
)2
dx
=
∫
µ(x)2dx+
∞∑
k=1
η¯.k
∫
µ(x)φk(x)dx+
∞∑
k,k′=1
(∫
φk(x)φk′(x)dx
)
η.kη.k′
=
∫
µ(x)2dx+
∞∑
k=1
η¯.k
∫
µ(x)φk(x)dx+
∞∑
k=1
η2.k
=
∫
µ(x)2dx+
∞∑
k=1
η¯.k
∫
µ(x)φk(x)dx+
∞∑
k=1
λk
n
Ak
(D.1)
where Ak is chi square random variable with degree of freedom 1. Because
∑
k λk <∞, we have∑∞
k=1
λk
n Ak = OP (
1
n). Hence we have
∫
µˆ(x)2dx =
∫
µ(x)2dx+
∞∑
k=1
η¯.k
∫
µ(x)φk(x)dx+
∞∑
k=1
η2.k
Furthermore, the distribution of
∫
µˆ(x)2dx is,
∫
µˆ(x)2dx ∼
∫
µ(x)2dx+N
(
0,
∞∑
k=1
( ∫
µ(x)φk(x)dx
)2λk
n
)
+
∞∑
k=1
η2.k
∼approx
∫
µ(x)2dx+N
(
0,
∞∑
k=1
( ∫
µ(x)φk(x)dx
)2λk
n
)
+N
(
0,
2
n2
∞∑
k=1
λ2k
)
+
1
n
∞∑
k=1
λk
∼approx
∫
µ(x)2dx+
1
n
∞∑
k=1
λk +N
(
0,
∞∑
k=1
[λk
n
( ∫
µ(x)φk(x)dx
)2 + 2
n2
λ2k
] )
(D.2)
∑∞
k=1 λ
2
k is finite because
∑
k λk < ∞ and λk > 0. The last step of equation (D.2) is from
the fact random variable η2.k is uncorrelated with η.k.
¤
Proof of Theorem 5.3: It is easy to see, E(yi)(x) = µ∗(x) and γ∗(s, t) = γˆ(s, t) (for example
see Lemma 2.1 in Zhang et al. [2010]). Then by theorem 5.2, we have,
Tˆ ∗2 =
∫
(µˆ(x)∗)2dx ∼approx
∫
µˆ(x)2dx+
1
n
∞∑
k=1
λˆk+N
(
0,
∞∑
k=1
[λk
n
( ∫
µˆ(x)φˆk(x)dx
)2+ 2
n2
λˆ2k
] )
(D.3)
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Hence,
E[(σˆ2)∗(x)] = σˆ2(x) =
∞∑
k=1
[λk
n
( ∫
µˆ(x)φˆk(x)dx
)2 + 2
n2
λˆ2k
]
= σˆ2(x)
¤
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