The traditional calibration objective of hydrological models is to optimize streamflow simulations. To identify the value of satellite soil moisture data in calibrating hydrological models, a new objective of optimizing soil moisture simulations has been added to bring in satellite data. However, it leads to problems: (i) how to consider the trade-off between various objectives; (ii) how to consider the uncertainty these satellite data bring in. Among existing methods, the multi-objective Bayesian calibration framework has the potential to solve both problems but is more suitable for lumped models since it can only deal with constant variances (in time and space) of model residuals. In this study, to investigate the utilization of a soil moisture product from the Soil Moisture Active Passive (SMAP) satellite in calibrating a distributed hydrological model, the DEM (Digital Elevation Model) -based Distributed Rainfall-Runoff Model (DDRM), a multi-objective Bayesian hierarchical framework is employed in two humid catchments of southwestern China. This hierarchical framework is superior to the non-hierarchical framework when applied to distributed models since it considers the spatial and temporal residual heteroscedasticity of distributed model simulations. Taking the streamflow-based single objective calibration as the benchmark, results of adding satellite soil moisture data in calibration show that (i) there is less uncertainty in streamflow simulations and better performance of soil moisture simulations either in time and space; (ii) streamflow simulations are largely affected, while soil moisture simulations are slightly affected by weights of objectives. Overall, the introduction of satellite soil moisture data in addition to observed streamflow in calibration and putting more weights on the streamflow calibration objective lead to better hydrological performance. The multi-objective Bayesian hierarchical framework implemented here successfully provides insights into the value of satellite soil moisture data in distributed model calibration.
Introduction
It is well known that soil moisture plays a crucial role in the water balance of the hydrological process. Thus, accurate soil moisture simulations in a hydrological model have a positive influence on simulations of potential evapotranspiration, surface and underground runoff generation, and streamflow [1] . To ensure the accuracy, soil moisture simulations need to be corrected through soil moisture measurements. However, direct field soil moisture measurements are scarce and hardly Monte Carlo (MCMC) methods, such as the Differential Evolution Markov Chain (DE-MC) algorithm and the Differential Evolution Adaptive Metropolis (DREAM) algorithm [33, 34] . In this framework, variances for model residuals are constant with respect to time and space. These variances are regarded as unknown parameters and are calibrated simultaneously with model parameters. Different model residuals (e.g.; streamflow residuals, soil moisture residuals) are constrained through limiting priors of corresponding variance parameters; thus the priors can be regarded as surrogates for weights of objectives often prescribed in traditional multi-objective calibration. To construct these priors, a Pareto-based multi-objective method, which has the ability to demonstrate the trade-off between objectives, is used in this framework.
The traditional Bayesian framework shows its potential in the multi-objective calibration of lumped models, but it is not suitable to be applied directly to a distributed model. This is because the traditional Bayesian framework can only deal with constant variances of model residuals in time and space. The simple mathematical transformation that is used to convert heteroscedastic residual terms in lumped models into homoscedastic residual terms fails to solve complex temporal and spatial heteroscedastic problems of distributed model residuals. To solve this problem, a multi-objective Bayesian hierarchical framework is developed in this study by constructing heteroscedastic error models of model residuals in the likelihood function. These heteroscedastic error models link variances for model residuals to hydrological covariates. Unknown parameters in heteroscedastic error models are calibrated simultaneously with hydrological model parameters, and their priors constructed based on a Pareto-based method are used to constrain model residuals.
This study aims to use the multi-objective Bayesian hierarchical calibration framework to investigate the value of satellite soil moisture data in calibrating a distributed model in two humid catchments of southwestern China. Various limited residuals are assigned to soil moisture to design multiple calibration scenarios. This paper is organized as follows. Firstly, the study area and datasets' section include the description of the background for the two catchments, field measurements, and the satellite soil moisture product used for hydrological modeling. Secondly, the methodology section presents the description of the distributed model and the multi-objective Bayesian hierarchical framework, as well as pre-processing for satellite soil moisture data and procedures for calibration and validation. Thirdly, the results of different scenarios are analyzed and discussed. Finally, the main conclusions of the study are drawn.
Study Area and Datasets

Study Area
In this study, two typical humid catchments in southwestern China are used for calibration and validation of the distributed hydrological model. These two catchments are both characterized by a subtropical monsoon climate. The Qujiang (QJ) catchment has a drainage area of 39,211 km 2 ( Figure 1a,b) . Its elevation ranges from 128 to 2684 m a.s.l.; increasing from southwest to northeast. Its northern part contains the Michang Mountain and the Daba Mountain with low temperature and annual rainfall from 1014 to 1500 mm, while the southern part is plain with relatively moderate temperature covered mostly by the cultivated and dry land. Annual rainfall of the catchment is from 1014 to 1253 mm. Annual mean runoff at the outlet station (Luoduxi station) is 23 billion m 3 , contributing about thirty percent of the Jialing River's total discharge. In this study, the Qujiang catchment is divided into seven sub-catchments (circled by red lines in Figure 1b 
Hydro-Meteorological Data
In QJ catchment, data used for hydrological modeling include daily meteorological data for 2015. 4-2017.9 (precipitation and mean air temperature) from 53 meteorological stations (Figure 1b) , and corresponding daily discharge data from the Luoduxi hydrological station (Figure 2a) . In UXJ catchment, data used include daily meteorological data for 2015.4-2017.12 from seven meteorological stations (Figure 1c) , and corresponding daily discharge data from the Tianyi hydrological station (Figure 2b ). The Blaney-Criddle method is used to calculate potential evapotranspiration from mean air temperature data [35] . All input data (precipitation and potential evapotranspiration) are spatially interpolated by the Inverse Distance Weighted (IDW) method with power equaling to two and the maximum radius around 100 km to fit the discrete grids of DEM-based Distributed Rainfall-Runoff Model (DDRM), whose scale is 1 km in this study [36] . 
In QJ catchment, data used for hydrological modeling include daily meteorological data for April 2015-September 2017 (precipitation and mean air temperature) from 53 meteorological stations (Figure 1b) , and corresponding daily discharge data from the Luoduxi hydrological station (Figure 2a) . In UXJ catchment, data used include daily meteorological data for April 2015-December 2017 from seven meteorological stations (Figure 1c) , and corresponding daily discharge data from the Tianyi hydrological station (Figure 2b ). The Blaney-Criddle method is used to calculate potential evapotranspiration from mean air temperature data [35] . All input data (precipitation and potential evapotranspiration) are spatially interpolated by the Inverse Distance Weighted (IDW) method with power equaling to two and the maximum radius around 100 km to fit the discrete grids of DEM-based Distributed Rainfall-Runoff Model (DDRM), whose scale is 1 km in this study [36] . 
Satellite Soil Moisture Data
Satellite soil moisture data used in this study are acquired from the National Aeronautics and Space Administration's (NASA) Soil Moisture Active Passive (SMAP) mission. The satellite is the newest L-band soil moisture dedicated satellite in orbit launched on 31 January 2015. It was initially designed to incorporate an L-band (1.41 GHz) passive radiometer and an L-band (1.26 GHz) active radar [7] , but its active radar broke down in July 2015. In this study, the SMAP enhanced Level-3 (L3) radiometer global surface soil moisture (SPL3SMP_E) product (version 2), available in the National Snow and Ice Data Center (NSIDC), is chosen [37] . This product is derived based on the Single Channel Algorithm V-pol (SCA-V) [38] . It has a native resolution of around 45 km and is resampled to 9-km resolution. It provides global daily soil moisture contents in m 3 /m 3 within a measuring depth of top 5 cm in the soil profile and covers the period after April 2015.
This SMAP soil moisture product is officially reported with a retrieval uncertainty below 0.04 m 3 /m 3 . In recent studies, the quality of different levels of SMAP soil moisture data has been tested by comparing satellite data with field measurements or model simulations worldwide [39] [40] [41] [42] [43] . These studies show that in most areas of Europe and America, the overall ubRMSE (unbiased root mean square error) is within the mission requirement. In Qujiang catchment, Xiong et al. (2018) have compared multiple soil moisture datasets, including ASCAT, SMAP, and SMOS soil moisture products [44] . Its result indicates that SMAP product shows reasonable consistency with other datasets. According to Sun et al. (2017) 's study, the ubRMSE of SMAP data in southwest China is 0.055 m 3 /m 3 , indicating SMAP soil moisture data capture absolute soil moisture relatively well over southwestern China [42] . In the study, to further identify whether this product is suitable for the two study areas, it also has been compared with a re-analysis dataset, the European Space Agency Climate Change Initiative (ESA CCI) Soil Moisture dataset (version 04.4) (https://www.esa-soilmoisturecci.org/). Figure 3 indicates that their correlation is high. Thus, SMAP soil moisture product is suitable for the multi-objective calibration in this study. Besides, only the SMAP soil moisture data up to the standard of the Retrieval Quality Flag (RQF) are chosen to screen out data of poor quality, and daily averages of descending and ascending soil moisture estimates in each grid are calculated for calibration. 
This SMAP soil moisture product is officially reported with a retrieval uncertainty below 0.04 m 3 /m 3 . In recent studies, the quality of different levels of SMAP soil moisture data has been tested by comparing satellite data with field measurements or model simulations worldwide [39] [40] [41] [42] [43] . These studies show that in most areas of Europe and America, the overall ubRMSE (unbiased root mean square error) is within the mission requirement. In Qujiang catchment, Xiong et al. (2018) have compared multiple soil moisture datasets, including ASCAT, SMAP, and SMOS soil moisture products [44] . Its result indicates that SMAP product shows reasonable consistency with other datasets. According to Sun et al. (2017) 's study, the ubRMSE of SMAP data in southwest China is 0.055 m 3 /m 3 , indicating SMAP soil moisture data capture absolute soil moisture relatively well over southwestern China [42] . In the study, to further identify whether this product is suitable for the two study areas, it also has been compared with a re-analysis dataset, the European Space Agency Climate Change Initiative (ESA CCI) Soil Moisture dataset (version 04.4) (https://www.esa-soilmoisture-cci.org/). Figure 3 indicates that their correlation is high. Thus, SMAP soil moisture product is suitable for the multi-objective calibration in this study. Besides, only the SMAP soil moisture data up to the standard of the Retrieval Quality Flag (RQF) are chosen to screen out data of poor quality, and daily averages of descending and ascending soil moisture estimates in each grid are calculated for calibration. 
Methodology
Details of methods and procedures are described in this section. The selected distributed rainfall-runoff model is first described, and then the multi-objective Bayesian hierarchical calibration framework is presented to explain how to develop likelihood functions and priors for residual error parameters, followed by a description of data pre-processing. Procedures for calibration and validation are in the last. The graphical summary of procedures for the Bayesian calibration framework is listed in Figure 4 .
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The DEM-Based Distributed Hydrological Model
Model Structure
Compared to complex physically-based land-surface models, a conceptual hydrological model, the DEM-based Distributed Rainfall-runoff Model (DDRM) proposed by Xiong et al. (2004) , is chosen in the study for its simple model structure with fewer data needed and high efficiency [45] . This model has shown good performances for flood forecasts in humid regions of southern China [44, 46, 47] . In DDRM, the sub-catchment scheme, which is represented by DEM grids, is used for spatial discretization (Figure 5a ). For each DEM grid in the model, soil moisture or other hydrological variables can be simulated. Each sub-catchment outlet is connected to constitute river networks of the whole catchment.
There are three calculation components for the model, including grid excess rainfall calculation, sub-catchment outlet streamflow calculation, and streamflow routing through the river network. Compared to complex physically-based land-surface models, a conceptual hydrological model, the DEM-based Distributed Rainfall-runoff Model (DDRM) proposed by Xiong et al. (2004) , is chosen in the study for its simple model structure with fewer data needed and high efficiency [45] . This model has shown good performances for flood forecasts in humid regions of southern China [44, 46, 47] . In DDRM, the sub-catchment scheme, which is represented by DEM grids, is used for spatial discretization ( Figure 5a ). For each DEM grid in the model, soil moisture or other hydrological variables can be simulated. Each sub-catchment outlet is connected to constitute river networks of the whole catchment.
There are three calculation components for the model, including grid excess rainfall calculation, sub-catchment outlet streamflow calculation, and streamflow routing through the river network. Under the saturation excess runoff mechanism, grid excess rainfall calculation is largely influenced by the grid soil water storage capacity (S mc,i ), which is linked to the corresponding topographic index ln(α, tan β) at the grid i. Where soil is unsaturated, there is no excess rainfall generated to replenish the surface ponding water storage. Where soil is saturated, the surface ponding water storage will be replenished and updated (Figure 5b ). The grid excess rainfall generation rate is calculated from the Remote Sens. 2019, 11, 1335 7 of 25 surface ponding water storage. Then, the Muskingum method is used to route excess rainfall in each grid from upstream to downstream to get streamflow values at each sub-catchment outlet. This routing method is also used to route streamflow of each sub-catchment to the outlet of the whole catchment but with different parameter schemes. This is because routing streamflow through grids is significantly different from routing streamflow through river networks. In DDRM, grid channel parameters are used when streamflow is routed through grids for inner sub-catchments, and river network routing parameters are used when streamflow is routed through river networks from the sub-catchment outlet to the whole catchment outlet. Thus, streamflow generated in grids in upper reaches of the catchment (grey or blue shaded sub-catchments in Figure 5a ) is routed through both grids and river networks, while that generated in grids in lower reaches (yellow shaded sub-catchments in Figure 5a ) is routed only through grids. More details of DDRM are shown in Xiong et al. (2018) [44] .
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at the grid i . Where soil is unsaturated, there is no excess rainfall generated to replenish the surface ponding water storage. Where soil is saturated, the surface ponding water storage will be replenished and updated (Figure 5b ). The grid excess rainfall generation rate is calculated from the surface ponding water storage. Then, the Muskingum method is used to route excess rainfall in each grid from upstream to downstream to get streamflow values at each subcatchment outlet. This routing method is also used to route streamflow of each sub-catchment to the outlet of the whole catchment but with different parameter schemes. This is because routing streamflow through grids is significantly different from routing streamflow through river networks. In DDRM, grid channel parameters are used when streamflow is routed through grids for inner subcatchments, and river network routing parameters are used when streamflow is routed through river networks from the sub-catchment outlet to the whole catchment outlet. Thus, streamflow generated in grids in upper reaches of the catchment (grey or blue shaded sub-catchments in Figure 5a ) is routed through both grids and river networks, while that generated in grids in lower reaches (yellow shaded sub-catchments in Figure 5a ) is routed only through grids. More details of DDRM are shown in Xiong et al. (2018) [44] . The model-simulated soil moisture storage depth S given in mm is the soil moisture output of the distributed model, as shown in Figure 5 . It is comparable to the profile soil moisture storage depth. In this study, the scale of DDRM grids is 1 km. To fit 9 km grids for the SMAP soil moisture product, the model-simulated soil moisture storage depth within 1 km is resampled to 9 km, shown as The model-simulated soil moisture storage depth S given in mm is the soil moisture output of the distributed model, as shown in Figure 5 . It is comparable to the profile soil moisture storage depth. In this study, the scale of DDRM grids is 1 km. To fit 9 km grids for the SMAP soil moisture product, the model-simulated soil moisture storage depth within 1 km is resampled to 9 km, shown as S m of the grid m (given in mm), and can be converted to the relative saturation ϕ DDRM m of the grid m with the grid soil water storage capacity S mc,m , which is calculated as:
The relative saturation is used for comparison with satellite soil moisture data.
Model Parameters
DDRM is a conceptual distributed model with 11 model parameters, including seven runoff generation parameters (S 0 , S M , n, a, b, T s , T p ), two grid channel routing parameters c x (x = 0, 1), and two river networks routing parameters hc f x (x = 0, 1), among which, f represents different sub-catchments. In this study, only one set of river networks routing parameters is used for all sub-catchments. Before actually moving into model calibration, the sensitivity of model parameters to soil moisture and streamflow has been investigated by local analysis method [48] . Sensitivity indexes are shown in Table 1 . It indicates that parameters S M , a, b, and T s are sensitive to soil moisture, and parameters S M , n, a, T s , and c x (x = 0, 1) are sensitive to streamflow. More details about DDRM parameters are shown in Table 1 . 
Multi-Objective Bayesian Hierarchical Framework
A multi-objective Bayesian calibration framework, which both considers the trade-off between objectives and undertakes the model uncertainty analysis, is recommended in this study. To satisfy the spatial and temporal heteroscedasticity of distributed model residuals, heteroscedastic residual error models with unknown parameters that link residual variances with hydrological covariates are used in likelihood functions. Details of the multi-objective Bayesian hierarchical framework are presented below.
Multi-Objective Likelihood Function
Simulations of conceptual hydrological models systematically deviate from observations, and a conceptual distributed hydrological model can be expressed as:
It is assumed that the system response at the time t of each grid m of the distributed model can be represented by a deterministic function y m,t (X, θ), where X is the input of models and θ is a hydrological model parameter. Y m,t is the observation at the time t of the grid m, and ε Y m,t is the corresponding residual term. In this study, observed streamflow at the catchment outlet Q t and gridded soil moisture SM m,t can be expressed as:
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where q t (X, θ) denotes simulated streamflow at the catchment outlet, and sm m,t (X, θ) denotes simulated gridded soil moisture of the distributed model. ε Q t and ε SM m,t represent corresponding residual terms for Q and SM, respectively. In the Bayesian framework, posterior distributions of unknown model parameters can be calculated as:
P(θ) denotes the prior information of hydrological model parameters, and L(θ Q t , SM m,t ) ≡ P(Q t , SM m,t θ) denotes the likelihood function. For numerical stability, log-likelihood functions are usually used instead of likelihood functions [30, 49] . If the residual terms are assumed to be normally distributed, uncorrelated with variance varying in time and space, the log-likelihood function for multi-objective distributed model calibration can be written as:
where σ ε Q t represents the individual streamflow error standard deviation at the time t, and σ ε SM m,t represents the individual soil moisture error standard deviation at the time t of grid m.
To satisfy the heteroscedasticity nature of distributed model residuals, an advanced heteroscedastic error model is constructed. This heteroscedastic error model contains unknown parameters of model residuals, assuming residual variances to be related to hydrological covariates that vary in time and space. These residual error models with unknown parameters that simulated through calibration have their advantages in assuming residual errors as a mixture of errors from the model structure and observations [49] .
In practice, suitable covariates are selected from various candidate explanatory variables that include observed streamflow, satellite soil moisture, and antecedent precipitation. It is performed by using the Generalized Additive Models for Location, Scale, and Shape (GAMLSS) method with Akaike's information criterion (AIC) [50, 51] . Good residual error models are shown as followed.
The residual error model for streamflow uses seven-day catchment-averaged antecedent precipitation P 7ant t as the covariate, which can be written as:
The residual error model for soil moisture uses five-day gridded antecedent precipitation P 5ant m,t of grid m as the covariate, which can be written as:
where
, and ψ SM 1 are hierarchical error model parameters.
Prior Information
It is essential to construct appropriate prior distributions of parameters to calculate their posterior distributions when data are limited. Priors of hydrological model parameters are normally set to be uniformly distributed among their psychically accepted ranges (Table 1) , while priors of residual error model parameters for multi-objective calibration need to be constructed following two guidelines. Firstly, values of residual variances can substitute for weights of objectives prescribed in traditional multi-objective calibration. For one objective among multiple objectives, a smaller variance means more emphasis on this objective. Secondly, modeled residuals should be in accepted ranges. In this study, priors for residual error model parameters are developed based on a Pareto-based multi-objective method to satisfy the two guidelines. The Pareto front from the Pareto-based method demonstrates the trade-off between objectives on optimizing streamflow and soil moisture. Different Pareto points in the Pareto front can be used to represent different weights of the two objectives. Priors for residual error model parameters are constructed as normal distributions with means calculated based on corresponding residual time series of the selected Pareto point in the Pareto front by GAMLSS, and variances of priors are defined on the basis of the magnitude of means (Figure 2 ). This is because the values of these means are the key to constrict the two objectives, and the exact values of variances for priors are less influential in this Bayesian framework [30, 52] .
Pre-Processing for Calibration Data
Obviously, satellite surface soil moisture is not comparable to profile soil moisture simulated by the chosen distributed model with one soil layer [53] . Two ways can be used to solve the problem: (i) configuring the distributed hydrological model to simulate surface soil moisture at an observed depth; (ii) converting satellite surface soil moisture to soil water index that can be comparable to the profile soil moisture. For the first way, more data, such as vegetation types and soil types, and more complex model structure and more parameters are needed to introduce to the model. Since the aim of the study is to identify the value of satellite data in calibrating a distributed model, but not to investigate how to improve the model structure for better matching model-simulate soil moisture to satellite soil moisture, the model structure remains, and the second way is chosen.
A method named the Exponential Filter proposed by Wagner et al. (1999) is used to convert satellite surface soil moisture to soil water index [54] . Previous studies have used soil water index to calibrate hydrological models [19, 22] . In this study, for each grid m of SPL3SMP_E product, surface soil moisture content ω L3 SSM (m, t n ) (given in m 3 /m 3 ) is converted to soil water index ω L3 SWI (m, t n ) based on the assumption that time variation of profile soil moisture is linearly related to the difference between surface soil moisture and profile soil moisture. Thus,
where time t n indicates acquisition time of ω L3 SSM , and t n−1 indicates previous acquisition time. K n is the gain term at the time t n . It varies between 0 and 1 as follows,
For initialization of the filter, K 1 is set to 1. CT is the Characteristic Time length representing timescale of soil moisture variation to obtain profile soil moisture. In the study, the value of CT is calculated by maximizing the correlation between exponentially filtered profile soil moisture and model-simulated soil moisture by a simple calibration from the range of 5 days to 55 days. CT equaling to 25 days and 20 days are chosen, respectively, for QJ catchment and UXJ catchment, which are similar to 20 days used in the study of Xiong et al. (2018) . The value below or above the chosen value for each catchment gets the worse correlation. Then, ω L3 SWI (m, t n ) of each grid m given in m 3 /m 3 is converted to relative saturation ϕ L3 (m, t n ). For a long time series T l in each grid m of the SMAP soil moisture product, the value of the maximal soil moisture content can be regarded as the soil porosity value. Thus, the minimum-maximum correction method can be used as:
Since soil moisture derived from DDRM and soil water index derived from SPL3SMP_E are all converted to relative saturation, these soil moisture simulations are comparable. In this study, gridded ϕ L3 (m, t n ) is used for calibration, shown as L3SWI.
Procedures for Calibration and Validation
Procedures for the Bayesian hierarchical calibration framework are listed in Figure 4 . The whole period is divided into the warm-up period, the calibration period, and the validation period ( Table 2) . Data before 1 October 2015 are used for the warm-up period to form Pareto fronts between the two objectives for both catchments. In this study, AMALGAM is used to acquire the Pareto front of the Kling-Gupta Efficiency (KGE) of streamflow and soil moisture using warm-up data [55] . In the simulation, 100 generations and 100 populations are defined. Through the selection of different Pareto points in the Pareto front, multiple multi-objective calibration scenarios are designed for each catchment. Simultaneously, the streamflow-based single objective calibration is designed as the benchmark, and the soil moisture-based single objective calibration is designed only as supplementary information. In the calibration period, non-informative priors for residual error model parameters are used for single objective scenarios, and informational priors constructed based on the selected Pareto points are used for multi-objective scenarios. For each of the Bayesian calibration scenario, the DREAM algorithm is employed to calculate posterior distributions of a hydrological model and residual error model parameters. Eight Markov chains and 10,000 generations are defined, and for each Markov chain, generations for which the ∧ R statistics of convergence diagnostics are below the critical threshold 1.2 for all parameters are selected for the target distribution. After the estimation of hydrological model and residual error model parameters, summary statistics of model simulations acquired based on the most likely parameter values are calculated for the efficiency analysis in both calibration and validation periods, among which, the Kling-Gupta Efficiency (KGE) and its components (G1, G2, and G3) are calculated separately for streamflow simulations, while KGE, the Residual error (RE), Lin's Concordance Correlation Coefficient (CCC), and the Root Mean Square Error (RMSE) are used for soil moisture simulations [15, 18, 55, 56] . In the meanwhile, 90% confidence limits of total predictive uncertainties for Q and SM are also calculated, respectively, for each catchment [30] . Ninety percent confidence limits of total predictive uncertainty are calculated by adding to model simulations a random noise drawn from a normal distribution with mean 0 and the time-varying or space-varying variance, which is computed by Equation (9) or Equation (10). For single objective scenarios, since the residual variance for Q cannot be acquired from Equation (9) in S2, and the residual variance for SM cannot be acquired from Equation (10) 
Results and Discussion
Prior Information for Residual Error Model Parameters
Prior distributions for residual error model parameters are constructed by the Pareto front. The Pareto front of KGE between observed and model-simulated streamflow (x-axis) and that between pre-processed satellite and model-simulated soil moisture (y-axis) for each catchment is shown in Figure 6 . Points in each of the Pareto fronts present a clear trade-off between two objectives. For each objective, the larger KGE means more emphasis on the objective. In both chosen catchments, values of KGE for streamflow distribute in larger ranges (35% to 75% in QJ catchment, 40% to 80% in UXJ catchment) than those for soil moisture (41% to 50% in QJ catchment, 54% to 63% in UXJ catchment). It indicates that weights of soil moisture in multi-objective calibration largely influence the performance of streamflow simulations. Besides, the Pareto front in UXJ catchment gets better performance than that in QJ catchment, either for streamflow and soil moisture.
uncertainty are calculated by adding to model simulations a random noise drawn from a normal distribution with mean 0 and the time-varying or space-varying variance, which is computed by Eq. (9) or Eq. (10). For single objective scenarios, since the residual variance for Q cannot be acquired from Eq. (9) in S2, and the residual variance for SM cannot be acquired from Eq. (10) in S1, these variances are substituted by the mean square error between observations and simulations. To clearly illustrate the uncertainty, summary statistics proposed in Xiong et al. (2009) 
Results and Discussion
Prior Information for Residual Error Model Parameters
Prior distributions for residual error model parameters are constructed by the Pareto front. The Pareto front of KGE between observed and model-simulated streamflow (x-axis) and that between pre-processed satellite and model-simulated soil moisture (y-axis) for each catchment is shown in Figure 6 . Points in each of the Pareto fronts present a clear trade-off between two objectives. For each objective, the larger KGE means more emphasis on the objective. In both chosen catchments, values of KGE for streamflow distribute in larger ranges (35% to 75% in QJ catchment, 40% to 80% in UXJ catchment) than those for soil moisture (41% to 50% in QJ catchment, 54% to 63% in UXJ catchment). It indicates that weights of soil moisture in multi-objective calibration largely influence the performance of streamflow simulations. Besides, the Pareto front in UXJ catchment gets better performance than that in QJ catchment, either for streamflow and soil moisture. For each Pareto front, points representing the least KGE of Q (the least emphasis on streamflow), the middle one (the middle emphasis on streamflow), and the largest KGE of Q (the largest emphasis on streamflow) are selected to construct priors for multi-objective calibration scenarios, signed as M1-M3 for each catchment. Meanwhile, single objective calibration scenarios, signing as S1 (Q only), S2 (L3SWI only), respectively, are chosen for comparisons in each catchment. In this study, all prior distributions of hierarchical error parameters are transformed to get the means that are of the same magnitude, and their values of variances are defined as 0.02. Priors of residual error parameters in different scenarios are shown in Table 3 . 
Norm (5. Figure 7 illustrates posterior distributions for DDRM parameters with high sensitivity to soil moisture or streamflow (the first six rows) and residual error model parameters (the last four rows) for QJ and UXJ catchments. It can be seen that for each catchment, posterior distributions for most parameters (except parameter C 0 ) in scenarios M1-M3 seem to be combinations of those in the scenarios S1 and S2, indicating these parameters are affected by both soil moisture and streamflow. Parameters S M , n, and T s are more sensitive to streamflow, and there is a trend in their posterior distributions to be more similar to the scenario S1 from the scenario M1 to the scenario M3. Parameters a and b are more sensitive to soil moisture, their posterior distributions in the scenario M1 are more similar to those in the scenario S2 than in M2 and M3. Parameter C 0 is nearly not affected by soil moisture. The results are quite consistent with what the sensitivity of each parameter shows in Table 1 . In the scenario S2, parameters T s and C 0 are relatively diffuse, indicating these parameters have not been well calibrated. Besides, there is an obvious discrepancy between posterior distributions of most parameters in the scenario S1 and the scenario S2 for both catchments. It indicates the large parameter uncertainty in the single-objective calibration.
Posterior Information for Parameters
The last four rows of Figure 7 show posterior distributions of residual error model parameters. They can represent the fitness between simulations and observations since a smaller residual variance means a better model performance. Differences between their prior and posterior distributions are significant in single objective calibration scenarios, but posterior distributions in multi-objective scenarios show only a slight shift to their priors (Table 3) . This is because single objective scenarios set large ranges for these parameters, while multi-objective calibration scenarios set narrow ranges since priors for these parameters are used as constraints for model residuals. It indicates that priors of hierarchical error parameters have a great influence on their posterior distributions, and this is similar to the results of Yating et al. (2018) [30] . Thus, it is reasonable to weight different objectives by defining different priors in multi-objective Bayesian calibration.
scenarios show only a slight shift to their priors (Table 3) . This is because single objective scenarios set large ranges for these parameters, while multi-objective calibration scenarios set narrow ranges since priors for these parameters are used as constraints for model residuals. It indicates that priors of hierarchical error parameters have a great influence on their posterior distributions, and this is similar to the results of Yating et al. (2018) [30] . Thus, it is reasonable to weight different objectives by defining different priors in multi-objective Bayesian calibration. Table 4 illustrates summary statistics for the efficiency analysis of Q calculated based on the most likely parameter values and summary statistics for 90% confidence limits of total predictive uncertainty for Q in both calibration and validation periods. It indicates that performances of streamflow simulations are different in Qujiang and Upper Xijiang catchment when adding satellite soil moisture data. In Qujiang catchment, the efficiency analysis shows that adding satellite soil moisture data in model calibration is not beneficial to performances of streamflow simulations, and Table 4 illustrates summary statistics for the efficiency analysis of Q calculated based on the most likely parameter values and summary statistics for 90% confidence limits of total predictive uncertainty for Q in both calibration and validation periods. It indicates that performances of streamflow simulations are different in Qujiang and Upper Xijiang catchment when adding satellite soil moisture data. In Qujiang catchment, the efficiency analysis shows that adding satellite soil moisture data in model calibration is not beneficial to performances of streamflow simulations, and the uncertainty analysis shows that it can reduce streamflow uncertainty, especially in the validation period. However, in Upper Xijiang catchment, the benefits of satellite data are quite obvious. Adding satellite soil moisture data has a positive influence on streamflow simulations for Upper Xijiang catchment according to both efficiency analysis and uncertainty analysis. The worse efficiency of streamflow simulations in multi-objective scenarios of Qujiang catchment may due to nonstationarity in annual streamflow (Figure 2) . Overall, one conclusion can be inferred that adding soil moisture data as constraints for calibration can reduce uncertainty in streamflow simulations. As for different multi-objective calibration scenarios, it can be observed that streamflow simulations perform better in scenarios where more emphasis is put on streamflow in both catchments. Table 4 . Indexes for the efficiency analysis of model-simulated Q that is calculated with the most likely parameter values, including the Kling-Gupta Efficiency KGE(%) and its components G1(%), G2(%), and G3(%), and indexes for 90% confidence limits of total predictive uncertainty for Q (m 3 /s), including the Containing Ratio CR(%), the Transformed Average Bandwidth TB(m 3 /s), and the Average Deviation Amplitude D(m 3 /s) for multiple scenarios (single objective S1-S2, multi-objective M1-M3) in calibration and validation periods for the Qujiang catchment and the Upper Xijiang catchment.
Observed and Model-Simulated Daily Streamflow and Soil Moisture Data
Observed and Model-Simulated Daily Streamflow
Qujiang Catchment
Upper Figure 8 demonstrates ranges of 90% confidence limits of total predictive uncertainty and the predictive uncertainty due to the parameter uncertainty in daily streamflow during the validation period in QJ and UXJ catchments. It can be seen that the predictive uncertainty due to the parameter uncertainty in scenarios S2 is much worse than other scenarios. It means poor parameter estimates are acquired for streamflow, and thus result in poor total predictive uncertainty. It indicates that the application of satellite soil moisture on simulating streamflow by conceptual hydrological models in ungauged areas still remains problematic, although values of satellite soil moisture in ungauged areas were identified for some complex parametrized physically-based land-surface models [58] . For each catchment, multi-objective scenarios show similar patterns, and predictive streamflow follows the fast fluctuations of observed streamflow. The visible difference is that 90% confidence limits of total predictive uncertainty in scenarios S1 cover more high-flow points than other scenarios in each catchment, indicating that predictive streamflow in scenarios S1 can better simulate high flow. For all scenarios, some points are still not covered by the predictive uncertainty. This may due to that a simple linear residual error model can only partly satisfy residual heteroscedasticity.
Remote Sens. 2019, 11, x FOR PEER REVIEW 16 of 25 Figure 8 . Ranges of 90% confidence limits of total predictive uncertainty (green) and the predictive uncertainty due to the parameter uncertainty (blue) for model-simulated streamflow during the validation period for various Bayesian scenarios (S1-S2, M1-M3) in Qujiang catchment (a-e) and Upper Xijiang catchment (f-j). Figure 8 . Ranges of 90% confidence limits of total predictive uncertainty (green) and the predictive uncertainty due to the parameter uncertainty (blue) for model-simulated streamflow during the validation period for various Bayesian scenarios (S1-S2, M1-M3) in Qujiang catchment (a-e) and Upper Xijiang catchment (f-j). Table 5 presents four catchment-averaged summary statistics for the efficiency analysis of SM calculated based on the most likely parameter values and three for 90% confidence limits of total predictive uncertainty for SM during both calibration and validation periods. From Table 5 , poor results are acquired for soil moisture simulations in scenarios S1, demonstrating that the estimated parameters and the mid-processes of the model in these scenarios may be less reasonable, although results of streamflow simulations are good. It is obvious that adding satellite soil moisture data in model calibration greatly improves performances of soil moisture simulations, indicating that satellite data can reduce parameter equifinality and make model parameters more reasonable. There is a trend that the results are slightly better as more emphasis is put on soil moisture in multi-objective calibration. Compared with the variation in streamflow simulations, the variation in soil moisture is less obvious. For example, from results of M1 to M3 during the calibration period in Qujiang catchment, the value of KGE for streamflow ranges from 57 to 71, while the value of KGE for soil moisture ranges from 31 to 27. It indicates that the emphasis on soil moisture slightly influences soil moisture simulations when considering the trade-off between the two objectives in this study. Besides, Table 5 shows that in QJ catchment, single objective calibration considering L3SWI only (S2) demonstrates superior results of soil moisture simulations. It indicates that streamflow data may not have a positive influence on soil moisture simulations in this catchment. Table 5 . Catchment-averaged indexes for the efficiency analysis of model-simulated gridded SM that is calculated with the most likely parameter values, including the Kling-Gupta Efficiency KGE (%), the Residual Error RE (%), Lin's Concordance Correlation Coefficient CCC (%), and the Root Mean Squared Error RMSE (%), and indexes for 90% confidence limits of total predictive uncertainty for gridded SM (%), including the Containing Ratio CR (%), the Transformed Average Bandwidth TB (%), and the Average Deviation Amplitude D (%) for multiple scenarios (single objective S1-S2, multi-objective M1-M3) in calibration and validation periods for both Qujiang and Upper Xijiang catchments.
Observed and Model-Simulated Daily Soil Moisture
Qujiang Catchment
Upper Xijiang Catchment Figures 9-11 show spatial distributions of the three indexes for the efficiency analysis during the validation period, while Figures 12 and 13 indicate spatial distributions of summary statistics (TB, D) for 90% confidence limits of total predictive uncertainty for soil moisture. An interesting phenomenon can be observed that in QJ catchment, summary statistics in the scenario S1 show better performances in the lower reaches. It should be noted that streamflow observations at the catchment outlet are indicative of the entire upstream soil moisture conditions in the past, as referenced in Pauwels et al. (2006) [59] . This is because the downstream streamflow observations implicitly contain information on the same upstream soil moisture as their upstream counterparts. In this study, if we assume the distributed model can reveal actual conditions of the whole catchment, the time-lag issue and cross-correlations between streamflow observations and upstream soil moisture conditions should have been resolved by the model internal structure during model calibration. However, the performance of soil moisture simulations is different across Qujiang catchment. It may due to the uncertainty in the model structure since streamflow generated from grids in upper reaches in the model routed a longer way than that in lower reaches. It may also due to the difference between the accuracy of L3SWI data in plain and mountainous areas [22] . For calibration scenarios using satellite soil moisture products as constraints in QJ catchment, there is no obvious difference between upper and lower reaches of the catchment. Thus, the influence of the distance between grids and the outlet of the catchment on soil moisture simulations are reduced in these scenarios.
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Discussion
Uncertainty Caused by Adding Satellite Data for Calibration
L3SWI data, which are acquired based on SMAP surface soil moisture data by a simple statistical model, are actually used for model calibration. The data uncertainty introduced by L3SWI data is from satellite observations, the resampling of satellite data, the statistical model, and format conversion. For example, resampling of satellite data from around 45 km to 9 km introduces uncertainty to soil moisture spatial distributions. Besides, one obvious uncertainty from the statistical model is the constant value of CT applied in time and space during pre-processing of L3SWI data, since optimal CT values are affected by the vegetation types, soil types, topography, and climatic conditions [22] . Thus, the constant value used also leads to uncertainty in spatial distributions of soil moisture simulations. However, how to define CT is controversial according to previous studies [60] . Because of the lack of field observations of soil moisture, there is no way to identify whether L3SWI data are correct. Previous papers used constant CT values to acquire soil water index from satellite surface soil moisture for comparison with profile soil moisture simulated by the distributed model. Silvestro et al. (2015) used the constant CT value of 10 days across the Orba basin (800 km 2 ) [19] , while Sutanudjaja et al. (2014) applied the constant CT value of 20 days in the Rhine-Meuse basin (200,000 km 2 ) [22] .
Compared to the streamflow-based single objective calibration (S1), the uncertainty in streamflow simulations that is caused by introducing satellite soil moisture data can be divided into four parts, represented as ∆U Q = U pose negative influence on performances of soil moisture and streamflow simulations in time and space, using L3SWI data in model calibration can reduce uncertainty in streamflow simulations and improve performances of soil moisture simulations. Actual soil moisture observations in the soil profile or alternative model structures that can simulate surface soil moisture need to be considered in future studies. Besides, errors of the SMAP product are ignored in this study, and the influence of these errors on the estimation of model parameters should be investigated in the future.
Importance of the Calibration Results in Understanding Catchment Hydrology
Results of the study for both catchments indicate that adding soil moisture data in model calibration can slightly reduce total predictive uncertainty of streamflow and greatly improve soil moisture simulations in time and space. These results are similar to those of many previous papers. For example, the result of Rajib et al. (2016) showed that the application of satellite soil moisture data in calibration got better soil moisture simulations while streamflow simulations were less affected [1] . Parajka et al. (2009) resulted that using both satellite soil moisture and streamflow data for model calibration provided more robust parameters than using either of these data [25] . Alvarez-Garreton et al. (2014) indicated that satellite soil moisture data could reduce errors in soil moisture simulations and, in turn, provided slightly better streamflow simulations [11] . All of these studies indicate that the usefulness of satellite soil moisture data in improving streamflow simulations is limited. However, the application of satellite data in model calibration can help us better understand the rainfall-runoff relationship in catchment hydrology and provide insights to improve model parameterization in further studies. In the study, for the discrepancy between results of different catchments, it can be inferred that streamflow is greatly related to soil moisture in a stationary environment, while the nonstationarity breaks the relationship. For both catchments, performances of soil moisture simulations are poor in the streamflow-based single objective calibration, indicating severe parameter equifinality. Thus, it is necessary to add satellite soil moisture for model calibration, but further studies need to figure out how to appropriately introduce satellite data to model calibration in a nonstationary environment. Besides, results of multi-objective scenarios (M1-M3) in the study show that different weights of objectives have obvious influence on streamflow simulations but have less influence on soil moisture simulations, thus, putting more weights on the streamflow calibration objective is recommended in the future study.
Limitation and Further Challenges of the Multi-Objective Bayesian Hierarchical Framework
The developed multi-objective Bayesian hierarchical framework in the study assumes that the residual terms of models in time and space are uncorrelated. It is quite a strong assumption. Many previous papers assume that the residual terms of models in time are independent [30, 49, 61] , such as residual terms of streamflow and evapotranspiration, but few consider the spatial correlation. The Durbin-Watson test has been used to check the correlation of residual terms before the calibration in the study [62] . The result indicates that the residual terms of the model in space are less correlated than those in time. Since previous papers are not affected by the assumption of residual independence in time, thus the assumption used in the study is regarded as feasible. However, these residual terms may be not independent in further studies, since their error sources, such as precipitation and evapotranspiration inputs, model structure, are not independent. Further research can focus on developing a new framework considering the correlation between residual terms and identifying the influence of these correlations on calibrating results.
Compared to data assimilation methods, the framework developed in the study fails to quantify error propagation. The biggest error source in the study is satellite soil moisture data, which have been used in two ways. The first use is to format Pareto fronts in the warm-up period for constructing priors of residual error parameters, and the second use is to optimize model parameters during the calibration period. For both ways, satellite soil moisture data are used as calibration data like streamflow, but not used as input data like precipitation and evaporation. Thus, the error propagation either from satellite soil moisture to Pareto fronts in the warm-up period or from satellite soil moisture to DDRM model parameters in the calibration period cannot be quantified. The possible effect of data uncertainty on the trend of calibration results in different multi-objective scenarios cannot be investigated. Besides, in the warm-up period, except errors from satellite data, model structure uncertainty, parameter uncertainty, and input data uncertainty would also affect priors for residual error parameters, thus affecting the posterior distribution of parameters. But prior information is boundary conditions for the calibration, and thus their error propagation also cannot be quantified. Only total predictive uncertainty and parameter uncertainty can be calculated (Tables 4 and 5, Figure 8 ). In the study, these uncertainties are the same in different multi-objective calibration scenarios; thus, they would not influence the trend in results of different calibration scenarios. Further studies can focus on uncertainty separation and to investigating how each uncertainty influences calibration results.
Conclusions
In this study, multiple calibration scenarios are constructed by constraining residuals of streamflow and soil moisture to see the value of satellite soil moisture data in calibrating a distributed hydrological model across two humid catchments of southwestern China. For each calibration scenario, a multi-objective Bayesian hierarchical calibration framework is used for the DEM-based Distributed Rainfall-runoff Model (DDRM) to consider the trade-off between objectives and undertake the uncertainty analysis in model parameters and simulations. The limited residuals of streamflow and soil moisture are expressed in priors for residual error model parameters in the likelihood function. These priors are derived from a Pareto-based multi-objective calibration and thus have the ability to consider the trade-off between objectives. The single objective Bayesian hierarchical calibration scenario, which only uses streamflow data (S1), is also designed as the benchmark. Results are comparatively analyzed, and the following conclusions are summarized:
• Compared to the streamflow-based single objective calibration, adding satellite soil moisture data in model calibration reduces total predictive uncertainty of streamflow for both catchments and greatly improves performances of soil moisture simulations both in time and space. • When adding satellite soil moisture data in model calibration, different emphases of objectives have visible influences on streamflow simulations but have slight influences on soil moisture simulations.
This study recommends a reliable multi-objective Bayesian hierarchical calibration framework to identify how to better use satellite soil moisture data in the parameter calibration of distributed models across two humid regions. From the conclusions, adding satellite soil moisture data in calibration and putting more weights on the streamflow calibration objective are recommended for better modeling. In further studies, it is needed to identify whether the conclusions are general in arid and semi-arid areas. Since there is no clear objective for optimizing spatial distributions of soil moisture in this study, further work can also focus on how to simulate the good spatial distribution of soil moisture and analyze their spatial uncertainties.
