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Discrete allocation of scarce resources among nonmu- 
tually exclusive investment alternatives to maximize net 
present value is a problem common to many firms of the min­
eral industry. Conventional methods of economic evaluation 
are often inadequate to select among such investments. This 
study presents an application of a variation of the integer 
programming heuristic method of Senju and Toyoda (1) to the 
analysis and solution of resource allocation problems. A 
resource economic, nonmathematical interpretation of the 
method is offered; a brief mathematical treatment of the 
original heuristic and the modification used is presented; 
aind computational results obtained on a number of published 
solved problems are presented. Suggestions for further re­
search are also made.
AHiiriUH LAJO'S; i i m u





Introduction ..........    1
Rational Development of the Heuristic .................  5
Example Problem .........................  . . . . . . .  11
A Computational Modification of the Method
of Senju and Toyoda..............  18
Computational Results .................    24
Conclusions and Suggestions for Further
Application..........   29
Bibliography ............................................. 30
Appendix .  ............   32
iv
T-1601
LIST OF TABLES AND FIGURES
Table 1. The Original Method of Senju and
Toyoda.........................  19
Figure 1. Modification of the Method of Senju
and Toyoda................   22





I would like to thank the following people for their 
technical assistance and indulgence in the course of my 
study: Dr. Jean P. Mather, Dr. Frank J. Stermole, and Dr.
R. E. D. Woolsey. All were members of my Committee.
In addition, I would like to thank the Colorado 
School of Mines and the State of Colorado for financial 
assistance during my residence as a graduate student at 




A problem common to many firms of the mineral industry 
may be stated as follows. Given that any number of a group 
of projects may be chosen for investment, what projects 
should be chosen to maximize the total net present value of 
all investments made within the constraints imposed by the 
availabilities of several scarce resources? Each project re­
quires some known amount (but possibly none) of each of the 
several scarce resources, which may include men, money, or 
materials. If part or all of one or more of a project's 
resource requirements is not allocated to the project, the 
project may not be done; that is, the decision to do a pro­
ject necessarily implies that resources are being allocated 
to meet all of the project's resource requirements exactly.
As an example of such a situation, consider the problem 
facing a firm wishing to do many possible petroleum production 
development projects. After appraisal of external and inter­
nal financing and their relative costs, top management deter­
mines how much money is available for investment in each of 
several quarters in the future. District engineering staffs 
estimate future production volumes from the many investments, 
and from these data, future costs, future revenues, and, 
finally, net present values at the firm's minimum rate of 
return are developed for all projects. Additional estimates 
are made of the drilling and work-over rig hours required by 
each project in each month, and the available drilling and
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work-over rig hours in each month are estimated. Engineering 
man-hour requirements and availabilities are similarly esti­
mated. Such basic data is obviously very difficult to obtain 
and highly subjective in nature.
Because of the inherent difficulty of getting some data 
in the first place, the emphasis of the decision-maker's 
efforts should be not on thfe mechanics of making the final 
decision, but on data collection and evaluation. In a more 
comprehensive version of the hypothetical problem, an inte­
grated oil company may have 2000 or more projects to con­
sider. Two thousand projects will yield 2^ ^  possible 
combinations of projects to do or not do; it is physically 
unreasonable to totally list the combinations and assess 
their total net present values and feasibilities subject 
to scarce resource constraints. The sheer magnitude of 
the problem may thus preclude finding the net piesent value- 
maximizing set of projects.
Faced with such a mountainous task, the decision-maker 
will invariably resort to a seat-of-the-pants approach. 
Sometimes, in fact, intuitively obvious approaches to this 
problem will yield the best or reasonably good solutions. 
Since the benefit of knowing the best (i. e., the net pre­
sent value-maximizing) solution may not offset the cost of 
obtaining it, an intuitively comfortable method of finding 
a relatively good solution may possess both psychological 
and economic appeal.
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On the other hand, the high stakes that are sometimes 
associated with these resource allocation problems may place 
a premium on the accuracy of the solution. Several sophis­
ticated mathematical approaches will yield an optimum solution 
to the resource allocation problem, but for even small prob­
lems such methods are sure to try the patience of even the 
most understanding and best•educated manager.
A good project selection method should thus be efficient, 
accurate, and simple; but these criteria are usually at 
cross purposes with one another. If cost and simplicity are 
unimportant, any degree of accuracy may be achieved. In 
high-stakes situations, the benefit of knowing the right 
answer may well justify the expected cost of finding it via 
some complex route. Despite clear economic benefits, however, 
the best solution may be impossible to implement, for "a 
manager would rather live with a problem he cannot tolerate 
than accept a solution he cannot understand." (2) Simplicity 
and efficiency are the real keys to implementation.
The heuristic method of Senju and Toyoda (1) is not 
only very simple and efficient, but reasonably accurate as 
well. The method has been successfully applied to real- 
world problems (1,3). Because the method of Senju and 
Toyoda is a heuristic, it may not always generate an optimal 
solution, but Wyman (4) showed that the expected cost of 
finding the. optimal solution may exceed the expected net 
present value improvement over the Senju and Toyoda solution.
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With one exception (3), literature treatment of the 
Senju and Toyoda method has been largely mathematical in 
nature. The "robustness" of the "simple" heuristic has 
impressed most previous researchers, and they have usually 
evolved a set of randomly generated benchmark problems to 
demonstrate their incredulity that something so simple works 
so well. Unfortunately, other accurate and relatively 
efficient heuristics for solving resource allocation problems 
exist, but few are as simple as the robust heuristic of 
Senju and Toyoda. The importance of the heuristic is not 
its ability to find a very good solution, but its simplicity 
and rational operation.
It is the purpose of this study to present a resource 
economic, nonmathematical rationalization of the Senju and 
Toyoda heuristic, and to demonstrate the robustness of the 
method on a number of published solved problems. The study 
is divided into four parts. First, a nonmathematical, 
verbal explanation of the heuristic's operation is presented. 
Seqond, a numerical example is solved and discussed. Next, 
a brief mathematical presentation of the original heuristic 
of Senju and Toyoda and the modification used in this study 
is given. Finally, computational experience and comments 
on other authors' approaches are presented.
T-1601
5
RATIONAL DEVELOPMENT OF THE HEURISTIC
The rules used for project elimination in the S.enju 
and Toyoda heuristic have a very intuitive appeal. Crucial 
to the operation of the algorithm is the project ranking 
based on the computation of the "effective gradient." The 
effective gradients, in turn, are based on three measures: 
the net present value of each project, the percentage of 
each resource availability that each project requires, and 
the excess percentage demand for each resource that exists 
at each stage of the algorithm.
Net present value (NPV) is a popular way for a firm to 
rank mutually exclusive investments, and NPV is an intuitively 
appealing way to rank nonmutually exclusive investments. 
Ranking is necessary, however, because limited resources 
required by the nonmutually exclusive investments constrain 
the firm from doing all investment projects under consider­
ation. Some projects, furthermore, may’have a high'net 
present value but use resources inefficiently; that is, 
some projects have a lower net present value per present- 
worth investment dollar, or "bang-for-buck" ratio.
Because certain investments may have a relatively high NPV 
but use inordinately voluminous amounts of resources, several 
projects with smaller N P V s  but more efficient resource uses 
might give a larger total NPV for the same or slightly less 
total resource investments than a single large-NPV project. 
Ranking based on net present value alone may thus be an
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inadequate means of selecting a NPV-maximizing set of projects 
within the resource constraints; a more intuitively adequate 
ranking measure would be proportional to NPV and inversely 
proportional to resource consumption.
Two difficulties arise in constructing such a resource 
efficiency measure. First, whereas the present worths of 
investments made in several budgeting periods may be added 
to give a reasonable result, amounts of different kinds of 
resources may not be added (just as apples and oranges may 
not be added) to give a reasonable result. The second 
difficulty with a resource efficiency measure is that simple 
addition of the different resource requirements might give 
a ranking no different from a ranking based on one of the 
resources alone. An example of this problem might exist 
in the allocation of tens of thousands of operating dollars 
and hundreds of exploration geology staff man-hours among 
a number of nonmutually exclusive oil exploration projects.
A resource efficiency ranking based on simple addition of 
the operating-dollar and the man-hour requirements will 
probably be identical to a ranking based on the operating 
dollars alone. Since the available man-hours still constrain 
project selection, the man-hour requirements should not be 
ignored in resource efficiency computation.
The percentage each project requires of the total amount 
of each resource available is thus a more reasonable basis 
for defining resource efficiency. In the first place, if
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any project requires more of any resource than is available, 
the project's percentage resource requirement exceeds 1, and 
the project must be immediately rejected. Secondly, scaling 
resource requirements by availabilities will give dimension- 
less quantities which may be added without compunction. 
Thirdly, the percentages will all be between 0 and 1, and 
no resource requirements will dominate the resource efficiency 
measure only on the basis of order of magnitude differences.
A useful resource efficiency measure of a project will still 
be proportional to NPV but be inversely proportional to the 
project's percentage resource requirement for each resource.
Typically, some resources are more or less scarce than 
others, and an intuitively appealing measure of resource 
efficiency should penalize projects with relatively high 
requirements of relatively scarce resources. Resource 
scarcity, of course, is best measured in terms of how much 
is available opposed to how much is needed. The obvious 
dimensionless measure of scarcity is the sum of all percentage 
resource requirements for a resource, minus 1; if the sum 
is less than 1, however, the resource is in sufficient supply 
and scarcity is 0. Since a merit ranking should penalize 
projects that require scarce resources, resource efficiency 
of a project should vary inversely with great need of scarce 
resources.
The Senju and Toyoda method uses a merit ranking measure 
of a project that varies directly with the project's NPV and
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inversely with the sum of the products of each resource 
scarcity times the project’s percentage requirement for the 
resource; the merit ranking measure is the "effective gradient" 
of the project. Thus, each project is ranked on the basis 
of how well it contributes to total net present value as 
opposed to how much the project consumes of resources that 
are more or less scarce. Restated in nonmathematical jargon, 
the steps of the Senju and Toyoda method are as follows:
STEP 0. Compute the percentage resource requirements of 
each project for each resource by dividing the resource 
requirements of each project by the respective resource 
availabilities.
STEP 1. For each resource, sum the percentage resource 
requirements over all projects to compute the total per­
centage demand for each resource. If the sum is less 
than 1 for any resource, that resource is in sufficient 
supply, does not constrain project selection, and may be 
ignored by setting the resburce scarcity equal to 0. For 
each resource whose total percentage demand is greater 
than 1, subtract 1 from the sum, and make the scarcity 
equal to the difference. If all resource scarcities 
are equal to 0, stop; all projects may be done.
STEP 2. For each project, multiply each percentage 
resource requirement by the respective resource scarcity, 
and sum the products over all resources. The sum is the
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project's scarce-resource use.
STEP 3. Compute each project's resource efficiency by dividing 
the project's NPV by its scarce-resource use.
STEP 4. Reject the project with the smallest resource effi­
ciency. For each resource, if the rejected project's per­
centage resource requirement is greater than or equal to 
the old resource scarcity, set the new resource scarcity 
equal to 0; otherwise, make the new resource scarcity equal 
to the old scarcity minus the rejected project's percentage 
requirement for that resource. If all new resource scarcities 
are 0, go to Step 5; otherwise, go to Step 2.
STEP 5. The current selected project set satisfies all the 
resources availability constraints, but sufficient amounts 
of resources may remain unallocated so that some rejected 
projects may be selected and still satisfy the resource 
constraints. For each resource, compute the percentage 
unallocated resource as 1 minus the sum of the percentage 
resource requirements of all selected projects; if the 
difference is zero for any resource, no more projects may 
be selected; otherwise, go to Step 6.
STEP 6. Examine each rejected project in order of decreasing 
NPV. For any resource, if the percentage resource requirement 
of the rejected project exceeds the corresponding percentage 
unallocated resource, the project cannot be selected; other­
wise, select the. project and for each resource subtract the 
project's percentage resource requirement from the percentage
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unallocated resource. Continue this examination of originally- 




An R & D manager considers the following proposals:
Engineering manpower 
Proposal Investments (man-years) Net Present
Year 1 Year 2 Year 1 Year 2 Year 3 Value
A $50,000 $28,000 7.3 7.2 6.8 $1,070,000
B 27,000 13,000 8.2 8.7 9.3 820,000
C 43,000 29,000 5.4 4.7 3.1 790,000
D 68,000 b 6.2 6.2 5.0 960,000
E 18,000 33,000 2.3 3.2 4.5 500,000
F 29,000 41,000 5.6 4.5 5.0 550,000
G 37,000 13,000 6.3 6.3 6.3 1,000,000
H 47,000 26,000 8.4 9.3 5.2 900,000
What proposals should he elect to do if he has $200, 000 and
$100,000 to spend in the first and second years, respectively, 
and he can allocate 35.0 man-years in each of the three 
years?
STEP 0. Compute the percentage resource requirements.
Engineering manpower 
Proposal Investments (man-years)
Year 1 Year 2 Year 1 Year 2 Year 3
A 0.250 0.280 0.209 0.206 0.194
B 0.135 0.130 0.234 0.249 0.266
C 0.215 0.290 0.154 0.134 0.089
D 0.340 0 0.177 0.177 0.143
E 0.090 0.330 0.066 0.091 0.129
F 0.145 0.410 0.160 0.129 0.143
G 0.185 0.1*30 0.180 0.180 0.180
H 0.235 0.260 0.240 •0.266 0.149
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STEP 2. Compute the scarce-resource uses.
Proposal
A (0.250) (0.595)+ (0.280) (0.830)+ 0.209) (0.420)
+(0.206) (0.432)+ 0.194) (0.293)
B (0.135) (0.595)+ (0.130) (0.830)+ 0.234) (0.420)
+(0.249) (0.432)+ 0*266) (0.293)
C (0.215) (0.595) + (0.290) (0.830)+ 0.154) (0.420)
+(0.134) (0.432)+ 0.266) (0.293)
D (0.340) (0.595)+ 0 + 0.177) (0.420)
+(0.177) (0.432)+ 0.143) (0.293)
E (0.090) (0.595) + (0.330) (0.830)+ 0.066) (0.420)
+(0.091) (0.432)+ 0.129) (0.293)
F (0.145) (0.595)+ (0.410) (0.830)+ 0.160) (0.420)
+(0.129) (0.432)+ 0.143) (0.293)
G (0.185) (0.595)+ (0.130) (0.830)+ 0.180) (0.420)
+(0.180) (0.432)+ 0.180) (0.293)
H (0.235) (0.595)+(0.260) (0.830)+ 0.240) (0.420)






















F 550,000--0.591= 930,626 «-
G 1,000,000--0.424=2,358,491
H 900,000--0.615=1,463,415
STEP 4. Proposal F has the smallest resource efficiency. 


























STEP 4. Proposal H has the smallest resource efficiency. 
Compute the new resource scarcities.
Investment
Year 1 0.360-0.235=0.125





All resource scarcities but investment in year 1 are 0. 















STEP 4. Proposal D has the smallest resource efficiency. 
Compute the new resource scarcity.
Investment in Year 1 0.125-0.340=-0.215
STEP 5. Compute the percentage unallocated resources.
Selected proposals are A, B, C, and G.
Investments
Year 1 1-(0.250+0.135+0.215+0.185)=0.215
Year 2 1-(0.280+0.130+0.290+0.130) = 0.170
Engineering manpower
Year 1 1-(0.209+0.234+0.154+0.180)=0.223
Year 2 1-(0.206+0.249+0.134+0.180) = 0.231
Year 3, 1-(0.194+0.266+0.089+0.180)=0.271
STEP 6. Consider the rejected proposals for selection.
Proposal Net Present Select? Resources in short supply 
Value for selecting proposal
D $960,000 No Investment in year 1
H 900,000 No Investments in years 1
and 2; manpower in 
years 1 and 2
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Proposal Net Present Select? Resources in short supply 
Value for selecting proposal
F 550,000 No Investment in year 2
E 500,000 No Investment in year 2
The total net present value of the selected proposals 
(A, B, C, and G) is
1,070,000+820,000+790,000+1,000,000=$3,680,000 





Year 1 7.3+8.2+5.4+6.3=27.2 man-years
Year 2 7.2+8.7+4.7+6.3=2 6.9 man-years
Year 3 6.8+9.3+3.1+6.3=25.5 man-years
A better solution is possible. By ranking the proposals 
by net present value and considering what proposals may be 
added subject to the resource constraints, proposals A,
G, D, B, and E may be selected for a total net present value 
of $4,350,000. If, in place of D, proposal C is the last 
one dropped in the Example solution, proposal E may be 
added in Step 6, and the same better solution would have
T-1601
•been found. Obviously, the method does not always give 
the optimum solution, but this example certainly shows how 
the method provides a systematic procedure for reaching 
a good feasible solution.
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A COMPUTATIONAL MODIFICATION OF THE METHOD OF SENJU AND TOYODA
The heuristic of Senju and Toyoda addresses problems of 
the form
n
Maximize Y c.x.j=l  ̂ 3
n
subject to Y a..x. < b. i = jil 13 3 - i
Xj = 0  or 1
cj, ai;j/ b. > 0
The algorithm starts with an infeasible solution with 
every variable in the basis (i. e., all x^=l at the outset.) 
Variables are chosen to leave the infeasible basis in order 
of an increasing "effective gradient" until a feasible basis 
remains. The effective gradient of a variable is a-measure 
of how much the variable contributes to the objective function 
as opposed to how much it contributes to constraint infeasi­
bility. The steps of the algorithm as originally suggested 
by Senju and Toyoda are listed in Table 1.
The resource allocation formulation results from the 
following specifications:
Cj = net present value of project j, $
b^ = availability of resource i (appropriate units)
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Table 1. The Original Method of Senju and Toyoda
STEP 1. If problem is a minimization, formulate the 
l's complement maximization problem.
STEP 2. Set all x_.=l.
STEP 3. For each constraint i=l,...,m, find the surplus
n
s.- Y x.a../b.-l i 3 13 i
If s.<0, set s.=0. If all s.=0, gol l i ^ to STEP 6.
STEP 4. For each variable j=l,...,n, find the effective 
gradient
m
g.=c./( 7 s . a. ./b.) 3 3 i 13 i
STEP 5. Find g^=min(g.), such that x^=l- Set If
j 3the total number of variables left to examine 
in the basis is 5 or less, totally enumerate to 
find the final solution and STOP. If the number 
of variables left to examine is greater than 5, 
go to STEP 3.
STEP 6. Can any non-basic variables be added back into the 
basis without becoming infeasible? If not, STOP; 
otherwise, go to STEP 7.
STEP 7. Formulate a new problem from the current non-basic
variables as follows. For each constraint i=l,...,m, 
subtract the sum of the coefficients of the basic 
variables from the right-hand side. Formulate new 
constraints from the coefficients of the non-basic 
variables in each constraint. Write a new objective 
function from the current objective function coeffi­
cients of the non-basic variables. Go to STEP 2.
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a^j = requirement of project j for resource i 
(appropriate units)
= decision variable for project j; Xj = 0 if 
project j is not done, and if project
j is done.
This formulation has been discussed extensively by Weingartner (5).
The resource allocation formulation suggests a simpli­
fication that may be introduced into the method of Senju and 
Toyoda. In the process of dropping variables from the infeasible 
basis, it is possible that the first feasible basis encountered 
may leave so much slack in the constraints that some of the 
non-basic variables may become basic without ruining feasi­
bility. In devising a way to reassign rejected variables to 
the basis, Senju and Toyoda reasoned that "what's good for 
the goose is good for the gander," and suggested that once 
the first feasible solution has been obtained, a new problem 
be formulated from the non-basic variables and the slack 
capacities left in the constraints. Their procedure formu­
lates a new problem each time a feasible solution is obtained 
and augments the solution to the original problem by the 
basic variables in the solution to the latest sub-problem.
The procedure can be repeated as long as a basic feasible 
solution can be found for each subproblem; when a subproblem 
remains with no basic feasible solution, the method termi­
nates. The original method of Senju and Toyoda is thus
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rather complicated in concept.
The "nested-sub-problem" approach described above might 
have mathematically-comfortable appeal, but it presents some 
computational intricacies. A heuristic method should be 
appealing in at least three ways: efficiency, accuracy, and
simplicity. These three features are in conflict with one 
another in Senju and Toyoda's method. The nested-sub-problem 
approach improves the accuracy of the method at the expense 
of efficiency and simplicity. For some large problems with 
only a small number of basic variables in the feasible 
basis, the heuristic might be bested by an implicit enumer­
ation scheme given a good bound and starting feasible basis 
by methods similar to Petersen's (6). In any event, a simpler 
approach to the reassignment of the rejected variables would 
be highly desirable.
In order to partially overcome the types of difficulties 
conceived above, a modification of the heuristic was investi­
gated. Rather than solve a nest of sub-problems, after the 
first feasible solution is obtained, non-basic variables that 
can be added back to the basis without ruining feasibility 
become basic in order of decreasing objective function 
coefficients. The procedure is outlined in Figure 1. Although 
the suggested modification does not offer the mathematical 
comfort of Senju and Toyoda's original approach, the method 
is considerably simpler and has a common-sense, economic 
basis.
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Figure 1. Modification of the Method of Senju and Toyoda
START Is problem
"max"?
No jjj Find new right-hand sides
n
I





Find s.= 7 (a../b.)-l l . it i
Have all non-basic 






Are any s^>0? No
Y6s fI




Find k such that 
g,=min(g.) and
jx^=l. Set x^=0.
(If k not unique, 
set x^=0 for k with
smallest c ..)t
Find s .=s.-a., /b. -l l ik' i 
1~**1 , • • -a , m
Yes
IAmong unexamined non-basic variables 
find k such that If x_.=l, set
ck=max(c.) with x^=0I
•«-Yes^
Does x^=l ruin 
feasibility?I
Nof
y.=0; other-jwise, y.=l 
J
Find n
Z = £ c .y .y j*3




Z = 7 c .x. 
X j=l  ̂ 3
Xj-variable in maximization problem
yj=variable in minimization problem
Cj=objective function coefficient
d. or b . =right-hand side of ith constraint 
1 1 (d for min, b for max
£ a. .=coefficient of the jth variable in the 
ith constraint 
m=number of constraints 
n=number of variables
s.=surplus in the left-hand side of the ith 
1 constraint 
g .=effective gradient of the j_th variable
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Applied to resource allocation problems, the method 
of Senju and Toyoda identifies the least desirable projects 
in order of increasing resource efficiencies. When a feasible 
set of projects is found, the remaining projects are those 
that use the resources most inefficiently compared to all the 
rest (namely, those chosen to be done). Since none of the 
projects rejected used resources efficiently compared to those 
chosen, it would seem to be wasted effort to recompute 
resource efficiencies with respect to the amounts of unallo­
cated resources remaining; the obvious, faster, more direct 
method to choose among the rejected projects is in order of 
decreasing net present value. The modification thus considers 
the initially rejected projects for reassignment in order 
of maximum contribution to the total net present value.
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COMPUTATIONAL RESULTS
In order to test the efficiency and accuracy of - the 
modification, a number of published solved problems were 
collected. Motivation for using published solved problems 
was twofold. First, such problems provide generally available 
reliable benchmarks against which the modified version of 
S6nju and Toyoda's heuristic may be evaluated for accuracy. 
Second, the published problems provide other authors' solution 
methods against which the efficiency of the modified heuristic 
may be compared.
The problem identifications and test results are given 
in Table 2. All the problems were solved with a FORTRAN IV 
computer program run on the Colorado School of Mines PDP-10, 
The program and data files are presented in the Appendix. 
Comments on the results are given below:
Capital Budgeting Problems from (7), (8), and (6).
The heuristic seems to be fairly accurate on all but Petersen' 
#3. The computation times are much lower than those the 
original authors reported.
Weingartner and Ness's Multi-Dimensiona1 Knapsack 
Problems (9). The first six problems differ only in their 
right-hand sides and show the effect of constraint severity 
on calculation times.
Set Covering Problems from (10), (11), and (12). The
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of problem. A comparison of the method's speed with the 
results from Trauth and Woolsey (13) and also Haldi (10) 
is especially encouraging.
Senju and Toyoda's Example Problems (7). These are 
included to demonstrate the accuracy of the modification 
opposed to the original authors' results. The modification 
did worse on the tighter version of the large test problem 
(#1 in Table 2; see Appendix), but since Senju and Toyoda 
totally enumerated when live variables remained for consid­
eration, the slightly lower objective value obtained was 
not entirely unexpected.
The modification of Senju and Toyoda's method is nearly 
as effective on their own example problems as their original, 
more complicated method. The heuristic seems especially 
appealing, however, when compared to other authors' methods. 
Weingartner's dynamic programming method (9), for example, 
requires extensive core storage for lists of incumbent solutions. 
Processing times he reported on the six problems ranged from 
1.6 to 2.4 CPU seconds. His program was written in assem­
bly language. The FORTRAN IV heuristic's times ranged from
0.43 to 0.62 CPU seconds. Although the quantitative impact 
of these data is discounted by the large error involved in 
measuring CPU times, the relative efficiency of the heuristic 
is quite dramatic. Weingartner stated that when the 105- 
variable problem.had right-hand sides of 2,000. for both con­
straints, the processing time became too excessive to allow
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the dynamic programming code to finish. The heuristic solved 
the same problem in 3.05 CPU seconds.
Cochran, et al (7), offered their sample problem in an 
article describing a time-shared capital-budgeting system 
whose project-selection program used an optimizing implicit 
enumeration scheme. The authors wisely point out the trade­
off that exists between the expected benefit derived from 
possible new knowledge obtained and the cost of obtaining 
that knowledge through expensive use of their optimization 
program. The authors further report that their program 
took approximately 20 minutes to solve a 16-variable problem, 
and they consider that the largest problem for time-shared 
solution. (It is notable that the heuristic took 0.330 CPU 
seconds to solve their 14-variable problem.) They dismiss 
the inefficiency by stating that the project-selection pro­
gram need only be run a few times annually so that such 
inefficiency can be tolerated.
The heuristic would seem to offer two distinct advan­
tages over the optimization scheme. First, much larger 
problems may be solved in a far more reasonable length of 
time. Second, with a greater capability at lower cost, addi­
tional use of a heuristic project-selection program for 
sensitivity analysis could be justified. These advantages 
are gained, of course, at the expense of not being guaranteed 
the optimum solution, but as Senju and Toyoda suggested in 
(1), the uncertainty of the data presented in real applications
T-1601 28
may offset possible error in the heuristic solution. The 




CONCLUSIONS AND SUGGESTIONS FOR FURTHER APPLICATION
The simpler modification of the Senju and Toyoda method 
seems to perform comparably to the original and offers many 
advantages over other optimal methods. In addition, the 
modified heuristic has a clear nonmathematical resource 
economic interpretation. The heuristic is also a tool for 
extending the concept‘of budgeting of capital among non- 
mutually exclusive projects to the allocation of all of a 
firm's scarce resources that constrain investment decisions.
Although many applications for the Senju and Toyoda 
heuristic may be seen in resource allocation, other models 
than net present value-maximization may require modification 
of the Senju and Toyoda heuristic to accommodate negative 
coefficients. Despite mathematical research along such lines, 
future modified heuristics will require economic interpre­
tation akin to the one offered here. Without such "trans­
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DOUBLE PRECISION FMT1.FMT2 
INTEGER X, Y,OUT
SENJg « t OVOOA PROGRAM FOR 0-1 INfEGER PROGRAMMING PROBLEMS
PROBLEM FORM MUST BE AS FOLLOWS!
MAXIMIZE
OR * C(g)"X(2) t C(N)*X(N)
MINIMISE
SUBJECT TO CONSTRAINTS OF THE
i LE •
ACI.i>«X(l> * AU.2>«X(g) ♦ ... * A (11N >«X C N J QR BU3
.GE.
WHERE I S li . .,M
X a 0 OR 1
AND Ai B, AND C ARE ALL POSITIVE.
DATA FORMAT)
RECORDS l 8 2 —  TWO INFORMATION CARDS FOR FILE IDENTIFICA­
TION THAT ARE NOT READ AS Da TA 
RECORD 3 -- THE WORD "MAX” OR "MIN"
RECORD 4 «>- NUMBER OF VARIABLES, NUMBER OF CONSTRAINTS
RECORD 5 —  FORMAT FOR READING OBJECTIVE FUNCTION
AND CONSTRAINT COEFFICIENTS (CONSTRAINT 
COEFFICIENTS ARE READ ONE INEQUALITY AT 
A TIME TO READ LIKE the o b j e c t i v e 
FUNCTION!
RECORD 6 --FORMAT FOR READING RIGHT-HAND SIDES 
RECORD 7 —  OBJECTIVE FUNCTION COEFFICIENTS 
RECORD 8 —  RIGHT-HAND SIDES OF CONSTRAINTS 
RECORD 9 —  COEFFICIENTS OF CONSTRAINTS, ONE CONSTRAINT 
THROUGH 9+M-l AT A TIME
INPUT ON FILE 10, OUTPUT ON FILE 11 





3 formatc/* BEST VALUE OF the OBJECTIVE FUNCTION Is 1iFl5i3//1 BASl
IS IS AS FOLLOWS! '*6011)
303 FORMAT(//FiS.3, ' SECONDS FOR CALCULATION, ' >
3gl FORMAT(t 1 CONSTRAINT ',12,iH*,'S SLACK IS <,F10,4>
R£AO (i0,1000)MAXMlN r E A D (10,2!N,M 
REAQ(10,1>(FMTl(I),I?l,3)R E A O (10, D « F M T2! I ! , I f1,3)
READfl0,FMTl)(C(J),Jsl»N)r e a d <10«fm t2) < e < i > , ibi.M)
DO 4 I»1 H
4 REAO(10iFMTl)(A(IiiJ)*jBlfN)
CALI RtlME(IN)IF(MAXMIN,EQ,1 MAXf)GO TO 7
Cc
C PROBLEM is MINIMISATION! CHANCE FORM TO




00 6 Je1 * N
6 e( U i B U H A d *  J)
Ccc initialize xcuinCc
7 DO 8 J*i*N
8 c cc compute surplus in left-hand sidesr*wc




10 IF(S(!>,LT,0)S(I>a0c cc if a n y  s u r p l u s e s  a r e  n o n - z e r o , a n o t h e r  v a r i a b l e
C MUST LEAVE THE BASISc c
201 00 12 1*1,M
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12 IF<S«I),GT.0)GO TO 13
C
0
C TRY TO a d o B ac k N0N«BASIC VARIABLES
C WITHOUT BECOMING INFEASIBLE
C 
0
PO 21 H l i M  
S (I) s?B (I i 
OO 21 J *11 N
21 S< I) »S (I >«*A it 11 J ) #X CJ)
DO 22 d = l*N
22 IF(X(J) ,EQ.-0)Y( J)3l
23 X M A X ? 0
0 0 2 4 J 511 N
XMAXsAMAXl<XMAXiCCSJ)#Y<J)))
24 IFCXMAX.EiO. (CCJ)^Y(J) ) .ANOrXHAX,NE#0)KBj
1 p (XMAX» pOV0)GO TO 25 
DO 27 Ia1# M
27 IF(S(I),LTlA(l.K))GO TO 28 
OO 29 m * M
29 sn>=s<n-A.u,!0X ( K ) a X
28 Y(KIs0 
GO TO 23
25 IF<HAXMIN,EG,!MAx?)GO TO 30 
Cc
o c h a n g e  b a s i s  to its c o m p l e m e n t
C FOR MINIMISATION PROBLEM
C
c







c compute  v a l u e  of the  o b j e c t i v e  f u n c t i o n  
c
0
30 DO 14 J=iiN
14 OBJFUNsOBJFUN+C!J)«X(J!
CALL Rf I ME(OUT )
XOUTsFLOAT!(OUT*IN)S/1000 
WRITE(4i300)XOUT 











IF(G C J },NE.0JG(JJsC(J>/5(J)
15 XI,EQsAMAX1<XLEGiC(JJ)c cc find variable with the least effective gradient
C AND DROP IT FROM THE BASJSc c
DO 18 sJ*i.N
18 JF<0<J),NE,0)XLEGeAMJNi<XLEG.C!J> i 
DO 19 JsiiN
IF(X(J),£O,0.QR.G!J)tGTiXlEG)GQ TO 19 
X<J)a0
C
Cc subtract au,j> from the surplus in each constraintc c
DO 20 l»i,H
sn>sS(n=Au,j>/B(!>
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HAUDI# J,. "25 INTEGER PROGRAMMING TEST PROBLEMS," WORKING PAPER NO, 
43, GRADUATE SCHOOL OP BUSINESS, STANFORD U,, (IBM TEST PROBLEM #9i 
OPTIMUM SOLUTION = 9 






1,1,1,1 ,1 *1 ,1,1,1 ,1,1,1 ,1,1,1 
0 .0 ,1,1 ,0 ,i»0,0i0,0,0 ,0 ,0,0,0 
0,0,0 ,1,1 ,0 ,1,0,0 ,0 ,0,0,0.0,0 
1 ,0,0,0,1 ,0 ,0 ,1 ,0,0 ,0,0,0,0,0 
1 ,1,0,0,0 ,0,010,1,0,0,0 ,0,0.0 
0 ,1,1,0 ,0 ,0,0,0 ,0,1,0,0 ,0,0,0 
0 ,1,0 ,0,1,1 ,0 ,0.0 ,0 ,0 ,0 ,010,0
1,0,1,0.0,0 ,1,0,0,0,0,0 ,0,0,0 
0,1,0,1 ,0,0,0 ,1,0,0 ,0,0 ,0 ,0,0 
0,0,1,0,1,0,0,0,1,0,0,0,0,0,0
1.0, 0,1, 0,0, 0,0, O', 1,0, 0,0, 0,0 
0,0,0,0,0.0,0,1,1,0,1,0,0,0,0 


















0,0,0 ,0 ,1.0,0,0,0 ,0 ,1,0,0,1,0
1,0,0,0,0,1,0,0 ,0,3,1,0 ,a,0,0 
0 ,1 ,0,0,0 ,0 ,1 ,0 ,0 ,0,0,1,0,0,0 
0 ,0,1,0,0,0 ,0,1,0,0 ,0 ,0,1,0,0 
0,0,0,1,0,0,0,0,1,0,0,0,0,1,0 0,0,3,0,1,0,0,0,0,1,0,0,0,0,1
$5
HALO! # J|« *2$ integer p r o g r a m m i n g test p r o b l e m s ,** working paper no,43* GRADUATE SCHOOL OF BUSINESS, STANFORD U t# £ IBM TEST PROBLEM #4) 
OPTIMUM SOL UTION * 10 M I N 
15* 1§
fl5G)l, 1,1,1,1 1 ,1,1,1, i 1,1,1,1 * i 
6 , 6 * 6 , 6 , S , 5 , 5 , 5 , 5 , S , 4 * 4 , 4 , 4 , 3  
1*0*0,0*1,l,i*i,0,i,1,1*1,0,1
0,1,0 ,0,1,0,0#1,1,0,1,1,0,1,1 
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i a i # x t i 1* 111* 1*1*1 i i 1 1 1* 1 1 i *1 *1 #1* 1 *1 *111,1* 1 *1 *1* i *1
10*10*9 10 *9,9 #8*10 9 9 8 9 8* 8 7 10 ,9 i 9iBi 9*8 l £*7*9 *8 # 6*7*8 ,
i , 0,1 * 0 1 0 * i 0*1.0 1 0 1 0 If 0 1 0* 1 0, 1 0* 1* 0# 1,0* 1* 0* 1 0* 1
0 * % , 1 * 0 0 i*i 0*0*1 i 0 0 1 1* 0 0 1 *1 0, 0 1* 1* 0, 0,1* I* 0* 0 1* 1
1*|,0,0 1 1*0 0*1*1 0 0 1 1 0* 0 1 1* 0 0* 1 1* 0 *0* 1,1* 0* 0* 1 i* 0
0,0, 0*1 1 1 * i 0*0*0 0 1 1 1 1* 0 0 0 *0 1* 1 1* 1* 0, 0,0* 0 ,1* 1 I, 1
1 , *<? ,1*1 0 1*0 0*1*0 1 1 0 1 0* 0 1 0* 1 1* 0 1* 0* 0* 1*0* 1* 1 #0 i *0
0 4 4 i l 1 0*0 0*0*1 1 1 1 1 0* 0 0 1* 1 1* 1 0, 0* 0* 0,1* 1* 1* 1 0,0
1 , 1 , 0 i 1 0 0*1 0*1*1 0 1 0 0 i* 0 1 1* 0 1 *0 0* 1* 0* 1*1* 0, 1* 0 0* 1
0 # 0, 0 # 0 0 0*0 1*1*1 1 1 1 1 i* 0 0 0 *0 0* 0 0* 0, 1* 1*1* 1* 1* 1 i* 1
1 0 *l 1*^*1 0 1 0 1 0*0 1 I* 1 0* 1 0, 1* li 0*1* 0, 1* 0 i* 0
0 4 4 * 2 0 i * £ 1 * 1 * ̂ 0 1 1 0 0t0 0 1' 1 0* 0 1* i *1* 1*0* 0, 1* 1 0 *0
1 * X * 0 * 0 1 1*0 1*0,0 i 1 0 0 l> 0 1 1* 0 0, 1 1* 0* 1* 0,0, 1* 1* 0 0* 1
0,0,0*1 1 1 * i 1*1*1 1 0 0 0 0* 0 0 0* 0 1* 1 1 *1* i* 1*1* If .0*0 8, 0
1 10 * l # 1 0 1*0 1*0*1 0 0 1 0 i' 0 1 0* 1 1* 0 1* 0, 1* 0,1* 0, 0* 1 0* 1
0,1,1,1 1 0*0 1*1*0 0 0 0 1 1 0 0 1* 1 1* 1 0* 0* 1* 1,0* 0* 0* 0 1* 1
i , 1 , 0 * 1 0 0*1 1*0*0 i 0 1 1 0 0 1 1* 0 1* 0 0* 1* 1* 0,0* 1, 0, 1 ,1*0
0,0,0,0 0 0*0 0*0,0 0 0 0 0 0 1 1 1 *1 1* i 1* 1* 1 *1*1* 1* 1 *1 1* 1
1*0,1*0 1 0*1 0,1*0 1 0 1 0 1 1 0 1* 0 1* 0 1* 0* 1* 0*1* 0* 1* 0 1* 0
0,1 ,1*0 0 1 * 1 0*0*1 1 0 0 1 1 1 1 0* 0 it i 0* 0, l# 1*0* 0* 1* 1 0, 0
i,1,0,0 1 1*0 0*1*1 0 0 1 1 0 1 0 0, 1 i *0 0* 1* 1* 0,0* 1* 1* 0 0. 1
0*0*0*i 1 1*1 0*0*0 0 1 1 1 1 1 1 1* 1 0* 0 0, 0* 1* 1*1* 1* 0, 0 0* 0
i*0*1*1 0 1*0 0,1*0 i 1 0 1 0 1 0 1* 0 0* 1 0* 1* 1* 0*1* 0* 0* 1 0* 1
0 * 1 * 1 I 1 1 0*0 0,0*1 i 1 1 0 0 1 1 0* 0 0, 0 1* 1* 1* 1|0* 0* 0* 0 1* 1
1 * X 1 0 * 1 0 0,1 0*1*1 § 1 0 0 1 1 0 0* 1 0, 1 1* 0* l* 0,0, 1* 0* 1 1* 00 i 0 # 0 * 0 0 0*0 1*1*1 1 1 1 1 1 1 1 |i 1 ii 1 1* 1* 0* 0,0* 0i 0, 0 0, 0
1 # 0 * 1,0 1 0*1 1*0*1 0 1 0 1 0 1 0 it 0 i> 0 1* 0* 0* 1*0* 1* 0* 1 0 *1
0*1,1*0 0 1*1 1*1*0 0 1 1 0 0 1 1 0* 0 i* 1 0* 0* 0* 0*1* 1* 0* 0 1* 1
1 * 1,0»0 1 1*0 1*0*0 l 1<#r 0 0 1 1 0 0 *1 i* 0 0* 1* 0* 1*1* 0, 0* 1 1* 0
0*24 0*1 1 i d 1 # 1 * i 1 0 0 0 0 1 1 i> 1 0,0 0* 0* 0, 0*0* 0# 1 *1 1 *1
1 * 0 * 1 * 1 0 1*0 1*0*1 0 0 1 0 1 1 0 i* 0 0# 1 0# 1 *0* ii0* 1* 1* 0 1* 0
0 * 1 * 1 11 1 0*0 1*1*0 0 0 0 i 1 1 1 0, 0 0, 0 1* 1* 0, 0*1* 1# 1* 1 0* 0
1 * 1» 0 * 1 0 0*1 1*0*0 i 0 1 1 0 1 0 0* 1 0,1 1* 0* 0, 1*1* 0 *1* 0 0, 1
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1 1 i 1 * 1 f 1 * 1 # 1 # 2# 2
2 2 2 2., 2 * 3 * 3 ,  3 * 3 ,  4
4 4 4 S * 5 > # ! 5 * 6 * 6 , 6 , 7 8 9
i i 1 1 , 1 * 1 , 1 * 1 , 1 * 1 1 i * i * l # i
1 0 0 0 1 0 * 0 * 0 # 0 * 1 * 0r&VJ 0 1 0 # 0 * 0 * 0 # 0 * i # 0
0 1 0 0 * 1 * 0 # 0 11 # 0 , 0 0 1
0 1 0 0 * 0 * 0 , 0 , 0 , 0 , 0
0 3* 0 0 # 1 * 0 # 0 # 0 * 1 * 0
1 0 i 0 # 0 • 0 # 1 # 0 # 1 # 1 1 1
0 0 t 0 # 0 # 0 # 0 # 0 * 0 , 1
0 0 0 0 * 0 * 2 # 0 * 0 * 1 ,  0
0 0 0 1 * 0 , 1 , 010 * 0,1 0 1
0 0 1 * 0 * 0 * 0 , 0 , 0 , 0
0 0 0 0 , 0 # 0 * 0 * 0 * 0 * 0
1 0 0 0 * 1 # 0 # 0 # 1 * 0 * 0 0 1& 0 0 0 * l * 0 * 0 l 0 i 0 # 0
% 0 0 0 * 0 * 1 * 0 1 0 * 0 , 0
0 1 1 2 * 0 , 0 , i , 0 * 0,0 1 0
2 0 0 0 * 0 * 1 # 0 1 0 , 0 i 0
0 0 0 0 * 0 * 0 * 0 1 0 * 0 , 1
0 0 0 1 # 0 # 1 * 0 I 0 # 0 # 1 0 1
0 0 0 0 1 0 * 0 * 1 * 1 * 0 * 0
0 0 0 # 0 * 0 * 1 # 0 # 0 * 0
0 0 0 0 * 1 * 0 1 0 * 0 1 0 , 1 1 0
0 0 0 0 * 0 # 0 * 0 * 1 * 0 , 0
0 0 0 0 * 0 * 0 # 1 # 0 * 0 , 1
0 0 1 1 * 0 * 0 * 1 , 0 *  0 , 0 0 1
0 0 0 0 * 0 * 0 * 0 , 1 , 0 * 0
0 0 x 1 * 0 * 0 * 0 1 0 * 0 * 0
0 0 0 2 * 0 # 1 * 0 t 0 , 1» 1 1 0
0 0 0 0 * 0 , 0 , 0 1 0 * 0 , 1
i 0 0 0 * 0 * 0 * 0 1 0 * 0 , 0
0 i 0 , 1 , 0 , 0 # 0 * 0 * 0 1 1
0 0 0 0 * 0 , 0 , 0 * 0 , 0 , 0
0 S 0 1 * 1 , 0 * 0 1 1 * 0 * 0
0 0 i 1 , 0 , 0 , 1 | 0 # 0 * 1 0 1
0 0 0 0 * 0 1 0 * 0 * 0 , 0 , 0
0 0 0 0 * 0 * 0 , 0 , 1 , 1 , 0
0 1 0 1 * 0 , 1 * 0 , 0 , 1 * 0 1 0
0 0 0 0 1 0 * 0 * 0 , 0 , 0 * 0
1 0 0 0 * 0 * 0 , 0 1 0 , 0 * 1
0 0 0 0 # l  * 0 , 0 # 1 * 0 * i 0 1
0 0 0 0 , 0 , 0 , 0 , 0 , 0 , 0
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6 8 i 5 5 , 5 7 , 6 0 , 6 4 , 4 9 , 5 0 . 5 1 , 3 4 , 5 4  
4 0 , 6 2 , 4 5 , 5 3 , 5 8 , 5 0 , 3 2 . 4 5 , 3 4 , 3 4  
23, 26, 42., 31,6,17, 47, 36, 34, 28,11
X , X , J* #1 I , ! , ! , ! , ! , !
X 7 1 7 1 1 X 1 1 1., 0 | 0 | 0 , 0
0,0,070 07010,0,070,0
X , X , X 7 0 iflll, 0,1,0
1 7 0 7 0 7 0 0*0,171,1,1
1 7 1 7 1 7 % 0,0,070,0,0,0
1 7 0 7 1 7 1 1,0,071,1,0
0*170.1 0.070.1.1.1
170,070 1.1.i.1.0.0.0
1 7 1 # X , 1 0,1,0,070,1
0,1,070 1 ! 0 f i ! 1 ,1 ,0
0,1.7 0,0 010.1*1#1,1.0
1 7 1 , 0 1 1 1.0.1.1,0,1
070.1.0 070,1,1,0,1
07 0,1.0 0.1.i.0.1.0.1
T -* 16 01 60
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SENJU AND TOYQDA, "AN APPROACH TO LINEAR PROGRAMMING WITH 0 - 1  VARI­
ABLES," MOT SOI, V. 15,  NO. 4 i 1968 ,  P,  B-196.
best known value of optimum « 7772 
MAX
6 0 , 3 0
15 c 1 0 G / } ,10G)
,10G)
3 . 7 7 . 6 16 7 . 9 3 0 . 3 . 6 . 2 7 0 . 3 3 . 1 3
1 1 0 , 2 1 , 5 6 , 9 7 4 , 4 7 , 7 3 4 1 2 3 8 , 7 5 , 2 0 0 ,  51 
4 7 , 6 3 , 7 , 6 , 4 6 8 , 7 2 , 9 5 , 8 2 , 9 1 , 8 3
2 7 . 1 3 . 6 . 7 6 . 5 5 . 7 2 . 3 0 0 . 6 . 6 5 . 3 9
63161, 5 2 , 8 5 , a 9 , 6 4 0 . 5 5 8 , 5 314 7 , 2 5  
3 , 6 , 5 6 8 , 6 , 2 , 7 8 0 , 6 9 , 3 1 , 7 7 4 ( 2 2
6 0 0 0 . 6 0 0 0 . 6 0 0 0 . 6 0 0 0 . 6 0 0 0 . 6 0 0 0 . 6 0 0 0 . 6 0 0 0 . 6 0 0 0 . 4 0 0 0
6 0 0 0 . 6 0 0 0 . 6 0 0 0 . 6 0 0 0 . 6 0 0 0 . 6 0 0 0 . 6 0 0 0 . 6 0 0 0 . 6 0 0 0 . 4 0 0 0
6 0 0 0 . 6 0 0 0 . 6 0 0 0 . 6 0 0 0 . 6 0 0 0 . 6 0 0 0 . 6 0 0 0 . 6 0 0 0 . 6 0 0 0 . 4 0 0 0  
47 ,  774,  76,  5 6 , 5 9 , 2 2 ,  4?,  1>21 ,  760
818>62, 42, 3 6 , 7 8 5 ,29, 662, 49, 608,316
8 3 4 . 5 7 . 4 2 . 3 9 1 9 9 4 . 6 9 0 . 2 7 . 5 2 4 . 2 3 . 9 6
6 6 7 , 4 9 0 , 8 0 5 , 4 6 , 1 9 , 2 6 , 9 7 , 7 1 , 6 9 9 , 4 6 5
6 3 . 2 6 . 1 2 3 . 2 0 . 2 5 . 4 5 0 . 2 2 . 9 7 9 . 7 5 . 9 6
2 7 , 4 1 , 2 1 , 8 1 , 1 5 , 7 6 , 9 7 , 6 4 6 . 8 9 8 , 3 7
7 3 . 6 7 . 2 7 . 9 9 . 3 5 . 7 9 4 . 5 3 . 3 7 8 . 2 3 4 . 3 2
7 9 2 , 9 7 . 6 4 , 1 9 , 4 3 5 , 7 1 2 , 8 3 7 . 2 2 , 5 0 4 , 3 3 2
13,65,86,29,894,266,75,16,86,91
6 7 , 4 4 5 , 1 1 8 , 7 3 , 9 7 , 3 7 0 . 8 8 , 8 5 , 1 6 5 . 2 6 8
7 5 8 . 2 1 , 2 5 5 , 8 1 , 5 , 7 7 4 , 3 9 , 3 7 7 , 1 8 , 3 7 0
9 6 , 6 1 , 5 7 , 2 3 , 1 3 . 1 6 4 , 9 0 8 , 8 3 4 , 9 6 0 , 8 7
36(42,56,96,438,49,57,16,978,9
644,584,82,550,283,340,596,788,33,350
5 5 . 5 9 . 3 4 8 . 6 6 . 4 6 8 . 9 8 3 . 6 . 3 3 14 2 .9 6
4 6 4 , 1 7 5 , 3 3 , 9 7 , 1 5 . 2 2 , 9 . 5 5 4 , 3 5 8 , 5 8 7
7 1 . 2 3 . 9 3 1 . 9 3 1 . 9 4 . 7 9 8 . 7 3 . 8 7 3 . 2 2 . 3 9
7 1 , 8 6 4 , 5 9 .82, 16, 4 4 4 , 3 7 , 4 7 5 , 6 5 , 5
4 7 , 1 1 4 , 2 6 , 6 6 8 , 8 2 . 4 3 , 5 5 , 5 5 , 5 6 , 2 7  
7 1 6 , 7 , 7 7 , 2 6 , 9 5 0 , 3 2 0 , 3 5 0 . 9 5 , 7 1 4 , 7 8 9
4 3 0 . 9 7 . 5 9 0 . 3 2 . 6 9 . 2 6 4 . 1 9 . 5 1 . 9 7 . 3 3
5 7 1 , 3 8 8 , 6 0 2 . 1 4 0 , 1 5 , 8 5 , 4 2 , 6 6 , 7 7 8 , 9 3 6
6 1 , 2 3 , 4 4 9 , 9 7 3 , 8 2 8 . 3 3 . 5 3 , 2 9 7 , 7 5 , 3 ,
5 4 , 2 7 , 9 x 8 ,11, 620, i 3, 28, 8 0 , 7 9 ,3
6 1 , 7 2 0 , 7 , 3 1 , 2 2 , 8 2 . 6 8 8 , 1 9 , 8 2 , 6 5 4  
8 0 9 , 9 9 ,81, 9 7 . 8 3 0 ,826; 7 7 5 , 7 2 , 9 ,719
7 4 0 . 8 6 0 . 7 2 . 3 0 . 8 2 . 1 1 21 6 6 . 6 3 8 . 1 5 0 . 1 3  
5 8 6 , 5 9 0 , 5 1 9 ,2, 3 2 0 , 1 3 1 9 6 4 , 7 5 4 , 7 0 ,  241
7 2 , 1 2 , 9 9 6 , 8 6 8 , 3 6 . 9 1 . 7 9 , 2 2 1 , 4 9 , 6 9 0  
2 3 , 1 8 , 7 4 8 , 4 0 8 . 6 8 8 , 9 7 ; 8 5 , 7 7 7 , 2 9 4 , 1 7
6 9 8 , 5 3 , 2 9 0 , 3 , 6 2 , 3 7 , 7 0 4 , 8 1 0 , 4 2 . 1 7  
9 8 3 , 1 1 ,  4 5 , 5 6 , 2 3 4 , 3 8 9 i 7 1 2 , 6 6 4 , 5 9 , 1 5
2 2 , 9 1 , 5 7 , 7 8 4 , 7 5 . 7 1 9 . 2 9 4 , 9 7 8 , 7 5 , 8 6  
1 0 5 , 2 2 7 , 7 6 0 , 2 . 1 9 0 , 3 , 7 1 , 3 2 , 2 1 0 , 6 7 8






















































2l* 586,5l,l9.984,156,23, 748,760, 65 
339,892,13,13r327,63.35,246,71,178 







































































42, 26, 918,6,242, 356, 75, 644, 818,.168
964,12,97,178,634,21.3,586,47,382 
804,89.194,2i«610,168,79,96.87,266 
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967, 654, 46,69, 26,769; 82,89,15, 87
46> 59,22,840i 66,35,684,571254,230






















































5 3 . 1 2 > 7 9 , 4 8 1 , g i 8 , 2 6 , 6 2 4 , 9 5 4 , 1 3 , 5 8 0
130,608,37,9J,70,743,1.950,45
41,710,36,30.534,418,452,359,759,88
29,499.55,974,93,56,108,257,93,171
13.92,63,714,9,84,090,16,930,967
748.5.7.6.327.894.33.629.448.219.19.7.535.75.3.27.928.21.7
864.27.73.61.25.75.876.16.92.22
248,11,86,944,872.996,252,2,800,334
93,107,254,441,930,744,97,177,498,931694,800,9,36.6,539.35,79,130,860
710,7,630,475,903,552,2,45,97,974
17,36,77,843.328,22,76,368,39,71
35,850,96,93,87,56.972,96,594,864 
344,76#17.17,376.629i780,640.56,65 43,196,520,86,92,3l»6,593,174,569 
89,718,83,8,790,285,780,62,378,313
519,2,85,845,931,731,42,365,32,33 
65.59,2,671,26,364.854,526,570,-630331654,95,41,42.27,584,17,724,59 
42,26,9i8,6,242,356,75,644,818,168
964,12.97,178,634.21,3,586,47,382 
804,89,194,21,610.168,79,96,87,266
46,96,969,629,128,924,812,19.2
13.9,120,73,7,92,99,93.418
22,7,29,57,33,949,65.92,89856.12,3i;296.185i272,91,77,37 
911,27,310,59,33.87,872,73,79 
85,59,72,888,49,12,79,538,947 
444,828,935,518.894,13,591,22,920
23.93,87,490,32,63,370,393,52,23
63,634,39,83,12,72,131,69,984,87
86,99,52,110.183,704.232,674,384,47
804,99,83,81.174,99,77,708,7,623114,1,750,49,284,492.11,61,6,449
429,52,62,482,826,147.338,911,30,984
35,55,21,264,5.35.92i128,65,27
9.52.66.51.7.47.670.83.76.7
79,37,2,46,480,608.990,53,47,19
35,518,71,69.32,87.96,240,52,310
86.73,52,31,83,544,16,15,21,774 
224,7,83,680,554,310.96,844,29,61
468
224
200
920
462
