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Executive Summary 
 
Over the past decade the cost to power and cool corporate Datacenters has grown dramatically (Figure 
ES 1).  The expenditure for power and cooling has begun to exceed the annual capital expenditure of 
server hardware.  This growth in power and cooling requirements is threatening the sustainability of 
current datacenter design.  The current business practices, server processing capacity utilization rates, 
and cooling strategies surrounding datacenter operations need to be reevaluated in order to bring aging 
datacenters back into a sustainable business model. 
This study takes a look at the existing server infrastructure of Rochester Institute of Technology’s 
datacenter and provides recommendations for efficiency improvements.  The recommendations are 
based on a detailed inventory of server hardware in the RIT datacenter and on observed hardware 
utilization rates.  The potential improvements in efficiency are based on two trends in the IT industry 
which are to reduce space and power requirements using blade servers and to increase CPU processing 
utilization rates using server virtualization. 
The expansion of computing services and resources is a fundamental activity in datacenters.  Over time 
the isolation of these services for security and availability reasons has been accomplished through the 
operating system boundary.  This model of isolation has led to an exponential growth in server 
hardware.  To combat the energy costs due to the growth of IT services companies have utilized blade 
centers which place multiple individual servers into a single case where power, cooling, and network 
connectivity are shared.  In order to reduce the amount of underutilized server hardware companies 
have leveraged server virtualization software which balances the load of individual operating systems 
across a cluster of physical servers.  Hardware capacity can be added to meet new service demand 
without a disruption of service.   
Many existing datacenters have seen dramatic reductions in operating and capital expense due to the 
improved efficiency of hardware and the increased utilization of that hardware.  Sun has published the 
outcome of multiple datacenter consolidation projects outlining the process and the resulting cost 
savings (Figure ES 2).  RIT has the potential to save millions of dollars over the next 5 to 10 years by 
strategically leveraging cost efficient technologies, scrutinizing existing hardware purchases for 
performance/watt ratings, and encouraging individual departments to consolidate server hardware into 
highly utilized central server clusters. 
 
 
  
Figure ES 1: Server Power and Cooling in U.S. Market 
 (Geenrits) 
Figure ES 2: Sun Server Consolidation Results 
 (Geenrits) 
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Introduction 
The Rochester Institute of Technology (RIT) datacenter houses 314 physical servers.  These servers are 
owned and operated by multiple departments within RIT.  The Information Technology Services (ITS) 
department manages 130 of these servers.  Various individual colleges and departments rent rack space 
in the collocation area which is a segment of the datacenter where individually secured racks are 
provided to ITS customers for an annual charge. There are 80 servers in the collocation area managed by 
various departments.  Another 104 servers in both the ITS operated area and the collocation area are 
operated by various departments and used for research focused computing. The remaining 130 servers 
are woned and operated by the central IT department (ITS).  This study looks at the usage and 
characteristics of servers residing in the datacenter and makes recommendations for improved 
efficiency and reduced overall costs.  The servers are grouped into ITS owned, collocation customer 
owned, and research computing focused.   
Over the past two years the collocation area was created and sold to RIT departments.  Many 
departments took the opportunity to leverage the large cooling and battery backed power (UPS) 
infrastructure of the datacenter.  The quick migration of servers into the datacenter caused a dramatic 
increase to the load on the datacenter UPS.  Today the load on the datacenter UPS is approaching 100% 
of its redundant capacity.  Customers have additional servers that they plan to move into the collocation 
area but are being asked to wait until the power constraint is dealt with.   
There are two likely scenarios to address the existing power constraint which is threatening the 
continued growth of the existing RIT datacenter. The first option will require a large UPS upgrade to 
expand the power capacity available for the continued increase in quantity of server hardware.  The 
second option is to dramatically improve the efficiency of server hardware in the datacenter while 
continuing to increase computing capacity for years to come.  The second option is more difficult than 
the first because it requires collaboration among the various colleges and divisions that own hardware in 
the RIT datacenter.  It is my hope through this study to convince RIT’s upper management to cover the 
cost of upgrading any department’s hardware in the datacenter that is inefficiently consuming power.  
This could provide the incentive for all parties involved to work together toward a common goal of 
reducing excess waste of energy, continually expand the total computing capacity of the datacenter, and 
reduce the overall cost for computing at RIT. 
Trends of U.S. Datacenter Energy Consumption 
According to a study produced by Jonathan G. Koomey, Ph.D., based on data from IDC, Intel, IBM, Dell, 
and other sources, the average U.S. datacenter has experienced a 15% annual increase in power 
consumption due to a growth in the number of servers with only a small part of that growth from 
increased power consumption per unit (Jonathan G. Koomey, 2007).  Data directly from IDC charts 
confirm this growth in power consumption (Figure 1- Datacenter total electric use by U.S. and world 
datacenters, Figure 2 - U.S. Datacenter Power & Cooling Trend).  A solution to the continued growth in 
electric power consumption is to improve utilization rates of hardware and to refresh the server 
hardware when the performance/watt ratio of older servers falls too far behind the performance/watt 
ratio of the latest server hardware. 
 
Methodology 
This study audits the datacenter servers and attempts to analyze the server hardware for utilization 
rates and for performance comparison through the use of Standard Performance Evaluation Corporation 
(SPEC.org) CPU benchmarks.  Each model of server in the datacenter was given a projected CPU 
performance rating based on benchmark results published through the SPEC.org SPECint_rate2000 and 
SPECint_rate2006 benchmark suites.  The average CPU utilization rate of ITS servers was gathered 
through historical CPU usage data in ITS’s server monitoring software (Hobbit) and applied as an average 
to the collocation customer servers.  The computing cluster server utilization rate was based on a worst 
case load given by the research computing system administrator.  These findings provided enough 
information to project required blade server hardware at a continuous 80% CPU utilization using 
VMware’s enterprise virtualization software (ESX) based on current total CPU capacity in the datacenter 
based on CPU integer processing rate benchmarks.   
Annual hardware costs for new HP blade servers were based on current HP blade server hardware 
pricing (Table 2 - HP Blade Server Pricing (January 2009)).  Estimates for existing server costs were based 
on lowest average server pricing per focus group; $2000/research compute node, $4000/server in 
Collocation area and ITS owned servers.  The $4000/server estimate is a low estimate when considering 
the expense of larger multiprocessor servers in the datacenter whose initial cost exceeded $25,000/unit. 
 Electric costs were based on RIT’s current $0.07/KWh as reported by Catherine Ahern, director of 
engineering services at RIT’s facilities management department.  The electric cost was used to calculate 
electricity costs for servers based on rack power monitoring and from the datacenter UPS report on 
current input and output KVA (Table 4 - Rack Power Observations). 
Power and cooling estimates were based from various tools and observations.  HP’s blade system power 
sizing tool (Table 3 - HP BladeSystem Power Sizing Tool v3.7.1) was used to calculate power (watts) and 
thermal load (BTU) of blade servers running at 80%.  Industry standard formulas for power and cooling 
calculations (Calculations and Costs) were used to estimate changes in power consumption of servers 
(watts) and the resulting cost to cool the thermal load from servers (BTUs).   
Scope 
The scope of this study is to evaluate the existing servers in the datacenter and attempt to calculate 5 to 
10 year projections for power, cooling, and CPU performance for the continuation of current server 
usage trends.  The same 5 to 10 year projections were used to look at potential power, cooling, and CPU 
performance in the datacenter if all servers were virtualized and run on HP blade servers.  There are 
specific applications that require special CPU architectures that may not work in a HP blade server 
environment.  My assumption regarding this exception is that it is less than 1% of existing services.  This 
study considers factors like special grants and donations to be out of scope for the projections.  In 
addition, the storage hardware and network infrastructure were also considered out of scope due to the 
enormity of combining multiple virtualization projects into one study.  Whenever estimates were used 
the results erred on the conservative side to provide worst case benefit scenarios. 
Findings 
Calculations and projections for consolidation of hardware in each area of focus were performed 
separately and also in combination.  The same variables were used across all area predictions except for 
the initial data collected through observation.   
Research Computing Hardware 
Research computing servers in the datacenter have characteristics that set them apart from the ITS and 
collocation customer servers.  The research computing servers were typically running between 60% and 
90% utilization which according to Sun (Figure 3 - Energy Waste at Low Utilization) is within the range of 
efficient usage of processing power versus electric use.  The calculations and findings for research 
computing are included at the end of the appendix section.  The cost benefit for consolidating research 
computing hardware on HP blade system hardware did not provide a return on investment in the first 5 
years of projections. 
ITS Servers 
The ITS servers are centrally monitored for CPU usage and have detailed inventory information available 
for use by this study.  The accuracy and amount of data available for estimating CPU usage provided an 
average CPU utilization rate of 12%.  That underutilization of hardware is an underlying cause for excess 
power consumption and inflated capital expense over time.   
The ITS owned server hardware had a higher percentage of older hardware compared to research 
computing or collocation customers.  Replacement and virtualization of this hardware could yield 
significant reductions in power and cooling costs over the next 12 months and alleviate the need to 
replace or expand the existing uninterrupted power supplies in the datacenter.  
Collocation Customer Servers 
The servers in the collocation area are of similar nature to the ITS owned hardware.  The range of CPU 
performance was identical to the range found in ITS servers.  Without direct access to monitoring data 
the CPU utilization rates were estimated to be similar to ITS’s server hardware. 
Results 
The following graphs were generated from data collected and analyzed during the study.  The tabulated 
data for the graphs can be found in the appendix. 
 
Target CPU Processing Utilization Rate of Datacenter Server 
 
This graph shows the projected level of server utilization resulting from the migration of individual 
servers to HP blade servers running VMware’s ESX virtualization software.  The migration of existing 
servers will take approximately 1 hour of service outage and will need to be scheduled with the service 
owner.  Existing servers with excessive amounts of data will take up to 4 hours to migrate.   
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Reduction in the Number of Physical Servers due to Virtualization  
This graph shows annual reduction of physical servers owned by ITS and collocation customers. After all 
standalone hardware is replaced in 2013 there will approximately 10 HP blade servers with enough 
memory and CPU processing power for all production services in the datacenter.  Two additional blade 
servers may be required for test and development resources.  The HP blade server chassis can hold 16 
physical servers and has a 12 year support life from HP.
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15% Annual Growth in number of Physical Servers with no Further Adoption of Server Virtualization  
This graph shows the projected number of physical servers in the datacenter if there is no concerted 
effort to improve resource utilization.  The 15% annual growth is based on IDC data (Figure 2 - U.S. 
Datacenter Power & Cooling Trend).  ITS is currently using VMware and Sun Solaris virtualization 
technologies to reduce the number of physical servers.  37% of the services managed by ITS are run in 
virtual servers.  Even with the higher level of hardware utilization on the ITS servers running 
virtualization software ITS has a total average utilization rate of 12% of existing CPU processing capacity.  
Improving the utilization of CPU power to a minimum of 60% would boast a dramatic reduction in 
physical servers, capital expense, and electricity consumption (Figure 3 - Energy Waste at Low 
Utilization). 
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20% Annual Increase in CPU Integer Processing Power (Based on SPECint2006 Benchmarks) 
 This graph shows the required CPU processing power for ITS and collocation customer services.  The 
growth rate assumes a 15% annual growth in new services and a 5% annual growth in existing services. 
The bottom red line represents the CPU processing power of a single blade server purchased in a 
particular year.  The smooth blue line represents the minimum required CPU processing capacity based 
on current hardware utilization and a 20% annual growth rate.  The green line represents 80% of the 
total available CPU processing power of ITS and collocation customer hardware after the annual removal 
of 4-5 year old hardware. The top purple line represents the total available CPU processing power for ITS 
and collocation customer services. 
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Required Power and Cooling Projection for all servers in Datacenter (including research computing) 
 These graphs show the potential reduction in power and cooling resulting in better hardware utilization. 
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Annual Cost of Electricity Required by ITS and Collocation Customer Servers in Datacenter  
 This graph shows the cost for the electricity required to power ITS and collocation customer servers.  
The 2008 data is based on observed power usage from server racks with power strips that monitor 
amperage load. For servers without observable amperage readings the electricity was based on 50% of 
maximum non-redundant power supply ratings. 
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Annual Cost for Cooling  
This graph shows the cost for electricity used to cool the datacenter volume of air (constant blue line) 
and the heat generated by physical servers.  The cost estimates are based on RIT’s current electricity 
cost of $.07/KWh and on power requirements for average Liebert air chilling units.  The existing Liebert 
chillers in RIT’s datacenter leverage passive cooling from outside air when outside temperatures are 
below 45 degrees Fahrenheit.  Without passive cooling from outside air the chillers would require 1KW 
of electricity for every ton of cooling required.  There is a 81.74% reduction in electricity used by the 
Liebert chillers when the outside temperature is below 45 degrees.  The estimated power required for 1 
ton of cooling capacity is 0.626KW based on average monthly minimum and maximum temperatures in 
Rochester. 
 
NORMALS 1961-90 YRS JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC ANN 
                ROCHESTER Max 30 30.9 32.5 42.7 55.9 67.8 75.8 80.7 78.1 71.8 60.5 47.8 35.8 56.7 
ROCHESTER Min 30 16.3 16.6 25.7 35.9 46.3 54.3 59.6 57.8 51.7 41.6 33.3 22.4 38.5 
Wattage needed for 1 Ton of cooling: 183 183 183 800 1000 1000 1000 1000 1000 800 183 183 626.25 
http://www.met.utah.edu/jhorel/html/wx/climate/mintemp.html 
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Annual Cost of HP Blade Servers, chassis, network, and virtualization software  
(Excluding research computing)  
 
 This graph shows the annual expenditure required for adding HP blade server hardware, network 
connectivity, and VMware’s virtual datacenter software.  The annual cost after 2013 drops dramatically 
after all older stand alone servers are removed from the datacenter. The projected costs include 
replacement of blade server hardware that is 5 years old.  The ongoing costs from 2014 to 2019 are 
from the annual replacement of 20% of the HP blade server hardware, from hardware maintenance, and 
from software maintenance contracts.  The HP Blade System chassis has a supported life of 12 years and 
an internal communication capacity of 5Tb/s which is adequate for the next 10 years of datacenter 
service growth. 
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Annual Cost savings for complete virtualization of existing servers in DataCenter  
 This graph shows the projected annual cost savings resulting from 100% virtualization of production 
services owned by ITS and collocation customers.  The cost savings include the annual reduction in 
cooling and power requirements of server hardware.  The cost of new HP blade server hardware, 
network connectivity, VMware virtualization software, and maintenance contracts are compared to the 
cost of individual server purchases at an average server cost of $4000 (without recurring maintenance 
costs) and an annual growth of 15% in new server hardware (based on IDC data).  
In the next 12 months there is a projected net cost benefit of $8,000 through the removal of any server 
hardware that is 5+ years old. A total net savings of $609,998 is projected over the next 5 years and a 
net savings of $3,254,756 is projected over the next 10 years.  These estimates are very conservative 
numbers and do not include the potential cost savings from not upgrading the current datacenter power 
infrastructure, from the reduction of network hardware, or from the consolidation of multiple storage 
area networks (SANs) in to a single virtualized storage environment. 
 
 
-100000
0
100000
200000
300000
400000
500000
600000
700000
2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019
Annual Cost savings for complete virtualization of existing servers in DataCenter
Total Savings due to 
Virtualization of all Servers 
in DataCenter and switching 
from room cooling to 
individual rack cooling
Total Savings due to 
Virtualization of Servers in 
DataCenter
Total Savings due to 
Virtualization of ITS Servers 
in DataCenter
Total Savings due to 
Virtualization of Colocation 
Customer Servers Servers in 
DataCenter
Conclusions 
The potential cost savings to RIT for increasing utilization rates of servers in the datacenter, decreasing 
power consumption, and providing a sustainable computing infrastructure is significant. I am estimating 
a complete return on initial investment by the end of 12 months after implementation when factoring in 
the cooling and electric costs.  The estimated net savings over 5 years is $609,998.  The estimated net 
savings over 10 years is $3,254,756.  These estimates do not account for further savings through the 
reduction in the number of network ports in use by ITS and collocation customers from 527 (1Gb) ports 
to 4 (10GbE) ports.  Further savings can be accomplished by changing the approach to cooling in the 
datacenter from four large 10-30 ton chillers to a single rack with self contained cooling.  This reduces 
the amount of latent heat energy that must be cooled in a room containing 3,136 square feet of rack 
space and ambient air down to a single rack with 8 square feet of internal area.  This reduction in air 
volume equates to a reduction of 1,056,832 BTUs of latent heat energy. (Imagine putting a large window 
air conditioner in your attic at home and hoping that it passively cools the rest of the house). 
Further study can be made to improve the accuracy of these predictions.  An audit of all server 
hardware purchases at RIT over the past 5 years would provide a more accurate growth rate of server 
hardware and a more accurate estimate of unit pricing.  The $4000 per unit estimate in the study is 
assumed to be on the low side when factoring in the number of large and expensive servers in the 
datacenter.   
In summary I find the potential for cost savings and reduction of environmental impacts to warrant an 
improvement in hardware utilization rates in the datacenter.  I urge that all server purchases are 
evaluated on a performance per watt basis.  The current 5 year lifespan expectancy of server hardware 
is costing RIT more in electricity than it is saving in capital expense.  A 5 to 6 year old server is 
approximately 8 times slower than a new server at the same initial cost.  I would like to see a maximum 
of 4 years of production use for server hardware with the possible 5th year for test and development 
use.  At the end of 5 years the server hardware should be recycled. 
I hope the findings of this report help to justify immediate action.  The potential for savings is worth 
pursuing for at least 1 to 2 years to verify the accuracy of the projections.  At worst the attempt to 
migrate toward a 100% virtualized infrastructure can stave off the cost of replacing the existing UPS 
hardware. 
  
Appendix 
 
Figures 
Figure 1- Datacenter total electric use by U.S. and world datacenters 
 (Jonathan G. Koomey, 
2007) 
Figure 2 - U.S. Datacenter Power & Cooling Trend 
 (Geenrits) 
Figure 3 - Energy Waste at Low Utilization 
 (Geenrits) 
Figure 4 - CPU Integer Processing Rate Per Watt 
 
Table 1- CPU Integer Processing Rate Per Watt 
year Intel Xeon Processor SPEC INT Benchmark Power (W) Integer rate per watt 
1999 Pentium II Xeon 450 1.2 42.8 0.028037383 
2000 Pentium III Xeon 866 3.1 29.6 0.10472973 
2001 Xeon 1.5 4.4 59.2 0.074324324 
2002 Xeon 2.2 7.5 61 0.12295082 
2003 Xeon 3.06 11 87 0.126436782 
2004 Xeon 3.2 14 103 0.13592233 
2005 Xeon 3.4 16 110 0.145454545 
2006 Dual-Core Xeon 5150 48 130 0.369230769 
2007 Quad-Core Xeon X3230 84 95 0.884210526 
2008 Quad-Core Xeon X3370 104 95 1.094736842 
2009 Six-Core Xeon L7455 120 65 1.846153846 
http://en.wikipedia.org/wiki/List_of_Intel_Xeon_microprocessors 
 
 
 
 
0
2
4
6
8
10
12
19
99
20
00
20
01
20
02
20
03
20
04
20
05
20
06
20
07
20
08
20
09
20
10
20
11
20
12
20
13
20
14
20
15
CPU Integer Processing Rate Per Watt
Integer 
rate per 
watt
Table 2 - HP Blade Server Pricing (January 2009) 
Qty  Part # Description    Unit Price   Ext. Price  
1 412152-B22 HP BLc7000 CTO 3 IN LCD Encl  $     3,492.00   $        3,492.00  
4 499243-B21 HP BLc7000 2400W High Efficiency Power Supply  $        190.00   $           760.00  
6 412140-B21 HP BLc Encl Single Fan Option  $        114.00   $           684.00  
2 413379-B21 HP BLc7000 1 PH FIO Power Module Opt  $        129.00   $           258.00  
4 Opt. 7FX c7000 Enclosure HW Supp  $        562.00   $        2,248.00  
4 455886-B21 
HP BladeSystem c-Class 10Gb Long Range Small Form-Factor 
Pluggable Option  $     2,635.00   $     10,540.00  
2 455880-B21 HP BLc VC Flex-10 Enet Module Opt  $     9,271.00   $     18,542.00  
15 454314-B21 HP BL495c G5 CTO Blade  $     5,254.00   $     78,810.00  
15 UK068E HP 4y Nbd BL4xxc Svr Bld HW Support Complex 1  $        135.88   $        2,038.20  
15 
 
Vmware ESX licenses w/ 4yr maintenance  $     6,300.00   $     94,500.00  
  
Total 
 
 $   211,872.20  
  
Individual Blade Cost 
 
 $     13,242.01  
 
Table 3 - HP BladeSystem Power Sizing Tool v3.7.1 
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Power 4703 4916 5114 5313 5734 5930 6126 6324 6523 6724 6927 7131 7337 7544 7753 7962 
Input VA 737 954 1156 1359 1789 1989 2189 2391 2594 2799 3006 3214 3424 3636 3848 4062 
BTU 16037 16763 17437 18118 19554 20221 20891 21565 22244 22929 23620 24316 25018 25725 26436 27150 
Input 
Current 2.05 2.65 3.21 3.77 4.97 5.52 6.08 6.64 7.2 7.77 8.34 8.92 9.5 10.09 10.68 11.28 
Input 
Current 
Per Cord 1.023 1.324 1.604 1.887 2.483 2.76 3.038 3.318 3.6 3.885 4.172 4.461 4.752 5.05 5.341 5.638 
Airflow in 
CFM 87 112 136 160 202 225 247 270 282 304 326 349 372 380 402 425 
Airflow in 
CMM 2.454 3.177 3.848 4.527 5.72 6.358 6.999 7.643 7.974 8.604 9.239 9.88 10.526 10.762 11.392 12.024 
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Power 8684 8897 9095 9294 9715 9911 10107 10305 10504 10705 10908 11112 11318 11525 11734 11943 
BTU 29612 30338 31012 31693 33129 33796 34466 35140 35819 36504 37195 37891 38593 39300 40011 40725 
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75% Load 
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Input 
Power 12665 12878 13076 13275 13696 13892 14088 14286 14485 14686 14889 15093 15299 15506 15715 15924 
BTU 43187 43913 44587 45268 46704 47371 48041 48715 49394 50079 50770 51466 52168 52875 53586 54300 
 
Table 4 - Rack Power Observations 
Server/Rack/Org 
Grouping Racks 
Number of servers 
(powered On) 
Actual Power 
Usage (Watts) 
Average Server 
Power Usage 
(Watts) 
 
Research Computing I24, I26, I30, R14, R8 88 12,485 142 
 Collocation 
Customers 
R1, R2, R3, R4, R5, R6, R7, 
R8b, R9a, R10, R11, R12, R13 80 19,580 245 
 
ITS Owned 
E25, E26, E27, E28, E31, E33, 
E34, E38, E39, E40, I25, I27, 
I28, I29, I38, I39, I42 130 37,895 292 
 
Totals 
 
298 69960 235 
(with research 
clusters) 
  
210 57,475 274 
(without research 
clusters) 
Table 5 - Summary of Initial data for calculations 
Initial values for collocation customer, ITS, research, total DC, and DC research 
      
       
DC with research: 
      
Resources replaced per year 2008 2009 2010 2011 2012 2013 
# of servers to remove 
 
210 19 17 48 17 
Total CPU Integer processing power of removed servers 
 
1540.83 155.78 69.88 2754.39 268.54 
Total Power Reduction after removing servers 
 
49350 4465 3995 11280 3995 
       
       
DC without research: 
      
Resources replaced per year 2008 2009 2010 2011 2012 2013 
# of servers to remove 
 
137 19 17 17 17 
Total CPU Integer processing power of removed servers 
 
346.23 155.78 69.88 243.39 268.54 
Total Power Reduction after removing servers 
 
37538 5206 4658 4658 4658 
       
       
ITS initial data: 
      
Resources replaced per year 2008 2009 2010 2011 2012 2013 
# of servers to remove 
 
82 19 11 7 9 
Total CPU Integer processing power of removed servers 
 
224.5 155.78 43 94.39 82.66 
Total Power Reduction after removing servers 
 
23944 5548 3212 2044 2628 
       
       
       
       
       
Colo customer initial data: 
      
Resources replaced per year 2008 2009 2010 2011 2012 2013 
# of servers to remove 
 
55 0 6 10 8 
Total CPU Integer processing power of removed servers 
 
121.73 0 26.88 149 185.88 
Total Power Reduction after removing servers 
 
13475 0 1470 2450 1960 
       
       
Research cluster initial data: 
      
Resources replaced per year 2008 2009 2010 2011 2012 2013 
# of servers to remove 
 
73 0 0 31 0 
Total CPU Integer processing power of removed servers 
 
1194.6 0 0 2511 0 
Total Power Reduction after removing servers 
 
10366 0 0 4402 0 
 
 
Calculations and Costs 
Power and BTU calculations: 
Liebert Model VH267W 20-ton cooling units (or equivalent) are used to cool the data center. Each 
cooling unit uses a 5 horsepower (Hp) fan to deliver airflow and consumes 3.73 kW for airflow demand 
and 16.7 kW for thermal demand (liebert.com). 
 
Total Heat Load = Room Area BTU + Windows BTU + Total Occupant BTU + Equipment BTU + Lighting BTU 
Room Area BTU = Length (m) x Width (m) x 337 
Total Occupant BTU = Number of occupants x 400 
Equipment BTU = Total wattage for all equipment x 3.5 
Lighting BTU = Total wattage for all lighting x 4.25 
 
Spreadsheets used for Graphs 
Datacenter including research computing: 
 
Datacenter excluding research computing: 
 
ITS Server Calculations: 
  
Collocation Customer Server Calculations: 
 
Research Computing Server Calculations: 
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