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In this paper, we report new waveform relaxation methods for fractional differential
equations with the Caputo derivatives. The convergence properties of the waveform
relaxation methods are studied under linear and nonlinear conditions for the right-hand
side of equations. Some convergent splittings are given. This is the first time for studying
the waveform relaxation methods for fractional differential equations in references.
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1. Introduction
The use of fractional calculus to deal with engineering and physical problems has become increasingly popular in
recent years. The fractional approach has been widely applied in anomalous diffusion [1,2], medicine [3], random and
disordered media [4,5], signal processing [6], and so on. At the same time, the study of fractional differential equations has
attracted considerable attention (for example, see [7–18]). Notice that most of the previous research concerns the theory
of fractional calculus. During these years, some authors have been studying various scientific computing approaches of
fractional differential equations (for example, see [19–25]).
Waveform relaxation method is an iterative method for ordinary differential equations. It differs from the classical
iterative method in that it iterates with functions in a function space instead of with finite sets of discrete unknowns. It was
originally proposed to simulate large circuits in [26]. Themethod has twomain advantages. On the one hand, it can decouple
a given large differential system into a set of weakly coupled small subsystems; On the other hand, it can also decouple a
complicated differential system into a set of simplified subsystems. Some authors have successfully applied the waveform
relaxation method in solving ordinary differential equations, differential–algebraic equations, and functional differential
equations (for example, see [27–36]). One drawback of the waveform relaxation method is that its convergence rate is
usually low for a long time interval. In the existing literature, there are many authors devoted to accelerating techniques on
the waveform relaxation method (for example, see [37–41]).
In this paper, we apply the waveform relaxation method in solving fractional differential equations. Here we shall
concentrate on the convergence properties of the method and try to present the particular advantages of the method in
solving fractional differential equations.
The structure of this paper is as follows. In Section 2, several definitions which will be used in this paper are introduced,
and the waveform relaxation method for fractional differential equations is illustrated by an example. In Section 3, the
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convergence results of the waveform relaxation methods for linear and nonlinear fractional differential equations are
presented. In particular, some convergent splittings are given. We end with some conclusions in Section 4.
2. Preliminaries
In this section, we first give some basic concepts and notations, which can be found in [12,16]. Then we present an
example to illustrate the waveform relaxation method.
Definition 2.1. Let [a, b] be a finite interval on the real axis R. The Riemann–Liouville integral (aIαt x)(t) and the
Riemann–Liouville fractional derivative (aDαt x)(t) of order α > 0 are defined by
(aIαt x)(t) =
1
0(α)
 t
a
(t − τ)α−1x(τ )dτ , t > a,
and
(aDαt x)(t) =
1
0(m− α)
dm
dtm
 t
a
(t − τ)m−α−1x(τ )dτ , t > a,
respectively, wherem− 1 < α ≤ m,m ∈ N+, and 0(·) denotes the Gamma function.
The Laplace transform of the Riemann–Liouville fractional derivative is given as follows:
(L0Dαt x)(s) = sα(Lx)(s)−
m−1
i=0
si(0Dα−i−1t x)(0
+), t > 0, m− 1 < α ≤ m, m ∈ N+.
Unfortunately, the Riemann–Liouville fractional derivative appears unsuitable to be treated by the Laplace transform
method in that it requires knowledge of the noninteger order derivatives of the function at t = 0+. The mentioned problem
does not exist in the Caputo definition of the fractional derivative.
Next, we give the definition of the Caputo fractional derivative.
Definition 2.2. Let [a, b] be a finite interval on the real axis R. The Caputo fractional derivative (CaDαt x)(t) of order α > 0 is
defined by
(CaD
α
t x)(t)=a Dαt

x(t)−
m−1
i=0
x(i)(a)
i! (t − a)
i

, t > a,m− 1 < α ≤ m,m ∈ N+, (1)
where aDαt is the Riemann–Liouville fractional derivative. Note that if x
(i)(a) = 0, i = 0, 1, . . . ,m − 1, then (CaDαt x)(t)
coincides with (aDαt x)(t).
Further, if x(t) is continuously differentiable on [a, b] up to orderm, then the expression (1) can be reduced to
(CaD
α
t x)(t) =
1
0(m− α)
 t
a
(t − τ)m−α−1x(m)(τ )dτ , t > a,m− 1 < α ≤ m,m ∈ N+,
which is sometimes called a smooth fractional derivative.
The Laplace transform of the Caputo derivative is given by:
(LC0D
α
t x)(s) = sα(Lx)(s)−
m−1
i=0
sα−i−1x(i)(0+), t > 0, m− 1 < α ≤ m, m ∈ N+.
Contrary to the Riemann–Liouville fractional derivative, only integer order derivatives of the function x appear in the Laplace
transform of the Caputo fractional derivative.
In the following we recall the definition of the generalized Mittag-Leffler function.
Definition 2.3. The generalized Mittag-Leffler function is defined by
Eqβ,γ (z) =
+∞
i=0
(q)iz i
0(βi+ γ )i! , β, γ , q > 0, z ∈ C, (2)
where (q)0 = 1, and (q)i = q(q+ 1) · · · (q+ i− 1), i = 1, 2, . . ..
In particular, when q = 1, it has E1β,γ (z) = Eβ,γ (z); When q = γ = 1, it has E1β,1(z) = Eβ(z); When q = β = γ = 1, it
has E11,1(z) = ez .
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Using the generalized Mittag-Leffler function, Kilbas et al. (see [42]) defined an integral operator
(Eq
β,γ ,ω;a+ψ)(t) =
 t
a
(t − τ)γ−1Eqβ,γ (ω(t − τ)β)ψ(τ)dτ , t > a, (3)
where β, γ , q > 0, ω ∈ R, ψ(t) ∈ C([a, b],Rn), and they further proved that (3) is a bounded linear operator defined on
C([a, b],Rn). Here and in what follows, C([a, b],Rn) stands for the space of all continuous functions whichmap the interval
[a, b] into Rn. This is a Banach space with the norm ∥x∥ = maxt∈[a,b] ∥x(t)∥, x ∈ C([a, b],Rn), where ∥ · ∥ is the Euclidean
norm in Rn.
In this paper, we need a matrix analog of (2). Let A ∈ Rn×n. We define a matrix-type generalized Mittag-Leffler function
by
Eqβ,γ (A) =
+∞
i=0
(q)iAi
0(βi+ γ )i! , β, γ , q > 0. (4)
Observe that E11,1(A) = eA if q = β = γ = 1. It is straightforward to show that (4) is well-defined. In fact, by Definition 2.3,
we have
∥Eqβ,γ (A)∥ ≤
+∞
i=0
(q)i∥A∥i
0(βi+ γ )i! = E
q
β,γ (∥A∥).
This implies that (4) is well-defined. Similarly, we can show that the definition Eqβ,γ (At) =
+∞
i=0
(q)i(At)i
0(βi+γ )i! is suitable for any
t ∈ [a, b], where [a, b] is a finite interval.
By the way, since
Ltγ−1Eβ,γ (±Atβ)(s) =
 +∞
0
e−st tγ−1Eβ,γ (±Atβ)dt =
+∞
i=0
(±A)i
0(iβ + γ )
 +∞
0
e−st t iβ+γ−1dt,
we may give the Laplace transforms of these special functions by
Ltγ−1Eβ,γ (±Atβ)(s) = s−γ
+∞
i=0
(±s−βA)i = sβ−γ (sβ I ∓ A)−1, (5)
provided that ∥s−βA∥ < 1.
Remark 2.1. Note that for α (α ≠ 0), sα is a multi-valued expression defining an infinite number of Riemann surfaces. Each
Riemann surface defines one function. Therefore, the transfer function H(s) = sα (s ≠ 0) can represent an infinite number
of linear systems. However, only the principal Riemann surface {s : −π < arg(s) ≤ π}may lead to a real system (see [15]).
In this paper, we will use the waveform relaxation method to solve fractional differential equations with the Caputo
derivatives. In order to illustrate the waveform relaxation method, we show a simple example about fractional differential
systems with the Caputo derivatives as follows:

C
0D
1
2
t x1

(t) = x1(t)− t 12 x3(t)+ 2
0
 1
2
 t 12 ,
C
0D
1
2
t x2

(t) = −tx1(t)+ x2(t)+ 8
30
 1
2
 t 32 ,
C
0D
1
2
t x3

(t) = tx1(t)− x2(t)+ x3(t)− t 12 + 0
 1
2

2
,
x1(0) = 0, x2(0) = 0, x3(0) = 0, t ∈ [0, 1].
By Corollary 3.27 in [12], one knows that the above system has a unique solution given by x1(t) = t, x2(t) = t2, x3(t) = t 12 .
Now, we use the Jacobi waveform relaxation method to solve the above system:

C
0D
1
2
t x
(k+1)
1

(t) = x(k+1)1 (t)− t
1
2 x(k)3 (t)+
2
0
 1
2
 t 12 ,
C
0D
1
2
t x
(k+1)
2

(t) = −tx(k)1 (t)+ x(k+1)2 (t)+
8
30
 1
2
 t 32 ,
C
0D
1
2
t x
(k+1)
3

(t) = tx(k)1 (t)− x(k)2 (t)+ x(k+1)3 (t)− t
1
2 + 0
 1
2

2
,
x(k+1)1 (0) = 0, x(k+1)2 (0) = 0, x(k+1)3 (0) = 0, k = 0, 1, . . . ,
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where x(0)1 (t), x
(0)
2 (t), x
(0)
3 (t) are given initial iteration functions. According to Theorem 5.15 in [12], one knows that this
iterative process can produce a unique function sequence {x(k+1)(t)}+∞k=0 , and x(k+1)(t) = [x(k+1)1 (t), x(k+1)2 (t), x(k+1)3 (t)]T is
given by
x(k+1)1 (t) = tE 12 ,2

t
1
2

−
 t
0
(t − τ)− 12 E 1
2 ,
1
2

(t − τ) 12

τ
1
2 x(k)3 (τ )dτ ,
x(k+1)2 (t) =
8
3
t2E 1
2

t
1
2

−
 t
0
(t − τ)− 12 E 1
2 ,
1
2

(t − τ) 12

τx(k)1 (τ )dτ ,
x(k+1)3 (t) =
0
 1
2

2
t
1
2 E 1
2 ,
3
2

t
1
2

− 0

3
2

tE 1
2 ,2

t
1
2

+
 t
0
(t − τ)− 12 E 1
2 ,
1
2

(t − τ) 12

(τx(k)1 (τ )− x(k)2 (τ ))dτ .
As usual, the functions x(k+1)(t) (k = 0, 1, . . .) are called the waveform relaxation solutions of the original system.
From the above example, we find that thismethod can decouple the original system into some simplified subsystems, which
can be then computed easily. The detailed discussions about the waveform relaxation method are given in [27,29,31–34,26,
35,36]. In the paper, we will prove that the waveform relaxation solutions converge to the true solution of the system.
3. Main results
In this section, we give the general waveform relaxation methods for linear and nonlinear fractional differential
equations, and then concentrate on the convergence analysis of the iteration methods.
3.1. Waveform relaxation method for linear fractional differential equations
3.1.1. General iteration scheme
In this section, we consider the following initial value problem for a system of fractional ordinary differential equations,
(C0D
α
t x)(t)+ Ax(t) = b(t), x(0) = x0, t ≥ 0, 0 < α < 1, (6)
where A ∈ Rn×n, and b(t) ∈ Rn is a known function, x0 ∈ Rn is an initial value, and x(t) is to be computed.
The general waveform relaxation method for (6) is an iteration scheme of the following form,
(C0D
α
t x
(k+1))(t)+ A1x(k+1)(t) = A2x(k)(t)+ b(t), t ≥ 0, 0 < α < 1,
x(k+1)(0) = x0, k = 0, 1, . . . , (7)
where A = A1− A2, x(0)(t) is an initial iteration function. We can choose the initial iteration function by x(0)(t) ≡ x0, t ≥ 0.
The splitting forms of Awill affect the iteration efficiency of (7). Some typical splittings are
A1 = 0, A2 = −A, is called Picard iteration;
A1 = D, A2 = L+ U , is called Jacobi (JAC) iteration, which is a parallel scheme;
A1 = D− L, A2 = U , is called Gauss–Seidel (GS) iteration, which is a sequential scheme;
A1 = 1ωD−L, A2 = 1−ωω D+U , whereω (ω ≠ 0) is a relaxation factor, is called SOR iteration. Here, D is a diagonal matrix,
L is a lower triangular matrix, and U is an upper triangular matrix. As in the static case we can also define the block variants
of these iterations.
By Theorem 5.15 in [12], one knows that x(k+1)(t) satisfying (7) can be rewritten as
x(k+1)(t) =
 t
0
(t − τ)α−1Eα,α(−A1(t − τ)α)A2x(k)(τ )dτ
+
 t
0
(t − τ)α−1Eα,α(−A1(t − τ)α)b(τ )dτ + Eα(−A1tα)x0. (8)
So, to show the convergence of (7), it suffices to prove that {x(k+1)(t)}+∞k=0 defined by (8) is convergent. In the later two
subsections, we will consider the convergence of the sequence {x(k+1)(t)}+∞k=0 on the finite interval [0, T ] (T < +∞) and
infinite interval [0,+∞), respectively.
3.1.2. Convergence analysis on finite time interval
In this section, we consider the convergence of the sequence {x(k+1)(t)}+∞k=0 on the finite interval [0, T ]. For simplicity, we
denote
x(k+1)(t) = (Rx(k))(t)+ ϕ(t),
where (Rx(k))(t) =  t0 (t − τ)α−1Eα,α(−A1(t − τ)α)A2x(k)(τ )dτ and ϕ(t) =  t0 (t − τ)α−1Eα,α(−A1(t − τ)α)b(τ )dτ +
Eα(−A1tα)x0.
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We see thatR is a convolution with the kernel functionK(t) = tα−1Eα,α(−A1tα)A2, i.e.,
(Rx(k))(t) = (K ∗ x(k))(t) =
 t
0
K(t − τ)x(k)(τ )dτ .
The operatorR is often called the waveform relaxation operator.
Before establishing the convergence result, we first give two useful lemmas.
Lemma 3.1 ([42]). Let ψ(t) ∈ C([a, b],R) and (Eq
β,γ ,ω;a+ψ)(t) be defined by (3). Then, the relation
(Ep
β,δ,ω;a+E
q
β,γ ,ω;a+ψ)(t) = (Ep+qβ,δ+γ ,ω;a+ψ)(t)
holds, where β, γ , δ, p, q > 0, ω ∈ R.
Lemma 3.2. Let c1, c2, β be positive constants. Then, the series
+∞
i=1 c
i
1t
iβE iβ,iβ+1(c2tβ) converges to c1tβEβ,β+1((c1 + c2)tβ)
uniformly for each t ∈ [0, T ].
Proof. For any t ∈ [0, T ], it has
+∞
i=1
c i1t
iβE iβ,iβ+1(c2t
β) =
+∞
i=1
+∞
j=0
c i1t
iβ (i)jc
j
2t
jβ
0(jβ + iβ + 1)j! =
+∞
i=1
+∞
l=i
(i)l−ic i1c
l−i
2 t
lβ
0(lβ + 1)(l− i)!
=
+∞
l=1
l
i=1
(l− 1)!c i1c l−i2 t lβ
(i− 1)!(l− i)!0(lβ + 1) = c1
+∞
l=1
t lβ(c1 + c2)l−1
0(lβ + 1) = c1t
βEβ,β+1((c1 + c2)tβ).
This completes the proof. 
Theorem 3.1. Assume that 0 < α < 1, t ∈ [0, T ], b(t) ∈ C([0, T ],Rn). Then, the waveform relaxation solutions
of (7) converge to a unique solution x(t) ∈ Cα([0, T ],Rn), where Cα([0, T ],Rn) = {x(t) ∈ C([0, T ],Rn) : (C0Dαt x)(t) ∈
C([0, T ],Rn)}.
Proof. We prove the convergence of the sequence {x(k+1)(t)}+∞k=0 by four steps.
Step 1. We show that the function sequence {x(k+1)(t)}+∞k=0 ⊆ C([0, T ],Rn). For this purpose, we first need to show that
(Rx)(t) ∈ C([0, T ],Rn) for any x(t) ∈ C([0, T ],Rn).
Let x(t) ∈ C([0, T ],Rn), t1, t2 ∈ [0, T ], and t1 < t2. Then we have
∥(Rx)(t1)− (Rx)(t2)∥ ≤
 t1
0

(t1 − τ)α−1Eα,α(−A1(t1 − τ)α)− (t2 − τ)α−1Eα,α(−A1(t2 − τ)α)

A2x(τ )dτ

+
 t2
t1
(t2 − τ)α−1Eα,α(−A1(t2 − τ)α)A2x(τ )dτ

≤ ∥x∥ ∥A2∥
+∞
i=0
∥ − A1∥i

t iα+α1 − t iα+α2 + 2(t2 − t1)iα+α

0(iα + α + 1) .
This gives ∥(Rx)(t1)− (Rx)(t2)∥ → 0 as |t1 − t2| → 0. Consequently, it has (Rx)(t) ∈ C([0, T ],Rn).
Moreover, since b(t) ∈ C([0, T ],Rn), using the same arguments as above, we can prove that ϕ(t) ∈ C([0, T ],Rn).
Therefore, we have {x(k+1)(t)}+∞k=0 ⊆ C([0, T ],Rn).
Step 2. We show that limk→+∞ x(k+1)(t) exists. Because x(k+1)(t) = x(0)(t) +ki=0(x(i+1)(t) − x(i)(t)), we only need to
prove that the series
+∞
i=0 (x(i+1)(t)− x(i)(t)) is uniformly convergent for t ∈ [0, T ]. Now, we have an estimate as
∥x(1) − x(0)∥ = max
0≤t≤T
 t
0
(t − τ)α−1Eα,α(−A1(t − τ)α)A2x0dτ
+
 t
0
(t − τ)α−1Eα,α(−A1(t − τ)α)b(τ )+ Eα(−A1tα)x0 − x0

≤ M,
whereM = TαEα,α+1(∥ − A1∥Tα)∥A2∥(∥x0∥ + ∥b∥)+ (Eα(∥ − A1∥Tα)+ 1)∥x0∥.
Similarly, we can obtain
∥x(2)(t)− x(1)(t)∥ =
 t
0
(t − τ)α−1Eα,α(−A1(t − τ)α)A2(x(1)(τ )− x(0)(τ ))dτ

≤ ∥x(1) − x(0)∥
 t
0
(t − τ)α−1Eα,α(∥ − A1∥(t − τ)α)∥A2∥dτ
≤ M∥A2∥tαEα,α+1(∥A1∥tα). (9)
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Combining (9) and Lemma 3.1, we have
∥x(3)(t)− x(2)(t)∥ =
 t
0
(t − τ)α−1Eα,α(−A1(t − τ)α)A2(x(2)(τ )− x(1)(τ ))dτ

≤
 t
0
(t − τ)α−1Eα,α(∥ − A1∥(t − τ)α)∥A2∥ ∥x(2)(τ )− x(1)(τ )∥dτ
≤ ∥x(1) − x(0)∥
 t
0
(t − τ)α−1Eα,α(∥ − A1∥(t − τ)α)∥A2∥
×
 τ
0
(τ − s)α−1Eα,α(∥ − A1∥(τ − s)α)∥A2∥ds

dτ
= ∥x(1) − x(0)∥
 t
0
(t − s)2α−1E2α,2α(∥ − A1∥(t − s)α)∥A2∥2ds
≤ M∥A2∥2t2αE2α,2α+1(∥A1∥tα).
Repeating the same process, we can arrive at the following inequality
∥x(i+1)(t)− x(i)(t)∥ ≤ M∥A2∥it iαE iα,iα+1(∥A1∥tα).
Further, we have
+∞
i=1
∥x(i+1)(t)− x(i)(t)∥ ≤
+∞
i=1
M∥A2∥it iαE iα,iα+1(∥A1∥tα). (10)
By Lemma 3.2, we know that the series of the right-hand side of (10) is uniformly convergent with respect to t ∈ [0, T ]. So,
the function sequence {x(k+1)(t)}+∞k=0 converges uniformly with respect to t ∈ [0, T ], namely, limk→+∞ x(k+1)(t) = x(t), t ∈[0, T ].
Step 3. We verify that x(t) is the solution of (6) and x(t) ∈ Cα([0, T ],Rn). Since {x(k+1)(t)}+∞k=0 ⊆ C([0, T ],Rn) and
{x(k+1)(t)}+∞k=0 tends to x(t) uniformly as k →+∞, where x(t) ∈ C([0, T ],Rn), it has
x(t) = lim
k→+∞(Rx
(k))(t)+ ϕ(t)
=
 t
0
(t − τ)α−1Eα,α(−A1(t − τ)α)A2 lim
k→+∞ x
(k)(τ )dτ + ϕ(t)
= (Rx)(t)+ ϕ(t).
This implies that x(t) is the continuous solution of (6) defined on [0, T ].
Now, we need to verify that (C0D
α
t x)(t) ∈ C([0, T ],Rn). Since
∥(C0Dαt x(k+1))(t)− (C0Dαt x)(t)∥ = ∥A1(x(t)− x(k+1)(t))+ A2(x(k)(t)− x(t))∥
≤ ∥A1∥ ∥x(k+1)(t)− x(t)∥ + ∥A2∥ ∥x(k)(t)− x(t)∥,
we have (C0D
α
t x
(k+1))(t) → (C0Dαt x)(t) with k → +∞ for t ∈ [0, T ]. Due to the space C([0, T ],Rn) is complete under the
maximum norm, it follows that (C0D
α
t x)(t) ∈ C([0, T ],Rn). In other words, we have proved that x(t) ∈ Cα([0, T ],Rn).
Step 4. Finally, we show that the solution of (6) is unique. Let x(t) and y(t) be distinct solutions of (6). First, we prove that
the function sequence {x(k+1)(t)}+∞k=0(⊆C([0, T ],Rn)) converges to y(t) uniformly with respect to t ∈ [0, T ].
Since y(t) is the solution of (6), we have the following estimate
∥x(0) − y∥ = max
0≤t≤T
 t
0
(t − τ)α−1Eα,α(−A(t − τ)α)b(τ )dτ + Eα(−Atα)x0 − x0
 ≤ M∗,
whereM∗ = TαEα,α+1(∥ − A∥Tα)∥b∥ + (Eα(∥ − A∥Tα)+ 1)∥x0∥. Thus, it holds
∥x(1)(t)− y(t)∥ =
 t
0
(t − τ)α−1Eα,α(−A1(t − τ)α)A2(x(0)(τ )− y(τ ))dτ

≤ M∗∥A2∥tαEα,α+1(∥A1∥tα).
Now, we suppose that
∥x(k)(t)− y(t)∥ ≤ M∗∥A2∥ktkαEkα,kα+1(∥A1∥tα).
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Then, by Lemma 3.1, we have
∥x(k+1)(t)− y(t)∥ =
 t
0
(t − τ)α−1Eα,α(−A1(t − τ)α)A2(x(k)(τ )− y(τ ))dτ

≤ M∗∥A2∥k+1
 t
0
(t − τ)α−1Eα,α(∥ − A1∥(t − τ)α)τ kαEkα,kα+1(∥A1∥τ α)dτ
= M∗∥A2∥k+1t(k+1)αEk+1α,(k+1)α+1(∥A1∥tα). (11)
From Lemma 3.2, we can derive that the function of the right-hand side of (11) tends to zero uniformly as k → +∞, so
limk→+∞ x(k+1)(t) = y(t). By the uniqueness of the limit, we obtain x(t) ≡ y(t), t ∈ [0, T ]. The proof is completed. 
3.1.3. Convergence analysis on infinite time interval
In this section, we will consider the convergence of (7) on the infinite interval [0,+∞). In this case, we denote the
waveform relaxation operator by ℜ∞. Observe that the waveform relaxation solutions x(k+1)(t) (k = 0, 1, . . .) can still be
represented by the expression (8) for t ∈ [0,+∞). Thus, the operatorsℜ∞ andR have the same expression. However, the
kernel functionK(t) = tα−1Eα,α(−A1tα)A2 of ℜ∞ may be unbounded on the infinite interval. So, the research method of
the convergence of (7) on the infinite interval is different from the case on the finite interval. In fact, we can take advantage
of the Laplace transform to obtain an alternative operator form of the waveform relaxation operatorℜ∞.
First, we give some definitions, which are closely related to the Laplace transform (see [43]).
Definition 3.1. Let x(t) : R+ → R be a function. Then the Laplace transform X(s) of x(t) is a complex function defined, for
all s ∈ C, by
X(s) = (Lx)(s) :=
 +∞
0
e−stx(t)dt,
provided the integral exists. As usual,L is called the Laplace operator, and the above integral is called an F -integral.
Definition 3.2. For a given function x(t) : R+ → R, there exists a number σ ∈ R with −∞ ≤ σ ≤ +∞ such that the
F -integral is absolutely convergent for all s ∈ Cwith Re(s) > σ , and not absolutely convergent for all s ∈ Cwith Re(s) < σ .
Here, by σ = −∞ we mean that the F -integral is absolutely convergent for all s ∈ C, and by σ = +∞ we mean that the
F -integral is absolutely convergent for no s ∈ C. The number σ is called the abscissa of absolute convergence.
Definition 3.3. LetΩ be the set of all functions xwhoseF -integrals exist. Then there exists a number σΩ ∈ R such that for
any x ∈ Ω the F -integral is absolutely convergent for all s ∈ C satisfying Re(s) > σΩ + ε, with ε > 0 being arbitrary, and
not all the F -integral is absolutely convergent for all s ∈ C satisfying Re(s) < σ with σ < σΩ . That is to say,
σΩ = inf

σ ∈ R : the F -integral is absolutely convergent,∀x ∈ Ω,∀ℜ(s) > σ.
Such a real number σΩ is called the abscissa of the function spaceΩ .
For a given positive real number r , we define a function space on [0,+∞) by
Lr =

x(t) : ∥x∥r =
 +∞
0
e−rt∥x(t)∥dt < +∞

, r > 0. (12)
Lemma 3.3. The function space Lr defined by (12) is complete under the norm ∥ · ∥r .
Proof. Let us observe that ∥ · ∥r is a norm. Now we prove that the function space Lr is complete under the norm ∥ · ∥r .
Let {xn}+∞n=0 be a Cauchy sequence in Lr . Then, for arbitrary ε > 0, there exists a positive integer N(ε) such that
∥xn − xm∥r < ε, for all m, n > N(ε). That is, we have
 +∞
0 e
−rt∥xn(t) − xm(t)∥dt < ε. This implies that there exists a
function x(t) such that xn(t)→ x(t) as n →+∞. Thus, it holds +∞
0
e−rt∥x(t)∥dt =
 +∞
0
e−rt∥x(t)− xn(t)∥dt +
 +∞
0
e−rt∥xn(t)∥dt
≤
 +∞
0
e−rtεdt +
 +∞
0
e−rt∥xn(t)∥dt
= ε
r
+
 +∞
0
e−rt∥xn(t)∥dt < +∞.
This leads to x(t) ∈ Lr .
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Finally, we show that for arbitrary ε > 0 there exists a positive integer N∗(ε) such that ∥xn − x∥r < ε, for all n > N∗(ε).
Since for any given ε > 0, there exists N(ε) such that ∥xn(t)− x(t)∥ < rε. Setting N∗(ε) = N(ε), we obtain
∥xn(t)− x(t)∥r =
 +∞
0
e−rt∥xn(t)− x(t)∥dt ≤
 +∞
0
e−rt rεdt = ε.
So, the function space Lr is complete under the norm ∥ · ∥r . 
In the remainder of this section, we will discuss the convergence of the waveform relaxation solutions on the space Lr . It
is straightforward that the abscissa of Lr is σLr = r .
Lemma 3.4. Consider the iteration (7) on [0,+∞). Assume that x(k)(t), b(t) ∈ Lr , with r > 0. Then, x(k+1)(t) also belongs to
Lr , which means that the iteration (7) is closed in Lr .
Proof. By the definition of Lr , we need to verify that ∥x(k+1)(t)∥r < +∞. First, we derive that +∞
0
e−rt
 t
0
(t − τ)α−1Eα,α(−A1(t − τ)α)A2x(k)(τ )dτ
 dt
=
 +∞
0
e−rt

 t
0
+∞
i=0
(−A1)i(t − τ)iα+α−1
0(iα + α) x
(k)(τ )dτ
 dt
≤
+∞
i=0
∥(−A1)i∥
0(iα + α)
 +∞
0
∥x(k)(τ )∥dτ
 +∞
τ
e−rt(t − τ)iα+α−1dt
≤
+∞
i=0
∥(−A1)i∥r−iα−α
0(iα + α)
 +∞
0
e−rτ∥x(k)(τ )∥dτ
 +∞
0
e−rs(rs)iα+α−1d(rs)
≤ (rα − ∥A1∥)−1
 +∞
0
e−rτ∥x(k)(τ )∥dτ < +∞.
Similarly, we can show that
 +∞
0 e
−rt∥Eα(−A1tα)x0∥dt < +∞ and
 +∞
0 e
−rt∥  t0 (t − τ)α−1Eα,α(−A1(t − τ)α)b(τ )dτ∥dt <
+∞. Thus, it has x(k+1)(t) ∈ Lr . The proof is completed. 
Remark 3.1. Lemma 3.4 implies that it is reasonable to discuss the waveform relaxation method in the space Lr .
Let x(t) be the solution of (6) and e(k)(t) = x(k)(t)− x(t). Then, one can observe that e(k)(t) = (ℜk∞e(0))(t). So, to analyze
the convergence of (7) for t ∈ [0,+∞), we only need to analyze the spectral radius of operator ℜ∞, denoted by ρ(ℜ∞),
where ρ(ℜ∞) = sup{λ : λ ∈ σ(ℜ∞)} in which σ(ℜ∞) = σp(ℜ∞) ∪ σr(ℜ∞) ∪ σc(ℜ∞). By this observation, we have the
following convergence result for (7).
Theorem 3.2. Let 0 < α < 1, t ∈ [0,+∞), and ℜ∞ be defined on the space Lr . If ρ(ℜ∞) < 1, then the waveform relaxation
solutions of (7) converge to the unique solution of (6).
3.1.4. Constructions of convergent splittings
In this section we discuss how to construct a suitable splitting such that it will satisfy the convergence condition. We
restrict the discussion to linear problems on the infinite interval, since on the finite interval the corresponding waveform
relaxation method is always convergent for any matrix splitting. We first establish a lemma, which plays an important role
in the selection of a convergent splitting on [0,+∞).
Lemma 3.5. Let 0 < α < 1 and t ∈ [0,+∞), and assume that x(0)(t) and b(t) belong to Lp, with p a positive number. Define
r = max{p, q}, with q the least upper bound of Re(s) such that det(sα I + A1) = 0. Then, the spectral radius of the waveform
relaxation operator ℜ∞ is given by ρ(ℜ∞) = supRe(s)≥r ρ((sα I + A1)−1A2).
Proof. By the formula (5), x(k+1)(t) can be represented as
x(k+1)(t) =
 t
0
(t − τ)α−1Eα,α(−A1(t − τ)α)A2x(k)(τ )dτ + ϕ(t)
= (L−1(sα I + A1)−1A2Lx(k))(t)+ ϕ(t).
So, it has ℜ∞ = L−1(sα I + A1)−1A2L, where L and L−1 stand for the Laplace operator and the inverse Laplace operator,
respectively. We denote
R(s) = (sα I + A1)−1A2.
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Note that R(s) is just the Laplace transform of the kernel function tα−1Eα,α(−A1tα)A2, which is called thematrix-valued sign
of the operatorℜ∞.
Next, we consider the solution of operator λI −ℜ∞, where I is an identity operator. Let λ ≠ 0 and λ ∈ C \ σp(ℜ∞), for
any y(t) ∈ Lr . It is elementary to calculate that the operator equation
(λI −ℜ∞)x(t) = y(t)
has a solution
x(t) = 1
λ
y(t)+ 1
λ2
 t
0
(t − τ)α−1Eα,α

−

A1 − 1
λ
A2

(t − τ)α

y(τ )dτ ∈ Lr .
This shows that range (λI−ℜ∞) = Lr for any λ ∈ C\σp(ℜ∞) and λ ≠ 0, where range (λI−ℜ∞) represents the range space
of λI−ℜ∞. So, we have σr(ℜ∞) = σc(ℜ∞) = ∅. It follows that σ(ℜ∞)\{0} = σp(ℜ∞)\{0}. Based on these considerations,
we have
ρ(ℜ∞) = sup{λ : λ ∈ σ(ℜ∞)}
= sup{λ : λ ∈ σp(ℜ∞)}
= sup{λ : (λI −ℜ∞)x(t) = 0, ∃0 ≠ x(t) ∈ Lr}
= inf{ϱ : (λI −ℜ∞)x(t) ≠ 0, ∃0 ≠ x(t) ∈ Lr , |λ| > ϱ}
= inf{ϱ : (L−1(λI − (sα I + A1)−1A2)Lx)(t) ≠ 0, ∃0 ≠ x(t) ∈ Lr , Re(s) > r, |λ| > ϱ}
= inf{ϱ : det(λI − (sα I + A1)−1A2) ≠ 0, Re(s) > r, |λ| > ϱ}
= sup
Re(s)≥r
ρ((sα I + A1)−1A2).
The proof is completed. 
Theorem 3.3. Assume that all eigenvaluesµi (i = 1, 2, . . . , n) of the matrix A have positive real parts. Then, the iteration based
on the splitting A1 = 1ω I, A2 = 1ω I − A is convergent whenever ω ∈ (0, ω∗) with ω∗ = mini 2Re(µi)|µi|2 .
Proof. By Lemma 3.5, we set Rω(s) =

sα I + 1
ω
I
−1
1
ω
I − A

. Let λi be an eigenvalue of the matrix Rω(s). Then, by an
elementary calculation, we can obtain that µi = 1ω −

sα + 1
ω

λi is an eigenvalue of A. For Re(sα) ≥ 0, we have
|λi|2 =
1
ω
− µi
sα + 1
ω
·
1
ω
− µi
sα + 1
ω
=
1
ω2
− 2
ω
Re(µi)+ |µi|2
1
ω2
+ 2
ω
Re(sα)+ |sα|2 ≤ 1− 2ωRe(µi)+ ω
2|µi|2.
So, it has ρ(Rω(s)) < 1 if 0 < ω <
2Re(µi)
|µi|2 . The proof is completed. 
By the above theorem, we can directly derive the following corollary.
Corollary 3.1. Assume that all eigenvalues of the matrix A are real and positive. Then, the iteration based on the splitting
A1 = 1ω I, A2 = 1ω I − A is convergent whenever ω ∈ (0, ω∗) with ω∗ = mini 2µi .
Now,we introduce some notations or symbols, whichwill be used in the following discussion. The notation C = (cij) ≥ 0
where C ∈ Rn×m means that every element cij ≥ 0 for all 1 ≤ i ≤ n, 1 ≤ j ≤ m. For the symbol |C | where C ∈ Rn×m, we
mean that |C | = (|cij|) ∈ Rn×m.
Theorem 3.4. Let A = (aij) ∈ Rn×n with aii > 0 for all i = 1, 2, . . . , n, and assume that ρ(|J(0)|) < 1, where
J(0) = D−1(L+ U) such that D− L− U = A. Then, the SOR iteration is convergent whenever ω ∈

0, 21+ρ(|J(0)|)

.
Proof. By Lemma 3.5, we set Rω(s) =

1
ω
(sαωI + D) − L
−1
1−ω
ω
D + U

. For simplicity, we denote that Mω(s) =
1
ω
(sαωI + D)− L and Nω = 1−ωω D+ U . Let us consider the matrices
Mω = 1
ω
|D| − |L|, Nω = |1− ω|
ω
|D| + |U|.
Here, we note that |Nω| ≤ Nω .
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In order to obtain an upper bound of |M−1ω (s)|, we first have
M−1ω (s) =

1
ω
(sαωI + D)− L
−1
=

1
ω
(sαωI + D)(I − ω(sαωI + D)−1L)
−1
=

I − ω(sαωI + D)−1L
−1  1
ω
(sαωI + D)
−1
=
+∞
i=0

ω(sαωI + D)−1L
i  1
ω
(sαωI + D)
−1
.
Because the matrix (sαωI + D)−1L is a strictly lower triangular matrix, there exists a positive integer m such that ((sαωI +
D)−1L)m = 0. Thus, by the above equality, we get
|M−1ω (s)| ≤
m−1
i=0
|ω(sαωI + D)−1L|iω|sαωI + D|−1
≤

I − |ω(sαωI + D)−1L|
−1
ω|sαωI + D|−1
=

1
ω
|sαωI + D|(I − |ω(sαωI + D)−1L|)
−1
=

1
ω
|sαωI + D| − |L|
−1
.
This inequality implies thatMω is anM-matrix since its inverse is nonnegative and its off-diagonal elements are non-positive.
So, by Proposition 2.4.11 in [44], we know that

1
ω
|sαωI + D| − |L|
−1
≤ M−1ω . This, together with |Nω| ≤ Nω , means thatAω = Mω −Nω is a regular splitting.
Further, to show that this splitting is a convergent regular splitting, we need to prove thatA−1ω ≥ 0. Since
Aω = 1
ω
|D| − |L| − |1− ω|
ω
|D| − |U| = |D|

1− |1− ω|
ω
I − |J(0)|

,
and |D|−1 > 0, by Proposition 2.4.5 in [44], we haveA−1ω ≥ 0 if 1 − |1 − ω| > 0 and ρ(|J(0)|) < 1−|1−ω|ω . By some simple
calculations, we getA−1ω ≥ 0 for eachω ∈ (0, 1]when ρ(|J(0)|) < 1, orA−1ω ≥ 0whenω ∈ 1, 21+ρ(|J(0)|). In other words, if
the condition ρ(|J(0)|) < 1 is satisfied, then it has ρ(M−1ω Nω) < 1 for each ω ∈ 0, 21+ρ(|J(0)|). By Proposition 2.4.9 in [44],
we know that ρ(Rω(s)) = ρ(M−1ω (s)Nω) ≤ ρ(|M−1ω (s) ∥ Nω|) ≤ ρ(M−1ω Nω). It follows that the statement of this theorem is
true. The proof is completed. 
For the case ω = 1, the SOR iteration is just the GS iteration. So, from the above theorem, we can derive the following
corollary.
Corollary 3.2. Let A = (aij) ∈ Rn×n with aii > 0 for all i = 1, 2, . . . , n. If ρ(|J(0)|) < 1, where J(0) = D−1(L+ U) such that
D− L− U = A, then the GS iteration is convergent.
In the following we turn to study symmetric splittings.
Theorem 3.5. Suppose that a positive definite symmetric matrix A is split into symmetric parts, that is A = A1 − A2, where A1
and A2 are also symmetric and A1 is positive definite. Then the iteration method converges if 2A1 − A is positive definite.
Proof. The matrix-valued sign for this symmetric iteration becomes R(s) = (sα I + A1)−1A2. Let λ be an eigenvalue of R(s).
Then there exists a non-zero vector v ∈ Cn such that (sα I + A1)−1A2v = λv. Furthermore, we have
⟨A2v, v⟩ = ⟨λsαv, v⟩ + λ⟨A1v, v⟩, (13)
where the notation ⟨·, ·⟩ stands for the inner product. Since A1 and A2 are symmetric, the inner products above are real. For
simplicity, we take ⟨v, v⟩ = 1 and denote ⟨A1v, v⟩ = µ ∈ R+, ⟨A2v, v⟩ = ν ∈ R, then we can solve out λ = ξ + ηi from
(13). If we write sα = ζ + ϑ i, ζ > 0, then we have equations
ν = ξζ + ξµ− ηϑ, 0 = ξϑ + ηζ + ηµ.
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And after solving ξ and η we have |λ|2 = |ξ |2 + |η|2 = ν2
(µ+ζ )2+ϑ2 . Therefore, the iteration is convergent if |ν| < µ or|⟨A1v, v⟩ − ⟨Av, v⟩| < ⟨A1v, v⟩. That is to say, the convergence is obtained if 2A1 − A is positive definite. The proof is
completed. 
Now we consider a special symmetric splitting for the matrix A of the form
A = tridiag[−a, b,−a], a > 0, b ≥ 2a. (14)
Assume that A = A1 − A2, where A1 = tridiag[−c, d,−c] is a monotone symmetric tridiagonal matrix, and A2 is a
nonnegative symmetric tridiagonal matrix. Then there exist the unique numbers
q = c
a
, w = d− b
a
c, (15)
such that
A1 = wI + qA, A2 = wI − (1− q)A. (16)
This splitting of A of the form (14) is called (q, w)-splitting, where the numbers q andw are defined in (15). Then, according
to Theorem 3.5, we have the following theorem.
Theorem 3.6. Let A have the form (14). Then the (q, w)-splitting of A is convergent if one of the conditions
(i) q > 1/2, andw ≥ 0,
(ii) q = 1/2, andw > 0,
(iii) q < 1/2, and 2w/(1− 2q) ≥ b+ 2a holds.
Proof. According to Theorem 3.5, one knows that the (q, w)-splitting converges if the matrix 2A1 − A is positive definite.
Further, by (16), the convergence is obtained if the matrix 2wI + (2q − 1)A is positive definite. It is straightforward that
the matrix 2wI + (2q − 1)A is positive definite if condition (i) or (ii) holds. Now we prove the case q < 1/2. Since
2wI + (2q− 1)A = tridiag[−(2q− 1)a, 2w+ (2q− 1)b,−(2q− 1)a], by Exercise 2.3.5 in [44], the matrix 2wI + (2q− 1)A
is positive definite if 2| − (2q − 1)a| ≤ 2w + (2q − 1)b. Therefore, for the case q < 1/2, the matrix 2wI + (2q − 1)A is
positive definite if condition 2w/(1− 2q) ≥ b+ 2a holds. The proof is completed. 
At the end of this section, we present some examples, which indicate that our theorems can be applied to concrete
problems.
Example 3.1. Consider a fractional diffusion equation on the quarter-plane R++ = {(t, x) ∈ (R+)2 : t > 0, x > 0} as
(C0D
α
t u)(t, x) =
∂2u(t, x)
∂x2
, (t, x) ∈ R++, 0 < α < 1,
where the initial and boundary conditions are u(0, x) = 0, and u(t, 0) = g(t), in which g(t) is a known function with
respect to t .
We use the central difference formula with the step h > 0 for the spatial variable x to discretize the above system to
obtain a matrix A as
A = 1
h2

2 −1
−1 2 −1
−1 2 . . .
. . .
. . . −1
−1 2
 ∈ RN×N .
Obviously, thematrix A is a real symmetric matrix. By Exercise 2.3.4 in [44], one knows that the eigenvaluesµi of A are given
by µi = 4h2 sin2(iπh/2), i = 1, 2, . . . ,N . So, by Corollary 3.1, the iteration specified by A1 = 1ω I, A2 = 1ω I − A is always
convergent if ω ∈ (0, ω∗)with ω∗ = mini 2µi .
Besides, according to Proposition 2.3.6 in [44] and Theorem 3.27 in [45], one knows that the matrix A is an H-matrix,
i.e., the matrix |A| is an M-matrix since aii > 0 (i = 1, 2, . . . ,N). It follows that ρ(|J(0)|) < 1 by Proposition 2.4.8 in [44].
Thus, by Theorem 3.4, the SOR iteration is convergent ifω ∈

0, 21+ρ(|J(0)|)

. In particular, the GS iteration is convergent, too.
It is straightforward that thematrix A is a positive definite tridiagonal matrix. Therefore, by Theorem 3.6, we can also use
the (q, w)-splitting to partition the matrix A.
Example 3.2. Consider a fractional partial differential equation as
(C0D
α
t u)(t, x)+
∂u(t, x)
∂x
= b(t), u(0, x) = g(t), t > 0, x > 0, 0 < α < 1, b(t), g(t) ∈ R.
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We use the backward difference formula with the step h > 0 for the spatial variable x to discretize the above system to
obtain a matrix A as
A = 1
h

1 0
−1 1 0
−1 1 . . .
. . .
. . . 0
− 1
 ∈ RN×N .
Obviously, all eigenvalues of the matrix A are given by µ1 = · · · = µN = 1/h > 0. So, by Corollary 3.1, the iteration
specified by A1 = 1ω I, A2 = 1ω I − A is convergent if ω ∈ (0, 2h).
Besides, we note that aii > 0 for all i = 1, 2, . . . ,N , and ρ(|J(0)|) = 0. So, by Theorem3.4, the SOR iteration is convergent
if ω ∈ (0, 2). In particular, the GS iteration is convergent, too.
Example 3.3. Consider a fractional circuit system from [46] as
(C0D
α
t x)(t)+ Ax(t) = b(t), x(0) = x0, t > 0,
where
A =
 0 0 −1/C1 00 0 0 −1/C21/L1 0 (R1 + R3)/L1 R3/L1
0 1/L2 −R3/L2 (R2 − R3)/L2
 ∈ R4×4,
in which C1, C2, L1, L2, R1, R2, R3 are some circuit parameters. If we take C1 = C2 = L1 = L2 = R1 = R2 = R3 = 1, then
all eigenvalues of the matrix A are given by λ1,2 = 0.5000 + 0.8660i, λ3,4 = 0.5000 − 0.8660i, where
√
i = −1. It means
that all eigenvalues of A have positive real parts. Thus, by Theorem 3.3, we obtain that the iteration specified by A1 = 1ω I ,
A2 = 1ω I − A is convergent if ω ∈ (0, 1).
3.2. Waveform relaxation method for nonlinear fractional differential equations
3.2.1. General iteration scheme
In this section, we consider the waveform relaxation method of nonlinear fractional differential equations on the finite
interval [0, T ]. The nonlinear problem is described as
(C0D
α
t x)(t) = f (t, x(t)), x(0) = x0, 0 < α < 1, t ∈ [0, T ], (17)
where f : [0, T ] × Rn → Rn is a nonlinear function, x0 is an initial value, and x(t) is to be computed.
For (17), its general waveform relaxation method can be described as
(C0D
α
t x
(k+1))(t) = F(t, x(k)(t), x(k+1)(t)), 0 < α < 1, t ∈ [0, T ],
x(k+1)(0) = x0, k = 0, 1, . . . , (18)
where x(0)(t) is a given initial function (for example, we can choose x(0)(t) ≡ x0, t ∈ [0, T ]), and the nonlinear splitting
function F : [0, T ] × Rn × Rn → Rn satisfies F(t, x(t), x(t)) = f (t, x(t)) for any t ∈ [0, T ] and x(t) ∈ Rn. Similar to
linear problems, one can take the typical splittings, such as the Jacobi and Gauss–Seidel splitting functions, to split (17). As
usual, the solution x(k+1)(t) of (18) is called the waveform relaxation solution of the original system. In fact, the solution
x(k+1)(t) is an approximate analytical solution of (17). In other words, by the waveform relaxation method we can obtain
the approximate analytical solution of the original system. However, in some situations the classical splittings do notwork if
we want to obtain the approximate analytical solution. For example, consider the following fractional differential equations
with variable coefficients:

C
0D
1
2
t x1

(t) = (1+ t)x1(t)− x2(t)− t + 2
0
 1
2
 t 12 ,
C
0D
1
2
t x2

(t) = −2tx1(t)+ (sin t + 2)x2(t)+ 8
30
 1
2
 tx3(t)− t2 sin t,
C
0D
1
2
t x3

(t) = −t 12 x2(t)+ (1+ t2)x3(t)− t 12 + 120

1
2

,
C
0D
1
2
t x4

(t) = −t2x1(t)− tx2(t)+ 2x4(t)+ 16
50
 1
2
 t 52 ,
x1(0) = 0, x2(0) = 0, x3(0) = 0, x4(0) = 0, t ∈ [0, 1].
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As we know, the above system has a unique solution x(t). Note that if we use the classical splitting functions, such as
the Jacobi, Gauss–Seidel and SOR splitting functions, to split the system, then the analytical solutions of the decoupled
subsystems are difficult to obtain, since it is hard to be solved for fractional differential equations with variable coefficients.
Now, we split the matrix A in the following way:
A =

1+ t −1 0 0
−2t sin t + 2 8
30
 1
2
 t 0
0 −t 12 1+ t2 0
−t2 −t 0 2
 =

1 0 0 0
−2t 2 0 0
0 −t 12 1 0
−t2 −t 0 2
+

t −1 0 0
0 sin t
8
30
 1
2
 t 0
0 0 t2 0
0 0 0 0
 = A1 + A2.
Then the corresponding iteration scheme of the above system can be written as

C
0D
1
2
t x
(k+1)
1

(t) = x(k+1)1 (t)+ tx(k)1 (t)− x(k)2 (t)− t +
2
0
 1
2
 t 12 ,
C
0D
1
2
t x
(k+1)
2

(t) = −2tx(k+1)1 (t)+ sin tx(k)2 (t)+ 2x(k+1)2 (t)+
8
30
 1
2
 tx3(t)− t2 sin t,
C
0D
1
2
t x
(k+1)
3

(t) = −t 12 x(k+1)2 (t)+ x(k+1)3 (t)+ t2x(k)3 (t)− t
1
2 + 1
2
0

1
2

,
C
0D
1
2
t x
(k+1)
4

(t) = −t2x(k+1)1 (t)− tx(k+1)2 (t)+ 2x(k+1)4 (t)+
16
50
 1
2
 t 52 ,
x(k+1)1 (0) = 0, x(k+1)2 (0) = 0, x(k+1)3 (0) = 0, x(k+1)4 (0) = 0, t ∈ [0, 1].
It is straightforward that the approximate analytical solution x(k+1)(t) = [x(k+1)1 (t), x(k+1)2 (t), x(k+1)3 (t), x(k+1)4 (t)]T of the
system is given by
x(k+1)1 (t) =
 t
0
(t − τ)− 12 E 1
2 ,
1
2

(t − τ) 12

τx(k)1 (τ )− x(k)2 (τ )− t +
2
0
 1
2
τ 12 dτ ,
x(k+1)2 (t) =
 t
0
(t − τ)− 12 E 1
2 ,
1
2

2(t − τ) 12

−2τx(k+1)1 (τ )+ sin τx(k)2 (τ )+
8
30
 1
2
τx3(τ )− τ 2 sin τ dτ ,
x(k+1)3 (t) =
 t
0
(t − τ)− 12 E 1
2 ,
1
2

(t − τ) 12

−τ 12 x(k+1)2 (τ )+ τ 2x(k)3 (τ )− τ
1
2 + 1
2
0

1
2

dτ ,
x(k+1)4 (t) =
 t
0
(t − τ)− 12 E 1
2 ,
1
2

2(t − τ) 12

−τ 2x(k+1)1 (τ )− τx(k+1)2 (τ )+
16
50
 1
2
τ 52 dτ .
In the following discussion we will show that limk→+∞ x(k+1)(t) = x(t). This example provides a new insight into the
splitting forms of the function f . In a word, the splitting function is chosen to attempt to decouple the system (17) into
easily solvable independent subsystems, which may then be solved separately.
3.2.2. Convergence analysis
In the current section, we will analyze the convergence of the waveform relaxation method for the nonlinear problem
on the finite interval [0, T ]. To give the convergence result, we require the following assumption:
Assumption 1. The function F : [0, T ] × Rn × Rn → Rn satisfies the Lipschitz condition
∥F(t, x1(t), y1(t))− F(t, x2(t), y2(t))∥ ≤ L1∥x1(t)− x2(t)∥ + L2∥y1(t)− y2(t)∥,
for any (x1(t), y1(t)), (x2(t), y2(t)) ∈ Rn × Rn, where L1 and L2 are positive constants.
Now, we state the convergence result of (18).
Theorem 3.7. Assume that the splitting function F(t, x(t), y(t)) belongs to C([0, T ],Rn) and satisfies Assumption 1. Then, the
waveform relaxation solutions produced by (18) converge to the unique solution of (17).
Proof. First, by Theorem 3.24 in [12], one knows that (18) is equivalent to the integral equation
x(k+1)(t) = x0 + 1
0(α)
 t
0
(t − τ)α−1F(τ , x(k)(τ ), x(k+1)(τ ))dτ . (19)
So, we only need to prove that the sequence {x(k+1)(t)}+∞k=0 defined by (19) is convergent.
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Next, to denote the continuous function x(t) = Rx(t) obtained by one step iteration x(t), we have x(t) = x0+ 10(α)
 t
0 (t−
τ)α−1F(τ , x(τ ), x(τ ))dτ . Analogously, we have y(t) = x0 + 10(α)
 t
0 (t − τ)α−1F(τ , y(τ ), y(τ ))dτ . Because the splitting
function F(t, x(t), y(t)) belongs to C([0, T ],Rn), the operatorR is a mapping from C([0, T ],Rn) to C([0, T ],Rn).
Let us calculate
∥x(t)− y(t)∥ = 1
0(α)
 t
0
(t − τ)α−1(F(τ , x(τ ), x(τ ))− F(τ , y(τ ), y(τ )))dτ

≤ L1
0(α)
 t
0
(t − τ)α−1∥x(τ )− y(τ )∥dτ + L2
0(α)
 t
0
(t − τ)α−1∥x(τ )− y(τ )∥dτ .
By multiplying e−λt on the two sides of the above inequality, we obtain
e−λt∥x(t)− y(t)∥ ≤ L1e
−λt
0(α)
 t
0
(t − τ)α−1eλτ (e−λτ∥x(τ )− y(τ )∥)dτ
+ L2e
−λt
0(α)
 t
0
(t − τ)α−1eλτ (e−λτ∥x(τ )− y(τ )∥)dτ
≤ L1e
−λt
0(α)
∥x(τ )− y(τ )∥λ,t
 t
0
(t − τ)α−1eλτdτ + L2e
−λt
0(α)
∥x(τ )− y(τ )∥λ,t
 t
0
(t − τ)α−1eλτdτ .
Since
 t
0 (t − τ)α−1eλτdτ =
 t
0 e
λ(t−s)sα−1ds ≤ λ−αeλt0(α), by the above inequality, it has
e−λt∥x(t)− y(t)∥ ≤ L1e
−λt
0(α)
λ−αeλt0(α)∥x(τ )− y(τ )∥λ,t + L2e
−λt
0(α)
λ−αeλt0(α)∥x(τ )− y(τ )∥λ,t .
Therefore, it holds ∥x(t) − y(t)∥λ,T ≤ L1λ−α∥x(t) − y(t)∥λ,T + L2λ−α∥x(t) − y(t)∥λ,T . It follows that ∥x(t) − y(t)∥λ,T ≤
L1
λα−L2 ∥x(t)− y(t)∥λ,T .
If λ is sufficiently large such that L1 + L2 < λα , then the operatorR is a contraction mapping in this norm sense. Since
the function space C([0, T ],Rn) is complete under the exponential norm ∥ · ∥λ,T , by the contraction mapping principle, we
know that the waveform relaxation solutions converge to the unique solution x(t) ∈ C([0, T ],Rn).
To complete the proof of this theorem, we still need to show that the unique solution x(t) belongs to the space
Cα([0, T ],Rn). In accordance with the definition of Cα([0, T ],Rn), it is sufficient to prove that (C0Dαt x)(t) ∈ C([0, T ],Rn).
By the above reasoning, the solution x(t) ∈ C([0, T ],Rn) can be expressed by the limit of the sequence {x(k)(t)}+∞k=0 , where
x(k)(t) = (Rkx(0))(t), and x(0)(t) is the initial iteration function, namely, limk→+∞ ∥x(k)(t)− x(t)∥ = 0. Thus, it leads to
∥(C0Dαt x(k))(t)− (C0Dαt x)(t)∥ = ∥F(t, x(k)(t), x(k−1)(t))− F(t, x(t), x(t))∥
≤ L1∥x(k)(t)− x(t)∥ + L2∥x(k−1)(t)− x(t)∥.
Based on these considerations, we have ∥(C0Dαt x(k))(t) − (C0Dαt x)(t)∥ → 0 as k → +∞. Hence, (C0Dαt x)(t) ∈ C([0, T ],Rn).
The proof is completed. 
Finally, we prove that thewaveform relaxation solutions of (18) also converge to the true solution of (17) under a general
time-dependent Lipschitz condition. Meanwhile, we can obtain the corresponding error estimate under the general time-
dependent Lipschitz condition. Additionally, we can see that Theorem 3.7 can also be derived from the later discussion in
this section.
We first replace Assumption 1 by an assumption below, which is called a general time-dependent Lipschitz condition
(see [36]).
Assumption 1∗. The function F : [0, T ] × Rn × Rn → Rn satisfies
(1) ∥F(t, x(t), y(t))− F(t, x(t),y(t))∥ ≤ L1∥y(t)−y(t)∥, where L1 is a positive constant;
(2) ∥F(t, x(t), y(t)) − F(t,x(t), y(t))∥ ≤ σ(t, ∥x(t) −x(t)∥), where σ(t, ·) : [0, T ] × (R+)n → (R+)n is continuous and
nondecreasing with respect to the second argument, in which (i) there exists a constantM > 0 such that |σ(t, x)| ≤ M ,
for any t ∈ [0, T ], x ∈ (R+)n; and (ii) there exists a constant L > 0 such that σ(t, x) − σ(t, y) ≤ L(x − y), for any
t ∈ [0, T ], y < x ∈ (R+)n.
Let x(t) be the solution of (17). Then, by Assumption 1∗, we have
∥x(k)(t)− x(t)∥ ≤ 1
0(α)
 t
0
(t − τ)α−1∥F(τ , x(k−1)(τ ), x(k)(τ ))− F(τ , x(τ ), x(τ ))∥dτ
≤ 1
0(α)
 t
0
(t − τ)α−1∥F(τ , x(k−1)(τ ), x(k)(τ ))− F(τ , x(τ ), x(k)(τ ))∥dτ
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+ 1
0(α)
 t
0
(t − τ)α−1∥F(τ , x(k)(τ ), x(τ ))− F(τ , x(τ ), x(τ ))∥dτ
≤ L1
0(α)
 t
0
(t − τ)α−1∥x(k)(τ )− x(τ )∥dτ + 1
0(α)
 t
0
(t − τ)α−1σ(τ , ∥x(k−1)(τ )− x(τ )∥)dτ .
To denote that δ(k)(t) = ∥x(k)(t)− x(t)∥, the above inequality can be rewritten as
δ(k)(t) ≤ L1
0(α)
 t
0
(t − τ)α−1δ(k)(τ )dτ + 1
0(α)
 t
0
(t − τ)α−1σ(τ , δ(k−1)(τ ))dτ .
Now, we demonstrate two useful lemmas, which will be used in the later discussion.
Lemma 3.6. Let v,w ∈ C([0, T ],R+), σ ∈ C([0, T ],R+), and 0 < β < 1. Assume that (i) v(t) ≤ L1
0(β)
 t
0 (t−τ)β−1v(τ)dτ+
1
0(β)
 t
0 (t−τ)β−1σ(τ , v0(τ ))dτ ; (ii) w(t) ≥ L10(β)
 t
0 (t−τ)β−1w(τ)dτ+ 10(β)
 t
0 (t−τ)β−1σ(τ ,w0(τ ))dτ , and at least one of
the foregoing inequalities being strict. Further, assume that σ(t, ·) is nondecreasing with respect to the second argument for each
t. Then, when v0(t) ≤ w0(t), in which v0(t) andw0(t) are two given known functions, we have v(t) < w(t) for all t ∈ [0, T ].
Proof. By the reasoning of contradiction, we let the inequality in (ii) be strict. Then, it has v(0) < w(0). Suppose that there
exists t1 ≠ 0 such that v(t1) = w(t1), then we have v(t) < w(t) for all t ∈ [0, t1). Moreover, we have
v(t1) = w(t1) > L1
0(β)
 t1
0
(t1 − τ)β−1w(τ)dτ + 1
0(β)
 t1
0
(t1 − τ)β−1σ(τ ,w0(τ ))dτ
>
L1
0(β)
 t1
0
(t1 − τ)β−1v(τ)dτ + 1
0(β)
 t1
0
(t1 − τ)β−1σ(τ , v0(τ ))dτ
≥ v(t1),
which is a contraction. This shows that v(t) < w(t) for all t ∈ [0, T ]. 
From this lemma, we can obtain the following comparison result.
Lemma 3.7. Assume that the conditions of Lemma 3.6 hold in which the inequalities in (i) and (ii) need not be strict. Further,
assume that σ(t, x)− σ(t, y) ≤ L(x− y) if x ≥ y where L > 0. Then, when v0(t) ≤ w0(t), in which v0(t) and w0(t) are two
given known functions, we have v(t) ≤ w(t) for all t ∈ [0, T ].
Proof. Construct wε(t) = w(t) + εEβ(2L∗tβ), where ε > 0 and L∗ = max{L1, L}. Also, let w0ε (t) = w0(t) + εEβ(2L∗tβ).
Then, we havew0ε (t) ≥ w0(t) ≥ v(t). On the other hand, it has
wε(t) = w(t)+ εEβ(2L∗tβ)
≥ L1
0(β)
 t
0
(t − τ)β−1w(τ)dτ + 1
0(β)
 t
0
(t − τ)β−1σ(τ ,w0(τ ))dτ + εEβ(2L∗tβ)
≥ L1
0(β)
 t
0
(t − τ)β−1wε(τ )dτ + 1
0(β)
 t
0
(t − τ)β−1σ(τ ,w0(τ ))dτ + ε
2
Eβ(2L∗tβ)+ L1ε2L∗ .
Since σ(t, w0ε (t))− σ(t, w0(t)) ≤ LεEβ(2L∗tβ), we have σ(t, w0(t)) ≥ σ(t, w0ε (t))− LεEβ(2L∗tβ). So, it holds
wε(t) ≥ L1
0(β)
 t
0
(t − τ)β−1wε(τ )dτ + 1
0(β)
 t
0
(t − τ)β−1σ(τ ,w0ε (τ ))dτ +
(L+ L1)ε
2L∗
>
L1
0(β)
 t
0
(t − τ)β−1wε(τ )dτ + 1
0(β)
 t
0
(t − τ)β−1σ(τ ,w0ε (τ ))dτ .
Thus, by Lemma 3.6, we havewε(t) > v(t). Since ε is arbitrary, it then hasw(t) ≥ v(t). 
Under Assumption 1∗ and Lemma 3.7, we can derive that δ(k)(t) ≤ u(k)(t), t ∈ [0, T ], k = 1, 2, . . . , where
u(k)(t) = L1
0(α)
 t
0
(t − τ)α−1u(k)(τ )dτ + 1
0(α)
 t
0
(t − τ)α−1σ(τ , u(k−1)(τ ))dτ , (20)
and u(0)(t) = ∥x(0)(t)− x(t)∥.
If an additional assumption given below is satisfied, we can proceed to prove the convergence of (18).
Assumption 2. The zero-function is the unique solution of the following problem
(C0D
α
t x)(t) = L1x(t)+ σ(t, x(t)), x(0) = 0, t ∈ [0, T ].
This assumption is satisfied, for example, σ(t, x(t)) = µ(t)x(t), where µ(t) ∈ C([0, T ],R+). Under these assumptions,
now we can give another convergence result of (18).
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Theorem 3.8. Assume that Assumptions 1∗ and 2 are satisfied, it then has δ(k)(t) ≤ u(k)(t), t ∈ [0, T ], k = 1, 2, . . . , where
u(k)(t) =  t0 (t − τ)α−1Eα,α(L1(t − τ)α)σ (τ , u(k−1)(τ ))dτ , and u(0)(t) = ∥x(0)(t)− x(t)∥. Further, if for some natural number
k0 such that u(k0+1) ≤ u(k0), t ∈ [0, T ], it then has u(k)(t)→ 0 as k →+∞ uniformly with respect to t ∈ [0, T ].
Proof. Applying the Laplace transform to (20), we can derive
u(k)(t) =
 t
0
(t − τ)α−1Eα,α(L1(t − τ)α)σ (τ , u(k−1)(τ ))dτ .
Therefore, the first part of the theorem is proved. Now, we show its second part.
Note that σ(t, x) is nondecreasing with respect to x, then the difference
u(k+1)(t)− u(k)(t) =
 t
0
(t − τ)α−1Eα,α(L1(t − τ)α)(σ (τ , u(k)(τ ))− σ(τ , u(k−1)(τ )))dτ
is negative for k ≥ k0. So, for k = k0, k0 + 1, . . . , we have
u(k+1)(t) ≤ u(k)(t), t ∈ [0, T ]. (21)
Next, we verify that the function sequence {u(k)(t)}+∞k=0 is uniformly bounded and equicontinuous on the interval [0, T ].
First, we know
|u(k)(t)| ≤
 t
0
(t − τ)α−1Eα,α(L1(t − τ)α)|σ(τ , u(k−1)(τ ))|dτ ≤ MTαEα,α+1(L1Tα).
For any t1 < t2 ∈ [0, T ], it then has
|u(k)(t1)− u(k)(t2)| ≤
 t2
0
((t1 − τ)α−1Eα,α(L1(t1 − τ)α)− (t2 − τ)α−1Eα,α(L1(t2 − τ)α))
× |σ(τ , u(k−1)(τ ))|dτ +
 t1
t2
(t1 − τ)α−1Eα,α(L1(t1 − τ)α)|σ(τ , u(k−1)(τ ))|dτ
≤ M
+∞
i=0
Li1
0(iα + α)(t
iα+α−1
1 − t iα+α−12 ).
Obviously, |u(k)(t1)−u(k)(t2)| tends to zero as |t1− t2| → 0. So, the function sequence {u(k)(t)}+∞k=0 is uniformly bounded and
equicontinuous on the interval [0, T ]. It follows that the function sequence contains a uniformly convergent subsequence.
This, together with Assumption 2, implies that the subsequence converges to zero-function uniformly. To pay attention to
(21), then the sequence {u(k)(t)}+∞k=0 converges to zero-function pointwisely. So, the iteration is convergent. 
Remark 3.2. Observe that, if σ(t, u(t)) = L2u(t), where L2 is a positive constant, then the general time-dependent Lipschitz
condition is just the traditional Lipschitz condition. Therefore, we can directly derive Theorem 3.7 from Theorem 3.8.
4. Conclusions
In this paper, we applied the waveform relaxation method in solving fractional differential equations with the Caputo
derivatives. We investigated the convergence of the waveform relaxation method under linear and nonlinear conditions for
the right-hand side of the equations. We proved that the waveform relaxation method converges uniformly on a finite time
interval, provided that the linear or nonlinear equations determining the dynamics of the system are Lipschitz continuous.
Also, we gave the convergence condition of the waveform relaxationmethod for a linear problem on an infinite interval and
some convergent splittings.
Acknowledgments
The authors would like to thank the Principal Editor, Prof. T. Mitsui, and the referees for their valuable comments and
suggestions which improved the present work to a great extent.
References
[1] D.A. Benson, S.W. Wheatcraft, M.M. Meerschaert, Application of a fractional advection–dispersion equation, Water Resources Research 36 (2000)
1403–1412.
[2] R. Hilfer, Applications of Fractional Calculus in Physics, World Scientific, Singapore, 2000.
[3] M.G. Hall, T.R. Barrick, From diffusion-weighted MRI to anomalous diffusion imaging, Magnetic Resonance in Medicine 59 (2008) 447–455.
[4] R. Metzler, J. Klafter, The random walk’s guide to anomalous diffusion: a fractional dynamics approach, Physics Reports 339 (2000) 1–77.
Y.-L. Jiang, X.-L. Ding / Journal of Computational and Applied Mathematics 238 (2013) 51–67 67
[5] E. Orsingher, L. Beghin, Time-fractional telegraph equations and telegraph processes with Brownian time, Probability Theory and Related Fields 128
(2004) 141–160.
[6] Y.Z. Povstenko, Signaling problem for time-fractional diffusion-wave equation in a half-space in the case of angular symmetry, Nonlinear Dynamics
55 (2010) 593–605.
[7] B. Ahmad, J.J. Nieto, Existence results for a coupled system of nonlinear fractional differential equations with three-point boundary conditions,
Computers and Mathematics with Applications 58 (2009) 1838–1843.
[8] B. Ahmad, J.J. Nieto, A. Alsaedi, M. El-Shahed, A study of nonlinear Langevin equation involving two fractional orders in different intervals, Nonlinear
Analysis: Real World Applications 13 (2012) 599–606.
[9] M. Belmekki, J.J. Nieto, R. Rodríguez-López, Existence of periodic solution for a nonlinear fractional differential equation, Boundary Value Problems
2009 (2009) 1–18.
[10] K. Diethelm, J.F. Neville, Analysis of fractional differential equations, Journal of Mathematical Analysis and Applications 265 (2002) 229–248.
[11] D. Delbosco, L. Rodino, Existence and uniqueness for a nonlinear fractional differential equation, Journal of Mathematical Analysis and Applications
204 (1996) 609–625.
[12] A.A. Kilbas, H.M. Srivastava, J.J. Trujillo, Theory and Applications of Fractional Differential Equations, in: North-HollandMathematics Studies, vol. 204,
Elsevier Science B. V., Amsterdam, 2006.
[13] V. Lakshmikantham, A.S. Vatsala, Basic theory of fractional differential equations, Nonlinear Analysis 69 (2008) 2677–2682.
[14] V. Lakshmikantham, A.S. Vatsala, General uniqueness and monotone iterative technique for fractional differential equations, Applied Mathematics
Letters 21 (2008) 828–834.
[15] M.D. Ortigueira, Introduction to fractional linear systems. Part 1: continuous-time systems, IEE Proceedings—Vision, Image and Signal Processing 147
(2000) 62–70.
[16] I. Podlubny, Fractional Differential Equations, Academic Press, New York, 1999.
[17] M. Stojanović, R. Gorenflo, Nonlinear two-term time fractional diffusion-wave problem, Nonlinear Analysis: Real World Applications 11 (2010)
3512–3523.
[18] R. Sahadevan, T. Bakkyaraj, Invariant analysis of time fractional generalized Burgers and Korteweg–de Vries equations, Journal of Mathematical
Analysis and Applications 393 (2012) 341–347.
[19] S.C. Lim, C.H. Eab, K.H.Mak,M. Li, S.Y. Chen, Solving linear coupled fractional differential equations bydirect operationalmethod and someapplications,
Mathematical Problems in Engineering 2012 (2012) 1–28.
[20] A. Pedas, E. Tamme, On the convergence of spline collocation methods for solving fractional differential equations, Journal of Computational and
Applied Mathematics 235 (2011) 3502–3514.
[21] E. Demirci, N. Ozalp, A method for solving differential equations of fractional order, Journal of Computational and Applied Mathematics 236 (2012)
2754–2762.
[22] W.H. Jiang, Solvability for a coupled system of fractional differential equations at resonance, Nonlinear Analysis: Real World Applications 13 (2012)
2285–2292.
[23] A. Pedas, E. Tamme, Spline collocation methods for linear multi-term fractional differential equations, Journal of Computational and Applied
Mathematics 236 (2011) 167–176.
[24] A. Pedas, E. Tamme, Piecewise polynomial collocation for linear boundary value problems of fractional differential equations, Journal of Computational
and Applied Mathematics 236 (2012) 3349–3359.
[25] S. Shen, F. Liu, V. Avh, Numerical approximations and solution techniques for the space–time Riesz–Caputo fractional advection–diffusion equation,
Numerical Algorithms 56 (2011) 383–403.
[26] E. Lelarasmee, A.E. Ruehli, A.L. Sangiovanni-Vincentelli, The waveform relaxation method for time domain analysis of large scale integrated circuits,
IEEE Transactions on Computer-Aided Design of Integrated Circuits and Systems 1 (1982) 131–145.
[27] Z. Bartoszewski,M. Kwapisz, On error estimates forwaveform relaxationmethods for delay-differential equations, SIAM Journal onNumerical Analysis
38 (2000) 639–659.
[28] Z. Bartoszewski, M. Kwapisz, On the convergence of waveform relaxation methods for differential-functional systems of equations, Journal of
Mathematical Analysis and Applications 235 (1999) 478–496.
[29] M.R. Crisci, N. Ferraro, E. Russo, Convergence results for continuous-timewaveformmethods for Volterra integral equations, Journal of Computational
and Applied Mathematics 71 (1996) 33–45.
[30] D.S. Daoud, J. Geiser, Overlapping Schwarz wave form relaxation for the solution of coupled and decoupled system of convection diffusion reaction
equation, Applied Mathematics and Computation 190 (2007) 946–964.
[31] T. Jankowski, Waveform relaxation methods for periodic differential-functional systems, Journal of Computational and Applied Mathematics 156
(2003) 457–469.
[32] Y.L. Jiang, R.M.M. Chen, O. Wing, Improving convergence performance of relaxation-based transient analysis by matrix splitting in circuit simulation,
IEEE Transactions on Circuits and Systems Part I: Fundamental Theory and Applications 48 (2001) 769–780.
[33] Y.L. Jiang, On time-domain simulation of lossless transmission lines with nonlinear terminations, SIAM Journal on Numerical Analysis 42 (2004)
1018–1031.
[34] Y.L. Jiang, A general approach to waveform relaxation solutions of nonlinear differential-algebraic equations: the continuous-time and discrete-time
cases, IEEE Transactions on Circuits and Systems Part I: Fundamental Theory and Applications 51 (2004) 1770–1780.
[35] U.Miekkala, O. Nevanlinna, Convergence of dynamic iterationmethods for initial value problems, SIAM Journal on Scientific and Statistical Computing
8 (1987) 459–482.
[36] B. Zubik-Kowal, S. Vandewalle, Waveform relaxation for functional-differential equations, SIAM Journal on Scientific Computing 21 (1999) 207–226.
[37] K. Burrage, Z. Jackiewicz, S.P. Nørsett, R.A. Renaut, Preconditioningwaveform relaxation iterations for differential systems, BIT NumericalMathematics
36 (1996) 54–76.
[38] K. Burrage, Z. Jackiewicz, B. Welfert, Block-Toeplitz preconditioning for static and dynamic linear systems, Linear Algebra and its Applications 279
(1998) 51–74.
[39] A. Lumsdaine, M.W. Reichelt, J.M. Squyres, J.K. White, Accelerated waveform relaxation methods for parallel transient simulation of semiconductor
devices, IEEE Transactions on Computer-Aided Design of Integrated Circuits and Systems 15 (1996) 716–726.
[40] Y.G. Saridakis, T.S. Papatheodorou, Optimal block accelerated overrelaxation method for a large class of 2-cycle matrices, International Journal of
Computer Mathematics 27 (1989) 223–242.
[41] S. Vandewalle, Parallel Multigrid Waveform Relaxation for Parabolic Problems, B. G. Teubner, Stuttgart, 1993.
[42] A.A. Kilbas, M. Saigo, R.K. Saxena, Generalized Mittag-Leffler function and generalized fractional calculus operators, Integral Transforms and Special
Functions 15 (2004) 31–49.
[43] R.J. Beerends, H.G. ter Morsche, J.C. van den Berg, E.M. van de Vire, Fourier and Laplace Transforms, Cambridge University Press, Cambridge, 2003.
[44] J.M. Ortega, W.C. Rheinboldt, Iterative Solution of Nonlinear Equations in Several Variables, Academic Press, New York, 1970.
[45] R.S. Varga, Matrix Iterative Analysis, Springer-Verlag, Berlin, Heidelberg, 2000.
[46] T. Kaczorek, Positive linear systems consisting of n subsystems with different fractional orders, IEEE Transactions on Circuits and Systems Part I:
Fundamental Theory and Applications 58 (2011) 1203–1210.
