Abstract. In this article we derive Pontryagin's Maximum Principle (first order necessary conditions of optimality) for discrete-time optimal control problems on matrix Lie groups. These necessary conditions lead to two point boundary value problems, and these boundary value problems are further solved to obtain optimal control functions. Constrained optimal control problems, in general, can be solved only numerically which motivate the need of deriving a discrete-time model that is accurate and preserves the manifold structure of the underlying continuous-time controlled system. For controlled mechanical systems evolving on manifolds, the discrete-time models preferably be derived via discrete mechanics (a structure preserving discretization scheme,) that preserve system invariants like kinetic energy, momentum, etc., resulting in greater numerical accuracy. The Pontryagin's Maximum Principle (PMP) applicable to discrete-time systems on Euclidean spaces can not be readily applied to the discrete-time models evolving on manifolds. To fill this gap: in this article we establish a discrete-time PMP on matrix Lie groups. Subsequently, we derive the PMP for a class of optimal control problems that commonly arises in various field of engineering and sciences.
introduction
The Pontryagin maximum principle (PMP) provides first order necessary conditions for a broad class of optimal control problems. These necessary conditions typically lead to two-point boundary value problems that characterize optimal control, and these problems may be solved to arrive at the optimal control functions. This approach is widely applied to solve optimal control problems for controlled dynamical systems that arise in various fields of engineering including robotics, aerospace [2, 8, 20, 21] , and quantum mechanics [6, 18] , etc.
Constrained optimal control problems for nonlinear continuous-time systems can, in general, be solved only numerically, and two technical issues inevitably arise. First, the accuracy guaranteed by a numerical technique largely depends on the discretization of the continuous-time system underlying the problem. For control systems evolving on complicated state spaces such as manifolds, preserving the manifold structure of the state space under discretization is a nontrivial matter. For controlled mechanical systems evolving on manifolds, discrete-time models should preferably be derived via discrete mechanics since this procedure respects certain system invariants such as momentum, kinetic energy, etc., (unlike other discretization schemes derived from Euler's step,) resulting in greater numerical accuracy [22, 25, 26] . Second, classical versions of the PMP are applicable only to optimal control problems in which the dynamics evolve on Euclidean spaces, and do not carry over directly to systems evolving on more complicated manifolds. Of course, the PMP, first established by Pontryagin and his students [15, 28] for continuous-time controlled systems with smooth data, has, over the years, been greatly generalized, see e.g., [2, 3, 10, 11, 13, 17, 23, 24, 32, 34] . However, there is still no PMP that is readily applicable to control systems with discrete-time dynamics evolving on manifolds. As is evident from the preceding discussion, numerical solutions to optimal control problems via digital computational means need a discrete-time PMP. The present article contributes towards filling this lacuna: here we establish a PMP for a class of discrete-time controlled systems evolving on matrix Lie groups.
Optimal control problems on Lie groups are of great interest due to their wide applicability across the discipline of engineering: robotics [9] , computer vision [33] , quantum dynamical systems [6, 18] , aerospace systems such as attitude maneuvers of a spacecraft [19, 20, 29] , etc. Continuous-time optimal control problems on Lie groups are solved by applying the PMP that leads to two point boundary value problems, which are then solved numerically to obtain the optimal control functions. In case of mechanical systems on Lie groups, to ensure greater numerical accuracy, discrete-time models are obtained via discrete mechanics and optimal control problems are posed in discrete-time for these models. Early results on optimal control problems on Lie groups for discrete-time systems derived via discrete mechanics may be found in [19] [20] [21] 21] . In these articles, variational analysis techniques have been employed to obtain first order necessary conditions which typically lead to two point boundary value problems, that are in turn solved using shooting methods. It is worth noting that simultaneous state and action constraints have not been considered in any of these formulations. The inclusion of state and action constraints in optimal control problems, while of crucial importance in all real-world problems, makes them technically challenging, and classical variational analysis techniques are not applicable in deriving first order necessary conditions for these problems [28, p. 3] . More precisely, the underlying assumption in calculus of variations that an extremal trajectory admits a neighborhood in the set of admissible trajectories does not necessarily hold for such problems due to presence of the constraints. This article addresses a class of optimal control problems in which the discrete-time controlled system dynamics evolve on matrix Lie groups, and are subject to simultaneous state and action constraints. We derive first order necessary conditions bypassing techniques involving variational analysis. Discrete-time PMP for various special cases are subsequently derived from the main result.
A discrete-time PMP is fundamentally different from a continuous-time PMP due to intrinsic technical differences between continuous and discrete-time systems [7, p. 53] . While a significant research effort has been devoted to developing and extending the PMP in the continuous-time setting, by far less attention has been given to the discrete-time versions. A few versions of discrete-time PMP can be found in [5, 12, 17] .
* In particular, Boltyanskii developed the theory of tents using the notion of local convexity, and derived general discrete-time PMP's that address a wide class of optimal control problems in Euclidean spaces subject to simultaneous state and action constraints [4] . This discrete-time PMP serves as a guiding principle in the development of our discrete-time PMP on matrix Lie groups.
Main Results
This section contains an introduction to Lie group variational integrators that motivates a general form of discrete-time systems on Lie groups. Later in this section we establish a discrete-time PMP for optimal control problems associated with these discrete-time systems.
To illustrate the engineering motivation for our work, and ease understanding, we first consider an aerospace application. Let us first consider an example of control of spacecraft attitude dynamics in continuous time. The configuration space SO(3) (the set of 3 × 3 orthonormal matrices with real entries and determinant 1) of a spacecraft performing rotational maneuvers [20] , is a matrix Lie group with matrix multiplication as the group operation. Let R ∈ SO(3) be the rotation matrix that relates coordinates in the spacecraft body frame to the inertial frame, (see Figure  1 ,) let ω ∈ R 3 be the spacecraft momentum vector in the body frame, and let u ∈ R 3 be the torque applied to the spacecraft in the body frame. The attitude dynamics in this setting is given in the spacecraft body frame in a standard way [20] as:Ṙ = Rω, (2.1)
whereω ∈ so(3), (the set of 3 × 3 skew-symmetric matrices with real entries) is the Lie algebra [30] corresponding to the Lie group SO(3), J is the 3 × 3 moment of inertia matrix of the spacecraft in the body frame. The first equation (2.1) describes the kinematic evolution and the second equation (2.2) describes the dynamics. Let us uniformly discretize the continuous-time model (2.1)-(2.2). Fixing a step length h > 0, we have the discrete-time instances t ∈ (0 ∪ N) corresponding to the continuous-time instances th ∈ R in a standard way. If we assume that spacecraft body momentum is constant on the interval [th, (t + 1)h[, i.e., ω(s) = ω(th) for s ∈ [th, (t + 1)h[, then the corresponding kinematic equationsṘ(s) = R(s)ω(s) for s ∈ [th, (t + 1)h[ represents a linear system. This linear system admits an analytical solution, and the discrete-time evolution of the continuous-time kinematic equation (2.1) is given by
where e : so(3) → SO(3) is the exponential map [1, p. 256 ] from the Lie algebra so(3) to the Lie group SO(3).
† Similarly, the discrete-time system corresponding to the continuous-time dynamics (2.2) can be derived to be
It is worth noting here that the discrete integration step e hωt that describes the discrete evolution of the kinematic equation (2.3) can, in general, be a function of the configuration space variable R t ∈ SO(3) along with the spacecraft momentum vectorω t ∈ so(3). Similarly, the discrete-time evolution of the spacecraft momentum dynamics (2.4) can also, in general, depend on the orientation especially if the spacecraft is subjected to internal actuations via reaction wheels.
The above considerations lead to the following general form of the state dynamics:
are maps that define the discrete evolution of the system. Note that the exponential map e : so(3) → SO (3) is a diffeomorphism on a suitable neighborhood of 0 ∈ so(3). Letâ t ∈ so(3) be a vector; then there exists h > 0 such that so (3) â t → eâ th ∈ SO(3) is a diffeomorphism. The diffeomorphic property of the map so(3) â t → eâ th ∈ SO(3) restricted to a suitable open set is crucial for defining the local parametrization of the Lie group SO(3) in terms of Lie algebraic elements, thus distilling a vector space structure to the discrete-time optimal control problem defined on the Lie group SO(3).
We are now in a position to generalize the idea of discretization brought forth in the example of the attitude dynamics of a spacecraft to dynamical systems evolving on matrix Lie groups. To this end, let N be a natural number; in the sequel N will play the role of a planning or control horizon, and will be fixed throughout. Inspired by (2.5), we consider the dynamics split into two parts, the first of which occurs on a matrix Lie group G, and the second on a Euclidean space R nx . The discrete-time evolution of our control system on the configuration space G × R nx is defined by the recursion
with the following data: (2.6-a) q t ∈ G, x t ∈ R nx are the states of the system, (2.6-b) s t : G × R nx → G is a map depicting the dynamics on the matrix Lie group G, (2.6-c) f t : G × R nx × R nu → R nx is a map capturing the dynamics on R nx , (2.6-d) u t ∈ U t ⊂ R nu with U t a nonempty set of feasible control actions at time t. † Let G be the Lie group with associated Lie algebra g. Then, for any X ∈ g, there exist an map e X ( · ) : R → G such that: e X (0) = e ∈ G, d dt | t=0 e X (t) = X, and e X (t + s) = e X (s) e X (t), where e is group identity.
A control action u t is applied to our system at the instant t to drive the system states from (q t , x t ) to (q t+1 , x t+1 ) governed by (2.6). The sequence {u t } N −1 t=0 is known as the controller, the sequence {(q t , x t )} N t=0 describing system states is called the system trajectory [4] under the controller {u t } N −1 t=0 , with the pair {((q t , x t ) , u t )} N t=0
referred to as a state-action trajectory.
We synthesize a controller for our system (2.6) by minimizing the performance index
with the following data:
nx → R is a map that accounts for the final cost.
In addition, we impose
The set
. . , N is termed as the set of admissible system trajectories. (a) the exponential map e : O → e(O) ⊂ G is a diffeomorphism, and (b) the integration step s t ∈ e(O) for all t; see Figure 3 . (A-iii) The set of feasible control actions U t is convex and compact for each t = 0, . . . , N − 1.
Assumption 2.1 is crucial, as we shall see, in order to ensure the existence of multipliers that appear in the solution to the optimal control problem. In particular, (A-i) ensures the existence of a convex approximation (known as a tent [4] ) of the feasible region in the neighborhood of an optimal triple (q t ,x t ,ů t ). (A-ii) gives the local representation of admissible trajectories {(q t , x t )} N t=0 ∈ A in a Euclidean space. This assumption naturally holds in situations in which the discrete-time dynamics are derived from an underlying continuous-time system (2.6), thereby transforming our optimal control problem to a Euclidean space; first order necessary conditions for optimality are thereafter obtained using Boltyanskii's discretetime maximum principle [4] . These first order necessary conditions are interpreted in terms of the (global) configuration space variables. (A-iii) leads to pointwise maximization of the reduced Hamiltonian defined on the left trivialized cotangent bundle g * × R nx of the configuration space G × R nx which is explained in detail in §3. Figure 2 . The Cotangent lift of a action Φ on G that takes any cotangent vector a ∈ T * q G to the cotangent vector T * e Φ q (a) ∈ g * .
In particular, if we choose g = q −1 and h = q then for a ∈ T * q G, T * e Φ q (a), w := a, T e Φ q (w) , for all w ∈ g. Note that the map T * e Φ q : T * q G → g * is known as the cotangent left trivialization, see Figure 2 .
where g(t) is a path in the manifold M with g(0) = q 0 andġ(0) = v.
Hereinafter we let [N ] denote the natural numbers from zero to N in increasing order. Now we shall proceed to define the optimal control problem (2.7) in a mathematical form, and derive the first order necessary conditions for optimality for the optimal control problem.
Collecting the definitions from above, our optimal control problem stands as:
Our main result is the following:
t=0 be an optimal controller that solves the problem (2.8). Define a Hamiltonian
for ν ∈ R. Then there exist
the following conditions hold:
(i) state and adjoint system dynamics
(ii) transversality conditions
(iii) Hamiltonian maximization pointwise in time
and the pair (ν, σ) do not identically vanish.
We present a proof of Theorem 2.5 in §3. The discrete-time PMP on matrix Lie groups is a generalization of the discrete-time PMP on Euclidean spaces because the system dynamics (2.6) has state x evolving on Euclidean spaces, and if we neglect the system dynamics corresponding to the state q then the PMP on the Euclidean spaces can be obtained. The discrete-time PMP on matrix Lie groups appears different in expressions from the discrete-time PMP on the Euclidean spaces [4] , however it posses the following similar structure:
• The adjoint system of the discrete-time PMP on matrix Lie groups corresponding to the states q evolves on the dual of the Lie algebra g * (a vector space,) in-spite of the fact that the state dynamics (2.6) evolves on the Lie group G.
• The adjoint system is linear in the adjoint variables (ζ, ξ) because the operators
are linear for all t.
• Other postulates of the discrete-time PMP on matrix Lie groups such as "Hamiltonian maximization pointwise in time", "complementary slackness condition", "non-positivity condition", "non-triviality condition" are identical to the discretetime PMP on Euclidean spaces.
The assumptions considered in the discrete-time PMP on matrix Lie groups are identical to its continuous-time counterpart [31] except the assumption (A-iii) that the action set U t must be convex and compact. The convexity of the action set U t ensures the pointwise maximization of the Hamiltonian in discrete-time PMP that can be relaxed in case of the continuous-time PMP [31] .
Remarks: Assumption 2.1 considered in this article is not the most general hypothesis that makes Theorem 2.5 true. The functions s t , f t , g t , c t , c N , b are continuously differentiable, in (A-i), suffices for Theorem 2.5 to hold true.
In the rest of this section we apply Theorem 2.5 to a class of optimal control problems on Lie groups that frequently arise in engineering applications, and derive the corresponding first order necessary optimality conditions. 2.1. Problem 1. Consider the version of (2.8) in which the initial and final conditions (q 0 , x 0 ) and (q N , x N ) are constrained to take values in two immersed submanifolds M init , and M fin in G × R nx respectively. Let us define the optimal control problem:
The first order necessary conditions for optimality for (2.9) are given by:
t=0 be an optimal controller that solves the problem (2.9). Define a Hamiltonian
for ν ∈ R. Then there exists a trajectory
absent. In other words, we have the control problem (2.10)
The first order necessary conditions for optimality for (2.10) are given by:
t=0 be an optimal controller that solves the problem (2.10). Define a Hamiltonian
(ii) Hamiltonian maximization pointwise in time H2.3. Problem 3. Consider the version of (2.8) with fixed boundary conditions, and without the final cost. Let us consider the case in which the integration step s t ∈ G of the discrete-time evolution is related to the states (q t , x t ) by an implicit equation v t (s t , q t , x t ) = 0. We assume that the map v t ( · , q t , x t ) : O e → R nq is a diffeomorphism for all admissible trajectories, i.e., {(q t , x t )} N t=0 ∈ A, where O e is a neighborhood of e in G. The optimal control problem can be defined as follows:
The first order necessary conditions for optimality for (2.11) are given by:
t=0 be an optimal controller that solves the problem (2.11). Define a Hamiltonian function
the following hold:
(i) sate and adjoint system dynamics
Proof of the Maximum Principle (Theorem 2.5)
Sketch of proof: We present our proof through the following steps:
Step (I) We prove the existence of a local parametrization of the Lie group G and define the optimal control problem (2.8) in local coordinates.
Step (II) First order necessary conditions for the optimal control problem defined in local coordinates are derived using the method of tents [5] .
Step (III) The first order necessary conditions derived in Step (II) are represented in configuration space variables.
Step (IV) We prove that the first order necessary conditions derived in Step (III) are independent of the choice of the coordinate system.
3.1.
Step (I). Local parametrization of the Lie group G: Let us define the local parametrization of the Lie group G induced by the exponential map. We need the following Lemma; whose proof is presented in Appendix C.
} and L qt (s) := q t s for all s ∈ G, provides unique representation of q t+1 ∈ G on the Lie algebra g for a given q t ∈ G.
q t s t Figure 3 . Local parametrization of q t+1 given q t . Lemma 3.1 is a tool by which we define the dynamics evolving on the Lie group G in local coordinates. The Lie algebra g of the Lie group G is a finite dimensional vector space because G is a matrix Lie group [30] . So, there exists a vector space homeomorphism· : R nq → g where n q is the dimension of the Lie algebra. Let us define a map ψ t := φ −1 qt •· such that there exist η t ∈ R nq satisfying ψ t−1 (η t ) = q t for t = 0, . . . , N, with ψ −1 := φ −1 q0 •· ; see Figure 3 . This local parametrization of the Lie group G translates the optimal control problem (2.8) to local coordinates as (3.1)
3.2.
Step (II). Necessary optimality conditions in local coordinates. In
Step (I) we have distilled the optimal control problem (3.1) from (2.8), and (3.1) is defined on Euclidean spaces. Let us discuss the first order necessary conditions of optimality for constrained optimal control problems on Euclidean spaces derived via method of tents [4] . An optimal control problem on Euclidean spaces is defined as (3.2)
, and the mapsc t ,c N ,f t ,ḡ t ,b are smooth.
where (3.2-a)f t : R ny × R nu → R ny is a smooth map, (3.2-b)c t : R ny × R nu → R is a smooth map that accounts for the cost-per-stage for each t = 0, . . . , N − 1, (3.2-c)c N : R ny → R is a smooth map that accounts for the final cost.
In addition, we impose (3.2-d) control constraints u t ∈ U t for each t = 0, . . . , N −1, where U t is nonempty, convex and compact, (3.2-e) state constraintsḡ t (y t ) ≤ 0 for each t = 0, . . . , N, whereḡ t : R ny → R ng is a given smooth map, (3.2-f) boundary conditionsb (y 0 , y N ) = 0, whereb : R ny × R ny → R n b is a given smooth map.
A set of first order necessary conditions for optimality for (3.2) are given by:
t=0 be an optimal controller that solves the problem (3.2). Define a Hamiltonian
Then there exists
such that the following conditions hold:
(i) ν ≤ 0, ϑ t ≤ 0 for t = 0, . . . , N, and (ii) if ν = 0, then at least one of the vectors ρ 1 , . . . , ρ N −1 , ϑ 1 , . . . , ϑ N , ς is not zero, (iii) adjoint equation
Hamiltonian maximization pointwise in time
We apply Boltyanskii's PMP (Theorem (3.2)) [4, Theorem 20] to (3.1), and obtain the following necessary conditions:
t=0 be an optimal controller that solves the problem (3.1). Define a Hamiltonian
(i) adjoint system dynamics
(ii) transversality conditions and the pair (ν, σ) do not identically vanish. (3.8) 
3.3.
Step (III). Representation of the necessary conditions for optimality in terms of the configuration variables: The point (λ t , ξ t ,η t ,x t ) in local coordinates maps uniquely to the point (ζ t , ξ t ,q t ,x t ) on the left trivialized cotangent bundle of the configuration space as
where ψ −1 := φ −1 q0 •· , and α : (R nq ) * → g * is a vector space homeomorphism such that α(λ),â g = λ, a for all a ∈ R nq . The Hamiltonian on the left trivialized cotangent bundle of the configuration space is defined as
The diffeomorphism (3.9) ensures that a trajectory {(λ t , ξ t , µ t ,η t ,x t )} N t=0 in local coordinates has a unique trajectory {(ζ t , ξ t , µ t ,q t ,x t )} N t=0 on the cotangent bundle, and there exist a pair (ν, σ) ∈ R × (R n b ) * such that, with
• Adjoint system dynamics and transversality conditions: The adjoint system dynamics and the transversality conditions corresponding to the state variable x are identical to their local representation because the state x and its costate ξ have identical representation in local coordinates as well as in the configuration space under the diffeomorphism (3.9). The adjoint system dynamics alongwith the transversality conditions can be written in the terms of configuration space variable as: -adjoint equations corresponding to the state variables x :
-transversality conditions corresponding to the state variables x :
The adjoint equations (3.3) with the transversality conditions (3.4) corresponding to the local state variable η can be written as
for allη t ∈ R nq , t = 0, . . . , N, whereη t is the velocity vector corresponding to the curve η t (s) ∈ R nq such that η t (0) =η 0 andη t = d ds | s=0 η t (s) . Note that the velocity vectorη t is uniquely related to the velocity vectorsq t−1 ∈ Tq t−1 G and q t ∈ Tq t G via the tangent lift of the diffeomorphism ψ := (ψ −1 , . . . , ψ N −1 ). So, η t is represented in terms of the Lie algebraic elements χ t ∈ g withq t = q t χ t as
which simplifies to the following equation:
Similarly, it is easy to establish that: suppose f : G → R, ψ : R nq → G are smooth functions such thatf
where χ ∈ g and the map T * G (q, ∆) → T * e Φ q (∆) ∈ g * is the left trivialization of the cotangent bundle, G s → Φ q (s) := qs ∈ G is the left action.
Note that
As we know that D η ψ(η)η =q ∈ T q G, and the velocity vectorq at q can be defined asq = qχ := T e Φ q (χ) for χ ∈ g. Then
This proves the assertion (3.12). The optimality conditions (3.10) can be rewritten in the configuration variables by applying (3.11) and (3.12) as
for all χ t ∈ g, t = 0, . . . , N. So, for a fixed t = 0, . . . , N, choosing χ t ∈ g arbitrary and χ k = 0 for k = t, (3.13) results into the following adjoint system with transversality conditions: -adjoint system corresponding to the states q :
-transversality conditions corresponding to the states q :
(3.15)
• Hamiltonian maximization pointwise in time: Hamiltonian maximization (3.5) in local coordinates will translate to the Hamiltonian maximization in configuration space as
• Complementary slackness conditions: The complementary slackness conditions (3.6) defined in local coordinates leads to the following conditions in the configuration variables: µ t j g j t (q t ,x t ) = 0 for all j = 1, . . . , n g and t = 0, . . . , N.
• Non-positivity condition: This condition is identical to the non-positivity condition (3.7) in local coordinates.
ν ≤ 0, µ t ≤ 0 for all t = 0, . . . , N.
• Non-triviality condition: The variable λ t in non-triviality condition (3.8) is zero if and only if ζ t := α (λ t ) is zero because α : R nq → g * is a vector space homeomorphism.
The adjoint variables {(ζ t , ξ t , µ t )} N t=0 and the pair (ν, σ) do not identically vanish.
• State dynamics: The system dynamics (2.6) in terms of Hamiltonian as
Step (IV). The representation of the necessary conditions for optimality is coordinate free: Let us establish that the necessary conditions derived in §3.3 are independent of the choice of the coordinate system. Suppose we have a curve I s → q t (s) ∈ G with q t (0) =q t , and the two different coordinate charts
Suppose our curve q t is contained in both domains, that is
Suppose our two coordinate charts are C 1 related, in the following sense:
Definition 3.3. Let G be a Lie group, and let X , Y, be two n q − dimensional charts on G. Let k be a nonnegative integer. We say that X and Y are C k related if
defined by the conditions
are of class C k .
We know that X, Y are coordinate representations of the configuration q ∈ D X ∩ D Y andẊ,Ẏ are coordinate representations of the tangent vectorsq ∈ T q G in the coordinate charts X , Y respectively. Then we can express the tangent vectoṙ Y (orẊ) in one coordinate chart as a function of the configuration X(or Y ) and the tangent vectorẊ(orẎ ) in the other coordinate chart. The transformation rules for tangent vectors is given by the following formulae: (1) We prove that tangent vectorsẊ,Ẏ represented in the coordinate charts X , Y has a unique vector representation χ X , χ Y ∈ g, and establish the transformation rule for the vectors χ X , χ Y induced by the transformation rule of vectorsẊ,Ẏ given by (3.17) . (2) We derive the transformation rule for the covectors ζ X , ζ Y ∈ g * corresponding to the coordinate charts X , Y and establish the invariance of the adjoint equations and transversality conditions.
In case of a Lie group G, the tangent space at a pointq t ∈ G is characterized by the left (right) invariant vector fields, i.e.,
This representation of the tangent space Tq t G admits a vector space homeomorphism with the tangent space represented in coordinate charts X , Y. Let π X , π Y be vector space homeomorphisms such that
Then the transformation rule for the vectors χ X , χ Y ∈ g is derived by substituting (3.18) in (3.17) as
where 
Similarly, in case of the coordinate chart Y, we have
The transformation rules for T *
where
In the same manner, it can be established that
and
using (3.16) and (2.6) (3.24) = Ad * s
Furthermore, using (3.24) we derive the transformation rules for the covectors ζ
Using (3.20), (3.22) and (3.26), we conclude that the adjoint system (3.14) in coordinate charts X transform naturally to the adjoint system (3.14) in coordinate charts Y, i.e.,
In other words, ζ
t is an invertible linear transformation. Similarly, we can conclude that the transversality conditions (3.15) in coordinate charts X transform naturally to the transversality conditions (3.15) in coordinate charts Y. This completes our proof.
Example
Let us consider an example of energy optimal single axis maneuvers of a spacecraft. Let h > 0 be a step length, R t , F t ∈ SO(2),(the set of 2 × 2 orthonormal matrices,) be the orientation of the spacecraft performing single axis maneuvers and the integration step at the discrete-time instant t respectively. Let ω t ∈ R be the momentum of the spacecraft about the axis of rotation and u t be the control applied to the spacecraft about the rotation axis. Consider the discrete-time model of a spacecraft performing single axis maneuvers as
The optimal control problem is to maneuver a spacecraft from a fixed initial configuration (R i , ω i ) to a fixed final configuration (R f , ω f ) via a minimum energy path obeying state and action constraints simultaneously, i.e., |ω t | ≤ d, |u t | ≤ c for all t. The optimal control problem in discrete-time can be defined as
A set of first order necessary conditions for optimality for (4.2) is given by Corollary 2.7 as follows:
* be a vector space homeomorphism. Define a Hamiltonian for the optimal control problem (4.2) as
t=0 be an optimal control that solves the problem (4.2). Then there exist a trajectory ζt , ξ
on the cotangent bundle so(2) * × R × R × SO(2) × R and ν ∈ R, not all zero such that:
(i) State and adjoint system dynamicŝ
So, the state and adjoint system can be written as
The constrained boundary value problem (4.5)-(4.4) subject to boundary con- ω f ) , the complementary slackness conditions (4.6) and the state constraints |ω t | ≤ d for t = 1, . . . , N − 1, is solved using multiple shooting methods [27] .
Assume that a satellite has an inertia I = 800 kgm 2 about the axis of rotation, and is fitted with an actuation device capable of producing torque of the magnitude 20 Nm. The attitude maneuvers of the satellite are subject to a maximum permissible magnitude of the momentum of 70 Nms. The model of the satellite scaled to unit inertia has been considered for the simulations with the following data:
• sampling time (T ) = 0.05 s,
• maximum torque or control bound (c) = 25 mNm, • maximum momentum (d) = 87.5 mNms, • time duration (t max ) can range between 0 s and 150 s.
For the ease of representation of the initial and final orientations in figures, we denotes the initial and final orientations with the rotation angle θ such that
So, the initial and final configurations for the trajectories are defined by (θ i , ω i ) and (θ f , ω f ) respectively. Three maneuvers with different initial and final conditions have been simulated:
The distinguishing feature of this approach is that the system dynamics is defined in the configuration space in contrast to the local representation that enables one to find optimal trajectories which need more than one chart for local representation, as shown in Figure 4 (a). The trajectory T 1 admits all orientations on SO(2), and these can't be represented on a single chart. So, the local representation of the system dynamics cannot characterize such optimal trajectories. The trajectories T 2 , T 3 are shown in Figure 5 (a), and their corresponding optimal control profiles are shown in Figure 5 (b). It is important to note that whenever the state constraints are active i.e. |ω t | = d, where t ∈ [N], the control actions at such time instances will be zero. The optimal control corresponding to the maneuver T 2 saturates at the end points in order to achieve the maneuver in the specified time, see Figure 5 (b). On the other hand, the optimal control corresponding to trajectories T 1 , T 3 does not saturate because the time duration of these maneuvers is much higher then the minimum time needed for such maneuvers as shown in Figure 6 (b). Appendix A. Necessary conditions for optimality for constrained optimal control problems in Euclidean spaces
Let us discuss the first order necessary conditions of optimality for constrained optimal control problems on Euclidean spaces derived via method of tents [4] . Let us define an optimal control problem on Euclidean spaces as (A.1)
for each t = 0, . . . , N − 1, g t (y t ) ≤ 0 for each t = 0, . . . , N, b (y 0 , y N ) = 0, y ∈ R ny , u ∈ R nu , and the mapsc t ,c N ,f t ,ḡ t ,b are smooth.
where Let us define the admissible action set U t in terms of z ∈ R m as Ω t u := {z ∈ R m |u t ∈ U t } for t = 0, . . . , N − 1.
We define the cost function, the dynamics and the state constraints in terms of z defined in (A.2) as:
The feasible region Σ of the optimal control problem (A.1) is therefore, given by
The optimal control problem (A.1) can now be lifted to the augmented space
Letz be a minimizer of (A.3), and let us define the set
Keeping in mind the notation established above, we have the following theorem: 
The pointz is the only point that lies in the intersection of sets Ω 0 and Σ if the local linear approximations of the sets Ω 0 and Σ are separable. The local linear approximation of a set at a point is known in the literature as tent map [5, p. 36] of the set at that point, see Figure 7 . Note: Tent maps provide a geometric condition for optimality from which an analytical condition for separability of sets at a point can be derived. Figure 7 . Local optimality condition:
The separability of tents at a point ensures the separability of sets at that point as explained in Theorem A.4. 
An analytical condition for separability of tents is given by the theorem below:
Theorem A.5 ( [4, Theorem 17 on p. 21]). Let Ω 1 , . . . , Ω s and Ψ 1 , . . . , Ψ r be subsets of R m , and let C be a real-valued smooth function whose domain contains the set
Further, letz ∈ Σ and let K i , Q j be a local tent of Ω i , Ψ j atz for i = 1, . . . , s, and j = 1, . . . , r. Suppose that the family of cones Q 1 , . . . , Q r is not separable in R m . For C to attain its minimum atz on Σ, it is necessary that there are vectors a i ∈ K + i for i = 1, . . . , s, and a number ν such that (i) ν ≤ 0, and if ν = 0, then at least one of the vectors a 1 , . . . , a s is not zero; (ii) (νD z C(z) + a 1 + . . . + a s ) δz ≤ 0 for every vector δz such thatz + δz ∈ Q 1 ∩ . . . ∩ Q r .
In order to establish the analytical conditions for separability of region Σ and Ω 0 using Theorem A.5, let us define tent maps
which complete our proof.
B.2. Proof of Corollary 2.7.
Proof. First, we state the inequality constraints that are trivially satisfied: g t (q t , x t ) = 0 for all t = 0, . . . , N. Then the complementary slackness conditions of the Corollary 2.6 are trivially satisfied. Second, the boundary points are fixed, i.e., (q i , x i ) = M init and (q f , x f ) = M fin where M init , M fin are immersed submanifolds of the configuration space. Since M fin is a singleton, T (q N ,x N ) M fin = 0. So, the annihilator of
. It is clear that the transversality conditions of Theorem 2.6 are trivially satisfied, and we reach the following set of conditions:
• State and adjoint system dynamics state q t+1 = q t e
• Hamiltonian maximization pointwise in time HB.3. Proof of Corollary 2.8.
Proof. We know from Corollary 2.8 that if boundary conditions are fixed then the transversality conditions are trivially satisfied. We first prove that there exist a unique representation of s t in the neighborhood of e ∈ G satisfying v t (s t , q t , x t ) = 0. Then the optimal control problem is posed in the standard form (2.8) and necessary conditions are derived by applying the Theorem 2.5. c t (κ t (q t , x t ) , q t , x t , u t ) subject to
q t+1 = q t κ t (q t , x t ), x t+1 = f t (κ t (q t , x t ) , q t , x t , u t ) , g t (q t , x t ) ≤ 0, u t ∈ U t , (q 0 , x 0 ) = (q i , x i ) , (q N , x N ) = (q f , x f ) . Proof. Given a feasible pair (q t , x t ), the map v t ( · , q t , x t ) : G → R nq is a local diffeomorphism. Hence for any s t ∈ O e ⊂ G the map D s v t : g → R nq is invertible. Let (U, α) and (V, β) be the local charts of the Lie group G at q t and s t respectively. Let κ : α(U ) × β(V ) × R nx → U × V × R nx be defined as κ (β(s t ), α(q t ), x t ) = (s t , q t , x t ). β(s t ) =κ t (α(q t ), x t ) and (v t • κ) (κ t (α(q t ), x t ) , α(q t ), x t ) = 0.
Then the map κ t := β −1 •κ t • δ −1 : U × R nx → R nq , is C 1 differentiable, where δ(q t , x t ) = (α(q t ), x t ). The map κ t represent s t ∈ O e in terms of (q t , x t ) uniquely. In other words, s t = κ t (q t , x t ) and v t (κ t (q t , x t ) , q t , x t ) = 0 for all s t ∈ O e .
Taking the derivative of the equation v t (κ t (q t , x t ) , q t , x t ) = 0 with respect to x t and q t gives the following results:
and D x κ t (q t , x t ) = −D s v t (κ t (q t , x t ) , q t , x t ) −1 • D x v t (κ t (q t , x t ) , q t , x t ) . where Q t := {L qt (s) | s ∈ e(O)} and L qt (s) := q t s for all s ∈ G, provides unique representation of q t+1 ∈ G on the Lie algebra g for a given q t ∈ G.
Proof. By assumption (A-ii), we know that s t (q t , x t ) ∈ e(O). So, q t+1 ∈ Q t . Let us define a map L qt • e : O → Q t . We know that L qt • e is invertible because L qt and e both are invertible over the defined domains. Hence there exist a map φ qt := (L qt • e) −1 : Q t → O which provides unique parametrization for any element in Q t ⊂ G, in particular for all feasible q t+1 given q t .
