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Abstract—The Convolutional Neural Networks (CNN) have
become very popular recently due to its outstanding performance
in various computer vision applications. It is also used over widely
studied face recognition problem. However, the existing layers of
CNN are unable to cope with the problem of hard examples
which generally produce lower class scores. Thus, the existing
methods become biased towards the easy examples. In this paper,
we resolve this problem by incorporating a Parametric Sigmoid
Norm (PSN) layer just before the final fully-connected layer.
We propose a PSNet CNN model by using the PSN layer. The
PSN layer facilitates high gradient flow for harder examples as
compared to easy examples. Thus, it forces the network to learn
the visual characteristics of hard examples. We conduct the face
recognition experiments to test the performance of PSN layer. The
suitability of the PSN layer with different loss functions is also
experimented. The widely used Labeled Faces in the Wild (LFW)
and YouTube Faces (YTF) datasets are used in the experiments.
The experimental results confirm the relevance of the proposed
PSN layer.
Index Terms—Face Recognition, Deep Learning, Sigmoid
Function, Parametric Sigmoid Layer, PSNet.
I. INTRODUCTION
The face recognition is a very challenging problem due to
several factors ranging from the personal to environmental
factors. A person can make different appearances of the face
by changing the hair style, beard style, cap, glasses, etc. Many
times the capturing device is not able to capture very good
face image and contains various challenges such as difficult
pose, bad lighting condition, etc. However, the face based
recognition system has a huge potential to automate many
applications in real-life.
Nowadays, the deep learning has pushed the performance of
any recognition system with a great success in forward direc-
tion. The first Convolutional Neural Network (CNN), named
as AlexNet [1] introduced by Krizhevsky et al. completely
changed the dynamics in visual recognition area. Finally, the
AlexNet became a revolutionary model for the task of image
classification. It also won the ImageNet Large Scale Challenge
in 2012. After that, various CNN based architectures have
been introduced for different applications such as VGGNet
[2], GoogleNet [3], ResNet [4] for image classification; Local
Bit-plane Decoded CNN [5], ChexNet [6] and RCCNet [7] for
biomedial image retrieval/classification; CNN for face spoof
detection [8], [9]; and many more.
The CNN has also shown its impact in the face recognition
area as well. The DeepFace [10], DeepID2 [11], FaceNet
[12] and two-branch CNN [13] are few state-of-the-art meth-
ods which have shown a significant performance gain when
compared to the hand-crafted features. The above growth is
accompanied by the development of large-scale face datasets
for training and testing of the CNN models. The major face
datasets include CASIA-Webface [14], Labeled Faces in the
Wild (LFW) [15] and Youtube Faces (YTF) [16] among other
face datasets.
The study of Convoultional Neural Networks over time have
shown that the deep CNN architectures are generally better
in performance when compared to the shallower networks.
It leads to the rise of deep architectures like ResNet [4]
and Inception [17] which use multiple trainable convolutional
layers to achieve higher accuracy. At the same time, experi-
ments showed that after certain depth, not much increment in
accuracy was observed, i.e., the performance saturated at great
depths [4]. Moreover, the rise of large-scale face recognition
leading to heavy architectures would require significant re-
sources to run the recognition systems which hinders its appli-
cations on resource constrained devices. Considering the above
two points, researchers have started exploring and working
over different parts of the architecture system like non-linearity
layers, loss functions, and many more. The Rectified Linear
Unit (ReLU) [1], Parametric ReLU [18], Average Biased
ReLU [19], and Linearly Scaled Hyperbolic Tangent (LiSHT)
[20]. The work in loss functions has been quite significant with
recent state-of-the-art functions like ArcFace [21], SphereFace
[22], and Hard-Mining Loss [23], specifically designed for
the face recognition task. Other type of layers used in CNN
is Dropconnect [24], Dropout [25], Batch Normalization [26],
etc. A performance analysis of loss functions over face datasets
is conducted in [27].
Most of these types of layers are proposed to increase the
learning capacity and generalization ability of CNN models.
However, it turns out that after a certain limit the correctly
classified samples introduce the biasedness and hampers the
learning of incorrectly classified samples. We believe that
it happens because the abstract features for easy examples
become different from the hard examples. In this paper, we
tackle this problem by introducing a parametric sigmoid norm
layer just before the final class score layer to force the abstract
features of both easy and hard examples to be closer to
each other. It leads to the better training of model for harder
examples also.
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Fig. 1. The proposed PSNet CNN model for face recognition with Parametric-Sigmoid-Norm (PSN) layer represented. Given an input image, the image is
passed through the convolutional layers of the CNN and features are obtained just before the final class score layer. These feature tensors are passed through
the Parametrize-Sigmoid-Norm layer to enforce the feature distribution as close as possible for both easy as well as hard examples. It leads to better learning
of hard examples also along with easy examples. The face image taken in this illustration is provided by one of the author this paper.
In this paper, first we present the proposed Parametric-
Sigmoid-Norm (PSN) layer in Section 2. We also discuss
its importance just before the final fully-connected layer.
Next, we present the experimental setup and details about the
architectures and datasets used in Section 3. The experimental
results and analysis are described in Section 4. Finally, the
concluding remarks are summarized with future directions in
Section 5.
II. PROPOSED PARAMETRIC-SIGMOID-NORM LAYER
Considering a range of available face datasets like CASIA-
Webface [14], LFW [15] among others, we observe that these
datasets contain a large amount of face images belonging to
a single identity. Due to this, there is be a big cluster of
easy samples which might be far in feature space from the
significantly small cluster of hard samples when the distance
is measured between the centroids of both these clusters. This
leads to a bias in the model which is trained on such a dataset
and might perform poorly in real-case scenarios. We tackle this
problem by enforcing the features to follow the parametric
sigmoid norm. Generally, sigmoid is used as the loss as it
converts the input into the range of 0 and 1. We leverage this
property of sigmoid over the CNN features before class score
computation. The sigmoid is defined as follows:
FSigmoid(x) = 1
1 + e−x
(1)
where x is the input and FSigmoid(x) ∈ [0, 1]. Note that
using this sigmoid over abstract CNN features might disturb
the distribution in an adverse manner. In order to avoid it,
we use the parametric sigmoid which allows some flexibility
in sigmoid using some parameters. The parametric sigmoid
function is defined as follows:
FPSigmoid(x) = α
1 + e−β(x−γ)
(2)
where α, β and γ are the parameters and/or hyper-parameters
which have been kept either trainable or fixed under different
setting scenarios. Keeping α equal to 1, the parametric-
sigmoid function clips the output value between 0 to 1. Note
that the proposed PSN layer uses FPSigmoid function for all
its inputs. The effect of the application of the above function
helps to bring the centroids of hard and easy sample clusters
closer in abstract feature space. Hence, making it easier for
the model to learn the training dataset irrespective of easy or
hard examples.
We use the parametric-sigmoid-norm (PSN) layer with the
existing CNN as shown in Fig. 1. The PSN layer is used just
before the final fully-connected layer (i.e., class score layer) to
enforce the abstract features of all samples to follow a certain
distribution irrespective of its difficulty level. Basically, it tries
to reduce the cluster distance between easy and hard samples
for a class. In other words, it generalizes the capacity of model
with high priority for harder examples.
III. EXPERIMENTAL SETUP
In this section, first we introduce the CNN models used for
face recognition, then we provide a summary of training and
testing datasets used, and finally we state the other settings
related to training of networks.
A. CNN Architectures
The residual networks (ResNet) have shown very promising
performance in various applications of computer vision [4].
We use the ResNet model along with proposed parametric
sigmoid norm (PSN) layer as the PSNet model. Thus, PSNet18
model consists of ResNet18 and PSN layer and PSNet50
model consists of ResNet50 and PSN layer.
B. Training Datasets
The CASIA-Webface face dataset [14] is adapted in this
paper for the training purpose. This dataset is used for training
in most of the recent work of the face recognition. This dataset
has 10,575 persons leading to total of 4,94,414 face images.
Thus, the number of classes is 10,575 in CASIA-WebFace
dataset.
C. Testing Datasets
The Labeled Faces in the Wild (LFW) [15] and YouTube
Faces (YTF) [16] are used as our testing datasets. A total of
5749 different people leading to 13233 images is present in
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TABLE I
THE EXPERIMENTAL RESULTS WITH DIFFERENT SETTINGS OF PROPOSED PSNET MODEL (I.E., THE PARAMETRIC-SIGMOID-NORM (PSN) ON RESNET
ARCHITECTURES). THE RESULTS ARE COMPARED USING PSNET18 (I.E., RESNET18 WITH PSN) AND PSNET50 (I.E., RESNET50 WITH PSN) MODELS.
THE TRAINING IS DONE OVER CASIA-WEBFACE FACE DATASET. HOWEVER, THE TESTING IS PERFORMED USING LFW AND YTF FACE DATASETS.
HERE, THE TERM Trainable MEANS THE CORRESPONDING HYPERPARAMETER IS LEARNT AUTOMATICALLY THROUGH TRAINING.
Model Parametric-Sigmoid-Norm Hyperparameters Accuracy on LFW Accuracy on YTF
PSNet18
Without PSN (i.e., ResNet18) 95.35 91.80
α = 1, β = 20, γ = 1 95.68 92.60
α = Trainable, β = 20, γ = 1 95.12 91.90
α = 1, β = Trainable, γ = 1 96.40 93.34
α = 1, β = 20, γ = Trainable 96.09 93.43
α = 1, β = Trainable, γ = Trainable 96.87 94.10
α = Trainable, β = Trainable, γ = Trainable 95.95 93.20
PSNet50
Without PSN (i.e., ResNet50) 97.42 94.50
α = 1, β = 20, γ = 1 97.50 94.47
α = Trainable, β = 20, γ = 1 96.98 94.34
α = 1, β = Trainable, γ = 1 97.71 94.64
α = 1, β = 20, γ = Trainable 97.89 94.67
α = 1, β = Trainable, γ = Trainable 98.10 94.90
α = Trainable, β = Trainable, γ = Trainable 97.53 94.33
TABLE II
THE EXPERIMENTAL RESULTS COMPARISON USING ANGULAR-SOFTMAX AND ARCFACE LOSS FUNCTIONS OVER RESNET AND PSNET CNN MODELS.
THE RESULTS ARE COMPARED FOR DIFFERENT NETWORK DEPTH SUCH AS 18 AND 50. THE TRAINING IS PERFORMED OVER CASIA-WEBFACE
DATASET. THE TESTING IS PERFORMED USING LFW AND YTF FACE DATASETS. THE HYPERPARAMETER SETTINGS IN PSNET ARE KEPT AS α = 1 AND
β & γ ARE NETWORK TRAINABLE.
Loss Function Architecture Accuracy on LFW Accuracy on YTF
Angular-Softmax ResNet18 97.12 93.90PSNet18 97.28 94.22
ArcFace ResNet18 97.79 94.54PSNet18 97.78 94.65
Angular-Softmax ResNet50 99.10 96.10PSNet50 99.21 96.50
ArcFace ResNet50 99.20 96.30PSNet50 99.26 97.10
the LFW dataset. However, 3425 videos from 1595 identities
are present in the YTF dataset. The image frame numbers are
provided to be used for training and testing purpose in the YTF
dataset. We use the standard as per the LFW benchmark for
face verification and provide the performance over both testing
datasets in terms of the accuracy. These accuracies have been
used as the performance measure in face recognition works
and hence reported here also for comparison.
D. Input Data and Network Settings
We use the MTCNN [28] model for the alignment of the
face images similar to [21], [22]. A normalization of face
images is performed by subtracting 127.5 from each pixel
and then divided by 128. The batch-size is kept at 64 with
. The training is performed for 20 epochs for each model. The
learning rate is initialized with 0.01 and reduced by a factor of
10 at the 8th, 12th and 16th epochs. The Stochastic Gradient
Descent (SGD) with momentum optimization technique is
used with default settings for training using backpropagation.
IV. EXPERIMENTAL RESULTS AND OBSERVATIONS
In this section, first we present the experimental results
analysis of the proposed method and then we show its gener-
alization using different loss functions.
A. Result Analysis
We summarize the experimental results in Table 1 using the
proposed PSNet model with the PSN layer with depth 18 (i.e.,
PSNet18) and 50 (i.e., PSNet50). The training is done over
CASIA-WebFace dataset and testing is done over LFW and
YTF datasets. The Cross-entropy loss is used in this experi-
ment. The results are compared under different settings of PSN
layer such as α, β, and γ are either fixed or trainable. If it is
not trainable, then it is fixed based empirical observation. Note
that under first setting, PSN layer is not used, thus it is same
as the ResNet model. It is discovered that the performance
of PSNet18 as well as PSNet50 is better when α = 1 and β
and γ are trained using backpropagation. The performance of
PSNet18 and PSNet50 is significantly improved as compared
to ResNet18 and ResNet50, respectively under best setting
of PSN layer. Another important finding is that the proposed
PSNet performs relatively much better when the depth of the
network is less which can lead to better lightweight models
for resource constrained devices.
B. PSNet with Other Losses
In this paper, we compare the results with existing methods
in terms of the existing loss functions. The Cross-entropy
loss is used to compute the results discussed in the previ-
ous section. In order to show the generalization ability of
3
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the proposed PSNet model, we also compute the results of
ResNet and PSNet using specialized loss functions such as
Angular-Softmax [22] and ArcFace [21]. Table 2 illustrates the
results for ResNet18, PSNet18, ResNet50, and PSNet50 using
Angular-Softmax and ArcFace losses. The training is done
using CASIA-WebFace dataset and testing is done over LFW
and YTF face datasets. It is evident from the experimental
results using different loss functions that the proposed PSNet
model outperforms the state-of-the-art ResNet model for the
same depth. It shows the importance of PSN layer which
converts some of hard examples into easy by enforcing the
parametric sigmoid norm in abstract feature space.
As we can see from the experimental results, with Loss
functions like ArcFace and SphereFace, there is an improve-
ment in performance with the usage of shallower networks.
The proposed PSN layer is added to reduce the distance
between hard and easy faces. The added robustness leads to
the improvement in accuracy over LFW and YTF faces.
V. CONCLUSION
This paper introduces a parametric sigmoid norm (PSN)
layer in the abstract feature space of CNN to enforce the
better learning of data irrespective of its difficulty level. The
proposed PSNet model introduces the PSN layer just before
the final class score layer of ResNet. The face recognition
experiments are performed to judge the performance of the
proposed model. The results are computed over widely adapted
LFW and YTF face datasets while the training is performed
over CASIA-WebFace dataset. It turns out from the exper-
iments that the hyperparameters α = 1 while β and γ as
trainable lead to better performance of PSNet. The proposed
model is also tested with state-of-the-art loss functions such
as Angular-Softmax and ArcFace and has shown the improved
performance. It is also observed that the proposed idea has a
great impact over the relatively shallow model. It can lead
to a better light weight CNN model for resource constrained
devices.
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