Cells can often be recognised by the concentrations of receptors expressed on their surface. For better (targeted drug treatment) or worse (targeted infection by pathogens), it is clearly important to be able to target cells selectively. A good targeting strategy would result in strong binding to cells with the desired receptor profile, and barely to other cells. Using a simple model, we formulate optimal design rules for multivalent particles that allows them to distinguish target cells based on their receptor profile. We find that: 1) it is not a good idea to aim for very strong binding between the individual ligands on the guest (delivery vehicle) and the receptors on the host (cell). Rather, one should exploit multivalency: high sensitivity to the receptor density on the host can be achieved by coating the guest with many ligands that bind only weakly to the receptors on the cell surface, 2) the concentration profile of the ligands on the guest should closely match the composition of the cognate membrane-receptors on the target surface and 3) irrespective of all details, the effective strength of the ligand-receptor interaction should be of the order of the thermal energy k B T , where T is the absolute temperature and k B is Boltzmann's constant. We present simulations that support the theoretical predictions. We speculate that, using the above design rules, it should be possible to achieve targeted drug delivery with a greatly reduced incidence of side effects. cell targeting | multicomponent | nano-carrier design 1
Introduction
T he fact that most cells can be recognised from the outside is advantageous for the normal functioning of an organism, but it can be a disadvantage when specific cells are being targeted by pathogens. Cells betray their identity (and state of health) by the composition profile of molecules that are exposed on their outer surface. In what follows, we will call these molecules 'receptors', irrespective of whether they are receptors in the biological sense (they are receptors for the ligands that will be used to recognise them). It would clearly be advantageous if diseased cells could be selectively targeted by a drug-delivery vehicle on the basis of their receptor profile. Here, the crucial word is 'selective': we wish to target only those cells that have the correct receptor profile, as binding of drug-delivery vehicles to other cells may lead to undesired side-effects.
Targeted drug delivery is based on identifying a specific marker (peptide, sugar) that is unique to the targeted group of cells. Binding to a single marker type can be effective if this molecule is presented in sufficient quantities on the outer surface of the targeted cell. However, in many cases of practical importance (e.g. many types of cancer), the markers that are known are not unique to cancer cells, but just overexpressed. Over the past 20 years many nanoparticle-based targeting methods have been developed. However, thus far, effective tumour drug delivery is hampered by the lack of reliable, unique markers (1, 2) . In order to recognise the simultaneous presence of a mixture of different receptors on the host surface, we need to use a 'guest' particle (e.g. drug-delivery vehicle) that is coated with a mixture of cognate ligands schematically shown on Figure 1 . In its simplest form (the binding of dimeric bi-specific antibodies as compared to monomeric antibodies), this problem has been studied theoretically (3) and experimentally (4) . The in-vitro experiments showed that the use of bi-specific antibodies lead to a higher specificity than can be achieved with their standard, monomeric counterparts. However, antibodies are not very good at distinguishing between surfaces that have different receptor concentrations. Such selectivity can be achieved by exploiting multi-valency. A series of recent experimental and theoretical papers have shown that multivalent carriers (nanoparticles or polymers) can distinguish target surfaces (cells) on the basis of their receptor concentration, rather than just
Significance Statement
A key challenge in biomedical research is the ability to specifically target cells and tissues. Targeting typically relies on identifying a suitable marker, e.g. a highly expressed receptor, and choosing a ligand that strongly and specifically binds to the marker. However, this procedure fails when a suitable marker unique to the targeted cells cannot be identified, notably in many forms of cancer. We show that properly designed multivalent targeting of multiple cognate receptor types results in a specificity towards a chosen receptor density profile. Thus demonstrating a general route towards targeting cells without particularly dominant markers. Simulation results of nanoparticle endocytosis. We consider a system with two ligand types on the particle and two cognate receptor types in the membrane with concentrations c1 and c2, respectively. The red and blue beads in the membrane denote receptors of type 1 and 2, respectively. The yellow beads are inert (no binding to the ligands). The total concentration of receptors is kept fixed at c1 + c2 = c T = 0.4, but the composition c1/c T is varied. The curve shows the coverage of the particle by the membrane beads (particle wrapping). When the wrapping exceeds 1 the particle is fully covered and has therefore undergone endocytosis. Snapshots show corresponding system configurations. The nanoparticle is covered with 40 randomly distributed immobile ligands with a 'ligand' profile p1 = 1 − p2 = 0.3. The interaction strength of a ligand patch i s determined as i = * − ln(pi), with * = 5k B T for the above results.
on the basis of the presence of a suitable receptor (5) (6) (7) (8) (9) . The use of multivalent particles coated with a single type of ligand is very effective, provided that a cognate receptor has been identified that is sufficiently over-expressed in targeted cells. But often the situation is not that clear cut (see Figure 1) . In general, it is essential to exploit all the information that we have about the concentration of various receptors on the cell surface and then design guest particles that target this specific receptor profile. In this paper, we show that the design rules for such multi-component targeting are surprisingly simple, and therefore hopefully useful. Specifically, we show that the individual ligand-receptor binding strength needs to be weak, such that when the guest particle is within interaction range of the surface, each ligand is unbound 30% of the time. To target a specific receptor profile selectively, many weak ligands work better than a few strong ones. We derive our results using a simple analytical theory and validate our approach using coarse-grained simulations. As an example, we present simulation results (see Figure 2) showing that correctly functionalised guest particles are more successful at entering cells with matching receptor compositions than those with sub-optimal compositions.
Of course, there is a wide variety of possible host-guest interactions that we could have considered: the receptors could be mobile or immobile, clustered or mixed, etc. In what follows we will assume that the host cell is large compared with the guest particle and that the receptors are mobile on its surface. In this case, the chemical potential of the receptors is effectively fixed and, as shown in the Supplementary Information, the theoretical expressions for the binding free energy become surprisingly simple. The other situations that we mention can also be modelled, and the overall conclusions remain the same, except in the limit where so many guest particles bind to the host surface that they deplete the receptor 'reservoir'. Hence, for the sake of simplicity, we consider just the easiest case. We do not specify the precise nature of the guest particle: it could be a functionalised nano-particle, polymer or a self-assembled DNA-origami structure. Again, for the current analysis the distinction is immaterial. What is important is that the ligands are flexible and can reach multiple receptors on the surface equally well.
Model
The membrane surface is covered by a population of receptors of different types j with concentrations c = {cj}. Similarly, a multivalent particle is characterised by the ligand composition {mi} ≡ m{pi}, where m is the total number of ligands on the guest particle and p specifies their relative profile, i.e. the relative coverage of the particle with ligands of type i is pi = mi/m. We are interested in the case where guest nanoparticles interact with a fluctuating number of receptors on the surface. Hence, following the Bell adhesion model (10) , the number of receptors in contact with the nano-particle is not fixed, but their chemical potential is. In contrast, the number of ligands on the nano-particle that can interact with the surface is fixed. The nano-particle is only attracted to the surface through ligand-receptor interactions. Apart from that, the particle behaves like a hard sphere (see Figure 1 ). The ligand-receptor binding is valence limited, i.e. only a single ligand can bind to a receptor and vice versa. The model is an extension of the model of ref. (5, 7) , generalised to include different ligand/receptor types.
Multicomponent theory.
In order to calculate the binding free energy we need to consider all possible bonding combinations between receptors and ligands. To simplify the description, we neglect the interactions between different receptors and we assume that different ligands bind independently (except that no two ligands can bind to the same receptor). The probability that a single ligand i and a single receptor j form a bond depends on the equilibrium constant K A ij for their association in solution, and on the free-energy cost ∆G cnf i , which is due to the loss of configurational entropy of the ligand upon binding. The configurational entropy term ∆G cnf i obviously depends on the distance between the receptor and the grafting point of the ligand, which we capture in the simulations. However, it turns out that the distance-dependence of ∆G cnf i is not important in a simple theoretical description: in the Supplementary Information we show that we can treat the configurational term as if it were a constant (∆G cnf i = ∆G cnf i ) for all receptors within a distance h0 of the ligands, and infinite elsewhere. The parameter h0 represents the ligand-receptor interaction range and is determined by the length of the polymeric linker.
For a ligand within the interaction range of the receptordecorated surface, the ratio between the probabilities of being in the bound and free (unbound) states is
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Emphatically, it does not mean that ligand i and receptor i are the same species. Similarly, Kij describes the 'cross' binding of ligand i with the receptor cognate to ligand j. Kij is, in general, not the same as Kji, which describes the 'cross' binding of ligand j with receptor cognate to ligand i. Using the fact that probabilities must add to unity: P free i + j P bound ij = 1, we can directly determine the probability that a given ligand is unbound:
As shown in the Supplementary Information, the fact that the receptors do not interact with each other, and are in contact with a reservoir (the remainder of the cell surface) simplifies the expression of the binding free energy between a guest particle and a host membrane. Moreover, we assume that different ligands are uncorrelated, hence the binding free energy of the guest particle is simply a sum of individual ligand contributions, ∆F b = mf b , with f b the binding free energy per ligand:
We note that this expression could be interpreted as (minus) the cross-entropy between the two distributions pi and P free i . The total binding free energy for a guest particle near the cell surface is ∆F = ∆F b + ∆F0 where ∆F0 is the zero-bond free energy cost of bringing a guest particle into a position to start forming bonds with the host membrane. For what follows, F0 is unimportant, because we assume that it is the same irrespective of the receptor composition or the ligand profile, and thus it drops out of the expressions for free energy difference that determine the selectivity. We note that the host-guest binding free energy is related to the widely used "avidity" constant K A av = e −∆F/k B T /ρ0 measuring the association between multivalent entities in units of standard molar concentration ρ0 = 1M. Furthermore, the same free energy expression (Eq. (2)) also governs the free-energy change upon a passive particle endocytosis ( Figure 2 ) where ligands are not flexible, but the membrane itself is. In this case ∆F0 simply refers to the particle endocytosis free-energy change when there are no receptors present, and ∆F b again captures bonding with mobile receptors.
Selectivity optimisation
The expression (2) describes how the binding free energy depends on the receptor composition c, particle profile p and the interaction matrix K.
Our aim is to design a guest particle that binds more strongly to cells with the specified receptor profile c * , than to any other. Among all possible receptor compositions c, the targeted composition c * should thus be the one with the minimum binding free energy. This yields the condition:
Note that this equation does not imply that we optimise the receptor composition of the target cell (after all, this composition is given). Rather, we vary the parameters that characterize the guest particle (viz. p and K) to make the guest particle bind more strongly to the target receptor composition than to any other. Since there are several combinations of p and K that can satisfy this condition, we need to further select the one that is the most selective, i.e. the one that results in the free energy minimum with the largest curvature. Our optimization condition is therefore to maximize the selectivity S, defined as
subject to constraint of Eqn. 3 . H(f b ) in Eqn. 4 is the determinant of the (Hessian) matrix H(f b ) of second derivatives of the free energy with respect to composition c. As can be seen from Eqn. 4, the selectivity S is defined as the relative curvature of the free energy functional at its minimum. It is important to define the selectivity as the relative, rather than the absolute, curvature. The absolute value of the free energy can be trivially controlled by changing the number of bonds m, Eq. (2). Therefore, by optimising for the relative curvature, we obtain the largest possible curvature at a given absolute value of the free energy ∆F b . The binding can always be made stronger by increasing the total receptor concentration (see Refs. (5) (6) (7) 11) ), therefore, in order to make a meaningful comparison, we compare systems with the same total receptor concentration cT ≡ i ci on the membranes.
In general, finding the maximal selectivity by solving for the above conditions is non-trivial and must be performed numerically. However, we can greatly simplify the problem and find a closed form solution by also requiring that the binding free energy is optimised with respect to the ligand profile p:
This is in principle not a necessary condition for selective targeting, however, we expect it to be a practically useful condition; we wish to design guests that are robust to small variations in the ligand profile. Robustness is important for practical applications when the guest particle manufacturingprocess-tolerances must also be considered. The additional constraint results in a simple closed-form solution whilst the optimal selectivity only decreases marginally (see Supplementary Information). We can determine the optimal ligand profile p and interaction matrix K analytically. The procedure that we use is discussed in the Supporting Information; here we only outline the main results. Our first result is that all ligands should have the same probability to be unbound P free i = e −λp = const. [6] and that each ligand contributes an equal amount, −λpkBT , to the total binding free energy. Hence, any ligand profile p will yield the same free energy f b = −λpkBT . In a sense, this result is trivial: it simply states that if all ligands are equally likely to bind a small change in the ligand profile will not change the overall host-guest binding free energy. This result should not be viewed as a design rule to 'target' guest particles by cells (in fact, the rule states that, in the optimal case, the cells cannot distinguish between different particles). Rather, we are interested in the opposite problem, namely the targeting of cells by guest particles. That problem does have a unique, non-trivial solution. 
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Minimizing the free energy functional Eq. (2) with respect to the particle profile p and targeted composition c * determines the optimal ligand profile p * . For a symmetric interaction matrix K (or when off-diagonal terms are small) the ligand profile should match the cognate receptor composition: p * = c * /c T . Finally, the selectivity S can be decomposed into a part which depends only on λp and a reduced HessianĤ which does not:
where d is the "dimensionality" (the number of distinct receptor types). Optimising the selectivity: ∂ S ∂(λp) = 0 we find that the non-trivial solution satisfies e λp − 2λp + 1 = 0, and hence
Eq. (8) is our most important result. It states that the binding free energy of each ligand to the targeted surface should be f b = −λpkBT ≈ −1.3kBT irrespective of the details of the system. Equivalently, the above equation states that when the guest particle is adsorbed on the targeted surface each ligand should be unbound 30% of the time: P free i = e −λp ≈ 0.3. Figure 3 shows the variation of the binding free energy with changing receptor composition obtained from the analytical model. In practice we might wish to distinguish a host surface with 20%-80% receptor composition form a surface with inverted 80%-20% composition. In Figure 3 we see that the difference in the corresponding bond strength is about ∆f b ∼ 0.5kBT per ligand. This may not seem to be much, but multivalent guests will hold 10-20 ligands (or more) if we require a total guest binding free energy of the order of ∆F b ∼ −10 − 25kBT . The difference thus becomes substantial ∆∆F b ∼ 5 − 10kBT , corresponding to orders of magnitude difference in adsorption and, therefore, very strong targeting efficacy as shown in Figure 4 . Furthermore, Figure 3b ) demonstrates that increasing the number of ligand types increases the selectivity because the optimal binding region becomes a smaller fraction of the total parameter space.
Design rules. Our analytical calculations suggest the following simple design rules to make multivalent guest particles that target a particular receptor profile.
• pi = ci/cT : ideally, the profile of the nanoparticle should match the density composition of the targeted cell. As shown in the Supplementary Information, this is not a condition on the average ligand profile. It really means that, ideally, every nano-particle should have precisely the optimal number of ligands. In fact, if only the averages are fixed and the number of ligands is Poisson distributed, most of the selectivity is lost.
, the value of Kii should be inversely proportional to the density ci. It is useful to avoid cross-binding (i.e. interaction matrix K should be diagonal). The optimal binding free energy per ligand λp ≈ 1.3, which states that ligand binding should be weak, with each ligand independently having the probability of being bound at most 70%. We have used Eq. (2) to calculate the free energy assuming a diagonal interaction matrix K and optimal λp = 1.256.
• the greater the number of distinct ligand-receptor types, the higher the potential selectivity.
• The overall binding free energy ∆F of the particle is proportional to the number of ligands per guest particle (valency m). Valency should be chosen such to give a desired absolute value of guest adsorption strength, for Langmuir adsorption the optimal will be close to the chemical potential of the guests in solution ∆F ∼ µ.
The major assumption underlying the derivation of the design rules is that all pairs of ligands and receptors can in principle form a bond. This assumption is fulfilled when both the ligands and the receptors are mobile, which is often the case in biological systems. However, our results also apply in other situations with some additional restrictions: (i) For mobile ligands on the guest but immobile receptors on the membrane, the theory is relevant when the receptor density is large enough. If Acont ≈ R 2 is the surface area of the membrane in contact 
The surface coverage θ is the number of adsorbed guest per guest area A. The three snapshots correspond to the plotted data (red circles) at composition c1/c T = 0.2, 0.5, 0.9 and guest profile p1 = 0.5.
with the guest particle, the receptor concentration should be large enough, ci > mi/Acont, such that all ligands mi can find their binding partners. (ii) In the case of mobile receptors and immobile ligands, the ligand profile p presented to the surface receptors must be independent of the guest particle orientation. This can be achieved either when using long, flexible ligand h0 > R, or when targeting a deformable membrane that can wrap around a particle (see Figure 2 ), or by carefully uniformly coating the guest particle with ligands such that every "face" presents the same ligand profile. (iii) When both ligands and receptors are immobile, both constraints (i) and (ii) apply and in addition each ligand must be able to find a receptor within its interaction range h0: ci > 1/h 2 0 .
Monte Carlo simulation results
The above analytical model is highly idealised. However, both the coarse-grained simulation results of particle endocytosis ( Figure 2 ) and adsorption ( Figure 4 ) support the predictions of our analytical model. Our simulations clearly show that our design rules, even though derived from a simple model, are nevertheless directly applicable to more complex and realistic systems where ligand interactions, correlations and membrane elasticity cannot be neglected. The simulation snapshots of multivalent nanoparticle targeting in Figure 4 give a pictorial illustration of the effect of optimising the ligand concentration profile to target a mixed receptor surface. The adsorption isotherm is well captured by the simple analytical model. Furthermore, Figure 5 shows the selectivity, obtained from the analytical theory (Eq. (4)) and simulations, plotted as a function of the ligand binding strength λp. Clearly, the simulation results support the analytical value for the optimal ligand strength λp ≈ 1.3kBT .
Conclusions
In this paper, we outline simple rules to design ligand-coated particles that can cell surfaces on the basis of a receptor profile, rather than on the recognition of a single receptor. The receptor profile of a cell surface can be viewed as a 'barcode' that is selectively recognised by the ligand profile of the guest particle. Here we have shown that properly designed multivalent targeting of multiple cognate receptor types results in a specificity towards a chosen receptor composition. Thus demonstrating a general route towards targeting cells without particularly dominant markers.
We have assumed a generic case where background (untargeted) cell populations contain all possible receptor compositions. However, the selectivity can be increased further if only a few distinct cell populations are present and their receptor compositions are known in advance. In this case the optimal targeting strategy is obtained by maximising the free energy difference between discreet populations rather than the free energy curvature. We also note that, although in this paper we focus on the targeting of cells, our model can also be used to understand how imprinted polymers can be used to sort cells (12, 13) .
Materials and Methods
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the patches via a square well attraction with width σ equal to the dimeter of individual beads σ, denotes the well depth. The particle wrapping is calculated as the number of membrane beads within a distance σ of the particle surface Nw, normalised by the fully wrapped triangular lattice: w = Nw √ 3 2π(R+σ) 2 , with R = 4σ the particle radius.
The simulations are performed using standard Monte Carlo translational moves in N pT ensemble and no applied external pressure (to be precise, our membrane system is only metastable at zero applied external pressure, the thermodynamically stable configuration is an infinitely large box. However, on a simulation timescale, a flat membrane is stable). The box size is 40σ · 40σ with periodic boundary conditions in lateral directions. The box size in the vertical z-direction is sufficiently large to ensure that none of the particles ever interacts with the hard ceiling or the floor. The simulations started with the particle center-of-mass at height R + σ above the membrane and were run for 6 · 10 6 cycles where in each cycle on average one translational/rotational move per every bead and particle is attempted.
Multivalent particle adsorption. We performed Grand-canonical
Monte Carlo simulations where the chemical potential of the guest particles in solution is fixed to a value that results in a desired guest density in solution. Guest particles are represented as hard spheres with radius R = 3r b and attached polymeric ligand arms that are modeled as a series of soft blobs of size r b (16) . Receptors are represented as points on the hard surface and can bind to ligands with a valence limited harmonic bond and the interaction matrix determines the individual binding/unbinding probabilities. Standard Monte Carlo moves are employed to displace and add/delete guests into the system, Rosenbluth sampling is used to change polymeric ligand conformations. The model and technique are an extension of Ref. (5) to multiple ligand/receptor types.
Free energies are calculated using the Wang-Landau sampling technique (17) . First, we bias the sampling in the number of formed ligand-receptor bonds to obtain the absolute value of the bound guest free energy relative to a common reference point; a single unbound guest particle within interaction range h 0 of the surface (h 0 = 3r b for single blob ligands and can be well approximated as the average height of a guest with a single formed bond). We then bias the simulation in the receptor composition to obtain the curvature of the free energy. The selectivity S is calculated by fitting a quadratic function to the free energy profile and normalising by the absolute value as per Eq. (4). Langmuir isotherm ( Figure 4 ) zero-bond free energy is approximated as the translational entropy of a guest within a lattice site of size A and height h 0 : 683  684  685  686  687  688  689  690  691  692  693  694  695  696  697  698  699  700  701  702  703  704  705  706  707  708  709  710  711  712  713  714  715  716  717  718  719  720  721  722  723  724  725  726  727  728  729  730  731  732  733  734  735  736  737  738  739  740  741  742  743  744 Optimal multivalent targeting of membranes with many distinct receptors Curk, Dobnikar, Frenkel 10.1073/pnas.XXXXXXXXXX
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Supporting Information (SI)
In this SI we provide detailed calculations, derivation of the analytical model, more supporting results and illuminate equivalence between mobile and immobile receptor.
Derivation of the analytical results
We wish to minimise the binding free energy per ligand
The total number of receptors cT is fixed and the ligand profile p is a normalised vector. Obviously, all concentrations and equilibrium constants must be non-negative: cj ≥ 0, pi ≥ 0, Kij ≥ 0. The total binding free energy ∆F b = mf b is trivially proportional to the total number of ligands m, hence the overall binding strength can be controlled by varying m. We treat the profile vector p as continuous which is only approximate since p is in principle a discrete vector. With m ligands per guest the expected discretisation error in the targeted composition is ∆ci ∼ c T m . Using the second order expansion (Hii ∼ d/c 2 T ), we estimate the discretisation error in the total binding free energy is ∆F err ∼ m i Hii(∆ci) 2 ∼ d 2 m kBT , with d the number of distinct targeted receptor types.
We first consider which host profile binds most strongly to a guest particle, that is, we need to determine the receptor composition c * that minimizes the binding free energy. This problem is trivially solved using Lagrange multipliers.
which becomes ∂ f b ∂c l c=c * = −λc [4] with λc the Lagrange multiplier. Inserting Eq. (1) into the above we find
which must hold for every receptor type l . Given arbitrary targeted composition c * we can chose any p and K that satisfy the above equation, and by definition the c * will be a minimum.
The condition that the binding free energy is also a minimum with respect to the ligand composition profile on a guest particle p is, again imposed using a Lagrange multiplier λp:
which must hold for every ligand type i. We recall that P free
is the probability that a ligand of type i is not bound, a simple result follows:
We shall define relative cross-binding terms κij which are determined by the specificity of the ligands and receptors:
where ∆Gij is the Gibbs free energy of monomeric ligand-receptor dimerisation in solution. The configurational term ∆G cnf i in the definition of Kij (Eq. (1) in the main text) is the same for all receptors j and cancels out in the above expression.
Therefore κij are constants determined by the association matrix ∆Gij, i.e. constants determined by the choice of ligands. We assume that the overall strength of the interaction can be tuned by changing ∆G cnf i via, for example, the polymer linker length. On the other hand, treating all κij as variables (i.e. assuming an infinite continuous space of possible ligand choices) we simply find that maximal selectivity is obtained when individual ligands are maximally specific (κij = 0, i = j).
Inserting Eq. (6) into Eq. (5) we find that the solution must satisfy i piKij = λce λp , [9] additionally Eq. (6) can be rearranged to j c * j Kij = e λp − 1 .
[10]
There are 2d equations and 2d + 1 unknowns; taking into account that relative off diagonal elements κij are constants Eq. (8) and i pi = 1. The "dimensionality" d = rank(K) is determined by the rank of matrix K or, equivalently, the number of distinct receptor types. Therefore, the above equations determine the optimal ligand profile p * and all cognate interaction strengths K * ii up to a constant factor e λp . If K is a diagonal matrix (only cognate interaction) or, more generally, a symmetric matrix (Kij = Kji, i.e. the off diagonal equilibrium constant for the cross-binding of ligand i and receptor j is the same as that between ligand j and receptor i) the above equations imply that the optimal guest profile p * must match the targeted composition of the receptors c *
with cT = j cj the total receptor density and the Lagrange multipliers are related λc
The optimal cognate interaction strength should be inversely proportional to the composition
using Eq. (10) in the case of no cross-binding. For general non-symmetric matrices Eqs. (11, 12) will provide a good approximation whenever cross-binding is weak and cognate interaction dominates: c * i j =i κijc * j . The only remaining step is to determine the optimal strength of the interaction captured by the constant λp. We optimise the selectivity (Eq. An element of the Hessian matrix is obtained by twice differentiating the free energy (Eq. (1))
where the indices fall between 1 ≤ m, n ≤ d − 1. Using Eq. (8) we rewrite Eq. (10) in the form Kii = e λp −1 j c * j κ ij , inserting these into the above equation we find that every element of the Hessian matrix decouples into a term that depends only on λp: [14] and the remainderĤmn =
which does not depend on λp. In fact the values of allĤmn are at this point already determined by the solution to Eqs. (9, 10) . Since λp is a constant for the whole matrix H, the determinants are related by a factor: det(H) = (1 − e −λp ) 2d−2 det(Ĥ). We use the above relation and f b (c * , p, K * ) = −λp to express the selectivity in terms of the Lagrange multiplier λp
with d the number of targeted receptor types. Evidently, the optimal λp is given by ∂ S ∂λp = 0. SinceĤ does not depend on λp the derivative is simple to work out. The non-trivial solution satisfies e λp − 2λp + 1 = 0, [16] and is given by the −1 st branch of the Lambert W function
approximated to the first 6 digits.
Cross entropy analogy. The probability that a given ligand is unbound can be written as P free i = 1 + j cjKij . The expression for the binding free energy Eq. (1) thus becomes very similar to the cross entropy between distributions pi and P free
However, P free is not a true probability distribution as it is not properly normalised. By defining a normalised distribution P free i = P free i /a, with a = i P free i the normalisation constant, the binding free energy becomes
where H(p,P free ) is the cross entropy and E = ln i P free i is a "cost function" analogous to energy, it measures the overall strength of a bond. If bonds are weak then P free i ∼ 1 and E > 0 . Conversely, with strong bonds P free i ∼ 0 and E will be negative.
The cross entropy can further on be written as the sum of Shannon entropy and Kullback-Leibler divergence
. [20] Such that the binding free energy per ligand becomes
The first term E(P free ) captures the overall bond strength ("energy"), the second H(p) is the Shannon entropy of the ligands, it measures the diversity of the ligands on the guest particle. The Kullback-Leibler divergence DKL(p||P free ) is a measure of the difference between the two distributions p andP free . Hence, to minimize the free energy: Energy favours strong individual bonds P free i 1, Entropy favours uniformity pi ∼ 1/d, with d the number of ligand types, finally, the Kullback-Leibler divergence favours the two distributions to be as different as possible. The interplay and competition between the three different terms results in simple design principles for optimal targeting.
Derivation of the simple analytical model
For mobile receptors the expression for the bound partition function of a multivalent guest particle binding to the receptor decorated membrane is given approximately by
from which we obtain the free energy change due to bond formation
We have used this expression to derive our design rules for composition targeting, where cj is the receptor type j concentration on the host, mi = mpi is the number of ligands of type i on the guest particle, with pi the profile, and Kij are elements of the interaction matrix. We will start from basic statistical mechanics and show what approximations are necessary to arrive at our simplified expression Eq. (22) . Initially we assume that receptors are non-interacting and mobile on the flat host surface and can, therefore, be effectively described as solutes in a 2D ideal solution. Below we also provide a, more tedious derivation, showing that the same result is expected for immobile receptors with fixed but random positions on the host surface. We treat the host membrane as a flat hard surface and the particle coated with flexible polymeric arms, each carrying a ligand. A model of particle endocytosis where the ligands are rigidly attached to the guest particle, but the host membrane is deformable results in the the same free energy expression Eq. (23). Multiple possible combinations of forming bonds are necessary to derive Eq. (22) . However, the bonding flexibility and combinatorics can be achieved in many different ways: flexible ligands, flexible receptors or a deformable membrane with mobile receptors.
In our theoretical treatment the guest particle is modeled as a hard sphere with attached polymeric ligand arms, shown schematically on Figure 1 of the main text. A particle is grafted with a total of m polymer linkers, each linker caries a ligand at the tip. The host surface is a flat hard surface with mobile receptors. To arrive at our simple theory, we make a number of approximations: (i) ligand binding is uncorrelated; bound/unbound state of a ligand will not affect the probability that another ligands binds, (ii) Ligands themselves are non-interacting and their positions are independent, for this to hold we assume a mean field approximation where individual ligand grafting points are uncorrelated and are mobile on a particle surface.
The particle is fixed at a height h above the surface. The configurational free energy ∆G cnf (r i , r a i ) captures the, mainly entropic, effects of displacing the ligand r i with respect to the anchor (grafting) point on the particle r a i * . If the polymer linker is a flexible polymer the ∆G cnf (r i , r a i ) will be approximately a quadratic function of the distance |r i − r a i |. For brevity, we neglect any angular contribution to ∆G cnf (r i , r a i ), we also neglect the effects of the chemical coupling of ligands to the polymer linker and the interactions between the ligand and the particle. All of these contributions will uniformly change ∆G cnf by a constant value and can be fitted from experiments as discussed below.
The bound partition function of a single ligand i with its grafting point at position r a i reads
where we remember e −β∆G i j as the Gibbs free energy interaction matrix from solution, cj is the surface concentration of receptor type j, the integration is performed over the whole surface S with δ(z i ) is the Dirac delta function constraining the z i coordinate of the ligand constrained to lie on the surface z i = 0. The particle can freely rotate, therefore, we proceed by integrating the ligand anchor point over the particle surface, the bound partition function of ligand i with a particle at height h is
with G an integral over the guest particle surface. Note that we have used a normal index i denoting a ligand type. For every particular ligand i that is of the same type i, this integral returns the same value. We implicitly assume an existence of an indicator function that maps every ligand i to its type i. Unbound partition function of the same ligand when the particle is free in solution is
For noninteracting unbound ligands the volume integral V of the ligand position r i does not depend on r a i , therefore, 4πr 2 gp comes from integrating over the guest surface, with rgp the guest particle radius. We neglect that ligands cannot penetrate the surface, therefore, q i u does not depend particle height h. ρ0 = 1M is the standard concentration with respect to the interaction matrix ∆Gij.
The ratio of the partition functions determines the ratio or probabilities of finding a ligand i in the bound state at height h to unbound state
The ligand can be attached to any receptor type j, hence the sum. We have introduced
which measures the configurational (mostly entropic) cost of localising a ligand i at a surface with the particle at height h above the surface. We expect this cost to increase with increasing height h due to the polymeric linker stretching penalty captured by ∆G cnf (r i , r a i ). Therefore, the ligand will have an appreciable probability of being bound only when the particle is within an interaction distance h0 of the surface and binding probability vanishes for large h as q i b (∞) = 0. Figure S1 shows the height distribution profiles p(h) for guest particle obtained from simulations.Ki(h) ∝ p(h) is proportional to the probability distribution.
The partition function of the whole particle at height h is, for noninteracting ligands, simply a product over all ligand types
because each ligand independently can be either in a bound or unbound state and we remember mi as the number of ligands of type i. In order to obtain meaningful predictions for the binding free energy of particle attachment, we must take a ratio of bound to unbound partition functions
which determines the free energy difference ∆F b (h) or the normalised partition function Q b (h) for a particle at height h with respect to a particle free in solution. Eq. (27) shows that this free energy difference is related only to the probabilities of individual ligands being bound or unbound. S1 . Simulation results of height probability distribution for a guest particle with a single formed bond. Different curves correspond to varying ligand chain length lc defined as the number of blobs per ligand chain. The inset shows a representative simulation snapshot of a particle with m = 10 ligands and chain length lc = 4 is the number of soft blobs used to represent the ligand polymer linker. The origin (h = 0) is defined when the particle is touching the surface; when the particle centre-of-mass is located at radius R above the surface. The particle radius is R = 3r b with r b the blob radius. The average height is found at h /R = [0.61, 0.99, 1.58, 2.77] for the four different chain lengths lc = [1, 2, 4, 9] . System size is 10R × 10R in the lateral directions with receptor concentration c T = 1/R 2 , p1 = c1/c T = 0.5.
In practice, the relevant measure is the free energy of a bound particle at a surface, hence the above equations needs to be integrated over particle height h to obtain an integrated partition functionQ b . We need some sort of a cutoff specifying how we determine a bound particle. One possibility is to consider only particles with at least a single bound ligand
another option is to consider all particles within a cutoff height h cutof
[32]
For sufficiently large h cutoff such that Q b (h > h cutoff ) ≈ 1 and dilute solutions (negligible probability to find a particle with no formed bonds within h cutoff ) the two forms will return the same value forQ b . We chose the second expression Eq. (32) as our definition of chose as it conveniently enables write the free energy as a sum over individual ligand contributions. In the previous work (5,6,7,18) an alternative definition Eq. (31) was used. The total free energy change of binding a guest from solution to a surface depends on the surface area size A
where ∆Fns includes any non specific surface-guest interactions, i.e. interactions that are not mediated by ligand/receptor binding, ρ0 and NA are the standart concentration and Avogadro's constant, respectively. To arrive at the expression so far we have only assumed that individual ligands bind independently and are non-interacting. In order to obtain our simple analytical model Eq. (22) we must also approximateKi with a block function of height h0:
where e −β∆G cnf i is the integrated configurational cost of binding a ligand to a surface. Zero height (h = 0) is defined when the guest particle touching the surface. We define e −β∆G cnf i and h0 using the zeroth and first moment ofKi(h)
[36]
Gaussian-like distributions ( Figure S1 ) are approximated with a single block of size h0 = 2 h which defines the guest -surface interaction range. The factor 2 ensures that the calculation is self-consistent: if we insert the block approximation Eq. (34) into the above definition we recover the same value for h0. Using the above approximation Eq. (34) in Eq. (32) the integration becomes trivial and we obtaiñ
In what follows, we chose the cutoff height equal to the interaction range h cutoff = h0. In a practical experiment the cutoff will most probably be determined by a particular technique used to measure the surface density of adsorbed particles. h cutoff should not be smaller than the interaction range h0. On the other hand, for very large h cutoff , the term h cutoff − h0 cannot be neglected. However, this will only introduce a constant offset in the measured adsorbed density. Finally, we define the equilibrium constant
which includes both the configurational Eq. (35) and the association ∆Gij terms. The guest -surface interaction free energy due to bond formation can now be written in a simple form
[39]
We also decompose the total free energy change Eq. (33) into binding part ∆F b and ∆F0 which captures the free energy of an unbound particle within lattice size of area A and height h0:
where in the last step F0 can be decomposed into non-specific interactions part ∆Fns and log(Ah0ρ0NA) is the translational entropy of an unbound particle within h0.
Alternative Mean-field definition. Rather than using a series of approximations in the above derivation, we can simply postulate Eq. (39) as the mean-field approximation for the free energy of the real system. Optimal values for the interaction range h0 and ∆G cnf i are determined by fitting Eqs. (39, 38) to experimental (or simulation) data. h0 determines the height cutoff within which an unbound guest particle must diffuse such that ligands can be treated as independently forming bonds with surface receptors.
The optimal cutoff interaction range h0 can be obtained from simulations by calculating the free-energy profiles as a function of the number of formed bonds λ. Figure S2 shows such profiles for various choices of h0 and two polymer lengths: a) lc = 1 and b) lc = 4. Evidently, changing h0 affects the free energy of forming the first bond, however, for subsequent bonds the slope of free energy profiles is independent of h0. To illustrate this Figures S2c),d) show the corresponding second order difference F (λ) = F (λ + 1) + F (λ − 1) − 2F (λ). Second order difference is a very useful measure because it does not depend on the individual ligand binding strength; that is as long as the binding strength is a constant for all ligands. In the case studied the ligand profile and interactions strengths follow the design rules from the main text: j cjKij + 1 = e λp for all ligands and analytical theory Eq. (39) results in
[41]
We note the distinction between the number of formed bonds λ and the Lagrange multiplier λp which defines the overall bonding strength; these particular characters are used for legacy reasons. Taking the second order difference we find
where we remember m as the number of ligands on a particle. Comparing simulation results to the theory ( Figures S2c),d) ) the optimal value for h0 can be obtained when the theoretical result matches simulations for the second order difference around λ = 1. The optimal h0 is h0 = 3r b for single blob ligands and h0 = 7r b for longer 4-blob ligands, with r b the blob radius.
Our previous estimate at the effective interaction range h0 using the first moment Eq. (36) was larger: h0 = 3.66r b and h0 = 9.48r b for the shorter lc = 1 and longer lc = 4 ligands respectively. The first moment definition Eq. (36) provides a practical route to estimate h0 without the need for free energy calculations. Alternatively, h0 could simply be fitted from experiments as outlined below. Analytical model assumes uncorrelated (independent) ligand binding. h0 can always be chosen such such that the first and second bond are (or appear to be) uncorrelated. However, tuning h0 only affects the first bond, subsequent bonds will generally show deviation from the mean-field uncorrelated model. Binding is cooperative (with respect to the uncorrelated ligand binding) if the free energy is below the theoretical value and anti-cooperative above it. Figure S3a) illustrates that, for the guest particle model, the binding becomes cooperative at medium bond numbers (λ ≈ 5) anti-cooperative at larger number of formed bonds (λ ≈ 9). We speculate that such anti-cooperativity is caused by ligand-ligand repulsion. Furthermore, as can be seen on Figure S3b ), cooperivity in simulated guest particle binding leads to a small increase in the free energy curvature as compared to the uncorrelated theory. The same data is also used to obtain selectivities S (i.e. the relative curvature of the free energy) as shown on Figure 5 of the main text. The curvature is obtained by calculating a second order difference around the minimum as
, with ∆c = 0.1cT and F b (c * ) is the minimum.
Langmuir adsorption. The free-energy expressions obtained above can be used with Langmuir adsorption model to calculate the experimentally relevant observable; the surface coverage with guest particles. Langmuir model assumes independent adsorption sites and at most a single particle per site, therefore the area A in Eq. (40) must be the excluded area of an adsorbed guest particle. The guest -host avidity association constant is
[43] gives the number of adsorbed particle per lattice site area A, ρ is the concentration of guest particles in solution. If the solution cannot be treated as ideal, the activity of guest particles should be used instead of concentration. This Langmuir isotherm is shown on Figure 4 of the main text, with the excluded area A = (2R + 2r b ) 2 assuming the guest has an effective radius of particle R and the polymeric ligand blob size r b . The interaction range h0 = R for single blob ligands from Figure S2. 
Guide to fitting experiments
In a given multivalent system (e.g. a multivalent particle, linear polymer, star polymer, etc.), we assume that the association matrix between individual ligand-receptor types in solution, ∆Gij or the affinity matrix K ij A = e −β∆G ij , is known. In principle we could then calculate the binding free energy, or equivalently, the avidity association constant of an adsorbing multivalent entity
with ρ0 = 1M the standard concentration. In practice, however, both the zero-bond free energy ∆F0 = ∆Fns−kBT log(a 2 h0ρ0NA) and the configurational contribution e −β∆G cnf i ρ 0 h 0 might be difficult to calculate. But, they could simply be fitted from experiments. A natural starting point is to neglect non-specific interactions (∆Fns = 0) and assume that the multivalent guest can be described using the "cloud of ideal ligands" approximation. This approximation only takes into account translational entropy contribution and assumes that unbound ligands can freely explore the entire volume a 3 that is occupied by the multivalent guest; a 3 is the volume of the ligand 'cloud'. For example, in the case of flexible multivalent polymers this volume is equal to the effective volume of the polymer a 3 = 4π 3 R 3 g , with Rg the polymer radius of gyration. In the case of a particle based multivalent guests the volume a 3 should match the excluded volume of the particle. Within the "ideal ligand cloud" approximation we obtain h0 = a and ∆G cnf i = 0. Using this approximation and Eq. (38) we rewrite the expression for the binding avidity of the multivalent guest and introduce two fitting constants
[46]
Where we remind ourselves that a is the lateral size of the multivalent guest, cj the surface molar concentration of receptor of type j on the host, K ij A the interaction matrix specifying affinity equilibrium constants between a ligand type i and receptor type j from solution and mi is the ligand valency; the number of ligands of type i on the multivalent guest. The above expression, therefore, predicts the binding avidity depending on the physico-chemical properties of the multivalent guest and the surface concentration of receptors.
The two dimensionless fitting constants Azero and A cnf capture the deviation of the real system from our "cloud of ideal ligands" estimate. Both fitting constants should be viewed as simple correction factors, however, the values of the correction factors need not be close to unity. Previous experiments on hyaluronic acid based multivalent polymers from Refs. (6, 7) determined the equivalent correction factor U poly = 4.6kBT , which is related to A cnf = e −U poly /k B T .
Moreover, the ratio
is related to the widely used "effective molarity" approach in rationalising multivalent interactions (19) (20) (21) (22) . The number of receptors within interaction area a 2 that a multivalent guest "sees" is n j R = a 2 NAcj, therefore, the second term in Eq. (46) can be rewritten by defining the effective molarity EM = A cnf a 3 N A which measures the configurational contribution of binding between a ligand and a particular receptor within interaction distance a.
Equivalently, some authors (11) fit the effective volume V ef f = 1/EM and the 0-bond dissociation constant KD0 = ρ0e
Poisson fluctuations undermine specificity
We expect that, in practice, any nanoparticle fabrication technique will introduce some heterogeneity or poly-dispersity of the multivalent guest properties. For example, if the ligands are grafted to the particle or polymer by a purely random (Poisson) process, the ligand positions will be distributed on the particle uniformly at random. Moreover, the number of ligands of a specific type per particle will also vary and we expect it to be Poisson distributed. Multivalent guests will, therefore, exhibit heterogeneous binding. In this case it is instructive to calculate the expected value for the bound partition function. We average our expression for the partition function Eq. (39) over the Poisson distribution of the ligands on the particles
where Q b (m, c, K) is the bound partition function from Eq. (39) and we explicitly wrote as a function of the ligand profile m, the receptor composition c ahe interaction matrix K. We assume that every ligand type valency mi is Poisson distributed with meanmi,m denotes the mean ligand profile vector and
[·] is a nested sum over all mi. Inserting Eq. (39) into the expression above and swapping the product and summation order we get
where the inner sum can be recognised as the Taylor expansion for the exponential function. Therefore, the final result can be written as a product of independent exponential functions
[49]
We call this form the double exponential form because inserting Eq. (38) would yield a double exponential dependance on the bond free energy ∆Gij. The total binding free energy of this system becomes simply a sum over all possible bond pairs
[50]
In the last form on the right is cast using matrix algebra withm T being the transpose of vectorm. We stress that for Poisson distributed ligands the binding free energy evidently becomes linear in the receptor composition c. Therefore, the binding free energy can never exhibit a minimum at an arbitrarily chosen composition c0, regardless of the the ligand profile m and the interaction matrix K. Hence, for composition specific targeting we need a precise control over multivalent guest fabrication process and synthesis. Multivalent guests must have a well-defined ligand profile with fluctuations in the profile much smaller than the expected Poisson fluctuations. An ensemble of guests with Poisson distributed ligands is not sufficiently selective for specific receptor composition targeting. Therefore, it appears that DNA origami constructs (24) , where the geometry of the nano-construct can be almost exactly controlled, would be best suited for receptor composition targeting.
Endocytosis multivalent theory
Receptor-mediated particle endocytosis is a slightly more intricate process than mere adsorption. In fact, adsorption to the membrane is usually only the first step, upon which, endocytosis may proceed. Passive endocytosis is a concerted action of membrane bending, receptor recruitment and attachment, neck formation and snapping. We will not try to characterise individual steps in this process. Rather, we only calculate the total free energy which is the main driving force and determinant of passive endocytosis. We show that the free energy change upon receptor-mediated passive endocytosis is governed by the same expression Eq. (23) as multivalent adsorption.
For the derivation we assume that receptors are mobile within the fluid membrane and endocytosis is slow compared to lateral receptor diffusion, hence, membrane receptors remain in a quasi-equilibrium with the ligand-decorated particle during endocytosis. The free energy change of such process ∆F will be exactly the same as if, the particle is first endocytosed without any receptors present, and subsequently the endocytose membrane shell is put in a contact with a reservoir of membrane receptors. Similarly to Eq. (40) the free energy decouples
[51]
∆F0 is the no-receptor endocytosis free energy change, it includes the bending penalty and any membrane-particle interactions that are not mediated by receptors. ∆F b captures all ligand-receptor interactions. We assume that adding receptors does not change the physical properties of the membrane; elastic moduli are constant. Therefore ∆F0 is a constant independent of receptor compositions. The only remaining step is to show that the receptor interaction part ∆F b is given by Eq. (23) . Individual ligands attached on the guest particle are in contact with a bath of membrane receptors. Therefore, akin to Eq. (1) in the main text, we can immediately write the ratio of bound-to-unbound grand partition functions for a single ligand
where the sum proceeds over all receptor types j. We remember cj denotes receptor concentration, K A ij the dimerisation affinity matrix from solution, ∆G cnf i is the configuration free energy change upon bond formation and h0 the length scale. The configurational part ∆G cnf i captures possible effects like of pinning the membrane (25) to the particle upon bond formation; effects not present in the solution dimerisation equilibrium constant K A ij . The length scale h0 is the thermal roughness (i.e. the root mean square membrane fluctuations in the radial direction) of the wrapped membrane with no bonds present.
Unless strong non-linear pinning effects are present, the correlations between different ligand attachment can be neglected. Therefore, the total partition function of a wrapped guest particle can be written as product over individual ligands. By defining the effective interaction matrix Kij = K A ij e −β∆G cnf i h 0
we obtain a familiar expression
which is identical to Eq. (39). To derive the above result we presumed that endocytosis is slow compared to lateral receptor diffusion and receptor-ligand binding equilibrates. However, the above expression remains if we relax this assumption. In the opposite limit (slow receptor diffusion) receptors cannot equilibrate and their number is effectively fixed on any given membrane patch. One need only follow the same derivation as in section "Free energy derivation for immobile receptor" above to show that Eq. (53) gives the average partition function for slowly diffusing, but randomly distributed, receptors. Since both limits return the same answer, any intermediate ratio between endocytosis rate and receptor diffusion must result in the same expected value for the binding partition function Eq. (53). Figure S4 shows that optimal value of the binding strength λp is independent of the cross-binding terms in K, however, selectivity is diminished. Figure S4b ) also shows how the optimal ligand profile differs from our simple design rule (guest profile should match the composition: pi ∝ ci) if the cross-binding is strong and the interaction matrix K is not symmetric. In the particular example on Figure S4b ), the type 1 ligand can bind to both receptor types, but the type 2 ligand can only bind to receptor type 2:
Supporting results
with the relative cross-binding term κ12 = K 12 K 11 . Thus far the total concentration of receptors cT was kept fixed. In Figure S5 we show how varying the total receptor concentration effects guest binding. As expected, increasing the overall receptor concentration (at fixed composition c) will always lead to stronger interaction. Therefore, the total receptor concentration on a targeted cell should not be orders of magnitude smaller compared to un-targeted cells. As a rule of thumb: For any un-targeted cell, there must exist at least one receptor type that is over-expressed on a targeted cell compared to the un-targeted cell. Specific cell-targeting based on receptor recognition is only possible when this condition is satisfied, see Figure 1 of the main text for a pictorial representation.
Simulation results of guest adsorption presented in the main text ( Figure 4) were performed with mobile receptors and ligands. Figure S6 shows that mobility is not necessary for composition targeting. Keeping either ligands or receptors (or both) immobile retains the selectivity.
Further numerical optimisation.
In our analytical treatment we required that the free energy must be a minimum with respect to the variation of the ligand profile (Eq. (5) in the main text). As already discussed, this might be desirable in practice, but is in principle not a necessary constraint. Removing the constraint somewhat increases the selectivity. Figures S7 and S8 shown the comparison between our reference solution determined by the design rules and the optimal unconstrained solution obtained numerically. Both Figures clearly show that the further optimisation results in a more skewed ligand profile and binding strengths. This solution might be unpractical and hard to realise in a fabrication process while the optimal selectivity 
Polymer coated particle model
The multivalent particle model used in Monte Carlo simulations is an extension of the model from Ref. (5) . Guests are represented as hard spheres with attached polymeric ligands using a coarse-grained polymer model (16) . A polymer is represented with a series of Gaussian soft blobs connected with harmonic springs. A great feature of the soft blob model are transferable potentials, we can represent a given polymer by many small blobs, a few larger ones or a single large blob and the interaction potentials do not change. Each polymer chain is represented by N b soft repulsive blobs with radius of gyration r b that are connected via harmonic springs
with kBT the thermal energy and r the centre-to-centre distance. The blob-blob interaction is described as a Gaussian repulsion while the blob-surface interaction is modelled as an exponential repulsion:
[57]
where r is the perpendicular distance between the blob centre-of-mass and a hard surface. The same potential is also used for blob-particle repulsion. This model accurately describes flexible self-avoiding-walk (SAW) polymers in the scaling regime Polymers are attached to an anchoring point on a particle surface with a tethering potential (27) U tether = 0.75 kBT (r/r b ) 2 [58]
which captures the entropic penalty of tethering a flexible polymer to an impenetrable flat surface. The anchoring points can either have fixed positions or the anchors are free to diffuse on the guest surface. Figure S9 presents the ligand coated guest particle model. Polymer conformations are sampled using standard Monte Carlo single-blob translational moves. The grand-canonical part of the algorithm (insertion and deletion of guest particles) is employed via Rosenbluth-sampling with configurational bias (28) . Because multiple polymers can be grafted to a single particle, the Rosenbluth weight of the particle with all tethered polymers must be calculated as Wtot = i Wi, with Wi the Rosenbluth weight of individual polymers.
Unless explicitly noted, all simulations were performed with both mobile receptors and ligand anchors. For a single guestsurface interaction, if the dynamical distribution of mobile ligand positions on each guest matches the distribution of fixed ligands on an ensemble of guests and ergodicity is obeyed, the mobile and immobile cases will result in the same average interaction free energy:
where F f ix (r a ) is the free energy for given guest with anchor positions r a . When averaged over an ensemble of guests with different random distributions of r a we recover the free energy obtained for a single guest with mobile anchors F mobile . The same argument holds for receptor mobility.
Monte Carlo sampling of valence-limited interactions.
Valence limited interactions are employed similarly to polymer adsorption model in Ref. (7) . Further examples of modelling valence limited interactions can be found in Refs. (5, 29, 30) . The last blob in a polymer chain carries a ligand. Hence, guest particle can be viewed as having multiple ligand arms that can "grab" the receptors. The ligand carying blob is identical to other blobs except that it can attach to receptors with binding free energy ij + U bond , where ij is a constant interaction matrix specifying interactions between all ligand/receptor types. Tethering potential U bond = U tether (Eq. (58)) captures the bond stretching penalty. Binding is valence limited, one receptor can bind to only a single ligand and vice versa. Receptors are modelled as immobile point-like objects that are randomly distributed on a hard impenetrable surface, there are no interactions between blobs and receptors other then ligand-receptor binding.
A particular state in our simulations is determined by the vector positions of all blobs and arrangement of ligand-receptor bonds. For efficient sampling of states we employ two types of Monte Carlo moves: particle insertion/deletion moves, and single blob/particle translational moves integrated with ligand-receptor binding. Only non-bound guests can be inserted or Fig. S9 . Simulation snapshot outlining the multivalent guest particle model. The particle is the large sphere, 10 white anchoring points are fixed on the particle's surface. Each anchor has a polymer tethered to it, where polymers are modelled as a series of red blobs connected into a chain. The last blob represents the ligand. 2 distinct ligand types are shown coloured cyan (type 1) or blue (type 2).
deleted. Each adsorption simulation started with an empty box and lasted for about ≈ 10 10 MC cycles, where in each cycle we randomly select to either insert or delete a particle (with probability p ins−del = 1/(mN b + 1)) or move a single blob (with probability p hop = mN b /(mN b + 1)), with mN b the total number of blobs per guest. In the adsorption simulations the average number of bound guest particles was determined by averaging over the second half of the simulation run time.
In order to speed up the sampling of the polymer conformations the binding between ligands and receptors is integrated within the blob translational moves. This overcomes the bottleneck which arises when individual blobs are strongly bound to surface receptors. A ligand blob is chosen uniformly at random and all its ligands are made unbound. The binding partition function which counts all possible binding arrangements of ligand i is a sum over all receptors
[60]
with the bond stretching penalty given by U bond = U tether Eq. (58). The first term on the right (1) captures the unbound ligand state. In our simulation implementation only free receptors within a distance cutoff r bondcut = 5r b are considered. A new trial position for the given blob is considered and its new internal binding partition function q n b is calculated. The move is then accepted with probability
where Uo and Un are the old and new potential energies of the system determined by Eqs. (55, 56, 57, 58). Regardless of whether the move was accepted or not the blob of interest is still unbound. We now randomly choose a binding state proportional to its Boltzmann weight directly from the partition function q o i (rejected move) or q n i (accepted move).
Free energy derivation for immobile receptors
In the case of mobile receptors the expression for the bound partition function of a multivalent particle to the receptor decorated membrane is given by Eq. (39). Here we show that the same expression is obtained as an expected value even when receptors have fixed positions (for example, due to being attached to the cytoskeleton), provided that receptors are randomly distributed and the surface coverage with guest is small. We start with the bound partition function of a multicomponent guest binding to a receptor decorated host surface. The positions of receptors and ligands are designated with vectors rR and rL, respectively, nR and m are the total number of receptors and ligands, respectively. As before, we will denote individual ligands with a prime i and individual receptors with j , therefore, r j designates a position of receptor j and r i a ligand i position. We will use a convention that a prime on a script i denotes a particular binder, while a standard subscript i refers to the type of a binder.
The partition function counting all possible binding configurations for fixed positions of receptors and ligands is a sum over all possible number of bonds λ, and a sum over all possible configurations with λ bonds, s(λ). The i j (s) e −β∆G ij e −β∆G cnf (r i ,r a i ) is the Boltzmann factor, with ∆G cnf (r i , r a i ) the configurational contribution to the bond already discussed in detail above. We have assumed that individual bonds are uncorrelated and the Boltzmann factor is factorised by individual bonds i j (s) present in the given binding configuration s. The pair {i j } defines a bond. We implicitly assume an existence of an indicator function mapping any individual i or j to their type i or j; we write ∆Gij, not ∆G i j .
The bound partition function of a single ligand linker grafted at position r a i and bound to a specific receptor j is q b (r a i ; r j ) = e −β∆G ij e −β∆G cnf (r j ,r a i ) .
[62]
In the bound state the location of the ligand position r i = r j is the same as the location of the receptor. Similarly to the mobile receptor case above Eq. (25), we proceed by integrating the ligand anchor point over the particle surface, the bound partition function of a ligand of type i bound to receptor j with the (nano)particle at position rnp is
with C an integral over the particle surface and an index i only means that, when integrated over the particle surface, any ligand of type i will yield identical bound partition function. The unbound partition function q i u is not affected by receptor mobility and is given by Eq. (26) derived above for the mobile receptors case. The ratio of partition functions determines the ratio of probabilities of ligand i being bound to a particular receptor j to being unbound rnp) ) .
[64]
Note that this ratio depends on the exact position of the particle rnp, not only on the particle height h. We have used the Avogadro's number NA in the denominator because q i u was defined with molar units Eq. (26) via the standard concentration ρ0. e −β∆G cnf (r j ,rnp) is the integrated configurational cost of forming a bond to a receptor j with respect to the unbound state, for a particle at position rnp.
The partition function of the whole particle at position rnp, normalised by the unbound particle in the solution can be written as where the delta function δ(znp − h) keeps the particle at specified height h. This is a very hard expression to evaluate: firstly, we must explicitly consider all possible bonding arrangements for each and every particle position rnp, we cannot assume independent binding as in the mobile case Eq. (30) because a ligand bound to specific receptor j will prevent another ligand from binding to the same receptor. Secondly, we must integrate over the whole surface.
To form a connection between mobile and immobile receptors we essentially make use of the ergodic hypothesis: the time average of mobile receptors binding to a guest particle (and hence the spatial average over all receptor positions) will be the same as the spatial average over all possible particle positions on the surface with immobile, but randomly distributed receptor
with n the total number of receptors within the surface S. For an infinitely large surface the two integrals will yield an identical result, on the other hand, in a finite sized system with a given rR the relation is only approximate. However, the integral over mobile receptors (left hand side of Eq. (67)) will always yield an expected value for Q b (h, rR) if only the number density of immobile receptors, but not their exact positions rR, is known. In the following, we will focus on evaluating the left hand side integral Eq. (67) for an infinitely large surface and prove that it equals to Eq. (30), in this way we also show how a mobile receptor system can be derived by starting from fixed receptor positions rR. The integral over all receptor positions factorises e −β∆G ij 1 S S e −β∆G cnf (r j ,rnp) dr j , we have used Eq. (65) and converted a sum in the exponential into a product of exponentials. Because the integral over receptor positions decouples, we only need to consider the bound receptors, all unbound receptors contribute a factor of 1 as we use a normalised Eq. (65) partition function. Using Eq. (64) we recognise the integral on the right hand side is the same as Eq. (28) which returns a similar expression to Eq. (65), however, explicit dependance on the guest particle and specific receptor positions has been integrated out. The product can now be factorised over types {ij}. The surface area S should be large enough such that the probability of a particle forming bonds outside this area is negligible, as we shall see below, the expected value of Q b (h) depends on the receptor density n S , and not on the value of S used in the calculation. Eq. (69) is still very hard to evaluate because we must consider all possible bonding arrangements between n receptors.
The total number of possible bonding arrangements s(λ) can be written in terms of the multinomial distribution. We define the number of states Ω for a given number of formed bonds between ij ligand/receptor types λij. Note that λ is a matrix. The partition function is a sum over all possible matrices λ
[70]
where, for clarity of expressions below, we have defined an effective bond strength as to account for all possible states of distinct bonding arrangements. We note that the maximum term in each sum is set to mi the number of ligands of type i on the particle, this choice was made for later convenience. As we will see below the density of states Ω will be defined to vanish whenever the number of bonds exceeds the number of receptors: Ω = 0, if there exists a receptor type j such that i λij > nj. because we need to choose λ bonds out of n receptors, λ bonds out of m ligands and there are λ! ways of binding the chosen receptors/ligands together. We are focusing on the case of a guest particle binding to a host cell, cell being much larger than the particle. The most unbiased assumption we can make for randomly distributed receptors on a host cell, is that the distribution of receptors will be Poisson † distributed within every chosen surface S. Therefore, we now Poisson average the partition function Eq. (73) over the number of receptors [75] † strictly, the distribution will be binomial
