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Classification of linearly compact simple rigid superalgebras
Nicoletta Cantarini∗ Victor G. Kac∗∗
Abstract
The notion of an anti-commutative (resp. commutative) rigid superalgebra is a natural gen-
eralisation of the notion of a Lie (resp. Jordan) superalgebra. Intuitively rigidity means that
small deformations of the product under the structural group produce an isomorphic algebra.
In this paper we classify all linearly compact simple anti-commutative (resp. commutative) rigid
superalgebras. Beyond Lie (resp. Jordan) superalgebras the complete list includes four series
and twenty two exceptional superalgebras (resp. ten exceptional superalgebras).
Introduction
The Killing-Cartan classification of simple finite-dimensional Lie algebras over an algebraically
closed field F of characteristic 0 and Cartan’s classification of simple infinite-dimensional Lie al-
gebras of vector fields can be viewed as two parts of the classification of simple linearly compact
Lie algebras. (Recall that a topological algebra is called linearly compact if the underlying topo-
logical vector space is linearly compact, i.e., it is isomorphic to the topological direct product of
finite-dimensional vector spaces with the discrete topology). Thus, a complete list of simple linearly
compact Lie algebras consists of classical finite-dimensional series: slm, som, spm (m even), five
exceptional (finite-dimensional) Lie algebras: E6, E7, E8, F4, G2, and four infinite-dimensional
series of Lie algebras of formal vector fields: Wm, Sm, Hm (m even) and Km (m odd).
This classification was extended to the Lie superalgebra case in [10] and [12]. A complete list of
simple linearly compact Lie superalgebras consists of classical finite-dimensional series sl(m,n)/δm,nI,
osp(m,n) (which include the classical Lie algebra series when m or n are 0), two “strange” series
p(n), q(n), three exceptional finite-dimensional Lie superalgebras D(2, 1;α), F (4), G(3), in addition
to the five exceptional Lie algebras, eleven series of Lie superalgebras of vector fields (which are
finite-dimensional if m = 0): W (m,n), S(m,n), H(m,n) (m even), K(m,n) (m odd), HO(m,m)
(m ≥ 2), SHO(m,m) (m ≥ 3), KO(m,m + 1) (m ≥ 1), SKO(m,m + 1;β) (m ≥ 2), S˜(0, n)
(n ≥ 4, even), SHO∼(m,m) (m ≥ 2, even), SKO∼(m,m+1) (m ≥ 3, odd) (which include the Lie
algebra series Wm =W (m, 0), Sm = S(m, 0), Hm = H(m, 0), Km = K(m, 0)), and five exceptional
infinite-dimensional Lie superalgebras: E(1, 6), E(3, 6), E(3, 8), E(4, 4), E(5, 10).
Closely related, via the Tits-Kantor-Koecher (TKK) construction, is the classification of simple
linearly compact Jordan superalgebras, obtained in [4]. It is based on the observation that isomor-
phism classes of such Jordan superalgebras correspond bijectively to conjugacy classes of short sl2
subalgebras in the Lie superalgebra DerL of continuous derivations of a simple linearly compact
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Lie superalgebra L. Recall that an sl2 subalgebra of a Lie superalgebra is called short if it has a
basis e, h, f , such that [h, e] = −e, [h, f ] = f , [e, f ] = h and the only eigenvalues of adh on L are
0,1 or −1. Given such a subalgebra in DerL, the corresponding simple Jordan superalgebra is the
−1-eigenspace J of adh in L, endowed with the product
(0.1) a ◦ b = [[f, a], b], a, b ∈ J.
The complete list of simple linearly compact Jordan superalgebras consists of classical finite-
dimensional series gl(m,n)+, osp(m,n)+ (n even), (m,n)+ (n even), two “strange” series p(n)+,
q(n)+, the series JP (m,n) (which is finite-dimensional ifm = 0), four finite-dimensional exceptional
superalgebras E, F , Dt, K, and two exceptional infinite-dimensional superalgebras, JCK and JS.
The finite-dimensional part of this classification goes back to [1] and [11] in the non-super and
super cases respectively.
The constructions of finite-dimensional classical and “strange” series of Lie and Jordan super-
algebras are parallel and very simple. Recall that all finite-dimensional associative simple super-
algebras consist of two series: mat(m,n) (the superalgebra of endomorphisms of the superspace
Fm|n) and, in the case m = n, its subalgebra qmat(n, n), consisting of matrices commuting with the
matrix
(
0 1
1 0
)
. Given an associative superalgebra A, one denotes by A− (resp. A+) the space
A with the product
(0.2) [a, b] = ab− (−1)p(a)p(b)ba (resp. a ◦ b = ab+ (−1)p(a)p(b)ba).
Here and further, p(a) ∈ Z/2Z denotes the parity of a ∈ A. Then sl(m,n)/δm,nI (resp. q(n))
is the derived algebra divided by the center for mat(m,n)− (resp. qmat(n, n)−) and gl(m,n)+ =
mat(m,n)+. The Lie (resp. Jordan) superalgebra osp(m,n) (resp. osp(m,n)+) is the subalgebra of
skewsymmetric (resp. symmetric) endomorphisms inmat(m,n)− (resp.mat(m,n)+) with respect to
a non-degenerate even supersymmetric bilinear form on Fm|n. The Lie (resp. Jordan) superalgebra
p(n) (resp. p(n)+) is the derived algebra divided by the center for the subalgebra of skew-symmetric
endomorphisms in mat(n, n) (resp. the subalgebra of symmetric endomorphisms) with respect to
an odd non-degenerate bilinear form on Fn|n. Finally, (m,n)+ = Fe⊕F
m|n, where e is the identity
element and a ◦ b = (a|b)e for a, b ∈ Fm|n, where (·|·) is an even non-degenerate supersymmetric
bilinear form on Fm|n.
The series JP (m,n) is obtained from the generalized Poisson superalgebras P (m,n) via the
following Kantor-King-McCrimmon (KKM) construction [13], [14]. Recall [4] that a generalized
Poisson superalgebra P is a unital commutative associative superalgebra, endowed with a Lie
superalgebra bracket {·, ·}, satisfying the generalized Leibniz rule
(0.3) {a, bc} = {a, b}c + (−1)p(a)p(b)b{a, c} +D(a)bc,
where D(a) = {1, a}. The associated Jordan superalgebra is JP = P ⊕ P¯ , where P¯ is a copy of P
with reversed parity, endowed with the following Jordan product, where a, b ∈ P , a¯, b¯ ∈ P¯ :
(0.4) a ◦ b = ab, a¯ ◦ b = ab, a ◦ b¯ = (−1)p(a)ab, a¯ ◦ b¯ = (−1)p(a){a, b}D ,
where {a, b}D = {a, b} −
1
2(aD(b)−D(a)b).
The KKM construction allows one to derive a classification of simple linearly compact gener-
alized Poisson superalgebras from that of simple linearly compact Jordan superalgebras [4]. The
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result is that, up to gauge equivalence, any such generalized Poisson superalgebra is one of the
P (m,n). Recall that a bracket {a, b}ϕ = ϕ−1{ϕa,ϕb}, where ϕ is an even invertible element, is
called gauge equivalent to the bracket {·, ·}. Also, the generalized Poisson superalgebra P (m,n)
is the associative commutative superalgebra of formal power series in the even indeterminates
p1, . . . , pk, q1, . . . , qk (resp. p1, . . . , pk, q1, . . . , qk, t) if m = 2k (resp. m = 2k + 1) and in the n odd
indeterminates ξ1, . . . , ξn, endowed with the bracket:
(0.5) {a, b} =
k∑
i=1
(
∂a
∂pi
∂b
∂qi
−
∂a
∂qi
∂b
∂pi
) + (−1)p(a)
n∑
i=1
∂a
∂ξi
∂b
∂ξi
+ (2− E)(a)
∂b
∂t
−
∂a
∂t
(2− E)(b),
where E =
∑k
i=1(pi
∂
∂pi
+ qi
∂
∂qi
) +
∑n
i=1 ξi
∂
∂ξi
(the last two terms in (0.5) vanish if m is even).
Our first basic idea is to generalize the notion of a Jordan superalgebra as follows. Note that a
commutative superalgebra is a vector superspace J together with an even element µ ofHom(S2J, J),
so that a ◦ b = µ(a⊗ b). Define the structural Lie superalgebra Str(J, µ) as a subalgebra of the Lie
superalgebra End(J, J)− generated by all operators of left multiplication µa(b) = µ(a⊗ b), a ∈ J ,
and denote by R(J, µ) the minimal submodule of the Str(J, µ)-module Hom(S2J, J), containing
µ. One of the basic properties of a Jordan superalgebra is [11]
(0.6) R(J, µ) = Str(J, µ)µ+ Fµ.
Note that in the case J is a finite-dimensional Jordan algebra, R(J, µ) is the span of the orbit of Fµ
under the structural group, and property (0.6) means that this orbit is dense in R(J, µ). Thus, (0.6)
means a certain rigidity property, namely, “small” deformations of the product by the structural
group produce an isomorpic algebra.
We define a commutative rigid superalgebra to be a commutative superalgebra (J, µ), satisfying
(0.6). The first result of our paper is
Theorem 0.1 Any simple linearly compact commutative rigid superalgebra, which is not a Jor-
dan superalgebra, is isomorphic either to one of the five infinite-dimensional superalgebras JS1,1,
JSHO2,2, JSKO1,2, JS
α
1,8 for α = 0, 1, or to one of the five finite-dimensional superalgebras JS0,2,
JW0,4, JW0,8, JS0,8, JS0,16.
In order to explain the construction of the superalgebras appearing in the statement of Theo-
rem 0.1, introduce some notation. Given a commutative associative superalgebra A and its deriva-
tion D, denote by AD the vector superspace of derivations of A of the form fD, where f ∈ A.
Given even derivations Di of A and elements fi ∈ A (i = 1, 2), let
(0.7) [f1D1 , f2D2]± = f1D1(f2)D2 ± (−1)
p(f1)p(f2)f2D2(f1)D1.
Given odd derivations Di of A and elements fi ∈ A (i = 1, 2), let
(0.8) [f1D1 , f2D2]+ = f1D1(f2)D2 + (−1)
p(f1)+1)(p(f2)+1)f2D2(f1)D1
Recall that the product [fD, gD]+ defines on AD a Jordan superalgebra structure for any odd
derivation D of A [4, Example 4.6].
Our first example is JS1,1 = F[[x]]
d
dx with the product
(0.9) f
d
dx
◦ g
d
dx
=
[
f
d
dx
, g
d
dx
]
+
,
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which we call the Beltrami algebra.
We shall denote by A¯ a copy of A with reversed parity, and by a¯ ∈ A¯ the element corresponding
to a ∈ A.
The next example is JSHO2,2 = F[[p, q]]
∂
∂p ⊕ F[[p, q]] with the product (f, g ∈ F[[p, q]] , f¯ , g¯ ∈
F[[p, q]]):
(0.10) f
∂
∂p
◦ g
∂
∂p
=
[
f
∂
∂p
, g
∂
∂p
]
+
, f
∂
∂p
◦ g¯ = f
∂g
∂p
, f¯ ◦ g¯ =
(∂f
∂p
∂g
∂q
−
∂f
∂q
∂g
∂p
) ∂
∂p
.
The next example is JSKO1,2 = F[[x]]
d
dx ⊕ F[[x]] with the product (f, g ∈ F[[x]] , f¯ , g¯ ∈ F[[x]])
(0.11) f
d
dx
◦ g
d
dx
=
[
f
d
dx
, g
d
dx
]
+
, f
d
dx
◦ g¯ = f
dg
dx
, f¯ ◦ g¯ = 2
[
f
d
dx
, g
d
dx
]
−
.
The remaining two infinite-dimensional examples are JSα1,8 for α = 0, 1, constructed as follows.
Let A = F[[x, ξ1, ξ2]], where ξ1 and ξ2 are Grassmann indeterminates, and let
D1 =
∂
∂ξ1
+ ξ1
∂
∂x
+ αξ2
∂
∂x
, D2 =
∂
∂ξ2
+ xξ2
∂
∂x
− ξ1ξ2
∂
∂ξ1
.
Then JSα1,8 = AD1 ⊕AD2, with the product (f, g ∈ A):
(0.12) fDi ◦ gDj = [fDi, gDj ]+ , i, j = 1, 2 .
The four finite-dimensional superalgebras JW0,4, JW0,8, JS0,8 and JS0,16 are constructed in a
similar way (see Example 4.3). Finally, JS0,2 = Fa+ Fb with products: a
2 = b, b2 = a, a ◦ b = 0.
Our second basic idea is to study odd type superalgebras, aimed at the classification of odd
generalized Poisson superalgebras. Odd Poisson superalgebras have appeared both in mathematics
and physics literature, like the work of Gerstenhaber on Hochshild cohomology, and the work on
the Batalin-Vilkovisky quantization.
By definition, an odd type superalgebra is a superalgebra with reversed parity. Equivalently,
it is (J, µ) with an odd µ ∈ Hom(S2J, J). The advantage of this notion is that, given an anti-
commutative superalgebra A with product •, reversing the parity of A and defining the new product
(0.13) a ◦ b = (−1)p(a)a • b,
produces a commutative odd type superalgebra A¯, and viceversa, reversing the parity, we pass from
a commutative odd type superalgebra to an anti-commutative superalgebra.
An odd generalized Poisson superalgebra is defined as a unital associative commutative super-
algebra, endowed with a bracket {·, ·}, which is a Lie superalgebra bracket with respect to reversed
parity, such that the following generalized odd Leibniz rule holds:
(0.14) {a, bc} = {a, b}c + (−1)(p(a)+1)p(b)b{a, c} + (−1)p(a)+1D(a)bc,
where D(a) = {1, a}. An odd Poisson superalgebra is a special case of this, when D = 0.
The basic examples of odd generalized Poisson superalgebras are PO(n, n) (resp. PO(n, n+1)),
which are associative commutative superalgebras of formal power series in n even indeterminates
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x1, . . . , xn and n (resp. n+ 1) odd indeterminates ξ1, . . . , ξn (resp. ξ1, . . . , ξn, τ), endowed with the
following bracket:
(0.15) {a, b} =
n∑
i=1
(
∂a
∂xi
∂b
∂ξi
+ (−1)p(a)
∂a
∂ξi
∂b
∂xi
) + (E − 2)(a)
∂b
∂τ
+ (−1)p(a)
∂a
∂τ
(E − 2)(b),
where E =
∑n
i=1(xi
∂
∂xi
+ ξi
∂
∂ξi
) (in PO(n, n) case the last two terms in (0.15) vanish). Note also
that PO(n, n) is an odd Poisson superalgebra.
We define a commutative rigid odd type superalgebra to be an odd type commutative superalge-
bra (J, µ), where µ is an odd element of Hom(S2J, J), satisfying condition (0.6). This is equivalent,
by reversing the parity and redefining the product as in (0.13), to the notion of an anti-commutative
rigid superalgebra.
Note that any Lie superalgebra g is an anti-commutative rigid superalgebra. Indeed, it is easy
to see that Str(g, µ) = g and R(g, µ) = Fµ. Hence any Lie superalgebra is an anti-commutative
rigid superalgebra. It turns out that there are many more anti-commutative rigid superalgebras.
At least one of these algebras appears in the theory of PDEs under the name Jacobi-Mayer bracket,
which is given on the factorspace by F1 of the space of formal power series in x, y, z by the following
formula (see [7]):
{f, g} = det


∂f
∂x
∂f
∂y
∂f
∂z
∂g
∂x
∂g
∂y
∂g
∂z
0 −x 1

 .
Our second main result is
Theorem 0.2 Any simple linearly compact anti-commutative rigid superalgebra, which is not a
Lie superalgebra, is isomorphic either to one of the four series, described by Examples 5.1, 5.4,
and 5.5, related to odd generalized Poisson superalgebras, or to one of the twenty two exceptions,
described by Examples 5.6–5.11, 5.13–5.15, 5.17–5.18, 5.20, 5.22–5.24.
The proof of Theorem 0.1 and Theorem 0.2 goes as follows. Given a linearly compact vector
superspace J , consider the universal Z-graded Lie superalgebra W (J) =
∏∞
k=−1Wk(J). Universal-
ity means that any transitive Z-graded Lie superalgebra g =
∏∞
k=−1 gk with g−1 = J canonically
embeds in W (J), and transitivity means that [x, g−1] = 0, x ∈ gk, k ≥ 0, implies x = 0. Then
Wk(J) = Hom(S
k+1(J), J), so that any even (resp. odd) element µ ∈W1(J) defines a commutative
superalgebra (resp. commutative odd type superalgebra) structure on J and viceversa. Hence to
any commutative superalgebra (resp. odd type superalgebra) structure on J we can canonically
associate the Lie superalgebra Lie(J, µ) =
∏∞
k=−1 gk, which is the graded subalgebra of W (J),
generated by J and µ. We thus obtain a transitive Z-graded Lie superalgebra Lie(J, µ) such that
the following two properties hold:
(0.16) gk = g
k
1 for k ≥ 1,
(0.17) [g−1, µ] generates the Lie superalgebra g0.
As a result, the classification of algebra structures on J is equivalent to the classification of Z-graded
transitive Lie superalgebras g =
∏∞
k=−1 gk together with an element µ ∈ g1, satisfying (0.16) and
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(0.17). We call this the generalized TKK construction. The simplicity of the superalgebra J is
equivalent to the following irreducibility of the grading:
(0.18) the g0−module g−1 is irreducible.
Thus, the classification of simple algebra structures on J is equivalent to the classification of all
transitive irreducible Z-graded Lie superalgebras (of depth 1) together with µ ∈ g1, satisfying
(0.16) and (0.17). Commutative (resp anti-commutative) rigid superalgebras correspond to such
Z-graded superalgebras with µ ∈ g1, satisfying property (0.6), where µ is even (resp. odd). This
reduces the classification of simple linearly compact commutative (resp. anti-commutative) rigid
superalgebras to the classification of linearly compact transitive Z-graded Lie superalgebras g =∏∞
k=−1 gk, satisfying (0.16), (0.17), (0.18) and (0.6) for some even (resp. odd) element µ ∈ g1. Such
a Z-grading is called admissible.
We obtain a classification of the latter in two steps. First, showing that g is close to being simple
and using the classification of simple and semisimple linearly compact Lie superalgebras obtained
in [12] and [3], respectively, we obtain a classification of all linearly compact Lie superalgebras
which may have an admissible grading. Next, from the classification of all gradings, obtained in
[3], we extract the classification of all admissible gradings.
However this still does not complete the classification of linearly compact simple commutative
(resp. anti-commutative) rigid superalgebras since we still have to classify, for each admissible
grading, all even (resp. odd) µ ∈ g1, satisfying (0.17) and (0.6). If dim g1 < ∞, property (0.6)
implies that for the algebraic group G, whose Lie algebra is the even part of g0, we have, if µ is
even (resp. odd): G·µ is an open orbit in the even (resp. odd) part of g1. Hence, up to isomorphism,
there exists a unique µ in question.
If dim g1 =∞, the situation is more complicated, since only a subalgebra of finite codimension
n of the even part of g0 can be integrated to a group, which we again denote by G. Hence we have
to classify the orbits of G in the even (resp. odd) part of g1 of codimension at most n (satisfying
the additional property (0.17)).
The somewhat awkward notation for a rigid superalgebra (J, µ) is derived from that of the
associated Lie superalgebra g = Lie(J, µ) by adding J (resp. L) in the commutative (resp. anti-
commutative) case in front of the notation for the type of g, the first and the second index in the
notation being the growth and the size of J (see Section 6 for their definition).
A posteriori it turns out that the even and odd parts of a simple commutative or anti-commutative
rigid linearly compact superalgebra have equal growth (resp. size), unless its odd part is zero.
In conclusion, we use the classification of odd type simple rigid commutative linearly com-
pact superalgebras to derive the classification of simple linearly compact odd generalized Poisson
superalgebras: all of them turn out to be gauge equivalent to PO(n, n) or PO(n, n+ 1).
Throughout the paper the base field F is algebraically closed of characteristic 0.
1 Preliminaries on superalgebras
Definition 1.1 A superalgebra (resp. odd type superalgebra) is a Z/2Z-graded vector space A =
A0¯ ⊕A1¯, endowed with a product a⊗ b 7→ ab, such that ab ∈ Ap(a)+p(b) (resp. Ap(a)+p(b)+1¯). In this
case the product is called even (resp. odd).
Definition 1.2 A superalgebra or an odd type superalgebra, is called commutative (resp. anti-
commutative) if ab = (−1)p(a)p(b)ba (resp. ab = −(−1)p(a)p(b)ba).
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Remark 1.3 Reversing parity exchanges superalgebras with odd type superalgebras.
Remark 1.4 Let (R,µ) be a commutative (resp. anti-commutative) superalgebra with the product
µ. Define the new product µ¯(a⊗b) = (−1)p(a)µ(a⊗b) and let R¯ be the vector superspace, obtained
from R by reversing the parity. Then (R¯, µ¯) is an odd type anti-commutative (resp. commutative)
superalgebra, and viceversa.
A linearly compact superalgebra is a topological superalgebra whose underlying topological space
is linearly compact. For a discussion on linearly compact vector spaces and algebras we refer
to [4, §2], restricting ourselves here to a few remarks. Any finite-dimensional vector space is
linearly compact. The basic example of a commutative associative linearly compact superalgebra
is the superalgebra O(m,n) = Λ(n)[[x1, . . . , xm]] with the formal topology, where Λ(n) denotes the
Grassmann algebra over F on n anti-commuting indeterminates ξ1, . . . , ξn, and the superalgebra
parity is defined by p(xi) = 0¯, p(ξj) = 1¯. The basic example of a linearly compact Lie superalgebra
is W (m,n) = DerO(m,n), the Lie superalgebra of all continuous derivations of the superalgebra
O(m,n). One has:
W (m,n) := {X =
m∑
i=1
Pi(x, ξ)
∂
∂xi
+
n∑
j=1
Qj(x, ξ)
∂
∂ξj
| Pi, Qj ∈ O(m,n)}.
Letting ai = deg xi = − deg
∂
∂xi
∈ Z>0 and bj = deg ξj = − deg
∂
∂ξj
∈ Z we obtain a Z-grading of
finite depth of the Lie superalgebra W (m,n), called the grading of type (a1, . . . , am|b1, . . . , bn) (cf.
[12, Example 4.1]). When such a grading induces a Z-grading on a closed subalgebra S of W (m,n),
the induced grading on S is also called a grading of type (a1, . . . , am|b1, . . . , bn). The grading of
W (m,n) of type (1, . . . , 1|1, . . . , 1) is called the principal grading.
The following is a generalization ofW (m,n) to the case of an infinite number of indeterminates.
Let J be a vector superspace and let Wk(J) be the superspace of (k + 1)-linear supersymmetric
functions on J with values in J , i.e., f ∈Wk(J) if f(. . . , x, y, . . . ) = (−1)
p(x)p(y)f(. . . , y, x, . . . ). Let
W (J) =
∏∞
k=−1Wk(J). We endow this vector superspace with a bracket as follows. If f ∈Wp(J),
g ∈Wq(J), then we define fg to be the following element in Wp+q(J):
fg(x0, . . . , xp+q) =
∑
i0<···<iq
iq+1<···<ip+q
ǫ(i0, . . . , iq, iq+1, . . . , ip+q)f(g(xi0 , . . . , xiq), xiq+1 , . . . , xip+q ).
Here ǫ = (−1)N , where N is the number of interchanges of indeces of odd xi’s in the permutation.
Proposition 1.5 The bracket
(1.1) [f, g] = fg − (−1)p(f)p(g)gf
defines a Lie superalgebra structure on W (J).
Proof. It is clear that fg is supersymmetric if both f and g are. The anti-commutativity of
bracket (1.1) is immediate. Finally, it is easy to see that the operation  is right associative, i.e.,
(a, b, c) = (−1)p(b)p(c)(a, c, b), where (a, b, c) = (ab)c − a(bc). The right associativity of 
implies the Jacobi identity for bracket (1.1). 
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Remark 1.6 If J is a vector superspace of dimension (m|n), then W (J) is isomorphic to the Lie
superalgebra W (m,n) [11, §2.1].
Remark 1.7 According to the above definitions, W0(J) = End(J), acting on W−1(J) = J in the
obvious way and on W1(J) as follows: for f ∈W0(J), B ∈W1(J) and x, y ∈W−1(J),
[f,B](x, y) = f(B(x, y))− (−1)p(f)p(B)(B(f(x), y) + (−1)p(x)p(y)B(f(y), x)).
Besides, for A ∈Wk(J) and x, yi ∈W−1(J), i = 1, ..., k, we have: [A, x](y1, ..., yk) = A(x, y1, ..., yk).
2 Odd generalized Poisson superalgebras
Definition 2.1 An odd generalized Poisson superalgebra is a superalgebra P with two operations:
a unital commutative associative superalgebra product a ⊗ b 7→ ab, and a Lie superalgebra bracket
a ⊗ b 7→ {a, b} with respect to reversed parity, satisfying the generalized odd Leibniz rule, namely,
for a, b, c ∈ P one has:
(2.1) {a, bc} = {a, b}c + (−1)(p(a)+1)p(b)b{a, c} + (−1)p(a)+1D(a)bc
where D(a) = {e, a}, e being the unit element. If D = 0, then relation (2.1) becomes the odd Leibniz
rule; in this case P is called an odd Poisson superalgebra. (Note that D is an odd derivation of the
associative product and of the Lie superalgebra bracket.)
Example 2.2 Consider the associative superalgebra O(n, n) with the following bracket, known as
the Buttin bracket (f, g ∈ O(n, n)):
(2.2) {f, g}H =
n∑
i=1
(
∂f
∂xi
∂g
∂ξi
+ (−1)p(f)
∂f
∂ξi
∂g
∂xi
).
Then O(n, n) with this bracket is an odd Poisson superalgebra, which we denote by PO(n, n).
Example 2.3 Consider the associative superalgebraO(n, n+1) with even indeterminates x1, . . . , xn
and odd indeterminates ξ1, . . . , ξn, ξn+1 = τ . Define on O(n, n + 1) the following bracket (f, g ∈
O(n, n+ 1)):
(2.3) {f, g}K = {f, g}H + (E − 2)(f)
∂g
∂τ
+ (−1)p(f)
∂f
∂τ
(E − 2)(g),
where {·, ·}H is the Buttin bracket (2.2) and E =
∑n
i=1(xi
∂
∂xi
+ ξi
∂
∂ξi
) is the Euler operator. Then
O(n, n + 1) with bracket {·, ·}K is an odd generalized Poisson superalgebra with D = −2
∂
∂τ [3,
Remark 4.1], which we denote by PO(n, n+ 1).
Odd generalized Poisson superalgebras give rise to several series of simple linearly compact Lie
superalgebras. Consider O(n, n) with its Lie superalgebra structure defined by bracket (2.2). Then
F1 is a central ideal of this Lie superalgebra, hence HO(n, n) := O(n, n)/F1, with reversed parity,
is a linearly compact Lie superalgebra [5, §1.3]. The Lie superalgebra HO(n, n) is simple if and
only if n ≥ 2 (cf. [12, Example 4.6]).
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The Lie superalgebraHO(n, n) contains the subalgebra SHO′(n, n) = {f ∈ O(n, n)/F1 |∆(f) =
0} where ∆ =
∑n
i=1
∂2
∂xi∂ξi
is the odd Laplacian. For n ≥ 2 the derived algebra of SHO′(n, n) is an
ideal of codimension 1, denoted by SHO(n, n), consisting of elements not containing the monomial
ξ1 . . . ξn [5, §1.3]. SHO(n, n) is simple if and only if n ≥ 3 [12, Example 4.7].
We shall denote by KO(n, n + 1) the superalgebra PO(n, n + 1) with its Lie superalgebra
structure and reversed parity. This is a simple linearly compact Lie superalgebra for every n ≥ 1
(cf. [12, Example 4.8]). Since KO(1, 2) ∼=W (1, 1) (cf. [12, Remark 6.6]), when dealing with the Lie
superalgebra KO(n, n+ 1) we shall always assume n ≥ 2.
For β ∈ F, let divβ = ∆ + (E − nβ)
∂
∂τ . The Lie superalgebra KO(n, n + 1) contains the
subalgebra SKO′(n, n + 1;β) = {f ∈ O(n, n + 1) | divβf = 0}. Let SKO(n, n + 1;β) be the
derived algebra of SKO′(n, n + 1;β). Then SKO(n, n + 1;β) is simple for n ≥ 2 and coincides
with SKO′(n, n + 1;β) unless β = 1 or β = n−2n . The Lie superalgebra SKO(n, n + 1; 1) (resp.
SKO(n, n+ 1; n−2n )) consists of the elements of SKO
′(n, n+ 1; 1) (resp. SKO′(n, n+ 1; n−2n )) not
containing the momomial τξ1 . . . ξn (resp. ξ1 . . . ξn) [5, §1.4].
Example 2.4 Let P be a unital odd generalized Poisson superalgebra with bracket {·, ·} and
derivation D. Then for any even invertible ϕ ∈ P , formula
{a, b}ϕ = ϕ−1{ϕa,ϕb}
defines another odd generalized Poisson bracket on P if and only if {ϕ,ϕ} = 0. In this case the
derivation corresponding to {·, ·}ϕ is Dϕ(a) = −D(ϕ)a + {ϕ, a}. We denote this odd generalized
Poisson superalgebra by Pϕ. The odd generalized Poisson superalgebras P and Pϕ are called gauge
equivalent.
3 Rigid superalgebras
Let J be a vector superspace. Then products (resp. odd type products) on J that make it a
superalgebra (resp. odd type superalgebra) correspond bijectively to even (resp. odd) elements µ
in the vector superspace Hom(J ⊗J, J), so that a◦ b = µ(a⊗ b) is the product, corresponding to µ.
Denote by µa ∈ End(J) the operator of left multiplication by a ∈ J with respect to this product:
µa(b) = a ◦ b.
Definition 3.1 The structural Lie superalgebra Str(J, µ) for the superalgebra (J, µ) is the subalge-
bra of the Lie superalgebra End(J)−, generated by all µa with a ∈ J .
Note that the vector superspace Hom(J ⊗J, J) is naturally a module over the Lie superalgebra
(EndJ)−, hence over its subalgebra Str(J, µ). The action is defined as follows (f ∈ (EndJ)−,
B ∈ Hom(J ⊗ J, J), x, y ∈ J):
(3.1) [f,B](x, y) = f(B(x, y))− (−1)p(f)p(B)(B(f(x), y) + (−1)p(x)p(f)B(x, f(y))).
Definition 3.2 The space of related products R(J, µ) for the superalgebra (J, µ) is the minimal
Str(J, µ)-submodule of Hom(J ⊗ J, J), containing µ.
In the case J is linearly compact we define Str(J, µ) and R(J, µ) as closures of the corresponding
subspaces.
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Definition 3.3 A vector superspace J with a product (resp. odd type product) µ is called a rigid
superalgebra if µ is an even (resp. odd) element of Hom(J ⊗ J, J), such that
R(J, µ) = Str(J, µ)(µ) + Fµ.
Example 3.4 Any Jordan superalgebra is a commutative rigid superalgebra (see [11, Remark 6]).
Example 3.5 Any Lie superalgebra g is an anti-commutative rigid superalgebra with Str(g, µ) = g
and R(g, µ) = Fµ.
Other examples of rigid commutative and anti-commutative superalgebras will be given in
Sections 4 and 5 respectively (see also the introduction).
Remark 3.6 If (J, µ) is a commutative superalgebra, then µ is an even element of W1(J) =
Hom(S2(J), J), and R(J, µ) is a Str(J, µ)-submodule of W1(J). If (J, µ) is an anti-commutative
superalgebra, then the odd type superalgebra (J¯ , µ¯), defined in Remark 1.4, is commutative, µ¯ is
an odd element of W1(J¯) = Hom(S
2(J¯), J¯), and R(J¯ , µ¯) is a Str(J¯ , µ¯)-submodule of W1(J¯).
Proposition 3.7 A superalgebra (J, µ) is rigid if and only if (J¯ , µ¯) is rigid.
Proof. The map (EndJ)− → (EndJ¯)− defined by: f 7→ f¯ , f¯(a¯) = f(a), a ∈ J , is an isomorphism
of Lie superalgebras sending Str(J, µ) to Str(J¯ , µ¯). Now consider the map Hom(J ⊗ J, J) →
Hom(J¯ ⊗ J¯ , J¯), ϕ 7→ ϕ¯, defined by: ϕ¯(a¯⊗ b¯) = (−1)p(a)ϕ(a⊗ b), a, b ∈ J . This is an isomorphism
between the End(J)−-module Hom(J ⊗ J, J) and the End(J¯)−-module Hom(J¯ ⊗ J¯ , J¯), sending
R(J, µ) to R(J¯ , µ¯). The statement then follows. 
4 Examples of commutative rigid superalgebras
In the introduction we constructed five infinite-dimensional linearly compact commutative super-
algebras: JS1,1, JSHO2,2, JSKO1,2, and JS
α
1,8 (α = 0, 1), and a 2-dimensional one, JS0,2. In this
section we shall construct the remaining four finite-dimensional commutative superalgebras, JW0,4,
JW0,8, JS0,8, and JS0,16, that appear in the statement of Theorem 0.1. We shall prove in Section
8 that all these superalgebras are indeed simple rigid commutative superalgebras. The proof comes
from the generalized TKK construction.
Example 4.1 Let A be a unital commutative associative algebra (i.e. a superalgebra whose un-
derlying superspace is even) with a surjective derivation D. We define on A the following two
products:
(a) f ◦ g = D(f)D(g); (b) f ◦ g = D(fg).
(Note that the map D is a central extension homomorphism of (a) to (b).) Then J = A, with
product (a) or (b), is a rigid commutative algebra. Indeed, in both cases Str(J, µ) = AD with
the usual Lie bracket, acting on J in the obvious way in case (a), and as follows in case (b):
[aD, x] = D(ax). Besides, R(J, µ) = Aµ, where, for f ∈ A, x, y ∈ J , (fµ)(x, y) = fD(x)D(y) in
case (a), and (fµ)(x, y) = D(fxy) in case (b). In both cases Str(J, µ) acts on R(J, µ) as follows:
[aD, bµ] = (aD(b)−2bD(a))µ. It follows that R(J, µ) = [Str(J, µ), µ]. Note that, in case (a), F1 is a
proper ideal of (J, ◦). A special case of this example is A = F[[x]] andD = d/dx =′ with the product
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f ◦ g = f ′g′, called the Beltrami product. This algebra is a central extension of the simple algebra
F[[x]] with the product f ◦ g = (fg)′, which we called the Beltrami algebra in the introduction. In
[6] an interesting quartic identity in these algebras is derived. The Beltrami product is the simplest
case of one of the operations introduced by Beltrami in differential geometry.
Remark 4.2 Let (J, ◦) be a non-unital rigid superalgebra. Consider J˜ = J +Fe with the product
defined by extending the product of J by: x◦e = x, for x ∈ J˜ . Differently from what happens with
usual non unital Jordan superalgebras [4, §5], J˜ is not necessarily a rigid superalgebra. Consider,
for example, the central extension J of the Beltrami algebra constructed in Example 4.1, and
extend ′ from J to J˜ by letting e′ = 0. Then Str(J˜ , µ) = 〈Lx, ϕx, µe|x ∈ J〉, where, for z ∈ J˜ ,
Lx(z) = x
′z′, and ϕx is defined as follows: ϕx(z) = 0 for z ∈ J and ϕx(e) = x. It follows that
Str(J˜ , µ).µ+Fµ = 〈[Lx, µ], [ϕx, µ], µ〉 and one checks that the element [ϕω , [ϕx, µ]], lying in R(J˜ , µ),
for ω, x ∈ J , does not belong to Str(J˜ , µ).µ+ Fµ. It follows that J˜ does not satisfy Definition 3.3.
Given a superspace A, we shall denote, as before, by A a copy of A with reversed parity, and
given an element a ∈ A, we shall denote the corresponding element of A by a.
Example 4.3 Let A be a commutative associative superalgebra with two odd derivations D1 and
D2. Let J(A,D1,D2, µ1, µ2) = AD1 +AD2 and define, for f, g ∈ A, the following product (see the
introduction):
(4.1)
fDi ◦ gDi = [fDi, gDi]+, i = 1, 2,
fD1 ◦ gD2 = [fD1, gD2]+ + (−1)
p(g)(µ1(f, g)D1 + µ2(f, g)D2),
where µ1 and µ2 are some odd type products on A. Then J(A,D1,D2, µ1, µ2) is a simple rigid
superalgebra in the following cases:
a) A = Λ(ξ), D1 =
∂
∂ξ and D2 = 0, µ1(f, g) = fgξ = µ2(f, g);
b) A = Λ(ξ1, ξ2), D1 =
∂
∂ξ1
, D2 =
∂
∂ξ2
+ ξ1ξ2
∂
∂ξ1
, µ1(f, g) = fgξ1 = µ2(f, g);
c) A = Λ(ξ1, ξ2), D1 =
∂
∂ξ1
+ ξ1ξ2
∂
∂ξ2
, D2 =
∂
∂ξ2
+ ξ1ξ2
∂
∂ξ1
− ξ1ξ2
∂
∂ξ2
, µ1(f, g) = fg(ξ1 + ξ2),
µ2(f, g) = fgξ1;
d) A = Λ(ξ1, ξ2, ξ3), D1 =
∂
∂ξ1
+ ξ1ξ2
∂
∂ξ3
, D2 =
∂
∂ξ2
+ ξ1ξ2
∂
∂ξ1
+ ξ2ξ3
∂
∂ξ3
+ ξ1ξ2
∂
∂ξ3
, µ1 = 0 = µ2;
We shall denote the superalgebras listed in a)-d) by JW0,4, JW0,8, JS0,8, and JS0,16, respectively.
Remark 4.4 For every α 6= 0, product (0.12) is isomorphic to (4.1) where D1 =
∂
∂ξ1
+ ξ1
∂
∂x + ξ2
∂
∂x ,
D2 =
∂
∂ξ2
and µ1 = 0 = µ2.
In Section 9 we shall prove the following theorem.
Theorem 4.5 Any simple linearly compact commutative rigid superalgebra, which is not a Jor-
dan superalgebra, is isomorphic either to one of the five infinite-dimensional superalgebras JS1,1,
JSHO2,2, JSKO1,2, JS
α
1,8 for α = 0, 1, or to one of the five finite-dimensional superalgebras JS0,2,
JW0,4, JW0,8, JS0,8, JS0,16.
11
5 Examples of anti-commutative rigid superalgebras
We shall prove in Section 8 that the series LP (n, n) and LP (n, n + 1) from Example 5.1, as well
as examples 5.4–5.11, 5.13–5.15, 5.17–5.18, 5.20, 5.22–5.24 in this section are indeed simple rigid
anti-commutative superalgebras. The proof comes from the generalized TKK construction. With
the exception of the series LP (n, n) and LP (n, n+1), we shall denote the anti-commutative simple
rigid superalgebras by LXm,n, where the first index is the growth of the superalgebra and the
second is its total size (equal to the total dimension if the size is 0). The letter X comes from the
connection to the Lie superalgebra X(m′, n′) via the generalized TKK construction.
Example 5.1 Let P be an odd generalized Poisson superalgebra with the bracket {·, ·} and the
derivation D (defined by D(a) = {e, a}), let ′ = d/dx on P [[x]] and let η be an odd indeterminate,
such that η2 = 0. Consider the commutative associative superalgebra J = P [[x]] + ηP [[x]] and
extend on J , by commutativity, the following odd product (f, g ∈ P, a, b ∈ F[[x]]):
(5.1)
fa ◦ gb = (−1)p(f)+1{f, g}ab+ 12 (−1)
p(f)fD(g)xa′b+ 12D(f)gxb
′a+ 2ηfgab
fa ◦ η(gb) = η{f, g}ab − ((−1)p(f)fg + 12ηfD(g)x)a
′b− 12(−1)
p(f)ηD(f)ga(b+ xb′)
η(fa) ◦ η(gb) = (−1)p(f)ηfg(a′b− ab′).
We will denote the resulting odd type superalgebra by OJP . If P = PO(n, n) (resp. P = PO(n, n+
1)), then we will denote it by OJP (n, n) (resp. OJP (n, n+ 1)).
Now we shall show that OJP is a rigid odd type superalgebra. Denote by µv the operator of left
multiplication by v ∈ J with respect to the product ◦, defined by (5.1), and by lv the operator of left
multiplication by v with respect to the associative product on J . Then Str(J) = 〈µv, lv | v ∈ J〉.
Indeed, for v,w ∈ J , we have:
[µv, µw] = (−1)
p(v)+1(µv◦w−2ηvw + 2lη(v◦w)+(vw)′+2ηD(vw)).
If we take v = fa and w = ηgb, for f, g ∈ P and a, b ∈ F[[x]], then η(v ◦ w) + (vw)′ + 2ηD(vw) =
ηfgab′, therefore Str(J) contains all lz for z ∈ ηP [[x]]. If we take v = fa and w = gb, then
(vw)′ = fg(ab)′, hence Str(J) contains also all lz for z ∈ P [[x]]. Finally we have:
[µv, lw] = lv◦w−2ηvw + lD(v)w, [lv , lw] = 0.
Next, the following commutation relations hold:
(5.2) [lv, [lw, µ]] = −[lvw, µ] + (−1)
p(v)[µz−2ηψ − 2lηz , µ]
for some z, ψ ∈ J such that z′ = (−1)p(v)+1(v ◦ w − 2ηvw +D(vw)), ψ′ = D(z);
(5.3) [lv , [µw, µ]] = (−1)
p(v)+1[µvw, µ] + 2(−1)
p(v)+1[µz−2ηψ − 2lηz , µ],
for some z, ψ ∈ J such that z′ = v′w + 2ηD(vw), ψ′ = D(z);
(5.4) [µw, [lv, µ]] = [lw◦v−2ηwv , µ] + [lD(w)v, µ] + (−1)
p(v)(p(w)+1)[lv, [µw, µ]];
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(5.5) [µv, [µw, µ]] = 2[lv◦ηw , µ] + (−1)
p(v)+1([µD(v)w , µ]− 2[µηz , µ] + [µϕ−2ηψ − 2lηϕ, µ])
for some z, ϕ, ψ ∈ J such that z′ = vw′−v′w−{v,D(w)}+2(−1)p(v)D(v)D(w), ϕ′ = 2ηvw′−v◦w′−
D(v)w′− 2(−1)p(v)+1v′D(w)−D(v′)w, ψ′ = D(ϕ). Relations (5.2)–(5.5) show that [Str(J, µ), µ] +
Fµ = R(J, µ), hence OJP is a rigid odd type superalgebra. Notice that relations (5.2)–(5.5) do not
depend on the choice of the functions z and ψ, since, for every c ∈ F, µc = 2lηc − lc ◦D, as it can
be deduced from (5.1), [lc ◦D,µ] = 0, and [µηc, µ] = 0.
Let LP = OJP with product f • g = (−1)p(f)f ◦ g. By Proposition 3.7, LP is an anti-
commutative rigid superalgebra. If P = PO(n, n) (resp. P = PO(n, n + 1)), then we will denote
the corresponding anti-commutative rigid superalgebra by LP (n, n) (resp. LP (n, n+ 1)).
Remark 5.2 The generalized odd Poisson bracket on P can be recovered from product (5.1) as
follows (f, g ∈ P ): {f, g} = (−1)p(f)+1f ◦ g + 2η(fx) ◦ ηg. Furthermore, (−1)p(f)ηfx ◦ ηg = ηfg,
hence also the associative product on P can be recovered from product (5.1).
Remark 5.3 The odd Poisson superalgebra PO(n+1, n+1) can be decomposed as follows: PO(n+
1, n+ 1) = PO(n, n)[[xn+1]] + ξn+1PO(n, n)[[xn+1]]. Therefore, if P = PO(n, n), then LP (n, n) =
PO(n+ 1, n + 1) with reversed parity and the following product:
f • g = −{f, g}H + 2(−1)
p(f)ξn+1fg
where {·, ·}H is the Buttin bracket on PO(n+ 1, n + 1).
Likewise, PO(n + 1, n + 2) = PO(n, n + 1)[[xn+1]] + ξn+1PO(n, n + 1)[[xn+1]] and if P =
PO(n, n+ 1), then LP (n, n+ 1) = PO(n+ 1, n + 2) with reversed parity and product
f • g = −{f, g}K + 2(−1)
p(f)ξn+1fg
where {·, ·}K is the odd generalized Poisson bracket on PO(n+ 1, n+ 2).
Example 5.4 Let us define on O = O(x1, . . . , xn, ξ1, . . . , ξn), with n ≥ 2, the following product
(f, g ∈ O):
(5.6) f • g = {f, g} + 2(−1)p(f)+1ξ1fg + 2{x2ξ1ξ2f, g}+ 2(−1)
p(f){x2ξ1ξ2, f}g
where {·, ·} is the usual odd Poisson bracket on O(x1, . . . , xn, ξ1, . . . , ξn).
Let J ′ = {f ∈ O | ∆(f) = 0}, where ∆ is the odd Laplacian, i.e., ∆ =
∑n
i=1
∂2
∂xi∂ξi
. Then J ′
is closed under product (5.6). Besides, the span J of all monomials in J ′ except for ξ1 . . . ξn is an
ideal of (J ′, •).
J with reversed parity and product (5.6) is a simple rigid anti-commutative superalgebra that
we will denote by LSHOn,2n−1 .
Example 5.5 Let us define on O = O(x1, . . . , xn, ξ1, . . . , ξn, τ), for n ≥ 1, the following product
(f, g ∈ O):
(5.7) f • g = {f, g}K + {ξ1τf, g}K + (−1)
p(f)+1(ξ1(2E − (n + 1)β)(f)g + {ξ1τ, f}Kg − 2τ
∂f
∂x1
g)
where {·, ·}K is the usual generalized odd Poisson bracket on O(x1, . . . , xn, ξ1, . . . , ξn, τ), E is the
Euler operator, and β ∈ F. Let J ′ = {f ∈ O | divβ(f) + (1 − β)
∂f
∂τ = 0}, where divβ is the
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β-divergence introduced in Example 2.3. Then J ′ is closed under product (5.7). Besides, if β = 1
(resp. β = n−1n+1), then the span Jβ of all monomials in J
′ except for ξ1 . . . ξnτ (resp. ξ1 . . . ξn)
is an ideal of (J ′, •). For β 6= 1, n−1n+1 , let us set Jβ = J
′. Then, for every β 6= 4n+1 , Jβ with
reversed parity and product • is a simple rigid anti-commutative superalgebra that we shall denote
by LSKOn,2n(β).
Example 5.6 Let n = 2, β = 1 and Jβ be as in Example 5.5. Consider the following product on
J1:
f • g = {f, g}K + {ξ2(τ − ξ1)f, g}K − (−1)
p(f)+1(ξ2fg − {ξ2(τ − ξ1), f}g −
∂f
∂τ
ξ1ξ2g).
Then J1 with reversed parity and product • is a simple rigid anti-commutative superalgebra that
we will denote by LSKO′2,4.
Example 5.7 Let LW0,2 = Fa+ Fa¯, where a is even and a¯ is odd, with product
a • a = 0, a • a¯ = −a¯ • a = a¯, a¯ • a¯ = a.
Example 5.8 Let LW1,2 = F[[x]] + F[[x]] with product
f • g = 0, f • g¯ = −g¯ • f = fg, f¯ • g¯ = 2fg −
d(fg)
dx
.
Example 5.9 Let LHO1,2 = F[[x]]/F1 + F[[x]] with product (f, g ∈ F[[x]]):
(5.8) f • g = 0, f • g = −g • f =
df
dx
g, f • g = 2fg.
Example 5.10 Let LSHO′2,2 = F[[x1, x2]]/F1 + F[[x1, x2]] with product (f, g ∈ F[[x1, x2]]):
f • g = −{f, g}, f • g¯ = −g¯ • f = {f, g} + gD2(f), f¯ • g¯ = −2fg
where {f, g} = D1(f)D2(g)−D2(f)D1(g), D1 = (1 + x1)
∂
∂x1
and D2 =
∂
∂x2
.
Example 5.11 Let LWα1,2 = F[[x]]
d
dx + F[[x]] with product (f, g ∈ F[[x]], α ∈ F):
(5.9) f
d
dx
• g
d
dx
=
[
f
d
dx
, g
d
dx
]
−
, f
d
dx
• g = −g • f
d
dx
= −(α+ x)(fg)
d
dx
+ f
dg
dx
, f • g = 0.
Remark 5.12 For every α 6= 0, product (5.9) is isomorphic to the following (f, g ∈ F[[x]], α ∈ F):
(5.10) f
d
dx
• g
d
dx
=
[
f
d
dx
, g
d
dx
]
−
, f
d
dx
• g = −g • f
d
dx
= −(fg)
d
dx
+ f
dg
dx
, f • g = 0.
Example 5.13 Let LS1,3 = F[[x]]
d
dx + F[[x]] + F˜[[x]] with the following product (f, g ∈ F[[x]]):
f
d
dx
• g
d
dx
=
[
f
d
dx
, g
d
dx
]
−
, f • g = 0, f˜ • g˜ = 0,
f
d
dx
• g = f
dg
dx
, f
d
dx
• g˜ = f˜
dg
dx
, f • g˜ = fg
d
dx
,
extended to all other pairs of elements of LS1,3 by anti-commutativity.
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Example 5.14 Let LWα2,2 = F[[x1, x2]]
∂
∂x1
+ F[[x1, x2]]
∂
∂x2
with the following product (f, g ∈
F[[x1, x2]], α ∈ F):
(5.11)
f ∂∂xi • g
∂
∂xi
=
[
f ∂∂xi , g
∂
∂xi
]
−
, i = 1, 2
f ∂∂x1 • g
∂
∂x2
= −g ∂∂x2 • f
∂
∂x1
= [f ∂∂x1 , g
∂
∂x2
]− + fg(1 + x1)
∂
∂x1
− αx2fg
∂
∂x2
.
Example 5.15 Let LSα2,2 = F[[x1, x2]]D1+F[[x1, x2]]D2, whereD1 =
∂
∂x1
andD2 =
∂
∂x2
+αx1
∂
∂x2
+
x1x2
∂
∂x2
, α ∈ F, with the following product (f, g ∈ F[[x1, x2]]):
(5.12)
fDi • gDi = [fDi, gDi]− , i = 1, 2
fD1 • gD2 = −gD2 • fD1 = [fD1, gD2]− + x1fgD1.
Remark 5.16 For every α 6= 0, LSα2,2 is isomorphic to the anti-commutative superalgebra J
′ =
F[[x1, x2]]D
′
1 + F[[x1, x2]]D
′
2, where D
′
1 = D1, D
′
2 =
∂
∂x2
+ x1
∂
∂x2
and the product is defined as
follows (f, g ∈ F[[x1, x2]]):
(5.13)
fD′i • gD
′
i = [fD
′
i, gD
′
i]− , i = 1, 2
fD′1 • gD
′
2 = −gD
′
2 • fD
′
1 = [fD
′
1, gD
′
2]− .
Example 5.17 Let J = F[[x]] ddx + F[[x]]. Consider the following product (f, g ∈ F[[x]], β ∈ F):
f
d
dx
• g
d
dx
= −β
[
f
d
dx
, g
d
dx
]
−
, f
d
dx
• g = −g • f
d
dx
= −g
df
dx
+ βf
dg
dx
, f • g = xfg
d
dx
.
Then, for every β 6= 0, 1, 2+ 1b , 2+
2
b , b ∈ Z>0, (J, •) is a simple rigid anti-commutative superalgebra
that we shall denote by LSKO′1,2(β).
Example 5.18 Let LHα2,2 = F[[x]]
d
dx + F[[x]]/F1¯ with the following product (f, g ∈ F[[x]], α ∈ F):
(5.14) f
d
dx
• g
d
dx
=
[
f
d
dx
, g
d
dx
]
−
, f
d
dx
• g¯ = −g¯ • f
d
dx
= f
dg
dx
, f¯ • g¯ = −2(α+ x)
df
dx
dg
dx
.
Remark 5.19 For every α 6= 0, product (5.14) is isomorphic to the following (f, g ∈ F[[x]], α ∈ F):
f
d
dx
• g
d
dx
=
[
f
d
dx
, g
d
dx
]
−
, f
d
dx
• g¯ = −g¯ • f
d
dx
= f
dg
dx
, f¯ • g¯ = −2
df
dx
dg
dx
.
Let A be a commutative associative unital algebra. We call a generalized bivector field any
finite sum of the form Z +
∑
iXi ∧ Yi, where Z,Xi, Yi are derivations of A. The corresponding
quasi Poisson bracket on A is:
{f, g} = Z(f)g − fZ(g) +
∑
i
Xi(f)Yi(g) − Yi(f)Xi(g).
This is a skew-symmetric product which in general does not satisfy the Jacobi identity. The
following examples of anti-commutative rigid algebras come from quasi Poisson brackets.
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Example 5.20 LHOα3,1 = F[[x1, x2, x3]]/F1 with the quasi Poisson bracket associated with the
bivector field ∂∂x1 ∧
∂
∂x2
+ (αx1 + x
2
1)
∂
∂x1
∧ ∂∂x3 , α ∈ F. We call this the Jacobi-Mayer algebra.
Remark 5.21 If α 6= 0 in Example 5.20, we can replace αx1 + x
2
1 by x1, getting an isomorphic
algebra. This algebra appears in the theory of PDEs under the name Jacobi-Mayer bracket (see
[7]).
Example 5.22 LSHOα4,1 = F[[x1, x2, x3, x4]]/F1 with the quasi Poisson bracket associated with
the bivector field ∂∂x1 ∧
∂
∂x2
+ (α+ x1)
∂
∂x3
∧ ∂∂x4 , α ∈ F.
Example 5.23 LKO2,1 = F[[x1, x2]] with the quasi Poisson bracket associated with the generalized
bivector field 2 ∂∂x1 + (x1 + x2)
∂
∂x1
∧ ∂∂x2 .
Example 5.24 Let LSKOα3,1(β) = F[[x1, x2, x3]] with the quasi Poisson bracket associated with
the generalized bivector field ∂∂x1 ∧
∂
∂x2
− 3β(α + x1)x1
∂
∂x1
∧ ∂∂x3 − (α + 2x1)(x2
∂
∂x2
∧ ∂∂x3 − 2
∂
∂x3
),
where α, β ∈ F. Then, for every α 6= 0 and β 6= 13 and for α = 0, LSKO
α
3,1(β) is a simple rigid
anti-commutative superalgebra.
In Section 9 we shall prove the following theorem.
Theorem 5.25 Any simple linearly compact anti-commutative rigid superalgebra, which is not a
Lie superalgebra, is isomorphic to one of the following superalgebras:
- LP (n, n) or LP (n, n+ 1) for n ≥ 0;
- LSKO′2,4, LSHOn,2n−1 or LSKOn−1,2n−1(β) for n ≥ 2 and for β 6=
4
n ;
- LWk,2 for k = 0, 1, LHO1,2, LSHO
′
2,2;
- LWα1,2 for α = 0, 1;
- LWα2,2, LS
α
2,2 for α = 0, 1;
- LS1,3;
- LHα1,2 for α = 0, 1, LSKO
′
1,2(β) for β 6= 0, 1, 2 +
1
b , 2 +
2
b , b ∈ Z>0;
- LKO2,1, LHO
α
3,1, LSHO
α
4,1, LSKO
α
3,1(β) for α = 0 or α = 1 and β 6=
1
3 .
6 Admissible gradings
Definition 6.1 An even admissible (resp. odd admissible) grading of a Lie superalgebra g is a
transitive Z-grading g =
∏
j≥−1 gj such that there exists an even (resp. odd) element µ ∈ g1
satisfying the following properties:
(6.1) [g0, µ] + Fµ = g1;
(6.2) the subspace [g−1, µ] generates the Lie superalgebra g0;
(6.3) gk = g
k
1 for every k ≥ 1.
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In [3, §1] the notions of growth and size of an artinian linearly compact Lie superalgebra g,
related to a Weisfeiler filtration of g, were defined. We define the growth and size of a subspace of
g as those for the induced filtration from a Weisfeiler filtration of g. This definition is independent
of the choice of the filtration due to the equivalence of Weisfeiler filtrations for any artinian g.
Remark 6.2 If g =
∏
j≥−1 gj is an even admissible or odd admissible grading of a Lie superalgebra
g with dim g0 <∞, then, by condition (6.1), dim g1 ≤ dim g0+1. If g0 is infinite-dimensional and g
is artinian linearly compact, then, by condition (6.1), growth g1 ≤ growth g0 and size g1 ≤ size g0.
Proposition 6.3 Let g =
∏
j≥−1 gj be an even admissible (resp. odd admissible) grading of a Lie
superalgebra g, and let µ ∈ (g1)0¯ (resp. µ ∈ (g1)1¯) be as in Definition 6.1. Define the following
product on J = g−1:
(6.4) x ◦ y = [[µ, x], y] (x, y ∈ J).
Then (J, ◦) is a rigid (resp. rigid odd type) superalgebra that we will denote by J(g, µ).
Proof. By definition, for x ∈ g−1, µx = ad [µ, x], hence, by property (6.2), Str(J, µ) = g0 acting
on J = g−1 via the adjoint action. Therefore, by property (6.1), [Str(J, µ), µ] + Fµ = g1, hence
R(J, µ) = g1 and Definition 3.3 is satisfied. 
Remark 6.4 Let g =
∏
i≥−1 gi be an even admissible grading with µ ∈ (g1)0¯ as in Definition
6.1. The grading is short, i.e. gi = 0 for i > 1, if and only if J(g, µ) is a Jordan superalgebra [4,
Proposition 5.1, Lemma 5.13].
Proposition 6.5 Let g =
∏
j≥−1 gj be an odd admissible grading of a Lie superalgebra g, and let
µ ∈ (g1)1¯ be an element as in Definition 6.1, such that [µ, µ] = 0. Then g = g−1 + g0 + g1 ∼=
ξg0 + g0 + F
d
dξ , for some odd indeterminate ξ.
Proof. Since [µ, µ] = 0, by the Jacobi identity one has (adµ)2 = 0. Now consider product (6.4)
on g−1. Condition (adµ)
2 = 0 implies the following identity
(a ◦ b) ◦ c = (−1)p(a)+1a ◦ (b ◦ c)− (−1)p(b)(p(a)+1)b ◦ (a ◦ c).
It follows that, if we set [a, b]′ = (−1)p(a)a ◦ b, then [·, ·]′ defines on g−1 with reversed parity a Lie
superalgebra bracket. By condition (6.2), g0 is generated by the left translations µx = [µ, x] with
x ∈ g−1, and the map x 7→ −µx, from (g−1, [·, ·]
′) with reversed parity to g0, defines an isomorphism
of Lie superalgebras since (adµ)2 = 0. Besides, (adµ)2 = 0 implies [µ, µx] = 0 for every x ∈ g−1,
hence, by condition (6.1), g1 = Fµ. 
Remark 6.6 Let g = ⊕dj=−1gj be an even admissible grading of a Lie superalgebra g, with µ ∈
(g1)0¯ as in Definition 6.1. Suppose that J = g−1 with product (6.4) is a rigid superalgebra with
unit element e. Set h = µe, then {e, h, µ} is an sl2 triple, whose adjoint action on g exponentiates
to the action of SL2 by continuous automorphisms on g, since the grading on g has finite height.
Therefore we have an automorphism of g which exchanges g−1 with g1, hence the grading is short,
i.e., gi = 0 for i > 1, and therefore J is a Jordan superalgebra.
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7 Generalized TKK construction
Definition 7.1 Let J be a commutative superalgebra with product µ (even or odd). We denote by
Lie(J, µ) the Z-graded Lie subalgebra of W (J) generated by J =W−1(J) and µ.
Proposition 7.2 Let J be a commutative superalgebra with product µ. Then:
(a) The Z-grading of W (J) induces on Lie(J, µ) a Z-grading Lie(J, µ) =
∏
k≥−1Liek(J), where
Lie−1(J) = J , Lie0(J) = Str(J, µ) and Lie1(J) = R(J, µ), which is admissible if J is rigid.
(b) J is simple if and only if Lie(J, µ) is an irreducible Z-graded Lie superalgebra;
(c) If J is linearly compact then Lie(J, µ) is linearly compact.
Proof. The transitivity of the grading and properties (6.2) and (6.3) follow from the definitions.
Moreover, if J is a rigid superalgebra, then also property (6.1) holds, i.e., the Z-grading defined on
Lie(J, µ) is admissible, proving (a). Denote by µ the commutative product of J . By construction,
if x, y lie in J , then x ◦ y = [[µ, x], y], hence a proper ideal of J is a proper Str(J, µ)-submodule of
Lie−1(J), proving (b). Finally, (c) follows from (a) and [4, Lemma 2.1]. 
Theorem 7.3 (A) If J is a simple linearly compact rigid superalgebra with an even product µ,
then one of the following two possibilities holds:
(a) Lie(J, µ) is a simple linearly compact Lie superalgebra;
(b) Lie(J, µ) = S ⋊ Fµ, where S is a simple linearly compact Lie superalgebra and µ is an even
outer derivation of S.
(A′) If J is a simple linearly compact rigid odd type superalgebra with an odd product µ, then one
of the following four possibilities holds:
(a′) Lie(J, µ) is a simple linearly compact Lie superalgebra;
(b′) Lie(J, µ) = S + Fµ + F[µ, µ], where S is a simple linearly compact Lie superalgebra and µ is
an odd outer derivation of S such that [µ, µ] 6= 0;
(c′) Lie(J, µ) ∼= ξa + a+ d/dξ, where a is a simple linearly compact Lie superalgebra and ξ is an
odd indeterminate;
(d′) Lie(J, µ) = S⊗Λ(1)+Fµ+Fd where S is a simple linearly compact Lie superalgebra, d is an
even outer derivation of S and µ = d⊗ ξ + 1⊗ d/dξ.
Proof. By Proposition 7.2, Lie(J, µ) is a transitive irreducible Z-graded Lie superalgebra. Let
I ′ be a non-zero closed ideal of Lie(J, µ). Then, by transitivity, I ′ ∩ Lie−1(J, µ) 6= ∅, hence,
by the irreducibility of the grading, I ′ ∩ Lie−1(J, µ) = J . Now, let I be the intersection of all
non-zero closed ideals of Lie(J, µ). Then, by the above remark, I is a minimal closed ideal of
Lie(J, µ), containing J . therefore, by construction, Lie(J, µ) = I + Fµ + F[µ, µ]. Next, by the
super-analogue of Cartan-Guillemin’s theorem [2, 9], established in [8], I = S⊗ˆΛ(m,n), for some
simple linearly compact Lie superalgebra S and some m,n ∈ Z≥0, and µ lies in Der(S⊗ˆO(m,n)).
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Since Der(S⊗ˆO(m,n)) = DerS⊗ˆO(m,n) + 1⊗W (m,n) [8], we have: µ =
∑
i(di⊗ ai) + 1⊗µ
′ for
some di ∈ DerS, ai ∈ O(m,n) and µ
′ ∈W (m,n).
First consider the case when J is a simple rigid superalgebra. Then µ′ is an even element of
W (m,n) hence, by the minimality of the ideal S⊗ˆO(m,n), n = 0. Now suppose m ≥ 1. If µ′ lies
in the non-negative part of W (m, 0) with the principal grading, then the ideal generated by Sx1 is
a proper µ-invariant ideal of S⊗ˆO(m, 0), contradicting its minimality. Therefore we may assume,
up to a linear change of indeterminates, that µ′ = ∂∂x1 +D, for some derivation D lying in the non-
negative part ofW (m, 0). Since µ lies in Lie1(J), we have deg(x1) = −1, but this is a contradiction
since the Z-grading of Lie(J, µ) has depth 1. It follows that m = 0. Therefore, either µ is an inner
derivation of S and Lie(J, µ) = S, or µ is an outer derivation of S and Lie(J, µ) = S⋊Fµ ([µ, µ] = 0
since µ is even).
Now consider the case when J is a simple rigid odd type superalgebra. Consider the principal
grading of W (m,n) and denote by W (m,n)≥0 its non-negative part. If µ
′ ∈ W (m,n)≥0, then
the minimality of the ideal S⊗ˆO(m,n) implies m = n = 0, hence we get (a′), in case µ is an
inner derivation of S, or we get (b′), in case µ is an outer derivation of S such that [µ, µ] 6= 0,
or we get (c′) by Proposition 6.5, in case µ is an outer derivation of S such that [µ, µ] = 0. Now
let n ≥ 1 and suppose that µ′ has a non-zero projection on W (m,n)−1. Then, up to a linear
change of indeterminates, µ′ = ∂∂ξ1 + D for some odd derivation D ∈ W (m,n)≥0. Write D =
ξ1D0 +D1 where D0 ∈W (m,n)0¯ ∩ (O(x1, . . . , xm, ξ2, . . . , ξn)⊗W (m,n)−1) and D1 ∈W (m,n)1¯ ∩
(O(x1, . . . , xm, ξ2, . . . , ξn)⊗W (m,n)−1). If n ≥ 2, then the ideal of S⊗ˆO(m,n) generated by Sξ2 is
a proper µ-stable ideal of S⊗ˆO(m,n), contradicting the minimality of S⊗ˆO(m,n). It follows that
n = 1. We shall now prove that m = 0. Indeed, if D0 lies in W (m, 1)≥0, then m = 0, otherwise the
ideal generated by Sx1 would be a proper µ-stable ideal of S⊗ˆO(m, 1). Now suppose that m ≥ 1
and that D0 has non-zero projection on W (m, 1)−1, i.e., up to a linear change of indeterminates,
D0 =
∂
∂x1
+δ0 for some δ0 ∈W (m, 0)≥0 and µ
′ = ∂∂ξ1 +ξ1
∂
∂x1
+ξ1δ0+D1. Since µ lies in Lie1(J), we
have: deg(ξ1) = −1 and deg(x1) = −2, but this is a contradiction since the Z-grading of Lie(J, µ)
has depth 1. We thus have proved that m = 0, i.e., Lie(J, µ) = S ⊗ Λ(1) + Fµ + F[µ, µ]. Notice
that either µ = δ ⊗ 1 + α ⊗ ∂∂ξ1 for some δ ∈ (DerS)1¯ and some α ∈ F (resp. µ = d ⊗ ξ1 for some
d ∈ (DerS)0¯), hence [µ, µ] = 0 and, by Proposition 6.5, (c
′) holds, or µ = d⊗ ξ1 +1⊗
∂
∂ξ1
for some
even derivation d ∈ DerS, hence [µ, µ] = 2d, and Lie(J, µ) = S ⊗ Λ(1) + Fµ+ Fd. If d is an inner
derivation of S we are in case (c′), otherwise (d′) holds. 
8 Classification of admissible gradings
The following proposition lists the Z-gradings of depth 1 of all simple linearly compact Lie superal-
gebras. Following [10] we denote a finite-dimensional contragredient Lie superalgebra by G(A, τ)/C
(where C is a central ideal of G(A, τ)), we denote its standard Chevalley generators by ei and fi,
and let
∑
i aiαi be the highest root. Likewise, we will denote by ei, fi the standard Chevalley
generators of q(n)0¯ and by e¯i, f¯i the corresponding elements in q(n)1¯. Besides, we will identify
p(n) with the subalgebra of the Lie superalgebra SHO(n, n) spanned by the following elements:
{xixj, ξiξj : i, j = 1, . . . , n; xiξj : i 6= j = 1, . . . , n; xiξi − xi+1ξi+1 : i = 1, . . . , n − 1} (cf. [5, §1.3]),
and thus describe the Z-gradings of p(n) as induced by Z-gradings of SHO(n, n).
Proposition 8.1 All Z-gradings of depth 1 of all simple linearly compact Lie superalgebras S are,
up to isomorphism, the following:
19
1. S = G(A, τ)/C: deg ei = − deg fi = ki with ks = 1 for s such that as = 1 and ki = 0 for
every i 6= s;
2. S = q(n): deg(ei) = deg(e¯i) = − deg(fi) = − deg(f¯i) = ki with ks = 1 for some s and ki = 0
for every i 6= s;
3. S = p(n), n ≥ 2:
(a) (1, 0, . . . , 0| − 1, 0, . . . , 0);
(b) (1, . . . , 1︸ ︷︷ ︸
h
, 0, . . . , 0| 0, . . . , 0︸ ︷︷ ︸
h
, 1, . . . , 1) with h = 0, . . . , n;
4. S =W (m,n), (m,n) 6= (0, 1); S(m,n), m > 1, or m = 0 and n ≥ 3, or m = 1 and n ≥ 2:
(a) (1, . . . , 1︸ ︷︷ ︸
h
, 0, . . . , 0| 1, . . . , 1︸ ︷︷ ︸
k
, 0, . . . , 0) with h = 0, . . . ,m, k = 0, . . . , n;
(b) (0, . . . , 0| − 1, 0, . . . , 0);
5. S = H(2k, n), k ≥ 1, or k = 0 and n ≥ 4:
(a) (1, . . . , 1|1, . . . , 1);
(b) n ≥ 2, (0, . . . , 0|1, 0, . . . , 0,−1);
(c) n = 2t, (1, . . . , 1︸ ︷︷ ︸
h
, 0, . . . , 0︸ ︷︷ ︸
k−h
, 0, . . . , 0︸ ︷︷ ︸
h
, 1, . . . , 1| 1, . . . , 1︸ ︷︷ ︸
t
, 0, . . . , 0) with h = 0, . . . , k;
6. S = K(2k + 1, n):
(a) n ≥ 2, (0, . . . , 0|1, 0, . . . , 0,−1);
(b) n = 2t, (1, 1, . . . , 1︸ ︷︷ ︸
h
, 0, . . . , 0︸ ︷︷ ︸
k−h
, 0, . . . , 0︸ ︷︷ ︸
h
, 1, . . . , 1| 1, . . . , 1︸ ︷︷ ︸
t
, 0, . . . , 0) with h = 0, . . . , k;
7. S = HO(n, n), n ≥ 2, SHO(n, n), n ≥ 3:
(a) (1, . . . , 1|1, . . . , 1);
(b) (0, . . . , 0, 1|0, . . . , 0,−1);
(c) (1, . . . , 1︸ ︷︷ ︸
h
, 0, . . . , 0| 0, . . . , 0︸ ︷︷ ︸
h
, 1, . . . , 1) with h = 0, . . . , n;
8. S = KO(n, n+ 1), n ≥ 2, SKO(n, n+ 1;β), n ≥ 2:
(a) (0, . . . , 0, 1|0, . . . , 0,−1, 0);
(b) (1, . . . , 1︸ ︷︷ ︸
h
, 0, . . . , 0| 0, . . . , 0︸ ︷︷ ︸
h
, 1, . . . , 1, 1) with h = 0, . . . , n;
9. S = SKO(2, 3; 0):
(a) (1, 1| − 1,−1, 0);
10. S = SHO∼(n, n), n ≥ 2, even:
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(a) (1, . . . , 1|0, . . . , 0);
11. S = E(5, 10):
(a) (1, 1, 1, 1, 0);
(b) (1, 1, 0, 0, 0);
12. S = E(4, 4):
(a) (1, 1, 1, 1);
(b) (1, 1, 0, 0);
13. S = E(3, 6):
(a) (1, 0, 0; 12);
(b) (1, 1, 0; 0);
(c) (1, 1, 1; 12);
14. S = E(3, 8):
(a) (1, 0, 0; 0);
(b) (1, 0, 0;−1);
(c) (1, 1, 0;−1);
15. S = E(1, 6):
(a) (0|1, 0, 0,−1, 0, 0);
(b) (1|1, 1, 1, 0, 0, 0);
(c) (1|1, 1, 0, 0, 0, 1).
Proof. If S is a finite-dimensional contragredient Lie superalgebra, any Z-grading of S is defined
by setting deg(ei) = − deg(fi) = ki ∈ Z≥0. Then it is clear that such a grading has depth one if
and only if all ki’s are 0 except for ks = 1 for some s such that as = 1. Likewise, one gets the
statement for S = q(n), using that q(n)0¯
∼= An.
Recall that any Z-grading of finite depth of W (m,n) is isomorphic to that of type (a1, . . . , am|
b1, . . . , bn) with ai ∈ Z≥0 [5], [3]. Suppose that it has depth 1. Then deg
∂
∂xi
= −ai ≥ −1 and
deg ∂∂ξj = −bj ≥ −1, i.e., the grading is isomorphic to a grading of type (1, . . . , 1, 0, . . . , 0|b1, . . . , bn)
with h 1’s and m − h 0’s, for some h = 0, . . . ,m and bj ≤ 1. If n = 0, then the statement for
S =W (m,n) is proved. Let n > 0 and assumem ≥ 1. If h ≥ 1, then bj ≥ 0, since deg ξj
∂
∂x1
= bj−1,
i.e., the grading is isomorphic to the grading of type (1, . . . , 1, 0, . . . , 0|1, . . . , 1, 0, . . . , 0) with h+ k
1’s, for some h = 1, . . . ,m and some k = 0, . . . , n. If m ≥ 1 and h = 0, then bj ≥ −1, since
deg ξj
∂
∂x1
= bj . In this case, either bj ≥ 0 for every j = 1, . . . , n, and we are in the same situation
as above, or there exists some s such that bs = −1. Since deg ξs
∂
∂ξt
= bs − bt, it follows that bt = 0
for every t 6= s, i.e. the grading is isomorphic to the grading of type (0, . . . , 0|−1, 0, . . . , 0). Finally,
if m = 0 and n ≥ 2, then bi ≥ −1 and bi − bj ≥ −1, since deg ξiξj
∂
∂ξj
= bi and deg ξi
∂
∂ξj
= bi − bj .
It follows that the grading is isomorphic either to the grading of type (1, . . . , 1, 0, . . . , 0) with h 1’s,
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for some h = 1, . . . , n, or to the grading of type (−1, 0, . . . , 0). Note that, if n = 2, then the grading
of type (−1,−1) is isomorphic to the grading of type (1, 1), and if n ≥ 3, then bi + bj ≥ −1, since
deg ξiξjξk
∂
∂ξk
= bi + bj .
The arguments for the closed subalgebras of W (m,n) are similar.
If S is a simple infinite-dimensional exceptional Lie superalgebra, then one uses the description
of the Z-gradings of S given in [5] and [3]. For example, let S = E(5, 10). Then E(5, 10)0¯
∼= S5 and
E(5, 10)1¯
∼= dΩ1(5) as an S5-module. A Z-grading of finite depth of E(5, 10) is defined by setting
deg xi = − deg
∂
∂xi
= ai ∈ Z≥0 and deg d = −1/4
∑5
i=1 ai ∈
1
2Z. Therefore, if such a grading has
depth one, then ai ≤ 1, hence the statement holds, since
∑5
i=1 ai ∈ 2Z.
Similar arguments apply to S = E(4, 4), E(3, 6), E(3, 8) and E(1, 6). 
Remark 8.2 Let us consider the Lie superalgebra SKO(2, 3;β). For every β 6= 0,−1 we have:
SKO(2, 3;β)0¯
∼= W (2, 0), SKO(2, 3;β)1¯
∼= Ω0(2)
− 1
β+1 ⊕ Ω0(2)−
β
β+1 [3, Remark 4.15]. Let us
consider W (2, 0) and Ω0(2) with the grading of type (0, 1|), so that W (2, 0) =
∏
j≥−1W (2, 0)j
and Ω0(2) =
∏
j≥0Ω
0(2)j . Denote by g =
∏
j≥−1 gj and g =
∏
j≥−1 hj the Lie superalgebra
SKO(2, 3;β) with the gradings of type (0, 1|1, 0, 1) and (0, 1|0,−1, 0), respectively. Then, for
every β 6= 0,−1 we have: (gj)0¯ = (hj)0¯ ∼= W (2, 0)j , (gj)1¯ ∼= Ω
0(2)
−β/(β+1)
j ⊕ Ω
0(2)
−1/(β+1)
j+1
and (hj)1¯
∼= Ω0(2)
−1/(β+1)
j ⊕ Ω
0(2)
−β/(β+1)
j+1 (Ω
0(2)−1 = 0). It follows that for every β 6= 0,−1,
SKO(2, 3;β) with the grading of type (0, 1|0,−1, 0) is isomorphic to SKO(2, 3; 1/β) with the grad-
ing of type (0, 1|1, 0, 1).
If β = −1, then SKO(2, 3;−1)0¯ is not simple: it has a commutative ideal isomorphic to Ω
0(2).
We have: SKO(2, 3;−1)0¯
∼= Ω0(2)⋊S(2, 0) and SKO(2, 3;−1)1¯
∼= Ω0(2)+⊕Ω
0(2)−, where Ω
0(2)+
and Ω0(2)− are two odd copies of Ω
0(2) on which S(2, 0) acts in the natural way. The even
functions in Ω0(2) act by multiplication on Ω0(2)+ and by −multiplication on Ω
0(2)− [3, Remark
4.19]. Besides, if f+ ∈ Ω
0(2)+ and g− ∈ Ω
0(2)−, then [f+, g−] =
∂f+
∂x1
∂g−
∂x2
− ∂f+∂x2
∂g−
∂x1
−(f+dg−+g−df+).
Notice that if f− and g+ are the corresponding elements in Ω
0(2)− and Ω
0(2)+, respectively, then
[f−, g+] = −
∂f−
∂x1
∂g+
∂x2
+ ∂f−∂x2
∂g+
∂x1
− (f−dg+ + g+df−).
As above, let us denote by g =
∏
j≥−1 gj and g =
∏
j≥−1 hj the Lie superalgebra SKO(2, 3;−1)
with respect to the gradings of type (0, 1|1, 0, 1) and (0, 1|0,−1, 0), respectively. We have: (gj)0¯ =
(hj)0¯
∼= S(2, 0)j + Ω
0(2)j , (gj)1¯
∼= (Ω0(2)−)j ⊕ (Ω
0(2)+)j+1 and (hj)1¯
∼= (Ω0(2)+)j ⊕ (Ω
0(2)−)j+1.
It follows that the map Φ : g =
∏
gj −→ g =
∏
hj , Φ(a) = −a for a ∈ Ω
0(2), Φ(X) = X for
X ∈ S(2, 0), Φ(f+) = f− for f+ ∈ (Ω
0(2)+), Φ(f−) = f+ for f− ∈ (Ω
0(2)−), is an isomorphism of
Z-graded Lie superalgebras.
Theorem 8.3 i) An even admissible grading of a simple linearly compact Lie superalgebra is
either short or isomorphic to one of the following:
1. S =W (0, 3), (|1, 1, 0);
2. S =W (0, 4), (|1, 1, 0, 0);
3. S = S(0, 4), (|1, 1, 0, 0);
4. S = S(0, 5), (|1, 1, 0, 0, 0);
5. S = S(1, 4), (0|1, 1, 0, 0);
6. S = S(2, 0), (1, 1|).
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7. S = S(2, 0), (1, 0|).
ii) An odd admissible grading of a simple linearly compact Lie superalgebra is either short or
isomorphic to one of the following:
1. S =W (1, 1), (1|0);
2. S =W (1, 2), (0|1, 1);
3. S =W (2, 1), (1, 0|0);
4. S =W (2, 2), (0, 0|1, 1);
5. S = S(1, 3), (0|1, 1, 1);
6. S = S(2, 2), (0, 0|1, 1);
7. S = H(2, 2), (1, 0|1, 0);
8. S = HO(2, 2), (1, 0|0, 1);
9. S = HO(3, 3), (0, 0, 0|1, 1, 1);
10. S = HO(n+ 1, n + 1) with n ≥ 1, (0, . . . , 0, 1|0, . . . , 0,−1);
11. S = SHO(3, 3), (1, 0, 0|0, 1, 1);
12. S = SHO(4, 4), (0, 0, 0, 0|1, 1, 1, 1);
13. S = SHO(n+ 1, n + 1) with n ≥ 2, (0, . . . , 0, 1|0, . . . , 0,−1);
14. S = KO(n+ 1, n+ 2) with n ≥ 1, (0, . . . , 0, 1|0, . . . , 0,−1, 0);
15. S = KO(2, 3), (0, 0|1, 1, 1);
16. S = SKO(2, 3;β), (1, 0|0, 1, 1);
17. S = SKO(2, 3;β), (0, 1|0,−1, 0);
18. S = SKO(3, 4;β), (0, 0, 0|1, 1, 1, 1);
19. S = SKO(n, n+ 1;β) with n > 2 and β 6= 4n , (0, . . . , 0, 1|0, . . . , 0,−1, 0).
Proof. By Remark 6.2, among the Z-gradings of depth 1 of all simple linearly compact Lie
superalgebras S =
∏
j≥−1 Sj listed in Proposition 8.1, we select the non-short ones such that either
the dimension of S0 is infinite and growth S1 ≤ growth S0 and size S1 ≤ size S0 , or the
dimension of S0 is finite and dimS1 ≤ dimS0 + 1. Up to isomorphism, we get a grading in the
following list:
A) S = p(n), (1, 0, . . . , 0| − 1, 0, . . . , 0);
B) S =W (0, 3), (|1, 1, 1);
C) S =W (0, 3) or S = S(0, 3), (|1, 1, 0);
D) S =W (0, 4) or S = S(0, 4), (|1, 1, 0, 0);
E) S =W (1, 2), (0|1, 1);
F) S =W (1, 3) or S = S(1, 3), (0|1, 1, 0);
G) S =W (2, 2) or S = S(2, 2), (0, 0|1, 1);
23
H) S =W (m,n) or S = S(m,n) with m ≥ 1, (1, 0, . . . , 0|0, . . . , 0);
I) S = S(0, 4), (|1, 1, 1, 0);
J) S = S(0, 5), (|1, 1, 0, 0, 0);
K) S = S(1, 2), (1|1, 1);
L) S = S(1, 3), (0|1, 1, 1);
M) S = S(1, 4), (0|1, 1, 0, 0);
N) S = S(2, 3), (0, 0|1, 1, 0);
O) S = S(3, 2), (0, 0, 0|1, 1);
P) S = H(0, 5), (|1, 1, 1, 1, 1);
Q) S = S(2, 0), (1, 1|);
R) S = H(2, 2), (1, 0|1, 0);
S) S = H(0, 6), (|1, 1, 1, 0, 0, 0);
T) S = HO(n, n) with n ≥ 2 and S = SHO(n, n) with n ≥ 3, (0, . . . , 0, 1|0, . . . , 0,−1);
U) S = HO(2, 2), (1, 0|0, 1);
V) S = HO(3, 3), (0, 0, 0|1, 1, 1);
W) S = SHO(3, 3), (1, 0, 0|0, 1, 1);
X) S = SHO(4, 4), (0, 0, 0, 0|1, 1, 1, 1);
Y) S = KO(n, n+ 1) and S = SKO(n, n+ 1, β) with n ≥ 2, (0, . . . , 0, 1|0, . . . , 0,−1, 0);
Z) S = KO(2, 3), (0, 0|1, 1, 1);
Z′) S = SKO(3, 4;β), (0, 0, 0|1, 1, 1, 1).
Note that the grading of type (1|1) and the grading of type (1|0) of W (1, 1) are isomorphic.
Moreover, in the above list we omitted the Lie superalgebra H(2, 0), since it is isomorphic to
S(2, 0), the Lie superalgebras KO(1, 2) and K(1, 2), since they are isomorphic to W (1, 1), and
the Lie superalgebra S(2, 1) since it is isomorphic to HO(2, 2). Besides, SKO(2, 3; 0) ∼= HO(2, 2)
and, due to Remark 8.2, for every β 6= 0 the Lie superalgebra SKO(2, 3;β) with the grading
of type (0, 1|1, 0, 1) is isomorphic to the Lie superalgebra SKO(2, 3; 1β ) with the grading of type
(0, 1|0,−1, 0).
All gradings A)–Z′) are transitive and satisfy property (6.3), with the exception of the grading
of type (1|) of W (1, 0), since in this case S1 is one-dimensional hence S2 6= S
2
1 . In order to prove
that one of these gradings is even admissible (resp. odd admissible) it is therefore sufficient to show
that there exists an element µ ∈ (S1)0¯ (resp. µ ∈ (S1)1¯) satisfying properties (6.1) and (6.2). In
Tables 1 and 2 we list, up to isomorphism, all even admissible and odd admissible gradings and
indicate such an element µ for each of them. One shows that properties (6.1) and (6.2) hold by
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direct computation, as in Example 8.7. For notation concerning finite-dimensional and infinite-
dimensional Lie superalgebras, not introduced in this paper, we refer to [10] and [3], respectively.
In all cases not appearing in Tables 1 and 2, either property (6.1) or property (6.2) fails for every
even or odd element in S1. For instance, let S =W (m,n) with m ≥ 1 and n ≥ 1, and consider the
grading of S of type (1, 0, . . . , 0|0, . . . , 0). Then S−1 = 〈
∂
∂x1
〉⊗A, where A = F[[x2, . . . , xm]]⊗Λ(n),
S0 = 〈x1
∂
∂x1
, ∂∂xi ,
∂
∂ξj
|i = 2, . . . ,m, j = 1, . . . , n〉⊗A and S1 = 〈x
2
1
∂
∂x1
, x1
∂
∂xi
, x1
∂
∂ξj
|i = 2, . . . ,m, j =
1, . . . , n〉 ⊗ A. It follows that for every µ ∈ (S1)0¯, the subalgebra of S0 generated by [S−1, µ] does
not contain the vector fields ∂∂ξj , hence [S−1, µ] does not generate S0. The same kind of argument
applies to the gradings A), C) for S = S(0, 3), F) for S = S(1, 3), H) for S =W (m, 0) with m ≥ 2,
and S = S(m,n) unless m = 2, n = 0, K), I), N), R), S), T), U), W), hence these gradings are not
even admissible. Note that the 1st graded component of S with respect to gradings B), E), G), L),
O), P), V), X), Z), Z′) is completely odd.
Let S = W (1, 3) with the grading of type (0|1, 1, 0). Then S−1 = 〈
∂
∂ξ1
, ∂∂ξ2 〉 ⊗ A with A =
F[[x]] ⊗ Λ(ξ3), S0 = 〈
∂
∂x ,
∂
∂ξ3
, ξi
∂
∂ξj
|i, j = 1, 2〉 ⊗ A, S1 = 〈ξi
∂
∂x , ξi
∂
∂ξ3
, ξ1ξ2
∂
∂ξi
|i = 1, 2〉 ⊗ A. S0 and
S1 are therefore infinite-dimensional subspaces of growth 1 and size 12. One shows that if µ lies in
(S1)0¯, then the centralizer of µ in S0 has size strictly greater than 0, therefore condition (6.1) of
Definition 6.1 cannot hold and the grading is not even admissible. We thus get the list of cases in
i).
Let S =W (0, 3) with the grading of type (|1, 1, 0). Then S−1 = 〈
∂
∂ξ1
, ∂∂ξ2 〉 ⊗A with A = Λ(ξ3),
S0 = 〈ξi
∂
∂ξj
, ∂∂ξ3 |i, j = 1, 2〉 ⊗ A and S1 = 〈ξ1ξ2
∂
∂ξi
, ξi
∂
∂ξ3
|i = 1, 2〉 ⊗ A. It follows that, for every
µ ∈ (S1)1¯, the subalgebra of S0 generated by [S−1, µ] does not contain the vector field
∂
∂ξ3
lying in
S0, therefore the grading is not odd admissible. The same kind of argument applies to the gradings
A), C), D), F), H) unless (m,n) = (1, 1) or (m,n) = (2, 1), I), J), M), N), O), S), hence these
gradings are not odd admissible. Notice that the superalgebra S = S(2, 0) in Q) is completely
even.
Let S = H(0, 5) with the principal grading, i.e., the grading of type (|1, 1, 1, 1, 1). Then S−1 =
〈ξi|i = 1, . . . , 5〉, S0 = 〈ξiξj |i, j = 1, . . . , 5〉 and S1 = 〈ξiξjξk|i, j, k = 1, . . . , 5〉. It follows that
dim(S0) = dim(S1) = 10. One shows that, for every choice of µ ∈ (S1)1¯, µ lies in [S0, µ] and the
centralizer of µ in S0 has positive dimension. It follows that condition (6.1) of Definition 6.1 cannot
be satisfied, hence the grading is not odd admissible. Similarly, consider S = W (0, 3) with the
grading of type (|1, 1, 1). Then S0 ∼= gl3 and S1 ∼= F
3 ⊕ S2(F3)∗, where F3 denotes the standard
gl3-module. The stabilizer of a generic point in S
2(F3)∗ is isomorphic to so3 and the stabilizer of
so3 in F
3 is isomorphic to F. It follows that the codimension of [S0, µ] in S1, for a generic point
µ ∈ S1, is equal to one. Since µ ∈ [S0, µ], condition (6.1) cannot be satisfied, hence the grading is
not odd admissible. The same kind of argument applies to K) and Y) for S = SKO(n, n+ 1; 4/n)
when n ≥ 2, therefore these gradings are not odd admissible. We thus get the list in ii). 
In Theorem 8.8 we will prove that if g =
∏
j≥−1 gj is a simple linearly compact Lie superalgebra
with an admissible grading, then Tables 1 and 2 below provide a complete list, up to an automor-
phism from exp(ad(gint)), where gint is the subalgebra of (g0)0¯, generated by its elements which
are ad-exponentiable in g, of even and odd elements µ ∈ g1, satisfying properties (6.1) and (6.2).
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S type of grading µ
W (0, 3) (|1, 1, 0) ξ1
∂
∂ξ3
+ ξ1ξ2ξ3(
∂
∂ξ1
+ ∂∂ξ2 )
W (0, 4) (|1, 1, 0, 0) PW = ξ1(
∂
∂ξ3
+ ξ2ξ3
∂
∂ξ1
+ ξ2ξ3
∂
∂ξ2
) + ξ2(
∂
∂ξ4
+ ξ3ξ4
∂
∂ξ3
)
S(0, 4) (|1, 1, 0, 0) PW + ξ1ξ3ξ4
∂
∂ξ4
+ ξ1ξ2ξ4
∂
∂ξ1
− ξ2ξ3ξ4
∂
∂ξ4
S(0, 5) (|1, 1, 0, 0, 0) ξ1(
∂
∂ξ3
+ ξ3ξ4
∂
∂ξ5
) + ξ2(
∂
∂ξ4
+ ξ3ξ4
∂
∂ξ3
+ ξ4ξ5
∂
∂ξ5
+ ξ3ξ4
∂
∂ξ5
)
S(1, 4) (0|1, 1, 0, 0) ξ1
∂
∂ξ3
+ ξ2
∂
∂ξ4
+ ξ1ξ3
∂
∂x + αξ1ξ4
∂
∂x + ξ2ξ4(x
∂
∂x + ξ3
∂
∂ξ3
), α ∈ F
S(2, 0) (1, 1|) x21
∂
∂x2
+ x22
∂
∂x1
S(2, 0) (1, 0|) x1
∂
∂x2
Table 1: even admissible gradings
S type of grading µ (α ∈ F)
W (1, 1) (1|0) x2ξ ∂∂x + x
∂
∂ξ
W (1, 2) (0|1, 1) ξ1
∂
∂x + (α + x)ξ1ξ2
∂
∂ξ1
W (2, 1) (1, 0|0) x21ξ
∂
∂x1
+ x1
∂
∂ξ + x1ξ
∂
∂x2
W (2, 2) (0, 0|1, 1) ξ1
∂
∂x1
+ ξ2
∂
∂x2
+ ξ1ξ2((1 + x1)
∂
∂ξ1
+ αx2
∂
∂ξ2
)
S(2, 2) (0, 0|1, 1) ξ1
∂
∂x1
+ (1 + αx1 + x1x2)ξ2
∂
∂x2
− x1ξ1ξ2
∂
∂ξ1
S(1, 3) (0|1, 1, 1) ξ3
∂
∂x + ξ1ξ2
∂
∂ξ3
H(2, 2) (1, 0|1, 0) (α+ q)p2ξ2 + pξ1
HO(2, 2) (1, 0|0, 1) x21 + x1ξ1ξ2
HO(3, 3) (0, 0, 0|1, 1, 1) ξ1ξ2 + (α+ x1)x1ξ1ξ3
HO(n, n) (n≥2) (0, . . . , 0, 1|0, . . . , 0,−1) xn + x
2
nξnξn−1
SHO(3, 3) (1, 0, 0|0, 1, 1) x21 + ξ2ξ3 + x1ξ3ξ1 − x2ξ3ξ2
SHO(4, 4) (0, 0, 0, 0|1, 1, 1, 1) ξ1ξ2 + (α+ x1)ξ3ξ4
SHO(n, n) (n≥3) (0, . . . , 0, 1|0, . . . , 0,−1) xn + x
2
nξnξn−1 + 2xnxn−2ξn−1ξn−2
KO(n, n+ 1) (n≥2) (0, . . . , 0, 1|0, . . . , 0,−1, 0) xn + x
2
nξnξn−1
KO(2, 3) (0, 0|1, 1, 1) ξ1τ + x1ξ1ξ2
SKO(n, n+ 1;β)
(n≥2, β 6=4/n) (0, . . . , 0, 1|0, . . . , 0,−1, 0) xn + xnξn−1(τ −
2−nβ
2 xnξn)
SKO(2, 3;β)
(β 6=0,1,2+ 1
b
,2+ 2
b
,∀b∈Z>0)
(0, 1|0,−1, 0) x2(1 + x2ξ2τ − x1ξ1(2τ − (3− 2β)x2ξ2))
SKO(3, 4; 1) (0, 0, 1|0, 0,−1, 0) x3(1 + ξ1ξ2 + ξ2τ +
1
2x3ξ2ξ3)
SKO(3, 4;β) (0, 0, 0|1, 1, 1, 1) ξ1ξ2 + (α+ 2x1)(x1ξ1ξ3 − τξ3)− 3β(α + x1)x1ξ1ξ3
Table 2: odd admissible gradings
Lemma 8.4 Let S = S0 ⊃ S1 ⊃ . . . be a filtered linearly compact Lie algebra acting on a linearly
compact filtered vector space V = V−k ⊃ V−k+1 ⊃ · · · ⊃ V0 ⊃ V1 ⊃ . . . , such that Sj and Vj have
finite codimension and Si(Vj) ⊂ Vi+j . Suppose that
(8.1) there exists µ ∈ V, such that S(µ) + Fµ = V.
Then for any other such element µ′ there exists an element a ∈ exp(S)× F×, such that a(µ) = µ′.
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Proof. Condition (8.1) is equivalent to the existence, for every j, of an element µj in V/Vj such
that S(µj) + Fµj = V/Vj , or, equivalently, such that
(8.2) sj(µj) + Fµj = V/Vj ,
where sj = S/Sj+k. If µ
′ is another element satisfying condition (8.1) then there exist elements
µ′j ∈ V/Vj such that sj(µ
′
j) + Fµ
′
j = V/Vj . From (8.2) it follows that that the orbit of Fµj is
Zariski open in V/Vj . Likewise, the orbit of Fµ
′
j is Zariski open in V/Vj . Since any two Zariski
open subsets in V/Vj have a non-empty intersection, we conclude that for every j there exists an
element aj ∈ exp(sj)× F
× such that aj(µj) = µ
′
j (see also the proof of [11, Proposition 2]). Then
the inverse limit a of the aj ’s sends µ to µ
′. 
Recall that the canonical filtration of a simple infinite-dimensional linearly compact Lie superal-
gebra g is the Weisfeiler filtration of g, associated to the canonical subalgebra L0 of g, i.e., the open
maximal subalgebra of g equal to the intersection of all open subalgebras of minimal codimension
in g [3, §11]. The subalgebra L0 contains all ad-exponentiable elements of g.
Proposition 8.5 Let g =
∏
j≥−1 gj be an even (resp. odd) admissible grading of a simple linearly
compact Lie superalgebra g and let µ ∈ (g1)0¯ (resp. µ ∈ (g1)1¯) be as in Definition 6.1. If
(8.3) [gint, µ] + Fµ = (g1)0¯ (resp. [gint, µ] + Fµ = (g1)1¯),
then the superalgebra J(g, µ) does not depend on the choice of the element µ.
Proof. It is sufficient to use Lemma 8.4 where S = gint, V = (g1)0¯ if µ is even or V = (g1)1¯ if
µ is odd, and the filtrations of S and V are induced by the canonical filtration of g. Since the
canonical subalgebra L0 of g contains all its exponentiable elements, gint is contained in L0, hence
the filtration of L0 induces a filtration of gint satisfying the hypotheses of Lemma 8.4. 
Lemma 8.6 Let g =
∏
j≥−1 gj be a depth 1 Z-graded linearly compact Lie superalgebra, and let
g =
∏
j≥−k Sj be a Z-grading of g, such that dim(Sj) < ∞ for all j, and gint ⊂
∏
j≥0 Sj. Let
µ = µ0 + h, where µ0, h ∈ g1, µ0 ∈ S−k + · · ·+ St, h ∈
∏
j>t Sj, and [gint, µ0] + (g1 ∩⊕j≤tSj) = g1
for some t ∈ Z+. Then [gint, µ] = [gint, µ0]. Consequently, by Lemma 8.4, µ and µ0 are conjugate
by an element of exp(ad(gint)).
Proof. We have: [gint, µ0] =
∑
i∈Z+
[gint∩Si, µ0] and [gint, µ] =
∑
i∈Z+
([gint∩Si, µ0]+[gint∩Si, h]),
where [gint ∩ Si, h] lies in ⊕j>i+tSj . It follows that [gint, µ] = [gint, µ0]. 
Example 8.7 In Example 2.2 we introduced the Buttin bracket {·, ·} on O(n, n). Recall that it
induces on the superspace HO(n, n) = O(n, n)/F1 with reversed parity a simple Lie superalgebra
bracket, denoted by [·, ·]. Consider the Lie superalgebra g = HO(n + 1, n + 1) for n ≥ 1, with
the grading g =
∏
j≥−1 gj of type (0, . . . , 0, 1|0, . . . , 0,−1) (see §1). Then we have: g−1 = 〈ξn+1〉 ⊗
O(n, n), g0 = (〈1, xn+1ξn+1〉 ⊗O(n, n))/F1, g1 = 〈xn+1, x
2
n+1ξn+1〉 ⊗ O(n, n), with reversed parity,
hence we can identify g−1, g0 and g1 with the following subspaces:
g−1 ≡ O(n, n),
g0 ≡ O(n, n)/F1⊕ ηO(n, n) with reversed parity,
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g1 ≡ O(n, n)⊕ ξO(n, n) with reversed parity,
where ξ and η are odd indeterminates. Under this identification, the bracket of g0 and g1 can be
written as follows (f ∈ O(n, n)/F1, g, s1, s2 ∈ O(n, n)):
(8.4) [f + ηg, s1 + ξs2] = [f, s1] + (−1)
p(g)+1gs1 + ξ((−1)
p(f)+1[f, s2] + [g, s1]− gs2),
and the bracket of g−1 and g1 as follows: if (t ∈ g−1 has zero constant term, then
(8.5) [t, s1 + ξs2] = (−1)
p(t)+1ts1 + η([t, s1]− 2ts2);
and
(8.6) [1, s1 + ξs2] = −2ηs2.
In order to show that the grading of type (0, . . . , 0, 1|0, . . . , 0,−1) is odd admissible, con-
sider the element µ0 = 1 + ξξn ∈ (g1)1¯. Then (6.1) follows from (8.4). Besides, (8.5) and
(8.6) show that the Lie subalgebra generated by [µ0, g−1] contains the element ηξn and all el-
ements t + 2ηξnt with t ∈ O(n, n), t 6= 1, hence it contains the subalgebra ηO(n, n), since
[ηξn, t + 2ηξnt] = −η
∂t
∂xn
, hence it contains O(n, n). Therefore µ0 and g−1 generate g0, hence
the grading of type (0, . . . , 0, 1|0, . . . , 0,−1) is odd admissible.
We have J(g, µ0) = O(n, n) with product (f, g ∈ O(n, n)):
(8.7) f • g = (−1)p(f)+1{f, g}+ 2ξnfg.
By Remark 5.3, J(g, µ0) ∼= OJP (n− 1, n − 1).
We now want to show that the choice of µ ∈ (g1)1¯ satisfying (6.1) and (6.2) is unique up to
automorphisms in exp(ad(gint)). Let µ = µ1 + ξµ2, with µ1, µ2 ∈ O(n, n), be an odd element in
g1 satisfying properties (6.1) and (6.2). We shall first show that if µ satisfies (6.2), then µ1 has a
non-zero constant term. In order to construct the Lie subalgebra of g0 generated by [g−1, µ], notice
that, if r ∈ O(n, n), then, by (8.5), [r, µ] = (−1)p(r)+1rµ1 + ηt
′ for some t′ ∈ O(n, n). Besides, if
r′, r′′, t′, t′′ ∈ O(n, n), then:
(8.8) [r′µ1 + ηt
′, r′′µ1 + ηt
′′] = [r′µ1, r
′′µ1] + ηω
for some ω ∈ O(n, n). Let us denote by I the principal ideal of O(n, n), with respect to the usual
associative product, generated by µ1. Since [g−1, µ] generate the whole Lie superalgebra g0, (8.8)
implies that the Lie superalgebra O(n, n)/F1 is generated by the image I¯ of I. Let us now denote
by K the principal ideal of O(n, n), with respect to the usual associative product, generated by
[µ1, µ1], and denote by K¯ its image in O(n, n)/F1. We have: [I, I] ⊂ I + K and [I,K] ⊂ I + K
since [µ1, [µ1, µ1]] = 0 (µ1 is odd). Finally, [K,K] ⊂ K, hence I + K is a subalgebra of the Lie
superalgebra O(n, n), containing the Lie subalgebra, generated by I, hence I¯ + K¯ = O(n, n)/F1.
Now suppose that µ1 has zero constant term, hence, up to a linear change of indeterminates,
µ1 = ax1+ q1 where a ∈ F and q1 is a sum of monomials of degree greater than or equal to 2. Then
[µ1, µ1] = 2a
∂q1
∂ξ1
+ [q1, q1], hence I +K = (x1 + q1)O(n, n) + (2a
∂q1
∂ξ1
+ [q1, q1])O(n, n), therefore it
does not contain any even indeterminate different from x1, since q1 is an even element of O(n, n).
This contradicts the equality I¯ + K¯ = O(n, n)/F1, therefore µ1 is an invertible element in O(n, n).
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Up to an automorphism, we may thus assume µ = 1+ ξµ2. Indeed, if µ1 = 1+µ
′
1, where µ
′ has
zero constant term,then the automorphism exp(adηµ′1) maps µ to an element of the form 1 + ξq2,
for some q2 in O(n, n), which still satisfies both conditions (6.1) and (6.2). By (8.4) and condition
(6.2), we thus have:
(8.9) 〈ξ[f, µ2], g − (−1)
p(g)+1ξgµ2 | f ∈ O(n, n)/F1, g ∈ O(n, n)〉+ Fµ = g1,
hence 〈[f, µ2] | f ∈ O(n, n)/F1〉 = O(n, n). It follows that µ2 has a non-zero linear term, hence,
up to a linear change of indeterminates, since µ2 is an odd element of O(n, n), we may assume
µ2 = ξn+ρ, where ρ is a sum of monomials of degree greater than or equal to 2, i.e. µ = 1+ξξn+ξρ.
In other words, if g =
∏
j≥−1 Sj denotes the principal grading of g, then µ0 ∈ S−1+S2 and µ = µ0+h
with h ∈
∏
j>2 Sj . By Lemma 8.6, µ is conjugate to µ0.
In what follows, if g is one of the simple infinite-dimensional linearly compact Lie superalgebras
appearing in i) and ii) of Theorem 8.3, we will denote by g =
∏
j Sj the principal grading, defined
in [12].
Theorem 8.8 Let g =
∏
j≥−1 gj be a simple, linearly compact, infinite-dimensional Lie super-
algebra with an admissible grading of height strictly greater than one. Then, up to conjugation
by exp(ad(gint)), a complete list of elements µ ∈ g1 satisfying properties (6.1) and (6.2), is as
follows:
1. g =W (1, 1) with the grading of type (1|0): µ = x2ξ ∂∂x + x
∂
∂ξ and [gint, µ] + Fµ = g1.
2. g = W (1, 2) with the grading (0|1, 1): µ = ξ1
∂
∂x + (α + x)ξ1ξ2
∂
∂ξ1
, where either α 6= 0 and
[gint, µ] + Fµ = g1, or α = 0 and [gint, µ] + Fµ has codimension one in g1.
3. g =W (2, 1) with the grading (1, 0|0): µ = x1
∂
∂ξ + x1ξ
∂
∂x2
+ x21ξ
∂
∂x1
and [gint, µ] = g1.
4. g = W (2, 2) with the grading (0, 0|1, 1): µ = ξ1
∂
∂x1
+ ξ2
∂
∂x2
+ (1 + x1)ξ1ξ2
∂
∂ξ1
+ αx2ξ1ξ2
∂
∂ξ2
,
where either α 6= 0 and [gint, µ] + Fµ = g1, or α = 0 and [gint, µ] + Fµ has codimension one in g1.
5. g = S(1, 4) with the grading (0|1, 1, 0, 0): µ = ξ1
∂
∂ξ3
+ ξ2
∂
∂ξ4
+ αξ1ξ4
∂
∂x + ξ1ξ3
∂
∂x + xξ2ξ4
∂
∂x −
ξ2ξ3ξ4
∂
∂ξ3
, where either α 6= 0 and [gint, µ] + Fµ = g1, or α = 0 and [gint, µ] + Fµ has codimension
one in g1.
6. g = S(2, 0) with the grading (1, 1|): µ = x21
∂
∂x2
+ x22
∂
∂x1
and [gint, µ] + Fµ = g1.
7. g = S(2, 0) with the grading (1, 0|): µ = x1
∂
∂x2
and [gint, µ] + Fµ = g1.
8. g = S(2, 2) with the grading (0, 0|1, 1): µ = ξ1
∂
∂x1
+ ξ2
∂
∂x2
+ (αx1 + x1x2)ξ2
∂
∂x2
− x1ξ1ξ2
∂
∂ξ1
,
where either α 6= 0 and [gint, µ] + Fµ = g1, or α = 0 and [gint, µ] + Fµ has codimension two in g1.
9. g = S(1, 3) with the grading (0|1, 1, 1): µ = ξ3
∂
∂x + ξ1ξ2
∂
∂ξ3
and [gint, µ] + Fµ = g1.
10. g = H(2, 2) with the grading (1, 0|1, 0): µ = pξ1 + (α + q)p
2ξ2, where either α 6= 0 and
[gint, µ] + Fµ = g1, or α = 0 and [gint, µ] + Fµ has codimension one in g1.
11. g = HO(2, 2) with the grading (1, 0|0, 1): µ = x21 + x1ξ1ξ2 and [gint, µ] + Fµ = g1.
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12. g = HO(3, 3) with the grading (0, 0, 0|1, 1, 1): µ = ξ1ξ2 + (α + x1)x1ξ1ξ3, where α 6= 0 and
[gint, µ] + Fµ = g1, or α = 0 and [gint, µ] + Fµ has codimension one in g1.
13. g = HO(n, n), n ≥ 2, with the grading (0, . . . , 0, 1|0, . . . , 0,−1): µ = xn + x
2
nξnξn−1 and
[gint, µ] + Fµ = g1.
14. g = SHO(3, 3) with the grading (1, 0, 0|0, 1, 1): µ = x21+ ξ2ξ3+x1ξ3ξ1−x2ξ3ξ2 and [gint, µ] +
Fµ = g1.
15. g = SHO(4, 4) with the grading (0, 0, 0, 0|1, 1, 1, 1): µ = ξ1ξ2 + (α + x1)ξ3ξ4, where either
α 6= 0 and [gint, µ] + Fµ = g1, or α = 0 and [gint, µ] + Fµ has codimension 1 in g1.
16. g = SHO(n, n), n ≥ 3, with the grading (0, . . . , 0, 1|0, . . . , 0,−1): µ = xn + x
2
nξnξn−1 +
2xnxn−2ξn−1ξn−2 and [gint, µ] + Fµ = g1.
17. g = KO(n, n+1), n ≥ 2, with the grading (0, . . . , 0, 1|0, . . . , 0,−1, 0): µ = xn+ x
2
nξnξn−1 and
[gint, µ] + Fµ = g1.
18. g = KO(2, 3) with the grading (0, 0|1, 1, 1): µ = ξ1τ+x1ξ1ξ2 and [gint, µ]+Fµ has codimension
one in g1.
19. g = SKO(n, n + 1;β), n ≥ 2, β 6= 4n , with the grading (0, . . . , 0, 1|0, . . . , 0,−1, 0): µ =
xn+xnξn−1τ+
2−nβ
2 x
2
nξnξn−1 and [gint, µ]+Fµ = g1 if (n, β) 6= (3, 1), [gint, µ]+Fµ has codimension
one in g1 if n = 3 and β = 1.
20. g = SKO(2, 3;β), β 6= 0, 1, 2 + 1b , 2 +
2
b ∀b ∈ Z>0, with the grading (0, 1|0,−1, 0): µ =
x2 + x
2
2ξ2τ − 2x1x2ξ1τ + (3− 2β)x1x
2
2ξ1ξ2 and [gint, µ] + Fµ has codimension one in g1.
21. g = SKO(3, 4; 1), with the grading (0, 0, 1|0, 0,−1, 0): µ = x3+ x3ξ1ξ2 + x3ξ2τ +
1
2x
2
3ξ2ξ3 and
[gint, µ] + Fµ = g1.
22. g = SKO(3, 4;β), with the grading (0, 0, 0|1, 1, 1, 1): µ = ξ1ξ2+α((1−3β)x1ξ1ξ3− τξ3)+(2−
3β)x21ξ1ξ3 − 2x1τξ3, where either α 6= 0 and β 6= 1/3 and [gint, µ] = g1, or α = 0 and [gint, µ] has
codimension one in g1.
Proof. If g = W (1, 1) with the grading of type (1|0), then one checks by direct computation
that µ = x ∂∂ξ + x
2ξ ∂∂x satisfies properties (6.1) and (6.2). In this case (g0)0¯ = gint, hence 1.
follows from Proposition 8.5. The same argument holds in case 6. In all other cases we use the
same kind of argument as in Example 8.7, where we prove 12. For instance, let g = S(2, 0) with
the grading of type (1, 0|). Then g−1 = 〈
∂
∂x1
〉 ⊗ F[[x2]], g0 = 〈x
r
2
∂
∂x2
− rx1x
r−1
2
∂
∂x1
| r ≥ 0〉 and
g1 = 〈2x1x
r
2
∂
∂x2
− rx21x
r−1
2
∂
∂x1
| r ≥ 0〉. Let µ =
∑
r≥0 αr(2x1x
r
2
∂
∂x2
− rx21x
r−1
2
∂
∂x1
) ∈ g1 satisfy
properties (6.1) and (6.2). If α0 = 0, then the subalgebra of g0 generated by [g−1, µ] is contained in
S0 hence it is properly contained in g0, contradicting property (6.2). It follows that α0 6= 0, hence,
by Lemma 8.6, µ is conjugate to x1
∂
∂x2
, hence [gint, µ] + Fµ = g1.
Let us now consider g =W (1, 2) =
∏
j≥−1 gj with the grading of type (0|1, 1). We have: g−1 =
〈 ∂∂ξi | i = 1, 2〉⊗F[[x]], g0 = 〈
∂
∂x , ξj
∂
∂ξi
| j, i = 1, 2〉⊗F[[x]], g1 = 〈ξi
∂
∂x , ξ1ξ2
∂
∂ξi
| i = 1, 2〉⊗F[[x]]. Let
µ ∈ g1 satisfy properties (6.1) and (6.2). If µ ∈ g1 ∩
∏
j≥1 Sj, then the subalgebra of g0 generated
by [g−1, µ] is contained in
∏
j≥0 Sj, hence it is properly contained in g0. It follows that, up to a
linear change of indeterminates, we may assume µ = ξ1
∂
∂x + h for some h ∈ g1 ∩
∏
j≥1 Sj. We
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will show that, up to conjugation by elements in exp(ad(gint)), we may assume h = αξ1ξ2
∂
∂ξ1
+ ϕ,
for some α ∈ F and some ϕ ∈
∏
j≥2 Sj . Indeed, let µ = ξ1
∂
∂x + aξ1ξ2
∂
∂ξ1
+ bξ1ξ2
∂
∂ξ2
+ cxξ1
∂
∂x +
dxξ2
∂
∂x + h1 for some a, b, c, d ∈ F and some h1 ∈ g1 ∩
∏
j≥2 Sj . Then exp(ad(−dxξ2
∂
∂ξ1
))(µ) =
ξ1
∂
∂x + (a + d)ξ1ξ2
∂
∂ξ1
+ bξ1ξ2
∂
∂ξ2
+ cxξ1
∂
∂x + h
′
1 for some h
′
1 ∈ g1 ∩
∏
j≥2 Sj . It follows that we
may assume µ = ξ1
∂
∂x + aξ1ξ2
∂
∂ξ1
+ bξ1ξ2
∂
∂ξ2
+ cxξ1
∂
∂x + h1 for some h1 ∈ g1 ∩
∏
j≥2 Sj . Then
exp(ad(bxξ2
∂
∂ξ2
))(µ) = ξ1
∂
∂x + aξ1ξ2
∂
∂ξ1
+ cxξ1
∂
∂x + h
′′
1 for some h
′′
1 ∈ g1 ∩
∏
j≥2 Sj. It follows
that we may assume µ = ξ1
∂
∂x + aξ1ξ2
∂
∂ξ1
+ cxξ1
∂
∂x + h1 for some h1 ∈ g1 ∩
∏
j≥2 Sj. Then
exp(ad( c2x
2 ∂
∂x))(µ) = ξ1
∂
∂x+aξ1ξ2
∂
∂ξ1
+ h˜ for some h˜ ∈ g1∩
∏
j≥2 Sj . It follows that we may assume
µ = ξ1
∂
∂x+aξ1ξ2
∂
∂ξ1
+ h˜ for some a ∈ F and h˜ ∈ g1∩
∏
j≥2 Sj. If a 6= 0, then we may assume, up to a
linear change of indeterminates, a = 1. By direct computation one shows that µ0 = ξ1
∂
∂x + ξ1ξ2
∂
∂ξ1
satisfies conditions (6.1) and (6.2), and that [g0, µ0] = [gint, µ0], since [
∂
∂x , µ0] = 0. Therefore, by
Lemma 8.6, for every a 6= 0, [gint, µ] = [gint, µ0], hence µ is conjugate to µ0 by an element in
exp(ad(gint)). Let us now suppose a = 0. Then, by the same arguments as above, we can assume
either (i) µ = ξ1
∂
∂x + xξ1ξ2
∂
∂ξ1
+ h˜ for some h˜ ∈ g1 ∩
∏
j≥3 Sj, or (ii) µ = ξ1
∂
∂x + h˜ for some
h˜ ∈ g1 ∩
∏
j≥3 Sj. Notice that µ1 = ξ1
∂
∂x + xξ1ξ2
∂
∂ξ1
satisfies conditions (6.1) and (6.2) and [gint, µ]
has codimension one in [g0, µ]. Therefore, by Lemma 8.6, in case (i) [gint, µ] = [gint, µ1], hence µ
is conjugate to µ1. Finally, in case (ii), [gint, µ] + Fµ has at least codimension 2 in g1, and this
contradicts condition [g0, µ] + Fµ = g1, since gint has codimension 1 in g0.
Now let g = S(1, 4) =
∏
j≥−1 gj with the grading of type (0|1, 1, 0, 0). We have: g−1 =
〈 ∂∂ξi | i = 1, 2〉 ⊗ F[[x]] ⊗ Λ(ξ3, ξ4), g0 = 〈
∂
∂x ,
∂
∂ξk
, ξj
∂
∂ξi
| k = 3, 4, i, j = 1, 2〉 ⊗ F[[x]] ⊗ Λ(ξ3, ξ4),
g1 = 〈ξi
∂
∂x , ξi
∂
∂ξk
, ξ1ξ2
∂
∂ξi
| k = 3, 4, i = 1, 2〉 ⊗ F[[x]]⊗ Λ(ξ3, ξ4).
Let µ ∈ (g1)0¯ satisfy properties (6.1) and (6.2). If µ ∈ g1 ∩
∏
j≥1 Sj, then the subalgebra of
g0 generated by [g−1, µ] is contained in
∏
j≥0 Sj, hence it is properly contained in g0. It follows
that, up to a linear change of indeterminates, we may assume µ = ξ1
∂
∂ξ3
+ ξ2
∂
∂ξ4
+ h for some
h ∈ g1 ∩
∏
j≥1 Sj. We will show that, up to conjugation by elements in exp(ad(gint)), we may
assume either h = αξ1ξ4
∂
∂x + ξ1ξ3
∂
∂x + ϕ for some α ∈ F, α 6= 0 and some ϕ ∈
∏
j≥2 Sj, or
h = ξ1ξ3
∂
∂x + xξ2ξ4
∂
∂x − ξ2ξ3ξ4
∂
∂ξ3
+ ψ for some ψ ∈
∏
j≥3 Sj. Indeed, let µ = ξ1
∂
∂ξ3
+ ξ2
∂
∂ξ4
+
αξ1ξ4
∂
∂x + βξ1ξ3
∂
∂x + γξ2ξ4
∂
∂x + δξ2ξ3
∂
∂x +Axξ1
∂
∂ξ3
+Bxξ2
∂
∂ξ3
+Cxξ1
∂
∂ξ4
+Dxξ2
∂
∂ξ4
+ h1 for some
α, β, γ, δ,A,B,C,D ∈ F and some h1 ∈ g1∩
∏
j≥2 Sj. Then exp(ad(−Axξ1
∂
∂ξ1
))(µ) = µ−Axξ1
∂
∂ξ3
+
h′1 for some h
′
1 ∈ g1∩
∏
j≥2 Sj. It follows that we may assume A = 0. Then exp(ad(−Bxξ2
∂
∂ξ1
))(µ) =
µ − Bxξ2
∂
∂ξ3
+ h′′1 for some h
′′
1 ∈ g1 ∩
∏
j≥2 Sj. It follows that we may assume B = 0. By similar
arguments we may assume C = D = 0. Then exp(ad(−δξ3ξ4
∂
∂x))(µ) = µ+ δξ1ξ4
∂
∂x − δξ2ξ3
∂
∂x hence
we may assume δ = 0, i.e., µ = ξ1
∂
∂ξ3
+ ξ2
∂
∂ξ4
+ αξ1ξ4
∂
∂x + βξ1ξ3
∂
∂x + γξ2ξ4
∂
∂x + h1. Notice that,
since [g−1, µ] generates g0 and
∂
∂x lies in g0, we necessarily have (α, β, γ) 6= (0, 0, 0).
By direct computation one shows that µα,β,γ = ξ1
∂
∂ξ3
+ ξ2
∂
∂ξ4
+ αξ1ξ4
∂
∂x + βξ1ξ3
∂
∂x + γξ2ξ4
∂
∂x
satisfies conditions (6.1) and (6.2) for every α, β, γ ∈ F such that α 6= 0 or α = 0 and β 6= 0 6= γ.
Besides, [g0, µα,β,γ ] = [gint, µα,β,γ ], since [
∂
∂x , µα,β,γ ] = 0. It follows that the elements µα,β,γ ,
with α, β, γ ∈ F such that α 6= 0 or α = 0 and β 6= 0 6= γ, are conjugate to each other by
automorphisms in exp(ad(gint)). Therefore, if α 6= 0 or α = 0 and β 6= 0 6= γ, by Lemma 8.6,
[gint, µ] = [gint, µα,β,γ ] = [gint, µa,1,0] for a 6= 0, hence, under these hypotheses, µ is conjugate to
µa,1,0 by an element in exp(ad(gint)).
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Now suppose α = 0 = γ and β 6= 0 (the case α = 0 = β and γ 6= 0 is equivalent to this up to
a linear change of indeterminates). Then we may assume µ = ξ1
∂
∂ξ3
+ ξ2
∂
∂ξ4
+ ξ1ξ3
∂
∂x + q for some
q ∈
∏
j≥2 Sj.
Notice that µ˜a,b,c = ξ1
∂
∂ξ3
+ξ2
∂
∂ξ4
+ξ1ξ3
∂
∂x+axξ2ξ4
∂
∂x+bξ1ξ2ξ4
∂
∂ξ1
+cξ2ξ3ξ4
∂
∂ξ3
satisfies conditions
(6.1) and (6.2) for every a, b, c ∈ F such that a 6= 0 and a− b+ c = 0 but in this case [gint, µ˜a,b,c] +
Fµ˜a,b,c has codimension one in [g0, µ˜a,b,c]+Fµ˜a,b,c. More precisely, [gint, µ˜a,b,c]⊕Fξ2ξ4
∂
∂x = [g0, µ˜a,b,c].
It follows that, for a, b, c ∈ F such that a 6= 0 and a − b + c = 0, the elements µ˜a,b,c are conjugate
to each other by automorphisms in exp(ad(gint)).
One verifies that the vector field ξ2ξ4
∂
∂x lies in [g0, µ] + Fµ if and only if q = axξ2ξ4
∂
∂x +
bξ1ξ2ξ4
∂
∂ξ1
+ cξ2ξ3ξ4
∂
∂ξ3
+ h+ t for some a, b, c ∈ F, with a 6= 0 and a− b+ c = 0, some t ∈
∏
j≥3 Sj
and some h ∈ 〈xξ1ξ3
∂
∂x , xξ1ξ4
∂
∂x , xξ2ξ3
∂
∂x , ξ1ξ3ξ4
∂
∂x , x
2ξi
∂
∂ξ4
, ξ1ξ2ξk
∂
∂ξi
| i = 1, 2, k = 3, 4〉. It follows
that [gint, µ] + Fµ consists of vector fields in g1 not containing the element ξ2ξ4
∂
∂x . Therefore µ is
conjugate to µ˜a,b,c for a 6= 0 and a− b+ c = 0, i.e., to µ˜1,0,−1.
Let us now consider g = W (2, 1) =
∏
j≥−1 gj with the grading of type (1, 0|0). We have:
g−1 = 〈
∂
∂x1
〉⊗A, g0 = 〈x1
∂
∂x1
, ∂∂x2 ,
∂
∂ξ 〉⊗A, g1 = 〈x
2
1
∂
∂x1
, x1
∂
∂x2
, x1
∂
∂ξ 〉⊗A, where A = F[[x2]]⊗Λ(ξ).
Let µ ∈ (g1)1¯ satisfy properties (6.1) and (6.2). If µ ∈ g1 ∩
∏
j≥1 Sj, then the subalgebra of
g0 generated by [g−1, µ] is contained in S0, hence it is properly contained in g0. It follows that,
up to a linear change of indeterminates, we may assume µ = x1
∂
∂ξ + h for some h ∈
∏
j≥1 Sj . Let
µ = x1
∂
∂ξ + ax1ξ
∂
∂x2
+ bx1x2
∂
∂ξ +h
′, for some a, b ∈ F and some h′ ∈
∏
j≥2 Sj. Since the subalgebra
generated by [g−1, µ] contains
∂
∂x2
, we have a 6= 0. Besides, exp(ad(−bx1x2
∂
∂x1
))(µ) = µ−bx1x2
∂
∂ξ+
h′′, for some h′′ ∈
∏
j≥2 Sj . Therefore we can assume µ = x1
∂
∂ξ +x1ξ
∂
∂x2
+ h˜ for some h˜ ∈
∏
j≥2 Sj .
By direct computation one shows that if µ0 = x1
∂
∂ξ + x1ξ
∂
∂x2
, then [g0, µ0] = [gint, µ0] = g1. By
Lemma 8.6, µ is conjugate to µ0. Note that the subalgebra of g0 generated by [g−1, µ0] is properly
contained in g0 since µ0 and all vector fields in g−1 have zero divergence. Let µ1 = µ0 + x
2
1ξ
∂
∂x1
.
Then [gint, µ1] = [gint, µ0] by Lemma 8.6, and a direct computation shows that [g−1, µ0] generates
g0. It follows that µ is conjugate to µ1.
By similar arguments one proves cases 6.–21. 
Remark 8.9 We recall that the Lie superalgebras S(1, 2) and SKO(2, 3; 1) have an sl2-copy a
of outer derivations. We shall denote by e, f , h the standard basis of a defined in [8, Lemma
5.9] and [3, Remark 4.15], respectively. Besides, DerSHO(3, 3) = SHO(3, 3) + a with a ∼= gl2 [3,
Proposition 1.8]. The subalgebra a of outer derivations of SHO(3, 3) is generated by the Euler
operator E and by a copy of sl2 with Chevalley basis {e, h.f} where
e = ad(ξ1ξ3
∂
∂x2
− ξ2ξ3
∂
∂x1
− ξ1ξ2
∂
∂x3
) and h = −ad
3∑
i=1
ξi
∂
∂ξi
.
(Note that the formula for h, given in [3, Remark 2.37], is incorrect.) In order to define f , consider
SHO(3, 3) with its principal grading, i.e., the grading of type (1, 1, 1|1, 1, 1). In this grading, for
every j > 1, SHO(3, 3)j = SHO(3, 3)
j
1, therefore it is sufficient to define f on the local part
SHO(3, 3)−1 ⊕ SHO(3, 3)0 ⊕ SHO(3, 3)1 of SHO(3, 3). One has: f(ξ1ξ2) = x3, f(ξ1ξ3) = −x2,
f(ξ2ξ3) = x1; f(x1ξ2ξ3) =
1
2x
2
1, f(x2ξ1ξ3) = −
1
2x
2
2, f(x3ξ1ξ2) =
1
2x
2
3, f(x1ξ1ξ2 − x3ξ3ξ2) = x1x3,
f(x2ξ2ξ1 − x3ξ3ξ1) = −x2x3, f(x1ξ1ξ3 − x2ξ2ξ3) = −x1x2, and f = 0 elsewhere on SHO(3, 3)−1 ⊕
SHO(3, 3)0 ⊕ SHO(3, 3)1.
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Theorem 8.10 Let L = S ⋊ Fd, where S is a simple linearly compact Lie superalgebra and d is
an even outer derivation of S. Then an even admissible grading of L such that d has degree 1, is
either short or isomorphic to one of the following:
1. S = SHO(3, 3) , (1, 0, 0|0, 1, 1), d = e;
2. S = SKO(2, 3; 1) , (1, 0|0, 1, 1) , d = e.
Proof. Let L =
∏
j≥−1Lj be a Z-grading of L of depth 1. According to [10, Proposition 5.1.2],
[12] and [3, Proposition 1.8], one of the following possibilities may occur:
i) S = A(1, 1), d = D1 (see [10, Proposition 5.1.2(e)]);
ii) S = H(0, n) for some even n > 5 and d = ξ1 . . . ξn;
iii) S = S(1, n) for some even n ≥ 4 and d = ξ1 . . . ξn
∂
∂x ;
iv) S = SKO(m,m+ 1; (m − 2)/m) for some odd m ≥ 3 and d = ξ1 . . . ξm;
v) S = SKO(m,m+ 1; 1) for some even m ≥ 4 and d = τξ1 . . . ξm;
vi) S = SHO(m,m) for some odd m ≥ 5 and d = ξ1 . . . ξm;
vii) S = S(1, 2) and d = e;
viii) S = SHO(3, 3) and d = e;
ix) S = SKO(2, 3; 1) and d = e.
Let us analyze all cases i) − ix). From [10, Proposition 5.1.2(e)] one deduces that if S = A(1, 1)
and L = S ⋊ FD1, then any Z-grading of L of depth 1, such that D1 has degree 1, is short.
Let S = H(0, n) for some even n > 5, say n = 2t. By Proposition 8.1, the gradings of depth 1 of
L are, up to isomorphism, the gradings of type (|1, . . . , 1) and the grading of type (|1, . . . , 1, 0, . . . , 0)
with t 1’s and t 0’s. In the grading of type (|1, . . . , 1), d has degree n− 2 > 1 (since n ≥ 5) in the
grading of type (|1, . . . , 1, 0, . . . , 0) it has degree t− 1 > 1. Therefore if L = H(0, n)⋊Fξ1 . . . ξn for
some even n > 5, then L has no Z-grading of depth one such that ξ1 . . . ξn has degree 1.
Let us consider case iii). By Proposition 8.1, the gradings of depth 1 of L such that d has degree
1, are, up to isomorphism, the gradings of type (0|1, 0, . . . , 0) and (1|1, 1, 0, . . . , 0). The first one is
short, therefore let us consider the second one. The 0th and 1st graded components of S in this
grading have dimension (n + 6)2n−2 and (3 + 3n)2n−2, respectively. Hence, by Remark 6.2, the
grading of type (1|1, 1, 0, . . . , 0) is not even admissible.
Let us now consider case iv). By Proposition 8.1, L has, up to isomorphism, only one grading
of depth 1 such that d has degree 1, i.e., the grading of type (1, . . . , 1, 0, 0|0, . . . , 0, 1, 1, 1). The 0th
and 1st graded components of L in this grading are infinite-dimensional vector spaces of growth
2, and size m2m−2 and m
2+m−4
2 2
m−2, respectively. Hence, by Remark 6.2, the grading of type
(1, . . . , 1, 0, 0|0, . . . , 0, 1, 1, 1) is not even admissible.
By similar arguments one can rule out cases v) and vi).
Let L = S(1, 2) +Fd. Then, up to isomorphism, one can assume that the grading of L is either
of type (0|1, 0) or of type (1|1, 1). The first grading is short, thus let us consider the second one.
The 0th and 1st graded components of L in this grading are finite-dimensional vector spaces of
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dimension 8 and 9, respectively. One shows that for every choice of µ ∈ (L1)0¯, the centralizer of µ
in L0 has positive dimension, hence µ cannot satisfy property (6.1) of Definition 6.1.
Let S = SHO(3, 3). By Proposition 8.1, the gradings of depth 1 of L such that e has degree
1, are, up to isomorphism, the gradings of type (1, 1, 1|1, 1, 1) and (1, 0, 0|0, 1, 1). The 0th and 1st
graded component of L in the grading of type (1, 1, 1|1, 1, 1) have dimension 17 and 32, respectively,
hence this grading is not even admissible. On the contrary the grading of type (1, 0, 0|0, 1, 1) is
even admissible since one can check, by direct calculations, that it satisfies Definition 6.1 with
µ = e + x1ξ2. Notice that the gradings of type (1, 1, 1|1, 1, 1) and (1, 0, 0|0, 1, 1) of S + Fe are
isomorphic to the gradings of type (1, 1, 1|0, 0, 0) and (1, 0, 0| − 1, 0, 0), respectively, via the map
exp(e) exp(−f) exp(e) (see also [3, Remark 2.38]).
Similarly, if S = SKO(2, 3; 1), then the Lie superalgebra L = SKO(2, 3; 1) + Fe has one even
admissible grading, namely the grading of type (1, 0|0, 1, 1). In this case µ = e+ x1ξ2. 
Theorem 8.11 Let L = S ⋊ Fd as in the statement of Theorem 8.10 and let L =
∏
j≥−1Lj be an
even admissible grading of L, of height strictly greater than one, such that d has degree one. Then
a complete list, up to conjugation by exp(ad(Lint)), of elements µ ∈ L1 satisfying properties (6.1)
and (6.2), is as follows:
1. S = SHO(3, 3) with the grading of type (1, 0, 0|0, 1, 1): µ = e+ x1ξ2 and [L0, µ] + Fµ = L1;
2. S = SKO(2, 3; 1) with the grading of type (1, 0|0, 1, 1): µ = e+ x1ξ2 and [L0, µ] + Fµ = L1.
Proof. We will denote by S =
∏
j Sj the principal grading of S and argue as in the proof of
Theorem 8.8. Let us first consider the case S = SHO(3, 3) with the grading of type (1, 0, 0|0, 1, 1).
We have: L−1 = A/F1, with A = F[[x2, x3]] ⊗ Λ(ξ1); L0 = {f ∈ 〈x1, ξ2, ξ3〉 ⊗ A | ∆(f) = 0};
L1 = {f ∈ 〈x
2
1, x1ξ2, x1ξ3, ξ2ξ3〉 ⊗ A | ∆(f) = 0}. Let µ ∈ (L1)0¯ satisfy properties (6.1) and
(6.2). Then we may assume, up to a linear change of indeterminates, that µ = x1ξ2 + h for some
h ∈
∏
j≥1 Sj. Indeed, if µ lies in L1 ∩
∏
j≥1 Sj, then [L−1, µ] is contained in
∏
j≥0 Sj hence it
cannot generate L0, contradicting property (6.2). Up to automorphism in exp(ad(Lint)) we may
thus assume µ = x1ξ2 + αe + h
′ for some h′ ∈
∏
j≥2 Sj and some α ∈ F. By Theorem 8.3i), we
have α 6= 0, hence we may assume α = 1. One checks, by direct computations, that the element
µ0 = x1ξ2 + e satisfies properties (6.1) and (6.2). Besides [L0, µ0] = [Lint, µ0], since [ξi, µ0] = 0 for
i = 1, 2. Then statement 1. follows from Lemma 8.6.
Now let S = SKO(2, 3; 1) with the grading of type (1, 0|0, 1, 1). We have: L−1 = F[[x2]] ⊗
Λ(ξ1) =: A, L0 = {f ∈ 〈x1, ξ2, τ〉 ⊗A | div1(f) = 0}, L1 = {f ∈ 〈x
2
1, x1ξ2, x1τ, ξ2τ〉 ⊗A | div1(f) =
0}. Let µ ∈ (L0)0¯ satisfy properties (6.1), (6.2). Then µ = z0 + z1 + h for some h ∈
∏
j≥2 Sj and
some zi ∈ Si, i = 1, 2, such that z0+ z1 6= 0, since if µ lies in
∏
j≥2 Sj, then [L−1, µ] ⊂ L0∩
∏
j≥0 Sj
contradicting (6.2). Suppose that µ = x1ξ2 + h
′ for some h′ ∈
∏
j≥1 Sj. Then, we may assume, up
to automorphisms, µ = x1ξ2+αe+ h for some h ∈
∏
j≥3 Sj and some α ∈ F. Besides, by Theorem
8.3i), we have α 6= 0, hence we may suppose α = 1. A direct computation shows that the element
µ0 = x1ξ2 + e satisfies (6.1) and (6.2); besides, [L0, µ] = [Lint, µ] since [ξ2, µ] = 0. By Lemma 8.6
µ is conjugate to µ0.
Now suppose that z0 = 0, i.e., µ = Ax
2
1ξ1 + Bx1τ + Cx1x2ξ2 + h for some h ∈
∏
j≥2 Sj and
some A,B,C ∈ F such that 2A − B + C = 0. Notice that if B = 0, then [L−1, µ] ⊂ L0 ∩
∏
j≥0 Sj
contradicting (6.2), hence we may assume B = 1. It follows that, up to automorphisms, we may
assume µ = x1τ +Ax
2
1ξ1+Cx1x2ξ2+αe+h
′ for some h′ ∈
∏
j≥3 Sj and some α,A,C ∈ F such that
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2A+C − 1 = 0. By Theorem 8.3i) we have α 6= 0. Then one checks that L1 ∩ S1 is not contained
in [L0, µ] + Fµ, hence contradicting property (6.1). 
Proposition 8.12 Let S be a simple linearly compact Lie superalgebra.
a) Let L = S + Fµ+ F[µ, µ], where µ is an odd outer derivation of S such that [µ, µ] 6= 0. Then
there is no admissible grading of L such that µ has degree 1.
b) If L = S ⊗Λ(1)+Fµ+Fd, where d is an even outer derivation of S and µ = d⊗ ξ+1⊗ d/dξ,
then there exists no Z-grading of L of depth 1 such that µ has degree 1.
Proof. a) From the description of outer derivations of simple linearly compact Lie superalgebras
given in [10, Proposition 5.1.2], [12] and [3, Proposition 1.8], we deduce that L = S ⋊ Fd, where
the following possibilities for S and d may occur, up to isomorphism:
i) S = q(n) and d = D (see [10, Proposition 5.1.2(c)] for the definition of D);
ii) S = H(0, n) for some odd n ≥ 5 and d = ξ1 . . . ξn;
iii) S = S(1, n) for some odd n ≥ 3 and d = ξ1 . . . ξn
∂
∂x ;
iv) S = SKO(m,m+ 1; (m− 2)/m) for some even m ≥ 2 and d = ξ1 . . . ξm;
v) S = SKO(m,m+ 1; 1) for some odd m ≥ 3 and d = τξ1 . . . ξm;
vi) S = SHO(m,m) for some even m ≥ 4 and d = ξ1 . . . ξm.
In all cases [d, d] = 0, hence µ = d+z for some odd inner derivation z 6= 0, and d and z have degree
1. In case i) it follows immediately from the definition that every Z-grading of depth 1 of L is
short, hence there is no such µ. Let us consider case iii). By Proposition 8.1, the gradings of depth
1 of L such that d has degree 1, are, up to isomorphism, the gradings of type (0|1, 0, . . . , 0) and
(1|1, 1, 0, . . . , 0). The first one is short, hence there is no odd derivation µ satisfying the hypotheses.
Let us now consider the grading of type (1|1, 1, 0, . . . , 0). The 0th and 1st graded components of S
in this grading have dimension (n+ 6)2n−2 and (3 + 3n)2n−2, respectively. Hence, by Remark 6.2,
the grading of type (1|1, 1, 0, . . . , 0) is not admissible. Similarly one rules out cases ii), v), vi) and
iv) unless S = SKO(2, 3; 0) with the grading of type (0, 0|1, 1, 1). Since this grading is short we
get statement a).
Now let L, µ and d be as in b) and consider a Z-grading of depth 1 of L such that µ has degree
1. Then ξ has degree −1, hence S =
∏
j≥0 Sj, and d has degree 2. Since S is simple it follows that
S = S0, therefore there is no outer derivation of S of degree 2. Statement b) follows. 
Remark 8.13 Let (g, µ) be one of the pairs listed in Tables 1 and 2, where g =
∏
i≥−1 gi is a simple
linearly compact Lie superalgebra with an admissible grading, and µ ∈ g1 satisfies Definition 6.1.
According to Proposition 6.3, J(g, µ) = g−1 with product f ◦ g = [[µ, f ], g]. We hence get the
following corresponding list of rigid superalgebras (constructed in Sections 4 and 5), where the bar
over J and µ means parity reversal, described in Remark 1.4:
1. g =W (0, 3) with the grading of type (|1, 1, 0), J(g, µ) = JW0,4;
2. g =W (0, 4) with the grading of type (|1, 1, 0, 0), J(g, µ) = JW0,8;
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3. g = S(0, 4) with the grading of type (|1, 1, 0, 0), J(g, µ) = JS0,8;
4. g = S(0, 5) with the grading of type (|1, 1, 0, 0, 0), J(g, µ) = JS0,16;
5. g = S(1, 4) with the grading of type (0|1, 1, 0, 0), J(g, µ) = JSα1,8;
6. g = S(2, 0) with the grading of type (1, 1|), J(g, µ) = JS0,2;
7. g = S(2, 0) with the grading of type (1, 0|), J(g, µ) is the Beltrami algebra JS1,1;
8. g =W (1, 1) with the grading of type (1|0), J(g¯, µ¯) = LW0,2;
9. g =W (1, 2) with the grading of type (0|1, 1), J(g¯, µ¯) = LWα1,2;
10. g =W (2, 1) with the grading of type (1, 0|0), J(g¯, µ¯) = LW1,2;
11. g =W (2, 2) with the grading of type (0, 0|1, 1), J(g¯, µ¯) = LWα2,2;
12. g = S(2, 2) with the grading of type (0, 0|1, 1), J(g¯, µ¯) = LSα2,2;
13. g = S(1, 3) with the grading of type (0|1, 1, 1), J(g¯, µ¯) = LS1,3;
14. g = H(2, 2) with the grading of type (1, 0|1, 0), J(g¯, µ¯) = LHα1,2;
15. g = HO(2, 2) with the grading of type (1, 0|0, 1), J(g¯, µ¯) = LHO1,2;
16. g = HO(3, 3) with the grading of type (0, 0, 0|1, 1, 1), J(g¯, µ¯) = LHOα3,1;
17. g = HO(n + 1, n + 1), n ≥ 1, with the grading of type (0, . . . , 0, 1|0, . . . , 0,−1), J(g¯, µ¯) =
LP (n− 1, n − 1);
18. g = SHO(3, 3) with the grading of type (1, 0, 0|0, 1, 1), J(g¯, µ¯) = LSHO′2,2;
19. g = SHO(4, 4) with the grading of type (0, 0, 0, 0|1, 1, 1, 1), J(g¯, µ¯) = LSHOα4,1;
20. g = SHO(n + 1, n + 1), n ≥ 2, with the grading of type (0, . . . , 0, 1|0, . . . , 0,−1), J(g¯, µ¯) =
LSHOn,2n−1 ;
21. g = KO(n + 1, n + 2), n ≥ 1, with the grading of type (0, . . . , 0, 1|0, . . . , 0,−1, 0), J(g¯, µ¯) =
LP (n− 1, n);
22. g = KO(2, 3) with the grading of type (0, 0|1, 1, 1), J(g¯, µ¯) = LKO2,1;
23. g = SKO(n, n + 1;β), n ≥ 2, β 6= 4n , with the grading of type (0, . . . , 0, 1|0, . . . , 0, −1, 0),
µ = xn + xnξn−1τ −
2−nβ
2 x
2
nξn−1ξn, J(g¯, µ¯) = LSKOn,2n ;
24. g = SKO(2, 3;β), β 6= 0, 1, 2 + 1b , 2 +
2
b , ∀b ∈ Z>0, with the grading of type (0, 1|0,−1, 0),
µ = x2 + x
2
2ξ2τ − 2x1x2ξ1τ + (3− 2β)x1x
2
2ξ1ξ2, J(g¯, µ¯) = LSKO
′
1,2;
25. g = SKO(3, 4; 1), with the grading of type (0, 0, 1|0, 0,−1, 0), µ = x3+x3ξ1ξ2+x3ξ2τ+
1
2x
2
3ξ2ξ3,
J(g¯, µ¯) = LSKO′2,4;
26. g = SKO(3, 4;β), with the grading of type (0, 0, 0|1, 1, 1, 1), J(g¯, µ¯) = LSKOα3,1.
Similarly, we have the following remark.
Remark 8.14 Let (L, µ) be one of the pairs listed in Theorem 8.11. Then the corresponding rigid
superalgebras are as follows:
1. L = SHO(3, 3) ⋊ Fe, J(L, µ) = JSHO2,2;
2. L = SKO(2, 3; 1) ⋊ Fe, J(L, µ) = JSKO1,2.
Remark 8.15 Note that, since the Lie superalgebras HO(2, 2) and SKO(2, 3; 0) are isomorphic
[3, §0], the anti-commutative superalgebras LSKO1,2 and LHO1,2 are isomorphic.
9 Proofs of Theorems 4.5 and 5.25 and a corollary
Proof of Theorem 4.5 Let J be a simple linearly compact rigid superalgebra with product µ.
Then, by Proposition 7.2, Lie(J, µ) is a linearly compact Lie superalgebra with an even admissible
Z-grading Lie(J, µ) =
∏
k≥−1 Liek(J), where Lie−1(J) = J , Lie0(J) = Str(J, µ) and Lie1(J) =
R(J, µ). By Theorem 7.3 either Lie(J, µ) is simple or Lie(J, µ) = S ⋊ Fµ, where S is a simple Lie
superalgebra and µ is an even outer derivation of S lying in Lie1(J). The statement then follows
from Theorem 8.3i), Remark 6.4, Theorems 8.8 and 8.11, Proposition 8.5, and Remarks 8.13, 8.14.

Proof of Theorem 5.25 Let J be a simple linearly compact rigid odd type superalgebra with
product µ. Then, by Proposition 7.2, Lie(J, µ) is a linearly compact Lie superalgebra with an odd
admissible Z-grading Lie(J, µ) =
∏
k≥−1Liek(J), where Lie−1(J) = J , Lie0(J) = Str(J, µ) and
Lie1(J) = R(J, µ). By Theorem 7.3 and Proposition 8.12, either Lie(J, µ) ∼= ξa+ a+ d/dξ, where
a is a simple Lie superalgebra and ξ is an odd indeterminate, hence (J¯ , µ¯) is a Lie superalgebra, or
else Lie(J, µ) is simple. The statement then follows from Theorem 8.3ii), Proposition 6.5, Theorem
8.8, Proposition 8.5 and Remark 8.13. 
Proposition 9.1 Let P be a linearly compact odd generalized Poisson superalgebra. If P is simple,
then the rigid odd type superalgebra OJP , constructed in Example 5.1, is simple.
Proof. We will divide the proof into three steps: let I be an ideal of OJP , first we will show that
if I contains a non-zero element of the form ηfa for some f ∈ P and a ∈ F[[x]], then I = OJP ;
secondly we will show that if I contains a non-zero element of the form fa for some f ∈ P and
a ∈ F[[x]], then I = OJP ; finally we will show that every non-zero ideal of OJP necessarily contains
either an element of the form ηfa or an element of the form fa for some 0 6= f ∈ P and some
0 6= a ∈ F[[x]].
STEP 1. Suppose that I contains a non-zero element ηfa for some f ∈ P and some a ∈ F[[x]].
Then η ◦ ηfa = −ηfa′ ∈ I, hence, either a is a polynomial and ηf ∈ I, or a is an infinite
series and we may assume that it is invertible, i.e., a =
∑
k≥0 αkx
k with α0 6= 0. We have:
ηxr ◦ ηfa = ηf(rxr−1a− xra′) = ηf(rα0x
r−1 + higher order terms). It follows that in the limit we
can cancel out all terms of ηfa of degree in x greater than 0, i.e., ηf ∈ I. Now, for g, h ∈ P and
b ∈ F[[x]], we have: ηgb ◦ ηf = (−1)p(g)ηgfb′ ∈ I and h ◦ ηf = η{h, f} − 12(−1)
p(h)ηD(h)f ∈ I,
hence η{h, f} ∈ I. Let J = {ϕ ∈ P | ηϕ ∈ I}. Then J 6= 0 since f ∈ J . Besides, we have just
shown that J is an ideal of P with respect to both the associative and the Poisson product. By the
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simplicity of P , J = P , i.e., ηP ⊂ I. Now, for a ∈ F[[x]] and g ∈ P , we have: ηa ◦ ηg = ηga′ ∈ I,
hence ηP [[x]] ⊂ I. Likewise, a ◦ ηg = −ga′ + ηD(g)(a − 12xa
′) ∈ I, hence ga′ ∈ I, i.e., P [[x]] ⊂ I.
It follows that I = OJP .
STEP 2. Suppose that I contains a non-zero element fa for some f ∈ P and some a ∈ F[[x]].
Then 1 ◦ fa = −D(f)a+ 2ηfa ∈ I, therefore if D(f) = 0, then I = OJP by Step 1. Now suppose
D(f) 6= 0. We have:
(9.1) η ◦ (η ◦ . . . (η︸ ︷︷ ︸
r times
◦(1 ◦ fa))) = −D(f)a(r) + 2(−1)rηfa(r) ∈ I,
where we denoted by a(r) the r-th derivative of a with respect to x. Likewise,
(9.2) η ◦ (η ◦ . . . (η︸ ︷︷ ︸
r times
◦fa)) = (−1)r(fa(r) −
r
2
ηD(f)a(r−1)) ∈ I.
If a is a polynomial then there exists some s ∈ Z>0 such that a
(s−1) 6= 0 and a(s) = 0. By
(9.2), ηD(f)a(s−1) ∈ I, hence I = OJP by Step 1. If a is an infinite series then there exists
s ∈ Z≥0 such that a
(s) is invertible. For r ∈ Z≥0 we have: x
r ◦ (−D(f)a(s) + 2(−1)sηfa(s)) =
−2(−1)srfxr−1a(s) + (−2 − r + 2(−1)s)ηD(f)xra(s) ∈ I. Since a(s) is invertible, it follows that
f + ηD(f)b ∈ I for some invertible b ∈ F[[x]]. We have: ηx ◦ (1 ◦ (f + ηD(f)b)) = 2ηf ∈ I, hence
I = OJP by Step 1.
STEP 3. Suppose that I contains an element z = fa+ηgb for some non-zero f, g ∈ P and some
non-zero a, b ∈ F[[x]]. Then
(9.3) η ◦ (η ◦ . . . (η︸ ︷︷ ︸
r times
◦(fa+ ηgb))) = −fa(r) + η(
r
2
D(f)a(r−1) − gb(r)) ∈ I.
If a is a polynomial then there exists s ∈ Z>0 such that a
(s−1) 6= 0 and a(s) = 0. Then
η( s2D(f)a
(s−1)−gb(s)) ∈ I. If s2D(f)a
(s−1)−gb(s) 6= 0, then η◦η( s2D(f)a
(s−1)−gb(s)) = ηgb(s+1) ∈ I.
Therefore, either b(s+1) 6= 0 and I = OJP by Step 1, or b(s) = β ∈ F. Note that a(s−1) = α ∈ F
since a(s) = 0, i.e., η( s2αD(f) + βg) ∈ I and, again, I = OJP by Step 1. Now suppose that
s
2D(f)a
(s−1) − gb(s) = 0. Then, either D(f) 6= 0 or D(f) = 0. If D(f) 6= 0 then g = γD(f) and
a(s−1) = δb(s) ∈ F, for some γ, δ ∈ F, γ 6= 0 6= δ. By (9.3), fa(s−1)+η(− s−12 D(f)a
(s−2)+gb(s−1)) ∈ I,
hence 1◦(fa(s−1)+η(− s−12 D(f)a
(s−2)+gb(s−1))) = −D(f)a(s−1)+2ηfa(s−1) ∈ I, i.e., −D(f)+2ηf ∈
I. It follows that ηx ◦ (−D(f) + 2ηf) = 2ηf ∈ I and I = OJP by Step 1. If D(f) = 0, then either
g = 0 or g 6= 0 and b(s) = 0. If g = 0, then, by (9.3), fa(s−1) ∈ I hence I = OJP by Step 2. If
g 6= 0, then b(s) = 0, i.e., b(s−1) ∈ F, i.e., we may assume, by (9.3) with r = s− 1, that f + ηg ∈ I,
hence either g = 0 and I = OJP by Step 2, or g 6= 0 and ηx ◦ (f + ηg) = ηg ∈ I, hence I = OJP
by Step 1.
Now suppose that a is an infinite series, then, by (9.3), we may assume that fa + ηgb ∈ I for
some invertible a ∈ F[[x]], some non-zero f, g ∈ P and some non-zero b ∈ F[[x]]. For k ∈ Z≥0, we
have: ηxk ◦ (fa+ ηgb) = −fa′xk + 1−k2 ηD(f)ax
k ∈ I. It follows that in the limit we can cancel out
all terms of fa of positive degree in x, and get f+η(D(f)c+gd) ∈ I for some c, d ∈ F[[x]]. We have:
1◦(f+ηD(f)c+ηgd) = −D(f)+2ηf+ηD(g)d ∈ I and η◦(1◦(f+ηD(f)c+ηgd)) = −ηD(g)d′ ∈ I.
Therefore if D(g)d′ 6= 0, then I = OJP by Step 1, otherwise, either D(g) = 0 or D(g) 6= 0 and
d′ = 0. If D(g) = 0, then −D(f) + 2ηf ∈ I, hence ηx ◦ (−D(f) + 2ηf) = 2ηf ∈ I, and I = OJP
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by Step 1. If D(g) 6= 0 and d′ = 0, i.e., d ∈ F, then, either d = 0 and we proceed as above, or
d 6= 0 and ηx ◦ (−D(f) + 2ηf + ηD(g)d) = 2ηf + ηD(g)d ∈ I. If 2f +D(g)d 6= 0, I = OJP by
Step 1. If 2f +D(g)d = 0, then D(f) ∈ I hence if D(f) 6= 0 then I = OJP by Step 2. Finally, if
2f +D(g)d = 0 and D(f) = 0, then f + ηgd ∈ I hence ηx ◦ (f + ηgd) = ηgd, since d′ = 0, and the
result follows from Step 1. 
Corollary 9.2 a) Let (P, {·, ·}) be a simple linearly compact odd generalized Poisson superal-
gebra. Then the rigid odd type superalgebra OJP is isomorphic to one of the superalgebras
OJP (n, n), OJP (n, n+ 1) , constructed in Example 5.1.
b) Any simple linearly compact odd generalized Poisson superalgebra is gauge equivalent to
PO(n, n) or PO(n, n+ 1).
c) Any simple linearly compact odd Poisson superalgebra is isomorphic to PO(n, n).
Proof. It will be convenient to talk here about odd type commutative superalgebras instead of
anti-commutative superalgebras (related to each other by reversal of parity, as in Remark 1.4);
we shall denote the former superalgebras by OJXm,n if the latter are denoted by LXm,n. Let
(P, {·, ·}) be a simple linearly compact odd generalized Poisson superalgebra and suppose that P is
non-trivial. We showed in Example 5.1 that OJP is a rigid odd type superalgebra, which is linearly
compact by construction. By Proposition 9.1, OJP is simple hence it is isomorphic to one of the
superalgebras listed in Theorem 5.25. We have OJP = P [[x]] + ηP [[x]] where η is an odd variable.
It follows that OJP cannot be isomorphic to any of the following rigid superalgebras:
1) OJW0,2 since it is finite-dimensional;
2) OJWα1,2, OJW
α
2,2, OJS
α
2,2, OJS1,3, OJHO
α
3,1, OJSHO
α
4,1, OJKO2,1, OJSKO
α
3,1, since these
are completely odd superalgebras;
3) OJW1,2, OJSKO
′
1,2, (resp. OJH
α
1,2, OJHO1,2) since these are equal to F[[x]]⊗Λ(1) (resp. to
(F[[x]]⊗ Λ(1))/F1, (F[[x]]⊗ Λ(1))/Fξ);
4) OJSHO′2,2, since OJSHO
′
2,2 = (F[[x1, x2]] ⊗ Λ(1))/Fξ, hence if OJP were isomorphic to
OJSHO′2,2, P would be completely even.
Now let us consider the rigid odd type superalgebra OJSHOn,2n−1 . We have: OJSHOn,2n−1 =
{f ∈ O(x1, . . . , xn, ξ1, . . . , ξn) | ∆(f) = 0}. Suppose that there exists a super-space Q such that
OJSHOn,2n−1 = Q[[x]] + ηQ[[x]] for some odd element η ∈ OJSHOn,2n−1 . Then every element
f ∈ O(x1, . . . , xn) lies in Q[[x]], since there exists no odd element g such that f = ηg. In particular
xi lies in Q[[x]] for every i. It follows that ηxi lies in ηQ[[x]], hence ∆(ηxi) = 0. But ∆(ηxi) =
∆(η)xi +
∂η
∂ξi
= ∂η∂ξi (η ∈ OJSHOn,2n−1 , hence ∆(η) = 0). It follows that η lies in O(x1, . . . , xn)
and this is a contradiction since η is odd. Therefore OJP cannot be isomorphic to OJSHOn,2n−1
for any n.
Likewise, we will show that OJP cannot be isomorphic to the rigid superalgebra OJSKOn,2n
for any n. Suppose that OJSKOn,2n = Q[[x]] + ηQ[[x]] for some super-space Q and some odd
element η ∈ OJSKOn,2n . According to Example 5.5, we have ∆(η) + (E −nβ)
∂η
∂τ + (1− β)
∂η
∂τ = 0.
As above, xi lies in Q[[x]] for every i, hence ηxi ∈ ηQ[[x]]. It follows that ∆(ηxi)+(E−nβ)
∂(ηxi)
∂τ +
(1 − β)∂(ηxi)∂τ = 0, i.e.,
∂η
∂ξi
= −xi
∂η
∂τ . Let η = τη1 + η2 for some η1, η2 ∈ O(x1, . . . , xn, ξ1, . . . , ξn).
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Then, for i = 1, . . . , n, we have: −τ ∂η1∂ξi +
∂η2
∂ξi
= −xiη1, hence
∂η1
∂ξi
= 0 ∀ i, i.e., η1 ∈ O(x1, . . . , xn),
and ∂η2∂ξi = −xiη1. It follows that η2 = −η1
∑n
k=1 xkξk, i.e., η = τη1 − η1
∑n
k=1 xkξk. Therefore, for
i = 1, . . . , n, the elements ξi’s, lying in OJSKOn,2n , lie in Q[[x]], since there exists no even element
g such that ξi = ηg. It follows that ηξi ∈ ηQ[[x]], hence ∆(ηξi)+(E−nβ)(η1ξi)+(1−β)(η1ξi) = 0,
i.e., −τ ∂η1∂xi +
∂η1
∂xi
(
∑n
k=1 xkξk) + 2η1ξi = 0. It follows that
∂η1
∂xi
= 0 ∀ i, hence η1 ∈ F, i.e., η =
τ −
∑n
k=1 xkξk. We have ∆(η) + (E − nβ)(
∂η
∂τ ) + (1 − β)(
∂η
∂τ ) = −n + 1 − (n + 1)β = 0, which is
impossible for every β 6= 1−nn+1 . Besides, if β =
1−n
n+1 , ∆(ηxi)+ (E−nβ)(
∂(ηxi)
∂τ )+ (1−β)(
∂(ηxi )
∂τ ) = xi
and this is a contradiction since ηxi ∈ OJSKOn,2n . We conclude that OJP cannot be isomorphic
to OJSKOn,2n for any n. Similarly, OJP cannot be isomorphic to OJSKO
′
2,4. Statement a)
follows.
In order to prove b), let us consider a simple odd generalized Poisson superalgebra P and
the corresponding rigid odd type superalgebra OJP = P [[x]] + ηP [[x]] with product (5.1). By
a), OJP is isomorphic either to OJP (n, n) or to OJP (n, n + 1), for some n ∈ Z≥0. Suppose
OJP ∼= OJP (n, n) and let us thus identify OJP with OJP (n, n). Then also the corresponding
Lie superalgebras Lie(OJP, µ′) and Lie(OJP (n, n), µ) can be identified, hence there exists an
automorphism s of HO(n + 2, n + 2), preserving the grading of type (0, . . . , 0, 1|0, . . . , 0,−1) and
the decomposition OJP (n, n) = PO(n, n)[[xn+1]] + ξn+1PO(n, n)[[xn+1]], such that s(µ) = µ
′.
From Example 8.7 one deduces that µ′ = µϕ for some invertible ϕ ∈ O(x1, . . . , xn, ξ1, . . . , ξn) such
that {ϕ,ϕ} = 0. It follows that, for f, g ∈ OJP , f ◦ g = [[µ′, f ], g] = (−1)p(f)+1{f, g}ϕ + 2ηfg. By
Remark 5.2, P is hence gauge equivalent to PO(n, n). A similar argument shows that if OJP is
isomorphic to OJP (n, n + 1) then P is gauge equivalent to PO(n, n+ 1).
Finally, c) follows from b). Indeed, if Dϕ = 0, then D(ϕ)a = {ϕ, a} for all a. Letting a = ϕ, we
get D(ϕ) = 0, hence {ϕ, a} = 0 for all a, hence ϕ ∈ F. 
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