A method is proposed for computing an implicit approximant at a point to a parametric curve or surface. The method works for both polynomially and rationally parameterized curves and surfaces and achieves an order of contact lthat can be prescribed. In the case of nonsingular curve points, the approximant must be irreducible, but in the surface case additional safeguards are incorporated into the algorithm to ensure irreducibility.
INTRODUCTION
A recurring operation in solid modeling is the evaluation of surface intersections [24] . If both surfaces are given parametrically, the two major approaches given the greatest prominence in the literature are subdivision and substitution methods.
In the subdivision method (e.g., [12, [14] [15] [16] 22] ), both surfaces are recursively subdivided in the vicinity of their intersection. The subdivision results in an adaptive piecewise linear approximation of both surfaces and their intersection. Among the advantages of the method, we mention its robustness and its potential for locating all intersection branches. A major drawback of the subdivision method is the large volume of data it creates, which slows it down in areas of high surface curvature.
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To copy otherwise, or to republish, requires a fee and/or specific permission. f is in birational correspondence with the intersection of S1 and S, in xyz-space, and thus serves as an accurate representation of the intersection. Major difficulties of the substitution method limit its utility in practice. There are two general methods for implicitizing a parametric surface. The first method is based on Elimination Theory [26] and does resultant computations. It is expensive and generates extraneous factors whose detection is a delicate problem; see also Section 5. The second method for implicitization is based on Grobner Basis techniques [5] . It is also fairly expensive and requires, moreover, rational coefficients in the description of S,. Another difficulty with the substitution method, less prominently pointed out but well known (N. M. Patrikalakis, personal communication, 1987) , is that the substitution itself can be numerically unstable and is a nontrivial algorithmic task when desiring efficiency and accuracy. Some authors have suggested the use of rational arithmetic for this reason [S] , thus further adding to the computational load of the approach.
In this paper, we provide a middle ground by deriving a local implicit approximation of rational or polynomial parametric curves and surfaces with low-degree implicit forms. In the context of subdivision techniques, such approximations have the potential of reducing the number of generated surface approximants because we are not restricted to planar approximants only. In the context of substitution methods, the approximations avoid the high cost of implicitizing a parametric curve or surface, and provide, moreover, irreducible approximants. In both cases a number of practical issues remain open for exploration, including the trade-off between the degree of the approximant and the accuracy with which the curve or surface has been approximated. In particular, a comparative evaluation of our method that contrasts its performance with other surface intersection methods is desirable, including the higher dimensional approach proposed in [lo] and its specialization to parametric curves and surfaces explained in [9] ; see also [ll] . We are currently engaged in research elucidating some of these questions.
Since the distribution of a preliminary version of this paper, a number of related investigations have been developing and applying similar ideas. Bajaj and Ihm [2] apply a technique, analogous to ours, to the problem of designing blending surfaces and prove results on minimum degree blends satisfying certain constraints.
Previously, local explicit approximations to integral parametric curves and surfaces have been proposed in [20] . An approximant of the form Z=f(X,y)=~CijXiyi or Y=f(X)=C,UiXi is constructed for surfaces and curves. Recurrence formulas were also derived for the coefficients off. Bajaj [l] extends this method using power series composition and inversion techniques together with rational Pade approximations.
In our experience, a local explicit approximation is less favorable than a local implicit approximation.
In fact, while a quadratic explicit approximation to a curve achieves second-order contact at the point at which it is constructed, a quadratic implicit approximation achieves fourth-order contact. For curves, the order of contact grows linearly with the degree of the explicit approximation, whereas the order of contact of the implicit approximation has a quadratic growth in the degree. Thus, much lower degree approximations suffice. In general, local explicit approximation can only approximate curves or surfaces locally no matter how high a degree of approximant is used. This is due to the asymmetry introduced by making one variable an explicit function of the other(s). For instance, a circle cann.ot be completely approximated with a single explicit approximant. In contrast, our approximants are capable of approximating curves or surfaces not only locally but also globally in the sense that the radius of convergence increases when the degree of approximation increases, and the exact implicitization can be finally derived when the degree of approximation is equal to the degree of the given parametric curve or surface.
After reviewing the necessary definitions and facts in Section 2, we describe the method for polynomially and rationally parameterized curves in Section 3. Section 4 presents the surface case. In Section 5, we comment briefly on some theoretical connections between the method we propose here and several resultant formulations found in the literature.
PRELIMINARIES
A polynomial of degree n in the variables x1, x2, . . . , xk is denoted f n(xl, . . . , xk) whenever we wish to stress the degree. The gradient of f at the point x = b 1, x2, * * * , xk) is the vector Of = ( fx,, fx,, . . . , fx,), where the partials are evaluated at x.
A rational plane curve r(t) can be given as the pair (x(t), y(t)), where x(t) and y(t) are rational functions of t. The curve points are all points (x(t), y(t)) on the plane. The curve is properly parameterized if for all but finitely many curve points p we have p = (x(t), y(t)) with a unique value of t. When a parametric curve is not properly parameterized, then there exists a rational nonlinear function s(t) such that x(t) = x*(s(t)) a:nd y(t) = y*(s(t)). We assume in this paper that all parametric curves are properly parameterized and note that a parametric curve is always irreducible. For methods to detect improper parameterization, see [27] . The degree of a rational p,arametric curve is the highest degree of the numerator or the denominator polynomial, assuming both x(t) and y(t) have been written with a common denominator. The implicit equation f (x, y) of the rational curve r(t) is a lowest degree polynomial in x and y satisfying f(x(t), y(t)) = 0. It is unique up to a multiplicative constant. If r(t) has degree m, then so does f (x, y); see for example, [18] and [21] .
As with parametric curves, a parametric surface ws, t) = MS, t), Yb, t), z(s, t)) can be improperly parameterized if there are nonlinear rational functions u(s, t) and u(s, t) such that w, t) = (x*ws, t), u(s, t)), Y*(uh t), u(s, t)), z*b& t), u(s, t)))
In that case, there is a many-to-one correspondence between the parameter values and the surface points. P(s, t) is properly parameterized if this correspondence is one-to-one except, possibly, on a one-dimensional set of points. We also assume that all parametric surfaces are properly parameterized. For a parametric surface described by rational functions of total degrees m, there always exists an irreducible implicit equation f (x, y, z) = 0 satisfying f (x(s, t), y(s, t), 4% t)) = 0, and f is unique within a constant factor. Moreover, f has a degree at most m2. A point p = (x, y) is regular on a plane curve f (x, y) = 0 if the gradient off at p is not null; otherwise the point is singular. Likewise, p = (x, y, z) is regular on f (3c, y, z) = 0 if the gradient off is not null at p; otherwise p is singular.
LOCAL IMPLICIT APPROXIMATION OF PARAMETRIC PLANE CURVES
We seek an implicit curve g(x, y) = 0 that approximates the parametric curve r(t) = (x(t), y(t)) at the origin to a specified order of contact. The idea is to set up the polynomial g(z, y) of sufficiently high degree with symbolic coefficients eij. Then, a system of linear equations with unknowns eijis formulated and solved. The linear system is obtained by substituting r(t) into g(x, y). The result is g(x(t), y(t)) = c aktk where the (Yk are linear combinations of the eij. We require that a certain number of the C?k vanish. With a1 = 0, a2 = 0, . . . , a, = 0 for some s, an implicit approximation is obtained that has contact of order s with r(t) at the origin. The approach depends on the following details:
(1) There is a recurrence for deriving the linear system directly from r(t) without explicit substitutions. This recurrence is derived in Section 3.1. (2) Assume that the degree n. of the approximation is smaller than m, the degree of r(t). There is a function V(n) that determines the order of contact that g(x, y) can achieve. This function is obtained by analyzing the rank of the linear system in Section 3.2. (3) In Section 3.3 we discuss the error behavior of the implicit approximation, and in Section 3.4 we present several experiments.
Let be a properly parameterized rational curve of degree m containing the origin, where
We assume that a,,, and b, are not both zero, and that co # 0. There exists an irreducible polynomial f m(r, y) = 0 of degree m such that f"(a), 34)) = 0
Let gn(X, y) = Cr+j=l eijX4' = 0 be a degree n implicit curve containing the origin. Since g"(x, y) = 0 and Tgn(x, y) = 0, where y # 0, are the same curve, g"(x, y) = 0 has 'P(n) = (n2 + 3n -2)/2 coefficients on which the curve depends. We look for an implicit form g"(n, y) = 0 of degree n < m approximating r(t) at the origin, and the method of deriving should work whether w(t) = 1 or not, that is, irrespective of whether the curve is parameterized polynomially or rationally. The following simple example demonstrates the approach.
Example 3.1 Consider co(t) = (x(t), y(t)) = (p(t)/w(t), q(t)/w(t)), wherep(t) = 2t3 + t2 -3t, q(t) = t3 -t2 -2t, and w(t) = t2 + 4t -t 5. co(t) is a properly parameterized plane curve containing the origin. Let g2(x, y) = elOx + eoly + e20x2 + ellxy + eo2y2 be a degree 2 curve containing the origin with symbolic coefficients. Substituting z(t) and y(t) into g2 yields g2(x(t), y(t)) = (C!=l ait")/I:W(t))2 where a1 = -Eel0 -10eol ff2 = -7elo -13eol + 9ezo + 6e11 + 4e02 a3 = 13.elo -eel -6~~20 + e,, + 4e02 a4 = gel0 + 3eol -llezo -8e11 -3e02 a5 = 2elo + eel + 4e2* -ell -2e02
By requiring e,, -1 = 0, LQ = 0, CQ = 0, (Ye = 0, and a4 = 0, we can solve for the unknown coefficients e,j. The resulting g2 approximates co at the origin to the fourth order of contact.
A Recurrence for Crk
Since gn(X, y) = gn-l(x, y) + xi+j=n eijx$', the homogeneous form of gn(X, y) can be written as
Let a:-' and LYE denote the coefficient of tk in Gn-'(p(t), q(t), w(t)) and GYp(t), q(t), w(t)), respectively. It is clear that cr; can be derived from the @f-l, i = 1,2, . . . , k because of (1).
We define (a(i)l and (b(j)1 as in [20] , setting For a recurrence to compute the (a(i))l and (b(j))l see [20] . From (l), we therefore obtain
In particular, a: = cloak + eolbk.
For an integral parametric curve r(t), a straightforward computation shows that the (YE specialize to n-1 ak lSk<n-1
3.2 Derivation of the Method 3.2.1 Rank of the Linear System. Having explained how to obtain the a:, we now show that the coefficient matrix of the linear system defined by setting ak" = 0, k = 1, 2, . . . , nm, has rank at least P(n). We are able to determine a nontrivial solution to unknown coefficients by setting one of the coefficients to 1 and solving the system LY; = 0, a$ = 0, . . . , a: = 0 for s 2 P(n) chosen such that the rank is P(n).
Let e, = (e 10, e01, e20, ell, e02, . . . , e,0, e(,-01, . . . , el(,-l), eOn)T be the vector of unknowns and write the system of equations a); = 0, (~2n = 0, . . . , a,", = 0 in matrix form:
Note that A,,,,, is a nm by P(n) + 1 matrix. Furthermore, the maximum rank of A,, is P(n) + 1 since m I n and nm I P(n) + 1. Example 3.2 shows matrix AZ2 symbolically. When computing the local implicit approximation gn(x., y) of r(t), if the rank of A,, is at least p(n), then we can select one coefficient of gn(xc, y) to be 1 and determine the others by selecting the first s rows of (2) and choosing s such that the system has rank V(n).
Let f "'(x, y) = 0 be the exact irreducible implicit form of r(t) with Fm(x, y, z) as its corresponding homogeneous form, and let f n, n < m, be the degree n initial segment of f m with its corresponding homogeneous form F"(x, y, z), that is, f"(x, y) = f"(x, y) +_ter_ms with-degree > n. Also, let C?="l &ti = FQ(t), q(t), w(t)) and b,, = (b,, 152, . . . , b,,)T. 
for all t and then f"(p(t)/w(t), q(t)/w(t)) = 0, for all t with possibly finitely many exceptions, where w(t) = 0. Thus f"(x, y) with n < m also represents r(t), which contradicts the irreducibility of f"(x, y). Part 2: Since f"(x, y) = 0 is the implicit form of r(t), f+$,$$=O for all t except finitely many t where w(t) = 0. Thus
for every t, we have pf: Since fn(x, y) is an initial segment of f"(x, y), it could be either a zero polynomial or a nonzero pohmomial with zero or nonzero &, vectors respectively. If b,, is known beforehand, the coefficient vector e, of f"(x, y) is uniquely determined by A,,,,,e,, = 6,,, which is an overdetermined linear system. Note that, for a fixed n, the elements of the matrix A,, depend only on the coefficients ofp(t), q(t), and w(t). The following results characterize the rank of A,,. PROOF. Suppose, knowing b,,, we want to determine the coefficients of f"(x, y) by solving the overdetermined linear system A,,e, = b,,, where e, is the coefficient vector of the general degree n polynomial. If b,, = 0, then A,,e, = 0 is a homogeneous system. If rank(A,,) < P(n) + 1, there will be infinitely many nontrivial solutions as well as the trivial solution for this linear system. This cannot be true by Lemma 3.1. Thus, rank (A,,) =P(n)+lifb,,=O. If bmn # 0, then Amnen = b,, is a consistent nonhomogeneous system since there is always a solution, that is, the coefficient of f"(x, y). If runk(A,,) < P(n) + 1, this system will have infinitely many solutions. Let e,* be one of the infinitely many solutions and e,* # e,, where e, is the coefficient vector of f n(x, y). Let also h"(x, y) be the corresponding polynomial of ez and hm(x, y) = hn(x, y) + terms of f"(x, y) with degree > n Let Hm(x, y, z) and ZP(x, y, z) be the homogeneous polynomials of hm(x, y) and hn(x, y), respectively. Since A,, e, = A,,ez = b,,,
for every t, and thus Hrn(Pb), q(t), w(t)) = FYp(t), q(t), w(t)) = 0 for all t. We then have for all but finitely many t. Hence f"(z, y) and hm(x, y) represent the same algebraic curve. Since f"(x, y) # hn(x, y), fm(x, y) and hm(x, y) differ by more than a constant factor, which contradicts the fact that the equation of an irreducible curve is unique to within a constant factor. Therefore rank(A,,) must beP(n)+lifb,,#O. PROOF. If n = m, fm(p(t)/w(t), q(t)/w(t)) = 0 for all t except finitely many t where w(t) = 0, and then F"(p(t), q(t), w(t)) = 0 for all t, we thus have Amme,,, = 0, which is an overdetermined linear homogeneous system. Since we have only a trivial solution if rank(A,,) = 'P(m) + 1, rank(A,,) must be less than or equal to P(m).
Suppose r = rank(A,,) < (0 (m); then the solution space of the overdetermined homogeneous system has as its basis p = P(m) + 1 -r linearly independent vectors, and every solution of this system is the linear combination of these p solutions. Now suppose that r < 'P(m); then the system has a solution space spanned byp > 2 linearly independent vectors, say eX, eK, . . . , eP,. Let fY(x, y) be the corresponding polynomial with coefficient vector ek, and FY(x, y, z) be the homogeneous form off i"(X, y), i = 1, 2, . . . , p. Since FY(PG), q(t), w(t)) = 0 = b(t)) fi --(g,$$ for all t, 1 I i % p, we have fy(p(t)/w(t), q(t)/w(t)) = 0 for all t with finitely many exceptions, where w(t) = 0, 1 I i I p. Thus the irreducible curve fm(~, y) = 0 can be represented by f?(x, y), i = 1,2, . . . , p, which is not different within only a constant factor because et,, eL, . . . , eP, are linearly independent. By the above arguments, we can conclude that rank(A,,) = 'P(m). Cl By assigning one variable to be 1, the existence of a nontrivial solution of Ammem = 0 is guaranteed by Lemma 3.3, and it is the coefficient vector of the exact implicitization of r(t). Observe that Lemmas 3.2 and 3.3 are not valid for improperly parameterized rational plane curves, as shown in the following example: Example 3.3 Let cl(t) == (x(t), y(t)) = (t' + 2t, t4 + 4t3 + 6t2 + 4t). Since x(t) = s(t) andy(t) = (~(t))~, where s(t) = t2 + 2, cl(t) is improperly parameterized. For n = 2, the rank of A42 is 4, whereas P(2) + 1 is 5.
We summarize Lemmas 3.2 and 3.3 in the following: is obtained that has a nont,rivial solution for e,. Since (Ye = 0, a2 = 0, . . . , as n = 0, the curve g" so defined must have contact of degree at least s to r(t) at the origin. There may be cases in which the system (4) is inconsistent, that is, the augmented matrix [C, b] is of rank V(n) + 2, whereas C has rank P(n) + 1. In this case, the linear system can be modified to ensure consistency. For instance, when computing g2 of cp (t) = (t, t'), (Y; should be removed from, and & = 0 should be added to the system (4), resulting in eel -1 = 0, (r: = 0, ctGj = 0, . . . , cyi = 0, LY~~ = 0, LY& = 0. In this way, a g2(x, y) = y is obtained that has an eighth order of contact and is irreducible.
Irreducibility
of Implicit Approximations. When the origin is a regular curve point we show that the implicit approximation gn(x, y) of r(t) at the origin is irreducible whenever the linear system (4) is consistent. Note that the local implicit approximations of different degrees have the same linear terms if the equations augmented to (3) are the same. In the following lemma and proposition, we assume that (4) is a consistent system. Also, let s(n) be the order of contact made by the degree n implicit approximation gn(x, y). PROOF. Let g"(x, y) = $(g"(x, y) + gn--l(x, y)). Suppose s(n -1) 1 s(n); the g"(x, y) so defined has the following four properties: (1) 2" is of degree n; (2) g" # g"; (3) g" has the same linear terms as g" since g" and g"-I have the identical linear terms; (4) g" has the order of contact larger than or equal to s(n) since s(n -1) 2 s(n) is assumed. From properties 1,3, and 4, the coefficients of g" satisfy the linear system that is used to compute the coefficients of g", but property 2 contradicts the uniqueness of the solution of a nonsingular linear system. Thus s(n -1) < s(n). 0 By induction and Lemma 3.5, we can show that s(n) is strictly monotone. PROPOSITION 3.6 At the nonsingular point (0, 0), the degree n local implicit approximation gn(x, y) of the degree m > n properly parameterized parametric curue r(t) = (x(t), y(t)) is irreducible.
PROOF. Suppose gn(x, y) is reducible, and g" = g"g', where n = k + 1 and k, 1 > 0. Since g" contains linear terms, one of the gk and g1 must have a constant term. Let g"(x, y) = CF+j=i pijx'y', where plo and pal are not both zero, and g'tx, Y) = Ct+j=O qijx5'9 where qoo # 0. Let alsog"(x(t), y(t)) = SF1 lyiti, gk(x(t), y(t)) = CEkl flit', andg'(n(t), y(t)) = C$, yit', where y. = qoo. We thus have
The coefficients of g"(x, y) are computed by solving the nonsingular system as (4) for some s L P(n). Moreover, s(n), the order of contact of g", is greater than or equal to s. Thus the coefficients of g" satisfy the linear system 1y = 0, CY; = 0, a; = 0, . . . , a& = 0, where, without loss of generality, we assume that a! = elo -1 = 0. The above linear system can be represented in terms of /3i and yi which implies qooplo = 1 and ,f& = p2 = . . . = PScnj = 0. Thus gk has either an order of contact larger than or equal to s(n) if s(n) < km, or gk(x(t), y(t)) = 0 for all t if s(n) 2 km. The first result contradicts the fact that s(n) is strictly monotone, and the second contradicts the irreducibility of the exact implicitization of r(t). Thus g" is irreducible.
Cl
When the origin is a singular curve point, the implicit approximation is not always irreducible. For example, the degree n implicit approximation of c3(t) = (t', t5), with implicit form x5 -y2 = 0, is y" = 0 when n < 5. Note that y = 0 is the curve tangent at the origin.
Error Analysis
3.3.1 Quality of the Approximation. Given C, let T(E, n) > 0 be such that for all 1 t 1 c T(c, n) the orthogonal distance d(t, n) between point (x(t), y(t)) and the degree n approximation gn(x, y) = 0 is less than t, assuming that (x(t), y(t)) is a regular curve point. The distance d(t,, n) from a point P = (x,, yp) = (x(t,), y(t,)) on the curve r(t) to the degree n approximation gn(x, y) = 0 is the solution of a difficult nonlinear system. A reasonable estimate of d(t,, n) would be the distance to the gn(x, y) = 0 in a direction orthogonal to the level curve gn(x, y) = c, where c = g"(x,, yP), denoted by d'(t,, n). Note that d'(t, n) -> d(t, n) since d(t, n) is the shortest distance from the point to the curve. Let P' = (xj, yi> be the point on g"(x, y) = 0 on which gn(x, y) = 0 intersects the line orthogonal to level curve gn(x, y) = c at P; see Figure 1 . The Taylor series on P' = (XL, y;) with respect to P is gn(xL, yL> = g"(x,,, yP) + d'(t,, n) . Vgn(xp, yP) + higher order terms Taking the linear term, since gn(xi, yk) = 0, d'(t,, n) can be approximated by d"(t,, n) where g"Wph Y W) d"(tpy n, = 11 $$ZL,';ijT = [(g;(x(t,), y(t,)))" + (g,"(x(t,), y(tp)))"11 '2 Note that d"(t, n) may be less than, greater than, or equal to d (t, n), although d ' (t, n) is always greater than or equal to d (t, n).
We have found no method for computing T(c, n) analytically. However, in practice we only need a method of obtaining a reasonably good estimate of 
T(t, n). Thus it is desirable to determine T'(E, n), for given t and n, such that d"(t, n) 5 t for ] t ] 5 T'(t, n). Since2ab(a2+b2foranyaandb,wehave(]aJ ]b])1'25(]a] +]b]
)/25 ((a2 + b")/2)'/", so that cY(t, n) I &t, n) = J2g"W), y(t)) I &SW), y(t)) I + I&W), y(t)) I * yhen tracing r(t), we can detect the first value of t such that (2(t, n) 5 c and d(t + At, n) > t, where At is the step distance for t.
Curve
Translation to the Origin. In the derivation of the approximant we assume that r(0) = (0, O), that is, we require that r(t) be translated to the origin and reparameterized.
Since this may incur additional inaccuracies we comment on it now.
Translation of r(t) to the origin is a simple operation that incurs a minimum of error. For, with p = (u, v) as the curve point to be brought to the origin, the translated curve is simply
x1(t) = n(t) -u = (p(t) -uw(t))/w(t) 35(t) = y(t) -v = (q(t) -vro(t))lw(t).
So, we have to subtract two polynomials in order to bring p to the origin. Now assume that r(to) = p, and consider reparameterization such that p not only is moved to the origin but that also to = 0 for the reparameterized curve.
Here we need to substitute t + to for t, that is, X2(T) = x,(t+ to)
is the final curve. As observed in the introduction, although substitution is conceptually simple, it nonetheless may introduce numerical errors that could be significant. According to experiments by Prakash and Patrikalakis [23] , Kahan's l J. H. Chuang and C. M. Hoffmann method described in [13] exhibits good numerical stability and offers one method of implementing the needed reparameterization.
A second method would be to avoid reparameterization altogether by reformulating the derivation of the approximant given before. That is, we consider r(t) containing the origin at which t is not necessarily 0, seeking again an implicit approximant at the origin.. Clearly this is possible and requires only straightforward modifications of our method. In fact, even translation of the point to the origin can be avoided by such modifications. The details are routine.
Experiments
A good local approximation of a curve provides a more accurate local approximation and a larger interval T(e, n) of approximation, for a given E, when the degree n of the approximation increases. The local implicit approximation g%, Y) = 0 of r(t) is determined by P(n) linear conditions imposed on its coefficients, where P(n) is the degree of freedom of g*(x, y). Thus, as n increases, more conditions can be satisfied, and finally the exact implicitization is obtained when n = m. Hence our local implicit approximation is capable of approximating a given curve not only locally but also globally in the sense that T(c, n), for a given 6, is larger when n increases. On the other hand, a local explicit approximation is limited because of the asymmetry introduced by making one variable an explicit function of the other. Thus, a local explicit approximation can only approximate the given curve locally for ] x ] < R, where R is its radius of convergence, no matter how high the degree of approximant is.
We give as an example the approximation of several parametric curves that are not singular at the origjin, showing both implicit and explicit approximations. = (P + t6 -2t3 + 3t2 + 12t, ts -t5 + t4 -4t3 -2t2 + 24t) c5(t) = (3P -4P -8t3 + 6t2 + 3t, -3t' + 4t5 + 5t4 -6t3 -8t2 f 3t) '&(t) = (St' + t5 -2t4 f 38t3 -5t2 -14t, t6 -12t5 -2t4 + 2t3 -7t2 -t 13t) c,(t) = ((t" + 3t5 -6t4 i-4t3 -36t2 + 36t)/w(t), (3t6 + t5 -2t' f 39t3 -69t2 + 33t)/w(t)), where w(t) = 7te + lot' + 9t4 f 6t2 + 3t -t 7.
The curves of c4(t), c5(t), Ca(t), and CT(t) with t in [-1, l] and their local implicit approximations and local explicit approximations are shown in Figures 2, 3, 4 , and 5. Note the good quality of local implicit approximation. Tables I, II , and III, for cl(t), c5(t), and c6(t), respectively, list the y-values of a sequence of x-values to quantify how accurately the low-degree local implicit forms approximate the original curves. The corresponding values of local explicit forms are also listed for comparison. For such examples, we observe that (a) For local implicit approximation, d(t, n + lz) < d(t, n) for t in [-1, l] and k z 1. In addition, T(LL, n) *C T(ci, n + k) for k > 1. When computing an explicit approximation y = h(x) directly from the curve r(t), we first compute the degree n power series t = CZ1c&x' from x = x(t), and then substitute it for t in y = ~(2:). As a result, only the first IZ coefficients of h(x) are exact and the remaining coefficients obtained in the computation should be discarded. Moreover, substituting t = C$ld& for t in y = y(t) is not a cheap computation, especially for high-degree local explicit approximations.
Hence, the computation of local explicit approximations of a parametric curve directly from r(t) is more costly than the implicit form. In general, the computation of local implicit approximation involves generating the (~1 and solving the linear system, which is fairly efficient for low-degree approximation.
The local explicit approximation is an analytic function that does not exist at a curve singularity. In contrast, a local implicit approximation always exists.
Example 3.5 Local implicit approximations can be derived at singularities, including cusps, where local explicit approximation fails. Let es(t) = (5t3 + 2t2, t4 -3t3 + 2t2) with the implicit form f4(x, y) = -x4 + 55x3 + 683x2y + 1325~~' + 625~~ -336x2 + 672xy -336~~. The origin is a cusp of es(t) with tangent x -y == 0. The degree 2 local implicit approximation is a double line (x -y)", which is the best degree 2 approximation one can derive at cusp. The degree 3 local implicit approximation is x2 -2xy + y2 -0.16259766x3 -2.0356445~~~ -3.940918xy2 -1.8608398y3, which shows very nice approximation to the ca(t) with tin [-1, 11; see Figure 6 . As a next example, we consider cg(t) = ((5t5 -16t4 + lot3 + 4t2)/w(t), (t5 + t4 + 2t3 -16t')/w(t)), where w(t) = o.1t3 + o.1t2 -2t + 12.5. The es(t) is a singular curve with a cusp at the origin and a self-intersection as well, as shown in Figure 7 . Figure 8 shows the degree 3 and degree 4 local implicit approximations of cg(t). The degree 4 local implicit approximation shows remarkable performance.
LOCAL IMPLICIT APPROXIMATION OF PARAMETRIC SURFACES
We derive an implicit surfa.ce g(x, y, z) = 0 that approximates the parametric surface P(s, t) = (x(s, t), y(s, t), z(s, t)) at the origin to a specified order of with aij, bij, Cu, i + j = m, not all of these zero and doe # 0. It has been shown by Macaulay '[18] that a parametric surface of the above form has an irreducible implicit form fd(x, y, z) = 0 of degree al 5 m2. Let gn(X, y, 2) = Cin+i+kssleij&C~jZk, n 5 m2 with symbolic coefficients c+ be a general implicit form of a degree n surface that contains the origin. Since g% Y, 2) = 0 is unique up to a constant factor, it has degrees of freedom p(n) = ((n + l)(n + 2)(n f 3))/6 -2.
When substituting x(s, t), y(s, t), and z(s, t) into g"(x, y, z), we obtain where G"(x, y, Z, w) is the homogeneous form of gn(X, y, z), and the "ii are linear combinations of eijk. The local implicit approximation g" (x, y, z) of the parametric We define (c(k))ij, (b(k))ii, and (c(k))ij as in [20] by setting and similarly for (qb, t)lk = *c" (
Recursive derivations for (a(k))ij, (b(k))ij, and (C(k))ij can be found in [20] . Let CY? and a$-' be the coefficient of sit' in G"(p(s, t), q(s, t), r(s, t), w(s, t)) and G"-'(p(s, t), q(s, t), r(s, t), w(s, t)), respectively. From (5), (~3 can be derived from the &-l, where 1 I k % i and 1 5 15 j, as shown in the following formula:
Note that CX; = elooUij + eolobij + eooiCij* For an integral parametric surface P(s, t), since (a(k))ij = 0, (b(k)), = 0, and (C(k))ij = 0 for i + j < k and CY$ = 0 for i + j > (n -l)m, we have forl(i+j(n-1, n -n-1 
where en = ho, eolo, cool, e200, ello, ml, eo20, eOll, eoo2, . . . , eoon)T is the vector of unknowns. A,, so defined is of dimension ((nm + l)(nm + 2))/2 -1 by p(n) + 1 and has a rank of at most p(n) + 1. As in the curve case, the rank of A is critical when solving for the unknown coefficients eijk. The following thiirem characterizes the :rank of A,,. 
be the subsystem of (6) that consists of the first s equation of (6) such that B has rank p(n). Augment the system (7) 
System (8) may be an inconsistent system. If this happens, some equations must be removed from (8) to ensure the consistency.
One alternative for handling inconsistencies is that we replace (Y = 0 in (8) with enOO -1 = 0, eOnO -1 = 0, or eOOn -1 = 0 and then solve it as usual. Experiments show that gn(x, y, z) computed by this method can be of the form (ax + by + CZ)~ for some a, b, c, that is, it degenerates to the tangent plane. To remove this degeneracy, we do the following:
(1) Solve for g'(x, y, z) and compute i+zn PuSit' = (g'(X(S, t), y(S, t), Z(S, t)))"
(2) Consider the linear system that consists of the first s' equations of (6) and a = 0, where LY = 0 is enOO -1 = 0, eon0 -1 = 0, or eOOn -1 = 0 and s' is chosen such that the coefficient matrix of the system has rank p(n). (3) Find a /3ij that is nonzero and augment the corresponding aij = 0 to the above system; then solve it.
This computation of the local implicit approximation results in an approximant that has roughly n 3/2-th order of contact. Thus, when raising the degree of the approximant, the order of contact with the surface P (s, t) grows subquadratically. Note that the normal of f4(x, y, z), the exact implicit form of P(s, t), at the origin is almost parallel to z-axis. Thus, to show the performance of the local implicit approximation, we intersect the cylinder h(x, y, z) = x2 + y2 -r2 = 0 with the surfaces f 4, g2, and g3 and plot the intersection curves of f" = 5. REMARKS ON RESULTANTS Different resultants are formulated in the classical literature for the purpose of eliminating variables from systems of algebraic equations. Early expositions of several formulations are found in [21] . In essence, resultants constitute a projection due to which all formulations applied to surface implicitization contain extraneous factors. For example, given the parametric form of the sphere,
x(s, t) = 1 -s2 -t2 1 + s2 + t2
Yb, t) = 2t 1 f s2 -I-t2 4% t) = 2s 1 + s2 + t2 elimination of s and t with the Sylvester resultant yields 256(x + 1)'(x2 + y2 f z2 -1)2 and with Dixon's resultant, we obtain -64(x + 1)(x2 + y2 + z2 -1)
Technically, a resultant is based on formulating a system of linear equations with symbolic coefficients. This is especially apparent in the derivation of the Sylvester resultant. Macaulay recognized that extraneous factors are technically related to dependent equations, and that they can be eliminated by division by a suitable minor [19] . Modern work on the multivariate resultant tries to find this minor algorithmically, that is, to recognize and eliminate extraneous factors; see, for example, [3] and [6] . In our approach, a linear system is formulated numerically; hence dependencies among the equations are easy to recognize. If the approximant is formulated with the exact degree of the implicit form, then our approach determines the implicit form without extraneous factors. If an approximant of higher degree is determined with our approach, then a reducible implicit form could be generated.
