This paper studies the bicriteria problem of scheduling n jobs on a batching machine to minimize maximum lateness and makespan simultaneously. A parallel-batching machine is a machine that can handle up to b jobs in a batch. The jobs in a batch start and complete at the same time, respectively, and the processing time of a batch is equal to the largest processing time of jobs in the batch. We analyse the unbounded model, where b ≥ n. We present a polynomial-time algorithm for finding all Pareto optimal solutions of this bicriteria scheduling problem.
Introduction
Both the multicriteria (multi-objective) scheduling and the scheduling on a batching machine have been extensively investigated in the field of scheduling theory (see [1] [2] [3] 6, 8] ). In this paper we study a new model of bicriteria scheduling on a batching machine whose two objective functions are maximum lateness L max and makespan C max . For the batch scheduling, we concentrate on the parallel-batching (rather than serial-batching) model in which the jobs that are processed together form a batch with the same starting time and completion time, and the processing time of a batch is equal to the largest processing time of jobs in it. This model is motivated by the applications of burn-in operations for integrated circuit manufacturing and other areas. In the context of multicriteria scheduling, we consider the simultaneous optimization in the sense of finding all Pareto optimal schedules for two criteria. Here, two objective functions may represent different interests of two decision-makers. Actually, it is worthwhile to study a variety of problems combining multicriteria and batching aspects. In this paper we just work with a simple case.
For detailed developments of batch scheduling and multicriteria scheduling, we refer to surveys [2] and [6] , respectively. We only mention two related results here. For the bicriteria scheduling problem, Hoogeveen [7] showed that the problem of minimizing two maximum cost criteria, that is 1||F( f max , g max ), is solvable in O(n 4 ) time. For the batch scheduling problem 1| p-batch, b ≥ n|L max , Brucker et al. [2] presented a dynamic programming algorithm that requires O(n 2 ) time for minimizing the maximum lateness. Our study is closely connected with these two articles.
In this paper, we aim at finding all Pareto optimal points with respect to the performance criteria L max and C max . Following the three-field notation scheme of Graham et al. [5] , we denote the problem by 1| p-batch, b ≥ n|F(L max , C max ), where F stands for an unknown composition objective function. We will show that the problem is solvable in O(n 3 ) time.
The paper is organized as follows. In Section 2 we state some preliminaries. Section 3 is dedicated to the main result, an O(n 3 ) algorithm for the problem. In Section 4 we give a short summary. We shall follow the terminology and notation of [4] .
Basic concepts and notation
Suppose that we are given n independent jobs, denoted by J 1 , J 2 , . . . , J n . They are to be scheduled on a single batching machine that is continuously available from time zero onwards and that can handle any number of jobs at the same time. Job J j has a processing time p j and a due date d j ( j = 1, . . . , n). Given a schedule σ , we denote the starting time of job J j in σ by S j (σ ), and we use C j (σ ) to denote its completion time in σ . Without loss of generality, we assume that the processing times and the due dates are integral. For a given schedule σ , L j (σ ) = C j (σ ) − d j and L max (σ ) = max n j=1 L j (σ ) are defined as the lateness of job J j and the maximum lateness of σ , respectively. For problems of minimizing a regular objective function without a job's release dates, we know that there must be an optimal solution in which the batches are processed contiguously from time zero onwards. Throughout the paper, we restrict our attention to solutions with this property. Thus, a schedule σ is a sequence of bathes σ = (B 1 , B 2 , . . . , B r ), where each batch B l (l = 1, . . . , r ) is a set of jobs. The processing time of batch B l is p(B l ) = max J j ∈B l { p j } and its completion time is C(B l ) = l q=1 p(B q ). Note that the completion time of job J j in σ , for each J j ∈ B l and 1 ≤ l ≤ r , is C j (σ ) = C(B l ). When there is no ambiguity, we abbreviate C j (σ ) to C j . This type of batching machine is called parallel-batching machine, denoted by " p-batch" in short. Moreover, we only consider the unbounded model in which the number of jobs in each batch is unlimited, denoted by "b ≥ n" in short.
In the scenario of bicriteria scheduling, we always use a composition objective function F( f (σ ), g(σ )) to combine two performance criteria f (σ ) and g(σ ), where F is assumed to be nondecreasing in both arguments. In particular, when F is an unknown function, this represents the general case of simultaneous optimization. In this paper, the criteria f (σ ) and g(σ ) under consideration are two regular minmax objective functions: maximum lateness L max (σ ) and makespan C max (σ ). The goal is to solve the problem 1| p-batch, b ≥ n|F(L max , C max ).
With each schedule σ we associate a point (L max (σ ), C max (σ )) in R 2 . In the remainder, we use the terms schedule and point interchangeably. We can solve the problem 1| p-batch, b ≥ n|F(L max , C max ) in polynomial time if we are able to identify all of the so-called Pareto optimal schedules in polynomial time.
Definition 2.1. A feasible schedule σ is Pareto optimal, or nondominated, with respect to the performance criteria L max and C max if there is no feasible schedule π such that both L max (π ) ≤ L max (σ ) and C max (π ) ≤ C max (σ ), where at least one of the inequalities is strict.
The following result provides a general approach for finding Pareto optimal schedules. Theorem 2.1 ([6] ). Let y be the optimal value of the problem α| f ≤ x|g, and let x be the optimal value of the problem α|g ≤ y| f . Then (x, y) is a Pareto optimal point for α||F( f, g).
Theorem 2.2 ([6]
). If the composition objective function F( f, g) is nondecreasing in both arguments f and g, then there exists a Pareto optimal schedule that minimizes F( f, g).
Minimizing maximum lateness and makespan
As mentioned before, the batching machine can handle an arbitrary number of jobs at the same time. So 1| p-batch, b ≥ n|C max is solved easily by putting all jobs into one batch and the mimimum makespan is then
On the other hand, we have
). The problem 1| p-batch, b ≥ n|L max can be solved by a dynamic programming algorithm in O(n 2 ) time.
We also assume that the jobs have been re-indexed according to the well-known SPT rule so that
). With any regular objective function f , there exists an optimal schedule (B 1 ,
Lemma 3.1 shows that an optimal schedule is specified by the jobs that start each batch, since the complete schedule can be formed by the SPT rule. We refer to such a schedule as SPT-batch schedule.
As for the case of bicriteria scheduling, the same property holds.
There exists an optimal SPT-batch schedule which solves the problem 1| p-batch, b ≥ n|F(L max , C max ).
Proof. Consider an optimal schedule σ = (
Hence, the new schedule σ is also optimal. A finite number of repetitions of this procedure yields an optimal schedule of the required form.
Lemma 3.2 shows that we may restrict our attention to SPT-batch schedules. Now we proceed to solve the problem 1| p-batch, b ≥ n, L max ≤ L|C max by a dynamic programming algorithm, called DP algorithm in short.
Let F( j) be the minimum makespan for SPT-batch schedules of the jobs J 1 , J 2 , . . . , J j subject to the condition L i ≤ L (i = 1, . . . , j). In addition, we will use {J k+1 , . . . , J j } to denote the last batch in the schedule. The initialization is F(0) = 0 and the recursion relation for j = 1, . . . , n is
In fact, any feasible schedule corresponds to an index k < j such that the subschedule before k is feasible and the subsequent jobs J k+1 , . . . , J j form the last batch of this schedule, i.e., F(k) + p j ≤ d l + L for k < l ≤ j. Conversely, an index k satisfying this condition corresponds to one or more feasible schedules. So, a k is said to be feasible if 0 ≤ k < j and F(k) + p j ≤ min k<l≤ j {d l + L}. Hence F( j) is the minimum value of F(k) + p j from among all these feasible schedules. Finally, the optimal value is equal to F(n) and the corresponding optimal schedule can be found by backtracking. In more detail, let k j be the value of k attaining the minimum of F(k) + p j in (1), i.e., the optimal decision of stage j. Then the optimal schedule σ is obtained by taking {J k n +1 , . . . , J n } as the last batch, and {J k j +1 , . . . , J j } where j = k n as the second last batch, and so on. Therefore we have Theorem 3.2. If schedule σ is obtained by the above DP algorithm, then σ is an optimal schedule for the problem 1| p-batch, b ≥ n, L max ≤ L|C max .
To analyse this DP algorithm, we give some explanations. For clarity, we may simplify the set of jobs. If there are two jobs J i and J j with p i ≤ p j and d i ≥ d j , then J i can always be placed into the same batch as J j and we can thus get rid of J i without affecting the cost. Therefore, without loss of generality, we may assume that all jobs J 1 , J 2 , . . . , J n have been numbered in such a way that p 1 < p 2 < · · · < p n and d 1 < d 2 < · · · < d n . The following results are based on this normalization.
First, Eq. (1) can be simplified as
Next, let us see the solutions of Eq. (2).
Claim 1. The optimality function F( j) is strictly increasing, i.e., F( j − 1) < F( j) for j = 2, 3, . . . , n.
Proof. Let m be the number of batches in the schedule obtained by Eq. (2). If m = 1, then F( j − 1) = p j−1 < p j = F( j). We next consider m ≥ 2. Let k j be a value of k attaining the minimum of F(k) + p j in Eq. (2). Then F( j) = F(k j )+ p j , where k j < j and F(k j )+ p j ≤ d k j +1 +L. If k j = j −1, then F( j) = F( j −1)+ p j > F( j −1).
Suppose k j < j − 1. Then F(k j ) + p j−1 < F(k j ) + p j ≤ d k j +1 + L, and thus k j satisfies the constraint condition in Eq. (2) for F( j − 1). Hence
as required.
Clearly, Claim 1 implies the following.
Claim 2. Let k j be a value of k attaining the minimum of F(k) + p j in Eq.
(2). Then k j = min{k : 0 ≤ k < j, F(k) + p j ≤ d k+1 + L}. That is, k j is uniquely determined by j.
Here, k j is the index of the job just before the last batch in the optimal schedule of J 1 , J 2 , . . . , J j . We may call it the "border" of the last batch. Claim 2 says that this border k j is as small as possible under the condition that the completion time of the last batch is not later than its deadline d k+1 + L. In other words, the last batch contains as many jobs as possible under the same condition. By noting that k j−1 = min{k : 0 ≤ k < j − 1, F(k) + p j−1 ≤ d k+1 + L}, we further have the following claim. Proof. The algorithm computes n values F(1), F(2), . . . , F(n) successively by means of Eq. (2) in the following way. Initially, if p 1 ≤ d 1 + L, then F(1) = p 1 and k 1 = 0; otherwise F(1) = +∞ and k 1 = +∞. Suppose that F(k), 0 ≤ k ≤ j − 1 and k j−1 have been computed. By Claim 3, F( j) and k j can be determined by the subroutine j as follows:
(1) Let k = k j−1 .
(2) If F(k) + p j ≤ d k+1 + L, then return F( j) = F(k) + p j and k j = k, stop.
(3) If k = j − 1, then return F( j) = +∞ and k j = +∞; otherwise set k := k + 1, and go to (2). By Claim 2, this last k is indeed the minimal k such that F(k) + p j ≤ d k+1 + L, namely k j . In this subrouting j, if F( j) < +∞, then it is determined by executing step (2) for all ks from k j−1 to k j ; if F( j) = +∞, then it is determined until k = j − 1 in step (3) . Note that once F( j) = +∞ for some j, the algorithm will stop with F(n) = +∞. Furthermore, 0 = k 1 ≤ k 2 ≤ · · · ≤ k n and, for each j with 1 ≤ j ≤ n, we determine k j and F( j) by using O(k j − k j−1 + 1) computations. Hence, in O(n) time, we determine all k j and F( j), 1 ≤ j ≤ n. It follows that the running time of the DP algorithm is O(n).
Note that the time of sorting jobs in SPT order, namely O(n log n), before the DP algorithm has not been taken into account here. Now we turn to the problem of finding the set of Pareto optimal points. The following theorem shows that the DP algorithm solves two constrained problems simultaneously. Theorem 3.3. Suppose that σ is the schedule obtained by the above DP algorithm. Then σ is a Pareto optimal schedule for the problem 1| p-batch, b ≥ n|F(L max , C max ).
Proof. It suffices to show that schedule σ is also an optimal solution of problem 1| p-batch, b ≥ n, C max ≤ C max (σ )|L max . Note that this problem also has the SPT-property as before. Assume that π is an optimal SPT-batch schedule of this problem. The optimality of π implies that L max (π ) ≤ L max (σ ) ≤ L, which means that π is a feasible solution of 1| p-batch, b ≥ n, L max ≤ L|C max . Thus C max (σ ) ≤ C max (π ). It follows from the present constraint C max (π ) ≤ C max (σ ) that C max (π ) = C max (σ ). To complete the proof, we further show π = σ by induction on the number m of batches of π. When m = 1, both π and σ have one batch, thus they are the same. Assume that the assertion holds for m < r . We consider the case of m = r . Let {J k+1 , . . . , J n } be the last batch of π . On the other hand, let {J k n +1 , . . . , J n } be the last batch of σ , determined by the DP algorithm. Note that F(k) ≤ C k (π ) and so F(k) + p n ≤ C k (π ) + p n ≤ d k+1 + L. Due to Claim 2, we have k n ≤ k. If k n < k, then C max (π ) = C k (π ) + p n ≥ F(k) + p n > F(k n ) + p n = C max (σ ), a contradiction. Hence k n = k. That is to say, the last batch of π is the same as that of σ . So, we may get rid of the last batches from both π and σ and consider the schedules of jobs J 1 , J 2 , . . . , J k n . The assertion follows directly from the inductive hypothesis.
To generate all Pareto optimal solutions, a basic method is the so-called ε-constraint approach [6] . In the present situation, this approach is repeatedly to solve the constrained problem 1| p-batch, b ≥ n, L max ≤ L|C max for decreasing L ≥ L * max , where L * max denotes the minimum of L max , getting Pareto optimal schedules one by one. Note further that, due to the integrality of the data, there is no schedule with value L max between L max (σ ) − 1 and L max (σ ), as inserting idle time makes no sense. Formally, we have the following algorithm.
Algorithm LC.
Step 1: Let σ 1 be the schedule of only one batch containing all jobs. Write L
max ) is the first Pareto optimal point.
Step 2: As a Pareto optimal point (L
max − 1 and solves the constrained problem 1| p-batch, b ≥ n, L max ≤ L|C max by the above DP algorithm.
Step 3: If the current constrained problem is infeasible (i.e., F(n) = +∞), then return all Pareto optimal schedules σ 1 , σ 2 , . . . , σ i and stop; otherwise we get a new schedule σ i+1 . Write L
max ) is the (i + 1)th Pareto optimal point. Set i := i + 1 and go back to Step 2.
Finally, we come to the conclusion of this section. In fact, during the algorithm, Eq. (2) is changing from stage to stage. Let L (i) , F (i) ( j) and k (i) j denote the corresponding threshold L, optimality function F( j), and optimal decision k j , respectively, in stage i. Since
then
That is to say, if an index k satisfies the constraint condition of Eq. (2) in stage i + 1, then it also satisfies that in stage i. By Claim 2, we have k
j for any j. Let {J 1 , . . . , J j 1 }, {J j 1 +1 , . . . , J j 2 }, . . . , {J j m i −1 +1 , . . . , J j m i } be the batch partition in σ i , where j m i = n. We claim that J j 1 , J j 2 , . . . , J j m i lie in m i distinct batches in σ i+1 . In fact, if there are two jobs J j l and J j l+1 lying in the same batch B in σ i+1 , we assume that J j is the last job in B. Then
, a contradiction. It follows that m i ≤ m i+1 for any i. Property 2. In sequence {m i } there are at most n − m i + 1 terms keeping the same value m i for m i ≥ 2.
Suppose that m i = m i+1 for some i. We denote the m i batches of σ i by the index sets of jobs:
where r = m i and k (i) r = n. For convenience, let k (i) 0 = 0. In stage i + 1, the threshold L = L max (σ i ) − 1 < L. We proceed to carry out the DP algorithm based on Eq. (2) with threshold L . The backtrack procedure is as follows. Starting from the last index n = k (i) r , we compute F(n) by Eq. (2) and get the value k attaining the minimum, denoted by k (i+1) r −1 (i.e., the border of the last batch). By Claim 2 (see also the proof of Property 1), we have k
r −2 be the value of k attaining the minimum (i.e., the border of the second last batch). Also, by Claim 2, we have k
We do this in this way until we compute F(k = 0. Hence we obtain r batches of σ i+1 :
Generally, it holds that k
If ∆(σ i+1 ) = 0, then the batch partition of σ i+1 is the same as that of σ i , which contradicts that C
If m i+1 = m i+2 , we do the same thing as above, and get ∆(
j+1 , then σ i+l has j batches before k (i+l) j while σ i has at least j + 1 batches before that, contradicting Property 1 (for n = k Note that only the first stage has m 1 = 1. By using Properties 1 and 2, we see that the number of stages is at most 1 + (n − 1) + (n − 2) + · · · + 2 + 1 = 1 2 n(n − 1) + 1. And in each stage, the time bound of the DP algorithm is O(n). Moreover, at the beginning of the algorithm, sorting all jobs in SPT order takes O(n log n) time. Thus the overall complexity of Algorithm LC is O(n 3 ), proving the theorem.
As a consequence of the proof of Theorem 3.4, we have Theorem 3.5. The number of Pareto optimal schedules for the scheduling problem 1| p-batch, b ≥ n|F(C max , L max ) is at most n(n − 1)/2 + 1.
Concluding remarks
The multicriteria scheduling on batching machines is a significant topic in scheduling theory. In the foregoing sections we have studied an unbounded model of parallel-batching scheduling with criteria L max and C max and established an algorithm for finding all Pareto optimal schedules in polynomial time. This is an entire solution for the model. More models with other criteria remain further to investigate. For example, the corresponding bounded model (b < n), which is harder, should be considered. Also, our work should be generalized to the case of minimizing two maximum costs f max and g max simultaneously. In the cases where the set of Pareto optimal schedules is difficult to determine, we may study other types of multicriteria scheduling, say hierarchical (lexicographical) optimization or constrained optimization. Furthermore, the serial-batching problems would be meaningful.
