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Abstract 
The application of web marketing and definition of corporate strategies has become common practice in all companies, together 
with the use of mathematical models as a tool for planning and studying the dynamics of communication within the market. We 
apply an unsupervised artificial neural network for the classification of a series of olive farms to try to determine which features 
are most rewarding from the point of view of the communication strategies and market (including the identification of new 
situations and decision making). The objective is to identify and group companies that have similar characteristics through a set 
of common indicators and create a rating for defining which companies are the best performing and how companies in the sector 
are related. This work is made possible by the use of a computer software designed specifically for the olive oil sector, which 
examines many aspects of business life and also implements the platform among businesses, each other and the market.  
© 2013 The Authors. Published by Elsevier B.V. 
Selection and peer-review under responsibility of HAICTA. 
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1. Introduction† 
Information/web technologies are nowadays leveraging companies’ opportunities and defining corporate 
strategies from the marketing point of view, whose dynamics can be fully studied and exploited by means of 
mathematical models of the market behavior applied through modern hardware and software computing 
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environments. The use of such techniques could greatly improve the approach that the Apulian olive oil sector  
companies have with the market, pushing them to analyze and improve the efficiency of their business strategies [1]. 
Apulian olive oil sector companies have a stringent need to focus their attention to the market and related 
opportunities in order to increase their business strategies, still too locally bounded, toward a market globalization. A 
crucial research area of interest is so that of searching for “clusters” of similar companies, in order to help pull them 
together for maximizing their market share. This can be done by means of artificial neural networks, which are a 
widespread tool for analyzing communicative and strategic relationships between entities (companies, individuals, 
etc.). A neural network can be defined as a numerical processing structure of adaptive type, i.e. with the ability to 
learn about the relationships between a set of input variables (x1, ..., xn) and a set of output variables (y1, ..., yn), 
starting from the training data supplied to the network. This modeling tool has rapidly well-established since the 
second half of the eighties, when some studies [2;3] have shown the superiority of neural networks, as compared to 
other regression methods, to exploit the information found in the experimental data. Artificial neural networks can 
be used to classify data. Unlike regression problems, where the goal is to produce the output corresponding to a 
given input, the classification problems require to label each data point as belonging to one of n given classes. 
Neural networks can be trained to provide a discriminant function separating classes. A relatively simple neural 
network, provided with at least one “hidden” neuron layer, is able to learn any continuous function to any degree of 
approximation and can therefore be defined an  “universal approximator” [3;4]. This property is of considerable 
importance for the identification of non-linear relationships between variables, which characterize many phenomena 
of environmental interest [5]. Compared to statistical methods based for example on logistic regression, the use of 
neural networks allows to avoid both the a priori choice of a nonlinear model to fit to the experimental data [6;7] and 
the definition of theoretical assumptions (distribution of variances and errors) relative to the studied phenomenon. In 
the case of environmental processes, the analytical relationship between the characteristic parameters is not always 
well defined, partly due to the high variability of ecosystem characteristics (species, soil, climate, etc.). However, for 
application purposes, it is not necessary to have analytical information on the phenomenon, while it is useful to be 
able to model it in the actual conditions in which it takes place, even if this may limit the applicability of the 
obtained models in different areas from those in which they were developed. Another interesting property of neural 
networks is their “robustness”, or resistance to noise, which indicates the ability of the networks to operate, albeit 
with less accuracy in the presence of incomplete data or affected by errors [8]. This property, which can be explained 
by the distributed structure that characterizes neural networks, is very important for the difficulties of measurement 
that are found in the monitoring of natural systems. In this paper we design and implement an unsupervised artificial 
neural network for the classification of a series of olive farms, to identify and group companies that have similar 
characteristics through a set of common indicators and create a rating that allows you to define which companies are 
the best performing and how companies in the sector are related. After determining which features are most 
rewarding from the communication strategies and market point of view (including the identification of new 
situations and decision making), the network has the ability of assigning inputs (Apulian olive oil companies) to a 
corresponding output among a number of (not necessarily) predefined categories (classes). This work is made 
possible by the use of a computer software designed specifically for the olive oil sector which examines many 
aspects of farms’ business life such as technical, environmental and economic parameters and also implements the 
platform through which businesses can talk to each other and the market. In the following section, we briefly 
illustrate the rationale behind the type of neural network adopted and the mathematical background governing neural 
network functioning. Then, we apply the designed model to the available dataset extracted from the web platform 
used by companies. Finally, we show the results obtained and track the possible future research directions in this 
field. 
2. Background 
Neural logic models (Artificial Neural Networks, ANN), developed in the world of artificial intelligence, have 
revealed an interesting methodological perspective, especially where the interpretation of complex multivariate 
systems involves both quantitative and qualitative variables and there is no a priori deterministic interpretation 
model, and in any case where the strict statistical distributional assumptions are not verifiable. ANN models “learn” 
a consistent behaviour on real cases of the analysed phenomenon and are then able to play it. They interpret 
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mathematically in an automatic way and make reproducible expert knowledge or the ability of pattern recognition or 
even the internal quantitative determinism of natural complex systems that, in relation to the levels of expression of a 
given set of variables hypothesised or identified as explanatory, assume certain values, states or behaviours, or are 
classified by the expert in certain outcome classes. Learning from examples or complex cases available (training 
phase) the neural model tries to grasp and translate algorithmically the link between mode of considered explanatory 
variables and the relative response of the system, often even in the presence of cases afflicted with a certain degree 
of fuzziness and/or ambiguity (“background noise”). Some cases are not used in training the neural model, but they 
are exclusively intended to test its capabilities (once training is completed) to “generalise”, that is to provide proper 
assessments (adhering to the behaviour of the system) of cases without outcome (simulation phase). Of course it is 
necessary that the explanatory input variables be effectively correlated with the phenomena examined. Otherwise 
there would be, in the final analysis, “nothing to learn”. Neural networks are inspired by the structure of the brain: 
basic calculation units (neurons) receive, process and send information to other neurons linked to them. The 
structure and the strength of these connections is optimised in order to specialise the network in solving a particular 
classification or quantitative modeling problem. In the context of these applications is often used the network 
architecture called Multi-Layer Perceptron (MLP), among the more adaptable both to pattern recognition problems 
and quantitative modeling studies. In it, nodes are organised in layers. The first layer receives the input values 
(explanatory variables), while the latter returns the output values (response). The number of nodes of these layers is 
defined by the coding of the explanatory variables and the response. Between these two outer layers there is at least 
another “hidden” layer. Each node of a layer is linked to all the nodes of the immediately preceding and following 
layer. Each link is associated with a network parameter (weight). The weight values are the key to getting specialised 
neural networks in solving a specific problem. The training phase of a neural network is used to optimise these 
values. In MLP architectures each neuron computes a nonlinear function (activation function) of the scalar product 
between the vector of inputs and the vector of weights. All the neurons of the same layer perform this calculation in 
parallel propagating the result (activation state) to all the neurons of the next layer. These in turn making the same 
type of process until reaching output neurons, whose activation states will form the answer provided by the network. 
In our research group ANN models have been used in various contexts of quantitative or classificatory modeling, 
regarding pattern recognition and interpretation of expert knowledge and ranging from automatic classification of 
economic entities to the prediction of financial time series and biological clustering [9;10;11;12]. 
3. Materials and methods  
Neural networks can be used for the prediction and classification of data. Unlike regression problems, where the 
goal is to produce a particular output value for a given input, classification problems require to label each input data 
as belonging to one of N classes. These classification models are typical cases of supervised networks, in which it is 
a priori possible to associate the membership of input data to clusters and to train the neural network for the 
classification of other data. There are cases in which, however, the association is not known before. It is then up to 
the neural network to find the structures of association between the data independently by grouping them into 
clusters. These neural networks are known as unsupervised or self-organising networks (associative memories). 
There is therefore no “correct” or “wrong” output. This involves careful observation and analysis by the researcher. 
In fact, after an unsupervised network has been trained, it must be tested in many directions since it is important to 
understand what are the data structures resulting from the neural network itself. With an evocative metaphor, an 
unsupervised network can be likened to a hyper-surface in a space of n dimensions, with m “valleys” or minimum 
that correspond to the output desirable forms. The presentation of an input Xi = {xi1, ..., xin} is equivalent to putting a 
weight in the corresponding point on the surface, making then “fall” it into the nearest valley, corresponding to Yi = 
{yi1, ..., yin}. Obviously an input X'i similar to Xi according to some criterion of similarity should fall into the same 
basin of attraction, recalling by association (hence the term associative memories) the same output Yi (see Fig. 1). 
For the data mining analysis of the olive oil Apulian supply chain companies we adopted an unsupervised network 
consisting of a number of neurons or codebook vectors (Yi), which constitute the centre of each cluster (class). They 
are the same size of the input space, and their members are the parameters of the unsupervised network. During the 
training the position of the vectors is adapted in such a way that the average Euclidean distance between the data 
points and its vector codebook is minimal. 
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Fig. 1. The unsupervised network metaphor as an n-dimensional hyper-surface 
 
If you also minimise the distance between the codebook vectors you have an unsupervised network known as Self-
Organising Map (SOM) or Kohonen network [13]. In our case the clustering analysis with neural network has been 
implemented by means of the Mathematica computational software and the related NeuralNetworks package. The 
set of input data coming from a web portal designed within the economics department in consultation with outside 
companies realised for the government of the information flow process/product of the olive oil sector. The 
system functional architecture of this portal is integrated with that of the organisation of the supply chain 
management elements for the governance of business networks. The aim of the portal is to strengthen the relational 
nodes between the different segments of the supply chain overcoming the limitations of space and time through the 
use of computer facilities. Within the portal are collected a lot of useful information to define the trade policies of 
the companies as well as their production and environmental performance. For this particular job we used the 
variables that characterise the 81 companies surveyed reported in Table 1, which represent only a subset of the 
available variables within the dataset. We trained an unsupervised neural network with 15 codebook vectors. The 
training process is shown in Fig. 2 where the network’s performance is given as the Euclidean distance between 
codebook vectors. 
Table 1.  Parameters used for the unsupervised network 
classification of Apulian supply chain olive oil companies.  
Parameter description Type 
Company’s headquarters Categorical 
Year of foundation Numeric 
Diesel consumption for 
farming operations 
Numeric 
Agricultural area Numeric 
% of the area with olive trees Numeric 
Varieties of olives produced Categorical 
Product sold Yes/No 
Product processed and sold Yes/No 
Pruning Annual/Biennial 
After training, network produced the clustering shown in Fig. 3 in which you can see two clearly different clusters 
of different size. The smaller cluster includes companies that are different than the other for a much more efficient 
use of energy resources, the fuel consumption of these companies are in fact among the lowest in the interior 
sample. In addition to this environmental data we can also report that these companies have much higher revenues 
than the average as well as a number of employees exceeding that of other companies. The bigger cluster, instead, 
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includes companies having very homogeneous results in terms of consumption of energy resources and marked by a 
certain inefficiency, with an average revenue and employees’ number lower than the other group. 
 
Fig. 2. The performance of the unsupervised network measured as the average Euclidean distance between the data vectors and the nearest 
codebook vector of the submitted unsupervised network. A small value indicates that all data vectors are close to a codebook vector, and then the 
clustering can be considered successful. 
 
 
Fig. 3. The clustering obtained by the neural network. The percentages on links connecting nodes (companies) correspond to the Spearman rank 
correlation coefficient between them. 
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4. Results 
The data analysis performed allowed us to identify two homogeneous groups of firms that differ for some specific 
characteristics. It appears beyond doubt that with regard to the sample examined the ability of companies to be able 
to have a rational use of energy resources, in particular diesel fuel, depends in large part on the company size. 
Company size is considered in terms of number of employees, revenues and agricultural area. The structure of 
Apulian olive farms is still today very fragmented into small production companies that fail to make efficient 
production processes. This inefficiency is reflected in a wrong use of energy and natural resources and thus increases 
both cost and environmental impact of these companies [14]. Use of neural networks allowed us to identify and 
isolate companies deemed to have the best environmental performances and thus lower operating costs. It is certainly 
evident that there is a causal relationship between the smaller cluster’s company’s ability to generate income and 
their ability to contain costs. Future surveys will be able to assess in greater depth what links these two aspects in 
these companies, and to what extent this connection is determined by the ability of large companies to attract and 
establish a more productive human capital. 
5. Conclusions 
In this work we collected a series of parameters characterising companies in the Apulian olive oil sector and 
clustered them by implementing an unsupervised neural network. The neural network used in an automatic way 
during training all the original data for the construction of the clusters in its various stages. Furthermore, the 
simplicity and the implementation “immediacy” make the approach with the unsupervised neural network 
advantageous if compared to the classic clustering methods (such as hierarchical clustering). Indeed, the latter, when 
used with a large amount of data, often produce a series of graphical results often incomprehensible, difficult to 
manage and of limited usefulness. On the other hand neural networks suffer from some problems typical of this 
approach. In fact, their performance is dependent on certain factors that are their characteristic parameters. The first 
factor is the “Euclidean distance” between the points of the clusters identified by the neural network. Indeed the 
construction of the neural network is carried out for attempts to make the minimum distance within the groupings 
identified, and also this parameter needs to be read in response to a careful and proper “meaning” concrete. A further 
complication concerns the creation of the neural network by first specifying the neurons, and then the reference 
cluster. It is easy to understand how this may provide different data classification even with minimal changes. 
Finally, the practical interpretation of the clustering obtained implies that, as the classes derived can have an 
acceptable base of reference, it is the task of the analyst to study and analyse the “similarity” relationships that led 
the particular neural network (and, in general, that classification algorithm) to associate the appropriate companies in 
the same cluster. The data analysis of the supply chain of olive oil requires, no doubt, specific algorithms that 
support researchers in this area. The approach making use of neural networks provides a fast and flexible method for 
the initial study of the relationships between large amounts of data, possibly preliminary to more detailed 
investigations that can be performed with targeted methods of parametric clustering. The results obtained appear 
comforting also in consideration of a certain amount of subjectivity implicit in the classification of companies’ 
profiles based on the questionnaires available. More refining, however, is needed in the selection of the parameters 
for the classification of companies by setting out a priori the scope of each model and/or criteria of acceptability of 
the estimate provided. 
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