Stochastic filtering of a pure jump process with predictable jumps and
  path-dependent local characteristics by Bandini, Elena et al.
STOCHASTIC FILTERING OF A PURE JUMP PROCESS WITH
PREDICTABLE JUMPS AND PATH-DEPENDENT LOCAL
CHARACTERISTICS
ELENA BANDINI, ALESSANDRO CALVIA, AND KATIA COLANERI
Abstract. The objective of this paper is to study the filtering problem for a system
of partially observable processes (X,Y ), where X is a non-Markovian pure jump process
representing the signal and Y is a general jump diffusion which provides observations.
Our model covers the case where both processes are not necessarily quasi left-continuous,
allowing them to jump at predictable stopping times. The aim is to characterize the
optional projection of the signal with respect to the observation filtration generated by
Y , i.e., the filtering process. To do so, we introduce the Markovian version of the signal,
which is linked to the process X by a suitable bijective transformation. This allows for
the computation of the SDE satisfied by the filter via the innovation approach.
Keywords: Stochastic filtering, pure jump process, jump-diffusion process, non quasi-left-
continuous random measure, path-dependent local characteristics.
AMS 2020: 60G35, 60G57, 60J60, 60J76.
1. Introduction
In this paper we study a stochastic filtering problem for a partially observable system
where the signal process, which is not directly observable, is a possibly non-Markovian pure
jump process, taking values in a complete and separable metric space. The observation is
provided by a jump-diffusion process whose local characteristics depend on the unobservable
signal. Our objective is to derive the conditional distribution of the signal process given the
available information flow generated by knowledge of the observation process.
Stochastic filtering in continuous-time is a classical branch of research in probability the-
ory and has been studied under several choices of the pair signal-observation. Starting from
the pioneering works of N. Wiener and R. E. Kalman (with its celebrated Kalman filter),
research on this subject has vastly expanded and has found numerous applications, e.g.,
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in engineering, economics and finance. In fact, various stochastic models are characterized
by a lack of information (so called partial information or partial observation), as some of
the quantities involved in the model itself are not directly measurable. They typically af-
fect variables that can be directly observed, but in general we are not able to disentangle
information coming form one or the other. Hence, we need at least to estimate the value of
those unobservable stochastic factors from available observation.
From a technical perspective, various situations have been considered so far in the lit-
erature: linear and nonlinear, finite and infinite dimensional filters (even on manifolds),
numerical schemes, and so on. However, even though there are general filtering equations
available (see, e.g., Kallianpur [34], Liptser and Shiryaev [38]), none of them is fully explicit
(to the best of our knowledge) in the case where the unobserved process is non-Markovian.
Dealing with a non-Markovian signal represents the first contribution of our paper. In fact,
the usual assumption is that the signal solves a martingale problem for some infinitesimal
generator, implying that it is a Markov process. In this sense, various filtering problems
have been addressed and filtering equations written: see, e.g., Altay et al. [1], Bain and
Crisan [3], Liptser and Shiryaev [38], Kallianpur [34], Kurtz and Ocone [37] in the case of
observation given by a nonanticipative functional of the signal plus a Gaussian noise, Altay
et al. [2], Brémaud [7], Ceci [10], Ceci and Gerardi [14, 15], Colaneri et al. [17], Frey and
Runggaldier [25], Kliemann et al. [35] in the case of counting or marked point process ob-
servation, Ceci [11], Frey and Runggaldier [26], Frey and Schmidt [27] in the case of mixed
marked point processes and diffusive observation, Ceci and Colaneri [12, 13] in the case of
jump-diffusion observation and, finally, Calvia [8], Confortola and Fuhrman [18], Joannides
and LeGland [33] in the case of noise-free or perfect observation (see, also, the chapter
discussing singular filtering in the book by Xiong [40, Ch. 11] and the article by Crisan
et al. [19]).
The case of a possibly non-Markovian signal process has been generally neglected in the
literature, despite potential valuable applications. In fact, there are interesting problems
where state variables depend on the whole history, and not only on the current value, of
some non-directly observable stochastic process. They arise, for instance, in models with
delay or when dealing with exotic options in finance and in various optimal control problems
with partial observation (see, e.g., Bandini et al. [5, 4], Tang [39]). However, from a technical
point of view, writing an explicit equation for the filtering process is a difficult task, for
many technical reasons. In this work, we use a Markovianization technique, which will be
briefly outlined below, to provide such equation.
To introduce the filtering problem analyzed in this paper in more details, we consider
pair of stochastic processes (X,Y ) = (Xt, Yt)t≥0, respectively called signal process and
observed process, on some filtered probability space (Ω,F ,F,P). F here represents the global
filtration, and both X and Y are F-adapted. We denote by Y = (Yt)t≥0 the completed and
right-continuous natural filtration generated by Y , which provides available information. We
assume that the signal process X is a pure jump process, described in terms of a random
counting measure (see, e.g., Brémaud [7], Jacod [30], Jacod and Shiryaev [31]). In contrast to
most of the existing literature, we will not assume that the F-dual predictable projection, or
compensator, of X is quasi-left continuous and we will allow for predictable jumps. Having
such a feature leads to an important generalization of results for stochastic filtering, with
interesting potential applications. In financial literature, for instance, recent works discussed
modelization of real financial markets presenting critical announced random dates, typically
related to possible situations of default (see, e.g., Fontana and Schmidt [24], Jiao and Li
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[32] and discussions therein) or to information delivered at a priori established dates (e.g.,
central banks updates of interest rates).
Our objective is to characterize the filtering process pi = (pit)t≥0, defined by
pit(ϕ) := E[ϕ(X·∧t)|Yt], t ≥ 0,
for any measurable real-valued function ϕ. Notice that, for any t ≥ 0, ϕ is a function of
whole the trajectory of X up to time t. Considering functionals depending on the history
of the signal process is another novelty of our paper.
To solve the filtering problem, we first apply a Markovianization procedure, by construct-
ing what we call the history process X. The purpose of this auxiliary process is to keep track
of all the past values and jump times of X and it has the advantage of being Markovian,
with respect to its natural filtration. The existence of a bijective function that maps X
into X and vice versa (see Proposition 3.1), permits to characterize pi by solving another
filtering problem for the process Π = (Πt)t≥0
Πt(f) := E[f(Xt)|Yt], t ≥ 0,
where f is a real-valued function defined on the auxiliary space of the history process.
We consider an observation process Y described by a jump-diffusion with local charac-
teristics depending on the trajectory of the signal X. We assume that the random measure
inducing the jumps of Y is of the same nature as for the signal process, that is, its dual
predictable projection is not necessarily quasi-left continuous and may exhibit predictable
jumps. Finally we will also allow for X and Y to have possibly common (both predictable
and totally inaccessible) jump times. We will ask that the predictable jumps of X and Y are
both Y-predictable. This technical assumption, that relies on subtle properties of stopping
times, is a key property in order to be able to explicitly compute the filtering equation
(Assumption 2.1-(iii) and Assumption 2.3-(iii)). To solve the filtering problem we resort to
the innovation approach, see, e.g. [34, 7, 3]. This is a classical technique in filtering theory
which is particularly convenient when signal and observation have common jump times.
This feature of partially observable systems, in fact, makes it impossible to employ other
methodologies, such as, for instance, the reference probability approach, since it would not
be possible to make X and Y independent via any change of measure. Although the idea of
the innovations approach is well known, it is anything but easy to apply it in our setting,
mainly due to the presence of predictable jumps of both signal and observation.
In this paper we address the problem of deriving a stochastic differential equation for
the filter process. There still remains an open question on uniqueness of the solution to the
filtering equation. This is an essential point in many applications: for instance in control
theory under partial information it allows to formulate the so-called separated problem and
solve the optimization. There are several approaches to uniqueness and the most promising
in our setting, given its generality, is the Filtered Martingale Problem approach, see, e.g.
[37] or [36]. However, due to the presence of predictable jumps we cannot directly apply
existing results. Extending the methods adopted in the aforementioned papers to the setting
of this work requires a considerable effort and therefore we decided to postpone the issue
of uniqueness to a future work.
The paper is organized as follows. We will conclude the introduction with a brief para-
graph on the notations and conventions adopted here. In Section 2 we describe the partially
observable system that we intend to analyze and give all the assumptions. In Section 3 we
introduce the history process, explain why it is useful to do so, and write the model previ-
ously described in this new setting. In Section 4 we provide the martingale representation
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theorem with respect to the filtration generated by the observed process, that will be fun-
damental to provide the filtering equation, computed in Section 5.
1.1. Notation. In this section we collect the main notation used in this research article.
Throughout the paper the set N denotes the set of natural integers N = {1, 2, . . . },
whereas N0 = {0, 1, . . . }. We indicate by N the collection of null sets in some specified
probability space.
For a fixed metric space E, we denote by dE its metric and by Bb(E) the set of real-
valued bounded measurable functions on E. The symbol B(E) indicates the Borel σ-algebra
on E and we denote by P(E) the set of probability measures on E. The set of E-valued
càdlàg functions on [0,+∞) is denoted by DE . We will always endow it with the Skorokhod
topology and the Borel σ-algebra. The set D˜E ⊂ DE contains all trajectories in DE that
are piecewise constant and do not exhibit explosion in finite time (i.e., if (tn)n∈N ⊂ (0,+∞]
is the collection of discontinuity points of some trajectory, then limn→∞ tn = +∞).
The symbol 1C denotes the indicator function of a set C, while 1 is the constant function
equal to 1. The symbol
∫ b
a denotes
∫
(a,b] for any −∞ < a ≤ b < +∞.
Finally, with the wordmeasurable we refer to Borel-measurable, unless otherwise specified.
2. The filtering problem
We consider a pair of stochastic processes (X,Y ), where X represents a certain signal
which is not directly observable and Y is an observed process which provides noisy infor-
mation about the signal. Our objective is to derive the conditional distribution of X from
observing Y . Put in other words, we aim to characterize the dynamics of the filter, which will
be rigorously defined in the next section, or equivalently to provide the filtering equation.
2.1. The model. Throughout the paper we are given a complete and separable metric
space E, that will serve as the state space of the signal process. We endow it with its
Borel σ-algebra B(E) and we denote its metric by dE . We are also given a complete filtered
probability space (Ω,F ,F := (Ft)t≥0,P), carrying a pair of stochastic processes (X,Y ), the
signal and the observation process. We shall assume that:
X is an E-valued F-adapted pure jump process, with càdlàg paths;
Y is a real-valued F-adapted jump-diffusion process, with càdlàg paths.
We denote by Y = (Yt)t≥0 the complete natural filtration of the process Y , that is Yt =
σ(Ys, 0 ≤ s ≤ t)∨N , where N indicates the collection of P-null sets. It contains all available
information that we can use to infer the distribution signal process X. Due to the structure
of the observation process, it is not straightforward to have that Y is right continuous.
However, in the sequel we will assume conditions on Y that guarantee this property, see
Proposition 4.4 (otherwise its right continuous enlargement must be considered, see e.g.
[3, 37]).
Our aim is to characterize the dynamics of the filter process pi = (pit)t≥0, defined as:
pit(ϕ) := E[ϕ(Xt∧·) | Yt], t ≥ 0, (2.1)
for any bounded and measurable ϕ : DE → R, where DE denotes the set of E-valued càdlàg
functions on [0,+∞).
Since DE is a complete and separable metric space, the process pi is well-defined, P(DE)-
valued and Y-adapted. Moreover, pi admits a càdlàg modification, since X is càdlàg (see,
e.g. [3, Cor. 2.26]).
The function ϕ appearing in (2.1) depends on the history of the signal process X in
a non-anticipative way, i.e., through the stopped trajectory Xt∧·, t ≥ 0. Considering this
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kind of dependence is one of the main features of our model and generalizes filtering results
available in the literature. Our setting is characterized by the lack of Markovianity due
to the fact that X is not assumed to be Markovian and the dynamics of Y depend on the
whole trajectory of the signal, as we will see later in this section. Existing results on filtering,
instead, mainly cover the Markovian case, where the filter is completely characterized by
computing the conditional law of each of the random variables Xt given Yt, for all t ≥ 0.
2.2. Assumptions. In the next part we describe in detail the features of our model and
introduce the main assumptions and some specific notation.
The signal process. We assume that X is an E-valued F-adapted pure jump process,
with associated random counting measure m on (0,+∞)×E. We assume that X0 = x, P-
a.s., and set for all k ∈ N:
T1 := inf{t > 0: Xt 6= x}, Tk+1 := inf{t > Tk : Xt 6= XTk}.
In particular, we have
m
(
(0, t]×B) = ∑
k∈N
1Tk≤t 1XTk∈B, t ≥ 0, B ∈ B(E). (2.2)
Denote by µ the F-predictable random measure on (0,+∞) × E giving the F-dual pre-
dictable projection, or F-compensator1, of the random counting measure m. We recall that,
since E is also a Lusin space, µ is unique (up to a modification on a P-null set) and satisfies
E
[∫ t
0
∫
E
Cs(e)m(ds de)
]
= E
[∫ t
0
∫
E
Cs(e)µ(ds de)
]
, t > 0,
for any non-negative F-predictable E-indexed process C =
(
Ct(·)
)
t≥0 (see, e.g., Jacod [30,
Th. 2.1]). Moreover, by Jacod [30, Prop. 2.3] one can always choose a version of µ satisfying
identically
µ({t} × E) ≤ 1, for all t > 0.
Assumption 2.1. Let
(i) Qm : [0,+∞)×DE → P(E) and Rm : [0,+∞)×DE → P(E) be probability transi-
tion kernels;
(ii) λm : [0,+∞)×DE → [0,+∞) be a measurable function, such that
sup
(t,x)∈[0,+∞)×DE
λm(t, x) < +∞; (2.3)
(iii) (pmt )t≥0 be a Y-predictable counting process, such that for all t ≥ 0
E[ pmt ] < +∞; (2.4)
and assume that the F-compensator µ of the random counting measure m associated to the
signal pure-jump process X is of the form
µ((0, t]×B) =
∫ t
0
∫
B
Qm(s,Xs−∧·; de)λm(s,Xs−∧·) ds
+
∫ t
0
Rm(s,Xs−∧·; de) dpms , B ∈ B(E).
(2.5)
1To be precise, we should write (F,P)-dual predictable projection. However, we will omit P in what
follows since we will consider this object under the fixed probability P, unless otherwise specified.
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It is useful to introduce the following random sets
Dm := {(ω, t) ∈ Ω× (0,+∞) : m(ω; {t} × E) = 1}, (2.6)
Jm := {(ω, t) ∈ Ω× (0,+∞) : µ(ω; {t} × E) > 0}. (2.7)
The set Jm is the F-predictable support of Dm, see Definition 2.32, Chapter I and Propo-
sition 1.14, Chapter II, in Jacod and Shiryaev [31].
Remark 2.1 (Properties of the jump measure m).
(1) Conditions (2.3) and (2.4) guarantee that T∞ := limk→∞ Tk = +∞, P-a.s., i.e., m
is P-a.s. non-explosive (see, e.g., [20, Prop. 24.6]).
(2) Under (iii) of Assumption 2.1 the set Jm can also be characterized as
Jm = {(ω, t) ∈ Ω× (0,+∞) : pmt (ω)− pmt−(ω) = 1}.
Standard results on random measures (see, e.g. Theorem 11.14 in He et al. [29])
ensure that, in this case, Jm ⊂ Dm.
The observed process. LetW be a real-valued, F-adapted standard Brownian motion,
and n an F-adapted random counting measure on (0,+∞)×Z, where (Z,Z) is an auxiliary
Lusin space.
To describe the sequence of random times of the measure n we set Nt := n
(
(0, t] × Z),
define
Sk := inf{t > 0: Nt = k}, k ∈ N,
and make the following assumption.
Assumption 2.2. Random counting measures m and n are independent of W .
Moreover, jump times of m and n are P-a.s. disjoint, i.e., P(Ti = Sj) = 0 for all i, j ∈ N.
Remark 2.2. The second part of Assumption 2.2 implies, in particular, that m and n do
not have common jump times.
We shall assume that the F-compensator of the random measure n has a structure of the
same type given in (2.5).
Assumption 2.3. Let
(i) Qn : [0,+∞) × DE × R → P(Z), Rn : [0,+∞) × DE × R → P(Z) be probability
transition kernels;
(ii) λn : [0,+∞)×DE × R→ [0,+∞) be a measurable function, such that
sup
(t,x,y)∈[0,+∞)×DE×R
λn(t, x, y) < +∞. (2.8)
(iii) (pnt )t≥0 be a Y-predictable counting process, such that for all t ≥ 0
E[ pnt ] < +∞; (2.9)
and assume that the F-compensator ν of the random counting measure n is of the form
ν((0, t]×B) =
∫ t
0
∫
B
Qn(s,Xs−∧·, Ys− ; dz)λn(s,Xs−∧·, Ys−) ds
+
∫ t
0
∫
B
Rn(s,Xs−∧·, Ys− ; dz) dpns , B ∈ Z. (2.10)
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Similarly to (2.6) and (2.7), we introduce the random sets Dn and its F-predictable
support Jn:
Dn := {(ω, t) ∈ Ω× (0,+∞) : n(ω; {t} × Z) = 1},
Jn := {(ω, t) ∈ Ω× (0,+∞) : ν(ω; {t} × Z) > 0}.
Remark 2.3 (Properties of the jump measure n). As in Remark 2.1 we notice the following
facts:
(1) Conditions (2.8) and (2.9) guarantee that S∞ := limk→∞ Sk = +∞, P-a.s., i.e., n
is P-a.s. non-explosive.
(2) Point (iii) of Assumption 2.3 entails
Jn = {(ω, t) ∈ Ω× (0,+∞) : pnt (ω)− pnt−(ω) = 1} ⊂ Dn.
The observations made in Remarks 2.1 and 2.3 allow us to decompose the jump measures
m and n introducing:
mi(dt de) := 1(Dm\Jm)×E(t, e)m(dtde), mp(dt de) := 1Jm×E(t, e)m(dt de);
ni(dtde) := 1(Dn\Jn)×Z(t, z)n(dt dz), np(dtdz) := 1Jn×Z(t, z)n(dt dz).
It is easily seen that mp (resp. np) accounts for Y-predictable jumps of m (resp. n), while
the random counting measure mi (resp. ni) accounts for totally inaccessible jumps of m
(resp. n).
We assume that the dynamics of the observed process Y is described by the SDE
dYt = b(t,Xt∧·, Yt) dt+ σ(t, Yt) dWt
+
∫
E
Ki(t,Xt−∧·, Yt− , e)mi(dtde) +
∫
E
Kp(t,Xt−∧·, Yt− , e)mp(dt de)
+
∫
Z
Gi(t,Xt−∧·, Yt− , z)ni(dt dz) +
∫
Z
Gp(t,Xt−∧·, Yt− , z)np(dtdz),
Y0 = y0 ∈ R.
(2.11)
Whenever possible, to ease the notation, we will write for any t ≥ 0
bt := b(t,Xt∧·, Yt), σt := σ(t, Yt),
Kit(·) := Ki(t,Xt−∧·, Yt− , ·), Kpt (·) := Kp(t,Xt−∧·, Yt− , ·),
Git(·) := Gi(t,Xt−∧·, Yt− , ·) Gpt (·) := Gp(t,Xt−∧·, Yt− , ·).
We give the following assumption on the coefficients of the SDE (2.11).
Assumption 2.4. We assume that the SDE (2.11) admits a unique strong solution. More-
over, for a = i, p, the functions
b : [0,+∞)×DE × R→ R, σ : [0,+∞)× R→ (0,+∞),
Ki : [0,+∞)×DE × R× E → R, Kp : [0,+∞)×DE × R× E → R,
Gi : [0,+∞)×DE × R× Z → R, Gp : [0,+∞)×DE × R× Z → R,
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are measurable and such that for all t ≥ 0
E
[∫ t
0
|bs| ds
]
< +∞, E
[∫ t
0
σ2s ds
]
< +∞,
E
[∫ t
0
∫
E
|Kis(e)|Qm(s,Xs−∧·; de)ds+
∫ t
0
∫
E
|Kps (e)|Rm(s,Xs−∧·; de)dpms
]
< +∞,
E
[∫ t
0
∫
Z
|Gis(z)|Qn(s,Xs−∧·, Ys− ; dz)ds+
∫ t
0
∫
Z
|Gps(z)|Rn(s,Xs−∧·, Ys− ; dz)dpns
]
< +∞.
Remark 2.4. We can write the dynamics of Y in a more compact notation asdYt = bt dt+ σt dWt +
∫
R
ymY (dt dy), t ≥ 0,
Y0 = y0.
(2.12)
with mY being the random counting measure associated to the jumps of the observed
process Y and defined as
mY
(
(0, t]×B) = ∑
0<s≤t : ∆Ys 6=0
1∆Ys∈B for all t ≥ 0, B ∈ B(R). (2.13)
It is worth noticing that, for all t ≥ 0 and any measurable function g : R→ R,∫ t
0
∫
R
g(y)mY (dtdy)
=
∫ t
0
∫
E
1Kis(e)6=0 g
(
Kis(e)
)
mi(ds de) +
∫ t
0
∫
E
1Kps (e) 6=0 g
(
Kps (e)
)
mp(dsde)
+
∫ t
0
∫
Z
1Gis(z)6=0 g
(
Gis(z)
)
ni(dsdz) +
∫ t
0
∫
Z
1Gps(z) 6=0 g
(
Gps(z)
)
np(ds dz). (2.14)
2.3. Comments and Examples. Having completed the presentation of the model it is
worth making a brief comment on the characteristics and the main points of novelty of this
work.
In our setting, path-dependence with respect to the signal process is allowed both in the
coefficients of the SDE (2.11), defined in Assumption 2.4, and in the local characteristics of
random measures m and n, given in Assumptions 2.1 and 2.3. This represents an interesting
feature from the point of view of applications, since it allows to model phenomena in which
the behavior of the system shows a dependence on the past of the signal process. Such
situations arise, for instance, due to memory effects, delays, etc. . . From a theoretical point
of view including path-dependence raises challenging issues, since classical filtering tools,
typically used in Markovian frameworks are either not suited or not developed to treat
non-Markov situations.
Another key feature of our model is the presence of the Y-predictable counting processes
pm and pn in the structure of the compensators µ and ν, respectively. To the best of our
knowledge, this case has not been analyzed in the literature so far. Existing filtering results
of jump processes deal with the case where all jumps of X and Y are totally inaccessible,
i.e., the case of a quasi-left continuous compensator. Our setting, instead, covers also models
where predictable jumps of both X and Y may occur.
To better understand the characteristics of the partially observed model considered in
this paper, we present three simpler examples which are covered by our general setting.
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Example 2.1 (Deterministic jump times of the signal). In this model we consider a pure-
jump signal process X taking values in a discrete and finite space E, whose jump times are
deterministic, i.e., it is possible to write:
Xt =
∑
n∈N0
ζn1[tn,tn+1), t ≥ 0,
where (tn)n∈N0 is a deterministic sequence of points satisfying
t0 = 0, (tn)n∈N ⊂ (0,+∞], tn ≤ tn+1, tn < +∞⇒ tn < tn+1, and lim
n→∞ tn = +∞,
ζ0 = e ∈ E and (ζn)n∈N is a sequence of E-valued random variables, such that ζn is
Ftn-measurable for each n ∈ N.
We define the random counting measure pmt :=
∑
n∈N 1tn≤t, t > 0. It is evident that
pm is a Y-predictable random measure (no matter what Y is) and that, by the previous
assumptions, E[pmt ] = pmt < +∞, for all t > 0.
We suppose that the random counting measure m associated to the signal process X
admits the F-compensator:
µ((0, t]× {j}) =
∫ t
0
rXs− j dp
m
s , j ∈ E,
where (rij)i, j∈E is a probability transition matrix. We assume that rii = 0, i ∈ E. Finally,
we suppose that the observed process Y satisfies the SDE:{
dYt = b(t,Xt∧·, Yt) dt+ σ(t, Yt) dWt, t ≥ 0,
Y0 = y ∈ R,
and that proper assumptions are in force to guarantee existence and uniqueness of the
solution to this SDE.
Here X is essentially a discrete-time Markov chain, whose positions are not observed,
that modifies the drift coefficient of the above SDE. In this model there is knowledge of the
exact times at which these changes happen, but the new position of X is not known and
needs to be estimated.
Example 2.2 (Predictable jumps of the signal triggered by a diffusion process). In this
model the signal process X takes values in a discrete and finite space E and the observation
Y is a real-valued process with continuous trajectories. We define the random counting
measure pmt :=
∑
s≤t 1{Ys=`}, t > 0, where ` ∈ R is a pre-determined threshold. It is clear
that pm is a Y-predictable random measure.
We suppose that the random counting measure m associated to the signal process X
admits F-compensator:
µ((0, t]× {j}) =
∫ t
0
λXs− j ds+
∫ t
0
rXs− j dp
m
s , j ∈ E,
where (λij)i, j∈E is a rate transition matrix and (rij)i, j∈E is a probability transition matrix.
We assume that −λii > 0 and that rii = 0, i ∈ E. Finally, we suppose that the observed
process Y satisfies the SDE:{
dYt = b(t,Xt∧·, Yt) dt+ σ(t, Yt) dWt, t ≥ 0,
Y0 = y 6= `,
and that proper assumptions are in force to guarantee existence and uniqueness of the
solution to this SDE and that E[pmt ] < +∞, for any t > 0.
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In this model the signal process X is a chain2 that modulates the drift coefficient of the
above SDE: its predictable jumps are triggered by the process Y itself, any time that it
passes the threshold `. If Y describes a physical system, the functioning regime of the system
changes according to the post-jump values of the chain (which is not observed) either in an
unpredictable way (totally inaccessible jumps of X) or because the process Y passes the
level `. It may be the case, for instance, that any time that Y crosses the threshold ` the
system is reset and the unobserved chain restarts from a specific state that is reachable only
via these resets (in this situation, also the post-jump value following a predictable jump is
observable).
Example 2.3 (Reflecting jump-diffusion). In this model we consider a general pure-jump
signal process X and an F-adapted random counting measure n on (0,+∞)× Z, as in the
setting of this paper, and a jump-diffusion process Y with two reflecting barriers l, u ∈ R,
with l < u. In particular, we assume that Y satisfies the following SDE:
dYt = b(t,Xt∧·, Yt) dt+ σ(t, Yt) dWt +Ki(t,Xt−∧·, Yt−) dmit +G
i(t,Xt−∧·, Yt−) dnit
+Kp(t,Xt−∧·, Yt−) dpmt +G
p(t,Xt−∧·, Yt−) dpnt , t ≥ 0,
Y0 = y ∈ (l, u),
where mit := mi
(
(0, t]× E), nit := ni((0, t]× Z) and pm, pn are given, for all t > 0, by:
pmt :=
∑
s≤t
1{Ys−=l}, p
n
t :=
∑
s≤t
1{Ys−=u}.
Finally, we suppose that appropriate assumptions are in force to ensure that Yt ∈ (l, u), P-
a.s., for all t ≥ 0, and that m and n are P-a.s. non-explosive random counting measures. In
this model we have that the reflecting barrier l triggers predictable jumps of the unobserved
process X, whose post-jump position is still unobserved. The same happens for predictable
jumps of the random measure n, that are triggered by the reflecting barrier u. Of course
the role of l and u may be interchanged. Also in this case, predictable jumps may describe
a system reset.
We conclude this section with an important remark on the condition that counting pro-
cesses (pmt )t≥0 and (pnt )t≥0 in (2.4) and (2.9) are Y-predictable, see Assumptions 2.1-(iii)
and 2.3-(iii). We recall that the objective of solving a filtering problem is to compute the
stochastic dynamics of the filter pi, defined in equation (2.1). In our framework, since X is
pure jump and Y has a jump component, we will need to characterize the Y-dual predictable
projections of the measures m and n (see Proposition 4.1 in Section 4). When X and Y
only have totally inaccessible jumps, this computation is standard (see [7, Chapter IV]).
Indeed, in this case it is well known that both F and Y-dual predictable projections are
quasi-left-continuous (hence the structure of the compensator is preserved). Dealing with
predictable jump times brings additional difficulties. One key fact is that when projecting
on a smaller filtration, predictable jump times may change their nature, which makes very
difficult to compute the Y-compensators of measures (pmt )t≥0 and (pnt )t≥0, unless they are
already Y-predictable (see, e.g., the discussion after Theorem 2.1 in Calzolari and Torti [9]
or Counterexample 4.8 in Di Tella [22]).
2To simplify notations, we avoided introducing path-dependence in the dynamics of X. Notice, however,
that even in this case X is not a Markov process, since its law depends on the observed process Y , through
the random measure pm.
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3. The Markovianization procedure
In the sequel we introduce the history process X = (Xt)t≥0 through what we call a
Markovianization procedure. This process is tightly linked with the signal X and, more
importantly, to its stopped trajectory (Xt∧·)t≥0.
To explain why this procedure is necessary we recall our objective, that is to characterize
the dynamics of the filter pi defined in equation (2.1). To do this our first step will be to
write the F-semimartingale representation of the process
(
ϕ(Xt∧·)
)
t≥0, and secondly we
wish to derive its optional projection with respect to the observation filtration Y. While,
in principle, this is possible, thanks to the fact that the stopped process (Xt∧·)t≥0 is a
DE-valued pure jump process, hence admitting a description through a random counting
measure with some associated F-compensator, in practice this is not an easy task for the
following reasons:
a) One should be able to deduce the law of the stopped process, or equivalently to
compute its F-dual predictable projection, from the law of the signal process X and
this law should be expressed via some probability transition kernel on DE , which is
a rather abstract object.
b) Models based on pure-jump processes are specified by heavily relying on the their
underlying discrete time structure. This in turn means that jump intensity and a
probability transition kernel depend on all possible sequences of past jump times
and positions occupied by the pure-jump process itself.
Therefore to take these aspects into account we introduce the history process, i.e. a process
that takes values in the set of all these possible sequences, and we will show how to write
its local characteristics in terms of those of the signal process X.
Denote by H the state space of the history process. We construct H as follows:
H0 := E, Hn := E ×
(
(0,+∞]× E)n, n ∈ N, H :=
⋃
n∈N0
{(n, hn) : hn ∈ Hn}.
Remark 3.1. This definition of H is presented in [6, Ch. 10], where it is also shown that it is
possible to introduce a metric making H a complete and separable metric space. The reader
is invited to consult this reference for all details. Here, we briefly sketch how to proceed.
We first observe that E and (0,+∞] are complete and separable metric spaces. Hence,
by [6, Prop. 7.4] we can define a metric on each Hn consistent with the respective product
topologies, which makes all spaces Hn complete and separable. Let ψn : Hn → H be the
map given by ψn(hn) = (n, hn). By choosing a suitable topology on H, each map ψn is a
homeomorphism, and consequently H becomes a Borel space with its Borel σ-algebra B(H).
The construction concludes by introducing a metric on H consistent with this topology and
making the space complete and separable metric.
Having this property on the space H is of fundamental importance, since we are going
to define random measures on (0,+∞)×H.
Let us define for all n ∈ N the following random vectors
ξ0 := X0; ξn := (X0, T1, XT1 , . . . , Tn, XTn).
Finally, we set X := (Xt)t≥0 as
Xt :=
{
(0, ξ0), t ∈ [0, T1),
(n, ξn), t ∈ [Tn, Tn+1), n ∈ N.
12 E. BANDINI, A. CALVIA, AND K. COLANERI
This is a stochastic process taking values in H whose purpose is to memorize all the past
values, jump times and number of jumps of the process X, hence the name history process.
Moreover, it is a pure jump process, with associated random counting measure
m((0, t]×B) :=
∑
n∈N
1Tn≤t 1(n,ξn)∈B, t ≥ 0, B ∈ B(H). (3.1)
We now want to reformulate our stochastic filtering problem by replacing, in a suitable
way, the (unobservable) signal process with the history process. To do this, it is crucial
to find a bijective correspondence between the stopped process (Xt∧·)t≥0 and the history
process X. This is established in the next proposition.
Proposition 3.1. Let us define the set
H∞ := {(∞, h∞) : h∞ = (e0, t1, e1, . . . ), (ek)k∈N0 ⊂ E, (tk)k∈N ⊂ (0,+∞)},
and let D˜E ⊂ DE the set of E-valued piecewise-constant càdlàg paths with no explosion in
finite time.
There is one-to-one and onto correspondence between trajectories in D˜E and points in
H ∪H∞, namely there exists a bijective map
S : H ∪H∞ → D˜E . (3.2)
Moreover, S and S−1 are measurable and under (2.3) and (2.4) of Assumption 2.1,
Xt∧· = S(Xt), Xt = S−1(Xt∧·), P-a.s., t ≥ 0.
Proof. See Appendix A.1. 
The map S provided in (3.2) is far from being an abstract object, since in several impor-
tant cases it can be explicitly written. We give an example below.
Example 3.1. Let x(·) denote the trajectory of an E-valued pure jump process and consider
the function ϕ : D˜E → R defined by
ϕ(x(· ∧ t)) := sup
s∈[0, t]
x(s), t ≥ 0.
Clearly y(·) := x(t ∧ ·) ∈ D˜E , and, being t > 0 fixed, it has a finite number of jumps. Then
S−1(y) = (n, hn) for some n ∈ N, where S−1 is the inverse of the map S given in (3.2). In
particular,
ϕ(y) = f ◦ S−1(y)
with f := H → R given by
f
(
(n, hn)
)
= sup
k≤n
ek, hn = (e0, t1, e1, . . . , tn, en).
3.1. The Markovianzied model. From now on we will consider a novel partially observ-
able system (X, Y ), which consists of the history (signal) process and the observed process.
We call this pair the Markovianized model. Define a new filter Π = (Πt)t≥0 as
Πt(f) := E
[
f(Xt) | Yt
]
, t ≥ 0, (3.3)
for any bounded and measurable function f : H → R. Our objective now is to obtain a
representation of Π as a solution of a filtering equation.
We remind that the map S of Proposition 3.1 enables us to go back and forth between
the original model of Section 2 and the Markovianized one. In particular, there is a relation
between filter processes pi and Π, corresponding to the original model and the Markovianized
model respectively, which is stated in the following Lemma.
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Lemma 3.2. Let pi and Π be the two filtering processes defined in (2.1) and (3.3), respec-
tively. Then, for any bounded and measurable function ϕ : DE → R, the function f : H → R
defined as f := ϕ ◦ S is bounded and measurable and
Πt(f) = pit(ϕ), P-a.s., t ≥ 0. (3.4)
Vice versa, for any bounded and measurable function f : H → R, the function ϕ : DE → R
given by ϕ := f ◦ S−1 is bounded and measurable and (3.4) holds.
The proof of the Lemma is omitted since it is an immediate consequence of Proposi-
tion 3.1.
The history process. In order to characterize the distribution of the history process
X we will need to compute first the F-dual predictable projection µ of the random counting
measurem, given in (3.1). The random measure µ is clearly related to the F-compensator µ
(defined in (2.5)) of the random counting measure m, associated to the jumps of the signal
process X. Here we make explicit the correspondence between them.
Let Γ: H → E be the map given by
Γ(h) = en, if h = (n, hn), hn = (e0, t1, e1, . . . , tn, en) ∈ Hn, n ∈ N0. (3.5)
We have that Γ(Xt) = Xt, P-a.s., for any t ≥ 0, that is the map Γ in (3.5) allows to recover
from X the current values of the signal process X. Moreover, this map is well defined since
all the sets appearing in the definition of H are pairwise disjoint, hence for each h ∈ H there
exists a unique n ∈ N and hn ∈ Hn such that h = (n, hn). In addition, Γ is measurable,
onto but not one-to-one.
For any C ∈ B(E), define the sets Rh(C) of positions ending in C starting from a point
h ∈ H (hence h = (n, hn) for some hn ∈ Hn, n ∈ N0) as
Rh(C) = R(n,hn)(C) := {h′ ∈ H : h′ = (n+ 1, hn+1), hn+1 ∈ {hn} × (tn,+∞]× C}.
We get that Rh(C) ∈ B(H). Finally, we call Rh := Rh(E) ∈ B(H) the set of reachable
positions starting from a point h ∈ H.
We now define an F-predictable random measure µ on (0,+∞)×H:
µ((0, t]×B) :=
∫ t
0
∫
B
λm(s,Xs−)Q
m(s,Xs− ; dh) ds
+
∫ t
0
∫
B
Rm(s,Xs− ; dh) dp
m
s , B ∈ B(H), t ≥ 0, (3.6)
where Qm : [0,+∞)×H → P(H), Rm : [0,+∞)×H → P(H) are the probability transition
kernel given by
Qm(t, h; B) :=
{
Qm
(
t, S(h); Γ(B ∩Rh)
)
, B ∩Rh 6= ∅, B ∈ B(H),
0, otherwise,
(3.7)
Rm(t, h; B) :=
{
Rm
(
t, S(h); Γ(B ∩Rh)
)
, B ∩Rh 6= ∅, B ∈ B(H),
0, otherwise,
(3.8)
and λm : [0,+∞)×H → (0,+∞) is defined as
λm(t, h) := λm
(
t, S(h)
)
. (3.9)
The random measure µ is our candidate to be the F-dual predictable projection of m.
To prove that this is the case, we need the following lemma.
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Lemma 3.3. Under Assumption 2.1, for each n ∈ N, the conditional law under P of the
pair (Tn+1, XTn+1) given FTn, can be expressed for all t ≥ 0 and all C ∈ B(E) as:
P(Tn+1 ∈ (0, t], XTn+1 ∈ C | FTn)
= E
[∫ t
0
1Tn<s≤Tn+1
∫
H
1RX
s− (C)
(h)λm(s,Xs−)Q
m(s,Xs− ; dh)ds
∣∣∣∣ FTn]
+ E
[∫ t
0
1Tn<s≤Tn+1
∫
H
1RX
s− (C)
(h)Rm(s,Xs− ; dh) dp
m
s
∣∣∣∣ FTn].
Proof. See Appendix A.2. 
Proposition 3.4. Under Assumption 2.1, the random measure µ defined in (3.6) is the
F-dual predictable projection of the random counting measure m in (3.1).
Proof. We show that the equality
E
[∫ t
0
∫
H
Cs(h)m(ds dh)
]
= E
[∫ t
0
∫
H
Cs(h)µ(ds dh)
]
, t ≥ 0
holds for any non-negative F-predictable random field C : Ω× [0,+∞)×H → R. Let C be
an arbitrarily chosen random field. Applying Fubini-Tonelli theorem, the freezing lemma
and Lemma 3.3, we get
E
[∫ t
0
∫
H
Cs(h)m(ds dh)
]
= E
[ ∞∑
n=0
1Tn+1≤tCTn+1(ξn+1)
]
=E
[ ∞∑
n=0
1Tn+1≤t E
[
CTn+1(X0, T1, XT1 , . . . , XTn+1 , Tn+1)
∣∣ FTn]]
=E
[ ∞∑
n=0
1Tn+1≤t
∫ ∞
0
∫
H
Cs(h)1Tn<s≤Tn+1 1RX
s− (C)
(h)λm(s,Xs−))Q
m(s,Xs− ; dh)) ds
]
+E
[ ∞∑
n=0
1Tn+1≤t
∫ ∞
0
∫
H
Cs(h)1Tn<s≤Tn+1 1RX
s− (C)
(h)Rm(s,Xs− ; dh)) dp
m
s
]
=E
[∫ t
0
∫
H
Cs(h)λ
m(s,Xs−)Q
m(s,Xs− ; dh)) ds
]
+ E
[∫ t
0
∫
H
Cs(h)R
m(s,Xs− ; dh)) dp
m
]
=E
[∫ t
0
∫
H
Cs(h)µ(ds dh)
]
,
where the third equality is justified by
1Tn<s≤Tn+11RX
s− (C)
(h) = 1{(n+1,X0,T1,XT1 ,...,Tn,XTn )}×(Tn,+∞)×C}(h).
That concludes the proof. 
Remark 3.2. It is important to stress that the following equalities hold:
{(ω, t) ∈ Ω× (0,+∞) : m(ω; {t} ×H) = 1} = Dm,
{(ω, t) ∈ Ω× (0,+∞) : µ(ω; {t} ×H) > 0} = Jm,
where Dm and Jm are the random sets defined in (2.6) and (2.7). This implies, in particular,
that Remark 2.1 remains valid for the history process X.
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The observed process. For a = i, p and any h, h′ ∈ H, y, z ∈ R, t ≥ 0 and B ∈ B(Z),
we set
b(t, h, y) := b(t, S(h), y), Ga(t, h, y, z) := Ga
(
t, S(h), y, z
)
,
Ka(t, h, y, h′) := Ka
(
t, S(h), y,Γ(h′)
)
, Qn(t, h, y; B) := Qn
(
t, S(h), y; B
)
,
Rn(t, h, y; B) := Rn
(
t, S(h), y; B
)
, λn(t, h, y) := λn
(
t, S(h), y
)
,
(3.10)
where S is the map given in Proposition 3.1 and Γ is defined in (3.5). Using Equation (2.12)
we can write the dynamics of Y in terms of the history process asdYt = b(t,Xt, Yt) dt+ σ(t, Yt) dWt +
∫
R
ymY (dt dy)
Y0 = y0 ∈ R,
Sometimes, to ease the notation, we use
bt := b(t,Xt, Yt), G
a
t (·) := Ga(t,Xt− , Yt− , ·), Kat (·) := Ka(t,Xt− , Yt− , ·),
for any t ≥ 0 and a = i, p.
It is useful to introduce the following sets, for a = i, p, t ≥ 0, h′ ∈ H, y ∈ R, B ∈ B(R):
da,K(B, t, h′, y) := {h ∈ H : Ka(t, h′, y, h) ∈ B \ {0}}, Da,Kt (B) := da,K(B, t,Xt− , Yt−),
da,G(B, t, h′, y) := {z ∈ Z : Ga(t, h′, y, z) ∈ B \ {0}}, Da,Gt (B) := da,G(B, t,Xt− , Yt−).
We omit the dependence on the set if B = R.
Remark 3.3. Thanks to the sets introduced above and the coefficients Gi, Gp, Ki, Kp
defined in (3.10), we can rewrite (2.14) as∫ t
0
∫
R
g(y)mY (dsdy)
=
∫ t
0
∫
H
1
Di,Ks
(h) g
(
Kis(h)
)
mi(ds dh) +
∫ t
0
∫
Z
1
Di,Gs
(z) g
(
Gis(z)
)
ni(ds dz)
+
∫ t
0
∫
H
1
Dp,Ks
(h) g
(
Kps(h)
)
mp(ds dh) +
∫ t
0
∫
Z
1
Dp,Gs
(z) g
(
Gps(z)
)
np(ds dz),
for all t ≥ 0 and for any measurable function g : R → R. Here, similarly to Section 2, we
define random measures mi and mp as:
mi(dtdh) := 1(Dm\Jm)×H(t, h)m(dt dh), mp(dt dh) := 1Jm×H(t, h)m(dtdh).
It is clear that under Assumption 2.2 the processes X and n are independent from W
and the jump times of m and n are P-a.s. disjoint (see also Remark 3.2). Moreover, under
Assumption 2.4, the functions b, Gi, Gp, Ki, Kp, appearing in (3.10) are measurable and
satisfy, for all t ≥ 0, E
[∫ t
0
|bs|ds
]
< +∞ and
E
[∫ t
0
∫
H
|Kis(h)|Qm(s,Xs−∧·; dh)ds+
∫ t
0
∫
H
|Kps(h)|Rm(s,Xs−∧·; dh)dpms
]
< +∞,
E
[∫ t
0
∫
Z
|Gis(z)|Qn(s,Xs−∧·, Ys− ; dz)ds+
∫ t
0
∫
Z
|Gps(z)|Rn(s,Xs−∧·, Ys− ; dz)dpns
]
< +∞.
Finally, we compute the F-dual predictable projection of the random counting measure
mY . The proof is based on standard arguments and given in Appendix A.3.
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Proposition 3.5. Under Assumptions 2.1, 2.2, 2.3, the F-dual predictable projection of the
random counting measure mY is given by:
µY
(
(0, t]×B) = ∫ t
0
{∫
H
1
Di,Ks (B)
(h)λm(s,Xs−)Q
m(s,Xs− ; dh)
+
∫
Z
1
Di,Gs (B)
(z)λn(s,Xs− , Ys−)Qn(s,Xs− , Ys−; dz)
}
ds
+
∫ t
0
∫
H
1
Dp,Ks (B)
(h) Rm(s,Xs− ; dh) dp
m
s
+
∫ t
0
∫
Z
1
Dp,Gs (B)
(z) Rn(s,Xs− , Ys−; dz) dpns . (3.11)
for all t ≥ 0, B ∈ B(R).
4. Martingale representation theorem under the observed filtration
In the rest of this paper we will consider, without loss of generality, the Markovianized
model introduced in Section 3.1, since it is always possible to recover the original model via
the map S, defined in Proposition 3.1.
To characterize the dynamics of the filter Π, introduced in (3.3), it is necessary to provide
a representation theorem for martingales with respect to the observed filtration Y. The form
of the observed process Y suggests that Y-martingales can be represented as the sum of two
stochastic integrals, respectively driven by a Y-Brownian motion and the Y-compensated
jump measure of Y . Therefore, as a first step, we will compute the Y-dual predictable
projection of mY , defined in (2.13).
In the sequel we will denote integrals with respect to the P(H)-valued random variable
Πt, t ≥ 0, as
Πt
(
F (t, ·, Yt)
)
:=
∫
H
F (t, h, Yt) Πt(dh),
for any bounded and measurable function F : [0,+∞)×H × R→ R, and
Πt
(
R(t, ·, Yt ; dh)
)
:=
∫
H
R(t, h′, Yt ; dh) Πt(dh′),
for any transition kernel R from
(
[0,+∞)×H × R) into (H,B(H)).
Proposition 4.1. Under Assumptions 2.1, 2.2, 2.3, the Y-dual predictable projection of
the random counting measure mY is given by:
µˆY
(
(0, t]×B) = ∫ t
0
{∫
H
Πs−
(
1di,K(B,s,·,Ys− )(h)λ
m(s, ·)Qm(s, ·; dh))
+
∫
Z
Πs−
(
1di,G(B,s,·,Ys− )(z)λ
n(s, ·, Ys−)Qn(s, ·, Ys−; dz)
)}
ds
+
∫ t
0
∫
H
Πs−
(
1dp,K(B,s,·,Ys− )(h)R
m(s, ·; dh)) dpms
+
∫ t
0
∫
Z
Πs−
(
1dp,G(B,s,·,Ys− )(z)R
n(s, ·, Ys−; dz)
)
dpns , (4.1)
for all t ≥ 0, B ∈ B(R).
STOCHASTIC FILTERING WITH PATH-DEPENDENT LOCAL CHARACTERISTICS 17
Proof. We need to show that the equality
E
[∫ t
0
∫
R
Cs(y)m
Y (dsdy)
]
= E
[∫ t
0
∫
R
Cs(y) µˆ
Y (ds dy)
]
,
holds for any t ≥ 0, and any non-negative and Y-predictable random field C : Ω× [0,∞)×
R→ R.
It is sufficient to prove it for C of the form Ct(y) = γt 1B(y), where γ is a non-negative
Y-predictable process and B ∈ B(R). The conclusion follows, then, by a standard monotone
class argument.
Since µY , given in (3.11), is the F-compensator of the random counting measure mY and
C is, in particular, F-predictable, we get that, for all t ≥ 0,
E
[∫ t
0
γs
∫
R
1B(y)m
Y (ds dy)
]
= E
[∫ t
0
γs
∫
R
1B(y)µ
Y (ds dy)
]
= E
[∫ t
0
γs
{∫
H
1di,K(B,s,Xs− ,Ys− )(h)λ
m(s,Xs−)Q
m(s,Xs− ; dh)
+
∫
Z
1di,G(B,s,Xs− ,Ys− )(z)λ
n(s,Xs− , Ys−)Q
n(s,Xs− , Ys− ; dz)
}
ds
]
+ E
[∫ t
0
γs
∫
H
1dp,K(B,s,Xs− ,Ys− )(h) R
m(s,Xs− ; dh) dp
m
s
]
+ E
[∫ t
0
γs
∫
Z
1dp,G(B,s,Xs− ,Ys− )(z) R
n(s,Xs− , Ys− ; dz) dp
n
s
]
(4.2)
We can deal with the first two lines of this equality by repeatedly applying the Fubini-Tonelli
Theorem and properties of conditional expectations, to get:
E
[∫ t
0
γs
{∫
H
1di,K(B,s,Xs− ,Ys− )(h)λ
m(s,Xs−)Q
m(s,Xs− ; dh)
+
∫
Z
1di,G(B,s,Xs− ,Ys− )(z)λ
n(s,Xs− , Ys−)Q
n(s,Xs− , Ys− ; dz)
}
ds
]
=
∫ t
0
E
[
γs E
[∫
H
1di,K(B,s,Xs− ,Ys− )(h)λ
m(s,Xs−)Q
m(s,Xs− ; dh)
+
∫
Z
1di,G(B,s,Xs− ,Ys− )(z)λ
n(s,Xs− , Ys−)Q
n(s,Xs− , Ys− ; dz)
∣∣∣∣ Ys]ds]
= E
[∫ t
0
γs
{∫
H
Πs−
(
1di,K(B,s,·,Ys− )(h)λ
m(s, ·)Qm(s, ·; dh))
+
∫
Z
Πs−
(
1di,G(B,s,·,Ys− )(z)λ
n(s, ·, Ys−)Qn(s, ·, Ys− ; dz)
)}
ds
]
.
To elaborate the last two lines of (4.2) we observe, first, that for any s ≥ 0
γs
∫
H
Πs−
(
1dp,K(B,s,·,Ys− )(h)R
m(s, ·; dh))
= E
[
γs
∫
H
1dp,K(B,s,Xs− ,Ys− )(h) R
m(s,Xs− ; dh)
∣∣∣∣ Ys−],
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since γ is Y-predictable, hence γs is Ys−-measurable (see, e.g., [16, Exercise 7.7.5]). More-
over, the process on the l.h.s., being the product of a Y-predictable process and a left-
continuous Y-adapted process, is Y-predictable. Hence, by virtue of this equality, it is a
version of the Y-predictable projection of
γs
∫
H
1dp,K(B,s,Xs− ,Ys− )(h) R
m(s,Xs− ; dh), s ≥ 0.
A similar reasoning holds also for the Y-predictable projection of projection of
γs
∫
Z
1dp,G(B,s,Xs− ,Ys− )(z) R
n(s,Xs− , Ys−; dz), s ≥ 0.
In view of these facts, we can apply [21, Ch. VI, Theorem 57] to the last two lines of (4.2)
and get:
E
[∫ t
0
γs
∫
H
1dp,K(B,s,Xs− ,Ys− )(h) R
m(s,Xs− ; dh) dp
m
s
]
+ E
[∫ t
0
γs
∫
Z
1dp,G(B,s,Xs− ,Ys− )(z) R
n(s,Xs− , Ys− ; dz) dp
n
s
]
= E
[∫ t
0
γs
∫
H
Πs−
(
1dp,K(B,s,·,Ys− )(h)R
m(s, ·; dh)) dpms ]
+ E
[∫ t
0
γs
∫
Z
Πs−
(
1dp,G(B,s,·,Ys− )(z)R
n(s, ·, Ys− ; dz)
)
dpns
]
. 
4.1. The martingale representation theorem. In this section we provide a martingale
representation theorem with respect to the filtration Y.
To do this we consider a pair (I,mY −µˆY ) consisting of a Y-Brownian motion I := (It)t≥0
and the Y-compensated random counting measure associated to the jumps of the observed
process Y . We call this pair the Innovation.
The process I is defined as
It := Wt +
∫ t
0
b(s,Xs, Ys)−Πt(b(s, ·, Ys))
σ(s, Ys)
ds, t ≥ 0. (4.3)
We shall work under the following hypothesis.
Assumption 4.1.
E
[
exp
{
1
2
∫ t
0
(
bs
σs
)2
ds
}]
<∞, for all t ≥ 0.
Remark 4.1. This Novikov-type condition can be weakened, but we will not pursue any
generalization here. For more details, see, e.g., [3, Lemma 3.9] or [12].
Lemma 4.2. Under Assumption 4.1, I is a Y-Brownian motion.
Proof. The result is shown, for instance, in [38, Theorem 7.17]. 
The main result of this section is given by the following theorem.
Theorem 4.3. Under Assumptions 2.1, 2.2, 2.3 and 4.1, for any T > 0 every (Yt)t∈[0,T ]-
local martingale M admits the decomposition
Mt = M0 +
∫ t
0
γs dIs +
∫ t
0
∫
R
Us(y)(m
Y − µˆY )(ds dy), t ∈ [0, T ], (4.4)
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where γ and U are respectively a (Yt)t∈[0,T ]-progressive process and a (Yt)t∈[0,T ]-predictable
random field, satisfying∫ T
0
|γt|2 dt <∞,
∫ T
0
∫
R
|Ut(y)| µˆY (dt dy) <∞, P-a.s. (4.5)
Moreover, U can be chosen so that the process Uˆ , defined by
Uˆt :=
∫
R
Ut(y)1t≤T µˆY ({t} × dy), t ≥ 0, (4.6)
satisfies
JY ∩ (Ω× [0, T ]) ⊂ {(ω, t) ∈ Ω× (0,+∞) : Uˆt = 0}, (4.7)
where JY := {(ω, t) ∈ Ω× (0,+∞) : µˆY (ω; {t} × R) > 0}.
Proof. See appendix B. 
The reasoning in the proof of Theorem 4.3, combined with [28, Th. 1] allows us to derive
the following important property of filtration Y.
Proposition 4.4. Under Assumptions 2.1, 2.2, 2.3 and 4.1, filtration Y is right-continuous.
5. The filtering equation
The objective of this section is to derive the SDE that characterises the filter process Π,
that is to prove Theorem 5.1 below. To start we introduce the following random measures:
ηif
(
(0, t]×B) := ∫ t
0
{∫
H
Πs−
(
f(·)1di,K(B,s,·,Ys− )(h)λ
m(s, ·)Qm(s, ·; dh))
+
∫
Z
Πs−
(
f(·)1di,G(B,s,·,Ys− )(z)λ
n(s, ·, Ys−)Qn(s, ·, Ys− ; dz)
)}
ds,
ηp,mf
(
(0, t]×B) := ∫ t
0
∫
H
Πs−
(
f(·)1dp,K(B,s,·,Ys− )(h)R
m(s, ·; dh)) dpms ,
ηp,nf
(
(0, t]×B) := ∫ t
0
∫
Z
Πs−
(
f(·)1dp,G(B,s,·,Ys− )(z)R
n(s, ·, Ys− ; dz)
)
dpns ,
ρif
(
(0, t]×B) := ∫ t
0
∫
H
Πs−
(
[f(h)− f(·)]1di,K(B,s,·,Ys− )(h)λ
m(s, ·)Qm(s, ·; dh)) ds,
ρp,mf
(
(0, t]×B) := ∫ t
0
∫
H
Πs−
(
[f(h)− f(·)]1dp,K(B,s,·,Ys− )(h)R
m(s, ·; dh)) dpms ,
where t > 0, B ∈ B(R) and f : H → R is any bounded and measurable function. We also
introduce the random measures:
ηi
(
(0, t]×B) := ηi1((0, t]×B),
ηp,m
(
(0, t]×B) := ηp,m1 ((0, t]×B),
ηp,n
(
(0, t]×B) := ηp,n1 ((0, t]×B),
where 1 : H → R denotes the constant function equal to 1. Notice that
µˆY (dt dy) = ηi(dt dy) + ηp,m(dt dy) + ηp,n(dt dy).
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Next, we define the following Y-predictable random sets:
JY := {(ω, t) ∈ Ω× [0,+∞) : µˆY ({t} × R) > 0}, (5.1)
JmY := {(ω, t) ∈ Ω× [0,+∞) : ηp,m({t} × R) > 0}, (5.2)
JnY := {(ω, t) ∈ Ω× [0,+∞) : ηp,n({t} × R) > 0}. (5.3)
Thanks to Assumption 2.2, we have that JY is the disjoint union of JmY and J
n
Y .
Finally, we define for all t ≥ 0 operators Lt : Bb(H) → Bb(H) and At : Bb(H) → Bb(H)
as
Ltf(h′) :=
∫
H
[
f(h)− f(h′)]λm(t, h′)Qm(t, h′; dh), h′ ∈ H,
Atf(h′) :=
∫
H
[
f(h)− f(h′)]Rm(t, h′; dh), h′ ∈ H.
Our ultimate objective is to prove the following Theorem which provides the filtering
equation for the process Π.
Theorem 5.1. Under Assumptions 2.1, 2.2, 2.3 and 4.1, for each T > 0 and for any
bounded and measurable function f : H → R the filtering process Π satisfies the following
SDE:
Πt(f) = Π0(f) +
∫ t
0
Πs−
(Lsf) ds+ ∫ t
0
Πs−
(Asf) dpms (5.4)
+
∫ t
0
γs dIs +
∫ t
0
∫
R
Us(y) (m
Y − µˆY )(ds dy), t ∈ [0, T ],
where
γt =
Πt
(
f(·)b(t, ·, Yt)
)−Πt(f) Πt(b(t, ·, Yt))
σ(t, Yt)
, dP⊗ dt-a.e., (5.5)
and U satisfies3
Ut(y) = U
i
t (y)1JcY (t) + U
p,m
t (y)1JmY (t) + U
p,n
t (y)1JnY (t), dP⊗ dµˆY -a.e., (5.6)
where
U it (y) :=
dηif
dηi
(t, y)−Πt−(f) +
dρif
dηi
(t, y), (5.7)
Up,mt (y) :=
dηp,mf
dηp,m
(t, y)−Πt−(f) +
dρp,mf
dηp,m
(t, y), (5.8)
Up,nt (y) :=
dηp,nf
dηp,n
(t, y)−Πt−(f). (5.9)
The proof is based on the so called Innovations Approach, that allows to derive the
dynamics of the filter as a solution of a stochastic differential equation driven by the Y-
Brownian motion I, (see (4.3)), and the Y-compensated random measure mY − µˆY . The
term Innovation stands for the fact that the pair (I,mY − µˆY ) carries any new available
information on the signal.
The proof of Theorem 5.1 requires the next preliminary lemma, whose proof is given in
Appendix C.
3Superscript c in JcY stands for the complement set.
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Lemma 5.2. Under Assumption 2.1, for any bounded and measurable f : H → R, the
process Mf := (Mft )t≥0 defined by
Mft := E
[∫ t
0
∫
H
[f(h)− f(Xs−)]µ(ds dh)
∣∣∣∣Yt]− ∫ t
0
Πs−
(Lsf) ds− ∫ t
0
Πs−
(Asf) dpms
(5.10)
is a Y-martingale.
The remainder of the paper is dedicated to the proof of Theorem 5.1. In order to help
readability and to underline the differences with the classical results we summarize the
content of the proof.
We first observe that the structure of filtering equation (5.4) is similar to existing results
in the literature, with noise source given by the Innovation (I,mY − µˆY ) (see Section 4.1).
In particular, the integral with respect to the measure mY − µˆY can be decomposed into[3]
three integrals with respect to specific compensated random measures, accounting for totally
inaccessible jumps of Y and predictable jumps of Y , the latter given by pm and pn. In each
of these integrals, integrand processes (5.7), (5.8) and (5.9) have the typical structure given
by the sum of three components, as in Brémaud [7, Ch. IV, (1.15)].
Moving to more technical aspects, the proof consists of three steps:
(i) In Step 1 we provide the semimartingale representation of the conditional expecta-
tion of the process the process
(
f(Xt)
)
t≥0 by projecting f(Xt) over the σ-algebra
Yt. This part is standard: we use the Martingale Representation Theorem 4.3 to
provide a first SDE satisfied by the filtering process, where the integrand processes
γ and U given in (4.4) appear.
(ii) In Step 2 we characterize the process γ. To do this, we use the identity
E
[
f(Xt)W˜t|Yt
]
= Πt(f) W˜t, (5.11)
for a suitable Y-adapted process W˜ . In this step, although the general procedure
of the innovation approach stays the same, particular care must be taken to handle
predictable jumps in the signal. In fact, the processes on the right and left hand
sides of equality (5.11) need to have the same special semimartingale decomposition
and hence the same finite variation and local martingale parts. To identify local
martingales, the hypothesis that pm is Y-predictable together with condition (2.4)
are particularly relevant.
(iii) In Step 3 we compute the process U . This step uses the identity
E [f(Xt)ψt|Yt] = Πt(f)ψt, (5.12)
with a suitable Y-adapted process ψ. The most delicate and technical part of the
proof is again to identify local martingales for the processes in equality (5.12). Here
we extensively use the crucial fact that both pm and pn are Y-predictable. Finally,
using that random sets JmY , J
n
Y and J
c
Y in (5.2), (5.3) and (5.1), respectively, are
pairwise disjoint allows us to decompose U into three parts (5.7), (5.8) and (5.9).
Proof of Theorem 5.1. Fix f : H → R bounded and measurable and T > 0. By definition
of the filtering process Π given in (3.3), we need to compute the Y-optional projection of
the process
(
f(Xt)
)
t≥0.
In order to ease the presentation of the proof we divide it into several steps.
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Step 1. (Semimartingale representation of the filter).
Consider first the F-semimartingale decomposition of the process
(
f(Xt)
)
t≥0. Since this
is a real-valued pure-jump process, whose jumps are governed by those of X, we easily
obtain
f(Xt) = f(X0) +
∫ t
0
∫
H
[f(h)− f(Xs−)]µ(ds dh)
+
∫ t
0
∫
H
[f(h)− f(Xs−)] (m− µ)(ds dh). (5.13)
Then the process
f(Xt)− f(X0)−
∫ t
0
∫
H
[f(h)− f(Xs−)]µ(ds dh), t ≥ 0
is an F-martingale. Taking conditional expectation with respect to Yt in (5.13) we get
Πt(f)− E[f(X0)|Yt]− E
[∫ t
0
∫
H
[f(h)− f(Xs−)]µ(ds dh)
∣∣∣∣Yt]
= E
[∫ t
0
∫
H
[f(h)− f(Xs−)] (m− µ)(ds dh)
∣∣∣∣Yt], t ≥ 0.
Next, define for any t ≥ 0
I
(1)
t := E[f(X0) | Yt]−Π0(f),
I
(2)
t := E
[∫ t
0
∫
H
[f(h)− f(Xs−)]µ(ds dh)
∣∣∣∣Yt],
I
(3)
t := E
[∫ t
0
∫
H
[f(h)− f(Xs−)] (m− µ)(ds dh)
∣∣∣∣Yt].
The processes I(1) and I(3) are Y-martingales. For the process I(2), by applying Lemma 5.2
we get
I
(2)
t = M
f
t +
∫ t
0
Πs−
(Lsf) ds+ ∫ t
0
Πs−
(Asf) dpms , t ≥ 0,
where Mf is the Y-martingale defined in (5.10). By the martingale representation theo-
rem (Theorem 4.3), there exist a (Yt)t∈[0,T ]-predictable random field U and a (Yt)t∈[0,T ]-
progressive process γ satisfying (4.5), such that
Πt(f)−Π0(f)−
∫ t
0
Πs−
(Lsf) ds− ∫ t
0
Πs−
(Asf) dpms
=
∫ t
0
γs dIs +
∫ t
0
∫
R
Us(y) (m
Y − µˆY )(ds dy), t ∈ [0, T ]. (5.14)
The goal now is to identify processes γ and U .
Step 2 (Identification of γ).
Let W˜ be the Y-adapted process defined as (cf. (B.1))
W˜t := Wt +
∫ t
0
b(s,Xs, Ys)
σ(s, Ys)
ds = It +
∫ t
0
Πs(b(s, ·, Ys))
σ(s, Ys)
ds, t ∈ [0, T ].
We need to compute in two distinct ways the (Yt)t∈[0,T ]-optional projection of the process(
f(Xt) W˜t
)
t∈[0,T ]. This will provide us two distinct (special) semimartingale decompositions
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of the process
(
Πt(f) W˜t
)
t∈[0,T ] with respect to (Yt)t∈[0,T ] and, thanks to uniqueness of this
kind of decomposition, we will get the expression for γ comparing their finite variations
parts.
On the one hand, using the integration by parts formula (see, e.g., [16, Th. 14.1.1]) we
get4
f(Xt) W˜t =
∫ t
0
W˜s− d(f(Xs)) +
∫ t
0
f(Xs) dW˜s +
[
W˜ , f(X·)]t
=
∫ t
0
W˜s−
∫
H
[f(h)− f(Xs−)]µ(ds dh)
+
∫ t
0
W˜s−
∫
H
[f(h)− f(Xs−)] (m− µ)(ds dh)
+
∫ t
0
f(Xs−) dWs +
∫ t
0
f(Xs)
b(s,Xs, Ys)
σ(s, Ys)
ds.
Applying the conditional expectation with respect to Yt, the previous equality yields
E[f(Xt) W˜t|Yt] = E
[ ∫ t
0
W˜s−
∫
H
[f(h)− f(Xs−)]µ(ds dh)
∣∣∣∣Yt]
+ E
[ ∫ t
0
W˜s−
∫
H
[f(h)− f(Xs−)] (m− µ)(ds dh)
∣∣∣∣Yt]
+ E
[ ∫ t
0
f(Xs) dWs
∣∣∣∣Yt]+E[ ∫ t
0
f(Xs)
b(s,Xs, Ys)
σ(s, Ys)
ds
∣∣∣∣Yt]. (5.15)
Notice that, since W˜t is Yt-measurable, the right hand side of equality (5.15) is nothing but
Πt(f) W˜t.
Boundedness of f implies that
∫ t
0 f(Xs−) dWs, t ∈ [0, T ], is a (Ft)t∈[0,T ]-martingale,
hence its optional projection, appearing in (5.15), is a (Yt)t∈[0,T ]-martingale. Thanks to this
assumption on f and to Assumption 2.1, we can show that
∫ t
0 W˜s−
∫
H [f(h)−f(Xs−)] (m−
µ)(ds dh), t ∈ [0, T ], is a (Ft)t∈[0,T ]-local martingale. As a matter of fact, defining the
(Ft)t∈[0,T ]-stopping times τn := sup{t ∈ [0, T ] : W˜t ≤ n} ,we have:
E
∣∣∣∣∫ T∧τn
0
W˜s−
∫
H
[f(h)− f(Xs−)]µ(ds dh)
∣∣∣∣
≤ 2 sup
h∈H
|f(h)|
{
sup
(t,h)∈[0,+∞)×H
λm(t, h)E
[∫ T∧τn
0
|W˜s| ds
]
+ E
[∫ T∧τn
0
|W˜s− | dpms
]}
≤ 2 sup
h∈H
|f(h)|
{
nT sup
(t,h)∈[0,+∞)×H
λm(t, h) + nE[pmT ]
}
< +∞.
From this, it is easy to show that its optional projection, appearing in (5.15), is a (Yt)t∈[0,T ]-
local martingale.
4If M and N are two semimartingales, the symbol [M,N ] denotes the (optional) quadratic covariation
of M and N .
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Following the same lines (or simple modifications) of the proof of Lemma 5.2 we have
that the process
E
[∫ t
0
W˜s−
∫
H
[f(h)− f(Xs−)]µ(ds dh)
∣∣∣∣Yt]− ∫ t
0
W˜s Πs
(Lsf) ds
−
∫ t
0
W˜s−Πs−
(Asf) dpms , t ∈ [0, T ],
is a (Yt)t∈[0,T ]-local martingale and that the process
E
[ ∫ t
0
f(Xs)
b(s,Xs, Ys)
σ(s, Ys)
ds
∣∣∣∣Yt]− ∫ t
0
Πs
(
f(·)b(s, ·, Ys)
)
σ(s, Ys)
ds, t ∈ [0, T ]
is a (Yt)t∈[0,T ]-martingale. Therefore (5.15) can be rewritten as:
Πt(f) W˜t = E[f(Xt) W˜t|Yt] =
∫ t
0
W˜s Πs
(Lsf) ds+ ∫ t
0
W˜s−Πs−
(Asf) dpms
+
∫ t
0
Πs
(
f(·)b(s, ·, Ys)
)
σ(s, Ys)
ds+M
(1)
t , (5.16)
where (M (1)t )t∈[0,T ] is a (Yt)t∈[0,T ]-local martingale.
On the other hand, since dW˜t = dIt +
∫ t
0
Πs(b(s,·,Ys))
σ(s,Ys)
ds, (see equation (4.3)), we have
Πt(f) W˜t =
∫ t
0
Πs−(f) dW˜s +
∫ t
0
W˜s dΠs(f) +
[
W˜ ,Π(f)]t
=
∫ t
0
Πs(f) dIs +
∫ t
0
Πs(f)
Πs(b(s, ·, Ys))
σ(s, Ys)
ds
+
∫ t
0
W˜s Πs
(Lsf) ds+ ∫ t
0
W˜s−Πs−
(Asf) dpms + ∫ t
0
W˜s γs dIs +
∫ t
0
γs ds,
i.e., with a similar reasoning as before,
Πt(f) W˜t =
∫ t
0
W˜s Πs
(Lsf) ds+ ∫ t
0
W˜s−Πs−
(Asf) dpms
+
∫ t
0
Πs(f)
Πs(b(s, ·, Ys))
σ(s, Ys)
ds+
∫ t
0
γs ds+M
(2)
t , t ∈ [0, T ], (5.17)
where (M (2)t )t∈[0,T ] is a (Yt)t∈[0,T ]-local martingale.
Formulas (5.16) and (5.17) entail that (Πt(f) W˜t)t∈[0,T ] is a (Yt)t∈[0,T ]-special semimartin-
gale and, by uniqueness of the decomposition, the finite variation parts appearing in these
two formulas must be equal. Hence∫ t
0
Πs
(
f(·)b(s, ·, Ys)
)
σ(s, Ys)
ds =
∫ t
0
Πs(f)
Πs(b(s, ·, Ys))
σ(s, Ys)
ds+
∫ t
0
γs ds, t ∈ [0, T ],
whence the expression of γ given in (5.5). Standard computations show that it satisfies (4.5).
Step 3 (Identification of U).
Let us now turn to the process U . Consider any Y-adapted process ψ = (ψt)t≥0 of the
form ψt :=
∫ t
0
∫
RCs(y)
[
mY − µˆY ](ds dy), where C : Ω× [0,+∞)×R→ R is a Y-predictable
bounded random field. From [29, Th. 11.17] and thanks to Assumptions 2.1, 2.2 and 2.3
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(see also point b. of Remark 2.1, Remark 3.2 and (4.7)), one can choose U and C so that
the processes:∫
R
Ut(y) µˆ
Y ({t} × dy) and
∫
R
Ct(y) µˆ
Y ({t} × dy), t ∈ [0, T ],
are zero on the set JY ∩ (Ω× [0, T ]). This fact will be used in what follows without further
mention.
Similarly to what we did in the previous step, we need to compute in two distinct ways
the (Yt)t∈[0,T ]-optional projection of the process
(
f(Xt)ψt
)
t∈[0,T ], then to compare the finite
variation parts appearing in the semimartingale decompositions obtained. On the one hand,
using the integration by parts formula we get
f(Xt)ψt =
∫ t
0
f(Xs−) dψs +
∫ t
0
ψs− d
(
f(Xs)
)
+
[
ψ, f(X·)
]
t
=
∫ t
0
∫
R
f(Xs−)Cs(y)
[
mY − µY ](ds dy)
+
∫ t
0
∫
R
f(Xs−)Cs(y)
[
µY − µˆY ](dsdy)
+
∫ t
0
∫
H
ψs− [f(h)− f(Xs−)]µ(ds dh)
+
∫ t
0
∫
H
ψs− [f(h)− f(Xs−)] (m− µ)(ds dh) +
∑
s≤t
∆f(Xs) ∆ψs. (5.18)
Let us now analyze the last term appearing in this formula. It is clear that the processes
f(X·) and ψ jump simultaneously only at jump times relative to the coefficients Ki and
Kp in the SDE of Y . Therefore, we have:∑
s≤t
∆f(Xs) ∆ψs
=
∑
s≤t
{∫
H
[f(h)− f(Xs−)]m({s} × dh)
}{∫
R
Cs(y)
[
mY − µˆY ]({s} × dy)
}
=
∑
s≤t
[
1Dm\Jm(s)
∫
H
1Kis(h) 6=0 [f(h)− f(Xs−)]Cs
(
Kis(h)
)
m({s} × dh)
+ 1Jm(s)
∫
H
1Kps(h)6=0 [f(h)− f(Xs−)]Cs
(
Kps(h)
)
m({s} × dh)
]
=
∫ t
0
∫
H
[f(h)− f(Xs−)]Cs
(
Kis(h)
)
1Kis(h)6=0m
i(ds dh)
+
∫ t
0
∫
H
[f(h)− f(Xs−)]Cs
(
Kps(h)
)
1Kps(h)6=0m
p(ds dh).
Putting together this formula with (5.18) and taking the conditional expectation with
respect to Yt we get:
Πt(f)ψt = E[f(Xt)ψt | Yt] = E
[∫ t
0
∫
R
f(Xs−)Cs(y)
[
mY − µY ](dsdy) ∣∣∣∣ Yt]
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+ E
[∫ t
0
∫
R
f(Xs−)Cs(y)
[
µY − µˆY ](ds dy) ∣∣∣∣ Yt]
+ E
[∫ t
0
∫
H
ψs− [f(h)− f(Xs−)]µ(ds dh)
∣∣∣∣ Yt]
+ E
[∫ t
0
∫
H
ψs− [f(h)− f(Xs−)] (m− µ)(dsdh)
∣∣∣∣ Yt]
+ E
[∫ t
0
∫
H
[f(h)− f(Xs−)]Cs
(
Kis(h)
)
1Kis(h)6=0 (m
i − µi)(dsdh)
∣∣∣∣ Yt]
+ E
[∫ t
0
∫
H
[f(h)− f(Xs−)]Cs
(
Kps(h)
)
1Kps(h) 6=0 (m
p − µp)(ds dh)
∣∣∣∣ Yt]
+ E
[∫ t
0
∫
H
[f(h)− f(Xs−)]Cs
(
Kis(h)
)
1Kis(h)6=0µ
i(dsdh)
∣∣∣∣ Yt]
+ E
[∫ t
0
∫
H
[f(h)− f(Xs−)]Cs
(
Kps(h)
)
1Kps(h) 6=0µ
p(ds dh)
∣∣∣∣ Yt] (5.19)
where, for any B ∈ B(H), t ≥ 0, we have set
µi
(
(0, t]×B) := ∫ t
0
∫
B
λm(s,Xs−)Q
m(s,Xs− ; dh) ds,
µp
(
(0, t]×B) := ∫ t
0
∫
B
Rm(s,Xs− ; dh) dp
m
s .
Thanks to the boundedness of process C, following the same lines of the proof of Lemma 5.2
we have that the following four processes indicated by (i)− (iv), defined for any t ∈ [0, T ],
are (Yt)t∈[0,T ]-martingales
(i) E
[∫ t
0
ψs−
∫
H
[f(h)− f(Xs−)]µ(ds dh)
∣∣∣∣Yt]− ∫ t
0
ψs−Πs
(Lsf) ds− ∫ t
0
ψs−Πs−
(Asf) dpms ,
(ii) E
[∫ t
0
∫
R
f(Xs−)Cs(y)
[
µY − µˆY ](ds dy) ∣∣∣∣ Yt]
−
[∫ t
0
{∫
H
Πs−
(
f(·)Cs
(
Ki(s, ·, Ys− , h)
)
1di,K(s,·,Ys− )(h)λ
m(s, ·)Qm(s, ·; dh))
+
∫
Z
Πs−
(
f(·)Cs
(
Gi(s, ·, Ys− , h)
)
1di,G(s,·,Ys− )(h)λ
n(s, ·, Ys−)Qn(s, ·, Ys−; dz)
)}
ds
+
∫ t
0
∫
H
Πs−
(
f(·)Cs
(
Kp(s, ·, Ys− , h)
)
1dp,K(s,·,Ys− )(h)R
m(s, ·; dh)) dpms
+
∫ t
0
∫
Z
Πs−
(
f(·)Cs
(
Gp(s, ·, Ys− , h)
)
1dp,G(s,·,Ys− )(h)R
n(s, ·, Ys−; dz)
)
dpns
−
∫ t
0
∫
R
Πs−(f)Cs(y) µˆ
Y (dsdy)
]
,
(iii) E
[∫ t
0
∫
H
[f(h)− f(Xs−)]Cs
(
Kis(h)
)
1Kis(h)6=0µ
i(dsdh)
∣∣∣∣ Yt]
−
∫ t
0
∫
H
Πs−
(
[f(h)− f(·)]Cs
(
Ki(s, ·, Ys− , h)
)
1di,K(s,·,Ys− )(h)λ
m(s, ·)Qm(s, ·; dh)) ds,
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(iv) E
[∫ t
0
∫
H
[f(h)− f(Xs−)]Cs
(
Kps(h)
)
1Kps(h)6=0µ
p(ds dh)
∣∣∣∣ Yt]
−
∫ t
0
∫
H
Πs−
(
[f(h)− f(·)]Cs
(
Kp(s, ·, Ys− , h)
)
1dp,K(s,·,Ys− )(h)R
m(s, ·; dh)) dpms .
Therefore (5.19) can be rewritten as:
Πt(f)ψt =
∫ t
0
ψs− Πs
(Lsf) ds+ ∫ t
0
ψs−Πs−
(Asf) dpms
+
∫ t
0
{∫
H
Πs−
(
f(·)Cs
(
Ki(s, ·, Ys− , h)
)
1di,K(s,·,Ys− )(h)λ
m(s, ·)Qm(s, ·; dh))
+
∫
Z
Πs−
(
f(·)Cs
(
Gi(s, ·, Ys− , h)
)
1di,G(s,·,Ys− )(h)λ
n(s, ·, Ys−)Qn(s, ·, Ys−; dz)
)}
ds
+
∫ t
0
∫
H
Πs−
(
f(·)Cs
(
Kp(s, ·, Ys− , h)
)
1dp,K(s,·,Ys− )(h)R
m(s, ·; dh)) dpms
+
∫ t
0
∫
Z
Πs−
(
f(·)Cs
(
Gp(s, ·, Ys− , h)
)
1dp,G(s,·,Ys− )(h)R
n(s, ·, Ys−; dz)
)
dpns
+
∫ t
0
∫
H
Πs−
(
[f(h)− f(·)]Cs
(
Ki(s, ·, Ys− , h)
)
1di,K(s,·,y)(h)λ
m(s, ·)Qm(s, ·; dh)) ds
+
∫ t
0
∫
H
Πs−
(
[f(h)− f(·)]Cs
(
Kp(s, ·, Ys− , h)
)
1dp,K(s,·,y)(h)R
m(s, ·; dh)) dpms
−
∫ t
0
∫
R
Πs−(f)Cs(y) µˆ
Y (dsdy) +M
(3)
t , (5.20)
for all t ∈ [0, T ], where (M (3)t )t∈[0,T ] is a (Yt)t∈[0,T ]-martingale.
On the other hand, from (5.14), we have that
Πt(f)ψt =
∫ t
0
Πs−(f) dψs +
∫ t
0
ψs− dΠs(f) +
[
ψ,Π(f)
]
t
=
∫ t
0
∫
R
Πs−(f)Cs(y)
[
mY − µˆY ](ds dy)
+
∫ t
0
ψs− Πs−
(Lsf) ds+ ∫ t
0
ψs− Πs−
(Asf) dpms + ∫ t
0
ψs γs dIs
+
∫ t
0
∫
R
ψs− Us(y) (m
Y − µˆY )(ds dy) +
∑
s≤t
∆Πs(f) ∆ψs, (5.21)
for all t ∈ [0, T ].
With similar computations as above and using the properties of the processes U and C,
we can write:
∑
s≤t
∆Πs(f) ∆ψs =
∫ t
0
∫
R
Us(y)Cs(y)m
Y (dsdy), t ∈ [0, T ],
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hence (5.21) can be rewritten as
Πt(f)ψt =
∫ t
0
ψs− Πs−
(Lsf) ds+ ∫ t
0
ψs− Πs−
(Asf) dpms +
+
∫ t
0
∫
R
Us(y)Cs(y) µˆ
Y (dsdy) +M
(4)
t , (5.22)
for all t ∈ [0, T ], where (M (4)t )t∈[0,T ] is a (Yt)t∈[0,T ]-martingale.
Formulas (5.20) and (5.22) entail that (Πt(f)ψt)t∈[0,T ] is a (Yt)t∈[0,T ]-special semimartin-
gale and, by uniqueness of the decomposition, the finite variation parts appearing in these
two formulas must be equal. Hence∫ t
0
{∫
H
Πs−
(
f(·)Cs
(
Ki(s, ·, Ys− , h)
)
1di,K(s,·,Ys− )(h)λ
m(s, ·)Qm(s, ·; dh))
+
∫
Z
Πs−
(
f(·)Cs
(
Gi(s, ·, Ys− , h)
)
1di,G(s,·,Ys− )(h)λ
n(s, ·, Ys−)Qn(s, ·, Ys−; dz)
)}
ds
+
∫ t
0
∫
H
Πs−
(
f(·)Cs
(
Kp(s, ·, Ys− , h)
)
1dp,K(s,·,Ys− )(h)R
m(s, ·; dh)) dpms
+
∫ t
0
∫
Z
Πs−
(
f(·)Cs
(
Gp(s, ·, Ys− , h)
)
1dp,G(s,·,Ys− )(h)R
n(s, ·, Ys−; dz)
)
dpns
+
∫ t
0
∫
H
Πs−
(
[f(h)− f(·)]Cs
(
Ki(s, ·, Ys− , h)
)
1di,K(s,·,y)(h)λ
m(s, ·)Qm(s, ·; dh)) ds
+
∫ t
0
∫
H
Πs−
(
[f(h)− f(·)]Cs
(
Kp(s, ·, Ys− , h)
)
1dp,K(s,·,y)(h)R
m(s, ·; dh)) dpms
−
∫ t
0
∫
R
Πs−(f)Cs(y) µˆ
Y (ds dy) =
∫ t
0
∫
R
Us(y)Cs(y) µˆ
Y (ds dy), t ∈ [0, T ]. (5.23)
We recall that this formula must hold for any bounded Y-predictable random field C.
Therefore, to complete the identification of the random field U it is convenient to proceed
via a monotone class argument.
Consider C of the form Ct(y) = ct1B(y), t ≥ 0, where B ∈ B(R) and (ct)t≥0 is a bounded
Y-predictable process. With this choice (5.23) becomes:∫ t
0
∫
R
cs1B(y) [η
i
f (dsdy)−Πs−(f) ηi(ds dy) + ρif (ds dy)]
+
∫ t
0
∫
R
cs1B(y) [η
p,m
f (dsdy)−Πs−(f) ηp,m(ds dy) + ρp,mf (ds dy)]
+
∫ t
0
∫
R
cs1B(y) [η
p,n
f (ds dy)−Πs−(f) ηp,n(ds dy)]
=
∫ t
0
∫
R
Us(y) cs 1B(y) µˆ
Y (ds dy), t ∈ [0, T ]. (5.24)
The integral on the r.h.s. of (5.24) can be written as:∫ t
0
∫
R
Us(y) cs 1B(y) µˆ
Y (ds dy) =
∫ t
0
∫
R
1JcY (s)Us(y) cs 1B(y) µˆ
Y (ds dy)
+
∫ t
0
∫
R
1JmY (s)Us(y) cs 1B(y) µˆ
Y (ds dy) +
∫ t
0
∫
R
1JnY (s)Us(y) cs 1B(y) µˆ
Y (ds dy)
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=
∫ t
0
∫
R
1JcY (s)Us(y) cs 1B(y) η
i(dsdy) +
∫ t
0
∫
R
1JmY (s)Us(y) cs 1B(y) η
p,m(dsdy)
+
∫ t
0
∫
R
1JnY (s)Us(y) cs 1B(y) η
p,n(ds dy).
Similarly the l.h.s. of (5.24) can be rewritten as:∫ t
0
∫
R
1JcY (s) cs1B(y) [η
i
f (ds dy)−Πs−(f) ηi(dsdy) + ρif (ds dy)]
+
∫ t
0
∫
R
1JmY (s) cs1B(y) [η
p,m
f (ds dy)−Πs−(f) ηp,m(ds dy) + ρp,mf (ds dy)]
+
∫ t
0
∫
R
1JnY (s) cs1B(y) [η
p,n
f (dsdy)−Πs−(f) ηp,n(dsdy)].
Therefore, to verify (5.24) it is equivalent to satisfy the following three equalities:∫ t
0
∫
R
1JcY (s) cs1B(y) [η
i
f (ds dy)−Πs−(f) ηi(ds dy) + ρif (ds dy)]
=
∫ t
0
∫
R
1JcY (s)Us(y) cs 1B(y) η
i(ds dy),∫ t
0
∫
R
1JmY (s) cs1B(y) [η
p,m
f (ds dy)−Πs−(f) ηp,m(ds dy) + ρp,mf (ds dy)]
=
∫ t
0
∫
R
1JmY (s)Us(y) cs 1B(y) η
p,m(ds dy),∫ t
0
∫
R
1JnY (s) cs1B(y) [η
p,n
f (ds dy)−Πs−(f) ηp,n(ds dy)]
=
∫ t
0
∫
R
1JnY (s)Us(y) cs 1B(y) η
p,n(ds dy).
If we decompose U as in (5.6), these three identities are verified. Hence, by a monotone
class argument, we get that (5.23) is satisfied for any bounded Y-predictable random field
C with this decomposition of U . Finally, it can be verified via standard computations that
U satisfies (4.5) and this concludes our proof. 
Appendix.
A. Proof of some technical results of Section 3.
A.1. Proof of Proposition 3.1. Let h ∈ H ∪ H∞. Being H and H∞ disjoint sets, we can
distinguish the analysis in the two following cases.
(i) Finite number of jumps: h ∈ H. We have h = (n, hn) for some n ∈ N, with hn =
(e0, t1, e1, ..., tn, en) ∈ Hn. Then we uniquely define a trajectory x ∈ D˜E setting for each
t ≥ 0
x(t) :=

e0, t ∈ [0, t1),
e1, t ∈ [t1, t2),
...
en, t ∈ [tn,+∞),
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i.e., defining t0 = 0,
S(h) :=
n−1∑
k=0
ek1[tk,tk+1)(·) + en1[tn,+∞)(·).
(ii) Infinite number of jumps: h = (∞, h∞) ∈ H∞, with h∞ = (e0, t1, e1, . . . ). Then we
uniquely define a trajectory x ∈ D˜E by
S(h) :=
∞∑
k=0
ek1[tk,tk+1)(·).
Let now x ∈ D˜E . We set for each n ∈ N
e0 := x(0), tn := inf{t > tn−1 : x(t) 6= x(tn−1)}, en := x(tn),
with the convention inf ∅ = +∞. Then,
S−1(x) = h :=
{
(n, hn), hn = (e0, t1, e1, ..., tn, en) if ∃n ∈ N : tn+1 =∞,
(∞, h∞), h∞ = (e0, t1, e1, ..., tn, en, ...) otherwise.
The map S constructed above is clearly bijective.
Its measurability can be established introducing, first, a metric on H∞ that makes it a
complete and separable metric space (see [6, Prop. 7.4]. It is, then, possible to prove that
S is continuous on H ∪H∞ and, therefore, measurable with respect to the Borel σ-algebra
B(H ∪H∞). Also S−1 is measurable by Kuratowski’s theorem ([6, Prop.7.15]).
Finally, since under (2.3) and (2.4) of Assumption 2.1 the signal process X is P-a.s. non-
explosive, we have that Xt∧· ∈ D˜E , P-a.s. for any t ≥ 0, hence the equalities between the
stopped and the history processes follow. 
A.2. Proof of Lemma 3.3. Let us fix n ∈ N, t > 0 and C ∈ B(E). Notice, first, that we can
write
Zt(C) := 1Tn+1≤t1XTn+1∈C = m
(
(0, t ∧ Tn+1]× C
)−m((0, t ∧ Tn]× C)
where m is the random counting measure in (2.2) associated to X. To see this, it suffices
to observe that
m
(
(0, t ∧ Tn]× C
)
=
n∑
k=1
1Tk≤t1XTk∈C .
Clearly, (Zt(C))t≥0 is a F-adapted point process and its F-compensator can be easily de-
duced from Equation (2.5):
ζt(C) :=
∫ t∧Tn+1
t∧Tn
∫
C
λm(s,Xs−∧·)Qm(s,Xs−∧·; de) ds+
∫ t∧Tn+1
t∧Tn
∫
C
Rm(s,Xs−∧·; de) dpms
=
∫ t
0
1Tn<s≤Tn+1
∫
C
λm(s,Xs−∧·)Qm(s,Xs−∧·; de) ds
+
∫ t
0
1Tn<s≤Tn+1
∫
C
Rm(s,Xs−∧·; de) dpms .
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Moreover, since for all k ∈ N the stopped process(
m
(
(0, t ∧ Tk]× C
)− ∫
(0,t∧Tk]
∫
C
λm(s,Xs−∧·)Qm(s,Xs−∧·; de) ds
−
∫
(0,t∧Tk]
∫
C
Rm(s,Xs−∧·; de) dpms
)
t≥0
is a uniformly integrable F-martingale, the compensated process (Zt(C) − ζt(C))t≥0 is a
uniformly integrable F-martingale as well. Hence by applying Doob’s optional sampling
theorem we get that for all t ≥ 0
E[Zt(C) | FTn ] = E[ζt(C) | FTn ], P-a.s.
or otherwise written
P(Tn+1 ≤ t, XTn+1 ∈ C | FTn)
= E
[∫ t
0
1Tn<s≤Tn+1
∫
C
λm(s,Xs−∧·)Qm(s,Xs−∧·; de) ds
∣∣∣∣ FTn]
+ E
[∫ t
0
1Tn<s≤Tn+1
∫
C
Rm(s,Xs−∧·; de) dpms
∣∣∣∣ FTn], P-a.s.
On the event {Tn < s ≤ Tn+1} we have Xs−∧· = XTn∧·. Therefore we can write the previous
equation as
P(Tn+1 ≤ t, XTn+1 ∈ C | FTn)
= E
[∫ t
0
1Tn<s≤Tn+1
∫
C
λm(s,XTn∧·)Q
m(s,XTn∧·; de) ds
∣∣∣∣ FTn]
+ E
[∫ t
0
1Tn<s≤Tn+1
∫
C
Rm(s,XTn∧·; de) dp
m
s
∣∣∣∣ FTn]
= E
[∫ t
0
1Tn<s≤Tn+1λ
m(s,Xs−)Q
m(s,Xs− ;RXs− (C)) ds
∣∣∣∣ FTn]
+ E
[∫ t
0
1Tn<s≤Tn+1R
m(s,Xs− ;RXs− (C)) dp
m
s
∣∣∣∣ FTn], P-a.s.,
where the last equality holds since Γ(RXs− (C) ∩ RXs− ) = Γ(RXs− (C)) = C and by the
definition of Qm, Rm, λm given in (3.7)-(3.8)-(3.9). 
A.3. Proof of Proposition 3.5. We need to show that the equality
E
[∫ t
0
∫
R
Cs(y)m
Y (ds dy)
]
= E
[∫ t
0
∫
R
Cs(y)µ
Y (ds dy)
]
,
holds for any t ≥ 0, and any nonnegative and F-predictable random field C : Ω× [0,+∞)×
R → R. To this it is sufficient to consider C of the form Ct(y) = γt 1B(y), where γ is an
F-predictable process and B ∈ B(R).
We recall that µ defined in (3.6) is the F-dual predictable projection of the random count-
ing measure m in (3.1). Thanks to Proposition 3.1 we can rewrite the F-dual predictable
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projection ν in (2.10) of the measure n as
ν((0, t]×B) =
∫ t
0
∫
B
Qn(s,Xs− , Ys− ; dz)λ
n(s,Xs− , Ys−) ds
+
∫ t
0
∫
B
Rn(s,Xs− , Ys− ; dz) dp
n
s , t ≥ 0, B ∈ B(Z).
where Qn, Rn and λn are defined in (3.10).
Therefore we get that
E
[∫ t
0
∫
R
Cs(y)m
Y (ds dy)
]
= E
[∫ t
0
γs
∫
H
1
Di,Ks (B)
(h)mi(ds dh) +
∫ t
0
γs
∫
Z
1
Di,Gs (B)
(z)ni(ds dz),
+
∫ t
0
γs
∫
H
1
Dp,Ks (B)
(h)mp(ds dh)
]
+
∫ t
0
γs
∫
Z
1
Dp,Gs (B)
(z)np(ds dz)
= E
[∫ t
0
γs
∫
H
1
Di,Ks (B)
(h)λm(s,Xs−)Q
m(s,Xs− ; dh)
)
ds
+
∫ t
0
γs
∫
Z
1
Di,Gs (B)
(z)λn(s,Xs− , Ys−)Qn(s,Xs− , Ys−; dz)
)
ds
+
∫ t
0
γs
∫
H
1
Dp,Ks (B)
(h) Rm(s,Xs− ; dh)
)
dpms
+
∫ t
0
γs
∫
Z
1
Dp,Gs (B)
(z) Rn(s,Xs− , Ys−; dz)
)
dpns
]
,
which concludes the proof. 
B. Proof of Theorem 4.3. We partly follow the proof of [12, Proposition 2.4]. Fix T > 0
and define YT := (Yt∧T )t≥0 and HT := (Ht∧T )t≥0 where Ht := σ
(
mY ((0, s] × B, 0 ≤ s ≤
t, B ∈ B(R)) ∨N , t ≥ 0. Let L be the process given by
Lt := E
(
−
∫ t
0
Πt(b(s, ·, Ys))
σ(s, Ys)
dIs
)
, t ≥ 0,
where E(·) denotes the Doléans-Dade exponential. Thanks to Assumption 4.1, L is a Y-
martingale and we can define the equivalent probability measure P˜ on (Ω,FT ) satisfying
dP˜
dP
∣∣∣∣
FT
= LT .
By Girsanov’s Theorem the process W˜
W˜t := It +
∫ t
0
Πs(b(s, ·, Ys))
σ(s, Ys)
ds = Wt +
∫ t
0
b(s,Xs, Ys)
σ(s, Ys)
ds, t ∈ [0, T ], (B.1)
is a (YT , P˜)-Brownian motion. Denoting by GT its completed natural filtration stopped at
time T , this implies GT ∨HT ⊆ YT . On the other hand, since Y satisfies an SDE driven by
mY and W˜ , namelydYt = σ(t, Yt) dW˜t +
∫
R
z mY (dtdz), t ∈ [0, T ],
Y0 = y ∈ R,
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the converse implication holds and therefore we get that YT = GT∨HT . Moreover, thanks to
Assumption 2.2, GT and HT are P-independent hence, by Assumption 4.1, P˜-independent.
W˜ clearly has the predictable representation property in (GT , P˜) and, by [31, Th. 4.37], ran-
dom measure 1t≤T mY (dt×dy) has it in (HT , P˜). Moreover, by Assumption 2.2, P˜|HTt = P|HTt
for all t ≥ 0, hence this random measure admits 1t≤T µˆY (dt× dy) as (HT , P˜)-compensator.
Therefore, we can apply [28, Corollary 2] (see also [23, Th. 3.6], in a more general context)
to ensure that any (YT , P˜)-local martingale M˜ = (M˜t)t∈[0,T ] admits the representation
M˜t = M˜0 +
∫ t
0
γ˜s dW˜s +
∫ t
0
∫
R
U˜s(y)(m
Y − µˆY )(ds dy), t ∈ [0, T ],
where γ˜ and U˜ are respectively a YT -predictable process and a YT -predictable random field,
satisfying ∫ T
0
|γ˜s|2ds <∞,
∫ T
0
∫
R
|U˜s(y)| µˆY (ds dy) <∞, P-a.s.
Moreover, by [29, Th. 11.17] (see also [31, Th. III.4.20]) we can choose U˜ so that the process
ˆ˜
Ut :=
∫
R
U˜t(y)1t≤T µˆY ({t} × dy), t ≥ 0,
satisfies {(ω, t) ∈ Ω×(0,+∞) : 1t≤T µˆY (ω; {t}×R) = 1} ⊂ {(ω, t) ∈ Ω×(0,+∞) : ˆ˜Ut = 0}.
Notice that, given the structure of µˆY in (4.1), we also have that:
{(ω, t) ∈ Ω× (0,+∞) : 1t≤T µˆY (ω; {t} × R) = 1}
= {(ω, t) ∈ Ω× (0,+∞) : 1t≤T µˆY (ω; {t} × R) > 0} = JY ∩ (Ω× [0, T ]),
where JY := {(ω, t) ∈ Ω× [0,+∞) : µˆY ({t} × R) > 0}.
Next, let M = (Mt)t∈[0,T ] be a ((Yt)t∈[0,T ],P)-local martingale. Since Yt = YTt for all
t ∈ [0, T ], M is also a (YT ,P)-martingale. Then Mt = M˜t Lt, t ∈ [0, T ], for some (YT , P˜)-
local martingale M˜ = (M˜t)t∈[0,T ]. Therefore, thanks to the previous representation result,
applying Ito’s product rule we have that:
Mt = M˜t Lt =
∫ t
0
M˜s− dLs +
∫ t
0
Ls− dM˜s + [M˜, Z]t
=
∫ t
0
[
Ls γ˜s − M˜s
Πs
(
b(s, ·, Ys)
)
σs
]
dIs +
∫ t
0
∫
R
Ls−U˜s(y)[m
Y − µY ](ds dy).
To get the representation result in (4.4), it is enough defining γt := Lt γ˜t−M˜tΠt
(
b(t,·,Yt)
)
σt
,
t ∈ [0, T ], and Ut(·) := Lt−U˜t(·), t ≥ 0. On the one hand, since all the processes defining
γ are YT , hence (Yt)t∈[0,T ], adapted and right-continuous, we have that γ is (Yt)t∈[0,T ]-
progressively measurable; on the other hand, it is immediate to deduce that U is a (Yt)t∈[0,T ]-
predictable random field. Both γ and U satisfy the integrability conditions in (4.5), by stan-
dard computations. Moreover, since the process Uˆt defined in (4.6) satisfies Uˆt = Lt−
ˆ˜
Ut, t ≥
0 and L is strictly positive, we have that
JY ∩ (Ω× [0, T ]) ⊂ {(ω, t) ∈ Ω× (0,+∞) : ˆ˜Ut = 0} = {(ω, t) ∈ Ω× (0,+∞) : Uˆt = 0}. 
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C. Proof of Lemma 5.2. Let us define for any t ≥ 0
Ψt := E
[∫ t
0
∫
H
[f(h)− f(Xs−)]µ(ds dh)
∣∣∣∣ Yt], Θt := ∫ t
0
Πs−
(Lsf) ds+ ∫ t
0
Πs−
(Asf) dpms .
Thanks to boundedness of f and Assumption 2.1, Ψ is a well defined process and E|Ψt| <
+∞, E|Θt| < +∞ for all t ≥ 0. Moreover Mft = Ψt + Θt, t ≥ 0.
Therefore, to show that Mf is a Y-martingale it is sufficient to prove that for any 0 ≤
u ≤ t we have
E[Ψt|Yu] = Ψu, E[Θt|Yu] = Θu.
Fix 0 ≤ u ≤ t < +∞. By conditioning to Yu, we get that
E[Ψt|Yu] = Ψu + E
[∫ t
u
∫
H
[f(h)− f(Xs−)]µ(dsdh)
∣∣∣∣ Yu],
E[Θt|Yu] = Θu + E
[∫ t
u
Πs−
(Lsf) ds∣∣∣∣Yu]+ E[∫ t
u
Πs−
(Asf) dpms ∣∣∣∣ Yu].
Now we have that
E
[∫ t
u
∫
H
[f(h)− f(Xs−)]µ(ds dh)
∣∣∣∣ Yu]
= E
[∫ t
u
∫
H
Lsf(Xs−) ds
∣∣∣∣ Yu]+ E[∫ t
u
∫
H
Asf(Xs−) dpms
∣∣∣∣ Yu]
= E
[∫ t
u
Πs−
(Lsf) ds ∣∣∣∣ Yu]+ E[∫ t
u
Πs−
(Asf) dpms ∣∣∣∣ Yu],
where the last equality is justified by the fact that Πt−
(Ltf), t ≥ 0, and Πt−(Atf) dpmt , t ≥
0, are the Y-optional projections of Ltf(Xt−), t ≥ 0, and Atf(Xt−), t ≥ 0, respectively,
and an application of [29, Th. 5.16] (see also [21, Ch. VI, (58.3)]). 
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