In this work we analyze properties of generic quantum channels in the case of large system size. We use random matrix theory and free probability to show that the distance between two independent random channels converges to a constant value as the dimension of the system grows larger. As a measure of the distance we use the diamond norm. In the case of a flat Hilbert-Schmidt distribution on quantum channels, we obtain that the distance converges to 1 2 + 2 π , giving also an estimate for the maximum success probability for distinguishing the channels. We also consider the problem of distinguishing two random unitary rotations.
Introduction
For any linear map Φ : M d 1 (C) → M d 2 (C), we define its Choi-Jamiołkowski matrix as
This isomorphism was first studied by Choi [11] and Jamiołkowski [26] . Note that some authors prefer to add a normalization factor of d
−1
1 if front of the expression for J(Φ). Other authors use the other order for the tensor product factors, a choice resulting in an awkward order for the space in which J(Φ) lives.
The rank of the matrix J(Φ) is called the Choi rank of Φ; it is the minimum number r such that the map Φ can be written as
for some operators A i , B i ∈ M d 2 ×d 1 (C).
The diamond norm was introduced in Quantum Information Theory by Kitaev [25, Section 3.3] as a counterpart to the 1-norm in the task of distinguishing quantum channels. First, define the 1 → 1 norm of a linear map Φ :
Kitaev noticed that the 1 → 1 norm is not stable under tensor products (as it can easily be seen by looking at the transposition map), and considered the following "regularization":
In operator theory, the diamond norm was known before as the completely bounded trace norm; indeed, the 1 → 1 norm of an operator is the ∞ → ∞ norm of its dual, hence the diamond norm of Φ is equal to the completely bounded (operator) norm of Φ * (see [35, Chapter 3] ). We shall need two simple properties of the diamond norm. First, note that the supremum in the definition can be replaced by taking the value n = d 1 (recall that d 1 is the dimension of the input Hilbert space of the linear map Φ); actually, one could also take n equal to the Choi rank of the map Φ, see [44, Theorem 3.3] or [45, Theorem 3.66] . Second, using the fact that the extremal points of the unit ball of the 1-norm are unit rank matrices, we always have
Moreover, if the map Φ is Hermiticity-preserving (e.g. Φ is the difference of two quantum channels), one can optimize over x = y in the formula above, see [45, Theorem 3.53] . Given a map Φ, it is in general difficult to compute its diamond norm. Computationally, there is a semidefinite program for the diamond norm, [46] , which has a simple form and which has been implemented in various places (see, e.g. [29] ). We will bound the diamond norm in terms of the partial trace of the absolute value of the Choi-Jamiołkowski matrix.
The diamond norm finds applications in the problem of quantum channel discrimination. Suppose we have an experiment in which our goal is to distinguish between two quantum channels Φ and Ψ. Each of the channels may appear with probability 1 2 . Then, celebrated results by Helstrom [21] , Holevo [23] , and Kitaev [25] give an upper bound on the probability of correct discrimination p ≤ 1 2
The main goal of this work is study the asymptotic behavior of the diamond norm of the difference of two independent quantum channels. To achieve this, in Section 2 we find a new upper bound of on the diamond norm of a general map. In our case, it has a nice form
Next, in Section 4.1 we prove that the well known lower bound on the diamond norm, J(Φ − Ψ) 1 ≤ Φ − Ψ , converges to a finite value for random independent quantum channels Φ and Ψ in the limit d 1,2 → ∞. We obtain that for channel sampled from the flat Hilbert-Schmidt distribution, the value of the lower bound is
Finally, in Section 4.2 we show that the upper bound (3) also converges to the same value as the lower bound. From these results, we infer that for independent random quantum channels sampled from the Hilbert-Schmidt distribution, we have
In particular, the optimal success probability of distinguishing the two channels (in the asymptotical regime) is
Several generalizations of this type of results are gathered in Theorem 7, the main result of this paper.
In Sections 5 and 7 we address respectively two similar problems: distinguishing a random quantum channels from the maximally depolarizing channel and distinguishing two random unitary channels.
Some useful bounds for the diamond norm
We discuss in this section some bounds for the diamond norm. For a matrix X, we denote by √ X * X and √ XX * its right and left absolute values, i.e. √ X * X = V ΣV * and √ XX * = U ΣU * , when X = U ΣV * is the SVD of X. In the case where X is self-adjoint, we obviously have √ X * X = √ XX * . In the result below, the lower bound is well-known, while the upper bound appeared in a weaker and less general form in [27, Theorem 2] .
Proposition 1 For any linear map
2. Above bounds are equal iff the PSD matrices ϕ := Tr 2 J(Φ) * J(Φ) and ψ := Tr 2 J(Φ)J(Φ) * are both scalar.
Proof.
We start by proving item 1. Consider the semidefinite programs for the diamond norm given in [46, Section 3.2]:
Primal problem maximize:
The lower and upper bounds will follow from very simple feasible points for the primal, resp. the dual problems. Let J(Φ) = U ΣV * be a SVD of the Choi-Jamiołkowski state of the linear map. For the primal problem, consider the feasible point ρ 0,1 = d
The value of the primal problem at this point is
showing the lower bound.
For the upper bound, set Y 0 = J(Φ)J(Φ) * = U ΣU * and Y 1 = J(Φ) * J(Φ) = V ΣV * , both PSD matrices. The condition in the dual problem is satisfied:
and the proof of item 1 is complete. To show statement in item 2 note that the lower bound in (7) can be rewritten as
and the two bounds are equal exactly when the spectra of ϕ and ψ are flat. This is also the necessary and sufficient condition for the saturation of the lower bound, see [30, 32] .
Corollary 2
If the map Φ is Hermiticity-preserving (i.e. the matrix J(Φ) is self-adjoint), the inequality in the statement reads simply
Let us now characterize the maps Φ for which the upper bound in (7) is saturated. Since our proof is SDP-based, we use the same technique as in [30, Theorem 18] . • The vector a achieves the operator norm for Tr 2 √ JJ *
• The vector b achieves the operator norm for
• J = W P for some positive semidefinite operator P ; in other words, W is the angular part in some polar decomposition of J.
Proof. The reasoning follows closely the proof of [30, Theorem 18] , we only sketch the main lines. Writing the SDP in the standard form (see also [46, Section 3.2] for the notation). Optimal matrices for the primal and the dual program are, respectively
where . denotes an unimportant element. Since strong duality holds for our primal-dual pair [46, Section 3.2] , complementary slackness holds and we have
where J = U ΣV * is the singular value decomposition of J. Using an approximation argument, we can assume J (and thus Σ) is invertible, and thus W = U V * is unique. We then set ρ 0 = aa * and ρ 1 = bb * , and the result follows.
Remark 4
The upper bound in (7) can be seen as a strengthening of the following inequality Φ ≤ J(Φ) 1 , which already appeared in the literature (e.g. [45, Section 3.4] ). Indeed, again in terms of ϕ and ψ, we have ϕ ∞ ≤ ϕ 1 and ψ ∞ ≤ ψ 1 . The inequality in (7) is much stronger: for example, it is always saturated for tensor product matrices J = J 1 ⊗ J 2 (W from the result above is also product), whereas the weaker inequality Φ ≤ J(Φ) 1 is saturated in this case only when J 1 has rank one, see [30, 32] .
3 Discriminating random quantum channels
Probability distributions on the set of quantum channels
There are several ways to endow the convex body of quantum channels with probability distributions. In this section, we discuss several possibilities and the relations between them.
Recall that the Choi-Jamiołkowski isomorphism puts into correspondence a quantum channel Φ :
The above two properties correspond, respectively, to the fact that Φ is complete positive and trace preserving. Hence, it is natural to consider probability measures on quantum channels obtained as the image measures of probabilities on the set of bipartite matrices with the above properties. Henceforth we will denote the set of all quantum channels as
Given some fixed dimensions 
The random matrices W and D are called, respectively, Wishart and partially normalized Wishart. The inverse square root in the definition of D uses the Moore-Penrose convention if W is not invertible; note however that this is almost never the case, since the Wishart matrices with parameter s larger than its size is invertible with unit probability. It is for this reason we do not consider here smaller integer parameters s. Note that the matrix D satisfies the two conditions discussed above: it is positive semidefinite and its partial trace over the second tensor factor is the identity:
Hence, there exists a quantum channel Φ G , such that J(Φ G ) = D (note that D, and thus Φ are functions of the original Ginibre random matrix G).
Definition 1
The image measure of the Gaussian standard measure through the map G → Φ G defined in (8) , (9) [10] and will be denoted by γ HS (see [41] for the case of random quantum states). Let us mention here also other measures in the space of quantum operations discussed in the literature. One can use the Stinespring dilation theorem [42] : for any channel Φ : which leads to the Euclidean geometry of this set [43] . In this work, we shall however be concerned only with the measure γ W coming from normalized Wishart matrices. The relations between all these probability measures on the set of quantum channels shall be investigated in some future work.
The (two-parameter) subtracted Marcenko-Pastur distribution
In this section we introduce and study the basic properties of a two-parameter family of probability measures which will appear later in the paper. This family generalizes the symmetrized Marcenko-Pastur distributions from [38] , see also [18, 34] for other occurrences of some special cases. Before we start, recall that the Marcenko-Pastur (of free Poisson) distribution of parameter x > 0 has density given by [33, Proposition 12.11 ] 
where D c P is a distribution of a random variable Z = cZ provided Z is distributed according to P.
We have the following result.
Proof. The proof follows from standard arguments in random matrix theory, and from the fact that the Schatten 1-norm is the sum of the singular values, which are the absolute values of the eigenvalues in the case of self-adjoint matrices.
We gather next some properties of the probability measure SMP x,y . Examples of this distribution are shown in Fig. 1 . 
Define
The support of the absolutely continuous part of SMP x,y is the set
3. On its support, the density of SMP x,y is given by
Proof. The statement regarding the atoms follows from [5, Theorem 7.4] . The formula for the density and equation (13) comes from Stieltjes inversion, see e.g. [33, Lecture 12] . Indeed, since the R-transform of the Marcenko-Pastur distribution MP x reads R x (z) = x/(1 − z), the R-transform of the subtracted measure reads
The Cauchy transform G of SMP x,y can be obtained from the functional equation
This leads to the following third degree polynomial equation for G
Using Cardano's formulas for the solutions of a cubic, we can solve this equation and obtain a solution G(z). The last step is to perform the Stieltjes inversion
In the case where x = y, some of the formulas from the result above become simpler (see also [38] ). When x = y > 1/2, the distribution of SMP x,x is supported between
When x = y ≤ 1/2, SMP x,x has an atom in 0 of mass 1 − 2x, and its absolutely continuous part is supported on
, where
Finally, in the case when x = y = 1, which corresponds to a flat Hilbert-Schmidt measure on the set of quantum channels, we get that ∆(1, 1) = (14), while the black histogram corresponds to Monte Carlo simulations. Notice the Dirac mass at zero in the last example.
The asymptotic diamond norm of the difference of two independent random quantum channels
We state here the main result of the paper. For the proof, see the following two subsections, each providing one of the bounds needed to conclude.
Theorem 7
Let Φ, resp. Ψ, be two independent random quantum channels from
Proof. The proof follows from Theorems 10 and 14, which give the same asymptotic value. 
Corollary 9 Combining Theorem 7 with
Hellstrom's theorem for quantum channels, we get that the optimal probability p of distinguishing two quantum channels is equal to:
Additionally, any maximally entangled state may be used to achieve this value.
The lower bound
In this section we compute the asymptotic value of the lower bound in Theorem 7. Given two random quantum channels Φ, Ψ, we are interested in the asymptotic value of the quantity d
Theorem 10 Let Φ, resp. Ψ, be two independent random quantum channels from
The proof of this result (as well as the proof of Theorem 10) uses in a crucial manner the approximation result for partially normalized Wishart matrices.
, and consider its "partial normalization" D as in (9) . Then, almost surely as d 1,2 → ∞ in such a way that s ∼ td 1 d 2 for a fixed parameter t > 0,
2 ).
Note that in the statement above, the matrix W is not normalized; we have
the Marchenko-Pastur distribution of parameter t. In other words, W = GG * , where G is random matrix of size
Let us introduce the random matrices
The first observation we make is that the random matrix X is also a (rescaled) Wishart matrix. Indeed, the partial trace operation can be seen, via duality, as a matrix product, so we can write
whereG is a complex Gaussian matrix of size
Since, in our model, both d 1 , d 2 grow to infinity, the behavior of the random matrix X follows from [15] . 
Proof. The proof is a direct application of [15, Corollary 2.5 and Theorem 2.7]; we just need to check the normalization factors. In the setting of [15, Section 2], the Wishart matrices are not normalized, so the convergence result deals with the random matrices (here d = d 1 and
We look now for a similar result for the matrix Y ; the result follows by functional calculus.
Lemma 13 Almost surely as d 1,2 → ∞, the limiting eigenvalues of the random matrix
Proof. By functional calculus, we have λ max (Y ) = [λ min (X)] −1/2 , so, using the previous lemma, we get
2 ), and the conclusion follows. The case of λ min (Y ) is similar.
We have now all the ingredients to prove Proposition 11.
Proof of Proposition 11. We have
Note that, almost surely, the three random matrix norms in the last equation above converge respectively to the following finite quantities
The first and the third limit above follow from Lemma 13, while the second one is the Bai-Yin theorem [3, Theorem 2] or [2, Theorem 5.11].
Let us now prove Theorem 10.
Proof of Theorem 10. The result follows easily by approximating the partially normalized Wishart matrices with scalar normalizations. By the triangle inequality, with D x := J(Φ) and D y := J(Ψ), we have
The conclusion follows from Propositions 5 and 11.
The upper bound
The core technical result of this work consists of deriving the asymptotic value of the upper bound in Theorem 7. Given two random quantum channels Φ, Ψ, we are interested in the asymptotic value of the quantity Tr 2 |J(Φ − Ψ)| ∞ .
Theorem 14
The proof of Theorem 14 is presented at the end of this Section. It is based on the following lemma which appears in [17] ; see also [7, Eq. (5.10)] or [6, Chapter X].
Lemma 15
For any matrices A, B of size d, the following holds:
for a universal constant C which does not depend on the dimension d.
For the sake of completeness, we give here a proof, relying on a similar estimate for the Schatten classes proved in [17] .
Proof. Using [17, Theorem 8], we have, for any p ∈ [2, ∞):
for some universal constant c ≥ 1. Choosing p = log d gives the desired bound, for d large enough. The case of small values of d is obtained by a standard embedding argument.
Proof of Theorem 14.
Using the triangle inequality and Lemma 15, we first prove an approximation result (as before, we write D x := J(Φ) and D y := J(Ψ)):
where we have used Proposition 11 and the fact that
This proves the approximation result, and we focus now on the simpler case of Wishart matrices. Let us define
It follows from [22, Proposition 4.4.9] that the random matrix Z converges almost surely (see Appendix A for the definition of almost sure convergence for a sequence of random matrices) to a non-commutative random variable having distribution SMP x,y , see (11) . Moreover, using a standard strong convergence argument [31] , the extremal eigenvalues of Z converge almost surely to the extremal points of the support of the limiting probability measure SMP x,y . Hence, the almost sure convergence extends from the traces of the powers of Z to any continuous bounded function (on the support of SMP x,y ), in particular to the absolute value, i.e. to |Z|. From Proposition 23, the asymptotic spectrum of the random matrixZ 1 is flat, with all the eigenvalues being equal to a = lim
which, by Proposition 5, is equal to ∆(x, y), finishing the proof.
Distance to the depolarizing channel
In this section we derive the asymptotic distance between a random quantum channel Φ and the maximally depolarizing channel
Let us define the function g : 
In the case x = 1, the limit above reads 3 √ 3/(2π). Figure 2 Proof. We analyze separately the lower bound and the upper bound from Proposition 1. First, let us denote by D x the Choi-Jamiołkowski matrix of the channel Φ, and note that
Remark 17 We plot in
For the lower bound, first show that we can approximate the random matrix D x by a rescaled Wishart matrix:
which converges almost surely to 0, by Proposition 11. The quantity with which we approximate is then
The quantity above converges almost surely, as
Let us now show that the upper bound from Proposition 1 converges to the same quantity. We follow the same steps as in the proof of Theorem 14: we first approximate the matrix D x by a rescaled Wishart random matrix, and then we argue that the partial trace appearing in the bound has "flat" eigenvalues, allowing us to replace the operator norm by the normalized trace. For the approximation step, we get, using again Proposition 11,
We focus now on the quantity
From Proposition 23, the spectrum of the random matrix
is flat, so its operator norm has the same limit as d
, which is the same as (18) , finishing the proof.
Distance to the nearest unitary channel
In this section we consider an asymptotic distance between a random quantum channel Φ :
and a unitary channel. First we note, that if a quantum channel Φ is an interior point of the set of channels then, the best distinguishable one Ψ is some unitary channel [37] . Below we show, that in the case of d → ∞ almost all quantum channels are perfectly distinguishable from any unitary channel. To see it we write
In the above we have used the inequality between diamond norm and the trace norm of ChoiJamiołkowski matrices, see Proposition 1, and next the Fuchs -van de Graaf inequality [19] involving trace norm and fidelity function F (ρ, σ) = (Tr √ ρσ √ ρ) 2 . Next we use the fact, that the largest eigenvalue os matrix J(Φ)/d tends to 0 almost surely.
Distance between random unitary channels
We consider in this section the problem of distinguishing two unitary channels, 
Proposition 18 For any two unitary operators U, V , the diamond norm of the difference of the unitary channels induced by U, V is given by
• Φ − Ψ = 2 1 − ν(U * V ) 2 ,
where ν(U * V ) is the smallest absolute value of an element in the numerical range of the unitary operator U * V . In other words, ν(U * V ) is the radius of the largest open disc centered at the origin which does not intersect the convex hull of the eigenvalues of U * V (i.e. the numerical range).
• Φ − Ψ = 2R(U * V ), where R(U * V ) is the radius of the smallest disc (not necessarily centered at the origin) containing all the eigenvalues of U * V .
• Let 2α be the smallest arc containing the spectrum of U * V . Then,
We represent in Figure 3 the eigenvalues of the operator W := U * V and the numerical range of W . Recall that the numerical range of an operator A is the set On the left, the eigenvalues span an arc of length smaller than π, so the quantities ν and R are non-trivial. On the right, the eigenvalues span an arc larger than half a circle, so the origin belongs to the numerical range; here, ν = 0 and R = 1.
We consider next random unitary operators U, V . We analyze Haar-distributed operators and then the case where U and V are sampled from the distribution of two independent unitary Brownian motions stopped at different times. For independent, Haar-distributed unitary operators, in the limit of large dimension, the corresponding channels become perfectly distinguishable.
Proposition 19
Let U, V ∈ U(d) be two independent random variables, at least one of them being Haar-distributed. Then, with overwhelming probability as d → ∞, the quantum channels Φ and Ψ from (20) become perfectly distinguishable: for d large enough,
Remark 20 The statement above includes the case where U is a Haar-distributed random unitary matrix, and V is the identity operator (hence, Ψ is the identity channel).
Proof. From the hypothesis and the left / right invariance of the Haar distribution, it follows that the random matrix W = U * V is Haar-distributed. The estimate follows from [4, Section 3.1], where the probability of a Haar unitary matrix not having any eigenvalues in a given arc is related to a Toeplitz determinant, see equation (3.1) in [4] .
Let us now consider the case where the operators U and V are elements of two independent unitary Brownian motion processes. We shall not give the definition of this process, referring the reader to e.g. [8, 9, 39] . We shall only need here the following result of Biane, giving the asymptotic support of a unitary Brownian motion stopped at time t.
Proposition 21 [9, Proposition 10] 
As a direct application of this result, we obtain the diamond norm of the difference of two unitary quantum channels stemming from independent unitary Brownian motions. 
Proposition 22 Let
where τ ≈ 0.6528 is the unique solution of the equation
on (0, 4).
Proof.
The proof is an easy consequence of Biane's result (more precisely, of its "strong" formulation from [12, Theorem 1.1]), once we notice that the random unitary matrix U * s V t has the same distribution as W s+t , where W · is another unitary Brownian motion. We plot the diamond norm as a function of s + t in Figure 4 . 
Concluding remarks
In this work we analyzed properties of generic quantum channels concentrating on the case of large system size. Using tools provided by the theory of random matrices and the free probability calculus we showed that the diamond norm of the difference between two random channels asymptotically tends to a constant specified in Theorem 7. In the case of channels corresponding to the simplest case x = y = 1, the limit value of the diamond norm of the difference is ∆(1, 1) = 1/2 + 2/π. Based on these results, in Fig. 5 we provide a sketch of the set of quantum channels. In Fig. 6 we illustrate the convergence of the upper and lower bound to the value 1/2 + 2/π. This statement allows us to quantify the mean distinguishability between two random channels To arrive at this result we considered an ensemble of normalized random density matrices, acting on a bipartite Hilbert space H A ⊗ H B , and distributed according to the flat (HilbertSchmidt) measure. Such matrices, can be generated with help of a complex Ginibre matrix G as ρ = GG * /TrGG * . In the simplest case of square matrices G of order d = d 2 1 the average trace distance of a random state ρ from the maximally mixed state ρ * = I/d behaves asymptotically as ||ρ − ρ * || 1 → 3 √ 3/4π [38] . However, analyzing both reduced matrices ρ A = Tr B ρ and ρ B = Tr A ρ we can show that they become close to the maximally mixed state in sense of the operator norm, so that their smallest and largest eigenvalues do coincide. This is visualized in Fig. 7 .
This observation implies that the state ρ can be directly interpreted as a Jamiołkowski state J representing a stochastic map Φ, as its partial trace ρ A is proportional to identity. Furthermore, as it becomes asymptotically equal to the other partial trace ρ B , it follows that a generic quantum channel (stochastic map) becomes unital and thus bistochastic.
The partial trace of a random bipartite state is shown to be close to identity provided the support of the limiting measure characterizing the bipartite state is bounded. In particular, this holds for a family of subtract Marcenko-Pastur distributions defined in Eq. (11) as a free additive convolution of two rescaled Marcenko-Pastur distributions with different parameters and determining the density of a difference of two random density matrices. In this way we could establish the upper bound for the average diamond norm between two channels and show that it asymptotically converges to the lower bound ∆(x, y) given in Theorem 10. The results obtained can be understood as an application of the measure concentration paradigm [1] 
A On the partial traces of unitarily invariant random matrices
In this section we show a general result about unitarily invariant random matrices: under some technical convergence assumptions, the partial trace of a unitarily invariant random matrix is "flat", i.e. it is close in norm to its average.
Recall that the normalized trace functional can be extended to arbitrary permutations as follows: for a matrix X ∈ M d (C), write
Recall the following definition from [22, Section 4.3] . 3. The family (A d ) has almost surely limit distribution µ, for some compactly supported probability measure µ.
Definition 4 A sequence of random matrices
X d ∈ M d (C) is said to have almost surely limit distribution µ if ∀p ≥ 1, a.s. − lim d→∞ tr(X p ) = x p dµ(x),
Proposition 23 Consider a sequence of hermitian random matrices
Then, the normalized partial traces 
where a is the average of µ:
Proof. In the proof, we shall drop the parameter d → ∞, but the reader should remember that the matrix dimensions d 1,2 are functions of d and that all the matrices appearing are indexed by d. To conclude, it is enough to show that
since the statement for the smallest eigenvalue follows in a similar manner. Let us denote by
the average eigenvalue and, respectively, the variance of the eigenvalues of B; these are real random variables (actually, sequences of random variables indexed by d). By Chebyshev's inequality, we have a bound
Note that one could replace the √ d 1 factor in the inequality above by √ d 1 − 1 by using Samuelson's inequality [40, 47] , but the weaker version is enough for us.
We shall prove now that b → a almost surely and later that d 1 v → 0 almost surely, which is what we need to conclude. To do so, we shall use the Weingarten formula [16, 48] . In the graphical formalism for the Weingarten calculus introduced in [13] , the expectation value of an expression involving a random Haar unitary matrix can be computed as a sum over diagrams indexed by permutation matrices; we refer the reader to [13] or [14] for the details.
Using the unitary invariance of A, we write A = U diag(λ)U * , for a Haar-distributed random unitary matrix U ∈ U(d 1 d 2 ), and some (random) eigenvalue vector λ. Note that traces of powers of A depend only on λ, so we shall write tr π (λ) := tr π (A). We apply the Weingarten formula to a general moment of B, given by a permutation π:
where c 1 , . . . , c #π are the cycles of π ∈ S p , and E U denotes the conditional expectation with respect to the Haar random unitary matrix U . From the graphical representation of the Weingarten formula [13, Theorem 4 .1], we can compute the conditional expectation over U (note that below, the vector of eigenvalues λ is still random):
Above, Wg is the Weingarten function [16] and tr β (λ) is the moment of the diagonal matrix diag(λ) corresponding to the permutation β. The combinatorial factors d 
where w 1 , . . . , w #β are the cycles of β. Recall that we have assumed almost sure convergence for the sequence (A d ) (and, thus, for (λ d )):
π(i) Figure 8 : The i-th group in the diagram corresponding to m π (B).
As a first application of the Weingarten formula (24), let us find the distribution of the random variable b = Tr(B)/d 1 . Obviously,
Actually, b does not depend on the random unitary matrix U , since
From the hypothesis (25) (with π = (1)), we have that, almost surely as d → ∞, the random variable b converges to the scalar a = m (1) (µ).
Let us now move on to the variance v of the eigenvalues. First, we compute its expectation E U v = tr (12) (B) − tr (1)(2) (B). We apply now the Weingarten formula (24) for E U tr (12) (B) ; the sum has 2! 2 = 4 terms, which we compute below:
Combining the expressions above with (26), we get
Using the hypothesis (25), we have thus, as d 1,2 → ∞,
Let us now proceed and estimate the variance of v; more precisely, let us compute E(v 2 ). As before, we shall compute the expectation in two steps: first with respect to the random Haar unitary matrix U , and then, using our assumption (25) , with respect to λ, in the asymptotic limit. To perform the unitary integration, note that the Weingarten sum is indexed by a couple (α, β) ∈ S 2 4 , so it contains 4! 2 = 576 terms, see [49] . In Appendix B we have computed the variance of v with the usage of symmetry arguments. The result, to the first order reads
Taking the expectation over λ and the limit (we are allowed to, by dominated convergence), we get
We put now all the ingredients together:
where C, C non-negative constants depending on the limiting measure µ. Using d 1 d 2 2 , the dominating term in the denominator above is ε 2 d −1
1 , and thus we have:
2 .
Since the series d −4
2 is summable, we obtain the announced almost sure convergence by the Borel-Cantelli lemma, finishing the proof.
B Calculation of the variance Var(v)
In this appendix we compute the centered second moment of the variable v defined in (22) necessary to show almost sure convergence
Because we assume that A has unitarly invariant distribution, we can write
where |U i = U |i is i-th column of matrix U and
We denote ρ i = Tr 2 |U i U i | and consider mixed moments computed in Lemma 25
where E U denotes the conditional expectation with respect to the Haar random unitary matrix U . We also define symmetric mixed moments
we have
where ρ 0 = Tr 2 |U 0 U 0 |. Next we consider the moments M(0, 0, 0, 1) defined in (29)
The above follows from the fact, that we have invariance with respect to the permutation of columns of U , and therefore ETrρ 2 0 Tr(ρ 0 ρ 1 ) = ETrρ 2 0 Tr(ρ 0 ρ 2 ). Next we note, that
Using the above we obtain
In order to get other mixed moments we need to perform another integration. We start with expectations of the following kind
Note that if we multiply matrix U by a unitary matrix which does not change the first column we will not change the expectation value. In fact we can integrate over the subgroup of matrices which does not change the first column of U . Now for a moment we fix the matrix U and consider the expectation value
where matrices V are in the form
The E V is an expectation with respect to the Haar measure on
in the above way. Note, that the vector U V |1 represents a random orthogonal vector to the |U 0 = U |0 . First we calculate
Now, using standard integrals we obtain
where θ(x) = (1 − δ x,0 ) and incorporates the condition that first element of vector |V 1 is zero. Now we obtain, after elementary calculations, using the fact that U is unitary
where S N is a swap operation on two systems of dimensions N each, i.e. S = N −1
We are going to use several times the following identity often used in quantum information. For two square matrices ρ 1 , ρ 2 of size N
This identity allows us to obtain
After performing partial trace over subsystems 2 and 4 we get
In the above formulas we used ρ 0 = Tr 1 |U 0 U 0 | and the fact, that two partial traces of a pure bi-partite state have the same purity Trρ 2 0 = Tr(ρ 0 ) 2 . Using the above we find the desired expectation M(0, 0, 1, 1) = ETrρ 
Using inner integral we can also calculate the other mixed moments M(0, 1, 0, 1) = ETrρ 0 ρ 1 Trρ 0 ρ 1 = ETr(ρ 0 ⊗ ρ 0 )(ρ 1 ⊗ ρ 1 ) 
This is because 
. 
In this way we calculated all the moments defined in eqn. (29) . Symmetrizing them according the eqn. (30) they can be used in eqn. (32) to establish Proposition 24.
