We discuss piecewise-deterministic approximations of gene networks dynamics. These ap-4 proximations capture in a simple way the stochasticity of gene expression and the propagation of expression 5 noise in networks and circuits. By using partial omega expansions, piecewise deterministic approximations 6 can be formally derived from the more commonly used Markov pure jump processes (chemical master equa-7 tion). We are interested in time dependent multivariate distributions that describe the stochastic dynamics 8 of the gene networks. This problem is difficult even in the simplified framework of piecewise-determinisitic 9 processes. We consider three methods to compute these distributions: the direct Monte-Carlo, the numer-10 ical integration of the Liouville-master equation and the push-forward method. This approach is applied 11 to multivariate fluctuations of gene expression, generated by gene circuits. We find that stochastic fluctu-12 ations of the proteome and much less those of the transcriptome can discriminate between various circuit 13 topologies.
distribution of gene expression fluctuations in gene networks.
In rescaled variables, the master equation reads
Using the first order Taylor series
xc,t) ∂xc
we obtain the Liouville-master equation The discrete variables follow a pure jump Markov dynamics defined by the stoichiometric vectors γ D i and 3 PDP models of gene circuits 183 In this section we introduce a family of PDP models that can be used to represent gene networks. They 184 are a special, simplified case of the class of models defined by (2. 3). The main simplification is that the 185 propensities of reactions in R DC depend on X D and do not depend on x C . 186 As an example, we consider a gene circuit with dichotomous noise. This model is made of n g genes, instance, for a two gene circuit where the first gene is constitutive and the second gene is activated by the 201 11 first one, we have:
(3.1)
The mRNA and protein variables follow ODE dynamics
n g ] represent mRNA degradation, translation, and protein degradation rates for the gene i, respectively, and s = (s 1 , s 2 , . . . , s ng ) is the state of the Markov chain, such that
For the sake of illustration let us consider the simple model of a single constitutive gene controlled 205 by a two state (ON/OFF) promoter. We denote the states of the promoter by 1 and 0 respectively. The 206 transition rate from 0 to 1 is f and from 1 to 0 is h. The protein and mRNA concentrations are x and 207 y, respectively. The transcription initiation rate in the state 1 is k 1 and in the state 0 is k 0 << k 1 .
208
The translation rate is b. The mRNA and protein degradation rates are ρ and a, respectively. The 
The protein and mRNA concentrations follow the ODEs
(3.4)
The probability distribution of the promoter state s results from the dynamics of the two state Markov 212 chain 213 dp 0 dt = −f p 0 (t) + h(1 − p 0 (t)),
where p 0 = P[s = 0] = p(0, x, y) dxdy, p 1 = P[s = 1] = p(1, x, y) dxdy. 214 We also define the asymptotic occupancy probabilities p 0 = h h+f and p 1 = f h+f , representing the 215 probabilities, at steady state, that the promoter state is OFF and ON, respectively.
216
The single constitutive gene model and the advection fluxes of the Liouville-master equation are 217 illustrated in Figure 3 . More complex, two gene circuits models are represented in Figure 4 and their 218
Liouville-master equations are given in the Appendix 1. The PDP Monte-Carlo method is based on the direct simulation of the PDP process. A simple algorithm 227 has been proposed in [8] . For the sake of completeness we recall here the main steps of this algorithm.
228
(1) Set the initial state condition s = s 0 , x = x 0 , y = y 0 , t = 0.
229
(2) Generate a random variable u uniformly distributed in [0, 1],
230
(3) Integrate the system of differential equations obtained by adding to (3.2) the equation for the 231 survival function F of the waiting time to the next Markov chain transition 
(4.4)
One can note the limit version of the boundary conditions allow divergence of p 0 , p 1 on the boundaries 
298
Let us introduce our model beginning with the MEs describing the dynamics of the first switch,
where, P (t) = (P 0 (t), P 1 (t)) T is the probability occupancy vector whose entries are the probabilities to 300 find the first switch in the OFF state (P 0 (t)) or in the ON state (P 1 (t)). The infinitesimal stochastic 301 18 matrix H 1 is given by:
This is a basic telegraph process where the rates f 1 
where y 1 is a random variable representing the copy number of mRNA in the cell coming from the first gene.
306
The random variable s 1 (t) follows the switch statistics, meaning that with probability P 1 (t), s 1 (t) = 1 at 307 time t and s 1 (t) = 0 with probability P 0 (t), again at time t. The production rate of mRNA is a function 308 of the random variable s 1 (t) following
where K 1 is the highest level of mRNA production and K 0 is the basal one. The third equation describing 310 the activity of the first gene is for the random variable representing the protein density associated to it;
where α is protein degradation rate and β is the translation rate. The last equation for the coupled gene 312 model is the one governing the probability occupancy of the second gene,
where Q(t) = (Q 0 (t), Q 1 (t)) T encodes, in its entries, the information about the probability to find the 314 second gene ON (Q 1 (t)) or OFF (Q 0 (t)). The matrix H 2 (t) is given by
(4.10)
In the model at hand, the main source of stochasticity is the switching ON and OFF of the gene.
316
This noise is transmitted to mRNA synthesis process through the rate k(s 1 (t)) which is a function of a 317 random variable (s 1 (t)) and, so, a random variable itself. The first step of the push-forward method is 318 to compute the time dependent distribution probability of mRNA molecules y 1 (t) (which is perturbed by 319 the random variable s 1 (t)) once the probability distribution of the perturbation is known. To do so, we 320 begin by presenting the solutions of Eqs (4.5),
where P (t 0 ) encodes the initial configuration (given at t = t 0 ) of the switch, and the matrices are
(4.12)
Explicitly, the solutions are given as
where p 0 = h/(f + h) and p 1 = f /(f + h) are the asymptotic occupancy probabilities to find the gene OFF 324 20 and ON, respectively. Going on, we present the formal solution of the RDE governing mRNA dynamics,
where we have rescaled time t by the mRNA degradation rate and introduced the new time parameter, 326 τ = tρ, and also the dimensionless parameters k 0 = K 0 /ρ and 
(4.15)
It is worthwhile to remember that s 1 (τ ) is a jumping process assuming, at each instant of time, just one 331 of the values, 0 or 1, with probability P 0 (τ ) or P 1 (τ ), respectively. Now the solution of y 1 (τ ) is given as 332 a function of sequences of s 1 (τ j ), with j = 0, ..., N − 1. These sequences are strings of zeros and ones and 333 we must consider all of them. For instance, if the number of partitions is N , we will have 2 (N −1) possible 334 sequences and each one will lead to a different value of y 1 (τ ). The remaining task is to assign the correct 335 weight for each one of these values of y 1 (τ ). This is achieved by using the occurrence probability of each 336 possible string of zeros and ones defining the values of y 1 (τ ). The occurrence probability is given by the 337 joint distribution probability of having s 1 (τ j ) = 0 or 1 at time τ j for j = 0, ..., N − 1 which is
where P s 1 (τ 0 ) (τ 0 ) is the occupancy probability to find the gene in state s 1 (τ 0 ) at time τ 0 , as per (4.13),
and Prc(. . . | . . .) stands for the conditional probability for the telegraph process. For instance,
encodes the transition probability from state s 1 (τ N −2 ) to state s 1 (τ N −1 ) during the time interval τ N −1 − 339 τ N −2 knowing that at τ N −2 the system was with probability one in state s 1 (τ N −2 ). The conditional 340 probabilities for the telegraph process, which is a Markovian process, are easily obtained by chosen the 341 appropriate initial configuration:
342
where the new parameter = (f + h)/ρ measures the flexibility of the switch. With the conditional 343 probabilities and (4.15) at hand, we can calculate the time dependent probability distribution for the 344 mRNA density. We have considered two examples: one is the fast switch regime ( > 1) and, the other, 345 slow switching ( < 1).
346
Protein distribution in time can be obtained in the same fashion as the one for mRNA. The general 347 solution for protein density is: 
where, we have used the definition k(s 1 (τ )) = k 0 (1 − s 1 (τ )) + k 1 s 1 (τ ) to simplify the notation. As before,
352
we have illustrated our method by calculating the protein density for the same two regimes of switch 353 flexibility.
354
To analyze the influence of the first gene on the second one we have assumed that the action of the first 355 gene is to activate the second (see (4.10)). To do so, instead of solving the RDE describing the activity 356 of the second gene (it is an RDE because the perturbation x 1 (τ ) is a random variable) we have analyzed 357 the mean value of the occupancy probability of the second gene whose dynamics is given by
and Q 1 (τ ) = 1 − Q 0 (τ ) . The general solution for Q 0 (τ ) is given by
(4.23)
For the circuit G 1 G 2 G 1 .
For gene circuits (4.2) read
where c i (s), i ∈ [0, n g ] are positive constants depending on the discrete Markov chain state s. 474 The solution of this system is straightforward
For the single constitutive gene model c
The constants c i , i ∈ {0, 1, 2} for the two gene models are given in the Table 2 . For a general gene network, 478 the constants table is precalculated symbolically and used to generate automatically the simulation code.
In order to obtain an expression for x 1 (τ ) we must solve a set of ordinary differential equations:
where k(s 1 (τ )) = k 0 P 0 (τ ) + k 1 P 1 (τ ). The solution for y 1 (τ ) is:
The general solution for protein mean value has the structure,
where the coefficients are given by : by the Monte-Carlo method (green lines) and by the push-forward method (black lines). The initial data is x 1 = x 2 = y 1 = y 2 = 0 and the circuit parameters are ρ = 1, k 0 = 4, k 1 = 40, a = 1/5, b = 4, p a = 0.5, for both genes, and = 0.5, = 5.5, for slow, and fast switching genes, respectively. The comparison is quantified by the distance d defined by (4.1). Figure 8 : Steady state bivariate histograms of mRNA copy numbers from two interacting genes in circuits of different types and for four switching regimes of the promoters (SS, FF, SF, FS, where SF means that the first gene is slowly switching whereas the second is switching fastly), obtained with the Monte-Carlo method. The individual gene parameters are those used in Figure 5 ; f and h constants in f x i or hx i terms are chosen such that then mean mRNA and protein are the same in regulated and constitutive genes. The probability to color map relation is logarithmic. Figure 9 : Steady state bivariate histograms of protein copy numbers from two interacting genes in circuits of different types and for four switching regimes of the promoters, obtained with the Monte-Carlo method.
The individual gene parameters are those used in Figure 5 ; f and h constants in f x i or hx i terms are chosen such that then mean mRNA and protein are the same in regulated and constitutive genes. The probability to color map relation is logarithmic. The parameters of the simulations are those used in Figure 9 . 48
