Consistent Risk Estimation in High-Dimensional Linear Regression by Xu, Ji et al.
Consistent Risk Estimation in High-Dimensional Linear
Regression
Ji Xu, Arian Maleki, Kamiar Rahnama Rad
February 8, 2019
Abstract
Risk estimation is at the core of many learning systems. The importance of this problem has motivated researchers
to propose different schemes, such as cross validation, generalized cross validation, and Bootstrap. The theoretical
properties of such estimates have been extensively studied in the low-dimensional settings, where the number of
predictors p is much smaller than the number of observations n. However, a unifying methodology accompanied
with a rigorous theory is lacking in high-dimensional settings. This paper studies the problem of risk estimation under
the high-dimensional asymptotic setting n, p → ∞ and n/p → δ (δ is a fixed number), and proves the consistency
of three risk estimates that have been successful in numerical studies, i.e., leave-one-out cross validation (LOOCV),
approximate leave-one-out (ALO), and approximate message passing (AMP)-based techniques. A corner stone of
our analysis is a bound that we obtain on the discrepancy of the ‘residuals’ obtained from AMP and LOOCV. This
connection not only enables us to obtain a more refined information on the estimates of AMP, ALO, and LOOCV, but
also offers an upper bound on the convergence rate of each estimate.
1 Introduction
1.1 Objectives
In many applications, a dataset D = {(x1∗, y1), (x2∗, y2), . . . , (xn∗, yn)} with xi∗ ∈ Rp and yi ∈ R is modeled as
yi = x
>
i∗β0 + wi,
where β0 ∈ Rp denotes the vector of unknown parameters, and wi denotes the error or noise. β0 is typically estimated
by the solution to the following optimization problem
βˆλ = arg min
β∈Rp
n∑
i=1
l(yi − x>i∗β) + λ
p∑
i=1
R(βi). (1)
l is the loss function, R is the regularizer, and λ > 0 is a tuning parameter. The performance of βˆλ depends heavily
on λ. Hence, finding the ‘optimal’ λ is of major interest in machine learning and statistics. In most applications, one
would ideally like to find the λ that minimizes the out-of-sample prediction error:
Errout,λ , E[l(ynew − x>new ∗βˆλ)
∣∣D],
where (xnew ∗, ynew) is a new data point generated (independently of D) from the same distribution as D.
The problem of estimating Errout,λ fromD has been studied for (at least) the past 50 years, and the corresponding
literature is too vast to be covered here. Methods such as cross validation (CV) Stone (1974); Geisser (1975), Allen’s
PRESS statistic Allen (1974), generalized cross validation (GCV) Craven and Wahba (1979); Golub et al. (1979), and
bootstrap Efron (1983) are seminal ways to estimate Errout,λ.
Since the past studies have focused on the data regime n  p, reliable risk estimates supported by rigorous
theory are lacking in high-dimensional settings. In this paper, we study the problem of risk estimation under the
high-dimensional asymptotic setting where both the number of features and observation go to infinity, while their ratio
remains constant, i.e., n/p = δ as n, p → ∞. Suppose that Êrrout,λ is an estimate of Errout,λ obtained from dataset
D. The fundamental consistency property we want for an estimate Êrrout,λ of Errout,λ is:
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Figure 1: Comparison of K-fold cross validation (for K = 2, 3, 5) and leave-one-out cross validation with the true
(oracle-based) out-of-sample error for the ridge problem where l(y − x>βˆ) = 12 (y − x>βˆ)2 and R(βˆ) = 12‖βˆ‖22. In
high-dimensional settings the upward bias of K-fold CV clearly decreases as number of folds increase. Data is y ∼
N (Xβ∗, I) where X ∈ Rn×p. The true coefficients β∗ follows N (0, 4I). Dimensions are (n, p) = (1500, 1200).
The rows ofX are independentN (0, 1nI). Extra-sample test data is ynew ∼ N (x>newβ∗, 1) where xnew ∼ N(0, 1nI).
The true (oracle-based) out-of-sample prediction error is Errout,λ = E[(ynew −x>newβˆ)2|y,X] = 1 + ‖βˆ−β∗‖22/n.
All depicted quantities are averages based on 50 random independent samples.
(P0) |Êrrout,λ − Errout,λ| → 0 in probability, as n, p→∞ and n/p = δ.
As is clear from Figure 1, standard techniques such as 3-fold and 5-fold cross validation exhibit large biases and do
not satisfy P0. The first contribution of this paper is to prove that the following three risk estimation techniques, which
have been successful in numerical studies, satisfy P0:
1. Leave-one-out cross validation (LOOCV): Given its negligible bias shown in Figure 1, it is expected that LOλ,
the estimate given by LOOCV, satisfies P0. It is noted that LOOCV is computationally demanding and hence
impractical in many applications.
2. Approximate leave-one-out (ALO): The high computational complexity of LOλ prompted several authors to
adapt the existing heuristic arguments (Stone, 1977; Allen, 1974) to approximate LOλ and obtain another risk
estimate called ALOλ Beirami et al. (2017); Rad and Maleki (2018); Giordano et al. (2018); Wang et al. (2018).
We formally present ALO in Section 1.4
3. Approximate message passing (AMP): Assuming that l(u, y) = 12 (u − y)2, estimators of the extra-sample
prediction error have been presented using the approximate message passing (AMP) framework (Weng et al.,
2016; Mousavi et al., 2013; Obuchi and Kabashima, 2016; Donoho and Montanari, 2016; Bayati et al., 2013). In
particular Mousavi et al. (2013); Bayati et al. (2013) showed that AMP-based estimate satisfies P0 for squared
loss and bridge regularizers. In this paper, we first generalize AMP-based method to other loss functions and
regularizers in Section 1.5. Then, we prove that this estimate satisfies P0.
The consistency is a minimum requirement a risk estimate should satisfy in high-dimensional settings; if the
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convergence |Êrrout,λ − Errout,λ| → 0 is slow, then the risk estimate will not be useful in practice. This leads us to
the next question we would like to address in this paper:
• Is the convergence |Êrrout,λ − Errout,λ| → 0 fast?
The second contribution of this paper is to answer this question for the three estimates mentioned above. To answer this
question, we develop tools which are expected to be used in the study of other risk estimates or in other applications.
For instance, the connection we derive between the residuals of the leave-one-out and AMP has provided a more
refined information on the estimates that are obtained from AMP. Such connections can be useful for the analysis of
estimates that are obtained from the empirical risk minimization Donoho and Montanari (2015).
1.2 Related work
The asymptotic regime of this paper was first considered in Huber (1973), but only received a considerable attention
in the past fifteen years Donoho and Montanari (2015); El Karoui et al. (2013); Bean et al. (2013); El Karoui (2018);
Sur et al. (2017); Weng et al. (2018); Johnstone (2001); Bayati and Montanari (2012); Thrampoulidis et al. (2015);
Amelunxen et al. (2014); Chandrasekaran et al. (2012); Cai et al. (2016). The inaccuracy of the standard estimates
of Errout,λ in high-dimensional settings has been recently noticed by many researchers, see e.g. Rad and Maleki
(2018) and the references therein. Hence, several new estimates have been proposed from different perspectives. For
instance, Beirami et al. (2017); Rad and Maleki (2018); Giordano et al. (2018); Wang et al. (2018) used different
approximations of the leave-one-out cross validation to obtain computationally efficient risk estimation techniques. In
another line of work, Obuchi and Kabashima (2018); Bayati et al. (2013); Mousavi et al. (2018) used either statistical
physics heuristic arguments or the framework of message passing to obtain more accurate risk estimates.
While most of these proposal have been successfully used in empirical studies, their theoretical properties have
not been studied. The only exceptions are Bayati et al. (2013); Mousavi et al. (2018), in which the authors have shown
that the AMP-based estimate satisfy P0 when l(u − y) = 12 (u − y)2 and the regularizer is bridge, i.e., R(β) = |β|q
for q ≥ 1. Furthermore, the convergence rate is not know for any risk estimate. In this paper, we study the three most
promising proposals, and present a detailed theoretical analysis under the asymptotic n, p → ∞ and n/p → δ. The
tools we develop here are expected to be used in the study of other risk estimates or in other applications. For instance,
the connection we derive between the leave-one-out estimate and that of approximate message passing has enabled the
message passing framework to provide more refined information (such as convergence rate) for different estimates.
1.3 Notations
Let ej ∈ Rp stand for a vector filled with zeros except for the jth element which is one. Let x>i∗ ∈ R1×p stand for
the ith row of X ∈ Rn×p. Let y/i ∈ R(n−1)×1 and X/i ∈ R(n−1)×p stand for y and X , excluding the ith entry
yi and the ith row x>i∗, respectively. Moreover, let x∗i ∈ R1×n stand for the ith column of X and X¯/i ∈ Rn×(p−1)
stand for X , excluding the ith column. Further let β¯\i0 denote the corresponding vectors β0 without ith component
and y¯\i = X¯/iβ¯
\i
0 +w = y−β0,ix∗i. For a vector a, we use ai to denote its ith entry. For any function ψ(·), we use
ψ(a) to indicate the vector
[
ψ(a1), · · · , ψ(ad)
]>
. The vector ei is filled with zeros except for the ith entry which is
one. The diagonal matrix whose diagonal elements are a is referred to as diag [a]. The component-wise ratio of two
vectors a and b is denoted by a/b. Moreover, 〈a〉 stands for the mean of the components of a. We define
βˆλ , arg min
β∈Rp
{
n
〈
l (y −Xβ)〉+ λp 〈R(β)〉}, (2)
β˜
\i
λ , arg min
β∈Rp
{
(n− 1)
〈
l
(
y/i −X/iβ
)〉
+ λp
〈
R(β)
〉}
, (3)
β¯
\i
λ , arg min
β∈Rp−1
{
n
〈
l
(
y¯\i − X¯/iβ
)〉
+ λ(p− 1) 〈R(β)〉}, (4)
where βˆλ is the full model and data estimate, and β˜
\i
λ is the leave observation-i out estimate. We refer to β¯
\i
λ as
the leave predictor-i out estimate. Further, l′(x), l′′(x), R′(x), R′′(x) stand for the first and second derivatives for l
and R respectively. Finally, σmax(M) and σmin(M) denote the maximum and minimum eigenvalues of a matrix M
respectively.
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1.4 The estimates LOλ and ALOλ
Leave-one-out cross validation (LOλ) offers the following estimate for Errout,λ:
LOλ :=
1
n
n∑
i=1
l(yi − x>i∗β˜\iλ ),
where
β˜
\i
λ := arg min
β∈Rp
n∑
j 6=i
l(yj − x>j∗β) + λ
p∑
i=1
R(βi). (5)
LOλ is computationally infeasible when both n and p are large. To alleviate this problem, Rahnama Rad and Maleki
(2018) used the following single step of the Newton algorithm (with initialization βˆλ) to approximate the solution of
(3):
β˜
\i
λ ≈ βˆλ − l′(yi − x>i∗βˆλ)
 n∑
j 6=i
xj∗x>j∗l
′′(yj − x>j∗βˆλ) + λdiag
[
R′′(βˆλ)
]−1 xi∗.
(6)
Then, using Woodbury matrix inversion lemma, in Rahnama Rad and Maleki (2018) the following approximate leave-
one-out formula was derived:
ALOλ :=
1
n
n∑
i=1
l
(
yi − x>i∗βˆλ +
l′(yi − x>i∗βˆλ)
l′′(yi − x>i∗βˆλ)
· Hii
1−Hii
)
, (7)
where Hii is the ith diagonal element ofH defined by:
X
(
X>diag
[
l′′(y −Xβˆλ)
]
X + λdiag
[
R′′(βˆλ)
])−1
X>diag
[
l′′(y −Xβˆλ)
]
.
Despite the existing numerical results that exhibit the accuracy of ALOλ, its theoretical analysis is lacking. The accu-
racy of this approximation was confirmed in Rahnama Rad and Maleki (2018) under certain ‘stability’ assumptions.
However, they could not show whether such ‘stability’ assumptions hold for β˜\iλ in high-dimensional settings. Fur-
thermore, their results are only concerned with the discrepancy |ALOλ−LOλ|, and does not provide any information
on the consistency of each estimate.
1.5 Risk estimation with AMP
Besides LOλ and ALOλ, another risk estimation technique we study in this paper is based on the approximate message
passing (AMP) framework Maleki (2011). For squared loss l(u, y) = 12 (u − y)2 and bridge regularizers, Mousavi
et al. (2017) used the AMP framework to obtain consistent estimates of Errout,λ. In this section, we explain how
an estimate AMPrisk,λ of Errout,λ can be obtained for the more general class of estimators we consider in (1). The
heuristic approach that leads to the following construction of AMPrisk,λ is explained in Appendix D.
1. Compute βˆλ from (1).
2. Find τˆ that satisfies the following equation:
λ =
〈
l′′(y −Xβˆλ)
1
τˆ +
1
δλ
〈
1
1+τˆR′′(βˆλ)
〉
· l′′(y −Xβˆλ)
〉
. (8)
3. Using βˆλ from step 1, and τˆ from step 2, define
θˆ :=
1
δλ
〈
τˆ
1 + τˆR′′(βˆλ)
〉
. (9)
4
4. Finally, the AMP-based risk estimator is given by
AMPrisk,λ :=
1
n
n∑
i=1
l
(
yi − x>i∗βˆλ + θˆ · l′(yi − x>i∗βˆλ)
)
. (10)
To ensure the existence of τˆ in step 2, we will show in Lemma 2 that there is a one-to-one relationship between λ and
τˆ . Further, we will show in Section 2.2.1 that yi − x>i∗βˆ + θˆ · l′(yi − x>i∗βˆλ) is close to yi − x>i∗β˜\i. In other words,
the term θˆ · l′(y −Xβˆλ) corrects the optimistic training error yi − x>i∗βˆλ, and pushes it closer to the out-of-sample
error.
2 Main results
2.1 Assumptions
In this section, we present and discuss the assumptions used in this paper. Note that we do not require all of the
assumptions for any individual result, and some of the assumptions can be weakened or replaced by other assumptions,
as we also discuss below. The first few assumptions are about the structural properties of the loss function and
regularizer.
Assumption O.1. Loss function l(·) and regularizer R(·) are convex and have continuous second order derivatives.
Moreover, the minimizer of R(·) is finite.
Assumption O.2. (Ho¨lder Assumption) The second derivatives of the loss function l and regularizer R are Ho¨lder
continuous: there exists constants α ∈ (0, 1] and Cl, Cr > 0 such that for all |x− x′| ≤ 1, we have
|l′′(x)− l′′(x′)| ≤ Cl|x− x′|α and |R′′(x)−R′′(x′)| ≤ Cr|x− x′|α.
This implies that there exists constants C > 0 and ρ ∈ [0, 1] such that for all x ∈ R, we have
max{l′′(x), R′′(x)} ≤ C(1 + |x|ρ),
max{l′(x), R′(x)} ≤ C(1 + |x|ρ+1),
max{l(x), R(x)} ≤ C(1 + |x|ρ+2).
Assumption O.2 ensures that the second derivatives is locally smooth. Given that the original assumptions in the
derivation of ALOλ and AMP is twice differentiability of the loss function and regularizer, Assumption O.2 is only
slightly stronger than the twice differentiability assumptions that were used in deriving ALOλ formula (7). Note that
for non-differentiable cases, one can easily apply a smoothing scheme similar to the ones proposed in Koh and Liang
(2017); Mousavi et al. (2018), and still use these risk estimates.
Assumption O.3. There exists κl > 0 such that
inf
x∈R
l′′(x) ≥ κl.
Assumption O.3 ensures the uniqueness of the solutions of our optimization problems. In that vain, even if we
replace Assumption O.3 with infx∈RR′′(x) ≥ κl, then most of our results will still hold. The only exceptions is
Lemma 7. As will become clear, the proof of Lemma 7 requires 1n
∑n
i=1 l
′′(yi − x>i∗βˆλ) ≥ κ`. This in turn, only
requires that a constant fraction of the residual fall in the regions at which the curvature of ` is positive.
Finally, we should emphasize that since in our proofs we calculate the curvature at and around β˜\iλ , we only require
a lower bound in a neighborhood of these estimates. Furthermore, if the curvature in such neighborhoods goes to zero
‘slowly’, still our risk estimates will be consistent. We will keep the dependency of our bounds on κl for the readers
who are interested in the cases where κl is not constant and goes to zero. However, for notational simplicity we have
considered a global lower bound for the curvature in Assumption O.3, and in almost all the results will see κl as a
constant.
So far, the assumptions have been concerned with the geometric properties of the loss function and the regularizer.
The rest of our assumptions are about the statistical properties of the problem.
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Assumption O.4. Let β0,w and X be mutually independent random variables. Furthermore, we assume each data
point (yi,xi∗) is i.i.d. generated, yi = x>i∗β0 + wi, and the elements of xi∗ are independent zero mean Gaussian
random variables with variance 1n . We assume the entries of β0 are i.i.d. random variables. Finally, we assume that
the entries of w and β0 are subGaussian random variables respectively, i.e., there exists a constant C such that for
any fixed r ≥ 1, and for all i, we have
(E|wi|r) 1r ≤ C
√
r and (E|β0,i|r) 1r ≤ C
√
r.
Assumption O.4 is a standard assumption in the high-dimensional asymptotic analysis of regularized estimators
Donoho and Montanari (2015); Bradic and Chen (2015); El Karoui et al. (2013); Bean et al. (2013); El Karoui (2018);
Sur et al. (2017); Weng et al. (2018); Johnstone (2001); Bayati and Montanari (2012); Thrampoulidis et al. (2015);
Amelunxen et al. (2014); Chandrasekaran et al. (2012); Cai et al. (2016).
Suppose that we have a sequence of problem instances (β0(p),w(p),X(p)) indexed with p (with fixed n/p =
δ > 1), and each problem instance satisfies Assumption O.4. Then, solving (1) for the sequence of problem instances
(β0(p),w(p),X(p)) leads to a sequence of estimates βˆλ(p). Our last assumption is about this sequence.
Assumption O.5. Every component of βˆλ(p) remains bounded by a sufficiently small power of n. More specifically,
sup
i=1,··· ,p
|e>i βˆλ(p)|ρ ≤ Op (cn) ,
where cn is a constant that satisfies cn = o(nα
2/4). α, ρ are the constants stated in O.2.
Note that in this paper, we use βˆλ and βˆλ(p) interchangeably. Assumption O.5 requires every component of the
original estimate βˆλ to be bounded. One can heuristically argue that this assumption holds given Assumption O.1-O.4.
Let us mention a heuristic argument here. Suppose that Assumptions O.1-O.4 hold. We can show that (See (37) and
(41) in the proof for Lemma 3 in Section A.3)
1√
n
‖βˆλ − β0‖ = Op
(
1
κl
)
.
Hence, on average, the component-wise distance between βˆλ and β0 should be Op
(
1
κl
)
. Note that according to As-
sumption O.4, every component of the true signal β0 can be bounded by Op
(
poly log(n)
)
(See Lemma 11). There-
fore, intuitively, every component of βˆλ should be bounded by Op
(
poly log(n)
κl
)
as well. In fact, we can show that O.5
holds with cn = Op
(
poly log(n)
κ15ρl
)
, if we assume O.1-O.4 hold, and the regularizer satisfies an extra condition. This is
described in the following lemma:
Lemma 1. Suppose that Assumptions O.1-O.4 are satisfied. Furthermore, suppose that the regularizer satisfies one
of the following conditions.
(a) R′′(x) is Lipchitz and supiR
′′(e>i βˆλ) = Op
(
poly log(n)
)
.
(b) There exists constant c > 0 such that supx∈RR
′′(x) < c.
(c) There exists constant c > 0 such that infx∈RR′′(x) > c.
Then, supi |e>i βˆλ(p)|ρ = Op
(
poly log(n)
κ15ρl
)
.
Since the proof of this lemma uses some of the results we will prove in later sections, we postpone it to Appendix
C.
2.2 Main results
In this section, we address question about the convergence rate mentioned in the introduction for LOλ, ALOλ and
AMPrisk,λ. Toward this goal, we first bound the discrepancy between AMPrisk,λ and LOλ in Section 2.2.1. The
connections we derive between AMP estimates and leave-one-out estimates are instrumental in the rest of the proofs.
Then, we find an upper bound for |LOλ − Errout,λ| in Section 2.2.2. Finally, we obtain an upper bound for the
discrepancy between LOλ and ALOλ in Section 2.2.3.
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2.2.1 The discrepancy of AMPrisk,λ and LOλ
Our first result bounds
∣∣LOλ −AMPrisk,λ∣∣ as mentioned in the next theorem.
Theorem 1. Assuming O.1-O.5, for any fixed λ > 0, we have
∣∣LOλ −AMPrisk,λ∣∣ = Op
poly log(n) · c1+αn
n
α2
2 · κ72ρ+22l
 .
Proof sketch. Below, we sketch the proof. Details are in Section A. As the first step, in Lemma 2, we show that τˆ ,
introduced in (8), is uniquely defined. Hence, the heuristic recipe we mentioned in Section 1.5 leads to a well-defined
estimate for Errout,λ. Note that Lemma 2.2.1 does not provide any information on the quality of this estimate.
Lemma 2. Under Assumption O.1, for any (X,y,β),
γ =
〈
l′′(y −Xβ)
1
τ +
1
δγ
〈
1
1+τR′′(β)
〉
· l′′(y −Xβ)
〉
, (11)
defines a one-to-one mapping between γ ∈ R+ and τ ∈ R+.
The proof is given in Section A.2. According to this lemma, a unique value of τˆ satisfies (8). Using this unique
value we can calculate the unique θˆ that satisfies (9), and obtain the following estimate of Errout,λ:
AMPrisk,λ =
n∑
i=1
`(yi − x>i∗βˆ + θˆ · l′(yi − x>i∗βˆλ)) (12)
To compare this risk estimate with LOλ, we first simplify LOλ in the following proposition.
Proposition 1. Under Assumptions O.1, O.2, O.3 and O.4, we have
sup
i,j
∣∣∣e>j (βˆ − β˜\i)∣∣∣ = Op
(
poly log(n)
n
α
2 · κ8ρ+7l
)
.
Moreover, if we define
˜i := β˜\i − βˆ + l′(yi − x>i∗βˆ)A˜−1i xi∗,
where
A˜i := X
>diag
[
l′′(y −Xβ˜\i)
]
X + λdiag
[
R′′(β˜\i)
]
− l′′(yi − x>i∗β˜\i)xi∗x>i∗,
then,
sup
i
‖˜i‖ = Op
(
poly log(n)
n
α
2 · κ9ρ+10l
)
.
The proof of Proposition 1 is given in Section A.6. For the special case of `2 regularizer, a similar upper bound
is obtain for supi ‖˜i‖ in Theorem 2.2 of El Karoui (2018). We employ a similar proof strategy. However, due to the
lack of lower bound for the curvature of the regularizer, our argument is more involved. Given the definitions of ˜i
and A˜i, we have
yi − x>i∗β˜\i = yi − x>i∗βˆ + l′(yi − x>i∗βˆ)x>i∗A˜−1i xi∗ − x>i∗˜i, (13)
and hence
LOλ =
n∑
i=1
l
(
yi − x>i∗βˆ + l′(yi − x>i∗βˆ)x>i∗A˜−1i xi∗ − x>i∗˜i
)
.
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Next, with the aid of Proposition 1, we prove that the AMP-based residuals yi −x>i∗βˆ+ θˆ · l′(yi −x>i∗βˆλ) in (10) are
close to the leave-i-out residuals yi − x>i∗β˜\iλ in (5). In that vein,∣∣∣(yi − x>i∗βˆ + θˆ · l′(yi − x>i∗βˆλ))− (yi − x>i∗β˜\i)∣∣∣ = ∣∣∣(θˆ − x>i∗A˜−1i xi∗)l′(yi − x>i∗βˆ) + x>i∗˜i∣∣∣
≤ |l′(yi − x>i∗βˆ)| · |θˆ − x>i∗A˜−1i xi∗|+ ‖xi∗‖ ·Op
(
poly log(n)
n
α
2 · κ9ρ+10l
)
,
where the last inequality is due to Proposition 1. Recall that based on Assumption 4, the entries of xi∗ are i.i.d
zero mean Gaussian random variables with variance 1/n, resulting in supi ‖xi∗‖ = Op (1), as proved in Lemma 11.
Hence, our next main objective is to bound
sup
i=1,··· ,n
l′(yi − x>i∗βˆ)| · |θˆ − x>i∗A˜−1i xi∗|
Towards this goal, we prove
sup
i
∣∣∣θˆ − x>i∗A˜−1i xi∗∣∣∣ = Op
poly log(n) · c1+αn
n
α2
2 · κ67ρ+19l
 , (14)
sup
i
|l′(yi − x>i∗βˆ)| = Op
(
poly log(n)
κ4ρ+2l
)
. (15)
Our first lemma bounds supi |l′(yi − x>i∗βˆ)|.
Lemma 3. Under Assumptions O.1, O.2, O.3 and O.4, for large enough n, we have
sup
i
|yi − x>i∗β˜\i| = Op
(
lnn
κl
)
,
sup
i
‖βˆ − β˜\i‖ = Op
(
poly log(n)
κρ+2l
)
,
sup
i
|yi − x>i∗βˆ| = Op
(
poly log(n)
κρ+2l
)
.
The proof can be found in Section A.3. By Lemma 3 and Assumption O.2, we have
sup
i
|l′(yi − x>i∗βˆ)| ≤ O(1) · (sup
i
|yi − x>i∗βˆ|ρ+1 + 1) ≤ Op
(
poly log(n)
κ4ρ+2l
)
.
Hence, (15) holds. The final step of the proof is to bound supi
∣∣∣θˆ − x>i∗A˜−1i xi∗∣∣∣. Toward this goal we first want to
prove that
sup
i
∣∣∣∣x>i∗A˜−1i xi∗ − 1nTr(A˜−1i )
∣∣∣∣ = Op(poly log(n)√n · κl
)
. (16)
Note that A˜i and xi∗ are independent and xi∗ are i.i.d. N (0, I/n). Hence, the following lemma, which is a standard
concentration result, can address this issue:
Lemma 4. Let xi ∈ Rp, i ∈ {1, . . . n} be n mean-zero Gaussian random vectors with covariance matrix 1nI . Let
Γi ∈ Rp×p, i = 1, . . . n be n random matrices. Each Γi is independent of xi. Further, let Cn be an upper bound for
the the maximum eigenvalues of all Γi with probability 1− δ. Then with probability 1− δ − 2n , we have
sup
i
|x>i Γixi −
1
n
Tr(Γi)| ≤ 4Cn lnn√
n
.
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See the proof of this lemma in Section A.4. Lemma 4 requires the maximum eigenvalues of all A˜−1i s to be
bounded. Note that, for the minimal eigenvalue of A˜i, we have
inf
i
σmin(A˜i) = inf
i
min
‖u‖=1
u>
(
X>diag
[
l′′(y −Xβ˜\i)
]
X − l′′(yi − x>i∗β˜\i)xi∗x>i∗
)
u
+ u>λdiag
[
R′′(β˜\i)
]
u
(i)
≥ inf
i
min
‖u‖=1
u>
(
X>/i · κlI ·X/i
)
u
(ii)
≥ κlσδ = Ωp (κl) ,
(17)
where Inequality (i) is due to Assumption O.1 and O.3 and Inequality (ii) is due to Lemma 10 (stated in Section A.1).
Hence, the maximum eigenvalue of A˜−1i is upper bounded by Op
(
1/κl
)
. Therefore Lemma 4 implies that
sup
i
∣∣∣∣x>i∗A˜−1i xi∗ − 1nTr(A˜−1i )
∣∣∣∣ = Op(poly log(n)√n · κl
)
. (18)
Hence, in order to prove (14) we need to prove that
sup
i
∣∣∣∣θˆ − 1nTr(A˜−1i )
∣∣∣∣ = Op
poly log(n) · c1+αn
n
α2
2 · κ67ρ+19l
 .
To achieve this goal, we first introduce an extra quadratic term to the regularizer
Rc(x) = R(x) +
c3
2
x2, (19)
where c3 = 1√n . This quadratic term offers a lower bound for the curvature of the regularizer. The existence of such a
lower bounds simplifies our analysis. To see the exact place this lower bound has simplified our analysis, we refer to
Lemma 16 in Appendix A.9.4. Based on regularizer Rc(x) define A˜c,i as a counter part of A˜i by replacing diag
[
R′′
]
with diag
[
R′′c
]
, i.e,
A˜c,i = X
>diag
[
l′′(y −Xβ˜\i)
]
X − l′′(yi − x>i∗β˜\i)xi∗x>i∗ + λdiag
[
R′′c (β˜
\i)
]
= A˜i + c3I.
Moreover, define
Aˆc = X
>diag
[
l′′(y −Xβˆ)
]
X + λdiag
[
R′′c (βˆ)
]
.
It turns out that 1nTr(Aˆ
−1
c ) is very close to
1
nTr(A˜
−1
i ) and hence, we only need to bound
∣∣∣θˆ − 1nTr(Aˆ−1c )∣∣∣. The
next two lemmas prove this claim.
Lemma 5. For large enough n, we have
sup
i
∣∣∣∣ 1nTr(A˜−1i )− 1nTr(A˜−1c,i )
∣∣∣∣ = Op
(
1√
n · κ2l
)
.
and
Lemma 6. For large enough n, we have
sup
i
∣∣∣∣ 1nTr(Aˆ−1c,i )− 1nTr(Aˆ−1c )
∣∣∣∣ = Op
(
poly log(n)
n · κ3ρ+2l
)
,
sup
i
∣∣∣∣ 1nTr(Aˆ−1c,i )− 1nTr(A˜−1c,i )
∣∣∣∣ = Op
 poly log(n)
n
α2
2 · κ8ρ+9l
 ,
where
Aˆc,i := X
>diag
[
l′′(y −Xβˆ)
]
X − l′′(yi − x>i∗βˆ)xi∗x>i∗ + λdiag
[
R′′c (βˆ)
]
.
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The proofs of these two lemmas can be found in Sections A.5 and A.7 respectively. As we described above the goal
is to bound
∣∣∣θˆ − 1nTr(Aˆ−1c )∣∣∣. We remind the reader that the parameter θˆ is obtained from (8) and (9). In other words,
one has to solve the fixed point equation (8) and then plug that in (9) to obtain θˆ. However, it is also clear that by
rearranging (8) and (9) we can see θˆ as a solution of a fixed point equation too. More specifically, it is straightforward
to plug (8) in (9) and obtain
λ
τˆ
=
〈
l′′(y −Xβˆ)
1 + θˆl′′(y −Xβˆ)
〉
. (20)
We can use this equation to obtain τˆ = λ
〈
l′′(y−Xβˆ)
1+θˆl′′(y−Xβˆ)
〉−1
. Finally, note that (8) can be expressed in the following
form:
1
δ
〈
1
1 + τˆR′′(βˆ)
〉
=
〈 1
δλ
〈
1
1+τˆR′′(βˆ)
〉
· l′′(y −Xβˆ)
1
τˆ +
1
δλ
〈
1
1+τˆR′′(βˆ)
〉
· l′′(y −Xβˆ)
〉
,
which is equivalent to
1
δ
〈
1
1 + τˆR′′(βˆ)
〉
= 1−
〈
1
1
δλ
〈
τˆ
1+τˆR′′(βˆ)
〉
l′′(y −Xβˆ) + 1
〉
. (21)
By plugging τˆ = λ
〈
l′′(y−Xβˆ)
1+θˆl′′(y−Xβˆ)
〉−1
in this equation we obtain
〈
1
1 + θˆl′′(y −Xβˆ)
〉
+
1
δ
〈
1
1 + λ
〈
l′′(y−Xβˆ)
1+θˆl′′(y−Xβˆ)
〉−1
R′′(βˆ)
〉
= 1. (22)
Given that the solution for τˆ is unique (according to Lemma 2), the solution for θˆ shall be unique as well. Define
G(θ) =
〈
1
1 + θl′′(y −Xβˆ)
〉
+
1
δ
〈
1
1 + λ
〈
l′′(y−Xβˆ)
1+θl′′(y−Xβˆ)
〉−1
R′′(βˆ)
〉
. (23)
Since we would like to prove that
∣∣∣θˆ − 1nTr(Aˆ−1c )∣∣∣ is small, we expect G( 1nTr(Aˆ−1c )) to be close to G(θˆ) = 1. Our
next lemma shows how we can obtain an upper bound on |G( 1nTr(Aˆ−1c )) − G(θˆ)|. The next step will be to use the
mean value theorem to obtain an upper bound on
∣∣∣θˆ − 1nTr(Aˆ−1c )∣∣∣.
Lemma 7. Consider the function G defined in (23)
∣∣∣∣G(θˆ)−G( 1nTr(Aˆ−1c ))
∣∣∣∣ = Op
poly log(n) · c1+αn
n
α2
2 · κ64ρ+16l
 , (24)
and
∣∣G′(θ)∣∣ ≥ Ωp( κ3ρ+1l
(1 + θ2) poly log(n)
)
. (25)
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The proof of Lemma 7 can be found in Section A.8. As we discussed before, the next step is to use (24) and the
mean value theorem to obtain an upper bound on
∣∣∣θˆ − 1nTr(Aˆ−1c )∣∣∣. The main issue however, is that θ appears in the
lower bound of the derivative in (25). Hence, before applying the mean value theorem we have to prove that both θˆ
and 1nTr(Aˆ
−1
c ) are bounded. Note that, for the minimal eigenvalue of Aˆc, we have
σmin(Aˆc) = min‖u‖=1
u>
(
X>diag
[
l′′(y −Xβˆ)
]
X + λdiag
[
R′′c (βˆ)
])
u
(i)
≥ min
‖u‖=1
u>
(
X> · κlI ·X
)
u
(ii)
≥ Ωp (κl) ,
(26)
where Inequality (i) is due to the construction of Rc in (19) and Assumption O.3, and Inequality (ii) is due to Lemma
10. Hence, the eigenvalues of Aˆ−1c are upper bounded by Op
(
1/κl
)
and therefore, we have
1
n
Tr(Aˆ−1c ) = Op
(
1
κl
)
. (27)
To bound θˆ, we multiply 1λδ
〈
1
1+τˆR′′(βˆ)
〉
by both sides of (8) and obtain
1
δ
〈
1
1 + τˆR′′(βˆ)
〉
=
〈 1
δλ
〈
1
1+τˆR′′(βˆλ)
〉
l′′(y −Xβˆλ)
1
τˆ +
1
δλ
〈
1
1+τˆR′′(βˆλ)
〉
· l′′(y −Xβˆλ)
〉
,
which is equivalent to
1
δ
〈
1
1 + τˆR′′(βˆ)
〉
= 1−
〈
1
1
δλ
〈
τˆ
1+τˆR′′(βˆ)
〉
l′′(y −Xβˆ) + 1
〉
. (28)
Then we plug (9) in the RHS of (28) and obtain〈
θˆl′′(y −Xβˆ)
1 + θˆl′′(y −Xβˆ)
〉
=
1
δ
〈
1
1 + τˆR′′(βˆ)
〉
. (29)
Hence, by (29) and Assumption O.1, we have
1
δ
≥
〈
θˆl′′(y −Xβˆ)
1 + θˆl′′(y −Xβˆ)
〉
.
This implies that
1
1 + θˆ infi l′′(yi − x>i∗βˆ)
≥
〈
1
1 + θˆl′′(y −Xβˆ)
〉
≥ 1− 1
δ
.
Therefore, with Assumption O.3, we have1
θˆ ≤ Op
(
1
κl
)
. (30)
Lemma 7 and the mean value theorem will then imply that∣∣∣∣θˆ − 1nTr(Aˆ−1c )
∣∣∣∣ = Op
poly log(n) · c1+αn
n
α2
2 · κ67ρ+19l
 .
1If we replace Assumption O.3 by infx∈RR′′(x) ≥ κl, we can upper bound θˆ by Op
(
1
κl
)
via its construction in (9)
11
Hence, if we define zˆi = yi − x>i∗βˆ + θˆ · l′(yi − x>i∗βˆλ), then we have
sup
i
∣∣∣zˆi − (yi − x>i∗β˜\i)∣∣∣ = Op
poly log(n) · c1+αn
n
α2
2 · κ71ρ+21l
 .
Finally, by combining the Mean Value Theorem, Lemma 3 and Assumption O.2, we have∣∣LOλ −AMPrisk,λ∣∣
= sup
i
∣∣∣zˆi − (yi − x>i∗β˜\i)∣∣∣ ·Op(1 + sup
i
max(|zˆi|ρ+1, |yi − x>i∗β˜\i|ρ+1)
)
= Op
poly log(n) · c1+αn
n
α2
2 · κ72ρ+22l
 .
This completes the proof of the theorem. 
2.2.2 Discrepancy of LOλ and Errout,λ
The following result provides an upper bound on the difference between LOλ and Errout,λ.
Theorem 2. Under Assumptions O.1, O.2, O.3 and O.4, we have
|LOλ − Errout,λ| = | 1
n
n∑
i=1
l(yi − x>i∗β˜\i)− E[l(ynew − x>new∗βˆλ)
∣∣D]| = Op(poly log n
κ2ρ+3l
√
n
)
.
Proof sketch. The main idea is to break the difference LOλ − Errout,λ into the following two pieces:
part 1: P1 =
1
n
n∑
i=1
l(yi − x>i∗β˜\i)−
1
n
n∑
i=1
E[l(ynew − x>new∗β˜\i)
∣∣D],
part 2: P2 =
1
n
n∑
i=1
E[l(ynew − x>new∗β˜\i)
∣∣D]− E[l(ynew − x>new∗βˆλ)∣∣D].
For part 1, we note that
E[l(ynew − x>new∗β˜\i)
∣∣D] = E[l(ynew − x>new∗β˜\i)∣∣Di] = E[l(yi − x>i∗β˜\i)∣∣Di],
where Di = D\{(xi∗, yi)}. Hence, part 1 is equal to
P1 =
1
n
n∑
i=1
(l(yi − x>i∗β˜\i)− E[l(yi − x>i∗β˜\i)
∣∣Di])
It is clear that the expected value of P1 is equal to zero. Furthermore, we claim that since the correlations among the
different terms in the summation are small enough, we can bound the variance by O
(
1
nκ4ρ+6l
)
. The following lemma
clarifies this claim:
Lemma 8. For all i 6= j ∈ {1, 2, . . . , n}, we have
E
[(
l(yi − x>i∗β˜\i)− E[l(yi − x>i∗β˜\i)
∣∣Di])(l(yj − x>j∗β˜\j)− E[l(yj − x>j∗β˜\j)∣∣Dj ])]
is at most O
(
1
nκ4ρ+6l
)
. Furthermore, we have
var(P1) = O
(
1
nκ4ρ+6l
)
.
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The proof of this lemma can be found in Section B.1. Lemma 8 combined with Markov inequality imply that part
1 is bounded by Op
(
1
κ2ρ+3l
√
n
)
. Hence, the next step of the proof is to bound P2 by
Op
(
1
κ1.5ρ+2l
√
n
)
. By applying the mean value theorem we have
|P2| ≤ sup
i,ξ
∣∣∣∣∣E
[
x>new(β˜
\i − βˆ)l′
(
ynew − x>new((1− ξ)βˆ + ξβ˜\i)
) ∣∣D]∣∣∣∣∣
Then by using the Cauchy-Schwarz inequality and independency between the new copy (xnew, ynew) and the data set
D, we have
|P2|2 ≤ sup
i,ξ
E
[(
x>new(β˜
\i − βˆ)
)2 ∣∣D] · E[(l′ (ynew − x>new((1− ξ)βˆ + ξβ˜\i)))2 ∣∣D
]
= sup
i,ξ
‖β˜\i − βˆ‖2
n
· E
[(
l′
(
ynew − x>new((1− ξ)βˆ + ξβ˜\i)
))2 ∣∣D]
≤ sup
i
‖β˜\i − βˆ‖2
n
·O(1) ·
(
1 + sup
i
‖β˜\i − β0‖4ρ+4
n2ρ+2
+ sup
i
‖βˆ − β˜\i‖4ρ+4
n2ρ+2
)
,
where the last inequality is due to Assumption O.2. From the proof of Lemma 3 in Section A.3 (See (37) and (41)),
we have
sup
i
‖β˜\i − βˆ‖2
n
= Op
(
poly log(n)
n · κρ+2l
)
sup
i
‖β˜\i − β0‖2
n
= Op
(
1
κl
)
. (31)
Hence, P2 is bounded by Op
(
1
κ1.5ρ+2l
√
n
)
. .
2.2.3 The discrepancy of LOλ and ALOλ
Our next result is concerned with the difference between LOλ and ALOλ.
Theorem 3. Under Assumptions O.1, O.2, O.3 and O.4, we have
|LOλ −ALOλ| = Op
 poly log(n)
n
α2
2 · κ13ρ+12l
 . (32)
Proof sketch.
First we remind the reader that according to Proposition 1, we have
β˜\i = βˆ − l′(yi − x>i∗βˆ)A˜−1i xi∗ + ˜i,
where
A˜i = X
>diag
[
l′′(y −Xβ˜\i)
]
X + λdiag
[
R′′(β˜\i)
]
− l′′(yi − x>i∗β˜\i)xi∗x>i∗.
Furthermore in the same proposition we proved
sup
i
‖˜i‖ = Op
(
poly log(n)
n
α
2 · κ9ρ+10l
)
.
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By comparing this formula with (6), which was the main formula that led to ALOλ, it is straightforward to confirm
that if we obtain a bound on the difference x>i∗Aˆ
−1
i xi∗ − x>i∗A˜−1i xi∗, with
Aˆi = X
>diag
[
l′′(y −Xβˆ)
]
X − l′′(yi − x>i∗βˆ)xi∗x>i∗ + λdiag
[
R′′(βˆ)
]
,
then we can obtain a bound between ALOλ and LOλ. We will show that
Lemma 9. For large enough n (note that n/p = δ remains fixed), we have
sup
i
∣∣∣x>i∗(A˜−1i − Aˆ−1i )xi∗∣∣∣ = Op
 poly log(n)
n
α2
2 · κ8ρ+9l
 .
Notice that since A˜i − Aˆi = A˜c,i − Aˆc,i, the proof of Lemma 9 can be easily obtained from the proof of Lemma
6. The rest of the proof follows the above lemma immediately.
.
3 Conclusion
By developing a unified approach for studying the out-of-sample prediction error, under the high-dimensional asymp-
totics n, p → ∞, n/p → δ, we obtained the first rigorous proof for the consistency of the leave-one-out cross-
validation, approximate leave-one-out, and the approximate message passing risk estimate. The main challenge of the
rigorous theory presented here was the high-dimensional setting of our framework. To provide practical justification
for the success of these risk estimates, we have also obtained upper bounds for their convergence rates, confirming a
fast convergence when both the loss function and regularizer are smooth.
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A Proof of Theorem 1
A.1 Preliminaries
In this section, we gathered the existing results (or their straightforward corollaries ) that are required in
multiple proofs throughout our manuscript. The first result is concerned with the eigenvalues of several
matrices which will appear in our proofs.
Lemma 10. There exists constant c > 0 such that for large enough n, with probability at least 1 − 8(p −
1)(n+ p+ 1)e−cn, we have all the following statements hold.
- σmax(X>X) ≤ 9δ2.
- max1≤i≤p σmax(X>/iX/i) ≤ 9δ2.
- max1≤i≤p σmax(X¯/iX¯>/i) ≤ 9δ2, where X¯/i is matrix X without ith column.
- max1≤i≤p σmax(X¯>/iX¯/i) ≤ 9δ2.
- σmin(X>X) ≥ σδ , where σδ = 12 ·min{(1−
√
1
δ )
2, 1δ }.
- min1≤i≤p σmin(X>/iX/i) ≥ σδ .
- min1≤i≤p σmin(X¯>/iX¯/i) ≥ σδ
This result is a simple corollary of the existing results such as the ones stated in Silverstein (1985).
However, for the sake of completeness we bring the proof here.
Proof. By the proof in Silverstein (1985) (see Equation (2)), we know that if W = U>U , where U ∈
Rn×p and Uij
i.i.d.∼ N (0, 1/n), then we have
the minimum eigenvalue ofW
≥ min
[
(1/n)(ν2n − νnρp−1), (1/n)(ρ21 + ν2n−p+1 − νn−p+2ρ1),
min
j≤p−2
(1/n)(ρ2p−j + ν
2
n−j − (νn−j+1ρp−j + νn−jρp−j−1))
]
,
where ρ2i with i ≤ p − 1 and ν2j with j ∈ [n − p + 2, n] follow chi-squared distribution with degree of
freedom i and j respectively. Next, from Laurent and Massart (2000)[Lemma 1], we have for i ∈ [1, p− 1]
and j ∈ [n− p+ 2, n],
Pr(ρ2i ≥ i+ 2
√
in+ 2n) ≤ e−n
Pr(ρ2i ≤ i− 2
√
in) ≤ e−n
Pr(ν2j ≥ j + 2
√
jn+ 2n) ≤ e−n
Pr(ν2j ≤ j − 2
√
jn) ≤ e−n.
Hence, with probability at least 1− 4(p− 1)e−n, we have
i− 2
√
in ≤ ρ2i ≤ i+ 2
√
in+ 2n, ∀i ∈ [1, p− 1]
j − 2
√
jn ≤ ν2j ≤ j + 2
√
jn+ 2n, ∀j ∈ [n− p+ 2, n].
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Hence, for small enough constant  ∈ (0, 1), we have
1
n
(ν2n − νnρp−1)
≥ 1
n
(
n− 2n√−
√
n+ 2n
√
+ 2n ·
√
p− 1 + 2√pn+ 2n
)
≥ 1− 2√−
√
1 + 3
√
 ·
√
1
δ
+ 3
√

≥ 1−
√
1
δ
− (2 + 4
√
δ)
√

1
n
(
ρ21 + ν
2
n−p+1 − νn−p+2ρ1
)
≥ 1
n
(
0 + n− p+ 1− 2n√−
√
n− p+ 2 + 2n√+ 2n ·
√
1 + 2
√
n+ 2n
)
≥ 1− 1
δ
− 4√.
Further, for all j ≤ p− 2, let ∆ = 2n
√
+ 2n. We have
1
n
(
ρ2p−j + ν
2
n−j − (νn−j+1ρp−j + νn−jρp−j−1)
)
≥ 1
n
(
p− j − 2n√+ n− j − 2n√−
√
n− j + 1 + ∆ ·
√
p− j + ∆
−
√
n− j + ∆ ·
√
p− j − 1 + ∆
)
≥ 1
n
((√
n− j + 1 + ∆ −
√
p− j + ∆
)2
− 2∆ − 1− 4n
√

)
=
1
n
((
n− p+ 1√
n− j + 1 + ∆ +
√
p− j + ∆
)2
− 2∆ − 1− 4n
√

)
≥
 1− 1δ√
1 + 4
√
+
√
1
δ + 4
√


2
− 9√
≥ 0.9
(
1−
√
1
δ
)2
− 4√.
Hence, for a small enough constant  > 0, we have
Pr
(
σmin
(
X>X
)
< σδ
)
≤ 4(p− 1)e−n.
Similarly, we have
Pr
(
σmax
(
X>X
)
> 9δ2
)
≤ 4(p− 1)e−n.
Further with a union bound over X>/iX/i and X¯
>
/iX¯/i for all possible i, we obtain that with probability at
least 1− 8(n+ p+ 1)(p− 1)e−n, the statements of the theorem hold
Our second lemma reviews the different concentrations for subGaussian random vectors.
Lemma 11. Under Assumption O.4, for large enough n, we have
sup
i
|‖xi∗‖2 − 1
δ
| = op(1), sup
i
|‖x∗i‖2 − 1| = op(1),
sup
i
|wi| = Op (lnn) , sup
i
|β0,i| = Op (lnn) and sup
i,j
|xij | = Op
(
lnn√
n
)
.
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Proof. Note that n‖xi∗‖2 and n‖x∗i‖2 follow chi-squared distributions with degrees of freedom p and n
respectively. Hence, by Laurent and Massart (2000)[Lemma 1], we have for any i,
Pr
(
n‖xi∗‖ ≥ p+ 2√p+ 2
) ≤ e−
Pr
(
n‖xi∗‖ ≤ p− 2√p
) ≤ e−
Pr
(
n‖x∗i‖ ≥ n+ 2
√
n+ 2
) ≤ e−
Pr
(
n‖x∗i‖ ≤ n− 2
√
n
) ≤ e−.
By choosing  =
√
n and using the union bound for all possible i ∈ [n], we obtain supi |‖xi∗‖− 1δ | = op(1)
and supi |‖x∗i‖ − 1| = op(1). Furthermore, Assumption O.4 implies that wi and β0,i have sub Gaussian
tails, i.e., there exists constant C, v such that for every t > 0, we have
Pr(|wi| > t) ≤ C · e−vt2 and Pr(|β0,i| > t) ≤ C · e−vt2 . ∀i
Hence, we have supi |wi| = Op (lnn) and supi |β0,i| = Op (lnn). Finally, since xij ∼ N (0, 1n ). It is
straightforward to show supi,j |xij | = Op
(
lnn√
n
)
.
Finally, since we will apply Matrix Inversion Lemma repeatedly, we formally state it here.
Lemma 12. (Matrix Inversion Lemma) Let W ∈ Rn1×n1 ,U ∈ Rn1×n2 ,T ∈ Rn2×n2 ,V ∈ Rn2×n1 . If
W−1 and T−1 exists, we have
(W +UTV )−1 = W−1 −W−1U(T−1 + VW−1U)−1VW−1.
A.2 Proof of Lemma 2
We aim to show that given (X,y,β), the mapping between γ and τ defined in (11) is one-to-one. Note that
by multiplying 1δγ
〈
1
1+τR′′(β)
〉
by both sides of (11), we have:
1
δ
〈
1
1 + τR′′(β)
〉
=
〈 1
δλ
〈
1
1+τR′′(β)
〉
l′′(y −Xβ)
1
τ +
1
δγ
〈
1
1+τR′′(β)
〉
· l′′(y −Xβ)
〉
,
which is equivalent to
1−
〈
1
1
δγ
〈
τ
1+τR′′(β)
〉
l′′(y −Xβ) + 1
〉
=
1
δ
〈
1
1 + τR′′(β)
〉
. (33)
Hence, we just need to show that the mapping defined in (33) is a bijection. First, for all fixed τ > 0, the
righthand side of (33) will be a constant between (0, 1). Let the lefthand side be a function of γ, i.e.,
gτ (γ) , 1−
〈
1
1
δγ
〈
τ
1+τR′′(β)
〉
l′′(y −Xβ) + 1
〉
=
〈 〈 τ
1+τR′′(β)
〉
l′′(y −Xβ)〈
τ
1+τR′′(β)
〉
l′′(y −Xβ) + δγ
〉
.
Then, we have
dgτ (γ)
dγ
= −δ
〈 〈 τ
1+τR′′(β)
〉
l′′(y −Xβ)(〈
τ
1+τR′′(β)
〉
l′′(y −Xβ) + δγ
)2
〉
< 0.
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Further, gτ (0) = 1 and limγ→∞ gτ (γ) = 0. Hence, we know for all fixed τ > 0, there exists unique γ > 0
satisfying (33). On the other hand, for all fixed γ > 0, we can rewrite (33) in the following way:
1 =
〈
1
1
δγ
〈
τ
1+τR′′(β)
〉
l′′(y −Xβ) + 1
〉
+
1
δ
〈
1
1 + τR′′(β)
〉
. (34)
Let g˜γ(τ) be the righthand side of (34), i.e.,
g˜γ(τ) ,
1
δ
〈
1
1 + τR′′(β)
〉
+
〈
1
1
δγ
〈
τ
1+τR′′(β)
〉
l′′(y −Xβ) + 1
〉
.
Then we have
dg˜γ(τ)
dτ
= −1
δ
〈
R′′(β)
(1 + τR′′(β))2
〉
−
〈
l′′(y −Xβ)(
1
δγ
〈
τ
1+τR′′(β)
〉
l′′(y −Xβ) + 1
)2
〉
· 1
δγ
〈
1
(1 + τR′′(β))2
〉
< 0,
Further, g˜γ(0) > 1 and limτ→∞ g˜γ(τ) < 1. Hence, for all fixed γ > 0, there exists a unique τ > 0
satisfying (33). 
A.3 Proof of Lemma 3
We will first show that
sup
i
|yi − x>i∗β˜\i| = Op
(
lnn
κl
)
.
Note that yi = x>i∗β0 + wi, we have
sup
i
|yi − x>i∗β˜\i| ≤ sup
i
|x>i∗(β0 − β˜\i)|+ sup
i
|wi| = sup
i
|x>i∗(β0 − β˜\i)|+Op (lnn) ,
where last equation is due to Lemma 11. Hence, we just need to bound supi |x>i∗(β0 − β˜\i)|. Note that
Pr
(
sup
i
|x>i∗(β0 − β˜\i)| ≥ C∗ lnn
)
≤ Pr
(
sup
i
|x>i∗(β0 − β˜\i)| ≥ C∗ lnn, sup
i
‖β0 − β˜\i‖√
n
< C∗
)
+ Pr
(
sup
i
‖β0 − β˜\i‖√
n
≥ C∗
)
= Pr
(
sup
i
|x>i∗(β0 − β˜\i)| ≥ C∗ lnn,
‖β0 − β˜\i‖√
n
< C∗,∀i
)
+ Pr
(
sup
i
‖β0 − β˜\i‖√
n
≥ C∗
)
≤
n∑
i=1
Pr
(
|x>i∗(β0 − β˜\i)| ≥ C∗ lnn,
‖β0 − β˜\i‖√
n
< C∗,∀i
)
+ Pr
(
sup
i
‖β0 − β˜\i‖√
n
≥ C∗
)
≤
n∑
i=1
Pr
(
|x>i∗(β0 − β˜\i)| ≥ C∗ lnn,
‖β0 − β˜\i‖√
n
< C∗
)
+ Pr
(
sup
i
‖β0 − β˜\i‖√
n
≥ C∗
)
≤
n∑
i=1
Pr
(
|x>i∗(β0 − β˜\i)| ≥ C∗ lnn
∣∣∣ ‖β0 − β˜\i‖√
n
< C∗
)
+ Pr
(
sup
i
‖β0 − β˜\i‖√
n
≥ C∗
)
,
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where C∗ > 0 will be determined later. Since xi∗ is independent of β0 − β˜\i, we have
x>i∗(β0 − β˜\i)
∣∣∣(β0 − β˜\i) d= ‖β0 − β˜\i‖√
n
N (0, 1).
Hence, we have
Pr
(
sup
i
|x>i∗(β0 − β˜\i)| ≥ C∗ lnn
)
≤
n∑
i=1
2e−
ln2 n
2 + Pr
(
sup
i
‖β0 − β˜\i‖√
n
≥ C∗
)
= o(1) + Pr
(
sup
i
‖β0 − β˜\i‖√
n
≥ C∗
)
.
Therefore, to obtain an upped bound for Pr
(
supi |x>i∗(β0 − β˜\i)| ≥ C∗ lnn
)
we only need to bound
supi
‖β0−β˜\i‖√
n
. From the first order conditions we have
0 = −X>l′(y −Xβ˜\i) + l′(yi − x>i∗β˜\i)xi∗ + λR′(β˜\i). (35)
Plugging y = Xβ0 +w we have
−X>l′(w +X(β0 − β˜\i)) + l′(wi + x>i∗(β0 − β˜\i))xi∗ + λR′(β˜\i) = 0.
Using the mean value theorem for l′ at w and R′ at β0, we have
X>l′(w)− l′(wi)xi∗ − λR′(β0)
= (X>diag
[
l′′(wξ)
]
X − l′′(wξ,i)xi∗x>i∗ + λdiag
[
R′′(βiξ′)
]
)(β˜\i − β0),
where e>j β
i
ξ′ = ξ
′
i,je
>
j β0 + (1 − ξ′i,j)e>j β˜\i for some ξ′i,j ∈ [0, 1] and jth diagonal component of
diag
[
l′′(wξ)
]
is l′′(ξi,jwj + (1− ξi,j)x>j∗(β0 − β˜\i)) for some ξi,j ∈ [0, 1]. Hence, we have
sup
i
1√
n
‖β˜\i − β0‖
=
1√
n
sup
i
∥∥∥∥∥
(
X>diag
[
l′′(wξ)
]
X − l′′(wξ,i)xi∗x>i∗ + λdiag
[
R′′(βiξ′)
])−1
× (X>l′(w)− l′(wi)xi∗ − λR′(β0))
∥∥
(i)
≤ Op
(
1
κl
√
n
)
sup
i
‖X>l′(w)− l′(wi)xi∗ − λR′(β0)‖
≤ Op
(
1
κl
√
n
)
(‖X>l′(w)‖+ sup
i
|l′(wi)|‖xi∗‖+ λ‖R′(β0)‖)
(ii)
≤ Op
(
1
κl
√
n
)
(‖X>l′(w)‖+ λ‖R′(β0)‖) +Op
(
poly log(n)
κl
√
n
)
,
(36)
where Inequality (i) is due to Lemma 10 and Assumption O.3, and Inequality (ii) holds due to Lemma 11
and Assumption O.2. To bound (36), note that sinceX is independent of w, we have
X>l′(w) d=
‖l′(w)‖√
n
Zp,
where Zp ∼ N (0, Ip). Hence, we have
‖X>l′(w)‖ = ‖l
′(w)‖√
n
‖Zp‖ = Op
(√
n
)
,
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where the last equality is due to Assumption O.2 and Assumption O.4. For ‖R′(β0)‖, from Assumption
O.4, we have 1p
∑
i β
2(ρ+1)
0,i = Op (1). Hence, with Assumption O.2, we have for some universal constant
C > 0,
1
n
‖R′(β0)‖2 ≤ C
n
∑
i
(1 + β
2(ρ+1)
0,i ) = Op (1) .
Hence, for (36), we have
sup
i
1√
n
‖β˜\i − β0‖ ≤ Op
(
1
κl
)
, (37)
i.e., for all  > 0, there exists constant C, N > 0 such that
Pr
(
sup
i
1√
n
‖β˜\i − β0‖ ≥ C
κl
)
≤ , ∀n > N.
Therefore, by choosing C∗ = C/κl, we have
sup
i
|yi − x>i∗β˜\i| = Op
(
lnn
κl
)
. (38)
Now we switch to the proof of
sup
i
‖βˆ − β˜\i‖ = Op
(
poly log(n)
κρ+2l
)
.
Let ∆i = β˜\i − βˆ. βˆ, β˜\i satisfy the following equations:
0 = −X>l′(y −Xβˆ) + λR′(βˆ), (39)
0 = −X>l′(y −Xβ˜\i) + l′(yi − x>i∗β˜\i)xi∗ + λR′(β˜\i).
By subtracting the above two terms and applying the mean value theorem for l′ and R′, we have
−l′(yi − x>i∗β˜\i)xi∗ = λ
(
R′(βˆ)−R′(β˜\i)
)
−
n∑
j=1
xj∗
(
l′(yj − x>j∗βˆ)− l′(yj − x>j∗β˜\i)
)
= λdiag
[
R′′(βiξ′)
]
∆i +X>diag
[
l′′(y −Xβiξ)
]
X∆i,
(40)
where e>j β
i
ξ′ = ξ
′
i,je
>
j β0 + (1 − ξ′i,j)e>j β˜\i for some ξ′i,j ∈ [0, 1] and the jth diagonal component of
diag
[
l′′(y −Xβiξ)
]
is l′′(yj − x>j∗(ξi,jβˆ + (1 − ξi,j)β˜\i)) for some ξi,j ∈ [0, 1]. From Lemma 10 and
Assumption O.3, we know that matrix(
X>diag
[
l′′(y −Xβiξ)
]
X + λdiag
[
R′′(βiξ′)
])−1
exists and its maximum eigenvalue is at most 1/(κlσδ) = Op
(
1
κl
)
, where σδ is defined in Lemma 10.
Hence, if we define
Biξ,ξ′ := X
>diag
[
l′′(y −Xβiξ)
]
X + λdiag
[
R′′(βiξ′)
]
,
then from (40) we have
∆i = −l′(yi − xi∗β˜\i)(Biξ,ξ′)−1xi∗.
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Hence, we have
sup
i
‖β˜\i − βˆ‖ = sup
i,ξ,ξ′
∣∣∣l′(yi − xi∗β˜\i)∣∣∣√x>i∗ (Biξ,ξ′)−2 xi∗
≤ Op
(
1
κl
)
sup
i
|l′(yi − xi∗β˜\i)| sup
i
‖xi∗‖
≤ Op
(
poly log(n)
κρ+2l
)
,
(41)
where the last inequality is due to Lemma 11, Assumption O.2 and (38). Finally, apply (38) and Lemma 11
again, we immediately have
sup
i
|yi − x>i∗βˆ| ≤ sup
i
|yi − x>i∗β˜\i|+ sup
i
|x>i∗(β˜\i − βˆ)|
≤ Op
(
lnn
κl
)
+ sup
i
‖xi∗‖ sup
i
‖β˜\i − βˆ‖
= Op
(
poly log(n)
κρ+2l
)
.
A.4 Proof of Lemma 4
Pr
(
sup
i
∣∣x>i Γixi∣∣ ≥ t)
= Pr
(
sup
i
∣∣∣∣x>i Γixi − 1nTr(Γi)
∣∣∣∣ ≥ t, sup
i
σmax(Γi) ≤ Cn
)
+ Pr
(
sup
i
∣∣∣∣x>i Γixi − 1nTr(Γi)
∣∣∣∣ ≥ t, sup
i
σmax(Γi) ≥ Cn
)
≤
n∑
i=1
Pr
(∣∣∣∣x>i Γixi − 1nTr(Γi)
∣∣∣∣ ≥ t, sup
i
σmax(Γi) ≤ Cn
)
+ Pr
(
sup
i
σmax(Γi) ≥ Cn
)
≤
n∑
i=1
Pr
(∣∣∣∣x>i Γixi − 1nTr(Γi)
∣∣∣∣ ≥ t, σmax(Γi) ≤ Cn
)
+ Pr
(
sup
i
σmax(Γi) ≥ Cn
)
≤
n∑
i=1
Pr
(∣∣∣∣x>i Γixi − 1nTr(Γi)
∣∣∣∣ ≥ t∣∣∣σmax(Γi) ≤ Cn
)
+ Pr
(
sup
i
σmax(Γi) ≥ Cn
)
.
(42)
Hence, we just need to bound
∣∣x>i Γixi − 1nTr(Γi)∣∣ individually given that σmax(Γi) ≤ Cn. For simplicity,
we will focus on x = x1 and Γ = Γ1 and let σi be the eigenvalues of Γ in a non-increasing order. Since x
is a Gaussian vector independent of Γ, we have
x>Γ−1x
∣∣Γ d= 1
n
p∑
i=1
σiui
∣∣Γ,
where ui here are i.i.d. standard chi-square random variables. Hence, by Laurent and Massart (2000)[Lemma
1], we have
Pr
 p∑
i=1
σi(ui − 1) ≥ 2σmax(Γ)(√np+ 2n)
∣∣∣Γ
 ≤ e−n
Pr
 p∑
i=1
σi(ui − 1) ≤ −2σmax(Γ)√np)
∣∣∣Γ
 ≤ e−n.
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Note that
∑p
i=1 σi = TrΓ, we have for all  ∈ (0, 1),
Pr
(∣∣∣∣x>Γx− 1nTr(Γ)
∣∣∣∣ ≥ 4σmax(Γ)√∣∣∣Γ
)
≤ 2e−n.
Hence, with (42), we have
Pr
(
sup
i
∣∣x>i Γixi∣∣ ≥ 4Cn lnn√n
)
≤ 2ne− lnn2 + δ ≤ 2
n
+ δ.
This completes the proof of this lemma.
A.5 Proof of Lemma 5
Using Lemma 12, we have
sup
i
| 1
n
Tr(A˜−1c,i )−
1
n
Tr(A˜−1i )| = sup
i
c3
n
∣∣∣Tr(A˜−1i (I + c3A˜−1i )−1A˜−1i )∣∣∣
≤ c3 sup
i
max
‖u‖≤1
∣∣∣u>A˜−1i (I + c3A˜−1i )−1A˜−1i u∣∣∣
≤ c3 sup
i,‖u‖≤1
‖A˜−1i u‖2 · max‖u‖≤1
∣∣∣u>(I + c3A˜−1i )−1u∣∣∣ ≤ Op
(
c3
κ2l
)
,
where the last inequality is due to the fact that minimal eigenvalue of A˜i is at least Ωp (κl) from (17).
A.6 Proof of Proposition 1
It is straightforward to see that β˜\i satisfies
0 = −X>l′(y −Xβ˜\i) + l′(yi − x>i∗β˜\i)xi∗ + λR′(β˜\i). (43)
Recall the definition of A˜i, i.e.,
A˜i = X
>diag
[
l′′(y −Xβ˜\i)
]
X + λdiag
[
R′′(β˜\i)
]
− l′′(yi − x>i∗β˜\i)xi∗x>i∗.
Note that according to (17), the inverse of A˜i exists and thus all values are well defined in the theorem. For
a given i, let r˜i be the minimizer of the following optimization:
r˜i := arg min
r
1
2
(r − yi + x>i∗β˜\i)2 + x>i∗A˜−1i xi∗l(r).
By Assumption O.1, we know this is a convex optimization and hence r˜i is unique and satisfies the following
equation:
r˜i = yi − x>i∗β˜\i − l′(r˜i)x>i∗A˜−1i xi∗. (44)
Now, let
β˘\i = β˜\i + l′(r˜i)A˜−1i xi∗. (45)
Then, by plugging (45) in (44) we have
r˜i = yi − x>i∗β˘\i. (46)
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The important feature of β˘\i is that if we plug (46) in (45), then we will obtain
β˜\i = β˘\i − l′(yi − x>i∗β˘\i)A˜−1i xi∗.
By Taylor expansion for l′ at yi − x>i∗βˆ, we have
β˜\i = βˆ − l′(yi − x>i∗βˆ)A˜−1i xi∗ + ˜i,
where
˜i = (I + l′′(yi − x>i∗βiξi)A˜−1i xi∗x>i∗)(β˘\i − βˆ),
with βiξi = ξiβ˘
\i + (1− ξi)βˆ for some ξi ∈ [0, 1]. So far, we have obtained an expression for ˜i. Next, we
want to bound supi ‖˜i‖. Note that
sup
i
‖˜i‖ ≤ sup
i
‖β˘\i − βˆ‖
(
1 + l′′(yi − x>i∗βiξi) max‖u‖=1
√
u>xi∗x>i∗A˜
−1
i A˜
−1
i xi∗x
>
i∗u
)
.
Hence,
supi ‖˜i‖
supi ‖β˘\i − βˆ‖
(i)
≤
(
1 +Op
(
1 + max{|r˜i|ρ, |yi − x>i∗βˆ|ρ}
)
· sup
i
‖xi∗‖ · sup
i
‖A˜−1i xi∗‖
)
(ii)
≤
(
1 +Op
(
1 + max{|r˜i|ρ, |yi − x>i∗βˆ|ρ}
)
· sup
i
‖xi∗‖2 ·Op
(
1
κl
))
(iii)
≤
(
1 +Op
(
1 + max{|r˜i|ρ, |yi − x>i∗βˆ|ρ}
)
·Op
(
1
κl
))
,
(47)
where Inequality (i) is due to Assumption O.2, Inequality (ii) holds due to (17) and Inequality (iii) is due
to Lemma 11. To bound |r˜i|, let us define U(r) = r + l′(r)x>i∗A˜−1i xi∗, then we have U ′(r) > 1 and
U(r˜i) = yi − x>i∗β˜\i due to (44). Hence, we have
|yi − x>i∗β˜\i| = |U(r˜i)| =
∣∣∣∣∣U(0) +
∫ r˜i
0
U ′(r) dr
∣∣∣∣∣
≥
∣∣∣∣∣
∫ r˜i
0
U ′(r) dr
∣∣∣∣∣− |U(0)| ≥ |r˜i| − |l′(0)|x>i∗A˜−1i xi∗.
Due to (17) and Lemma 11, we have x>i∗A˜
−1
i xi∗ = Op
(
1/κl
)
and thus
sup
i
|r˜i| ∈
[
0, sup
i
|yi − x>i∗β˜\i|+Op
(
1
κl
)]
. (48)
Therefore, by (47), (48) and Lemma 3, we have
sup
i
‖˜i‖ ≤ sup
i
‖β˘\i − βˆ‖ ·Op
(
poly log(n)
κρ+3l
)
.
Hence, to bound supi ‖˜i‖, we should show that
sup
i
‖β˘\i − βˆ‖ ≤ Op
(
poly log(n)
n
α
2 · κ8ρ+7l
)
. (49)
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Let
L(β) = −X>l′(y −Xβ) + λR′(β). (50)
From (39), we know that
L(βˆ) = 0.
Note that the Jacobian matrix of L(β) is
X>diag
[
l′′(y −Xβ)]X + λdiag [R′′(β)] ,
and by Lemma 10 and Assumption O.3, its minimum eigenvalue is at least Ωp(κl). Hence, we have
sup
i
‖βˆ − β˘\i‖ ≤ Op
(
1
κl
)
· sup
i
‖L(β˘\i)− L(βˆ)‖
= Op
(
1
κl
)
· sup
i
‖L(β˘\i)‖.
(51)
Therefore, we just need to show that
sup
i
‖L(β˘\i)‖ ≤ Op
(
poly log(n)
n
α
2 · κ8ρ+6l
)
.
Note that, we have
L(β˘\i) = −X>l′(y −Xβ˘\i) + λR′(β˘\i)
(i)
= −l′(r˜i)xi∗ −
∑
j 6=i
(l′(yj − x>j∗β˘\i)− l′(yj − x>j∗β˜\i))xj∗ + λ(R′(β˘\i)−R′(β˜\i))
(ii)
= −l′(r˜i)xi∗ −
∑
j 6=i
l′′(yj − x>j∗βiξi,j )xj∗x>j∗(β˘\i − β˜\i) + λdiag
[
R′′(βiξ′)
]
(β˘\i − β˜\i)
= −l′(r˜i)xi∗ +
∑
j 6=i
l′′(yj − x>j∗β˜\i)xj∗x>j∗ + λdiag
[
R′′(β˜\i)
] (β˘\i − β˜\i)
−
∑
j 6=i
(
l′′(yj − x>j∗βiξi,j )− l′′(yj − x>j∗β˜\i)
)
xj∗x>j∗(β˘
\i − β˜\i)
+ λdiag
[
R′′(βiξ′)−R′′(β˜\i)
]
(β˘\i − β˜\i)
(iii)
= −
∑
j 6=i
(
l′′(yj − x>j∗βiξi,j )− l′′(yj − x>j∗β˜\i)
)
xj∗x>j∗(β˘
\i − β˜\i)
+ λdiag
[
R′′(βiξ′)−R′′(β˜\i)
]
(β˘\i − β˜\i),
(52)
where βiξi,j = ξi,jβ˘
\i + (1 − ξi,j)β˜\i, e>j βiξ′ = ξ′i,j β˘\ij + (1 − ξ′i.j)β˜\ij for some ξi,j , ξ′i,j ∈ [0, 1], and
Equality (i) is due to (43) and (46), Equality (ii) is obtained from a Taylor expansion and Equality (iii) holds
due to (45). Next, let u\i ∈ Rn−1 be the vector defined by the following:
e>j u
\i =

(
l′′(yj − x>j∗βiξi,j )− l′′(yj − x>j∗β˜\i)x>j∗
)
(β˘\i − β˜\i), j ∈ [1, i− 1](
l′′(yj+1 − x>j+1∗βiξi,j+1)− l′′(yj+1 − x>j+1∗β˜\i)x>j+1∗
)
(β˘\i − β˜\i), j ∈ [i, n− 1]
.
Then, by Assumption O.2, we known each component of u\i is upper bounded by the following:
sup
j
|e>j u\i| ≤ sup
i,j
∣∣∣∣(l′′(yj − x>j∗βiξi,j )− l′′(yj − x>j∗β˜\i))x>j∗(β˘\i − β˜\i)∣∣∣∣
≤ Cr
∣∣∣x>j∗(β˘\i − β˜\i)∣∣∣1+α .
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Also, by Assumption O.2, we have
sup
i
∣∣∣R′′(βiξ′)−R′′(β˜\i)∣∣∣ ≤ Cr ∣∣∣e>j (β˘\i − β˜\i)∣∣∣α .
Hence, with (52), we have
sup
i
‖L(β˘\i)‖
≤ sup
i
‖X/iu\i‖+ λ sup
i
∣∣∣R′′(βiξ′)−R′′(β˜\i)∣∣∣ · sup
i
‖β˘\i − β˜\i‖
(i)
≤ Op (1) · sup
i
‖u\i‖+ λ√p sup
i,j
∣∣∣∣Cr (e>j (β˘\i − β˜\i))1+α∣∣∣∣
≤ Op (1) ·
√
n sup
j 6=i
∣∣∣∣Cl (x>j∗(β˘\i − β˜\i))1+α∣∣∣∣+ λ√p sup
i,j
∣∣∣∣Cr (e>j (β˘\i − β˜\i))1+α∣∣∣∣ ,
(53)
where inequality (i) is due Lemma 10. Next, we claim that
sup
i,j
|e>j (β˘\i − β˜\i)| = Op
(
poly log(n)√
n · κ4ρ+3l
)
sup
j 6=i
|x>j∗(β˘\i − β˜\i)| = Op
(
poly log(n)√
n · κ4ρ+3l
)
.
(54)
If these two claims are true, from (53) we have
sup
i
‖L(β˘\i)‖ ≤ Op
(
poly log(n)
n
α
2 · κ8ρ+6l
)
,
which completes the proof of (49). To show (54), by (45) and Assumption O.2, we have
sup
i,j
|e>j (β˘\i − β˜\i)| = sup
i,j
|l′(r˜i)e>j A˜−1i xi∗|
≤ Op
(
1 + sup
i
|r˜i|ρ+1
)
· sup
i,j
|e>j A˜−1i xi∗|,
and
sup
j 6=i
|x>j∗(β˘\i − β˜\i)| = sup
j 6=i
|l′(r˜i)x>j∗A˜−1i xi∗|
≤ Op
(
1 + sup
i
|r˜i|ρ+1
)
· sup
j 6=i
|x>j∗A˜−1i xi∗|.
Then, by (48) and Lemma 3, we have
sup
i,j
|e>j (β˘\i − β˜\i)| ≤ Op
(
poly log(n)
κ
(ρ+2)(ρ+1)
l
)
· sup
i,j
|e>j A˜−1i xi∗|,
sup
i 6=j
|x>j∗(β˘\i − β˜\i)| ≤ Op
(
poly log(n)
κ
(ρ+2)(ρ+1)
l
)
· sup
i 6=j
|x>j∗A˜−1i xi∗|.
(55)
Since xj∗ (for j 6= i) and A˜i is independent of xi∗, we have
e>j A˜
−1
i xi∗
∣∣∣A˜i d= N (0, ‖A˜−1i ej‖2
n
), ∀i, j
x>j∗A˜
−1
i xi∗
∣∣∣A˜i,xj∗ d= N (0, ‖A˜−1i xj∗‖2
n
), ∀ j 6= i.
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Recall that the minimal eigenvalue of A˜i is at least κlσδ due to (17). Hence, we have
Pr
(
sup
i,j
|e>j A˜−1i xi∗| > 
)
≤
∑
i,j
Pr
(
|e>j A˜−1i xi∗| > 
∣∣∣ sup
i,j
‖e>j A˜−1i ‖ ≤
1
κlσδ
)
+ Pr
(
sup
i,j
‖e>j A˜−1i ‖ >
1
κlσδ
)
≤
√
2
pi
n2e−
2nσ2δκ
2
l
2 + o(1),
and together with Lemma 11, we have
Pr
(
sup
i6=j
|x>j∗A˜−1i xi∗| > 
)
≤
∑
i,j
Pr
(
|x>j∗A˜−1i xi∗| > 
∣∣∣ sup
i,j
‖x>j∗A˜−1i ‖ ≤
2
κlσδ
)
+ Pr
(
sup
i,j
‖x>j∗A˜−1i ‖ >
2
κlσδ
)
≤
√
2
pi
n2e−
2nσ2δκ
2
l
8 + o(1),
Hence, we have
sup
i,j
|e>j A˜−1i xi∗| = Op
(
1
κl
√
n
)
and sup
j 6=i
|x>j∗A˜−1i xi∗| = Op
(
1
κl
√
n
)
.
Therefore, if we plug these two equations in (55), then obtain (54). As a result of (49) and (54), we have
for large enough n,
sup
i,j
∣∣∣e>j (βˆ − β˜\i)∣∣∣ = Op
(
poly log(n)
n
α
2 · κ8ρ+7l
)
.
A.7 Proof of Lemma 6
Recall
Aˆc,i := X
>diag
[
l′′(y −Xβˆ)
]
X − l′′(yi − x>i∗βˆ)xi∗x>i∗ + λdiag
[
R′′c (βˆ)
]
.
We first show that
sup
i
1
n
|Tr(Aˆ−1c,i − Aˆ−1c )| = Op
(
poly log(n)
n · κ3ρ+2l
)
. (56)
To make the equations more readable in the rest of the proof, we use the simplified notation lˆ′′i = l
′′(yi −
x>i∗βˆ). By Lemma 12, we have
1
n
sup
i
∣∣∣Tr(Aˆ−1c,i − Aˆ−1c )∣∣∣ = 1n supi
∣∣∣Tr(Aˆ−1c,i − (Aˆc,i + lˆ′′i xi∗x>i∗)−1)∣∣∣
=
1
n
sup
i
∣∣∣∣∣∣ lˆ
′′
i
1 + lˆ′′i x
>
i∗Aˆ
−1
c,ixi∗
Tr(Aˆ−1c,ixi∗x
>
i∗Aˆ
−1
c,i )
∣∣∣∣∣∣
=
1
n
sup
i
∣∣∣∣∣∣ lˆ
′′
i
1 + lˆ′′i x
>
i∗Aˆ
−1
c,ixi∗
x>i∗Aˆ
−2
c,ixi∗
∣∣∣∣∣∣
≤ 1
n
sup
i
l′′(yi − x>i∗βˆ) sup
i
x>i∗Aˆ
−2
c,ixi∗. (57)
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According to Assumption O.2 and Lemma 3, we have
sup
i
l′′(yi − x>i∗βˆ) ≤ Op
(
poly log(n)
κ3ρl
)
.
Further, for the minimal eigenvalue of Aˆc,i, we have
inf
i
σmin(Aˆc,i)
= inf
i
min
‖u‖=1
u>
(
X>diag
[
l′′(y −Xβˆ)
]
X − l′′(yi − x>i∗βˆ)xi∗x>i∗ + λdiag
[
R′′c (βˆ)
])
u
(i)
≥ inf
i
min
‖u‖=1
u>
(
X>/i · κlI ·X/i
)
u
(ii)
≥ κlσδ = Ωp (κl) ,
where Inequality (i) is due to the construction of Rc in (19) and Assumption O.3, and Inequality (ii) is due
to Lemma 10. Hence, with (57) and Lemma 11, we have
1
n
sup
i
∣∣∣Tr(Aˆ−1c,i − Aˆ−1c )∣∣∣ ≤ Op
(
poly log(n)
n · κ3ρ+2l
)
.
This completes the proof of (56). Now we want to bound supi
1
n |Tr(Aˆ−1c,i − A˜−1c,i )|. Let ∆il′′ and ∆iR′′
denote two diagonal matrices where ∆iR′′ = diag
[
R′′(βˆ)−R′′(β˜\i)
]
and jth diagonal component of
∆il′′ is defined by the following:
e>j ∆
i
l′′ej :=
{
l′′(yj − x>j∗βˆ)− l′′(yj − x>j∗β˜\i), j 6= i
0, j = i
.
Hence, we have
Aˆc,i − A˜c,i = X>∆il′′X + λ∆iR′′ .
Let ∆i|l′′| and ∆
i
|R′′| denote the diagonal matrices that include the absolute values of the element of ∆
i
l′′
and ∆iR′′ respectively. Define
Il′′ = diag
[
˜sgn(∆il′′)
]
and IR′′ = diag
[
˜sgn(∆iR′′)
]
,
where ˜sgn function is defined as follow:
˜sgn(x) =
{
1, x ≥ 0,
− 1, x < 0.
Hence, we have
∆il′′ =
(
∆i|l′′|
) 1
2
Il′′
(
∆i|l′′|
) 1
2
and ∆iR′′ =
(
∆i|R′′|
) 1
2
IR′′
(
∆i|R′′|
) 1
2
.
Then by (49), (54), Proposition 1, Lemma 11 and Assumption O.2, we know that
sup
i,j
|e>j ∆i|l′′|ej | = Op
 poly log(n)
n
α2
2 · κ8ρ+7l

sup
i,j
|e>j ∆i|R′′|ej | = Op
 poly log(n)
n
α2
2 · κ8ρ+7l
 .
(58)
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Then by Matrix Inversion Lemma, we have
sup
i
1
n
∣∣∣∣∣Tr
(
A˜−1c,i −
(
A˜c,i +X
>(∆i|l′′|)
1
2 Il′′(∆
i
|l′′|)
1
2X
)−1)∣∣∣∣∣
= sup
i,j
∣∣∣∣∣e>j
(
A˜−1c,i −
(
A˜c,i +X
>(∆i|l′′|)
1
2 Il′′(∆
i
|l′′|)
1
2X
)−1)
ej
∣∣∣∣∣
= sup
i,j
∣∣∣∣e>j A˜−1c,iX>(∆i|l′′|) 12 ((Iil′′)−1 + (∆i|l′′|) 12XA˜−1c,iX>(∆i|l′′|) 12)−1 (∆i|l′′|) 12XA˜−1c,i ej∣∣∣∣
≤ sup
i,j
‖(∆i|l′′|)
1
2XA˜−1c,i ej‖2
1
infi min
∣∣∣eigenvalue of (Iil′′)−1 + (∆i|l′′|) 12XA˜−1c,iX>(∆i|l′′|) 12 ∣∣∣
≤ 1
1 + op(1)
· sup
i
‖(∆i|l′′|)
1
2XA˜−1c,i ej‖2
≤ Op
 poly log(n)
n
α2
2 · κ8ρ+9l
 ,
(59)
where the last two inequalities hold due to (58) and (58). Similarly, by Matrix Inversion Lemma, we have
sup
i
1
n
|Tr(Aˆ−1c,i − (Aˆc,i − λ∆iR′′)−1)|
≤ sup
i,j
|e>j (Aˆ−1c,i − (Aˆc,i − λ∆iR′′)−1)ej |
= sup
i,j
∣∣∣∣∣e>j Aˆ−1c,i (∆i|R′′|) 12
(
1
λ
I−1R′′ + (∆
i
|R′′|)
1
2 Aˆ−1c,i (∆
i
|R′′|)
1
2
)−1
(∆i|R′′|)
1
2 Aˆ−1c,i ej
∣∣∣∣∣
≤ sup
i,j
‖(∆i|R′′|)
1
2 Aˆ−1c,i ej‖2 ·
1
infi min
∣∣∣eigenvalue of 1λI−1R′′ + (∆i|R′′|) 12 Aˆ−1c,i (∆i|R′′|) 12 ∣∣∣
≤ 1
1 + op(1)
· sup
i,j
‖(∆i|R′′|)
1
2 Aˆ−1c,i ej‖2
≤ Op
 poly log(n)
n
α2
2 · κ8ρ+9l
 ,
(60)
where the last two inequalities hold due to (58) and (58).
A.8 Proof for Lemma 7
First note that, by using Assumptions O.3, O.2 and Lemma 3, it is straightforward to conclude that
Ωp (κl) = inf
i
l′′(yi − x>i∗βˆ) ≤ sup
i
l′′(yi − x>i∗βˆ) = Op
(
poly log(n)
κ3ρl
)
. (61)
Calculating G′(θ) directly, we have
∣∣G′(θ)∣∣ ≥ 〈 lˆ′′
(1 + θlˆ′′)2
〉
≥ 1
4
min
{
inf
i
lˆ′′i ,
1
θ2 supi lˆ
′′
i
}
= Ωp
(
κ3ρ+1l
(1 + θ2) poly log(n)
)
, (62)
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where lˆ′′, lˆ′′i are the shorthands for l
′′(y −Xβˆ), l′′(yi − x>i∗βˆ) respectively, and the last inequality is due
to (61). We remind the reader that as discussed in Section 2.1, this is the only place that Assumption O.3
can not be replaced with infx∈RR′′(x) ≥ κl. However, suppose that we make the following assumption
O.6 a constant fraction γ of the residuals {yi − x>i∗βˆ} fall in the regions at which the curvature of ` is
lower bounded by κl.
Then, from (62) we can lower bound |G′(θ)| by
∣∣G′(θ)∣∣ ≥
〈
lˆ′′
〉
(1 + θ supi lˆ
′′
i )
2
≥ γ κ
6ρ+1
l
(1 + θ2) poly log(n)
.
Hence, our results will hold even when we replace Assumption O.3 by infx∈RR′′(x) ≥ κl and Assumption
O.6.
Back to the proof of Lemma 7, the next step is to prove that
∣∣∣∣G(θˆ)−G( 1nTr(Aˆ−1c ))
∣∣∣∣ = Op
poly log(n) · c1+αn
n
α2
2 · κ64ρ+16l
 , (63)
First note that according to (22) we have
G(θˆ) = 1. (64)
To calculate G( 1nTr(Aˆ
−1
c )), let Xˆ = diag
[
l′′(y −Xβˆ)
] 1
2
X . Define
Aˆc,i := X
>diag
[
l′′(y −Xβˆ)
]
X − l′′(yi − x>i∗βˆ)xi∗x>i∗ + λdiag
[
R′′c (βˆ)
]
.
Using (61) and the matrix inversion lemma, we have
1
n
Tr(XˆAˆ−1c Xˆ
>) =
1
n
n∑
i=1
lˆ′′i x
t
i∗Aˆ
−1
c xi∗
=
1
n
n∑
i=1
lˆ′′i
x>i∗Aˆ−1c,ixi∗ − lˆ′′i (x>i∗Aˆ−1c,ixi∗)2
1 + lˆ′′i x
>
i∗Aˆ
−1
c,ixi∗

= 1−
〈
1
1 + x>i∗Aˆ
−1
c,ixi∗ · lˆ′′
〉
(i)
= 1−
〈
1
1 + x>i∗A˜
−1
c,ixi∗ · lˆ′′
〉
+Op
 poly log(n)
n
α2
2 · κ11ρ+9l

(ii)
= 1−
〈
1
1 + 1nTr(A˜
−1
c,i ) · lˆ′′
〉
+Op
 poly log(n)
n
α2
2 · κ11ρ+9l

(iii)
= 1−
〈
1
1 + 1nTr(Aˆ
−1
c ) · lˆ′′
〉
+Op
 poly log(n)
n
α2
2 · κ11ρ+9l
 , (65)
where Equality (ii) is due to Lemma 10 and the independency between xi∗ and A˜c,i, Equality (iii) is due to
Lemma 6, and finally Equality (i) holds because of the following lemma:
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Lemma 13. For large enough n, we have
sup
i
∣∣∣x>i∗Aˆ−1c,ixi∗ − x>i∗A˜−1c,ixi∗∣∣∣ = Op
 poly log(n)
n
α2
2 · κ8ρ+9l
 .
Proof. By replacing ej with xi∗ in (59) and (60) and following similar steps as the ones presented in the
proof of Lemma 6 for bounding supi
1
n |Tr(Aˆ−1c,i − A˜−1c,i )|, we can show that
sup
i
|x>i∗(Aˆ−1c,i − A˜−1c,i )xi∗| ≤ Op
 poly log(n)
n
α2
2 · κ8ρ+9l
 .
On the other hand, we can calculate 1nTr(XˆAˆ
−1
c Xˆ
>) in a different way. We define
D =
(
λdiag
[
R′′c (βˆ)
])−1
.
Then we have
1
n
Tr(XˆAˆ−1c Xˆ
>) =
1
n
Tr((I + XˆDXˆ>)−1XˆDXˆ>)
=
1
n
p∑
i=1
Dixˆ
>
·i(I + XˆDXˆ
>)−1xˆ·i
=
1
n
p∑
i=1
Dixˆ
>
·i(Qˆi +Dixˆ·ixˆ
>
·i)
−1xˆ·i
i
=
1
n
p∑
i=1
Dixˆ
>
·i
(
Qˆ−1i −
DiQˆ
−1
i xˆ·ixˆ
>
·iQˆ
−1
i
1 +Dixˆ>·iQˆ
−1
i xˆ·i
)
xˆ·i
=
p
n
· 1
p
p∑
i=1
Dixˆ
>
·iQˆ
−1
i xˆ·i
1 +Dixˆ>·iQˆ
−1
i xˆ·i
(ii)
=
1
δ
〈
1
1 +
λR′′c (βˆ)
xˆ>·iQˆ
−1
i xˆ·i
〉
, (66)
where Qˆi = I + XˆDXˆ> −Dixˆ·ixˆ>·i, and xˆ·i = diag
[
l′′(y −Xβˆ)
] 1
2
x∗i. Further, Equality (i) is due to
Matrix Inversion Lemma and Equality (ii) is due to Di = 1λR′′c (βˆi)
by definition. We claim that
Lemma 14. For large enough n, we have
sup
i
∣∣∣∣∣∣xˆ>·iQˆ−1i xˆ·i −
〈
lˆ′′
1 + 1nTr(Aˆ
−1
c ) · lˆ′′
〉∣∣∣∣∣∣ = Op
poly log(n) · c1+αn
n
α2
2 · κ64ρ+15l
 .
We will prove this lemma in the next section. In the rest of this section, we show how this lemma
implies
G(
1
n
Tr(Aˆ−1c )) = 1 +Op
poly log(n) · c1+αn
n
α2
2 · κ64ρ+16l
 ,
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and therefore with (64), it completes the proof of Lemma 7. Note that if Lemma 14 holds, then according
to (66), we have
1
n
Tr(XˆAˆ−1c Xˆ
>) =
1
δ
〈
1
1 + λ
〈
lˆ′′
1+ 1nTr(Aˆ
−1
c )lˆ′′
〉−1
R′′c (βˆ)
〉
+Op
poly log(n) · c1+αn
n
α2
2 · κ64ρ+15l
·
〈
lˆ′′
1 + 1nTr(Aˆ
−1
c ) · lˆ′′
〉−1
(i)
=
1
δ
〈
1
1 + λ
〈
lˆ′′
1+ 1nTr(Aˆ
−1
c )lˆ′′
〉−1
R′′c (βˆ)
〉
+Op
poly log(n) · c1+αn
n
α2
2 · κ64ρ+16l

(ii)
=
1
δ
〈
1
1 + λ
〈
lˆ′′
1+ 1nTr(Aˆ
−1
c )lˆ′′
〉−1
R′′(βˆ)
〉
+Op
poly log(n) · c1+αn
n
α2
2 · κ64ρ+16l
 , (67)
where Equality (i) holds due to (27) and (61), and Equality (ii) holds due to the construction of Rc, (27)
and (61). Note that we have obtained two different expressions for 1nTr(XˆAˆ
−1
c Xˆ
>) in (65) and (67). By
combining the two we obtain
G(
1
n
Tr(Aˆ−1c )) = 1 +Op
poly log(n) · c1+αn
n
α2
2 · κ64ρ+16l
 .
This completes the proof. Hence, the only claim that we have not proved yet is Lemma 14. This lemma
will be proved in the next section.
A.9 Proof of Lemma 14
Since the proof of this lemma is long, we first mention the roadmap of the proof in Section A.9.1 and then
present the details in the subsequent sections.
A.9.1 Roadmap of the proof of Lemma 14
Note that the goal of this lemma is to connect xˆ>·iQˆ
−1
i xˆ·i with
〈
lˆ′′
1+ 1nTr(Aˆ
−1
c )·lˆ′′
〉
. In other words, we
expect that xˆ>·iQˆ
−1
i xˆ·i concentrates around
〈
lˆ′′
1+ 1nTr(Aˆ
−1
c )·lˆ′′
〉
for all different values of i. One of the main
challenges in proving this concentration is that since in the calculation of Qˆ−1i , βˆ is used, Qˆ
−1
i is dependent
on xˆ·i. Hence, as the first step in our calculations we find a copy of Qˆ−1i from which xˆ·i is removed. This
requires us to first explain what happens if we remove one of the predictors from our model. Hence, as the
first step we study leave-one-predictor-out estimates (LOP) which. We remind the reader that the notations
for the leave-one-predictor-out estimate are presented in Section 1.3.
Theorem 4. Let βˆ\i be the original estimate βˆ without ith component. Then under Assumptions O.1-O.5,
we have
sup
i,j
e>j (y¯
\i − X¯/iβ¯\i) = Op
(
poly log(n)
κρ+2l
)
,
and
β¯\i = βˆ\i + (bi − β0,i)A¯−1i X¯>/idiag
[
l′′(y¯\i − X¯/iβ¯\i)
]
x∗i + ¯i,
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where
A¯i = X¯
>
/idiag
[
l′′(y¯\i − X¯/iβ¯\i)
]
X¯/i + λdiag
[
R′′(β¯\i)
]
,
and
bi = arg min
b∈R
1
2
(
b− β0,i − 1
ai
x>∗il
′(y¯\i − X¯/iβ¯\i)
)2
+
λ
ai
R(b).
In the last equation, ai is defined as
ai = x
>
∗i
(
diag
[
l′′(y¯\i − X¯/iβ¯\i)
]−1
+ λX¯/idiag
[
R′′(β¯\i)
]
X¯>/i
)−1
x∗i.
Moreover, for large enough n,
sup
i
‖¯i‖ = Op
(
poly log(n) · c1+αn
n
α
2 · κ32ρ+7l
)
,
sup
i,j
∣∣∣e>j (βˆ\i − β¯\i)∣∣∣ = Op
(
poly log(n) · c1+αn
n
α
2 · κ32ρ+7l
)
. (68)
The proof of this theorem is presented in Section A.9.2.
Now based on the leave-one-predictor-out estimate, β¯\i, we construct a new copy of Qˆ−1i , called Q¯i in
the following way:
Q¯i = I + diag
[
l′′(y¯\i − X¯/iβ¯\i)
]1/2
X¯/iD¯
iX¯>/idiag
[
l′′(y¯\i − X¯/iβ¯\i)
]1/2
,
where
D¯i =
(
λdiag
[
R′′c (β¯
\i)
])−1
.
Note that an Q¯i has two major properties: (i) It is independent of x¯·i, and (ii) it is close to Qˆi. The second
property is confirmed in the following lemam:
Lemma 15. Let x¯·i = diag
[
l′′(y¯\i − X¯/iβ¯\i)
] 1
2
x∗i. Then
sup
i
∣∣∣xˆ>·iQˆ−1i xˆ·i − x¯>·iQ¯−1i x¯·i∣∣∣ = Op
poly log(n) · c1+αn
n
α2
2 · κ64ρ+15l
 ,
The proof of this lemma is presented in Section A.9.3. The independence of Q¯i on x¯·i enables us to
prove the concentration of x¯>·iQ¯
−1
i x¯·i; Due to Assumption O.2 and Theorem 4, we have
sup
i,j
l′′(e>j (y¯
\i − X¯/iβ¯\i)) ≤ Op
(
poly log(n)
κ3ρl
)
. (69)
Hence, with the facts that Q¯i and l′′(y¯\i − X¯/iβ¯\i) are independent of x∗i, the minimal eigenvalue of Q¯i
is at least 1 and x∗i ∼ N (0, 1nI), we have
sup
i
∣∣∣∣x¯>·iQ¯−1i x¯·i − 1nTr((l¯i) 12 Q¯−1i (l¯i) 12)
∣∣∣∣ = Op
(
lnn√
n
· sup
i,j
l′′(e>j (y¯
\i − X¯/iβ¯\i))
)
= Op
(
poly log(n)√
n · κ3ρl
)
,
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where l¯i is a short hand for diag
[
l′′(y¯\i − X¯/iβ¯\i)
]
. To obtain the first equality we use similar argument
as the ones used in the derivation of (18). Note that even though we have finally proved that x¯>·iQ¯
−1
i x¯·i is
concentrating, we have not proved that it is concentrating around
〈
lˆ′′
1+ 1nTr(Aˆ
−1
c )·lˆ′′
〉
as required by Lemma
14. Hence, our last step is to prove
sup
i
∣∣∣∣∣∣ 1nTr
(
(l¯i)
1
2 Q¯−1i (l¯
i)
1
2
)
−
〈
lˆ′′
1 + 1nTr(Aˆ
−1
c ) · lˆ′′
〉∣∣∣∣∣∣ .
We prove this in two steps. Our next lemma simplifies the expression 1nTr
(
(l¯i)
1
2 Q¯−1i (l¯
i)
1
2
)
.
Lemma 16. For large enough n, we have
sup
i
∣∣∣∣∣∣ 1nTr
(
(l¯i)
1
2 Q¯−1i (l¯
i)
1
2
)
− 1
n
Tr
(
diag
[
lˆ′′
] 1
2
(I + XˆDXˆ>)−1diag
[
lˆ′′
] 1
2
)∣∣∣∣∣∣
is at most
Op
poly log(n) · c1+αn
n
α2
2 · κ64ρ+15l
 .
The proof of this lemma is presented in Section A.9.4. Finally, we have
sup
∣∣∣∣∣∣ 1nTr
(
diag
[
lˆ′′
] 1
2
(I + XˆDXˆ>)−1diag
[
lˆ′′
] 1
2
)
−
〈
lˆ′′
1 + 1nTr(Aˆ
−1
c ) · lˆ′′
〉∣∣∣∣∣∣ .
By Matrix Inversion Lemma, Assumption O.3 and (69), we have
1
n
Tr
(
diag
[
lˆ′′
] 1
2
(I + XˆDXˆ>)−1diag
[
lˆ′′
] 1
2
)
=
1
n
Tr
(
diag
[
lˆ′′
]
− diag
[
lˆ′′
]
XAˆ−1c X
>diag
[
lˆ′′
])
=
1
n
n∑
i=1
lˆ′′i − lˆ′′2i x>i∗Aˆ−1c xi∗
=
1
n
n∑
i=1
lˆ′′i
1 + lˆ′′i · x>i∗Aˆ−1c,ixi∗
(i)
=
1
n
n∑
i=1
lˆ′′i
1 + lˆ′′i · x>i∗A˜−1c,ixi∗
+Op
 poly log(n)
n
α2
2 · κ14ρ+9l

(ii)
=
1
n
n∑
i=1
lˆ′′i
1 + lˆ′′i · 1nTr(A˜−1c,i )
+Op
 poly log(n)
n
α2
2 · κ14ρ+9l

(iii)
=
1
n
n∑
i=1
lˆ′′i
1 + lˆ′′i · 1nTr(Aˆ−1c )
+Op
 poly log(n)
n
α2
2 · κ14ρ+9l
 ,
where Equality (i) holds due to Lemma 13, Equality (ii) holds due to Lemma 10 and independency between
xi∗ and A˜c,i, and Equality (iii) holds due to Lemma 6. This completes the proof.

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A.9.2 Proof of Theorem 4
First note that by the definition of A¯i, we have
inf
i
σmin(A¯i) = inf
i
min
‖u‖=1
u>
(
X¯>/idiag
[
l′′(y¯\i − X¯/iβ¯\i)
]
X¯/i + λdiag
[
R′′(β¯\i)
])
u
(i)
≥ inf
i
min
‖u‖=1
u>
(
X¯>/i · κlI · X¯/i
)
u
(ii)
≥ κlσδ = Ωp (κl) ,
(70)
where Inequality (i) is due to Assumption O.1 and O.3 and Inequality (ii) is due to Lemma 10. Hence, the
inverse of A¯i exists and the minimal eigenvalue of A¯i is at least Ωp (κl). Then note that since β¯\i can be
considered as the solution for the generalized linear regression problem with data given by (X¯/i, y¯\i), we
can follow the same proof of bounding yj − x>j∗βˆ in Lemma 3 and obtain
sup
i,j
e>j (y¯
\i − X¯/iβ¯\i) ≤ Op
(
poly log(n)
κρ+2l
)
. (71)
To prove the rest of Theorem 4, we first prove the following weaker result:
Lemma 17. Under Assumptions O.1-O.4, we have
β¯\i = βˆ\i + (−β0,i)A¯−1i X¯>/idiag
[
l′′(y¯\i − X¯/iβ¯\i)
]
x∗i + ¯iweak,
where
A¯i = X¯
>
/idiag
[
l′′(y¯\i − X¯/iβ¯\i)
]
X¯/i + λdiag
[
R′′(β¯\i)
]
.
Moreover, for large enough n,
sup
i
‖¯iweak‖ = Op
(
poly log(n)
κ6ρ+3l
)
and sup
i,j
∣∣∣e>j (βˆ\i − β¯\i)∣∣∣ = Op
(
poly log(n)
κ6ρ+3l
)
. (72)
Before we prove this result, let us explain some of its main features and the role it will play in our
overall proof of Theorem 4. First, note that there are two main differences between this result and the proof
of Theorem 4.
(i) bi is replaced with 0.
(ii) Lemma 17 requires ‖¯iweak‖ and
∣∣∣e>j (βˆ\i − β¯\i)∣∣∣ to be Op(poly log(n)κ6ρ+3l
)
rather than
Op
(
poly log(n)·c1+αn
n
α
2 ·κ32ρ+7l
)
which is required by Theorem 4.
We can use the same strategy to prove both Lemma 17 and Theorem 4. We first prove Lemma 17. This
result helps us bound the value of bi. This bound on bi will then enable us to prove Theorem 4. Let us
define b0 = 0 and first show the weaker result for b0. Later, we will replace b0 with bi for i ≥ 1 and prove
Theorem 4 at the end of this subsection.
Proof of Lemma 17. Define
β´\i = β¯\i − (b0 − β0,i)A¯−1i X¯>/idiag
[
l′′(y¯\i − X¯/iβ¯\i)
]
x∗i, (73)
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and βˇ\i be β´\i with b0 inserted at ith component, i.e,
βˇ
\i
j =

β´
\i
j , j < i
b0, j = i
β´
\i
j−1, j > i
.
Note that
‖¯iweak‖ = ‖β¯\i − βˆ\i − (−β0,i)A¯−1i X¯>/idiag
[
l′′(y¯\i − X¯/iβ¯\i)
]
x∗i‖
= ‖β¯\i − (β¯\i − β´\i + βˆ\i)‖ = ‖β´\i − βˆ\i‖ ≤ ‖βˇ\i − βˆ‖. (74)
To bound ‖¯iweak‖, we use a trick similar to the one used in the proof of Proposition 1 in Section A.6. Define
L(β) = −X>l′(y −Xβ) + λR′(β). (75)
Similar to the proof of Proposition 1 in Section A.6 it is straightforward to show that
sup
i
‖βˆ − βˇ\i‖ ≤ Op
(
1
κl
)
· sup
i
‖L(βˆ)− L(βˇ\i)‖ = Op
(
1
κl
)
· sup
i
‖L(βˇ\i)‖. (76)
Hence, we would like to show that
sup
i
‖L(βˇ\i)‖ ≤ Op
(
poly log(n)
κ6ρ+2l
)
. (77)
Toward this goal we first define L\i(βˇ\i) the entire L(βˇ\i) without its ith component, and prove that
supi ‖L\i(βˇ\i)‖. Then, we will look at the ıth component of L(βˇ\i) and find an upper bound for that
component too.
Let us start with bounding supi ‖L\i(βˇ\i)‖. According to the definition of β¯\i, we have
−X¯>/il′(y¯\i − X¯/iβ¯\i) + λR′(β¯\i) = 0. (78)
Furthermore, from (73) we have
0 = X¯>/idiag
[
l′′(y¯\i − X¯/iβ¯\i)
] (
X¯/i(β´
\i − β¯\i) + (b0 − β0,i)x∗i
)
+ λdiag
[
R′′(β¯\i)
]
(β´\i − β¯\i).
(79)
Hence,
L\i(βˇ\i) = −X¯>/il′
(
y¯\i − X¯/iβ´\i − (b0 − β0,i)x∗i
)
+ λR′(β´\i)
= X¯>/i
(
l′(y¯\i − X¯/iβ¯\i)− l′
(
y¯\i − X¯/iβ´\i − (b0 − β0,i)x∗i
))
− λ
(
R′(β¯\i)−R′(β´\i)
)
= X¯>/idiag
[
l′′ (βΞ)
] (
X¯/i(β´
\i − β¯\i) + (b0 − β0,i)x∗i
)
+ λdiag
[
R′′(βiξ′)
]
(β´\i − β¯\i)
= X¯>/idiag
[
l′′ (βΞ)− l′′(y¯\i − X¯/iβ¯\i)
] (
X¯/i(β´
\i − β¯\i) + (b0 − β0,i)x∗i
)
+λdiag
[
R′′(βiξ′)−R′′(β¯\i)
]
(β´\i − β¯\i).
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In these equations, we have used the definitions βΞ = y¯\i−(ΞX¯/iβ´\i+(I−Ξ)X¯/iβ¯\i)−Ξ(b0−β0,i)x∗i,
Ξ = diag [ξ1, · · · ξn] and βiξ′,j = ξ′j β´\ij + (1 − ξ′j)β¯\ij for some ξj , ξ′j ∈ [0, 1]. Furthermore, to obtain the
last equality we have used (79). By Assumption O.2 and Lemma 10 with similar proof for (53), we have
sup
i
‖L\i(βˇ\i)‖ ≤ Op (4δ) ·
√
n sup
i,j
Cl
∣∣∣e>j X¯/i(β´\i − β¯\i) + (b0 − β0,i)xij∣∣∣1+α
+ λ
√
p sup
i,j
Cr
∣∣∣β´\ij − β¯\ij ∣∣∣1+α
Our next goal is to show that
sup
i,j
|e>j X¯/i(β´\i − β¯\i)| = Op
(
poly log(n)√
n · κ3ρ+1l
sup
i
|b0 − β0,i|
)
, (80a)
sup
i,j
|β´\ij − β¯\ij | = Op
(
poly log(n)√
n · κ3ρ+1l
sup
i
|b0 − β0,i|
)
. (80b)
Note that if we prove these two claims, then we can combine them with Lemma 11 and obtain
sup
i
‖L\i(βˇ\i)‖ ≤ Op
(
poly log(n)
n
α
2
· supi |b0 − β0,i|
1+α
κ6ρ+2l
)
. (81)
Since b0 = 0, according to Lemma 11, supi |b0 − β0,i| = Op
(
poly log(n)
)
, which proves an upper bound
for supi ‖L\i(βˇ\i)‖. Hence, let us discuss how (80a) and (80b) can be proved. To prove these equations,
note that, by (73), we just need to show
sup
i,j
∣∣∣∣e>j X¯/iA¯−1i X¯>/idiag [l′′(y¯\i − X¯/iβ¯\i)]x∗i∣∣∣∣ = Op
(
poly log(n)√
n · κ3ρ+1l
)
,
sup
i,j
∣∣∣∣e>j A¯−1i X¯>/idiag [l′′(y¯\i − X¯/iβ¯\i)]x∗i∣∣∣∣ = Op
(
poly log(n)√
n · κ3ρ+1l
)
.
(82)
We use a technique similar to the one used for proving (54) in Section A.6. Recall that, according to (70),
the minimal eigenvalue of A¯i is Ωp (κl). Hence, with Lemma 10, (71) and Assumption O.2, we have
sup
i,j
∥∥∥∥diag [l′′(y¯\i − X¯/iβ¯\i)] X¯/iA¯−1i X¯>/iej∥∥∥∥ ≤ Op( 1κl
)
· sup
i,j
l′′(y¯\ij − e>j X¯/iβ¯\i)
≤ Op
(
poly log(n)
κ3ρ+1l
)
,
sup
i,j
∥∥∥∥diag [l′′(y¯\i − X¯/iβ¯\i)] X¯/iA¯−1i ej∥∥∥∥ ≤ Op( 1κl
)
· sup
i,j
l′′(y¯\ij − e>j X¯/iβ¯\i)
≤ Op
(
poly log(n)
κ3ρ+1l
)
.
Then, since x∗i is independent of y¯\i, β¯\i, X¯/i and A¯i, we conclude that (82) holds, which in turn implies
(80a) and (80b).
Now let us find an upper bound for the ith component of L(βˇ\i) denoted as Li(βˇ\i). By Taylor
38
expansion, we have
Li(βˇ
\i) = −x>∗il′
(
y¯\i − X¯/iβ´\i − (b0 − β0,i)x∗i
)
+ λR′(b0)
= −x>∗il′
(
y¯\i − X¯/iβ´\i − (b0 − β0,i)x∗i
)
+ x>∗il
′(y¯\i − X¯/iβ¯\i)
+ λR′(b0)− x>∗il′(y¯\i − X¯/iβ¯\i)
= x>∗idiag
[
l′′ (βΞ)
] (
X¯/i(β´
\i − β¯\i) + (b0 − β0,i)x∗i
)
+ λR′(b0)− x>∗il′(y¯\i − X¯/iβ¯\i)
= x>∗idiag
[
l′′ (βΞ)− l′′(y¯\i − X¯/iβ¯\i)
] (
X¯/i(β´
\i − β¯\i) + (b0 − β0,i)x∗i
)
︸ ︷︷ ︸
part 1
+ λR′(b0)− x>∗il′(y¯\i − X¯/iβ¯\i)︸ ︷︷ ︸
part 2
+ x>∗idiag
[
l′′(y¯\i − X¯/iβ¯\i)
] (
X¯/i(β´
\i − β¯\i) + (b0 − β0,i)x∗i
)
︸ ︷︷ ︸
part 3
.
In the rest of the proof, we obtain separate upper bounds for part 1, part 2, and part 3. For part 1, similar to
the proof of (81), we have that by (80a)-(80b), Lemma 11 and Assumption O.2, we have
part 1 ≤ sup
i
‖x∗i‖ ·
√
n sup
i,j
Cl
∣∣∣e>j X¯/i(β´\i − β¯\i) + (b0 − β0,i)xij∣∣∣1+α
≤ Op
(
poly log(n)
n
α
2
· supi |b0 − β0,i|
1+α
κ6ρ+2l
)
.
For part 2, note that R′(b0) = R′(0) = O(1). Then, since x∗i is independent of y¯\i − X¯/iβ¯\i, we have
x>∗il
′(y¯\i − X¯/iβ¯\i) d= N (0,
‖l′(y¯\i − X¯/iβ¯\i)‖2
n
).
Hence, by Assumption O.2 and (71), we have
part 2 ≤ sup
i
|λR′(b0)− x>∗il′(y¯\i − X¯/iβ¯\i)|
≤ Op (1) +Op
(
‖l′(y¯\i − X¯/iβ¯\i)‖√
n
· lnn
)
= Op
(
poly log(n)
κ
(ρ+2)(ρ+1)
l
)
.
For part 3, we have
part 3 ≤ sup
i
‖x∗i‖ · sup
i,j
l′′(e>j (y¯
\i − X¯/iβ¯\i)) ·
√
n · sup
i,j
|e>j X¯/i(β´\i − β¯\i) + (b0 − β0,i)xij |.
Apply Lemma 11, Assumption O.2, (71) and (80a) squentially, we have
part 3 ≤ Op (1) ·Op
(
poly log(n)
κ
(ρ+2)ρ
l
)
· √n ·Op
(
poly log(n)√
n
· supi |b0 − β0,i|
κ3ρ+1l
)
= Op
(
poly log(n)
κ
(ρ+2)ρ
l
· supi |b0 − β0,i|
κ3ρ+1l
)
.
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Note that since b0 = 0, by Lemma 11 we know supi |b0 − β0,i| = Op
(
poly log(n)
)
. Hence, by combining
the above three upper bounds we conclude that
sup
i
|Li(βˇ\i)| ≤ Op
(
poly log(n)
κ6ρ+2l
)
.
Note that by combining this result with (81), we obtain
sup
i
‖L(βˇ\i)‖ ≤ Op
(
poly log(n)
κ6ρ+2l
)
.
Therefore, according to (76), we have
‖¯iweak‖ ≤ sup
i
‖βˆ − βˇ\i‖ ≤ Op
(
poly log(n)
κ6ρ+3l
)
.
Combine with (80b), we have
sup
i,j
∣∣∣e>j (βˆ\i − β¯\i)∣∣∣ = Op
(
poly log(n)
κ6ρ+3l
)
.
This completes the proof of Lemma 17.
Now we would like to prove Theorem 4. As discussed before we replace b0 with bi in the proof of
Lemma 17 and update the proof accordingly with additional Assumption O.5. With a slight abuse of
notation we redefine β´\i and βˇ\i by replacing b0 with bi. In other words, in the rest of the proof we have
β´\i = β¯\i − (bi − β0,i)A¯−1i X¯>/idiag
[
l′′(y¯\i − X¯/iβ¯\i)
]
x∗i, (83)
and
βˇ
\i
j =

β´
\i
j , j < i
bi, j = i
β´
\i
j−1, j > i
.
Then, we can follow the same steps as the ones in the proof of Lemma 17 and conclude that
sup
i,j
|e>j X¯/i(β´\i − β¯\i)| = Op
(
poly log(n)√
n · κ3ρ+1l
sup
i
|bi − β0,i|
)
, (84a)
sup
i,j
|β´\ij − β¯\ij | = Op
(
poly log(n)√
n · κ3ρ+1l
sup
i
|bi − β0,i|
)
, (84b)
and
sup
i
‖L\i(βˇ\i)‖ ≤ Op
(
poly log(n)
n
α
2
· supi |bi − β0,i|
1+α
κ6ρ+2l
)
. (85)
Similarly, we want to obtain an upper bound for the ith component of L(βˇ\i) denoted with Li(βˇ\i). By
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Taylor expansion, we have
Li(βˇ
\i)
= −x>∗il′
(
y¯\i − X¯/iβ´\i − (bi − β0,i)x∗i
)
+ λR′(bi)
= x>∗idiag
[
l′′ (βΞ)
] (
X¯/i(β´
\i − β¯\i) + (bi − β0,i)x∗i
)
+ λR′(bi)− x>∗il′(y¯\i − X¯/iβ¯\i)
= x>∗idiag
[
l′′ (βΞ)− l′′(y¯\i − X¯/iβ¯\i)
] (
X¯/i(β´
\i − β¯\i) + (bi − β0,i)x∗i
)
−ai(bi − β0,i) + x>∗idiag
[
l′′(y¯\i − X¯/iβ¯\i)
] (
X¯/i(β´
\i − β¯\i) + (bi − β0,i)x∗i
)
.
For the last equality we have used the following equality which is a simple conclusion of the definition of
bi in (87):
ai(bi − β0,i) + λR′(bi) = x>∗il′(y¯\i − X¯/iβ¯\i).
In the following calculations, we use l¯′′i as a shorthand for the matrix diag
[
l′′(y¯\i − X¯/iβ´\i)
]
. According
to the matrix inversion lemma, we have
x>∗il¯
′′
i
(
X¯/i(β´
\i − β¯\i) + (bi − β0,i)x∗i
)
= (bi − β0,i)
(
x>∗il¯
′′
i x∗i − x>∗il¯′′i X¯/iA¯−1i X¯>/il¯′′i x∗i
)
= (bi − β0,i)ai.
Hence, when we replace b0 with bi, then part 2 and part 3 in (83) cancel each other and only part 1 remains.
In other words, we have
sup
i
|Li(βˇ\i)| = sup
i,Ξ
∣∣∣∣x>∗idiag [l′′(βΞ)− l′′(y¯\i − X¯/iβ´\i)] (X¯/i(β´\i − β¯\i) + (bi − β0,i)x∗i)∣∣∣∣
(i)
≤ sup
i
‖x∗i‖ ·
√
n sup
i,j
Cl
∣∣∣e>j X¯/i(β´\i − β¯\i) + (bi − β0,i)xij∣∣∣1+α
(ii)
≤ Op
(
poly log(n)
n
α
2
· supi |bi − β0,i|
1+α
κ6ρ+2l
)
,
where Inequality (i) is due to Assumption O.2 and Inequality (ii) is due to (84a)-(84b) and Lemma 11.
Hence, if we combine this equation with (85), then we obtain
sup
i
‖L(βˇ\i)‖ ≤ Op
(
poly log(n)
n
α
2
· supi |bi − β0,i|
1+α
κ6ρ+2l
)
.
Therefore, similar to (76), we have
‖¯i‖ ≤ sup
i
‖βˆ − βˇ\i‖ ≤ Op
(
1
κl
)
· sup
i
‖L(βˇ\i)‖
≤ Op
(
poly log(n)
n
α
2
· supi |bi − β0,i|
1+α
κ6ρ+3l
)
. (86)
Note that (86) and (84b) together imply that
sup
i,j
∣∣∣e>j (βˆ\i − β¯\i)∣∣∣ = Op
(
poly log(n)
n
α
2
· supi |bi − β0,i|
1+α
κ6ρ+3l
)
.
As a corollary of (86), we have
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Corollary 1. Under Assumption O.1-O.4, as n→∞, we have
sup
i
|bi − βˆi| ≤ sup
i
‖βˆ − βˇ\i‖ ≤ Op
(
poly log(n)
n
α
2
· supi |bi − β0,i|
1+α
κ6ρ+3l
)
.
Finally, to complete the proof of Theorem 4, we just need to bound supi |bi−β0,i|withOp
(
poly log(n)
κ13ρ+2l
· cn
)
under additional Assumption O.5. By Lemma 11, we know we just need to bound |bi| byOp
(
poly log(n)
κ13ρ+2l
· cn
)
.
Let η(·) denote the proximal operator of R, defined as
η(x, λ) = arg min
y∈R
1
2
(x− y)2 + λR(y).
Then recall the definition of bi, we have
bi = η(β0,i +
1
ai
x>∗il
′(y¯\i − X¯/iβ¯\i), λ
ai
), (87)
where
ai = x
>
∗i(diag
[
l′′(y¯\i − X¯/iβ¯\i)
]−1
+ λX¯/idiag
[
R′′(β¯\i)
]
X¯>/i)
−1x∗i.
Our first lemma summarizes a few properties of the prox function η.
Lemma 18. Let f(x) be a convex function. If f is twice-differentiable, then we have
∂ηf (x, θ)
∂x
=
1
1 + θf ′′(ηf (x, θ))
,
where ηf is the proximity operator of f , satisfying
ηf (x, θ) = arg min
y∈R
1
2
(x− y)2 + θf(y).
Hence, ηf (x, θ) is Lipchitz continuous with constant 1.
Proof. Since f is convex, we know that ηf (x, θ) is uniquely defined for each θ, and satisfies
ηf (x, θ)− x+ θf ′(ηf (x, θ)) = 0.
Since f is twice-differentiable, by taking a derivative with respect to x from both sides of the above equation
we obtain
∂ηf (x, θ)
∂x
− 1 + θf ′′(ηf (x, θ)) · ∂ηf (x, θ)
∂x
= 0,
which completes the proof of the lemma.
According to Assumption O.1, there exists a constant µmin such that R achieves its minimum at µmin.
Hence, η(µmin; ·) ≡ µmin. Further, by Lemma 18, we have |η′| ≤ 1. Hence, (87) implies that
|bi| ≤ |β0,i + 1
ai
x>∗il
′(y¯\i − X¯/iβ¯\i)− µmin|+ |η(µmin, λ/ai)|
≤ |β0,i|+ | 1
ai
x>∗il
′(y¯\i − X¯/iβ¯\i)|+ 2|µmin|
(i)
≤ Op (lnn) + 1|ai|Op
(
‖l′(y¯\i − X¯/iβ¯\i)‖√
n
· lnn
)
(ii)
≤ Op (lnn) + 1|ai|Op
(
poly log(n)
κ
(ρ+2)(ρ+1)
l
)
, (88)
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where Inequality (i) holds due to Lemma 11 and the facts that x∗i is independent of y¯\i − X¯/iβ¯\i, and
Inequality (ii) is due to Assumption O.2 and (71). Hence, we just need to lower bound |ai|. Note that, by
definition of ai, we have
inf
i
|ai| ≥ infi ‖x∗i‖
maxi σmax
(
diag
[
l′′(y¯\i − X¯/iβ¯\i)
]−1
+ λX¯/idiag
[
R′′(β¯\i)
]
X¯>/i
) .
Note that by Assumption O.3, we know the maximum eigenvalue of diag
[
l′′(y¯\i − X¯/iβ¯\i)
]−1
is at most
Op
(
1/κl
)
. For the maximum eigenvalue of λX¯/idiag
[
R′′(β¯\i)
]
X¯>/i, note that by Assumption O.2, we
have
sup
i,j
R′′(e>j β¯
\i) ≤ Op
(
1 + sup
i,j
(β¯
\i
j )
ρ
)
.
According to Assumption O.5 and (72) stated in Lemma 17, we have
sup
i,j
R′′(e>j β¯
\i) ≤ Op
(
poly log(n)
κ9ρl
+ cn
)
. (89)
Hence, due to Lemma 10, we have
inf
i
|ai| ≥ infi ‖x∗i‖
1 +Op
(
poly log(n)
κ9ρl
+ cn
) ≥ Ωp
 1poly log(n)
κ9ρl
+ cn
 , (90)
where the last inequality is due to Lemma 11. Hence, by using Lemma 11 again, we have
sup
i
|bi − β0,i| ≤ Op (lnn) +Op
(
poly log(n)
κ9ρl
+ cn
)
·Op
(
poly log(n)
κ
(ρ+2)(ρ+1)
l
)
≤ Op
(
poly log(n)
κ13ρ+2l
· cn
)
.
(91)
This completes the proof of Theorem 4.
A.9.3 Proof of Lemma 15
By Matrix Inversion Lemma, we have
xˆ>·iQˆ
−1
i xˆ·i = xˆ
>
·ixˆ·i − x>∗iMˆix∗i and x¯>·iQ¯−1i x¯·i = x¯>·ix¯·i − x>∗iM¯ix∗i, (92)
where
Mˆi = diag
[
l′′(y −Xβˆ)
]
X¯/i
(
X¯>/idiag
[
l′′(y −Xβˆ)
]
X¯/i + λdiag
[
R′′c (βˆ
\i)
])−1
× X¯>/idiag
[
l′′(y −Xβˆ)
]
,
and
M¯i = v
>
(
X¯>/idiag
[
l′′(y¯\i − X¯/iβ¯\i)
]
X¯/i + λdiag
[
R′′c (β¯
\i)
])−1
v,
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where v = X¯>/idiag
[
l′′(y¯\i − X¯/iβ¯\i)
]
. Hence, we need to show
sup
i
∣∣∣∣∣x>∗i
(
Mˆi − diag
[
l′′(y −Xβˆ)
]
− M¯i + diag
[
l′′(y¯\i − X¯/iβ¯\i)
])
x∗i
∣∣∣∣∣
is at most
Op
poly log(n) · c1+αn
n
α2
2 · κ64ρ+15l
 .
Let
Mˇi = diag
[
l′′(y −Xβˆ)
]
X¯/i
(
X¯>/idiag
[
l′′(y¯\i − X¯/iβ¯\i)
]
X¯/i + λdiag
[
R′′c (β¯
\i)
])−1
× X¯>/idiag
[
l′′(y −Xβˆ)
]
.
We just need to show the following three equations:
sup
i
∣∣∣∣x>∗idiag [l′′(y¯\i − X¯/iβ¯\i)− l′′(y −Xβˆ)]x∗i∣∣∣∣ = Op
poly log(n) · c1+αn
n
α2
2 · κ32ρ+7l
 ,
sup
i
∣∣∣x>∗i(Mˆi − Mˇi)x∗i∣∣∣ = Op
(
poly log(n) · c1+αn
n
α
2 · κ38ρ+9l
)
,
sup
i
∣∣∣x>∗i(Mˇi − M¯i)x∗i∣∣∣ = Op
poly log(n) · c1+αn
n
α2
2 · κ64ρ+15l
 .
(93)
To show the first equation, recall the proof of Theorem 4 at the end of Section A.9.2. We have
sup
i,j
|l′′(yj − x>j∗βˆ)− l′′(y¯\ij − e>j X¯/iβ¯\i)|
≤ sup
i,j
|l′′(yj − x>j∗βˆ)− l′′(yj − x>j∗βˇ\i)|+ sup
i,j
|l′′(yj − x>j∗βˇ\i)− l′′(y¯\ij − e>j X¯/iβ¯\i)|
(i)
≤ Cl
(
sup
i,j
|x>j∗(βˆ − βˇ\i)|α + sup
i,j
|e>j X¯/i(β´\i − β¯\i) + (bi − β0,i)xij |α
)
(ii)
≤ Op
poly log(n) · c1+αn
n
α2
2 · κ32ρ+7l
+ Cl(sup
i,j
|e>j X¯/i(β´\i − β¯\i) + (bi − β0,i)xij |α
)
(iii)
≤ Op
poly log(n) · c1+αn
n
α2
2 · κ32ρ+7l
 ,
(94)
where Inequality (i) is due to Assumption O.2, Inequality (ii) is due to (86), (91) and Lemma 11, and
inequality (iii) is due to (84a), (84b), (91) and Lemma 11. Hence, according to Lemma 11, we have
sup
i
∣∣∣∣x>∗idiag [l′′(y¯\i − X¯/iβ¯\i)− l′′(y −Xβˆ)]x∗i∣∣∣∣ = Op
poly log(n) · c1+αn
n
α2
2 · κ32ρ+7l
 .
To show the second equation in (93), by Theorem 4 and Assumption O.2, we have
sup
i,j
|R′′c (βˆ\ij )−R′′c (β¯\ij )| ≤ Cr sup
i,j
|βˆ\ij − β¯\ij |α ≤ Op
poly log(n) · c1+αn
n
α2
2 · κ32ρ+7l
 . (95)
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Based on (94) and (95), we replace ej by X¯>/idiag
[
l′′(y −Xβˆ)
]
x∗i in (59), (60) and follow similar steps
as the ones presented in the proof of Lemma 6 to obtain
sup
i
|x>∗i(Mˆi − Mˇi)x∗i|
≤ sup
i
∥∥∥∥X¯>/idiag [l′′(y −Xβˆ)]x∗i∥∥∥∥2 ·Op
(
poly log(n) · c1+αn
n
α
2 · κ33ρ+9l
)
≤ Op
(
poly log(n) · c1+αn
n
α
2 · κ38ρ+9l
)
,
where the last inequality is due to Assumption O.2, Lemma 10 and Lemma 11. To obtain the last equation
in (93), note that Mˇi and M¯i have the following forms:
Mˇi = diag
[
lˆ′′
]
Widiag
[
lˆ′′
]
and M¯i = (diag
[
lˆ′′
]
+ ∆ˇi)Wi(diag
[
lˆ′′
]
+ ∆ˇi),
where lˆ′′ is a shorthand for l′′(y −Xβˆ) and ∆ˇi,Wi are defined in the following way:
∆ˇi = diag
[
l′′(y¯\i − X¯/iβ¯\i)− l′′(y −Xβˆ)
]
,
Wi = X¯/i
(
X¯>/idiag
[
l′′(y¯\i − X¯/iβ¯\i)
]
X¯/i + λdiag
[
R′′c (β¯
\i)
])−1
X¯>/i.
Hence, we have
sup
i
|x>∗i(M¯i − Mˇi)x∗i|
≤ sup
i
|x>∗i∆ˇiWi∆ˇix∗i|+ 2 sup
i
|x>∗idiag
[
lˆ′′
]
Wi∆ˇix∗i|
≤ sup
‖u‖=1
u>Wiu · sup
i
‖∆ˇix∗i‖2 + 2 sup
i
‖Widiag
[
lˆ′′
]
x∗i‖ · sup
i
‖∆ˇix∗i‖.
By (94), we have
sup
i,j
|e>j ∆ˇiej | = sup
i,j
|l′′(yj − x>j∗βˆ)− l′′(y¯\ij − e>j X¯/iβ¯\i)| ≤ Op
poly log(n) · c1+αn
n
α2
2 · κ32ρ+7l
 .
Due to Assumption O.3 and Lemma 10, the maximum eigenvalue ofWi is at most Op
(
1/κl
)
. Hence, with
Lemma 11 and the fact that ∆ˇis are diagonal matrices, we have
sup
i
|x>∗i(M¯i − Mˇi)x∗i|
≤ Op
(
1
κl
)
·Op
(
poly log(n) · c2+2αn
nα2 · κ64ρ+14l
)
·Op (1)
+Op
(
1
κl
)
sup
i
l′′(yi − x>i∗βˆ) ·Op (1) ·Op
poly log(n) · c1+αn
n
α2
2 · κ32ρ+7l

= Op
poly log(n) · c1+αn
n
α2
2 · κ64ρ+15l
 ,
where the last equality is due to Assumption O.2 and Lemma 3. Hence, we have completed the proof of
this lemma.
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A.9.4 Proof of Lemma 16
Note that by replacing x∗i by ej in the proof of Lemma 15, we can follow the same steps and show that
sup
i
∣∣∣∣∣∣ 1nTr
(
(l¯i)
1
2 Q¯−1i (l¯
i)
1
2
)
− 1
n
Tr
(
diag
[
lˆ′′
] 1
2
Qˆ−1i diag
[
lˆ′′
] 1
2
)∣∣∣∣∣∣
is at most
Op
poly log(n) · c1+αn
n
α2
2 · κ64ρ+15l
 .
Hence, since
sup
i
∣∣∣∣∣∣ 1nTr
(
diag
[
lˆ′′
] 1
2
Qˆ−1i diag
[
lˆ′′
] 1
2
)
− 1
n
Tr
(
diag
[
lˆ′′
] 1
2
(I + XˆDXˆ>)−1diag
[
lˆ′′
] 1
2
)∣∣∣∣∣∣
= sup
i
∣∣∣∣∣∣ 1nTr
(
diag
[
lˆ′′
] 1
2
(
Qˆ−1i − (Qˆi +Dixˆ·ixˆ>·i)−1
)
diag
[
lˆ′′
] 1
2
)∣∣∣∣∣∣ ,
we just need to show that
sup
i
∣∣∣∣∣∣ 1nTr
(
diag
[
lˆ′′
] 1
2
(
Qˆ−1i − (Qˆi +Dixˆ·ixˆ>·i)−1
)
diag
[
lˆ′′
] 1
2
)∣∣∣∣∣∣ ≤ Op
(
poly log(n)
nα2/2
)
. (96)
By Matrix Inversion Lemma, we have
sup
i
∣∣∣∣∣∣ 1nTr
(
diag
[
lˆ′′
] 1
2
(
Qˆ−1i − (Qˆi +Dixˆ·ixˆ>·i)−1
)
diag
[
lˆ′′
] 1
2
)∣∣∣∣∣∣
= sup
i
∣∣∣∣∣∣ 1nTr
(
DiQˆ
−1
i xˆ·ixˆ
>
·iQˆ
−1
i
1 +Dixˆ>·iQˆ
−1
i xˆ·i
diag
[
lˆ′′
])∣∣∣∣∣∣
= sup
i
∣∣∣∣∣∣ 1nTr
(
Qˆ−1i xˆ·ixˆ
>
·iQˆ
−1
i
λR′′c (βˆi) + xˆ>·iQˆ
−1
i xˆ·i
diag
[
lˆ′′
])∣∣∣∣∣∣
= sup
i
∣∣∣∣∣∣∣∣∣
1
n
·
Tr
(
Qˆ−1i xˆ·ixˆ
>
·iQˆ
−1
i diag
[
lˆ′′
])
λR′′c (βˆi) + xˆ>·iQˆ
−1
i xˆ·i
∣∣∣∣∣∣∣∣∣
≤ sup
i
∣∣∣∣∣ 1n · xˆ>·iQˆ−2i xˆ·iλR′′c (βˆi) + xˆ>·iQˆ−1i xˆ·i
∣∣∣∣∣ · supi l′′(yi − x>i∗βˆ).
Hence, due to the definition of Qˆi, we know that the minimal eigenvalue of Qˆi is at least 1. Therefore, with
Lemma 11, we have
sup
i
∣∣∣∣∣∣ 1nTr
(
diag
[
lˆ′′
] 1
2
(
Qˆ−1i − (Qˆi +Dixˆ·ixˆ>·i)−1
)
diag
[
lˆ′′
] 1
2
)∣∣∣∣∣∣
≤
supi
∣∣∣l′′(yi − x>i∗βˆ)∣∣∣2 ·Op (1)
nλ infiR′′c (βˆi)
≤ Op
 supi
∣∣∣l′′(yi − x>i∗βˆ)∣∣∣2√
n
 ,
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where last inequality holds due to the fact that R′′c (x) ≥ c3 = Ω(1/
√
n). Note that, due to Lemma 3 and
Assumption O.2, we have
sup
i
l′′(yi − x>i∗βˆ) ≤ Op
(
poly log(n)
κ3ρl
)
.
Hence, (96) holds.
B Consistency of LOOCV estimate
B.1 Proof of Lemma 8
Note that
var(P1) =
1
n2
n∑
i=1
E
(
l(yi − x>i∗β˜\i)− E[l(yi − x>i∗β˜\i)
∣∣Di])2
+
1
n2
∑
i 6=j
E
(
l(yi − x>i∗β˜\i)− E[l(yi − x>i∗β˜\i)
∣∣Di])
×
(
l(yj − x>j∗β˜\j)− E[l(yj − x>j∗β˜\j)
∣∣Dj ]) .
Our goal is to bound var(P1) by O
(
1
nκ4ρ+6l
)
. We have
var(P1) ≤ 1
n
El(y1 − x>1∗β˜\1)2︸ ︷︷ ︸
part 3
+ E
(
l(y1 − x>1∗β˜\1)− E[l(y1 − x>1∗β˜\1)
∣∣D1])(l(y2 − x>2∗β˜\2)− E[l(y2 − x>2∗β˜\2)∣∣D2])︸ ︷︷ ︸
part 4
.
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To bound part 3, note that, according to Assumptions O.2 and O.4, we have
E
(
l(y1 − x>1∗β˜\1)
)2
≤ O(1)
(
1 + E
(
y1 − x>1∗β˜\1
)2ρ+4)
≤ O(1)
(
1 + E
‖β˜\1 − β0‖4ρ+8
n2ρ+4
+ Ew4ρ+81
)
= O
(
1 +
1
n2ρ+4
E‖β˜\1 − β0‖4ρ+8
)
.
Hence, to bound part 3 by O
(
1
nκ2ρ+4l
)
, we will first show that E‖βˆ − β0‖2r is bounded by O(nr/κrl ) for
every integer number r. Bounding E‖β˜\1−β0‖2r will be similar. Note that βˆ should satisfy the following
0 = −X>l′(y −Xβˆ) + λR′(βˆ).
Hence, by applying Taylor expansion for l′ at w and R′ at β0, we have
X>l′(w)− λR′(β0) =
(
X>diag
[
l′′(wξ)
]
X + λdiag
[
R′′(βξ′)
])
(βˆ − β0),
where e>j βξ′ = ξ
′
je
>
j β0 + (1− ξ′j)e>j βˆ for some ξ′j ∈ [0, 1] and jth diagonal component of diag
[
l′′(wξ)
]
is l′′(ξjwj +(1−ξj)x>j∗(β0− βˆ)) for some ξj ∈ [0, 1]. Then, by Matrix Inversion Lemma and Assumption
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O.3, it is straightforward to show that
‖βˆ − β0‖2 =
∥∥∥∥(X>diag [l′′(wξ)]X + λdiag [R′′(βξ′)])−1 (X>l′(w)− λR′(β0))∥∥∥∥2
≤
∥∥∥∥(X>diag [l′′(wξ)]X)−1 (X>l′(w)− λR′(β0))∥∥∥∥2
≤ κ−1l
∥∥∥(X>X)−1 (X>l′(w)− λR′(β0))∥∥∥2
≤ κ−1l
∥∥∥(X>X)−1X>l′(w)∥∥∥2 + λ2
κl
∥∥∥(X>X)−1R′(β0)∥∥∥2 .
(98)
Hence, we have
E
(
‖βˆ − β0‖2
n
)r
≤ O
(
1
κrl
)
·
E
∥∥∥(X>X)−1X>l′(w)∥∥∥2r
nr︸ ︷︷ ︸
part 5
+E
∥∥∥(X>X)−1R′(β0)∥∥∥2r
nr︸ ︷︷ ︸
part 6
 . (99)
For part 5, we have
E
∥∥∥(X>X)−1X>l′(w)∥∥∥2r
nr
≤ E
(
σmax
(
X(X>X)−2X>
) ‖l′(w)‖2
n
)r
= E
σmax
(
(X>X)
−1
)
‖l′(w)‖2
n

r
(i)
= E
1
σrmin(X
>X)
E
(∑n
i=1 l
′(wi)2
n
)r
s ≤ E 1
σrmin(X
>X)
El′(w)2r
≤ E 1
σrmin(X
>X)
E(1 + |w|ρ+1)2r ·O(1)
≤ E 1
σrmin(X
>X)
·O(1),
where σmax(M) and σmin(M) denote the maximum and minimum eigenvalues of matrixM respectively.
Furthermore, Equality (i) holds since w and X are independent. Finally, the last two inequalities are due
to Assumptions O.2 and O.4. To bound E 1
σrmin(X
>X) , we claim the following lemma:
Lemma 19. For all fixed r ≥ 0, we have
E
1
σrmin(X
>X)
= O(1). (100)
The proof of this lemma can be found in Section B.2. Hence, with Assumption O.4, we have
E
∥∥∥(X>X)−1X>l′(w)∥∥∥2r
nr
≤ O(1).
Similarly, part 6 is O(1) as well. Therefore, according to (99), for all r ∈ N we have
E
(
‖βˆ − β0‖2
n
)r
≤ O
(
1
κrl
)
. (101)
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Similarly, for all r ∈ N we have
E
(
‖β˜\1 − β0‖2
n
)r
≤ O
(
1
κrl
)
. (102)
Hence, part 3 in (97) is bounded by O
(
1
nκ2ρ+4l
)
. To bound part 4 in (97), consider the following defini-
tions:
δ1 = l(y1 − x>1∗β˜\1)− E[l(y1 − x>1∗β˜\1)
∣∣D1],
δ2 = l(y2 − x>2∗β˜\2)− E[l(y2 − x>2∗β˜\2)
∣∣D2],
δ12 = l(y1 − x>1∗β˜\{1,2})− E[l(y1 − x>1∗β˜\{1,2})
∣∣D1],
δ21 = l(y2 − x>2∗β˜\{1,2})− E[l(y2 − x>2∗β˜\{1,2})
∣∣D2],
where β˜\{1,2} is the minimizer of (1) without the first and second observations (x1∗, y1) and (x2∗, y2), i.e.,
β˜\{1,2} = arg min
β∈Rp
n∑
i=3
l(yi − x>i∗β) + λ
p∑
i=1
R(βi).
Since β˜\{1,2} is independent of both the first and second observations, it is straightforward to show that
0 = Eδ1δ21 = Eδ12δ2 = Eδ12δ21.
Hence, we have
part 4 = Eδ1δ2 = E(δ1 − δ12)(δ2 − δ21)
= part 7 + part 8 + part 9 + part 10,
where
part 7 = E
(
l(y1 − x>1∗β˜\1)− l(y1 − x>1∗β˜\{1,2})
)
×
(
l(y2 − x>2∗β˜\2)− l(y2 − x>2∗β˜\{1,2})
)
part 8 = E
(
l(ynew1 − (xnew1∗ )>β˜\1)− l(ynew1 − (xnew1∗ )>β˜\{1,2})
)
×
(
l(y2 − x>2∗β˜\2)− l(y2 − x>2∗β˜\{1,2})
)
part 9 = E
(
l(y1 − x>1∗β˜\1)− l(y1 − x>1∗β˜\{1,2})
)
×
(
l(ynew2 − (xnew2∗ )>β˜\2)− l(ynew2 − (xnew2∗ )>β˜\{1,2})
)
part 10 = E
(
l(ynew1 − (xnew1∗ )>β˜\1)− l(ynew1 − (xnew1∗ )>β˜\{1,2})
)
×
(
l(ynew2 − (xnew2∗ )>β˜\2)− l(ynew2 − (xnew2∗ )>β˜\{1,2})
)
,
where (xnew1∗ , y
new
1 ) and (x
new
2∗ , y
new
2 ) are two independent copies of (x1∗, y1) and (x2∗, y2). We will show
that part 7 can be bounded by O
(
1
nκ4ρ+6l
)
and then part 8, 9 and 10 can be bounded by O
(
1
nκ4ρ+6l
)
following a similar argument. To bound part 7, note that β˜\1, β˜\2 and β˜\{1,2} should satisfy the following:
0 = −X>l′(y −Xβ˜\1) + l′(y1 − x1∗β˜\1)x1∗ + λR′(β˜\1),
0 = −X>l′(y −Xβ˜\2) + l′(y2 − x2∗β˜\2)x2∗ + λR′(β˜\2),
0 = −X>l′(y −Xβ˜\{1,2}) + l′(y1 − x1∗β˜\1,2)x1∗ + l′(y2 − x2∗β˜\1,2)x2∗ + λR′(β˜\{1,2}).
49
Hence, applying Taylor expansion, we have
β˜\1 − β˜\{1,2} = l′(y2 − x>2∗β˜\1,2)(B2,ξ,ξ′)−1x2∗,
β˜\2 − β˜\{1,2} = l′(y1 − x>1∗β˜\1,2)(B1,ξ,ξ′)−1x1∗,
(103)
and (
l(y1 − x>1∗β˜\1)− l(y1 − x>1∗β˜\{1,2})
)(
l(y2 − x>2∗β˜\2)− l(y2 − x>2∗β˜\{1,2})
)
= x>1∗(β˜
\1 − β˜\{1,2})l′(y1 − x>1∗β˜\1ξ )x>2∗(β˜\2 − β˜\{1,2})l′(y2 − x>2∗β˜\2ξ )
= x>1∗(B1,ξ,ξ′)
−1x2∗x>2∗(B2,ξ,ξ′)
−1x1∗l′(y2 − x>2∗β˜\1,2)
×l′(y1 − x>1∗β˜\1ξ )l′(y1 − x>1∗β˜\1,2)l′(y2 − x>2∗β˜\2ξ ),
whereB1,ξ,ξ′ ,B2,ξ,ξ′ are defined by
B1,ξ,ξ′ = X
>
\{1,2}diag
[
l′′(y −X\{1,2}β˜\1ξ )
]
X\{1,2} + λdiag
[
R′′(β˜\1ξ )
]
,
B2,ξ,ξ′ = X
>
\{1,2}diag
[
l′′(y −X\{1,2}β˜\2ξ′ )
]
X\{1,2} + λdiag
[
R′′(β˜\2ξ′ )
]
,
and β˜\1ξ , β˜
\2
ξ′ lie between β˜
\1 and β˜\{1,2} or β˜\2 and β˜\{1,2} respectively. Then, by the Cauchy inequality,
we have
(part 7)4 ≤ E(x>1∗(B1,ξ,ξ′)−1x2∗)4 × E(x>2∗(B2,ξ,ξ′)−1x1∗)4
×
(
E
(
l′(y2 − x>2∗β˜\1,2)l′(y1 − x>1∗β˜\1ξ )l′(y1 − x>1∗β˜\1,2)l′(y2 − x>2∗β˜\2ξ )
)2)2
≤ O
(
1
κ16ρ+16l
)
· E(x>1∗(B1,ξ,ξ′)−1x2∗)4 × E(x>2∗(B2,ξ,ξ′)−1x1∗)4,
where the proof of the last inequality is similar to the proof we gave for bounding part 3 above. To bound
E(x>1∗(B1,ξ,ξ′)−1x2∗)4, note that x1∗ is independent of (B2,ξ,ξ′)−1x2∗ and therefore, we have
x>1∗(B1,ξ,ξ′)
−1x2∗
∣∣D1 d= N (0, ‖(B1,ξ,ξ′)−1x2∗‖2
n
).
Further, by Matrix Inversion Lemma, we can bound ‖(B1,ξ,ξ′)−1x2∗‖ by 1κl ‖(X>\{1,2}X\{1,2})−1x2∗‖.
Hence, we have
E(x>1∗(B1,ξ,ξ′)−1x2∗)4 = 3E
‖(B1,ξ,ξ′)−1x2∗‖4
n2
≤ O
(
1
n2κ4l
)
· E‖(X>\{1,2}X\{1,2})−1x2∗‖4
≤ O
(
1
n2κ4l
)
· E 3 · Tr
(
(X>\{1,2}X\{1,2})
−4
n2
)
,
where the last equality is due to the fact that x2∗ is a Gaussian vector and is independent of X\{1,2}. Due
to Graczyk et al. (2003)[Theorem 4], we have
E(x>1∗(B1,ξ,ξ′)−1x2∗)4 ≤ O
(
1
n2κ4l
)
.
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Similarly, we have
E(x>2∗(B2,ξ,ξ′)−1x1∗)4 ≤ O
(
1
n2κ4l
)
.
Hence, we have proved that part 7 is O
(
1
nκ4ρ+6l
)
. By using similar techniques we can prove that parts 8 to
10 are bounded by O
(
1
nκ4ρ+6l
)
. Therefore, part 4 is bounded by O
(
1
nκ4ρ+6l
)
. Together with the fact that
part 3 is bounded by O
(
1
nκ2ρ+4l
)
, we have shown that the variance of part 1 is bounded by O
(
1
nκ4ρ+6l
)
.
B.2 Proof of Lemma 19
LetW denote a random matrix drawn from the standard Wishart distribution Wp(n, I). Let λ1 ≥ λ2 . . . ≥
λp denote the eigenvalues ofW . Then, it is straightforward to see that bounding E 1σrmin(X>X) is equivalent
to bounding En
r
λrp
. According to Chen and Dongarra (2005)[Lemma 3.2], offers the following upper bound
for the probability density function of λp:
fp(λp) ≤ κn,pe− 12λpλ(n−p−1)/2p , (104)
where κn,p = 2
(n−p−1)/2
Γ(p/2)Γ(n−p+1) and Γ(x) is the Gamma function. Hence, as long as n and p are sufficiently
large, we know En
r
λrp
exists. Further, we just need to consider r to be integer since we have
E
(
n
λp
)r
≤ E
(
n
λp
)brc
+ E
(
n
λp
)dre
Next, let us denote cδ =
(
δ
δ−1
)2
where δ = np is defined in Section 1.1. Then by (104), we have
E
(
n
λp
)r
= E
(
n
λp
)r
Iλp≥n/cδ + E
(
n
λp
)r
Iλp≤n/cδ
≤ crδ +
∫ n
cδ
0
(
n
λp
)r
· κn,pe− 12λpλ(n−p−1)/2p dλp
≤ crδ + nr
∫ n
cδ
0
κn,pλ
(n−p−1−2r)/2
p dλp
= crδ +
Γ(n+12 )
Γ(p2 )
(
n
2
)n−p+1
2
·
(
n√
cδ
)n−p+1
· crδ
Γ(n− p+ 1) · (n− p+ 1− 2r) .
From Chen and Dongarra (2005)[Eq 2.6 and Lemma 4.1], we have
Γ(n+12 )
Γ(p2 )
(
n
2
)n−p+1
2
≤ 1.
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Hence, with Stirling’s approximation, we have
E
(
n
λp
)r
≤ crδ +
(
n√
cδ
)n−p+1
· crδ
Γ(n− p+ 1) · (n− p+ 1− 2r)
≤ O(crδ) ·
1 +
(
n√
cδ
)n−p+1
(
n−p
e
)n−p
· (n− p+ 1− 2r)

≤ O(crδ) ·
1 +( δ
(δ − 1)√cδ
)n−p+1
= O(1),
where to obtain the last equality we plugged in the value of cδ . This completes the proof.
C Proof of Lemma 1
Our proof here uses the proof of Theorem 4. Hence, we suggest that the reader reads the proof of Theorem
4 before this. We first remind the quantity bi was defined in the statement of Theorem 4. Our goal here is
to first prove that under the assumptions O.1 - O.4, we have supi |bi| = Op
(
poly log(n)
κ10ρ+5l
)
. We will connect
βˆi with bi and bound supi |βˆi| later in the proof.
To show supi |bi| is bounded by Op
(
poly log(n)
)
, note that if condition (a) holds, then we have
sup
i,j
R′′(β¯\ij ) ≤ sup
i,j
R′′(βˆ\ij ) +O(1) · sup
i,j
|βˆ\ij − β¯\ij |
= sup
j
R′′(βˆj) +O(1) · sup
i,j
|βˆ\ij − β¯\ij |
≤ Op
(
poly log(n)
κ6ρ+3l
)
,
where the last equality is due to (72). Note that, in the proof of Theorem 4, the only place we use assumption
O.5 is to obtain an upper bound on supi,j R
′′(β¯\ij ) in (89). A similar argument shows that Condition (b)
proves supi,j R
′′(β¯\ij ) = Op
(
poly log(n)
κ6ρ+3l
)
as well. Hence, applying this new bound in (90), we have
inf
i
|ai| ≥ Ωp
(
κ6ρ+3l
poly log(n)
)
.
Then by (88), we have supi |bi| ≤ Op
(
poly log(n)
κ10ρ+5l
)
. For the case when condition (c) holds, note that from
the definition of bi we have
ai(bi − β0,i) + λ(R′(bi)−R′(β0,i)) = x>∗il′(y¯\i − X¯/iβ¯\i)− λR′(β0,i).
By using the Taylor expansion, we obtain
(ai + λR
′′(bξ))(bi − β0,i) = x>∗il′(y¯\i − X¯/iβ¯\i)− λR′(β0,i).
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where bξ = ξbi+ (1− ξ)β0,i for some ξ ∈ [0, 1]. Note that by the definition of ai, we know ai > 0. Hence,
we know ai + λR′′(bξ) = Ω(1). Therefore, we have
sup
i
|bi| ≤ sup
i
|β0,i|+Op
(
sup
i
|x>∗il′(y¯\i − X¯/iβ¯\i)|+ λ|R′(β0,i)|
)
(i)
≤ Op
(
sup
i
(1 + |β0,i|ρ+1)
)
+Op
(
sup
i
|x>∗il′(y¯\i − X¯/iβ¯\i)|
)
(ii)
≤ Op
(
poly log(n)
)
+Op
(
sup
i
|x>∗il′(y¯\i − X¯/iβ¯\i)|
)
,
where Inequality (i) is due to assumption O.2 and Inequality (ii) is due to Lemma 11. Then, since x∗i is
independent of y¯\i − X¯/iβ¯\i, we have
x>∗il
′(y¯\i − X¯/iβ¯\i) d= N (0,
‖l′(y¯\i − X¯/iβ¯\i)‖2
n
).
Hence, by assumption O.2 and (71), we have
sup
i
|bi| ≤ Op
(
poly log(n)
κ
(ρ+2)(ρ+1)
l
)
.
So far we have showed that if one of the conditions (a), (b), or (c) holds, then supi |bi| = Op
(
poly log(n)
κ10ρ+5l
)
.
The next step is to use this fact and prove that supi |βˆi| = Op
(
poly log(n)
κ10ρ+5l
)
. Note that Corollary 1 only
requires assumptions O.1 - O.4, hence, we can apply this corollary and obtain that
sup
i
|βˆi| ≤ sup
i
|βˆi − bi|+ sup
i
|bi|
≤ Op
(
poly log(n)
n
α
2
· supi |bi − β0,i|
1+α
κ6ρ+3l
)
+ sup
i
|bi|
= Op
(
poly log(n)
κ10ρ+5l
)
,
where the last equality is due to Lemma 11. This shows that Assumption O.5 holds with cn = Op
(
poly log(n)
κ15ρl
)
.
D Heuristic derivation of AMP risk estimate
The goal of this section is to show how one can heuristically derive the risk estimate formula we presented
in (10). This formula is derived from the approximate message passing algorithm (AMP). AMP was first
introduced as a fast iterative algorithm for solving regularized least squares problem (Donoho et al., 2009).
It has since been extended to more general models and optimization problems Donoho and Montanari
(2016); Ma et al. (2018); Bradic and Chen (2015). We can follow the the strategy proposed in Maleki
(2011); Donoho et al. (2010); Rangan (2011) and obtain the following AMP algorithm for solving (1):
• Set initialization β0 be independent ofX (usually we set β0 = 0).
• Update zt and βt+1 for t ≥ 0 by
βt+1 = η(βt +X>
ψ(zt, θt)〈
ψ′(zt, θt)
〉 , τt),
zt = y −Xβt + ψ(zt−1, θt−1), (105)
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where θt is the solution of the following equation
〈
ψ′(zt, θt)
〉
=
1
δ
〈
η′(βt +X>
ψ(zt, θt)〈
ψ′(zt, θt)
〉 , τt)〉 . (106)
In these equations η is the proximal operator of R, i.e., η(x, τ) = arg miny∈R
1
2 (x − y)2 + τR(y), and
ψ(x, θ) := θl′(ηl(x, θ)), where ηl is the proximal operator of l, i.e. ηl(x, θ) = arg miny∈R
1
2 (x − y)2 +
θl(y). Furthermore, ψ′(x, θ) denotes the derivative of ψ(·, ·) with respect to its first input argument, and
{τt}t≥0 is a sequence of tuning parameter. Here, we assume that {τt}t≥0 is a converging sequence. The
role of these parameters will be clarified later. We emphasize on a few features of AMP below:
• The existence of a solution for (106) is guaranteed by Donoho and Montanari (2016); by the convexity
of the regularizer R(x) and Lemma 18, the right hand side (RHS) of (106) is always in [0, 1/δ] ⊂
[0, 1], while the left hand side (LHS) is equal to zero for θt = 0 and is equal to one when θt = ∞.
Hence, given the continuity of the LHS and RHS functions the existence of a solution is guaranteed.
• An important feature of AMP that has made its asymptotic analysis possible is that, intuitively speak-
ing, zt can be considered as a random vector with Gaussian marginals. Furthermore, to calculate the
mean and variance of the marginal distribution of zti it is safe to assume that xi is independent of β
t.
This independence is in fact happening because of the term ψ(zt−1, θt−1) that is added to the resid-
ual. This term is known as the Onsager correction term. In the calculation of the mean and variance
of zti , one can ignore the existence of this term and assume that its only is to make xi independent
of βt. For further discussion regarding these heuristic arguments and the existing rigorous proofs the
reader may refer to Metzler et al. (2016).
Suppose that for a converging sequence {τt}t≥0, the AMP estimates converge to (β∞τ∗ , z∞τ∗ , θ∞τ∗ , τ∗). Also,
define
γ∗ := τ∗ ·
〈
l′′(y −Xβ∞τ∗)
1 + θ∞τ∗ l′′(y −Xβ∞τ∗)
〉
.
Then, (β, z, θ, τ, γ) = (β∞τ∗ , z
∞
τ∗ , θ
∞
τ∗ , τ
∗, γ∗) satsfies:
β = η(β +X>
ψ(z, θ)〈
ψ′(z, θ)
〉 , τ), (107a)
z = y −Xβ + ψ(z, θ), (107b)〈
ψ′(z, θ)
〉
=
1
δ
〈
η′(β +X>
ψ(z, θ)〈
ψ′(z, θ)
〉 , τ)〉 , (107c)
γ = τ ·
〈
l′′(y −Xβ)
1 + θl′′(y −Xβ)
〉
. (107d)
Our next lemma helps us interpret the fixed point of AMP.
Lemma 20. Under Assumption O.1, (107) is equivalent to the following set of equations:
0 = −X>l′(y −Xβ) + γR′(β), (108a)
γ =
〈
l′′(y −Xβ)
1
τ +
1
δγ
〈
1
1+τR′′(β)
〉
· l′′(y −Xβ)
〉
, (108b)
θ =
1
δγ
〈
τ
1 + τR′′(β)
〉
, (108c)
z = y −Xβ + θ · l′(y −Xβ), (108d)
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Proof. From the definition of ψ we have z − ψ(z, θ) ≡ ηl(z, θ). Hence, (107b) is equivalent to
ηl (z, θ) = y −Xβ. (109)
Next, from Lemma 18 and the definition of ψ, we have〈
θl′′(ηl(z, θ))
1 + θl′′(ηl(z, θ))
〉
≡
〈
θl′′(ηl(z, θ))
∂ηl(z, θ)
∂z
〉
≡ 〈ψ′(z, θ)〉 . (110)
Hence, from Lemma 18 we conclude that ((107a),(107c)) is equivalent to (107a) together with the following
equation 〈
θl′′(ηl(z, θ))
1 + θl′′(ηl(z, θ))
〉
=
1
δ
〈
1
1 + τR′′
(
η′
(
β +X> ψ(z,θ)〈ψ′(z,θ)〉 , τ
))
〉
=
1
δ
〈
1
1 + τR′′ (β)
〉
. (111)
From the definition of η and Assumption O.1, we conclude that (107a) is equivalent to
0 = β −
(
β +X>
ψ(z, θ)〈
ψ′(z, θ)
〉)+ τR′(β)
= −X> ψ(z, θ)〈
ψ′(z, θ)
〉 + τR′(β)
= − 1〈
l′′(ηl(z,θ))
1+θl′′(ηl(z,θ))
〉X>l′(ηl(z, θ)) + τR′(β). (112)
Hence, ((107a)-(107d)) is equivalent to ((112), (109), (111), (107d)). If we plug (109) in (112) and (111),
then we conclude that (108) is equivalent to the following equation:
1〈
l′′(y−Xβ)
1+θl′′(y−Xβ)
〉X>l′(y −Xβ) = τR′(β), (113a)
ηl (z, θ) = y −Xβ, (113b)〈
θl′′(y −Xβ)
1 + θl′′(y −Xβ)
〉
=
1
δ
〈
1
1 + τR′′ (β)
〉
, (113c)
γ = τ ·
〈
l′′(y −Xβ)
1 + θl′′(y −Xβ)
〉
. (113d)
Then, if we plug (113d) in (113a) and (113c), we conclude that (113) is equivalent to the following set of
equations:
0 = −X>l′(y −Xβ) + γR′(β), (114a)
ηl (z, θ) = y −Xβ, (114b)
θ =
1
δγ
〈
τ
1 + τR′′ (β)
〉
, (114c)
γ = τ ·
〈
l′′(y −Xβ)
1 + θl′′(y −Xβ)
〉
. (114d)
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Then, plug (114c) in (114d), we have (114) is equivalent to (108) which is the following:
0 = −X>l′(y −Xβ) + γR′(β),
γ =
〈
l′′(y −Xβ)
1
τ +
1
δγ
〈
1
1+τR′′(β)
〉
· l′′(y −Xβ)
〉
,
θ =
1
δγ
〈
τ
1 + τR′′(β)
〉
,
ηl (z, θ) = y −Xβ.
Finally, due to the definition of ηl function, we conclude that z = y −Xβ + θl′(y −Xβ) is the unique
solution of
ηl (z, θ) = y −Xβ.
Hence, we conclude that (107) is equivalent to (108).
Note that (108a) implies the AMP estimate β∞τ∗ is the is the solution of (1) with tuning parameter γ
∗,
i.e., β∞τ∗ = βˆγ∗ . Next, from Lemma 2, we know that given (X,y,β), (108b) defines a bijection mapping
between γ and τ . Then since (β∞τ∗ , γ
∗) = (βˆλ, λ), we know τˆ defined in (8) exists and τˆ = τ∗. Finally,
since (β∞τ∗ , γ
∗, τ∗) = (βˆλ, λ, τˆ), according to (9), (108c) and (108d), we know
z∞τ∗ = y −Xβˆ + θˆ · l′(y −Xβˆλ).
As is clear from (108d), z = y −Xβ + θ · l′(y −Xβ) acts like an estimate of the residual. Also, as
described before the main objective of the term θ · l′(y −Xβ) is to make xi∗ almost independent of β.
Hence, at the intuitive level one would expect z to act like a leave-one-out cross validation estimate of the
residuals. The heuristic leads to (10) as an estimate of the out-of-sample prediction error.
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