In this paper, we make an important step towards the black-box machine teaching by considering the cross-space teaching setting, where the teacher and the learner use different feature representations and the teacher can not fully observe the learner's model. In such scenario, we study how the teacher is still able to teach the learner to achieve a faster convergence rate than the traditional passive learning. We propose an active teacher model that can actively query the learner (i.e., make the learner take exams) for estimating the learner's status, and provide the sample complexity for both teaching and query, respectively. In the experiments, we compare the proposed active teacher with the omniscient teacher and verify the effectiveness of the active teacher model.
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Introduction
Machine teaching [27, 26] is the problem of constructing a minimal dataset for a target concept such that a student model, i.e., learner, (we use learner and student interchangeably in the paper) can learn the target concept based on this minimal dataset. Recently, machine teaching has been shown very useful in applications ranging from human computer interaction [25] , crowd sourcing [24, 23] to cyber security [2, 3] . Besides its wide applications, machine teaching also has nice connections with curriculum learning [5, 11] . In traditional machine learning, a teacher usually constructs a batch set of training samples, and provides them to a student in one shot without further interactions. Then the student keeps learning from this batch dataset and tries to learn the target concept. Previous machine teaching works [26, 27, 15] usually focus on constructing the smallest such dataset, and characterize the size of such dataset, called the teaching dimension of the student model. To effectively use machine teaching in the practice scenario, [16] proposes an iterative teaching framework which takes into consideration that the learners usually use iterative algorithms (e.g. gradient descent) to update the models. Different from the traditional machine teaching that the teacher only interacts with the student once, the iterative machine teaching paradigm allows the teacher to interact with the student in each iteration. This paradigm shifts the teaching focus from models to algorithms, so the teaching becomes finding samples to achieve the smallest number of iterations for the student to learn the target concept (i.e., fastest convergence for the student algorithm) rather than constructing a minimal dataset in one shot. Such a smallest number of iterations is called the iterative teaching dimension for the student algorithm. [16] mostly considers the simplest iterative case where the teacher can fully observe the student. This case is interesting in theory, but it is too restrictive in practice.
The human teaching is arguably the most realistic teaching scenario where the learner is a complete black-box to the teacher. Analogously, the ultimate problem for the machine teaching is how to teach a black-box learner, which we call black-box machine teaching. Inspired by the fact that the teacher and the student represent the same concept or knowledge in different ways, we present a step towards the black-arXiv:1710.07742v2 [stat.ML] 17 Nov 2017
Towards Black-box Iterative Machine Teaching box machine teaching -cross-space machine teaching where the teacher does not share the same feature representation space with the student, and also can not observe the current student model. This setting is very interesting in the sense that it not only reduces the limitations of applying machine teaching, but also helps us understand the human teaching better.
Inspired by the fact that the teacher will regularly examine the student to learn how well the student has mastered the knowledge, we propose an active teacher model to address the cross-space teaching problem. The active teacher is allowed to actively query the student with a few (limited) samples every certain number of iterations, and the student can only return the corresponding prediction results to the teacher. For example, if the student uses a linear regression model, it will return the prediction w t ,x where w t is the student parameter at the t-th iteration andx is the representation of the query example in student's feature space.
Under suitable conditions, we show that the active teacher could always achieve faster rate of improvement than the random teacher that provides samples randomly. In other words, the student model guided by the active teacher can provably achieve faster convergence than stochastic gradient descent (SGD).
To validate our theoretical findings, we conduct extensive experiments on both synthetic data and real image data. The experimental results show the effectiveness of the active teacher over the random teacher.
Related Work
Machine teaching defines a task where we need to find an optimal training set given a learner and a target concept. [27] explicitly describes a general machine teaching framework. It has nice connections with [5, 11] . [26] considers Bayesian learners in exponential family and expresses the machine teaching as an optimization problem over teaching examples that balance the future loss of the learner and the effort of the teacher. [15] proves the teaching dimension of several widely used linear learners. Machine teaching has already been found useful in cyber security [18] , human computer interaction [17] and machine/human education [13] . [12] further extends machine teaching to human-in-the-loop settings. [7, 9, 28, 20] study the traditional teaching complexity.
One common aspect of previous machine teaching work is that they usually ignore the fact that a student model is typically optimized with an iterative algorithm (e.g., SGD), and in practice we focus more on how fast the student can learn from the teacher. [16] first discusses this iterative teaching scenario and presents an omniscient teaching model where the teacher knows almost everything about the learner and provides training examples based on the learner's information. Based on [16] , we further consider the more practical cross-space teaching scenario as a step towards black-box machine teaching.
Cross-Space Iterative Teaching
In general, cross-space iterative machine teaching is different from standard iterative machine teaching in terms of two major aspects: i), the teacher does not share the feature representation with the student; ii), the teacher can not observe the student's current model parameter in each iteration. Specifically, we consider the teaching task with following settings:
Teacher. The teacher model observes an sample A (e.g. image, text, etc.) and represents it as a vectorized feature x A ∈ R d and a label y ∈ R. The teacher knows the model and the optimization algorithm (including the learning rate) of the learner, and the teacher preserves an optimal parameter v * of this model in its own feature space. We denote the prediction of the teacher asŷ v * = v * , x 1 .
Learner. The learner observes the same sample A and represents it as a vectorized featurex A ∈ R s and a labelỹ ∈ R. The learner uses a linear model w,x where w is its model parameter and updates it with SGD (if guided by a passive teacher). We denote the prediction of the student model asŷ t w = w t ,x in t-th iteration.
Representation. Although the teacher and learner do not share the feature representation, we still assume their representations have an intrinsic relationship. For simplicity, we assume there exists a unknown one-to-one mapping G from teacher's space to student's such thatx = G(x). However, the conclusions in this paper are also applicable to injective mappings. Unless specified, we assume that y =ỹ by default.
Interaction. In each iteration, the teacher will provide the training example to the learner, and the learner will update its model using this example. The teacher can not directly observe the model parameter w of the student. In this paper, the active teacher is allowed to query the learner with a few examples every certain number of iterations, and the learner can only return the teacher with its prediction w t ,x in regression and sign( w t ,x ) or confidence score S( w t ,x ) in classification, where w t is the student's model parameter at t-th iteration and S(·) is some nonlinear function. Note that the teacher and student preserve the same loss function (·, ·).
Similar to [16] , there are three major ways for the teacher to provide examples for the learner:
Synthesis-based teaching. In this scenario, examples are provided from
Combination-based teaching. In this scenario, examples are provided from (α i ∈ R)
Rescalable pool-based teaching. This scenario further restrict the knowledge pool for samples. The teacher can provide examples from X × Y:
We also note that the pool-based pooling (without rescalability) is the most restricted teaching scenario and it usually matches our practical use.
The Active Teaching Algorithm
To address the cross-space iterative machine teaching, we propose that the active teacher is able to actively query the student for its prediction output. We first describe the general version of the active teaching algorithm, and then without loss of generality, we will specifically discuss three examples: the least square regression (LSR) learner for linear regression, the logistic regression (LR) and support vector machine (SVM) learner for linear classification [8] . Inspired by the human teaching, we enrich the teacher's responsibilities by enabling the teacher to actively query the student. The student usually returns the predictions to the teacher, and the teacher will estimate the student's status and determine which example to provide based on the student's feedback.
General Algorithm
With the student's feedback, the active teacher does not need to directly observe the student's model.
The active teacher can choose to query the learner with a few samples in each iteration, and the learner will usually report the prediction F ( w,x ) where F (·) denotes some function of the inner product prediction. For example, we usually have F (z) = z for regression and F (z) = sign(z) or F (z) = 1 1+exp(−z) for classifica-tion. According to our assumption that there is an unknown mapping from teacher's feature to student's feature, the model parameters of the teacher and the student will also have a mapping. The purpose of these active queries is to estimate the student's corresponding model parameter in the teacher's space so that the teacher could maintain a virtual learner in its own space. The virtual learner is the teacher's estimation of the real learner, and the teacher will decide which example to provide based on the current virtual learner model. The ideal virtual learner will have the same prediction output as the real learner, i.e. v, x = w,x wherex = G(x). Equivalently, v = G (w) always holds for the ideal virtual learner, where G is the conjugate mapping of G. Note that for the purpose of analysis, we assume that G is a generic linear operator, though our analysis can easily extends to the general mapping.
In fact, one of the most important challenges in active teaching is to recover a virtual student that approximates the real leaner as accurately as possible. The estimation error of the teacher may affect the quality of training example that the teacher provides for the real learner. Intuitively, if we could recover the virtual learner with appropriate accuracy, we can still achieve faster teaching speed than passive learning. Fig. 2 shows the pipeline of active cross-space teaching.
After obtaining the virtual learner in the teacher's space, the teacher can perform the omniscient teaching as in [16] , because the teacher has full access to the virtual learner. Thus the active teacher will perform the following optimization:
where is a loss function and v t is the teacher's estimation of G (w t ) after the teacher performs an active query in this iteration (i.e., the current model parameter of the virtual learner). η t is the learning rate of the virtual learner. In this paper, we assume the teacher knows the student's learning rate. The general teaching algorithm is given in Algorithm 1.
Particularly, different types of feedback (i.e., the form of F (·)) from learners contain different amount of information, resulting in different levels of difficulties in recovering the parameters of the learner. We will discuss two general ways to recover the virtual learner for two types of frequently used feedbacks in practice.
Exact recovery of the virtual learner. We know that the learner returns a prediction with the form of F ( w,x ). In general, if F (·) is an one-to-one mapping, we could exactly recover the ideal virtual learner (i.e. G (w)) in the teacher's space using the system of linear equations. In other words, the recovery of virtual learner could be exact as long as there is no information loss from w,x to F ( w,x ). Specifically, Towards Black-box Iterative Machine Teaching Algorithm 1 The active teacher 1: Randomly initialize the student parameter w 0 ; 2: Set t = 1, exam = 1 (i.e., whether we make the student takes exams) and maximal iteration number T ; 3: while v t has not converged or t < T do 4:
if G G = I and exam = 1 then 5:
Obtain an estimationĜ (w t ) of the student model in the teacher's space using the virtual learner construction Algorithm 2; 6:
v t =Ĝ (w t ); 7:
else if G G = I and exam = 1 then 8:
Perform the one-time "background" exam using Algorithm 2 and set exam to 0; 9: end if 10:
Solve the optimization for the virtual learner (e.g. pool-based teaching):
11:
if exam = 0 then 12:
Use the selected example (x t , y t ) to perform the update of the virtual learner in the teacher's space:
13: end if 14:
Use the selected example (x t ,ỹ t ) wherex = G(x),ỹ = y to perform the update of the real learner in the student's space:
15:
t ← t + 1; 16: end while we have v, q j = w,q j where q j is the j-th query for the learner. Because w,q j is given by the real learner, we only need to construct d queries (d is the dimension of the teacher space) and require {q 1 , q 2 , · · · , q d } to be linearly independent. to estimate v. Without considering any numerical error, we could exactly recover v. Since the recovery is exact, we have G (w) = v. Interestingly, F (z) = max(0, z) (hinge function) is not an one-to-one mapping but can still achieve exact recover.
Approximate recovery of the virtual learner. If F (·) is not an one-to-one mapping (e.g., sign(·) which provides 1-bit feedback), then generally we may not be able to exactly recover the student's parameter. Therefore, we have to use a more intelligent (i.e. less sample complexity) technique to estimate G (w). In this paper, we use the active learning [22] to help the teacher better estimate G (w) for the virtual learner. One of the difficulties here is that the active learning algorithm obtains the weight of a model based on the predicted labels and the norm of the weights will not affect the predicted labels. It makes the teacher confused about which set of weights to choose. As a result, the active teacher also needs to have access to the norm Algorithm 2 The virtual learner construction 1: if The feedback function F (z) is an one-to-one mapping or a hinge function then 2:
Perform one-time exam by actively query multiple examples; 3:
Solve a system of linear equations to obtain the exact recovery of the ideal virtual learner; 4: else 5:
Apply acitve learning algorithms to perform an approximate recovery of the ideal virtual learner (in this case, the teacher will need to know the norm of the student model); 6: end if of the student model for recovering the virtual learner. In the following sections, we will develop and analyze our estimation algorithm for the virtual learner based on the existing active learning algorithms with guarantees on sample complexity [4, 1, 10, 21, 22] .
For both exact recovery and approximate cases, we will give a more rigorous and formal analysis in the following section.
Least Square Regression Learner
For the LSR learner, we use the following model:
We have F ( w,x ) = w,x , so the LSR learner belongs to the case where the active teacher could exactly recover the ideal virtual learner. When G G = I, the teacher only need to perform active exam once. It can be viewed as a "background exam" for the teacher to figure out how well the student has mastered the knowledge at the beginning, and the teacher can track the dynamics of students exactly later. Otherwise, for a general one-to-one mapping G, the teacher needs to query the student in each iteration. However, the teacher can reuse the same queries in all iterations.
Logistic Regression Learner
For the LR learner, we use the following model (without loss of generality, we consider the binary classification in this paper):
we discuss two cases separately: (1) the learner returns the probability of each class (i.e. F (z) = S(z) where S(·) denotes a sigmoid function); (2) the learner only returns the predicted label (i.e. F (z) = sign(z)).
In the first case where F (·) is a sigmoid function, we can exactly recover the ideal virtual learner. This case is essentially similar to the LSR learner where we only need one "background exam" if G G = I and we can reuse the queries in each iteration for a general one-toone mapping G (G G = I). In the second case where F (·) is a sign function, we can only approximate the ideal virtual learner by certain error. In such a case, we need to use active learning to do the recovery.
Support Vector Machine Learner
For the SVM learner, we use the following model for binary classification:
There are also two cases: (1) the learner returns the hinge value of each class (i.e. F (z) = max(0, z); (2) the learner only returns the label (i.e. F (z) = sign(z)).
In the first case where F (·) is a hinge function, we can still exactly recover the ideal virtual learner. As a special case, although the hinge function is not an one-to-one mapping (only half of it is an one-to-one mapping), we prove it can still achieve exact recovery with slightly more query samples. Similar to the LR learner, for G G = I, we only need one time "background exam". Otherwise, we still need to query the student in each iteration. In the second case where F (·) is a sign function, we can only approximate the ideal virtual learner by some error.
Theoretical Results
We define an important notion of exponentially teachable to characterize the teaching performance.
Definition 1 Given > 0, we say the loss function and feature mapping G is exponentially teachable (ET) if total samples (teaching samples and query samples) is t = O(poly(log 1 )) for a learner to achieve -approximation, i.e., G (w t ) − v * ≤ .
Note that the potential dependence of t on the problem dimension is omitted here, which will be discussed in detail in the following. We summarize our theoretical results in Table 1 . Given a learner that is exponentially teachable by the omniscient teacher, we find that the learner is not exponentially teachable by the active learner only when F (·) is not an one-to-one mapping and the teacher uses rescalable pool-based teaching. Table 1 : Whether the learner is exponentially teachable by the active teacher. We assume the learner is exponentially teachable by the omniscient teacher.
Synthesis-Based Active Teaching
We denote σ max = max x x=1 G (x)G(x) and σ min = min x x=1 G (x)G(x) > 0 (G is invertible). We first discuss the teaching when the teacher is able to exactly recover the parameter of the student. A generic theory for synthesis-based ET is provided as follows.
Theorem 2 Suppose the teacher is able to recover G (w t ) exactly using m samples at each itearion. If for any v ∈ R d , there exists γ = 0 andŷ such that
Existence of the exponentially teachable ( , G) via exact recovery: Different from [16] where the condition for synthesis-based exponentially teaching is only related to the loss function , the condition for cross-space teaching setting is related to both loss function and feature mapping G. The spectral property of G is involved due to the differences of feature spaces, leading to the mismatch of parameters of the teacher and student. It is easy to see that ∃ G such that the commonly used loss functions, e.g., absolute loss, square loss, hinge loss, and logistic loss, are ET with exact recovery, i.e., G (w t ) = v t . This can be shown by construction. For example, if the σmin σ 2 max = 1 2 , the ET condition will be the same for both omniscient teacher [16] and active teacher.
Next we present generic results of the sample complexity m required to recover G , which is a constant to (i.e., ( , G) is ET), as follows.
Lemma 4 If F (·) = max (0, ·), then we can exactly recover G (w) ∈ R d with 2d samples.
Lemma 3 and 4 cover F (·) = I(·), F (·) = S(·), or F (·) = max (0, ·), where I denotes the identity mapping and S denotes some sigmoid function, e.g., logistic function, hyperbolic tangent, error function, etc. If the student's answer to the query provides prediction via these F (·) in the exam phase, then we can exactly recover v = G (w) ∈ R d with arbitrary d independent data, omitting the numerical error. Also note that the query samples in Lemma 3 and 4 can be reused in each iteration, thus the query sample complexity is m = O(d), which is formalized as follows.
Corollary 5 Suppose the student answers questions in query phase via F (·) = I(·), F (·) = S(·), or F (·) = max (0, ·), then ( , G) is ET with O log 1 teaching samples and O(d) query samples via exact recovery.
We also emphasize that the number of query samples (i.e. active queries) does not depend on specific tasks. For both regression and classification, as long as the feedbacks F (·) from the student are bijective functions, then Corollary 5 holds. The loss function only affects the systhesis or selection of the teaching samples.
In both regression and classification, if F (·) = sign(·) which only provides 1-bit feedback, then F −1 no longer exists, and thus, the exact recovery of G (w) may not be obtained. In such case, the teacher may only approximate the student's parameter statistical learning. We first discuss the generic result for ET via approximate recovery is as follows.
Existence of exponentially teachable ( , G) via approximate recovery: Note that m ( est , δ) is the number of samples needed for approximately recovering G (w t ) in each iteation. Different from the exact recovery setting where m only depends on the feature dimension, m ( est , δ) here also depends on how accurately the teacher wants to recover G (w t ) in each iteration ( est denotes the estimation error of G (w t )). The condition for exponentially teachable with approximate recovery is related to both ( , G) and the approximation level of the student parameters, i.e., the effect of λ. For example, if the σmin σ 2 max = 1 and λ = 1 2 , the exponentially teachable condition will be the same for both the omniscient teaching [16] and active teaching with exact recovery.
For F (·) = sign(·), if the student only provides sign ( w, G(x) ) with query x, it is impossible to recover G (w) unless we have access to G (w) . This leads to the following assumption. Assumption 1 The feedback is 1-bit, i.e. F (·) = sign(·), and the norm of G (w) is known to teacher.
Assumption 1 is necessary due to the fact that sign(·) is scale invariant. We can not distinguish between G (w) and k · G (w) for any k ∈ R + . The following theorem provide the query sample complexity in this scenario. query samples, we can already achieve the
t , which makes the number of teaching samples to be O 1 2 . We emphasize that this rate is the same for SGD with strongly convex loss function. One can notice that the teaching algorithm can achieve at least this rate for general convex loss. Compared with the number of teaching samples in corollary 8, although the query samples is less, this will take much effort in teaching. Such phenomenon is reasonable in practice that if the examination is rough. Because the teacher cannot get a good understanding of the current status of the student, the teaching samples provided by the teacher may not be suitable for the student, leading to more iterations, i.e., more effort in teaching.
We remark that if G is just a unitary operator, i.e., G G = I, we can show that we are able to reduce the exam to only once. The key insight is that after the first "background exam", the teacher can replace the following exam by updating via the same dynamic. This is formalized as follows.
Lemma 9 Suppose G is a unitary operator.
If
Therefore, with a unitary feature mapping, we only need the one exam in the whole teaching procedure, and thus, the query sample complexity in theorem 6 will be reduced toÕ log 1 λ d 2 + d log log 1 δ via approximate recovery.
Combination-Based Active Teaching
Next, we discuss how the results for synthesis-based active teaching can be extended to the combinationbased active teaching. In this scenario, we assume that both training and query samples are constructed by linear combination of k samples in D = {x i } k i=1 , then we have the following corollary for both exact recovery and approximate recovery in the sense of
Note that with the introduced metric, for v ∈ R d , we only consider its component in span (D) and the components in the null space will be ignored. Therefore,
Then we have the result via exact recovery as follows.
Corollary 10 Suppose the student answers questions in query phase via F (·) = I(·) or F (·) = S(·) and G (w 0 ), v * ∈ span (D). Then ( , G) is ET with O log 1 teaching samples and rank(D) query samples via exact recovery.
The result via approximate recovery holds analogously to synthesis-based active teaching as follows.
Corollary 11
Suppose Assumption 1 holds, the student answers questions in query phase via F (·) = I(·) or F (·) = S(·) and G (w 0 ), v * ∈ span (D).
query samples via approximate recovery.
Rescaled Pool-Based Active Teaching
In this scenario, the teacher can only pick examples from a prefixed sample candidates pool,
, for teaching and active query. We still evaluate with the metric · D defined in (2) . We first define pool volume to characterize the richness of the pool [16] .
Definition 12 (Pool Volume) Given the training example pool X ∈ R d , the volume of X is defined as
Then the result via exact recovery is follows.
Theorem 13 Suppose the student answers questions in the exam phase via F (·) = I(·) or F (·) = S(·) and
then ( , G) is ET with O log 1 teaching samples and rank(D) query samples.
For the result via approximate recovery, the active learning algorithm is no longer able to achieve the required accuracy for estimation of the student parameters with the restricted sample pool. Therefore, the active teacher may not achieve exponential teaching.
Experiments
General settings. Detailed settings are given in Appendix B. We mainly evaluate the practical pool-based teaching (without rescaling) in the experiments. But in the exam stage, our active teacher is able to synthesize novel query examples as needed. The active teacher works in a different feature space from the learner's space, while the omniscient teacher [16] can fully observe the learner and works in the same feature space as the learner. The omniscient teacher serves as a baseline (possibly an upper bound) in our experiments. For the active learning algorithm, we mostly use the A 2 algorithm [4] and those in [21] .
Evaluation. For synthetic data, we use two metric to evaluate the convergence performance: the objective value and G (w t ) − v * 2 w.r.t. the training set. For real image data, we also use accuracy on the testing set to evaluate the teaching performance.
Teaching with Synthetic Data
We use Gaussian distributed data to evaluate our active teacher model on linear regression and binary linear classification tasks. We study the LRS learner with F ( w,x ) = w,x , LR learner with F ( w,x ) being the sigmoid function, LR learner with F ( w,x ) = sign( w,x ). For the first two cases, the active teacher can perform an one-time exam ("background exam") to exactly recover the ideal virtual learner. After recovering the ideal virtual learner, the active teaching could achieve the performance of the omniscient teaching. The experimental results in Fig. 3 (a) and Fig.  3 (b) meet our expectations. In the initial iterations (on the order of feature dimensions), we can see that the learner does not update itself. In this stage, the active teacher provides query samples to the learner and recover a virtual learner based on the feedbacks of these query samples. After the exact recovery of the virtual learner, one can observe that the active teaching achieves faster convergence compared with the random teacher (SGD), similar to omniscient teacher. In fact, the active teacher and the omniscient teacher should achieve the same convergence speed without the considerations of numerical errors.
For the LR learner with F ( w,x ) = sign( w,x ), the teacher could only approximate the learner with the active learning algorithm. Besides, the active teacher needs to have access to the norm of the student model. We use the algorithm in [21] and recover the virtual learner in each iteration such that Ĝ (w) − G (w) 2 becomes small enough. From the results in Fig. 3(c) , we can see that due to the approximation error between the recovered virtual learner and the ideal virtual learner, the active teacher can not achieve the same performance as the omniscient teacher. However, the convergence of the active teacher is very close to the omniscient teacher, and is still much faster than SGD. Note that, we remove the iterations used for active exams in order to better compare the convergence of different approaches.
Teaching with Real Image Data
We apply the active teacher to teach the LR learner on the MNIST dataset [14] in order to further evaluate the teaching performance. In this experiment, we perform binary classification on the digits 7 and 9. We use random projection to obtain 24-dim features for each digit image. For the LR learner with sign function (i.e. 1-bit feedbacks), one can clearly observe that the Figure 3 : The convergence performance of random teacher (SGD), omniscient teacher and active teacher. As we need to perform the active query in each iteration for logistic regression (F (z) is sign), we remove the iteration for fair comparison. We also omit the query complexity and only show the teaching complexity for fair comparison.
active teacher has comparable performance to the omniscient teacher, even doing better at the beginning. Because we evaluate the teaching in real image data, the omniscient teacher will not necessarily be an upper bound of all the teacher. However, as the algorithms iterate, the omniscient teacher outperforms the active teacher due to the approximation error of the latter.
In the right side of Fig.4 , we visualize the images selected by the active teacher, omniscient teacher and random teacher. We observe that the active teacher greatly preserves the pattern of images selected by the omniscient teacher: starting from easy examples first and gradually shifting to difficult ones, while the images selected by the random teacher have no patterns.
Conclusions and Open Problems
As a step towards the utimate black-box machien teaching, the cross-space teaching greatly reduces the limitations of previous teaching scenarios, bridging the gap between the iterative machine teaching and the practical world. The active teaching strategy is greatly inspired by the realistic human teaching. For machine teaching to be applicable in practice, we need to gradually remove all the unrealistic assumptions and make the teaching scenario more close to the reality. On one hand, it can help us make better use of the existing offthe-shelf pretrained models to teach a new model on new tasks. On the other hand, it also helps us better understand human teaching and potentially discover more effective teaching strategies for humans.
Rescalable pool-based active teaching with 1bit feedback. The proposed algorithm fails in poolbased teaching setting when the student return 1-bit feedback. We leave the possibility of achieving exponential teaching in this setting as an open problem.
Relaxation for the conditions on G. Current constrains on the operator G is still too strong to match the practical scenario. How to relax the current conditions on G is of great importance.
A better alternative to approximate recovery? Is there another tool other than acitve learning for our teacher to recover the virtual learner? For example, 1bit compressive sensing [6] may potentially help.
Recall that there is a mapping G from the feature space of the teacher to that of the student, and we have w,x = w, G(x) = G (w), x where G denotes the conjugate mapping of G. We also denote the σ max = max x x=1 G (x)G(x), σ min = min x x=1 G (x)G(x) > 0 since the operator G is invertible, and κ G G = σmax σmin . To involve the inconsistency between the student's parameters w t , and the teacher's estimator v t , at t-th iteration into the analysis, we first provide the recurrsion with error decomposition. For simplicity, we denote β( w, x , y) := ∇ w,x ( w, x , y). Then, we have the update rule of student as
is constructed by teacher with the estimator v t . Plug into the difference, we have
Suppose the loss function is L-Lipschitz smooth and
We have the error decomposition as follows,
where the last two terms represent the inconsistency on the teacher's side and the student's side in computing β.
A.2 Exact Recovery of G (w)
Theorem 2 Suppose the teacher is able to recover G (w t ) exactly using m samples at each itearion. If for any Weiyang Liu * , Bo Dai * , Xingguo Li, James M. Rehg, Le Song v ∈ R d , there exists γ = 0 andŷ such thatx = γ (v − v * ) and
where r (η, γ) = max 1 + η 2 σ 2 max µ (γ) − 2ησ min µ (γ) , 1 + η 2 σ 2 max ν (γ) − 2ησ min ν (γ) and 0 ≤ r (η, γ) ≤ 1. Therefore, the algorithm converges exponentially,
In other words, the students needs 2 log 1
samples for updating. Consider that at each iteration, if the teacher first uses m samples for estimating G (w), then the total number of samples is no larger
is bijective, then we can exactly recover G (w) ∈ R d with d samples.
Proof We prove the theorem by construction. Denote d independent samples as Z
We can exactly recover arbitrary v with these samples by solving the linear system,
where b = F −1 (F ( w, G(x) )) are provided by the student. F −1 exists because F is bijective. Since rank(Z) = d, the linear system (4) has a unique solution.
Proof We prove the lemma by construction. Notice that ∀a ∈ R, either max (0, a) = a and max (0, −a) = 0, or max (0, a) = 0 and max (0, −a) = −a. Then, we can first construct d independent samples as {z i } d i=1 ∈ R d , and then, extend the set with {−z i } d i=1 . We construct the linear system by picking one of the linear equations from v, z i = max (0, w, G(z i ) ) or v, −z i = max (0, − w, G(z i ) ) which does not equal to zero. Denote the linear system v, Z = b, since we select either z i or −z i to form Z, then, rank(Z ) = d, therefore, the linear system has a unique solution.
In both regression and classification scenarios, if the student answers the questions in the query phase with F (·) = I(·), F (·) = S(·), or F (·) = max (0, ·), where I denotes the identity mapping and S denotes some sigmoid function, e.g., logistic function, hyperbolic tangent, error function and so on, we can exactly recover v = G (w) ∈ R d with arbitrary O(d) independent data, omitting the numerical error and consider the solution as exact recovery. Recall we can reuse these O(d) independent data in each iteration, we have 
then the student can achieve -approximation of v * with O log 1 1 + m λ , δ log 1 samples with probability
Proof Assume that in each iteration, the teacher will estimate the w t at least satisfying est :
Combine this into the recursion,
where
Under the ET condition, we are able to pickx andŷ so that 0
, we obtain,
With the condition ∀v ∈ Ω v , v ≤ C v and β ( v, x t , y t ) ≤ C β holds, as long as we can obtain est = O 1 t 2 , G (w t+1 ) − v * 2 converges in rate O 1 t [19] . In fact, we can achieve better converges rate, i.e., less sample complexity, with more accurate estimation in each iteration. Specifically, we expand the recursion (5),
To achieve -approximation of v * for student, we may need the number of teaching samples to be
Then, the total number of samples will be
Theorem 7 Suppose Assumption 1 holds. Then with probability at least 1 − δ, then we can recover G (w) ∈ R d withÕ d 2 + d log 1 δ log 1 query samples.
Proof Similarly, we prove this claim by construction. Basically, we first approximate theα = G (w) G (w) within Ω α = α ∈ R d , α = 1 , and then, rescale it by G (w) .
In the first stage, we exploit active learning [4] . Obvisouly, v = 1, therefore, after t-iteration in examination phase, we have
which is obtained by applying
which is equivalent that we can approximate α t 
Proof This can be checked by induction, assume in t-th step,
A.5 Extension to Combination-based and Pool-based Active Teaching
In this section, we mainly discuss the results for synthesis-based active teaching to combination-based and poolbased active learning. Note that with the introduced metric, for v ∈ R d , we only consider its component in span (D) and the components in the null space will be ignored. Therefore, ∀ v 1 , v 2 ∈ span(D) such that v 1 D = v 2 D , we have v 1 x = v 2 x = v 1 , x D for all x ∈ R d . For notational convenience, we omit the subscript D for the analysis in this section. The proof for these two corollaries are straightforward since under the condition that G (w 0 ), v * ∈ span (D), every teaching sample will be in span (D), so that the G (w t ) and v t are also in span (D). Therefore, we can reduce such setting to synthesis-based active teaching with essential dimension as rank(D). Then, the conclusions are achieved.
For rescaled pool-based active teaching, where the teacher can only pick samples from a prefixed sample candidates pool, D = {x i } k i=1 , for teaching and query. We will still evaluate using the same metric · D defined above (omit subscript D for convenience). We first discuss the exact recovery case. Proof Under the conditions that G (w 0 ), v * ∈ span (D), with the same argument, in each iteration, both G (w t ) and v t are in span (D). Therefore, as long as we pick rank(D) independent samples from D as query samples, we can recover any v ∈ span (D) in the sense of the introduced metric.
For the training sample, due to the restriction in selecting samples, we need to recheck the recursion. We follow the proof for rescaled pool-based omniscient teaching in [16] . Specifically, at t-step, as the loss is exponentially 1 r(η,γ,G,V(X )) −1 log G (w 0 )−v * teaching samples and rank(D) query samples to achieve an -approximation of v * .
For approximate recovery case, the active learning is no longer able to achieve the required accuracy for estimating of the student parameters with the restricted sample pool. Therefore, the algorithm may not achieve exponential teaching. We will leave this as an open problem.
Towards Black-box Iterative Machine Teaching

B Experimental Details
For synthetic data, we generate training data (x i , y) where each entry in x i is Gaussian distributed and y = w * , x i + for the LSR learner. For the LR learner, {X 1 , +1} and {X 2 , −1} where x i ∈ X 1 is Gaussian distributed in each entry and +1, −1 are the labels. Specifically, we use the 50-dimension data that is Gaussian distributed. We generate 1000 training data points for each class. Learning rate for the same feature space is 0.0001, λ for regularization term is set as 0.00005. For the operator G that maps between teacher's and student's spaces, we mostly use an orthogonal transformation in experiments. In MNIST dataset, we use full training set of digits 7 and 9 and extract 24-dim projective random features from the raw 32 × 32 images. We use the full testing set to evaluate the 7/9 classification accuracy. Figure 5 : The convergence performance of random teacher (SGD), omniscient teacher and active teacher in MNIST 7/9 classification. We evaluate the LR learner with F (z) = S(z) here.
For the LR learner that uses the sigmoid function as feedbacks, one could clearly see that the experimental results match our theoretical analysis in case of the exact recovery of the ideal virtual learner. The active teacher is able to achieve the same performance as the omniscient teacher after the "background exam", and converges much faster than the SGD. In fact, the active teacher and the omniscient teacher should achieve the same convergence speed without the consideration of numerical errors.
