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LOZENGE TILINGS WITH FREE BOUNDARIES
GRETA PANOVA
Abstract. We study lozenge tilings of a domain with partially free boundary. In partic-
ular, we consider a trapezoidal domain (half hexagon), s.t. the horizontal lozenges on the
long side can intersect it anywhere to protrude halfway across. We show that the positions
of the horizontal lozenges near the opposite flat vertical boundary have the same joint dis-
tribution as the eigenvalues from a Gaussian Unitary Ensemble (the GUE-corners/minors
process). We also prove the existence of a limit shape of the height function, which is also
a vertically symmetric plane partition. Both behaviors are shown to coincide with those
of the corresponding doubled fixed-boundary hexagonal domain. We also consider domains
where the different sides converge to∞ at different rates and recover again the GUE-corners
process near the boundary.
1. Introduction
We study lozenge tilings of certain domains with partially free boundary conditions. These
are tilings with unit-sided rhombi of a domain on a triangular grid, see Figure 1. In the
particular setting, we are interested in a half-hexagonal domain, depicted in Figure 1, such
that on its side corresponding to the main diagonal of the hexagon, we have free boundary
conditions – that is, the “horizontal” lozenges are allowed to cross that (free) boundary at any
place and protrude halfway through. Let m be the length of the vertical side of the hexagon,
let n be the other two lengths, and denote by T fn,m the set of all so–described free–boundary
tilings. Reflecting the tiling along the right boundary line of the domain gives a vertically
symmetric tiling, which corresponds to a boxed vertically symmetric plane partition fitting
in an m× n× n box (each lozenge represents a side of a cube).
Lozenge tilings of fixed boundary domains have been studied extensively both as combi-
natorial objects corresponding to plane partitions (see e.g. [St]) and as integrable models
in statistical mechanics, where the interest has been the limiting behavior as the mesh (tri-
angle) size goes to 0 and the domain is fixed in the plane. In these cases, most aspects of
the limit behavior have been understood – the “frozen regions” (covered by just one type
of tile) bounded by algebraic “arctic curves” (see e.g. [KO], [CLP]), the surface as a limit
of the height function, also referred to as “limit shape”, (see [BBO, BG, CLP, CKP]), the
fluctuations near the frozen boundary being the Airy process (see [Pe] and references therein)
and the fact that the positions of the horizontal lozenges near a flat vertical boundary have
the same joint distribution as the eigenvalues of Gaussian Unitary Ensemble (GUE) matrices
(see [GP, JN, Nor, Nov, OR]). Symmetric lozenge tilings have also been studied when the
symmetry is along the x-axis instead of the y-axis considered here (referring to Figure 1),
notably in [FN, BG]. In [FN] the anti-symmetric GUE minors process is recovered as the
limiting behavior of the positions of certain lozenges, similar to the GUE in ordinary tilings.
Further, the existence of the limit shape for tilings of more general domains with certain
symmetry along the x-axis is proven in [BG].
Lozenge tilings with free boundaries, as studied here, do not fit directly into the frameworks
used to study tilings with fixed boundaries as listed above. They were studied by Di Francesco
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Figure 1. The domain in the triangular grid, which is tiled with the 3 types
of lozenges (on the right), which is half of a hexagon. The right boundary
(middle dashed line) is allowed to cut a lozenge in half as shown and the
positions of these “cut” lozenges are unrestricted.
and Reshetikhin in [DR] for the same domain as described here. They computed the arctic
curve and the surface corresponding to the limit shape of the height function, assuming
(without a rigorous proof) that such a limit exists. Another aspect in free-boundary tilings
has been considered in [CK], namely, the correlation of a hole punched into the half-hexagon
pictured in Figure 1. The same domain but with a particular fixed boundary on the diagonal
is related to the Aztec diamond (see [NY]). Free boundary conditions on another integrable
model, the 6-vertex model, are studied in [BCG].
In this paper we study the same aspects for lozenge tilings with free boundaries as the
ones studied for fixed domains, described above. We show in Section 4 that the positions
of the horizontal lozenges near the left boundary have the same distribution as the GUE
matrices eigenvalues, see Theorem 4.4. We also prove in Section 5 the existence of the limit
shape of the height function (i.e. the symmetric plane partition) in Theorem 5.4, its surface
is described in [DR]. Finally, we consider “unusual” scalings of the domain in Section 6,
i.e. such that m and n converge to ∞ at different rates, and show that the GUE eigenvalue
distribution for the left-most horizontal lozenges still holds as shown in Propositions 6.1
and 6.2.
In the “usual” scaling regimes our results give the following meta-theorem relating the free
boundary case to the full hexagon (as pictured in Figure 1). We let m/n→ a as n,m→∞.
Theorem 1.1 (Theorem 5.4, Corollaries 4.7 and 5.5.). The height function of the uniformly
random lozenge tilings of a half-hexagon with free right boundary converges (in probability)
to a unique limit shape, which coincides over the half-hexagon with the limit shape for the
tilings of the full hexagon (fixed boundary) as described in [CLP]. Moreover, the shifted by
m/2 and rescaled by
√
n(a2 + 2a)/8 positions of the horizontal lozenges on the first k vertical
lines from the left have the same joint distributions as n,m→∞, which is the distribution of
the eigenvalues of the principal 1×1, 2×2, . . . , k×k submatrices from the Gaussian Unitary
Ensemble, known as the GUE-corners (or GUE-minors) process.
Our methods for proving the GUE distribution follow the approach developed in [GP] on
asymptotics of symmetric functions through certain integral formulas and steepest descent
asymptotic analysis. There the GUE-corners process was shown for tilings of fixed boundary
domains by using asymptotics of the corresponding moment generating functions, which
were certain Schur functions. As it turns out here, the role of Schur functions is replaced
by symplectic characters and so we derive their asymptotics explicitly. The proof of the
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Figure 2. Tiling with a free boundary on the right side of the domain, and
the corresponding vertically-symmetric boxed plane partition.
existence of the limit shape follows the approach of [BBO] and [BG] with moment generating
functions for certain measures. It relies on some further symmetric function identities and
their asymptotics. Finally, the GUE phenomenon for differently scaled m and n is also shown
through asymptotic analysis of symplectic characters using the exact formulas from [GP],
with special care needed in the unusual regimes.
Section 2 contains all important background and definitions and, for the sake of self-
containment, states the used results from [GP]. The asymptotic analysis of the symplectic
characters in the usual regime and proofs of a general multiplicativity in the multivariate
case are in Section 3. Then the main results are stated in their corresponding Sections on
GUE, limit shape and the case of different regimes for the convergence of m/n.
2. Preliminaries
2.1. Basic definitions. For the background on symmetric functions we refer the reader to
[Mac] and [St].
Rational irreducible representations of Lie groups are parametrized by their highest
weights (also called signatures) λ – sequences of (half)integers λ = (λ1 ≥ λ2 ≥ · · · ≥ λN ).
Denote the set of highest weights/signatures of length N by GTN . We will use the characters
of these representations. For GLN (C), these are the Schur functions sλ(x1, . . . , xN ), which
can be defined for any sequence λ via Weyl’s character formula as
sλ(x1, . . . , xN ) =
det
[
x
λj+N−j
i
]N
i,j=1
∆(x)
,
where ∆(x) = det
[
xN−ji
]
i,j=N
=
∏
i<j(xi−xj) is the Vandermonde determinant. When λ ∈
ZN≥0, we have the combinatorial interpretation as sums over semi-standard Young tableaux
(SSYT) of shape λ. Let [λ] be the Young diagram of shape λ, drawn in the plane so that
the largest row λ1 is on top, the rows are left justified, and entries are indexed (i, j) with i
indicating the row number starting from the top, and j is the column number starting from
the left. An SSYT of shape λ is a map T : [λ]→ N, such that Ti,j ≤ Ti,j+1 and Ti,j < Ti+1,j .
Then
sλ(x) =
∑
T :sh(T )=λ
xT ,
where xT =
∏
(i,j)∈[λ] xTi,j – product over all entries in T , where each entry u gives an xu.
For a finite number of variables we set sλ(x1, . . . , xN ) = sλ(x1, . . . , xN , 0, . . .). For example
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when λ = (2, 2, 0) and N = 3 we have
s(2,2)(x1, x2, x3) = s (x1, x2, x3) = x
2
1x
2
2
1 1
2 2
+ x21x
2
3
1 1
3 3
+ x22x
2
3
2 2
3 3
+ x21x2x3
1 1
2 3
+ x1x
2
2x3
1 2
2 3
+ x1x2x
2
3
1 2
3 3
.
The value of the character of the irreducible representation of the symplectic group
Sp2N (C), parameterized by λ ∈ GTN , on a symplectic matrix with eigenvalues
x1, x
−1
1 , . . . , xN , x
−1
N is given by (see e.g. [FH, p.405])
χλ(x1, . . . , xN ) =
det
[
x
λj+N+1−j
i − x−(λj+N+1−j)i
]N
i,j=1
det
[
xN+1−ji − x−N−1+ji
]N
i,j=1
.
The denominator in the last formula, denoted by ∆s, can be simplified as follows
(1) ∆s(x1, . . . , xN ) = det
[
xN−j+1i − x−N+j−1i
]N
i,j=1
=
∏
i
(xi − x−1i )
∏
i<j
(xi + x
−1
i − (xj + x−1j )) =
∏
i<j(xi − xj)(xixj − 1)
∏
i(x
2
i − 1)
(x1 · · ·xn)N .
2.2. Normalized characters. Here we follow the definitions and formulas from [GP].
The normalized Schur function on k variables is defined via
Sλ(x1, . . . , xk;N) =
sλ(x1, . . . , xk, 1
N−k)
sλ(1N )
.
Similarly, the normalized symplectic character is given by
Xλ(x1, . . . , xk;N) =
χλ(x1, . . . , xk, 1
N−k)
χλ(1N )
.
Both denominators admit explicit product formulas.
The following results were shown in [GP] and are essential here.
Proposition 2.1 (Proposition 3.19 in [GP]). For any signature λ ∈ GTN we have
(2) Xλ(x;N) =
2
x+ 1
Sν(x; 2N),
where ν ∈ GT2N is a signature of size 2N given by νi = λi + 1 for i = 1, . . . , N and
νi = −λ2N−i+1 for i = N + 1, . . . , 2N .
The next result gives the asymptotic behavior of the normalized Schur functions when
the signature λ(N) converges to a limiting profile function f on [0, 1] in the sense described
below. In order to state the precise results here we need to define the following norms
measuring the convergence of λ(N)/N to its limiting profile f .
R1(λ(N), f) =
N∑
j=1
∣∣∣∣λj(N)N − f(j/N)
∣∣∣∣ , R∞(λ(N), f) = sup
j=1...,N
∣∣∣∣λj(N)N − f(j/N)
∣∣∣∣ .
We also introduce w (an inverse Hilbert transform), defined for any y ∈ C by the equation
(3)
∫ 1
0
dt
w − (f(t) + 1− t) = y.
Finally, we define the function F(w; f)
(4) F(w; f) =
∫ 1
0
ln (w − (f(t) + 1− t)) dt, w ∈ C \ {f(t) + 1− t | t ∈ [0, 1]} .
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Proposition 2.2 (Proposition 4.3 in [GP]). Suppose that f(t) is piecewise-differentiable,
R∞(λ(N), f) = O(1) (i.e. it is bounded), and R1(λ(N), f)/
√
N goes to 0 as N →∞. Then
for any fixed h ∈ R
Sλ(N)(e
h/
√
N ;N) = exp
(√
NE(f)h+
1
2
S(f)h2 + o(1)
)
as N →∞, where
E(f) =
∫ 1
0
f(t)dt, S(f) =
∫ 1
0
f(t)2dt− E(f)2 +
∫ 1
0
f(t)(1− 2t)dt.
Moreover, the remainder o(1) is uniform over h belonging to compact subsets of R \ {0}.
We also use the following, weakest convergence statement.
Proposition 2.3 (Proposition 4.1 in [GP].). For y ∈ R\{0}, suppose that f(t) is piecewise-
continuous, R∞(λ(N), f) is bounded, R1(λ(N), f)/N tends to zero as N → ∞, and w0 =
w0(y) is the (unique) real root of (3). Further, let y ∈ R \ {0} be such that w0 is outside the
interval [λN (N)N ,
λ1(N)
N + 1] for all N large enough. Then
(5) lim
N→∞
lnSλ(N)(e
y;N)
N
= yw0 −F(w0; f)− 1− ln(ey − 1).
2.3. Multivariate formulas. The next formulas allow us to derive the asymptotics of nor-
malized characters of k variables, through their asymptotics over a single variable. Let
D = x ∂∂x and Di = xi
∂
∂xi
. We use the formula for the multivariate symplectic characters
from [GP, Theorem 3.17], namely
(6) Xλ(x1, . . . , xk;N) =
∆1s(1
N )
∆1s(x1, . . . , xk, 1
N−k)
×
(−1)(k2) det
[(
xi
∂
∂xi
)2(j−1)]k
i,j=1
k∏
i=1
Xλ(xi;N)
(xi − x−1i )(2− xi − x−1i )N−1
2(2N − 1)! ,
where the functions ∆1s are defined for any k and N ≥ k in [GP] as
(7)
∆1s(x1, . . . , xk, 1
N−k) = ∆s(x1, . . . , xk)
k∏
i=1
(xi − 1)2(N−k)
xN−ki
·
∏
1≤i<j≤N−k
(i2−j2)2N−k(N−k)! .
The following formula will be useful in the computations.
(8)
∆1s(1
N )∆s(x1, . . . , xk)
∆1s(x1, . . . , xk, 1
N−k)
= 2k(−1)Nk−(k+12 )
N∏
j=N−k+1
(2j − 1)! ·
k∏
i=1
xN−ki
(xi − 1)2N−2k .
2.4. Generating functions. We use the following crucial formula from [Mac, I.5, Example
16], which we refer to as Macdonald’s identity, to compute the sum of Schur functions,
indexed by partitions λ ⊂ (mn), where (mn) = (m, . . . ,m︸ ︷︷ ︸
n
) is the rectangular partition:
(9) φm(x1, . . . , xn) :=
∑
λ∈(mn)
sλ(x1, . . . , xn) =
det[xm+2n−ij − xi−1j ]1≤i,j≤n
det[x2n−ij − xi−1j ]1≤i,j≤n
.
The right-hand side of (9) is also (a shifted version of) Weyl’s dimensional formula for the
character γλ corresponding to the irreducible representation of highest weight λ of the odd
orthogonal group O2n+1(C) (see [FH, §24.2]), given in general by
γλ(x) =
det[x
λi+n−i+ 12
j − x
−(λi+n−i+ 12 )
j ]
n
i,j=1
det[x
n−i+ 1
2
j − x
−(n−i+ 1
2
)
j ]
n
i,j=1
.
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Using a combinatorial interpretation by Seshadri coming from algebraic geometry, Macdon-
ald’s identity (9) is evident in Proctor’s work (see e.g. [Pr]) and further generalized by
Krattenthaler in [Kr]. It relies on the “branching rule” for the restriction of a representation
of o(2n+ 1) to a subalgebra sl(n). However, no direct combinatorial proof is known relating
the semi-standard Young tableaux of n letters which fit into the (mn) rectangle, and the com-
binatorial interpretation of the orthogonal characters, coming from the SO2n−1 ↪→ SO2n+1
branching rule, and corresponding to certain “half” Gelfand-Tsetlin triangles (see [Zh]).
While the orthogonal characters can be analyzed similarly using the general approach in
[GP], here we take advantage of some already developed asymptotics for the normalized Schur
functions and their relationship to normalized symplectic characters, see Proposition 2.1. We
rewrite the right-hand side of formula (9) as a ratio of symplectic characters, as follows.
We have the following relationship between orthogonal and symplectic characters for any
signature λ.
(10) γλ(x1, . . . , xn) =
det[x
λi− 12+n−i+1
j − x
−(λi− 12+n−i+1)
j ]
n
i,j=1
det[x
− 1
2
+n−i+1
j − x
−(− 1
2
+n−i+1)
j ]
n
i,j=1
=
χλ−( 1
2
)n(x1, . . . , xn)
χ(− 1
2
)n(x1, . . . , xn)
.
In order to express φm in terms of a specific symplectic character, we note that
φm(x1, . . . , xn) =
∏
i
x
m/2
i · γ(m2 )n(x1, . . . , xn).
Denote τ r = ((r/2− 1/2)n) and rewrite (9) using the relationship (10) as
φm(x1, . . . , xn) =
∏
i
x
m
2
i
χτm(x1, . . . , xn)
χτ0(x1, . . . , xn)
.
Note that all necessary formulas for the symplectic characters apply for non-integral parti-
tions as well, so the fractions in τm and τ0 do not impose any issues.
We consider the normalized version of φm(x), namely
(11) Φm(x1, . . . , xk;n) =
φm(x1, . . . , xk, 1
n−k)
φm(1n)
=
k∏
i=1
x
m
2
i
Xτm(x1, . . . , xk;n)
Xτ0(x1, . . . , xk;n)
.
This is exactly the moment generating function for the distribution over tilings with
a free boundary, as we see later.
3. Asymptotics I: when limn→∞ mn ∈ (0,+∞)
Here we develop the general asymptotic results for symplectic characters, similar in nature
to the results about Schur functions presented in [GP, Section 3,4].
3.1. Asymptotics for univariate symplectic characters. We derive first the asymptotic
behavior for the normalized symplectic characters when k = 1.
Proposition 3.1. When mn → a for 0 < a <∞, with
√
n(m/n− a)→ 0, we have that
Xτm(e
h√
n ;n) = exp
(
1
16
(a2 + 2a)h2 + o(1)
)
and
Xτ0(e
h/
√
n;n) = 1 + o(1),
where the error terms o(1) converge to 0 uniformly on compact real domains for h.
Proof. We first derive the asymptotics for the normalized Schur functions for the correspond-
ing signatures, in view of Proposition 2.1
Sνm(e
h√
2n ; 2n) = exp
(
1
32
(a2 + 2a)h2 + o(1)
)
,
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where νm = ((m2 +
1
2)
n, (−m2 + 12)n)). We apply the asymptotic formula 2.2 directly with
λ(2n) = νm. Compute f(t) = a4 for t ∈ [0, 12 ] and f(t) = −a4 for t ∈ (12 , 1]. Note that N = 2n
in this case. We also have that
R1(ν
m, f)√
2n
=
1
2
√
2
√
n|m/n− a|+ o(1/√n),
and the formula applies as long as
√
n(m/n− a)→ 0. We then obtain
E(f) = 0, S(f) =
(a
4
)2
+
a
4
∫ 1
2
0
(1− 2t)dt− a
4
∫ 1
1
2
(1− 2t)dt
= a2/16 + a/8 = (a2 + 2a)/16
Together with Proposition 2.1, this gives that
Xτm(e
h/
√
2n;n) =
2
eh/
√
2n + 1
exp(
1
16
(a2 + 2a)h2 + o(1)),
when m/n→ a, s.t. 0 < a <∞.
We will investigate the case of m/n→ 0 (which includes m = 0) and m/n→∞ separately
in Section 6.
Consider now the case when m = 0, for which we recall the integral formula from [GP,
Section 3.2]:
(12) Sλ(x;N) =
(N − 1)!
(x− 1)N−1
1
2pii
∮
C
xz∏N
i=1(z − (λi +N − i))
dz.
Here the contour C contains all finite poles of the integrand and the formula holds for all
x 6= 0, 1.
Setting λ̂i = βλi + (β − 1)(N − i) for any positive real number β, we get that
Sλ(x;N) = β
N (N − 1)!
(x− 1)N−1
1
2pii
∮
C
xz∏N
i=1(βz − β(λi +N − i))
dz
= βN−1
(N − 1)!
(x− 1)N−1
1
2pii
∮
C
(x1/β)βz∏N
i=1(βz − β(λi +N − i))
d(βz)
= βN−1
(N − 1)!
(x− 1)N−1
1
2pii
∮
C
(x1/β)ẑ∏N
i=1(ẑ − (βλi + (β − 1)(N − i) +N − i))
dẑ
= (β
x1/β − 1
x− 1 )
N−1S
λ̂
(x1/β;N),
This formula now allows us to study the asymptotics of Sν0 .
We have that, with β = 2, ν̂0i = (1+N− i) for i = 1, . . . , N , where N = 2n. Thus, for the
limiting profile of this ν̂0 we have f(t) = 1− t, so that E(f) = 12 and S(f) = 12 − 1/4 = 1/4
and then Proposition 2.2 gives
S
ν̂0
(e
h√
N ; 2N) = exp(
√
N
1
2
h+ 1/8h2 + o(1)).
Multiplying it with the expansion(
2
eh/(
√
N) − 1
e
2 h√
N − 1
)N−1
= exp(−h
2
√
N − h2/8 + o(1)),
we obtain for any y that
Sν0(e
2h√
N ;N) = exp(0 + o(1)),
which gives directly the desired result for Xτ0 as well. We note that the uniform conver-
gence of the error term is a direct consequence of the applied asymptotic formulas from
Proposition 2.2. 
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As a corollary of this statement formula (11) gives
Φm(e
h/
√
n;n) = exp
(
a
2
√
nh+
a2 + 2a
16
h2 + o(1)
)
for m/n→ a with √n(m/n− a)→ 0 as n→∞.
3.2. Asymptotics in the multivariate case. We derive the following statement, in a
more general form than the similar statement for normalized Schur functions stated in [GP].
Note that this general form can be also easily derived for the Schur functions as well.
Proposition 3.2. Let {ai}∞i=1, {bi}∞i=1 be sequences of positive real numbers, such that
aN → 0 , and bN
N
→ 0,
such that either bN → ∞ as N → ∞ or bN = 0 for all N . Suppose we have that for some
number b
Xλ(N) (e
aNy;N) ebNy → g(y)
uniformly on compact subsets of a domain A ⊂ C as N →∞. Then
lim
N→∞
Xλ(N) (e
y1aN , . . . , eykaN ;N) ebN (y1+···+yk) = g(y1) · · · g(yk)
uniformly on compact subsets of Ak.
Remark 1. This result will be used primarily for an = 1/
√
n and bn = 0 to analyze the
convergence of Φm in the case when m/n is bounded nonzero, and later in Section 6 with
an =
√
n
m and bn = 0 when m/n→∞.
Proof. Let
gN (y) = Xλ(N) (e
aNy;N) ebNy.
Denote for brevity
pN (x) = (x− x−1)(1− x)N−1(1− x−1)N−1.
Notice first that
x
∂
∂x
f(x)
∣∣
x=eaNy
= a−1N
∂
∂y
f(eyaN )
for any function f . Thus, when bN →∞ we have
(13)
D`
(
gN (y)e
−bNy
)
= a−`N
(
∂
∂y
)`
(gN (y)e
−ybN ) = (−bNa−1N )`
[
e−ybN gN (y)(1 +O
(
b−1N
)
)
]
since the derivatives of gN (y) are uniformly bounded as well on compact subsets. The
convergence of derivatives holds in the current because the functions are actually Laurent
polynomials in exponents of ey, hence analytic. When bN ≡ 0 for all N , we just have
D` (gN (y)) = a
−`
N
(
∂
∂y
)`
gN (y)
Fix N and set x = eaNy, xi = e
yiaN for all i, throughout the computations below we use both
xi and yi in the formulas, depending on which is more convenient for the current purpose.
We have
(14)
DpN (x)
pN (x)
= N
x+ 1
x− 1 +
−2x
x2 − 1 .
Keeping in mind that x = eaNy = 1 +O(aN ), we have by induction on ` that
(15)
D`pN (x)
N `(x+ 1)`(x− 1)−`pN (x) = 1 +O(1/N),
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on any compact domains of x in (0,+∞). In particular, we have that
D`pN (x)
pN (x)
∣∣∣∣∣
x=eyaN
= N `2`(yaN )
−` (1 +O(aN ) +O(1/N))
Combining (13) with the later formulas we get
Dj(Xλ(N)(e
yaN ;N)pN (e
yaN )) =
j∑
`=0
(
j
`
)
(D`(gN (y)e
−bNy))Dj−`pN (eyaN )
=
j∑
`=0
(
j
`
)
gN (y)y
−j+`e−bNypN (eyaN )
(2N)j
ajN
(
− bN
2N
)`
(1 +O(aN +
1
N
)).
Since bNN → 0 as N →∞, the largest order term above is the one for ` = 0, so
(16) Dj [Xλ(N)(e
yaN )pN (e
yaN )] = gN (y)e
−bNyDj(pN (eyaN ))(1 +O(aN +N−1 + bNN−1)).
When bN ≡ 0, the same formula holds again, since
Dj(Xλ(N)(e
yaN ;N)pN (e
yaN )) =
j∑
`=0
(
j
`
)
(D`(gN (y)))D
j−`pN (eyaN )
=
j∑
`=0
(
j
`
)
a−jN
∂`
∂y`
gN (y)(2N)
j−`y−j+`pN (eyaN )
(
1 +O(aN +N
−1)
)
and the highest order term comes again from ` = 0.
The multivariate formula (6) gives
Xλ(N)(x1, . . . , xk;N) =
∆1s(1
N )
∆1s(x1, . . . , xk, 1
N−k)
×
(−1)(k2)+(N−1)k(2(2N − 1)!)−k det
[
D
2(j−1)
i Xλ(N)(xi;N)pN (xi)
]k
i,j=1
.
Substituting the formulas (16) inside the determinants we have
(17)
Xλ(N)(e
y1aN , . . . , eykaN ;N) = (−1)(k2)+(N−1)k(2(2N−1)!)−k ∆
1
s(1
N )
∆1s(x1, . . . , xk, 1
N−k)
∣∣∣∣∣
xi=e
yiaN
×
k∏
i=1
gN (yi)e
−bNyi det
[
(D2j−2i pN (xi))
∣∣
xi=e
yiaN
]k
i,j=1
(1 +O(aN +N
−1 + bNN−1)).
We determine the asymptotics of the determinant in the above formula using the asymp-
totics for pN from (15):
det
[
(D2j−2i pN (xi))
∣∣
xi=e
yiaN
]k
i,j=1
= det
[
N2j−2
(
xi + 1
xi − 1
)2j−2
pN (xi)(1 +O(1/N))
]k
i,j=1
∣∣∣
xi=e
yiaN
= Nk(k−1)
k∏
i=1
pN (xi) · det
[(
xi + 1
xi − 1
)2(j−1)]k
i,j=1
(1 +O(N−1))
∣∣∣∣∣
xi=e
yiaN
= Nk(k−1)
k∏
i=1
pN (xi) ·
∏
i>j
((
xi + 1
1− xi
)2
−
(
xj + 1
1− xj
)2)
(1 +O(N−1))
∣∣∣∣∣
xi=e
yiaN
= Nk(k−1)(−1)(N−1)k2k(k−1)∆s(x1, . . . , xk)
k∏
i=1
(1− xi)2N−2k
xN−ki
(1 +O(N−1))
∣∣∣∣∣
xi=e
yiaN
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Substituting the last result in the formula for the multivariate normalized character (17) and
using formula (8), we get
X(ey1aN , . . . , eykaN ;N)∏k
i=1 gN (yi)e
−bNyi
= (−1)(k2)+(N−k)k (2N)
k(k−1)
(2(2N − 1)!)k×
∆1s(1
N )∆s(x1, . . . , xk)
∆1s(x1, . . . , xk, 1
N−k)
·
k∏
i=1
(1− xi)2N−2k
xN−ki
· (1 +O(∗))
= (−1)(k2)+(N−k)k (2N)
k(k−1)
(2(2N − 1)!)k · 2
k(−1)Nk−(k+12 )
N∏
j=N−k+1
(2j − 1)! · (1 +O (∗))
=
N∏
j=N−k+1
(2N)2N−2j(2j − 1)!
(2N − 1)! · (1 +O(∗)) = 1 +O
(
aN +N
−1 + bNN−1
)
,
where O(∗) is the error term, equal to O(an +N−1 + bNN−1). Accounting for the fact that
in all asymptotic approximations above the convergence is uniform on compact domains of
the yis, we get the desired formula. 
Proposition 3.3. Suppose that λ(N) is a sequence of signatures, such that
lnXλ(N)(u;N)
N
→ X(u) , as N →∞,
where the convergence is uniform in a complex neighborhood of u = 1. Then we have
lnXλ(N)(u1, . . . , uk;N)
N
→ X(u1) + · · ·+X(uk)
as N →∞, where the convergence is uniform in a neighborhood of (1k) in Ck.
Proof. The proof is completely analogous to the proof of [GP, Corollary 3.11]. Observe that
lnXλ(N)(u;N) are analytic functions in a compact complex neighborhood of u = 1 and thus
by Weierstrass convergence theorem X(u) is also analytic and the corresponding derivatives
converge uniformly. The analyticity follows, for example, from the fact that the functions
Xλ(N)(u) are Laurent polynomials in u, which follows from their combinatorial interpretations
as generating functions over symplectic tableaux (similarly to the Schur functions and SSYTs,
see e.g. [Sa]). So Xλ(N)(u) is analytic in any compact complex neighborhood of u = 1 with
Re(u) > 0. Note also that(
∂
∂u
)j
Xλ(N)(u;N)
Xλ(N)(u;N)
∈ Z
[
∂
∂u
lnXλ(N)(u;N), . . . ,
∂j
∂uj
lnXλ(N)(u;N)
]
,
a degree j polynomial in the partial derivatives of lnXλ(N)(u;N). Then we have that
(DjuXλ(N)(u;N))/Xλ(N)(u;N) is a polynomial in the above ring (adding u as a variable).
Hence
DjuXλ(N)(u;N)
N jXλ(N)(u;N)
converge uniformly as well: note that these terms are bounded, because the functions in the
corresponding ring are of order N .
Now we use the multivariate formula (6) and as in the proof of Proposition 3.2, we have
that the (i, j) entries in the determinant are of the form
(18) N2j−2 × Xλ(N)(xi;N)pN (xi) ·
2j−2∑
`=0
(
2j − 2
`
)
D`iXλ(N)(xi;N)
N `Xλ(N)(xi;N)
D2j−2−`i pN (xi)
N2j−2−`pN (xi)
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By equation (15), we have that
D2j−2−`i pN (xi)
N2j−2−`pN (xi)
is bounded. We can now take the factors
N2j−2Xλ(N)(xi;N)pN (xi) from the determinant in (6). Multiplying them with the prefactor
there and using its form in equation (8), we obtain the following bounded prefactor
∆1s(1
N )
∆1s(x1, . . . , xk, 1
N−k)
k∏
i=1
N2j−2pN (xi)
= ∆s(x1, . . . , xk)
−1(−1)(k+12 )
k∏
i=1
(xi + 1)(xi − 1)2k−1
xki
N∏
j=N−k+1
N2N−2j
(2j)(2j + 1) · · · (2N − 1) .
Combining this prefactor with the determinant of the bounded terms from (18), we obtain
the ratio
Xλ(x1, . . . , xk;N)∏
Xλ(xi;N)
as a bounded function of the xs as N → ∞, as long as xi 6= xj . By analyticity of the
functions around x = (1k), we must have that the ratio is then bounded for all x in a
compact neighborhood. As the value at x = (1k) is actually 1, its logarithm is also bounded,
and dividing it by N we obtain the desired limit and uniform convergence. 
3.3. Asymptotics of the generating function Φm. We apply the asymptotic results on
the normalized symplectic characters Xλ(x1, . . . , xk;n) to obtain the asymptotic results on
the desired generating function Φm.
Let again mn → a, then Proposition 3.1 gives that
Xτm(e
h/
√
n;n) = exp
(
1
16
(a2 + 2a)h2 + o(1)
)
,
which satisfies the assumptions of Proposition 3.2 with g(y) = exp
(
1
16(a
2 + 2a)y2
)
and
bn = 0, so
Xτm(e
h1/
√
n, . . . , ehk/
√
n;n) = exp
(
1
16
(a2 + 2a)
k∑
i=1
h2i
)
(1 + o(1)).
We further have in the case of m = 0 that
Xτ0(e
h/
√
n;n) = exp (0 + o(1)) ,
so again applying Proposition 3.2 with g(y) = 1, an = 1/
√
n and bn = 0 we get
Xτ0(e
h1/
√
n, . . . , ehk/
√
n;n) = 1 + o(1).
The above asymptotic formulas for τm and τ0, and equation (11) then give us
Theorem 3.4. For any fixed y1, y2, . . . , yk ∈ R we have that
Φm(e
y1/
√
n, . . . , eyk/
√
n;n) exp
(
− m
2
√
n
k∑
i=1
yi
)
= exp
(
1
16
(a2 + 2a)
∑
i
y2i + o(1)
)
,
where the convergence of the o(1) term as n → ∞, √n(m/n − a) → 0, is uniform over
(y1, . . . , yk) belonging to compact domains of Rk.
4. Convergence to eigenvalues of GUE corners
We now consider the joint distribution of the positions of the horizontal lozenges closest
to the left flat boundary of the domain. Let Y kn,m denote the k−tuple
Y kn,m =
(
yk1 + k − 1, yk2 + k − 2, . . . , ykk
)
,
where yk = {ykj } are the positions of the horizontal lozenges on the k-th from the left
vertical line a uniformly random tiling T fn,m, as depicted in Figure 3. Here the position of
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the horizontal lozenge is specified by the vertical distance along the vertical line from its
lower corner to the bottom side of the trapezoidal domain. We are going to show that the
joint distribution of the ensemble [Y 1n,m, . . . , Y
k
n,m], shifted by m/2 and then rescaled by a
factor of
√
n, converges to the distribution of the eigenvalues of the top principal submatrices
of sizes 1, . . . , k of a matrix from the Gaussian Unitary Ensemble (known as GUE corners or
GUE-minors) described below.
λ1 +N − 1
λ2 +N − 2
λN
m
n
y31
y32
y33
Line k = 3
Figure 3. The positions yk of the horizontal lozenges on vertical line k of a
tiling whose rightmost boundary is given by the partition λ = (5, 4, 3, 1, 0).
Here k = 3 and y3 = (4, 3, 0).
In order to prove the convergence to GUE we use moment generating functions. Introduce
the multivariate normalized Bessel function in (x; y) = (x1, . . . , xk; y1, . . . , yk), defined as
Bk(x; y) =
det [exp(xiyj)]
k
i,j=1∏
i<j(xi − xj)
∏
i<j(yi − yj)
∏
i<j
(j − i).
Let GUEk denote the k eigenvalues ε1 ≥ ε2 ≥ · · · ≥ εk of a random Hermitian k × k matrix
from a Gaussian Unitary Ensemble and let PGUEk denote their joint distribution. It is well
known (see e.g. [Meh, Theorem 3.3.1]), that
(19) PGUEk(ε1, . . . , εk) =
1
Z2,k
∆(ε)2 exp(−(ε21 + · · ·+ ε2k)),
where Z2,k = (2pi)
k/22−k2/2
∏k
j=1 j! is the normalization constant (see e.g. [Meh]). The
following was shown in [GP, Prop 5.6] for the expectation of Bk(x; y) where y is distributed
as the eigenvalues of the k×k matrix from GUE ensemble.
Proposition 4.1 (Prop. 5.6 in [GP]). We have that
EBk(x;GUEk) = exp
(
1
2
(x21 + · · ·x2k)
)
.
A self-contained proof of this fact, based only on equation (19), is given at the end of this
Section.
The following result is the key component in the path to showing that the moment gen-
erating function for the shifted and rescaled Y kn,m converges to the corresponding m.g.f. for
GUEk.
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Proposition 4.2. The expectation of Bk(x;Y
k
n,m), where Y
k
n,m is the k-tuple of the positions
of the horizontal lozenges at line k (from the left) of a tiling chosen uniformly from T fn,m, is
given by
EBk
(
x;
Y kn,m −m/2√
n
)
=
k∏
i=1
exp(− m
2
√
n
xi)Φm(e
x1/
√
n, . . . , exk/
√
n;n).
Proof. First, we calculate the probability that {ykj } are the positions of the horizontal
lozenges on the k-th vertical line of a uniformly random tiling from fT fn,m. Tilings in T
f
n,m are
in bijection with Gelfand-Tsetlin patterns of n rows and entries no larger than m. Those, on
the other hand, are in bijection with semi-standard Young tableaux (SSYT) T filled with the
numbers 1, . . . , n and shapes λ (corresponding to the positions of the right-most horizontal
lozenges as in Figure 3) that fit in the mn rectangle, i.e. λ1 ≤ m. The positions of the
horizontal lozenges on the k-th vertical line are simply the entries on the k-th row of the
Gelfand-Tsetlin pattern. These correspond to the sub-tableaux of T occupied by the entries
which are no larger than k. See Figure 4.
2
0 3
0 1 3
0 0 3 3
0 0 3 3 4
⇔ T =
1 1 2 5
3 4 4
5 5 5
Figure 4. The correspondence between the k-th line of a Gelfand-Tsetlin
pattern and sub-tableau of an SSYT consisting of the entries ≤ k. Here
λ = (4, 3, 3, 0, 0) and y3 = (3, 1, 0).
The total number of tilings in T fn,m is equal to the total number of SSYTs with entries
1, . . . , n and shapes fitting inside mn. The number of SSYTs with entries 1, . . . , n of a given
shape λ is just sλ(1, . . . , 1︸ ︷︷ ︸
n
) by the combinatorial definition of Schur functions and so the total
number of tilings in T fn,m is exactly φm(1, . . . , 1︸ ︷︷ ︸
n
). The number of tilings whose horizontal
lozenges on the k-th diagonal are at positions yk = (yk1 , . . . , y
k
k), via the bijection with SSYTs
described above, is equal to ∑
λ⊂(mn)
syk(1, . . . , 1︸ ︷︷ ︸
k
)sλ/yk(1, . . . , 1︸ ︷︷ ︸
n−k
)
and thus the probability of the positions of the horizontal lozenges on the k-th vertical line
being yk is just that last quantity divided by φm(1
n).
Observe that evaluation of the multivariate Bessel function is nothing else but the ratio of
two Schur functions, since the determinant matches the determinant in Weyl’s determinantal
formula, and the ratio of the Vandermondes is Weyl’s dimensional formula, i.e.
Bk(x;
yk − m2 + δk√
n
)
=
∏
i exp(− xim2√n) det
[
(exp( xi√
n
))y
k
j+k−j
]k
i,j=1∏
i<j(
xi√
n
− xj√
n
)
∏
i<j(j − i)∏
i<j((y
k
i + k − i)− (ykj + k − j))
=
∏
i
exp(− xim
2
√
n
)
syk(e
x1√
n , . . . , e
xk√
n )
syk(1
k)
∏
i<j
(
exi/
√
n − exj/
√
n
)
∏
i<j(
xi√
n
− xj√
n
)
.
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Here δk = (k − 1, . . . , 1, 0), the staircase partition, and in the vector sums the constants are
added to each term. Notice that the last factor is 1 + o(1/
√
n) for any fixed x1, . . . , xk.
We will use the following well-known identity, which is easy to prove from the combinatorial
description of Schur functions ( see e.g. [Mac, §I.5]): for any set of variables z and w and
any partition α we have
sα(z, w) =
∑
β
sβ(z)sα/β(w).
Now we can calculate the moment generating function:
EBk
(
x;
Y kn,m −m/2√
n
) ∏
i<j(
xi√
n
− xj√
n
)∏
i<j
(
exi/
√
n − exj/√n
)
=
∑
yk
∏
i
exp(− xim
2
√
n
)
syk(e
x1√
n , . . . , e
xk√
n )
syk(1
k)
syk(1
k)
∑
λ⊂(mn) sλ/yk(1
n−k)
φm(1n)
=
∏
i
exp(− xim
2
√
n
)
1
φm(1n)
∑
λ⊂(mn)
∑
yk
syk(e
x1√
n , . . . , e
xk√
n )sλ/yk(1, . . . , 1︸ ︷︷ ︸
n−k
)
=
∏
i
exp(− xim
2
√
n
)
1
φm(1n)
∑
λ⊂(mn)
sλ(e
x1√
n , . . . , e
xk√
n , 1, . . . , 1︸ ︷︷ ︸
n−k
)
=
∏
i
exp(− xim
2
√
n
)Φm(e
x1√
n , . . . , e
xk√
n ;n).

Lemma 4.3.
EBk
(
x;
Y kn,m −m/2√
n
)
→ exp (1/16(a2 + 2a)(x21 + · · ·x2k))
as n,m→∞ with m/n→ a.
Proof. This is a direct consequence of Proposition 4.2 and the asymptotics of Φm from
Theorem 3.4. 
Theorem 4.4. Let n,m→∞ with m/n→ a for a > 0, such that √n(m/n− a)→ 0. Then
Y kn,m −m/2√
n(a2 + 2a)/8
→ GUEk
in the sense of weak convergence of random variables. Moreover, the so-rescaled positions of
the horizontal lozenges on the first k vertical lines, i.e.
{
Y jn,m−m/2√
n(a2+2a)/8
}k
j=1
weakly converge as
random variables to the collection of eigenvalues {εj}kj=1 of the principle submatrices from a
k×k matrix from the GUE ensemble, where {εj} are the eigenvalues of the submatrix formed
by the first j rows and columns.
Proof. It is a classical result, following Le´vy’s continuity theorem, that if the moment gen-
erating functions (MGF) E[eXit], i = 1, . . . of a sequence of random variables {Xi}i=1,...
converge uniformly in a compact interval of t (not necessarily containing 0) to the MGF of
a given random variable X, then Xi → X in distribution (i.e. weakly); see e.g. [Bi, Exercise
30.4]. This statement easily generalizes when replacing the random variables by vectors of
random variables and MGF by EBk. The Theorem now follows by applying this fact to the
sequences Y kn,m, namely we have that
EBk
(
x;
Y kn,m −m/2√
n(a2 + 2a)/8
)
= EBk
(
x√
(a2 + 2a)/8
;
Y kn,m −m/2√
n
)
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→ exp
(
1
2
(x21 + · · ·x2k)
)
= EBk(x;GUEk),
since Bk(x; yα) = Bk(αx; y) for any constant α and Lemma 4.3 gives the asymptotics.
The convergence of the collection of horizontal positions
{
Y jn,m−m/2√
n(a2+2a)/8
}k
j=1
to the col-
lection of eigenvalues of the submatrices follows from the Gibbs property satisfied by both
collections. Namely, given the vector Y kn,m, the distribution of the horizontal lozenges on
the first k − 1 vertical lines is clearly uniform subject to the interlacing conditions. The
same is true (see [Bar]) for the eigenvalues {εj}k−1j=1 given εk, which are again subject to the
interlacing conditions, i.e. εji−1 ≥ εj−1i−1 ≥ εji . 
We can now compare the results for the free boundary case and the hexagon.
Proposition 4.5. Let α(n) = (mn, 0n) and y ∈ R. Suppose that limm/n = a is finite
nonzero as n→∞. Then
Sα(n)(e
y/
√
2n; 2n) = exp
(√
2na/4y + 1/2(a2/16 + a/8)y2 + o(1)
)
.
Proof. Follows directly from Proposition 2.2, applied with N = 2n and f(t) = a/2 for
t ∈ [0, 1/2) and f(t) = 0 for t ∈ [1/2, 1]. 
We apply Theorem 5.1 of [GP] with the specific asymptotics for Sα(n) just obtained. Here
α(n) corresponds to the positions of the horizontal lozenges on line 2n from the left, and it
gives the hexagonal domain with sides m× n× n×m× n× n. We get the following specific
result
Theorem 4.6 ([GP, JN, Nor, Nov]). Let Υkn,m denote the positions of the horizontal lozenges
on the k-th vertical line (from the left) from a uniformly random tiling of the m × n × n ×
m× n× n hexagon (m is the length of the vertical side). Let m/n→ a as n→∞. Then
Υkn,m − na/2√
n(a2 + 2a)/8
→ GUEk.
This result is identical to the one given in Theorem 4.4, so we have:
Corollary 4.7. The joint distribution for the (shifted and rescaled) positions of the horizontal
lozenges on line k near the left vertical boundary for free boundary tilings of the half-hexagon
(Y kn,m), and the fixed boundary tilings of the full hexagon (Υ
k
n,m) are the same as n,m→∞
with m/n→ a.
Alternative proof of Proposition 4.1. For the sake of self-containment we provide an elemen-
tary proof of that proposition. We use the well-known formula for the distribution of the
eigenvalues (19). We then calculate
EBk(x;GUEk) =
∫ +∞
−∞
· · ·
∫ +∞
−∞
Bk(x; y)PGUEk(y1, . . . , yk)dy1 . . . dyk.(20)
We now consider the integrand above, and observe that
Bk(x; y)PGUEk(y1, . . . , yk) =
1
Z2,k
det
[
exp(xiyi − y2i )
]k
i,j=1
∏
i<j(yi − yj)∏
i<j(xi − xj)
∏
i<j
(j − i)(21)
When we expand the product of the determinant and the Vandermonde, we get summands
of the form ∏
j
exp(xijyj − y2j )ymjj ,
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where ι = (i1, . . . , ik) is a permutation of (1, . . . , k) and σ = (m1, . . . ,mk) is a permutation
of (0, 1, . . . , k − 1). For any x and integer m, with u = (y − x/2), we have that∫ +∞
−∞
exp(xy − y2)ymdy = exp(x2/4)√pi
∫ +∞
−∞
exp(−u2)√
pi
(u+ x/2)mdu.
Expand (u + x/2)m as a polynomial in u and note that for any nonnegative integer ` the
integral
∫
e−u
2
√
pi
u`du is always finite and is equal to 1 when ` = 0. So we can write
(22)
∫ +∞
−∞
exp(xy − y2)ymdy = exp(−x2/4)√pi((x/2)m + qm(x)),
where qm(x) is a certain polynomial in x of degree at most m− 1.
We now expand (20), by substituting the formula (21), expanding the determinant and
∆(y) as signed sums over permutations, and then substituting the formula (22) (here ι =
(i1, . . . , ik) and σ = (m1, . . . ,mk) go through all permutations described above):
Z2,kEBk(x;GUEk) =
∏
i<j(j − i)∏
i<j(xi − xj)
∏
i
(
exp
(
x2i
4
)√
pi
)
×
×
∑
ι,σ
sgn(ι) sgn(σ)
∏
j
(
(
xij
2
)mj + qmj (xij )
)
= k!
∏
i<j(j − i)∏
i<j(xi − xj)
(
√
pi)k
∏
i
exp
(
x2i
4
)∑
σ′
sgn(σ′)
∏
j
(
(
xj
2
)mj + qmj (xj)
)
= k!
∏
i<j(j − i)∏
i<j(xi − xj)
(
√
pi)k
∏
i
exp
(
x2i
4
)
det
[
(
xj
2
)i−1 + qi−1(xj)
]k
i,j=1
.
Here the double summation over the two permutations ι, σ was replaced by a summation
over their product (ισ = σ′) with a factor of k!. The last determinant is easily seen to be
2−(
k
2)∆(x) as it is a polynomial of maximal degree
(
k
2
)
with leading coefficient 2−(
k
2) and
divisible by all monomials xi − xj . Thus we get
EBk(x;GUEk) =
1
Z2,k
k!
∏
1≤i<j≤k
(j − i) (pi)k/2 2−(k2) exp
(
1
4
(x21 + · · ·+ x2k)
)
Substituting the formula for Z2,k, the constants cancel and we get the desired formula. 
5. Limit shape
We now show the existence of a limit shape for the height function (alternatively, the sym-
metric plane partition) of the tilings with free boundary, which does not follow immediately
from other previously considered cases. Kenyon, Okounkov, Sheffield [KOS], following [Sh],
show that uniformly random dimer covers on a bipartite planar locally periodic graph exhibit
limit shapes of their height functions. In the current case, lozenge tilings in a fixed domain
correspond to dimer covers on a hexagonal grid. However, the present free boundary tilings
are not directly dimer covers on a locally periodic planar graph with uniform probability
measure, and even though they can be considered as symmetric dimer covers of the mirrored
graph (see Figure 2) the framework of [KOS] does not apply directly. Alternatively, following
[CKP] and [KOS], the variational principle could be made rigorous and prove formally the
existence of a limit shape, but here we choose the methods coming from the asymptotic
analysis of symmetric polynomials.
We show that the positions of the horizontal lozenges at any vertical line x = αn, given
by a signature (partition) µαn, converge to a “limit shape” in the following sense. We show
LOZENGE TILINGS WITH FREE BOUNDARIES 17
that there is a monotone piecewise continuous function fα(t) : [0, b]→ R for some sufficiently
large b, such that
lim
n→∞
µαni + αn− i
αn
→ fα
(
i
αn
)
in probability (see e.g. [KOS, Section 6.2]), where µαn is now a random signature of length
αn, according to some probability measure on signatures. To formalize this and avoid the
issues with discontinuities, for any signature λ we define the function from [BBO]
wλ(x) =
{
2(i− 1) + x, if x ∈ [λi − i+ 1, λi−1 − i+ 1]
2λi − x, if x ∈ [λi − i, λi − i+ 1].
Visually, the graph of this function traces the border of the reflected about the diagonal and
then rotated 135◦ clockwise Young diagram of λ, including the bisectors of quadrants I and
II as x leaves the shadow of the diagram.
Moreover, the “limit shape” of the random tilings as n → ∞ should be a function H :
R2 → R. At a point (α, t), this is H(α, t) = fα(t), which can also be considered upon the
reflection-rotation mentioned above, when it would be “the limit” of 1Nwλ(Nx).
For any signature λ of length N , define the counting measure
m[λ] =
1
N
N∑
i=1
δ
(
λi +N − i
N
)
,
where δ is the Dirac delta measure. Clearly, m[λ] is a compactly supported probability
measure.
The following statement, [BBO, Proposition 2.2], gives a formal basis to the current ap-
proach.
Proposition 5.1 ([BBO]). Suppose that for every N = 1, . . ., we have an ensemble µN of
random signatures distributed according to some probability measure on length-N signatures.
Suppose that the corresponding random measures m[µN ] converge weakly, in probability, to
a nonrandom probability measure m with support in a bounded interval [b1, b2] ⊂ R.
(i) Then m is absolutely continuous w.r.t the Lebesgue measure, so it has a density p(x)
vanishing outside the interval.
(ii) The random functions 1NwµN (Nx) uniformly converge in probability to a nonrandom
function w(x), determined uniquely by: w(x) = x, for x > b2, w(x) = x+ 2 for x < b1, and
w′(x) = 1− 2p(x) almost everywhere on [b1, b2].
In other words, the limit shape is actually the distribution function of the measure m, if
such exists.
We will now use the following setup and result from [BG] to prove the convergence to a
nonrandom measure as in Proposition 5.1.
For any real α ∈ (0, 1) and signature λ of n parts, define for any signature µ = (µ1 ≥
· · · ≥ µbαnc) of bαnc parts, the following probability
(23) Pαm,n(µ) =
∑
λ:λ1≤m sλ/µ(1
n−bαnc)sµ(1bαnc)∑
λ:λ1≤m sλ(1
n)
.
Combinatorially this is the probability that a random SSYT with at most m columns and n
letters will have the first bαnc letters forming an SSYT of shape µ. Thus, it is evident that
summing over all possible shapes µ, we obtain all SSYT of shape λ and n letters, and thus
Pα,λ is a probability measure on the signatures of length bαnc.
Finally, for any probability measure ρ on the set of signatures of length N , define the
normalized GLN -character generating function
Sρ(u1, . . . , uN ) =
∑
µ:`(µ)=N
ρ(µ)
sµ(u1, . . . , uN )
sµ(1N )
.
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Given a probability distribution ρ on signatures λ, we denote (by a slight abuse of notation,
to agree with [BG]) by m[ρ] the random counting measures m[λ], where λ ∼ ρ.
We will apply the following result, proven in [BG] and inspired by [BBO].
Theorem 5.2 (Theorem 5.1 in [BG]). For each N , let ρN be a measure on the set of
signatures of length N . Suppose that for every k
lim
N→∞
1
N
ln
(
SρN (u1, . . . , uk, 1
N−k)
)
= Q(u1) + · · ·+Q(uk),
where Q is an analytic function in a neighborhood of 1 and the convergence is uniform in an
open (complex) neighborhood of (1, . . . , 1). Then the random pushforward measures m[ρN ]
converge, as N →∞, in probability, in the sense of moments, to a deterministic measure M
on R, whose moments are given by∫
R
xrM(dx) =
r∑
`=0
(
r
`
)
1
(`+ 1)!
∂`
∂u`
urQ′(u)r−`
∣∣∣∣∣
u=1
.
We apply this theorem to the measure ρ = Pαm,n. This measure is the distribution of the
partition µ, which represents the positions (height function) of the horizontal lozenges at the
vertical line k = bαnc, i.e. yk as in Section 4 (see Figure 3), of a uniformly random lozenge
tiling from T fn,m. We have that N = bαnc, and then compute as in Section 4
SPαm,n(u1, . . . , uN ) =
∑
µ:`(µ)=N
Pαm,n(µ)
sµ(u1, . . . , uN )
sµ(1N )
=
∑
µ:`(µ)=N
∑
λ:λ1≤m sλ/µ(1
n−N )sµ(1N )∑
λ:λ1≤m sλ(1
n)
sµ(u1, . . . , uN )
sµ(1N )
=
∑
λ:λ1≤m
∑
µ sλ/µ(1
n−N )sµ(u1, . . . , uN )∑
λ:λ1≤m sλ(1
n)
=
∑
λ:λ1≤m sλ(u1, . . . , uN , 1
n−N )∑
λ:λ1≤m sλ(1
n)
= Φm(u1, . . . , uN ;n).
(24)
To state the next proposition we need to define the following functions of y, which are
analytic in a neighborhood of y = 0. Although they depend only on x = ey, they will be
used as functions of the argument y:
(25) h(y) =
1
4
(
(x+ 1) +
√
(x+ 1)2 + (a2 + 2a) (x− 1)2
)
φ(y; a) =
(a
4
+ 1
)
ln
(
h(y)−
(a
4
+ 1
)
(x− 1)
)
−
(
a
4
+
1
2
)
ln
(
h(y)−
(
a
4
+
1
2
)
(x− 1)
)
+
a
4
ln
(
h(y) +
a
4
(x− 1)
)
−
(
a
4
− 1
2
)
ln
(
h(y) +
(
a
4
− 1
2
)
(x− 1)
)
.
Proposition 5.3. Let m,n → ∞ with m/n → a, where a is a positive real number. Then
for any fixed k, we have
lim
n→∞
1
n
ln Φm(u1, . . . , uk;n) = Ψa(u1) + · · ·+ Ψa(uk),
where Ψa(e
y) = y a2 + 2φ(y; a).
Proof. We first show the statement for k = 1. We have that
(26) Φm(u;n) = u
m/2Xτm(u;n)
Xτ0(u;n)
= um/2
Sνm(u; 2n)
Sν0(u; 2n)
.
By Proposition 2.3 ( and its validity over complex domains, [GP, Prop. 4.7]) we have that
for sequences of partitions λ(N) satisfying certain regularity constraints,
(27) lim
N→∞
lnSλ(N)(e
y;N)
N
= yw0 −F(w0)− 1− ln(ey − 1),
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where the convergence is uniform on compact complex domains for y. In our particular case
of λ(N) = νm we have the limit profiles fm(t) =
a
4 for t ∈ [0, 12 ] and fm(t) = −a4 for t ∈ (12 , 1],
and for λ(N) = ν0 we have f0 = 0 for all t. Then
F(w; fm) =
∫ 1
2
0
ln(w − a
4
− 1 + t)dt+
∫ 1
1
2
ln(w +
a
4
− 1 + t)dt =
(w−a
4
−1
2
) ln(w−a
4
−1
2
)−(w−a
4
−1) ln(w−a
4
−1)+(w+a
4
) ln(w+
a
4
)−(w+a
4
−1
2
) ln(w+
a
4
−1
2
)−1
and w0 is a root of the equation
y =
∂
∂w
F(w; fm) = ln(w − a
4
− 1
2
)− ln(w − a
4
− 1) + ln(w + a
4
)− ln(w + a
4
− 1
2
).
In particular, when y 6∈ (−∞, 0], using definition (25), we can choose
w0 =
1
2
+
h(y)
(ey − 1) .
We have that h(y) is analytic and h(0) = 1. In order to claim that the asymptotics holds
for complex values of y, we invoke [GP, Prop. 4.7], which states that Proposition 2.3 holds
if a certain steepest descent contour exists in the original integral formula for Sλ(N). In our
particular case we have that w0 6∈ (−∞, a/4 + 1], everything is well defined and this steepest
descent contour passes on the right side of the poles as is necessary.
By collecting the terms containing ey − 1, we rewrite equation (27) as
lim
N→∞
lnSνm(e
y;N)
N
= yw0 − w0 ln
(
(w0 − a4 − 12)(w0 + a4 )
(w0 − a4 − 1)(w0 + a4 − 12)
)
+ ln(ey − 1)
(
−a
4
− 1
2
+
a
4
+ 1 +
a
4
− a
4
+
1
2
)
− ln(ey − 1)− φ(y; a) = φ(y; a),
where φ(y; a) is defined in equation (25). Substituting it into equation (27) we obtain the
desired limit. Moreover, since both sides are analytic around y = 0, the equality extends to
a neighborhood of 0.
In the case of m = 0, i.e. for f0 we have a standard calculation
F(w; f0) =
∫ 1
0
ln(w − 1 + t)dt = w ln(w)− (w − 1) ln(w − 1)− 1
with the corresponding root w′0 =
ey
ey−1 and limit
lim
N→∞
lnSν0(e
y;N)
N
= yw′0 − w′0y − ln(w′0 − 1)− ln(ey − 1) = 0,
which is also justified in [GP, Example 1].
By Proposition 2.1, the same limits hold when replacing Sν by the corresponding Xτ .
Thus we have that
lim
n→∞
ln Φm(e
y;n)
n
= lim
n→∞
(
y
m
2n
+
lnSνm(e
y; 2n)
n
− lnSν0(e
y; 2n)
n
)
= y
a
2
+ 2φ(y; a).
Applying the just obtained limits for lnXτ (e
y;n)/n in Proposition 3.3, we obtain the corre-
sponding limit for the multivariate characters Xτm and Xτ0 , and thus
1
n
ln Φm(e
y1 , . . . , eyk ;n) =
∑
i
yi
m
2n
+
1
n
lnXτm(e
y1 , . . . , eyk ;n)− 1
n
lnXτ0(e
y1 , . . . , eyk ;n)
→
∑
i
yi
a
2
+
∑
i
2φ(yi; a), uniformly as n→∞,
which completes the proof. 
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Theorem 5.4. Let n,m ∈ Z, such that m/n→ a as n→∞, where a ∈ (0,+∞). Let H(x, y)
be the height function of the uniformly random lozenge tiling in T fn,m. Then as n→∞, for
all x ∈ (0, 1), y ≥ 0 the normalized 1nH(nx, ny) converges in probability to a deterministic
function L(x, y), referred to as “the limit shape”.
Moreover, for any fixed x ∈ (0, 1), the function L(x, y) is the distribution function of the
limit measure M whose moments are given by∫
R
trM(dt) =
r∑
`=0
(
r
`
)
1
(`+ 1)!
x−r+`
∂`
∂u`
urΨ′a(u)
r−`
∣∣∣∣∣
u=1
,
where Ψa(u) is defined in Proposition 5.3.
Proof. The distribution ρN (µ) = Pαm,n(µ) defined in equation (23) is a probability distri-
bution on the set of signatures of length N = bxnc, as explained there. Further, the cor-
responding GLN -character generating function SρN is, by equation (24), equal to Φm. By
Proposition 5.3, this SρN satisfies the conditions of Theorem 5.2, noting that
1
N =
1
x
1
n , so
the random measures m[µ], defined by the random signatures µ distributed according to
Pαm,n, converge in probability to a deterministic measure M , defined accordingly through its
moments. Finally, Theorem 5.2 applies to this measure M with Q(u) = 1xΨa(u) and we
obtain the desired limit of the height function L(x, y). For any fixed x, L(x, y) as a function
of y is equal to the distribution function for the measure M . 
Corollary 5.5. The limit shape for tilings of the free boundary half-hexagon domain is the
same as the corresponding half of the limit shape for tilings of the full m×n×n×m×n×n
hexagon, first given in [CLP].
Proof. We use the result of [BG] which proves the limit shape for fixed boundary tilings and
derives the moments of the corresponding measure M as in Theorem 5.4 using Theorem 5.2.
For tilings of the full hexagon we take λ(2n) = (mn, 0n) as the boundary on the right side of
the domain, i.e. λ(2n) + δ2n are the positions of the fixed horizontal lozenges on the 2n-th
vertical line from the left. In this case we have N = bxnc for vertical section at distance x
from the left and
SρN (u1, . . . , uk, 1
N−k) = Sλ(2n)(u1, . . . , uk; 2n),
When k = 1 we have that
Qs(u) =
1
x
lim
n→∞
Sλ(2n)(u; 2n)
n
.
By the approximate multiplicativity of the normalized Schur functions (as in Proposition 3.3),
shown in [GP], we also have that
lim
N→∞
1
N
ln
(
SρN (u1, . . . , uk, 1
N−k)
)
= lim
N→∞
Sλ(2n)(u1, . . . , uk;N)
N
=
k∑
i=1
lim
N→∞
Sλ(2n)(ui)
N
and the condition in Theorem 5.2 holds. Hence, the limit shape on the line α is determined by
the function Qs above. Going back to the proof of Proposition 5.3, we just need to compare
the corresponding limits for Sνm(u; 2n) and Sλ(2n)(u; 2n) in Q = α
−1Ψa(u) and Qs(u). But
λ(2n) = νm + ((m/2− 1/2)n), so by the integral formula (12) we see that
Sνm(u; 2n) = u
−m/2+1/2Sλ(2n)(u; 2n).
Substituting this formula in equation (26), we have obtain that Φm(u;n) is equal to Sλ(2n)
times some bounded factors. Taking logarithms, dividing by n and passing through the limit,
we see that Q(u) = Qs(u). Hence the moments at the vertical line x coincide in both cases
and so does the limit shape in the common region. 
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6. Asymptotics II: when limn→∞ mn = 0,∞
So far, for reasons concerning the physics nature of the models, the interest has been in
studying the “scaling limits” of lattice models, in which the scaling factors are the same in all
directions. Here we consider other regimes, in which the scalings in the different directions
differ in growth order. For example, the vertical scaling is proportional to m ∼ √n and the
horizontal is n.
In the usual case the scaling limit is such that both horizontal and vertical sides are
linearly proportional to n (the vertical scaling here is m and it is about an, for a constant
a) as considered in the previous Sections, another extreme of a scaling regime is when n is
fixed, and m→∞. If n = 1, then there is only one horizontal lozenge at position y11 and it
is uniformly distributed in {0, 1, . . . ,m}. If n > 1, but still fixed, the distribution can still be
computed using the MGF Φm as in Section 4, but the formulas become more complicated
and will be skipped here.
Suppose now that m,n → ∞, but m  n, i.e. m/n → ∞. This corresponds to the case
a = ∞ above. We investigate the distribution of the positions of the horizontal lozenges
at the k left-most vertical lines, where k is a fixed number. It is clear from the symmetry
of the model that the mean of the left-most horizontal lozenge is m2 . It is not, however,
a priori obvious what the correct scaling of these positions should be, in order to get a
limiting distribution for Y kn,m as m,n→∞. The following proposition is complementary to
Theorem 4.4.
Proposition 6.1. Suppose that m,n → ∞ with m/n → ∞, and suppose that n2m = o(1).
Then the shifted rescaled positions (Y kn,m) of the horizontal lozenges on the kth vertical line
satisfy:
Y kn,m −m/2
m/
√
8n
→ GUEk
in distribution for all fixed k. The collection {Y
j
n,m−m/2
m/
√
8n
}kj=1 converges to the GUE-corners
process.
Note that when m = an the variance coincides with the leading (in a) term, that is a2/8n,
of the variance from Theorem 4.4. Moreover, similar statement holds as long as n = o(m),
but since the asymptotic analysis in the steepest descent approach below becomes more
involved with extra no longer negligible factors in the asymptotics towards the function F
and the computations afterwards, we limit ourselves to n = o(
√
m).
Proof. Let first k = 1. Because of the relationship between Φm and the normalized symplectic
characters X, and then between X and the normalized Schur functions S, we first derive the
asymptotics for S in the given cases.
We use the explicit integral formula (12), where we set u = z + 12 and obtain
(28) Sνm(e
y
√
n/m; 2n)
=
(2n− 1)!
(ey
√
n/m − 1)2n−1
1
2pii
∫
ezy
√
n/m∏n
i=1(z − (m2 + 12 + 2n− i))(z − (−m2 + 12 + n− i))
dz
=
(2n− 1)!e− 12y
√
n/m
(ey
√
n/m − 1)2n−1
1
2pii
∫
euy
√
n/m
Γ(u−(m
2
+n))Γ(u−(−m
2
))
Γ(u−(m
2
+2n))Γ(u−(−m
2
+n))
du
=
(2n− 1)!e− 12y
√
n/m
(ey
√
n/m − 1)2n−1
1
2pii
∫
exp (uy
√
n/m+ 2n− f(u,m, n))√
(u−(m
2
+2n))(u−(−m
2
+n))
(u−(m
2
+n))(u−(−m
2
))
(1 +O(1/m)) du,
where we used Stirling’s approximation and set
f(u,m, n) = (u− m
2
− n) ln(u− m
2
− n) + (u+ m
2
) ln(u+
m
2
)
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− (u− m
2
− 2n) ln(u− m
2
− 2n)− (u+ m
2
− n) ln(u+ m
2
− n).
The contour of integration should contain all poles −m/2+1/2, . . . ,−m/2+n−1/2,m/2+n+
1/2, . . . ,m/2 + 2n− 1/2. We use the branch of ln(z) defined outside the negative imaginary
axis, i.e. outside {Re(z) = 0, Im(z) ≤ 0}, and we see that the contour can easily be deformed
to pass above 0 and below the poles on both sides. Set u = mw with w, such that |w| > 1.
Observe that for any a and b, such that |a|2 << |b|, we have
(a+ b) ln(a+ b) = (a+ b) ln(b) + a+O(a/b).
Applying this to the summands in f(mw,m, n) with b = wm ± m/2 and a equal to the
corresponding linear function of n we get
f(mw,m, n) = (mw − m
2
− n) ln(mw − m
2
)− n+O(n/m)+
+ (mw +
m
2
) ln(mw +
m
2
)− (wm− m
2
− 2n) ln(wm− m
2
)− (−2n)
− (wm+ m
2
− n) ln(wm+ m
2
)− (−n)
= 2n+ 2n ln(m) + n ln(w − 1
2
) + n ln(w +
1
2
) +O(n/m)
Putting everything together, and observing that the square root in the integral above is of
the order of 1 +O(n/m), we can rewrite the integral as
(29) Sνm(e
y
√
n/m;n) =
(2n− 1)!
(ey
√
n/m − 1)2n−1m2n−1
√
n×
× 1
2pii
∫
expn
(
vy − (ln(v − 1
2
√
n
) + ln(v +
1
2
√
n
))− ln(n)
)
(1 +O(n/m))dv,
after setting w =
√
nv. We can now apply the method of steepest descent to the above
integral with
F(v, y) = vy − ln
(
v2 − 1
4n
)
The critical point is given by the equation
y − 2v
v2 − 1/4n = 0.
Set
v0 =
1
y
(
1 +
√
1 +
y2
4n
)
.
If y is real positive, then the steepest descent contour is given by v = v0 + is for s ∈ R and
all the poles of the original function are to the left of this contour. Note that around v = 0
and the negative imaginary axis, F(v, y) → −∞ and the contribution to the integral from
these parts is negligible. So we can apply the steepest descent method with such contour, to
get that
1
2pii
∮
exp (nF(v, y)) ≈ 1
2pii
exp(nF(v0, y))
∫ +∞
−∞
exp(n(−s
2
2
∂2
∂v2
F(v0, y)))d(is)
= exp(nF(v0, y)) 1√
2pi(n ∂
2
∂v2
F(v0, y))
.
In this particular case we have
F(v0, y) = 2 + y
2
8n
− 2 ln 2 + 2 ln(y)− y
2
16n
+O(n−2),
LOZENGE TILINGS WITH FREE BOUNDARIES 23
and
∂2
∂v2
F(v, y)
∣∣∣∣∣
v=v0
=
y2
8nv20
+
y
v0
=
y4
8n
(1− y
2
8n
+O(n−2)) +
y2
2
(1− y
2
16n
+O(n−2)).
Putting everything together in formula (29) we get
(30) Sνm(e
y
√
n/m; 2n) =
(2n− 1)!n−n
(ey
√
n/m − 1)2n−1m2n−1 ×
1
2pii
∫
exp (nF(v, y)) (1 +O(n/m))dv
=
(2n− 1)! ∗ exp (−n ln(n) + 2n+ y2/16− 2n ln(2) + 2n ln(y) +O(n−1)) (1 +O(n/m))
(ey
√
n/m − 1)2n−1m2n−1
√
2pi
(
y2
2 +
y4
8n +O(n
−2)
)
=
√
2pi2n exp
[
2n ln(2n)− 2n− n ln(n) + 2n+ y2/16− 2n ln(2) + 2n ln(y) +O(n−1)] (1 +O(n/m))
exp
(
2n ln
[
y
√
n+ y2n/2m+ y3n3/2/6m2 +O(n2/m3)
])
× (e
y
√
n/m − 1)m
2n
√
2pi
(
y2
2 +
y4
8n +O(n
−2)
)
=
√
2n exp
[
n ln(n) + y2/16 + 2n ln(y)− 2n ln(y)− n ln(n) +O(n−1)] (1 +O(n/m))
exp
(
2n ln
[
1 + y
√
n/2m+ y2n/6m2 +O(n3/2/m3)
])
× y
√
n+ y2n/(2m) +O(n3/2/m2)
2n
√
y2
2 +
y4
8n +O(n
−2)
=
√
2n exp
[
y2/16 +O(n−1)
]
exp (2n(y
√
n/2m+ y2n/6m2 − y2n/4m+O(n/m2)))×
y
√
n+ y2n/(2m) +O(n3/2/m2)
√
2ny
√
1 + y
2
4n +O(n
−2)
(1+O(n/m))
= exp(y2/16)(1 +O(n−1))
1 +O(
√
n/m)
(1 +O(n
√
n/m))(1 +O(n−1))
= exp
(
y2
16
)(
1 +O(n3/2/m)
)
.
We need to compute the normalized symplectic character for τ0, or else the normalized
Schur function for ν0 = ((12)
2n). Let z + 12 = nw, then we have
Sν0(e
y
√
n/m; 2n) =
(2n− 1)!
(ey
√
n/m − 1)2n−1
1
2pii
∫
ezy
√
n/m∏2n
i=1(z − (12 + 2n− i))
dz
=
(2n− 1)!n
(ey
√
n/m − 1)2n−1
1
2pii
∫
e(−
1
2
+nw)y
√
n/m∏2n
i=1(nw − 2n+ i)
dw
=
(2n− 1)!n
(ey
√
n/m − 1)2n−1
1
2pii
∫
e(−
1
2
+nw)y
√
n/m
Γ(nw)/Γ(nw − 2n)dw
=
(2n− 1)!ne− y
√
n
2m
(ey
√
n/m − 1)2n−1
1
2pii
∫ exp(nwy√nm − n(w) ln(nw) + nw + n(w − 2) ln(nw − 2n)− nw + 2n)√
(nw − 2n)/nw dw
=
(2n− 1)!ne− y
√
n
2m
(ey
√
n/m − 1)2n−1
1
2pii
∫ exp(−2n ln(n) + 2n+ nwy√nm − nw ln(w) + n(w − 2) ln(w − 2))√
(w − 2)/w dw
Let now
F0(w, y) = wy
√
n/m− w ln(w) + (w − 2) ln(w − 2).
Let also w0 be the positive root of (∂/∂w)F0(w, y) = 0, so
y
√
n/m− ln(w0) + ln(w0 − 2) = 0,
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i.e. w0 = 2(1− e−y
√
n/m)−1, which is well beyond the poles. We also have that
F0(w0, y) = −2 ln(2) + 2 ln(ey
√
n/m − 1) , ∂
2
∂w2
F0(w, y)
∣∣∣∣∣
w=w0
=
(ey
√
n/m − 1)2
2ey
√
n/m
.
Putting everything together, we obtain
Sν0(e
y
√
n/m;n) =
√
piney
√
n/2m exp(−2n ln(ey
√
n/m − 1) + 2n ln(2) + nF0(w0, y))
(ey
√
n/m − 1)−1
√
pin(ey
√
n/m − 1)2
= exp(y
√
n
2m
)(1 + o(1)) = 1 + o(1)
Now we can compute
Xτm(e
y
√
n
m ;n) =
2
ey
√
n/m + 1
Sνm(e
y
√
n/m; 2n) = exp
(
y2
16
)
(1 + o(1))
Xτ0(e
y
√
n/m) = 1 + o(1),
so that
Φm(e
y
√
n
m ;n) = exp
(
y
√
n/2 +
y2
16
)
(1 + o(1))
Applying Proposition 3.2 with an =
√
n
m and bn = 0 we have the multivariate versions of
the above asymptotics, namely
lim
n→∞Xτ
m(e
y1
√
n
m , . . . , e
yk
√
n
m ;n) = exp
(
y21
16
+ · · ·+ y
2
k
16
)
lim
n→∞Xτ0(e
y1
√
n
m , . . . , e
yk
√
n
m ;n) = 1
lim
n→∞Φm(e
y1
√
n
m , . . . , e
yk
√
n
m ;n) exp
(
−
√
n
2
∑
i
yi
)
= exp
(
y21
16
+ · · ·+ y
2
k
16
)
.
Finally, applying the same formulas and approach from Section 4 we see first that
Bk
(
x;
yk + δk − m2
m/
√
n
)
= exp
(
−
√
n
2
∑
i
xi
)
Bk
(
x
√
n/m; yk + δk
)
and so using the asymptotics above we get
EBk(x;
Y kn,m −m/2
m/
√
n
) = exp
(
−
√
n
2
∑
xi
)
Φm
(
ex1
√
n/m, . . . , exk
√
n/m;n
)
→ exp
(
x21
16
+ · · ·+ x
2
k
16
)
.
Hence, as before, the so normalized Y kn,m converges to GUEk. By the Gibbs property again,
the shifted rescaled collection {Y 1n,m, . . . , Y kn,m} convergence to the GUE corners process. 
Proposition 6.2. Let n,m→∞, such that n/m→∞. Then
Y kn,m −m/2
2
√
m
→ GUEk
and the collection of shifted rescaled positions of the horizontal lozenges on lines 1, . . . , k
converges to the k × k GUE-corners process.
Proof. Let a denote the factor 1√
m
, so that ma2 = 1 We use the same approach and setup
as in the proof of Proposition 6.1, so we have
Sνm(e
ay; 2n) =
(2n− 1)!e−ay/2
(eay − 1)2n−1
1
2pii
∮
exp(uya+ 2n− f(u,m, n))√
(u−m/2−2n)(u+m/2−n)
(u−m/2−n)(u+m/2)
(1 +O(1/m))du,
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where f(u,m, n) is defined there as well. Denote by c = m/(2n) and remember that it is
o(1). Let also u = nw + n. After taking ln(n) and n factors out we can rewrite f(u,m, n)
and F as
f(u,m, n) = 2n ln(n) + n [(w − c) ln(w − c) + (w + c+ 1) ln(w + c+ 1)
−(w − c− 1) ln(w − c− 1)− (w + c) ln(w + c)] ,
F(w; y) = a(w + 1)y− [(w − c) ln(w − c) + (w + c+ 1) ln(w + c+ 1)
−(w − c− 1) ln(w − c− 1)− (w + c) ln(w + c)]
We then find the positive (when y > 0) root of
F ′(w; y) = ay − ln
[
(w − c)(w + c+ 1)
(w + c)(w − c− 1)
]
= 0
as
w0 =
eay + 1
eay − 1
(
1 + (c2 + c)
(
eay − 1
eay + 1
)2)
+O(c2a3) > c+ 1
for sufficiently large m,n (i.e. small c and a), so it is to the right of the integrand’s poles.
Further,
F ′′(w0; y) = −2c
w20 − c2
+
2(c+ 1)
w20 − (c+ 1)2
=
(eay − 1)2
16
(1 + o(1)),
again since a and c are o(1). Last, we have
F(w0; y) = ay + yw0 − w0y + c ln
[
w20 − c2
w20 − (c+ 1)2
]
− ln ((w0 + c+ 1)(w0 − c− 1))
= ay + c ln
 1− c2
(
a2y2
4
)
+O(c2a4)
1− (c+ 1)2
(
a2y2
4
)
+O(a4)
− ln( 4eay
(eay − 1)2 + c
2 +O(c2a2)
)
= ay + c
(
−c2
(
a2y2
4
)
+ (c+ 1)2
(
a2y2
4
)
+O(a4)
)
+ 2 ln(eay − 1)− 2− ay − c2a2y2/4 +O(c2a3)
= ca2y2/4 + c2a2y2/4 + 2 ln(eay − 1)− 2 +O(ca3)
Putting everything together we get
Sνm(e
ay; 2n) = exp
(
2n ln(2n)− 2n+ 2n− 2n ln(n)− ay/2− 2n ln(eay − 1) + nay + nca2y2/4
+2n ln(eay − 1)− 2n+ nc2a2y2/4 +O(nca3)) (1 +O(1/√m))
= exp(nay + nca2y2/4 + nc2a2y2/4)(1 +O(1/
√
m))
Further, it can be seen in the proof of Proposition 6.1 that the analysis of Sν0 does not
depend on the scaling a and so
Sν0(e
ay; 2n) = 1 + o(1).
So we have that
Xτm(e
ay;n) = exp(nay + y2/8 + o(1)) Xτ0(e
ay;n) = 1 + o(1),
and the multiplicativity translates through Proposition 3.2 to the same asymptotics for the
multivariate X. This finally gives
Φm(e
ay1 , . . . , eayk ;n) = exp
(
(ma/2)
∑
yi +
1
8
∑
y2i
)
(1 + o(1)).
Finally, performing the usual GUE analysis, we have
EBk
(
x;
Y kn,m −m/2
2
√
m
)
= exp
(
−√m
∑
xi
)
Φm(e
2ax1 , . . . , e2axk ;n)→ exp
[
1
2
(x21 + · · ·+ x2k)
]
so the shifted rescaled Y kn,m converges to GUEk and the collection Y 1, . . . , Y k converges to
the GUE-corners process. 
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