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Introduction
Selection hyper-heuristics are search methodologies that operate at a high-level to coordinate a pool of low-level heuristics to solve optimisation problems [6, 7] . The objective is to apply the most effective low-level heuristic at each subsequent stage in order to solve a given problem instance. The result is an automated methodology producing a sequence of heuristics to improve or construct a solution. Hyper-heuristics raise the level of generality at witch optimisation systems can operate [6] . Low-level heuristics usually represent simple local search neighbourhoods (move operators) or abstractions of the rules used by human experts for constructing solutions (constructive heuristics).
The performance of a hyper-heuristic clearly depends on the quality of the pool of low-level heuristics selected [33] . Usually, the human expert, based on previous knowledge, chooses the composition and size of this pool with little if any methodological guidance. Hyper and meta heuristics research over the years, clearly indicates that having more than one operator or heuristic benefits the search process. However, an unnecessary large pool has been found to have a detrimental effect of adaptive approaches, given the overhead in time and memory required to record their performance history [43, 9] . There is a need for informed approaches to identify the most appropriate set of low-level heuristics in hyper-heuristic research and practice [33] .
The main contribution of this work is precisely an empirical methodology for determining the most effective subset of low-level heuristics from a given larger set. Determining a subset requires both determining its size and composition. We also propose an efficient adaptive hyper-heuristic variant, which extends and improves our previously proposed learning hyper-heuristic [43] . The contributions of the paper are the following:
1. An empirical methodology for determining the most effective subset of low-level heuristics, using fitness landscape probing techniques and non-parametric statistical tests. 2. A new variant of iterated local search hyper-heuristics using multi-armed bandits coupled with a change detection mechanisms for adaptively selecting low-level heuristics. 3. Empirical evidence supporting the effectiveness of the proposed methodology on two real-world scheduling problem, namely, educational course timetabling and vehicle routing.
The next Section overviews relevant background and related work in selection hyper-heuristics. Section 3 discusses the proposed methodology for selecting the most effective subset of heuristics. Section 4 describes the hyperheuristic variant proposed incorporating dynamic multi-armed bandits as the selection rule. Section 5 describes the test problems considered: course timetabling and vehicle routing, while sections 6 and 7 showcases the application of the proposed methodos application on them. Finally, section 8 presents our conclusions and future work.
Background and related work

Selection hyper-heuristics
Hyper-heuristics have been defined as "automated methodologies for selecting or generating heuristics to solve computational search problems" [7] . The present study concentrates on methodologies for automatically selecting low-level heuristics, from an available pool, on-the-fly while solving the underlying optimisation problem. The selection mechanism considers only the history of domain-independent information from the search process. However, low-level heuristics which encapsulate domain-specific information can be, and usually are, incorporated in the pool of heuristics. Our approach considers improvement heuristics, also known as move operators. It starts from a complete initial solution and iteratively selects, from the available pool, appropriate heuristics to lead the search toward a promising direction. Several different strategies for dynamically selecting heuristics while solving the problem have been proposed [6] . These range from simple random and greedy strategies to sophisticated adaptive or reinforcement learning mechanisms incorporating various feedback from the search process.
Surprisingly, little work has been devoted to determine the "optimal" size and composition of the heuristic pool. This is normally done at the discretion of the researcher, without a clear methodology. Most hyper-heuristic implementations use in the order of 3 to 12 heuristics, which the authors design themselves or incorporate from the literature. An exception is the approach by [12] where a large number of low-level heuristics are assembled from parametrised components, followed by a step-by-step pool reduction strategy operating on a specific instance at execution time. The approach requires fixing the minimum number of heuristics desired (20 in [12] ) from a larger available pool of assembled heuristics, and a fixed number of iterations from which a reduction step is executed. When a reduction step occurs, the low-level heuristics with the smallest total improvement over all previous iterations is discarded.
Our reduction methodology, described in detail in section 3 differs from [12] in two important ways. First, it does not require any extra parameters other than the complete set of initial heuristics which are supplied by the user. Second, it acts as a prepossessing step considering performance data from a set of instances of the underlying problem. Therefore, once it is completed, no additional overhead is required to solve new instances of the same problem.
Automated algorithm configuration (offline tuning)
Several frameworks have been proposed in the literature for automated parameter tuning and algorithm configuration [4, 19, 15, 18] . We describe here ParamILS, a framework for automated algorithm configuration achieved with local search in the configuration space. The key idea behind ParamILS is to combine a stochastic local search algorithm (iterated local search) with mechanisms for exploiting specific properties of algorithm configuration. [19] present extensive evidence that ParamILS can find substantially improved parameter configurations of complex and highly optimised algorithms.
Offline tuning tools are relevant to hyper-heuristic research. In selection hyper-heuristics, a selection probability is associated to each operator or heuristic, and these are dynamically adapted during the search process. However, these probabilities can alternatively be considered as fixed (static) parameters of the hyper-heuristic algorithm, and this can then be automatically tuned with an offline tuning tool. Thereafter, during the hyper-heuristic tun, operators are selected by a roulette-wheel mechanism based on these statically-tuned probabilities. We applied this method as a control mechanism to compare against the proposed adaptive hyper-heuristic in [43] , and found that the adapting the selection probabilities online produced significantly better results.
Our proposed methodology uses ParamILS in two stages. First, to contrast tuned operator selection probabilities against adaptive methods, regardless of how many heuristics are considered in the pool. Second, as a method for estimating the performance of all the available individual heuristics, and thus serve as an alternative, although computationally expensive, ranking mechanism for the first step of the proposed reduction methodology described in the next section.
Methodology for determining an effective heuristic subset
The proposed methodology requires an available pool of heuristics and a set of benchmark instances of the underlying problem. It uses fitness landscape metrics and non-parametric statistical tests to rank the heuristics. The ranked heuristics are thereafter grouped incrementally until the best subset is determined. Specifically, the methodology comprises the following three stages:
1. Statistical ranking of low-level heuristics: non-parametric statistical tests (described in more detail in section 3.1) are used to rank the estimated performance of each low-level heuristic. This requires a metric for estimating the heuristic's individual performance. We chose two alternative metrics to probe the search landscape. The first is based on the notion of evolvability [38] and the second on the concept of landmarking, where the performance of simple and quick algorithms is used to characterise the relative difficulty of the problem instances [39] . Section 3.2 gives more detailed descriptions of the landscape probing techniques employed. 2. Grouping low-level heuristics: subsets of increasing size are formed according the the statistical ranking of the low-level heuristics. Specifically, the size of the subsets is increased one by one starting from the top two heuristics according the non-parametric ranking, then the top three, and so on, until the whole set is considered.
The hyper-heuristic under study is executed using each heuristic subset. 3. Selecting the best subset of heuristics: the subset of heuristics producing the best hyper-heuristic performance from step 2 is considered as the best subset. The performance metric employed will depend on the problem under consideration. Our study uses the best subset configuration obtained after a fixed running time.
Non-parametric tests
Parametric statistical tests have been used to contrast the performance of heuristic search methods. However, they assume independence, normality and homoscedesticity of the data, which are not guaranteed in the case of heuristic algorithms. Non-parametric statistical procedures overcome this limitation and can be used for comparing this type of algorithms. We used CONTROLTEST [14] , a tool specially designed for non-parametric comparison among heuristic algorithms, and considered the three tests there proposed: Friedman, Aligned Friedman, and Quade. The Friedman test uses the arithmetic mean, Alignment Friedman uses a value of location computed as the average performance achieved by all algorithms in each problem, and Quade considers that some problems might be more difficult than others. All these tests consider ranks, therefore, the lower the reported value the better the performance achieved.
Fitness landscape probing techniques
The two fitness landscape probing techniques described below are proposed to estimate the performance of individual operator. Evolvability: The notion of evolvability loosely refers to the capacity of an individual or population to evolve. The first formalisation of this notion is attributed to [1] who defined evolvability as "the ability of the genetic operator/representation scheme to produce offspring that are fitter than their parents." We are interested in measuring the evolvability of specific search operators. In a previous study [40] used three evolvability metrics to determine the credit of operators while solving a given problem instance. Here, we use the best performing metric in that study, termed E a , which was originally proposed by [38] . This metric represents the probability that the fitness of neighbouring solutions is better than or equal to the fitness of the incumbent solution. It is simply measured as the ratio between the number of neighbours with improved or equal fitness as compared to the incumbent solution, and the size of the whole neighbourhood (when sampling this is the sample size). In order to estimate the evolvability of a given operator on a given problem, we use a sampling procedure considering the whole set of available instances. The estimated operator's evolvability is the average evolvabilities across the instance set. On a given instance, the procedure for estimating the the evolvability of operator (heuristic) h i is as follows.
1. Generate an initial solution, s 0 , uniformly at random 2. Generate 100 representative neighbours of s 0 by single applications of h i . The representative neighbours are sampled with a Metropolis-Hastings approach which gives prevalence to best points (i.e. those with higher fitness) [44] 3. Count, c, how many of these 100 representative neighbours have better or equal fitness than that of s 0 4. Calculate the evolvability as the ratio E a = c 100 The procedure above is repeated 500 times from different initial solutions, and the evolvability of the operator h i on the given instance is the average of these 500 measures. The number of representative neighbours was set to 100 in order to achieve statistical significance. Landmarking: As a second metric, we consider the performance of the simplest possible search algorithm using a single operator h i as a probing technique. This corresponds to a first-improvement hill-climbing method, outlined in Algorithm 1. The stopping condition is set to 100 iterations in order to have similar computational budget as that used in the evolvability probing technique. The result of a run is summarised by the fitness difference between the initial and the final solution. On each instance, the hill-climbing algorithm is run 500 times from different initial randomly generated solutions, and the quality of the operator h i is the average of these 500 fitness difference values. The estimated operator's quality is the average of qualities across the whole instance set. 
Alternative ranking of low-level heuristics
In order to test the benefits of the proposed statistical ranking of low-level heuristics (first step of the methodology), we used ParamILS (see section 2.2) as an alternative approach to rank the heuristics. The idea is to learn a selection probability for each heuristics in the pool using all the benchmark instances as the training set. The experiment is, therefore, very computationally expensive (running times are reported in the case studies below). Each ParamILS iteration executes the hyper-heuristic under consideration with the complete heuristic pool on the whole training set. The fixed heuristic selection probabilities are thus evolved by the ParamILS search process, which runs for 1000 iterations. To achieve statistical significance, 35 times runs are considered. The outcome of the experiment is a list of selection probabilities for the heuristics in pool. Thereafter, heuristics are ranked in decreasing order of their selection probabilities.
Dynamic multi-armed bandit hyper-heuristic
This section describes the proposed hyper-heuristic variant, which extends our recent proposal [43] . A selection hyper-heuristic algorithm has three main components: the high-level search strategy, the pool of operators, and the adaptive or control mechanism to dynamically select the operator to apply at each search step. We describe below the high-level strategy and adaptive operator selection mechanism used. The pool of operators is normally problemspecific. Sections 5.1 and 5.2 describe the operators used for the two selected problem domains, respectively.
High-level strategy
An iterated local search framework is used as the high-level strategy (Algorithm 2). We choose Iterated Local Search (ILS) as it is a simple yet powerful search strategy that has produced outstanding results in practice [25] . ILS operates by iteratively alternating between applying a move (perturbation) operator to the incumbent solution and restarting local search from the perturbed solution. Moreover, a number of adaptive variants of multi-neighbourhood iterated local search (also called iterated local search hyper-heuristics) have been recently proposed [30, 45, 43] with encouraging results in various problem domains.
In our implementation (outlined in Algorithm Algorithm 2), the adaptive control mechanism is applied to the improvement stage, in which a local search heuristic is selected from the available pool and then applied to the incumbent solution (line 5). The perturbation stage uses a fixed randomised operator, and the acceptance condition simply accepts all improvements. This implementation differs from our previous ILS hyper-heuristic [43] in the operator control mechanism for selecting heuristics, which is detailed in Section 4.2. 
Operator selection
We borrow ideas from adaptive operator selection (AOS) in evolutionary algorithms [17, 16] . Two cooperating mechanisms are required in this process: A selection rule, which defines how the next operator or low-lever heuristic to be applied next should be chosen according to its estimated quality; and a credit assignment mechanism, which defines how to estimate operators quality based on the impact brought by their most recent application. For the selection rule, we used dynamic multi-armed bandits (DMAB) proposed by [13] . The multi-armed bandit framework is commonly used in game theory for studying the exploration vs. exploitation dilemma. It involves N arms and a decision makingalgorithm for selecting one arm at each time step with the goal of maximising the cumulative reward gathered along time. The exploration vs. exploitation balance is relevant for heuristic search. Indeed, adaptive operator selection can be formulated using multi-armed bandits with arms corresponding to search operators [13, 16] . Specifically, the upper confidence bound multi-armed bandit [2] was used as it provides optimal maximisation of cumulative rewards. The use of DMAB as an operator selection rule has reported encouraging results within selection hyper-heuristics [43, 40, 36] . For credit assignemnt, we use an extreme value criterion, as it has produced better results than other criteria in both evolutionary algorithms [17, 16] and hyper-heuristics [40] . These mechanisms are described in detail below. The most common way of assigning credit is to account for the fitness improvement brought by the operators. That is, the fitness difference of the generated offspring with respect to a reference value, which is generally taken as the parent.
DMAB selection rule:
Each operator is viewed as an arm. Let n i,t denote the number of times the i th arm has been played, andp i,t the average empirical reward it has received up to time t. At each time step t, from K alternative arms, the algorithm selects the arm maximising the quantity computed by equation 1.
Two considerations were required to use this framework for adaptive operator selection. First, a scaling factor C is needed, in order to properly balance the trade-off between selecting the operator with best empirical behaviour (exploitation, first term in Eq.1) and giving other operators the opportunity to be selected (exploration, second term in Eq.1). Second, The multi-armed bandit framework is combined with the Page-Hinkley statistical test for detecting changes in the operator selection dynamic. This hybridisation introduces two additional parameters associated to the Page-Hinkley test: γ, which controls the trade-off between false alarms and unnoticed changes; and δ, which enforces the robustness of the test when dealing with slowly varying environments. Parameters C and γ need to be tuned for every problem. We found in preliminary experiments that C = 10, γ = 100 for course timetabling, and C = 8, γ = 105 for vehicle routing produced consistently good results. For the parameter δ, we used the value suggested in [16] (δ = 0.15) for all the experiments. We selected DMAB as the selection rule due its hybridisation with the Page-Hinkle test, and its good performance achieved in previous works. [16, 17, 43] Extreme value credit assignment: Rewards are updated as follows, when a heuristic h is selected, it is applied to the current solution. The fitness of this new solution is computed and the change in fitness ∆ f is added to a FIFO list of size W. A separate list is kept for each operator. Thereafter, the operator reward is updated to the maximal fitness improvement in the list. More formally, let t be the current step and ∆ f (t) the fitness improvement observed at time t, the expected reward for heuristic h is computed using equation 2.
Test problems
Hyper-heuristics are intended to be general approaches with good performance across several domains. However, many hyper-heuristic articles in the literature consider a single problem domain. We therefore, tested our approach on two challenging real-world problems with available benchmark instances: course timetabling and vehicle routing.
Course timetabling
Course timetabling requires the assignment of a fixed number of subjects into a number of time-slots. The main objective is to obtain a timetable minimising the number of student conflicts. Our formulation uses a generic modelling approach where solutions are represented as vectors of integer numbers of length equal to the number of events (courses). Positions in the vector represent events, and their integer values are indices in a set of data structures encoding pairs of valid time-slots and classrooms for each event [43] .
Many approaches have been proposed for solving variants of educational timetabling using metaheuristics, [5, 26, 11, 24] and hyper-heuristics [8, 34, 42, 41] . Recent surveys have also been published [35, 32, 33, 3] .
Our implementation considers the set of 9 low-level heuristics proposed in our recent state-of-the-art hyperheuristic for course timetabling [43] . They range from simple randomised exchange or swap neighbourhoods to greedy and more informed procedures. Table 1 provides a brief description of these heuristics, more details can be found in [43] .
Vehicle routing
Vehicle routing problems (VRP) require that a fleet of vehicles serves a number of request in order to minimise costs. A number of variants have been proposed. Our formulation follows that implemented by [45] , for the HyFlex hyper-heuristic framework [29] . Specifically, we consider the vehicle routing problem with time windows, whereby a customer must be served between two time points for a solution to be valid. The objective function balances the dual objectives of minimising the number of vehicles needed and minimising the total distance travelled. It is defined as follows:
where c is a constant empirically set to 1000 to give higher importance to the number of vehicles in a solution.
Several heuristic search approaches have been successfully applied to vehicle routing, surveys have also been published [21, 31] .
Our implementation uses the HyFlex hyper-heuristic framework [29] , which includes low-level heuristics of different types: mutational, ruin-recreate, improvement and crossover. Improvement heuristics refer to greedy local search procedures that guarantee an improvement of the incumbent solution. The vehicle routing implementation [30] 
Operator Description
MLC
Locates the variable producing the most conflicts and changes its value to the that causing the minimum possible conflict.
BSP
Chooses a variable following a sequential order and changes its value to that producing the minimum conflict.
WMLC
Locates the variable producing the worst conflict and changes its value to that causing the minimum possible conflict.
MLS
Changes the value of a given variable to that causing the event to move to the less occupied time-slot.
Swap
Selects two variables uniformly at random and interchanges their values if possible. Otherwise leaves the solution unchanged. Simple Mut Chooses uniformly at random a variable and changes its value for another one inside its feasible domain.
SDP
Chooses a variable following a probability distribution based on the frequency of variable selection in the last k iterations.
DDP
Similarly to SDP Selects a new variable with a probability inversely proportional to its frequency of selection in the last k iterations. It differs from SDP in that it internally maintains an additional solution (which is a copy of the first initialised solution) and makes random changes to it following the same distribution. Two Points Selects uniformly at random two indexes in the integer string representation and modifies all variables between the indexes randomly.
provides a total of 12 low level heuristics across the four categories. From these, we selected 8 that were relevant to our implementation. These correspond to the all the mutational and ruin-recreate heuristics avialable (4 and 2, respectively) and 2 of the improvement heuristics available. The four heuristics left out, correspond to 2 crossover operators, and 2 local search heuristics that implement iterative versions of two of the already included mutational heuristcis (specifically, shift and interchange). A short description of these heuristics is provided in Table 2 , more details can be found in [30] .
Course timetabling: results and discussion
We first apply the proposed methodology and hyper-heuristic variant to the post-enrolment course timetabling problem. The experimental conditions resemble those of the International timetabling competition (ITC) 2007 track 2 (post-enrolment course timetabling) [23] . A total of 24 instances are available. The objective function minimises the sum of hard and soft constraint violations. The number of hard constraints violations is termed the distance to feasibility metric, and it is defined as the number of students that are affected by unplaced events. Table 3 reports the statistical rankings of the 9 low-level heuristics according to the two landscape probing metrics discussed in section 3.2, and the alternative ranking using ParamILS as described in section 3.3 in the last column. Heuristics are ordered according to the Quade rank and the hill-climbing landmarking metric, Lnd Hill . The Quade test was selected as it considers both algorithm performance and the dispersion of results as evidence of their robustness (algorithms with higher dispersion are considered worse). The hill-climbing landmarking metric was selected as it is more informative. This is illustrated in Figures 1 and 2 , showing the distribution of evolvability and hill-climbing landmarking metrics, respectively. Both metrics give an indication of the heuristics comparative performance. However, evolvability represents the heuristics' quality in the range from 0 to 1, in consequence, heuristics with high evolvability have similar values near to 1. Hill-climbing landmarking, instead, measures differences in fitness values, 
Operator Description
Two-opt Swaps two adjacent locations within a single route.
Or-opt
Moves two adjacent locations to a different place, within a single route.
Shift
Moves a single location from one route to another. Interchange Swaps two locations from different routes.
LocRR
Removes a number of locations based on location proximity, reinserting into the best route possible.
TimeRR
Removes a number of locations based on time window proximity, reinserting into the best route possible. Two-opt * Takes the end sections of two routes, and swaps them to create two new routes.
GENI
A location is taken from one route, and placed into another route, between the two locations of that route which are closest to it. Reoptimisation is then performed on the route. and thus is not restricted to a specific interval. This property of Hill-climbing landmarking is important for the nonparametric ranking since this ranking is determined by performance differences between operators. This evidence suggest that Hill-climbing landmarking produces most suitable information to carry out the operator ranking. Another disadvantage of evolvability is that it uses the Metropolis-Hastings inner sample validation, which incurs in around 30% more fitness evaluations than those required to calculate the hill-climbing landmarking metric. The computational time required by the heuristic subset selection methodology is detailed in Table 4 measured as CPU hours in Core i7 processor with 8 Gigabytes of RAM. Using ParamILS for ranking heuristics requires about ten times more computational effort than using the landscape probing metrics followed by statistical ranking. Table 5 summarises the second step of the proposed methodology. It shows the results of executing the proposed hyper-heuristic considering heuristic subsets of increasing size, where the heuristics are ordered according to Table 3 . The cost of a solution is denoted with a pair of values, (hv, sv), where hv and sv are the sum of hard and soft constraint violations, respectively. In order to compare two or more solutions, the pairs (hc, sc) are ranked in a lexicographical ascending order. Following the ITC-2007 rules, 10 independent runs per instance were conducted, and results are reported as the average and standard deviation of the pair (hc, sc). The stopping condition for each run is is set to 300 CPU seconds, which is half of the alloted running time in the competition, as this is a pre-processing stage. Bold 
Statistical Ranking
Grouping Heuristics Landmarking Evolvability ParamILS 20 hrs 25 hrs 195 hrs 120 hrs 83  1273  78  1272  92  1325  88  1334  15  54  1259  12  1108  18  1176  8  1070  11  971  11  1092  16  1283  14  1041  16  48  1201  8  1026  3  922  0  859  5  955  1  963  1  938  6  931  17  28  1957  0  1115  0  805  0  775  0  990  0  1150  2  1183  2  1048  18  52  141  48  97  42  85  36  73  39  79  44  102  49  83  49  98  19  28  921  16  915  15  805  12  475  25  490  30  650  38  883  22  848  20  130  2769  17  1956  13  1954  9  1893  11  1936  21  1892  16  1934  23  1941  21  29  57  32  45  7  35  0  23  0  50  5  42  12  43  15  48  22  476  2311 239 2365 249 2149  223  2228 235 2231 236 2235 272 2192 292 2301  23 1011 5014 320 4951  306 4697  417  5003 387 4910 374 5276  268 4906 555 4770  24  197  2627  41  1987  38  1889  29  1933  48  2029  47  2033  44  1841  43  1871 fonts highlight the best results obtained, which indicate that the groups of 4 and of 5 heuristics produce consistently the best performance for all the instances. As the most effective subset, we select the group of 5 heuristics as it has slightly better performance and provides more options for the adaptive search strategy. Specifically, the 5 heuristic selected are: MLC, MLS, BSP, MWLC and Two Points. Table 3 orders the heuristic according to the Quade rank and the hill-climbing landmarking metric. However, the 5 heuristics selected correspond to the top performing according to all the rankings in Table 3 , which gives strong evidence of the effectiveness of the subset selection.
Contrasting operator selection strategies
In order to assess whether adapting selection probabilities while searching is the best performing strategy, this section compares it with two alternative strategies, namely, selecting heuristics uniformly at random, and learning selection probabilities offline, which can be seen as a form of parameter tuning. The random strategy serves as a baseline; it simply selects uniformly at random a heuristic from the pool at each iteration. The off-line or tuning approach considers the operator selection probabilities as static parameters that can be tuned using existing tuning tools. As described in section 2.2, we use ParamILS as a tuning tool. The heuristic subset selected corresponds to the top 5 heuristic identified above, namely, MLC, MLS, BSP, MWLC, and Two Points. For the strategy using parameter tuning, Table 6 reports the static operator selection probabilities obtained using ParamILS, expressed as percentages. Following the ITC-2007 rules, each hyper-heuristic variant is run 10 times, and the stopping condition corresponds to a time limit of about 10 minutes following the benchmark algorithm provided in the competition website 1 . Table  7 compares the three operator selection strategies: random, tuned and adaptive within the proposed hyper-heuristic using the effective subset of 5 low-level heuristics. Values correspond to averages of 10 runs. The best results are achieved consistently using the proposed adaptive strategy, which attains the minimum possible cost for the hard constraint violation in all instances. We argue that this method successfully adjusts operator selection probabilities for each instance under consideration. An example of adaptation can be seen in Figure 3 , where the selection probabilities of each operator over time are visualised. The curves reveal a fast adaptation to changes in the operator capacities to guide the search process. The spikes in the curves are evidence of the change detection mechanism at work within the dynamic multi-armed bandit strategy.
Contrasting against the state-of-the-art
This section compares the proposed hyper-heuristic, which we now term HHDMAB, with state-of-the-art methods on the course timetabling problem. The comparison includes both recent hyper-heuristics and problem specific approaches in the literature. Specifically, the contenders are:
Cambazard: the winner of the ICT-2007 competition [10] , a multi-stage local search algorithm considering several neighbourhoods.
Ceschia: a single-step meta-heuristic approach based on simulated annealing, with a neighbourhood composed of moves that reschedule one event or swap two events [11] .
Lewis: a 3-stage local search algorithm, in which a constructive phase is followed by two separate simulated annealing phases [22] .
Jat & Yang: a hybrid approach, which applies a guided genetic algorithm integrating local search techniques [20] .
AdapExAP: the previous version of our adaptive iterated local search hyper-heuristics [43] , which uses the full set of 9 neighbourhoods described in Table 1 coupled with an adaptive mechanism based on the adaptive pursuit selection rule.
HHADL: an iterated local search hyper-heuristic with Add-Delete list, this algorithm generate heuristics based on a fixed number of add and delete operations [41] . Table 8 shows the best achieved results as well as the average and standard deviation of our experiments, our algorithm HHDMAB presents consistently better results than AdapExAP who is the initial approach from which HHDMAB was developed, also HHDMAB algorithm presents also new best-know solutions for instances 3, 9,12,20 and 22 from Course Timetabling state of art.
Vehicle routing: results and discussion
The second case study considers the well known vehicle routing problem. The formulation and experimental setting follow the rules of the Cross-Domain Heuristic Search Competition (CHeSC) 2011 competition [29] . CHeSC Instances were taken from [37] and include 5 from the Solomon data set and 5 from the Gehring and Homberger data set. Both data sets include three types of instances: Random, Clustered, and mixed Random-Clustered; according to the way in which the customers' locations are determined, more details can be found in the Appendix. Table 9 summarises the first step of the proposed methodology, that is, the statistical rankings of the 8 low-level heuristics according to the two landscape probing metrics discussed in section 3.2, and the alternative ranking using ParamILS (section 3.3) in the last column. Rankings are ordered following the Quade test and the hill-climbing landmarking metric, Lnd Hill , as discussed in the previous case study.
The computational time required by the heuristic subset selection methodology is detailed in Table 10 measured as CPU hours in Core i7 processor with 8 Gigabytes of RAM. As for the course timetabling study, using ParamILS for ranking heuristics requires about ten times more computational effort than using the landscape probing metrics. Figures 4 and Figure 5 , show the distribution of evolvability and hill-climbing landmarking metrics, respectively. As in the previous case study, both metrics give a similar indication of the heuristics comparative performance. How- ever, hill-climbing landmarking gives more information in terms of the difference between heuristics, which is a desired property for the next stage of the proposed methodology. Table 11 summarises the second step in the selection methodology. It shows the performance of the proposed hyper-heuristic variant considering heuristic subsets of increasing size. Notice that the best results are mostly achieved when using the group of 4 heuristics. Therefore this group is selected as the best pool for the vehicle routing domain. The running time in this pre-processing state is set as use half the time prescribed by CHeSC rules (300 CPU seconds validated trough a benchmark program [28] .) 
Contrasting operator selection strategies
The proposed adaptive hyper-heuristic is compared against their counterparts with both uniformly at random selection of operators, and tuned operator probabilities. Table 12 reports the static operator probabilities (expressed as percentages) obtained using ParamILS (as discussed in section 2.2). The tuning process considered the whole set of 10 instances. Table 13 compares the three operator selection strategies: random, adaptive and tuned, within the proposed hyperheuristic using the effective subset of 4 low-level heuristic. Values correspond to averages of 31 runs, where each run lasted 10 minutes according to the benchmark algorithm provided in the competition website [28] . The adaptive strategy consistently produces the best (smallest) fitness values. Figure 6 shows the the dynamics of operator selection achieved by the adaptive strategy in a selected vehicle routing instance (number 9). In this case, 3 of the 4 heuristics dominate the search process, with TwoOptStar having the highest selection probability.
Contrasting against the state-of-art
This section contrasts the proposed hyper-heuristic with the effective low-level heuristics subset against both stateof-the-art hyper-heuristics and problem specific approaches.
For the hyper-heuristic comparison, we consider the contestants in the Cross-Domain Heuristic Search Competition (CHeSC) 2011 [28] , and follow the competition rules. For each testing instance (5 out of the 10 available instances are used for test), 31 runs each lasting 600 CPU seconds according to benchmark tool provided, are conducted. Table  14 reports the mean and standard deviation raw values obtained by our Hyper-heuristic in the 5 CHeSC test instances. The algorithms are ranked according to their median performance, and receive points according to a system inspired by the Formula-1 [29] . The top eight preforming algorithms receive 10, 8, 6, 5, 4, 3, 2, and 1 points, respectively. In case of ties, the points of the concerned positions are summed and equally shared. Following this system, our method achieves 25 points (see Table 15 (a)) which means an overall rank of 3 rd when compared against the CHeSC contestant HyFlex hyper heuristics as reported by [27] . These are encouraging results as our proposed hyper-heuristic was not designed specifically for HyFlex and the CHeSC competition.
For comparing against problem-specific approaches, we consider the best-known solutions for the Solomon and Homberger instances, as reported in the Transportation Optimization Portal -TOP [37] , maintained by SINTEF Applied Mathematics. SINTEF is the largest independent research organisation in Scandinavia. 
Conclusions
We proposed a generic empirical methodology for selecting an effective heuristic pool in selection hyper-heuristics using non-parametric statistics and fitness landscape probing techniques. From the two probing landscape metrics studied, hill-climbing landmarking proved more informative and computationally efficient. However, operators' evolvability seems to be a reliable metric to quickly distinguish good from bad heuristics in a given domain; and can be used as a pre-processing step to chose a sub-set. The selection methodology proposed outperforms in both efficiency and solution quality, the use of off-the-shelf tuning tools. Our case studies consider improvement heuristics also known as move operators, but in principle the methodology can be applied to selection hyper-heuristics with constructive heuristics, as long as their individual performance can be estimated.
A new variant of iterated local search hyper-heuristics was also proposed, which incorporates dynamic multiarmed bandits. Both the heuristic pool selection method and the hyper-heuristic variant were successfully tested on two complex optimisation problems: course timetabling and vehicle routing, which offers some evidence of generality. Our results on well studied benchmark instances, indicate that the proposed approach outperforms state-of-the-art hyper-heuristics on both domains. Moreover, on the course timetabling domain, it also successfully competes with state-of-the-art problem specific approaches, producing 5 new best-known solutions.
Future work will explore rigorous ways to not only determine the size of the heuristic pool, but importantly, if the pool is effective for the underlying domain, considering for example the complementarity and cooperation among the constituent heuristics. We also foresee the application of the methodology to selection hyper-heuristics with constructive heuristics and new problem domains.
This appendix give more details on the formulation and instance data of the two selected test domains. Course timetabling: is an educational timetabling problem which requires to scheduling of a set of events using limited resources subject to a set of constraints. This study is focusses on the post-enrollment course timetabling problem in which the student enrollment is available before the timetabling process, in this variant is necessary to assign a set of courses into timeslots looking for the minimum number on conflicts i.e. Two courses or lectures assigned at the same time to a student. There are two main types of constraints in a timetabling problem: hard and so f t constraints. The hard constraints have to be satisfied in order to obtain a feasible solution, while violations of soft constraints are allowed, since they represent preferences.The main constraints of the post-enrolment course timetabling problem instances of the International timetabling competition (ITC) 2007 track 2 are as follows:
• A set of n events that are scheduled into 45 time-slots.
• A set of r rooms, each which has a specific seating capacity.
• A set of room-features that are satisfied by rooms and required by events.
• A set of s students who attend various different combinations of events.
The hard constraints are:
• No student should be required to attend more that one event at the same time.
• In each case the room should satisfy the class requirements (be big enough for all the attending students and/or required class features).
• Only one event is put into each room in any timeslot.
• Events should only be assigned to timeslots that are pre-defined as available.
• Where specified, events should be scheduled to occur in the correct order.
The soft constraints are:
• Students should not be scheduled to attend an event in the last timeslot of a day.
• Students should not have to attend three or more events in successive timeslots.
• Student should not be required to attend only one event in a particular day.
Vehicle routing: The vehicle routing problem can be described as the task of meeting the demand of all customers, using as few vehicles as possible, and satisfying all constraints, such as vehicle capacity. Furthermore, the variant of the vehicle routing problem which is modelled here is the vehicle routing problem with time windows. This variant includes extra time window constraints, whereby a customer must be served between two time points for a solution to be valid. There is a base location, or depot, from where each vehicle must start and end its route. A route is a series of location visits for a single vehicle. The objective function for this domain balances the dual objectives of minimising the number of vehicles needed and minimising the total distance travelled. It was defined as follows:
ob jective f unction = c × numVehicles + distance where c is a constant that we empirically set to 1000 to give higher importance to the number of vehicles in a solution. Instances are taken from two sources: the Solomon data set of 100 customer problems, and the Homberger data set of 1000 customer problems. These instances are available from the Transportation Optimization Portal -TOP [37] , maintained by SINTEF Applied Mathematics. SINTEF is the largest independent research organisation in Scandinavia. For both data sets, there are three types of instances. Namely:
R: Random. The customers locations are determined in a uniformly random way.
C: Clustered. The customers locations are grouped in a number of clusters.
CR: Clustered Random. The customers locations are in a mix of random and clustered locations.
A total of 10 instances were chosen, 5 from each data set (Table 16 ). These are the instances available in the current version of the HyFlex hyper-heuristic framework [29] 
