Federated Over-the-Air Subspace Learning and Tracking from Incomplete
  Data by Narayanamurthy, Praneeth et al.
Federated Over-the-Air Subspace Learning and Tracking from
Incomplete Data
Praneeth Narayanamurthy, Namrata Vaswani and Aditya Ramamoorthy
Iowa State University
{pkurpadn, namrata, adityar}@iastate.edu
Abstract
We consider a federated learning scenario where K peer nodes communicate with a master
node via a wireless channel using the newly developed “over-the-air” superposition and broadcast
paradigm. This means that (i) data transmitted from the nodes is directly summed at the master
node using the superposition property of the wireless channel; and (ii) the master broadcasts
this sum, or a processed version of it, to all the nodes. The implicit assumption here is that the
aggregation to be performed at the master node is an additive operation. This new transmission
mode is enabled by advances in wireless technology that allow for synchronous transmission by
the K peer nodes. It is K times time- or bandwidth- efficient compared to the traditional digital
transmission mode, but the tradeoff is that channel noise corrupts each iterate of the underlying
ML algorithm being implemented. Additive noise in each algorithm iterate is a completely
different type of perturbation than noise or outliers in the observed data. It introduces a novel
set of challenges that have not been previously explored in the literature. In this work, we
develop and analyze federated over-the-air solutions to two well-studied problems in unsupervised
learning: (i) subspace learning and (ii) subspace tracking from incomplete data.
1 Introduction
Federated learning refers to a distributed learning scenario in which users/nodes keep their data
private but only share intermediate locally computed iterates with the master node. The master,
in turn, shares a global aggregate of these iterates with all the nodes at each iteration. There
has been extensive recent work on solving ML problems in a federated setting [1–3] but all these
assume a perfect channel between the peer nodes and the master. This is a valid assumption
in the traditional “digital” transmission mode in which different peer nodes transmit in different
time or frequency bands, and appropriate channel coding is done at lower network layers to enable
error-free recovery with very high probability. Advances in wireless communication technology
now allow for synchronous transmission by the various peer nodes1 and thus enable an alternate
computation/communication paradigm for learning algorithms in which the aggregation step at the
master is a summation operation. In this alternate paradigm, the summation can be performed
“over-the-air” using the superposition property of the wireless channel and the summed aggregate
(or a processed version) can be broadcasted to all the nodes [4–6]. Assuming K peer nodes, this
over-the-air addition is K-times more time- or bandwidth-efficient than the traditional mode. The
1Small amounts of asynchronism may occur and these can be handled using standard physical layer communication
techniques (use piloting to estimate the amount of asynchronism, and repeat each symbol a few times to compensate
for it).
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tradeoff is that there is no error-correction redundancy, and hence, additive channel noise and channel
fading effects corrupt the transmitted data. Fading can be estimated and compensated for using
standard techniques (use pilots for estimation, use multiple receiver antennas and least squares for
compensation) [7]. The main issue to be tackled therefore is the additive channel noise which now
corrupts each algorithm iterate. This introduces a new, and very different, set of challenges in ML
algorithm design and analysis compared to what has been explored in existing literature. The reason
is that channel noise corrupts each algorithm iterate and not the data. In this work, we develop and
analyze federated over-the-air solutions to two well-studied problems in unsupervised learning: (i)
subspace learning, and (ii) subspace tracking from incomplete data. These problems have important
applications in video analytics [8] , social network activity learning [9] and recommendation system
design [10]. To the best of our knowledge, this work is the first systematic attempt to investigate the
effect of iteration noise on an ML algorithm.
Problem setting. Assume that there are K distributed worker or peer nodes and one
master node. Assume that node k observes the local data matrix Yk ∈ Rn×dk , and let Y :=
[Y1,Y2, · · · ,YK ] ∈ Rn×d with d =
∑
k dk denote the complete data matrix. The goal of fixed
subspace learning or PCA is to compute an r-dimensional subspace approximation in which the data
matrix Y approximately lies. We use a basis matrix (tall matrix with orthonormal columns) U to
denote this subspace.
A second, and more general problem we study is that of subspace learning and tracking from
incomplete data. In this setup, at each time index t = 1, · · · , Tmax, let αk denote2 the number of
(possibly incomplete) n-dimensional data points at node node k, and let α :=
∑
k αk denote the
total amount of data at each time. Thus, Yk,(t) is an n× αk matrix at node k and time t and let
Y(t) := [Y1,(t), · · · ,Yk,(t)] ∈ Rn×α denote the full data matrix at time t. Notice that after Tmax time
instants have elapsed, node k has now observed dk = Tmaxαk vectors, similarly d :=
∑
k dk is the
total number of vectors observed across all nodes. We denote the “true” low-rank matrix at time t
by L(t). We would like to learn its column span at each time t, or every so often. Let yi denote
column i of the matrix Yk,(t) (this is technically yi,k,(t) but to keep the notation simple, we use yi
when the meaning is clear). We useMi to denote the set of missing entries (whose values are set to
0), so that (Mi)c (complement set ofMi w.r.t. [n]) is the set of observed entries. Thus, yi satisfies
yi = PMci (`i) + vi, i ∈ Ik,(t), k ∈ [K] (1)
where P is a binary mask, `i = P(i)ai is one column of L(t), with P(i) ∈ Rn×r, are the fixed or
slowly changing subspace matrices, ai ∈ Rr are the subspace coefficient vectors, and vi is the
noise/modeling error. Ik,(t) denotes the set of vectors observed by k-th node at time t. Note that the
subspace matrices are also technically Pi,k,(t) and thus, by slowly changing, we mean that Pi,k,(t)’s
vary slowly across time but not across the individual nodes. However, we denote them as P(i) for
simplicity. We formally define the “slowly changing model” in Sec. 3. The goal here is to detect the
change, and track the subspaces P(i) quickly and reliably.
In this work, we solve both the above problems in a federated over-the-air setup and the overall
framework for an algorithm that respect these constraints is as follows
• At algorithm iteration l, the master node broadcasts the previous global estimate of the
subspace, Qˆl−1 (which is an estimate of the span of U or P(i)), to all the nodes.
2For notational simplicity, we assume that αk’s are constant over time. Our guarantees are not affected if they are
functions of time as long as the total number of vectors,
∑
k αk is lower-bounded as in Theorem 3.3.
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• Each node uses this estimate and its local data matrix Yk (Yk,(t)) to compute a new local
estimate denoted U˜k,l.
• All the K nodes synchronously transmit U˜k,l to the master node. The master node observes
the sum of all the transmissions (over-the-air addition); but, the sum is corrupted by channel
noise, Wl. Thus, the master receives Uˆl :=
∑K
k=1 U˜k,l +Wl. We assume that each entry of
the channel noise is i.i.d. Gaussian, zero-mean with variance σ2c .
• The master processes Uˆl to get Qˆl and broadcasts it to all K worker nodes for next iteration.
Contributions. In the first part of this work, we study a power method (PM) based
algorithm [11,12], federated over-the-air PM (FedPM) for subspace learning. We show that, if the
standard deviation of iteration channel noise is at most -times the r-th eigenvalue of Y Y T , and if
the ratio between the (r + 1)-th and r-th eigenvalues is at most 0.99, then, with high probability,
we can solve the problem to -accuracy, in at most L = O(log(1/)) iterations. We also consider
two simple modifications of PM to improve noise robustness and convergence rate respectively. One
special case of our result recovers the result of [13,14] which studies the perturbed PM for a very
different set of problems.
The second, and most important contribution of this work is a simple, fast, and provably correct
solution for subspace tracking with missing entries in the data (ST-miss) that satisfies the federated
over-the-air constraints (see Fig. 2). This work also improves upon all past works on centralized
ST-miss solutions [15–18]. Unlike all these papers, we provide provable results for general time-varying
subspaces - both the piecewise constant setting (Theorem 3.3) and the more general, subspace
change at each time setting (Corollary 3.4). The overall algorithm idea is adapted from a recently
studied work for centralized ST-miss [18]. In this framework, at each time (and iteration time) t,
we locally solve a projected least squares (LS) problem for each individual data vector to estimate
its missing entries, followed by federated computation of the top r singular vectors of the resultant
global matrix. By carefully combining the result that we prove in the first part for FedPM with
an extended version of (centralized) PCA in sparse data-dependent noise result [19], we prove the
following guarantee. Fed-ST-Miss tracks time-varying subspace(s) to  accuracy within O(log(1/))
time instants if (i) channel noise is small enough; (ii) the subspace “changes slowly enough” for at
least Ω(log(1/)) time instants, and the number of data points at time t, α = Ω(r log n); (iii) the
number of missing entries in any row of this matrix is at most O(1) times α, while the number in
any column is (1/r) times n; (iv) the subspaces satisfy the standard µ-incoherence assumption, and
the subspace coefficients are i.i.d., zero mean, and bounded random vectors.
While there have been a few recent works on algorithms that exploit over-the-air aggregation [5,20]
there are no recovery guarantees for these algorithms. Thus, to our best knowledge, this is the
first result for federated over-the-air learning for any ML problem. The key technical challenge is
to analyze the effect of the extra channel noise on each algorithm iterate and to ensure that the
algorithm still converges to the correct solution.
Related Work. In terms of the problem, our work is closest to the recent array of papers [5,20]
on developing stochastic gradient descent (SGD) based algorithms in the federated over-the-air
aggregation setting. But these works focus on optimizing resource allocation to satisfy transmit
power constraints and not on performance guarantees for the perturbed algorithm.
A related line of work is in developing federated algorithms, albeit not in the over-the-air
aggregarion mode. Recent works such as [1, 21] attempt to empirically optimize the communication
efficiency and show significant gains for a slew of learning tasks, Similarly, [22] studies the problem
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Table 1: Comparing bounds on channel noise variance σ2c and on number of iterations L. Let gap1 := λr−λr+1,
gapq := λr − λq+1 for some r ≤ q ≤ r′. Also, we assume  ≤ c/r.
Noisy Power Method This Work
[13, 14]
τ = 1 σc = O
(
gap1√
n
)
σc = O
(
λr√
n
)
,
r′ = r R < 0.99
Random init L = Ω
(
λr
gapq
log
(
n

))
L = Ω
(
1
log(1/R) log
(
n

))
Good init - L = Ω
(
1
log(1/R) log
(
1

))
(dist0 ≤ c0)
τ = 1 σc = O
(
gapq√
n
)
–
r′ > r
τ > 1 – σc = O
(
λr
Rτ τ
)
,
r′ = r R < 0.99, λr > 1
τ = O(log n) – σc = O
(
λrn
logn
)
,
r′ = r R < 0.99, λr > 1
adaptive federated PCA algorithm, but there are no performance guarantees. Our algorithm and
analysis is generalization of this setting since we also consider additive channel noise at each iteration.
A second, tangentially, related line of work investigates distributed algorithms for PCA, ST-miss, and
low-rank matrix completion (LRMC) but the goal here is to design provable, parallelizable algorithms
in a decentralized setting. For example, there is a large amount of literature on distributed PCA
algorithms as discussed in the review paper [10] and references therein; there is also some recent
work [12,23] that develop provable algorithms for distributed LRMC. However, both these lines of
work are starkly different from our problem since in the above setting, communication only occurs
after the end of local computation. In addition, there exist other heuristics for LRMC, robust ST
and SGD based approaches (that possibly consider byzantine nodes) such as [24–27].
The algorithm that we analyze for the fixed subspace learning problem is similar to a meta
algorithm studied in [13,14] a very different context. We discuss this in detail in Sec. 2. The other
set of related work on provable LRMC [8,28,29] and ST-miss [16–18,30,31] are discussed in Sec. 3.
2 Federated Over-the-Air Subspace Learning
The simplest algorithm for subspace learning is the power method (PM) [11]. The distributed PM is
well known, but most previous works assume the noise-free setting, e.g., see the review in [10]. It
proceeds as follows: at each iteration l, each node k computes U˜k,l := YkY Tk Qˆl−1 and transmits it
to the master which computes their sum followed by QR decomposition of the sum. But since we
are assuming over-the-air summation, the sum itself is corrupted by channel noise. Thus, at every
iteration l, instead of receiving
∑
k YkY
T
k Qˆl−1 = Y Y
T Qˆl−1, the master receives
Uˆl := Y Y
T Qˆl−1 +Wl.
where Wl is the channel noise. The master computes a QR decomposition of Uˆl either at every
iteration l or after every τ iterations. The latter helps improve noise robustness. This is broadcast
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Algorithm 1 FedPM: Wireless Federated Power Method
Input: Y , rank r, L iterations,QR decomp. “frequency” τ , K worker nodes, yi for each i ∈ Ik
1: At master node, Uˆ0
i.i.d.∼ N (0, I)n×r; Qˆ0 ← Uˆ0, transmit to all K workers.
2: for l = 1, . . . , Lτ do
3: At k-th worker node, do U˜k,l = YkY Tk Qˆl−1
4: All k nodes transmit U˜k,l synchronously to the master.
5: Master receives Uˆτ :=
∑
k U˜k,l +Wk,l, with
∑
kWk,l = Wl.
6: Qˆl ← Qˆl−1
7: if (l mod τ) = 0 then QˆlRl
QR← Ul end if
8: Master broadcasts Qˆl to all nodes
9: end for
10: All k nodes compute YkY Tk QˆL, transmit synchronously to master node
11: Master receives B =
∑
k YkY
T
k QˆL +WL, computes the top eigenvalue, λˆ1 = λmax(Qˆ
T
LB).
Output: QˆL, λˆ1.
back to all the user nodes for use in the next iteration. We summarize the complete approach in
Algorithm 1. Notice that it can either use random or a “good” initialization. The latter is easy to
get in the tracking setting (see Sec. 3) and helps speed up algorithm convergence significantly.
Subspace Recovery Guarantee. We use the sine of the maximum principal angle as the metric
to quantify the distance between subspaces. For two subspaces that correspond to the spans of n× r
basis matrices, U1, U2, it is computed as dist(U1,U2) = ‖(I − U1U1T )U2‖. Here and below ‖.‖
denotes the induced 2-norm of a matrix. We use distl to denote dist(Qˆl,U). We reuse the letter C
to denote different numerical constants in each use.
Let λi denote the i-th eigenvalue of Y Y T . Also, define the following quantities: the ratio
of (r + 1)-th to r-th eigenvalue, R := λr+1/λr, the noise to signal ratio, NSR := σc/λr, and
R˜ := max(R, 1/λr). Thus we have the following main result:
Theorem 2.1. Consider Algorithm 1 with initial subspace estimation error dist0.
1. Let τ = 1. Assume that R < 0.99. If, at each iteration, the channel noise Wl satisfies NSR <
cmin
(
√
n
, 0.2
√
1−dist2l−1
r
)
then, after L = Ω
(
1
log(1/R)
(
log 1 + log
1√
1−dist20
))
iterations,
with probability at least 1− L exp(−cr), dist(U , QˆL) ≤ .
2. Let τ > 1. If λr > 1, and if NSR < cmin
(
√
n
· 1√
τRτ−1 , 0.2
√
λ2r−1
λ2r
·
√
1−dist2(l−1)τ
r
)
, then the
above conclusion holds.
3. If Uˆ0
i.i.d∼ N (0, I)n×r, then dist0 = O(
√
1− 1/γnr) with probability 1− 1/γ.
To understand the above theorem, first consider τ = 1. In this case, we require NSR
√
n <  to
achieve -accurate recovery of the subspace. In this setting, with a random initialization, our result
essentially recovers the main result of [13,14]. But we can choose to pick τ > 1. To understand its
advantage, suppose that λr > 1.5 (this is easy to satisfy by assuming that all the data transmitted
is scaled by a large enough factor). Then, clearly, λ2r/(λ2r − 1) < 3 and so the first term in the upper
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Figure 1: Numerical verification of Theorem 2.1: Left: increasing τ increases robustness to noise; Right:
Increasing the “gap” helps achieve faster convergence and lower recovery error.
bound of NSR dominates. Thus, as τ is increased, we only require NSR
√
n · √τRτ−1 ≤  which is
a significantly weaker requirement. Thus, a larger τ means we can allow the noise variance to be
larger. However, we cannot pick τ too large because it will lead to numerical problems (bit overflow
problems) and may also result in violation of the transmit power constraint. As an example, if we
set τ = C log n, for a constant C that is large enough (depends on R˜), then the we only require
(NSR
√
n/ log n) ≤  which provides a log n factor of noise robustness. Observe that the number of
iterations needed, L, depends on the initialization. If dist0 < c0 with c0 being a constant, then we
only need L = Ω
(
1
log(1/R) log(1/)
)
iterations (which we leverage in the ST-miss result). Finally, if
we use random initialization we need L = Ω
(
1
log(1/R) log(nr/)
)
, i.e., O(log nr) more iterations. We
validate these experimentally in Fig. 1. We provide the result for first eigenvalue estimate (Line 11,
Algorithm 1) as Corollary A.6 in the Appendix.
Discussion. We note that a similar algorithm dubbed “Noisy Power Method” [13, 14] has been
studied in a different context. The authors analyze perturbed PM for two reasons: (i) a solution for
streaming PCA can be understood as perturbed versions of noisy PM; (ii) for solving the private
PCA problem, carefully designed random noise is added at each iteration in order to preserve privacy.
In (i), no statistical model can be assumed on the noise and one needs worst-case bounds, while
in (ii), the algorithm deliberately simulates and adds just enough noise so that an attacker cannot
distinguish two data points from one another. Our problem setting is easier than (i) but harder than
(ii) because we cannot design the noise statistics ourselves. Since [14] improves upon the result of [13],
we compare with its result in Table 1. Both these papers attempt to learn an r′ ≥ r dimensional
subspace in order to improve the noise robustness of PM. Observe that when τ = 1 and r′ = r, we
essentially recover the results of [14] up to constant factors. When r′ > r, our result does not apply.
But when considering approximate low-rank matrices so that gap1 ≈ gapq ≈ λr, our result is still
comparable in this case. If τ > 1, we require a weaker bound on channel noise than what [13,14]
need. We validate this through numerical experiments in Sec. 4 (Fig. 1). Finally, when a good
initialization available, the number of iterations required reduces by a constant times log n, which
we leverage in the proof of the subspace tracking problem.
3 Federated Over-the-Air ST-miss
As explained in the provable subspace tracking literature [32], we need to assume a piecewise constant
subspace change model, wherein, the n× r-dimensional subspace is fixed for a few data points. This
is required since if the subspace changes for each data point, then we have nr unknowns, but only n
equations, and this is general cannot be solved. A necessary requirement is that the subspace is
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fixed for at least r points, but we will see in the Theorem 3.3 that Ω(r log n log(1/)) vectors suffice
to obtain an -accurate recovery. We use tj ’s to denote the subspace change times and thus, for all
t ∈ [tj , tj+1), the i-th column of the true data matrix L(t) can be written as
`i = Pi,k,(t)ai = Pjai
In practice, however, typically the subspaces change by a little at each time and do not follow the
above assumption. As we explain later this can be modeled as piecewise constant subspace change
plus modeling error v (Corollary 3.4. This explains why ST-miss algorithms work for video data.
In the rest of the section we will propose and analyze an algorithm to accurately estimate the
Pj ’s in the federated, over-the-air setting. Below we explain the main idea of the algorithm, and we
provide the complete algorithm as Algorithm 2 in the Appendix.
Algorithm Idea. We use the overall algorithmic idea of the approach from [18] (solves LRMC
and subspace tracking with missing entries) since it can be easily modified to develop a federated
over-the-air subspace tracking algorithm. At each time t, it consists of (i) a projected least squares
(LS) step applied locally to each individual data vector, yi, to estimate the missing entries, and hence,
and get an estimate of `i denoted ˆ`i, followed by (ii) a subspace update step which toggles between
the “subspace update” mode, to obtain refined estimates of the subspace, and the “change detect”
mode, (which the algorithm enters after the current subspace has been estimated to -accuracy) to
provably detect subspace changes.
Projected LS : The projected LS problem is a column-wise operation that is solved locally for each
yi. There is a slight difference between t = 1 and the rest. For t > 1 and t ∈ [tj , tj+1), it proceeds as
follows. Let Pˆj,t−1 denote the t− 1-th estimate (this is a basis matrix) and let Ψ = I − Pˆj,t−1Pˆ Tj,t−1
denote a matrix to project orthogonal to it. The following gives “an estimate” of the missing entries:
ˆ`
i = yi − IMiΨ†Mi(Ψyi) (2)
The above uses the fact that yi can be written as yi = −IMi(ITMi`i) + `i + vi and that `i = Pjai.
Projecting yi orthogonal to Pˆj,t−1 helps mostly nullify `i but gives projected measurements of the
vector of missing entries, (ITMi`i). These are then recovered via LS while treating Ψ`i + vi as the
“noise” seen by the LS step. Thus, estimate ˆ`i satisfies
ˆ`
i = `i + ei, where ei := −IMi (ΨMi)†Ψ`i (3)
The above is done for each data vector ˆ`i, i ∈ Ik(t) at each node k. After this step, we have the
estimates’ sub-matrix Lˆk,(t) at node k. At t = 1, one starts with a zero initialization of the subspace
and thus the projected LS step does not do anything.
Subspace Update: This computes the top r singular vectors of the matrix formed by the entire
batch of ˆ`i’s at all the nodes at the current time instant using FedPM (Algorithm 1) to estimate the
Pˆj,t using the n × α matrix Lˆ(t) := [Lˆ1,(t), Lˆ2,(t), LˆK,(t)]. Observe that the error ei is sparse with
supportMi and it depends linearly on the true data `i. The problem of recovering the subspace of
`i from this type of data is one of PCA in sparse data-dependent noise. This centralized version of
this problem has been studied in recent work [19]. We use (an improved version of) this result to
argue that (i) Lˆ(t)Lˆ(t)T has good eigengap. Thus Theorem 2.1 implies that, assuming small enough
channel noise, FedPM returns the “correct” estimate of the span of the top r singular vectors of Lˆ(t).
Moreover, we also show that the estimated span is a better approximation of the span of columns of
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Pj than the previous one. This proof requires a careful application of the max-miss-frac-row bound
and the fact that the error ei is sparse with changing support. Again, at t = 1, we compute the top
r singular vectors of Lˆ(0) = Y(0) using FedPM. A combination of the two results described above
is used to show that this step returns a good enough estimate of P1, i.e., that dist(Pˆ1,1,P1) ≤ 0.1.
One then uses this estimate to solve projected LS at t = 2 to fill missing entries followed by a
second subspace estimation step to get a better estimate of the subspace. We then argue that each
new subspace estimate is better than the previous one because the errors ei in the estimates ˆ`i are
smaller at t than at t− 1 and thus at t = T = C log(1/), we get an -accurate subspace estimate.
Change Detect : Assume that the j-th subspace, Pj has been estimated to -accuracy, i.e. we
have completed T subspace update steps. The key idea for detecting change is to consider the matrix
B := (I− Pˆj,T Pˆ Tj,T )Lˆ(t). If the subspace has not changed, this matrix will be nearly zero, and “large”
otherwise. We explain this idea in detail in Appendix A. Thus, a simple way to detect change is to
compute any of the first r singular values of B and check if it is above a threshold or not. This can
be implemented by broadcasting Pˆj,T to all the nodes, which then project their local Lˆk,(t) matrices
orthogonal to it and then implementing FedPM with r = 1 to compute the top eigen-vector and
value of BBT and check if this is above a carefully chosen threshold (see Thm. 3.3).
Assumptions needed for identifiability. It is well known from the LRMC literature [8,28,29]
that we need to assume incoherence (w.r.t. the standard basis) of the left and right singular vectors
of the matrix. In this vein, we assume incoherence of the subspace basis matrices, Pj , i.e., assume
that for all j, for some constant µ, the following holds maxi ‖P (i)j ‖22 ≤ µr/n where P (i)j denotes the
i-th row of Pj . Since we study the subspace tracking problem, we use the following statistical model
on the subspace coefficients in lieu of right µ-incoherence.
Definition 3.1 (Statistical Right µ-Incoherence). Assume that all the ai’s are zero mean; mutually
independent; have identical diagonal covariance matrix Λ, i.e., that E[aiaTi ] = Λ with Λ diagonal;
and are bounded such that maxi ‖ai‖2 ≤ µrλmax(Λ).
Moreover, if a few complete rows (columns) of the entries are missing, it is impossible to recover
the underlying matrix. This can be avoided by either assuming bounds on the number of missing
entries in any row and in any column, or by assuming that each entry is observed uniformly at
random with probability ρ independent of all others. While most work assumes the Bernoulli model,
in this work we assume the former which is a much weaker requirement. We need the following
definition.
Definition 3.2 (Missing Entry Fractions). Consider the n×α observed matrix Y(t) := [Y1,(t), . . . ,YK,(t)]
at time t across all the K nodes. We use max-miss-frac-col (max-miss-frac-row) to denote the maxi-
mum of the fraction of missing entries in any column (row) of this matrix.
Before stating the main result, we need to define a few quantities. Recall that Λ := E[aiaiT ]. Let
λ+ := λmax(Λ), λ− := λmin(Λ), Also assume for simplicity in stating the results that the condition
number of the covariance matrix of the data, f := λ+/λ− is a numerical constant.
Theorem 3.3. Consider Algorithm 2. Assume vi,(t) are i.i.d. zero-mean, bounded r.v’s; independent
of L(t). Let λ+v := ‖E[vi,(t)vTi,(t)]‖ and maxi,t ‖vi,(t)‖2 ≤ Crλ+v and that dist(Pj−1,Pj) ≥ c
√
λ+v /λ−.
Pick an  that satisfies c
√
λ+v /λ− ≤  ≤ 0.2. Set T := C log(1/), L = C log(n/t) with t :=
max(, 0.01 · (0.3)t−1) and the detection threshold, ωevals = 22λ+. Assume that the following hold:
α ∈ Ω(r log n)
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1. Incoherence: Pj’s satisfy µ-incoherence, and ai’s satisfy statistical right µ-incoherence;
2. Missing Entries: max-miss-frac-col ∈ O(1/µr), max-miss-frac-row ∈ O(1);
3. Channel Noise: the channel noise seen by each FedPM iteration is mutually independent at
all times, isotropic, and zero mean Gaussian with variance σ2c ≤ tλ−/
√
n.
4. Piecewise constant subspace: the subspace is constant for at least Tcons = Ω(log(1/) time
instants, i.e., tj+1 − tj > Tcons for all j;
then, with probability at least 1− 10dn−10 − cγ,
dist(Pˆj,t,Pj) ≤
{
max(0.01 · (0.3)t−1, ε) if t < T
 if t = T.
Additionally, ‖ ˆ`i,(t) − `i,(t)‖ ≤ 1.2 · dist(Pˆj,t,Pj)‖`i,(t)‖ for all i and t, and the j-th subspace change
is detected within at most 1 time instant, i.e., tj ≤ tˆj ≤ tj + 1.
Time complexity at node k: O(nαkr log n log(1/)); total time complexity: O(ndr log n log(1/)).
Finally, consider the setting when subspace changes a “little” at each time, but has significant
changes at times t = tj . We can interpret this as a piecewise constant plus some small “noise”.
Concretely, for t ∈ [tj , tj+1), let ˜`i = Pi,k,(t)a˜i. Assume that a˜i’s are zero-mean, i.i.d, and bounded
with diagonal covariance Λ˜. Let λ˜+ and f˜ denote is max. eigenvalue and condition number
respectively. Define Pj as the top-r left singular vectors of L˜(t) = [L˜1,(t), · · · , L˜K,(t)]; let ai := Pj ′ ˜`i,
`i := Pjai and vi := ˜`i − `i = (I − PjP Tj ) ˜`i := Pj,⊥ ˜`i.
Corollary 3.4 (Subspace change at each time). Under the conditions of Theorem 3.3, with the
above subspace change model, as long as for all t ∈ [tj , tj+1), dist(Pj ,Pi,k,(t)) ≤ 0.12/f˜2, all the
conclusions of the above theorem hold with Pj, `i and vi as defined above.
Discussion. As there are no other guarantees for our setting, we instead provide a brief
comparison with centralized ST-miss and LRMC work. A few algorithms for ST-miss include
[16, 17, 30] but these do not come with complete guarantees or cannot provably detect subspace
changes. A key advantage of our approach is that we are able to detect subspace changes in near
real-time. In applications such as dynamic social network connectivity pattern detection, this is
the most important information needed. In comparison to the only provable result of ST-miss, [18],
our algorithm is online (and not mini-batch), and it respects the federated over-the-air constraints.
This requires novel changes to the algorithm design; in particular for the change detection step.
Moreover, our guarantee uses a significantly weaker version of statistical right incoherence than [18],
which assumes maxi ‖(ai)‖2∞ ≤ µλmax(Λ). We also provide the first provable result for setting
subspace changing at each time. We show competitive experimental comparison (Fig. 3, 2). In
comparison with LRMC, (i) our result does not require any probabilistic model on the set of observed
entries, however the disadvantage is it needs many more observed entries in the initial few of time
instants than LRMC methods. The probabilistic model is often an impractical requirement in
many applications such as recommendation system design; (ii) Speed-wise, our algorithm (upto
constants) is equal to that of computing a rank-r vanilla SVD on the data. Thus, it is slower than
the fastest non-convex LRMC approach [33] (O(nr3 log2 n log2(1/))), but much faster than the
convex approaches (O(nd2/)).
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Figure 2: Visual performance in background recovery. The result of Fed-STmiss is comparable to that of NORST,
but outperforms PETRELS (has noticeable specularities) and GROUSE (outputs static background). Time taken (in
milliseconds) per frame is displayed below the algorithm label.
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Figure 3: Comparison of ST-Miss Algorithms. Fed-ST-Miss is comparable to the state-of-the-art centralized
ST-Miss methods.
4 Numerical Experiments
Experiments are performed on a Desktop Computer with Intel
R© Xeon 8-core CPU with 32GB
RAM and the results are averaged over 50 independent trials. The codes are provided at https:
//github.com/praneethmurthy/distributed-pca.
Federated Power Method. Consider FedPM. We first generate X = UΛV T +U⊥Λ⊥V T⊥
with U∗ = [U ,U⊥], V ∗ = [V ,V⊥] being orthonormal matrices of appropriate dimensions. We then
set Y = XXT and the goal is to estimate the span of the n× r dimensional matrix, U . We choose
n = 1000 and r = 30. We consider two settings where Λ = 1.1I, Λ⊥ = I so that R = 0.91; and
Λ = 3.3I, Λ⊥ = I so that R = 0.33. At each iteration we generate channel noise as i.i.d. N (0, σ2c ).
We verify the claims of Theorem 2.1 and (i) show that choosing a larger value of τ considerably
increases robustness to noise. We set R = 0.91, and consider τ = 1, 10 and σc = 10−4, 10−4. See
from Fig. 1(a) that increasing τ has a similar effect as that of reducing σc (the τ = 10, σc = 10−8
plot overlaps with τ = 1, σc = 10−8); and (ii) in Fig. 1(b) we show that choosing a smaller value of
R speeds up convergence, and also increases noise robustness. Here we use σc = 10−8 and consider
two eigengaps, R = {0.91, 0.30}.
Federated ST-Miss.
Next we illustrate the performance of Algorithm 2. We generate the data as done in most subspace
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Figure 4: Understanding the effect of channel noise for Background Subtraction.
tracking literature. We set `i = Pjai with one subspace change at t = t1 = 1500. We generate P1
and P2 by orthonormalizing a standard Gaussian matrix of size n× r with n = 1000 and r = 30.
The entries of ai are chosen i.i.d. from a uniform distribution, U [−1, 1]. Thus, all assumptions
of Theorem 3.3 as satisfied. We do not generate modeling noise in this experiment (vi = 0). For
the implementation of Algorithm 2, we additionally simulate channel noise, Wl ∼ N (0, σ2c ) with
σc = 10
−6. We compare the proposed method with 3 state-of-the-art (centralized) methods for
ST-Miss: NORST [18], PETRELS [15], and GROUSE [16].
We implemented Algorithm 2 with α = Cf2r log n = 60, ωevals = 22λ+ = 7 × 10−4, T = 25.
Notice that our algorithm converges to the noise level (channel noise) whereas NORST and PETRELS
are able to track the subspace to approximately 10−12. GROUSE has a slower convergence (since
this is a first order method) and thus it also tracks to only 10−6. As can be seen from Fig. 3, all
algorithms are able to satisfactorily track the underlying subspace while PETRELS has the best
performance. Despite the addition of channel noise, our method is comparable to GROUSE.
Background Recovery. We also tested Algorithm 2 on several datasets for the background
recovery and considered two models for missing data. We show the results for the moving object
model [32] in Fig. 2. For Fed-STmiss we added i.i.d. Gaussian channel noise with σc = 10−6. We
implemented Fed-STmiss with α = 60, T = 3, L = 500, Ldet = 10. For all algorithms we set r = 30.
Notice that Fed-STmiss is able to visually match the performance obtained by NORST and is
significantly better than the output produced by PETRELS and GROUSE. For NORST, PETRELS
and GROUSE, we use the default parameter settings. For PETRELS, we use max_cycles= 10 since
with the default setting of max_cycles= 1, the algorithm always failed. We illustrate the effect of
increasing channel noise in Fig. 4. Notice that since the image data ranges from 0− 255, even with
iteration noise chosen as N (0, 1), our method is able to satisfactorily recover the background.
We test the proposed method on the following data sets:
Meeting Room (MR) dataset: The meeting room sequence is set of 1964 images of resolution
64× 80. The first 1755 frames consists of outlier-free data. Henceforth, we consider only the first
1755 frames since none can deal with sparse outliers. We show the results at t = 110, 200, 500.
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Figure 5: Comparison of visual performance in Foreground Background separation.
Original Corrupted NORST GROUSE PETRELS FedST-Miss
Figure 6: Comparison of visual performance for Background separation in Lobby dataset.
Lobby (LB) dataset: This dataset contains 1555 images of resolution 128× 160. The first 341
frames are outlier free which we use for all algorithms (since none can deal with sparse outliers). We
show the results at t = 110, 200, 300. As can be seen from Fig. 6, this is an easy dataset and all
algorithms work well.
Switch Light (SL) dataset: This dataset contains 2100 images of resolution 120× 160. The
first 770 frames are outlier free. This is a challenging sequence because there are drastic changes in
the subspace. As can be seen from Fig. 7, the output of PETRELS contains some artifacts, and
GROUSE outputs a static background (notice the computer monitor) but the proposed method is
comparable to NORST which has no channel noise.
12
Original Corrupted NORST GROUSE PETRELS FedST-Miss
Figure 7: Comparison of visual performance for Background separation in Switch Light dataset.
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Supplementary Material
In Appendix A, we provide the the complete algorithm for Federated Over The Air Dynamic Subspace
Learning (Algorithm 2), the key idea of change detection, and the proofs for Theorem A.1 (Static
Subspace, noise-free ST-miss), Corollary A.2 (Static subspace, noisy ST-miss) which essentially
provides the proof of the main result, Theorem 3.3. Finally, we provide the proof of the setting
where the subspace is allowed to change a little at each time (Corollary 3.4).
In Appendix B we provide the proof for the convergence analysis of FedPM (Algorithm 1), i.e.,
we prove Theorem 2.1. In Appendix C, we state and prove a result to analyze the problem of PCA in
Sparse and Data-Dependent Noise (PCA-SDDN), which is a critical tool in the convergence analysis
of the Federated STMiss problem.
A Federated Over-the-Air Subspace Tracking with Missing Entries
For simplicity in proof consider the setting of a static subspace, with missing entries. Furthermore,
first assume that there is no modeling error.
Theorem A.1 (Federated Subspace Tracking: fixed subspace and no modeling error). Consider
Algorithm 2 with a fixed subspace P . Pick a final desired error level  > 0. Set T := C log(1/), set
L = C log(n/t) where t := max(, 0.01 · (0.3)t−1) and τ = 1 in the FedPM algorithm. Assume that
the following hold: α ∈ Ω(r log n)
1. Incoherence: P satisfies µ-incoherence, (3) with µ constant, and the ai’s satisfy statistical
µ-right incoherence (Definition 3.1);
2. Missing Entries: max-miss-frac-col ∈ O(1/µr), max-miss-frac-row ∈ O(1);
3. Channel Noise: the channel noise seen by each FedPM iteration is mutually independent at
all times, isotropic, and zero mean Gaussian with variance σ2c ≤ tλ−/
√
n.
then, with probability at least 1− 10dn−10 − cγ,
dist(Pˆt,P ) ≤
{
max(0.01 · (0.3)t−1, ε) if t < T
 if t = T.
Also, ‖ ˆ`i,(t) − `i,(t)‖ ≤ 1.2 · dist(Pˆt,P )‖`i,(t)‖ for all i and t (these are only recovered locally at each
node).
Time complexity at node k: O(nαkr log n log(1/)).
Next we have the following result for non-zero modeling error.
Corollary A.2 (nonzero modeling error). Assume that the modeling error, vi,(t), is bounded, i.i.d.,
is independent of the true low rank matrix, and is zero mean. Let λ+v := ‖E[vi,(t)vTi,(t)]‖. If
maxi,t ‖vi,(t)‖2 ≤ Crλ+v for a numerical constant C, and
√
λ+v /λ− ≤ 0.2, then all assumptions of
Theorem A.1 hold with ε replaced by c
√
λ+v /λ−.
Here we provide the proof of the above resuls. In Appendix A.2, we explain the subspace change
detection idea in detail and explain why it works, give the stepwise algorithm, and then prove the
key new lemma needed for detecting subspace change.
To keep notation simple, we will use yi to denote yi,(t) (since the dependence on t is implicit).
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A.1 Proof of Theorem A.1 and Corollary A.2
Throughout this section, we denote the FedPM algorithm output by P˜(t). Recall from Theorem
A.1 (and Corollary A.2) that t = max(0.01(0.3)t, v) where v = c
√
λ+v /λ− and we assume that
v ≤ 0.2 and thus, at all times t, it follows that t ≤ 0.2. Additionally, in Theorem A.1 we stated that
max-miss-frac-row = O(1) and max-miss-frac-col = O(1/µr) to keep the statement simple but in
the supplement, we will use max-miss-frac-row ≤ (0.01/f)2 and max-miss-frac-col ≤ 0.1/µr. Again,
f = λ+/λ− is the condition number and we treated f , µ, the incoherence parameter as constants.
There are the following two parts in the proof:
1. First, we need to show that P˜(t) is close to Pˆ(t) where Pˆ(t), by definition is the top r left
singular vectors of Lˆ(t). In particular, in the t-th subpsace update step, we show that
dist(P˜(t), Pˆ(t)) ≤ t/2.
2. Next, we use the above result, and a result for Principal Components Analysis in Sparse, Data-
Dependent Noise (PCA SDDN) to show that dist(P˜(t),P ) ≤ dist(P˜(t), Pˆ(t))+dist(Pˆ(t),P ) ≤ t.
Key Results Needed. The above two steps rely on the following key results.
The lemma below is a restatement of Theorem 2.1 with τ = 1, and using random initialization
(Item 3 of Theorem 2.1).
Lemma A.3 (FedPM with τ = 1 and random initialization). Consider Algorithm 1 with τ = 1
and with initial subspace estimate, Uˆ0
i.i.d.∼ N (0, 1). If, at each iteration, the channel noise Wl i.i.d.∼
N (0, σ2c ) with σc < PMλr(Y Y T )/(5
√
n) and if R = λr+1(Y Y T )/λr(Y Y T ) < 0.99, then, after
L = Ω
(
1
log(1/R)
(
log
nr
PM
))
iterations, with probability at least 1− L exp(−cr)− (cγ), dist(U , QˆL) ≤ PM.
The following result is used to analyze the PCA-SDDN problem in a centralized setting. It is a
significant generalization of the result proved in [19] where this problem was first studied: the result
below holds under a weaker statistical right incoherence assumption than what was needed in [19].
We only require a bound on ‖ai‖ and not on each entry of it. The proof given in Appendix C uses
the Davis-Kahan sin θ theorem [34] to bound the subspace distance between the column spans of Pˆ
and of P , followed by using the Matrix Bernstein inequality [35] to obtain high probability bounds
on each of the terms in the Davis-Kahan bound.
Lemma A.4 (PCA-SDDN). For i = 1, · · · , α, suppose that yi = `i + ei + vi with ei = IMiM2,i`i
being sparse, data-dependent noise with supportMi; `i = Pai where P is a n× r basis matrix which
satisfies µ left incoherence and and ai’s satisfy the µ-statistical right-incoherence assumption given
in Definition 3.1; and vi is small bounded noise with λ+v := ‖E[vivTi ]‖ be the noise power and let
maxi ‖vi‖2 ≤ Crλ+v .
Let Pˆ be the matrix of top r eigenvectors of 1α
∑
i yiy
T
i . Assume that maxi ‖M2,iP ‖ ≤ q for a
q ≤ 3 and that the fraction of non-zeros in any row of the matrix [e1, · · · , eα] is bounded by b. Pick
an SE > 0. If
6
√
bqf + λ+v /λ
− < 0.4SE, (4)
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and if α ≥ α∗ where
α∗ := C max
(
q2f2
2SE
r log n,
λ+v
λ− f
2SE
r log n
)
, (5)
then, w.p. at least 1− 10n−10, dist(Pˆ ,P ) ≤ SE.
Furthermore, as long as α ≥ α∗, we have that with probability at least 1− 10n−10,
‖perturb‖ :=
∥∥∥∥∥ 1α∑
i
(`ie
T
i + ei`
T
i + eie
T
i + viv
T
i + `iv
T
i + vi`
T
i + vie
T
i + eiv
T
i )
∥∥∥∥∥
≤
∥∥∥∥∥ 1α∑
i
eie
T
i
∥∥∥∥∥+ 2
∥∥∥∥∥ 1α∑
i
`ie
T
i
∥∥∥∥∥+ 2
∥∥∥∥∥ 1α∑
i
`iv
T
i
∥∥∥∥∥+ 2
∥∥∥∥∥ 1α∑
i
vie
T
i
∥∥∥∥∥+
∥∥∥∥∥ 1α∑
i
viv
T
i
∥∥∥∥∥
≤
(
6.6
√
bqf + 5.5
λ+v
λ−
)
λ−
and
λr
(
1
α
∑
i
`i`
T
i
)
≥ 0.99λ−.
Proof. The proof follows from Theorem C.1 by setting M1,i = IMi . Thus, b = ‖ 1α
∑
i IMiI
T
Mi‖ is
equal to the maximum fraction of missing entries in any row of [e1, · · · , eα]. 
We first use Lemma A.3 with Y = 1√
α
Lˆ(t) to bound dist(P˜(t), Pˆ(t)). To apply the result, we
need to first lower bound its r-th eigenvalue and upper bound its r + 1-th eigenvalue. Recall that
ˆ`
i = `i + ei + v˜i with
ei = IMi
(
ΨTMiΨMi
)−1
ITMiΨ`i, (6)
as shown in (3) (noise-free case) and Ψ = I − Pˆ(t−1)Pˆ T(t−1). Additionally,
v˜i = IMi
(
ΨTMiΨMi
)−1
ITMiΨvi
We will use the following simple facts in various places in our proof.
Fact A.5. Let P , Pˆ be two basis matrices of dimension n× r. Let Ψ = I − Pˆ Pˆ T . Then, for any
setM
1.
‖ITMPˆ ‖ ≤ ‖ITM(I − PP T )Pˆ ‖+ ‖ITMPP T Pˆ ‖ ≤ dist(Pˆ ,P ) + ‖ITMP ‖
2.
‖(ΨTMΨM)−1‖ = ‖(ITM(I − Pˆ Pˆ T )IM)−1‖ = ‖(I − ITMPˆ Pˆ T IM)−1‖
=
1
λmin(I − ITMPˆ Pˆ T IM)
=
1
1− λmax(ITMPˆ Pˆ T IM)
=
1
1− ‖ITMPˆ ‖2
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3. At all times t, since we assumeed that t ≤ 0.2, and using µ-incoherence and the bound on
max-miss-frac-col, we have that for Ψ = I − Pˆ(t−1)Pˆ T(t−1),
‖(ΨTMiΨMi)−1‖ ≤
1
1− ‖ITMiPˆ(t−1)‖2
≤ 1
1− 2‖ITMiP ‖2 − 2dist2(Pˆ(t−1,P )
≤ 1
1− 2 · (0.1)2 − 2 · (0.2)2 ≤ 1.2
Thus, using Fact A.5, notice that for all i, ‖v˜i‖ ≤ ‖
(
ΨTMiΨMi
)−1 ‖‖Ψ‖‖vi‖ ≤ 1.2‖vi‖. Similarly,
‖E[v˜iv˜iT ]‖ ≤ 1.44‖E[vivTi ]‖ ≤ 1.44λ+v .
We now bound the eigen-ratio for the matrix Lˆ(t)LˆT(t)/α using Weyl’s inequality, and Lemma A.4.
In the notation of Lemma A.4, yi ≡ ˆ`i, ei ≡ ei, vi = v˜i,Mi ≡Mi (recall that this is the index set of
missing entries), `i ≡ `i, Pˆ = Pˆ(t), P = P , and M2,i = −
(
ΨTMiΨMi
)−1
ΨTMi with Ψ = I for t = 1
and Ψ = I − Pˆt−1Pˆ Tt−1 for t > 1. Thus b = max-miss-frac-row ≤ (0.01/f)2 and q is an upper bound
on ‖M2,iP ‖. For t = 1, using the µ-incoherence assumption and the bound on max-miss-frac-col,
we get ‖M2,iP ‖ = ‖ITMiP ‖ ≤ |Mi|maxj ‖ITj P ‖ ≤ max-miss-frac-col · µr/n ≤ 0.1 = q. The
approach for obtaining q for t > 1 is slightly different. Since Ψ = I − Pˆ(t−1)Pˆ T(t−1) we have that
‖ΨP ‖ = dist(Pˆ(t−1),P ) ≤ t−1. Thus, using Fact A.5, we get that ‖M2,iP ‖ ≤ 1.2t−1 = q. Thus,
λr
(
1
α
Lˆ(t)Lˆ
T
(t)
)
≥ λr
(
1
α
L(t)L
T
(t)
)
+ λmin(perturb) ≥ λr
(
1
α
L(t)L
T
(t)
)
− ‖perturb‖
≥ 0.99− 6.6
√
bqf − 6λ
+
v
λ−
≥ (0.99− 0.7 max(0.1, t−1))λ−
Similarly,
λr+1
(
1
α
Lˆ(t)Lˆ(t)
)
≤ λr+1
(
1
α
L(t)L
T
(t)
)
+ ‖perturb‖ = ‖perturb‖ ≤ 0.6 max(0.1, t−1)λ−
Thus, R = λr+1/λr ≤ 1/20 for all t ≥ 1 and this ratio becomes smaller since λr+1 decreases with
each subspace update step. Additionally, since the channel noise is bounded as assumed in Theorem
A.2, Lemma A.3 can be applied with PM = t/2.
Finally, notice that in the first subspace update step, we need L = (C/ log 20) · log(nr) iterations
to obtain PM = 0.1 accuracy. This is because, we are randomly initializing FedPM, we incur the
log(nr) factor. In the subsequent subspace update steps, we initialize FedPM with the estimate from
the previous subspace update, P˜(t−1), and since dist(P˜(t−1),P ) ≤ t−1, and we only need to ensure
that dist(P˜(t), Pˆ(t)) ≤ t/2 = (0.3/2)t−1, the number of iterations required is a constant as described
by Lemma A.3. More precisely, we need to perform just L = (C/ log 20) · (logC2) iterations.
We now prove the second part, i.e., we show that dist(Pˆ(t),P ) ≤ t/2. This uses Lemma A.4
and the following simple facts.
In the application of Lemma A.4, we will analyze each interval separately. Consider the first
α frames, Pˆ(t−1) = 0 (zero initialization) and so, during this time, Ψ = I. Now we apply Lemma
A.4 to the ˆ`i’s. Recall that ˆ`i = `i + ei + v˜i with ei satisfying (3) and, and it is thus, sparse,
and data-dependent. In addition, v˜i satisfies the conditions under the assumptions of Theorem
A.2. In the notation of Lemma A.4, yi ≡ ˆ`i, ei ≡ ei, vi = v˜i, Mi ≡ Mi (recall that this is the
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index set of missing entries), `i ≡ `i, Pˆ = Pˆ(1), P = P , and M2,i = −
(
ΨTMiΨMi
)−1
ΨTMi with
Ψ = I. Thus, using the µ-incoherence assumption and the bound on max-miss-frac-col, we get
‖M2,iP ‖ = ‖ITMiP ‖ ≤ |Mi|maxj ‖ITj P ‖ ≤ max-miss-frac-col · µr/n ≤ 0.1 = q0 ≡ q. Notice that
b ≡ max-miss-frac-row ≤ 0.001/f2, and the assumption on vi ensures that we can apply Lemma A.4
with εSE = 0.5 max(q/4, v). Under the conditions of Theorem A.1, α = Cf2r log n satisfies α ≥ α∗
since the assumption on vi’s ensures that the two terms in the α∗ expression are equal upto numerical
constants. Furthermore, because max-miss-frac-row = 0.001/f2, and the assumption on vi ensures
that (4) holds3. Thus, we conclude that dist(Pˆ(1),P ) ≤ εSE = 0.5 max(v, q/4) := q1 := 1/2 whp.
In the subsequent subspace update steps, we use almost the same approach as done in the first
α frames, t = 1. The difference is in how we bound ‖ITMiΨP ‖. Recall that t-th subspace update
step, Ψ = I − Pˆ(t−1)Pˆ T(t−1). We know that ‖ΨP ‖ = dist(Pˆ(t−1),P ) ≤ t−1 now. Thus, ‖M2,iP ‖ ≤
1.2t−1 = qt ≡ q. Now we can apply Lemma A.4 with εSE = 0.5t = 0.5 max(v, 1.2q/4) =
0.5 max(v, 0.3qt−1).
Note: Observe that Lemma A.4 requires independence of ai,(t)’s, and the set of missing entries,
Mi,(t)’s. We have assumed ai,(t)’s are independent over i and over t. Notice Pˆ(t−1) is computed using
ai,(t−1)’s and older data. Thus, Pˆ(t−1) is independent of ai,(t)’s. At iteration t, we apply Lemma
A.4 by conditioning on Pˆ(t−1), and thus all the matrices being summed are mutually independent
conditioned on Pˆ(t−1).
A.2 Subspace change detection
Main idea of change detection and why it works. We summarize the complete algorithm
with the change detection step in Algorithm 2. We perform a projected LS step to interpolate the
missing entries, and the subspace update step toggles between the “update phase”, and the “detect”
phase. Initially it starts in the update phase. After T iterations of update, with T set proportional
to log(1/), w.h.p., the first subspace has been accurately estimated. At this point the algorithm
enters the “detect” phase. It remains in detect phase until a change is detected after which it enters
the update phase again.
The main idea for detecting change is the following. Consider the j-th change and let B :=
ΨLˆ(t) where Ψ := (I − Pˆj−1Pˆ Tj−1) where Pˆj−1 = Pˆj−1,(T ) is the final estimate of the previous
subspace. Very briefly, if the subspace has not changed, this matrix will be nearly zero while if
it has it will not be. Thus, we can detect change by checking if the top eigenvalue of BBT is
above a threshold. More precisely, it is possible to show that, if the subspace has changed, then
λmax(BB
T ) ≥ cdist2(Pˆj−1,Pj)λ− w.h.p. where as if there is no change, then λmax(BBT ) ≤ 22λ−.
Thus by setting the threshold to anywhere between these bounds, one can guarantee correct detection
and no false alarms whp.
We now explain how to accurately approximate λmax(BBT ) in a federated fashion. This can be
done as follows.
• The master node broadcasts Pˆj−1 (final estimate of previous subspace) to all the nodes. Each
node then computes Bk := (I − Pˆj−1Pˆ Tj−1)Lˆk,(t)
• The nodes and master then implement FedPM to compute top r eigenvectors of BBT =∑
kBkB
T
k . Denote the final output of this algorithm at the L-th iteration as QˆL.
3We point out to the reader that in the l.h.s. of (4), we have C2v and not Cv, and thus assuming that v < 0.2 is
not problematic.
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Algorithm 2 FedSTMiss: Federated Over-the-Air Subspace Tracking with Missing Entries.
Input: Y ,M,
1: Parameters: T = C log(1/), phase = update, L = C log(nr), Ldet = C log(nr)
2: t˜ = 1, j = 1
3: Pˆ(0) ← 0n×r,
4: for all t > 0 do
5: at each worker node k, for each i ∈ Ik(t) do
6: Ψ← I − Pˆ(t−1)Pˆ T(t−1)
7: y˜i,(t) ← Ψyi,(t);
8: ˆ`i,(t) ← yi,(t) − IMi,(t)(ΨMi,(t))†y˜i,(t).
9: if phase = update then
10: Pˆ(j,t) ← FedPM(Lˆ(t), r, L, Pˆ(j,t˜−1))
11: if t˜ = T then
12: Pˆj = Pˆj,T , phase = detect
13: end if
14: if phase = detect then
15: Uˆdet, λˆdet ← FedPM(ΨLˆ(t), r, Ldet) {(projected) FedPM}
16: t˜ = t˜+ 1
17: if λˆdet ≥ ωevals then
18: j = j + 1, phase = update, t˜ = 1
19: end if
20: end if
21: end if
22: end for
Output: Pˆ
• In the final iteration, we also have the nodes output BBT QˆL =
∑
kBkB
T
k QˆL.
• The master then uses this and computes QˆTLBBT QˆL and computes its top eigenvalue.
It can be shown that λmax(QˆTLBB
T QˆL) lies between 0.9λmax(BBT ) and λmax(BBT ) w.h.p. and
this what allows use to use this as a surrogate for λmax(BBT ). This follows from the result given
below.
Corollary A.6 (Eigenvalue convergence). Consider Lines 10,11 of Algorithm 1 (with τ = 1).
Assume that R < 0.99 and pick L = Ω
(
1
log(1/R) · log(n/)
)
. Under the assumptions of Theorem 2.1,
with probability at least 1− L exp(−cr),
λ1(1− 42)− λr+12 − λr ≤ λmax(Λˆ) ≤ (1 + )λ1
where λi is the i-th largest eigenvalue of A. Finally, even if R = 1, the upper bound still holds.
Observe that the lower bound in Corollary A.6 is positive because it can be further lower bounded
by λr(1− 42)− λr+12 and it is assumed that λr+1/λr < 0.99.
Finally, notice that the above approach to approximate the first (top) eigenvalue of BBT via
FedPM does not require any assumptions on gap between its first and second eigenvalues. Just
assuming gap between r-th and (r + 1)-th eigenvalues is enough.
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A.3 Proof that subspace change detection works
We quantify the above intuition in the following lemma. Again, for simplicity, consider that vi,(t) = 0.
Lemma A.7 (Subspace Change Detection). Consider α data vectors in the j-th subspace so that
`i := Pjai. For this proof, let L = Ldet = C log nr and let QˆL denote the output of (projected)
FedPM – line 13 of Algorithm 2. Recall from the algorithm that the detection threshold ωevals = 2ε2λ+.
Then, under the assumptions of Theorem 3.3, the following holds.
1. If Ψ := I − Pˆj−1Pˆ Tj−1 and dist(Pˆj−1,Pj−1) ≤ , with probability at least 0.99− 10n−10,
λmax
(
1
α
∑
i
Ψ ˆ`i ˆ`
T
i Ψ
)
≥ λr
(
1
α
∑
i
Ψ ˆ`i ˆ`
T
i Ψ
)
≥ 0.28λ−dist2(Pj−1,Pj)
λmax
(
QˆTL
(
1
α
∑
i
Ψ ˆ`i ˆ`
T
i Ψ
)
QˆL
)
≥ 0.9λmax
(
1
α
∑
i
Ψ ˆ`i ˆ`
T
i Ψ
)
≥ 0.2λ−dist2(Pj−1,Pj) > ωevals
2. If Ψ := I − PˆjPˆ Tj and dist(Pˆj ,Pj) ≤ , with probability at least 0.99− 10n−10,
λr
(
1
α
∑
i
Ψ ˆ`i ˆ`
T
i Ψ
)
≤ λmax
(
1
α
∑
i
Ψ ˆ`i ˆ`
T
i Ψ
)
≤ 1.372λ+
λmax
(
QˆTL
(
1
α
∑
i
Ψ ˆ`i ˆ`
T
i Ψ
)
QˆL
)
≤ 1.1λmax
(
1
α
∑
i
Ψ ˆ`i ˆ`
T
i Ψ
)
≤ 1.5ε2λ+ < ωevals
Before we give the proof, we should mention that the second line of each item of the above
lemma (the bounds on λmax
(
QˆTL
(
1
α
∑
i Ψ
ˆ`
i
ˆ`T
i Ψ
)
QˆL
)
) follows from the from the first line by using
Corollary A.6.
Proof of Lemma A.7. Consider the proof of item 1. Observe that
λr(BB
T ) = λr
(
1
α
∑
i
Ψ ˆ`i ˆ`
T
i Ψ
)
= λr
(
1
α
∑
i
Ψ(Pjaia
T
i P
T
j + `ie
T
i + ei`
T
i + eie
T
i )Ψ
)
≥ λr
(
1
α
∑
i
ΨPjaia
T
i P
T
j Ψ
)
+ λmin
(
1
α
∑
i
Ψ(`ie
T
i + ei`
T
i + eie
T
i )Ψ
)
≥ λr
(
1
α
∑
i
ΨPjaia
T
i P
T
j Ψ
)
−
∥∥∥∥∥ 1α∑
i
Ψeie
T
i Ψ
∥∥∥∥∥− 2
∥∥∥∥∥ 1α∑
i
Ψei`
T
i Ψ
∥∥∥∥∥
≥ λr
(
1
α
∑
i
ΨPjaia
T
i P
T
j Ψ
)
− 5.4
√
b0λ
+(ε2 + dist2(Pj−1,Pj))
where the last line follows from Lemma C.2 with q ≡ dist(Pˆj−1,Pj) ≤ dist(Pˆj−1,Pj−1)+dist(Pj−1,Pj) ≤
ε+ dist(Pj−1,Pj) and b0 ≡ max-miss-frac-row ≤ 0.001/f2. Next consider the first term. We define
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ΨPj = EjRj as the reduced QR decomposition. Then,
λr
(
1
α
∑
i
ΨPjaia
T
i P
T
j Ψ
)
= λr
(
EjRj
(
1
α
∑
i
aia
T
i
)
RTj E
T
j
)
= λmin
(
Rj
(
1
α
∑
i
aia
T
i
)
RTj
)
additionally, from Lemma C.2, we know that with high probability λmin( 1α
∑
i aia
T
i ) ≥ λ− − 
and thus, 1α
∑
i aia
T
i − (λ− − )I  0, which gives that
0 ≤ λmin
(
Rj
(
1
α
∑
i
aia
T
i − (λ− − )I
)
RTj
)
≤ λmin
(
Rj
(
1
α
∑
i
aia
T
i
)
RTj
)
− (λ− − )λmax(RjRTj )
where the last term in the r.h.s. follows from Weyl’s inequality. Additionally, since σi(Rj) = σi(ΨPj)
we have
λmax(RjR
T
j ) = λmax(P
T
j (I − Pj−1P Tj−1 + Pj−1P Tj−1 − Pˆj−1Pˆ Tj−1)Pj) ≥ dist2(Pj−1,Pj)− 2ε
Simplifying the above and under the assumptions of Theorem 3.3 with high probability,
λr(BB
T ) ≥ 0.28λ−dist2(Pj−1,Pj)
Similarly,
λr+1(BB
T ) = λr+1
(
1
α
∑
i
Ψ(Pjaia
T
i P
T
j + `ie
T
i + ei`
T
i + eie
T
i )Ψ
)
≤ λr+1
(
1
α
∑
i
ΨPjaia
T
i P
T
j Ψ
)
+ λmax
(
1
α
∑
i
(`ie
T
i + ei`
T
i + eie
T
i )Ψ
)
≤
∥∥∥∥∥ 1α∑
i
Ψ(`ie
T
i + ei`
T
i + eie
T
i )Ψ
∥∥∥∥∥
≤ 2.7
√
b0λ
+(ε2 + dist2(Pj−1,Pj)2 ≤ 0.1dist2(Pj−1,Pj)λ−
Thus, under the assumptions of Theorem 3.3, λr+1(BBT )/λr(BBT ) ≤ 0.5 which ensures
convergence of FedPM. To be precise, we can use Lemma A.3 to conclude that QˆL is within -
accuracy of the top r left singular vectors of B. Next, we use Corollary A.6 to lower bound the
largest eigenvalue of Λˆ = QˆTLBB
T QˆL + Qˆ
T
LWL.
In the case that the subspace has changed, we showed above that λmax(BBT ) ≥ λr(BBT ) ≥
0.28λ−dist2(Pj−1,Pj) and λr+1(BBT ) ≤ 0.1λ−dist2(Pj−1,Pj) hence picking  = 0.01, with high
probability,
λmax(Qˆ
T
LBB
T QˆL + Qˆ
T
LWL) ≥ 0.2λ−dist2(Pj−1,Pj)
Finally, when the subspace has not changed, all eigenvalues of the matrix, BBT are of the order
of ε2λ+ (the proof is same as [32] and thus we do not repeat this here) and now using the result of
Eigenvalue Convergence,
λmax(Qˆ
T
LBB
T QˆL + Qˆ
T
LWL) ≤ λmax(BBT ) + 1.5λr(BBT ) ≤ 1.5λ+ε2

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A.4 Proof of Theorem 3.3 (time-varying subspaces)
The only difference in the proof of Theorem 3.3 with the proof of Theorem A.2 is the subspace change
detection step. We showed in Lemma A.7 that the (projected) FedPM algorithm is provably capable
of detecting subspace changes. In fact, the subspace change is detected within 1 time periods4.
The idea for this is as follows. Suppose the subspace changed from Pj−1 to Pj at time tj . Then,
all the data vectors at time tj + 1 are now generated from the subspace Pj , but we have a good
estimate for the previous subspace which satisfies dist(Pˆj−1,(T ),Pj−1) ≤ ε, and thus, as explained in
Lemma A.7, the matrix,
∑
kBk =
∑
k(I − Pˆj−1,(T )Pˆ Tj−1,(T ))Lk will have all top r singular values
Ω(
√
αλ−dist(Pj−1,Pj)) and thus the detection steps provably works. In case the subspace has
not changed, all the singular values of the matrix are O(
√
αλ+ε). Choosing the threshold, ωevals
carefully as specified in Algorithm 2 ensures that there are no false subspace change detections.
Finally, after a subspace change is detected, Algorithm 2 returns to the update phase. In
the first time instant (t = 1) of the j-th subspace interval we start with a different initial-
ization compared to the static case and thus we need to show that the ei’s follow all the re-
quired conditions. Since we start with Pˆ(j−1,T ) and since dist(Pˆj−1,(T ),Pj) ≤ dist(Pˆj−1,(T )Pj−1) +
dist(Pj−1,Pj) ≤ ε + dist(Pj−1,Pj). Thus, again, the conditions of Lemma A.4 (condition on
‖M2,iPj‖ = ‖(ΨTMiΨMi)−1‖dist(Pˆj−1,(T ), P ) < 3) is satisfied. Everything else: conditions onMi,
the channel noise Wl, the modeling error vi is exactly the same.
A.5 Proof of Corollary 3.4
The proof follows from using the same idea as Theorem 3.3. Recall that in general, E[`tv′] 6= 0 (this
is different from the main result). By Cauchy-Schwarz, we can bound it as ‖E[`tv′]|‖ ≤
√
λ+λ+v .
Thus, to analyze this case, we need to modify Lemma A.4 for PCA-SDDN as follows: we now
need 6
√
bqf + λ
+
v
λ− +
√
λ+v
λ− f < 0.4dist. There is no change to the required lower bound on α.
Thus the only change needed to Theorem 3.3 is that we now need λ+v /λ− ≤ 0.12/f . From our
definition of v, λ+v ≤ dist(Pj ,Pi,k,(t))2λ˜+. Using λ+ ≤ λ˜+, λ˜− < λ−, a simpler sufficient condition
is dist(Pj ,Pi,k,(t))2 ≤ 0.12/f˜2.
B Convergence Analysis for FedPM
First we define two auxiliary quantities
Γ2num(τ) :=
1 + λ2r+1 + λ
4
r+1 + . . . λ
2τ−2
r+1
λ2τ−2r
, Γ2denom(τ) :=
1 + λ2r + λ
4
r + · · ·+ λ2τ−2r
λ2τ−2r
Intuitively, Γnum(τ) captures the effect of the ratio of the “effective channel noise orthogonal to
the signal space”, and signal energy, while Γdenom(τ) captures the “effective channel noise along
the signal space” and the signal energy. The following lemma bounds the reduction in error from
iteration (l − 1)τ to lτ .
4This is different from the result of existing provable literature which can deal with time-varying subspaces, such
as [32] which required two time instants
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Lemma B.1 (Descent Lemma). Consider Algorithm 1. Assume that R < 0.99. With probability at
least 1− exp(−cr), the following holds:
distlτ ≤
Rτ dist(l−1)τ +
√
n NSR Γnum(τ)
0.9
√
1− dist2(l−1)τ −
√
r NSR Γdenom(τ)
By recursively applying the above lemma at each iteration, we have the following. It assumes
that the initial subspace estimate has error dist0 := dist(Uˆ0,U). The proof is provided in Appendix
B.
B.1 Proof of Lemma B.1 and Theorem 2.1
Proof of Lemma B.1. Consider the setting where we normalize our subpsace estimates every t0
iterations. Essentially we start with a basis matrix estimate at t0, and then analyze the subspace
error after t iterations, i.e., τ = t − t0 un-normalized iterations. The subspace estimate can be
written as
Uˆt0+1 = AQt0 +Wt0+1
Uˆt0+2 = AUˆt0+1 +Wt0+2 = A
2Qt0 +AWt0+1 +Wt0+2
...
Uˆt0+τ = Uˆt = A
τQt0 +
τ∑
i=1
Aτ−iWt0+i
which gives
Uˆt = A
τ Uˆt0R
−1
t0
+
τ∑
i=1
Aτ−iWt0+i
= Aτ (UUT Uˆt0 +U⊥U
T
⊥Uˆt0)R
−1
t0
+
τ∑
i=1
Aτ−i(UUTWt0+i +U⊥U
T
⊥Wt0+i)
= UΛτ (UT Uˆt0)R
−1
t0
+U⊥Λτ⊥(U
T
⊥Uˆt0)R
−1
t0
+
τ∑
i=1
[
UΛτ−i(UTWt0+i) +U⊥Λ
τ−i
⊥ (U
T
⊥Wt0+i)
]
and thus, dist(U , Uˆt) = ‖UT⊥UˆtR−1t ‖ simplifies to
dist(U , Uˆt) =
∥∥∥∥∥
[
Λτ⊥(U
T
⊥Uˆt0)R
−1
t0
+
τ∑
i=1
Λτ−i⊥ (U
T
⊥Wt0+i)
]
R−1t
∥∥∥∥∥
≤
(
‖Λτ⊥‖‖UT⊥Uˆt0R−1t0 ‖+
∥∥∥∥∥
τ∑
i=1
Λτ−i⊥ (U
T
⊥Wt0+i)
∥∥∥∥∥
)
‖R−1t ‖
=
(
‖Λτ⊥‖dist(U , Uˆt0) +
∥∥∥∥∥
τ∑
i=1
Λτ−i⊥ (U
T
⊥Wt0+i)
∥∥∥∥∥
)
‖R−1t ‖
≤ ‖Λ
τ
⊥‖dist(U , Uˆt0) +
∥∥∑τ
i=1 Λ
τ−i
⊥ (U
T
⊥Wt0+i)
∥∥
σr(Rt)
25
We also have that
σ2r (Rt) = σ
2
r (Uˆt) = λmin((UU
T Uˆt +U⊥UT⊥Uˆt)
T (UUT Uˆt +U⊥UT⊥Uˆt))
≥ λmin(UˆTt UUT Uˆt) = σ2r (UT Uˆt)
=⇒ σr(UT Uˆt) = σr
(
Λτ
(
UTQt0 +
τ∑
i=1
Λ−iUTWt0+i
))
≥ λτr
[
σr(U
TQt0)−
∥∥∥∥∥
τ∑
i=1
Λ−iUTWt0+i
∥∥∥∥∥
]
We define dist(U , Uˆt0) = dist(U , Qt0) = distt0 and R = λr+1/λr, ν = max(1, λr+1)/λr and thus
we have
dist(U , Uˆt) ≤
‖Λτ⊥‖dist(U , Uˆt0) +
∥∥∑τ
i=1 Λ
τ−i
⊥ (U
T
⊥Wt0+i)
∥∥
λτr
[√
1− dist2(U , Uˆt0)− ‖
∑τ
i=1 Λ
−iUTWt0+i‖
]
≤ R
τdistt0 + λ
−τ
r ‖
∑τ
i=1 Λ
τ−i
⊥ U
T
⊥Wt0+i‖√
1− dist2t0 − ‖
∑τ
i=1 Λ
−iUTWt0+i‖
notice that the entries of UTWt0+i and UT⊥Wt0+i are i.i.d. Gaussian r.v’s with variance σ
2
c .
Next we define the matrix M =
∑τ
i=1 Λ
τ−i
⊥ (U
T
⊥Wt0+i) and we apply Theorem B.2 to M . We can
apply this theorem because we know that each entry of M is a weighted sum of τ indepdendent
Gaussian r.v.’s. In other words
Mjk =
τ∑
i=1
(λ⊥)τ−ij (U
T
⊥Wt0+i)jk
=⇒ Mjk ∼ N
(
0, σ2c
τ∑
i=1
(λ⊥)
2(τ−i)
j
)
=⇒ max
jk
‖(M)jk‖ψ2 = σc
√√√√ τ∑
i=1
λ
2(τ−i)
r+1
Recall that there is a factor of λ−τr multiplying M so effectively, the sub-Gaussian norm is K =
λ−τr σc
√∑τ
i=1 λ
2(τ−i)
r+1 = NSR · Γnum(τ). Now, using Theorem B.2, we get that with probability at
least 1− e−2
‖
τ∑
i=1
Λτ−i⊥ U
T
⊥Wt0+i‖ ≤ CNSR · Γnum(τ) · (
√
n− r +√r + )
and now picking  = 0.01
√
n followed by simple algebra yields
Pr
(
‖
τ∑
i=1
Λτ−i⊥ U
T
⊥Wt0+i‖ ≤
√
nNSR · Γnum(τ)
)
≥ 1− exp(−cn)
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Next consider the denominator term. Again, we notice that the matrix M =
∑τ
i=1 Λ
−iUTWt0+i
has entries that are gaussian r.v.’s and are independent. Moreover, the sub Gaussian norm bound is
Mjk =
τ∑
i=1
λ−ij (U
TWt0+i)jk
=⇒ Mjk ∼ N
(
0, σ2c
τ∑
i=1
λ−2ij
)
=⇒ max
jk
‖(M)jk‖ψ2 = σc
√√√√ τ∑
i=1
λ−2ir := NSR · Γdenom(τ)
Now we apply Theorem B.2 to get that with probability 1− exp(−2)∥∥∥∥∥
τ∑
i=1
Λ−iUTWt0+i
∥∥∥∥∥ ≤ NSR · Γdenom(τ) · (2√r + )
picking  = 0.01
√
r yields that
Pr
(∥∥∥∥∥
τ∑
i=1
Λ−iUTWt0+i
∥∥∥∥∥ ≤ √rNSR · Γdenom(τ)
)
≥ 1− exp(−cr)
This completes the proof of Lemma B.1. 
Proof of Theorem 2.1. The idea for proving Theorem 2.1 is a straightforward extension from Lemma
B.1. Consider τ = 1, and assume that the initial subspace estimtate, Uˆ0 satisfies dist(Uˆ0,U) =
dist0 < 1 we know that with probability 1− exp(−cr)− exp(−cn),
dist(Uˆτ ,U) ≤ R
τdist0 +
√
nNSRΓnum(τ)
0.9
√
1− dist20 −
√
rNSRΓdenom(τ)
=
Rdist0 +
√
nNSR
0.9
√
1− dist20 −
√
rNSR
thus, as long as NSR ≤ 0.2
√
1−dist20
r the denominator is positive. Next, to achieve an -accurate
estimate, we note that the second term in the numerator is the larger term (since R < 1 and this
goes to 0 with every iteration) and thus as long as NSR ≤ √
n
we can ensure that the numerator is
small enough. Combining the two bounds, followed by a union bound over L iterations gives the
final conclusion.
Finally, consider the case of τ > 1 and the l-th iteration. Assume that λr > 1. This is
used to simplify the Γdenom(τ) expression as follows: Γ2denom(τ) = (1 + λ
2
r + · · ·+ λ2τ−2r )/λ2τ−2r =∑τ−1
i=0 1/λ
2i
r ≤
∑∞
i=0 1/λ
2i
r =
λ2r
λ2r−1 . Using the same reasoning as in the τ = 1 case, as long as
NSR ≤ 0.2
√
λ2r − 1
λ2r
·
√
1− dist2(l−1)τ
r
the denominator is positive. We also have that Γ2num(τ) =
∑τ
i=1 λ
2(τ−i)
r+1 /λ
2τ
r ≤ τR2τ−2. Thus, as
long as NSR ≤ √
n
· 1√
τRτ−1 the first term of the numerator is small enough and this gives us the
final result. 
27
B.2 Eigenvalue Convergence
Proof of Corollary A.6. We now wish to compute the error bounds of in convergence of eigenvalues.
To this end, at the end of L iterations, we compute Λˆ = QˆTLAQˆL + Qˆ
T
LWL. The intuition is that if
the eigenvectors are estimated well, then this matrix will be approximately diagonal (off diagonal
entries ≈ ), and the diagonal entries will be close to the true eigenvalues. Furthermore, in the
application of this result for the Subspace Change detection problem, we will only consider the
largest eigenvalue of Λˆ and thus we have
λmax(Λˆ) = λmax(Qˆ
T
LAQˆL + Qˆ
T
LWL) = λmax(Λ + (Qˆ
T
LAQˆL −Λ) + QˆTLWL)
≥ λmax(Λ)− ‖QˆTLAQˆL −Λ‖ − ‖QˆTLWL‖ ≥ λ1 − ‖QˆTLAQˆL −Λ‖ − ‖WL‖
The second term can be upper bounded as follows
‖QˆTLAQˆL −Λ‖ = ‖(QˆTLUΛUT QˆL −Λ) + QˆTLU⊥Λ⊥UT⊥QˆL‖
≤ ‖QˆTLUΛUT QˆL −Λ‖+ ‖QˆTLU⊥Λ⊥UT⊥QˆL‖
≤ ‖QˆTLUΛUT QˆL −Λ‖+ ‖Λ⊥‖‖UT⊥QˆL‖2
= ‖QˆTLUΛUT QˆL −Λ‖+ ‖Λ⊥‖‖U⊥UT⊥QˆL‖2
≤ ‖QˆTLUΛUT QˆL −Λ‖+ λr+1dist2(QˆL,U)
The first term above can be bounded as
‖QˆTLUΛUT QˆL −Λ‖ = ‖(I − I + QˆTLU)Λ(UT QˆL + I − I)−Λ‖
≤ ‖(QˆTLU − I)Λ‖+ ‖Λ(UT QˆL − I)‖+ ‖(QˆTLU − I)Λ(UT QˆL − I)‖
≤ λ1(2‖I − QˆTLU‖+ ‖I − QˆTLU‖2)
≤ λ1(2(1− σr(QˆTLU)) + (1− σr(QˆTLU))2)
and since dist2(QˆL,U) = 1 − σ2r (QˆTLU) ≤ 2 and thus we get that σr(QˆTLU) ≥
√
1− 2 ≥ 1 − 2.
Finally, the assumption on the channel noise implies that with high probability, ‖WL‖ ≤ C
√
nσc ≤
1.5λr. Thus,
λmax(Λˆ) ≥ λ1(1− 42)− λr+12 − λr
We also get
λmax(Λˆ) ≤ λmax(QˆTLBBT QˆL) + ‖WL‖ ≤ ‖QˆL‖2‖BBT ‖+ ‖WL‖ = λmax(BBT ) + 1.5λr

Proof of Item 3 of Theorem 3.3. The proof follows by application of Theorem B.2, B.3 to a standard
normal random matrix, and definition of principal angles. Recall that (Uˆ0)ij
iid∼ N (0, 1) and consider
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its reduced QR decomposition, Uˆ0 = Qˆ0R0. We know that
dist2(Uˆ0,U) = ‖(I − Qˆ0QˆT0 )U‖2 = λmax(I −UT Qˆ0QˆT0U)
= 1− λmin(UT Qˆ0QˆT0U) = 1− λmin(UT Uˆ0R−10 (R−10 )T UˆT0 U)
(a)
≤ 1− λmin(UT Uˆ0UˆT0 U)λmin(R−10 (R−10 )T ))
= 1− σ
2
min(U
T Uˆ0)
‖Uˆ0‖22
where (a) follows from Ostrowski’s Theorem (Theorem 4.5.9, [36]) and the last relation follows since
reduced qr decomposition preserves the singular values. It is easy to see that (UT Uˆ0)ij ∼ N (0, 1).
We can apply Theorem B.3 to get that with probability at least 1− exp(−cr)− (c/γ),
σmin(U
T Uˆ0) ≥ c(
√
r −√r − 1)/γ
and we also know that
√
r −√r − 1 = O(1/√r). Additionally, the denominator term is bounded
using Theorem B.2 as done before and thus, with probability 1− exp(−2),
‖Uˆ0‖ ≤ C(
√
n+
√
r + )
and now picking  = 0.01
√
n we get that with probability at least 1− exp(−cn)− exp(−cr)− (1/cγ),
dist2(Uˆ0,U) ≤ 1− 1
γnr
which completes the proof. 
B.3 Preliminaries
The following result is Theorem 4.4.5, [37]
Theorem B.2 (Upper Bounding Spectral Norm). Let A be a m× n random matrix whose entries
are independent zero-mean sub-Gaussian r.v.’s and let K = maxi,j ‖Ai,j‖ψ2 . Then for any  > 0 with
probability at least 1− 2 exp(−2),
‖A‖ ≤ CK(√m+√n+ )
The following result (Theorem 1.1, [38]) bounds the smallest singular value of a random rectangular
matrix.
Theorem B.3 (Lower Bounding Smallest Singular Value for Rectangular matrices). . Let A be a
m× n random matrix whose entries are independent zero-mean sub-Gaussian r.v.’s. Then for any
 > 0 we have
σmin(A) ≥ CK(
√
m−√n− 1)
with probability at least 1− exp(−cKn)− (cK)m−n+1. Here, K = maxi,j‖Ai,j‖ψ2.
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Theorem B.4 (Davis-Kahan sin θ theorem). Let D0 be a Hermitian matrix whose span of top r
eigenvectors equals Span(P1). Let D be the Hermitian matrix with top r eigenvectors P2. Then,
dist(P2,P1) ≤ ‖(D −D0)P1‖2
λr(D0)− λr+1(D) ≤
‖(D −D0)P1‖2
λr(D0)− λr+1(D0)− λmax(D −D0)
≤ ‖D −D0‖2
λr(D0)− λr+1(D0)− ‖D −D0‖ (7)
as long as the denominator is positive. The second inequality follows from the first using Weyl’s
inequality.
The following result is the Matrix Bernstein result (Theorem 1.6, [35]).
Theorem B.5 (Matrix Bernstein Concentration). Given an d-length sequence of n1×n2 dimensional
random matrices. Assume the following holds. (i) the matrices Zt are mutually independent, (ii)
P(‖Zt‖ ≤ R) = 1, and (iii) max
{∥∥1
d
∑
t E
[
ZTt Zt
]∥∥ , ∥∥1d∑t E[ZtZTt ]∥∥} ≤ σ2. Then, for an  > 0
P
(∥∥∥∥∥1d∑
t
Zt − 1
d
∑
t
E[Zt]
∥∥∥∥∥ ≤ 
)
≥ 1− (n1 + n2) exp
( −d2
2 (σ2 +R)
)
. (8)
C Proof of (stronger version of) PCA SDDN
Theorem C.1. Assume that the data satisfies yi = `i + ei + vi with `i = Pai, ei = Mi`i =
M1,iM2,i`i with ‖ 1α
∑
iM1,iM
T
1,i‖ ≤ b and ‖M2,iP ‖ = q ≤ 3. Define H(α) = C
√
ηqf
√
r logn
α and
Gden(α) = cηf
√
r logn
α . Furthermore, assume that the data-dependency matrices Mi’s satisfy the
assumption with constants b, q which satisfy
6
√
bqf +
λ+v
λ−
+H(α) +Gden(α) < 1
Then, with probability at least 1−10n−10, the matrix Pˆ of top-r eigenvectors of the sample covariance
matrix, 1α
∑
i yiy
T
i satisfy the following.
dist(Pˆ ,P ) ≤ 2
√
bqf + λ
+
v
λ− +H(α)
1− 6√bqf − λ+v
λ− −H(α)−Gden(α)
Proof of Theorem C.1. We will first define matrices in accordance with Theorem B.4. For this
example, we define D0 = 1α
∑
t `t`
T
t . Notice that this is a Hermitian matrix P as the top r
eigenvectors. Next, let D = 1α
∑
t yy
T and let Pˆ denote the matrix of D’s top r eigenvectors.
Observe
D −D0 = 1
α
∑
i
(yiy
T
i − `i`Ti ) =
1
α
∑
i
`ie
T
i + ei`
T
i + eie
T
i + viv
T
i + vie
T
i + eiv
T
i + `iv
T
i + vi`
T
i
:= cross`,e + cross
T
`,e + noisee + noisev + cross`,v + cross
T
`,v + crossv,e + cross
T
v,e
= cross + crossT + noise
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Also notice that λr+1(D0) = 0, λr(D) = λmin
(
1
α
∑
t aa
T
)
. Now, applying Theorem B.4,
dist(Pˆ ,P ) ≤ 2‖cross‖+ ‖noise‖
λmin
(
1
α
∑
t aa
T
)− numerator
Now, we can bound ‖cross‖ ≤ ‖E[cross]‖+ ‖cross− E[cross]‖ and similarly for the noise term. We
use the Cauchy-Schwartz inequality for bounding the expected values of cross, noise as follows.
Recall that Mi = M2,iM1,i with b := ‖ 1α
∑
iM2,iM
T
2,i‖ and q := maxi ‖M1,iP ‖ ≤ q < 1. Thus,
‖E[noise]‖ ≤
∥∥∥∥∥ 1α∑
i
MiPΛP
TMT1,iM
T
2,i
∥∥∥∥∥
2
+ ‖Σv‖2 (9)
≤
√√√√∥∥∥∥∥ 1α∑
i
MiPΛP TMT1,iM1,iPΛP
TMTi
∥∥∥∥∥
2
∥∥∥∥∥ 1α∑
i
M2,iMT2,i
∥∥∥∥∥
2
+ λ+v
≤
√
max
i
‖MiPΛP TMT1,i‖22 b+ λ+v ≤
√
bqλ+ + λ+v (10)
Similarly,
‖E[cross`,e]‖2 =
∥∥∥∥∥ 1α∑
i
M2,iM1,iPΛP
T
∥∥∥∥∥
2
2
≤
∥∥∥∥∥ 1α∑
i
PΛP TMT1,iM1,iPΛP
T
∥∥∥∥∥
2
∥∥∥∥∥ 1α∑
i
M2,iM
T
2,i
∥∥∥∥∥
2
≤ max
i
‖M1,iPΛP T ‖22 b ≤ (qλ+)2b. (11)
And it is easy to see that E[cross`,v] = 0 and E[crosse,v] = 0. We now lower bound λmin
(
1
α
∑
i aia
T
i
)
as
λmin
(
1
α
∑
i
aia
T
i
)
= λmin
(
Λ−
(
1
α
∑
i
aia
T
i −Λ
))
≥ λmin(Λ)− λmax
(
1
α
∑
i
aia
T
i −Λ
)
≥ λ− −
∥∥∥∥∥ 1α∑
i
aia
T
i −Λ
∥∥∥∥∥
and thus we have
dist(Pˆ ,P ) ≤ 3
√
bqλ+ + λ+v + 2‖cross− E[cross]‖+ ‖noise− E[noise]‖
λ− − ∥∥ 1α∑i aiaTi −Λ∥∥− numerator
Bounding the “Statistical Errors”. We use concentration bounds from the Lemma C.2. Notice
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that
‖noise− E[noise]‖+ 2‖cross− E[cross]‖
≤
∥∥∥∥∥ 1α∑
i
(eie
T
i − E[eieTi ])]
∥∥∥∥∥+
∥∥∥∥∥ 1α∑
i
(viv
T
i − E[vivTi ])]
∥∥∥∥∥+ 2
∥∥∥∥∥ 1α∑
i
(`ie
T
i − E[`ieTi ])]
∥∥∥∥∥
+2
∥∥∥∥∥ 1α∑
i
`iv
T
i
∥∥∥∥∥+ 2
∥∥∥∥∥ 1α∑
i
eiv
T
i
∥∥∥∥∥
≤ c√ηq2f
√
r log n
α
λ− + c
√
ηq
λ+v
λ−
√
r log n
α
λ− + c
√
ηqf
√
r log n
α
λ− + c
√
ηq2
λ+v
λ−
√
r log n
α
λ−
+c
√
ηq
λ+v
λ−
√
r log n
α
λ−
≤ C√ηqf
√
r log n
α
λ− := H(α)λ−
where the last line follows from using q ≤ 1 and λ+v ≤ λ+. The bound on ‖ 1α
∑
t aa
T −Λ‖2 follows
directly from the first item of Lemma C.2. This completes the proof. 
Lemma C.2. With probability at least 1− 10n−10, if α > r log n, then,∥∥∥∥∥ 1α∑
i
aia
T
i −Λ
∥∥∥∥∥ ≤ cηf
√
r log n
α
λ− := Gden(α)λ−,∥∥∥∥∥ 1α∑
i
`ie
T
i −
1
α
E
[∑
i
`ie
T
i
]∥∥∥∥∥
2
≤ c√ηqf
√
r log n
α
λ− := H(α)λ−,∥∥∥∥∥ 1α∑
i
eie
T
i −
1
α
E
[∑
i
eie
T
i
]∥∥∥∥∥
2
≤ c√ηq2f
√
r log n
α
λ− := H(α)qλ−∥∥∥∥∥ 1α∑
i
viv
T
i −
1
α
E
[∑
i
viv
T
i
]∥∥∥∥∥
2
≤ c√ηqλ
+
v
λ−
√
r log n
α
λ−∥∥∥∥∥ 1α∑
i
eiv
T
i
∥∥∥∥∥
2
≤ c√ηq2λ
+
v
λ−
√
r log n
α
λ−∥∥∥∥∥ 1α∑
i
`iv
T
i
∥∥∥∥∥
2
≤ c√ηqλ
+
v
λ−
√
r log n
α
λ−
Proof of Lemma C.2. 1. aiaTi term . Let Z˜i := aia
T
i and we apply Theorem B.5 to Zi =
Z˜i − E[Z˜i]. with s = α. Now it is easy to see that ‖Zi‖ ≤ 2‖aiaTi ‖ ≤ 2‖ai‖22 ≤ 2ηrλ+ := R
and similarly,
1
α
‖
∑
i
E[Z2i ]‖ =
1
α
‖
∑
i
E[‖ai‖22aiaTi ]‖ ≤ ·maxai ‖ai‖
2
2 ·max
i
E[aiaTi ] ≤ ηr(λ+)2 := σ2
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and thus, w.p. at most 2r exp
(
−cmin
(
2α
r(λ+)2
, 
2α
rλ+
))
. Now we set  = 5λ− with 5 =
cηf
√
r logn
α so that with with probability at most 2n
−10,∥∥∥∥∥ 1α∑
i
(aia
T
i − E
[
aia
T
i
]
)
∥∥∥∥∥ ≥ cηf
√
r log n
α
λ−
2. `ieTi term. Let Zi := `ie
T
i . We apply this result to Z˜i := Zi − E[Zi]. To get the values of
R and σ2 in a simple fashion, we use the facts that (i) if ‖Zi‖2 ≤ R1, then ‖Z˜i‖ ≤ 2R1; and
(ii)
∑
i E[Z˜iZ˜Ti ] 4
∑
i E[ZiZTi ]. Thus, we can set R to two times the bound on ‖Zi‖2 and
similary for σ2
It is easy to see that R = 2
√
ηrλ+
√
ηrq2λ+ = 2ηrqλ+. To get σ2, observe that
1
α
∥∥∥∥∥∑
i
E[ei`Ti `ieTi ]
∥∥∥∥∥
2
≤ (max
`i
‖`i‖2) ·max
i
‖E[eieTi ]‖
≤ ηrλ+ · q2λ+ = ηrq2(λ+)2.
Repeating the above steps, we get the same bound on ‖∑i E[ZiZTi ]‖2. Thus, σ2 = rq2(λ+)2.
Thus, we conclude that,
1
α
∥∥∥∥∥∑
i
`ie
T
i − E[
∑
i
`ie
T
i ]
∥∥∥∥∥
2
≥  (12)
w.p. at most 2n exp
(
−cmin
(
2α
ηrq2(λ+)2
, α
ηrqλ+
))
. Set  = 0λ− with 0 = cqf
√
r logn
α so that
(12) hold w.p. at most 2n−10.
3. eieTi term. We again apply matrix Bernstein and proceed as above. In this case, R = 2ηrq
2λ+
and σ2 = ηrq4(λ+)2. Set  = 2λ− with 2 = c
√
ηq2f
√
r logn
α . Then again, the probability of
the bad event is bounded by 2n−10.
4. vivTi term. We again apply matrix Bernstein. In this case, R = 2Crλ
+
v and σ2 = 2Cr(λ+v )2.
Set  = 2λ− with 2 = c
√
ηf
√
r logn
α . Then again, the probability of the bad event is bounded
by 2n−10.
5. `ivTi , and eiv
T
i terms. We again apply matrix Bernstein as done before.

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