We investigate orthogonal polynomials on the real line defined by a recurrence relation for which the recurrence coefficients behave asymptotically like a given system of recurrence coefficients. We give the asymptotic behavior of the orthogonal polynomials (relative to the given comparison system of orthogonal polynomials) and from this we deduce properties of the orthogonality measure.
Introduction.
Let μo be a positive unit measure on the real line such that its support contains infinitely many points and all the moments are finite. Assume moreover that the Hamburger moment problem is determined. Denote by p n (x μo) (n = 0, 1, 2, ...) the normalized orthogonal polynomials for the measure μo, i.e. Let α° > 0 (rt = 1, 2,...) and 6° (n = 0, 1, 2,...) be the recurrence coefficients for these orthogonal polynomials, so that (1.1) xp H (x',μo) = a°+ιp n+i (x;μo) + b°p n (x;μo) + cξp n -X {x μo), n>0,
with initial values p-ι(x μo) = 0 and Po{x; μo) = 1 We will study a new sequence of orthogonal polynomials p n (x μ) (n = 0, 1, 2,...) with recurrence coefficients a n (n = 1, 2,...) and b n (n = 0, 1, 2, ...) such that (1.2) lim|α n -α0| = 0, lim \b n -Z>°| = 0.
n>oo n*oo
The orthogonal polynomials p n {x\ μ) (n = 0, 1, 2, ...) are said to be a compact perturbation of the comparison system p n (x\ μo) (« = 0,l,2,...) because the corresponding Jacobi matrix / with entries b n on the diagonal and a n on the subdiagonals is a compact perturbation of the Jacobi matrix /Q with entries b® and a%. As a special case one may consider finite perturbations (of order m e Z+)
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Pn{x\ βm) {n = 0,1,2,...) for which the recurrence coefficients satisfy (1.3) α π+ i=αjj +1 , b n = b%, n>m.
Notice that for m = 0 we get the comparison system itself. One of the most relevant questions is to find a closed expression for the orthogonality measure μ m for these orthogonal polynomials and the weak limit as m -+ oo. This problem has been treated for some specific comparison systems: if p n {x\ μo) = U n (x), the Chebyshev polynomials of the second kind, then αjj +1 = 1/2 and b® = 0 for n > 0, and a detailed study has been done in [21] . A scattering method was used by Geronimo and Case [11] for finite perturbations of the Chebyshev polynomials of the second kind and there are explicit formulas in [9] . These authors also have results when m tends to infinity. For a survey of these results we refer to [28] . Geronimo et al. [12] treat the case where the recurrence coefficients of the comparison system are periodic with period N > 1. Geronimus [14] was one of the first authors to give a detailed account of finite perturbations of Chebyshev polynomials of the second kind and of orthogonal polynomials with asymptotically periodic recurrence coefficients. See also Grosjean [15] , [16] A linear recurrence relation of second order cannot have three linearly independent solutions; therefore there exist A k and B k -independent of n-such that
Setting n = k and n = k + 1 gives
(Equation (2.3) can also be derived from (1.5) by using the recurrence formula for
, then subtract the obtained equa-
Divide every term by α£ +1 and sum from k = 0 to k = n -1. Then one has (2.4)
This is the comparison equation that plays a fundamental role in our investigation of perturbations of p n [x μo). The equation shows that
Pn{x μ) is equal to p n (x μo) plus a perturbation. The perturbation contains the differences α£ +1 -fl£ + i and b^-b^ and all the associated polynomials P^l k {x \ μo) of order fc=l,2,...,n+l. This comparison equation enables us to find bounds for the polynomials p n (x μ) if bounds are known for the comparison system p n (x μo). Note that it is sufficient to study the orthogonal polynomials p n {x) and functions of the second kind q n (x) for x e C + = {x e C: 3x > 0} Proof. Denote by μ^ the orthogonality measure for the kth associated polynomials; then p n (x μ^) = p^\x μo). The functions of the second kind q n _k{x\ μ^) are a solution of the recurrence relation (1.1). By minimality and by checking the initial conditions, one finds The zeros of P^l k _ x {x\ μo) and p^} k (x; μo) interlace. This immediately implies From (2.7) it follows that the ratio q n (x μo)/q n -\(x μo) is the Stieltjes transform of a positive measure, and hence Therefore we have for every x € K (2.9) \p n _ k {x,μo)q n -k(x,μo )\< Now multiply both sides of (2.4) by q n (x μo) and use (2.7) to obtain
By using the bounds (2.5) and (2.9) and (2.11) one finds
μ o )\. The upper bound (2.6) then follows by using GronwalΓs inequality (see e.g. [28, p. 440] and with ^ a compact set of C + \{x e R: woM = 0} not including the endpoints a and b. Other conditions on the weight functions Wo (e.g. wo may have a finite number of (integrable) singularities as is the case for generalized Jacobi weights) also lead to (2.5) for an appropriate choice of the set K. Proof. Multiply (2.4) by p n +\(x; μo), then change n to n + 1 in (2.4) and multiply by p n (x μo) and subtract the two resulting equa- uniformly on compact sets of C\X(S). Let K be a compact set in C\X(N), then the distance from K to X(N) is strictly positive and we denote this distance by δ. Recall the partial fractions decomposition
Pn-\{x\μo) "
,n where λj >n (1 < 7 < ή) are the ChristoίFel numbers and x 7)W (1 < 7 < n) are the zeros of p n (x', βo) (see e.g. If δ > M then the geometric series on the right-hand side converges and hence (3.6) is true for δ large enough. Therefore we have shown that the theorem is true on compact sets K which are far enough away from X(N). The left-hand side of (3.1) is uniformly bounded on compact sets of C\X(S) (this follows easily from (3.7)), and since the full sequence converges to zero on a set with an accumulation point, we can use the Stieltjes-Vitali theorem to complete our proof. D
In view of the upper bound (2.6) it is natural to suppose that x μ).
U k+\ )
If K is a compact set of C + such that (2.5) holds, then from Lemma 2, (3.8) and (2.11) we deduce that φ is a continuous function in K which is analytic in the interior of K. In particular one has lim φ{x + iy) = φ(x), for every xEίΠl. THEOREM 
Suppose that (3.8) holds and that K is a compact set in C
+ such that (2.5) holds for every x e K then Proof. First multiply (2.4) by q n +\(x\ μo) > then change n to n + 1 in (2.4) and multiply by q n {x\ μo) Subtract the two resulting equations and use the Wronskian The result follows from (3.11) (with k = -1), Lemma 2 and holds uniformly in K.
Proof. Multiply both sides of (3.12) by q n {x μo) and then take the imaginary part of both sides of the equation to find a n+ι a n+\J
where
Pk(x\
The remainder R n (x) can easily be estimated by using Lemma 2. Recall that
and by (2.15) hence \q n {x μo)\ 2 < πwo(x)/C, and the result follows. D
The orthogonality measure.
In this section we will show that the function φ(x) defined in (3.9) contains a lot of information concerning the orthogonality measure μ. 
JK
By comparing the right-hand side of (4.5) and (4.6) we find that μo is absolutely continuous with respect to μ on K and since φ(x) Φ 0 on K (by Lemma 3) it also follows that μ is absolutely continuous with respect to μo on K. This proves the theorem. D
Examples.

Finite perturbations.
Suppose that the recurrence coefficients of p n (x μ m ) agree with the recurrence coefficients of p n (x μo) from a certain index m onward, i.e.
It is clear that (3.8) is true whenever one deals with these finite perturbations. From (3.9) and (3.12) it follows that the function φ{x) = φm(x) is given by where μ^ is the orthogonality measure for the associated Jacobi polynomials of order k. where γ k > -I, -I < x>ι < x$ < < XN-\ < 1 and φ is a positive function on [-1,1] of Dini type. The recurrence coefficients of generalized Jacobi polynomials are not known in general, but for some special cases (such as sieved ultraspherical [1] or sieved Jacobi polynomials) explicit formulas are known which show some periodic oscillations. For sieved orthogonal polynomials obtained through a polynomial transformation of an ultraspherical weight, i.e. when considering the weight 
~2 [4(n + λ)i -I] c n {\)
where c n (x) are the orthonormal ultraspherical polynomials with weight (1 -x 2 ) λ . This means that when recurrence coefficients oscillate around their limiting values, then the weight may have singularities inside the interval on which orthogonality holds.
