. The simplest one is the so-called learning within bounds [5] Figure 1 shows the retrieval quality (2) were 11 = p -v is the pattern number counted starting from the last learnt one, and P (x &#x3E; 11 ) is the probability of a random walk of more than q steps starting from + m or -m, without sticking to the barriers. For q &#x3E; 1 we get (see Appendix Ab)
The field is now a decreasing function of q : the effect of learning new patterns is to lower the local fields acting on older patterns, and the variance of the field distribution remains constant. Introducing (15) and (16) into (8) , and maximizing q with respect to m gives in good agreement with numerical results [4] :
It is interesting to apply this analysis to learning without synaptic sign changes [5] . The learning rule is the same as (14), but half of the synaptic efficacies are constrained between m/N and 0, the others between 0 and -m/N. From [5] , and is in very good agreement with e = 2.465, the replica symmetric solution of this model [9] . But 
