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Abstract
We analyse a non-linear micro–macro model of polymeric ﬂuids in the case of a shear ﬂow.
More precisely, we consider the FENE dumbbell model, which models polymers by nonlinear
springs, accounting for the ﬁnite extensibility of the polymer chain. We prove the existence of
a unique solution to the stochastic differential equation which rules the evolution of a
representative polymer in the ﬂow and next deduce a local-in-time existence and uniqueness
result on the system coupling the stochastic differential equation and the momentum equation
on the ﬂuid.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction and motivation
We continue here our endeavor, initiated in [9], to put the micro–macro models for
polymeric ﬂuid ﬂows on a mathematically sound ground.
Let us recall for consistency that these models aim at circumventing the difﬁculty
of ﬁnding a closure equation at the pure macroscopic level. In the case of
nonNewtonian ﬂuids such as polymeric ﬂuids, such an equation links the stress
tensor to the velocity ﬁeld through, say, a partial differential equation or an integral
relation. In order to build a micro–macro model, one goes down to the microscopic
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scale and makes use of kinetic theory to obtain a mathematical model for the
evolution of the microstructures of the ﬂuid, here the conﬁgurations of the polymer
chains. We refer the reader to [9] or [12] for a more complete introduction to this
type of models and to [1,2,6,14] for a comprehensive survey of the physical
background. Contrary to the purely macroscopic approach where the microscopic
models are used to derive macroscopic constitutive equations, most of the time
through some simplifying assumptions (closure assumptions) whose impact on the
result is difﬁcult to evaluate, the so-called micro–macro approach consists in keeping
explicit track of both scales. In mathematical terms, this micro–macro approach
translates into a coupled multiscale system of the following form (we consider here
the simplest case: the so-called dumbbell model, where the polymer is modelled by
two beads linked by a spring, see Fig. 1):
r
@u
@t
þ u  ru
 
¼ rp þ ZDu þ div s;
div u ¼ 0;
s ¼ n R ðX#FðXÞÞcðt; x; XÞ dX  nkBTId;
@c
@t
þ u  rxc ¼ divX rxu X  2z FðXÞ
 
c
 
þ s
2
z2
DXc;
8>>>>><>>>>>:
ð1Þ
where uðt; xÞ is the velocity of the ﬂuid, pðt; xÞ the pressure, sðt; xÞ the stress tensor,
and cðt; x; XÞ denotes the probability density function of the end-to-end vector X of
the polymer at time t and at position x: The other symbols are physical parameters:
FðXÞ is the entropic force a representative polymer chain experiences, r and Z
respectively are the density and the viscosity of the ambiant ﬂuid, n denotes the
density of polymers, the coefﬁcient s is deﬁned by s2 ¼ 2kBTz with T the
temperature and z the friction coefﬁcient of the beads within the ﬂuid. It is to be
noted that the Fokker–Planck equation on c holds at each macroscopic point x:
Let us at once indicate that, from a physical point of view, the dumbbell model,
for which the conﬁguration space is R3 (that is, XAR3), is too crude to completely
describe the evolution of the polymer chain. But this model serves as an efﬁcient test
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Fig. 1. The polymer (in dashed line) is modelled by a ‘‘dumbbell’’: two beads linked by a spring. The
vector X is called the end-to-end vector.
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problem for more sophisticated modelling strategies. In order to be more realistic,
one has indeed to consider a model where the polymer is not just modelled by its end-
to-end vector but by a chain of beads and springs, which leads to a system of the
form (1), but with a Fokker–Planck equation set in a conﬁguration space of
dimension larger than 3. This highly complicates a direct numerical attack of the
Fokker–Planck equation on c (there exists however such tentatives of direct attacks,
see [17] and the references therein).
The main trend in the community of researchers performing numerical simulations
of such complex ﬂows is therefore to ‘‘replace’’ the Fokker–Planck equation by the
underlying stochastic differential equation ruling the evolution of random variables
whose density is c: Such a hybrid strategy mixing stochastic and deterministic
aspects can be advantageously studied already in the setting of the simple dumbbell
model. In the simple case of the dumbbell model, it indeed consists in turning (1) into
the following mathematical system:
r
@u
@t
þ u  ru
 
¼ rp þ ZDu þ div ðsÞ;
div ðuÞ ¼ 0;
s ¼ nEðX#FðXÞÞ  nkBTId;
dX þ u  rX dt ¼ ruX  2
z
FðXÞ
 
dt þ
ﬃﬃﬃ
2
p
s
z
dW t;
8>>>><>>>>>:
ð2Þ
where Xðt; xÞ is a stochastic process representing the end-to-end vector of the
polymer modelled by a dumbbell (see Fig. 1). The stochastic process W t is a standard
(multidimensional) Brownian motion and E denotes the expectation.
In our previous work (see [9]), we have made the (simple) mathematical analysis
and the (more intricate) numerical analysis of this model when applied to a simple
Couette ﬂow (see Fig. 2) and when considering a linear force in the dumbbell (model
of Hookean dumbbells: FðXÞ ¼ HX ; with H a constant coefﬁcient) (see also [7] for
another example of a mathematical analysis of a viscoelastic ﬂow in this geometry).
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Fig. 2. Velocity proﬁle in a shear ﬂow of a dilute solution of polymers.
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It then reduces to the system
@tu  @yyu ¼ @ytþ fext;
tðt; yÞ ¼ EðX yt YtÞ;
dX
y
t ¼ 
X
y
t
2
þ @yuYt
 
dt þ dVt;
dYt ¼ Yt
2
dt þ dWt;
8>>>><>>>>:
ð3Þ
where (due to the simple geometry of the problem) u ¼ uxðyÞ and t ¼ sxyðyÞ are here
valued in R; while the space variable y varies in O ¼ ð0; 1Þ: In (3), we write all the
equations in a nondimensional form and fext denotes an external force. The
stochastic variables ðX yt ; YtÞ denote the components of the stochastic variable X t
introduced before. We have proved in [9] the well-posedness of the Cauchy problem
by showing a global-in-time existence and uniqueness result. On the other hand, we
have shown the convergence of the numerical approximation of the solution (ﬁnite
difference in time, P1 ﬁnite element in space, and Monte Carlo realizations) to the
exact solution.
Despite its interest as a test problem for many mathematical and numerical
techniques, the above Hookean dumbbell model is somewhat limited since it can in
fact be written under the form of a purely macroscopic model, namely the Oldroyd-B
model, that we recall here in its differential form:
s þ l ds
dt
¼ nkBTlðru þ truÞ; ð4Þ
with the upper convected derivative ddt deﬁned by
ds
dt
¼ @s
@t
þ u  rs  stru rus;
where l ¼ z
4H
is a characteristic time.
In order to address more general situations, we here want to treat the case of a
micro–macro model which cannot be written under the form of a macroscopic
model, and therefore is genuinely micro–macro. An instance of this model (at least to
the best of our knowledge, see [11] on this subject) is the so-called FENE
model where the acronym FENE stands for Finite Extensible Nonlinear Elastic. In
this model, the force within the spring has the following expression: FðXÞ ¼
HX
1jjX jj2=ðbkBT=HÞ (H and b being two constant coefﬁcients). This model is more realistic
from a physical point of view than the model of Hookean dumbbell since it accounts
for the ﬁnite extensibility of the real polymer. For example, this model exhibits
shear-thinning or hysteretic behavior in elongational ﬂows, contrary to the linear
model of Hookean dumbbells, and accordingly to experiment.
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Like in [9], we only consider in the sequel the setting of a simple Couette ﬂow. The
FENE model then reads, in a nondimensional form:
@tu  @yyu ¼ @ytþ fext; ð5Þ
t ¼ E X
y
t Y
y
t
1 ðX yt Þ2þðY yt Þ2
b
0@ 1A; ð6Þ
dX
y
t ¼ 
1
2
X
y
t
1 ðX yt Þ2þðY yt Þ2
b
þ @yuY yt
0@ 1Adt þ dVt;
dY
y
t ¼ 
1
2
Y
y
t
1 ðX yt Þ2þðY yt Þ2
b
0@ 1Adt þ dWt;
8>>><>>>:
ð7Þ
where the nondimensional parameter b40 measures the ﬁnite extensibility of the
polymer and is in practice of the order of 100 (see [14] p. 217). The space variable y
varies in O ¼ ð0; 1Þ and tA½0; T : The random variables are deﬁned on a ﬁltered
probability space ðO;F;Ft;PÞ: The random process ðVt; WtÞ is a ðFtÞ-two-
dimensional Brownian motion. For simplicity, the boundary conditions are taken
homogenous: uðt; y ¼ 0Þ ¼ uðt; y ¼ 1Þ ¼ 0: The initial velocity is uðt ¼ 0; :Þ ¼ u0; and
ðX0; Y0Þ is a F0-measurable random variable.
It is worth emphasizing the differences with respect to the Hookean dumbbell
model (3) (which can formally be recovered from (5)–(7) by letting b go to inﬁnity):
* No explicit expression of the stress in function of the velocity is known to date
(the FENE model is not closed),
* Both components X
y
t and Y
y
t of the connecting vector modelling the polymer
chain depend on the space variable,
* The drift term in (7) is nonlinear and singular.
Such differences make the mathematical analysis more delicate than that for the
Hookean dumbbell model. The purpose of the present article is to conduct such an
analysis. We hope to be able to treat the numerical analysis of such a system in the
future.
To the best of our knowledge, system (5)–(7) has never been analyzed
mathematically. The only result concerning a problem close to (5)–(7) is due to
Renardy in [15] where system (1) is analyzed and proved to admit a local-in-time
solution in spaces of regular functions. The result applies to the case of a ﬂow of
polymeric inviscid ﬂuid (Z ¼ 0) in R3 with spring forces slightly more explosive than
the FENE force.
The article is organized as follows. In Section 2, we deal with the stochastic
differential equation (7) (see also [8] for a more complete analysis of this stochastic
differential equation). We ﬁrst show the existence of a solution when u ¼ 0 and then,
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using the Girsanov Theorem, we build a weak solution to (7) when the velocity u is
arbitrarly given. Using Yamada–Watanabe Theorem, we next show that (7) admits a
unique strong solution. The main difﬁculty in proving the existence of a solution to
the stochastic differential equation comes from the singular nature of the drift. We
shall however see that we can take beneﬁt of this singular nature to obtain an a priori
bound on the stochastic processes (which does not exist in the Hookean case and
must therefore be circumvented by ad hoc cut-off techniques, see [9]). We next
consider the coupled system (5)–(7) and show some a priori estimates in Section 3.
We use these estimates in Section 4 to prove our main result (stated in Theorem 1),
namely a local-in-time existence and uniqueness result of the solution ðu; X yt ; Y yt Þ to
the coupled system (5)–(7), being understood that ðX yt ; Y yt Þ is a strong solution (in
the sense of probability theory) of (7) and u is a regular solution giving to (5) an
almost everywhere sense (which requires a good regularity of the data: initial
condition, boundary conditions, fext). We unfortunately are unable to extend this
existence result to any arbitrary large time, nor to extend it to a less regular class of
data. The numerical analysis of some discretization schemes used for the simulation
of stochastic differential equations of type (7) is currently under study.
2. Existence of a solution to the stochastic differential equation
In this section, we consider the stochastic differential equation (7) with a given
velocity u: More precisely, we ﬁx y in O; we set gðtÞ ¼ @yuðy; tÞ for conciseness, and
we suppose throughout this section that
gAL2t : ð8Þ
We are interested in solving for tX0 the following stochastic differential equation:
dX
g
t ¼ 
1
2
X
g
t
1 ðX gt Þ2þðY gt Þ2
b
þ gðtÞY gt
0@ 1Adt þ dVt;
dY
g
t ¼ 
1
2
Y
g
t
1 ðX gt Þ2þðY gt Þ2
b
0@ 1Adt þ dWt;
8>>>><>>>>:
ð9Þ
with initial condition ðX0; Y0Þ: Throughout this paper we will suppose that ðX0; Y0Þ
is such that PðX 20 þ Y 20XbÞ ¼ 0: In this section, we consider that t varies in the
whole of Rþ:
2.1. Notion of solution
Let us begin by giving a precise mathematical meaning to (9).
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Deﬁnition 1. We consider a ﬁltered probability space ðO;F;Ft;PÞ; a ðFtÞ-two-
dimensional Brownian motion ðVt; WtÞ and a F0-measurable random variable
ðX0; Y0Þ: We shall say that a ðFtÞ-adapted process ðX gt ; Y gt Þ is a solution to (9) when:
for P-a.e. o; 8tX0;
Z
0
t 1
1 ðX gs Þ2þðY gs Þ2
b

 dsoN with the convention 11 x2þy2b ¼ þN if x2 þ y2 ¼ b;
X
g
t ¼ X0 þ
Z
0
t
1
2
X gs
1 ðX gs Þ2þðY gs Þ2
b
þ gðsÞY gs
0@ 1Ads þ Vt;
Y
g
t ¼ Y0 þ
Z
0
t
1
2
Y gs
1 ðX gs Þ2þðY gs Þ2
b
ds þ Wt:
8>>>>>>><>>>>>>>:
ð10Þ
Our purpose in this section is to show:
Proposition 1. Assume that bX2 and (8). There exists a unique ðFtÞ-adapted process
ðX gt ; Y gt Þ with values in Cð½0;N½;R2Þ solution to (9) in the sense of Definition 1. In
addition, this solution is such that Pð(tX0; ðX gt Þ2 þ ðY gt Þ2 ¼ bÞ ¼ 0 and ðX gt ; Y gt Þ
is sðX0; Y0; ðVs; WsÞsptÞ- adapted. Moreover, assuming b44 and 1
1X
2
0
þY2
0
b
 !p
is integ-
rable for some p41; we have the following expression of the stress (6) in function of
the solution ðX gt ; Y gt Þ for g ¼ 0 henceforth denoted by ðXt; YtÞ:
E
X
g
t Y
g
t
1 ðX gt Þ2þðY gt Þ2
b
0@ 1A ¼ E XtYt
1 X 2t þY 2t
b
 !
E
Z 
0
gðsÞYs dVs
 
t
 !
; ð11Þ
where EðR 0 gðsÞYs dVsÞt is the exponential martingale:
E
Z 
0
gðsÞYs dVs
 
t
¼ exp
Z t
0
gðsÞYs dVs  1
2
Z t
0
ðgðsÞYsÞ2 ds
 
:
We begin by proving the uniqueness, next show the existence when g ¼ 0 and in a
third step show the existence for a general g satisfying (8).
2.2. Uniqueness
Lemma 1. Let ðX g; Y gÞ and ð eX g; eY gÞ be two solutions of (9) in the sense of Defini-
tion 1. Provided ðX g; Y gÞ is such that Pð(tX0; ðX gt ; Y gt ÞXbÞ ¼ 0; then,
Pð8tX0; ðX gt ; Y gt Þ ¼ ð eX gt ; eY gt ÞÞ ¼ 1:
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Proof. Let us consider the stopping time
tn ¼ inf t;maxððX gt Þ2 þ ðY gt Þ2; ð eX gt Þ2 þ ð eY gt Þ2ÞXb 1 1
n
  
:
Let set Fxðx; yÞ ¼ 12 x1x2þy2
b
and Fyðx; yÞ ¼ 12 y1x2þy2
b
: These functions are Lipschitz
continuous with constant Kn on the ball Bn ¼ fðx; yÞ; x2 þ y2pbð1 1nÞg:
Let us now consider Pt ¼ X gt  eX gt and Qt ¼ Y gt  eY gt : We have
Pt ¼
Z t
0
FxðX gs ; Y gs Þ  Fxð eX gs ; eY gs Þ ds þ Z t
0
gðsÞQs ds;
Qt ¼
Z t
0
FyðX gs ; Y gs Þ  Fyð eX gs ; eY gs Þ ds:
We can therefore write, for any tAð0; tnÞ:
jPtj þ jQtjp
Z t
0
ð2 Kn þ jgðsÞjÞ ðjPsj þ jQsjÞ ds:
Using Gronwall Lemma and the fact that gAL1t ; we deduce that, almost surely,
for any tAð0; tnÞ; Pt ¼ 0 and Qt ¼ 0: Hence ðX gt ; Y gt Þ and ð eX gt ; eY gt Þ coincide on
ð0; limn-N tnÞ: As a consequence, tn ¼ infft; ðX gt Þ2 þ ðY gt Þ2Xbð1 1nÞg and by the
assumption made on ðX gt ; Y gt Þ; limn-N tn ¼ þN: &
Remark 1. The proof makes a crucial use of the fact that (9) only differs from a
system of ordinary differential equations by the simple addition of a Brownian
motion.
2.3. Existence when g ¼ 0
The crucial lemma which will be used in the sequel states the existence of a (strong)
solution to (9) when g ¼ 0: We recall that this solution will be denoted in the
following by ðXt; YtÞ:
Lemma 2. Assume that bX2 and g ¼ 0; then there exists a unique solution ðXt; YtÞ to
(9) in the sense of Definition 1. This solution is such that Pð(tX0; ðXtÞ2 þ ðYtÞ2 ¼
bÞ ¼ 0: In addition, for any pX1; if b is such that b42ðp þ 1Þ and if the random
variable 1
1X
2
0
þY2
0
b
 !p
is integrable, then t/E 1
1X
2
t
þY2
t
b
 !p
is locally bounded.
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Proof. We consider the following approximation of the stochastic differential
equation (9), with g ¼ 0:
dX nt ¼ 
1
2
X nt
max ð1 ðX nt Þ2þðY nt Þ2
b
; 1
n
Þ
0@ 1Adt þ dVt;
dY nt ¼ 
1
2
Y nt
max ð1 ðX nt Þ2þðY nt Þ2
b
; 1
n
Þ
0@ 1Adt þ dWt;
8>>><>>>>:
ð12Þ
and the stopping time
tn ¼ inf t; ðX nt Þ2 þ ðY nt Þ2Xb 1
1
n
  
:
Using the fact that (12) has a unique strong solution ðX nt ; Y nt Þ on ½0; tnÞ and setting
ðXt; YtÞ ¼ ðX nt ; Y nt Þ on ½tn1; tnÞ; one obtains by continuation of the piecewise
solutions a strong solution to (9) with g ¼ 0 on ½0; limn-N tnÞ: Using Itoˆ ’s formula,
one ﬁnds that Rt ¼ ðXtÞ2 þ ðYtÞ2 satisﬁes the following stochastic differential
equation on ½0; limn-N tnÞ:
dRt ¼  Rt
1 Rt
b
þ 2
 !
dt þ 2ðXt dVt þ Yt dWtÞ:
Using Girsanov Theorem on ðX nt ; Y nt Þ; one may next check that
Pð(tA½0; tnÞ; ðX nt Þ2 þ ðY nt Þ2¼0Þ¼0 and therefore Pð(tA½0; limn-N tnÞ; Rt ¼ 0Þ¼0:
The former equation may thus be written in the following form
dRt ¼  Rt
1 Rt
b
þ 2
 !
dt þ 2
ﬃﬃﬃﬃﬃ
Rt
p
dBt; ð13Þ
where Bt is a Brownian motion by Paul Le´vy characterization. Let us now consider a
scale function s : ð0; bÞ-R such that
 x
1 x
b
þ 2
 
s0ðxÞ þ 2xs00ðxÞ ¼ 0
which leads to
s0ðxÞ ¼ Cðb  xÞb=2x1:
We choose a primitive function s deﬁned on ð0; bÞ: This function s is increasing and is
such that limx-b sðxÞ ¼ þN; provided bX2: Using Itoˆ ’s formula, on ½0; limn-N tnÞ;
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we have
sðRtÞ ¼ sðR0Þ þ 2
Z t
0
s0ðRsÞ
ﬃﬃﬃﬃﬃ
Rs
p
dBs: ð14Þ
Let us suppose ﬁrst that sðR0Þ is integrable, so that sðRtÞ is a local martingale. Let k
be a nonnegative integer. We now introduce the stopping time
sk ¼ inf to lim
n-N
tn; Rtp
1
k
 
; with the convention inff|g ¼ þN:
The random process sðRt4tn4skÞ is a martingale. Thus we have for any t and for
any n;
EðsðRt4tn4skÞÞ ¼ EðsðR0ÞÞ
which leads (using the fact that s is increasing) to
s b 1 1
n
  
Pðtnpt4skÞ þ s 1
k
 
ð1 Pðtnpt4skÞÞpEðsðR0ÞÞ:
Taking ﬁrst the limit n-N; we obtain Pðlimn-N tnpt4skÞ ¼ 0: Taking then
the limit k-N; we obtain Pðlimn-N tnpt4limk-N skÞ ¼ 0: We know that
Pð(tA½0; limn-N tnÞ; Rt ¼ 0Þ ¼ 0; which implies Pðlimn-N tn4limk-N skÞ ¼ 0
and ﬁnally
P lim
n-N
tnpt
 
pP lim
n-N
tnpt4 lim
k-N
sk
 
þ P lim
n-N
tn4 lim
k-N
sk
 
¼ 0:
We have shown that Pðlimn-N tn ¼NÞ ¼ 1; and we have therefore built a strong
solution ðX ; Y Þ to (9) with g ¼ 0 on Rþ: If sðR0Þ is not integrable, one has to use the
same arguments as before on feoX 20 þ Y 20ob  eg where e40 (by multiplying (14)
by 1eoX 2
0
þY 2
0
obe) and conclude by letting e go to 0:
If one considers another solution ð eX ; eY Þ of (9) with g ¼ 0 in the sense of
Deﬁnition 1, using Lemma 1, this solution is such that Pð8tX0; ðXt; YtÞ ¼
ð eXt; eYtÞÞ ¼ 1: This shows that (9) admits a unique strong solution.
Let us now turn to the integrability of 1
1X
2
t
þY2
t
b
 !p
and let us consider ﬁrst the case
p ¼ 1; assuming E 1
1R0
b
 
oN: Using Itoˆ ’s formula, it is easy to derive
E
1
1 Rt4tn
b
 !
¼ E 1
1 R0
b
 !
þ E
Z t4tn
0
2=b
ð1 Rs
b
Þ2 þ
ð4 bÞRs=b2
ð1 Rs
b
Þ3 ds
 !
:
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Assuming b44; it is clear that M ¼ supxAð0;bÞ 2=bð1x
b
Þ2 þ
ð4bÞx=b2
ð1x
b
Þ3
 
oN and one can
then obtain
E
1
1 Rt4tn
b
 !
pE 1
1 R0
b
 !
þ MEðt4tnÞ:
This yields, for any t40;
E
1
1 Rt
b
 !
pE 1
1 R0
b
 !
þ Mt:
For an exponent p41; the same arguments show that 1
1X
2
t
þY2
t
b
 !p
is integrable,
provided b42ðp þ 1Þ and that 1
1X
2
0
þY2
0
b
 !p
is integrable. &
Remark 2 (On the assumption b42ðp þ 1Þ). We assume that bX2 as in Lemma 2.
Let
Pðx; yÞ ¼ 
b
2
ln 1 x2þy2
b
 
if x2 þ y2ob;
þN otherwise;
8<: ð15Þ
denote a potential of the FENE force. Setting X t ¼ ðXt; YtÞ and W t ¼ ðVt; WtÞ; we
see that the stochastic differential equation (9) with g ¼ 0 has the following form:
dX t ¼ 1
2
rPðX tÞ dt þ dW t: ð16Þ
Hence, one expects the probability measure with density
p0ðx; yÞ ¼ expðPðx; yÞÞR
R2
expðPðx; yÞÞ dx dy ¼
b þ 2
2pb
1 x
2 þ y2
b
 b=2
1x2þy2ob ð17Þ
to be invariant. One can indeed prove this property by comparing (16) with
stochastic differential equations where the potential P is carefully regularized and
for which the symmetry properties of the transition densities given by Rogers in [16]
(see remark (ii) and line 2 p.161) hold. The choice of this invariant probability
measure as the law for the initial random variable ðX0; Y0Þ is natural from a
physical point of view, since we consider here the start up of a shear ﬂow: the ﬂuid is
therefore initially at rest (see also [3]). Note that for this initial distribution, we
have tjt¼0 ¼ E X0Y0
1X
2
0
þY2
0
b
 !
¼ 0: In addition, for this initial distribution, for any
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tX0; ðXt; YtÞ has the density p0 and therefore 1
1X
2
t
þY2
t
b
 !p
is integrable as soon as
b42ðp  1Þ (and not only under the stronger assumption b42ðp þ 1Þ made in
Lemma 2). See [8] for more details.
Remark 3 (On the optimality of the assumption bX2). The assumption bX2 turns
out to be a necessary condition to prevent ðXt; YtÞ from touching the boundary of
the ball B ¼ Bð0; ﬃﬃﬃbp Þ ¼ fðx; yÞ; x2 þ y2obg and therefore to have pathwise
uniqueness of the solution to the stochastic differential equation (9) when g ¼ 0 in
the sense of Deﬁnition 1. The function 1
2
P :R2- N;þN; where P is deﬁned by
(15), is a continuous convex function with domain B: Its subdifferential @ 1
2
P
 
is a
maximal monotone operator on R2: According to [4], for any b40; the multivalued
stochastic differential equation
dX t þ @ 1
2
P
 
ðX tÞ dt{dW t;
where W t ¼ ðVt; WtÞ and with X0 ¼ ðX0; Y0Þ has a unique strong solution. This
solution belongs to CðRþ; %BÞ and following the approach of [5] (see Lemmas 3.3, 3.4,
3.6 and 3.8), one can check that X t ¼ ðXt; YtÞ is a solution of the stochastic
differential equation (9) when g ¼ 0 in the sense of Deﬁnition 1. In case bX2; this
solution is equal to the one given in Lemma 2 and Pð(tX0; X 2t þ Y 2t ¼ bÞ ¼ 0: In
case 0obo2; applying Feller’s test for explosions (see [10] pp. 348–350) to the semi-
martingale Rt ¼ jjX tjj2 which satisﬁes (13), we check that Pð(tX0; X 2t þ Y 2t ¼ bÞ ¼ 1:
In this case, using again results concerning multivalued stochastic differential
equations, one can build a solution to (10) outside of the ball B; with initial
condition on the boundary and with g ¼ 0: this can be used to show that uniqueness in
law and therefore pathwise uniqueness do not hold for (10). All these results are
detailed in [8].
2.4. Existence in the general case
We now turn to the proof of Proposition 1 in the general case ga0:
Lemma 2 provides us with a weak solution to the stochastic differential equation
(9) when gAL2t by the Girsanov Theorem. Indeed, let us consider the solution
ðXt; YtÞ deﬁned in Lemma 2 in the probability space ðO;F;Ft;PÞ: Under the
probability Pg deﬁned by
dPg
dP

Ft
¼ E
Z 
0
gðsÞYs dVs
 
t
;
the process ðV gt ; W gt Þ ¼ ðVt 
R t
0 gðsÞYs ds; WtÞ is a Brownian motion and therefore
ðXt; Yt; Vgt ; W gt ;PgÞ is a weak solution of the stochastic differential equation (9).
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By construction, this weak solution has its paths in Cð½0; T ; BÞ; where B ¼
Bð0; ﬃﬃﬃbp Þ ¼ fðx; yÞ; x2 þ y2obg: On the other hand, we know that trajectorial
uniqueness holds for such solutions in the ball (by Lemma 1). Therefore, by
Yamada–Watanabe Theorem, we have the existence of a strong solution ðX gt ; Y gt Þ to
(9) with its paths in Cð½0; T ; BÞ: Yamada–Watanabe Theorem also gives us
uniqueness in law for the solution to (9).
Suppose we are now given another solution of (9) in the sense of Deﬁnition 1. By
comparing this solution to the above strong solution ðX gt ; Y gt Þ and applying again
Lemma 1, we obtain that this solution is equal to the one we have built. This also
shows that any solution ð eX g; eY gÞ of (9) in the sense of Deﬁnition 1 is such that
Pð(tX0; ð eX gt Þ2 þ ð eY gt Þ2 ¼ bÞ ¼ 0:
Let us now suppose that b44 and 1
1X
2
0
þY2
0
b
 !p
is integrable for some p41: We
want to show equality (11). We need the following Lemma:
Lemma 3. If gAL2t ; then we have, for any 1proN; if b42ðr þ 1Þ; and provided that
1
1X
2
0
þY2
0
b
 !p
is integrable for some p4r; for all t, X
g
t Y
g
t
1ðX
g
t
Þ2þðYg
t
Þ2
b


r
is integrable and, for any
b2
b2ð1þrÞ3
p
proqoN:
E
X
g
t Y
g
t
1 ðX gt Þ2þðY gt Þ2
b


r0@ 1A1=rpCq;r exp q  1
2r
b
Z t
0
jgðsÞj2ds
 
;
where Cq;r denotes a constant depending only on q; r; b and E
1
1X
2
0
þY2
0
b
 ! rq
q1
0@ 1A:
Proof. Using Ho¨lder inequality and the properties of the exponential martingale, we
have:
E
X
g
t Y
g
t
1 ðX gt Þ2þðY gt Þ2
b


r
¼ E XtYt
1 X 2t þY 2t
b


r
E
Z 
0
gðsÞYs dVs
 
t
 !
p E XtYt
1 X 2t þY 2t
b


q0r
0@ 1A1=q0E E Z 
0
gðsÞYs dVs
 q
t
 1=q
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p ðCq;rÞrE E q
Z 
0
gðsÞYs dVs
 
t
exp
q2  q
2
Z t
0
ðgðsÞYsÞ2 ds
  1=q
p ðCq;rÞr exp q  1
2
b
Z t
0
jgðsÞj2 ds
 
E E q
Z 
0
gðsÞYs dVs
 
t
 1=q
p ðCq;rÞr exp q  1
2
b
Z t
0
jgðsÞj2 ds
 
with q0 ¼ q
q1 and Cq;r ¼ suptA½0;T  E XtYt
1X
2
t
þY2
t
b
 !q0r0@ 1A1=ðq0rÞoN by Lemma 2. &
Using this Lemma with r ¼ 1 (and a q such that q4b2
b43
p
p1Þ; one can show that
X
g
t Y
g
t
1ðX
g
t
Þ2þðYg
t
Þ2
b
is integrable and therefore that equality (11) holds. This concludes the
proof of Proposition 1.
3. Notion of solution and a priori estimates on the coupled system
We now consider the coupled system of equations (5)–(7). From now
on, we suppose that t varies in a bounded interval ½0; T : The space variable y
varies in O ¼ ð0; 1Þ: The notation L2t ðL2yÞ is a shortcut for L2ð½0; T ; L2ðOÞÞ; for
example.
3.1. Notion of solution
The notion of solution we shall deal with in the sequel is the following.
Deﬁnition 2. Let us be given u0AH1y ; fextAL
2
t ðL2yÞ; together with a probabilized
space ðO;F;Ft;PÞ; ðX0; Y0Þ a F0-measurable random variable and
ðVt; WtÞ a ðFtÞ two-dimensional Brownian motion. We shall say that
ðuðt; yÞ; X yt ; Y yt Þ is a solution on the time interval ½0;YÞ if
uALNð½0;Y; H10;yÞ-L2ð½0;Y; H2y Þ satisﬁes
@tuðt; yÞ  @yyuðt; yÞ ¼ @yE X
y
t Y
y
t
1 ðX yt Þ2þðY yt Þ2
b
0@ 1Aþ fextðt; yÞ;
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in the sense of D0ð½0;YÞ  OÞ (at least), and for a.e. ðy;oÞ; 8tAð0;YÞ;
Z t
0
1
1 ðX ys Þ2þðY ys Þ2
b

 dsoN; with the convention 11 x2þy2b ¼ þN if x2 þ y2 ¼ b;
X
y
t ¼ X0 þ
Z t
0
1
2
X ys
1 ðX ys Þ2þðY ys Þ2
b
þ @yu Y ys
0@ 1Ads þ Vt;
Y
y
t ¼ Y0 þ
Z t
0
1
2
Y ys
1 ðX ys Þ2þðY ys Þ2
b
ds þ Wt:
Remark 4. One can note that we require the solution u to the partial differential
equation (5) is strong. This is due to the fact that our technique of proof requires an
estimate on @yu in norm H
1
y in order to control the stress t (see Section 3.2.2).
Remark 5. Since for a.e. yAO; @yuð:; yÞ is in L2ð½0;YÞ; we see that ðX yt ; Y yt Þ ¼
ðX @yut ; Y @yut Þ; where ðX @yut ; Y @yut Þ denotes the solution to (10) with g ¼ @yuð:; yÞ
(see Proposition 1).
3.2. A priori estimates
In this section, we give some formal a priori estimates which will be used in the
sequel to prove the existence of a solution to the coupled problem.
3.2.1. First energy estimate
The ﬁrst a priori estimate expresses the conservation of the energy stored in the
ﬂow and in the dumbbells.
Lemma 4 (Global-in-time ﬁrst energy estimate). Let ðuðt; yÞ; X yt ; Y yt Þ be a solution of
ð5Þ–ð7Þ on ½0; TÞ in the sense of Definition 2: Assume moreover b46 and 1
1X
2
0
þY2
0
b
 !p
integrable for some p42: Then we have the following formal estimate:
1
2
d
dt
Z
O
u2 þ d
dt
Z
O
EðPðX yt ; Y yt ÞÞ þ
Z
O
ð@yuÞ2
þ 1
2
Z
O
E
ðX yt Þ2 þ ðY yt Þ2
1 ðX yt Þ2þðY yt Þ2
b
 2
0B@
1CA Z
O
E
1
1 ðX yt Þ2þðY yt Þ2
b
 2
0B@
1CA ¼ Z
O
fextu; ð18Þ
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where P is the potential for the FENE defined by ð15Þ: Under the additional
assumptions fextAL1t ðL2yÞ and u0AL2y; this yields the following formal estimate on the
solution:
jjujjLNt ðL2yÞ þ jj@yujjL2t ðL2yÞ þ jjPðX
y; Y yÞjjLNt ðL1yðL1oÞÞ þ jjU ðX
y; Y yÞjjL2t ðL2yðL2oÞÞpC; ð19Þ
where U ðx; yÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2þy2
p
1x2þy2
b
and C is a constant depending on T, jju0jjL2y ; jjfextjjL1t ðL2yÞ and
EðPðX0; Y0ÞÞ:
Proof. Multiplying Eq. (5) by u and integrating over O; one obtains
1
2
Z
O
uðt; yÞ2  1
2
Z
O
u0ðyÞ2 þ
Z t
0
Z
O
ð@yuÞ2 ¼ 
Z t
0
Z
O
t @yu þ
Z t
0
Z
O
fextu: ð20Þ
Note that this is the only formal operation that will be later on justiﬁed once the
problem discretized: the following of the proof is completely rigorous.
A simple calculus shows that rP ¼ 1
1x2þy2
b
ðx; yÞ1x2þy2ob and DP ¼
2
1x2þy2
b
 2 1x2þy2ob: Therefore, using Itoˆ ’s formula, we have
dðPðX yt ; Y yt ÞÞ ¼ 
1
2
U ðX yt ; Y yt Þ2 dt þ @yu
X
y
t Y
y
t
1 ðX yt Þ2þðY yt Þ2
b
dt þ 1
1 ðX yt Þ2þðY yt Þ2
b
 2 dt
þ X
y
t
1 ðX yt Þ2þðY yt Þ2
b
dVt þ Y
y
t
1 ðX yt Þ2þðY yt Þ2
b
dWt:
This calculus is justiﬁed by the fact that the random process ðX yt ; Y yt Þ does not touch
the boundary of B (see Proposition 1). Integrating both in time and space and taking
the expectation value, we therefore obtainZ
O
EðPðX yt ; Y yt ÞÞ ¼
Z
O
EðPðX0; Y0ÞÞ  1
2
Z t
0
Z
O
EðU ðX ys ; Y ys Þ2Þ ds
þ
Z t
0
Z
O
@yutþ
Z t
0
Z
O
E
1
1 ðX ys Þ2þðY ys Þ2
b
 2
0B@
1CA ds: ð21Þ
Note that the expectations of the local martingales are null since we have assumed
b46 and 1
1X
2
0
þY2
0
b
 !p
integrable for some p42 so that, by Lemma 3, for a.e. yAO;
E
Z
0
T
1
1ðX
y
s Þ2þðY
y
s Þ2
b
 2
ds
 !
has a ﬁnite value. By summing (20) and (21), one obtains
the energy equality (18).
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Estimate (19) is then obtained by using the energy equality. Indeed, the term
PðX yt ; Y yt Þ is positive and one can note that the term
Z
O
E 1
ð1ðX
y
t
Þ2þðYy
t
Þ2
b
Þ2
 !
can be
bounded from above by the term 1
2
Z
O
E
ðX yt Þ2þðY yt Þ2
ð1ðX
y
t
Þ2þðYy
t
Þ2
b
Þ2
 !
by writing
1
2
ðX yt Þ2 þ ðY yt Þ2
1 ðX yt Þ2þðY yt Þ2
b
 2  1
1 ðX yt Þ2þðY yt Þ2
b
 2
¼ 1
2
ðX yt Þ2 þ ðY yt Þ2
1 ðX yt Þ2þðY yt Þ2
b
 2  1ðX yt Þ2þðY yt Þ242þe
1 ðX yt Þ2þðY yt Þ2
b
 2

1ðX yt Þ2þðY yt Þ2o2þe
ð1 ðX yt Þ2þðY yt Þ2
b
Þ2
X
e
2ð2þ eÞ
ðX yt Þ2 þ ðY yt Þ2
1 ðX yt Þ2þðY yt Þ2
b
 2  b2ðb  ð2þ eÞÞ2
with e such that b  24e: &
3.2.2. Second energy estimate
In order to show the second estimate, we have to use an expression of the stress t
which will give us regularity in the space variable y: In Proposition 1, we have shown
that the stress t has the following expression (assuming b44 and 1
1X
2
0
þY2
0
b
 !p
is
integrable for some p41; see (11)):
tðt; yÞ ¼ E X
y
t Y
y
t
1 ðX
y
t Þ2þðY yt Þ2
b
0@ 1A;
¼ E XtYt
1 X 2t þY 2t
b
 !
E
Z 
0
@yuðyÞYs dVs
 
t
 !
: ð22Þ
Differentiating (22) with respect to y enables us to convert the regularity of u to the
one of @yt; which provides us with the following local-in-time estimate.
Lemma 5 (Local-in-time second energy estimate). Under the assumptions b46;
fextAL2t ðL2yÞ; u0AH1y and provided that 1
1X
2
0
þY2
0
b
 !p
is integrable for some p42; we have
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the following formal estimate on ½0; T 0; with T 0Að0; TÞ depending on jj@yu0jjL2y ; on
jjfextjjL2t ðL2yÞ; on b; and on E 1
1X
2
0
þY2
0
b
 !p !
:
jjujjLNð½0;T 0 ;H1y Þ þ jjujjL2ð½0;T 0;H2y ÞpC:
This also yields the following formal estimate on @tu; on ½0; T 0:
jj@tujjL2ð½0;T 0 ;L2yÞpC:
In both cases, C is a constant depending on jj@yu0jjL2y ; jjfextjjL2ð½0;T 0 ;L2yÞ; on b and on
E 1
1X
2
0
þY2
0
b
 !p !
:
Proof. Multiplying (5) by @yyu and integrating over O; one obtains
1
2
Z
O
ð@yuðt; yÞÞ2  1
2
Z
O
ð@yu0Þ2 þ
Z t
0
Z
O
ð@yyuÞ2
¼ 
Z t
0
Z
O
@yt@yyu 
Z t
0
Z
O
fext@yyu:
This yields Z
O
ð@yuðt; yÞÞ2 þ
Z t
0
Z
O
@yyu
 2pA þ 2 Z t
0
Z
O
j@ytj j@yyuj;
with A ¼ jj@yu0jj2L2y þ
R T
0
R
O jfextj2: Notice that this is a formal operation that will be
later on justiﬁed once the problem discretized.
Using (22), we can derive
@yt ¼ E XtYt
1 X 2t þY 2t
b
 ! Z t
0
@yyuYs dVs 
Z t
0
ð@yyuÞð@yuÞY 2s ds
  
E
Z 
0
@yuYs dVs
 
t
!
: ð23Þ
This can be shown in two steps, by ﬁrst derivating with respect to y; for almost every
o; the random variable XtYt
1X
2
t
þY2
t
b
 !
EðR 0 @yuðyÞYs dVsÞt and then by proving uniform
integrability (in o) on this derivative. To perform the ﬁrst step, one can consider the
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random variable zt;h deﬁned by
zt;h ¼
R t
0
@yuðyþhÞYs dVs
R t
0
@yuðyÞYs dVs
h
if ha0;R t
0 @y;yuðyÞYs dVs if h ¼ 0
8<:
and prove that z is continuous by Kolmogorov Theorem (see [10, Theorem 2.8, p.
53]). This is also done in a formal way, since it required regularity on u: this
operation will be justiﬁed once the problem discretized. Note that the following of
the proof is now completely rigorous.
For the ﬁrst term, one can obtain, by using the fact that Yt is bounded (see
Proposition 1) and Ho¨lder inequality in o; for any q such that q42ðb2Þ
b6 3
2p
p2:
E
XtYt
1 X 2t þY 2t
b
 ! Z t
0
@yyuYs dVs
 
E
Z 
0
@yuYs dVs
 
t
 !

pCq E
Z t
0
@yyuYs dVs
 2 !1=2
exp
q  1
2
b
Z t
0
ð@yuÞ2 ds
 
pCq
ﬃﬃﬃ
b
p Z t
0
j@yyuj2 ds
 1=2
exp
q  1
2
b
Z t
0
ð@yuÞ2 ds
 
:
For the second term, a similar argument shows
E
XtYt
1 X 2t þY 2t
b
 ! Z t
0
ð@yyuÞð@yuÞY 2s ds
 
E
Z 
0
@yuYs dVs
 
t
 !

pC0qb
Z t
0
j@yyujj@yuj ds
 
exp
q  1
2
b
Z t
0
ð@yuÞ2 ds
 
:
We thus have (using, since we are in dimension one, @yuðr; yÞpjj@yuðr; :ÞjjH1y )
Z t
0
Z
O
j@ytj j@yyuj ds
p
Z t
0
Z
O
exp
q  1
2
b
Z s
0
ð@yuÞ2 dr
 
Cq
ﬃﬃﬃ
b
p Z s
0
j@yyuj2 dr
 1=2 
þ C0q b
Z s
0
j@yyuj j@yuj dr
 !
j@yyujðsÞ ds
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pCq
ﬃﬃﬃ
b
p Z t
0
exp
q  1
2
b
Z s
0
jj@yujj2H1y dr
 

Z
O
Z s
0
j@yyuj2ðrÞ dr
 1=2
j@yyujðsÞ
 !
ds
þ C0q b
Z t
0
exp
q  1
2
b
Z s
0
jj@yujj2H1y dr
 

Z s
0
jj@yujjH1y ðrÞ
Z
O
j@yyujðrÞj@yyujðsÞ dr
 
ds:
So we obtain by the application of Cauchy Schwartz inequality (to the spatial
integral) to both terms:Z t
0
Z
O
j@ytj j@yyuj ds
pCq
ﬃﬃﬃ
b
p Z t
0
exp
q  1
2
b
Z s
0
jj@yujj2H1y ðrÞ dr
  Z s
0
jj@yyujj2L2yðrÞ dr
 1=2
 jj@yyujjL2yðsÞ ds
þ C0q b
Z t
0
exp
q  1
2
b
Z s
0
jj@yujj2H1y ðrÞ dr
  Z s
0
jj@yujjH1y ðrÞjj@yyujjL2yðrÞ dr
 
 jj@yyujjL2yðsÞ ds
p1
4
Z t
0
jj@yyujj2L2yðsÞ ds
þ Cðq; bÞ
Z t
0
exp ðq  1Þb
Z s
0
jj@yujj2H1y ðrÞ dr
  Z s
0
jj@yyujj2L2yðrÞ dr
 
ds
þ C0ðq; bÞ
Z t
0
exp ðq  1Þb
Z s
0
jj@yujj2H1y ðrÞ dr
 

Z s
0
jj@yujjH1y ðrÞjj@yyujjL2yðrÞ dr
 2
ds:
We thus have shown the following inequality:
jj@yujj2L2yðtÞ þ
1
2
Z t
0
jj@yyujj2L2yðsÞ ds
pA þ 2Cðq; bÞ
Z t
0
exp ðq  1Þb
Z s
0
jj@yujj2H1y ðrÞ dr
  Z s
0
jj@yyujj2L2yðrÞ dr
 
ds
þ 2C0ðq; bÞ
Z t
0
exp ðq  1Þb
Z s
0
jj@yujj2H1y ðrÞ dr
 

Z s
0
jj@yujjH1y ðrÞjj@yyujjL2yðrÞ dr
 2
ds:
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Let f1ðtÞ ¼ jj@yujj2L2yðtÞ and f2ðtÞ ¼
R t
0 jj@yyujj2L2yðsÞ ds: We have
f1ðtÞ þ 1
2
f2ðtÞpA þ 2Cðq; bÞ
Z t
0
exp a
Z s
0
f1ðrÞ dr þ f2ðsÞ
  
f2ðsÞ ds
þ 2C0ðq; bÞ
Z t
0
exp a
Z s
0
f1ðrÞ dr þ f2ðsÞ
  
Z s
0
f1ðrÞ dr þ f2ðsÞ
 
f2ðsÞ ds;
with a ¼ ðq  1Þb: Let RðtÞ be the right-hand side of the former equation. We can
then write
R0ðtÞ ¼ 2 exp a
Z t
0
f1ðrÞ dr þ f2ðtÞ
  
 Cðq; bÞ þ C0ðq; bÞ
Z t
0
f1ðrÞ dr þ f2ðtÞ
  
f2ðtÞ
p 4 exp a
Z t
0
RðrÞ dr þ 2RðtÞ
  
 Cðq; bÞ þ C0ðq; bÞ
Z t
0
RðrÞ dr þ 2RðtÞ
  
RðtÞ:
By integrating in time, this leads to
RðtÞpA þ 4
Z t
0
exp a
Z s
0
RðrÞ dr þ 2RðsÞ
  
Cðq; bÞ þ C0ðq; bÞ


Z s
0
RðrÞ dr þ 2RðsÞ
 
RðsÞ ds:
Since R is an increasing function, we have
RðtÞpA þ 4
Z t
0
expðaðT þ 2ÞRðsÞÞðCðq; bÞ þ C0ðq; bÞðT þ 2ÞRðsÞÞRðsÞ ds
pA þ
Z t
0
expðbRðsÞÞðc þ c0RðsÞÞRðsÞ ds;
with b ¼ aðT þ 2Þ; c ¼ 4Cðq; bÞ and c0 ¼ 4ðT þ 2ÞC0ðq; bÞ: From this one can deduce
that there exists g40 and C40 (both depending on q; b; E 1
1X
2
0
þY2
0
b
 !p !
and T),
such that
RðtÞpA þ C
Z t
0
expðgRðsÞÞ ds:
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Let HðtÞ denote the right-hand side. It is easy to derive from this inequality the
following estimate: 8tA 0; 1gC expðgAÞ
 
;
RðtÞpHðtÞp1
g
ln
1
expðgAÞ  gCt
 
:
If we set T 0 ¼ 1gC ðexpðgAÞ  expð2gAÞÞ; we have for all tAð0; T 0Þ;
RðtÞpHðtÞp2A:
This leads to the following estimate: for all tAð0; T 0Þ;
jj@yujj2L2yðtÞ þ
1
2
Z t
0
jj@yyujj2L2yðsÞ dsp2A: ð24Þ
In order to obtain the estimate on @tu; we observe that @tu ¼ @yyu þ fext þ @yt: We
have already shown an estimation of @yyu in L
2ð½0; T 0; L2yÞ norm. Moreover, using
the same argument as before, we can easily show that, for any function
vAL2ð½0; T 0; L2yÞ; Z t
0
Z
O
@ytv
 pCjjvjjL2ð½0;T 0;L2yÞ;
where C is a constant depending on q; b; A; E 1
1X
2
0
þY2
0
b
 !p !
and T 0: This yields the
estimate on @tu: &
4. Existence of a solution to the coupled system
The aim of this section is to prove the following:
Theorem 1 (Local-in-time existence and uniqueness). We assume that b46;
fextAL2t ðL2yÞ; u0AH1y and 1
1X
2
0
þY2
0
b
 !p
is integrable for some p42: Then there exists
T 0Að0; TÞ (depending on the data) such that system ð5Þ–ð7Þ admits a unique solution
ðuðt; yÞ; X yt ; Y yt Þ on ½0; T 0 in the sense given in Definition 2:
Remark 6. If one chooses some initial random variables ðX0; Y0Þ distributed with the
invariant density p0 deﬁned by (17), then Theorem 1 holds under the weaker
assumption b42 (see Remark 2 and Lemma 5). We recall that none of these
assumptions on b is restrictive in practice since b is physically of the order of 100.
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In the following, we assume b46; fextAL2t ðL2yÞ; u0AH1y and 1
1X
2
0
þY2
0
b
 !p
is integ-
rable for some p42:
In order to show the existence of a solution to the coupled system, we introduce
the following variational formulation of (5):
Find uALNt ðH10;yÞ-L2t ðH2y Þ such that for all vAH10;y;
d
dt
Z
O
uv ¼ 
Z
O
@yu@yv 
Z
O
t@yv þ
Z
O
fextv; ð25Þ
together with
t ¼ E X
y
t Y
y
t
1 ðX yt Þ2þðY yt Þ2
b
0@ 1A; ð26Þ
X
y
t ¼ X0 þ
Z t
0
1
2
X ys
1 ðX ys Þ2þðY ys Þ2
b
þ @yu Y ys
0@ 1A ds þ Vt; ð27Þ
Y
y
t ¼ Y0 þ
Z t
0
1
2
Y ys
1 ðX ys Þ2þðY ys Þ2
b
ds þ Wt: ð28Þ
The ordinary differential equation (25) is to be understood in D0ð½0; TÞÞ: The
stochastic differential equations (27)–(28) are to be understood in the sense of
Deﬁnition 1. This problem is well deﬁned. Indeed, Proposition 1 gives a strong
solution to (27)–(28). Moreover, the term
R
O t@yv has a meaning since Lemma 3
shows that t is in LNt ðLNy Þ: A solution to this variational problem is a solution to
(5)–(7) in the sense of Deﬁnition 2.
4.1. Definition and resolution of the discretized problem
We introduce a Galerkin approximation of the variational problem (25)–(28). Let
ðviÞ1pipNACNð %OÞ-H10 ðOÞ be such that fvig is a basis of H10 ðOÞ and such that
@yyviAVectfvj; 1pjpig (take e.g. the eigenvectors of the Dirichlet laplacian on O).
We set Vm ¼ Vectfvj; 1pjpmg: The problem we consider at the discrete level reads:
Find UmALNt ðRmÞ such that the function umðt; yÞ ¼
P
i U
m
i ðtÞviðyÞ satisfies
d
dt
Z
O
umvi ¼ 
Z
O
@yu
m@yvi 
Z
O
tm@yvi þ
Z
O
fextvi; for 1pipm; ð29Þ
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tm ¼ E X
y;m
t Y
y;m
t
1 ðX y;mt Þ2þðY y;mt Þ2
b
0@ 1A; ð30Þ
X
y;m
t ¼ X0 þ
Z t
0
1
2
X y;ms
1 ðX y;ms Þ2þðY y;ms Þ2
b
þ @yumY y;ms
0@ 1A ds þ Vt; ð31Þ
Y
y;m
t ¼ Y0 þ
Z t
0
1
2
Y y;ms
1 ðX y;ms Þ2þðY y;ms Þ2
b
ds þ Wt: ð32Þ
The initial condition umðt ¼ 0Þ is Pmðu0Þ where Pm is the H1-projection on Vm:
The ordinary differential equation (29) is to be understood in D0ð½0; TÞÞ: The
stochastic differential equations (31)–(32) are to be understood in the sense of
Deﬁnition 1. We know from Proposition 1 that the stress can be written in the
following form:
tm ¼ E XtYt
1 X 2t þY 2t
b
 !
E
Z 
0
@yu
mYs dVs
 
t
 !
:
Note ﬁrst that the formal a priori estimates of Lemma 4 can now be derived
rigorously on the discretized problem (since one can take v ¼ um as a test function in
(29)) and show that if um is a solution of the problem (29)–(32) on ½0; T ; then
jjumjjLNð½0;T ;L2yÞ is bounded which means that jjUmðtÞjjLN½0;T pM (where M depends
on m). Note also that if um is a solution of the problem (29)–(32) on ½0;Y; with
YoT ; then we also have jjUmðtÞjjLN½0;YpM with the same upper bound M
(independent of Y).
In the following, the dimension m is ﬁxed and we omit the superscript m:
We now want to show that the nonlinear system (29)–(32) admits a solution. We
introduce the matrices Ai;j ¼
R
O vivj ; Bi;j ¼
R
O @yvi@yvj; the ﬁeld X ¼ ðv1;y; vmÞ and
the vector Fext with components
R
O fextvj: We are going to construct a ﬁxed point U
of the following mapping which associates to any function FACð½0; T ;RmÞ the
function FðFÞACð½0; T ;RmÞ deﬁned by
FðFÞðtÞ ¼U0  A1
Z t
0
BFðsÞ 
Z
O
E
XsYs
1 X 2s þY 2s
b
ZðFÞs
 !  
 @yXþ FextðsÞ
!
ds
!
;
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where
ZðFÞs ¼ E
Z 
0
X
i
FiðrÞ@yviYr dVr
 !
s
:
The initial condition U0 is the vector with components ðPmðu0ÞÞj:
First step: First, we are going to show by the Picard ﬁxed point theorem that the
function F has a unique ﬁxed point when restricted on Cð½0; a; BðU0; 1ÞÞ endowed
with the uniform convergence topology, for some aAð0; TÞ well chosen and only
depending on jjFextjjLNt ; max1pipm jjvijjW 1;Ny ; m; b and T (see inequalities (34) and
(35) below). The ball BðU0; 1Þ is deﬁned by BðU0; 1Þ ¼ fKARm; jjK  U0jjo1g: Note
ﬁrst that we have, for any FACð½0; a; BðU0; 1ÞÞ and for any tA½0; a
EððZðFÞtÞ2Þ ¼ E E
Z 
0
X
i
FiðrÞ@yviYr dVr
 !
t
 !20@ 1A
¼ E exp
Z t
0
X
i
FiðrÞ@yviYr
 !2
dr
0@ 1A0@
 E 2
Z 
0
X
i
FiðrÞ@yviYr dVr
 !
t
1A
p expðCabðjjFjj2LN½0;aÞÞE E 2
Z 
0
X
i
FiðrÞ@yviYr dVr
 !
t
 !
p expðCabðjjFjj2LN½0;aÞÞ;
where C only depends on max1pipm jjvijjW 1;Ny : This means (since aoT and
FACð½0; a; BðU0; 1ÞÞ)
jjZðFÞtjjLNð½0;a;LNy ðL2oÞÞpexpðCTbð1þ jjU0jj
2ÞÞ: ð33Þ
Using this estimate (and Lemma 2), for any FACð½0; a; BðU0; 1ÞÞ; we have the
following estimate on F0 ¼ FðFÞ:
jjF0ðtÞ  U0jjLN½0;a
pjjjA1jjjðjjjBjjj að1þ jjU0jjÞ þ CajjZðFÞjjLNð½0;a;LNy ðL2oÞÞ þ ajjFextjjLNt Þ
pCað1þ jjU0jjÞ expðCjjU0jj2Þ;
where C is a constant depending only on jjFextjjLNt ; max1pipm jjvijjW 1;Ny ; m; b and T
(and not on jjU0jj). Thus, FðCð½0; a; BðU0; 1ÞÞÞCCð½0; a; BðU0; 1ÞÞ if we choose a
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small enough to ensure that
Cað1þ jjU0jjÞ expðCjjU0jj2Þp1: ð34Þ
We next show that the function F restricted on Cð½0; a; BðU0; 1ÞÞ (with a small
enough) is contracting. Let F1
0 ¼ FðF1Þ; Z1t ¼ ZðF1Þt and F2
0 ¼ FðF2Þ; Z2t ¼
ZðF2Þt where F1ABðU0; 1Þ and F2ABðU0; 1Þ: Suppose moreover that (34) holds. We
have
jjF10 ðtÞ  F20 ðtÞjjLN½0;a
pjjjA1jjjðjjjBjjj ajjF1ðtÞ  F2ðtÞjjLN½0;a þ CajjZ1t  Z2t jjLNð½0;a;LNy ðL2oÞÞÞ
pC0aðjjF1ðtÞ  F2ðtÞjjLN½0;a þ jjZ1t  Z2t jjLNð½0;a;LNy ðL2oÞÞÞ:
We now want to estimate ðZ1t  Z2t Þ: We use the fact that
Zkt ¼ 1þ
R t
0
P
i F
k
i ðrÞ@yviYrZkr dVr ðk ¼ 1 or 2Þ:
Z1t  Z2t ¼
Z t
0
X
i
F1i ðrÞ@yviZ1r 
X
i
F2i ðrÞ@yviZ2r
 !
Yr dVr
¼
Z t
0
X
i
ðF1i ðrÞ  F2i ðrÞÞ@yviZ2r Yr dVr
þ
Z t
0
X
i
F1i ðrÞ@yvi
 !
ðZ1r  Z2r ÞYr dVr:
From this and (33), we deduce that, 8tA½0; a;
EððZ1t  Z2t Þ2Þp 2E
Z t
0
X
i
ðF1i ðrÞ  F2i ðrÞÞ@yviZ2r Yr dVr
 !20@ 1A
þ 2E
Z t
0
X
i
F1i ðrÞ@yvi
 !
ðZ1r  Z2r ÞYr dVr
 !20@ 1A;
p 2
Z t
0
E
X
i
ðF1i ðrÞ  F2i ðrÞÞ@yviZ2r Yr
 !20@ 1A dr
þ 2
Z t
0
E
X
i
F1i ðrÞ@yvi
 !
ðZ1r  Z2r ÞYr
 !20@ 1A dr;
p 2bC0a expðCTbð1þ jjU0jj2ÞÞjjF1  F2jj2LN½0;a
þ 2bC0jjF1jj2LN½0;a
Z t
0
EððZ1r  Z2r Þ2Þ dr:
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Using Gronwall Lemma, this yields an estimate
jjZ1t  Z2t jjLNð½0;a;LNy ðL2oÞÞpC
0a expðC0jjU0jj2ÞjjF1  F2jjLN½0;a;
where C0 is a constant depending only on jjFextjjLNt ; max1pipm jjvijjW 1;Ny ; m; b and T :
We ﬁnally have an inequality of the following type:
jjF10 ðtÞ  F20 ðtÞjjLN½0;apC0a expðC0jjU0jj2ÞjjF1ðtÞ  F2ðtÞjjLN½0;a;
so that F is contracting if we have
C0a expðC0jjU0jj2Þo1: ð35Þ
At this stage, we have shown that for any initial condition U0; there exists a solution
UACð½0; a0;RmÞ to the discrete problem on a time interval ½0; a0; with a040 such
that (34) and (35) hold.
Second step (continuation): We can now start again the construction of a
solution to (29)–(32) from the ﬁnal point Uða0Þ and Za0 ¼ ZðUÞa0 ¼
expðR a0
0
P
i UiðrÞ@yviYr dVr  12
R a0
0
ðPi UiðrÞ@yviYrÞ2 drÞ using the same arguments
as before. Notice that by the a priori estimate of Lemma 4, we have on the one hand
Uða0ÞpM and on the other hand jjZa0 jjLNy ðL2oÞpexpðCa0bð1þ M2ÞÞpexpðCTbð1þ
M2ÞÞ ¼ M 0 (using (33)), with C only depending on max1pipm jjvijjW 1;Ny : We now
consider the mapping F a0 which associates to any function FACð½a0; T ;RmÞ the
function F a0ðFÞACð½a0; T ;RmÞ deﬁned by
Fa0ðFÞðtÞ ¼Uða0Þ  A1
Z t
a0
BFðsÞ 
Z
O
E
XsYs
1 X 2s þY 2s
b
Za0ðFÞs
 !
@yX
  
þ FextðsÞ
!
ds
!
;
where Za0ðFÞs ¼ Za0Eð
R 
a0
P
i FiðrÞ@yviYr dVrÞs: The same arguments as before show
that we can ﬁnd a time interval ½a0; a0 þ a (with aAð0; T  a0Þ) on which Fa0 has a
ﬁxed point. Indeed, what is important is just that Za0AL
N
y ðL2oÞ: This is for example
the way one can estimate Za0ðFÞt; for any tA½a0; a0 þ a:
EððZa0ðFÞtÞ2Þ ¼ E Zða0ÞE
Z 
a0
X
i
FiðrÞ@yviYr dVr
 !
t
 !20@ 1A
¼ E Z2a0E E
Z 
a0
X
i
FiðrÞ@yviYr dVr
 !
t
!20@ Fa0
0@ 1A0@ 1A
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¼ E Z2a0E E 2
Z 
a0
X
i
FiðrÞ@yviYr dVr
 !
t
0@0@
exp
Z t
a0
X
i
FiðrÞ@yviYr
 !2
dr
0@ 1AFa0
1A1A
p expðCða a0ÞbjjFjj2LN½a0;a0þaÞ
 E Z2a0E E 2
Z 
a0
X
i
FiðrÞ@yviYr dVr
 !
t
Fa0
 ! !
p expðCða a0ÞbjjFjj2LN½a0;a0þaÞEðZ2a0Þ:
Going through the same arguments as before, one can thus show that F a0 ; when
restricted to Cð½a0; a0 þ a; BðUða0Þ; 1ÞÞ is such that F a0ðCð½a0; a0 þ a;
BðUða0Þ; 1ÞÞÞCCð½a0; a0 þ a; BðUða0Þ; 1ÞÞ and is contracting, provided that a
satisﬁes an inequality of the type
CaM 0ð1þ MÞ expðCM2Þp1;
where C is a constant only depending on jjFextjjLNt ; max1pipm jjvijjW 1;Ny ; m; b and T :
We can choose
a ¼ a1 ¼ 1
CM 0ð1þ MÞ expðCM2Þ:
We have thus built a solution UACð½0; a0 þ a1;RmÞ to the discrete problem on the
interval ½0; a0 þ a1: The ﬁnal points Uða0 þ a1Þ and ZðUÞa0þa1 are again such that
jjUða0 þ a1ÞjjpM and jjZðUÞa0þa1 jjLNy ðL2oÞpM 0: This means that we can, by the same
arguments, extend the solution on the time interval ½a0 þ a1; a0 þ 2a1; and by a
continuation argument, we can build a solution to (29)–(32) on the time interval
½0; T :
Remark 7. This proves that any ﬁnite element approximation of the variational
problem (25)–(28) has a solution on a time interval ½0; T  for any T40:
Remark 8. One can easily prove the uniqueness of a solution to the problem (25)–
(28) on ½0; T ; for example by adapting the proof of Lemma 6 to the ﬁnite
dimensional case.
4.2. Convergence of the discretized problem
We now turn to the convergence of the solution of the discretized problem. The
formal a priori estimates of Lemma 5 can be derived rigorously on the discretized
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system. Indeed, one can take v ¼ @y;yum as a test function in (29) (see the special
basis ðviÞ we have chosen), and expression (23) of the derivative of t with respect to y
is completely rigorous since 8tA½0; T ; umðt; :ÞACNð %OÞ: Therefore, using Lemma 5,
we know that there exists T 040 such that there exists a uniform bound on um in
norm LNð½0; T 0; H1y Þ-L2ð½0; T 0; H2y Þ and on @tum in norm L2ð½0; T 0; L2yÞ:
Up to the extraction of a subsequence, we can suppose that there exists
uALNð½0; T 0; H1y Þ-L2ð½0; T 0; H2y Þ such that
* um,u weakly in L2ð½0; T 0; H2y Þ and weakly- in LNð½0; T 0; H1y Þ;
* @tu
m,@tu weakly in L
2ð½0; T 0; L2yÞ;
* um-u strongly in L2ð½0; T 0; H1y Þ:
For the third convergence, we use the standard fact that the injection
fv s:t: vAL2ð½0; T 0; H2y-H10;yÞ; @tvAL2ð½0; T 0; L2yÞg+L2ð½0; T 0; H10;yÞ is compact
(see [13, Theorem 5.1 p. 58]). We can also suppose that um-u for almost every
ðt; yÞAð0; T 0Þ  O: We want to show the convergence of each of the terms of the
following equation (for a ﬁxed i):
d
dt
Z
O
umvi þ
Z
O
@yu
m@yvi ¼
Z
O
E
XtYt
1 X 2t þY 2t
b
 !
E
Z 
0
@yu
mYs dVs
 
T 0
 !
 @yvi þ
Z
O
fextvi; ð36Þ
where we have used the following standard property of the exponential martingale:
for any y ﬁxed in O; since @yuðt; yÞAL2ð0; T 0Þ; we have 8tAð0; T 0Þ;
tðt; yÞ ¼ E XtYt
1 X 2t þY 2t
b
 !
E
Z 
0
@yuðyÞYs dVs
 
T 0
 !
:
Using the above convergences, we easily pass to the limit in all terms of (36) butZ T 0
0
Z
O
E XtYt
1X
2
t
þY2
t
b
 !
E
Z
0

@yu
mYs dVs

T 0
@yviw
 !
; where wACN0 ð0; T 0Þ: Let us de-
ﬁne the function f mðt; y;oÞ ¼ XtYt
1X
2
t
þY2
t
b
 !
EðR 0 @yumYs dVsÞT 0@yviw: It is easy to see
that,
R T 0
0 @yu
mYs dVs converges in L
2
yðL2oÞ to
R T 0
0 @yuYs dVs and that
1
2
R T 0
0 ð@yumYsÞ2 ds
converges in L1yðL1oÞ to 12
R T
0 ð@yuYsÞ2 ds: We can therefore (extracting a subse-
quence) suppose that f m converges for almost every ðt; y;oÞ towards f ðt; y;oÞ ¼
XtYt
1X
2
t
þY2
t
b
 !
EðR 0 @yuYs dVsÞT 0@yviw: Moreover, we can ﬁnd a uniform bound on
the norm L2ð½0; T 0; L2yðL2oÞÞ of f m (using the same techniques as in Lemma 3).
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This shows that the family ðf mÞmX1 is uniformly integrable and therefore thatR T 0
0
R
O Eðf mÞ-
R T 0
0
R
O Eðf Þ:
Finally, one can prove by standard arguments (see e.g. [18, p. 260] that uð0Þ ¼ u0
and this concludes the ‘‘existence part’’ of Theorem 1.
4.3. Uniqueness of the solution
Lemma 6 (Uniqueness of the solution). System ð5Þ–ð7Þ admits a unique solution on
½0; T 0 in the sense given in Definition 2:
Proof. Let us consider two solutions ðu; X ; YÞ and ðeu; eX ; eYÞ: One easily obtains the
following estimate on w ¼ u  eu; for any 0otoT 0:
1
2
Z
O
w2ðtÞ þ
Z t
0
Z
O
j@ywj2 ¼ 
Z t
0
Z
O
ðt etÞ@yw
p 1
2
Z t
0
Z
O
j@ywj2 þ 1
2
Z t
0
Z
O
jt etj2;
where
t et ¼ E XtYt
1 X 2t þY 2t
b
 !
ðZðuÞ  ZðeuÞÞ !;
with ZðuÞt ¼ Eð
R 
0
@yuðyÞYs dVsÞt: We have
jtetj2 ¼ E XtYt
1 X 2t þY 2t
b
 !
ðZðuÞ  ZðeuÞÞ !2
pE XtYt
1 X 2t þY 2t
b
 !20@ 1AE ZðuÞ  ZðeuÞð Þ2 :
We know that
ZðuÞt  ZðeuÞt ¼ Z t
0
ð@yuðyÞZðuÞr  @yeuðyÞZðeuÞrÞYr dVr
¼
Z t
0
ð@yuðyÞ  @yeuðyÞÞZðuÞrYrdVr
þ
Z t
0
ðZðuÞr  ZðeuÞrÞ@yeuðyÞYr dVr:
This yields
EððZðuÞt  ZðeuÞtÞ2Þp 2b Z t
0
j@ywðyÞj2EðZðuÞ2r Þ dr
þ 2b
Z t
0
j@yeuðyÞj2EððZðuÞr  ZðeuÞrÞ2Þ dr:
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Using Gronwall Lemma and the fact that EðZðuÞ2t Þpexpðb
R T 0
0 j@yuj2 dsÞ; this yields
an estimate
EððZðuÞt  ZðeuÞtÞ2ÞpC exp C Z T 0
0
j@yeuðyÞj2 þ j@yuðyÞj2
 !Z t
0
j@ywðyÞj2:
We have ﬁnally, using the estimates of Lemma 5:Z t
0
Z
O
j@ywj2pC
Z t
0
Z s
0
Z
O
j@ywj2:
which shows that w ¼ 0 by Gronwall Lemma.
In order to conclude this proof of Lemma 6, and therefore of Theorem 1, it
remains to recall from Proposition 1 that the stochastic differential equation (7)
admits a unique strong solution. &
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