Abstract. Commonly in biomedical research, studies collect data in which an outcome measure contains informative excess zeros; for example when observing the burden of neuritic plaques in brain pathology studies, those who show none contribute to our understanding of neurodegenerative disease. The outcome may be characterized by a mixture distribution with one component being the 'structural zero' and the other component being a Poisson distribution. We propose a novel variance components score test of genetic association between a set of genetic markers and a zero-inflated count outcome from a mixture distribution.
Introduction
It is common to encounter data that would be appropriate to model with a so-called zero-inflated distribution, where some proportion of subjects obtain a zero outcome while the remainder obtain a positive outcome from some standard distribution. In analyzing such data in order to discover associations with genetic markers, it is important to use statistical tests that are adapted to this setting, both in order to appropriately control type I error and maximize power. This can present a challenge for naive approaches.
For example, dichotomizing the data or disregarding the zeros is obviously problematic because each of these approaches results in data loss, ignoring information that can contribute to our understanding. Another simple approach uses the available zero-inflated data, but fails to account for zero-inflation. Namely, one could perform a multivariate Wald test using the Huber-White robust variance estimator within the usual Poisson regression. However, in our simulations we find that this last approach can fail to preserve type I error.
In this paper we propose an association testing procedure, modeling the outcome via zero-inflated Poisson (ZIP) regression (Lambert, 1992) , a simple yet flexible model that can be used to infer about the underlying mixture of two subgroups: (i) the 'structual zero' group representing a 'healthy' or unaffected population; and (ii) the 'susceptible group' with varying degrees of severity captured by a Poisson distribution.
We aim to develop testing procedures that can effectively assess the overall association between a set of genetic markers and a zero-inflated count outcome. SNP-set analyses have been advocated as having several advantages over standard single-SNP analyses including better reproducibility, power and interpretability (Liu et al., 2007 (Liu et al., , 2008 Wu et al., 2010) . For example, with gene-level SNP sets, several SNPs may affect transcription levels of a given protein. Individual SNP effects may combine additively or may involve more complex interactions. Marginal testing of individual SNPs may miss important signals, first due to low power from inability to combine weak effects across multiple SNPs, and second due to poor model fit from inability to model interactions or other complex effects. Marginal testing also suffers from additional multiplecomparisons. Variance components score tests for semi-parametric kernel regression been previously shown to outperform standard multivariate tests with p degrees of freedom in these of these respects, within the The rest of the article is organized as follows. In Section 2, we introduce the ZIP kernel-machine setting and we present the score test and procedures for approximating the null distribution of the proposed test.
Simulation results are presented in Section 3 and the proposed procedures are illustrated by assessing the association of a zero-inflated neuritic plaques count phenotype with gene-level SNP-sets in the ROSMAP cohort. We conclude with a discussion.
Methods

Description of Data.
Suppose we have genetic data for n subjects with a set of p SNPs and q covariates. Let Y i , G i = (G i1 , G i2 , .., G ip ), X i = (X i1 , X i2 , .., X iq ), indicate respectively the the i th subject's outcome, genotypes, and covariates. We assume that D = {D i = (Y i , G i , X i ) , i = 1, ..., n} are independent and identically distributed random vectors. Covariates might include age, gender, and, to control population stratification, top principal components of the genetic covariance matrix. For our examples, genotypes G ij = 0, 1, or 2 represent the number of minor alleles at a given locus under the assumption of an additive genetic model. However, one can recode genotypes if dominant or recessive models are desirable. The count outcome phenotype Y i is assumed to follow a ZIP model consisting of two components: 1) structural zeros with probability 1 − π i , , and 2) a Poisson(λ i ) distribution with probability π i . (Note that the parameterization of π i is nonstandard, but is here chosen so the direction of effect in the π i regression and the λ i regression agree qualitatively in sign.)
Our goal is to devise a testing procedure to assess whether G i plays a role in either λ i or π i . To this end, we note that the ZIP likelihood takes the form
We further parameterize the ZIP model in semi-parametric fashion, where we assume the effect of G i on Y i is fully captured by the functions h π (G i ) and h λ (G i ):
Hence in our genetic testing paradigm we are interested in testing H 0 : h λ (·) = h π (·) = 0. If h π (·) = 0, we say that genotypes are associated with the structural zeros, if h λ (·) = 0, we say that genotypes are associated with the mean of the Poisson component of the mixture. For the purposes of this paper, we assume that
for a given set of basis functions Ψ(·). In practice, Ψ(·) can be set to identity, leading to a testing of linear effects or pre-specified using non-linear basis functions. An alternative strategy to choose Ψ(·) is through kernel principal component analysis as suggested in Shen and Cai (2016) . More specifically, for a given kernel function and the observed data on G i , one may estimate the basis functions associated with the corresponding reproducible kernel Hilbert space by constructing the kernel matrix for the observed sample and obtaining the leading eigenvectors as Ψ(G i ). With a given Ψ(·), testing the hypotheses of H 0 is then equivalent to testing H 0 :γ π = (γ π1 , ..., γ πK ) =γ λ = (γ λ1 , ..., γ λK ) = 0.
Test statistic.
To overcome the potential high dimensionality in Ψ(G i ) and leverage the correlation among the SNPs, we propose to impose a working assumption that γ ι1 , ..., γ ιK are independent and identically distributed random variables with mean 0 and variance τ 2 ι , for ι ∈ {π, λ}; and derive a score test for the variance components τ π and τ λ . Under this set-up, testing H 0 is now translated into testing H 0 : τ π = τ λ = 0. The variance component score test paradigm built on the random effects working assumptions attains statistical efficiency gain essentially by taking advantage of the correlation within G to reduce the degrees of freedom. These random effects working assumptions are merely a convenience in developing the test statistic; they are not required for the validity of the test. By using a score test we also have the convenience of only needing to fit the null model where logit(π 0,i ) = X i β 0,π , and log(λ 0,i ) = X i β 0,λ , so that the model fit can be accomplished with standard maximum-likelihood fixed-effects ZIP regression software. This means it is computationally feasible to test a large number of SNP sets, even if, as with our method, resampling is necessary to obtain the distribution of the test statistic.
To form the test statistic, we write γ ιk = τ ι ε ιk so that E(ε ιk ) = 0, and V ar(ε ιk ) = 1, and all covariances Cov(ε ιk , ε ι k ) = 0 when ι = ι or k = k . Then for ι ∈ {π, λ}, we define the score test statistic associated with τ ι aŝ
Here,r π,i andr λ,i can be thought of as a covariate-adjusted scalar residual that is typical of a score statistic.
Explicitly,
where logitπ 0,i = X i β 0,π , logλ 0,i = X i β 0,λ , and β 0 = ( β 0,π , β 0,λ ) is the maximum likelihood estimator of the covariate effects
For ι ∈ {π, λ}, the statisticQ ι can be interpreted as the L 2 norm of an empirical covariance between the residuals {r ι,i } estimated under the null of no genetic effect and the transformed genotypes
In Appendix 1, we show that under H 0 , the covariancesŜ π andŜ λ converges to zero in probability and
are the respective score and information matrix for
It follows (see Appendix 1) thatQ ι converges in distribution to a mixture of χ 2 1 distributions with mixing parameters being the eigenvalues of Σ ι,ι , for ι ∈ π, λ.
To form an omnibus test for H 0 combining information from the two score statisticsQ π andQ λ , several general approaches for combing p-values can be employed, for example a min-p approach (Huang et al., 2014; Won et al., 2009) , or a Fisher's method approach Fisher (1925) . In this case we calculate the separate p-valueŝ p π , andp λ for π and for λ, and obtain an estimate of their joint distribution via perturbation resampling so that a size α test can be computed for the statisticsp m = min(p π ,p λ ), andp F = log(p π ) + log(p λ ), as described below. These approaches have the advantage of putting the two statisticsQ π andQ λ on the same scale via p-value for combination. Alternatively, we may rescaleŜ π andŜ λ asσ 2.3. Resampling Methods. To approximate the null distribution of the test statistics in practice, we employ a resampling method to approximate Σ as well as the joint distribution ofp π andp λ under H 0 .
Specifically we generate n independent samples V = {V i } n i=1 sampled from some fixed distribution with
, we obtain the perturbed score vectorsŜ
and β
is obtained by fitting a weighted ZIP regression under the null using weights V (b) .
It can be shown that, under suitable regularity conditions, Parzen et al., 1994; Kline and Santos, 2012) . Hence, for some large number B of repetitions of the resampling procedure, we use the empirical distribution
to approximate the asymptotic distribution ofQ ι . In order to calculate p-values with greater precision than 1/B we use Imhof's method (Imhof, 1961) to obtain the distribution of the quadratic formQ ι , under the established multivariate normality on the half-statisticŜ ι , via the eigendecomposition of the empirical covariance of the resampling
. This procedure is facilitated by the R package 'CompQuadForm ' Duchesne and de Micheaux (2010) .
To calculate a p-value for the omnibus test, appropriately controlling type I error in the presence of correlation betweenp π andp λ , we take advantage of the same resampling procedure described above. For eacĥ
.., B, we use Imhof's method to calculate a correspondingp
Then the null distribution ofp m can be approximated using the resampling distribution{p
m ≤p m . The null distribution ofp F is similarly obtained, leading to an alternative omnibus p-value:
In our simulations we show that bothp min andp F isher have appropriate size under the null. Heuristically, under the alternative we expectp F isher to perform worse thanp min with respect to power in cases when the signal is either through π or λ but not both, and to outperform p min when an association signal appears in both π and λ. Indeed our simulations confirmp F isher modestly outperformsp min when the association signal is through both parameters.
Results
Simulations.
3.1.1. Simulation Setting. We generated data from a zero-inflated Poisson model of the form 2.1 with
We varied both the genetic data distribution and parameter settings across five overall simulation scenarios, the first four of which examine size of the test under the null. In setting 1), we fix the sample size at n = 1000 but considered simple cases where X is either absent or is independent of G. In setting 2), we let X to be moderately correlated with G and let the sample size n = 1000, 2000 and 4000. In setting 3), we varied the correlation strength between X and G, up to a maximum pairwise correlation of approximately 0.9 to investigate the impact of correlation on the results. In setting 4), we simulated data with overdispersion by including an unobserved covariate associated with the outcome. This was to determine how robust our method is to this important deviation from the assumptions of the specified model. In setting 5), we generated data under the alternative, where the outcome was associated with (i) both π i and λ i , (ii) only with π i , and (iii) only with λ i , in order investigate how power depends on the source of the signal. Here, the covariates X were generated independent of G.
Across all scenarios to obtain genetic marker data G i we used HAPGEN2 (Su et al., 2011) to generate haplotypes from 1000 genomes phase one data, CEU panel, using two representative SNP sets. First, from the APOE gene, known to be associated with our neuritic plaque burden in our example, we used the 8 SNPs in the set {rs10119, rs429358, rs7412, 19-50106239, rs445925, rs483082, rs59325138, rs438811}, and second from the CD33 gene, we used the 22 SNPs in the set {rs273637, rs273638, rs273639, rs273640, rs1399837, rs3826656, rs1710398, rs1697553, 19-56419774, rs2459141, 19-56420453, rs7245846, rs34813869, rs1354106, rs35112940, rs10409348, rs273652, rs1697531, rs169275, rs273649, rs273648, rs273646} . In either case under the alternative, 3 SNPs G Y i (in bold) were associated with the outcome under the true data generation model. The APOE gene has a low-moderate LD across all selected SNPs while the CD33 gene has two independent haploblocks with strong LD. We used these specific SNP sets to account for the effect of differing linkage disequilibrium (LD) structures (correlation) and genotype dimension on the performance of our method when applied to various genes.
In each scenario we compared our method to the multivariate Wald test from three models: the zeroinflated poisson, the zero-inflated negative binomial, and a simple Poisson model using the robust HuberWhite (HW) variance. For each competing model except the single-parameter Poisson model, we performed multivariate Wald tests on γ π and γ λ separately, as well as the combined test of the vector concatenation ( γ π , γ λ ) . For each Wald test, because Poisson, ZIP, and ZINB models failed to achieve convergence with maximum likelihood due to the collinearity in these SNP sets, in each round of our simulation we performed an LD pruning on the matrix G, with SNPs chosen so that no pairwise correlation was above 0.99. For APOE, this LD pruning resulted in no removal of SNPs, however for CD33, this reduced the number of SNPs in the model from 22 to approximately 12, and potentially varied depending on the data.
To specify covariates, for those scenarios where
where each X ki is a complex linear combination of independent binomial and normal random variables, with pairwise correlations that ranged from approximately 0.1 to 0.9. The complete specification is shown in the For setting 4) in which the model is mis-specified due to overdispersion, the true data generating mechanism is parameterized by logit(
where ε λ,i ∼ N ormal(0, 0.3 2 ).
All testing was performed using the linear kernel test statistic with Ψ(G) = G. In each scenario, the nominal size of the type I error is α = .05. Unless otherwise stated, the simulated data had sample size n = 1000. markers G i plays relatively little role in affecting type I error of our method unless levels of correlation are quite high, e.g. where the maximal element of the X : G correlation matrix is above 0.8.
Effect of mis-specification (overdispersion) on size of tests.
In this scenario we investigate the robustness of different testing procedures in preserving type I errors in the presence of overdispersion and hence model mis-specification. Specifically, as described above, we included a Normally distributed covariate in the ZIP data generating model for λ that was not controlled for in the models we used to derive the tests. We see in Figure 3 .5 that the type I error of our VC test was relatively robust to overdispersion, but performance was compromised in APOE with increased X : G correlation. As a comparison, the ZIP Wald test was badly compromised in terms of type I error with the amount of overdispersion in this setting, resulting in a sizes ranging from 0.4 to 0.9. Both the Wald test based on ZINB and our VC tests only have slight inflation of type I error in the presence of mis-specification due to overdispersion. 3.1.5. Power. Figure 3 .6 shows empirical power of different testing procedures when G is associated with (a) both π and λ; (b) π only; and (c) λ only. We find that our method outperforms the competing methods on power in most scenarios, especially with those where the true signal is through the mixing proportion π alone. There the APOE plots suggests that in some LD scenarios the power of our method can outperform the competitors when the true signal is from π, but underperform when the signal is from λ. The combined test has comparable performance to competing methods in the lower-dimensional APOE case. However in the higher dimensional CD33 scenario we find that the power of our method is consistently superior.
3.2. Data Application.
3.2.1. Data Set. The ROSMAP study is a longitudinal, epidemiologic clinical-pathologic cohort study following subjects who are free of cognitive impairment at baseline. It focuses on cognition, tested annually, while also investigating correlated pathology in postmortem brain tissue analysis. Further details of the study can be found in Bennett et al. (Bennett et al., 2012) . Genotype information was generated using the Affymetrix GeneChip 6.0 genotype platform, as described in Chibnik et al. (2011) . Genotyping in the original study was limited to self-identified non-Hispanic Caucasians to reduce population heterogeneity. Remaining population heterogeneity was controlled by using the first three eigenvectors of an eigendecomposition of the genotypes. Genotypes were imputed using BEAGLE software, version 3.3.2 and 1000 Genomes Project Consortium interim phase I haplotypes, 2010-2011 data freeze. Association analysis was performed using the imputed genotype dosages.
Among 983 subjects who had died and had postmortem NP pathology measurements as well as imputed genotypes as of 2015, we restricted to the 970 subjects for whom the covariate 'packyears at baseline', a smoking status indicator, was recorded. We also include sex and age at death as covariates. The covariates 'packyears at baseline' and 'age at death' are included in the models as linear terms.
To illustrate the utility of our method we applied the test to several candidate genes, including ABCA7, APOE, CD33, MAPT and PTPRD, which have previously been shown to be associated with the AD risk.
APOE on cytoband 19q13.32 (Zhong, 2017 ) is a well known gene previously reported to be associated with Alzheimer's risk (Lambert, 2013) . The previously reported GWAS SNPs for APOE were rs429358, and rs7412, which we used to obtain additional SNPs in LD. The additional genes we analyzed were ABCA7 (19p13.3 ; rs3752246, rs3764650), CD33 (19q13.41; rs3865444, rs3826656) , MAPT (17q21.31; rs1800547, rs3785883, rs8070723) and PTPRD (9p23; rs560380, rs3764650) . These genes and SNPs have also been found to be associated with Alzheimer's (Lambert, 2013; Giri et al., 2016) . The previously reported GWAS SNPs for CD33 were rs3865444, rs3826656. To select a SNP set for analysis we started with all BEAGLE imputed SNPs lying within the boundaries of the gene along with those ±10000 bp upstream and downstream. We restricted to those SNPs which matched the candidate gene on the flag 'ensembl_gene_id' in the Ensembl.org GRCh38.11 data. We further restricted to SNPs with a variance equivalent to an MAF of 0.01 or above. We also restricted to SNPs that were in LD, with correlation ranging from 0.4 to 0.95, with SNPs previously reported to be significantly associated with the AD case-control phenotype in GWAS. These restrictions yields 8 SNPs for APOE and 22 for CD33.
The phenotype outcome we analyze is a total count measure of neuritic plaques (NP), taken from five sites: hippocampus CA1, entorhinal cortex, inferior parietal cortex, midfrontal cortex, and midtemporal cortex. The site-specific counts are recorded by a technician who observes tissue pathology slides from each site, and are then summed to obtain a total count. The total count shows evidence of both zero-inflation and overdispersion (see figure 3.7).
3.2.2. Data Analysis Results. In Table 1 , we present p-values for these genes obtained based on our proposed VC test as well as the ZINB Wald test. Other competing tests were excluded from this analysis due to their susceptibility to inflated type I error. We take α = 0.05 as the nominal size.
Looking at the results from our proposed method, significant p-values for APOE are consistent with past studies which have shown it to be strongly related to Alzheimers risk. We note that the p-value associated with λ is more extreme than that for π. Thus the evidence that APOE is associated with total count of neuritic plaques appears to be stronger than the evidence APOE is associated with the presence or absence of plaques. Note however, that at least part of this discrepancy can be accounted by relative power in the tests for π and λ, which may be affected both by effect size and by different statistical considerations for each parameter. For example it is well known that in tests of binary regression, power is a function of π, with lower power as π approaches 0 or 1, and the same pattern is expected to hold here. By contrast, a strong association signal in π but not λ might suggest that the biological mechanism is 'all-or-nothing', meaning it may prevent or allow formation of neuritic plaques, but does not affect the rate of plaque formation if it occurs. However, we caution against making any conclusions of this sort solely based on p-values.
To illustrate the breakdown of genetic effects within a SNP set, we performed ZINB regression for the NP outcome to estimate genetic effects through π and λ for each SNP in APOE, using a single-SNP marginal model approach (but still controlling for the above-mentioned covariates). We also computed the effect estimate for the regression against the APOE ε4 allele count, to compare results for individual SNPs with those for this well-known haplotype. In Figure 3 .8 we report the maximum likelihood estimates of genetic effects γ π and γ λ , along with their standard errors, and the corresponding VC π or VC λ p-value. Results for previously reported GWAS snps rs429358, and rs7412 show a strong signal in our analysis in both π and λ. Farebrother's method (Farebrother, 1984) , implemented in the R statistical software package 'CompQuadForm', was used to calculate the the distribution ofQ ι in both the marginal and the gene-level data application in order to obtain additional precision for the p-values. Nevertheless, the p-value was calculated as 0 for the test of π for the APOE ε4 allele .
Discussion
We have derived novel VC tests that can efficiently detect the association between a set of genetic markers and a zero-inflated count outcome. We have shown the test to adequately control type I error in many simulation scenarios and have shown our method to obtain superior power to competing tests especially with large or sparse sets of markers with certain LD structures. Additionally we have seen that the proposed method has feasible application to genomic data from an Alzheimer's data study. The proposed VC testing procedures appear to adequately control type I error in all of the correctly specified simulation settings we investigated. The test is also not sensitive to the presence of model mis-specification due to overdispersion, which is of practical importance. This is in part due to the use of perturbation resampling for ascertaining asymptotic distribution. Even under model mis-specification, provided that X is independent of G, our proposed procedure can be shown to preserve the type I error.
The standard GWAS remains one that considers testing individual SNPs separately. It is possible to take this marginal approach using our method. However, we believe that the potential to combine SNP effects at the gene level is likely to increase power in many circumstances. The linear model proposed in this paper to test the association of individual genes with a ZIP phenotype is probably adequate for a proportion of such associations, in particular we detect a signal in the APOE gene, despite not explicitly coding the APOE ε2, ε3, and ε4 haplotypes but instead using additive SNP effects. However, if it is important to capture interactions or other complex SNP effects, our method easily admits a generalization which makes this possible.
With proper choices of Ψ(·), our proposed procedure corresponds to a kernel machine score test that can be used to detect non-linear effects. Specifically, suppose h ι (G) ∈ H K with H K = span{ψ (G·), = 1, ..., J } being a reproducible kernel space generated by a given positive definite kernel function K(·, ·) (Cristianini and Shawe-Taylor, 2000) . Then letting Ψ(·) = [ψ (·), ..., ψ J (·)] leads to a score test of the formr ι Kr ι , wherer ι = (r ι,1 , ...,r ι,n ) and
n×n is the observed kernel matrix. Intuitively K(·, ·) defines a measure of genetic similarity between different subjects' genotypes. Moreover, this transformation projects the original genotype information via a nonlinear transformation to a larger function space which can be incorporated into the model linearly. Different choices of kernel (see Wu et al., 2010) allow different bases for the non-parametric function modeling the association between the ZIP outcome and the q markers in the SNP set, in turn allowing for power to test complex relationships and interactions.
Appendix 1: asymptotic distribution
We next outline the key steps for deriving the asymptotic distribution for
by a standard law of large numbers and properties of the maximum likelihood estimator, we have β 0 → β 0 in probability and
which converges in distribution to a zero-mean multivariate normal. On the other hand, it follows from a uniform law of large numbers (Pollard, 1990 ) that
The first equality is due to the fact that s ι (β 0 ) = 0, which can be verified as follows:
To establish the asymptotic distribution for √ nŜ, we first note that by the functional central limit theorem (Pollard, 1990) , √ n{ S(β) − s(β)} converges weakly to a zero-mean Gaussian process and thus is equicontinuous in β. This, together with a Taylor series expansion, implies that
It then follows from a central limit theorem that √ nŜ converges in distribution to a multivariate normal {rs273637, rs273638, rs273639, rs273640, rs1399837, rs3826656, rs1710398, rs1697553, 19-56419774, rs2459141, 19-56420453, rs7245846, rs34813869, rs1354106, rs35112940, rs10409348, rs273652, rs1697531, rs169275, rs273649, rs273648, rs273646} (3 SNPs, G Y i (in bold), were associated with the outcome in the simulated data.) :21kb   rs273637  rs273638  rs273639  rs273640  rs1399837  rs1710398  rs1697553  rs3865444  rs2459141  rs2455069  rs7245846  rs34813869  rs1354106  rs35112940  rs10409348  rs3826656  rs273652  rs1697531  rs169275  rs273649  rs273648 
