Abstract. Let Uq(sl2) be the quantized enveloping algebra associated to the simple Lie algebra sl2. In this paper, we study the quantum double Dq of the Borel subalgebra Uq((sl2) ≤0 ) of Uq(sl2). We construct an analogue of Kostant-Lusztig Z[v, v −1 ]-form for Dq and show that it is a Hopf subalgebra. We prove that, over an algebraically closed field, every simple Dq-module is the pullback of a simple Uq(sl2)-module through certain surjection from Dq onto Uq(sl2), and the category of finite dimensional weight Dq-modules is equivalent to a direct sum of |k × | copies of the category of finite dimensional weight Uq(sl2)-modules. As an application, we recover (in a conceptual way) Chen's results [2] as well as Radford's results [20] on the quantum double of Taft algebra. Our main results allow a direct generalization to the quantum double of the Borel subalgebra of the quantized enveloping algebra associated to arbitrary Cartan matrix.
Preliminaries
Let k be a field. Let q be an invertible element in k satisfying q 2 = 1. The quantized enveloping algebra 1 associated to the simple Lie algebra sl 2 is the associative k-algebra with the generators E, F, K, K −1 and the relations (cf. [6] and [9] , [10] ):
We denote it by U q (sl 2 ) or just U q for simplicity. The algebra U q is a quantum analogue of the universal enveloping algebra U(sl 2 ) associated to the simple Lie algebra sl 2 . It is a Hopf algebra with comultiplication, counit and antipode given by:
ε(E) = 0 = ε(F ), ε(K) = 1 = ε(K −1 ),
Let U + q (resp. U − q ) be the k-subalgebra of U q generated by E (resp. by F ). Let U 0 q be the k-subalgebra of U q generated by K, K −1 . Then the elements {E a } (resp. {F b }), where a, b ∈ N ∪ {0}, form a k-basis of U + q (resp. of U − q ). The elements {K c }, where c ∈ Z, form a k-basis of U 0 q . Moreover, the natural k-linear map U + q ⊗ U 0 q ⊗ U − q → U q given by multiplication is a klinear isomorphism. The basis E a K c F b a, b ∈ N∪{0}, c ∈ Z is called the PBW basis of U q . We define U ≥0 q := U + q U 0 q , U ≤0 q := U − q U 0 q . Then both U ≥0 q and U ≤0 q are Hopf k-subalgebras of U q . For any monomials E a K b , F c K d , we endow them the degree a, c respectively.
Let v be an indeterminate over Z. We consider the quantized enveloping algebra U v = U v (sl 2 ) with parameter v and defined over Q(v). It is wellknown (see [11] , [17] and [25] 2 ) that there exists a unique pairing ϕ :
(2) ϕ(x, y) = 0, if x, y are homogeneous with different degree,
v , (6) ϕ(S(x), y) = ϕ(x, S −1 (y)), for all x ∈ U ≥0 v , y ∈ U
≤0
v .
One usually call (U ≥0
v , U ≤0 v , ϕ) a skew Hopf pairing (cf. [18] ). Then, one can make D(U ≥0 v , U ≤0 v ) := U ≥0 v ⊗ U ≤0 v into a Hopf Q(v)-algebra, which is called the quantum double of (U ≥0 v , U ≤0 v , ϕ). As a Q(v)-coalgebra, D(U ≥0 v , U ≤0 v ) = U ≥0 v ⊗ U ≤0 v , the tensor product of two coalgebras. The algebra structure of D(U ≥0 v , U ≤0 v ) is determined by
for all x, x ′ ∈ U ≥0 v , y, y ′ ∈ U ≤0 v , where Sweedler's sigma summation ∆ 2 (y) = y (1) ⊗ y (2) ⊗ y (3) is used. Note that the quantum double we described here actually arises from a 2-cocycle twist (see [5] for more detail). The representation results in this paper are related to the recent work of Radford and Schneider (see [21] and [22] ). We thank the referee for pointing out these references. For simplicity, we shall write D v instead of D(U ≥0 v , U ≤0 v ).
A,v be the associative A-algebra defined by the generators F, K, K −1 and relations
2 Note that we use a slightly different version here so that the multiplication rule is compatible with the one given in [12, Chapter IX, (4. 3)] for the Drinfel'd quantum double of finite dimensional Hopf algebras.
Specializing v to q, we make k into an A-algebra. Clearly U ≤0 Proof. The maps θ, θ ′ are defined by θ(y)(x) = ϕ(x, y),
for any x ∈ U ≥0 q , y ∈ U ≤0 q . Now the first statement follows directly from the definition of ϕ. The second statement can be proved by using a similar argument in the proof of Lemma 4.1.
Now we can construct the quantum double
q , U ≤0 q , ϕ) in a similar way, making it into a Hopf k-algebra. Henceforth, we shall write D q instead of D(U ≥0 q , U ≤0 q ). We have the following. Theorem 1.2. As a k-algebra, D q can be presented by the generators
and the following relations:
Proof. Let D ′ q be an abstract k-algebra defined by the generators and relations as above. One checks directly that D q is generated by the following elements
and these elements satisfy the above relations. In other words, there is a surjective k-algebra homomorphism ψ :
On the other hand, we claim that the monomials
form a basis of D ′ q . We prove this by using a similar argument as in the proof of [8, Theorem 1.5] . We consider a polynomial ring
with a, b, c, d ∈ Z, a, b ≥ 0 are a basis of A ′ . We define linear endomorphisms e, f, h, h of A ′ by letting
are a basis of D q . Therefore, ψ maps a basis of D ′ q onto a basis of D q . It follows that ψ must be an isomorphism, as required. Lemma 1.3. The map which sends E to E, F to F , K ±1 to K ±1 and K ±1 to K ±1 extends uniquely to a surjective Hopf algebra homomorphism
Proof. This is obvious. Note that the kernel of π is the two-sided ideal of D q generated by K − K, which is in fact a Hopf ideal of D q .
The algebra D q will be the primary interest to us in this paper. It turns out that this algebra behaves quite similar to the quantized enveloping algebra U q in many ways. In the following sections we shall see that many constructions and equalities in the structure and representation theory of U q carry over to the algebra D q .
An analogue of Kostant
The purpose of this section is to construct an analogue of Kostant-Lusztig Z[v, v −1 ]-form for the quantum double D q .
Let R be an integral domain. Let v be an indeterminate over R. Let A = R[v, v −1 ], the ring of Laurent R-polynomials in v. We consider the quantum double D v (with parameter v) defined over the quotient field of A. We shall define an analogue of Kostant-Lusztig A-form (see [13] , [15] , [16] ) for the algebra D v . For each positive integer N , we define
For any integers m, n with n ≥ 0, we define
Then it is well-known that m n ∈ A (e.g, see [17, 
where N, t ∈ N ∪ {0}.
For any integers c, t with t ≥ 0, we define the analogue of K, c t (see [13, (4.1)]).
We have the following (compare it with [14, (4.3.1)]). 
Proof. The equality is proved in a similar way to the proof of [14, (4.3.1) ]. We show it by induction on a. For a = 0 (or b = 0), the claim is trivial. For a = 1 and b > 0, it also follows from a straightforward verification. Suppose the formula holds for integers a, b. Then we obtain
Thus we have to show that the equality
holds when 0 ≤ t ≤ min(a, b), and that the equality
The verification of the second equality is straightforward while the first equality follows from the following equation which can be calculated easily: 
In particular, for any integer c, t with 0 ≤ c ≤ t, we have
2) For any integers c, t, p with t ≥ 0, p ≥ 1, we have
In particular, for any integer c, t with c ≥ 1, t ≥ 0, we have
4)
For any non-negative integers t, t ′ with t ≥ 1, we have that
Proof. 1) The second statement follows from induction on t. It suffices to prove the first statement. We show it by induction on p. The case where p = 0 is trivial. For p = 1, we have the following
as required. Suppose now the equality holds for p = N , we consider the case where p = N + 1. We get
2) Now we use induction on t. The case where t = 0 is trivial. For t = 1, we obtain the equations
as required.
Suppose the equality holds for t, we now consider the equality for t + 1. We get then
Note that
Now the required equality follows from the following calculation:
3) follows from 1) and 2). 4) follows from 2) and the following equality:
Let θ be the algebra automorphism of D v which is defined on generators by
it follows that θ restricts to an A-algebra automorphism of D A . Henceforth, we write
Then one can get a second version of our previous two lemmas by applying the automorphism θ.
Lemma 2.3. With the notations as above, we have that the
) is a free A-module, and the set E (a) (resp. the set
Proof. This follows from the fact that the set E (a) (resp. the set F (a) ) is a basis of D + v (resp. of D − v ) and the following equalities:
We define D
Lemma 2.4. For any positive integer t, we have
Proof. We use induction on t. If t = 1, we have that
Now assume that the equality holds for t = N . We consider the case where t = N + 1. We have that
This proves the lemma.
Note that a special case of the above result appeared in the proof of [1, Lemma 1.1(ii)]. However, we did not find any specific reference to the above calculations. It is easy to see that D
Remark 2.6. It would be interesting to know if D 0
A is a free A-module and whether there is a triangular decomposition for the A-algebra D A .
Corollary 2.7. We consider Q(v) as an A-algebra in a natural way. Then the natural map
Q(v) ⊗ A D A → D v , a ⊗ x → ax, ∀ a ∈ Q(v), x ∈ D A , is a Q(v)-algebra isomorphism.
Representations of the algebra D q
Throughout this section, we assume that k is an algebraically closed field.
Let M be a D q -module such that End Dq (M ) = k. Note that the element K K −1 is invertible and central in D q . Therefore, there is an element 0 = z ∈ k such that K K −1 acts as the scalar z on M . For each 0 = z ∈ k, we fix a square root √ z of z. Let π + z be the k-algebra homomorphism D q → U q which is defined on generators by
It is easy to check that π + z is well-defined. Moreover, the kernel of π + z , which is the ideal generated by K K −1 − z, annihilates the module M . It follows that M becomes a module over the algebra U q in a natural way. Similarly, we have a well-defined k-algebra homomorphism π − z : D q → U q which is defined on generators by
Note that π + 1 is a Hopf algebra map, but in general, both π + z and π − z are not Hopf algebra maps.
We call a D q -module M a weight D q -module if both K and K act semisimply on M . In that case, K K −1 acts semisimply on M as well. Similarly, we call a U q -module N a weight U q -module if K acts semisimply on N . Proof. By definition, every object M of C is of the form ⊕ λ∈k × M (λ) , where for each λ, M (λ) is a finite dimensional indecomposable weight U q -module, and | λ ∈ k × M (λ) = 0 | < ∞. We use θ + to denote the functor from C to C such that θ
The action of θ + on the set of morphisms is defined in an obvious way. Then applying Lemma 3.1, we see that θ + is an equivalence of categories. In a similar way, if we define θ − to be the functor from C to C satisfying
and the action of θ − on the set of morphisms is defined in an obvious way, then θ − is also an equivalence of categories.
Let M be a U q -module. Let 0 = z ∈ k. Let ε + z (resp. ε − z ) be the onedimensional representation of D q which is defined on generators by
It is easy to check that both ε + z and ε − z are well-defined. For any z, z ′ ∈ k × , we have that
The same is true if we replace "θ + " by "θ − ".
Proof. The first statement follows from direct verification. The second and the third statements follow from the associativity of the tensor product and the previous discussion.
Note that in general, the assumption ε + z ⊗ M 1 ∼ = M 1 ⊗ ε + z in Lemma 3.3 (2) may not hold. However, it does hold in the following two cases: Case 1. q is not a root of unity, M is an integrable weight module over U q , i.e., both E, F act locally nilpotently on M and both K, K −1 act semisimply on M . In this case, we claim that the D q -modules ε + z ⊗ M 1 and M 1 ⊗ ε + z are isomorphic to each other. In fact, since every integrable weight module over U q is completely reducible, we can reduce the proof to the case where M is an irreducible highest weight module over U q . Then
is an irreducible D q -module. Note that the central element K K −1 acts as the same scalar on both ε + z ⊗ M 1 and M 1 ⊗ ε + z . It follows that the D q -action on both of these two modules can factored through the surjective homomorphism π + z ′ for some z ′ ∈ k × . So these two modules can be naturally regarded as integrable weight modules over U q . On the other hand, it is well-known that the isomorphism class of an integrable weight module over U q is completely determined by its characters. Since both M 1 ⊗ ε + z and ε + z ⊗ M 1 have the same characters, they must be isomorphic to each other as U q -modules, and hence are also isomorphic to each other as D q -modules.
Case 2. q is a primitive dth root of unity, (
In this case, both ε + z and M 1 can be regarded as modules over the quotient algebra
Note that the algebra
is actually a Hopf algebra, and the natural homomorphism from
is indeed a Hopf algebra homomorphism, and
is indeed isomorphic to the Drinfel'd double of a Taft algebra. Hence it is a quasi-triangular Hopf algebra. As a consequence, both M 1 ⊗ε + z and ε + z ⊗M 1 are isomorphic to each other as modules over
and hence are also isomorphic to each other as D q -modules.
We use C 0 to denote the full subcategory of all the finite dimensional weight D q -modules M satisfying ε + z ⊗ M ∼ = M ⊗ε + z for any z ∈ k × , and we use C 0 to denote the full subcategory of all the finite dimensional weight U q -modules M satisfying ε + z ⊗ M 1 ∼ = M 1 ⊗ ε + z for any z ∈ k × . Lemma 3.3 (2) provides a very easy solution to the problem of decomposing the tensor product of certain D q -modules, i.e., reducing them to the corresponding problem for U q -modules, where it has been extensively studied and the results are well-known, see [19] , [23] and [26] . Therefore, a large part of the representations (including all irreducible representations) of the quantum double D q can be realized as certain pullback from the representations of the quantized enveloping algebra U q . Note that the representations of the quantized enveloping algebra U q is well-understood (cf. [8] ). In particular, the tensor product of finite dimensional simple D q -modules is determined.
In the following, we shall summarize some results and corollaries for the algebra D q . We mainly follow the formulation given in [8] . We fix a 0 = z ∈ k. For each 0 = λ ∈ k, let M (λ) be the U q -module defined in [8, (2.4) ]. By pulling back through π ± z , we get a D q -module M ± z (λ). We call it the Verma modules associated to (z, λ). We have the following two results concerning Verma modules and simple modules over D q (compare with [8, (2.4) , (2.5)]).
Corollary 3.4. With the notations as above,
and there is a k-basis {m i } ∞ i=o of M z (λ) such that for all i,
where
The result for M − z (λ) is similar.
Corollary 3.5. Suppose that q is not a root of unity in k and 0 = λ ∈ k. If λ = ±q n for all integers n ≥ 0, then the D q -module M ± z (λ) is simple. If λ = ±q n for some integers n ≥ 0, then M ± z (λ) has a unique maximal proper submodule which is spanned by all m i with i ≥ n + 1 and is isomorphic to M ± z (q −2(n+1) λ). In this case, the quotient of M ± z (λ) modulo the maximal proper submodule is an (n + 1)-dimensional simple D q -module.
Suppose that q is not a root of unity in k. By Corollary 3.5, we know that if λ = q n for some integers n ≥ 0, we get two (n + 1)-dimensional simple D qmodules, we denote it by L + z (n, +), L − z (n, +); while if λ = −q n for some integers n ≥ 0, we get two (n + 1)-dimensional simple D q -modules, denoted by
In fact, the simple D q -module L z (n, +) (resp. L z (n, −)) is just the pullback of simple U q -module L(n, +) (resp. L(n, −)) through the k-algebra homomorphism π + z , see [8, Theorem 2.6] for the definitions of L(n, +) and L(n, −).
By construction, L z (n, +) has a basis {m i } n i=0 such that
Similarly, L z (n, −) has a basis {m ′ i } n i=0 such that Km
is the one-dimensional representation of D q which is defined on generators by ε
is a complete set of pairwise inequivalent finite-dimensional simple weight D q -modules; while if ch k = 2, then the set
is a complete set of pairwise inequivalent finite-dimensional simple weight D q -modules.
Proof. This follows from Lemma 3.1 and [8, Theorem 2.6].
Radford in [20] constructed a class of simple Yetter-Drinfel'd (shortly YD) modules for a graded Hopf algebra H = ⊕ ∞ n=0 H n with H 0 both commutative and cocommutative. When H is finitely graded over an algebraically closed field and H 0 is the group algebra of a finite abelian group, then all simple YD H-modules are in Radford's class of simple YD modules. The Borel subalgebra U ≤0 q , denoted H ω (ω = q −2 , a = K −1 ) in [20] , is a simple pointed graded Hopf algebra, but not finitely graded. Thus we don't know whether Radford's class of simple YD modules of U ≤0 q [20, Proposition 4,(b)], parameterized by k × × Z, contains all YD simple U ≤0 q -modules. However, we know that Radford's class forms a proper subset of simple D q -modules. Recall the Hopf algebra map θ ′ we introduced in Lemma 1.1. Using θ ′ and noting that the multiplication rule for our quantum double is compatible with the multiplication rule given in [12, Chapter IX, (4. 3)] for the Drinfel'd quantum double of finite dimensional Hopf algebras, one sees easily that every YD U ≤0 q -module naturally becomes a D q -module. To keep in accordance with the notations used in [20, Proposition 4], we set a = K −1 , x = F , g = a l , ω = q −2 , and let β : U ≤0 q → K be an algebra homomorphism. Proposition 3.7. With the notations as above and suppose that q is not a root of unity in k, then 1) if β(a) = ω l+n for any integer n ≥ 0, then λ 2 = q 2n for any integer n ≥ 0, where λ := β(a) −1 q −l , z := β(a)q −2l , in this case, the module
2) if β(a) = ω l+n for some integer n ≥ 0, we set z = q −2(n+2l) , then the module
Then it is obvious that β(a) = ω l+n for any integer n ≥ 0 if and only if λ 2 = q 2n for any integer n ≥ 0. In this case, we know that (by Corollary 3. 
On the other hand, by the formula given in the paragraph above Corollary 3.5, we have that
By the universal property of the D q -module M + z (λ) (see Corollary 3.5), we deduce that the map which sends m 0 to g can be uniquely extended to a homomorphism η from M + z (λ) to H β,kg . Comparing the action of F on the basis {x i • β g} ∞ i=0 given in the paragraph below [20, Proposition 4] and the action of F on the basis {m i } ∞ i=0 given in the paragraph above Corollary 3.5, we know that η(m i ) = x i • β g for each i ≥ 0, hence η is an isomorphism, as required.
2) We consider only the case where q −n−2l = √ z, the other case is similar.
By the formula given in the paragraph below [20, Proposition 4], we have that
On the other hand, by the formula given in the second paragraph below Corollary 3.5, we have that
By the universal property of the D q -modules M + z (q −2l ), L z (n, +) (see Corollary 3.5), we deduce that the map which sends m 0 to g can be uniquely extended to a homomorphism η ′ from M + z (q −2l ) to H β,kg and hence gives rises to a homomorphism η ′ from L z (n, +) to H β,kg . Comparing the action of F on the basis {x i • β g} n i=0 given in the paragraph below [20, Proposition 4] and the action of F on the basis {m i } n i=0 given in the second paragraph below Corollary 3.5, we know that η ′ (m i ) = x i • β g for each i ≥ 0, hence η ′ is an isomorphism, as required.
It would be interesting to know if every simple D q -module comes from a simple YD U ≤0 q -module when q is not a root of unity. If this is the case, we would know all simple YD U ≤0 q -modules. Taking the advantage of the well established representation theory of the quantized enveloping algebra U q (sl 2 ), we can easily obtain the decomposition of the tensor product of two finite dimensional D q -modules while it might be difficult for the YD module setting of Radford in [20] . 
Proof. The theorem follows easily from Lemma 3.3 and the Clebsch-Gordan formula for L(n, ±) ⊗ L(m, ±).
Many results for the quantized enveloping algebra U q have their analogues for the algebra D q . For example, it is not hard to show that the element
2 , and C is in the center of D q (compare with [8, (2.7)]). In [8, §2.13] , the classification of the finite dimensional simple U q -modules are given when q is a primitive l-th root of unity with l odd (the even case is also similar). As a consequence, we have an analogous classification result for the algebra D q . For example, when q 2 is a primitive d-th root of unity in k with d > 1, we still have the well-defined simple D q -modules L z (n, ±) for 0 = z ∈ k and any integer n with 0 ≤ n < d. 
where 0 = z ∈ k, 0 = λ ∈ k with λ 2d = 1, and
Connections with the Drinfel'd double of the Taft algebra
Throughout this section, we assume that k is an algebraically closed field, 1 < d ∈ N and that q 2 ∈ k is a primitive d-th root of unity.
We consider the quantized enveloping algebra U q . It is well-known that the elements
q ) be the quotient of the algebra U ≥0 q (resp. U ≤0 q ) modulo the ideal generated by
. It is well-known that the ideal generated by
is a Hopf ideal. Hence the algebra U ≥0 q (resp. the algebra U ≤0 q ) is a quotient Hopf algebra of U ≥0 q (resp. of U ≤0 q ). Recall the skew Hopf pairing between U ≥0 q and U ≤0 q defined in Section 1. Proof. For convenience, we still denote by E a K b the canonical image of
q , and do the same for the elements
Recall that for the skew Hopf pairing ϕ between U ≥0 q and U ≥0 q ,
With this in mind, the first statement of the lemma follows from a direct verification. It remains to show that the induced skew Hopf pairing is nondegenerate.
Suppose that
q (where λ a,b ∈ k for each a, b) lies in the radical of the induced skew Hopf pairing between U ≥0 q and U Let 0 ≤ a < d be a fixed integer. By assumption, we have that
It is not hard to calculate that
Since q 2 is a primitive dth root of unity, it follows that [a] ! q = 0. Hence we get that
Note that the coefficient matrix of the above system of linear equations is the Vandermonde matrix: 
Note that U ≥0 q and U ≤0 q are isomorphic as k-Hopf algebras. Thus U ≤0 q is a self-dual Hopf algebra. This Hopf algebra is usually called the Taft algebra, denoted by T d (q −2 ), as it was constructed in [24] as an interesting class of pointed Hopf algebras.
In [2] , Chen classified the irreducible representations of the Drinfel'd double of T d (q −2 ) and studied their tensor products. We remark that most of the results obtained in [2] can be recovered easily from our Lemma 3.3 and the discussion below Lemma 3.3, and the corresponding known results for U q (sl 2 ). For example, our Lemma [19] ). Moreover, some results about finite dimensional indecomposable representations of D(T d (q −2 )) in [3] can be recovered from Theorem 4.3 and the results from [26] .
Generalization to the case of arbitrary Cartan matrix
Our main results in Section 3 allow a direct generalization to the case of arbitrary Cartan matrix. To be precise, let A = (a i,j ) 1≤i,j≤n be a n × n matrix with entries in {−3, −2, −1, 0, 2}, a i,i = 2 and a i,j ≤ 0 for i = j. Suppose (d 1 , . . . , d n ) is a vector with entries d i ∈ {1, 2, 3} such that the matrix (d i a i,j ) is symmetric and positive definite. Then A is a Cartan matrix. Let α 1 , . . . , α n be the set of simple roots in the corresponding root system. Let k be a field. Let q be an invertible element in k satisfying q 2d i = 1 for every 1 ≤ i ≤ n. The quantized enveloping algebra U q associated to the Cartan matrix A = (a i,j ) 1≤i,j≤n (cf. [6] , [9] and [10] ) is the associative k-algebra with generators E i , F i , K i , K −1 i (1 ≤ i ≤ n) and the relations: U q is a Hopf algebra with comultiplication, counit and antipode given by:
Let U + q (resp. U − q ) be the k-subalgebra of U q generated by E i , 1 ≤ i ≤ n (resp. by F i , 1 ≤ i ≤ n). Let U 0 q be the k-subalgebra of U q generated by K i , K −1 i , 1 ≤ i ≤ n. Let U ≥0 q := U + q U 0 q , U ≤0 q := U − q U 0 q . Then both U ≥0 q and U ≤0 q are Hopf k-subalgebras of U q . For any monomials
we endow them the weights n i=1 a i α i , − n i=1 a i α i respectively. Like the Hopf pair (U q (sl 2 ) ≥0 ), U q (sl 2 ) ≤0 ), there exists a unique pairing ϕ : U ≥0 q × U ≤0 q → k (see [17] , [11] and [25] ) such that (1) ϕ(1, 1) = 1, ϕ(1, K i ) = 1 = ϕ(K i , 1), for 1 ≤ i ≤ n, (2) ϕ(x, y) = 0, if x, y are homogeneous with different weights,
q , (7) ϕ(S(x), y) = ϕ(x, S −1 (y)), for all x ∈ U ≥0 q , y ∈ U ≤0 q . In other words, (U ≥0 q , U ≤0 q , ϕ) forms a skew Hopf pairing. Thus (as in Section 1) we can make D(U ≥0 q , U ≤0 q ) := U ≥0 q ⊗ U ≤0 q into a Hopf k-algebra, called the quantum double of (U ≥0 q , U ≤0 q , ϕ). For simplicity, we write D q instead of D(U ≥0 q , U ≤0 q ). Theorem 5.1. As a k-algebra, D q can be presented by the generators the Program NCET as well as NSFC (Project 10401005) for the financial support. The second author is supported by the Marsden Fund.
