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ABSTRACT
Automated vehicles have been under heavy developments in major auto and tech companies and are
expected to release into market in the foreseeable future. However, the road safety of these vehicles
remains a concern. One approach to evaluate their safety is via on-track experimentation, but this requires
gigantic costs and time investments. This paper discusses a sequential learning approach based on kriging
models to reduce the experimental runs and economize on-track experimentation. The approach relies
on a heuristic simulation-based gradient descent procedure to search for the best next test scenario. We
demonstrate our approach with some numerical test cases.
1 INTRODUCTION
1.1 Background of Automated Vehicles Evaluation
While automated vehicles (AVs) are currently under intense developments by almost all major auto companies
and tech giants, their safety has remained a concern, as reinforced by recent Tesla accidents involving
self-driving systems (Singhvi and Russell 2016). The difficulty in evaluating AVs is that these vehicles are
“smart”, in that they interact with their environments and prompt autonomous actions, and hence cannot
be tested using existing standard approaches.
For example, the so-called test matrix approach, adopted commonly in many vehicle testing procedures,
uses fixed and predefined test scenarios to evaluate vehicles. However, an AV producer can tune the algorithm
to excel in such test scenarios but fail on others, making the results of the test matrix invalid in capturing
the actual risk (Aust 2012). In the United States, there are currently no standards or protocols to test AVs
with high degrees of automation (known as automation level 2 (NHTSA 2013) or higher). Most prospective
AV manufacturers at present rely on Naturalist Field Operational Tests (N-FOT) (FESTA-Consortium et al.
2008) to evaluate AV safety, which means putting the vehicle prototypes on actual roads and collecting
data from potential accidents or conflicts. Such tests, however, are both time-consuming and costly, as
accidents are rare events that can only be assessed under statistical confidence with astronomical road miles
driven by these prototypes. According to Akamatsu et al. (2013), an N-FOT “cannot be conducted with
less than $10,000,000”.
As an alternative, researchers have explored the use of Monte Carlo simulation techniques. Yang and
Peng (2010) and Lee (2004) evaluated collision avoidance systems by reusing existing N-FOT data, and
Woodrooffe et al. (2014) used forward collision scenarios to evaluate collision warning and mitigation
braking technologies on heavy trucks. Zhao et al. (2017), Huang et al. (2017), and Huang et al. (2017)
applied importance sampling methods to evaluate car-following and lane change scenarios. However,
Monte-Carlo-based methods need to make assumptions on the control and dynamics of AVs. The lack of
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full knowledge in specifying these assumptions, complicated by the autonomous operations of AVs that are
not publicly disclosed, remains one of the key difficulties in carrying out reliable Monte Carlo evaluation.
On-track experiments to learn the behaviors of AVs is therefore a crucial step (Peng and Leblanc 2012).
These behaviors, once accurately informed, can be used as inputs to the Monte Carlo evaluation. However,
such experiments are only recently feasible (Mcity 2017) and require huge cost and time investments. This
motivates us to explore an adaptive approach to reduce the number of on-track experimental runs needed
for the learning.
1.2 Outline of the Sequential Experimentation Approach
The number of possible scenarios that an AV can react on, which collectively define the behavior of the AV,
are typically infinite. This motivates us to consider a metamodel to make our learning feasible. Specifically,
we use a kriging framework to model the unknown behavior of AVs, and investigate a myopic approach
to sequentially select the next test scenario that can maximize the information gain (thereby reducing the
runs needed to achieve a reasonable estimation accuracy). As the gain is in terms of the correctness of the
Monte Carlo evaluation, finding the next test scenario generally requires simulation-based optimization.
In particular, we investigate a heuristic use of stochastic gradient descent. The simulation is also used to
make the final safety evaluation of the AV being considered.
Our framework follows from the kriging technique originated from geology (e.g., Chiles and Delfiner
2009) and further developed in computer experiments (e.g., Sacks et al. 1989). The primary use of kriging
is to assimilate spatial data under correlation among different design points that is made computationally
convenient through Gaussian process modeling. Our approach follows this framework by viewing the test
scenarios as design points. In the static settings, the design points are typically selected using space-filling
design (e.g., with Latin Hypercube Sampling; Kleijnen 2008). To reduce experimental costs with respect to a
specified goal, one can sequentially select the design points, which is the approach we adopt. In particular,
we follow the sequential sampling idea that has been applied to sensitivity analysis and optimization
(Kleijnen and Van Beers 2004, Kleijnen 2009). Our work most closely follows the concept of knowledge
gradient (e.g., Powell and Ryzhov 2012) in the Bayesian setting. Other related literature includes the stream
of study in stochastic kriging (Ankenman et al. 2010, Staum 2009), a generalization of the kriging technique
to stochastic computer experiments. In this paper, however, we assume the on-track experimentation is
error-free and hence relates more closely to the deterministic experimentation framework. On the other
hand, stochasticity comes in the evaluation criterion and as a result, as discussed above, our sequential
design point search will allude to the use of simulation optimization.
The remainder of this paper is as follows. Section 2 describes the basic setups in AV evaluation and
casts our evaluation framework in the kriging setting. Section 3 presents our optimization procedure to
select test scenarios. Section 4 shows some numerical examples.
2 A KRIGING FRAMEWORK FOR AV EVALUATION
We introduce our framework in two components. First, Section 2.1 describes the setting and the challenge
of AV evaluation and gives a simple illustrative example. Section 2.2 then describes how we cast the AV
evaluation task into a kriging-based learning model.
2.1 The Task of AV Evaluation
Evaluation of the road safety of AVs requires studying the risk arising from its interaction with the
surrounding environments, such as other vehicles driven by human drivers, pedestrians etc. The risk can
be measured by probabilistic quantities such as the chance of accidents (e.g., crashes) and conflicts (e.g.,
the AV and a front car within a dangerously short distance). For example, Zhao et al. (2017) demonstrate
this calculation via Monte Carlo simulation with a lane change scenario. Figure 1 describes this setting,
where a human-controlled vehicle driving in front of the AV is cutting into the AV’s lane. The AV has a
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built-in intelligent control system that is assumed deterministic, while the frontal vehicle is susceptible to
noisy human behavior and hence is stochastic.
A collision can occur when the gap is too short at any point of time. Consider a fixed period of time
T that represents the typical car-following duration. Denote RL(t,ω) as the range between the AV and
the human-driving vehicle and R˙L(t,ω) as its rate of change, which depend on the physical measurements
of both vehicles including accelerations, velocities and positions. ω denotes the initial condition of the
lane change scenario. We say a collision happens if the range at any point of time is too short, say
within a threshold b. Then the collision probability is P(RL(t,ω)< b for some t ∈ [0,T ]), or equivalently
P(maxt∈[0,T ] 1/RL(t,ω)> 1/b).
In general, the stochasticity of the human-driving vehicle, described by its acceleration etc., can be
estimated from existing data. Zhao et al. (2017) for instance uses the naturalistic driving data among all
the lane change scenarios extracted from the Safety Pilot Model Deployment (SPMD) database (Bezzina
and Sayer 2014). However, the AV control is typically not fully known to the tester. It could be known
by the company that owns its production, but due to commercial concern such knowledge is not revealed
to governmental or public entities who conduct safety tests. So to carry out the Monte Carlo safety test,
a governmental unit needs to learn the control system by carrying out its own on-track experiment. This
experiment runs on a physical proving ground (e.g., Mcity 2017) which, in the considered setting, can
preset the configuration of the frontal vehicle to resemble an actual road condition. Observing how the AV
reacts in these conditions provides some information on its underlying intelligent control.
Figure 1: A lane change scenario.
Other scenarios can be evaluated similarly as above; see, e.g., Zhao et al. (2017) for a car-following
setting. In the subsequent discussion we will focus on the lane change situation for illustration.
2.2 A Kriging Model
We study a kriging-based learning approach to collect information about the AV from on-track experiments.
Suppose we are interested in estimating P( f (ω)> γ), where f :X → R is an unknown function on X ,
γ is a given threshold, and ω ∈X is a random object under the probability P. For instance, γ can be 1/b
and f (ω) be maxt∈[0,T ] 1/RL(t,ω) in the example described in Section 2.1, where x here refers to the set of
parameters that controls the human-driving vehicle, which is random and its distribution calibrated from
the SPMD database.
To model how information on f updates our estimate on P( f (ω)> γ), we view f as a response surface
on the domain X . We model f :X → R as a Gaussian Random Field (GRF) (Rasmussen 2006) that is
independent of the stochasticity of ω , denoted as
f (·)∼ GRF(µ(·),σ2(·, ·)),
where µ(·) is the mean function and σ2(·, ·) is the covariance function of the GRF. Given any fixed design
points x1, . . . ,xk ∈X , f (x1), . . . , f (xk) comprises a Gaussian random vector with meansµ(xi) and covariances
Huang, Lam and Zhao
σ2(xi,x j). It is customary to assume that µ(x) = b(x)′β and σ2(x, x˜) = τ2r(x, x˜) where the correlation
function r(x, x˜) implies stationary variance over X and depends on the design point pairs only through the
value of x− x˜. For simplicity, we will further assume that µ(x) = β for some β ∈R, which represents a flat
belief on f (·) over all the design points. We use the correlation function r(x, x˜) = exp{θ‖x− x˜‖2}, where
‖ · ‖ denotes the Euclidean norm. This correlation function signifies a higher correlation for test scenarios
that are closer to each other. Note that we have adopted intuitive choices for the mean and correlation
functions here for convenience, but better ones (in the sense of better reflecting the prior belief on the
vehicle behaviors under different test scenarios) should be used with the availability of expert knowledge.
Suppose that the parameters β ,θ ,τ2 are known. Given some observations on the value of f (x) at some
points in X , we can update the distribution of f (·) via conditioning. We denote X as the observed design
vector (x1, ...,xn) and Y the associated response vector ( f (x1), ..., f (xn)). We define the matrix Σ ∈ Rn×n
such that its (i, j)th entry is Σi j = σ2(xi,x j), and define R= Σ/τ2 so that Ri j = r(xi,x j), for i= 1, ...,n and
j = 1, ...,n. Given observations (X ,Y ), for any fixed x ∈X , we have
E[ f (x)|X ,Y ] = β + r(x|X)′R−1(Y −β )
and
Var( f (x)|X ,Y ) = τ2(1− r(x|X)′R−1r(x|X)),
where r(x|X) ∈ Rn is a vector with r(x,xi) as the ith element (Rasmussen 2006). Note that f (x)|X ,Y still
follows a Gaussian distribution. For simplicity, we denote µ(x|X ,Y ) = E( f (x)|X ,Y ) and σ2(x|X ,Y ) =
Var( f (x)|X ,Y ).
In practice, the parameters β ,θ ,τ2 need to be either estimated (e.g., by using maximum likelihood) or
assigned reasonable values according to expert knowledge. For more details on calibrating the parameters,
see, e.g., Ankenman et al. (2010). In our subsequent discussion, we assume these are given and unchanged
throughout the learning process.
Under the GRF assumption and conditioning on (X ,Y ), we now set our target quantity of interest as
P( f (ω)> γ|X ,Y ), where P now generates both the stochasticity in ω and the Gaussian uncertainty in f .
Typically this probability is larger, i.e., more conservative, than when f is completely known, because of
the additional noise coming from the model uncertainty. We view this probability as a reasonable target,
but clearly other formulations are plausible.
Note that we have
P( f (ω)> γ|X ,Y ) = Eω [P( f (ω)> γ|ω,X ,Y )] (1)
where Eω [·] denotes the expectation taken with respect to the stochasticity of ω . Since f (x)|X ,Y follows
a Gaussian distribution with mean µ(x|X ,Y ) and variance σ2(x|X ,Y ), we can write (1) further as
Eω
[
Φ¯
(
γ−µ(ω|X ,Y )
σ(ω|X ,Y )
)]
(2)
where Φ¯(·) denotes the tail distribution function of a standard Gaussian distribution.
3 SEQUENTIAL SELECTION OF TEST SCENARIOS VIA OPTIMIZATION
From (2), we design a procedure to sequentially look for the next scenario, or design point, to test the
value of f that can in a sense maximize the information gain. We define information gain as the distance
between the current estimate of P( f (ω)> γ|X ,Y ) and its update taking into account the outcome of the
next test. We maximize the expected distance under the current posterior distribution. This framework
follows generally from the concept of knowledge gradient (Powell and Ryzhov 2012), but here we are
interested in a pure estimation problem instead of an optimization problem. Note that the distribution of
ω is estimated from data, which can be parametrically modeled or fully data-driven, i.e., nonparametric.
In general we need to run simulation to evaluate our target quantity, even though f is highly structured.
Huang, Lam and Zhao
We present some further notations. Let (Xn,Yn) be the vectors of historical design points and responses
from f collected up to step n. We denote En[·] =E[·|Xn,Yn]. In particular, f (x) under En[·] follows a Gaussian
distribution with mean µ(x|Xn,Yn) and variance σ2(x|Xn,Yn). For simplicity, we write µn(·) = µ(·|Xn,Yn)
and σ2n (·) = σ2(·|Xn,Yn).
Let Pn = P( f (ω)> γ|Xn,Yn) be the current target estimate, and Pn(x,y) = P( f (ω)> γ|(Xn,x),(Yn,y))
be the target estimate if one tests an additional design point x and collects a response y. Let d(·, ·) be some
distance criterion between two probabilities. Given Xn,Yn, we search for the next design point by looking
for x ∈X that solves
max
x∈X
En [d(Pn,Pn(x, f (x)))] . (3)
A simple example of d is the squared L2-distance, which we adopt in the sequel. Optimization (3)
becomes
max
x∈X
En
[
(Pn−Pn(x, f (x)))2
]
=max
x∈X
∫
(Pn−Pn(x,y))2dΦ
(
y−µn(x)
σn(x)
)
=max
x∈X
∫ (∫ (
Φ
(
γ−µn(ω|x,y)
σn(ω|x,y)
)
−Φ
(
γ−µn(ω)
σn(ω)
))
dF(ω)
)2
dΦ
(
y−µn(x)
σn(x)
)
(4)
where we denote µn(·|x,y) = µ(·|(Xn,x),(Yn,y)), σ2n (·|x,y) = σ2(·|(Xn,x),(Yn,y)), F(·) the distribution
function of ω , and Φ(·) the standard Gaussian distribution function.
Note that (4) generally does not support closed-form evaluation, and requires running simulation. If
X is a discrete space, ranking and selection methods can be applied (an approach taken by Huang et al.
(2017)). Here we focus on a continuous space for X ⊂ Rd . We use stochastic approximation (SA)
(Kushner and Yin 2003) to search for a local optimum for (4). This approach follows from Wang et al.
(2016) that considers parallel Bayesian global optimization where the one-step optimum cannot be solved
in closed-form under Gaussian process function models. Note that, like the setting in Wang et al. (2016),
since there is no guarantee that the objective function in (4) is concave, we can only ensure that our SA
converges to a local optimum under suitable conditions.
We describe our stochastic gradient estimator for the objective function (4). Given i.i.d. samples
ω1, ...,ωm drawn from F and z1, . . . ,zm drawn from a standard Gaussian distribution, our gradient estimator
is a vector in Rd whose j-th element is given by
1
m
m
∑
i=1
−2
(
Pn−Pn(x,
√
σ2n (x)zi+µn(x))
)
∂
∂x j
Φ
γ−µn(ωi|x,√σ2n (x)zi+µn(x))√
σ2n (ωi|x,
√
σ2n (x)zi+µn(x))
 (5)
where ∂∂x jΦ
(
γ−µn(ω|x,y)√
σ2n (ω|x,y))
)
is given by
∂
∂x j
Φ
(
γ−µn(ω|x,y)√
σ2n (ω|x,y)
)
=−φ
(
γ−µn(ω|x,y)√
σ2n (ω|x,y)
)(
1
2
σ2n (ω|x,y)−3/2
∂
∂x j
σ2n (ω|x,y)+σ2n (ω|x,y)−1/2
∂
∂x j
µn(ω|x,y)
)
.
Here we have
∂
∂x j
µn(ω|x,y)= ∂∂x j rn(ω|x)Rn(x)
−1[(Yn,y)−β ]+rn(ω|x) ∂∂x jRn(x)
−1[(Yn,y)−β ]+rn(ω|x)Rn(x)−1 ∂∂x j (Yn,y)
and
∂
∂x j
σ2n (ω|x,y) =−τ2
(
2
∂
∂x j
rn(ω|x)′Rn(x)−1rn(ω|x)+ rn(ω|x)′ ∂∂x jRn(x)
−1rn(ω|x)
)
,
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where we use rn(ω|x) = r(ω|(Xn,x))∈Rn+1 to denote the vector whose ith element is r(ω,xi) for i= 1, . . . ,n
and (n+1)th element is r(ω,x), Rn(x) ∈R(n+1)×(n+1) to denote the matrix whose (i, j)th entry is r(xi,x j)
for i = 1, ...,n and j = 1, ...,n, (i,n+ 1)th entry is r(xi,x) for i = 1, ...,n, (n+ 1, j)th entry is r(x,x j) for
j = 1, ...,n, and (n+1,n+1)th entry is r(x,x).
Furthermore, we have
∂
∂x j
Rn(x)−1 = Rn(x)−1
∂
∂x j
Rn(x)Rn(x)−1.
The vector ∂∂x j rn(ω|x) has 0 in all entries but the last, which is equal to ∂∂x j r(ω,x). ∂∂x jRn(x) has 0 in
all entries except the last row and column, where the (i,n+ 1)th entry and (n+ 1, i)th entry is equal to
∂
∂x j r(x
i,x) for i= 1, ...,n where xi denotes the ith observation. The vector ∂∂x j (Yn,y) has 0 in all entries but
the last, which is equal to
1
2
σ2n (x)
−1/2z
∂
∂x j
σ2n (x)+
∂
∂x j
µn(x).
Lastly, we have
∂
∂x j
µn(x) =
∂
∂x j
rn(x)R−1n [Yn−β ]
and
∂
∂x j
σ2n (x) =−τ2
(
2
∂
∂x j
rn(x)′R−1n rn(x)
)
,
where
∂
∂x j
rn(x) =

∂
∂x j r(x
1,x)
∂
∂x j r(x
2,x)
...
∂
∂x j r(x
n,x)

and Rn ∈ Rn×n is a matrix whose (i, j)th entry is r(xi,x j) for i = 1, ...,n and j = 1, ...,n, rn(x) ∈ Rn is a
vector whose ith element is r(xi,x) for i= 1, ...,n, and
∂
∂x j
r(xi,x) = r(xi,x)(−2θ(xij− x j)).
The above estimator is only a heuristic that roughly resembles an infinitesimal perturbation analysis. Upon
closer inspection, one can see that the term σ2n (ω|x,y) in the denominator in the formulas above is close
to 0 if ω approaches any of the observed design points, a consequence of the fact that the responses at
those points are completely known. This may blow up the gradient estimate. This issue can potentially be
addressed by adding artificial small noise to the kriging model to inflate the variance from zero at those
positions. An alternative is to use the finite-difference method, although this will reduce the efficiency of
the resulting gradient descent algorithm.
With the gradient estimator, we iterate
x(k+1) = x(k)+akg(k)(x(k)) (6)
where g(k)(x) denotes the gradient estimator in (5), for k= 1,2, . . . starting from an initial solution x(0) , to
optimize the objective function in (4) according to a heuristic Robbins-Monro SA. The step size is taken
as ak = a0/k. One may also apply the algorithm at multiple starting points in view of the non-convexity
of the problem.
Overall, to sequentially select the design points, the steps consist of:
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1. Use a small-sample space-filling design to build an initial observation set (X0,Y0) and construct an
initial kriging model.
2. Approximately solve (3) to select the next design point x∗. This involves recursion using (6) where
g(k)(x(k)),k = 1,2, . . . are estimated by generating i.i.d. samples ω1, . . . ,ωm from F and z1, . . . ,zm
from standard Gaussian as described above.
3. Conduct an experiment at x∗ and add x∗ and the associated experimental outcome to the observation
set (Xn,Yn) to get (Xn+1,Yn+1).
4. Update the kriging model using the observation set (Xn+1,Yn+1).
5. Repeat steps 2, 3 and 4 until the kriging model is acceptable.
4 NUMERICAL EXAMPLES
This section shows some numerics on our information criterion and simple illustrations of our procedure.
4.1 Illustration of the Information Criterion
Here we present an example to illustrate the intuition behind the proposed information criterion. By
contrasting with a simple alternative criterion, we demonstrate the relation between the proposed criterion
and the underlying probability distribution.
Consider the generic target probability of interest P( f (ω) > γ), where ω ∈X is a random object
with probability P. In addition to (3), we consider an alternative criterion to select the next design point
by maximizing the pointwise variance of I( f (x) > γ) over x ∈X under the posterior distribution on f ,
namely f (x)∼ N(µn(x),σ2n (x)), where I(·) is the indicator function. In other words, we maximize
En (I ( f (x)> γ)−Pn ( f (x)> γ))2 (7)
where En[·] and Pn(·) refer to the conditional distribution on Xn,Yn as before. Criterion (7), which we name
the local prediction impact for convenience, does not depend on the distribution of ω but only measures
the uncertainty (or confidence of our knowledge) on the values of the function f (·) at different points. This
contrasts our suggestion in (3) that accounts for both the uncertainty on f and the distribution of ω , and
in this sense (7) is a less comprehensive measure. In general, one would expect that the information gain
measured by (3) is large when the local prediction impact is large and the position of interest is “important”
according to the distribution of ω . On the other hand, a position with a large local prediction impact may
not necessarily be important in determining the estimate of P( f (ω)> γ), since the latter depends on the
distribution of ω .
We demonstrate the two criteria with a study of lane change scenarios described in Section 2.1. We
assume that the AV uses a deterministic system with Adaptive Cruise Control (ACC) and Autonomous
Emergency Braking (AEB) (Ulsoy et al. 2012) (see Fig. 2), but this is supposedly unknown to the tester.
There are three key variables that constitute the scenario, namely the frontal vehicle’s velocity v, range R
and time to collision TTC, where we define TTC as
TTC =−R
R˙
.
As described in Zhao et al. (2017), when the velocity v is between 5 to 15 m/s, the other two variables
R−1 and TTC−1 are independent of each other. TTC−1 can be modeled by an exponential distribution
and R−1 by a Pareto distribution. Here we define ω = [TTC−1,R−1], and we are interested in estimating
P(maxt∈[0,T ] 1/RL(t)> 1/2), i.e., the probability that the two vehicles have a minimum range smaller than
2 meters, when the velocity of the leading vehicle v is set to lie in the aforementioned range.
We use a kriging model with parameters β = 0, τ2 = 0.01 and θ = 50. We set the prediction threshold
γ = 0.5 for simplicity. The zero mean of β is chosen to reflect the belief that the response of a scenario
with no information is far from being a critical event. We choose the value of τ2 which intuitively puts
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Figure 2: An example of AV control mech-
anism.
Figure 3: Prediction of a kriging model in
the lane change setting.
γ = 0.5 to be three standard deviations higher than the mean of a scenario x that has no information
(i.e., f (x)∼ N(0,0.01)). θ = 50 is selected to make the correlation between scenarios with distance 0.05
(believed to represent initial conditions with different AV behaviors) to be small enough (less than 0.01).
We use 20 initial design points to build the model and its value of I( f (x) > γ) is shown in Fig. 3.
The blue dots represent a sample distribution of the variable ω . Red circles are existing design points with
return 0 and red crosses are existing design points with return 1. We consider four arbitrarily picked new
design points (which we call points A, B, C and D) shown by the red stars, whose coordinates are shown in
the first row of Table 1. The local prediction impacts and the information gains depicted by the objective
in (3) of these design points are shown in the second and third rows respectively.
We see that points B and C have smaller local prediction impacts than points A and D, which can
be attributed to the vicinity of their positions to those of the historical data that subsequently reduces the
uncertainty of f . This translates to a smaller variance of I( f (x)> γ) and hence a smaller local prediction
impacts. Relatedly, these points also have a low information gain measured by (3). However, point D,
even though far away from the positions of the historical data, has an even lower information gain. This
can be attributed to the tiny density of ω at this point, which makes the overall information gain low. In
contrary, point A has a higher density of ω and consequently a higher information gain.
Table 1: Local prediction impacts and information gains of 4 arbitrarily picked design points.
A B C D
Coordinate (0.05,0.1) (0.12,0.55) (0.05,0.55) (0.45,0.5)
Local prediction impact 0.209 0.0996 0.0471 0.249
Information gain 0.0082 4.26×10−8 6.76×10−8 3.13×10−11
4.2 Example of the Sequential Learning Approach
To illustrate our sequential learning approach, we use a simple hypothetical problem where we define
the probability of interest as P(ω1+ω2 > 2), with two random objects ω1,ω2 each following a standard
Gaussian distribution (in the lane change scenario described before ω1,ω2 would correspond to the initial
conditions such as frontal vehicle velocity, with a correspondingly more sophisticated f function). The
true probability is 1−Φ( 2√
2
)≈ 0.0786.
We use a kriging model with parameters β = 0, τ2 = 1, and θ = 1. Here the parameters are arbitrarily
chosen, as we assume that no prior information is available. We start with 20 initial design points. In
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the SA scheme, we use ak = a0/k as the step size parameter with a0 = 20, and we terminate the scheme
after 50 iterations, at each new design point. The gradient estimator is averaged from 1,000 samples. For
illustration, we use 10,000 samples to estimate the target probability under the kriging model to assess its
error relative to the truth.
Fig. 4 shows that as we collect more observations to update the kriging model, the probability estimate
gradually converges to the true probability. At each step, we start the SA from a randomly generated
point using a standard Gaussian distribution. To illustrate the benefit from the optimization step, Fig. 5
compares our approach with random sampling at each step, where this random sample is precisely the
starting point of our SA scheme. We observe that our sequential learning approach converges to the true
probability quickly in the first few steps, but the convergence slows down as the learning progresses. This
may be caused by a saturation in terms of the highest accuracy affordable by the SA’s noises, as well
as the heuristic nature of our approach. Finally, Fig. 6 and 7 show the probability estimates when we
use SA with starting points fixed at (1,1) and (0,0) respectively, at each learning step. We see that the
probability estimates move towards the truth regardless of the starting points, giving a sign that the SA
algorithm is at least working. Moreover, starting from (1,1) appears to achieve faster convergence, which
can be reasoned by the fact that (1,1) is closer to the boundary of the event ω1+ω2 > 2 that facilitates the
involved learning process. We note that the lines in the figures appear a bit fluctuant as they are illustrated
in the scale of the probability estimates, which is small relative to the simulation replication size we use
to generate them (i.e., 10,000). Further investigation is clearly needed, but the above observations aim to
show some preliminary insights on the behavior of our approach and confirm its potential.
Figure 4: Changes in probability estimates as
new observations are collected to update the krig-
ing model.
Figure 5: Comparison between probability es-
timates of the learning approach and random
sampling without optimization.
5 CONCLUSION
This paper presents a sequential learning approach based on using kriging models to approximate AV
behaviors, to reduce on-track experimentation for AV safety evaluation. The approach relies on a heuristic
simulation-based gradient descent procedure to search for the best next test scenario in terms of maximizing
an information criterion regarding the accuracy of conflict probability evaluation. We derive a gradient
estimator and investigate the performance of our procedure. Numerical examples show that our approach
sequentially improves our probability estimate, and appears to perform better than simple strategies such as
random scenario sampling. Future work includes the studies of further assumptions of the kriging models
in the AV evaluation context and developments of scenario search procedures that are both more efficient
and theoretically sound.
Huang, Lam and Zhao
Figure 6: Sequential selection of design points
using SA with starting point fixed at (1,1).
Figure 7: Sequential selection of design points
using SA with starting point fixed at (0,0).
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