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Consider an r x c contingency table under the full multinomial model where each 
category is ordered. The problem is to test the null hypothesis of independence 
against the alternative that all local log odds ratios are nonnegative with a least one 
local log odds ratio positive. We find the class of all tests that are simultaneously 
exact, unbiased, and admissible. The problem is of considerable interest to social 
scientists. Some discussion of specific tests is given. 0 1991 Academic Press, Inc. 
1. INTRODUCTION AND SUMMARY 
Consider an r x c contingency table under the full multinomial model 
where each category is ordered. Let X = (X,) be the r x c matrix of cell 
frequencies, p = (pV) is the r x c matrix of cell probabilities, ri is the ith row 
total of cell frequencies, i= 1, 2, . . . . r, r’= (rr , . . . . I,- 1) is the 1 x (r - 1) 
vector consisting of the first (r - 1) row totals, cj is the jth column total of cell 
frequencies, j = 1, . . . . c, c’ = (c, , . . . . c,- I ) is the 1 x (c - 1) vector consisting 
of the first (c- 1) column totals, m = (r, c), n = C C X,. Under the full 
multinomial model X N M(n, rc, p). The problem is to test independence 
agaist the alternative that all local log odds ratios are nonnegative with at 
least one local log odds ratio positive. We express the testing problem as 
testing the null hypothesis H: pii = pi.p .j for i= 1, 2, . . . . r; j= 1, 2, . . . . c, 
where pi. = J$= r pij and p .j = xi= 1 pii, against 
K:log{P,iP~i+,,(j+,,lPi(j+,,P,i+,,j} 
3 0, i = 1, 2, . . . . r- 1; j= 1, . . . . c- 1, 
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with strict inequality for at least one pair (i, j). Such an alternative makes 
sense when the categories of the contingency table are ordered. 
Models for local odds ratios in tables with ordered categories are 
discussed in Agresti [l] (see especially Chap. 5). Many other references 
appear in Agresti [l]. Hirotsu [7], Patefield [12], Agresti, Mehta, and 
Pate1 [2], and Ledwina [9] studied this precise problem. Schaafsma [13] 
considers the same null hypothesis but studies an alternative that contains 
our alternative. He calls his alternative positive quadrant dependence. 
He suggests a linear test which has an asymptotic optimality property. 
Hirotsu’s approach to the problem is closely related to the approach we 
will develop, but there are important differences. Hirotsu has an essentially 
complete class of tests for a model in which variables are normal and one 
wishes to test a null hypothesis that some linear functions of the means of 
the normal variables are zero against the alternative that those combina- 
tions of means are greater than or equal to 0. The essentially complete 
class, which ensues from a result of Eaton [4], consists of tests whose 
acceptance regions are monotone and convex in a space of certain linear 
functions of the original variables. 
Hirotsu [7] then considers the model of this paper in which the observa- 
tion vector is multinomial. He recognizes that the null hypothesis may be 
expressed as certain linear combinations of the natural parameters being 
zero against a one-sided alternative as in his normal case model. He then 
tinds the appropriate linear transformations of the original variables so that 
if the variables were normal he could use his essentially complete class 
result. Since the variables are not normal Hirotsu notes that they are, when 
suitably standardized, asymptotically normal and so he recommends tests 
in this essentially complete class. Our recommended class of tests is essen- 
tially the same, in a sense, as Hirotsu’s. However, there is an important 
difference and, furthermore, we prove that our tests have important 
optimality properties. Before precisely stating our results and contrasting 
them with Hirotsu’s we complete the background discussion by referring to 
Patefield [12] and Agresti, Mehta, and Pate1 [2]. Patefield studies several 
test statistics for the problem posed here. He and social scientists call the 
non-negative local log odds ratios alternative a trend alternative. The test 
statistics studied by Patefield include some specific ones suggested by 
Hirotsu [7] and the Goodman-Kruskal gamma. See Goodman and 
Kruskal [6] or Agresti [ 1, Chap. 93. Patefield uses the above statistics and 
performs exact tests. He has numerical results for a particular example, 
where r=3 and c=2. 
Agresti, Mehta, and Pate1 [2] study and provide an algorithm for exact 
tests based on statistics which are linear in the xii and which lie in Hirotsu’s 
class. 
In this paper we offer the class of tests that are simultaneously exact, 
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unbiased, and admissible. Our class consists essentially of the test statistics 
in Hirotsu’s class. However, our tests are performed conditionally, given 
the values of the suflicient complete statistics under the null hypothesis. 
Thus our critical values depend on the values of these sufficient, complete 
statistics and the exact conditional distribution. Hirotsu’s critical value 
depends on the sufficient statistic and a value chosen from normal tables. 
Hence, whereas his test statistics are ones that are desirable and match 
ours, his tests differ from ours because the critical values are different. For 
the problem at hand Hirotsu’s tests form a subset of an essentially 
complete class and our tests form another subset of an essentially complete 
class. We establish the optimality properties of unbiasedness and 
admissibility of OUT tests in this finite sample model. The latter property is 
easily accomplished using the same arguments as in Ledwina [9]. The 
proof of the unbiasedness property requires the notions of multivariate 
totally positive distributions and multivariate stochastic ordering. The 
proof of the lemma concerned with establishing stochastic ordering, 
Lemma 3.5, is felt to be novel. It does not follow, for example, from the 
strong sufficient condition of Karlin and Rinott [S]. Unbiasedness of a test 
(which implies its exactness) is a most intuitive and desirable property and 
admissibility of a test is another compelling property. For sample sizes 
large enough for the normal approximation to hold, Hirotsu’s tests are 
approximately unbiased. 
In the next section we will give precise statements of the results. There 
we will also indicate some specific tests which have the desirable properties. 
We will also note that the popular Goodman-Kruskal gamma test is essen- 
tially inadmissible (for most sizes and most sample sizes) except for I = 2, 
c = 2. Hence this test should not be used. Section 2 will also contain all the 
non-technical remarks of the paper. The remaining sections will serve 
virtually as an Appendix and will contain the mathematical proofs of the 
results. 
2. MAIN RESULTS 
Recall that X N M(n, rc, p) which implies that the density of X may be 
expressed as 
d”n! fi (xii!)-’ exp 
r-l,C-1 r-1 c-1 
1 xua,+ 1 ribi + C cjdj 
i,j= 1 i,j= 1 i=l j=l > 
3 (2.1) 
where aV =lnC~~~~~/~i~~),j], bi =ln[piC/p,C], dj = ln[p,/p,,], and d= 
(1 +Cieb'+xje4+Ce 0q+bi+4)-1. (Ledwina [9] and Hirotsu [7] both 
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use (2.1).) Note that (2.1) is the density of a multivariate exponential 
family. Hence the following two facts follow from Lehmann [lo, Chap. 43: 
(i) m = (r, c) is sufkient and complete under H, 
(ii) Any exact (similar test) of size CI must have Neyman structure. 
That is, the test for each fixed m, must have conditional size a. 
Now let 19~ =ln[piipi+I,j+I/pi,j+Ipi+,,j], i= 1, 2, . . . . I- 1, j= 1, 2, . . . . 
c- 1, so that 8, are the local log odds ratios. Note that ukl= 
C;:: c;:: 8, and therefore the hypotheses become H: 8, = 0, i= 1, 
2 9 .-., r- l;j= 1, 2, . ..) c - 1 and K: 8, 3 0, with strict inequality for at least 
one pair (i, j). Also let To = C’,=, Ci=, Xk,, Ti = (Til, Ti2, . . . . Ti+,J, 
i = 1, 2, . . . . r- 1, T=(T,, . . . . T, _ 1) and note that 
r-l c-l r-l c-l 
c c e,T,= c c eii i i xk, 
i-1 j=l i=l j=l I=1 k=l 
r-l c-l j  
= c 1 1 i evxkI 
i-1 j=l 1-1 k-1 
= ‘Cl ‘fl (‘Cl ‘i’ eq) x,, 
k=l I=1 i=k j=/ 
r-l c-l 
(2.2) 
Using (2.2) we rewrite (2.1) as 
p(9, b, d) exp (r-f-1 8,t, +ri’ ribi + ‘i’ c,d,) g(t, m). (2.3) 
\ ;. i=l j=l / 
From (2.3) we see that ie may treat the observations as t.. and the 
parameters as 8,. The null hypothesis is H: 8, = 0, i = 1, 5, . . . . r - 1, 
j= 1, . ..) c - 1; the alternative is K: 8, > 0 with strict inequality for at least 
one pair (i, j). Finally let q(x) be an exact test of size CI which when 
expressed in terms of m and t is q,(t). That is, the conditional test for each 
fixed m = (r, c), expressed as a function of t is q,(t). We have already 
noted that if q(x) is size a then q,(t) is of size a for each fixed m. 
We now indicate conditions on q,(t) that will enable the overall test to 
be unbiased. Suppose for each m, q,(t) is monotone non-decreasing in t. 
Monotone nondecreasing means that when all elements of t are fixed save 
for any one, q,(t) is non-decreasing in the variable. Suppose next we let, 
for each fixed m, A&t)= {t: q,,,(t) < 1). (A&t) is the set of points for 
which the conditional test does not reject with probability 1, i.e., Aqp,(t) is, 
except for possible randomization, the acceptance region of the test.) The 
main result is 
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THEOREM 2.1. For each fixed m, if q,(t) is monotone non-decreasing in 
t, then the test q,(t) is conditionally unbiased and the test q(x) is uncondi- 
tionally unbiased. Furthermore, the original test q(x) is admissible lj” and 
only iffor each fixed m, Aqp,(t) is convex and q,(t) is zero at non-extreme 
points of A,-. 
Thus an exact test is unbiased and admissible if conditionally, given m 
the acceptance regions are monotone (in the sense of the corresponding 
q,(t) is monotone) and convex with randomization possible only at 
extreme points. For the case r = 2, c = 3, Fig. 2.1 illustrates an unbiased, 
admissible acceptance region. Figure 2.2 illustrates a test which does not 
satisfy the conditions and is inadmissible. Note the sample space consists 
only of lattice points in the region t,2 2 tII z 0. 
We conclude this section with some discussion of the problem. There are 
several issues yet to be resolved. First, which tests among the exact, 
unbiased, admissible tests of Theorem 2.1 can be recommended. The linear 
test (in T) of Hirotsu [7] which is based on a test statistic that amounts 
to Spearman’s p with ties, done conditionally is one possible candidate. 
Other linear tests are proposed by Agresti, Mehta, and Pate1 [Z]. A test 
which appears intuitive is one whose acceptance region is the intersection 
of halfplanes. The exact conditional likelihood ratio test is another 
possibility. The above tests would be exact, unbiased, and admissible. 
Other possibilities are projected likelihood ratio tests and projected Fisher 
exact tests. (See Cohen, Perlman, and Sackrowitz [3] for an explanation 
of what is meant by a projected test.) It is not known, however, whether 
such tests satisfy the conditions of Theorem 2.1. It can be shown, however, 
that projected chi-square tests do not always satisfy the conditions. 
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FIGURE 1 
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FIGURE 2 
It can be shown that the test based on the Goodman-Kruskal gamma 
statistic is unbiased but is essentially inadmissible (for most sizes and most 
sample sizes) except for r = 2, c= 2. This is a popular test, studied by 
Patetield, and it should not be used. 
Another issue that requires further work is how to implement a test. This 
will require, for a particular test, an algorithm to be used on a computer 
similar to that of Agresti, Mehta, and Pate1 [2]. Still further work, along 
the lines of Patetield [ 123, simulating power functions of competing tests 
needs to be done. 
Until further simulations are done, based on Patefield’s small simulation 
study, ease of computation of statistical and critical value we recommend 
a linear test at this time. Several linear tests are endorsed by Hirotsu [7] 
and Agresti et al. [2]. The particular linear test chosen should be based on 
some a priori considerations. 
3. PROOFS 
We need definitions, preliminaries, and additional notation. Let u be a 
k x 1 vector lying in 9!Zk = +?r x %$ x . . . x %k, where ei iS a totally ordered 
subset of R’. 
DEFINITION 3.1. A function h: +Zk + R’ is nondecreasing if h(u) is 
nondecreasing in ui, while u,, . . . . u;-, , ui+ ,, . . . . uk are held fixed, for 
i = 1, 2, . . . . k. 
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Let Xk denote the family of nondecreasing functions on %!‘. Next let u, 
VE%~, and let f(u) be a nonnegative function defined on %!’ satisfying 
f(u ” VI f(u A VI >f(u) f(v), (3.1) 
where v and A are the corresponding lattice operations on %‘, i.e., 
u v v = (max(u,, ur), max(u,, u,), . . . . max(u,, u,)), u A v = (min(u,, II,), 
min(r.$, az), . . . . min(&, uk)). 
DEFINITION 3.2. A function f with the property (3.1) is said to be multi- 
variate totally positive of order 2 (MTP,) on +Yk. Also a k x 1 random 
vector U is MTP, if its density is MTP*. 
From Karlin and Rinott [8] we note that iff(u) and g(u) are MTP, on 
%k then f(u) g(u) is MTP, on %‘. Also if f(u) = g(uj, ZQ), where g is TP, 
on ej x f&j, then f is MTP, on Sk. Hence products of such functions are 
MTP2 on ak. 
Let U be a random vector whose density is MTP, with respect to a 
product measure defined on a product set. Let W,, W, be functions of U 
lying in %k. The well-known FKG (Fortuin, Ginibre, and Kasteleyn [S] ) 
inequality for W,, W, states that 
E(W, W,)>EW,EW,. (3.2) 
See, for example, Karlin and Rinott [8]. The inequality (3.2) is usually 
referred to as the correlation inequality when no connection to an MTP, 
density is made. 
Now let u < v mean ui < vi, i = 1, 2, . . . . k. From Marshall and Olkin [ 11, 
Chap. 171 we have 
DEFINITION 3.3. A random vector U is said to be stochastically less 
than or equal to a random vector V (U QP V) if 
z%(U) < WV), (3.3) 
for all h E Sk for which expectations exist. 
A slight modification of Theorem B.l of Marshall and Olkin [ 11, p. 4831 
is 
THEOREM 3.1. The pair (U, V) satisfy U Gp V if and only if there exist 
random uectors (0, v’, Z) with Zi 2 0 with probability 1, such that 
(i) O=O+Z 
(ii) U and 6 are identically distributed; V and 0 are identically 
distributed. 
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To prove unbiasedness in Theorem 2.1 we will need ii correlation 
inequality. This needed inequality will be stated as Lemma 3.2. The three 
conditions assumed for Lemma 3.2 will be established as Lemmas 3.3, 3.4, 
and 3.5, to be given after proving unbiasedness in Theorem 2.1. 
LEMMA 3.2. Assume H is true. Also assume, conditional on m, 
T, is MTP, (3.4) 
TilTI, -v T,-l is MTP2 for all i=2, 3, . . . . r- 1. (3.5) 
TilTI, -.., Tim 1 Gp Ti 1 T;, . . . . T;- 1 for all i = 2, 3, . . . . r - 1, 
if T,<T; for j= 1, . . . . i- 1. (3.6) 
Let W(T,, . . . . T,-,) and W*(T,, . . . . T,-l)~~,-,~~,~I~. Then under H, 
E{ W(T) W*(T) I m} 2 E{ W(T) I m} E{ W*(T I m}. (3.7) 
Proof: It is convenient to suppress the m, since all statements are 
conditional on m. Now 
EW(T) W*(T) = EW(T,, . . . . T,_ 1) W*(T,, . . . . T,- r) 
=E{EW(TI, . . . . T,-,) W*(T1, . . . . T,-,)IT1, . . . . Tr-*} 
~E(E(W(T,,...,T,-,)IT,,...,T,-,) 
xE(W*(T,, . . ..T.-I)ITI, .-J--2)} (3.8) 
by (3.5) and the FKG inequality. The last expression of (3.8) can be writ- 
ten as 
EW,(T, > . . . . Tr-2) WV,, . . . . Tre-21, (3.9) 
where W,(T,, . . . . T,-z)=EW(T1, . . . . T,-,IT, ,..., Tr-J and W:(T, ,..., 
T,-2)=EW*(T, ,..., T,-I(TI ,..., Tr--2). Note that (3.6) implies W, and 
w:E=q-*)(C-1). Therefore one can use (3.5) again. The process can be 
repeated until we have that (3.8) is greater than or equal to 
EWr-01) W,*_,(T,)~EW,-,(T,)EW,*_,(T,), (3.10) 
the last step following from (3.4) and the FKG inequality. Also, 
EW,-2(T,)=E{EW,-~(T1,Tz)IT,} 
= E{ Wr-,(T,, Td) 
=EE(W,~,(T,,Tz,T~IT1,T*)) 
=EW,-ATI,TZ,T~ 
= ... =EW(T,, . . . . T,-,). (3.11) 
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Similarly for W*; using (3.11) on the right-hand side of (3.10) yields 
(3.7). I 
Proof of Unbiasedness in Theorem 2.1. Let fe(t 1 m) denote the condi- 
tional density of T 1 m, where 8 lies in the alternative space and let fO( t 1 m) 
be the conditional density under the null. Using (2.3) to derive these 
densities we observe that W*(t) = [fe(t 1 m)/fJt 1 m)] E qrp Ijcc- ,) for any 
8 in the alternative space. Now recall q,(t) E J$- ,,+ ,) and consider for 
0 in the alternate space, 
Wdt) I ml = 1 cp&) fe(t I ml 
Z &(cp,(t) I m) = a, (3.12) 
with the inequaity resulting by an application of Lemma 3.2. Recognize 
that (3.12) implies conditional unbiasedness of q,(t) which in turn implies 
unbiasedness of q(x). 
We proceed to verify (3.4), (3.5), and (3.6). 
LEMMA 3.3. Under H, T, given m is MTP,. 
Proof Under H, XIj, j = 1, 2, . . . . c, given c are c independent binomial 
random variables with parameters (cj, pl). As such, Xii has a distribution 
which is Polya frequency of order 2 and it follows from an argument given 
in Cohen, Perlman, and Sackrowitz [3, Lemma 2.11, that T, 1 m is MTP*. 
LEMMA 3.4. Under H, Til T,, . . . . Tie,, m is MTPz for ail i = 2, 
3 , . . . . r - 1. 
Proof: Under H, X,, j = 1, 2, . . . . c, given T, , . . . . Tip i , c are c inde- 
pendent binomial random variables with parameters (cj - Tcip I)j + 
T+ ijcj- 1), pi. /c:= 1 p,). The result now follows as in Lemma 3.3. 
LEMMA 3.5. Under H, (Ti 1 T,, . . . . Tip i, m) Gp (Ti I T;, . . . . T:- i, m) for 
all i = 2, 3, . . . . r-l ~~T,~dT~~,forv=1,2 ,..., i-l;j=l,2 ,..., c-l. (Nore 
T,,rO.) 
Proof It suffices to prove the lemma for tlj = tvj + 1 for one pair (v, j), 
and t:, = tvj for all other (v, j) pairs. This follows from transitivity and the 
fact that tvj takes on integer values only. 
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Under H, the conditional distribution of T,I T,, ,.., Tie 1, m can be 
written as 
P(Ti = t;I T, = t, , . . . . Ti- 1 = ti- 1, m) 
=K(n,r) f I  
( 
Cj -f(i- I)j + f(i- 
l)(i- 1) 
1~1 ) tij-t(i-l)j-ti(j-i)+t(i-l)(,-l) ’ 
(3.13) 
where 
i-l 
n-1 r, 
K(n, r) = 1 v=I ‘! 1. ‘i 
We will be appealing to Theorem 2.4 and so we let 0 be the random vector 
whose distribution is that of (3.13). From (3.13) we observe that the condi- 
tional distribution of Ti 1 T, , . . . . T,_ 1, m depends only on the given values 
of Tie 1, m. Therefore we need only be concerned with t;i- lJk = tCi_ Ijk + 1 
forsomek=l, 2 ,..., c-l and t;i_I)i=tci-l,jforj=l, 2 ,..., c butj#k. 
Now define the random vector Z as 
P(Z=OIB=u)=l-P(Z=ekIe=u) 
=(“k--(i~l)k-Uk-l+t(i-l)(k-l)) 
Ck-z(i-l)k+f(i-l)(k-l) 
9 (3.14) 
where eb = (0, 0, . . . . 1, 0, . . . . 0), the 1 appearing as the kth coordinate. Note 
that Z is a random vector with 2; > 0 with probability 1. Lastly we define 
v = 6 + Z. If we demonstrate that the distribution of %’ is given by (3.13) 
save that t+ I)j is replaced by tiiP ljj, j = 1, 2, . . . . c, then the lemma follows 
from Theorem 3.1. 
Use (3.13) and (3.14) to find 
P(O+Z=ti)=P(f3=~i)P(z=O~~=~i) 
+P(fi=t;-ek)P(Z=ekl~=ti-ek) 
c 
=K 
I-I ( 
cj - l(i- 1)j + f(i- l)(j-1) 
j=l tij - t(i- I)j - ti(j- 1) + t(;- IN-l) 
j#k,j#k+l 
X 
I( 
ck--(i-l)k+t(i-l)(k-l) 
tik-t(i-l)k-ti(k-l)+ r(i-l)(k-l) > 
X 
ck+l - t(i- l)(k+ 1) + l(iL 1)k 
ti(k+l)-t(i-l)(k+l)-tik’+t(i-l)k > 
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X 
[ 
tik-t(i-l)k-ti(k-l)+t(i-l)(k-l) 
(Ck - t(i- 1)k + l(i- l)(k- 1) ) 1 
+ ck - [(i- 1)k + l(i- I)(k- 1) 
fik-l-t(i-l)k-ti(k-l)+t(i-l)(k-I) 
X 
( 
ck+l - t,i- l)(k+l)+l(i-1)k 
?i(k+l)- t(i-l)(k+l)--ik + 1 + l(i-1)k 
cck - fik + li(k - I) + 1) 
(Ck-t(i-l)k+t(i-l)(k~l)) I) ’ (3.15) 
(Note that the term in the first square bracket lies in the closed interval 
[0, 11. The term in the second square bracket also lies in [0, l] whenever 
the term multiplying it is nonzero.) The curly bracketed term of (3.15) 
reduces to 
ck-t(i-l)k+ t(i-l)(k-l)- 1 
fik- t(i- l)k- ti(k- I) + t(i- l)(k- 1) -1 
X 
K 
ck+l -l(i-l)(k+l)+ t(i-l)k 
ti(k+l)- l(i-l)(k+l)- tik+ l(i-1)k 
+ 
( 
ck+l -t(i-l)(k+l)+t(i-I)k 
ti(k+ l)- t(i- l)(k+ l)- lik + f(i-1)k + 1 
( Ck-t(i-l)k+f(i-l)(k-l)- 1 = tik-t(i-l)k-~i(k-l)+f(i-l)(k--l)-l ) 
X 
ck+l -t(i-l)(k+ l)+ f(i-l)kf 1 = A. (3.16) t r(k+l) -t(i-l)(k+l)-fik+ t(i-l)k +l 
Thus (3.15) reduces to 
which is the desired distribution. 1 
We conclude with a brief proof of the admissibility portion of 
Theorem 2.1. In Section 2 we saw that H: 8, = 0, i= 1, . . . . r- 1, 
j = 1, . . . . c - 1, and K: Bij > 0 with strict inequality for at least one pair (i, j). 
In light of (2.3) the testing problem fits the framework of Eaton [4] which 
yields the fact that the tests of Theorem 2.1 lie in the complete class of tests. 
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It further follows from the arguments in Ledwina [9, Theorem 2.1 and 2.23 
that the tests of our Theorem 2.1 are admissible. In fact these arguments 
yield that the tests of Theorem 2.1 are the only exact admissible tests. a 
Cl1 
PI 
c31 
c41 
CSI 
C61 
c71 
PI 
c91 
REFERENCES 
AG~FSTI, A. (1984). Analysis of Ordinal Categorical Data. Wiley, New York. 
AGRESTI, A., MEHTA, C. R., AND PATEL, N. R. (1990). Exact inference for contingency 
tables with ordered categories. J. Amer. Statist. Assoc. 85 453458. 
COHEN, A., PE~LMAN, M. D., AND SACKROWITZ, H. B. (1990). Unbiasedness of tests of 
homogeneity when alternatives are ordered. In Proceedings, Symposium on Dependence 
in Statistics and Probability. 
EATON, M. L. (1970). A complete class theorem for multidimensional one-sided alter- 
natives. Ann. Math. Statist. 41 1884-1888. 
FORTUIN, C. M., GINIBRE, J., AND KASTELEYN, P. W. (1971). Correlation inequalities on 
some partially ordered sets. Comm. Math. Phys. 22 89-103. 
GOODMAN, L. A., AND KRUSKAL, W. H. (1954). Measures of associations for cross 
classifications. J. Amer. Statist. Assoc. 49 732-764. 
HIROTSLJ, C. (1982). Use of cumulative efficient scores for testing ordered alternatives in 
discrete models. Biometrika 69 567-577. 
KARLIN, S., AND RINOTT, Y. (1980). Classes of orderings of measures and related 
correlation inequalities. 1. Multivariate totally positive distributions. J. Multivariate 
Anal. 10 457498. 
LEDWINA, T. (1984). A note on admissibility of some tests of independence against 
“positive dependence” in Rx C contingency table. Math. Operationsforsch. Statist. Ser. 
Statist. 15 565-570. 
[lo] LEHMANN, E. L. (1986). Testing Statistical Hypotheses. Wiley, New York. 
[ll] MARSHALL, A. W., AND OLKIN, I. (1970). Inequalities: Theory of Majorization and Its 
Applications. Academic Press, New York. 
[12] PATEFIELD, W. M. (1982). Exact tests for trends for ordered contingency tables. Appl. 
Statist. 31 32-43. 
[13] SCHAAFSMA, W. (1966). Hypothesis Testing Problems with the Alternative Restricted by 
a Number of Equalities. Noordhoff, Groningen. 
683/36/t-6 
