The explicit reference governor (ERG) is a simple and systematic approach that provides constraint handling capabilities to prestabilized systems. The basic idea behind this approach is to translate state and input constraints into an upper-bound on the value of the Lyapunov function, which is then enforced by suitably manipulating the derivative of the applied reference. When designing the ERG, one of the main challenges is the determination of an upper-bound on the value of the Lyapunov function that ensures constraints satisfaction. This paper proposes a systematic approach for estimating online the optimal upperbound for systems subject to the intersection of concave constraints. To do this, the Barrier function method is used. The effect of the estimation error caused by the time-varying nature of the auxiliary reference on the constraint satisfaction capability of the ERG is studied analytically. A procedure is proposed to modify the estimated upper-bound to avoid constraints violation in the presence of estimation errors. The effectiveness of the proposed scheme is demonstrated through a simulation study on an overhead gantry crane system.
modifying the internal states of the controller to avoid windup phenomena.
A solution that is somewhat in-between MPC and antiwindup schemes is the use of reference governors (RGs). The idea behind this approach is to augment a prestabilized system with an add-on control unit that, whenever necessary, manipulates the auxiliary reference to ensure constraint satisfaction [6] , [7] . For a comprehensive survey on the subject, see [8] and [9] .
Recently, a novel scheme called explicit RG (ERG) has been proposed for the control of constrained systems [10] [11] [12] [13] [14] [15] [16] [17] [18] . The ERG uses the same philosophy of RG schemes. However, the ERG differs from classic RG schemes as it manipulates the derivative of the auxiliary reference instead of its actual value. This allows to avoid the use of any online optimization. More precisely, the main idea behind the ERG is to determine an invariant set that would contain the state trajectory if the currently auxiliary reference were to remain constant [10] , [15] . If the distance between this invariant set and the boundary of the constraints is strictly positive, it follows from continuity that the derivative of the auxiliary reference can be nonzero without leading to constraint violations. If this distance is zero, the satisfaction of the constraints is ensured by maintaining the current reference constant.
An intuitive choice for the invariant set is the invariant levelset defined by the Lyapunov function [10] , [15] [16] [17] . Thus, to ensure constraints satisfaction at all times, it is sufficient to manipulate the auxiliary reference so that the Lyapunov function is always smaller than a suitably defined upper-bound. In particular, this upper-bound is the largest invariant level-set, which is wholly contained in the constraints. Although for some relevant classes of Lyapunov functions and constraints, one can find a closed-form for this upper-bound [10] , [17] , in general, a closed-form does not exist and the value of this bound should be computed numerically online. This is somewhat in opposition to the overall ERG philosophy of being a closed-form solution.
The aim of this paper is to propose a systematic method to estimate this optimal upper-bound for systems subject to the intersection of concave constraints. The core idea is to estimate it as the output of a virtual continuous time system. This allow to obtain an upper-bound without the need of solving the associated optimization problem at each time. Since estimating errors caused by the time-varying nature of the auxiliary reference can cause constraints violation, the proposed methodology is further adapted to treat these errors appropriately.
The rest of the paper is organized as follows. Section II briefly introduces the ERG framework and recalls the definition of the two components of the ERG framework: 1) navigation field (NF), and 2) dynamic safety margin (DSM). Section III presents a systematic method for estimating the DSM in the case of a constant auxiliary reference. Section IV investigates the effect of the time-varying nature of the auxiliary reference on the estimated DSM. Section V provides a strategy to make the resulting DSM robust against the errors caused by the time-varying nature of the auxiliary reference. In Section VI, a simulation study on an overhead gantry crane system is presented to verify the proposed method. Finally, Section VII concludes the paper.
Notation: In this paper, we denote the Hessian with respect to a variable x as ∇ 2
is ν-Lipschitz continuous if there exists a positive real constant ν such that for all real x 1 and x 2 in its domain
x Y (x) ≥ μI n . This is equivalent to the following conditions:
2 ; for all points x 1 and x 2 in its domain. The positive projection is defined as
II. ERG FRAMEWORK
Consider the prestabilized nonlinear systeṁ
subject to constraints
where x(t) ∈ R n is the state and v(t) ∈ R p is the reference of the prestabilized nonlinear system that we will denote as the auxiliary reference signal. By prestabilized, we mean that for any constant v, the system asymptotically converges to a suitable point of equilibrium x v such that f (x v , v) = 0. Furthermore, let r(t) ∈ R p denote the so-called desired reference, i.e., the reference that we would apply in absence of constraints. The ERG scheme, introduced in [10] , is an add-on scheme, which maps the desired reference r(t) into an applied reference v(t) so that constraints (2) are not violated. More precisely the ERG solves the following problem. Problem 2.1: For suitable initial conditions x(t 0 ) and v(t 0 ), find an auxiliary reference signal v(t) such that 1) For any piecewise continuous signal r(t) ∈ R p , constraints are always satisfied, i.e., c(x(t), v(t)) ≥ 0, ∀t ≥ t 0 .
2) For any constant reference r satisfying c(x r , r) ≥ 0, the auxiliary reference v(t) asymptotically tends to r, i.e., v(t) → r as t → ∞ where x r denotes the equilibrium of (1) associated to a constant auxiliary reference v(t) = r, i.e., x r is such that f (x r , r) = 0.
The ERG scheme [17] solves Problem 2.1 by manipulating the auxiliary reference v accordingly to the following differential
where ρ(r(t), v(t)) and Δ(x(t), v(t)) are the two fundamental components of the ERG, called the NF and the DSM, respectively.
The NF represents the direction along a feasible path that leads from the current auxiliary reference v to the desired reference r. In other words, the NF can be interpreted as the answer to the question "What direction should the auxiliary reference follow?" In mathematical terms, ρ : R p × R p → R p is an NF if, for any strictly admissible constant reference r ∈ R p and for any admissible initial value
This problem is equivalent to a path planning problem, is object of an extensive literature, and several solutions have been proposed. For more information, the reader is referred to [19] and [20] .
The DSM represents a distance between the constraints and the system trajectory that would emanate from the state x(t) for a constant reference v. In other words, the DSM can be interpreted as the answer to the question "How safe is it to change the auxiliary reference?" As shown in [10] , [15] [16] [17] , a systematic way to build a DSM is using Lyapunov theory. Indeed, given a Lyapunov function V (x(t), v), which proves the stability of x v , and assuming we can determine a threshold value
, v) ≥ 0, then we can define a possible DSM as
where κ > 0 is a tuning parameter that tunes the velocity of the evolution of the auxiliary reference v(t). It has been proved in [10] and [17] that given an NF satisfying (4) and (5) and a DSM as in (6) , the ERG solves Problem 2.1. From the design viewpoint, one of the main difficulties of the approach is the computation of the threshold function Γ(v), which is in general nontrivial. In [10] , it has been shown that, in general, the optimal choice of Γ(v) for a fixed v can be computed solving the following optimization problem:
However, the optimization problem (7) admits an analytic solution only for some special classes of Lyapunov functions and constraints. Cases for which an analytic parameterized solution of (7) exists include: spherical Lyapunov functions and distance constraints [10] , Euler-Lagrange systems with constraint on only one component of the position vector [10] , ellipsoidal Lyapunov functions and linear constraints [16] , polyhedral Lyapunov functions and linear constraints [16] . The aim of this paper is to propose a systematic method to estimate the solution of (7) for systems admitting a strongly convex Lyapunov function and subject to the intersection of n c concave constraints, i.e.,
where c i (x, v) are convex functions. A geometric interpretation of this class of constraints is illustrated in Fig. 1 . Note that polyhedra are a special case of this class of domains. The core idea of this paper is to estimate Γ(v) by solving (7) in continuous time and in parallel with the update of the auxiliary reference. As the time-varying nature of the auxiliary reference affects the estimated solution, we propose a method to correct such estimate so as to ensure that the resulting DSM is robust against the errors caused by the changes of the auxiliary reference v.
III. OPTIMIZATION-FREE ESTIMATION OF THE DSM
In this section, we will show that, using the Barrier function method, the estimated solution of (7) converges to the optimal solution. The effect of updating the auxiliary reference signal on the estimated solution will be studied in Section IV, and the overall resulting scheme will be discussed in Section V.
Before starting, please note that the optimal solutions of (7) is equivalent to
where Γ i (v), i = 1, . . . , n c are the solution of the following optimization problems:
Accordingly, for the sake of simplicity and without loss of generality, in the remainder of the paper, we will consider the case that the system is subject to a single concave constraint.
A. Estimating the Solution of the Optimization Problem
Consider problem (10), where n c = 1. For a constant v, we seek to find x * (v) as a solution of
which is a convex optimization problem since c(x, v) and V (x, v) are convex functions. Furthermore, as shown in [15] [16] [17] , we have c(x * (v), v) = 0. For further analysis, we make the following assumption. Assumption 3.1: Slater's condition qualification holds for problem (11) , i.e., there exists
One possible way to solve problem (11) in continuous time is making use of the Barrier function method. In particular, in this paper, to avoid the ill-conditioning problem of the classic Barrier function, we will use the modified Barrier function [21] [22] [23] [24] [25] . The modified Barrier function associated with (11) is
where β 0 > 0 is the Barrier parameter. Note that the modified Barrier function (12) is the Lagrangian for the following optimization problem:
where the parameter λ is the corresponding Lagrangian multiplier. It is easy to prove that for any t, (13) is equivalent to (11) . Inspired by [26] , it will be shown that the following system:
where
, ∀t ≥ t 0 , and with initial conditionsx(t 0 ) and λ(t 0 ) satisfying
converges to the optimal solution x * (v). Note that λ > λ * (v(t)), ∀t ≥ t 0 and (4) guarantee that system (14)- (15) has only one equilibrium point (x * (v), λ * (v)) and presents bounded trajectories, as proved in the following lemma.
is the only equilibrium point of system (14)- (15) with initial conditions (16) .
Proof: From (15), we havė
.
Since
which is a contradiction. Therefore, λ(t) = 0 cannot be an equilibrium point. Now, consider the second option in (17), i.e., λ(t) = λ. This case can only happen when 0
From (19), it can be concluded that
From (4), and the convexity of Lyapunov function V (x(t), v) and constraint c(x(t), v), it is easy to show that
where a geometric illustration is shown in Fig. 2 . From (20) and (21), it is concluded that λ ≤ λ * (v), which is a contradiction. Thus, λ(t) = λ cannot be an equilibrium point.
Therefore, system (14) and (15) has only one equilibrium
which means that x * (v) is a point on the boundary of the region denoted by c(
, v) are aligned in opposite directions (see Fig. 2 ). Theorem 3.3: For a fixed auxiliary reference v, the trajectories of system (14) and (15) are bounded.
Proof: Consider the following Lyapunov function: 
Note that the projection is active only when λ(t) = 0 and
The modified Barrier function (12) is convex inx(t) and concave in λ(t). Thus, we have the following first-order properties
Using (26) and (27) in (25) , it implies thaṫ
The point (x * (v), λ * (v)), which is a saddle point of the modified Barrier function B(x(t), λ(t), v), has the following property:
(29) Therefore, adding and subtracting B(x * (v), λ * (v), v) to the right-hand side of (28) and making use (29), it follows thaṫ
which completes the proof. The next theorem shows that system (14) and (15) solves the optimization problem (13) in continuous time.
Theorem 3.4: Let x * (v) be defined as in (11) and let a constant auxiliary reference v. Let (x(t), λ(t)) be the solution of system (14) and (15) with initial conditions (16) . Then, (x(t), λ(t)) converges asymptotically to (x * (v), λ * (v)). Furthermore, x * (v) and λ * (v) satisfy the Karush-Kuhn-Tucker (KKT) conditions.
Proof: Consider the following positive definite function:
The time derivative of W 2 (ẋ(t),λ(t)) iṡ
According to (12) , we have
The Hessian of the modified Barrier function with respect tô x has the following form:
The functions V (x(t), v) and c(x(t), v) are convex. Because of (15) and (16), λ(t) ≥ 0 for all times. Also, we know that −β 0 c(x(t), v) + 1 > 0 for all times. Thus, according to (34), we have ∇ 2
x B(x(t), λ(t), v) ≥ 0. Consequently, from (33), we haveẆ 2 (ẋ(t),λ(t)) ≤ 0. Therefore,ẋ(t) andλ(t) are bounded.
To prove asymptotic stability, invoking the LaSalle invariance principle [27] , it is sufficient to show that the only entire trajectory that satisfiesẆ 2 (ẋ(t),λ(t)) ≡ 0 is the point (x * (v), λ * (v)).
Substituting (34) in (33), we obtaiṅ
From the first condition in (36), it is concluded that
When λ(t) = 0, according to (14) ,x(t) evolves in the descent direction of V (x(t), v). This contradicts the fact that ∇x V (x(t), v) is constant in time. Hence, λ(t) > 0 and consequently the second and third conditions in (36) can be rewritten as
From the first condition in (37), it is concluded that
, v) is constant in time. Also, from the second condition in (37), it is concluded that c(x(t), v) is constant in time.
When c(x(t), v) is constant in time, from (15) , it can be concluded thatλ(t) is constant in time too. Now, consider the following two cases:
Hence, λ(t) will increase to λ in finite time. This will activate the projection and will cause a discontinuity inλ(t). Thus, a discontinuity will occur in W 2 (ẋ(t),λ(t)), which contradictṡ
to zero in finite time. This will active the projection and will cause a discontinuity inλ(t), and consequently in W 2 (ẋ(t),λ(t)), which contradictsẆ 2 (ẋ(t),λ(t)) ≡ 0. Therefore, it is concluded thatλ(t) ≡ 0, which implies that λ(t) is constant and c(x(t), v) ≡ 0. Thus, since ∇x V (x(t), v), ∇x c(x(t), v), and c(x(t), v) are constant in time, according to (14) , it is concluded thatẋ(t) is constant. Due to the boundedness ofx(t) (see Theorem 3.3), we must haveẋ(t) ≡ 0, or equivalently ∇x B(x(t), λ(t), v) ≡ 0. Therefore, we must be in the optimal point (x * (v), λ * (v)). This means that (x(t), λ(t)) converges asymptotically to (x * (v), λ * (v)).
The update rule in (15) implies that λ(t) ≥ 0. Also, since c(x * (v), v)=0 [17] , it implies that λ * (v) log(−β 0 c(x * (v), v) + 1) = 0. Thus, x * (v) and λ * (v) satisfy the KKT conditions. Remark 3.5: Note that since (13) is convex, meeting the KKT conditions means that x * (v) and λ * (v) are primal and dual optimal, with zero duality gap.
IV. EFFECT OF UPDATING THE AUXILIARY REFERENCE SIGNAL ON THE PROPOSED DSM
In Section III, it is shown that for a constant auxiliary reference v, the estimated solution of the optimization problem (11) converges to the optimal solution. However, in the ERG framework, the auxiliary reference is a time-varying signal, which can affect the resulting DSM and can even cause constraint violations. Thus, we need to know how the time-varying nature of the auxiliary reference affects the obtained estimation of Γ(v) at each time instant. We also need to know how to make the DSM robust against the estimation errors to make sure that the constraints will never be violated. To this end, first, we will show that in the presence of a time-varying auxiliary reference, although the estimation error does not converge to zero, it remains bounded, and the bound is proportional to the rate of change of the auxiliary reference v. In other words, we will have rate-to-error stability. Then, we will show that by modifying the DSM appropriately, constraints satisfaction can be guaranteed at all times (see Section V).
Theorem 4.1: Let the auxiliary reference signal be timevarying. Let x * (v) be defined as in (11) and (x(t), λ(t)) be the solution of system (14) and (15) . Let the Lyapunov function V (x(t), v(t)) be μ 1 -strongly convex. Consider the following additional assumptions:
where ε, μ 2 , μ 3 > 0. Then, starting from the initial condition (16) such that
the following inequality holds at all times:
Proof: Consider the Lyapunov function as in (23) . The time derivative of W 1 (x(t), λ(t)) iṡ
Since the projection is active only when λ(t) = 0 and
which according to (38)-(40), it follows thaṫ
The Lyapunov function V (x(t), v(t)) is uniformly strongly convex, i.e., ∇ 2
x V (x(t), v(t)) ≥ μ 1 I n for some μ 1 > 0. Accordingly, since the second and third right-hand terms of (34) are positive semidefinite, it can be concluded that B(x(t), λ(t), v) is μ 1 -strongly convex too. Thus, we have the following property:
Therefore, by adding and subtracting the term μ 1 2 x(t) − x * (v) 2 to (46), and according to (27) , (29), and (47), it implies thaṫ
According to the fact that λ(t) ≤ λ, it follows thaṫ
From (49), it is concluded thatẆ 1 
where α is as in (42). Thus, the set Ψ given as
(50) is an invariant set. Therefore, starting from an initial point that satisfies (41) (a point that belongs to set Ψ), it can be shown that
for all times, which implies the inequality (43).
Remark 4.2:
Since the proposed method guarantees thatx(t) and v(t) remain in the set Ω = {(x(t), v(t))|c(x(t), v(t)) < 1/β 0 } for all times, strong convexity of the Lyapunov function V (x(t), v(t)) for allx(t) can be relaxed to the set Ω. 
V. PROPOSED CONTINUOUS TIME DSM
In this section, we will make use of the seen results to develop a DSM, which guarantees constraints satisfaction.
The main idea is to run in parallel to the system (14) and (15) with suitable initial conditions (16) and to use at each time instant as a threshold value
where Γ e ≥ 0 is an upper-bound on the current estimation error Γ e (t), i.e.,
, v(t)).
The following lemma gives one possible characterization of this upper-bound. Lemma 5.1: Suppose that the Lyapunov function is μ 4 -Lipschitz continuous for some μ 4 > 0 and that the same assumptions of Theorem 4.1 hold true. Then, if there exists a scalar ε such that v ≤ ε, the following upper-bound can be defined
where α is given in (42).
which together with (43) and the Lipschitz continuity of the Lyapunov function concludes the proof. Remark 5.2: Sincex(t) is bounded, when the Lyapunov function V (x(t), v(t)) is continuously differentiable with respect tox(t) in a finite domain, one can always find μ 4 > 0 such that ∇x V (x(t), v(t)) ≤ μ 4 . This means that the Lyapunov function V (x(t), v(t)) is μ 4 -Lipschitz continuous in the finite domain.
At this point, in order to use this upper-bound, under the prescribed conditions, we must only ensure that the derivative of v is bounded by a scalar ε. This is easily achievable by modifying the classical ERG scheme (3) as follows:
where sat ε (z) = εz/ (max{|z|, ε}) is the saturation function.
In conclusion, using (14) and (15) and the threshold value (52), and bounding the derivative of the auxiliary reference v as (55), we can solve the Problem 2.1. The next theorem summarizes the main result of the paper. Theorem 5.3: Consider the prestabilized system (1), which is subject to a single concave constraint c(x(t), v(t)) ≥ 0. Let ρ(r, v) be an NF that satisfies the conditions (4) and (5) . Suppose that the Lyapunov function V (x(t), v(t)) is μ 1 -strongly convex and μ 4 -Lipschitz continuous. Let x * (v) be defined as in (11) . Let (x(t), λ(t)) be the solution of system (14) and (15) with initial conditions (16) satisfying (41) in which B(x(t), λ(t), v) is the modified Barrier function (12) . Let Δ(x, v) be a DSM as (6) where the threshold value Γ(v) is calculated through (52) in which Γ e is as in (53). Then, we can solve Problem 2.1 by manipulating the auxiliary reference v as in (55) where ε > 0. Note that since σ 1 and σ 2 are design parameters, by choosing large values of σ 1 and σ 2 , Γ e (and consequently conservatism of the method) can be arbitrarily decreased. The general structure of the proposed scheme is depicted in Fig. 3 .
VI. SIMULATION RESULTS
In order to demonstrate the effectiveness of the proposed ERG strategy, in this section, we simulate the gantry crane system shown in Fig. 4 . Using the Euler-Lagrange approach, the statespace model is [28] control law on as follows:
Given the equilibrium point
for an arbitrary φ 0 , stability can be proven using the following Lyapunov function:
which for a given desired position proves convergence of (q 1 , q 2 ) (or (x, y)) to (v 1 , v 2 ) and of q 3 (or θ) to zero. We assume that the crane is constrained in position in the admissible domain depicted in Fig. 5 . The admissible domain can be expressed as the intersection of the following ten concave constraints: 
Furthermore, for safety purposes, θ should never violate the constraint |θ| ≤ θ m , where θ m = π/4. Thus
At this point, we can build following virtual system for each constraint (64)-(75):
is the Lyapunov function as in (63), and c i (x i (t), v(t)) is the ith constraint, with i = 1, . . . , 12.
For each constraint, the threshold value Γ i (v(t)) can be calculated as
where Γ e is as in (53). The DSM is then constructed as
In this example, we use the NF presented in [17] and [18] . The NF is designed by decoupling into an attraction and a repulsion term as
where ρ a (r(t), v(t)) is a vector field, which points toward the reference r(t), and ρ r (r(t), v(t)) is a vector field, which points away from the constraints. For the attraction term ρ a (r(t), v(t)), we choose
where η > 0 is a smoothing factor. The considered repulsion term is
where c i (·) and ∇ (q,q ) c i (·) are values of ith constraint and its gradient with respect to (q,q) evaluated in the equilibrium point (62), and ζ > τ > 0 are design parameters. Note that the repulsion term (82) guarantees that c i (q,q, v) ≥ ζ, i = 1, . . . , 12.
In this example, we assume that m p = 1.73, m c = 2.06, m r = 6.4, g = 9.81, L = 0.7, J = 0.005, k p 1 = k p 2 = 2, k d 1 = 3, k d 2 = 5, σ 1 = 10 10 , σ 2 = 10 20 , β 0 = 1, λ(0) = 10, λ = 10 4 , η = 0.01, ζ = 0.5, τ = 0.4, and κ = 10 5 . Using ε = 10 and Γ e = 0.5, simulation results are shown in Figs. 6 and 7, where the square and cross markers correspond to the initial and desired values, respectively. The initial points in Figs. 6 and 7 are (1, 8) and (27, 7) , respectively; also, the destination points are (27, 2) and (2, 2), respectively. As proven by the simulations, the proposed ERG scheme successfully ensures that the system constraints are not violated at any time. Moreover, comparing the optimal threshold value Γ * (t) (computed offline) and the applied one, the proposed scheme follows the trend of the optimal threshold value over time well. Note that the gap in the steady state is due to the assumed upper-bound for the estimation error. Videos of the presented simulation studies are available at the URLs: https://www.youtube.com/watch?v= IzwkTDQ3XgY and https://www.youtube.com/watch?v=h9 ZuzgLTpMc.
VII. CONCLUSION
This paper proposed a systematic approach for applying the ERG framework to systems subject to intersection of concave constraints. The basic idea of ERG is to translate constraints into an upper-bound on the value of Lyapunov function, whose value should be in general computed numerically online. The main idea of this paper is to estimate the optimal upper-bound of Lyapunov function in continuous time, and then using the estimated value instead of the real one in the ERG framework. To do so, a virtual continuous-time system is proposed that evolves in parallel with the update of the auxiliary reference. It is shown that, for a constant auxiliary reference, the estimated upper-bound of Lyapunov function converges asymptotically to the real one. In the case of time-varying auxiliary reference, an upper-bound for the estimation error is provided analytically. It is shown that the upper-bound of the estimation error depends on the velocity of the auxiliary reference. Thus, by bounding the velocity of the auxiliary reference, one can have an explicit upper-bound for the estimation error. Finally, the ERG is modified so to use the estimated upper-bound of Lyapunov function to enforce constraints satisfaction for all times. The effectiveness of the proposed scheme is validated through extensive simulation studies carried out on a gantry crane system.
