In this research, we consider a mixture of genome fragments of a certain bacteria set. The problem of mixture separation is studied under the assumption that all the genomes present in the mixture are completely sequenced or are close to those already sequenced.
Introduction
At present, the most accurate and wide-spread way of detecting a pathogenic bacterium in a living organism is the PCR method, which is based on identifying in the sample a unique DNA (RNA) fragment characteristic only of the targeted bacterium. It should be noted that the technique of PCR requires multiple duplicating of the original DNA molecule. Such process allows detecting even a single bacterium cell in the sample, while estimating the bacterium concentration in the sample appears to be highly problematic.
The metagenomic approach, which has been developed lately, makes it possible to conduct the clinical studies of human microorganisms at an essentially different level. A metagenome is the whole set of the genomes in the bacterial communities living in the functional systems of an organism, e.g., in intestines. Symbiotic relations of the host 2 organism with such communities play an important role in the function and diseases of the human organism. Thus, knowing the contents of such communities is essential in clinical medicine. Since a community may contain a large number of non-cultivated bacteria, it has turned out that the most effective method of investigating a bacterial community is based on analyzing its metagenome in silico, in particular, on separating the metagenome into its component genomes with account for their multiplicity (concentration). Such approach is effective, with respect of time costs and expenses, due to dramatical advance in the sequencing techniques, which can now give fast and consistent representation of a metagenome as DNA short fragments. However, at the next step, evaluating different genome fractions in the metagenome takes tens or even hundreds hours of computer time.
In contrast to a regular genome, a metagenome is dynamically changing because the corresponding bacterial community is always under the influence of different randomly varying factors such as nutrition and medicines. For this reason, methods of fast evaluation of metagenomes are essential for regular observations of biomedical or ecological objects. Recently, a mathematical method intended to solve such kind of problems was proposed [1] (see also [2] ). This method appears to be especially effective for finding bacteria multiplicities when the metagenome contents is known 1 and it is only necessary to follow the concentrations of bacteria. In this case, the computational time is as short as several seconds or minutes.
In view of the great body of current intensive research, it is obvious that all the genomes that may be present in the metagenomes important for clinical practice will be sequenced in the nearest future. Thus the situation when the metagenome contents is known will become quite common. In this connection, in the present study, we investigate in detail the above-mentioned method [1, 2] as applied to this situation.
The paper consists of seven sections. In Section 2, which follows Introduction, we review the existing methods of metagenome analysis and describe in more detail the method that is most adequate to the problem being solved in this work. In Section 3, the basic model 3 and the possible scenarios of its implementation are discussed. In Section 4, the calculation results are presented and discussed. In Section 5 the prospects for the extension of the model are suggested, while Section 6 is the conclusion.
Background
In the present paper, the term genome mixture refers to a set of DNA segments (i.e., words over a 4-letter alphabet), each segment of the set being part of some genome belonging to a set of genomes, S. Such mixture is dealt with in metagenome investigations by in silico methods.
There exists a large group of methods in which all the segments constituting the mixture are partitioned into cluster in such a way that each cluster contains only the segments belonging to the same genome. Obviously, the result of this procedure is the separation of the genome mixture. These methods employ the distances between the segments which are defined on the basis of different features of the segments such as C+G content, dinucleotide frequencies, and synonymous codons [3] [4] [5] . The segments may be also characterized by fixed-length words (see, e.g., [6] , where the length of 4 was assumed).
It should be noted that, the separation problem being formulated in such a way, the methods of its solution do not require, generally speaking, the knowledge of the genome sequences of the bacteria that constitute the mixture.
The methods of another group, which are, in a sense, opposite to the described above methods, check the presence of a particular microorganism genome in the mixture.
Obviously, these methods can be applied only if the genome sequence (possibly, not the whole sequence) is known. The methods that are usually employed in this case search for the similarity between the known genome sequences and the fragments constituting the mixture. Some of these methods, based on the BLAST methodology, use marker genes [7] , DNA-polymerase genes [8] , and the genes encoding protein families [9] . We will refer to such procedures as testing the genome mixture.
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Recently, an effective method of the genome mixture separation was proposed [1, 2] . The method employs the compositional spectra (CS) of genome sequences. The CS method was proposed long time ago [10] [11] [12] [13] [14] for the comparison of genomes and/or long genome fragments. By definition [14] , the compositional spectrum is the frequency distribution of oligonucleotides of length m (referred to in the literature as words, m-grams, or mmers) which occur in the genome sequence. The existing versions of the method differ mainly in the choice of the set of oligonucleotides, called support (dictionary), which the frequency distribution (CS) is evaluated for. At present, there exists a large body of research on genome comparisons which employ different versions of this method and produce results indicative of its validity (see, e.g., [15, 16] Such spectrum is referred to as a barcode (of the fragment) (for definition, see [17] ).
Similarly, the spectrum of a genome sequence is also defined as the sum CS= CS + +CS -.
The sum of the spectra of all metagenome fragments is, by definition, the metagenome spectrum. It is clear that the metagenome CS is an approximation to the summarized CS of all the genomes which (with regard for multiplicity) constitute the genome pool under investigation. In the present work, CS is considered to be a vector, each coordinate being equal to the sum of the occurrences (and not frequencies) of the corresponding word in the sequence viewed in both directions.
The method proposed in [1] consists in the optimal approximation of the metagenome spectrum by a linear combination of the spectra of known (already sequenced) genomes.
This approach implies that if a metagenome consists only of known genomes, each coefficient of the linear approximation should be equal to the number of occurrences of the corresponding bacterium in the metagenome. The authors [1] note that, provided a metagenome contains also unknown genomes, the coefficients should be approximately 5 equal to the sum of the occurrences of the corresponding bacterium and other (unknown) bacteria with relatively close spectra.
In the present research, in the framework of the latter method, we investigate, in detail, the case when a metagenome consists of known genomes and/or unknown ones, which are very close to the known genomes. Such condition is relevant, e.g., in regular observations of ecological or biomedical objects, where it is necessary to follow the changes of the microorganism concentrations in the mixture with time.
Despite the seeming simplicity of the situation, it should be examined with respect to the validity of the results obtained, especially in view of potential medical applications. The source of possible errors lies in the fact that, actually, the metagenome CS differs from the sum of the spectra of all genomes constituting the metagenome. Firstly, since the CS are calculated for individual segments, the words located at the segment junctions in the whole genome are lost; secondly, in the process of metagenome sequencing, some segments of a particular genome may appear under-represented as compared to the content of this genome in the pool. In addition to the possible ill-conditionality of the problem, this may result in significant deviations of the calculated values from the actual concentrations. This effect is also discussed in view of its biological implication.
Description of method

Techniques employed
Compositional spectra are calculated based on all possible 6-letter words. Therefore, the CS vector dimension is 4096 and the value of each coordinate is the total number of the corresponding 6-letter word in the genome sequence regarded in both directions (
Calculation methods. Let T be a matrix whose rows are the vectors of set T . Then the solution of Eq. 1 can be written in the form:
This formulae is the solution of the mixture separation problem for the case of nondegenerate matrix.
If the method suggested here gives the solution with non-negative coefficients, it coincides with that obtained by the optimization method used in [1] . However, our way of solving the system of equations may give negative coefficients as well. Obviously, small negative coefficients appear as a result of the data noise, while relatively large 7 negative coefficients are indicative of the presence of an unknown genome in the mixture. In can be concluded, thus, that the "direct solution" of the system of equations used by us better reveals the peculiarities of the noise effect, which is important for testing the method.
In the model described above, the same genome set is used both for making up the mixture and for building matrix S . In what follows, these may be, formally speaking, two different sets, which we will refer to as the mixture set and the separating set, respectively.
Possible scenarios and the solution interpretation with regard for the biological nature of the problem
If system (1) is consistent (which is the condition of the model), the problem of its solution arises when matrix S is degenerate or ill-posed. In the latter case, the errors in the input data will make the solution quite far from reality. Below we consider the above two possibilities taking into account the data origin. 2 A random occurrence of such vector in this linear span also has a zero probability since the volume of the linear span has a zero measure unless it coincides with the entire space.
However, there is an important exception from the rule formulated above. There may exist a biological reason for the collinearity of the two vectors, namely, the vectors may be considered as collinear if both genomes belong to the strains of the same species. This is the case of more than collinearity -the two vectors are, actually, almost equal to each other since such two genomes have, by definition, only minor differences. We believe that it is hardly possible to imagine other reasons for collinearity of the vectors. unique solution, which can be represented using the bi-orthogonal vector set T (see Eq.
(2)). Namely, if column S i of matrix S ' had no collinear analogs in matrix S, the value of
is, indeed, equal to the multiplicity of vector S i occurrence in sum σ. In contrast to this, if column S i of matrix S ' had p collinear analogs in matrix S, then
where the values of (4) 
allows to evaluate unambiguously the sums of the occurrences of equal-lengths genomes in the metagenome. This result suggests that the method does not allow discriminating among the bacteria with almost identical genomes, e.g., among different strains of a bacterium species and this fact has a clear physical meaning.
Conditionality of matrix S . Bad conditionality of a matrix results from the "almost linear dependence" of its columns. In this case, the system of equations has a unique solution, but its evaluation is often a difficult task. For the described-above biological reasons, it can be supposed that this "almost linear dependence" is accounted for by the vectors which we will call "almost collinear". Such CS vectors may appear in genome pairs for some biologically significant reasons, e.g., in the case of evolutionary proximity or, alternatively, co-evolution. However, similar to the collinear vectors considered above, almost collinear vectors still require the genomes to be relatively close, which, in turn, suggests that the spectra lengths are approximately equal. The theory, in this case, is almost the same as the theory for the described above degeneration case. Namely, it can be shown that the solution coordinates which correspond to the vectors lacking almost collinear analogs are stable for data fluctuations, while the coordinates corresponding to almost collinear vectors may depend significantly on the data error. Nevertheless, the same as before, the sums of the coordinates over the whole group of such vectors are stable for data fluctuations.
If the matrix conditionality is so high that it affects the solution precision, "almost collinear vectors" may be selected and dealt with in the same way as described above for the collinear vectors. Namely, to build a system of bi-orthogonal vectors, only one vector of each pair (group) can be used. This will cause the decrease of the conditionality and the obtained occurrence coefficient will be the sum of the multiplicities of all the bacteria of this group. Of course, in the solution there will be an error, the less being the angle between the "almost collinear vectors", the less being the error.
In conclusion of this section, it should be noted that, the genomes of the mixture set and of the separating set being given, it is possible to a priori obtain the characteristics of matrix S , in particular, its rank and conditionality. Calculating the pairwise scalar products of the vectors of a given set S , it is possible to obtain information on their collinearity and a priori develop an adequate scheme of solution and assessing the result. Table SI1 ). The other set, M 28 , consists of 28 bacteria, which are characterized as the most common gut bacteria (see the supplement material in [18] ) and, in contrast to other bacteria mentioned in [18] , have been completely sequenced by now (Table SI2) .
For CS calculations we use all possible 6-letter words, so that the dimension of the full CS space is equal to 4096 (N = 4096). In this way (as it was shown in Section 1) matrices 100 S and 28 S are created, their dimensions being 100 4096 and 28 4096  , respectively.
The mixture model. We suppose that each genome that is present in the mixture is cut into non-overlapping segments of equal length and that the mixture is composed of such segments. The spectrum of a genome mixture is defined as the sum of the spectra of all segments. We have considered mixtures composed of segments of length C = 10, 20, 30, 40, 50, 100, 200, 500, 1000, 10000 bp and also, for the sake of comparison, a mixture that consists of whole genomes. The multiplicities of the genome occurrences in the mixture are chosen randomly in the range of 0-10, once for all the numerical experiments in this research.
Direct calculation of multiplicity. Our calculations show that both matrices 100 S and 28 S are non-degenerate. The conditionalities of matrices 100 S and 28 S are equal to 314.05 and 78, respectively. However, the relatively high conditionality of matrix 100 S does not interfere with the possibility of obtaining an almost exact solution of the corresponding system of linear equations in the absence of noise that is not related to the natural computational errors. For example, if a segment is equal to a whole genome (i.e., the mixture spectrum is calculated accurately), the mean deviation from the actual multiplicity value is 0.00179. Table SI3 presents the results of the calculations of the genome multiplicities in the mixture for different segment lengths and Fig. 2 shows the mean differences between the calculated and the actual genome multiplicities in the mixture.
It has been explained above that linear combinations of spectra do not create new spectra, so the poor conditionality of matrix 100 S may result from the "almost collinearity" of some spectra. The latter suggestion can be checked by calculating the cosines of the angles between the vectors (Fig. 2) . Although most of the coefficients are not close to 1, we have found a few coefficients to be close to 1. From the data presented in Table 1 , it can be seen that if almost collinear vectors are eliminated, matrix M 100 becomes much more stable. For example, the elimination of 6
genomes results in approximately a 10-fold decrease of the conditionality. Table 1 . The most collinear bacteria pairs from set M 100 , arranged in descending order with respect to the collinearity value. 1 -the numbers of bacteria on the entire list (Table A1) ; 2,3 -the names of bacteria; 4 -the values of the cosines of the angles between the vectors; 5,6 -genome lengths (x1000); 7 -conditionalities of matrix 100 S calculated after the genomes marked in bold and located not lower than the corresponding row have been eliminated from the entire set M 100 . For example, for the 1 st row, the conditionality is calculated for set M 100 without genome 13 number 75; for the 2 nd row, the conditionality is calculated for set M 100 without genomes number 75 and 28.
Since the M 28 genome set conditionality is good enough for performing calculations, it can be supposed that the angle between the vectors in the almost collinear genome pairs is much larger in this case. Indeed, only for one genome pair (E. coli -E. fergusonii), the cosine value is 0.993 and there are only two other values slightly exceeding 0.98. With M 28 set as both the separating and the mixture set, the calculated mean deviation of the obtained multiplicity from the actual one is 0.04097 if the segment length in the mixture is equal to the genome length. The calculated genome multiplicities for different segment lengths are presented in Table SI4 , while Fig. 2 shows the mean differences between the calculated and the actual genome multiplicities in the mixture.
Reduction of the separating set. Now let us employ another calculation method, which consists in eliminating one vector from each pair of almost collinear vectors of set 100 S (marked in bold in Table 1 ). The remaining 94 genomes constitute a separating set S 94 .
Employing this set, we cannot calculate separately the multiplicities of the occurrences in Bovis and M. tuberculosis genomes ( Table 1) . Elimination of the latter genome from the separating set results in the M. Bovis multiplicities equal to 7.2417, 7.9169, and 7.3478
with the segment lengths of 10, 20 and 30, respectively, while the actual summarized multiplicity is equal to 7. The mean difference between the calculated and the actual genome multiplicities in the mixture is shown in Fig. 3 . Fig. 3 . The mean differences between the calculated and the actual genome multiplicities in the mixture as a function of the segment length (log scale is used for the x-axis) for sets M 100 and M 28 . The mixture is composed of: (1) the whole set M 100 and the separating matrix contains all the genomes; (2) the whole set M 100 , but the separating matrix contains only one genome of each almost collinear pair. The mean differences are obtained based on the difference between the calculated (non-integer) and the actual multiplicity; (3) the same as in (2), but the obtained multiplicity is approximated to the nearest integer; (4) the whole set M 28 and the separating matrix contains all the genomes.
Noise effect. Next, in order to demonstrate the effect of matrix 100 S bad conditionality on the errors in calculating the multiplicities, we have performed the calculations with regard for the noise introduced into the mixture vector. Into each coordinate of the accurate spectra, noise was introduced, which was randomly and evenly distributed between 0% and 1% of the coordinate value. As a result, the calculated multiplicity values for the most collinear genome pair, M. bovis -M. tuberculosis (see Table 1 ), are 7.14 and 0.03 as compared to the actual values of 4 and 3, respectively. However, the sums of the calculated (7.17) and the actual (7.0) multiplicities are much closer to each other, in accordance with the above considerations. The next two pairs of almost collinear genomes in Table 1 are also subject to the introduced error ( The case when separating and mixture sets are different. Consider set 11 M , consisting of 11 different E. coli genomes. The correlation coefficient between each pair of these genomes is larger than 0.99. Let this set be the mixture set and the separating set be set 100 M , which contains only one E. coli genome. The separation obtained for the mixture of the whole genome spectra is presented in Fig. 4 . Fig. 4 . Histogram of the expansion coefficients for the set of 11 E.coli genomes over the set of 100 genomes, one of these being also a E.coli genome.
The calculated total coefficient for the E. coli genome is 50, while the actual one is 64.
The other coefficients are not equal to zero, but almost all of them are less than 1 (see Fig. 4 ). The largest coefficient, equal to 4, corresponds to Salmonella (number 8 in Table   A1 ), which can be readily understood from the biological point of view.
16
Consideration of more examples of this issue, i.e., the sets that consist of 200, 500, or 1000 genomes, can hardly clarify the situation any further. It can be expected that with the increase of the genome number, the probability of the occurrence of collinear and almost collinear pairs also increases, which, in turn, increases the conditionality of the system. At the same time, since we are considering the properties of already known genomes, all of the above collinearity possibilities can be tested directly.
Separation of a mixture with random fluctuations
In this section, we use the following simple model for random generation of a metagenome spectrum.
Model of metagenome random fluctuation and normalization of the result. Consider again genome sets M 100 and M 28 . We use the same, as in the previous section, integer coefficients x, but the genome spectrum is calculated in a different way. Namely, we include each genome segment into the mixture with an integer value of multiplicity, distributed evenly from 0 to the fixed value x for this genome. The idea of this model is that, actually, not all the segments, but only some random portion of them, are present in the sequenced metagenome. For both sets M 100 and M 28 , we have conducted the model simulation 100 times for the same segment lengths that were used before.
It should be noted that, in contrast to the deterministic case considered above, in the framework of our probabilistic model, the solution of Eq. 1 fundamentally cannot give even the approximate actual multiplicity of a genome in the mixture. The reason for this is that the described procedure efficiently decreases this multiplicity to the level which is determined by the properties of the randomizing process. Although pair-wise multiplicity ratios are preserved, the calculated absolute values must be lower than the actual ones.
Assuming different properties of the process of selecting the mixture segments, it is possible to introduce different recovery coefficients. We, however, propose a simple technique of normalizing the result, which lies a little bit away from pure theory. Namely, prior to metagenome sequencing, a known number of one or two bacteria species must be added to the metagenome. It is desirable that these bacteria be, in biological terms, as far as possible from the supposed composition of the metagenome. Then the ratio of the known multiplicity of each of these bacteria to the calculated multiplicity will be the From the data presented in Fig. 5 , it can be seen that different segment lengths result in different mean errors, the dependence being non-monotonous. The mean values of the mean-squared deviation are shown in Fig. 6 . On the whole, this characteristic increases at the ends of the segment-length ranges. Table 1 ) are presented in Table SI7 . The actual and the calculated multiplicities for each genome from set M 28 at С=50 and С=10000 are shown in Fig. 7 . at С=50 (2) and С=10000 (3).
Prospects for the extension of the model
Effect of the separating set growth. It has been shown above that certain violation of our basic model conditions, i.e., the assumption that the mixture genome set may not be a subset of the separating set (system (1) is inconsistent in this case), still allows applying the model quite effectively. In the cases analyzed above, the differences between these sets were minimal -the mixture set contained the genomes which did not belong to the separating set, but had almost collinear analogs there. In order to increase the probability of such a situation, the set of all sequenced genomes should be chosen as a separating set because we cannot, obviously, influence the composition of the mixture. Thus the efficiency of the method increases with the increase of the set of known genomes.
To illustrate this statement, in Fig.8 , we show the dynamics of the angles between the new and the former sets of genomes over the last ten years 4 . It can be seen that in this period, these angles have been decreasing although each year, there appeared a genome significantly different from those sequenced before. Nevertheless, sooner or later, the variety of microorganisms will be reduced to the variations of genomes around the forms already studied. In this case, a mixture spectrum can be viewed as a sum of known genomic spectra and the same spectra with some variations. In other words, the spectra of unknown microorganisms will not differ significantly from those of the corresponding known microorganisms. Under these conditions, the multiplicities (coefficients) in the mixture of the known genomes can be obtained by the described-above method based on applying a bi-orthogonal basis or other methods of solving an inconsistent system. It is obvious (and we have shown it above) that the calculated multiplicities of genomes in the mixture are related not only to a particular genome, but also to all the other similar genomes, which, however, do not belong to the separating set (and thus are unknown). A plausible biological assumption is that these are unknown genomes which are close to this particular genome and encode similar biological traits. In this way, the qualitative contents of the mixture can be evaluated. For each genome sequenced in a particular year, the minimal angle between this genome CS and CS of the genomes sequences up to this year is determined. The mean values of these angles cosines constitute the upper curve (squares). Each year, there appears a new genome which deviates from those already sequenced to the maximal extent, i.e. the one that has the greatest minimal angle. The lower curve (triangles) shows the cosines of these angles.
Linear genome space. Clearly, the expansion of the genome set requires an increase of the word space. For 6-letter words, the theoretically plausible limit of the space dimension is 4096 and the number of known genomes will soon exceed this value.
Actually, the linear dimension of such a set is twice as small due to the existence of special word symmetry -extended Chargaff's second parity rule [19] . This empirical rule, which claims that "reverse-complement" words (e.g. GCAAT ATTGC  ) almost always have the same occurrence frequency in a genome.
Of course, it could be possible to work with words of larger length, e.g., 7, 8, or 10 bp.
Obviously, the less is the length of the word chosen for constructing CS, the less may be the length of each fragment in the metagenome which this method is applied to.
Additionally, it should be noted that bacterial genomes are usually of rather limited length and, therefore, relatively long words rarely occur in such genomes. For this reason, their occurrence frequencies become statistically unstable. For example, in a 10 6 bp-long sequence, words 6, 7, 8, 9, and 10 bp in length occur, on average, 250, 62, 13, 3 times and only once, respectively.
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Linear dimension that is generated by the set of 7-or 8-letter words will soon become less than the number of sequenced genomes. However, with regard to the described above extended Chargaff's rule, the linear dimension of the set of all 9-letter words is approximately 100,000. We suggest calculating each word's occurrence in the sequence even with one-or two-letter mismatch as it was done by us earlier [14] . Thus, along with each word, 351 words close to it (according to the standard evolutionary substitution metrics) also contribute to the total occurrence value. Such number of words ensures statistically significant occurrence values and the method has already proved to be effective, in particular, in the bacteria genome classification problems [20, 21] . An example of separating a genome mixture using a vocabulary that contains 200 10-letter words, the allowed mismatch being three letters, is shown in Fig. A1 . Due to statistical stability, not all possible words of particular length have to be chosen as the basis; the number of such words is less and depends on the volume of the genome set under consideration.
Conclusion
In this work, the novel method of genome mixture separation proposed in [1] has been tested for separating a mixture that consists only of sequenced genomes. In the framework of the method, the formal solution of this problem presents no difficulty.
However, it turned out that the conditionality of the problem is quite large, which requires estimating the solution quality depending on the data error (at least for medical purposes). We have evaluated the dependence of the solution quality on the fragment lengths in the metagenome, on random errors, etc. We have also proposed a method of adding a "neutral" bacterium to the metagenome, which allows estimating the impact of errors of different types on the solution quality in a real-life application of the method.
We believe that the method being studied extends far beyond the scope of the particular special mixture separation problem considered in this work. Indeed, it has been shown that the separation of a mixture is quite effective even if it contains not only the genomes that are known to be present in the mixture, but also their strains and even closely related bacteria genomes. It would be quite natural to suppose that with the increase of the 22 number of sequenced genomes, an increasing number of unknown genomes will be located in a sufficiently close vicinity of the known ones, so that the method investigated in this work will become still more effective.
Supporting Information for the article "Evaluation of the Genome Mixture Contents by means of the Compositional Spectra Method" Table SI1 . A set of 100 Eubacteria genomes, which represent all the main groups of bacteria. The number of genomes in each group is approximately proportional to the number of sequenced genomes in each group. The choice of genomes within the groups is random. N Accession number Name of bacterium/sequence Table SI3 . The results of the calculations of the genome multiplicities in the mixture of 100 genomes for different segment lengths for the deterministic case. N -genome number in Table SI1 ; OM -original multiplicity; 10, 20,..., 10000 -segment lengths in the mixture; the last column -mixture of whole genomes. Table SI4 . The results of the calculations of the genome multiplicities in the mixture of 28 genomes for different segment lengths for the deterministic case. N -genome number in Table SI1 ; OM -original multiplicity; 10, 20,..., 10000 -segment lengths in the mixture; the last column -mixture of whole genomes. Table SI5 . The mean multiplicity (d) and the squared deviation (σ) for each bacterium of set M 100 . Averaging is performed over 100 experiments in each series. N -genome number in Table SI1 ; OM -original multiplicity; 10, 20,..., 10000 -segment lengths in the mixture. All the values are normalized by the 1 st genome on the list. 
