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The spectral energy distribution (SED) sequence for type Ia supernovae (SN Ia) is modeled by an
artificial neural network. The SN Ia luminosity is characterized as a function of phase, wavelength,
a color parameter and a decline rate parameter. After training and testing the neural network,
the SED sequence could give both the spectrum with wavelength range from 3000A˚ to 8000A˚ and
the light curve with phase from 20 days before to 50 days after the maximum luminosity for the
supernovae with different colors and decline rates. Therefore, we call this the Artificial Neural
Network Spectral Light Curve Template (ANNSLCT) model. We retrain the Joint Light-curve
Analysis (JLA) supernova sample by using the ANNSLCT model and obtain the parameters for
each supernova to make a constraint on the cosmological ΛCDM model. We find that the best
fitting values of these parameters are almost the same as those from the JLA sample trained with
the Spectral Adaptive Lightcurve Template 2 (SALT2) model. So we believe that the ANNSLCT
model could be used to analyze a large number of SN Ia multi-color light curves measured in the
current and future observational projects.
PACS numbers:
I. INTRODUCTION
Type Ia supernovae (SN Ia) have almost the same in-
trinsic brightness theoretically, so they could be used as
a distance indicator on the cosmological scale, which is
called the standard candle. But observations find that
some SN Ia are a little brighter and some are a little
dimmer. The difference between individual SN Ia magni-
tude could be described by some parameters, such as the
color parameter, the shape parameter like the stretch or
the decline rate [1][2]. The explosion mechanism of SN Ia
remains perplexing until today, so an SN Ia model needs
to be constructed phenomenologically. Then, the param-
eters for each SN Ia could be obtained, for example, by
fitting the light curve model to observational data.
In past decades, with exponentially increasing of the
computing power of the hardware and the speedy de-
velopment of the relevant algorithm, the artificial neural
network (ANN) becomes the most popular area of arti-
ficial intelligence field. This technique has been used to
solve numerous practical problems in the world because
ANN has excellent learning capacity. In this paper, by
using the back-propagation ANN, we construct the spec-
tral energy distribution (SED) sequence for SN Ia, which
describes the evolution history of the SN Ia spectra. Af-
ter training and testing the neural network, the SED se-
quence could give both the spectrum with wavelength
range from 3000A˚ to 8000A˚ and the light curve with
phase from 20 days before to 50 days after the maximum
luminosity for the supernovae with different colors and
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decline rates. Therefore, we call this the Artificial Neu-
ral Network Spectral Light Curve Template (ANNSLCT)
model.
To train the SED sequence model, one should usu-
ally assume a functional form for the flux with color and
shape parameters, as what is done in the Spectral Adap-
tive Lightcurve Template 2 (SALT2) model[3]. While, in
the ANNSLCT model, there is no need to assume any
relations. Details will be presented in the next section.
In Ref.[4] , the authors have constructed the mean SED
sequence with ANN by using the SN Ia spectrum data
with and without the color parameter. In this paper,
not only the additional light curve data will be included
for constructing flux scale in various phase to improve
the model, but also the shape parameter will be taken as
another input variable for the ANN. The shape param-
eter that will be added is the decline rate ∆m15, which
describes how fast the light curve declines in 15 days fol-
lowing B-band maximum luminosity. High-z spectra is
also used to expand the cover range of the wavelength
low bound from 3500A˚to 3000A˚.
The supernova sample is also retrained by using the
ANNSLCT model to obtain the parameters for each su-
pernova. Then, we make a constraint on the cosmological
ΛCDM model. We find the best fitting values of these
parameters are almost the same as those from the same
sample but trained by the SALT2 model.
The structure of this paper is as follows. In Sec.II,
the SALT2 model will be briefly reviewed for later time
comparison. In Sec.III, the SED sequence model and
ANN will be described in detail. In Sec.IV, the data set
including spectra and light-curves for the training will be
described. In Sec.V, after combining the light curve and
spectrum data, the neural network will be trained under
different structures. In Sec.VI, the training results and
the parameters of SN Ia will be presented. In Sec.VII,
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2the cosmological ΛCDM model will be constrained by
using the ANNSLCT model. In Sec.VIII, discussions and
conclusions will be given.
II. BRIEF REVIEW OF SALT2
In the SALT2 model, the following functional form for
the flux is used
F (p, λ) = x0
[
M0(p, λ) + x1M1(p, λ)
]
exp[c× CL(λ)] ,(1)
where x0 and x1 are normalization and shape parame-
ters, respectively, and x1 can be converted to the stretch
or ∆m15 parameter, see Ref.[3]. Here λ is the wave-
length in the rest frame of SN Ia, and p is the rest frame
time before (p < 0) or after (p > 0) the date of maxi-
mum luminosity in the B-band, which is called the phase
p ≡ (t − tBmax)/(1 + z). M0(p, λ) is the mean spectral
sequence, andM1 is the first order deviation around the
man sequence. CL(λ) is the mean color correction law,
which is phase-independent and assumed to be third or-
der polynomial law in the SALT2 model.
To train the SALT2 model, one needs to minimize a
χ2 function that measures the error between the model
of Eq.(1) and the photometric and spectroscopic data
sample. The SED sequence in the SALT model will
be treated as M0 for the stretch s = 1, while the dif-
ference between the SED sequence of an SN Ia with
stretch s = 1.1 and M0 is treated as M1. Thus, the
SALT2 model is a linearized version of the SALT model.
The SALT2 model needs more than 3000 parameters
to fit with Gauss-Newton procedure, see Refs.[3][5] for
details. The trained SED sequence model covers the
phase range of [−20, 50] days and a spectral range of
[2000, 9200]A˚ with resolution of 60A˚ for M0. For M1, a
low resolution is used[3].
III. SED SEQUENCE WITH ANN
The ANN that will be constructed is called the back-
propagation neural network, which has been used in as-
tronomy and physics. For example, by using ANN, the
type of a supernova could be classified into e.g.Ia, Ib,
II, etc., see [6] and references therein. The structure (or
topology) of an ANN could be described as Fig.1. One
can see that the ANN has four layers. The first layer is
called the input layer or the input for short, while the last
layer is called the output layer or the output for short.
The layers between the input and output are all hidden
layers, and there are two hidden layers in Fig.1. There
are a number of neurons at each layer. For example, there
are five and three neurons at the first and second hidden
layers respectively. The number of neurons at the input
and, output are called the dimensions of the input and
the output.
x1
x2
x3
x4
Input
0th layer
(o1)1
(o2)1
(o3)1
(o4)1
(o5)1
Hidden
1st layer
(o1)2
(o2)2
(o3)2
Hidden
2nd layer
(o1)3
Output
3rd layer
FIG. 1: Typical structure of an ANN.
The SED sequence will be modeled by an ANN with 4-
dimensional input , i.e. (x1, x2, x3, x4) = (p, λ, c,∆m15)
and 1-dimensional output as the SED sequence flux. The
ANN network seems like a nonlinear function with four
independent variable, i.e. FANN(p, λ, c,∆m15).
In Fig.1, each neuron in one layer of the ANN has
directed connections to the neurons of the subsequent
layer. So, this kind of ANN is also called the completely-
fully connected neural network. The weights on these
connections could be regarded as the parameters of the
ANN, and their values will be obtained by training the
network. Here training means making the output almost
the same as the observational data.
On each neuron, there is also an activation function,
which is often taken as a nonlinear function like a sig-
moid function, a tangent hyperbolic function etc.. Just
like that in the biological neural network, the activation
function decides the output of a neuron, whether a neu-
ron will be activated or not. And the argument of the
activation function is the weighted sum of neuron outputs
at the previous layer and further with a bias added.
Outputs of all neurons at a layer will be sent to the
subsequent layer. Due to the non-linearity of the activa-
tion function, the ANN could be able to describe highly
nonlinear function like the SED sequence. See Ref.[4] for
details of the ANN constructing structures.
The aim of training an ANN is to minimize a cost
function with training samples. The cost function de-
scribes the error between the output and the samples.
For the spectra samples, the cost function is given by
E = eTC−1e/2, with C the covariance matrix of the ob-
servational flux and e = F obs−FANN. For the light curve
samples, there is a little different cost function, which will
be described in the next section. The total cost function
will be the sum of all cost functions for each data sample.
To find the minimum of the cost function, we will take the
Levenberg-Marquardt (LM) algorithm, which converges
to the minimum much faster than the steepest gradient
3descent algorithm and has much less calculations than
the quasi-Newton methods. In each step s, the weight
and bias W will be updated as
Ws+1 = Ws −
(
JTC−1J+ µI
)−1
JTC−1e , (2)
where I is the identity matrix, µ is the combination coef-
ficient that could be changed adaptively during the train-
ing procedure. The Jacobi matrix J ∈ RM×N is defined
as 
∂e1
∂W1
∂e1
∂W2
· · · ∂e1∂WN
∂e2
∂W1
∂e2
∂W2
· · · ∂e2∂WN· · · · · · · · · · · ·
∂eM
∂W1
∂eM
∂W2
· · · ∂eM∂WN
 , (3)
where N =
∑L+1
l=1 N
l(N l−1 + 1) is the total number of
weights ( including bias), see Ref.[4] for more details.
IV. DATA DESCRIPTION
A. low-z spectra
This low-z data set contains 1787 spectra of 238 SN
Ia(about 4600 thousand data points)[7–14]. In Ref.[4] the
authors have analyzed the distribution properties of this
data set, in which most data samples have high signal-to-
noise ratio. So the low-z spectra data are the main data
to train the ANNSLCT model.
B. high-z spectra
The ESO/VLT 3rd year Type Ia supernova data set[15]
contains 139 spectra of 124 SN Ia. It constitutes the high-
z spectra of training data. The redshift ranges from z =
0.149 to z = 1.031 in this set. Two outlier spectra for SN
05D4ay are dropped. The low-z set has poor ability to
cover in spectra in the UV band, while the high-z spec-
tra have better performance in this band. However, this
high-z data set has low quality, so the blue end wave-
length is expanded only to 3000A˚.
C. light curves
The light curve data we used is the same as those in
the JLA sample[16], which contains 740 SN Ia. This set
includes 130 nearby SN Ia[17], the recalibrated SDSS-II
light-curves of 368 SN Ia[16], 239 SN Ia of SNLS and 9
very high redshift(0.7<z<1.4) SN Ia observed by HST.
The light curve data set is used to restrict the SED se-
quence scale for individual supernova and constrain the
cosmological model for the ANNSLCT model.
V. TRAINING PROCESS
The luminosity of SN Ia could be related to two
parameters[1][18][19]. One of them is the decline rate
∆m15, which measures the descending rate of the SN
Ia luminosity 15 days after it reaches the maximum in
the B-band. The other is the color parameter c, which is
defined as the difference of the maximum magnitudes be-
tween the B-band and the V-band, and it also measures
the supernova temperature as its maximum luminosity.
The relation between the distance modulus µ and these
parameters is usually assumed as the following empirical
formula:
µ = mB − (MB + α×∆m15 + β × c) , (4)
where mB is the observed maximum magnitude in rest-
frame B-band, α and β are two constants, and the abso-
lute magnitude MB is some function of the host galaxy
mass[20][21], which could be approximated by the follow-
ing piecewise function[17]:
MB =
{
M∗B if Mhost < 10
10M ,
M∗B + ∆M if Mhost > 1010M ,
(5)
after the host stellar effect is corrected. In contrast, the
hypothesis quantified by a linear model in the JLA sam-
ples is given by[16]
µ = mB − (MB − α′ ×X1 + β × c) , (6)
where X1 is the stretch factor, see Ref.[16].
As we introduced in Sect.III, the SED sequence is mod-
eled by an ANN with phase, wavelength, color and ∆m15
as its input. The calculation of ∆m15 is easy and the
role it plays is almost equivalent to the stretch factor
X1. The information of SN Ia color, ∆m15 and the max-
imum date could not be obtained without an SN Ia light
curve template model, which is described by the network
and needs to be trained. So, at the beginning of train-
ing, these parameters are estimated for each individual
supernova and then they are adjusted and corrected in
each iteration during the training process. In this way,
one doesn’t need to assume a relation between these pa-
rameters and the flux as that used in the SALT2 model,
see Eq.(1). All of the relations are encoded in the ANN
model.
The treatment of the light curve data is a little different
from that of spectral data, because the flux of the light
observed in the light-curve will be through a filter. And
its value φ(p, c,∆m15) could be obtained by the sum of
SED sequence:
φ(p, c,∆m15) ∝
∑
λi
F (p, λi, c,∆m15)T (λi)λi∆λ , (7)
where T (λ) is the overall instrument response function for
some band, for example Tb(λ) is for the B-band. There-
fore, the error function for training could be defined as
4e = φobs − φmodel .
Data will be split into two parts, 80% of which are for
the training set, and the rest are for the test set in order
to avoid over-fitting. To optimize the model, the so-called
the second-order algorithm[22], i.e. the LM algorithm, is
realized. And we also use the Graphics Processing Unit
(GPU) to accelerate the training process.
VI. RESULTS
The structures of the neural network we used are
summarized in the first column of Table.I. The root
mean squared error(RMSE) and the mean absolute er-
ror(MAE) are given in the third and the forth columns.
The second column of Table.I is the number of parame-
ters or weights of the network. From Table.I, one can see
Structure Number Training set Test set
4-20-20-20-20-1 1381 0.3963/0.2091 0.4156/0.2194
4-19-19-19-19-1 1255 0.4062/0.2210 0.4191/0.2257
4-18-18-18-18-1 1135 0.4100/0.2204 0.4474/0.2338
4-17-17-17-17-1 1021 0.4257/0.2270 0.4403/0.2356
4-15-15-15-15-1 811 0.4336/0.2295 0.4511/0.2412
TABLE I: The RMSE/MAEs over the training and test sets
for various nets(The second column is number of weights).
that only about 1000 parameters are needed for a network
with simple four hidden layers to describe so complicated
template model. We have constructed more complicated
structures for the network and we find the improvements
are very limited.
A. spectra
In Fig.2, the evolution of spectra for different colors
with the same ∆m15 is plotted. One can see that the
spectra are almost independent of the color in the red
part of spectrum, while they are depressed by a large
color value in the blue part. In Fig.3, the evolution of
spectra for different ∆m15 with the same color is plot-
ted. It shows that after explosion of the supernova, the
differences between the spectra become more and more
obvious. This is consistent with the definition of ∆m15.
And from Fig.2, one can also see that there is more dif-
ferences between the spectra when the phase is 15 days
after its maximum. This suggests a faster decline of mag-
nitude due to the quick falling of the SN’s temperature.
B. light curve
As we mentioned before, when the light-curve data is
also included in the training process, one needs to esti-
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FIG. 2: Comparison of several color spectra(these spectra
have the same ∆m15).
mate the parameters of each individual supernova and
then update them in each iteration. And the flux is
obtained by summing the energy distribution template
model with the response function as its weights, see
Eq.(7). In Fig.4, light-curves of several supernovae from
the template model and their observed values are plot-
ted. For the supernova with high quality data (e.g., SN
sn2007f), the light-curves generated by the model agree
very well with the observational values. While for the
supernova with low signal-to-noise ratio data (e.g., SN
SDSS15425), the net can also draw their light-curves.
C. parameters
The parameters of SN Ia are crucial to determine their
absolute magnitude, so it is necessary to compare our re-
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FIG. 3: Comparison of various ∆m15 spectra(These spectra
have the same c).
sults with those from the other methods like SALT2. In
Fig.5, the parameters c constrained by the ANNSLCT
model and those by the SALT2 (used by JLA) for each
supernova are plotted. It shows both models almost give
the same values of c, and the slope of the regression equa-
tion by least square method is 1.109. In Fig.6, the param-
eter ∆m15 from the ANNSLCT model and the stretch X1
used in JLA for each supernova are compared, since they
almost play the same role to describe a supernova. From
Fig.6, one can see there is a negative correlation between
∆m15 and X1 due to the definition. Note that the rela-
tionship between ∆m15 and X1 is not fully linear. One
can also find that our samples have smaller uncertainties
than those in the JLA.
-20 -10 0 10 20 30 40 50
SN:sn2007f
Rest-framephase[days]
-20 -10 0 10 20 30 40 50
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-20 -10 0 10 20 30 40 50
SN:sn2005ki
Rest-framephase[days]
FIG. 4: Light-curves of some supernovae. The dots denote the
observed data, while the curves are generated by the template
model.
VII. COSMOLOGICAL MODEL CONSTRAINT
To constrain the parameters of ΛCDM, we minimize
the following χ2 function:
χ2 = χ2SN + χ
2
CMB + χ
2
BAO , (8)
by using the data of SN Ia retained from the ANNSLCT
model, the Cosmic Microwave Background (CMB) and
the Baryon Acoustic Oscillations (BAO) data samples.
The χ2SN is from the supernova data and it is calculated
as
χ2SN = (µˆ−µΛCDM (z; Ωm))†C−1(µˆ−µΛCDM (z; Ωm)) ,
(9)
where µˆ is calculated by Eq.(6), and C is covariance ma-
trix of µˆ. We take the same values of the observed peak
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FIG. 6: Comparison of ∆m15 and the stretch parameter.
magnitude mB and the host stellar mass Mstellar as those
in the JLA sample. The color c and ∆m15 parameters for
each individual supernova are constrained from the tem-
plate model, and the coefficients α and β will be fitted
along with the parameters in the ΛCDM model.
The CMB data that can be measured precisely include
νCMB = (Ωbh
2,Ωch
2, 100Θ∗)T , see Refs.[23–25]. Here
Ωbh
2 is the baryon density, Ωch
2 is the dark matter den-
sity, and Θ∗ is the approximation of the sound horizon
angular size[26]. The χ2CMB of the CMB data is given
by:
χ2CMB = (νobs−νΛCDM )†C−1CMB(νobs−νΛCDM ) , (10)
where CCMB is covariance matrix.
The BAO data used in Refs.[25][27] are dBAO =
(d0.106, d0.35, d0.57)
T , and the χ2BAO is given by:
χ2BAO = (dobs − dΛCDM )TC−1BAO(dobs − dΛCDM ) , (11)
where CBAO is covariance matrix.
The parameters to be constrained include the super-
nova nuisance parameters α or α′, β , MB and ∆M and
the cosmological model parameters H0 and Ωm. The
best-fit values and 1σ uncertainties for these parameters
are listed in Table.II. One can see that the two samples
give very close values of Ωm, H0 and other nuisance pa-
rameters for the supernova except α and α′ because of
their different definitions. The contours for α, β and Ωm
are plotted in Fig.7.
The Hubble diagram for the ANNSLCT model is
shown in Fig.8. The best-fit values of parameters for
the ΛCDM model are Ωm = 0.261 ± 0.009 and H0 =
67.73± 0.70kms−1Mpc−1.
The residuals of two models are shown in Fig.9. Specif-
ically, the average absolute values of residual errors are
0.124 mag for the ANNSLCT model and 0.127 mag for
the SALT2 model. The distance modulus has a larger
bias in the high-z region than that in the low-z. This is
partially because the high-z data have low signal-to-noise
ratio and poor samples.
Samples Ωm H0 α α
′ β M∗B ∆M χ
2/d.o.f
ANN 0.261±0.009 67.79±0.70 0.710±0.029 - 3.45±0.083 -19.18±0.021 -0.081±0.019 1062/739
JLA 0.257±0.009 67.98±0.74 - 0.141±0.006 3.10±0.074 -19.11±0.026 -0.070±0.023 684/739
TABLE II: Constraints of the ΛCDM parameters by two samples.
VIII. CONCLUSIONS AND DISCUSSIONS
By using the ANN, we construct the SED sequence for
SN Ia. The SED sequence could give both the spectrum
with wavelength range from 3000A˚ to 8000A˚ and the
light curve with phase from 20 days before to 50 days
7FIG. 7: 68% and 95% confidence contours for the parameters
of the ΛCDM model.
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FIG. 8: Hubble diagram of the ANNSLCT model. Residuals
have been shown by Fig.9.
after the maximum luminosity for the supernovae with
different colors and decline rates. In Ref.[4] , the authors
have constructed the mean SED sequence with ANN by
using the SN Ia spectrum data with and without the color
parameter. In this paper, the shape parameter, which is
the decline rate ∆m15, is also taken as another input
variable for the ANN. The light curves generated by this
ANNSLCT model are well consistent with observational
data. We find that the model becomes more accurate
than that in Ref.[4] when adding the high-z spectra and
light curve data.
Usually, before training the SED sequence model, one
-0.8
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FIG. 9: The comparison of residuals with results of the JLA
sample retrained by the ANNSLCT and SALT2 models.
needs to assume a functional form for the flux with color
and shape parameters like Eq.(1). However, there is no
need to assume any relations in the ANNSLCT model,
since all relations are encoded in the ANN itself. After
training, one can obtain not only the SED sequence, but
also the parameter values of each supernova, instead of
fitting each supernovaas SALT2 did. Another advantage
is that the model obtained by using the ANN is auto-
matically differentiable, then it could be easily used to
analyze some subsequent physical process. For exam-
ple, in Ref.[4], the authors obtained the relation between
color and Si II λ6355 absorption velocity by taking the
derivative of the network directly.
We also use the SN Ia sample generated by the
ANNSLCT model, CMB and BAO data to constrain the
parameters of ΛCDM model. The best-fit values of pa-
rameters for the ΛCDM model are Ωm = 0.261 ± 0.009
and H0 = 67.73 ± 0.70kms−1Mpc−1, which are almost
the same as those from the JLA+CMB+BAO joint con-
straint with the SALT2 model. The average absolute
value of residual errors is 0.124 mag for the ANNSLCT
model, which is slightly smaller than 0.127 mag for the
SALT2 model.
Furthermore, the SED sequence obtained by the ANN
model is actually not a linear approximation of the SALT
model, so it is expected to improve the SALT2 model.
And it may also help us to understand which are the
main factors to describe the type Ia supernova explosion,
so the ANNSLCT model is worth further study.
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