The Application of Convex Hull in Industrial X-Ray Computerized Tomography by Tam, K. C.
THE APPLICATION OF CONVEX HULL 
IN INDUSTRIAL X-RAY COMPUTERIZED TOMOGRAPHY 
KC. Tam 
GE Research and Development Center 
P.O. Box 8 
Schenectady, New York 12301 
INTRODUCTION 
In some x-ray CT situations, the x-ray data of the obj&:t are available only in a limited an-
gular range. Limited-angle imaging occurs, for example, when scanning in an angular range is 
obstructed by other physical objects, or when the x-ray is attenuated too much in a particular 
angular range to serve any useful purpose. These situations are illustrated in Fig. 1. Under 
such circumstances limited-angle image reconstruction techniques could be employed to recon-
struct the object from the x-ray data and other information about the object, such as (1) exterior 
boundary of the object; (2) upper bound of the object density; (3) lower bound of the object 
density. It has been shown that by using this information in addition to the limited-angle x-ray 
data, the object can be reconstructed uniquely [1]. The limited-angle reconstruction algorithm 
developed in the above reference is shown in Fig. 2; the image is transformed back and forth be-
tween the object space by filtered backprojection, and the projection space by projection, with 
corrections by the a priori information in the object space and the limited-angle known projec-
tions in the projection space. 
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Fig. 1. Examples of limited-angle scannings. 
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Fig. 2. Iterative limited-angle image reconstruction algorithm. 
The upper and lower bounds of the object density are usually available. For example, 
they can be estimated from the a priori knowledge about the composition of the object; in fact 
the lower bound is usually taken to be zero. Currently there is no systematic method to esti-
mate the object boundary. Some of the methods that have been suggested include probing, 
modeling, etc., which all involve additional equipments. In this paper a procedure is presented 
to estimate the exterior boundary of the object using the same x-ray data that are used to recon-
struct the CT image. No additional equipment is required with this method. 
CONVEX HULL OF OBJECT 
The approach presented in this paper is to construct the convex hull of the object using 
x-ray data, and to use the convex hull as an approximation of the actual object boundary. The 
convex hull of a two-dimensional object is the smallest convex region containing the object, as il-
lustrated in Fig. 3. If the object is convex in shape, its convex hull is the same as its support. If 
the object is not convex, its convex hull is a good approximation of the object support if its shape 
is not too concave. In general these conditions are fulfilled in industrial inspection, since most 
of the industrial objects are convex in shape, such as cylinders, spheroids, parallelepipeds, etc. 
Hence the use of the object convex hull as an approximation of the object boundary is justified. 
The construction procedure is illustrated in Figs. 4 through 6. Fig. 4 illustrates projecting 
an object at view angle Om , producing the projection data Pm· The support of the object, i.e., the 
region where the object density is nonzero, projects onto the nonzero portion ofPm· Therefore 
the object support is completely contained within the nonzero portion Dm of the backprojection 
of Pm, as shown in Fig. 5. Consequently if one constructs a region D as shown in Fig. 6 by inter-
secting all theDms, i.e., D = D 1 nD2 n ... nDM, whereM is the number of view angles, the ob-
ject is contained entirely within D. 
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Constructing the convex hull of the object. 
Thus we have succeeded in constructing a region D which contains the object. It is obvi-
ous from the above construction procedure that 
(1) Dis a polygon circumscribing the object boundary. 
(2) As the number of view angles increases, D approaches the boundary of the object if the 
boundary is convex. If the boundary is not convex, D approaches the convex hull of the 
boundary. 
The above statements can also be proven vigorously [2]. For noiseless data the region D can be 
constructed by intersecting the nonzero portions of the Dm s. In the presence of noise, the 
values at most of the projection bins become nonzero, so the construction procedure needs to 
be modified. It is obvious from Fig. 5 that in constructing the regions Dms, all that is needed is 
the knowledge of the nonzero region in the projection data, their numerical values being ir-
relevant. So the only modification to the above procedure is to add the following two steps be-
fore intersection: (a) locate the two edges of the projection data, and (b) set all the values in-
side the edges to 1, and all the values outside the edges to 0. Practical methods to locate the 
edges of each projection and to improve the definition of its nonzero region can be found in [2]. 
Note that if the limited-angle restriction is caused by serious attenuation of the x-ray beam 
in some angular range, then even the overattenuated x-ray data can be used to construct the 
convex hull of the object. The reason for this, as stated before, is that only the knowledge of the 
nonzero region in the projection data is needed; the numerical value is irrelevant. Such infor-
mation is present even in the overattenuated x-ray data. In fact, the transition between the re-
gion where the projection is zero and the region where the projection is nonzero is more distinct 
in the overattenuated x-ray data, and thus such data are better suited for the purpose of con-
structing the object convex hull. 
Even though parallel beam scanning is shown in the above illustrations, the procedure is 
equally applicable to fan beam scanning without any modification. 
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CONVEX HULLS OF EMBEDDED FlAWS 
In some cases the object to be imaged is made up of a medium which occupies most of the 
cross section area, and the density Po of the medium is usually known. Such is the case in indus-
trial nondestructive testing in which the object may consist of a metal medium with some flaws 
embedded inside. In this paper the term "flaws" is used to denote all component substances in 
the object other than the medium. Under these circumstances the image reconstruction can be 
further improved by making use of the convex hulls of the flaws if the boundary of the object is 
known exactly. 
The reconstruction procedure is illustrated in Fig. 7. The idea is to eliminate the contri-
bution of the medium, and reconstruct the difference image which is the difference between the 
original object A and a hypothetical object B, which is made up entirely of the medium and 
which has the same exterior boundary S as the original object. The difference image is essen-
tially a representation ofthe flaws. Letpt.pz, ... ,pM denote the measured projections at theM 
view angles Ot. ~ •... ,OM, respectively. The reconstruction proceeds as follows: 
(1) From the knowledge of the object boundary Sand the value p0 , calculate the projections 
q 1, q2, ... , qM of the hypothetical object Bat theM view angles. 
(2) Subtract the projections qm s from the corresponding projections Pm s. Denote the 
difference of the projections by dm = Pm -qm. The difference projections dms are pro-
duced entirely by the flaws. 
Once the difference projections dms are obtained, we can proceed to reconstruct the 
difference image, which is basically the embedded flaws, using the procedure outlined in the last 
section. First construct the convex hulls of the flaws, denoted collectively by D, from the 
difference projections dms. Then using (a) the constructed region D, (b) the difference projec-
tions dm s, (c) the upper bound of the difference image ( = upper bound of object -Po), and 
(d) the lower bound of the difference image ( = lower bound of object - p0 ), reconstruct the 
difference image by means of the limited-angle reconstruction algorithm. Finally, add the hy-
pothetical object B to the difference image to form the reconstructed image of the original ob-
ject. 
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If the image reconstruction algorithm is linear, decomposing the projection data into (flaw 
projection) + (medium projection) and reconstructing the flaw portion only does not gain any-
thing. This would be the case if the same boundary S were used as a priori information in the 
reconstruction of the difference image from the difference projections. The reason is that when 
the boundary which is used as a priori information is fixed the iterative transform algorithm is 
linear (apart from the nonlinear constraints of upper and lower bounds, which are relatively 
minor in importance). In the procedure outlined above, however, the flaws' convex hulls D 
rather than the object boundary S is used as a priori information in reconstructing the difference 
image. This makes the image reconstruction nonlinear, and renders improvement possible. 
Since the boundary D represents a much more precise knowledge of the region of occurrence 
for the flaws than the boundary S does, the limited-angle reconstruction of the difference image 
using D as a priori information will yield much better results than if the much bigger region S 
were used. 
There are two complications in the construction of the convex hulls of the flaws: ( 1) the 
signal-to-noise ratio of the difference projections is usually much smaller than that of the projec-
tions of the object, since the signal of the former is the difference between the latter and the 
projections of the hypothetical phantom, whereas the noise remains basically the same; (2) the 
signal of the difference projections could be negative as well as positive. As a result it becomes 
difficult to locate the edges of the difference projections and subsequently eliminate the back-
ground noise. The solution to these two problems is to construct the convex hull D by superim-
posing the Dm s instead of intersecting them. The region D is obtained by collecting all the pix-
els (i,j) which satisfy the following criterion: 
f(i,j) ~M-n (1) 
where f (i,j) is the number of backprojection strips Dms the pixel belongs to, M is the number 
of view angles used in constructing D, and n is a number depending on the noise level. If there 
were no noise each pixel within the region D should have contribution from the binarized pro-
jections at each of the view angles, and n should be set at 0. In the presence of noise, each pixel 
within D would be missed by some binarized projections, and n should be set greater than zero. 
The value of n should be chosen to maximize the number of pixels in the actual convex hull to 
be included in the constructed convex hull while minimizing the number of those pixels outside. 
The rationale for this alternate procedure for constructing the region D and its detailed steps 
are given in [2]. The advantage of this procedure is that the errors in the projections PmS will 
combine additively instead of multiplicatively as in the case of the intersection procedure. 
The noise in the projection data Pm s limits the size and type of flaws that can be recon-
structed using this technique. The magnitude of the difference projections should be 
significantly greater than the noise in the measured projections. 
SIMUlATIONS 
Simulation experiments were performed to study the usefulness of convex hull in limited-
angle image reconstructions. The computer-generated phantom used for the comparison is 
shown in Fig. 8. The entire display area is 128 x 128 pixels. The phantom is in the form of a el-
liptical disc, which represents a medium with uniform density, containing five elliptical flaws. 
The density of the flaws is half of that of the elliptical disc; the absolute values of the densities 
are chosen such that the maximum attenuation for an x-ray path passing through the object is 
70%. The major and minor axes of the elliptical disc are, respectively, 89.6 and 73.31 pixels 
long, while the sizes of the flaws range from the largest one at the center with a diameter of 5.09 
pixels, to the smallest one near the top edge with a diameter of 2.04 pixels. 
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Fig. 8. The elliptical phantom used in the simulation studies. 
Projection data with statistical noise were generated at 160 view angles equally spaced be-
tween 0° and 180°. The projection data were simulated in parallel beam geometry with weighting 
according to line length. The width of a projection bin is the same as the pixel dimension. The 
averaged number of photons in the unattenuated beam collected in a detector element (a pro-
jection bin) during the exposure was 100,000. Random noise was added to the photon counts 
with a Poisson distribution. The simulation and image reconstructions were carried out on a 
VAX AS8600 computer. All the standard Cf subroutines, such as projection and backprojec-
tion, were taken from the Donner Cf Reconstruction library compiled by Huesman et al. [3]. 
Limited-angle imaging situations caused by the overattenuation in the long dimension of 
the phantom were simulated with angular ranges ranging from 60° to 140°. Images were recon-
structed from the limited-angle x-ray data using the iterative techniques presented in this paper. 
To quantitatively measure the quality of the reconstructed images, their rms errors when com-
pared to the phantom were computed. The results are illustrated in Figs. 9 and 10. The top 
curve in Fig. 9 shows the rms errors of the images over the entire object before any iteration; 
they are the images that one would obtain from the limited-angle data alone using conventional 
Cf image reconstruction methods. As seen in the figure, the errors were significantly reduced 
after five iterations using the iterative algorithm in Fig. 2. The a priori information used in the 
iterations include (1) the exact upper bound, (2) the exact lower bound (zero), and (3) the con-
vex hull of the object constructed from the projection data; since the limited-angle situations 
were caused by the overattenuation of the x-rays, the overattenuated projection data were also 
used in constructing the object convex hull. In fact, after five iterations the quality of the images 
becomes comparable to that of the image reconstructed from complete projection data, whose 
rms error is shown as the dashed line in Fig. 9 for comparison purposes. Even better images 
were obtained after five iterations using the method of difference projections and the convex 
hulls of the flaws, assuming that the boundary of the object and the density of the medium are 
known exactly; in fact the quality of these images surpasses even that of the complete recon-
struction image. Here the convex hulls of the flaws were constructed only from the limited angle 
data using the superimpostion method, and the value of n in Condition ( 1) was chosen to give 
the best results. 
It is obvious that the method of difference projections can bring about "perfect" recon-
struction in the region occupied by the medium, thereby reducing tremendously the overall rms 
errors of the images. In general, however, the region of more interest in industrial inspection is 
that of the flaws. To demonstrate the degree of improvement in the flaws region, the rms errors 
of the various images over the flaws region only are plotted in Fig. 10. It can be seen that the 
method of difference projections indeed brought about improvement in the flaws region, espe-
cially at small angular ranges. 
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DISCUSSION 
The simulation results indicate that using the upper and the lower density bounds and the 
convex hull of the object constructed from the x-ray data as a priori information to do limited-
angle image reconstruction, the image quality improved by a factor of 7 to 10 after five itera-
tions. The improvement brought about by the approach using the difference projections and the 
convex hull of the flaws is even more dramatic; the price to pay is the exact knowledge of the 
object boundary and the stringent requirement on the precision of the data. 
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