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Abstract—In this paper, a two-dimensional (2-D) angle of
arrival (AOA) estimator is presented for vertically polarised
waves in which a one-dimensional (1-D) antenna array is
used. Many 2-D AOA estimators were previously developed
to estimate elevation and azimuth angles. These estimators
require a 2-D antenna array setup such as the L-shaped or
parallel antenna 1-D arrays. In this paper a 2-D AOA estimator
is presented which requires only a 1-D antenna array. This
presented method is named Estimation of 2-D Angle of arrival
using Reduced antenna array dimension (EAR). The EAR
estimator utilises the antenna radiation pattern factor to reduce
the required antenna array dimensionality. Thus, 2-D AOA
estimation is possible using antenna arrays of reduced size and
with a minimum of two elements only, which is very beneficial in
applications with size and space limitations. Simulation results
are presented to show the performance of the presented method.
keywords: 2-D AOA Estimation, Statistical Signal Process-
ing, Subspace Methods
I. INTRODUCTION
Angle of arrival (AOA) estimation is useful in many ap-
plications such as positioning and signal enhancement. Many
estimators were developed in the literature to estimate the
AOAs. These methods were initially developed to estimate
the AOAs in one plane. These methods utilised different
antenna array structures. The most popular of these antenna
array structures is the uniform linear antenna array (ULA).
In many practical applications it is required to estimate
both the elevation and azimuth AOAs. So, many methods
were developed initially to estimate the elevation and azimuth
angles separately using two ULAs (such as L-shaped or
parallel ULAs). Then, another method was applied to pair up
these estimated elevation and azimuth angles [1]–[7]. Other
methods were also developed in which the elevation and
azimuth angles were estimated jointly without the need for
any pairing technique. Still, these methods require the use
of two ULAs [1], [8]. For example, in the L-shaped ULAs,
one ULA will be placed on one axis (say the y-axis) and
the other will be placed on a perpendicular axis (say the z-
axis). This means that to estimate the elevation and azimuth
angles we were required to have a two-dimensional (2-D)
antenna array structure and a minimum of three elements
(with one reference element at the origin point, one on the
y-axis and one on the z-axis). But in many applications, there
are size and space limitations on antenna array structure. One
example for such an application is the downlink between
a base station (BS) and a mobile station (MS). In such a
scenario, estimating the 2-D AOAs at the MS will help in
locating it. But due to MS size limitations it is desirable
to estimate the 2-D AOAs using a small size antenna array
structure.
In this paper, a 2-D AOA estimator is developed which
requires the antenna elements to be placed along one axis
only to perform the estimation. This will reduce the size and
space of the required antenna arrays. The method utilises the
radiation pattern factor of different antennas to help reduce
the required antenna array dimensionality. Thus, a minimum
of two antennas can be used to perform the estimation. The
method is named Estimation of 2-D Angle of arrival using
Reduced antenna array dimension (EAR). The reason for
naming it thus is that human ears can distinguish the elevation
and azimuth angles of arriving sound waves using only two
ears. This is true for two reasons. The first one is that the
distance between the two ears is similar in concept to the
distance between the antenna elements. The second reason is
the different directionality of each ear which is the basic idea
of the EAR method presented in this paper. To achieve the
different directionality it is not required (although possible)
to have different antenna elements types. This different
directionality can be achieved by rotating the direction of
the axis of some of the antenna elements in a ULA away
from the direction of the axis of the other element(s). So for
instance in a two element ULA of short dipoles, by placing
the first one with its axis aligned vertically (z-direction) and
the other aligned at an angle γ from the z-direction, then both
elements will have different radiation pattern factor equations
with respect to the angles upon which they depend, i.e.,
different directionality (although both elements are similar).
This will be explained latter in Section III. Since the basic
array for the EAR method requires two elements, this setup
of two elements is named the EAR-block in reference to
its function as a basic building block for constructing a new
antenna array for the EAR method. The dipoles considered in
this paper are assumed to be short dipoles. Also, the incident
signal(s) considered in this paper are assumed to be vertically
polarised.
The paper is organised as follows: Section II introduces
the system model that forms the foundation for the pro-
posed estimator. The proposed EAR estimator is explained in
Section III. The Cramer-Rao bound (CRB) for the elevation
and azimuth AOA estimation is presented in Section IV. The
simulated performance of the EAR estimator is presented in
Section V. Finally, conclusions are given in Section VI.
II. SYSTEM MODEL
The antenna array is formed from M uniform antenna
EAR-blocks (i.e., 2M total antenna elements) as shown in
Fig 1. Each antenna EAR-block is formed from two antenna
elements. One element has its axis aligned vertically (z-
direction) and the other is aligned with a rotated axis (y˜)
which has an angle γ with the z-axis rotated towards the y-
axis in the y-z plane, with a spacing d between their centres.
The antenna array, formed by a set of M EAR-blocks that are
arranged along one axis, is called the EAR-array (as shown
in Fig. 1).
Assume K sources signals, {sˇk(t)}Kk=1, impinging upon
the EAR-array. The signal sˇk(t) is represented as sˇk(t) =
sk(t) cos(2πfct) = ℜ{sk(t) exp (j2πfct)} where fc is the
carrier frequency and sk(t) =
∑
i αk(i)g(t − iT ), where i
is an integer which represents the time index and sk(t) is
the low-pass equivalent of sˇk(t), T is the symbol period,
αk(i) = Akβk(i) where βk(i) ∈ (−1,+1) which represents
the symbol parity and Ak is a positive constant which
represents the amplitude of sk(t) and g(t) is the (raised
cosine) pulse shaping function with
g(nT ) =
{
1, if n = 0
0, otherwise
}
(1)
where n is an integer so that sk(nT ) = αk(n).
The sampled received signal at the antenna elements (after
the matched filter stage) for the antenna structure shown in
Fig. 1 is given by:
r(i) = A(θ,φ)α(i) + n(i) (2)
where
A(θ,φ) = [ a1(θ,φ) · · · aK(θ,φ) ] (3)
with
ak(θ,φ) =


F1(θk, φk)
η(γ)F2(θk, φk)e
−j 2pid
λ
sin θk cosφk
F1(θk, φk)e
−j2 2pid
λ
sin θk cosφk
η(γ)F2(θk, φk)e
−j3 2pid
λ
sin θk cosφk
.
.
.
F1(θk, φk)e
−j(2M−2) 2pid
λ
sin θk cosφk
η(γ)F2(θk, φk)e
−j(2M−1) 2pid
λ
sin θk cosφk


(4)
where F1(θk, φk) and F2(θk, φk) are the radiation pattern
factors for the first and second antenna elements of the EAR-
block. Also,
α(i) = [α1(i) · · · αK(i) ]
T
with
θ = [ θ1 · · · θK ]
T
and
φ = [φ1 · · · φK ]
T
.
Also, λ is the signal wavelength, d is the distance between
the consecutive antenna elements centres and (θk, φk) are
elevation and azimuth angles, respectively, for the kth signal.
In addition, n(i) is the noise vector added to the received
signal at the antenna elements, which is additive white
Gaussian noise (AWGN) of zero mean and has a covariance
matrix of σ2I2M×2M , where I2M×2M is the 2M × 2M
identity matrix and (.)T represents the transpose operation.
Now, η(γ) is the polarisation mismatch loss factor for the
second antenna elements of the EAR-block. The reason for
considering the polarisation mismatch is because the received
signal is assumed to be vertically polarised whereas the
second antenna element at the EAR-block is rotated from the
vertical (z-axis) by an angle γ. Thus, a polarisation mismatch
loss will occur [9].
III. THE EAR METHOD
The EAR method utilises the different antenna radiation
pattern factors for the different antenna elements in the array.
As an illustration, consider the EAR-block in Fig. 1. This
EAR-block can have a different setup by rotating the second
element by an angle γ towards the x-axis instead of the y-axis.
But in this paper the case of Fig. 1 is considered. This single
EAR-block is useful for a single source 2-D AOA estimation
such as in the downlink between the BS and the MS. The
EAR-array can be used as well in the single source case, but
for sake of illustration of the ability of 2-D AOA estimation
using two elements only (i.e., using the EAR-block) the
EAR-block will be used. Another possibility considered is
the case when it is required to estimate the 2-D AOAs for
multiple sources. In this case, an array of the EAR-block is
used for 2-D AOA estimation for those multiple sources.
Since the EAR-block case shown here is formed of two
short dipoles, then for far field case, the radiation pattern
factors are given as follows [9]:
F1(θ1, φ1) = F1(θ1) = sin θ1 (5)
and
F2(θ1, φ1) = F2(φ˜1) = sin φ˜1 (6)
where φ˜1 is the angle between the direction of the received
signal and the second antenna element axis (y˜). Also, it can
be shown that the relation between φ˜1 with θ1 and φ1 is
φ˜1 = cos
−1 (sin γ sin θ1 cosφ1 + cos γ cos θ1) . (7)
The proof of (7) is shown in the Appendix section.
It is clear form (5) and (6) that F1(θ1, φ1) and F2(θ1, φ1)
depend on θ1 and φ˜1, respectively. So, we will use the
notations F1(θ1) and F2(φ˜1) instead of F1(θ1, φ1) and
F2(θ1, φ1), respectively. Similarly, for the general kth source,
we will use the terms F1(θk) and F2(φ˜k) instead of
F1(θk, φk) and F2(θk, φk), respectively.
For a more general case other than short dipoles, the
radiation pattern factors would be different in (5) and (6)
depending upon the type of antenna elements used. But, in
this paper the antenna elements used are short dipoles.
The polarisation loss factor (η(γ)) is given by [9]
η(γ) = cos γ . (8)
For both single source and multiple source 2-D AOA esti-
mation, the MUSIC algorithm is proposed in this paper. Since
the EAR-block is a special case of the EAR-array (this is true
because the EAR-array will reduce to a EAR-block by setting
M = K = 1) then we will show how to apply the MUSIC
method to the general case (EAR-array multiple sources) and
it will be straight forward to apply it for the special case
(EAR-block single source). So, consider applying the MUSIC
method to the received signal (r(i)) at the EAR-array given
in (2). The first step in applying the MUSIC method is to
find the autocorrelation matrix (R) for the received signal
(r(i)), i.e., find R = E
[
r(i)rH(i)
]
where (.)H represents
the Hermetian transpose operation. By employing eigenvalue
decomposition, then the eigenvalues which correspond to
the noise signal are the smallest 2M − K eigenvalues and
their corresponding eigenvector matrix (which is given the
notation En) includes the eigenvectors of the noise space in
its columns. So, applying the MUSIC method the following
vector is formed
u(θ, φ) =


F1(θ)
η(γ)F2(φ˜)e
−j 2pid
λ
sin θ cosφ
F1(θ)e
−j2 2pid
λ
sin θ cosφ
η(γ)F2(φ˜)e
−j3 2pid
λ
sin θ cosφ
.
.
.
F1(θ)e
−j(2M−2) 2pid
λ
sin θ cosφ
η(γ)F2(φ˜)e
−j(2M−1) 2pid
λ
sin θ cosφ


. (9)
The vector (u(θ, φ)) varies with θ and φ and is orthogonal
to the noise subspace En at θk and φk for ∀k. Thus, to
estimate θk and φk, the MUSIC algorithm searches for the
corresponding peaks of the following
u(θ, φ)Hu(θ, φ)
u(θ, φ)HEnEHn u(θ, φ)
. (10)
Thus, the elevation (θk) and azimuth (φk) angles are esti-
mated jointly using antenna elements placed on one axis (the
EAR-array) and without the need for any pairing or matching
technique. This method is named the EAR-based MUSIC
method.
IV. CRAMER-RAO BOUND
One important step in defining the CRB is to identify the
parameters of interest. Since we are concerned with estimat-
ing the elevation and azimuth AOAs, then the parameters of
interest in this paper are defined in the following vector form
Ψ = [ θT φT ]
T
. (11)
After defining the parameters of interest, we can present
the CRB for both the elevation and azimuth AOAs. The CRB
for the elevation and azimuth AOAs is derived in [10] as:
CRB = σ
2
2W(
ℜ{
(
D
H (I2M×2M −Σ)D
)
⊙
(
121T2 ⊗Ω
)
}
)
−1
(12)
where
Σ = A(θ,φ)
(
A
H(θ,φ)A(θ,φ)
)
−1
A
H(θ,φ), W is
the number of snap shots over which the correlation ma-
trices are estimated, ⊙ is the Schur-Hadamard element-by-
element multiplication, ⊗ is the Kronecker product, and
12 = [ 1 1 ]T , with
Ω = P
(
A
H(θ,φ)A(θ,φ)P+ σ2IK×K
)−1
A
H(θ,φ)A(θ,φ)P (13)
and
P = E
[
α(i)Hα(i)
]
=

A
2
1 0
.
.
.
0 A2K

 . (14)
Also,
D = [Aθ(θ,φ) Aφ(θ,φ) ] (15)
where
Aθ(θ,φ) =
∂A(θ,φ)
∂θ
Aφ(θ,φ) =
∂A(θ,φ)
∂φ
. (16)
Thus, the CRB for the elevation and azimuth AOAs of
this technique has been derived. Simulation results for the
proposed methods are shown in the next section.
V. SIMULATION RESULTS
Simulations of the proposed EAR estimator for single and
multiple sources were completed to assess its performance.
The elements of each EAR-block elements were separated by
a half-wavelength (i.e., d = λ2 ). The number of snap shots
was given the notation W . The results are averaged over
1000 independent ensembles. The step size used for the EAR-
based MUSIC was 0.1o.
Figs. 2 and 3 show the root mean square error (RMSE)
estimation in degrees of θ1 and φ1, respectively, versus SNR
in dB for a single source using the EAR-based MUSIC
method with θ1 = 60o and φ1 = 40o compared with their
corresponding square root CRB. The reason for comparing
with the square root CRB rather than the CRB is because we
are considering the RMSE and not the mean squared error
(MSE) in these figures. Two values of W were considered;
W = 256 and W = 1000. The figures indicate that the
performance is enhanced as W is increased. Clearly, the ad-
vantage of the proposed method is illustrated by its ability to
estimate 2-D AOAs using only two antenna elements which
is not feasible using other existing 2-D AOA estimators.
Fig. 4 shows the RMSE of angle estimation in degrees in
a two sources case using the EAR-based MUSIC algorithm
with θ1,2 = 60o, 65o and φ1,2 = 40o, 55o. This RMSE is
evaluated by
√
E
[
(θ1−θˆ1)
2
2 +
(φ1−φˆ1)
2
2
]
where θˆ1 and φˆ1
are the estimated values of θ1 and φ1, respectively.
Tables I and II show the pairing success rate for the
proposed EAR-based MUSIC algorithm compared to the
algorithm in [6] and the SVD-based algorithm in [8] for
different SNRs in dB with W = 256 and W = 1000, respec-
tively. In this case, M was set to 10. Both tables indicate that
the proposed EAR-array-based MUSIC algorithm managed to
pair the elevation and azimuth angles successfully.
VI. CONCLUSION
In this paper we proposed a 2-D AOA estimator for
vertically polarised signals which uses antenna elements
placed along a 1-D line. The basic antenna structure, which is
named the EAR-block, is composed of two elements. One of
the elements of the EAR-block has its axis aligned vertically
(along the z-direction) and the other element is aligned to an
axis (y˜) which has been rotated from the z-axis by an angle
γ towards the y-axis in the y-z plane. The ability to estimate
the 2-D AOAs using only two elements is made possible by
utilising the directionality of the different antenna elements in
the EAR-block. The fact that only two elements are needed to
make the 2-D AOA estimation reduces the space and size of
the antenna structure required. The estimation of the elevation
and azimuth angles using the EAR method is performed
jointly. The proposed method in this paper depends on the
MUSIC algorithm to perform the 2-D AOA estimation and
is therefore named the EAR-based MUSIC algorithm. The
proposed method can also estimate 2-D AOAs for multiple
sources using the EAR-array. [1-2] [3-10]
SNR (dB) [6] [8] Proposed method
15 65.7 % 100 % 100 %
20 94.4 % 100 % 100 %
25 97.8 % 100 % 100 %
Table. I. Table of successful pairing rate using the proposed
EAR-array-based MUSIC compared to the algorithms in [6]
and [8] for different SNRs and W = 256.
SNR (dB) [6] [8] Proposed method
15 99.7 % 100 % 100 %
20 100 % 100 % 100 %
25 100 % 100 % 100 %
Table. II. Table of successful pairing rate using the proposed
EAR-array-based MUSIC compared to the algorithms in [6]
and [8] for different SNRs and W = 1000.
5 10 15 20
10−2
10−1
100
101
SNR in dB
R
oo
t m
ea
n 
sq
ua
re
d 
er
ro
r f
or
 θ
1 
in
 d
eg
re
es
 
 
RMSE W=256
CRB1/2 W=256
RMSE W=1000
CRB1/2 W=1000
Fig. 2. Root mean square error (RMSE) and square root of the CRB for
angle estimation in degrees for θ1 in degrees versus signal to noise ratio
(SNR) in dB for a single source using the EAR-based MUSIC method with
θ1 = 60
o and φ1 = 40o.
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Fig. 3. Root mean square error (RMSE) and square root of the CRB for
angle estimation in degrees for φ1 in degrees versus signal to noise ratio
(SNR) in dB for a single source using the EAR-based MUSIC method with
θ1 = 60
o and φ1 = 40o.
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Fig. 4. Root mean square error (RMSE) of angle estimation in degrees
versus signal to noise ratio (SNR) in dB for two sources using the EAR-
based MUSIC algorithm with θ1,2 = 60o, 65o and φ1,2 = 40o, 55o.
Fig. 1. Antenna elements geometry for a) EAR-block, b) Angles layout for the rotated element, and c) EAR-array.
APPENDIX
To prove (7), consider the vector representing the incoming
wave as shown in Fig. 1. This vector is denoted by ~v and
can be represented by
~v = vx ~x− + vy ~y− + vz ~z− (17)
where ~x−, ~y− and ~z− are unit vectors in the negative
direction of the x, y, and z axes. Also, vx, vy and vz are
the dot product results between ~v and the vectors ~x−, ~y−
and ~z−, respectively. So,
vx = ~v · ~x− = sin θ1 sinφ1 , (18)
vy = ~v · ~y− = sin θ1 cosφ1 (19)
and
vz = ~v · ~z− = cos θ1 . (20)
Now our objective is to find φ˜1, which is the angle between
the incoming signal vector and the rotated antenna element
aligned with the rotated axis y˜. Since φ˜1 is an angle between
two vectors, then this angle is defined as the cosine inverse of
the dot product between these two vectors. These two vectors
in this case are ~˜y− (which is the unit vector in the negative
direction of the y˜-axis) and ~v. Thus, we can take the dot
product between ~v in (17) with ~˜y− as follows
~v · ~˜y− = vx ~x− · ~˜y− + vy ~y− · ~˜y− + vz ~z− · ~˜y− . (21)
But,
~x− · ~˜y− = 0 , (22)
~y− · ~˜y− = sin γ (23)
and
~z− · ~˜y− = cos γ . (24)
Substituting (18), (19), (20), (22), (23) and (24) in (21),
and from the fact that the dot product between ~v and ~˜y−
is actually the cosine of the angle between these two vectors
(which is defined as φ˜1 as shown in Fig. 1), then one can
deduce that
cos φ˜1 = sin γ sin θ1 cosφ1 + cos γ cos θ1 . (25)
Then, we can generalise the result in (25) for the general kth
signal as follows
cos φ˜k = sin γ sin θk cosφk + cos γ cos θk . (26)
Taking the cosine inverse of both sides of (26) we get the
same result in (7). Thus, (7) is proved.
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