• We use RMT to analyze the cross-correlations between worldwide stock markets.
Introduction
The global financial system is composed of a large variety of markets that are positioned in different geographic locations and in which a broad range of financial products are traded. Despite the diversity of markets, index movements often respond to the same economic announcements or market news [1] [2] [3] which implies that financial time series can display similar characteristics and be correlated. Since the work of Markowitz [4] , correlations of financial time series are constantly ✩ The views expressed in this work are those of the authors and do not necessarily reflect those of the Borsa Istanbul or its members.
✩✩ An earlier version of this paper was presented at the ''Asian Quantitative Finance Conference'' organized by the National University of Singapore, January 9-11, 2013 and the ''Conference on Mathematics in Finance'' organized by the Bank of England and the Institute of Mathematics and its Applications, in Edinburgh, April 8-9, 2013 . We thank the conference participants for insightful suggestions. a subject of extensive studies both at the theoretical and practical levels. It is important not only for understanding the collective behavior of a complex system but also for asset allocation and estimating the risk of a portfolio.
In particular since the recent 2008 financial crisis, which originated in the US and then spread to almost all markets in the world, many economists have been studying the correlation structure between financial markets and the transmission of volatility from one to another. One of the major difficulties in these studies are the complicated unknown underlying interactions of the financial markets. Besides correlations between markets need not be just pairwise but may rather involve clusters of markets and relationship between any two pair may change in time [5] .
In earlier times, physicists experienced similar problems. The problem became popular by Wigner's work in the 1950s for application in nuclear physics, in the study of statistical behavior of neutron resonances and other complex systems of interactions [6] . He tried to understand the energy levels of complex nuclei, when model calculations failed to explain experimental data. To overcome this problem, he assumed that the interactions between the constituents comprising the nucleus are so complex that they can be modeled as random [5] . Based on this assumption, he derived the statistical properties of very large symmetric matrices with i.i.d. entries and the results were in remarkable agreement with experimental data.
More recently random matrix theory (RMT) has been applied to analyze the financial time series [5, . In particular, correlation matrices are computed for the empirical data and quantities associated with these matrices are compared to those of random matrices. The extent to which properties of the correlation matrices deviate from random matrix predications clarifies the status of the information derived from the computation of covariances [12] . The literature focuses on the correlations between individual stocks in a market; however, in this study we will analyze the cross-correlations between 87 main financial markets in the world by tools of RMT.
The rest of the paper is organized as follows; in Section 2, we give a brief description of the methodology. Section 3 describes the data and contains several results of our analysis; in particular Sections 3.1, 3.2 and 3.4 present the eigenvalue and eigenvector analysis of the correlation matrix with discussion of the relation between volatility and correlation of financial markets. In Section 3.6, we construct a correlation based market network and compare the structure before and after the 2008 financial crisis by tools of graph theory. In Section 4, we use an alternative approach to the construction of the correlation matrix, present the related results and discuss possible further studies. Finally, Section 5 contains some concluding remarks.
Methodology
Let P i (t) be the index of the stock market i = 1, 2, . . . , N at time t and t = 0, 1, . . . , T . The logarithmic index return of the ith market index over a time interval t is given by
(1)
We consider the normalized returns
where
is the standard deviation of R i and ⟨· · ·⟩ is the time average over the considered period. Then the equal time cross-correlation matrix C is the matrix with elements c ij ≡ ⟨r i r j ⟩.
In matrix notation, the interaction matrix C can be written as
where R is an N × T matrix with entries r im ≡ r i (m t) with i = 1, 2, . . . , N; m = 1, . . . , T and R t denotes the transpose of R.
We will compare the properties of the interaction matrix C with those of a random cross-correlation matrix.
Let x i (t); i = 1, 2, . . . , N where x i (t) are independent, identically distributed random variables. We define the N × T matrix A by elements a it ≡ x i (t). The matrix W defined as
is called a Wishart matrix [38] [39] [40] . Let each x i (t) be normally distributed and rescaled to have zero mean and constant unit standard deviation. Under the restriction of N → ∞, T → ∞ with Q ≡ T /N > 1 is fixed, the probability density function ρ rm (λ) of eigenvalues λ of the matrix W is [39, 40] ρ
and
where λ max min are the maximum and minimum eigenvalues of W. For the rest of the paper, the analyzed eigenvalues are rank ordered i.e. λ i < λ j for all i < j and α i denote the corresponding unfolded eigenvalues for all i.
The distribution of nearest neighbor eigenvalue spacing of W is given by Wigner-Dyson distribution [41, 42] :
The distribution of next-nearest neighbor eigenvalue spacing of W is given by [41, 42] :
The number variance  2 is defined as the variance of the number of unfolded eigenvalues in the intervals of length l, around each α i [41, 42] ,
where n(α, l) is the number of unfolded eigenvalues in the interval [ 
= N then the components of each normalized eigenvector v ′ k have a Gaussian distribution with mean zero and unit variance [10] ,
A useful quantity in characterizing the eigenvectors is the so-called Inverse Participation Ratio (IPR) [11] . For the eigen-
For our purposes it is sufficient to know that the reciprocal of the IPR k (called participation ratio) quantifies the number of significant components of the eigenvector v k . In RMT, the expectation of IPR k is 3/N since the kurtosis for the distribution of the eigenvector component is 3.
Data and the results
We analyze daily closing values of 87 main benchmark indexes in the world between 01/01/2009 and 31/07/2012 (data are obtained from Bloomberg). To reflect the market dynamics better, index values are not converted to a single currency. Markets in some countries do not operate on Fridays; in that case Saturdays' values are considered as Fridays'. If a market is closed on a business day, we carry over the last value. The list of indexes is in the Appendix.
Eigenvalue analysis
We take t = 1 day and compute the 87 × 87 cross-correlation matrix C. We have N = 87 and T = 933 giving Q ≈ 10.73, with theoretical lower and upper limits λ min ≈ 0.48 and λ max ≈ 1.71 for the eigenvalues of C. First, eigenvalues of C are compared with the theoretical distribution ρ rm (λ) (see Fig. 1 ).
One immediate thing to note is that the largest eigenvalue of C is ≈23.8 which is 14 times larger than the theoretical upper limit and stands out from all others. Also a first view suggests the presence of a well-defined bulk of eigenvalues.
Although ≈52% of the eigenvalues fall into the theoretical interval, ≈93% of the eigenvalues are smaller than λ max . 1 1 The high percentage of eigenvalues below λ min may be attributed to the fact that many of the less liquid markets behave independently relative to the rest of the others [12] , and also theoretical results are also valid in the infinite limit; hence there is always a small probability of finding eigenvalues above λ max and below λ min [10] . Since the theoretical distribution is valid strictly for N → ∞ and T → ∞, we must test that the deviations for the largest few eigenvalues are not finite size effects [11] . First, we construct N = 87 mutually uncorrelated time series generated to have (a) standard normal distribution (as in theory), and (b) identical power-law tails (as in empirical examples [43] ) each having length T = 933. Then we compare eigenvalue densities of their cross-correlation matrices with the theoretical distribution (see Fig. 2 ). We find good agreement with the theory suggesting that the deviations of the few largest eigenvalues from RMT in Fig. 1 are not caused by finite size effects or the fact that returns are fat tailed. 2 We apply further RMT tests to strength our claim. The first independent test is the comparison of the distribution of empirical nearest neighbor eigenvalue spacing ρ nn (s) with ρ W nn (s) (see Fig. 3 ). The agreement suggests that the positions of two adjacent empirical unfolded eigenvalues at the distance s are correlated similar to the eigenvalues of W.
The next test is the comparison of the distribution of empirical next-nearest neighbor eigenvalue spacing ρ nnn (s) with ρ W nnn (s). We demonstrate this correspondence in Fig. 3 which shows a nice agreement between empirical data and the theory.
To test for long-range two point eigenvalue correlations, we consider the number variance. It is clear that the number variance of empirical data agrees well with the theory (see Fig. 4 ).
It can be concluded that the bulk of the eigenvalue statistics of the empirical cross-correlation matrix C are consistent with those of the real symmetric random matrix W and the deviations from the RMT contain genuine information about the correlations in the system. 
Eigenvector analysis
The deviations of eigenvalue statistics from the RMT results suggest that these deviations should also be displayed in the statistics of corresponding eigenvector components [43] . First, we choose some of the normalized eigenvectors and display their component distribution in Fig. 5 which shows that the probability density of eigenvector components corresponding to eigenvalues in the bulk agrees well with the RMT. However, the component distribution of λ i > λ max shows significant deviation from the theory. In particular ρ(v 
Global market mode
To see if v 87 represents a global market itself, we take the projection of the time series R i (t) on the v 87 and compare it with a standard measure of a global performance. In our case, the most related global index is the Morgan Stanley Capital International (MSCI) All Country World Index (ACWI). It is a free-float weighted equity index which includes both emerging and developed world markets. The projection of the time series R i (t) on v 87 is given by the following,
R v 87 (t) is usually called the market mode [11, 44] (in this study we will call it the global market mode). Fig. 8 shows a comparison of the global market mode and the returns of the MSCI index (we standardize both series to have zero mean and unit variance). We find remarkable similarity between the two return series. The empirical correlation coefficient between them is 0.93. The good agreement shows that v 87 corresponds to a global market factor showing the general trend of all markets and quantifies the worldwide influence on them [13] .
Considering components of v 87 we see that the top six contributers are from European countries. On the other hand, the majority of the markets have very small contributions that are proportional to the size and liquidity of these markets. An interesting case is the very small contributions of the big and liquid markets of South Korea, India and Russia. Since the market eigenvector can be considered as a general trend of all markets, this situation can be identified as the positive diversification of these emerging markets from others after the 2008 crisis.
For each eigenvector, the number of markets with a significant participation can be accurately quantified by the IPR. Fig. 9 shows the IPR and PR as functions of the eigenvalue index. Eigenvectors corresponding to the bulk have participation ratios around RMT prediction N/3 = 29. However, v 87 has the highest number (≈44) of significant participants which is far from the suggested value. We also see that eigenvectors corresponding to the smallest eigenvalues have the lowest number of significant participants. 3 
Relation between volatility and correlation
In order to examine the evolution of the correlations in the financial system, we investigate the mean correlation of returns by a rolling window approach. We pick window length l = 22 (business month) and roll the time window through the data one day at a time. Explicitly, the mean correlationc l (t) for the correlation coefficients c l ij (t) in a time window
We want to compare the mean correlation of the financial markets with the system's volatility. We take the absolute value of the global market mode as the daily volatility proxy of the financial system. A comparison of mean correlation and volatility is given in Fig. 10 which shows that high levels of global volatility and correlation are strongly linked. 4 Furthermore, after the times of high volatility, markets still stay highly correlated for some period 5 although we have to keep in mind that the procedure of shifting the window by one data point is partially responsible in this case. We also analyze the skewness and kurtosis of return distributions by rolling the time window of length l = 264 (business year) through the full data set (see Fig. 11 , fat tails are demonstrated by excess kurtosis).
Time-varying largest eigenvalue
After revealing that the largest eigenvalue carries true information, we apply a similar approach of Ref.
[51] to our data. With a one-year length rolling window, we obtain the time-varying largest eigenvalue of the return correlation matrix and observe its characteristics. Fig. 12 shows that the largest eigenvalue peaks during the highest global volatility levels and there is a strong link between the magnitude of this eigenvalue and the volatility levels in general. 6 
Largest eigenvalue

Correlation-based financial network analysis
Financial markets around the world can be regarded as a complex system. This forces us to focus on a global-level description to analyze the interaction structure among markets which can be achieved by representing the system as a network. During the recent years networks have proven to be a very efficient way to characterize and investigate a wide range of complex systems including stock, commodity and foreign exchange markets [45, . In this study, we are interested in identifying the connection structure and hierarchy in the network of financial markets formed with cross-correlations of returns. In order to do that we construct the minimal spanning tree (MST) and the ultrametric hierarchical tree (UHT) associated with it [44, 45, .
To create a network based on return correlations, we use the metric defined by Mantegna [53] ,
It is a valid euclidean metric since it satisfies the necessary properties; MST is constructed as follows: start with the pair of elements with the shortest distance and connect them; then the second smallest distance is identified and added to the MST. The procedure continues until there are no elements left, with the condition that no closed loops are created. Finally we obtain a simply connected network that connects all N elements with N − 1 edges such that the sum of all distances is minimum. 7 After defining the euclidean space of financial markets, we next move to the ultrametric space. An ultrametric space is the space where all distances within it are ultrametric. The ultrametric distance d * ij is understood as a regular distance with properties (i)-(iii) and property (iv) is replaced by a stronger condition; (iv)
. Ultrametric distances are important to hierarchical clustering since they redefine the distance between two elements as the distance between their 6 Which coincides with the findings of Ref. [51] : The authors study 1340 time series with 9 year daily data and investigate how the maximum singular value λ changes over (time lags) for different years and find that it is greatest in times of crises.
7 This can be seen as a way to find the N − 1 most relevant connections among a total of N(N − 1)/2 connections which is especially appropriate for extracting the most important information concerning connections when a large number of markets is under consideration. In terms of financial markets, MSTs can also be considered as filtered networks enabling us to identify the most probable and the shortest path for the transmission of a crisis. For both periods, the three US market indexes are close together as expected and Germany serves as a hub for the connection between two main clusters; America and Europe. France seems to be the central node as it has the highest number of linkages in both cases and surprisingly the US market, which is usually accepted as the world's most important financial market, displays a somewhat looser connection with the others. The European Union (EU) seems to form the central trunk of the MSTs and the clusters appear to be organized principally according to a geographical position and historical and linguistic ties [81] .
However, major changes are observed between two periods. In particular, the effect of the eurozone debt crisis shows itself on the financial markets in period 2. The problematic countries Greece, Italy, Portuguese, Spain and Cyprus are all tied together, showing that bond market connection results with stock market connection. UK, not a eurozone member, loses its importance in the network in period 2. Three important markets that are positively diversified from the others through the 2008 crisis (Russia, India and South Korea) stand isolated in the network.
Centrality measures
In network theory, the centrality of a node determines the relative importance of that node within a network. Next, we perform a detailed analysis on MSTs using different quantitative definitions of centrality. 9 Node degree is the number of nodes that is adjacent to it in a network. In general the larger the degree, the more important the node is. The highest ten node degrees and the frequency distributions are given in Table 1 and Fig. 15 respectively.
Node strength is the sum of correlations of the given node with all other nodes to which it is connected. The highest ten node strengths and the frequency distributions are given in Table 2 and Fig. 16 respectively.
Eigenvector centrality is a measure that takes into account how important the neighbors of a node are. It is useful in particular when a node has a low degree but is connected to nodes with high degrees and thus the given node may influence others indirectly. It is defined as the ith component of eigenvector v, where v corresponds to the largest eigenvalue λ of the adjacency matrix A. The highest ten eigenvector centralities and the frequency distributions are given in Table 3 and Fig. 17 respectively. 9 Before beginning the analysis, we point out an important observation: even we have an extra three edges in the network in period two, the total distances in the MST is 82.593 whereas this values is 87.651 in period one. This shows increased strength in the correlation of financial markets after the 2008 crisis. A similar conclusion is obtained by using the time-varying correlation data from the Section 3.4. In particular, we split the time-varying correlations into two sets as pre and post 2008. A non-parametric median comparison test reveals that the set of correlations in post 2008 has a significantly larger median. Betweenness centrality measures the importance of a node as an intermediate part between other nodes. For a given node k, it is defined as
where n ij (k) is the number of shortest geodesic paths between nodes i and j passing through k, and m ij is the total number of shortest geodesic paths between i and j. 10 The highest ten betweenness centralities and the frequency distributions are given in Table 4 and Fig. 18 respectively. 11 10 MST is a fully-connected network so m ij ̸ = 0.
11 There are 38 indexes in period one and 41 indexes in period two with zero betweenness centrality i.e. for any two markets in the network, no shortest path passes through them. Closeness centrality is a measure of the average geodesic distance from one node to all others. This measure is high for strongly connected central nodes and large for poorly connected ones. For node i in a network with N nodes, it is defined as
where d(i, j) is the minimum geodesic path distance between nodes i and j. The highest ten closeness centralities and the frequency distributions are given in Table 5 and Fig. 19 respectively.
Analysis reveals that France takes first place in almost all categories for both periods and other financial centers Germany, Hong Kong and Singapore keep their importance in the network after the crisis. However, the same cannot be said for the UK; while belonging to the top ten in all categories in period one, it belongs to the top ten only in 2 categories in period two. 12 12 Note that all frequency distributions of centrality measures (except for closeness centrality) are likely to decrease exponentially. One may say that these measures exhibit a power-law distribution; p(x) ∼ x −β for measure value x and constant β which in the case the network is called scale-free [82] . 
Discussion
In our study, one concern about the correlations between financial markets is that the relationship may be non-linear; in that case rank correlation may capture the relations better. In order to see the difference, we use a rank correlation approach:
for each index i, the returns R i (t) are ranked R For the network analysis, we define the metric as a linear realization of the rank correlation; d ij = 1 − c ij . The major difference is that (instead of Germany) France serves as a hub for connecting North America and Europe in period two.
Further study
A lagged relationship is a possible characteristic of many pairwise financial time series. First, it would not be a surprise if one series had a delayed response to another time series, or it had a delayed response to a common event that affects both series. Secondly, it may be the case that the response of one series to the other or to an outside event may spread in time, such that an event restricted to one observation elicits a response at multiple observations. Furthermore, series may not even be stationary in some cases. Equal-time cross-correlations are inadequate to characterize the relationship between time series in such situations. Some authors incorporated these facts into their studies and revealed interesting results using the concepts of detrended and long-range cross-correlations and time lag RMT [83] [84] [85] [86] [87] [88] [89] . 13 In the near future, we are planning to apply these new approaches to our data set and analyze the differences in our findings. 13 For example, Kullmann et al. [83] showed that in many cases the maximum correlation appears at nonzero time shift, indicating directions of influence between the stocks. Similarly, Wang et al. [84] find long-range power-law cross-correlations in the absolute values of returns that quantify risk, and find that they decay much more slowly than cross-correlations between the returns. They find that when a market shock is transmitted around the world, the risk decays very slowly.
Conclusion
The global financial crisis of 2008 began in July 2007 when a loss of confidence by investors in the value of securitized mortgages in the US resulted in a liquidity crisis. In September 2008, the crisis deepened as stock markets worldwide crashed and entered a period of high volatility. This study compares before and after the 2008 crisis by analyzing the cross-correlations of financial markets using the tools of RMT and network theory.
In particular, we verified the validity of the universal predictions of RMT for the statistics of the eigenvalues and the corresponding eigenvectors of the cross-correlation matrix. Then the cross-correlations between markets not totally explainable by randomness were identified by computing the deviations of the empirical data from the RMT predictions. We showed the presence of a certain linear combination of indexes representing a global market itself that arises from interactions.
By using this particular combination, we observed that markets become highly correlated in times of high volatility (also the time-varying largest deviating eigenvalue peaks during the highest volatility); moreover when the volatility passes to its low levels, the increased degree of co-movement continues for a considerable amount of time. We also find that markets are more correlated after 2008 compared to the period of [2005] [2006] [2007] . These facts lower the diversification potential even if one constructs a widely internationally diversified portfolio of stocks.
We found the connection structure of financial markets for pre and post 2008 crisis using correlation based networks. We show that in an environment of increasing integration of trade and financial markets, geographical position and historical and linguistic ties still play an important role in co-movements of stock markets. Analysis also shows that eurozone debt crisis forces the stock markets of problematic countries to move together, revealing an interesting fact on how bond and stock markets of a country interact.
We identified key financial markets using several centrality measures. Analysis shows that centers like France, Germany and Hong Kong keep their importance in the financial system after the 2008 crisis. However, the same cannot be said for the UK.
To extract the information arising from non-linear relations between markets, we repeated each analysis using a rank correlation and found that the results are almost indistinguishable. Possible extensions for further research includes applications of the long-range cross-correlations and time lag-RMT to our data. 
