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We study spin density wave quantum critical points in two dimensional metals with a quenched
disorder potential coupling to the electron density. Adopting an ε-expansion around three spatial
dimensions, where both disorder and the Yukawa-type interaction between electrons and bosonic or-
der parameter fluctuations are marginal, we present a perturbative, one-loop renormalization group
analysis of this problem, where the interplay between fermionic and bosonic excitations is fully
incorporated. Considering two different Gaussian disorder models restricted to small-angle scatter-
ing, we show that the non-Fermi liquid fixed point of the clean SDW hot-spot model is generically
unstable and the theory flows to strong coupling due to a mutual enhancement of interactions and
disorder. We study properties of the asymptotic flow towards strong coupling, where our perturba-
tive approach eventually breaks down. Our results indicate that disorder dominates at low energies,
suggesting that the ground-state in two dimensions is Anderson-localized.
I. INTRODUCTION
In the vicinity of a quantum critical point (QCP)
in quasi two-dimensional metals the strong interaction
between electrons and order parameter fluctuations de-
stroys the quasiparticle character of electronic excita-
tions, which lies at the heart of Landau’s Fermi liq-
uid theory. Indeed, non-Fermi liquids or strange metals
are frequently found in the vicinity of magnetic QCPs
[1], with heavy fermion materials, iron-pnictides and
cuprates as prominent examples [2–4]. One striking as-
pect of such non-Fermi liquid behavior is the observed
linear temperature dependence of the electrical resistiv-
ity, together with the absence of resistivity saturation at
the Mott-Ioffe-Regel bound at high temperatures. The
latter is often attributed to a breakdown of the quasi-
particle picture in such materials [5].
While the theoretical description of metallic quantum
critical points has seen substantial progress using both
numerical as well as field-theoretical developments [6, 7],
central questions still remain open. In particular, the
computation of dc transport properties and the question
if a linear-in-T resistivity is a generic feature of metallic
QCPs poses a formidable challenge, as it requires to ac-
count for processes which relax the total momentum of
a current carrying state, either via disorder or umklapp
scattering. Previous analytic works studied dc transport
either using the Boltzmann equation [8–10], or pertur-
batively in the presence of weak disorder, assuming that
disorder doesn’t drive the system away from the clean
non-Fermi liquid fixed point [11–13]. In this article we
investigate if the latter assumption is indeed valid and
perform a detailed renormalization group (RG) study of
spin-density wave (SDW) quantum critical points in the
presence of quenched disorder.
So far, the fate of metallic QCPs with quenched disor-
der has been primarily studied using the Hertz approach
[14], with few notable exceptions [15]. In the former the
fermionic degrees of freedom are integrated out and one
is left with a Ginzburg-Landau-type theory for the over-
damped bosonic order parameter fluctuations. Within
this approach several possible scenarios about the fate
of various quantum critical points in the presence of dis-
order have been put forward, including the potential for
novel fixed points at finite or infinite disorder [16–19]. In-
terestingly, for the SDW QCP in metals with Ising sym-
metry, it has been argued that the critical point is washed
out and replaced by a smooth crossover due to Griffiths
effects, i.e. rare ordered regions in the disorder poten-
tial [20]. Even though many questions still remain open,
it is important to emphasize that the Hertz approach is
invalid for clean two-dimensional systems, because the
interaction between electrons and bosonic order parame-
ter fluctuations leads to a loss of electronic quasiparticle
coherence and to a singular nature of the bosonic n-point
vertices in the Ginzburg-Landau expansion. Accounting
for this delicate interplay requires a careful theoretical
analysis treating both fermionic and bosonic excitations
on equal footing, which is particularly challenging in a
renormalization group setting. Early studies of these
models without disorder were based on diagrammatic ap-
proaches [21–24] and were believed to be justified within
a large-Nf expansion, with Nf the number of fermionic
flavours [25]. More recent works showed that such expan-
sions are in fact uncontrolled and these theories remain
strongly coupled in the Nf →∞ limit [26–28].
The main goal of this work is to perform a controlled
renormalization group study of antiferromagnetic QCPs
in two-dimensional metals in the presence of quenched
disorder, by reformulating the epsilon-expansion for the
SDW hot-spot model developed by Sur and Lee [29] on
the closed-time Schwinger-Keldysh contour. This allows
us to directly perform a disorder average of the partition
function and to study the interplay between fermionic
excitations, bosonic order parameter fluctuations and
disorder induced interactions between the fermions in
a controlled manner. In contrast to the above men-






































FIG. 1: Fermi surface and scattering geometry of
electrons near the eight hot-spots connected by the
antiferromagnetic ordering wave vector Q = (π, π)
modulo reciprocal lattice vectors. The dashed line
marks the boundary of the 1st Brillouin zone for the
square lattice. The momenta kx and ky indicate the
local coordinate system at the hot-spots which is used
in the following.
RG studies of interacting electrons with quenched dis-
order [15, 30–32], the crucial difference in our approach
is that electronic degrees of freedom are not integrated
out and are treated on equal footing with the bosonic
excitations.
Importantly, we only consider models of disorder po-
tentials which impart a small momentum transfer |p| 
kF onto the electrons, with kF the characteristic Fermi
momentum, such that electrons stay in the vicinity of a
hot-spot when scattering off the disorder potential. Be-
sides simplifying the analysis, this restriction also ensures
that the hot-spot model remains valid, as cold electrons
far away from the hot-spots cannot become hot by scat-
tering off the disorder potential with a large momentum
transfer and end up in the vicinity of a hot-spot.
Even though disorder does not lead to backscattering
of electrons in our model, we nonetheless expect a non-
divergent dc conductivity due to the interplay between
disorder and the Yukawa-type interaction of electrons
with order parameter fluctuations. Since the latter gives
rise to large angle scattering, their combination allows
electrons to equilibrate across all hot-spots around the
Fermi surface. Moreover, disorder localizes the cold elec-
trons in 2d [33], which consequently do not participate
in transport and cannot short circuit the contribution of
hot electrons as would be the case without disorder [8].
In this work we focus on two Gaussian disorder models,
a δ-correlated disorder potential within single hot-spots,
as well as a power-law correlated disorder potential. A
simple tree-level scaling analysis seems to indicate that
δ-correlated disorder is irrelevant in d > 2 spatial di-
mensions, but we show that the linearised electron dis-
persion in the hot-spot model leads to UV/IR mixing
and the effective disorder coupling is in fact marginal in
d = 3, as is the Yukawa interaction. For this reason we
can treat both interactions simultaneously in a perturba-
tive epsilon-expansion around three spatial dimensions.
Lastly, we refrain from a discussion of potentially impor-
tant Griffiths effects due to a random boson mass term,
as this is beyond the scope of this work.
The remainder of this article is structured as follows: in
Sec. II we reformulate the hot-spot model of Sur and Lee
on the Keldysh contour and discuss our disorder model.
Our one-loop RG results for both disorder models are dis-
cussed in Sec. III, with technical details shifted to the ap-
pendices. We conclude with a brief discussion in Sec. IV.
II. MODEL
A. Keldysh formulation of the Sur-Lee model
We start from a hot-spot model of electrons on the
square lattice in two dimensions, coupled to fluctuations
of an antiferromagnetic order parameter with ordering
wave vector Q = (π, π) (see Fig. 1 for a sketch of the
hot-spot geometry). In particular we use an extension of
this model developed by Sur and Lee, which is amenable
to dimensional regularisation [29]. In their approach
the Fermi surface geometry of the 2d model is left un-
changed, but the number of dimensions orthogonal to
the Fermi surface (i.e. its co-dimension) is increased. A
tree-level scaling analysis then shows that a controlled
epsilon-expansion around d = 3 dimensions is possible.
Since we are going to study this model in the presence
of quenched disorder, we start by reformulating the ac-
tion of the Sur-Lee model on the closed-time Schwinger-
Keldysh contour, as this allows us to directly perform a
disorder average of the partition function later on. After
Keldysh rotation of the fields its action takes the form
(see also Ref. [34] for a Keldysh formulation of the hot-
spot model in two dimensions)















σy(ω + iδ)− iσzk̃− iσxεn(k) σyδf (ω)























































Tr {[Φc(p1 + p3)Φc(p2 − p3) + Φq(p1 + p3)Φq(p2 − p3)] Φc(−p1)Φq(−p2)} .
(5)






































are two component fermionic spinors comprised of
fermion fields at anti-podal hot-spots (see Fig. 1), Ψ =
Ψ†σy with σx,y,z the Pauli matrices, σz is a (d − 2)-
dimensional vector with entries σz and the index n
runs over the four distinct hot-spot pairs with 1̄ = 3,
2̄ = 4, 3̄ = 1 and 4̄ = 2. The superscript (i) distin-
guishes the two Keldysh components and the infinitesi-
mal δf (ω), δb(ω) ∼ δ = 0+ are needed for convergence.
As in Ref. [29] the action is generalised to a SU(Nf )
fermion flavour group and to a SU(Nc) spin group, with
j and σ as respective indices (the physical model corre-
sponds to Nf = 1 and Nc = 2). SDW order parame-
ter fluctuations are described by the matrix valued field
Φα = ~φα · ~τ , with ~τ denoting the N2c − 1 generators
of SU(Nc) and α ∈ {q, c} is the Keldysh index. The
Keldysh rotation was performed using the convention






















where the indices ± denote fields on the forward and
backward branch of the closed time contour. Further-
more we defined the linearised fermionic dispersions near
the hot-spots
ε1(k) = vkx + ky, ε3(k) = vkx − ky,
ε2(k) = −kx + vky, ε4(k) = kx + vky.
(7)








over real frequency ω, the two dimensional momentum
k = (kx, ky) as well as the (d − 2) additional momen-
tum directions k̃ orthogonal to the Fermi surface in the
(kx, ky)-plane.
The Yukawa coupling term ∼ g between fermions and
order parameter fluctuations has been written in compact












Note that we use the convention of Greek superscripts
for the bosonic Keldysh indices and Latin superscripts in
brackets for fermionic Keldysh indices, where a sum over
repeated indices is implied.


















where the retarded/advanced and Keldysh Green’s func-
tions
GR/An (k) =
σy(ω ± iδ)− iσzk̃− iσxεn(k)
(ω ± iδ)2 − k̃2 − ε2n(k)
, (10)





are now matrices in spinor space and Ff (ω) = sgn (ω)
in thermal equilibrium and at zero temperature. The














Note that these relations hold for the inverse propaga-
tors as well.
























and Fb(ω) = sgn (ω) in thermal equilibrium and at zero
temperature. The retarded and advanced propagators





DA(ω, ~p) = DR(−ω, ~p), where we used the shorthand





= −DK(ω, ~p) = −DK(−ω, ~p).
Again, these relations hold for the inverse propagators as
well.
A simple tree level scaling analysis of the action in
Eq. (5) in d+1 dimensions shows that scaling dimensions
























which shows that both the Yukawa interaction g as well
as the φ4 interactions u1,2 are irrelevant in d > 3 spatial
dimensions and an expansion in ε = 3−d is feasible [29].
B. Quenched disorder
The main goal of this work is to study the model in
Eq. (5) in the presence of a quenched, random disorder
potential V , which couples to the density of fermions via












with ~k = (k̃,k) and a sum over repeated indices is im-
plied. To keep the hot-spot model valid and the com-
plexity manageable, we assumed here that the disorder
potential scatters fermions only within a single hot-spot,
as can be seen from the presence of the σy matrix and
the fact that the two spinors carry the same hot-spot
index n in Eq. (16). Taking an Edwards model with
identical, randomly placed impurities as an example for
the disorder potential, this would correspond to an im-
purity scattering potential with a finite range, such that
the momentum transfer ~p is much smaller than the char-
acteristic Fermi momentum |~p|  kF . This simplifying
assumption also precludes cold electrons from becoming
hot by scattering off impurities from cold regions of the
Fermi surface to hot-spot regions. Only in this case the
hot-spot model remains valid and cold electrons away
from the hot-spots can be safely omitted from our anal-
ysis.
Even though the assumption of a small momentum
transfer precludes backscattering due to disorder, it is
important to realize that the Yukawa coupling gives rise
to such large-angle scattering processes. As already men-
tioned in the introduction, the combination of disorder
and magnetic scattering is thus expected to lead to a
non-diverging dc conductivity in this model. The small-
angle scattering assumption implicit in Eq. (16) dras-
tically simplifies the following analysis, because other-
wise the disorder averaged interaction would contain a
vast number of different couplings from various hot-spot
combinations which renormalise differently. In our model
there is only one disorder coupling constant, however.
In this work we study two different Gaussian disorder
models with zero mean 〈V (~p)〉dis = 0 and disorder corre-
lation function
〈V (~p)V (−~p)〉dis = 2u(~p). (17)
The first model is a white noise model with δ-correlated
disorder in real-space, which is restricted to single hot-
spots, whereas the second model exhibits power-law cor-
related disorder in the two physical dimensions and δ-
correlations in the additional d− 2 dimensions:
δ-correlated: u(~p) = u0, (18)
power-law: u(~p) = u0 |p|α−2 (19)
with exponent α > 0. Note again that our δ-correlated
disorder model is different from a standard white noise
model with arbitrary large momentum transfer, as elec-
trons only scatter within the same hot-spot in our case.
The Keldysh formalism allows us to directly perform a
disorder average of the partition function over all possible
realisations of the Gaussian distributed potential V (~p),
with this disorder average defined by
〈· · · 〉dis =
∫











This leads to the following additional, disorder induced































with u(~k3) given in Eqs. (18) and (19). Note that u0 is
restricted to positive values for the functional integral to
be well defined. The tree level scaling dimension of the










= 4− d− α. (23)
It is convenient to set α = 1 for power-law correlated
disorder, because in this case all coupling constants are
marginal in d = 3 and a systematic ε-expansion in
ε = 3 − d can be carried out. Even though the disorder
coupling for δ-correlated disorder is seemingly irrelevant
in dimensions d > 2, we will show below that the loop
expansion is organized in terms of an effective coupling
uδ = u0Λ, with Λ the UV momentum cutoff. Note that




= 3 − d, such
that a systematic expansion in small ε = 3−d is possible
as well.
In the following we study the action S + Sdis of the
SDW critical point with quenched disorder after intro-
ducing dimensionless coupling constants by replacing
g → gµε/2, u1,2 → u1,2µε and u0 → u0µε−1 for the δ-
correlated model or u0 → u0µε for power-law correlations
with α = 1, with µ an arbitrary mass scale.
III. RESULTS
Here we focus on results for the δ-correlated disorder
model and discuss differences for power-law correlated
disorder at the end of this section.
A. Organization of the perturbation series in u0Λ
Due to the fact the fermionic dispersion relations in
Eq. (7) are linearised and because quadratic terms are
irrelevant in the RG sense, the diagrammatic perturba-
tion series for δ-correlated disorder turns out to be organ-
ised in powers of uδ = u0Λ, with Λ the UV momentum
cutoff. Indeed, each loop integral which only contains
fermion propagators with the same dispersion relation
(i.e. fermions at the same hot-spot and/or at anti-podal
hot-spots) as well as disorder vertices, exhibits a trivial
linear dependence on the UV momentum cutoff Λ. This
can be easily seen by shifting the loop momentum, e.g. via
ky → ky − vkx for loops which only contain propagators
with dispersion ε1(k), and similarly for loops with other
fermion dispersions. The loop integrand is thus trivially
independent of kx, which leads to a linear dependence on
the UV-cutoff Λ.
Crucially, such linearly diverging loop integrals cannot
involve bosonic propagators or Yukawa vertices, which
mix fermions at different hot-spots with different disper-
sion relations. For this reason linearly diverging loops
only appear in combination with a disorder interaction
vertex u0 and the linear Λ dependence can be absorbed
������
g̃ v




















































FIG. 2: RG flows as function of the logarithmic energy
scale ` = log(µ0/µ). In (a) we plot the flow of the
dimensionless disorder coupling uδ, the
Yukawa-coupling g and the φ4 interaction u1, whereas
(b) shows plots of the Fermion-velocity v and the boson
velocities c and a. Initial conditions: (uδ, g, u1, c, v, a) =
(0.01, 0.01, 0.0001, 0.5, 0.6, 0.3) and ε = 0.1, Nf = 1,
Nc = 2. For Nc = 2, the two φ
4 interaction terms are
identical up to a factor of two and u2 can be set to zero
for simplicity. The dashed red line in (a) indicates
where the perturbation theory formally breaks down.
into the disorder coupling uδ as defined above, increasing
its tree-level scaling dimension to [uδ] = 3 − d. Impor-
tantly, this allows us to study both the Yukawa and the
disorder interaction on equal footing in an epsilon expan-
sion around d = 3 dimensions.
Note that sub-leading diagrams exist as well, which
contain disorder vertices u0, but no accompanying linear
diverging loop integrals, e.g. if these loops contain boson
propagators. Such diagrams are irrelevant at low energies
and thus do not appear in our analysis.
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B. One-loop RG flow equations for δ-correlated
disorder
In this section we present one loop RG flow equations
for all dimensionless coupling constants. Detailed cal-
culations of the one-loop diagrams and the renormal-
ization procedure are presented in the appendix. The
flow equations for the velocities and the (effective) di-






























































































































[−3h1(c, v, a) + hq(c, v, a)

















[2h1(c, v, a)− hq(c, v, a)− h2(c, v, a)] , (30)
where the dimensionless disorder couplings uδ and u0 (see
Sec. III A) are related via uδ = u0Λ/µ. Moreover, ` =
log(µ0/µ) is a logarithmic energy scale, c, v, a, ui > 0
and the functions hi(c, v, a) are defined in the appendix.
Note that these flow equations reduce to the ones found
by Sur and Lee in Ref. [29] for uδ = 0 and a = 1. The
boson velocity c does not flow to zero in the presence
of disorder, thus the arguments in Ref. [35] that certain
two-loop diagrams are important at leading order in ε for
the clean SDW critical point, don’t play a role here.
Unfortunately these flow equations do not feature a
stable fixed point at finite uδ. Rather the RG flow is
generically directed to strong coupling, with all parame-
ters apart from the velocity v diverging at low energies,
where our perturbative approach eventually breaks down
(see Fig. 2).
It is worthwhile to emphasise that our flow equations
for the Yukawa coupling g and the disorder coupling uδ
are formally similar to the flow equations for the φ4 in-
teraction and the disorder coupling in the Hertz-theory
of metallic SDW quantum critical points with quenched
disorder, where the fermions are integrated out. This the-
ory was analysed in a double expansion in Ref. [36]. As
the latter flow equations do feature novel fixed points at
finite disorder and interactions, it will be elucidating to
analyse the differences to our case. In order to facilitate
an analytic analysis we make a simplifying assumption
and set the boson velocity in the additional dimensions
a to its value at the clean SDW fixed point, a = 1, where
hq ≡ h1. In the hyperplane βc = 0, where potential
fixed points of the boson velocity c are located, the flow


















g − κ g3 + uδg
2π2
, (32)
where κ depends on c, v, Nf and Nc. As mentioned
above, these flow equations are strikingly similar to the
ones found in Ref. [36], which do feature a fixed point at
finite uδ. The main difference in our case is that the last
term in Eq. (31) comes with a plus sign, i.e. the Yukawa
coupling g anti-screens and thus enhances the disorder






























































































FIG. 3: RG flows as function of log uδ (see main text for details). (a): flow of g̃ = g
2/uδ and v, (b) ũ1 = u1/uδ and
(c) the frequency exponents of the fermionic and bosonic propagators. The initial conditions in (a) and (b) are
taken from Fig. 2 at uδ = 1, i.e. (g̃, ũ1, c, v, a) = (0.3035, 0.0600, 0.7370, 0.4641, 0.9347) for which the fermion velocity
converges to v = 0.4325. The frequency exponents in (c) are plotted for the same initial values as in Fig. 2, but with






at leading order in ε.
the disorder coupling is screened by the φ4 interaction.
This anti-screening is the main reason why our theory
doesn’t allow for a fixed point at finite disorder and flows
to strong coupling at low energies. A secondary reason is
the dynamical nesting of the Fermi surface due to the flow
of v to smaller values, which enhances the anti-screening
and also would lead to a divergence of κ in the limit of
v → 0.
Even though we cannot access a potential strong disor-
der fixed point in our perturbative approach, we can at-
tempt to extract some information about the behaviour
of the flow towards strong coupling. Since uδ diverges
at a finite value of the logarithmic flow parameter ` and
the dimensionless coupling constants are monotonic func-
tions of ` in the regime where uδ diverges, it is conve-
nient to parametrise their flow in terms of log uδ instead
[37]. Corresponding flow equations can be found in Ap-
pendix C.
In Fig. 3 we show plots of g2/uδ, v and u1/uδ as func-
tions of log uδ. Note that g
2/uδ vanishes asymptotically
along the flow to strong coupling, indicating that disor-
der dominates the Yukawa coupling at low energies. In
contrast to the clean non-Fermi liquid fixed point, the
fermion velocity v does not flow to zero, but to a con-
stant value instead, indicating that the hot-spots are not
perfectly nested at low energies. This can be traced back
to the fact that g2/uδ vanishes sufficiently fast along the
flow to strong coupling, such that the flow of v stops be-
fore it vanishes. Lastly, the φ4 interaction u1 diverges
even faster than the disorder interaction uδ along the
flow to strong coupling. This can be interpreted as a ten-
dency towards local moment formation, indicating that
the ground state might be in a random singlet phase [38].
Moreover, we can analyse the scaling of the fermion
and boson propagators along the flow to strong coupling.
In two dimensions the fermionic and bosonic propagators







Since the dynamical critical exponent and the effec-
tive anomalous dimensions flow to the asymptotic val-
ues zω ' uδ/π2, η̃Ψ ∼ O(g2), η̃φ ' −uδ/π2 for large
uδ/p, the frequency exponent of the fermionic propaga-
tor approaches zero along the flow to strong coupling,
whereas the bosonic propagator keeps its bare frequency
dependence D(ω) ∼ ω−2. An example of the flows of
the exponents are shown in Fig. 3(c). The fact that
G(ω) ∼ const. is reminiscent of a simple constant im-
purity scattering rate, which overshadows frequency de-
pendent power-laws in the electron self-energy due to
the interaction with order-parameter fluctuations. It is
also worth mentioning that our results for the fermion
propagator do not show indications of Sachdev-Ye-Kitaev
(SYK) scaling (i.e. G(ω) ∼ ω−1/2) as we approach strong
coupling [39].
Together with the flow of g2/uδ to zero, these results
indicate that disorder effects dominate over the interac-
tion between electrons and order parameter fluctuations
at low energies. Since electron interactions seem to play
a minor role here, a likely scenario for the fate of the
2d SDW QCP with quenched disorder is an Anderson-
localized, insulating electronic ground state.
C. Power-law correlated disorder
Here we briefly discuss the power-law correlated disor-
der model with α = 1, where the disorder coupling con-
stant u0 has the same scaling dimension as the Yukawa
coupling g, i.e. [u0] = [g] = ε. In contrast to the dis-
7
cussion in Sec. III A, the linear UV divergences ∼ Λ in
certain loop integrals for δ-correlated disorder turn into
additional ∼ log Λ divergences in the power-law corre-
lated case, due to the |p|−1 dependence in Eq. (19). We
absorb these additional log-divergences into the disorder
coupling constant by defining up = u0 log Λ. Details of
the calculations can be found in the appendices.
The flow equations for the model with power-law cor-
related disorder with α = 1 have the same form as in
Eqs. (24)-(30) with the replacement uδ → up√1+v2 . In
analogy to the δ-correlated case, for any positive, non-
zero UV initial condition for the disorder coupling up we
always observe a flow to strong coupling. Consequently
the same conclusions can be drawn as for the δ-correlated
case.
IV. DISCUSSION AND CONCLUSION
In this work we presented a controlled, perturbative
RG analysis of antiferromagnetic quantum critical points
in two-dimensional metals with quenched disorder. We
considered disorder models with small angle scattering
only, such that cold electrons far away from the hot-spots
cannot become hot by scattering off the disorder poten-
tial and thus the hot-spot model remains valid. Adopt-
ing the ε-expansion by Sur and Lee, we derived one-loop
flow equations and showed that the clean non-Fermi liq-
uid fixed point is unstable in the presence of disorder
and the theory flows to strong coupling. Extrapolating
the flow to strong coupling and studying its asymptotics,
we concluded that the ground state in two dimensions
is potentially Anderson-localized and thus non-metallic.
Since the strong coupling fixed point is not accessible in
our approach, it would be interesting to see if our results
can be tested using sign-problem free determinant quan-
tum Monte-Carlo simulations [6, 40], where disorder can
be included in principle.
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Appendix A: One-loop corrections without disorder
In this appendix, we derive the divergent parts of the self-energies and vertex corrections coming from the Yukawa
and the φ4 interaction at one-loop order. Compared to the results in Ref. [29], the ε-poles are slightly modified due
to the additional boson velocity a, which only plays a role as soon as disorder is taken into account. Diagrams are
shown in Fig. 4.
1. Fermion self-energy
The one-loop fermion self-energy due to the Yukawa interaction is given by the integral
Σ
(ab)








n̄ (q − k)σxγ
β
(db) (A1)




















DR(k)GAn̄ (q − k) +DA(k)GRn̄ (q − k)
]
(A3)
vanishes by integrating over the frequency since all poles of the propagators lie in the same half plane. For the




































































FIG. 4: One-loop contributions from Yukawa and φ4 interactions to (a) fermionic self-energy, (b) bosonic self-energy,
(c) Yukawa vertex and (d), (e) φ4 vertices. Only diagram (e) does not lead to a pole in ε = 3− d. Solid (wiggly)
lines represent fermionic (bosonic) propagators. All propagators are matrices in the Keldysh-index space.
since ΣAY,n and Σ
K














Writing the Keldysh propagators in terms of the retarded and advanced propagators, the retarded fermion self-












dωDR(k)GAn̄ (q − k)−
∫ ∞
0




dωDR(k)GRn̄ (q − k)
]
σx. (A5)
A pole in ε = 3−d can be only obtained by sending one integration bound to infinity, whereas finite integration bounds
cannot contribute to a divergence of the integral. Thus, the last term can be neglected safely and the remaining two





























2 − a2k̃2 − c2k2
iσy (ω − q0 + iδ) + σz(k̃− q̃)− σxεn̄(k− q)
(ω − q0 + iδ)2 − (k̃− q̃)2 − ε2n̄(k− q)
}
. (A6)































 iσy [ω + iδ − (1− x)q0]− σz
(1−x)a2
x+(1−x)a2 q̃ + σx
(1−x)c2
c2+x(1+v2−c2)εn̄(q)
[(ω + iδ)2 − r2 − q̄]2
 , (A7)
where q̄ = q̄(x, c, v, a, q) is a real function of the Feynman parameter, the velocities, the external frequency and the

















[c2 + x(1 + v2 − c2)] [x+ (1− x)a2]
, (A9)







[c2 + x(1 + v2 − c2)] [x+ (1− x)a2]3
, (A10)
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[c2 + x(1 + v2 − c2)]3 [x+ (1− x)a2]
. (A11)

















n (k − p)
}
(A12)
is independent of the velocity a since the integral only contains fermionic propagators. Thus, the divergent parts of
the retarded and advanced self-energies can be derived to take the form












3. Yukawa vertex correction













































































(ω + iδ)2 − (k̃− p̃)2 + εn̄(k)εn(k)[
(ω + iδ)2 − (k̃− p̃)2 − ε2n̄(k)
] [
(ω + iδ)2 − (k̃− p̃)2 − ε2n(k)
] [




where we set all external frequencies and momenta to zero except for p̃. Changing integration variables to εn̄(k) =√
2vR sin θ, εn(k) =
√
























(ω + iδ)2 − r2 + vR2 sin(2θ)
{(ω + iδ)2 − [1 + x(1− x)a2]r2 − cR2ζ(c, v, x, y, θ)− p̄2}3
}
(A17)
with ζ(c, v, x, y, θ) = 2vc (1 − y)
[
x cos2 θ + (1− x) sin2 θ
]
+ c2vy (cos θ + sin θ)
2









h3(c, v, a)σx (A18)
with












ζ(c, v, x, y, θ)
[
2 + (a2 − 1)y
1 + (a2 − 1)y
− 2v sin(2θ)
cζ(c, v, x, y, θ)
]
. (A19)
4. ~φ4 vertex correction
The one-loop diagrams leading to counter terms for the ~φ4 vertices contain only bosonic propagators. For a general
second boson velocity a, we therefore obtain an additional factor of a−1 in d = 3 by rescaling the integration variable
















































Appendix B: One-loop corrections including disorder
1. Fermion self-energy









~k, q0)σyu(~k − ~q), (B1)
where u(~k−~q) = u0µε−1 for δ-correlated disorder and u(~k−~q) = u0µε |k− q|−1 for the power-law correlated case with
α = 1. The second contribution (Fig. 5(b)) only leads to an unimportant renormalization of the chemical potential























































































































































































































































FIG. 5: One-loop contributions including disorder to (a, b) fermionic self-energy, (c, d) disorder vertex coming from
Yukawa interaction, (e) Yukawa vertex coming from disorder interaction and (f)-(i) disorder vertex from disorder
interaction. Dashed lines represent factors of u(~k).
a. δ-correlated disorder







σy(q0 ± iδ) + iσzk̃ + iσxεn(k)
(q0 ± iδ)2 − k̃2 − ε2n(k)
. (B2)
Since the integrand only depends on a single hot-spot via εn(k), it is always possible to shift out one of the integration








σy(q0 ± iδ) + iσzk̃ + iσxky
(q0 ± iδ)2 − k̃2 − k2y
, (B3)








where we defined the effective coupling uδ = u0Λ/µ. Furthermore we dropped the dependence on δ = 0
+ since it is
only needed to make the integrals convergent. Note that the calculation is in fact independent of the hot-spot index,
such that (B4) holds for any n.
b. Power-law correlated disorder











σy(q0 ± iδ) + iσzk̃ + iσxεn(k + q)
(q0 ± iδ)2 − k̃2 − ε2n(k + q)
. (B5)
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σy(q0 ± iδ) + iσzk̃ + iσx
[√
1 + v2ky + ε1(q)
]
(q0 ± iδ)2 − k̃2 −
[√
1 + v2ky + ε1(q)
]2 , (B6)
where the linear divergence of the kx-integral in the δ-correlated case is now replaced by a logarithmic divergence.







with the effective interaction up = u0 log Λ. Again, the calculation is independent of the specific choice of n.
2. Disorder vertex correction coming from disorder vertex









































~k2 − ~k3, ω2)σyG(dc)n (~p+ ~k2, ω2)σyu(~p). (B9)
Diagram Fig. 5(g) trivially vanishes by integrating over the internal frequency of the fermion loop since only combina-
tions G(ab)G(ba) ∼ GRGR, GAGA contribute. The other two diagrams don’t lead to a renormalization of the disorder
vertex as well, which will be explained in the following subsections.
In principle, we could set the external frequency to zero implying that the exact nature of the propagators (i.e.
retarded or advanced) does not matter for the calculation of the poles, s.t. any expression containing a Keldysh
propagator vanishes immediately. Thus, the off-diagonals of the vertex correction U
dis,(bc)
n are zero, whereas the
diagonals are identical and non-zero. Nevertheless, we keep the external frequency finite in the following to regulate
the momentum integrals, but the final expression of the poles will be independent of the frequency of course.
a. δ-correlated disorder
Setting the external momenta to zero and u(~p) = u0µ
ε−1, the divergent part of the diagonal entries of the vertex








2 + p̃2 + ε2n(p)
[(ω2 + iδ)2 − p̃2 − ε2n(p)]
2 . (B10)
As was the case for the fermion self-energy, we can shift out one of the momenta in εn(k), leaving us with a linearly










2 + p̃2 + p2y[
(ω2 + iδ)2 − p̃2 − p2y
]2 = −2uδπ2εσy = U (22)dis,n. (B11)
The hot-spot indices of the internal propagators in the two diagrams Fig. 5(h) and Fig. 5(i) don’t have to be the
same in principal. If they have the same index, we indeed find ε-poles, but the contributions from the two diagrams
exactly cancel. If they have different indices, the momentum integrals turn out to be divergent for any d ≥ 2 since we
cannot shift out one of the integration variables. In d = 3 the divergence is linear in the cutoff Λ (without an ε-pole)
and therefore subleading to terms ∼ Λε ∼ Λ log Λ, such that their contribution can be neglected.
13
b. Power-law correlated disorder










The two diagrams Fig. 5(h) and Fig. 5(i) turn out to be finite for any d ≤ 3.
3. Disorder vertex correction coming from Yukawa vertex
Similarly to (B8), we need to add a counter term to the disorder vertex coming from corrections via the Yukawa











n̄ (~k2 − ~k3 − ~p, ω)σyDαβ(~k, ω2 − ω)G
(ef)
n̄ ( ~k2 − ~p, ω)σxγ
β
(fc) (B13)
and is identical for both δ-correlated and power-law correlated disorder. In principle three additonal diagrams
(Fig. 5(d) plus two permutations of the direction of the fermions) could possibly renormalize the disorder vertex,
but the integrals are convergent in d = 3 due to a missing internal frequency integral.
Again, the off-diagonal contributions vanish, whereas the diagonal contributions are equal and non-zero. Simplifying
















(ω + iδ)2 + (p̃− k̃2)2 + ε2n̄(p)[
(ω + iδ)2 − (p̃− k̃2)2 − ε2n̄(p)
]2 [
(ω + iδ)2 − a2p̃2 − c2p2
]
 . (B14)
Introducing a Feynman parameter and completing the squares in the resulting numerator, the divergent part of the























































































h1(c, v, a). (B17)
Note that the ε-pole is again independent of the hot-spot index n.
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4. Yukawa vertex correction coming from disorder vertex
We need to add a similar counter term as in (A14) to cancel possible corrections to the Yukawa vertex coming














n̄ (~k + ~p, p0) u(~k). (B18)









(p0 + iδ)2 − k̃2 − ε2n(k)
] [
(p0 + iδ)2 − k̃2 − ε2n̄(k)
]u(~k), (B19)
where we set all external frequencies and momenta to zero except for p0. The final result will be independent of the
hot-spot index n again, s.t. we choose n = 1 in the following for simplicity.
a. δ-correlated case
For a general finite fermion velocity v, the momentum integral is again divergent for dimensions d ≥ 2, but only
with a linear Λ divergence without an ε-pole in d=3. Only for v = 0, the dependence on one of the integration







Since the limit v → 0 can be reached only asymptotically during the RG flow, we will neglect the above contribution
in our calculations.
b. Power-law correlated case


















































y(1− y)(1− y {1− v2 [1− (1− 2x)2y]}) 32
(B23)
is formally convergent for finite v, but divergent in the limit v → 0. Comparing to (B21), we conclude that we need
to cut off hv as soon as it becomes of order O(log Λ) via limv→0 hv(v) = 4 log Λ.
In contrast to the δ-correlated case, we obtain an ε-pole independent of the choice of v and therefore need to include
a counter term in principle. Since v turns out to flow to a constant, finite value in the presence of disorder (see
15
Fig. 3(a)), the contribution from (B22) is suppressed by factors 1/ log Λ compared to other terms in the β-functions
and therefore it can be neglected in the flow equations.
Appendix C: Renormalization
In the following we use the minimal subtraction scheme, where the divergent parts of the self-energies and vertex











~φ for the self-energies, we need to add the self-energies and also the counter terms for the interaction














σy(Z1ω + iδ)− Z2iσzk̃− Z4iσxεn(Z3Z4 v;k) 2i sgn (ω) δ σy
















) 0 2 [Z5 (ω − iδ)2 − Z6a2p̃2 − c2p2]
2
[
Z5 (ω + iδ)














































































hq(c, v, a), (C2)













































































































































Defining the bare momenta and fields as
ωB = Z1Z
−1
4 ω, k̃B = Z2Z
−1
























5 c, vB = Z3Z
−1




































During the renormalization procedure we absorbed some renormalization factors Zi into the infinitesimal δ = 0
+ since
the Zi are formally of order O(1) in the correct order of limits, namely expanding in the interactions first and in small
ε = 3− d second.
The β-functions of the parameters i ∈
{
c, v, a, g, u1, u2, uδ/p
}









































































































































g2c (2Z11,g − 2Z41,g − Z51,g) + cuδ/pZ11,u, (C24)
βv = g












g3 (Z11,g − Z21,g − 2Z41,g − Z51,g + 2Z71,g) +
1
2
guδ/p (Z11,u + 2Z71,u) , (C27)
βu1 = −εu1 + u21Z81,u1 + u1u2Z81,u2 + u22Z81,u1u2 + u1g2 (3Z11,g − Z21,g − 2Z41,g − 2Z51,g)
+ 3u1uδ/pZ11,u, (C28)
βu2 = −εu2 + u22Z91,u2 + u1u2Z91,u1 + u2g2 (3Z11,g − Z21,g − 2Z41,g − 2Z51,g) + 3u2uδ/pZ11,u, (C29)
βuδ/p = −εuδ/p + u
2
δ/pZ101,u + uδ/pg
2 (−Z21,g − Z41,g + Z101,g) (C30)
to leading order in ε.
The general scaling form of the correlation functions
G(m,m,2n)({ki}, µ, c, v, a, g, u1, u2, uδ/p) = δ(d+1)({ki})〈Ψ(k1)...Ψ(km)Ψ(km+1)...Ψ(k2m)φ(k2m+1)...φ(k2m+2n)〉,
(C31)























zω + zk̃(d− 2) + 2
]
G(m,m,2n)({ki}, µ, c, v, a, g, u1, u2, uδ/p) = 0. (C32)
Here we defined the dynamical critical exponents
zω = 1 +
d ln(Z1/Z4)
d lnµ
= 1− g2 (Z11,g − Z41,g)− uδ/pZ11,u, (C33)
zk̃ = 1 +
d ln(Z2/Z4)
d lnµ
= 1− g2 (Z21,g − Z41,g) (C34)





































































where fΨ/φ are universal scaling functions and
η̃Ψ/φ = ηΨ/φ +
zω + zk̃(1− ε)− 2 + ε
2
(C39)
are effective anomalous dimensions.
The flow of the parameters is usually parametrized in terms of a logarithmic length scale ` = log(µ0/µ), where
e.g. dgd` = −βg describes the flow to lower energies for increasing `. In the context of this paper, it is convenient
to introduce a different flow parameter to be able to follow the flow up to arbitrary strong disorder. Since βuδ/p is
positive definite (at least when the flow to strong disorder begins), we choose log uδ/p as an alternative flow parameter.
Furthermore, we introduce new coupling constants g̃ = g2/uδ/p, ũ1 = u1/uδ/p and ũ2 = u2/uδ/p, whose flow equations
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− εuδ/p + g̃ (Z11,g − Z21,g − 2Z41,g − Z51,g + 2Z71,g) + Z11,u + 2Z71,u
− εuδ/p + Z101,u + g̃ (−Z21,g − Z41,g + Z101,g)
, (C41)
where we can drop the εuδ/p -terms for uδ/p → ∞. The flow equations of all parameters in terms of the RG scale





g̃ (Z11,g − Z21,g − 2Z41,g − Z51,g + 2Z71,g) + Z11,u + 2Z71,u







 ũ1Z81,u1 + ũ2Z81,u2 + ũ22ũ1Z81,u1u2 + g̃ (3Z11,g − Z21,g − 2Z41,g − 2Z51,g) + 3Z11,u







ũ2Z91,u2 + ũ1Z91,u1 + g̃ (3Z11,g − Z21,g − 2Z41,g − 2Z51,g) + 3Z11,u








2 g̃ (2Z11,g − 2Z41,g − Z51,g) + Z11,u





g̃ (Z31,g − Z41,g)






2 g̃ (2Z11,g − 2Z21,g − Z51,g + Z61,g) + Z11,u
Z101,u + g̃ (−Z21,g − Z41,g + Z101,g)
. (C47)
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Mod. Phys. 79, 1015 (2007).
[2] G. R. Stewart, Rev. Mod. Phys. 73, 797 (2001).
[3] T. Shibauchi, A. Carrington, and Y. Matsuda, Annu.
Rev. Cond. Mat. Phys. 5, 113-135 (2014).
[4] R. L. Greene, P. R. Mandal, N. R. Poniatowski, T.
Sarkar, Annu. Rev. Cond. Mat. Phys. 11, 213-229 (2020).
[5] V. J. Emery and S. A. Kivelson, Phys. Rev. Lett. 74,
3253 (1995).
[6] E. Berg, S. Lederer, Y. Schattner, and S. Trebst, Annu.
Rev. Condens. Matter Phys. 10, 63 (2019).
[7] S.-S. Lee, Annu. Rev. Condens. Matter Phys. 9, 227
(2018).
[8] R. Hlubina and T. M. Rice, Phys. Rev. B 51, 9253 (1995).
[9] A. Rosch, Phys. Rev. Lett. 82, 4280 (1999).
[10] D. L. Maslov, V. I. Yudson, and A. V. Chubukov, Phys.
Rev. Lett. 106, 106403 (2011).
[11] S. A. Hartnoll, R. Mahajan, M. Punk, and S. Sachdev,
Phys. Rev. B 89, 155130 (2014).
[12] A. A. Patel and S. Sachdev, Phys. Rev. B 90, 165146
(2014).
[13] H. Freire, Annals of Physics 384, 142 (2017).
[14] J. A. Hertz, Phys. Rev. B 14, 1165 (1976).
[15] P. A. Nosov, I. S. Burmistrov, S. Raghu, Phys. Rev. Lett.
125, 256604 (2020).
[16] D. Belitz and T. R. Kirkpatrick, Phys. Rev. B 53, 14364
(1996).
[17] R. Narayanan, T. Vojta, D. Belitz, and T. R. Kirkpatrick,
Phys. Rev. Lett. 82, 5132 (1999).
[18] A. J. Millis, D. K. Morr, and J. Schmalian, Phys. Rev. B
66, 174433 (2002).
[19] J.A. Hoyos, C. Kotabage, and T. Vojta, Phys. Rev. Lett.
99, 230601 (2007).
[20] T. Vojta, Phys. Rev. Lett. 90, 107202 (2003).
[21] B. L. Altshuler, L. B. Ioffe, and A. J. Millis, Phys. Rev.
B 50, 14048 (1994).
[22] Y. B. Kim, A. Furusaki, X.-G. Wen, and P. A. Lee, Phys.
Rev. B 50, 17917 (1994).
[23] J. Polchinski, Nucl. Phys. B 422, 617 (1994).
[24] W. Metzner, D. Rohe, and S. Andergassen, Phys. Rev.
Lett. 91, 066402 (2003).
[25] A. Abanov and A. V. Chubukov, Phys. Rev. Lett. 84,
5608 (2000).
[26] S.-S. Lee, Phys. Rev. B 80, 165102 (2009).
[27] M. A. Metlitski and S. Sachdev, Phys. Rev. B 82, 075127
(2010).
[28] M. A. Metlitski and S. Sachdev, Phys. Rev. B 82, 075128
(2010).
[29] S. Sur and S.-S. Lee, Phys. Rev. B 91, 125136 (2015).
[30] A. M. Finkel’shtein, Sov. Phys. JETP 57, 97 (1983).
[31] C. Castellani, C. di Castro, P. A. Lee, M. Ma, S. Sorella,
and E. Tabet, Phys. Rev. B 30, 1596(R) (1984).
[32] C. Chamon, A. W. W. Ludwig, and C. Nayak, Phys. Rev.
B 60, 2239 (1999).
19
[33] E. Abrahams, P. W. Anderson, D. C. Licciardello, and
T. V. Ramakrishnan, Phys. Rev. Lett. 42, 673 (1979).
[34] A. A. Patel, P. Strack, and S. Sachdev, Phys. Rev. B 92,
165105 (2015).
[35] P. Lunts, A. Schlief, and S.-S. Lee, Phys. Rev. B 95,
245109 (2017).
[36] T. R. Kirkpatrick and D. Belitz, Phys. Rev. Lett. 76,
2571 (1996).
[37] R. M. Nandkishore and S. A. Parameswaran, Phys. Rev.
B 95, 205106 (2017).
[38] R. N. Bhatt and D. S. Fisher, Phys. Rev. Lett. 68, 3072
(1992).
[39] S. Sachdev, Phys. Rev. X 5, 041025 (2015).
[40] E. Berg, M. A. Metlitski, and S. Sachdev, Science 338,
1606 (2012).
20
