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Abstract. In this paper we will show how robots that are able to exploit behavior that emerge from 
fine-grained interaction with the physical and social environment can solve complex problems in 
simple and effective ways. By exploiting the interaction with the environment robots are also able 
to produce dynamical behaviors involving phases that extend over time scales that are significant 
larger than the time scale at which interactions with the environment occur. Moreover, we will 
show how problems that require robots able to detect regularities occurring at different time scales 
might require control systems that are able to process sensory-motor information at different time 
scales and to detect amount of changes in amount of time. 
1  Introduction  
A new research paradigm, that has been called Embodied Cognitive Science [1-4], has 
recently challenged the traditional view according to which intelligence is an abstract process 
that can be studied without taking into consideration the physical aspects of natural systems. 
In this new paradigm, researchers tend to stress (1) situatedness, i.e., the importance of 
studying systems that are situated in an environment [2-3], (2) embodiment, i.e., the 
importance of study systems that have bodies, receive input from their sensors and produce 
motor actions as output [2-3], and (3) emergence, i.e. the importance of viewing behavior and 
intelligence as the emergent result of fine-grained interactions between the control system of 
an agent including its constituents parts, the body structure, and the environment. An 
important consequence of this view is that the agent and the environment constitutes a single 
system, i.e. the two aspects are so intimately connected that a description of each of them in 
isolation does not make much sense [1, 5].  
By reviewing the results of a set of evolutionary experiments in which robots are free to 
develop their skills in close interaction with the environment [6] we will show that in many 
cases robots can solve complex problems in simple and effective ways by exploiting 
behaviors that emerge from fine-grained interactions. Moreover, we will show that in order to 
detect regularities occurring at different time scales, robots might need control systems able to 
work at different time rates. 
2 Exploiting the interaction with the environment 
The behavior of embodied and situated organisms is an emergent result of the dynamical 
interaction between the nervous system, the body, and the external environment [5, 7]. This 
simple consideration has several important consequences that are far from being fully 
understood. One important aspect, for instance, is the fact that motor actions partially 
  
determine the sensory pattern that organisms receive from the environment. By coordinating 
sensory and motor processes organisms can select favorable sensory patterns and thus 
enhance their ability to achieve their adaptive goals.  
Examples of processes falling within this category have been identified in natural organisms. 
Dill et al. demonstrated that since the fruit fly drosophila cannot always recognize a pattern 
appearing at different locations in the retina, the insect solves this problem of shift invariance 
by moving so to bring the pattern to the same retinal location where it has been presented 
during the storage process [8]. Franceschini demonstrated that flies use motion to visually 
identify the depth of perceived obstacles [9]. Moreover, there is evidence that environmental 
feedback obtained through motor actions plays a crucial role in normal development [10, 11].  
In artificial system, however, aside a few notable exceptions [12-15], the possibility to design 
systems that exploit sensory-motor coordination is still largely unexplored. This can be 
explained by considering that, as we said above, behavior is the emergent result of the 
interactions between the individual and the environment. Given that in dynamical systems 
there is a complex and indirect relation between the rules that determine the interactions and 
the emergent result of those interactions, it is very difficult to identify how the interactions 
between the organism and the external environments contribute to the resulting behavior. As a 
consequence, designing systems that exploit sensory-motor coordination is rather difficult (for 
an attempt to identify new design principles that might help to achieve this goal, see [4]). 
From this point of view evolutionary experiments where robots autonomously develop their 
skills in close interaction with the environment represent an ideal framework for studying 
sensory-motor coordination. Indeed, in most of the experiment conducted with artificial 
evolution one can observe the emergence of behavior exploiting sensory-motor coordination 
to solve difficult tasks.  
As an example consider the case of a robot with an artificial finger that has to discriminate 
objects with different shapes on the basis of simple tactile information [16]. The finger 
consists of 3-segments with 6 degrees of freedom (DOF) and extremely coarse touch sensors 
(see Figure 1, left).  
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Figure 1. Left: The artificial finger and a spherical object. Right: A schematic 
representation of the finger. 
 
To reduce the time necessary to test individual behaviors and model the real physical 
dynamics as accurately as possible we used the rigid body dynamics simulation SDK of 
VortexTM (see http://www.cm-labs.com/products/vortex/). This software allowed to build our 
robotic finger by means of several bodies connected between joints and to run simulations 
faster than real time. 
  
The artificial finger consists in a basic structure of two bodies and two joints replicated for 
three times (see Figure 1). This two bodies are connected by means of a joint (i.e. the Joint E 
in the Figure) that allows only one DOF on axis Y , while the shorter body is connected at the 
floor, or at the longer body, by means of a joint (i.e. the Joint R) that provides one DOF on 
axis X. In practice, the Joint E allows to elevate and lower the connected segments and the 
Joint R allows to rotate them in both direction. Joint E and Joint R are free to moves only in a 
range between [0 and π/2] and [-π/2, +π/2], respectively. Each actuator is provided with a 
corresponding motor that can apply a maximum force of 50. Therefore, to reach every 
position in the environment the control system has to appropriately control several joints and 
to deal with the constraints due to gravity.  
The sensory system consists of three simple contact sensors placed on each longer body that 
detects when these bodies collides with an other body and six proprioceptive sensors that 
provide the current position of each joint.  
Each individual of the population was tested for 36 epochs, each epoch consisting of 150 
lifecycles. At the beginning of each epoch the finger is fully extended and a spherical or a 
cubic object is placed in a random selected position in front of the finger (the position of the 
object is randomly selected between the following intervals: 20.0 >= X <= 30.0; 7.5 >= Y <= 
17.5; -10.0 >= Z <= 10.0). The object is a sphere (15 units in diameter) during even epochs 
and a cube (15 units in side) during odd epochs so that each individual has to discriminate the 
same number of spherical and cubic objects during its “lifetime”. 
The controller of each individual consists of a neural networks with 10 sensory neurons 
directly connected to 7 motor neurons and 2 internal neurons receiving connections from the 
sensory neurons and from themselves and projecting connections to the motor neurons. The 
first 9 sensory neurons encode the angular position (normalized between 0.0 and 1.0) of the 6 
DOF of the joints and the state of the three contact sensors located in the three corresponding 
segments of the finger. The last sensory neuron is a copy of the last motor neuron that encode 
the current classification produced by the individual (see below). The first 6 motor neurons 
control the actuators of the 6 corresponding joints. The output of the neurons is normalized 
between [0, +π/2] and [-π/2, +π/2] in the case of elevation or rotational joints respectively and 
is used to encode the desired position of the corresponding joint. The motor is activated so to 
apply a force (up to 50) proportional to the difference between the current and the desired 
position of the joint. The seventh motor neuron encodes the classification of the object 
produced by the individual (value below or above 0.5 are interpreted as classifications 
corresponding to a cubic or spherical object respectively). The classification is correct if at the 
end of the epoch (i.e. after 150 cycles) the activation of the last motor units is below 0.5 and 
the object is a cube or is above 0.5 and the object is a sphere.  
By running 10 replications of the experiment and by evolving individuals for 50 generations 
we observed that in many of the replications evolved individuals display a good ability to 
discriminate the two objects and, in some cases, they produce close to optimal performance.  
By analyzing the obtained behaviors one can clearly see that in all experiments evolved 
individuals select a well defined behavior that assures that perceived sensory states 
corresponding to different objects can be easily discriminated and allows robust and effective 
categorizations. Figure 2 shows how a typical evolved individual behave with a spherical and 
a cubic object (left and right side of the Figure respectively). As can be seen, first the finger 
bends on the left side and move to the right so to start to feel the object with the touch sensor 
of the third segment. Then the finger moves so to follow the curvilinear surface of the sphere 
or so to keep touching one of the angle of the cubic object.   
 
  
 
Figure 2. Behavior of a typical evolved individual during an epoch (150 
cycles) in which the object consists of a sphere (left pictures) and of a cube 
(right pictures). For reason of space, the pictures show the position of the 
finger each 15 cycles. 
The fact that such behavior significantly simplifies the discrimination of the two objects can 
be explained by considering that the finger ends in very different conditions in the case of a 
  
sphere or of a cubic object. In particular, after a certain amount of time in which the finger is 
negotiating with the object, it ends almost fully extended in the case of spherical object and 
almost fully bended in the case of a cubic object. This implies that, given such a behavior, the 
state of the proprioceptive sensors after a certain amount of time can be used as a direct and 
straightforward indication of the category of the object. The fact that such behavior allows 
evolved individuals to produce robust and effective classifications can be explained by 
considering that the final classification is not the result of a single decision but is the end 
result of an interaction between the agent and the object that last several lifecycles during 
which the agent keeps following the surface of the object so to ascertain it is curvilinear or 
not. Indeed, evolved individuals that display shorter negotiation periods with spherical objects 
also produce worse classification performance (result not shown). 
The fact that, at the end of the epoch, the internal units tend to have the same activation states 
in the two cases [16] shows that the classification is not accomplished on the basis of internal 
information extracted during the interaction between the finger and the object but rather on 
the basis of the final position of finger itself that, as claimed above, directly provide a clear 
indication of the category of the object with which the agent has previously interacted.  
Other similar evolutionary experiments revealed several other ways in which evolved robots 
can exploit sensory-motor coordination [14], such as to: (a) increase the frequency of sensory 
states to which they can react more effectively and reduce the frequency of sensory states to 
which they react less effectively [17]; (b) select sensory states in which groups of sensory 
patterns requiring different motor answers do not strongly overlap [18]; (c) increase the 
perceived differences between different objects [19, 20]; (d) select useful learning experiences 
[19]; (d) exploit behavioral attractors resulting from the interaction between the robot and the 
environment [14].  
2  Exploiting social interactions  
In the previous section we discussed how individual robots might exploit behaviors emerging 
from the interaction between the robot and the environment. The ability to exploit fine-
grained interaction between the robot and the environment allow individual robots to solve 
non-trivial problem in rather simple and effective ways. 
In this section we will discuss how a group of robots that are placed in the same environment 
might exploit the interaction between themselves. Also in this case, we will see that: (a) by 
exploiting interactions, groups of robots might solve complex problems in rather simple and 
effective ways, and (b) artificial evolution is an ideal framework for synthesizing robots able 
to exploit emergent behavior, i.e. behavior that emerge from a large number of interactions 
among constituent parts. 
Consider the case of four assembled robots forming a linear structure (see Figure 3) that are 
asked to move as straight and as fast as possible [21]. Given that the orientation of each 
individual robot might vary, robots should first negotiate a common direction and then move 
along such a direction in a coordinated fashion. This is one of the control problem we are 
facing within a research project founded by CEC in which we are trying to develop a Swarm-
bots [22-24], i.e. group of individual robots (called s-bots) that are able to self-assemble into 
different physical structures and to cooperate in order to solve problems that cannot be solved 
by a single s-bot.  
 
  
 
 
Figure 3. A swarm-bot composed of four aggregated s-bots forming a linear 
structure. 
 
Experiments have been conducted in simulation by developing a software based on the rigid 
body dynamics simulator SDK of VortexTM [24]. Each s-bot (Figure 4, left) consists of a 
rectangular chassis provided with two motorised and two passive wheels and of a cylindrical 
turret that is connected to the chassis through a "hinge joint" and can rotate freely around the 
vertical axis with respect to the chassis. Each s-bot has also a physical link through which it 
can be attached to another robot along the perimeter of its turret. The link consists of another 
"hinge joint" that has a rotation axis parallel to the horizontal plane and perpendicular to the 
line formed by the four robots (i.e. it is rigid with respect to the horizontal plane). 
 
       
 
Figure 4. Left: A single s-bot. The upper and the lower part of the body 
represent the turret and the chassis, respectively. The larger and the smaller 
wheel represent the motorized and passive wheels, respectively. The line 
represents the link through which an s-bot is attached to another s-bot. 
Right: The traction force detected by the sensors of the s-bot. The dashed 
line indicates the frontal direction of the s-bot. The full arrow indicates the 
traction that the turret exerts on the chassis. The dashed arrow indicates the 
angle between the traction force and the frontal direction of the chassis.  
 
The two motorised joints controlling the two corresponding motorized wheels are controlled 
by setting the desired angular speed of the joint and the maximum torque that the motor can 
generate.  
Each s-bot is provided with a sensor placed at the junction between the chassis and the turret 
that returns the direction (i.e. the angle with respect to the chassis’ orientation) and intensity 
of the force of traction that the turret exerts on the chassis (Figure 4, right). Henceforth this 
  
force will be called “traction” for simplicity. A traction force might be due both to the 
movements of other connected s-bots and/or to the movement of the s-bot itself.  
Notice that the turrets of the s-bots, by physically integrating the different forces that are 
applied to the robot by its own chassis and by the other s-bots, directly provide an indication 
of the average direction toward which the group is trying to move as a whole. More precisely, 
it measures the mismatch between the direction where the whole group is trying to move and 
the orientation of the robot’s chassis. The intensity of the traction is a measure of the 
dimension of this mismatch. From the point of view of each s-bot, this type of information is 
obviously particularly relevant to change the direction of its own chassis to follow the rest of 
the group or to push the group to move toward a different desired direction. 
The initial population consists of 100 randomly generated genotype strings that encode the 
connection weights of 100 corresponding neural controllers. Each controller is made up of a 
neural network with 4 sensory neurons that encode the state of the traction sensor and that are 
directly connected with 2 motor neurons that control the two corresponding wheels. The four 
sensory neurons encode the intensity of the traction from four different orientations with 
respect to the chassis (front, back, left and right). The intensity of the traction is normalized in 
the range [0.0, 1.0] on the basis of the maximum value observed in an experiment in which s-
bots moved randomly, and linearly scaled with the difference with respect to the orientation 
of the sensors so that, for example, a maximum traction from the front side produces an 
activation of 1.0 only of the front sensor while a maximum traction from the front-left side 
results in an activation value of 0.5 of both the front and left sensors. The activation state of 
the motor units is normalized between [-10.0, 10.0] and is used to set the desired speed of the 
two corresponding wheels. Each connection weight is represented in the genotype with 8 bits 
that are transformed in a number in the interval [–10, +10]. Therefore, the total length of the 
genotype is 10 (8 connection weights and two biases) * 8 = 80 bits. A single-pool-single-
genotype selection schema [25-26] was used, i.e. we evolved a single population of genotypes 
each of which encoded the connection weights of a team of identical neural controllers.  
Each genotype is translated into 4 identical neural controllers corresponding to a group of 4 
assembled s-bots forming a linear structure. The group is allowed to “live” for 5 “epochs” 
(each epoch consists of 150 cycles). During each cycle, for each s-bot: (1) the activation state 
of the sensors is set according to the procedure described above; (2) the activation state of the 
two motor neurons is computed according to the standard logistic function; (3) the desired 
speed of the two wheels is set according the activation states of the motor units. At the 
beginning of each epoch the chassis of the four s-bots are placed in randomly selected 
orientations. However, to assure a fair comparisons between the performance displayed by 
different teams, all teams of the same generation started with the same 5 randomly selected 
orientations in the 5 corresponding epochs. The orientation of the tracks of each individual s-
bot is randomly set at the beginning of each epoch. The best 20 genotypes of each generation 
were allowed to reproduce by generating 5 copies of their genotype with 3% of their bits 
replaced with a new randomly selected value. The evolutionary process lasted 100 
generations.  
To force the assembled swarm-bot to move as fast and as straight as possible, we devised a 
fitness function that compute the Euclidean distance between the barycentre of the team at the 
beginning and at the end of each epoch.  
The analysis of the evolved individuals showed that s-bots are able to coordinate and to move 
consistently toward a unique direction. S-bots start to pull in different directions, orient their 
chassis in the direction where the majority of the other s-bots are pulling, and finally move 
straight toward the direction that emerged by the negotiation between them by compensating 
  
successive mismatch in direction that arise while they are moving. By analyzing how evolved 
s-bots solve this problem we observed that evolved individuals adopt a simple strategy that 
can be described by distinguishing three main cases: 
1) When the chassis of the s-bots are oriented toward the same direction, the intensity of the 
traction is null and the s-bots move straight. 
2) when the intensity of the traction is low, the chassis of the s-bots are oriented toward 
similar but different directions. In this case s-bots tend to turn toward the average direction in 
which the whole group is moving (i.e. they tend to turn left when the traction comes from the 
left side and right when the traction comes from the right side).  
3) when the intensity of the traction is high and the traction comes from the frontal direction, 
the chassis of the s-bots might be oriented in rather different directions. For instance three s-
bots might be oriented toward north and one s-bot might be oriented toward south. In this case 
the s-bots tend to suddenly change their direction. The fact that the s-bots that have the higher 
mismatch with respect to the rest of the group, on the average, feel a stronger traction than the 
others, assure that the whole team finally reaches an unique direction. In particular, in the 
example described above, the s-bot facing south will change its direction more quickly than 
the other three robots facing north. Notice that in the case in which three s-bots are facing and 
trying to move toward north, for example, and the remaining s-bot is facing and trying to 
move toward south, all s-bots would feel a traction toward south with respect to their 
respective orientation. The only difference between the four s-bots would be that the 
individual oriented toward south would feel a stronger traction force than the other 
individuals. 
Interestingly this simple strategy generalize to linear structures formed by more or less 
individuals but also to s-bots assembled so to form completely different shapes (see Figure 5). 
Indeed, we observed that s-bots display an ability to negotiate a single direction and then to 
produce a coordinated movement independently from the size and the shape of the team. 
Moreover, we observed that swarm-bots composed of s-bots adopting this simple strategy are 
also able to collectively avoid obstacles on the basis of the traction forces originating from 
collisions with obstacles. Also in this case, swarm-bots display a form of the collective 
obstacle avoidance behavior independently from the number of s-bots involved and of the 
shape resulting from how they are assembled.  
Figure 5. An example of how the simple strategy evolved on a linear 
structure formed by four s-bots generalize on a larger number of s-bots 
assembled so to form a different shape. 
 
This results show, once more, how rather complex problems might be solved by exploiting 
behaviors that emerge from a large number of fine-grained interactions that, in this case, 
  
consists of social interactions, i.e. interactions between a number of robots situated in the 
same environment. 
Finally, as in the case of the experiments described in the previous section, these results show 
how artificial evolution, is an effective framework for synthesizing robots able to exploit 
emergent behaviors (i.e. behaviors that emerge from the interaction between the robot and the 
environment or between an individual robot and other robots situated in the same 
environment). 
3. Behaviors involving dynamical processes occurring at different time 
scales 
The evolved robots described in the previous two sections are example of systems that works 
at a single time scale. Indeed, the control system of the artificial finger and of s-bots are 
updated every 100ms and the state of the motors is determined only on the basis of the current 
state of the sensors (in the case of the experiments described in section 2, the neural 
controllers also include internal neurons with recurrent connections. However similar 
behaviors were observed by using neural controllers in which the current motor action was 
only based on the current sensory pattern, see [16]). Despite these robots are simple reactive 
systems that do not have any internal dynamics and work at a rather fast time scale, they are 
able to display dynamical behaviors involving different phases that might last several seconds 
(i.e. that might involve processes occurring at rather different time scale). The artificial finger 
described in Section 1, for example, first physically interacts with the current object for few 
seconds and then reach two different final positions (close to the object in the case of a cube 
or far from the object in the case of a sphere) that are the emergent results of the previous 
dynamical interaction between the finger and the object. Similarly, in the case of the s-bots 
described in the previous section, they first negotiate a common direction and then move 
consistently toward such a direction that is the emergent results of the previous negotiation 
between the group of assembled robots.  This can be explained by considering that the 
behavior is not only the result of the control system of the robot but also of the dynamical 
interaction between the robot and the physical and/or social environment.  
This however, does not implies that all type of problems might be solved by simple systems 
that do not have any internal dynamics and produce dynamical behavior only by exploiting 
the interaction with the environment. As we will see in the next example, in fact, problems 
that require to detect regularities occurring at different time scales might require robot 
provided with control systems that are also able to process sensory-motor information at 
different time scales and to detect amount of changes in amount of time. 
Consider the case of a mobile robot that should be able to travel along a loopy corridor (see 
Figure 6, left) and to self-localize by identifying its current location in the environment [27]. 
The robot used in the experiments described here is Khepera [28] a miniature mobile robot 
with a diameter of 55 mm and a weight of 70 g. It is supported by two lateral wheels that can 
rotate in both directions and two rigid pivots in the front and in the back. By spinning the 
wheels in opposite directions at the same speed, the robot can rotate without lateral 
displacement. The sensory system employs eight infrared sensors that are able to detect 
obstacles up to about four cm. Experiments were conducted in simulation by using an 
extended version of Evorobot [29]. To simulate the robot and the environment as accurately 
as possible, a sampling procedure was used to compute the activation state of the infrared 
sensors [6]. 
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Figure 6. Left: The environment consists of a loopy corridor of 40x70 cm. 
Lines represent walls, circles represent cylindrical objects, and arrows 
represent the starting positions and orientations in which the robot is placed 
at the beginning of each trial. Center: The environment is divided into 22 
idealized regions placed along the corridor clockwise. Right: The 
environment is also ideally divided into two rooms that are indicated in the 
Figure with light and dark gray colours. 
 
The controller of each individual consists of a neural network with nine sensory neurons 
directly connected to three motor neurons and five internal self-recurrent neurons receiving 
connections from the sensory neurons and sending connections to the motor neurons (see 
Figure 7). The first three sensory neurons encode the state of the three corresponding motor 
neurons at the previous time step, the other six sensory neurons encode the six frontal infrared 
sensors (normalized between [0.0, 1.0]). The first two motor neurons encode the desired 
speed of the two corresponding wheels and the last motor neuron encodes the robot's self-
localization output (see below). During the evolutionary process the architecture is kept fixed. 
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Figure 7. The architecture of the neural controller.  
  
 
The initial population consists of 100 randomly generated genotypes.  Each individual of the 
population is allowed to leave for eight epochs consisting of 2500 lifecycles each (each 
lifecycle lasts 100ms). At the beginning of each epoch the robot is initially placed in the eight 
corresponding positions and orientations indicated with the arrows in the left of Figure 6. 
Orientations are chosen to follow the clockwise direction of the corridor, however, a 
randomly selected angle in the range [-10, + 10] is in each trial added to the initial orientation 
of the robot. The 20 fittest individuals of each generation are allowed to reproduce by 
generating five copies of their genotype with 2% of their bits replaced with a new randomly 
selected value.  The process is repeated for 500 generations.  
The fitness function has two components that reward, respectively, the ability to travel 
clockwise along the corridor and the ability to indicate the current position of the robot in the 
environment. The first component is calculated by virtually dividing the environment in 22 
adjacent regions (see Figure 6, center) and by computing the number of times a robot moves 
from one region to the next during its lifetime. The second component is calculated by 
virtually dividing the environment in two rooms, a dark and a light gray room, and by 
computing the percentage of times in which the robot correctly self-localizes in the two rooms 
(i.e. the fractions of lifecycles in which, while the robot is situated in the dark gray room, the 
activation of the robot's self-localization unit is lower than 0.5, and the fraction of lifecycles 
in which, while the robot is situated in the light gray room, the activation of the robot's self-
localization unit was higher than 0.5).  
By running a set of control experiments in which individuals were provided with reactive 
controllers without internal neurons or with internal neurons updated according to the 
standard logistic function we observed  that evolved individuals were unable to solve the self-
localization problem (result not shown). An ability to self-localize only emerges by providing 
evolving individuals with internal neurons that (a) vary their activity at different rates to 
detect regularities at different time scales in the sensory-motor flow, and (b) use thresholded 
activation functions to detect events extending over time (see [27] for more details). As we 
will see, in fact, these neurons, are suited to extract regularities at different time scales and to 
detect regularities that extend over a given amount of time. 
To explain why these type of neurons are necessary to solve the self-localization problem we 
can analyze the activation state of internal neurons in successful evolved individuals. As 
shown in Figure 8, that displays the behavior and the neural activity of one evolved 
individual, the internal neuron i1 is turned off when the robot negotiates corners (see the 
locations indicated with the letter A on the left side of the Figure) and increases its output 
while the robot travels along a straight corridor. Thanks to a recurrent positive connection, 
however, the neuron is turned off on corners only if its activation level is below a given 
threshold or when the robot negotiates the narrow passage indicated with the letter C. The 
final result is that this neuron is always below a given threshold in the light gray room due to 
the reset of its activity occurring in C and in A corners and is always over that threshold in the 
dark gray room. Notice that internal neurons i1 is used to capture sensory-motor regularities 
that extend over rather long time scales (ranging from few to several seconds). Indeed, in 
order to display self-localization this robot is able to detect regularities such us corners or 
narrow passages (that extend over a period of few hundreds of milliseconds) and regularities 
such as corridors of different length  (that extend from few to several seconds). 
  
 
Figure 8. The architecture of the neural controller. Neural outputs of a 
successful evolved robot travelling in the environment. Left: The 
environment and the robot trajectory during a few laps of the corridor. A and 
C indicate the approximate positions of the robot when the output of the first 
internal unit is reset to 0. B indicates the position of the robot when the first 
internal unit reaches its maximum activation level. Right: The output value of 
motor (m1-m3), internal (i1-i5), and sensory (s1-s9) neurons while the robot 
is travelling along the corridor (the output value is represented by the height 
with respect to the baseline). 
The results described in this section demonstrate that robots provided with control systems 
that are suited to deal with amount of changes in amount of time can solve hard problems that 
require to integrate sensory-motor information over time at different time scales. Indeed, the 
self-localization problem described in the previous sections could only be solved by using 
artificial neurons in which: (1) the output changes at different rate according to genetically 
encoded parameters, and (2) the output is reset when the net input goes below a genetically 
encoded threshold (corresponding to the bias of the neuron). The former aspect seems to be 
crucial for detecting regularities occurring at different time scales. The analysis of the evolved 
individuals indeed shows that regularities occurring at short time scales (such us sensory-
motor states experienced while the robot negotiates a corner) were detected by neurons with 
fast changing rates while regularities occurring at longer time scales (such as sensory-motor 
states experienced while the robot was traveling along a long corridor) were detected by 
neurons with slow changing rates. The latter aspect seems to be crucial to detect events that 
last a given amount of time such as the fact that the activation state of the infrared sensors 
remain constant for a given amount of time in a corridor of a given length. In agents that are 
situated in a realistic environment, sensory and internal neurons provide information that 
extends over time and that does not have any meaning when isolated from time duration.  
From this point of view one might observe that robots able to solve a given problem by 
processing sensory-motor information at a single time scale are a limit case in which 
regularities necessary to achieve the goal are visible at a single time scale which, at least 
roughly, corresponds to the time scale used to update the neurons of the agent.  
  
4. Discussion 
In this paper we showed how robots that are able to exploit behavior that emerge from fine-
grained interaction with the physical and social environment can solve complex problems in 
simple and effective ways. By exploiting the interaction with the environment robots are also 
able to produce dynamical behaviors involving phases that might extend over time scales that 
are significant larger than the time scale at which interactions with the environment occur. 
Moreover, we showed how problems that require to detect regularities occurring at rather 
different time scales might require robot provided with control systems that are also able to 
process sensory-motor information at different time scales and to detect amount of changes in 
amount of time. Dealing with the real world necessarily implies to deal with events that 
extend over a wide range of time scales. Regularities of this sort can only be detected by 
considering amount of changes in amount of time [30] and by choosing the appropriate time 
scale. As reported by Keijzer [31], the picture-book Powers of Ten of Philip and Phylis 
Morrison is a clear example of the relation between the scale chosen and the regularities that 
can be detected (in the context of space instead of time). The book is a visual journey 
consisting of 42 images, ranging from the entire known universe to three quarks with a 
proton, where each image portrays a part of the previous one magnified by a power of ten. 
Galaxies, planets, lakes, DNA, atoms can obviously only be detected at the appropriate space 
scales. Similarly, in the experiments reported in the previous section different type of 
regularities (e.g. corners and long corridors) extend over different time scales (ranging from a 
few hundreds of milliseconds to several seconds) and can only be detected by neural 
processes integrating information at different time scales.  
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