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1. 序論 
近年，タイミング解析において遅延ばらつきを統計量
として扱う統計的静的遅延解析（S-STA : Statistical Static 
Timing Analysis）[1,2]や組電池の寿命ばらつき解析[3]な
ど，設計に統計的手法が利用されている．これらの手法
では，n 個のばらつき量の最大（最小）値を求める必要
が生じる．これを正確に計算するには，各ばらつき量の
分布が正規分布に従い，互いに相関を持つ場合，確率密
度関数（PDF : Probability Density Function）が n! 個の項
を持ち[4]，その計算は容易ではない．このため 2個のば
らつき量の統計的最大値演算（2Max演算）を n-1回繰り
返して n個の最大値を求める手法が研究されてきた．こ
のとき，2 つの正規分布の最大値の分布はもはや正規分
布ではなく[1,2]，非正規分布の表現手法が必要となる．
PDFが複数個の正規分布の線形和で表される混合正規分
布（GMM : Gaussian Mixture Model）は，非正規分布を表
現でき，確率変数間の相関も容易に扱えるため有用であ
り，音声・音響の分野でも用いられている[5,6]． 
本研究では，n 個の正規分布ばらつきをする確率変数 
𝐷d（1 ≤ d ≤ n）の最大値 M(n) = Max[𝐷d |1 ≤ d ≤ n] 
の分布をGMMで近似する問題を考える．このためには
GMM 同士の演算手法が必要となるが，k 個の成分を持
つ（つまり k 個の正規分布で構成される）k-GMM と 
h-GMMの最大値の分布は，2kh個の成分（正規分布では
ない）を持つ[2]．従ってこの各成分を正規分布で近似す
れば，最大値の分布をm-GMM（m = 2kh）で近似できる．
よってGMM同士の演算を繰り返すと，演算結果の成分
の個数が nの指数関数で増加し，計算効率が悪い．この
ため既存手法では，毎回の 2Max 演算結果を，平均と分
散が等しくPDFの違いが最小の2-GMMで近似する演算
手法を提案してきた[2,8]が，近似誤差の蓄積で，M(n)を
近似するGMMの精度は低下する[8]． 
一方，統計的手法では確率変数間の相関が重要である
が，これを効率よく扱うために，ばらつき量を幾つかの
互いに独立な説明変数の線形和で表す表現手法がしばし
ば用いられる[1-3]．この場合，2Max演算結果を 2-GMM
に近似する際，説明変数の感度，すなわち最大値分布と
説明変数の共分散を計算する必要がある．しかし，最大
値分布を近似するGMMの分散を，元の最大値分布のそ
れに一致させると，各説明変数の感度（共分散）を最大
値分布のそれに一致させられない場合が生じる[8]．そこ
で，GMMのPDFを最大値分布のそれに近づけるために，
分散を一致させ，感度（共分散）の精度を犠牲にすると，
2Max 演算の繰り返しで確率変数間の相関に誤差が蓄積
し，M (n) を近似するGMMの精度が落ちる[8]． 
本研究では，分散の精度を損なうこと無く，共分散の
誤差を小さくする感度の決定手法を提案し，最大値M(n)
の演算精度の観点から，その性能評価を行った． 
 
2. 混合正規分布（GMM） 
確率変数 Dで表される分布の PDFが m個の正規分布
の PDFの和 
(𝐷) = ∑ Pi ∙
1
σi
 (
𝐷−μi
σi
)mi=1 ,        ∑ Pi
m
i=1 = 1     (1) 
であるとき，Dの分布はm-GMMであると言い，m-GMM 
Dと書く．ここで，PiはDの第 i成分N(i,i2)（1 i m）
の混合比で，(x) は標準正規分布N(0,1) のPDFである．
標準正規分布の累積分布関数（CDF）は (𝑥) で表す． 
m-GMM Dの 1次モーメントE[D] および 2次モーメン
ト E[D2] はそれぞれ次式で計算できる． 
E[𝐷] = ∑ Pi ∙ μi
m
i=1          (2) 
E[𝐷2] = ∑ Pi ∙ (σi
2 + μi
2)mi=1        (3) 
また，確率変数 𝑌~N(μ
Y
,σY
2) と 𝐷 の第 i 成分との相関
係数を ρ
i
 とすると，𝐷 と 𝑌 の共分散は次式で得られる． 
C[𝐷, 𝑌] = ∑ PiσiσYi
m
i=1 = ∑ PiCi[𝐷, 𝑌]
m
i=1      (4) 
以下では，𝐷 の第i成分と 𝑌 の共分散を Ci[𝐷, 𝑌] と書く． 
m-GMM 𝐷 の各成分を表す確率変数を Diと書くと，
Diは，互いに独立な確率変数 rg ~N(0,1)（1 ≤ g ≤ G）お
よび xD ~N(0,1) に依存してばらつくものとする． 
𝐷i = μi + sx[𝐷i] ∙ 𝑥D +∑ sg[𝐷i] ∙ 𝑟gg          (5) 
ここで，μi は 𝐷i の平均 Ei[𝐷] = E[𝐷i] であり，sx[𝐷i] =
Ci[𝐷, 𝑥D] および sg[𝐷i] = Ci[𝐷, 𝑟g] は，それぞれ Di の局
所変数 xD および共通変数 rg に対する感度である．この
とき，Diの分散V[Di] は次式となる． 
V[𝐷i] = sx[𝐷i]
2 + ∑ sg[𝐷i]
2
g              (6) 
 mA個の成分を持つ mA-GMM 𝐷A および mB個の成分
を持つmB-GMM 𝐷B の PDFがそれぞれ次式で表され， 
(𝐷A) = ∑ PAj ∙
1
σAj
 (
𝐷A−μAj
σAj
)
mA
j=1 ,   ∑ PAj
mA
j=1 = 1     (7) 
(𝐷B) = ∑ PBk ∙
1
σBk
 (
𝐷B−μBk
σBk
)
mB
k=1 ,   ∑ PBk
mB
k=1 = 1   (8) 
各成分 𝐷Aj，𝐷Bk（1 ≤ j ≤ mA, 1 ≤ k ≤ mB）が 
𝐷Aj = μAj + sx[𝐷Aj] ∙ 𝑥A + ∑ sg[𝐷Aj] ∙ 𝑟gg           (9) 
𝐷Bk = μBk + sx[𝐷Bk] ∙ 𝑥B + ∑ sg[𝐷Bk] ∙ 𝑟gg         (10) 
で表されるような 𝐷A，𝐷B の最大値 𝐷M = Max[𝐷A, 𝐷B] 
を求めることを考える．最大値 𝐷M = Max[𝐷A, 𝐷B] の分
布は，𝐷Aと𝐷Bの同時確率密度関数（JPDF）の第 j,k成分
から 2つの成分 j,k,1および j,k,2が生まれるので，成分数
がm = 2mAmB のm-GMMで近似できる[8]． 
𝑓m(𝐷M) = ∑ Pjkq ∙
1
σjkq
 (
𝐷M−μjkq
σjkq
)j,k,q           (11) 
こうして得られたm-GMM 𝐷M の成分数を削減するに
は，適切な 2つ（あるいは複数）の成分を選び，それら
を 1次および 2次モーメントが一致した 1つの成分で置
き換えることにより行う[8]．例えば，選ばれた 𝐷M の成
分が 3つ組の集合U = { (j,k,q) } で指定されたならば，次
式で決定される混合比 PMi，平均 μMi，および分散 σMi
2 を
持つ成分で置き換える． 
PMi = ∑ Pjkq(j,k,q)U                             (12) 
PMi ∙ μMi = ∑ Pjkq ∙ μjkq(j,k,q)U                   (13) 
     PMi ∙ (σMi
2 + μMi
2) 
= ∑ Pjkq ∙ (σjkq
2 + μjkq
2)(j,k,q)U   (14) 
今，こうして成分数を削減して得られた 2-GMM の確
率変数を 𝑀 と表すと，𝑀 の平均および分散はそれぞれ
と 𝐷M のそれらと等しい．しかし，2Max 演算を 𝑀 に
適用するには，式(9)，(10) と同様，𝑀 の第 i成分を表す
確率変数 𝑀i が次式で表わされている必要がある． 
𝑀i = μMi + sx[𝑀i] ∙ 𝑥M + ∑ sg[𝑀i] ∙ 𝑟gg    (15) 
すなわち，感度sx[𝑀i]とsg[𝑀i]（1 ≤ g ≤ G）を求める必
要がある．その際，𝑀iの分散σMi
2は式(14)で決定される
ため，感度は次式を満たす必要がある． 
σMi
2 = sx[𝑀i]
2 + ∑ sg[𝑀i]
2
g ,  (i = 1,2)   (16) 
同時に，m-GMM 𝐷Mと共通変数𝑟gとの共分散 
C[𝐷M, 𝑟g] = ∑ PAjPBk ∙ Cjk[𝐷M, 𝑟g]j,k     (17) 
を，2-GMM Mと𝑟gの共分散C[𝑀, 𝑟g] に一致させたい． 
C[𝑀, 𝑟g] = ∑ PMi ∙ sg[𝑀i]i{1,2} = C[𝐷M, 𝑟g]    (18) 
すなわち各共通変数 𝑟g の感度 sg[𝑀i] は，式(16) と(18) 
を同時に満たす必要があるが，常にこれが可能とは限ら
ない．そこで本研究では，式(16) と(18) を同時に満たせ
ない場合でも，式(16)は必ず満たすように感度を決定す
る．そのかわりにC[𝑀, 𝑟g]の値を，C[𝐷M, 𝑟g]の値と一致さ
せることを諦め，理想の値から変化させる．これは分布
形状を変化させないためである．ただし共分散の変化は，
後の演算，つまり𝑀と他の変数との演算を行うときに影
響をもたらす．なお，感度 sx[𝑀i] には式(18) に対応する
制約はないので，sg[𝑀i] の決定後，式(16)から決定する． 
sx[𝑀i]
2 = σMi
2 − ∑ sg[𝑀i]
2
g ≥ 0          (19) 
 
3. 共通変数の感度決定手法 
本研究では 2種類の感度決定手法を提案した（感度決
定手法１，２と書く）が，ここでは手法２を詳しく記す． 
まず，式(16) と (18) を同時に満たす感度 sg[𝑀i] が存
在するかを調べる．次式を満たす実数Kを見出すことが
できれば，式(18) を満たす感度が得られる． 
{  
sg[𝑀1] = sg[𝐷M] + K ∙ PM2
sg[𝑀2] = sg[𝐷M] − K ∙ PM1
     (20) 
従って，式(16)より次式を得るから， 
{
 
 
 
  
σM1
2 ≥                                                                           
     ∑ (sg[𝐷M]
2 + 2PM2sg[𝐷M] ∙ K + PM2
2 ∙ K2)g
σM2
2 ≥                                                                         
     ∑ (sg[𝐷M]
2 − 2PM1sg[𝐷M] ∙ K + PM1
2 ∙ K2)g
 (21) 
式(21) を満たす実数Kが存在すれば，式(16)，(18) を同
時に満たす感度が存在する．このような実数Kが存在す
るか否かは，i = 1, 2に対して 
          DSCi 
= (∑ sg[𝐷M]g )
2
+ G(σMi
2 − ∑ sg[𝐷M]
2
g ) ≥ 0  (22) 
が成立し（Gは共通変数の個数），かつ次式が成立するか
を調べればよい． 
          −PM1 ∙ √DSC1 − PM2 ∙ √DSC2 ≤∑C[𝐷M, 𝑟g]
g
 
≤ PM1 ∙ √DSC1 + PM2 ∙ √DSC2  (23) 
これらが成立するならば，式(21) の不等式から実数K
のとりうる範囲が求まるので，その範囲内の適切なKを
定めれば，式(20) を用いて感度 sg[𝑀i] を決定できる． 
式(22)，(23) が同時に成立しないならば，式(16)と(18) 
を同時に満たす感度は存在しないので，式(18) の共分散 
sg[𝐷M] = C[𝐷M, 𝑟g]を変更する． 
ここで，M の 2 つの成分の内，分散が小さい方を h，
大きい方を H と書き（すなわち，σMh ≤ σMH である），
第 h成分に対して，補正係数 
h
 を 

h
= √
σMh2
∑ sg[𝐷M]2g
      (24) 
とする．これを用いて，各感度 sg[𝑀h]（1gG）を 
sg[𝑀h] = h ∙ sg[𝐷M]   (25) 
とすると，式(16) が第 h成分に対して成り立つ． 
第H成分の感度 sg[𝑀H] は，式(18) を用いて， 
sg[𝑀H] =
sg[𝐷M]−PMh∙sg[𝑀h]
PMH
=
1−PMh∙h
1−PMh
∙ sg[𝐷M] (26) 
とし，これが第 H 成分に対する式(16) を満たすならば，
これを用いる．式(16) が成り立たない場合，以下の補正
係数 
H
  

H
= √
σMH2
∑ sg[𝐷M]2g
    (27) 
を用いて，感度 sg[𝑀H] を 
sg[𝑀H] = H ∙ sg[𝐷M]    (28) 
とする．これにより，式(16) は第 H 成分でも成立する．
このとき共分散 sg[𝐷M] = C[𝐷M, 𝑟g] は，PMh ∙ h + PMH ∙

H
 だけ小さい値に変更されたことになる． 
 以上が感度決定手法２の概要である．感度決定手法１
に関して簡単に述べると，手法２に比べて共分散
C[𝐷M, 𝑟g]の変更量が大きいという特徴がある．手法１は
その代わり，2-GMMの各成分の感度が，2-GMM全体の
感度中に占める割合にも注意を払うものである． 
 
4. 評価実験 
提案手法を評価するため，次式の正規分布を生成し，
1,000 万回のモンテカルロシミュレーションで求めた
M(n) の分布と比較する． 
𝐷d = μd + sx[𝐷d] ∙ 𝑥d + sg[𝐷d] ∙ 𝑟      (29) 
比較する手法は，以下の 4つである． 
1：Gauss： 正規分布同士の 2Max演算を行う毎に，正
規分布近似を行うもの． 
2：2-GMM-S1： 2-GMM同士の 2Max演算を行う毎に， 
2-GMM化を行う．感度決定手法１を用いる． 
3：2-GMM-S2： 2-GMM同士の2Max演算を行う毎に， 
2-GMM化を行う．感度決定手法２を用いる． 
4：M-GMM： GMM 同士の 2Max 演算を行う度に
2-GMM化せず，成分の個数を増やし続けるもの． 
 ここでは，𝐷1の標準偏差だけを 3（σ1 = 3），それ以外
の𝐷dの標準偏差を全て1，各𝐷dの平均μdはμ1 = μ2 = 0，
d ≥ 3でμd = (d − 2) ∙ 0.08とした場合の結果を紹介する．
相関は全て互いに同じで，相関係数 ρ を 0.5, 0.9と変え，
n = 31 まで調べた．この場合，Max[𝐷1,𝐷2] の分布の歪
みが大きいため，GMM の有用性が現れる．図 1 に，演
算回数に対する各 M(n)の平均，標準偏差および共分散
C[M(n),r]の誤差率を示す．図において，左側は相関係数 
ρ が 0.5，右側が 0.9の場合である．図 1(a) より，ρ = 0.9 
のとき，GMMを用いる手法がどれも 2回目の演算（M(3)
の分布との比較）で平均の誤差率が 20%を超えているこ
とが分かる．これは，1 回目の演算において，補正係数
を用いて共分散の変更が行われ，共分散の誤差が大きく
なったためである．手法 2-GMM-S2は共分散の変更量を
小さくできたため，他のGMMを用いた手法より誤差が
小さい．また手法Gaussは，共分散と分散の間の制約が
なく，共分散の変更が必要ないため，平均の誤差率は
GMM を用いる手法より小さい．しかし+の値の誤差
はGMMより大きい（PDFの形状の差も大きい）．  
 続いて式(29)の正規分布を，乱数を用いて生成し，10
万回のモンテカルロシミュレーションで求めた M(n) の
分布と比較する．このとき，𝐷dの平均μdは 18から 22ま
で，標準偏差σdは 1.26から 4.4までの値をとるように乱
数を生成した．各𝐷d間の相関は乱数生成の制約上，小さ
い値をとりやすいが，0 から 1 までをとりうる．今回は
n=100まで調べたが，これを 1,000回実行した．表 1に，
各 M(n)の平均||，標準偏差||および|+|の誤差率を，
1,000回の平均を取った値で示す．なおこの実験では手法
2-GMM-S2，2-GMM-S1，Gaussの比較を行った．表を見
ると，図 1 の結果と同様，標準偏差の誤差率は手法
2-GMM-S2の値が常に小さく，優位であった．平均の誤
差率も前と同様，手法Gaussの値が最も小さかった．し
かし+の値を見ると手法Gaussが最も悪く，2-GMM-S2
が優位であった． 
 
表 1．各手法におけるM(n)の平均誤差率[%] 
 
5. むすび 
本研究では，n個のばらつき量の最大値M(n)の分布を，
n－1回の 2Max演算を繰り返して計算する際，各ばらつ
きが幾つかの説明変数の線形結合で表される場合に必要
となる共分散（説明変数の感度）の計算手法について考
察した．実際の最大値分布をGMMで近似する際，分散
と共分散を同時に正しい値にできない場合が生じる．近
似した分布を最大値分布に近づけるため，分散を一致さ
せると，共分散の値に誤差が生じ，これが後の 2Max 演
算に影響し，M(n)の近似で誤差を生む．感度決定手法２
は，分散を一致させたまま，共分散の誤差を最小化する
ものである． この手法２の性能を評価する幾つかの実験
を行い，M(n)を演算する上での有効性を示した．また，
最大値演算を実行する度に 2-GMM 近似を行う従来手法
[2,8]の妥当性も示した．今後の課題として，2-GMM の
各成分の感度を決定する際の定数Kの適切な決定方法が
挙げられる．また，3 個以上の最大値の分布を 2Max 演
算の繰り返しではなく，一気に求め，それをGMMで近
似する手法の確立も重要である． 
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(a) 平均  の誤差率[%] 
  
(b) 標準偏差  の誤差率[%] 
  
(c) 共分散 C[M(n),r] の誤差率[%] 
図 1．演算回数に対する誤差率（左ρ = 0.5，右ρ = 0.9） 
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