This paper proposed enhanced web information retrieval by topic tag mining. It improved the language model for information retrieval based on the topic structures of documents, semantic structures of tags. Experimental result shows that the proposed enhanced web information retrieval by topic tag mining is effective.
Introduction
Various social tagging applications have gained their popularity among web users. Social tagging systems allow users to annotate resources with free-form tags. The resources can be of any type and in any format, such as web pages (e.g. http://delicious.com/). All the social tagging systems have the common purpose of helping users share, store, organize and retrieve the various resources they are interested in. Given this wealth of user-generated annotations, academic interest in these sites has been growing. Various researchers have investigated the applicability of social bookmarking data to the problem of improving Web search results. In a recent analysis of the social bookmarking site http://delicious.com/, the bookmark data had a good coverage of interesting pages on the Web, in the sense that bookmarked URLs were disproportionately common in search results given the small relative size of the http://delicious.com/ index.
Compared to the traditional way of metadata creation, social tagging has several advantages. First, it lowers the entrance threshold of metadata creation. Web users, as long as they are familiar with the content of resources, can be taggers. They do not have to master specific metadata standards or indexing rules for tagging. As a result, much more resources are tagged with little cost.
Social annotations as user-generated metadata provide a well-suited source of information on the similarity between web documents. By considering the user dimension of social annotations, semantic ambiguity problem of tags can be addressed. The value of social annotation as an additional information source for web search has been investigated in several studies.
Learning ranking function for information retrieval has drawn the attentions of the researchers from information retrieval and machine learning community. Fengxia Wang et al. [1] proposed a sparse Bayesian kernel approach to learn ranking function. By this approach accurate prediction models can be derived, which typically utilize fewer basis functions than the comparable SVM-based approaches while offering a number of additional advantages. Experimental results on document retrieval data set show that the generalization performance of this approach competitive with two state-of-the-art approaches.
Hochul Jeon et al. [2] proposed an adaptive user profiling method using dynamic updating policy considering the change of the users' preferences over time and domain. Moreover, they employed collaborative filtering method to handle the situation that users' preferences are frequently or continuously changed. Experimental results show that their method considerably improved personalized search performance for each user through automatic creation, maintenance.
Omid Kashefi et al. [3] presented a new technique to eliminate the affixes and their effects on recognizing similar Persian documents. Reviewing affixes' rules and exceptions in Persian language, we extracted about 300 common inflectional suffixes and their combinations. They evaluated the effectiveness of eliminating the affixes from Persian texts on document similarity using four major document similarity approaches: Latent Semantic Indexing, Shingling, Vector Space Model, and Cooccurrence.
Zhi-qun Chen et al. [4] introduced shallow parsing technique for text to improve Chinese Web information retrieval performance. Firstly, predicate, prepositive nominal component and succedent nominal component close to the predicate were extracted from Chinese sentence. Then, semantic vector of Chinese text was acquired based on converting predicate and nominal component to conception. An algorithm was presented for similarity calculating of semantic vector, and a Chinese Web information retrieval model was designed. The model evaluates the matching degree between indexed documents and users' interests based on semantic similarity calculating. Users' interests were expressed by delivering representative documents.
User interest modeling is the key technology of personalized information retrieval. The access behavior, which user browse, save, collect, or print Web page, can really represent user interest. Zhen Zhu et al. [5] expatiated on the relation between user interest and access behavior on the basis of vector space model and document vectorization, discusses the quantificational formula of user interest degree which is affected by document structure or time forgetting factor, and introduces user interest modeling algorithm. The system structure, result filtration, user interest model maintenance of the personalized information retrieval system based on multi-agent are presented in detail.The experimental result indicates that the system can truly reflect user interest, effectively improve the precision rate and recall ratio of information retrieval, and obviously increase user's satisfaction degree.
Fenglin Li et al. [6] proposed a novel method to generate labels for grouping and organizing the search results returned by auxiliary search engines. It has applied statistical techniques to measure the quantities of co-occurrence keywords for forming the label matrix of them, and then agglomerated them into higher-level clusters by clustering algorithm in order to classify the results which return from the source search engine. Compared with Lingo, the experimental results show that the labels generated by our algorithm are of more readability and generality. What's more, F-measure index also shows that our algorithm has improved the quality of text clustering to some extent.
Wenhong Guo et al. [7] provided a basic resource construction technique for semantic web information processing. Firstly it puts forward a Chinese domain knowledge composition model. Then it introduces how to construct special domain knowledge-base. The construction mainly based on database schemas, web query page interfaces and traditional knowledge construction methods Techniques about knowledge acquisition, knowledge representation, knowledge storage and reasoning are discussed in detail. The main knowledge architecture is a semantic network which is constituted by many kinds of knowledge units. They have worked on it for web Chinese information in several domains and achieved tangible results. The research is valuable to large scale applications of intelligent information integration and information retrieval on the Web.
Qu Jubao et al. [8] briefly introduced the concept and status quo of the information retrieving technique, and proposed an automatic Web information retrieving system based on Multi-agent. This system analyzes its model architecture and work principle, gives solution to critical problems, leads Support Vector Machine (SVM) into intelligent filter subsystem, therefore to realize intelligent classifying and retrieving information on the Web efficiently. Experiment results prove that this system can improve recall ratio and precision ratio effectively and then attain a satisfying personal retrieving effect.
Ontology Model and Semantic Link Network (SLN) are two important semantic data models in Semantic Web. Ontology Model can describe network resource in concept space, while SLN can describe various links and relations between network resources. Combination of Ontology Model and SLN can help to improve the effect of network resource retrieval, but data transfer and exchange between ontological knowledge base and SLN knowledge base are needed. Sheng-tao Sun et al. [9] presented semantic relationship tree (SRT) to realize the information transfer from Ontology Model to SLN, and also gives an example of network resource retrieval based on ontology knowledge base and SLN knowledge base.
The user-created social annotations provide a new information source for text mining. This paper proposed enhanced web information retrieval by topic tag mining. It improved the language model for information retrieval based on the topic structures of documents, semantic structures of tags, and user interest identified at the first stage.
The rest of the paper is organized as follows. Section 2 is the description of enhanced web information retrieval by topic tag mining. Section 3 focuses on experiments and evaluations. Finally, we end this paper with a conclusion and the future work.
Enhanced Web Information Retrieval by Topic Tag Mining
Social bookmarking systems such as http://delicious.com/, StumbleUpon and Bibsonomy are a recent and popular phenomenon. In these systems, users label interesting web pages with primarily short and unstructured annotations in natural language called tags. These sites offer an alternative model for discovering information online. Rather than following the traditional model of submitting queries to a Web search engine, users can browse tags as though they were directories looking for popular pages that have been tagged by a number of different users. Since tags are chosen by users from an unrestricted vocabulary, these systems can be seen to provide consensus categorizations of interesting websites.
Compared to the metadata property, a more important property of social tagging systems is the network formed through users' social tagging behaviors. Whenever a user applies a tag to a resource, a tripartite relationship is built among the user, the resource and the tag. The whole network of social tagging system provides valuable information for learning the topics of web resources, the semantics of tags and the interest of users.
The network formed in social tagging systems provides another rich information source for web mining. However, the tripartite structure of the social tagging network differs fundamentally from the well-studied hyperlink graph. In the hyperlink graph, direct links among resources are built by the resource creators. In the social tagging network, there is no direct link among resources. The relationship between two resources can only be inferred from their co-occurrence with tags and users. In the hyperlink graph, a web document is implicitly described by the anchor terms embedded in the source web documents. In the social tagging network, web documents are explicitly annotated with tags. Most importantly, different from the hyperlink network, the social tagging network comprises the social dimension represented by users.
A social tagging system can be represented as a tripartite network, which can be denoted as:
Based on this representation model, we can measure the similarity between any two nodes of the same type based on their link distribution vectors. For instance, if two resources have similar user link distributions and similar tag link distributions, it can be inferred that these two resources have similar topics, and vice versa for users and tags. Accordingly, the distance between two resource nodes r1 and r2 can be the linear combination of the distance between their user link vectors d(R1(U), R2(U)) and the distance between their tag link vectors d(R1(T), R2(T)):
, where α decides the influence of user link vector and tag link vector on resource distance. The value of the distance can be calculated based on various similarity measures.
It is important to improve the language models for information retrieval based on social annotations. The language modeling (LM) approach to information retrieval is first proposed by Ponte and Croft [10] . The task of this approach is to estimate the document model and rank the resulted document based on the query generative likelihood according to the estimated model. The LM approach has been popular with the IR community in recent years due to its solid theoretical foundation and promising empirical retrieval performance. However, it usually suffers from two problems: data sparseness and term independence assumption. Therefore, some researchers have proposed many approaches to smooth the models. For instance, Zhai and Lafferty propose several effective smoothing techniques that interpolate the document model with the background collection model [11] [12] .
Several efforts have been made to develop LM for IR based on social annotations. Xu et al. develops a language model for information retrieval based on the metadata property of social tags and their relationships to the annotated documents [13] . In this model, four sub-models are combined linearly to generate a query term.
The Language Annotation Model introduced above is founded on the bipartite structure over documents and tags. However, social tagging systems are built on a tripartite structure, which are composed by not only the annotated objects and tags, but also users. Therefore, a more complete language model for social annotation-based information retrieval should also consider the user component. Especially, the user dimension can be well utilized for personalized search. LM for information retrieval based on a common conceptual space for social annotations, documents and users. The conceptual space is represented by a multi-dimensional vector with each dimension stands for a knowledge category. The value on each dimension shows the relevance of the entity to the corresponding knowledge category. The vector values of the three entities are estimated through an EM process based on the co-occurrence relationships among them. The resulted vectors are applied for information retrieval. We are interested in applying user profile information to personalize a retrieved list of documents returned from a search engine. There are two approaches to personalize the results from an information retrieval system without changing the internal retrieval function of the system. The first approach is to expand the query with new (possibly weighted) terms. The second is to re-rank retrieved results based on similarity to the user profile. The former approach has the distinct advantage that documents that do not appear in the baseline ranking can still be boosted by the retrieval engine itself to appear in the personalized ranking. Thus to incorporate the user profile for personalized information retrieval we simply expand the query with terms from the profile, weighting them appropriately. We limit the number of expansion terms to be added to the query so as to limit the amount of noise and total length of the expanded query. We select the the K most frequent terms from the profile and normalize the weights to account for the missing terms. This paper uses the number of annotations a user has made for the user-specific trust scores. One might consider combine other metrics such as the time duration from last visits or the visit frequencies.
The basic search model is:
In the personalized search model, user's background interests are integrated in the search process.
In our model, queries and documents are modeled respectively by a language model. The relevance of a document to a given query is defined to be proportional to a distance  between q ˆ and
If we use the KL-divergence to measure the distance between the LM of query and document, then the relevance equation changes to:
We can see that, based on the risk minimization retrieval framework, the relevance of a document to a query only depends on their language models. So the problem of information retrieval is reduced to how to obtain proper document and query language models. This paper proposes to smooth the document and query models based on the information generated by clustering and modeling the tagged web. The information includes: the topical cluster distribution of each document p(zw | d), the topical can be expanded to the following formula:
, where
The first issue that needs to be dealt with is how we can combine the query frequency with the user profile, and investigate two smoothing strategies for combining profile information with information from the query itself. These models are fixed interpolation and Dirichlet priors, and are commonly employed in the Language Modeling approach to Information Retrieval. Using fixed interpolation, we perform a simple linear addition of the two sources of information into one expanded (mixture) query model: 
Conclusions and future work
This paper proposed enhanced web information retrieval by topic tag mining. It improved the language model for information retrieval based on the topic structures of documents, semantic structures of tags, and user interest identified at the first stage. Experimental result shows that the proposed tagged web clustering algorithm using link mining is effective.
Also, there is a lot of room for improvement. One could take a closer look at the effects of the parameter sets. It would be useful to reduce the number of parameters for easier tuning for practical use, and focus on exploring more indicators regarding the domain expertise of users and their use in improving user experiences. The social networks and communities of users can be more thoroughly studied. How the user social network correlates with social annotations is not clear and remains an interesting question. The temporal dimension of user activities could also be considered on specific queries. In addition, it would be interesting to model the changes in user annotation behaviors. Patterns of the development of user annotations might further advance the use of annotations for more effective information retrieval. We need to find more appropriate features to fit different condition.
