We present a new family of weight functions to develop a cumulative averaging method for piecewise polynomial interpolations when a discrete data is given. As a result, we have a suitable smooth approximation over the whole region, though the interpolation property becomes loose at most interior nodes.
Introduction
Approximation methods to a given data, for example, Hermite interpolation and spline interpolation have been used in various approximation field such as data fitting, numerical integration and computer graphics [1, 5, 7] . However, we are often in the face of troublesome when the given data is pathological or the number of data is not large enough. Recently, to resolve this problem for a small number of data, the author proposed a non-interpolatory approximation method based on a smoothening process for piecewise linear interpolation, employing the following weight function [9] . h m (α, β; x) = (x − α)
for m ≥ 1. Though this method results in satisfactory approximation for 2 n +1 data, it requires quite large number of computations as the method includes 2 k−1 smoothening processes in each k-th step, k = 1, 2, · · · , n.
In this work, motivated by the aforementioned method, we propose a new smooth approximation method which uses weight functions and piecewise interpolating polynomials. We are aiming an approximation method which is available for any type of data and requires preferably small number of computations. In fact, in implementing the presented method we need not solve any system of equations for unknown coefficients unlike the spline approximation.
In Section 2 we construct a family of sigmoidal type weight functions in (3) which take a generalized form of the weight function h m (α, β; x) in (1). Then, in Section 3, we propose a so called cumulative averaging method using the developed weight functions and the piecewise interpolating polynomials. The method results in a plausible approximation that is smooth over the whole region, while the interpolation property becomes loose at most interior nodes. Furthermore, in Section 4, we extend the cumulative averaging method to the piecewise interpolating polynomials of any degree. Numerical results for some examples show that the presented method is competitive with existing approximation methods such as the Hermite and the cubic spline interpolations.
Construction of weight functions
Suppose that for an integer N ≥ 2 a set of nodes
where m ≥ 1 and ξ k is a point such that x 0 < ξ k < x k . We call it a sigmoidal type weight function of order m as its archetype is the sigmoidal transformation introduced in [6] which is mainly used for numerical evaluation of the weakly singular integrals [2] [3] [4] 8] .
which satisfies v k (x) > 0 for all x 0 < x < x k . In addition,
We can observe main properties of v k (x) as follows.
(ii) For m large enough v k (x) has the asymptotic behavior of 
A cumulative averaging method
From now on we assume that a data {(x j , y j ) | j = 0, 1, 2, · · · , N } is given for the nodes {x j } N j=0 in (2) . Denote by l k (x) a linear function interpolating two consecutive points (x k−1 , y k−1 ) and (x k , y k ) and set a piecewise linear interpolation, Referring to the function v k (x) with ξ k = x k−1 in (3), we define a weight function
To smoothen the above piecewise linear interpolation P [1] (x) we propose a cumulative (weighted) averaging method using w [1] k (x) as follows.
for each k = 2, 3, 4, · · · , N . The property (ii) of the weight function v k (x) in the previous section implies that, in each k-th process of (10), the reflection of the approximation Q N (x) is smooth on the whole interval x 0 < x < x N instead of losing the interpolation property at the interior nodes. In addition, referring to the property (i), one can see that the remaining interpolations are
The first three cumulative averaging processes to obtain Q [1] 2 (x), Q [1] 3 (x) and Q [1] 4 (x) are illustrated in Figure 2 . The thick blue lines indicate the k-th cumulative averages Q [1] k (x), k = 2, 3, 4, associated with Q [1] k−1 (x)(:purple lines), l k (x)(:black lines) and w [1] k (x)(:thin blue lines). Additionally, Figure 3 shows the consecutive process of the presented method with m = 2 in the case of N = 6, where a real data is given as k (x) associated with the weight function w
Similarly, assuming N is an even number, we denote by q k (x) a quadratic polynomial which interpolates three consecutive points (x 2k−2 , y 2k−2 ), (x 2k−1 , y 2k−1 ) and (x 2k , y 2k ) for each k = 1, 2, 3, · · · , . Then we consider a piecewise quadratic interpolation, k (x), k = 2, 3, 4, 5, 6, for a given data(N = 6).
Modify the weight function
Using this weight function, to smoothen the piecewise quadratic polynomial P [2] (x) we set a cumulative averaging process as follows.
for each k = 2, 3, 4, · · · , N/2 (x) is smooth on the whole interval x 0 < x < x N . Instead, its interpolation property is loosen at every interior node with the following exceptional cases.
It should be noticed that the total number of averaging processes to obtain the final cumulative average Q
If N is not an even integer, we may take an additional data as, for example,
where ∆x N −1 = x N − x N −1 .
Example 3.1 For a function,
we set a data
k (x) with m = 4, k = 1, 2, 3, 4, are included in Figure 4 and the last cumulative average Q [2] N/2 (x) = Q [2] 4 (x) is compared with the Hermite interpolation H(x) and the cubic spline interpolation S(x) in Figure 5 . Therein, the dotted lines denote the graph of f (x) generating the data D 1 . In Figure 5 it is observed that both H(x) and S(x) have some deviation or distortion on the subintervals (x 5 , x 6 ) and (x 7 , x 8 ) while Q [2] 4 (x) has some deviation on (x 2 , x 5 ). Overall, approximation of the proposed cumulative average Q [2] 4 (x) seems to be a little better than H(x) and S(x). k (x), k = 1, 2, 3, 4, for the given data D 1 in Example 3.1(N = 8). N/2 (x), the Hermite interpolation H(x) and the cubic spline interpolation S(x) for the data D 1 in Example 3.1(N = 8).
Example 3.2 For a parametric function
representing a smooth curve in the plane we set a data
with N = 8. In this case we separate the given data into x-variable data and y-variable data as
Then we apply the proposed cumulative averaging method to each data D Figure 6 shows cumulative averages Q [2] k (x) with m = 6, k = 1, 2, 3, 4 and, in Figure 7 , the last cumulative average Q N/2 (x) = Q [2] 4 (x) is compared with the Hermite interpolation H(x) and the cubic spline interpolation S(x). Like the previous example, we can see that the approximation of the proposed cumulative average Q [2] 4 (x) is better than H(x) and S(x) over all.
Generalized scheme
Suppose that a data D = {(x j , y j ) | j = 0, 1, 2, · · · , N } is given and let d ≥ 1 be an integer. In this section we extend the presented cumulative averaging method associated with the linear and quadratic interpolants to any case of degree d of the interpolants.
Set
for some integer n ≥ 2. If l ≥ 1 then we may choose additional data such as, for example,
where ∆x N −i = x N − x N −i . This modifies the given data D as
Then, for each k = 1, 2, 3, · · · , n, denote by r k (x) a polynomial of degree d which interpolates (d+1)-consecutive points on the interval
Defining a weight function we set a cumulative averaging process associated with w
for each k = 2, 3, 4, · · · , n. The number of the averaging processes to obtain the final cumulative average Q
Particulary, for an even integer N , if take d = N/2 as the degree of the interpolating polynomials, then since n = 2 just two polynomials of degree d, r 1 (x) and r 2 (x) are required in the following simple averaging process.
It should be noted that, in using the proposed method (19) associated with the interpolants of higher degree d like (20), the order m of the weight function w
k (x) should be large enough to prevent excessive loss of the accuracy in approximation to the given data.
For example, we chose the data D 1 and D 2 with N = 16 given in the previous section. We took d = 8, that is, n = 2. Numerical results of Q Figure 8 and Figure 9 , respectively, to demonstrate availability of the proposed method. Therein, we used the weight function w 
Conclusion
In this paper a new family of sigmoidal type weight functions is proposed. Using these weight functions, we developed the so called cumulative averaging method to smoothen the piecewise polynomial interpolation for a given discrete data. Though the interpolation property becomes loose at most interior nodes, we have a plausible approximation which is smooth over the whole region. In practice the approximation errors are negligible at every interior node as long as the order m of the used weight function is chosen large enough. Numerical results of some selected examples illustrate availability of the presented method. 
