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Abstract
Let F be a field of characteristic zero and let A be an F -algebra. The polynomial identities satisfied by
A can be measured through the asymptotic behavior of the sequence of codimensions and the sequence of
colengths of A. For finite dimensional algebras we show that the colength sequence of A is polynomially
bounded and the codimension sequence cannot have intermediate growth. We then prove that for general
nonassociative algebras intermediate growth of the codimensions is allowed. In fact, for any real number
0 < β < 1, we construct an algebra A whose sequence of codimensions grows like nnβ .
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1. Introduction
Let A be an algebra over a field of characteristic 0. A natural and well established way of
measuring the polynomial identities satisfied by A is through the study of the asymptotic behavior
of its sequence of codimensions cn(A), n = 1,2, . . . . More precisely, if F {X} is the free algebra
on a countable set X = {x1, x2, . . .} and Pn is the space of multilinear polynomials in the first n
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result on the asymptotic behavior of cn(A) was proved by Regev in [18]. He showed that if A is
an associative algebra cn(A) is exponentially bounded. Such result was the starting point for an
investigation that has given many useful and interesting results.
For associative algebras Kemer in [12] proved that the sequence cn(A) is either polynomially
bounded or grows exponentially. Then Giambruno and Zaicev in [8] and [9] showed that the
exponential growth of cn(A) is always an integer called the exponent of the algebra A. The scale
provided by the exponent has been exploited in recent years in order to classify some significant
classes of algebras [10].
When A is a Lie algebra, the sequence of codimensions has a much more involved behavior.
Volichenko in [20] showed that a Lie algebra can have overexponential growth of the codi-
mensions. Starting from this, Petrogradsky in [16] exhibited a whole scale of overexponential
functions describing the codimension growth of the polynilpotent Lie algebras. In general, if a
Lie algebra A is such that its sequence of codimensions is exponentially bounded, can we in-
fer that the exponential growth of cn(A) is an integer? It is well known that finite dimensional
algebras have exponentially bounded codimensions and in [6,7,23] it was shown that their expo-
nential growth is an integer. Anyway the question was answered in the negative by Mishchenko
and Zaicev in [22] who constructed an example of a Lie algebra with exponential growth strictly
between 3 and 4. On the other hand, no intermediate growth and no exponential growth between
1 and 2 is allowed [13,14].
For general nonassociative algebras only few results have been proved so far. In [5] for any
real number α > 1 we constructed an algebra whose sequence of codimensions has exponential
growth equal to α. It is worth mentioning that to each such algebra is associated an infinite word
in the alphabet {0,1} and we exploited the basic properties of Sturmian and periodic words in
order to construct our examples.
The main objective of this paper is to prove that in the general case of nonassociative algebras,
there exist examples of algebras with intermediate growth of the codimensions. To this end for
any real number 0 < β < 1 we construct an algebra whose sequence of codimensions growth
as nn
β
.
Recall that in the associative case and in the Lie case no intermediate growth is allowed. Also
for associative superalgebras, associative algebras with involution and Lie superalgebras it has
been shown that the corresponding codimensions cannot have intermediate growth [3,4,21].
In case of a (not necessarily associative) finite dimensional algebra A it is well know that
cn(A)  dn, where d = dimA (see [1]). Here we prove that the codimensions of A are either
polynomially bounded or grow exponentially. So, no intermediate growth is allowed in the finite
dimensional case.
For general associative PI-algebras Berele and Regev in [2] proved that the colength sequence
is polynomially bounded. In this paper we prove that the same conclusion holds for any nonasso-
ciative finite dimensional algebra. Such result is quite surprising since there are several examples
in the literature of Lie algebras with exponential or overexponential colength growth [15].
2. Preliminaries
Throughout this paper F will be a field of characteristic zero and A a nonnecessarily associa-
tive algebra. We let X = {x1, x2, . . .} be a countable set and F {X} the free nonassociative algebra
on X over F . For every n  1, we consider Pn, the space of multilinear polynomials of F {X}
in the first n variables x1, x2, . . . , xn. Notice that dimPn = Cnn! where Cn is the number of all
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Cn = 1n+1
(2n
n
)
is the nth Catalan number.
Given an algebra A, let Id(A) = {f ∈ F {X}|f ≡ 0 on A} be the T-ideal of F {X} of polyno-
mial identities of A. Since charF = 0, it is well known that the sequence of spaces Pn ∩ Id(A),
n = 1,2, . . . , carry all information about Id(A).
The symmetric group Sn acts on Pn by permuting variables: if σ ∈ Sn, f (x1, . . . , xn) ∈ Pn,
σf (x1, . . . , xn) = f (xσ(1), . . . , xσ(n)).
The space Pn ∩ Id(A) is invariant under this action and one studies the structure of Pn(A) =
Pn/(Pn ∩ Id(A)) as an Sn-module. The Sn-character of Pn(A), denoted χn(A), is called the nth
cocharacter of A. Its degree cn(A) = χn(A)(1) = dimPn(A) is the nth codimension of A. By
complete reducibility one writes
χn(A) =
∑
λn
mλχλ (1)
where χλ is the irreducible Sn-character corresponding to the partition λ of n and mλ  0 is the
multiplicity of χλ.
Another invariant that can be associated to the identities of A is the sequence of colengths
ln(A),n = 1,2, . . . . Recall that if χn(A) has the decomposition given in (1), then the nth colength
of A is
ln(A) =
∑
λn
mλ.
Notice that in case A is an associative algebra, for the multiplicities mλ appearing in (1) we
have mλ  dλ, where dλ = degχλ is the degree of the character χλ. In the nonassociative case this
inequality does not hold any more. For instance, for the free nonassociative algebra A = F 〈X〉
we have that in χn(A), mλ = Cndλ where Cn is the nth Catalan number.
We next recall some basic properties of the representation theory of the symmetric group that
we shall use in the sequel. Let λ  n and let Tλ be a Young tableau of shape λ  n. We denote by
eTλ the corresponding essential idempotent of the group algebra FSn. Recall that eTλ = R¯TλC¯Tλ
where
R¯Tλ =
∑
σ∈RTλ
σ, C¯Tλ =
∑
τ∈CTλ
(sgn τ)τ
and RTλ , CTλ are the groups of row and column permutations of Tλ, respectively. If Mλ is an ir-
reducible Sn-submodule of Pn(A) corresponding to λ, there exists a polynomial f (x1, . . . , xn) ∈
Pn and a tableau Tλ such that eTλf (x1, . . . , xn) /∈ Id(A).
We next state the following useful result [9, Lemma 1].
Lemma 1. Let Tλ be a Young tableau of shape λ  n, H a subgroup of CTλ and M an FSn-
module. If eTλu 	= 0 for some u ∈ M , then(∑
σ∈H
(sgnσ)σ
)
eTλu 	= 0.
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Let F be a field of characteristic zero, and let A be a (nonassociative) finite dimensional
algebra over F with dimF A = d . Any multilinear polynomial alternating on d + 1 variables
must vanish in A. Hence it is clear that if λ = (λ1, . . . , λr )  n is such that r > d then
eTλf (x1, . . . , xn) ≡ 0 on A, for any tableau Tλ of shape λ and for any f (x1, . . . , xn) ∈ Pn. This
means that in the nth cocharacter of A, mλ = 0 as soon as λ = (λ1, . . . , λr )  n and r > d . Thus
we have
χn(A) =
∑
λn
h(λ)d
mλχλ,
where h(λ) is the height of the Young diagram corresponding to λ. In other words, the nth
cocharacter of A lies in an infinite strip of height d .
Our aim in this section is to prove that, as in the case of general associative algebras [2], for
any finite dimensional algebra A, the sequence of colengths ln(A), n = 1,2, . . . , is polynomially
bounded and to find an explicit upper bound depending only on dimA. To this end we introduce
the so called generic algebra of the variety generated by A.
Let F [xij | i, j = 1,2, . . .] be the polynomial ring in a countable set of indeterminates xij . If
dimA = d and {a1, . . . , ad} is a basis of A over F , we consider the tensor product A ⊗ F [xij ]
and the “generic” elements
zi =
d∑
j=1
aj ⊗ xij , i = 1, . . . , k.
It is well known and easy to prove (see [17]) that for any k  1, the subalgebra Rk =
Rk(z1, . . . , zk) of A ⊗ F [xij ] generated by z1, . . . , zk over F is the relatively free algebra of
rank k of the variety var(A) generated by A.
We are interested in the growth of the algebra Rk . To this end we let R(n)k be the subspace
of Rk consisting of all homogeneous polynomials in z1, . . . , zk of total degree n. The following
lemma gives an upper bound for the growth of the algebra Rk .
Lemma 2. dimR(n)k  d(n+ 1)kd .
Proof. Denote by F [xij ](n) the subspace of F [xij ] consisting of all homogeneous polynomials
in the commutative variables x11, . . . x1d, . . . , xk1, . . . , xkd of total degree n. Since R(n)k ⊆ A ⊗
F [xij ](n), the conclusion of the lemma follows from the inequalities dimF [xij ](n)  (n + 1)kd
and dimA = d . 
In the next lemma we show a relationship between the colength of an arbitrary variety of
algebras V and the Gelfand–Kirillov dimension of a finitely generated relatively free algebra
of V .
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corresponding colength. Then, for any k  1, we define
l(k)n (A) =
∑
λn
h(λ)k
mλ.
Lemma 3. Let A be any algebra with nth cocharacter χn(A) = ∑mλχλ and let Rk =
Rk(z1, . . . , zk) be the relatively free algebra of rank k of the variety var(A). If R(n)k ⊆ Rk is
the subspace of all homogeneous polynomials in z1, . . . , zk of degree n, we have
(1) mλ  dimR(n)k whenever λ  n is such that h(λ) k;
(2) l(k)n (A) (n + 1)k dimR(n)k .
Proof. If λ  n with h(λ) k, let us write λ = (λ1, . . . , λk) with the assumption that λi = 0 for
all k  i > h(λ). Let us denote by R∞ = R∞(y1, y2, . . .) the relatively free algebra of var(A) in
countable many generators y1, y2, . . . . Then by the definition of nth cocharacter, the Sn-module
Pn(A) ⊆ R∞, consisting of all multilinear polynomials of R∞ in y1, . . . , yn, contains a sub-
module
M = M1 ⊕ · · · ⊕Mq
with χ(Mi) = χλ, for all i = 1, . . . , q and q = mλ. Consider the homomorphism ϕ : R∞ → Rk
such that
ϕ(y1) = · · · = ϕ(yλ1) = z1,
ϕ(yλ1+1) = · · · = ϕ(yλ1+λ2) = z2,
· · ·
ϕ(yλ1+···+λk−1+1) = · · · = ϕ(yn) = zk.
By the structure of the generating essential idempotent of an Sn-irreducible module it is eas-
ily seen that ϕ(Mi) 	= 0, for all i = 1, . . . , q . Moreover ϕ(M) ⊆ R(n)k . Suppose now that
f1 ∈ ϕ(M1), . . . , fq ∈ ϕ(Mq) are non-zero elements such that λ1f1 + · · · + λqfq = 0 for some
scalars λ1, . . . , λq not all zero. If we now consider the complete linearizations f˜1, . . . , f˜q of
f1, . . . , fq respectively, then f˜1, . . . , f˜q are still linearly dependent. But f˜1 ∈ M1, . . . , f˜q ∈ Mq
and M1 + · · · +Mq = M1 ⊕ · · · ⊕Mq . With this contradiction we obtain that
mλ = q  dimϕ(M1 ⊕ · · · ⊕Mq) dimR(n)k .
In order to prove the second part of the lemma, notice that the number of partitions λ  n with
h(λ) k, does not exceed (n + 1)k . Hence l(k)n (A) (n+ 1)k dimR(n)k . 
We are now in a position to prove the main result of this section concerning the colength
sequence of an arbitrary finite dimensional algebra.
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ln(A) d(n+ 1)d2+d .
Proof. As we mentioned before since dimA = d , then
χn(A) =
∑
λn,
h(λ)d
mλχλ,
i.e., χn(A) lies in a strip of height d . But then, combining Lemma 2 and Lemma 3 we obtain
ln(A) = l(d)n (A) (n+ 1)d dimR(n)d  d(n+ 1)d
2+d
. 
Next result will be used in the next section.
Lemma 4. Let A be a finite dimensional algebra, dimA = d , and χn(A) =∑λn mλχλ be its
nth cocharacter. If there exists an integer m > 0 such that for all n, mλ = 0 for any λ  n with
λ2 m+ 1 then cn(A) < d(n+ 1)d2+d+dm.
Proof. Recall the hook formula giving the degree dλ of the irreducible Sn-character χλ:
dλ = degχλ = n!∏
i,j hij
, (2)
where the hij are the hook numbers of λ (see, for example, [11]). Let λ  n be such that mλ 	= 0
and λ2  m. Since dimA = d , then we must have h(λ)  d and this implies that the number
of boxes below the first row of λ is at most (d − 1)m. Hence λ1 > n − dm and the product
h11 · · ·h1λ1 of the hook numbers of the first row is greater than (n− dm)!. It follows that
dλ <
n!
(n − dm)! < n
dm. (3)
Since cn(A) =∑mλdλ, by using Theorem 1 and inequality (3) we obtain
cn(A) < n
dm
∑
λn
mλ = ndmln(A) < d(n+ 1)d2+d+dm
as required. 
4. Finite dimensional algebras and overpolynomial growth
In this section we show that any finite dimensional algebra cannot have intermediate growth of
the codimensions. We also give a lower bound for the exponential growth of a finite dimensional
algebra A depending only on dimA.
Let us say that an algebra A is of overpolynomial codimension growth if for any constant k
we have cn(A) > nk , for n large enough.
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let dimA = d . Then cn(A) > 1n2 2
n
3d3 , for all n large enough.
Proof. Since cn(A) is not polynomially bounded, from Lemma 4 it follows that for any positive
integer m, there exist n and a partition λ  n such that λ2  12m and the corresponding multi-
plicity mλ in χn(A) is non-zero. This means that for some tableau Tλ of shape λ and for some
multilinear polynomial f (x1, . . . , xn) ∈ Pn, eTλf (x1, . . . , xn) is not a polynomial identity of A.
Suppose for simplicity that m is even. In case m is odd it is enough to replace m
with m − 1 below. Let i1, . . . , im be the integers appearing in the tableau Tλ in positions
(1,1), (2,1), (1,2), (2,2), . . . , (1,m/2), (2,m/2), respectively. Rename the variables x1, . . . , xn
as y1, . . . , ym, x1, . . . , xn−m where y1 = xi1, . . . , ym = xim .
Then, since eTλf (x1, . . . , xn) does not vanish on A, by Lemma 1 it follows that there exists a
nonassociative multilinear monomial
w = w(y1, . . . , ym, x1, . . . , xn−m)
such that
Altm(w) 	≡ 0 (4)
on A where
Altm(w) =
(
1 − (12))(1 − (34)) · · · (1 − (m/2 − 1,m/2))w,
with (12), (34), . . . , transpositions of Sn.
Our next goal is to find the minimal possible degree of a monomial satisfying (4). In or-
der to simplify the notation, in what follows we replace n − m with n. Hence we write
w = w(y1, . . . , ym, x1, . . . , xn). We prove the following
Lemma 5. Let m  2. If w = w(y1, . . . , ym, x1, . . . , xn) is a monomial of minimal degree such
that Altm(w) 	≡ 0 in A, then n (2m− 1)d2.
Proof. Fix a basis {a1, . . . , ad} of A over F . Since Altm(w) 	≡ 0 and w is multilinear, it follows
that
Altm
(
w(b1, . . . , bm, ai1, . . . , ain)
) 	= 0
for some 1 i1, . . . , in  d and b1, . . . , bm ∈ A. We consider
w¯ = w(b1, . . . , bm, ai1, . . . , ain)
as a nonassociative word in the alphabet b1, . . . , bm, a1, . . . , ad . Throughout the proof of the
lemma we shall denote by degb(v) the total degree on b1, . . . , bm of any word v in this alphabet,
and by dega(v) the total degree on a1, . . . , ad of v. Hence degb(w¯) = m and dega(w¯) = n.
Denote N(k) = (2k − 1)d2 and consider all non-empty subwords of w¯. If u is such subword,
clearly degb(u)m and dega(u) n. Suppose that u is a subword with degb(u) = k. We shall
next prove, by induction on k, that dega(u) = 1 if k = 0 and dega(u)N(k), if k  1.
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w = w(y1, . . . , ym, x1, . . . , xn)
can be written as w′ = w′(y1, . . . , ym, x1, . . . , xq, z) where w′ is a multilinear monomial of de-
gree m+ q + 1 < n and w′(b1, . . . , bm, ai1, . . . , aiq , u) = w¯. If
Altm
(
w′(b1, . . . , bm, ai1, . . . , aiq , aj )
) 	= 0
for some j , then Altm(w′(y1, . . . , z)) is still not an identity of A and its degree is strictly less than
deg(w), a contradiction. Hence Altm(w′(b1, . . . , bm, ai1, . . . , aiq , aj )) = 0, for all j = 1, . . . , d ,
and this implies that Altm(w′(b1, . . . , bm, ai1, . . . , aiq , u)) = Altm(w¯) = 0, since u ∈ A is a linear
combination of a1, . . . , ad . It follows that dega u = 1.
Now let k = 1. If dega(u) = 0, i.e. u = bi , then dega(u) = 0  (2k − 1)d2 = d2. Otherwise
u = u1u2 and either degb(u1) = 0 or degb(u2) = 0. Suppose degb(u2) = 0. Then as before from
the minimality of w is follows that dega(u2) = 1. Repeating this decomposition we obtain that
u = sp
(
sp−1
(· · · (s1(bi)) · · ·))= spsp−1 · · · s1(bi) (5)
where s1, . . . , sp are either left or right multiplications by one of the elements a1, . . . , ad .
We claim that spsp−1 · · · s1 can be written as a linear combination of transformations of the
type si1si2 · · · siq with q  d2. In order to see this, notice that for any linear transformations
t1, . . . , td2+1 of A such that td2+1 · · · t2t1 	= 0, the set {t1, t2t1, . . . , td2+1 · · · t2t1} is linearly depen-
dent over F . Suppose then that
α1t1 + α2t2t1 + · · · + αqtq · · · t2t1 = 0, (6)
for some α1, . . . , αq ∈ F with αq 	= 0. By multiplying (6) by td2+1td2 · · · tq+1 on the left we can
write td2+1 · · · t2t1 as a linear combination of the others. This establishes the claim.
Now, by the minimality of w, any substitution in w¯ of
u = spsp−1 · · · s1(bi) with uj = sjl · · · sj2sj1(bi), 1 l  d2,
leads to Altm(w¯) = 0 in case p > d2, a contradiction. Therefore we must have p  d2 in (5) and
dega(u) = p  d2 = (2k − 1)d2, as wished.
Suppose now that k  2 and the inductive hypothesis holds for 1,2, . . . , k − 1. As in case
k = 1, we decompose u in the form
u = sp
(
sp−1
(· · · (s1(u1u2)) · · ·))= spsp−1 · · · s1(u1u2)
where each s1, . . . , sp is left or right multiplication by one of the elements a1, . . . , ad , k1 =
degb(u1) 	= 0 and k2 = degb(u2) 	= 0. By the same argument as before we get that p  d2 and,
since k1, k2  1, by induction we have that dega(u1)N(k1) and dega(u2)N(k2). Thus
dega(u) = dega(u1)+ dega(u2)+ p  (2k1 − 1)d2 + (2k2 − 1)d2 + d2 =
(
2(k1 + k2)− 1
)
d2.
Since k1 + k2 = degb(u), we get the required upper bound. In particular, for u = w¯ we have
n (2m − 1)d2 and the proof is complete. 
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w(y1, . . . , ym, x1, . . . , xn) with n (2m − 1)d2 such that Alt(w) 	≡ 0 in A for some multialter-
nation of type (4) on y1, . . . , ym. Consider the FSn+m-module M generated by w in Pn+m(A).
If λ  (n+m) and λ1 > n+ 12m then eTλw = 0 in the free nonassociative algebra, for any Young
tableau Tλ corresponding to λ since w is multialternating on y1, . . . , ym. Hence M contains at
least one irreducible submodule M0 with character χ(M0) = χλ such that
λ2 + · · · + λd  12m.
From this inequality it follows that λ2  m2d and this implies that the Young diagram Dλ contains
a subdiagram Dμ where μ = (k, k)  2k and k  m2d . From the hook formula we have
degχμ = (2k)!
k!(k + 1)! =
1
k + 1
(
2k
k
)
>
1
k + 1
1
2k
22k  1
(2k)2
2
m
d .
Note that (2m− 1)d2  n, therefore (2d2 + 1)mm+ n and for N = m+ n one has
m
d
 n +m
(2d2 + 1)d >
N
3d3
.
Hence cN(A)  degχλ  degχμ > 1N2 2
N
3d3 and standard analytical arguments complete the
proof of the theorem. 
5. Constructing intermediate growth
Throughout this section we use the notation x1x2x3 · · ·xm for the left-normed product
(· · · ((x1x2)x3) · · ·)xm.
Given a sequence K = {ki}i1 of integers with ki  1, for i  1, we next define a (nonasso-
ciative) algebra A(K) as follows.
Definition 1. A(K) is the algebra over F with basis
{a, b} ∪ Z1 ∪ Z2 ∪ . . .
where
Zi =
{
z
(i)
j
∣∣ 1 j  ki}, i = 1,2, . . .
and multiplication table given by
z
(i)
1 a = z(i)2 , . . . , z(i)ki−1a = z
(i)
ki
, z
(i)
ki
a = 0, i = 1,2 . . . ,
for ki  2 and z(i)1 a = 0 if ki = 1,
z
(i)
ki
b = z(i+1)1 , i = 1,2, . . .
and all the remaining products are zero.
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normed monomials of the type z(i)j f (a, b) where f = f (a, b) can be viewed as an associative
monomial on a and b. Also, given any z(i)j and z
(l)
k where l > i or l = i and k > j , there exists
only one monomial f (a, b) on a and b such that
z
(l)
k = z(i)j f (a, b).
Consider the nth cocharacter
χn(A) =
∑
λn
mλχλ
of A = A(K). Notice that span{z(i)j } is a two-sided ideal of A with zero multiplication of codi-
mension 2. Hence any multilinear polynomial alternating on four variables must vanish in A.
This says that if λ  n has at least four parts, then eTλf (x1, . . . , xn) is an identity of A for any
tableau Tλ and any f (x1, . . . , xn) ∈ Pn. Similarly any multilinear polynomial alternating on two
sets of three variables each, must be an identity of A. This implies that eTλf (x1, . . . , xn) ≡ 0 on A
as soon as λ = (λ1, . . . , λr )  n is such that λ3  2. Thus we obtain that if χn(A) =∑λn mλχλ,
then mλ 	= 0 implies that either λ = (n) or λ = (λ1, λ2) or λ = (λ1, λ2,1).
For any integers λ1, λ2 define the function
R(λ1, λ2) = (λ1 + λ2)
λ1+λ2
λ
λ1
1 · λλ22
. (7)
The following lemma holds.
Lemma 6. Let λ = (λ1, λ2) or λ = (λ1 − 1, λ2,1) be a partition of n. Then
1
n3
R(λ1, λ2) < degχλ < n3 · R(λ1, λ2).
The proof of Lemma 6 follows from the hook formula [11] giving the degree of an irreducible
Sn-character and from Stirling formula
n! = √2πn n
n
en
e
θn
12n .
for some 0 < θn < 1, given in [19]. See also Lemma 3.1 in [5].
As we mentioned above any non-zero element of A is a linear combination of monomials of
the type
u = z(i)j f (a, b). (8)
Then we denote by dega(f ) and dega(u) the degree on a of f and u, respectively. Similarly,
degb(f ) and degb(u) are the degrees on b of f and u. Hence, degf = dega(f ) + degb(f ),
degu = dega(u) + degb(u) + 1. Of course, all degrees are well-defined only if we consider the
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the given multiplication rules.
Given the sequence K = {ki}i1 we can associate to K a real valued function ρ such that
ki = ρ(i), i = 1,2, . . . . In this case we also write A(K) = A(ρ).
Let now ρ be a polynomially bounded real function, i.e.
ρ(x) cxβ
for all positive real numbers x, where β > 0 and c > 0 are constants. We next find some condition
on such function ρ, so that the algebra A(ρ) has polynomially bounded colength sequence.
Lemma 7. Let ρ be a polynomially bounded monotone function, ρ(x) cxβ , for all x ∈R+, and
β > 0, c > 0 constants. If limx→∞ ρ(x) = ∞ then, for n large enough, the colength sequence of
the algebra A(ρ) satisfies
ln
(
A(ρ)
)
 (n + 1)3
(
3n+ 3c
(
2n
c
) β+1
β
)
.
Proof. Denote by R = R(y1, y2, y3) the relatively free algebra of var(A(ρ)) with free generators
y1, y2, y3 and by Wn the subspace of R of all homogeneous polynomials of degree n in y1, y2, y3.
By Lemma 3 it is sufficient to show that
dimWn  3n+ 3c
(n
c
) β+1
β
. (9)
In order to prove (9) we let F 〈a, b〉 be the free associative algebra generated by a and b and
we consider the F 〈a, b〉-bimodule M generated by X = {x1, x2, x3} such that M is the free right
F 〈a, b〉-module with basis X and F 〈a, b〉M = 0. Any evaluation σ : {y1, y2, y3} → A such that
σ(yi) =
∑
s,j
λijsz
(s)
j + αia + βib
satisfies the equality
σ(yi1 · · ·yik ) =
(∑
s,j
λi1jsz
(s)
j
)
(αi2a + βi2b) · · · (αik a + βikb).
Hence σ can be viewed as the composition of the following two maps
R
ψ−→ M ϕ−→ A
where
ψ(yi1 · · ·yik ) = xi1(αi2a + βi2b) · · · (αik a + βikb)
A. Giambruno et al. / Advances in Applied Mathematics 37 (2006) 360–377 371and
ϕ
(
xif (a, b)
)=
(∑
s,j
λijsz
(s)
j
)
f (a, b).
Denote by I the intersection of the kernels of all such maps ϕ :M → A. Then, clearly,
dimWn  dim
M(n)
I ∩M(n)
where M(n) is the subspace generated by the elements xif (a, b), i = 1,2,3, and f is a monomial
of degree n − 1. We next verify that the codimension of I ∩ M(n) in M(n) does not exceed
3n+ 3c(n
c
)
β+1
β
.
For k = 1,2,3, let Mk be the F 〈a, b〉-submodule of M generated by xk and let Ik = I ∩Mk ∩
M(n). If the linear map ϕij is defined by the equality ϕij (x1) = z(i)j then clearly
I1 =
⋂
i,j
kerϕij .
We first consider a fixed map ϕij and we try to bound the codimension of its kernel.
Let x1f (a, b) /∈ kerϕij for a monomial f (a, b). Then either degb(f ) = 0, i.e. f = an−1 and
j + n− 1 ρ(i) or
f = ai0bai1b · · ·bair+1
where degf = i0 + i1 +· · ·+ ir+1 +r+1 = n−1 and i0, . . . , ir+1 satisfy the following relations:
i0 = 0 if j = ki and i0 + j = ρ(i) otherwise,
i1 = ρ(i + 1)− 1, . . . , ir = ρ(i + r) − 1,
ir+1 = n− 2 − r − i0 − · · · − ir .
It follows that the codimension of kerϕij is equal to 1.
First let i be sufficiently large, namely by hypothesis there exists an integer N such that
ρ(i) n for all i N . Then for any such i we have ciβ  ρ(i) n and i  ( n
c
)
1
β follows. Now,
given any monomial x1f (a, b) ∈ M1 ∩ M(n), since for i > (nc )
1
β the inequality ρ(i) n holds,
we obtain that x1f (a, b) ∈ kerϕij as soon as degb f (a, b) 2. But the number of monomials in
a and b of total degree n− 1 and of degree at most 1 in b is n. Hence we obtain that
codim
⋂
i( n
c
)
1
β
ρ(i)⋂
j=1
kerϕij  n. (10)
On the other hand, suppose that i < (n
c
)
1
β
. Notice that, for all these i’s, the number of maps ϕij
is equal to ρ(1)+ · · · + ρ(m) where m is the greatest integer such that m < (n) 1β . Hencec
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⋂
i( n
c
)
1
β
ρ(i)⋂
j=1
kerϕij  ρ(1)+ · · · + ρ(m)
( n
c
)
1
β∫
0
ρ(x)dx  c
( n
c
)
1
β∫
0
xβ dx
= c
β + 1
((n
c
) 1
β + 1
)β+1
 c
(
2n
c
) β+1
β
, (11)
for n large enough. Putting together (10) and (11) we finally obtain
dim
M1 ∩M(n)
I1
 n+ c
(
2n
c
) β+1
β
.
Similarly, the codimension of Ik in Mk ∩ M(n) (k = 2,3), is also bounded by n + c
(
2n
c
) β+1
β
.
Thus, since M = M1 ⊕M2 ⊕M3, we obtain
dimWn  dim
M(n)
I ∩M(n)  3n+ 3c
(
2n
c
) β+1
β
and the proof of the lemma is complete. 
We now specialize the polynomially bounded function ρ to a function that behaves like γ xγ−1
for some fixed γ > 1. We make the definition.
Definition 2. Let β be a real number such that 0 < β < 1 and let γ = 1
β
. Then A = A(β) denotes
the algebra A(K) where the sequence K = {ki}i1 is defined by the relation k1 +· · ·+ kt = [tγ ],
for all t  1, where [x] is the integer part of x.
The first property of the above sequence is given in the next lemma.
Lemma 8. For all s  1 and t  1,
∑t
i=1 ks+i 
∑t
i=1 ki − 1.
Proof. Since (t + s)γ  tγ + sγ for any γ > 1 we obtain
s+t∑
i=1
ki =
s+t∑
i=s+1
ki −
s∑
i=1
ki =
[
(t + s)γ ]− [sγ ] [tγ + sγ ]− [sγ ] [tγ ]− 1. 
Lemma 9. Let χn(A(β)) =∑λn mλχλ. If λ  n is such that λ2  nβ + 2, then mλ = 0.
Proof. Let λ  n be such that mλ 	= 0. Then there exists an associative monomial g = g(a, b) on
a and b such that z(s)j g(a, b) 	= 0 in A, for some s, j , and
g = aα1baks+1−1b · · ·baks+t−1baα2
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n = degg + 1 =
t∑
i=1
ks+i + 1 + α1 + α2 + 1
t∑
i=1
ks+i + 2
and by Lemma 8, n
∑t
i=1 ki + 1 = [tγ ] + 1 > tγ . We have proved that t < nβ . But by hypoth-
esis t  λ2 − 2 nβ and we are done. 
Recall that given any two integers λ1, λ2, the function R(λ1, λ2) is defined by
R(λ1, λ2) = (λ1 + λ2)
λ1+λ2
λ
λ1
1 · λλ22
(see (7) above).
Lemma 10. Let λ = (λ1, λ2) or λ = (λ1−1, λ2,1) be a partition of n and suppose that λ2 = [nβ ].
Then
lim
n→∞ logn logn R(λ1, λ2) = β.
Proof. Clearly,
logn R(λ1, λ2) = λ1 · logn
(
1 + λ2
λ1
)
+ λ2 · logn
(
1 + λ1
λ2
)
. (12)
Since logn(1 + α) < α for any α > 0, the first summand on the right-hand side of (12) is
less than λ2. Also the second summand is not greater than λ2 since logn(1 + λ1λ2 ) < 1. Hence
logn R(λ1, λ2) 2λ2  2nβ . On the other hand, λ1 · logn(1 + λ2λ1 ) > 0 and
λ2 · logn
(
1 + λ1
λ2
)
= λ2 · logn
(
n
λ2
)
= λ2(1 − logn λ2) λ2(1 − logn nβ) (nβ − 1)(1 − β)
 nβ(1 − 2β),
for n large enough. It follows that logn R(λ1, λ2) nβ(1 − 2β) and
lim
n→∞ logn logn R(λ1, λ2) = β. 
In order to compute the asymptotic behavior of cn(A) we first choose a convenient subse-
quence cnt (A).
Proposition 1. For t = 1,2, . . . , let nt = [tγ ]+ 1. Then, for the subsequence {cnt (A(β))}t1, we
have
lim
t→∞ lognt lognt cnt
(
A(β)
)= β.
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t < ([tγ ] + 1)β . But β < 1 implies that
0 <
([
tγ
]+ 1)β − t  ([tγ ]+ 1)β − [tγ ]β < 1.
Hence t = [([tγ ] + 1)β ] = [nβt ] and the claim is established.
Let now
g = g(a, b) = ak1−1bak2−1b · · ·bakt−1b
be an associative monomial where K = {ki}i1 is the defining sequence of A(β). Then
z
(1)
1 g(a, b) = z(1)1 ak1−1bak2−1b · · ·bakt−1b 	= 0
in A and
degg + 1 =
t∑
i=1
ki + 1 =
[
tγ
]+ 1 = nt .
Let now λ = (λ1, λ2) be the partition of nt such that λ1 = nt − t , λ2 = t . Consider a Young
tableau
Tλ = ∗ ∗ · · · ∗ ∗ · · · ∗
k1 k1 + k2 · · · k1 + · · · + kt
whose second row is filled up with the integers k1, k1 +k2, . . . , k1 +· · ·+kt and all the remaining
integers 1 i  n are placed in the 1st row in some order. Then
f = f (x0, x1, . . . , xnt ) = eTλ(x0x1 · · ·xnt )
where eTλ ∈ FSnt is the essential idempotent corresponding to Tλ is not an identity of A. In fact
f (z
(1)
1 , c1, . . . , cnt ) = μz(1)1 g(a, b) 	= 0 where ck1 = ck1+k2 = · · · = ck1+···+kt = b, and ci = a for
all other i’s and μ = t !(n− t − 1)!. Thus mλ 	= 0 and by Lemma 6 we obtain the following lower
bound for the subsequence cnt (A):
cnt (A) degχλ >
1
n3t
R(λ1, λ2) = 1
n3t
R(nt − t, t).
We next compute an upper bound for cnt (A). Let μ  nt be an arbitrary partition. If μ2 
n
β
t + 2, then mμ = 0 by Lemma 9. Also recall that mμ = 0 as soon as μ4 	= 0 or μ4 = 0 and
μ3  2. Hence if mμ 	= 0, either μ = (μ1,μ2) or μ = (μ1 − 1,μ2,1) and μ2  nβt + 1. Now
from the hook formula it easily follows that
1
(
nt
)
 degχμ  nt
(
nt
)
.nt μ2 μ2
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degχμ  nt
(
nt
μ2
)
 nt
(
nt
[nβt ] + 1
)
 n3t degχμ¯
where μ¯ = (μ¯1, μ¯2) = (nt − [nβt ], [nβt ]). By applying Lemma 6 to the partition μ¯ we finally
obtain degχμ  n6t R(μ¯1, μ¯2), for all μ  nt .
Notice now that the function ρ with ρ(i) = ki , i = 1,2, . . . , defining the algebra A(β) is
monotone and polynomially bounded and limx→∞ ρ(x) = ∞. Hence we can apply Lemma 7
to the algebra A(β) and conclude that its colength is bounded by n5, since γ = 1
β
> 1. Thus,
recalling that t = [nβt ], we obtain
cnt
(
A(β)
)
 n11t R(μ¯1, μ¯2) = n11t R
(
nt −
[
n
β
t
]
,
[
n
β
t
])= n11t R(nt − t, t).
Thus
1
n3t
R(nt − t, t) cnt
(
A(β)
)
 n11t R(nt − t, t)
and by Lemma 10
lim
t→∞ lognt lognt cnt
(
A(β)
)= β
follows. 
Starting from the sequence nt we will compute the limit for all n using the following technical
remarks.
Lemma 11. Let {xt }, {yt }, {ct } be three sequences of positive real numbers such that
limt→∞ xt = ∞, limt→∞ yt = ∞ and limt→∞ xtyt = 1. If
lim
t→∞ logxt logxt ct = β
then
lim
t→∞ logyt logyt ct = β.
Proof. By applying the formula logc b = logc a loga b twice we obtain
logyt logyt ct = (logyt xt )(logxt logyt xt + logxt logxt ct ).
Hence, since limt→∞ logyt xt = 1, we immediately obtain limt→∞ logxt logyt xt = 0 and the con-
clusion of the lemma follows. 
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such that
lim
t→∞
nt+1
nt
= 1 and lim
t→∞ lognt lognt cnt = β,
then
lim
n→∞ logn logn cn = β.
Proof. First note that limt→∞ lognt lognt cnt+1 = limt→∞ lognt+1 lognt+1 cnt = β by Lemma 11.
Consider an arbitrary subsequence cm1, cm2, . . . , m1 < m2 < · · · . Then, for any s, one can find t
such that nt ms < nt+1. Thus cnt  cms  cnt+1 and
lognt+1 lognt+1 cnt  logms logms cms  lognt lognt cnt+1 .
Hence
lim
s→∞ logms logms cms = β
and
lim
n→∞ logn logn cn = β. 
Recall that for a real number x, [x] denotes the integer part of x. Applying Proposition 1 and
Lemma 12 we immediately get
Theorem 3. For any real number β with 0 < β < 1, let A = A(K) where K = {ki}i1 is defined
by the relation k1 +· · ·+kt = [t
1
β ], for all t  1. Then the sequence of codimensions of A satisfies
lim
n→∞ logn logn cn(A) = β.
Hence, cn(A) asymptotically equals nn
β
.
Acknowledgments
The first author was partially supported by MIUR of Italy; the second author was partially
supported by RFBR grant 01-01-00739, 02-01-00219 and UR 04.01.036; the third author was
partially supported by RFBR grants 02-01-00219 and SSC-1910.2003.1.
References
[1] Y. Bahturin, V. Drensky, Graded polynomial identities of matrices, Linear Algebra Appl. 357 (2002) 15–34.
[2] A. Berele, A. Regev, Applications of hook Young diagrams to PI algebras, J. Algebra 82 (2) (1983) 559–567.
[3] A. Giambruno, S. Mishchenko, On star-varieties with almost polynomial growth, Algebra Colloq. 8 (1) (2001)
33–42.
[4] A. Giambruno, S. Mishchenko, M. Zaicev, Polynomial identities on superalgebras and almost polynomial growth,
in: Special issue dedicated to Alexei Ivanovich Kostrikin, Comm. Algebra 29 (9) (2001) 3787–3800.
A. Giambruno et al. / Advances in Applied Mathematics 37 (2006) 360–377 377[5] A. Giambruno, S. Mishchenko, M. Zaicev, Codimensions of algebras and growth functions, Preprint No. 264, Dipt.
Mat. Appl., Università di Palermo (2004) 1–19.
[6] A. Giambruno, A. Regev, M. Zaicev, On the codimension growth of finite-dimensional Lie algebras, J. Alge-
bra 220 (2) (1999) 466–474.
[7] A. Giambruno, A. Regev, M. Zaicev, Simple and semisimple Lie algebras and codimension growth, Trans. Amer.
Math. Soc. 352 (4) (2000) 1935–1946.
[8] A. Giambruno, M. Zaicev, On codimension growth of finitely generated associative algebras, Adv. Math. 140 (1998)
145–155.
[9] A. Giambruno, M. Zaicev, Exponential codimension growth of PI-algebras: An exact estimate, Adv. Math. 142
(1999) 221–243.
[10] A. Giambruno, M. Zaicev, Polynomial Identities and Asymptotic Methods, Math. Surveys Monogr., vol. 122, Amer.
Math. Soc., Providence, RI, 2005.
[11] G. James, A. Kerber, The Representation Theory of the Symmetric Group, Encyclopedia Math. Appl., vol. 16,
Addison–Wesley, London, 1981.
[12] A. Kemer, T-ideals with power growth of the codimensions are Specht, Sibirsk. Mat. Zh. 19 (1978) 54–69 (in
Russian), translation in Siberian Math. J. 19 (1978) 37–48.
[13] S. Mishchenko, On varieties of Lie algebras of intermediate growth, Vestsı¯ Akad. Navuk BSSR Ser. Fı¯z.-Mat.
Navuk 126 (2) (1987) 42–45 (in Russian).
[14] S. Mishchenko, Lower bounds on the dimensions of irreducible representations of symmetric groups and of the
exponents of the exponential of varieties of Lie algebras, Mat. Sb. 187 (1996) 83–94 (in Russian), translation in Sb.
Math. 187 (1996) 81–92.
[15] S. Mishchenko, M. Zaicev, Asymptotic behaviour of colength of varieties of Lie algebras, Serdica Math. J. 26 (2)
(2000) 145–154.
[16] V. Petrogradsky, Growth of polynilpotent varieties of Lie algebras, and rapidly increasing entire functions, Mat.
Sb. 188 (6) (1997) 119–138 (in Russian), translation in Sb. Math. 188 (6) (1997) 913–931.
[17] C. Procesi, Rings with Polynomial Identities, Pure Appl. Math., vol. 17, Dekker, New York, 1973.
[18] A. Regev, Existence of identities in A ⊗B , Israel J. Math. 11 (1972) 131–152.
[19] H. Robbins, A remark on Stirling’s formula, Amer. Math. Monthly 62 (1955) 26–29.
[20] I.B. Volichenko, Varieties of Lie algebras with identity [[X1,X2,X3], [X4,X5,X6]] = 0 over a field of character-
istic zero, Sibirsk. Mat. Zh. 25 (3) (1984) 40–54 (in Russian).
[21] M. Zaicev, S. Mishchenko, A criterion for the polynomial growth of varieties of Lie superalgebras, Izv. Ross. Akad.
Nauk Ser. Mat. 62 (5) (1998) 103–116 (in Russian), translation in Izv. Math. 62 (5) (1998) 953–967.
[22] M. Zaicev, S. Mishchenko, An example of a variety of Lie algebras with a fractional exponent, Algebra, vol. 11,
J. Math. Sci. (NY) 93 (6) (1999) 977–982.
[23] M. Zaicev, Integrality of exponents of growth of identities of finite-dimensional Lie algebras, Izv. Ross. Akad. Nauk
Ser. Mat. 66 (2002) 23–48 (in Russian), translation in Izv. Math. 66 (2002) 463–487.
