Accurate prediction of peak outflows from breached embankment dams is a key parameter in dam risk assessment. In this study, efficient models were developed to predict peak breach outflows utilizing artificial neural network (ANN) and adaptive neuro-fuzzy inference system (ANFIS).
INTRODUCTION
Failure of embankment dams can cause catastrophic flooding and consequently present high risk to human life and property located at the downstream. In order to prevent and mitigate such a natural hazard, dam owners and agencies responsible for dam safety carefully study, analyze and inspect dams to identify significant failure modes. Overtopping and piping are the most encountered modes of failures causing breach of embankment dams (Wahl ) .
The breach parameters: time of failure and breach width and the peak outflow are crucial in evaluating dam risk assessments. Accurate predictions of such parameters remain a challenging task. Prediction of peak breach outflows (Q P ), which is the main theme of this study, is an essential factor in preparing early emergency action plans and designing early warning systems that might reduce or eliminate the consequences of dam failure. Several methods are available in the literature to predict the resulting Q P including: comparative analysis of similar case studies, predictor regression equations (RE) based on historic embankment dam failures, and physically based breach models using principles of hydraulics and sediment transport. Many of these methods apply unrealistic assumptions of linearity and suffer from uncertainty and lack of accurate data on a wide variety of dams (Wahl ) . In practice, numerous studies have attempted to relate peak breach out- () derived statistical expressions to predict Q P based on observed data and generated synthetic data using a copula method. Duricic et al. () proposed a model using the kriging approach to predict Q P . Sattar () developed new empirical formulae for predicting Q P using gene expression programming (GEP). From the above literature, it is seen that several prediction equations for Q P have been developed from the analysis of historic embankment dam failures under various simplifying assumptions between the considered hydraulic variables. Many of these prediction equations are unable to accurately predict Q P due to the complexity of the phenomena involved, nonlinearity, and uncertainty of data and parameters. The ANN and the adaptive neuro-fuzzy inference system (ANFIS) have been used in several problems in engineering as alternative approaches to traditional statistical models and proved advantages because of their tolerance to data errors and the ability to perform nonlinear mapping between a given input and a desired output (Azmathullah et al. ; Azmathulla & Ahmad ) . These facts proclaimed the need for using such improved prediction tools. As a result, this study was initiated to develop new models for prediction of Q P based on ANN and ANFIS techniques and provide a comparison between the results of these models and that of the best available RE and GEP. Assessment of the model's adequacy was performed by using basic statistical error criteria.
MATERIALS AND METHODOLOGY
Development of the ANN and ANFIS models in this study was based on the historical data of the 93 dam failures collected and presented by Hooshyaripor & Tahershamsi () . The dam type, material, and mode of failure were collected and added to these data as presented in Table 1 . This table contains the required data for the variables to be used in this study.
The models were developed by employing two effective input variables that are known to have a direct effect on the present phenomena: namely, the height (h w ) and volume (V w ) of water behind the dam at failure. The desired output is the peak breach outflow (Q P ). Two scenarios were applied with each of the ANN and ANFIS models. The first scenario considered the whole data as one set without classification and the second classified the data into small dams (48 dams) and large dams (45 dams). The second scenario is proposed after noting that all models and RE are unable to predict Q P of small dams at a reasonable level. Just as large dams, the small dams are not risk-free dams. From the physical standpoint, both types of dams behave differently depending on several factors, including material compositions, compaction conditions, dam geometry (height, side slopes, etc.), and reservoir capacity. When overtopping occurs it often causes erosion of dam material starting at a weak point at the dam crest. This will result in a vertically directed breach at that point which will continue until it faces a non-erodible layer (e.g., the dam base). The breach then expands laterally to an extent depending on the reservoir capacity (Singh ; Wahl ). Larger breach widths will occur from large reservoir capacities and small dam heights.
In such configurations the non-erodible layer at the dam base will be quickly reached by the vertical breach erosion, and the breach then spreads laterally. Combination of these The failure of a higher dam usually generates a larger Q P due to its higher potential energy compared with a small dam having the same storage capacity (Xu & Zhang ) . Conversely, for both types of dams, the design of the riprap protection against wave action over the upstream slopes is independent of dam height. It essentially depends on the reservoir size (fetch and location). In this study, the ANN models were trained using two network types: the neural networks tool 
ANFIS
An ANFIS combines fuzzy logic with neural networks in order to get better results for systems possessing nonlinear behavior and uncertain variables and data. The ANFIS can be described as a fuzzy inference system equipped with a training algorithm (Jang ). ANFIS consists of IF-THEN fuzzy rule base, membership functions to be used in the fuzzy rules, and a reasoning mechanism which performs the inference procedure upon the rules in order to obtain the desired output. The ANFIS uses a hybrid-learning rule combining back-propagation, gradient-descent, and a leastsquares algorithm to identify and optimize the Sugeno system's parameters. ANFIS modeling is effectively utilized in applications ranging over perhaps all branches of engineering, however, there is currently no solution to predict the Q P using this technique. In the present study, an ANFIS model is developed to predict Q P as a function of h w and V w under two scenarios, as given in Table 2 , as follows:
1. One model is developed using all available data vectors of (h w ), (V w ), and (Q P ) from the historical 93 dam failures in Table 1 without classification. This database is randomly subdivided into two sets without any pre-selection process. The bigger set (73 dams) is used in the training (Singh ) . The data in each class are further subdivided into two sets where one is used in the training phase of the models (39 small dams and 37 large dams) and the other is used in their testing phase (nine small dams and eight large dams). The ANFIS models were trained and tested with the ANFIS editor. The ANFIS toolbox employed is the MATLAB ® V7.10 (R2010a). The models were developed using the following steps at the ANFIS graphical user interface (GUI): (1) obtaining training data, (2) data sizing, (3) data partitioning, and (4) loading the data set. Table 3 presents the ranges and the linguistic labels of the fuzzy membership functions (MFs) of the input variables. It takes several trials in order to reach the optimum number and shape of MFs that result in reliable estimates for the output. Figures 1-3 show the MFs of the ANFIS developed models to predict Q P for both scenarios.
To illustrate the ANFIS method using a first-order Takagi Rule 1: If h w is A 1 and V w is B 1 then
Rule 2: If h w is A 2 and V w is B 2 then
where A 1 , A 2 and B 1 , B 2 are the MFs of h w and V w , respectively; p i , q i , and r i (i ¼ 1 or 2) are linear parameters in the consequent part of the first-order Takagi-Sugeno model.
These parameters have to be determined in the training process besides premise parameters which belong to MFs.
The ANFIS architecture consists of five layers as illustrated in Figure 4 .
In Figure 4 , Layer 1 consists of adaptive nodes that assign membership degrees (μ A i or μ B iÀ2 ) for linguistic labels (small, medium, large, etc.) depending on premise input variables. For generalized bell MFs, the output node function in layer 1, O 1,i , is given by: where {δ I , σ I } is the parameter set of the MFs in the premise part of fuzzy IF-THEN rules that adjusts the shapes of the MFs. Table 4 shows the rule base of one of the ANFIS models.
Layer 2 presents the firing strength of each rule. The output of each node is the fuzzy AND (Minimum) of all membership
Layer 3 outputs are the normalized firing strengths.
Each node is a fixed rule labeled N. The output of the ith node is calculated as:
Layer 4 consists of adaptive nodes that calculate the rule outputs based upon consequent parameters using the func-
Layer 5 transforms (defuzzifies) each rule's fuzzy results to a crisp output:
In each iteration during the training of the ANFIS model, the node outputs are calculated up to layer 4. At layer 5, the consequent parameters are calculated using a least-squares regression method. The output of the ANFIS is calculated and the errors propagated back through the layers in order to determine the premise parameter (layer 1) updates (Jang et al. ). The criterion chosen for the development of the ANFIS model as shown in Table 2 was based on the selection of the number and type of MFs, learning algorithm, iteration size, and data size. The modeling criterion adopted was to effectively tune the MFs to minimize the output error and maximize performance index.
ANN
Based on the literature, the ANN technique can easily be applied to nonlinear complex systems that involve pattern 
NNTool and NNFTool are the GUI tools included in
Neural Network Toolbox. In this study, by using these tools, first input and output data are loaded to the system. Then, network type, training function, adaption learning function, performance function, and number of layers are chosen. As a result, a neural network is created. A multilayer feed forward perceptron neural network with backpropagation training method was used in this study (Rojas ) . In the present ANN models there is an input layer for h w and V w , one processing hidden layer, and a final processing layer for Q P . Figure 5 shows the three-layer topology of the ANN model.
Each node in the hidden layer receives and processes weighted input from the input layer and transmits its output to the Q P layer through links. Each link is assigned a weight, which is a numerical estimate of the connection strength. The weighted summation of inputs to a node is converted to an output according to a transfer function, The predicted peak breach outflows (Q p pred ) is compared with the observed peak breach outflows (Q p obs ) to determine the mean square error of the prediction of both models, with
where n is number of data points. The backward computation including calculation of the MSE of Q p pred and Q p obs is back-propagated through the network from the Q p pred layer to the input layer, at which time the weights of the connections are modified according to the delta learning rule. This rule is defined as a type of learning using the gradient descent to search the weights that best reduce the difference between Q p pred and Q p obs . The previous two steps are repeated until the error of the network is minimized. The delta learning rule controls the learning process by changing the present weight based on past weight changes.
Available RE and GEP
Based on his uncertainty analysis, Wahl () concluded that the Froehlich () equation performed better than 
Xu & Zhang () 'best' RE:
where g ¼ 9.806 m/s 2 is acceleration of gravity; h r ¼15 m is a reference height; B 4 ¼b3 þ b4 þ b5, in which b3 ¼ ∼0.503, ∼0.591, and ∼0.649 for DC, FD, and HD/ZD dams type, respectively, b4 ¼ ∼0.705 and ∼1.039 for overtopping and seepage erosion/piping, respectively, b5 ¼ ∼0.007, ∼0.375
and ∼1.362 for HE, ME, and LE dam erodibility, respectively.
Hooshyaripor et al. () RE:
Sattar () GEP:
where RS ¼ V
1=3
w =h w is the reservoir shape factor, c 1 ¼ 0:083, c 2 ¼ À0:87, c 3 ¼ À0:80. For D t , 4 is given for HD, 3 for DC, 2 for ZD, and 1 for FD. For D e , 3 is assigned for HE, 2 for ME, and 1 for LE. For D f , 1.1 denotes piping failure, and 1.2 overtopping failure. The variables Q P , V w , and h w in these equations are measured in m 3 /s, m 3 , and m, respectively.
Reliability of the ANN and ANFIS models
The best performances of the ANN and ANFIS models versus the available RE and GEP were conducted according to basic statistical evaluation criteria such as the mean absolute error (MAE) in m 3 /s, Nash & Sutcliffe () coefficient of efficiency (E), and coefficient of determination (R 2 ), with
where μ Q p obs is the mean of the observed peak breach outflow. These can help in comparisons between observed versus predicted peak outflows obtained by the developed models, RE and GEP. Since the uncertainty of prediction of such a phenomenon is large, the 95% confidence 
RESULTS AND DISCUSSION
In this study, two models based on the first scenario and four models based on the second scenario were developed by ANN in order to predict Q P . Similarly, one model using the first scenario and two models using the second scenario were developed by the ANFIS technique. The results of these models are presented here.
Results of first scenario (S 1 )
The ANN and ANFIS models in this scenario were developed using unclassified separate sets of data vectors for h w , V w , and Q P from the available 93 dam failures. Table 8 which shows the calculated error criteria after separating the results of the first scenario models into small and large dams. The results of small dams by all models showed very low E and R 2 in comparison to large dams.
Results of second scenario (S 2 )
In this scenario the data vectors from the 93 dam failures were classified as 48 small dams and 45 large dams, which were used for building four models using ANN and two models using ANFIS techniques.
1. The ANN employed a SIG, LOGSIG, and TANSIG transfer function as activator with a back-propagation algorithm for learning. An important role in ANN model development is to ensure the generalization ability of the trained models to produce accurate predictions for testing data subsets. This is often achieved by dividing the available data into training, validation, and test sets. The training set is used to calibrate the model, the validation set is used in cross-validation during the training process to avoid overfitting, and the test set is used to test the performance of the model on the testing data set which was not used by the model during its training phase. Classified input and output data vectors were further separated by the network into three sets for each trial as: training set (28 small dams, 27 large dams), validation set (10 small dams, nine large dams), and testing set (10 small dams, nine large dams)
for both NNTool and NNFTool, respectively.
2. Training and testing the two ANFIS models were performed after dividing the classified data into two sets as: training set (39 small dams, 37 large dams) and testing set (nine small dams, eight large dams). The ANFIS models were developed using first-order Sugeno type- The schematic performance of only the NNFTool model were drawn in Figure 10 for small dams' class and in Figure 11 for large dams' class as it gave the best results in this scenario either for training or testing data. The quantitative results of the utilized error criteria are presented in Table 9 for the second scenario models. The ANN and ANFIS models showed the higher E and R 2 (both are >0.9) and lower MAE for both classes of small and large dams. Based on the error criteria given in Tables 8 and 9, one can see that the MAE is reduced by about 65% for small dams' class after classification of data and building the models accordingly.
Moreover, E and R 2 remarkably improved, e.g., the they were the only cases in the testing database having all the required data to perform the calculations of the mentioned models. Figure 12 shows the comparison and the performance of the various models in predicting Q P using this testing set. It should be recognized that the above RE and GEP benefited from the selected testing data set. That is because several dams in this testing set were used in their derivation.
Hence, this would add advantages to their predictions. On the contrary, this testing data set was not a part of the data used to train the developed ANN and ANFIS models.
Despite these facts the developed ANN and ANFIS models provided a quite reasonable match between the predicted and observed peak outflow values in comparison to RE and GEP. In Figure 12 , the trend line and the coefficient of determination R 2 were inserted in addition to the 1:1 line of agreement between the predicted and the observed peak outflow values. Although the R 2 value in Sattar () GEP is large (very close to 1), it does not indicate that this is the best model. The square root of R 2 indicated the scatter of the 
