We propose a two-stage penalized least squares method to build large systems of structural equations based on the instrumental variables view of the classical twostage least squares method. We show that, with large numbers of endogenous and exogenous variables, the system can be constructed via consistent estimation of a set of conditional expectations at the first stage, and consistent selection of regulatory effects at the second stage. While the consistent estimation at the first stage can be obtained via the ridge regression, the adaptive lasso is employed at the second stage to achieve the consistent selection. The resultant estimates of regulatory effects enjoy the oracle properties. This method is computationally fast and allows for parallel implementation. We demonstrate its effectiveness via simulation studies and real data analysis.
INTRODUCTION
We consider a linear system with p endogenous and q exogenous variables. With a sample of n observations from this system, we denote the observed values of endogenous and exogenous variables by Y n×p = (Y 1 , · · · , Y p ) and X n×q = (X 1 , · · · , X q ), respectively. The interactions among endogenous variables and the direct causal effects by exogenous variables can be described by a system of structural equations,
where the p × p matrix Γ has zero diagonal elements and contains regulatory effects, the q × p matrix Ψ contains causal effects, and ǫ is an n × p matrix of error terms. We assume that X and ǫ are independent of each other, and each component of ǫ is independently distributed as normal with zero mean while rows of ǫ are identically distributed. With gene expression levels and genotypic values as endogenous and exogenous variables, respectively, the model (1) has been used to represent a gene regulatory network with each equation modeling the regulatory genetic effects as well as the causal genomic effects from cis-eQTL (i.e., expression quantitative trait loci located within the regions of their target genes) on a given gene, see Xiong et al. (2004) , and Liu et al. (2008) , among others. Genetical genomics experiments, which collect genome-wide gene expressions and genotypic values, have been widely undertaken to construct gene regulatory networks (Jansen and Nap 2001; Schadt et al. 2003) . However, fitting a system of structural equations in (1) to genetical genomics data for the purpose of revealing a whole-genome gene regulatory network is still hindered by lack of an effective statistical method which addresses issues brought by large numbers of endogenous and exogenous variables.
Several efforts have been made to construct the system (1) with genetical genomics data. Xiong et al. (2004) proposed to use a genetic algorithm to search for genetic networks which minimize the Akaike Information Criterion (AIC; Akaike 1974) , and Liu et al. (2008) instead proposed to minimize the Bayesian Information Criterion (BIC; Schwartz 1978) and its modification (Broman and Speed 2002) for the optimal genetic networks. Both AIC and BIC are applicable to inferring networks for only a small number of endogenous variables. For a large system with many endogenous and exogenous variables, Cai et al. (2013) proposed to maximize a penalized likelihood to construct a sparse system. However, it is computationally formidable to fit a large system based on the likelihood function of the complete model. Logsdon and Mezey (2010) instead proposed to apply the adaptive lasso (Zou 2006) to fitting each structural equation separately, and then recover the network relying on additional assumption on unique exogenous variables. However, Cai et al. (2013) demonstrated its inferior performance via simulation studies, which is consistent with our conclusion.
Instead of the full information model specified in (1), we seek to establish the large system via constructing a large number of limited information models, each for one endogenous variable (Schmidt 1976) . For example, when the k-th endogenous variable is concerned, we focus on the k-th structural equation in (1) which models the regulatory effects of other endogenous variables and direct causal effects of exogenous variables, and ignore the system structures contained in other structural equations, leading to the following limited-information model,
Here Y −k refers to Y excluding the k-th column, γ k refers to the k-th column of Γ excluding the diagonal zero, and ψ k and ǫ k refer to the k-th columns of Ψ and ǫ respectively. The second part of the model (2) is from the following reduced model by excluding the k-th reduced-form equation, with π = Ψ(I − Γ)
In a classical low-dimensional setting, applying the ordinary least squares method to the first equation in (2) leads to underestimated γ k and ψ k due to correlated Y −k and ǫ k . Instead, the reduced-form equations in (2) are fitted to obtain least squares estimatorπ −k of π −k , and least squares estimators of γ k and ψ k are further obtained by regressing Y k againstŶ −k = Xπ −k and X. This procedure is widely known as the two-stage least squares (2SLS) method which can produce consistent estimates of the parameters when the system is identifiable. The 2SLS estimator was originally proposed by Theil (1953a ,b, 1961 ) and, independently, Basmann (1957 , and can be restated as the instrumental variables estimator (Reiersøl 1941 (Reiersøl , 1945 .
As in a typical genetical genomics experiment, we are interested in constructing a large system with the number of endogenous variables p possibly larger than the sample size n. Such a high-dimensional and small sample size data set makes it infeasible to directly apply the 2SLS method. Indeed, p ≥ n may result in perfect fits of reduced-form equations at the first stage, which implies that we regress against the observed values of endogenous variables at the second stage and therefore obtain ordinary least squares estimates of the parameters. It is well known that such ordinary least squares estimates are inconsistent. Furthermore, constructing a large system demands, at the second stage, selecting regulatory endogenous variables among massive candidates, i.e., variable selection in fitting high-dimensional linear models.
In the setting of selecting instrumental variables (IVs) among a large number of candidates, L 1 regularized least squares estimators have been recently proposed to replace the ordinary least squares estimator at the first stage of 2SLS (Belloni et al. 2012; Lin et al. 2015; Zhu 2015) . Belloni et al. (2012) applied lasso-based methods to select IVs and obtain consistent estimations at the first stage when the first stage is approximately sparse. For sparse instrumental variables models, Zhu (2015) proposed to replace with lasso-based methods at both stages of 2SLS and Lin et al. (2015) considered the representative L 1 regularization methods and a class of concave regularization methods for both stages. All of these methods assume that each endogenous variable is only associated to a relatively small set of exogenous variables, i.e., each row of π in (3) only has a small set of nonzero components.
Here we consider to construct a general system of structural equations, which allows us to model nonrecursive or even cyclic relationships between endogenous variables. With the instrumental variables view of the two-stage approach, we observed that successful identification and consistent estimation of model parameters rely on consistent estimation of a set of conditional expectations which are optimal instruments. Therefore, establishing the system (1) in a high-dimensional setting is contingent on obtaining consistent estimation of these conditional expectations at the first stage, and effectively selecting and estimating of regulatory effects out of a large number of candidates at the second stage. Accordingly, we propose a two-stage penalized least squares (2SPLS) method to fit regularized linear models at each stage, with L 2 regularized linear models at the first stage and L 1 regularized linear models at the second stage.
The proposed method addresses three challenging issues in constructing a large system of structural equations, i.e., memory capacity, computational time, and statistical power. First, the limited information models are considered to develop the algorithm. In this way, we avoid working with full information models which may consist of many subnetworks and involve a massive number of endogenous variables. Second, allowing us to fit one linear model for each endogenous variable at each stage makes the algorithm computationally fast. It also makes it feasible to parallelize the large number of model fittings at each stage. Finally, the oracle properties of the resultant estimates show that the proposed method can achieve optimal power in identifying and estimating regulatory effects. Furthermore, the efficient computation makes it feasible to use the bootstrap method to evaluate the significance of regulatory effects.
The rest of this paper is organized as follows. First, we state an identifiable model in Section 2. Section 3 revisits the instrumental variables view on the classical 2SLS method, which motivates our development of the 2SPLS method in Section 4. In Section 5, we show that the estimates from 2SPLS have the oracle properties with the proof included in the Appendix. Simulation studies are carried out in Section 6 to evaluate the performance of 2SPLS. An application to a real data set to infer a yeast gene regulatory network is presented in Section 7. We conclude this paper with a discussion in Section 8.
THE IDENTIFIABLE MODEL
We follow the practice of constructing system (1) in analyzing genetical genomics data (Logsdon and Mezey 2010; Cai et al. 2013) , and assume that each endogenous variable is affected by a unique set of exogenous variables, that is, the structural equation in (2) has known zero elements of ψ k . Explicitly, we use S k to denote the set of row indices of known nonzero elements in ψ k . Then we have known sets S k , k = 1, 2, · · · , p, which dissect the set {1, 2, · · · , q}. We explicitly state this assumption in the below.
The above assumption satisfies the rank condition (Schmidt 1976) , which is a sufficient condition for model identification. Since each ψ k has a set of known zero components, from this point forward we ignore them and rewrite the structural equation in the model (2) as,
THE INSTRUMENTAL VARIABLES VIEW OF THE TWO-STAGE LEAST SQUARES METHOD
Because Y −k and ǫ k are correlated, fitting merely the model (4) results in biased estimates of γ k and ψ S k . However, the following two sets of variables are independent,
Consequently, consistent estimates of γ k and ψ S k can be obtained by applying least squares method to the following model,
Observing
naturally leads to application of the instrumental variables method (Reiersøl 1941 (Reiersøl , 1945 , that is, replacing Z −k = Xπ −k with its estimateẐ −k = Xπ −k in fitting the linear model (5). When a √ n-consistent least squares estimator of π j is obtained by fitting each equation in (3) for j = 1, · · · , p, the resultant estimators of γ k and ψ S k are exactly the 2SLS estimators by Theil (1953a Theil ( ,b, 1961 and Basmann (1957) . Suppose that the matrix X satisfies the assumption in the below. It is easy to prove that, in a low-dimensional setting, we can obtain consistent estimators for the model (5) with any consistent estimate of π −k .
where C is a positive definite matrix.
Proposition 3.1 Suppose Assumptions A and B are satisfied for the system (1) with fixed p ≪ n and q ≪ n. When there exists a consistent estimatorπ −k of π −k , the ordinary least squares estimators of
The above instrumental variables view implies that the conditional expectation
serves as the optimal instrument for Y −k . Although, in a low-dimensional setting, any consistent estimatorπ −k leads to the instrumentẐ −k = Xπ −k , an efficient estimate of π −k should be used to produce efficient estimates of γ k and ψ S k . In the following section, we build up on this view and construct the high-dimensional system (1) by first fitting high-dimensional linear models to consistently estimate the conditional expectations of endogenous variables given exogenous variables.
THE TWO-STAGE PENALIZED LEAST SQUARES METHOD
To construct the limited-information model (2), we can obtain consistent estimates of the conditional expectations of endogenous variables given exogenous variables by fitting highdimensional linear models, and then conduct a high-dimensional variable selection following our view on the model (5). Accordingly, we propose a two-stage penalized least squares (2SPLS) procedure to construct each model in (2) so as to establish the large system (1).
The Method
At the first stage, we use the ridge regression to fit each reduced-form equation in (3) to obtain consistent estimates of the conditional expectations of endogenous variables given exogenous variables, that is, for each j = 1, 2, · · · , p, we obtain the ridge regression estimator of π j by minimizing the following penalized sum of squares,
where τ j > 0 is a tuning parameter that controls the strength of the penalty. The solution to the minimization problem isπ j = (
With a proper choice of τ j , the ridge regression has a good estimation performance as shown in the next section.
At the second stage, we replace Z −k withẐ −k in model (5) to derive estimates of γ k and ψ S k , specifically, we minimize the following penalized error squares to obtain estimates of γ k and
where |γ k | denotes componentwise absolute value of γ k , ω k is a known weight vector, and λ n > 0 is a tuning parameter. Minimizing for ψ S k in (7) leads tô
where X S k is usually of low dimension, and the above least squares estimator of ψ S k is easy to obtain. Pluggingψ S k into (7), we can solve the following minimization problem to obtain an estimate of γ k ,
where
, this is equivalent to a variable selection problem in regressing H k Y k against high-dimensional H kẐ−k . We will resort to adaptive lasso to select nonzero components of γ k and estimate them. Specifically, picking up a δ > 0 and obtainingγ k as a √ n-consistent estimate of γ k , we calculate the weight vector ω k with components inversely proportional to components of |γ k | δ . The above minimization problem (8) is a convex optimization problem which is computationally efficient.
Tuning Parameter Selection
In this method, we need to select tuning parameters at each stage. At the first stage, we propose to choose each τ j in (6) by the method of generalized cross-validation (GCV; Golub et al. 1979) , that is,
.
It is a rotation-invariant version of ordinary cross-validation, and leads to an approximately optimal estimate of the conditional expectation Z j . At the second stage, the tuning parameter λ n in (8) is obtained via K-fold cross validation.
THEORETICAL PROPERTIES
As an extension of the classical 2SLS method to high dimensions, the proposed 2SPLS method also has some good theoretical properties. In this section, we will show that the 2SPLS estimates enjoy the oracle properties. As the second-stage estimation relies on the ridge estimatesẐ −k obtained from the first stage, we start with the theoretical properties ofẐ −k . As mentioned previously, each τ j in (6) is obtained by GCV. Interestingly, as stated by Golub et al. (1979) , such a τ j is closely related to the one minimizing
We have the following result similar to Theorem 2 of Golub et al. (1979) . 
This theorem implies that the GCV estimateẐ j = P τ j Y j is approximately the optimal estimate of the conditional expectation Z j ; furthermore, as the optimal tuning parameter approximates a constant determined by the variance components ratio, we make the following assumption on τ j .
We then have the following properties onẐ −k . 
Thuŝ Z −k results in regression errors with good properties, i.e., the error effects on the 2SPLS estimators will vanish when the sample size gets sufficiently large.
In summary, the above theorem indicates thatẐ −k behaves the same way as Z −k asymptotically, which makes it reasonable to replace Z −k withẐ −k at the second stage. Denote the j-th elements of γ k andγ k as γ kj andγ kj , respectively. Then, the properties ofẐ −k in Theorem 2, together with the oracle properties of the adaptive lasso, will lead to the following oracle properties of our proposed estimates. 
It is worth mentioning that Theorem 2 plays an essential role in establishing the oracle properties of 2SPLS. In fact, as long as the properties in Theorem 2 hold true for the first-stage estimates of Z −k , the oracle properties can be expected from the adaptive lasso (Zou 2006) at the second stage. On the other hand, we can also generalize the second-stage regularization to a wide class of regularization methods (Fan and Li 2001; Huang et al. 2011; Zhang 2010) , the theoretical properties, of which, can still be inherited due to the results in Theorem 2.
SIMULATION STUDIES
We conducted simulation studies to compare 2SPLS with the adaptive lasso based algorithm (AL) by Logsdon and Mezey (2010) , and the sparsity-aware maximum likelihood algorithm (SML) by Cai et al. (2013) . To investigate whether it is necessary to select instrumental variables at the first stage as proposed in Belloni et al. (2012) , Lin et al. (2015) , and Zhu (2015), we also consider a method which replaces the ridge regression at the first stage of 2SPLS with the adaptive lasso, that is, the two-stage adaptive lasso (2SAL) method. Both acyclic networks and cyclic networks were simulated, each involving 300 endogenous variables. Each endogenous variable was simulated to have, on average, one regulatory effect for sparse networks, or three regulatory effects for dense networks. The regulatory effects were independently simulated from a uniform distribution over (−1, −0.5) ∪ (0.5, 1). To allow the use of AL and SML, every endogenous variable in the same network was simulated to have the same number (either one or three) of nonzero exogenous effects (EEs) by the exogenous variables, with all effects equal to one. Each exogenous variable was simulated to take values 0, 1 and 2 with probabilities 0.25, 0.5 and 0.25, respectively, emulating genotypes of an F2 cross in a genetical genomics experiment. All error terms were independently simulated from N(0, 0.1 2 ), and the sample size n varied from 100 to 1000. For each network setup, we simulated 100 data sets and applied all four algorithms to calculate the power and false discovery rate (FDR).
For inferring acyclic networks, the power and FDR of the four different algorithms are plotted in Figure 1 . 2SPLS has greater power than the other three algorithms to infer both sparse and dense acyclic networks when the sample size is small or moderate. When the sample size is large, 2SPLS, SML, and 2SAL are comparable for constructing both sparse and dense acyclic networks. In any case, AL has much lower power than other methods. Specifically, AL provides power as low as under 10% when the sample size is not large, and its power is still under 50% even when the sample size increases to 1000. On the other hand, 2SPLS provides power over 80% for small sample sizes, and over 90% for moderate to large sample sizes.
As shown in Figure 1 , 2SPLS controls the FDR under 20% except for the case which has three available EEs with small sample sizes (n = 100). Although SML controls the FDR as low as under 5% for sparse acyclic networks when the sample sizes are large, it reports large FDRs when the sample sizes are not large. For example, when the sample sizes are under 200, SML reports FDR over 40% for dense acyclic networks. In general, both 2SPLS and SML outperform AL and 2SAL in terms of FDR. Only in the case when inferring sparse acyclic networks with one available EE from data sets of moderate or large sample sizes, AL and 2SAL report FDR lower than 2SPLS.
Plotted in Figure 2 Figure 1 : Performance of 2SPLS, AL, SML, and 2SAL when identifying regulatory effects in acyclic networks with one EE or three EEs.
inferring cyclic networks. Similar to the results on acyclic networks, 2SPLS has greater power than SML and AL across all sample sizes and has lower FDR when the sample size is not large. 2SPLS has greater power than 2SAL in most scenarios and has much lower FDR than 2SAL except for the case when inferring sparse cyclic networks from data sets of large sample sizes. SML provides power competitive to 2SPLS for sparse cyclic networks, but its power is much lower than that of 2SPLS for dense cyclic networks. Similar to the case of acyclic networks, SML reports much higher FDR for inferring dense networks from data sets with small sample sizes though it reports small FDR when the sample sizes are large. 2SAL reports the highest FDR, especially for networks with three available EEs.
Although not performing as well as 2SPLS, 2SAL reports competitive power to SML when inferring either acyclic or cyclic networks. For the acyclic sparse network with one EE, 2SAL can control FDR at a similar level to 2SPLS because each endogenous variable may be associated to a very small set of exogenous variables in (3). However, we observed high FDR of 2SAL in Figure 1 .b for the acyclic sparse network with three EEs which triples the average number of exogenous variables associated to each endogenous variable. The similar phenomenon of 2SAL appears in Figure 2 .b for the cyclic sparse networks. The dense networks also triple the average number of regulatory effects for each endogenous variable, which implies an increased number of exogenous variables associated to each endogenous variable in (3). Therefore, we unsurprisingly observed even higher FDR of 2SAL in Figure 1 .d and Figure 2 .d, where the FDR is as high as over 0.8. In summary, variable selection at the first stage seems work well when each endogenous variable is associated to a small set of exogenous variables in (3), but may compromise the identification of regulatory effects at the second stage when the number of exogenous variables associated to an endogenous variable increases.
Both 2SPLS and 2SAL are two-stage methods developed based on the limited-information model (2), instead of the full-information model used by SML, leading to fast computation and potential implementation of parallel computing. To demonstrate the computational advantage of 2SPLS and 2SAL, we recorded the computing time of all algorithms when inferring the same networks from small data sets (n = 100). Each algorithm analyzed the same data set using only one CPU in a server with Quad-Core AMD Opteron TM Processor 8380. Reported in Table 1 are the running times of all four algorithms for inferring different networks. AL is the fastest although it performs with the least power. The running time of 2SPLS usually doubles or triples that of AL, but the computation time of 2SAL generally triples that of 2SPLS because 2SAL employed K-fold cross-validation to choose the tuning parameter at the first stage. SML is the slowest algorithm which generally takes more than 40 times longer than 2SPLS to infer different networks. In particular, SML is almost 200 times slower than 2SPLS when inferring acyclic sparse networks.
The robustness of 2SPLS was also evaluated from different aspects: (i) its robustness to different noise levels by doubling or even quadrupling the error variance; (ii) its robustness to non-normality of error terms by simulating errors sampled from a t-distribution, i.e., t(3); (iii) its robustness to uncertainty in the connections between exogenous and endogenous variables by simulating three exogenous effects for each endogenous variable (to emulate the genetical genomics experiment, the three exogenous variables are correlated with correlation coefficients at 0.8, and have effects at 1, 0.5, and -0.3, respectively) but including only one exogenous variable with the strongest estimated effects for each endogenous variable; (iv) its robustness to existence of hub nodes by simulating networks with six hub nodes having five regulatory effects on average while other endogenous variables having on average one regulatory effect for sparse networks, or three regulatory effects for dense networks. All networks include 300 endogenous variables, and the networks with errors following N(0, 0.01) are the same as those shown in Figure 1 . As shown in Figure 3 , the 2SPLS method demonstrated robust power while the FDR was slightly affected when the error variance doubled. When the error variance quadrupled, a higher FDR was reported as expected. With errors from t(3), we observed similar power and slightly increased FDR of 2SPLS, which confirms the robustness of 2SPLS to non-normality. The uncertainty in the connections between exogenous and endogenous variables had almost no effect on the power of 2SPLS, and only slightly increased the FDR in constructing sparse networks. The Table 1 : The running time (in seconds) of inferring networks from a data set with n = 100.
Acyclic Cyclic
existence of hub nodes rarely affected construction of dense networks, but decreased the FDR in constructing sparse networks. Overall, the performance of 2SPLS is remarkable in demonstrating robustness under a variety of realistic data structures.
REAL DATA ANALYSIS
We analyzed a yeast data set with 112 segregants from a cross between two strains BY4716 and RM11-la (Brem and Kruglyak 2005) . A total of 5,727 genes were measured for their expression values, and 2,956 markers were genotyped. Each marker within a genetic region (including 1kb upstream and downstream regions) was evaluated for its association with the corresponding gene expression, yielding 722 genes with marginally significant cis-eQTL (p-value < 0.05). The set of cis-eQTL for each gene was filtered to control a pairwise correlation under 0.90, and then further filtered to keep up to three cis-eQTL which have the strongest association with the corresponding gene expression. With 112 observations of 722 endogenous variables and 732 exogenous variables, we applied 2SPLS to infer the gene regulatory network in yeast. The constructed network includes 7,300 regulatory effects in total. To evaluate the reliability of constructed gene regulations, we generated 10,000 bootstrap data sets (each with n = 112) by randomly sampling the original data with replacement, and applied 2SPLS to each data set to infer the gene regulatory network. Among the 7,300 regulatory effects, 323 effects were repeatedly identified in more than 80% of the 10,000 data sets, and Figure 4 shows the three largest subnetworks formed by these 323 effects. Specifically, the largest subnetwork consists of 22 endogenous variables and 26 regulatory effects, the second largest one includes 14 endogenous variables and 18 regulatory effects, and the third largest one has 11 endogenous variables and 16 regulatory effects.
A gene-enrichment analysis with DAVID (Huang et al. 2009) and are shown in Figure 5 . There are seven pairs of genes which regulate each other. It is interesting to observe that all regulatory genes up regulate the target genes except two genes, namely, YCL018W and YEL021W.
DISCUSSION
In a classical setting with small numbers of endogenous/exogenous variables, constructing a system of structural equations has been well studied since Haavelmo (1943 Haavelmo ( , 1944 . Anderson and Rubin (1949) first proposed to estimate the parameters of a single structural equation with the limited information maximum likelihood estimator. Later, Theil (1953a Theil ( ,b, 1961 and Basmann (1957) independently developed the 2SLS estimator, which is the simplest and most common estimation method for fitting a system of structural equations. However, genetical genomics experiments usually collect data in which both the number of endogenous variables and the number of exogenous variables can be very large, invalidating the classical methods for building gene regulatory networks. It is noteworthy that, although each structural equation modeling gene regulation has few exogenous variables, the genome-wide gene regulatory network consists of a large number of structural equations and therefore has a large number of exogenous variables. The instrumental variables view of 2SLS sheds light on the consistency of 2SLS estimators which is guaranteed by good estimation of the conditional expectations of endogenous variables given exogenous variables. For large systems, we proposed to estimate these conditional expectations via ridge regression coupled with GCV so as to address possible overfitting issues brought by a large number of exogenous variables. We obtained approximately optimal estimation of these conditional expectations at the first stage. At the second stage, we could adopt results from high-dimensional variable selection, e.g., Fan and Li (2001) , Zou (2006) , Zhang (2010), and Huang et al. (2011) , to consistently identify and further estimate the regulatory effects of the endogenous variables. As a high-dimensional extension of the classical 2SLS method, the 2SPLS method is also computationally fast and easy to implement. As shown in constructing a genome-wide gene regulatory network of yeast, the high computational efficiency of 2SPLS allows us to employ the bootstrap method to calculate the p-values of the regulatory effects.
Our simulation studies show a seemingly counterintuitive result that our moment-based method 2SPLS provides higher power than the likelihood-based method SML, because the maximum likelihood method is usually the most efficient method, and dominates moment methods. However, as evidenced in Bollen (1996) and Kennedy (1985) (p.134), 2SLS can perform better than the maximum likelihood method in small samples. Furthermore, SML is not a pure likelihood method but rather a penalized likelihood method, and 2SPLS is not a pure moment method but rather a penalized moment method. Therefore, the theoretical advantage of likelihood methods over moment methods may not carry over to comparing penalized likelihood methods versus penalized moment methods. In fact, SML uses an L 1 penalty to penalize nonzero regulatory effects, but 2SPLS employs an L 2 penalty on the regression coefficients of the reduced models at the first stage and an L 1 penalty on the regulatory effects at the second stage. We conjecture that the different choice of penalty terms may also distinguish the two different methods as shown in the advantage of the elastic net (Zou and Hastie 2005) over lasso (Tibshirani 1996) .
Although applicable to diverse fields, our development of 2SPLS is motivated by constructing gene regulatory networks using genetical genomics data. The algorithm is applicable to any population-based studies with either experimental crosses or natural populations. Assumption A means that each gene under investigation has at least one unique polymorphism from its cis-eQTL, which can be detected with classical eQTL mapping methods, e.g., Kendziorski et al. (2006) , Gelfond et al. (2007) , and Jia and Xu (2007) . Trans-eQTL (i.e., eQTL outside the regions of their target genes) hold the key to our understanding of gene regulation because their indirect regulations are likely caused by interactions among genes. When the gene regulatory network is modeled with a system of structural equations, classical eQTL mapping methods essentially identify both cis-eQTL and trans-eQTL involved in each reduced-form equation in the reduced model (3). Nonetheless, it is challenging, if not impossible, to recover a large system from the reduced model.
An alternative strategy to construct the whole system is to build undirected graphs first (Spirtes et al. 2001; Shipley 2002; de la Fuente et al. 2004) and then locally orient the edges in the graphs (Aten et al. 2008; Neto et al. 2008) . While constructing a small network is much easier and more robust than constructing a large system, we here intend to construct large networks, such as whole-genome gene regulatory networks from genetical genomics data. Furthermore, application of the alternative strategy is contingent on whether the underlying system is composed of unconnected subsystems, because ignoring the regulatory effects from other genes outside a subset of genes may lead to false regulatory interaction (Neto et al. 2008; de la Fuente et al. 2004) . Instead, 2SPLS allows to construct a subset of structural equations inside the whole system, ignoring many other structural equations. Therefore, we can apply 2SPLS to investigate the interactive regulation among a subset of genes as well as how these genes are regulated by others.
It is evidenced in different species that effects of trans-eQTL are weaker than that of cis-eQTL and trans-eQTL are more difficult to identify than cis-eQTL (Schadt et al. 2003; Dixon et al. 2007 ). On the other hand, a system of structural equations modeling genomewide gene regulation may induce a large number of trans-eQTL to each reduced-form equation in (3). While constructing the system is contingent on the accuracy of predicting each endogenous variable on the basis of the corresponding reduced-form equation in (3), the weak effects of a large number of trans-eQTL privilege the use of ridge regression at the first stage of 2SPLS for constructing gene regulatory networks (Frank and Friedman 1993) . By comparing 2SPLS with 2SAL, our simulation studies demonstrated the superiority of using ridge regression instead of the adaptive lasso at the first stage. In fact, when some genes have a relatively large number of trans-eQTL, selecting variables at the first stage may compromise the identification of regulatory effects at the second stage.
APPENDIX A: PROOF OF THEOREM 2 a. Since τ j / √ n → 0 for any 1 ≤ j ≤ p, the different choice of τ j for each j does not affect the following asymptotic property involving τ j ,
Without loss of generality, we assume τ 1 = τ 2 = · · · = τ p = τ .
We will consider the asymptotic property of each of the above four terms. First,
The above result and (A.1) easily lead to the following result,
The other three terms approaching to zero directly follows that 1
