ential equations may , because of boundary conditions, lead to deterioration of accuracy of the solution.
A procedure for removal of this error in the linear case has been established previously.
In the present paper we consider hyperbolic p.d.e's (linear and non-linear) whose boundary treatment is done via the SAT-procedure. A methodology is present for recovery of the full order of accuracy, and has been applied to the case of a 4th order explicit finite difference schelne.
IThis research was supported by the National Aeronautics and Space Administration under NASA Con- 2]). We find for example, that in the 4th order classical R-K integrator with 4th order explicit spatial derivative operator, the full accuracy is retained without any reduction in t he allowabletime step.
The new procedureis demonstratedfor hyperbolic problemswhere the boundary conditions are satisfied by using the SAT approach ([3] . Tlle motivation for doing so is that the SAT procedureis the only one that preventstemporal growth not presentin the true solution of a systemof p.d.e.'s. Section2 describeshow to apply correctly the intermediate SAT boundary conditions ill the caseof a linear problem. In Section3 we cover the non-linear case.
The Linear Case
In this section we analyze the effect of imposing the inflow I)oundary conditions in the conventional way when the discretization algorithm employs the SAT'approach (see ([3] )).
The SAT is a penalty type method that was constructed so as to ensure that tile numerical solution will not include temporal growth which is not of a physical origin. This is achieved by mimicking the energy estimate of the p.d.e.
Recall that we are considering the following hyperbolic problem (see ([3] )):
0u 0u
The SAT formulation for the semi-discrete version of (2.1) -(2.2), based on a uniform grid, vl,..., VN] T is the semi-discrete approximation that converges to u(xi, t) at the spatial grid points xi (for stable discretizations); and ¼D is the differential matrix representation of the derivative operator (-_).
The vector a depends on the differentiation i matrix _D, and on the energy norm used in bounding the error. It is determined as described in ([3] ); see the discussion after equation (6) therein.
The demonstration of accuracy deterioration will be shown for the four stage "classical"
RK algorithm, which is one of the most commonly used RK time advancing schemes. For the analysis to make sense we assume that -the spatiaI discretization is at least fourth order i accurate.
The above mentioned four stage RK integrator is implemented as follows:
(2.4) To check for accuracy we substitute for the V (") the exact values u(xi, t), and in particular v0(") = g(t).
Note from eq. (2.4), that on the l)oundary (using the'differential equations
At
Thus in eq. (2.7), we have for the term },o (')-g (t + T),
(2.8) (2.9)
Thus V ("+n -V (') is at best 0(At2), and not 0(At s) as expected from the R-K scheme used.
In this linear case, the remedy proposed in the previous paper, ([2]), works here as well.
In particular, eqs. (2.4) -(2.7) take the following form:
(2.10) 1/'(1)
It is readily verified that V ('+1) -V (") = 0(Ats), as required.
The Non-Linear

Case
For the sake of simplicity we consider first the scalar conservation law p.d.e.
Ou
Of(u) 0--_ +
0---7=0, o<x<l; t>o u(O,t)=g(t).
(3.1)
In general, for any spatial discretization (whether explicit or implicit) the semi-discrete form of (3.1) -(3.2) is:
Using the notation of reference ([3]),
where _D is the differentiation matrix representing the differential operator, (-_); composed of the explicit part Q and the inverse of the implicit part P. For a fully explicit spatial differentiation, 
Again, when checking accuracy, we take V (") = u(xi, t), and in partiizular Vo (") = g(t); and also _Df(V") = -_f(u) + 0(At4). With these preliminaries we get immediately from
(3.9)
Note that this is the same as in the linear case, see eq. (2.8).
Thus with vo('} = g(t) and
with equation (3.9) we can supply, for the purpose of accuracy checking, the correct values of v ('} and t,(o1). When we look at eq. (3.6), using the above results, . v(o2) = g(t) + --_g (t) + ---4-9 (t) + O(At3).
(3.11) It follows from (3.11) that the "penalty" term in (3.8) introduces an error of (At3). Since tim coefficient of (A/3), [f=,(u,)2]o, cannot generally be expressed as a function of g(t) and
its derivatives,it is very difficult to remedythe situation. Thus the "linear procedure" fails at the third RK stage.
We now proposea methodologyto deal with the RK integration of non-linear hyperbolic conservationlaws. We first presentthis procedurein the easeof the classic4th order R-K scheme.
Our starting point is the observation that tile "linear-procedure" yields tile required accuracy for %00 and t,(o1). The idea is to use at each stage a linear combination of the "linear"
SAT, or penalty, terms used (3.5) and (3.6). The 4th order classic RK stages will thus be:
where the free parameters a, fl, 7, 5, e, lt, and u will be chosen so as to maximize the allowable time step. It is clear from the previous discussion that the system ( 
