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Resumen
Esta Tesis trata de el Problema de Equivalencia para distribuciones y estructuras geométricas
asociadas, o sub-estructuras.
En primer lugar, repasamos el método de equivalencia de Cartan haciendo hincapié en el pro-
ceso de prolongación de G-estructuras. Luego lo comparamos con el Método de Prolongación de
Tanaka, que reﬁna ese para estructuras asociadas a distribuciones. Clave dentro de este proceso es
la prolongación de álgebras de Lie graduadas nilpotentes, de interés independiente.
Luego damos una breve introducción a las conexiones de Cartan, que es lo se aspira obtener
al resolver un Problema de Equivalencia, y obtenemos algunos resultados sobre su existencia y
unicidad.
Finalmente, aplicamos la prolongación de Tanaka geométrica a ejemplos distinguidos de dis-
tribuciones con métricas subriemannianas y subconformes, obteniendo sus conexiones de Cartan
explícitamente. En las de dimensión y codimensión [2,1] [3,2] y [4,2], calculamos la curvatura armó-
nica de la conexión de Cartan y obtenemos sus invariantes (curvaturas) fundamentales.
Palabras claves: problema de equivalencia, prolongación de Tanaka, conexiones de Cartan,
métrica subriemanniana, métrica conforme
2010 Mathematics subject Classiﬁcation: 53A55 Invariantes diferenciales (teoría local),
objetos geométricos, 53C15 Estructuras geométricas generales en variedades, 58A30 Distribucio-
nes vectoriales, 53B15 Otras conexiones, 53C17 Geometría subriemanniana , 53D10 Variedades de
contacto, general.
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Abstract
This thesis deals with the Equivalence Problem for distributions and associated geometric struc-
tures, or sub-structures.
First, we review Cartan's equivalence method focusing on the prolongation procedure of G-
structures. Then we compare it with Tanaka's prolongation Method, that reﬁnes it for structures
associated to distributions. Key within this process is the prolongation of nilpotent graded Lie
algebras, that has its own relevance.
After that, we give a brief introduction to Cartan connections, that are what one aspires to reach
by solving the Equivalence Problem and we obtain some results about its existence and uniqueness.
Finally, we apply Tanaka's geometric prolongation to some distinguished distributions with
subriemannian and subconformal metrics, obtaining explicitly corresponding Cartan connections.
In the dimension and codimension [2,1] [3,2] y [4,2], we calculate the harmonic curvature of the
connection and obtain its fundamental invariants (curvatures).
Key words: Equivalence problem, Tanaka's prolongation, Cartan connections, subriemannian
metric, conformal metric.
2010 Mathematics subject Classiﬁcation: 53A55 Diﬀerential invariants (local theory),
geometric objects, 53C15 General geometric structures on manifolds, 58A30 Vector distributions,
53B15 Other connections, 53C17 Sub-Riemannian geometry, 53D10 Contact manifolds, general.
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Notación
En general, denotaremos por
g, h, m, n, . . . a las álgebras de Lie,
G, H, N , a los grupos de Lie,
x, y, z, u, v, w, . . . a elementos de un álgebra de Lie,
g, h, n,m, . . . a elementos de un grupo de Lie.
a, b, c, d, r, . . . a derivaciones de un álgebra de Lie,
X,Y, Z, . . . a campos vectoriales,
p, q, . . . a puntos en una variedad,
λ, ϕ, . . . a elementos de un ﬁbrado principal.
Ωk(M, g) denotará el espacio de k-formas en una variedad M con valores en g,
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Introducción
Un problema central de la Geometría es determinar condiciones necesarias y suﬁcientes para
que dos estructuras geométricas sean equivalentes. Este problema fue abordado desde los inicios de
la Geometría y ha cumplido un papel preponderante en el desarrollo de ésta. Podemos mencionar,
por ejemplo, los criterios de congruencia de triángulos; el teorema fundamental de las curvas en
el espacio y el teorema de Darboux en la geometría simpléctica. En el siglo XIX, Sophus Lie,
inspirado en el Programa de Erlangen de F. Klein, intentó desarrollar un método general para
obtener los invariantes de una geometría. Sin embargo, su enfoque se basaba en la resolución de
sistemas de ecuaciones diferenciales, con las diﬁcultades que esto presenta, y sólo era aplicable en
casos particulares. En 1908, E. Cartan a partir de un enfoque innovador resuelve este problema.
En el revolucionario paper [Ca1] establece un procedimiento para determinar los invariantes de un
objeto geométrico bajo un pseudogrupo de transformaciones deﬁnidas por ecuaciones diferenciales
de primer orden, el cual se conoce como el Método de Equivalencia de Cartan.1
En la década de 1960, Singer, Sternberg, Guillemin, Kuranishi, Kodaira, Spencer entre otros
profundizaron el estudio del Método, en particular de la prolongación de G-estructuras [SS]. Re-
sulta que cuando el grupo G tiene prolongación ﬁnita (es de tipo ﬁnito) se puede asegurar que el
Problema de Equivalencia se resuelve con un número ﬁnito de prolongaciones de la G-estructura
correspondiente. A ﬁnales de 1960, Noburo Tanaka observó que en varios problemas importantes,
principalmente aquellos donde la estructura geométrica está asociada a una distribución, el grupo
G no era de tipo ﬁnito, lo que complicaba la aplicación del método. Por ello, en [T1] desarrolló
un nuevo esquema de prolongación para variedades con distribuciones, que aplicó para resolver el
Problema de Equivalencia de variedades CR de codimensión 1 [T3]. Aunque algunos autores como
Yamaguchi y Morimoto siguieron esta línea de investigación [Y] [Mor1], la teoría de Tanaka no tuvo
amplia difusión. Recién en los últimos años se empezó a apreciar su verdadero potencial [Z] [OW]
[Ku]. Esta tesis pretende dar un paso en esta dirección.
Cuando hablamos de una estructura geométrica nos referimos a una G-estructura, que es una
reducción del ﬁbrado de marcos de una variedad M , donde G es un subgrupo de GL(V ) y V es
un espacio vectorial que modela al espacio tangente de M en cada punto. Entonces el Problema de
Equivalencia (local) puede plantearse de la siguiente manera:
Sean B1 y B2 dos G-estructuras sobre las variedades M1 y M2 respectivamente y sean
p ∈M1 e q ∈M2. ¾Existen entornos U de p, V de q y un difeomorﬁsmo f : U → V que
1De acuerdo a Dieudonné, la idea de Cartan constituyó "... the most unexpected extension of Klein's ideas in
Diﬀerential Geometry. He had envisaged groups of isometries of Riemannian spaces as possible ﬁelds of study of his
program, but a generic Riemannian manifold does not have any isometries except for the identity transformation. By
an extremely original generalization, Cartan was able to show that the idea of operation still plays a fundamental
role, but it is necessary to replace the group with a more complex object, called the principal ﬁber space ... and it
is in pulling up to the principal ﬁber that Cartan inaugurated a new era ...
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induce un difeomorﬁsmo f˜ : B1|U → B2|V ?
El método de equivalencia tiene como objetivo transformar un Problema de Equivalencia en otro
entre {e}-estructuras, i.e. variedades con un marco distinguido, problema ya resuelto por Cartan.
El método consta principalmente de dos procesos: la reducción y la prolongación de G-estructuras.
El primero consiste, como su nombre lo indica, en reducir el grupo estructural de una manera
compatible con isomorﬁsmos. Esto quiere decir que si partimos de dos G-estructuras B1 y B2, luego
de aplicar el proceso de reducción se obtienen dos G′-estructuras B′1 y B′2 con G′ subgrupo de G
de manera que B1 y B2 son equivalentes si y sólo si B′1 y B′2 lo son. Por otro lado, dada g ⊆ gl(V )
su prolongación es el álgebra graduada maximal de la forma V ⊕ g ⊕ g(1) ⊕ g(2) ⊕ . . . donde V se
considera abeliano y los g(i) actúan de forma libre en V . Si consideramos una G-estructura B1 donde
Lie(G) = g, el proceso de prolongación construye una sucesión de ﬁbrados B1 ← B11 ← B21 ← . . .
donde Bi+11 es una G
(i+1)-estructura sobre Bi1 cuyo grupo estructural G
(i+1) es abeliano y tiene la
misma dimensión que g(i+1). Esta construcción también se realiza de manera compatible con los
isomorﬁsmos.
En general, al aplicar el método es necesario alternar entre la prolongación y la reducción (aunque
este proceso puede no terminar o estancarse) pero en el caso en que g(i) = {0} para algún i > 0, en
cuyo caso se dice que g o G es de tipo ﬁnito, basta aplicar el proceso de prolongación a lo sumo i
veces para obtener una {e}-estructura lo cual resuelve el problema de equivalencia. Los casos en que
G = O(n) y G = CO(n) son los más conocidos dentro de los de tipo ﬁnito y se corresponden a la
geometrías Riemanniana y conforme respectivamente. Sin embargo, en general el grupo G no es de
tipo ﬁnito, como sucede genéricamente para estructuras deﬁnidas en distribuciones. El método de
Tanaka permite resolver el Problema de Equivalencia para ciertos grupos que no son de tipo ﬁnito
en el sentido clásico.
Mas precisamente, sea D una distribución de rango d en una variedad M de dimensión n. El
método de Cartan considera el ﬁbrado principal P →M de marcos (o comarcos) D-adaptados:
P = {(p, ϕ) : ϕ : Rn → Tp(M) es un isomorfismo lineal y ϕ(Rd) = D(p)}.
Esta es una G-estructura, donde G es el estabilizador de Rd ⊂ Rn que no es un grupo de tipo ﬁnito.
Dos distribuciones son (localmente) equivalentes si y sólo si las correspondientes G-estructuras son
equivalentes. Estructuras adicionales en (M,D) se corresponden con reducciones de P .
Uno puede interpretar a las ϕ's en P como una comparación, en cada punto, de D con la distribu-
ción integrable estandar (plana) de la misma dimensión y codimensión, es decir Rd ⊂ Rn. La torsión
invariante de P mide cuánto diﬁere D de esta distribución. Tanaka observó que para distribuciones
no integrables esta comparación no es apropiada. Una distribución de contacto, por ejemplo, debería
ser comparada con la distribución no integrable estándar en el grupo de Heisenberg. En efecto, toda
distribución que satisface ciertas condiciones de regularidad deﬁne un ﬁbrado de álgebras de Lie
nilpotentes graduadas mutuamente isomorfas que corresponden al modelo plano con el que debe
ser comparada, es decir la correspondiente distribución invariante a izquierda en el correspondiente
grupo simplemente conexo. Esta álgebra de Lie se denomina el símbolo o nilpotentización de la
distribución y se deﬁne de la siguiente manera. Sea
D−1(p) = D(p) D−j(p) = D−j+1(p) + [D,D−j+1](p)
donde D también denota las secciones de D. Deﬁnimos
miD(p) = Di(p)/Di+1(p)
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y sea el símbolo de D en p:
mD(p) := m−kD (p)⊕ · · · ⊕m−1D (p).
Es fácil ver que el corchete de Lie de campos enM induce una estructura de álgebra de Lie graduada
en mD(p) y que distribuciones equivalentes tienen símbolos isomorfos.
Asumimos que D es totalmente no integrable, i.e. Dk(p) = Tp(M) para algún k y todo p, y que
sus símbolos mD(p) son todos isomorfos a un álgebra de Lie graduada nilpotente ﬁja
m = m−k ⊕ · · · ⊕m−1
generada por m−1. Sea
P 0 = {(p, ϕ) : ϕ : m→ mD(p) es un isomorfismo de algebras de Lie graduadas}.
Este es un ﬁbrado principal sobre M , con grupo estructural G0 = Autgr(m), los automorﬁsmos
graduados de m. P 0 no es en general una G-estructura, ya que está asociada a nD en lugar de a
T (M); es un ejemplo de pseudo-G0-estructura. Como antes, estructuras adicionales en (M,D) se
corresponden con reducciones de P 0.
Fijando m y una subálgebra
g0 ⊂ Dergr(m)
(correspondiente a una reducción de P 0), consideremos la suma directa
g0 ⊕m ∼= m−k ⊕ · · · ⊕m−1 ⊕ g0.
De manera similar a la prolongación clásica esta tiene una única extensión maximal
m−k ⊕ · · · ⊕m−1 ⊕ g0 ⊕ g1 ⊕ g2 ⊕ · · ·
como álgebra de Lie graduada con la propiedad que todo p ∈ g1 ⊕ g2 ⊕ · · · no nulo satisface
ker(ad(p)) ∩m−1 = 0.
Asociado a D,m, g0, se puede deﬁnir una torre
· · · → P 2 → P 1 → P 0 →M
tal que:
1. Para todo i ≥ 1, P i es un ﬁbrado principal sobre P i−1 con grupo estructural abeliano Gi de
dimensión dim gi. Además, tienen una estructura adicional con la cuál forman una categoría
y se denominan pseudo-Gi-estructuras.
2. Dos distribuciones son equivalentes si y sólo si las correspondientes pseudo-Gi-estructuras P i
son isomorfas.
Si gi = 0 para algún i se prueba que P j con j ≥ i, que tiene grupo estructural trivial, es
realmente una {e}-estructura.
Por otro lado, hay casos donde la {e}-estructura obtenida es muy particular. Esta se puede
considerar como una 1-forma con valores en un álgebra de Lie g sobre un ﬁbrado principal P →M
con grupo estructural H que generaliza la 1-forma de Maurer-Cartan del ﬁbrado canónico G →
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G/H. Es decir, permiten ver la geometría de M como la de un espacio homogéneo deformado por
curvaturas, y se denominan conexiones de Cartan.
En cuanto al contenido de esta Tesis, en los cuatro primeros capítulos damos un resumen de la
teoría general focalizado en las estructuras geométricas asociadas a distribuciones. A pesar de que
la mayor parte de los resultados allí descriptos se encuentran en la bibliografía, la recopilación es
novedosa e incluye algunos resultados originales.
Más especíﬁcamente, en el capítulo 1 repasamos el Método de Equivalencia clásico para G-
estructuras de tipo ﬁnito. En particular, describimos los procesos de reducción y prolongación,
presentamos el teorema de Cartan sobre equivalencia de {e}-estructuras.
En el capítulo 2 introducimos la prolongación de Tanaka de álgebras graduadas, que generaliza el
proceso de prolongación clásico. Esta está relacionada con el cálculo de ciertos grupos de cohomología
de Spencer generalizados que describimos en la sección 2.4.
En el capítulo 3 precisamos la noción de estructura geométrica asociada a una distribución,
de forma extrínseca (estructuras de tipo constante) e intrínseca (pseudo-G0-estructuras regulares),
demostrando que estos conceptos son equivalentes. Luego, en las secciones 3.2 y 3.3 describimos el
proceso de prolongación de Tanaka para estas estructuras y concluimos con su teorema principal
3.4.3.
En el capítulo 4 deﬁnimos geometría de Cartan y geometría de Cartan graduada. Vemos que
el problema de asociar una geometría de Cartan graduada canónica a una pseudo-G0-estructura
reﬁna el Problema de Equivalencia. En ciertos casos se puede garantizar la unicidad de la geometría
de Cartan graduada, imponiendo cierta condición de normalización en su curvatura. En ese caso
la parte armónica de la curvatura resulta un sistema de invariantes fundamentales de la geometría.
Por último probamos que si partimos de una estructura de tipo constante (m, g0) (i.e. pseudo-G0-
estructura regular) tal que la prolongación de Tanaka de (m, g0) sea trivial, podemos utilizar el
proceso de prolongación de Tanaka deﬁnido en el capítulo 3 para obtener una conexión de Cartan
normal. Como consecuencia se tiene que en estos casos las distribuciones poseen un complemento
en TM y una conexión principal canónicos, i.e. invariantes bajo los automorﬁsmos de la estructura.
En el capítulo 5 estudiamos las álgebras de tipo Heisenberg (o tipo H) que son una familia inﬁnita
y distinguida de álgebras graduadas dos pasos nilpotentes. Esta son maximalmente simétricas en
cierto sentido [KT] y serán símbolo de distribuciones con estructura conforme satisfaciendo una
condición de compatibilidad. Calculamos la prolongación de Tanaka de estas y del par (h, g0sc)
donde g0sc es el álgebra de derivaciones que preservan la métrica conforme en h.
En el capítulo 6 deducimos las consecuencias geométricas de nuestros resultados. En la sección 6.1
introducimos la noción de estructura conforme compatible en distribuciones fat y damos resultados
sobre su unicidad y sobre la existencia de conexiones de Cartan asociadas.
En la sección 6.2 aplicamos el método de prolongación de Tanaka a las distribuciones subrie-
mannianas de contacto en variedades de dimensión 3. De esta manera construimos explícitamente
la conexión de Cartan normal asociada, calculamos su curvatura y su curvatura armónica, y a partir
de esta obtenemos un sistema de (dos) invariantes fundamentales. Luego, describimos todas las po-
sibles conexiones de Cartan asociadas a distribuciones subriemannianas de contacto en variedades
de dimensión 3, observando que si bien el complemento canónico siempre está generado por el vector
de Reeb, existe una familia uniparamétrica de conexiones lineales canónicas inequivalentes entre si.
Por último, describimos todas las estructuras subriemannianas de este tipo invariantes a izquierda
en un grupo de Lie donde se anula uno de los dos invariantes. Aunque varios de los resultados de
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esta sección se superponen con los de [Hu] en donde se aplica el Método de equivalencia Clásico,
nuestro enfoque permite comparar ambos métodos y complementa ese trabajo.
En la sección 6.3 consideramos estructuras subriemannianas y subconformes en distribuciones
de dimensión 3 en variedades de dimensión 5, de tipo constante. Al igual que en la anterior sección,
aplicamos el proceso de prolongación de Tanaka en ambos casos, encontrando complementos canó-
nicos para la distribución y construyendo explícitamente la conexión de Cartan normal asociada.
De esta forma arribamos a un sistema de invariantes fundamentales a partir de la curvatura armó-
nica (nueve para subconformes y diez para subriemannianas) y describimos todas las estructuras
invariantes a izquierda sobre grupos de Lie de dimension 5.
En la sección 6.4 consideramos estructuras conformes compatibles de rango 4 en variedades de
dimensión 6. Calculamos la componente de grado 1 de la curvatura armónica, obteniendo los corres-
pondientes invariantes (cuatro) que resultan ser invariantes de la distribución misma sin estructura
adicional. Luego completamos la primera prolongación obteniendo un complemento canónico para
estas estructuras.
En la sección 7.2 calculamos los grupos de cohomología de Spencer generalizados de orden 2
para los pares (h2,1, g0sr), (h3,2, g
0
sr), (h3,2, g
0
sc), (h4,2, g
0
sr) y (h4,2, g
0
sc) necesarios para los ejemplos
del capítulo 6.
Cabe comentar sobre la complejidad de algunos cálculos. Parte de la misma es común a la
mayoría de las aplicaciones del Método de Equivalencia, comenzando con las originales de Lie y
Cartan, y es inevitable. Otra parte es probablemente evitable, por ejemplo trabajando sobre C en
vez de R en las secciones 6.3 y 6.4, y usando notación y técnicas homológicas especialmente en el
capítulo 7, y esperamos corregirlo en una próxima versión.
Resultados obtenidos
Las contribuciones de esta tesis son las siguientes:
1. En las secciones 3.2 y 3.3 presentamos una variante del método de prolongación de Tanaka
descripto en [T1] y [Z].
2. Probamos la Proposición 4.2.8. También debemos mencionar como un aporte la Proposición
4.2.9 que a pesar de ser elemental tiene consecuencias importantes.
3. Proposición 5.1.6 y el Teorema 5.2.1, publicado en parte en [KS].
4. Resultados de los capítulos 6 y 7 descriptos anteriormente incluida la noción de estructura
conforme compatible [KS].
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Capítulo 1
El Método de Equivalencia
En este capítulo damos un repaso general del Método de Equivalencia de Cartan para G-
estructuras, formalizado por Chern, Guillemin, Sternberg, Gardner, Kuranishi, Spencer, entre otros.
Presentamos los procesos de reducción y prolongación clásicos, y enunciamos el teorema de equiva-
lencia de {e}-estructuras.
1.1. G-estructuras
Sea M una variedad diferenciable de dimensión n, y sean F(M) y F∗(M) sus ﬁbrados de marcos
y comarcos, respectivamente. F(M) y F∗(M) son GL(n)-ﬁbrados principales equivalentes. En efecto,
cada punto de F(M) es un isomorﬁsmo λ : Rn → TpM y la acción (a derecha) de un g ∈ GL(n)
es Rg(λ) = λ ◦ g, mientras que un punto de F∗(M) es un isomorﬁsmo θ : TpM → Rn y la acción
es Rg(θ) = g−1 ◦ θ. Es claro que λ 7→ λ−1 es un isomorﬁsmo de ﬁbrados principales. Si bien el
Problema de Equivalencia se trata usualmente en término de F∗(M) de manera de poder utilizar
el cálculo diferencial exterior de manera directa, en nuestro caso y por motivos que veremos más
adelante, trabajaremos con F(M).
Deﬁnición 1.1.1. Sea G un subgrupo de GL(n). Una G-estructura en una variedad n-dimensional
M es una reducción de F(M) al grupo G, es decir, una subvariedad BG ⊂ F(M) tal que para todo
λ ∈ BG y todo g ∈ GL(n) se veriﬁca que Rgλ ∈ BG si y sólo si g ∈ G.
En toda G-estructura BG hay una 1-forma diferencial Rn-valuada canónica ω : TBG → Rn,
denominada 1-forma tautológica, deﬁnida por:
ωλ(X) = λ
−1(dpi(X))
para todo λ ∈ BG y X ∈ Tλ(BG), y donde pi : BG → M es la proyección canónica. Esta forma
veriﬁca las siguientes propiedades:
1. R∗gω = g−1ω para todo g ∈ GL(n)
2. ω(X) = 0 ⇔ X es vertical, i.e., dpi(X) = 0.
Las G-estructuras establecen un marco común para una gran variedad de estructuras geométri-
cas. Por ejemplo: una O(n)-estructura equivale a una estructura riemanniana en M ; una O(p, q)-
estructura con p + q = n, a una pseudoriemanniana; una CO(n)-estructura, a una conforme; una
1
1. El Método de Equivalencia 2
Sp(n)-estructura a una simpléctica; si dimM es par, una GL(n/2,C)-estructura equivale a una
estructura casi compleja en M .
En lo que sigue estos ejemplos juegan un rol fundamental, en combinación con el siguiente, donde
G no es semisimple. Sea G(V ) ⊂ GL(n) el subgrupo de elementos que preservan un subespacio V
de dimensión k en Rn. Una G(V )-estructura equivale a una distribución de rango k en M .
Un difeomorﬁsmo ϕ : M1 →M2 induce un difeomorﬁsmo Dϕ : F(M1)→ F(M2)
Dϕ(λ) = dϕ ◦ λ
que conmuta con las acciones de G. Fijemos G y sean B1G → M1 y B2G → M2 dos G-estructuras.
Un difeomorﬁsmo ϕ : M1 → M2 se denomina un isomorﬁsmo de B1G en B2G si Dϕ(B1G) = B2G. Al
mapa Φ = Dϕ : B1G → B2G también se lo denomina isomorﬁsmo de B1G en B2G.
Dados p ∈M1 e q ∈M2, se dice que B1G y B2G son localmente isomorfas o equivalentes en (p, q),
si existen entornos U de p, V de q, y un isomorﬁsmo ϕ de B1G
∣∣
U
en B2G
∣∣
V
tal que ϕ(p) = q.
La siguiente proposición caracteriza la equivalencia de G-estructuras a partir de sus formas
tautológicas.
Proposición 1.1.2. Un difeomorﬁsmo de variedades Φ : B1G → B2G es un isomorﬁsmo de G-
estructuras si y sólo si Φ∗ω2 = ω1.
La G-estructura playa estándar de un subgrupo G ⊂ GL(n) es el ﬁbrado FG(Rn)→ Rn con ﬁbra
típica RG(e) donde e es el marco de campos estandar en Rn. Una G-estructura se dice localmente
playa si es localmente equivalente a la G-estructura playa.
Sea BG → M una G-estructura y sea λ ∈ BG. Denotamos por V (λ) al espacio tangente a la
ﬁbra sobre p = pi(λ), o sea, V (λ) = ker(dpi|λ). Este espacio se denomina el espacio vertical en λ y
se identiﬁca canónicamente con g, el álgebra de Lie de G, mediante:
Iλ : g → V (λ)
x 7→ Iλ(x) = d
dt
(λ · etx)|t=0
Fijado un elemento x ∈ g, esta identiﬁcación genera un campo vertical en BG, denominado campo
fundamental generado por x, que denotamos X†.
Un subespacio H ⊂ TλBG tal que
TλBG = V (λ)⊕H
se dice horizontal. La forma ω identiﬁca a H con Rn y el correspondiente monomorﬁsmo ϕH =
(ω|H)−1 : Rn → TλBG caracteriza a H.
Para cualquier otro subespacio horizontal H˜ ⊂ TλBG se tiene
ϕH˜ = ϕH + Iλ ◦ f (1.1)
para algún f = fHH˜ ∈ Hom(Rn, g). En efecto, si v ∈ Rn, ω(ϕH(v) − ϕH˜(v)) = v − v = 0, por lo
que ϕH(v)−ϕH˜(v) ∈ V (λ), y f(v) = I−1λ (ϕH(v)−ϕH˜(v)). Recíprocamente, dada f ∈ Hom(Rn, g)
y H existe un único espacio H˜ tal que f = fHH˜ .
La torsión del subespacio H es el elemento CH ∈ Hom(Rn ∧ Rn,Rn) dado por
CH(u, v) := dωλ(ϕ
H(u), ϕH(v)) = −ωλ([ϕH(u), ϕH(v)]).
3 1.1. G-estructuras
Para comparar CH˜ y CH nos valdremos de la siguiente deﬁnición. Sean V y W espacios vectoriales
y g ⊂ Hom(V,W ) un subespacio. El homomorﬁsmo
∂ : Hom(V, g) → Hom(V ∧ V,W )
f 7→ ∂f(v1, v2) = f(v1)v2 − f(v2)v1
se denomina operador de Spencer, que denotamos ∂(V,W,g) cuando sea necesario. El espacio g
(1) =
ker(∂) se denomina la primera prolongación de g. La i-ésima prolongación de g se deﬁne inductiva-
mente por
g(i+1) = ker ∂(V,g(i−1),g(i))
donde g(0) = g. A veces nos referiremos a g(i) como la i-ésima prolongación clásica de g para
diferenciarla de la prolongación de Tanaka que deﬁniremos en el siguiente capítulo.
Un subespacio g ⊂ Hom(V,W ) tal que g(k) = {0} para algún entero k se denomina de tipo ﬁnito.
Un subgrupo G ⊂ GL(n) es de tipo ﬁnito si Lie(G) lo es. Veamos algunos ejemplos y contraejemplos.
Ejemplo 1.1.3. Si g = Lie(G) contiene una matriz de rango 1 (G no es elíptico), entonces no es de
tipo ﬁnito. En efecto, sea A ∈ g de rango 1. Existe un funcional λ : V → R tal que A(v) = λ(v)v0
para cierto v0 ∈ V . Entonces la función A1 : V → g deﬁnida por A1(v) = λ(v)A pertenece a g(1),
primera prolongación de g. Inductivamente deﬁnimos Ai+1 : V → gi por Ai+1(v) = λ(v)Ai y se
comprueba de forma directa que Ai+1 ∈ g(i+1).
Por otra parte,
Lema 1.1.4 (o(n)-lema). so(n)(1) = {0}
Si f ∈ so(n)(1), deﬁniendo ϕ(v, u, w) = 〈f(v)(u), w〉 este lema es equivalente al bien conocido
Lema 1.1.5. Sean V y W espacios vectoriales y ϕ : V × V × V → W una aplicación trilineal tal
que ϕ(v1, v2, v3) = ϕ(v2, v1, v3) = −ϕ(v1, v3, v2) para todo vi ∈ V . Entonces ϕ ≡ 0.
Demostración. Elemental.
Proposición 1.1.6. co(n)(1) ∼= (Rn)∗.
Demostración. Cada elemento u ∈ co(n)(1) tiene la forma:
u(v) = p(v)Id+Duv ∈ co(n) (1.2)
con Duv ∈ so(n), v ∈ Rn y p ∈ (Rn)∗. Deﬁnimos entonces la aplicación lineal Ψ : co(n)(1) → (Rn)∗,
Ψ(u) = p. Es inmediato del o(n)-lema que Ψ es inyectiva.
Veamos que Ψ es sobreyectiva. Sea {ei}ni=1 una base ortonormal de Rn y {ei}ni=1 su base dual.
Para cada i = 1, . . . , n deﬁnimos:
ui(ei) = Id
ui(ej) = D
i
j si j 6= i
donde Dij(ei) = ej , D
i
j(ej) = −ei y Dij(ek) = 0 si k 6= i, j. Se veriﬁca que ui ∈ co(n)(1) y Ψ(ui) = ei
para cada i.
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Continuemos ahora analizando la torsión, para lo cual nos interesa el operador de Spencer para
V = W = Rn y g ⊂ gl(n) una subálgebra de Lie.
Proposición 1.1.7. Dados subespacios horizontales H y H˜ se veriﬁca que
CH˜ = CH + ∂fHH˜
Demostración. Ver páginas 316 y 317 de [St].
Si ρ : Hom(Rn ∧Rn,Rn)→ Hom(Rn ∧Rn,Rn)/Im ∂ es la proyección al cociente, por la propo-
sición anterior ρ(CH) no depende del subespacio horizontal H.
Deﬁnición 1.1.8. Sea BG una G-estructura. Denominamos función de estructura o torsión intrín-
seca de BG a la función
C : BG → Hom(Rn ∧ Rn,Rn)/Im ∂
λ 7→ ρ(CH(λ))
para cualquier distribución λ 7→ H(λ) de subespacios horizontales de TλBG (que se denomina
pseudoconexión).
La función C generaliza las constantes de estructura de un grupo de Lie. Cuando G = {e} y
B{e} es un grupo de Lie, C es constante e igual al corchete de Lie a partir de la identiﬁcación de
Rn con el álgebra de Lie de B{e}.
G actúa naturalmente a derecha en Hom(V, g) y en Hom(Rn ∧ Rn,Rn) por
Rg(f)(u) =Ad(g
−1)f(gu)
Rg(f)(u, v) =g
−1f(gu, gv).
Es inmediato comprobar que ∂ es equivariante con respecto a estas acciones, i.e.
∂Rg(f) = Rg∂f.
De aquí resulta que Im ∂ es invariante por la acción deG y por lo tanto obtenemos una representación
de G en Hom(Rn ∧ Rn,Rn)/Im ∂. La torsión intríseca C es equivariante por esta acción, es decir,
C(Rg(λ)) = RgC(λ)
para todo λ ∈ BG y g ∈ G.
Teorema 1.1.9. Sean B1G y B
2
G dos G-estructuras en M1 y M2. Si Φ es un isomorﬁsmo de B
1
G en
B2G entonces
C2 ◦ Φ = C1
donde Ci es la torsión de BiG para i = 1, 2. Es decir, la torsión intrínseca es un invariante de la
G-estructura.
Teorema 1.1.10. Si una G-estructura es localmente playa entonces su torsión es idénticamente
nula.
5 1.2. Reducción de G-estructuras
El recíproco de este último teorema no es válido en general. Es más, para algunos grupos G, la
torsión es nula cualquiera sea BG y por lo tanto no aporta ninguna información sobre la estructura 
por ejemplo si ∂ es sobreyectiva. Sin embargo, para algunos grupos el recíproco sí vale. Por ejemplo,
si G es el grupo de todas las transformaciones que dejan invariante un subespacio V ⊂ Rn, cuyas
G-estructuras están asociadas a distribuciones, entonces el recíproco no es más que el teorema de
Frobenius. En efecto, sea M una variedad de dimensión n con una distribución D de rango d. A
esta estructura le asociamos canónicamente el siguiente ﬁbrado sobre M :
B =
{
(p, ϕ) : p ∈M, ϕ : Rn → TpM con ϕ(Rd × {0}) = D(p)
}
.
B es una G-estructura con grupo estructural
G =
{(
A B
0 C
)
: A ∈ GL(d), B ∈M(d, n− d), C ∈ GL(n− d)
}
.
Para cada pseudoconexión H en B tenemos el correspondiente levantamiento D′ ⊂ H de D. Por
otro lado, observamos que la imagen de ∂ son las funciones de f ∈ Hom(Rn ∧ Rn,Rn) tales que
f(Rd,Rd) ⊂ Rd y si C ≡ 0 entonces CH ∈ Im ∂ lo que implica que D′ es involutiva y por lo tanto
D es involutiva.
1.2. Reducción de G-estructuras
Suponemos que la imagen de la función de estructura C (en un abierto de BG) está contenida
en una órbita W ⊂ Hom(Rn ∧ Rn,Rn)/Im ∂ de la acción de G . Fijamos τ ∈ W y sea G1 ⊂ G el
subgrupo de isotropía de τ . La subvariedad de BG deﬁnida por:
BG1 := {λ ∈ BG : C(λ) = τ}
es una G1-estructura. En efecto, dado λ ∈ BG1 y g ∈ GL(n)
Rgλ ∈ BG1 ⇔ C(Rgλ) = τ ⇔ RgC(λ) = τ ⇔ Rgτ = τ ⇔ g ∈ G1.
El proceso de reducción se basa en el siguiente resultado.
Teorema 1.2.1. Dos G-estructuras B1 y B2 son localmente equivalentes si y sólo si sus reducciones
B′1 y B′2 (a partir de un τ ﬁjo) son localmente equivalentes.
Demostración. Por 1.1.9, una equivalencia entre B1 y B2 se restringe a una equivalencia entre B′1
y B′2. Si Φ′ : B′1 → B′2 es un isomorﬁsmo entonces existe un isomorﬁsmo ϕ : M1 → M2 tal que
Dϕ|B′1 = Φ′. Veamos que Dϕ|B1 es un isomorﬁsmo entre B1 y B2. Si λ ∈ B1, por hipótesis C(λ)
está en la órbita de τ bajo la acción de G, es decir, existe g ∈ G tal que RgC(λ) = τ y por lo tanto
Rgλ ∈ B′1. Luego, Dϕ(Rgλ) = RgDϕ(λ) ∈ B′2. Como g ∈ G, resulta Dϕ(λ) ∈ B2.
Mencionamos que en el caso que no se cumpla que la imagen de C está contenida en una órbita
es necesario tomar, en lugar de τ , una sección del espacio de órbitas y al reducir no obtendremos
G-estructuras sino una generalización de estas, donde el grupo varía punto a punto [Ga].
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1.3. Prolongación de G-estructuras
Sea B = BG una G-estructura, g(i) la i-ésima prolongación de g = Lie(G). Un complemento N
de Im ∂ en Hom(Rn ∧ Rn,Rn) se denomina condición de normalización para la prolongación. La
primera prolongación de B es el ﬁbrado principal B(1) → B deﬁnido por:
B(1) =
{
(λ, ϕH) : λ ∈ B, H es un subespacio horizontal de TλB con CH ∈ N
}
.
Si identiﬁcamos ϕH con el isomorﬁsmo ϕH ⊕ Iλ : Rn ⊕ g→ TλB, resulta que
B(1) ⊂ F(B),
el ﬁbrado de marcos de B.
Dado un subespacio horizontal cualquiera H0, se tiene que CH0 + ∂f ∈ N para cierta f ∈
Hom(Rn, g). Por lo visto anteriormente, f = fH0H para algún espacio horizontal H, y CH ∈ N
por la proposición 1.1.7. Entonces, B(1) es no vacío. Además, CH˜ ∈ N si y sólo sí ∂fHH˜ = 0, o sea
fHH˜ ∈ g(1), y ϕH˜ = ϕH ◦ A donde A ∈ GL(Rn ⊕ g) veriﬁca A|Rn = IdRn − fHH˜ y A|g = Idg por
(1.1).
Concluimos que B(1) → B es una G(1)-estructura, donde G(1) ⊂ GL(Rn ⊕ g) es el subgrupo de
g's de la forma
g|Rn = IdRn + T,
g|g = Idg
con T ∈ g(1) ⊂ Hom(Rn, g). Observemos que G(1) es abeliano y que su álgebra de Lie se identiﬁca
con g(1).
Podemos considerar a su vez la prolongación B(2) = (B(1))(1) y sucesivamente se construyen
ﬁbrados B(i) = (B(i−1))(1) → B(i−1) cuyo grupo estructural G(i) es abeliano y su álgebra de Lie se
identiﬁca con g(i).
Teorema 1.3.1. Dos G-estructuras B1 y B2 son localmente equivalentes si y sólo si sus prolonga-
ciones B
(1)
1 y B
(1)
2 son localmente equivalentes.
Para la demostración ver la página 336 de [St].
Observación 1.3.2. En una G-estructura, una distribución λ 7→ H(λ) que asigna a cada punto un
subespacio horizontal se denomina pseudoconexión. Si además H es invariante por la acción de G
entonces es una conexión principal. Si prolongamos con respecto a una condición de normalización
G-invariante y arribamos a una única pseudoconexión, esta será una conexión, pero eso no pasa
siempre. Más adelante, precisaremos esto en el proceso de prolongación de Tanaka.
Ejemplo 1.3.3. SeaM una variedad riemanniana y B su ﬁbrado de marcos ortonormales, que es una
O(n)-estructura. Vimos que so(n)(1) = {0}, por lo tanto el operador de Spencer ∂ es inyectivo. Pero
como las dimensiones del dominio y del codomino de ∂ coinciden (ambas son iguales a n
2(n−1)
2 ), ∂
es biyectivo. Entonces N = {0} es la única condición de normalización admisible y existe una única
pseudo-conexión H tal que CH = 0, que no es otra que la conexión de Levi Civita de la métrica.
7 1.4. Equivalencia de e-estructuras (marcos)
1.4. Equivalencia de e-estructuras (marcos)
El objetivo del método expuesto anteriormente es reducir un problema de equivalencia de G-
estructuras a un problema de equivalencia de e-estructuras, i.e. G-estructuras con grupo estructural
discreto. Daremos una breve reseña de cómo se resuelve este problema. Por comodidad vamos a
suponer que el grupo estructural es trivial, en cuyo caso una e-estructura Be → M sobre una
variedad M de dimensión n no es más que la elección suave de una base de TpM para cada p ∈M ,
o equivalentemente, n campos vectoriales X1, . . . , Xn linealmente independientes en cada punto,
que denominamos marco.
Sea Φ = {X1, . . . , Xn} un marco sobre M . Las funciones de estructura ckij se deﬁnen por
[Xi, Xj ] =
n∑
k=1
ckijXk.
Si estas funciones son constantes, el marco es localmente equivalente a un marco invariante a iz-
quierda en un grupo de Lie. En general, hay que tener en cuenta las derivadas de las funciones de
estructura. El resultado preciso es algo complicado de formular, pero lo haremos por completitud.
Deﬁnimos inductivamente los conjuntos
G0(Φ) = {ckij : i, j, k = 1, . . . , n}
Gi+1(Φ) = {Xjf : f ∈ Gi, j = 1, . . . , n} para i ≥ 0.
Cada función en Gi tiene un índice correspondiente de i + 3 números entre 1 y n tal que el índice
de ckij es (i, j, k) y el índice de Xif es el índice de f al que se le concatena i. Para cada i ∈ N sea
Fi(Φ) =
i⋃
j=0
Gj(Φ)
Deﬁnición 1.4.1. k funciones {fi}ki=1 en C∞(M) se dicen independientes en p si el conjunto
{dfi|p}ki=1 es linealmente independiente en T ∗pM . Se deﬁne entonces el rango de una familia de
funciones F ⊂ C∞(M) en p como el número máximo de funciones independientes en F y lo denotamos
por rp(F). Decimos que la familia F es regular en p si su rango es constante en un entorno de p.
Si F es una familia regular de rango k, se pueden encontrar k funciones en F independientes en
p que son componentes de un sistema de coordenadas alrededor de p.
En el marco Φ deﬁnimos, para cada i ≥ 0 y p ∈ M , ki(p) = rp(Fi(Φ)). Entonces es claro que
0 ≤ ki(p) ≤ ki+1(p) ≤ n y por lo tanto existe i0 ≥ 0 tal que ki0−1(p) < ki0(p) = kj(p) para todo
j > i0. Este número se denomina el orden del marco en p y se denota por r(p) y al correspondiente
rango kr(p)(p) se lo denomina el rango del marco. Además, diremos que el marco es regular en p si
Fr(p) es regular. En dicho caso se prueba que r(p) es el menor entero i0 tal que ki0(p) = ki0+1(p)
[St].
Teorema 1.4.2. Sea Φ un marco en una variedad M que es regular de orden r y rango k en un
punto p ∈M y sea Ψ un marco regular en un punto p′ ∈M ′. Existe un difeomorﬁsmo F : U → U ′
de un entorno de p en un entorno de p′ tal que F (p) = p′ y dF (Φ) = Ψ si y sólo si se veriﬁcan las
siguientes condiciones:
1. Ψ tiene orden r y rango k en el punto p′
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2. Existen k funciones independientes en Fr(Φ) tales que las correspondientes k funciones de
Fr(Ψ) con los mismos índices son también independientes. En dicho caso, sean φ : V → Rn y
ψ : V ′ → Rn sistemas de coordenadas alrededor de p y p′ respectivamente que tienen a dichas
funciones como componentes.
3. Si σ = ψ−1 ◦ φ entonces
f ′ ◦ σ = f (1.3)
para todas f ∈ Fr+1(Φ) y f ′ ∈ Fr+1(Ψ) con los mismos índices.
.
Demostraciones de este teorema se pueden hallar en [St] y [Ga]. Vale aclarar que la función σ
no es necesariamente el isomorﬁsmo F .
Ejemplo 1.4.3. Si los campos de Φ y Ψ conmutan dos a dos, Fr+1(Φ) y Fr+1(Ψ) solo poseen la
función nula y cualquier cambio de coordenadas σ veriﬁca (1.3).
El teorema 1.4.2 completa el Método de Equivalencia para G-estructuras de tipo ﬁnito. Motiva-
dos por este deﬁnimos:
Deﬁnición 1.4.4. 1. Sea Φ = {X1, . . . , Xn} un marco en M , H una familia de funciones en
C∞(M) y F(H) el subespacio de C∞(M) generado por las funciones de la forma Xi1 . . . Xilf
para todo l ≥ 0, 1 ≤ i1, . . . , il ≤ n y f ∈ H. Decimos que H es un sistema de invariantes
fundamentales de Φ si:
F(H) = Fr+1(Φ),
donde r es el orden de Φ y F denota el álgebra generada por las funciones de la familia F.
2. Un sistema de invariantes fundamentales de una G-estructura B de tipo ﬁnito es el conjunto
de funciones en B que pertenecen a un sistema de invariantes fundamentales de una {e}-
estructura asociada a B por el proceso de prolongación.
Por otro lado, del propio proceso de prolongación se desprende que los automorﬁsmos de una
G-estructura de tipo ﬁnito se corresponden con los automorﬁsmos de la {e}-estructuras asociada,
i.e. difeomorﬁsmos de M en M que preservan el marco.
Corolario 1.4.5. [Ko, Teorema 3.1] El grupo de automorﬁsmos de una {e}-estructura sobre una
variedad M n-dimensional es un grupo de Lie de dimensión a lo sumo n.
Más generalmente,
Corolario 1.4.6. El grupo de automorﬁsmos de una G-estructura de tipo ﬁnito sobre una variedad
M es un grupo de Lie de dimensión a lo sumo
∑k
i=0 dim g
(i), donde g(i) es la i-ésima prolongación
del álgebra g = Lie(G).
Para continuar el estudio del problema de equivalencia para G-estructuras ver [St], [Ga], [BGG].
Capítulo 2
Álgebras de Lie graduadas
En la geometría clásica el espacio tangente de una variedad se modela como un espacio vectorial
V o simplemente Rn y los modelos playos son aquellos equivalentes a un determinado modelo en
Rn. Sin embargo, cuando consideramos geometrías asociadas a distribuciones no-involutivas, es
mas conveniente tomar como modelo un álgebra de Lie graduada nilpotente m =
∑−1
i=−µm
i y su
correspondiente grupo de Lie simplemente conexo, como se verá en el capítulo 3.
En este capítulo introduciremos las álgebras de Lie graduadas m y las estructuras de Tanaka
(m, g0). Deﬁniremos la prolongación de Tanaka de m y de (m, g0) y daremos propiedades de estas,
considerando especialmente el caso en que (m, g0) está asociado a productos internos subrieman-
nianos o subconformes. Por último, deﬁniremos los operadores y la cohomología de Spencer y su
realización mediante clases armónicas, cruciales en los ejemplos por venir.
2.1. Álgebras de Lie graduadas
En esta tesis un álgebra de Lie graduada es un álgebra de Lie g real o compleja junto con una
descomposición en subespacios de dimensión ﬁnita
g =
⊕
i∈Z
gi
que satisfacen
[gi, gj ] ⊂ gi+j
para todo i, j. Escribiremos a veces g =
∑
i∈Z
gi.
Toda álgebra de Lie graduada g =
∑
i∈Z g
i tiene una ﬁltración asociada dada por fig =
∑
j≥i g
j .
Observemos que g0 y fig con i ≥ 0 son subálgebras de g, y [fig, fjg] ⊂ fi+jg para todo i, j.
Un isomorﬁsmo (resp. derivación) entre dos álgebras de Lie graduadas g = ⊕i∈Zgi y h = ⊕i∈Zhi
es un isomorﬁsmo (resp. derivación) de álgebras de Lie ϕ : g→ h que veriﬁca ϕ(gi) ⊂ hi para todo
i ∈ Z. El grupo de automorﬁsmos y el álgebra de derivaciones de un álgebra de Lie graduada g se
denotan por Autgr(g) y Dergr(g), respectivamente.
Toda álgebra de Lie graduada tiene una derivación deﬁnida por a|gk = −kId para todo k ∈ Z, a
la que denominamos dilatación inﬁnitesimal (o simplemente dilatación) y su correspondiente grupo
1-paramétrico de automorﬁsmos eta|gk = t−kId, que denominamos dilataciones.
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De ahora en adelante trabajaremos con álgebras de Lie graduadas sobre R o sobre C de dimensión
ﬁnita, salvo que se diga lo contrario. En particular si gi = {0} para todo i ≤ 0, o para todo i ≥ 0,
entonces g es nilpotente.
Deﬁnición 2.1.1. 1. Un álgebra de Lie graduada de la forma m =
∑−1
i=−µm
i se denomina fun-
damental, si está generada por m−1, i.e. [m−1,mi] = mi−1 para todo i, y se dice no degenerada
si su centro es m−µ.
2. Denominaremos estructura de Tanaka a un par (m, g0) donde m es un álgebra de Lie graduada
fundamental y g0 es una subálgebra de Dergr(m).
La razón por la que consideramos graduaciones con enteros negativos se verá más adelante. Por
ahora observamos que con esta graduación f−1m = m−1 y f−im /f−i+1m ∼= m−i para todo i > 1.
A continuación consideramos productos internos en un álgebra de Lie graduada.
Deﬁnición 2.1.2. Sea g =
∑
i∈Z g
i un álgebra de Lie graduada.
1. Un producto interno 〈 , 〉 deﬁnido en g se dice adaptado si gi⊥gj cuando i 6= j.
2. En la familia de productos internos adaptados de g deﬁnimos la relación de equivalencia
〈 , 〉1 ∼ 〈 , 〉2 ⇔ ∃ r > 0 t.q. ri〈 , 〉1 = 〈 , 〉2 en g−i para todo i
y llamamos producto interno gr-conforme en g a una clase de equivalencia de esta relación.
Un producto interno gr-conforme en g no es un producto interno conforme (clase de equivalencia
conforme de productos internos), pero su restricción a g−1 sí lo es.
Deﬁnición 2.1.3. Sea m =
∑−1
i=−µm
i un álgebra de Lie graduada fundamental y 〈 , 〉 un producto
interno deﬁnido en m−1. El par (m, 〈 , 〉) se denomina álgebra de Lie graduada subriemanniana. Si,
en cambio, consideramos en m−1 un producto interno conforme 〈 , 〉c, el par (m, 〈 , 〉c) se denomina
álgebra de Lie graduada subconforme.
Un isomorﬁsmo entre dos álgebras de Lie graduadas subriemannianas (resp. subconformes)
(m, 〈 , 〉1) y (n, 〈 , 〉2), es un isomorﬁsmo de álgebras de Lie graduadas ϕ : m → n que veriﬁca
que ϕ|m−1 es una isometría (resp. isometría conforme). De manera análoga se deﬁne una derivación.
El grupo de automorﬁsmos y el álgebra de derivaciones de un álgebra de Lie graduada subrie-
manniana (m, 〈 , 〉) se denotan por Autgr(m, 〈 , 〉) y Dergr(m, 〈 , 〉) o, en el caso que este claro que
producto interno estamos considerando, por G0sr(m) y g
0
sr(m), respectivamente. Para las álgebras
de Lie graduadas subconformes usaremos la notación Autgr(m, 〈 , 〉c), Dergr(m, 〈 , 〉c), G0sc(m) y
g0sc(m). Entonces (m, 〈 , 〉) (resp. (m, 〈 , 〉c)) tiene asociada naturalmente la estructura de Tanaka
(m, g0sr(m)) (resp. (m, g
0
sc(m))). Además, si 〈 , 〉 pertenece a la clase 〈 , 〉c claramente se veriﬁca:
Autgr(m, 〈 , 〉) ⊂ Autgr(m, 〈 , 〉c) ⊂ Autgr(m)
y las relaciones análogas para las correspondientes álgebras de derivaciones.
Lema 2.1.4. 1. Dada un álgebra de Lie graduada subriemanniana (m, 〈 , 〉) existe una extensión
natural de 〈 , 〉 a un producto interno adaptado en m que es invariante por Autgr(m, 〈 , 〉).
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2. Dada un álgebra de Lie graduada subconforme (m, 〈 , 〉c) existe una extensión natural de 〈 , 〉c
a un producto interno gr-conforme en m que es invariante por Autgr(m, 〈 , 〉c).
Demostración. Construimos el producto interno adaptado en m inductivamente. En m−1 es 〈 , 〉.
Supongamos que tenemos deﬁnido un producto interno en m−i+1. Junto con 〈 , 〉, induce uno en
m−1 ∧m−i+1. Por otro lado el corchete de Lie en m deﬁne una aplicación lineal
α : m−1 ∧m−i+1 → m−i
v1 ∧ v−i+1 7→ [v1, v−i+1]
Como m es fundamental, α es sobreyectiva y se restringe a una biyección entre (ker α)⊥ y m−i. Con-
sideramos en m−i el producto interno inducido por esta biyección. Por construcción, este producto
interno es invariante por Autgr(m, 〈 , 〉).
En el caso de un álgebra de Lie graduada subconforme fundamental (m, 〈 , 〉c) cada producto
interno en la clase de 〈 , 〉c tiene una extensión natural a m por la parte 1. Vemos que si 〈 , 〉1 está
en 〈 , 〉c entonces 〈 , 〉1 = r〈 , 〉 en m−1 para cierto r > 0 y sus extensiones veriﬁcan:
〈 , 〉1 = ri〈 , 〉 en m−i para todo i > 0. (2.1)
Por lo tanto, la extensiones naturales de los productos internos en 〈 , 〉c forman un producto interno
gr-conforme en m.
Cuando trabajemos con un álgebra de Lie graduada fundamental (m, 〈 , 〉), 〈 , 〉 denotará tanto
el producto interno en m−1 como su extensión natural a m y ambos se denominarán productos
internos subriemannianos en m. Análogamente para el caso subconforme.
2.2. Prolongación de Tanaka algebraica
Sea m =
⊕
i<0 m
i un álgebra de Lie graduada fundamental. La prolongación de Tanaka de m es
el álgebra de Lie graduada g(m) =
∑
i∈Z g
i(m), que veriﬁca:
1. gi(m) = mi para todo i < 0;
2. si v ∈ gi(m) con i ≥ 0 veriﬁca [v, g−1] = 0, entonces v = 0;
3. g(m) es maximal entre las álgebras de Lie graduadas que satisfacen 1 y 2.
Para i ≥ 0 se tiene inductivamente
gk(m) = {u ∈
⊕
p<0
Hom(gp, gp+k) : u([x, y]) = [u(x), y] + [x, u(y)]} (2.2)
y el corchete en g viene dado por:
Si x, y ∈ m, [x, y] ya está deﬁnido;
si u ∈ gi(m) con i ≥ 0 y x ∈ m, [u, x] = u(x);
si u ∈ gi(m) y v ∈ gj(m) con i, j ≥ 0 , [u, v](x) = [[u, x], v] + [u, [v, x]] para todo x ∈ m;
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Observemos que g0(m) = Dergr(m).
La prolongación de una estructura de Tanaka (m, g0) es la subálgebra graduada:
g(m, g0) =
∑
i∈Z
gi(m, g0) ⊂ g(m)
donde gi(m, g0) = mi si i < 0, g0(m, g0) = g0, y para i ≥ 1 se deﬁne gi(m, g0) inductivamente como
el subespacio maximal de gi(m) que veriﬁca [gi(m, g0),m−1] ⊆ gi−1(m, g0).
La prolongación de (m, g0) es igual a la prolongación de m en el caso que g0 = Dergr(m) y si
g0 ⊂ h0, entonces g(m, g0) ⊂ g(m, h0). Además, si m = m−1 es abeliana, el espacio gi(m, g0) para
cada i coincide con i-ésima prolongación clásica de g0 (ver Pág. 3).
El álgebra graduada m (resp. el par (m, g0)) se dirá de tipo ﬁnito si su prolongación es un álgebra
de dimensión ﬁnita, o sea existe k > 0 tal que gi(m) = {0} (resp. gi(m, g0) = {0}) para todo i ≥ k.
En caso contrario, se dice que es de tipo inﬁnito.
Para determinar el tipo de (m, g0), consideremos la subálgebra
h =
⊕
i≥−1
hi ⊂ g(m, g0)
donde
hi =
{
u ∈ gi(m, g0) : [u,
⊕
i≤−2
mi] = {0}}. (2.3)
h0 se identiﬁca con una subálgebra de gl(m−1) y hi con la i-ésima prolongación clásica de h0.
Proposición 2.2.1. (m, g0) es de tipo ﬁnito si y sólo si existe i ≥ −1 tal que hi = {0}, es decir
que h0 es de tipo ﬁnito en el sentido clásico.
Para la demostración, ver [T1], Teorema 11.1.
Veamos una interpretación geométrica de la prolongación de Tanaka. Sea M(m) el grupo de Lie
simplemente conexo con álgebra de Lie m y D la distribución invariante a izquierda en M(m) tal
que De = m−1, denominada distribución estándar de tipo m. Un campo vectorial X ∈ Γ(TM) se
dice un automorﬁsmo inﬁnitesimal de D si
[X,Y ] ∈ Γ(D) para todo Y ∈ Γ(D).
Es decir, son los campos generados por los difeomorﬁsmos que preservan la distribución. Sea A el
álgebra de Lie de los gérmenes de automorﬁsmos inﬁnitesimales de D en la identidad e. A tiene una
ﬁltración natural deﬁnida por:
A0 ={X ∈ A : Xe = 0},
A−1 ={X ∈ A : Xe ∈ De},
A−i−1 =[A−i,A−1] para todo i ≥ 1,
Ai+1 ={X ∈ Ai : [X,A−1] ⊂ Ai} para todo i ≥ 0,
donde X denota el germen del campo X. Si deﬁnimos Ai := Ai/Ai+1 entonces el corchete de campos
induce en A := ⊕i∈ZAi una estructura de álgebra de Lie graduada.
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Teorema 2.2.2. El álgebra de Lie graduada A asociada a (M(m),D) es naturalmente isomorfa a
la prolongación g(m)
Demostración. Referimos al teorema 6.1 de [T1].
Deﬁnición 2.2.3. Dada la prolongación g =
∑
i∈Z g
i del par (m, g0) podemos considerar una familia
de grupos de Lie {Gk(m, g0)}k≥0 (o simplemente {Gk}k≥0) donde G0(m, g0) es el subgrupo de Lie
conexo de Autgr(m) con álgebra de Lie g0 y para k ≥ 1, Gk(m, g0) es el grupo abeliano de todos los
mapas A ∈⊕i<kHom(gi, gi ⊕ gi+k) tales que:
A|gi = Idgi + Ti, si i < 0
A|g0 = Idg0
con Ti ∈ Hom(gi, gi+k) y T−µ ⊕ . . .⊕ T−1 ∈ gk.
Observemos que la dimensión de Gk es igual a la de gk.
En [Y] se estudia el caso en que la prolongación g es un álgebra de Lie simple, comenzando con
describir las posibles graduaciones de un álgebra simple, como sigue.
Proposición 2.2.4. Sea g un álgebra simple sobre C, h una subálgebra de Cartan de g, 4 el
correspondiente sistema de raíces, 4+ un sistema de raíces positivas y 40 = {α1, . . . , αl} el conjunto
de raíces simples. Para cada α ∈ 4 denotamos por gα el espacio raíz correspondiente a α.
Todo subconjunto Σ ⊂ 40 determina una graduación g = g−k ⊕ . . .⊕ gk donde
g0 = h⊕
∑
α∈Σ0
gα, gk =
∑
α∈Σk
gα, g−k =
∑
α∈Σk
g−α
para k > 0, con
Σk = {α =
l∑
k=1
niαi ∈ 4+ :
∑
αi∈Σ
ni = k}
Esta álgebra graduada se denota por (g,Σ).
Además, toda graduación de g se obtiene de esta forma para alguna elección de subálgebra de
Cartan y raíces positivas.
Si g es un álgebra simple sobre R existe una correspondencia similar entre las graduaciones de
g y subconjuntos particulares del conjunto de raíces restringidas simples (Ver pág. 446 de [Y]).
Teorema 2.2.5. Sea g = ⊕i∈Zgi un álgebra de Lie simple graduada sobre C tal que m = ⊕i<0gi es
fundamental. Luego g es la prolongación de m excepto en los siguientes casos:
1. g = g−1 ⊕ g0 ⊕ g1.
2. g = g−2⊕g−1⊕g0⊕g1⊕g2 con dim g−2 = 1 y tal que [ , ] : g−1×g−1 → g−2 es no degenerado.
3. g = ⊕i∈Zgi es isomorfa a (Al, {α1, αi}), para algún 1 < i < l, o a (Cl, {α1, αl}).
Además, g es la prolongación de (m, g0) excepto cuando g = ⊕i∈Zgi es isomorfa a (Al, {α1}) o a
(Cl, {α1}).
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Teorema 2.2.6. Sea g = ⊕i∈Zgi un álgebra de Lie simple graduada sobre R tal que m = ⊕i<0gi es
fundamental. Luego g es la prolongación de m excepto en los siguientes casos:
1. g = g−1 ⊕ g0 ⊕ g1.
2. g = g−2 ⊕ g−1 ⊕ g0 ⊕ g1 ⊕ g2 con dim g−2 = 1 y [ , ] : g−1 × g−1 → g−2 es no degenerado o es
la complexiﬁcación de una álgebra de esta forma.
3. g = ⊕i∈Zgi es isomorfa a (Al, {α1, αi}) para algún 1 < i < l, a (Cl, {α1, αl}) o a sus formas
reales split (AI, {α1, αi}) con 1 < i < l, (CI, {α1, αl}).
Además, g es la prolongación de (m, g0) excepto cuando g = ⊕i∈Zgi es isomorfa a (Al, {α1}) con
1 < i < l, a (Cl, {α1}) o a sus formas reales split (AI, {α1}) con 1 < i < l, (CI, {α1})
2.3. Prolongación de álgebras de Lie subriemannianas y subconfor-
mes
Si m posee un producto interno subriemanniano y G0 ⊂ G0sr(m) con Lie(G0) = g0 ⊂ g0sr(m) en-
tonces el producto interno se puede extender a un producto interno G0-invariante en la prolongación
de (m, g0). Basta observar inductivamente que para k ≥ 0, cada gk es un subespacio G0-invariante
de ⊕i<0gi+k ⊗ (gi)∗. El producto interno de este espacio coincide con 〈A,B〉 = tr(A>B) en cada
espacio gi+k ⊗ (gi)∗ ' Hom(gi, gi+k). De manera análoga se procede si partimos de un producto
interno subconforme en m y G0 ⊂ G0sc(m).
Sin embargo, para el caso que g0 ⊂ g0sr(m) la siguiente proposición nos determina exactamente
la prolongación.
Proposición 2.3.1. Si (m, 〈 , 〉) es un álgebra de Lie graduada subriemanniana, la prolongación
de (m, g0sr(m)) es trivial, i.e. g
i(m, g0sr(m)) = {0} para todo i > 0.
Demostración. Ver [Mor2].
Proposición 2.3.2. Si (m, 〈 , 〉c) es un álgebra de Lie graduada subconforme, la prolongación de
(m, g0sc(m)) es ﬁnita.
Demostración. Sea u ∈ h1(m, g0sc(m)) (ver (2.3)). Luego u(g−1) ⊂ g0sr(m), derivaciones que preservan
un producto interno en la clase conforme 〈 , 〉c. Por 2.3.1, u = 0 y la proposición se deduce de
2.2.1.
2.4. Cohomología de Spencer y formas armónicas
Sea g = ⊕i∈Zgi un álgebra de Lie graduada y sea m = ⊕i<0gi. La graduación en g induce una
graduación del espacio Cn(m, g) = Cn = Hom(∧nm, g) = ∧nm∗ ⊗ g dada por:
Ck,n =
⊕
i1,...,in<0
Hom(gi1 ∧ . . . ∧ gin , gi1+...+in+k) (2.4)
Por ejemplo, Ck,0 = gk, Ck,1 = ⊕i<0Hom(gi, gi+k) y Ck,2 = ⊕i,j<0Hom(gi ∧ gj , gi+j+k). Lla-
maremos a los elementos de Ck,n como n-formas de grado k.
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El operador de coborde ∂ : Cn → Cn+1 es
(∂f)(v1, . . . , vn+1) =
∑
i
(−1)i+1[vi, f(v1, . . . , vˆi, . . . , vn+1)]
+
∑
i<j
(−1)i+jf([vi, vj ], v1, . . . , vˆi, . . . , vˆj , . . . , vn+1)
(2.5)
con f ∈ Cn y v1, . . . , vn+1 ∈ m, y donde vˆ denota la omisión de v. Es conocido el hecho que ∂2 = 0,
por lo tanto (∂ : Cn → Cn+1) es un complejo. Denotamos por Hn(m, g) los correspondientes grupos
de cohomología. Además, ∂(Ck,n) ⊂ Ck,n+1 (∂ preserva el grado) e induce una familia de complejos
(∂k : C
k,n → Ck,n+1) y una graduación:
Hn(m, g) =
⊕
k
Hk,n(m, g)
Este espacio graduado se denomina el grupo de cohomología de Spencer generalizado del álgebra
graduada g, y ∂k el operador de Spencer generalizado de grado k.
Un ϕ ∈ Aut(g) actúa en Cn(m, g) por la acción estándar
(ϕ · f)(v1, . . . , vn) = ϕ−1f(ϕv1, . . . , ϕvn)
De manera directa obtenemos:
Lema 2.4.1. El operador ∂ es equivariante con respecto a la acción de Aut(g), es decir
(ϕ · ∂f) = ∂(ϕ · f)
para todo ϕ ∈ Aut(g) y f ∈ Cn(m, g). Por lo tanto, Aut(g) actúa naturalmente en Hn(m, g).
Además, si ϕ ∈ Autgr(g), la acción de ϕ en Cn(m, g) preserva la graduación y Autgr(g) actúa en
cada Hk,n(m, g).
Lema 2.4.2. Sea g = ⊕i∈Zgi un álgebra de Lie graduada tal que m = ⊕i<0gi es fundamental. Luego
g es la prolongación de m (resp. (m, g0) ) si y sólo si se veriﬁcan las siguientes dos condiciones:
1. Para k ≥ 0, si u ∈ gk y [u,m] = {0}, luego u = 0.
2. Hk,1(m, g) = {0} para k ≥ 0 (resp. k ≥ 1).
Demostración. Es inmediata recordando la construcción (2.2).
Yamaguchi utilizó este resultado y la teoría de Kostant para calcular grupos de cohomología,
en particular obtener los Teoremas 2.2.5 y 2.2.6 [Y]. Supongamos que g = ⊕i∈Zgi posee un pro-
ducto interno adaptado 〈 , 〉. Este induce un producto interno en el espacio ⊕nCn(m, g) tal que
Ck,n(m, g)⊥C l,m(m, g) si (k, n) es distinto de (l,m). Denotamos por ∂∗ : Cn+1 → Cn al operador
adjunto de ∂ con respecto a este producto interno, i.e. para cada f ∈ Cn+1 y g ∈ Cn:
〈∂∗f, g〉 = 〈f, ∂g〉
Como ∂ preserva el grado y el producto interno es adaptado resulta que ∂∗ también preserva el
grado y tenemos la familia de complejos (∂∗k : C
k,n+1 → Ck,n).
Dado r > 0, si multiplicamos el producto interno en gi por ri entonces el producto interno
inducido en Ck,n se multiplica por rk y el operador ∂∗ no se modiﬁca. Es decir, ∂∗ está bien deﬁnido
si partimos de un producto interno subconforme en g.
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Lema 2.4.3. Si G0sr ⊂ G0sr(g) entonces ∂∗ es equivariante con respecto a la acción de G0sr.
Demostración. Sea ϕ ∈ G0sr, f ∈ Cn+1 y g ∈ Cn entonces:
〈∂∗(ϕ · f), g〉 = 〈ϕ · f, ∂g〉 = 〈f, ϕ−1 · ∂g〉 = 〈f, ∂ϕ−1 · g〉 = 〈∂∗f, ϕ−1 · g〉 = 〈ϕ · ∂∗f, g〉
En general los subgrupos G ⊂ Aut(g) que se presentan no preservan ningún producto interno
subconforme, pero sin embargo existen productos internos subconformes que satisfacen la siguiente
propiedad.
Deﬁnición 2.4.4. Sea K ⊂ Autgr(g). Un producto interno subconforme en g se dirá admisible con
respecto a K si ∂∗ es equivariante por la acción de K.
Ejemplo 2.4.5. Sea g = ⊕µi=−µgi un álgebra de Lie semisimple real graduada con G = Aut(g),
p = ⊕i≥0gi la correspondiente subálgebra parabólica, P y G0 los subgrupos de Lie de G con
Lie(G0) = g0 y Lie(P ) = p0. Estos grupos de Lie son, en general, no compactos y no preservan
ningún producto interno subconforme en g (por ejemplo, si suponemos rango real > 1). Sin embargo,
si consideramos una involución de Cartan θ : g → g tal que θ(gi) = g−i para todo i, el producto
interno Bθ deﬁnido por
Bθ(x, y) = B(θ(x), y) x, y ∈ g
donde B es la forma de Killing de g, resulta ser admisible con respecto a P . Esto es fundamental
en la teoría armónica de Kostant.
Para cada n ∈ N, consideramos el laplaciano
∆ = ∂∂∗ + ∂∗∂ : Cn(m, g)→ Cn(m, g).
Decimos que una f ∈ Cn es armónica si ∆f = 0. El espacio de todas las formas armónicas en Cn
(resp. Ck,n) se denota por Hn(m, g) (resp. Hk,n(m, g)) o simplemente Hn (resp. Hk,n).
Proposición 2.4.6. 1. f ∈ Cn es armónica si y sólo si ∂f = ∂∗f = 0.
2. Vale la descomposición de Hodge
Cn = ∂(Cn−1)⊕Hn ⊕ ∂∗(Cn+1) (2.6)
En efecto,
Ck,n = ∂(Ck,n−1)⊕Hk,n ⊕ ∂∗(Ck,n+1) (2.7)
para todo k.
Demostración. Dada f ∈ Cn:
〈∆f, f〉 = 〈∂∂∗f, f〉+ 〈∂∗∂f, f〉 = 〈∂∗f, ∂∗f〉+ 〈∂f, ∂f〉 ≥ 0
De donde se deduce 1. Por otro lado,
f ∈ (Im ∂∗)⊥ ⇔ 〈f, ∂∗g〉 = 0 ∀ g ∈ Cn+1 ⇔ 〈∂f, g〉 = 0 ∀ g ∈ Cn+1 ⇔ f ∈ ker ∂
Por lo tanto, Cn = Im ∂∗⊕ker ∂ es una descomposición ortogonal. De manera análoga se deduce la
descomposición ortogonal Cn = Im ∂ ⊕ ker ∂∗. Como ∂2 = 0, tenemos que Im ∂ ⊂ ker ∂, es decir,
Im ∂ e Im ∂∗ son ortogonales. Además por la parte 1, Hn = ker ∂ ∩ ker ∂∗ de lo que se concluye
(2.6). (2.7) se deduce inmediatamente del hecho que ∂, ∂∗, y por lo tanto también ∆, preservan el
grado.
Capítulo 3
Equivalencia de distribuciones y
subestructuras asociadas
3.1. Distribuciones
Deﬁnición 3.1.1. Una distribución D en una variedad suave M es un subconjunto D ⊂ TM tal
que para cada p ∈ M , Dp := D ∩ TpM es un subespacio vectorial de TpM . D se dice de rango
constante k si dim Dp = k es constante, y D se dice suave si esta generada por campos vectoriales
suaves en un entorno de cada punto. Un campo vectorial suave X deﬁnido en un abierto U de M
es una sección de D si Xp ∈ Dp para todo p ∈ U . Denotamos al haz de secciones de D por Γ(D).
Supondremos, salvo que se indique lo contrario, que una distribución tiene rango constante y es
suave.
Dos distribuciones D1 y D2, en M1 y M2 respectivamente, se dicen equivalentes si existe un
difeomorﬁsmo F : M1 → M2 tal que dF (D1(p)) = D2(F (p)) para cada p ∈ M1. Se dice que F es
una equivalencia o isomorﬁsmo entre las distribuciones. Dados p ∈ M1 e q ∈ M2, se dice que D1 y
D2 son localmente equivalentes en (p, q) si existen entornos U de p y V de q, y una equivalencia ϕ
de D1|U en D2|V tal que ϕ(p) = q.
Recordemos que para tratar el problema de equivalencia de distribuciones como un problema de
equivalencia de G-estructuras debemos considerar el grupo:
G =
{(
A B
0 C
)
: A ∈ GL(d), B ∈M(d, n− d), C ∈ GL(n− d)
}
Este grupo no es elíptico (Lie(G) contiene elementos de rango 1) y por lo tanto es de tipo inﬁnito (cf.
Ejemplo 1.1.3). N. Tanaka en [T1] estableció un método de prolongación para estructuras asociadas
a distribuciones que generaliza el método clásico y permite resolver el problema de equivalencia
utilizando únicamente la prolongación, aún en casos donde el grupo no es de tipo ﬁnito y ni siquiera
elíptico.
Para cada punto p ∈M , la distribución D deﬁne una ﬁltración
D−1(p) ⊂ D−2(p) ⊂ · · · ⊂ TpM,
con D−1(p) = D(p) y D−j(p) = D−j+1(p) + [D,D−j+1](p). D se dice regular si para todo j < 0,
las dimensiones de los espacios Dj(p) son independientes del punto p y D se dice completamente no
17
3. Equivalencia de distribuciones y subestructuras asociadas 18
integrable si ∀ p ∈ M existe k > 0 tal que D−k = TpM . El mínimo k es el grado de no-holonomía
µ(p) de D en p. De ahora en adelante asumimos D completamente no integrable y regular, con grado
de no-holonomía µ constante. Sea m−1(p) = D−1(p) y mj(p) = Dj(p)Dj+1(p) para j < −1, y consideremos
el espacio vectorial graduado
m(p) =
−1⊕
j=−µ
mj(p)
Proposición 3.1.2. El corchete de Lie de campos induce en m(p) una estructura de álgebra de Lie
graduada nilpotente fundamental.
Demostración. Si X es una sección de Di e Y es una sección de Dj , entonces [X,Y ] es una sección
de Di+j . Sea pii : Di(p)→ D
i(p)
Di+1(p) la proyección canónica. Para cada par i, j deﬁnimos el corchete:
[ , ] : mi(p)×mj(p)→ mi+j(p)
(pii(Xp), pii(Yp)) 7→ pii+j([X,Y ]p)
donde X ∈ Γ(Di) e Y ∈ Γ(Dj). Está bien deﬁnido, porque si X ′ ∈ Γ(Di+1) e Y ′ ∈ Γ(Dj+1), entonces
[X +X ′, Y + Y ′] = [X,Y ] + [X,Y ′] + [X ′, Y ] + [X ′, Y ′]
donde los tres últimos términos son secciones de Di+j+1. Por linealidad, estos deﬁnen un corchete
[ , ](p) en m(p). La antisimetría y la identidad de Jacobi se comprueban inmediatamente de las
propiedades análogas que veriﬁcan los campos vectoriales. Por lo tanto m(p) es un álgebra de Lie
graduada y de la propia deﬁnición se desprende que es nilpotente y está generada por m−1(p).
Deﬁnición 3.1.3. m(p) se denomina el símbolo o la nilpotentización de D en p.
Si dos distribuciones D y D′ son equivalentes en (p, q) entonces el símbolo de D en p es isomorfo
al símbolo de D′ en q y la diferencial de toda equivalencia F induce naturalmente un isomorﬁsmo
de álgebras de Lie graduadas. Fijada un álgebra de Lie graduada fundamental m, una distribución
D se dice de símbolo (o tipo) constante m si para todo p la nilpotentización m(p) es isomorfa a m
como álgebras de Lie graduadas.
Entre las distribuciones de tipo constante m =
⊕−1
j=−µm
j existe una estándar, o playa. Sobre
el grupo de Lie simplemente conexo con álgebra de Lie m, es la distribución invariante a izquierda
deﬁnida por m−1.
Sea G0(m) := Autgr(m) el grupo de automorﬁsmos del álgebra de Lie que preservan la gradua-
ción, y sea g0(m) := Dergr(m) su álgebra de Lie, i.e. el álgebra de derivaciones de m que preservan la
graduación. Toda distribución de tipo constante m tiene asociado un G0(m)-ﬁbrado principal dado
por
P 0(m) = {(p, ϕ) : p ∈M,ϕ : m→ m(p) isomorﬁsmo de álgebras de Lie graduadas}
donde la acción es (p, ϕ) ·A = (p, ϕ ◦A) para A ∈ G0(m). Decimos que P 0 es una estructura de tipo
constante m.
De manera análoga a las G-estructuras, los isomorﬁsmos entre estructuras de tipo constante m
son aquellos inducidos por difeomorﬁsmos de las bases que preservan la distribución. En el caso queD
posee estructuras adicionales (métricas subriemannianas, subconformes, estructuras casi complejas,
etc.) deberemos considerar una reducción P 0 del ﬁbrado P 0(m).
19 3.1. Distribuciones
Deﬁnición 3.1.4. Una reducción P 0 del ﬁbrado principal P 0(m) con grupo estructural G0 ⊆ G0(m)
tal que Lie(G0) = g0 se denomina estructura de tipo constante (m, g0).
Ejemplo 3.1.5. Si D posee una métrica subriemanniana g, i.e. una métrica deﬁnida en cada subes-
pacio Dp de TpM de manera suave, entonces el símbolo subriemanniano de (D, g) en el punto p se
deﬁne como el álgebra de Lie graduada subriemanniana (m(p), gp) donde m(p) es el símbolo de D y
gp es el producto interno en m−1(p) inducido por la métrica subriemanniana. Fijada un álgebra de
Lie graduada subriemanniana (m, 〈 , 〉) entonces (D, g) se dice de tipo constante (m, 〈 , 〉) si (m, 〈 , 〉)
es isomorfa a (m(p), gp) para todo p. Luego el conjunto de las aplicaciones ϕ : m→ m(p) en P 0(m)
tales que ϕ|m−1 es una isometría, es una reducción de P 0(m) con grupo estructural Autgr(m, 〈 , 〉),
i.e. los isomorﬁsmos de m que preservan el producto interno en m−1.
De manera análoga si D posee una métrica subconforme gc, i.e. una clase de equivalencia confor-
me de métricas deﬁnidas en cada subespacio Dp, se deﬁne el símbolo subconforme como un álgebra
de Lie graduada subconforme y para las distribuciones de símbolo subconforme constante se obtiene
una reducción de P 0(m) con grupo Autgr(m, 〈 , 〉c).
Veamos una caracterización intrínseca de las estructuras de tipo constante (m, g0).
Deﬁnición 3.1.6. 1. Sea (m =
∑−1
i=−µ g
i, g0) una estructura de Tanaka, G0 un subgrupo de
Lie de Autgr(m) con álgebra de Lie g0 y M una variedad de dimensión m = dim m. Una
estructura de bandera inﬁnitesimal o pseudo-G0-estructuras en M es una terna (P 0,D, ω0) (o
simplemente (P 0, ω0)) donde:
a) pi0 : P 0 →M es un ﬁbrado principal con grupo estructural G0
b) D = {Di}i<0 es una familia de distribuciones en M que deﬁnen una ﬁltración TM =
D−µ ⊃ . . . ⊃ D−1 con dim Di = dim ∑−1j=i gi. A su vez estas deﬁnen una ﬁltración en
P 0 dada por Di0 = (dpi0)−1(Di) si i < 0 y D00 es el espacio vertical.
c) ω0 = (ω
−µ
0 , . . . , ω
−1
0 ) donde cada ω
i
0 : Di0 −→ gi es una 1-forma gi-valuada deﬁnida en
Di0 que es G0-equivariante en el sentido que R∗Aωi0 = A−1ωi0 para todo A ∈ G0 e i < 0,
y el núcleo de ωi0 es Di+10 . Estas formas se denominan formas tautológicas parciales.
2. Un isomorﬁsmo entre dos pseudo-G0-estructuras (P 0, ωi0) y (P˜
0, ω˜i0) sobre variedades M y
M˜ , respectivamente, es un isomorﬁsmo de ﬁbrados principales Φ : P 0 → P˜ 0 que cubre un
difeomorﬁsmo ϕ : M → M˜ tal que dϕ preserva las ﬁltración y Φ∗ω˜i0 = ωi0 para todo i =
−µ, . . . ,−1.
Tanaka introdujo estas estructuras y las denominó pseudo-G0-estructuras. Sin embargo, en la
actualidad, especialmente en el contexto de las geometrías parabólicas, se usa el nombre estructura
de bandera inﬁnitesimal [CSl]. Ahora podemos enunciar el resultado principal de esta sección.
Proposición 3.1.7. Toda estructura de tipo constante (m, g0) es una pseudo-G0-estructura de tipo
m. Mas aún, en cualquier pseudo-G0-estructura (P 0,D, ω0) de tipo m la distribución D−1 de la
ﬁltración es de tipo constante m y (P 0,D, ω0) es isomorfa a una estructura de tipo constante (m, g0)
sobre D−1.
Demostración. Una variedad ﬁltrada es una variedad diferenciableM junto con una ﬁltración TM =
D−µ ⊃ · · · ⊃ D−1 de su ﬁbrado tangente por distribuciones que veriﬁca:
[Xi, Xj ] ∈ Γ(Di+j) si Xi ∈ Γ(Di), Xj ∈ Γ(Dj) para i, j < 0.
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Una pseudo-G0-estructura (P 0,D, ω0) en M se dice de tipo m o regular si (M,D) es una variedad
ﬁltrada y para todos i, j < 0 tales que i+ j ≥ −µ y X ∈ Γ(Di0), Y ∈ Γ(Dj0) se veriﬁca:
ωi+j0 ([X,Y ]) = [ω
i
0(X), ω
j
0(Y )] (3.1)
Observemos que la propiedad 3.1 es tensorial, por lo tanto basta veriﬁcarla en cada punto λ ∈ P 0
y para vectores tangentes X ∈ Di0(λ), Y ∈ Dj0(λ).
Sea P 0 una estructura de tipo constante (m, g0) asociada a una distibución D−1 de tipo constante
m en M . Veamos que P 0 es naturalmente una pseudo-G0-estructura regular.
Sea pi0 : P 0 → M la proyección canónica,
{Di}
i<0
la ﬁltración de TM generada por D−1 que
se levanta a una ﬁltración
{Di0}i≤0 de TP 0. Deﬁnimos en P 0 las 1-formas tautológicas parciales{
ωi0
}
i<0
por,
ωi0|λ : Di0(λ)→ gi
X 7→ ωi0(p) = ϕ−1(dpi0(p) +Di+1(p))
para cada λ = (p, ϕ) ∈ P 0 y X ∈ Di0(λ). Recordar que ϕ : gi → Di(p)/Di+1(p).
Es claro de la deﬁnición que Di+10 = ker(ωi0). Veamos que además las formas ωi0 son equivariantes.
Sea λ = (p, ϕ) ∈ P 0, g ∈ G0 y X ∈ Di0(λ) entonces:
ωi0|λ·g(dRg(X)) = (ϕ ◦ g)−1(dpi0(dRg(X)) +Di+1(p)) = g−1ϕ−1(dpi0(X) +Di+1(p)) = g−1ωi0|λ(X)
Por lo tanto, toda estructura de tipo constante (m, g0) es naturalmente una pseudo-G0-estructura.
Mas aún, es regular ya que, por construcción, M con la ﬁltración generada por D es una variedad
ﬁltrada y las 1-formas ωi0 veriﬁcan la condición 3.1 ya que las funciones ϕ son isomorﬁsmos de
álgebras graduadas.
Por otro lado, sea (P 0,D, ω0) una pseudo-G0-estructura regular de tipo m y sea λ ∈ P 0 con
p = pi0(λ). De manera similar al símbolo deﬁnimos m(p) =
⊕−1
j=−µ g
j(p) para la ﬁltración D donde
g−1(p) = D−1(p) y gj(p) = Dj(p)Dj+1(p) para j < −1. m(p) posee estructura de álgebra de Lie graduada
porque (M,D) es una variedad ﬁltrada. Podemos deﬁnir entonces la función ϕλ : m→ m(p),
ϕλ(X) = dpi0((ω
i
0)
−1(X)) +Di+1(p) ∈ gi(p)
para todo x ∈ gi e i ≤ −1.
ϕλ está bien deﬁnida y es biyectiva ya que Di+10 = ker(ωi0) y dim Di = dim
∑−1
j=i g
i. Además,
es un isomorﬁsmo de álgebras de Lie graduadas por la condición de regularidad (3.1). Por lo que
D−1 es de tipo constante m. Como las 1-formas ωi0 son G0-equivariantes, el mapa λ 7→ ϕλ es un
isomorﬁsmo de pseudo-G0-estructuras entre (P 0,D, ω0) y la estructura de tipo constante (m, g0)
asociada a D−1.
3.2. Primera prolongación de Tanaka
Sea P 0 una estructura de tipo constante (m =
∑−1
i=−µ g
i, g0) en M con pi0 : P 0 → M la
proyección canónica. Las formas tautológicas parciales ωi0 inducen un isomorﬁsmo lineal de Di0/Di+10
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en gi al que denotaremos ω¯i0 y, como antes, denotamos por Iλ : g
0 → D00(λ) a la identiﬁcación
canónica de g0 con el espacio vertical.
Fijemos λ = (p, ϕ) ∈ P 0. Para cada i < 0, consideramos la proyección canónica
ρi0 : Di0(λ)/Di+20 (λ)→ Di0(λ)/Di+10 (λ)
y el isomorﬁsmo
dpii0 : Di0(λ)/Di+10 (λ)→ Di(p)/Di+1(p)
inducido por dpi0.
Para cada i < 0, elegimos un subespacio H i ⊂ Di0(λ)/Di+20 (λ) tal que:
Di0(λ)/Di+20 (λ) = Di+10 (λ)/Di+20 (λ)⊕H i (3.2)
Denominamos al conjuntoH = {H i}i<0 estructura horizontal en λ. La composición dpii0◦ρi0 identiﬁca
H i con Di(p)/Di+1(p) que a su vez se identiﬁca con gi mediante ϕ. A partir de esta identiﬁcación
podemos deﬁnir el monomorﬁsmo:
ϕH ∈
⊕
i≤0
Hom(gi,Di0(λ)/Di+20 (λ)) (3.3)
como
ϕH
∣∣
gi
=
{
(dpii0 ◦ ρi0|Hi)−1 ◦ ϕ
∣∣
gi
, si i < 0;
Iλ, si i = 0.
(3.4)
De manera similar al caso de la prolongación clásica, esta función caracteriza a la estructura hori-
zontal. Es decir, dada ϕ̂ como en (3.3) tal que
dpii0 ◦ ρi0 ◦ ϕ̂|gi = ϕ|gi
para i < 0 entonces {ϕ̂(gi)}i<0 es una estructura horizontal. Denominamos prHi la proyección de
Di0(λ)/Di+20 (λ) en Di+10 (λ)/Di+20 (λ) paralela a H i.
A cada estructura horizontal H le asociamos una función de estructura o torsión asociada:
CH ∈ C1,2 :=
⊕
i,j<0
Hom(gi ⊗ gj , gi+j+1)
Dados v1 ∈ gi y v2 ∈ gj con i, j < 0, consideramos dos campos Y1 y Y2 en un entorno de λ en P 0
tal que Y1 es sección de Di0, Y2 es sección de Dj0, y
ωi0(Y1) ≡ v1,
Y1(λ) +Di+20 = ϕH(v1).
ωj0(Y2) ≡ v2,
Y2(λ) +Dj+20 = ϕH(v2).
(3.5)
Es decir, Y1(λ) + Di+20 es la única clase en H i que se identiﬁca con v1 a través de ϕH e Y1 es una
extensión ωi0-constante, lo mismo para Y2.
Como Y1 ∈ Γ(Di0) e Y2 ∈ Γ(Dj0) entonces [Y1, Y2] ∈ Γ(Di+j0 ) y la forma tautológica ωi+j0 le
asocia a [Y1, Y2](λ) un elemento de gi+j . Utilizando la estructura horizontal H le podemos asignar
también un elemento de gi+j+1. En efecto, si tomamos la clase de [Y1, Y2](λ) en Di+j0 (λ)/Di+j+20 (λ)
y proyectamos en Di+j+10 (λ)/Di+j+20 (λ) según la descomposición (3.2), tenemos que este espacio se
identiﬁca con gi+j+1 a partir de ω¯i+j+10 . Resumiendo, deﬁnimos
CH(v1, v2) = ω¯
i+j+1
0 (pr
H
i+j([Y1, Y2](λ) +Di+j+20 ))
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CH(v1, v2) no depende de la elección de los campos Y1 e Y2, ya que si escogemos otros campos
Y˜1 y Y˜2 como 3.5 entonces
Y˜1 = Y1 + Z1 Y˜2 = Y2 + Z2
con Z1 ∈ Di+10 tal que Z1(λ) ∈ Di+20 y Z1 ∈ Dj+10 tal que Z1(λ) ∈ Dj+20 . Luego, [Y1, Z2](λ), [Y2, Z1](λ) ∈
Di+j+20 (λ) y, como en la prueba de 3.1.2, resulta:
[Y˜1, Y˜2](λ) ≡ [Y1, Y2](λ) mo´d Di+j+20
Sea H˜ = {H˜ i}i<0 otra estructura horizontal, comparemos sus funciones de estructura. Dado
v ∈ gi, ϕH(v)−ϕH˜(v) ∈ Di+10 (λ)/Di+20 (λ) que se identiﬁca con gi+1 mediante ω¯i+10 cuando i < −1.
Entonces podemos deﬁnir una función fHH˜ ∈
⊕
i<0Hom(g
i, gi+1) dada por
fHH˜(v) =
{
ω¯i+10 (ϕ
H(v)− ϕH˜(v)), si v ∈ gi con i < −1;
I−1λ (ϕ
H(v) − ϕH˜(v)), si v ∈ g−1.
Recíprocamente, para cada f ∈⊕i<0Hom(gi, gi+1) existe una estructura horizontal H˜ = {H˜ i}i<0
tal que f = fHH˜. Basta tomar H˜
−1 = H−1 + Iλ(f(g−1)) y H˜ i = H i + (ω¯i+10 )
−1(f(gi)) para i < −1.
Para el par (m, g0) recordemos que el operador de Spencer generalizado de grado 1 viene dado
por:
∂1 :
⊕
i<0
Hom(gi, gi+1) → C1,2
f 7→ ∂1f(v, w) = [f(v), w] + [v, f(w)]− f([v, w])
donde g1 = ker(∂1) coincide con g1(m, g0), la primera prolongación de Tanaka de (m, g0).
Proposición 3.2.1. Dados dos estructuras horizontales H y H˜ se cumple que
CH˜ = CH + ∂1fHH˜
Sea N1 ⊂ C1,2 un subespacio complementario de Im ∂1 denominado condición de normalización.
La primera prolongación de P 0 es el ﬁbrado:
P 1 =
{
(λ, ϕH) : λ ∈ P 0, CH ∈ N1
}
De manera similar al caso de G-estructuras, se prueba que P 1 es un ﬁbrado principal con grupo
estructural abeliano G1(m, g0) (ver deﬁnición 2.2.3).
Observación 3.2.2. Este proceso se puede realizar de la misma forma considerando, en lugar del
espacio total C1,2 de dos formas lineales de grado 1, el subespacio:
C1,2r := (
−2⊕
i=−µ
Hom(g−1 ⊗ gi, gi))⊕Hom(g−1 ∧ g−1, g−1)
y, si ρ : C1,2 → C1,2r es la proyección, las respectivas funciones ρ ◦ ∂1 y ρ(CH˜). Esto se debe a que
el núcleo de ρ ◦ ∂1 también es g1 y por lo tanto ker ρ ∩ Im ∂1 = {0}, entonces toda condición de
normalizaciónN1 en C1,2r se puede extender a una condición de normalización N˜1 = N1⊕ker ρ en C1,2
de manera que con ambas condiciones obtenemos el mismo ﬁbrado P 1. Sin embargo, esto restringe
la elección de la condición de normalización. Para llegar a un marco con ciertas propiedades (como
el caso de las conexiones de Cartan normales que trataremos más adelante) debemos considerar el
espacio total C1,2.
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3.3. Prolongación de Tanaka de mayor orden
A diferencia del caso de G-estructuras, el ﬁbrado P 1 no es una estructura de tipo constante
(m, g0) y el proceso de prolongación no es recursivo, es decir no se veriﬁca que P i+1 = (P i)1.
Construiremos las prolongaciones de mayor orden de P 0 por inducción. Denotamos P−1 = M
y suponemos que la l-ésima prolongación P l está construida para 0 ≤ l ≤ k con las siguientes
propiedades:
1. pil : P l → P l−1 es un ﬁbrado principal con grupo estructural Gl(m, g0).
2. El ﬁbrado tangente TP l tiene una ﬁltración
{Dil}i≤l invariante por la acción del grupo Gl
donde Di−1 = Di y para l ≥ 0:
Dll = ker(dpil)
Dil =
{
v ∈ TP l : dpil ∈ Dil−1
}
∀i < l
Dil = {0} ∀i > l
Dado λl ∈ pil, Iλl : gl → Dll(λl) es la identiﬁcación canónica del tangente a la ﬁbra.
3. Los elementos de P l son pares (λl−1, ϕl) con λl−1 ∈ P l−1 y
ϕl ∈
⊕
i<l
Hom(gi,Dil−1(λl−1)/Di+l+1l−1 (λl−1))
un monomorﬁsmo tal que ϕl|gl−1 = Iλl−1 y para i < l deﬁne la siguiente graduación:
Dil−1(λl−1)/Di+l+1l−1 (λl−1) = ϕl(gi+l)⊕ ϕl(gi+l−1)⊕ . . .⊕ ϕl(gi+1)⊕ ϕl(gi). (3.6)
donde cada ϕl(gk) representa su proyección en el cociente correspondiente y se identiﬁca con
gk. Además, si i ≥ 0 entonces ϕl|gi depende sólo de λl−1. La acción de Gl viene dada por
ϕl ·A = ϕl ◦A para todo A ∈ Gl.
4. Sea 0 < l ≤ k, λl−1 = (λl−2, ϕl−1) ∈ P l−1 y λl = (λl−1, ϕl) ∈ P l. Denotamos por:
ρil : Dil(λl)/Di+l+2l (λl)→ Dil(λl)/Di+l+1l (λl)
a la proyección canónica y por
dpiil : Dil(λl)/Di+l+1l (λl)→ Dil−1(λl−1)/Di+l+1l−1 (λl−1)
al mapa inducido por dpi0. Luego, se veriﬁca que
ϕl−1|gi = dpiil−1 ◦ ρil−1 ◦ ϕl|gi
Observemos que si i < 0, dpiil es un isomorﬁsmo y si i ≥ 0, ρil es la identidad.
En P l existen formas tautológicas parciales
{
ωil
}
i<l
, que generalizan las correspondientes en P 0,
deﬁnidas por:
ωil : Dil(λl) → gi+l ⊕ . . .⊕ gi+1 ⊕ gi
Y 7→ ωil(Y ) = ϕ−1l (dpil(Y ) +Di+l+1l−1 (λl−1))
3. Equivalencia de distribuciones y subestructuras asociadas 24
donde ϕ−1l representa la identiﬁcación dada por la descomposición (3.6). Estas formas son compati-
bles entre sí, es decir, ωil −ωi+1l ∈ gi+l+1 en Di+1l . En este caso resulta que ker (ωil) = Di+l+1l (λl), ωil
induce un isomorﬁsmos ω˜il entre Dil(λl)/Di+l+1l (λl) y gi+l⊕. . .⊕gi+1⊕gi, y ω¯il entre Dil(λl)/Di+1l (λl)
y gi.
La terna (P l,
{Dil}i≤l , ωl) se denomina una pseudo-Gk-estructura de orden k y tipo m (Ver
Deﬁnición 3.4.1).
Construimos a continuación la prolongación P k+1. Fijemos λk = (λk−1, ϕk) ∈ P k, con
ϕk ∈
⊕
i<k
Hom(gi,Dik−1(λk−1)/Di+k+1k−1 (λk−1))
Los elementos de P k+1 serán pares (λk, ϕˆk+1) donde
ϕˆk+1 ∈
⊕
i≤k
Hom(gi,Dik(λk)/Di+k+2k (λk))
tal que ϕk|gi = dpiik ◦ ρik ◦ ϕˆk+1|gi para todo i < k y ϕˆk+1|gk = Iλk .
Por otro lado, sea Hk = {H ik}i<k donde H ik = ϕk(gi). Deﬁnimos una estructura horizontal en λk
como un conjunto de subespacios Hk+1 = {H ik+1}i<k, con H ik+1 ⊂ Dik(λk)/Di+k+2k (λk) que veriﬁca:
1. para i < 0,
Dik(λk)/Di+k+2k (λk) = Di+1k (λk)/Di+k+2k (λk)⊕H ik+1 (3.7)
con (dpiik ◦ ρik)(H ik+1) = H ik;
2. para 0 ≤ i < k, (dpiik)−1(H ik) = Dkk(λk)⊕H ik+1.
La función dpiik ◦ ρik deﬁne un isomorﬁsmo entre H ik+1 y H ik para todo i < k.
Hay una correspondencia entre las funciones ϕˆk+1 y las estructuras horizontales. En efecto, dada
Hk+1 = {H ik+1}i<k estructura horizontal en λk podemos deﬁnir el mapa
ϕHk+1 ∈
⊕
i≤k
Hom(gi,Dik(λk)/Di+k+2k (λk))
como
ϕHk+1
∣∣
gi
=

(dpiik ◦ ρik|Hik+1)
−1 ◦ ϕk
∣∣∣
gi
, si i < 0;
(dpiik|Hik+1)
−1 ◦ ϕk
∣∣∣
gi
, si 0 ≤ i < k;
Iλk , si i = k.
Recíprocamente, las imágenes H ik+1 = ϕ
Hk+1(gi) forman una estructura horizontal en λk.
La función de estructura o torsión de la estructura horizontal Hk+1 es una función CkHk+1 en el
espacio de 2-formas de grado k + 1 extendido:
Ck+1,2e =
⊕
i,j<0
Hom(gi ⊗ gj , gi+j+k+1)⊕
k−1⊕
i=0
Hom(g−1 ⊗ gi, gk−1)
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que se deﬁne de la siguiente manera: Dados v1 ∈ gi y v2 ∈ gj con i, j < 0 consideramos dos campos
vectoriales Y1 e Y2 en un entorno de λk tales que Y1 ∈ Γ(Dik), Y2 ∈ Γ(Djk) y
ωik(Y1) ≡ v1, ωjk(Y2) ≡ v2
Y1(λk) +Di+k+2k = ϕHk+1(v1), Y2(λk) +Dj+k+2k = ϕHk+1(v2).
Entonces tenemos que [Y1, Y2](λk) ∈ Di+jk , tomamos su clase en el cociente Di+jk /Di+j+k+2k y usamos
la estructura horizontal para proyectarla en Di+j+1k /Di+j+k+2k a partir de (3.7). La forma ω˜i+j+k+1k
identiﬁca este espacio con gi+j+k+1⊕ . . .⊕gi+j+1⊕gi. El valor de la torsión será la correspondiente
componente en gi+j+k+1. Resumiendo,
CkHk+1(v1, v2) = ω¯
i+j+k+1
k (pr
Hk+1
i+j ([Y1, Y2]))i+j+k+1 (3.8)
donde prHk+1i+j es la proyección paralela a H
i
k+1 según la descomposición (3.7).
Por otro lado, si v1 ∈ g−1 y v2 ∈ gj con j ≥ 0 consideramos campos Y1 e Y2 de la misma manera
y deﬁnimos la torsión en (v1, v2) como la componente en gk−1 de ω
i+j+k+1
k ([Y1, Y2]).
De manera similar a la sección anterior, se prueba que CkHk+1(v, w) no depende de la elección de
los campos Y1 e Y2.
Sea H˜k+1 otra estructura horizontal en λk, veamos como están relacionadas las funciones CkHk+1
y CkH˜k+1
. Para cada v ∈ gi, ϕH˜k+1(v)− ϕHk+1(v) pertenece a Di+k+1k (λk)/Di+k+2k (λk) si i < 0, este
espacio se identiﬁca con gi+k+1 mediante ω¯i+k+1k ; y si 0 ≤ i < k, ϕH˜k+1(v) − ϕHk+1 ∈ Dkk(λk) que
se identiﬁca con gk mediante I−1λk . Entonces deﬁnimos
fHk+1H˜k+1 ∈
⊕
i<0
Hom(gi, gi+k+1)⊕
k−1⊕
i=0
Hom(gi, gk)
por
fHk+1H˜k+1(v) =
{
ω¯i+k+1k (ϕ
H˜k+1(v)− ϕHk+1(v)) si v ∈ gi con i < −1,
I−1λk (ϕ
H˜k+1(v)− ϕHk+1(v)) si v ∈ gi con −1 ≤ i < k.
Recíprocamente, dada f ∈⊕i<0Hom(gi, gi+k+1)⊕⊕k−1i=0 Hom(gi, gk) existe una única estruc-
tura horizontal H˜k+1 tal que f = fHk+1H˜k+1 .
Consideramos la siguiente extensión de operador de Spencer generalizado de grado k + 1:
∂k+1 :
⊕
i<0
Hom(gi, gi+k+1)⊕
k−1⊕
i=0
Hom(gi, gk)→ Ck+1,2e
∂k+1f(v, w) =
{
[f(v), w] + [v, f(w)]− f([v, w]) si v ∈ g−1, w ∈ gi, i < 0,
[v, f(w)] si v ∈ g−1, w ∈ gi, 0 ≤ i < k.
Si f ∈ ker(∂k+1) entonces [v, f(w)] = 0 para todo v ∈ g−1 y w ∈ gi con 0 ≤ i < k. Por la propiedad
que caracteriza la prolongación se tiene que f |gi = 0 para todo 0 ≤ i ≤ k − 1. Luego, su núcleo
ker(∂k+1) = g
k+1 = gi(m, g0) es la k-ésima prolongación del álgebra g.
La extensión del operador de Spencer se considera para poder extender la proposición 3.2.1
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Proposición 3.3.1. Dadas dos estructuras horizontales Hk+1 y H˜k+1 en λk se veriﬁca que
CH˜k+1 = CHk+1 + ∂k+1fHk+1H˜k+1
Procedemos como en la sección anterior. Consideramos Nk+1 ⊂ Ck+1,2e subespacio complemen-
tario a Im ∂k+1,
Ck+1,2e = Im ∂k+1 ⊕Nk+1
También se denomina condición de normalización y puede elegirse independiente del ﬁbrado P 0 del
que partimos. La (k + 1)-ésima prolongación geométrica de P 0 es el ﬁbrado P k+1 sobre P k dado
por:
P k+1 = {(λk, ϕHk+1) : λk ∈ P k, CHk+1 ∈ Nk+1}
P k+1 es un ﬁbrado principal con grupo estructural Gk+1(m, g0). Además, para aplicar la inducción,
se comprueba de manera directa que P k+1 veriﬁca las condiciones 1 a 4 expuestas anteriormente.
En particular, debemos notar lo siguiente. Por construcción los espacios horizontales veriﬁcan:
Dik/D
i+k+2
k = H
i+k+1
k+1 ⊕ . . .⊕H ik+1, (3.9)
salvo proyección al cociente, que es justamente la descomposición (3.6). Las funciones ϕk+1 = ϕHk+1
identiﬁcan cada H ik+1 con g
i. La forma tautológica parcial ωik+1 de P
k+1 en el punto λk+1 =
(λk, ϕk+1) se calcula proyectando a TP k y aplicando la identiﬁcación dada por ϕk+1. Mas precisa-
mente:
ωik+1 : Dik+1(λk+1) → gi ⊕ gi+1 ⊕ . . .⊕ gi+k+1
Y 7→ ωik+1(Y ) = ϕ−1k+1(dpik+1(Y ) +Di+k+2k (λk))
Además, veriﬁcan:
ωik+1(Y ) = ω
i
k(dpik+1(Y )) mo´d g
i+k+1 (3.10)
ωik+1(Y ) = ω
i+1
k (pr
Hik+1(dpik+1(Y ))) mo´d g
i (3.11)
donde prH
i
k+1 es la proyección paralela a H ik+1 en (3.7) (o bien la dada en (3.9)).
Observación 3.3.2. Si (m =
∑−1
i=−µm
i, g0) es de tipo ﬁnito con prolongación g = gη ⊕ . . . ⊕ g−µ.
Entonces, gl = {0} para todo l > η, o sea, que P l tiene grupo estructural trivial, es difeomorfo a
P l−1 y tiene dimensión dim g. Además, si l ≥ µ + η, la forma tautológica parcial ω−µl : TP l →
g−µ+l ⊕ . . .⊕ g−µ+1⊕ g−µ deﬁne un paralelismo o marco en TP l. Como P l se identiﬁca con P η, en
realidad tenemos un marco en η.
3.4. Teorema fundamental
Deﬁnición 3.4.1. 1. Sea (m =
∑−1
i=−µ g
i, g0) una estructura de Tanaka, Gk el grupo de Lie
asociado deﬁnido en 2.2.3 y M una variedad de dimensión m = dim (
∑
i<k g
i). Una pseudo-
Gk-estructuras en M es una terna (P k,D, ωk) donde:
a) pik : P k →M es un ﬁbrado principal con grupo estructural Gk
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b) D = {Di}i<0 es una familia de distribuciones en M que deﬁnen una ﬁltración TM =
D−µ ⊃ . . . ⊃ D−1 con dimDi = dim∑k−1j=i gi. A su vez estas deﬁnen una ﬁltración en P 0
dada por Dik = (dpik)−1(Di) si i < 0 y D0k es el espacio vertical.
c) ωk = (ω
−µ
k , . . . , ω
−1
k ) donde
ωik : Dik −→ gi ⊕ . . .⊕ gi+k
es una 1-forma con núcleo Di+k+1k que es Gk-equivariante en el sentido que si g ∈ Gk tal
que g = Id+ v con v ∈ gk entonces:
R∗Aω
i
k = ω
i
k − ad(v)(ωi−kk )|Dik
Estas formas se denominan formas tautológicas parciales.
2. Un isomorﬁsmo entre dos pseudo-Gk-estructuras (P k,Dk, ωk) y (P˜ k, D˜k, ω˜k) sobre variedades
M y M˜ , respectivamente, es un isomorﬁsmo de ﬁbrados principales Φk : P k → P˜ k que cubre
un difeomorﬁsmo ϕ : M → M˜ tal que dϕ preserva las ﬁltración y Φ∗kω˜ik = ωik para todo
i = −µ, . . . ,−1.
Observación 3.4.2. Esta deﬁnición no es exactamente igual a la deﬁnición de pseudo-Gk-estructura
dada por Tanaka en [T1] pero es equivalente. Tanaka considera la misma ﬁltración pero a las formas
tautológicas parciales con valores en gi+k y estas se corresponden con la componente gi+k de las
formas tautológicas en nuestra deﬁnición.
Teorema 3.4.3 (Tanaka). Supongamos que G0 es conexo y para cada k ≥ 1 ﬁjemos una condición
de normalización Hk. Entonces toda pseudo-G
0-estructura (P 0,D0, ω0) de tipo m en una variedad
M , tiene asociada una secuencia
(P 0,D0, ω0)← · · · ← (P k−1,Dk−1, ωk−1)← (P k,Dk, ωk)← · · ·
tal que:
Para cada k ≥ 1, (P k,Dk, ωk) es una pseudo-Gk-estructura de tipo m en P k−1.
La correspondencia (P 0,D0, ω0) 7→ (P k,Dk, ωk) es compatible con los isomorﬁsmos para todo
k > 0.
Demostración. La demostración se basa en la construcción dada en las secciones 3.2 y 3.3. Para
mayor detalle sobre la compatibilidad con isomorﬁsmos ver [T1].
De la observación 3.3.2 se desprende que
Corolario 3.4.4. Sea D una distribución sobre una variedad M que da lugar a una estructura de
tipo constante (m, g0). Si (m, g0) es de tipo ﬁnito con prolongación g entonces existe un ﬁbrado P
sobre M de dimensión g con un marco canónico.
Al igual que en el caso de G-estructuras la prolongación depende en cada paso de la elección del
subespacio complementario Hk de la imagen de ∂k, por lo que el marco canónico que obtenemos en
P l no es necesariamente único.
Corolario 3.4.5. Supongamos que el par (m, g0) es de tipo ﬁnito, y sea P 0 una pseudo-G0-estructura
de tipo m en una variedad conexa M . Entonces el álgebra de Lie de automorﬁsmos inﬁnitesimales
de P 0 es de dimensión ﬁnita, acotada por la dimensión de g, la prolongación del par (m, g0).
Demostración. Consecuencia de 3.4.3 y 1.4.5.

Capítulo 4
Conexiones de Cartan
Como vimos en el capítulo 1 el objetivo principal del Método de Equivalencia es obtener un marco
canónico sobre algún ﬁbrado B →M asociado a una estructura geométrica en M , cuyas funciones
de estructura generen los invariantes de esta última. Este marco no es más que una paralelización
de un ﬁbrado principal. Las conexiones de Cartan son un ejemplo especial y muy importante de
paralelización que describe los invariantes y las propiedades de la geometría de una manera clara e
intuitiva. El hecho mismo que una estructura geométrica tenga asociada una conexión de Cartan
ya dice mucho sobre sus propiedades.
En este capítulo daremos las deﬁniciones y propiedades básicas de las geometrías de Cartan.
Veremos que toda geometría de Cartan graduada induce una pseudo-G0-estructura en su base y
mostraremos que bajo ciertas condiciones podemos aplicar el método de prolongación de Tanaka
dado en el capítulo anterior para realizar el proceso inverso, es decir, asociar a una pseudo-G0-
estructura (distribución con o sin estructura adicional) una conexión de Cartan canónica.
4.1. Deﬁnición y propiedades
Deﬁnición 4.1.1. Sea H ⊂ G un subgrupo de Lie de un grupo de Lie G, y sean h y g sus respectivas
álgebras de Lie. Una geometría de Cartan de tipo (G,H) en una variedad M es un ﬁbrado principal
p : P → M con grupo estructural H junto con una 1-forma g-valuada ω ∈ Ω1(P, g), denominada
conexión de Cartan, que veriﬁca las siguientes propiedades:
1. (Rh)∗ω = h−1 · ω para todo h ∈ H,
2. ω(X†(λ)) = x para todo x ∈ h, λ ∈ P,
3. ω(λ) : TλP → g es un isomorﬁsmo para cada λ ∈ P.
(1) indica que g : TP → g es H-equivariante, con h actuando en g por Ad(h−1) y en TP por
la diferencial de la traslación a derecha Rh−1 . La segunda propiedad nos dice que ω reproduce los
generadores de los campos fundamentales, lo cual determina a ω sobre el espacio vertical de P, ya
que todo vector en dicho espacio se puede extender a un campo fundamental. Por último, (3) nos
dice que ω es un paralelismo, i.e. una {e}-estructura sobre P. En particular, si ﬁjamos una base
{x1, . . . , xn} de g que extiende una base de h, entonces {ω−1(x1), . . . , ω−1(xn)} es un marco de
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campos ω-constantes en P que extiende un marco de campos fundamentales. Como consecuencia,
dimM = dimG− dimH.
En la deﬁnición 4.1.1 el grupo de Lie G puede ser reemplazado por un álgebra de Lie g que
tenga a h como subálgebra y una representación Ad : H → Aut(g) que extienda la representación
adjunta Ad : H → Aut(h). Decimos entonces que la geometría es de tipo (g, H).
El modelo homogéneo (o playo) para las geometrías de Cartan de tipo (G,H) es el ﬁbrado
canónico p : G→ G/H junto con la forma de Maurer-Cartan ω ∈ Ω1(G, g)
ω(g) :TgG→ g
Xg 7→ dLg−1(Xg)
para cada g ∈ G y Xg ∈ TgG, donde Lg−1 es la traslación a izquierda en G e identiﬁcamos
naturalmente TeG con g. No es difícil comprobar que ω es una conexión de Cartan, que además
veriﬁca la ecuación de Maurer-Cartan
dω(X,Y ) + [ω(X), ω(Y )] = 0
para todo par de campos X e Y en G.
Deﬁnición 4.1.2. La forma de curvatura K ∈ Ω2(P, g) de una geometría de Cartan (p : P →M,ω)
es la 2-forma con valores en g
K(X,Y ) := dω(X,Y ) + [ω(X), ω(Y )].
Si ρ : g→ g/h es la proyección al cociente, la 2-forma ρ(K) se denomina torsión de la geometría, y
si ρ(K) = 0, es decir que K toma valores en h, se dice que la geometría es libre de torsión.
Como ω es un paralelismo la forma de curvatura K puede codiﬁcarse en la función de curvatura
κ : P → ∧2 g∗ ⊗ g deﬁnida por:
κ(λ)(x, y) := K(ω−1(x)(λ), ω−1(y)(λ))
para todo λ ∈ P y x, y ∈ g. Aplicando la deﬁnición de K es fácil ver que:
κ(λ)(x, y) := [x, y]− ωλ([ω−1(x), ω−1(y)](λ)) (4.1)
Vemos que la función de curvatura mide la diferencia entre el corchete en el álgebra de Lie y el
corchete de los campos ω-constantes correspondientes en P. En general, simplemente diremos que
κ es la curvatura de la conexión ω.
Lema 4.1.3. La forma de curvatura K es horizontal, es decir, Kλ(X,Y ) = 0 si X o Y es tangente
a la ﬁbra en λ. Por lo tanto, la función de curvatura puede considerarse como mapa κ : P →∧2(g/h)∗ ⊗ g. Además, K y κ son H-equivariantes, es decir,
(Rh)
∗K = h−1 ·K
κ(Rhλ)(x, y) = Ad(h
−1) · κ(λ)(Ad(h)x,Ad(h)y).
para todo h ∈ H, λ ∈ P y x, y ∈ g.
Demostración. Ver Página 72 de [CSl].
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Deﬁnición 4.1.4. Un isomorﬁsmo entre dos geometrías de Cartan (P → M,ω) y (P ′ → M ′, ω′)
de tipo (G,H) es un isomorﬁsmo de ﬁbrados principales φ : P → P ′ tal que φ∗ω′ = ω.
Debido a la ecuación de Maurer-Cartan, el modelo homogéneo tiene curvatura cero. El siguiente
teorema es un recíproco local de esta aﬁrmación.
Teorema 4.1.5. La curvatura de una geometría de Cartan (P →M,ω) es idénticamente nula si y
sólo si cada p ∈ M tiene un entorno abierto U tal que la restricción (p−1(U) → U, ω) es isomorfa
a la restricción del modelo homogéneo (G→ G/H,ωG) a un abierto.
La demostración de este hecho es consecuencia del teorema 1.4.2 y la ecuación (4.1). Además,
basándonos en la deﬁnición 1.4.4 decimos que κ es un sistema de invariantes fundamentales de
(P →M,ω).
4.2. Geometrías de Cartan graduadas
Deﬁnición 4.2.1. Sea g =
∑k
i=−µ g
i un álgebra de Lie graduada tal que ad : h := g0 ⊕ . . .⊕ gk →
Der(g) es inyectiva, y seaH el subgrupo de Lie conexo de Aut(g) con álgebra de Lie h. Denominamos
geometría de Cartan graduada a una geometría de Cartan (P →M,ω) de tipo (g, H).
Observamos que ad|h es inyectiva, en particular, cuando g es la prolongación de su parte negativa.
En lo que sigue H+ y G0 denotarán los subgrupos de Lie conexos de H con álgebras de Lie h+ =
g1 ⊕ . . .⊕ gk y g0, respectivamente.
Proposición 4.2.2. Una geometría de Cartan graduada (P → M,ω) de tipo (g, H) induce una
pseudo-G0-estructura (P0,D, ω0) enM , de manera que todo isomorﬁsmo entre geometrías de Cartan
de tipo (g, H) induce un isomorﬁsmo entre las pseudo-G0-estructuras correspondientes.
Demostración. Recordemos que si P →M es un ﬁbrado principal con grupo estructural G y G′ es
un subgrupo de Lie normal de G entonces P/G′ denota el espacio de órbitas de la acción de G′ en
P y resulta ser un ﬁbrado principal sobre M con grupo estructural G/G′. En nuestro caso, es claro
que H/H+ ∼= G0 y pi0 : P0 := P/H+ →M es un G0-ﬁbrado principal.
Consideramos la ﬁltración
g = f−µ ⊃ f−µ+1 ⊃ · · · ⊃ fk
dada por fi = ⊕j≥igj . La conexión de Cartan ω induce una ﬁltración
TP = D−µP ⊃ · · · ⊃ DkP
con DiP := ω−1(fi). Como los fi y ω son H-invariantes, las distribuciones DiP son invariantes por la
acción principal, i.e. dRh(DiP) ⊂ DiP para todo h ∈ H e i = −µ, · · · , k. Entonces estas ﬁltraciones
desciende a ﬁltraciones
TP0 = D−µ0 ⊃ · · · ⊃ D00
TM = D−µ ⊃ · · · ⊃ D−1.
Por construcción dim Di = dim∑−1j=i gj , Di0 = (dpi0)−1(Di) si i < 0 y D00 es el espacio vertical.
La conexión de Cartan induce formas tautológicas parciales en TP0. Sea pi : P → P0 la pro-
yección canónica. Fijados λ0 ∈ P0, i ∈ {−µ, . . . ,−1} y un vector tangente X ∈ Di0(λ0), escogemos
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λ ∈ P tal que pi(λ) = λ0 y X˜ ∈ DiP(λ) tal que dpi(X˜) = X. Por construcción de la ﬁltración,
ω(X˜) ∈ fi = gi ⊕ . . .⊕ gk y deﬁnimos ωi0(X) como la componente en gi de ω(X˜).
Veamos que ωi0 está bien deﬁnida. Fijado λ, si elegimos otro X˜
′ tal que dpi(X˜ ′) = X entonces
X˜ ′ − X˜ pertenece a ker(dpi) = D1P por lo que ω(X˜) − ω(X˜ ′) ∈ f1 y por lo tanto tienen la misma
componente en gi. A su vez, otra elección del punto en P es de la forma λ · h con h ∈ H+ y existe
u ∈ h+ tal que exp(u) = h. Dado X˜ ∈ DiP(λ) levantamiento de X entonces dRh(X˜) también es un
levantamiento de X. De la equivariancia de ω resulta ω(λ · h)(dRh(X˜)) = ead(−u)(ω(λ)(X)). Como
u ∈ h+, la componente en gi no cambia.
Por construcción, ωi0(X) = 0 si y sólo si ω(X˜) ∈ fi+1 pero entonces X˜ ∈ Di+1P(λ) y dpi(X˜) =
X ∈ Di+10 (λ). Como H+ es un subgrupo normal de H, la proyección pi es G0-invariante. Luego,
dado X ∈ Di0(λ0), un levantamiento X˜ ∈ DiP(λ) y g ∈ G0, resulta que dRg(X˜) es un levantamiento
de dRg(X). Luego, la equivariancia de ω implica la de ωi0.
Por la construcción, es claro que todo isomorﬁsmo de entre dos geometrías de Cartan desciende
a un isomorﬁsmo entre las respectivas pseudo-G0-estructuras.
Veamos ahora cuando la pseudo-G0-estructura inducida es regular. Observemos que la curvatura
κ : P → C2(m, g) de una geometría de Cartan graduada se descompone según la graduación de
C2(m, g) como κ = ∑i∈Z κi donde κi : P → Ci,2(m, g).
Proposición 4.2.3. Sea (P →M,ω) una geometría de Cartan graduada de tipo (g, H) en M con
curvatura κ y (P0,D, ω0) la pseudo-G0-estructura inducida en M . Entonces:
1. (M,D) es una variedad ﬁltrada si y sólo si
∑
i<0 κ
i = 0 i.e. κ(gi, gj) ⊂ fi+jg para todo i, j < 0.
2. (P0,D, ω0) es regular si y sólo si
∑
i≤0 κ
i = 0 i.e. κ(gi, gj) ⊂ fi+j+1g para todo i, j < 0.
Demostración. Sea κ la curvatura de la conexión de Cartan ω : TP → g, κ = ∑k∈Z κk su des-
composición según la graduación de C2. Supongamos que (P0,D, ω0) es la pseudo-G0-estructura
inducida por (P → M,ω) tal que (M,D) es una variedad ﬁltrada. Por la prueba de 4.2.2 resulta
que (P,DP) es una variedad ﬁltrada.
Fijemos v ∈ gi y w ∈ gi con i, j < 0. Entonces
κk(v, w) = [v, w]i+j+k − ω([ω−1(v), ω−1(w)])i+j+k (4.2)
donde el subíndice indica la componente en gi+j+k. Observamos que [v, w] ∈ gi+j y, como ω−1(v) ∈
Di y ω−1(v) ∈ Di, resulta que [ω−1(v), ω−1(w)] ∈ Di+j ya que (P,DP) es una variedad ﬁltrada.
Como
ω(Di+j) ⊂ fi+j = gi+j ⊕ gi+j+1 ⊕ . . .⊕ g0,
el miembro derecho de 4.2 es de grado mayor o igual a i+ j. Concluimos que κk = 0 si k < 0.
Si suponemos que la pseudo-G0-estructura es regular
ω([ω−1(v), ω−1(v)])i+j = ω
i+j
0 ([(ω
i
0)
−1(v), (ωj0)(w)])
= [ωi0(ω
i
0)
−1(v), (ωi0)
−1(w)]
= [v, w]
donde en la primera igualdad usamos que la pseudo-G0-estructura está inducida por ω y en la
segunda la condición de regularidad 3.1. Entonces, κ0 = 0
Para las recíprocas ver página 256 de [CSl].
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Un problema fundamental es determinar cuando se puede realizar el proceso inverso. Es decir,
construir a partir de una pseudo-G0-estructura P0 en M una geometría de Cartan (P, ω) graduada
en M de manera que P0 sea la pseudo-G0-estructura inducida por P y que la construcción sea
compatible con isomorﬁsmos. Como (P, ω) es un ﬁbrado con un paralelismo resolveríamos de esta
manera el problema de equivalencia para estas pseudo-G0-estructuras y la curvatura de la conexión
de Cartan contendría los invariantes de estas. Además, esto permite estudiar las estructuras de
partida (distribuciones, distribuciones subriemannianas, distribuciones subconformes, etc.) en el
marco de las geometrías de Cartan como espacios homogéneos deformados por curvaturas. [Sh].
La conexión de Cartan obtenida como resultado del proceso de arriba, no es en general única.
Para asegurar unicidad es necesario normalizar la curvatura, por ejemplo, como sigue.
Deﬁnición 4.2.4. Supongamos que g =
∑k
i=−µ g
i posee un producto interno subconforme admisi-
ble con respecto a H (cf. Deﬁnición 2.4.4).
1. Una geometría de Cartan graduada (P → M,ω) de tipo (g, H) regular se dice normal si su
curvatura κ satisface
∂∗κ = 0.
2. Si (P → M,ω) es una geometría de Cartan normal con curvatura κ, la curvatura armónica
κH : P → Hn(m, g) es la componente armónica de κ respecto a la descomposición de Hodge
(2.6).
La condición de normalidad además de garantizar unicidad de la conexión, asegura que la curva-
tura armónica κH , más simple que κ como se verá, determina un sistema fundamental de invariantes
de (P, ω) en el sentido de la deﬁnición 1.4.4. Más precisamente, sea C∞(P) el espacio de funciones
diferenciables en P. Dado un espacio vectorial V de dimensión ﬁnita y una función diferenciable
ϕ : P → V , deﬁnimos:
F0(ϕ) = {f ∈ C∞(P) : f = v∗ ◦ ϕ para algún v∗ ∈ V ∗}
F(ϕ) es el subespacio de C∞(P) generado por las funciones de la forma ω−1(X1) . . . ω−1(Xl)f para
todo l ≥ 0, X1, . . . , Xl ∈ m y f ∈ F0(ϕ); y F(ϕ) es la subálgebra de C∞(P) generada por F(ϕ).
Proposición 4.2.5. Si (P, ω) es una geometría de Cartan graduada normal entonces:
1. F(κ) = F(κH)
2. F(κ) = F(κH) si ω es libre de torsión.
En particular, κ = 0 si y sólo si κH = 0.
La demostración dada en [T2] para el caso que g es simple se extiende para otras geometrías de
Cartan normales.
Muchos han tratado el problema de construir conexiones de Cartan, partiendo de E. Cartan
mismo quien lo hizo para distribuciones de tipo (2, 3, 5) [Ca1]. En [T1] se prueba el siguiente resul-
tado:
Teorema 4.2.6. Sea g = g−k⊕. . .⊕gk un álgebra de Lie simple graduada tal que g es la prolongación
de (m, g0) donde m = g−k⊕. . .⊕g−1. Sea P el subgrupo de Aut(g) que preserva la ﬁltración {fig}ki=−k
Entonces:
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Si (P0,D, ω0) es una pseudo-G0-estructura de tipo m en M , existe una geometría de Cartan
graduada normal (P, ω) de tipo (g, P ) en M que induce la pseudo-G0-estructura dada.
Sean (P, ω) y (P˜, ω˜) son geometrías de Cartan graduadas normales de tipo (g, P ) en variedades
M y M˜ respectivamente, y sean (P0,D, ω0) y (P˜0, D˜, ω˜0) las respectivas pseudo-G0-estructuras
inducidas. Si ϕ : P0 → P˜0 es un isomorﬁsmo, existe un único isomorﬁsmo Φ : P → P˜ que
induce ϕ.
En [CS] se prueba este resultado de manera independiente, extendiéndolo para álgebras semi-
simples. Recientemente, [AD] generaliza estos resultados probando que:
Teorema 4.2.7. Sea g un álgebra graduada que admite un producto interno admisible respecto a
H y tal que H(m, g)i,1 = 0 para l > 0. Entonces para toda pseudo-G0-estructura existe una única
geometría de Cartan graduada normal que induce la pseudo-G0-estructura dada.
La condición para los grupos de cohomología se veriﬁca especialmente cuando g es la prolongación
de su parte negativa (Ver Lema 2.4.2). Aunque esta condición no es muy restrictiva para g semisimple
[CS], lo es en general.
Señalamos que no es sencillo construir explícitamente las conexiones de Cartan y calcular su
curvatura. En ciertos casos la prolongación de Tanaka facilita el problema. En particular, probamos
el siguiente resultado.
Proposición 4.2.8. Sea P0 una pseudo-G0-estructura de tipo m tal que la prolongación de Tanaka
de (m, g0) es trivial. Si en cada paso del proceso de prolongación de Tanaka tomamos una condición
de normalización G0-invariante, entonces al ﬁnalizar arribamos a una conexión de Cartan en P 0
de tipo (m⊕ g0, G0) que induce la pseudo-G0-estructura dada.
En el caso que m posea un producto interno subconforme admisible con respecto a G0, si tomamos
como condición de normalización en cada paso el complemento ortogonal de la imagen del operador
∂ obtendremos una conexión de Cartan normal.
Demostración. En el caso en que la prolongación de (m, g0) es trivial P k es isomorfo a P 0 para todo
k. Al identiﬁcarlos entre sí, Dik se identiﬁca con D
i
0 para cada i ≤ 0 y dado λ0 ∈ P 0 existe un único
elemento en P k de la forma:
ϕk(λ0) ∈
⊕
−µ≤i≤0
Hom(gi, Di0(λ0)/D
i+k+1
0 (λ0))
de manera que
λ0|gi = dpi ◦ ρi1 ◦ ϕ1(λ0)|gi para todo i < 0
y ϕk es una extensión de ϕk−1 para k > 1, es decir,
ϕk−1(λ0)|gi = ρik ◦ ϕk(λ0)|gi para todo i ≤ 0
donde ρik : D
i
0(λ0)/D
i+k+1
0 (λ0) → Di0(λ0)/Di+k0 (λ0) es la proyección al cociente y pi : P 0 → M
la proyección canónica. Observemos que Di+µ+10 = {0} para todo −µ ≤ i ≤ 0 entonces, por
construcción, ϕµ : g0 ⊕ g → D−µ0 = TP 0 deﬁne un paralelismo sobre M . Veamos que la forma
tautológica ω−µµ = (ϕµ)−1 : TP 0 → g0 ⊕ g es una conexión de Cartan.
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Por construcción ω−µµ es un paralelismo y reproduce los generadores de los campos fundamen-
tales. Solo nos queda probar que es equivariante. Para probar esto veamos que ϕk es equivariante
para todo k ≥ 1, es decir,
ϕk(λ0)(Ad(g
−1)Xi) = dRg(ϕk(λ0 ◦ g−1)(Xi)) para todo i ≤ 0, Xi ∈ gi, g ∈ G0 (4.3)
Primero debemos observar que, para g ∈ G0, dRG preserva las distribuciones Di0 y por lo tanto
actúa de forma bien deﬁnida en los cocientes de estas.
La ecuación 4.3 se veriﬁca inmediatamente para el caso i = 0 porque ϕk|g0 es la identiﬁcación
canónica con el espacio vertical para cada k.
Recordemos que Hk = {H ik}i<0 con H ik = ϕk(gi) se denomina una estructura horizontal y
veriﬁca
Di0(λ0)/D
i+2
0 (λ0) = D
i+1
0 (λ0)/D
i+2
0 (λ0)⊕H i1 (4.4)
para k = 1, y
Di0(λ0)/D
i+k+1
0 (λ0) = D
i+1
0 (λ0)/D
i+k+1
0 (λ0)⊕H ik con ρik(H ik) = H ik−1 (4.5)
para k ≥ 2.
Veamos por inducción en k que Hk es invariante por la acción de G0, i.e dRg(H ik) = H ik para
todo g ∈ G0 y todo i < 0.
De (4.4) vemos que H˜1 = {H˜ i1} con H˜ i1 := dRg(H i1) es una estructura horizontal para la primera
prolongación. La aplicación ϕ˜1 correspondiente a este espacio es
ϕ˜1(λ0) = dRg ◦ ϕ1(λ0 ◦ g−1) ◦ g, (4.6)
ya que satisface (3.4).
Si Y˜1 e Y˜2 son campos que veriﬁcan las condiciones (3.5) para v1 ∈ gi y v2 ∈ gj con respecto a
H˜1, entonces Y1 = dRg−1(Y˜1) e Y2 = dRg−1(Y˜2) son campos que veriﬁcan las condiciones (3.5) para
gv1 ∈ gi y gv2 ∈ gj con respecto a H1. Usando que las formas ω¯i0 son equivariantes y el hecho que
dRg transforma la descomposición 4.4 de H l1 en la de H˜
l
1 se deduce que
ω¯i0(pr
H˜
i−1([Y˜1, Y˜2](λ) +D
i+1
0 )) = g
−1ω¯i0(pr
H
i−1([Y1, Y2](λ) +D
i+1
0 ))
por lo tanto:
CH˜(v1, v2) = g
−1CH(gv1, gv2) (4.7)
es decir, CH˜ = g · CH por la acción natural de G0 en el codominio de ∂.
Por hipótesis la condición de normalización N1 es G0-invariante y CH1 ∈ N1. Luego CH˜1 perte-
nece a N1 y ∂fH˜1H1 = 0. Pero como la prolongación de (m, g0) es trivial, resulta que H˜1 = H1.
El paso inductivo es análogo al caso k = 1. Por la hipótesis inductiva y (4.5) se tiene que
H˜k = {dRg(H ik)} es una estructura horizontal para la k-ésima prolongación con:
ϕ˜k(λ0) = dRg ◦ ϕk(λ0 ◦ g−1) ◦ g (4.8)
y además que las formas ω˜il son equivariantes, de donde se deduce que CH˜ = g · CH. Por la G0-
invariancia de la condición de normalización se concluye que H˜ = H y ϕ˜k = ϕk.
De (4.6) y (4.8) se obtiene (4.3) para i ≤ −1. Concluimos que ω−µµ es una conexión de Cartan
de tipo (m⊕ g0, G0).
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Para ver que ω−µµ induce la pseudo-G0-estructura de partida basta observar que las formas
ω¯iµ : Diµ/Di+1µ → gi,
que resultan de restringir ω−µµ y proyectar a gi, se identiﬁcan por construcción con las formas
tautológicas parciales ωi0 de la pseudo-G
0-estructura.
Para probar la segunda aﬁrmación consideremos κ la curvatura de la conexión de Cartan ω−µµ =
ϕ−1µ : TP 0 → g−1 ⊕ g0 y κ =
∑
k∈Z κ
k su descomposición según la graduación de C2. Por la
Proposición 4.2.3, κk = 0 si k ≤ 0. Sea k > 0 y ﬁjemos v ∈ gi y w ∈ gi con i, j < 0. Entonces,
κk(v, w) = [v, w]i+j+k − ω−µµ ([ϕµ(v), ϕµ(w)])i+j+k (4.9)
donde el subíndice indica la componente en gi+j+k. Como [v, w] ∈ gi+j el primer término de la
derecha es nulo. Por otro lado, [ϕµ(v), ϕµ(w)] ∈ Di+jµ . Por la compatibilidad de las formas,
ω−µµ |Di+jµ = ω
i+j
µ .
De (3.10) y (3.11) se obtiene que,
ωi+jµ ([ϕµ(v), ϕµ(w)])i+j+k = ω
i+j
k ([ϕµ(v), ϕµ(w)])i+j+k = ω
i+j+1
k−1 (pr
Hi+j+1k ([ϕµ(v), ϕµ(w)]))i+j+k
Esta última coincide con la deﬁnición de Ck−1Hk (v, w) en (3.8). Concluimos que:
κk = −Ck−1Hk (4.10)
Como (Im∂)⊥ = ker(∂∗), por la elección de la condición de normalización ∂∗(κk) = ∂∗(Ck−1Hk ) = 0
para todo k > 0.
En el capítulo 6 aplicaremos esta proposición en algunos ejemplos.
Proposición 4.2.9. Una geometría de Cartan graduada regular (P → M,ω) de tipo (m ⊕ g0, G0)
en M induce una graduación de TM , cuya ﬁltración asociada es la correspondiente a la pseudo-G0-
estructura inducida, y una conexión principal en P .
Demostración. Sea ω : TP → m ⊕ g0 y p : m ⊕ g0 → g0 la proyección canónica, entonces por la
deﬁnición de una conexión de Cartan resulta que p ◦ ω : TP → g0 es G0-invariante y reproduce los
generadores de los campos fundamentales por lo tanto es una conexión principal en P . (pág. 64 de
[KoNo]).
Como vimos en la prueba de 4.2.2, la graduación de g = g−µ ⊕ g−µ+1 ⊕ · · · ⊕ g−1 ⊕ g0 induce
una graduación
TP = D−µP ⊕ · · · ⊕D−1P ⊕D0P
donde DiP := ω−1(gi) y en particular, D0P es el espacio vertical. Como G0 preserva la graduación
de g, por la equivariancia de ω también preserva la graduación de TP. Luego esta graduación
desciende a una graduación
TM = D−µ ⊕ · · · ⊕D−1
tal que Di = dpi(DiP).
En particular por 2.3.1 se tiene que:
Corolario 4.2.10. Toda distribución con una métrica subriemanniana de tipo constante tiene una
conexión principal y un complemento canónicos, i.e. invariantes por los automorﬁsmos de la estruc-
tura.
Capítulo 5
Prolongación de álgebras tipo H
En este capítulo calculamos tanto la prolongación de Tanaka total como la subconforme de las
álgebras tipo Heisenberg (o tipo H). Cuando decimos prolongación subconforme nos referimos a la
prolongación del par (n, g0sc) donde n es un álgebra de tipo H y g
0
sc es la subálgebra de derivaciones
de n generada por las derivaciones ortogonales y la dilatación, i.e. derivaciones que preservan la
estructura conforme de n.
5.1. Álgebras de tipo Heisenberg: clasiﬁcación y derivaciones
En esta sección presentaremos resultados generales sobre las álgebras de tipo H. Aunque la
mayoría se encuentran en la bibliografía, daremos algunas pruebas alternativas enfocándonos en
aquellos resultados que necesitaremos en la próximas secciones.
Sea n un álgebra de Lie 2-pasos nilpotente real con un producto interno 〈 , 〉. Luego n = z ⊕ v
donde z es el centro de n y v su complemento ortogonal. Sea J : z → End(v) la transformación
lineal deﬁnida por
〈Jzx, y〉 = 〈z, [x, y]〉 z ∈ z, x, y ∈ v. (5.1)
Se dice que n es de tipo Heisenberg (o de tipo H ) si existe un producto interno 〈 . , . 〉 en n tal que
J2z = − |z|2 Id z ∈ z. (5.2)
Observación 5.1.1. El producto interno es auxiliar en la deﬁnición de tipo H, puede existir más de
uno en n para los que se veriﬁca la condición 5.2. De ahora en adelante, cuando trabajamos con un
álgebra tipo H ﬁjamos un producto interno con su respectiva acción J .
De (5.1) obtenemos que
J tz = −Jz (5.3)
Por lo tanto, (5.2) es equivalente a que Jz sea ortogonal para todo z ∈ z de módulo 1.
De la polarización de (5.2) surge que
JzJw + JwJz = −2〈z, w〉Id
En particular, cuando z y w son ortogonales,
JzJw = −JwJz (5.4)
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Otras propiedades que se derivan de las anteriores son [CDKR2]:
〈Jzx, Jzy〉 = 〈z, z〉〈x, y〉 (5.5)
〈Jzx, Jwx〉 = 〈z, w〉〈x, x〉 (5.6)
[x, Jzx] = 〈x, x〉z (5.7)
[x, Jzy] + [y, Jzx] = 2〈x, y〉z (5.8)
[Jzx, Jzy] = −〈z, z〉rz([x, y]) (5.9)
donde rz es la reﬂexión con respecto al hiperplano z⊥.
Proposición 5.1.2. Si z y z′ son ortonormales entonces
[JzJz′x, y] + [x, JzJz′y] = −2〈[x, y], z′〉z + 2〈[x, y], z〉z′ = 2dz,z′([x, y]) (5.10)
donde dz,z′ es la transformación lineal antisimétrica que veriﬁca dz,z′(z) = z
′, dz,z′(z′) = −z y
dz,z′(〈{z, z′}〉⊥) = 0.
Demostración. Reemplazando en (5.8) x por Jz′x obtenemos:
[Jz′x, Jzy] + [y, JzJz′x] = 2〈[x, y], z′〉z (5.11)
Si en cambio reemplazamos z por z′ e y por Jzy:
[x, Jz′Jzy] + [Jzy, Jz′x] = −2〈[x, y], z〉z′ (5.12)
Sumando miembro a miembro (5.11) con (5.12) y aplicando (5.4) resulta (5.10).
Sea m = dim z y C(m) el álgebra de Cliﬀord C(z,−〈 . , . 〉). La acción J en v se extiende a una
representación unitaria de C(m) en v, es decir, v es un C(m)-módulo. Recíprocamente, a partir
de un C(m)-módulo podemos construir un álgebra de tipo H con centro de dimensión m. Se dirá
que el álgebra es irreducible o isotípica si la representación de C(m) es irreducible o isotípica,
respectivamente.
Se sabe que si m ≡ 0, 1, 2 (mod 4) entonces C(m) es un álgebra simple y hay una única repre-
sentación irreducible de C(m) [Sa], entonces todo C(m)-módulo es suma directa de una cantidad
ﬁnita de estas representaciones. Entonces toda álgebra de tipo H cuyo centro tiene dimensión
m ≡ 0, 1, 2 (mod 4) es isotípica y queda unívocamente determinada por m y el número de represen-
taciones irreducibles que componen a v. Por lo tanto el álgebra será denotada por h(dn,m) donde
d = d(m) es la dimensión del C(m)-módulo irreducible y n es el número de representaciones irredu-
cibles que componen a v. En el caso m ≡ 3 (mod 4), C(m) es suma directa de dos álgebras simples y
tiene dos representaciones irreducibles no equivalentes de la misma dimensión real. Si {z1, . . . , zm}
es una base ortonormal de z entonces en una representación Jz1Jz2 . . . Jzm actúa como Id y en la otra
como −Id. Sin embargo, estas representaciones dan lugar a álgebras tipo H irreducibles isomorfas
(por un isomorﬁsmo que actúa con determinante −1 en z). Pero cuando h no es isotípica, su clase de
isomorﬁsmo no solo depende de la cantidad de representaciones irreducibles que componen a v sino
cuantas hay de cada tipo. En este caso al álgebra de tipo H la notamos por h(d(n++n−),m) donde n
+
y n− son las multiplicidades de las representaciones irreducibles de cada tipo que componen a v.
Vale la pena observar que h(d(n++n−),m) es isomorfa a h(d(n−+n+),m) por lo que al álgebra isotípica
la denotamos h(dn,m). Reescribimos la tabla I de [Sa] donde se tienen explícitamente las álgebras
C(m) y las dimensiones de sus representaciones irreducibles.
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m 8k 8k + 1 8k + 2 8k + 3
C(m) M(24k,R) M(24k,C) M(24k,H) M(24k,H)⊕M(24k,H)
dim rep. irred. 24k 24k+1 24k+2 24k+2
m 8k + 4 8k + 5 8k + 6 8k + 7
C(m) M(24k+1,H) M(24k+2,C) M(24k+3,R) M(24k+3,R)⊕M(24k+3,R)
dim rep. irred. 24k+3 24k+3 24k+3 24k+3
El álgebra nilpotente que se obtiene de la descomposición de Iwasawa de un álgebra semisimple
real de rango split uno es de tipo H y se denomima de tipo 1-Iwasawa. Estas álgebras fueron
clasiﬁcadas, son las álgebras de Heisenberg reales, h(2n,1), las álgebras de Heisenberg cuaterniónicas
h(4n,3) y el álgebra tipo H irreducible con centro de dimensión 7, h(8,7) [CDKR].
Veamos que estructura tiene esta álgebra g0 = Dergr(n).
En primer lugar observamos que toda álgebra tipo H (como toda álgebra graduada) tiene una
derivación deﬁnida por A|v = Id y A|z = 2Id a la que denominamos dilatación. Además, por (5.10),
las transformaciones: (
JzJz′
2dz,z′
)
son derivaciones antisimétricas, para z y z′ ortonormales en z. Es fácil ver que el espacio vectorial
generado por estas derivaciones es una subálgebra de g0, y la restricción a z determina un isomorﬁsmo
de esta con so(m).
Por otro lado, las derivaciones que actúan trivialmente en el centro forman un ideal de g0 que
denotaremos por Der0(n).
Lema 5.1.3. Toda d ∈ g0 actúa en z como un múltiplo de la identidad más una transformación
antisimétrica.
Demostración. Sean z ∈ z y x ∈ v, ambos de norma 1,
〈dz, z〉 = 〈d[x, Jzx], z〉
= 〈[dx, Jzx], z〉+ 〈[x, dJzx], z〉
= 〈Jzdx, Jzx〉+ 〈Jzx, dJzx〉
= 〈dx, x〉+ 〈Jzx, dJzx〉
Si {xi}ni=1 es una base ortonormal de v, {Jzxi}ni=1 también lo es. Evaluando la anterior expresión
en cada xi y sumando obtenemos que:
n∑
i=1
〈dz, z〉 =
n∑
i=1
〈dxi, xi〉+
n∑
i=1
〈Jzxi, dJzxi〉 = 2Tr(d|v)
Si λ = 2nTr(d|v) (que es independiente de z) tenemos que 〈(d− λId)z, z〉 = 0.
De este lema se concluye que:
Proposición 5.1.4. g0 es isomorfa al producto semidirecto (a ⊕ so(m)) n Der0(n) donde a es el
álgebra abeliana unidimensional generada por A.
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Esta proposición también es consecuencia de [Sa] donde se determina explícitamente el grupo
de automorﬁsmos de un álgebra de tipo H. En particular, a partir de la proposición 2.1 de [Sa]
podemos determinar exactamente que álgebra de Lie es Der0(n) en cada caso.
A continuación, presentaremos algunos resultados sobre derivaciones y automorﬁsmos que serán
de utilidad en la próxima sección.
Proposición 5.1.5. La parte simétrica y la parte antisimétrica de todo elemento de g0 son también
elementos de g0.
Demostración. Basta ver que si d es una derivación entonces dT también lo es.
d es derivación si y sólo si:
JdT z = Jzd+ d
TJz (5.13)
para cada z ∈ z. Si multiplicamos esta ecuación a derecha y a izquierda por Jz:
JzJdT zJz = −〈z, z〉(dJz + JzdT ) (5.14)
De 5.1.3 y (5.4) obtenemos que JdT zJz = JzJdz y por lo tanto:
Jdz = dJz + Jzd
T (5.15)
es decir, dT es derivación.
El siguiente resultado no se halla en la bibliografía y es fundamental en la siguiente sección.
Proposición 5.1.6. Los automorﬁsmos ortogonales de un álgebra tipo H actúan de manera irredu-
cible en v.
Demostración. Por (5.9), toda álgebra de tipo H tiene como automorﬁsmo a:
(
Jz
−rz
)
para cada z ∈ z. Estos generan un subgrupo de automorﬁsmos ortogonales denominado Cliff(m)
y su acción en v coincide con la de acción de C(m). Luego, si el álgebra es irreducible, la acción de
los automorﬁsmos en v es irreducible.
Si el álgebra no es irreducible, consideremos v1 y v2 dos subrepresentaciones irreducibles de
v, luego v1 ⊕ z y v2 ⊕ z son subálgebras tipo H irreducibles y por lo tanto isomorfas. Entonces
existe un isomorﬁsmo θ : v1 ⊕ z→ v2 ⊕ z compatible con los productos internos de ambos espacios.
Deﬁnimos el automorﬁsmo ortogonal Θ : g → g por Θ|z = θ, Θ|v1 = θ, Θ|v2 = θ−1 y Θ|c = Id
donde c es el complemento ortogonal de v1⊕ v2⊕ z. Como v1 y v2 son arbitrarias queda probada la
proposición.
Proposición 5.1.7. Si n es irreducible y dim g−2 ≡ 3, 5, 6, 7 (mod 8) entonces toda derivación de n
es un múltiplo de la dilatación más una derivación antisimétrica. Es decir, el producto interno tipo
H en n es único salvo múltiplo por constante.
41 5.2. Prolongación de las álgebras tipo H
Demostración. Suponemos por el absurdo, usando 5.1.4 y 5.1.5, que n tiene una derivación simétrica
S que actúa trivialmente en el centro y anticonmuta con los operadores Jz. Si λ es un autovalor no
nulo de S con autoespacio gλ ⊆ g−1 entonces Jz(gλ) = g−λ es el autoespacio de S de autovalor −λ.
Por la irreducibilidad de n, tenemos que g−1 = gλ ⊕ g−λ y ambos autoespacios son invariantes por
los operadores JzJz′ para z, z′ ∈ g−2. Entonces gλ (al igual que g−λ) admite una representación del
álgebra de Cliﬀord par C+(m) ∼= C(m−1). Esto quiere decir que las representaciones irreducibles de
C(m− 1) tienen dimensión menor que las de C(m) y esto ocurre si dim g−2 ≡ 0, 1, 2, 4 (mod 8).
5.2. Prolongación de las álgebras tipo H
Teorema 5.2.1. La prolongación total, subconforme y subriemanniana de un álgebra de tipo H es
trivial salvo en los casos descriptos en el cuadro 5.1
Cuadro 5.1: Prolongación de álgebras de tipo H
Álgebra de Lie Subconforme Total
h(2n, 1) su(n+ 1, 1) Inﬁnita
h(4n, 2) trivial Inﬁnita
h(4n, 3) sp(n+ 1, 1) sp(n+ 1, 1)
h(4n++4n−, 3) trivial sp(n
+ + 1, n− + 1)
h(8n, 4) trivial sl(n+ 2,H)
h(8, 7) FII FII
h(16, 8) trivial EIV
donde n, n+, n− ∈ N.
Como corolario se obtiene la lista de las algebras de tipo H que son subálgebras de Iwasawa de
grupos semisimples de cualquier rango real (una observación de Fulvio Ricci sobre esta cuestión fue
muy útil en la demostración del teorema 5.2.1). Las mismas son:
Subálgebra de Iwasawa Álgebra semisimple Rango
h(2n, 1) su(n+ 1, 1) 1
h(4n, 3) sp(n+ 1, 1) 1
h(8, 4) sl(3,H) 2
h(8, 7) FII 1
h(16, 8) EIV 2
La demostración del teorema 5.2.1 estará compuesta de una serie de lemas y proposiciones.
Proposición 5.2.2. Si n es un álgebra de tipo H con centro de dimensión mayor que 2 entonces
h1(n) = 0 i.e. si w ∈ g1 veriﬁca [w, z] = 0 para todo z ∈ g−2 entonces w = 0. Por lo tanto, n es de
tipo ﬁnito.
Ver Teorema 3 en [OW] y 2.2.1.
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Proposición 5.2.3. Dados m, n ∈ N, si la prolongación de h(dn,m) (h(d(r+(n−r)),m) para todo 1 ≤
r ≤ n) es trivial, entonces la prolongación de h(dn′,m) (h(d(r+(n′−r)),m) para todo 1 ≤ r ≤ n′) con
n′ ≥ n es trivial.
Demostración. Sea n = g−2 ⊕ g−1 un álgebra de tipo H con dim g−2 = m y dim g−1 = d.n′ tal que
n′ ≥ n y sea w ∈ g1(n). Veamos que w = 0.
Sea z ∈ g−2, consideremos h−1 ⊆ g−1 una subrepresentación de dimensión d.n, i.e. suma directa
de n subrepresentaciones irreducibles de g−1 . Luego h = g−2⊕ h−1 es una subálgebra de tipo H de
n con centro de dimensión m y dim h−1 = d.n. Por hipótesis, g1(h) = {0}. Además observemos que
g−1 = h−1 ⊕ c tal que [h−1, c] = 0
A partir de w, podemos deﬁnir w˜ ∈ g1(h) por:
w˜(z) = prh−1(w(z)) si z ∈ g−2
w˜(x) = prh0(w(x)) si x ∈ h−1
donde prh−1 es la proyección de g
−1 en h−1 paralela a c y prh0 es una proyección de g0 en h0, deﬁnida
por:
prh0(d)(z) = d(z) si z ∈ g−2
prh0(d)(x) = prh−1(d(x)) si x ∈ h−1
para todo d ∈ g0.
Es fácil ver que prh0(d) ∈ h0 y que w˜ ∈ g1(h). Luego, w˜ = 0 y por lo tanto w˜(z) = prh−1(w(z)) =
0. Como h−1 es suma de n subrepresentaciones irreducibles arbitrarias de g−1, tenemos que w(z) = 0.
De 5.2.2 concluimos que w = 0.
Veamos que forma tienen los elementos de g1 para un álgebra de tipo H.
Sea w ∈ g1 y y ∈ g−1. Por 5.1.3,
w(y) = p(y)a+ dwy ∈ g0 (5.16)
con a la dilatación, dwy ∈ g0 antisimétrica en g−2 y p ∈ (g−1)∗. Esta funcional se puede representar
como p(y) = 〈xw, y〉 para algún xw ∈ g−1. Entonces
〈Jzw(z), y〉 = 〈[w(z), y] , z〉 = 〈w(y)(z), z〉 = 2p(y) |z|2 =
〈
2 |z|2 xw, y
〉
.
Donde en la segunda igualdad usamos el hecho que w ∈ g1 y z está en el centro, y en la tercera
igualdad usamos (5.16).
Luego
w(z) = −2Jzxw z ∈ g−2 (5.17)
y
w(y) = 〈xw, y〉 a+ dwy y ∈ g−1. (5.18)
Proposición 5.2.4. Si dim g−2 ≥ 3 y la dimensión de Der0(n) es menor que dim g−2 entonces la
prolongación de n es un álgebra simple o es trivial.
43 5.2. Prolongación de las álgebras tipo H
Demostración. Supongamos que g1 6= {0}.
Consideremos
Ψ1 : g
1 → g−1,
deﬁnida por
Ψ1(w) = xw
con xw dado en 5.18. Ψ1 es lineal, veamos que es un isomorﬁsmo de espacios vectoriales.
Si Ψ1(w) = 0 entonces w(z) = −2JzΨ1(w) = 0 para todo z ∈ g−2 y por 5.2.2 se concluye que
w = 0.
El grupo G0 = Autgr(n) actúa en g1 por conjugación. Mas precisamente si A ∈ G0 y w ∈ g1,
deﬁnimos A · w ∈ g1 por:
A · w(z) = A(w(A−1z)) si z ∈ g−2
A · w(x) = Aw(A−1x)A−1 si x ∈ g−1
En particular, si A es ortogonal tenemos que:
A · w(z) = A(w(A−1z)) = −2A(JA−1zxw) = −2JzAXw
donde la última igualdad se veriﬁca porque A es automorﬁsmo ortogonal. Es decir:
Ψ1(A · w) = AΨ1(w)
o sea, Ψ1 es equivariante con respecto a la acción de los automorﬁsmos ortogonales. Por 5.1.6
concluimos que la imagen de Ψ1 es {0} o g−1, pero como es inyectiva debe ser sobre.
Sea v ∈ g2, de manera análoga a lo anterior tenemos que:
v(z) = 〈zv, z〉 a+ evz z ∈ g−2 (5.19)
y, como Ψ1 es biyectiva,
v(y) = Ψ−11 (ϕ(y)) y ∈ g−1. (5.20)
donde Evz ∈ g0 es antisimétrica en g−2 y ϕ : g−1 → g−1 es una transformación lineal. Deﬁnimos
ahora el mapa lineal
Ψ2 : g
2 → g−2
por Ψ2(v) = 14zv. A continuación probamos que este mapa también es biyectivo.
Fijamos x ∈ g−1 con |x| = 1, deﬁnimos Ψ−2 : g−2 → g2 por:
Ψ−2(z) =
[
Ψ−11 (x),Ψ
−1
1 (Jzx)
]
Tenemos que:[
Ψ−11 (x),Ψ
−1
1 (Jzx)
]
(z′) =Ψ−11 (x)Ψ
−1
1 (Jzx)(z
′)−Ψ−11 (Jzx)Ψ−11 (x)(z′)
=Ψ−11 (x)(−2Jz′Jzx)−Ψ−11 (Jzx)(−2Jz′x)
=− 2 〈x, Jz′Jzx〉 a+ dΨ
−1
1 (x)
−2Jz′Jzx + 2 〈Jzx, Jz′x〉 a− d
Ψ−11 (Jzx))
−2Jz′x
=
〈
4z, z′
〉
a+ d∗∗
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Es decir que Ψ2(Ψ−2(z)) = z.
Por otro lado, si Ψ2(v) = 0 se tiene que v(z) es antisimétrica en g−2 para cada z ∈ g−2. Entonces
〈v(z)(z′), z′′〉 veriﬁca el lema 1.1.5 y v(z) actúa trivialmente en en el centro i.e. v(z) ∈ Der0(n) para
todo z ∈ g−2. Por hipótesis existe 0 6= z ∈ g−2 tal que v(z) = 0 ⇒ v(z)(x) = 0 ∀x ∈ g−1 ⇒
v(x)(z) = 0 ⇒ Ψ−11 (ϕ(x))(z) = 0 ⇒ −2Jzϕ(x) = 0 ⇒ ϕ(x) = 0 ∀x ∈ g−1. Entonces, v ≡ 0 en g−1
y como g−1 genera n, v = 0.
Consideremos ahora u ∈ g3. Si z ∈ g−2, u(z) = Ψ−11 (α(z)) para cierta transformación lineal
α : g−2 → g−1 y si x ∈ g−1, u(x) = Ψ−12 (β(x)) con β : g−1 → g−2 lineal.
Observamos que para z, z′ ∈ g−2,
−2Jzα(z′) = Ψ−11 (α(z′))(z) = u(z′)(z) = u(z)(z′) = Ψ−11 (α(z))(z′) = −2Jz′α(z)
. En el caso que z y z′ sean ortonormales obtenemos, por (5.4):
Jzα(z) = −Jz′α(z′)
Pero, como dim g−2 ≥ 3, podemos encontrar z, z′ y z′′ ortonormales:
Jzα(z) = −Jz′α(z′) = Jz′′α(z′′) = −Jzα(z)
Concluyendo que α ≡ 0. Pero entonces u(z) = 0 cualquiera sea z ∈ g−2, y
0 = u(z)(x) = u(x)(z) = 〈β(x), z〉a+ dR(x)z
Luego β(x) ≡ 0. Es decir, u = 0.
Llegamos entonces a que
g(n) = g−2 ⊕ g−1 ⊕ g0 ⊕ g1 ⊕ g2
con la dimensión de g1 (resp. g2) igual a la de g−1 (resp. g−2).
Para probar que g(n) = g es simple, veamos primero que es semisimple. Suponemos que tiene un
ideal abeliano a que contiene un elemento no nulo L ∈ a. Obtenemos una contradicción considerando
los siguiente cuatro casos.
1. L = z + x con 0 6= x ∈ g−1 y z ∈ g−2. Luego
[Ψ−1(x), [z + x, Jz′x]] = |x|2 Ψ−1(x)(z′) = −2 |x|2 Jz′x ∈ a
para 0 6= z′ ∈ g−2. Luego Jz′x ∈ a y, como a es abeliano, 0 = [x, Jz′x] = |x|2 z′, absurdo. Similar-
mente, si L = z 6= 0,
0 6= [Ψ−1(x), z] = Ψ−1(x)(z) = −2Jzx ∈ a,
también una contradicción por lo ya visto.
2. L = z+x+d con 0 6= d ∈ g0, x ∈ g−1 y z ∈ g−2. Como d 6= 0, existe y ∈ g−1 tal que d(y) 6= 0.
Luego,
[z + x+ d, y] = [x, y] + d(y) ∈ a.
Del caso 1, también obtenemos una contradicción.
3. L = z + x + d + w con 0 6= w ∈ g1, d ∈ g0, x ∈ g−1 y z ∈ g−2. Existe 0 6= y ∈ g−1 tal que
w(y) 6= 0.
[z + x+ d+ w, y] = [x, y] + d(y) + w(y) ∈ a
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como en el caso 2.
4. L = z + x + d + w + v con 0 6= v ∈ g2, w ∈ g1, d ∈ g0, x ∈ g−1 y z ∈ g−2. Sea 0 6= z′ =
Ψ2(v) ∈ g−2, luego v(z′) 6= 0.[
z + x+ d+ w + v, z′
]
= d(z′) + w(z′) + v(z′) ∈ b,
reduciendo al caso 2.
Ahora consideramos un ideal simple b de g que contiene un elemento no nulo L = z+x+d+w+v ∈
b (donde la suma indica las componentes de L con respecto a la graduación como antes). A partir
de L podemos encontrar un elemento 0 6= z′ ∈ b ∩ g−2. En efecto, si 0 6= v ∈ g2,
[[L, zv] , zv] = [[v, zv], zv] ∈ b ∩ g−2 \ {0}
De manera similar se procede si w 6= 0, d 6= 0 o x 6= 0. Ahora bien, si 0 6= z′ ∈ b ∩ g−2 con |z| = 1
entonces [z′,Ψ−2(z′)] = a+d ∈ b para alguna derivación d antisimétrica en g−2, luego 2z+d(z) ∈ b
para cada z ∈ g−2, Como d(z) es ortogonal a z, se obtiene que g−2 ⊂ b. Ahora bien, para todo
x ∈ g−1, Ψ−11 (x)(z) = −2Jzx ∈ b, o sea g−1 ⊂ b. De manera similar, si v ∈ g2, v(ϕ−1(x)) =
Ψ−11 (x) ∈ b y [Ψ−11 (x),Ψ−11 (Jzx)] = Ψ−2(z) ∈ b, con lo que concluimos que g−2⊕g−1⊕g1⊕g2 ⊂ b.
Si suponemos que g tiene otro ideal simple c y C ∈ c, entonces [C, g−2 ⊕ g−1] = 0 y de esto se
concluye inmediatamente que C = 0. Esto ﬁnaliza la prueba del teorema.
Proposición 5.2.5. Si la prolongación de un álgebra n de tipo H es simple, entonces es un álgebra
simple no compacta de rango real menor o igual a 1 + r donde r es la dimensión de una subálgebra
abeliana máxima en Der0(n). En particular, si n es irreducible su prolongación tiene rango real
menor o igual a 3.
Demostración. El álgebra es no compacta ya que la dilatación A veriﬁca que B(A,A) > 0 donde
B es la forma de Killing. De la demostración del teorema 3.2.9 de [CSl], existirá una involución de
Cartan θ de g tal que θ(A) = −A, o sea existe una descomposición de Cartan g = k ⊕ p tal que
A ∈ p. Si consideramos a una subálgebra abeliana maximal en p que contiene a A, a ⊆ g0. Los
elementos de a actúan en g−2 de manera diagonalizable con autovalores reales, por 5.1.5 concluimos
que a ⊆ 〈{A}〉 ⊕Der0(g). Lo que concluye la demostración de la primera parte de la proposición.
En la proposición 2.1 de [Sa] se calculan los grupos de automorﬁsmos de las álgebras tipo H
que actúan trivialmente en el centro, estos tienen álgebra de Lie Der0(g). Vemos que en el caso
irreducible Der0(n) es sl(2,R), slR(2,C), su(2), u(2), un álgebra abeliana de dimensión 1 o es nula,
y sus subálgebras abelianas tienen dimensión a lo sumo 2.
Observación 5.2.6. De la demostración anterior se desprende que m = Ck(a) ( g0.
Corolario 5.2.7. Si dim g−2 ≡ 5, 6 (mod 8) entonces la prolongación de n es trivial.
Demostración. Por la proposición anterior, la prolongación de n en el caso irreducible coincide con su
prolongación subconforme que veremos que es trivial cuando dim g−2 ≡ 5, 6 (mod 8) en la siguiente
sección. Por 5.2.3 es trivial en el caso no irreducible también.
A partir de los resultados obtenidos podemos calcular la prolongación de toda álgebra de tipo
H.
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Caso m = 1 o 2.
Es bastante conocido en la literatura que la prolongación de las álgebras de Heisenberg reales
h(2n,2n+1) y complejas h(4n,4n+2) tiene dimensión inﬁnita. Daremos una prueba elemental de
este hecho.
Basta ver que existe 0 6= di ∈ gi(h(2n,1)) y 0 6= Ei ∈ gi(h(4n,2)) para todo i ∈ Z.
Para el caso de h(2n,1), consideramos una base del álgebra {xi, yi, z : i := 1, . . . , n} tal que
[xi, yi] = z para i := 1, . . . , n y el resto de los corchetes es 0. Consideramos la derivación
d ∈ g0(h(2n,1)):
d(xi) = d(yi) =
n∑
k=1
xk −
n∑
k=1
yk d(z) = 0
Deﬁnimos d1 ∈ g1(h(2n,1)) tal que:
d1(xi) = d1(yi) = d d1(z) = 0
Si suponemos deﬁnido 0 6= di ∈ gi(h(2n,1)), es fácil comprobar que di+1 dado por
di+1(xi) = di+1(yi) = di di+1(z) = 0
veriﬁca 0 6= di+1 ∈ gi+1(h(2n,1)).
Para h(4n,2), existe una base del álgebra {xi, Jxi, yi, Jyi, z1, z2 : i := 1, . . . , n} tal que [xi, yi] =
[Jyi, Jxi] = z1 y [xi, Jyi] = [Jxi, yi] = z2 para i := 1, . . . , n y el resto de los corchetes es 0.
En este caso tenemos las derivaciones E, F ∈ g0(h(4n,2)):
E(xi) = E(yi) =
n∑
k=1
xk −
n∑
k=1
yk E(Jxi) = E(Jyi) =
n∑
k=1
Jxk −
n∑
k=1
Jyk
E(z1) = E(z2) = 0
F (xi) = F (yi) =
n∑
k=1
Jxk −
n∑
k=1
Jyk F (Jxi) = F (Jyi) = −
n∑
k=1
xk +
n∑
k=1
yk
F (z1) = F (z2) = 0
Como antes construimos E1, F1 ∈ g1(h(4n,2)) tal que:
E1(xi) = E1(yi) = E E1(Jxi) = E1(Jyi) = F E1(z1) = E1(z2) = 0
F1(xi) = F1(yi) = F F1(Jxi) = F1(Jyi) = −E F1(z1) = F1(z2) = 0
e inductivamente Ei+1, Fi+1 ∈ gi+1(h(4n,2)) como:
Ei+1(xi) = Ei+1(yi) = Ei Ei+1(Jxi) = Fi(Jyi) = Ei Ei+1(z1) = Ei+1(z2) = 0
Fi+1(xi) = Fi+1(yi) = Fi Fi+1(Jxi) = Fi(Jyi) = −Ei Fi+1(z1) = Fi+1(z2) = 0
Para una descripción precisa de estas álgebras inﬁnitas ver [Ku].
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Caso m = 3.
Sea k ∈ N, consideremos el álgebra
sp(k + 1, n+ 1− k) = {x ∈Mn+2(H) : x∗I = −Ix}
donde x∗ denota la transpuesta conjugada de x e I es la matriz diagonal con las primeras k+1
entradas iguales a 1 y las restantes n+ 1− k iguales a −1.
Denotamos por Eij la matriz con la entrada (i, j) igual a 1 y el resto igual a 0. Sea H :=
E1 k+2 + Ek+2 1 ∈ sp(k + 1, n + 1 − k). Luego adH tiene autovalores 2, 1, 0, −1 y −2 y sus
autoespacios determinan una graduación de g dada por:
g−2 = 〈{a(E1 1 − Ek+2 k+2 + E1 k+2 − Ek+2 1) : a = i, j, k}〉
g2 = 〈{a(E1 1 − Ek+2 k+2 − E1 k+2 + Ek+2 1) : a = i, j, k}〉
g−1 = 〈{aE1 j − aEj 1 − aEk+2 j − aEj k+2 : a = 1, i, j, k, 2 ≤ j ≤ k + 1}〉
⊕ 〈{−aE1 j − aEj 1 + aEk+2 j − aEj k+2 : a = 1, i, j, k, k + 3 ≤ j ≤ n+ 2}〉
g1 = 〈{aE1 j − aEj 1 + aEk+2 j + aEj k+2 : a = 1, i, j, k, 2 ≤ j ≤ k + 1}〉
⊕ 〈{aE1 j + aEj 1 + aEk+2 j − aEj k+2 : a = 1, i, j, k, k + 3 ≤ j ≤ n+ 2}〉
g0 = 〈{H}〉 ⊕ 〈{aEi j − aEj i : a = 1, i, j, k, 2 ≤ i < j ≤ k + 1 ∨ k + 3 ≤ i < j ≤ n+ 2}〉
⊕ 〈{aEi j + aEj i : a = 1, i, j, k, k + 3 ≤ i ≤ n+ 2, 2 ≤ j ≤ k + 1}〉
⊕ 〈{aEi i : a = i, j, k, 2 ≤ i ≤ k + 1 ∨ k + 3 ≤ i ≤ n+ 2}〉
Resulta que g−2 ⊕ g−1 es un álgebra de tipo H de tipo h(4k+4(n−k),3). Por el Teorema 5.3 de
[Y] concluimos que la prolongación de h(4k+4(n−k),3) es sp(k + 1, n+ 1− k).
Caso m = 4.
Sea n ∈ N, consideremos el álgebra
sl(n+ 2,H) = {x ∈ gl(n,H) : re(tr(x)) = 0}
En este caso, sea H := E11 − En+2n+2 ∈ sl(n + 2,H). Luego adH tiene autovalores 2, 1, 0,
−1 y −2, con autoespacios:
g−2 = 〈{aEn+21 : a = 1, i, j, k}〉
g2 = 〈{aE1n+2 : a = 1, i, j, k}〉
g−1 = 〈{aEj1 : a = 1, i, j, k; j = 2, . . . , n+ 1}〉
⊕ 〈{aEn+2j : a = 1, i, j, k; j = 2, . . . , n+ 1}〉
g1 = 〈{aE1j : a = 1, i, j, k; j = 2, . . . , n+ 1}〉
⊕ 〈{aEjn+2 : a = 1, i, j, k; j = 2, . . . , n+ 1}〉
g0 = 〈{H}〉 ⊕ 〈{Ejj − Ej+1j+1 : j = 1, . . . , n}〉
⊕ 〈{aEjj : a = i, j, k; j = 1, . . . , n+ 2}〉
⊕ 〈{aEij : a = 1, i, j, k; i, j = 2, . . . , n+ 1, i 6= j}〉
Como en el caso anterior resulta que g−2⊕g−1 es isomorfa h(8n,4) y por lo tanto su prolongación
es sl(n+ 2,H).
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Caso m = 7.
Ya hemos probado que el álgebra irreducible h(8,7) no posee derivaciones simétricas que no sean
múltiplos de la dilatación, y su prolongación coincide con su prolongación subconforme. Este
caso será tratado en la siguiente sección donde veremos que es un álgebra simple de rango real
1, más precisamente es la forma real no compacta de F4 denominada FII o también conocida
como f4(−20)(Ver página 717 de [Kn]).
Ahora debemos analizar las álgebras que provienen de considerar la suma de dos representa-
ciones de C(7). Estas son h(16,7) y h(8+8,7). En ambos casos la dimensión de las derivaciones
que actúan trivialmente en el centro es 1 [Sa] y por lo tanto podemos aplicar la proposición
5.2.4. Si la prolongación es simple podemos calcular su dimensión. En efecto, el álgebra de
derivaciones graduadas tiene dimensión 23 (en ambos casos) y por lo tanto su prolongación
debería tener dimensión 7 + 16 + 23 + 16 + 7 = 69 pero no existe ningún álgebra de Lie simple
con esta dimensión. Por lo tanto la prolongación en ambos casos es trivial.
Apelando a la proposición 5.2.3 concluimos que la prolongación de las demás álgebras de tipo
H con centro de dimensión 7 es trivial.
Caso m = 8.
Para el álgebra irreducible h(16,8), la dimensión de las derivaciones que actúan trivialmente en
el centro es 1. Se puede comprobar (calculando o computacionalmente) que la prolongación
de esta álgebra es no trivial y por lo tanto tiene que ser simple. Además la dimensión de la
prolongación es 8+16+30+16+8 = 78 y resulta la forma real no compacta de E6 denominada
EIV o e6(−26).
Para el álgebra h(32,8) también se puede aplicar 5.2.4 (la dimensión de las derivaciones que
actuan trivialmente en el centro es 4). Si su prolongación fuera simple, su dimensión será
8+32+33+32+8 = 113 y tampoco existe un álgebra simple con esa dimensión. Nuevamente
a partir de la proposición 5.2.3 se puede concluir que la prolongación de todas las álgebras de
tipo H con centro de dimensión 8 no irreducibles tienen prolongación trivial.
Caso m ≥ 9.
Veamos que en este caso la prolongación siempre es trivial. Por 5.2.3 basta probarlo para
las álgebras irreducibles. Los casos m = 9, 10, 11, 15 se resuelven por absurdo, calculando la
dimensión de una hipotética prolongación simple (112, 200, 209 y 392 respectivamente). Si
intentamos proceder de la misma forma en el casom = 12 obtenemos 12+128+66+128+12 =
351 que es la dimensión de cualquier forma real de B13 y de C13. El siguiente par de lemas
resuelven todos los casos. Recordar que para m = 13, 14 ya fue probado en 5.2.7.
Lema 5.2.8. Si m = 12 o m ≥ 16 entonces 2(dim g0 − 1) ≤ dim (g−2 ⊕ g−1).
Demostración. Si m = 12, entonces 2(dim g0− 1) = 140 y dim (g−2⊕ g−1) = 12 + 128 = 140.
Como g0 está generado por so(m) (álgebra de Lie de Pin(m)), la dilatación y las derivaciones
que actúan trivialmente en el centro, tenemos que:
dim g0 − 1 ≤ m(m− 1)
2
+ 6
Ya que vimos en la demostración de 5.2.5 que en el caso irreducible la dimensión de Der0(g)
es a lo sumo 6.
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Por otro lado, 2d
m−1
2
e es una cota inferior para la dimensión de las representaciones irreducibles
de C(m), entonces:
dim (g−2 ⊕ g−1) ≥ 2dm−12 e +m
Por inducción (separando en m par y m impar) se prueba que para m ≥ 16:
m(m− 1)
2
+ 6 ≤ 2dm−12 e +m
Lema 5.2.9. Si g = g−2 ⊕ g−1 ⊕ g0 ⊕ g1 ⊕ g2 es un álgebra simple graduada no compacta de
dimensión mayor o igual a 351 y rango real a lo sumo 3 entonces 5(dim g0 − 1) ≥ dim g.
Demostración. Como a⊕m ⊆ g0, basta probar que 5(dim m) ≥ dim g y para ello recurriremos
a la clasiﬁcación de las álgebras simples reales y el cálculo de sus respectivas subálgebras m.
Primero observamos que, por la hipótesis del rango y la dimensión, el álgebra debe ser no
compleja. Entonces debe ser una forma real no compacta [Kn].
Consideramos dos casos, g es una forma real de Am con m ≥ 18 o es una forma real de Bn,
Cn o dn con n ≥ 13.
En el primer caso, g = su(p, q) con 1 ≤ p ≤ 3 y p+ q ≥ 19. Como m = Rp⊕ su(q−p), tenemos
que:
5(dim m)− dim g > 5((q − p)2 − 1)− ((p+ q)2 − 1) = 4p2 + 4q2 − 12pq − 4
= 4(p2 − 1) + 4q(q − 3p)
Solo basta observar que q > 3p, por las condiciones que estos veriﬁcan.
Si g es una forma real de Bn, Cn o dn con n ≥ 14 entonces g = so(p, q) con 1 ≤ p ≤ 3 y
p+q
2 ≥ 13, o g = sp(p, q) con 1 ≤ p ≤ 3 y p+ q ≥ 13. Si g = so(p, q) entonces m = so(q− p) y:
5(dim m)− dim g > 5
2
(q − p)(q − p− 1)− 1
2
(q + p)(q + p− 1) ≥ 2q2 − 6qp− 2q
= 2q(q − 3p− 1) > 0
Si g = sp(p, q) entonces su(2)p ⊕ sp(q − p) y:
5(dim m)− dim g > 5
2
(q − p)(2(q − p)− 1)− (q + p)(2(q + p)− 1) ≥ 2q2 − 6qp− 2q
= 2q(4q − 12p− 3) > 0
5.3. Prolongación subconforme y subriemanniana de las álgebras
tipo H
Fijado un producto interno tipo H en un álgebra n podemos considerar los pares subrieman-
nianos y subconformes (n, g0sr) y (n, g
0
sc). De 5.1.3 tenemos que g
0
sr es la subálgebra de derivaciones
antisimétricas de n que preservan la graduación y
g0sc = a⊕ g0sr (5.21)
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donde a es el álgebra unidimensional generada por la dilatación A.
Ya vimos que la prolongación del par (n, g0sr) es trivial y el par (n, g
0
sc) es de tipo ﬁnito.
Teorema 5.3.1. Sea n = g−2 ⊕ g−1 un álgebra de tipo H y sea g0sc como en (5.21).
(i) Si n es de tipo 1-Iwasawa con álgebra semisimple asociada g, entonces Prol(n, g0sc) = g;
(ii) Si n no es de tipo 1-Iwasawa, entonces Prol(n, g0sc) = g
−2 ⊕ g−1 ⊕ g0sc.
Demostración. (i) es inmediato del teorema 2.2.6.
Para (ii), la prueba es similar a la de la proposición 5.2.4 con algunas modiﬁcaciones.
Primero observamos que n es de tipo 1-Iwasawa cuando dim g−2 = 1 o 2 (álgebras de Heisenberg
reales y complejas), por lo que suponemos que dim g−2 ≥ 3.
Cuando se prueba que Ψ1 es sobre hay que observar que la acción del grupo de automorﬁsmos
graduados ortogonales de n en g0 deja invariante a g0sr.
Como ya no se veriﬁca la hipótesis que la dimensión de g−2 es mayor que la dimensión deDer0(n)
debemos modiﬁcar la prueba de que Ψ2 es inyectiva. Si Ψ2(v) = 14zv = 0, se tiene que v(z) ∈ g0sr
para todo z ∈ g−2. Como v(x) ∈ g1 para x ∈ g−1, v(x) = Ψ−11 (ϕ(x)) para algún endomorﬁsmo
lineal ϕ : g−1 → g−1.
v([x, y]) = v(x)(y)− v(y)(x)
= 〈ϕ(x), y〉 .a+ dv(x)y − 〈ϕ(y), x〉 .a+ dv(y)x
Como v([x, y]) ∈ g0sr tenemos que 〈ϕ(x), y〉 = 〈ϕ(y), x〉 i.e. ϕ es simétrico.
Por otro lado
〈v(x)(z), y〉 = 〈v(z)(x), y〉 = −〈v(z)(y), x〉 = −〈v(y)(z), x〉 .
y de la deﬁnición de ϕ sigue que
〈Jzϕ(x), y〉 = −〈Jzϕ(y), x〉 ,
Como Jz es antisimétrico y ϕ is simétrico, esto implica que
Jzϕ = ϕJz
Como en la prueba de 5.2.4 se tiene que v(z)(z′) = 0 ∀ z, z′ ∈ g−2. Tenemos entonces que
[v(z)(x), y] = [v(z)(y), x] + v(z)([x, y])⇐⇒ [v(x)(z), y] = [v(y)(z), x]
⇐⇒ [Jzϕx, y] = [Jzϕy, x]
⇐⇒ 〈Jz′Jzϕx, y〉 = 〈Jz′Jzϕy, x〉
⇐⇒ 〈x, ϕJzJz′y〉 = 〈Jz′Jzϕy, x〉
⇐⇒ 〈JzJz′ϕy, x〉 = 〈Jz′Jzϕy, x〉
⇐⇒ JzJz′ϕ = Jz′Jzϕ
para todo x, y ∈ g−1 y z, z′ ∈ g−2.
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Podemos considerar z y z′ elemento no nulos ortogonales de g−2 y de (5.4) obtenemos
JzJz′ϕ = Jz′Jzϕ = −JzJz′ϕ
Como Jz y Jz′ son inversibles, ϕ ≡ 0. Luego v(x) = 0 para todo x ∈ g−1, y v ≡ 0.
El resto de la prueba sigue de manera idéntica, concluimos que
g(n, g0sc) = g
−2 ⊕ g−1 ⊕ g0 ⊕ g1 ⊕ g2
es un álgebra simple. De la demostración de 5.2.5 se tiene que g(n, g0sc) tiene rango real 1 por lo que
g−2 ⊕ g−1 es una subálgebra de Iwasawa de g, i.e. de tipo 1-Iwasawa.
Observación 5.3.2. Debemos mencionar que pruebas alternativas de 5.3.1 y la Proposición 5.2.4 se
pueden obtener a partir de [Y, Lema 5.8].

Capítulo 6
Aplicaciones geométricas
En primer lugar presentaremos una familia de estructuras subconformes a las que denominamos
estructuras compatibles. Estas tienen símbolo de tipo H y por resultados de las secciones anteriores
tienen asociadas conexiones de Cartan normales.
Por otro lado analizaremos en detalle ejemplos de distribuciones con estructuras subrieman-
nianas y subconformes. Construiremos explícitamente conexiones de Cartan para distribuciones
subriemannianas de contacto en variedades de dimensión 3. Compararemos los resultados con los de
Hughen [Hu] aplicando el método de Cartan, y mostraremos que existe una familia a un párametro
de conexiones de Cartan y conexiones lineales asociadas naturalmente a estas distribuciones.
Analizaremos luego distribuciones de dimensión 3 con métricas subconformes y subriemannianas
en variedades de dimensión 5, obteniendo explícitamente el complemento canónico de la distribución
y la conexión de Cartan normal. Calculamos su curvatura y su curvatura armónica, obteniendo los
invariantes fundamentales de estas estructuras.
Por último estudiaremos las distribuciones de dimensión 4 en variedades de dimensión 6 con
métricas subconformes compatibles donde obtenemos también explícitamente los complementos
canónicos de la distribución.
6.1. Estructuras subconformes compatibles
Deﬁnición 6.1.1. Un álgebra de Lie graduada g = g−1 ⊕ g−2 se dice no singular si para todo
0 6= x ∈ g−1, ad(x) : g−1 −→ g−2 es sobreyectiva.
Proposición 6.1.2. Sea g = g−1 ⊕ g−2 un álgebra de Lie graduada. Las siguientes aﬁrmaciones
son equivalentes:
1. g es no singular.
2. Para todo 0 6= λ ∈ (g−2)∗, la forma bilineal (x, y)→ λ([x, y]) es no degenerada.
3. Fijado un producto interno en g−1, para cada z ∈ g−2, el operador Jz : g−1 → g−1 deﬁnido
por:
〈Jzx, y〉 = 〈z, [x, y]〉 ∀x, y ∈ g−1
es no singular.
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Observación 6.1.3. De la parte (3), resulta que las álgebras de tipo H son no singulares. Además,
dada un álgebra no singular g = g−1 ⊕ g−2 existe h = h−1 ⊕ h−2 álgebra de tipo H con dim h−1 =
dim g−1 y dim h−2 = dim g−2. En dicho caso, se conjeturó que dim Autgr(h) ≥ dim Autgr(g) donde
la igualdad se da si y sólo si g es de tipo H. Esta conjetura fue probada para dim g−2 = 2 en [KT].
Deﬁnición 6.1.4. Una distribución D se denominará fat o de policontacto si su símbolo es un
álgebra no singular en cada punto p.
Ejemplo 6.1.5. Recordemos que una distribución de contacto D en una variedad M es aquella que
se puede representar como el núcleo de una 1-forma α de rango máximo, es decir, α ∧ (dα)k 6= 0
donde 2k+ 1 es la dimensión de M . Esto es equivalente a que dα|p : Dp×Dp → R es no degenerada
en cada p ∈M . Como TpM/Dp tiene dimensión 1, por (2) de la Proposición 6.1.2, concluimos que
D es de policontacto. Es más, las únicas álgebras no singulares, salvo isomorﬁsmo, con centro de
dimensión 1 son las álgebras de Heisenberg reales h2k,1. Concluimos que una distribución D en una
variedad de dimensión 2k + 1 es de contacto si y sólo si es de símbolo constante h2k,1.
Sea D una distribución de policontacto. Para todo λ ∈ (T (M)/D)∗ no nulo deﬁnimos la 2-forma
no degenerada en D,
ωλ :
2∧
Dp → R,
ωλ(X,Y ) = λ([X˜, Y˜ ]p +D(p))
donde X˜, Y˜ son extensiones locales de X,Y . Una estructura subconforme gc en D se denomina
compatible si existe una métrica g en la clase de la estructura conforme que es compatible con las
ωλ's para toda λ ∈ (T (M)/D)∗, en el sentido que los endomorﬁsmos Jλ de D deﬁnidos por
g(Jλx, y) = ωλ(X,Y )
satisfacen J2λ = −I. En particular, D es una distribución de policontacto.
Se deduce que
Proposición 6.1.6. Una distribución posee una estructura subconforme compatible si y sólo si su
símbolo es de tipo Heisenberg.
Como la cantidad de álgebras de tipo H con un dimensión ﬁja es ﬁnita toda distribución con
una estructura subconforme compatible es genéricamente de tipo constante.
De la proposición 5.1.7 obtenemos el siguiente:
Corolario 6.1.7. Toda distribución de símbolo constante n donde n es un álgebra de tipo H irredu-
cible con centro de dimensión dim g−2 ≡ 3, 5, 6, 7 (mod 8) tiene una única estructura subconforme
compatible canónica
Una distribución fat que posee una estructura subconforme compatible (de tipo constante) tiene
asociada naturalmente una estructura P 0 de tipo constante (n, g0sc(n)) donde n es el álgebra de tipo
H isomorfa al símbolo de la distribución y g0sc es la subálgebra de derivaciones de n que preservan la
graduación y el producto interno salvo múltiplo. Si n es de tipo 1-Iwasawa decimos que la estructura
es parabólica y si no decimos que es no parabólica.
Sea G0sc el grupo de automorﬁsmos de n que preservan la métrica subconforme cuya álgebra de
Lie es g0sc y G = G
0
sc oN donde N es el grupo de tipo H simplemente conexo con álgebra de Lie n.
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Proposición 6.1.8. Toda estructura subconforme compatible no parabólica de tipo constante tiene
asociada canónicamente una conexión de Cartan normal de tipo (G,G0sc)
Demostración. Es consecuencia de 4.2.8 y 5.2.1.
6.2. Distribuciones subriemannianas de contacto de tipo (2,3)
Sea h2,1 = g−2 ⊕ g−1 el álgebra de Heisenberg de dimensión 3. Como los automorﬁsmos de h
actúan como GL(2,R) en g−1 todas las álgebra subriemannianas (h, 〈 , 〉) son isomorfas. Sea {x, y}
una base ortonormal de g−1, luego {x, y, z = [x, y]} es una base ortonormal de h.
Sea G0 la componente conexa de la identidad de G0sr, es decir, el grupo de automorﬁsmos del
álgebra graduada h cuya restricción a g−1 es una isometría y preservan la orientación. En la base
{x, y, z} los elementos de G0sr se representan por cos θ − sin θsin θ cos θ
1
 , θ ∈ R
y su correspondiente algebra de Lie g0sr es 0 −αα 0
0
 , α ∈ R
G0sr actúa en h de manera estándar y en g
0
sr por la adjunta. Por la proposición 2.3.1 la prolon-
gación de Tanaka de (h, g0sr) es g = h ⊕ g0sr. En g consideramos un producto interno que extiende
el producto interno en h y tal que g0sr es ortogonal a h (cf. Sección 2.3). G
0
sr preserva este producto
interno.
SeaD una distribución subriemanniana de contacto en una variedadM de dimensión 3 orientada.
En este caso, D es automáticamente de tipo constante subriemanniano (h, 〈 , 〉). Sean X e Y campos
que, en cada punto p de un abierto U , deﬁnen una base ortonormal positiva de Dp. Sea θ˜ una 1-forma
que deﬁne a D en U , i.e. ker(θ˜) = D y deﬁnimos
fθ˜ = dθ˜(X,Y )
Es fácil ver que fθ˜ es diferenciable y no depende de los campos X e Y seleccionados. Deﬁnimos la
1-forma
θ = − 1
fθ˜
θ˜
Veamos que θ no depende de la elección de θ˜. Si θ˜′ es otra 1-forma que deﬁne a D en U entonces
existe una función g tal que θ˜′ = gθ˜. Luego, dθ˜′ = dg ∧ θ˜ + gdθ˜. Como θ˜ se anula en D, fθ˜′ = gfθ˜.
Concluimos que θ solo depende de D y de la métrica subriemanniana. Podemos considerar entonces
el campo de Reeb Z asociado a θ. Es decir, el único campo que veriﬁca
dθ(Z, ·) = 0 θ(Z) = 1
La distribución generada por Z es un complemento canónico de la distribución subriemanniana D.
Fijamos el marco {X,Y, Z} en U .
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Sean r11, r
2
1, r
1
2, r
2
2, e y f funciones en M deﬁnidas por
[X,Z] = r11X + r
2
1Y
[Y,Z] = r12X + r
2
2Y
[X,Y ] = Z + eX + fY
(6.1)
Podemos encontrar relaciones entre las funciones r11, r
2
1, r
1
2, r
2
2, e y f usando la identidad de
Jacobi. De
[X, [Y,Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0
obtenemos que:
r11 + r
2
2 = 0
Ze+Xr12 − Y r11 − er11 − fr12 = 0
Zf +Xr22 − Y r21 − er21 − fr22 = 0
(6.2)
Para todo p ∈ U , m(p) = D(p) ⊕ TpM/D(p) es el símbolo de la distribución en p. Por hipótesis,
m(p) es isomorfa a h como álgebras graduadas, mas aún, (m(p), 〈 , 〉p) y (h, 〈 , 〉) son álgebras
subriemannianas isomorfas. Luego, el ﬁbrado P 0 es el conjunto de pares (p, ϕ) con p ∈M y ϕ : h→
m(p) un isomorﬁsmo de álgebras graduadas tal que ϕ|g−1 : g−1 → D(p) es una isometría. P 0 es una
estructura de tipo constante (h, g0).
Para cada λ ∈ P 0, sea ∂∂θ |λ = Iλ(r) donde r =
(
0 −1 0
1 0 0
0 0 0
)
, base de g0sr.
∂
∂θ es un campo vertical
en P 0
Podemos deﬁnir la siguiente sección de P 0:
Φ : U → P 0
p 7→ Φ(p) = (p, ϕp)
donde
ϕp(x) = X(p)
ϕp(y) = Y (p)
ϕp(z) = Z(p) +D(p)
Esta sección nos deﬁne una trivialización de P 0 dada por:
Φ˜ : U ×G0sr → P 0
(p,R) 7→ Φ˜(p,R) = (p, ϕp ·R)
mediante la cual deﬁnimos coordenadas (p, θ) en P 0.
Si Rθ =
(
cos θ − sin θ
sin θ cos θ
1
)
, entonces
(ϕp ·Rθ)(x) = cos θX˜(p) + sin θY˜ (p)
(ϕp ·Rθ)(y) = − sin θX˜(p) + cos θY˜ (p)
(ϕp ·Rθ)(z) = Z˜(p) +D(p)
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A partir de la trivialización Φ˜, los campos X, Y y Z se levantan a campos en P 0 que denomina-
remos X˜, Y˜ y Z˜ que junto con ∂∂θ deﬁnen un marco de P
0. Los corchetes entre estos campos veriﬁcan
las mismas relaciones (6.1) que los campos en M y [X˜, ∂∂θ ] = [Y˜ ,
∂
∂θ ] = [Z˜,
∂
∂θ ] = 0. Además, si f
es una función en M considerada en P 0 entonces X˜f = Xf , y análogamente para Y˜ y Z˜. Luego,
tenemos en P 0 la ﬁltración
D00 = 〈{
∂
∂θ
}〉 ⊂ D−10 = 〈{X˜, Y˜ ,
∂
∂θ
}〉 ⊂ D−20 = TP 0
Fijamos λ = (p, θ) ∈ P 0, o sea λ = ϕp ·Rθ. Las formas tautológicas parciales son:
ω−10 : D−10 (λ)→ g−1
ω−10 (X˜(λ)) = cos θx− sin θy
ω−10 (Y˜ (λ)) = sin θx+ cos θy
ω−10 (
∂
∂θ
|λ) = 0
ω−20 : TλP
0 → g−2
ω−20 (Z˜(λ)) = z
ω−20 (D−10 (λ)) = 0
Todo par de subespacios horizontales es de la forma:
H−1(λ) = 〈{X˜(λ) + a1(λ) ∂
∂θ
|λ, Y˜ (λ) + b1(λ) ∂
∂θ
|λ}〉
H−2(λ) = 〈{Z˜(λ) + a2(λ)X˜(λ) + b2(λ)Y˜ (λ) +D00(λ)}〉
para ciertas funciones a1, a2, b1, b2 en P 0. A este par de subespacios le corresponde la función
ϕH1 ∈ Hom(g0,D00(λ))⊕Hom(g−1,D−10 (λ))⊕Hom(g−2, TλP 0/D00(λ))
ϕH1(x) = cos θX˜(λ) + sin θY˜ (λ) + (cos θa1(λ) + sin θb1(λ))
∂
∂θ
|λ
ϕH1(y) = − sin θX˜(λ) + cos θY˜ (λ) + (− sin θa1(λ) + cos θb1(λ)) ∂
∂θ
|λ
ϕH1(z) = Z˜(λ) + a2(λ)X˜(λ) + b2(λ)Y˜ (λ) +D00(λ)
ϕH1(r) =
∂
∂θ
|λ
Calculemos la torsión del par H = {H−1, H−2}. Para x ∈ g−1 y z ∈ g−2, los campos Xˆ =
cos θX˜ + sin θY˜ + (cos θa1 + sin θb1)
∂
∂θ y Zˆ = Z˜ + a2X˜ + b2Y˜ veriﬁcan las condiciones en 3.5 y
además:
[Xˆ, Zˆ] ≡ cos θ[X˜, Z˜] + sin θ[Y˜ , Z˜]− sin θa2Z˜ + cos θb2Z˜ ≡ − sin θa2Z˜ + cos θb2Z˜ (modD−10 )
Por deﬁnición,
CH(x, z) = ω¯
−2
0 ([Xˆ, Zˆ](λ) +D−10 (λ))
= (− sin θa2 + cos θb2)z
Análogamente, considerando el campo Yˆ = − sin θX˜ + cos θY˜ + (− sin θa1 + cos θb1) ∂∂θ obtenemos
CH(y, z) = (− cos θa2 − sin θb2)z
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Por otro lado,
[Xˆ, Yˆ ] ≡ Z˜ + (e− a1)X˜ + (f − b1)Y˜ (modD00)
CH(x, y) = ω¯
−1
0 (pr
H
−2([Xˆ, Yˆ ](λ) +D00(λ)))
= [(e− a1 − a2) cos θ + (f − b1 − b2) sin θ]x
+ [−(e− a1 − a2) sin θ + (f − b1 − b2) cos θ]y
El operador de Spencer generalizado para la primera prolongación es de la forma
∂0 : Hom(g
−2, g−1)⊕Hom(g−1, g0) → Hom(g−1 ⊗ g−2, g−2)⊕Hom(g−1 ∧ g−1, g−1)
Es inyectivo (ver 2.3.1) y la dimensión del dominio coincide con la del codominio. Luego ∂0 es un
isomorﬁsmo y el único subespacio complementario de su imagen es N = {0}. Entonces
CH ∈ N ⇔ CH ≡ 0⇔ a1 = e, b1 = f, a2 = b2 = 0
Sea
ϕH1(x) = cos θX˜(λ) + sin θY˜ (λ) + (cos θe+ sin θf)
∂
∂θ
|λ
ϕH1(y) = − sin θX˜(λ) + cos θY˜ (λ) + (− sin θe+ cos θf) ∂
∂θ
|λ
ϕH1(z) = Z˜(λ) +D00(λ)
ϕH1(r) =
∂
∂θ
|λ
En este caso, el ﬁbrado P 1 es isomorfo a P 0 y está formado por las funciones ϕH1 que se
proyectan al correspondiente λ ∈ P 0. Esto concluye la primera prolongación. Podemos pensar que
ϕH1 es un marco que mejora el dado por λ. Para llegar a un marco real y obtener la conexión de
Cartan asociada a nuestra estructura debemos prolongar una vez más (para eliminar la ambiguedad
en ϕH1(z)).
El operador de Spencer generalizado de grado 2 en este caso es
∂1 : Hom(g
−2, g0) → Hom(g−1 ⊕ g−2, g−1)⊕Hom(g−1 ∧ g−1, g0)
que tiene dominio e imagen de dimensión 1. A partir de cada complemento de la imagen de ∂1 que
sea invariante por la acción del grupo G0sr = SO(2) podemos construir una conexión de Cartan
asociada a nuestra estructura. En particular, el complemento ortogonal, al que llamamos H, se
corresponde con la conexión de Cartan normal.
Como f(z) = r genera el dominio de ∂1, entonces la función:
∂1f(x, z) = −y
∂1f(y, z) = x
∂1f(x, y) = −r
genera la imagen de ∂1. Luego obtenemos que:
g ∈ H ⇐⇒ −〈g(x, z), y〉+ 〈g(y, z), x〉 − 〈g(x, y), r〉 = 0
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Como P 1 es difeomorfo a P 0 podemos identiﬁcarlos.
Las estructuras horizontales en en este caso tienen la forma:
Hˆ−12 (λ) = 〈{X˜(λ) + e
∂
∂θ
|λ, Y˜ (λ) + f ∂
∂θ
|λ}〉
Hˆ−22 (λ) = 〈{Z˜(λ) + c(λ)
∂
∂θ
|λ}〉
donde c es una función en P 0 a determinar.
A partir de la condición −〈CH(x, z), y〉 + 〈CH(y, z), x〉 − 〈CH(x, y), A〉 = 0 y del cálculo de la
función de torsión obtenemos que
c =
r21 − r12 +Xf − Y e− e2 − f2
3
Arribamos de esta manera a un marco canónico en P 0 que a su vez es invariante por la acción del
grupo estructural G0sr:
ϕH2(z) = Z˜(λ) +
r21 − r12 +Xf − Y e− e2 − f2
3
∂
∂θ
|λ
ϕH2(x) = cos θX˜(λ) + sin θY˜ (λ) + (cos θe+ sin θf)
∂
∂θ
|λ
ϕH2(y) = − sin θX˜(λ) + cos θY˜ (λ) + (− sin θe+ cos θf) ∂
∂θ
|λ
ϕH2(r) =
∂
∂θ
|λ
La conexión de Cartan normal viene dada por la inversa de ϕH2 ,
ω(Z˜) = z − r
2
1 − r12 +Xf − Y e− e2 − f2
3
r
ω(X˜) = cos θx− sin θy − er
ω(Y˜ ) = sin θx+ cos θy − fr
ω(
∂
∂θ
|λ) = r
(6.3)
Su curvatura se descompone, según (2.4), en una parte de grado 2:
κ2(x, y) =
r21 − r12 − 2Xf + 2Y e+ 2e2 + 2f2
3
r
κ2(x, z) = {− cos2 θr11 − cos θ sin θ(r21 + r12)− sin2 θr22}x
+ {− cos2 θr21 + cos θ sin θ(r11 − r22) + sin2 θr12 + c} y
κ2(y, z) = {− cos2 θr12 + cos θ sin θ(r11 − r22) + sin2 θr21 − c}x
+ {− cos2 θr22 + cos θ sin θ(r12 + r21)− sin2 θr11} y
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y una de grado 3:
κ3(x, y) = 0
κ3(x, z) = {(cos θr11 + sin θr12)e+ (cos θr21 + sin θr22)f
− cos θX˜c− sin θY˜ c+ cos θZ˜e+ sin θZ˜f} r
κ3(y, z) = {(− sin θr11 + cos θr12)e+ (− sin θr21 + cos θr22f
+ sin θX˜c− cos θY˜ c− sin θZ˜e+ cos θZ˜f} r
Recordemos que la curvatura armónica es la parte armónica de la curvatura que sigue siendo
un sistema de invariantes fundamentales de nuestra estructura. En el siguiente capítulo, calculamos
los grupos de cohomología de h2,1 y sus formas armónicas (cf. 7.2). En particular, se ve que solo
H2,2 6= 0 por lo que la curvatura armónica tiene grado 2 y κ3 puede descartarse. Más precisamente,
κH(x, y) =
r21 − r12 − 2Xf + 2Y e+ 2e2 + 2f2
3
r
κH(x, z) = (− cos2 θr11 − cos θ sin θ(r21 + r12)− sin2 θr22)x
+ (− cos2 θr21 + cos θ sin θ(r11 − r22) + sin2 θr12 + c)y
κH(y, z) = (− cos2 θr12 + cos θ sin θ(r11 − r22) + sin2 θr21 − c)x
+ (− cos2 θr22 + cos θ sin θ(r12 + r21)− sin2 θr11)y
Los coeﬁcientes de la P 1 forman un sistema de invariantes fundamentales de la estructura P 0 y
a partir de ellos podemos construir un sistema de invariantes fundamentales en M . En efecto, las
funciones
φ1 = 〈κH(x, y), r〉 = r
2
1 − r12 − 2Xf + 2Y e+ 2e2 + 2f2
3
(6.4)
φ2 =
√
(〈κH(x, z), x〉 − 〈κH(y, z), y〉)2 + (〈κH(x, z), y〉+ 〈κH(y, z), x〉)2
=
√
(r11 − r22)2 + (r21 + r12)2 (6.5)
están deﬁnidas en M y además a partir de ellas podemos reconstruir la curvatura armónica. En
efecto, tomando una sección adecuada de P 0 resulta,
κH(x, y) =φ1r
κH(x, z) =
1
2
cos θ′ φ2x+
1
2
(sin θ′ φ2 − φ1)y
κH(y, z) =
1
2
(sin θ′ φ2 + φ1)x− 1
2
cos θ′ φ2y
Teorema 6.2.1. Sea D una distribución subriemanniana de contacto en una variedad M de di-
mensión 3 orientada. Consideramos un marco X,Y, Z como en 6.1
1. La conexión de Cartan normal asociada viene dada por (6.3).
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2. Un sistema de invariantes fundamentales de D es
φ1 =
r21 − r12 − 2Xf + 2Y e+ 2e2 + 2f2
3
(6.6)
φ2 =
√
(r11 − r22)2 + (r21 + r12)2 (6.7)
3. D es localmente equivalente (alrededor de un punto p) a la distribución invariante a izquierda
estandar del grupo de Heisenberg con la métrica subriemanniana invariante sí y sólo si:
r11 = r
2
2 = 0
−r12 = r21 = Xf − Y e− e2 − f2
en un entorno del punto p.
Observación 6.2.2. La elección del campo de Reeb al principio del proceso de prolongación se hizo
únicamente para simpliﬁcar los cálculos, si partíamos de un campo Z˜ arbitrario en la clase de [X˜, Y˜ ]
módulo D el proceso se aplicaba de la misma forma arribando a la misma conexión de Cartan. El
campo de Reeb se obtiene naturalmente como la proyección de ω−1(z) a TM , que junto con D
determinan la graduación canónica de M dada por 4.2.9. Es más, el campo de Reeb ya se obtiene
luego de la primera prolongación como la proyección de ϕH1(z).
Veamos qué otras conexiones de Cartan podemos obtener si consideramos otros complementos
invariantes de la imagen de ∂1. Descomponiendo la representaciónHom(g−1⊕g−2, g−1)⊕Hom(g−1∧
g−1, g0) de G0sr = SO(2) en irreducibles vemos que Hom(g−1 ⊕ g−2, g−1)⊕Hom(g−1 ∧ g−1, g0) =
A2 ⊕ 3A0 donde A2 es la representación de dimensión real 2 que se obtiene de la representación
compleja que resulta de multiplicar por e2θi y A0 es la representación trivial de dimensión 1. La
imagen de ∂1 es una representación trivial A0 y todo complemento invariante será una representación
de la forma A2 ⊕ 2A0 con 2A0 ⊂ 3A0 complementario a la imagen de ∂1. Por lo tanto, cada
complemento invariante se corresponde con un subespacio complementario a la imagen de ∂1 en la
componente isotípica 3A0. Calculando vemos que estos complementos Ha,b están parametrizados
por a, b ∈ R de manera que g ∈ Ha,b si y sólo si:
b〈g(x, z), x〉 − (a− 1)〈g(x, z), y〉+ (a− 1)〈g(y, z), x〉+ b〈g(y, z), y〉+ 2a〈g(x, y), r〉 = 0
En cuyo caso:
ca = (1− a)r
2
1 − r12
2
+ a(Xf − Y e− e2 − f2) (6.8)
En todo caso la conexión de Cartan que obtenemos depende sólo del parámetro a ∈ R y viene
dada por:
ωa(X˜) = cos θx− sin θy − er
ωa(Y˜ ) = sin θx+ cos θy − fr
ωa(Z˜) = z − car
ωa(
∂
∂θ
) = r
Recordando la Proposición 4.2.9, vemos que todas estas conexiones deﬁnen el mismo comple-
mento canónico, i.e. el deﬁnido por el campo de Reeb. Sin embargo, determinan una familia unipa-
ramétrica de conexiones principales en P 0 canónicamente asociadas a nuestra estructura que a su
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vez inducen conexiones lineales canónicas en TM dadas por:
∇XX = −eY ∇XY = eX ∇YX = −fY ∇Y Y = fX
∇ZX = −caY ∇ZY = caX ∇Z = 0
Su torsión es:
T (X,Y ) = −Z T (X,Z) = −r11X + (ca − r21)Y T (Y, Z) = (−ca − r12)X − r22Y
En la literatura de geometría subriemanniana aparece regularmente la conexión lineal que veri-
ﬁca:
〈T (X,Z), Y 〉 = 〈T (Y, Z), Z〉
que se corresponde con la dada por a = 1 [BFG] [Hl]. No hemos encontrado referencias de esta
familia de conexiones en la bibliografía.
Supongamos ahora que M es un grupo de Lie de dimensión 3 y que D y la métrica subrieman-
niana son invariantes a izquierda. Podemos encontrar una base como en (6.1) invariante a izquierda
y por lo tanto, los coeﬁcientes de estructura y los invariantes fundamentales serán constantes. Sin
embargo, si estos invariantes no son nulos la estructura no es playa, i.e. equivalente a la distribución
invariante a izquierda estándar del grupo de Heisenberg con la métrica subriemanniana invariante.
Además, dos de dichas estructuras son equivalentes si y sólo si sus invariantes coinciden (todas sus
derivadas son cero). Vamos a ver cuáles son dichas estructuras en los casos que un único invariante
sea no cero.
1. φ1 = 0, o sea r21 − r12 + 2e2 + 2f2 = 0. De las condiciones (6.2) resulta que
fr12 = −er11
er21 = fr
1
1
Supongamos que (e, f) 6= (0, 0). Multiplicando φ1 por ef y reemplazando por estas identidades
obtenemos que r11 = −2ef , r12 = 2e2 y r21 = −2f2. Entonces,
[X,Z] = −2efX − 2f2Y
[Y,Z] = 2e2X + 2efY
[X,Y ] = Z + eX + fY
con φ2 = 2
√
e2 + f2. Son álgebras de Lie solubles de la forma 〈A〉oR2 con A ∈ gl(2).
Supongamos ahora que (e, f) = (0, 0). Entonces, r21 = r
1
2 y
[X,Z] = r11X + r
2
1Y
[Y,Z] = r21X − r11Y
[X,Y ] = Z
con φ2 = 2
√
(r11)
2 + (r21)
2. El álgebra es isomorfa a sl(2,R).
2. φ2 = 0, luego r11 = 0 y r
2
1 = −r12.
[X,Z] = r21Y
[Y,Z] = −r21X
[X,Y ] = Z + eX + fY
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con φ1 = 2(r21 + e
2 + f2).
Si r21 = 0, el álgebra es soluble,
[X,Z] = 0
[Y,Z] = 0
[X,Y ] = Z + eX + fY
con φ1 = 2(e2 + f2) > 0.
Si r21 6= 0, por (6.2), e = f = 0 y φ1 = 2r21. Entonces, el álgebra es semisimple. Más precisa-
mente, es isomorfa a sl(2,R) si r21 > 0 y a su(2) si r21 < 0
6.3. Distribuciones subriemannianas y subconformes de tipo (3,5)
Consideremos ahora el álgebra 2-graduada fundamental no degenerada m3,2 = g−2 ⊕ g−1 con
g−2 = span{z1, z2}, g−1 = span{x1, x2, x3} y deﬁnida por
[x1, x3] = z1 [x2, x3] = z2
Esta es el álgebra dos pasos nilpotente fundamental no degenerada de menor dimensión que no
es de tipo H.
Sea G0 el grupo de automorﬁsmos del álgebra graduada m3,2. En la base {z1, z2, x1, x2, x3} los
elementos de G0 se representan por
ag bg
cg dg
a b e
c d f
g
 a, b, c, d, e, f, g ∈ R− {0}
y su correspondiente algebra de Lie g0,
a+ g b
c d+ g
a b e
c d f
g
 , a, b, c, d, e, f, g ∈ R.
La prolongación de m3,2 es de dimensión inﬁnita y está calculada explícitamente en [Ku].
Podemos considerar ciertos subgrupos del grupo G0:
G0p, el subgrupo de los automorﬁsmos de m3,2 que preservan el subespacio generado por x3.
G0p = {

ag bg
cg dg
a b
c d
g
 : a, b, c, d, g ∈ R− {0}}
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y su correspondiente álgebra de Lie
g0p = {

a+ g b
c d+ g
a b
c d
g
 , a, b, c, d, g ∈ R}
La prolongación del par (m3,2, g0p) es sl(4,R).
Deﬁnimos en m3,2 el producto interno 〈 , 〉 que resulta de considerar {z1, z2, x1, x2, x3} orto-
normal y el producto interno subconforme correspondiente.
G0sc, el subgrupo de los automorﬁsmos de m3,2 que preservan conformemente el producto
interno en g−1 y su orientación.
G0sc = {

ρ2 cos θ −ρ2 sin θ
ρ2 sin θ ρ2 cos θ
ρ cos θ −ρ sin θ
ρ sin θ ρ cos θ
ρ
 , θ, ρ ∈ R+}
y su correspondiente álgebra de Lie
g0sc = {

2β −α
α 2β
β −α
α β
β
 , α, β ∈ R}.
G0sr, el subgrupo de los automorﬁsmos de m3,2 que preservan el producto interno y la orienta-
ción de g−1
G0sr = {

cos θ − sin θ
sin θ cosθ
cos θ − sin θ
− sin θ cos θ
1
 , θ ∈ R− {0}}
y su correspondiente álgebra de Lie
g0sr = {

0 −α
α 0
0 −α
α 0
0
 , α ∈ R}.
Las prolongaciones de (m3,2, g0sc) y (m3,2, g
0
sr) son ambas triviales, o sea, g
1(m3,2, g
0
sc) = {0} y
g1(m3,2, g
0
sr) = {0} (cf. Proposición 2.3.1).
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Sea D una distribución subconforme (o subriemanniano) de tipo constante subconforme (o
subriemanniano) (m3,2, 〈 , 〉) en una variedad orientada M de dimensión 5. Luego existe una base
local de la distribución {X1, X2, X3} compuesta por campos conformemente ortonormales en cada
punto (para toda métrica de la clase conforme son ortogonales y de la misma longitud) tales que
{X1, X2, X3, [X1, X3], [X2, X3]}
es un marco positivo y:
[X1, X2] = q1X1 + q2X2 + q3X3 (6.9)
[X1, X3] = Z1 + s1X1 + s2X2 + s3X3 /∈ D (6.10)
[X2, X3] = Z2 + t1X1 + t2X2 + t3X3 /∈ D (6.11)
Existen funciones rkij , u
l
ij , wi y vj con i, l = 1, 2 y j, k = 1, 2, 3 tales que
[Zi, Xj ] = u
1
ijZ1 + u
2
ijZ2 + r
1
ijX1 + r
2
ijX2 + r
3
ijX3 (6.12)
[Z1, Z2] = w1Z1 + w2Z2 + v1X1 + v2X2 + v3X3 (6.13)
Observamos que la elección de los campos Z1 y Z2 es arbitraria entre los campos conguentes con
[X1, X3] y [X2, X3] módulo D. Luego de la primera prolongación veremos qué elección es la más
conveniente (como el campo de Reeb en la sección anterior).
Desarrollaremos aquí el caso subconforme haciendo algunas acotaciones sobre el caso subrie-
manniano, que es análogo.
Como en el caso anterior construimos el ﬁbrado P 0 que es una estructura de tipo constante
(m3,2, g
0
c), y deﬁnimos una sección de P
0:
Φ : M → P 0
p 7→ Φ(p) = (p, ϕp)
donde
ϕp(xi) = Xi(p) ϕp(zj) = Zj(p) +D(p)
para i = 1, 2, 3 y j = 1, 2.
Si Rθ =
 ρ2 cos θ −ρ2 sin θρ2 sin θ ρ2 cos θ ρ cos θ −ρ sin θ
−ρ sin θ ρ cos θ
ρ
, la acción en el ﬁbrado P 0 viene dada por:
(ϕp ·Rθ)(z1) = ρ2 cos θZ1(p) + ρ2 sin θZ2(p) +D(p)
(ϕp ·Rθ)(z2) = −ρ2 sin θZ1(p) + ρ2 cos θZ2(p) +D(p)
(ϕp ·Rθ)(x1) = ρ cos θX1(p) + ρ sin θX2(p)
(ϕp ·Rθ)(x2) = −ρ sin θX1(p) + ρ cos θX2(p)
(ϕp ·Rθ)(x3) = ρX3(p)
Como antes, la sección Φ deﬁne coordenadas (p, ρ, θ) en P 0 y consideramos los levantamientos X˜i,
Z˜j a P 0 de los campos X˜i, Z˜j en M para i = 1, 2, 3, j = 1, 2. Entonces, la ﬁltración inducida en P 0
es:
D00 = 〈{
∂
∂θ
,
∂
∂ρ
}〉 ⊂ D−10 = 〈{X˜1, X˜2, X˜3,
∂
∂θ
,
∂
∂ρ
}〉 ⊂ D−20 = TP 0
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y las formas tautológicas parciales
ω−10 : D−10 → g−1 ω−20 : TρP 0 → g−2
ω−10 (X˜1) =
cos θ
ρ
x1 − sin θ
ρ
x2 ω
−2
0 (Z˜1) =
cos θ
ρ2
z1 − sin θ
ρ2
z2
ω−10 (X˜2) =
sin θ
ρ
x1 +
cos θ
ρ
x2 ω
−2
0 (Z˜2) =
sin θ
ρ2
z1 +
cos θ
ρ2
z2
ω−10 (X˜3) =
1
ρ
x3 ω
−2
0 (D−10 ) = 0
ω−10 (D00) = 0
Fijamos ϕ = (p, ρ, θ) ∈ P 0. En lo que sigue las funciones y los campos estarán evaluadas en ϕ
pero lo obviaremos para simpliﬁcar la notación.
Cada par de subespacios horizontales en ϕ es de la forma:
H−1 =〈{X˜1 + a1 ∂
∂θ
+ a2ρ
∂
∂ρ
, X˜2 + b1
∂
∂θ
+ b2ρ
∂
∂ρ
,
X˜3 + c1
∂
∂θ
+ c2ρ
∂
∂ρ
}〉
H−2 =〈{Z˜1 + d1X˜1 + d2X˜2 + d3X˜3 +D00,
Z˜2 + e1X˜1 + e2X˜2 + e3X˜3 +D00}〉
Los cuales son representados por la función:
ϕH1 ∈Hom(g0,D00)⊕Hom(g−1,D−10 )⊕Hom(g−2, TP 0/D00)
ϕH1(x1) =ρ cos θX˜1 + ρ sin θX˜2 + (ρ cos θa1 + ρ sin θb1)
∂
∂θ
+ (ρ2 cos θa2 + ρ
2 sin θb2)
∂
∂ρ
ϕH1(x2) =− ρ sin θX˜1 + ρ cos θX˜2 + (−ρ sin θa1 + ρ cos θb1) ∂
∂θ
+
(−ρ2 sin θa2 + ρ2 cos θb2) ∂
∂ρ
ϕH1(x3) =ρX˜3 + ρc1
∂
∂θ
+ ρ2c2
∂
∂ρ
ϕH1(z1) =ρ2 cos θZ˜1 + ρ2 sin θZ˜2 + (ρ2 cos θd1 + ρ2 sin θe1)X˜1+
(ρ2 cos θd2 + ρ
2 sin θe2)X˜2 + (ρ
2 cos θd3 + ρ
2 sin θe3)X˜3 +D00
ϕH1(z2) =− ρ2 sin θZ˜1 + ρ2 cos θZ˜2 + (−ρ2 sin θd1 + ρ2 cos θe1)X˜1+
(−ρ2 sin θd2 + ρ2 cos θe2)X˜2 + (−ρ2 sin θd3 + ρ2 cos θe3)X˜3 +D00
Calculamos la función de estructura de este par de subespacios horizontales.
CH(z1, x1) =ρ(cos
3 θ u111 + cos
2 θ sin θ(u112 + u
1
21 + u
2
11) + cos θ sin
2 θ(u122 + u
2
12 + u
2
21)
+ sin3 θ u222 − 2 cos θ a2 − 2 sin θ b2 − cos θ d3 − sin θ e3) z1
+ ρ(cos3 θ u211 + cos
2 θ sin θ(−u111 + u212 + u221) + cos θ sin2 θ(u222 − u112 − u121)
− sin3 θ u122 − cos θ a1 − sin θ b1) z2
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CH(z2, x1) =ρ(cos
3 θ u121 + cos
2 θ sin θ(−u111 + u122 + u221) + cos θ sin2 θ(−u112 − u211 + u222)
− sin3 θ u212 + cos θ a1 + sin θ b1 + sin θ d3 − cos θ e3) z1
+ ρ(cos3 θ u221 + cos
2 θ sin θ(−u121 − u211 + u222) + cos θ sin2 θ(u111 − u122 − u212)
+ sin3 θ u112 − 2 cos θ a2 − 2 sin θ b2) z2
CH(z1, x2) =ρ(cos
3 θ u112 + cos
2 θ sin θ(−u111 + u122 + u212) + cos θ sin2 θ(−u121 − u211 + u222)
− sin3 θ u221 + 2 sin θ a2 − 2 cos θ b2) z1
+ ρ(cos3 θ u212 + cos
2 θ sin θ(−u112 − u211 + u222) + cos θ sin2 θ(u111 − u122 − u221)
+ sin3 θ u121 + sin θ a1 − cos θ b1 − cos θ d3 − sin θ e3) z2
CH(z2, x2) =ρ(cos
3 θ u122 + cos
2 θ sin θ(−u112 − u121 + u222) + cos θ sin2 θ(u111 − u212 − u221)
+ sin3 θ u211 − sin θ a1 + cos θ b1) z1
+ ρ(cos3 θ u222 + cos
2 θ sin θ(−u122 − u212 − u221) + cos θ sin2 θ(u112 + u121 + u211)
− sin3 θ u111 + 2 sin θ a2 − 2 cos θ b2 + sin θ d3 − cos θ e3) z2
CH(z1, x3) =ρ(cos
2 θ(u113 + d1) + cos θ sin θ(u
1
23 + u
2
13 + d2 + e1) + sin
2 θ(u223 + e2)− 2c2) z1
+ ρ(cos2 θ(u213 + d2) + cos θ sin θ(−u113 + u223 − d1 + e2)− sin2 θ(u123 + e1)− c1) z2
CH(z2, x3) =ρ(cos
2 θ(u123 + e1) + cos θ sin θ(−u113 + u223 − d1 + e2)− sin2 θ(u213 + d2) + c1) z1
+ ρ(cos2 θ(u223 + e2)− cos θ sin θ(u123 + u213 + d2 + e1) + sin2 θ(u113 + d1)− 2c2) z2
CH(x1, x2) =ρ(cos θ(q1 − a1 − b2) + sin θ(q2 − b1 + a2))x1
+ ρ(− sin θ(q1 − a1 − b2) + cos θ(q2 − b1 + a2))x2
+ ρq3 x3
CH(x1, x3) =ρ(−c2 + cos2 θ(s1 − d1) + cos θ sin θ(s2 + t1 − d2 − e1) + sin2 θ(t2 − e2))x1
+ ρ(−c1 + cos2 θ(s2 − d2) + cos θ sin θ(−s1 + t2 + d1 − e2)− sin2 θ(t1 − e1))x2
+ ρ(cos θ(s3 + a2 − d3) + sin θ(t3 + b2 − e3))x3
CH(x2, x3) =ρ(c1 + cos
2 θ(t1 − e1) + cos θ sin θ(−s1 + t2 + d1 − e2)− sin2 θ(s2 − d2))x1
+ ρ(−c2 + cos2 θ(t2 − e2) + cos θ sin θ(−s2 − t1 + d2 + e1) + sin2 θ(s1 − d1))x2
+ ρ(− sin θ(s3 + a2 − d3) + cos θ(t3 + b2 − e3))x3
Como g1(m3,2, g0c) = {0}, ∂1 es inyectiva por lo que su imagen tiene dimensión 12. Para obtener
la conexión de Cartan normal debemos considerar como condición de normalización el espacio
ortogonal de dicha imagen. Obtenemos entonces un sistema lineal no singular de 12 ecuaciones con
12 incógnitas (que es exactamente el dado por las 9 ecuaciones (7.4) a (7.7) y las tres dadas en
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(7.10)) cuya solución es
a1 =
25
72
q1 +
5
24
t3 − 1
9
u112 −
1
4
u121 +
29
72
u211 +
1
24
u222
a2 =− 1
18
q2 − 1
6
s3 +
1
6
u111 −
1
18
u122 +
2
9
u221
b1 =
25
72
q2 − 5
24
s3 +
1
9
u221 +
1
4
u212 −
29
72
u122 −
1
24
u111
b2 =
1
18
q1 − 1
6
t3 +
1
6
u222 −
1
18
u211 +
2
9
u112
c1 =
s2 − t1 − u123 + u213
4
c2 =
s1 + t2 + u
1
13 + u
2
23
6
d1 =
7s1 + t2 − 5u113 + u223
12
(6.14)
d2 =
s2 − u213
2
d3 =− 7
72
q2 +
11
24
s3 − 1
9
u221 +
1
4
u212 +
11
72
u122 +
7
24
u111
e1 =
t1 − u123
2
e2 =
s1 + 7t2 + u
1
13 − 5u223
12
e3 =
7
72
q1 +
11
24
t3 − 1
9
u112 +
1
4
u121 +
11
72
u211 +
7
24
u222
De esta manera ﬁnalizamos la primera prolongación. Si proyectamos ϕH1(g−2) a M obtenemos
un complemento canónico de D:
D−2 = 〈{Z1 + d1X1 + d2X2 + d3X3, Z2 + e1X1 + e2X2 + e3X3}〉
Este complemento generaliza el campo de Reeb para estructuras de distribuciones métricas subcon-
formes.
Pero entonces podemos elegir, en un principio, los campos Z˜1 y Z˜2 en este complemento, en cuyo
caso, d1 = d2 = d3 = e1 = e2 = e3 = 0. Es decir, consideramos que los coeﬁcientes de estructura en
6.9 y 6.12 veriﬁcan las condiciones:
u113 =
3
2
s1 +
1
2
t2
u213 = s2
u123 = t1
u223 =
1
2
s1 +
3
2
t2
7q1 + 33t3 − 8u112 + 18u121 + 11u211 + 21u222 = 0
7q2 − 33s3 + 8u221 − 18u212 − 11u122 − 21u111 = 0
(6.15)
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En el caso subriemanniano, se obtienen las condiciones:
u113 = s1
u213 = s2
u123 = t1
u223 = t2
q1 + 3t3 + 2u
1
21 + u
2
11 + 3u
2
22 = 0
q2 − 3s3 − 2u212 − u122 − 3u111 = 0
(6.16)
Proposición 6.3.1. Sea D una distribución de dimensión 3 en una variedad de dimensión 5 con
una estructura subconforme de tipo constante (m3,2, 〈 , 〉c) y sean X1, X2 y X3 campos en D que
forman una base conformemente ortonormal en cada punto de de un entorno U . Entonces existen
únicos campos Z1 y Z2 congruentes con [X1, X3] y [X2, X3] módulo D respectivamente tales que:
〈[Z1, X3], Z1〉 =3
2
〈[X1, X3], X1〉+ 1
2
〈[X2, X3], X2〉
〈[Z1, X3], Z2〉 =〈[X1, X3], X2〉
〈[Z2, X3], Z1〉 =〈[X2, X3], X1〉
〈[Z2, X3], Z2〉 =1
2
〈[X1, X3], X1〉+ 3
2
〈[X2, X3], X2〉
〈[X1, X2], X1〉 =− 33
7
〈[X2, X3], X3〉+ 8
7
〈[Z1, X2], Z1〉+ 18
7
〈[Z2, X1], Z1〉 − 11
7
〈[Z1, X1], Z2〉
− 3〈[Z2, X2], Z2〉
〈[X1, X2], X2〉 =33
7
〈[X1, X3], X3〉 − 8
7
〈[Z2, X1], Z2〉+ 18
7
〈[Z1, X2], Z2〉+ 11
7
〈[Z2, X2], Z1〉
+ 3〈[Z1, X1], Z1〉
donde 〈 , 〉 es la métrica en U en la cual {X1, X2, X3, Z1, Z2} son ortonormales. En este caso, la
distribución generada por Z1 y Z2 es invariante por los difeomorﬁsmos que preservan la estructura
subconforme.
Proposición 6.3.2. Sea D una distribución de dimensión 3 en una variedad de dimensión 5 con
una estructura subriemanniana de tipo constante (m3,2, 〈 , 〉) y sean X1, X2 y X3 campos en D que
forman una base ortonormal en cada punto de de un entorno U . Entonces existen únicos campos
Z1 y Z2 congruentes con [X1, X3] y [X2, X3] módulo D respectivamente tales que:
〈[Z1, X3], Z1〉 =〈[X1, X3], X1〉
〈[Z1, X3], Z2〉 =〈[X1, X3], X2〉
〈[Z2, X3], Z1〉 =〈[X2, X3], X1〉
〈[Z2, X3], Z2〉 =〈[X2, X3], X2〉
〈[X1, X2], X1〉 =− 3〈[X2, X3], X3〉 − 2〈[Z2, X1], Z1〉 − 〈[Z1, X1], Z2〉 − 3〈[Z2, X2], Z2〉
〈[X1, X2], X2〉 =3〈[X1, X3], X3〉+ 2〈[Z1, X2], Z2〉+ 〈[Z2, X2], Z1〉+ 3〈[Z1, X1], Z1〉
donde 〈 , 〉 es la métrica en U en la cual {X1, X2, X3, Z1, Z2} son ortonormales. En este caso, la
distribución generada por Z1 y Z2 es invariante por los difeomorﬁsmos que preservan la estructura
subriemanniana.
6. Aplicaciones geométricas 70
El complemento subconforme es trivialmente invariante por las transformaciones que preservan
la estructura subriemanniana por lo tanto es canónico. Sin embargo, el complemento subriemanniano
obtenido no coincide con este en general, lo que indica que en este caso hay más de un complemento
canónico. En cierto sentido, podemos decir que la prolongación normal nos da uno más simple.
Como en la sección anterior identiﬁcamos P 0 y P 1. Los espacios horizontales en P 1 son de la
forma:
H−1 = 〈{X˜1 + a1 ∂
∂θ
+ a2ρ
∂
∂ρ
, X˜2 + b1
∂
∂θ
+ b2ρ
∂
∂ρ
, X˜3 + c1
∂
∂θ
+ c2ρ
∂
∂ρ
}〉
H−2 = 〈{Z˜1 + f1 ∂
∂θ
+ f2ρ
∂
∂ρ
, Z˜2 + g1
∂
∂θ
+ g2ρ
∂
∂ρ
}〉
donde las funciones ai, bi y ci fueron determinadas en la primera prolongación.
El ﬁbrado P 2 estará compuesto por funciones de la forma:
ϕH1 ∈ Hom(g0,D00)⊕Hom(g−1,D−10 )⊕Hom(g−2, TP 0)
ϕH2(x1) = ρ cos θX˜1 + ρ sin θX˜2 + (ρ cos θa1 + ρ sin θb1)
∂
∂θ
+ (ρ2 cos θa2 + ρ
2 sin θb2)
∂
∂ρ
ϕH2(x2) = −ρ sin θX˜1 + ρ cos θX˜2 + (−ρ sin θa1 + ρ cos θb1) ∂
∂θ
+ (−ρ2 sin θa2 + ρ2 cos θb2) ∂
∂ρ
ϕH2(x3) = ρX˜3 + ρc1
∂
∂θ
+ ρ2c2
∂
∂ρ
ϕH2(z1) = ρ2 cos θZ˜1 + ρ2 sin θZ˜2 + (ρ2 cos θf1 + ρ2 sin θg1)
∂
∂θ
+ (ρ3 cos θf2 + ρ
3 sin θg2)
∂
∂ρ
ϕH2(z2) = −ρ2 sin θZ˜1 + ρ2 cos θZ˜2 + (−ρ2 sin θf1 + ρ2 cos θg1) ∂
∂θ
+ (−ρ3 sin θf2 + ρ3 cos θg2) ∂
∂ρ
con fi y gi a determinar.
En este caso el dominio y la imagen de ∂2 tienen dimensión 4 y al considerar su complemento
ortogonal obtenemos un sistema de 4 ecuaciones con 4 incógnitas (dado por (7.12) y (7.13) y sus
correspondientes). Resolviendo obtenemos:
f1 =
−4r211 + 4r112 + r121 + r222 + r323 + 2w1 − 4A1 +B2
14
g1 =
4r122 − 4r221 − r212 − r111 − r313 + 2w2 − 4B1 −A2
14
f2 =
−r221 − 2r212 + r122 − 2r111 − 2r313 − 3w2 −B1 − 2A2
14
g2 =
−r112 − 2r121 + r211 − 2r222 − 2r323 + 3w1 +A1 − 2B2
14
(6.17)
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donde
A1 =−X1c1 +X3a1 + a1s1 + b1s2 + c1s3
B1 =−X2c1 +X3b1 + a1t1 + b1t2 + c1t3
A2 =−X1c2 +X3a2 + a2s1 + b2s2 + c2s3 (6.18)
B2 =−X2c2 +X3b2 + a2t1 + b2t2 + c2t3
Esto completa la segunda prolongación y el proceso de prolongación. Como resultado obtenemos la
conexión de Cartan:
ω(X˜1) =
cos θ
ρ
x1 − sin θ
ρ
x2 − a1r − a2a
ω(X˜2) =
sin θ
ρ
x1 +
cos θ
ρ
x2 − b1r − b2a
ω(X˜3) =
1
ρ
x3 − c1r − c2a
ω(Z˜1) =
cos θ
ρ2
z1 − sin θ
ρ2
z2 − f1r − f2a (6.19)
ω(Z˜2) =
sin θ
ρ2
z1 +
cos θ
ρ2
z2 − g1r − g2a
ω(
∂
∂θ
) = r
ω(
∂
∂ρ
) =
1
ρ
a
donde los ai, bi y ci están dados en (6.14) y los fi, gi en (6.18) para i = 1, 2.
Su curvatura se descompone en componentes de grado 1, 2 y 3, y viene dada explícitamente por:
κ(x1, x2) = ρ(− cos θ(q1 − a1 − b2)− sin θ(q2 + a2 − b1))x1
+ ρ(sin θ(q1 − a1 − b2)− cos θ(q2 + a2 − b1))x2 − ρq3 x3
+ ρ2(−x1b1 + x2a1 + q1a1 + q2b1 + q3c1) r
+ ρ2(−x1b2 + x2a2 + q1a2 + q2b2 + q3c2) a
κ(x1, x3) = ρ(− cos2 θ s1 − cos θ sin θ(s2 + t1)− sin2 θ t2 + c2)x1
+ ρ(− cos2 θ s2 + cos θ sin θ(s1 − t2) + sin2 θ t1 + c1)x2
+ ρ(− cos θ(s3 + a2)− sin θ(t3 + b2))x3
+ ρ2(cos θ(A1 + f1) + sin θ(B1 + g1)) r
+ ρ2(cos θ(A2 + f2) + sin θ(B2 + g2)) a
κ(x2, x3) = ρ(sin
2 θ s2 + cos θ sin θ(s1 − t2)− cos2 θ t1 − c1)x1
+ ρ(− sin2 θ s1 + cos θ sin θ(s2 + t1)− cos2 θ t2 + c2)x2
+ ρ(sin θ(s3 + a2)− cos θ(t3 + b2))x3
+ ρ2(− sin θ(A1 + f1) + cos θ(B1 + g1)) r
+ ρ2(− sin θ(A2 + f2) + cos θ(B2 + g2)) a
κ(z1, x1) = − ρ(−2 cos θ a2 − 2 sin θ b2 + cos3 θ u111 + cos2 θ sin θ(u112 + u121 + u211)
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+ cos θ sin2 θ(u122 + u
2
12 + u
2
21) + sin
3 θ u222) z1
− ρ(− cos θ a1 − sin θ b1 + cos3 θ u211 + cos2 θ sin θ(−u111 + u212 + u221)
+ cos θ sin2 θ(−u112 − u121 + u222)− sin3 θ u122) z2
− ρ2(cos θ f2 + sin θ g2 + cos3 θ r111 + cos2 θ sin θ(r112 + r121 + r211)
+ cos θ sin2 θ(r122 + r
2
12 + r
2
21) + sin
3 θ r222)x1
− ρ2(cos θ f1 + sin θ g1 + cos3 θ r211 + cos2 θ sin θ(−r111 + r212 + r221)
+ cos θ sin2 θ(−r112 − r121 + r222)− sin3 θ r122)x2
− ρ2(cos2 θ r311 + cos θ sin θ(r312 + r321) + sin2 θ r322)x3
+ ρ3(cos2 θ C111 + cos θ sin θ(C
1
12 + C
1
21) + sin
2 θ C122) r
+ ρ3(cos2 θ C211 + cos θ sin θ(C
2
12 + C
2
21) + sin
2 θ C222) a
κ(z1, x2) = − ρ(2 sin θ a2 − 2 sin θ b2 + cos3 θ u112 + cos2 θ sin θ(−u111 + u122 + u212)
+ cos θ sin2 θ(−u121 − u211 + u222)− sin3 θ u221) z1
− ρ(sin θ a1 − cos θ b1 + cos3 θ u212 + cos2 θ sin θ(−u112 − u211 + u222)
+ cos θ sin2 θ(u111 − u122 − u221) + sin3 θ u121) z2
− ρ2(− cos θ f1 − sin θ g1 + cos3 θ r112 + cos2 θ sin θ(−r111 + r122 + r212)
+ cos θ sin2 θ(−r121 − r211 + r222)− sin3 θ r221)x1
− ρ2(cos θ f2 + sin θ g2 + cos3 θ r212 + cos2 θ sin θ(−r112 − r211 + r222)
+ cos θ sin2 θ(r111 − r122 − r221) + sin3 θ r121)x2
− ρ2(cos2 θ r312 + cos θ sin θ(−r311 + r322)− sin2 θ r321)x3
+ ρ3(cos2 θ C112 + cos θ sin θ(−C111 + C122)− sin2 θ C121) r
+ ρ3(cos2 θ C212 + cos θ sin θ(−C211 + C222)− sin2 θ C221) a
κ(z1, x3) = − ρ(cos2 θ u113 + cos θ sin θ(u123 + u213) + sin2 θ u223 − 2c2) z1
− ρ(cos2 θ u213 + cos θ sin θ(−u113 + u223)− sin2 θ u123 − c1) z2
− ρ2(cos2 θ r113 + cos θ sin θ(r123 + r213) + sin2 θ r223)x1
− ρ2(cos2 θ r213 + cos θ sin θ(−r113 + r223)− sin2 θ r123)x2
− ρ2(cos θ(r313 + f2) + sin θ(r323 + g2))x3
+ ρ3(cos θ C113 + sin θ C
1
23) r
+ ρ3(cos θ C213 + sin θ C
2
23) a
κ(z2, x1) = − ρ(cos θ a1 + sin θ b1 + cos3 θ u121 + cos2 θ sin θ(−u111 + u122 + u221)
+ cos θ sin2 θ(−u112 − u211 + u222)− sin3 θ u212) z1
− ρ(−2 cos θ a2 − 2 sin θ b2 + cos3 θ u221 + cos2 θ sin θ(−u121 − u211 + u222)
+ cos θ sin2 θ(u111 − u122 − u212) + sin3 θ u112) z2
− ρ2(− sin θ f2 + cos θ g2 + cos3 θ r121 + cos2 θ sin θ(−r111 + r122 + r221)
+ cos θ sin2 θ(−r112 − r211 + r222)− sin3 θ r212)x1
− ρ2(− sin θ f1 + cos θ g1 + cos3 θ r221 + cos2 θ sin θ(−r121 − r211 + r222)
+ cos θ sin2 θ(r111 − r122 − r212) + sin3 θ r112)x2
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− ρ2(cos2 θ r321 + cos θ sin θ(−r311 + r322)− sin2 θ r312)x3
− ρ3(cos2 θ C121 + cos θ sin θ(−C111 + C122)− sin2 θ C112) r
− ρ3(cos2 θ C221 + cos θ sin θ(−C211 + C222)− sin2 θ C212) a
κ(z2, x2) = − ρ(− sin θ a1 + cos θ b1 + cos3 θ u122 + cos2 θ sin θ(−u112 − u121 + u222)
+ cos θ sin2 θ(u111 − u212 − u221) + sin3 θ u211) z1
− ρ(2 sin θ a2 − 2 cos θ b2 + cos3 θ u222 + cos2 θ sin θ(−u122 − u212 − u221)
+ cos θ sin2 θ(u112 + u
1
21 + u
2
11)− sin3 θ u111) z2
− ρ2(sin θ f1 − cos θ g1 + cos3 θ r122 + cos2 θ sin θ(−r112 − r121 + r222)
+ cos θ sin2 θ(r111 − r212 − r221) + sin3 θ r211)x1
− ρ2(− sin θ f2 + cos θ g2 + cos3 θ r222 + cos2 θ sin θ(−r122 − r212 − r221)
+ cos θ sin2 θ(r112 + r
1
21 + r
2
11)− sin3 θ r111)x2
− ρ2(cos2 θ r322 − cos θ sin θ(r312 + r321) + sin2 θ r311)x3
− ρ3(cos2 θ C122 − cos θ sin θ(C112 + C121) + sin2 θ C111) r
− ρ3(cos2 θ C222 − cos θ sin θ(C212 + C221) + sin2 θ C211) a
κ(z2, x3) = − ρ(cos2 θ u123 + cos θ sin θ(−u113 + u223)− sin2 θ u213 + c1) z1
− ρ(cos2 θ u223 − cos θ sin θ(u123 + u213) + sin2 θ u113 − 2c2) z2
− ρ2(cos2 θ r123 + cos θ sin θ(−r113 + r223)− sin2 θ r213)x1
− ρ2(cos2 θ r223 − cos θ sin θ(r123 + r213) + sin2 θ r113)x2
− ρ2(− sin θ(r313 + f2) + cos θ(r323 + g2))x3
− ρ3(− sin θ C113 + cos θ C123) r
− ρ3(− sin θ C213 + cos θ C223) a
κ(z1, z2) = − ρ2(cos θ (w1 − f1 − 2g2) + sin θ (w2 − g1 + 2f2)) z1
− ρ2(− sin θ (w1 − f1 − 2g2) + cos θ (w2 − g1 + 2f2)) z2
− ρ3(cos θ v1 + sin θ v2)x1
− ρ3(− sin θ v1 + cos θ v2)x2
− ρ3 v3 x3
+ ρ4(f1w1 + g1w2 + a1v1 + b1v2 + c1v3 − Z˜1g1 + Z˜2f1) r
+ ρ4(f2w1 + g2w2 + a2v1 + b2v2 + c2v3 − Z˜1g2 + Z˜2f2) a
donde
Ckij =u
1
ijfk + u
2
ijgk + r
1
ijak + r
2
ijbk + r
3
ijck − Z˜idjk + X˜jhik
con d1k = ak, d2k = bk, d3k = ck, h1k = fk y h2k = gk.
Pero del cálculo de las cohomología y las formas armónicas en 7.2 deducimos que la curvatura
armónica tiene sólo componentes de grado 1 y 2 dadas por:
κ1H(x1, x2) = ρ(− cos θ(q1 − a1 − b2)− sin θ(q2 + a2 − b1))x1
+ ρ(sin θ(q1 − a1 − b2)− cos θ(q2 + a2 − b1))x2 − ρq3 x3
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κ1H(x1, x3) = ρ(− cos2 θ s1 − cos θ sin θ(s2 + t1)− sin2 θ t2 + c2)x1
+ ρ(− cos2 θ s2 + cos θ sin θ(s1 − t2) + sin2 θ t1 + c1)x2
+ ρ(− cos θ(s3 + a2)− sin θ(t3 + b2))x3
κ1H(x2, x3) = ρ(sin
2 θ s2 + cos θ sin θ(s1 − t2)− cos2 θ t1 − c1)x1
+ ρ(− sin2 θ s1 + cos θ sin θ(s2 + t1)− cos2 θ t2 + c2)x2
+ ρ(sin θ(s3 + a2)− cos θ(t3 + b2))x3
κ1H(z1, x1) = − ρ(−2 cos θ a2 − 2 sin θ b2 + cos3 θ u111 + cos2 θ sin θ(u112 + u121 + u211)
+ cos θ sin2 θ(u122 + u
2
12 + u
2
21) + sin
3 θ u222) z1
− ρ(− cos θ a1 − sin θ b1 + cos3 θ u211 + cos2 θ sin θ(−u111 + u212 + u221)
+ cos θ sin2 θ(−u112 − u121 + u222)− sin3 θ u122) z2
κ1H(z1, x2) = − ρ(2 sin θ a2 − 2 sin θ b2 + cos3 θ u112 + cos2 θ sin θ(−u111 + u122 + u212)
+ cos θ sin2 θ(−u121 − u211 + u222)− sin3 θ u221) z1
− ρ(sin θ a1 − cos θ b1 + cos3 θ u212 + cos2 θ sin θ(−u112 − u211 + u222)
+ cos θ sin2 θ(u111 − u122 − u221) + sin3 θ u121) z2
κ1H(z1, x3) = − ρ(cos2 θ u113 + cos θ sin θ(u123 + u213) + sin2 θ u223 − 2c2) z1
− ρ(cos2 θ u213 + cos θ sin θ(−u113 + u223)− sin2 θ u123 − c1) z2
κ1H(z2, x1) = − ρ(cos θ a1 + sin θ b1 + cos3 θ u121 + cos2 θ sin θ(−u111 + u122 + u221)
+ cos θ sin2 θ(−u112 − u211 + u222)− sin3 θ u212) z1
− ρ(−2 cos θ a2 − 2 sin θ b2 + cos3 θ u221 + cos2 θ sin θ(−u121 − u211 + u222)
+ cos θ sin2 θ(u111 − u122 − u212) + sin3 θ u112) z2
κ1H(z2, x2) = − ρ(− sin θ a1 + cos θ b1 + cos3 θ u122 + cos2 θ sin θ(−u112 − u121 + u222)
+ cos θ sin2 θ(u111 − u212 − u221) + sin3 θ u211) z1
− ρ(2 sin θ a2 − 2 cos θ b2 + cos3 θ u222 + cos2 θ sin θ(−u122 − u212 − u221)
+ cos θ sin2 θ(u112 + u
1
21 + u
2
11)− sin3 θ u111) z2
κ1H(z2, x3) = − ρ(cos2 θ u123 + cos θ sin θ(−u113 + u223)− sin2 θ u213 + c1) z1
− ρ(cos2 θ u223 − cos θ sin θ(u123 + u213) + sin2 θ u113 − 2c2) z2
κ2H(x1, x2) =
ρ2
3
C r
κ2H(x1, x3) =
ρ2
40
(cos θ A+ sin θ B) r
κ2H(x2, x3) =
ρ2
40
(− sin θ A+ cos θ B) r
κ2H(z1, x1) =
ρ2
10
(− sin θ A+ cos θ B)x1 + ρ
2
40
(− cos θ A− sin θ B)x2 + ρ
2
3
C x3
κ2H(z1, x2) =
ρ2
40
(− cos θ A− sin θ B)x1 + ρ
2
20
(− sin θ A+ sin θ B)x2
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κ2H(z1, x3) = − ρ2(cos2 θ r113 + cos θ sin θ(r123 + r213) + sin2 θ r223)x1
− ρ2(cos2 θ r213 + cos θ sin θ(−r113 + r223)− sin2 θ r123)x2
+
ρ2
10
(sin θ A− cos θ B)x3
κ2H(z2, x1) =
ρ2
20
(− cos θ A− sin θ B)x1 + ρ
2
40
(− sin θ A+ cos θ B)x2
κ2H(z2, x2) =
ρ2
40
(− sin θ A+ cos θ B)x1 + ρ
2
10
(− cos θ A− sin θ B)x2 + ρ
2
3
C x3
κ2H(z2, x3) = − ρ2(cos2 θ r123 + cos θ sin θ(−r113 + r223)− sin2 θ r213)x1
− ρ2(cos2 θ r223 − cos θ sin θ(r123 + r213) + sin2 θ r113)x2
+
ρ2
10
(cos θA+ sin θB)x3
κ2H(z1, z2) =
ρ2
40
(− cos θA− sin θB) z1 + ρ
2
40
(sin θA− cos θB) z2
donde
A =r211 + r
1
12 + 2r
1
21 + 4r
2
22 − 4r323 + w1 +A1
B =− r122 − r221 − 2r212 − 4r111 + 4r313 + w2 +B1
C =−X1b1 +X2a1 + q1a1 + q2b1 + q3c1 − r311 − r322
Como en la sección anterior obtenemos los siguientes invariantes fundamentales en M :
ψ11 =q
2
3
ψ12 =(u
1
11 + u
2
12 − u221 + u122)2 + (u222 + u121 − u112 + u211)2
ψ13 =(u
1
11 − u212 − u221 − u122)2 + (−u222 + u121 + u112 + u211)2
ψ14 =(s1 − t2)2 + (s2 + t1)2
ψ21 =(−X1b1 +X2a1 + q1a1 + q2b1 + q3c1 − r311 − r322) (6.20)
ψ22 =(A
2 +B2)
ψ23 =(
√
(r113 − r223)2 + (r123 + r213)2)
ψ24 =(−r123 + r213)
ψ25 =(r
1
13 + r
2
23)
deﬁnidos salvo multiplicación por una misma constante positiva.
En el caso subriemanniano, la curvatura armónica coincide con la curvatura armónica subcon-
forme considerando ρ = 1, a2 = b2 = c2 = 0. Por lo tanto, los invariantes fundamentales en este
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caso resultan:
φ11 =q3
φ12 =(u
1
11 + u
2
12 − u221 + u122)2 + (u222 + u121 − u112 + u211)2
φ13 =(u
1
11 − u212 − u221 − u122)2 + (−u222 + u121 + u112 + u211)2
φ14 =(s1 − t2)2 + (s2 + t1)2
φ15 =s1 + t2
φ21 =−X1b1 +X2a1 + q1a1 + q2b1 + q3c1 − r311 − r322 (6.21)
φ22 =A
2 +B2
φ23 =(r
1
13 − r223)2 + (r123 + r213)2
φ24 =− r123 + r213
φ25 =r
1
13 + r
2
23
Teorema 6.3.3. Sea D una distribución subconforme de dimensión 3 en una variedad M de di-
mensión 5 orientada de tipo constante subconforme (m3,2, 〈 , 〉c). Sea X1, X2, X3, Z1, Z2 un marco
como en 6.9 y 6.12 que veriﬁca 6.15.
1. La conexión de Cartan normal asociada viene dada por 6.19.
2. Los invariantes fundamentales de D son las funciones en 6.20 deﬁnidas salvo multiplicación
por una función positiva.
3. D es localmente equivalente a la distribución invariante a izquierda estándar del grupo de Lie
N simplemente conexo con álgebra de Lie m3,2 y con la métrica subconforme invariante si y
sólo si las funciones de estructura de los campos X1, X2, X3, Z1, Z2 satisfacen:
q3 = r
1
13 = r
2
13 = r
1
23 = r
2
23 = 0
s1 = t2 s2 = −t1
u111 = u
2
21 u
1
22 = −u212
u211 = −u121 u222 = u112
X1u
1
22 +X2u
2
11 + (
1
2
u222 + u
2
11)u
2
11 + (
1
2
u111 + u
1
22)u
1
22 − r311 − r322 = 0
r211 + r
1
12 + r
1
21 + 4r
2
22 − 5r323 = 0
− r122 − r221 − r212 − 4r111 + 5r313 = 0
Teorema 6.3.4. Sea D una distribución subriemanniana de dimensión 3 en una variedad M
de dimensión 5 orientada de tipo constante subriemanniano (m3,2, 〈 , 〉). Consideramos un mar-
co X1, X2, X3, Z1, Z2 como en 6.9 y 6.12 que veriﬁca 6.16.
1. La conexión de Cartan normal asociada viene dada por:
ω(X˜1) =
cos θ
ρ
x1 − sin θ
ρ
x2 − a1r ω(X˜2) = sin θ
ρ
x1 +
cos θ
ρ
x2 − b1r ω(X˜3) = 1
ρ
x3 − c1r
ω(Z˜1) =
cos θ
ρ2
z1 − sin θ
ρ2
z2 − f1r ω(Z˜2) = sin θ
ρ2
z1 +
cos θ
ρ2
z2 − g1r (6.22)
ω(
∂
∂θ
) = r ω(
∂
∂ρ
) =
1
ρ
a
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donde:
a1 =
1
2
(q1 + t3 + u
2
22 + u
1
21)
b1 =
1
2
(q2 − s3 − u111 + u212)
c1 =
1
2
(s2 − t1)
f1 =
−r211 + r112 + w1 −A1
4
g1 =
r122 − r221 + w2 −B1
4
con A1 y B1 deﬁnidos en (6.18).
2. Los invariantes fundamentales de D son las funciones en (6.21).
3. D es localmente equivalente a la distribución invariante a izquierda estándar del grupo de Lie
N simplemente conexo con álgebra de Lie m3,2 con la métrica subriemanniana invariante si y
sólo si las funciones de estructura de los campos X1, X2, X3, Z1, Z2 satisfacen:
q3 = s1 = t2 = r
1
13 = r
2
13 = r
1
23 = r
2
23 = 0
s2 = −t1
u111 = u
2
21 u
1
22 = −u212
u211 = −u121 u222 = u112
r311 + r
3
22 = 0
r211 + r
1
12 + r
1
21 + 4r
2
22 − 5r323 = 0
r122 + r
2
21 + r
2
12 + 4r
1
11 − 5r313 = 0
Ahora procedemos a realizar un estudio de estas estructuras en grupos de Lie similar al de la
sección anterior. Mostraremos para que álgebras de Lie la estructura subriemanniana asociada tiene
sólo un invariante no nulo.
1. φ11 = q3 6= 0. El álgebra de Lie es de la forma:
[X1, X2] = q3X3 [X1, X3] = Z1 + s3X3 [X2, X3] = Z2 + t3X3
[Zi, X1] = −s3Zi [Zi, X2] = −t3Zi
con s3, t3 ∈ R. Resulta un álgebra de Lie soluble, y es nilpotente si y sólo si (s3, t3) = (0, 0).
2. En el caso que todos los invariantes sean cero salvo φ12 y φ
1
3, se tiene que
φ12 = 0⇔ φ13 = 0
Si queremos explicitar todas las álgebras con estos coeﬁcientes no nulos las relaciones dadas por
Jacobi se vuelven muy complicadas (polinomios cúbicos). Sin embargo, mostramos ejemplos
donde el resto de los invariantes son nulos y φ12 = φ
3
2.
[X1, X3] = Z1 [X2, X3] = Z2
[Z1, X1] = −5αZ2 [Z1, X2] = [Z2, X1] = αZ1
[Z2, X2] = αZ2
donde φ12 = φ
1
3 = 16α
2.
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3. Si todos los invariantes son cero salvo φ14 y φ
1
5, el álgebra de Lie correspondiente es de la forma:
[X1, X3] = Z1 + s1X1 + s2X2 [X2, X3] = Z2 + t1X1 + t2X2
[Z1, X3] = s1Z1 + s2Z2 [Z2, X3] = t1Z1 + t2Z2
Son álgebras de Lie solubles de la forma 〈X3〉oR4 con X3 ∈ gl(4).
4. φ21 6= 0 No existen ejemplos. La anulación de los demás invariantes implica que φ21 = 0
5. φ22 6= 0
[X1, X3] = Z1 [X2, X3] = Z2
[Z1, X1] = 2αX1 [Z1, X2] = βX1 + αX2 [Z1, X3] = 2αX3
[Z2, X1] = αX1 + βX2 [Z1, X2] = 2βX2 [Z2, X3] = −2βX3
6. φ23 6= 0, ψ24 6= 0 y ψ25 6= 0.
[X1, X3] = Z1 + s2X2 [X2, X3] = Z2 − s2X1
[Z1, X3] = r
1
13X1 + r
2
13X2 + s2Z2 [Z2, X3] = r
1
23X1 + r
2
23X2 − s2Z1
Para el caso subconforme las relaciones 6.15 son más complicadas y las álgebras de Lie corres-
pondientes resultan más difíciles de calcular y/o escribir. Sin embargo, para cada invariante solo hay
dos estructuras salvo equivalencia con todos los demás invariantes nulos ya que estos están deﬁnidos
salvo múltiplo positivo. Daremos familias de ejemplos en cada caso.
1. ψ11 = q3 6= 0.
[X1, X2] = q3X3 [X1, X3] = Z1 [X2, X3] = Z2
2. ψ12 = ψ
1
3 6= 0.
[X1, X3] = Z1 [X2, X3] = Z2
[Z1, X1] = −31
11
αZ2 [Z1, X2] = [Z2, X1] = αZ1
[Z2, X2] = αZ2
La constante −3111 proviene del hecho que el marco debe veriﬁcar 6.15.
3. ψ14 6= 0.
[X1, X3] = Z1 + 2s1X1 + 2s2X2 [X2, X3] = Z2 + 2t1X1 + 2s2X2
[Z1, X3] = (3s1 + t2)Z1 + s2Z2 [Z2, X3] = t1Z1 + (s1 + 3t2)Z2
4. ψ21 6= 0 No existen ejemplo. La anulación de los demás invariantes implica que ψ21 = 0.
5. ψ22 6= 0
[X1, X2] = −t3X1 + s3X2 [X1, X3] = Z1 + s1X1 + s3X3 [X2, X3] = Z2 + s1X2 + t3X3
[Z1, X1] = −2s3Z1 [Z1, X2] = −2t3Z1 [Z1, X3] = 2s1Z1
[Z2, X1] = −2s3Z1 [Z2, X2] = −2t3Z2 [Z2, X3] = 2s1Z2
con ψ22 = 4s
2
1t
2
3.
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6. ψ23 6= 0, ψ24 6= 0, ψ25 6= 0. En el siguiente ejemplo los tres invariantes pueden tomar cualqier
valor posible mientras que los demás invariantes son nulos.
[X1, X3] = Z1 + s1X1 + s2X2 [X2, X3] = Z2 − s2X1 + s1X2
[Z1, X3] = 2s1Z1 + s2Z2 + r
1
13X1 + r
2
13X2
[Z2, X3] = −s2Z1 + 2s1Z2 + r123X1 + r223X2
6.4. Distribuciones subconformes de tipo (4,6)
Consideramos en este caso distribuciones fat de dimensión 4 en variedades orientadas de dimen-
sión 6 con una estructura conforme compatible. Por la proposición 6.1.8 su símbolo es el álgebra de
Heisenberg compleja h(4,2) con su estructura conforme correspondiente. h(4,2) tiene una estructura
compleja graduada (ver Deﬁnición 7.1.2) que induce una estructura casi compleja en la distribución
D.
En [CE], estas distribuciones (sin considerar la estructura conforme) son denominadas elípticas
y se prueba el siguiente teorema:
Teorema 6.4.1 (Cap, Eastwood). Si una distribución D de dimensión 4 en una variedad M de
dimensión 6 es elíptica, entonces M admite una única estructura casi compleja J : TM → TM
caracterizada por las siguientes propiedades:
J preserva D;
la orientación en M inducida por J es la dada;
L : D × D → TM/D es bilineal compleja para las estructuras inducidas, o equivalentemente
[X,Y ] + J [JX, Y ] ∈ Γ(D) para X,Y ∈ Γ(D);
[X,Y ] + J [JX, Y ]− J [X, JY ] + [JX, JY ] ∈ Γ(D) para X ∈ Γ(TM), Y ∈ Γ(D);
La primera y segunda condición para J nos dice que esta es una extensión de la estructura casi
compleja en D ya considerada. Además, se prueba también que J es integrable sí y sólo sí se anula
el tensor:
S :TM/D ⊗D → TM/D (6.23)
S(Z,X) = [Z,X] + J [JZ,X] modD (6.24)
para Z ∈ Γ(TM) y X ∈ Γ(D). En dicho caso, D es una distribución de contacto compleja y por
el teorema de Darboux es localmente isomorfa a la distribución ﬂat, i.e., el grupo de Heisenberg
complejo con la distribución invariante a izquierda canónica. Es decir, S es la obstrucción para que
la distribución sea localmente equivalente al modelo playo. Además, J se caracteriza como la única
estructura casi compleja enM que extiende la dada en D y tal que el tensor S resulte de tipo (0, 2),
es decir,
S(JZ,X) = S(Z,X) = −JS(Z,X)
Para prolongar construiremos una base de campos adaptados a nuestra estructura. Si ﬁjamos
una métrica subriemanniana en la clase de la métrica subconforme, como la estructura es compa-
tible podemos encontrar campos ortonormales en D de la forma X, JX, Y y JY . Luego podemos
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considerar las 1-formas θ1 y θ2 que se anulan en D y veriﬁcan:
θ1([X,Y ]) = −θ1([JX, JY ]) = 1 θ1([JX, Y ]) = θ1([X, JY ]) = 0
θ2([X,Y ]) = θ2([JX, JY ]) = 0 θ2([JX, Y ]) = θ2([X, JY ]) = 1
Entonces existe un único campo Z que veriﬁca:
dθ1(Z,W ) + dθ2(JZ,W ) = 0 (6.25)
para todo W ∈ Γ(D). Observamos que {Z, JZ} es un complemento canónico para la estructura su-
briemanniana escogida pero no para la estructura subconforme (si tomamos otra métrica en la clase
conforme este complemento varía). Sin embargo, consideramos este complemento para inicializar el
proceso de prolongación en un intento de simpliﬁcar las cálculos.
Entonces {X, JX, Y, JY, Z, JZ} es un marco adaptado a la estructura y sus ecuaciones de es-
tructuras tienen la forma:
[X, JX] = f9X + f
′
9JX + g9Y + g
′
9JY
[X,Y ] = Z + f10X + f
′
10JX + g10Y + g
′
10JY
[X, JY ] = JZ + f11X + f
′
11JX + g11Y + g
′
11JY
[JX, Y ] = JZ + f12X + f
′
12JX + g12Y + g
′
12JY
[JX, JY ] = −Z + f13X + f ′13JX + g13Y + g′13JY
[Y, JY ] = f14X + f
′
14JX + g14Y + g
′
14JY
[Z,X] = −s
1
1 + s
2
1
2
Z + s12JZ + f1X + f
′
1JX + g1Y + g
′
1JY
[Z, JX] =
s12 + s
2
2
2
Z + s11JZ + f2X + f
′
2JX + g2Y + g
′
2JY
[JZ,X] = s22Z +
s11 + s
2
1
2
JZ + f3X + f
′
3JX + g3Y + g
′
3JY
[JZ, JX] = s21Z −
s12 + s
2
2
2
JZ + f4X + f
′
4JX + g4Y + g
′
4JY
[Z, Y ] = −s
1
3 + s
2
3
2
Z + s14JZ + f5X + f
′
5JX + g5Y + g
′
5JY
[Z, JY ] =
s14 + s
2
4
2
Z + s13JZ + f6X + f
′
6JX + g6Y + g
′
6JY
[JZ, Y ] = s24Z +
s13 + s
2
3
2
JZ + f7X + f
′
7JX + g7Y + g
′
7JY
[JZ, JY ] = s23Z −
s14 + s
2
4
2
JZ + f8X + f
′
8JX + g8Y + g
′
8JY
El grupo de automorﬁsmos conformes del álgebra de Heisenberg esta dado por
G0 =
{(
A ·B
C
)
: α2 + β2 + γ2 + δ2 = 1
}
donde
A =

α −β −γ −δ
β α δ −γ
γ −δ α β
δ γ −β α
 B =

ρ cos(θ) −ρ sin(θ) 0 0
ρ sin(θ) ρ cos(θ) 0 0
0 0 ρ cos(θ) −ρ sin(θ)
0 0 ρ sin(θ) ρ cos(θ)

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C =
(
ρ2cos(2θ) −ρ2sin(2θ)
ρ2sin(2θ) ρ2cos(2θ)
)
Los elementos del G0-ﬁbrado principal P 0 son:
(ϕp ·A)(x) = ρ(cos θα− sin θβ)X + ρ(sin θα+ cos θβ)JX + ρ(cos θγ − sin θδ)Y
+ ρ(sin θγ + cos θδ)JY
(ϕp ·A)(Jx) = ρ(− sin θα− cos θβ)X + ρ(cos θα− sin θβ)JX + ρ(− sin θγ − cos θδ)Y
+ ρ(cos θγ − sin θδ)JY
(ϕp ·A)(y) = ρ(− cos θγ − sin θδ)X + ρ(− sin θγ + cos θδ)JX + ρ(cos θα+ sin θβ)Y
+ ρ(sin θα− cos θβ)JY
(ϕp ·A)(Jy) = ρ(sin θγ − cos θδ)X + ρ(− cos θγ − sin θδ)JX + ρ(− sin θα+ cos θβ)Y
+ ρ(cos θα+ sin θβ)JY
(ϕp ·A)(z) = ρ2 cos(2θ)Z + ρ2 sin(2θ)JZ
(ϕp ·A)(Jz) = −ρ2 sin(2θ)Z + ρ2 cos(2θ)JZ
donde ϕp es la sección de P 0 deﬁnida por los campos {X, JX, Y, JY, Z, JZ}.
Como en los casos anteriores consideramos los campos {X˜, J˜X, Y˜ , J˜Y , Z˜, J˜Z} en P 0 que levan-
tan los campos {X, JX, Y, JY, Z, JZ} según la trivialización determinada por ϕp.
Consideramos en el álgebra g0 de derivaciones conformes la base dada por:
a =

1
1
1
1
2
2
 r =

0 −1
1 0
0 −1
1 0
0 −2
2 0
 b =

0 1
−1 0
0 −1
1 0
0 0
0 0
 (6.26)
c =

1 0
0 1
−1 0
0 −1
0 0
0 0
 d =

1
−1
1
−1
0 0
0 0

Estos elementos generan una base de campos fundamentales de D00 en el ﬁbrado P 0 dada por:
A† := ρ ∂∂ρ , R
† := ∂∂θ , B
† := α ∂∂β + δ
∂
∂γ − γ ∂∂δ , C† := −γ ∂∂β + α ∂∂γ + β ∂∂δ y D† := γ ∂∂β − β ∂∂γ + α ∂∂δ .
Todo par de espacios complementarios es de la forma:
H−1 = 〈{X˜ + fρA† + ftR† + fbB† + fcC† + fdD†, J˜X + f ′ρA† + f ′tR† + f ′bB† + f ′cC† + f ′dD†,
Y˜ + gρA
† + gtR† + gbB† + gcC† + gdD†, J˜Y + g′ρA
† + g′tR
† + g′bB
† + g′cC
† + g′dD
†}〉
H−2 = 〈{Z˜ + hxX˜ + hJxJ˜X + hyY˜ + hJyJ˜Y +D00,
J˜Z + h′xX˜ + h
′
JxJ˜X + h
′
yY˜ + h
′
JyJ˜Y +D00}〉
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Calculando la función de torsión en g−2 ⊗ g−1 obtenemos que:
〈C0H(z, x), z〉 =−
s11 + s
2
1
2
Re(ei5θv) +
s12 + s
2
2
2
Im(ei5θv)− s
1
3 + s
2
3
2
Re(ei5θw) +
s14 + s
2
4
2
Im(ei5θw)
− 2(fρRe(eiθv) + f ′ρIm(eiθv) + gρRe(eiθw) + g′ρIm(eiθw))
+ (cos(2θ)hx + sin(2θ)h
′
x)Re(e
−iθw)− (cos(2θ)hJx + sin(2θ)h′Jx)Im(e−iθw)
− (cos(2θ)hy + sin(2θ)h′y)Re(e−iθv) + (cos(2θ)hJy + sin(2θ)h′Jy)Im(e−iθv)
〈C0H(Jz, Jx), z〉 =
s11 + s
2
1
2
Re(ei5θv)− s
1
2 + s
2
2
2
Im(ei5θv) +
s13 + s
2
3
2
Re(ei5θw)− s
1
4 + s
2
4
2
Im(ei5θw)
− s
1
1 − s21
2
Re(eiθv) +
s12 − s22
2
Im(eiθv)− s
1
3 − s23
2
Re(eiθw) +
s14 − s24
2
Im(eiθw)
+ 2(−fθIm(eiθv) + f ′θRe(eiθv)− gθIm(eiθw) + g′θRe(eiθw))
− (− sin(2θ)hx + cos(2θ)h′x)Im(e−iθw)− (− sin(2θ)hJx + cos(2θ)h′Jx)Re(e−iθw)
+ (− sin(2θ)hy + cos(2θ)h′y)Im(e−iθv) + (− sin(2θ)hJy + cos(2θ)h′Jy)Re(e−iθv)
〈C0H(Jz, x), Jz〉 =
s11 + s
2
1
2
Re(ei5θv)− s
1
2 + s
2
2
2
Im(ei5θv) +
s13 + s
2
3
2
Re(ei5θw)− s
1
4 + s
2
4
2
Im(ei5θw)
− 2(fρRe(eiθv) + f ′ρIm(eiθv) + gρRe(eiθw) + g′ρIm(eiθw))
+ (− sin(2θ)hx + cos(2θ)h′x)Im(e−iθw) + (− sin(2θ)hJx + cos(2θ)h′Jx)Re(e−iθw)
− (− sin(2θ)hy + cos(2θ)h′y)Im(e−iθv)− (− sin(2θ)hJy + cos(2θ)h′Jy)Re(e−iθv)
〈C0H(z, Jx), Jz〉 =
s11 + s
2
1
2
Re(ei5θv)− s
1
2 + s
2
2
2
Im(ei5θv) +
s13 + s
2
3
2
Re(ei5θw)− s
1
4 + s
2
4
2
Im(ei5θw)
+
s11 − s21
2
Re(eiθv)− s
1
2 − s22
2
Im(eiθv) +
s13 − s23
2
Re(eiθw)− s
1
4 − s24
2
Im(eiθw)
− 2(−fθIm(eiθv) + f ′θRe(eiθv)− gθIm(eiθw) + g′θRe(eiθw))
+ (cos(2θ)hx + sin(2θ)h
′
x)Re(e
−iθw)− (cos(2θ)hJx + sin(2θ)h′Jx)Im(e−iθw)
− (cos(2θ)hy + sin(2θ)h′y)Re(e−iθv) + (cos(2θ)hJy + sin(2θ)h′Jy)Im(e−iθv)
donde v = α+ iβ, w = γ + iδ. Los otros coeﬁcientes tienen fórmulas similares.
Por la ecuación (4.10) la torsión de la estructura horizontal correspondiente a la primera prolon-
gación coincide con la componente de grado 1 de la curvatura y a partir de esta podemos calcular
la componente de grado 1 de la curvatura armónica. Por 7.2.1 y el hecho que las formas de tipo
(2, 0), (1, 1) y (0, 2) son ortogonales, la curvatura armónica es la parte de tipo (0, 2) de la curvatura
en Hom(g−2 ⊗ g−1, g−2). Entonces,
κ1H(z, x) = −
1
4
(C0H1(z, x)− C0H1(Jz, Jx) + J(C0H1(z, Jx) + C0H1(Jz, x))
para todo z ∈ g−2 y x ∈ g−1. Concluimos que:
〈κ1H(z, x), z〉 =−
s11 + s
2
1
2
Re(ei5θv) +
s12 + s
2
2
2
Im(ei5θv)− s
1
3 + s
2
3
2
Re(ei5θw) +
s14 + s
2
4
2
Im(ei5θw)
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De manera análoga:
〈κ1H(z, x), Jz〉 =
s11 + s
2
1
2
Im(ei5θv) +
s12 + s
2
2
2
Re(ei5θv) +
s13 + s
2
3
2
Im(ei5θw) +
s14 + s
2
4
2
Re(ei5θw)
〈κ1H(z, y), z〉 =
s11 + s
2
1
2
Re(e i5θw) +
s12 + s
2
2
2
Im(e i5θw)− s
1
3 + s
2
3
2
Re(e i5θv)− s
1
4 + s
2
4
2
Im(e i5θv)
〈κ1H(z, y), Jz〉 =
s11 + s
2
1
2
Im(e i5θw)− s
1
2 + s
2
2
2
Re(e i5θw)− s
1
3 + s
2
3
2
Im(e i5θv) +
s14 + s
2
4
2
Re(e i5θv)
Como κ1H es de tipo (0, 2), los demás coeﬁcientes se obtienen de estos.
Hemos logrado calcular la componente de grado 1 de la curvatura armónica sin siquiera pro-
longar. Vemos además que los invariantes de la estructura en M que se obtienen a partir de κ1H
son:
φ1i = s
1
i + s
2
i i = 1, 2, 3, 4
Pero si calculamos el tensor S dado en (6.23), en la base que estamos trabajando,
S(Z,X) = [Z,X] + J [JZ,X] = −(s11 + s21)Z + (s12 + s22)JZ modD
S(Z, Y ) = [Z, Y ] + J [JZ, Y ] = −(s13 + s23)Z + (s14 + s24)JZ modD
Es decir, hemos probado de manera alternativa que el tensor S es un invariante de nuestra estructura
y además que todos los invariantes asociados a la estructura subconforme (si es que hay) deben
obtenerse a partir de la componente de grado 2 de la curvatura armónica (ver Proposición 7.2.2 y
Lema 7.1.10)
Ahora pasamos a calcular la primera prolongación. Tomando como condición de normalización el
complemento ortogonal de la imagen de ∂1 obtenemos un sistema de 28 ecuaciones con 28 incógnitas
cuya solución es:
hx =
g′9 + f10 + f ′12
3
, hJx =
g9 − f ′13 − f11
3
, hy =
−f ′14 + g10 + g′11
3
, hJy =
−f14 − g′13 − g12
3
,
h′x =
−g9 + f ′13 + f11
3
, h′Jx =
g′9 + f10 + f ′12
3
, h′y =
f14 + g
′
13 + g12
3
, h′Jy =
−f ′14 + g10 + g′11
3
,
fρ =
f ′14 − g10 − g′11
6
f ′ρ = −
f14 + g12 + g
′
13
6
, gρ =
f10 + f
′
12 + g
′
9
6
, g′ρ =
f11 + f
′
13 − g9
6
,
ft =
3f9 + f14 − 2g′10 + g11 − g12
6
, f ′t =
3f ′9 + f ′14 + 2g10 − g′11 − 3g′12
6
,
gt =
g9 + 3g14 + 2f
′
10 + f11 − f12
6
, g′t =
g′9 + 3g′14 − 2f10 + 3f ′11 + f ′12
6
,
fb =(αδ − βγ)(−g′9 + f10 − f ′12) + (αγ + βδ)(−g9 + f ′10 + f12)
+ (
1
2
− γ2 − δ2)(−f9 − g′10 − g12),
f ′b =(αδ − βγ)(g9 + f ′10 + f12) + (αγ + βδ)(−g′9 − f10 + f ′12)
+ (
1
2
− γ2 − δ2)(−f ′9 + g10 − g′12),
gb =(αδ − βγ)(f ′14 + g10 − g′11) + (αγ + βδ)(−f14 − g′10 − g11)
+ (
1
2
− γ2 − δ2)(g14 − f ′10 − f11),
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g′b =(αδ − βγ)(−f14 + g′10 + g11) + (αγ + βδ)(−f ′14 + g10 − g′11)
+ (
1
2
− γ2 − δ2)(g′14 + f10 − f ′11),
fc =(αβ − γδ)(g9 − f ′10 − f12) + (αδ + βγ)(−f9 − g′10 − g12)
+ (
1
2
− β2 − δ2)(g′9 − f10 + f ′12),
f ′c =(αβ − γδ)(g′9 + f10 − f ′12) + (αδ + βγ)(−f ′9 + g10 − g′12)
+ (
1
2
− β2 − δ2)(−g9 − f ′10 − f12),
gc =(αβ − γδ)(f14 + g′10 + g11) + (αδ + βγ)(g14 − f ′10 − f11)
+ (
1
2
− β2 − δ2)(−f ′14 − g10 + g′11),
g′c =(αβ − γδ)(f ′14 − g10 + g′11) + (αδ + βγ)(g′14 + f10 − f ′11)
+ (
1
2
− β2 − δ2)(f14 − g′10 − g11),
fd =(αγ − βδ)(f9 + g′10 + g12) + (αβ + γδ)(g′9 − f10 + f ′12)
+ (
1
2
− β2 − γ2)(−g9 + f ′10 + f12),
f ′d =(αγ − βδ)(f ′9 − g10 + g′12) + (αβ + γδ)(−g9 − f ′10 − f12)
+ (
1
2
− β2 − γ2)(−g′9 − f10 + f ′12),
gd =(αγ − βδ)(−g14 + f ′10 + f11) + (αβ + γδ)(−f ′14 − g10 + g′11)
+ (
1
2
− β2 − γ2)(−f14 − g′10 − g11),
g′d =(αγ − βδ)(−g′14 − f10 + f ′11) + (αβ + γδ)(f14 − g′10 − g11)
+ (
1
2
− β2 − γ2)(−f ′14 + g10 − g′11).
Obtenemos por lo tanto el siguiente complemento canónico de la distribución
D−2 = 〈{Z + g
′
9 + f10 + f
′
12
3
X +
g9 − f ′13 − f11
3
JX +
−f ′14 + g10 + g′11
3
Y +
−f14 − g′13 − g12
3
JY,
(6.27)
JZ +
−g9 + f ′13 + f11
3
X +
g′9 + f10 + f ′12
3
JX +
f14 + g
′
13 + g12
3
Y +
−f ′14 + g10 + g′11
3
JY }〉
Observemos que D−2 es J-invariante.
La elección del complemento de partida (6.25) simpliﬁcó los cálculos en la primera prolongación.
Sin embargo, como este en general no coincide con el complemento canónico obtenido D−2, no
podemos suponer que partimos del complemento canónico como lo hicimos en la sección 6.3 de
manera de suponer que los coeﬁcientes h y h′ son cero para simpliﬁcar la segunda prolongación.
Además, la expresión dada en 6.27 no permite caracterizar de manera directa a D−2.
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Si en cambio, partimos de un complemento J-invariante arbitrario con:
[X,JX] = f9X + f
′
9JX + g9Y + g
′
9JY
[X,Y ] = Z + f10X + f
′
10JX + g10Y + g
′
10JY
[X, JY ] = JZ + f11X + f
′
11JX + g11Y + g
′
11JY
[JX, Y ] = JZ + f12X + f
′
12JX + g12Y + g
′
12JY
[JX, JY ] = −Z + f13X + f ′13JX + g13Y + g′13JY
[Y, JY ] = f14X + f
′
14JX + g14Y + g
′
14JY
[Z,X] = u111Z + u
2
11JZ + f1X + f
′
1JX + g1Y + g
′
1JY
[Z, JX] = u112Z + u
2
12JZ + f2X + f
′
2JX + g2Y + g
′
2JY
[JZ,X] = u121Z + u
2
21JZ + f3X + f
′
3JX + g3Y + g
′
3JY
[JZ, JX] = u122Z + u
2
22JZ + f4X + f
′
4JX + g4Y + g
′
4JY
[Z, Y ] = u113Z + u
2
13JZ + f5X + f
′
5JX + g5Y + g
′
5JY
[Z, JY ] = u114Z + u
2
14JZ + f6X + f
′
6JX + g6Y + g
′
6JY
[JZ, Y ] = u123Z + u
2
23JZ + f7X + f
′
7JX + g7Y + g
′
7JY
[JZ, JY ] = u124Z + u
2
24JZ + f8X + f
′
8JX + g8Y + g
′
8JY
Entonces resulta que el complemento canónico es:
D−2 = 〈{Z + c1X + c2JX + c3Y + c4JY,
JZ − c2X + c1JX − c4Y + c3JY }〉
con
c1 =
2g′9 + f10 + f ′11 + 2f ′12 + g′14 − u113 − u214
6
c2 =
2g9 − 2f11 − f12 − f ′13 + g14 − u213 + u114
6
c3 =
−f ′9 + g10 + 2g′11 + g′12 − 2f ′14 + u111 + u212
6
c4 =
−f9 − g11 − 2g12 − g′13 − 2f14 + u211 − u112
6
Proposición 6.4.2. Sea D una distribución de rango 4 en una variedad de dimensión 6 con
una estructura subconforme compatible de tipo constante y sea X e Y campos en D tales que
{X, JX, Y, JY } formen una base conformemente ortogonal en cada punto de un entorno U . En-
tonces existe un único campo Z congruente con [X,Y ] módulo D tal que:
〈[Z,X], Z〉+ 〈[Z, JX], JZ〉 =
〈[X, JX], JX〉 − 〈[X,Y ], Y 〉 − 2〈[X, JY ], JY 〉 − 〈[JX, Y ], JY 〉+ 2〈[Y, JY ], JX〉
〈[Z,X], JZ〉 − 〈[Z, JX], Z〉 =
〈[X, JX], X〉+ 2〈[X,JY ], Y 〉+ 2〈[JX, Y ], Y 〉+ 〈[JX, JY ], JY 〉+ 2〈[Y, JY ], X〉
6. Aplicaciones geométricas 86
〈[Z, Y ], Z〉+ 〈[Z, JY ], JZ〉 =
2〈[X, JX], JY 〉+ 〈[X,Y ], X〉+ 〈[X, JY ], JX〉+ 2〈[JX, Y ], JX〉+ 〈[Y, JY ], JY 〉
〈[Z, Y ], JZ〉 − 〈[Z, JY ], Z〉 =
2〈[X, JX], Y 〉 − 2〈[X, JY ], X〉 − 〈[JX, Y ], X〉 − 2〈[JX, JY ], JX〉+ 〈[Y, JY ], Y 〉
donde 〈 , 〉 es la métrica en U en la cuál {X, JX, Y, JY, Z, JZ} son ortonormales. En este caso, la
distribución generada por Z y JZ es invariante por los difeomorﬁsmos que preservan la estructura
subconforme.
Para realizar la segunda prolongación calculamos la función torsión C1H y resolvemos el sistema
correspondiente a ∂∗C1H, pero las soluciones explícitas son demasiado largas para describir en este
trabajo.
Ejemplo 6.4.3. Consideramos en R6, con coordenadas (x1, x2, x3, x4, z1, z2), los siguientes campos
X1 =
∂
∂x1
− (x3 − z1) ∂
∂z1
− x4 ∂
∂z2
X2 =
∂
∂x2
+ x4
∂
∂x3
+ x4
∂
∂z1
− x3 ∂
∂z2
X3 =
∂
∂x3
X4 =
∂
∂x4
y además la clase conforme de la métrica subriemanniana en la que son ortonormales, obtenemos
un ejemplo de distribución fat de tipo (4, 6) con una estructura conforme compatible.
La estructura casi compleja asociada a esta distribución viene dada por:
JX1 = X2 JX3 = X4 J
∂
∂z1
=
∂
∂z2
− 1
2
X4 J
∂
∂z2
= − ∂
∂z1
− 1
2
X3
Observamos que en este caso el tensor S del teorema 6.4.1 es no nulo,
S(
∂
∂z1
, X1) =
1
2
∂
∂z1
modD
por lo tanto la distribución no es localmente equivalente al modelo ﬂat.
Considero Z2 = J ∂∂z1 , entonces:
[X1, X3] = Z1
[X1, X4] = Z2 +
1
2
X4
[X2, X3] = Z2 +
1
2
X4
[X2, X4] = −Z1 −X3
[Z1, X1] =
∂
∂z1
[Z2, X1] =
1
2
Z2 +
1
4
X3
[Z2, X2] = −1
2
Z1 − 1
2
X3
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o sea, g′11 =
1
2 , g
′
12 =
1
2 , u
1
11 = 1,g13 = −1, u221 = 12 y u122 = −12 .
Por lo tanto el complemento canónico de la distribución está generado por:
Z ′ =
∂
∂z1
+
5
12
X3 JZ
′ =
∂
∂z2
− 1
12
X4

Capítulo 7
Cálculo de cohomologías y formas
armónicas
7.1. Cohomología de estructuras de Tanaka de paso 2.
Sea (m, g0) una estructura de Tanaka con m = g−2 ⊕ g−1 y g = g(m, g0). Denotamos por
ni = dim g
−i para cada i = 0, 1, 2.
Analizamos a continuación el grupo de cohomología H1(m, g). Como m es dos pasos nilpotente
Hk,1(m, g) = {0} si k ≤ −2 y, por el lema 2.4.2, Hk,1(m, g) = {0} para k ≥ 1.
Si k = −1,
H−1,1(m, g) = Hom(g−1, g−2)/ad(g−1)
Se deduce inmediatamente el siguiente
Lema 7.1.1. 1. H−1,1(m, g) depende únicamente del álgebra m.
2. dim H−1,1 ≥ n1n2 − n1.
3. dim H−1,1 = n1n2 − n1 si y sólo si m es no degenerada, i.e. el centro de m es g−2.
4. H−1,1 = {0} si y sólo si m = h(2n, 1).
5. En el caso que m posee un producto interno, las formas armónicas resultan ser los elementos
de Hom(g−1, g−2) ortogonales al subespacio ad(g−1), es decir:
H−1,1 = {f ∈ Hom(g−1, g−2) : tr((ad x)> ◦ f) = 0 ∀x ∈ g−1}
Deﬁnición 7.1.2. Una estructura compleja en un álgebra de Lie g es un endomorﬁsmo J : g→ g
tal que:
J2 = −Id J [x, y] = [Jx, y]
Un álgebra de Lie g se denomina compleja graduada si es graduada y posee una estructura compleja
J tal que J(gi) ⊂ gi para todo i.
Lema 7.1.3. Si m = g−2 ⊕ g−1 es un álgebra de Lie compleja graduada no degenerada con un
producto interno J-invariante.
{f ∈ Hom(g−1, g−2) : f(Jx) = −Jf(x) ∀x ∈ g−1} ⊂ H−1,1(m)
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y la igualdad se da si y sólo si m = h(4k, 2).
Demostración. Sea {xi, Jxi}ni=1 una base adaptada de g−1. Entonces, para cada f
〈f(xi), [y, xi]〉+ 〈f(Jxi), [y, Jxi]〉 = 〈f(xi), [y, xi]〉 − 〈Jf(xi), J [y, xi]〉 = 0
Sumando sobre todos los i se obtiene que f ∈ H−1,1(m). La dimensión del espacio de la izquierda es
1
2n1n2 y la de H−1,1(m) es n1n2 − n1, entonces la igualdad se da si y sólo si n2 = 2. Considerando
a m como un álgebra sobre C se deduce que m = h(4k, 2).
Ejemplo 7.1.4. Si m(3, 2) es el álgebra de Lie graduada deﬁnida en la sección 6.3,
H−1,1(m(3, 2)) = {f ∈ Hom(g−1, g−2) : f(x3) = 0, 〈f(x1), z1〉+ 〈f(x2), z2〉 = 0}
Por otro lado:
H0,1 = Dergr(m)/g
0
Es decir H0,1 nos da una medida de cuanto se diferencia g0 del álgebra de derivaciones graduadas de
m y, trivialmente, H−1,0 = {0} si y sólo si g0 = Dergr(m). Además el espacio de formas armónicas
es el complemento ortogonal de g0 en Dergr(m),
H0,1 = {D ∈ Dergr(m) : tr(T> ◦D) = 0 ∀T ∈ g0}
Ejemplo 7.1.5. Si m es un álgebra tipo H y g0 = Dersr(m) (respectivamente g0 = Dersc(m))
entonces, por 5.1.5 y 5.1.3, H0,1 son las derivaciones simétricas de m (resp. derivaciones simétricas
de traza cero).
Ejemplo 7.1.6. Si (m, g0) = (m(3, 2), Dersr(m)) entonces,
H−1,1 ={D ∈ Dergr(m(3, 2)) : 〈D(x1), x1〉 = 〈D(x2), x2〉}
y si g0 = Dersc(m),
H−1,1 ={D ∈ Dergr(m(3, 2)) : 〈D(x1), x1〉 = 〈D(x2), x2〉 y 2tr(D|g−2) + tr(D|g−1) = 0}
Pasemos ahora a analizar H2(m, g) en el caso que la prolongación de (m, g0) es trivial, es decir,
g = m⊕ g0. Inmediatamente se desprende que Hk,2(m, g) = {0} para k ≥ 5 y k < 0.
H0,2 = Hom(g−1 ∧ g−1, g−2)/Im∂ donde Im∂ = Homgr(m)/Dergr(m)
Lema 7.1.7. 1. H0,2(m, g) depende únicamente del álgebra de Lie m.
2. dim H0,2 =
(
n1
2
)
n2 − n21 − n22 + dim Dergr(m).
3. dim H0,2 ≤ (n12 )n2−n22. En particular, H0,2 = {0} si m es un álgebra libre dos pasos nilpotente.
Demostración. 1 y 2 son inmediatos. Para 3, observamos que como m es fundamental toda derivación
graduada de m queda determinada por como actúa en g−1. Luego, dim Dergr(m) ≤ n21 . En las
álgebras libres dos pasos nilpotente se veriﬁca que n2 =
(
n1
2
)
.
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Observación 7.1.8. La igualdad dada en la parte 2 de la proposición anterior se veriﬁca para cualquier
álgebra dos pasos nilpotente y, ﬁjadas las dimensiones n1 y n2 con n21 +n
2
2−
(
n1
2
)
n2 > 0, me da una
cota inferior para la dimensión de Dergr(m).
Ejemplo 7.1.9. Como dim Dergr(h(2, 1)) = 4, dim Dergr(h(4, 2)) = 8 y dim Dergr(m(3, 2)) = 7 resulta
que
H0,2(h(2, 1)) = {0}, H0,2(h(2, 1)) = {0}, H0,2(m(3, 2)) = {0}.
El grupo de cohomología H4,2(m, g) es el núcleo de
∂ : Hom(g−2 ∧ g−2, g0)→ Hom(
3∧
m, g)
Sea f ∈ H4,2(m, g), z ∈ g−2, x, y ∈ g−1 entonces:
0 = ∂f(z, x, y) = −f([x, y], z)
Como g es fundamental, resulta que f = 0.
Lema 7.1.10. Si m es fundamental, H4,2 = {0}
Deﬁnición 7.1.11. Sea m = m−2 ⊕ m−1 un álgebra de Lie 2-pasos nipotente graduada. Decimos
que m es reducible si existe una descomposición m−1 = n−1 ⊕ p−1 tal que [n−1, p−1] = {0} en cuyo
caso denominamos componentes de m a las subálgebras m−2 ⊕ n−1 y m−2 ⊕ p−1.
Por ejemplo, las álgebras de tipo H no irreducibles son un ejemplo de álgebras reducibles donde
cada componente es fundamental.
Proposición 7.1.12. 1. Si la prolongación de los pares (m, g0) y (m, h0) es trivial con g0 ≤ h0
entonces
dimH1,2(m, g0) = dimH1,2(m, h0) + (dim h0 − dim g0)n1 (7.1)
En particular, si H1,2(m, g0) = {0} entonces g0 es maximal entre las subálgebras de Dergr(m)
para las cuáles la prolongación es trivial. Además, en este caso, H1,2(m, Dergr(m)) = {0}.
2. Si g0 ≤ h0 entonces H3,2(m, g0) ⊂ H3,2(m, h0).
3. Si m es reducible en dos componentes fundamentales entonces H3,2 = {0}.
Demostración. 1. Observamos que ∂1,2 : C1,2(m, g0) → C1,3(m, g0) no depende de g0 y por lo
tanto, ﬁjada m, H1,2(m, g0) depende sólo de la imagen de ∂1,1 : C1,1(m, g0) → C1,2(m, g0).
Cuando la prolongación del par (m, g0) es trivial esta función es inyectiva y dim Im∂1,1 =
n2n1 + n1n0 de donde se concluye (7.1). Las demás aﬁrmaciones son inmediatas.
2. Es trivial ya que H3,2(m, g0) es el núcleo de ∂3 en C3,2.
3. Sean m−1 = n−1 ⊕ p−1 una descomposición de m con n = m−2 ⊕ n−1 y p = m−2 ⊕ p−1
subálgebras fundamentales. Consideremos f ∈ ker ∂2,3, u, v ∈ n−1 y w ∈ p−1 entonces:
0 = ∂f(u, v, w) = −f([u, v], w) + f([u,w], v)− f([v, w], u) = −f([u, v], w)
Como n es fundamental, f(m−2, p−1) = 0 y análogamente se prueba que f(m−2, n−1) = 0. Por
lo tanto, f(m−2,m−1) = 0. Si ahora consideramos u, v ∈ m−1 y z ∈ m−2 entonces:
0 = ∂f(u, v, z) = −f([u, v], z) + f(u, z)(v)− f(v, z)(u) = −f([u, v], z)
Con lo que concluimos que f(m−2,m−2) = 0. Por lo tanto, f = 0.
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De la anterior sección sabemos que Hk,2(m.g0) = {0} si k ≤ 0 o k ≥ 4 para m = h2,1, m3,2, h4,2
cualquiera sea el álgebra g0.
Mediante sencillos cálculos y observando las dimensiones de los espacios involucrados vemos que:
H1,2(h2,1, g
0
sr) = {0}
dim H2,2(h2,1, g
0
sr) = 3
H2,3(h2,1, g
0
sr) = {0}
Además, el espacio de funciones armónicasH2,2 está compuesto por las formas f ∈ C2,2 que veriﬁcan:
〈f(x, y), r〉 =〈f(z, x), y〉 − 〈f(z, y), x〉 (7.2)
〈f(z, x), x〉 =− 〈f(z, y), y〉 (7.3)
Estas ecuaciones provienen de la condiciones f ∈ (Im∂)⊥ y f ∈ (Im∂∗)⊥, respectivamente (recordar
la descomposición de Hodge 2.7).
Como h2,1 es de tipo 1-Iwasawa, la prolongación del par (h2,1, g0sr) es el álgebra semisimple
su(2, 1) (cf. Proposición 5.3.1). Los grupos de cohomología H i,2 en el caso que la prolongación es
simple son calculados en [Y].
Para el álgebra de Lie m3,2 se veriﬁca que dim g0sr = 1, dim g
0
sc = 2 y dim Dergr(m) = 7.
Calculando obtenemos que:
dim H1,2(m3,2, g
0
sc) = 7
dim H2,2(m3,2, g
0
sc) = 7
H3,2(m3,2, g
0
sc) = {0}
y a partir de 1 y 2 de la Proposición 7.1.12, y cálculos auxiliares tenemos que:
dim H1,2(m3,2, g
0
sr) = 10
dim H2,2(m3,2, g
0
sr) = 7
H3,2(m3,2, g
0
sr) = {0}
Las formas armónicas en H1,2(m3,2, g0sr) veriﬁcan las siguientes ecuaciones:
〈f(zi, x3), zj〉 = 〈f(xi, x3), xj〉 para i, j = 1, 2 (7.4)
〈f(zi, x1), z1〉+ 〈f(zi, x2), z2〉+ 〈f(xi, x3), x3〉 = 0 para i = 1, 2 (7.5)
〈f(z2, xi), z1〉 − 〈f(z1, xi), z2〉 − 〈f(x1, x2), xi〉 = 0 para i = 1, 2 (7.6)
〈f(z2, x3), z1〉 − 〈f(z1, x3), z2〉 − 〈f(x1, x3), x2〉+ 〈f(x2, x3), x1〉 = 0 (7.7)
〈f(z1, x2), z1〉 − 〈f(z2, x1), z1〉 − 〈f(x1, x2), x1〉 − 〈f(x2, x3), x3〉 = 0 (7.8)
〈f(z1, x2), z2〉 − 〈f(z2, x1), z2〉 − 〈f(x1, x2), x2〉 − 〈f(x1, x3), x3〉 = 0 (7.9)
93 7.2. Cohomología subriemanniana y subconforme de h2,1, m3,2 y h4,2
donde las primeras 9 ecuaciones provienen de la condición de ortogonalidad con Im∂ y las últimas
dos de la ortogonalidad con Im∂∗. Es claro que las formas armónicas en H1,2(m3,2, g0sc) deben
veriﬁcar las ecuaciones 7.4 a 7.9 porque el espacio C1,2 y la imagen de ∂∗1 no dependen de g0 y la
imagen de ∂ con respecto a g0sc contiene a la imagen ∂ con respecto de g
0
sr, es más, la diferencia de
sus dimensiones es 3 (por 1 de la Proposición 7.1.12). Entonces, las formas armónicas subconformes
deben veriﬁcan 3 ecuaciones adicionales:
2∑
j=1
2〈f(xi, zj), zj〉+
3∑
j=1
〈f(xi, xj), xj〉 = 0 para i = 1, 2, 3 (7.10)
En el caso de grado 2 subriemanniano, f es una forma armónica en H2,2(m3,2, g0sr) si y sólo si
veriﬁca las siguientes 16 ecuaciones:
〈f(x1, x3), r〉 − 〈f(z1, x1), x2〉+ 〈f(z1, x2), x1〉 = 0 (7.11)
〈f(x1, x3), r〉 − 〈f(z1, x1), x2〉 − 〈f(z1, x2), x1〉+ 2〈f(z2, x1), x1〉
−〈f(z1, z2), z1〉 = 0
〈f(x1, x2), r〉 − 〈f(z1, x1), x3〉 = 0
〈f(x1, x3), r〉+ 〈f(z1, x1), x2〉 = 0
〈f(z1, x1), x1〉 − 4〈f(z1, x2), x2〉 − 〈f(z1, x3), x3〉 = 0
〈f(z1, x1), x1〉+ 〈f(z1, x3), x3〉 = 0
〈f(z1, x2), x1〉 − 〈f(z1, z2), z1〉 = 0
〈f(z1, x2), x3〉 = 0
donde las otras 8 ecuaciones se obtienen de hacer la sustitución z1 → z2, z2 → −z1, x1 → x2 y
x2 → −x1. Esto se debe a que Im∂, Im∂∗ y H1,2 son invariantes por la acción de G0sr. La primera
ecuación y su correspondiente son las que provienen de la ortogonalidad con Im∂.
En el caso subconforme, el espacio C1,2 depende de g0 por lo que las formas armónicas en este
caso pueden no veriﬁcar las ecuaciones anteriores. Mas precisamente, f ∈ H2,2(m3,2, g0sc) si y sólo
si:
〈f(x1, x3), r〉 − 〈f(z1, x1), x2〉+ 〈f(z1, x2), x1〉 = 0 (7.12)
〈f(x1, x3), D〉 − 〈f(z1, x1), x1〉 − 〈f(z1, x2), x2〉 − 〈f(z1, x3), x3〉 = 0 (7.13)
〈f(x1, x3), r〉 − 〈f(z1, x1), x2〉 − 〈f(z1, x2), x1〉+ 2〈f(z2, x1), x1〉
−〈f(z1, z2), z1〉+ 5〈f(x2, x3), a〉 = 0
〈f(x1, x2), r〉 − 〈f(z1, x1), x3〉 = 0
〈f(x1, x3), r〉+ 〈f(z1, x1), x2〉 = 0
〈f(z1, x1), x1〉 − 4〈f(z1, x2), x2〉 − 〈f(z1, x3), x3〉 − 5〈f(x1, x3), a〉 = 0
〈f(z1, x1), x1〉+ 〈f(z1, x3), x3〉+ 2〈f(x1, x3), a〉 = 0
〈f(z1, x2), x1〉 − 〈f(z1, z2), z1 + 4〈f(x2, x3), a〉〉 = 0
〈f(z1, x2), x3〉 = 0
〈f(x1, x2), a〉 = 0
Las demás ecuaciones se obtienen de la sustitución mencionada anteriormente. En este caso las
primeras dos ecuaciones y sus correspondientes provienen de la ortogonalidad con Im∂.
Ahora consideremos el álgebra de Heisenberg compleja h4,2.
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Proposición 7.2.1. dim H1,2(h4,2, g0sc) = 4 y además,
H1,2(h4,2, g0sc) = {f ∈ Hom(g−2 ⊗ g−1, g−2) : f(z, Jx) = f(Jz, x) = −Jf(z, x) ∀x ∈ g−1, z ∈ g−2}
(7.14)
Demostración. Primero veamos que ∂1,2 : C1,2 −→ C1,3 es sobreyectiva. Consideramos el conjunto:
A(1,1) = {f ∈ Hom(g−2 ⊗ g−1, g−2) : f(Jz, Jx) = f(z, x) ∀x ∈ g−1, z ∈ g−2}
que se denominan formas de tipo (1, 1) con respecto a J . Restringimos ∂1,2 a este conjunto y
consideramos f ∈ A(1,1) tal que ∂f = 0. Entonces, para x, y ∈ g−1,
0 = ∂f(x, Jx, y) = f([x, y], Jx)− f([Jx, y], x) = f([x, y], Jx)− f(J [x, y], x) = 2f([x, y], Jx)
lo que implica que f = 0. Entonces, comoA(1,1) y C2,3 tienen ambos dimensión 8 se concluye que ∂1,2
es sobre y a partir de un simple cálculo con las dimensiones obtenemos que dim H1,2(h4,2, g0sc) = 4.
Ahora bien, denominamos A(0,2) al espacio deﬁnido en (7.14) cuyos elementos se denominan
formas de tipo (0, 2). Observamos que A(0,2) tiene dimensión 4, luego solo basta ver que toda
f ∈ A(0,2) es armónica, i.e. ∂f = 0 y ∂∗f = 0. Como f ∈ Hom(g−2⊗g−1, g−2), de la deﬁnición de ∂
y la compatibilidad de J con el corchete se deduce que ∂f debe ser de tipo (0, 2), es decir, veriﬁcar
la propiedad:
∂f(Jx, y, w) = −J∂f(x, y, w)
para x, y, w ∈ g−1. Pero en C2,3 = Hom(g−1 ∧ g−1 ∧ g−1, g−2) el espacio de funciones con esta
propiedad es nulo.
Por otro lado, consideremos una base de h4,2 de la forma {x1, Jx1, x2, Jx2, z, Jz} con x1, x2 ∈ g−1
y z ∈ g−2. Entonces, para g ∈ C2,1
〈∂g(z, xi), f(z, xi)〉+ 〈∂g(Jz, xi), f(Jz, xi)〉
+〈∂g(z, Jxi), (z, Jxi)〉+ 〈∂g(Jz, Jxi), f(Jz, Jxi)〉 =
〈[g(z), xi]− g(xi)(z), f(z, xi)〉+ 〈[g(Jz), xi]− g(xi)(Jz), f(Jz, xi)〉
+〈[g(z), Jxi]− g(Jxi)(z), f(z, Jxi)〉+ 〈[g(Jz), Jxi]− g(Jxi)(Jz), f(Jz, Jxi)〉 =
〈[g(z), xi], f(z, xi)〉 − 〈g(xi)(z), f(z, xi)〉 (7.15)
−〈[g(Jz), xi], Jf(z, xi)〉+ 〈Jg(xi)(z), Jf(z, xi)〉
−〈J [g(z), xi], Jf(z, xi)〉+ 〈g(Jxi)(z), Jf(z, xi)〉
−〈J [g(Jz), xi], f(z, xi)〉+ 〈Jg(Jxi)(z), f(z, xi)〉 = 0
donde usamos que los elementos de g0sc conmutan con J y el producto interno es J-invariante.
Sumando para i = 1, 2, concluimos que 〈∂g, f〉 = y por lo tanto, ∂∗f = 0
Proposición 7.2.2. H3,2(h4,2, g0sc) = {0} y H3,2(h4,2, g0sr) = {0}.
Demostración. Por 2 de la Proposición 7.1.12, basta ver que ∂3,2 es inyectiva en C3,2 en el caso
subconforme. Sea f ∈ C3,2 tal que ∂f = 0. Entonces, para x, y ∈ g−1,
0 = ∂f(x, Jx, y) = f([x, y], Jx)− f([Jx, y], x) = f([x, y], Jx)− f(J [x, y], x)
y como h4,2 es no singular podemos concluir que
f(Jz, x) = f(z, Jx) (7.16)
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para todo x ∈ g−1 y z ∈ g−2.
Sea z = [x, y] no nulo,
0 = ∂f(z, x, y) = f(z, x)(y)− f(z, y)(x) (7.17)
y por otro lado,
0 = ∂f(Jz, Jx, Jy) = −f(Jz, Jx)(Jy) + f(Jz, Jy)(Jx) + f(z, Jz)
= f(z, x)(Jy)− f(z, y)(Jx) + f(z, Jz)
= J(f(z, x)(y)− f(z, y)(Jx)) + f(z, Jz)
= f(z, Jz)
donde en la tercera igualdad usamos (7.16), en la cuarta que toda derivación de h4,2 conmuta con
J y en la quinta (7.17). Concluimos que, f(g−2, g−2) = 0.
Entonces, (7.17) se veriﬁca para todos x, y ∈ g−1 y z ∈ g−2 y además,
(f(z, Jx)− Jf(z, x))(y) = f(z, Jx)(y)− Jf(z, x)(y)
= f(z, y)(Jx)− Jf(z, y)(x)
= f(z, y)(Jx)− f(z, y)(Jx) = 0
Concluimos que f(z, Jx) = Jf(z, x) en g−1 (se puede probar de forma análoga que son iguales en
todo h4,2) pero como f(z, x), f(z, Jx) ∈ g0sc se debe cumplir que, para todo z ∈ g−2 y x ∈ g−1, f(z, x)
pertenece al espacio generado por a y r (ver (6.26), a y r generan el subespacio de g0sc invariante
por J). Fijado x ∈ g−1 existe y ∈ g−1 tal que {x, Jx, y, Jy} es base de g−1. Si f(z, x) = αa+ βr y
f(z, y) = γa+ δr,
αy + βJy = f(z, x)(y) = f(z, y)(x) = γx+ δJx
por (7.17). Concluimos que f(g−2, g−1) = 0, o sea f = 0.
Proposición 7.2.3. dim H2,2(h4,2, g0sc) ≥ 16, dim H2,2(h4,2, g0sr) ≥ 12.
Demostración. dim C1,2(h4,2, g
0
sc) = 10, dim C
2,2(h4,2, g
0
sc) = 64 y dim C
3,2(h4,2, g
0
sc) = 40. Ade-
más, si consideramos en Hom(g−2∧g−1∧g−1) ⊂ C3,2 el espacio de dimensión 2 de las formas de tipo
(0, 3), i.e. tales que f(Jz, x, y) = f(z, Jx, y) = f(z, x, Jy) = −Jf(z, x, y), este resulta estar en ker ∂∗
por un cálculo similar a (7.15). Luego, dim (Im∂) ≤ 38 y concluimos que dim H2,2(h4,2, g0sc) ≥ 16.
De la misma forma se prueba que dim H2,2(h4,2, g0sr) ≥ 12.
Es razonable conjeturar que en esta proposición vale la igualdad.
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