In nonparametric instrumental variables estimation, the mapping that identifies the function of interest, g say, is discontinuous and must be regularized (that is, modified) to make consistent estimation possible. The amount of modification is controlled by a regularization parameter. The optimal value of this parameter depends on unknown population characteristics and cannot be calculated in applications. Theoretically justified methods for choosing the regularization parameter empirically in applications are not yet available. This paper presents, apparently for the first time, such a method for use in series estimation, where the regularization parameter is the number of terms in a series approximation to g . The method does not require knowledge of the smoothness of g or of other unknown functions. It adapts to their unknown smoothness. The estimator of g based on the empirically selected regularization parameter converges in probability at a rate that is at least as fast as the asymptotically optimal rate multiplied by , where is the sample size. The asymptotic integrated mean-square error (AIMSE) of the estimator is within a specified factor of the optimal AIMSE.
for almost every . In this model, w g is a function that satisfies regularity conditions but is otherwise unknown, Y is a scalar dependent variable, X is a continuously distributed explanatory variable that may be correlated with U (that is, X may be endogenous), W is a continuously distributed instrument for X , and U is an unobserved random variable. The data are an independent random sample of ( . The paper presents, apparently for the first
As is explained further in Section 2 of this paper, the relation that identifies g in (1.1)-(1.2) creates an ill-posed inverse problem. That is, the mapping from the population distribution of to ( , , ) Y X W g is discontinuous. Consequently, g cannot be estimated consistently by replacing unknown population quantities in the identifying relation with consistent estimators.
To achieve a consistent estimator it is necessary to regularize (or modify) the mapping that identifies g . The amount of modification is controlled by a parameter called the regularization parameter. The optimal value of the regularization parameter depends on unknown population characteristics and, therefore, cannot be calculated in applications. Although there have been proposals of informal rules-of-thumb for choosing the regularization parameter in applications, theoretically justified empirical methods are not yet available.
This paper presents an empirical method for choosing the regularization parameter in sieve or series estimation, where the regularization parameter is the number of terms in the series approximation to g . The method does not require a priori knowledge of the smoothness of g or of other unknown functions. It adapts to their unknown smoothness. The series estimator of g based on the empirically selected regularization parameter also adapts to unknown smoothness. It converges in probability at a rate that is at least as fast as the asymptotically optimal rate multiplied by , where is the sample size. Moreover, its asymptotic integrated meansquare error (AIMSE) is within a specified factor of the optimal AIMSE. The paper does not address question of whether the factor of can be removed or is an unavoidable price that must be paid for adaptation. This question is left for future research.
1/ 2 (log ) n n 1/ 2 (log ) n Section 2 of the paper provides background on the estimation problem and the series estimator that is used with the adaptive estimation procedure. This section also reviews the statistics literature on selecting the regularization parameter in inverse problems. The problems treated in the statistics literature are simpler than (1.1)-(1.2). Section 3 describes the proposed method for selecting the regularization parameter. Section 4 presents the results of Monte Carlo experiments that explore the finite-sample performance of the method. Section 5 presents concluding comments. All proofs are in the appendix.
BACKGROUND
This section explains the estimation problem and the need for regularization, outlines the sieve estimator that is used with the adaptive estimation procedure, and reviews the relevant statistics literature on selecting the regularization parameter.
The Estimation Problem and the Need for Regularization
Let X and W be continuously distributed random variables. 
where ν is any function in
Ag m =
Assume that A is one-to-one, which is a necessary condition for identification of g . Engl, Hanke, and Neubauer (1996) ; Kress (1999); and Carrasco, Florens, and Renault (2007) , among many others. The method used in this paper is series truncation, which is a modification of the Petrov-Galerkin regularization method that is well-known in the theory of integral equations. See, for example, Kress (1999, pp. 240-245) . It amounts to approximating with a non-singular, finite-dimensional matrix. The singular values of this matrix are bounded away from zero, so the inverse of the approximating matrix is a continuous operator. The details of the method are described further in Section 2.2.
A 2.2 Sieve Estimation and Regularization by Series Truncation
The adaptive estimation procedure uses a modified version of Horowitz's (2009) 
with probability approaching 1 as . n → ∞ To obtain the modified estimator that is used with this paper's adaptive estimation procedure, let , ⋅ ⋅ denote the inner product in . That is The adaptive estimation procedure consists of choosing n J to be "large" in a sense that is defined in Section 3.1. Then J in (2.3) is selected using the empirical procedure that is explained in 
Review of Related Mathematics and Statistics Literature
Ill-posed inverse problems arising in models that are similar to but simpler than (1.1)-(1.2) have long been studied in mathematics and statistics. This section reviews the mathematics and statistics literature on choosing regularization parameters for such inverse problems. An important distinguishing characteristic of (1.1)-(1.2) is that the operator is unknown and must be estimated from the data. Another characteristic is that the distribution of the reduced-form residual, , is unknown. The mathematics and statistics literature contains no methods for choosing the regularization parameter in (1.1)-(1.2) when must be estimated from the data and the distribution of the reduced form residual is unknown.
A variety of ways to choose regularization parameters are known in mathematics and numerical analysis. Engl, Hanke, and Neubauer (1996) , Mathé and Pereverzev (2003) , Bauer and Hohage (2005) , Wahba (1977) , and Lukas (1993 Lukas ( , 1998 
MAIN RESULTS
This section begins with an informal description of the method for choosing J . Section 3.2 presents the formal results.
Description of the Method for Selecting J
Define the asymptotically optimal J as the value that minimizes the asymptotic integrated mean-square error (AIMSE) of ˆJ g as an estimator of g . The AIMSE is
where denotes the expectation of the leading term of the asymptotic expansion of . Denote the asymptotically optimal value of 
Thus, the rate of convergence in probability of
is within a factor of of the asymptotically optimal rate. Moreover, the AIMSE of 1/ 2 (log ) n J g is within a factor of 2 (4 ) log n ε + + of the optimal AIMSE.
The following notation is used in addition to that already defined. For any positive integer J , let J A be the operator on that is defined by
Let n J be the series truncation point defined in Section 2.2. For any
The following proposition is proved in the appendix.
Proposition 1: Let assumptions 1-6 of Section 3.2 hold. Then, as ,
Therefore, it follows from Proposition 1 that
We now put into an equivalent form that is more convenient for the analysis that follows. Observe that 
where * denotes the adjoint operator. It follows that
It follows from lemma 3 of the appendix and the assumptions of Section 3.2 that 
However, is unsatisfactory for two reasons. First, it does not account for the effect on
of the randomness of Ĵ . This randomness is the source of the factor of on the right-hand side of (3.1). Second, some algebra shows that
The right-hand side of (3.2) is asymptotically non-negligible, so the estimator of must compensate for its effect.
n T It is shown in the appendix that these problems can be overcome by using the estimator
for any 0 ε > . We obtain Ĵ by solving the problem 
Formal Results
This section begins with the assumptions under which Ĵ g is shown to satisfy (3.1). A theorem that states the result formally follows the presentation of the assumptions. Assumption 5(ii) ensures that n A is a "sufficiently accurate" approximation to on . This assumption complements 4(ii), which specifies the accuracy of The results of this section hold in both the mildly and severely ill-posed cases.
The main result of this paper is given by the following theorem. 
We begin with three lemmas that are used in the proof of Proposition 1. Then Proposition 1 is proved. Four additional lemmas that are used in the proof of Theorem 3.1 are presented after the proof of Proposition 1. Finally, Theorem 3.1 is proved. (2009) give the result that (A.9)
as . Therefore, the proposition follows by combining (A.9) with lemma 3. Q.E.D. n → ∞ Lemma 4: As , 
where is the indicator function. Define I 
n a n a n n n
for every and all sufficiently large . Therefore,
In the mildly ill-posed case,
In the severely ill-posed case, (log )
Therefore,
Because , it follows from (A.10) and (A.11) that
for some finite constant C . Therefore, 
