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РЕФЕРАТ 
Актуальність теми.  
У даний час у світі швидко розвивається напрямок автоматизованих 
систем сприяння водіям автотранспорту (Advanced Driver Assistance System – 
ADAS). Однією з найскладніших задач системи ADAS є вчасне розпізнавання 
перешкод та критичних ситуацій в дорожній обстановці. Аналогічна задача 
стоїть перед сучасними системами керування зброєю, які повинні розпізнавати 
цілі для ураження. Наприклад, при удосконаленні системи технічного зору 
бойового модуля БТР для Збройних сил України необхідно впровадити 
систему розпізнавання цілей та супротивника, яка б працювала у реальному 
часі з частотою слідування відеокадрів.  
Такі системи повинні обробляти у реальному часі рухомі (телевізійні) 
зображення та розпізнавати перешкоди, дорожні ситуації чи цілі. Тому у світі 
розробляються нові архітектури для побудови систем технічного зору рядом 
компаній, в тому числі спілкою Embedded Vision Alliance, в яку входять AMD, 
Aldec, Lattice, Intel, Huawei та багато інших.  
Tехнічна проблема полягає в тому, що наявні системи для розв’язання 
задач розпізнавання перешкод та цілей мають великі апаратні витрати, високе 
енергоспоживання, недостатню швидкодію чи недостатньо високу ймовірність 
правильного розпізнавання. Є нагальна потреба у створенні надійних систем 
автономного керування автомобілем та системах для розпізнавання цілей для 
вітчизняних збройних комплексів, які мають помірну вартість та забезпечують 
високу надійність функціонування. Проблемою, яка потребує вирішення, є 
зменшення апаратних витрат, збільшення швидкодії та підвищення ймовірності 
розпізнавання об’єктів.  
Об’єктом дослідження є процес розпізнавання образів у зображеннях. 
Предметом дослідження є алгоритми для розпізнавання образів у 
зображеннях та проектування високопродуктивних апаратно-програмних 
систем на базі ПЛІС для реалізації цих алгоритмів.  
Мета роботи: метод проектування високопродуктивних процесорів для 
розпізнавання графічних образів у рухомих зображеннях, які 
конфігуруються в ПЛІС. 
Наукова новизна полягає у наступному: 
Розроблено метод проектування паралельних обчислювачів для 
розпізнавання образів на базі ПЛІС на основі удосконаленого алгоритму 
перетворення характерних точок, який є інваріантним до масштабу (SIFT), 
який на відміну відомих методів, забезпечує багатократне зменшення 
апаратних витрат при можливості обробки відеопотоку у реальному часі.  
Розроблено алгоритм виділення ознак у рухомому зображенні, таких як 
лінії, краї, плями, який на відміну від аналогічних алгоритмів здатний 
виділяти та фільтрувати ознаки у зображенні з широким динамічним 
діапазоном без використання блоків множення у ПЛІС.  
Практична цінність отриманих в роботі результатів полягає в тому, 
що одержаний метод проектування паралельних обчислювачів для 
розпізнавання образів на базі ПЛІС може бути використаний для розробки 
систем допомоги водіям, систем відеоспостереження та наведення зброї з 
мінімізованими апаратними витратами, та низьким енергоспоживанням, для 
покращення медичних зображень і виділення в них характерних ознак, для 
побудови систем технічної діагностики. Розроблена програмна реалізація 
системи розпізнавання образів може бути використана для обробки 
зображень в нереальному часі та для удосконалення алгоритмів 
розпізнавання образів. Розроблена бібліотека модулів для обробки рухомих 
зображень може бути використана для побудови як систем розпізнавання 
образів у рухомих зображеннях, так і систем технічного зору загального 
типу.  
Зв'язок роботи з науковими програмами, планами, темами. 
Матеріали роботи використовуються у науково-дослідній роботі 
«Удосконалені методи та засоби проектування конфігурованих комп’ютерів 
на основі відображення просторового графу синхронних потоків даних у 
структури на базі програмованих логічних інтегральних схем», № 
ДР.047U005087, шифр ФІОТ-30Т/2017, яка проводиться у НТУУ “КПІ ім. 
Ігоря Сікорського“. 
Апробація роботи. Основні положення і результати роботи були 
представлені та обговорювались на наукових конференціях магістрантів та 
аспірантів «Прикладна математика та комп’ютинг» ПМК-2018 (Київ, 25-27 
березня 2018 р.), ПМК-2017 (Київ, 19-21 квітня 2017 р.), 38-й міжнародній 
науковій конференції „Електроніка та нанотехнології”, ELNANO-2018 (Київ, 
24-26 квітня 2018 р.), на Всеукраїнському конкурсі студентських наукових 
робіт (Хмельницький, 24 квітня 2018 р.), на міжнародній науковій 
конференції „Системний аналіз та інформаційні технології” SAIT-2018 
(Київ, 21-24 травня 2018 р.) та на міжнародній конференції International 
Conference on Security, Fault Tolerance, Intelligence, ICSFTI2018 (Київ, 10–12 
травня 2018 р.) 
Структура та обсяг роботи. Магістерська дисертація складається зі 
вступу, чотирьох розділів та висновків. 
У вступі подано загальну характеристику роботи, зроблено оцінку 
сучасного стану проблеми, обґрунтовано актуальність напрямку досліджень, 
сформульовано мету і задачі досліджень, показано наукову новизну 
отриманих результатів і практичну цінність роботи, наведено відомості про 
апробацію результатів і їхнє впровадження. 
У першому розділі розглянуто методи розпізнавання зображень, метод 
розпізнавання ключових точок, інваріантний до масштабу та його основні 
етапи. 
У другому розділі розглянуто розробку власного алгоритму 
розпізнавання образів. 
У третьому розділі розглянуто дослідження алгоритму розпізнавання 
образів за ознаками можливості імплементації у ПЛІС. 
У четвертому розділі наведена методика розробки пристрою 
розпізнавання образів, що імплементує розроблений алгоритм. 
У висновках представлені результати проведеної роботи. 
Робота представлена на 103 аркушах, містить посилання на список 
використаних літературних джерел.  
Ключові слова: ПЛІС, технічний зір, SIFT, Retinex. 
ABSTRACT 
The actuality of theme. 
Currently, the Advanced Driver Assistance System (ADAS) is rapidly 
developing in the world. One of the most complex tasks of the ADAS system is 
the in time recognition of obstacles and critical situations in the road environment. 
The similar task is facing the modern weapon management systems that must 
recognize targets for damage. For example, when improving the computer vision 
system of the APC combat module for the Armed Forces of Ukraine, it is 
necessary to implement the system for targets and an opponent recognition, which 
works in the real time with the frequency of video footage. 
Such systems must process real-time moving (television) images and 
recognize obstacles, road situations or targets. Therefore, new architectures are 
developed for the construction of computer vision systems over the world. A 
number of companies do this, including the Integrated Vision Alliance, which 
includes AMD, Aldec, Lattice, Intel, Huawei and many others. 
The technical problem consists in the fact that existing systems for solving 
the problems of obstacle and target identification have high hardware costs, high 
power consumption, low performance or a low probability of correct recognition. 
There is an urgent need for reliable autonomous driving systems and the targets 
recognition systems for domestic armed complexes of moderate value, which 
provide high functioning reliability. The problem that needs to be solved is 
reducing hardware costs, increasing performance, and increasing the probability 
of object recognition. 
The object of the research is the process of image recognition. 
The subject of the research is the algorithms of the image recognition and 
design of the high-performance hardware-software systems based on FPGA 
implementing these algorithms. 
Objective: the method of the design of high-performance processors for the 
graphic images recognition in moving images, which are configurable in the 
FPGA. 
The scientific novelty consists in the following: 
The method of the design of FPGA-based parallel computers for image 
recognition is developed. The method is based on the SIFT-enhanced algorithm 
for converting feature points, which, unlike the known methods, provides multiple 
reductions in hardware costs when video stream processing is possible in the real-
time. 
The algorithm for the detection of features in a moving image, such as lines, 
edges, spots, which, in contrast to similar algorithms, is capable of detecting and 
filtering features in a wide dynamic range image. This algorithm is implemented 
in the multiplierless module in FPGA.  
The practical value of the results obtained in the work is that the method 
of parallel computing design for FPGA-based image recognition can be used for 
the development of driver assistance systems, video surveillance and weapon 
systems with minimized hardware costs and low power consumption, for the 
medical images enhance and the features detection in them, for the construction of 
technical diagnostic systems. The developed software implementation of the 
pattern recognition system can be used to process images in non-real time and to 
improve image recognition algorithms. The developed library of modules for the 
moving images processing can be used to construct both systems of moving image 
recognition and general-type computer vision systems. 
Relationship of the work with scientific programs, plans, themes. The 
materials of work are used in the research work "Advanced methods and tools of 
designing the configurable computers based on the mapping of the spatial graph of 
synchronous dataflows in the structure on the basis of field programmable gate 
arrays", № ДР.047U005087, the code ФІОТ-30Т/2017, which is performed at 
NTUU "Igor Sikorsky KPI”. 
Approbation of the work. The main provisions and results of the work 
were presented and discussed at the scientific conferences of masters and 
postgraduates "Applied Mathematics and Computing", PMK-2018 (Kyiv, March 
25-27, 2018), PMK-2017 (Kyiv, April 19-21, 2017). ), The 38th International 
Scientific Conference "Electronics and Nanotechnologies", ELNANO-2018 
(Kyiv, April 24-26, 2018), at the Ukrainian Student Research Contest 
(Khmelnytsky, April 24, 2018), at the International Scientific Conference "System 
Analysis and Information Technologies" SAIT-2018 (Kiev, May 21-24, 2018) and 
International Conference “International Conference on Security, Fault Tolerance, 
Intelligence”, ICSFTI2018 (Kyiv, 10-12 May 2018) 
Structure and scope of the work. The master's dissertation consists of an 
introduction, four sections, and conclusions. 
The introduction gives a general description of the work, highlights the 
current state of the problem, assigns the relevance of the research direction, 
formulates the purpose and objectives of the research, shows the scientific novelty 
of the results obtained and the practical value of the work, provides information 
on the approbation of the results and their implementation. 
In the first section, we consider the methods of image recognition, the 
method of feature points recognition, which is invariant to scale, and its main 
stages. 
In the second section, we discuss the development of our own pattern 
recognition algorithm. 
The third section deals with the research of the algorithm of image 
recognition based on the possibility of implementation in the FPGA. 
In the fourth section, we present a technique for developing a pattern 
recognition device that implements the algorithm. 
The conclusions are the results of the work. 
The work is presented on 103 sheets, contains a link to the list of used 
literature. 
Keywords: FPGA, computer vision, SIFT, Retinex. 
РЕФЕРАТ 
Актуальность темы.  
В настоящее время в мире быстро развивается направление 
автоматизированных систем содействия водителям автотранспорта (Advanced 
Driver Assistance System – ADAS). Одной из самых сложных задач системы 
ADAS является своевременное распознавание препятствий и критических 
ситуаций в дорожной обстановке. Аналогичная задача стоит перед 
современными системами управления оружием, которые должны распознавать 
цели для поражения. Например, при совершенствовании системы технического 
зрения боевого модуля БТР для Вооруженных сил Украины необходимо 
внедрить систему распознавания целей и противника, которая работала бы в 
реальном времени с частотой следования видеокадров. 
Такие системы должны обрабатывать в реальном времени подвижные 
(телевизионные) изображения и распознавать препятствия, дорожные 
ситуации или цели. Поэтому в мире разрабатываются новые архитектуры для 
построения систем технического зрения рядом компаний, в том числе союзом 
Embedded Vision Alliance, в который входят AMD, Aldec, Lattice, Intel, Huawei 
и многие другие.  
Техническая проблема заключается в том, что существующие системы 
для решения задач распознавания препятствий и целей имеют большие 
аппаратные затраты, высокое энергопотребление, недостаточное 
быстродействие или недостаточно высокую вероятность правильного 
распознавания. Есть насущная необходимость в создании надежных систем 
автономного управления автомобилем и системах для распознавания целей для 
отечественных вооруженных комплексов, имеющих умеренную стоимость и 
обеспечивающих высокую надежность функционирования. Проблемой, 
требующей решения, является уменьшение аппаратных затрат, увеличение 
быстродействия и повышение вероятности распознавания объектов.  
Объектом исследования является процесс распознавания образов в 
изображениях. 
Предметом исследования являются алгоритмы для распознавания 
образов в изображениях и проектирование высокопроизводительных 
аппаратно-программных систем на базе ПЛИС для реализации этих 
алгоритмов.  
Цель работы: метод проектирования высокопроизводительных 
процессоров для распознавания графических образов в подвижных 
изображениях, которые конфигурируются в ПЛИС. 
Научная новизна заключается в следующем: 
Разработан метод проектирования параллельных вычислителей для 
распознавания образов на базе ПЛИС на основе усовершенствованного 
алгоритма преобразования характерных точек, который является 
инвариантным к масштабу (SIFT), который в отличие от известных методов, 
обеспечивает многократное уменьшение аппаратных затрат при 
возможности обработки видеопотока в реальном времени. 
Разработан алгоритм выделения признаков в движущемся 
изображении, таких как линии, края, пятна, который в отличие от 
аналогичных алгоритмов способен выделять и фильтровать признаки в 
изображении с широким динамическим диапазоном без использования 
блоков умножения в ПЛИС.  
Практическая ценность полученных в работе результатов 
заключается в том, что полученный метод проектирования параллельных 
вычислителей для распознавания образов на базе ПЛИС может быть 
использован для разработки систем содействия водителям, систем 
видеонаблюдения и наведения оружия с минимизированными аппаратными 
затратами, и низким энергопотреблением, для улучшения медицинских 
изображений и выделения в них характерных признаков, для построения 
систем технической диагностики. Разработана программная реализация 
системы распознавания образов может быть использована для обработки 
изображений в нереальном времени и для усовершенствования алгоритмов 
распознавания образов. Разработана библиотека модулей для обработки 
подвижных изображений может быть использована для построения как 
систем распознавания образов в подвижных изображениях, так и систем 
технического зрения общего типа.  
Связь работы с научными программами, планами, темами. 
Материалы работы используются в научно-исследовательской работе 
«Усовершенствованные методы и средства проектирования 
конфигурируемых компьютеров на основе отображения пространственного 
графа синхронных потоков данных в структуры на базе программируемых 
логических интегральных схем», № ДР.047U005087, шифр ФІОТ-30Т/2017, 
которая проводится в НТУУ “КПИ им. Игоря Сикорского“. 
Апробация работы. Основные положения и результаты работы были 
представлены и обсуждались на научных конференциях магистрантов и 
аспирантов «Прикладная математика и компьютинг» ПМК-2018 (Киев, 25-
27 марта 2018 р.), ПМК-2017 (Киев, 19-21 апреля 2017 р.), 38-й 
международной научной конференции „Электроника и нанотехнологии”, 
ELNANO-2018 (Киев, 24-26 апреля 2018 р.), на Всеукраинском конкурсе 
студенческих научных работ (Хмельницкий, 24 апреля 2018 р.), на 
международной научной конференции „Системный анализ и 
информационные технологии” SAIT-2018 (Киев, 21-24 мая 2018 р.) и на 
международной конференции International Conference on Security, Fault 
Tolerance, Intelligence, ICSFTI2018 (Киев, 10–12 мая 2018 р.) 
Структура и объем работы. Магистерская диссертация состоит из 
введения, четырёх глав и выводов. 
Во введении дана общая характеристика работы, осуществлена оценка 
современного состояния проблемы, обосновано актуальность направления 
исследований, сформулированы цель и задачи исследований, показаны 
научная новизна полученных результатов и практическая ценность работы, 
приведены ведомости об апробации результатов и их внедрение. 
В первой главе рассмотрены методы распознавания изображений, 
метод распознавания ключевых точек, инвариантный к масштабу и его 
основные этапы. 
Во второй главе рассмотрена разработка собственного алгоритма 
распознавания образов. 
В третьей главе рассмотрено исследование алгоритма распознавания 
образов по признакам возможности имплементации в ПЛИС. 
В четвертой главе наведена методика разработки устройства 
распознавания образов, которое имплементирует разработанный алгоритм. 
В выводах представлены результаты проведенной работы. 
Работа представлена на 103 листах, содержит ссылки на список 
использованных литературных источников.  
Ключевые слова: ПЛИС, техническое зрение, SIFT, Retinex. 
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СПИСОК СКОРОЧЕНЬ 
ADAS  – автоматизована система сприяння водіям автотранспорту 
CNN – сonvolutional neural net, згортувальна нейронна мережа  
GPU – graphical processing unit, графічний акселератор 
HDR –зображення із широким діапазоном яскравості 
RISC – система спрощених команд 
ROI – region of interest, область, що розглядається 
SIFT – Scale Invariant Feature Detection, масштабонезалежне детектування 
характерних точок  
ПЛІС – програмована логічна інтегральна схема 
ВСТУП 
Актуальність теми.  
У даний час у світі швидко розвивається напрямок автоматизованих 
систем сприяння водіям автотранспорту (Advanced Driver Assistance System – 
ADAS). Однією з найскладніших задач системи ADAS є вчасне розпізнавання 
перешкод та критичних ситуацій в дорожній обстановці. Аналогічна задача 
стоїть перед сучасними системами керування зброєю, які повинні розпізнавати 
цілі для ураження. Наприклад, при удосконаленні системи технічного зору 
бойового модуля БТР для Збройних сил України необхідно впровадити 
систему розпізнавання цілей та супротивника, яка б працювала у реальному 
часі з частотою слідування відеокадрів.  
Такі системи повинні обробляти у реальному часі рухомі (телевізійні) 
зображення та розпізнавати перешкоди, дорожні ситуації чи цілі. Тому у світі 
розробляються нові архітектури для побудови систем технічного зору рядом 
компаній, в тому числі спілкою Embedded Vision Alliance, в яку входять AMD, 
Aldec, Lattice, Intel, Huawei та багато інших.  
Tехнічна проблема полягає в тому, що існучі системи для розв’язання 
задач розпізнавання перешкод та цілей мають великі апаратні витрати, високе 
енергоспоживання, недостатню швидкодію чи недостатньо високу ймовірність 
правильного розпізнавання. Є нагальна потреба у створенні надійних систем 
автономного керування автомобілем та системах для розпізнавання цілей для 
вітчизняних збройних комплексів, які мають помірну вартість та забезпечують 
високу надійність функціонування. Проблемою, яка потребує вирішення, є 
зменшення апаратних витрат, збільшення швидкодії та підвищення ймовірності 
розпізнавання об’єктів.  
Об’єктом дослідження є процес розпізнавання образів у зображеннях. 
Предметом дослідження є алгоритми для розпізнавання образів у 
зображеннях та проектування високопродуктивних апаратно-програмних 
систем на базі ПЛІС для реалізації цих алгоритмів.  
Мета роботи: метод проектування високопродуктивних процесорів для 
розпізнавання графічних образів у рухомих зображеннях, які 
конфігуруються в ПЛІС. 
Наукова новизна полягає у наступному: 
Розроблено метод проектування паралельних обчислювачів для 
розпізнавання образів на базі ПЛІС на основі удосконаленого алгоритму 
перетворення характерних точок, який є інваріантним до масштабу (SIFT), 
який на відміну відомих методів, забезпечує багатократне зменшення 
апаратних витрат при можливості обробки відеопотоку у реальному часі.  
Розроблено алгоритм виділення ознак у рухомому зображенні, таких як 
лінії, краї, плями, який на відміну від аналогічних алгоритмів здатний 
виділяти та фільтрувати ознаки у зображенні з широким динамічним 
діапазоном без використання блоків множення у ПЛІС.  
Практична цінність отриманих в роботі результатів полягає в тому, 
що одержаний метод проектування паралельних обчислювачів для 
розпізнавання образів на базі ПЛІС може бути використаний для розробки 
систем допомоги водіям, систем відеоспостереження та наведення зброї з 
мінімізованими апаратними витратами, та низьким енергоспоживанням, для 
покращення медичних зображень і виділення в них характерних ознак, для 
побудови систем технічної діагностики. Розроблена програмна реалізація 
системи розпізнавання образів може бути використана для обробки 
зображень в нереальному часі та для удосконалення алгоритмів 
розпізнавання образів. Розроблена бібліотека модулів для обробки рухомих 
зображень може бути використана для побудови як систем розпізнавання 
образів у рухомих зображеннях, так і систем технічного зору загального 
типу.  
Зв'язок роботи з науковими програмами, планами, темами. 
Матеріали роботи використовуються у науково-дослідній роботі 
«Удосконалені методи та засоби проектування конфігурованих комп’ютерів 
на основі відображення просторового графу синхронних потоків даних у 
структури на базі програмованих логічних інтегральних схем», № 
ДР.047U005087, шифр ФІОТ-30Т/2017, яка проводиться у НТУУ “КПІ ім. 
Ігоря Сікорського. 
Апробація роботи. Основні положення і результати роботи були 
представлені та обговорювались на науковіх конференціях магістрантів та 
аспірантів «Прикладна математика та комп’ютинг» ПМК-2018 (Київ, 25-27 
березня 2018 р.), ПМК-2017 (Київ, 19-21 квітня 2017 р.), 38-й міжнародній 
науковій конференції „Електроніка та нанотехнології”, ELNANO-2018 (Київ, 
24-26 квітня 2018 р.), на Всеукраїнському конкурсі студентських наукових 
робіт (Хмельницький, 24 квітня 2018 р.), на міжнародній науковій 
конференції „Системний аналіз та інформаційні технології” SAIT-2018 
(Київ, 21-24 травня 2018 р.) та на міжнародній конференції International 
Conference on Security, Fault Tolerance, Intelligence, ICSFTI2018 (Київ, 10–12 
травня 2018 р.) 
Структура та обсяг роботи. Магістерська дисертація складається зі 
вступу, чотирьох розділів та висновків. 
У вступі подано загальну характеристику роботи, зроблено оцінку 
сучасного стану проблеми, обґрунтовано актуальність напрямку досліджень, 
сформульовано мету і задачі досліджень, показано наукову новизну 
отриманих результатів і практичну цінність роботи, наведено відомості про 
апробацію результатів і їхнє впровадження. 
У першому розділі розглянуто методи розпізнавання зображень, метод 
розпізнавання ключових точок, інваріантний до масштабу та його основні 
етапи. 
У другому розділі розглянуто розробку власного алгоритму 
розпізнавання образів. 
У третьому розділі розглянуто дослідження алгоритму розпізнавання 
образів за ознаками можливості імплементації у ПЛІС. 
У четвертому розділі наведена методика розробки пристрою 
розпізнавання образів, що імплементує розроблений алгоритм. 
У висновках представлені результати проведеної роботи. 
 
1. МЕТОДИ РОЗПІЗНАВАННЯ  ЗОБРАЖЕНЬ 
1.1  Основні положення розпізнавання зображень  
1.1.1 Види цифрової обробки зображень 
Цифрова обробка зображення — це обробка двовимірного представ-
лення просторового об’єкта чи сцени за допомогою послідовності математик-
них операцій з метою одержання бажаного результату з використанням тих чи 
інших комп’ютерних засобів.  
Покращення зображення означає таку його обробку, коли покращується 
його суб’єктивна якість або можливість розпізнавання об’єктів у зображенні. 
Це, наприклад, зменшення шуму, покращення контрасту, різкості, кольорова 
корекція.  
Реставрація зображення — це таке його покращення, яке використовує 
інформацію про процес виникнення деградації зображення і основане на 
побудові зворотного, інверсного процесу.    
Реконструкція зображення — це таке переформатування непрямих 
даних про нього таким чином, щоб одержати якісне зображення. Це наприклад, 
томографія.  
Аналіз зображення — це вилучення з нього певної інформації за 
допомогою комп’ютерних засобів. Результатом цього є деякі цифрові 
параметри зображення.  
Розпізнавання образів — це ідентифікація об’єктів у зображенні на 
основі множини образів, які визначені заздалегідь.  
Комп’ютерний зір — це обробка зображення на основі певної моделі 
створення зображення, яка приймає до уваги початкову трьохвимірну сцену та 
стереоскопічний ефект. Результатом такої обробки є певна інтерпретація 
вмісту сцени.  
Результати обробки зображення використовуються у відповідних 
галузях, які визначаються як наступні. 
Машинний зір — це використання обробки зображень як частини 
системи автоматизованого керування. При цьому зображення реєструються, 
аналізуються у реальному часі, а результати обробки використовуються 
безпосередньо для керування деяким пристроєм.  
Віддалене спостереження — це використання аналізу зображення для 
одержання даних на відстані. Це, наприклад, обробка супутникових знімків, 
даних з веб-камер. 
Обробка медичних зображень передбачає обробку зображень різної 
природи — рентгенівських, ультразвукових, ЯМР, інфрачервоних зображень. 
При цьому використовується реконструкція зображення з потоків даних від 
різноманітних датчиків.  
Ущільнення зображень та відеопотоків  — це компресія одиничних або 
множинних зображень для зменшення обсягів пам’яті для їхнього зберігання 
чи передавання через канали зв’язку. При цьому, як правило, зображення 
перетворюється у кодовану форму, яка за допомогою реконструкції може бути 
перетворена у зображення необхідної якості. 
Отже, методи розпізнавання зображень основані на процедурах 
покращення, реставрації, реконструкції, аналізу зображення та розпізнавання 
образів та використовуються у системах машинного зору, віддаленого 
спостереження,  обробки медичних зображень та глибокого ущільнення 
зображень.   
1.1.2 Методи розпізнавання образів 
Розпізнавання образів є складовою теорії машинного навчання (machine 
learning). Існує два підходи до навчання: індуктивне і дедуктивне.  
Індуктивне навчання, або навчання за прецедентами, засноване на 
виявленні загальних властивостей об’єктів на підставі емпіричної інформації. 
Дедуктивне навчання передбачає формалізацію знань експертів у вигляді 
експертних систем.  
Графічні об’єкти важко описати, щоби використати дедуктивне 
навчання. Тому у системах иехнічного зору використовується, в основному, 
індуктивне навчання.  
Прецедент — це об’єкт, приналежність якого до заданого класу 
визначена заздалегідь. Прецедентом можуть бути об’єкти, які розпізнані 
людиною, штучні зображення, тощо.  
Кожний образ об’єкту являє собою набір чисел, що описують його 
властивості і називаються ознаками (feature). Упорядкований набір ознак 
об’єкта називається вектором ознак (feature vector). Вектор ознак — це точка в 
просторі ознак (feature space).  
Класифікатор, або вирішальне правило (decision rule) — це функція, яка 
ставить у відповідність вектору ознак образу клас, до якого він належить.  
Задачу розпізнавання образів можна розділити на ряд підзадач.  
1. Генерування ознак (feature generation) — вимірювання або 
обчислення числових ознак, що характеризують об’єкт.  
2. Вибір ознак (feature selection) — визначення найбільш інформативних 
ознак для класифікації.  
3. Побудова класифікатора (classifier construction) — конструювання 
вирішального правила, на підставі якого здійснюється класифікація.  
4. Оцінка якості класифікації (classifier estimation) — обчислення 
показників правильності класифікації (точність, чутливість). 
Отже, алгоритм розпізнавання зображення має найбільш відповідальні 
етапи — генерування ознак, що характеризують об’єкт, та вибір ознак. Ці етапи 
є найбільш трудомісткими, тому що вони повинні проріджувати інформацію у 
зображенні від мегабайтів до кілобайтів. При цьому вилучені ознаки повинні 
ефективно характеризувати об’єкт, щоби забезпечити надійне розпізнавання у 
несприятливих умовах. Решта етапів виконуються, як правило, одноманітним 
чином у багатьох системах розпізнавання образів і тому не варті особливої 
уваги при дослідженні. 
В даний час, набули великого поширення методи розпізнавання 
графічних образів на основі штучних нейронних мереж та методи, які, 
основані на детектуванні характерних точок. Ці методи далі розглядаються 
детальніше. 
 
1.2 Розпізнавання образів у штучних нейронних мережах 
  
Штучні нейронні мережі були визнані потужним інструментом для 
вивчення та відтворення систем у різних областях застосування. Нейромережі 
нагадують поведінку мозку і складаються з одного або декількох шарів 
нейронів, зв'язаних між собою. Нейронні мережі мають можливість навчатись 
по вхідним даним. Навчальний процес досягається зміною архітектури 
(зв’язків) мереж та вагами з'єднань відповідно до даної інформації. Топологія 
мережі та пов'язані з нею ваги можуть бути отримані як з навчальних даних, 
так і від знань області застосування, або від комбінації цих двох.  
У деяких з широкомасштабних застосувань стандартні нейронні мережі в 
декількох областях розглядаються як чорні ящики. Це може бути перевагою, 
якщо користувач не спроможний створити функціональну структуру моделі, 
але це буде відчутним недоліком, якщо таку структуру можна знайти, 
наприклад, аналітично[4].  
Функціональні мережі[4] є альтернативою нейронним мережам, які 
можуть об'єднувати інформацію як з вхідних даних, так і з області 
застосування. Функціональні мережі вимагають знання області використання 
для отримання функціональних рівнянь і робити припущення щодо форми, яку 
повинні виконувати невідомі функції. З'ясовано, що функціональні рівняння 
значно зменшують ступінь свободи початкових нейронних функцій, що 
призводить до значних спрощень мережі.  
Для розпізнавання графічних образів набули поширення згортувальні 
нейронні мережі (сonvolutional neural net, CNN). За своєю суттю, вони 
належать до функціональних мереж. Вони мають блоки первинної та 
вторинної обробки. Перші блоки виконують згортку зображення з певним 
набором фільтрувальних ядер, результатом чого є ряд зображень, які 
побудовані з певних локальних ознак, таких  як краї, плями, кути. Другі блоки 
виконані, власне, як нейронна мережа, яка виконує остаточне розпізнавання 
образів. 
Особливий тип згортувальної нейронної мережі складають мережі для 
глибокого навчання (deep learning CNN). Така мережа складається з кількох 
шарів CNN, кожен наступний з яких виконує проріджування інформації та 
розпізнавання більш узагальнених образів. 
Для одержання одного піксела зображення, яке складається з локальних 
ознак, CNN повинна виконати від 100 до 100 тисяч арифметичних операцій. 
Крім того, кожен вузол нейронної мережі виконує сотні та тисячі 
арифметичних  операцій при обробці таких пікселів, які надходять до нього з 
сусідніх вузлів. Причому ці операції, як правило виконуються з плаваючою 
комою. Зважаючи на складність об’єктів, які розпізнаються, розміри зображень 
та необхідність виконувати розпізнавання у реальному часі, СNN для своєї 
реалізації потребує надвисоких обчислювальних витрат.  
Тому успішні сучасні проекти CNN для розпізнавання образів виконані, 
як правило, на базі великих систем, складених з високопродуктивних 
графічних акселераторів (GPU), сумарна продуктивність яких складає багато 
терафлопс. Типовим технічним рішенням є виконання CNN у хмарному 
сервері. 
Процес навчання CNN займає дуже багато часу, тому що для цього слід 
пред’явити на вхід CNN до сотен тисяч зображень. Але після такого навчання 
структура CNN є сталою, причому кількість міжз’єднань міх вузлами 
скорочується у сотні разів. Тому є технологія, за якою CNN після навчання на 
етапі практичного застосування виконується у іншій, спрощеній комп’ютерній 
системі.  
Останнім часом розвивається тенденція виконувати таку систему на базі 
ПЛІС. Але при цьому залишається проблема перекладання арифметичних 
операцій та коефіцієнтів настроювання з плаваючої коми на фіксовану кому. 
Крім того, при цьому майже неможливо організувати донавчання чи 
перенавчання такої мережі. 
 Блоки первинної обробки відносяться до області цифрової обробки 
сигналів. Тому їх часто виконують з фіксованою комою. Більш того, є 
тенденція цю частину CNN виконувати на замовлених кристалах. Наприклад, 
фірмою  Google розроблено і впроваджено кристал, який виконує згортку за 
допомогою 65 тис. блоків множення і дерева суматорів з 65 тис. входів і є 
частиною CNN.  
Отже, CNN показують великі досягнення у галузі розпізнавання 
графічних образів. Але вони потребують великих обсягів обчислень з 
плаваючою комою, що тягне за собою також великі габарити та велике 
енергоспоживання систем розпізнавання образів. Цей фактор значно обмежує 
області їх застосування і ефективність при їх виконанні в портативних 
пристроях та пристроях які виконують обробку рухомих зображень.  
 
1.3 Методи детектування характерних точок 
1.3.1 Особливості методів 
Підхід розпізнавання графічних образів шляхом виявлення ознак 
оснований на абстрагуванні інформації зображення у кожній його точці та 
прийнятті рішення, що в цій конкретній точці існує певна характерна ознака 
зображення. Таким чином, виявлені характеристики зображення подаються у 
формі з'єднаних областей, ізольованих точок та безперервних кривих. Далі, 
аналізуючи виявленні та сформовані характерні точки (дескриптори ознак, 
feature descriptors) та їх взаємне положення, система здатна розпізнавати 
образи, які мають аналогічні точки та їх положення.  
На відміну від CNN, тут розпізнавання образів виконується 
цілеспрямовано з використанням існуючих методів розпізнавання образів, 
основаних на розділенні простору образів на кластери та пошуку образу за 
дистанцією до центру кластеру. Оскільки дескриптори ознак приймають до 
уваги повороти та масштаб зображення, етап навчання виконується значно 
швидше. Крім того, при обчисленні та порівнянні дескрипторів не потрібно 
виконувати таких складних обчислень, як у вузлах нейронної мережі. 
Визначення характерних ознак 
Визначення характерних ознак змінюється відповідно до типу області 
застосування, властивостей зображення і тому не може бути пов'язане з точним 
або універсальним визначенням. Характерну ознаку зображення можна 
вважати певною функцією від локальної області зображення. Багато 
алгоритмів комп'ютерного зору використовує таку функцію як відправну 
точку, тому весь успіх цих алгоритмів залежить від того, наскільки вдало 
виконано детектор властивостей. Повторюваність знаходження ознаки — це 
необхідна властивість детектора ознак, який шукає схожість між між двома та 
більше різними зображеннями одного і того ж типу.  
Обробка з функцією характерної ознаки — це перша операція, що 
виконується над зображенням. При цьому кожен піксель перевіряється, чи 
приймає дана функція на ньому екстремальне значення, чи ні. Таким чином, 
таке детектування вважається операцією низького рівня в обробці зображень. 
Часто детектор властивостей не обробляє  все зображення, але лише 
певні регіони. У багатьох методах зображення з різними масштабами 
обробляється двовимірним фільтром нижніх частот з гаусовим ядром. І це є 
первинним етапом виконання функцій характерних ознак. Часто така функція 
обчислюється як похідна яскравості у околі данного піксела.  
Детектування властивості — це знаходження такого ключового піксела, 
який є центром локальної області, яка несе в собі ознаки цієї властивості.  
Після того, як детектор знайшов якусь властивість, таку саму властивість 
шукають у іншому зображенні таким самим детектором. Для цього беруть у 
ньому аналогічний регіон і шукають у ньому не тільки дану властивість, але й 
інші властивості, з якими вона зв’язана. Наприклад, якщо слід знайти таке 
сааме обличчя, то слід концентруватись на формі його овалу, положенні 
зіниць, кольорі волосся і т.п. Причому однойменні властивості у обох 
зображеннях повинні визначатись одноманітно. Тобто, властивість повинна 
бути описана деяким стандартним чином, а процесс такого опису називається 
описом властивостей (feature description). 
 
1.3.2. Типи властивостей зображення.  
Визначення властивостей зображення етапом первинної обробки  
різноманітних алгоритмах машинного зору. За повторюваністю, 
обчислювальною складністю та типами таких властивостей методи визначення 
властивостей значно відрізняються. Але є сталим для більшості методів 
знаходження таких властивостей, як край, кут, пляма, гребінь. 
Точки на межі між двома областями зображень називаються краями. Краї 
мають певну локальну структуру. Найчастіше краями називають набір точок з 
великою величиною градієнта на зображенні. 
Краї часто переходять один в одний через точку кута (corner, interest  
point). У перших алгоритмах кут визначається в момент, коли під час 
слідування за краєм він різко змінює напрямок. Пізніше були розроблені 
алгоритми, в яких кут визначався за градієнтами та їх власними векторами. 
Власне, інтересною точкою (interest  point) називається кут, який ззовні не 
виглядає як кут, а як викривлена пляма, яка знайдена за методом власних 
векторів. 
 Плямою (blob) є не тільки розмита точка, але й невелика область з 
певною локальною структурою (region of interest, ROI). Пляма може бути і 
кутом, але розмитий кут може бути не розпізнаний як кут, зате здетектований 
як пляма. 
Гребінь (ridge) — це назва для витягнутих об’єктів.  Часто такий оєєкт 
має вісь симетрії. Дорога на аерознімку, кровоносна судина у медичному 
зображенні є найбільш поширеними прикладами гребнів. 
 
1.3.3. Огляд методів пошуку властивостей зображення  
1.3.3.1. Метод  DSIFT  
Метод  DSIFT (Dense  Scale  Invariant  Feature  Transform, уточнений 
SIFT) запропонований у 2006 р. Це — більш ретельно розроблена версія SIFT. 
При цьому дескриптори не здатні відображати властивість з різним масштабом 
та поворотом, за рахунок чого вони стали оброблятись значно швидше. [5].    
 
1.3.3.2 Метод HOG  
Метод HOG  (Histogram  of  Oriented  Gradients — гістограма градієнтів)  
було запропоновано у 2005 р. Цей метод був адаптований на розпізнавання 
пішоходів, тварин і автомобілів на статичних зображеннях[6].  За методом, 
спочатку зображення розділяється на невеликі квадратні комірки, у яких 
розраховуються градієнти і їх розподіл. Дескриптор характерної точки 
представляє собою набір розподілів градієнтів, які нормалізовані функцією, 
яка характерна для певного об’єкту.  
 
1.3.3.3 Метод  SURF  
Метод SURF  ( Speeded  up  Robust  Features — метод прискореного 
пошуку властивостей) описано вперше у 2006 р.. Він, як і метод SIFT, 
оснований на детектуванні локальних властивостей, але є швидкішим і 
використовує алгоритм, який захищає від похибок.  При цьому замість 
складних обчислень застосовуються перетворення Хаара і вейвлет-функції, 
цілочисельна апроксимація функцій, які обчислювались з плаваючою комою. 
Алгоритм запатентовано у США[7].  
 
1.3.3.4 Метод  BRIEF  
Метод BRIEF (Binary  Robust  Independent  Elementary Features — метод 
елементарних незалежних ознак, які є бінарними і стійкими) запропоновано  у 
2010 р.. Метод оснований на виборці шаблонів, які складаються з 128,  256 або  
512  порівнянь точок зображення, які вибрані випадково за гаусовим 
розподілом з околу характерної точки. Кілька дескрипторів об’єднуються у 
деревовидну структуру, яка описує шуканий образ. За своєю ефективністю 
розпізнавання, метод наближається до SIFT, але він чутливий до повороту [8].   
 
 1.3.3.5 Метод  ORB  
Метод  ORB (Oriented FAST and Rotated BRIEF — удосконалений метод 
BRIEF з урахуванням повороту і з використанням орієнтованого детектора 
FAST) запропоновано у 2011 р. і використовується у комп’ютерному зорі. За 
методом, визначається центр ваги знайденої характерної точки і визначається 
напрямок на цей центр, який є частиною дескриптора.  Метод є швидкою і 
ефективною альтернативою методу SIFT.  [9].  
 
  1.3.3.6 Метод BRISK  
Цей метод (Binary  Robust  Invariant  Scalable  Keypoints — масштабовані 
ключові точки, які є стійкими і бінарними) запропоновано у 2011 р. У ньому 
визначається бінарний образ розмитих плям, які розкидані навколо характерної 
точки. Потім такі точки групуються у пари, для яких розраховується дистанція 
і градієнт. Причому розрізняються близько- та далеко розташовані пари. На їх 
основі розраховується орієнтація образу. Бінарний дескриптор розраховується 
з урахуванням орієнтації близько розташованих пар. Власне BRISK — це  512-
розрядний бінарний дескриптор, який розрахований через гаусове 
розподілення пік селів навколо ключової точки. Завдяки такому спрощенню, 
розпізнавання прискорюється у рази [10].  
 
 1.3.3.7 Метод  FREAK  
Метод  FREAK (Fast Retina Key point —  швидке обчислення ключових 
точок за принципом як у сітківці ока) запропоновано у 2012 р. Цей метод 
також побудовано на основі бінарного дескриптора. На відміну від BRISK, тут 
удосконалено вибір пар ключових точок і пошук образів.  При цьому 
дескриптор розраховується з урахуванням закономірностей функціонування 
сітківки ока. При цьому точки, які приймають участь у обчисленні гаусового 
розподілу, не є розподіленими рівномірно, а концентруються навколо 
характерної точки. Застосування оригінального алгоритму порівняння пар 
точок дає змогу на порядок прискорити розпізнавання. [11].  
1.3.4. Вибір алгоритму розпізнавання образів 
Серед розглянутих методів характерних точок метод SIFT є 
найстарішим, але й найнадійнішим через те, що він забезпечує розпізнавання у 
поганих умовах освітлення, при повернених зображеннях зі зміненим 
масштабом. Цей метод є перспективним для реалізації у ПЛІС, але при цьому 
він потребує модернізації. Він відповідає умовам ефективного генерування та 
вибору ознак. Тому  алгоритм SIFT далі  розглядається детально. 
 
1.4 Метод визначення характерних точок інваріантний до масштабу  
1.4.1 Етапи методу 
Метод визначення характерних точок інваріантний до масштабу (Scale 
Invariant Feature Detection (SIFT)) має 4 етапи: 
1. Детектування екстремальних точок. Зображення представляється у 
кількох масштабах і у ньому знаходяться точки локального максимуму та 
мінімуму. 
2. Локалізація ключових точок. Серед екстремальних точок вибираються 
стабільні точки. 
3. Визначення напрямку. Для кожної ключової точки визначаються 
вектори напрямку градієнту яскравості у їх околі. Отже, у ключових точок є 
параметри координат, орієнтації, масштабу, які є інваріантними до перетворень 
зображення. 
 4. Формування дескрипторів ключових точок. Вимірюються градієнти 
навколо ключової точки у масштабі ключової точки. Градієнти перетворюються 
у представлення зображення, яке є інваріантним до масштабу і власне, 
називається  Scale Invariant Feature Transform (SIFT).  
В результаті характерна точка представляється багатовимірним тегом 
(близько сотні координат), який представляє її у великому діапазоні координат 
та масштабів. Але таких точок значно менше, ніж пікселів: для зображення 
500x500 пікселів знаходяться близько 2000 стабільних точок (хоча їх число 
залежить від сцени). Характерні точки зручно використовувати для надійного 
розпізнавання образів. Наприклад, для ідентифікації невеликого об’єкта досить 
розпізнати 3 сусідні точки.  Такі множини точок можна зберігати у базі даних 
образів.  
Для розпізнавання образу у новому зображенні воно перетворюється у 
множину характерних точок. Потім характерні точки об’єкта, який шукається, 
порівнюють з точками у зображенні через обчисленням евклідової дистанції [4].  
 
1.4.2 Детектування екстремальних точок. 
1.4.2.1 Формування піраміди розмитих зображень 
В роботі [4] показано, що фільтрація з гаусовим ядром є перетворенням, 
яке інваріантним до зміни масштабу. Тому зображення І(x, y) у просторі різних 
масштабів представляється як функція L(x, y, σ), яка є згорткою зображення з 
гаусовою функцією G(x,y,σ): 
L(x, y, σ) = G(x, y, σ) * I(x, y),        (1) 
де * — оператор згортки,   масштаб,   
G(x, y, σ)  =  e(x2+y2)/22       (2) 
У результаті такої фільтрації зображення стає розмитим, причому ступінь 
розмиття пропорційна масштабу σ.  
Щоби протіше детектувати стабільні характерні точки, у роботі [7] 
запропоновано ці точки знаходити як екстремуми функції різниці гаусових 
функцій D(x, y, σ). Ця функція розраховується як різниця сусідніх зображень, 
які оброблені гаусовими ядрами, масштаби яких відрізняються у k разів:  
D(x, y, σ) = (G(x, y, kσ) − G(x, y, σ)) * I(x, y) = L(x, y, kσ) − L(x, y, σ). (3) 
Крім того, різницева гаусова функція є близькою апроксимацією 
нормалізованої функції Лапласа σ2∇2G. У роботі [8] показано, що максимум та 
мінімум функції  σ2∇2G дають найбільш стабільні характерні точки у 
порівнянні з іншими функціями, такими як градієнт, функція Хессіана або 
Харріса. Тому G(x, y, kσ) − G(x, y, σ) ≈ (k − 1)σ2∇  2G.    (4) 
Множник  (k − 1) – постійний для ряду масштабів і тому не впливає на 
положення екстремуму.  
На практиці встановлено, що така апроксимація не впливає на 
стабільність точок, якщо різниця у сусідніх масштабах дорівнює k= 2. 
Вхідне зображення фільтрується з гаусовим ядром, в результаті чого 
формується стос (піраміда) зображень з різними масштабами, які відрізняються 
один від одного у  k разів. Причому увесь стос ділиться на октави, масштаби 
яких відрізняються у 2 рази. Тоді у октаві з меншим масштабом можна 
зберігати зображення, які мають розміри удвічі менші.   
Тоді у межах октави виділяються s масштабів, так що k = 21/s. Усього у 
межах октави формуються s + 3 зображень. Між сусідніми зображеннями 
виконується віднімання з одержанням різницевого зображення D(x, y, σ). І 
таких зображень утворюється  s + 2 штук. На рисунку 1.1 показано 
згладжування зображень та формування октав за [4]. 
  
 




1.4.2.2 Знаходження локальних екстремумів 
Такий екстремум знаходиться при порівнянні даного піксела  D у точці 
(x,y,σ) з пікселами у 9+9+8 сусідніх точках (x1, y1, σ/k),…, (x1, y1, σ),…, 
(x+1, y+1, σk). Отже, знаходиться мінімум та максимум у кубі зі стороною 3.  
Можливі екстремальні випадки. Наприклад, у білої плями на чорному 
фоні виявиться екстремальна точка у шарі з максимальним масштабом. У 
видовженого еліпса знайдуться дві такі точки. Отже, при видовженні кола до 
еліпса у певний момент одна точка розділиться на дві, між якими буде мала 
відстань і які будуть нестійкими. Тоді такі точки можна знайти, вибравши 
оптимально октаву зображень. 
Але піки, які є занадто малими, відкидаються, тому що вони сформовані 
сигналом з шумами. 
 
 
1.4.2.3 Знаходження відстані між пікселами 
Так само, як було вибрано відстань між пікселами між шарами у октаві, 
вибирається відстань між пікселами у шарі зображення відносно його розмиття 
σ. Таке розмиття впливає на відстань між найближчими характерними точками 
та їх стабільність.  
На практиці встановлено, що оптимальне значення розмиття дорівнює 
σ = 1.6. Отже, якщо зображення попередньо розмити, то екстремальні точки 
знаходяться краще. Але при цьому з зображення викидаються різкі переходи, 
тобто високочастотні складові сигналу. Тому, щоби повністю використати 
інформацію у зображенні, його бажано перед аналізом збільшити за допомогою 
інтерполяції. Автор методу збільшує зображення удвічі за допомогою лінійної 
інтерполяції. 
Передбачається, що початкове зображення має розмиття 
принаймні  σ = 0.5 (мінімальне значення, яке забезпечує децимацію без 
перекручень), тому збільшене зображення має розмиття σ = 1.0 відносно свого 
нового розміщення пікселів. Тому перед утворенням першої октави зображення 
потрібне додаткове розмиття. Подвоєння розмірів зображення збільшує число 
стабільних характерних точок принаймні у 4 рази. Подальше збільшення 
зображення не дає позитивного ефекту.  
  
1.4.3. Локалізація ключових точок 
1.4.3.1 Уточнення координат ключової точки 
Локалізація знайдених ключових точок дає змогу як уточнити їх 
координати, так і відкинути ненадійні точки. Такі ненадійні точки мають 
невеликий локальний контраст і тому вони чутливі до шумів, або належать до 
якоїсь крайової лінії. Для інтерполяції координат точки максимуму у роботі [9] 
запропоновано використати урізаний ряд Тейлора до функції  D(x, y, σ), щоби 
обчислити координати:  















Δ;  (5) 
 = (x – xi, y – yi, σ – σi)T 
 
де похідні обчислюються для вектора x =  . Тоді власне екстремум xˆ,  визнача-
ється за допомогою цих похідних відносно х , які прирівнюються нулю. При 
цьому на основі точки x = (x, y, σ ) та її сусідів складається система рівнянь, яка 
вирішується зі знаходженням зміщення xˆ від x. 
Якщо зміщення xˆ є  більшим за 0.5 по будь-якій координаті, то це означає, 
що екстремум є ближчим до сусідньої точки, ніж до даної. Тоді до розгляду 
береться нова точка, на яку показує зміщення xˆ.   
Остаточне зміщення xˆ додається до координат точки x = (x, y, σ ) і так 
одержуються уточненні координати екстремуму. Значення функції D( xˆ) є 
зручним для відкидання нестабільних екстремальних точок, тому що воно 
характеризує локальний контраст. Ця функція обчислюється як 








xˆ;    (6) 
Експериментально встановлено, що точки, у яких значення | D( xˆ)  | < 0,03, 
слід відкинути як нехарактерні.  
 
1.4.3.2 Відкидання точок на краях 
Функція D(x, y) є чутливою до країв зображення. Причому кривизна 
функції велика, якщо рухатись перпендикулярно краю і мала – якщо вздовж. 





Dxx     Dxy
Dxy     Dyy
        (7) 
В ній похідні визначаються як різниця сусідніх пікселів. Власні значення 
матриці Н пропорціональні кривизні функції D(x, y) вздовж осей. Автор методу 
запозичив спосіб визначення кривизни з методу Гарріса [12]. У ньому не треба 
розраховувати власні значення, а лише їх відношення. Нехай α – більше власне 
значення, а β – менше. Тоді суму власних значень визначають з траси матриці Н, 
а їх добуток – з детермінанту: 
Tr(H) = Dxx + Dyy = α + β,        (8) 
Det(H) = DxxDyy − (Dxy)2 = αβ.      (9) 
Якщо раптом детермінант обчислився як негативний, то це значить, що 
кривизна по осях має різні знаки, так що дана точка не є екстремумом і 
відкидається. 




αβ   = 
(rα + β)2
rβ2  = 
(r + 1)2
r      (10) 
 
залежить лише від відношення власних значень, а не від їх величин. 
Значення  (r + 1)2/r  досягає мінімуму, якщо обидва власних значення однакові 
і зростає при зростанні r. Тому, щоби перевірити, що відношення кривизни по 




r .       (11) 
Цю формулу легко обчислити, тобто, для перевірки однієї точки потрібно 
лише 20 операцій. В експериментах було застосовано r = 10, тобто, відкидались 




1.4.3.3 Визначення напрямку 
Для кожної ключової точки визначається напрямок градієнту. Завдяки 
напрямку, дескриптор ключової точки стає незалежним від повороту зобра-
ження. Отже, на попередніх етапах було знайдено характерні точки x = (x, y, σ 
). Для такої точки вибирається шар зображення L, у якого масштаб σ є 
найближчим до масштабу точки x. Тоді для цієї точки та точок у її околі у шарі 
L, тобто, до точки L(x, y), розраховується амплітуда m(x, y) та напрямок (кут) 
θ(x, y) градієнту, використовуючи різниці сусідніх пікселів: 
m(x,y) = (L(x+1,y) – L(x–1,y))2 + (L(x,y+1) – L(x,y–1))2;  (12) 
(x,y) = tan–1 (L(x,y+1) – L(x,y–1))/(L(x+1,y) – L(x–1,y)). 
 
Отже, для точки x = (x, y, σ) розраховується матриця градієнтів та кутів у 
її околі. Наприклад, у околі 8х8 знаходяться 64 градієнти та кути, як на рисунку 
1.2. 
                      
Рисунок.1.2. – Матриця градієнтів та кутів у околі характерної точки 
  
Розраховується гістограма розподілення напрямків по кутах для матриці 









    
  
Рисунок. 1.3. Гістограма розподілення напрямків по кутах 
  
При цьому до стовпчика гістограми, який відповідає певній множині 
кутів (сектору) додається величина градієнту, яка помножена на зважуючий 
коефіцієнт. Цей коефіцієнт тим менший, чим далі піксел від характерної точки. 




Такою функцією є функція Гауса з величиною масштабу 1,5σ, де σ-масштаб 
характерної точки. 
Пік у гістограмі відповідає домінуючому напрямку локального градієнту. 
Якщо є ще піки, які не нижчі за 80% від основного піка, то  створюється нова 
характерна точка з такими самими координатами, але з іншим напрямком. У 
реальному зображенні можливо до 15% точок, які мають однакові координати, 
але різні напрямки. Наявність таких точок суттєво впливає на стабільність 
розпізнавання. 
Остаточний кут напрямку розраховується квадратичною інтерполяцією 




1.4.4 Формування дескрипторів ключових точок. 
1.4.4.1 Дескриптор ключової точки  
У попередніх обчисленнях були розраховані координати, масштаб та 
напрямок для кожної характерної точки. Ці параметри характеризують 
параметри деякого локального регіону, який є інваріантним до цих параметрів.  
Наступним кроком є розрахунок дескриптору для цього регіону, який є 
визначальним, але й інваріантним до можливих варіацій, таких як зміна 
освітленості чи точки зору, тобто, повороту об’єкта. 
Очевидний підхід – це  проаналізувати локальну яскравість навколо такої 
ключової точки при відповідному масштабі і виконувати розпізнавання з 
використанням нормалізованої кореляційної функції від яскравості. Але 
звичайна кореляція сильно чутлива до змін у зображенні, які викликають 
невідповідність координат пікселів у порівнюваних зображеннях, тобто, до 
афінних перекручень чи нежорстких деформацій зображення об’єкта.  
Кращий підхід було запропоновано у роботі [13]. Підхід основано на 
біологічній моделі зору, а саме, на моделі складних нейронів у первинній 
зоровій корі мозку. Такі нейрони реагують на градієнт яскравості у певних 
напрямках та з певною просторовою частотою. Але положення градієнту у корі 
може переміщуватись у невеликих рамках та не визначається точно. Вчені 
запропонували гіпотезу, що функція цих нейронів – дати можливість порівняти 
та розпізнати 3-вимірні об’єкти, які розглядаються з кількох точок зору. Вони 
виконали ряд експериментів з 3-вимірними комп’ютерними моделями об’єктів, 
які показали, що порівнюються градієнти, які можуть переміщуватись, і це дає 
кращі результати по розпізнаванню при 3-вимірному повороті об’єкту.  
1.4.4.2 Представлення дескрипторів 
Для розрахунку дескрипторів береться окіл характерної точки, розбитий 
на квадрати, як на рисунку 1.2 зліва. У даному випадку – це 4 квадрати 4х4. 
Хоча експериментально доведено, що найкраще розпізнавання відбувається для 
розбиття околу на 16 квадратів 4х4.  
В межах квадратів обчислюється гістограма напрямків з 8 стовпчиків. 
Вона і є шуканим дескриптором. При цьому амплітуда пікселів зважується 
функцією Гауса з центром у характерній точці, щоби віддалені піксели грали 
меншу роль у формуванні дескриптора. Величина розмиття  цієї функції 
вибирається як половина ширини вікна дескриптора.  
Для того, щоби дескриптор був інваріантним до орієнтації, координати 
дескриптора (центру квадрату) та напрямки градієнтів повертаються на кут, 
визначений основним кутом характерної точки. Після цього координати 
дескриптора не співпадають з сіткою положень пікселів. Для точнішого 
обчислення гістограми довжини векторів, які приймають участь у формуванні 
гістограми, помножують на 1d, де d  зміщення піксела у результаті уточнення 
координат дескриптора.   
Оскільки градієнти пікселів приймають участь у розрахунках багатьох 
характерних точок, то вони розраховуються заздалегідь для усіх пікселів шарів 
зображення. Такі градієнти пікселів показані як маленькі стрілочки на рисунку 
1.4.  
У даному прикладі одержується 4 дескриптори. Справа на рисунку 1.4 
показане умовне зображення дескрипторів.   
 
Рисунок.1.4. Формування дескрипторів ключової точки 
  
Координати дескрипторів формують вектор ознак характерної точки. У 
даному прикладі – це вектор з 2x2х8 = 32 чисел. У експериментах за методом, 
коли були одержані найкращі результати, використовувались вектори 
довжиною 4x4x8 = 128. При формуванні вектору дескрипторів першими у 
ньому ставлять напрямок, як більше змінювану координату, а потім -
  просторові координати. 
У кінці формування вектору ознак він нормалізується відносно 
розподілення градієнтів. Власне, дескриптор є інваріантним до величини 
освітленості, оскільки середня освітленість віднімається при обчисленні 
градієнтів. Але контраст має значення. Для правильного розпізнавання 
важливіше розподілення градієнтів по напрямках, ніж величина градієнту. Бо 
великі градієнти, тобто контрастні ділянки шкодять розпізнаванню. Для їх 
зменшення довжину векторів градієнту урізають на позначці 0,2 (максимальна 
яскравість = 1) і після цього усі дескриптори нормалізують до максимуму, що 
дорівнює 1,0. Тут величина 0,2 визначена дослідним шляхом.   
Отже, кожна характерна точка має координати у кадрі, вектор загального 
напрямку градієнту та вектор дескрипторів, який характеризує картину 
яскравостей у околі цієї точки.  
 
1.4.5 Розпізнавання образів 
1.4.5.1 Процедура розпізнавання 
Розпізнавання образів у зображенні, яке оброблене за вищеописаним 
алгоритмом, полягає у розгляданні кожної ключової точки та порівнянні її з 
аналогічними точками з бази даних. База даних складається з описів точок, які 
були вилучені з навчальних зображень. Багато з таких порівнянь буде 
некоректним, бо властивості точки є неоднозначними та можливі шуми у 
зображенні. Тому у зображенні виділяють кластери принаймні з 3-х точок і тоді 
порівнюють такі кластери, бо вони у своєму взаємному розположенні мають 
більшу ймовірність мати відношення до об’єкту ніж окремі точки. Тоді 
порівнюються кластери, виконуючи певні геометричні корекції.  
 
1.4.5.2 Порівняння ключових точок 
Найкращий кандидат за співпадіннями серед точок у тренувальних 
зображеннях це той, який є найближчим. Найближчою вважається точка, яка 
має мінімальну евклідову відстань до точки, яка розглядається, якщо 
порівнюють вектори дескрипторів цих точок. 
Але прийняття рішення про співпадіння не є надійним, бо тренувальне 
зображення може не мати відношення до зображення, що розглядається. Тут 
важливим є взаємне розположення сусідніх точок.  Тому відстань між даними 
точками та відстань між точками – найближчими сусідами має більше значення. 
Якщо маємо неправильне співпадіння, то ймовірно не відбудеться співпадіння 
між точками, які знаходяться на певній відстані від точок, які співпали.  
Отже, співпадіння образів можна зарахувати, якщо співпадуть принаймні 
дві сусідні характерні точки.  
У практиці авторів методу, якщо відстань між векторами дескрипторів 
більша за 0,8, то вважається, що точки не співпадають і це вірно у 90% 
випадків, а у 5% випадків ці точки насправді співпадають. 
 
1.4.5.3  Індексація ефективних сусідніх точок  
Алгоритм повного перебору є кращим алгоритмом, який забезпечує 
точну ідентифікацію сусідніх точок. Є алгоритми пошуку, такі як k-d-дерева 
Фрідмана, але останній забезпечує прискорення пошуку лише коли розмірність 
вектора менше за 10. А в даному випадку – розмірність 128. 
Тому використали алгоритм наближеного пошуку – краща координата 
вибирається першою (Best-Bin-First (BBF)) [14]. Це наближений алгоритм у 
сенсі, що він знаходить найближчого сусіда з великою ймовірністю. Алгоритм 
BBF використовує модифіковане упорядкування для алгоритму k-d-дерева, так 
що координати у просторі ознак шукаються у порядку, збільшення відстані від 
точки, з якою виконується порівняння. Такий пріоритетний пошук було 
перевірено і удосконалено у роботі [15].  
Такий порядок пошуку вимагає використання динамічної черги 
пріоритетів для ефективного визначення порядку пошуку. Наближений 
результат пошуку може бути одержаний швидко, завдяки перериванню 
подальшого пошуку після того, як було порівняно та перевірено певну 
кількість точок. У експериментах таке переривання виконувалось після 
перевірки 200 найближчих кандидатів. Для бази даних з 100000 характерних 
точок це забезпечує пришвидшення на два порядки у порівнянні з точним 
методом при втраті менше 5% кандидатів, які були б знайдені точним методом. 
Крім того, алгоритм BBF використовується тому, що приймаються до уваги 
співпадіння, в яких відстань до найближчого кандидата менша за 0,8 від 
величини відстані до наступного найближчого кандидата. Тому при таких 
умовах шукати точне співпадіння у складних випадках, коли багато сусідів 
мають майже однакові відстані. 
 
1.4.5.4  Кластеризація з перетворенням Хафа 
При розпізнаванні невеликих об’єктів, на які припадає багато 
характерних точок, їх кількість слід мінімізувати, щоб прискорити їх пошук. На 
практиці було встановлено, що кількість таких точок достатньо довести до 3-х. 
Типове зображення має 2000 чи більше характерних точок, які належать як 
окремим об’єктам, так і фоновим зображенням. Причому слід правильно 
ідентифікувати 1% характерних точок, що відповідають шуканому об’єкту, на 
фоні 99% інших точок. 
Відомі такі надійні методи пошуку співпадіння, як RANSAC та  метод 
найменшої медіани квадратів (Least Median of Squares). Але вони дають погані 
результати, коли кількість точок, які ідентифікуються, суттєво менша за 50%. 
Значно кращі результати дають методи кластеризації ознак у просторі за 
допомогою перетворення Хафа.  
За допомогою перетворення Хафа визначаються кластери ознак, які 
мають суттєву інтерпретацію. При цьому ці ознаки, які беруться з різних 
положень об’єкта, дають внесок у одержання узагальненої ознаки. Такі 
узагальнені ознаки дають більшу ймовірність правильного розпізнавання.  
Кожна зі знайдених ключових точок має 4 параметри: координати у 
двовимірному просторі, масштаб , напрямок градієнту. За допомогою 
перетворення Хафа формується передбачена модель положення, орієнтації і 
масштабу з кількох гіпотез співпадіння.  Така передбачена модель має великий 
діапазон помилок, тому що перетворення, виконане до цих 4 параметрів, є 
лише апроксимацією до реального об’єкта, який розміщається у 6-вимірному 
просторі (він сам 3-вимірний та його повороти).  
При перетворенні Хафа, кожен параметр представляється масивом 
комірок, які відповідають конкретним грубо дискретизованим значенням 
параметра. Щоби уникнути проблеми з крайовими ефектами при дискретизації 
параметрів, кожна точка при перетворенні дає внесок у 2 найближчих 
можливих значення параметру, тобто, у 2 сусідні комірки. Для перетворення 
використовуються масиви, у яких сусідні комірки відрізняються на кут 
повороту 30, коефіцієнт масштабу – 2,  та коефіцієнт 0,25 для максимального 
розміру зображення для тренування. 
Наприклад, нехай характерна точка тренувального об’єкту має кут 20, 
 = 2,42, то при її урахуванні 1 додається до комірок 0-30, 30-60,  = 1,  = 
2.   
Як результат, масив комірок після десятків та сотень кроків урахування 
тестових точок представляє собою діаграму розподілення параметрів. При 
цьому багато комірок масивів залишаються пустими. Задля економії пам’яті 
пропонується масив представити як хеш-таблицю.  
 
1.5. Висновки до першого розділу 
Проаналізувавши поширені методи розпізнавання графічних образів, 
можна зробити наступні попередні висновки. 
Поширені методи, які основані на нейронній мережі, вимагають 
надмірних обсягів математичних обчислень з плаваючою комою і тому вони 
мало підходять для реалізації у ПЛІС. 
Методи, які основані на пошуку характерних точок і роботі з їхніми 
дескрипторами є ефективними та дають змогу своєї реалізації у 
обчислювальних системах з помірною продуктивністю. Багато з цих методів 
працюють з цілими і навіть з бітовими даними, завдяки чому вони при 
апаратній реалізації вимагають у кілька разів менші апаратні витрати і тому є 
кращими кандидатами на реалізацію у ПЛІС. 
Серед розглянутих методів характерних точок метод SIFT є 
найстарішим, але й найнадійнішим через те, що він забезпечує розпізнавання у 
поганих умовах освітлення, при повернених зображеннях зі зміненим 
масштабом. Цей метод є перспективним для реалізації у ПЛІС, але при цьому 
він потребує модернізації. Зокрема, слід спростити знаходження характерних 
точок, формування та обробку їх дескрипторів. 
2.РОЗРОБКА АЛГОРИТМУ РОЗПІЗНАВАННЯ ОБРАЗІВ У 
ЗОБРАЖЕННЯХ 
Метод SIFT потребує модернізації тому що у ньому ускладнене 
знаходження ключових точок, формування та обробка їх дескрипторів. Для 
вирішення цієї задачі пропонується застосувати метод ущільнення зображень 
Retinex. Пропонується використати побічний ефект методу, який полягає у 
можливості розпізнавання контурів зображень. Цей метод дозволяє скоротити 
обчислення даних з плаваючою комою та замінити вирішення складних систем 
рівнянь на множення елементів матриць пікселів.  
Здебільшого при простій обробці зображень використають згортку 
зображення з матрицями 3х3 пікселя. У методах CNN використовують значно 
більші матриці аж до розмірів 256х256. У даній роботі розглядаються матриці 
розміром 5х5 як баланс між простотою обчислень та надійністю розпізнавання. 
Однак розроблений метод придатний для роботи і з більшими матрицями. 
 
2.1 Ущільнення зображення за методом Retinex 
Ущільнення динамічного діапазону HDR-сигналу без втрати 
інформативності сцен зображення як в освітлених, так і затемнених місцях 
виконують за методом Retinex, який оснований на представленні освітленості 
I(x, y)  у пікселі (x, y) як добутку 
I(x, y) = L(x, y)×R(x, y),       (13) 
де L(x, y) — освітленність, R(x,y) — віддзеркалена яскравість об'єкта [20]. 
Згідно з цим методом, зображення I(x,y) розкладається певним чином на 
компоненти L(x, y) та R(x, y). Потім компонент L(x,y) обробляється зі 
стисканням динамічного діапазону, а в компоненті R(x,y) покращується 
контрастість. Оброблені компоненти зображення перемножуються, щоб 
отримати стиснене зображення I’(x,y). 
Компоненти яскравості добуваються за допомогою функції визначення 
освітленості F(I) 
L(x,y) = F(I);      R(x,y) = I(x,y) / F(I);  
L’(x,y) = G(L(x,y));    R’(x,y) = b(R(x,y)); (1) 
 I’(x,y) = L’(x,y)×R’(x,y).       (14) 
Тут функції ущільнення та покращення контрасту є наступними [21] 
(y) = KMo(y / KM) (1+ y/KM); y) = (1 + eblog y)1 + 0.5,  (15) 
де KM, KMo — динамічні діапазони вхідного та вихідного синалів, g, b — 
настроювані коефіцієнти.  
 
Рисунок. 2.1 схема  роботи алгоритму ущільнення Retinex 
 
Функція освітленості F(I) для збереження правильної передачі країв 
зображення часто реалізується як білінійний фільтр, який обчислюється за 
формулою  
 
F(I(x0,y0)) =  

 
 W I(x,y)f(I(x,y)  I(x0,y0))   
 
 
 f(I(x,y)  I(x0,y0))      (16) 
де W — окіл піксела діаметром п’ять і більше пікселів з координатами 
центру (x0, y0), (x, y) Î W; WW — ядро двовимірного фільтра низьких частот; f 
— функція, яка досягає максимуму, якщо різниця яскравостей в W та в пікселі 
I(x0, y0) є мінімальною; вираз у знаменнику є нормуючою функцією для 
яскравості. Білатеральний фільтр діє так, що якщо зображення має невеликі 
зміни у околі W, воно сильно згладжується, а якщо є різка зміна яскравості, то 
вона одержує незначну фільтрацію, тому що відповідні відліки ядра фільтра 
WW помножується на функцію f [22]. 
Білатеральний фільтр (16) є важким у обчисленнях. У даній роботі 
пропонується замінити його на адаптивний фільтр, який також зберігає краї 
зображення і додатково видає інформацію про його характерні ознаки.  
 
2.2 Адаптивний фільтр для HDR-зображення 
Структура адаптивного фільтра показана на рисунку 2.2. Фільтр склада-
ється з аналізатора зображення та регульованого двовимірного LPF. Аналізатор 
зображення використовує детектор Харіса-Лапласа [19, 23]. Його результуючий 
сигнал є власним вектором матриці автокореляції в околі W. Використовуються 
п'ять детекторів W|, W-, W/, W\, W*, які чутливі до вертикальних, 
горизонтальних, нахилених країв або точок на зображенні й один фільтр 
низьких частот WLPF, який оцінює локальну яскравість зображення. 
На виході детектора сигнал логарифмується. Схема прийняття рішення 
аналізатора зображення вибирає максимальний сигнал з детекторів і віднімає 
від нього сигнал локальної яскравості. Одержаний нормалізований сигнал 
D(x,y) подається як адреса у таблицю ядер фільтрів ROMK. ROMK зберігає 
ядра фільтрів, які відрізняються в залежності від локальних характерних ознак 
зображення, тобто, від наявності границі зображення з певним нахилом і від її 
різкості. Усі ядра фільтрів є нормалізованими і тому результат остаточної 




Рисунок.2.2. Структура адаптивного фільтру 
 
2.3 Фільтрація зображення після попередньої обробки 
 Результатами попередньої обробки є зображення, піксели якого 
кодують розпізнану локальну ознаку та її інтенсивність у логарифмічному 
масштабі. Використовується наступне кодування локальних ознак: 
— горизонтальний край – синій (B), 
— вертикальний край — блакитний (С), 
— похилий край  — жовтий (Y)  чи зелений (G), 
— крапка — червоний (R), 
— рівномірний фон (відсутність локальних ознак) — чорний (K). 
  
На рисунках 2.3 — 2.13 показані типові фрагменти зображення після 
попередньої обробки. Причому, на рисунках 2.5 — 2.13 показані елементи, які 
мають бути розпізнані як характерні елементи зображення.  
Метою фільтрації  зображення після попередньої обробки є його покращення 
задля спрощення подальшого розпізнавання характерних елементів та 
зменшення масштабу зображення. Вимоги для такої фільтрації: 
— мінімізація шумів, таких як на рисунку 2.13; 
— зменшення числа пікселів з локальними ознаками (утончення країв ліній); 
— збереження взаємного положення пікселів локальних ознак у місцях, 
характерних елементів зображення. 
 
 
      
Рисунок 2.3 — Краї зображення 
 
      
 
Рисунок 2.4 — Лінії 
 
 
         
 
 
Рисунок 2.5 — Кути зображення 
 
      
 
Рисунок 2.6 — Кути ліній 
 
 
       
 
Рисунок 2.7 — Кінці ліній 
 
 
      
 
Рисунок 2.8 — Крапки і плями 
 
 
     
 
Рисунок 2.9 —  Т-подібний перетин ліній 
 
 
    
 
 
Рисунок 2.10 —  Х-подібний перетин ліній 
 
 
   
Рисунок 2.11 —  Торкання лінії і края 
 
    
 
Рисунок 2.12 —  Торкання двох  країв 
 
      
 
Рисунок 2.13 —  Шум 
  
Аналіз рисунків 2.3 — 2.13 показує наступне:  
— характерні точки можна виділяти, застосувавши певну гомоморфну 
фільтрацію, тобто, для даного піксела слід розглядати колір та інтенсивність 
пікселів у околі діаметром 5 пікселів; 
— характерні точки можна виділяти також після проріджування 
інформації, тобто, такі характерні точки інваріантні до масштабу у 
діапазоні, принаймні, 1:2 
— перед виділенням характерних точок бажано профільтрувати 
зображення від шумів, таких як на рис. 2.13; 
— при фільтрації від шумів піксели R повинні зберігатись, якщо у їхній 
локальній області є інші піксели R приблизно такої самої інтенсивності; 
— піксели G,B,C,Y повинні зберігатись при фільтрації, якщо вони 
належать до поля зображення з такого самого кольору і приблизно такої самої 
інтенсивності; 
— те саме стосується випадку, коли у цьому полі – піксели спорідненого 
кольору (спорідненими є піксели  B i Y,  B i G, C i Y,  C i G, така ситуація 
виникає, коли кут нахилу краю знаходиться у діапазоні 22,5±10°, як на рис. 2.5);  
— піксели К повинні зберігатись і їх після фільтрації стає більше; якщо 
у околі якогось піксела переважно піксели К чи піксели різних кольорів, чи 
піксели з дуже відмінною інтенсивністю, то такий піксел слід замінити на К.  
Отже, фільтр має бути адаптивним. Його модифікація повинна 
вибиратись у залежності від кольору піксела, що обробляється. Далі 




2.4 Алгоритм фільтрації від шумів 
На основі аналізу зображень на рис. 2.3–2.13 складено процедуру 
фільтрації, яка ввідрізняється для пікселів різного виду. 
2.4.1 Фільтрація пікселів R 
Піксел залишається, коли у його околі знайдеться будь-яка конфігурація 
(шаблон) з показаних на рисунку 2.14, а також їм аналогічні конфігурації, які 
одержані поворотом на 90, 180 і 270° і віддзеркалюванням відносно вертикалі. 
При цьому усі 3 піксели – червоні.  
Крім того, знаходяться різниці інтенсивностей  1 = |I1  I2|; 2 = |I1  I3|; 
3 = |I3  I2|. Піксел залишається, якщо  і < , де поріг   1 — підбирається 
при настроюванні. При застосуванні логарифму за основою 2 у алгоритмі на 
рис. 2.2,  = 1 означає, що інтенсивності ознаки у пікселах відрізняються 
удвічі. 
Інакше піксел заміняється на піксел К.  
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Рисунок 2.14 Шаблони фільтра R 
 
2.4.2 Фільтрація пікселів G,B,C,Y 
Як і у попередньому випадку, тут застосовуються певні шаблони. Ідея 
фільтрації з такими шаблонами запозичена з методу фільтрації за максимумом 
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Рисунок 2.15. Шаблони фільтрів G,B,C,Y 
 
2.4.3 Алгоритм фільтрації шумів 
1. Вибирається один з шаблонів як на рисунку 2.15 чи повернутий на 90, 
180 або 270°, або віддзеркалений відносно вертикалі. Пдраховується число 
пікселів, які попадають у шаблон і які співпадають з кольром центрального 
піксела NЦ  та число пікселів спорідненного кольору NС, а також їх середнє 
значення інтенсивності  І = (I1 + I2 +…+ I5)/5 Якщо NЦ + NС < 5, то вибирається 
наступний шаблон. 
2. Якщо NЦ + NС = 5, то якщо  NЦ  > NС, то колір піксела залишається тим 
самим, інакше - заміняється на споріднений. 
3. Знаходяться різниці інтенсивностей  і = |I  Iі|; Якщо якась з різниць 
і < , то піксел заміняється на піксел К. 
4. Якщо шаблон не знайдений (жоден не підійшов), то піксел заміняється 
на піксел К. 
Спрощений алгоритм використовує шаблони як на рисунку 2.16. 
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Рисунок 2.16. Шаблони спрощених фільтрів G,B,C,Y 
  
2.4.4 Спрощений алгоритм фільтрації шумів 
1. Вибирається один з шаблонів як на рисунку 2.16 чи повернутий на 90, 
180 або 270. Пдраховується число пікселів, які співпадають з кольром 
центрального піксела NЦ і число пікселів спорідненного кольору NС, N = NЦ + 
NС а також їх середнє значення інтенсивності  І = (I1 + I2 +…+ IN)/N. 
Якщо N < 6, то вибирається наступний шаблон. 
2. Якщо N  6, то якщо  NЦ   NС, то колір піксела залишається тим 
самим, інакше  заміняється на споріднений. 
3. Знаходяться різниці інтенсивностей  і = |I  Iі|; Якщо якась з різниць 
і < , то піксел заміняється на К. 
4. Якщо шаблон не знайдений (жоден не підійшов), то піксел заміняється 
на К. 
 
2.5 Алгоритм пошуку характерних точок 
2.5.1 Визначення характерних точок 
Характерною точкою є точка, що відповідає пікселу у центрі локальної 
фігури типу: 
— пляма, 
— вершина кута форми чи лінії, 
— кінець лінії,  
— точка перетину ліній, 
— лінія, яка дотична до форми, 
— точка торкання двох форм. 









Рисунок 2.17 — Приклади характерних точок 
  
Основною особливістю характерних точок, які перелічені на рис.2.17, є 
наявність центру і характерний розподіл пікселів по вузьких секторах, які 
          
 
        
 
відходять від центру та мають різні кути нахилу. На рисунку 2.18 показане 
можливе положення цих секторів.  
Побудова такого розподілу є ідеєю та основою відомого алгоритму Хафа 
(Hough) аналізу зображень [30]. Розподіл на п секторів полягає у наступному. 
Заводять п лічильників. Якщо в і-му секторі знайдеться піксел відповідного 
йому кольору, то інтенсивність піксела додається до лічильника. Окремий набір 
лічильників заводиться для пікселів кольору R, які можуть попадати у 
довільний сектор. Таким чином обходять усі пікселі у околі даного пікселу.  На 
рисунку 2.19 показано приблизний розподіл для випадків, як на рисунку 2.17.  
 
Рисунок 2.18 — Положення секторів при обчисленні розподілення 
пікселів по напрямках 
 
Як видно з рисунку 2.19, плямі відповідає рівномірний розподіл пікселів 
при наявності пікселів R. Пляма представляє собою коло мінімального 
діаметру. Тому порядок кольорів у діаграмі для нього — протилежний. Решта 
характерних точок має один або кілька виражених піків на діаграмі, які 
відповідають лініям — променям, які виходять з точки. Якщо в характерну 
точку входить лінія, то у діаграмі наявний відповідний пік кольору R.  Можна 
передбачити, що якщо піксел, який розглядається, належить лінії, але не 
характерній точці, то має бути 2 піки на діаграмах, причому такі, що 
знаходяться у протилежних секторах. 
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Рисунок 2.19 — Приклади характерних точок та відповідні їм діаграми 
розподілу 
  
Кількість секторів вибирається, як компроміс між складністю обчислень 
та точністю пошуку та представлення характерних точок.  Аналіз прикладів на 
рисунку 2.19 показує, що кількість секторів — 8 є недостатньою для виділення 
піків у діаграмі розподілу, що характеризують дану точку. Тому виберем удвічі 
більшу кількість секторів, тобто, 16.  
Для порівняння, у відомому методі SIFT для цієї мети вибрано 36 
секторів, що призвело до суттєвого зменшення швидкодії і від чого 
відмовились автори більшості мметодів розпізнавання, які є похідними від 
SIFT-методу.  Для методу Retinex така кількість секторів дуже ускладнює 







                                      
обчислення та вимагає використання матриць розмірністю 10х10 та більше для 
повноти даних. Крім того, слід мати на увазі, що ефективність методу  SIFT 
ґрунтується на точності визначення відносної висоти піку та кута його нахилу. 
Причому, одну і ту саму точку розглядають як дві чи три незалежних точки за 
відповідними двома чи трьома вираженими піками на діаграмі розподілу.  
На рисунку 2.20 показано розбиття околу пікселу на 16 секторів, які 
використовуються для побудови діаграми розподілу. 
 
Рисунок 2.20— Розбиття околу пікселу на 16 секторів 
 
2.5.2 Алгоритм пошуку характерних точок 
1)    Знаходять черговий піксел-точку будь-якого кольору крім К.  
2)    Для точки будується розподіл по 16 напрямкам з використанням 
розбиття околу пікселу на шаблони-сектори, як на рисунку 2.20. При 
цьому у лічильник сектору 0 додається інтенсивність пікселів Іk  , 
якщо вони кольору B або споріднених кольорів Y,G; для сектору 1 — 
споріднених кольорів Y, В; у лічильник сектору 2 додається 
інтенсивність пікселів Іk, якщо вони кольору Y або споріднених 
кольорів С,В, для сектору 3 — споріднених кольорів Y, С і т.д. 
3)    Так само для кольору G,B,C або Y будується розподіл по 16 
напрямкам, але додається інтенсивність кольору R. 
         
         
         
         
         
         
         
         
         
 
4)    Якщо у одному чи другому розподілах виявляються по 2 піки, 
причому такі, які знаходяться у протилежних каналах, наприклад, у 0 
і 8-му, то така точка відкидається (вона належить краю форми або 
прямій ділянці лінії). 
5)    Якщо у одному чи другому розподілах виявляються по 1 - 4 піки, то 
такі піксели вважаються претендентами на характерні точки. Піком 
вважається відлік розподілу (Iі - Imin)/Imax >0,6 (уточнюється). 
6)    Для кольору R також будується розподіл по 16 напрямкам з 
використанням розбиття околу пікселу на шаблони-сектори, як на 
рисунку 2.20, але до лічильників додається інтенсивність пікселів 
Іk  у протилежному порядку, ніж у п.2. Тобто, у лічильник сектору 0 
додається інтенсивність пікселів Іk  , якщо вони кольору С або 
споріднених кольорів Y,G і т.д.  Якщо у розподілі немає піків, тобто, 
нерівномірність розподілу не переважає (Imax - Imin)/ Imax <0,5 
(уточнюється), то такий піксел вважається претендентом на 
характерні точки, де Imax, Imin — максимальне і мінімальне значення у 
розподілі. 
7)    Претенденти на характерні точки, яки є сусідніми (відстають одна 
від одної на 1 піксел) формують множину, у якій шукається точка з 
максимальною амплітудою піка у розподілі. Така точка разом з її 
розподілами заноситься до множини характерних точок. 
8)    У характерної точки знаходять пік з максимальною амплітудою Imax 
та його сусідні відліки IL, IR і за допомогою квадратичної інтерполяції 
знаходять кут положення уточненого піку (рисунок. 2.21). Цей кут 
разом з діаграмами розподілу формують дескриптор характерної 
точки.  
 
Рисунок 2.21 — Інтерполяція положення піку розподілу 
Отже, за алгоритмом розпізнавання ключових точок, не треба 
виконувати аналіз, чи належить дана точка до краю зображення, чи ні, як за 
оригінальним алгоритмом SIFT. При цьому виконується значно менший об’єм 
обчислень. Також характерна точка за своїми координатами співпадає при 
розгляді зображення з різнми масштабом, що показано у наступному розділі. 
 
2.6 Формування дескрипторів ключових точок та розпізнавання 
образів 
Формування дескрипторів ключових точок виконується так само, як у 
алгоритмі SIFT. При цьому до вектора дескриптора додається лише характерна 
точка, яка належить до одного масштабу зображення. Завдяки цьому, довжина 
вектора дескриптора скорочується у 4–5 разів. 
Розпізнавання образів у зображенні, яке оброблене за вищеописаним 
алгоритмом, полягає у розгляданні кожної ключової точки та порівнянні її з 
аналогічними точками з бази даних. База даних складається з описів точок, які 
були вилучені з навчальних зображень. Багато з таких порівнянь буде 
некоректним, бо властивості точки є неоднозначними та можливі шуми у 
зображенні. Тому у зображенні виділяють кластери принаймні з 3-х точок і тоді 
порівнюють такі кластери, бо вони у своєму взаємному розположенні мають 
більшу ймовірність мати відношення до об’єкту ніж окремі точки. Тоді 
порівнюються кластери, виконуючи певні геометричні корекції.  
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На рис. 2.22 показана ілюстрація пошуку співпадіння кластера з 













Рисунок 2.22. Приклад розпізнавання образу у повернутому 
зображенні 
 
2.7 Висновки до другого розділу 
За результатами розробки алгоритму пошуку характерний точок 
зображення можна зробити такі висновки: 
Для зменшення апартатних витрат при реалізації розробленого 
алгоритму у обчислювальному пристрої розглянуто метод Retinex. Оскільки 
білатеральний фільтр є важким у обчисленнях, у даній роботі пропонується 
замінити його на адаптивний, який також зберігає краї зображення і додатково 
видає інформацію про його характерні ознаки.  
Метою фільтрації  зображення після попередньої обробки є його 
покращення задля спрощення подальшого розпізнавання характерних 
елементів та зменшення масштабу зображення. Для цього розроблений 
 
відповідний додатковий адаптивний фільтр. З метою підвищення 
продуктивності його роботи розроблені модифікації, які вибираються у 
залежності від кольору піксела, що обробляється.  
Розроблено алгоритм фільтрації шумів у зображенні з характерними 
ознаками з метою покращення подальшого пошуку характерних точок. 
Розроблено алгоритм пошуку характерних точок, який відрізняється 
більш надійним розпізнаванням за рахунок того, що при аналізі даного піксела 
приймається до уваги приналежність оточуючих пікселів до характерних ознак 
різного типу. 
3 РОЗРОБКА СИСТЕМИ ДЛЯ РОЗПІЗНАВАННЯ ОБРАЗІВ  
З метою дослідження розглянутих у роботі алгоритмів SIFT та Retinex 
розроблена програма для моделювання їх роботи. Оскільки алгоритм SIFT вже 
реалізовано у пакеті OpenCV, вирішено застосувати його для розробки проекта. 
Розробка графічного інтерфейсу, який дає можливість зробити результати 
моделювання більш наочними, виконано мовою Java та за допомогою 
відповідної адаптації OpenCV. 
 
3.1 Пакет OpenCV і його призначення 
Пакет OpenCV  (Open Source Computer Vision Library) — це бібліотека 
комп'ютерного зору з відкритим кодом. Бібліотека надає засоби для обробки і 
аналізу вмісту зображень, у тому числі розпізнавання об'єктів на фотографіях 
(наприклад, осіб і фігур людей, тексту тощо), відстежування руху об'єктів, 
перетворення зображень, застосування методів машинного навчання і 
виявлення загальних елементів на різних зображеннях. 
Основними задачами бібліотеки OpenCV є: 
 Розвивати дослідження у напрямку комп'ютерного зору, забезпечу-
ючи добре оптимізований та відкритий код бібліотеки. 
 Поширювати знання у сфері комп'ютерного зору, забезпечуючи 
загальну інфраструктуру, яку б могли розвивати розробники, таким чином код 
ставатиме більш легким для сприйняття та обміну. 
 Розвивати засновані на роботі з комп'ютерним зором комерційні 
застосунки, створюючи незалежну від платформи, оптимізовану та 
безкоштовну бібліотеку.  
З 2012 року, підтримку OpenCV було передано некомерційній 
організації OpenCV.org [16]. 
 
3.2 Структура бібліотеки OpenCV 
Бібліотека OpenCV має медулярну структуру, тобто, кожен її модуль 
скомпільовано у статичну або динамічну (DLL) бібліотеку. Офіційну 
документацію на модулі можна одержати за адресою:  
http://docs.opencv.org/master/. Основні модулі бібліотеки це: 
 • core — визначення основних функцій, які використовуються усіма 
іншими модулями, а також основних структур даних, включаючи важливий 
багатовимірний масив  Mat. 
• highgui — модуль забезпечення простого інтерфейсу користувача  (UI).   
• imgproc — функції обробки зображень, такі як функції лінійної та 
нелінійної фільтрації, геометричні перетворення, перетворення простору 
кольорів, побудова гістограм і т.і.  
• imgcodecs — функції для читання і запису зображень. 
• photo — функції цифрової фотообробки, включаючи зменшення 
шумів, обробку зображень з широким динамічним діапазоном.  
• stitching — функції зшивання зображень у панораму.  
• videoio — простий інтерфейс для вводу-виводу відеопотоку та функції 
відеокодеків.   
• video — функції аналізу відео зображень, включаючи слідкування за 
об’єктами.  
• features2d — функції знаходження особливих об’єктів (кутів, ліній, 
плоских поверхонь), їх опису, порівняння і т.і.  
• objdetect — функції розпізнавання об’єктів, таких як обличчя, очі, 
люди, автомобілі. 
Інші модулі, такі як calib3d (калібровка відео датчика), flann (пошук і 
кластеризація), ml (машинне навчання), shape (пошук форми та її співпадіння), 
superres (обробка фотографій з суперроздільною здатністю), video (аналіз 
відеозображень), videostab (стабілізація відеозображення) використовуються 
рідше. 
 
3.3. Робота з бібліотекою OpenCV 
3.3.1 Типи даних 
Використовуються особливі типи даних, які пристосовані для 
представлення зображень. Скалярний тип даних задається як 
CV_<розрядність>{U|S|F}C(<кількість каналів>) 
Тут U означає ціле число без знаку, S — знакове число, F — з 
плаваючою комою. Кількість каналів може бути до 4-х. Розрядність буває 8, 16, 
32 і 64. Тобто, тип CV_8UC4 означає піксел, який має канали альфа 
(прозорість), блакитного, зеленого та червоного кольорів. 
Основним об’єктом, що обробляється, є матриця Mat. Наприклад, 
матриця зображення розміром 640х480 з кольорових пікселів конструюється 
як: 
Mat image2 = new Mat(480,640,CvType.CV_8UC3);  
Матриці бувають одно-, двох- та трьохвимірні. Власне, матриця image2 
— трьохвимірна (третій вимір – канали кольорів). 
 
3.3.2 Операції з об’єктами 
Об’єкти типів бібліотеки, як правило, є динамічними і з ними слід 
поводитись як з об’єктами за правилами об’єктно-орієнтованого програму-
вання. А саме, обробку об’єктів слід виконувати за допомогою відповідних 
методів. Далі приведено кілька прикладів такої обробки. 
Попіксельно заповнити матрицю синім кольором можна так: 
for(int i=0;i < image2.rows();i++){ 
    for(int i=0;i < image2.rows();i++){ 
       image2.put(I, j, new byte[]{255,0,0}; 
   } 
} 
Присвоювання іншій матриці: 
image2.copyTo(image1); 
Виділення підматриці 5х5: 
image2.submat(1,5, 11,15); 
Копіювати рядок матриці 
image2.row(j).copyTo(image1.row(i)); 
Скласти матриці С=А + В: 
add(А,В,С); 
Попіксельно поділити, тобто, обчислити С = ]256 А/В[ 
divide(A,B,C,256.0); 
Різні пакети додають відповідні процедури вводу-виводу та обробки 
зображень. Наприклад, пакет Imgproc дає наступні процедури: 
GaussianBlur(А,С,ksize,sigma); 
— гаусове розмиття з розміром ядра ksize та ступенем розмиття sigma, 
bilateralFilter(А,С, d, sigmaColor, sigmaSpace); 
— фільтрація зі збереженням контурів зображення. 
Для побудови піраміди зображень, які відрізняються між собою за 
розмірами удвічі, використовуються процедура зменшення зображення 
pyrDown і збільшення pyrUp. Наприклад, за допомогою них так можна 
виділити контури зображення image2:  
Imgproc.pyrDown(image2, image1);  
Imgproc.pyrUp(image1, image1);  
Core.subtract(image2, image1, image1); 
Багато подібних процедур використовуються для розпізнавання образів. 
 
3.4 Створення тестової програми для ознайомлення з 
можливостями OpenCV та ключового класу Mat. 
3.4.1 Дослідження можливостей та функцій OpenCV. 
Розглянутий перелік реалізованих на мові програмування Java методів 
та механізм використання методів, реалізованих на мові C++, база знань Java 
DIP та OpenCV Java Tutorials Documentation. В тому числі, були розглянуті 
методи, що дозволяють розпізнавати зображення іншими алгоритмами. 
Для того, щоб навчитись працювати з пакетом OpenCV розроблена 
бета-версія програми розпізнавання образів. В першу чергу, був створений 
базовий інтерфейс, здатний відображати зчитане з файлу зображення: 
 
Рисунок 3.1 скріншот початкового стану інтерфейсу 
 
Далі були проведені експерименти з різними форматами зображення і 
отримано висновок, що для роботи з JPanel з графічного пакету Swing 
необхідний тип ImageIcon, для виводу у файл та роботи з Mat найдоцільніше 
застосовувати BufferedImage, а вихідний формат зображення — bmp. 
Наступним кроком було перетворення вхідного зображення на 
монохромне зі збереженням усередненого рівня яскравості. Результати 
перетворення на рисунку 3.2. 
 
Рисунок 3.2 результат переводу у режим відтінків сірого. Останнім 
кроком у бета-версії продукту було застосування гаусового розмиття методами 
OpenCV для отриманого монохромного зображення. 
 Рисунок 3.3 результат гаусового розмиття з сигмою рівною 13.2.  
 
Розробка конкретної реалізації алгоритму та його впровадження. 
Для впровадження алгоритму були виділені такі кроки:  
1. Отримання сірого зображення, яке буде оброблятись. 
2. Переведення зображення у Mat 
3. Накладення гаусового фільтра та збереження у ArrayList<Mat> 
4. Збереження у ArrayList<ArrayList<Mat>> отриманого “покоління” 
5. Повторити пункти 3 та 4 на глибину, задану константою. 
6. Циклічне віднімання значень яскравості між зображеннями одного 
“покоління” та збереження результатів у ArrayList<ArrayList<Mat>> 
7. Визначення характерних точок на отриманих контурних зображеннях 
8. Порівняння характерних точок з набором характерних точок у базі. 
 
Для реалізації цього алгоритму розроблено відповідні методи, які 
тестувались у процесі розробки згідно з концепцією Agile. Після завершення 
створення реалізації алгоритму було проведене загальне детальне тестування 
на наявність вразливостей(некоректні вхідні дані) та на правильність 
функціонування(при граничних даних). 
 
 3.4.2 Розробка графічного користувацького інтерфейсу 
Для зручності користування програмою створено графічний 
користувацький інтерфейс за допомогою інструментів Swing.  
Інтерфейс включає Jpanel  для відображення зображень, JtextField    для 
вводу адреси оброблюваного зображення у файловій системі та кнопки типу 
Jbutton для переходу на наступний крок алгоритму та для навігації в межах 
списків отриманих у межах кожного кроку Mat.  
Для інтерфейсної частини також було проведене тестування 
коректності роботи всіх елементів інтерфейсу. 
 
3.5 Розробка програми для дослідження алгоритму Retinex 
Для дослідження особливостей роботи, швидкодії та програмної 
реалізації написана програма мовою Java. Програмний продукт дозволяє за 
допомогою графічного інтерфейсу обирати та відкривати *jpg файли 
зображень довільних розмірів, збільшувати зображення у поточному стані, 
накладати різні фільтри та зберігати поточний стан зображення у вигляді *.jpg 
зображення. Обрана мова програмування забезпечує кросплатформовість та 
легкість переносу з одного обчислювального пристрою на інший. Вигляд 
інтерфейсу стані за промочуванням на рисунку 3.4. Зображення, що 
відкривається при запуску програми запозичено із [32]. Результат накладання 
різних фільтрів на зображення з [33] приведено у Додатку 6. 
 Рисунок  3.4 Інтерфейс програми. 
 
3.5.1 Збільшення зображення 
Кнопка “Zoom” дозволяє відкрити окреме вікно, у якому по можливості 
відображується зображення у масштабі 1:1. У випадку, якщо роздільна 
здатність екрану менша за розміри вікна разом з кнопками та панель завдань, 
демонструється центральна область зображення.  
При наведенні курсора на вікно збільшення з’являється плаваюче 
віконце, яке демонструє область 6 на 6 пікселів у масштабі 1:10, що дозволяє 
оперативно відстежувати результати застосування фільтрів, зокрема зміни 
градієнтів та контурів. Робота збільшення зображення приведена на рисунку 
3.5. 
Рисунок 3.5 Збільшення зображення.  
 
3.5.2 Сірий фільтр 
До впровадження можливості роздільної фільтрації різних кольорових 
каналів було важливо переводити вхідне зображення у відтінки сірого, 
оскільки аналізується тільки перший канал(червоний). Зображення після 
застосування цього фільтра знаходиться на рисунку 3.6. 
 
 
Рисунок 3.6 Зображення у відтінках сірого 
 
 
3.5.4 Один фільтр Харріса-Лапласа 
У випадку введення у рядок вибору за номером цілого значення від 1 до 
5 зображення фільтрується тільки одним відповідним фільтром. Цей режим 
дозволяє переконатись у коректній роботі кожного з фільтрів. 
 Рисунок 3.7 Результат накладення фільтра горизонтальних ліній. 
 
3.5.3 Модифікований фільтр Retinex 
У випадку довільного значення рядку введення номеру фільтра або 
застосування заборонених значень викликається метод комплексної фільтрації 
усіма фільтрами Харріса-Лапласа, які є у наборі. В результаті характерні 
ознаки фарбуються у відповідні кольори, низько-інформативні області стають 




Аналіз роботи фільтра показує, що ділянки зображення, які мають такі 
характеристики, як край зображення, лінія, пляма, чітко і надійно виділяються. 
Причому надійне виділення виконується як у світлих так і затемнених місцях, 
тобто, алгоритм виділення є нечутливим до яскравості зображення. Причому 
колір виділення свідчить про направленість ділянки, товщина виділення 
пропорційна динамічному діапазону локального зображення.  
Крім того, знайдені характерні особливості зображення зберігаються 
при зменшенні масштабу зображення, як це показано на рис. 3.9 та  3.10. 
Отже, характерні особливості, які шукаються за запропонованим алгоритмом, 
зберігають властивість незалежності від масштабу. 
3.5.5 Фільтр шумопридушення 
Цей фільтр рекомендується застосовувати до зображень вже 
профільтрованими ядерним фільтром. В результаті всі фігури, що не 
співпадають з матрицями з рисунках 2.14-2.16 зафарбовуються чорним. Таким 
чином залишаються лише інформативні пікселі. 
 
3.6 Висновок до третього розділу 
Протягом розробки системи розпізнавання образів виконано: 
Досліджено пакет існуючих засобів для розробки систем розпізнавання 
OpenCV. 
Створено програму для роботи з цим пакетом та дослідження його 
можливостей.  
Розроблено та випробувано програму для дослідження алгоритму 
фільтрації на основі метода Retinex. Програма придатна для дослідження 
роботи фільтрів Харріса-Лапласа та адаптивних фільтрів, розглянутих у 2.2 та 
2.4 - 2.7.  
Програма може виконуватись на будь-якій ОС, легко налаштовується, 
може обробляти зображення розмірністю до 1920х1080 пікселів. У випадку 
обробки зображень до 1280х720 пікселів робота відбувається у реальному часі 
за умов використання комп’ютера з оперативною пам’яттю понад 2 Гб. 
Результати випробування програми показали, що запропонований 
алгоритм пошуку характерних точок є надійним, забезпечує пошук 
характерних точок при зміні масштабу та при повороті зображення на кут до 
15 градусів. Отже, цей алгоритм є ефективним для використання у системах 
розпізнавання об’єктів у рухомих зображеннях. 
 4. РОЗРОБКА  МЕТОДУ ПРОЕКТУВАННЯ ШВИДКОДІЮЧИХ 
ПАРАЛЕЛЬНИХ ОБЧИСЛЮВАЧІВ ДЛЯ РОЗПІЗНАВАННЯ ОБРАЗІВ У 
РУХОМИХ ЗОБРАЖЕННЯХ 
 
Дослідження методу SIFT та розробка на його основі алгоритму 
розпізнавання образів дають змогу створити на його основі метод 
проектування швидкодіючих паралельних обчислювачів для розпізнавання 
образів на базі ПЛІС. 
4.1 Вимоги до паралельного обчислювача для розпізнавання образів 
у рухомих зображеннях 
4.1.1 Загальні вимоги  
Система для розпізнавання образів у рухомих зображеннях призначена 
для реалізації в ПЛІС. Такі відеодані характеризуються наступними 
властивостями: 
 дані просуваються в системі як потоки з постійними періодами як для 
пікселів, так і для рядків та кадрів, за винятком випадку, коли дані стиснуті;   
 частота пікселів – від 20 до 500 МГц; 
 великий об’єм даних у межах кадру  мільйони слів, що вимагає 
використання громіздкої зовнішньої, як правило, динамічної пам’яті; 
 великий динамічний діапазон, який може перевищувати 120 дб; 
 дані, як правило, формують 3 потоки пікселів 3-х кольорів: R,G,B. 
Алгоритми обробки відеозображень мають наступні особливості: 
 вони виконуються за потоковою схемою; 
 вони є статичними, тобто їх структура не змінюється динамічно в 
залежності від даних, або змінюється так, що порядок та затримки слідування 
даних є незмінними; 
 більшість алгоритмів виконують обчислення над корельованими 
даними, тобто даними, які є в околі (радіусом не більше 8) відносно піксела, 
що розглядається; 
 багато алгоритмів виконують одні і ті самі дії над кількома потоками, 
наприклад, 3 потоками пікселів R,G,B; 
 алгоритми є багатоциклічними: внутрішні цикли мають, як правило, 
період тривалістю періоду приходу піксела, середні цикли мають період рядка 
зображення, а зовнішні цикли – період кадру; 
 для урахування в алгоритмі корельованих пікселів з сусідніх рядків ці 
рядки повинні запам’ятовуватись у відповідних буферах рядків; 
 задача обробки сигналу складається з підзадач, які виконуються послі-
довно одна за одною і відповідно, мають однаковий період приходу даних; 
пропуск, тобто загублення даних через невстигання їх обробити, як правило, 
не допускається;  
 алгоритми мають параметри, які можуть впливати на структуру 
алгоритму і які змінюються відносно рідко – не частіше, ніж один раз на кілька 
мільйонів оброблених даних.  
На основі таких вимог можна сформулювати вимоги до представлення 
даних та структури віртуальних модулів (IP cores), які виконують підзадачі 
обробки відеозображень. 
4.1.2 Представлення даних  
Дані слід представляти або з фіксованою комою, або з плаваючою 
комою. Але представлення з плаваючою комою небажане через складність 
реалізації у ПЛІС. З фіксованою комою вони представляються як цілі числа. 
Для динамічного діапазону 120 дБ розрядність цілих чисел повинна бути 
n = 120/(20 lg2) = 120/6,02  20.  
4.1.3 Структура віртуальних модулів 
Віртуальні модулі мають структуру потокового конвеєра. Дані в нього 
поступають з частотою синхросигналу. Наявність даних на вході 
підтверджується стробуючими сигналами lv  строб рядка (line valid) і fv – 
строб кадру (frame valid).  Аналогічними сигналами, які повинні генеруватись 
віртуальним модулем, супроводжуються результуючі дані.  
Безпосередньо до входів і виходів модуля повинні бути підключені 
регістри даних без будь-яких проміжних логічних схем. Дані записуються у 
внутрішні регістри за фронтом синхросигналу.  
4.1.4 Структура конвеєра обробки даних 
Обробка відеоданих полягає у обчисленнях, які виконуються над 
відеопотоком у обробляючих модулях, які з’єднані переважно послідовно (рис. 
4.1). Причому ці модулі представляють собою ступені деякого макроконвеєра. 
Затримка кожного ступеня компенсується відповідною затримкою 










Рисунок 4.1 — Структура конвеєра обробки відеоданих 
Багато модулів виконують алгоритми обробки двовимірних даних, як 
наприклад, двовимірні фільтри. Тому вони мають у своєму складі кілька ліній 
затримки на рядок зображення. Наприклад двовимірний фільтр з апертурою 
5х5  має у своєму складі 4 лінії затримки на один рядок (рис. 4.2). Крім того, 
він затримує результуючий потік даних більше ніж на 2 рядки. 
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Рисунок 4.2 — Структура модуля конвеєра обробки відеоданих 
 
При необхідності запам’ятовування кількох рядків зображення бажано 
віддавати перевагу таким алгоритмам, які потребують їх мінімальної кількості 
рядків, що запам’ятовуються при прийнятній якості обробки. 
Деякі константи алгоритму, як наприклад, розміри кадру, коефіцієнти 
яскравості, тощо записуються у регістри, доступ до яких виконується через 
загальний інтерфейс (рис. 4.1). Можна використати стандартний інтерфейс 
Wishbone, який є відкритим, надійним, широко поширеним.  
 
4.2 Розробка модулів обробки відеоданих 
Розглянуті вище обробки відеоданих характеризуються потоковим 
представленням даних у вигляді рядків та кадрів зображення, та їх обробки у 
реальному часі. Причому є періодичність такої обробки з періодами 
дискретизації пікселів, рядків та кадрів. Крім того, частота дискретизації 
пікселів досягає 25400 МГц. Для обробки таких даних у реальному часі 














Досі такі засоби проектуються за допомогою одиничного відображення 
сигнального графу алгоритму, що призводить часто до нераціональних 
технічних рішень. В даний час існують різні методи проектування і оптимізації 
конвеєрних обчислювальних пристроїв (ОП), які зводяться до структурного 
синтезу ОП, опису його на рівні регістрових передач і подальшого 
перетворення до рівня вентилів. Основою багатьох методів структурного 
синтезу конвеєрних ОП є уявлення алгоритму у вигляді графа синхронних 
потоків даних (ГСПД, synchronous dataflow, SDF) і його трансформація [45]. 
Такі методи оптимізації ГСПД, як ресинхронізація, згортання, розгортан-
ня і конвеєризація ГСПД, існують більше двох десятирічь і часто вико-
ристовуються в мікроелектроніці, при програмуванні систем реального часу, 
при проектуванні пристроїв цифрової обробки сигналів [46].  
Особлива властивість ГСПД полягає в тому, що він ізоморфний графу 
структури деякого конвеєрного обчислювача, що виконує заданий алгоритм. 
При цьому його вершини відповідають обчислювальним ресурсам — 
акумулятору, помножувачу, а дуги  лініям зв'язку, мітки, якими вони 
навантажені, — регістрам, на які надходить синхросигнал від одного джерела. 
Отже, ГСПД — це направлений граф G = (V, E), що представляє 
обчислювальну структуру, де вершина v  V відповідає комбінаційній схемі, 
що має затримку d одиниць часу. Дуга e  E графа відповідає лінії зв'язку, яка 
навантажена мітками, число яких дорівнює числу регістрів w[e], що 
затримують змінну на w циклів алгоритму або тактів синхросигналу. 
Період синхросигналу визначає тривалість виконання циклу алгоритму. 
Мінімальна тривалість цього циклу дорівнює максимальній затримці проход-
ження сигналу від виходу одного регістра або входу пристрою до входу іншого 
регістра або виходу пристрою. Тобто, вона дорівнює довжині критичного шля-
ху, що проходить через суміжні вершини із затримками d, які з'єднані дугами 
e, для яких w [e] = 0. 
Ресинхронізація (retiming) ГСПД — це така зміна міток в дугах, тобто 
положення регістрів, яке не впливає на результати виконання алгоритму. 
Зазвичай вона реалізується як послідовність елементарних ресинхронізацій, 
кожна з яких складається в перенесенні однієї групи міток з вхідних дуг деякої 
вершини v на її вихідні дуги. 
Строго кажучи, при ресинхронізації допускається додавання регістрів в 
дуги тільки за правилом, коли кількість затримок у циклах графа залишається 
сталою, інакше — змінюється алгоритм. Однак в більшості випадків 
допускається збільшення латентної затримки виконання алгоритму і тоді 
вставляються додаткові регістри на входах або виходах ГСПД. Після 
ресинхронізації такого модифікованого ГСПД виходить конвеєризована схема 
зі зниженим значенням ТC. Такий метод називають конвеєризацією. Слід 
зазначити, що переважна більшість алгоритмів обробки відеоданих мають 
ациклічні графи і тому можуть бути оптимізовані саме цим методом. 
Простий спосіб конвеєризації — це розрізання ГСПД так, щоб переріз 
проходив через однаково спрямовані дуги і вставлення у кожну розрізану дугу  
однакової кількості міток затримки. [47]. 
Отже, для розробки модуля обробки відеоданих слід побудувати ГСПД 
алгоритму обробки, конвеєризувати його і описати мовою VHDL з 
урахуванням необхідної розрядності. 
 
4.3 Приклад розробки модуля обробки зображень 
Розглянемо приклад розробки фільтра-аналізатора модуля аналізатора 
зображення.  
Модуль аналізатора зображення HPatt_Det аналізує відлік Ii,j  та його 24 
найближчих сусідів на схожість з шістьма елементарними шаблонами (patterns). 
Це такі шаблони, як горизонтальна, вертикальна, діагональна лінія та точка. 
Результат порівняння з шостим шаблоном — круглою плямою — 
використовується для нормалізації яскравості результатів порівняння. 
Структура модуля показана на рис.2.2. Його включення в структуру 
адаптивного фільтру (рис.2.2) з урахуванням затримок рядків зображення (як 













Рисунок 4.3. Структура адаптивного фільтру 
Тут блок ADelay представляє собою матрицю регістрів, які формують 5 
буферів FIFO, які завантажуються з ліній затримки на один рядок і з відводів 
яких знімаються дані, які подаються на фільтри-аналізатори. 
Порівняння з шаблоном виконується через згортку зображення з ядром 
лапласівського фільтра відповідного типу, тобто, фільтра-аналізатора. 
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Сигнал результату фільтрації LPNi,j дорівнює величині градієнта зміни 
яскравості у околі піксела Ii,j у напрямку PN. У данному випадку — це градієнт 
з горизонтальним напрямком, який має вертикальні лінії.  
В фільтрах-аналізаторах множення на коефіцієнти ядра фільтра 
виконується як зсув і додавання відповідного множеного. Завдяки цьому, 
одержуються малі апаратні витрати, а також висока швидкодія фільтрації для 
великої розрядності вхідних даних.  
Отже, ГСПД фільтра-аналізатора виглядає як дерево суматорів з 25 
входами. Ці входи підключені до виходів ліній затримки п’яти рядків 
зображення, як на рис. 4.3. Для одержання конвеєрної схеми фільтра його 
ГСПД конвеєризується, тобто, розрізається п’ятьма пплощинами розрізу, 
тобто, одержується п’ятиступеневий конвеєр.  
Одержаний конвеєрний ГСПД описується VHDL. Цей опис представлено 
у додатку. У склад фільтра входять 26 двохвходових суматорів і жодного 
блоку множення. Завдяки цьому, досягаються невисокі апаратні витрати та 
висока пропускна здатність конвеєрного модуля, яка дає змогу обробляти 
відеопотік у реальному часі. 
 
4.4 Метод проектування обчислювачів для розпізнавання образів  
Метод проектування швидкодіючих паралельних обчислювачів для 
розпізнавання образів на базі ПЛІС полягає у наступному. 
Обчислювачі, що проектуються, виконують алгоритм розпізнавання 
образів SIFT за виключенням того, що пошук характерних точок виконується 
за допомогою операції формування зображення ознак, його фільтрації і 
операції знаходження характерних точок.  
Причому, операція формування зображення ознак, таких як 
горизонтальні, вертикальні, діагональні лінії і плями у зображенні, виконується 
за допомогою операторів Лапласа з розмірами не менше 5х5, тобто за 
допомогою фільтрів-аналізаторів, а також локальної яскравості за допомогою 
оператора Гауса, подальшого взяття їх абсолютного значення та 
логарифмування, вибору максимуму логарифмів характерних ознак,  
відніманню від нього логарифму яскравості та кодуванню виділеної 
характерної ознаки даного піксела парою: інтенсивність, тип ознаки.  
Фільтрація зображення ознак виконується за модифікованим 
алгоритмом MHN, який адаптовано до структури зображення ознак. 
Пошук характерних точок виконується за допомогою модифікованого 
алгоритму Хафа на основі збору статистичних даних попадання пік селів з 
певними характерними ознаками у сектори околу піксела-кандидата на 
характерну точку. 
Частини алгоритму розпізнавання, які виконуються окремими модулями 
у ПЛІС, зображаються у вигляді ГСПД, конвеєризуються і описуються мовою 
VHDL. Модулі, які обробляють потоки пікселів зображення своїми NxN 
входами підключаються до буферної схеми, яка видає піксели зображення у 
вікні розміром NxN. 
Для мінімізації апаратних витрат та енергоспоживання, вибираються 
ядра фільтрів (Лапласа, Гауса) такі, що у представленні їхніх коефіцієнтів 
число значущих одиниць є мінімальним, а множення на такі коефіцієнти 
виконується через додавання та зсув множеного. 
Завдяки вищевказаним особливостям, запропонований метод забезпечує 
високу пропускну здатність, яка, на відміну від реалізації методу SIFT та 
багатьох аналогічних методів, є достатнею для обробки відеозображень у 
реальному часі та забезпечує мінімізовані апаратні витрати при реалізації 
алгоритму розпізнавання у ПЛІС.  
У наступному розділі показані результати використання даного методу і 
приводяться дані про його реальну ефективність. 
 5. РОЗРОБКА СИСТЕМИ ТЕХНІЧНОГО ЗОРУ З ЕЛЕМЕНТАМИ 
РОЗПІЗНАВАННЯ ОБРАЗІВ 
Вищевикладені розробки втілені на практиці у експериментальній 
системі технічного зору.  
 
5.1 Результати роботи алгоритму Retinex 
 
Рисунок 5.1 Оригінал зображення “Lenna”[33]. 
 
Для аналізу результату роботи розробленого адаптивного фільтра 
проведено порівняння роботи алгоритма, описаного у відомій статті [31] і 
запропонованої у даній роботі модифікації алгоритму. У якості об’єкта обробки 
обрано зображення на рисунку 5.1. 
 Для зручності порівняння зображення оброблене обома алгоритмами, 
результати інвертовані та показані на рисунках 5.2 і 5.3. Як зазначено у [31] на 
рисунку 5.2 результат використання виключно горизонтального градієнта, 
однак, як бачимо, присутні діагональні та навіть горизонтальні конутри, 
позначені як вертикальні(однаковим кольором).  
На рисунку 5.3 розпізнано більше деталей, як вертикальні позначені лінії 
з відхиленням від вертикалі не більше ніж на ± 30°(вертикальні контури тут 
позначені червоним кольором).  
 
Рисунок 5.2 Зображення, оброблене у [31]. Pic.6 алгоритмом Simplified Scharr, 
та інвертоване. 
 Рисунок 5.3 Зображення, отримане шляхом обробки [33] адаптивним фільтром, 
та інвертоване. 
Приклади обробки розробленим адаптивним фільтром зображень 
символу  у різному масштабі та з нахилом показані на рисунку 4.4 Вони 
показують, що сигнал D(x) на виході аналізатора зображень чітко відображає 
просторові властивості деталей зображення. Ця інформація є корисною для 
розпізнавання образів, оскільки її нескладно перетворити на локальні 
інваріантні функції [5]. 
        
Рисунок 5.4 Результати на виході аналізатора зображень 
  
5.2 Експериментальні результати 
Для обробки зображення з HDR-компресією була розроблена система 
технічного зору на базі плати Lattice HDR-60, яка використовує ПЛІС ECP3-70. 
Як відеодатчик використано датчик Aptina MT9M024, який виробляє потік 
HDR-зображення 720∙1280 зі швидкістю 60 кадрів на секунду з динамічним 
діапазоном 120 дБ. 
Для обробки зображення були розроблені ряд модулів, таких як модулі 
дебайєризації, медіанної фільтрації, перетворення кольорів, формувача 
гістограми та інші. Серед них модуль адаптивного фільтру грає основну роль. 
В ньому застосовано 40 різних ядер фільтрів, які зберігаються у ROMK. 
Кольорове зображення розділяється на канали яскравості та кольоровості. 
Сигнал у каналі яскравості стискається згідно з формулами (14). Потім 
кольорове зображення відновлюється з використанням інформації у каналі 
кольоровості. 
Фільтри детекторів аналізатора зображення виконані як конвеєрні схеми 
без використання блоків множення, завдяки чому вони забезпечують як 
швидкісні обчислення, так і невеликі апаратні витрати. Функції G(y) та b(y) 
(15), які виконують компресію і підвищення контрасту зображення, 
розраховуються з використанням кусково-лінійної апроксимації.  
Максимальна частота слідування пікселів досягає 130 МГц.  У таблиці 
4.1 показані апаратні витрати при розміщенні системи у ПЛІС. Аналіз таблиці 
показує, що розроблена система займає лише чверть доступних апаратних 
ресурсів. Отже, в ПЛІС є місце для додаткової системи, яка слугуватиме для 
нескладного розпізнавання образів.  
  
Таблиця 5.1. Апаратні витрати HDR-компресора у ПЛІС Lattice ECP3-70 
Елементи ПЛІС Зконфігуровані Доступні % 
CLB slices 8563 33264 25,7 
Тригери 5694 66528 8,6 
Блоки множення 18х18 34 128 26,6 
Блоки пам’яті BlockRAM 1024х18 56 240 23,3 
  
5.3 Структура системи технічного зору  
Експериментальний зразок системи технічного зору призначений для 
спийняття відеопотоку з HDR-датчика, його обробки та виводу на дисплей 
через інтерфейс HDMI. Зразок побудований на основі плати Helion-60 фірми 
Helionvision, на якій встановлена ПЛІС Lattice ECP-3 LFE3-70EA.  

































































Блок U_I2C виконує програмування режимів роботи відеодатчика 
MT9M024 безпосередньо після ввімкнення живлення та конфігурування ПЛІС. 
Процедура програмування разом з конфігуруванням триває близько однієї 
хвилини.  
Модуль SYNCHRO видає послідовності керуючих сигналів для 
початкової синхронізації блоків системи.  
Блок DECOMP розпаковує вхідний 12-бітовий відео потік до 20 
розрядів.  
Блок GIST розраховує розподілення пік селів за яскравістю і видає у 
блок NORM1 параметри, які необхідні для нормалізації зображення. Блок 
NORM1 приводить зображення до динамічного діапазону 18 розрядів. 
Блок COL_FILTR5 виконує зворотню кольорову фільтрацію 
(дебайєризацію), тобто,  відновлює кольори зображення за допомогою 
інтерполяції. 
Фільтр MEDIANF_3X3 виконує медіанну фільтрацію зображення, 
покращуючи відношення сигнал-шум. 
Блок BW виділяє з відеосигналу складову яскравості. 
Блок HDR_FILTR53 завдяки адаптивній фільтрації, стискає динамічний 
діапазон відеосигналу з 18 до 8 розрядів для складової яскравості. 
Блок COLOR_REST відновлює кольори для стисненого зображення. 
Мультиплексор MUX вибирає відеосигнал з одного з кількох виходів 
блоків системи для контролю її функціонування. 
Блок TXT_FRAME додає до зображення текстові та графічні фрейми. 
Зокрема, він виводить таблицю розподілення яскравості зображення, що 
поступає з блоку GIST. 
Блок TMDS_ENC виконує кодування кольорових складових та 
синхросигналів результуючого відеосигналу у код 8/10 і передає його у блок 
PCS_IO. Послідовний чотириканальний приймач-передавач, який виконаний у 
ПЛІС апаратно, передає відеосигнал у інтерфейс HDMI, який підключено до 
дисплея HDTV. 
 
5.4 Результати компіляції проекту 
Після компіляції проекта системи технічного зору, яка зображена 
рисунку 5.4, одержані результати, які показані у таблиці 5.2.   










Тригерів 5694 66528 8,6 
Блоків множення 18х18 34 128 26,
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Блоків пам’яті 1024х18 56 240 23,
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Максимальна тактова частота проекту  — 49,5 МГц, яка є більшою за 
частоту синхросигналу 27 МГц. 
 
5.5 Експериментальний зразок системи технічного зору 
На рисунку 5.6. показане зображення експериментального зразка 
системи технічного зору, яка складається з відео датчика з оптичною 
системою, плати з ПЛІС та дисплея.  
 Рисунок 5.6. Експериментальний зразок системи технічного зору 
 
Також на цьому рисунку показані кабель живлення плати, кабель 
HDMI, що з’єднує плату і дисплей та кабель USB, через який виконується 
програмування ПЛІС.    
 
5.6 Випробування системи технічного зору 
Для іспитів системи технічного зору була оснащена типова сцена, 
зображення якої має великий динамічний діапазон. Сцена складається з 
кольорового транспаранту та лампового світильника перед ним, на відбивачі 
якого прикріплене зображення слова “HDR”. Отже, сцена має великий 
динамічний діапазон яскравостей. На рисунку 5.7. показане зображення сцени, 
яке створене з двох знімків, знятих фотоапаратом з двома різними витримками 




Рисунок 5.7 — Зображення об’єкта для дослідів з системою технічного зору 
 
Результати сприймання та обробки зображення цієї сцени системою 
показані на рисунках 5.7 — 5.15. На цих рисунках представлені фотографії 
зображення на дисплеї системи при різних включеннях мультиплексора MUX 
(див. додаток 5). 
Зображення на рисунку 5.7 сформоване розрядами з 4-го по 11-й, які 
виділені з 20-розрядної шини, яка виходить з блоку DECOMP. Як видно з 
рисунку 5.7, зображення транспаранту видне як чорно-біле, а зображення 




Рисунок 5.9 — Зображення без обробки —  з виходу блоку DECOMP 
 
 
Це зображення нагадує чорно-біле, але видно, що воно складається з 
четвірок пікселів, які мають різну яскравість, тобто, в них закодовано кольори 
пікселів. 
На рисунку 5.9 показане зображення після відновлення кольорів 
(дебайєризації). Видно, що кольори відновлено, але їхня інтенсивність є 
невираженою. Після фільтрації медіанним фільтром MEDIANF_3X3 зображен-
ня дещо покращується – зменшується рівень випадкових шумів, зникають 








Для подальшого стиснення динамічного діапазону кольорове 
зображення перетворюється у блоці BW у чорно-біле, як на рисунку 5.10. 
У блоці HDR-стиснення HDR_FILTR53 чорно-біле зображення 
розкладається на складові яскравості та віддзеркаленого світла. Для 
визначення яскравості з урахуванням деталей зображення воно аналізується у 
блоці аналізу на наявність складових. Результат такого аналізу показано на 
рисунку 5.11. На ньому видно, що вертикальні та горизонтальні лінії виділені 
блакитним кольором, а похилі лінії – зеленим. Деталі, які не належать до 
вказаних ліній виділені червоним. Важливо відмітити, що деталі переліченого 
типу виділяються як у темних, так і яскравих частинах зображення.  Розмір 
деталей можна оцінити за зеленою шкалою, на якій ширина риски дорівнює 
одному пікселу. 
Далі за розпізнаними ознаками зображення вибирається відповідне ядро 
фільтра, за допомогою якого оцінюється локальна яскравість зображення. Таке 
зображення стискається за допомогою гама-функції і результат такої обробки 
показано на рисунку 5.12. Як видно з рисунку, на цьому зображені видимі 




























Рисунок 5.11 Складова яскравості зображення 
 
 
Рисунок 5.12 Деталі різного типу, які виділені у блоці аналізу 
 
  
Рисунок 5.13 Зображення після обробки гама-функцією 
 
Вхідне чорно-біле зображення попіксельно ділиться на оцінку 
локальної яскравості і обробляється бета-функцією. Результат такої обробки 
показано на рисунку 5.14. Як видно з рисунка 5.14, результатом такої обробки 
є виділені деталі зображення як у темних, так і у світлих місцях. Причому ці 
деталі мають приблизно однаковий контраст та чіткі контури. 
 
 
Рисунок 5.14 Зображення після обробки бета-функцією 
 
Зображення після бета- та гама-обробки перемножуються, даючи 
результуюче стиснуте зображення, таке, як на рисунку 5.14. При цьому, 
завдяки множенню на зображення після бета-обробки, покращується чіткість 
деталей, особливо на яскравих  ділянках. 
 
 
Рисунок 5.15 — Стиснуте чорно-біле зображення 
 
Нарешті, при обробці у блоці COLOR_REST відновлюються кольори у 
стиснутому зображенні, результат чого показано на рисунку 5.16. Як видно з 
цього зображення, деталі сцени чітко видимі як у темних, так і яскравих 
ділянках, на відміну від зображень, одержаних звичайним способом (рисунки 
5.7, 5.8).  
 
 Рисунок 5.16 — Результуюче стиснуте зображення 
Блок TXT_FRAME, між іншим, додає до вихідного зображення 
таблицю розподілення яскравостей вхідного зображення (рисунок 5.17). Ця 
таблиця обчислюється у блоці GIST за алгоритмом, який описано у [36] 
параграф 3.4.1. Згідно з ним, у 244 комірках (бінах) накопичується число 
пікселів, які попадають у відповідний діапазон яскравостей. За рисунком 5.17, 
для вхідного зображення є ненульові біти від нульовго до С316 = 195-го. Отже, 
для сцени, що розглядається, динамічний діапазон зображення складає 18 
молодших ненульових розрядів, тобто, 108 децибел. 
У комірках таблиці  FA, FB показані параметри, за допомогою яких 
коректується зображення у блоці NORM1. 
  
Рисунок 5.17 — Таблиця гістограми яскравості HDR-зображення 
5.7 Застосування системи розпізнавання образів у медицині 
У медицині часто використовуються зображення з високим динамічним 
діапазоном, які вимагають покращення та розпізнавання образів. Це, 
наприклад, зображення рентгенівських знімків та мікроскопічні зображення. 
На рис. 5.18 показаний знімок зразка крові, який одержано з бази даних 
біологічних зразків [48] і який висвітлено на екрані монітора та він же, 









Рисунок 5.18 Знімок зразка крові до та після обробки  
 
Аналіз рис. 5.18 показує дієвість методу обробки, який дає змогу 
розпізнавати характерні точки у деградованих еритроцитах (кути у їх 
зображеннях) з метою їх  виявляння та подальшого встановлення діагнозу.  
 
5.8 Аналіз результатів випробування 
Випробування системи технічного зору показали наступне. 
Розроблена система технічного зору відповідає технічному завданню. 
Вона виконує стиснення динамічного діапазону HDR-зображення з 120 дб до 
48 дб з мінімальними втратами чіткості деталей як у темних, так і світлих 
місцях. 
Встановлено, що, завдяки використанню алгоритму Retinex, 
покращується чіткість деталей, особливо на яскравих  ділянках. На відміну від 
зображень, одержаних звичайним способом, деталі сцени у оброблених 
зображеннях чітко видимі як у темних, так і яскравих ділянках. 
Система має бути удосконалена. Зокрема, бажано додати блок 
регулювання обробки кольорів, як наприклад, корекції кольоропередачі, 
регулювання інтенсивності кольорів. Бажано також додати дистанційне 
керування загальними рівнями яскравості, контрастності, рівня чорного. 
Частини системи, такі як HDR-компресор, блок побудови гістограми та 
інші виконують інтелектуальну обробку, швидкісний аналіз зображення і 
можуть бути використані при побудові системи розпізнавання образів. З цією 
метою на платі системи є достатньо ресурсів – є пам’ять DRAM достатнього 
об’єму, а ресурси мікросхеми ПЛІС зайняті лише на 25%.   
 
 5.9 Висновки по п’ятому розділу 
Згідно з методом проектування швидкодіючих паралельних 
обчислювачів для розпізнавання образів на базі ПЛІС було розроблено систему 
технічного зору. При цьому одержані наступні результати. 
1) Система виконує кроки алгоритму розпізнавання образів SIFT за 
виключенням того, що пошук характерних точок виконується за допомогою 
операції формування зображення ознак, його фільтрації і операції знаходження 
характерних точок. Причому, операція формування зображення ознак 
виконується строго за запропонованим методом. Фільтрація зображення ознак 
виконується за модифікованим алгоритмом MHN, який адаптовано до 
структури зображення ознак. Пошук характерних точок виконується за 
допомогою модифікованого алгоритму Хафа. 
2) Модулі ПЛІС, які виконують алгоритм розпізнавання, спроектовані за 
запропонованим методом, завдяки чому вони мають мінімізовані апаратні 
витрати та високу швидкодію, яка забезпечує обробку пікселів з частотою 
більше ніж 150 МГц.   
3) Завдяки вибору ядер фільтрів Лапласа, Гауса за запропонованим 
методом, одержано модуль розпізнавання ознак, який має мінімальні апаратні 
витрати – близько 8400 ЛТ ПЛІС фірми Lattice без використання апаратних 
блоків множення та високу пропускну здатність – до 150 млн. пік селів за сек., 
яка є достатнею для обробки відеозображень у реальному часі.  
4) Порівняння виділення ознак з відомим алгоритмом, описаним у 
роботі [31], показує, що запропонований алгоритм дає змогу розпізнанавати 
більше деталей, причому розпізнаються лінії, які повернуті на кут більше ніж ± 
30°. 
5) Розроблено бібліотеку віртуальних модулів, які необхідні для 
створення систем технічного зору різної складності, влючаючи такі, які 
придатні для розпізнавання образів. Модулі бібліотеки мають мінімізовані 
апаратні витрати, велику пропускну здатність та уніфікований інтерфейс. Вони 
розраховані на частоту слідування пікселів до 150 МГц при реалізації у ПЛІС 
фірми Lattice  та удвічі більшу – у ПЛІС фірм Altera, Xilinx.  
6) Перевірено можливість використання системи для обробки 
медичних зображень та виділення в них характерних об’єктів. 
ВИСНОВКИ 
У роботі описані останні тенденції у розпізнаванні зображень, приведене 
порівняння сучасних методик розпізнавання образів та описано методику 
розробки систем розпізнавання.  
Запропоновано модифікацію алгоритму ущільнення HDR-зображень на 
основі методу Retinex. Вона полягає у заміні білатерального фільтра на 
адаптивний фільтр, який зберігає краї зображення. Адаптивний фільтр 
оснований на наборі детекторів Харріса-Лапласа та гауссового фільтра. Такий 
адаптивний фільтр, крім визначення функції освітленності, видає характерні 
ознаки зображення, такі як краї зображення та їх нахил, які є важливими для 
побудови системи розпізнавання образів. Наступним кроком досліджень буде 
розробка системи розпізнавання образів, яка працює в умовах великого 
діапазону яскравостей. 
Розроблена методика проектування, придатна для проектування 
автоматизованих систем сприяння водіям автотранспорту, сучасних системам 
керування зброєю, які повинні розпізнавати цілі для ураження. Такі системи 
будуть спроможні обробляти у реальному часі рухомі (телевізійні) зображення 
та розпізнавати перешкоди, дорожні ситуації чи цілі та відповідатимуть рівню  
Embedded Vision Alliance, в яку входять AMD, Aldec, Lattice, Intel, Huawei та 
багато інших.  
Вирішена проблема апаратних витрат, досягнуте низьке енергоспоживання, 
висока швидкодія та висока ймовірність правильного розпізнавання. Такі  
системи для розпізнавання цілей можуть використовуватись для вітчизняних 
збройних комплексів, які матимуть помірну вартість та забезпечуватимуть 
високу надійність функціонування. 
В рамках дослідження розроблено алгоритм для розпізнавання образів у 
зображеннях та метод проектування високопродуктивних апаратно-
програмних систем на базі ПЛІС для реалізації цього алгоритму.  
Отримано такі наукові результати: 
1) Розроблено метод проектування паралельних обчислювачів для 
розпізнавання образів на базі ПЛІС на основі удосконаленого алгоритму 
перетворення характерних точок, який є інваріантним до масштабу (SIFT), 
який на відміну відомих методів, забезпечує багатократне зменшення 
апаратних витрат при можливості обробки відеопотоку у реальному часі. 
полягає у наступному. 
2) Розроблено алгоритм виділення ознак у рухомому зображенні, таких 
як лінії, краї, плями, який на відміну від аналогічних алгоритмів здатний 
виділяти та фільтрувати ознаки у зображенні з широким динамічним 
діапазоном з використанням значно менших апаратних витрат у ПЛІС. 
Практична цінність отриманих в роботі результатів полягає в тому, що 
одержано метод проектування швидкодіючих паралельних обчислювачів для 
розпізнавання образів на базі ПЛІС, який придатний для розробки систем 
допомоги водіям, систем відеоспостереження та наведення зброї з 
мінімізованими апаратними витратами, та низьким енергоспоживанням. 
Розроблена програмна реалізація системи розпізнавання образів може бути 
використана для обробки зображень в нереальному часі та для 
удосконалення алгоритмів розпізнавання образів. Розроблена бібліотека 
модулів для обробки рухомих зображень може бути використана для 
побудови як систем розпізнавання образів у рухомих зображеннях, так і 
систем технічного зору загального типу. 
Доцільно продовжити дослідження алгоритмів розпізнавання образів на 
основі пошуку характерних точок у ПЛІС з метою оптимізації апаратних 
витрат, швидкості та надійності розпізнавання, розмірів словника образів, а 
також для розробки та проведення тестів, які є ефективними для порівняння 
систем, які побудовані за запропонованим методом, з аналогічними 
існуючими системами розпізнавання образів.  
Слід продовжити роботи по розробці експериментального зразка 
системи розпізнавання образів в рухомих зображеннях з метою її 
подальшого впровадження. 
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Гіпотеза 
1) Можна переробити алгоритм розпізнавання 
SIFT таким чином, щоби  
— зменшити його складність,  
— використовувати представлення даних з 
фіксованою комою замість плаваючої коми,  
— організувати конвеєрну обробку даних на 
більшості його етапів. 
2) Можна розробити метод проектування 
спеціалізованих обчислювачів на базі ПЛІС, які 
виконують алгоритми розпізнавання образів на ПЛІС 
на основі методу відображення просторових графів 
синхронних потоків даних у конвеєрні структури, 
завдяки якому спростити проектування, одержувати 
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Розроблений алгоритм розпізнавання графічних 
образів 
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Формування зображення ознак. 
Фільтрація зображення ознак 
виконується за модифікованим 
алгоритмом MHN 
Пошук характерних точок 
виконується за допомогою 
модифікованого алгоритму Хафа. 
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Додаток 2 
VHDL-модель одного фільтра-розпізнавача 
----------------------------------------------------------------------------------------- 
Фільтр Лапласа 
Вхідні дані у порядку: 
 -- 0 1  2  3  4 
 -- 5 6  7  8  9 
 --10 11 12 13 14 
 --15 16 17 18 19 
 --20 21 22 23 24 
Коефіцієнти: 
-- 1,2,0,-2,-1,     
-- 4,8,0,-8,-4,     
-- 6,12,0,-12,6,     
-- 4,8,0,-8,-4,     
-- 1,2,0,-2,-1);     
----------------------------------------------------------------------------------------- 
library IEEE; 
use IEEE.STD_LOGIC_1164.all;   
use IEEE.STD_LOGIC_arith.all;  
use IEEE.STD_LOGIC_signed.all;  
use work.HDR_type.all;  -- пакет з описом масиву 25 входів 
 
entity H_An5 is  port( 
  clk : in STD_LOGIC; 
  rst : in STD_LOGIC; 
  DVI : in DATA_ARR25;  -- array of 25 inputs 
  DO : out STD_LOGIC_VECTOR(17 downto 0) 
  ); 
end H_An5; 
 
architecture synt of H_An5 is    
 signal R:DATA_ARR25;  
 signal p50,p52,p54,p56:STD_LOGIC_VECTOR(17+4 downto 0);  
 signal p51,p53,p55:STD_LOGIC_VECTOR(17+5 downto 0); 
 signal p80,p81,p82:STD_LOGIC_VECTOR(17+7 downto 0);  
 signal p90,p91:STD_LOGIC_VECTOR(17+7 downto 0);    
 constant a12:STD_LOGIC_VECTOR(17+7 downto 0):="0"&x"800000"; 
 constant si:natural:= 26;--17+9 --sign position 
begin 
 process(CLK,RST)  
  begin  
   if RST='1' then 
    p50<=(others=>'0'); p51<=(others=>'0'); p52<=(others=>'0');
 p53<=(others=>'0');  
    p54<=(others=>'0'); p55<=(others=>'0'); p56<=(others=>'0');  
    p80<=(others=>'0');  p81<=(others=>'0');p82<=(others=>'0');  
    p90<=(others=>'0');  
   elsif CLK='1' and CLK'event then 
    p50<=('0'&R(0)) + EXT((R(5)&"00"),p50'length) + 
EXT((R(15)&"00"),p50'length)+('0'&R(20)); 
    p51<=EXT((R(1)&"0"),p51'length) + EXT((R(6)&"000"),p51'length) + 
EXT((R(16)&"000"),p51'length)+ EXT((R(21)&"0"),p51'length); 
       
    p53<=EXT((R(3)&"0"),p53'length) + EXT((R(8)&"000"),p53'length) + 
EXT((R(18)&"000"),p53'length)+EXT((R(23)&"0"),p53'length); 
    p54<=('0'&R(4)) + EXT((R(9)&"00"),p50'length) + 
EXT((R(19)&"00"),p50'length)+('0'&R(24)); 
           
    p56<=EXT((R(10)&"0"),p56'length)+EXT((R(11)&"00"),p56'length) - 
EXT((R(13)&"00"),p56'length)- EXT((R(14)&"0"),p56'length) ; 
    
      
    p80<= ('0'&p50) + EXT(p51,25); --  ('0'&p52);-- 
    p81<= ('0'&p53) + EXT(p54,25); -- ('0'&p54) + 
    p82<= SXT((p56&"0"),25) + p56;  --x 3 
             
    p91<= p80 - SXT(p81,25) + p82;  
    p90<=abs(p91); 
     
   end if; 
  end process;  
end synth; 
 
