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ABSTRAK 
 
Salah satu makanan pokok bagi penduduk mayoritas di benua Asia adalah 
nasi, terutama negara Indonesia. Bagus atau tidaknya beras dapat dilihat melalui 
kasat mata dengan cara melihat ukuran, warna serta ada atau tidaknya patahan pada 
beras. Umumnya, masyarakat Indonesia mendapatkan beras di pasar, supermarket 
dan pedagang beras. Beragamnya jenis beras yang beredar di pasaran menuntut suatu 
kondisi dimana perlu adanya penanganan dan pengawasan terhadap standar kualitas 
beras.  
Dalam penelitian ini, terkait perlunya penanganan dan pengawasan terhadap 
standar beras, penulis melakukan penelitian morfologi citra terhadap beras dengan 
proses pre-processing, ekstraksi ciri dengan metode Principal Component Analysis 
dan dilakukan klasifikasi menggunakan k-Nearest Neighbor pada pengolahan citra 
digital untuk menentukan grade dari beras yang diklasifikasikan menjadi tiga grade 
yaitu A, B, dan C. Penelitan sebelumnya menggunakan jenis beras yang berasal dari 
negaranya masing-masing seperti India, China, Filipina, Iran, dan Sri Lanka. Untuk 
itu penulis menggunakan varietas dari Indonesia yakni beras pandan wangi dan 
proses akuisisi citra serta sistem yang dirancang berbeda dari penelitan sebelumnya 
yakni menggunakan android. Dengan sistem yang penulis buat menggunakan 
aplikasi di android, beras yang beredar di pasar, supermarket dan pedagang beras 
dapat diketahui kualitasnya dengan mudah dan dapat mengetahui layak atau tidaknya 
untuk dikonsumsi. 
Dengan adanya tugas akhir ini, penelitian terhadap beras yang 
dikelompokkan berdasarkan ukuran, warna dan derajat sosoh yang penulis lakukan 
diharapkan dapat membantu masyarakat umum untuk mengetahui kualitas beras 
yang lebih efektif dan dapat dilakukan dengan mudah pada smartphone android 
dengan akurasi sistem 77%. 
Kata kunci : Beras, Morfologi Citra, Principal Component Analysis, k-Nearest 
Neighbor, Android 
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ABSTRACT 
 
One of the main food for the majority population in Asia continent is rice, 
especially in Indonesia. Whether good or not good rice can be seen through visible 
eyes by its size, color, and also whether there or not there is a break in rice. 
Generally, the people of Indonesia get rice in the market, supermarkets and rice 
traders. Various types of rice circulating in the market demand a condition where the 
need for handling and supervision of rice quality standards. 
In this study, related to the need for handling and supervision of rice 
standards, the author conducted research for image morphology of rice with the pre-
processing process, feature extraction with the Principal Component Analysis 
method and classification using k-Nearest Neighbor metohod on digital image 
processing to determine the class of rice is grouped into three classes, namely A, B, 
and C. Previous researches used types of rice originating from their respective 
countries such as India, China, Philippines, Iran and Sri Lanka. For this reason, the 
author uses rice variables from Indonesia, namely pandan wangi rice. The image 
acquisition process and the system that has been designed is different from previous 
researches using android. With the system that the author uses using the android 
application, rice circulating in the market, supermarkets and customers can be 
accessed easily and easily for consumption. 
With this final project, research on rice grouped by size, color and sosoh 
degrees which author do is expected to help the general public to know the quality of 
rice more effectively and can be done easily on android smartphone with 77% system 
accuracy. 
Key word : Rice, Image Morphology, Principal Component Analysis, k-Nearest 
Neighbor, Android 
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BAB I  
PENDAHULUAN 
 
1.1 Latar Belakang 
 
Indonesia adalah salah satu negara agraris yang memiliki kekayaan alam 
dan wilayah yang luas. Menurut Dr. Tita Rialita. S.Si., M.Si., ketua program studi 
teknologi pangan, pertanian menjadi sektor utama dalam perekonomian dan 
kebutuhan pangan. Dalam pertanian, padi memiliki peranan penting sebelum 
akhirnya diolah menjadi kebutuhan pokok masyarakat Indonesia. Bagian bulir 
dari padi disebut dengan beras yang akan dikonsumsi oleh manusia menjadi nasi. 
Nasi merupakan kebutuhan pokok bagi sebagian manusia terutama di 
Asia. Ibu Tita Rialita juga menjelaskan bahwa kandungan penting dalam nasi 
yang dibutuhkan bagi manusia yakni karbohidrat dan nutrisi esensial lainnya 
seperti protein, vitamin, mineral, dan air. Sebelum menjadi nasi, tanaman yang 
disebut padi diolah agar dapat menghasilkan beras. Dr. Ir. Mohamad Djali, M.S., 
kepala departemen teknologi industri pangan menambahkan, beras yang paling 
baik secara morfologi adalah beras yang memiliki warna putih dan bening, 
ukurannya yang panjang dan tidak memiliki banyak patahan.  
Beras memiliki banyak varietas akibat proses perkawinan antar tanaman 
padi yang berbeda jenisnya. Di negara Indonesia, pengaruh jenis tanah 
mempengaruhi jenis padi oleh karena itu di Indonesia banyak jenis beras untuk 
dikonsumsi yang ditawarkan. Dua spesies padi yang utama adalah Oryza Sativa 
yang berasal dari Asia dan Oryza Glabberima yang berasal dari Afrika Barat. 
Subspesies dari Oryza Sativa terdapat Japonica (Sinica) dan Indica. Subspesies 
lainnya terdapat varietas Javanica yang tumbuh subur di kawasan tropis dan 
sering disebut tropical japonica yang dapat ditemukan di Pulau Jawa, Indonesia. 
Selain itu masih banyak terdapat subspesies minor lain dari kedua spesies padi. 
(Matsuo 1993). 
Indonesia dengan kekayaan alamnya membuat semua jenis tanaman dapat 
tumbuh dengan subur, terutama tanaman padi. Tanah di Indonesia mengandung 
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mineral yang berbeda-beda pula di setiap pulaunya yang mengakibatkan terdapat 
beragam tanaman dengan spesies yang sama dengan keanekaragaman yang 
berbeda. Oleh karena banyaknya jenis beras yang terdapat di Indonesia, perlu 
adanya penanganan terhadap kualitas beras. Kualitas beras yang baik saat ini 
hanya dapat diukur dengan kasat mata dan dilihat dari proses dari padi hingga 
menjadi beras. Maka dari itu diperlukan alat untuk mendeteksi kualitas beras yang 
secara otomatis dapat mengetahui beras mana saja yang baik dengan harapan 
memberi kemudahan bagi pengolah, penjual, dan pembeli untuk mendapatkan 
beras dengan kualitas yang baik maupun lembaga pangan untuk mengatur tata 
niaga beras di Indonesia. 
 
1.2 Penelitian Terkait 
 
Penelitian dengan topik dan tujuan yang sama dengan berbagai 
metode lain telah dilakukan sebelumnya sebagai berikut: 
Tabel 1.1 Penelitian Terkait 
Tahun Penulis Judul Akurasi 
2008 Guzman. J.D Classification of philippine rice grains 
using machine vision and artificial 
neural networks 
70% 
2010 Verma, B. Image Processing Techniques For 
Grading and Classification Of Rice 
90-95% 
2011 Rad.S.J.M Classification of Rice Varieties Using 
Optimal Color and Texture Features 
and BP Neural Networks 
96.67% 
2012 MousaviRad.S.J Design of an Expert System for Rice 
Kernel Identification Using Optimal 
Morphological Features and Back 
Propagation Neural Network 
98.40% 
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2013 Ajay.G Quality Evaluation of Rice Grains 
Using Morphological Methods 
75% 
2013 Silva.C.S Classification of Rice Grains Using 
Neural Networks 
92% 
2013 Kaur, H. Classification and Grading Rice Using 
Multi-Class SVM 
86% 
2014 Abirami, S. Analysis of Rice Granules Using Image 
Processing and Neural Network Pattern 
Recognition Tool  
98.70% 
2014 Chaugule.A. Evaluation of Texture and Shape 
Features for Classification of Four 
Paddy Varieties  
86% 
2014 Iman Golpour Identification and Classification of Bulk 
Paddy, Brown, and White Rice 
Cultivars with Colour Features 
Extraction using Image Analysis and 
Neural Network 
98.80% 
2014 Siddagangappa Classification and Quality Analysis of 
Food Grains  
92% 
2014 Pazoki, A.R. Classification of Rice Grain Varieties 
Using Two Artificial Neural Networks 
(MLP and Neuro-Fuzzy)  
98% 
2014 Tanck.P. A New Technique of Quality Analysis 
for Rice Grading For Agmark 
Standards. 
90% 
2015 B.S.Anami Behavior of HSI Color Co-Occurrence 92.33% 
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Features in Variety Recognition from 
Bulk Paddy Grain Image Samples 
2015 Neelam Identification and Classification of Rice 
Varieties Using Neural Network By 
Computer Vision 
89.70% 
2015 Vidya Patil Quality Analysis and Grading Of Rice 
Grain Images  
93% 
 
1.3 Perumusan Masalah  
Rumusan masalah dalam penelitian ini adalah  
1. Bagaimana membuat perangkat lunak yang dapat mengidentifikasi 
kualitas beras berdasarkan grade A, B, dan C.  
2. Bagaimana cara mengidentifikasi kualitas beras berdasarkan 
parameter-parameter yang diuji. 
 
1.4 Batasan Masalah 
Batasan masalah dalam penelitian ini adalah 
1. Data masukan sistem adalah citra yang didapat dari hasil foto 
smartphone OnePlus 5T dalam bentuk *.JPG dengan spesifikasi dual 
kamera 17-megapixel (27mm, aperture  f/1.7, ukuran sensor 1/2.8”, 
ukuran pixel 1.12µm, gyro EIS) dan 20-megapixel (27mm, aperture  
f/1.7, ukuran sensor 1/2.8”, ukuran pixel 1µm) 
2. Warna jenis beras hanya beras putih atau bening. 
3. Tidak membahas berapa lama beras setelah dipanen dan faktor 
eksternal yang mempengaruhi kualitas beras. 
4. Penelitian menggunakan tiga varietas beras pandan wangi dengan 
kualitas berbeda. 
5. Aplikasi yang akan dibuat adalah aplikasi berbasis Android. 
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6. Sistem hanya mendeteksi kualitas beras yang sudah dikelompokkan 
menjadi grade A, B, dan C. 
a. Grade A : Butir beras dengan ukuran bulat, warna putih dan 
tidak terdapat patahan. 
b. Grade B : Butir beras dengan ukuran bulat dan sedikit 
panjang, warna putih dan sedikit bening, serta terdapat 
sedikit patahan. 
c. Grade C : Butir beras dengan ukuran yang lebih panjang, 
warna putih bening dan terdapat banyak patahan. 
7. Menggunakan satu jenis beras yaitu pandan wangi dengan 
menggunakan tiga sampel. 
 
1.5 Tujuan 
Tujuan dari pembuatan tugas akhir ini adalah: 
1. Membuat perangkat lunak yang dapat mengidentifikasi kualitas 
beras menggunakan metode ekstraksi ciri morfologi citra dan 
klasifikasi dengan k-Nearest Neighbor. 
2. Menganalisa parameter-parameter hasil penelitian kualitas beras 
dengan metode ekstraksi ciri morfologi citra dan klasifikasi dengan 
metode k-Nearest Neighbor berdasarkan bentuk dan warna dari biji 
beras. 
 
1.6 Metodologi Penelitian 
Metode yang digunakan dalam penyelesaian tugas akhir ini adalah: 
1. Studi Literatur 
Mempelajari materi yang berhubungan dengan penelitian ini.  
2. Pengumpulan Data 
Mengumpulkan data mengenai varietas beras yang diperoleh dari 
FTIP Universitas Padjajaran, Departemen Teknik Pangan. 
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3. Perancangan Sistem 
Dilakukan pengambilan data dan sampel, perancangan segmentasi 
menggunakan metode PCA sebagai ekstraksi ciri dan klasifikasi 
KNN. 
4. Simulasi Sistem 
Dilakukan pengujian terhadap sistem yang telah dibuat. Serta 
menerapkan hasil perancangan menggunakan perangkat lunak 
Android Studio. 
5. Analisis 
Dilakukan pengujian terhadap perangkat lunak yang tela dirancang 
untuk melihat keluaran yang dilakukan oleh perangkat lunak 
Android Studio. 
6. Penyimpulan Hasil 
Setelah dibandingkan, maka berdasarkan data-data dan proses 
simulasi analisis dilakukan penyusunan laporan dalam format 
penulisan tugas akhir dan penyampaian kesimpulan. 
 
1.7 Jadwal Pelaksanaan  
Jadwal pelaksanaan pengerjaan tugas akhir ditetapkan dengan 
beberapa milestone  untuk menentukan pencapaian target sebagai berikut:  
Tabel 1.2 Jadwal Pelaksanaan 
 Deskripsi Tahapan Durasi 
(minggu) 
Tanggal 
Selesai 
Milestone 
1 Desain Sistem 2 29 Januari 
2018 
Flow chart 
sistem dan 
spesifikasi input-
ouput 
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2 Pengumpulan Data 2  12 Februari 
2018 
Parameter dan 
semua informasi 
terkait tugas 
akhir terkumpul 
3 Implementasi 
software 
6  2 April 2018 Pembuatan 
Aplikasi Selesai 
4 Pengujian 3  23 April 2018 Pengujian Selesai 
5 Penyusunan 
laporan / buku TA 
3  14 Mei 2018 Buku Tugas 
Akhir 
 
1.8 Sistematika Penulisan 
Tugas akhir ini akan disusun dalam 5 bab dengan rincian sebagai 
berikut : 
1. Bab 1 Pendahuluan 
Bab ini berisi latar belakang, penelitian terkait, tujuan penelitian, 
rumusan masalah, batasan masalah, hipotesis penelitian, metodologi 
penelitian dan sistematika penulisan. 
2. Bab 2 Tinjauan Pustaka 
Bab ini berisi tentang teori-teori terkait pada tugas akhir ini. 
3. Bab 3 Perancangan dan Simulasi 
Menjelaskan proses desain, realisasi sistem serta membahas 
parameter pengujian sistem. 
4. Bab 4 Pengujian sistem dan analisis 
Bab ini berisi data-data berdasarkan hasil pengolahan citra acuan dan 
data hasil pengolahan citra uji sistem menggunakan Android Studio. 
5. Bab 5 Penutup 
Bab  ini berisi kesimpulan dari penelitian dan saran yang dapat 
membangun untuk penelitian dan pengembangan lebih lanjut atau 
sebagai bahan referensi. 
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BAB II  
TINJAUAN PUSTAKA 
2.1 Definisi Beras 
Beras adalah bagian bulir dari padi atau gabah yang telah dipisah 
dari sekam. Pada salah satu tahap pemrosesan hasil panen padi, gabah ini 
ditumbuk dengan alat tradisional lesung atau digiling sehingga bagian 
luarnya atau kulit dari gabah terlepas dari isinya. Dari bagian isi inilah 
terdapat warna putih, kemerahan, ungu, atau  hitam, yang disebut beras.  
Beberapa cara penggolongan beras, berdasarkan varietas padinya 
diantaranya beras Bengawan Solo, Celebes, Sintanur, dan lainnya, lalu 
berdasarkan asal daerahnya diantaranya beras Cianjur, beras Garut, dan 
beras Banyuwangi, berdasarkan cara pengolahannya diantaranya beras 
tumbuk dan beras giling, berdasarkan tingkat penyosohannya diantaranya 
beras kualitas I dan II, dan berdasarkan gabungan antara sifat varietas 
padi dengan tingkat penyosohannya [1].  
Karbohidrat utama dalam beras adalah pati dan hanya sebagian 
kecil pentosan, selulosa, hemiselulosa, dan gula. Pati beras berkisar 
antara 85 – 90% dari berat kering beras. Kandungan pentosan berkisar 
antara 2 – 2,5% dan gula 0,6 – 1,4% dari beras pecah kulit (Winarno, 
1997) [1]. 
2.1.1 Jenis Beras 
Beras dibagi ke dalam beberapa jenis, beras yang diuji pada 
penelitian ini adalah beras yang di produksi di Indonesia, yaitu jenis 
pandan wangi. Beras ini adalah beras yang dinilai cukup baik di kalangan 
masyarakat Indonesia. Selain dari harga yang relatif lebih tinggi dari 
beras jenis lain, pandan wangi memiliki rasa nasi yang enak dan ciri khas 
aroma pandan sehingga disebut beras pandan wangi.  
Selain pandan wangi, varietas padi lainnya seperti mentik wangi, 
rojolele dan lainnya memiliki aromanya masing-masing dan semua jenis 
ini termasuk beras pulen. Beras pandan wangi ini berasal dari varietas 
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padi bulu yang ditanam di daerah Jawa Barat khususnya daerah Cianjur. 
Beras ini memiliki bentuk fisik yang tidak panjang tetapi cenderung bulat 
serta memiliki warna yang sedikit kekuningan dan cenderung bening atau 
tidak putih.  
2.1.2 Jenis Pengujian Kualitas Beras 
Kualitas beras memiliki tingkatan yang berbeda-beda 
spesifikasinya. Butir utuh, butir kepala, butir patah, butir menir 
merupakan parameter-parameter utama dari seluruh parameter kualitas 
dari SNI [2]. 
 
Tabel 2.1 Parameter kualitas beras [2] 
NO  Kualitas Fisik Definisi 
1 Butir Utuh Butir beras baik sehat maupun cacat, yang 
utuh (ukuran 8/8) atau tidak ada yang patah 
sama sekali 
2 Butir Kepala Butir beras baik sehat maupun cacat yang 
mempunyai ukuran lebih besar atau sama 
dengan 0,75 bagian dari butir beras utuh 
3 Butir Patah Butir beras baik sehat maupun cacat yang 
mempunyai ukuran lebih besar dari 0,25 
sampai dengan lebih kecil 0,75 bagian dari 
butir beras utuh 
4 Butir Menir Butir beras baik sehat maupun cacat yang 
mempunyai ukuran lebih kecil dari 0,25 
bagian dari butir beras utuh 
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Gambar 2.1 Bagian-Bagian Beras [2] 
 
 
 
Tabel 2.2 Penentuan Mutu SNI (6128:2015) [3] 
 
 
No Komponen Mutu Satuan 
Kelas Mutu 
Premium 
Medium 
1 2 3 
1 Derajat sosoh (min) (%) 100 95 90 80 
2 Kadar air (maks) (%) 14 14 14 15 
3 Beras kepala (min) (%) 95 78 73 60 
4 Butir patah (maks) (%) 5 20 25 35 
5 Butir menir (maks) (%) 0 2 2 5 
6 Butir merah (maks) (%) 0 2 3 3 
7 Butir kuning/rusak(maks) (%) 0 2 3 5 
8 Butir kapur (maks) (%) 0 2 3 5 
9 Benda asing (maks) (%) 0 0,02 0,05 0,2 
10 Butir gabah (maks) 
(butir/ 
100g) 
0 1 2 3 
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2.2 Pengolahan Citra Digital 
Citra atau gambar adalah informasi dalam bentuk visual, sebuah 
gambar dapat memberikan lebih informasi daripada informasi dalam 
bentuk tulisan. Suatu citra adalah fungsi intensitas dua dimensi f(x,y), 
dimana x dan y adalah koordinat spasial dan f pada titik (x,y) merupakan 
tingkat kecerahan suatu citra pada suatu titik (Gonzales dan Woods, 
2008). Suatu citra diperoleh dari penangkapan pantulan cahaya dari suatu 
objek. Citra digital dapat direpresentasikan dalam bentuk matriks. 
Misalkan citra dengan ukuran M x N dimana M adalah ukuran baris dan 
N adalah ukuran kolom, maka representasi citranya ditunjukkan dalam 
persamaan pada : [4] 
                             f(x,y)=
! 0,0 														! 0.1 				… 									! 0,( − 1	! 1,0 															! 1,1 					… 									! 1,( − 1 			...! * − 1,0 			! * − 1 	… 		!(* − 1,( − 1)
     (2.1) 
 
 
Nilai pada suatu irisan antara baris dan kolom (pada posisi 
x,y) disebut dengan pictures elements, image elements, pels, atau 
pixels. Istilah pixel sering digunakan pada citra digital. Dimana 
indeks baris (x) dan indeks kolom (y) menyatakan suatu koordinat 
titik pada citra, sedangkan f(x,y) merupakan intensitas (derajat 
keabuan) pada sebuah titik (x,y). Berikut ini adalah gambaran 
matriks dari citra digital : [4] 
 
Gambar 2.2 Citra sebagai fungsi dua dimensi  
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Gambar 2.3 Citra digital memiliki 0-255 tiap pixel-nya 
 
Berdasarkan jenisnya, citra dibagi ke dalam tiga jenis yaitu citra biner, 
citra grayscale dan citra RGB [4]. 
 
2.2.1 Citra Biner 
Citra biner adalah citra digital yang hanya memiliki dua 
kemungkinan nilai pixel yaitu hitam atau putih. Disebut juga citra 
monokrom. Hanya diperlukan 1 bit untuk mewakili nilai setiap pixel dari 
citra biner [4]. 
 
Gambar 2.4 Citra Biner 
 
2.2.2 Citra Grayscale 
Citra grayscale merupakan citra digital yang hanya mempunyai 
satu nilai untuk setiap pixelnya, dengan kata lain nilai red=green=blue. 
Warna yang dimiliki adalah hitam, keabuan, dan putih. Tingkat keabuan 
disini merupakan warna abu dengan berbagai tingkatan, dari hitam 
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hingga mendekati putih. Grayscale memiliki kedalaman warna 8 bit (256 
kombinasi warna keabuan) [4]. Secara Matematis, rumus grayscale dapat 
dituliskan sebagai berikut:  
     -./012/34 = 0.299×9 + 0.587×- + 0.114×?        (2.2) 
Untuk mendapatkan citra grayscale, metode yang umumnya 
digunakan adalah dengan metode luminosity karena metode ini 
merupakan metode yang memrepresentasikan nilai grayscale dengan 
baik dimana nilai yang dikembalikan pada metode ini adalah antara 0 dan 
255. Formula metode ini terdapat pada persamaan (2.2) dengan R adalah 
nilai citra berwarna merah, G adalah nilai citra berwarna hijau dan B 
adalah nilai citra berwarna biru [5]. 
 
            Gambar 2.5 Citra Grayscale 
2.2.3 Citra RGB 
Citra RGB disebut juga citra true color. Citra RGB merupakan 
citra digital yang mengandung matriks yang merepresentasikan warna 
merah, hijau, dan biru untuk setiap pixelnya, jumlah warna maksimum 
yang dapat digunakan adalah 256 warna (darma). Setiap warna dasar 
diberi rentang nilai. Untuk warna dari tiap pixel ditentukan oleh 
kombinasi dari intensitas merah, hijau, dan biru. [5] 
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Gambar 2.6 Citra RGB [5] 
Citra digital adalah representasi dari sebuah citra dua dimensi 
sebagai sebuah kumpulan nilai digital yang disebut elemen gambar atau 
piksel. Piksel adalah satuan terkecil dalam citra yang dihitung per inci. 
Pengolahan citra adalah proses pengolahan sinyal yang inputnya 
berbentuk citra dan outputnya dapat berupa citra juga atau informasi 
karakterisitik dan parameter yang berhubungan dengan citra. Beberapa 
fungsi citra diantaranya:  
1. Sebagai proses memperbaiki kualitas citra agar mudah 
diinterpretasi oleh manusia atau komputer. 
2. Digunakan untuk teknik pengolahan citra dengan 
mentransformasikan citra menjadi citra lain seperti image 
compression. 
3. Sebagai proses awal dari computer vision. 
Secara umum, operasi pengolahan citra digital dapat diklasifikasikan 
dalam beberapa jenis sebagai berikut:  
1. Akuisisi Citra 
Merupakan proses penangkapan (capture) atau memindai 
(scan) suatu citra analog sehingga diperoleh citra digital. 
Beberapa faktor yang perlu diperhatikan dalam proses 
akuisisi citra antara lain adalah: jenis alat akuisisi, resolusi 
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kamera, teknik pencahayaan, perbesaran atau zooming, jarak, 
dan sudut pengambilan citra. 
2. Pre-processing 
Tahap awal ini memerlukan tahapan untuk menjamin 
kelancaran pada proses berikutnya, antara lain:   
a. Peningkatan kualitas citra (kontras, kecerahan, dll) 
b. Menghilangkan noise 
c. Perbaikan citra (image restoration) 
d. Transformasi (image transformation) 
e. Menentukan bagian citra yang akan diobservasi 
 
3. Ekstraksi Ciri 
Ekstraksi ciri adalah langkah awal dalam melakukan 
klasifikasi citra. Tahapan ini bertujuan untuk memperoleh 
informasi yang terkandung dalam suatu citra untuk kemudian 
dijadikan sebagai acuan untuk membedakan antara citra yang 
satu dengan citra yang lain. Analisis tekstur biasa digunakan 
untuk melakukan klasifikasi dan interpretasi citra 
 
2.3 Deteksi Tepi 
Pendeteksian tepi adalah langkah untuk mendeteksi garis tepi yang 
membatasi dua wilayah citra dan merupakan salah satu operasi dasar dari 
image processing. Tujuannya adalah untuk menandai bagian detail citra 
dan memperbaiki detail dari sebuah citra. Deteksi tepi berguna untuk 
melakukan proses segmentasi dan identifikasi objek dalam citra [6]. 
2.3.1 Deteksi Tepi Robert 
Roberts Operator merupakan variasi dari rumus Gradient Operator 
dengan arah orientasi sebesar 45 derajat dan 135 derajat pada bidang 
citra. Ini berarti gradient dihitung dengan memanfaatkan titik yang 
berada pada arah orientasi 45 derajat dari horizontal dan 135 derajat dari 
horizontal dengan persamaan yaitu : [6] 
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                                    							!(@ + 1, 0 + 1) dan ! @ − 1, 0 + 1 																										(2.1) 
Selain itu operator ini merupakan penjabaran dari teknik diferensial 
pada arah horizontal dan diferensial pada arah vertikal dengan 
menambahkan proses konversi biner dengan meratakan distribusi warna 
hitam dan warna putih. Kernel filter yang digunakan dalam metode 
Robert ini adalah: [6] 
                                                   H = −1				1  dan V =	 −11                              (2.2) 
 
2.3.2 Deteksi Tepi Sobel 
Satu cara untuk menghindari gradien yang dihitung pada titik 
interpolasi dari piksel-piksel yang terlibat adalah dengan menggunakan 
jendela 3x3 untuk perhitungan gradien, sehingga perkiraan gradien 
berada tepat di tengah jendela. Operator Sobel adalah operator yang 
paling banyak digunakan sebagai pelacak tepi karena kesederhanaan dan 
keampuhannya. Selain itu metode Sobel merupakan pengembangan 
metode Robert dengan menggunakan filter HPF yang diberi satu angka 
nol penyangga. Metode ini mengambil prinsip dari fungsi laplacian dan 
gaussian yang dikenal sebagai fungsi untuk membangkitkan HPF. 
Kelebihan dari metode sobel ini adalah kemampuan untuk mengurangi 
noise sebelum melakukan perhitungan deteksi tepi. Kernel filter yang 
digunakan dalam metode Sobel ini adalah: [6] 
        H = 
−1 0 1−2−1 0 20 1               V = −1 −2 −101 	0 			02 		1                 (2.3) 
 
2.3.3 Deteksi Tepi Prewitt 
Pengembangan dari gradient operator dengan menggunakan 2 
mask (horizontal dan vertikal) ukuran 3x3. Pada operator ini kekuatan 
gradient ditinjau dari sudut pandang horizontal dan vertikal 
(memperhatikan titik disekitar pada posisi horizontal dan vertikal). Selain 
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itu metode Prewitt merupakan pengembangan metode Robert dengan 
menggunakan filter HPF yang diberi satu angka nol penyangga. Metode 
ini mengambil prinsip dari fungsi laplacian yang dikenal sebagai fungsi 
untuk membangkitkan HPF. Kernel fillter yang digunakan dalam metode 
Prewitt ini adalah: [6] 
H = 
−1−1 0 10 1−1 0 1    V = −1 			−1 −1			0			1 						01 				01                     (2.4) 
 
2.3.4 Deteksi Tepi Canny 
Salah satu algoritma deteksi tepi modern adalah deteksi tepi 
dengan menggunakan metode Canny. Deteksi tepi Canny ditemukan oleh 
Marr dan Hildreth yang meneliti pemodelan persepsi visual manusia. 
Ada beberapa kriteria pendeteksi tepian paling optimum yang dapat 
dipenuhi oleh algoritma Canny: [6] 
a. Mendeteksi dengan baik (good detection) Kemampuan untuk 
meletakkan dan menandai semua tepi yang ada sesuai dengan 
pemilihan parameter-parameter konvolusi yang dilakukan. Sekaligus 
juga memberikan fleksibilitas yang sangat tinggi dalam hal 
menentukan tingkat deteksi ketebalan tepi sesuai yang diinginkan. 
b. Melokalisasi dengan baik (good localization) Dengan Canny 
dimungkinkan dihasilkan jarak yang minimum antara tepi yang 
dideteksi dengan tepi yang asli. 
c. Respon yang jelas (good response) Hanya ada satu respon untuk tiap 
tepi. Sehingga mudah dideteksi dan tidak menimbulkan kerancuan 
pada pengolahan citra selanjutnya. 
Pemilihan parameter deteksi tepi Canny sangat mempengaruhi hasil dari 
tepian yang dihasilkan. Beberapa parameter tersebut antara lain : [6] 
1. Nilai Standard Deviasi Gaussian 
2. Nilai Ambang 
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2.4 Morfologi Citra 
Operasi morfologi adalah teknik pengolahan citra yang didasarkan 
pada bentuk segmen atau region dalam citra. Karena difokuskan pada 
bentuk obyek, maka operasi ini biasanya diterapkan pada citra biner. 
Biasanya segmen tadi didasarkan pada obyek yang menjadi perhatian. 
Segmentasi dilakukan dengan membedakan antara obyek dan latar, 
antara lain dengan memanfaatkan operasi pengambangan yang mengubah 
citra warna dan skala keabuan menjadi citra biner.  
Hasil operasi morfologi dapat dimanfaatkan untuk pengambilan 
keputusan dengan analisis lebih lanjut. Operasi ini antara lain meliputi: 
pencarian batas/kontur, dilasi, erosi, penutupan (closing), pembukaan 
(opening), pengisian (filling), pelabelan, dan pengerangkaan 
(skeletonization) [6]. 
2.5 Ekstraksi Ciri Principal Component Analysis (PCA) 
Principal Component Analysis (PCA) adalah salah satu teknik yang 
digunakan pada pengolahan sinyal digital untuk pengurangan dimensi 
data dengan cara mengambil ciri-ciri penting dari sekumpulan data atau 
untuk dekolerasi variabel data. Pertama kali diperkenalkan oleh Pearson 
pada tahun 1901 dan Hotelling pada tahun 1933. PCA dikenal dengan 
nama Transformasi Kaurheun-Loeve atau Transformasi Hotelling atau 
teknik Eigenfaces. PCA merupakan metode yang penting dalam teori 
deteksi, pengenalan pola dan image coding. Dengan PCA, pola data yang 
sulit bahkan tidak ada representatif data secara grafik maka PCA dapat 
dilakukan untuk menganalisis data. Keunggulan PCA ini adalah PCA 
dapat dapat menemukan pola pada data dan melakukan kompresi data 
dengan mengurangi jumlah dimensinya tanpa harus kehilangan banyak 
informasi. Dengan dimensi data yang rendah ini, waktu komputasi dapat 
dikurangi.  
PCA menghasilkan menghasilkan vektor-vektor Eigen atau vektor-
vektor karakteristik yang kemudian akan digunakan untuk membentuk 
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ruang Eigen. Penentuan vektor eigen diperlukan dalam mereduksi 
dimensi data. Vektor eigen diurutkan dari yang nilai eigennya terbesar 
sampai terkecil. Vektor Eigen yang dapat direduksi adalah vektor yang 
memiliki nilai terkecil karena ini mengindikasikan bahwa informasi yang 
dibawa dianggap tidak terlalu penting sehingga dapat direduksi tanpa 
mempengaruhi informasi yang penting. Algoritma PCA terdiri dari 
kolerasi dan kovariansi. Metode kolerasi biasanya digunakan pada data 
yang memiliki satuan ukuran yang tidak sama, sedangkan metode 
kovariansi digunakan pada data yang memiliki satuan ukuran yang sama.  
2.5.1 Normalisasi Input 
Proses ekstraksi citra dengan PCA menggunakan kumpulan citra 
yang memiliki dimensi yang sama. Selanjutnya untuk melakukan 
normalisasi data dapat dilakukan dengan dua tahap yaitu:  
a. Rata-rata (mean) 
Melakukan pencarian komponen rata-rata ū dari setiap 
baris matriks tersebut dengan menggunakan persamaan 
berikut:  
                        A = 	 BC	 AB, DCEFB       (2.5) 
dimana :     ū  = vektor rata-rata 
m = jumlah matriks 
sehingga diperoleh :  
  A = 	 ABAG⋮ABIIII 	        (2.6) 
 
b. Data Normal (normalisasi matriks) 
Setelah didapatkan mean dari setiap citra training, 
langkah selanjutnya adalah mencari data normal dengan cara 
mengurang matriks awal dengan mean dengan menggunakan 
persamaan berikut:  
  J/K/*L.M/3 = (A − A)      (2.7) 
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Vektor data normal ini memiliki ukuran sebesar jumlah 
citra latih * jumlah pixel citra latih. Untuk mendapatkan vektor 
data normal ini, tiap vektor yang diperoleh dimasukkan ke 
dalam suatu matriks, dimana matriks tersebut pada tiap 
kolomnya berisi semua vektor citra training yang sudah 
dikurangi dengan mean [7]. 
 
2.5.2 Covariance Matrix 
Covariance matrix atau biasa disebut matriks kovarian merupakan 
suatu alat ukur penyebaran data yang bekerja pada dimensi yang lebih 
dari satu. Dalam PCA, kovarian berfungsi untuk mengukur penyebaran 
dari pola kumpulan gambar yang nantinya akan diteruskan untuk mencari 
ciri pola tersebut. Secara umum, kovariance dapat dirumuskan sebagai 
berikut: [9] 
                 NLO	 @. 0 = 	 (PQRP)(SQRS)TQUV (WRB)       (2.8) 
Jika diketahui terdapat sebuah citra berdimensi m sejumlah n buah, 
kemudian digabungkan membentuk sebuah matrik Y berukuran (m x n) 
yang sudah ternormalisasi, maka pencarian kovarian C dapat dilakukan 
dengan menggunkan persamaan berikut: [9]  
       N = X ∗ XZ        (2.9) 
Dengan menggunakan persamaan (2.9) tersebut, kumpulan 
perhitungan kovarian tersebut menghasilkan sebuah matriks baru yang 
berukuran (m x m) dimana m merupakan jumlah dimensi data. Namun, 
pencarian kovarian dengan menggunakan persamaan (2.9) kurang efisien 
bila ukuran dimensi lebih kecil dari jumlah citra. Misal, jika terdapat citra 
berukuran 10x10 sejumlah 700 buah, maka persamaan (2.9) cocok 
digunakan untuk mencari variansi data, karena matriks kovarian yang 
dihasilkan berukuran 100x100. Namun, jika terdapat citra berukuran 50 
sejumlah 700 buah, maka matriks kovarian yang dihasilkan berukuran 
2500x2500, dan hal tersebut kurang efisien. Solusi yang dapat digunakan 
	 21	
ialah dengan menggunakan persamaan (2.10), dimana matriks kovarian L 
dihasilkan cukup berukuran 700x700. [9]  
                                                    [ = X ∗ XZ     (2.10) 
Misal, untuk data 3 buah citra berdimensi sama (x, y dan z), maka 
matriks kovariannya adalah sebagai berikut: [9] 
    N = 	 2LO(@, @) 2LO(@, 0) 2LO(@, \)2LO(0, @) 2LO(0, 0) 2LO(0, \)2LO(\, @) 2LO(\, 0) 2LO(\, \)     (2.11) 
Bila dilihat dari persamaan (2.12), nilai kovarian yang didapatkan 
merupakan nilai perhitungan antara satu citra dengan masing-masing 
keseluruhan citra lainnya. Hal ini menunjukkan berbagai variasi dalam 
dimensi tersebut. Karena cov(a,b) = cov(b,a), maka, pada persamaan 
(2.12) dapat dilihat bahwa bentuk dari matriks kovarian yang dihasilkan 
berbentuk simetris.  
Adapun untuk mencari kovarian dilakukan dengan mengalikan 
transpose data normal dengan matriks data normal itu sendiri dengan 
persamaan sehingga diperoleh persamaan berikut:  
          NLO = J/K/*L.M/3Z ∗ J/K/*L.M/3               (2.12) 
 Bila dicontohkan, terdapat sekumpulan 4 buah matriks (a, b, c, d) 
yang masing masing merupakan vektor kolom yang terdiri dari 5 baris 
yang kemudian digabungkan, seperti pada tabel 2.3. [9] 
 
 
Tabel 2.3 Matriks X yang terdiri dari 4 dimensi [9] 
A B C D 
10 30 22 26 
20 24 19 21 
15 14 8 13 
17 19 16 15 
18 15 16 10 
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2.5.3 Vektor Eigen dan Nilai Eigen 
Terdapat konsep transformasi linear yang bekerja pada 
sebuah vektor dengan panjang dan arah tertentu. Jika terdapat 
sebuah matriks transformasi A yang berukuran (n x n), maka 
vektor tak nol x dinamakan vektor eigen dari A jika Ax adalah 
kelipatan scalar dari x yaitu: [9] 
                                        	]@ = @                           (2.13) 
λ disebut nilai eigen dari A, dan x merupakan vektor eigen yang 
bersesuaian dengan λ. Adapun contoh implementasi dari 
persamaan (2.12) dapat dilihat persamaan (2.14). [9] 
        4 64 2 @ 32  = 2416  = 8 x 32     (2.14) 
Pada persamaan 2.14 terlihat bahwa vektor 32 	merupakan 
representasi dari x, yaitu vektor eigen dari matriks 4 64 2  . 
Adapun untuk mencari nilai eigen dari matriks A yang berukuran 
(n x n), maka persamaan (2.12) dapat ditulis sebagai berikut: [9] 
            ]@ = `@ ⟺ ` − ] @ = 0    (2.15) 
sehingga dihasilkan persamaan : 
         det ` − ] = 0     (2.16)
 dimana I merupakan matriks identitas dari A.   
Persamaan (2.16) merupakan persamaan karakteristik dari λ. 
Seterlah nilai λ diketahui, maka vektor yang bersesuaian dengan λ 
merupakan vektor tak nol dalam ruang fiksi persamaan (A – λI) 
dimana ruang fiksi ini akan menjadi vektor eigen dari A. Vektor 
eigen sendiri hanya dapat diperoleh dari matriks yang berukuran (n 
x n), namun tidak setiap matriks berukuran (n x n) memiliki vektor 
eigen. [9]                            
 																 222112.516.7514.75
−12 8 0 4−1 3 −2 02.5 1.5 −4.5 0.50.25 2.25 −0.75 −1.753.25 0.25 1.25 −4.75   
a) Mean       b) Matriks data normal 
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161.875 −93.875 −5.375 −62.625−93.875 80.375 −14.125 27.625−5.375 −14.125 26.375 −6.875−62.625 27.625 −6.875 41.875  
 l                               c)Matriks kovarian 
Vektor eigen untuk matriks kovarian pada gambar (2.9) 
yang dihasilkan oleh persamaan (2.12) dapat dicari dengan 
menggunakan persamaan (2.17) dan (2.18). Dengan menggunakan 
persamaan (2.17), didapatkan vektor eigen V dan nilai eigen S dari 
matriks kovarian L. Selanjutnya, vektor eigen V dikorelasikan 
terhadap dataNormal, sehingga dihasilkan vektor eigen U. [9]  
     eZ[e = f     (2.17) 
    g = he								, gi = jQjQ     (2.18) 
Dimana :  
V = Vektor eigen dari matriks kovarian L D = Data normal 
S = Nilai eigen dari matriks kovarian L   U = Vektor eigen 
berkolerasi 
L = Matriks kovarian   
Adapun nilai eigen dan vektor eigen hasil yang dapat diperoleh dari 
kovarian pada matriks mean, matriks data normal dan matriks 
kovarian dengan persamaan (2.17) dan (2.18) dapat dilihat pada 
matriks berikut. [9] 0.6065 −0.1722 0.0112 0.95260.4549 −0.0785 0.4639 0.15130.2274 0.3796 0.7972 −0.06240.5307 −0.3817 0.3525 0.02610.3032 −0.8212 0.1579 −0.2552  
a) Vektor eigen (0 26.3651 38.1497 245.9852) 
b) Nilai eigen 
2.6 Klasifikasi k-Nearest Neighbor (KNN)  
K-Nearest Neighbor (KNN) adalah suatu metode yang 
menggunakan algoritma supervised dimana hasil dari query instance 
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yang baru diklasifikan berdasarkan mayoritas dari kategori pada KNN. 
Tujuan dari algoritma ini adalah mengklasifikasikan obyek baru 
berdasarkan atribut dan training sample. Classifier tidak menggunakan 
model apapun untuk dicocokkan dan hanya berdasarkan pada memori. 
Diberikan titik query, sehingga ditemukan sejumlah k obyek atau (titik 
training) yang paling dekat dengan titik query. Klasifikasi menggunakan 
voting terbanyak diantara klasifikasi dari k obyek. Algoritma KNN 
menggunakan klasifikasi ketetanggaan sebagai nilai prediksi dari query 
instance yang baru [5]. 
KNN sangatlah sederhana, bekerja berdasarkan jarak terpendek 
dari query instance ke training sample untuk menentukan KNNnya. 
Training sample diproyeksikan ke ruang berdimensi banyak, dimana 
masing-masing dimensi merepresentasikan fitur dari data. Ruang ini 
dibagi menjadi bagian-bagian berdasarkan klasifikasi training sample. 
Sebuah titik pada ruang ini ditandai kelac c jika kelas c merupakan 
klasifikasi yang paling banyak ditemui pada k buah tetangga terdekat dari 
titik tersebut. Dekat atau jauhnya tetangga biasanya dihitung berdasarkan 
Euclidean Distance yang direpresentasikan sebagai berikut : [5] 
 
                                            					h(k,l) = 	 (/E − mE)GnEFB                             (2.19) 
 
dimana mat matriks D(a,b) adalah jarak skalar dari kedua vektor a dan b 
dari matriks dengan ukuran d dimensi. Vektor a sebagai data uji, vektor b 
sebagai data latih dan d sebagai dimensi data [5].  
 Metode lainnya untuk menghitung dekat atau jauhnya tetangga 
antara dua titik yaitu a dan b juga terdapat Cosine, Cityblock atau 
Manhattan, dan Correlation dengan rumus sebagai berikut: [9] 
                                															NoK0m3L2D	 = / D − m(D)pEFB 																							(2.20) 
                                            	NL1oq4							 = 	 Σr kr×lr
Σrkrs Σrlrs 																																			(2.21) 
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																NL..43/KoLq = 	12		 1 − (/E − /)(mE − mpEFB )(/E − /)GpEFB (mE − m)GpEFB 						(2.22) 
 
Pada fase training, algoritma ini hanya melakukan penyimpanan 
vektor-vektor fitur dan klasifikasi data training sample. Pada fase 
klasifikasi, fitur-fitur yang sama dihitung untuk testing data (yang 
klasifikasinya tidak diketahui).  Jarak dari vektor baru yang ini terhadap 
seluruh vektor training sample dihitung dan sejumlah k buah yang paling 
dekat diambil. Titik yang baru klasifikasinya diprediksikan termasuk 
pada klasifikasi terbanyak dari titik-titik tersebut [5].    
Nilai k yang terbaik untuk algoritma ini tergantung pada data. 
Secara umum, nilai k yang tinggi mengurangi efek noise pada klasifikasi, 
tetapi membuat batasan antara setiap klasifikasi menjadi semakin kabur. 
Nilai k yang bagus dapat dipilih dengan optimasi parameter, misalnya 
dengan menggunakan cross-validation. Kasus khusus dimana klasifikasi 
diprediksikan berdasarkan training data yang paling dekat (dengan kata 
lain, k = 1) disebut algoritma nearest neighbor [5].   
Ketepatan algoritma KNN sangat dipengaruhi oleh ada atau 
tidaknya fitur-fitur yang tidak relevan atau jika bobot fitur tersebut tidak 
setara dengan relevansinya terhadap klasifikasi. Riset terhadap algoritma 
ini sebagian besar membahas bagaimana memilih dan memberi bobot 
terhadap fitur agar performa klasifikasi menjadi lebih baik [5].   
KNN memiliki beberapa kelebihan yaitu ketangguhan terhadap 
training data yang memiliki banyak noise dan efektif apabila training 
data-nya besar. Sedangkan, kelemahan KNN adalah KNN perlu 
menentukan nilai dari parameter k (jumlah dari tetangga terdekat), 
training berdasarkan jarak tidak jelas mengenai jenis jarak apa yang 
harus digunakan dan atribut mana yang harus digunakan untuk 
mendapatkan hasil terbaik, dan biaya komputasi cukup tinggi karena 
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diperlukan perhitungan jarak dari tiap query instance pada keseluruhan 
training sample [5]. 
 
2.7 Android 
Android adalah sistem operasi yang mencakup sistem operasi, 
middleware, dan aplikasi yang berbasis Linux dan dirancang serta 
dikembangkan untuk smartphone ataupun komputer tablet. Android ini 
memberikan layanan terbuka bagi para pengguna untuk menjadikan 
platform ini untuk menciptakan aplikasi. Karena itu android disebut 
sebagai open source pada perangkat mobile.  
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BAB III 
PERANCANGAN DAN SIMULASI SISTEM 
 
3.1 Gambaran Umum Model Sistem  
  Dalam model sistem ini dijelaskan tentang alur dalam proses deteksi 
kualitas beras. Secara umum tahapan proses deteksi tersebut dapat dilihat pada 
Gambar 3.1.  
 
Gambar 3.1 Diagram Blok Model Sistem 
 
3.2 Akuisisi Citra 
  Pada Gambar 3.1, penulis melakukan akuisisi citra menggunakan 
smartphone OnePlus 5T dengan dual kamera 17 MP dan 20 MP sehingga 
mendapatkan file citra dalam bentuk digital. Citra diambil dalam ruangan dengan 
cukup intensitas cahaya dan dalam keadaan situasi dan kondisi yang berubah 
intensitas pencahayaannya. Posisi saat memindai citra (scan) tersebut harus dalam 
posisi portrait. Pada sistem ini dibutuhkan citra untuk proses latih dan uji yakni 
sebanyak 3 sampel beras pandan wangi.  
 
3.3 Pre-Processing 
 Pre-processing dilakukan agar mudah dilakukan proses komputerisasi 
untuk mengenali sebuah objek atau benda. Tahap ini dilakukan baik pada citra 
latih maupun citra uji. 
Akuisisi Citra Pre- Processing Ekstraksi Ciri 
Klasifikasi Hasil 
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Proses yang terdapat dalam pre-processing adalah  
1. Citra masukan, yaitu mengambil citra digital hasil dari akuisisi citra.   
2. Cropping citra, yaitu proses memotong daerah tertentu dalam hal 
ini  butiran-butiran beras.   
3. RGB to Grayscale, yaitu proses mengubah citra digital dari elemen 
warna  RGB menjadi elemen warna abu abu (Grayscale).   
4. Deteksi tepi, Pendeteksian tepi untuk melingkupi informasi di dalam 
citra. Tepi mencirikan batas-batas objek dan karena itu tepi berguna 
untuk proses segmentasi dan identifikasi di dalam citra. Tujuan 
pendeteksian tepi adalah untuk meningkatkan penampakan garis batas 
suatu daerah atau objek di dalam citra [8]. 
5. Filling, Pada proses ini citra masukan adalah citra batas/kontur, 
kemudian dilakukan pengisian sehingga diperoleh segmen objek yang 
pejal/solid [8]. 
6. Resize citra, yaitu proses mengubah ukuran citra digital menjadi 
ukuran  tertentu.     
 
3.4 Proses Morfologi Citra 
  Ekstraksi ciri dengan morfologi citra merupakan teknik pengolahan citra 
yang didasarkan pada bentuk segmen atau region dalam citra. Teknik ini biasanya 
digunakan pada sebuah obyek dan fokus pada bentuk obyek itu sendiri sehingga 
operasi ini diterapkan pada cita biner. Operasi morfologi citra diantaranya 
meliputi: [9] 
1. Operasi Dilasi 
Dilasi sangat berguna apabila diterapkan pada objek terputus yang 
disebabkan oleh noise, resolusi yang kurang baik dan lainnya. Caranya 
adalah dengan cara menambah lapisan di sekeliling objek untuk 
memperbesar citra biner. [10]  
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2. Operasi Erosi 
Tujuan dari teknik ini berlawanan dengan dilasi, yaitu memperkecil atau 
mengikis tepi objek. [10] 
3. Operasi Pembukaan (opening) 
Operasi ini adalah proses erosi yang diikuti oleh dilasi, pembukaan ini 
biasanya digunakan untuk menghilangkan objek kecil dan membuat citra 
lebih smooth. [10] 
4. Operasi Penutupan (closing) 
Operasi ini kebalikan dengan pembukaan dimana proses dilasi diikuti oleh 
erosi. Tujuannya untuk mengisi lubang kecil pada objek dan 
menggabungkan objek yang berdekatan. [10] 
3.5 Ekstraksi Ciri 
Proses ekstraksi ciri bertujuan untuk mendapatkan informasi-informasi 
penting pada sebuah citra yang membedakan citra yang satu dengan citra yang 
lainnya. Informasi-informasi penting ini yang nantinya akan ditindaklanjuti oleh 
proses klasifikasi k Nearest Neighbour (KNN). Metode ekstraksi ciri yang 
digunakan pada tugas akhir ini adalah Principal Component Analysis (PCA).  
Dalam pengerjaan tugas akhir ini, metode PCA digunakan dalam proses 
ekstraksi cirinya. Dalam proses PCA terdapat langkah-langkah yang harus 
dilakukan, yaitu: 
1. Normalisasi input, dimana dilakukan proses normalisasi yang 
berguna untuk menyamakan ukuran citra yang akan diuji. 
Misalkan kumpulan citra latih berukuran 32x32 piksel yang 
berjumlah 20 citra akan diubah kedalam ukuran matriks 
berukuran 1024x20. Kemudian dilakukan perhitungan untuk 
mendapatkan nilai mean yang berukuran 1024x1 menggunakan 
persamaan 
2. Pencarian matriks kovarian. Dari data normal yang diperoleh 
dengan menggunakan persamaan (2.7) didapatkan kovarian 
matriksnya. 
3. Pencarian nilai eigen dan vektor eigen. 
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4. Pencarian nilai Principal Component dengan mengurutkan nilai 
eigen dari yang paling besar sampai terkecil. Dari urutan vektor 
eigen tersebut diakukan pemotongan banyaknya kolom sehingga 
diperoleh nilai PC yang sesuai.  
5. Transformasi PCA. PC yang sudah didapat tadi dilakukan proses 
transpose kemudian dikalikan dengan data normal yang nantinya 
ini akan menjadi input untuk proses klasifikasi menggunakan 
KNN.  
Terdapat empat langkah penting dalam pembentukan PCA. Langkah-
langkah dalam tersebut dapat digambarkan seperti pada diagram alir berikut.  
6.  
7.  
8.  
 
 
 
Gambar 3.2 Diagram Alir Proses PCA 
3.6 Klasifikasi 
  Pada proses klasifikasi akan dilakukan pengambilan ciri terhadap citra, 
dimana dua proses yang akan dilakukan dengan memisahkan citra menjadi citra 
latih dan citra uji. Pada sistem ini klasifikasi dilakukan untuk proses identifikasi 
beras berdasarkan bentuk. Proses klasifikasi ini menindaklanjuti hasil dari proses 
ekstraksi ciri. [11] 
  Semua informasi yang sudah tercatat akan diklasifikasikan dengan 
menggunakan k- Nearest Neighbour dengan nilai k=1,3,5,7, dan 9 serta 
menggunakan semua metode untuk menentukan jarak yaitu euclidean, cityblock 
atau manhattan dan cosine untuk melakukan deteksi kualitas beras. Pada dasarnya 
algoritma ini akan menghitung jarak antara nilai ciri yang dimiliki oleh data uji 
menuju data latih. Lalu, jarak-jarak tersebut akan dipilih jarak terpendeknya. 
Setelah itu, klasifikasi mengeluarkan hasil apakah citra uji termasuk kualitas beras 
Normalisasi 
Input Covariance Matrix 
Mencari vektor 
dan nilai eigen 
Mencari Principle 
Component 
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yang bagus atau tidak, atau tidak terdeteksi. Proses ini dapat dilihat pada blok 
diagram Gambar 3.3.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 3.3 Blok Diagram Klasifikasi 
Mulai 
Akuisisi Citra 
Latih 
Akuisisi Citra 
Uji 
fPre-Processing 
Ekstraksi Ciri Latih 
fPre-Processing 
Ekstraksi Ciri Uji 
Klasifikasi k-Nearest 
Neighbor 
Klasifikasi k-Nearest 
Neighbor 
 
Hasil Klasifikasi 
Database 
Mulai 
Selesai 
Selesai 
Citra Latih Citra Uji 
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Pada Gambar 3.3 Blok diagram klasifikasi. Pada tahap citra latih, langkah 
pertama yaitu memasukkan citra latih yang sudah di ambil dengan kamera 
(akuisisi citra). Kemudian akan dilakukan tahap pre-processing dimana citra akan 
mengalami proses resize dan crop. Langkah selanjutnya yaitu tahap morfologi 
citra (deteksi tepi). Pada proses ini, memiliki tujuan untuk menentukan nilai dari 
ukuran beras. Selanjutnya, citra latih yang sudah mengalami proses deteksi tepi 
dimasukkan ke dalam database server.  
Pada tahap pengujian, langkah pertama yaitu memasukkan citra uji yang 
akan di uji. Selanjutnya citra tersebut mengalami tahap yang sama seperti pada 
tahap pelatihan. Namun, pada tahap selanjutnya citra mengalami proses  
klasifikasi dengan metode KNN. Setelah itu sistem akan mengeluarkan hasil yang 
menunjukkan beras berada pada tingkat grade  A, B atau C.  
3.7 Gambaran Model Sistem Android 
Sistem android yang dirancang adalah server-based dimana proses pre-
processing, ekstraksi ciri dan klasifikasi dilakukan di dalam server. Library yang 
digunakan adalah OpenCV versi 2 untuk image processing dan bahasa 
pemrograman menggunakan Python. Semua data disimpan di dalam repository 
Github milik penulis dan dilakukan deploy ke dalam server. Server yang penulis 
gunakan adalah Heroku yang telah terintegrasi dengan Github penulis. Langkah 
pertama dalam melakukan deteksi kualitas beras menggunakan android yaitu 
pengguna menggunakan smartphone android untuk mengirim file citra uji 
berekstensi .JPG ke dalam server, kemudian server akan mengolah data tersebut 
dan menentukan grade beras dari citra uji tersebut. Selanjutnya, hasil klasifikasi 
beras tersebut ditampilkan pada smartphone android. Model Sistem Android dapat 
dilihat pada gambar dibawah ini (Gambar 3.4).  
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Gambar 3.4 Diagram Model Sistem Android  
 
3.7.1 Github   
Github adalah layanan penginangan web bersama untuk proyek 
pengembangan perangkat lunak yang menggunakan sistem pengontrol 
versi Git dan layanan hosting internet. Untuk langkah pertama yaitu 
membuat  akun Github dan membuat repository serta melakukan unggah 
semua file kodingan ke Github. 
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Gambar 3.5 Unggah File ke Github 
 
3.7.2 Heroku 
Heroku adalah sebuah cloud platform yang menjalankan bahasa 
pemrograman tertentu, Heroku mendukung bahasa pemrograman seperti 
Ruby, Node.js, Python, Java, PHP, dan lain-lain. [12] 
Heroku termasuk ke dalam kriteria Platform As A Service (PaaS), 
sehingga bagi yang ingin melakukan deploy aplikasi ke Heroku cukup 
hanya dengan melakukan konfigurasi aplikasi yang ingin di deploy dan 
menyediakan platform yang memungkinkan pelanggan untuk 
mengembangkan, menjalankan, dan mengelola aplikasi tanpa 
kompleksitas membangun dan memelihara infrastruktur yang biasanya 
terkait dengan pengembangan dan peluncuran aplikasi. [12] 
Setelah semua file telah berada di dalam Github, langkah 
selanjutnya adalah membuat akun Heroku dan membuat app pada 
Heroku. Kemudian, melakukan integrasi server Heroku dengan Github. 
Langkah tersebut dapat dilihat pada gambar dibawah ini.  
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Gambar 3.6 Proses Integrasi Github dengan Server Heroku 
 
 
Gambar 3.7 Proses Deploy Kodingan ke Server Heroku 
 
Gambar 3.8 Proses Akhir Deploy di Server Heroku 
 
 Pada Gambar 3.6, proses integrasi Github dengan server Heroku 
adalah dengan cara menggunakan metode deploy dengan Github dan 
melakukan sign in dengan akun Github. Selanjutnya, menuliskan nama 
repository lokasi  file  kodingan dan database citra latih berada, yaitu 
bikin-beras dalam hal ini.  
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 Pada Gambar 3.7, menggunakan automatic deploy agar setiap 
perubahan dalam repository Github secara otomatis akan masuk ke 
dalam server tanpa harus melakukan pengaturan ulang di server Heroku. 
Kemudian, lakukan Manual Deploy untuk deploy branch pertama kali 
dari Github dan proses akan selesai apabila proses Deploy to Heroku 
telah selesai. 
3.8 Performansi Sistem 
  Pada performansi sistem akan dilakukan perhitungan pengujian sistem. 
Pengujian dilakukan untuk melihat performansi sistem yang telah dirancang, 
sehingga dapat diketahui kelebihan, kekurangan serta keakuratan. Performansi 
sistem dapat diukur berdasarkan parameter sebagai berikut :  
3.8.1 Akurasi  
 Akurasi merupakan cara untuk mengukur performansi dari suatu 
sistem dalam mengenali masukan yang diberikan, sehingga 
menghasilkan keluaran yang sesuai. Secara matematis rumus perhitungan 
akurasi dapat di tuliskan sebagai berikut:   
                                      ]DA./1o = 	 Σ	tuvu	wxyuzΣ	{x|}z}~	tuvu ×	100%                               (3.1) 
Akurasi merupakan parameter penting dari keberhasilan suatu 
sistem yang telah dibuat. Semakin baik suatu sistem dalam mengenali 
data masukan yang diberikan dan dapat menghasilkan hasil keluaran 
yang benar, maka tingkat akurasi semakin baik. 
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BAB IV 
PENGUJIAN DAN ANALISIS SISTEM 
 
4.1 Pengujian Sistem 
Sistem telah dirancang dan akan dilakukan pengujian untuk mengetahui 
parameter-parameter apa saja yang terbaik untuk diimplementasikan pada sistem 
operasi android. Pada tahap pengujian ini, beberapa variabel pada data latih dan 
data uji akan dirubah dengan tujuan untuk mendapatkan performansi dan akurasi 
sistem yang terbaik. Untuk itu penulis melakukan pembuatan pengujian melalui 
aplikasi Matlab R2017a dengan format yang sama yakni ekstraksi ciri 
menggunakan PCA dan klasifikasi menggunakan K-Nearest Neighbor (KNN). 
Aplikasi yang penulis buat ini dapat melakukan pengujian dengan cara mengubah 
variabel-variabel deteksi tepi, perubahan ukuran citra, persentase ciri PCA, nilai 
KNN dan jenis KNN.  
4.2 Skenario Pengujian 
 Pengujian dilakukan dengan data beras yang telah diambil menggunakan 
smartphone dengan format JPG yang dibagi menjadi tiga jenis kualitas beras yaitu 
A, B, dan C. Kemudian penulis memisahkan 180 data sebagai data latih yang 
menjadi data referensi dan 180 data uji yang dijadikan bahan pengujian terhadap 
data latih. Kemudian penulis melakukan ekstraksi ciri dengan PCA pada data latih 
dan selanjutnya dilakukan proses klasifikasi dengan KNN pada data uji untuk 
mengetahui jenis beras pada data uji dengan cara membandingkan tingkat 
kecocokannya dengan data latih. Setelah diketahui akurasi dari hasil kecocokan 
data uji dengan data latih maka parameter-parameter dengan akurasi terbaik akan 
diimplementasikan pada sistem android.  
4.2.1 Skenario Pertama 
 Pada skenario ini akan dilakukan pengujian bagaimana pengaruh 
intensitas cahaya terhadap akurasi sistem dengan cara membuat nilai 
rata-rata akurasi untuk tiap data terang dan gelap. 
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4.2.2 Skenario Kedua 
Pada skenario kedua ini penulis melakukan pengujian bagaimana 
pengaruh warna latar terhadap akurasi sistem dengan cara membuat nilai 
rata-rata akurasi untuk tiap data yang berlatar merah, hitam dan putih. 
4.2.3 Skenario Ketiga  
Pada skenario ketiga ini dilakukan pengujian dengan mengubah 
parameter deteksi tepi untuk melihat akurasi dari tiap jenis deteksi tepi. 
Pengujian deteksi tepi yang dilakukan adalah bagaimana pengaruh tanpa 
deteksi tepi, dengan deteksi tepi canny, prewitt, sobel dan roberts.  
4.2.4 Skenario Keempat  
Pada skenario ini dilakukan pengujian komposisi komponen PCA 
dengan mengubah persentase ciri PCA untuk mengetahui akurasi sistem 
yang terbaik dengan nilai persentase ciri PCA 20%, 40%, 60%, 80% dan 
100%.  
4.2.5 Skenario Kelima 
Pada skenario kelima dilakukan pengujian ukuran citra terhadap 
akurasi dengan cara melakukan proses resizing dari data dengan format 
JPG yang asli ke dalam ukuran 128x128, 256x256, 512x512 dan 
1024x1024.  
4.2.6 Skenario Keenam 
Pada skenario keenam ini penulis melakukan pengujian jenis K-
NN terhadap akurasi dengan mengubah jenis K-NN yang diantaranya 
terdapat jenis euclidean distance, cosine distance, cityblock distance, dan 
correlation distance.  
4.2.7 Skenario ketujuh 
Pada skenario ketujuh ini variabel yang dilakukan sebagai 
pengujian adalah nilai k dari proses K-NN, dengan nilai k yang akan 
digunakan yaitu: 1, 3, 5, 7 dan 9.  
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4.3 Analisis Data Hasil Pengujian Sistem 
4.3.1 Skenario Pertama 
Dengan parameter yang penulis konfigurasi adalah tanpa deteksi 
tepi, persentase PCA 100%, jenis K-NN euclidean, nilai k adalah 1 dan 
dilakukan pengujian dengan mengambil mean dari tiap pengujian 
berdasarkan ukuran citra 1024x1024, 512x512, 256x256 dan 128x128, 
kemudian citra latih yang digunakan adalah semua latar. pada skenario 
pertama akan dilihat bagaimana pengaruh intensitas cahaya terang dan 
gelap dapat mempengaruhi akurasi sistem dengan cara membandingkan 
akurasi rata-rata pengujian citra beras teras dengan akurasi rata-rata citra 
gelap. Berikut adalah tabel pengujian yang dilakukan pada skenario 
pertama.  
Tabel 4.1 Pengujian Intensitas Cahaya Terhadap Akurasi Sistem 
Intensitas Cahaya Akurasi 
Terang 84,17 % 
Gelap 62,22 % 
 
Dari hasil pengujian pada tabel 4.1 menunjukkan tingkat akurasi 
sistem bahwa pada intensitas cahaya terang menghasilkan tingkat akurasi 
sebesar 84,17 % dan pada intensitas cahaya gelap menghasilkan tingkat 
akurasi 62,22 %. Jadi dapat disimpulkan bahwa akurasi terbaik dihasilkan 
saat intensitas cahaya terang dimana sebuah citra dengan intensitas cahaya 
yang terang dapat menghasilkan akurasi yang lebih baik dari cahaya gelap 
dengan akurasi sistem sebesar 84,17 %. Ini dikarenakan citra dengan 
intensitas cahaya yang terang akan menghasilkan rincian objek yang lebih 
banyak dibanding dengan citra dengan intensitas cahaya gelap. Citra yang 
memiliki intensitas cahaya terang ini juga memiliki pengaruh pada nilai 
grayscale yang lebih lebar sehingga ketika pre-processing dilakukan, 
output dari grayscale akan menghasilkan warna keabuan yang lebih tajam. 
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4.3.2 Skenario Kedua 
 Setelah didapat konfigurasi terbaik adalah citra dengan intensitas 
cahaya terang maka selanjutnya parameter yang penulis konfigurasi 
adalah tanpa deteksi tepi, persentase PCA 100%, jenis K-NN euclidean, 
nilai k adalah 1 dan dilakukan pengujian dengan mengambil mean dari 
tiap pengujian berdasarkan ukuran citra 1024x1024, 512x512, 256x256 
dan 128x128 dengan citra latih berintensitas cahaya terang. Pada 
skenario kedua menguji akurasi sistem dengan membuat nilai rata-rata 
akurasi untuk tiap data dengan latar merah, hitam dan putih untuk 
menguji pengaruh warna latar terhadap akurasi. Berikut ini adalah tabel 
pengujian yang penulis lakukan pada skenario kedua. 
Tabel 4.2 Pengujian Warna Latar Terhadap Akurasi Sistem 
Warna Latar Akurasi 
Merah 55,42 % 
Hitam 85 % 
Putih 79,17 % 
 
 Jadi dari hasil pengujian pada tabel 4.2 menunjukkan tingkat 
akurasi sistem bahwa pada warna latar merah menghasilkan tingkat 
akurasi sebesar 55,42 % yang memiliki keakuratan yang paling rendah, 
kemudian pada latar hitam memiliki tingkat akurasi yang paling tinggi 
yakni sebesar 85 % dan latar putih sebesar 79,17 %. Dari hasil pengujian 
ini dapat diambil kesimpulan bahwa akurasi sistem terbaik adalah citra 
beras menggunakan latar hitam dengan akurasi sistem sebesar 85 %. Ini 
dikarenakan warna latar hitam sangat kontras dengan warna putih butir 
beras. Dalam nilai RGB, warna hitam memiliki nilai RGB (0,0,0) dan ini 
sangat berbanding terbalik dengan warna putih yaitu (255,255,255). 
Sedangkan latar berwarna merah memiliki nilai RGB (255,0,0). 
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4.3.3 Skenario Ketiga 
Didapat hasil akurasi terbaik pada skenario kedua yaitu 
menggunakan warna latar berwarna hitam maka selanjutnya parameter 
yang penulis konfigurasi adalah persentase PCA 100%, jenis K-NN 
euclidean, nilai k adalah 1 dan dilakukan pengujian dengan mengambil 
mean dari tiap pengujian berdasarkan ukuran citra 1024x1024, 512x512, 
256x256 dan 128x128 dengan citra latih berintensitas cahaya terang 
berlatar hitam. Pada skenario ketiga menguji bagaimana deteksi tepi 
dapat mempengaruhi akurasi sistem. Pengujian dilakukan dengan cara 
melakukan pengujian tanpa deteksi tepi dan dengan deteksi tepi canny, 
prewitt, sobel dan roberts. Berikut adalah tabel hasil pengujian skenario 
ketiga.  
Tabel 4.3 Pengujian Deteksi Tepi Terhadap Akurasi Sistem 
Deteksi Tepi Akurasi 
Tanpa deteksi tepi 99,17 % 
Canny Edge Detection 35,83 % 
Prewitt Edge Detection 42,5 % 
Sobel Edge Detection 43,33 % 
Roberts Edge Detection 38,33 % 
 
Pada tabel 4.3 dapat dilihat pengaruh deteksi tepi terhadap akurasi 
sistem. Saat dilakukan deteksi tepi hasil akurasi terlihat menurun, pada 
saat pengujian dengan menggunakan deteksi tepi canny memperoleh hasil 
paling rendah yakni sebesar 35,83 %, kemudian pada saat pengujian 
dengan deteksi tepi prewitt diperoleh akurasi sistem sebesar 42,5 %, 
dengan sobel mendapatkan akurasi sebesar 43,33 % dan dengan roberts 
mendapatkan akurasi 38,33 %. Sedangkan apabila tidak dilakukan deteksi 
tepi memperoleh hasil yang paling tinggi yakni sebesar 99,17 %. Proses 
pengujian tanpa deteksi tepi menghasilkan hasil akurasi yang lebih baik, 
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ini dikarenakan keempat jenis deteksi tepi ini mendeteksi keseluruhan citra 
yakni butir beras dan latar, sehingga terdapat titik-titik yang dianggap 
sebagai tepi dan bahkan terdapat tepi butir beras yang tidak dianggap 
sebagai tepi.  
4.3.4 Skenario Keempat 
  Setelah didapat hasil akurasi terbaik tanpa menggunakan deteksi 
tepi, selanjutnya parameter yang penulis konfigurasi adalah tanpa deteksi 
tepi, jenis K-NN euclidean, nilai k adalah 1 dan dilakukan pengujian 
dengan mengambil mean dari tiap pengujian berdasarkan ukuran citra 
1024x1024, 512x512, 256x256 dan 128x128 dengan citra latih 
berintensitas cahaya terang berlatar hitam. Pada skenario ini dilakukan 
pengujian komposisi komponen PCA dengan mengubah persentase ciri 
PCA dengan nilai persentase ciri PCA 20%, 40%, 60%, 80% dan 100%. 
Dari pengujian akan memberikan hasil akurasi yang terbaik yang dapat 
dilihat pada tabel berikut. 
Tabel 4.4 Pengujian Komposisi Komponen PCA Terhadap Akurasi 
Komposisi PCA Akurasi 
20 % 80 % 
40 % 73,33 % 
60 % 85 % 
80 % 96,67 % 
100 % 96,67 % 
 
Pada tabel pengujian 4.4 persentase ciri PCA dilakukan pengujian, 
dan didapatkan akurasi saat persentase ciri PCA 20% yaitu sebesar 80%, 
sedangkan pada persentase 40% didapatkan akurasi yang paling kecil yaitu 
73,33%. Lalu nilai akurasi saat persentase ciri PCA 60%  menghasilkan 
akurasi sebesar 85%. Kemudian saat persentase ciri PCA 80% dan 100% 
menghasilkan akurasi sebesar 96,67%. Jadi dari tabel diatas nilai akurasi 
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yang paling tinggi adalah saat persentase ciri PCA 80% dan 100% dengan 
akurasi sebesar 96,67%. Hal ini dikarenakan persentase ciri 80% dan 
100% mengambil mayoritas dari semua ciri sehingga akurasi semakin 
besar. 
4.3.5 Skenario Kelima 
Hasil akurasi terbaik pada skenario sebelumnya  yaitu dapat 
digunakan dua persentase PCA yaitu 80% dan 100%, kemudian 
selanjutnya penulis melakukan konfigurasi menggunakan citra dengan 
warna latar berwarna hitam terang, tanpa deteksi tepi, persentase PCA 
80%, jenis K-NN euclidean, dan nilai k=1. Pada skenario kelima 
dilakukan pengujian ukuran citra terhadap akurasi dengan cara 
melakukan proses resizing dari data dengan format JPG yang asli ke 
dalam ukuran 128x128, 256x256, 512x512 dan 1024x1024. Berikut 
adalah hasil pengujian untuk pengaruh ukuran citra terhadap akurasi.  
Tabel 4.5 Pengujian Ukuran Citra Terhadap Akurasi Sistem 
Ukuran Citra Akurasi 
128x128 75,56% 
256x256 73,33% 
512x512 73,33% 
1024x1024 70,56% 
 
Dari tabel 4.5 diatas dapat dilihat pengaruh proses resizing 
terhadap akurasi sistem. Pada ukuran citra paling kecil yaitu 128x128 
menunjukkan akurasi paling tinggi yaitu sebesar 75,56%. Sedangkan 
pada ukuran citra 256x256 dan 512x512 menunjukkan hasil akurasi yang 
sama yaitu sebesar 73,33%. Pada saat ukuran citra dilakukan proses 
resize dengan ukuran yang lebih besar yaitu 1024x1024 mendapatkan 
hasil akurasi yang paling kecil sebesar 70,56%. Dapat diambil 
kesimpulan bahwa ukuran citra 128x128 adalah akurasi terbaik dengan 
akurasi sebesar 75,56%.  
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Semakin kecil ukuran resize maka akurasi semakin baik, ini 
dikarenakan ketika citra dengan resolusi yang besar diubah menjadi lebih 
kecil maka terjadi penumpukan pixel yang lebih padat dan pixel saling 
berdekatan, ini mengakibatkan sebuah citra menjadi lebih detil. Lain hal 
nya apabila resize dilakukan dengan mengubah citra dengan resolusi 
kecil menjadi besar seperti mengubah dari ukuran 128x128 menjadi 
1024x1024 maka citra akan terlihat buram dan tidak jelas, serta terdapat 
banyak distorsi, ini dikarenakan pixel yang renggang dan tidak padat.  
4.3.6 Skenario Keenam 
Hasl akurasi terbaik pada skenario kelima adalah dengan ukuran 
citra 128x128, maka selanjutnya konfigurasi yang penulis lakukan adalah 
citra dengan latar hitam terang, ukuran citra 128x128, tanpa deteksi tepi, 
PCA 80%, dan k=1. Pada skenario keenam ini dilakukan pengujian jenis 
K-NN terhadap akurasi dengan mengubah jenis K-NN yang diantaranya 
terdapat jenis euclidean distance, cosine distance, dan cityblock distance. 
Berikut adalah tabel hasil pengujian skenario keenam.  
Tabel 4.6 Pengujian Jenis K-NN Terhadap Akurasi Sistem 
Jenis K-NN Akurasi 
Euclidean 96,67% 
Cosine 86,67% 
Cityblock 69,17% 
Correlation 83,33% 
 
Pada skenario ini jenis K-NN berpengaruh terhadap akurasi sistem 
sesuai dengan hasil yang ditunjukkan oleh tabel 4.6. Pada jenis K-NN 
cityblock didapat hasil akurasi yang paling kecil yakni sebesar 69,17% 
sedangkan hasil akurasi terbesar saat jenis K-NN menggunakan Euclidean 
yaitu sebesar 96,67%. Lalu pada jenis Cosine diperoleh hasil 86,67%. Dari 
tabel diatas dapat disimpulkan bahwa jenis K-NN yang terbaik adalah 
Euclidean dengan akurasi 96,67%.  
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Hal ini dikarenakan peta jarak euclidean dapat dihasilkan oleh 
algoritma sekuensial yang efektif[ [12]]. Euclidean ini berbasis pada 
teorema pitagoras untuk mendapatkan jarak secara garis lurus dari titik a 
ke titik b, sedangkan pada cityblock untuk mendapatkan jarak dari titik a 
ke b tersebut, nilai jarak harus bergerak sepanjang satu dimensi ruang pada 
suatu waktu. Secara analogi, jenis KNN ini tidak dapat memotong secara 
diagonal tetapi harus berjalan melewati kedua dimensi blok. Sementara 
pada cosine distance, melihat pada sudut antara dua vektor, dimana jarak a 
dan b dihitung dari cos dari dua vektor titik a dan b yang mengakibatkan 
jarak a dan b bisa saja menghasilkan nilai jarak yang lebih jauh dibanding 
menggunakan euclidean distance yang secara analogi menghitung jarak 
titik a dan b dengan menarik garis lurus menggunakan penggaris.  
4.3.7 Skenario Ketujuh 
Pada skenario ketujuh ini konfigurasi yang dilakukan adalah citra 
latih berlatar hitam dengan intensitas cahaya terang, ukuran citra 
128x128, tanpa deteksi tepi, PCA 80%, dan jenis K-NN adalah 
euclidean. Pada skenario ini variabel yang dilakukan sebagai pengujian 
adalah nilai k dari proses K-NN, dengan nilai k yang akan digunakan 
yaitu: 1,3,5,7, dan 9. Dibawah ini merupakan tabel hasil pengujian 
skenario ketujuh.  
Tabel 4.7 Pengujian Nilai K Terhadap Akurasi Sistem 
K Akurasi 
1 96,67% 
3 83,33% 
5 92,5% 
7 93,33% 
9 90,83% 
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Dari tabel 4.7 diatas dapat dilihat pengaruh nilai k pada metode 
klasifikasi K-NN terhadap akurasi sistem. Pada pengujian awal dilakukan 
dengan nilai k=1, akurasi yang dihasilkan yaitu sebesar 96,67%. 
Sedangkan saat dilakukan pengujian berikutnya dengan k=3, hasil akurasi 
terlihat menurun yaitu sebesar 83,33% dan pada saat k=5 akurasi kembali 
meningkat dengan hasil sebesar 92,5%. Lalu pengujian metode K-NN 
dengan k=7 diperoleh hasil 93,33% dan k=9 diperoleh hasil 90,83%. Jadi 
dengan hasil tersebut dapat disimpulkan bahwa akurasi terbaik didapatkan 
ketika metode K-NN menggunakan nilai k=1 dengan nilai akurasi sebesar 
96,67%.  
Hal ini dikarenakan apabila nilai K ditetapkan k=1 maka objek 
hanya ditetapkan ke kelas tetangga tunggal terdekat dan ini menyebabkan 
error rate yang kecil, karena k=1 hanya akan membandingkan satu titik 
yang paling dekat. Lain hal nya apabila ditetapkan k=3, maka objek akan 
dibandingkan dengan tiga tetangga berdekatan dan ini akan menyebabkan 
akurasi akan mengalami penurunan mengingat adanya objek yang similar. 
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BAB V 
KESIMPULAN DAN SARAN 
 
5.1 Kesimpulan 
Dari hasil analisis dan pengujian simulasi yang sudah dilakukan pada 
tugas akhir ini, dihasilkan beberapa kesimpulan yaitu pada penelitian ini bahwa 
dengan melihat morfologi beras pada citra digital dapat diketahui kualitas beras 
berdasarkan tiga grade yaitu A, B, dan C. Intensitas Cahaya yang paling baik 
digunakan adalah dalam kondisi terang, karena menghasilkan akurasi sebesar 
84,17 %. Kemudian, warna latar yang paling baik digunakan untuk mengetahui 
kualitas grade beras yaitu dengan menggunakan warna latar hitam karena 
menghasilkan akurasi sebesar 85%.  
Sebaiknya tidak dilakukan deteksi tepi dalam proses pre-processing atau 
cukup dengan citra yang telah dilakukan proses grayscale. Untuk nilai 
komposisi PCA yang paling baik digunakan terdapat dua persentase yaitu 80% 
dan 100% yang akan menghasilkan akurasi sebesar 96,67%. Faktor resize 
mempengaruhi akurasi dan ukuran citra yang terbaik adalah ukuran 128x128 
pixel dengan akurasi 75%. Metode K-NN memiliki beberapa jenis yang 
diantaranya terdapat euclidian, cosine, cityblock dan correlation. Pada 
penelitian ini jenis K-NN yang paling baik digunakan adalah Euclidean 
deistance dengan akurasi sebesar 96,67%.  
Nilai k pada metode K-NN yang sebaiknya digunakan dalam sistem ini 
adalah k=1 yang menghasilkan akurasi terbaik sebesar 96,67%. Setelah melihat 
dari analisis dan semua pengujian yang telah dilakukan maka implementasi 
android yang diterapkan adalah dengan konfigurasi sebagai berikut: 
a. Intensitas cahaya: Terang 
b. Warna latar: Hitam 
c. Deteksi tepi: tanpa deteksi tepi 
d. Komposisi PCA: 80% atau 100% 
e. Ukuran citra: 128x128 
f. Jenis K-NN: euclidian distance 
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g. Nilai k untuk K-NN: k=1 
5.2 Saran 
Saran untuk tugas akhir atau penelitian selanjutnya:  
1. Perlunya metode yang lebih memadai yang bisa membedakan 
beras yang sudah tidak bagus karena dimakan usia atau beras 
yang sudah dimakan oleh kutu walaupun secara morfologi 
termasuk ke dalam kualitas yang bagus. 
2. Pengambilan citra menggunakan smartphone sebaiknya dilakukan 
tanpa adanya bayangan pada objek. 
3. Metode statistical approach dapat menjadi saran untuk tugas 
akhir selanjutnya sebagai pembanding tiap butir beras satu 
dengan lainnya agar nilai akurasi semakin tinggi. 
4. Pembuatan aplikasi android yang tidak hanya memuat satu jenis 
beras tetapi semua jenis beras dapat diketahui kelasnya. 
5. Pengembangan aplikasi android dengan tambahan UI/UX yang 
lebih memadai dan mempublikasikannya ke Google Play Store. 
6. Pengembangan aplikasi android yang berfungsi secara real-time 
yaitu dengan deep learning dan OpenCV 3.3. 
7. Menggunakan metode deteksi objek yang berfungsi secara real-
time seperti Region-based Convolutional Neural Networks (R-
CNN), Spatial Pyramid Pooling (SPP-net), Faster R-CNN, You 
Only Look Once (YOLO), dan Single Shot Detector (SSD). 
8. Untuk sistem android server-based sebaiknya menggunakan 
server yang lebih memadai seperti, virtual private server (VPS), 
dan dedicated server agar waktu komputasi lebih cepat. 
9. Implementasi sistem ke platform lain seperti iOS dan 
mempublikasikannya ke App Store. 
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 LAMPIRAN 
 
LAMPIRAN A 
DATA FOTO BERAS PANDAN WANGI 
 
• Pandan Wangi Grade A  
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• Pandan Wangi Grade B 
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• Pandan Wangi Grade C 
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LAMPIRAN B 
HASIL ANALISA PENGUJIAN WARNA LATAR DAN INTENSITAS 
CAHAYA TERHADAP KUALITAS BERAS 
 
• Hitam Terang 
 
 
No Nama Citra Uji True Class Recognized Class Benar 
1 1.jpg 1 1 1 
2 2.jpg 1 1 1 
3 3.jpg 1 1 1 
4 4.jpg 1 1 1 
5 5.jpg 1 1 1 
6 6.jpg 1 1 1 
7 7.jpg 1 1 1 
8 8.jpg 1 1 1 
9 9.jpg 1 1 1 
10 10.jpg 1 1 1 
11 11.jpg 1 2 0 
12 12.jpg 1 2 0 
13 13.jpg 1 2 0 
14 14.jpg 1 2 0 
15 15.jpg 1 2 0 
16 16.jpg 1 2 0 
17 17.jpg 1 2 0 
18 18.jpg 1 2 0 
19 19.jpg 1 2 0 
20 20.jpg 1 2 0 
21 21.jpg 1 3 0 
22 22.jpg 1 3 0 
23 23.jpg 1 3 0 
24 24.jpg 1 3 0 
25 25.jpg 1 3 0 
26 26.jpg 1 3 0 
27 27.jpg 1 3 0 
28 28.jpg 1 3 0 
29 29.jpg 1 3 0 
30 30.jpg 1 3 0 
31 31.jpg 1 1 1 
32 32.jpg 1 1 1 
33 33.jpg 1 1 1 
34 34.jpg 1 1 1 
35 35.jpg 1 3 0 
36 36.jpg 1 1 1 
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37 37.jpg 1 1 1 
38 38.jpg 1 3 0 
39 39.jpg 1 1 1 
40 40.jpg 1 1 1 
41 41.jpg 1 3 0 
42 42.jpg 1 3 0 
43 43.jpg 1 3 0 
44 44.jpg 1 3 0 
45 45.jpg 1 3 0 
46 46.jpg 1 3 0 
47 47.jpg 1 3 0 
48 48.jpg 1 3 0 
49 49.jpg 1 3 0 
50 50.jpg 1 3 0 
51 51.jpg 1 3 0 
52 52.jpg 1 3 0 
53 53.jpg 1 3 0 
54 54.jpg 1 3 0 
55 55.jpg 1 3 0 
56 56.jpg 1 3 0 
57 57.jpg 1 3 0 
58 58.jpg 1 3 0 
59 59.jpg 1 3 0 
60 60.jpg 1 3 0 
61 61.jpg 2 1 0 
62 62.jpg 2 1 0 
63 63.jpg 2 2 1 
64 64.jpg 2 2 1 
65 65.jpg 2 2 1 
66 66.jpg 2 1 0 
67 67.jpg 2 2 1 
68 68.jpg 2 2 1 
69 69.jpg 2 2 1 
70 70.jpg 2 2 1 
71 71.jpg 2 2 1 
72 72.jpg 2 2 1 
73 73.jpg 2 2 1 
74 74.jpg 2 2 1 
75 75.jpg 2 2 1 
76 76.jpg 2 2 1 
77 77.jpg 2 2 1 
78 78.jpg 2 2 1 
79 79.jpg 2 2 1 
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80 80.jpg 2 2 1 
81 81.jpg 2 3 0 
82 82.jpg 2 3 0 
83 83.jpg 2 3 0 
84 84.jpg 2 3 0 
85 85.jpg 2 3 0 
86 86.jpg 2 3 0 
87 87.jpg 2 3 0 
88 88.jpg 2 3 0 
89 89.jpg 2 3 0 
90 90.jpg 2 3 0 
91 91.jpg 2 3 0 
92 92.jpg 2 3 0 
93 93.jpg 2 3 0 
94 94.jpg 2 3 0 
95 95.jpg 2 3 0 
96 96.jpg 2 3 0 
97 97.jpg 2 3 0 
98 98.jpg 2 3 0 
99 99.jpg 2 3 0 
100 100.jpg 2 3 0 
101 101.jpg 2 3 0 
102 102.jpg 2 3 0 
103 103.jpg 2 3 0 
104 104.jpg 2 3 0 
105 105.jpg 2 3 0 
106 106.jpg 2 3 0 
107 107.jpg 2 3 0 
108 108.jpg 2 3 0 
109 109.jpg 2 3 0 
110 110.jpg 2 3 0 
111 111.jpg 2 3 0 
112 112.jpg 2 3 0 
113 113.jpg 2 3 0 
114 114.jpg 2 3 0 
115 115.jpg 2 3 0 
116 116.jpg 2 3 0 
117 117.jpg 2 3 0 
118 118.jpg 2 3 0 
119 119.jpg 2 3 0 
120 120.jpg 2 3 0 
121 121.jpg 3 3 1 
122 122.jpg 3 3 1 
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123 123.jpg 3 3 1 
124 124.jpg 3 3 1 
125 125.jpg 3 3 1 
126 126.jpg 3 3 1 
127 127.jpg 3 3 1 
128 128.jpg 3 3 1 
129 129.jpg 3 3 1 
130 130.jpg 3 3 1 
131 131.jpg 3 2 0 
132 132.jpg 3 1 0 
133 133.jpg 3 1 0 
134 134.jpg 3 1 0 
135 135.jpg 3 1 0 
136 136.jpg 3 1 0 
137 137.jpg 3 1 0 
138 138.jpg 3 1 0 
139 139.jpg 3 1 0 
140 140.jpg 3 1 0 
141 141.jpg 3 3 1 
142 142.jpg 3 3 1 
143 143.jpg 3 3 1 
144 144.jpg 3 3 1 
145 145.jpg 3 3 1 
146 146.jpg 3 3 1 
147 147.jpg 3 3 1 
148 148.jpg 3 3 1 
149 149.jpg 3 3 1 
150 150.jpg 3 3 1 
151 151.jpg 3 1 0 
152 152.jpg 3 1 0 
153 153.jpg 3 1 0 
154 154.jpg 3 1 0 
155 155.jpg 3 1 0 
156 156.jpg 3 3 1 
157 157.jpg 3 1 0 
158 158.jpg 3 1 0 
159 159.jpg 3 1 0 
160 160.jpg 3 1 0 
161 161.jpg 3 3 1 
162 162.jpg 3 3 1 
163 163.jpg 3 3 1 
164 164.jpg 3 3 1 
165 165.jpg 3 3 1 
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166 166.jpg 3 3 1 
167 167.jpg 3 3 1 
168 168.jpg 3 3 1 
169 169.jpg 3 3 1 
170 170.jpg 3 3 1 
171 171.jpg 3 3 1 
172 172.jpg 3 3 1 
173 173.jpg 3 3 1 
174 174.jpg 3 3 1 
175 175.jpg 3 3 1 
176 176.jpg 3 3 1 
177 177.jpg 3 3 1 
178 178.jpg 3 3 1 
179 179.jpg 3 3 1 
180 180.jpg 3 3 1 
     
 
Benar 76 
  
 
Salah 104 
  
 
Akurasi 42.22% 
   
• Hitam Gelap 
 
No	 Nama	Citra	Uji	 True	Class	 Recognized	Class	 Benar	
1	 1.jpg	 1	 3	 0	
2	 2.jpg	 1	 3	 0	
3	 3.jpg	 1	 3	 0	
4	 4.jpg	 1	 3	 0	
5	 5.jpg	 1	 3	 0	
6	 6.jpg	 1	 3	 0	
7	 7.jpg	 1	 3	 0	
8	 8.jpg	 1	 3	 0	
9	 9.jpg	 1	 3	 0	
10	 10.jpg	 1	 3	 0	
11	 11.jpg	 1	 1	 1	
12	 12.jpg	 1	 1	 1	
13	 13.jpg	 1	 1	 1	
14	 14.jpg	 1	 2	 0	
15	 15.jpg	 1	 2	 0	
16	 16.jpg	 1	 2	 0	
17	 17.jpg	 1	 2	 0	
18	 18.jpg	 1	 2	 0	
19	 19.jpg	 1	 2	 0	
20	 20.jpg	 1	 2	 0	
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21	 21.jpg	 1	 3	 0	
22	 22.jpg	 1	 3	 0	
23	 23.jpg	 1	 3	 0	
24	 24.jpg	 1	 3	 0	
25	 25.jpg	 1	 3	 0	
26	 26.jpg	 1	 3	 0	
27	 27.jpg	 1	 3	 0	
28	 28.jpg	 1	 3	 0	
29	 29.jpg	 1	 3	 0	
30	 30.jpg	 1	 3	 0	
31	 31.jpg	 1	 3	 0	
32	 32.jpg	 1	 3	 0	
33	 33.jpg	 1	 3	 0	
34	 34.jpg	 1	 3	 0	
35	 35.jpg	 1	 3	 0	
36	 36.jpg	 1	 3	 0	
37	 37.jpg	 1	 3	 0	
38	 38.jpg	 1	 3	 0	
39	 39.jpg	 1	 3	 0	
40	 40.jpg	 1	 3	 0	
41	 41.jpg	 1	 3	 0	
42	 42.jpg	 1	 3	 0	
43	 43.jpg	 1	 3	 0	
44	 44.jpg	 1	 3	 0	
45	 45.jpg	 1	 3	 0	
46	 46.jpg	 1	 3	 0	
47	 47.jpg	 1	 3	 0	
48	 48.jpg	 1	 3	 0	
49	 49.jpg	 1	 3	 0	
50	 50.jpg	 1	 3	 0	
51	 51.jpg	 1	 3	 0	
52	 52.jpg	 1	 3	 0	
53	 53.jpg	 1	 3	 0	
54	 54.jpg	 1	 3	 0	
55	 55.jpg	 1	 3	 0	
56	 56.jpg	 1	 3	 0	
57	 57.jpg	 1	 3	 0	
58	 58.jpg	 1	 3	 0	
59	 59.jpg	 1	 3	 0	
60	 60.jpg	 1	 3	 0	
61	 61.jpg	 2	 3	 0	
62	 62.jpg	 2	 3	 0	
63	 63.jpg	 2	 3	 0	
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64	 64.jpg	 2	 3	 0	
65	 65.jpg	 2	 3	 0	
66	 66.jpg	 2	 3	 0	
67	 67.jpg	 2	 3	 0	
68	 68.jpg	 2	 3	 0	
69	 69.jpg	 2	 3	 0	
70	 70.jpg	 2	 3	 0	
71	 71.jpg	 2	 2	 1	
72	 72.jpg	 2	 2	 1	
73	 73.jpg	 2	 2	 1	
74	 74.jpg	 2	 2	 1	
75	 75.jpg	 2	 2	 1	
76	 76.jpg	 2	 2	 1	
77	 77.jpg	 2	 2	 1	
78	 78.jpg	 2	 2	 1	
79	 79.jpg	 2	 2	 1	
80	 80.jpg	 2	 2	 1	
81	 81.jpg	 2	 3	 0	
82	 82.jpg	 2	 3	 0	
83	 83.jpg	 2	 3	 0	
84	 84.jpg	 2	 3	 0	
85	 85.jpg	 2	 3	 0	
86	 86.jpg	 2	 3	 0	
87	 87.jpg	 2	 3	 0	
88	 88.jpg	 2	 3	 0	
89	 89.jpg	 2	 3	 0	
90	 90.jpg	 2	 3	 0	
91	 91.jpg	 2	 3	 0	
92	 92.jpg	 2	 3	 0	
93	 93.jpg	 2	 3	 0	
94	 94.jpg	 2	 3	 0	
95	 95.jpg	 2	 3	 0	
96	 96.jpg	 2	 3	 0	
97	 97.jpg	 2	 3	 0	
98	 98.jpg	 2	 3	 0	
99	 99.jpg	 2	 3	 0	
100	 100.jpg	 2	 3	 0	
101	 101.jpg	 2	 3	 0	
102	 102.jpg	 2	 3	 0	
103	 103.jpg	 2	 3	 0	
104	 104.jpg	 2	 3	 0	
105	 105.jpg	 2	 3	 0	
106	 106.jpg	 2	 3	 0	
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107	 107.jpg	 2	 3	 0	
108	 108.jpg	 2	 3	 0	
109	 109.jpg	 2	 3	 0	
110	 110.jpg	 2	 3	 0	
111	 111.jpg	 2	 3	 0	
112	 112.jpg	 2	 3	 0	
113	 113.jpg	 2	 3	 0	
114	 114.jpg	 2	 3	 0	
115	 115.jpg	 2	 3	 0	
116	 116.jpg	 2	 3	 0	
117	 117.jpg	 2	 3	 0	
118	 118.jpg	 2	 3	 0	
119	 119.jpg	 2	 3	 0	
120	 120.jpg	 2	 3	 0	
121	 121.jpg	 3	 3	 1	
122	 122.jpg	 3	 3	 1	
123	 123.jpg	 3	 3	 1	
124	 124.jpg	 3	 3	 1	
125	 125.jpg	 3	 3	 1	
126	 126.jpg	 3	 3	 1	
127	 127.jpg	 3	 3	 1	
128	 128.jpg	 3	 3	 1	
129	 129.jpg	 3	 3	 1	
130	 130.jpg	 3	 3	 1	
131	 131.jpg	 3	 2	 0	
132	 132.jpg	 3	 3	 1	
133	 133.jpg	 3	 3	 1	
134	 134.jpg	 3	 3	 1	
135	 135.jpg	 3	 3	 1	
136	 136.jpg	 3	 3	 1	
137	 137.jpg	 3	 3	 1	
138	 138.jpg	 3	 3	 1	
139	 139.jpg	 3	 3	 1	
140	 140.jpg	 3	 3	 1	
141	 141.jpg	 3	 3	 1	
142	 142.jpg	 3	 3	 1	
143	 143.jpg	 3	 3	 1	
144	 144.jpg	 3	 3	 1	
145	 145.jpg	 3	 3	 1	
146	 146.jpg	 3	 3	 1	
147	 147.jpg	 3	 3	 1	
148	 148.jpg	 3	 3	 1	
149	 149.jpg	 3	 3	 1	
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150	 150.jpg	 3	 3	 1	
151	 151.jpg	 3	 3	 1	
152	 152.jpg	 3	 3	 1	
153	 153.jpg	 3	 3	 1	
154	 154.jpg	 3	 3	 1	
155	 155.jpg	 3	 3	 1	
156	 156.jpg	 3	 3	 1	
157	 157.jpg	 3	 3	 1	
158	 158.jpg	 3	 3	 1	
159	 159.jpg	 3	 3	 1	
160	 160.jpg	 3	 3	 1	
161	 161.jpg	 3	 3	 1	
162	 162.jpg	 3	 3	 1	
163	 163.jpg	 3	 3	 1	
164	 164.jpg	 3	 3	 1	
165	 165.jpg	 3	 3	 1	
166	 166.jpg	 3	 3	 1	
167	 167.jpg	 3	 3	 1	
168	 168.jpg	 3	 3	 1	
169	 169.jpg	 3	 3	 1	
170	 170.jpg	 3	 3	 1	
171	 171.jpg	 3	 3	 1	
172	 172.jpg	 3	 3	 1	
173	 173.jpg	 3	 3	 1	
174	 174.jpg	 3	 3	 1	
175	 175.jpg	 3	 3	 1	
176	 176.jpg	 3	 3	 1	
177	 177.jpg	 3	 3	 1	
178	 178.jpg	 3	 3	 1	
179	 179.jpg	 3	 3	 1	
180	 180.jpg	 3	 3	 1	
	     
 
Benar	 72	
	  
 
Salah	 108	
	  
 
Akurasi	 40.00%	
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HASIL ANALISA PENGUJIAN DETEKSI TEPI UNTUK KUALITAS 
BERAS 
 
• Tanpa Deteksi Tepi 
 
No	 Nama	Citra	Uji	 True	Class	 Recognized	Class	 Benar	
1	 1.jpg	 1	 1	 1	
2	 2.jpg	 1	 1	 1	
3	 3.jpg	 1	 1	 1	
4	 4.jpg	 1	 1	 1	
5	 5.jpg	 1	 1	 1	
6	 6.jpg	 1	 1	 1	
7	 7.jpg	 1	 1	 1	
8	 8.jpg	 1	 1	 1	
9	 9.jpg	 1	 1	 1	
10	 10.jpg	 1	 1	 1	
11	 11.jpg	 1	 2	 0	
12	 12.jpg	 1	 2	 0	
13	 13.jpg	 1	 2	 0	
14	 14.jpg	 1	 2	 0	
15	 15.jpg	 1	 2	 0	
16	 16.jpg	 1	 2	 0	
17	 17.jpg	 1	 2	 0	
18	 18.jpg	 1	 2	 0	
19	 19.jpg	 1	 2	 0	
20	 20.jpg	 1	 2	 0	
21	 21.jpg	 1	 3	 0	
22	 22.jpg	 1	 3	 0	
23	 23.jpg	 1	 3	 0	
24	 24.jpg	 1	 3	 0	
25	 25.jpg	 1	 3	 0	
26	 26.jpg	 1	 3	 0	
27	 27.jpg	 1	 3	 0	
28	 28.jpg	 1	 3	 0	
29	 29.jpg	 1	 3	 0	
30	 30.jpg	 1	 3	 0	
31	 31.jpg	 1	 3	 0	
32	 32.jpg	 1	 3	 0	
33	 33.jpg	 1	 3	 0	
34	 34.jpg	 1	 3	 0	
35	 35.jpg	 1	 3	 0	
36	 36.jpg	 1	 3	 0	
37	 37.jpg	 1	 3	 0	
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38	 38.jpg	 1	 3	 0	
39	 39.jpg	 1	 3	 0	
40	 40.jpg	 1	 3	 0	
41	 41.jpg	 1	 3	 0	
42	 42.jpg	 1	 3	 0	
43	 43.jpg	 1	 3	 0	
44	 44.jpg	 1	 3	 0	
45	 45.jpg	 1	 3	 0	
46	 46.jpg	 1	 3	 0	
47	 47.jpg	 1	 3	 0	
48	 48.jpg	 1	 3	 0	
49	 49.jpg	 1	 3	 0	
50	 50.jpg	 1	 3	 0	
51	 51.jpg	 1	 3	 0	
52	 52.jpg	 1	 3	 0	
53	 53.jpg	 1	 3	 0	
54	 54.jpg	 1	 3	 0	
55	 55.jpg	 1	 3	 0	
56	 56.jpg	 1	 3	 0	
57	 57.jpg	 1	 3	 0	
58	 58.jpg	 1	 3	 0	
59	 59.jpg	 1	 3	 0	
60	 60.jpg	 1	 3	 0	
61	 61.jpg	 2	 2	 1	
62	 62.jpg	 2	 2	 1	
63	 63.jpg	 2	 2	 1	
64	 64.jpg	 2	 2	 1	
65	 65.jpg	 2	 2	 1	
66	 66.jpg	 2	 2	 1	
67	 67.jpg	 2	 2	 1	
68	 68.jpg	 2	 2	 1	
69	 69.jpg	 2	 2	 1	
70	 70.jpg	 2	 2	 1	
71	 71.jpg	 2	 2	 1	
72	 72.jpg	 2	 2	 1	
73	 73.jpg	 2	 2	 1	
74	 74.jpg	 2	 2	 1	
75	 75.jpg	 2	 2	 1	
76	 76.jpg	 2	 2	 1	
77	 77.jpg	 2	 2	 1	
78	 78.jpg	 2	 2	 1	
79	 79.jpg	 2	 2	 1	
80	 80.jpg	 2	 2	 1	
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81	 81.jpg	 2	 3	 0	
82	 82.jpg	 2	 3	 0	
83	 83.jpg	 2	 3	 0	
84	 84.jpg	 2	 3	 0	
85	 85.jpg	 2	 3	 0	
86	 86.jpg	 2	 3	 0	
87	 87.jpg	 2	 3	 0	
88	 88.jpg	 2	 3	 0	
89	 89.jpg	 2	 3	 0	
90	 90.jpg	 2	 3	 0	
91	 91.jpg	 2	 3	 0	
92	 92.jpg	 2	 3	 0	
93	 93.jpg	 2	 3	 0	
94	 94.jpg	 2	 3	 0	
95	 95.jpg	 2	 3	 0	
96	 96.jpg	 2	 3	 0	
97	 97.jpg	 2	 3	 0	
98	 98.jpg	 2	 3	 0	
99	 99.jpg	 2	 3	 0	
100	 100.jpg	 2	 3	 0	
101	 101.jpg	 2	 3	 0	
102	 102.jpg	 2	 3	 0	
103	 103.jpg	 2	 3	 0	
104	 104.jpg	 2	 3	 0	
105	 105.jpg	 2	 3	 0	
106	 106.jpg	 2	 3	 0	
107	 107.jpg	 2	 3	 0	
108	 108.jpg	 2	 3	 0	
109	 109.jpg	 2	 3	 0	
110	 110.jpg	 2	 3	 0	
111	 111.jpg	 2	 3	 0	
112	 112.jpg	 2	 3	 0	
113	 113.jpg	 2	 3	 0	
114	 114.jpg	 2	 3	 0	
115	 115.jpg	 2	 3	 0	
116	 116.jpg	 2	 3	 0	
117	 117.jpg	 2	 3	 0	
118	 118.jpg	 2	 3	 0	
119	 119.jpg	 2	 3	 0	
120	 120.jpg	 2	 3	 0	
121	 121.jpg	 3	 3	 1	
122	 122.jpg	 3	 3	 1	
123	 123.jpg	 3	 3	 1	
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124	 124.jpg	 3	 3	 1	
125	 125.jpg	 3	 3	 1	
126	 126.jpg	 3	 3	 1	
127	 127.jpg	 3	 3	 1	
128	 128.jpg	 3	 3	 1	
129	 129.jpg	 3	 3	 1	
130	 130.jpg	 3	 3	 1	
131	 131.jpg	 3	 2	 0	
132	 132.jpg	 3	 1	 0	
133	 133.jpg	 3	 1	 0	
134	 134.jpg	 3	 1	 0	
135	 135.jpg	 3	 1	 0	
136	 136.jpg	 3	 1	 0	
137	 137.jpg	 3	 1	 0	
138	 138.jpg	 3	 1	 0	
139	 139.jpg	 3	 1	 0	
140	 140.jpg	 3	 1	 0	
141	 141.jpg	 3	 3	 1	
142	 142.jpg	 3	 3	 1	
143	 143.jpg	 3	 3	 1	
144	 144.jpg	 3	 3	 1	
145	 145.jpg	 3	 3	 1	
146	 146.jpg	 3	 3	 1	
147	 147.jpg	 3	 3	 1	
148	 148.jpg	 3	 3	 1	
149	 149.jpg	 3	 3	 1	
150	 150.jpg	 3	 3	 1	
151	 151.jpg	 3	 3	 1	
152	 152.jpg	 3	 3	 1	
153	 153.jpg	 3	 3	 1	
154	 154.jpg	 3	 3	 1	
155	 155.jpg	 3	 3	 1	
156	 156.jpg	 3	 3	 1	
157	 157.jpg	 3	 3	 1	
158	 158.jpg	 3	 3	 1	
159	 159.jpg	 3	 3	 1	
160	 160.jpg	 3	 3	 1	
161	 161.jpg	 3	 3	 1	
162	 162.jpg	 3	 3	 1	
163	 163.jpg	 3	 3	 1	
164	 164.jpg	 3	 3	 1	
165	 165.jpg	 3	 3	 1	
166	 166.jpg	 3	 3	 1	
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167	 167.jpg	 3	 3	 1	
168	 168.jpg	 3	 3	 1	
169	 169.jpg	 3	 3	 1	
170	 170.jpg	 3	 3	 1	
171	 171.jpg	 3	 3	 1	
172	 172.jpg	 3	 3	 1	
173	 173.jpg	 3	 3	 1	
174	 174.jpg	 3	 3	 1	
175	 175.jpg	 3	 3	 1	
176	 176.jpg	 3	 3	 1	
177	 177.jpg	 3	 3	 1	
178	 178.jpg	 3	 3	 1	
179	 179.jpg	 3	 3	 1	
180	 180.jpg	 3	 3	 1	
	     
 
Benar	 80	
	  
 
Salah	 100	
	  
 
Akurasi	 44.44%	
	   
• Canny Edge Detection 
 
No	 Nama	Citra	Uji	 True	Class	 Recognized	Class	 Benar	
1	 1.jpg	 1	 3	 0	
2	 2.jpg	 1	 3	 0	
3	 3.jpg	 1	 3	 0	
4	 4.jpg	 1	 3	 0	
5	 5.jpg	 1	 3	 0	
6	 6.jpg	 1	 3	 0	
7	 7.jpg	 1	 3	 0	
8	 8.jpg	 1	 3	 0	
9	 9.jpg	 1	 3	 0	
10	 10.jpg	 1	 3	 0	
11	 11.jpg	 1	 3	 0	
12	 12.jpg	 1	 3	 0	
13	 13.jpg	 1	 3	 0	
14	 14.jpg	 1	 3	 0	
15	 15.jpg	 1	 3	 0	
16	 16.jpg	 1	 3	 0	
17	 17.jpg	 1	 3	 0	
18	 18.jpg	 1	 3	 0	
19	 19.jpg	 1	 3	 0	
20	 20.jpg	 1	 3	 0	
21	 21.jpg	 1	 3	 0	
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22	 22.jpg	 1	 3	 0	
23	 23.jpg	 1	 3	 0	
24	 24.jpg	 1	 3	 0	
25	 25.jpg	 1	 3	 0	
26	 26.jpg	 1	 3	 0	
27	 27.jpg	 1	 3	 0	
28	 28.jpg	 1	 3	 0	
29	 29.jpg	 1	 3	 0	
30	 30.jpg	 1	 3	 0	
31	 31.jpg	 1	 3	 0	
32	 32.jpg	 1	 3	 0	
33	 33.jpg	 1	 3	 0	
34	 34.jpg	 1	 3	 0	
35	 35.jpg	 1	 3	 0	
36	 36.jpg	 1	 3	 0	
37	 37.jpg	 1	 3	 0	
38	 38.jpg	 1	 3	 0	
39	 39.jpg	 1	 3	 0	
40	 40.jpg	 1	 3	 0	
41	 41.jpg	 1	 3	 0	
42	 42.jpg	 1	 3	 0	
43	 43.jpg	 1	 3	 0	
44	 44.jpg	 1	 3	 0	
45	 45.jpg	 1	 3	 0	
46	 46.jpg	 1	 3	 0	
47	 47.jpg	 1	 3	 0	
48	 48.jpg	 1	 3	 0	
49	 49.jpg	 1	 3	 0	
50	 50.jpg	 1	 3	 0	
51	 51.jpg	 1	 3	 0	
52	 52.jpg	 1	 3	 0	
53	 53.jpg	 1	 3	 0	
54	 54.jpg	 1	 3	 0	
55	 55.jpg	 1	 3	 0	
56	 56.jpg	 1	 3	 0	
57	 57.jpg	 1	 3	 0	
58	 58.jpg	 1	 3	 0	
59	 59.jpg	 1	 3	 0	
60	 60.jpg	 1	 3	 0	
61	 61.jpg	 2	 3	 0	
62	 62.jpg	 2	 3	 0	
63	 63.jpg	 2	 3	 0	
64	 64.jpg	 2	 3	 0	
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65	 65.jpg	 2	 3	 0	
66	 66.jpg	 2	 3	 0	
67	 67.jpg	 2	 3	 0	
68	 68.jpg	 2	 3	 0	
69	 69.jpg	 2	 3	 0	
70	 70.jpg	 2	 3	 0	
71	 71.jpg	 2	 3	 0	
72	 72.jpg	 2	 3	 0	
73	 73.jpg	 2	 3	 0	
74	 74.jpg	 2	 3	 0	
75	 75.jpg	 2	 3	 0	
76	 76.jpg	 2	 3	 0	
77	 77.jpg	 2	 3	 0	
78	 78.jpg	 2	 3	 0	
79	 79.jpg	 2	 3	 0	
80	 80.jpg	 2	 3	 0	
81	 81.jpg	 2	 3	 0	
82	 82.jpg	 2	 3	 0	
83	 83.jpg	 2	 3	 0	
84	 84.jpg	 2	 3	 0	
85	 85.jpg	 2	 3	 0	
86	 86.jpg	 2	 3	 0	
87	 87.jpg	 2	 3	 0	
88	 88.jpg	 2	 3	 0	
89	 89.jpg	 2	 3	 0	
90	 90.jpg	 2	 3	 0	
91	 91.jpg	 2	 3	 0	
92	 92.jpg	 2	 3	 0	
93	 93.jpg	 2	 3	 0	
94	 94.jpg	 2	 3	 0	
95	 95.jpg	 2	 3	 0	
96	 96.jpg	 2	 3	 0	
97	 97.jpg	 2	 3	 0	
98	 98.jpg	 2	 3	 0	
99	 99.jpg	 2	 3	 0	
100	 100.jpg	 2	 3	 0	
101	 101.jpg	 2	 3	 0	
102	 102.jpg	 2	 3	 0	
103	 103.jpg	 2	 3	 0	
104	 104.jpg	 2	 3	 0	
105	 105.jpg	 2	 3	 0	
106	 106.jpg	 2	 3	 0	
107	 107.jpg	 2	 3	 0	
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108	 108.jpg	 2	 3	 0	
109	 109.jpg	 2	 3	 0	
110	 110.jpg	 2	 3	 0	
111	 111.jpg	 2	 3	 0	
112	 112.jpg	 2	 3	 0	
113	 113.jpg	 2	 3	 0	
114	 114.jpg	 2	 3	 0	
115	 115.jpg	 2	 3	 0	
116	 116.jpg	 2	 3	 0	
117	 117.jpg	 2	 3	 0	
118	 118.jpg	 2	 3	 0	
119	 119.jpg	 2	 3	 0	
120	 120.jpg	 2	 3	 0	
121	 121.jpg	 3	 3	 1	
122	 122.jpg	 3	 3	 1	
123	 123.jpg	 3	 3	 1	
124	 124.jpg	 3	 3	 1	
125	 125.jpg	 3	 3	 1	
126	 126.jpg	 3	 3	 1	
127	 127.jpg	 3	 3	 1	
128	 128.jpg	 3	 3	 1	
129	 129.jpg	 3	 3	 1	
130	 130.jpg	 3	 3	 1	
131	 131.jpg	 3	 3	 1	
132	 132.jpg	 3	 3	 1	
133	 133.jpg	 3	 3	 1	
134	 134.jpg	 3	 3	 1	
135	 135.jpg	 3	 3	 1	
136	 136.jpg	 3	 3	 1	
137	 137.jpg	 3	 3	 1	
138	 138.jpg	 3	 3	 1	
139	 139.jpg	 3	 3	 1	
140	 140.jpg	 3	 3	 1	
141	 141.jpg	 3	 3	 1	
142	 142.jpg	 3	 3	 1	
143	 143.jpg	 3	 3	 1	
144	 144.jpg	 3	 3	 1	
145	 145.jpg	 3	 3	 1	
146	 146.jpg	 3	 3	 1	
147	 147.jpg	 3	 3	 1	
148	 148.jpg	 3	 3	 1	
149	 149.jpg	 3	 3	 1	
150	 150.jpg	 3	 3	 1	
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151	 151.jpg	 3	 3	 1	
152	 152.jpg	 3	 3	 1	
153	 153.jpg	 3	 3	 1	
154	 154.jpg	 3	 3	 1	
155	 155.jpg	 3	 3	 1	
156	 156.jpg	 3	 3	 1	
157	 157.jpg	 3	 3	 1	
158	 158.jpg	 3	 3	 1	
159	 159.jpg	 3	 3	 1	
160	 160.jpg	 3	 3	 1	
161	 161.jpg	 3	 3	 1	
162	 162.jpg	 3	 3	 1	
163	 163.jpg	 3	 3	 1	
164	 164.jpg	 3	 3	 1	
165	 165.jpg	 3	 3	 1	
166	 166.jpg	 3	 3	 1	
167	 167.jpg	 3	 3	 1	
168	 168.jpg	 3	 3	 1	
169	 169.jpg	 3	 3	 1	
170	 170.jpg	 3	 3	 1	
171	 171.jpg	 3	 3	 1	
172	 172.jpg	 3	 3	 1	
173	 173.jpg	 3	 3	 1	
174	 174.jpg	 3	 3	 1	
175	 175.jpg	 3	 3	 1	
176	 176.jpg	 3	 3	 1	
177	 177.jpg	 3	 3	 1	
178	 178.jpg	 3	 3	 1	
179	 179.jpg	 3	 3	 1	
180	 180.jpg	 3	 3	 1	
	     
 
Benar	 60	
	  
 
Salah	 120	
	  
 
Akurasi	 33.33%	
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LAMPIRAN C 
SOURCE CODE 
 
• Pada Server 
from flask import Flask, jsonify, request, redirect 
from werkzeug.utils import secure_filename 
 
import cv2 
import glob 
import numpy as np 
import os 
import random 
 
UPLOAD_FOLDER = './uploads' 
ALLOWED_EXTENSIONS = set(['png', 'jpg', 'jpeg']) 
 
# Initiate Flask 
app = Flask(__name__) 
app.config['UPLOAD_FOLDER'] = UPLOAD_FOLDER 
 
# Check for allowed extensions (png, jpg, jpeg) 
def allowed_file(filename): 
    return '.' in filename and \ 
           filename.rsplit('.', 1)[1].lower() in 
ALLOWED_EXTENSIONS 
 
# Normalize image by resizing (128 x 128) and preprocessing 
# Method == 1: Canny 
# Method == 2: Grayscale 
# Method == 3: Resize only 
def normalize_image(image, method): 
    image = cv2.resize(image, (128, 128)) 
 
    if (method == 1): 
        # Denoising 
        image = cv2.fastNlMeansDenoisingColored(image, None, 25, 
7, 9) 
 
        # Add blur 
        image = cv2.GaussianBlur(image, (3,3), 0) 
 
        # Automatically calculate lower and upper bound 
        sigma = 0.33 
        grey = np.median(image) 
        lower = int(max(0, (1.0 - sigma) * grey)) 
        upper = int(min(255, (1.0 + sigma) * grey)) 
 
        # Transform image using Canny 
        image = cv2.Canny(image, lower, upper) 
    elif (method == 2): 
        # Transform image to grayscale 
        image = cv2.cvtColor(image, cv2.COLOR_BGR2GRAY) 
 
    return image 
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# Get file 
def get_files(img_type, grade, training_set_size): 
    files = glob.glob('./data/{}/{}/*'.format(img_type, grade)) 
    random.shuffle(files) 
    training = files[:int(len(files) * training_set_size)] 
    prediction = files[-int(len(files) * (1 - 
training_set_size)):] 
 
    return training, prediction 
 
# Return a flat list of image's pixels 
def img_to_feature_vector(image): 
    return image.flatten() 
 
# Extract histogram from image 
def extract_color_histogram(image, bins=(8,8,8)): 
    hsv = cv2.cvtColor(image, cv2.COLOR_BGR2HSV) 
    hist = cv2.calcHist([hsv], [0,1,2], None, bins, [0, 180, 0, 
256, 0, 256]) 
 
    cv2.normalize(hist, hist) 
 
    return hist.flatten() 
 
# Generate training and testing sets 
def generate_sets(img_type, grades): 
    training_raw_data = [] 
    training_labels = [] 
    prediction_raw_data = [] 
    prediction_labels = [] 
 
    for grade in grades: 
        training, prediction = get_files(img_type, grade, 1) 
 
        for item in training: 
            image = cv2.imread(item) 
            pixels = img_to_feature_vector(image) 
 
            training_raw_data.append(pixels) 
            training_labels.append(grades.index(grade)) 
 
        for item in prediction: 
            image = cv2.imread(item) 
            pixels = img_to_feature_vector(image) 
 
            prediction_raw_data.append(pixels) 
            prediction_labels.append(grades.index(grade)) 
 
    return training_raw_data, training_labels, 
prediction_raw_data, prediction_labels 
 
# PCA, to be used with eigen vector 
def pca(images, num_component): 
    mean, eigen_vector = cv2.PCACompute(images, mean=None, 
maxComponents=num_component) 
    return mean, eigen_vector 
 
# Predict image based on img_type and k 
# img_type: canny or bw (black and white) 
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# k: amount of neighbours 
def predict_image(image, img_type, grades, k=1): 
    # load file training 
    training_raw_data, training_labels, prediction_raw_data, 
prediction_labels = generate_sets(img_type, grades) 
    training_raw_data = np.array(training_raw_data, dtype='f') # 
diubah dari list jadi array 
    training_labels = np.array(training_labels, dtype='f') # 
diubah dari list jadi array 
 
    prediction_raw_data = [] 
 
    pixels = img_to_feature_vector(image) 
 
    # Compensate from 1 (Grayscale) to 3 channel (RGB) 
    opt_pixel = [] 
    for pixel in pixels: 
        opt_pixel.append(pixel) 
        opt_pixel.append(pixel) 
        opt_pixel.append(pixel) 
 
    prediction_raw_data.append(opt_pixel) 
    prediction_raw_data = np.array(prediction_raw_data, dtype='f') 
 
    # kNN with pixel values 
    knn = cv2.ml.KNearest_create() 
    knn.train(training_raw_data, cv2.ml.ROW_SAMPLE, 
training_labels) 
    ret, results, neighbours, dist = 
knn.findNearest(prediction_raw_data, k) 
 
    return results[0] 
 
@app.route("/predict/",methods=["GET","POST"]) 
def upload_file(): 
    if request.method == 'POST': 
        if 'file' not in request.files: 
            reply = { 
                "success" : False, 
                "message" : "Berkas tidak terkirim", 
                "class" : "Z" 
            } 
            return jsonify(reply) 
        file = request.files['file'] 
        if file.filename == '': 
            reply = { 
                "success" : False, 
                "message" : "Berkas tidak terkirim", 
                "class" : "Z" 
            } 
            return jsonify(reply) 
        if file and allowed_file(file.filename): 
            filename = secure_filename(file.filename) #TODO: Hash 
filename 
            file_path = os.path.join(app.config['UPLOAD_FOLDER'], 
filename) 
 
            # Receive uploaded file 
            file.save(file_path) 
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            # Classify_image and return JSON 
            grades = ['A', 'B', 'C'] 
            image = cv2.imread(file_path) 
            print("Image shape: " + str(image.shape)) 
            processed_image = normalize_image(image, 2) 
 
            result = predict_image(processed_image, 'bw', grades, 
1) 
            result_grade = grades[int(result)] 
 
            # Cleanup 
            os.remove(file_path) 
 
            reply = { 
                "success" : True, 
                "message" : "", 
                "class" : result_grade 
            } 
            return jsonify(reply) 
        else: 
            reply = { 
                "success" : False, 
                "message" : "Berkas tidak diperbolehkan", 
                "class" : "Z" 
            } 
            return jsonify(reply) 
 
    return ''' 
        <html> 
        <head> 
            <title> Classifier </title> 
        </head> 
        <body> 
            <h1> Whoops! </h1>result_grade 
            <p> You've seemed to access the wrong URL </p> 
            <form method="post" enctype="multipart/form-data"> 
                <input type=file name=file> 
                <input type=submit value=Upload> 
            </form> 
        </body> 
        </html> 
    ''' 
 
if __name__ == "__main__":  
    app.run() 
 
 
• Pengiriman file ekstensi JPG ke dalam server menggunakan Android 
Studio 
 
package com.openxv.beras; 
 
import android.content.Context; 
import android.os.AsyncTask; 
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import android.widget.TextView; 
 
import org.json.JSONObject; 
 
import java.io.BufferedInputStream; 
import java.io.BufferedReader; 
import java.io.DataOutputStream; 
import java.io.File; 
import java.io.FileInputStream; 
import java.io.IOException; 
import java.io.InputStreamReader; 
import java.net.HttpURLConnection; 
import java.net.URL; 
 
import me.echodev.resizer.Resizer; 
 
public class ImageSender extends AsyncTask<String, Void, String> { 
    private final static String API_URL = "https://beras-
pandanwangi.herokuapp.com/predict/"; 
    private final static String MSG_SUCCESS = "Tipe Beras: "; 
    private final static String MSG_FAILURE = "Gagal menentukan 
tipe beras"; 
    private final static String MSG_ERROR = "Terjadi kesalahan 
pada server"; 
    private final static String boundary = "*****"; 
    private final static String crlf = "\r\n"; 
    private final static String twoHyphens = "--"; 
 
    private Context context; 
    private TextView resultText; 
 
    public ImageSender(Context context, TextView resultText) { 
        this.context = context; 
        this.resultText = resultText; 
    } 
 
    private String sendImage(String path) { 
        String result = null; 
        HttpURLConnection connection = null; 
        BufferedReader response = null; 
 
        try { 
            URL uploadUrl = new URL(API_URL); 
            connection = (HttpURLConnection) 
uploadUrl.openConnection(); 
            connection.setRequestMethod("POST"); 
            connection.setDoOutput(true); 
 
            File file = new File(path); 
            String fileName = file.getName(); 
 
            File resizedImage = new Resizer(context) 
                    .setTargetLength(500) 
                    .setQuality(80) 
                    .setOutputFormat("JPEG") 
                    .setSourceImage(file) 
                    .getResizedFile(); 
 
            byte[] bytes = new byte[(int) file.length()]; 
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            BufferedInputStream buf = new BufferedInputStream(new 
FileInputStream(resizedImage)); 
            buf.read(bytes, 0, bytes.length); 
            buf.close(); 
 
            connection.setRequestProperty("Content-Type", 
"multipart/form-data;boundary=" + boundary); 
            DataOutputStream request = new 
DataOutputStream(connection.getOutputStream()); 
 
            request.writeBytes(twoHyphens + boundary + crlf); 
            request.writeBytes("Content-Disposition: form-data; 
name=\"file\";filename=\"" + 
                    fileName + "\"" + crlf); 
            request.writeBytes(crlf); 
            request.write(bytes); 
            request.writeBytes(crlf); 
            request.writeBytes(twoHyphens + boundary + twoHyphens 
+ crlf); 
            request.flush(); 
            request.close(); 
 
            response = new BufferedReader(new 
InputStreamReader(connection.getInputStream())); 
            StringBuilder buffer = new StringBuilder(); 
            String line; 
            while ((line = response.readLine()) != null) { 
                buffer.append(line).append("\n"); 
            } 
 
            if (buffer.length() == 0) { 
                return null; 
            } 
            result = buffer.toString(); 
        } catch (Exception e) { 
            e.printStackTrace(); 
        } finally { 
            if (connection != null) { 
                connection.disconnect(); 
            } 
            if (response != null) { 
                try { 
                    response.close(); 
                } catch (IOException e) { 
                    e.printStackTrace(); 
                } 
            } 
        } 
        return result; 
    } 
 
    @Override 
    protected void onPostExecute(String s) { 
        super.onPostExecute(s); 
 
        try { 
            JSONObject jsonResult = new JSONObject(s); 
            if (jsonResult.getBoolean("success")) { 
                String kelas = jsonResult.getString("class"); 
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                resultText.setText(String.format("%s%s", 
MSG_SUCCESS, kelas)); 
            } else { 
                String msg = jsonResult.getString("message"); 
                resultText.setText(msg); 
            } 
        } catch (Exception e) { 
            resultText.setText(MSG_ERROR); 
        } 
    } 
 
    @Override 
    protected String doInBackground(String... strings) { 
        return sendImage(strings[0]); 
    } 
 
} 
 
 
