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Abstract
This paper introduces several forms of relationships between Fisher’s information matrix
of an autoregressive-moving average or ARMA process and the solution of a corresponding
Stein equation. Fisher’s information matrix consists of blocks associated with the autoregres-
sive and moving average parameters. An interconnection with a solution of Stein’s equation
is set forth for the block case as well as for Fisher’s information matrix as a global matrix
involving all parameter blocks. Both cases have their importance for the interpretation of
the estimated parameters. The cases of distinct and multiple eigenvalues are addressed. The
obtained links involve equations with left and right inverses, these can be expressed in terms of
the inverse of appropriate Vandermonde matrices. A condition is set forth for establishing an
equality between Fisher’s information matrix and a solution to Stein’s equation. Two examples
are presented for illustrating some of the results obtained. The global and off-diagonal block
case with distinct and multiple roots, respectively, are considered. © 2001 Elsevier Science
Inc. All rights reserved.
AMS classification: 15A09
∗ Corresponding author. Tel.: +31-20-5254245; fax: +31-20-5254349.
E-mail address: aklein@fee.uva.nl (A. Klein).
0024-3795/01/$ - see front matter  2001 Elsevier Science Inc. All rights reserved.
PII: S 0 0 2 4 - 3 7 9 5 ( 0 1 ) 0 0 2 3 1 - 2
10 A. Klein and P. Spreij / Linear Algebra and its Applications 329 (2001) 9–47
Keywords: Fisher information matrix; Stein equation; Vandermonde matrices; Left and right inverses;
ARMA process
1. Introduction
The main objects of study of this paper consists of investigating interconnections
between Fisher’s information matrix and solutions of Stein’s equation. The links are
verified for a univariate ARMA process, this type of structure is known both in the
statistical and engineering literature, see, e.g. [2,3,10]. The ARMA process consists of
autoregressive and moving average parameters which are estimated accordingly and
they are respectively the coefficients of the autoregressive and moving average poly-
nomials, in [1], some algebraic properties of ARMA process type polynomials are also
studied. The quality of these estimated parameters is described by Fisher’s informa-
tion matrix which corresponds to the Cramer–Rao lower bound. The latter is part of
an inequality which is of fundamental importance both in statistical theory and esti-
mation in signal processing. Fisher’s information matrix consists of blocks which are
associated with the ARMA parameters. The purpose of this paper is also to study pos-
sible algebraic properties of statistical information which in our case is described by
Fisher’s information matrix. A companion matrix will be chosen for Stein’s equation
such that the eigenvalues of the corresponding resolvent are equivalent with the roots
of the appropriate ARMA polynomial(s). This allows the link between Fisher’s infor-
mation matrix and a solution of Stein’s equation to be established by using Cauchy’s
residue theorems, eventually the link isobtained through associating thecommonpoles
ofboth expressions.Two casesareconsidered: (i) oneblock is investigated individually
and linked with a corresponding solution of Stein’s equation; (ii) Fisher’s information
matrix where all the parameters are taken into account and expressed in terms of the
Sylvester resultant matrix, is connected with an appropriate solution of Stein’s equa-
tion. In both cases (i) and (ii) the situations of distinct and multiple roots are studied.
The relations produced in both cases (distinct and multiple roots) contain left and right
inverses. Depending on the case, each of these inverses can be expressed in terms of
a Vandermonde matrix. For the case of multiple roots a generalized Vandermonde is
involved.Someof theVandermondematricesobtained incases(i)and(ii)arenotsquare
so that an appropriate left or right inverse is then additionally necessary for further
study. The global approach and the off-diagonal block cases are illustrated by means
of an example for distinct and multiple roots, respectively.
The paper is organized as follows: in Section 2 the link is established between
Fisher’s information matrix and a solution of Stein’s equation for the case of the
parameter block and for both multiple and distinct eigenvalues. In Section 3, left and
right inverses obtained in Section 2 are formulated in terms of appropriate Vander-
monde matrices. In Section 4 the link is set forth for the global Fisher information
matrix which contains all the parameters. Section 5 analyses left and right inverses
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obtained in Section 4 and is followed by Section 6 which points out the analogy with
the solution of Lyapunov equation. Examples are presented in Section 7.
In this section the main theorem that will be extensively used in this paper is
formulated and is based on Lancaster and Rodman [6]. Some additional notational
conventions concerning the companion matrix and some of its properties will be
summarized .
Let A ∈ Cm×m, B ∈ Cn×n and  ∈ Cn×m .
The Stein equation
S − BSAT =  (1.1)
has a unique solution iff λµ /= 1 for any λ ∈ σ(A) and µ ∈ σ(B). From [6] we take
Theorem 1.1. If the Stein equation (1.1) has a unique solution S, then
S = 1
2i
∮
C
(λI − B)−1  (I − λA)−T dλ, (1.2)
where C is a single closed contour with σ(B) inside C and for each nonzero w ∈
σ(A),w−1 is outside C.
Consider the notations for the following companion matrix:
X =

0 1 · · · 0
...
.
.
.
...
0 1
−xn −xn−1 · · · −x1
 .
It is known that its characteristic polynomial x(z) is given by
x(z) = det(zI −X) = zn + x1zn−1 + · · · + xn. (1.3)
The reciprocal polynomial x∗ of x is given by
x∗(z) = det(I − zX) = 1 + x1z+ · · · + xnzn. (1.4)
We will also use the Hörner polynomials xk(·), recursively defined by x0(z) = 1 and
xk(z) = zxk−1(z)+ xk . Furthermore we will use the adjoint matrices
adj(zI −X) = (zI −X)−1x(z) (1.5)
and
adj(I − zX) = (I − zX)−1x∗(z). (1.6)
It is straightforward to verify that the adjoint matrix adj(I − zX)= zn−1 adj(z−1I −
X). Given the structure of the matrix X, an explicit expression of the corresponding
adjoint matrix can be formulated in the next proposition.
Proposition 1.2. Consider a square matrix X of dimension n with the parametriza-
tion given above, the related adjoint matrix adj (zI −X) is described by
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adj(zI −X) =
n∑
k=1
xn−k(z)Xk−1, (1.7)
where xn−k(z) is a polynomial defined in (1.3) of degree n− k.
Proof. Just multiply the right-hand side of (1.7) with (zI −X), work the prod-
uct, use the recursive definition of the Hörner polynomials and Caley–Hamilton
(
∑n
k=0 xkXn−k = 0) to see that the result is x(z)I , which is what one has to
prove. 
2. Link solution Stein’s equation–Fisher’s information: The parameter-block
approach
2.1. General case
In this section the Fisher information matrix of an ARMA process will be for-
mulated where the parameter blocks are considered, whereas in Section 4 the global
form will be studied.
Depending on the situation, both cases have their importance and this is the reason
why the two cases are treated separately.
Consider the ARMA process y specified as the solution of
a∗(L)y = c∗(L)ε (2.1)
with L the lag operator and ε a white noise sequence. We make the assumptions
that both a and c have zeros inside the unit disc, a and c are the following monic
polynomials:
a(z) = zp + a1zp−1 + · · · + ap,
c(z) = zq + c1zq−1 + · · · + cq.
By a∗ and c∗ we denote the reciprocal polynomials, a∗(z) = zpa(z−1) and c∗(z) =
zqc(z−1). It is known that Fisher ’s information matrix of (2.1) is
F(θ) =
(
Faa Fac
FTac Fcc
)
. (2.2)
Define the vectors uk(z) = (1, z, . . . , zk−1)T and u∗k(z) = (zk−1, zk−1, . . . , 1)T and
θ = (a1, a2, . . . , ap, c1, c2, . . . , cq )T.
The matrices appearing in (2.2) can be expressed as.
Fac=− 12i
∮
|z|=1
up(z)u
∗T
q (z)
c(z)a∗(z)
dz, (2.3)
Faa= 12i
∮
|z|=1
up(z)u
∗T
p (z)
a(z)a∗(z)
dz, (2.4)
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Fcc= 12i
∮
|z|=1
uq(z)u
∗T
q (z)
c(z)c∗(z)
dz. (2.5)
First the link between Fisher’s information matrix and a solution of Stein’s equation
for the (a, a)-block is deduced, consequently an interconnection for the (c, c) block
can be provided. This will be followed by a corresponding link for the off-diagonal
block (a, c).
First the situation with eigenvalues (roots) having an arbitrary multiplicity will be
developed, followed by the formulation where all the eigenvalues are distinct. Let us
consider Stein’s equation followed by its solution with the following matrices and
the contour being C = {z : |z| = 1}. Let A be the companion matrix
A =

0 1 · · · 0
...
.
.
.
...
0 1
−ap −ap−1 · · · −a1
 ,
and let Saa be the solution of
Saa − ASaaAT = aa.
A special case of aa = epeTp, where ep is the last standard basis vector in a Euclid-
ean space Rp and verifies the solution Faa − AFaaAT = epeTp.
According to Theorem 1.1:
Saa = 12i
∮
C
(λI − A)−1 aa(I − λA)−T dλ. (2.6)
The resolvents can be written as a(λ)(λI −A)−1 = adj(λI −A), a∗(λ)(I −λA)−1 =
adj(I − λA). Since the eigenvalues of A are within the unit disc, the conditions for
a unique solution of Stein’s equation is fulfilled. The idea of considering block-
companion matrices in such a type of equations is also suggested in [5]. However
in this paper the scalar case will be studied.
We write an explicit form of the solution of Stein’s equation in such a way so that
its poles correspond to the poles appearing in the expression of Fisher’s information
matrix.
Saa= 12i
∮
C
adj(zI − A)aaadj(I − zA)T
a(z)a∗(z)
dz, (2.7)
Faa= 12i
∮
|z|=1
up(z)u
∗T
p (z)
a(z)a∗(z)
dz. (2.8)
We assume the polynomial a(z) having p0 distinct roots, α1, α2, . . . , αp0 , with al-
gebraic multiplicity n1 + 1, n2 + 1, . . . , np0 + 1, respectively, and
∑p0
i=1(ni + 1) =
p. Consequently in virtue of Cauchy’s residue theorem, the solution of Faa can be
written as
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Faa = a1(α1)+ a2(α2)+ · · · + ap0(αp0),
where
ai(αi)= 1
ni !
 ni
zni
up(z)u
∗T
p (z)(∏p0
j=1,j /=i (z− αj )nj+1
)
a∗(z)

z=αi
, 1  i  p0.
(2.9)
One way to obtain a common factor between Faa and Saa consists of a separation
between numerator and denominator of the ai(αi)’s by using Leibnitz’s rule of the
ni th derivative of a product of two or more functions. Let us denote
ξi(αi) =
 1(∏p0
j=1,j /=i (z− αj )nj+1
)
a∗(z)

z=αi
.
A useful way to factorize (2.9) is by vectorizing Fisher’s information matrix accord-
ing to vec(ABC) = (CT ⊗ A) vecB, where A ∈ Rm×n, B ∈ Rn×pand C ∈ Rp×s ,
and ⊗ denotes the Kronecker product. We therefore have
vec Faa=vec a1(α1)+ vec a2(α2)+ · · · + vec ap0(αp0)
=Wn(α)
(
ξTn1(α1), ξ
T
n2(α2), . . . , ξ
T
np0
(αp0)
)T
, (2.10)
where
Wn(α) =
(
Wn1(α1),Wn2(α2), . . . ,Wnp0 (αp0)
)
,
where the matrix Wni (αi) of dimension p2 × (ni + 1) is
Wni (αi) =
1
ni !
(
W(ni)ni (z),W
(ni−1)
ni
(z), . . . ,W(0)ni (z)
)
z=αi
,
each block being
W(ni−k)ni (αi) =
(
ni
k
)(
ni−k
zni−k
(
u∗p(z)⊗ up(z)
))
z=αi
, 0  k  ni,
and the matrix ξni (αi) of dimension (ni + 1)× 1 is given by
ξni (αi) =
(
ξi(z),

z
ξi(z), . . . ,
ni
zni
ξi (z)
)T
z=αi
.
It is according to (2.10) that the interconnection between Fisher’s information matrix
and the corresponding Stein solution will be established. However, we will present an
alternative to (2.10) which results in an additional link with Vandermonde matrices.
The prevectorization form of Fisher’s information matrix for the (a, a)-block can be
written as
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Faa = a(1)(α)a(2)(α), (2.11)
where
a(1)(α) =
(
a
(1)
1 (α1), a
(1)
2 (α2), . . . , a
(1)
p0 (αp0)
)
with
a
(1)
i (αi) =
1
ni !
(
a
(1),(ni)
i (z), a
(1),(ni−1)
i (z), . . . , a
(1),(0)
i (z)
)
z=αi
,
where each block is given by
a
(1),(ni−k)
i (αi) =
(
ni
k
)(
ni−k
zni−k
(
up(z)u
∗T
p (z)
))
z=αi
, 0  k  ni.
We also have
a(2)(α) =
((
a
(2)
1 (α1)
)T
,
(
a
(2)
2 (α2)
)T
, . . . ,
(
a(2)p0 (αp0)
)T)T
with
a
(2)
i (αi) =
(
ξi (z)Ip,

z
ξi (z)Ip, . . . ,
ni
ni
ξi (z)Ip
)T
z=αi
.
The solution of Eq. (2.7), obtained by means of Cauchy’s residue theorem, can now
be expressed as follows:
Saa = A1(α1)+ A2(α2)+ · · · + Ap0(αp0),
where
Ai(αi) = 1
ni !
 ni
zni
adj(zI − A)aaadj(I − zA)T(∏p0
j=1,j /=i (z− αj )nj+1
)
a∗(z)

z=αi
.
A similar factorization as in (2.10) is used here and we obtain
Saa = Mn(α)
(
ξTn1(α1)⊗ Ip, ξTn2 (α2)⊗ Ip, . . . , ξTnp0 (αp0)⊗ Ip
)T
(2.12)
with
Mn(α) =
(
Mn1(α1),Mn2(α2), . . . ,Mnp0 (αp0)
)
,
where Mni (αi) is the p × (ni + 1) p-dimensional matrix given by
Mni (αi) =
1
ni !
(
M(ni)ni (z),M
(ni−1)
ni
(z), . . . ,M(0)ni (z)
)
z=αi
and
M(ni−k)ni (αi) =
(
ni
k
)(
ni−k
zni−k
(
adj(zI − A)aaadj(I − zA)T))
z=αi
,
0  k  ni.
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Representing the second term in (2.10) by ξα , allows (2.12) to be written as
Saa = Mn(α)
(
ξα ⊗ Ip
)
. (2.13)
From the relations obtained for Faa and Saa in (2.10) and (2.13), respectively, one
can deduce the link between Fisher’s information matrix and the solution of Stein’s
equation. Therefore we have:
Theorem 2.1. The matrices Saa and Faa are linked through
Saa = Mn(α)
{(
Wn(α)
−
LvecFaa
)⊗ Ip} . (2.14)
where (·)−L is any left inverse.
Analogously for Fcc which consists of q0 distinct roots γ1, γ2, . . . , γq0 with alge-
braic multiplicity m1 + 1,m2 + 1, . . . ,mq0 + 1, respectively, and
∑q0
i=1(mi + 1) =
q . The companion matrix used in Stein’s equation is
C =

0 1 · · · 0
...
.
.
.
...
0 1
−cq −cq−1 · · · −c1
 .
To establish a link between Fcc and the solution of Scc − CSccCT = cc we intro-
duce some notation in the same spirit as we use above. Define
Nm(γ ) =
(
Nm1(γ1),Nm2(γ2), . . . , Nmq0 (γq0)
)
,
where
Nmi (γi) =
1
mi !
(
N(mi)mi (z),N
(mi−1)
mi
(z), . . . , N(0)mi (z)
)
z=γi
with
N(mi−k)mi (γi) =
(
mi
k
)(
mi−k
zmi−k
(
adj(zI − C)ccadj(I − zC)T))
z=γi
,
0  k  mi.
We also put
Wm(γ ) =
(
Wm1(γ1),Wm2(γ2), . . . ,Wmq0 (γq0)
)
,
where
Wmi (γi) =
1
mi !
(
W(mi )mi (z),W
(mi−1)
mi
(z), . . . ,W(0)mi (z)
)
z=γi
with
W(mi−k)mi (γi) =
(
mi
k
)(
mi−k
zmi−k
(
u∗q(z)⊗ uq(z)
))
z=γi
, 0  k  mi.
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Proposition 2.2. For the (c, c)-block we have
Scc = Nm(γ )
{(
Wm(γ )
−
LvecFcc
)⊗ Iq} .
Next a link involving Fac and the solution of Sca − CScaAT = ca will be set
forth for p > q . From (2.3) we obtain
Fac = c1(γ1)+ c2(γ2)+ · · · + cq0(γp0),
where
ci(γi) = − 1
mi !
(
mi
zmi
(
up(z)ζi(z)u
∗T
q (z)
))
z=γi
, 1  i  q0,
with
ζi(z) = 1(∏q0
j=1,j /=i (z− γj )nj+1
)
a∗(z)
.
Vectorization of Fac results in
vecFac=vecc1(γ1)+ vecc2(γ2)+ · · · + veccq0(γq0)
=−Vm(γ )
(
ζTm1(γ1), ζ
T
m2(γ2), . . . , ζ
T
mq0
(γq0)
)T
, (2.15)
where
Vm(γ ) =
(
Vm1(γ1), Vm2(γ2), . . . , Vmq0 (γq0)
)
with
Vmi (γi) =
1
mi !
(
V (mi)mi (z), V
(mi−1)
mi
(z), . . . , V (0)mi (z)
)
z=γi
with each block
V (mi−k)mi (γi) =
(
mi
k
)(
mi−k
zmi−k
(
u∗q(z)⊗ up(z)
))
z=γi
, 0  k  mi,
and
ζmi (γi) =
(
ζi(z),

z
ζi(z), . . . ,
mi
zmi
ζi(z)
)T
z=γi
.
A similar form as (2.15) can now be obtained for Fca . We have
vecFca = −Qm(γ )
(
ζTm1(γ1), ζ
T
m2(γ2), . . . , ζ
T
mq0
(γq0)
)T
, (2.16)
where Qm(γ ) has the same structure as Vm(γ ) but where the blocks have the form
given by
Q(mi−k)mi (γi) =
(
mi
k
)(
mi−k
zmi−k
(
up(z)⊗ u∗q(z)
))
z=γi
, 0  k  mi.
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The corresponding Stein solution yields
Sca= 12i
∮
|z|=1
adj(zI − C)caadj(I − zA)T
c(z)a∗(z)
dz,
=C1(γ1)+ C2(γ2)+ · · · + Cq0(γq0),
where
Ci(γi) = 1
mi !
(
mi
zmi
(
adj(zI − C)caadj(I − zA)T) ζi(z))
z=γi
.
Stein’s solution can be written as
Sca = Em(γ )
(
ζTm1(γ1)⊗ Ip, ζTm2(γ2)⊗ Ip, . . . , ζTmq0 (γq0)⊗ Ip
)T
,
where
Em(γ ) =
(
Em1(γ1), Em2(γ2), . . . , Emq0 (γq0)
)
,
and the q × (mi + 1)p matrix
Emi (γi) =
1
mi !
(
E(mi)mi (z), E
(mi−1)
mi
(z), . . . , E(0)mi (z)
)
z=γi
with the blocks
E(mi−k)mi (γi) =
(
mi
k
)(
mi−k
zmi−k
(
adj(zI − C)caadj(I − zA)T))
z=γi
,
0  k  mi.
The interconnections are given in the following lemma. Its proof is similar to the
proof of Theorem 2.1.
Lemma 2.3. The off-diagonal blocks yield the connections
Sca = −Em(γ )
{(
Vm(γ )
−
LvecFac
)⊗ Ip} (2.17)
and
Sca = −Em(γ )
{(
Qm(γ )
−
LvecFca
)⊗ Ip} . (2.18)
Some results for the case p  q will be outlined in Section 3.1.
2.2. Special case
In this section, the case in which all the eigenvalues are assumed to be distinct
will be considered. As a result the preceeding formulas take a simpler form.
The Faa in Fisher’s information matrix is given by
Faa = up(α1)u∗Tp (α1)r1(α1)+ up(α2)u∗Tp (α2)r2(α2)
+ · · · + up(αp)u∗Tp (αp)rp(αp), (2.19)
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where
ri (αi) =
(
1∏p
j=1,j /=i (z− αj )a∗(z)
)
z=αi
with 1  i  p.
An appropriate factorization of (2.19) yields
Faa =
(
up(α1), up(α2), ..., up(αp)
)
diag
(
r1(α1), r2(α2), . . . , rp(αp)
)
×
(
u∗p(α1), u∗p(α2), . . . , u∗p(αp)
)T
. (2.20)
The first and last term of (2.20) are Vandermonde (type) matrices which will be
denoted by Vα and V ∗α , respectively.
Vα =

1 1 · · · 1
α1 α2 · · · αp
α21 α
2
2 · · · α2p
...
...
...
α
p−1
1 α
p−1
2 · · · αp−1p

and
V ∗α =

α
p−1
1 α
p−2
1 · · · α1 1
α
p−1
2 α
p−2
2 · · · α2 1
...
...
...
...
α
p−1
p α
p−2
p · · · αp 1
 .
The corresponding Stein solution can be factorized analogously.
Saa = A1
(
Ip ⊗ aa
) {
diag
(
r1(α1), r2(α2), . . . , rp(αp)
)⊗ Ip}AT2 (2.21)
with
A1 =
(
adj(α1I − A), adj(α2I − A), . . . , adj(αpI − A)
)
and
A2 =
(
adj(I − α1A), adj(I − α2A), . . . , adj(I − αpA)
)
.
Proposition 2.4. Combining (2.20) and (2.21) links Faa and Saa by
Saa = A1
(
V−1α FaaV−∗α ⊗ aa
)
AT2 . (2.22)
We used the shorthand notation V −∗α =
(
V ∗α
)−1
.
A similar link is established for the (c, c) block. We introduce the notations
C1 =
(
adj(γ1I − C), adj(γ2I − C), . . . , adj(γqI − C)
)
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and
C2 =
(
adj(I − γ1C), adj(I − γ2C), . . . , adj(I − γqC)
)
.
Proposition 2.5. The matrices Scc and Fcc are connected via
Scc = C1
(
V −1γ FccV−∗γ ⊗ cc
)
CT2 .
Next we consider the link between the off-diagonal blocks and Stein’s solution
for p > q .
Fac =−
(
up(γ1), up(γ2), . . . , up(γq)
)
diag
(
s1(γ1), s2(γ2), . . . , sq (γq)
)
×
(
u∗q(γ1), u∗q(γ2), . . . , u∗q(γq)
)T
(2.23)
with
si (γi) =
(
1∏q
j=1,j /=i (z − γj )a∗(z)
)
z=γi
with 1  i  q
and the first and third matrix in (2.23) are Vandermonde matrices which are denoted
by V¯γ and V ∗γ , respectively.
V¯γ =

1 1 · · · 1
γ1 γ2 · · · γq
γ 21 γ
2
2 · · · γ 2q
...
...
...
γ
p−1
1 γ
p−1
2 · · · γ p−1q

and
V ∗γ =

γ
q−1
1 γ
q−2
1 · · · γ1 1
γ
q−1
2 γ
q−2
2 · · · γ2 1
...
...
...
...
γ
q−1
q γ
q−2
q · · · γq 1
 .
The appropriate Stein solution is
Sca = C1
(
Iq ⊗ ca
) {
diag
(
s1(γ1), s2(γ2), . . . , sq(γq)
)⊗ Ip}AT3 (2.24)
with
A3 =
(
adj(I − γ1A), adj(I − γ2A), . . . , adj(I − γqA)
)
.
As for the general case Fisher’s information for the (c, a)-block is also considered,
this is formulated in the following proposition.
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Proposition 2.6. Combining (2.23) and (2.24) yields
Sca = −C1
(
V¯ −1γ,LFacV
−∗
γ ⊗ ca
)
AT3 (2.25)
and
Sca = −C1
(
V −∗Tγ FcaV¯−Tγ,R ⊗ ca
)
AT3 , (2.26)
where V¯ −γ,L and V¯
−T
γ,R are left and right inverses of V¯γ and V¯ Tγ , respectively.
The appearance of Vandermonde matrices in this and subsequent sections is of
course not a coincidence. It can be explained as follows. Consider again Eq. (1.1).
Let TB be the matrix that brings B on its Jordan form: JB = TBBT −1B and likewise
JA = TAAT −1A . Let Sˆ = TBST TA and ˆ = TBT TA . Then Eq. (1.1) transforms into
Sˆ − JB SˆJ TA = ˆ. (2.27)
As soon as the matrices A and B are of companion type, the matrices TA and TB
are just the inverses of (generalized) Vandermonde matrices. More precisely, if the
matrix A has the following companion form:
A =

0 1 · · · 0
...
.
.
.
...
0 1
−an −an−1 · · · −a1
 , (2.28)
then JA = V −1A AVA, where VA is given as follows. Let A(z) =
∏s
i=1(z− αi)mi =∑n
j=0 aj zn−j be the characteristic polynomial of A with m1 +m2 + · · · +ms = n.
Let then Ui(z) be the n×mi matrix with kth column equal to (1/(k − 1)!)u(k−1)(z)
and write Ui = Ui(αi). Then VA = (U1, . . . , Us).
If moroever Smi denotes themi ×mi shift matrix (its i, j element is the Kronecker
δij ), then JA is the block diagonal matrix with entriesαiImi + STmi , soV −1A AVA = JA.
3. Left and right inverses: Blocks of the Fisher information matrix
In this section we will derive explicit formulas for certain right and left invers-
es that are used in Section 2.1. Some of these matrices are of fundamental impor-
tance for a successful realization of an interconnection between Stein’s solution and
Fisher’s information matrix as set forth in this paper.
3.1. General case
A left inverse involved in Theorem 2.1 has the properties summarized in the fol-
lowing lemma. The following notations are first introduced. Let the p × p general-
ized Vandermonde matrix be
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W˜α =
(
W˜n1(α1), W˜n2 (α2), . . . , W˜np0 (αp0)
)
,
where
W˜ni (αi) =
1
ni !
(
W˜ (ni )ni (z), W˜
(ni−1)
ni
(z), . . . , W˜ (0)ni (z)
)
z=αi
with
W˜ (ni−k)ni (αi) =
(
ni
k
)(
ni−k
zni−k
up(z)
)
z=αi
, 0  k  ni .
Lemma 3.1. The next relations hold true:(
0p×p(p−1), Ip
)
Wn(α) = W˜α and
(
0p×p(p−1), W˜−1α
)
Wn(α) = Ip.
So
(
0p×p(p−1), W˜−1α
)
is a left inverse of Wn(α).
Proof. Straightforward computation completes the proof. 
Some property of (2.11) is now set forth in the next lemma.
Lemma 3.2. The following relations are verified for the matrix a(1)(α) in Eq. (2.11):
a(1)(α)
(
Ip ⊗ ep
) = W˜α and a(1)(α) (W˜−1α ⊗ ep) = Ip,
where ep is the last standard basis vector of a Euclidean space Rp, it can be con-
cluded that a right inverse of a(1)(α) is given by(
0p×(p−1), vT1 , 0p×(p−1), vT2 , . . . , 0p×(p−1), vTp
)T
,
where v1, v2, . . . , vp are the rows of W˜−1α .
Proof. Straightforward. 
In order to formulate left inverses appearing in (2.17) and (2.18), the following
notations are introduced. Let the q × q generalized Vandermonde matrices be
W˜γ =
(
W˜m1(γ1), W˜m2(γ2), . . . , W˜mq0 (γq0)
)
,
where
W˜mi (γi) =
1
mi !
(
W˜ (mi )mi (z), W˜
(mi−1)
mi
(z), . . . , W˜ (0)mi (z)
)
z=γi
with
W˜ (mi−k)mi (γi) =
(
mi
k
)(
mi−k
zmi−k
uq(z)
)
z=γi
, 0  k  mi.
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We also put
W˜∗γ =
(
W˜∗m1(γ1), W˜
∗
m2(γ2), . . . , W˜
∗
mq0
(γq0)
)
,
where
W˜∗mi (γi) =
1
mi !
(
W˜∗(mi )mi (z), W˜
∗(mi−1)
mi
(z), . . . , W˜∗(0)mi (z)
)
z=γi
with
W˜∗(mi−k)mi (γi) =
(
mi
k
)(
mi−k
zmi−k
u∗q(z)
)
z=γi
, 0  k  mi.
A lemma specifing left inverses needed in (2.17) and (2.18) can now be set forth.
Lemma 3.3. It can be verified that for p > q(
0q×p(q−1), Iq , 0q×(p−q)
)
Vm(γ ) = W˜γ
and (
0q×p(q−1), W˜−1γ , 0q×(p−q)
)
Vm(γ ) = Iq .
Similarly,(
Iq , 0q×q(p−1)
)
Qm(γ ) = W˜∗γ
and (
W˜−∗γ , 0q×q(p−1)
)
Qm(γ ) = Iq .
We may take (0q×p(q−1), W˜−1γ , 0q×(p−q)) and (W˜−∗γ , 0q×q(p−1)) for Vm(γ )−L and
Qm(γ )
−
L, respectively.
Proof. Straightforward. 
As mentioned before, for the case p  q an interconnection between Stein’s so-
lution and Fisher’s information matrix will not be envisaged since an appropriate
left inverse is not directly available, however some attractive properties are worth
considering.
The following notations are introduced. Consider the p × q generalized Vander-
monde matrix
W¯p(γ ) =
(
W¯p(γ1), W¯p(γ2), . . . , W¯p(γq0)
)
,
where
W¯p(γi) = 1
mi !
(
W¯ (mi )p (z), W¯
(mi−1)
p (z), . . . , W¯
(0)
p (z)
)
z=γi
with
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W¯ (mi−k)p (γi) =
(
mi
k
)(
mi−k
zmi−k
up(z)
)
z=γi
, 0  k  mi.
Lemma 3.4. The following relation holds true for p  q:(
0q×p(q−1),
(
Ip
0(q−p)×p
))
Vm(γ ) =
(
W¯p(γ )
0(q−p)×q
)
.
Proof. Straightforward. 
For p  q the matrix W¯p(γ ) has a right inverse, e.g. as specified in the next
corollary.
Corollary 3.5. Let γp be the pth root of polynomial c(z) and f1, f2, . . . , fp the
rows of V−1p,γ , where the p × p Vandermonde matrix is
Vp,γ =

1 1 · · · 1
γ1 γ2 · · · γp
γ 21 γ
2
2 · · · γ 2p
...
...
...
γ
p−1
1 γ
p−1
2 · · · γ p−1p
 .
Then for p  q
W¯p(γ )
(
0p×m1 , e1, 0p×m2 , e2, . . . , 0p×mq0 , ep
)T = Vp,γ
and
W¯p(γ )
(
0p×m1 , f T1 , 0p×m2 , f T2 , . . . , 0p×mq0 , f
T
p
)T = Ip
and (
0q×p(q−1),
(
Ip
0(q−p)×p
))
Vm(γ )
(
W¯−p,R(γ ) 0q×(q−p)
)
=
(
Ip 0p×(q−p)
0(q−p)×p 0(q−p)×(q−p)
)
.
Proof. Straightforward. 
An appropriate factorization of the first term in the right-hand side of (2.17) and
(2.18) is proposed and Vandermonde matrices are detected.
The block element Emi (γi) of the matrix Em(γ ) can be factorized as follows:
Emi (γi) =
1
mi !E
(i)
C (γi)D
(i)E
(i)
A (γi), (3.1)
where
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E
(i)
C (γi) =
(
E
(mi)
C (γi), E
(mi−1)
C (γi), . . . , E
(0)
C (γi)
)
with each block
E
(mi−k)
C (γi) =
(
mi
k
)(
mi−k
zmi−k
(adj(zI − C))
)
z=γi
, 0  k  mi
and
D(i) = (I(mi+1)(mi+2)/2 ⊗ ca)
and
E
(i)
A (γi) = diag
(
E
(0)
A (γi), E
(1)
A (γi), . . . , E
(mi)
A (γi)
)
,
where each block is
E
(mi−k)
A (γi) =
(
mi−k
zmi−k
(
adj (I − zA)T))T
z=γi
with k = mi,mi − 1, . . . , 0.
The first, second and third matrix in (3.1) have the following size, q× q(mi +
1)(mi + 2)/2, q(mi + 1)(mi + 2)/2 × p(mi + 1)(mi + 2)/2 and p(mi + 1)(mi +
2)/2 × p(mi + 1), respectively. The first term in the right-hand side of (2.17) and
(2.18) can now be factorized accordingly as(
1
m1!E
(1)
C (γ1),
1
m2!E
(2)
C (γ2), . . . ,
1
mq0 !
E
(q0)
C (γq0)
)
× diag
(
D(1),D(2), . . . ,D(q0)
)
× diag
(
E
(1)
A (γ1), E
(2)
A (γ2), . . . , E
(q0)
A (γq0)
)
. (3.2)
Observe the dimensions of the first, second and third term in ( 3.2) being
q × q
(
q0∑
i=1
(mi + 1)(mi + 2)
2
)
,
q
(
q0∑
i=1
(mi + 1)(mi + 2)
2
)
× p
(
q0∑
i=1
(mi + 1)(mi + 2)
2
)
and
p
(
q0∑
i=1
(mi + 1)(mi + 2)
2
)
× pq,
respectively.
The presence of Vandermonde matrices in the first term of (3.2) can be detected in
the following lemma by exploiting the property that the last column of adj(zI − C)
is uq(z). For typographical brevity we set
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q
(mi + 1)(mi + 2)
2
− 1 = δi .
We introduce
EC(γ ) =
(
E
(1)
C (γ1), E
(2)
C (γ2), . . . , E
(q0)
C (γq0)
)
and the Vandermonde matrices
V¯γ,q0 =

1 1 · · · 1
γ1 γ2 · · · γq0
γ 21 γ
2
2 · · · γ 2q0
...
...
...
γ
q−1
1 γ
q−1
2 · · · γ q−1q0

and
Vγ,q0 =

1 1 · · · 1
γ1 γ2 · · · γq0
γ 21 γ
2
2 · · · γ 2q0
...
...
...
γ
q0−1
1 γ
q0−1
2 · · · γ q0−1q0
 .
Lemma 3.6. The following relations hold true:
EC(γ )
(
0q0×δ1 , e1, 0q0×δ2 , e2, . . . , 0q0×δq0 , eq0
)T = V¯γ,q0,
where e1, e2, . . . , eq0 are standard basis vectors in a Euclidean space Rq0 . Further-
more (
Iq0 , 0q0×(q−q0)
)
V¯γ,q0 = Vγ,q0 and
(
V−1γ,q0, 0q0×(q−q0)
)
V¯γ,q0 = Iq0
and (
V −1γ,q0, 0q0×(q−q0)
)
EC(γ )
(
0q0×δ1 , e1, 0q0×δ2 , e2, . . . , 0q0×δq0 , eq0
)T = Iq0 .
Proof. Straightforward. 
For formulating some results for the third term of (3.1) we focus on E(i)A (γi).
Lemma 3.7. The next holds true.(
0(mi+1)×p(mi+1)−1, e1, 0(mi+1)×(pmi)−1, e2, . . . , 0(mi+1)×p−1, emi+1
0(mi+1)(p−1)×p(mi+1)(mi+2)/2
)
×E(i)A (γi) =
(
U∗p(γi)
0(mi+1)(p−1)×p(mi+1)
)
,
where
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U∗p(γi) = diag
(
mi
zmi
u∗Tp (z),
mi−1
zmi
u∗Tp (z), . . . , u∗Tp (z)
)
z=γi
.
Proof. Straightforward since the last row of adj(I − zA)T is u∗Tp (z). 
Since the upper block U∗p(γi) is of dimension (mi + 1)× p(mi + 1), we further
proceed with a choice for a right inverse.
Lemma 3.8. One has
U∗p(γi)
(
ιmi+1 ⊗ Ip
) = ˜¯V ∗γi ,
where ιmi+1 is an (mi + 1) column vector consisting of ones and the (mi + 1)× p
Vandermonde matrix
˜¯V ∗γi = ( mizmi u∗p(z), mi−1zmi u∗p(z), . . . , u∗p(z)
)T
z=γi
.
Proof. Straightforward. 
A right inverse of ˜¯V ∗γi and consequently of U∗p(γi) can now be deduced and sum-
marized in the next lemma.
Lemma 3.9. In virtue of the previous lemma we have
˜¯V ∗γi (0p−(mi+1)×(mi+1)Imi+1
)
= V˜ ∗γi
and
U∗p(γi)
(
ιmi+1 ⊗ Ip
) (0p−(mi+1)×(mi+1)
V˜ −∗γi
)
= Imi+1,
where V˜ ∗γi is the (mi + 1)× (mi + 1) Vandermonde matrix
V˜ ∗γi =
(
mi
zmi
u∗mi+1(z),
mi−1
zmi
u∗mi+1(z), . . . , u
∗
mi+1(z)
)T
z=γi
.
A right inverse of U∗p(γi) is then
U∗p(γi)−R =
(
ιmi+1 ⊗ Ip
) (0p−(mi+1)×(mi+1)
V˜ −∗γi
)
.
Proof. Straightforward. 
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Lemma 3.10. The following is easily verified:(
0(mi+1)×p(mi+1)−1, e1, 0(mi+1)×(pmi)−1, e2, . . . , 0(mi+1)×p−1, emi+1
0(mi+1)(p−1)×p(mi+1)(mi+2)/2
)
E
(i)
A (γi)
(
U∗p(γi)−R, 0p(mi+1)×(mi+1)(p−1)
)
=
(
Imi+1 0(mi+1)×(mi+1)(p−1)
0(mi+1)(p−1)×(mi+1) 0(mi+1)(p−1)×(mi+1)(p−1)
)
. (3.3)
Proof. Straightforward. 
Let us denote the first and third term of the left-hand side of (3.3) by Ami+1 and
Bmi+1, respectively and the term on the right-hand side of (3.3) byRmi+1. Eq. (3.3)
can now be used for establishing an interconnection involving the last term of ( 3.2).
Corollary 3.11. The next holds:
diag
(
Am1+1,Am2+1, . . . ,Amq0+1
)
diag
(
E
(1)
A (γ1), E
(2)
A (γ2), . . . , E
(q0)
A (γq0)
)
× diag
(
Bm1+1,Bm2+1, . . . ,Bmq0+1
)
= diag
(
Rm1+1,Rm2+1, . . . ,Rmq0+1
)
.
Proof. Straightforward. 
The results formulated in the Lemmas 3.6–3.10 and Corollary 3.11 allow us to
detect Vandermonde matrices in the factorization proposed for Em(γ ). The depen-
dence of a generalized Vandermonde matrix can also be detected in the following
structure:
Gn(α) =
(
Gn1(α1),Gn2(α2), . . . ,Gnp0 (αp0)
)
,
where
Gni (αi) =
1
ni !
(
G(ni)ni (z),G
(ni−1)
ni
(z), . . . ,G(0)ni (z)
)
z=αi
with each block
G(ni−k)ni (αi) =
(
ni
k
)(
ni−k
zni−k
(adj(zI − A))
)
z=αi
, 0  k  ni.
Since the last column of adj(zI − A) is the vector up(z), a connection with the gen-
eralized Vandermonde matrix W˜α can then be established. This will be formulated
in the following lemma.
Lemma 3.12. The following equations are easily verified:
Gn(α)(Ip ⊗ ep) = W˜α and Gn(α)(W˜−1α ⊗ ep) = Ip,
where W˜α is the generalized Vandermonde matrix defined in Lemma 3.1.
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Proof. Straightforward. 
3.2. Special case
We have the case where all the eigenvalues are distinct which are presented in this
section. Eq. (2.20) can also be factorized according to
Faa =
(
up(α1)u
∗T
p (α1), up(α2)u
∗T
p (α2), . . . , up(αp)u
∗T
p (αp)
)
× (r1(α1)Ip, r2(α2)Ip, . . . , rp(αp)Ip)T .
A right inverse of the first term of this factorization is provided in the next lemma
and can be considered as a special case of Lemma 3.2.
Lemma 3.13. The next relations hold true:(
up(α1)u
∗T
p (α1), up(α2)u
∗T
p (α2), . . . , up(αp)u
∗T
p (αp)
)
(Ip ⊗ ep) = Vα
and (
up(α1)u
∗T
p (α1), up(α2)u
∗T
p (α2), . . . , up(αp)u
∗T
p (αp)
)
(V−1α ⊗ ep) = Ip,
where Vα is the Vandermonde matrix defined in (2.20). Hence (V−1α ⊗ ep) is a right
inverse of (up(α1)u∗Tp (α1), up(α2)u∗Tp (α2), . . . , up(αp)u∗Tp (αp)).
Proof. Straightforward. 
The first and third term of (2.21) also involve Vandermonde matrices, this can be
summarized in the following lemma which can be seen as a special case of Lemma
3.12.
Lemma 3.14. The following equations may be verified:
A1(Ip ⊗ ep) = Vα and A1(V−1α ⊗ ep) = Ip
as well as
(Ip ⊗ eTp)AT2 = V ∗α and (V−∗α ⊗ eTp)AT2 = Ip,
where the Vandermonde matrix V ∗α is defined in (2.20).
Proof. Straightforward. 
We first specify V¯−γ,L and V¯
−T
γ,L extracted from (2.25) and (2.26), respectively, for
linking Sca with Fac and Fca , followed by the appropriate inverses of the first terms
of (2.24). A special case of Lemma 3.3 is summarized in the following lemma.
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Lemma 3.15. Since p > q,
(Iq, 0q×(p−q))V¯γ = Vγ and (V−1γ , 0q×(p−q))V¯γ = Iq .
Taking the transpose yields a right inverse necessary for linking Sca with Fca :
V¯ Tγ
(
Iq
0(p−q)×q
)
= V Tγ and V¯ Tγ
(
V−Tγ
0(p−q)×q
)
= Iq ,
C1(Iq ⊗ eq) = Vγ and C1(V−1γ ⊗ eq) = Iq ,
(Iq ⊗ eTq )AT3 = V¯ ∗γ
with
V¯ ∗γ =

γ
p−1
1 γ
p−2
1 · · · γ1 1
γ
p−1
2 γ
p−2
2 · · · γ2 1
...
...
...
...
γ
p−1
q γ
p−2
q · · · γq 1

and
Vγ =

1 1 · · · 1
γ1 γ2 · · · γq
γ 21 γ
2
2 · · · γ 2q
...
...
...
γ
q−1
1 γ
q−1
2 · · · γ q−1q
 .
Proof. Straightforward. 
Lemma 3.16. A right inverse of V¯ ∗γ is given by
V¯ ∗γ
(
0(p−q)×q
Iq
)
= V ∗γ and V¯ ∗γ
(
0(p−q)×q
V −∗γ
)
= Iq .
The next relation then holds true:(
Iq ⊗ eTq
)
AT3
(
0(p−q)×q
V −∗γ
)
= Iq .
Proof. Straightforward. 
Lemma 3.17. For p  q we have(
up(γ1), up(γ2), . . . , up(γq)
) ( Ip
0(q−p)×p
)
= Vp,γ
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and (
up(γ1), up(γ2), . . . , up(γq)
) ( V−1p,γ
0(q−p)×p
)
= Ip,
where Vp,γ is a (p × p) Vandermonde matrix defined in Corollary 3.5.
Proof. Straightforward. 
4. Link solution Stein equation–Fisher information: The global approach
4.1. General case
In this section an extension of previous sections is implemented by constructing
interconnections where the entire Fisher information matrix, not decomposed, is tak-
en as one block. Fisher’s information matrix will be interconnected not only with the
corresponding Stein solution but also with Sylvester’s resultant, see [4], where the
following property is established.
F(θ) = S(c,−a)P (θ)ST(c,−a), (4.1)
where S(c,−a) is the (p + q)× (p + q) Sylvester resultant defined as
S(a, c) =

1 a1 a2 · · · ap · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
0 1 a1 a2 · · · ap
1 c1 c2 · · · cq · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
0 1 c1 c2 · · · cq

,
and
P(θ) = 1
2i
∮
|z|=1
up+q(z)u∗p+q(z)T
a(z)c(z)a∗(z)c∗(z)
dz. (4.2)
An equivalent formulation of equation (4.1) was already given by McLeod in [8]
and more explicitly in [9].
The interconnection with a corresponding Stein solution will first be constructed
with P(θ). Applying Cauchy’s residue theorem to (4.2)
P(θ) = g1(α1)+ g2(α2)+ · · · + gp0(αp0)
+ h1(γ1)+ h2(γ2)+ · · · + hq0(γq0),
where
32 A. Klein and P. Spreij / Linear Algebra and its Applications 329 (2001) 9–47
gi(αi) = 1
ni !
ni
zni
 up+q (z)u∗Tp+q(z)(∏ p0
j=1,j /=i (z− αj )nj+1
) (∏q0
l=1(z − γl)ml+1
)
a∗(z)c∗(z)

z=αi
,
1  i  p0,
hj (γj ) = 1
mj !
mj
zmj
 up+q (z)u∗Tp+q(z)(∏ p0
r=1(z − αr)nr+1
) (∏q0
l=1,l /=j (z − γl)ml+1
)
a∗(z)c∗(z)

z=γj
,
1  j  q0.
A similar approach will be used as in the previous sections, namely a separation
between numerator and denominator in order to achieve an appropriate connection.
By setting
µi(αi)=
 1(∏ p0
j=1,j /=i (z − αj )nj+1
) (∏q0
l=1(z− γl)ml+1
)
a∗(z)c∗(z)

z=αi
,
νj (γj )=
 1(∏ p0
r=1(z− αr)nr+1
) (∏q0
l=1,l /=j (z− γl)ml+1
)
a∗(z)c∗(z)

z=γj
,
vectorization of P(θ) yields
vecP(θ)= vec g1(α1)+ vec g2(α2)+ · · · + vec gp0(αp0)+ vec h1(γ1)
+ vec h2(γ2)+ · · · + vec hq0(γq0)
= (W¯n(α), V¯m(γ )) (µTn1(α1), µTn2(α2), . . . , µTnp0 (αp0),
νTm1(γ1), ν
T
m2(γ2), . . . , ν
T
mq0
(γq0)
)T
, (4.3)
where
W¯n(α) =
(
W¯n1(α1), W¯n2(α2), . . . , W¯np0 (αp0)
)
with the matrices W¯ni (αi) given by
W¯ni (αi) =
1
ni !
(
W¯ (ni )ni (z), W¯
(ni−1)
ni
(z), . . . , W¯ (0)ni (z)
)
z=αi
each block being
W¯ (ni−k)ni (αi) =
(
ni
k
)(
ni−k
zni−k
(
u∗p+q(z)⊗ up+q(z)
))
z=αi
, 0  k  ni .
We further have
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V¯m(γ ) =
(
V¯m1(γ1), V¯m2(γ2), . . . , V¯mq0 (γq0)
)
and V¯mj (γj ) is given by
V¯mj (γj ) =
1
mj !
(
V¯
(mj )
mj (z), V¯
(mj−1)
mj (z), . . . , V¯
(0)
mj
(z)
)
z=γj
,
each block has the following form:
V¯
(mj−k)
mj (γj ) =
(
mj
k
)(
mj−k
zmj−k
(
u∗p+q(z)⊗ up+q(z)
))
z=γj
, 0  k  mj .
The remaining terms are
µni (αi)=
(
µi(z),

z
µi(z), . . . ,
ni
zni
µi(z)
)T
z=αi
,
νmj (γj )=
(
νj (z),

z
νj (z), . . . ,
mj
zmj
νj (z)
)T
z=γj
.
As in (2.11) an alternative representation will be developed for (4.2).
P(θ) =
(
b(1)(α), d(1)(γ )
)((
b(2)(α)
)T
,
(
d(2)(γ )
)T)T
(4.4)
with
b(1)(α) =
(
b
(1)
1 (α1), b
(1)
2 (α2), . . . , b
(1)
p0 (αp0)
)
,
where
b
(1)
i (αi) =
1
ni !
(
b
(1),(ni)
i (z), b
(1),(ni−1)
i (z), . . . , b
(1),(0)
i (z)
)
z=αi
,
each block is given by
b
(1),(ni−k)
i (αi) =
(
ni
k
)(
ni−k
zni−k
up+q(z)
)
z=αi
, 0  k  ni .
Additionally we have
d(1)(γ ) =
(
d
(1)
1 (γ1), d
(1)
2 (γ2), . . . , d
(1)
q0 (γq0)
)
with
d
(1)
j (γj ) =
1
mj !
(
d
(1),(mj)
j (z), d
(1),(mj−1)
j (z), . . . , d
(1),(0)
j (z)
)
z=γj
.
The structure of each block is
d
(1),(mj−k)
j (γj ) =
(
mj
k
)(
mj−k
zmj−k
up+q(z)
)
z=γj
, 0  k  mj .
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We further have(
b(2)(α)
)T = ((b(2)1 (α1))T , (b(2)2 (α2))T , . . . , (b(2)p0 (αp0))T) ,(
d(2)(γ )
)T = ((d(2)1 (γ1))T , (d(2)2 (γ2))T , . . . , (d(2)q0 (γq0))T) .
The elements (b(2)(α))T and (d(2)(γ ))T consist of terms with the following struc-
tures: b(2)i (αi) = µni (αi)⊗ Ip+q and d(2)j (γj ) = νmj (γj )⊗ Ip+q . In order to apply
Theorem 1.1 we introduce the following (p + q)× (p + q) companion matrix:
A¯ =

0 1 · · · 0
...
.
.
.
...
0 1
−gp+q −gp+q−1 · · · −g1
 ,
where the entries gi are given by zp+q +∑p+qi=1 gizp+q−i = a(z)c(z) = g(z). The
condition for uniqueness of the solution of Stein’s equation is verified. Stein’s equa-
tion and its solution are, respectively,
S − A¯SA¯T = ,
S = 1
2i
∮
|z|=1
(zI − A¯)−1(I − zA¯)−T dz,
= 1
2i
∮
|z|=1
adj(zI − A¯)adj(I − zA¯)T
a(z)c(z)a∗(z)c∗(z)
dz. (4.5)
Applying Cauchy’s residue theorem to (4.5) yields
S = A¯1(α1)+ A¯2(α2)+ · · · + A¯p0(αp0)+ B¯1(γ1)+ B¯2(γ2)+ · · · + B¯q0(γq0),
A¯i(αi) = 1
ni !
 ni
zni
adj(zI − A¯)adj(I − zA¯)T(∏ p0
j=1,j /=i (z− αj )nj+1
) (∏q0
l=1(z− γl)ml+1
)
a∗(z)c∗(z)

z=αi
,
B¯j (γj ) = 1
mj !
 mj
zmj
adj(zI − A¯)adj(I − zA¯)T(∏ p0
r=1(z− αr)nr+1
) (∏q0
l=1,l /=j (z− γl)ml+1
)
a∗(z)c∗(z)

z=γj
.
A similar factorization as in (2.12) gives
S = (M¯n(α), N¯m(γ )) ((b(2)(α))T ,(d(2)(γ ))T)T (4.6)
with
M¯n(α) =
(
M¯n1(α1), M¯n2(α2), . . . , M¯np0 (αp0)
)
,
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where the (p + q)× (ni + 1)(p + q) matrix
M¯ni (αi) =
1
ni !
(
M¯(ni)ni (z), M¯
(ni−1)
ni
(z), . . . , M¯(0)ni (z)
)
z=αi
has blocks
M¯(ni−k)ni (αi)=
(
ni
k
)(
ni−k
zni−k
(adj(zI − A¯)adj(I − zA¯)T)
)
z=αi
,
0  k  ni .
We further have
N¯m(γ ) =
(
N¯m1(γ1), N¯m2(γ2), . . . , N¯mq0 (γq0)
)
,
where the (p + q)× (mj + 1)(p + q) matrix is given by
N¯mj (γj ) =
1
mj !
(
N¯
(mj )
mj (z), N¯
(mj−1)
mj (z), . . . , N¯
(0)
mj
(z)
)
z=γj
with each block
N¯
(mj−k)
mj (γj )=
(
mj
k
)(
mj−k
zmj−k
(adj(zI − A¯)adj(I − zA¯)T)
)
z=γj
,
0  k  mj .
Combination of (4.3) and (4.6) proves the following theorem.
Theorem 4.1. The relation holds true:
S = (M¯n(α), N¯m(γ )) {((W¯n(α), V¯m(γ ))−L vecP(θ))⊗ Ip+q} .
From (4.1) can be seen that vec P(θ) = (S(c,−a)⊗ S(c,−a))−1vecF(θ). The
Sylvester resultant matrix is nonsingular if no common roots are assumed to exist
between the polynomials a(z) and c(z). Theorem 4.1 combined with this property
interconnects Stein’s solution, Fisher’s information matrix, Sylvester’s resultant and
a generalized Vandermonde matrix which is hidden in the left inverse. In [4] it has
been verified that the following equality holds:
P(θ)− A¯P (θ)A¯T =  (4.7)
for  = ep+qeTp+q , where ep+q is the last basis vector of the Euclidean space Rp+q .
An equation for the Fisher matrix itself, similar to (4.7), is given in [4]. It can also
be derived from (4.7) by using the expression given on p. 208 of [9], that relates the
Fisher matrix for the ARMA case to the one of a corresponding AR process.
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4.2. Special case
In this section interconnections are also established when Fisher’s information
matrix is considered as a global matrix but with distinct roots for a(z) and c(z).
Starting from (4.2) with these assumptions and applying a similar factorization as in
(2.20) results in a factorization of P(θ) as the product of the following three terms.
P(θ) = UDU∗, (4.8)
where
U = (up+q(α1), up+q(α2), . . . , up+q(αp),
up+q(γ1), up+q(γ2), . . . , up+q(γq)
)
,
D = diag (ϕ1(α1), ϕ2(α2), . . . , ϕp(αp), ψ1(γ1), ψ2(γ2), . . . , ψq(γq))
and
U∗ =
(
u∗p+q(α1), u∗p+q(α2), . . . , u∗p+q (αp),
u∗p+q(γ1), u∗p+q(γ2), . . . , u∗p+q(γq)
)T
with
ϕi(αi) =
 1(∏ p
j=1,j /=i (z − αj )
) (∏q
l=1(z− γl)
)
a∗(z)c∗(z)

z=αi
and
ψj (γj ) =
 1(∏ p
r=1(z− αr)
) (∏q
l=1,l /=j (z− γl)
)
a∗(z)c∗(z)

z=γj
.
The first and third term of (4.8) are Vandermonde matrices Vαγ and V ∗αγ . Respec-
tively
Vαγ =

1 α1 α21 · · · αp+q−11
1 α2 α22 · · · αp+q−12
...
...
...
...
...
1 αp α2p · · · αp+q−1p
1 γ1 γ 21 · · · γ p+q−11
1 γ2 γ 22 · · · γ p+q−12
...
...
...
...
1 γq γ 2q · · · γ p+q−1q

T
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and
V ∗αγ =

α
p+q−1
1 α
p+q−2
1 · · · α1 1
α
p+q−1
2 α
p+q−2
2 · · · α2 1
...
...
...
...
α
p+q−1
p α
p+q−2
p · · · αp 1
γ
p+q−1
1 γ
p+q−2
1 · · · γ1 1
γ
p+q−1
2 γ
p+q−2
2 · · · γ2 1
...
...
...
...
γ
p+q−1
q γ
p+q−2
q · · · γq 1

.
We now also have a factorization of Stein’s solution
S = (A¯1, A¯2) (Ip+q ⊗ ) (D ⊗ Ip+q) (A¯3, A¯4)T , (4.9)
where
A¯1=
(
adj(α1I − A¯), adj(α2I − A¯), . . . , adj(αpI − A¯)
)
,
A¯2=
(
adj(γ1I − A¯), adj(γ2I − A¯), . . . , adj(γqI − A¯)
)
,
A¯3=
(
adj(I − α1A¯), adj(I − α2A¯), . . . , adj(I − αpA¯)
)
,
A¯4=
(
adj(I − γ1A¯), adj(I − γ2A¯), . . . , adj(I − γqA¯)
)
and D as above.
The combination of (4.8) and (4.9) produces an interconnection as summarized in
the following lemma.
Lemma 4.2. The following equation holds true:
S = (A¯1, A¯2) (V −1αγ P (θ)V −∗αγ ⊗ ) (A¯3, A¯4)T . (4.10)
In virtue of (4.1) and (4.10) an interrelationship between Stein’s solution, Fisher’s
information matrix, Sylvester’s resultant and Vandermonde matrices is set forth for
the case of distinct roots. As in (2.23) an alternative factorization can be considered.
P(θ)=
(
up+q(α1)u∗Tp+q(α1), . . . , up+q(αp)u∗Tp+q(αp), up+q (γ1)u∗Tp+q(γ1)
, . . . , up+q (γq)u∗Tp+q(γq)
)
× (ϕ1(α1)Ip+q, ϕ2(α2)Ip+q , . . . , ϕp(αp)Ip+q , ψ1(γ1)Ip+q, ψ2(γ2)Ip+q,
. . . , ψq(γq)Ip+q
)T
. (4.11)
38 A. Klein and P. Spreij / Linear Algebra and its Applications 329 (2001) 9–47
5. Left and right inverses: Global approach
As in Section 3 left and right inverses will be presented.
5.1. General case
The notations that will be used are introduced. The (p + q)× (p + q) general-
ized Vandermonde matrix is given by˜¯Wαγ = (˜¯Wn1(α1), ˜¯Wn2(α2), . . . , ˜¯Wnp0 (αp0),˜¯Vm1(γ1), ˜¯V m2(γ2), . . . , ˜¯V mq0 (γq0)) ,
where˜¯Wni (αi) = 1ni !
(˜¯W(ni)ni (z), ˜¯W(ni−1)ni (z), . . . , ˜¯W(0)ni (z))
z=αi
with ˜¯W(ni−k)ni (αi) = (nik
)(
ni−k
zni−k
up+q(z)
)
z=αi
, 0  k  ni.
The matrix˜¯V mj (γj ) = 1mj !
(˜¯V (mj )mj (z), ˜¯V (mj−1)mj (z), . . . , ˜¯V (0)mj (z))
z=γj
with ˜¯V (mj−k)mj (γj ) = (mjk
)(
mj−k
zmj−k
up+q(z)
)
z=γj
, 0  k  mj .
Lemma 5.1. The following relations are verified:(
0p+q×(p+q)(p+q−1), Ip+q
) (
W¯n(α) V¯m(γ )
) = ˜¯Wαγ ,(
0p+q×(p+q)(p+q−1), ˜¯W−1αγ) (W¯n(α) V¯m(γ )) = Ip+q .
Proof. Straightforward. 
Lemma 5.2. The first term of (4.4) verifies(
b(1)(α), d(1)(γ )
) (
Ip+q ⊗ ep+q
)= ˜¯Wαγ ,(
b(1)(α), d(1)(γ )
)(˜¯W−1αγ ⊗ ep+q)=Ip+q .
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Proof. Straightforward. 
An extension of Lemma 3.12 allows us to consider (Kn(α), Lm(γ )). With
Kn(α) =
(
Kn1(α1),Kn2(α2), . . . ,Knp0 (αp0)
)
and
Kni (αi) =
1
ni !
(
K(ni )ni (z),K
(ni−1)
ni
(z), . . . ,K(0)ni (z)
)
z=αi
,
where each block is described as
K(ni−k)ni (αi) =
(
ni
k
)(
ni−k
zni−k
(
adj(zI − A¯)))
z=αi
, 0  k  ni .
Next we have
Lm(γ ) =
(
Lm1(γ1), Lm2(γ2), . . . , Lmq0 (γq0)
)
with
Lmj (γj ) =
1
mj !
(
L
(mj )
mj (z), L
(mj−1)
mj (z), . . . , L
(0)
mj
(z)
)
z=γj
,
where each block is
L
(mj−k)
mj (γj ) =
(
mj
k
)(
mj−k
zmj−k
(
adj(zI − A¯)))
z=γj
, 0  k  mj .
Then we have:
Lemma 5.3. The following equations hold true:
(Kn(α), Lm(γ ))
(
Ip+q ⊗ ep+q
) = ˜¯Wαγ ,
(Kn(α), Lm(γ ))
(˜¯W−1αγ ⊗ ep+q) = Ip+q .
Proof. Straightforward. 
5.2. Special case
A right inverse of the first term of (4.11) has the property summarized in the next
lemma.
Lemma 5.4. The following equations hold:(
up+q(α1)u∗Tp+q(α1), . . . , up+q(αp)u∗Tp+q(αp), up+q(γ1)u∗Tp+q(γ1)
, . . . , up+q(γq)u∗Tp+q(γq),
) (
Ip+q ⊗ ep+q
) = Vαγ ,
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up+q(α1)u∗Tp+q(α1), . . . , up+q(αp)u∗Tp+q(αp), up+q(γ1)u∗Tp+q(γ1)
, . . . , up+q(γq)u∗Tp+q(γq),
) (
V −1αγ ⊗ ep+q
)
= Ip+q .
Proof. Straightforward. 
The first and third term of (4.10) also involve Vandermonde matrices.
Lemma 5.5. One has(
A¯1, A¯2
) (
Ip+q ⊗ ep+q
) = Vαγ and (A¯1, A¯2) (V−1αγ ⊗ ep+q) = Ip+q,(
Ip+q ⊗ eTp+q
) (
A¯3, A¯4
)T = V ∗αγ and (V −∗αγ ⊗ eTp+q) (A¯3, A¯4)T = Ip+q .
Proof. Straightforward. 
6. Connection Lyapunov equation–Fisher’s information
The purpose of this section consists of showing that possible interconnections
between the solution of Lyapunov’s equation and Fisher’s information matrix are
similarly obtained as for Stein’s equation. We therefore illustrate the (a, a) block
with distinct roots, the results for other blocks are similar. First we recall the fol-
lowing theorem from [6]. Let A ∈ Cm×m,B ∈ Cn×n and  ∈ Cn×m. The Lyapunov
equation
LA− BL =  (6.1)
has a unique solution iff A and B have no eigenvalues in common.
Theorem 6.1. If the Lyapunov equation (6.1) has a unique solution L, then
L = 1
2i
∮
D
(λI − B)−1  (λI − A)−1 dλ, (6.2)
where D is a single closed contour with σ(A) inside D and σ(B) outside D.
Use (2.20) and compare with an appropriate form of (6.2), the choice of a com-
panion matrix form for A is similar with the one used in (2.6), whereas B is associ-
ated with the monic polynomial b(z) = 1 + a1z+ · · · + ap−1zp−1 + zp, denote the
companion matrix B
B =

0 1 · · · 0
...
.
.
.
...
0 1
−1 −a1 · · · −ap−1
 .
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We will apply Cauchy’s residue theorem to (6.2) and combine with Faa as developed
in Section 2.2. First the following notations are introduced.
B1 =
(
adj(α1I − B), adj(α2I − B), . . . , adj(αpI − B)
)
bL(α) = diag
(
b1(α1), b2(α2), . . . , bp(αp)
)
with bi(αi) = (det(zI − B))−1z=αi = (b(z))−1z=αi . The interconnection with Faa is sum-
marized in the following lemma.
Lemma 6.2. The next link holds true:
Laa = B1
(
V −1α FaaV −∗α ⊗ 
) (
bL(α)⊗ Ip
)
AT2 . (6.3)
Note that the last column of adj(zI − B) is the vector up(z) so that Vandermonde
matrices can be detected in a similar way as in previous sections by searching right
and left inverses.
7. Examples
In this section we illustrate by means of two examples how a solution of Stein’s
equation can be computed through Fisher’s information matrix. Mathematica 3.0 is
used.
7.1. Distinct roots and global approach
The first case to be considered is the ARMA time series process with p = 1 and
q = 1, first without specifying the structure of  and then for an explicit . Fisher’s
information matrix is taken as one block, the assumption of distinct eigenvalues is
in force and the link (4.10) is evaluated. Fisher’s information matrix of the ARMA
process, described by
y(t)+ ay(t − 1) = ε(t)+ cε(t − 1)
is evaluated according to (2.3)–(2.5) and is given by
F(θ) =
(
1
1−a2 − 11−ac
− 11−ac 11−c2
)
.
We will use this expression in order to find a solution to Stein’s equation and for
that purpose we give the main terms involved in the equation linking the solution of
Stein’sequation with P(θ). The roots of the autoregressive and moving average poly-
nomials are α = −a and γ = −c, respectively, we assume that a /= c. The Sylvester
resultant is
S(c,−a) =
(
1 c
−1 −a
)
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and P(θ) is according to (4.1)
P(θ) = S−1(−c, a)F (θ)S−T(−c, a)
= 1
(1 − a2)(ac− 1)(c2 − 1)
(
1 + ac −(a + c)
−(a + c) 1 + ac
)
.
The Vandermonde matrices Vac and V ∗ac are,
Vac =
(
1 1
−a −c
)
and V ∗ac =
(−a 1
−c 1
)
.
V −1ac P (θ)V −∗ac =
( 1
(1−a2)(1−ac)(c−a) 0
0 1
(1−c2)(1−ac)(a−c)
)
.
Introduce
A¯1 = adj(−aI − A¯), A¯2 = adj(−cI − A¯),
A¯3 = adj(I + aA¯), A¯4 = adj(I + cA¯).
with (
A¯1, A¯2
) = ( c 1 a 1−ac −a −ac −c
)
,
A¯ =
(
0 1
−ac −(a + c)
)
(
A¯3, A¯4
)T = (1 − a2 − ac −a 1 − c2 − ac −c
a2c 1 ac2 1
)T
,
 =
(
11 12
21 22
)
.
Stein’s equation and its corresponding solution expressed in terms of P(θ) can now
be formulated, the latter according to (4.10)
S − A¯SA¯T = ,
S = (A¯1, A¯2) (V−1ac P (θ)V −∗ac ⊗ ) (A¯3, A¯4)T ,
= 1
(1 − a2)(1 − c2)(−1 + ac)
(
S11 S12
S21 S22
)
(7.1)
with
S11 = −
{
(1 + a3c − c2 + ac(c2 − 1)+ a2(2c2 − 1))11 + a2c(12 + 21)
+22 + ac(c12 + c21 + 22)
}
,
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S12 = a3c211 + (−1 + c2)12 + a2(c311 + 12 + c221)+ c22
+ a(c12 + c21 + 22),
S21 = ac12 − 21 + c221 + a2(ac211 + 21)+ c22
+ a(ac2(c11 + 12)+ c21 + 22),
S22 = −
{
ac212 + a2c(ac211 + 21)+ 22 + a(ac(c11 + 12)
+ c(c21 + 22))
}
.
It is now straightforward to verify that by choosing
 = e2eT2 =
(
0 0
0 1
)
in (7.1), equality between the solution of Stein’s equation and P(θ) is obtained or
equivalently, it can be checked that the Stein equation P(θ)− A¯P (θ)A¯T = e2eT2
holds true.
7.2. Multiple roots and one block
In this example a case of multiple poles is considered for the (a, c) block of Fish-
er’s information matrix, p = 3 and q = 2, the roots are α and γ for the autoregres-
sive and moving average polynomial respectively with corresponding multiplicities
n+ 1 = 3 and m+ 1 = 2. Link (2.17) is considered. The block Fac is computed
according to (2.3) with up(z) = (1 z z2)T and u∗q(z) = (z 1)T.
Fac = − 1(
1 + a1γ + a2γ 2 + a3γ 3
)2
×
 1 − a2γ 2 − 2a3γ 3 −(a1 + 2a2γ + 3a3γ 2)2γ + a1γ 2 − a3γ 4 1 − a2γ 2 − 2a3γ 3
3γ 2 + 2a1γ 3 + a2γ 4 2γ + a1γ 2 − a3γ 4
 .
We shall write the matrices necessary for establishing (2.17).
Vm(γ )=
(

z
(
u∗q(z)⊗ up(z)
)
, u∗q (z)⊗ up(z)
)
z=γ
=
(
1 2γ 3γ 2 0 1 2γ
γ γ 2 γ 3 1 γ γ 2
)T
.
A left inverse as presented in Lemma 3.3 is set forth
(02×3 I2 02×1) Vm(γ ) =
(
0 1
1 γ
)
= W˜γ ,
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Vm(γ )
−
L =
(
0 0 0 −γ 1 0
0 0 0 1 0 0
)
.
The companion matrices associated with the monic polynomials a(z) and c(z), re-
spectively, are
A =
 0 1 00 0 1
−a3 −a2 −a1
 and C = ( 0 1−c2 −c1
)
and a∗(z) = 1 + a1z+ a2z2 + a3z3, c(z) = z2 + c1z+ c2 . For writing out the first
term of (2.17) appropriate adjoint matrices are first given followed by ca.
adj(I − zA) =
1 + a1z+ a2z2 z+ a1z2 z2−a3z2 1 + a1z z
−a3z −a2z− a3z2 1
 ,
adj(zI − C) =
(
c1 + z 1
−c2 z
)
,
ca =
(
11 12 13
21 22 23
)
.
The first term of (2.17) is
Em(γ ) =
(

z
(adj(zI − C)caadj(I − zA)T), adj(zI − C)caadj(I − zA)T
)
z=γ
.
Since it is clear that computing Em(γ ) under its present form is quite cumbersome,
a factorization proposed in Eqs. (3.1)–(3.2) subsection 3.1 shall be applied here.
Em(γ ) = EC(γ )DEA(γ ),
EC(γ ) =
(
E
(1)
C (γ ) E
(0)
C (γ )
)
,
E
(1)
C (γ ) =
(

z
adj(zI − C), adj(zI − C)
)
z=γ
,
E
(0)
C (γ ) = (adj(zI − C))z=γ ,
EA(γ ) = diag
(
E
(1)
A (γ ) E
(0)
A (γ )
)
,
E
(1)
A (γ ) =
(
adj(I − zA), 
z
adj(I − zA)
)T
z=γ
,
E
(0)
A (γ ) = (adj(I − zA))Tz=γ .
This results in the form
EC(γ ) =
(
1 0 c1 + z 1 c1 + z 1
0 1 −c2 z −c2 z
)
z=γ
,
D = diag (ca ca ca) ,
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EA(γ ) =

1 + a1z + a2z2 −a3z2 −a3z
... 0 0 0
z+ a1z2 1 + a1z −a2z− a3z2
... 0 0 0
z2 z 1
... 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ... · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
a1 + 2a2z −2a3z −a3
... 0 0 0
1 + 2a1z a1 −a2 − 2a3z
... 0 0 0
2z 1 0
... 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ... · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0
... 1 + a1z+ a2z2 −a3z2 −a3z
0 0 0
... z+ a1z2 1 + a1z −a2z− a3z2
0 0 0
... z2 z 1

z=γ
.
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All the matrices necessary for linking Stein’s solution with the corresponding block
of Fisher’s information are now evaluated. Consequently Stein’s solution can be set
forth through Fisher’s information matrix according to (2.17). However, Lemmas 3.6
and 3.10 shall first be verified. With
V¯γ,q0 = V¯γ,1 = (1 γ )T and V¯−γ,1,L = (1 0),
Lemma 3.6 becomes
(1 0)EC(γ )(01×5 e1)T = 1,
whereas
V˜ ∗γ =
(
1 0
γ 1
)
so that V˜ −∗γ =
(
1 0
−γ 1
)
and
U∗3 (γi)
−
R = (I3 I3)T
(
01×2
V˜ −∗γ
)
.
Lemma 3.10 is confirmed through the following equation(
02×5 e1 02×2 e2
04×9
)
EA(γ )
(
U∗3 (γi)
−
R 06×4
) = ( I2 02×404×2 04×4
)
.
Stein’s equation followed by its solution is now given as
Sca − CScaAT = ca,
Sca =−Em(γ )
{(
Vm(γ )
−
Lvec Fac
)⊗ I3} ,
= 1
(1 + a1γ + a2γ 2 + a3γ 3)2
(
S11ca S
12
ca S
13
ca
S21ca S
22
ca S
23
ca
)
.
More explicitly we have
S11ca = (1 + a1γ + a2γ 2 + a3γ 3)(13γ 2 + 12γ (1 + a1γ )+ 11(1 + a1γ + a2γ 2)
+ (a1 + 2a2γ )(12 + 11(c1 + γ )+ (1 + 2a1γ )(22 + 12(c1 + γ ))
+ 2γ (23 + 13(c1 + γ )))− (a1 + γ (2a2 + 3a3γ ))((1 + a1γ + a2γ 2)
× (21 + 11(c1 + γ ))+ γ (1 + a1γ )(22 + 12(c1 + γ ))
+ γ 2(23 + 13(c1 + γ )))
S12ca = (12 + a1c112 + c113 + a122 + 23 − 2a3c111γ + 2a112γ
+ 213γ − 2a321γ − 3a311γ 2)(1 + a1γ + a2γ 2 + a3γ 3)
− (a1 + γ (2a2 + 3a3γ ))(−a3γ 2(21 + 11(c1 + γ ))+ (1 + a1γ )
× (22 + 12(c1 + γ ))+ γ (23 + 13(c1 + γ )))
S13ca = −(a1 + γ (2a2 + 3a3γ ))(23 + 13(c1 + γ )− γ (a2 + a3γ )(c112
+ 22 + γ12)− a3γ (21 + 11(c1 + γ )))− (1 + a1γ + a2γ 2 + a3γ 3)
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× (−13 + a2(c112 + 22 + 2γ12)+ a3(21 + 211γ + 2γ22
+ 312γ 2 + c1(11 + 212γ )))
S21ca = −(a1 + γ (2a2 + 3a3γ ))(γ (1 + a1γ )(−c212 + 22γ )+ γ 2(−c213
+ 23γ )+ (−c211 +21γ )(1+a1γ +a2γ 2))+ (1+a1γ +a2γ 2+a3γ 3)
× (21 + 222γ + 3a2γ 221 + 323γ 2 − c2(12 + 2a2γ11 + 2γ13)
+ a1(−c2(11 + 212γ )+ γ (221 + 322γ )))
S22ca = −γ (−223 + 3a321γ − a1γ23 + 2a1a321γ 2 + a2a321γ 3
+ a323γ 3)− 22(−1 − 2a1γ − a21γ 2 + a2γ 2 + 2a3γ 3 + a1a3γ 4)
+ c2(13(−1 + a2γ 2 + 2a3γ 3)+ γ (2a311 + 2a212 + a1a311γ
+ a1a212γ + 3a312γ + 2a1a312γ 2 − a2311γ 3))
S23ca = +a1c213 + 23 − a22c212γ 2 − a23γ 3(2c211 + c212γ − 21γ )
− a2(−c212 − 2c213γ + 222γ + a122γ 2 + 23γ 2)− a3(γ (221
+ a121γ + 322γ + 2a122γ 2 + 223γ 2)+ c2(−11 − 212γ
+ a211γ 2 − a112γ 2 − 313γ 2 + 2a212γ 3)).
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