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6 KAZALO
Poglavje 1
Vektorji in matrike
Vektor in matrika sta osnovna objekta v linearni algebri. To poglavje je name-
njeno njuni predstavitvi.
1.1 Vektorji
Vektorje (latinska beseda vector pomeni popotnik) so prvotno matematiki in
fiziki uporabljali za opisovanje gibanja, kasneje pa se je njihova uporaba mocˇno
razsˇirila. Vektorji nam omogocˇajo, da lahko osnovne operacije (sesˇtevanje,
odsˇtevanje in mnozˇenje) istocˇasno izvajamo nad vecˇ sˇtevili, tako lahko, na pri-
mer, sesˇtevamo tudi hrusˇke in jabolka. Z njimi lahko opisujemo stanje zalog v
skladiˇscˇu, pa tudi vrednosti posameznih vrst blaga.
Definicija 1.1 1 Vektor je urejena n-terica sˇtevil, ki jo obicˇajno zapiˇsemo
kot stolpec
x =
264 x1...
xn
375 .
Sˇtevila x1, . . . , xn so koordinate ali komponente vektorja. Komponente vek-
torja so navadno realna ali kompleksna sˇtevila. V prvem primeru so vektorji
elementi mnozˇice Rn, v drugem mnozˇice Cn.
Vektorje si lahko predstavljamo tudi kot usmerjene daljice v n-razsezˇnem
prostoru. Dve usmerjeni daljici sta enaki, kadar imasta isto smer in enako
dolzˇino, njuni zacˇetni tocˇki pa sta lahko razlicˇni. Tako lahko vektorje iz mnozˇice
R2 nariˇsemo v koordinatni ravnini tako, da usmerjena daljica poteka od koor-
dinatnega izhodiˇscˇa od tocˇke A, katere koordinati sta komponenti vektorja.
1V 3. poglavju bomo pojem vektorja definirali splosˇneje.
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A(a1, a2)
t
a
t
⇣⇣
⇣⇣
⇣⇣
⇣⇣
⇣⇣
⇣⇣⇣1
t
C(x+ a1, y + a2)
t
B(x, y)
a
Slika 1.1: Usmerjeni daljici OA in BC predstavljata isti vektor.
Vektorju v tej osnovni legi pravimo tudi krajevni vektor tocˇke A in na ta nacˇin
lahko identificiramo krajevni vektor neke tocˇke s tocˇko samo. Nato lahko vektor
vzporedno premikamo po ravnini (slika 1.1).
Vektorje iz mnozˇice R3 si lahko predstavljamo kot usmerjene daljice v (tri-
razsezˇenm) prostoru, vektorje iz Rn pa si za n > 3 nekoliko tezˇje predstavljamo.
1.1.1 Operacije z vektorji
Z vektorji lahko racˇunamo:
Definicija 1.2 Produkt vektorja x s skalarjem ↵ je vektor
↵x = ↵
264 x1...
xn
375 =
264 ↵x1...
↵xn
375 .
Vektorja a in b, za katera obstaja tak skalar ↵, da je a = ↵b ali b = ↵a,
imenujemo kolinearna vektorja. Kolinearni vektorji (kot ime pove) lezˇijo na
vzporednih premicah.
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Definicija 1.3 Vsota vektorjev x in y je vektor
x+ y =
264 x1...
xn
375+
264 y1...
yn
375 =
264 x1 + y1...
xn + yn
375 .
Pozor! Vektorja, ki ju sesˇtevamo, morata imeti enako sˇtevilo komponent!
⇠⇠⇠
⇠⇠⇠
⇠⇠⇠
⇠:a
⇠⇠⇠
⇠⇠⇠
⇠⇠⇠
⇠:a
@
@
@
@
@I
b @
@
@
@
@I
b
⌦
⌦
⌦
⌦
⌦
⌦
⌦
⌦ 
a+ b
Slika 1.2: Vsota vektorjev a in b.
Vsoto vektorjev a in b kot usmerjenih daljic izracˇunamo s paralelogramskim
pravilom. Usmerjeno daljico b postavimo tako, da se njen zacˇetek ujema s
koncem usmerjene daljice a. Vsota a + b je usmerjena daljica, ki se zacˇne v
zacˇetku a-ja in koncˇa na koncu b-ja (slika 1.2).
Definicija 1.4 Nicˇelni vektor 0 je tisti vektor, za katerega je a+0 = 0+a = a
za vsak vektor a. Vse komponente nicˇelnega vektorja so enake 0. Vsakemu
vektorju a pripada nasprotni vektor  a, tako da je a + ( a) = 0. Razlika
vektorjev a in b je vsota a + ( b) in jo navadno zapiˇsemo kot a   b (slika
1.3).
Lastnosti vektorske vsote in produkta s skalarjem
Vektorska vsota in produkt vektorja s skalarjem imata nekaj podobnih lastnosti
kot vsota in produkt sˇtevil:
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⇠⇠⇠
⇠⇠⇠
⇠⇠⇠
⇠⇠⇠:a
⇠⇠⇠
⇠⇠⇠
⇠⇠⇠
⇠⇠⇠:
a
J
J
J
J
J
J
J
JJ]
b
J
J
J
J
J
J
J
JJ^
 b
J
J
J
J
J
J
J
JJ^
 b
PPPPPPPPPPPPPPPPPq
a  b
PPPPPPPPPPPPPPPPPq
a  b
Slika 1.3: Razlika vektorjev a in b.
Lastnost 1 Vsota vektorjev je komutativna
a+ b = b+ a .
Lastnost 2 Vsota vektorjev je asociativna
a+ (b+ c) = (a+ b) + c .
Lastnost 3 Mnozˇenje vektorja s skalarjem je distributivno glede na vsoto
vektorjev
a(a+ b) = aa+ ab
in glede na vsoto skalarjev
(a+ b)a = aa+ ba.
Dokaz: Vse tri lastnosti so preprosta posledica ustreznih lastnosti realnih ali
kompleksnih sˇtevil.
1.1.2 Linearna kombinacija
Ko produkt s skalarjem zdruzˇimo s sesˇtevanjem vektorjev, pridemo do linearne
kombinacije vektorjev.
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Definicija 1.5 Linearna kombinacija vektorjev x in y je vsota
ax+ by
Podobno lahko sestavimo linearno kombinacijo vecˇ vektorjev, npr.
aa+ bb+ · · ·+ zz
je linearna kobinacija vektorjev a,b, . . . , z.
Pozor! Vsi vektorji v linerni kombinaciji morajo imeti isto sˇtevilo komponent!
Mnozˇica vseh linearnih kombinacij dveh vektorjev a in b je ravnina, razen,
ko sta vektorja kolinearna. V tem primeru je mnozˇica vseh linearnih kombinacij
kar premica, na kateri lezˇita oba vektorja.
@
@
@
@
@
@
@
@
@
@
@
@
@
j
-
6
i
 
 ✓
A
A
A
A
A
A
A
AK
HHHHHHHHj
Slika 1.4: Linearne kombinacije ti+ (1  t)j.
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Primer 1.1 Poglejmo, kje lezˇijo vektorji, ki jih lahko zapiˇsemo kot linearno
kombinacijo r = ti + (1   t)j za poljubno vrednost prarametra t, kjer sta
i =

1
0
 
in j =

0
1
 
.
r = ti+ (1  t)j = t

1
0
 
+ (1  t)

0
1
 
=

t
1  t
 
(1.1)
Ko to zapiˇsemo v koordinatah x in y, dobimo x = t in y = 1  t, torej koncˇne
tocˇke vseh vektorjev linearne kombinacije lezˇijo na premici y = 1  x.
Drugacˇen (parametricˇen) opis te iste premice dobimo, cˇe linearno kombinacijo
(1.1) zapiˇsemo kot
r =

0
1
 
+ t

1
 1
 
,
kar lahko preberemo kot: ”premica, ki poteka skozi tocˇko (0, 1) v smeri vek-
torja

1
 1
 
”.
Mnozˇica vseh linearnih kombinacij treh vektorjev je navadno tridimenzio-
nalni prostor, razen cˇe vsi trije vektorji lezˇijo v isti ravnini (v tem primeru je
mnozˇica vseh lineanih kombinacij ta ravnina), ali ko vsi trije vektorji lezˇijo na
isti premici (v tem primeru je mnozˇica vseh linearnih kombinacij ta premica).
1.1.3 Skalarni produkt in dolzˇina vektorja
Pomembna operacija nad dvema vektorjema je skalarni produkt.
Definicija 1.6 Skalarni produkt vektorjev x =
264 x1...
xn
375 in y =
264 y1...
yn
375 je
sˇtevilo
x · y = x1y1 + x2y2 + · · ·+ xnyn
.
Pozor! Vektorja, ki ju skalarno mnozˇimo, morata imeti isto sˇtevilo kompo-
nent!
Lahko je preveriti, da ima skalarni produkt naslednje lastnosti:
Lastnost 1 Komutativnost:
x · y = y · x .
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Dokaz: Neposredna posledica komutativnosti produkta sˇtevil.
Lastnost 2 Aditivnost:
x · (y + z) = x · y + x · z.
Dokaz:
x · (y + z) =
nX
i=1
xi(yi + zi) =
nX
i=1
xiyi +
nX
i=1
xizi = x · y + x · z.
Lastnost 3 Homogenost:
x · (ay) = a(x · y) = (ax) · y.
Dokaz: Neposredna posledica komutativnosti in asociativnosti sˇtevil.
Lastnost 4 Pozitivna definitnost: za vsak vektor x velja x · x   0. Cˇe je
x · x = 0, potem mora biti x = 0.
Dokaz: Neposredno sledi iz definicije skalarnega produkta
x · x = x21 + x22 + · · ·+ x2n. (1.2)
Primer 1.2 Skalarni produkt vektorjev a =

1
2
 
in b =
  3
4
 
je
a · b = 1 · ( 3) + 2 · 4 =  3 + 8 = 5,
skalarni produkt vektorjev i =

1
0
 
in j =

0
1
 
pa je enak
i · j = 1 · 0 + 0 · 1 = 0 + 0 = 0.
V mnozˇici R2 lahko s Pitagorovim pravilom enostavno izracˇunamo tudi
dolzˇino vektorja (slika 1.5). Vektor skupaj z x-osjo in vzporednico k y-osi dolocˇa
pravokotni trikotnik, katerega kateti sta koordinati x in y. Dolzˇina vektorja (hi-
potenuze pravokotnega trikotnika) je zato
p
x2 + y2.
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x
y
A(x, y)s
⇢
⇢
⇢
⇢
⇢
⇢
⇢
⇢
⇢
⇢
⇢⇢>p
x2 + y2
Slika 1.5: Dolzˇina vektorja.
Za vektorje iz Rn lahko podobno izracˇunamo dolzˇino vektorja kot x21+ x22+
· · ·+ x2n, kar lahko zaradi (1.2) zapiˇsemo kot
p
x · x.
Definicija 1.7 Dolzˇina vektorja x je
||x|| = px · x .
Primer 1.3 Vektor u =

3
4
 
2 R2 ima dolzˇino ||u|| = p32 + 42 = p25 =
5, vektor v =
24 23
4
35 2 R3 pa ima dolzˇino ||v|| = p22 + 32 + 42 = p29.
Posebno vlogo med vektorji imajo vektorji z dolzˇino ena.
Definicija 1.8 Enotski vektor je vektor z dolˇzino 1.
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Primer 1.4 Iz vsakega vektorja (razen iz nicˇelnega vektorja) lahko dobimo
enotski vektor z isto smerjo tako, da ga pomnozˇimo z obratno vrednostjo
njegove dolzˇine (vcˇasih recˇemo, da smo vektor normirali).
Ker ima vektor v =
2664
1
1
1
1
3775 2 R4 dolzˇino ||v|| = p1 + 1 + 1 + 1 = 2, je vektor
u = v2 enotski vektor, ki ima isto smer kot vektor v.
1.1.4 Schwarzova in trikotniˇska neenacˇba, kot med vek-
torjema
Skalarni produkt dveh vektorjev ne more biti vecˇji od produkta njunih dolzˇin.
Izrek 1.9 [Cauchy-Schwarzova neenacˇba] Za poljubna vektorja u,v 2
Rn velja
|u · v|  ||u||||v||. (1.3)
Enacˇaj velja le kadar sta vektorja kolinearna.
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Dokaz: Kadar je vsaj eden vektorjev nicˇelni, neenacˇba ocˇitno velja.
Izberimo poljubna nenicˇelna vektorja u in v ter sestavimo linearno kombina-
cijo ||u||v   ||v||u. Kvadrat dolzˇine tega vektorja je vedno nenegativen:
0  || ||u||v   ||v||u ||2. (1.4)
Spomnimo se definicije 1.7 dolzˇine vektorja
0  (||u||v   ||v||u) · (||u||v   ||v||u),
skalarno zmnozˇimo
0  ||u||2||v||2   2||u|| ||v||(u · v) + ||u||2||v||2
in dobimo
2||u|| ||v||(u · v)  2||u||2||v||2.
Krajˇsamo z 2||u|| ||v|| > 0 in zˇe imamo
u · v  ||u||||v|| .
Tako smo neenacˇbo (1.3) dokazali za primer, ko je u · v   0. Za u · v < 0 pa
je
|u · v| =  u · v = ( u) · v = ||  u|| ||v|| = ||u|| ||v||.
V neenacˇbi (1.3) velja enacˇaj le, kadar velja enacˇaj v neenacˇbi (1.4), to pa
je takrat, kadar je ||u||v = ||v||u, torej takrat, kadar sta vektorja u in v
kolinearna.
Vsota dveh vektorjev ne more biti daljˇsa od vsote dolzˇin teh dveh vektorjev.
Izrek 1.10 [Trikotniˇska neenakost] Za poljubna vektorja u,v 2 Rn velja
||u+ v||  ||u||+ ||v||. (1.5)
Dokaz:
||u+ v||2 = (u+ v) · (u+ v) (dolzˇina vektorja)
= ||u||2 + 2u · v + ||v||2
 ||u||2 + 2|u · v|+ ||v||2 (ker je a  |a| za vsak a 2 R)
 ||u||2 + 2||u|| ||v||+ ||v||2 (Cauchy-Schwarzova neenacˇba)
= (||u||+ ||v||)2
Trikotniˇska neenakost je vektorska formulacija znanega izreka iz geometrije,
da v trikotniku nobena stranica ne more biti daljˇsa od vsote ostalih dveh stranic
1.1. VEKTORJI 17
⇣⇣
⇣⇣
⇣⇣
⇣⇣⇣1
u
⇥
⇥
⇥
⇥
⇥
⇥
⇥
⇥⇥ 
v
 
 
 
 
 
 
 
 
 
 
  ✓
u+ v
Slika 1.6: Trikotniˇska neenakost: dolzˇina katerekoli stranice v trikotniku ni
daljˇsa od vsote ostalih dveh stranic
(slika 1.6).
S pomocˇjo skalarnega produkta lahko izracˇunamo, kaksˇen kot oklepata dva
vektorja. Cˇe vektorja i in j iz primera 1.2, katerih skalarni produkt je 0, nariˇsemo
v koordinatni ravnini, vidimo, da sta pravokotna. Ta lastnost velja za vse
vektorje:
Izrek 1.11 Vektorja x in y sta ortogonalna (ali pravokotna) natanko takrat,
kadar je x · y = 0.
Dokaz: Kadar sta vektorja x in y pravokotna, sta kateti pravokotnega triko-
tnika s hipotenuzo x y. Zaradi Pitagorovega izreka mora biti ||x||2+ ||y||2 =
||x  y||2. Po definiciji 1.7 je
||x  y||2 = (x  y) · (x  y) = ||x||2   2x · y + ||y||2,
zato mora biti x · y = 0.
Po drugi strani, cˇe je skalarni produkt x · y = 0, je
||x  y||2 = (x  y) · (x  y) = ||x||2 + ||y||2,
zato je po Pitagorovem izreku trikotnik s stranicami x, y in x y pravokoten
in sta x in y kateti, torej je med njima pravi kot.
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Primer 1.5 Vektorja i in j iz Primera 1.2 sta ortogonalna, saj je njun skalarni
produkt enak 0.
Prav tako sta pravokotna vektorja a =
  1
1
 
in b =

1
1
 
, pa tudi vektorja
x =

1
2
 
in y =

2
 1
 
, saj je a · b = 0, pa tudi x · y = 0.
S pomocˇjo skalarnega produkta lahko izracˇunamo kot med vektorjema tudi,
kadar skalarni produkt ni enak 0.
-
i
 
 
 
 
 
 ✓
u
'  
 
 
 
 
 
  
B
B
B
B
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B
B
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↵
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Slika 1.7: Kot med vektorjema
Zacˇnimo z dvema enotskima vektorjema i =

1
0
 
in u =

cos'
sin'
 
. Njun
skalarni produkt je enak i·u = cos', kot med njima pa je enak ' (Slika 1.7). Oba
vektorja zavrtimo za kot ↵. Vektor i se pri tem zavrti v vektor x =

cos↵
sin↵
 
,
vektor u pa se zavrti v vektor y =

cos(↵+ ')
sin(↵+ ')
 
. Pri tem vrtenju ostaja
kot med vektorjema (prej i in u, potem x in y) enak. Izracˇunajmo sˇe skalarni
produkt x·y = cos↵ cos(↵+')+sin↵ sin(↵+'). Iz trigonometrije se spomnimo
adicijskega izreka za funkcijo cos, zato je x · y = cos(↵  (↵+ ')) = cos'.
Za enotska vektorja je torej skalarni produkt vedno enak kosinusu kota med
njima. Kadar pa vektor ni enotski, ga lahko delimo z njegovo dolzˇino, zato
naslednji izrek velja splosˇno.
Izrek 1.12 Cˇe je ' kot med vektorjema x in y, potem je
x · y
||x|| ||y|| = cos' .
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Primer 1.6 Izracˇunajmo kot med vektorjema u =

1
2
 
in v =

3
1
 
.
Ker je u · v = 5, dolzˇini vektorjev pa sta ||u|| = p5 in ||v|| = p10, imamo
cos' =
5p
5
p
10
=
1p
2
=) ' = ⇡
4
.
1.1.5 Vektorji v R3
Vsak vektor s tremi komponentami lahko enolicˇno zapiˇsemo kot linearno kom-
binacijo
a =
24 a1a2
a3
35 = a1
24 10
0
35+ a2
24 01
0
35+ a3
24 00
1
35 .
Obicˇajno uporabljamo oznake
i =
24 10
0
35 , j =
24 01
0
35 , k =
24 00
1
35 ,
tako, da je
a = a1i+ a2j+ a3k.
            
  
  
  
  
 HHHHHHHHH
HHHHHHHHH
↵
 
 
-
a2j
⇡
a1i
6
a3k
⇠⇠⇠
⇠⇠⇠
⇠⇠⇠:
a
Slika 1.8: Vektor v R3
Vektorji i, j in k imajo vsi dolzˇino 1 in so med seboj paroma ortogonalni,
kazˇejo pa v smeri koordinatnih osi v prostoru. Pravimo jim standardna baza v
prostoru R3.
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Cˇe zapiˇsemo normaliziran vektor e =
a
||a|| , so komponente enotskega vek-
torja e enake
e =
24 a1/||a||a2/||a||
a3/||a||
35 =
24 cos↵cos 
cos  
35 .
Pravimo jim smerni kosinusi vektorja a, saj so koti ↵,   in   koti, ki jih vektor
a oklepa s koordinatnimi osmi, oziroma z vektorji standardne baze. Ker je
||e|| = 1, je tudi
cos2 ↵+ cos2   + cos2   = 1 .
Primer 1.7 Za vektor a = 2i 2j+k izracˇunajmo smerne kosinuse. Najprej
izracˇunamo dolzˇino ||a|| = p22 + 22 + 12 = 3, nato pa smerne kosinuse
cos↵ =
2
3
, cos  =
 2
3
in cos   =
1
3
.
Vektorski produkt
Vektorski produkt je sˇe en nacˇin mnozˇenja dveh vektorjev, ki je definiran le v
R3. Cˇe sta a in b poljubna vektorja iz R3, potem je tudi njun vektorski produkt
a⇥ b vektor iz R3.
Definicija 1.13 Vektorski produkt vektorjev a = a1i + a2j + a3k in b =
b1i+ b2j+ b3k je vektor
a⇥ b = (a2b3   a3b2)i+ (a3b1   a1b3)j+ (a1b2   a2b1)k.
Primer 1.8 Vektorski produkt vektorjev a = 2i+ j k in b = 4i+2j+3k je
a⇥ b =
24 21
 1
35⇥
24 42
3
35 =
24 1 · 3  ( 1) · 2( 1) · 4  2 · 3
2 · 2  1 · 4
3524 5 10
0
35 .
Sˇe en primer:
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Primer 1.9 Medsebojni vektorski produkti vektorjev standardne baze so:
i⇥ i = 0 i⇥ j = k i⇥ k =  j
j⇥ i =  k j⇥ j = 0 j⇥ k = i
k⇥ i = j k⇥ j =  i k⇥ k = 0
Zapiˇsimo nekaj lastnosti vektorskega produkta:
Lastnost 1 Aditivnost:
a⇥ (b+ c) = a⇥ b+ a⇥ c.
Dokaz:
a⇥ (b+ c) =
24 a2(b3 + c3)  a3(b2 + c2)a3(b1 + c1)  a1(b3 + a3)
a1(b2 + c2)  a2(b1 + c1)
35
=
24 a2b3   a3b2a3b1   a1b3
a1b2   a2b1
35+
24 a2c3   a3c2a3c1   a1c3
a1c2   a2c1
35
= a⇥ b+ a⇥ c
Lastnost 2 Vektorski produkt ni komutativen, saj velja b⇥ a =  a⇥ b
Dokaz:
b⇥ a = (b2a3   b3a2)i+ (b3a1   b1a3)j+ (b1a2   b2a1)k
=   ((a2b3   a3b2)i+ (a3b1   a1b3)j+ (a1b2   a2b1))k =  a⇥ b.
Lastnost 3 Homogenost:
(aa)⇥ b = a(a⇥ b) = a⇥ (ab).
Dokaz: To lastnost lahko zlahka preveri bralec sam.
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Lastnost 4 Vektorski produkt vsakega vektorja s samim seboj je nicˇelni vek-
tor a⇥ a = 0.
Dokaz:
a⇥ a = (a2a3   a3a2)i+ (a3a1   a1a3)j+ (a1a2   a2a1)k = 0 .
Lastnost 5 Vektorski produkt a⇥ b je pravokoten na vektorja a in b.
Dokaz: Preverimo, da je skalarni produkt (a⇥ b) · a enak nicˇ:
(a⇥ b) · a = (a1a2b3   a1a3b2) + (a2a3b1   a1a2b3) + (a1a3b2   a2a3b1) = 0.
Pravokotnost vektorjev a⇥ b in b preverimo podobno.
Lastnost 6 Dolˇzina vektorskega produkta a⇥ b je
||a⇥ b|| = ||a|| ||b|| sin', (1.6)
kjer je ' kot med vektorjema a in b.
Dokaz: Dokaz te lastnosti zahteva precej algebrajskega potrpljenja:
||a⇥ b||2 = (a2b3   a3b2)2 + (a3b1   a1b3)2 + (a1b2   a2b1)2
= a22b
2
3   2a2b3a3b2 + a23b22 + a23b21   2a3b1a1b3 + a22b23
+a21b
2
2   2a1b2a2b1 + a22b21
= (a21 + a
2
2 + a
2
3)(b
2
1 + b
2
2 + b
2
3)  (a21b21 + a22b22 + a23b23)
 2(a2a3b2b3 + a1a3b1b3 + a1a2b1b2)
= (a21 + a
2
2 + a
2
3)(b
2
1 + b
2
2 + b
2
3)  (a1b1 + a2b2 + a3b3)2
= ||a||2||b||2   (a · b)2
= ||a||2||b||2   ||a|| ||b|| cos2 '
= ||a||2||b||2 sin2 '.
Ker za kot med dvema vektorjema vedno velja 0  '  ⇡, je sin'   0, zato
lahko zgornjo neenacˇbo korenimo, da dokazˇemo (1.6).
Ker je ||a|| ||b|| sin' enako plosˇcˇini paralelograma, ki ga oklepata vektorja a
in b, (Slika 1.9) lahko zadnji dve lastnosti povzamemo v enem stavku:
Vektorski produkt a⇥ b je vektor, ki je pravokoten na ravnino, v kateri lezˇita
vektorja a in b, njegova dolzˇina je enaka plosˇcˇini paralelograma, ki ga oklepata.
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Slika 1.9: Plosˇcˇina paralelograma je enaka ||a||v = ||a|| ||b|| sin'.
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Slika 1.10: Plosˇcˇina trikotnika je enaka polovici plosˇcˇine paralelograma.
Primer 1.10 Koliksˇna je plosˇcˇina trikotnika z ogliˇscˇi A(1, 1, 0), B(2, 1, 1)
in C( 1, 1, 2)?
Vektor od A do B je a = i+ 2j  k, vektor od A do C pa b =  2i+ 2j+ 2k.
Plosˇcˇina trikotnika4ABC je polovica plosˇcˇine paralelograma, ki ga napenjata
vektorja a in b (slika 1.10), ta pa je enak dolzˇini vektorskega produkta a⇥b,
torej
pl4 = ||a⇥ b||/2.
Ker je vektorski produkt a⇥ b = 6i+ 6k, je pl4 =
p
62 + 62
2
= 3
p
2.
Mesˇani produkt
Cˇe imamo tri vektorje a, b in c v R3, lahko najprej dva pomnozˇimo vektorsko,
rezultat pa skalarno pomnozˇimo s tretjim vektorjem.
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Definicija 1.14 Mesˇani produkt (a,b, c) vektorjev a, b in c v R3 je skalarni
produkt vektorjev a⇥ b in c:
(a,b, c) = (a⇥ b) · c. (1.7)
Naj bodo
a =
24 a1a2
a3
35 , b =
24 b1b2
b3
35 in c =
24 c1c2
c3
35 .
Spomnimo se definicije 1.13 vektorskega produkta in izracˇunajmo mesˇani pro-
dukt
(a,b, c) =
24 a2b3   a3b2a3b1   a1b3
a1b2   a2b1
35 ·
24 c1c2
c3
35
= a2b3c1   a3b2c1 + a3b1c2   a1b3c2 + a1b2c3   a2b1c3 . (1.8)
Zapiˇsimo nekaj lastnosti mesˇanega produkta:
Lastnost 1 Vektorje v mesˇanem produktu lahko ciklicˇno zamenjamo. Pri
tem se vrednost mesˇanega produkta ne spremeni.
(a,b, c) = (b, c,a) = (c,a,b) .
Dokaz: Enostavno sledi iz zapisa (1.8).
Lastnost 2 Mesˇani produkt je homogen:
(xa,b, c) = x(a,b, c),
in aditiven za vsak faktor posebej
(a,u+ v, c) = (a,u, c) + (a,v, c) .
Dokaz: Obe lastnosti sta posledica aditivnosti in homogenosti skalarnega,
aditivnosti in homogenosti vektorskega produkta ter ciklicˇnosti mesˇanega pro-
dukta.
Lastnost 3 Absolutna vrednost mesˇanega produkta (a,b, c) je enaka prostor-
nini paralelepipeda, ki je napet na vektorje a, b in c.
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Slika 1.11: Mesˇani produkt je enak prostornini paralelepipeda.
Dokaz: Vektorski produkt a ⇥ b je vektor, pravokoten na ravnino, v kateri
lezˇita a in b, njegova dolzˇina pa je enaka plosˇcˇini osnovne ploskve paralelepi-
peda (Slika 1.11). Trditev sledi, ker je (a⇥ b) · c = ||a⇥ b|| ||c|| cos', viˇsina
paralelepipeda v = ||c|| cos' in prostornina paralelepipeda enaka produktu
plosˇcˇine osnovne ploskve in viˇsine.
Primer 1.11 Izracˇunajmo prostornino paralelepipeda, ki ga dolocˇajo vek-
torji a = i+ j, b = j+ 2k in c = 3i+ 2k.
Prostornina paralelepipeda je enaka (a,b, c) = (a⇥b)·c. Izracˇunajmo najprej
vektorski produkt (definicija 1.13)
a⇥ b = 2i  2j+ k ,
nato pa sˇe skalarni produkt (definicija 1.6) (a⇥b) · c = 2 · 3  2 · 0+1 · 2 = 8,
torej je prostornina paralelepipeda enaka 8.
Ravnina v prostoru
Vektorju, ki je pravokoten na ravnino, pravimo normalni vektor. Normalni
vektor n = n1i + n2j + n3k skupaj s tocˇko A(a1, a2, a3), ki lezˇi na ravnini,
natanko dolocˇa lego ravnine. Z rA oznacˇimo krajevni vektor tocˇke A. Tocˇka
T (x, y, z) s krajevnim vektorjem r lezˇi na ravnini natanko tedaj, ko vektor r rA
lezˇi v ravnini, torej ko je pravokoten na normalni vektor n (slika 1.12). Zato
enacˇbo ravnine v vektorski obliki lahko zapiˇsemo kot
(r  rA) · n = 0. (1.9)
Cˇe zgornjo enacˇbo preuredimo kot r·n = rA ·n in zapiˇsemo po komponentah,
dobimo splosˇno obliko enacˇbe ravnine
n1x+ n2y + n3z = f, (1.10)
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Slika 1.12: Ravnina je dolocˇena s tocˇko in normalnim vektorjem.
kjer je f = rA · n = a1n1 + a2n2 + a3n3.
Kadar je ||n|| = 1, pravimo, da je enacˇba ravnine (1.10) v normirani obliki.
V tem primeru so komponente normalnega vektorja n smerni kosinusi normale24 n1n2
n3
35 =
24 cos↵cos 
cos  
35 .
Kadar je v splosˇni obliki enacˇbe ravnine (1.10) konstanta d enaka nicˇ, ravnina
vsebuje koordinatno izhodiˇscˇe. Kadar pa je d 6= 0, lahko enacˇbo delimo z d in
jo zapiˇsemo v segmentni obliki
x
a
+
y
b
+
z
c
= 1, (1.11)
kjer so a, b in c odseki (ali segmenti), ki jih ravnina odrezˇe na koordinatnih oseh.
Ravnina v prostoru je lahko dolocˇena s tocˇko A(a1, a2, a3) s krajevnim vek-
torjem rA in dvema nekolinearnima vektorjema a in b, ki sta ravnini vzporedna
(Slika 1.13). Tocˇka T (x, y, z) s krajevnim vektorjem r lezˇi v tej ravnini, cˇe se
njen krajevni vektor r izrazˇa kot linearna kombinacija
r = rA + ua+ v b, (1.12)
kjer parametra u in v pretecˇeta vsa realna sˇtevila. Ravnina je dolocˇena z enacˇbo
(1.12), ki ji pravimo parametricˇna oblika enacˇbe ravnine.
Ravnina v prostoru je lahko dolocˇena tudi s tremi tocˇkami: A s krajevnim
vektorjem rA, B s krajevnim vektorjem rB in C s krajevnim vektorjem rC . Ker
tocˇke A, B in C lezˇijo v ravnini, tudi vektorja rA   rC in rB   rC lezˇita v tej
ravnini. Normalni vektor torej lahko dobimo kot vektorski produkt (rA  rC)⇥
(rB   rC). To je z eno od tocˇk (A, B ali C) dovolj, da lahko napiˇsemo enacˇbo
ravnine v splosˇni obliki (1.10).
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Slika 1.13: Enacˇba ravnine v parametricˇni obliki.
Primer 1.12 Poiˇscˇimo enacˇbo ravnine, ki gre skozi tocˇki A(1, 2, 3) in
B(3, 2, 1) in je pravokotna na ravnino 4x  y + 2z = 7.
Vektor AB = rB rA, ki povezuje obe tocˇki v ravnini, tudi lezˇi v ravnini, prav
tako pa normalni vektor n1 = 4i j+2k dane ravnine, ki mora biti pravokotna
na iskano ravnino. Normalo n2 iskane ravnine zato lahko izracˇunamo kot
vektorski produkt
n2 = n1 ⇥ (rB   rA) =  2i  12j  2k .
Kot tocˇko na ravnini izberimo tocˇko A (cˇe bi izbrali tocˇko B bi dobili isti
rezultat. Preveri!) in lahko zapiˇsemo enacˇbe iskane ravnine v splosˇni obliki
(1.10) kot
 2(x  1)  12(y   2)  2(z   3) = 0,
kar malo uredimo in pokrajˇsamo, da koncˇno dobimo
x+ 6y + z = 16.
Premica v prostoru
Premica v prostoru je dolocˇena s tocˇko A(a1, a2, a3) in s smernim vektorjem
e =
24 e1e2
e3
35. Tocˇka T (x, y, z) s krajevnim vektorjem r lezˇi na tej premici, cˇe je
vektor r rA kolinearen s smernim vektorjem e. Enacˇba premice v parametricˇni
obliki je torej
r = rA + te. (1.13)
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Slika 1.14: Enacˇba premice v prostoru.
Cˇe namesto vektorske enacˇbe (1.13) napiˇsemo tri skalarne enacˇbe
x = a1 + te1
y = a2 + te2
z = a3 + te3
in iz vsake izrazimo parameter t, dobimo enacˇbo premice v kanonicˇni obliki
(pravzaprav gre za vecˇ enacˇb)
x  a1
e1
=
y   a2
e2
=
z   a3
e3
. (1.14)
Cˇeprav je enacˇba premice v tej obliki formalno korektna le, kadar so vse
komponente smernega vektorja e (to so sˇtevila v imenovalcih) razlicˇne od nicˇ,
pogosto uporabljamo to obliko, tudi kadar se v imenovalcu pojavi kaksˇna nicˇla.
Pri tem se moramo zavedati, da to pomeni le, da je ustrezna komponenta smer-
nega vektorja enaka 0, in da mora biti tudi sˇtevec enak 0.
Premica v prostoru je lahko podana tudi kot presek dveh nevzporednih rav-
nin:
ax+ by + cz = d in a0x+ b0y + c0z = d0,
kjer je
n =
24 ab
c
35 , n0 =
24 a0b0
c0
35 , n⇥ n0 6= 0 .
Za kanonicˇno enacˇbo premice potrebujemo smerni vektor e in tocˇko A na pre-
mici. Ker je e v preseku obeh ravnin, mora biti pravokoten na obe normali n
in n0, zato je
e = n⇥ n0 .
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Za tocˇko A pa lahko vzamemo katerokoli tocˇko, ki zadosˇcˇa enacˇbama obeh rav-
nin. Najlazˇe jo dolocˇimo tako, da izberemo eno izmed koordinat enako 0 (tako
bomo dobili tocˇko, v kateri premica prebada eno izmed koordinatnih ravnin),
ostali dve koordinati pa dobimo kot resˇitev sistema dveh linearnih enacˇb (enacˇbi
obeh ravnin).
Primer 1.13 Poiˇscˇimo kanonicˇno enacˇbo premice, ki je dana kot presecˇiˇscˇe
ravnin
2x  y + z = 1 in 3x+ y + z = 2 .
Vektor v smeri premice je
e =
24 2 1
1
35⇥
24 31
1
35 =
24  21
5
35 .
Tocˇko A bomo poiskali kot prebodiˇscˇe iskane premice s koordinatno ravnino
x = 0. Njeni preostali koordinati dobimo kot resˇitev sistema linearnih enacˇb
 y +z = 1
y +z = 2 ,
kar nam da y = 1/2 in z = 3/2, torej je tocˇka A(0, 1/2, 3/2). Enacˇba iskane
premice je zato
x
 2 =
y   12
1
=
z   32
5
.
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Slika 1.15: Razdalja d med tocˇko in ravnino.
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Razdalje
1. Razdalja tocˇke od ravnine: razdalja d od tocˇke P s krajevnim vektor-
jem rP od ravnine z normalnim vektorjem n, v kateri lezˇi tocˇkaA(a1, a2, a3)
s krajevnim vektorjem rA, je kateta PC pravokotnega trikotnika 4APC,
kjer je C tocˇka, kjer premica skozi tocˇko P in smernim vektorjem n pre-
bada ravnino (slika 1.15). Cˇe s ' oznacˇimo kot pri ogliˇscˇu P v tem triko-
tniku, je razdalja d enaka ||rP  rA|| | cos'|. Ker je ' kot med vektorjema
rP   rA in n, je (Izrek 1.12)
cos' =
n · (rP   rA)
||n|| ||rP   rA|| .
Razdaljo d med tocˇko P in ravnino je torej enaka
d =
     n||n|| (rP   rA)
     . (1.15)
Spomnimo se sˇe vektorske (1.9) in splosˇne (1.10) enacˇbe ravnine, pa pri-
demo do alternativne formule za razdaljo
d = |n1a1 + n2a2 + n3a3   f | /||n||.
Primer 1.14 Izracˇunajmo, koliko je tocˇka A(1, 1, 2) oddaljena od ravnine
6x  2y + 3z = 9.
Najprej izracˇunajmo dolzˇino normalnega vektorja. Ker je n = 6i  2j+ k, je
||n|| = p62 + 22 + 32 = 7. Enacˇba ravnine v normirani obliki je 67x   27y +
3
7z   97 = 0. Ko za (x, y, z) vstavimo koordinate tocˇke A, dobimo razdaljo
d =
    671  271 + 37( 2)  97
     = |  1| = 1.
2. Razdalja od tocˇke do premice: Premica naj gre v smeri vektorja e
skozi tocˇko A (s krajevnim vektorjem rA), tocˇka P zunaj premice naj ima
krajevni vektor rP . Vektorja e in rP  rA dolocˇata paralelogram, katerega
viˇsina (na stranico e) je razdalja d med premico in tocˇko P . Plosˇcˇina tega
paralelograma je po eni strani enaka (slika 1.9) ||e⇥ (rP   rA)||, po drugi
strani pa produktu viˇsine in osnovnice d||e||, zato mora biti
d =
||e⇥ (rP   rA)||
||e|| .
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Slika 1.16: Razdalja d med premico in tocˇko.
Primer 1.15 Izracˇunajmo, koliko je premica
x+ 1
2
=
y   1
 1 =
z
1
oddaljena od koordinatnega izhodiˇscˇa!
Tocˇka P je v tem primeru koordinatno izhodiˇscˇe, za tocˇko A na premici pa
izberemo ( 1, 1, 0) zato je
rP   rA =
24 00
0
35 
24  11
0
35 =
24 1 1
0
35 .
Izracˇunajmo vektorski produkt
e⇥ (rP   rA) =
24 2 1
1
35⇥
24 1 1
0
35 =
24 11
 1
35 .
Tako je
d =
||e⇥ (rP   rA)||
||e|| =
p
3p
6
=
p
2
2
.
3. Razdalja med dvema ravninama: Kadar sta ravnini vzporedni, je
vsaka tocˇka na eni ravnini enako oddaljena od druge ravnine — dovolj je,
da si izberemo eno tocˇko na ravnini in izracˇunamo njeno oddaljenost od
druge ravnine. Cˇe pa ravnini nista vzporedni, se sekata, torej je njuna
razdalja enaka 0.
4. Razdalja med dvema premicama: Kadar se premici sekata, je njuna
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razdalja enaka 0, kadar sta vzporedni, je dovolj, da izracˇunamo razdaljo
med poljubno tocˇko ene premice do druge premice.
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Slika 1.17: Razdalja med mimobezˇnima premicama
Ostane sˇe najbolj zanimiva mozˇnost: premici sta mimobezˇni. Naj bosta
njuna smerna vektorja e in f , ki seveda nista kolinearna. Naj bo A tocˇka
na prvi premici (krajevni vektor rA) in B tocˇka na drugi (krajevni vektor
rB). Najmanjˇsa razdalja med premicama poteka v smeri, ki je pravokotna
na obe premici, zato izracˇunamo vektorski produkt n = e ⇥ f . Ravnina
⌃ z normalo n, ki vsebuje tocˇko A, je vzporedna vektorju f , zato je vsaka
tocˇka na premici s smernim vektorjem f oddaljena od ravnine ⌃ ravno za
najkrajˇso razdaljo med obema premicama. Izracˇunali bomo kar razdaljo
od tocˇke B do ravnine ⌃. Iz enacˇbe (1.15) dobimo
d =
     n||n|| (rB   rA)
     =     ( (rB   rA), e, f)||e⇥ f ||
     . (1.16)
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Primer 1.16 Izracˇunajmo razdaljo med mimobezˇnima premicama
x = 2y = z
in
x  1
2
= y =
z + 1
3
.
Na prvi premici izberimo tocˇko A(0, 0, 0), na drugi B(1, 0, 1), pa imamo
Tako imamo
rA =
24 00
0
35 , rB =
24 10
 1
35 , e =
24 11/2
1
35 in f =
24 21
3
35 .
Od tod izracˇunamo ||e⇥ f || = p5/2 in
d =
1/2p
5/2
=
1p
5
.
1.2 Matrike
Najprej povejmo, kaj matrike so.
Definicija 1.15 Matrika dimenzije m ⇥ n je tabela m ⇥ n sˇtevil, urejenih v
m vrstic in n stolpcev:
Am⇥n =
26664
a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
am1 am2 · · · amn
37775 ,
ali krajˇse
A = [aij ], 1  i  m, 1  j  n .
Sˇtevila aij so elementi matrike, navadno realna, vcˇasih pa tudi kompleksna
sˇtevila.
Matrika z enim samim stolpcem
A =
264 a1,1...
an,1
375
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ni nicˇ drugega kot vektor. Pravimo ji stolpcˇni vektor ali stolpec. Matriki z eno
samo vrstico
A = [a1,1, . . . , a1,n]
pravimo vrsticˇni vektor.
Elementi a11, a22, . . . , aii, . . ., lezˇijo na glavni diagonali matrike. Kadar ima
matrika enako sˇtevilo vrstic in stolpcev (kadar je m = n) pravimo, da je matrika
kvadratna. Za kvadratno matriko je glavna diagonala res diagonala iz zgornjega
levega do spodnjega desnega vogala.
Definicija 1.16 Matrika, katere elementi so enaki nicˇ povsod zunaj glavne
diagonale, se imenuje diagonalna matrika. Za diagonalno matriko je aij = 0
kadarkoli je i 6= j.
Posebno vlogo v naslednjih poglavjih bodo imele kvadratne matrike, ki imajo
nad glavno diagonalo vse elemente enake 0.
Definicija 1.17 Matrika An⇥n je spodnjetrikotna, kadar so vsi elementi nad
glavno diagonalo enaki 0:
aij = 0 kadar je i < j .
Podobno definiramo
Definicija 1.18 Matrika An⇥n je zgornjetrikotna, kadar so vsi elementi pod
glavno diagonalo enaki 0:
aij = 0 , kadar je i > j .
ali splosˇneje
Definicija 1.19 Matrika je trikotna, cˇe je zgornjetrikotna ali spodnjetriko-
tna.
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Primer 1.17 Naj bodo matrike
A =
24 1 0 00 2 0
0 0 3
35 , B =
24 4 0 05 6 0
7 8 9
35 in C =
24 10 11 120 13 14
0 0 15
35 .
Matrika A je diagonalna, B spodnjetrikotna in C zgornjetrikotna.
1.2.1 Operacije z matrikami
Preden povemo, kako lahko z matrikami racˇunamo, povejmo, kdaj bomo dve
matriki smatrali za enaki:
Definicija 1.20 Dve matriki A in B sta enaki natanko takrat, kadar imata
enaki dimenziji in kadar so na istih mestih v obeh matrikah enaki elementi:
Am⇥n = Bp⇥q natanko tedaj, kadar je
m = p in n = q ,
obenem pa je
aij = bij za vsak i = 1, . . . ,m in j = 1, . . . , n .
Matricˇna vsota in produkt matrike s skalarjem
Operaciji mnozˇenja s skalarjem in sesˇtevanja matrik sta podobni operacijama
mnozˇenja vektorja s skalarjem (definicija 1.2)
Definicija 1.21 Produkt matrike s skalarjem dobimo tako, da vsak element
matrike pomnozˇimo s skalarjem:
xA =
26664
xa11 xa12 · · · xa1n
xa21 xa22 · · · xa2n
...
...
. . .
...
xam1 xam2 · · · xamn
37775
in sesˇtevanja vektorjev (definicija 1.3)
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Definicija 1.22 Vsoto dveh matrik enake dimenzije dobimo tako, da
sesˇtejemo istolezˇne elemente obeh matrik:
A+B =
26664
a11 + b11 a12 + b12 · · · a1n + b1n
a21 + b21 a22 + b22 · · · a2n + b2n
...
...
. . .
...
am1 + bm1 am2 + bm2 · · · amn + bmn
37775 .
Pozor! Sesˇtevamo lahko samo matrike, ki imajo enako sˇtevilo stolpcev in
vrstic.
Lastnosti operacij, ki smo jih pravkar definirali, so podobne ustreznim ope-
racijam nad vektorji (glej 1.1.1):
Lastnost 1 Vsota matrik je komutativna:
A+B = B +A .
Lastnost 2 Vsota matrik je asociativna:
(A+B) + C = A+ (B + C) .
Lastnost 3 Mnozˇenje matrike s skalarjem je distributivno glede na vsoto ma-
trik
a(A+B) = aA+ aB
in glede na vsoto skalarjev
(a+ b)A = aA+ bA.
Lastnost 4 Nicˇelna matrika
Om⇥n =
264 0 · · · 0... . . . ...
0 · · · 0
375
je nicˇla za sesˇtevanje: za poljubno matriko A reda m⇥ n je A+O = A.
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Lastnost 5 Matrika ( 1)A =  A je nasprotni element k A glede na
sesˇtevanje, saj je
A+ ( A) = O .
Lastnost 6 Velja
x(yA) = (xy)A in 1 ·A = A.
Dokaz: Vse nasˇtete lastnosti so preproste posledice podobnih lastnosti real-
nih (ali kompleksnih) sˇtevil.
Transponiranje
Definicija 1.23 Transponirana matrika k matriki A reda m⇥ n
A =
26664
a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
am1 am2 · · · amn
37775
je matrika
AT =
26664
a11 a21 · · · am1
a12 a22 · · · am2
...
...
. . .
...
a1n a2n · · · amn
37775
reda n⇥m.
Pri transponiranju matrike se zamenja vloga stolpcev in vrstic: stolpci ma-
trike A so vrstice matrike AT in obratno: vrstice matrike A so stolpci matrike
AT . Transponiranje matrike si lahko predstavljamo tudi tako, da matriko ”pre-
kucnemo”preko glavne diagonale.
Cˇe transponiramo spodnjetrikotno matriko, dobimo zgornjetrikotno, iz zgor-
njetrikotne matrike dobimo s transponiranjem spodnjetrikotno. Pri transponi-
ranju diagonalne matrike pa spet dobimo diagonalno matriko.
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Primer 1.18 Cˇe transponiramo matriko
A =
2664
1 2 3
4 5 6
7 8 9
10 11 12
3775 ,
dobimo matriko
AT =
24 1 4 7 102 5 8 11
3 6 9 12
35 .
Cˇe je B = [b1 b2 b3] vrsticˇni vektor, je transponirana matrika
BT =
24 b1b2
b3
35
stolpcˇni vektor.
Poglejmo, kaksˇne lastnosti ima operacija transponiranja matrike:
Lastnost 1 Transponirana matrika vsote je enaka vsoti transponiranih ma-
trik
(A+B)T = AT +BT .
Lastnost 2 Transponirana matrika produkta matrike s skalarjem je produkt
transponirane matrike s skalarjem
(xA)T = xAT .
Lastnost 3 Dvakrat transponirana matrika je enaka prvotni matriki
(AT )T = A .
Dokaz: Navedene lastnosti je preprosto preveriti.
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Produkt matrike z vektorjem
V naslednjih poglavjih bomo potrebovali tudi produkt matrike z vektorjem in
produkt dveh matrik. Ker sta ti dve operaciji nekoliko zahtevnejˇsi od doseda-
njih, se ju lotimo postopoma.
Zˇe v definiciji 1.5 smo imeli opravka z linearno kombinacijo vektorjev. Cˇe
imamo tri vektorje
u =
24 u1u2
u3
35 , v =
24 v1v2
v3
35 in w =
24 w1w2
w3
35 ,
je njihova linearna kombinacija
au+ bv + cw =
24 au1 + bv1 + cw1au2 + bv2 + cw2
au3 + bv3 + cw3
35 .
Sedaj pa to linearno kombinacijo zapiˇsimo z uporabo matrik. Vektorje u,
v in w zlozˇimo kot stolpce v matriko A, utezˇi a, b in c linearne kombinacije
pa zapiˇsimo kot komponente vektorja x = [a b c]T . Linearna kombinacija je
produkt matrike A z vektorjem x:
Definicija 1.24 Produkt matrike A in vektorja x je linearna kombinacija
stolpcev matrike A, utezˇi linearne kombinacije so komponente vektorja x:
Ax =
24 u v w
35 ·
24 ab
c
35 = au+ bv + cw
Pozor! Matrika A mora imeti isto sˇtevilo stolpcev, kolikor komponent ima
vektor x.
Primer 1.19 Izracˇunajmo produkt matrike
A =
24 1 0 0 2 3 0
3  4 5
35
z vektorjem x = [x1 x2 x3]T .
Rezultat je linearna kombinacija stolpcev matrike A, koeficienti linearne kom-
binacije so komponente vektorja x, torej
Ax = x1
24 1 2
3
35+ x2
24 03
 4
35+ x3
24 00
5
35 =
24 x1 2x1 + 3x2
3x1   4x2 + 5x3
35 .
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Na produkt matrike z vektorjem pogosto gledamo kot na ucˇinek, ki ga ima
matrika na vektor: Matriko smatramo kot fiksno, vektor kot spremenljivko.
Poglejmo ta koncept na konkretnem zgledu.
Naj bo matrika
A =
24 1 0 0 1 1 0
0  1 1
35
in vektor x = [x1 x2 x3]. Poglejmo, kaj matrika A naredi z vektorjem x:
Ax =
24 1 0 0 1 1 0
0  1 1
3524 x1x2
x3
35 =
24 x1x2   x1
x3   x1
35 .
Vektor x je vhodni podatek, vektor Ax rezultat. Komponente rezultata dobimo
tako, da odsˇtevamo zaporedne komponente vhodnega podatka (prva kompo-
nenta je x1 = x1   x0 = x1   0). Zato bi matriko A lahko imenovali odsˇtevalna
matrika. Cˇe za komponente vektorja x (vhodnega podatka) izberemo zapore-
dne kvadrate naravnih sˇtevil xi = i2, za komponente vektorja Ax (rezultata)
dobimo
Ax =
24 1  04  1
9  4
35 =
24 13
5
35 ,
zaporedna liha sˇtevila. Isti vzorec se nadaljuje tudi pri matrikah z vecˇ stolpci
in vrsticami. Naslednji kvadrat je 16, naslednja razlika pa 16  9 = 7, naslednje
liho sˇtevilo.
Vzemimo matriko A z eno samo vrstico, A = [a1, a2, . . . , an]. Tako matriko
lahko dobimo tako, da transponiramo stolpcˇni vektor
x =
26664
a1
a2
...
an
37775 .
Tako je A = xT oziroma, zaradi lastnosti dvojnega transponiranja, x = AT .
Izracˇunajmo produkt matrike A z vektorjem y 2 Rn.
Ay = xTy = [a1, a2, . . . , an]
264 y1...
yn
375 = a1y1 + · · · anyn ,
kar ni nicˇ drugega kot skalarni produkt (definicija 1.6) vektorjev x in y, kar
lahko zapiˇsemo tudi v matricˇnem jeziku kot
x · y = xTy .
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Primer 1.20 V primeru 1.2 smo izracˇunali, da je skalarni produkt vektorjev
x =

1
2
 
in b =
  3
4
 
enak 5. Cˇe izracˇunamo produkt matrike (vrsticˇnega
vektorja) xT in vektorja y, dobimo
xTb = [1 2]
  3
4
 
= [ 3 + 8] = [5],
kar je isti rezultat.
Na produkt matrike A z vektorjem x lahko pogledamo sˇe drugacˇe. Do sedaj
smo x smatrali za znan vhodni podatek, b = Ax pa kot rezultat. Ti dve vlogi
pa lahko tudi zamenjamo: naj bo b znan vhodni podatek in poiˇscˇimo, kaksˇen
mora biti vektor x, da bo produkt Ax enak b. Ta problem poznamo kot sistem
linearnih enacˇb. Z njegovim resˇevanjem se bomo ukvarjali v naslednjih dveh
poglavjih.
Primer 1.21 Za odsˇtevalno matriko iz primera 1.19 in vektor b = [1 2 3]T ,
moramo poiskati komponente vektorja x, ki zadosˇcˇajo naslednjim pogojem
x1 = 1
 x1 + x2 = 2
  x2 + x3 = 3
.
To je sistem linearnih enacˇb, katerega resˇitev je
x1 = 1
x2 = 2 + x1 = 3
x3 = 3 + x2 = 6 .
Resˇitev smo v tem primeru dobili dokaj preprosto. V veliko pomocˇ nam je
bilo, da je matrika spodnjetrikotna (definicija 1.17). Tako smo lahko iz prve
enacˇbe hitro ugotovili, da je x1 = 1. Ko smo poznali x1, ni bilo tezˇko iz
druge enacˇbe izracˇunati x2 = 3, potem nam je ostala le sˇe zadnja enacˇba z
eno samo neznanko, iz katere nam je bilo hitro jasno, da je x3 = 6. Seveda je
sistem linearnih enacˇb precej tezˇje resˇiti, cˇe matrika nima tako lepe trikotne
strukture.
Podobno, kot smo definirali produkt matrike z vektorjem, lahko definiramo
tudi produkt vrsticˇnega vektorja z matriko:
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Definicija 1.25 Produkt vrstice y z matriko A je linearna kombinacija vrstic
matrike A, koeficienti linearne kombinacije so komponente vrstice y:
y ·A = [y1, y2, y3] ·
24 uv
w
35 =
24 y1uy2v
y3w
35
Pozor! Matrika A mora imeti toliko vrstic, kolikor komponent ima vrstica
y.
Primer 1.22 Izracˇunajmo produkt vrstice x = [x1, x2, x3] z matriko
A =
24 2 1 0 1 4 2
4 2  3
35 .
Rezultat je linearna kombinacija vrstic matrike A, koeficienti linearne kombi-
nacije so komponente vrstice x, torej
xA = x1 [2, 1, 0] + x2 [ 1, 4, 2] + x3 [4, 2   3]
= [2x1   x2 + 4x3, x1 + 4x2 + 2x3, 2x2   3x3] .
Produkt matrik
Po tem uvodu lahko opiˇsemo produkt dveh matrik:
Definicija 1.26 Produkt matrik A in B je matrika, katere stolpci so zapore-
doma produkti matrike A s stolpci matrike B:
AB = A[b1, b2, · · · ,bn] = [Ab1, Ab2, · · · , Abn] .
Pozor! Ker je za produkt matrike z vektorjem (definicija 1.24) potrebno, da
ima matrika enako sˇtevilo stolpcev kot ima vektor komponent, mora imeti pri
produktu dveh matrik leva matrika toliko stolpcev, kot ima desna matrika
vrstic.
Pri produktu dveh matrik moramo posebej paziti na velikosti matrik. Cˇe je
matrika A reda m⇥ n in matrika B reda p⇥ q, lahko produkt AB izracˇunamo
le, kadar je n = p. Produkt AB je v tem primeru matrika reda m⇥ q.
Izracˇunajmo element cij v i-ti vrstici in j-tem stolpcu matrike C = AB,
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torej i-ta komponenta produkta matrike A in j-tega stolpca bj matrike B.
cij = ai1b1j + ai2b2j + · · ·+ ainbnj .
Tako smo dokazali
Izrek 1.27 Element cij v i-ti vrstici in j-tem stolpcu produkta C = AB je
skalarni produkt i-te vrstice matrike A in j-tega stolpca matrike B
cij =
nX
k=1
aikbkj .
Sedaj pa ni tezˇko priti do zakljucˇka, da lahko produkt dveh matrik oprede-
limo tudi na osnovi produkta vrstice z matriko:
Izrek 1.28 Produkt matrik A in B je matrika, katere vrstice so zaporedoma
produkti vrstic matrike A z matriko B:
[i-ta vrstica matrike A]B = [i-ta vrstica matrike AB] .
Dokaz: Matriko, ki jo dobimo s tem postopkom, oznacˇimo s C. Element
v i-ti vrstici in j-tem stolpcu cij matrike C je skalarni produkt i-te vrstice
matrike A in j-tega stolpca matrike B, tako da je po izreku 1.27 C = AB.
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Primer 1.23 Naj bo
A =
24 2 1 0 1 4 2
4 2  3
35 in B =
24 3  2 2 5
1 3
35 .
Izracˇunajmo produkt AB.
Po definiciji 1.26 je
AB = [Ab1, Ab2] .
Produkt matrike A z obema stolpcema bomo izracˇunali po definiciji 1.24
Ab1 = 3
24 2 1
4
35  2
24 14
2
35+
24 02
 3
35 =
24 4 9
5
35 ,
Ab2 =  2
24 2 1
4
35+ 5
24 14
2
35+ 3
24 02
 3
35 =
24 128
 7
35 .
Zato je
AB =
24 4 1 9 28
5  7
35 .
Isti produkt izracˇunajmo po vrsticah (izrek 1.28). Tako je
AB =
264 2[3,  2] +1[ 2, 5] +0[1, 3] 1[3,  2] +4[ 2, 5] +2[1, 3]
4[3,  2] +2[ 2, 5]  3[1, 3]
375 =
24 4 1 9 28
5  7
35 .
Dobili smo isti rezultat, kot pri racˇunanju po stolpcih.
Sedaj pa sˇe enkrat, produkt AB izracˇunajmo sˇe tako, da elemente produkta
poiˇscˇemo kot skalarne produkte vrstice matrike A in stolpca matrike B (izrek
1.27):
AB =
24 2 · 3 + 1 · ( 2) + 0 · 1 2 · ( 2) + 1 · 5 + 0 · 3( 1) · 3 + 4 · ( 2) + 2 · 1 ( 1) · ( 2) + 4 · 5 + 2 · 3
4 · 3 + 2 · ( 2) + ( 3) · 1 4 · ( 2) + 2 · 5 + ( 3) · 3
35 =
24 4 1 9 28
5  7
35 ,
ponovno isti rezultat.
Oglejmo si sˇe nekaj lastnosti matricˇnega produkta. Zacˇnimo z lastnostjo, ki
je matricˇni produkt nima:
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Lastnost 1 Matricˇni produkt (v splosˇnem) ni komutativen:
AB 6= BA .
Dokaz: Pravzaprav le komentar: Naj bosta dimenziji matrik Am⇥n in Bp⇥q.
Cˇe naj bo produkt AB definiran, mora biti n = p, za produkt BA pa m =
q. Kadar matriki lahko zmnozˇimo v obeh vrstnih redih, sta oba produkta
kvadratni matriki, vedar lahko razlicˇnih dimenizij: AB je m ⇥ m in BA je
n⇥ n. Tudi cˇe m = n, oba produkta nista nujno enaka, kar lahko vidimo na
primeru
A =

0 1
1 0
 
in B =

1 1
0 1
 
,
saj je
AB =

0 1
1 1
 
in BA =

1 1
1 0
 
.
Lastnost 2 Matricˇni produkt je homogen: za vsak skalar x je
(xA)B = x(AB) = A(xB) .
Dokaz: V vsakem od treh primerov so vsi elementi produkta AB pomnozˇeni
s skalarjem x.
Lastnost 3 Za matricˇni produkt veljata distributivnost z leve
C(A+B) = CA+ CB
in distributivnost z desne
(A+B)C = AC +BC .
Dokaz: Uporabimo definicijo 1.26. Dovolj je, da pokazˇemo, da je A(b+c) =
Ab+Ac, kar je preprosta posledica definicije 1.24 in distributivnosti mnozˇenja
vektorja s skalarjem. Podobno velja za desno distributivnost.
Lastnost 4 Matricˇni produkt je asociativen:
A(BC) = (AB)C .
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Dokaz: Naj ima matrika B stolpce b1, . . . ,bn. Poglejmo najprej primer, ko
ima matrika C en sam stolpec c = [c1, . . . , cn]T .
• Produkt AB ima stolpce Ab1, . . . , Abn, zato je (AB)c = c1Ab1 + · · ·+
cnAbn.
• Produkt Bc ima en sam stolpec c1b1 + · · · + cnbn, zato je A(Bc) =
A(c1b1 + · · ·+ cnbn), kar je isto kot (AB)c.
Tako smo pokazali, da je A(Bc) = (AB)c. Ker isto velja za vse stolpce
matrike C, je tudi A(BC) = (AB)C.
Lastnost 5 Transponirana matrika produkta dveh matrik je enaka produktu
transponiranih matrik v obratnem vrstnem redu:
(AB)T = BTAT .
Dokaz: Najprej se prepricˇajmo, da ta lastnost velja, cˇe je B stolpcˇni vektor.
• Ax je (definicija 1.24) linearna kombinacija stolpcev matrike A s ko-
eficienti, ki so komponente vektorja x, zato je (Ax)T vrstica z istimi
elementi.
• xTAT je (definicija 1.25) linearna kombinacija vrstic matrike AT , torej
stolpcev matrike A, s koeficienti, ki so komponente vektorja x.
(Ax)T in xTAT sta torej enaki linearni kombinaciji istih vektorjev, zato velja
(Ax)T = xTAT .
Cˇe ima matrika B stolpce B = [x1 . . . xn], potem je (definicija 1.26)
(AB)T = [Ax1 . . . , Axn]
T =
264 x
T
1 A
T
...
xTnA
T
375 = BTAT .
Brez dokaza navedimo sˇe dva nacˇina za mnozˇenje matrik.
Izrek 1.29 Vrstice matrike A z n stolpci naj bodo a1, . . . ,an, stolpci matrike
B z n vrsticami pa b1, . . . ,bn. Potem je
AB = a1b1 + · · ·+ anbn .
Matrike lahko razrezˇemo na bloke (bloki so manjˇse matrike), vcˇasih tudi na
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vecˇ kot en nacˇin. Naslednjo matriko s 4 vrsticami in 6 stolpci lahko razrezˇemo2664
1 2 3 4 5 6
7 8 9 10 11 12
13 14 15 16 17 18
19 20 21 22 23 24
3775 ,
kjer imamo 2⇥ 3 blocˇno matriko z bloki 2⇥ 2, lahko pa takole2664
1 2 3 4 5 6
7 8 9 10 11 12
13 14 15 16 17 18
19 20 21 22 23 24
3775 ,
kjer imamo spet 2⇥3 blocˇno matriko, tokrat z nepravilnimi bloki, ali pa sˇe kako
drugacˇe.
Izrek 1.30 Cˇe delitev na bloke v matriki A ustreza delitvi v matriki B, potem
lahko matriki pomnozˇimo blocˇno:
A11 A12
A21 A22
  
B11 B12
B21 B22
 
=

A11B11 +A12B21 A11B12 +A12B22
A21B11 +A22B21 A21B12 +A22B22
 
.
Povzemimo, kar smo ugotovili o produktu dveh matik. Produkt dveh matrik
lahko opiˇsemo na vecˇ nacˇinov. Vsak nacˇin ima svoje prednosti.
• po stolpcih (definicija 1.26): cˇe matriko B sestavljajo stolpci b1, b2, . . . , bn,
potem je
A ·B = A · [b1 b2 · · · bn] = [Ab1Ab2 · · · , Abn] .
Produkt po stolpcih ima prednosti, ko hocˇemo razumeti, kako druga ma-
trika deluje na stolpce prve matrike.
• po vrsticah (izrek 1.28): cˇe matriko A sestavljajo vrstice a1, a2, . . . , am,
potem je
A ·B =
26664
a1
a2
...
am
37775 ·B =
26664
a1B
a2B
...
amB
37775 .
Produkt po vrsticah nam pomaga razumeti, kako prva matrika deluje na
vrstice druge matrike.
• Skalarni produkt matrike s stolpcem (izrek 1.27): v produktu C = A ·B je
element v i-ti vrstici in j-tem stolpcu skalarni produkt i-te vrstice matrike
A in j-tega stolpca matrike B
cij =
X
k
aikbkj .
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Produkt matrik kot skalarni produkt vrstic s stolpci je uporaben, kadar
hocˇemo na papirju izracˇunati produkt dveh matrik.
• Vsota produktov vrstic in stolpcev (izrek 1.29): Vrstice ai matrike A
pomnozˇimo s stolpci bi matrike B in te produkte sesˇtejemo
AB =
nX
i=1
aibi .
Ta nacˇin mnozˇenja je uporaben pri kompresiji in rekonstrukciji podatkov.
• Blocˇno mnozˇenje (izrek 1.30): Obe matriki razrezˇemo na bloke, ki se dime-
zijsko ujemajo. Bloke potem med seboj mnozˇimo. Ta nacˇin je uporaben
v racˇunalniˇstvu pri mnozˇenju zelo velikih matrik, ko z bloki lahko izkori-
stimo prednosti hitrih zacˇasnih pomnilnikov.
1.2.2 Enotska matrika
Med realnimi sˇtevili ima 1 (enota) posebno vlogo pri mnozˇenju: za vsako realno
sˇtevilo x je 1 · x vedno enako x. Smiselno se je vprasˇati, ali imamo tako enoto
tudi pri mnozˇenju matrik.
Zaradi posebnosti matricˇnega mnozˇenja
• produkt matrike Am⇥n z matriko Bn⇥p je matrika reda m⇥ p in
• matricˇni produkt ni komutativen,
moramo vprasˇanje (pravzaprav dve vprasˇanji) zastaviti nekoliko drugacˇe:
1. Ali obstaja matrika I, da za vsako matriko Am⇥n velja AI = A?
2. Ali obstaja matrika I, da za vsako matriko Am⇥n velja IA = A?
Odgovor na obe vprasˇanji je pritrdilen.
Izrek 1.31 Kvadratna matrika Ik reda k⇥k, ki ima vse diagonalne elemente
enake 1, vse ostale elemente pa 0
Ik =
26664
1 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
37775 ,
ima lastnost, da za vsako matriko A reda m⇥ n velja AIn = A in ImA = A.
Matrika Ik se imenuje enotska ali identicˇna matrika.
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Dokaz: Najprej preverimo, kaj mnozˇenje z matriko In naredi s poljubnim
vektorjem x 2 Rn. Produkt Inx izracˇunamo kot linearno kombinacijo stolpcev
matrike In:
Inx = x1e1 + · · ·+ xnen ,
kjer so ei zaporedni stolpci matrike In, to so vektorji, katerih vse komponente
so 0, razen i-te, ki je enaka 1. Linearna kombinacijo Inx je zato enaka x.
Produkt InA racˇunamo po stolpcih. Vsi stolpci matrike A ostanejo nespre-
menjeni, zato je tudi InA = A.
Da je produkt AIn enak A dokazˇemo podobno, le da uporabimo mnozˇenje po
vrsticah.
1.3 Naloge
1. V koordinatni ravnini nariˇsi vektorje a =

3
1
 
, b =
  2
2
 
in c =
2
 3
 
!
2. Izracˇunaj in v koordinatni ravnini nariˇsi vsote a + b in a + c ter razliko
b  c vektorjev iz prejˇsnje naloge.
3. V koordinatni ravnini nariˇsi vektorja a =
  2
3
 
in b =

3
2
 
. Izracˇunaj
in nariˇsi vektorja 2a+ 3b in  a+ 2b.
4. Izracˇunaj linearni kombinacji 3x 2y in ax+by, cˇe sta vektorja x =

5
3
 
in y =

4
 1
 
.
5. Koliko morata biti vrednosti skalarjev a in b, da bo linearna kombinacija
a

3
2
 
+ b
  2
1
 
enaka

5
8
 
?
6. Katero mnozˇico tocˇk dolocˇajo naslednje linearne kombinacije vektorjev
u =
  1
1
 
in v =

1
1
 
:
(a) 12u+
1
2v;
(b) au+ bv, kjer je 0  u  1 in 0  u  1;
(c) au+ bv, kjer je  1  u  1 in  1  u  1;
(d) au+ (1  a)v, kjer je 0  a  1;
(e) au+ (1  a)v, kjer je a 2 R?
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Slika 1.18: Pravilni sˇestkotnik
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Slika 1.19: Diagonali v paralelogramu se razpolavljata
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7. V pravilnem sˇesterokotniku ABCDEF naj bo vektor p = AB in q = BC
(slika 1.18). Z vektorjema p in q zapiˇsi vektorje AD, CD, DE, EF , FA,
AC, DF in AE.
8. S pomocˇjo vektorjev se prepricˇaj, da se diagonali v paralelogramu razpo-
lavljata.
Namig: S pomocˇjo vektorjev a = AB in b = AD izrazi vektorja AF in
BF ter izracˇunaj koliksˇen del vektorja AC je vektor AF in koliksˇen del
vektorja BD je vektor BF (slika 1.19).
-
6
A B
CD
a
b
E
F
G
H
  
  
  
  
  
  
A
A
A
A
A
A
A
A
A
A
AA
            
A
A
A
A
A
A
A
A
A
A
AA
I
J
K
L
Slika 1.20: Isˇcˇemo plosˇcˇino manjˇsega kvadrata
9. V kvadratu, ki ima stranico dolzˇine 1 in z ogliˇscˇi A, B, C in D naj bo
tocˇka E razpoloviˇscˇe stranice BC, tocˇka F razpoloviˇscˇe stranice CD, tocˇka
g razpoloviˇscˇe stranice DA in tocˇka H razpoloviˇscˇe stranice AB. Ko
nariˇsemo daljice AE, BF , CG in DH, nastane sredi kvadrata manjˇsi
kvadrat (slika 1.20). Koliksˇna je njegova plosˇcˇina?
Namig: S pomocˇjo vektorjev a = AB in b = AD izrazi vektorja AJ in
BJ .
10. Za vektorje u =

5
1
 
, v =
  1
4
 
in w =
  3
2
 
izracˇunaj skalarne
produkte u ·v, u ·w in u ·(v w). Ali distributivnost velja tudi za razliko?
11. Izracˇunaj dolzˇino vsakega od naslednjih vektorjev:
u =
  1
2
 
, v =
24  12
2
35 , w =
2664
0
0
0
0
3775 , x =
2664
 1
5
 3
1
3775 .
12. Koliko je dolzˇina vektorja b   a, cˇe je ||a|| = 10, ||b|| = 20 in dolzˇina
vektorja a+ b enaka 24?
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13. Nenicˇelna vektorja x in y sta pravokotna. Koliko mora biti parameter c,
da bo linearna kombinacija x+ cy pravokotna na vsoto x+ y?
14. Katere izmed naslednjih enakosti so A) vedno pravilne; B) vedno napacˇne;
C) njihova pravilnost je odvisna od izbire vektorjev :
(a) a ||a|| = ||a||2;
(b) ||a||a · a = ||a||3;
(c) ||a||2 a = ||a||3;
(d) a (a · b) = ||a||2 b;
(e) a (b · b) = a ||b||2;
(f) (a+ b) · (a+ b) = ||a||2 + 2a · b+ ||b||2;
(g) (a+ b) · (a  b) = ||a||2   ||b||2;
(h) (a · b)2 = ||a||2 ||b||2 ?
15. Izracˇunaj a·b, cˇe sta a = 3u 2v in b = u+4v, kjer sta u in v pravokotna
enotska vektorja!
16. V koordinatni ravnini nariˇsi vektorje i =

1
0
 
, j =

0
1
 
, x =

1
1
 
,
y =

2
 1
 
in z =
  3
1
 
ter izracˇunaj kote med i in x, j in x, j in y, j
in z, x in z. Preveri, ali izracˇunani koti ustrezajo narisanim!
17. Izracˇunaj kosinus kota med vektorjema a = 3u + 2v in b = u + 5v, kjer
sta u in v pravokotna enotska vektorja!
18. V prostoru R3 imamo tocˇkeA( 6, 4, 2), B(2, 4, 2) in C(8, 1, 0). Izracˇunaj
dolzˇine stranic in kosinuse kotov trikotnika 4ABC !
19. Izracˇunaj dolzˇino vektorja (3i+ 4j+ 5k)⇥ (i+ 6j+ 4k) !
20. Izracˇunaj koordinate vektorja x, o katerem vemo:
(a) Dolzˇina ||x|| = 14;
(b) x je pravokoten na vektorja j+ 2k in 3i+ j;
(c) Kot med x in i je manjˇsi kot ⇡/2.
21. Vektorja a dolzˇine 7 in b dolzˇine 6 oklepata kot ⇡/6. Izracˇunaj ||a⇥ b||!
22. Trikotnik je dolocˇen z ogliˇscˇiA(1, 1, 2), B(5, 6, 2) in C(1, 3, 1). Izracˇunaj
viˇsino vC !
23. Poenostavi naslednje izraze:
(a) i⇥ (j+ k)  j⇥ (i+ k) + k⇥ (j+ j+ k);
(b) (a+ b+ c)⇥ c+ (a+ b+ c)⇥ b+ (b  c)⇥ a;
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(c) (2a+ b)⇥ (c  a) + (b+ c)⇥ (a+ b).
24. Vektorja a in b imata dolzˇino 5 in oklepata kot ⇡/4. Koliksˇna je plosˇcˇina
trikotnika, ki ga oklepata vektorja a  2b in 3a+ 2b?
25. Kaksˇnim pogojem morata zadosˇcˇati vektorja a in b, da bo enacˇba a =
b⇥ x resˇljiva glede na x? Koliko resˇitev obstaja?
26. Dokazˇi, da za poljubne tri vektorje a,b, c 2 R3 velja Lagrangeova identi-
teta
a⇥ (b⇥ c) = b(a · c)  c(a · b) !
27. Preveri, cˇe vektorji a, b in c lezˇijo v isti ravnini:
(a) a =
24 23
 1
35, b =
24 1 1
3
35 in c =
24 14
 4
35;
(b) a =
24 10
1
35, b =
24 11
0
35 in c =
24 11
1
35;
(c) a =
24 11
 6
35, b =
24  11
 4
35 in c =
24 20
 2
35.
28. Izracˇunaj prostornino tetraedra z ogliˇscˇiA(1, 3, 2), B( 3, 2, 0), C(4, 9, 5)
in D(6, 7, 3)!
29. Tocˇke A(1, 2, 4), B(2, 0, 1) in C(1, 1, 2) so tri ogliˇscˇa tetraedra. Cˇetrto
ogliˇscˇe je na osi z. Dolocˇi ga tako, da bo imel tetraeder prostornino 1.
30. Kateri izmed naslednjih parov ravnin so vzporedni?
(a) 4x+ 2y   4z = 7 in 2x  y   2z   3 = 0;
(b) x  3y + 2z = 3 in  x+ 3y   2z = 5;
(c) 4x  6y + 10z = 8 in x  32y + 2.5z = 4;
(d) 2x  3y + 5z = 7 in 4x  3y   10z = 14.
31. Pod koliksˇnim kotom se sekata ravnini x  2y + 2z = 8 in x+ z   6?
32. Zapiˇsi enacˇbo ravnine, ki vsebuje tocˇko A(2, 1, 3) in odseka od koordi-
natnih osi enake segmente!
33. Zapiˇsi enacˇbo ravnine, v kateri lezˇita tocˇka A(2, 1, 4) in B(1, 2, 0) in je
vzporedna vektorju j+ 2k!
34. V kateri tocˇki se sekajo ravnine 2x  y + 3z   9 = 0, x+ 2y + 2z   3 = 0
in 3x+ y   4z + 6 = 0?
35. Izracˇunaj razdaljo od tocˇke A(1, 2, 1) do ravnin
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(a) 2x  3y + 6z = 9;
(b) 2x  2y   z = 13;
(c) 4y + 3z = 0.
36. Napiˇsi enacˇbo ravnine, ki vsebuje tocˇko A(3, 1, 1) in je pravokotna na
ravnini 3x  y + 2z = 3 in x+ 2y + z = 12!
37. Napiˇsi enacˇbo ravnine, ki vsebuje tocˇki A(1, 2, 0) in B(1, 1, 2) in je pravo-
kotna na ravnino x+ 2y = 7 !
38. Zapiˇsi enacˇbo ravnine, ki vsebuje tocˇkeA(1, 0, 2), B(2, 1, 3) in C( 3, 2, 2)!
39. Izracˇunaj prostornino piramide, ki jo omejujejo vse tri koordinatne ravnine
in ravnina 6x  3y + 2z = 12.
40. Katera tocˇka na ravnini 3x + 4y   2z = 12 je najblizˇja koordinatnemu
izhodiˇscˇu?
41. Prva premica je dolocˇena kot presek ravnin x y+z = 4 in 2x+y 2z =  5,
druga kot presek ravnin x + y + z = 4 in 2x + 3y   z = 6. Zapiˇsi enacˇbi
obeh premic, nato pa:
(a) cˇe se premici sekata, izracˇunaj kosinus kota;
(b) cˇe se ne sekata, izracˇunaj njuno razdaljo.
42. V kateri tocˇki in pod kaksˇnim kotom premica x+12 = y   2 = z 1 1 seka
ravnino 3x  2y + z = 3?
43. Dolocˇi parameter c tako, da se bosta premici x 12 =
y+2
 1 =
z 4
3 in
x+1
 1 =
y 2
2 =
z c
2 sekali!
44. Dani sta tocˇka A(0, 1, 2) in premica p
x  1
2
= y =
z + 1
0
,
ki ne vsebuje tocˇke A (preveri!).
(a) Zapiˇsi enacˇbo ravnine, ki vsebije premico p in tocˇko A;
(b) Zapiˇsi enacˇbo ravnine, ki vsebuje tocˇko A in je pravokotna na premico
p;
(c) Zapiˇsi enacˇbo premice, ki vseboje tocˇko A in pravokotno seka premico
p;
(d) Izracˇunaj razdaljo tocˇke A od premice p.
45. Za mimobezˇni (preveri!) premici p s kanonicˇno enacˇbo x+44 =
y+3
 2 =
z+7
3
in q s kanonicˇno enacˇbo x+5 4 =
y 2
 1 =
z 21
6
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(a) Napiˇsi enacˇbo ravnine, ki vsebuje premico p in je pravokotna na
premico q;
(b) Napiˇsi enacˇbo ravnine, ki vsebuje premico q in je vzporedna premici
p;
(c) Izracˇunaj razdaljo med premicama p in q.
46. Za matriki
A =

3 2
4 1
 
in B =

2  1
3  2
 
izracˇunaj linearno kombinacijo xA+ yB, ko je
(a) x = 2 in y = 1;
(b) x = 4 in y =  3.
47. Izracˇunaj produkte matrike z vektorjem:
(a)
24 1  3 23  4 1
2  5 3
3524 21
3
35 ;
(b)
24 5 0 2 34 1 5 3
3  1 1 2
35
2664
6
 2
4
 3
3775 ;
(c)
⇥
4 6  3 2 0  5 ⇤
26666664
2
1
3
8
 9
4
37777775 .
48. Zapiˇsi magicˇno kvadratno matriko M3 dimenzije 3, katere elementi so
sˇtevila 1, 2, . . . , 9, razporejena tako, da je vsota sˇtevil v vsakem stolpcu,
vsaki vrstici in na obeh diagonalah enaka 15. Koliko je produkt ma-
trike M3 z vektorjem [1, 1, 1]T ? Koliko je produkt magicˇne matrike M4
dimenzije 4 z vektorjem [1, 1, 1, 1]T , cˇe so elementi matrike M4 sˇtevila
1, 2, . . . , 16?
49. Kvadratna sudoku matrika S reda 9 ima elemente iz mnozˇice {1, 2, . . . , 9}
razporejeno tako, da so sˇtevila v vsaki vrstici in v vsakem stolpcu med se-
boj razlicˇna. Koliko je produkt matrike S z vektorjem samih enk [1, . . . , 1]T ?
50. Izracˇunaj produkte matrik
• po vrsticah (definicija 1.26);
• po stolpcih (izrek 1.28);
• kot skalarne produkte (izrek 1.27);
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• kot vsoto produktov stolpcev in vrstic (izrek 1.29):
(a)

3 2
4 1
  
2  1
3  2
 
;
(b)

3 2
7 3
    28 93
38  126
  
7 3
2 1
 
;
(c)
24 5 8  46 9  5
4 7  3
3524 3 2 54  1 3
9 6 5
35 ;
(d)
2664
4 2 3
6 3 2
2  3 5
 2 3  1
3775
24  2  32 3
4 2
35 5
1
 
.
51. Izracˇunaj potence matrik:
(a)

2  3
4  1
 4
;
(b)
24 1  2 3 7 3  4
3  1 5
353;
52. Izracˇunaj potence matrik! Navodilo: najprej ugotovi pravilo, potem dokazˇi
z matematicˇno indukcijo, da pravilo velja za vsak n 2 N:
(a)

1 2
0 1
 n
;
(b)

x 0
1 x
 n
;
(c)

cos↵ sin↵
  sin↵ cos↵
 n
.
53. Poiˇscˇite vse matrike, ki komutirajo z matriko:
(a)

1 2
3 4
 
;
(b)

3  5
 2 4
 
;
(c)
24 1 2 30 1 2
0 0 1
35.
54. Poiˇscˇi vse matrike reda 2⇥ 2, katerih kvadrat je enak nicˇelni matriki O2!
55. Poiˇscˇi vse matrike reda 2⇥ 2, katerih kvadrat je enak enotski matriki I2!
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56. Kako se spremeni produkt AB matrik A in B, cˇe:
(a) v matriki A zamenjamo i-to in j-to vrstico,
(b) v matriki A priˇstejemo i-ti vrstici j-to vrstico, pomnozˇeno z x,
(c) v matriki B zamenjamo i-ti in j-ti stolpec,
(d) v matriki B priˇstejemo i-temu stolpcu z y pomnozˇen j-ti stolpec ?
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Poglavje 2
Sistemi linearnih enacˇb
2.1 Vektorji in linearne enacˇbe
Resˇevanje sistemov linearnih enacˇb je osnovni problem linearne algebre. Enacˇbe
so linearne, kadar je vsaka neznanka pomnozˇena le s sˇtevilom, nikoli z drugo
neznanko.
V tem poglavju se bomo ukvarjali z resˇevanjem sistemov n linearnih enacˇb
z n neznankami, ki mu vcˇasih recˇemo kvadratni sistem linearnih enacˇb, v nasle-
dnjih poglavjih pa bomo pogledali, kako se lotiti resˇevanja sistemov linearnih
enacˇb, cˇe je neznank vecˇ kot enacˇb ali cˇe je enacˇb vecˇ kot neznank.
Kvadratne sisteme linearnih enacˇb bomo resˇevali z metodo Gaussove eli-
minacije, ki jo bomo s pomocˇjo operacij nad matrikami preformulirali kot LU
razcep.
2.1.1 Dve enacˇbi z dvema neznankama
Za zacˇetek si oglejmo zelo preprost sistem dveh enacˇb z dvema neznankama in
poglejmo, kaj nam tak sistem enacˇb lahko pove:
2x +y = 4
 x +2y = 3 . (2.1)
Vrsticˇna slika
Najprej si oglejmo ta sistem enacˇb po vrsticah, po eno enacˇbo naenkrat. Prva
enacˇba 2x + y = 4 predstavlja enacˇbo premice v ravnini xy. Premico najlazˇe
nariˇsemo, cˇe najdemo dve tocˇki, ki lezˇita na njej. Cˇe si za vrednost spremenljivke
x izberemo x = 0, potem iz enacˇbe ugotovimo, da je ustrezna vrednost druge
spremenljivke y = 4, torej tocˇka (0, 4) lezˇi na premici. Drugo tocˇko dobimo, cˇa
za x izberemo kaksˇno drugo vrednost, na primer x = 2 in iz enacˇbe ugotovimo,
da je ustrezna vrednost druge spremenljivke y = 0, torej tudi tocˇka (2, 0) lezˇi
na premici. Obe tocˇki nariˇsemo v koordinatnem sistemu in skoznju nariˇsemo
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Slika 2.1: Sistem enacˇb (2.1), pogled skozi vrstice.
premico (slika 2.1.1). Vse tocˇke na tej premici predstavljajo vse resˇitve prve
enacˇbe 2x+ y = 4.
Drugo premico ( x+ 2y = 3) nariˇsemo podobno. Cˇe za x izberemo x = 1,
dobimo ustrezen y = 2, torej tocˇko (1, 2), za x =  3 pa y = 0, torej tocˇko
( 3, 0). Tudi ti dve tocˇki nariˇsemo skupaj s premico, na kateri lezˇita. Tocˇke na
tej premici predstavljajo vse resˇitve druge enacˇbe  x+ 2y = 3.
Resˇitve sistema enacˇb (2.1) morajo hkrati resˇiti obe enacˇbi, torej morajo
lezˇati hkrati na obeh premicah, kar pomeni, da tocˇka, ki je presecˇiˇscˇe obeh
premic, predstavlja resˇitev sistema. Zlahka vidimo, da se obe premici sekata v
tocˇki (1, 2). Ta tocˇka lezˇi na obeh premicah, torej vrednosti neznank x = 1 in
y = 2 resˇita obe enacˇbi, zato je to resˇitev sistema enacˇb.
Cˇe bi bili premici, ki ju dolocˇata enacˇbi, vzporedni ali pa bi se prekrivali, bi
bila seveda slika drugacˇna. Dve vzporedni premici nimata skupnega presecˇiˇscˇa
zato sistem enacˇb ne bi imel resˇitve. Cˇe pa bi se premici prekrivali, bi bila vsaka
njena tocˇka skupna tocˇka obeh premic, zato bi bila tudi vsaka resˇitev ene izmed
obeh enacˇb tudi resˇitev druge; sistem enacˇb bi imel neskoncˇno mnogo resˇitev,
ki bi vse lezˇale na tej premici.
Stolpcˇna slika
Poglejmo na sistem linearnih enacˇb (2.1) sˇe po stolpcih, to je kot vektorsko
enacˇbo. Namesto po vrsticah, ga lahko zapiˇsemo po stolpcih. Tako dobimo eno
vektorsko enacˇbo, ki je enakovredna obema enacˇbama sistema (2.1)
x

2
 1
 
+ y

1
2
 
=

4
3
 
. (2.2)
Sestavili smo dva vektorja: komponente prvega so koeficienti neznanke x
v sistemu enacˇb (2.1), komponente drugega so koeficienti neznanke y. Isˇcˇemo
take utezˇi linearne kombinacije obeh vektorjev (slika 2.2), da bo rezultat enak
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Slika 2.2: Sistem enacˇb (2.1), pogled skozi stolpce.
vektorju desnih strani sistema enacˇb b. Cˇe za utezˇi izberemo x = 1 in y = 2
(ista resˇitev kot v vrsticˇnem primeru), dobimo vektor b.
Vprasˇamo se lahko tudi, kaj je mnozˇica vseh linearnih kombinacij teh dveh
vektorjev. V nasˇem primeru je je mnozˇica vseh linearnih kombinacij
x

2
 1
 
+ y

1
2
 
,
ker sta vektorja neodvisna, cela ravnina R2, kar pomeni, da bo imel vsak sistem
linearnih enacˇb, ki ima leve strani iste kot sistem (2.1) resˇitev, ne glede na to,
kaksˇen vektor stoji na desni strani.
Dokler sta vektorja, s katerima sta pomnozˇeni neznanki, nedovisna, lahko
sestavimo njuno linearno kombinacijo tako, da bo enaka kateremukoli vektorju
v R2, kar pomeni, da ima sistem enacˇb resˇitev ne glede na to, kaksˇen vektor
stoji na desni strani sistema. Tezˇave pa se pojavijo, cˇe vektorja nista linearno
neodvisna. V tem primeru vse njune linearne kombinacije lezˇijo na premici, ki
lezˇi v smeri tega vektorja in poteka skozi koordinatno izhodiˇscˇe. Sistem bo imel
resˇitev le v primeru, ko tudi vektor na desni strani sistema lezˇi na tej premici.
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Primer 2.1 Poglejmo si sˇe sistem enacˇb
x +2y = b1
2x +4y = b2 . (2.3)
Najprej na ta sistem poglejmo po vrsticah: vsaka od enacˇb predstavlja pre-
mico v ravnini. Ker sta ti dve premici vzporedni, se ne sekata in sistem nima
nobene resˇitve, razen, kadar se premici pokrivata, kar se zgodi, cˇe je b2 = 2b1.
V tem primeru je skupnih tocˇk neskoncˇno, ravno tako pa je neskoncˇno tudi
resˇitev sistema.
Cˇe na ta isti sistem enacˇb pogledamo sˇe skozi stolpcˇna ocˇala, lahko ugotovimo,
da sta vektor a1 = [1, 2]T , ki je pomnozˇen z neznanko x in vektor a2 = [2, 4]T ,
ki je pomnozˇen z neznanko y, linearno odvisna. Vse njune linearne kombi-
nacije xa1 + ya2 so mnogokratniki tega vektorja, torej lahko enaki vektorju
desnih strani b = [b1, b2]T le, kadar je tudi b mnogokratnik vektorja a1, torej
kadar je b2 = 2b1. V tem primeru je resˇitev neskoncˇno, kot smo zˇe ugotovili,
ko smo na sistem pogledali skozi vrstice.
Matricˇni zapis
Sistem linearnih enacˇb, kot je (2.1), lahko bolj kompaktno zapiˇsemo v matricˇni
obliki. Koeficiente sistema enacˇb zapiˇsemo v matriko sistema
A =

2 1
 1 2
 
,
neznanke v vektor x
x =

x
y
 
,
ter desne strani enacˇb v vektor desnih strani b
b =

4
3
 
,
pa lahko, v skladu s definicijo 1.24, sistem zapiˇsemo na kratko kot Ax = b. Za
sistem linearnih enacˇb bomo v nadaljevanju najpogosteje uporabljali matricˇni
zapis.
2.1.2 Tri enacˇbe s tremi neznankami (pa tudi vecˇ)
Podobno, kot smo obravnavali sistem dveh enacˇb z dvema neznankama, lahko
vzamemo pod drobnogled primer sistema treh linearnih enacˇb s tremi neznan-
kami:
x+ 2y + 3z = 5
 2x+ y   z =  5 (2.4)
2x  3y + z = 7 .
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Vrsticˇna slika
Enacˇbe v sistemu (2.4) lahko gledamo po vrsticah, po eno enacˇbo naenkrat.
Vsaka od enacˇb dolocˇa ravnino v prostoru R3. Skupna resˇitev vseh treh enacˇb
ustreza tocˇki, v kateri se vse tri ravnine sekajo. V tem primeru imamo eno samo
resˇitev sistema, to je x = 1, y =  1 in z = 2.
Cˇe bi bile tri ravnine v drugacˇni medsebojni legi, npr. da bi bili dve ravnini
vzporedni ali bi bila tretja ravnina vzporedna premici, v katerih se sekata ostali
dve, se vse tri ravnine ne bi sekale, zato sistem enacˇb ne bi imel resˇitve. V
primeru, ko bi se vse tri ravnine sekale v skupni premici ali bi se celo pokrivale,
bi imele vecˇ skupnih tocˇk in tudi sistem enacˇb bi imel lahko vecˇ resˇitev (eno-
ali dvo-parametricˇno druzˇino resˇitev).
Stolpcˇna slika
Na enacˇbe v sistemu (2.4) lahko pogledamo tudi po stolpcih. Dobimo vektorsko
enacˇbo (z vektorji iz R3), ki je enakovredna vsem trem enacˇbam
x
24 1 2
2
35+ y
24 21
 3
35+ z
24 3 1
1
35 =
24 5 5
7
35 . (2.5)
Isˇcˇemo tako linearno kombinacijo treh vektorjev, da bomo dobili vektor na desni
strani enacˇbe. Zopet lahko ugotovimo, da je to gotovo resˇljiva naloga, kadar
trije vektorji na levi strani ne lezˇijo v isti ravnini. Tedaj obstaja en sam nabor
x, y in z koeficientov linearne kombinacije, ki nam da vektor na desni strani, to
pomeni, da ima sistem enacˇb (2.4) natanko eno resˇitev.
Kadar pa lezˇijo vsi trije vektorji v isti ravnini, ali pa celo na isti premici,
takrat obstaja resˇitev le, kadar na tej isti ravnini ali premici lezˇi tudi vektor na
desni strani enacˇbe (2.4), dobrih linearnih kombinacij je v tem primeru veliko,
prav tako veliko je tudi resˇitev sistema (2.4). Cˇe pa vektor desnih strani ne lezˇi
na ravnini, na kateri so vektorji z leve strani enacˇbe (2.5), z resˇitvijo te enacˇbe,
kakor tudi z resˇitvijo enacˇbe (2.4), ne bo nicˇ.
Vecˇji sistemi
Za sisteme linearnih enacˇb z n > 3 neznankami (in n enacˇbami) je slika po-
dobna. Na sistem enacˇb lahko gledamo po vrsticah, vsako enacˇbo posebej.
Vsaka enacˇba predstavlja n  1 razsezˇno hiperravnino v n razsezˇnem prostoru.
Cˇe se vseh n takih hiperravnin seka v eni sami tocˇki, ta tocˇka predstavlja edino
resˇitev tega sistema. Kadar pa hiperravnine nimajo nobene skupne tocˇke, resˇitev
ne obstaja. Zgodi pa se lahko, da imajo hiperravnine skupno vecˇk kot eno tocˇko
(skupno premico, ravnino, . . . ), v tem primeru ima sistem enacˇb eno- dvo- ali
vecˇ-parametricˇno druzˇino resˇitev.
Cˇe na sistem n enacˇb z n neznankami pogledamo po stolpcih, iˇscˇemo linearno
kombinacijo n vektorjev z n komponentami, ki je enaka vektorju desnih strani.
Obstoj resˇitve je odvisen od tega, kaksˇno mnozˇico predstavlja mnozˇica vseh
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linearnih kombinacij stolpcˇnih vektorjev. Cˇe je vektor desnih strani znotraj te
mnozˇice, sistem ima resˇitev, v nasprotnem primeru resˇitve ni.
Pomembno vprasˇanje, ki ga bomo obravnavali v tem in naslednjem poglavju,
lahko formuliramo kot:
• Ali ima sistem linearnih enacˇb Ax = b resˇitev za vsak vektor b?
Cˇe na sistem pogledamo skozi stolpce, lahko isto vprasˇanje zastavimo drugacˇe:
• Ali lahko vse linearne kombinacije stolpcev matrike napolnijo ves prostor
Rn?
Odgovor na to vprasˇanje je seveda odvisen od matrike A in ga bomo formulirali
v naslednjem poglavju.
2.2 Gaussova eliminacija
V tem poglavju se bomo resˇevanja sistemov linearnih enacˇb lotili sistematicˇno.
Metoda, ki jo bomo uporabljali, se imenuje eliminacija, ker z njeno pomocˇjo
sistematicˇno izlocˇamo (eliminiramo) neznanke iz enacˇb. Zacˇnimo s primerom.
Primer 2.2 Poskusimo resˇiti sistem linearnih enacˇb
x  2y = 1
3x +2y = 11 .
Cˇe prvo enacˇbo, pomnozˇeno s 3, odsˇtejemo od druge enacˇbe, dobimo
x  2y = 1
8y = 8 .
Tako smo prvo neznanko (x) iz druge enacˇbe eliminirali. Ostala je le neznanka
y, zato drugo enacˇbo lahko resˇimo, in dobimo y = 1. Ker vrednost za y zˇe
poznamo, imamo v prvi enacˇbi le sˇe neznanko x (poleg znanke y). Tako
dobimo iz prve enacˇbe x  2 = 1 sˇe vrednost neznanke x = 3.
Z eliminacijo smo sistem enacˇb prevedli v zgornjetrikotno obliko. Sistem
enacˇb, ki je v zgornjetrikotni obliki resˇimo od zadnje enacˇbe proti prvi. Na
vsakem koraku moramo resˇiti le eno enacˇbo z eno samo neznanko.
Poglejmo sˇe en primer. Tokrat naj bo sistem treh enacˇb s tremi nezankami, ki
ga bomo, zaradi boljˇse preglednosti, zapisali v matricˇni obliki. Da bi vse podatke
o sistemu enacˇb zapakirali v matriko, bomo uporabili razsˇirjeno matriko, ki jo
naredimo tako, da matriki A sistema Ax = b dodamo vektor desnih strani kot
poseben stolpec. Razsˇirjena matrika je tako R = [A|b].
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Primer 2.3 Eliminacija: Resˇujemo sistem linearnih enacˇb
x+ 3y   2z = 3
3x+ 8y   5z = 8 (2.6)
2x+ 4y + z = 7 .
Razsˇirjena matrika tega sistema je
R =
24 1 3  2 33 8  5 8
2 4 1 7
35 .
Vse potrebne operacije bomo izvajali nad to razsˇirjeno matriko, zato se spo-
mnimo, da so v prvem stolpcu matrike koeficienti pri neznanki x, v drugem
stolpcu koeficienti pri neznanki y in v tretjem stolpcu koeficienti pri neznanki
z. Zadnji stolpec (locˇen od ostale matrike z navpicˇno cˇrto) vsebuje desne
strani sistema enacˇb.
V prvem koraku bomo iz druge enacˇbe znebili neznanke x, v drugem koraku pa
se bomo x-a znebili sˇe iz druge enacˇbe. Pri obeh korakih bo kljucˇen element 1,
prvi element v prvi vrstici. Ta element, s pomocˇjo katerega bomo eliminirali
koeficiente v istem stolpcu v nizˇjih vrsticah, bomo imenovali pivot. Pivote
bomo, zaradi boljˇse vidnosti, zaprli v kvadratke.
Sˇtevilo 3 v drugi vrstici, prvem stolpcu (element (2, 1) v matriki) eliminiramo
tako, da od 2. vrstice odsˇtejemo s 3 pomnozˇeno prvo vrstico24 1 3  2 33 8  5 8
2 4 1 7
35 (2,1) !
24 1 3  2 30  1 1  1
2 4 1 7
35 .
V naslednjem koraku (oznacˇili ga bomo z (3,1)) bomo eliminirali element (3, 1)
(3. vrstica, 1. stolpec) tako, da bomo od prve vrstice odsˇteli z 2 pomnozˇeno
prvo vrstico24 1 3  2 30  1 1  1
2 4 1 7
35 (3,1) !
24 1 3  2 30  1 1  1
0  2 5 1
35 .
Ostane nam sˇe zadnji korak eliminacije - odstraniti moramo sˇtevilo  2 na
mestu (3, 2). To dosezˇemo tako, da uporabimo element (2, 2) kot pivot in od
3. vrstice odsˇtejemo z 2 pomnozˇeno 2. vrstico24 1 3  2 30  1 1  1
0  2 5 1
35 (3,2) !
264 1 3  2 30  1 1  1
0 0 3 3
375 .
S tem smo matriko pretvorili v zgornjetrikotno obliko. Zapiˇsimo sˇe sistem
linearnih enacˇb, ki ga opisuje zadnja matrika
x+ 3y   2z = 3
 y + z =  1 (2.7)
3z = 3 .
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V primeru 2.3 smo razsˇirjeno matriko sistema enacˇb preoblikovali v zgor-
njetrikotno obliko. Ker smo pri tem uporabljali samo operacije, ki bi jih lahko
uporabljali tudi nad samim sistemom enacˇb (odsˇtevanje mnogokratnika neke
vrstice oz. enacˇbe od neka druge vrstice oz. enacˇbe), se pri tem preobikovanju
resˇitev sistema enacˇb ne spremani. Sistem enacˇb, ki ga opisuje zgornjetriko-
tna matrika, ki je koncˇni rezultat Gaussove eliminacije, ima isto resˇitev, kot
prvotni sistem linearnih enacˇb. Da bi do te resˇitve priˇsli, moramo iz dobljenih
enacˇb v obratnem vrstnem redu (od zadnje enacˇbe do prve) izracˇunati vrednosti
neznank, kar naredimo s postopkom obratnega vstavljanja.
Primer 2.4 Ko smo sistem enacˇb v primeru 2.3 preoblikovali v zgornjetriko-
tno obliko, ga lahko enostavno resˇimo. Iz zadnje vrstice razsˇirjene matrike (za-
dnje enacˇbe sistema) preberemo vrednost zadnje spremenljivke z = 1. Druga
vrstica matrike (druga enacˇba) vsebuje neznanko y in sedaj zˇe znanko z, zato
lahko iz  y + z =  1 izracˇunamo, da je y = 2. Sedaj, ko poznamo vredno-
sti neznank y in z, prva vrstica matrike (prva enacˇba sistema) vsebuje le sˇe
neznanko x, torej lahko iz x+ 3y   2z = 3 izracˇunamo x =  1.
Sistem linearnih enacˇb lahko resˇimo v dveh korakih: najprej z Gaussovo
eliminacijo razsˇirjeno matriko sistema preoblikujemo v zgornjetrikotno obliko,
nato pa z obratnim vstavljanjem racˇunamo vrednosti neznank od zadnje proti
prvi.
Pri obeh postopkih imajo vazˇno vlogo pivoti. Pri Gaussovi eliminaciji najprej
s pomocˇjo pivota izracˇunamo mnozˇitelje
mnozˇitelj =
element, ki ga hocˇemo eliminirati
pivot v istem stolpcu
,
to so faktorji, s katerimi pomnozˇimo vrstico s pivotom, preden jo odsˇtejemo od
vrstice, v kateri hocˇemo eleminirati element.
Pri obratnem vstavljanju neznanko, ki jo v tem koraku racˇunamo, dobimo
kot
neznanka =
desna stran  vsota znank, pomnozˇenih s svojimi koeficienti
pivot v isti vrstici
.
Pri obeh postopkih, Gaussovi eliminaciji in obratnem vstavljanju, je pivot
sˇtevilo, s katerim delimo, zato ne sme biti enak 0.
Pozor! Pivot nikoli ne sme biti enak 0.
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Gaussova eliminacija — algoritem
Zapiˇsimo algoritem za preoblikovanje matrike sistema v zgornjetrikotno obliko
s pomocˇjo Gaussove eliminacije. Uporabili bomo notacijo programskega jezika
MATLAB, ki je dobro prilagojen za manipulacije z matrikami.
Algoritem 2.1 Cˇe je matrika A taka, da je A(k, k) (pivot) v k-ti vrstici
vedno razlicˇen od nicˇ, potem algoritem
for k = 1 : n  1
for i = k + 1 : n
M(i, k) = A(i, k)/A(k, k)
for j = k + 1 : n
A(i, j) =M(i, k) ⇤A(k, j)
end
b(i) = b(i) M(i, k) ⇤ b(k)
end
end
sistem linearnih enacˇb Ax = b preoblikuje v ekvivalentni sistem (kar po-
meni, da imata oba sistema iste resˇitve) enacˇb Ux = c, kjer je matrika U
zgornjetrikotna.
Gaussova eliminacija — sˇtevilo operacij
Za prakticˇno uporabo kateregakoli algoritma je pomembno vprasˇanje njegova
cena, oziroma sˇtevilo operacij, ki jih moramo pri izvajanju tega algoritma na-
rediti. Veliki sistemi linearnih enacˇb se pri znanstvenem racˇunanju pojavljajo
pogosto, simulacija tridimenzionalnega problema, na primer obtoka zraka okoli
letalskega krila ali vremenska napoved, nas zlahka pripelje do sistemov linear-
nih enacˇb z milijon ali vecˇ neznankami in pomembno je vedeti, ali lahko resˇitev
izracˇunamo preko nocˇi, ali pa bomo potrebovali vecˇ let.
Za oceno prakticˇne uporabnosti algoritmov je pomembno, da vemo, kako je
sˇtevilo potrebnih operacij (in s tem cˇas izvajanja algoritma) odvisno od velikosti
podatkov, v primeru sistemov linearnih enacˇb od sˇtevila neznank.
Presˇtejmo torej sˇtevilo operacij v algoritmu 2.1. V prvem koraku, ko elimi-
niramo elemente v prvem stolpcu, potrebujemo eno mnozˇenje in eno odsˇtevanje
za vsak nov element pod pivotno vrstico. Vsega skupaj moramo v prvem koraku
na novo izracˇunati n  1 elementov v vsaki od n  1 vrstic, za kar je potrebno
2(n   1)2 operacij, poleg tega pa moramo izracˇunati sˇe n   1 mnozˇiteljev ter
n 1 krat popraviti desno stran b(i), torej imamo v prvem koraku 2n(n 1) ope-
racij. Ker nas zanima le vodilni cˇlen koncˇnega rezultata, lahko to poenostavimo
v 2n2. V naslednjem koraku ponovimo eliminacijski korak na matriki, ki je za
en stolpec in eno vrstico manjˇsa od prvotne, torej imamo priblizˇno 2(n   1)2
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operacij. Tako nadaljujemo do zadnjega koraka. Skupaj imamo priblizˇno
2
 
n2 + (n  1)2 + (n  2)2 + · · ·+ 22 + 12  = 2
6
n(n+ 1)(2n+ 1)
operacij. Ko je sˇtevilo neznank n veliko, je to priblizˇno enako 2n
3
3 , saj lahko
cˇlene nizˇjih redov zanemarimo. Tako lahko zakljucˇimo, da za resˇitev sistema
z 2n neznankami potrebujemo priblizˇno 8 krat toliko operacij (in cˇasa), kot za
sistem z n neznankami, za sistem z 10n neznankami pa 1000 krat toliko, kot za
sistem z n nezankami.
Obratno vstavljanje — algoritem
Zapiˇsimo sˇe algoritem za resˇitev zgornjetrikotnega sistema z obratnim vstavlja-
njem.
Algoritem 2.2 Naslednji algoritem izracˇuna resˇitev sistema linearnih enacˇb
Ux = c z zgornjetrikotno matriko U :
x(n) = c(n)/U(n, n)
for i = n  1 :  1 : 1
for j = i+ 1 : n
c(i) = c(i)  U(i, j) ⇤ x(j)
end
x(i) = c(i)/U(i, i)
end
Resˇitve sistema so ob izteku algoritma shranjene v vektorju x.
Seveda je tudi za uspesˇen zakljucˇek obratnega vstavljanja potrebno, da so
vsi pivoti razlicˇni od 0.
Obratno vstavljanje — sˇtevilo operacij
Presˇtejmo operacije pri obratnem vstavljanju . V notranji zanki (spremenljivka
j) vrednosti zˇe izracˇunanih neznank, pomnozˇenih s koeficientom uij , odsˇtejemo
od desne strani ci. Za to sta potrebni 2 operaciji, kar moramo ponoviti za
vsak koeficient uij , i > j v zgonjem trikotniku matrike U , teh je n(n  1) zato
je za prenos vseh zˇe izracˇunanih neznank na desno stran potrebnih priblizˇno
2n
2
2 = n
2 operacij. V zunanji zanki imamo eno operacijo (deljenje desne strani
ci s pivotom uii), kar znese skupaj n operacij, kar lahko zanemarimo v primerjavi
z n2. Zunaj zanke imamo sˇe eno operacijo, ki jo pri sˇtetju prav tako lahko
zanemarimo.
Obratno vstavljanje torej potrebuje priblizˇno n2 operacij, da resˇi sistem
enacˇb s zgornjetrikotno matriko.
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Direktno vstavljanje — algoritem
V nadaljevanju bomo resˇevali tudi sisteme Lx = b, kjer je matrika L spodnjetri-
kotna. Zapiˇsimo sˇe algoritem za resˇitev takega sistema z direktnim vstavljanjem.
Algoritem 2.3 Naslednji algoritem izracˇuna resˇitev sistema linearnih enacˇb
Lx = b s spodnjetrikotno matriko L:
x(1) = b(1)/U(1, 1)
for i = 2 : n
for j = 1 : i  1
b(i) = b(i)  U(i, j) ⇤ x(j)
end
x(i) = b(i)/U(i, i)
end
Resˇitve sistema so ob izteku algoritma shranjene v vektorju x.
Seveda je tudi za uspesˇen zakljucˇek direktnega vstavljanja potrebno, da so
vsi pivoti razlicˇni od 0.
Sˇtevilo operacij za direktno vstavljanje je, prav tako kot pri obratnem vsta-
vljanju, priblizˇno n2.
2.2.1 Ko Gaussova eliminacija odpove
Obicˇajno lahko z Gaussovo eliminacijo in obratnim vstavljanjem izracˇunamo
resˇitev sistema linearnih enacˇb, vendar je zmeraj mozˇnost, da metoda odpove.
Vzrok je seveda v tem, da se na mestu, kjer pricˇakujemo pivot, pojavi nicˇla.
Tako tezˇavo lahko pogosto enostavno odpravimo, vcˇasih pa je usodna, kar po-
meni, da resˇitve ne moremo izracˇunati. Poglejmo si tri tipicˇne primere.
Primer 2.5 Pri naslednjem sistemu enacˇb je 0 na mestu, kjer bi moral biti
pivot: 
0 2 4
3  2 5
 
menjava vrstic !
"
3  2 5
0 2 4
#
.
Tezˇavo lahko enostavno odpravimo tako, da zamenjamo vrstici v matriki, kar
pomeni, da smo zamenjali vrstni red enacˇb v sistemu.
V zgornjem primeru je na pivotnem mestu nicˇla, v stolpcu pod njo pa ele-
ment, razlicˇen od nicˇ. Ko zamenjamo vrstici, na pivotno mesto pride od nicˇ
razlicˇen element, ki ga lahko uporabimo kot pivot in nadaljujemo z eliminacijo.
Taka zamenjava vrstic med Gaussovo eliminacijo se imenuje pivotiranje. S pivo-
tiranjem pripeljemo na pivotno mesto nenicˇelen element, da lahko nadaljujemo
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z eliminacijo.
Primer 2.6 Po prvem koraku eliminacije se na pivotnem mestu pojavi 0
1  2 1
4  8 11
 
(2,1) !

1  2 1
0 0 7
 
Ker pod nicˇlo na pivotnem mestu ni nenicˇelnega sˇtevila, se iz tezˇave ne
moremo izviti z zamenjavo vrstic. Druga enacˇba v tem sistemu enacˇb je
0x + 0y = 7, enacˇba ocˇitno nima resˇitve. Tako tudi prvotni sistem nima
resˇitve. Vrsticˇna slika tega sistema pokazˇe, da obe enacˇbi predstavljata vzpo-
redni premici, ki se ne sekata.
Iz stolpcˇne slike ugotovimo, da sta stolpca matrike sistema kolinearna, vektor
desnih strani pa ne lezˇi na premici, ki jo dolocˇata oba stolpca, zato linearna
kombinacija stolpcev matrike, ki bi bila enaka vektorju desnih strani ne ob-
staja.
V naslednjem primeru pa ima sistem vecˇ resˇitev.
Primer 2.7 Cˇe v sistemu iz prejˇsnjega primera namesto 11 na desni strani
zadnje enacˇbe zapiˇsemo 4, dobimo
1  2 1
4  8 4
 
 !

1  2 1
0 0 0
 
Na mestu drugega pivota je nicˇla, boljˇsega kandidata za pivot ni, vendar je
nicˇla tudi na desni strani druge enacˇbe 0x + 0y = 0. To enacˇbo resˇita vsak
x in y, tako da nam ostane le prva enacˇba x  2y = 1. Tukaj lahko vrednost
neznanke y izberemo poljubno (zato recˇemo, da je y prosta neznanka), potem
je vrednost neznanke x doocˇena kot x = 1 + 2y.
Vrsticˇni pogled na ta sistem enacˇb nam pokazˇe dve premici, ki se pokrivata.
Vsaka tocˇka na teju premici zadosˇcˇa obema enacˇbama.
V stolpcˇni sliki so sedaj vsi trije vektorji (prvi in drugi stolpec matrike sistema
in stolpec desnih strani) kolinearni, zato lahko najdemo vecˇ kot eno linearno
kombinacijo obeh stolpcev, ki je enaka vektorju desnih strani.
Kadar se Gaussova eliminacija predcˇasno ustavi, ker je element na mestu,
kjer bi moral biti pivot, enak 0, imamo dve mozˇnosti.
• Cˇe je v istem stolpcu pod pivotnim mestom kaksˇen element razlicˇen od
0, lahko s pivotiranjem (zamenjavo vrstic) na pivotno mesto pripeljemo
element, ki je razlicˇen od 0 in z eliminacijo lahko nadaljujemo.
• Cˇe so v stolpcu pod nicˇlo na pivotnem mestu same nicˇle, eliminacijo na-
2.2. GAUSSOVA ELIMINACIJA 71
daljujemo na naslednjem stolpcu. Ob koncu eliminacije dobimo eno ali
vecˇ vrstic, ki imajo na levi strani same nicˇle.
– Cˇe je v vrstici, kjer so na levi same nicˇle, na desni strani sˇtevilo,
razlicˇno od nicˇ, sistem enacˇb nima resˇitve.
– Cˇe so v vseh vrsticah, kjer so na levi same nicˇle, nicˇle tudi na desni
strani, imamo eno ali vecˇ prostih neznank, katerih vrednosti lahko
prosto izberemo. Vrednosti ostalih neznank so s tem dolocˇene.
2.2.2 Matricˇna formulacija Gaussove eliminacije
V prejˇsnjem razdelku smo Gaussovo eliminacijo opisali kot operacije nad ele-
menti vrstic rasˇirjene matrike sistema R. Ko smo eliminacijo zapisali v obliki
algoritma (algoritem 2.1), smo uporabljali elementarne operacije nad elementi
matrik, kar je ugodno, kadar hocˇemo izracˇunati zgornjetrikotno obliko sistema
enacˇb.
Za razumevanje delovanja eliminacije bomo v tem razdelku celoten postopek
opisali v jeziku linearne algebre, kot mnozˇenje matrik. To nam bo odprlo nov
pogled na Gaussovo eliminacijo in omogocˇilo njen zapis v obliki LU -razcepa
matrike A v produkt spondjetrikotne matrike L in zgornjetrikotne matrike U .
To je oblika Gaussove eliminacije, ki se danes najvecˇ uporablja v racˇunalniˇskih
programih.
Vsak korak Gaussove eliminacije je operacija nad vrsticami matrike A. Zˇe v
1. poglavju, izrek 1.28 smo ugotovili, da v produktu BA matrik B in A matrika
B deluje na vrstice matrike A. Zato bomo vsak posamezen korak Gaussove
eliminacije opisali kot mnozˇenje matrike sistema A z leve strani s primerno
eliminacijsko matriko E.
Zacˇnimo s primerom:
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Primer 2.8 Vzemimo matriko sistema enacˇb, ki smo ga resˇili v primeru 2.3
A =
24 1 3  23 8  5
2 4 1
35 .
V prvem koraku eliminacije zˇelimo dobiti nicˇlo na poziciji (2, 1). V ta namen
moramo od druge vrstice odsˇteti z mnozˇiteljem 3 pomnozˇeno prvo vrstico. Da
bi to dosegli, bomo matriko A z leve pomnozˇili z elementarno eliminacijsko
matriko E21. Mnozˇenje z matriko E21 mora ohraniti prvo in tretjo vrstico
matrike A, od druge vrstice pa mora odsˇteti 3-kratnik prve vrstice, zato je
E21 =
24 1 0 0 3 1 0
0 0 1
35 .
Preverimo
E21A =
24 1 3  20  1 1
2 4 1
35 .
Na naslednjem koraku moramo od 3. vrstice odsˇteti 2-kratnik prve vrstice,
da se znebimo elementa na poziciji (3, 1):
E31(E21A) =
24 1 0 00 1 0
 2 0 1
3524 1 3  20  1 1
2 4 1
35 =
24 1 3  20  1 1
0  2 5
35 .
V zadnjem koraku bomo 2-kratnik 2. vrstice odsˇteli od 3. vrstice, da se
znebimo elementa na poziciji (3, 2):
E32(E31E21A) =
24 1 0 00 1 0
0  2 1
3524 1 3  20  1 1
0  2 5
35 =
24 1 3  20  1 1
0 0 3
35 .
Tako smo dobili zgornjetrikotno matriko U kot produkt U = E32E31E21A,
enako kot v primeru 2.3.
Cˇe hocˇemo resˇiti sistem enacˇb Ax = b, moramo tudi vektor b z leve po-
mnozˇiti s produktom eliminacijskih matrik c = E32E31E21b, da dobimo sistem
Ux = c z zgornjetrikotno matriko, ki je ekvivalenten zacˇetnemu sistemu Ax = b.
Posamezni korak Gaussove eliminacije lahko naredimo tako, da matriko po-
mnozˇimo z leve z elementarno eliminacijsko matriko. Element na poziciji (i, j),
(i > j) eliminira mnozˇenje z matriko Eij , ki je enaka enotski matriki, razen na
mestu (i, j), kjer je z  1 pomnozˇen mnozˇitelj, s katerim bomo pomnozˇili j-to
vrstico, preden jo bomo odsˇteli od i-te vrstice.
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Celotno Gaussovo eliminacijo bi lahko opisali kot
EA = U ,
kjer je E celotna eliminacijska matrika, ki jo dobimo tako, da zmnozˇimo vse
elementarne eliminacijske matrike. V primeru 2.8 je E = E32E31E21.
Pozor! Pri mnozˇenju elementarnih eliminacijskih matrik Eij moramo strogo
paziti na vrstni red. Matrika, s katero smo naredili prvi eliminacijski korak je
na desni, naslednje matrike dodajamo na levo v istem vrstnem redu, kot smo
izvajali eliminacije.
Primer 2.9 V primeru 2.8
E = E32E31E21
=
24 1 0 00 1 0
0  2 1
3524 1 0 00 1 0
 2 0 1
3524 1 0 0 3 1 0
0 0 1
35
=
24 1 0 0 3 1 0
4  2 1
35
Izracˇunajmo sˇe produkt
EA =
24 1 0 0 3 1 0
4  2 1
3524 1 3  23 8  5
2 4 1
35 =
24 1 3  20  1 1
0 0 3
35 = U
V razdelku 2.4 bomo spoznali bolj pripraven nacˇin, kako Gaussovo elimina-
cijo opiˇsemo v matricˇnem jeziku.
2.3 Inverzna matrika
Ugotovili smo zˇe, da mnozˇenje dveh matrik lahko tolmacˇimo kot ucˇinek prve
matrike na drugo. Mnozˇenje matrike sistema A z elementarno eliminacijsko
matriko E12 opisuje prvi korak Gaussove eliminacije, ko prvo vrstico matrike A,
pomnozˇeno s primernim mnozˇiteljem, odsˇtejemo od druge vrstice. Zanima nas,
ali lahko ucˇinek, ki ga ima mnozˇenje z matriko, iznicˇimo tako, da rezultat spet
pomnozˇimo z neko matriko.
Cˇe je
EA = U ,
ali lahko najdemo tako inverzno matriko E 1, da bo
E 1U = E 1EA = A ?
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Mnozˇenje z matriko je podobno kot mnozˇenje s sˇtevilom. Mnozˇenje s sˇtevilom
a lahko iznicˇimo, cˇe rezultat delimo z a, ali mnozˇimo z 1/a. Sˇtevilu a je inverzno
sˇtevilo 1/a, ki obstaja natanko takrat, ko je a 6= 0. Pri matrikah je to malo bolj
zapleteno.
Definicija 2.1 Kvadratna matrika A je obrnljiva, cˇe obstaja taka matrika
A 1, da je
AA 1 = I in A 1A = I . (2.8)
Matrika A 1 (cˇe obstaja) se imenuje matriki A inverzna matrika. Matrika,
ki ni obrnljiva, je singularna.
Poglejmo primer obrnljive matrike.
Primer 2.10 V primeru 2.9 smo v prvem koraku Gaussove eliminacije od
druge vrstice odsˇteli trikratnik prve vrstice. To smo dosegli z elementarno
eliminacijsko matriko E21 . Da bi iznicˇili ucˇinek te operacije, moramo drugi
vrstici spet priˇsteti, kar smo ji prej odsˇteli, torej ji moramo priˇsteti trikratni
prve vrstice. Zato je
E 121 =
24 1 0 0 3 1 0
0 0 1
35 1 =
24 1 0 03 1 0
0 0 1
35 .
Da je to res, zlahka preverimo tako, da zmnozˇimo matriki E21 in E
 1
21 in
dobimo enotsko matriko.
Poglejmo sˇe matriko, ki ni obrnljiva, torej je singularna.
Primer 2.11 Matrika
A =

1 2
3 6
 
ima oba stolpca kolinearna vektorju [1, 3]T . Zato ima tudi produkt s poljubno
2⇥ 2 matriko X zaradi definicij 1.24 in 1.26 oba stolpca kolinearna vektorju
[1, 3]T , torej ne more biti enak enotski matriki, ki ima linearno neodvisna
stolpca. Matrika A je zato singularna.
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2.3.1 Lastnosti obrnljivih matrik
Ali je matrika obrnljiva je najpogostejˇse vprasˇanje, ko govorimo o kvadratni ma-
triki. To sˇe ne pomeni, da moramo takoj izracˇunati njeno inverzno matriko. V
vecˇini primerov inverza nikoli ne izracˇunamo! Pomembno pa je poznati lastnosti
obrnljivih matrik in njihovih inverzov.
Izrek 2.2 Kvadratna matrika reda n je obrnljiva natanko tedaj, ko pri Ga-
ussovi eliminaciji dobimo n pivotov.
Dokaz: Naj bo A kvadratna matrika reda n. Njena inverzna matrika
(oznacˇimo jo z X), je resˇitev matricˇne enacˇbe
AX = I .
Cˇe stolpce neznane matrike X oznacˇimo z x1,x2, . . . ,xn, tako da je
X = [x1 x2 · · · x2] ,
lahko matriko X izracˇunamo po stolpcih. Vsak od stolpcev je resˇitev sistema
linearnih enacˇb
Axi = ei, i = 1, . . . n ,
kjer je ei i-ti stolpec enotske matrike. Vsi ti sistemi enacˇb pa so resˇljivi
natanko takrat, kadar pri Gaussovi eliminaciji matrike A dobimo pivot v
vsaki od vrstic in v vsakem od stolpcev.
Izrek 2.3 Vsaka obrnljiva matrika ima samo eno inverzno matriko.
Dokaz: Denimo, da ima matrika A dve inverzni matriki, X in Y . Cˇe obe
strani enacˇbe
AY = I
pomnozˇimo z leve z X, dobimo
XA · Y = XI = X . (2.9)
Ker je tudi X inverzna k matriki A, je XA = I, zato enacˇba (2.9) pomeni, da
mora biti X = Y , torej je inverzna matrika ena sama.
Izrek 2.4 Inverzna matrika inverzne matrike A 1 je matrika A
(A 1) 1 = A .
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Dokaz: V definiciji inverzne matrike (2.8) nastopata A in A 1 simetricˇno,
zato sta ena drugi inverz.
Izrek 2.5 Cˇe je matrika A obrnljiva, potem ima sistem enacˇb Ax = b edino
resˇitev x = A 1b.
Dokaz: Enacˇbo Ax = b z leve pomnozˇimo z A 1 in dobimo
A 1Ax = x = A 1b .
Izrek 2.6 Cˇe obstaja nenicˇelna resˇitev x enacˇbe Ax = 0, matrika A ni obrn-
ljiva (je singularna).
Dokaz: Nicˇelni vektor 0 je vedno resˇitev enacˇbe Ax = 0. Cˇe je matrika A
obrnljiva, ima enacˇba Ax = 0 zaradi izreka 2.5 eno samo resˇitev, to je x = 0.
Zato matrika A ne more biti obrnljiva, cˇe ima enacˇba Ax = 0 nenicˇelno
resˇitev.
Izrek 2.7 Cˇe sta matriki A in B istega reda obrnljivi, je obrnljiv tudi produkt
A ·B in
(A ·B) 1 = B 1 ·A 1 .
Dokaz: Preverimo neposredno:
(B 1 ·A 1) · (A ·B) = B 1(A 1A)B = B 1I ·B = B 1B = I .
Inverz produkta matrik je produkt inverznih matrik v obratnem vrstnem
redu.
Za vsako obrnljivo matriko A lahko poleg potenc z nenegativnimi celimi
eksponenti A0 = I, A1 = A, A2 = A·A, obravnavamo tudi potence z negativnimi
celimi potencami
A 2 = A 1 ·A 1, A 3 = A 1 ·A 1 ·A 1, . . .
Potence matrik z racionalnimi ali realnimi eksponenti se uporabljajo precej
redkeje, saj obicˇajne definicije potenc z racionalnimi eksponenti pogosto niso
enolicˇno dolocˇene.
Za racˇunanje s celimi potencami matrik veljajo obicˇajna pravila
ApAq = Ap+q ,
(Ap)q = Apq, p, q 2 Z .
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Pozor! Pravilo
(AB)p = ApBp
velja le v primeru, ko matriki A in B komutirata, torej AB = BA.
Kaksˇna pa je zveza med inverzom matrike A in inverzom njej transponirane
matrike AT ?
Izrek 2.8 Inverz transponirane matrike je transponirana matrika inverza
(AT ) 1 = (A 1)T .
Dokaz: Uporabimo pravilo za transponiranje produkta
I = IT = (A 1A)T = AT (A 1)T .
Zelo enostavno je izracˇunati inverz diagonalne matrike.
Izrek 2.9 Inverz diagonalne matrike z diagonalnimi elementi aii je diago-
nalna matrika, ki ima na diagonali elemente a 1ii264 a11 0. . .
0 ann
375
 1
=
264 a
 1
11 0
. . .
0 a 1nn
375 .
Dokaz: 264 a11 0. . .
0 ann
375 ·
264 a
 1
11 0
. . .
0 a 1nn
375 = I .
2.3.2 Izracˇun inverzne matrike — Gauss-Jordanova elimi-
nacija
Naj boA kvadratna matrika reda n. Poglejmo, kako bi lahko ucˇinkovito izracˇunali
njeno inverzno matriko A 1. Inverzna matrika A 1 mora zadosˇcˇati matricˇni
enacˇbi AA 1 = I.
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Primer 2.12 Naj bo matrika
A =

1 2
3 4
 
.
Njena inverzna matrika
A 1 =

a b
c d
 
mora zadosˇcˇati enacˇbi
1 2
3 4
  
a b
c d
 
=

1 0
0 1
 
. (2.10)
Ker so stolpci produkta dveh matrik (glej definicijo 1.24) zaporedoma enaki
produktu prve matrike s stolpci druge, je matricˇna enacˇba ekvivalentna dvema
sistemoma linearnih enacˇb
1 2
3 4
  
a
c
 
=

1
0
 
in 
1 2
3 4
  
b
d
 
=

0
1
 
.
Matrika je pri obeh sistemih ista, zato ju lahko resˇujemo hkrati. Razsˇirjeno
matriko zapiˇsemo z obema desnima stranema, torej s celotno enotsko matriko,
in naredimo Gaussovo eliminacijo
1 2 1 0
3 4 0 1
 
(2,1) !

1 2 1 0
0  2  3 1
 
(2.11)
Prvi stolpec inverzne matrike [a c]T , bomo izracˇunali s pomocˇjo tretjega
stolpca razsˇirjene matrike [1   3]T , zato je c = 3/2 in a =  2. Za drugi
stolpec inverza [b d]T pa uporabimo zadnji stolpec razsˇirjene matrike [0 1],
zato je d =  1/2 in b = 2. Inverzna matrika je tako
1 2
3 4
  1
=
  2 1
3/2  1/2
 
.
Da je rezultat pravilen, se prepricˇaj tako, da zmnozˇiˇs AA 1.
V zgornjem primeru smo izracˇunali inverzno matriko tako, da smo izvedli
Gaussovo eliminacijo nad razsˇirjeno matriko [A|I] in z obratnim vstavljanjem
izracˇunali rezultat.
Ideja Gauss-Jordanove metode pa je, da, ko pridemo do zgornjetrikotne ma-
trike, nadaljujemo eliminacijo in eliminiramo sˇe elemente nad diagonalo in vsako
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vrstico delimo z diagonalnim elementom. Tako na levi strani enacˇbe dobimo
enotsko matriko, zato je na desni strani inverzna matrika.
Primer 2.13 (nadaljevanje primera 2.12) V (2.11) smo razsˇirjeno ma-
triko pripeljali do zgornjetrikotne oblike. Sedaj lahko dobimo diagonalno ma-
triko, cˇe drugo vrstico, pomnozˇeno z  1, odsˇtejemo od prve vrstice
1 2 1 0
0  2  3 1
 
(1,2) !

1 0  2 1
0  2  3 1
 
in koncˇno drugo vrstico delimo z  2
1 0  2 1
0  2  3 1
 
 !

1 0  2 1
0 1 3/2  1/2
 
.
Na levi strani imamo sedaj enotsko, na desni strani inverzno matriko.
Gauss-Jordanovo eliminacijo nad razsˇirjeno matriko [A|I] torej izvedemo v
treh korakih:
1. Obicˇajna Gaussova eliminacija, s katero matriko A predelamo v zgornje-
trikotno obliko. Elementi na diagonali so pivoti, torej vsi razlicˇni od 0;
2. Jordanova eliminacija, s katero pridelamo nicˇle tudi nad glavno diagonalo.
Matrika je sedaj diagonalna, na diagonali so sˇe vedno pivoti;
3. Vsako vrstico delimo s pivotom. Tako dobimo enotsko matriko I.
Vse operacije, ki jih vkljucˇuje Gauss-Jordanova metoda, so vrsticˇne opera-
cije. Zato vsako od njih lahko opiˇsemo kot mnozˇenje elementarne eliminacijske
matrike z razsˇirjeno matriko [A|I]. Cˇe produkt vseh elementarnih eliminacijskih
matrik oznacˇimo z E, lahko z matrikami Gauss-Jordanovo eliminacijo zapiˇsemo
kot
E[A|I] = [I|X] , kar pomeni, da je EA = I in EI = X .
Iz zveze EA = I lahko ugotovimo, da mora biti celotna eliminacijska matrike E
kar inverzna matrika A 1, zato mora biti na desni strani (razsˇirjeni del matrike)
X = A 1.
Gauss-Jordanovo metodo smo opisali kot metodo za racˇunanje inverza ma-
trike, tako da smo resˇili matricˇno enacˇbo AX = I, katere resˇitev je A 1. Metoda
pa je uporabna tudi za druge matricˇne enacˇbe, kot je AX = B. Za resˇitev te
enacˇbe moramo Gauss-Jordanovo metodo uporabiti na razsˇirjeni matriki [A|B],
da jo preoblikujemo v [I|X], kjer je X resˇitev. Pri tem je matrika B lahko pra-
vokotna s poljubnim sˇtevilom stolpcev, seveda pa mora imeti isto sˇtevilo vrstic
kot matrika A. Cˇe ima matrika B le en stolpec, imamo sistem linearnih enacˇb,
ki ga tudi lahko resˇujemo z Gauss-Jordanovo eliminacijo. V tem primeru je prvi
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korak Gauss-Jordanove eliminacije (nicˇle nad diagonalo in deljenje enacˇb s pi-
voti) isti kot algoritem 2.1, drugi in tretji korak pa sta ekvivalentna obratnemu
vstavljanju (algoritem 2.2).
2.4 LU razcep kvadratne matrike
Veliko kljucˇnih idej v realni algebri lahko formuliramo kot racep matrike: prvo-
tno matriko A lahko zapiˇsemo kot produkt dveh ali vecˇ enostavnejˇsih matrik.
Prva od takih faktorizacij, ki je morda najpomembnejˇsa, je tesno povezana z
Gaussovo eliminacijo. Poglejmo si, kako lahko matriko A zapiˇsemo kot produkt
spodnjetrikotne matrike L in zgornjetrikotne matrike U , torej A = LU ter kako
lahko to uporabimo pri resˇevanju sistema linearnih enacˇb.
V razdelku 2.2 smo ugotovili, da lahko Gaussovo eliminacijo opiˇsemo kot
EA = U , kjer je U zgornjetrikotna in E spodnjetrikotna matrika, produkt
elementarnih eliminacijskih matrik Eij .
Primer 2.14 Cˇe resˇujemo sistem enacˇb Ax = b z matriko A =

1 2
3 4
 
,
potrebujemo le en korak Gaussove eliminacije: dvakratnik prve vrstice mo-
ramo odsˇteti od druge vrstice. To lahko zapiˇsemo z elementarno eliminacijsko
matriko E21 kot E21A = U oziroma podrobneje
1 0
 3 1
  
1 2
3 4
 
=

1 2
0  2
 
.
To enacˇbo pomnozˇimo z leve z E 121 . Ta je (glej primer 2.10) enaka
E 121 =

1 0
3 1
 
,
zato dobimo
A =

1 2
3 4
 
=

1 0
3 1
  
1 2
0  2
 
.
Tako smo matriko A zapisali kot produkt spodnjetrikotne matrike L =
1 0
3 1
 
in zgornjetrikotne matrike U =

1 2
0  2
 
, torej A = LU .
Pri vecˇjih sistemih enacˇb je celotna eliminacijska matrika E, s katero dosezˇemo
zgornjetrikotno obliko EA = U , produkt vecˇ elementarnih eliminacijskih ma-
trik Eij . Pri sistemih 3⇥ 3, naprimer, je E = E32E31E21. Z matriko L = E 1
lahko to zapiˇsemo kot A = L · U . Matrika L je seveda, zaradi izreka 2.7, enaka
L = E 1 = E 121 E
 1
31 E
 1
32 . Ker je E produkt elementarnih eliminacijskih matrik
Eij , ki so vse spodnjetrikotne, je tudi sama spodnjetrikotna, prav tako pa je
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spodnjetrikotna tudi njena inverzna matrika L.
Primer 2.15 V primeru 2.8 smo izracˇunali tri elementarne eliminacijske ma-
trike za matriko
A =
24 1 3  23 8  5
2 4 1
35 ,
in sicer
E21 =
24 1 0 0 3 1 0
0 0 1
35 ,
E31 =
24 1 0 00 1 0
 2 0 1
35
in
E32 =
24 1 0 00 1 0
0  2 1
35 .
Njihovi inverzi so, podobno kot v primeru 2.10, enaki
E 121 =
24 1 0 03 1 0
0 0 1
35 ,
E 131 =
24 1 0 00 1 0
2 0 1
35
in
E 132 =
24 1 0 00 1 0
0 2 1
35 .
Da bi dobili matriko L, jih moramo zmnozˇiti v obratnem vrstnem redu, kot
za matriko E, torej
L =
24 1 0 03 1 0
0 0 1
35 ·
24 1 0 00 1 0
2 0 1
35 ·
24 1 0 00 1 0
0 2 1
35 =
24 1 0 03 1 0
2 2 1
35 .
Matrika L je torej spodnjetrikotna z enicami na diagonali. V spodnjem tri-
kotniku pa je na poziciji (i, j) mnozˇitelj, s katerim smo eliminirali element
na poziciji (i, j), ko smo prvotno matriko A transformirali na zgornjetrikotno
obliko U .
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Iz primerjave matrik E (primer 2.9) in njene inverzne matrike L (primer
2.15) lahko ugotovimo, da je matrika
L =
2666664
1 0 0 0
m2,1 1 0 0
m3,1 m3,2 0 0
. . .
mn,1 mn,2 mn,n 1 1
3777775
mnogo enostavnejˇsa, saj so njeni poddiagonalni elementi lij , i > j kar mnozˇitelji,
s katerimi smo eliminirali element na poziciji (i, j), pri matriki E pa so mnozˇitelji,
zaradi drugacˇnega vrstnega reda mnozˇenja, bolj skriti.
Povzemimo dosedanje ugotovitve o LU razcepu:
Izrek 2.10 Cˇe je matrika A taka, da pri Gaussovi eliminaciji ni potrebno
menjavanje vrstic, potem lahko A zapiˇsemo kot produkt
A = LU ,
kjer je L spodnjetrikotna matrika z enkami na diagonali in mnozˇitelji pod
diagonalo in U zgornjetrikotna matrika s pivoti na diagonali.
Algoritem za LU razcep
LU razcep matrike je glavno orodje za ucˇinkovito resˇevanje sistemov linearnih
enacˇb, zato zapiˇsimo algoritem, ki nam za dano matriko A izracˇuna matriki L
in U .
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Algoritem 2.4 Cˇe je kvadratna matrika A reda n taka, da pri Gaussovi
eliminaciji niso potrebne zamenjave vrstic, potem algoritem
L = eye(n)
for k = 1 : n  1
for i = k + 1 : n
L(i, k) = A(i, k)/A(k, k)
for j = k + 1 : n
A(i, j) = A(i, j)  L(i, k) ⇤A(k, j)
end
end
end
U = triu(A)
izracˇuna spodnjetrikotno matriko L z enicami na diagonali in zgornjetrikotno
matriko U , obe kvadratni reda n in taki, da je LU = A.
Sˇtevilo operacij za LU razcep
Presˇtejmo torej sˇtevilo operacij v algoritmu 2.4. V prvem koraku, ko elimini-
ramo elemente v prvem stolpcu, potrebujemo eno mnozˇenje in eno odsˇtevanje
za vsak nov element pod pivotno vrstico. Vsega skupaj moramo v prvem koraku
na novo izracˇunati n  1 elementov v vsaki od n  1 vrstic, za kar je potrebno
2(n  1)2 operacij, poleg tega pa moramo izracˇunati sˇe n  1 mnozˇiteljev, torej
imamo v prvem koraku (n  1)(2n  1) operacij. Ker nas zanima le vodilni cˇlen
koncˇnega rezultata, lahko to poenostavimo v 2n2. V naslednjem koraku pono-
vimo eliminacijski korak na matriki, ki je za en stolpec in eno vrstico manjˇsa
od prvotne, torej imamo priblizˇno 2(n   1)2 operacij. Tako nadaljujemo do
zadnjega koraka. Skupaj imamo priblizˇno
2
 
n2 + (n  1)2 + (n  2)2 + · · ·+ 22 + 12  = 2
6
n(n+ 1)(2n+ 1)
operacij. Ko je sˇtevilo neznank n veliko, je to priblizˇno enako 2n
3
3 , saj lahko cˇlene
nizˇjih redov zanemarimo. Zakljucˇimo lahko, da je sˇtevilo operacij, potrebnih
za LU razcep matrike, podobno kot sˇtevilo operacij, potrebnih za Gaussovo
eliminacijo (algoritem 2.1).
Resˇitev sistema Ax = b z LU razcepom
Ko poznamo razcep A = LU , je U zgornjetrikotna matrika, ki je koncˇni re-
zultat Gaussove eliminacije, v matriki L pa je spravljena informacija o poteku
eliminacije. Kako si s tema matrikama pomagamo pri resˇevanju sistema enacˇb
Ax = b?
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Namesto sistema Ax = b resˇujemo enakovreden sistem
LUx = b ,
kar lahko naredimo v dveh korakih. Najprej zamenjamo produkt Ux z novo
neznanko y. To novo neznanko izracˇunamo tako, da resˇimo spodnjetrikotni
sistem
Ly = b ,
ki ga resˇimo z algoritmom 2.3, potem pa nam ostane sˇe zgornjetrikotni sistem
Ux = y ,
ki ga zlahka resˇimo z algoritmom 2.2.
Sˇtevilo operacij, potrebnih za resˇitev sistema enacˇb z LU razcepom je enako
sˇtevilu operacij z Gaussovo eliminacijo: za LU razcep in direktno vstavljanje
skupaj potrebujemo enako sˇtevilo operacij kot za samo Gaussovo eliminacijo,
v obeh primerih pa moramo na koncu resˇiti zgornjetrikotni sistem z obratnim
vstavljanjem.
2.4.1 Simetricˇne matrike
Simetricˇne so tiste matrike, ki so, ki se ne spremenijo pri transponiranju.
Definicija 2.11
Matrika A je simetricˇna , AT = A .
Za elemente aij simetricˇne matrike velja aij = aji.
Poglejmo primer:
Primer 2.16 Matriki
A =
24 1 2 32 4 5
3 5 6
35 = AT in D =
24 1 0 00 2 0
0 0  3
35 = DT
sta simetricˇni, medtem ko matrika
B =
24 1 2 33 4 5
5 6 7
35 6= BT
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Izrek 2.12 Cˇe je A simetricˇna in obrnljiva, je tudi A 1 simetricˇna.
Dokaz: Cˇe je matrika A obrnljiva, je (A 1)T (zaradi izreka 2.8) enaka
(AT ) 1. Cˇe je A sˇe simetricˇna, je (AT ) 1 = A 1, zato je tudi inverzna
matrika A 1 simetricˇna.
Simetricˇne matrike nastopajo pri mnogo pomembnih primerih in so med
najvazˇnejˇsimi skupinami matrik. Najpogosteje do simetricˇnih matrik pridemo,
cˇe zmnozˇimo poljubno matriko z njeno transponirano matriko.
Izrek 2.13 Cˇe je R poljubna (lahko tudi pravokotna) matrika, sta RTR in
RRT simetricˇni matriki.
Dokaz: Najprej za za RTR:
(RTR)T = RT (RT )T = RTR ,
nato sˇe za RRT :
(RRT )T = (RT )TRT = RRT .
Oglejmo si to sˇe na primeru.
Primer 2.17 Cˇe je
A =

1 2 3
4 5 6
 
,
je
AAT =

14 32
32 77
 
in
ATA =
24 17 22 2722 29 36
27 36 45
35 .
Obe matriki, AAT in ATA, sta simetricˇni.
2.4.2 Permutacijske matrike
Z elementarnimi eliminacijskimi matrikami Eij lahko opiˇsemo posamezne korake
Gaussove eliminacije v matricˇnem jeziku. Kako pa v matricˇnem jeziku lahko
opiˇsemo zamenjavo dveh vrstic v matriki, ko je to potrebno, da se izognemo
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nicˇli na pivotnem mestu?
Definicija 2.14 Permutacijska matrika ima vrstice enotske matrike v poljub-
nem vrstnem redu.
Oglejmo si nekaj primerov permutacijskih matrik.
Primer 2.18 Pri matrikah z dvema vrsticama imamo dve mozˇnosti: vrstici
lahko pustimo v istem zaporedju ali jih zamenjamo. Zato imamo 2 permuta-
cijski matriki 2⇥ 2
I =

1 0
0 1
 
in P12 =

0 1
1 0
 
.
Obe matriki sta obrnljivi, vsaka je svoj inverz: I 1 = I in P 112 = P12.
Pri matrikah s tremi vrsticami imamo zˇe 6 mozˇnosti
I =
24 1 0 00 1 0
0 0 1
35 , P12 =
24 0 1 01 0 0
0 0 1
35 , P13 =
24 0 0 10 1 0
1 0 0
35 ,
P23 =
24 1 0 00 0 1
0 1 0
35 , P231 =
24 0 1 00 0 1
1 0 0
35 , P312 =
24 0 0 11 0 0
0 1 0
35 .
Vse te matrike so obrnljive. Matrike, ki zamenjajo le dve vrstici so same sebi
inverz, medtem ko je P 1231 = P312.
Pri matrikah z vecˇjim sˇtevilom vrstic sˇtevilo permutacijskih matrik hitro
narasˇcˇa. Pri matrikah z n vrsticami imamo n! permutacijskih matrik.
Ko zmnozˇimo dve permutacijski matriki, spet dobimo permutacijsko ma-
triko:
Izrek 2.15 Produkt dveh permutacijskih matrik je permutacijska matrika.
Dokaz: Elementi produkta P1P2 dveh permutacijskih matrik so skalarni pro-
dukti vrstic matrike P1 in stolpcev matrike P2. Ker sta P1 in P2 permutacijski,
imata v vsaki vrstici natancˇno eno enko, vendar tako, da je tudi v vsakem
stolpcu natancˇno ena enka. Izmed skalarnih produktov i-te vrstice matrike
P1 s stolpci matrike P2 so torej enaki 0 vsi, razen produkta s tistim stolpcem,
ki ima enko na istem mestu kot i-ta vrstica matrike P1.
Zato ima produkt P1P2 v vsaki vrstici natanko eno nicˇlo. Ker isto velja tudi
za njene stolpce, je produkt permutacijska matrika.
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Vse permutacijske matrike so obrnljive, inverz permutacijske matrike je tudi
permutacijska matrika.
Izrek 2.16 Cˇe je P permutacijska matrika, je obrnljiva in P 1 = PT .
Dokaz: V produktu PPT mnozˇimo vrstice matrike P s stolpci matrike PT ,
torej z vrsticami matrike P . Diagonalni elementi produkta so enaki 1, saj se
enka v vrstici matrike P ujame z enko v istem stolpcu matrike PT , izvendia-
gonalni elementi produkta pa so enaki 0, ker so enke v vrstici matrike P na
drugih mestih kot enke v vseh ostalih stolcih matrike PT .
Permutacijska matrika Pij , s katero zamenjamo i-to in j-to vrstico, je ma-
trika, ki jo dobimo, cˇe v enotski matriki zamenjamo i-to in j-to vrstico.
Primer 2.19 Mnozˇenje permutacijske matrike
P23 =
24 1 0 00 0 1
0 1 0
35
z matriko A zamenja drugo in tretjo vrstico v matriki A:24 1 0 00 0 1
0 1 0
3524 1 2 34 5 6
7 8 9
35 =
24 1 2 37 8 9
4 5 6
35
S permutacijsko matriko lahko zamenjamo tudi vecˇ kot dve vrstici naenkrat.
Cˇe v enotski matriki zamenjamo vecˇ vrstic med seboj, dobimo permutcijsko ma-
triko P , s katero lahko zamenjamo iste vrstice v matriki A tako, da izracˇunamo
produkt PA.
Primer 2.20 Cˇe v enotski matriki ciklicˇno zamenjamo vse vrstice: zadnjo
vrstico na prvo mesto, vse ostale pa za eno mesto navzdol dobimo permuta-
cijsko matriko P , ki bo na enak nacˇin ucˇinkovala na vsako matriko A, s katero
jo pomnozˇimo:2664
0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0
3775
2664
a b c d
e f g h
i j k l
m n o p
3775 =
2664
m n o p
a b c d
e f g h
i j k l
3775 .
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S pomocˇjo permutacijske matrike lahko menjavamo tudi vrstni red stolpcev
v matriki A, le da moramo v tem primeru matriko pomnozˇiti s permutacijsko
matriko z desne, torej AP . Permutacijsko matriko dobimo iz enotske tako, da
zamenjamo vrstni red stolpcev na isti nacˇin, kot hocˇemo zamenjati vrstni red
stolpcev v matriki A.
Primer 2.21 Cˇe hocˇemo v matriki A dimenzije 3⇥ 3 urediti stolpce v obra-
tnem vrstnem redu (zamenjati prvi in zadnji stolpec), moramo matriko A
pomnozˇiti s permutacijsko matriko, ki je enaka enotski matriki s stolpci v
obratnem vrstnem redu24 1 2 34 5 6
7 8 9
3524 0 0 10 1 0
1 0 0
35 =
24 3 2 16 5 4
9 8 7
35 .
2.4.3 LU-razcep s pivotiranjem
Cˇe je pri Gaussovi eliminaciji potrebna zamenjava vrstic, potem razcep A = LU ,
kot v izreku 2.10, ne velja vecˇ.
Matriko L smo dobili kot produkt inverzov elementarnih eliminacijskih ma-
trik L = E 121 E
 1
31 · · ·E 1n,n 1. Kadar moramo med eliminacijo menjavati vrstice,
moramo med matrike E 1ij na primernih mestih dodati permutacijske matrike,
tako da je A = (E 121 · · ·P 11 · · ·E 1ij · · ·P 12 · · ·)U .
Ker bi lahko vse potrebne zamenjave vrstic naredili pred Gaussovo elimina-
cijo, (cˇe bi vedeli, katere bodo potrebne), lahko vse permutacije zberemo na
zacˇetku produkta, zato je PA = LU , kjer je P permutacijska matrika, ki dolocˇa
potrebne menjave vrstic. Tako smo pokazali, da velja
Izrek 2.17 Za vsako obrnljivo matriko A velja
PA = LU ,
kjer je P permutacijska matrika, ki opisuje vse potrebne menjave vrstic med
Gaussovo eliminacijo, L spodnjetrikotna matrika z enojkami na diagonali in
mnozˇitelji pod diagonalo in U zgornjetrikotna matrika s pivoti na diagonali.
Pivotiranje smo uporabili le v primerih, ko se je med eliminacijo na mestu,
kjer smo pricˇakovali pivot, pojavila nicˇla. Pri resˇevanju vecˇjih sistemov linearnih
enacˇb z racˇunalnikom, majhni pivoti povzrocˇajo velike numericˇne napake, zato
pri ”resnem”racˇunanju za pivot izberemo najvecˇji mozˇni element (po absolutni
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vrednosti najvecˇje sˇtevilo v pivotnem stolpcu pod diagonalo). V tem primeru so
v matriki P tudi permutacije, ki s staliˇscˇa linearne algebre niso nujno potrebne.
2.5 Naloge
1. Resˇi naslednje sisteme linearnih enacˇb ter nariˇsi vrsticˇno in stolpcˇno sliko.
(a)
3x  5y = 13
2x  7y =  17
(b)
3x  4y = 1
3x +4y = 19
(c)
x  5y = 13
2x  11y =  17
2. Naslednje sisteme enacˇb resˇi z Gaussovo eliminacijo
(a)
2x +y +0z = 5
x +0y +3z = 16
0x +5y  z = 10
(b)
x +y  2z = 6
2x +3y  7z = 16
5x +2y +z = 16
(c)
x +y  5z +0u =  10
2x +0y +3z  u = 10
0x +3y +2z +0u = 1
4x +4y +5z +5u = 0
3. Imamo sistem linearnih enacˇb
x +2y +3z = 7
x  3y  z =  2
2x  y +2z = 4
.
(a) Ali je ta sistem resˇljiv?
(b) Ali sta katerikoli dve ravnini (od treh) med seboj vzporedni?
(c) Izberi take vrednosti desnih strani, da bo sistem imel resˇitev.
4. Za singularni sistem linearnih enacˇb
3x  1y = 13
 6x +2y = c
izberi vrednost parametra c, da resˇitve ne bo. Izberi sˇe tako vrednost
parametra c, da bo imel sistem vecˇ resˇitev in zapiˇsi dve resˇitvi.
90 POGLAVJE 2. SISTEMI LINEARNIH ENACˇB
5. V sistemu linearnih enacˇb
2x +3y = 8
6x +ay = b
izberi za parameter a tako vrednost, da bo matrika sistema singularna,
nato za b izberi tako vrednost, da bo sistem resˇljiv. Poiˇscˇi dve resˇitvi tega
sistema.
6. Za katero sˇtevilo a pri resˇevanju sistema enacˇb
ax +2y = 8
2x +4y = b
dobimo na pivotnem mestu 0
(a) tako da lahko nadaljujemo eliminacijo po zamenjavi vrstic;
(b) ne moremo nadaljevati eliminacije (ni resˇitve)?
7. Za katere vrednosti parametra a ima sistem enacˇb
ax +4y = 6
x +ay = 3
(a) eno samo resˇitev;
(b) neskoncˇno resˇitev;
(c) nima nobene resˇitve?
8. Zakaj sistem linearnih enacˇb ne more imeti natanko dveh resˇitev?
Cˇe sta x = [x1, x2, x3]T in y = [y1, y2, y3]T dve resˇitvi sistema enacˇb z
matriko A in desno stranjo b, zapiˇsi sˇe kaksˇno resˇitev tega sistema.
9. Poiˇscˇi splosˇno resˇitev sistema enacˇb ali ugotovi njegovo neresˇljivost:
(a)
2x  y +z  2
x +2y +3z  1
x  3y  2z 3
(b)
3x  2y  5z +u = 3
2x  3y +z +5u =  3
x +2y +0z  4u =  3
x  y  4z +9u = 22
(c)
2x  y +z +2t = +3u = 2
6x  3y +2z +4t = +5u = 3
6x  3y +4z +8t = +13u = 9
4x  2y +z +t = +2u = 1
10. Ugotovi kako je resˇljivost sistema enacˇb odvisna od parametra   in zapiˇsi
splosˇno resˇitev, kadar ta obstaja:
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(a)
5x  3y +2z +4u = 3
4x  2y +3z +7u = 1
8x  6y  z  5u = 9
7x  3y +7z +17u =  
(b)
4x  y +3z +2u = 5
6x  2y +5z +4u = 7
8x  3y +7z 6u = 9
10x  4y +9z + u = 11
(c)
 x +y +z = 1
x  y +z = 1
x +y  z = 1
11. S pomocˇjo Gauss-Jordanove metode izracˇunaj inverze naslednjih obrnlji-
vih matrik:
(a) A =
24 6 7 39 9 4
3 5 3
35
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Poglavje 3
Vektorski prostori
Ozrimo se na kratko na pot, ki smo jo zˇe prehodili. V prvem poglavju smo
se seznanili z vektorji in matrikami. Spoznali smo operacije nad vektorji in
matrikami. Videli smo, da so matrike sestavljene iz stolpcev (ki so vektorji) in
da dobimo vektor Ax, cˇe matriko A pomnozˇimo z vektorjem x.
V tem poglavju bomo sˇe globje pokukali v linearno algebro. Namesto s
posameznimi vektorji, se bomo ukvarjali z mnozˇicami vektorjev. S pomocˇjo
vektorskih prostorov in posebej vektorskih podprostorov, bomo lazˇje razumeli
sisteme linearnih enacˇb in sˇe marsikaj, kar nas cˇaka v nadaljevnaju.
3.1 Vektorski prostor
Vektorski prostor je naravni ”dom”, v katerem zˇivijo vektorji, to pomeni, da so
tudi produkti z vsemi skalarji in vsote poljubnih dveh vektorjev v tem vektor-
skem prostoru.
Definicija 3.1 Realni vektorski prostor V je mnozˇica ”vektorjev” skupaj s
pravili za
• sesˇtevanje vektorjev,
• mnozˇenje vektorja z realnim sˇtevilom (skalarjem).
Cˇe sta x in y poljubna vektorja v V , morajo biti v V tudi
• vsota x+ y in
• produkti ↵x za vse ↵ 2 R .
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Pozor! Ker so v vektorskem prostoru vsi mnogokratniki vektorjev iz V in vse
vsote vektorjev iz V , morajo biti v vektorskem prostoru V tudi VSE linearne
kombinacije ↵x+  y.
Pravila za operacije v vektorskih prostorih
Operaciji sesˇtevanja vektorjev in mnozˇenja vektorja s skalarjem v vektorskem
prostoru morajo zadosˇcˇati naslednjim pravilom:
1. x+ y = y + x (komutativnost sesˇtevanja);
2. x+ (y + z) = (x+ y) + z (asociativnost sesˇtevanja);
3. obstaja en sam nicˇelni vektor 0, da velja x+ 0 = x;
4. za vsak x obstaja natanko en  x, da je x+ ( x) = 0
5. 1 · x = x;
6. (↵ )x = ↵( x);
7. ↵(x+ y) = ↵x+ ↵y (distributivnost);
8. (↵+  )x = ↵x+  x.
Realni vektorski prostor je vsaka mnozˇica elementov (vektorjev), v kateri
imamo operaciji sesˇtevanja in mnozˇenja z realnim sˇtevilom. Rezultati vseh
operacij pa morajo tudi biti elementi v tem vektorskem prostoru. Obe operaciji
morata ustrezati navedenim osmim pravilom.
Poglejmo si nekaj mnozˇic, ki so vektorski prostori.
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Primer 3.1 Vse naslednje mnozˇice zadosˇcˇajo vsem navedenim kriterijem,
torej so vektorski prostori:
• Rn - vektorski prostor stolpcˇnih vektorjev z n realnimi komponentami;
• Cn - vektorski prostor stolpcˇnih vektorjev z n kompleksnimi komponen-
tami;
• Rm⇥n - vektorski prostor vseh realnih matrik z m vrsticami in n stolpci;
• C(a, b) - vektorski prostor vseh funkcij, zveznih na odprtem intervalu
(a, b);
• Cn(a, b) - vektorski prostor vseh funkcij, ki imajo na odprtem intervalu
(a, b) zveznih prvih n odvodov;
• Pn - vektorski prostor vseh polinomov ene realne spremenljivke, stopnje
ne vecˇ kot n;
• P - vektorski prostor vseh polinomov ene realne spremenljivke;
• Z - vektorski prostor, ki ga sestavlja samo nicˇelni vektor.
V vektorskih prostorih matrik so ”vektorji” matrike, v prostorih funkcij so
”vektorji” funkcije ali polinomi. Vektorski prostor Z vsebuje en sam vektor,
nicˇelni vektor 0. Edino sesˇtevanje v tem prostoru je 0+0 = 0, ki je spet vektor
v Z. Prav tako lahko vektor 0 pomnozˇimo s poljubnim realnim sˇtevilom in
spet dobimo rezultat nicˇelni vektor: a0 = 0.
3.1.1 Vektorski podprostori
V vektorskem prostoru lahko obstaja prava podmnozˇica, ki je sama zase vek-
torski prostor.
Definicija 3.2 Podmnozˇica U vektorskega prostora V je vektorski podpro-
stor, cˇe je za vsak par vektorjev x in y iz U in vsako realno sˇtevilo ↵ tudi
• x+ y 2 U in
• cx 2 U .
Preprosta posledica te definicije je:
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Posledica 3.3 Mnozˇica vektorjev U je vektorski podprostor natanko tedaj, ko
je vsaka linearna kombinacija vektorjev iz U tudi v U .
Z operacijama sesˇtevanja vektorjev iz podprostora in mnozˇenja vektorja iz
podprostora s skalarjem vedno ostanemo v podprostoru, zato vecˇkrat recˇemo, da
je podprostor vektorskega prostora zaprt za sesˇtevanje in mnozˇenje s skalarjem.
Za operacije v podprostoru velja istih osem pravil, kot za operacije v ce-
lem vektorskem prostoru. Da bi preverili, ali je neka podmnozˇica vektorskega
prostora podprostor, moramo ugotoviti le, ali vsebuje vse linearne kombinacije
svojih elementov.
Primer 3.2 Vektorski prostor R2 sestavljajo vsi vektorji z dvema komponen-
tama. Cˇe si v njem izberemo nek vektor x 6= 0, vsi njegovi mnogokratniki
sestavljajo vektorski podprostor
X = {u 2 R2;u = ax} ⇢ R2 ,
(premica v smeri vektorja x skozi koordinatno izhodiˇscˇe) saj so vse vsote
mnogokratnikov vektorja x spet mnogokratniki vektorja x
ax+ bx = (a+ b)x 2 X,
prav tako pa tudi mnogokratniki mnogokratnikov vektorja x
b(ax) = (ab)x 2 X .
S podprostori je bogatejˇsi, zato tudi zanimivejˇsi, vektorski prostor R3.
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Primer 3.3 Elementi tridimenzionalnega vektorskega prostora R3 so vek-
torji s tremi komponentami. Cˇe si izberemo en nenicˇelni vektor, vsi njegovi
mnogokratniki, tako kot v prejˇsnjem primeru, sestavljajo vektorski prostor
(premico).
Izberimo sˇe en vektor y 6= 0, ki ne lezˇi na premici, ki jo dolocˇa x. Vse linearne
kombinacije vektorjev x in y sestavljajo ravnino, ki vsebuje vektor 0. Tudi
ta ravnina je podprostor, saj vsota dveh vektorjev iz te ravnine vedno lezˇi
v tej ravnini, prav tako produkt vsakega vektorja iz te ravnine s katerikolim
realnim sˇtevilom.
Ta ravnina ni vektorski prostor R2, cˇeprav mu je podobna. Vektorji iz te
ravnine imajo tri komponente, torej pripadajo prostoru R3. Ravnina je pod-
prostor znotraj vektorskega prostora R3.
Ugotovimo lahko, da imamo v prostoru R3 sˇtiri vrste podprostorov:
1. Z, ki ima le en element, nicˇelni vektor 0;
2. Premice skozi izhodiˇscˇe;
3. Ravnine skozi izhodiˇscˇe;
4. Cel prostor R3.
Preprosta posledica definicije vektorskega podprostora je tudi
Lastnost 1 Vsak vektorski podprostor nujno vsebuje nicˇelni vektor 0.
Dokaz: Ker morajo biti v podprostoru tudi vsi mnogokratniki vektorjev iz
podprostora, mora biti tudi produkt vseh vektorjev s sˇtevilom 0, torej nicˇelni
vektor 0.
Zanimivo vprasˇanje je, ali je unija oziroma presek dveh vektorskih podpro-
storov tudi podprostor.
Primer 3.4 Vektorja a = [1 2]T in b = [3   1]T dolocˇata podprostora
(premici)
Ua = {ta} in Ub = {ta}
v vektorskem prostoru R2 (ravnini). Njuna unija U = Ua[Ub sta dve premici
v ravnini. Vzemimo vektorja a in b, ki sta oba v uniji U in ju sesˇtejmo. Vsota
a+ b = [4 1]T ni v uniji, saj ne lezˇi na nobeni od obeh premic (slika 3.1).
Iz primera 3.4 lahko ugotovimo, da unija dveh podprostorov ni podprostor.
Kako pa je s presekom?
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Slika 3.1: Unija podprostorov ni podprostor
Lastnost 2 Presek dveh podprostorov vektorskega prostora je tudi podprostor.
Dokaz: Naj bosta U1 in U2 podprostora vektorskega prostora V . Pokazati
moramo, da je za poljubna vektorja a in b iz preseka U1 \ U2 tudi poljubna
linearna kombinacija taa+ tbb 2 U1 \ U2.
Ker je U1 podprostor, je taa + tbb 2 U1. Ker je U2 tudi podprostor, je prav
tako taa+ tbb 2 U2. Ker je taa+ tbb v U1 in v U2, je tudi v preseku U1\U2.
Poglejmo si sˇe nekaj drugacˇnih primerov vektorskih podprostorov.
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Primer 3.5
1. V prostoru matrik R2⇥2 vse zgornjetrikotne matrike

a b
0 d
 
sesta-
vljajo podprostor U . Vsota dveh zgornjetrikotnih matrik je zgornjetri-
kotna, pa tudi produkt zgornjetrikotne matrike s skalarjem je zgornje-
trikotna matrika.
2. Tudi vse simetricˇne matrike

a b
b d
 
sestavljajo podprostor vektor-
skega prostora R2⇥2, saj je vsota dveh simetricˇnih matrik vedno sime-
tricˇna, prav tako vsak mnogokratnik simetricˇne matrike.
3. V vektorskem prostoru kvadratnih polinomov p(x) = ax2 + bx + c vsi
polinomi, ki imajo za x = 1 vrednost 0 sestavljajo podprostor. Vsota
dveh takih polinomov ima pri x = 1 tudi vrednost 0, prav tako produkt
takega polinoma z realnim sˇtevilom.
4. V prostoru C[0, 1] funkcij, ki so zvezne na intervalu [0, 1], funkcije, ki
imajo na tem intervalu tudi zvezen prvi odvod, sestavljajo podprostor,
saj je vsota dveh zvezno odvedljivih funkcij tudi zvezno odvedljiva, prav
tako produkt zvezno odvedljive funkcije z realnim sˇtevilom.
Da bi lahko bolje razumeli pojem vektorskega podprostora, si oglejmo sˇe
nekaj mnozˇic, ki niso podprostori.
Primer 3.6 1. Naj bo U ⇢ R2 mnozˇica tistih dvokomponentnih vektor-
jev, ki imajo obe komponenti pozitivni, na primer [2, 3]T . Kljub temu,
da je vsota dveh vektorjev iz U vedno v U , to ni podprostor, ker produkt
z  1, to je vektor [ 2, 3]T ni v U .
2. Tudi cˇe v U vkljucˇimo sˇe vse vektorje, ki imajo obe komponenti ne-
gativni, na primer [ 3, 2], to ne bo podprostor, ker vsota vektorjev
[2, 3]T in [ 3, 2]T , to je [ 1, 1]T ni v U .
3. V mnozˇici linearnih polinomov p(x) = ax + b naj bo U podmnozˇica
tistih polinomov, ki imajo v 0 vrednost 1. Ker ima vsota dveh takih
polinomov v 0 vrednost 2, to ni podprostor.
3.1.2 Stolpcˇni prostor matrike
Najpomembnejˇsi podprostori so tesno povezani z matrikami. Cˇe matrika A ni
obrnljiva, je sistem linearnih enacˇb Ax = b za nekatere vektorje b resˇljiv, za
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druge pa ne. Radi bi dolocˇili mnozˇico vektorjev, za katere je sistem resˇljiv,
to je mnozˇico vektorjev, ki jih lahko zapiˇsemo kot produkt matrike A z nekim
vektorjem x.
Spomnimo se: produkt Ax je vektor, ki je linearna kombinacija stolpcev
matrike A. Za vse mozˇne vektorje x dobimo vse vektorje b, za katere je sistem
enacˇb Ax = b resˇljiv.
Definicija 3.4 Stolpcˇni prostor C(A) matrike A 2 Rm⇥n je tisti podprostor
vektorskega prostora Rm, ki vsebuje natanko vse linearne kombinacije stolpcev
matrike A.
Pozor! Stolpcˇni prostor C(A) za matriko A 2 Rm⇥n je podprostor vektor-
skega prostora Rm.
Ker je produkt matrike A z vektorjem x linearna kombinacija stolpcev ma-
trike A, je C(A) ravno mnozˇica vseh produktov Ax za vse mozˇne x.
Stolpcˇni prostor C(A) je najmanjˇsi vektorski podprostor prostora Rm, ki
vsebuje vse stolpce matrike A.
Izrek 3.5 Sistem linearnih enacˇb Ax = b je resˇljiv natanko tedaj, ko je vektor
b 2 C(A).
Dokaz: Cˇe je b v stolpcˇnem prostoru C(A), ga lahko zapiˇsemo kot linearno
kombinacijo stolpcev matrike A. Koeficienti te linearne kombinacije so resˇitev
x enacˇbe Ax = b.
Velja tudi obratno: cˇe je x resˇitev sistema enacˇb Ax = b, potem je vektor
b linearna kombinacija stolpcev matrike A, torej lezˇi v stolpcˇnem prostoru
C(A).
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Primer 3.7 Za matriko
A =

1  2
2  4
 
je stolpcˇni prostor C(A) mnozˇica vseh linearni kombinacij stolpcev matrike A
C(A) =
⇢
x1

1
2
 
+ x2
  2
 4
  
.
Ker sta stolpca kolinearna, je to premica v smeri vektorja a = [1 2]T skozi
izhodiˇscˇe 0.
Sistem linearnih enacˇb Ax = b ima resˇitev le, cˇe vektor b tudi lezˇi na tej
premici, to je takrat, kadar je b = ta.
Za matriko
B =

1  2
2 4
 
,
ki ima nekolinearna stolpca, je mnozˇica vseh linearnih kombinacij vsa ravnina,
torej C(B) = R2, zato je sistem enacˇb Bx = b resˇljiv za vsak vektor b.
Do podprostorov vektorskega prostora Rm pridemo lahko tudi brez matrike.
Dovolj je, da v Rm izberemo nekaj vektorjev a1, . . . ,ap. Mnozˇica vseh njihovih
linearnih kombinacij
U = {t1a1 + · · ·+ tpap}
je podprostor vektorskega prostora Rm. Recˇemu mu linearna lupina vektorjev
a1, . . . ,ap. Prav tako recˇemo, da vektorji a1, . . . ,ap napenjajo podprostor U .
Ko so a1, . . . ,ap vsi stolpci matrike A, je podprostor U seveda stolpcˇni prostor
C(A).
3.1.3 Nicˇelni prostor matrike: resˇujemo Ax = 0
V tem razdelku nas bodo zanimale vse resˇitve sistema linearnih enacˇb Ax = 0,
kjer je matrika A lahko kvadratna n⇥n ali pravokotna m⇥n. Takemu sistemu
enacˇb, kjer so na desni strani same nicˇle, pravimo homogen sistem. Homogen
sistem enacˇb ima ocˇitno vedno vsaj eno resˇitev, to je x = 0 (nicˇelna resˇitev).
Cˇe je matrika A kvadratna in obrnljiva, je to edina resˇitev. Za singularne
matrike A pa ima sistem Ax = 0 tudi nenicˇelne resˇitve.
Resˇitve homogenega sistema linearnih enacˇb imajo zanimivo in pomembno
lastnost: cˇe sta x1 in x2 resˇitvi sistema Ax = 0, potem je tudi njuna poljubna
linearna kombinacija t1x1 + t2x2 resˇitev istega sistema. Z drugimi besedami:
Izrek 3.6 Naj bo matrika A 2 Rm⇥n. Mnozˇica resˇitev homogenega sistema
linearnih enacˇb je podprostor v vektorskem prostoru Rn.
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Dokaz: Naj bosta x1 in x2 resˇitvi homogenega sistema Ax = 0, torej
Ax1 = 0 in Ax2 = 0 .
Potem je, zaradi homogenosti in distributivnosti matricˇnega produkta,
A(t1x1 + t2x2) = t1Ax1 + t2Ax2 = (t1 + t2)0 = 0 ,
ne glede na to, koliko sta t1 in t2, kar pomeni, da so vse linearne kombinacije
resˇitev homogenega sistema tudi resˇitve istega homogenega sistema, kar je
zaradi posledice 3.3 dovolj.
Podprostor, ki ga sestavljajo vse resˇitve homogenega sistema enacˇb Ax = 0
zasluzˇi svoje ime:
Definicija 3.7 Mnozˇica vseh resˇitev sistema linearnih enacˇb Ax = 0 se ime-
nuje nicˇelni prostor matrike A. Oznacˇimo ga z N(A).
Pozor! Nicˇelni prostorN(A) za matrikoA 2 Rm⇥n je podprostor vektorskega
prostora Rn
Ker je resˇitev homogenega sistema Ax = 0, v primeru, ko je matrika A
obrnljiva, ena sama, velja
Posledica 3.8 Cˇe je matrika A kvadratna in obrnljiva, potem N(A) vsebuje
samo vektor 0.
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Primer 3.8 Naj bo A singularna matrika
A =

1 2
 2  4
 
.
Izracˇunajmo njen nicˇelni prostor!
Poiskati moramo vse resˇitve homogenega sistema linearnih enacˇb Ax = 0.
Zacˇnemo z Gaussovo eliminacijo in po prvem koraku dobimo
1 2
 2  4
 
 !

1 2
0 0
 
,
kar pomeni, da imamo eno samo enacˇbo (in en sam pivot), saj je druga 0x+
0y = 0 na izpolnjena za vsako vrednost x in y. Vrednost zadnje spremenljivke
si torej lahko izberemo poljubno, prva je njen ( 2)-kratnik, saj je prva enacˇba
x+ 2y = 0.
Iz vrsticˇne slike (razdelek 2.1.1) lahko ugotovimo, da je resˇitev sistema Ax = 0
premica y =  x/2, kar je tudi iskani nicˇelni prostor N(A).
Zgornji primer je dovolj enostaven, da nimamo tezˇav pri opisu nicˇelnega
prostora. Kako pa opiˇsemo nicˇelni prostor za vecˇje matrike? Stolpcˇni prostor
matrike smo opisali tako, da smo vsem stolpcem dodali sˇe vse njihove linearne
kombinacije. Podobno bi radi opisali tudi nicˇelni prostor, vendar za to potrebu-
jemo nekaj vektorjev (ogrodje podprostora), katerih linearne kombinacije bodo
sestavljale cel nicˇelni prostor.
V primeru 3.8 je potreben samo en vektor, u = [ 2 1]T , vse ostale resˇitve
sistema Ax = 0 pa so mnogokratniki te resˇitve x = tu.
Primer 3.9 Poiˇscˇimo sˇe nicˇelni prostor matrike
A =
2664
1 1 1 1
1 2 2 3
2 3 3 4
0 1 1 2
3775 .
Zacˇnimo, kot ponavadi, z Gaussovo eliminacijo. Potrebni so trije koraki2664
1 1 1 1
1 2 2 3
2 3 3 4
0 1 1 2
3775  !
2664
1 1 1 1
0 1 1 2
0 1 1 2
0 1 1 2
3775  !
2664
1 1 1 1
0 1 1 2
0 0 0 0
0 0 0 0
3775 .
Koncˇni rezultat eliminacije je matrika z dvema pivotoma. Stolpec oziroma
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vrstico, v kateri je pivot, imenujemo pivotni stolpec oziroma pivotna vrstica,
stolpec oziroma vrstico brez pivota pa imenujemo prosti stolpec oziroma prosta
vrstica. Vsakemu stolpcu matrike v sistemu linearnih enacˇb Ax = b pripada
svoja neznanka. Neznanke, ki pripadajo pivotnim stolpcem, bomo imenovali
pivotne neznanke, neznanke, ki pripadajo prostim stolpcem, pa proste neznanke.
Proste neznanke so tiste, ki jim lahko prosto izberemo vrednost. Ko izberemo
vrednost prostih neznank, so vrednosti pivotnih neznank enolicˇno dolocˇene. Da
bi bila koncˇna resˇitev cˇim enostavnejˇsa, bomo za vrednosti prostih neznank
izbirali le vrednosti 0 in 1 in sicer za vsak vektor iz ogrodja nicˇelnega prostora
bomo eni prosti neznanki izbrali vrednost 1 in ostalim vrednost 0. Z vsako
izbiro prostih neznank dobimo eno resˇitev homogenega sistema Ax = 0. Te
resˇitve bomo imenovali posebne resˇitve. Vektor, ki ima za komponente vrednosti
posebnih resˇitev, je element nicˇelnega prostora N(A). Vsi vektorji, ki pripadajo
posebnim resˇitvam, sestavljajo ogrodje nicˇelnega prostora, ves nicˇelni prostor
pa sestavljajo vse linearne kombinacije posebnih resˇitev.
Linearna kombinacija dveh ali vecˇ resˇitev homogenega sistema je, zaradi
izreka 3.6, spet resˇitev istega homogenega sistema. Cˇe vzamemo vse linearne
kombinacije vseh posebnih resˇitev iz prejˇsnjega odstavka, dobimo vse resˇitve
homogenega sistema. Zato bomo linearno kombinacijo vseh posebnih resˇitev
imenovali splosˇna resˇitev homogenega sistema. Tako je nicˇelni prostor N(A)
matrike A enak splosˇni resˇitvi homogenega sistema Ax = 0. Lahko ga opiˇsemo
tudi tako, da vse posebne resˇitve zlozˇimo kot stolpce v matriko X, ki ji recˇemo
matrika nicˇelnega prostora. Nicˇelni prostor matrike A je tako enak stolpcˇnemu
prostoru matrike nicˇelnega prostora N(A) = C(X).
Nadaljevanje primera 3.9 Ker iˇscˇemo nicˇelni prostor matrike, moramo
(glej definicijo 3.7) izracˇunati resˇitev homogenega sistema Ax = 0. Ker sta
tretji in cˇetrti stolpec matrike prosta, sta prosti neznanki x3 in x4. Najprej
izberemo za njuni vrednosti x3 = 1 in x4 = 0, od koder iz druge enacˇbe
x2 + x3 + 2x4 = 0 dobimo vredost (pivotne) neznanke x2 =  1 ter nazadnje
iz prve enacˇbe x1 + x2 + x3 + x4 = 0 sˇe vrednost (pivotne) neznanke x1 = 0.
Tako smo dobili prvi vektor iz ogrodja nicˇelnega prostora x = [0   1 1 0]T .
Drugi vektor bomo dobili z drugo izbiro vrednosti prostih neznank. Tokrat
bomo izbrali x3 = 0 in x4 = 1. Iz druge enacˇbe dobimo, da mora biti x2 =  2
ter iz prve enacˇbe x1 = 1. Drugi vektor iz ogrodja nicˇelnega prostora je tako
y = [1   2 0 1]T .
Tako smo dobili obe posebni resˇitvi. Splosˇna resˇitev sestavljajo vse linearne
kombinacije posebnih resˇitev, to pa je tudi nicˇelni prostor N(A)
N(A) = {c1x1 + c2x2; c1, c2 2 R} =
8>><>>:c1
2664
0
 1
1
0
3775+ c2
2664
1
 2
0
1
3775 ; c1, c2 2 R
9>>=>>; .
Ugotovili smo (izrek 3.6), da vse resˇitve homogenega sistema linearnih enacˇb
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Ax = 0 sestavljajo podprostor v vektorskem prostoru Rn. Poglejmo sˇe, kako je
z resˇitvami nehomogenega sistema Ax = b, kjer je b 6= 0. Najprej primer.
Primer 3.10 Naj bo A singularna matrika iz primera 3.8
A =

1 2
 2  4
 
in vektor b = [ 3 6]T desna stran sistema linearnih enacˇb Ax = b. Poiˇscˇimo
splosˇno resˇitev.
Zacˇnemo z Gaussovo eliminacijo na razsˇirjeni matriki in po prvem koraku
dobimo 
1 2  3
 2  4 6
 
 !

1 2  3
0 0 0
 
.
Imamo eno samo nenicˇelno vrstico, en pivotni in en prosti stolpec, neznanka
x1 je pivotna, x2 pa prosta. Za vrednost proste neznanke izberemo x2 = c in
s tem je vrednost pivotne neznanke dolocˇena. Iz prve enacˇbe x1 + 2x2 =  3
dobimo x1 =  2c  3. V vektorski obliki je resˇitev
x =
  3  2c
c
 
=
  3
0
 
+ c
  2
1
 
. (3.1)
Mnozˇica resˇitev (3.1) za vse c 2 R ne sestavlja vektorskega prostora ker (vsak
od naslednjih razlogov je sam po sebi zadosten za to trditev):
• Ne vsebuje vektorja 0;
• Vsota dveh resˇitev (3.1) ni resˇitev;
• Produkt resˇitve s katerimkoli sˇtevilom t 6= 1 ni resˇitev.
Tako vidimo, da resˇitve nehomogenega sistema Ax = b niso vektorski pod-
prostor, za razliko od resˇitev homogenega sistema Ax = 0, ki so vektorski
podprostor (nicˇelni prostor N(A)).
3.2 Pravokotni homogeni sistemi linearnih enacˇb
V tem razdelku si bomo ogledali resˇitve sistemov linearnih enacˇb, pri katerih
sˇtevilo enacˇb ni enako sˇtevilu neznank. Naucˇili se bomo tudi cˇim ucˇinkoviteje
izracˇunati resˇitve teh sistemov enacˇb. Ob tem bomo pozorni, kaj se dogaja s
stolpcˇnim in nicˇelnim prostorom matrike sistema.
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3.2.1 Stopnicˇasta oblika matrike
Matrika A naj bo pravokotna m ⇥ n. Kadar delamo Gaussovo eliminacijo nad
pravokotno matriko A seveda ne moremo pricˇakovati, da bo koncˇna matrika U
zgornjetrikotna. Cˇe je na pivotnem mestu nicˇla in pod njo ni primernega pivota,
z eliminacijo nadaljujemo v naslednjem stolpcu.
Primer 3.11 Poglejmo, kaj nam prinese Gaussova eliminacija na matriki
A =
24 2 3 4 5 62 3 5 8 11
4 6 6 6 4
35 .
Tudi tokrat bomo pivote poudarili s kvadrati. Dobimo24 2 3 4 5 62 3 5 8 11
4 6 6 6 4
35  !
24 2 3 4 5 60 0 1 3 5
0 0  2  4  8
35  !
264 2 3 4 5 60 0 1 3 5
0 0 0 2 2
375 .
Vse tri vrstice so pivotne vrstice, prvi, tretji in cˇetrti stolpec so pivotni stolpci,
drugi in zadnji stolpec pa sta prosta.
Namesto zgornjetrikotne oblike matrike, kot smo jo srecˇali pri obrnljivih ma-
trikah, imamo kot koncˇni rezultat pri pravokotnih matrikah stopnicˇasto obliko.
Definicija 3.9 Matrika ima stopnicˇasto obliko, kadar se vsaka od njenih vr-
stic zacˇne z vsaj eno nicˇlo vecˇ kot prejˇsnja vrstica.
Prvi element, razlicˇen od nicˇ v vsaki vrstici, je pivot. Sˇtevilo pivotov v
matriki je pomembno za sˇtevilo resˇitev sistema enacˇb, kot tudi za velikost
stolpcˇnega in nicˇelnega prostora matrike, zato zasluzˇi posebno ime.
Definicija 3.10 Sˇtevilo pivotov v matriki se imenuje rang matrike.
Rang matrike A zapiˇsemo rang(A).
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Izrek 3.11 Rang matrike ni vecˇji od sˇtevila vrstic in ni vecˇji od sˇtevila stolp-
cev matrike.
Dokaz: Rang matrike je enak sˇtevilu pivotov. Pivot pa je v vsaki vrstci ali
stolpcu kvecˇjemu eden.
Poglejmo sˇe, kako lahko poiˇscˇemo nicˇelni prostor pravokotne matrike:
Primer 3.12 Poiˇscˇimo nicˇelni prostor N(A) za matriko
A =
24 2 3 4 5 62 3 5 8 11
4 6 6 6 4
35
iz primera 3.11. Stopnicˇasto obliko matrike A smo zˇe izracˇunali264 2 3 4 5 60 0 1 3 5
0 0 0 2 2
375 .
Matrika A ima rang 3. Prosti neznanki sta x2 in x5. Njuni vrednosti dolocˇimo
najprej kot x2 = 1 in x5 = 0 ter z obratnim vstavljanjem (podrazdelek 2.2)
izracˇunajmo vrednosti pivotnih neznank x4 = 0, x3 = 0 in x1 =  3/2.
Cˇe pa za vrednosti prostih neznank izberemo x2 = 0 in x5 = 1, dobimo za
pivotne neznanke x4 =  1, x3 =  2 in x1 = 7/2.
Ogrodje nicˇelnega prostora tako sestavljata nekolinearna vektorja x1 =
[ 3/2 1 0 0 0]T in x2 = [7/2 0   2   1 1]T , nicˇelni prostor pa sestavljajo vse
njune linearne kombinacije (definicija 1.5)
N(A) =
8>>>><>>>>:c1
266664
 3/2
1
0
0
0
377775+ c2
266664
7/2
0
 2
 1
1
377775 ; c1, c2 2 R
9>>>>=>>>>; .
Ker pri Gaussovi eliminaciji delamo samo vrsticˇne operacije, to so operacije,
ki ohranjajo resˇitve sistema linearnih enacˇb, se ohranja tudi nicˇelni prostor ma-
trike. Tako ima zacˇetna matrika A isti nicˇelni prostor kot koncˇna stopnicˇasta
matrika U , ki jo dobimo po koncu Gaussove eliminacije. Nicˇelni prostor N(A)
zato dobimo kot linearno kombinacijo posebnih resˇitev homogenega sistema
Ux = 0. Ker posebne resˇitve dobimo tako, da vsakicˇ eni prosti nezanki damo
vrednost 1, ostalim pa vrednost 0, imamo toliko posebnih resˇitev, kot je prostih
neznank. Ker pa so proste neznanke vse razen pivotnih, ki jih je r = rang(A),
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je sˇtevilo prostih neznank enako n  r, to je razlika med sˇtevilom vseh neznank
(sˇtevilom stolpcev matrike A) in rangom matrike A. S tem smo dokazali
Izrek 3.12
Sˇtevilo prostih neznank = sˇtevilo stolpcev  rang matrike
Nasprotno od nicˇelnega prostora pa se stolpcˇni prostor matrike pri Gaussovi
eliminaciji ne ohranja. Poglejmo si to na primeru:
Primer 3.13 Matrika
A =
24 1 11 0
1 1
35
ima stolpcˇni prostor
C(A) =
8<:c1
24 11
1
35+ c2
24 10
1
35 ; c1, c2 2 R
9=; =
8<:
24 c1 + c2c1
c1 + c2
35 ; c1, c2 2 R
9=; ,
to so vektorji, ki imajo enaki prvo in zadnjo komponento. Matrika U po
Gaussovi eliminaciji
A =
24 1 11 0
1 1
35  !
24 1 10  1
0 0
35 = U
pa ima stolpcˇni prostor
C(U) =
8<:c1
24 10
0
35+ c2
24 1 1
0
35 ; c1, c2 2 R
9=; =
8<:
24 c1 + c2 c2
0
35 ; c1, c2 2 R
9=; ,
to so vektorji, ki imajo zadnjo komponento enako 0. Ocˇitno C(A) 6= C(U).
3.2.2 Reducirana stopnicˇasta oblika
Iz stopnicˇaste oblike lahko naredimo sˇe en korak. Podobno kot smo v podraz-
delku 2.3.2 z Gauss-Jordanovo eliminacijo iz polne matrike prek zgornjetrikotne
oblike priˇsli do diagonalne matrike, lahko iz stopnicˇaste oblike pridemo do re-
ducirane stopnicˇaste oblike. To naredimo v dveh korakih:
1. pivotne vrstice delimo s pivotom, da so na koncu vsi pivoti enaki 1,
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2. z odsˇtevanjem mnogokratnika pivotne vrstice od viˇsje lezˇecˇih vrstic dose-
zˇemo, da so vsi elementi nad pivoti enaki 0.
Primer 3.14 V primeru 3.11 smo pravokotno matriko A zˇe preoblikovali v
stopnicˇasto obliko
A =
24 2 3 4 5 62 3 5 8 11
4 6 6 6 4
35  !
264 2 3 4 5 60 0 1 3 5
0 0 0 2 2
375 = U ,
sedaj pa transformacijo nadaljujemo do reducirane stopnicˇaste oblike. Najprej
vsako vrstico delimo s svojim pivotom (prvo in tretjo vrstico z 2, v drugi je
pivot zˇe enak 1)
U  !
264 1 3/2 2 5/2 30 0 1 3 5
0 0 0 1 1
375  !
nato pa eliminiramo sˇe elemente nad pivoti. Najprej od druge vrstice
odsˇtejemo 3-kratnik tretje vrstice264 1 3/2 2 5/2 30 0 1 0 2
0 0 0 1 1
375  !
nato pa od prve vrstice odsˇtejemo 2-kratnik druge vrstice in 2.5-kratnik zadnje
vrstice 264 1 3/2 0 0  7/20 0 1 0 2
0 0 0 1 1
375 = R .
V reducirani stopnicˇasti matriki R imajo pivotni stolpci 1 na pivotnem me-
stu, drugod same 0. Sˇe vecˇ: kvadratna matrika, sestavljena iz samo pivotnih
stolpcev in pivotnih vrstic, je enotska matrika reda r, kjer je r = rang(A).
Ker je sˇtevilo pivotov v prvotni matriki A, stopnicˇasti matriki U in reducirani
stopnicˇasti matriki R enako, imajo vse te matrike isti rang r.
Cˇe je rang r matrike manjˇsi od sˇtevila vrstic m, imata stopnicˇasta oblika
U in reducirana stopnicˇasta oblika R zadnjih m  r vrstic sestavljenih iz samih
nicˇel, kar pomeni, da se te vrstice v prvotni matriki dajo zapisati kot linearna
kombinacija pivotnih vrstic. V sistemu linearnih enacˇb so enacˇbe, ki ustrezajo
nicˇelnim vrsticam v stopnicˇasti obliki razsˇirjene matrike, linearna kombinacija
prejˇsnjih enacˇb in zato pravzaprav odvecˇ.
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Podobno velja za stolpce matrike: proste stolpce v prvotni matriki lahko
vedno zapiˇsemo kot linearno kombinacijo pivotnih stolpcev. Nobenega od pivo-
tnih stolpcev pa ne moremo zapisati kot linearno kombinacijo ostalih pivotnih
stolpcev.
Posebne resˇitve in reducirana stopnicˇasta oblika
Do reducirane stopnicˇaste oblike matrike A smo priˇsli v dveh korakih. Najprej
smo matriko A z Gauusovo eliminacijo preoblikovali v stopnicˇasto obliko U ,
nato pa smo po delitvi pivotnih vrstic s pivoti in eliminaciji elementov nad
pivoti izracˇunali reducirano stopnicˇasto obliko R. Iz te oblike zlahka preberemo
posebne resˇitve sistema Rx = 0. Zaradi enostavnosti razlage vzemimo, da je
prvih r stolpcev matrike R pivotnih1. Potem reducirano stopnicˇasto obliko
lahko zapiˇsemo v blocˇni obliki kot
R =

I F
0 0
 
,
kjer je I enotska matrika reda r, matrika F dimenzije r⇥ n  r, nicˇelni matriki
pa imata m   r vrstic ter n in n   r stolpcev. V blocˇni obliki lahko zapiˇsemo
homogen sistem enacˇb
I F
0 0
  
pivotne neznanke
proste neznanke
 
,
kar lahko zapiˇsemo tudi kot
I

pivotne
neznanke
 
=  F

proste
neznanke
 
. (3.2)
Za vrednosti prostih neznank izberemo vsakicˇ eno 1 in ostale 0. Cˇe vse izbire
po stolpcih zlozˇimo v matriko, je to enotska matrika: [proste neznanke] = I.
Vstavimo v sistem (3.2) pa imamo
I

pivotne
neznanke
 
=  FI ,
od koder takoj dobimo
[pivotne neznanke] =  F .
Cˇe si za vrednosti prostih neznank izberemo zaporedoma stolpce enotske matrike
reda n  r, so ustrezne vrednosti pivotnih neznank zaporedoma stolpci matrike
 F . Celotno resˇitev torej lahko zapiˇsemo kot matriko nicˇelnega prostora
X =
  F
I
 
r pivotnih neznank
n  r prostih neznank . (3.3)
1Cˇe so med pivotne stolpce pomesˇani prosti stolpci, lahko s preureditvijo vrstnega reda
neznank dosezˇemo, da so vse pivotne nezananke pred vsemi prostimi. S tem bodo tudi vsi
pivotni stolpci pred vsemi prostimi.
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Cˇe smo menjali vrsti red neznank (stolpcev v matriki), da smo dobili vse
pivotne stolpce levo od vseh prostih, moramo sedaj spraviti neznanke v prvotni
vrstni red tako, da ustrezno zamenjamo vrstice matrike X. Stolpci matrike X
tako postanejo posebne resˇitve homogenega sistema Ax = 0.
Splosˇna resˇitev homogenega sistema so vse linearne kombinacije posebnih
resˇitev, torej stolpcˇni prostor C(X) matrike nicˇelnega prostora X.
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Primer 3.15 V primeru 3.12 smo nicˇelni prostor matrike
A =
24 2 3 4 5 62 3 5 8 11
4 6 6 6 4
35
poiskali tako, da smo matriko A najprej z Gaussovo eliminacijo preoblikovali
v stopnicˇasto obliko, sistematicˇno izbrali za vrednosti prostih neznank stolpce
enotske matrike in z obratnim vstavljanjem dobili N(A).
Za isto matriko smo v primeru 3.14 izracˇunali reducirano stopnicˇasto obliko
R =
264 1 3/2 0 0  7/20 0 1 0 2
0 0 0 1 1
375 .
Da bi v matriki R pivotne stolpce postavili pred proste, moramo neznanke
[x1 x2 x3 x4 x5] preurediti v [x1 x3 x4 x2 x5], s tem se tudi vrstni red stolpcev
v matriki R spremeni v264 1 0 0 3/2  7/20 1 0 0 2
0 0 1 0 1
375 .
Prvi trije (pivotni) stolpci sestavljajo enotsko matriko, zadnja dva (prosta)
pa matriko F . Tako dobimo
  F
I
 
=
266664
 3/2 7/2
0  2
0  1
1 0
0 1
377775 .
Da bi dobili resˇitev kot v primeru 3.12, moramo le sˇe urediti spremenljivke
v pravi vrstni red, kar dosezˇemo, cˇe predzadnjo vrstico prestavimo takoj za
prvo vrstico, tako da je matrika nicˇelnega prostora
X =
266664
 3/2 7/2
1 0
0  2
0  1
0 1
377775 .
To lahko preverimo tako, da izracˇunamo produkt RX.
Poglejmo si sˇe en primer.
3.3. NEHOMOGENI PRAVOKOTNI SISTEMI 113
Primer 3.16 Tokrat poiˇscˇimo nicˇelni prostor (torej resˇitve homogenega si-
stema Ax = 0) matrike
A =
266664
2 2 4
3 3 6
4 5 9
5 8 13
6 11 17
377775 .
Najprej izracˇunamo stopnicˇasto obliko U , potem pa sˇe reducirano stopnicˇasto
obliko R266664
2 2 4
3 3 6
4 5 9
5 8 13
6 11 17
377775  !
266664
2 2 4
0 0 0
0 1 1
0 3 3
0 5 5
377775  !
266664
2 2 4
0 1 1
0 0 0
0 0 0
0 0 0
377775  !
266664
1 0 1
0 1 1
0 0 0
0 0 0
0 0 0
377775 .
A  ! U  ! R
Rang matrike je enak 2, torej imamo 2 pivotni in eno prosto neznanko. Po-
sebno resˇitev lahko izracˇunamo (kot v primeru 3.12) iz stopnicˇaste oblike U
z obratnim vstavljanjem ali pa (kot v primeru 3.15) iz reducirane stopnicˇaste
oblike R. V obeh primerih dobimo isto matriko nicˇelnega prostora
X =
24  1 1
1
35 .
3.3 Nehomogeni pravokotni sistemi
Nehomogeni sistemi linearnih enacˇb se nekoliko razlikujejo od homogenih siste-
mov. Medtem ko je nicˇelni vektor 0 vedno resˇitev homogenega sistema Ax = 0,
nicˇelni vektor nikoli ni resˇitev nehomogenega sistema Ax = b. Prav tako line-
arna kombinacija dveh resˇitev nehomogenega sistema ni resˇitev tega nehomoge-
nega sistema enacˇbe, kar pomeni, da resˇitve nehomogenega sistema enacˇb niso
vektorski podprostor. Sˇe vecˇ: nehomogen sistem mogocˇe sploh nima resˇitve. To
se zgodi (glej izrek 3.5) natanko tedaj, kadar desna stran b 62 C(A).
Vsekakor je pametno matriko sistema preoblikovati v stopnicˇasto obliko, to
pomeni, da bomo pri resˇevanju sistema Ax = b uporabili Gaussovo eliminacijo.
Za razliko od homogenega sistema, kjer imamo na desni strani nicˇle in nam ni
treba skrbeti zanje, saj vemo, da se med Gaussovo eliminacijo ne bodo spre-
minjale, moramo pri nehomogenih sistemih iste operacije, kot jih izvajamo nad
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vrsticami matrike, izvajati tudi nad desnimi stranmi. To pomeni, da je pametno
Gaussovo eliminacijo narediti nad razsˇirjeno matriko [A|b].
Cˇe je b 2 C(A), je linearni sistem Ax = b resˇljiv. Ima lahko eno samo
resˇitev (pravimo, da je sistem enolicˇno resˇljiv) ali pa neskoncˇno resˇitev. Splosˇna
resˇitev nehomogenega sistema vsebuje nicˇ ali vecˇ parametrov tako, da lahko z
vsemi mozˇnimi vrednostmi parametrov dobimo vse resˇitve sistema. Partikularna
resˇitev je ena izmed resˇitev, torej (fiksni) vektor xp, da je Axp = b.
Poglejmo si najprej na primeru, kako lahko izracˇunamo resˇitve nehomoge-
nega sistema linearnih enacˇb.
Primer 3.17 Izracˇunajmo resˇitve sistema enacˇb
2x1 + 3x2 + 4x3 + 5x4 + 6x5 = 7
2x1 + 3x2 + 5x3 + 8x4 + 11x5 = 8
4x1 + 6x2 + 6x3 + 6x4 + 4x5 = 9
Najprej naredimo Gaussovo eliminacijo nad razsˇirjeno matriko
A =
24 2 3 4 5 6 72 3 5 8 11 8
4 6 6 6 4 9
35  !
24 2 3 4 5 6 70 0 1 3 5 1
0 0  2  4  8  5
35  !
264 2 3 4 5 6 70 0 1 3 5 1
0 0 0 2 2  3
375 = U .
Zadnja neznanka je prosta, zato njeno vrednost lahko poljubno izberemo, na
primer x5 = c1. Iz zadnje enacˇbe lahko izracˇunamo x4 =  3/2   c1, iz
predzadnje pa x3 = 11/2   2c1. Neznanka x2 je prosta, zato njeno vrednost
lahko poljubno izberemo, na primer x2 = c2. Ostane sˇe prva enacˇba, iz katere
izracˇunamo x1 = 15/4 + 7c1/2  3c2/2.
Resˇitev zapiˇsimo sˇe v vektorski obliki
x =
266664
 15/4 + 7c1/4  3c2/2
c2
11/2  2c1
 3/2  c1
c1
377775 =
266664
 15/4
0
11/2
 3/2
0
377775+ c1
266664
7/2
0
 2
 1
1
377775+ c2
266664
 3/2
1
0
0
0
377775
Splosˇna resˇitev je sestavljena iz dveh delov. Prvi del splosˇne resˇitve je vektor
[ 15/4 0 11/2   3/2 0]T , ki je sam po sebi resˇitev zgornjega nehomogenega
sistema enacˇb (preveri!). Drugi del resˇitve pa je linearna kombinacija dveh
posebnih resˇitev homogenega sistema Ax = 0 (tudi to preveri!).
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Vzorec, ki smo ga opazili v primeru 3.17, velja pri vseh sistemih linearnih
enacˇb.
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Slika 3.2: Splosˇna resˇitev (zelena ravnina) nehomogenega sistema Ax = b je
nicˇelni prostor (modra ravnina) N(A), premaknjen za partikularno resˇitev xp
Izrek 3.13 Splosˇna resˇitev X nehomogenega sistema linearnih enacˇb Ax = b
je vsota partikularne resˇitve xp nehomogenega sistema in splosˇne resˇitve N(A)
homogenega sistema Ax = 0 (slika 3.2)
X = xp +N(A) .
Dokaz: Naj bo xp neka resˇitev nehomogene enacˇbe Ax = b in N(A) nicˇelni
postor matrike A. Potem je za vsak xh 2 N(A) tudi xp + xh resˇitev enacˇbe
Ax = b, saj je
A(xp + xh) = Axp +Axh = b+ 0 = b .
Po drugi strani pa velja: cˇe je x poljubna resˇitev enacˇbe Ax = b, je razlika
x  xp v nicˇelnem prostoru matrike A, saj je
A(x  xp) = Ax Axp = b  b = 0 ,
torej lahko x zapiˇsemo kot x = xp + xh za neki xh 2 N(A).
Omenili smo zˇe, da resˇitve nehomogenega sistema enacˇb niso vektorski pod-
prostor. Iz izreka 3.13 pa lahko ugotovimo, da mnozˇica resˇitev nehomogene
enacˇbe ni dalecˇ od vektorskega prostora: cˇe vsem resˇitvam odsˇtejemo neko (fi-
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ksno) resˇitev, dobimo nicˇelni prostor N(A) (slika 3.2).
3.3.1 Razvrstitev enacˇb glede na dimenzijo in rang ma-
trike
Za konec teme o sistemih linearnih enacˇb si poglejmo sˇe, kako so resˇitve sistema
odvisne od sˇtevila enacˇb, sˇtevila neznank in od ranga matrike sistema.
Resˇujemo sistrem Ax = b. Matrika A naj ima m vrstic (sistem ima prav
toliko enacˇb) in n stolpcev (sistem ima prav toliko neznank), njen rang pa naj bo
rang(A) = r. Iz same definicije ranga matrike (definicija 3.10) smo zˇe ugotovili
(izrek 3.11), da za rang matrike veljata omejitvi r  m in r  n.
Definicija 3.14
1. Visoka in ozka matrika (m > n) ima poln stolpcˇni rang, kadar je
rang(A) = n;
2. Nizka in sˇiroka matrika (m < n) ima poln vrsticˇni rang, kadar je
rang(A) = m;
3. Kvadratna matrika (n = m) ima poln rang, kadar je rang(A) = m = n.
Poglejmo si vsakega od teh primerov posebej.
Sistemi polnega stolpcˇnega ranga
Izrek 3.15 Za vsako matriko A s polnim stolpcˇnim rangom r = n  m, velja:
1. Vsi stolpci A so pivotni stolpci;
2. Sistem enacˇb Ax = 0 nima prostih neznank, zato tudi nima posebnih
resˇitev;
3. Nicˇelni prostor N(A) vsebuje le nicˇelni vektor N(A) = {0};
4. Kadar ima sistem enacˇb Ax = b resˇitev (kar ni vedno res!), je resˇitev
ena sama;
5. Reducirana vrsticˇna oblika matrike (A) se da zapisati kot
R =

I
0
 
=

n⇥ n enotska matrika
m  n vrstic samih nicˇel
 
.
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Dokaz:
1. Cˇe je rang(A) = n (definicija 3.10), imamo n pivotov, torej n pivotnih
stolpcev.
2. Ker je n pivotnih stolpcev, ni nobenega prostega stolpca, torej nobene
proste neznanke. Tako tudi posebnih resˇitev ni.
3. Ker ni posebnih resˇitev, ima homogen sistem Ax = 0 le nicˇelno resˇitev
0.
4. Splosˇna resˇitev nehomogenega sistema Ax = b je vsota partikularne
resˇitve nehomogenega sistema in splosˇne resˇitve ustreznega homogenega
sistema Ax = 0 (izrek 3.13). Ker ima homogen sistem le nicˇelno resˇitev,
ima nehomogen sistem kvecˇjemu eno resˇitev.
5. Ker je n pivotov, je tudi n pivotnih vrstic in zato m   n vrstic samih
nicˇel. Preostanek matrike je obrnljiva matrika dimenzije n ⇥ n, katere
reducirana stopnicˇasta oblika je enotska matrika.
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Primer 3.18 Vzemimo matriko
A =
2664
1 3
2 1
3 5
4 6
3775 .
1. Da bi ugotovili sˇtevilo pivotnih stolpcev (ali so res vsi?) zacˇnimo z
Gaussovo eliminacijo2664
1 3
2 1
3 5
4 6
3775  !
2664
1 3
0  5
0  4
0  6
3775  !
2664
1 3
0 -5
0 0
0 0
3775 = U .
Res sta oba stolpca pivotna.
2. Prostih stolpcev ni.
3. Edina resˇitev homogenega sistema Ax = 0 je nicˇelni vektor.
4. Za vektor desnih strani b = [4 3 7 9 ]T sistem Ax = b nima nobene
resˇitve (preveri!), za vektor [4 3 8 10]T pa je edina resˇitev x = [1 1]T
(preveri!)
5. Izracˇunajmo sˇe reducirano stopnicˇasto obliko
U =
2664
1 3
0 -5
0 0
0 0
3775  !
2664
1 1
0 1
0 0
0 0
3775  !
2664
1 0
0 1
0 0
0 0
3775 = R .
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Sistemi polnega vrsticˇnega ranga
Izrek 3.16 Za vsako matriko A s polnim vrsticˇniim rangom r = m  n velja:
1. Vse vrstice so pivotne, ni prostih vrstic in U (stopnicˇasta oblika) in R
(reducirana stopnicˇasta oblika) nimata nicˇelnih vrstic.
2. Sistem enacˇb Ax = b je resˇljiv za vsak vektor b.
3. Sistem Ax = b ima n r = n m prostih neznank, zato tudi prav toliko
posebnih resˇitev.
4. Stolpcˇni prostor C(A) je ves prostor Rm.
Dokaz:
1. Cˇe je rang(A) = m (definicija 3.10), imamo m pivotov, torej m pivotnih
vrstic. Nobena vrstica torej ni prosta in stopnicˇasta oblika in reducirana
stopnicˇasta oblika ne moreta imeti vrstic s samimi nicˇlami.
2. Ker v stopnicˇasti obliki U ni nobene nicˇelne vrstice, lahko ne glede na
vrednosti desnih strani resˇimo vse enacˇbe z obratnim vstavljanjem.
3. Ker jem pivotov, je tudim pivotnih neznank, torej ostane n m prostih
neznank. Ker posebne resˇitve izbiramo tako, da je vedno ena od prostih
neznank enaka 1, ostale pa 0, dobimo n m posebnih resˇitev.
4. Ker je sistem enacˇb Ax = b resˇljiv za vsak vektor b, lahko vsak vektor
b 2 Rm zapiˇsemo kot kombinacijo stolpcev matrike A.
Ker je pri sistemih enacˇb s polnim vrsticˇnim rangom (r = m < n) enacˇb
manj kot neznank in resˇitev vedno obstaja, take sisteme imeujemo poddolocˇeni
sistemi.
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Primer 3.19 Naj bo A transponirana matrika iz primera 3.18
A =
2664
1 3
2 1
3 5
4 6
3775
T
=

1 2 3 4
3 1 5 6
 
.
Poiˇscˇimo resˇitve sistema enacˇb Ax = [b1 b2]T .
1. Naredimo Gaussovo eliminacijo (dovolj bo en korak) na razsˇirjeni ma-
triki
1 2 3 4 b1
3 1 5 6 b2
 
 !
"
1 2 3 4 b1
0 -5  4  6 b1   3b2
#
.
Imamo dva pivota, poln vrsticˇni rang, dve pivotni vrstici in nobene
proste. Stopnicˇasta oblika nima nobene nicˇelne vrstice.
2. Resˇitev sistema obstaja: za prosti spremenljivki lahko izberemo vredno-
sti x3 = 0 in x4 = 0. Iz zadnje enacˇbe  5x2 = b1   3b2 izracˇunamo
x2 =
 b1
5 +
3b2
5 in nato iz prve enacˇbe x1 + 2x2 = b1 pa x1 =
7b1
5   6b25 .
Resˇitev torej obstaja za vse vrednosti b1 in b2.
3. Eno posebno resˇitev dobimo, cˇe si izberemo vrednosti prostih spremen-
ljivk x3 = 1 in x4 = 0, drugo pa za vrednosti x3 = 0 in x4 = 1. Splosˇno
resˇitev lahko bralec izracˇuna sam.
4. Stolpcˇni prostor matrike A je mnozˇica vseh linearnih kombinacij stolp-
cev matrike A, vendar zˇe vse linearne kombinacije prvih dveh stolpcev
[1 3] in [2 1] pokrijejo celo ravnino R2, saj prva dva stolpca nista koli-
nearna.
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Kvadratni sistemi polnega ranga
Izrek 3.17 Za vsako kvadratno matriko A polnega ranga (rang(A) = m = n)
velja:
1. Reducirana vrsticˇna oblika matrike A je enotska matrika.
2. Sistem enacˇb Ax = b ima natancˇno eno resˇitev za vsak vektor desnih
strani b.
3. Matrika A je obrnljiva.
4. Nicˇelni prostor matrike A je samo nicˇelni vektor N(A) = {0}.
5. Stolpcˇni prostor matrike A je cel prostor C(A) = Rm.
Dokaz: Naj bo A kvadratna matrika reda n in r = rang(A) = n.
1. Matrika A ima rang n, torej je n pivotov. Vsaki vrstici in v vsakem
stolpcu je po en pivot. Z zamenjavo vrstic lahko dosezˇemo, da so pivoti
na diagonali. Stopnicˇasta oblika matrike je zgornjetrikotna (definicija
1.18), v reducirani stopnicˇasti obliki so vsi pivoti enaki 1 in vsi elementi
v matriki nad pivoti enaki 0.
2. Matrika ima poln vrsticˇni rang, zato (izrek 3.16) ima sistem enacˇb Ax =
b vedno resˇitev. Ker je matrika tudi polnega stolpcˇnega ranga (izrek
3.15), sistem Ax = b ne more imeti vecˇ kot eno resˇitev. Torej ima vedno
natanko eno resˇitev.
3. Naj bo ei i-ti stolpec enotske matrike. Ker imajo vsi sistemi enacˇb
Axi = ei natanko eno resˇitev, za matriko X = [x1 x2 · · ·xn] velja, da
je AX enotska matrika, torej je X inverz matrike A, ki je zato obrnljiva.
4. Ker je A polnega stolpcˇnega ranga (izrek 3.15), ima sistem enacˇb Ax = 0
le nicˇelno resˇitev.
5. Ker ima matrika A poln vrsticˇni rang, je (izrek 3.15) stolpcˇni prostor
C(A) cel prostor Rm.
Povzetek
Sˇe enkrat na kratko poglejmo mozˇnosti, ki jih imamo pri resˇevanju sistemov
linearnih enacˇb. Kadar resˇujemo sistem Ax = b, je sˇtevilo resˇitev odvisno od
sˇtevila enacˇb m, sˇtevila neznank n in ranga matrike r. Imamo v glavnem sˇtiri
mozˇnosti:
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1. m = n = r matrika A je kvadratna in obrnljiva, polnega ranga, C(A) =
Rm in N(A) = {0}. To je najbolj pogost in zato zelo pomemben primer.
Reducirana stopnicˇasta oblika je R = I. Enacˇba Ax = b ima vedno na-
tancˇno eno resˇitev. Podrobno smo take sisteme obravnavali v 2. poglavju.
2. r = m < n matrika je sˇiroka in nizka, polnega vrsticˇnega ranga, C(A) =
Rm. Reducirana stopnicˇasta oblika je R = [I F ] (obicˇajno je potrebno
spremeniti vrstni red neznank, sicer so stolpci matrik I in F premesˇani).
Enacˇba Ax = b ima vedno neskoncˇno mnogo resˇitev, dobimo jih kot
vsoto partikularne resˇitve in linearne kombinacije n   r posebnih resˇitev
homogene enacˇbe Ax = 0. Take sisteme smo podrobeje obravnavali v
razdelku 3.3.
3. r = n < m matrika je ozka in visoka, polnega stolpcˇnega ranga, N(A) =
{0}. Reducirana stopnicˇasta oblika je R =

I
0
 
. Enacˇba Ax = b ima
eno resˇitev ali pa nobene. Take sisteme smo podrobneje obravnavali v
razdelku 3.2.
4. r < n in r < m matrika ni polnega ranga. To je teoreticˇno najbolj splosˇen
in najbolj redek primer. Reducirana stopnicˇasta oblika je R =

I F
0 0
 
(obicˇajno je potrebno spremeniti vrstni red neznank, sicer so stolpci matrik
I in F premesˇani). Enacˇba Ax = b ni resˇljiva ali pa ima neskoncˇno mnogo
resˇitev, dobimo jih kot vsoto partikularne resˇitve in linearne kombinacije
n  r posebnih resˇitev homogene enacˇbe Ax = 0.
3.4 Linearna neodvisnost, baze, dimenzije
Ta razdelek je pomemben, ker bomo v njem odgovorili na vprasˇanje o ”veliko-
sti” vektorskih prostorov in podprostorov. Za dobro definicijo ”velikosti” vek-
torskega prostora bomo potrebovali ”neodvisne” vektorje. Ko bomo sestavljali
”ogrodje” vektorskega prostora, to je mnozˇica vektorjev, ki napenjajo prostor,
bomo neodvisnost potrebovali, da bo ogrodje ”baza” prostora. sˇtevilu vektorjev
v bazi bomo rekli ”dimenzija” prostora in to je dobra mera za velikost prostora.
3.4.1 Linearna neodvisnost vektorjev
Intuitivno bi lahko rekli, da so vektorji v mnozˇici {x1,x2, . . . ,xn} ”neodvisni”,
kadar nobenega izmed njih ne moremo izraziti kot linearno kombinacijo ostalih
vektorjev v tej mnozˇici. Da bi se izognili tezˇavam z nicˇelnim vektorjem, pa je
bolj korektna naslednja definicija.
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Definicija 3.18 Vektorji x1, . . . ,xn so linearno neodvisni, cˇe je
0x1 + 0x2 + · · ·+ 0xn
edina njihova linearna kombinacija, ki je enaka vektorju 0.
Vektorji x1, . . . ,xn so linearno odvisni, cˇe niso linearno neodvisni.
Z drugimi besedami: cˇe so vektorji xi, i = 1, . . . , n linearno neodvisni, je
↵1x1 + ↵2x2 + · · ·+ ↵nxn = 0
samo tedaj, ko so vsi skalarji ↵i enaki nicˇ.
Posledica 3.19 Cˇe so vektorji odvisni, lahko vsaj enega izrazimo z ostalimi.
Dokaz: Cˇe so vektorji x1, . . . ,xn linearno odvisni, potem obstaja vsaj ena
njihova linearna kombinacija, da je
a1x1 + a2x2 + · · ·+ anxn = 0 , (3.4)
kjer niso vsi ai enaki 0. Brez sˇkode na splosˇnosti lahko predpostavimo, da je
a1 6= 0. Potem lahko enacˇbo (3.4) delimo z a1 in vektor x1 izrazimo z ostalimi
x1 =
 a2
a1
x2   · · ·  an
a1
xn .
Poglejmo si nekaj primerov linearno neodvisnih in linearno odvisnih vektor-
jev.
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Slika 3.3: Cˇe sta vektorja u in v iz prostora R2 nekolinearna, sta tudi linearno
neodvisna
Primer 3.20 Najprej poglejmo vektorje v ravnini.
1. Naj bo u 2 R2. Ali sta vektorja u in v = 2u odvisna ali neodvisna?
Ker je linearna kombinacija 2u+ 1v = 0, sta vektorja u in v odvisna.
2. Ali sta vektorja u 2 R2 in 0 2 R2 linearno neodvisna?
Ker je linearna kombinacija 0u + c0 = 0 za vsak c 2 R, sta vektorja
odvisna.
3. Naj bosta u in v dva nekolinearna vektorja v prostoru R2. Ali sta
linearno odvisna ali neodvisna (slika 3.3)?
Koliko sta lahko koeficienta linearne kombinacije a = x1u + x2v, da
bo enaka a = 0? Ker je dolzˇina vektorja x2v sorazmerna oddaljenosti
vektorja a od premice, na kateri lezˇi vektor u, vektor 0 pa lezˇi na tej
premici, mora biti x2 = 0, kar pomeni, da je a = x1u. Sedaj je pa jasno,
da mora biti tudi x1 = 0. Linearna kombinacija dveh nekolinearnih
vektorjev v R2 je torej enaka 0 samo cˇe sta oba koeficienta linearne
kombinacije enaka 0, torej sta vektorja neodvisna.
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4. Vektorji u, v in w naj bodo iz R2in naj ne lezˇijo na isti premici. Ali so
lahko linearno neodvisni?
Tri vektorje zlozˇimo v stolpce matrike A
A =

u1 v1 w1
u2 v2 w2
 
pa lahko linearno kombinacijo treh vektorjev zapiˇsemo kot produkt ma-
trike A z vektorjem koeficientov linearne kombinacije
x1u+ x2v + x3w = Ax .
Vektorji so linearno neodvisni, kadar ima edina njihova kombinacija,
ki je enaka vektorju 0 vse koeficiente xi enake 0 (definicija 3.18), kar
pomeni, da mora sistem linearnih enacˇb Ax = 0 samo nicˇelno resˇitev,
torej mora imeti matrika A v nicˇelnem prostoru le vektor 0. Vendar
ima matrika A tri stolpce in le dve vrstici, torej je njen rang kvecˇjemu
2 (izrek 3.11). Zato ima vsaj en prosti stolpec in sistem enacˇb Ax = 0
ima nenicˇelne resˇitve. Zato trije vektorji v R2 ne morejo biti neodvisni.
Iz prve tocˇke primera 3.20 lahko sklepamo, da sta dva kolinearna vektorja
vedno linearno odvisna, pa tudi vecˇja mnozˇica vektorjev je linearno odvisna,
kadar vsebuje par kolinearnih vektorjev. Iz 3. tocˇke pa lahko ugotovimo, da sta
dva nekolinearna vektorja linearno neodvisna. Zanimiva posledica druge tocˇke
pa je
Izrek 3.20 Cˇe je med vektorji u1, . . . ,un tudi nicˇelni vektor, so vektorji li-
nearno odvisni.
Dokaz: V linearni kombinaciji vektorjev, med katerimi je tudi nicˇelni vektor,
je lahko koeficient pri 0 razlicˇen od 0, vsi ostali pa enaki 0, da dobimo rezultat
0, torej so vektorji odvisni.
Tudi zadnjo tocˇko primera 3.20 lahko posplosˇimo.
Izrek 3.21 Vsaka mnozˇica n vektorjev iz Rm je odvisna, kadar je n > m.
Dokaz: n vektorjev iz Rm lahko po stolpcih zlozˇimo v matriko A reda m ⇥
n, m < n. Sistem enacˇb Ax = 0 ima rang manjˇsi od n, zato (izrek 3.12) ima
n   rang(A) > 0 prostih neznank, torej ima nenicˇelne resˇitve. Zato je tudi
linearna kombinacija Ax stolpcev matrike A lahko enaka 0, ne da bi bili vsi
koeficienti xi enaki 0.
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V dokazu izreka 3.21 smo vektorje kot stolpce zlozˇili v matriko. Pogosto pa
ravnamo tudi obratno: na stolpce matrike gledamo kot na vektorje. Tako smo
spotoma dokazali tudi
Posledica 3.22 Stolpci matrike A so linearno neodvisni natanko tedaj, ko
ima homogena enacˇba Ax = 0 edino resˇitev x = 0.
Ker poznamo lastnosti matrik s polnim stolpcˇnim rangom (izrek 3.15), lahko
z lahkoto preverimo tudi, da velja
Posledica 3.23 Kadar je rang(A) = n, so stolpci matrike A 2 Rm⇥n line-
arno neodvisni.
Kadar je rang(A) < n, so stolpci matrike A 2 Rm⇥n linearno odvisni.
Podobno kot velja za vrstice, velja tudi za stolpce matrike.
Posledica 3.24 Kadar je rang(A) = m so vrstice matrike A 2 Rm⇥n line-
arno neodvisne.
Kadar je rang(A) < m so vrstice matrike A 2 Rm⇥n linearno odvisne.
Dokaz: Posledico 3.23 uporabimo na matriki AT .
3.4.2 Vektorji, ki napenjajo podprostor
Naj bodo vektorji x1, . . . ,xn iz vektorskega prostora V . Vprasˇamo se lahko,
kateri podprostor prostora V je ”najmanjˇsi” podprostor, ki vsebuje vse vektorje
x1, . . . ,xn.
Zˇe v podrazdelku 3.1.2 smo zapisali, da mnozˇica vektorjev x1, . . . ,xn napenja
vektorski prostor U natanko tedaj, ko je vsak vektor iz U linearna kombinacija
vektorjev x1, . . . ,xn. Vektorji, ki napenjajo podprostor so ogrodje podprostora
U , podprostor U pa je linearna lupina vektorjev x1, . . . ,xn. Tako stolpci matrike
A razpenja stolpcˇni prostor C(A). Podobno lahko definiramo tudi za vrstice
matrike.
Definicija 3.25 Vrsticˇni prostor matrike A je podprostor v Rn, ki ga
razpenjajo vrstice matrike A.
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Posledica 3.26 Vrsticˇni prostor matrike A je C(AT ), stolpcˇni prostor ma-
trike AT .
Dokaz: Vrstice matrike A so stolpci matrike AT .
Vrsticˇni prostor C(AT ) matrike A je torej mnozˇica vseh linearnih kombinacij
vrstic matrike A, ko jih zapiˇsemo kot (stolpcˇne) vektorje.
3.4.3 Baza vektorskega prostora
Koncepta, ki smo ju srecˇali v prejˇsnjih dveh razdelkih, sta si deloma v nasprotju.
Mnozˇica neodvisnih vektorjev bo sˇe vedno neodvisna, tudi cˇe ji kaksˇen vektor
odvzamemo. Nasprotno pa lahko postane odvisna, cˇe ji vektor dodamo. Torej je
za neodvisnost bolje, da imamo cˇim manj vektorjev. Nasprotno pa, cˇe mnozˇici
vektorjev, ki napenja podprostor, kaksˇen vektor odvzamemo, mogocˇe ne bo vecˇ
napenjala celega podprostora. Nicˇ pa ne sˇkodi, cˇe ji dodamo kaksˇen vektor iz
podprostora.
Primer 3.21 Dva vektorja ne moreta napenjati prostora R3; tudi cˇe sta ne-
odvisna, dolocˇata samo ravnino v R3. Po drugi strani sˇtirje vektorji, tudi cˇe
napenjajo prostor R3, ne morejo biti neodvisni. V tem prostoru je najmanjˇse
ogrodje, ki ga sestavljajo trije linearno neodvisni vektorji.
Definicija 3.27 Baza vektorskega prostora je mnozˇica vektorjev, ki
1. je linearno neodvisna in
2. napenja cel prostor.
Kombinacija teh dveh lastnosti je v linearni algebri kljucˇna. Vsak vektor x iz
vektorskega prostora V je linearna kombinacija baznih vektorjev v1, . . . ,vn, ker
bazni vektorji napenjajo cel prostor V . Velja sˇe vecˇ: zaradi linearne neodvisnosti
baznih vektorjev je taka linaearna kobinacija ena sama.
Posledica 3.28 Vsak vektor iz vektorskega prostora lahko na en sam nacˇin
izrazimo kot linearno kombinacijo baznih vektorjev.
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Dokaz: Naj bo x vektor iz vektorskega prostora V , v katerem so vektorji
v1, . . . ,vn baza. Ker so baza, je vsak vektor iz V , tudi x, njihova linearna
kombinacija, na primer
x = c1v1 + · · ·+ cnvn .
Vzemimo, da lahko vektor x zapiˇsemo kot linearno kombinacijo baznih vek-
torjev vi sˇe na kak drug nacˇin, na primer
x = d1v1 + · · ·+ dnvn .
Cˇe ti dve enacˇbi odsˇtejemo, dobimo
0 = (c1   d1)v1 + · · ·+ (cn   dn)vn ,
kar pa pomeni, ker so bazni vektorji linearno neodvisni, da so vsi koeficienti
ci di enaki 0, torej so vsi ci = di, zato je razvoj po baznih vektorjih en sam.
Kako dobiti bazo vektorskega prostora?
Primer 3.22 Poiˇscˇimo baze prostorov R2 in R3:
1. V vektorskem prostoru R2 vektorjev v ravnini sta baza vektorja
i =

1
0
 
in j =

0
1
 
.
2. Tudi v prostoru R3 je enostavno poiskati bazne vektorje
i =
24 10
0
35 , j =
24 01
0
35 in k =
24 00
1
35 .
V vsakem prostoru Rn je najbolj obicˇajna baza (ne pa edina) sestavljena iz
stolpcev enotske matrike. Taki bazi pravimo standardna baza.
Kako pa lahko preverimo, cˇe je neka mnozˇica vektorjev baza? Odgovor nam
daje naslednji izrek.
Izrek 3.29 Vektorji x1, . . . ,xn so baza prostora Rn natanko tedaj, kadar je
matrika, sestavljena iz stolpcev x1, . . . ,xn, obrnljiva.
Dokaz: Naj bo A obrnljiva matrika. Stolpci matrike A so linearno neodvisni,
ker je edina resˇitev sistema enacˇb Ax = 0 nicˇelni vektor x = A 10 = 0.
Stolpci tudi napenjajo cel prostor Rn, ker je sistem Ax = b resˇljiv za vsak
b.
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Posledica 3.30 Prostor Rn ima za n > 0 neskoncˇno mnogo razlicˇnih baz.
Poglejmo sˇe nekaj baz razlicˇnih vektorskih podprostorov.
Primer 3.23
• Stolpci enotske matrike so baza (standardna baza) prostora Rn;
• Pivotni stolpci matrike A so baza stolpcˇnega prostora C(A);
• Pivotne vrstice matrike A so baza vrsticˇnega prostora C(AT );
• Baza vrsticˇnega prostora matrike A so tudi pivotne vrstice njene redu-
cirane stopnicˇaste oblike R.
Kako poiskati bazo podprostora, ki ga napenja mnozˇica vektorjev? Poglejmo
kar na primeru.
Primer 3.24 Oglejmo si naslednji problem: imamo n vektorjev iz prostora
Rm. Kako poiˇscˇemo bazo podprostora, ki ga ti vektorji napenjajo?
Dani naj bodo vektorji iz prostora R3
x1 =
24 10
1
35 x2 =
24 32
1
35 x3 =
24 12
 1
35 x4 =
24 02
 2
35
Isˇcˇemo bazo linearne lupine (najmanjˇsega podprostora, ki vsebuje vse sˇtiri
vektorje).
Pravzaprav iˇscˇemo bazo stopcˇnega prostora C(A) matrike A, katere stolpci
so ti vektorji. Bazni vektorji stolpcˇnega prostora so pivotni stolpci (ker so
pivotni stolpci med seboj neodvisni in ker proste stolpce lahko zapiˇsemo kot
linearno kombinacijo pivotnih stolpcev), zato matriko A v Gaussovo elimina-
cijo preoblikujemo v stopnicˇasto obliko24 1 3 1 00 2 2 2
1 1  1  2
35  !
24 1 3 1 00 2 2 2
0 0 0 0
35 .
Pivotna stolpca sta prvi in drugi, baza podprostora sta vektorja x1 in x2.
130 POGLAVJE 3. VEKTORSKI PROSTORI
3.4.4 Dimenzija vektorskega prostora
Ugotovili smo zˇe, (posledica 3.30) da ima vsak vektorski prostor, razen prostora,
ki vsebuje le vektor 0, veliko baz, vendar velja
Izrek 3.31 Cˇe sta mnozˇici vektorjev {v1, . . . ,vm} in {u1, . . . ,un} obe bazi
istega vektorskega prostora, potem je m = n.
Povejmo sˇe drugacˇe: vse baze istega vektorskega prostora imajo isto sˇtevilo
vektorjev.
Dokaz: Denimo, da imamo v vektorskem prostoru V dve bazi, v1, . . . ,vm
in u1, . . . ,un tako, da je n > m. Pokazali bomo, da nas taka predpostavka
pripelje do protislovja.
Ker vektorji vi sestavljajo bazo, lahko vektor u1 vapiˇsemo kot njihovo linearno
kombinacijo u1 = a11v1+· · ·+am1vm, to je prvi stolpec matricˇnega produkta
V A
U =

u1 u2 . . . un
 
=

v1 v2 . . . vm
 264 a11 · · · a1n... ...
am1 · · · amn
375 = V A .
Ostali stolpci so linearne kombinacije, ki so enake ostalim vektorjem ui. Ma-
trika A ima torej vecˇ stolpcev kot vrstic, zato ima sistem enacˇb Ax = 0
resˇitve x, razlicˇne od 0. Vzemimo eno tako resˇitev in izracˇunajmo V Ax = 0,
kar je isto kot Ux = 0, kar pomeni, da je linearna kombinacija vektorjev ui
enaka 0, torej vektorji u1, . . . ,un niso linearno neodvisni, kar je v protislovju
s predpostavko, da sestavljajo bazo prostora.
Ker do podobnega protislovja pridemo tudi pri predpostavki, da je n < m,
nam ostane le mozˇnost, da je m = n.
Ker imajo vse baze istega vektorskega prostora isto sˇtevilo vektorjev, je to
sˇtevilo znacˇilno za sam prostor.
Definicija 3.32 Dimenzija vektorskega prostora je sˇtevilo baznih vektorjev.
Dimenzijo vektorskega prostora V bomo zapisali kot dim(V ). Oglejmo si,
kaksˇno dimenzijo imata stolpcˇni in vrsticˇni prostor matrike.
Posledica 3.33 Dimenziji stolpcˇnega prostora C(A) in vrsticˇnega prostora
C(AT ) sta enaki rangu matrike A
dim(C(A)) = dim(C(AT )) = rang(A) .
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Dokaz: V primeru 3.24 smo zˇe ugotovili, da pivotni stolpci sestavljajo bazo
stolpcˇnega prostora C(A). Ker je pivotnih stolpcev prav toliko kot pivotov,
je (definicija 3.10) dimenzija C(A) enaka rang(A).
Za vrsticˇni prostor velja isti sklep za transponirano matriko AT .
Koliko pa je dimezija nicˇelnega prostora N(A)?
Izrek 3.34 Dimenzija nicˇelnega prostora N(A) matrike A z n stolpci in ranga
r je enaka dim(N(A)) = n  r.
Dokaz: Sˇtevilo neodvisnih resˇitev homogenega sistema enacˇb Ax = 0 je
enako sˇtevilu prostih stolpcev, to pa so vsi stolpci razen pivotnih, torej n r.
Poglejmo si sˇe dimenzije nekaterih matricˇnih prostorov.
Primer 3.25
1. Prostor vseh 2⇥ 2 matrik ima dimenzijo 4. Ena izmed mozˇnih baz je
E1 =

1 0
0 0
 
, E2 =

0 1
0 0
 
, E3 =

0 0
1 0
 
, E4

0 0
0 1
 
.
Matrike E1, E2, E3 in E4 so linearno neodvisne — zakaj?
Po drugi strani pa vsako matriko z dvema vrsticama in dvema stolp-
cema lahko zapiˇsemo kot linearno kombinacijo matrik E1, E2, E3 in E4.
Tako sta obe zahtevi iz definicije 3.27 izpolnjeni, zato te sˇtiri matrike
sestavljajo bazo. Zaradi definicije 3.32 je dimenzija tega prostora enaka
dim(R2⇥2) = 4
2. Dimenzija podprostora zgornjetrikotnih 2 ⇥ 2 matrik je 3. Za bazo
podprostora lahko vzamemo E1, E2 in E4.
3. Tudi dimenzija prostora simetricˇnih 2 ⇥ 2 matrik je 3. Mozˇna baza je
E1, E2 + E3 in E4.
4. Dimenzija prostora diagonalnih 2⇥ 2 matrik je 2. Bazni matriki sta E1
in E4.
3.4.5 Sˇtirje osnovni podprostori matrike
Naj bo A neka matrika. Dobro zˇe poznamo stolpcˇni prostor C(A) (definicija
3.4) in nicˇelni prostor N(A) (definicija 3.7). Omenili smo zˇe tudi vrsticˇni pro-
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stor C(AT ), ki ni nicˇ drugega kot stolpcˇni prostor matrike AT . Cˇe tem trem
prostorom dodamo sˇe nicˇelni prostor transponirane matrike N(AT ), ki ga bomo
imenovali levi nicˇelni prostor matrike A, bo slika zaokrozˇena.
Preden nadaljujemo, moramo sˇe razlozˇiti pomen izraza ”levi nicˇelni prostor”.
Rekli smo, da je to nicˇelni prostor matrike AT , torej mnozˇica resˇitev homogenega
sistema enacˇb ATy = 0. Ko ta sistem enacˇb transponiramo, dobimo yTA = 0T .
Levi nicˇelni prostor matrike A je torej mnozˇica resˇitev sistema enacˇb yTA = 0T ,
kjer vektor neznank kot vrstico pomnozˇimo z matriko z leve strani.
Naj bo A matrika z m vrsticami in n stolpci. Njen rang naj bo r. Zanimali
nas bodo sˇtirje osnovni podprostori matrike
1. Stolpcˇni prostor C(A), ki je podprostor v Rm;
2. Vrsticˇni prostor C(AT ), ki je podprostor v Rn;
3. Nicˇelni prostor N(A), ki je podprostor v Rn;
4. Levi nicˇelni prostor N(AT ), ki je podprostor v Rm.
Sedaj pa zˇe imamo vse podrobnosti glavnega rezultata tega poglavja.
Izrek 3.35 (Osnovni ozrek linearne algebre, 1. del) Stolpcˇni prostor
C(A) in vrsticˇni prostor C(AT ) imata oba dimenzijo r. Dimenzija nicˇelnega
prostora N(A) je n   r, Dimenzija levega nicˇelnega prostora N(AT ) pa je
m  r.
Dokaz: Za stolpcˇni in vrsticˇni prostor smo izrek zˇe dokazali (posledica 3.33),
za nicˇelni prostor tudi (izrek 3.34), za levi nicˇelni prostor pa je rezultat isti
kot za nicˇelni prostor transponirane matrike.
Povejmo sˇe, kako lahko za vsakega od sˇtirih osnovnih prostorov matrike iz-
beremo bazo. Naj bo R reducirana stopnicˇasta oblika matrike A.
1. Baza prostora stolpcˇnega prostora C(A) so pivotni stolpci matrike A (pri-
mer 3.24). Tukaj ne smemo vzeti pivotnih stolpcev matrike R, ker se
stolpcˇni prostor matrike pri elementarnih vrsticˇnih operacijah ne ohranja.
2. Baza vrsticˇnega prostora C(AT ) so pivotne vrstice matrike R (ali A). Pri
vrsticˇnem prostoru je vseeno, ali vzamemo pivotne vrstice matrike R ali A,
saj se vrsticˇni prostor pri elementarnih vrsticˇnih operacijah ne spreminja.
3. Baza nicˇelnega prostora N(A) so posebne resˇitve homogenega sistema
enacˇb Ax = 0 (dobimo jih lahko iz matrike R kot v enacˇbi (3.2));
4. Pot do baze levega nicˇelnega prostora N(AT ) je nekoliko daljˇsa. Spo-
mnimo se, kako smo v podrazdelku 3.33 z Gauss-Jordanovo eliminacijo
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izracˇunali inverz matrike. Tudi v tem primeru bomo matriko A dopolnili
z enotsko matriko I. Ker matrika A ni obrnljiva, se bomo zadovoljili z
reducirano stopnicˇasto obliko
[Am⇥n|Im⇥m]  ! [Rm⇥n|Em⇥m] .
Tukaj smo z E oznacˇili matriko, v katero se je spremenila enotska matrika
I, ko smo matriko A preoblikovali v reducirano stopnicˇasto obliko. Zaradi
E[A|I] = [R|E]
je matrika E tista, ki prvotno matriko A spremeni v reducirano stopnicˇasto
obliko EA = R. Zapiˇsimo to sˇe v blocˇni obliki

Er
Em r
  
A
 
=

I F
0 0
 
,
kjer smo s simbolom Er oznacˇili prvih r vrstic matrike E, z Em r pa
njenih zadnjih m  r vrstic. Enacˇbi levega nicˇelnega prostora yTA = 0T
torej ustreza zadnjih m  r vrstic matrike E.
Recept za bazo levega nicˇelnega prostora je torej: Izracˇunamo reducirano
stopnicˇasto obliko razsˇirjene matrike [A|I], rezultat je [R|E]. Baza levega
nicˇelnega prostora N(AT ) je zadnjih m  r vrstic matrike E, to so vrstice,
ki ustrezajo nicˇelnim vrsticam matrike R.
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Primer 3.26 Poiˇscˇimo baze vseh 4 osnovnih prostorov matrike
A =
24 1 3 5 11 2 3 4
2 6 10 2
35 .
Zaradi levega nicˇelnega prostoraN(AT ) je najbolje, da izracˇunamo reducirano
stopnicˇasto obliko razsˇirjene matrike [A|I]24 1 3 5 1 1 0 01 2 3 4 0 1 0
2 6 10 2 0 0 1
35  !
24 1 0  1 10  2 3 00 1 2  3  1 1 0
0 0 0 0  2 0 1
35 .
Rang matrike je rang(A) = 2.
1. Pivotna stolpca sta prvi in drugi, torej sta baza stolpcˇnega prostora
C(A) vektorja [1 1 2]T in [3 2 6]T .
2. Pivotni vrstici sta prva in druga, torej lahko za bazo vrsticˇnega prostora
C(AT ) vzamemo vektorja [1 3 5 1]T in [0  1  2 3]T . Lahko bi pa vzeli
tudi prvi dve vrstici reducirane stopnicˇaste oblike, torej [1 0   1 10]T
in [0 1 2   3 ].
3. Posebni resˇitvi homogenega sistema Ax = 0 sta [1   2 1 0]T in
[ 10 3 0 1]. To je tudi baza nicˇelnega prostora N(A).
4. Baza levega nicˇelnega prostora N(AT ) je vektor [ 2 0 1]T , vrstica, ki
je nadaljevanje zadnje, nicˇelne vrstice reducirane stopnicˇaste oblike ma-
trike [A|I].
3.4.6 Matrike ranga 1
Matrike, ki imajo rang enak 1, imajo posebno enostavno obliko in jih v linearni
algebri pogosto uporabljamo kot gradnike, s katerimi lahko sestavimo matrike
viˇsjih rangov.
Cˇe ima matrika rang 1, so vsi njeni stolpci mnogokratniki istega vektorja,
prav tako so vse njene vrstice mnogokratnik iste vrstice, saj imata oba, stolpcˇni
prostor C(A) in vrsticˇni prostor C(AT ), dimenzijo 1. Zato je dovolj, da povemo,
kaksˇna sta prvi stolpec in prva vrstica matrike. S tem so vsi ostali elementi v
matriki natancˇno dolocˇeni.
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Primer 3.27 Zapiˇsimo matriko A ranga 1, ki ima prvi stolpec u = [1  2 3]T
in prvo vrstico vT = [1   2   3 4]!
Najprej zapiˇsimo matriko s prvim stolpcem in prvo vrstico
A =
24 1  2  3 4 2 . . .
3 . . .
35 ,
nato pa zapolnimo ostale elemente. Druga vrstice mora biti ( 2)kratnik prve
(v nasprotnem primeru bi bili vrstici neodvisni in matrika bi imela rang vsaj
2), tretja vrstica pa 3-kratnik prve:
A =
24 1  2  3 4 2 4 6  8
3  6  9 12
35 .
Matriko lahko zapiˇsemo tudi kot produkt stolpca in vrstice A = uvT . Preveri!
Zapis matrike kot produkt stolpca in vrstice velja za vse matrike ranga 1:
Izrek 3.36 Vsako matriko ranga 1 lahko zapiˇsemo kot produkt (stolpcˇnega)
vektorja z vrsticˇnim vektorjem A = uvT .
Dokaz: Matrike ranga 1 imajo vse vrstice kolinearne, zato za vT izberemo
vrstico, ki je kolinearna z vrsticami matrike, vektor u pa vsebuje ustrezne
mnogokratnike.
3.5 Naloge
1. Dani so vektorji
a =
2664
2
1
4
2
3775 , b =
2664
1
3
 2
 4
3775 , c =
2664
1
0
 1
2
3775 , d =
2664
 1
2
0
7
3775 ,
Poiˇscˇi vektor x, ki ustreza enacˇbi
(a) 2x+ 3a  b+ 3d = 0;
(b) a+ b+ c+ d = 4x;
(c) 2(a  x) + 3(c+ x) = 0;
(d) b+ 2x+ 2(d  x) = 0.
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2. Katere izmed naslednjih mnozˇic so podprostori vektorskega prostora R3⇥3
kvadratnih matrik reda 3?
(a) Vse zgornjetrikotne matrike;
(b) vse diagonalne matrike;
(c) vse matrike s celosˇtevilskimi elementi;
(d) vse matrike, ki imajo v prvem stolpcu v prvi vrstici sˇtevilo 1;
(e) vse simetricˇne matrike;
(f) vse permutacijske matrike;
(g) vse matrike, ki imajo v zadnjem stolpcu zadnje vrstice nicˇlo;
(h) vse obrnljive matrike.
3. Naj bo P2 vektorski prostor kavdratnih polinomov. Ali je mnozˇica kva-
dratnih polinomov p(x) = ax2 + bx+ c, za katere je
(a) a = 0
(b) b = 0
(c) a+ c = 0
(d) a+ b = 1
(e) a = c
(f) a+ b+ c = 0
(g) p(0) = 0
(h) p(1) = 0
(i) p(0) = 1
(j) p(0) + p(1) = 0
(k) p(0) + p(1) = 1
podprostor v P2?
4. Kateri izmed vektorjev
(a) [1 1 1]T
(b) [1 2 3]T
(c) [1 0 0]T
(d) [2 5 9]T
so elementi stolpcˇnega prostora matrike
A =
24 1 0  13 2 1
5 4 3
35?
Kako ste to ugotovili?
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5. Poiˇscˇi vse vrednosti spremenljivke x, za katere lahko vektor u = [7  2 x]T
zapiˇsemo kot linearno kombinacijo vektorjev
a =
24 23
5
35 , b =
24 37
8
35 in c =
24 1 6
1
35 !
V kaksˇni zvezi je ta naloga s stolpcˇnim prostorom matrike?
6. Ugotovi, ali so vektorji
a =
2664
1
1
4
1
3775 , b =
2664
2
1
3
0
3775 , c =
2664
3
1
2
1
3775 in d =
2664
4
1
1
1
3775
linearno neodvisni!
7. V vektorskem prostoru R3 imamo vektorje
a1 =
24 11
0
35 , a2 =
24 1 1
0
35 , in a3 =
24  12
 1
35 .
(a) Prepricˇaj se, da so vektorji a1,a2 in a3 baza v prostoru R3.
(b) Poiˇscˇi koordinate vektorja x = i  2j+ 2k v tej bazi.
8. Za matriko
A =
24  1 2  1 32  1 5  3
0 1  1 1
35
izracˇunaj rang in bazo vseh sˇtirih osnovnih prostorov.
9. Naj bo M ⇢ R3 mnozˇica takih vektorjev, da je vsota njihovih komponent
enaka 0.
(a) Ali je mnozˇica M podprostor v R3?
(b) Koliksˇna je njena dimenzija?
(c) Zapiˇsi vsaj eno bazo mnozˇice M .
(d) Zapiˇsi matriko, katere nicˇelni prostor je mnozˇica M .
(e) Kaksˇen geometrijski objekt predstavlja mnozˇica M?
10. Koliko je dimenzija prostora kvadratnih matrik reda 3? Zapiˇsi vsaj eno
bazo tega prostora.
(a) Koliko je dimenzija podprostora zgornjetrikotnih matrik? Zapiˇsi
bazo!
(b) Koliko je dimenzija podprostora simetricˇnih matrik? Zapiˇsi bazo!
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(c) Koliko je dimenzija podprostora diagonalnih matrik? Zapiˇsi bazo!
11. Koliko je dimenzija prostora kvadratnih matrik reda n?
(a) Koliko je dimenzija podprostora zgornjetrikotnih matrik?
(b) Koliko je dimenzija podprostora simetricˇnih matrik?
(c) Koliko je dimenzija podprostora diagonalnih matrik?
Poglavje 4
Ortogonalnost
V tem poglavju nas bo zanimala ortogonalnost vektorjev, posebej baznih vek-
torjev, ter njihovih (pod)prostorov. Navadno nam dejstvo, da so vektorji v neki
mnozˇici ortogonalni, precej olajˇsa racˇunanje.
Glavni del tega poglavja (obenem zadnji del obravnave sistemov linearnih
enacˇb) bo posvecˇen obravnavi sistemov enacˇb Ax = b, kjer vektor desnih strani
ni v stolpcˇnem prostoru matrike b 62 C(A). Iz izreka 3.5 vemo, da tak sistem
enacˇb sploh nima resˇitve. Kljub temu, da resˇitve ni, bomo poskusˇali dobiti tak
vektor x (tako ”resˇitev”), da bo sistem enacˇb Ax = b cˇim bolj izpolnjen.
Nato bomo pogledali, kaksˇne prednosti imajo ortogonalne baze prostorov in
ortogonalne matrike, naucˇili se bomo konstruirati take baze, spotoma pa bomo
spoznali sˇe, kako lahko matriko zapiˇsemo kot produkt ortogonalne in trikotne
matrike,
4.1 Ortogonalnost vektorjev in njihovih podpro-
storov
Zˇe v 1. poglavju smo ugotovili (glej izrek 1.11), da sta dva vektorja u in v iz pro-
stora Rn ortogonalna natanko tedaj, kadar je njun skalarni produkt uTv = 0.
V tem razdelku bomo pojem ortogonalnosti posplosˇili na ortogonalnost podpro-
storov in posebej pogledali, kako je z ortogonalnostjo sˇtirih osnovnih matricˇnih
prostorov.
4.1.1 Ortogonalnost podprostorov
Najprej povejmo, kdaj sta dva podprostora ortogonalna.
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Definicija 4.1 Podprostora U in V vektorskega prostora sta med seboj
ortogonalna, cˇe je vsak vektor u 2 U ortogonalen na vsak vektor v 2 V .
Dva podprostora, ki sta med seboj ortogonalna, imata en sam skupni vektor,
to je nicˇelni vektor 0. Ta vektor je edini, ki je ortogonalen nase, ker je 0T0 = 0.
 
 
 
 
 
 
 
 
 
 
 
 
p
 sO
⌃
6
  
 *
 
u
v w
Slika 4.1: Premica p in ravnina ⌃ sta pravokotni, sekata se v koordinatnem
izhodiˇscˇu.
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Primer 4.1 Podprostori v tridimenzionalnem prostoru R3 so
1. nicˇelni podprostor, ki vsebuje le vektor 0;
2. premice skozi izhodiˇscˇe;
3. ravnine skozi izhodiˇscˇe in
4. cel prostor R3.
Pri tem velja:
• Nicˇelni podprostor je vedno ortogonalen na katerikoli drug podprostor.
• Premica s smernim vektorjem u skozi izhodiˇscˇe je pravokotna na pre-
mico s smernim vektorjem v skozi izhodiˇscˇe, cˇe sta oba smerna vektorja
ortogonalna uTv = 0, sicer enodimenzionalna podprostora nista orto-
gonalna.
• Premica s smernim vektorjem u skozi izhodiˇscˇe je pravokotna na ravnino
skozi izhodiˇscˇe, ki jo dolocˇata linearno neodvisna vektorja v in w, kadar
je u ortogonalen na oba vektorja v ravnini, v in w. To pomeni, da je u
kolinearen z vektorskim produktom v ⇥w (glej sliko 4.1).
• Dve pravokotni ravnini nistra ortogonalna podprostora, tudi kadar sta
med seboj pravokotni, saj se sekata v premici, ki lezˇi v obeh ravninah.
Nenicˇelni vektor u, ki dolocˇa smer presecˇne premice lezˇi v obeh ravninah
in ni pravokoten sam nase, saj je uTu = ||u||2 > 0 (slika 4.2).
 
 
 
 
 
 
 
 
 
 
 
 
s
O
-
u
Slika 4.2: Dve ravnini skozi koordinatno izhodiˇscˇe nista ortogonalna podprostora
v R3, cˇeprav sta pravokotni
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4.1.2 Ortogonalnost osnovnih matricˇnih podprostorov
Glavni primeri podprostorov v linearni algebri so osnovni matricˇni prostori. Za
vsako matriko A se vrsticˇni prostor C(AT ) in nicˇelni prostor N(A) stikata le
v koordinatnem izhodiˇscˇu 0, prav tako stolpcˇni prostor C(A) in levi nicˇelni
prostor N(AT ). Velja pa sˇe vecˇ:
 A  A
  
  
  
  
  
  
s
Rn
N(A)
dim = n  r s
Rm
A
A
A
A
A
A
A
A
A
A
AA
C(AT )
dim = r
A
A
A
A
A
A
A
A
A
A
AA
C(A)
dim = r
  
  
  
  
  
  
N(AT )
dim = m  r
Slika 4.3: Dva para ortogonalnih podprostorov matrike Am⇥n ranga r
Izrek 4.2 Za vsako matriko A 2 Rm⇥n velja:
1. Nicˇelni prostor N(A) in vrsticˇni prostor C(AT ) sta ortogonalna podpro-
stora prostora Rn;
2. Levi nicˇelni prostor N(AT ) in stolpcˇni prostor C(A) sta ortogonalna
podprostora prostora Rm.
Na sliki 4.3 so shematicˇno predstavljeni vsi sˇtirje osnovni prostori matrike
A reda m⇥ n, ki ima rang r, skupaj z njihovimi dimenzijami.
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Dokaz: Za dokaz tocˇke 1 izreka si oglejmo produkt matrike A s poljubnim
vektorjem x iz nicˇelnega prostora N(A) matrike A. Zaradi lasnosti prostora
N(A) mora biti Ax = 0. Vsaka vrstica matrike A se v tem sistemu enacˇb
pomnozˇi s stolpcem x:
Ax =
264 1. vrstica A...
m-ta vrstica A
375
24x
35 =
264 0...
0
375 .
Prva enacˇba v tem sistemu trdi, da je skalarni produkt prve vrstice matrike
A in stolpca x enak 0, kar pomeni, da je prva vrstica matrike A ortogonalna
na vektor x, ki spada v nicˇelni prostor N(A). Ostale enacˇbe pomenijo, da
so tudi vse ostale vrstice matrike A ortogonalne na x. Zato je x ortogonalen
tudi na vse linearne kombinacije vrstic matrike A, torej na celoten vrsticˇni
prostor C(AT ). Ker smo za x vzeli poljuben vektor iz N(A), mora biti vrsticˇni
prostor C(AT ) ortogoanlen na N(A).
Drugo tocˇko izreka dokazˇemo na podoben nacˇin z enacˇbo ATy = 0, kjer je y
poljuben vektor iz levega nicˇelnega prostora N(AT ).
Poglejmo primer.
Primer 4.2 Matrika A naj bo A =
24 1 2 32 3 4
4 7 10
35. Bazo njenega nicˇelnega
prostora N(A) in njenega levega nicˇelnega prostora bomo nasˇli, cˇe izracˇunamo
reducirano vrsticˇno obliko razsˇirjene matrike [A|I]24 1 2 3 1 0 02 3 4 0 1 0
4 7 10 0 0 1
35!
24 1 2 3 1 0 00  1  2  2 1 0
0  1  2  4 0 1
35!
24 1 2 3 1 0 00 1 2 2  1 0
0 0 0  2  1 1
35!
24 1 0  1  3 2 00 1 2 2  1 0
0 0 0  2  1 1
35 ,
od koder ugotovimo, da je rang matrike A enak 2, torej imata nicˇelni in levi
nicˇelni prostor oba dimenzijo 1. Nicˇleni prostor N(A) ima edini bazni vektor24 1 2
1
35, levi nicˇelni prostor N(AT ) pa ima edini bazni vektor
24  2 1
1
35.
Prepricˇamo se lahko, da je bazni vektor nicˇelnega prostora N(A) ortogonalen
na vse vrstice matrike A, torej tudi na vrsticˇni prostor C(AT ), bazni vektor
levega nicˇelnega prostora pa na vse stolpce matrike A, torej tudi na stolpcˇni
prostor C(A).
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4.1.3 Ortogonalni komplement in osnovni izrek LA
Vrsticˇni in nicˇelni prostor matrike nista samo ortogonalna (izrek 4.2). Tudi
njuni dimenziji se sesˇtejeta do dimenzije celega prostora (izrek 3.35). Ravno
tako velja za levi nicˇelni in stolpcˇni prostor.
Primer 4.3 Dve premici, cˇetudi sta ortogonalni, ne moreta biti vrsticˇni in
nicˇelni prostor v R3. Vsaka premica ima dimenzijo 1, vsota obeh dimenzij je
2, kar je manj kot 3, dimezija prostora R3.
Mnozˇica vseh vektorjev, ki so pravokotni na vse vektorje iz danega podpro-
stora, zasluzˇi posebno ime.
Definicija 4.3 Ortogonalni komplement V ? podprostora V vsebuje VSE vek-
torje, ki so ortogonalni na V .
Sedaj pa zˇe lahko dokoncˇamo osnovni izrek linearne algebre.
Izrek 4.4 [Osnovni izrek linearne algebre 2. del] Naj bo A matrika
dimezije m⇥ n.
1. Nicˇelni prostor N(A) je ortogonalni komplement vrsticˇnega prostora
C(AT ) v prostoru Rn;
2. Levi nicˇelni prostor N(AT ) je ortogonalni komplement stolpcˇnega pro-
stora C(A) v prostoru Rm.
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Dokaz: Da bi dokazali tocˇko 1, moramo pokazati:
a. da je vsak vektor iz nicˇelnega prostora N(A) pravokoten na vse vektorje
iz vrsticˇnega prostora C(AT ) in
b. da so vsi vektorji, ki so ortogonalni na vrsticˇni prostor C(AT ) vsebovani
v nicˇelnem prostoru N(A).
Tocˇka a je posledica izreka 4.2.
Za dokaz tocˇke b predpostavimo, da obstaja vektor u, ki je ortogonalen
na nicˇelni prostor N(A) in ni v vrsticˇnem prostoru C(AT ). Cˇe bi vrstico
uT dodali matriki A, bi povecˇali dimenzijo vrsticˇnega prostora za 1, s
tem pa bi prekrsˇili izrek (Osnovni izrek LA 1. del), saj bi se povecˇala
vsota dim(C(AT )) + dim(N(A)), ki mora ostati enaka n. Ker nas je
predpostavka o obstoju takega vektorja pripeljala do protislovja, zunaj
vrsticˇnega prostora C(AT ) ne more biti nobenega vektorja, ki bi bil
ortogonalen na nicˇelni prostor N(A).
Ker sta za vsako matriko A vrsticˇni prostor C(AT ) in nicˇelni prostor N(A)
ortogonalno komplementarna, lahko vsak vektor x 2 Rn zapiˇsemo kot vsoto
dveh vektorjev, komponente xr v smeri C(AT ) in komponente xn v smeri N(A),
torej x = xr + xn. Kaj se zgodi, ko matriko A pomnozˇimo z vektorjem x?
Ax = A(xr + xn) = Axr + 0 = Ax 2 C(A).
Rezultat mnozˇenja je vedno v stolpcˇnem prostoru in je odvisen le od kom-
ponente xr vektorja x v smeri vrsticˇnega prostora C(AT ) (slika 4.4).
 A  A
A
AA
     
x
XXXXXXXXXzXXXXXXXXXz  
  
  
  
  
  
s s
Rn
N(A)
sxn
Rm
A
A
A
A
A
A
A
A
A
A
AA
C(AT )
sxr -
A
A
A
A
A
A
A
A
A
A
AA
C(A)
sAx = Axr     
  
  
  
 N(A
T )
Axn = 0
s
Slika 4.4: Delovanje matrike A na vektor x = xr + xn (dopolnitev slike 4.3)
Velja pa tudi obratno:
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Izrek 4.5 Za vsak vektor y v stolpcˇnem prostoru C(A) obstaja v vrsticˇnem
prostoru C(AT ) en sam vektor x, da je Ax = y.
Dokaz: Naj bosta xr in x0r dva vektorja iz vrsticˇnega prostora C(AT ), da je
Axr = Ax0r. Ker je
A(xr   x0r) = Axr  Ax0r = 0,
je njuna razlika xr x0r v nicˇelnem prostoru N(A), hkrati pa tudi v vrsticˇnem
prostoru C(AT ). Ker sta ta dva prostora ortogonalna (izrek 4.4), mora biti
xr   x0r = 0. Zato je xr = x0r.
V vsaki matriki A z rangom r > 0 obstaja obrnljiva (kvadratna) podmatrika
reda r. To podmatriko dobimo tako, da v matriki izberemo le pivotne vrstice
in pivotne stolpce.
Primer 4.4 V primeru 4.2 smo za matriko
A =
24 1 2 32 3 4
4 7 10
35
izracˇunali njeno reducirano stopnicˇasto obliko
R =
24 1 0  10 1 2
0 0 0
35 ,
kjer smo matriko R razdelili tako, da sta levo od navpicˇne cˇrte pivotna stolpca,
desno prosti stolpec. Nad navpicˇon cˇrto sta pivotni vrstici, pod njo nicˇelna
vrstica. Cˇe v prvotni matriki izberemo pivotni vrstici in pivotna stolpca,
dobimo obrnljivo matriko
B =

1 2
2 3
 
.
4.2 Pravokotne projekcije
V tem poglavju se bomo sˇe zadnjicˇ vrnili k resˇevanju sistema linearnih enacˇb
Ax = b. V 2. poglavju smo resˇevali sisteme, kjer je bila matrika A kvadratna
in obrnljiva, zato je imel sistem vedno enolicˇno resˇitev. V 3. poglavju smo
se ukvarjali s splosˇnejˇsimi sistemi, kjer je matrika A lahko pravokotna in ima
sistem, kadar je resˇljiv, vecˇ resˇitev. Ugotovili smo tudi pogoj za resˇljivost sistema
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Ax = b: sistem je resˇljiv natanko tedaj, kadar je vektor desnih strani b v
stolpcˇnem prostoru C(A) matrike A. Tukaj pa si bomo pogledali primer, ko
vektor desnih strani b ni v stolpcˇnem prostoru C(A), torej sistem Ax = b sploh
nima resˇitve. Kljub temu lahko poiˇscˇemo priblizˇno resˇitev xˆ, za katero je napaka
e = Axˆ  b najmanjˇsa.
4.2.1 Projekcija na premico
Za zacˇetek poglejmo, kako bi lahko s pomocˇjo vektorjev resˇili naslednjo prepro-
stro geometrijsko nalogo. Dana sta nekolinearna vektorja a in b. Na premici
skozi izhodiˇscˇe v smeri vektorja a iˇscˇemo vektor p, ki je najblizˇji vektorju b.
s
O
-
a
 
 
 
 
 
 
 
 
 
 
 
 
 
 ✓
b
6
e = b  p
-
p
Slika 4.5: Projekcija vektorja b na vektor a je vektor p
Kljucˇ za resˇitev naloge (in razlog, da se s tem problemom ukvarjamo v
poglavju o ortogonalnosti) je, da mora biti premica, ki povezuje b in p, kot je
razvidno iz slike 4.5, pravokotna na vektor a.
Ker je vektor p v smeri vektorja a, morata biti vektorja p in a kolinearna,
torej p = xˆa za neko sˇtevilo xˆ, ki ga bomo dolocˇili tako, da bo vektor e := b p
pravokoten na smer, ki jo dolocˇa vektor a, torej eTa = 0. Tako pridemo do
enacˇbe
aT (b  xˆa) = 0 ,
ki ji mora zadosˇcˇati xˆ. Njena resˇitev je xˆ = a
Tb
aT a , od koder najdemo sˇe vektor p =
aTb
aT aa. Vektor p bomo imenovali pravokotna projekcija vektorja b na premico,
ki jo dolocˇa vektor a.
Rezultat te naloge lahko predstavimo na tri nacˇine:
1. Kot sˇtevilo xˆ, s katerim moramo pomnozˇiti vetor a, da dobimo vektor p
xˆ =
aTb
aTa
, (4.1)
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2. Kot vektor, ki je rezultat projekcije
p =
aTb
aTa
a (4.2)
in
3. Kot projekcijsko matriko P , ki jo moramo pomnozˇiti z vektorjem b, da
dobimo rezultat p = Pb. Ker velja
p = axˆ =
a(aTb)
aTa
=
(aaT )b
aTa
,
je projekcijska matrika enaka
P =
aaT
aTa
. (4.3)
Pozor! Matrika P ima rang 1, ker smo jo dobili kot produkt stolpca a in
vrstice aT (glej razdelek 3.4.6). Stolpcˇni prostor C(P ) matrike P pa je enak
a, vektorju, na katerega projeciramo.
Projekcijska matrika P je odvisna le od vektorja a na katerega projeciramo,
neodvisna pa od vektorja b, ki ga projeciramo. To pomeni, da lahko poljuben
vektor x projeciramo na vektor a tako, da izracˇunamo produkt Px.
Poglejmo si nekaj posebnih primerov.
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Primer 4.5
1. Kaj se zgodi s projekcijo p, cˇe vektor b pomnozˇimo s skalarjem, na
primer z 2?
Cˇe v enacˇbo (4.2) namesto b vstavimo c = 2b, dobimo
q =
aTq
aTa
a =
aT 2b
aTa
a = 2p .
Projekcija vektorja z dvojno dolzˇino ima torej dvojno dolzˇino v primer-
javi s prvotno projekcijo.
2. Kaj se zgodi s projekcijo p, cˇe namesto vektorja a, na katerega projeci-
ramo, vzamemo vektor 2a?
2aTb
2aT 2a
2a =
aTb
aTa
a = p ,
torej projekcija ni odvisna od dolzˇine vektorja, na katerega projeciramo.
3. Kaksˇna je projekcija, cˇe je vektor b kolinearen z vektorjem a?
Cˇe v enacˇbo (4.1) namesto b vstavimo ↵a, potem je
xˆ =
aT↵a
aTa
= ↵ ,
zato je p = ↵a = b. Projekcija na vektor a torej ohranja vse vektorje,
ki so kolinearni z vektorjem a.
4. Kaksˇna je projekcija, cˇe je vektor b pravokoten na a?
Za pravokotna (ortogonalna) vektorja je skalarni produkt (definicija 1.6)
bTa enak 0. Zato je v enacˇbi (4.1) xˆ = 0, torej je p = 0. Pravokotna
projekcija nekega vektorja na pravokoten vektor je torej vedno nicˇelni
vektor.
Pa sˇe en racˇunski primer.
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Primer 4.6 Izracˇunajmo projekcijo vektorja b = [2 1 3]T na vektor a =
[1 1 1]T .
Rezultat bomo predstavili na vse tri nacˇine:
1. Koeficient xˆ je
xˆ =
aTb
aTa
=
1 · 2 + 1 · 1 + 3 · 1
1 · 1 + 1 · 1 + 1 · 1 =
6
3
= 2 .
2. Projekcija p je
p =
aTb
aTa
a = 2a = [2 2 2]T
3. Projekcijska matrika P je
P =
aaT
aTa
=
1
3
24 1 1 11 1 1
1 1 1
35 .
Projekcijska matrika P je simetricˇna (definicija 2.11), kar lahko preverimo,
cˇe izracˇunamo njeno transponirano matriko. Iz enacˇbe (4.3) je
PT =
1
aTa
(aaT )T =
1
aTa
(aT )TaT =
1
aTa
aaT = P ,
torej res velja PT = P , kar je definicija simetricˇne matrike.
Kaj se zgodi, cˇe projekcijo vektorja b na premico, ki jo dolocˇa vektor a
naredimo vecˇkrat zaporedoma, na primer dvakrat? S prvo projekcijo dobimo
p = Pb, z drugo pa Pp = P (Pb). Zanima nas torej, kaksˇna matrika je P 2. Iz
geometrijske slike (glej sliko 4.5) lahko sklepamo: ker je vektor p kolinearen z
vektorjem a, je (glej primer 4.5, tocˇka 3) Pp = p, torej mora za projekcijsko
matriko veljati P 2 = P . Izkazalo se bo, da ta lastnost projekcijske matrike
skupaj s simetricˇnostjo PT = P popolnoma karakterizira projekcijske matrike.
Poglejmo sˇe, kaj so osnovni prostori projekcijske matrike. Ker je matrika
P simetricˇna, se ujemata vrsticˇni C(PT ) in stolpcˇni C(P ) prostor, kakor tudi
nicˇelni N(P ) in levi nicˇelni N(PT ) prostor. Najprej lahko iz enacˇbe (4.3) ugoto-
vimo, koliko je njen rang. V imenovalcu imamo aTa produkt vrstice in stolpca,
kar je skalarni produkt, torej sˇtevilo. V sˇtevcu aaT pa je produkt stolpca in
vrstice, kar je (izrek 3.36) matrika ranga 1. Ker je projekcijska matrika P kva-
dratna reda n, je torej njen stolpcˇni prostor C(P ) dimenzije 1 (izrek 3.35), prav
tako vrsticˇni prostor C(PT ), nicˇelni prostor N(P ) in levi nicˇelni prostor pa
imata oba dimenzijo n  1.
Poglejmo sˇe baze teh prostorov. Stolpcˇni prostor C(P ) ima samo en bazni
vektor, to je kar vektor a, na katerega projeciramo. Nicˇelni prostor N(P ) pa
je ortogonalni komplement enorazsezˇnega prostora {xa;x 2 R}. Njegovo bazo
sestavlja n  1 linearno neodvisnih vektorjev, ki so vsi ortogonalni na vektor a.
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4.2.2 Projekcija na podprostor
Problem pravokotne projekcije na premico smo uspesˇno resˇili. Zdaj pa si zasta-
vimo malo tezˇji, vendar podoben problem: v vektorskem prostoru Rm imamo
podprostor V dimenzije n, podan z bazo a1,a2, . . . ,an, in vektor b, ki ni v pod-
prostoru V . Isˇcˇemo vektor p, ki je izmed vseh vektorjev v V najblizˇjevektorju
b, torej projekcijo vektorja b na podprostor V , ki je dolocˇen z bazo, sestavljeno
iz vektorjev a1,a2, . . . ,an.
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
  ✓
b
-
p
6e = b  p
Slika 4.6: Projekcija vektorja b na podprostor V
Z drugimi besedami: iˇscˇemo linearno kombinacijo p = xˆ1a1+ · · ·+ xˆnan, ki
je najblizˇje danemu vektorju b. Cˇe vektorje a1,a2, . . . ,an zlozˇimo kot stolpce
v matriko A
A =
h
a1 a2 . . . an
i
,
lahko to linearno kombinacijo zapiˇsemo kot p = Axˆ in podprostor V je enak
stolpcˇnemu prostoru C(A).
Isˇcˇemo tako linearno kombinacijo stolpcev p = Axˆ (pravokotno projekcijo),
ki bo najblizˇe vektorju b. To bo takrat, ko bo vektor napake e := b   Axˆ
pravokoten na podprostor V . Da bi bil e pravokoten na V , mora biti pravokoten
na vse bazne vektorje a1,a2, . . . ,an torej mora biti
AT (b Axˆ) = 0 ,
kar zapiˇsemo v obliki sistema linaernih enacˇb
ATAxˆ = ATb , (4.4)
ki ga imenujemo normalni sistem enacˇb. To je sistem enacˇb ki ga dobimo tako,
da sistem Ax = b z leve pomnozˇimo z matriko AT . Matrika ATA je kvadratna
dimenzije n in simetricˇna. Ker so stolpci matrike A neodvisni, je tudi obrnljiva,
zato obstaja inverzna matrika (ATA) 1.
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Izrek 4.6 Cˇe so stolpci matrike A linearno neodvisni, je matrika ATA obrn-
ljiva.
Dokaz: Naj bo A matrika reda m ⇥ n, kjer so stolpci linearno neodvisni.
Matrika ATA je torej reda n⇥n. Naj bo vektor x iz N(ATA), torej je resˇitev
enacˇbe ATAx = 0. Cˇe to enacˇbo z leve pomnozˇimo z xT , je
xT (ATAx) = (xTAT )Ax = (Ax)TAx = xT0 = 0 ,
kar pomeni, da je dolzˇina vektorja Ax (definicija 1.7) enaka 0, torej je vektor
Ax = 0. Ker pa so stolpci matrike A linearno neodvisni, je to mogocˇe le,
kadar je x = 0, kar pomeni, da nicˇelni prostor N(ATA) vsebuje le vektor 0.
V tem primeru je rang matrike ATA (izrek 3.35) enak n, matrika je polnega
ranga in zato (izrek 3.17) obrnljiva.
Za n = 1 je enacˇba (4.4) ista kot pri projekciji na premico, katere resˇitev zˇe
poznamo. Resˇitev tudi v primeru projekcije na podprostor, kot pri projekciji
na premico, lahko predstavimo na tri nacˇine:
1. kot vektor xˆ koeficientov linearne kombinacije
xˆ = (ATA) 1ATb ; (4.5)
2. kot vektor, ki je rezultat projekcije
p = A(ATA) 1ATb ; (4.6)
3. in kot projekcijsko matriko P , ki nam poljuben vektor b preslika v pravo-
kotno projekcijo p = Pb na podprostor V
P = A(ATA) 1AT . (4.7)
Pozor! Pogled na matriko P = A(ATA) 1AT je lahko zava-
jajocˇ. Cˇe (ATA) 1 zapiˇsemo kot A 1(AT ) 1 (izrek 2.7), dobimo P =
AA 1(AT ) 1AT = I, kar je narobe.
Napako smo naredili, ker smo pozabili, da je matrika A pravokotna, torej ne
more biti obrnljiva in A 1 ne obstaja.
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Primer 4.7 Izracˇunajmo projekcijo vektorja b = [3 2 1]T na podprostor, ki
ga dolocˇata vektorja a1 = [1 2 3]T in a2 = [2 3 2]T .
Rezultat bomo predstavili v vseh treh oblikah:.
1. Koeficiente xˆ linearne kombinacije xˆ1a1 + xˆ2a2 dobimo kot resˇitev sis-
tema linearnih enacˇb
ATAxˆ = ATb . (4.8)
Ker je matrika A
A =
24 1 22 3
3 2
35 ,
je
ATA =

1 2 3
2 3 2
 24 1 22 3
3 2
35 =  14 14
14 17
 
in
ATb =

1 2 3
2 3 2
 24 32
1
35 =  10
14
 
,
resˇitev normalnega sistema ATAxˆ = ATb pa je xˆ = 121
  13
28
 
.
2. Projekcijo p dobimo kot linearno kombinacijo p = Axˆ, torej
p =
1
21
24 4358
17
35 .
3. Projekcijska matrika je P = A(ATA) 1AT , torej
P =
1
42
24 17 20  520 26 4
 5 4 41
35 .
4.2.3 Projekcijske matrike
V prejˇsnjem razdelku smo ugotovili, da so matrike, s katerimi projeciramo na
podprostor, simetricˇne in njihov kvadrat je enak matriki sami. Matrikam, ki
imajo ti dve lastnosti, bomo rekli projekcijske matrike.
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Definicija 4.7 Matrika P je projekcijska, kadar
• je simetricˇna: PT = P in
• velja P 2 = P .
Najprej preverimo, cˇe matrika iz enacˇbe (4.7) zadosˇcˇa tema dvema lastno-
stima. Da bi preverili simetricˇnost, transponirajmo matriko, potem pa uposˇte-
vajmo transponirane matrike produkta in izrek 2.8 ter lastnost dvojnega tran-
sponiranja matrike
PT = (A(ATA) 1AT )T = (AT )T ((ATA) 1)TAT = A(ATA) 1AT = P ,
torej matrika P je simetricˇna.
Da bi preverili drugo lastnost, je potrebno izracˇunati P 2. Uporabili bomo
asociativnost matricˇnega produkta
P 2 = PP = (A(ATA) 1AT )(A(ATA) 1AT )
= A(ATA) 1((ATA)(ATA) 1)AT
= A(ATA) 1IAT = P ,
torej projekcija, ki jo naredimo dvakrat, drugicˇ ne naredi nicˇesar.
Cˇe je P projekcijska matrika, ki projecira na podprostor U , potem je tudi
I   P projekcijska matrika, ki projecira na ortogonalni komplement U?.
S projekcijo smo vektor b razstavili na vsoto dveh pravokotnih vektorjev:
pravokotne projekcije p vektorja b, ki lezˇi v podprostoru V in na vektor napake
ali ostanek e, ki je ortogonalen na podprostor V . Pri tem je b = p+ e.
Vektor pravokotne projekcije p lahko izracˇunamo kot Pb, potemtakem je
e = b  p = Ib  Pb = (I   P )b. Cˇe je P projekcijska matrika na podprostor
V , mora biti I P projekcijska matrika na ortogonalni komplement prostora V .
Preverimo, da je tudi I P projekcijska matrika, cˇe je P projekcijska. Preveriti
moramo, da tudi za matriko I   P veljata obe lastnosti iz definicije 4.7.
Najprej preverimo simetricˇnost. Uporabili bomo lastnosti transponiranja
vsote matrik:
(I   P )T = IT   PT = I   P ,
torej matrika I P je simetricˇna. Poglejmo sˇe, cˇemu je enaka matrika (I P )2.
(I   P )2 = (I   P )(I   P ) = I   2P + P 2 = I   P ,
kjer smo uposˇtevali, da je P projekcijska matrika, za katero velja P 2 = P .
Tako matrika I   P izpolnjuje obe zahtevi iz definicije 4.7, zato je projekcijska
matrika, ki projecira na ortogonalni komplement podprostora V . S tem smo
dokazali
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Izrek 4.8 Cˇe je P projekcijska matrika, ki projecira na podprostor U , potem
je I   P projekcijska matrika, ki projecira na U?, ortogonalni komplement
podprostora U .
In v kaksˇni vzezi so pravokotne projekcije s sˇtirimi osnovnimi prostori ma-
trik? Projekcijo p smo dobili kot linearno kombinacijo Axˆ stolpcev matrike A
(to je matrika, katere stolpci so baza podprostora, na katerega projeciramo),
torej je p 2 C(A) in (zaradi izreka 4.4) je p ortogonalen na levi nicˇelni prostor
N(AT ).
Nasprotno pa je vektor napake e pravokoten na stolpcˇni prostor C(A), torej
so skalarni produkti stolpcev matrike A (to je vrstic matrike AT ) z vektorjem
e enak 0, kar pomeni AT e = 0. Vektor napake e je torej v levem nicˇelnem
prostoru matrike A.
4.3 Predolocˇeni sistemi
V matematiki je splosˇno znano dejstvo, da skozi dve tocˇki v ravnini poteka
natanko ena premica. Naj bosta A = (xA, yA) in B = (xB , yB) dve tocˇki, podani
s svojima koordinatama. Premico opiˇsemo z linearno funkcijo y = kx+n. Kako
izberemo parametra k in n, da bo premica potekala skozi tocˇki A in B?
Cˇe koordinati vsake od tocˇk vstavimo v enacˇbo premice, dobimo sistem
linearnih enacˇb
kxA + n = yA
kxB + n = yb .
V tem sistemu enacˇb sta neznanki parametra k in n. Cˇe zapiˇsmo vektor neznank
x, vektor desnih strani b in matriko koeficientov A
A =

xA 1
xB 1
 
, b =

yA
yB
 
in x =

k
n
 
,
lahko sistem linearnih enacˇb zapiˇsemo v obliki Ax = b, kot smo vajeni. Kadar
sta xA 6= xB ima ta sistem natanko eno resˇitev, ker je matrika A obrnljiva, ne
glede na to, koliko sta vrednosti yA in yB .
V teoriji torej problemov ni. So pa v praksi. Pogosto podatki (tocˇke) niso
povsem zanesljivi, prisotne so napake (sˇum v podatkih), ki so cˇesto posledice
merskih napak (ko so podatki izmerjeni) ali racˇunskih napak (ko so podatki
izracˇunani). Pri resˇevanju prakticˇnih problemov iz realnega sveta zato pogosto
kvaliteto (natancˇnost podatkov) nadomestimo s kvantiteto (povecˇamo sˇtevilo
podatkov). Tako moramo premico pogosto potegniti skozi veliko (na primer m,
vecˇ kot dve) tocˇk, ki pogosto le priblizˇno lezˇijo na isti premici. To pomeni, da
moramo resˇiti sistem veliko linearnih enacˇb (vsak podatek oz. tocˇka pomeni eno
enacˇbo) z dvema neznankama (parametra k in n premice). Matrika A takega
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sistema Ax = b ima torej veliko sˇtevilo vrstic in le dva stolpca, torej ima rang
najvecˇ 2.
Vektor b (desna stran sistema) ima m komponent, stolpcˇni prostor C(A) pa
ima dimenzijo enako 2, kar pomeni, da sistem Ax = b ne bo resˇljiv (in obicˇajno
tudi ni). Ker tocˇna resˇitev ne obstaja, bi radi izracˇunali vsaj ”priblizˇno” resˇitev.
Resˇitev ne bo ”priblizˇna v smislu, da bo ”blizu” prave resˇitve, saj ta sploh ne
obstaja, ampak v smislu, da bodo z njo vse enacˇbe ”priblizˇno” izpolnjene.
Namesto vektorja b, ki ni v C(A) je za desno stran sistema smiselno vzeti
vektor, ki je vektorju b najblizˇji v stolpcˇnem prostoru C(A), torej ortogonalno
projekcijo p vektorja b na podprostor C(A). Sistem enacˇb Axˆ = p, ki ga tako
dobimo, je zagotovo resˇljiv, ker je desna stran sistema p 2 C(A).
Edino kar ostane je, da iz sistema enacˇb (4.4) izracˇunamo koeficiente xˆ, ki
so najboljˇsi nadomestek za neobstojecˇo resˇitev x. Z drugimi besedami: kadar
sistem Ax = b nima resˇitve (kar pomeni b 62 C(A)), resˇujemo raje sistem
ATAxˆ = ATb, ki nam da najmanjˇsi ostanek e = Axˆ  b.
Povejmo isto sˇe kot recept: enacˇbo Ax = b z leve pomnozˇimo z AT , da
dobimo ATAxˆ = ATb, kar je kvadraten sistem. Kadar so stolpci matrike A
linearno neodvisni, je matrika ATA je obrnljiva, torej ima sistem eno samo
resˇitev xˆ.
-
6
u
A1
u
A2
u
A3
Slika 4.7: Tri tocˇke, skozi katere bi radi narisali premico
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Primer 4.8 Najpogosteje naletimo na predolocˇene sisteme enacˇb, ko iˇscˇemo
premico, ki se kar najbolje prilagaja mnozˇici tocˇk. Za ilustracijo tega pro-
blema, poskusˇajmo potegniti premico skozi tri tocˇke: A1 = (0, 0), A2 = (1, 0)
in A3 = (2, 1).
Zˇe ko tri tocˇke nariˇsemo v koordinatnem sistemu (slika 4.7) je jasno, da naloga
ni resˇljiva. Tudi cˇe za premico y = kx+n napiˇsemo tri enacˇbe, ki bi jim morala
zadosˇcˇati koeficienta k in n
0k +n = 0
k +n = 0
2k +n = 1
in jih poizkusˇamo resˇiti, je hitro jasno, da resˇitve ni. Sistem enacˇb Ax = b za
A =
24 0 11 1
2 1
35 , x =  k
n
 
in b =
24 00
1
35
ni resˇljiv. Namesto njega bomo raje resˇili sistem ATAxˆ = ATb.
Ker je
ATA =

0 1 2
1 1 1
 24 0 11 1
2 1
35 =  5 3
3 3
 
in
ATb =

0 1 2
1 1 1
 24 00
1
35 =  2
1
 
,
je normalni sistem enacˇb ATAxˆ = ATb, to je
5 3
3 3
  
k
n
 
=

2
1
 
,
katerega resˇitev je
xˆ =

k
n
 
=

1/2
 1/6
 
.
Tako smo dobili rezultat, da se danim trem tocˇkam najbolje prilega premica
y = x2   16 (slika 4.8).
Radovedni bralec je verjetno opazil, da je vektor desnih strani sistema b vektor
ordinat tocˇk, jih se jim zˇelimo s premico cˇim bolj priblizˇati. Vprasˇamo pa se
lahko, kje sta v tem primeru projekcija p na stolpcˇni prostor C(A) in vektor
napake e.
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Projekcija p so ordinate tistih tocˇk na premici, ki ustrezajo abscisam tocˇk
A1, A2 in A3. Cˇe bi te imele ordinate p namesto ordinat b, bi lezˇale na isti
premici in nasˇ problem iskanja premice skozi vse tri tocˇke bi bil enostavno
resˇljiv. Koliko pa je p? Ker smo projekcijo p zapisali kot linearno kombinacijo
stolpcev matrike A, je
p = Axˆ =
24 0 11 0
2 1
35 1/2 1/6
 
=
24  1/61/3
5/6
35 .
Vektor napake e pa je
e = b  p =
24 00
1
3524  1/61/3
5/6
35 =
24 1/6 1/3
1/6
35 ,
to so navpicˇni odmiki tocˇk na premici od prvotnih tocˇk Ai (slika 4.8).
Na koncu lahko sˇe preverimo, ali je vektor napake e res pravokoten na stolpcˇni
prostor C(A), kot tudi na projekcijo p. V ta namen je dovolj izracˇunati produkt
AT e, saj je tudi p 2 C(A). Podrobnosti prepusˇcˇamo bralcu.
Predolocˇen sistem enacˇb Ax = b nima resˇitve. S tem, ko desno stran tega
sistema Ax = b nadomestimo s p, pravokotno projekcijo vektorja b na C(A)
dosezˇemo, da je novi sistem enacˇb Axˆ = p resˇljiv, obenem pa je vektor napake
e = b  p najmanjˇsi.
Ker je
Axˆ  b = Axˆ  p  e = e ,
saj je Axˆ = p, smo dosegli tudi, da je kvadrat dolzˇine vektorja
||Axˆ  b||2 = ||e||2
najmanjˇsi, s tem pa tudi sama dolzˇina najmanjˇsa. Komponente vektorja Axˆ b
pomenijo napako pri posamezni enacˇbi, ko namesto neznanih (in neobstojecˇih
x) vstavimo resˇitev xˆ normalnega sistema enacˇb. Zato je vsota kvadratov napak
pri resˇitvi posamezne enacˇbe najmanjˇsa in pravimo, da smo s tem resˇili problem
najmanjˇsih kvadratov.
Pokazali smo, kako lahko konstruiramo premico, ki se najbolje prilega mnozˇici
m > 2 tocˇk. Seveda pa lahko postpek, ki smo ga uporabili za premico, lahko
uporabimo tudi pri konstrukciji bolj zapletenih krivulj, kot so
1. kvadratne parabole y = ax2 + bx+ c;
2. kubicˇne parabole y = ax3 + x2 + cx+ d;
3. polinomske krivulje stopnje n, kot je y = anxn+an 1xn 1+ · · ·+a1x+a0;
4. linearne kombinacije elementarnih funkcij, kot je y = a1+ a2x+ a3e0.2x+
a4 sin 3x+ a5 cos 3x.
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Slika 4.8: Premica, ki se najbolje prilega trem tocˇkam
Cˇeprav so vse te krivulje nelinearne, dobimo linearen normalni sistem enacˇb, cˇe
le neznani parametri ai v njih nastopajo linearno. V vsakem od teh primerov
ima normalni sistem enacˇb toliko neznank, kot je sˇtevilo parametrov, s katerimi
smo opisali krivuljo.
4.4 Ortogonalne baze in Gram-Schmidtova or-
togonalizacija
Vektorji, ki sestavljajo bazo prostora, morajo biti neodvisni (definicija 3.27).
Med seboj lahko oklepajo katerekoli kote, razen praznega (0  ali 0 radianov) ali
iztegnjenega (180  ali 2⇡ radianov). Kadarkoli pa nariˇsemo koordinatni sistem,
si koordinatne osi vedno prestavljamo med seboj pravokotne. Na ta nacˇin je
slika preglednejˇsa in racˇunanje lazˇje.
4.4.1 Ortogonalne baze
Vektorji q1, . . . ,qn so med seboj paroma ortogonalni, kadar so skalarni produkti
qTi qj = 0, kadarkoli je i 6= j.
Cˇe je v podprostoru dana baza iz ortogonalnih vektorjev, je tudi racˇunanje
veliko lazˇje. Kadar so stolpci matrike A paroma pravokotni, je matrika ATA
diagonalna.
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Definicija 4.9 Vektorji q1,q2, . . . ,qn so ortonormirani, kadar so ortogonalni
im imajo vsi dolˇzino 1, torej
qTi qj =
⇢
0 ko je i 6= j pravokotni vektorji
1 ko je i = j enotski vektorji
Za matriko Q = [q1 q2 · · · qn] velja QTQ = I.
-
6
p '  AA     
  
  *
A
A
A
A
A
A
A
AAK
q1
q2
Slika 4.9: Ortonormalna baza prostora R2
Dva primera ortonormiranih baz v prostorih R2 in R3:
Primer 4.9
1. Standardno bazo v vektorskem prostoru Rm za vsak m 2 Z sestavljajo
ortonormirani vektorji. V R3 so to vektorji
i =
24 10
0
35 , j =
24 01
0
35 , in k =
24 00
1
35 .
2. V R2 je za vsako vrednost ' ortonormirana baza
q1 =

cos'
sin'
 
, q2 =
   sin'
cos'
 
.
Parameter ' je kot med standardnim baznim vektorjem i in q1 (slika
4.9).
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4.4.2 Ortogonalne matrike
Kaksˇne lastnosti ima matrika, katere stolpci so ortonormirani?
Izrek 4.10 Vektorji q1, . . . ,qn naj bodo ortonormirani v prostoru Rm. Po-
tem za matriko
Q =

q1 q2 · · · qn
 
velja, da je QTQ = In enotska matrika reda n.
Dokaz: Izracˇunamo produkt
QTQ =
2666664
qT1
qT2
...
qTn
3777775

q1 q2 · · · qn
 
= In ,
saj so qi ortonormirani.
Matrike z ortonormiranimi stolpci so sˇe posebej zanimive, kadar so kvadra-
tne.
Definicija 4.11 Matrika Q je ortogonalna, kadar je
1. kvadratna in
2. ima ortonormirane stolpce.
Pri ortogonalnih matrikah je vprasˇanje obrnljivosti in inverzne matrike eno-
stavno.
Izrek 4.12 Cˇe je Q ortogonalna matrika, potem je obrnljiva in Q 1 = QT .
Dokaz: Cˇe ima Q ortogonalne stolpce (izrek 4.10), je QTQ = I, torej je
Q 1 = QT .
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Primer 4.10 Permutacijska matrika (to je enotska matrika s premesˇanimi
vrsticami) je ortogonalna, saj je
1. kvadratna
2. stolpci so enotski vektorji (definicija 1.8) in
3. stolpci so paroma ortogonalni.
Tako je, na primer24 0 1 00 0 1
1 0 0
35T 24 0 1 00 0 1
1 0 0
35 =
24 0 0 11 0 0
0 1 0
3524 0 1 00 0 1
1 0 0
35 = I
Sˇe nekaj primerov ortogonalnih matrik:
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Primer 4.11 Ortogonalna je rotacijska matrika
R =

cos'   sin'
sin' cos'
 
za vsako vrednost spremenljivke ', saj je kvadratna, stolpca sta ortogonalna
in imata dolzˇino enako 1 (definicija 1.7).
Ortogonalna je tudi matrika
H2 =
1p
2

1 1
1  1
 
,
pa tudi matrike
H4 =
1p
2

H2 H2
H2  H2
 
, H8 =
1p
2

H4 H4
H4  H4
 
,
H16 =
1p
2

H8 H8
H8  H8
 
, H32 =
1p
2

H16 H16
H16  H16
 
in vse matrike, ki jih dobimo z nadaljevanjem tega postopka
H2n+1 =
1p
2

H2n H2n
H2n  H2n
 
.
Matrike H2n , ki smo jih tako konstruirali, se imenujejo Hadamardove matrike.
Ortogonalna matrika Hn reda n je Hadamardova, cˇe so njeni elementi le 1 in
 1. V racˇunalniˇstvu se uporabljajo pri teoriji kodiranja. Eden od zanimivih sˇe
odprtih problemov v linearni algebri je, za katera naravna sˇtevila n obstajajo
Hadamardove matrike.
Sˇe eno zanimivo lastnost ortogonalnih matrik opisuje naslednji izrek.
Izrek 4.13 Mnozˇenje z ortogonalno matriko ohranja dolˇzino vektorjev in kote
med njimi. Cˇe je Q ortogonalna matrika, potem je
||Qx|| = ||x|| za vsak vektor x in
(Qx)TQy = xTy za vsak vektor x in y.
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Dokaz: Za ortogonalno matriko Q je QTQ = I, zato je
||Qx||2 = (Qx)TQx = xTQTQx = xTx = ||x||2
in
(Qx)TQy = xTQTQy = xTy .
Produkt dveh ortogonalnih matrik je spet ortogonalna matrika.
Izrek 4.14 Cˇe sta Q1 in Q2 ortogonalni matriki, je tudi produkt Q = Q1Q2
ortogonalna matrika.
Dokaz: Ker je QT1Q1 = I in Q
T
2Q2 = I, je
QTQ = (Q1Q2)
T (Q1Q2) = Q
T
2 (Q
T
1Q1)Q2 = Q
T
2Q2 = I .
4.4.3 Projekcija z ortogonalno bazo: Q namesto A
Kaj nam pomaga, cˇe je baza podprostora sestavljena iz ortogonalnih ali celo or-
tonormiranih vektorjev? Cˇe so bazni vektorji ortonormirani, potem se projekcija
na podprostor zelo poenostavi.
Naj bodo vektorji q1, . . . ,qn ortonormirana baza podprostora V v vektor-
skem prostoru Rm. Matrika Q naj bo sestavljena iz stolpcev
Q =

q1 q2 · · · qn
 
.
V primeru, ko bazni vektorji niso bili ortonormirani, smo projekcijo vektorja
b na podprostor V dobili kot p = Axˆ, kjer smo neznani vektor koeficientov xˆ
izracˇunali iz normalnega sistema enacˇb (4.4). Za ortonormirane bazne vektorje
pa imamo namesto normalnega sistema
QTQxˆ = Ixˆ = xˆ = QTb ,
torej dobimo vektor koeficientov kar eksplicitno, brez resˇevanja sistema enacˇb.
Prav tako dobimo za projekcijsko matriko P na podprostor namesto enacˇbe
(4.7) dosti enostavnejˇso formulo
P = Q(QTQ) 1QT = QIQT = QQT ,
kjer ni potrebno racˇunati inverza matrike QTQ, saj je QTQ kar enotska matrika.
Pri ortonormalni bazi se zelo poenostavi tudi problem razvoja vektorja po
bazi. Naj bo a1, . . . ,an poljubna baza vektorskega prostora Rn. Vektor b 2 Rn
razvijemo po bazi, kadar izracˇunamo koeficiente linearne kombinacije
b = x1a1 + x2a2 + · · ·+ xnan , (4.9)
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s katero vektor b izrazimo z baznimi vektorji.
Primer 4.12 Da bi v vektorskem prostoru R3 izrazili vektor b = [7 1 5]T
kot linearno kombinacijo baznih vektorjev
a1 =
24 21
1
35 , a2 =
24  34
 4
35 in a3 =
24 12
0
35 ,
moramo resˇiti sistem linearnih enacˇb
x1a1 + x2a2 + x3a3 = b ,
katerega resˇitev je x = [1   1 2]T .
Cˇe je q1, . . . ,qn ortonormirana baza vektorskega prostora in Q matrika s
stolpci qi, potem je Q ortogonalna matrika. V tem primeru moramo poiskati
resˇitev sistema enacˇb Qx = b, ki je, zaradi izreka 4.12, enaka x = QTb. Posa-
mezne komponente vektorja x (koeficiente linearne kombinacije 4.9) lahko tako
izracˇunamo kot skalarne produkte
x1 = q
T
1 b, . . . , xn = q
T
nb , (4.10)
kar je mnogo lazˇje, kot resˇiti sistem linearnih enacˇb.
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Primer 4.13 Izracˇunajmo razvoj vektorja b = [1 2 3 4]T po ortonormirani
bazi, ki jo sestavljajo vektorji
q1 =
1
2
2664
1
1
1
1
3775 , q2 = 12
2664
 1
1
 1
1
3775 , q3 = 12
2664
 1
 1
1
1
3775 in q4 = 12
2664
1
 1
 1
1
3775 .
Iz enacˇb (4.10) ta primer dobimo
x1 =
1
2
[1 1 1 1]
2664
1
2
3
4
3775 = 5,
x2 =
1
2
[ 1 1   1 1]
2664
1
2
3
4
3775 = 1,
x3 =
1
2
[ 1   1 1 1]
2664
1
2
3
4
3775 = 2
in
x4 =
1
2
[1   1   1 1]
2664
1
2
3
4
3775 = 0
zato je
b = 5q1 + q2 + 2q3 + 0q4 .
Preveri, cˇe je res!
Kadar je baza, po kateri razvijamo, samo ortogonalna in njeni vektorji niso
enotski, moramo vsakega od koeficientov deliti s kvadratom dolzˇine ustreznega
baznega vektorja. Naj bodo q1, . . . ,qn ortogonalna baza prostora Rn. Potem
lahko koeficiente razvoja vektorja aRn po ortogonalni bazi 4.10 izracˇunamo kot
x1 =
qT1 a
qT1 q1
, · · · , xn = q
T
na
qTnqn
.
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4.4.4 Gram-Schmidtov postopek
Ugotovili smo, da je racˇunanje dostikrat znatno enostavnejˇse, cˇe poznamo orto-
normirano bazo prostora. Ostaja pa vprasˇanje, kako iz poljubne baze narediti
ortonormirano bazo?
Idejo Gram-Schmidtovega postopka ortogonalizacije pokazˇimo na primeru,
ko imamo tri linearno neodvisne (ne ortogonalne) vektorje a1,a2 in a3. Pri tem
bomo izkoristili dejstvo, da je ostanek e = b   p pri pravokotni projekciji p
vektorja b na podprostor V pravokoten na V .
Za smer prvega baznega vektorja sprejmemo kar prvi vektor b1 := a1. Druga
smer mora biti pravokotna na b1, zato od a2 odsˇtejemo njegovo projekcijo na
smer, ki jo dolocˇa b1:
b2 = a2   b
T
1 a2
bT1 b1
b1 . (4.11)
Tako smo zagotovili, da sta vektorja b1 in b2 med seboj pravokotna.
Cˇe hocˇemo, da bo tretja smer pravokotna na prvi dve, moramo od vektorja
a3 odsˇtejeti njegovi projekciji na b1 in b2:
b3 = a3   b
T
1 a3
bT1 b1
b1   b
T
2 a3
bT2 b2
b2 . (4.12)
Tako smo dobili tri ortogonalne vektorje b1,b2 in b3, ki jih moramo sˇe deliti z
njihovo dolzˇino, da dobimo ortonormirane vektorje
q1 = b1/||b1||, q2 = b2/||b2||, in q3 = b3/||b3|| .
S tem je proces ortogonalizacije zakljucˇen, saj so vektorji q1,q2 in q3 ortonor-
mirana baza prostora, ki ga napenjajo vektorji a1,a2 in a3.
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Primer 4.14 Pokazˇimo kako deluje gram-Schmidtova ortogonalizacija na
primeru linearno neodvisnih vektorjev
a1 =
24 1 1
0
35 , a2 =
24 20
 2
35 in a3 =
24 3 3
3
35 .
Smer prvega vektorja sprejmemo brez spremembe b1 = a1, drugi vektor pa
mora biti ortogonalen na to smer, zato v skladu z enacˇbo (4.11)
b2 =
24 20
 2
35  2
2
24 1 1
0
35 =
24 11
 2
35 .
Smer tretjega vektorja dobimo tako, da od a3 odsˇtejemo njegovi projekciji na
b1 in b2, v skladu z enacˇbo (4.12)
b3 =
24 3 3
3
35  6
2
24 1 1
0
35   6
6
24 11
 2
35 =
24 11
1
35 .
Na koncu vektorje sˇe normaliziramo (delimo z njihovo dolzˇino). Ortonormi-
rana baza je torej
q1 =
1p
2
24 1 1
0
35 , q2 = 1p
6
24 11
 2
35 in q3 = 1p
3
24 11
1
35 .
Ideja Gram-Schmidtovega procesa je torej preprosta: od vsakega novega
vektorja odsˇtejemo njegove projekcije na zˇe dolocˇene smeri. Na koncu vsakega
od vektorjev delimo z njegovo dolzˇino. Tako dobljeni vektorji so ortonormirani.
4.4.5 QR razcep matrike
V 2 poglavju smo Gaussovo eliminacijo opisali v matricˇnem jeziku kot razcep
matrike A na produkt spodnjetrikotne matriko L in zgornjetrikotne U , torej
A = LU . Podobno bomo sedaj naredili tudi za Gram-Schmidtov postopek
ortogonalizacije baze.
V matriko A po stolpcih zlozˇimo vektorje prvotne baze, v matriko Q pa,
prav tako po stolpcih, vektorje ortonormirane baze, ki smo jo dobili z Gram-
Schmidtovim postopkom. Kako sta ti dve matriki povezani?
Ker so vsi stolpci matrikeQ linearne kombinacije stolpcev matrike A, obstaja
taka matrika R, da je A = QR. To je QR-razcep matrike A. Ugotoviti moramo,
kaksˇna je matrika R.
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neodvisni ortogonalni ortonormirani
a1 - b1 - q1
 @
a2 - b2 - q2
 @
a3 - b3 - q3
...
...
 @
an - bn - qn
Slika 4.10: Tok podatkov pri Gram-Schmidtovi ortogonalizaciji
Izrek 4.15 Iz linearno neodvisnih vektorjev a1, . . . ,an z Gram-Schmidtovo
ortogonalizacijo dobimo ortonormirane vektorje q1, . . . ,qn. Matriki A in Q s
temi stolpci zadosˇcˇajo enacˇbi A = QR, kjer je R zgornjetrikotna matrika.
Dokaz: Poglejmo najprej za matrike 3⇥ 3:
Enacˇbo A = QR z leve pomnozˇimo z QT . Ker ima Q ortogonalne stolpce, je
QTQ = I, zato je QTA = R, kar pomeni, da enacˇba A = QR izgleda kot2664
...
...
...
a b c
...
...
...
3775 =
2664
...
...
...
q1 q2 q3
...
...
...
3775
24 qT1 a qT1 b qT1 cqT2 b qT3 c
qT3 c
35
Matrika R je zgornje trikotna, saj so skalarni produkti qT2 a, q
T
3 a in q
T
3 b enaki
0, ker so kasnejˇsi stolpci matrike Q ortogonalni na prejˇsnje stolpce matrike A.
Za vecˇje matrike velja podoben sklep.
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Primer 4.15 V primeru 4.15 smo imeli vektorje, ki jih lahko zlozˇimo v ma-
triki
A =
24 1 2 3 1 0  3
0  2 3
35 in Q =
26664
1p
2
1p
6
1p
3
 1p
2
1p
6
1p
3
0  2p
6
1p
3
37775 .
Tako je matrika R, za katero je A = QR enaka
R = QTA =
26664
1p
2
 1p
2
0
1p
6
1p
6
 2p
6
1p
3
1p
3
1p
3
37775
24 1 2 3 1 0  3
0  2 3
35 =
24 p2 p2 3p20 p6  p6
0 0
p
3
35 .
4.5 Fourierove vrste
V tem razdelku bomo naredili izlet iz koncˇnodimenzionalnih vektorskih prosto-
rov v prostore z neskoncˇno dimenzijo. V koncˇnodimenzionalnih prostorih smo
zacˇeli z vektorji, linearnimi kombinacijami in skalarnim produktom. Te osnovne
koncepte bomo morali prilagoditi neskoncˇni dimenziji.
4.5.1 Neskoncˇno dimenzionalni prostori
Neskoncˇno dimenzionalni prostori se zelo razlikujejo od koncˇno dimenzional-
nih, ki smo jih spoznavali do sedaj, vendar nekatere koncepte lahko, nekoliko
spremenjene, sˇe vedno s pridom uporabimo.
Kako lahko opiˇsemo vektor v neskoncˇno dimenzionalnem prostoru? Imamo
dve mozˇnosti:
1. vektorji so neskoncˇna zaporedja x = (x1, x2, . . .). Na primer✓
1,
1
2
,
1
6
, . . . ,
1
n!
, . . .
◆
.
2. vlogo vektorjev prevzamejo funkcije. Na primer f(x) = cosx.
Pogledali si bomo obe mozˇnosti.
Ko smo videli, kako izgledajo vektorji z neskoncˇno dimenzijami, si poglejmo,
kako lahko izracˇunamo skalarni produkt teh vektorjev.
Skalarni produkt za neskoncˇna zaporedja
Naravna posplosˇitev skalarnega produkta dveh neskoncˇnih vektorjev
u = (u1, u2, . . .) in v = (v1, v2, . . .)
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na neskoncˇna zaporedja je vrsta
u · v = u1v1 + u2v2 + · · · =
1X
i=1
uivi .
Problem nastane, cˇe vrsta ne konvergira. V tem je najvecˇja razlika med koncˇno-
dimenzionalnimi in neskoncˇnodimenzionalnimi vektorji, saj pri koncˇnodimenzi-
onalnih vektorjih tega problema nismo srecˇali.
Primer 4.16 Cˇe izberemo u = v = (1, 1, . . .), vrsta prav gotovo ne konver-
gira, saj vrsta
u · v = 1 + 1 + · · ·
divergira. Ker sta u in v enaka, pravzaprav racˇunamo u · u = ||u||2, kvadrat
dolzˇine. Vektor (1, 1, . . .) ima torej neskoncˇno dolzˇino.
Zaradi tezˇav s konvergenco skalarnega produkta se omejimo na vektorje u,
katerih dolzˇina ||u|| je koncˇna:
Definicija 4.16 Vektorski prostor `2 je mnozˇica vseh neskoncˇnih zaporedij u
s koncˇno dolˇzino
||u||2 = u · u = u21 + u22 + · · · <1 .
Primer vektorja s koncˇon dolzˇino:
Primer 4.17 Vektor u = (1, 12 ,
1
4 , . . . ,
1
2n , . . .) je v prostoru `2, saj je kvadrat
njegove dolzˇine enak
||u||2 = u · u = 1 + 1
4
+
1
16
+ · · · =
1X
i=0
1
2i
.
To je geometrijska vrsta s kvocientom 14 , zato je ||u||2 = 11  14 =
4
3 in ||u|| =
2p
3
, torej koncˇna dolzˇina.
Za vektorja u in v iz prostora `2 je tudi skalarni produkt koncˇno sˇtevilo
u · v = u1v1 + u2v2 + · · · =
1X
i=1
<1 .
Za tako definiran skalarni produkt sˇe vedno velja Schwarzova neenacˇba (izrek
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1.9)
|u · v| <= ||u||||v|| ,
prav tako je tudi kot med vektorjema u in v enak ', za katerega je
cos' =
u · v
||u|| · ||v|| .
Skalarni produkt za funkcije
Poglejmo sˇe, kako lahko skalarni produkt in dolzˇino definiramo tudi za funkcije.
Za funkcije na intervalu [a, b] dobimo naravno posplosˇitev vektorskega produkta,
cˇe vsoto zamenjamo z integralom.
Definicija 4.17 Skalarni produkt funkcij f(x) in g(x) na intervalu [a, b] je
(f, g) =
Z b
a
f(x)g(x) dx .
Podoben problem, kot smo ga imeli pri vektorjih z neskoncˇnim sˇtevilom kom-
ponent, srecˇamo tudi pri funkcijah. Funkcije morajo biti na [a, b] integrabilne,
integral njihovega kvadrata pa koncˇen.
Definicija 4.18 Vektorski prostor L2[a, b] je mnozˇica vseh funkcij f , defini-
ranih na intervalu [a, b], za katere je kvadrat norme ||f ||
||f ||2 =
Z b
a
f(x) dx <1 .
V prostoru L2(a, b) imamo skalarni produkt, zato lahko izracˇunamo kot med
poljubnima funkcijama iz tega prostora.
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Primer 4.18 Izracˇunajmo kot med linearno odvisnima funkcijama f(x) = x
in g(x) = ax na intervalu [0, 1].
Ker je kot dolocˇen z cos' = (f,g)||f ||·||g|| (glej izrek 4.18), moramo izracˇunati
skalarni produkt (f, g) in obe normi ||f || in ||g||:
(f, g) =
Z 1
0
f(x)g(x) dx =
Z 1
0
ax2 dx =
a
3
,
||f ||2 =
Z 1
0
f2(x) dx =
Z 1
0
x2 dx =
1
3
,
||g||2 =
Z 1
0
g2(x) dx =
Z 1
0
a2x2 dx =
a2
3
.
Zato je
cos' =
(f, g)
||f || · ||g|| =
a/3
(1/
p
3)(a/
p
3)
= 1 =) ' = 0.
Kot med linearno odvisnima funkcija je tako, podobno kot pri vektorjih, enak
0.
Od vseh mozˇnih kotov med funkcijami je, tako kot pri vektorjih, dalecˇ najbolj
zanimiv pravi kot. Funkciji f in g sta na intervalu [a, b] ortogonalni, kadar je
njun skalarni produkt enak 0:
(f, g) =
Z b
a
f(x)g(x) dx = 0.
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Primer 4.19 Za trigonometricˇne funkcije cosx, cos 2x, . . . ter sinx, sin2x,
je primeren interval [ ⇡,⇡]. Norma funkcije f(x) = sinx na tem intervalu je
||f || =
p
(f, f) =
sZ ⇡
 ⇡
(sinx)2 dx =
p
⇡ ,
ker je
sin2 x =
1
2
(1  cos 2x) in
Z ⇡
 ⇡
1
2
(1  cos 2x) dx = 1
2
x|⇡ ⇡ = ⇡ .
Skalarni produkt f(x) in g(x) = cosx pa je
(f, g) =
Z ⇡
 ⇡
sinx cosx dx =
1
2
Z ⇡
 ⇡
sin 2x dx = 0 ,
torej sta sinx in cosx ortogonalni na [ ⇡,⇡].
Sˇe vecˇ: vse funkcije zaporedja 1 = cos 0x, cosx, sinx, cos 2x, sin 2x, cos 3x,
sin 3x, . . . so med seboj ortogonalne.
4.5.2 Fourierove vrste
Videli smo zˇe, kako lahko v koncˇnodimezionalnem prostoru poljuben vektor
razvijemo po baznih vektorjih. Videli smo tudi, kako nam pomaga, kadar je
baza prostora sestavljena iz ortogonalnih vektorjev (glej enacˇbo (4.10)).
Poglejmo, kako lahko funkcijo (iz neskoncˇnodimenzionalnega prostora) raz-
vijemo po sistemu ortogonalnih funkcij.
Cˇe je funkcija f(x) odsekoma integrabilna na intervalu [ ⇡,⇡), jo lahko
razvijemo po sinusih in kosinusih:
f(x) = a0 + a1 cosx+ b1 sinx+ a2 cos 2x+ b2 sin 2x+ · · · . (4.13)
Ker razvijamo po funkcijah, ki so ortogonalne na [ ⇡,⇡), lahko koeficiente
izracˇunamo, podobno kot v enacˇbi (4.10)
a0 =
(1,f)
(1,1) =
1
2⇡
Z ⇡
 ⇡
f(x) dx ,
ak =
(cos kx,f)
(cos kx,cos kx) =
1
⇡
Z ⇡
 ⇡
f(x) cos kx dx, k = 1, 2, . . . , (4.14)
bk =
(sin kx,f)
(sin kx,sin kx) =
1
⇡
Z ⇡
 ⇡
f(x) sin kx dx, k = 1, 2, . . . .
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Primer 4.20 Po trigonometricˇnih funkcijah zˇelimo razviti odsekoma kon-
stantno funkcijo
f(x) =
⇢
1 0 < x < ⇡
0  ⇡  x  0
Najprej izracˇunamo koeficiente
a0 =
1
2⇡
R ⇡
0 dx =
1
2
ak =
1
⇡
R ⇡
0 cos kx dx =
1
k⇡
sin kx|⇡0 = 0
bk =
1
⇡
R ⇡
0 sin kx dx =
 1
k⇡
cos kx|⇡0 =
1  ( 1)k
k⇡
.
Zato je b2k = 0 in b2k 1 = 2(2k 1)⇡ . Koncˇno lahko zapiˇsemo razvoj
f(x) =
1
2
+
1X
k=1
2
(2k   1)⇡ sin (2k   1)x . (4.15)
Grafi delnih vsot te Fourierove vrste so na sliki 4.11.
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Slika 4.11: Delne vsote Fourierove vrste (4.15) z 2, 4, 6 in 11 cˇleni.
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Trigonometricˇne Fourierove vrste na intervalu [ a, a]
Z enacˇbami (4.14) si lahko pomagamo tudi, kadar imamo funkcijo, dano na
intervalu, katerega dolzˇina ni enaka 2⇡.
S transformacijo t ! ⇡xa iz funkcije f(x), definirane na [ a, a], dobimo
funkcijo f(x) = f(at⇡ ) = g(t), definirano na [ ⇡,⇡]. Zato f lahko zapiˇsemo kot
vsoto Fourierove vrste
f(x) = a0 +
1X
k=1
✓
ak cos
k⇡x
a
+ bk sin
k⇡x
a
◆
,
kjer koeficiente izracˇunamo kot
a0 =
1
2a
Z a
 a
f(x) dx
ak =
1
a
Z a
 a
f(x) cos
k⇡x
a
dx
bk =
1
a
Z a
 a
f(x) sin
k⇡x
a
dx .
4.5.3 Ortogonalni polinomi
Oglejmo si monzˇico polinomov
P = {p(x); p(x) = a0 + a1x+ a2x2 + · · ·} ,
definiranih na intervalu [ 1, 1]. Mnozˇica P je vektorski prostor, saj zadosˇcˇa
vsem zahtevam definicije 3.1.
Kaj je baza prostora P? Najenostavnejˇso bazo sestavljajo monomi, to so
polinomi z enim samim cˇlenom xm, m = 0, 1, . . .. Na intervalu [ 1, 1] monomi
med seboj niso ortogonalni, saj je
(xm, xn) =
Z 1
 1
xmxn dx =
Z 1
 1
xm+n dx =
xm+n+1
m+ n+ 1
    1
 1
,
kar je razlicˇno od 0, cˇe je m+ n sodo sˇtevilo.
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Primer 4.21 Iz monomske baze a0 = 1, a1 = x, a2 = x2 in a3 = x3 prostora
polinomov P3 stopnje ne vecˇ kot 3 z Gram-Schmidtovim algoritmom (razdelek
4.4.4) izracˇunajmo bazo, ki bo ortogonalna na intervalu [ 1, 1].
Uporabili bomo podobne oznake kot v primeru 4.14: ai so polinomi prvotne
monomske baze in bi ortogonalni polinomi. Tako je b0 = a0 = 1,
b1 = a1   (b0, a1)
(b0, b0)
b0 = x 
R 1
 1 x dxR 1
 1 dx
= x ,
b2 = a2   (b0, a2)
(b0, b0)
b0   (b1, a2)
(b1, b1)
b1 = x
2  
R 1
 1 x
2 dxR 1
 1 dx
 
R 1
 1 x
3 dxR 1
 1 x
2 dx
x = x2   1
3
,
b3 = a3   (b0, a3)
(b0, b0)
b0   (b1, a3)
(b1, b1)
b1   (b2, a3)
(b2, b2)
b2
= x3  
R 1
 1 x
3 dxR 1
 1 dx
 
R 1
 1 x
4 dxR 1
 1 x
2dx
x 
R 1
 1 x
5 dxR 1
 1(x
2   13 ) dx
✓
x2   1
3
◆
= x3   3
5
x .
Ortogonalnih polinomov v tem primeru nismo normirali, saj je pri polinomih
v uporabi vecˇ razlicˇnih nacˇinov ”normiranja”. Najpogostejˇsi so
• vsi polinomi naj imajo normo enako 1. Polinom, ki ni normiran, delimo z
njegovo normo;
• vsi polinomi naj imajo vrednosti 1 pri nekem x0 za vse polinome. Polinom
”normiramo” tako, da ga delimo z vrednostjo v x0. Seveda mora biti x0
tocˇka, v kateri noben polinom nima nicˇle.
• vsi polinomi naj imajo vodilni koeficient enak 1. Polinomom, ki imajo vo-
dilni koeficient enak 1, pravimo monicˇni polinomi. Polinom ”normiramo”,
cˇe ga delimo z vodilnim koeficientom.
Definicija 4.19 Polinomi p0(x), p1(x), . . . , pn(x), . . . sestavljajo zaporedje
ortogonalnih polinomov, kadar
1. pi(x) je polinom stopnje i;
2. (pi(x), pj(x)) = 0, kadarkoli je i 6= j.
Ko imamo zaporedje ortogonalnih polinomov na intervalu [a, b], lahko vsako
integrabilno funkcijo projeciramo na podprostor polinomov stopnje k. Po-
dobno kot v enacˇbi (4.13), lahko vsako integrabilno funkcijo f razvijemo v
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posplosˇeno Fourierovo vrsto po polinomih iz zaporedja ortogonalnih polinomov
p0(x), p1(x), . . . , pn(x), . . .
f(x) = c0p0(x) + c1p1(x) + · · ·+ cnpn(x) + · · · ,
kjer koeficiente ci izracˇunamo kot
ci =
(pi(x), f(x))
(pi(x), pi(x))
=
R b
a pi(x)f(x) dxR b
a p
2
i (x) dx
. (4.16)
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Slika 4.12: Polinom x4 (zelen) in njemu najblizˇji kubicˇni polinom p3(x) =
1
5 +
6
7 (x
2   13 ) + 0(x3   35x) (moder).
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Primer 4.22 Izracˇunajmo pravokotno projekcijo polinoma x4 na podprostor,
ki ga dolocˇajo prvi sˇtirje ortogonalni polinomi (na intervalu [ 1, 1]) iz primera
4.21, to je b0(x) = 1, b1(x) = x, b2(x) = x2   13 in b3(x) = x3   35 .
Vsak kvadratni polinom lahko zapiˇsemo kot linearno kombinacijo ortogonalnih
polinomov b0(x), b1(x), b2(x) in b3(x), torej c0b0(x) + c1b1(x) + c2b2(x) +
c3b3(x), kjer koeficiente ci izracˇunamo po formuli (4.16)
c0 =
(b0(x), x4)
(b0(x), b0(x))
=
R 1
 1 x
4 dxR 1
 1 dx
=
2
5
c1 =
(b1(x), x4)
(b1(x), b1(x))
=
R 1
 1 x
5 dxR 1
 1 x
2 dx
= 0
c2 =
(b2(x), x4)
(b2(x), b2(x))
=
R 1
 1(x
2   13 )x4 dxR 1
 1(x
2   13 )2 dx
=
6
7
c3 =
(b3(x), x4)
(b3(x), b3(x))
=
R 1
 1(x
3   35x)x4 dxR 1
 1(x
3   35x)2 dx
= 0
tako, da je polinomu x4 v prostoru kubicˇnih polinomov najblizˇji polinom
p3(x) =
1
5 + 0x+
6
7 (x
2   13 ) + 0(x3   35x) (Slika 4.12).
4.6 Naloge
1. Zapiˇsi baze stolpcˇnega, nicˇelnega, vrsticˇnega in levega nicˇelnega prostora
naslednjih matrik in preveri veljavnost izreka 4.4:
(a) A =
24 0 2 02 1 0
0 2 0
35
(b) B =
2664
1 1 4 1
2 1 3 0
3 1 2 1
4 1 1 0
3775
2. V prostoru R4 imamo podprostor V , ki je napet na vektorja
a1 =
2664
1
0
0
 1
3775 in a2 =
2664
2
1
1
0
3775 .
Poiˇscˇi bazo podprostora V in njegovega ortogonalnega komplementa.
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3. Izracˇunaj pravokotno projekcijo vektorja b na premico, ki jo dolocˇa vektor
a, cˇe je
(a) b = [1 2]T in a = [1 1]T ;
(b) b = [2 1 3]T in a = [1 1 1]T ;
(c) b = [1   2   2 1]T in a = [2   3 6 2]T .
4. izracˇunaj projekcijsko matriko P , ki projecira na premico, ki jo dolocˇa
vektor a, cˇe je
(a) a = [1   2]T ;
(b) a = [1 2 3]T ;
(c) a = [1   2   2 1]T .
5. Izracˇunaj pravokotno projekcijo vektorja b = [3 5 2 0]T na podprostor, ki
ga dolocˇajo bazni vektorji
(a) a1 = [1 0   1]T in a2 = [ 1 2 1]T ;
(b) a1 = [1 2 2 1]T in a2 = [1 1 4 5]T ;
(c) a1 = [1 2 2 1]T , a2 = [1 1 4 5]T in a3 = [1 2 1 0]T .
Pomagajte si z racˇunalnikom.
6. Izracˇunaj projekcijsko matriko, ki projecira na podprostor, ki ga dolocˇajo
bazni vektorji
(a) a1 = [1 2   1]T in a2 = [1 2 1]T ;
(b) a1 = [1 2 2 1]T in a2 = [1 1 5 3]T ;
(c) a1 = [1 2 2 1]T , a2 = [1 1 5 3]T in a3 = [1 0 1 0]T .
7. V formuli za projekcijsko matriko (4.7) imamo A(ATA) 1AT . Cˇe upora-
bimo izrek 2.7 za inverz produkta, potem pa sˇe asociativnost matricˇnega
produkta dobimo
A(ATA) 1AT = AT (A 1(AT ) 1A) = AA 1(AT ) 1AT = I ,
kar bi pomenilo, da je vsaka projekcijska matrika enotska. Kaj je narobe
pri tem sklepanju? V katerem posebnem primeru je ta sklep pravilen?
8. Z Gram-Schmidtovim algoritmom ortonormiraj naslednje baze v R2:
a)
⇢
1
1
 
,

1
2
  
b)
⇢
1
0
 
,
  1
2
  
c)
⇢
4
3
 
,

3
 4
  
.
9. V vektorskem prostoru R3 enacˇba ravnine skozi koordinatno izhodiˇscˇe
x1 + 3x2   2x3 = 0 dolocˇa podprostor. Dolocˇi ortonormirano bazo tega
podprostora!
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10. Vektorji a1 = [2 3 5]T , a2 = [0 2 1]T in a3 = [0 0 1]T so linearno neodvisni
(preveri!), zato so baza prostora R3.
(a) Vektorje u = [1 1 1]T , v = [1   1 1]T in w = [2   1   3]T izrazi z
vektorji baze a1,a2,a3.
(b) Z Gram-Schmidtovim postopkom poiˇscˇi ortogonalno bazo q1,q2,q3
in vektorje u,v in w izrazi v tej ortogonalni bazi.
11. Polinomi a0(x) = 1, a1(x) = x, a2(x) = x(x 1) in a3(x) = x(x 1)(x 2)
so linearno neodvisni (preveri!), zato so baza prostora polinomov stopnje
3. Polinom p(x) = 3x3 + 2x2   4x+ 1 izrazi v tej bazi.
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Poglavje 5
Determinante
Vsaki (realni) kvadratni matriki pripada realno sˇtevilo, ki mu recˇemo determi-
nanta te matrike, kar bomo zapisali kot det(A), vcˇasih tudi kot |A|. To sˇtevilo
nam pove glavne informacije o sami matriki. Cˇe je determinanta enaka 0, je
matrika singularna. Kadar je vrednost determinante matrike A razlicˇna od
0, je matrika A obrnljiva in determinanta inverzne matrike det(A 1) je enaka
1/ det(A).
S pomocˇjo determinant lahko inverzno matriko tudi izracˇunamo, vendar je
postopek racˇunsko prevecˇ zahteven, da bi bil uporaben. Prav tako lahko de-
terminante uporabimo za resˇevanje sistema linearnih enacˇb s Cramerjevim pra-
vilom; tudi to je zaradi zahetevnega racˇunanja poleg zelo majhnih sistemov
(dve enacˇbi z dvema neznankama) uporabno bolj kot teoreticˇno orodje. Bolj
pa se uporaba determinant obnese pri racˇunanju plosˇcˇin in prostornin, tudi za
vecˇdimenzionalne objekte.
Kako lahko determinanto izracˇunamo? Spoznali bomo tri nacˇine:
Pivotna formula: Z Gaussovim algoritmom matriko predelamo na trikotno
obliko. Determinanto dobimo kot produkt pivotov;
Velika formula: Sesˇtejemo n! produktov po n sˇtevil;
Kofaktorska formula: Izracˇunamo linearno kombinacijo n determinant reda
n  1.
Pri definiciji determinante imamo vecˇ mozˇnosti. V vecˇini ucˇbenikov je de-
terminanta definirana kar z veliko formulo, nekateri avtorji pa deteminante de-
finirajo rekurzivno s kofaktorji ali pa, tako kot bomo storili tukaj, determinanto
opredelimo z njenimi lastnostmi. Seveda so vse te definicije deteminante ena-
kovredne, tako da lahko iz vsake od teh definicij ostale izpeljemo kot lastnosti.
Najlazˇe je izracˇunati determinanto dvovrstne kvadratne matrike
Determinanta matrike

a b
c d
 
je
     a bc d
     = ad  bc. (5.1)
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5.1 Lastnosti determinant
Determinanto bomo definirali tako, da bomo navedli tri osnovne lastnosti, ki jim
mora vsaka imeti determinanta. Vse ostale lastnosti determinant bomo izpeljali
kot posledice teh treh osnovnih lastnosti.
5.1.1 Osnovne lastnosti determinant
Vse lastnosti determinant so popolnoma dolocˇene s tremi osnovnimi lastnostmi,
katerih veljavnost bomo sproti preverjali na determinanti reda 2, dolocˇeni z
enacˇbo (5.1). Nasˇtejmo tri osnovne lastnosti:
Lastnost 1 Determinanta enotske matrike je det(I) = 1.
     1 00 1
     = 1 in
       
1 0
. . .
0 1
        = 1 .
Primer 5.1 Preverimo to lastnost na determinanti reda 2:     1 00 1
     = 1 · 1  0 · 0 = 1 .
Lastnost 2 Determinanta spremeni predznak, cˇe med seboj zamenjamo dve
vrstici.
Primer 5.2 Preverimo     c da b
     = cb  ad =        a bc d
     .
S pomocˇjo prvih dveh lastnosti lahko izracˇunamo determinanto vsake permu-
tacijske matrike. S postopnimi menjavami vrstega reda vrstic iz permutacijske
matrike vedno lahko dobimo enotsko matriko. Zato je determinanta permuta-
cijske matrike enaka +1, cˇe dobimo enotsko matriko po sodem sˇtevilu zamenjav
vrstic, cˇe do enotske matrike pridemo po lihem sˇtevilu zamenjav vrstic, je de-
terminanta permutacijske matrike enaka  1.
Tretja lastnost determinante je bolj zapletena, zato jo bomo razdelili v dve
”podlastanosti”. Tretja lastnost (skupaj s prvima dvema) natanko dolocˇa vse
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deterimante.
Lastnost 3 Determinanta je linearna funkcija vsake vrstice posebej. To po-
meni da se
a. determinanta pomnozˇi s faktorjem t, cˇe eno vrstico determinante (vsak
element v tej vrstici) pomnozˇimo s faktorjem t     ta tbc d
     = t      c da b
     ;
b. determinanta je vsota dveh determinant, ki se razlikujeta le v eni vrstici,
cˇe je v prvotni determinanti ta vrstica vsota obeh vrstic, ostale vrstice
pa so enake v vseh treh determinantah:     a+ a0 b+ b0c d
     =      a bc d
    +      a0 b0c d
     .
Pozor! Kadar mnozˇimo matriko A s skalarjem t, se vsak element matrike po-
mnozˇi s skalarjem. Ko racˇunamo determinanto produkta matrike s skalarjem
tA, skalar t izpostavimo iz vsake vrstice posebej, zato je det(tA) = tn det(A),
kjer je n sˇtevilo vrstic (ali stolpcev) determinante.
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Primer 5.3 Preverimo obe lastnosti za determinante 2⇥2. Najprej mnozˇenje
s skalarjem — leva stran je enaka     ta tbc d
     = tad  tbc
desna stran pa
t
     c da b
     = t(ad  bc) ,
kar je enako na obeh straneh.
Preverimo sˇe drugi del pravila. Najprej levo stran     a+ a0 b+ b0c d
     = (a+ a0)d  (b+ b0)c ,
nato pa sˇe desno stran     a bc d
    +      a0 b0c d
     = ad  bc+ a0d  b0d ,
in spet se leva in desna stran ujemata.
Lastnosti 1–3 so pravzaprav aksiomi (zato jih nismo dokazovali), s katerimi
je determinanta poljubne kvadratne matrike natanko dolocˇena. Poglejmo, kako
s pomocˇjo teh treh lastnosti izpeljemo formulo (5.1).
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Primer 5.4
D =
     a bc d
     =      a+ 0 0 + bc d
     .
Uposˇtevajmo lastnost 3b, da dobimo dve determinanti
D =
     a 0c d
    +      0 bc d
     =      a 0c+ 0 0 + d
    +      0 bc+ 0 0 + d
     .
Sˇe enkrat uporabimo lastnost 3b, tokrat na drugi vrstici, da dobimo sˇtiri
determinante
D =
     a 0c 0
    +      a 00 d
    +      0 bc 0
    +      0 b0 d
     .
Sedaj lahko uporabimo lastnost 3a iz vsake vrstice vsake od determinant
izpostavimo skupni faktor
D = ac
     1 01 0
    + ad      1 00 1
    + bc      0 11 0
    + bd      0 10 1
     .
Dobili smo sˇtiri determinante, sestavljene le iz nicˇel in enic. Druga determi-
nanta
✓     1 00 1
    ◆ je determinanta enotske matrike, torej je zaradi lastnosti
1 enaka 1. Cˇe pri tretji determinanti
✓     0 11 0
    ◆ zamenjamo obe vrstici,
se zaradi lastnosti 2 determinanti zamenja predznak, dobimo pa determi-
nanto enotske matrike, ki je zaradi lastnosti 1 enaka 1, torej moramo faktor
cd odsˇteti. Tako nam ostaneta sˇe prva
✓     1 01 0
    ◆ in zadnja ✓     0 10 1
    ◆
determinanta. Cˇe tema dvema determinantama zamenjamo obe vrstici, se
determinanti ne spremenita, obenem pa, zaradi lastnosti 2 morata spremeniti
predznak. Edino realno sˇtevilo, kateremu se vrednost ne spremeni, cˇe mu
zamenjamo predznak, je 0. Zato sta prva in zadnja determinanta obe enaki
0.
Koncˇni rezultat torej je
D = ac · 0 + ad · 1 + bd · ( 1) + bd · 0 = ad  bc ,
kar se ujema z rezultatom, ki smo ga zapisali zˇe v enacˇbi (5.1).
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5.1.2 Izpeljane lastnosti determinant
Naslednje lastnosti determinant so posledice prvih treh lastnosti, opisanih v
prejˇsnjem razdelku, zato moramo pri vsaki posebej pokazati, da njena veljavnost
sledi iz prvih treh (osnovnih lastnosti).
Lastnost 4 Matrika, ki ima dva enaki vrstici, ima determinanto enako 0.
Dokaz: Cˇe med seboj zamenjamo vrstici, ki sta enaki, se matrika (in s tem
deteminanta) ne spremeni, obenem pa mora, zaradi lastnosti 2 spremeniti
predznak. Edino realno sˇtevilo, kateremu se vrednost ne spremeni, cˇe mu
zamenjamo predznak, je 0, zato mora biti determinanta z dvema enakima
vrsticama enaka 0.
Primer 5.5 Preverimo to lastnost na primeru determinante 2 ⇥ 2 z dvema
enakima vrsticama      a ba b
     = ab  ab = 0 .
Lastnost 5 Cˇe v matriki od poljubne vrstice odsˇtejem mnogokratnik neke
druge vrstice, se njena determinanta ne spremeni.
Dokaz: Determinanto, v kateri smo eni od vrstic odsˇteli (ali priˇsteli) mnogo-
kratnik neka druge vrstice, lahko, zaradi lastnosti 3b razdelimo v dve deter-
minanti: prvotno, nespremenjeno determinanto in determinanto, kjer je ena
od vrstic mnogokratnik neke druge vrstice. Ko ta mnogokratnik izpostavimo
(zaradi lastnosti 3a), dobimo determinanto z dvema enakima vrsticama, ki je
zaradi lastnosti 4 enaka nicˇ. Tako nam ostane le prvotna detrerminanta.
Primer 5.6 Na primeru dvovrsticˇne determinante:     a bc  ta d  tb
     = a(d  tb)  b(c  ta) = ad  tab  bc+ tab = ad  bc .
Na osnovi lastnosti 1–5 pridemo do pomembne ugotovitve, da se pri Gaussovi
eliminaciji determinanta matrike ohranja ali kvecˇjemu spremeni predznak, cˇe
zamenjamo vrstni red vrstic:
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Izrek 5.1 Naj bo A poljubna kvadratna matrika n ⇥ n in U njena vrsticˇno-
stopnicˇasta oblika, ki jo dobimo z Gaussovo eliminacijo. Potem je
det(A) = ± det(U) .
Dokaz: Operacije, ki jih uporabljamo pri Gaussovi eliminaciji so
• Odsˇtevanje mnogokratnika neke vrstice od neke druge vrstice. Zaradi
lastnosti 5 se pri tem determinanta ne spremeni.
• Zamenjava dveh vrstic. Zaradi lastnosti 2 se pri tem spremeni le pred-
znak determinante.
Zaradi izreka 5.1, smo problem racˇunanja determinante reducirali na pro-
blem racˇunanja determinante zgornjetrikotne matrike.
Lastnost 6 Matrika, ki ima vrstico samih nicˇel, je enaka 0.
Dokaz: Naj ima matrika A nicˇelno vrstico. Cˇe nicˇelni vrstici odsˇtejemo neko
drugo vrstico, pomnozˇeno z ( 1), se zaradi lastnosti 5 determinanta ne spre-
meni, dobimo pa matriko, z dvema enakima vrsticama, katere determinanta
je enaka 0. Torej je tudi determinanta matrike A enaka 0.
Primer 5.7 Preverimo lastnost determinante z nicˇelno vrstico na determi-
nanti (5.1)      a b0 0
     = a · 0  b · 0 = 0 .
Iz izreka 5.1 vemo, da je determinanta matrike (do predznaka) enaka deter-
minanti zgornjetrikotne matrike, ki jo dobimo po Gaussovi eliminaciji. Ugotoviti
moramo le sˇe, koliko je determinanta zgornjetrikotne matrike.
Lastnost 7 Determinanta trikotne matrike A je produkt diagonalnih elemen-
tov:
det(A) = a11a22 · · · ann .
190 POGLAVJE 5. DETERMINANTE
Dokaz: Naj bo A trikotna matrika. Locˇiti moramo primera, ko so vsi diago-
nalni elementi razlicˇni od nicˇ od primera, ko je vsaj en element ne diagonali
enak nicˇ.
• Cˇe so vsi diagonalni elementi razlicˇni od 0, lahko zunaj diagonalne ele-
mente eliminiramo po obicˇajnem postopku:
– V primeru, ko je A zgornjetrikotna matrika, elemente v zgornjem
trikotniku eliminiramo tako, da odsˇtevamo mnogokratnike spo-
dnjih vrstic od zgornjih vrstic, kot pri Jordanovi eliminaciji v raz-
delku 2.3.2.
– Ko je A spodnjetrikotna matrika, elemente v spodnjem trikotniku
eliminiramo tako, da mnogokratnike zgornjih vrstic odsˇtevamo od
spodnjih vrstic, kot pri Gaussovi eliminaciji v razdelku 2.2.
Pri teh postopkih se determinanta ne spremeni (izrek 5.1 oziroma la-
stnost 5), prav tako se ne spremenijo diagonalni elementi. V obeh pri-
merih dobimo diagonalno matriko, v kateri v vsaki vrstici izpostavimo
diagonalni element       
a11 0
. . .
0 ann
        = a11 · · · ann
       
1 0
. . .
0 1
        .
Ker je determinanta enotske matrike enaka 1, smo lastnost 7 dokazali
za primer, ko so vsi diagonalni elementi razlicˇni od 0.
• Kaj, cˇe je kaksˇen od diagonalnih elementov enak 0? V tem primeru
lahko z Gaussovo eliminacijo dobimo nicˇelno vrstico, pri cˇemer se deter-
minanta zaradi izreka 5.1 ne spremeni, zaradi lastnosti 6 pa je enaka 0,
kar je spet enako produktu diagonalnih elementov (vsaj eden med njimi
je enak 0.)
Primer 5.8 Poglejmo trikotno matriko 2⇥ 2:     a b0 d
     = ad  b · 0 = ad ,
kar je produkt diagonalnih elementov, ali pa     a 0c d
     = ad  0 · c = ad ,
prav tako produkt diagonalnih elementov.
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S pomocˇjo determinante lahko preverimo, ali je kvadratna matrika obrnljiva
ali singularna.
Lastnost 8 Determinanta singularne matrike je enaka 0, determinanta obrn-
ljive matrike je razlicˇna od 0.
Dokaz: Na matriki A izvedemo Gaussovo eliminacijo, da dobimo zgornjetri-
kotno matriko U .
• Cˇe je A singularna, ima U vsaj eno nicˇelno vrstico. Zaradi lastnosti 6
je det(U) = 0, zaradi izreka 5.1 je det(A) = det(U), torej mora biti tudi
det(A) = 0.
• Cˇe je A obrnljiva, ima U na diagonali n pivotov (razlicˇnih od 0), torej
je zaradi lastnosti 7 tudi det(A) 6= 0.
Primer 5.9 Kako ta lastnost izgleda pri determinanti 2 ⇥ 2? Na matriki
A =
     a bc d
     naredimo Gaussovo eliminacijo.
• Cˇe je a 6= 0, prvo vrstico pomnozˇeno s c/a odsˇtejemo od druge     a bc d
     =      a b0 d  cab
     .
Matrika je obrnljiva, kadar je element v spodnjem desnem vogalu d  cab
razlicˇen od 0, torej, kadar je ad   bc = |A| 6= 0 in singularna, kadar je
d  cab = 0, torej, kadar je ad  bc = |A| = 0.
• Cˇe je a = 0, zamenjamo vrstici     0 bc d
     =        c d0 b
     =  bc .
Kadar sta b in c oba razlicˇna od 0, je matrika obrnljiva in njena deter-
minanta |A| =  bc 6= 0. Cˇe pa je b ali c enak 0, je matrika singularna
in njena determinanta enaka 0.
Zanimiva je tudi zveza med determinanto in produktom kvadratnih matrik.
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Lastnost 9 Determinanta produkta dveh matrik je enaka produktu determi-
nant obeh matrik:
det(AB) = det(A) det(B) .
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Dokaz: Locˇeno bomo obravnavali dva primera:
• Cˇe je matrika B singularna, je det(B) = 0 zaradi lastnosti 8. Ker pa
je tudi produkt AB singularna matrika, je pravtako det(AB) = 0 in
lastnost 9 velja.
• Cˇe je matrika B obrnljiva, potem je detB 6= 0.
V tem primeru si podrobneje poglejmo, kaksˇne lastnosti ima kvocientD(A) :=
det(AB)/ det(B). Cˇe za D(A) veljajo osnovne lastosti 1, 2, 3a in 3b, potem
je D(A) determinanta matrike A.
1 Za A = I enotsko matriko je
D(I) = det(IB)det(B) = det(B)/ det(B) = 1 .
2 Naj bo A0 matrika, ki jo dobimo tako, da v matriki A med seboj zamenjamo
dve vrstici. Potem (zaradi izreka 1.28) tudi produkt A0B dobimo iz
produkta AB tako, da med seboj zamenjamo isti dve vrstici. Zato je
D(A0) = det(A0B) det(B) =   det(AB) det(B) =   det(A)
torej D(A) spremeni predznak pri medsebojni zamenjavi dveh vrstic
matrike A.
3a Naj bo Aˆ matrika, ki jo dobimo tako, da v matriki A eno izmed vrstic
pomnozˇimo s sˇtevilom t. Potem se (zaradi izreka 1.28) tudi ista vrstica
matrike AB pomnozˇi s t. Zato je
D(Aˆ) = det(AˆB)/ det(B) = t det(AB)/ det(B) = tD(A) ,
torej se D(A) pomnozˇi s t, cˇe eno od vrstic matrike A pomnozˇimo s t.
3b Naj bo A¯ matrika, ki jo dobimo tako, da v nicˇelni matriki i-to vrstico 1 
i  n zamenjamo z poljubnim vrsticˇnim vektorjem vT , kjer je v 2 Rn
in A˜ matrika, ki jo dobimo, cˇe v matriki A i-to vrstico zamenjamo z vT .
Potem je A + A¯ matrika, ki ima vse vrstice razen i-te iste kot A, i-ta
vrstica pa je vsota prvotne i-te vrstice in dodanega vrsticˇnega vektorja.
Zaradi izreka 1.28 je tudi produkt (A+A¯)B matrika, ki je v vseh vrsticah
razen i-ti enaka matriki AB, i-ta vrstica pa je vsota i-te vrstice matrike
AB in produkta vTB. Zato je
D(A+ A¯) =
det(A+ A¯)B
det(B)
=
det(AB) + det A˜B
det(B)
= D(A) +D(A˜) ,
torej kvocient D(A) ustreza tudi osnovni lastnosti 3b.
Ker D(A) ustreza vsem osnovnim lastnostim determinant, je determinanta,
torej D(A) = det(A), zato je tudi det(AB) = det(A) det(B).
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Primer 5.10 Preverimo lastnost 8 za dvovrstne determinante. Po eni strani
najprej zmnozˇimo dve matriki in nato izracˇunamo determinanto:
a b
c d
  
e f
g h
 
=

ae+ bg af + bh
ce+ dg cf + dh
 
in      ae+ bg af + bhce+ dg cf + dh
     = (ae+ bg)(cf + dh)  (af + bh)(ce+ dg)
= acef + adeh+ bcfg + bdgh
 acef   adfg   bceh  bdgh
= adeh+ bcfg   adfg   bceh .
Po drugi strani pa najprej izracˇunamo obe determinanti in ju nato zmnozˇimo     a bc d
          e fg h
     = (ad  bc)(eh  fg) = adeh  adfg   bceh+ bcfg .
V obeh primerih smo dobili istri rezultat.
Ta lastnost ima dve uporabni posledici.
Posledica 5.2 Determinanta inverzne matrike je enaka
det(A 1) = 1/ det(A)
in determinanta potence An matrike A je
det(An) = (det(A))n .
Dokaz: Ker je
1 = det(I) = det(A 1A) = det(A 1) det(A) ,
in ker je, cˇe A 1 obstaja, zaradi lastnosti determinante obrnljive matrike
det(A) 6= 0,
det(A 1) = 1/ det(A) .
Cˇe hocˇemo izracˇunati det(An), moramo vecˇkrat uporabiti lastnost determi-
nante produkta dveh matrik.
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Primer 5.11 Preverimo, cˇe ta posledica velja za najenostavnejˇsi primer -
matriko 2⇥ 2. Naj bo
A =

a b
c d
 
.
Najprej moramo izracˇunati inverzno matrikoA 1, najbolje z Gauss-Jordanovo
eliminacijo (glej razdelek 2.3.2):
a b 1 0
c d 0 1
 
!

a b 1 0
0 ad bca
 c
a 1
 
!

a b 1 0
0 1  cad bc
a
ad bc
 
!

a b 1 0
0 1  cad bc
a
ad bc
 
!

a 0 1 + bcad bc
 ab
ad bc
0 1  cad bc
a
ad bc
 
!
1 0 dad bc
 b
ad bc
0 1  cad bc
a
ad bc
 
.
Tako smo priˇsli do inverzne matrike
A 1 =
1
ad  bc

d  b
 c a
 
.
njena determinanta je det(A 1) = ad bc(ad bc)2 =
1
ad bc .
Da velja det(A2) = (det(A))2 lahko preveri bralec sam (naloga 1).
Povezavo med determinanto in transponiranjem opisuje naslednja lastnost.
Lastnost 10 Transponirana matrika AT ima isto determinanto kot A.
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Dokaz: Locˇeno bomo obravnavali dva primera:
• Cˇe je matrika A singularna, je singularna tudi AT in obe imata deter-
minanto 0;
• Cˇe matrika A ni singularna, izracˇunamo njen LU -razcep PA = LU . Ker
so permutacijske matrike ortogonalne, lahko to enacˇbo z leve pomnozˇimo
s PT , da dobimo A = PTLU . Cˇe obe strani transponiramo, dobimo
AT = UTLTP . Zaradi lastnosti 9 moramo primerjati
det(A) = det(PT ) det(L) det(U) z det(AT ) = det(UT ) det(LT ) det(P ).
Ugotovimo lahko, da
1. ker je matrika P permutacijska, je det(P ) = det(PT ), saj pri obeh
lahko z istim sˇtevilom menjav vrstic pridemo do enotske matrike;
2. ker je matrika L spodnjetrikotna in LT zgornjetrikotna, obe z eni-
cami na diagonali, je (po lastnosti 7) det(L) = 1 = det(LT );
3. ker je matrika U zgornjetrikotna in UT spodnjetrikotna, je (zopet
zaradi lastnosti 7) determinanta obeh matrik enaka (saj so diago-
nalni elementi obeh matrik isti).
Zato mora biti tudi det(A) = det(AT ).
Primer 5.12 Poglejmo sˇe to lastnost na primeru determinante 2⇥ 2:     a bc d
     = ad  bc in      a cb d
     = ad  bc ,
kar je isto.
Lastnost 10 ima zelo pomembno posledico:
Posledica 5.3 Vsaka lastnost, ki velja za vrstice determinante, velja tudi za
njene stolpce. Med drugim:
• Determinanta spremeni predznak, cˇe med seboj zamenjamo dva stolpca;
• Determinanta je enaka 0, cˇe sta dva stolpca enaka;
• Determinanta je enaka 0, cˇe so v vsaj enem stolpcu same nicˇle.
Dokaz: Namesto matrike A gledamo njeno transponirano matriko AT , ki ima
zaradi lastnosti 10 isto determinanto.
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5.2 Racˇunanje determinant
V tem razdelu se bomo posvetii racˇunanju determinant. Podrobneje bomo pre-
gledali tri nacˇine, s katerimi lahko pridemo do det(A):
Pivotno formulo, ki je povezana z Gaussovo eliminacijo in z LU -razcepom in
je obicˇajno najbolj ucˇinkovit nacˇin;
”Veliko formulo”, s katero lahko eksplicitno zapiˇsemo deteminanto matrike
s pomocˇjo njenih elementov, vendar je za racˇunanje vecˇjih determinant
veliko prevecˇ zapletena in
Kofaktorsko formulo, s katero racˇunanje determinante prevedemo na racˇu-
nanje vecˇjega sˇtevila manjˇsih determinant. Primerna je predvsem, kadar
je veliko elementov v matriki enakih 0.
5.2.1 Pivotna formula
Zˇe v dokazu lastnosti 10 smo ugotovili, da je za izracˇun determinante det(A)
dovolj izracˇunati LU razcep PA = LU . Ker je L spodnjetrikotna matrika z
enicami na glavni diagonali, je zaradi lastnosti 7 njena determinanta det(L) = 1.
Matrika P je permutacijska (dobljena iz enotske matrike I z zamenjavo vrstic),
torej je zaradi lastnosti 1 in lastnosti 2 njena determinanta det(P ) enaka 1 ali
 1. Zato je determinanta do predznaka enaka produktu pivotov.
Izrek 5.4 Cˇe je PA = LU LU razcep matrike A, je
det(A) = ± det(U) = ±u11u22 · · ·unn . (5.2)
Predznak + ali   je odvisen od tega, koliko zamenjav vrstic je bilo potrebno za
LU razcep matrike A. Cˇe je bilo sˇtevilo zamenjav vrstic sodo, velja predznak
+, za liho sˇtevilo zamenjav pa predznak  .
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Primer 5.13 S pomocˇjo pivotne formule izracˇunajmo determinanto
|A| =
      
1 2  3
2 3 3
3  1 1
       .
Uporabimo Gaussovo eliminacijo24 1 2  32 3 3
3  1 1
35!
24 1 2  30 -1 11
0  7 10
35!
264 1 2  30 -1 11
0 0 -67
375 .
Iskana determinanta je produkt pivotov, torej 67.
S pomocˇjo formule (5.2) lahko izracˇunamo determinanto matrike, cˇe po-
znamo vse pivote in sˇtevilo zamenjav vrstic pri Gaussovi eliminaciji. Velja pa
tudi obratno: s pomocˇjo determinant lahko izracˇunamo pivote. Poglejmo kako.
Definicija 5.5 Cˇe je A kvadratna matrika n⇥n, potem je njena k-ta glavna
vodilna poddeterminanta deteminanta, ki jo dobimo tako, da vzamemo iz ma-
trike A prvih k vrstic in stolpcev.
Primer 5.14 Matrika
A =
2664
1 2 3 4
5 6 7 8
9 10 11 12
13 14 15 16
3775
ima 1-vo vodilno glavno poddeterminanto |1|, drugo vodilno glavno poddeter-
minanto      1 25 6
    
in tretjo vodilno glavno poddeterminanto      
1 2 3
5 6 7
9 10 11
       .
Naj bo A poljubna matrika dimenzije n ⇥ n in naj bodo Ak, k = 1, . . . n 
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1 njene podmatrike reda k ⇥ k v levem zgornjem kotu, tako da je det(Ak)
k-ta vodilna glavna poddeterminanta. Cˇe element a11 6= 0, zamenjava prve
vrstice ni potrebna in a11 je zˇe prvi pivot d1, hkrati pa tudi prva vodilna glavna
poddeterminanta.
Cˇe pri Gaussovi eleminaciji tudi pri naslednjih korakih ni zamenjav vrstic,
je prvih k pivotov dk odvisnih le od matrike Ak. Pri tem je produkt prvih k
pivotov d1 · · · dk enak k-ti vodilni glavni poddeterminanti det(Ak)
det(Ak) = d1d2 · · · dk .
Koncˇno lahko k-ti pivot dk izracˇunamo kot kvocient dveh determinant
dk =
d1 · · · dk 1dk
d1 · · · dk 1 =
det(Ak)
det(Ak 1)
.
5.2.2 Velika formula za determinanto
Pivotna formula je dobra za racˇunanje determinante, vendar bi v radi zapisali
tudi eksplicitno formulo, ki bi vkljucˇevala elemente aij originalne matrike A.
Zacˇnimo najprej s formulo za determinanto reda 3.
Determinanta 3⇥ 3
V primeru 5.4 smo izracˇunali determinanto matrike reda 2 samo s pomocˇjo
osnovnih lastnosti determinante. V tem razdelku bomo izracˇunali determinanto
kvadratne matrike reda 3. Ker je to precej bolj zahteven primer, bomo upora-
bljali vse lastnosti determinant.
Podobno lahko izracˇunamo determinanto matrike 3⇥ 324 a11 a12 a13a21 a22 a23
a31 a32 a33
35
Vsako vrstico razcˇlenimo v 3 enostavnejˇse vrstice (npr. [a11 0 0]) s pomocˇjo
lastnosti 3b. Tako dobimo 27 enostavnih determinant. Ko spustimo tiste,
ki imajo vsaj eno nicˇelno vrstico ali stolpec, nam ostane 6 determinant brez
nenicˇelnih vrstic in stolpcev      
a11 a12 a13
a21 a22 a23
a31 a32 a33
      
=
      
a11 0 0
0 a22 0
0 0 a33
      +
      
0 a12 0
0 0 a23
a31 0 0
      +
      
0 0 a13
a21 0 0
0 a32 0
      
+
      
a11 0 0
0 0 a23
0 a32 0
      +
      
0 a12 0
a21 0 0
0 0 a33
      +
      
0 0 a13
0 a22 0
a31 0 0
      
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Z uposˇtevanjem lastnosti 3b lahko zapiˇsemo
|A| = a11a22a33
      
1 0 0
0 1 0
0 0 1
      + a12a23a31
      
0 1 0
0 0 1
1 0 0
      
+ a13a21a32
      
0 0 1
1 0 0
0 1 0
      + a11a23a32
      
1 0 0
0 0 1
0 1 0
      
+ a12a21a33
      
0 1 0
1 0 0
0 0 1
      + a13a22a31
      
0 0 1
0 1 0
1 0 0
      
Za vsako determinanto sˇe presˇtejemo, s koliko menjavami vrstic dobimo enotsko
matriko in koncˇno
|A| = a11a22a33 + a12a23a31 + a13a21a32
  a11a23a32   a12a21a33   a13a22a31
Determinanta reda n⇥ n
Podobno lahko naredimo za determinante reda n ⇥ n. Od 0 razlicˇni bodo le
prispevki enostavnih determinant, ki bodo imele le en od 0 razlicˇen element v
vsaki vrstici in v vsakem stolpcu. Zato iz vsake vrstice in iz vsakega stolpca
izberemo po en element, izracˇunamo njihov produkt, ga opremimo s pravim
predznakom, vse take produkte sesˇtejemo in pridemo do eksplicitne formule.
Izrek 5.6 Determinanta kvadratne matrike reda n je
|A| =
X
det(P )a1↵a2  · · · an!, (5.3)
kjer sesˇtevamo po vseh n! permutacijah stolpcev P = (↵, , . . . ,!) enotske
matrike.
Velika formula nam sicer daje eksplicitno zvezo med elementi matrike in
determinanto, vendar je za prakticˇno uporabo prevecˇ zapletena, saj sˇtevilo pro-
duktov, ki jih moramo sesˇteti, z narasˇcˇajocˇim redom determinante zelo hitro
narasˇcˇa. Pri determinanti reda 2 sta dva, pri 3 jih je 6, pri 4 zˇe 24, potem 120
in 720. Pri determinanto reda n je n! = n(n  1)(n  2) · · · , 3 · 2 · 1 produktov,
pri n = 11 je to zˇe skoraj 40.000.000 produktov, kar pomeni, da je pri vecˇjih
n velika formula za racˇunanje determinant popolnoma neuporabna. Pri pivotni
formuli pridemo pri vecˇjih determinantah veliko hitreje do rezultata.
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Primer 5.15 Z veliko formulo (5.3) izracˇunajmo determinanto matrike
A =
2664
1 0 0 2
0 3 0 4
5 0 6 0
0 7 8 0
3775 .
Ker je veliko elementov v matriki enakih 0, v formuli (5.3) ostaneta le dva
produkta, razlicˇna od 0. Dobimo ju, cˇe vzamemo oznacˇene elemente26664
1 0 0 2
0 3 0 4
5 0 6 0
0 7 8 0
37775 in
26664
1 0 0 2
0 3 0 4
5 0 6 0
0 7 8 0
37775
Prvi produkt je 1 · 4 · 6 · 7 = 168, potrebujemo eno zamenjavo vrstic, da
elemente postavimo na diagonalo, zato je ustrezen predznak  . Drugi produkt
2 · 3 · 5 · 8 = 240, ker sta za postavitev na diagonalo potrebni dve zamenjavi
vrstic, je usrezni predznak +. Determinanta je det(A) =  168 + 240 = 72.
5.2.3 Kofaktorji in kofaktorska formula
S kofaktorsko formulo determinanto prevedemo na vecˇ determinant manjˇsega
reda. Idejo, na kateri sloni kofaktorska formula za izracˇun determinante, si
oglejmo na primeru determinante reda 3.
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Primer 5.16 Veliko formulo (5.3) za determinanto 3⇥ 3
|A| = a11a22a33 + a12a23a31 + a13a21a32
  a11a23a32   a12a21a33   a13a22a31
lahko preuredimo tako, da zberemo skupaj produkte, v katerih so posamezni
elementi prve vrstice
|A| = a11(a22a33   a23a32) + a12(a23a31   a21a33) + a13(a21a32   a22a31) .
V tej formuli so faktorji a1j pomnozˇeni s svojimi kofaktorji C1j . Kofaktor
C11 je tako a22a33   a23a32. Cˇe uporabimo kofaktorje, je formula
|A| = a11C11 + a12C12 + a13C13.
Vse kofaktorje, skupaj s faktorji, lahko za determinanto reda 3 predstavimo
kot
D =
24 a11 · ·· a22 a23
· a32 a33
35+
24 · a12 ·a21 · a23
a31 · a33
35+
24 · · a13a21 a22 ·
a31 a32 ·
35 .
Kofaktorji C1j so, do predznaka natancˇno, determinante A1j dimenzije 2⇥ 2,
ki jih dobimo, ko v prvotni determinanti izpustimo vrstico in stolpec, v katerih
se nahaja faktor a1j . Predznak kofaktorja je + za C11 in C13 ter   za C12.
Odlocˇitev, da smo zbrali skupaj produkte, v katerih so posamezni elementi
prve vrstice je bila poljubna. Ravno tako bi se odlocˇili, da grupiramo pro-
dukte, v katerih so posamezni elementi druge ali tretje vrstice. Tako bi dobili
a21C21 + a22C22 + a23C23
ali
a31C31 + a32C32 + a33C33 .
Zaradi lastnosti lastnosti determinante transponirane matrike, bi lahko gru-
pirali tudi posamezne elemente kateregakoli stolpca. Tako bi dobili
|A| = a1jC1j + a2jC2j + a3jC3j , j = 1, 2, ali 3.
Pri determinantah reda n je podobno kot pri determinantah reda 3. Kofaktor
elementa aij v i-ti vrstici in j-tem stolpcu je Cij , poddeterminanta, ki jo dobimo,
ko v prvotni determinanti zbriˇsemo i-to vrstivo in j-ti stolpec, pomnozˇena z
( 1)i+j .
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Izrek 5.7 (Kofaktorska formula) Cˇe je A kvadratna matrika reda n,
njeno determinanto lahko izracˇunamo z razvojem po i-ti vrstici
det(A) = ai1Ci1 + ai2Ci2 + · · ·+ ainCin . (5.4)
Kofaktorje Cij izracˇunamo kot Cij = ( 1)i+jDij, kjer je Dij determinanta,
ki jo dobimo, cˇe v A izbriˇsemo i-to vrstico in j-ti stolpec.
Dokaz: Skica dokaza: V veliki formuli grupiramo produkte, ki vsebujejo po-
samezne elemente i vrstice in pogledamo kofaktorje, ki so z njimi pomnozˇeni.
Preizkusimo kofaktorsko formulo na dobro znanem primeru determinante
drugega reda.
Primer 5.17 Cˇe razvijamo po prvi vrstici     a bc d
     = a · d+ b( c) ,
kar je zˇe znan rezultat. Cˇe razvijemo po drugem stolpcu,     a bc d
     = b( c) + d · a ,
dobimo isti rezultat.
Razvoj po kofaktorjih je uporaben predvsem takrat, ko ima matrika veliko
elementov enakih 0, posebej, kadar je veliko nicˇel v isti vrstici ali stolpcu.
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Primer 5.18 Izracˇunajmo determinanto matrike
A =
        
0 6 3 0
0 2 0 0
1 3 5 9
0 13 12 4
         .
Ker je v prvem stolpcu le en element razlicˇen do nicˇ, determinanto razvijmo
po prvem stolpcu
det(A) = 1
      
6 3 0
2 0 0
13 12 4
       .
Dobljeno determinanto razvijmo po drugem stolpcu
det(A) = 1 · ( 2)
     3 012 4
     = 1 · ( 2) · 3|4| =  24 ,
kjer smo determinanto reda 2 razvili po prvi vrstici.
5.3 Uporaba determinant
V tem razdelku si bomo ogledali nekaj problemov, pri katerih lahko pridemo do
resˇitve z uporabo determinante:
• Cramerjevo pravilo za resˇevanje sistemov linearnih enacˇb;
• izracˇun inverzne matrike;
• Izracˇun plosˇcˇine romboida in prostornine paralelepipeda.
V naslednjem poglavju pa se bomo spoznali z lastnimi vrednostmi in lastnimi
vektorji matrike, kjer determinante tudi igrajo vazˇno vlogo.
5.3.1 Cramerjevo pravilo
S Cramerjevim pravilom lahko eksplicitno zapiˇsemo resˇitev sistema enacˇb Ax =
b. Na videz izgleda kot blizˇnjica, s katero se izognemo racˇunanju resˇitve z Ga-
ussovo eliminacijo in LU razcepom, vendar se izkazˇe, da je Cramerjevo pravilo,
cˇeprav privlacˇno na prvi pogled, precej daljˇsa pot do resˇitve od eliminacije, ki
smo jo podrobno spoznali v 2 poglavju.
Do Cramerjevega pravila nas pripelje preprosta ideja: cˇe prvi stolpec enotske
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matrike reda n nadomestimo z vektorjem neznank x, dobimo matriko
26664
x1 0 · · · 0
x2 1 . . . 0
...
. . .
...
xn 0 · · · 1
37775 ,
ki ima determinanto x1. To matriko z leve pomnozˇimo z A. Prvi stolpec tako
dobljene matrike je Ax, torej b, ostali stolpci so isti kot v matriki A:
264 A
375
24 x1 0 0x2 1 0
x3 0 1
35 =
24 b1 a12 a13b2 a22 a23
b3 a32 a33
35 =: B1
Ko izracˇunamo determinante teh treh matrik dobimo
det(A)x1 = det(B1) torej x1 =
det(B1)
det(A)
.
Ker lahko v enotski matriki z x zamenjamo katerikoli stolpec, lahko podobno
izracˇunamo tudi vrednosti vseh drugih neznank:
Izrek 5.8 (Cramerjevo pravilo) Cˇe je A kvadratna matrika reda n in
det(A) 6= 0, potem lahko resˇitev sistema Ax = b zapiˇsemo s pomocˇjo de-
terminant:
x1 =
B1
det(A)
, x2 =
B2
det(A)
, · · · xn = Bn
det(A)
,
kjer je vsaka od matrik Bj dobljena tako, da v matriki A zamenjamo j-ti
stolpec z vektorjem b.
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Primer 5.19 V primeru 2.3 smo izracˇunali resˇitev sistema linearnih enacˇb
x+ 3y   2z = 3
3x+ 8y   5z = 8
2x+ 4y + z = 7
z eliminacijo. Za primerjavo ga resˇimo sˇe s Cramerjevim pravilom. Potrebu-
jemo sˇtiri determinante
det(A) =
24 1 3  23 8  5
2 4 1
35 =  3 , det(B1) =
24 3 3  28 8  5
7 4 1
35 = 3 ,
det(B2) =
24 1 3  23 8  5
2 7 1
35 =  6 in det(B3) =
24 1 3 33 8 8
2 4 7
35 =  3 .
Vrednosti neznank so zato
x1 =
3
 3 =  1, x2 =
 6
 3 = 2 in x3 =
 3
 3 = 1 ,
kar je enako, kot smo dobili v primeru 2.3.
Za resˇitev sistema n enacˇb z n neznankami s Cramerjevim, moramo izracˇunati
n+1 determinanto reda n. Cˇeprav za izracˇun determinante uporabimo najucˇin-
kovitejˇso metodo, t.j. Gaussovo eliminacijo, je to veliko dela. Kot vemo, je za
resˇitev sistema enacˇb dovolj ena sama Gaussova eliminacija.
Pozor! Cramerjevo pravilo je za resˇevanje sistemov z vecˇ kot 3 neznankami
zaradi prevelikega sˇtevila potrebnih operacij popolnoma neprimerno!
5.3.2 Inverzna matrika
S pomocˇjo determinant (in kofaktorjev) lahko dobimo tudi lepo formulo, s katero
lahko eksplicitno zapiˇsemo elemente inverzne matrike. Na zˇalost ima ta formula
skupno lastnost s Cramerjevim pravilom: sˇtevilo potrebnih operacij zelo hitro
narasˇcˇa z narasˇcˇajocˇim redom matrike.
Za motivacijo s Cramerjevim pravilom poiˇscˇimo inverz matrike
A =

a b
c d
 
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kot resˇitev enacˇbe AX = I, ki jo zapiˇsemo po stolpcih:
a b
c d
  
x11
x21
 
=

1
0
 
in

a b
c d
  
x12
x22
 
=

0
1
 
Za izracˇun elementov matrike X po Cramerjevem pravilu potrebujemo pet de-
terminant     a bc d
     in      1 b0 d
     ,      a 1c 0
     ,      0 b1 d
     ,      a 0c 1
     ,
Zadnje sˇtiri determinante so d,  c,  b in a, kar so ravno kofaktorji elementov
matrike A, zato je
A 1 =
1
ad  bc

d  b
 c a
 
.
Sedaj pa zˇe lahko ”uganemo”, kaksˇen je rezultat za determinante reda n.
Izrek 5.9 Inverzna matrika A 1 matrike A je transponirana matrika kofak-
torjev, deljena z determinanto |A|:
A 1 =
CT
det(A)
,
kjer je C matrika kofaktorjev matrike A.
Dokaz: Izrek velja natanko tedaj, ko je ACT = det(A)I, zato bomo izrek
dokazali tako, da bomo izracˇunali produkt ACT .
ACT =
26664
a11 a12 · · · a1n
a21 a22 · · · a2n
...
. . .
...
an1 an2 · · · ann
37775
26664
C11 C21 · · · Cn1
C12 C22 · · · Cn2
...
. . .
...
C1n C2n · · · Cnn
37775
Element matrike ACT na poziciji (1, 1) je skalarni produkt elementov prve
vrstice matrike A z njihovimi kofaktorji, zato je (izrek 5.7) enak det(A). Tudi
vsi ostali diagonalni elementi matrike ACT so, ravno tako zaradi kofaktorske
formule, enaki determinanti matrike A.
Element matrike ACT na poziciji (2, 1) je skalarni produkt druge vrstice ma-
trike A s kofaktorji prve vrstice. Ker je to isto, kot da s kofaktorsko formulo
racˇunamo determinanto matrike A, ki smo ji prvo vrstico prepisali z drugo
(torej ima matrika enaki prvo in drugo vrstico), mora biti rezultat enak 0 za-
radi lastnosti determinante z dvema enakima vrsticama. Zaradi istega razloga
so enaki 0 tudi vsi ostali zunajdiagonalni elementi matrike ACT , zato je ACT
enotska matrika, pomnozˇena z det(A) in izrek je dokazan.
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Primer 5.20 Izracˇunajmo inverz matrike
A =
24 2  3 51  1 2
 2 3 4
35 .
Izracˇunati moramo det(A) = 9 in matriko kofaktorjev
C =
24  10  8 127 18 0
 1 1 1
35 .
Inverzna matrika je
A 1 =
1
9
24  10 27  1 8 18 1
1 0 1
35 .
Preizkusi, cˇe je res!
5.3.3 Plosˇcˇine in prostornine
Naredimo sˇe majhen skok v geometrijo. Eden najenostavnejˇsih problemov, ki se
jih spomnimo iz osnovne sˇole, je racˇunanje plosˇcˇine pravokotnika. Za pravoko-
tnik z osnovnico a in viˇsino b je plosˇcˇina enaka ab. Nicˇ tezˇji ni problem plosˇcˇine
paralelograma (romboida). Paralelogram z osnovnico a in viˇsino v ima plosˇcˇino
av. Ker je trikotnik polovica paralelograma, je plosˇcˇina trikotnika z osnovnico
a in viˇsino v enaka av/2.
Kaj pa cˇe trikotnik ni podan s svojo osnovnico in viˇsino, ampak poznamo
le koordinate vseh treh ogliˇscˇ? Seveda lahko iz ogliˇscˇ z nekaj racˇunanja dobimo
osnovnico in viˇsino, vendar to ni najboljˇsa pot do plosˇcˇine. Tukaj nam lahko
pomagajo determinante.
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Slika 5.1: Plosˇcˇina paralelograma je produkt osnovnice in viˇsine
Primer 5.21 Izracˇunajmo plosˇcˇino paralelograma z ogliˇscˇi v tocˇkah A(0, 0),
B(2, 1), C(1, 2) in D(3, 3) (slika 5.1).
Naj bo stranica AB osnovnica. Njena dolzˇina je |AB| = p1 + 22 = p5.
Nekoliko vecˇ dela je z viˇsino. Pravokotnica iz tocˇke C seka osnovnico v tocˇki
E. Dobimo jo kot presecˇiˇscˇe nosilke osnovnice y = x/2 in nosilke pravokotnice
y   2 =  2(x   1). Ker resˇevanje sistemov linearnih enacˇb zˇe obvladamo,
povejmo le, da ima tocˇka E koordinate (8/5, 4/5). Viˇsina paralelograma je
v = |CE| =
q
( 35 )
2 + ( 65 )
2 = 3p
5
. Plosˇcˇina paralelograma je tako |AB|v =p
5 3p
5
= 3.
Bolj preprosto do istega rezultata pridemo s pomocˇjo vektorjev in deter-
minante. Paralelogram je dolocˇen z vektorjema a = AB = [2 1]T in
b = AC = [1 2]T , determinanta matrike A z stolpcema a in b pa je
|A| = [a b] =
     2 11 2
     = 3 ,
kar je isti rezultat, vendar dobljen po krajˇsi in enostavnejˇsi poti.
Rezultat, ki smo ga dobili s pomocˇjo determinante je sicer res pravilen,
vendar se moramo vprasˇati, ali ni to nakljucˇje.
Izrek 5.10 Plosˇcˇina paralelograma, dolocˇenega z vektorjema a in b 2 R2 je
enaka det ([a b]), to je absolutni vrednosti determinante s stolpcema a in b.
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Slika 5.2: Plosˇcˇina paralelograma se sesˇteva, kot se sesˇteva vsaka stranica
Dokaz: Pokazali bomo, da ima plosˇcˇina iste tri osnovne lastnosti, s katerimi
smo definirali determinante. Zato je plosˇcˇina enaka determinanti!
1. Ko je A = I, je paralelogram kvadrat s stranico 1. Njegova plosˇcˇina je
1.
2. Cˇe zamenjamo dve vrstici, determinanta spremeni predznak, vendar ab-
solutna vrednost ostane ista. Paralelogram pa tudi ostane isti.
3. Cˇe vrstico pomnozˇimo s faktorjem t, se za ta faktor podaljˇsa ena stranica
paralelograma, zato se za faktor t povecˇa plosˇcˇina.
Paralelogram naj bo napet na vektorja a in b. Cˇe vektorju a priˇstejemo
vektor a0, dobimo paralelogram, ki ima isto plosˇcˇino, kot je vsota parale-
logramov s stranicama a in a0 (druga stranica vseh treh paralelogramov
je isti vektor b, glej sliko 5.2, saj je plosˇcˇina obeh trikotnikov z dvema
modrima in eno rdecˇo stranico ista).
Zgornji dokaz izreka 5.10 lahko zlahka posplosˇimo na n dimenzionalne pro-
store. V Rn dolocˇa n linearno neodvisnih vektorjev n-dimenzionalno sˇkatlo,
katere n-dimenzionalna prostornina je enaka determinanti kvadratne matrike
reda n, ki ima teh n vektorjev kot stolpce.
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Tako je prostornina paralelepipeda, ki ga dolocˇajo linearno neodvisni vektorji
a, b in c v R3 absolutna vrednost determinante [a b c]. Prostornina tetraedra,
ki ga napenjajo ti trije vektorji je 16 prostornine paralelepipeda.
Do podobnega rezultata smo priˇsli, ko smo v poglavju obravnavali lastnosti
mesˇanega produkta. To sploh ni cˇudno, saj velja
Lastnost 4 (lastnost mesˇanega produkta) Mesˇani produkt vektorjev a,
b in c je enak determinanti matrike, ki ima te tri vektorje kot stolpce.
Dokaz: Ta lastnost sledi iz lastnosti 3 mesˇanega produkta in iz izreka 5.10
in njegove poslposˇitve na n dimenzionalne prostore.
5.4 Naloge
1. Za matriko
A =

a b
c d
 
preveri, da je det(A2) = (det(A))2.
2. Izracˇunaj determinante
a)
     2 34 5
     , b)      2 81 7
     , c)      6  95  8
     , d)      3 62 7
     .
3. Izracˇunaj determinante
a)
     cos t sin t  sin t cos t
     , b)      a+ b a  ba  b a+ b
     , c)
      x1+x 1 x1+x 1
1+x 1
      .
4. Za katere vrednosti spremenljivke x je determinanta
     1  x 42 3  x
     enaka
0?
5. Poiˇscˇite resˇitve enacˇb
a)
     x 1  x1 1 + x
     = 2 , b)      1 + x 2x3  x 1  x
    + 8 = 0 .
6. S pomocˇjo pivotne formule izracˇunaj determinante
a)
      
1 2 3
4 5 6
7 8 9
       , b)
      
1 2 3
3 3 2
4 3 3
       , c)
      
2 1 1
5 2 3
4 5 2
       .
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7. Skiciraj graf funkcije
f(x) =
1
b  a
      
1 x x2
1 a a2
1 b b2
       .
8. Izracˇunaj determinanti
a)
        
1  2 3 4
3 1  4 6
3 7 2  5
 1 2  3 4
         , b)
          
1 2  1  1 3
2 4  3 1 6
 1 7 3 8 9
1 1  1  1 2
 3 2 0 3 2
          
.
9. S pomocˇjo ”velike”formule izracˇunaj determinanti
a)
        
1 0 3 0
0 0  4 6
3 2 0  5
 1 0  3 4
         , b)
        
0 0 3 4
0 1  4 0
3 7 0 0
 1 0 0 4
         .
10. S pomocˇjo kofaktorske formule izracˇunaj determinanti
a)
        
1 2 3 4
 2 4  4 0
3 2 0 0
 1 0 0 0
         , b)
        
0 2 3 0
 5 13 0 0
0 7 0 0
 1 8 3 4
         .
Poglavje 6
Lastne vrednosti in lastni
vektorji
Vzemimo neko kvadratno matriko A reda n⇥n. Izberimo si sˇe nek vektor x 2 Rn
in izracˇunajmo produkt Ax. Vecˇina vektorjev spremeni smer, ko jih pomnozˇimo
z matriko. Lahko pa se zgodi, da smo pri izbiri vektorja imeli srecˇno roko in sta
vektorja x in Ax kolinearna, torej
Ax =  x (6.1)
za neko realno sˇtevilo  . Poglejmo si nekaj primerov:
Primer 6.1 Cˇe za matriko izberemo enotsko matriko I, potem je za vsak
vektor Ix = x. Enotska matrika torej ohranja smer vsakega vektorja. Ne
samo smer, tudi dolzˇino, saj je v enacˇbi Ix =  x sˇtevilo   enako 1 za vsak
vektor x.
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Primer 6.2 Cˇe permutacijsko matriko P =

0 1
1 0
 
pomnozˇimo z vektor-
jem

x1
x2
 
, dobimo
Px =

0 1
1 0
  
x1
x2
 
=

x2
x1
 
.
Vektorja x =

x1
x2
 
in Px =

x2
x1
 
sta kolinearna le v dveh primerih:
1. Kadar sta x1 in x2 enaka. V tem primeru je Px = x, torej je sˇtevilo  
iz enacˇbe (6.1) enako 1.
2. Kadar sta x1 in x2 nasprotna, x1 =  x2. V tem primeru je   =  1.
Primer 6.3 Naj bo sedaj P projekcijska matrika, ki v R3 projecira na rav-
nino ⌃. Kateri vektorji x 2 R3 so kolinearni s Px?
Zaradi konstrukcije projekcijske matrike, lezˇijo vektorji Px v ravnini ⌃. Velja
sˇe vecˇ: Vektorje, ki lezˇijo v ravnini ⌃ mnozˇenje z matriko P ohranja: Px = x
za vsak vektor x 2 ⌃. Zato je za vse vektorje iz ravnine ⌃ enacˇba (6.1)
izpolnjena za   = 1.
Poseben primer pri projekcijski matriki P so vektorji, ki so pravokotni na
ravnino ⌃. Premica, pravokotna na ⌃ je namrecˇ nicˇelni podprostor N(P )
matrike P . Tako je za vektor x, ki je pravokoten na ⌃, produkt Px = 0.
Tudi v tem primeru je enacˇba (6.1) izpolnjena in sicer za   = 0.
6.1 Definicija in racˇunanje
Vektorji, ki po mnozˇenju z matriko ohranjajo smer, so dovolj pomembni, da
zasluzˇijo svoje ime:
Definicija 6.1 Vektor x 6= 0, za katerega je Ax =  x je lastni vektor. Sˇtevilo
  je lastna vrednost.
Pozor! Izraz lastni vektor je lahko zavajajocˇ, saj pomeni samo smer (enodi-
menzionalni podprostor). Vsak vektor v tej smeri je lastni vektor z isto lastno
vrednostjo. Lastna vrednost pomeni, za koliko se pri mnozˇenju z matriko A
vektorji v smeri x podaljˇsajo ali skrcˇijo.
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Pozor! Nicˇelni vektor 0 ne more biti lastni vektor. Lahko pa je lastna
vrednost enaka 0.
Primer 6.4 V primeru 6.1 smo ugotovili, da je lastna vrednost enotske ma-
trike I enaka   = 1, lastni vektor je vsak vektor iz Rn.
V primeru 6.3 smo videli, da je za projekcijsko matriko P ena lastna vrednost
enaka 1, lastni vektor je katerikoli vektor iz stolpcˇnega podprostora C(P )
(lastni podprostor). Druga lastna vrednost je 0, lastni vektor je katerikoli
vektor iz nicˇelnega prostora N(P ) (spet lastni podprostor).
V zgornjem primeru smo za nekaj tipov matrik lastne vrednosti in lastne
vektorje kar uganili iz znanih lastnosti matrik. Kako pa za neko matriko lahko
izracˇunamo lastne vrednosti in lastne vektorje? V enacˇbi Ax =  x nastopata
dve neznanki: vektor x in skalar  . Enacˇba ni linearna (saj sta   in x med seboj
pomnozˇena), zato ne moremo uporabiti metod za resˇevanje linearnih enacˇb.
Enacˇbo za lastne vrednosti in lastne vektorje Ax =  x lahko zapiˇsemo tudi
v obliki (A    I)x = 0. Da bi ta enacˇba kot enacˇba za lastni vektor x imela
nenicˇelno resˇitev, mora biti matrika A  I singularna. Lastne vrednosti so torej
resˇitve enacˇbe
det(A   I) = 0 . (6.2)
Ta karakteristicˇna enacˇba je algebrajska enacˇbe stopnje n, ker je det(A    I)
polinom stopnje n, zato ima n korenov, nekateri koreni so lahko vecˇkratni, kom-
pleksni koreni nastopajo vedno kot par konjugiranih sˇtevil (dokler so koeficienti
matrike realna sˇtevila).
Ko poznamo vse lastne vrednosti, lahko za vsako lastno vrednost   lastne
vektorje izracˇunamo kot nicˇelni podprostor matrike A   I. Za vsako k-kratno
lastno vrednost je dimenzija nicˇelnega prostora najvecˇ k.
Na ta nacˇin smo locˇili neznanki v nelinearni enacˇbi Ax =  x. Lastne vre-
dnosti   dobimo kot resˇitev nelinearne karakteristicˇne enacˇbe (6.2), za vsako
lastno vrednost pa dobimo ustrezen lastni vektor kot resˇitev homogenega sis-
tema linearnih enacˇb (A   I)x = 0.
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Primer 6.5 Poiˇscˇimo lastne vrednosti in lastne vektorje matrike
A =

1  1
 6 2
 
.
Najprej zapiˇsimo karakteristicˇno enacˇbo, iz katere bomo dobili lastne vredno-
sti. Matrika, ki jo dobimo tako, da matriki A po diagonali odsˇtejemo   mora
biti singularna, torej mora biti njena determinanta enaka nicˇ:     1     1 6 2   
     = (1   )(2   )  6 =  2   3   4 = 0 .
Izracˇunamo lastne vrednosti  1 =  1 in  2 = 4.
Ko poznamo lastne vrednosti, se lotimo sˇe racˇunanja lastnih vektorjev. Za
prvo lastno vrednost  1 =  1 dobimo homogen sistem enacˇb s singularno
matriko 
2  1
 6 3
 
x = 0 .
Nadaljni postopek zˇe obvladamo. Najprej matriko z eliminacijo predelamo na
stopnicˇasto obliko 
2  1
 6 3
 
 !

2  1
0 0
 
,
od koder ugotovimo, da je prvi lastni vektor x1 = [1, 2]T .
Za drugo lastno vrednost  1 = 4 dobimo sistem  3  1
 6  2
 
x = 0 .
Matriko (tudi ta je singularna) spet z eliminacijo preoblikujemo v stopnicˇasto
obliko, od koder dobimo sˇe drugi lastni vektor x2 = [ 1, 3]T .
Matrika ima torej dve lastni vrednosti. Lastni vrednosti  1 =  1 pripada
lastni vektor x1 = [1, 2]T , lastni vrednosti  2 pa lastni vektor x2 = [ 1, 3]T .
Seveda so tudi vsi vektorji, kolinearni z lastnim vektorjem, lastni vektorji z
isto lastno vrednostjo, saj je pri lastnom vektorju pomembna le smer in ne
njegova dolzˇina.
Matrika reda n, pri kateri lahko najdemo n linearno neodvisnih lastnih
vektorjev, kot v zgornjem primeru, je ”lepa”matrika, ki nam pri resˇevanju
problemov, na katere bomo naleteli v tem poglavju, ne bo povzrocˇala vecˇjih
nevsˇecˇnosti.
Oglejmo si sˇe en, nekoliko drugacˇen primer.
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Primer 6.6 Izracˇunajmo lastne vrednosti in lastne vektorje matrike
B =

1 1
 1 3
 
.
Spet najprej resˇimo karaktreristicˇno enacˇbo     1    1 1 3   
     =  2   4 + 4 = 0,
od koder izracˇunamo eno samo, vendar dvojno lastno vrednost  12 = 2.
Nato poiˇscˇemo lastni vektor kot resˇitev homogenega sistema  1 1
 1 1
 
x = 0 .
Lastni vektor je x = [1 1]T . Matrika B ima torej le eno (dvojno) lastno
vrednost, ki ji pripada en lastni vektor. Matriko, ki ima ima manj lastnih
vektorjev, kot je njen red, imenujemo degenerirana matrika.
Kasneje bomo videli, da so vecˇkratne lasne vrednosti vir problemov pri upo-
rabi lastnih vrednosti.
Tudi naslednji primer nam po pokazal novo plat problema lastnih vresdnosti:
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Primer 6.7 Oglejmo si, kaksˇne lastne vrednosti in lastne vektorje ima rota-
cijska matrika Q, ki nam vsak vektor v ravnini zavrti za pravi kot
Q =

0  1
1 0
 
.
Lotimo se racˇunanja lastnih vrednosti kot v prejˇsnjih dveh primerih. Karak-
teristicˇna enacˇba          11   
     =  2 + 1 = 0
v realnih sˇtevilih sploh nima resˇitve, v kompleksnih sˇtevilih pa najdemo lastni
vrednosti  1 = i in  2 =  i. Cˇe zˇelimo izracˇunati lastni vektor, ki pripada
lastni vrednosti  1, moramo resˇiti homogen sistem linearnih enacˇb, tokrat v
kompleksnih sˇtevilih   i  1
1  i
 
x = 0 .
Druga vrstica je ista, kot cˇe bi prvo vrstico pomnozˇili z i, torej je odvecˇ, lastni
vektor je torej x1 = [i 1]T . Za lastni vektor, ki pripada lastni vrednosti  2,
moramo resˇiti sistem 
i  1
1 i
 
x = 0
in podobno kot prej dobimo x2 = [ i 1]T .
Omenili smo zˇe, da mnozˇenje z matriko Q vsak vektor v ravnini R2 zavrti za
pravi kot, kar pomeni, da po mnozˇenju z matriko Q noben vektor iz R2 ne
ohrani svoje smeri. Sicer smo nasˇli dva lastna vektorja (po enega za vsako la-
stno vrednost), vendar ta dva vektorja nista iz prostora R2, temvecˇ iz prostora
C2, saj so njune komponente kompleksna sˇtevila.
V prjˇsnjih treh primerih smo si tri matrike, kjer smo nasˇli tri razlicˇne tipe
rezulatov:
1. V primeru 6.5 je imela matrika A dve lastni vrednosti, vsaki je pripadal
svoj lastni vektor in oba lastna vektorja sta bila linearno neodvisna. Ma-
trike, ki imajo toliko linearno neodvisnih lastnih vektorjev, kolikor je red
matrike, so ”lepe”, ker pri uporabi ne povrocˇajo tezˇav.
2. V primeru 6.6 je imela matrika B dvojno lastno vrednost in le en sam lastni
vektor. Pri matrikah z vecˇkratno lastno vrednostjo se lahko zgodi, da ima
lastni podprostor manjˇso dimenzijo, kot je vecˇkratnost lastne vrednosti,
kar pomeni, da ima matrika manj linearno neodvisnih lastnih vrednosti,
kot je red matrike. Take matrike pri uporabi povzrocˇajo tezˇave, zato
moramo biti pazljivi, ko jih uporabljamo.
3. V primeru 6.7 je imela matrika Q kompleksne lastne vrednosti. To pri upo-
rabi ne povrocˇa terzˇav, vendar se moramo zavedati, da se pravila racˇunanja
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s kompleksnimi vektorji nekoliko razlikujejo od pravil racˇunanja z realnimi
vektorji.
Pozor! Metoda za racˇunanje lastnih vredosti, kot smo jo opisali (lastne vre-
dnosti dobimo kot nicˇle karateristicˇnega polinoma), je uporabna le za matrike
majhnega reda n  3. Pri matrikah vecˇjega reda je ta metoda neuporabna
zaradi nestabilnosti. Za vecˇje matrike je bolj priporocˇljivo uporabljati nu-
mericˇne metode.
6.2 Osnovne lastnosti
Poglejmo si nekaj lastnosti lastnih vrednosti in lastnih vektorjev, ki jih bomo
potrerbovali v nadaljevanju. Najprej, kako so lastne vrednosti in lastni vektorji
kvadrata matrike povezani z lastnimi vrednostmi in lastnimi vektorji osnovne
matrike.
Izrek 6.2 Cˇe ima matrika A lastno vrednost   in lastni vektor x, potem ima
matrika A2 lastno vrednost  2 in isti lastni vektor x.
Dokaz: Cˇe je Ax =  x, potem je
A2x = A(Ax) = A( x) =  Ax =  2x .
Preverimo ta rezultat sˇe ne primeru:
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Primer 6.8 V primeru 6.5 smo za matriko
A =

1  1
 6 2
 
izracˇunali lastno vrednost  1 z lastnim vektorjem x1 = [1 2]T in lastno vre-
dnost 4 z lastnim vektorjem x2 = [ 1 3]2. Izracˇunajmo sˇe lastni vrednosti
matrike A2.
Ker je
A2 =

1  1
 6 2
  
1  1
 6 2
 
=

7  3
 18 10
 
.
Njene lastne vrednosti dobimo iz karakteristicˇne enacˇbe     7     3 18 10   
     =  2   17 + 16 = 0 ,
katere resˇitvi sta  1 = 1 in  2 = 16. Ustreznih lastnih vektorjev niti ni
treba racˇunati, prepricˇati se moramo le, da za lastna vektorja matrike A velja
A2x1 = x1 in A2x2 = 16x2, kar prepusˇcˇamo prizadevnemu bralcu.
Iz izreka 6.2 lahko hitro ugotovimo, da imajo tudi viˇsje potence matrike
podobno lastnost.
Posledica 6.3 Cˇe ima matrika A lastno vrednost   in lastni vektor x, potem
ima matrika Ak lastno vrednost  k in isti lastni vektor x.
Dokaz:
Akx = Ak 1 x = Ak 2 2x = · · ·A k 1x =  kx.
Podobno lahko ugotovimo tudi lastne vektorje in lastne vrednosti za inverzno
matriko:
Posledica 6.4 Cˇe ima matrika A lastno vrednost   in lastni vektor x, potem
ima inverzna matrika lastno vrednost 1/  in lastni vektor x.
Dokaz: Enacˇbo Ax =  x z desne pomnozˇimo z A 1 in delimo z  , da dobimo
A 1x =
1
 
x .
Poglejmo sˇe ne primeru:
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Primer 6.9 V primeru 6.5 smo za matriko
A =

1  1
 6 2
 
izracˇunali lastno vrednost  1 z lastnim vektorjem x1 = [1 2]T in lastno vre-
dnost 4 z lastnim vektorjem x2 = [ 1 3]T . Sedaj izracˇunajmo sˇe lastne
vrednosti Inverzne matrike A 1.
Ker je
A 1 =
 1
4

2 1
6 1
 
,
dobimo lastne vrednosti iz karakteristicˇne enacˇbe       12       14  32   14    
     =  2   34   14 = 0 ,
torej sta lastni vrednosti  1 =  1 in  2 = 14 , ki sta res inverzni vrednosti
lastnih vrednosti matrike A. Lastnih vrednosti spet ne bomo racˇunali, temvecˇ
bomo samo preverili, ali sta x1 in x2 (lastna vektorja matrike A) tudi lastna
vektorja matrike A 1. Podrobnosti prepusˇcˇamo bralcu.
Pred nadaljevanjem potrebujemo sˇe eno novo besedo:
Definicija 6.5 Sled kvadratne matrike A reda n je vsota njenih diagonalnih
elementov
sled(A) =
nX
i=1
aii = a11 + · · ·+ ann .
Zvezo med lastnimi vrednostmi in sledjo matrike nam odkriva naslednji izrek:
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Izrek 6.6 Sled matrike je enaka vsoti vseh lastnih vrednosti, sˇtetih z njihovo
vecˇkratnostjo. Cˇe so  1, . . . , n lastne vrednosti matrike reda n, potem je sled
matrike enaka vsoti
sled(A) =
nX
i=1
 i =  1 + · · ·+  n ,
determinanta matrike pa produktu lastnih vrednosti
det(A) =
nY
i=1
 i =  1 · · · n .
Dokaz: Zapiˇsimo karakteristicˇni polnom matrike A. Po eni strani je karak-
teristicˇni polinom determinanta         
a11     a12 · · · a1n
a21 a22     · · · a2n
...
...
...
an1 a2n · · · ann    
          .
Zanimata nas vodilna dva cˇlena polinoma, to pomeni koeficienta pri potencah
 n in pri  n 1. Ker je determinanta vsota produktov elementov, po enega
iz vsake vrstice in vsakega stolpca, nas torej zanima le produkt diagonalnih
elementov (a11    ) · · · (ann    ). Cˇleni, v katerih je eden izmed faktorjev
zunajdiagonalni element aij imajo namrecˇ stopnjo najvecˇ n  2, saj ne more
vsebovati vsaj dveh faktorjev z  , to sta aii     in ajj    . Zato je zacˇetek
karakteristicˇnega polinoma
(  )n + sled(A)(  n 1) + · · · (6.3)
Po drugi strani pa je karakteristicˇni polinom, cˇe poznamo vse lastne vrednosti
 i, i = 1, . . . , n enak produktu
( 1    ) · · · ( n    ) = (  )n + ( 1 + · · ·+  n)(  )n + · · · ,
zato je  1 + · · ·+  n = sled(A).
Drugi del izreka (produkt lastnih vrednosti je enak determinanti) dobimo, cˇe
v obeh oblikah karakteristicˇnega polinoma izberemo   = 0.
Poglejmo, kako je bilo s tem v dveh primerih, kjer smo izracˇunali lastne
vrednosti matrike.
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Primer 6.10
1. V primeru 6.5 smo za matriko
A =

1  1
 6 2
 
izracˇunali lastni vrednosti  1 =  1 in  2 = 4. Sled matrike je sled(A) =
1 + 2 = 3 =  1 +  2, determinanta pa det(A) =  4 =  1 2.
2. Matrika
B =

1 1
 1 3
 
v primeru 6.6 je imela lastni vrednosti  1 =  2 = 2, sled matrike je
sled(B) = 1 + 3 = 4 =  1 +  2, determinanta pa det(B) = 4 =  1 2.
Zanimiva in uporabna je tudi ta lastnost:
Izrek 6.7 Cˇe ima matrika A lastno vrednost  , ki ji pripada lastni vektor x,
potem ima matrika A+ cI lastno vrednost  + c z istim lastnim vektorjem x.
Dokaz:
(A+ cI)x = Ax+ cIx =  x+ cx = ( + c)x
Pozor! Zgornji izrek seveda ne velja, cˇe namesto enotske matrike I v zgor-
njem izreku vzamemo poljubno matriko B. Cˇe poznamo lastne vrednosti
in lastne vektorje matrik A in B, ne moremo sklepati o lastnih vrednostih
matrike A+B.
224 POGLAVJE 6. LASTNE VREDNOSTI IN LASTNI VEKTORJI
Primer 6.11 Cˇe matriki
A =

1  1
 6 2
 
.
iz primera 6.5, ki ima lastni vrednosti  1 =  1 in  2 = 4 z lastnima vektorjema
x1 = [1 2]T in x2 = [ 1 3]T , priˇstejemo matriko 2I, dobimo
A+ 2I =

3  1
 6 4
 
.
Njena karakteristicˇna enacˇba     3     1 6 4   
 
=  2   7 + 6 = 0 ,
katere resˇitvi sta 1 in 6, kar je ravno za 2 vecˇ kot lastni vrednosti prvotne
matrike A
Bralec lahko zlahka sam preveri, da sta lastna vektorja matrik A in A + 2I
ista.
Naslednji izrek nam omogocˇa, da pri trikotnih matrikah zelo enostavno naj-
demo lastne vrednosti.
Izrek 6.8 Lastne vrednosti trikotne matrike so enake diagonalnim elemen-
tom.
Dokaz: Naj bo A zgornjetrikotna matrika z elementi aii, i = 1, . . . , n na
diagonali. Ker je tudi matrika A    I zgornjetrikotna, je kartakteristicˇna
enacˇba det(A   I) = 0 enaka
(a11    ) · · · (ann    ) = 0 ,
njene resˇitve pa so ravno diagonalni elementi  i = aii.
6.3 Diagonalizacija matrike
V tem razdelku bomo pokazali, kako lahko znanje o lastnih vrednostih in lastnih
vektorjih matrike uporabimo. Cˇe je x lastni vektor matrike A, potem se produkt
Ax poenostavi v mnozˇenje s sˇtevilom  x. Tako lahko zelo enostavno izracˇunamo
tudi produkt A233x, ki je enak  233x in ne potrebujemo mnozˇenja z matriko.
Kadar ima matrika dovolj linearno neodvisnih lastnih vektorjev, da lahko iz
njih sestavimo bazo prostora Rn, lahko bistveno poenostavimo mnozˇenje matrike
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s poljubnim vektorjem iz prostora, tudi cˇe ta ni lastni vektor. Zacˇnimo kar s
kjucˇnim rezultatom.
Izrek 6.9 Denimo, da ima matrika A 2 Rn⇥n n linearno neodvisnih lastnih
vektorjev x1,x2, . . . ,xn. Cˇe jih zlozˇimo kot stolpce v matriko S
S = [x1 x2 · · · xn] ,
potem je ⇤ =: S 1AS diagonalna matrika z lastnimi vrednostmi  i, i =
1, . . . , n na diagonali
S 1AS = ⇤ =
264  1 . . .
 n
375 .
Dokaz: V produktu AS matriko A mnozˇimo z vsakim stolpcem matrike S,
torej z vsakim lastnim vektorjem. zato je
AS = A
264 x1 · · · xn
375 =
264  1x1 · · ·  nxn
375 .
Sedaj pa locˇimo lastne vrednosti  i od lastnih vektorjev xi. Ker so stolpci po-
mnozˇeni vsak s svojo lastno vrednostjo, moramo matriko S z desne pomnozˇiti
z matriko lastnih vrednosti ⇤264  1x1 · · ·  nxn
375 =
264  1x1 · · ·  nxn
375
264  1 . . .
 n
375 = S⇤ .
Matrika S je obrnljiva, ker ima n linearno neodvisnih stolpcev, zato lahko
enacˇbo AS = S⇤ z leve pomnozˇimo z A 1.
Pozor! Kadar so lastne vrednosti matrike med seboj vse razlicˇne, so la-
stni vektorji zagotovo neodvisni. Vsako matriko, pri kateri se nobena lastna
vrednost ne ponovi, lahko torej diagonaliziramo po tem izreku.
Vecˇ pazljivosti je potrebno, kadar ima matrika vecˇkratne lastne vrednosti. Te-
daj moramo za vsako vecˇkratno lastno vrednost pogledati dimenzijo nicˇelnega
prostora N(A  I). Cˇe je ta manjˇsa od vecˇkratnosti lastne vrednosti za vsaj
eno lastno vrednost, je lastnih vektorjev premalo, matrika S ni kvadratna in
S 1 ne obstaja.
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Primer 6.12 Matrika naj bo
A =

1  1
 6 2
 
.
Najprej iz karakteristicˇne enacˇbe det(A  I) = 0 izracˇunamo lastni vrednosti
 1 =  1 in  2 = 4, potem lastna vektorja kot resˇitev sistemov (A  iI)x = 0.
Dobimo x1 = [1 2]T in x2 = [ 1 3]T .
Sestavimo matriko S in izracˇunamo njen inverz S 1
S =

1  1
2 3
 
; S 1 =
1
5

3 1
 2 1
 
Koncˇno izracˇunajmo S 1AS =
  1 0
0 4
 
= ⇤.
Pozor! Lastni vektorji v matriki S morajo biti v istem vrstnem redu kot
lastne vrednosti v matriki ⇤.
V dokazu izreka 6.9 smo ugotovili, da je AS = S⇤. S tem smo dokazali
trditev izreka, da je S 1AS = ⇤, diagonalna matrika, katere diagonalni elementi
so lastne vrednosti. Isti rezultat pa lahko interpretiramo sˇe drugacˇe: matriko A
lahko zapiˇsemo kot produkt A = S⇤S 1. Tako imamo poleg dveh dekompozicij,
ki smo ju zˇe obravnavali (LU razcep in QR razcep) sedaj sˇe tretjo: razcep lastnih
vrednosti.
6.3.1 Potence matrike
Pozor! Vse trditve o uporabi diagonalizacije v nadaljevanju tega poglavja
veljajo le, cˇe ima matrika toliko linearno neodvisnih lastnih vektorjev, kot je
red matrike.
Naslednji rezultat nam lahko bistveno pomaga pri racˇunanju potenc matrike.
Izrek 6.10 Cˇe je A = S⇤S 1, potem je Ak = S⇤kS 1 za vsak k 2 N.
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Dokaz: Kot je
A2 = (S⇤S 1)(S⇤S 1) = S⇤(S 1S)⇤S 1 = S⇤2S 1 ,
je tudi
Ak = (S⇤S 1) · · · (S⇤S 1) = S(⇤(S 1S)⇤ · · · (S 1S)⇤)S 1 = S⇤kS 1
za vsak k 2 N.
Potence diagonalne matrike izracˇunamo preprosto:
⇤k =
264  
k
1 · · · 0
...
. . .
...
0 · · ·  kn
375 ,
zato lahko preprosto izracˇunamo tudi potence poljubne diagonalizabilne ma-
trike.
Primer 6.13 V primeru 6.12 smo diagonalizirali matriko
A =

1  1
 6 2
 
=

1  1
2 3
    1 0
0 4
 
1
5

3 1
 2 1
 
= S⇤S 1.
Izracˇunajmo matriko A5
V skladu z izrekom 6.10 je A5 = S⇤5S 1, torej
A5 =

1  1
2 3
  
( 1)5 0
0 45
 
1
5

3 1
 2 1
 
=

409  205
 1230 614
 
.
Pravilnost rezultata lahko bralec preveri bodisi z direktniom racˇunom, bodisi
s pomocˇjo racˇunalnika.
6.3.2 Uporaba potenc matrike
Vzemimo matriko A reda n⇥ n z n linearno neodvisnimi vektorji (kar pomeni,
da se da diagonalizirati). Vzemimo nek vektor y0 2 Rn. Zanima nas, kako
se obnasˇa zaporedje vektorjev, definirano rekurzivno s pravilom yk+1 = Ayk.
Tako je y1 = Ay0, nato y2 = Ay1 = A2y0 in tako dalje yk = Ayk 1 = Aky0.
Posebej nas zanima, ali to zaporedje konvergira in kaj je limitni vektor.
Obnasˇanje zaporedja yk je predvsem odvisno od lastnih vrednosti  i, i =
1, . . . , n matrike A.
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Izrek 6.11 Naj bo A kvadratna matrika reda n, ki ima n linearno neodvisnih
vektorjev in y0 2 Rn. Zaporedje vektorjev iz Rn naj bo definirano z yk+1 =
Ayk. Potem velja
• Cˇe je za vsaj eno lastno vrednost | i| > 1, potem zaporedje yk neomejeno
narasˇcˇa.
• Cˇe so vse lastne vrednosti | | < 1, potem zaporedje yk konvergira proti
nicˇelnemu vektorju 0.
• Cˇe je ena lastna vrednost enaka  i = 1, vse ostale pa | | < 1, zaporedje
yk konvergira proti cixi.
Dokaz: Najprej y0 razvijemo po bazi lastnih vektorjev
y0 = c1x1 + c2x2 + · · ·+ cnxn
in pomnozˇimo z A
Ay0 = c1 1x1 + c2 2x2 + · · ·+ cn nxn .
Prav tako je
Aky0 = c1 
k
1x1 + c2 
k
2x2 + · · ·+ cn knxn . (6.4)
1. Cˇe je vsaj ena lastna vrednost | i| > 1, ta cˇlen neomejeno narasˇcˇa, zato
tudi zaporedje yk neomejeno narasˇcˇa.
2. Cˇe so vse lastne vrednosti | | < 1, potem vsi cˇleni razvoja (6.4) konver-
girajo proti 0, zato tudi zaporedje yk ! 0.
3. Cˇe so vse lastne vrednosti po absolutni vrednosti manjˇse od 1, razen
 i = 1, potem v razvoju (6.4) vsi cˇleni konvergirajo proti 0, razen cixi,
ki se ne spreminja.
Poglejmo si, kako lahko metode, ki smo jih odkrili, uporabimo, da ugotovimo,
kako hitro narasˇcˇa zaporedje Fibonaccijevih sˇtevil.
Definicija 6.12 Zaporedje, ki zadosˇcˇa rekurziji Fk+2 = Fk+1+Fk, se imenuje
zaporedje Fibonaccijevih sˇtevil Fk.
Da zaporedje Fibonaccijevih sˇtevil dolocˇimo, moramo poleg rekurzijske for-
mule podati sˇe prvi dve sˇtevili iz zaporedja. Ostala so potem popolnoma
dolocˇena z rekurzijsko formulo.
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Primer 6.14 Cˇe izberemo F0 = 0 in F1 = 1, so naslednja Fibonaccijeva
sˇtevila 1, 2, 3, 5, 8, 13, . . .. Radi bi odgovorili na vprasˇanje kako hitro narasˇcˇajo
Fibonaccijeva sˇtevila? Zanima nas, na primer, koliko je F365?
F365 sicer lahko izracˇunamo s pomocˇjo rekurzije Fk+2 = Fk+1 + Fk, vendar
za to potrebujemo precej potrpezˇljivosti. Ker bi radi poleg odgovora dobili
tudi nekaj vpogleda v sam problem, poglejmo, kako si lahko pomagamo z
diagonalizacijo matrike.
Fibonaccijevo zaporedje, ki je dvocˇlenska (skalarna) rekurzija, lahko zapiˇsemo
kot enocˇlensko vektorsko rekurzijo yk+1 = Ayk, ki jo zˇe obvladamo. Zacˇetna
vrednost naj bo y0 = [F0 F1]T = [1 0]T . Naj bo yk = [Fk+1 Fk]T . Potem
pravilo
Fk+2 = Fk+1 + Fk
Fk+1 = Fk+1
lahko zapiˇsemo v matricˇni obliki kot
yk+1 =

1 1
1 0
 
yk .
Izracˇunamo lastne vrednosti in lastne vektorje te matrike:
det(A   I) =  2      1 = 0 ,
torej  1 =
1+
p
5
2 ⇡ 1.618 in  2 = 1 
p
5
2 ⇡  0.618. Ustrezna lastna vektorja
sta x1 = [ 1 1]T in x2 = [ 2 1]T . Zacˇetni vektor y0 = [0 1]T izrazimo kot
kombinacijo lastnih vektorjev
1
0
 
=
1
 1    2
✓
 1
1
 
 

 2
1
 ◆
ali y0 =
x1   x2
 1    2 .
Od tod
x365 =
 3651 x1    3652 x2
 1   2
Tako je F365 =
1p
5
⇣
1+
p
5
2
⌘365
 
⇣
1 p5
2
⌘365 
⇡ 8.5311 · 1075. Ker je  1 > 1
in | 2| < 1, je pri vecˇjih k vrednost  k2 zanemarljivo majhna. Zato cˇleni
Fibonaccijevega zaporedja narasˇcˇajo priblizˇno tako hitro kot  k1 ⇡ 1.618k, ne
glede na to, kaksˇne so bile zacˇetne vrednosti.
6.4 Simetricˇne matrike
Simetricˇne matrike (definicija 2.11) so v linearni algebri zelo pomembne, tako v
teoriji, kot tudi pri uporabi. V tem razdelku nas bo zanimalo, kaksˇne so lastne
vrednosti in lastni vektorji simetricˇnih matrik.
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Izrek 6.13 Vse lastne vrednosti realne simetricˇne matrike so realne.
Dokaz: Enacˇbo
Ax =  x , (6.5)
konjugiramo
Ax¯ =  ¯x¯
transponiramo
x¯TA =  ¯x¯T
ter pomnozˇimo z x z desne
x¯TAx =  ¯x¯Tx .
Enacˇbo, ki smo jo tako dobili, primerjajmo z encˇbo, ki jo dobimo, cˇe v (6.5)
obe strani skalarno pomnozˇimo z x¯
x¯TAx =  x¯Tx .
Ker se levi strani obeh enacˇb ujemata, se morata ujemata tudi desni strani
 x¯Tx =  ¯x¯Tx
in ker je x¯Tx = |x1|2+ · · ·+ |xn|2 > 0 za x 6= 0, mora biti  ¯ =  , torej realen.
Primer 6.15 Izracˇunajmo lastne vrednosti simetricˇne matrike
A =
24 2 2 22 0 0
2 0 0
35 .
Iz karakteristicˇne enacˇbe      
2    2 2
2    0
2 0   
35 =   3 + 2 2 + 8  = 0 ,
dobimo tri realne lastne vrednosti
 1 =  2,  2 = 0 in  3 = 4 .
Pri simetricˇnih matrikah se nam torej ni treba bati, da bi dobili kompleksne
lastne vrednosti. Tudi naslednji rezultat je pomemben za prakticˇno uporabo
simetricˇnih matrik.
6.4. SIMETRICˇNE MATRIKE 231
Izrek 6.14 Lastni vektorji realne simetricˇne matrike, ki pripadajo razlicˇnim
lastnim vrednostim, so med seboj pravokotni.
Dokaz: Naj bo A realna simetricˇna matrika, ki ima razlicˇni lastni vrednosti
 1 (z lastnim vektorjem x) in  2 (z lastnim vektorjem y). Tako je
Ax =  1x in Ay =  2y .
Prvo enacˇbo pomnozˇimo z leve z yT , drugo z xT :
yTAx =  1y
Tx in xTAy =  2x
Ty .
Tako je
yT ( 1x) = y
T (Ax) = (yTA)x = (ATy)Tx ,
kjer smo pri zadnjem enacˇaju uporabili lastnost transponiranja produkta dveh
matrik. Cˇe uposˇtevamo, da je matrika A simetricˇna (definicija 2.11), je
(ATy)Tx = (Ay)Tx =  2y
Tx .
Tako smo ugotovili, da je
 1y
Tx =  2y
Tx .
Ker je  1 6=  2, je to mogocˇe le, cˇe je yTx = 0, torej morata biti x in y
ortogonalna.
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Primer 6.16 V primeru 6.15 smo izracˇunali lastne vrednosti simetricˇne ma-
trike. Izracˇunajmo sˇe pripadajocˇe lastne vektorje.
1. Izracˇunati moramo nicˇelni prostor matrike A   1I = A+ 2I24 4 2 22 2 0
2 0 2
35!
24 2 1 12 2 0
2 0 2
35!
24 2 1 10 1  1
0  1 1
35!
24 2 1 10 1  1
0 0 0
35 .
Pripadajocˇi lastni vektor je torej x1 = [ 1 1 1]T .
2. Nicˇelni prostor matrike A   2I = A dobimo iz24 2 2 22 0 0
2 0 0
35!
24 2 2 20  2  2
0  2  2
35!
24 2 2 20  2  2
0 0 0
35 .
Pripadajocˇi lastni vektor je x2 = [0   1 1]T .
3. Sˇe nicˇelni prostor matrike A   3I = A  4I24  2 2 22  4 0
2 0  4
35!
24  2 2 20  2 2
0 2  2
35!
24  2 2 20  2 2
0 0 0
35 .
Tretji lastni vektor je torej x3 = [2 1 1]T .
Hitro se lahko prepricˇamo, da so vsi trije lastni vektorji ortogonalni.
Izrek 6.14 nam zagotavlja, da so lastni vektorji, ki pripadajo razlicˇnim la-
stnim vrednostim, med seboj ortogonalni. Ostane nam sˇe vprasˇanje: kaj je z
lastnimi vektorji, ki pripadajo isti vecˇkratni lastni vrednosti?
V primeru 6.6 smo videli, da ima lahko matrika z dvojno lastno vrednostjo le
en linearno neodvisen lastni vektor (enodimenzionalni lastni podprostor). Ven-
dar matrika v tem primeru ni bila simetricˇna. Za simetricˇne matrike velja,
da vsaki lastni vrednosti pripada toliko linearno neodvisnih lastnih vektorjev,
kot je vecˇkratnost lastne vrednosti. Do tega rezultata bomo priˇsli postopoma.
Zacˇnimo s Schurovim izrekom:
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Izrek 6.15 Schurov izrek Za vsako kvadratno matriko reda n, ki ima le
realne lastne vrednosti, obstaja taka ortogonalna matrika Q, da je
QTAQ = T
zgornjetrikotna matrika, ki ima lastne vrednosti (lahko so kompleksne) matrike
A na diagonali.
Dokaz: Isˇcˇemo tako ortogonalno matriko Q, da bo AQ = QT , kjer mora biti
matrika T zgornjetrikotna. Prvi stolpec q1 matrike Q mora biti lastni vektor
matrike A, zato, da sta prva stolpca matrik AQ in QT enaka Aq1 in t11q1.
Ostali stolpci matrike Q niso lastni vektorji, ker je T zgornjetrikotna in ne
diagonalna. Stolpec q1 dopolnimo s poljubnimi n  1 stolpci, ki jih ortonor-
miramo z Gram-Schmidtovim postopkom (glej razdelek 4.4.4) do ortogonalne
matrike Q1. Zaenkrat imamo
QT1 AQ1 =
264 q
T
1
...
qTn
375
264Aq1 · · ·Aqn
375 =
26664
t11 · · ·
0
... A2
0
37775 .
Izrek bomo dokazali z indukcijo glede na red n matrike.
Za n = 1 izrek ocˇitno velja.
Cˇe izrek velja za matrike reda n  1, za matriko A2, ki je reda n  1, obstaja
ortogonalna matrika Q2, da je
QT2 A2Q2 = T2
zgornjetrikotna matrika. Ker je tudi matrika
P1 =
26664
1 0 · · · 0
0
... Q2
0
37775
ortogonalna, je (glej izrek 4.14) ortogonalna matrika tudi produkt Q = Q2Q1,
za katero je QTAQ zgornjetrikotna, tako da izrek velja tudi za matrike reda
n. S tem, po indukciji, velja za matrike poljubnega reda.
6.4.1 Spektralni izrek za simetricˇne matrike
S pomocˇjo Schurovega izreka lahko pokazˇemo, da so vse simetricˇne matrike
diagonalizabilne, kar pomeni tudi, da ima vsaka simetricˇna matrika toliko ne-
odvisnih lastnih vektorjev, kolikor je red matrike.
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Izrek 6.16 [Spektralni izrek] Vsako realno simetricˇno matriko A lahko
razcepimo v produkt A = Q⇤QT , kjer je Q ortogonalna matrika lastnih vek-
torjev, ⇤ pa diagonalna z lasnimi vrednostmi matrike A na diagonali.
Dokaz: Simetricˇna matrika ima le realne lastne vrednosti, zato po Schuro-
vem izreku (izrek 6.15) obstaja ortogonalna matrika Q, da je QTAQ = T
zgornjetrikotna matrika. Zaradi simetrije matrike A je
TT = (QTAQ)T = QTAQ = T ,
torej je matrika T tudi simetricˇna. Ker je zgornjetrikotna in simetricˇna, mora
biti diagonalna.
Primer 6.17 V primeru 6.15 smo izracˇunali lastne vrednosti  2, 0 in 4, v
primeru 6.16 pa lastne vektorje
x1 =
24  11
1
35 , x2 =
24 0 1
1
35 in x3 =
24 21
1
35
matrike
A =
24 2 2 22 0 0
2 0 0
35 .
Iz lastnih vektorjev, ki so ortogonalni, sestavimo ortogonalno matriko (lastne
vektorje moramo le normalizirati — deliti z njihovo dolzˇimo)
Q =
264
 1p
3
0 2p
6
1p
3
 1p
2
1p
6
1p
3
1p
2
1p
6
375 ,
iz lastnih vrednosti sestavimo diagonalno matriko
⇤ =
24  2 0 00 0 0
0 0 4
35
in izracˇunamo
QT⇤Q =
24 2 2 22 0 0
2 0 0
35 = A .
Ker je ortogonalna matrika Q po stolpcih sestavljena iz lastnih vektorjev,
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vidimo, da ima simetricˇna matrika reda n vedno n lastnih vektorjev, ki so med
seboj ortogonalni. Videli smo zˇe, da so lastni vektorji, ki pripadajo razlicˇnim
lastnim vrednostim (izrek 6.14), med seboj ortogonalni. Iz spektralnega izreka
(izrek 6.16) pa lahko ugotovimo, da vsaki k-kratni lastni vrednosti simetricˇne
matrike pripada k linearno neodvisnih lastnih vektorjev, ki jih lahko izberemo
tako, da so med seboj ortogonalni.
Posledica 6.17 Vsako realno simetricˇno matriko lahko zapiˇsem kot linearno
kombinacijo matrik ranga 1
A =  1q1q
T
1 +  2q2q
T
2 + . . .+  nqnq
T
n ,
kjer so qi stolpci matrike Q (torej lastni vektorji matrike A).
Dokaz: Produkt Q⇤QT iz izreka 6.16 lahko vedno zapiˇsemo kot
Q⇤QT =  1q1q
T
1 +  2q2q
T
2 + . . .+  nqnq
T
n .
Matrike qiqTi so projekcijske matrike, ki projecirajo na premico, ki jo dolocˇa
vektor qi. Tako lahko vsako simetricˇno matriko zapiˇsemo kot linearno kombi-
nacijo med seboj ortogonalnih projekcijskih matrik.
Primer 6.18 Matriko iz primerov 6.15, 6.15 in 6.17 zapiˇsimo kot linearno
kombinacijo ortogonalnih matrik ranga 1.
Iz posledice 6.17 vemo, da je
A =  1q1q
T
1 +  2q2q
T
2 + . . .+  nqnq
T
n ,
torej
 2
24  11
1
35 [ 1 1 1]/3 + 0
24 0 1
1
35 [0   1 1]/2 + 4
24 21
1
35 [2 1 1]/6 =
=
24  2/3 2/3 2/32/3  2/3  2/3
2/3  2/3  2/3
35+
24 8/3 4/3 4/34/3 2/3 2/3
4/3 2/3 2/3
35 =
24 2 2 22 0 0
2 0 0
35 ,
kar je res enako zacˇetni matriki A.
Ko smo izvedeli, da imajo simetricˇne matrike vse lastne vrednosti realne,
se lahko sprasˇujemo dalje: koliko lastnih vrednosti je pozitivnih, koliko lastnih
vrednosti je enakih 0 in koliko je negativnih. Pri simetricˇnih matrikah lahko na
236 POGLAVJE 6. LASTNE VREDNOSTI IN LASTNI VEKTORJI
ta vprasˇanja odgovorimo, ne da bi eksplictno racˇunali lastne vrednosti.
Mnogo lazˇje, kot racˇunati lastne vrednosti velike matrike, je izracˇunati njene
pivote. Edina povezava med lastnimi vrednostmi in pivoti matrike, ki jo do sedaj
poznamo, je
produkt vseh lastnih vrednosti = produkt vseh pivotov ,
ker sta oba produkta enaka determinanti, cˇe seveda matrika ima dovolj pivotov.
Zveza med pivoti in lastnimi vrednostmi pa je pri simetricˇnih matrikah precej
mocˇnejˇsa:
Izrek 6.18 Za simetricˇno nesingularno matriko A je sˇtevilo pozitivnih pivo-
tov enako sˇtevilu pozitivnih lastnih vrednosti.
Dokaz: Nesingularna matrika A naj ima LU razcep A = LU . Matrika L
je spodnjetrikotna z enojkami na diagonali, U pa zgornjetrikotna s pivoti na
diagonali.
Cˇe zunajdiagonalne elemente matrik L in U zmanjˇsujemo proti 0 in obe dia-
gonali pustimo konstantni, matrika A konvergira proti diagonalni matriki, ki
ima pivote matrike A na diagonali. Njene lastne vrednosti so enake pivotom
(matrika je diagonalna!), torej je zanjo sˇtevilo pozitivnih lastnih lastnih vre-
dnosti enako sˇtevilu pozitivnih pivotov, prav tako je sˇtevilo negativnih lastnih
vrednosti enako sˇtevilu negativnih pivotov.
Pri tem, ko smo zunajdiagonalne elemente matrik U in L zmanjˇsevali proti 0,
so pivoti ostali isti in nobena lastna vrednost ni mogla spremeniti predznaka,
ker bi se sicer morala premakniti preko nicˇle, pri tem pa bi matrika postala
singularna, kar pa ne more, ker se pivoti ne spreminjajo.
Zato se tudi pri matriki A sˇtevilo pozitivnih lastnih vrednosti ujema s sˇtevilom
pozitivnih pivotov.
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Primer 6.19 Preverimo trditev iz izreka 6.18 za matriko
A =
24 1 2 32 5 7
3 7 6
35 .
Najprej izracˇunamo pivote24 1 2 32 5 7
3 7 6
35!
24 1 2 30 1 1
0 1  3
35!
264 1 2 30 1 1
0 0 -4
375 ,
torej so pivoti enaki 1, 1 in  4 (dva pozitivna in en negativen).
Lastne vrednosti matrike A (izracˇunane z MATLABom) so
 1 ⇡  1.70375,  2 ⇡ 0.17352,  3 ⇡ 13.53023 ,
torej dve pozitivni in ena negativna lastna vrednost.
S pomocˇjo izrekov 6.7 in 6.18 lahko izracˇunamo, koliko lastnih vrednosti
matrike A lezˇi na poljubnem intervalu (a, b). Sˇtevilo pozitivnih pivotov matrike
A   aI nam pove, koliko lastnih vrednosti matrike A je vecˇjih od a, sˇtevilo
pozitivnih pivotov matrike A   bI pa, koliko lastnih vrednosti matrike A je
vecˇjih od b. Iz razlike vidimo, koliko lastnih vrednosti matrike A je med a in b.
6.4.2 Pozitivno definitne matrike
V tem razdelku si bomo ogledali lastnosti simetricˇnih matrik, ki imajo vse lastne
vrednosti pozitivne. Cˇe smo v prejˇsnjem razdelku videli, da imajo simetricˇne
matrike kar nekaj lastnosti, ki nam mocˇno olajˇsajo racˇunanje z njimi (realne
lastne vrednosti, ortogonalni lastni vektorji), velja to sˇe toliko bolj, cˇe so vse
lastne vrednosti pozitivne.
Definicija 6.19 Kvadratna matrika je pozitivno definitna, kadar so vse
njene lastne vrednosti pozitivne.
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Primer 6.20 Matrika
A =

2 1
1 2
 
je pozitivno definitna, ker sta njeni lastni vrednosti, ki sta resˇitvi kvadratne
enacˇbe
 2   4 + 3 = 0,
enaki  1 = 1 in  2 = 3 in torej obe pozitivni.
Pri matrikah reda 2 niti ni potrebno racˇunati njenih lastnih vrednosti, da bi
ugotovili, ali je pozitivno definitna. Zaradi izreka 6.6 je dovolj, cˇe preverimo,
da sta pozitivni determinanta in sled matrike.
Posledica 6.20 Kvadratna matrika reda 2 je pozitivno definitna natanko te-
daj, kadar sta pozitivni sled in determinanta matrike.
Dokaz: Sled matrike je enaka vsoti lastnih vrednosti (izrek 6.6), determinanta
pa produktu. Cˇe sta vsota  1 +  2 in produkt  1 2 pozitivni, sta pozitivni
tudi lastni vrednosti  1 in  2.
Po drugi strani je sklep sˇe lazˇji. Cˇe sta pozitivni obe lastni vrednosti, sta
pozitivni tudi njuna vsota in njun produkt, torej sled in determinanta
Tudi pri vecˇjih simetricˇnih matrikah ni potrebno racˇunati lastnih vrednosti,
cˇe hocˇemo ugotoviti, ali je matrika pozitivno definitna. Ker je pivote precej
lazˇje izracˇunati kot lastne vrednosti, lahko uporabimo izrek 6.18 in preverimo,
ali so vsi pivoti pozitivni.
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Primer 6.21 Preveriti zˇelimo, ali je matrika
A =
24 1 2 32 5 8
3 8 14
35
pozitivno definitna.
Z Gaussovo eliminacijo bomo izracˇunali pivote. Ker je matrika simetricˇna, se
predznaki pivotov ujemajo s predznaki lastnih vrednosti (izrek 6.18).24 1 2 32 5 8
3 8 14
35!
24 1 2 30 1 2
0 2 5
35!
264 1 2 30 1 2
0 0 1
375 ,
pivoti so vsi pozitivni, zato so pozitivne tudi vse lastne vrednosti, matrika A
je torej pozitivno definitna.
Simetricˇne pozitivno definitne matrike imajo sˇe eno zanimivo lastnost:
Izrek 6.21 Simetricˇna matrika A reda n je pozitivno definitna natanko tedaj,
ko je za vsak vektor x 6= 0 2 Rn
xTAx > 0 .
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Dokaz: Najprej pokazˇimo, da je matrika pozitivno definitna, cˇe je za vsak
nenicˇelni vektor xTAx > 0. Za vektor x izberimo lastni vektor z lastno
vrednostjo  . Potem je
xTAx = xT x =  ||x||2 > 0 .
Ker je ||x|| > 0, mora biti   > 0. Ker je bila   poljubna lastna vrednost,
morajo biti vse lastne vrednosti pozitivne, torej je A pozitivno definitna ma-
trika.
Pokazati moramo sˇe obratno smer: cˇe je matrika A simetricˇna in pozitivno
definitna, mora za vsak nenicˇelni vektor x veljati xTAx > 0. Ker je matrika A
simetricˇna, obstaja ortogonalna baza {xi, i = 1, . . . , n}, sestavljena iz lastnih
vektorjev. To pomeni, da lahko vsak vektor x razvijemo po lastnih vektorjih
x =
Pn
i=1 cixi. sedaj pa izracˇunajmo
xTAx =
0@ nX
j=1
cjx
T
j
1AA nX
i=1
cixi
!
=
nX
i,j=1
cicj ix
T
j xi ,
kar je zaradi ortogonalnosti vektorjev xk enako
Pn
i=1 c
2
i i||xi||2 > 0, saj so
zaradi pozitivne definitnosti vse lastne vrednosti  i > 0.
Primer 6.22 Pokazˇimo, da za pozitivno definitno matriko iz primera 6.21
A =
24 1 2 32 5 8
3 8 14
35
velja izrek 6.21.
Naj bo x = [x1 x2 x3]T . Potem je
xTAx = [x1 x2 x3]
24 1 2 32 5 8
3 8 14
3524 x1x2
x3
35
Ko ta produkt izracˇunamo, dobimo
xTAx = x21 + 4x1x2 + 5x
2
2 + 6x  1x3 + 16x2x3 + 14x23
= (x1 + 2x2 + 3x3)
2 + (x2 + 2x3)
2 + x23 > 0 ,
ne glede na vrednosti komponent vektorja x.
Izrek 6.21 ima tudi zanimivo posledico. Pri sesˇtevanju dveh matrik je tezˇko
ugotoviti, kaj se dogaja z njihovimi pivoti in lastnimi vrednostmi. Za pozitivno
definitne matrike pa velja:
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Posledica 6.22 Cˇe sta matriki A in B pozitivno definitni, je pozitivno defi-
nitna tudi njuna vsota A+B.
Dokaz: Ker sta A in B pozitivno definitni matriki, je xTAx > 0 in xTBx > 0
za vsak x 6= 0. Zato je tudi
xT (A+B)x = xTAx+ xTBx > 0 za vsak x 6= 0 .
Pozitivno definitnost matrike lahko ugotovimo tudi s pomocˇjo determinant.
Izrek 6.23 Matrika A je pozitivno definitna, kadar so vse njene vodilne
glavne poddeterminante pozitivne.
Dokaz: k-ta glavna vodilana poddeterminanta je produkt prvih k pivotov
(izrek 5.4).
V 4 poglavju smo imeli pri projekcijah precej opravka z matrikami oblike
ATA. Med drugim smo ugotovili, da je ATA obrnljiva matrika, cˇe so le stolpci
matrike A linearno neodvisni (izrek 4.6). Sedaj lahko povemo sˇe vecˇ:
Izrek 6.24 Cˇe so stolpci matrike R linearno neodvisni, je matrika A = RTR
pozitivno definitna.
Dokaz: Pokazali bomo, da je xT (RTR)x > 0 za vsak vektor x 6= 0:
xT (RTR)x = (xTRT )(Rx) = (Rx)T (Rx) = ||Rx||2 > 0 ,
kar pomeni (glej izrek 6.21), da je matrika A = RTR pozitivno definitna.
Velja pa tudi obratno:
Izrek 6.25 Za vsako simetricˇno pozitivno definitno matriko A obstaja zgor-
njetrikotna matrika R, da je A = RTR.
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Dokaz: Naj bo A pozitivno definitna simetricˇna matrika. Naj bo A = LU
njen LU razcep. Iz zgornjetrikotne matrike U izpostavimo diagonalne ele-
mente, pa dobimo simetricˇno verzijo LU razcepa A = LDLT , kjer mora biti
DLT = U . Ker so elementi matrike D pivoti martike A, so vsi pozitivni (izrek
6.18), zato jih lahko korenimo.
Naj bo
p
D diagonalna matrika, katere elementi so koreni pivotov, tako da je
(
p
D
2
= D). Naj bo matrika R = (L
p
D)T . Potem je
RTR = (L
p
D)(L
p
D)T = LDLT = A .
Ker je matrika R zgornjetrikotna, so njeni stolpci neodvisni.
Primer 6.23 Izracˇunajmo zgornjetrikotno matriko R, za katero je
A =
24 9 6 36 8 4
3 4 3
35 = RTR .
Najprej naredimo LU razcep matrike A24 9 6 36 8 4
3 4 3
35!
24 9 6 32
3 4 2
1
3 2 2
35!
264 9 6 323 4 2
1
3
1
2 1
375 ,
in zapiˇsemo oba trikotna faktorja
A = LU =
24 1 0 02
3 1 0
1
3
1
2 1
35
264 9 6 30 4 2
0 0 1
375 .
Ko iz matrike U izpostavimo pivote, dobimo
A = LDLT =
24 1 0 02
3 1 0
1
3
1
2 1
3524 9 0 00 4 0
0 0 1
3524 1 23 130 1 12
0 0 1
35 .
Sedaj pa sˇe D razdelimo na oba trikotna faktorja, vsak dobi
p
D
A = RTR =
24 3 0 02 2 0
1 1 1
3524 3 2 10 2 1
0 0 1
35 .
Vse dosedanje ugotovitve o simetricˇnih, pozitivno definitnih matrikah lahko
povzamemo na kratko:
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Izrek 6.26 Simetricˇna matrika reda n, ki ima eno od spodnjih lastnosti, ima
tudi ostale sˇtiri:
1. Vseh n pivotov je pozitivnih;
2. Vseh n vodilnih glavnih determinant je pozitivnih;
3. Vseh n lastnih vrednosti je pozitivnih;
4. Za vsak x 6= 0 je xTAx > 0;
5. A = RTR za neko matriko R z linearno neodvisnimi stolpci.
Dokaz: Vse trditve smo zˇe dokazali:
1. v izreku 6.18;
2. v izreku 6.23;
3. je definicija 6.19;
4. je izrek 6.21;
5. sta izreka 6.24 in 6.25.
6.5 Razcep po singularnih vrednostih
Za simetricˇno matriko A vemo, da obstaja razcep A = Q⇤QT , kjer je Q orto-
gonalna matrika lastnih vektorjev in ⇤ diagonalna matrika lastnih vrednosti.
Za poljubno matriko A 2 Rm⇥n pa so z diagonalizacijo A = S⇤S 1 hude
tezˇave:
• cˇe A ni kvadratna, potem enacˇba Ax =  x sploh nima smisla. Lastne
vrednosti in lastni vektorji pravokotnim matrikam ”ne pripadajo”.
• Tudi cˇe je A kvadratna, nima nujno dovolj neodvisnih lastnih vektorjev.
• Tudi cˇe imaA dovolj lastnih vektorjev, navadno med seboj niso pravokotni.
Kljub temu lahko poljubno matriko A 2 Rm⇥n diagonaliziramo. Za to po-
trebujemo singularne vektorje. Cena, ki jo moramo placˇati za diagonalizacijo
splosˇne matrike v primerjavi s simetricˇno, sta dve razlicˇni ortogonalni matriki
namesto ene same A = U⌃V T , kjer sta U in V ortogonalni matriki reda m in
n, matrika ⌃ pa je diagonalna reda m⇥ n.
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Izrek 6.27 Vsako realno m ⇥ n matriko A lahko zapiˇsemo kot produkt A =
U⌃V T , kjer je matrika U ortogonalna m ⇥ m, ⌃ diagonalna m ⇥ n in V
ortogonalna n⇥ n.
Diagonalni elementi  i matrike ⌃ so singularne vrednosti, stolpci matrike U
so levi singularni vektorji, stolpci matrike V pa desni singularni vektorji.
Namesto dokaza si raje poglejmo, kako je ta rezultat v zvezi z sˇtirimi osnov-
nimi prostori matrike. Naj ima matrika A rang r. Vsak vektor v 2 Rn se pri
mnozˇenju z matriko A preslika v nek vektor u 2 Rn.
Naj bo V ortogonalna matrika dimenzije n ⇥ n, o kateri govori izrek 6.27.
Njeni stolpci (oznacˇimo jih z v1, . . . ,vn) so ortonormirana baza prostora Rn.
Stolpci matrike U dimenzije m ⇥ m (oznacˇimo jih z u1, . . . ,um) pa so baza
prostora Rm.
Zaradi A = U⌃V T in zaradi ortogonalnosti matrike V mora veljati AV =
U⌃. Isˇcˇemo torej tako ortonormirano bazo V prostora Rn, ki se pri mnozˇenju
z matriko A preslika v ortogonalno bazo U⌃ prostora Rm (stolpci matrike U⌃
so stolpci matrike U pomnozˇeni s diagonalnimi elementi diagonalne matrike ⌃,
ki jih bomo oznacˇili s  i).
Ker se vektorji iz nicˇelnega prostora N(A) pri monzˇenju z A preslikajo v
nicˇelni vektor, nas zanimajo predvsem vektorji iz vrsticˇnega prostora C(AT ).
Zato vektorje iz ortonormirane baze V preuredimo tako, da bo prvih r razpenjalo
vrsticˇni prostor, torej v1, . . . ,vr 2 C(AT ). Ostalih n r torej pripada nicˇelnemu
prostoru vr+1, . . . ,vn 2 N(A). Ker je Avi = 0 za i = r + 1, . . . , n, so elementi
 i = 0 za vse i = r + 1, . . . , n.
Celotna slika je torej taka:
1. Vektorji v1, . . . ,vr, ki so baza vrsticˇnega prostora C(AT ), se pri mnozˇenju
z matriko A preslikajo v vektorje  1u1, . . . , rur, ki so baza stolpcˇnega
prostora C(A).
2. Vektorji vr+1, . . . ,vn, ki so baza nicˇelnega prostora, se pri mnozˇenju z A
preslikajo v nicˇelni vektor 0.
Poiskati moramo torej tako ortonormirano bazo vrsticˇnega prostora C(AT ),
ki se bo pri mnozˇenju z matriko A preslikala v ortogonalno bazo stolpcˇnega
prostora C(A). Ko to imamo, lahko ortonormirano bazo v C(AT ) dopolnimo
z vektorji iz nicˇelnega prostora N(A) do ortonormirane baze celega prostora
Rn in tako dobimo matriko V . Prav tako lahko ortogonalno bazo stolpcˇnega
prostora C(A) dopolnimo do ortogonalne baze celega prostora Rm z vektorji iz
levega nicˇelnega prostora N(AT ).
Kako dolocˇiti matriki U in V , oziroma ortonormirano bazo levih singular-
nih vektorjev prostora Rm in ortonormirano bazo desnih singularnih vektorjev
prostora Rn?
Pomagali si bomo podobno, kot smo si v razdelku 4.3,
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Cˇe je A = U⌃V T , potem je
ATA = V ⌃TUTU⌃V T = V ⌃T⌃V T ,
kar je spektralni razcep simetricˇne matrike ATA, saj je ⌃ diagonalna matrika,
tako kot tudi ⌃T⌃. Prav tako tudi
AAT = U⌃V TV ⌃TU = U⌃⌃TUT ,
kar je spektralni razcep simetricˇne matrike AAT .
To pomeni, da lahko izracˇunamo leve singularne vektorje (stolpce matrike U)
kot lastne vektorje simetricˇne, pozitivne matrike AAT , desne singularne vektorje
(stolpce matrike V V ) pa kot lastne vektorje prav tako simetricˇne in pozitivno
defintne matrike ATA. Singularne vrednosti pa lahko izracˇunamo bodisi kot
korene lastnih vrednosti matrike AAT , bodisi kot korene matrike ATA.
Singularne vrednosti so koreni lastnih vrednosti matrike ATA (pa tudi AAT ),
ki so vse realne in nenegativne. Iz njih sestavimo diagonalno matriko ⌃. Nava-
dno singularne vrednosti uredimo padajocˇe  1    2   · · ·    r > 0.
Primer 6.24 Izracˇunajmo SVD razcep matrike A =

4 3
4  3
 
.
Najprej izracˇunamo matriko ATA =

32 0
0 18
 
, ki ima lastno vrednost  1 =
32 z lastnim vektorjem x1 = [1 0]T in lastno vrednost  2 = 18 z lastnim
vektorjem x2 = [0 1]T . Ortogonalna matrika V in diagonalna ⌃ sta tako
V =

1 0
0 1
 
, ⌃ =
 p
32 0
0
p
18
 
Matrika AAT =

25 7
7 25
 
ima isti lastni vrednosti kot ATA,  1 = 32 z
lastnim vektorjem x1 = [1 1]T in  2 = 18 z lastnim vektorjem x2 = [1  1]T .
Tako dobimo sˇe
U =
1p
2

1 1
1  1
 
.
Celotni razcep po singularnih vrednostih je tako
A =

4 3
4  3
 
=
1p
2

1 1
1  1
   p
32 0
0
p
18
  
1 0
0 1
 
= U⌃V T .
6.5.1 SVD in 4 osnovni prostori matrike
Matriki U in V vsebujeta ortonormirana baza sˇtirih osnovnih prostorov matrike
A:
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1. prvih r stolpcev V je baza vrsticˇnega prostora C(AT );
2. zadnjih n  r stolpcev V je baza nicˇelnega prostora N(A);
3. prvih r stolpcev U je baza stolpcˇnega prostora C(A);
4. zadnjih m  r stolpcev U je baza levega nicˇelnega prostora N(AT ).
6.5.2 Uporaba razcepa singularnih vrednosti
Podobno kot pri spektralnem izreku za simetricˇne matrike, nam tudi SVD razcep
omogoca, da matriko napiˇsemo kot linearno kombinacijo matrik ranga 1: cˇe je
A = U⌃V T matrika ranga r, potem je
A =  1u1v
T
1 +  2u2v
T
2 + · · · rurvTr .
Ta enacˇba je osnova analize glavnih komponent (angl. Principal Component
Analysis - PCA), metode ki so jo najprej uporabljali v statistiki, danes pa je
nepogresˇljiva med drugim v racˇunalniˇskem vidu in kompresiji podatkov.
Pri procesiranju signalov in govora se razcep po singularnih vrednostih upo-
rablja kot filter, s katerim lahko locˇimo sˇum od signala. Pri govoru, naprimer,
so med posameznimi govornimi enotami presledki tiˇsine, ki lahko zasedajo tudi
polovico cˇasa. Takrat do mikrofona prihajajo predvsem motecˇi sˇumi iz oko-
lja. S pomocˇjo razcepa po absolutnih vrednostih se da izboljˇsati razmerje med
signalom (govorom) in sˇumom.
Pri racˇunalniˇski obdelavi slik se razcep po singularnih vrednostih uporablja
za kompresijo slik in za odstranjevanja sˇuma in s tem izboljˇsanje jasnosti slike.
Poleg tega je razcep po singularnih vrednostih zelo ucˇinkovito orodje za
resˇevanje sistemov predolocˇenih linearnih enacˇb z metodo majmanjˇsih kvadra-
tov.
6.6 Naloge
1. Matrika
Z =
24 1 0 00 1 0
0 0  1
35
vsak vektor iz x 2 R3 prezrcali preko ravnine z = 0 v vektor Zx.
(a) Izracˇunaj lastne vektorje in lastne vrednosti;
(b) Pojasni vlogo lastnih vektorjev in lastnih vrednosti za zrcaljenje z
matriko Z
2. Za matrike
A =
  1 3
2 4
 
,
A2 in A+ I izracˇunaj lastne vrednosti. V kaksˇni zvezi so lastne vrednosti
teh treh matrik?
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3. Poiˇscˇi lastne vrednosti in lastne vektorje matrik A, B in A+B
A =
  1 4
0 2
 
, B =

2 0
2 1
 
.
Ugotovi, ali so lastne vrednosti matrike A+B enake vsoti lastnih vrednosti
matrik A in B!
4. Poiˇscˇi lastne vrednosti matrik A, B, AB in BA
A =

1 0
1 2
 
, B =

2 1
0 3
 
.
(a) Ali so lastne vrednosti matrike AB enake produktu lastnih vrednosti
matrik A in B?
(b) Ali so lastne vrednosti matrike AB enake lastnim vrednostim matrike
BA?
5. (Strang) V primeru 4.6 smo ugotovili, da je matrika
P =
1
3
24 1 1 11 1 1
1 1 1
35
projekcijska. Izracˇunaj njene lastne vektorje.
Namig: Lastne vrednosti projekcijske matrike so lahko le 0 in 1.
6. (Strang) Vsaka permutacijska matrika ima eno astno vrednost   = 1, saj
ohranja vektor x = [1, . . . , 1]. Izracˇunaj ostali lastni vrednosti (lahko sta
kompleksni) naslednjih dveh permutacijskih matrik
P1 =
24 0 0 11 0 0
0 1 0
35 in P2 =
24 1 0 00 0 1
0 1 0
35 .
7. Izracˇunaj lastne vrednosti in lastne vektorje naslednjih matrik
A =

3 1
2 4
 
, B =

2 1
 1 4
 
, C =

3 1
1 3
 
.
8. Prepricˇaj se, da sled produkta dveh matrik ni odvisna od vrstnega reda
faktorjev. Naj bosta
A =

a b
c d
 
, in B =

e f
g h
 
.
Izracˇunaj sled(AB) in sled(BA).
248 POGLAVJE 6. LASTNE VREDNOSTI IN LASTNI VEKTORJI
9. Izracˇunaj lastne vrednosti in lastne vektorje naslednjih matrik
A =
24 1 10 50  4 0
5 10 1
35 , B =
24  5 2  12  2  2
 1  2 5
35 , C =
24  2 2  12 1  2
 1  2 8
35 .
Koliko so lastne vrednosti matrik A+ I, B   2I in C + 7I?
10. Izracˇunaj lastne vrednosti in lastne vektorje naslednjih matrik
A =
2664
3 1 1 1
2 4 1 1
0 0 2 1
0 0  1 4
3775 , B =
2664
0 0 1 1
0 1 0 1
1 0 1 0
1 1 0 0
3775 ,
11. Diagonaliziraj matrike (glej izrek 6.9)
A =

0 1
4 0
 
, B =
24 1 2  11 2  1
1 4  3
35 , C =
2664
5  1  2 0
 1 5 0  4
 2 0 5  1
0  2  1 5
3775 .
12. Vektorja u in v naj bosta ortonormirana baza (definicija 4.9) prostora R2,
matrika A pa naj bo A = uvT . Koliksˇni sta lastni vrednosti matrike A?
Preveri, cˇe je vsota lastnih vrednosti  1 +  2 enaka sledi matrike A.
13. Isˇcˇemo matriko A, ki ima lastni vrednosti  1 =  2 z lastnim vektorjem
x1 =
  2
1
 
in  2 = 3 z x2 =

1
2
 
. Nasvet: poglej izrek 6.9 .
14. Za matriko
A =

0.6 0.2
0.4 0.8
 
izracˇunaj A2, A3, A10 in limk!1Ak. Pomagaj si z diagonalizacijo ma-
trike.
15. Za katere vrednosti parametra a se matrike
A =

1 a
1 2
 
ne da diagonalizirati? Zakaj?
16. Za matrike
A =

3 2
1 4
 
, B =

3 2
 5  3
 
,
C =

5 7
 3  4
 
in D =

5 6.9
 3  4
 
in vektor x = [1 1]T izracˇunaj prvih pet cˇlenov zaporedij (Akx), (Bkx),
(Ckx) in (Dkx). Kaj lahko povesˇ o obnasˇanju teh zaporedij za velike k?
Nasvet: najprej izracˇunaj lastne vrednosti in lastne vektorje.
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17. Matrika, ki vsak vektor iz R2 zasuka za kot ' je
R =

cos'   sin'
sin' cos'
 
.
(a) Izracˇunaj lastni vrednosti matrike R (pazi: obe lastni vrednosti sta
kompleksni).
(b) Izracˇunaj sˇe oba lastna vektorja (prav tako kompleksna).
(c) Diagonaliziraj matriko R.
(d) Preveri, ali velja formula za racˇunanje potenc matrike R
Rn =

cosn'   sinn'
sinn' cosn'
 
.
Pri tem morasˇ uposˇtevati Eulerjevo formulo
ei' = cos'+ i sin' .
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Verzije — Revizije
Verzija 1.0
Zacˇetna verzija, izdana januarja 2013 pri zalozˇbi FE in FRI. Obsega
• 225 strani, razdeljenih na 6 poglavij;
• 105 nalog in
• 41 slik
Verzija 1.1
Popravljena in dopolnjena izdaja, ki vsebuje:
1. Popravke Emila Zˇagarja;
2. Popravke Kristjana Shirgoskega;
3. Vec nalog v 2. poglavju
4. Dopolnjeno 5. poglavje
5. Dopolnjeno 6. poglavje
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