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Re´sume´
Soit p un nombre premier. Les re´sultats de cette the`se s’inscrivent dans le cadre du programme de
Langlands p-adique. Lorsque V est une repre´sentation p-adique de dimension 2 du groupe Gal(Qp/Qp),
on sait lui associer une repre´sentation p-adique continue B(V ) de GL2(Qp). Si F est une extension finie
non triviale de Qp, la question d’associer des repre´sentations p-adiques de GL2(F ) aux repre´sentations
p-adiques de dimension 2 de Gal(Qp/F ) dans l’esprit d’une correspondance locale a` la Langlands
s’annonce beaucoup plus de´licate.
Dans ce texte, nous conside´rons des espaces de Banach p-adiques, munis d’une action line´aire conti-
nue de GL2(F ), qui sont des comple´tions unitaires universelles de certaines repre´sentations localement
Qp-analytiques de GL2(F ). Celles-ci sont susceptibles de jouer un roˆle important dans une e´ventuelle
correspondance de Langlands locale p-adique pour GL2(F ).
Le re´sultat principal de cette the`se est de´montre´ dans le Chapitre 3 et ge´ne´ralise des re´sultats
ante´rieurs de Berger et Breuil. Il consiste en une description explicite de ces comple´te´s unitaires
universels a` l’aide des fonctions continues sur F d’un certain type. Pour ce faire, nous introduisons
dans le Chapitre 2 des espaces de Banach de fonctions de classe Cr, ou` r est un nombre rationnel
positif, et leurs espaces duaux de distributions d’ordre r. Nous construisons une base de Banach et nous
donnons un crite`re de prolongement des formes line´aires de´finies sur un espace de fonctions localement
Qp-polynomiales en distributions d’ordre r. Ce faisant, nous ge´ne´ralisons des re´sultats classiques dus
a` Amice-Ve´lu et Vishik.
Dans le Chapitre 4, nous exhibons des cas de non nullite´ pour les comple´tions unitaires universelles
conside´re´es par construction explicite de re´seaux invariants. Cela donne de nouveaux cas de la conjec-
ture propose´e par Breuil et Schneider sur l’e´quivalence entre l’existence de normes invariantes sur
certaines repre´sentations localement alge´briques de GLd(F ) et l’existence de certaines repre´sentations
de de Rham de Gal(Qp/F ).
Abstract
Let p be a prime. The subject of this thesis is the p-adic Langlands correspondence. If V is a
p-adic representation of dimension 2 of the group Gal(Qp/Qp), it is known how to associate to it a
continuous p-adic representation B(V ) of GL2(Qp). If F is a non-trivial finite extension of Qp, the issue
of associating p-adic representations of GL2(F ) to p-adic representations of dimension 2 of Gal(Qp/F )
in the spirit of a local Langlands correspondence appears much more delicate.
In this text we consider a class of p-adic Banach spaces, endowed with a continuous linear action of
GL2(F ), which are obtained as universal unitary completions of certain locally Qp-analytic represen-
tations of GL2(F ). Such representations are likely to play an important role in a future local p-adic
Langlands correspondence for GL2(F ).
The main result of this thesis is proved in Chapter 3 and generalizes some previous results of
Berger and Breuil. It consists in an explicit description of these universal unitary completions by
means of a certain class of continuous functions on F . In order to do this, we introduce in Chapter
2 a class of Banach spaces of functions of class Cr, where r is a positive rational number, as well as
their dual spaces of distributions of order r. We build a Banach base and we give a criterion for telling
when a linear form defined on a space of locally Qp-polynomial functions extends to a distribution of
order r. As a consequence, we generalize some classical results due to Amice-Ve´lu and Vishik.
In Chapter 4 we exhibit cases of non-nullity for these universal unitary completions, by an explicit
construction of invariant lattices. This also provides new instances of the Breuil-Schneider conjecture
about the equivalence between the existence of invariant norms on certain locally algebraic represen-
tations of GLd(F ) and the existence of certain De Rham representations of Gal(Qp/F ).
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CHAPITRE 1
INTRODUCTION
1.1. Quelques motivations historiques
Soit p un nombre premier. La dernie`re de´cennie a vu l’e´mergence et la preuve d’une cor-
respondance locale p-adique entre certaines repre´sentations continues de dimension 2 de
Gal(Qp/Qp) et certaines repre´sentations de Banach munies d’une action continue unitaire
de GL2(Qp). Cette correspondance, appele´e correspondance de Langlands p-adique pour
GL2(Qp), a e´te´ initie´e par Breuil [11, 12], et a e´te´ e´tablie de manie`re fonctorielle par Colmez
[25, 24], Berger et Breuil [8], et Pasˇku¯nas [50]. Elle posse`de trois proprie´te´s de compatibilite´
importantes :
• la compatibilite´ a` la re´duction modulo p [6] ;
• la compatibilite´ a` la correspondance de Langlands “classique” [34, 25] ;
• la compatibilite´ local-global avec la cohomologie e´tale comple´te´e [34].
Ces deux dernie`res proprie´te´s ont de´ja` eu des applications remarquables. Par exemple, Kisin
montre dans [51] que la compatibilite´ classique/p-adique implique, sous des hypothe`ses tech-
niques faibles, la conjecture sur les multiplicite´s modulaires de Breuil-Me´zard [19]. Combine´e
avec la preuve de la conjecture de modularite´ de Serre par Khare-Wintenberger-Kisin, la com-
patibilite´ local-global d’Emerton permet alors de prouver la conjecture de Fontaine-Mazur,
qui caracte´rise les repre´sentations de Gal(Q/Q) provenant des formes modulaires classiques.
Pour plus de de´tails sur la construction de la correspondance de Langlands p-adique pour
GL2(Qp) et sur les applications mentionne´es ci-dessus, nous renvoyons le lecteur aux expose´s
de Berger et Breuil au se´minaire Bourbaki [7, 15].
Si F est maintenant une extension finie non triviale de Qp, il est naturel de se demander
comment associer des repre´sentations p-adiques de GL2(F ) aux repre´sentations p-adiques de
dimension 2 de Gal(Qp/F ) dans l’esprit d’une correspondance locale a` la Langlands. Cette
question est encore tre`s peu comprise (voir [16] pour une vue d’ensemble), et la the´orie
modulo p pour GL2(F ), qui semble a priori plus accessible que le cas p-adique, s’annonce
de´ja` beaucoup plus complique´e que lorsque F = Qp. Les re´sultats de Pasˇku¯nas [48], Hu [41],
Breuil-Pasˇku¯nas [21] et Schraen [60] dans ce sens montrent que l’e´tude des repre´sentations
lisses irre´ductibles admissibles de GL2(F ) sur Fp devient tre`s subtile.
Ne´anmoins, certains re´sultats du cas GL2(Qp) peuvent eˆtre ge´ne´ralise´s meˆme s’ils ne suf-
fisent pas pour conduire aux bonnes repre´sentations de GL2(F ) a` savoir celles apparaissant
dans la cohomologie e´tale comple´te´e. L’un d’entre eux, qui est au coeur de cette the`se, consiste
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a` donner une description explicite du comple´te´ unitaire universel de certaines repre´sentations
localement Qp-analytiques, et a` prouver sa non nullite´.
Pour ce faire, nous introduisons dans le Chapitre 2 certains espaces de Banach de fonctions
de classe Cr sur OF , ou` r est un nombre rationnel positif ou nul, et donnons un crite`re de
prolongement des formes line´aires sur un espace de fonctions localement Qp-polynomiales en
distributions d’ordre r, ge´ne´ralisant ainsi des re´sultats classiques d’Amice-Ve´lu [2] et Vishik
[65]. Ce crite`re constitue un argument cle´ dans la preuve du re´sultat principal de ce texte,
donne´ dans le Chapitre 3, qui de´crit le comple´te´ unitaire universel de certaines repre´sentations
localement Qp-analytiques a` l’aide d’espaces de fonctions de classe Cr sur OF . Le Chapitre 4
contient certains cas de non nullite´, et apporte en particulier de nouvelles re´ponses positives
a` la conjecture propose´e par Breuil et Schneider dans [20].
1.2. Pre´sentation des re´sultats obtenus
1.2.1. Notations. — Soit p un nombre premier. On fixe une cloˆture alge´brique Qp de Qp
et une extension finie F de Qp contenue dans Qp. On choisit une extension finie E de Qp, qui
sera le corps des coefficients de nos repre´sentations et qui ve´rifie la condition suivante :
|S| = [F : Qp],
ou` S
de´f
= Homalg(F,E).
Si L de´signe F ou E, on note OL l’anneau des entiers de L, $L une uniformisante de OL
et kL = OL/($L) son corps re´siduel. On de´signe par q = pf le cardinal de kF et par e l’indice
de ramification de F sur Qp, de sorte que [F : Qp] = ef . La valuation p-adique valF sur Qp
est normalise´e par valF (p) = [F : Qp] et on pose |x| = p−valF (x) si x ∈ Qp.
On de´signe par G le groupe GL2(F ), par K le groupe GL2(OF ) qui est, a` conjugaison pre`s,
l’unique sous-groupe ouvert compact maximal de G, et par P le sous-groupe de Borel forme´
des matrices triangulaires supe´rieures de G.
Soit S′ un sous-ensemble de S. Pour tous |S′|-uplets nS′ = (nσ)σ∈S′ et mS′ = (mσ)σ∈S′
d’entiers positifs ou nuls, on introduit les notations suivantes :
(i) nS′ !
de´f
=
∏
σ∈S′ nσ! ;
(ii) |nS′ | de´f=
∑
σ∈S′ nσ ;
(iii) nS′ −mS′ de´f= (nσ −mσ)σ∈S′ ;
(iv) nS′ 6 mS′ si nσ ≤ mσ pour tout σ ∈ S′ ;
(v)
(
nS′
mS′
) de´f
=
nS′ !
mS′ !(nS′−mS′ )! ;
(vi) pour tout z ∈ OF , znS′ de´f=
∏
σ∈S′
σ(z)nσ .
Pour alle´ger l’e´criture, nous noterons n au lieu de nS tout |S|-uplet d’entiers positifs ou
nuls.
Si V est un E-espace vectoriel topologique, on note V ∨ son dual topologique muni de la
topologie forte.
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1.2.2. Espaces de fonctions de classe Cr sur OF . — Le Chapitre 2 est consacre´ a`
l’e´tude d’une nouvelle notion de fonctions de classe Cr sur OF , ou` r est un nombre rationnel
positif ou nul.
Lorsque OF = Zp, on dispose d’une bonne the´orie de Cr-diffe´rentiabilite´ qui a essentielle-
ment e´te´ de´veloppe´e par Schikhof [53], Amice-Ve´lu [2] et Vishik [65]. Rappelons brie`vement
la de´finition de fonction de classe Cr sur Zp.
Soit f : Zp → E une fonction. Pour tout entier n positif ou nul, on pose :
an(f) =
n∑
i=0
(−1)i
(
n
i
)
f(n− i).
De´finition 1.2.1. — Soit r un nombre rationnel positif ou nul. On dit que f est de classe
Cr sur Zp si nr|an(f)| tend vers 0 dans R≥0 lorsque n→ +∞.
Si F 6= Qp, on dispose de plusieurs ge´ne´ralisations de cette de´finition. Une premie`re ide´e
naturelle, utilisant le fait que OF est un Zp-module libre de rang fini, est la suivante.
Posons d
de´f
= [F : Qp], fixons un d-uplet ~r = (ri)1≤i≤d de nombres rationnels positifs ou
nuls tels que
∑d
i=1 ri = r et une base (ei)1≤i≤d de OF sur Zp : les applications cordonne´es
dans cette base de´finissent alors un isomorphisme de Zp-modules θ : Zdp → OF . Dans ce cas,
on pose :
C~r(OF , E) de´f=
{
f : OF → E, f ◦ θ ∈
⊗̂d
i=1C
ri(Zp, E)
}
,
ou`
⊗̂d
i=1C
ri(Zp, E) de´signe le se´pare´ comple´te´ par rapport a` la semi-norme produit de l’espace⊗d
i=1C
ri(Zp, E). Ce n’est cependant pas le bon espace a` e´tudier, essentiellement pour les deux
raisons suivantes :
(i) l’espace C~r(OF , E) de´pend de ~r et pas seulement de |~r| = r ;
(ii) l’espace C~r(OF , E) de´pend du choix d’une base de OF sur Zp.
Dans le Chapitre 2, nous proposons une autre de´finition de cet espace qui fait intervenir
tous les plongements de F dans E et peut se re´sumer par la formule suivante : “une fonction
f : OF → E est de classe Cr si et seulement si f(x + y) admet un de´veloppement limite´ a`
l’ordre [r] en tout x, et si le reste est o(|y|r) uniforme´ment en x”.
De´finition 1.2.2. — On dit que f : OF → E est de classe Cr sur OF s’il existe pour
i ∈ I≤[r], des fonctions borne´es Dif : OF → E telles que, si l’on de´finit εf,[r] : OF ×OF → E
par :
εf,[r](x, y) = f(x+ y)−
∑
i∈I≤[r]
Dif(x)
yi
i!
,
et que l’on pose, pour tout h ∈ N,
Cf,r(h) = sup
x∈OF ,y∈$hFOF
|εf,[r](x, y)|qrh ,
alors Cf,r(h) tend vers 0 quand h tend vers +∞.
Notons Cr(OF , E) le E-espace vectoriel des fonctions de OF dans E qui sont de classe Cr.
On peut munir Cr(OF , E) d’une norme naturelle, que l’on note ‖ · ‖Cr , qui en fait un espace
de Banach sur E.
12
Exemple 1.2.3. — Les fonctions localement Qp-analytiques sont en particulier de classe Cr
sur OF .
Le re´sultat principal du Chapitre 2, inspire´ par [17, §5], ge´ne´ralise certains re´sultats clas-
siques prouve´s par Amice-Ve´lu [2] et Vishik [65]. Pour l’e´noncer, nous introduisons quelques
notations supple´mentaires. Fixons J une partie de S et dS\J un |S\J |-uplet d’entiers positifs
ou nuls. Posons :
J ′ de´f= J
∐
{σ ∈ S\J, dσ + 1 > r}.
Notons F(OF , J, dS\J) l’espace des fonctions de OF dans E qui sont localement analytiques
selon les plongements σ appartenant a` J et localement polynomiales de degre´ au plus dσ selon
les autres plongements σ, et Cr(OF , J ′, dS\J ′) son adhe´rence dans Cr(OF , E). Si N ∈ N, on
note FN (OF , J, dS\J) le sous-espace des e´le´ments de F(OF , J, dS\J) qui sont localement Qp-
polynomiales de degre´ au plus N . Nous allons donner une condition ne´cessaire et suffisante
pour qu’une forme line´aire
µ : FN (OF , J, dS\J)→ E
s’e´tende en une forme line´aire continue sur l’espace de Banach Cr(OF , J ′, dS\J ′).
Soit N ∈ N. Si µ ∈ FN (OF , J, dS\J)∨ et si f ∈ FN (OF , J, dS\J) on note, pour a ∈ OF et
n ∈ N :
µ
(
1a+$nFOF f
)
=
∫
a+$nFOF
f(z)µ(z) ,
ou` 1a+$nFOF de´signe la fonction caracte´ristique de a+$
n
FOF .
The´ore`me 1.2.4. — (i) Soit µ ∈ Cr(OF , J ′, dS\J ′)∨. Il existe une constante Cµ ∈ R≥0 telle
que pour tout a ∈ OF , tout n ∈ N et tout i ∈ NS ve´rifiant iσ ≤ dσ pour tout σ ∈ S\J ′, on
ait : ∣∣∣ ∫
a+$nFOF
(z − a
$nF
)i
µ(z)
∣∣∣ ≤ Cµ qnr.(1.2.1)
(ii) Soit N ≥ [r] un entier et soit µ ∈ FN (OF , J, dS\J)∨. Supposons qu’il existe une
constante Cµ ∈ R≥0 telle que pour tout a ∈ OF , tout n ∈ N et tout i ∈ I≤N ve´rifiant iσ ≤ dσ
pour tout σ ∈ S\J , on ait : ∣∣∣ ∫
a+$nFOF
(z − a
$nF
)i
µ(z)
∣∣∣ ≤ Cµ qnr.(1.2.2)
Alors µ se prolonge de manie`re unique en une forme line´aire continue sur Cr(OF , J ′, dS\J ′).
La me´thode utilise´e pour prouver le The´ore`me 1.2.4 ge´ne´ralise celle donne´e par Colmez
pour Qp [23, The´ore`me II.3.2]. Le (i) se de´duit d’une estimation de la norme Cr des fonctions
1a+$nFOF
(
z−a
$nF
)i
. Le (ii), plus subtil, repose de manie`re cruciale sur la construction d’une base
de Banach de l’espace Cr(OF , J ′, dS\J ′).
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1.2.3. Sur certains comple´te´s unitaires universels explicites pour GL2(F ). — Soit
G un groupe de Lie p-adique de dimension finie. Dans [55, 57], Schneider et Teitelbaum
ont de´fini et de´bute´ l’e´tude de la cate´gorie des repre´sentations localement analytiques de G.
Une telle repre´sentation est par exemple fournie par le sous-espace des vecteurs localement
analytiques d’un espace de Banach p-adique B muni d’une action continue unitaire de G.
Rappelons qu’un vecteur v ∈ B est dit localement analytique si l’application de G dans
B de´finie par g 7→ gv est localement analytique au sens de [55]. Schneider et Teitelbaum
ont montre´ [57] que si G est le groupe des Qp-points d’un groupe re´ductif de´fini sur Qp
et si B est une repre´sentation de Banach unitaire admissible non nulle de G, alors le sous-
espace Ban des vecteurs localement Qp-analytiques de B est dense dans B. Cela sugge`re que
les repre´sentations localement Qp-analytiques devraient avoir un grand roˆle a` jouer dans le
programme de Langlands p-adique (voir par exemple [44, 24] pour GL2(Qp)).
Si l’on dispose d’une repre´sentation localement analytique I de G, il est inte´ressant d’e´tu-
dier son comple´te´ unitaire universel. Rappelons [33, §1] qu’un comple´te´ unitaire universel de
I est la donne´e d’un espace de Banach p-adique I∧ muni d’une action continue unitaire de
G, et d’une application E-line´aire, continue et G-e´quivariante ι de I sur I∧ telle que toute
application E-line´aire, continue et G-e´quivariante I → W , avec W un G-Banach unitaire se
factorise de fac¸on unique a` travers ι. Grosso modo, cela revient a` dire que I∧ est le comple´te´
p-adique de I par rapport a` un re´seau ouvert minimal stable par G. Mentionnons qu’en
ge´ne´ral, il est tre`s difficile de de´terminer si I∧ est non nul. Cette notion a e´te´ formalise´e
par Emerton, une fois des exemples de comple´te´s unitaires universels construits par Breuil
[12, 14] et Berger-Breuil [8].
Rappelons ici le cas cristallin de [8], qui a e´te´ le point de de´part de cette the`se.
Soit V une repre´sentation de Gal(Qp/Qp) de dimension 2, absolument irre´ductible, cristal-
line, ϕ-semi-simple et de poids de Hodge-Tate 0 et k−1 avec k ≥ 2. On sait [22, §5.5] qu’une
telle repre´sentation est uniquement de´termine´e par un couple d’e´le´ments (α, β) de E×. Dans
ce cas, il se trouve que le GL2(Qp)-Banach unitaire B(V ) associe´ a` V par la correspondance
de Langlands p-adique est le comple´te´ unitaire universel de la repre´sentation localement alge´-
brique Symk−2E2⊗ IndGL2(Qp)P (Qp)
(
nr(α−1)⊗nr(pβ−1)), ou` Symk−2E2 de´signe la repre´sentation
alge´brique de GL2(Qp) de plus haut poids (0, k−1), nr(α−1) (resp. nr(pβ−1)) de´signe le carac-
te`re non ramifie´ envoyant p sur α−1 (resp. pβ−1), et IndGL2(Qp)P (Qp)
(
nr(α−1)⊗ nr(pβ−1)) de´signe
la repre´sentation lisse irre´ductible non ramifie´e de GL2(Qp) associe´e par la correspondance
locale de Hecke a` la repre´sentation de Weil de´duite de V par [37].
Plus pre´cise´ment, les techniques introduites par Colmez permettent de de´montrer l’exis-
tence d’un isomorphisme P -e´quivariant entre B(V )∨ et (lim←−ψD(V ))
b, ou` D(V ) est le (ϕ,Γ)-
module associe´ a` V et ou` la limite projective consiste en les suites ψ-compatibles borne´es
d’e´le´ments de D(V ). On peut ainsi prouver que B(V ) est non nul, topologiquement irre´-
ductible et admissible. Pour prouver l’existence de cet isomorphisme, une e´tape importante
consiste a` de´crire explicitement de B(V ) comme espace de fonctions continues sur Qp d’un
certain type. Pour l’obtenir nous avons besoin de quelques notations supple´mentaires. Notons
B(α) l’espace de Banach des fonctions f : Qp → E telles que :
(i) f |Zp de´finit un e´le´ment de Cval(α)(Zp, E) ;
(ii) (αpβ−1)val(z)zk−2f(1/z)|Zp−{0} se prolonge sur Zp en une fonction de Cval(α)(Zp, E).
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On peut munir B(α) d’une action continue de GL2(Qp) qui en fait un GL2(Qp)-Banach.
Notons ensuite L(α) l’adhe´rence dans B(α) du sous-E-espace vectoriel engendre´ par les fonc-
tions :
z 7→ zj ,
z 7→
{
(αpβ−1)val(z−a)(z − a)k−2−j si z 6= a
0 si z = a ;
avec a ∈ Qp, et j ∈ Z tel que 0 ≤ j < val(α).
On dispose alors du re´sultat suivant [8, The´ore`me 4.3.1].
The´ore`me 1.2.5. — Il existe un isomorphisme G-e´quivariant d’espaces de Banach p-adiques :
B(V )
∼−→ B(α)/L(α).
Soit maintenant F une extension finie deQp et V une repre´sentation continue de Gal(Qp/F )
cristalline, de dimension 2 sur E, et a` poids de Hodge-Tate distincts. On ne dispose pas d’une
construction ge´ne´rale qui permet d’associer a` V une repre´sentation de Banach unitaire B(V )
de´terminant V a` isomorphisme pre`s (voir [16] pour un e´tat des lieux). Cependant, en utilisant
principalement les travaux de Schraen [59] et de Frommer [38] sur la filtration de Jordan-
Ho¨lder des induites paraboliques localement Qp-analytiques, Breuil [17] parvient a` de´finir
une repre´sentation localement Qp-analytique Π(V ) de G dont il commence l’e´tude. Cette
construction, qui ge´ne´ralise une description explicite des vecteurs localement analytiques de
B(V ) lorsque F = Qp [44, 24], ne permet pas de reconstruire V mais elle donne une premie`re
approximation de la repre´sentation localement Qp-analytique qui devrait eˆtre associe´e a` V .
Plus pre´cise´ment [17, §4], la repre´sentation Π(V ) est une somme directe de repre´sentations
de la forme
I(χ, J, dS\J) =
( ⊗
σ∈S\J
(SymdσE2)σ
)
⊗E
(
IndGPχ1 ⊗ χ2
)J−an
,
ou` :
• J est une partie de S et dS\J un |S\J |-uplet d’entiers positifs ou nuls ;
• χ1, χ2 sont deux caracte`res multiplicatifs localement J-analytiques de F× dans E× ;
• (IndGPχ1⊗χ2)J−an de´signe l’induite parabolique localement J-analytique, c’est-a`-dire
l’espace des fonctions localement J-analytiques f : G → E telles que f(bg) = (χ1 ⊗
χ2)(b)f(g) sur lequel G agit par translation usuelle a` droite ;
• pour σ ∈ S et dσ ∈ N, (SymdσE2)σ de´signe la repre´sentation alge´brique irre´ductible
de GL2 ⊗F,σ E dont le plus haut poids vis-a`-vis de P est χσ : diag(x1, x2) 7→ σ(x2)dσ .
Le Chapitre 3 fournit une description explicite du comple´te´ unitaire universel de I(χ, J, dS\J).
Avant d’e´noncer nos re´sultats, nous introduisons quelques notations supple´mentaires. Posons
r = −valQp(χ1(p)) et supposons r ≥ 0. Notons alors
J ′ = J
∐
{σ ∈ S\J, dσ + 1 > r}, χ′1 = χ1, χ′2 = χ2
∏
σ∈J ′\J
σdσ .
On de´signe aussi par B(χ′, J ′, dS\J ′) le E-espace de Banach des fonctions f : F → E qui
ve´rifient les deux conditions suivantes :
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(i) f |OF de´finit un e´le´ment de Cr(OF , J ′, dS\J ′) ;
(ii) χ′2χ′1
−1(z)zdS\J′f(1/z)|OF−{0} se prolonge surOF en une fonction de Cr(OF , J ′, dS\J ′).
Cet espace peut eˆtre muni d’une action de G qui en fait une G-repre´sentation de Banach.
Notons alors L(χ′, J ′, dS\J ′) l’adhe´rence dans B(χ′, J ′, dS\J ′) du sous-E-espace vectoriel en-
gendre´ par les fonctions :
z 7→ znS\J′zmJ′ ,
z 7→
{
χ′2χ′1
−1(z − a)(z − a)dS\J′−nS\J′ (z − a)−mJ′ si z 6= a
0 si z = a ;
avec a ∈ F , mJ ′ ∈ NJ ′ et 0 6 nS\J ′ 6 dS\J ′ tels que r −
(|nS\J ′ |+ |mJ ′ |) > 0.
Notons I(χ, J, dS\J)
∧
le comple´te´ unitaire universel de la repre´sentation I(χ, J, dS\J). Le
re´sultat principal du Chapitre 3, qui ge´ne´ralise le The´ore`me 1.2.5, est alors le suivant.
The´ore`me 1.2.6. — Il existe un isomorphisme G-e´quivariant d’espaces de Banach p-adiques :
I(χ, J, dS\J)
∧ ∼−→ B(χ′, J ′, dS\J ′)/L(χ′, J ′, dS\J ′) .
La premie`re e´tape consiste a` remarquer que les repre´sentations I(χ′, J ′, dS\J ′) et I(χ, J, dS\J)
ont le meˆme comple´te´ unitaire universel. La deuxie`me e´tape, qui est le coeur de la preuve,
consiste a` montrer qu’une boule ouverte (de centre 0) du Banach dual de I(χ′, J ′, dS\J ′)
∧
s’identifie aux distributions µ dans le dual fort de I(χ′, J ′, dS\J ′) telles que pour tout n ∈ Z,
tout a ∈ F , tout 0 6 nS\J ′ 6 dS\J ′ et tout mJ ′ ∈ NJ ′ on ait :∣∣∣ ∫
D(a,n)
(z − a)nS\J′ (z − a)mJ′µ(z)
∣∣∣ ≤ Cµqn(r−|nS\J′ |−|mJ′ |)(1.2.3) ∣∣∣ ∫
F\D(a,n+1)
χ2χ
−1
1 (z − a)(z − a)dS\J′−nS\J′ (z − a)−mJ′µ(z)
∣∣∣ ≤ Cµqn(|nS\J′ |+|mJ′ |−r),(1.2.4)
avec Cµ ∈ R≥0.
Un examen approfondi utilisant de manie`re cruciale le The´ore`me 1.2.4 montre alors que les
conditions (1.2.3) et (1.2.4) se´lectionnent exactement les formes line´aires dansB(χ′, J ′, dS\J ′)∨
qui s’annulent sur les fonctions de L(χ′, J ′, dS\J ′).
1.2.4. Existence de normes invariantes pour GL2. — Dans cette partie, nous donnons
quelques cas ou` I(χ, J, dS\J)
∧
est non nul avec J = ∅, ce qui fournit en particulier de nouveaux
exemples non triviaux ve´rifiant la conjecture de Breuil et Schneider [20].
Celle-ci, qui ge´ne´ralise une conjecture ante´rieure de Schneider et Teitelbaum [58], peut
se re´sumer comme suit : “L’existence d’une filtration faiblement admissible sur un (ϕ,N)-
module D est e´quivalente a` l’existence d’une norme GLd(F )-invariante sur une repre´sentation
localement alge´brique naturellement associe´e a` D”.
Rappelons l’e´nonce´ pre´cis de la conjecture pour GL2(F ). Fixons :
• un couple (α, β) ∈ E× × E× avec (αβ−1)f /∈ {q, q−1} ;
• un |S|-uplet d’entiers positifs ou nuls d = (dσ)σ∈S .
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Posons ρd =
⊗
σ∈S(Sym
dσE2)σ et notons (r, V ) la repre´sentation du groupe de Weil-
Deligne de F de dimension 2 sur E, re´ductible, non ramifie´e et envoyant le Frobenius arith-
me´tique sur la matrice [ α 00 β ]. Par la correspondance de Langlands locale modifie´e [20, §4], on
peut associer a` (r, V ) la repre´sentation lisse de GL2(F ) de´finie par
pi = IndGP (nr(α
−1)⊗ nr(pβ−1)),
ou`, pour tout µ ∈ E×, on note nr(µ) : F× → E× le caracte`re trivial sur O×F qui envoie $F
sur µf . Notons que l’hypothe`se sur le couple (α, β) nous assure que pi est irre´ductible.
Soit D un ϕ-module sur F0⊗QpE. On peut lui associer explicitement une repre´sentation de
Weil-Deligne par la me´thode de´crite dans [37]. On la note WD(ϕ,D) et l’on note WD(ϕ,D)ss
sa F -semi-simplifie´e [30, §8.5]. Si l’on pose DF = D ⊗F0 F , l’isomorphisme F ⊗Qp E '∏
σ : F ↪→E E envoyant h⊗e sur (σ(h)e)σ0 induit alors un isomorphisme de E-espaces vectoriels
DF '
∏
σ : F ↪→E
DF,σ ,
ou` l’on a pose´ DF,σ = (0, 0, . . . , 0, 1σ, 0, . . . , 0) ·DF . Ainsi, la donne´e d’une filtration de´crois-
sante exhaustive se´pare´e de DF par des sous-(F ⊗Qp E)-modules (FiliDF )i∈Z (non ne´ces-
sairement libres) e´quivaut a` la donne´e, pour tout σ : F ↪→ E, d’une filtration de´croissante
exhaustive se´pare´e de DF,σ par des sous-(F ⊗F,σ E)-espace vectoriels (FiliDF,σ)i∈Z. Une telle
filtration (FiliDF )i∈Z est admissible si son polygone de Hodge est en-dessous de son polygone
de Newton (voir la Section 4.4.2 pour plus de de´tails).
La conjecture de Breuil et Schneider dans le cas de GL2(F ) s’e´nonce alors comme suit.
Conjecture 1.2.7. — Les deux conditions suivantes sont e´quivalentes :
(i) La repre´sentation ρd ⊗ pi admet une norme G-invariante, i.e. une norme p-adique
‖ · ‖ telle que ‖gv‖ = ‖v‖ pour tout g ∈ G et tout v ∈ ρd ⊗ pi.
(ii) Il existe un ϕ-module D de rang 2 tel que
WD(ϕ,D)ss = (r, V )
et une filtration faiblement admissible (FiliDF,σ)i∈Z,
σ∈S
sur DF telle que
FiliDF,σ/Fil
i+1DF,σ 6= 0 ⇐⇒ i ∈ {−dσ − 1, 0}.
Cette conjecture est prouve´e pour F = Qp [8, 24], mais cette preuve repose de manie`re
cruciale sur la the´orie des (ϕ,Γ)-module de Fontaine, ce qui empeˆche pour l’instant son
adaptation directe a` un cadre plus ge´ne´ral. Mentionnons que dans [40], Hu de´montre en
toute ge´ne´ralite´ implication (i)⇒ (ii). Par ailleurs, des re´sultats partiels ont e´te´ obtenus par
Breuil-Schneider [20] et Sorensen [62].
Dans le Chapitre 4, nous de´montrons la Conjecture 1.2.7 sous certaines hypothe`ses tech-
niques portant sur les poids de la filtration. Fixons ι : F ↪→ E un plongement de F dans E
et notons ϕ0 le Frobenius arithme´tique sur F0. Posons
S+
de´f
= {σ ∈ S, dσ 6= 0}
et, pour l dans {0, . . . , f − 1}, notons :
Jl
de´f
=
{
σ ∈ S+, σ([ζ]) = ι ◦ ϕl0([ζ]) pour tout ζ ∈ kF
}
.
Remarquons que si F est non ramifie´e, on a |Jl| ≤ 1 pour tout l.
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Si i ∈ Z, on de´signe par i l’unique repre´sentant de i mod f dans {0, . . . , f − 1}. On pose
alors, pour tout σ ∈ Jl :
vσ = inf
{
1 ≤ i ≤ f, Jl+i 6= ∅
}
,
c’est-a`-dire la plus petite puissance du Frobenius ϕ0 pour passer de Jl a` un autre Jk non vide.
Nous de´montrons alors re´sultat suivant.
The´ore`me 1.2.8. — Supposons que le (ii) de la Conjecture 1.2.7 soit ve´rifie´ et supposons
que d = (dσ)σ∈S satisfasse aux deux conditions supple´mentaires suivantes :
(1) pour tout l ∈ {0, . . . , f − 1}, |Jl| ≤ 1 ;
(2) pour tout σ ∈ Jl,
dσ + 1 ≤ pvσ .
Alors la repre´sentation ρd ⊗ pi admet une norme G-invariante.
Il est relativement aise´, en reprenant les ide´es de [11], de de´crire la repre´sentation lo-
calement alge´brique ρd ⊗ pi par induction compacte. On en de´finit alors naturellement un
sous-OE [K]-module de type fini qui l’engendre sur E, puis nous montrons que si les condi-
tions (1) et (2) du The´ore`me 1.2.8 sont ve´rifie´es, alors ce re´seau est se´pare´.
Posons χ1 = nr(α
−1) et χ2 = nr(β−1). Une conse´quence importante du The´ore`me 1.2.8 est
alors donne´e par le re´sultat suivant.
Corollaire 1.2.9. — Supposons que J = ∅ et que d ve´rifie les conditions (1) et (2) du
The´ore`me 1.2.8. Alors I(χ, ∅, d) 6= 0.
Mentionnons que Vigne´ras [64] a montre´ la non-nullite´ du comple´te´ unitaire universel de
la repre´sentation I(χ, ∅, 0) lorsque χ1 et χ2 sont deux caracte`res mode´re´ment ramifie´s. Une
preuve re´cente du meˆme re´sultat, reposant de manie`re essentielle sur l’e´tude du mode`le de
Kirillov associe´ a` cette repre´sentation, a e´te´ donne´e par De Shalit et Kazhdan [42].
1.3. Questions et perspectives de recherche
Les re´sultats de´montre´s dans ce texte sugge`rent qu’il peut eˆtre inte´ressant de travailler
selon les deux axes suivants :
• e´tendre les re´sultats que nous avons obtenus pour GL2(F ) au cadre du groupe GLn(F ),
ou` n est un entier positif ≥ 3 ;
• commencer l’e´tude des comple´te´s unitaires universels de certaines extensions de se´ries
principales de GL2(F ).
Pour pre´ciser les deux points mentionne´s ci-dessus, nous introduisons quelques notations
supple´mentaires. Fixons un entier n ≥ 3. On de´signe par Tn(F ) le tore de´ploye´ des matrices
diagonales de GLn(F ) et par Pn(F ) le sous-groupe de Borel forme´ des matrices triangulaires
supe´rieures de GLn(F ). Fixons, pour tout i ∈ {1, . . . , n}, un caracte`re χi : F× → E× loca-
lement J-analytique. Choisissons un caracte`re alge´brique η de (ResF/QpTn)(Qp) qui soit un
poids dominant et puisse donc eˆtre e´crit comme un produit
∏
σ∈S\J
ησ, avec ησ un caracte`re
σ-alge´brique de Tn(F ). Notons V (η) la repre´sentation irre´ductible alge´brique de ResF/QpGLn
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dont le plus haut poids vis-a`-vis de ResF/QpPn est η, conside´rons la repre´sentation localement
Qp-analytique suivante de GLn(F ) :
I
de´f
= V (η)⊗
(
Ind
GLn(F )
Pn(F )
χ1 ⊗ . . .⊗ χn
)J−an
.
Une question naturelle consiste alors a` chercher une description explicite du comple´te´ unitaire
universel de I a` l’aide des espaces de Banach des fonctions de classe Cr sur OF (en plusieurs
variables) introduits dans le Chapitre 2 et des re´cents travaux de Nagel [47]. Il est ensuite
naturel de s’inte´resser a` d’e´ventuels cas de non nullite´, en commenc¸ant par le cas localement
alge´brique (i.e. J = ∅).
Rappelons que P est le sous-groupe de Borel forme´ des matrices triangulaires supe´rieures de
GL2(F ). Fixons un plongement σ : F ↪→ E, et deux caracte`res χ1, χ2 : F× → E× localement
σ-analytiques “suffisamment ge´ne´riques”. Une question potentiellement tre`s inte´ressante dans
le cadre du programme de Langlands p-adique pour GL2(F ) consiste a` e´tudier le comple´te´
unitaire universel des extensions de se´ries principales de la forme
0→
(
Ind
GL2(F )
P χ1 ⊗ χ2
)σ−an → Σ→ (IndGL2(F )P χ2σ(z)|z|F ⊗ χ1σ(z)−1|z|−1F )σ−an → 0
construites dans [43] par Kohlhaase. Il serait par exemple de´ja` inte´ressant de savoir si les
comple´te´s unitaires universels de ces extensions sont ou non admissibles.
CHAPITRE 2
ESPACES DE FONCTIONS DE CLASSE Cr SUR OF
2.1. Pre´liminaires
2.1.1. Introduction. — Soit p un nombre premier. La correspondance de Langlands p-
adique pour GL2(Qp), commence´e sous l’impulsion de Breuil [12, 11] et e´tablie par Colmez
[25] et Pasˇku¯nas [50] a` la suite des travaux de Colmez [24] et Berger-Breuil [8], est une
bijection entre certaines repre´sentations de dimension 2 de Gal(Qp/Qp) et certaines repre´sen-
tations de GL2(Qp).
Une e´tape importante dans l’e´tablissement de cette correspondance pour la classe des
repre´sentations galoisiennes de dimension 2, absolument irre´ductibles et devenant cristallines
sur une extension abe´lienne de Qp, est la description explicite du comple´te´ unitaire universel
de certaines induites paraboliques localement alge´briques [8, The´ore`me 4.3.1]. C’est la` que
l’analyse p-adique, et plus pre´cisement l’espace de Banach des fonctions de classe Cr sur Zp,
ou` r de´signe un nombre rationnel positif ou nul et Zp l’anneau des entiers p-adiques, intervient
de manie`re cruciale. Une question naturelle est la ge´ne´ralisation de cette e´tape pour certaines
repre´sentations localement Qp-analytiques de GL2(F ), ou` F est une extension finie de Qp
[28]. Pour cela, nous avons e´te´ amene´s a` introduire et e´tudier une nouvelle notion de fonction
de classe Cr sur OF .
Dans le cas ou` F = Qp on dispose d’une bonne the´orie de Cr-diffe´rentiabilite´, qui a
e´te´ de´veloppe´e essentiellement par Schikhof [53], Barsky [3], Amice-Ve´lu [2] et Vishik [65].
Nous renvoyons le lecteur a` [23] pour un expose´ des re´sultats principaux sur l’espace des
fonctions de classe Cr sur Zp et son dual des distribution d’ordre r. Pour ce qui est des
fonctions de classe Cr sur OF , ou` F est une extension finie de Qp, on peut choisir une base
de OF sur Zp et l’utiliser comme on pense, mais ce proce´de´, qui n’est pas canonique, ne
donne pas la bonne notion. Dans cet article nous proposons une autre de´finition, qui fait
intervenir les plongements de F dans E, ou` E de´signe une extension finie de Qp, et qui peut
se re´sumer par la formule : “ une fonction f : OF → E est dite de classe Cr si f(x+ y) a un
de´veloppement limite´ a` l’ordre [r] en tout x, et si le reste est o(|y|r) uniforme´ment (en x)”.
Le premier re´sultat principal que nous obtenons est la construction d’une base de Banach de
l’espace Cr(OF , E) des fonctions de classe Cr sur OF , qui consiste d’une famille de´nombrable
de fonctions localement Qp-polynomiales. Le deuxie`me, qui porte sur son dual topologique,
donne une condition ne´cessaire et suffisante pour qu’une forme line´aire de´finie sur un espace
de fonctions localement Qp-polynomiales convenable s’e´tende en une distribution d’ordre r,
ce qui ge´ne´ralise des re´sultats classiques d’Amice-Ve´lu [2] et Vishik [65].
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Mentionnons que Nagel [45, 46], en s’appuyant sur les travaux de Schikhof [53] et De
Smedt [32], a e´galement introduit une the´orie de Cr-diffe´rentiabilite´ en plusieurs variables
pour une large classe de domaines, par exemple pour ceux qui s’e´crivent sous la forme Znp , ou` n
est un entier positif. E´tant donne´ que cette notion est stable par rapport a` des isomorphismes
line´aires, il serait alors inte´ressant de comparer les deux constructions dans le cas n = [F : Qp]
une fois que l’on a choisi une base deOF sur Zp. Signalons que l’absence, a` pre´sent, des crite`res
d’Amice-Ve´lu pour l’espace introduit par Nagel, fait qu’il n’est pas trivial de comparer les
deux approches.
2.1.2. Notations. — Soit p un nombre premier. On fixe une cloˆture alge´brique Qp de Qp
et une extension finie F de Qp contenue dans Qp. On de´signera toujours par E une extension
finie de Qp qui ve´rifie :
|S| = [F : Qp], ou` S de´f= Homalg(F,E) .
Si L de´signe l’un des corps F ou E, on note OL son anneau des entiers, on en fixe une
uniformisante $L et l’on note kL = OL/($L) son corps re´siduel. On pose f = [kF : Fp],
q = pf et l’on designe par e l’indice de ramification de F sur Qp, de sorte que [F : Qp] = ef .
La valuation p-adique valF sur Qp est normalise´e par valF (p) = [F : Qp] et l’on pose
|x| = p−valF (x) si x ∈ Qp.
Si n ∈ N et ∗ ∈ {<,≤, >,≥,=} notons :
I∗n =
{
(iσ)σ∈S ∈ NS ,
∑
σ∈S
iσ ∗ n
}
.
Si n = (nσ)σ∈S et m = (mσ)σ∈S sont des |S|-uplets d’entiers positifs ou nuls, nous posons :
(i) n!
de´f
=
∏
σ∈S nσ! ;
(ii) |n| de´f= ∑σ∈S nσ ;
(iii) n−m de´f= (nσ −mσ)σ∈S ;
(iv) n 6 m si nσ ≤ mσ pour tout σ ∈ S ;
(v)
(
n
m
) de´f
= n!m!(n−m)! ;
(vi) pour tout z ∈ OF , zn de´f=
∏
σ∈S
σ(z)nσ .
Une norme p-adique sur un E-espace vectoriel V est une fonction ‖·‖ : V → R≥0 telle que :
(i) ‖v + w‖ ≤ sup(‖v‖, ‖w‖) pour tout v, w ∈ V ;
(ii) ‖λv‖ ≤ |λ|‖v‖ pour tout λ ∈ E, v ∈ V ;
(iii) ‖v‖ = 0 si et seulement si v = 0.
Un espace de Banach p-adique sur E est un E-espace vectoriel topologique complet dont
la topologie provient d’une norme p-adique. Dans ce texte tous les espaces de Banach sont
p-adique et tels que ‖B‖ ⊆ |E|.
Si V est un E-espace vectoriel topologique, on note V ∨ son dual topologique muni de la
topologie forte [54, §9].
2.1.3. E´nonce´ des re´sultats. — Dans la Section 2.2 nous introduisons d’abord la notion
de fonction de classe Cr sur OF , ou` r est un nombre rationnel positif ou nul. On dit qu’une
fonction f : OF → E est de classe Cr s’il existe une famille de fonctions borne´es Dif : OF →
E, pour i ∈ I≤[r], telles que f(x+ y) a un de´veloppement limite´ a` l’ordre [r] en tout x et si le
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reste est o(|y|r) uniforme´ment (en x). Montrer l’unicite´ de cette famille de fonctions requiert
une estimation technique sur le maximum des valeurs absolues des coefficients dominants
d’une fonction Qp-alge´brique, qui utilise de fac¸on cruciale le the´ore`me d’Artin d’inde´pendance
alge´brique des homomorphismes. Dans une deuxie`me partie on e´tudie quelques proprie´te´s de
l’espace Cr(OF , E) : nous montrons que c’est une alge`bre de Banach sur E et que, pour tout
i ∈ I≤[r], l’ope´rateur Di de´finit une application continue de Cr dans Cr−|i|. Ensuite, nous
donnons une condition suffisante sur une fonction h : OF → OF pour que f ◦ h soit de classe
Cr et nous montrons que si l’on fixe une telle fonction alors l’application qui associe a` toute
f ∈ Cr(OF , E) la fonction f ◦ h est continue.
Soit J une partie de S et (dσ)σ∈S\J un |S\J |-uplet d’entiers positifs ou nuls. Nous consi-
de´rons dans la Section 2.3 le sous-espace F(OF , J, (dσ)σ∈S\J) de l’espace des fonctions lo-
calement Qp-analytiques qui sont localement analytiques selon les plongements σ dans J
et localement polynomiales de degre´ au plus dσ selon les plongements σ dans S\J . Nous
montrons que cet espace s’injecte de fac¸on continue dans l’espace des fonctions de classe Cr
(Corollaire 2.3.4) et nous en de´crivons l’adhe´rence dans Cr(OF , E) en utilisant les ope´rateurs
de de´rivation Di (Corollaire 2.3.16). On note C
r(OF , J ′, (dσ)σ∈S\J ′) cette adhe´rence, ou` J ′
de´signe le sous-ensemble de S de´fini par :
J ′ = J
∐
{σ ∈ S\J, dσ + 1 > r}.
Une deuxie`me partie de cette section est consacre´e a` la construction d’une base de Banach
(qui de´pend de r) de l’espace Cr(OF , E). Dans le cas OF = Zp mentionnons que cette base
co¨ıncide avec celle construite par Van der Put [63] pour l’espace des fonctions continues sur
Zp (ou ce qui revient au meˆme pour C0(Zp, E)) et ge´ne´ralise´e par Colmez [23] pour Cr(Zp, E)
avec r un nombre rationnel quelconque. Signalons que pour l’espace des fonctions continues
sur OF cette base a de´ja` e´te´ construite par De Shalit [31, §2]. Donnons un aperc¸u de notre
construction. Fixons un plongement ρ : F ↪→ E. Posons A−1 = ∅, A0 = {0} et choisissons
pour tout h ∈ N>0 un syste`me de repre´sentants Ah ⊂ OF des classes de OF /$hFOF de sorte
que Ah ⊃ Ah−1. Notons alors A =
∐
h≥0Ah\Ah−1. Pour tout a ∈ A on de´finit l(a) comme le
plus petit entier n0 tel que a ∈ An0 . Si a ∈ A et i ∈ I≤[r], on note ea,i,r la fonction de´finie par
z 7→ ea,i,r(z) = ρ($F )[l(a)r]1a+$l(a)F OF (z)
(z − a
$
l(a)
F
)i
.
The´ore`me 2.1.1. — La famille des ea,i,r, pour a ∈ A et i ∈ I≤[r], forme une base de Banach
de Cr(OF , E).
Pour cela on ge´ne´ralise la preuve de [23, I.5.14]. Plus pre´cisement, un premier ingre´dient
que nous utilisons est une estimation de la norme Cr des ea,i,r (Lemme 2.3.7). Un deuxie`me
est la construction explicite, pour toute fonction f ∈ Cr(OF , E), d’une suite de fonctions fh
telles que fh tend vers f dans C
r(OF , E) quand h tend vers +∞ (Proposition 2.3.10). Nous
terminons cette section en de´crivant la sous-famille de la famille des ea,i,r qui va eˆtre une base
de Banach pour l’espace Cr(OF , J ′, (dσ)σ∈S\J ′).
Dans la Section 2.4 on s’occupe des duaux topologiques des espaces conside´re´s pre´ce´-
demment. Si N ∈ N, on note FN (OF , J, (dσ)σ∈S\J) l’espace des fonctions localement Qp-
alge´briques sur OF de degre´ au plus N dans F(OF , J, (dσ)σ∈S\J) et FN (OF , J, (dσ)σ∈S\J)∨
l’ensemble des formes line´aires sur FN (OF , J, (dσ)σ∈S\J). Le re´sultat principal (The´ore`me
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2.4.2) donne une condition ne´cessaire et suffisante pour qu’une forme line´aire sur l’espace
FN (OF , J, (dσ)σ∈S\J) s’e´tende en une forme line´aire continue sur Cr(OF , J ′, (dσ)σ∈S\J ′). Cela
ge´ne´ralise un re´sultat duˆ a` Amice-Ve´lu [2] et Vishik [65].
The´ore`me 2.1.2. — (i) Soit µ ∈ Cr(OF , J ′, (dσ)σ∈S\J ′)∨. Il existe une constante Cµ ∈ R≥0
telle que pour tout a ∈ OF , tout n ∈ N, et tout i ∈ NS tel que iσ ≤ dσ pour tout σ ∈ S\J ′,
on ait : ∣∣∣ ∫
a+$nFOF
(z − a
$nF
)i
µ(z)
∣∣∣ ≤ Cµ qnr.
(ii) Soit N ≥ [r] un entier et soit µ ∈ FN (OF , J, (dσ)σ∈S\J)∨. Supposons qu’il existe une
constante Cµ ∈ R≥0 telle que, pour tout a ∈ OF , tout n ∈ N, et tout i ∈ I≤N tel que iσ ≤ dσ
pour tout σ ∈ S\J , on ait : ∣∣∣ ∫
a+$nFOF
(z − a
$nF
)i
µ(z)
∣∣∣ ≤ Cµ qnr.
Alors µ se prolonge de manie`re unique en une forme line´aire continue sur Cr(OF , J ′, (dσ)σ∈S\J ′).
Le (i) est conse´quence d’une estimation de la norme Cr d’une fonction localement Qp-
analytique (Proposition 2.3.2). Le (ii) est plus subtil et est entie`rement base´, d’apre`s la Section
2.3, sur la connaissance d’une base de Banach explicite de l’espace Cr(OF , J ′, (dσ)σ∈S\J ′).
2.2. Fonctions de classe Cr sur OF
2.2.1. De´finition. — Soit r ∈ Q≥0. Notons [r] sa partie entie`re. On dispose de l’espace de
Banach de fonctions de classe Cr sur Zp a` valeurs dans E. Rappelons [23] que f : Zp → E
est de classe Cr si f(x + y) a un de´veloppement limite´ a` l’ordre [r] en tout x, et si le reste
est o(|y|r) uniforme´ment (en x). Dans cette section on va construire un espace de fonctions
de OF dans E qui ge´ne´ralise cette ide´e. La de´finition que l’on donne ne de´pend pas du choix
d’une Zp-base de OF : elle va de´pendre juste des plongements de OF dans E.
De´finition 2.2.1. — On dit que f : OF → E est de classe Cr sur OF s’il existe des fonctions
borne´es Dif : OF → E, pour i ∈ I≤[r], telles que, si l’on de´finit εf,[r] : OF ×OF → E par :
εf,[r](x, y) = f(x+ y)−
∑
i∈I≤[r]
Dif(x)
yi
i!
et pour tout h ∈ N
Cf,r(h) = sup
x∈OF ,y∈$hFOF
|εf,[r](x, y)|qrh
alors Cf,r(h) tend vers 0 quand h tend vers +∞.
Remarque 2.2.2. — (i) Soit f une fonction de classe Cr sur OF . Alors εf,[r](x, 0) = 0 pour
tout x ∈ OF car, pour tout h on a :
sup
x∈OF
|εf,[r](x, 0)| ≤ sup
x∈OF
|εf,[r](x, 0)|qrh ≤ Cf,r(h)
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et Cf,r(h) tend vers 0 quand h tend vers +∞ par hypothe`se. Cela implique D0f(x) = f(x)
pour tout x ∈ OF . Comme Cf,r(h) tend vers 0 quand h→ +∞, a fortiori on a :
sup
x∈OF ,y∈$hFOF
|εf,[r](x, y)| → 0 quand h→ +∞.(2.2.1)
De plus :
sup
x∈OF ,y∈$hFOF
∣∣∣ ∑
i∈I≤[r]
|i|≥1
Dif(x)
yi
i!
∣∣∣→ 0 quand h→ +∞(2.2.2)
car par de´finition Dif est une fonction borne´e sur OF pour tout i ∈ I≤[r] et |yi| ≤ q−h pour
tout y ∈ $hFOF et tout i ∈ I≤[r], |i| ≥ 1. On peut re´e´crire εf,[r](x, y) sous la forme
εf,[r](x, y) =
(
f(x+ y)− f(x))− ∑
i∈I≤[r]
|i|≥1
Dif(x)
yi
i!
et donc (2.2.1) et (2.2.2) impliquent
sup
x∈OF ,y∈$hFOF
| f(x+ y)− f(x)| → 0 quand h→ +∞
c’est-a`-dire f est une fonction continue. En particulier une fonction de classe C0 est une
fonction continue.
(ii) Soit f une fonction continue sur OF . Alors f est de classe C0 sur OF . En effet, par
continuite´ de f on a :
sup
x∈OF ,y∈$hFOF
| f(x+ y)− f(x)| → 0 quand h→ +∞
et donc si l’on pose :
∀x ∈ OF , D0f(x) = f(x)
on voit que D0f ve´rifie la De´finition 2.2.1 et cela permet de conclure.
Lemme 2.2.3. — Soit f : OF → E une fonction de classe Cr. Alors f est de classe C l pour
tout l ∈ Q≥0, l ≤ r.
Preuve. — Il suffit de prouver que f est de classe C l pour tout l ∈ N et l ≤ [r]. La de´mons-
tration se fait par re´currence sur l ≤ [r]. Supposons donc que f soit de classe C l pour un
l ∈ N>0, l ≤ [r]. Montrons qu’elle est de classe C l−1. Comme Cf,l(h) tend vers 0 quand h
tend vers +∞, alors a fortiori on a
sup
x∈OF ,y∈$hFOF
|εf,[l](x, y)|q(l−1)h → 0 quand h→ +∞.(2.2.3)
D’autre part
sup
x∈OF ,y∈$hFOF
∣∣∣∑
i∈I=l
Dif(x)
yi
i!
∣∣∣qh(l−1) → 0 quand h→ +∞.(2.2.4)
En effet, la fonction Dif est borne´e sur OF pour tout i ∈ I=l par de´finition et |yi| ≤ q−hl
pour tout y ∈ $hFOF , i ∈ I=l. Donc si l’on pose
C = sup
i∈I=l
sup
x∈OF
∣∣Dif(x)∣∣
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on obtient :
sup
x∈OF ,y∈$hFOF
∣∣∣∑
i∈I=l
Dif(x)
yi
i!
∣∣∣qh(l−1) ≤ Cq−h
et Cq−h → 0 quand h→ +∞. On peut re´e´crire εf,[l](x, y) sous la forme :
εf,[l](x, y) = εf,[l−1](x, y)−
∑
i∈I=l
Dif(x)
yi
i!
.
Les conditions (2.2.3) et (2.2.4) impliquent
sup
x∈OF ,y∈$hFOF
|εf,[l−1](x, y)|q(l−1)h → 0 quand h→ +∞,
ce qui permet de conclure.
Lemme 2.2.4 (Unicite´). — Soit f : OF → E une fonction de classe Cr. Alors il existe
une unique famille de fonctions {
Dif : OF → E, i ∈ I≤[r]
}
qui ve´rifie la De´finition 2.2.1.
Preuve. — Supposons que{
Fi : OF → E, i ∈ I≤[r]
}
et
{
Gi : OF → E, i ∈ I≤[r]
}
soient deux familles de fonctions qui ve´rifient la De´finition 2.2.1. On veut prouver que Fi = Gi
pour tout i ∈ I≤[r]. La de´monstration se fait par re´currence sur |i|, i ∈ I≤[r]. D’apre`s la
Remarque 2.2.2 on a F0 = f = G0.
Soit 0 < n < [r]. Supposons Fi = Gi pour tout i ∈ I≤n−1. On veut montrer que Fi = Gi
pour tout i ∈ I=n. Par l’hypothe`se de re´currence on de´duit que pour tout x, y ∈ OF on a :
f(x+ y)−
∑
i∈I≤n−1
Fi(x)
yi
i!
= f(x+ y)−
∑
i∈I≤n−1
Gi(x)
yi
i!
.
Notons ϕn−1 la fonction de´finie pour tout x, y ∈ OF par :
ϕn−1(x, y) = f(x+ y)−
∑
i∈I≤n−1
Fi(x)
yi
i!
.
D’apre`s la preuve du Lemme 2.2.3 on sait que
sup
x∈OF ,y∈$hFOF
∣∣∣ϕn−1(x, y)− ∑
i∈I=n
Fi(x)
yi
i!
∣∣∣qhn → 0 quand h→ +∞(2.2.5)
et
sup
x∈OF ,y∈$hFOF
∣∣∣ϕn−1(x, y)− ∑
i∈I=n
Gi(x)
yi
i!
∣∣∣qhn → 0 quand h→ +∞.(2.2.6)
Fixons x ∈ OF . Supposons
Gi(x) = Fi(x) + αi αi ∈ E.
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Alors, par (2.2.6) on a :
sup
y∈$hFOF
∣∣∣(ϕn−1(x, y)− ∑
i∈I=n
Fi(x)
yi
i!
)
−
∑
i∈I=n
αi
yi
i!
∣∣∣qhn → 0 quand h→ +∞ ,
et donc, en utilisant (2.2.5), on de´duit que
sup
y∈$hFOF
∣∣∣ ∑
i∈I=n
αi
yi
i!
∣∣∣qhn → 0 quand h→ +∞.(2.2.7)
De plus, comme
∑
i∈I=n αi
yi
i! est une fonction polynomiale homoge`ne de degre´ n on a :
sup
y∈$h+eF OF
∣∣∣ ∑
i∈I=n
αi
yi
i!
∣∣∣ = q−en sup
y∈$hFOF
∣∣∣ ∑
i∈I=n
αi
yi
i!
∣∣∣ .(2.2.8)
Par (2.2.7) et (2.2.8) on de´duit que
∀h ∈ N, sup
y∈$hFOF
∣∣∣ ∑
i∈I=n
αi
yi
i!
∣∣∣qnh = 0 ,
et donc, d’apre`s le the´ore`me d’Artin d’inde´pendance alge´brique des homomorphismes, que
αi = 0 pour tout i ∈ I=n, d’ou` le re´sultat.
Notons Cr(OF , E) l’ensemble des fonctions de OF dans E qui sont de classe Cr. On munit
Cr(OF , E) de la norme ‖ · ‖Cr de´finie par :
‖f‖Cr = sup
(
sup
i∈I≤[r]
sup
x∈OF
∣∣∣Dif(x)
i!
∣∣∣, sup
x,y∈OF
|εf,[r](x, y)|
|y|r
)
ce qui en fait un espace de Banach sur E.
Exemple 2.2.5. — Soit r ∈ Q≥0. Soit m = (mσ)σ∈S un |S|-uplet d’entiers positifs. Consi-
de´rons la fonction f de OF dans E de´finie par z 7→ zm. Posons :
Dif(z)
i!
=
{ (
m
i
)
zm−i si i 6 m
0 sinon.
(2.2.9)
Pour tout x, y ∈ OF on a :
εf,[r](x, y) =

∑
l6m
|l|>[r]+1
(m
l
)
ylxm−l si r < |m|
0 sinon.
(2.2.10)
En revenant a` la De´finition 2.2.1 on voit que f est bien de classe Cr. D’apre`s (2.2.9) on a :
sup
z∈OF
∣∣∣Dif(z)
i!
∣∣∣ ≤ sup
z∈OF
∣∣∣(m
i
)
zm−i
∣∣∣ ≤ 1
et d’apre`s (2.2.10) on a :
sup
x,y∈OF
|εf,[r](x, y)|
|y|r ≤ supl6m
|l|>[r]+1
sup
x,y∈OF
∣∣(m
l
)
ylxm−l
∣∣
|y|r ≤ 1.
On en de´duit que l’on a ‖f‖Cr ≤ 1 et comme supz∈OF |f(z)| = 1 on a ‖f‖Cr = 1.
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Remarque 2.2.6. — Notons d = [F : Qp]. Comme OF est un Zp-module libre de rang d, il
est naturel de conside´rer une autre notion de fonction de classe Cr sur OF . Fixons un d-uplet
~r = (ri)1≤i≤d de nombres rationnels positifs ou nuls tels que
∑d
i=1 ri = r ainsi qu’une base
(ei)1≤i≤d de OF sur Zp. Notons θ : Zdp → OF l’isomorphisme de Zp-modules de´fini par
θ
(
a1, . . . , ad
)
=
d∑
i=1
aiei
et, pour tout z ∈⊗di=1Cri(Zp, E), de´finissons ‖z‖ comme l’infimum des supj∈J ‖vj1‖Cr1 · . . . ·
‖vjd‖Crd sur toutes les e´critures possibles de z sous la forme
∑
j∈J vj1 ⊗ . . .⊗ vjd . On munit
ainsi
⊗d
i=1C
ri(Zp, E) d’une semi-norme ‖ · ‖ et l’on note alors
⊗̂d
i=1C
ri(Zp, E) le se´pare´
comple´te´ de l’espace
⊗d
i=1C
ri(Zp, E) pour cette semi-norme. Posons :
C~r(OF , E) =
{
f : OF → E, f ◦ θ ∈
⊗̂d
i=1C
ri(Zp, E)
}
,
que l’on munit de la topologie induite par celle de´finie sur
⊗̂d
i=1C
ri(Zp, E). Il se trouve que
C~r(OF , E) n’est pas le bon espace que l’on veut e´tudier essentiellement pour deux raisons :
(i) l’espace C~r(OF , E) de´pend de ~r et pas seulement de |~r| = r ;
(ii) l’espace C~r(OF , E) de´pend du choix d’une base de OF sur Zp.
2.2.2. Premie`res proprie´te´s. — Soit r ∈ Q≥0 et f une fonction de classe Cr sur OF .
Alors, d’apre`s le Lemme 2.2.4 il existe une unique famille de fonctions{
Dif : OF → E, i ∈ I≤[r]
}
qui ve´rifie la De´finition 2.2.1. Dans la suite on veut montrer que si l’on choisit une fonction
de cette famille, disons Dif , alors elle est de classe C
r−|i|. Nous aurons besoin du lemme tech-
nique suivant qui utilise une estimation sur le maximum des valeurs absolues des coefficients
dominants d’une fonction Qp-alge´brique.
Lemme 2.2.7. — Soit N ∈ N. Soit ai pour i ∈ I≤N une famille d’e´le´ments de E. Alors il
existe une constante C ∈ R≥0 et un n0 ∈ N tels que pour tout h ≥ n0 on a :
sup
i∈I≤N
|ai|q−h|i| ≤ C sup
z∈$hFOF
∣∣∣ ∑
i∈I≤N
ai
zi
i!
∣∣∣.(2.2.11)
Preuve. — Soit P : OF → E la fonction de´finie par :
P (z) =
∑
i∈I≤N
ai
zi
i!
.
Il existe un entier k ≥ 1 tel que P peut se de´composer de fac¸on unique comme une somme
de fonctions :
P (z) = PN1(z) + PN2(z) + . . .+ PNk(z),
ou` tout PNj est homoge`ne de degre´ Nj avec 0 ≤ N1 < N2 < . . . < Nk = N .
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D’apre`s (2.2.8) on de´duit que pour tout PNj non nul il existe 0 < ANj < BNj tels que
ANjq
−hNj ≤ sup
z∈$hFOF
|PNj | ≤ BNjq−hNj .
Cela implique que pour h assez grand le membre de gauche de l’ine´galite´ (2.2.11) est de´termine´
par PN1 .
Il suffit alors de montrer le lemme lorsque P est homoge`ne de degre´ N. Or, d’apre`s le
the´ore`me d’Artin d’inde´pendance alge´brique des homomorphismes on sait que l’application
qui envoie P sur le vecteur des ai est un isomorphisme d’espaces vectoriels de dimension finie.
Comme sur un espace de Banach de dimension finie toutes les normes sont e´quivalentes, on
peut conclure.
Proposition 2.2.8. — Soit f ∈ Cr(OF , E). Alors
(i) Dif ∈ Cr−|i|(OF , E) pour tout i ∈ I≤[r]. De plus il existe une constante C ∈ R≥0
telle que pour tout i ∈ I≤[r] on a :
‖Dif‖Cr−|i| ≤ C‖f‖Cr .
(ii) Soient i et j deux e´le´ments de I≤[r] tels que |i|+ |j| ≤ [r]. On a :
Dj
(
Dif
)
= Di+jf.
Preuve. — Supposons x ∈ OF et y, z ∈ $hFOF . En de´veloppant σ(y + z)iσ pour tout σ ∈ S
on a : ∑
i∈I≤[r]
Dif(x)
(y + z)i
i!
=
∑
i∈I≤[r]
Dif(x)
∑
k6i
yk
k!
zi−k
(i− k)!
=
∑
i∈I≤[r]
∑
k∈NS
|k|6[r]−|i|
Dk+if(x)
yk
k!
zi
i!
.
On peut alors re´e´crire εf,[r](x, y + z)− εf,[r](x+ y, z) sous la forme
−
∑
i∈I≤[r]
zi
i!
(
Dif(x+ y)−
∑
k∈NS
|k|6[r]−|i|
Dk+if(x)
yk
k!
)
.(2.2.12)
D’apre`s les ine´galite´s
|εf,[r](x, y + z)|qrh ≤ Cf,r(h) et |εf,[r](x+ y, z)|qrh ≤ Cf,r(h)
on obtient la majoration
|εf,[r](x, y + z)− εf,[r](x+ y, z)| ≤ Cf,r(h)q−rh.(2.2.13)
Notons εDif,[r] : OF ×OF → E, pour i ∈ I≤[r] et h ∈ N, la fonction de´finie par :
εDif,[r](x, y) = Dif(x+ y)−
∑
k∈NS
|k|6[r]−|i|
Dk+if(x)
yk
k!
.(2.2.14)
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On veut montrer que pour tout i ∈ I≤[r] on a :
sup
x∈OF ,y∈$hFOF
|εDif,[r](x, y)|qh(r−|i|) → 0 quand h→ +∞.
Soit x ∈ OF et y ∈ $hFOF . Par le Lemme 2.2.7 applique´ a`
∑
i∈I≤[r] εDif,[r](x, y)
zi
i! il existe
une constante C(x, y) ∈ R≥0 et un entier positif n(x, y) tels que pour tout i ∈ I≤[r] et tout
l ≥ n(x, y) on a :
|εDif,[r](x, y)|q−l|i| ≤ C(x, y) sup
z∈$lFOF
∣∣∣ ∑
i∈I≤[r]
εDif,[r](x, y)
zi
i!
∣∣∣.(2.2.15)
Remarquons que l’application de OF × $hFOF dans R≥0 de´finie par (x, y) 7→ C(x, y) est
localement constante. Notons C son maximum. De meˆme, l’application de OF ×$hFOF dans
N de´finie par (x, y) 7→ n(x, y) est localement constante. Notons n son maximum. En utilisant
les ine´galite´s (2.2.15) et (2.2.13) on de´duit alors que pour tout h ≥ n on a :
sup
x∈OF ,y∈$hFOF
|εDif,[r](x, y)|q−h|i| ≤ Cq−hrCf,r(h)
et donc, pour tout h ≥ n on a :
sup
x∈OF ,y∈$hFOF
|εDif,[r](x, y)|qh(r−|i|) ≤ CCf,r(h).
On en de´duit l’appartenance de Dif a` C
r−|i|(OF , E) et la majoration
‖Dif‖Cr−|i| ≤ C‖f‖Cr .
Par ce qui pre´ce`de la fonction Dj(Dif), pour j ∈ I≤[r]−|i|, est le terme de εDif,[r](x, ·) qui est
facteur de y
j
j! , c’est-a`-dire
Dj
(
Dif
)
= Di+jf,
d’ou` le re´sultat.
Corollaire 2.2.9. — L’application Di de C
r(OF , E) dans Cr−|i|(OF , E) de´finie par f 7→
Dif est bien de´finie et continue.
Preuve. — Il s’agit d’une conse´quence imme´diate du (i) de la Proposition 2.2.8.
Rappelons qu’une E-alge`bre de Banach est une E-alge`bre norme´e (c’est-a`-dire ve´rifiant
‖ab‖ ≤ ‖a‖ · ‖b‖ et ‖1‖ ≤ ‖1‖) telle que l’espace vectoriel norme´ sous-jacent soit un espace
de Banach.
Lemme 2.2.10. — Soit r ∈ Q≥0. L’espace Cr(OF , E) est une E-alge`bre de Banach.
Preuve. — Soient f, g ∈ Cr(OF , E). Posons pour tout x, y ∈ OF :
νfg,[r](x, y) = f(x+ y)g(x+ y)−
( ∑
i∈I≤[r]
Dif(x)
yi
i!
)( ∑
j∈I≤[r]
Djg(x)
yj
j!
)
.
Si on additionne et on soustrait le terme f(x+ y)
(∑
j∈I≤[r] Djg(x)
yj
j!
)
, on obtient :
νfg,[r](x, y) = f(x+ y)εg,[r](x, y) +
( ∑
j∈I≤[r]
Djg(x)
yj
j!
)
εf,[r](x, y).(2.2.16)
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Comme f est une fonction borne´e sur OF et g ∈ Cr(OF , E) on a :
sup
x∈OF ,y∈$hFOF
|f(x+ y)εg,[r](x, y)|qrh → 0 quand h→ +∞.(2.2.17)
De manie`re analogue, comme les fonctions Djg, pour tout j ∈ I≤[r], sont borne´es sur OF par
de´finition et g ∈ Cr(OF , E) on a :
sup
x∈OF ,y∈$hFOF
∣∣∣( ∑
j∈I≤[r]
Djg(x)
yj
j!
)
εf,[r](x, y)
∣∣∣qrh → 0 quand h→ +∞.(2.2.18)
Et donc, par (2.2.17) et (2.2.18) on de´duit
sup
x∈OF ,y∈$hFOF
|νfg,[r](x, y)|qrh → 0 quand h→ +∞.(2.2.19)
Par ailleurs, on peut re´e´crire νfg,[r](x, y) pour tout x, y ∈ OF sous la forme :
f(x+ y)g(x+ y)−
∑
k∈I≤[r]
( ∑
i+j=k
(
k
i
)
Dif(x)Djg(x)
)yk
k!
+
+
∑
k∈I>[r]
( ∑
i+j=k
(
k
i
)
Dif(x)Djg(x)
)yk
k!
.
Posons :
∀x, y ∈ OF , εfg,[r](x, y) = f(x+ y)g(x+ y)−
∑
k∈I≤[r]
( ∑
i+j=k
(
k
i
)
Dif(x)Djg(x)
)yk
k!
Par (2.2.19) et puisque l’on a :
sup
x∈OF ,y∈$hFOF
∣∣∣ ∑
k∈I>[r]
( ∑
i+j=k
(
k
i
)
Dif(x)Djg(x)
)yk
k!
∣∣∣qrh → 0 quand h→ +∞
on de´duit
sup
x∈OF ,y∈$hFOF
|εfg,[r](x, y)|qrh → 0 quand h→ +∞.(2.2.20)
La condition (2.2.20) implique que fg est de classe Cr et l’e´galite´ suivante
∀k ∈ I≤[r], Dk(fg) =
∑
i+j=k
(
k
i
)
DifDjg.
Il nous reste a` montrer l’ine´galite´ suivante :
∀f, g ∈ Cr(OF , E), ‖fg‖Cr ≤ ‖f‖Cr‖g‖Cr .(2.2.21)
(i) On a :
sup
x∈OF
∣∣∣Dk(fg)(x)
k!
∣∣∣ ≤ sup
i+j=k
(
sup
x∈OF
∣∣∣Dif(x)
i!
∣∣∣ sup
x∈OF
∣∣∣Djg(x)
j!
∣∣∣) ≤ ‖f‖Cr‖g‖Cr .
(ii) En utilisant l’e´galite´ (2.2.16) on en de´duit la minoration
sup
x,y∈OF
|εfg,[r](x, y)|
|y|r ≤ ‖f‖Cr‖g‖Cr .
En revenant a` la de´finition de ‖ · ‖Cr on de´duit de (i) et de (ii) l’ine´galite´ (2.2.21).
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2.2.2.1. Composition de fonctions. — Soit f : OF → E une fonction de classe Cr et h
une fonction de OF dans OF . Dans ce paragraphe nous donnons une condition suffisante sur
h pour que f ◦ h : OF → E soit de classe Cr.
Commenc¸on par la de´finition suivante.
De´finition 2.2.11. — Soit r ∈ Q≥0. On dit que h : OF → F est de classe Cr,id sur OF
s’il existe des fonctions borne´es h(i) : OF → F , pour 0 ≤ i ≤ [r], telles que, si l’on de´finit
εh,[r] : OF ×OF → F par :
εh,[r](x, y) = f(x+ y)−
[r]∑
i=0
h(i)(x)
yi
i!
et pour tout k ∈ N
Ch,r(k) = sup
x∈OF ,y∈$kFOF
|εh,[r](x, y)|qrk
alors Ch,r(k) tend vers 0 quand k tend vers +∞.
Le meˆme raisonnement donne´ dans la Remarque 2.2.2 nous dit qu’une fonction h : OF → F
de classe Cr,id est continue.
Lemme 2.2.12 (Unicite´). — Soit h une fonction de OF dans F de classe Cr,id. Alors il
existe une unique famille de fonctions{
h(i) : OF → F, 0 ≤ i ≤ [r]
}
qui ve´rifie la De´finition 2.2.11.
Preuve. — La preuve e´tant similaire a` celle du Lemme 2.2.4, nous y renvoyons le lecteur.
Notons Cr,id(OF , F ) l’ensemble des fonctions de OF dans F qui sont de classe Cr,id. On
munit Cr,id(OF , F ) de la norme ‖ · ‖Cr,id de´finie par :
‖h‖Cr,id = sup
(
sup
0≤i≤[r]
sup
x∈OF
∣∣∣h(i)(x)
i!
∣∣∣, sup
x,y∈OF
|εh,[r](x, y)|
|y|r
)
ce qui en fait un espace de Banach sur F .
Proposition 2.2.13 (Composition de fonctions). — Soit r ∈ Q≥0. Si h : OF → OF est
une fonction de classe Cr,id alors
(i) ∀f ∈ Cr(OF , E), f ◦ h ∈ Cr(OF , E) ;
(ii) l’application de Cr(OF , E) dans Cr(OF , E) de´finie par f 7→ f ◦ h est continue.
Preuve. — Le cas [r] = 0 est imme´diat et est laisse´ au lecteur. Supposons donc [r] ≥ 1.
Posons pour tout x, y ∈ OF :
εf◦h,[r](x, y) = f(h(x+ y))−
∑
j∈I≤[r]
Djf(h(x))
(∑[r]
i=1 h
(i)(x)y
i
i!
)j
j!
.(2.2.22)
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Si on additionne et on soustrait le terme f
(
h(x) +
∑[r]
i=1 h
(i)(x)y
i
i!
)
, on obtient :
f(h(x+ y))− f
(
h(x) +
[r]∑
i=1
h(i)(x)
yi
i!
)
+ f
(
h(x) +
[r]∑
i=1
h(i)(x)
yi
i!
)
−
−
∑
j∈I≤[r]
Djf(h(x))
(∑[r]
i=1 h
(i)(x)y
i
i!
)j
j!
.
On peut re´e´crire f(h(x+ y))− f
(
h(x) +
∑[r]
i=1 h
(i)(x)y
i
i!
)
sous la forme
f(h(x+ y))− f(h(x+ y)− εh,[r](x, y)).
Comme f est une fonction de classe Cr sur OF et donc par le Lemme 2.2.3 de classe C1, et
h ∈ Cr,id(OF , F ), on a pour y suffisamment petit :∣∣f(h(x+ y))− f(h(x+ y)− εh,[r](x, y))| ≤ (sup
σ∈S
sup
x∈OF
|Deσf(x)|)|εh,[r](x, y)|.(2.2.23)
L’ine´galite´ (2.2.23) et le fait que h est une fonction de classe Cr,id sur OF impliquent
sup
x∈OF ,y∈$lFOF
|f(h(x+ y))− f(h(x+ y)− εh,[r](x, y))|qrl → 0 quand l→ +∞.
Par ailleurs, comme f est une fonction de classe Cr sur OF alors
sup
x∈OF ,y∈$lFOF
∣∣∣∣∣f(h(x) +
[r]∑
i=1
h(i)(x)
yi
i!
)
−
∑
j∈I≤[r]
Djf(h(x))
(∑[r]
i=1 h
(i)(x)y
i
i!
)j
j!
∣∣∣∣∣qrl
tend vers 0 quand l tend vers +∞. Avec ce qui pre´ce`de on en de´duit :
sup
x∈OF ,y∈$lFOF
|εf◦h,[r](x, y)|qrl → 0 quand l→ +∞.(2.2.24)
La condition (2.2.24) implique que f ◦h est une fonction de classe Cr sur OF et que Di(f ◦h)
est le terme de εf◦h,[r](·, y) qui est facteur de y
i
i! .
Il nous reste a` montrer le (ii).
• Par ce qui pre´ce`de on a :
∀i ∈ I≤[r], sup
x∈OF
∣∣∣Di(f ◦ h)(x)
i!
∣∣∣ ≤ sup(1, ‖h‖rCr,id)‖f‖Cr .
• Soit m ∈ N tel que εh,[r](x, y) ∈ OF pour tout x ∈ OF , y ∈ $mF OF . Par l’ine´galite´
(2.2.23) on a :
sup
x∈OF ,y∈$mF OF
∣∣f(h(x+ y))− f(h(x+ y)− εh,[r](x, y))||y|−r ≤ ‖h‖Cr,id‖f‖Cr .
De plus, comme f est une fonction de classe Cr on a :
sup
x∈OF ,y∈$mF OF
∣∣∣∣∣f(h(x) +
[r]∑
i=1
h(i)(x)
yi
i!
)
−
∑
j∈I≤[r]
Djf(h(x))
(∑[r]
i=1 h
(i)(x)y
i
i!
)j
j!
∣∣∣∣∣|y|−r
≤ sup
x∈OF ,y∈$mF OF
|εf,[r](x, y)||y|−r
≤ ‖f‖Cr .
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• Supposons y /∈ $mF OF . En utilisant (2.2.22) on de´duit
sup
x∈OF ,y /∈$mF OF
|εf◦h,[r](x, y)|
|y|r ≤ q
mr sup(‖f‖Cr , ‖f‖Cr‖h‖Cr,id).
En revenant a` la de´finition de ‖ · ‖Cr on de´duit qu’il existe une constante C ∈ R>0 telle que
‖f ◦ h‖Cr ≤ C‖f‖Cr pour tout f ∈ Cr(OF , E). D’ou` le re´sultat.
2.3. Lien avec les fonctions localement analytiques
2.3.1. Espaces de fonctions localement Qp-analytiques. — Soit J ⊆ S et soit dσ ∈ N
pour tout σ ∈ S\J . Nous allons rappeler la construction de l’espace F(OF , J, (dσ)σ∈S\J), puis
nous montrons que cet espace s’injecte de fac¸on continue dans Cr(OF , E).
Pour a ∈ OF et n ∈ N, on note O(a + $nFOF , J, (dσ)σ∈S\J) le E-espace vectoriel des
fonctions f : a+$nFOF → E de la forme
f(z) =
∑
m=(mσ)σ∈S∈NS
mσ≤dσ si σ∈S\J
am(a)(z − a)m
avec am(a) ∈ E et |am(a)|q−n(|m|) → 0 quand |m| → +∞. C’est un espace de Banach sur E
pour la topologie induite par la norme ‖ · ‖a,n de´finie par :
‖f‖a,n = sup
m
(
|am(a)|q−n(|m|)
)
.
Pour h ∈ N, on note Fh(OF , J, (dσ)σ∈S\J) le E-espace vectoriel des fonctions f : OF → E
telles que
∀a ∈ OF , f |a+$hFOF ∈ O(a+$
h
FOF , J, (dσ)σ∈S\J).
On munit cet espace de la norme ‖ · ‖Fh de´finie par
‖f‖Fh = sup
amod$hF
‖f |a+$hFOF ‖a,h ,(2.3.1)
ce qui en fait un espace de Banach sur E. On voit imme´diatement que cette de´finition ne
de´pend pas du choix des re´pre´sentants. De plus, on sait par [54, p. 107] que les inclusions
Fh(OF , J, (dσ)σ∈S\J) ⊆ Fh+1(OF , J, (dσ)σ∈S\J)
sont continues et compactes.
De´finition 2.3.1. — On note F(OF , J, (dσ)σ∈S\J) le E-espace vectoriel des fonctions f : OF →
E pour lesquelles il existe un entier positif ou nul h tel que f ∈ Fh(OF , J, (dσ)σ∈S\J).
On munit l’espace F(OF , J, (dσ)σ∈S\J) de la topologie de la limite inductive, ce qui en fait
un espace de type compact.
Proposition 2.3.2. — Pour h ∈ N et r ∈ Q≥0 on a Fh(OF , S) ⊂ Cr(OF , E) et, quel que
soit g dans Fh(OF , S) on a :
‖g‖Cr ≤ ‖g‖Fh qrh.
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Preuve. — Soit g ∈ Fh(OF , S). Fixons un syste`me de repre´sentantsAh des classes deOF /$hFOF .
Par hypothe`se on peut e´crire g sous la forme
g(x) =
∑
m∈NS
am(a)(x− a)m
quels que soient a ∈ Ah et x ∈ a + $hFOF . Posons pour tout i ∈ I≤[r], tout a ∈ Ah et tout
x ∈ a+$hFOF :
Dig(x)
i!
=
∑
m∈NS
m>i
am(a)
(
m
i
)
(x− a)m−i.(2.3.2)
Montrons d’abord que l’on a l’ine´galite´ suivante :
∀x ∈ OF ,
∣∣∣Dig(x)
i!
∣∣∣ ≤ ‖g‖Fh qh|i|.(2.3.3)
En effet par la formule (2.3.2) on a les ine´galite´s suivantes pour tout a ∈ Ah et tout x ∈
a+$hFOF : ∣∣∣Dig(x)
i!
∣∣∣ ≤ sup
m
∣∣∣am(a)(m
i
)
(x− a)m−i
∣∣∣
≤ sup
m
(
|am(a)|q−h|m|
)
qh|i|
= ‖g‖Fh qh|i|.
Comme le membre de droite ne de´pend pas de a ∈ Ah on en de´duit l’ine´galite´ pour tout
x ∈ OF . Posons :
∀x, y ∈ OF , εg,[r](x, y) = g(x+ y)−
∑
i∈I≤[r]
Dig(x)
yi
i!
.(2.3.4)
Donnons d’abord une estimation de |εg,[r](x, y)| pour tout x ∈ OF et tout y ∈ $hFOF . En
de´veloppant g(x+ y) pour x ∈ a+$hFOF on obtient :
g(x+ y) =
∑
m∈NS
am(a)
(
(x− a) + y)m
=
∑
m∈NS
∑
i6m
am(a)
(
m
i
)
(x− a)m−iyi.
La formule (2.3.2) et celle ci-dessus permettent de re´e´crire εg,[r](x, y) sous la forme
εg,[r](x, y) =
∑
i∈I>[r]
Dig(x)
i!
yi.
Par l’ine´galite´ (2.3.3) on a :
|εg,[r](x, y)| = sup
i∈I>[r]
∣∣∣Dig(x)
i!
yi
∣∣∣ ≤ sup
i∈I>[r]
‖g‖Fh q(h−valF (y)/f)|i| ≤ ‖g‖Fh q(h−valF (y)/f)([r]+1)
(rappelons que q = pf est la cardinalite´ du corps re´siduel de F ), d’ou`
|εg,[r](x, y)|qrvalF (y)/f ≤ ‖g‖Fh q(h−valF (y)/f)([r]+1)qrvalF (y)/f .(2.3.5)
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Comme −(valF (y)/f)([r]+1)+rvalF (y)/f tend vers −∞ quand valF (y)→ +∞, cela montre
que g est de classe Cr.
La majoration ‖g‖Cr ≤ ‖g‖Fh qrh se de´duit de la formule (2.3.4) et des majorations (2.3.3)
et (2.3.5).
De´finition 2.3.3. — Notons F(OF , S) l’espace F(U, J, (dσ)σ∈S\J) pour U = OF et J =
S (et donc S\J = ∅) ou, autrement dit, le E-espace vectoriel des fonctions f : OF → E
localement Qp-analytiques.
Corollaire 2.3.4. — L’espace F(OF , S) s’injecte de fac¸on continue dans Cr(OF , E).
Preuve. — Comme l’espace F(OF , S) est muni de la topologie de la limite inductive le re´-
sultat est une conse´quence imme´diate de la Proposition 2.3.2.
2.3.2. De´composition en vaguelettes des fonctions de classe Cr. — Conservons les
notations du §2.3.1. Si I est un ensemble, on note c0(I) l’espace des fonctions f : I → E telles
que :
∀ε > 0, |{i ∈ I, |f(i)| ≥ ε}| < +∞
et on le munit de la norme de´finie par :
‖f‖∞ = sup
i∈I
|f(i)|.
Soit V un espace de Banach sur E. Une famille (ei)i∈I d’e´le´ments de V est une base de Banach
de V si l’application de c0(I) dans V de´finie par (ai)i∈I 7→
∑
i∈I aiei est un isomorphisme
d’espaces de Banach. Rappelons que tout E-espace de Banach V posse`de des bases de Banach
[54, Proposition 10.1] et que, si ‖V ‖ ⊆ |E|, il existe un ensemble I tel que V est isome´trique
a` (c0(I), ‖ · ‖∞) [54, Remarque 10.2].
Soit r ∈ Q≥0. Le but de ce paragraphe est d’exhiber une agre´able base de Banach de
Cr(OF , E), qui de´pend de r et qui consiste d’une famille de´nombrable de fonctions localement
Qp-polynomiales. Si F = Qp cette base co¨ıncide avec celle construite par Van der Put [63]
pour l’espace des fonctions continues sur Zp, et ge´ne´ralise´e par Colmez [23] pour r quelconque.
Signalons que pour l’espace des fonctions continues sur OF cette base a de´ja` e´te´ construite
par De Shalit [31, §2].
Posons A−1 = ∅ et A0 = {0}. Choisissons pour tout h ∈ N>0 un syste`me de repre´sentants
Ah ⊂ OF des classes de OF /$hFOF de sorte que Ah ⊃ Ah−1 et notons
A =
∐
h≥0
Ah\Ah−1.
On a de meˆme A =
⋃
h≥0Ah. Pour tout a ∈ A on de´finit l(a) comme le plus petit entier n0
tel que a ∈ An0 . De plus, on fixe une nume´rotation a1, a2, . . . des e´le´ments de A de sorte que
si am ∈ Ai et an ∈ Ai+1\Ai alors m < n.
Si U est un ouvert de OF alors 1U de´signe sa fonction caracte´ristique.
Posons pour tout N,h ∈ N :
FN (OF , S) =
∑
d∈I≤N
F(OF , ∅, d);
FNh (OF , S) =
∑
d∈I≤N
Fh(OF , ∅, d).
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L’espace FN (OF , S) (resp. FNh (OF , S)) est un sous-E-espace vectoriel de F(OF , S) (resp.
Fh(OF , S)).
Proposition 2.3.5. — Soit h ∈ N.
(i) Les fonctions
1
a+$
l(a)
F OF
(z)
(z − a
$
l(a)
F
)i
pour a ∈ Ah et i ∈ I≤[r] forment une base de F [r]h (OF , S) ;
(ii) Les fonctions
1
a+$
l(a)
F OF
(z)
(z − a
$l(a)
)i
pour a ∈ A et i ∈ I≤[r] forment une base de F [r](OF , S).
Preuve. — Notons fa,i et ga,i pour a ∈ Ah et i ∈ I≤[r] les fonctions de´finies pour z ∈ OF par :
fa,i(z) = 1a+$hFOF (z)
(z − a
$hF
)i
ga,i(z) = 1a+$l(a)F OF
(z)
(z − a
$
l(a)
F
)i
.
Les fonctions fa,i pour a ∈ Ah et i ∈ I≤[r] forment une base de F [r]h (OF , S). On fixe deux
nume´rotations :
η : Ah −→ N
ι : Ah × I≤[r] −→ N
de sorte que ι(a, i) < ι(b, j) si une parmi les trois conditions suivantes est satisfaite :
(i) |i| < |j| ;
(ii) |i| = |j| et i < j par rapport a` l’ordre lexicographique ;
(iii) i = j et η(a) < η(b).
En e´crivant
(
z−a
$
l(a)
F
)i
=
(
$
h−l(a)
F
z−a−b$l(a)F
$hF
+ b
)i
pour z ∈ OF et en de´veloppant on obtient :
ga,i(z) = 1a+$l(a)F OF
(z)
(z − a
$
l(a)
F
)i
=
( ∑
b∈Ah−l(a)
1
a+b$
l(a)
F +$
h
FOF
(z)
)(z − a
$
l(a)
F
)i
=
∑
b∈Ah−l(a)
∑
m6i
smfa+b$l(a)F ,m
(z)
ou` l’on a note´
sm =
(
i
m
)(
$
h−l(a)
F
)m
bi−m.
La matrice permettant de passer des ga,i aux fa,i pour a ∈ Ah et i ∈ I≤[r] est triangulaire
par blocs, a` coefficients entiers, chaque bloc diagonal e´tant une matrice triangulaire infe´rieure
avec des e´le´ments de OF \{0} sur la diagonale. Cela entraˆıne le (i) et le (ii).
Fixons un plongement ρ : F ↪→ E. Si a ∈ A et i ∈ I≤[r], on note ea,i,r l’e´le´ment de
F [r](OF , S) de´fini par :
z 7→ ea,i,r(z) = ρ($F )[l(a)r]1a+$l(a)F OF (z)
(z − a
$
l(a)
F
)i
.
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La Proposition 2.3.5 implique la remarque suivante.
Remarque 2.3.6. — (i) Les ea,i,r pour a ∈ Ah et i ∈ I≤[r] forment une base de F [r]h (OF , S).
(ii) Les ea,i,r pour a ∈ A et i ∈ I≤[r] forment une base de F [r](OF , S).
Lemme 2.3.7. — Si i ∈ I≤[r] alors
‖e0,i,r‖Cr = 1 et ‖ea,i,r‖Cr ≤ q−([l(a)r]−l(a)r+r−|i|) ≤ q si a ∈ A\{0}.
Preuve. — Supposons a = 0 et notons f = e0,i,r. Alors par l’Exemple 2.2.5 on a :
sup
m∈I≤[r]
sup
x∈OF
∣∣∣Dmf(x)
i!
∣∣∣ = 1 et sup
x,y∈OF
|εf,[r](x, y)|
|y|r = 0,
ce qui entraˆıne ‖f‖Cr = 1.
Supposons maintenant a ∈ A\{0} (et donc l(a) ≥ 1). Soit i ∈ I≤[r]. Notons g = ea,i,r. On
a pour tout m ∈ I≤[r] tel que m 6 i :
Dmg(x)
m!
= ρ($F )
[l(a)r]
(
$
−l(a)
F
)m
1
a+$
l(a)
F OF
(x)
(
i
m
)(x− a
$
l(a)
F
)(i−m)
et
Dmg(x)
m! = 0 sinon. On en de´duit pour tout m ∈ I≤[r] :∣∣∣Dmg(x)
m!
∣∣∣ ≤ q−[l(a)r]ql(a)|m| ≤ q−[l(a)r]ql(a)|i| ≤ q−([l(a)r]−l(a)r+r−|i|)
Notons que l’on a :
εg,[r](x, y) = ρ($F )
[l(a)r]
(
1
a+$
l(a)
F OF
(x+ y)− 1
a+$
l(a)
F OF
(x)
)(x+ y − a
$
l(a)
F
)i
,
d’ou` εg,[r](x, y) = 0 si y ∈ $l(a)F OF ou si ni x ni x + y n’appartiennent a` a + $l(a)F OF . Pour
conclure il reste a` e´tudier deux cas :
(i) si y ∈ OF \$l(a)F OF et x+ y ∈ a+$l(a)F OF , on a :
|εg,[r](x, y)|
|y|r ≤ q
−[l(a)r]qr(l(a)−1) ≤ q−([l(a)r]−l(a)r+r−|i|).
(ii) si y ∈ OF \$l(a)F OF et x ∈ a+$l(a)F OF , on a :
|εg,[r](x, y)|
|y|r = q
−[l(a)r]ql(a)|i||y||i|−r ≤ q−([l(a)r]−l(a)r+r−|i|).
En revenant a` la de´finition de ‖ · ‖Cr on en de´duit le lemme.
Lemme 2.3.8. — Soit h ∈ N. Si ba ∈ E pour tout a ∈ Ah alors
sup
a∈Ah
|ba| ≤
∥∥ ∑
a∈Ah
baea,0,r
∥∥
Cr
qr.
Preuve. — La de´monstration se fait par re´currence sur h, le cas h = 0 e´tant trivial. D’apre`s la
construction de l’ensemble A, pour tout a ∈ Ah\Ah−1 il existe ua ∈ O×F tel que a+ua$h−1F ∈
Ah−1. Notons f la fonction de´finie par :
f(z) =
∑
a∈Ah
baea,0,r(z).
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Comme les ea,0,r sont localement constantes on ve´rifie imme´diatement que Dif = 0 pour
tout i ∈ I≤[r]\{0} et donc on a εf,[r](x, y) = f(x+ y)− f(x). De plus, pour tout a ∈ Ah−1 la
fonction ea,0,r est constante modulo $
h−1
F OF et, par construction de l’ensemble A, on a :∑
c∈Ah\Ah−1
bc1c+$l(c)F OF
(a) =
∑
c∈Ah\Ah−1
bc1c+$hFOF (a) = 0.
En effet, si a ∈ Ah−1 alors a /∈ c + $hFOF quel que soit c ∈ Ah. On obtient alors pour
a ∈ Ah\Ah−1 :
εf,[r](a, ua$
h−1
F ) = f(a+ ua$
h−1
F )− f(a) = −ρ($F )[rh]ba
ce qui implique
sup
a∈Ah\Ah−1
|ba| ≤ sup
a∈Ah\Ah−1
q[hr]|εf,[r](a, ua$h−1F )| ≤ q[hr]qr(1−h)‖f‖Cr ,(2.3.6)
d’ou`
sup
a∈Ah\Ah−1
|ba| ≤ ‖f‖Cr qr.(2.3.7)
De plus, par le Lemme 2.3.7 si a ∈ Ah\Ah−1 on a :
‖ea,0,r‖Cr ≤ q−([hr]−hr+r).(2.3.8)
Par l’e´galite´ ∑
a∈Ah−1
baea,0,r = f −
∑
a∈Ah\Ah−1
baea,0,r
couple´e aux ine´galite´s (2.3.6) et (2.3.8) on de´duit :∥∥ ∑
a∈Ah−1
baea,0,r
∥∥
Cr
≤ sup
(∥∥f∥∥
Cr
, sup
a∈Ah\Ah−1
|ba|
∥∥ea,0,r∥∥Cr) ≤ ‖f‖Cr .(2.3.9)
Par hypothe`se de re´currence on a :
sup
a∈Ah−1
|ba| ≤
∥∥ ∑
a∈Ah−1
baea,0,r
∥∥
Cr
qr.(2.3.10)
Les relations (2.3.7), (2.3.9) et (2.3.10) nous permettent alors de conclure.
Si f ∈ F [r](OF , S) on note ba,i,r(f), pour a ∈ A et i ∈ I≤[r], les coefficients de f dans la
base des ea,i,r.
Lemme 2.3.9. — Il existe C ∈ R≥0 tel que pour tout f ∈ F [r](OF , S) on a :
sup
a∈A
sup
i∈I≤[r]
|ba,i,r(f)| ≤ C‖f‖Cr .
Preuve. — La de´monstration se fait par re´currence sur [r], le cas [r] = 0 e´tant trivial. Soit
τ ∈ S. Par hypothe`se de re´currence il existe Cτ ∈ R≥0 tel que :
sup
a∈A
sup
i∈I≤[r]
|ba,i,r(Deτ f)| ≤ Cτ‖Deτ f‖Cr−1 .
Notons que pour tout i ∈ I≤[r] on a ba,i,r(Deτ f) = iτ ba,j,r(f), ou` j = (jσ)σ∈S est de´fini par
jσ =
{
iσ si σ 6= τ
iτ + 1 si σ = τ ,
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avec iτ ≤ [r] car f ∈ F [r](OF , S). Donc, quitte a` changer la constante Cτ , on en de´duit que
sup
a∈A
sup
i∈I≤[r]
iτ≥1
|ba,i,r(f)| ≤ Cτ‖Deτ f‖Cr−1 .
D’apre`s le (i) de la Proposition 2.2.8 il existe une constante M ∈ R≥0 telle que ‖Deτ f‖Cr−1 ≤
M‖f‖Cr d’ou` l’ine´galite´
sup
a∈A
sup
i∈I≤[r]
iτ≥1
|ba,i,r(f)| ≤ CτM‖f‖Cr ,
et comme ceci vaut pour n’importe quel τ ∈ S on de´duit
sup
a∈A
sup
i∈I≤[r]
|i|≥1
|ba,i,r(f)| ≤ sup
τ∈S
{Cτ}M‖f‖Cr .(2.3.11)
Pour terminer, il ne reste qu’a` majorer les coefficients restants. Conside´rons pour cela la
fonction f0 de´finie par :
f0 = f −
∑
a∈A
∑
i∈I≤[r]
|i|≥1
ba,i,r(f)ea,i,r.
Par le Lemme 2.3.8, l’ine´galite´ (2.3.11) et le Lemme 2.3.7 on a :
sup
a∈A
|ba,0,r(f)| ≤ ‖f0‖Cr qr ≤ C‖f‖Cr
ou` l’on a pose´
C = sup
{
qr, sup
τ∈S
{Cτ}M qr+1
}
.
D’ou` le re´sultat.
Proposition 2.3.10. — Soit h ∈ N. Si f ∈ Cr(OF , E) on note fh l’e´le´ment de F [r](OF , S)
de´fini par :
fh(z) =
∑
a∈Ah
1a+$hFOF (z)
( ∑
i∈I≤[r]
Dif(a)
(z − a)i
i!
)
.
Alors :
(i) Il existe une constante C ∈ R≥0 et un n0 ∈ N tels que pour tout h ≥ n0 on a :
‖fh+1 − fh‖Fh+1 ≤ Cf,r(h)Cq−rh;
(ii) fh tend vers f dans C
r(OF , E) quand h tend vers +∞.
Preuve. — (i) D’apre`s l’e´galite´
fh+1(z) =
∑
a∈Ah
∑
b∈A1
1a+b$hF+$
h+1
F OF (z)
( ∑
i∈I≤[r]
Dif(a+ b$
h
F )
(z − a− b$hF )i
i!
)
on de´duit que fh+1(z)− fh(z) peut se re´crire sous la forme∑
a∈Ah
∑
b∈A1
1a+b$hF+$
h+1
F OF (z)
( ∑
i∈I≤[r]
Dif(a+ b$
h
F )
(z − a− b$hF )i
i!
−Dif(a) (z − a)
i
i!
)
.
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En de´veloppant, pour a ∈ Ah et b ∈ A1, σ(z − a)iσ = σ((z − a − b$hF ) + b$hF )iσ pour tout
σ ∈ S on a :∑
i∈I≤[r]
(
Dif(a+ b$
h
F )
(z − a− b$hF )i
i!
−Dif(a) (z − a)
i
i!
)
=
∑
i∈I≤[r]
(
Dif(a+ b$
h
F )
(z − a− b$hF )i
i!
−
∑
k∈I≤[r]
k6i
Dif(a)
(z − a−$hF b)k
k!
($hF b)
i−k
(i− k)!
)
=
∑
j∈I≤[r]
(
Djf(a+ b$
h
F )
(z − a− b$hF )j
j!
−
∑
s∈I≤[r]
|s|6[r]−|j|
Dj+sf(a)
(z − a−$hF b)j
j!
($hF b)
s
s!
)
=
∑
j∈I≤[r]
1
j!
(
Djf(a+ b$
h
F )−
∑
s∈I≤[r]
|s|6[r]−|j|
Dj+sf(a)
($hF b)
s
s!
)(
z − a− b$hF
)j
.
Par la preuve de la Proposition 2.2.8 il existe une constante C ∈ R≥0 et un n0 ∈ N tels que
pour tout h ≥ n0, tout a ∈ Ah et tout b ∈ A1 on a :∣∣∣Djf(a+ b$hF )− ∑
s∈I≤[r]
|s|≤[r]−|j|
Dj+sf(a)
($hF b)
s
s!
∣∣∣ ≤ qh(|j|−r)Cf,r(h)C.
On en de´duit pour tout h ≥ n0
‖fh+1 − fh‖Fh+1 ≤ sup
j∈I≤[r]
(
q−(h+1)|j|qh(|j|−r)Cf,r(h)C
)
= q−rhCf,r(h)C,
d’ou` le (i).
(ii) D’apre`s la Proposition 2.3.2 et par le (i) on a pour tout h ≥ n0 :
‖fh+1 − fh‖Cr ≤ ‖fh+1 − fh‖Fh+1qr(h+1) ≤ qrCf,r(h)C
et comme Cf,r(h) tend vers 0 quand h tend vers +∞ on en de´duit que fh a une limite dans
Cr(OF , E). Comme par ailleurs fh(a) = f(a) si a ∈ Ah par de´finition de fh, cette limite
co¨ıncide avec f sur A, et donc partout par continuite´, ce qui termine la preuve du (ii).
Le the´ore`me suivant est essentiellement un corollaire des re´sultats que l’on a prouve´s ci-
dessus :
The´ore`me 2.3.11. — La famille des ea,i,r, pour a ∈ A et i ∈ I≤[r], forme une base de
Banach de Cr(OF , E).
Preuve. — Conside´rons l’application
θ : c0(A× I≤[r])→ Cr(OF , E), (ba,i) 7→
∑
a∈A
∑
i∈I≤[r]
ba,iea,i,r.
Par le Lemme 2.3.7 on de´duit que θ est bien une application continue de c0(A × I≤[r]) dans
Cr(OF , E). Notons ϕ l’application de F [r](OF , S) dans c0(A×I≤[r]) qui a` tout f ∈ F [r](OF , S)
associe les coefficients de f dans la base des ea,i,r (Remarque 2.3.6 (ii)). Le Lemme 2.3.9 im-
plique que cette application est continue une fois que l’on munit F [r](OF , S) de la topologie
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induite par celle de Cr(OF , E). Comme F [r](OF , S) est dense dans Cr(OF , E) par la Proposi-
tion 2.3.10, alors ϕ s’e´tend de fac¸on unique en une application continue, que l’on de´signera du
meˆme nom, de Cr(OF , E) dans c0(A× I≤[r]). Comme θ ◦ϕ(f) = f pour tout f ∈ F [r](OF , E)
on en de´duit que θ◦ϕ = id. De manie`re analogue on a ϕ◦θ = id, ce qui prouve le re´sultat.
Remarque 2.3.12. — Soit l ∈ Q≥0 tel que l < r. Alors Cr(OF , E) ( C l(OF , E). En effet il
suffit de conside´rer la fonction f de´finie par :
f =
∑
a∈A
ρ($F )
[rl(a)]−[l l(a)]ea,0,l.
Le The´ore`me 2.3.11 implique que f est une fonction de classe C l mais pas de classe Cr.
2.3.3. Construction de sous-espaces ferme´s. — Soit r ∈ Q≥0, J ⊆ S et dσ ∈ N pour
σ ∈ S\J . Nous allons de´finir un sous-espace ferme´ de Cr(OF , E) qui de´pend de J et de
(dσ)σ∈S\J et puis nous construisons une base de Banach de cet espace a` partir de la base de
Banach de Cr(OF , E) de´crite au §2.3.2.
Posons :
J ′ = J
∐
{σ ∈ S\J, dσ + 1 > r}
et de´signons par eσ le vecteur de NS ayant toutes ses composantes nulles sauf celle d’indice
σ qui est e´gal a` 1. Notons pour tout f ∈ Cr(OF , E) :
∀σ ∈ S, 0 ≤ i ≤ [r], ∂
i
∂ziσ
f = Dieσf.
De´finition 2.3.13. — On note Cr(OF , J ′, (dσ)σ∈S\J ′) le sous-E-espace vectoriel des fonc-
tions f de classe Cr sur OF telles que
∀σ ∈ S\J ′, ∂
dσ+1
∂zdσ+1σ
f = 0.
D’apre`s le Corollaire 2.2.9 l’ope´rateur Di est continu pour tout i ∈ I≤[r] ce qui implique
que l’espace Cr(OF , J ′, (dσ)σ∈S\J ′) est bien un sous-espace ferme´ de Cr(OF , E). On le munit
de la topologie induite par celle de Cr(OF , E) qui en fait un espace de Banach sur E.
Si L de´signe J ou J ′ posons pour tout N ∈ N :
FN (OF , L, (dσ)σ∈S\L) = FN (OF , S) ∩ F(OF , L, (dσ)σ∈S\L).
Remarque 2.3.14. — Par de´finition de l’espace F [r](OF , S) on voit que
F [r](OF , J ′, (dσ)σ∈S\J ′) = F [r](OF , J, (dσ)σ∈S\J).
Posons :
Y =
{
i ∈ NS , iσ ≤ dσ si σ ∈ S\J
}
Y ′ =
{
i ∈ NS , iσ ≤ dσ si σ ∈ S\J ′
}
,
et notons que Y ∩ I≤[r] = Y ′ ∩ I≤[r].
Proposition 2.3.15. — La famille des ea,i,r, pour a ∈ A et i ∈ Y ′ ∩ I≤[r], est une base de
Banach de Cr(OF , J ′, (dσ)σ∈S\J ′).
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Preuve. — Soit f ∈ Cr(OF , J ′, (dσ)σ∈S\J ′) et τ ∈ S\J ′. Par le The´ore`me 2.3.11 il existe une
unique suite (ba,i)a,i d’e´le´ments de E tendant vers 0 tel que f s’e´crit sous la forme
f =
∑
a∈A
∑
i∈I≤[r]
ba,iea,i,r.
Par continuite´ de l’ope´rateur ∂
dτ+1
∂zdτ+1τ
(Corollaire 2.2.9) on obtient :
∂dτ+1
∂zdτ+1τ
f =
∑
a∈A
∑
i∈I≤[r]
∂dτ+1
∂zdτ+1τ
ba,iea,i,r.
Or, si j de´signe l’e´le´ment de NS de´fini par :
jσ =
{
iσ − dτ − 1 si σ = τ
iσ sinon
un calcul simple montre que
∂dτ+1
∂zdτ+1τ
ea,i,r =
{
iτ (iτ − 1) . . . (iτ − dτ )ea,j,r si iτ ≥ dτ + 1
0 sinon.
On en de´duit que ∂
dσ+1
∂zdσ+1σ
f = 0 pour tout σ ∈ S\J ′ si et seulement si f s’e´crit sous la forme
f =
∑
a∈A
∑
i∈Y ′∩I≤[r]
ba,iea,i,r,
d’ou` le re´sultat.
Corollaire 2.3.16. — Si N est un entier tel que N ≥ [r] alors l’espace FN (OF , J, (dσ)σ∈S\J)
est dense dans Cr(OF , J ′, (dσ)σ∈S\J ′).
Preuve. — La de´monstration de´coule directement de la Proposition 2.3.15.
2.4. Duaux
Conservons les notations du §2.3.3 et, pour tout N ∈ N, notons FN (OF , J, (dσ)σ∈S\J)∨
l’ensemble des formes line´aires sur FN (OF , J, (dσ)σ∈S\J). Si N est tel que N ≥ [r], alors le
Corollaire 2.3.16 assure que l’inclusion
FN (OF , J, (dσ)σ∈S\J) ⊆ Cr(OF , J ′, (dσ)σ∈S\J ′)
induit une injection
Cr(OF , J ′, (dσ)σ∈S\J ′)∨ ↪→ FN (OF , J, (dσ)σ∈S\J)∨.
Dans cette section nous allons donner une condition ne´cessaire et suffisante pour qu’une forme
line´aire µ : FN (OF , J, (dσ)σ∈S\J) → E s’e´tende en une forme line´aire continue sur l’espace
de Banach Cr(OF , J ′, (dσ)σ∈S\J ′). Elle ge´ne´ralise un re´sultat duˆ a` Amice-Ve´lu [2] et Vishik
[65].
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2.4.1. Distributions d’ordre r. —
De´finition 2.4.1. — On appelle distribution (J ′, (dσ)σ∈S\J ′)-tempe´re´e d’ordre r sur OF
toute forme line´aire continue sur l’espace de Banach Cr(OF , J ′, (dσ)σ∈S\J ′).
On note
(
Cr(OF , J ′, (dσ)σ∈S\J ′)∨, ‖·‖Dr,J ′,(dσ)σ
)
l’espace des distributions (J ′, (dσ)σ∈S\J ′)-
tempe´re´es d’ordre r sur OF muni de la topologie forte.
Soit N ∈ N. Si µ ∈ FN (OF , J, (dσ)σ∈S\J)∨ et si f ∈ FN (OF , J, (dσ)σ∈S\J) on note, pour
a ∈ OF et n ∈ N :
µ
(
1a+$nFOF f
)
=
∫
a+$nFOF
f(z)µ(z)
ou` 1a+$nFOF de´signe la fonction caracte´ristique de a+$
n
FOF .
The´ore`me 2.4.2. — (i) Soit µ ∈ Cr(OF , J ′, (dσ)σ∈S\J ′)∨. Il existe une constante Cµ ∈ R≥0
telle que pour tout a ∈ OF , tout n ∈ N et tout i ∈ Y ′, on ait :∣∣∣ ∫
a+$nFOF
(z − a
$nF
)i
µ(z)
∣∣∣ ≤ Cµ qnr.(2.4.1)
(ii) Soit N ≥ [r] un entier et soit µ ∈ FN (OF , J, (dσ)σ∈S\J)∨. Supposons qu’il existe une
constante Cµ ∈ R≥0 telle que pour tout a ∈ OF , tout n ∈ N et tout i ∈ Y ∩ I≤N , on ait :∣∣∣ ∫
a+$nFOF
(z − a
$nF
)i
µ(z)
∣∣∣ ≤ Cµ qnr.(2.4.2)
Alors µ se prolonge de manie`re unique en une distribution (J ′, (dσ)σ∈S\J ′)-tempe´re´e d’ordre
r sur OF .
Preuve. — (i) Soient a ∈ OF , n ∈ N et i ∈ Y ′. Notons fa,i,n la fonction de´finie par :
fa,i,n(z) = 1a+$nFOF (z)
(z − a
$nF
)i
.
C’est un e´le´ment de l’espace Fn(OF , S). Rappelons que Fn(OF , S) est un E-espace de Banach,
la norme ‖ · ‖Fn e´tant de´finie par la formule (2.3.1) (§2.3.1). On ve´rifie que ‖fa,i,n‖Fn = 1.
En utilisant la Proposition 2.3.2 on obtient :
|µ(fa,i,n)| ≤ ‖µ‖Dr,J ′,(dσ)σ‖fa,i,n‖Cr
≤ ‖µ‖Dr,J ′,(dσ)σqrn‖fa,i,n‖Fn
= ‖µ‖Dr,J ′,(dσ)σqrn
d’ou` le re´sultat une fois que l’on a pose´ Cµ = ‖µ‖Dr,J ′,(dσ)σqrn.
(ii) L’unicite´ d’une telle extension de´coule du Corollaire 2.3.16 : l’espace FN (OF , J, (dσ)σ∈S\J)
est dense dans Cr(OF , J ′, (dσ)σ∈S\J ′). Montrons l’existence. Si a ∈ A et i ∈ I≤[r]∩Y posons :
ba,i = µ(ea,i,r) = µ
(
ρ($F )
[rl(a)]1
a+$
l(a)
F OF
(z)
(z − a
$
l(a)
F
)i)
.
Comme par hypothe`se il existe une constante Cµ ∈ R≥0 telle que pour tout a ∈ OF , tout
n ∈ N et tout i ∈ Y ∩ I≤N on a :∣∣∣µ(1a+$nFOF (z)(z − a$nF
)i)∣∣∣ ≤ Cµ qnr,
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on de´duit |ba,i| ≤ Cµ q pour tout a ∈ A et tout i ∈ I≤[r] ∩ Y . Par la Proposition 2.3.15 il
existe un unique e´le´ment µ˜ de Cr(OF , J ′, (dσ)σ∈S\J ′)∨ tel que l’on a µ˜(ea,i,r) = ba,i pour tout
a ∈ A et tout i ∈ I≤[r] ∩ Y . Notons :
λ = µ˜|FN (OF ,J,(dσ)σ∈S\J ) − µ.
Montrons que λ est identiquement nulle sur FN (OF , J, (dσ)σ∈S\J). Remarquons qu’elle est
identiquement nulle sur F [r](OF , J, (dσ)σ∈S\J) par construction. De plus, le point (i) implique
que µ˜|FN (OF ,J,(dσ)σ∈S\J ) satisfait (2.4.2). Cela implique que λ satisfait aussi (2.4.2). Soit a ∈
OF , i ∈ Y ∩ IN et m ∈ N. On peut re´e´crire la fonction 1a+$nFOF (z)zi sous la forme :∑
b∈Am
∑
s6i
1(a+b$nF )+$
n+m
F OF (z)
(
i
s
)
(a+ b$nF )
i−s(z − (a+ b$nF ))s.
Or, si |s| ≤ [r] on a :
λ
(
1(a+b$nF )+$
n+m
F OF (z)(z − (a+ b$
n
F ))
s
)
= 0.
Supposons donc |s| > [r]. Comme λ satisfait (2.4.2) de´duit :∣∣∣λ(1(a+b$nF )+$n+mF OF (z)(z − (a+ b$nF ))s)∣∣∣ ≤ Cq(n+m)(r−|s|)
d’ou` ∣∣∣λ(1a+$nFOF (z)zi)∣∣∣ ≤ Cq(n+m)(r−([r]+1)).
On voit que cette quantite´ tend vers 0 quand m tend vers +∞, et cela implique
λ
(
1a+$nFOF (z)z
i
)
= 0.
On en de´duit l’e´galite´ µ˜|FN (OF ,J,(dσ)σ∈S\J ) = µ, ce qui permet de conclure.
Par ce qui pre´ce`de on peut munir l’espace Cr(OF , J ′, (dσ)σ∈S\J ′)∨ d’une norme e´quivalente
a` la norme ‖ · ‖Dr,J ′,(dσ)σ , mais plus commode.
Corollaire 2.4.3. — (i) Si l’on de´finit ‖µ‖r,Y , pour µ ∈ Cr(OF , J ′, (dσ)σ∈S\J ′)∨ par la
formule
‖µ‖r,Y = sup
a∈OF ,n∈N
sup
i∈Y
(∣∣∣ ∫
a+$nFOF
(z − a
$nF
)i
µ(z)
∣∣∣q−nr)
alors ‖ · ‖r,Y est une norme sur Cr(OF , J ′, (dσ)σ∈S\J ′)∨ e´quivalente a` ‖ · ‖Dr,J ′,(dσ)σ .
(ii) Si N ≥ [r] et si l’on de´finit ‖µ‖r,Y , pour µ ∈ Cr(OF , J ′, (dσ)σ∈S\J ′)∨ par la formule
‖µ‖r,N = sup
a∈OF ,n∈N
sup
i∈Y ∩I≤N
(∣∣∣ ∫
a+$nFOF
(z − a
$nF
)i
µ(z)
∣∣∣q−nr)
alors ‖ · ‖r,N est une norme sur Cr(OF , J ′, (dσ)σ∈S\J ′)∨ e´quivalente a` ‖ · ‖Dr,J ′,(dσ)σ .
Preuve. — Les preuves de (i) et (ii) e´tant similaires, on se contentera de prouver la pre-
mie`re assertion. Par le The´ore`me 2.4.2, on de´duit que ‖ · ‖r,Y est une norme sur l’espace
Cr(OF , J ′, (dσ)σ∈S\J ′)∨. De plus, l’application identite´ :
id : (Cr
(OF , J ′, (dσ)σ∈S\J ′)∨, ‖ · ‖Dr,J ′,(dσ)σ)→ (Cr(OF , J ′, (dσ)σ∈S\J ′)∨, ‖ · ‖r,Y )
est continue par l’ine´galite´ de la preuve de (i) du The´ore`me 2.4.2. Et donc, d’apre`s le the´ore`me
de l’image ouverte [54, Proposition 8.6], c’est un isomorphisme de E-espaces de Banach ce
qui implique que la norme ‖ · ‖Dr,J ′,(dσ)σ est e´quivalente a` la norme ‖ · ‖r,Y .

CHAPITRE 3
SUR CERTAINS COMPLE´TE´S UNITAIRES
UNIVERSELS EXPLICITES POUR GL2(F )
3.1. Introduction, notations et e´nonce´ des re´sultats
3.1.1. Introduction. — Soit p un nombre premier. La dernie`re de´cennie a vu l’e´mergence
et la preuve d’une correspondance locale p-adique entre certaines repre´sentations continues de
dimension 2 de Gal(Qp/Qp) et certaines repre´sentations de GL2(Qp). Cette correspondance,
qui a pris le nom de correspondance de Langlands p-adique pour GL2(Qp), a e´te´ initie´e
par Breuil [11, 12], puis e´tablie par Colmez [25] et Pasˇku¯nas [50] a` la suite de travaux de
Berger-Breuil [8] et Colmez [24].
Si F est une extension finie non triviale de Qp, la question d’associer des repre´sentations
p-adiques de G
de´f
= GL2(F ) aux repre´sentations p-adiques de dimension 2 de Gal(Qp/F ) dans
l’esprit d’une correspondance locale a` la Langlands est loin d’eˆtre re´solue et les re´sultats
obtenus pour l’instant sont tre`s partiels. En utilisant principalement les travaux de Frommer
[38] et de Schraen [59] sur la filtration de Jordan-Ho¨lder des induites paraboliques localement
Qp-analytiques, Breuil [17] de´finit cependant une repre´sentation localement Qp-analytique
Π(V ) de G pour la plupart des repre´sentations cristallines V de Gal(Qp/F ) de dimension
2 et a` poids de Hodge-Tate distincts. En ge´ne´ral, la repre´sentation Π(V ) ne permet pas de
reconstruire la repre´sentation galoisienne de de´part, mais l’on s’attend toutefois a` ce qu’elle
intervienne comme sous-objet de la bonne repre´sentation, ce qui fait des comple´te´s unitaires
universels de ses constituants fondamentaux des objets pertinents.
L’objet du pre´sent article est de donner une description explicite du comple´te´ unitaire
universel de certaines induites paraboliques localement Qp-analytiques, et notamment de
celles qui interviennent dans la construction de la repre´sentation Π(V )). L’espoir qu’une telle
description est possible provient de [8, Theore`me 4.3.1], ou` les auteurs de´crivent le comple´te´
unitaire universel d’une induite parabolique localement alge´brique de GL2(Qp) a` l’aide de
l’espace des fonctions de classe Cr sur Zp, ou` r est un nombre rationnel positif qui de´pend
de l’induite considere´e.
Pour cela, nous avons introduit et e´tudie´ dans [27] une nouvelle notion de fonction de classe
Cr sur OF , ou` r de´signe un nombre rationnel positif et OF l’anneau des entiers de F . Cette
notion s’appuie principalement sur des travaux d’Amice, Amice-Velu`, Colmez, Van der Put
et Vishik [1, 2, 23, 63, 65] et repose sur l’ide´e cruciale suivante : une fonction f : OF → E
est de classe Cr si f(x + y) a un de´veloppement limite´ a` l’ordre [r], ou` [r] de´signe la partie
entie`re de r, en tout x et si le reste est o(|y|r) uniforme´ment en x.
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Tester la non nullite´ des comple´te´s unitaires universels que nous avons construits est, en
ge´ne´ral, une question de´licate qui n’est comple´tement re´solue que pour F = Qp [8, Corollaire
5.3.1] via la the´orie des (ϕ,Γ)-modules de Fontaine [35]. Mentionnons par ailleurs que [8,
Theore`me 4.3.1] est un ingre´dient important dans la preuve de ce re´sultat. Toutefois, on
de´montre la non nullite´ dans quelques cas a` partir de re´sultats de Vigne´ras [64], qui furent
redemontre´s par Kazhdan et de Shalit [42], et de [29].
3.1.2. Notations. — Soit p un nombre premier. On fixe une cloˆture alge´brique Qp de Qp
et une extension finie F de Qp contenue dans Qp. On de´signera toujours par E une extension
finie de Qp qui ve´rifie :
|S| = [F : Qp], ou` S de´f= Homalg(F,E).
Si L de´signe l’un des corps F ou E, on note OL son anneau des entiers, on en une unifor-
misante $L et l’on note kL = OL/($L) son corps re´siduel. On pose f = [kF : Fp], q = pf et
l’on de´signe par e l’indice de ramification de F sur Qp, de sorte que [F : Qp] = ef .
La valuation p-adique valF sur Qp est normalise´e par valF (p) = [F : Qp] et l’on pose
|x| = p−valF (x) si x ∈ Qp.
Si a ∈ F et n ∈ Z, on note D(a, n) = a+$nFOF le disque de centre a et de rayon q−n.
On de´signe par G le groupe GL2(F ), par T le tore de´ploye´ des matrices diagonales de G
et par P le sous-groupe de Borel forme´ des matrices triangulaires supe´rieures de G.
Soit S′ un sous-ensemble de S. Si nS′ = (nσ)σ∈S′ et mS′ = (mσ)σ∈S′ sont des |S′|-uplets
d’entiers positifs ou nuls, nous posons :
(i) nS′ !
de´f
=
∏
σ∈S′ nσ! ;
(ii) |nS′ | de´f=
∑
σ∈S′ nσ ;
(iii) nS′ −mS′ de´f= (nσ −mσ)σ∈S′ ;
(iv) nS′ 6 mS′ si nσ ≤ mσ pour tout σ ∈ S′ ;
(v)
(
nS′
mS′
) de´f
=
nS′ !
mS′ !(nS′−mS′ )! ;
(vi) pour tout z ∈ OF , znS′ de´f=
∏
σ∈S′
σ(z)nσ .
Pour alle´ger l’e´criture, nous notons n au lieu de nS un |S|-uplet d’entiers positifs ou nuls.
Enfin, si V est un E-espace vectoriel topologique, on note V ∨ son dual topologique muni
de la topologie forte [54, §9].
3.1.3. E´nonce´ des re´sultats. — L’e´nonce´ du re´sultat principal ne´cessite l’introduction
d’un certain nombre de constructions. Soit J une partie de S et soit dS\J un |S\J |-uplet
d’entiers positifs ou nuls. Soient χ1, χ2 deux caracte`res localement J-analytiques de F
× dans
E×. Nous renvoyons le lecteur a` la De´finition 3.4.1 pour la notion de localement J-analytique.
Posons :
J ′ = J
∐
{σ ∈ S\J, dσ + 1 > −valQp(χ1(p))}.
Notons χ1 ⊗ χ2 le caracte`re de T de´fini par :
(χ1 ⊗ χ2)(
[
a 0
0 d
]
) = χ1(a)χ2(d),
ainsi que la repre´sentation localement J-analytique de P qu’il de´finit par inflation. Notons :
47
• (IndGPχ1⊗χ2)J−an l’induite parabolique localement J-analytique, de´finie comme l’es-
pace des fonctions localement J-analytiques f : G→ E telles que f(bg) = (χ1⊗χ2)(b)f(g)
sur lequel G agit par translations a` droite ;
• (SymdσE2)σ, pour σ ∈ S et dσ ∈ N, la repre´sentation alge´brique irre´ductible de
GL2 ⊗F,σ E dont le plus haut poids vis-a`-vis de P est χσ : diag(x1, x2) 7→ σ(x2)dσ .
Conside´rons la repre´sentation localement Qp-analytique suivante de G :
I(χ, J, dS\J)
de´f
=
( ⊗
σ∈S\J
(SymdσE2)σ
)
⊗E
(
IndGPχ1 ⊗ χ2
)J−an
.
Remarquons tout d’abord que I(χ, J, dS\J) de´finit un faisceau sur P1(F ) dont les sections
globales sont les fonctions f : F → E qui ve´rifient les deux conditions suivantes :
(i) f |OF de´finit un e´le´ment de F(OF , J, dS\J) ;
(ii) χ2χ
−1
1 (z)z
dS\Jf(1/z)|OF−{0} se prolonge sur OF en une fonction de F(OF , J, dS\J).
Par ailleurs, des formules explicites munissent ce faisceau d’une action continue de G.
D’apre`s la preuve de [33, Proposition 1.21], le comple´te´ unitaire universel de I(χ, J, dS\J) est
le comple´te´ par rapport au sous-OE [P ]-re´seau engendre´ par les vecteurs
1OF (z)z
nS\J zmJ , 1F−OF (z)χ2χ
−1
1 (z)z
dS\J−nS\J z−mJ
pour tout 0 6 nS\J 6 dS\J et tout mJ ∈ NJ . Notons alors I(χ, J, dS\J)
∧
le comple´te´ de
I(χ, J, dS\J) par rapport a` ce re´seau.
Avant de donner une description explicite de l’espace I(χ, J, dS\J)
∧
, nous de´montrons
d’abord deux re´sultats qui ajoutent des conditions supple´mentaires aux donne´es initiales et
permettent d’e´viter des cas pathologiques bien de simplifier le proble`me. Le premier ingre´dient
donne deux conditions ne´cessaires de non nullite´ sur I(χ, J, dS\J)
∧
.
Proposition 3.1.1. — Les deux conditions suivantes sont ne´cessaires pour que I(χ, J, dS\J)
∧
soit non nul :
(i) le caracte`re central de I(χ, J, dS\J) est entier ;
(ii) on a l’ine´galite´ valQp(χ2(p)) + |dS\J | ≥ 0.
C’est un re´sultat bien connu lorsque F = Qp [33, Lemma 2.1] ainsi que dans le cas locale-
ment alge´brique, c’est-a`-dire lorsque J = ∅ [49, Lemme 7.9]. En particulier, si les conditions
de la Proposition 3.1.1 sont satisfaites, alors on a r
de´f
= −valQp(χ1(p)) ≥ 0.
Notons χ′1 = χ1, χ′2 = χ2
∏
σ∈J ′\J σ
dσ et remarquons que l’on a une immersion ferme´e
G-e´quivariante :
I(χ, J, dS\J) ↪→ I(χ′, J ′, dS\J ′).(3.1.1)
Un deuxie`me ingre´dient important donne´ par la proposition suivante, essentiellement de´-
montre´e par Breuil [17, The´ore`me 7.1] en ayant recours aux techniques de´ve´loppe´es par
Amice-Ve´lu et Vishik, qui fournit des indications concernant la structure de I(χ, J, dS\J)
∧
,
et plus pre´cisement concernant ses vecteurs localement Qp-analytiques.
Proposition 3.1.2. — Supposons que les conditions de la Proposition 3.1.1 soient satis-
faites. Alors les conditions suivantes sont e´quivalentes et ve´rifie´es.
(i) Toute application continue, E-line´aire et G-e´quivariante I(χ, J, dS\J)→ B, ou` B est
un G-Banach unitaire, s’e´tend de manie`re unique en une application continue, E-line´aire
et G-e´quivariante I(χ′, J ′, dS\J ′)→ B.
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(ii) L’application canonique I(χ, J, dS\J)→ I(χ, J, dS\J)
∧
s’e´tend de manie`re unique en
une application continue, E-line´aire et G-e´quivariante I(χ′, J ′, dS\J ′)→ I(χ, J, dS\J)
∧
.
(iii) L’application (3.1.1) induit un isomorphisme de G-Banach unitaires :
I(χ, J, dS\J)
∧ ∼−→ I(χ′, J ′, dS\J ′)∧
D’apre`s la Proposition 3.1.2 (iii), on est donc ramene´ a` conside´rer I(χ′, J ′, dS\J ′)
∧
. Par un
calcul analogue a` celui mene´ dans la preuve de [8, The´ore`me 4.3.1], on trouve qu’une boule
ouverte (de centre 0) du Banach dual de I(χ′, J ′, dS\J ′)
∧
s’identifie aux distributions µ dans
le dual fort de I(χ′, J ′, dS\J ′) telles que pour tout n ∈ Z, tout a ∈ F , tout 0 6 nS\J ′ 6 dS\J ′
et tout mJ ′ ∈ NJ on ait les deux ine´galites suivantes :∣∣∣ ∫
D(a,n)
(z − a)nS\J′ (z − a)mJ′µ(z)
∣∣∣ ≤ Cµqn(r−|nS\J′ |−|mJ′ |);(3.1.2) ∣∣∣ ∫
F\D(a,n+1)
χ2χ
−1
1 (z − a)(z − a)dS\J′−nS\J′ (z − a)−mJ′µ(z)
∣∣∣ ≤ Cµqn(|nS\J′ |+|mJ′ |−r);(3.1.3)
avec Cµ ∈ R≥0.
D’autre part, une e´tude fine du dual fort de l’espace de Banach des fonctions de classe Cr
sur OF , ou plus pre´cisement de son sous-espace ferme´ Cr(OF , J ′, dS\J ′) (§3.3.1.2), fournit
la condition ne´cessaire et suffisante suivante pour qu’une forme line´aire sur FN (OF , J, dS\J)
(voir §3.3.2 pour une de´finition de cet espace) s’e´tende en une distribution sur Cr(OF , J ′, dS\J ′)
(The´ore`me 3.3.8). Notons que pour F = Qp il s’agit d’un re´sultat bien connu et duˆ a` Amice-
Ve´lu et Vishik [2, 65].
The´ore`me 3.1.3. — (i) Soit µ ∈ Cr(OF , J ′, dS\J ′)∨. Il existe une constante Cµ ∈ R≥0 telle
que pour tout a ∈ OF , tout n ∈ N, tout 0 6 nS\J ′ 6 dS\J ′ et tout mJ ′ ∈ NJ ′ on ait :∣∣∣ ∫
D(a,n)
(z − a)nS\J′ (z − a)mJ′µ(z)
∣∣∣ ≤ Cµ qn(r−|nS\J′ |−|mJ′ |).
(ii) Soit N un entier tel que N ≥ [r] et µ une forme line´aire sur FN (OF , J, dS\J). Sup-
posons qu’il existe une constante Cµ ∈ R≥0 telle que pour tout a ∈ OF , tout n ∈ N, tout
0 6 nS\J 6 dS\J et tout mJ ∈ NJ tels que |nS\J |+ |mJ | ≤ N , on ait :∣∣∣ ∫
D(a,n)
(z − a)nS\J (z − a)mJµ(z)
∣∣∣ ≤ Cµ qn(r−|nS\J |−|mJ |).
Alors µ se prolonge de manie`re unique en une distribution sur Cr(OF , J ′, dS\J ′).
On est ainsi amene´ a` conside´rer l’espace B(χ′, J ′, dS\J ′) des fonctions f : F → E qui
ve´rifient les deux conditions suivantes :
(i) f |OF de´finit un e´le´ment de Cr(OF , J ′, dS\J ′) ;
(ii) χ′2χ′1
−1(z)zdS\J′f(1/z)|OF−{0} se prolonge surOF en une fonction de Cr(OF , J ′, dS\J ′).
C’est un espace de Banach p-adique naturellement muni d’une action continue de G et une
e´tude approfondie utilisant de manie`re cruciale le The´ore`me 3.1.3 montre que les conditions
(3.1.2) et (3.1.3) se´lectionnent exactement les formes line´aires deB(χ′, J ′, dS\J ′)∨ qui annulent
les fonctions d’un sous-espace L(χ′, J ′, dS\J ′) deB(χ′, J ′, dS\J ′) que l’on de´finit dans la Section
§3.4.3.
Le re´sultat principal de cet article, qui ge´ne´ralise [8, The´ore`me 4.3.1] lorsque F = Qp, est
alors le suivant.
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The´ore`me 3.1.4. — Il existe un isomorphisme G-e´quivariant d’espaces de Banach p-adiques :
I(χ, J, dS\J)
∧ ∼−→ B(χ′, J ′, dS\J ′)/L(χ′, J ′, dS\J ′).
Signalons au passage une conse´quence imme´diate du The´ore`me 3.1.4.
Corollaire 3.1.5. — L’espace B(χ′, J ′, dS\J ′)/L(χ′, J ′, dS\J ′) est un espace de Banach muni
d’une action continue unitaire de G. C’est le plus grand quotient de B(χ′, J ′, dS\J ′) ayant cette
proprie´te´.
3.1.4. Plan de l’article. — Dans la Section 3.2, nous rappelons quelques ge´ne´ralite´s d’ana-
lyse fonctionnelle p-adique ainsi que la notion de comple´te´ unitaire universel introduite dans
[33]. La Section 3.3 est constitue´e de rappels sur les espaces des fonctions de classe Cr et leurs
duaux. Nous introduisons dans la Section 3.4 les repre´sentations localement Qp-analytiques
I(χ, J, dS\J) qui font l’objet de notre e´tude, puis nous construisons la repre´sentation de Ba-
nach Π(χ, J, dS\J). Dans la Section 3.5, nous donnons deux conditions ne´cessaires pour que le
comple´te´ unitaire universel de I(χ, J, dS\J) soit non nul et nous commenc¸ons l’e´tude des es-
paces duaux (I(χ, J, dS\J)
∧
)∨ et Π(χ, J, dS\J)∨. La Section 3.6, qui est le cœur de cet article,
contient la demonstration du The´ore`me 3.1.4 ainsi qu’un exemple de construction explicite.
3.2. Pre´liminaires
3.2.1. Rappels d’analyse fonctionnelle non archime´dienne. — Ce paragraphe re-
groupe des notions d’analyse fonctionnelle non archime´dienne dont on se servira par la suite.
Nous renvoyons a` [54] pour plus de de´tails.
Un E-espace vectoriel topologique V est dit localement convexe si l’origine posse`de une base
de voisinage constitue´e de sous-OE-modules de V . Cela revient a` demander que la topologie
de V puisse eˆtre de´finie par une famille de semi-normes non archime´diennes [54, Propositions
4.3 et 4.4].
Soit V un E-espace vectoriel localement convexe. Un re´seau L de V est un sous-OE-
module de V tel que pour tout v ∈ V , il existe un e´le´ment non nul a ∈ E× tel que av ∈ L.
En particulier, on remarque que tout sous-OE-module ouvert de V est un re´seau de V .
Deux re´seaux L1 et L2 de V sont dits commensurables s’il existe a ∈ E× tel que aL1 ⊆
L2 ⊆ a−1L2. La commensurabilite´ de´finit une relation d’e´quivalence sur l’ensemble L(V ) des
re´seaux ouverts de V .
Un re´seau L de V est dit se´pare´ si ⋂n∈N$nEL = 0 ou, de manie`re e´quivalente, si L ne
contient pas de E-droite.
Un sous-ensemble B ⊆ V est dit borne´ si, pour tout re´seau ouvert L ⊆ V , il existe a ∈ E
tel que B ⊆ aL.
On dit que V est tonnele´ si tout re´seau ferme´ de V est ouvert.
On dit que V est de Fre´chet s’il est complet et me´trisable ou, de manie`re e´quivalente,
s’il est complet, se´pare´, et si sa topologie peut eˆtre de´finie par une famille de´nombrable de
semi-normes. Lorsque sa topologie peut eˆtre de´finie par une unique norme, on dit que V est
un espace de Banach.
Si L est un re´seau ouvert, borne´ et se´pare´ de V , on de´finit la jauge de L par :
∀v ∈ V, ‖v‖L = inf
v∈aL
|a|.
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C’est une norme sur V et la topologie qu’elle de´finit sur V co¨ıncide avec la topologie initiale
[54, Corollaire 4.12].
On dit que V est de type compact s’il existe un isomorphisme de E-espaces vectoriels
topologiques
V
∼−→ lim−→
n
Vn ,
ou` {Vn}n≥1 est un syste`me inductif d’espaces de Banach sur E tel que les morphismes de
transition soient injectifs et compacts.
Soit W un E-espace vectoriel localement convexe. On note HomE(V,W ) l’espace des fonc-
tions E-line´aires et continues sur V a` valeurs dans W . Si l’on fixe un sous-ensemble borne´
B ⊆ V et que l’on se donne une semi-norme continue p sur W , alors la formule :
pB(f) = sup
v∈B
p(f(v))
de´finit une semi-norme sur HomE(V,W ). Si B est maintenant une famille de sous-ensembles
borne´s de V , la topologie localement convexe de´finie sur HomE(V,W ) par la famille de semi-
normes {pB;B ∈ B, p semi-norme continue sur W} est appele´e B-topologie. En particulier,
si B est la famille de tous les singletons, la B-topologie correspondante est aussi appele´e
topologie faible. Si B est la famille de tous les sous-ensembles borne´s de V , la B-topologie
correspondante est appele´e topologie forte.
3.2.2. Comple´te´s unitaires universels. — Soit G le groupe des Qp-points d’un groupe
alge´brique line´aire re´ductif connexe de´fini sur Qp. La notion de comple´te´ unitaire universel
d’un espace vectoriel localement convexe muni d’une action continue de G a e´te´ formalise´e par
Emerton [33, §1], apre`s que des exemples de comple´te´s unitaires universels aient e´te´ construits
par Breuil [12, 14] et Berger-Breuil [8]. Nous rappelons dans ce paragraphe le contexte dans
lequel s’inse`re cette notion, ainsi qu’une condition ne´cessaire et suffisante d’existence d’un
comple´te´ unitaire universel.
De´finition 3.2.1 ([56, 14]). — Un G-Banach est un espace de Banach B sur E muni d’une
action a` gauche de G telle que l’application G×B → B qui de´crit cette action soit continue.
Un G-Banach B est dit unitaire si, pour un choix de norme ‖ · ‖ de´finissant la topologie de
B, on a ‖gv‖ = ‖v‖ pour tout g ∈ G et tout v ∈ B.
Remarque 3.2.2. — Si le groupe G est compact, tout G-Banach est unitaire. Ceci n’est pas
vrai si G n’est pas suppose´ compact.
Soit V un E-espace vectoriel localement convexe muni d’une action continue de G. Un
comple´te´ unitaire universel de V est un G-Banach unitaire qui satisfait une certaine proprie´te´
universelle. Plus pre´cise´ment, on a la de´finition suivante.
De´finition 3.2.3 ([33], De´finition 1.1). — Avec les notations pre´ce´dentes, un comple´te´
unitaire universel de V est la donne´e d’un G-Banach unitaire B et d’une application E-
line´aire, continue et G-e´quivariante ι : V → B telle que toute application E-line´aire, continue
et G-e´quivariante V → W , ou` W est un G-Banach unitaire, se factorise de fac¸on unique a`
travers ι.
Remarque 3.2.4. — Si V admet un comple´te´ unitaire universel (B, ι), alors ce comple´te´ est
unique a` isomorphisme pre`s. Comme l’adhe´rence dansB de ι(V ) ve´rifie la proprie´te´ universelle
e´nonce´e dans la De´finition 3.2.3, on en de´duit que l’application ι est d’image dense.
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Le lemme suivant fournit une condition ne´cessaire et suffisante pour que V admette un
comple´te´ unitaire universel [33, Lemme 1.3].
Lemme 3.2.5. — La G-repre´sentation V admet un comple´te´ unitaire universel si et seule-
ment si l’ensemble des classes de commensurabilite´ des re´seaux ouverts G-stables de V , qui
est partiellement ordonne´ pour l’inclusion, posse`de un e´le´ment minimal.
3.3. Rappels sur les fonctions de classe Cr sur OF
Soit r ∈ Q≥0. Dans [27] nous avons introduit une nouvelle notion de fonction de classe
Cr sur OF qui s’appuie principalement sur les travaux d’Amice, Amice-Velu`, Colmez, Van
der Put et Vishik [1, 2, 23, 63, 65]. Cette section va nous permettre de rappeler un certain
nombre de constructions et de re´sultats concernant l’espace des fonctions de classe Cr sur OF .
Nous renvoyons a` [27] pour plus de de´tails et a` [45, 46] pour d’autres de´finitions possibles.
3.3.1. De´finitions et comple´ments. — Soit r ∈ Q≥0. Notons [r] sa partie entie`re. Si
n ∈ N et si ∗ ∈ {<,≤, >,≥,=}, on pose :
I∗n
de´f
=
{
i ∈ NS ,
∑
σ∈S
iσ ∗ n
}
.
De´finition 3.3.1. — On dit que f : OF → E est de classe Cr sur OF s’il existe une famille
de fonctions borne´es {Dif : OF → E, i ∈ I≤[r]}, telles que, si l’on de´finit εf,[r] : OF ×OF → E
par :
∀x, y ∈ OF , εf,[r](x, y) = f(x+ y)−
∑
i∈I≤[r]
Dif(x)
yi
i!
,
et pour tout h ∈ N
Cf,r(h) = sup
x∈OF ,y∈$hFOF
|εf,[r](x, y)| qrh ,
alors Cf,r(h) tend vers 0 quand h tend vers +∞.
Si f est une fonction de classe Cr sur OF , il existe une unique famille de fonctions{
Dif : OF → E, i ∈ I≤[r]
}
satisfaisant a` la De´finition 3.3.1 [27, Lemme 2.4]. Notons Cr(OF , E) l’ensemble des fonctions
f : OF → E de classe Cr sur OF et munissons-le de la norme ‖ · ‖Cr de´finie par :
‖f‖Cr = sup
(
sup
i∈I≤[r]
sup
x∈OF
∣∣∣Dif(x)
i!
∣∣∣, sup
x,y∈OF
|εf,[r](x, y)|
|y|r
)
.
C’est alors un espace de Banach sur E, et meˆme une E-alge`bre de Banach [27, Lemme 2.9],
c’est-a`-dire une E-alge`bre norme´e dont l’espace vectoriel norme´ sous-jacent est un espace de
Banach.
On demontre maintenant le re´sultat suivant, dont on se servira par la suite.
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Lemme 3.3.2. — Soit n ∈ N. Soit f : OF → E une fonction de classe Cr. Notons g : OF →
E la fonction de´finie par :
∀z ∈ OF , g(z) = 1D(0,n)(z)f
( z
$nF
)
.
Alors g ∈ Cr(OF , E) et ‖g‖Cr ≤ qnr‖f‖Cr .
Preuve. — Pour tout i ∈ I≤[r] et tout z ∈ OF posons :
Dig(z) =
( 1
$nF
)i
1$nFOF (z)Dif
( z
$nF
)
.(3.3.1)
On a alors :
∀x, y ∈ OF , εg,[r](x, y) = 1D(0,n)(x+ y)f
(x+ y
$nF
)
−
∑
i∈I≤[r]
1
i!
1D(0,n)(x)Dif
( x
$nF
)( y
$nF
)i
.
Par suite, on voit imme´diatement que l’on a :
∀h ≥ n, sup
x∈OF ,y∈$hFOF
|εg,[r](x, y)| ≤ sup
x∈OF ,y∈$h−nF OF
|εf,[r](x, y)| ,
ce qui implique que g est de classe Cr sur OF . Pour montrer l’ine´galite´ sur la norme on
remarque que (3.3.1) assure que l’on a :
∀i ∈ I≤[r], sup
z∈OF
∣∣∣Dig(z)
i!
∣∣∣ ≤ ∣∣∣( 1
$nF
)i∣∣∣ sup
z∈OF
∣∣∣Dif(z)
i!
∣∣∣ ≤ qn|i|‖f‖Cr ≤ qnr‖f‖Cr .(3.3.2)
On conclut alors en distinguant quatre cas :
• Si x, y ∈ $nFOF , alors on a :
|εg,[r](x, y)|
|y|r ≤
|εf,[r]( x$nF ,
y
$nF
)|
|y|r ≤ q
nr‖f‖Cr .
• Si x ∈ $nFOF et y /∈ $nFOF , alors on a :
|εg,[r](x, y)|
|y|r =
∣∣∑
i∈I≤[r] Dig(x)
yi
i!
∣∣
|y|r ≤ supi∈I≤[r]
∣∣∣Dig(x)
i!
∣∣∣|y||i|−r
≤ sup
i∈I≤[r]
sup
x∈OF
∣∣∣Dif(x)
i!
∣∣∣|$nF |−|i||y||i|−r
≤ qnr‖f‖Cr .
• Si x /∈ $nFOF et x+ y /∈ $nFOF , alors on a εg,[r](x, y) = 0.
• Si x /∈ $nFOF et x+ y ∈ $nFOF alors on a enfin :
|εg,[r](x, y)|
|y|r =
∣∣∣f( x$nF + y$nF )∣∣∣
|y|r ≤ q
nr‖f‖Cr .
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3.3.1.1. Composition de fonctions. — Soit f : OF → E une fonction de classe Cr sur OF
et soit h : OF → OF une fonction. Nous allons rappeler [27, §2.2.1] une condition suffisante
sur h pour que f ◦ h : OF → E soit a` son tour de classe Cr sur OF . Pour cela, nous avons
besoin d’introduire la de´finition suivante.
De´finition 3.3.3. — Soit r ∈ Q≥0. On dit que h : OF → F est de classe Cr,id sur OF s’il
existe une famille de fonctions borne´es {h(i) : OF → F, 0 ≤ i ≤ [r]} telle que, si l’on de´finit
εh,[r] : OF ×OF → F par :
∀x, y ∈ OF , εh,[r](x, y) = f(x+ y)−
[r]∑
i=0
h(i)(x)
yi
i!
,
et que l’on pose, pour tout k ∈ N,
Ch,r(k) = sup
x∈OF ,y∈$kFOF
|εh,[r](x, y)| qrk ,
alors Ch,r(k) tend vers 0 quand k tend vers +∞.
Notons Cr,id(OF , F ) l’ensemble des fonctions de OF dans F qui sont de classe Cr,id sur
OF . On le munit de la norme ‖ · ‖Cr,id de´finie par :
‖h‖Cr,id = sup
(
sup
0≤i≤[r]
sup
x∈OF
∣∣∣h(i)(x)
i!
∣∣∣, sup
x,y∈OF
|εh,[r](x, y)|
|y|r
)
,
ce qui en fait un espace de Banach sur F .
Proposition 3.3.4 ([27], Proposition 2.12). — Soit r ∈ Q≥0. Si h : OF → OF est une
fonction de classe Cr,id sur OF alors :
(i) ∀f ∈ Cr(OF , E), f ◦ h ∈ Cr(OF , E) ;
(ii) l’application de Cr(OF , E) dans Cr(OF , E) de´finie par f 7→ f ◦ h est continue.
3.3.1.2. Construction de sous-espaces ferme´s. — Soit r ∈ Q≥0, J ⊆ S et dσ ∈ N pour
σ ∈ S\J . Nous allons de´finir un sous-espace ferme´ de Cr(OF , E), de´pendant de J et de dS\J ,
qui va jouer un roˆle important dans la suite.
Posons :
J ′ de´f= J
∐
{σ ∈ S\J, dσ + 1 > r}
et de´signons par eσ le vecteur de NS ayant toutes ses composantes nulles sauf celle d’indice
σ qui est e´gale a` 1. Pour tout f ∈ Cr(OF , E), tout σ ∈ S et tout i ∈ {0, . . . , [r]}, posons :
∂i
∂ziσ
f = Dieσf.
De´finition 3.3.5. — On note Cr(OF , J ′, dS\J ′) le sous-E-espace vectoriel des fonctions f
de classe Cr sur OF telles que :
∀σ ∈ S\J ′, ∂
dσ+1
∂zdσ+1σ
f = 0.
D’apre`s [27, Corollaire 2.8], l’ope´rateur Di est continu pour tout i ∈ I≤[r] ce qui implique
que l’espace Cr(OF , J ′, dS\J ′) est bien un sous-espace ferme´ de Cr(OF , E). On le munit de
la topologie induite par celle de Cr(OF , E), et on en fait ainsi un espace de Banach sur E.
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3.3.2. Fonctions localement analytiques et fonctions de classe Cr. — Soit U une
partie ouverte de OF , soit J ⊆ S et soit dσ ∈ N pour tout σ ∈ S\J . Pour a ∈ U et
n ∈ N tels que D(a, n) ⊆ U , on note O(D(a, n), J, dS\J) le E-espace vectoriel des fonctions
f : D(a, n)→ E de la forme
f(z) =
∑
m=(mσ)σ∈S∈NS
mσ≤dσ si σ∈S\J
am(a)(z − a)m
avec am(a) ∈ E et |am(a)|q−n(|m|) → 0 quand |m| → +∞. C’est un espace de Banach sur E
pour la topologie induite par la norme ‖ · ‖a,n de´finie par :
‖f‖a,n = sup
m
(
|am(a)|q−n(|m|)
)
.
Comme U est ouvert et compact, il existe h0 ∈ N tel que :
∀a ∈ U,∀h ≥ h0, D(a, h) ⊆ U.
Pour tout h ≥ h0, on note Fh(U, J, dS\J) le E-espace vectoriel des fonctions f : U → E telles
que :
∀a ∈ U, f |D(a,h) ∈ O(D(a, h), J, dS\J).
On munit cet espace de la norme ‖ · ‖Fh de´finie par :
‖f‖Fh = sup
amod$hF ,a∈U
‖f |D(a,h)‖a,h ,(3.3.3)
ce qui en fait un espace de Banach sur E. On voit imme´diatement que cette de´finition ne
de´pend pas du choix du syste`me des repre´sentants. De plus, on sait par [54, p. 107] que les
inclusions
Fh(U, J, dS\J) ↪→ Fh+1(U, J, dS\J)
sont continues et compactes.
De´finition 3.3.6. — On note F(U, J, dS\J) le E-espace vectoriel des fonctions f : OF → E
pour lesquelles il existe h ≥ h0 tel que f ∈ Fh(U, J, dS\J).
On munit cet espace de la topologie de la limite inductive, ce qui en fait un espace de type
compact. Posons, pour tout N ∈ N :
FN (OF , S) de´f=
∑
d∈I≤N
F(OF , ∅, d) ;
FN (OF , J, dS\J) de´f= FN (OF , S) ∩ F(OF , J, dS\J) .
Les espaces FN (OF , S) et FN (OF , J, dS\J) sont des sous-E-espaces vectoriels respectifs de
F(OF , S) et F(OF , J, dS\J). En outre, on dispose des deux faits suivants :
• l’espace F(OF , J, dS\J) s’injecte de fac¸on continue dans Cr(OF , J ′, dS\J ′) [27, Corol-
laire 3.4] ;
• pour tout entier N ≥ [r], l’espace FN (OF , J, dS\J) est dense dans Cr(OF , J ′, dS\J ′)
[27, Corollaire 3.16].
Notons que le deuxie`me point de´coule de l’existence d’une base de Banach de Cr(OF , J ′, dS\J ′)
constitue´e de fonctions dans F [r](OF , J, dS\J).
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3.3.3. Distributions d’ordre r. — Conservons les notations du §3.3.2 et, pour tout N ∈
N, notons FN (OF , J, dS\J)∨ l’ensemble des formes line´aires sur FN (OF , J, dS\J). Si N est tel
que N ≥ [r], alors [27, Corollaire 3.16] assure que l’inclusion
FN (OF , J, dS\J) ⊆ Cr(OF , J ′, dS\J ′)
induit une injection
Cr(OF , J, dS\J)∨ ↪→ FN (OF , J, dS\J)∨.
Dans cette section, nous allons rappeler une caracte´risation possible des formes line´aires
µ : FN (OF , J, dS\J) → E qui s’e´tendent en des formes line´aires continues sur l’espace de
Banach Cr(OF , J ′, dS\J ′). Elle ge´ne´ralise un re´sultat duˆ a` Amice-Ve´lu et Vishik [2, 65].
De´finition 3.3.7. — On appelle distribution (J ′, dS\J ′)-tempe´re´e d’ordre r sur OF toute
forme line´aire continue sur l’espace de Banach Cr(OF , J ′, dS\J ′).
On note
(
Cr(OF , J ′, dS\J ′)∨, ‖ ·‖Dr,J ′,(dσ)σ
)
l’espace des distributions (J ′, dS\J ′)-tempe´re´es
d’ordre r sur OF muni de la topologie forte.
Soit N ∈ N. Si µ ∈ FN (OF , J, dS\J)∨ et si f ∈ FN (OF , J, dS\J) on note, pour a ∈ OF et
n ∈ N :
µ
(
1D(a,n)f
)
=
∫
D(a,n)
f(z)µ(z) .
The´ore`me 3.3.8 ([27], The´ore`me 4.2). — (i) Soit µ ∈ Cr(OF , J ′, dS\J ′)∨. Il existe une
constante Cµ ∈ R≥0 telle que pour tout a ∈ OF , tout n ∈ N, tout 0 6 nS\J ′ 6 dS\J ′ et tout
mJ ′ ∈ NJ ′, on ait :∣∣∣ ∫
D(a,n)
(z − a)nS\J′ (z − a)mJ′µ(z)
∣∣∣ ≤ Cµ qn(r−|nS\J′ |−|mJ′ |).(3.3.4)
(ii) Soit N ≥ [r] un entier et soit µ ∈ FN (OF , J, dS\J)∨. Supposons qu’il existe une
constante Cµ ∈ R≥0 telle que pour tout a ∈ OF , tout n ∈ N, tout 0 6 nS\J 6 dS\J et tout
mJ ∈ NJ ve´rifiant |nS\J |+ |mJ | ≤ N , on ait :∣∣∣ ∫
D(a,n)
(z − a)nS\J (z − a)mJµ(z)
∣∣∣ ≤ Cµ qn(r−|nS\J |−|mJ |).(3.3.5)
Alors µ se prolonge de manie`re unique en une distribution (J ′, dS\J ′)-tempe´re´e d’ordre r sur
OF .
Remarque 3.3.9. — La preuve du The´ore`me 3.3.8 utilise de manie`re cruciale la construc-
tion explicite d’une base de Banach de l’espace Cr(OF , J ′, dS\J ′), qui de´pend de r et est
donne´e pour une famille de´nombrable de fonctions localement polynoˆmiales [27, Proposition
3.15]. Lorsque F = Qp, cette base co¨ıncide avec celle construite par Van der Put [63] pour
l’espace des fonctions continues sur Zp et ge´ne´ralise´e par Colmez pour r quelconque [23,
The´ore`me I.5.14]. Signalons que pour l’espace des fonctions continues sur OF , cette base
avait de´ja` e´te´ construite par De Shalit [31, §2].
Remarque 3.3.10. — Une conse´quence directe du The´ore`me 3.3.8 est la suivante [27, Co-
rollaire 4.3]. Si pour µ ∈ Cr(OF , J ′, dS\J ′)∨, on de´finit ‖µ‖r,dS\J par la formule
‖µ‖r,dS\J = sup
a∈OF ,n∈N
sup
mJ∈NJ
06nS\J6dS\J
(∣∣∣ ∫
D(a,n)
(z − a)nS\J (z − a)mJµ(z)
∣∣∣q−n(r−|nS\J |−|mJ |)) ,
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alors ‖ · ‖r,dS\J est une norme sur Cr(OF , J ′, dS\J)∨ qui est e´quivalente a` ‖ · ‖Dr,J ′,(dσ)σ .
3.4. Repre´sentations de GL2(F )
3.4.1. Ge´ne´ralite´s. — On fixe de´sormais une fois pour toutes une partie J de S. Si G
est un groupe de Lie localement F -analytique, on note G0 le groupe de Lie localement Qp-
analytique obtenu a` partir de G par restriction des scalaires de F a` Qp [9, §5.14]. Si V est un
E-espace vectoriel localement convexe se´pare´, on peut de´finir, comme dans [55, §2] l’espace
des fonctions localement Qp-analytiques de G dans V : c’est simplement l’espace des fonctions
localement analytiques de G0 dans V . On note C
Qp−an(G,V ) cet espace, que l’on munit de
l’action a` gauche usuelle de G.
Soit g l’alge`bre de Lie de G. On dispose d’une action Qp-line´aire de g sur CQp−an(G,V )
de´finie par :
(xf)(g) =
d
dt
(
t 7→ f(exp(−tx)g)
)∣∣∣
t=0
ou` exp: g 99K G de´signe l’application exponentielle de´finie localement au voisinage de 0 [55,
§2]. Cette action se prolonge en une action de l’alge`bre de Lie g ⊗Qp E. Puisque g est un
F -espace vectoriel, g ⊗Qp E est une alge`bre de Lie sur l’anneau F ⊗Qp E, ce qui permet
d’obtenir un isomorphisme d’espaces vectoriels sur E :
g⊗Qp E '
⊕
σ∈S
g⊗F,σ E.(3.4.1)
De´finition 3.4.1 ([59], De´finition 1.3.1). — Une fonction localementQp-analytique f : G→
V est dite localement J-analytique si l’action de g⊗QpE sur f se factorise par
⊕
σ∈J g⊗F,σE.
L’ensemble des fonctions localement J-analytiques est un sous-espace ferme´ de CQp−an(G,V )
que l’on note CJ−an(G,V ) et que l’on munit de la topologie induite.
De´finition 3.4.2 ([59], De´finition 1.3.4). — Soit V un espace vectoriel muni d’une to-
pologie se´pare´e localement convexe tonnele´e. On dit que V est une repre´sentation localement
J-analytique de G lorsque les deux conditions suivantes sont ve´rifie´es :
(i) le groupe G agit sur V par endomorphismes continus ;
(ii) pour tout v ∈ V , l’application de G dans V de´finie par l’action de G sur v est
localement J-analytique.
Remarque 3.4.3. — Dans la De´finition 3.4.2, supposer que V est tonnele´ assure, graˆce au
The´ore`me de Banach-Steinhaus [54, The´ore`me 6.15], que l’action de G sur V est continue.
Exemple 3.4.4. — L’espace localement convexe CJ−an(G,V ) muni de l’action a` gauche
usuelle de G est une repre´sentation localement J-analytique.
3.4.2. Rappels sur les induites localement analytiques de GL2(F ). — On pose
G = GL2(F ). On note T le tore de´ploye´ constitue´ des matrices diagonales de G, P le sous-
groupe de Borel des matrices triangulaires supe´rieures de G, et N le sous-groupe des matrices
unipotentes supe´rieures de G.
Si (ρ, V ) est une repre´sentation localement J-analytique de P , on note IndGP (ρ)
J−an l’espace
des fonctions f : G→ V localement J-analytiques telles que :
∀g ∈ G,∀p ∈ P, f(pg) = ρ(p)f(g).
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On munit cet espace d’une action a` gauche E-line´aire de G en posant (gf)(g′) = f(g′g) : on
obtient ainsi une repre´sentation localement J-analytique de G.
Soit χ un caracte`re localement Qp-analytique de T , que l’on peut voir comme une repre´sen-
tation localement Qp-analytique de P par inflation. Nous allons construire maintenant des
sous-repre´sentations localement Qp-analytiques de IndGP (χ)S−an. Ensuite, en utilisant l’es-
pace des fonctions localement analytiques sur OF construit dans la Section §3.3.2, nous en
donnerons une nouvelle description.
Pour t1, t2 ∈ F× assez proches de 1, on a
χ([ t1 00 t2 ]) =
∏
σ∈S
σ(t1)
d1,σσ(t2)
d2,σ ,
avec d1,σ, d2,σ ∈ E. Notons alors J le sous-ensemble de S forme´ des e´le´ments σ tels que
d2,σ − d1,σ /∈ N.
Quitte a` conside´rer la repre´sentation IndGP (χ)
S−an⊗((∏σ∈S\J σd1,σ)◦det)−1, on peut supposer
que l’on a, au voisinage de 1
χ([ t1 00 t2 ]) = χ1(t1)χ2(t2)
∏
σ∈S\J
σ(t2)
dσ ,
avec χ1 et χ2 deux caracte`res localement J-analytiques de P et dσ est un entier positif ou
nul. On pose u = [ 0 01 0 ] et, pour tout σ ∈ S, on note uσ l’e´le´ment de gl2(F )⊗Qp E de´fini par u
via l’isomorphisme (3.4.1) sur la composante associe´e a` σ. Si σ ∈ S\J , on pose zσ = (uσ)dσ+1
et l’on de´finit σ par :
σ([
t1 0
0 t2
]) = σ(t1t
−1
2 ).
D’apre`s [59, Proposition 1.3.11], l’e´le´ment zσ induit une application de Ind
G
P (χ)
S−an dans
IndGP (χ
dσ+1
σ )
S−an, encore note´e zσ, qui est surjective et dont le noyau est isomorphe a`
(SymdσE2)σ ⊗E IndGP (χσ)S\{σ}−an .
On a ici utilise´ les notations suivantes :
• pour σ ∈ S et dσ ∈ N on note (SymdσE2)σ la repre´sentation alge´brique irre´ductible
de GL2 ⊗F,σ E dont le plus haut poids vis-a`-vis de P est χσ : diag(x1, x2) 7→ σ(x2)dσ ;
• On de´finit le caracte`re χσ par :
χσ = χ1 ⊗
(
χ2
∏
τ∈S\(J∐{σ}) τ
dτ
)
.
On en de´duit imme´diatement, pour toute partie S′ de S\J , l’isomorphisme suivant :⋂
σ∈S′
ker zσ
∼−→
(⊗
σ∈S′
(SymdσE2)σ
)
⊗E
(
IndGPχ1 ⊗ χ2
∏
(S\J)\S′
σdσ
)S\S′−an
.
Posons mσ = dσ + 1. D’apre`s la preuve de [59, Proposition 1.3.11], on dispose du diagramme
commutatif suivant :
IndGP (χ)
S−an zσ //

IndGP (χ
mσ
σ )
S−an

(F(OF , S))2
(
− ∂mσ
∂z
mσ
σ
,− ∂mσ
∂z
mσ
σ
)
// (F(OF , S))2
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ou`
• F(OF , S) de´signe l’espace F(U, J, dS\J) pour U = OF et J = S (donc S\J = ∅) ;
• la fle`che verticale de gauche (resp. de droite) est un isomorphisme topologique expli-
citement donne´ par :
f 7−→
(
(z 7→ f([ 0 1−1 $F z ])), (z 7→ f([ 1 0z −1 ]))
)
.
On en de´duit donc l’existence d’un isomorphisme topologique :(⊗
σ∈S′
(SymdσE2)σ
)
⊗E
(
IndGPχ1 ⊗ χ2
∏
(S\J)\S′
σdσ
)S\S′−an ' (F(OF , S\S′, dS′))2 .(3.4.2)
Posons alors :
I(χ, S\S′, dS′) =
(⊗
σ∈S′
(SymdσE2)σ
)
⊗E
(
IndGPχ1 ⊗ χ2
∏
(S\J)\S′
σdσ
)S\S′−an
et notons V le E-espace vectoriel des fonctions f : F → E ve´rifiant les deux conditions
suivantes :
(i) f |OF appartient a` F(OF , S\S′, dS′) ;
(ii) χ2χ
−1
1 (z)z
dS\Jf(1/z)|OF−{0} se prolonge surOF en une fonction de F(OF , S\S′, dS′).
L’application
(3.4.3)
V −→ F(OF , S\S′, dS′)⊕F(OF , S\S′, dS′)
f 7−→
((
z 7→ f($F z)
)
,
(
z 7→ χ2χ−11 (z)zdS\Jf(1/z)
))
est un isomorphisme de E-espaces vectoriels qui permet de munir V de la topologie localement
convexe induite par cette application. Les isomorphismes (3.4.2) et (3.4.3) et l’e´galite´[
0 1
−1 z
] [
a b
c d
]
=
[ ad−bc
−cz+a −c
0 −cz + a
] [
0 1
−1 dz−b−cz+a
]
assurent alors que l’action de G sur I(χ, S\S′, dS′) se traduit sur V de la fac¸on suivante :
pour tout g = [ a bc d ] ∈ G, tout f ∈ V , et tout z ∈ F − {ac}, on a([
a b
c d
]
f
)
(z) = χ1(det(g))χ2χ
−1
1 (−cz + a)(−cz + a)dS\Jf
(
dz − b
−cz + a
)
.(3.4.4)
Ils assurent en outre que si c 6= 0, alors on peut prolonger gf par continuite´ en z = ac en une
fonction appartenant a` V .
3.4.3. Une GL2(F )-repre´sentation de Banach. — Soit χ1, χ2 : F
× → E× deux ca-
racte`res localement J-analytiques et dS\J un |S\J |-uplet d’entiers positifs ou nuls. Posons
r = −valQp(χ1(p)) et supposons r ≥ 0. Posons :
J ′ = J
∐
{σ ∈ S\J, dσ + 1 > r}, χ′1 = χ1, et χ′2 = χ2
∏
σ∈J ′\J
σdσ .
A` l’aide des espaces de´finis au §3.3.1.2, nous allons de´finir un nouveau G-Banach attache´
au triplet (J ′, χ′1, χ′2).
Notons B(χ′, J ′, dS\J ′) le E-espace vectoriel des fonctions f : F → E ve´rifiant les deux
conditions suivantes :
(i) f |OF appartient a` Cr(OF , J ′, dS\J ′) ;
(ii) χ′2χ′1
−1(z)zdS\J′f(1/z)|OF−{0} se prolonge surOF en un e´le´ment de Cr(OF , J ′, dS\J ′).
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L’application
(3.4.5)
B(χ′, J ′, dS\J ′) −→ Cr(OF , J ′, dS\J ′)⊕ Cr(OF , J ′, dS\J ′)
f 7−→
((
z 7→ f($F z)
)
,
(
z 7→ χ′2χ′1−1(z)zdS\J′f(1/z)
))
est un isomorphisme de E-espaces vectoriels. On munit alors B(χ′, J ′, dS\J ′) de la topologie
localement convexe de´duite de cette application, ce qui en fait un espace de Banach sur E
pour la norme ‖ · ‖B de´finie comme suit : si (f1, f2) de´signe l’e´le´ment de (Cr(OF , J ′, dS\J ′))2
correspondant a` f ∈ B(χ′, J ′, dS\J ′) via l’isomorphisme (3.4.5), alors :
‖f‖B = sup
(‖f1‖Cr , ‖f2‖Cr).(3.4.6)
Pour f ∈ B(χ′, J ′, dS\J ′) et g = [ a bc d ] ∈ G, conside´rons la fonction de´finie par
(gf) (z) = χ1(det(g))χ
′
2χ
′
1
−1
(−cz + a)(−cz + a)dS\J′f
(
dz − b
−cz + a
)
(3.4.7)
pour tout z 6= ac (si c 6= 0). Le prochain re´sultat montre que gf se prolonge par continuite´
en z = ac en un e´le´ment de B(χ
′, J ′, dS\J ′) et que, pour l’action de G de´finie par la formule
(3.4.7), l’espace B(χ′, J ′, dS\J ′) est un G-Banach.
Lemme 3.4.5. — L’action a` gauche de G sur l’espace B(χ′, J ′, dS\J ′) donne´e par la formule
(3.4.7) est bien de´finie et se fait par automorphismes continus.
Preuve. — Soit f = (f1, f2) ∈ B(χ′, J ′, dS\J ′). En utilisant l’isomorphisme (3.4.5), on voit
que l’on a d’autre part, pour tout g = [ a bc d ] ∈ G
(gf)1(z) = χ
′
1(det(g))χ
′
2χ
′
1
−1
(−c$F z + a)(−c$F z + a)dS\J′f1
( dz − b$F
−c$F z + a
)
si d$F z−b−c$F z+a ∈ $FOF et
(gf)1(z) = χ
′
1(det(g))χ
′
2χ
′
1
−1
(d$F z − b)(d$F z − b)dS\J′f2
(−c$F z + a
d$F z − b
)
si d$F z−b−c$F z+a ∈ F\$FOF ; et d’autre part,
(gf)2(z) = χ
′
1(det(g))χ
′
2χ
′
1
−1
(−c+ az)(−c+ az)dS\J′f1
(−b z$F + d$F
az − c
)
si −bz+daz−c ∈ $FOF et
(gf)2(z) = χ
′
1(det(g))χ
′
2χ
′
1
−1
(−bz + d)(−bz + d)dS\J′f2
( az − c
−bz + d
)
si −bz+daz−c ∈ F\$FOF .
Il suffit maintenant de montrer que l’application
(3.4.8)
Cr(OF , J ′, dS\J ′)⊕ Cr(OF , J ′, dS\J ′) −→ Cr(OF , J ′, dS\J ′)⊕ Cr(OF , J ′, dS\J ′)
(f1, f2) 7−→ ((gf)1, (gf)2)
est bien de´finie et continue. Par la de´composition de Bruhat G = P ∪ PwN , il nous suffit de
montrer la stabilite´ et la continuite´ de l’application (3.4.8) pour les matrices g de la forme
[ λ 00 λ ], [
0 $F
1 0 ], [
1 0
0 λ ] et [
1 λ
0 1 ] avec λ ∈ F×, ce qui est une conse´quence des formules ci-dessus,
de la Proposition 3.3.4 et du fait que l’espace Cr(OF , J ′, dS\J ′) est une E-alge`bre de Banach
[27, Lemme 2.9].
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Le Lemme 3.4.5 et le The´ore`me de Banach-Steinhaus [54, The´ore`me 6.15] impliquent alors
que l’espace B(χ′, J ′, dS\J ′) est un G-Banach.
Soit k ∈ N>0. Fixons Sk ⊂ O×F un syste`me de repre´sentants des classes de (OF /$kFOF )×,
et notons l le plus petit entier positif tel que χ′1|D(ai,l) et χ′2|D(ai,l) soient des fonctions J ′-
analytiques sur l’ouvert D(ai, l) pour tout ai ∈ Sl.
Supposons de plus que le caracte`re central de I(χ, J, dS\J) est entier, ce qui e´quivaut a`
demander que
valQp(χ
′
1(p)) + valQp(χ
′
2(p)) + |dS\J ′ | = 0.(3.4.9)
Lemme 3.4.6. — Les fonctions de F dans E de´finies par les formules suivantes sont des
e´le´ments de B(χ′, J ′, dS\J ′) :
z 7→ znS\J′zmJ′ ,
z 7→
{
χ′2χ′1
−1(z − a)(z − a)dS\J′−nS\J′ (z − a)−mJ′ si z 6= a
0 si z = a ;
avec a ∈ F , mJ ′ ∈ NJ ′ et 0 6 nS\J ′ 6 dS\J ′ tels que r −
(|nS\J ′ |+ |mJ ′ |) > 0.
Preuve. — Le meˆme raisonnement que celui permettant de prouver [8, Lemme 4.2.2] s’ap-
plique : il suffit de montrer que la fonction f : OF → E de´finie par
f(z) =
{
χ′2χ′1
−1(z)zdS\J′−nS\J′z−mJ′ si z 6= 0
0 si z = 0
appartient a` Cr(OF , J ′, dS\J ′). Soit f0 la fonction nulle sur OF et, pour tout n ∈ N>0, posons :
fn(z) = 1OF \D(0,n)(z)χ
′
2χ
′
1
−1
(z)zdS\J′−nS\J′z−mJ′ .
La fonction fn est bien dans C
r(OF , J ′, dS\J ′) puisqu’elle est en fait dans F(OF , J ′, dS\J ′).
Par [54, Lemme 9.9], il suffit de montrer que fn+1 − fn tend vers 0 dans l’espace dual de
l’espace de Banach des distributions (J ′, dS\J ′)-tempe´re´es d’ordre r sur OF . Autrement dit,
on veut montrer que
sup
µ∈Cr(OF ,J ′,dS\J′ )∨
∣∣∣ ∫OF (fn+1(z)− fn(z))µ(z)∣∣∣
‖µ‖r,dS\J
→ 0 quand n→ +∞ .
Remarquons que
(3.4.10)
fn+1(z)− fn(z) = 1D(0,n)\D(0,n+1)(z)χ′2χ′1−1(z)zdS\J′−nS\J′z−mJ′
=
∑
ai∈Sl
1D(ai$nF ,n+l)(z)χ
′
2χ
′
1
−1
(z)zdS\J′−nS\J′z−mJ′ .
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Comme χ′1 et χ′2 sont des caracte`res J ′-analytiques sur D(ai, l) pour tout ai ∈ Sl, on sait que
pour tout n ≥ 0, on a :
1D(ai$nF ,n+l)(z)χ
′
2χ
′
1
−1
(z) = χ′2χ
′
1
−1
($nF )1D(ai,l)
( z
$nF
)
χ′2χ
′
1
−1( z
$nF
)
= χ′2χ
′
1
−1
($nF )1D(ai,l)
( z
$nF
) ∑
hJ′>0
bhJ′ (ai)
( z
$nF
− ai
)hJ′
= χ′2χ
′
1
−1
($nF )
∑
hJ′>0
1D(ai$nF ,n+l)(z)bhJ′ (ai)
(z − ai$nF
$nF
)hJ′
.
Graˆce a` la condition (3.4.9), on sait que
∣∣χ′2χ′1−1($nF )∣∣ = q−n(2r−|dS\J′ |). Ainsi, en e´crivant
z−mJ′ = (z − ai$nF + ai$nF )−mJ′ et en de´veloppant, on obtient, pour tout ai ∈ Sl :
1D(ai$nF ,n+l)(z)z
−mJ′ = 1D(ai$nF ,n+l)(z)(ai$
n
F )
−mJ′
∑
tJ′>0
λtJ′a
−tJ′
i
(z − ai$nF
$nF
)tJ′
,
ou` les λtJ′ sont des e´le´ments de OE . De meˆme on obtient, pour tout ai ∈ Sl :
1D(ai$nF ,n+l)(z)z
dS\J′−nS\J′
= 1D(ai$nF ,n+l)(z)
∑
06kS\J′6dS\J′−nS\J′
µkS\J′ (ai$
n
F )
kS\J′ (z − ai$nF )dS\J′−nS\J′−kS\J′ ,
avec µkS\J′ ∈ N>0.
Pour tout 0 6 αS\J ′ 6 dS\J ′ et tout βJ ′ ∈ NJ
′
, notons alors fαS\J′ ,βJ′
: OF \{0} → E, la
fonction de´finie par :
fαS\J′ ,βJ′
(z) = zdS\J′−αS\J′z−βJ′ .
Par (3.4.10), on a :∣∣µ(fn+1(z)− fn(z))∣∣ = sup
ai∈Sl
∣∣µ(1D(ai$nF ,n+l)(z)χ′2χ′1−1(z)fnS\J′ ,mJ′ (z))∣∣ .
Si l’on note C1 = supai∈Sl suphJ′ |bhJ′ (ai)|, les e´galite´s pre´ce´dentes montrent alors que pour
tout ai ∈ Sl, on a :∣∣µ(1D(ai$nF ,n+l)(z)χ′2χ′1−1(z)zdS\J′−nS\J′z−mJ′ )∣∣
≤C1q−n(2r−|dS\J′ |−|mJ′ |) sup
lJ′
kS\J′
q−n(|kS\J′ |−|lJ′ |)
∣∣µ(1D(ai$nF ,n+l)(z)fnS\J′+kS\J′ ,lJ′ (z − ai$nF ))∣∣,
ou` lJ ′ varie dans NJ
′
et ou` 0 6 kS\J ′ 6 dS\J ′ . D’apre`s la Remarque 3.3.10, on a aussi :∣∣µ(1D(ai$nF ,n+l)(z)fnS\J′+kS\J′ ,lJ′ (z−ai$nF ))∣∣ ≤ ‖µ‖r,dS\J sup
lJ′
kS\J′
q(n+l)(r+|kS\J′ |−|lJ′ |−|dS\J′ |+|nS\J′ |),
d’ou` l’on de´duit que∣∣µ(fn+1(z)− fn(z))∣∣ ≤ C1‖µ‖r,dS\J q−n(r−|mJ′ |−|nS\J′ |) sup
lJ′
kS\J′
ql(r+|kS\J′ |−|lJ′ |−|dS\J′ |+|nS\J′ |) ,
ce qui prouve le re´sultat car r > |mJ ′ |+ |nS\J ′ |.
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D’apre`s le Lemme 3.4.6, on sait que pour tout a ∈ F , tout mJ ′ ∈ NJ ′ et tout 0 6
nS\J ′ 6 dS\J ′ tels que r − |nS\J ′ | − |mJ ′ | > 0, les fonctions [z 7→ znS\J′zmJ′ ] et [z 7→
χ′2χ′1
−1(z− a)(z− a)dS\J′−nS\J′ (z− a)−mJ′ ] sont dans B(χ′, J ′, dS\J ′). Notons L(χ′, J ′, dS\J ′)
l’adhe´rence dans B(χ′, J ′, dS\J ′) du sous-E-espace vectoriel engendre´ par ces fonctions. Un
calcul direct laisse´ au lecteur permet de ve´rifier l’e´nonce´ suivant.
Lemme 3.4.7. — Le sous-espace L(χ′, J ′, dS\J ′) est stable par G dans B(χ′, J ′, dS\J ′).
Posons alors
Π(χ′, J ′, dS\J ′)
de´f
= B(χ′, J ′, dS\J ′)/L(χ
′, J ′, dS\J ′).
C’est un espace de Banach sur E qui est munit, d’apre`s les Lemmes 3.4.5 et 3.4.7, d’une
action de G par automorphismes continus.
3.5. Re´seaux
3.5.1. Deux conditions ne´cessaires de non nullite´. — Soit χ1, χ2 : F
× → E× deux
caracte`res localement J-analytiques et dS\J un |S\J |-uplet d’entiers positifs ou nuls. Posons
r = −valQp(χ1(p)) et conside´rons la repre´sentation localement Qp-analytique
I(χ, J, dS\J) =
( ⊗
σ∈S\J
(SymdσE2)σ
)
⊗E
(
IndGPχ1 ⊗ χ2
)J−an
que nous avons construite dans la Section §3.4.2. Soit I(χ, J, dS\J)(F ) le sous-espace ferme´
de I(χ, J, dS\J) forme´ des fonctions a` support compact. Il est stable sous l’action de P et
il engendre I(χ, J, dS\J) sous G. En outre, il contient l’espace O(OF , J, dS\J) et l’on ve´rifie
imme´diatement que
I(χ, J, dS\J) =
∑
g∈G
gO(OF , J, dS\J).
D’apre`s la preuve de [33, Proposition 1.21], le comple´te´ unitaire universel de I(χ, J, dS\J)
est le comple´te´ de I(χ, J, dS\J) par rapport au sous-OE [G]-re´seau engendre´ par les vecteurs
1OF (z)z
nS\J zmJ avec 0 6 nS\J 6 dS\J et mJ ∈ NJ . En utilisant la decomposition d’Iwasawa
G = PK et la compacite´ de K, on voit qu’il suffit de comple´ter par rapport au sous-OE [P ]-
re´seau Λ engendre´ par les vecteurs 1OF (z)z
nS\J zmJ et 1F−OF (z)χ2χ
−1
1 (z)z
dS\J−nS\J z−mJ
avec 0 6 nS\J 6 dS\J et mJ ∈ NJ . Notons I(χ, J, dS\J)
∧
le comple´te´ de I(χ, J, dS\J) par
rapport a` Λ : c’est unG-Banach unitaire pour lequel on dispose des deux conditions ne´cessaires
de non nullite´ suivantes.
Proposition 3.5.1. — Les deux conditions suivantes sont ne´cessaires pour que I(χ, J, dS\J)
∧
soit non nul :
(i) le caracte`re central de I(χ, J, dS\J) est a` valeurs entie`res ;
(ii) on a l’ine´galite´ valQp(χ2(p)) + |dS\J | ≥ 0.
Preuve. — Supposons que (I(χ, J, dS\J)
∧
, ‖ · ‖) soit non nul. En particulier, l’application
canonique ι : I(χ, J, dS\J) → I(χ, J, dS\J)
∧
est non nulle. Soit donc f ∈ I(χ, J, dS\J) tel que
ι(f) 6= 0. Comme ι est G-e´quivariante et comme I(χ, J, dS\J)
∧
est un G-Banach unitaire, on
a : ∣∣∣χ1(p)χ2(p)p|dS\J |∣∣∣‖ι(f)‖ = ‖ι(f)‖,
ce qui prouve (i).
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Montrons maintenant que si valQp(χ2(p)) + |dS\J | < 0, alors I(χ, J, dS\J)
∧
est nul. Ceci
e´quivaut a` prouver que pour tout 0 6 nS\J 6 dS\J et tout mJ ∈ NJ , on a :
∀λ ∈ E, ∀n ≥ 0, λ1D(0,n)(z)znS\J zmJ ∈ Λ.(3.5.1)
Nous allons raisonner par re´currence sur |nS\J |+ |mJ |.
Supposons tout d’abord |nS\J | + |mJ | = 0. Soit λ ∈ E et n ∈ N. Notons m le plus
petit entier positif tel que valF (χ2($
m
F )$
mdS\J
F ) < valF (λ) et fixons R ⊂ OF un syste`me de
repre´sentants des classes de OF /$mF OF . Comme Λ est stable sous l’action de P , la formule
(3.4.4) assure que l’on a :
∀ai ∈ R, [$mF $nF ai0 1 ]1D(0,n) = χ2($mF )$
mdS\J
F 1D($nF ai,n+m) ∈ Λ.
On en de´duit que∑
ai∈R
χ2($
m
F )$
mdS\J
F 1D($nF ai,n+m) = χ2($
m
F )$
mdS\J
F 1D(0,n) ∈ Λ,
ce qui assure que λ1D(0,n) ∈ Λ.
Supposons maintenant que (3.5.1) soit vrai pour tout 0 6 nS\J 6 dS\J et tout mJ ∈ NJ
tels que |nS\J |+ |mJ | ≤ l ou` l est un entier positif. Soit i ∈ NS tel que :
|i| = l + 1 et iσ ≤ dσ, pour tout σ ∈ S\J.
Comme Λ est stable sous l’action de P , la formule (3.4.4) assure que l’on a :
∀ai ∈ R, [$mF $nF ai0 1 ]zi1D(0,n) = χ2($mF )$
mdS\J
F
(z − ai$nF
$mF
)i
1D($nF ai,n+m) ∈ Λ,
avec µk ∈ Z. On en de´duit, en de´veloppant
( z−ai$nF
$mF
)i
et en utilisant l’hypothe`se de re´currence,
que l’on a :
∀ai ∈ R, χ2($mF )$
mdS\J
F
( z
$mF
)i
1D($nF ai,n+m) ∈ Λ.
Ceci assure en particulier que l’on a :∑
ai∈R
χ2($
m
F )$
mdS\J
F $
−mi
F z
i1D($nF ai,n+m) = χ2($
m
F )$
mdS\J
F $
−mi
F z
i1D(0,n) ∈ Λ,
ce qui implique que λzi1D(0,n) ∈ Λ, et permet de conclure.
Remarque 3.5.2. — La condition (i) de la Proposition 3.5.1 peut s’exprimer par l’e´galite´
suivante :
valQp(χ1(p)) + valQp(χ2(p)) + |dS\J | = 0.(3.5.2)
On termine cette section par quelques remarques sur le cas localement alge´brique. Soient
χ1, χ2 : F
× → E× deux caracte`res localement constants et d un |S|-uplet d’entiers positifs ou
nuls. Posons :
I(χ, d) =
(⊗
σ∈S
(SymdσE2)σ
)
⊗E
(
IndGPχ1 ⊗ χ2| · |−1
)
,
ou` IndGP (χ1 ⊗ χ2| · |−1) de´signe l’induite lisse usuelle. D’apre`s la Proposition 3.5.1 et d’apre`s
[49, Lemme 7.9] on connait deux conditions ne´cessaires pour que I(χ, d)
∧
soit non nul, a`
savoir :
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(i) valQp(χ1(p)) + valQp(χ2(p)) + [F : Qp] + |d| = 0 ;
(ii) valQp(χ2(p)) + [F : Qp] + |d| ≥ 0 et valQp(χ1(p)) + [F : Qp] + |d| ≥ 0.
On voit que (i) et (ii) sont e´quivalentes a`
(i’) valQp(χ1(p)) + valQp(χ2(p)) + [F : Qp] + |d| = 0 ;
(ii’) valQp(χ2(p)) ≤ 0 et valQp(χ1(p)) ≤ 0.
Rappelons la conjecture suivante qui est un cas particulier d’une conjecture plus ge´ne´rale
due a` Breuil et Schneider [20].
Conjecture 3.5.3. — Avec les notations pre´ce´dentes, les conditions (i′) et (ii′) sont aussi
des conditions suffisantes a` la non nullite´ de I(χ, d)
∧
.
Remarque 3.5.4. — La Conjecture 3.5.3 est de´montre´e dans les cas suivants :
• lorsque F = Qp [8, Corollaire 5.3.1] ;
• orsque χ2χ−11 est un caracte`re mode´re´ment ramifie´ avec d = 0 [64, Proposition 0.10],
ou [42, The´ore`me 1.2] pour une preuve alternative ;
• lorsque χ2χ−11 est un caracte`re non ramifie´ avec certaines conditions sur d [29].
3.5.2. Passage au dual. — On conserve les notations du §3.5.1. Supposons que les condi-
tions (i) et (ii) de la Proposition 3.5.1 soient satisfaites, ce qui implique en particulier que
r ≥ 0. Posons a` nouveau :
J ′ = J
∐
{σ ∈ S\J, dσ + 1 > r}, χ′1 = χ1, χ′2 = χ2
∏
σ∈J ′\J
σdσ .
On sait que l’on dispose d’une immersion ferme´e G-e´quivariante :
I(χ, J, dS\J) ↪→ I(χ′, J ′, dS\J ′).(3.5.3)
Le prochain re´sultat donne des informations sur les vecteurs localement Qp-analytiques de
I(χ, J, dS\J)
∧
.
Proposition 3.5.5. — Supposons que les conditions de la Proposition 3.5.1 soient satis-
faites. Alors les conditions suivantes sont e´quivalentes et ve´rifie´es :
(i) Toute application continue, E-line´aire et G-e´quivariante I(χ, J, dS\J) → B, avec B
un G-Banach unitaire, s’e´tend de manie`re unique en une application continue, E-line´aire
et G-e´quivariante I(χ′, J ′, dS\J ′)→ B.
(ii) L’application canonique I(χ, J, dS\J)→ I(χ, J, dS\J)
∧
s’e´tend de manie`re unique en
une application continue, E-line´aire et G-e´quivariante I(χ′, J ′, dS\J ′)→ I(χ, J, dS\J)
∧
.
(iii) L’application (3.5.3) induit un isomorphisme de G-Banach unitaires :
I(χ, J, dS\J)
∧ ∼−→ I(χ′, J ′, dS\J ′)∧ .
Preuve. — L’e´quivalence des conditions (i), (ii) et (iii) est claire. Breuil montre (i) en suppo-
sant de plus que l’application de I(χ, J, dS\J) dans B est injective [17, The´ore`me 7.1]. Une
preuve analogue, qui utilise de fac¸on cruciale [17, Lemme 6.1], permet de de´montrer le cas
ge´ne´ral.
D’apre`s la Proposition 3.5.5 (iii), donner une description explicite de I(χ, J, dS\J)
∧
revient
a` donner une description explicite de I(χ′, J ′, dS\J ′)
∧
. On peut ainsi supposer que :
∀σ ∈ S\J, r ≥ dσ + 1 ,(3.5.4)
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ou encore que J = J ′.
Rappelons (§3.5.1) que le comple´te´ unitaire universel de I(χ, J, dS\J) est le comple´te´ par
rapport au sous-OE [P ]-re´seau Λ engendre´ par les vecteurs :
1OF (z)z
nS\J zmJ et 1F−OF (z)χ2χ
−1
1 (z)z
dS\J−nS\J z−mJ(3.5.5)
pour tout 0 6 nS\J 6 dS\J et tout mJ ∈ NJ .
De plus, on note I(χ, J, dS\J)∨ le dual continu de l’espace I(χ, J, dS\J) muni de la topologie
forte. Si µ ∈ I(χ, J, dS\J)∨ et f ∈ I(χ, J, dS\J), on note, pour tout ouvert U de F :
µ
(
1Uf
)
=
∫
U
f(z)µ(z) .
D’apre`s la Remarque 3.2.4, l’application canonique I(χ, J, dS\J) → I(χ, J, dS\J)
∧
est
d’image dense. Par suite on a une injection continue
(I(χ, J, dS\J)
∧
)∨ ↪→ I(χ, J, dS\J)∨.(3.5.6)
Le re´sultat suivant donne une caracte´risation utile de l’image de l’application (3.5.6).
Proposition 3.5.6. — Soit µ ∈ I(χ, J, dS\J)∨. Alors µ appartient a` (I(χ, J, dS\J)
∧
)∨ si et
seulement s’il existe une constante Cµ ∈ R≥0 telle que l’on ait, pour tout n ∈ Z, tout a ∈ F ,
tout 0 6 nS\J 6 dS\J et tout mJ ∈ NJ :∣∣∣ ∫
D(a,n)
(z − a)nS\J (z − a)mJµ(z)
∣∣∣ ≤ Cµqn(r−|nS\J |−|mJ |) ;(3.5.7) ∣∣∣ ∫
F\D(a,n+1)
χ2χ
−1
1 (z − a)(z − a)dS\J−nS\J (z − a)−mJµ(z)
∣∣∣ ≤ Cµqn(|nS\J |+|mJ |−r) .(3.5.8)
Preuve. — La distribution µ s’e´tend en une forme line´aire continue sur I(χ, J, dS\J)
∧
si et
seulement s’il existe une constante Cµ ∈ R≥0 telle que :
∀f ∈ Λ,
∣∣∣ ∫
F
f(z)µ(z)
∣∣∣ ≤ Cµ.(3.5.9)
En utilisant (3.5.5) et l’identite´
[ 0 11 0 ] (1OF (z)z
nS\J zmJ ) = 1F−OF (z)χ2χ
−1
1 (z)z
dS\J−nS\J z−mJ ,
on obtient imme´diatement que (3.5.9) est e´quivalente aux deux conditions suivantes :∣∣µ(b(1OF (z)znS\J zmJ ))∣∣ ≤ Cµ ;(3.5.10) ∣∣µ(b [ 0 11 0 ] (1OF (z)znS\J zmJ ))∣∣ ≤ Cµ ;(3.5.11)
pour tout b ∈
{[
$nF a
0 1
]
; n ∈ Z, a ∈ F
}
, tout 0 6 nS\J 6 dS\J et tout mJ ∈ NJ .
Or, en appliquant la formule (3.4.4) et d’apre`s (3.5.2), on obtient que∣∣∣µ( [$nF a
0 1
]
(1OF (z)z
nS\J zmJ )
)∣∣∣ = ∣∣∣µ(1D(a,n)(z)χ2($nF )$ndS\JF (z − a$nF
)nS\J(z − a
$nF
)mJ)∣∣∣
= qn(|nS\J |+|mJ |−r)
∣∣∣µ(1D(a,n)(z)(z − a)nS\J (z − a)mJ)∣∣∣
d’ou` la condition (3.5.7).
Un calcul analogue montre que la condition (3.5.11) est e´quivalente a` la condition (3.5.8).
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De´finition 3.5.7. — On appelle distribution (J, dS\J)-tempe´re´e d’ordre r sur F une forme
line´aire continue sur l’espace de Banach B(χ, J, dS\J).
D’apre`s ce que l’on a vu dans la Section §3.3.2, on sait que F(OF , J, dS\J) s’injecte de
fac¸on continue dans Cr(OF , J, dS\J) et que son image y est dense. En utilisant le fait que
I(χ, J, dS\J) (resp. B(χ, J, dS\J)) s’identifie topologiquement a` deux copies de F(OF , J, dS\J)
(resp. Cr(OF , J, dS\J)), on en de´duit l’existence d’une injection GL2(F )-e´quivariante continue
I(χ, J, dS\J) ↪→ B(χ, J, dS\J),
dont l’image est dense dans B(χ, J, dS\J), puis d’une injection continue
B(χ, J, dS\J)
∨ ↪→ I(χ, J, dS\J)∨.(3.5.12)
Le re´sultat suivant donne une caracte´risation utile de l’image de l’application (3.5.12).
Proposition 3.5.8. — Soit µ ∈ I(χ, J, dS\J)∨. Alors µ est tempe´re´e d’ordre r sur F si et
seulement s’il existe une constante Cµ ∈ R≥0 telle que l’on ait :∣∣∣ ∫
D(a,n)
(z − a)nS\J (z − a)mJµ(z)
∣∣∣ ≤ Cµqn(r−|nS\J |−|mJ |)(3.5.13)
pour tout a ∈ $FOF , tout 0 6 nS\J 6 dS\J , tout mJ ∈ NJ et tout n ≥ 1 ;∣∣∣ ∫
F\D(0,n+1)
χ2χ
−1
1 (z)z
dS\J−nS\J z−mJµ(z)
∣∣∣ ≤ Cµqn(|nS\J |+|mJ |−r)(3.5.14)
pour tout 0 6 nS\J 6 dS\J , tout mJ ∈ NJ et tout n ≤ 0 ;∣∣∣ ∫
D( 1
a
,n− 2valF (a)
f
)
χ2χ
−1
1 (z)z
dS\J
(1
z
− a
)nS\J(1
z
− a
)mJ
µ(z)
∣∣∣ ≤ Cµqn(r−|nS\J |−|mJ |)(3.5.15)
pour tout a ∈ OF − {0}, tout 0 6 nS\J 6 dS\J , tout mJ ∈ NJ et tout entier n > valF (a)f .
Preuve. — L’application (3.4.2) (resp. (3.4.5)) induit un isomorphisme topologique de I(χ, J, dS\J)∨
dans (F(OF , J, dS\J)∨)2 (resp. de B(χ, J, dS\J)∨ dans (Cr(OF , J, dS\J)∨)2). Si l’on note
(µ1, µ2) l’e´le´ment de (F(OF , J, dS\J)∨)2 qui correspond a` µ via cet isomorphisme, il est
clair que µ est tempe´re´e d’ordre r sur F si et seulement si les distributions µ1 et µ2 sont
(J, dS\J)-tempe´re´es d’ordre r sur OF . D’apre`s le The´ore`me 3.3.8, la distribution µ1 (resp. µ2)
est (J, dS\J)-tempe´re´e d’ordre r sur OF si et seulement s’il existe une constante Cµ1 ∈ R≥0
(resp. Cµ2 ∈ R≥0) telle que pour tout a ∈ OF , tout 0 6 nS\J 6 dS\J , tout mJ ∈ NJ et tout
n ≥ 0, on ait : ∣∣∣µ1(1D(a,n)(z)(z − a)nS\J (z − a)mJ)∣∣∣ ≤ Cµ1qn(r−|nS\J |−|mJ |) ;(3.5.16) ∣∣∣µ2(1D(a,n)(z)(z − a)nS\J (z − a)mJ)∣∣∣ ≤ Cµ2qn(r−|nS\J |−|mJ |) .(3.5.17)
La fonction f correspondant au couple
(f1, f2) = (1D(a,n)(z)(z − a)nS\J (z − a)mJ , 0)
via (3.4.3) est la fonction 1D($F a,n+1)(z)
(
z
$F
−a)nS\J ( z$F −a)mJ . Ainsi, la condition (3.5.16)
se traduit par∣∣∣µ(1D($F a,n+1)(z)(z −$Fa)nS\J (z −$Fa)mJ)∣∣∣ ≤ Cµ1q(n+1)(r−|nS\J |−|mJ |)
pour tout a ∈ OF , tout 0 6 nS\J 6 dS\J , tout mJ ∈ NJ et tout n ≥ 0, d’ou` (3.5.13).
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La fonction f correspondant au couple
(f1, f2) = (0,1D(a,n)(z)(z − a)nS\J (z − a)mJ )
via (3.4.3) est la fonction 1{z: | 1
z
−a|≤|$nF |}(z)χ2χ
−1
1 (z)z
dS\J
(
1
z −a
)nS\J (1
z −a
)mJ . Nous devons
ici distinguer deux cas.
• Si a ∈ D(0, n), on a {z : |1z − a| ≤ |$nF |} = F\D(0,−n+ 1) ; la condition (3.5.17) se
traduit alors par∣∣∣µ(1F\D(0,−n+1)(z)χ2χ−11 (z)zdS\J(1z − a)nS\J(1z − a)mJ)∣∣∣ ≤ Cµ2qn(|nS\J |+|mJ |−r)(3.5.18)
pour tout 0 6 nS\J 6 dS\J , tout mJ ∈ NJ et tout n ≥ 0. En de´veloppant
(
1
z − a
)nS\J et(
1
z − a
)mJ , on voit directement l’e´quivalence des conditions (3.5.18) et (3.5.14).
• Si a ∈ OF \D(0, n), on a {z : |1z − a| ≤ |$nF |} = D( 1a , n − 2valF (a)f ), et la condition
(3.5.17) se traduit alors par la condition (3.5.15).
Corollaire 3.5.9. — Soit µ ∈ I(χ, J, dS\J)∨ . Alors µ appartient a` Π(χ, J, dS\J)∨ si et
seulement s’il existe une constante Cµ ∈ R≥0 ve´rifiant (3.5.13), (3.5.14), (3.5.15) ainsi que
les deux conditions supple´mentaires suivantes :∫
F
znS\J zmJµ(z) = 0;(3.5.19) ∫
F
χ2χ
−1
1 (z − a)(z − a)dS\J−nS\J (z − a)−mJµ(z) = 0(3.5.20)
pour tout a ∈ F , tout 0 6 nS\J 6 dS\J et tout mJ ∈ NJ tels que r − (|nS\J |+ |mJ |) > 0.
Preuve. — C’est une conse´quence imme´diate de la Proposition 3.5.8 et du Lemme 3.4.6.
3.6. Preuve du The´ore`me principal
Conservons les notations du §3.5.1 et supposons que les conditions (i) et (ii) de la Pro-
position 3.5.1 soient ve´rifie´es. Rappelons que cela revient a` dire que le caracte`re central de
I(χ, J, dS\J) est entier et que l’ine´galite´ valQp(χ2(p)) + |dS\J | ≥ 0 est ve´rifie´e. De plus, par la
Proposition 3.5.5 on sait que calculer le comple´te´ unitaire universel de I(χ, J, dS\J) revient a`
calculer le comple´te´ unitaire universel de I(χ′, J ′, dS\J ′). On peut donc supposer que J = J ′.
Nous nous proposons de montrer que les conditions (3.5.7) et (3.5.8) se´lectionnent exacte-
ment les distributions (J, dS\J)-tempe´re´es d’ordre r sur F annulant toutes les fonctions de la
forme [z 7→ znS\J zmJ ] et [z 7→ χ2χ−11 (z− a)(z− a)dS\J−nS\J (z− a)−mJ ] avec a ∈ F , mJ ∈ NJ
et 0 6 nS\J 6 dS\J tels que r − (|nS\J |+ |mJ |) > 0. Plus pre´cise´ment nous allons prouver le
re´sultat suivant.
The´ore`me 3.6.1. — Soit µ ∈ I(χ, J, dS\J)∨. Les deux conditions suivantes sont e´quiva-
lentes.
(A) La distribution µ ve´rifie les conditions (3.5.7) et (3.5.8) ;
(B) La distribution µ ve´rifie les conditions (3.5.13), (3.5.14), (3.5.15), (3.5.19) et (3.5.20).
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3.6.1. Preuve de (A) =⇒ (B). — Supposons que µ ve´rifie les conditions (3.5.7) et (3.5.8).
Alors µ ve´rifie a fortiori (3.5.13) et (3.5.14). Pour montrer que (3.5.7) implique (3.5.15), quitte
a` changer la constante Cµ, on a besoin de l’e´quivalence suivante.
Lemme 3.6.2. — Quitte a` modifier la constante Cµ, la condition (3.5.15) est e´quivalente a`
la condition suivante :
(i) Il existe un entier n0 > 0 tel que (3.5.15) est satisfaite pour tout a ∈ OF −{0}, tout
0 6 nS\J 6 dS\J , tout mJ ∈ NJ et tout n > n0 + valF (a)f .
Preuve. — (3.5.15)⇒ (i) est imme´diat.
Montrons que (i) ⇒ (3.5.15). Soit a ∈ OF − {0} et valF (a)f < n ≤ n0 + valF (a)f . Si l’on
pose n′ = n+n0, on peut e´crire alors D
(
1
a , n− 2valF (a)f
)
comme union de disques de la forme
D′ = D
(
1
a′ , n
′ − 2valF (a)f
)
avec |a| = |a′| (et donc |a − a′| ≤ q−n). En e´crivant (1z − a)i =((
1
z − a′
)
+
(
a′ − a))i avec i ∈ {nS\J ,mJ}, puis en de´veloppant, on obtient que∣∣∣µ(1D′(z)χ2χ−11 (z)zdS\J(1z − a)nS\J(1z − a)mJ)∣∣∣
≤ sup
06kS\J6nS\J
06lJ6mJ
{
|a− a′||nS\J |−|kS\J |+|mJ |−|lJ |
·
∣∣∣µ(1D′(z)χ2χ−11 (z)zdS\J(1z − a′)kS\J(1z − a′)lJ)∣∣∣}
≤ sup
06kS\J6nS\J
06lJ6mJ
qn(−|nS\J |+|kS\J |−|mJ |+|lJ |)Cµqn
′(r−|kS\J |−|lJ |) par (i)
= Cµq
n(r−|nS\J |−|mJ |)q(n
′−n)r
≤ C ′µqn(r−|nS\J |−|mJ |) ,
ou` l’on a pose´ C ′µ
de´f
= Cµq
n0r. Comme le dernier terme ne de´pend pas du choix de a on peut
conclure.
Proposition 3.6.3. — Quitte a` modifier la constante Cµ, la condition (3.5.7) implique la
condition (3.5.15).
Preuve. — Notons n0 le plus petit entier positif tel que (χ2χ
−1
1 )|D(1,n0) soit une fonction J-
analytique. D’apre`s le Lemme 3.6.2 il suffit de montrer que la condition (3.5.15) est satisfaite
pour tout a ∈ OF − {0}, tout 0 6 nS\J 6 dS\J , tout mJ ∈ NJ et tout n > n0 + valF (a)f .
Posons D = D
(
1
a , n− 2valF (a)f
)
. D’apre`s l’e´galite´
1D(z)
(1
z
− a
)nS\J
= 1D(z)(−1)nS\J z−nS\JanS\J
(
z − 1
a
)nS\J
,
on obtient, en e´crivant zdS\J−nS\J = (z − 1a + 1a)dS\J−nS\J et en de´veloppant, que
1D(z)z
dS\J
(1
z
− a
)nS\J
= 1D(z)
∑
06kS\J6dS\J−nS\J
µkS\Ja
−kS\J+nS\J
(
z − 1
a
)dS\J−kS\J
,
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avec µkS\J ∈ N. De meˆme, en e´crivant z−mJ = (z − 1a + 1a)−mJ et en de´veloppant, on a :
1D(z)z
−mJ = 1D(z)amJ
∑
rJ>0
λrJa
rJ
(
z − 1
a
)rJ
,
avec λrJ ∈ N on en de´duit que
1D(z)
(1
z
− a
)mJ
= 1D(z)(−1)mJ z−mJamJ
(
z − 1
a
)mJ
= 1D(z)
∑
rJ>0
λrJa
2mJ+rJ
(
z − 1
a
)mJ+rJ
.
Remarquons maintenant que, pour tout z ∈ D, on a
az ∈ D
(
1, n− valF (a)
f
)
⊆ D(1, n0) ,
ce qui implique que
1D(z)χ2χ
−1
1 (z) = χ2χ
−1
1 (a
−1)1D(z)χ2χ−11 (az)
= χ2χ
−1
1 (a
−1)1D(z)
∑
lJ>0
blJ (az − 1)lJ
= χ2χ
−1
1 (a
−1)1D(z)
∑
lJ>0
blJa
lJ
(
z − 1
a
)lJ
,
avec blJ ∈ E et |blJ |q−n0 → 0 quand |lJ | → +∞. Notons alors C = suplJ |blJ |. Comme,
d’apre`s (3.5.2), on a |χ2χ−11 (a−1)| = |a||dS\J |−2r, on de´duit des e´galite´s pre´ce´dentes que :∣∣∣µ(1D(z)χ2χ−11 (z)zdS\J(1z − a)nS\J(1z − a)mJ)∣∣∣
≤ C|a||dS\J |−2r sup
06kS\J6dS\J−nS\J
lJ>0, rJ>0
{
|a|2|mJ |+|rJ |+|lJ |−|kS\J |+|nS\J |
·
∣∣∣µ(1D(z)(z − 1
a
)dS\J−kS\J(
z − 1
a
)mJ+lJ+rJ)∣∣∣} .
Comme la condition (3.5.7) implique l’ine´galite´∣∣∣µ(1D(z)(z − 1
a
)dS\J−kS\J(
z − 1
a
)mJ+lJ+rJ)∣∣∣ ≤ Cµ∣∣∣$nF
a2
∣∣∣|dS\J |−|kS\J |+|mJ |+|lJ |+|rJ |−r ,
on en de´duit finalement que∣∣∣µ(1D(z)χ2χ−11 (z)zdS\J(1z − a)nS\J(1z − a)mJ)∣∣∣ ≤ CCµqn(r−|nS\J |−|mJ |),
ce qui prouve le re´sultat annonce´.
D’apre`s la Proposition 3.6.3, on peut e´tendre µ en une distribution (J, dS\J)-tempe´re´e
d’ordre r sur F . Il reste a` montrer que µ, vu comme e´le´ment de B(χ, J, dS\J)∨, est nul sur
l’espace L(χ, J, dS\J). Or, d’apre`s (3.5.7), on a, pour tout 0 6 nS\J 6 dS\J et tout mJ ∈ NJ
tels que r − (|nS\J |+ |mJ |) > 0 :∣∣∣ ∫
D(0,n)
znS\J zmJµ(z)
∣∣∣→ 0 quand n→ −∞
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tandis que d’apre`s (3.5.8), on a, pour tout a ∈ F , tout 0 6 nS\J 6 dS\J et tout mJ ∈ NJ tels
que r − (|nS\J |+ |mJ |) > 0 :∣∣∣ ∫
F\D(a,n+1)
χ2χ
−1
1 (z − a)(z − a)dS\J−nS\J (z − a)−mJµ(z)
∣∣∣→ 0 quand n→ +∞ .
Ceci prouve la nullite´ recherche´e et permet de terminer la preuve de l’implication (A) =⇒ (B).
3.6.2. Preuve de (B) =⇒ (A). — Montrer que les conditions (3.5.13), (3.5.14), (3.5.15),
(3.5.19) et (3.5.20) impliquent les conditions (3.5.7) et (3.5.8) requiert quelques pre´liminaires.
Commenc¸ons par donner une autre caracte´risation des conditions (3.5.7) et (3.5.8).
Lemme 3.6.4. — La condition (3.5.7) est satisfaite (quitte a` changer Cµ) si et seulement
si les trois conditions suivantes sont ve´rifie´es.
(i) (3.5.7) est ve´rifie´e pour tout a ∈ F et tout n ∈ Z tels que D(a, n) ∩$FOF = ∅, tout
0 6 nS\J 6 dS\J et tout mJ ∈ NJ ;
(ii) (3.5.7) est ve´rifie´e pour tout a ∈ $FOF , tout n ∈ N>0, tout 0 6 nS\J 6 dS\J et tout
mJ ∈ NJ ;
(iii) (3.5.7) est ve´rifie´e pour a = 0, pour tout entier n ≤ 0, tout 0 6 nS\J 6 dS\J et tout
mJ ∈ NJ tels que r − (|nS\J |+ |mJ |) > 0.
Preuve. — Seule l’implication (i) + (ii) + (iii)⇒ (3.5.7) est a` prouver. Pour cela il suffit de
ve´rifier la condition (3.5.7) pour a = 0, pour tout entier n ≤ 0, tout 0 6 nS\J 6 dS\J et tout
mJ ∈ NJ tels que r − (|nS\J |+ |mJ |) ≤ 0.
Notons R ⊂ OF un syste`me de repre´sentants des classes de OF /$FOF contenant 0 et
fixons m ∈ N>0 tel que n+m > 0. On a alors :
1D(0,n)(z)z
nS\J zmJ = 1D(0,n+m)(z)z
nS\J zmJ +
m−1∑
j=0
∑
ai∈R−{0}
1
D(ai$
n+j
F ,n+j+1)
(z)znS\J zmJ .
En utilisant (ii) et l’ine´galite´ r − (|nS\J |+ |mJ |) ≤ 0, on obtient que :∣∣∣µ(1D(0,n+m)(z)znS\J zmJ)∣∣∣ ≤ Cµq(n+m)(r−|nS\J |−|mJ |) ≤ Cµqn(r−|nS\J |−|mJ |).
Il reste a` minorer les termes de la somme. Soit ai ∈ R − {0} et 0 ≤ j ≤ m − 1. En e´crivant
znS\J = (z−ai$n+jF +ai$n+jF )nS\J (resp. zmJ = (z−ai$n+jF +ai$n+jF )mJ ) et en de´veloppant,
on obtient que∣∣∣µ(1D(ai$n+jF ,n+j+1)(z)znS\J zmJ)∣∣∣
≤ sup
06lS\J6nS\J
06kJ6mJ
{∣∣∣µ(1D(ai$n+jF ,n+j+1)(z)(ai$n+jF )lS\J (ai$n+jF )kJ
· (z − ai$n+jF )nS\J−lS\J (z − ai$n+jF )mJ−kJ
)∣∣∣}
≤ sup
06lS\J6nS\J
06kJ6mJ
q−(n+j)(|lS\J |+|kJ |)Cµq(n+j+1)(r−|nS\J |+|lS\J |−|mJ |+|kJ |) par (i)
≤ Cµqrq(n+j)(r−|nS\J |−|mJ |).
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Comme r − (|nS\J |+ |mJ |) ≤ 0, on a :
q(n+j)(r−|nS\J |−|mJ |) ≤ qn(r−|nS\J |−|mJ |),
d’ou` le re´sultat.
Rappelons que pour tout entier k ≥ 1 on de´signe par Sk ⊂ O×F un syste`me de repre´sentants
des classes de (OF /$kFOF )×, et que l de´signe le plus petit entier positif tel que χ1|D(ai,l) et
χ2|D(ai,l) soient des fonctions J-analytiques sur l’ouvert D(ai, l) pour tout ai ∈ Sl. Notons
D(a, n, n+ 1) = D(a, n)\D(a, n+ 1) pour tout a ∈ F et tout n ∈ Z.
Lemme 3.6.5. — Supposons que la condition (3.5.7) soit satisfaite. Alors la condition (3.5.8)
est satisfaite si et seulement si les deux conditions suivantes sont ve´rifie´es.
(i) (3.5.8) est vraie pour tout a ∈ F , tout n ≥ 0, tout 0 6 nS\J 6 dS\J et tout mJ ∈ NJ
tels que r − (|nS\J |+ |mJ |) > 0 ;
(ii) (3.5.8) est vraie pour a = 0, pour tout n ≤ 0, tout 0 6 nS\J 6 dS\J et tout mJ ∈ NJ
tels que r − (|nS\J |+ |mJ |) ≤ 0.
Preuve. — (3.5.8)⇒ (i), (ii) est imme´diat.
Montrons (i) + (ii) ⇒ (3.5.8). Pour cela, il suffit de ve´rifier la condition (3.5.8) dans les
trois cas suivants :
• a ∈ F , tout n < 0, 0 6 nS\J 6 dS\J et mJ ∈ NJ tels que r − (|nS\J |+ |mJ |) > 0 ;
• a 6= 0, n ∈ Z, 0 6 nS\J 6 dS\J et mJ ∈ NJ tels que r − (|nS\J |+ |mJ |) ≤ 0 ;
• a = 0, n > 0, 0 6 nS\J 6 dS\J et mJ ∈ NJ tels que r − (|nS\J |+ |mJ |) ≤ 0.
Remarquons d’abord que l’on a :
∀a ∈ F, n ∈ Z, 1D(a,n,n+1) =
∑
ai∈Sl
1D(a+ai$nF ,n+l) .
Ainsi, un raisonnement analogue a` celui prouvant le lemme 3.4.6 permet de montrer, en
utilisant (3.5.7), que pour tout a ∈ F , tout n ∈ Z, tout 0 6 nS\J 6 dS\J et tout mJ ∈ NJ on
a, quitte a` modifier Cµ :∣∣∣µ(1D(a,n,n+1)(z)χ2χ−11 (z − a)(z − a)dS\J−nS\J (z − a)−mJ)∣∣∣ ≤ Cµqn(|nS\J |+|mJ |−r) .(3.6.1)
On conclut alors comme suit.
Premier cas. Soit n < 0 et fixons un entier m ≥ 1 tel que que n+m > 0. Puisque
∀a ∈ F, 1F\D(a,n) = 1F\D(a,n+m) −
m−1∑
j=0
1D(a,n+j,n+j+1) ,
on de´duit le premier cas de (i) et de (3.6.1).
Deuxie`me cas. Soit a 6= 0 et n ∈ Z. Choisissons m ∈ Z tel que n−m < 0 et F\D(a, n−m) =
F\D(0, n−m). En utilisant l’e´galite´
1F\D(a,n) = 1F\D(a,n−m) +
m+1∑
j=0
1D(a,n−m−j,n−m−j+1) ,
on de´duit le deuxie`me cas de (ii) et de (3.6.1).
Troisie`me cas. Le meˆme raisonnement que celui mene´ dans le deuxie`me cas s’applique.
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Remarquons que (3.5.13) est exactement (3.5.7) avec a ∈ $FOF , tout n ∈ N>0, tout
0 6 nS\J 6 dS\J et tout mJ ∈ NJ et que (3.5.14) est exactement (3.5.8) pour a = 0, pour
tout n ≤ 0, tout 0 6 nS\J 6 dS\J et tout mJ ∈ NJ . D’apre`s les Lemmes 3.6.4 et 3.6.5 il reste
alors a` montrer :
(i) (3.5.7) pour tout a ∈ F et tout n ∈ Z tels que D(a, n)∩$FOF = ∅, tout 0 6 nS\J 6
dS\J et tout mJ ∈ NJ ;
(ii) (3.5.7) pour a = 0, pour tout entier n ≤ 0, tout 0 6 nS\J 6 dS\J et tout mJ ∈ NJ
tels que r − (|nS\J |+ |mJ |) > 0 ;
(iii) (3.5.8) pour tout a ∈ F , tout n ≥ 0, tout 0 6 nS\J 6 dS\J et tout mJ ∈ NJ tels
que r − (|nS\J |+ |mJ |) > 0.
La proposition suivante montre que (3.5.15) implique (i).
Proposition 3.6.6. — La condition (3.5.15) implique la condition (3.5.7) pour tout disque
D(a, n) avec a ∈ F et n ∈ Z tels que D(a, n) ∩ $FOF = ∅, tout 0 6 nS\J 6 dS\J et tout
mJ ∈ NJ .
Preuve. — Un calcul analogue a` celui de la Proposition 3.6.3 montre que la condition (3.5.15)
est e´quivalente a`
∣∣∣ ∫
D( 1
a
,n− 2valF (a)
f
)
zdS\J
(1
z
− a
)nS\J(1
z
− a
)mJ
µ(z)
∣∣∣ ≤ Cµ|a|2r−|dS\J |qn(r−|nS\J |−|mJ |)(3.6.2)
pour tout a ∈ OF − {0}, tout 0 6 nS\J 6 dS\J , tout mJ ∈ NJ et tout entier n > valF (a)f .
Soit a ∈ OF−{0} et n > valF (a)f . Posons D = D
(
1
a , n− 2valF (a)f
)
. Pour tout 0 6 nS\J 6 dS\J
on a alors les identite´s suivantes :
1D(z)
(
z − 1
a
)nS\J
= 1D(z)(−1)nS\Ja−nS\J znS\J
(1
z
− a
)nS\J
= 1D(z)(−1)nS\Ja−nS\J
(1
z
− a+ a
)dS\J−nS\J
zdS\J
(1
z
− a
)nS\J
= 1D(z)
∑
06kS\J6dS\J−nS\J
λkS\Ja
kS\J−nS\J zdS\J
(1
z
− a
)dS\J−kS\J
avec λkS\J ∈ N. Un calcul analogue au pre´ce´dent montre que :
1D(z)
(
z − 1
a
)mJ
= 1D(z)
∑
rJ>0
µrJa
−2mJ−rJ
(1
z
− a
)rJ+mJ
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avec µrJ ∈ N. Ces deux e´galite´s combine´es a` la condition (3.6.2) impliquent que :∣∣∣µ(1D(z)(z − 1
a
)nS\J
(z − 1
a
)mJ)∣∣∣
≤
∣∣∣a−nS\Ja−2mJ sup
rJ>0
06kS\J6dS\J−nS\J
akS\Ja−rJµ
(
1D(z)z
dS\J
(1
z
− a
)dS\J−kS\J(1
z
− a
)rJ+mJ)∣∣∣
≤Cµ|a|−|nS\J |−2|mJ | sup
rJ>0
06kS\J6dS\J−nS\J
|a||kS\J |−|rJ ||a|2r−|dS\J |qn(r−|dS\J |+|kS\J |−|rJ |−|mJ |)
=Cµ|a|2r−2|nS\J |−2|mJ |qn(r−|nS\J |−|mJ |)
=Cµq
(n− 2valF (a)
f
)(r−|nS\J |−|mJ |).
Lorsque a ∈ OF −{0} et n > valF (a)f , D
(
1
a , n− 2valF (a)f
)
parcourt tous les disques D(b,m) ⊂ F
avec b ∈ F et m ∈ N dans F tels que D(b,m) ∩$FOF = ∅, ce qui permet conclure.
En utilisant les conditions (3.5.19) et (3.5.20) on voit que montrer (ii) et (iii) revient a`
montrer (quitte a` modifier la constante Cµ) que, d’une part,∣∣∣ ∫
F\D(0,n)
znS\J zmJµ(z)
∣∣∣ ≤ Cµqn(r−|nS\J |−|mJ |)(3.6.3)
pour tout entier n ≤ 0, tout 0 6 nS\J 6 dS\J et tout mJ ∈ NJ tels que r−(|nS\J |+ |mJ |) > 0
et ∣∣∣ ∫
D(a,n+1)
χ2χ
−1
1 (z − a)(z − a)dS\J−nS\J (z − a)−mJµ(z)
∣∣∣ ≤ Cµqn(|nS\J |+|mJ |−r)(3.6.4)
pour tout a ∈ F , tout n ≥ 0, tout 0 6 nS\J 6 dS\J et tout mJ ∈ NJ tels que r − (|nS\J | +
|mJ |) > 0.
Rappelons que l’on a pose´, pour tout f ∈ B(χ, J, dS\J),
‖f‖B = sup
(‖f1‖Cr , ‖f2‖Cr) ,(3.6.5)
ou` (f1, f2) de´signe l’e´le´ment de C
r
(OF , J, dS\J)2 qui correspond a` f via l’isomorphisme
(3.4.5).
Les conditions (3.6.3) et (3.6.4) sont alors une conse´quence imme´diate du lemme suivant.
Lemme 3.6.7. — • Il existe une constante C ∈ R≥0 telle que pour tout entier n ≤ 0, tout
0 6 nS\J 6 dS\J et tout mJ ∈ NJ ve´rifiant r − (|nS\J |+ |mJ |) > 0 on a :
‖1F\D(0,n+1)(z)znS\J zmJ‖B ≤ Cqn(r−|nS\J |−|mJ |).
• Il existe une constante C ∈ R≥0 telle que pour tout a ∈ F , tout entier n ≥ 1, tout
0 6 nS\J 6 dS\J et tout mJ ∈ NJ ve´rifiant r − (|nS\J |+ |mJ |) > 0, on a :
‖1D(a,n)(z)χ2χ−11 (z − a)(z − a)dS\J−nS\J (z − a)−mJ‖B ≤ Cqn(|nS\J |+|mJ |−r).
Preuve. — Pour tout 0 6 nS\J 6 dS\J et tout mJ ∈ NJ tels que r − (|nS\J | + |mJ |) > 0,
notons fnS\J ,mJ la fonction de OF dans E de´finie par :
∀z ∈ OF , fnS\J ,mJ (z) = χ2χ−11 (z)zdS\J−nS\J z−mJ .
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D’apre`s le Lemme 3.4.6 c’est une fonction de classe Cr. Posons :
C = sup
{
‖fnS\J ,mJ‖Cr : 0 6 nS\J 6 dS\J , mJ ∈ NJ et r − (|nS\J |+ |mJ |) > 0
}
.(3.6.6)
Par (3.6.5), on sait que
‖1F\D(0,n+1)(z)znS\J zmJ‖B = ‖1D(0,−n)(z)fnS\J ,mJ (z)‖Cr .
On peut re´e´crire ‖1D(0,−n)(z)fnS\J ,mJ (z)‖Cr sous la forme :∣∣∣χ2χ−11 ($−nF )($−nF )dS\J−nS\J ($−nF )−mJ ∣∣∣∥∥∥1D(0,−n)(z)fnS\J ,mJ( z$−nF
)∥∥∥
Cr
.
Comme (3.5.2) assure que l’on a :∣∣∣χ2χ−11 ($−nF )($−nF )dS\J−nS\J ($−nF )−mJ ∣∣∣ = qn(2r−|nS\J |−|mJ |) ,
et comme le Lemme 3.3.2 assure que∥∥∥1D(0,−n)(z)fnS\J ,mJ( z$−nF
)∥∥∥
Cr
≤ Cq−nr,
on en de´duit que
‖1F\D(0,n+1)(z)znS\J zmJ‖B ≤ Cqn(r−|nS\J |−|mJ |) .
On distingue maintenant deux cas.
(i) Supposons a ∈ $FOF . Par (3.6.5), on a alors
‖1D(a,n)(z)χ2χ−11 (z − a)(z − a)dS\J−nS\J (z − a)−mJ‖B
= ‖1D( a
$F
,n−1)(z)fnS\J ,mJ ($F z − a)‖Cr .
Comme la norme Cr est invariante par translation, on en de´duit l’e´galite´ suivante :
‖1D( a
$F
,n−1)(z)fnS\J ,mJ ($F z − a)‖Cr = ‖1D(0,n−1)(z)fnS\J ,mJ ($F z)‖Cr .
On peut re´e´crire ‖1D(0,n−1)(z)fnS\J ,mJ ($F z)‖Cr sous la forme :∣∣∣χ2χ−11 ($nF )($nF )(dS\J−nS\J )($nF )−mJ ∣∣∣∥∥∥1D(0,n−1)(z)fnS\J ,mJ( z$n−1F
)∥∥∥
Cr
.
D’apre`s (3.5.2), on a :∣∣∣χ2χ−11 ($nF )($nF )(dS\J−nS\J )($nF )−mJ ∣∣∣ = qn(−2r+|nS\J |+|mJ |)
tandis que le Lemme 3.3.2 assure que l’on a :∥∥∥1D(0,n−1)(z)fnS\J ,mJ( z$n−1F
)∥∥∥
Cr
≤ Cq(n−1)r .
On en conclut que
‖1D(a,n)(z)χ2χ−11 (z − a)(z − a)dS\J−nS\J (z − a)−mJ‖B ≤ Cq−rqn(−r+|nS\J |+|mJ |) .
(ii) Supposons que a /∈ $FOF . Par (3.6.5), on a :
‖1D(a,n)(z)χ2χ−11 (z − a)(z − a)dS\J−nS\J (z − a)−mJ‖B
=
∣∣∣χ2χ−11 (a)adS\J−nS\Ja−mJ ∣∣∣∥∥∥1D( 1
a
,n− 2valF (a)
f
)(z)znS\J zmJfnS\J ,mJ(z − 1a)∥∥∥Cr .
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En e´crivant znS\J = (z− 1a + 1a)nS\J , zmJ = (z− 1a + 1a)mJ , puis en de´veloppant et en utilisant
l’invariance par translation de la norme Cr, on obtient que∥∥∥1
D
(
1
a
,n− 2valF (a)
f
)(z)znS\J zmJfnS\J ,mJ(z − 1a)∥∥∥Cr
≤ sup
06αJ6mJ
06β
S\J6nS\J
|a|−|αJ |−|βS\J |
∥∥∥1
D
(
0,n− 2valF (a)
f
)(z)fβ
S\J ,αJ
(z)
∥∥∥
Cr
.
D’apre`s le Lemme 3.3.2, on a :∥∥∥1
D
(
0,n− 2valF (a)
f
)(z)fβ
S\J ,αJ
(z)
∥∥∥
Cr
≤ C
∣∣∣χ2χ−11 ($nFa2 )($nFa2 )dS\J−βS\J($nFa2 )−αJ ∣∣∣∣∣∣$nFa2 ∣∣∣−r .
Comme la borne supe´rieure du membre de droite de l’ine´galite´ ci-dessus est atteinte pour
αJ = mJ et βS\J = nS\J on de´duit de (3.5.2) que
‖1D(a,n)(z)χ2χ−11 (z − a)(z − a)dS\J−nS\J (z − a)−mJ‖B ≤ Cqr−|nS\J |−|mJ |,
ce qui prouve le re´sultat.
Le Lemme 3.6.7 termine la preuve de l’implication (B) =⇒ (A), et donc la preuve du
The´ore`me 3.6.1. Ainsi, on a montre´ que l’espace de Banach dual du comple´te´ cherche´ est
isomorphe dans I(χ, J, dS\J)∨ au sous-espace de Banach de B(χ, J, dS\J)∨ forme´ des µ s’an-
nulant sur L(χ, J, dS\J), c’est-a`-dire a` Π(χ, J, dS\J)∨. En particulier, Π(χ, J, dS\J)∨ est un
G-Banach unitaire.
Rappelons que dans [56], Schneider et Teitelbaum introduisent la cate´gorie Modflcomp(OE)
des OE-modules sans torsion, line´airement topologiques, se´pare´s compacts, ou` les morphismes
sont les applications OE-line´aires continues. Pour tout objet M de Modflcomp(OE) on de´finit
le E-espace de Banach (Md, ‖ · ‖) par :
Md
de´f
= HomcontOE (M,E) muni de la norme ‖l‖
de´f
= sup
x∈M
|l(x)|.
Notons Modflcomp(OE)Q la cate´gorie ayant les meˆmes objets que la cate´gorie Modflcomp(OE)
mais dont morphismes sont de´finis par :
Hom
Modflcomp(OE)Q(A,B)
de´f
= Hom
Modflcomp(OE)(A,B)⊗ E.
Dans [56, The´ore`me 1.2], il est montre´ que le foncteur M 7→Md induit une anti-e´quivalence
de cate´gories entre Modflcomp(OE)Q et la cate´gorie des E-espaces de Banach.
Corollaire 3.6.8. — Il existe un isomorphisme G-e´quivariant d’espaces de Banach p-adiques :
I(χ, J, dS\J)
∧ ∼−→ Π(χ, J, dS\J).
Preuve. — L’argument est analogue a` celui permettant de prouver [8, The´ore`me 4.3.1].
D’apre`s [54, Lemme 9.9], on a une injection ferme´e G-e´quivariante
Π(χ, J, dS\J) ↪→
(
Π(χ, J, dS\J)
∨
)∨
,
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ce qui assure notamment que Π(χ, J, dS\J) est un G-Banach unitaire. Par la proprie´te´ univer-
selle du comple´te´ unitaire universel, l’application I(χ, J, dS\J) → Π(χ, J, dS\J) induit alors
un morphisme G-e´quivariant continu de I(χ, J, dS\J)
∧
vers Π(χ, J, dS\J), qui induit a` son
tour un morphisme continu sur les duaux munis de leur topologie faible, qui sont des e´le´-
ments de Modflcomp(OE)Q. Or, d’apre`s le The´ore`me 3.6.1, ce morphisme est bijectif et continu.
C’est donc, d’apre`s [12, Lemme 4.2.2] un isomorphisme pour les topologies faibles. Par dua-
lite´ [56, The´ore`me 1.2], on obtient alors l’isomorphisme topologique GL2(F )-e´quivariant de
l’e´nonce´.
Remarque 3.6.9. — Le Corollaire 3.6.8 ge´ne´ralise [8, The´ore`me 4.3.1] pour F = Qp. Men-
tionnons que ce re´sultat joue un roˆle important dans la preuve par Berger et Breuil de la non
nullite´ de l’espace I(χ, J, dS\J)
∧
.
3.6.3. Exemple. — Introduisons quelque notations supple´mentaires et rappelons la construc-
tion des repre´sentations conside´re´es dans [17]. Si λ ∈ E×, on de´signe par unrF (λ) : F× → E×
le caracte`re non ramifie´ de´fini par x 7→ λvalF (x). Soient α, α˜ ∈ E× et k ∈ NS>1. Fixons J1, J2
deux sous-ensembles de S tels que J1 ⊆ J2 ⊆ S. Conside´rons les deux caracte`res alge´briques
suivants :
χ1 = unrF (α
−1)
∏
σ∈J1
σkσ−1, χ2 = unrF (pα˜−1)
∏
σ∈J1
σ−1
∏
σ∈J2\J1
σkσ−2 ,
et posons :
pi(J1, J2) =
( ⊗
σ∈S\J2
(Symkσ−2E2)σ
)
⊗E
(
IndGPχ1 ⊗ χ2
)J2−an
.
D’apre`s la Proposition 3.5.1, on connaˆıt deux conditions ne´cessaires pour que le comple´te´ uni-
taire universel de la repre´sentation Qp-analytique pi(J1, J2) soit non nul. Un calcul imme´diat
montre qu’elles sont e´quivalentes aux conditions suivantes :
−(valF (α) + valF (α˜)) +
∑
σ∈S
(kσ − 1) = 0 ;(3.6.7)
−valF (α˜) +
∑
σ∈S\J1
(kσ − 1) ≥ 0.(3.6.8)
Supposons que (3.6.7) et (3.6.8) soient ve´rifie´es. On a alors nn particulier l’ine´galite´ suivante :
−valF (α) +
∑
σ∈J1
(kσ − 1) ≤ 0.
Posons r = valF (α)−
∑
σ∈J1(kσ − 1) et
J3 = J2
∐
{σ ∈ S\J2, kσ − 1 > r}.
D’apre`s la Proposition 3.5.5, on sait que l’application ferme´e et G-e´quivariante
pi(J1, J2) ↪→ pi(J1, J3) de´f=
( ⊗
σ∈S\J3
(Symkσ−2E2)σ
)
⊗E
(
IndGPχ1 ⊗ χ2
∏
σ∈J3\J2
σkσ−2
)J3−an
induit un isomorphisme G-e´quivariant de pi(J1, J2)
∧
dans pi(J1, J3)
∧
. Posons alors
χ′1 = χ1, χ
′
2 = χ2
∏
σ∈J3\J2
σkσ−2 ,
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et
B(χ, J3, (kσ − 2)σ/∈J3) = Cr(OF , J3, (kσ − 2)σ/∈J3)⊕ Cr(OF , J3, (kσ − 2)σ/∈J3).
C’est un espace de Banach sur E muni d’une action continue de G (voir la preuve du Lemme
3.4.5). D’apre`s le Lemme 3.4.6, la fonction h(nσ)σ/∈J3 ,(mσ)σ∈J3
de´finie par
h(nσ)σ/∈J3 ,(mσ)σ∈J3
(z) = χ′2χ
′
1
−1
(z)
∏
σ/∈J3
σ(z)kσ−2−nσ
∏
σ∈J3
σ(z)−mσ
se prolonge sur OF en une fonction de classe Cr. Si l’on de´signe par L(χ, J3, (kσ − 2)σ/∈J3) le
sous-espace de B(χ, J3, (kσ − 2)σ/∈J3) engendre´ par les couples de fonctions(
z 7→
∏
σ/∈J3
σ($F z)
nσ
∏
σ∈J3
σ($F z)
mσ , z 7→ h(nσ)σ/∈J3 ,(mσ)σ∈J3 (z)
)
et
(
z 7→ h(nσ)σ/∈J3 ,(mσ)σ∈J3 ($F z − a), z 7→ h(nσ)σ/∈J3 ,(mσ)σ∈J3 (1− az)
∏
σ/∈J3
σ(z)nσ
∏
σ∈J3
σ(z)mσ
)
avec a ∈ F , (mσ)σ∈J3 ∈ NJ3 et (nσ)σ/∈J3 ≤ (kσ − 2)σ/∈J3 tels que r−
∑
σ/∈J3 nσ −
∑
J3
mσ > 0,
le Corollaire 3.6.8 assure alors que l’on a
pi(J1, J2)
∧ ∼−→ B(χ, J3, kS\J3 − 2)/L(χ, J3, kS\J3 − 2).

CHAPITRE 4
EXISTENCE DE NORMES INVARIANTES POUR GL2
4.1. Introduction, notations et e´nonce´ des re´sultats
4.1.1. Introduction. — Soit p un nombre premier et F une extension finie de Qp. Cet
article s’inscrit dans le cadre du programme de Langlands local p-adique, qui a pour objet
de relier certaines repre´sentations p-adiques continues de dimension d de Gal(Qp/F ) avec
certaines repre´sentations de GLd(F ).
Si F = Qp et d = 2 alors tout est essentiellement bien compris : on dispose a` pre´sent,
notamment graˆce aux travaux de Colmez [25] et Pasˇku¯nas [50], d’une correspondance V 7→
Π(V ) associant une repre´sentation unitaire admissible de GL2(Qp) a` une E-repre´sentation V
de Gal(Qp/Qp), de dimension 2. Cette correspondance est compatible avec la correspondance
de Langlands locale classique et avec la cohomologie e´tale comple´te´e [34].
Les autres cas s’annoncent beaucoup plus de´licats (voir [16] pour une vue d’ensemble).
En particulier, Breuil et Schneider ont formule´ dans [20] une conjecture, qui ge´ne´ralise une
conjecture ante´rieure de Schneider et Teitelbaum [58], et qui laisse entrevoir un lien profond
entre la cate´gorie des repre´sentations continues de Gal(Qp/Qp) de dimension d et qui sont de
de Rham, et certaines repre´sentations localement alge´briques de GLd(F ). L’ide´e a` l’origine de
cette conjecture est la suivante : d’apre`s la the´orie de Colmez et Fontaine [26], on sait qu’une
repre´sentation de de Rham peut eˆtre de´crite par un espace vectoriel muni d’une action du
groupe de Weil-Deligne de F et d’une filtration, les deux e´tant relie´s par une relation dite de
faible admissibilite´. A` cet objet peut alors eˆtre associe´e une repre´sentation lisse pi de GLd(F )
par la correspondance de Langlands modifie´e [20, pp. 16-17]. D’autre part, les poids de Hodge-
Tate de la filtration permettent de construire une repre´sentation alge´brique irre´ductible de
GLd(F ) que l’on note ρ. La conjecture de Breuil et Schneider dit alors essentiellement que
l’existence d’une filtration faiblement admissible devrait eˆtre e´quivalente a` l’existence d’une
norme sur la repre´sentation localement alge´brique ρ ⊗ pi. Mentionnons que des re´sultats
partiels en ce sens ont e´te´ obtenus par Hu [40] et Sorensen [62].
Soit D un ϕ-module de rang 2 sur F ⊗Qp E et muni d’une filtration faiblement admissible.
En imposant des hypothe`ses techniques supple´mentaires sur les poids de la filtration, nous
montrons dans cet article que la repre´sentation localement alge´brique Π(D) associe´e a` D selon
le proce´de´ mentionne´ ci-dessus admet une norme G-invariante. Cela permet de donner une
re´ponse positive a` la conjecture de Breuil et Schneider. Les techniques que nous employons
pour de´montrer ce re´sultat sont classiques [11].
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4.1.2. Notations. — Soit p un nombre premier. On fixe une cloˆture alge´brique Qp de Qp
et une extension finie F de Qp contenue dans Qp. On note OF l’anneau des entiers de F , pF
son ide´al maximal et kF = OF /pF son corps re´siduel. On de´signe par q = pf le cardinal de
kF et par e l’indice de ramification de F sur Qp, de sorte que l’on a [F : Qp] = ef . On note
F0 = Frac(W (kF )) le sous-corps non ramifie´ maximal de F et ϕ0 le Frobenius sur F0. On
note Gal(Qp/F ) le groupe de Galois absolu de F et W (Qp/F ) son groupe de Weil. La the´orie
du corps de classes local fournit un isomorphisme rec : W (Qp/F )ab → F× que l’on normalise
en envoyant les Frobenius arithme´tiques sur les inverses des uniformisantes.
On de´signera par E une extension finie de Qp, qui sera le corps des coefficients de nos
repre´sentations et ve´rifiera
|S| = [F : Qp],
ou` S
de´f
= Homalg(F,E). On note OE l’anneau des entiers de E et pE son ide´al maximal.
On fixe une uniformisante $F ∈ pF et on note valF la valuation p-adique sur Qp normalise´e
par valF (p) = [F : Qp]. Si x ∈ Qp on pose |x| = p−valF (x). Si λ ∈ kF alors [λ] de´signe le
repre´sentant de Teichmu¨ller de λ dans OF . Pour tout µ ∈ E×, on note nr(µ) : F× → E× le
caracte`re trivial sur O×F et envoyant $F sur µf .
On de´signe par G le groupe GL2(F ), par K le groupe GL2(OF ) qui est, a` conjugaison pre`s,
l’unique sous-groupe compact maximal de G, par I le sous-groupe d’Iwahori standard de K
et par I(1) son pro-p-Iwahori. On rappelle que I est l’ensemble des e´le´ments de K dont la
re´duction modulo pF est une matrice triangulaire supe´rieure et que I(1) est le sous-groupe
des e´le´ments de I dont la re´duction modulo pF est une matrice unipotente. L’application de
reduction modulo pF induit alors un homomorphisme surjectif :
red : K −→ GL2(kF ).
On de´signe par Z ' F× le centre de G et par P le sous-groupe de Borel forme´ des matrices
triangulaires supe´rieures de G. On pose :
α =
[
1 0
0 $F
]
, w =
[
0 1
1 0
]
, β = αw =
[
0 1
$F 0
]
et, si λ ∈ OF ,
wλ =
[
0 1
1 −λ
]
.
Pour tous |S|-uplets n = (nσ)σ∈S et m = (mσ)σ∈S d’entiers positifs ou nuls on introduit
les notations suivantes :
(i) n! =
∏
σ∈S nσ! ;
(ii) |n| = ∑σ∈S nσ ;
(iii) n−m = (nσ −mσ)σ∈S ;
(iv) n 6 m si nσ ≤ mσ pour tout σ ∈ S ;
(v)
(
n
m
)
= n!m!(n−m)! ;
(vi) Pour tout z ∈ OF , zn =
∏
σ∈S σ(z)
nσ .
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4.1.3. E´nonce´ des re´sultats. — On fixe :
• un plongement ι : F ↪→ E ;
• (λ1, λ2) ∈ E× × E×, avec (λ1λ−12 )f /∈ {q, q−1} ;
• un |S|-uplet d’entiers positifs ou nuls d.
Notons :
S+ = {σ ∈ S, dσ 6= 0} .
Partitionnons S+ en regardant l’action des σ ∈ S+ sur le corps re´siduel de F . Plus pre´cise-
ment, pour l dans {0, . . . , f − 1} posons :
Jl =
{
σ ∈ S+, σ([ζ]) = ι ◦ ϕl0([ζ]) pour tout ζ ∈ kF
}
.
Remarquons que lorsque F est non ramifie´e, on a |Jl| ≤ 1 pour tout l.
Si i ∈ Z, on de´signe par i l’unique repre´sentant de i mod f dans {0, . . . , f − 1}. On pose
alors, pour tout σ ∈ Jl :
vσ = inf
{
1 ≤ i ≤ f, Jl+i 6= ∅
}
,
c’est-a`-dire la plus petite puissance du Frobenius ϕ0 pour passer de Jl a` un autre Jk non vide.
Notons χ : GL2(F )→ F× le caracte`re de´fini par :[
a b
c d
]
7→ $−valF
(
de´t
(
[ a b
c d
]
))
/f
F
et, pour σ ∈ S et dσ ∈ N notons (SymdσE2)σ la repre´sentation alge´brique irre´ductible de
GL2 ⊗F,σ E dont le plus haut poids vis-a`-vis de P est χσ : diag(x1, x2) 7→ σ(x2)dσ . On fixe
une racine carre´e de $F . Posons :
ρd =
⊗
σ∈S
(SymdσE2)σ et ρ
d
=
⊗
σ∈S
(
(SymdσE2)σ ⊗E (σ ◦ χ)
dσ
2
)
.
Notons enfin
pi = IndGP (nr(λ
−1
1 )⊗ nr(pλ−12 ))
l’induite parabolique lisse non ramifie´e usuelle. Notons que l’hypothe`se sur le couple (λ1, λ2)
nous assure que pi est irre´ductible.
La conjecture de Breuil et Schneider peut dans ce cas eˆtre reformule´e comme suit (voir la
Section 4.4.2 pour plus de de´tails).
Conjecture 4.1.1. — Les conditions suivantes sont e´quivalentes :
(i) La repre´sentation ρd ⊗ pi admet une norme G-invariante, i.e. une norme p-adique
telle que ‖gv‖ = ‖v‖ pour tout g ∈ G et v ∈ ρd ⊗ pi.
(ii) les ine´galite´s suivantes sont ve´rifie´es :
(1) valF (λ
−1
1 ) + valF (pλ
−1
2 ) +
∑
σ∈S
dσ = 0 ;
(2) valF (pλ
−1
2 ) +
∑
σ∈S dσ ≥ 0 ;
(3) valF (pλ
−1
1 ) +
∑
σ∈S dσ ≥ 0.
L’implication (i) ⇒ (ii) de la Conjecture 4.1.1 de´coule des travaux de Pasˇku¯nas [49,
Lemma 7.9]. En effet, cette implication est de´montre´e par Hu dans un cadre plus ge´ne´ral
[40] en faisant recours a` un re´sultat d’Emerton [33, Lemma 1.6]. Il reste donc a` montrer
l’implication (ii)⇒ (i).
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Le cas λ1 ∈ O×E (resp. λ2 ∈ O×E) est traite´ par la Proposition 4.4.10 et nous permet de
supposer que λ1, λ2 /∈ O×E . En reformulant ρd ⊗ pi comme induite compacte (Proposition
4.4.1), on en de´finit naturellement un sous-OE [K]-module de type fini Θd,ap qui l’engendre
sur E, ap e´tant un e´le´ment de pE qui de´pend de ρd⊗pi. Prouver la Conjecture 4.1.1 e´quivaut
alors a` prouver que Θd,ap est se´pare´, i.e. qu’il ne contient pas de E-droite. On montre dans cet
article que c’est bien le cas, une fois que certaines hypothe`ses sur le vecteur d sont satisfaites.
Plus pre´cise´ment, la de´finition de Θd,ap donne´e dans la Section 4.4.1 assure que l’on dispose
d’un morphisme surjectif de OE [G]-modules :
θ :
c-IndGKZρ
0
d
(T − ap)(c-IndGKZρ0d)
 Θd,ap ,
ou`, ρ0
d
est un OE-re´seau de ρd et T est l’ope´rateur de Hecke usuel [4]. Le re´sultat principal de
l’article donne une condition ne´cessaire et suffisante sur le vecteur d pour que l’application θ
soit injective (et donc un isomorphisme).
The´ore`me 4.1.2. — On reprend les notations pre´ce´dentes. L’application θ est injective si
et seulement si les deux conditions suivantes sont satisfaites :
(i) Pour tout l ∈ {0, . . . , f − 1}, |Jl| ≤ 1 ;
(ii) Pour tout σ ∈ Jl,
dσ + 1 ≤ pvσ .
Corollaire 4.1.3. — Supposons que le (ii) de la Conjecture 4.1.1 soit ve´rifie´ et que d =
(dσ)σ∈S satisfait les conditions (i) et (ii) du The´ore`me 4.1.2. Alors, le OE-re´seau Θd,ap est
se´pare´.
Remarque 4.1.4. — • Si F est non ramifie´e alors la condition (i) du The´ore`me 4.1.2
est automatiquement satisfaite ;
• dans [28], nous avons donne´ une description explicite du comple´te´ unitaire universel de
la repre´sentation ρd⊗ pi a` l’aide de certains espaces de Banach de fonctions de classe Cr
surOF [27], ou` r est un nombre rationnel positif convenable. Une conse´quence imme´diate
du Corollaire 4.1.3 est que ce comple´te´ unitaire universel est non nul ;
• mentionnons que Grosse-Klo¨nne [39] montre la Conjecture 4.1.1 dans le cas ou` la
repre´sentation pi est re´ductible.
4.2. Pre´liminaires
4.2.1. Rappels sur l’arbre de Bruhat-Tits. — Nous renvoyons a` [10] et [61] pour plus
de de´tails concernant la construction et les proprie´te´s de l’arbre de Bruhat-Tits de G.
Soit T l’arbre de Bruhat-Tits de G : ses sommets sont en bijection e´quivariante avec les
classes G/KZ pour l’action a` gauche de G. L’arbre T est par ailleurs muni d’une distance
pour laquelle G agit par isome´tries. Pour tout entier n ≥ 0, on appelle cercle de rayon n
l’ensemble des sommets de T situe´s a` distance n du sommet standard (1) s0.
1. De´fini comme le sommet donne´ par la classe d’homothe´tie du re´seau standard OF ⊕OF de F ⊕ F
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Rappelons que l’on a la de´composition de Cartan :
G =
∐
n∈N
KZα−nKZ =
( ∐
n∈N
IZα−nKZ
)∐(∐
n∈N
IZβα−nKZ
)
.
En particulier, pour tout n ∈ N, les classes de KZα−nKZ/KZ correspondent aux sommets
si de T tels que d(si, s0) = n. Posons I0 = {0} et, pour tout n ∈ N>0,
In =
{
[µ0] +$F [µ1] + . . .+$
n−1
F [µn−1], (µ0, . . . , µn−1) ∈ (kF )n
} ⊆ OF .
Pour n ∈ N et µ ∈ In posons :
g0n,µ =
[
$nF µ
0 1
]
, g1n,µ =
[
1 0
$Fµ $
n+1
F
]
.
Notons que g00,0 est la matrice identite´, que g
1
0,0 = α et que, pour tout n ∈ N et tout µ ∈ In,
on a g1n,µ = βg
0
n,µw. Par ailleurs, les g
0
n,µ et g
1
n,µ de´finissent un syste`me de repre´sentants de
G/KZ :
G =
( ∐
n∈N,µ∈In
g0n,µKZ
)∐( ∐
n∈N,µ∈In
g1n,µKZ
)
;(4.2.1)
Pour n ∈ N posons :
S0n = IZα
−nKZ =
∐
µ∈In
g0n,µKZ, S
1
n = IZβα
−nKZ =
∐
µ∈In
g1n,µKZ
puis notons Sn = S
0
n
∐
S1n et Bn = B
0
n
∐
B1n, ou` B
0
n =
∐
m≤n
S0m et B
1
n =
∐
m≤n
S1m. En particulier
on a S0 = KZ
∐
αKZ.
Remarque 4.2.1. — Rappelons, comme dans [10], que S0n
∐
S1n−1 (resp. B0n
∐
B1n−1) est
l’ensemble des sommets de T de distance n (resp. infe´rieure ou e´gale a` n) de KZ. De meˆme
S1n
∐
S0n−1 (resp. B1n
∐
B0n−1) est l’ensemble des sommets de T de distance n (resp. infe´rieure
ou e´gale a` n) de αKZ.
On de´signe par R le corps E ou son anneau des entiers OE . Soit σ une repre´sentation
R-line´aire continue de KZ sur un R-module libre de rang fini Vσ. On note c-Ind
G
KZσ la
repre´sentation de G sur R de R-module sous-jacent e´gal a` l’ensemble des fonctions f : G→ Vσ
a` support compact modulo Z telles que
∀κ ∈ KZ,∀g ∈ G, f(κg) = σ(κ)f(g),
sur lesquelles G agit par translation a` droite (i.e. (g · f)(g′) de´f= f(g′g)). Comme dans [4], si
g ∈ G et si v ∈ Vσ, on note [g, v] l’e´le´ment de c-IndGKZσ de´fini comme suit :
[g, v](g′) =
{
σ(g′g)(v) si g′ ∈ KZg−1;
0 si g′ /∈ KZg−1.
On a alors les e´galite´s suivantes :
∀g1, g2, g ∈ G, g1[g2, v] = [g1g2, v] et ∀g ∈ G, ∀κ ∈ KZ, [gκ, v] = [g, σ(κ)(v)]
Rappelons le re´sultat suivant qui de´crit une base du R[G]-module c-IndGKZσ [4, §2].
Proposition 4.2.2. — Soit B une base de Vσ sur R et G un syste`me de repre´sentants des
classes a` gauche de G/KZ. Alors la famille de fonctions I de´f= {[g, v], g ∈ G, v ∈ B} forme
une base de c-IndGKZσ.
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Remarque 4.2.3. — La repre´sentation c-IndGKZσ est isomorphe a` la repre´sentation de G
porte´e par le R[G]-module R[G] ⊗R[KZ] Vσ. Plus pre´cise´ment, si g ∈ G et v ∈ Vσ, alors
l’e´le´ment g ⊗ v correspond a` la fonction [g, v].
D’apre`s la Proposition 4.2.2 et la de´composition (4.2.1), toute fonction f ∈ c-IndGKZσ
s’e´crit de fac¸on unique comme somme finie de la forme :
f =
n0∑
n=0
∑
µ∈In
(
[g0n,µ, v
0
n,µ] + [g
1
n,µ, v
1
n,µ]
)
,
avec v0n,µ, v
1
n,µ ∈ Vσ, et ou` n0 est un entier positif qui de´pend de f . On appelle support de f
l’ensemble des gin,µ tels que v
i
n,µ 6= 0. On e´crira f ∈ Sn (resp. Bn, S0n, etc.) si le support de f
est contenu dans Sn (resp. Bn, S
0
n, etc).
Soit pi une repre´sentation R-line´aire continue de G sur un R-module. D’apre`s [4, §2], on
dispose d’un isomorphisme canonique de R-modules :
HomR[G](c-Ind
G
KZσ, pi) ' HomR[KZ](σ, pi|KZ),
qui traduit le fait que le foncteur d’induction c-IndGKZ est un adjoint a` gauche du foncteur de
restriction et est appele´ re´ciprocite´ de Frobenius compacte.
4.2.2. Rappels sur les alge`bres de Hecke. — Soit σ une repre´sentation R-line´aire
continue de KZ sur un R-module libre Vσ de rang fini. L’alge`bre de Hecke H(KZ, σ) associe´e
a` KZ et σ est la R-alge`bre de´finie par :
H(KZ, σ) = EndR[G](c-IndGKZσ).
On peut interpre´ter H(KZ, σ) comme une alge`bre de convolution. Notons en effet HKZ(σ)
le R-module des fonctions ϕ : G −→ EndR(Vσ) a` support compact modulo Z telles que
∀κ1, κ2 ∈ KZ,∀g ∈ G, ϕ(κ1gκ2) = σ(κ1) ◦ ϕ(g) ◦ σ(κ2).
C’est une R-alge`bre unife`re pour le produit de convolution de´fini, pour tout ϕ1, ϕ2 ∈ HKZ(σ)
et pour tout g ∈ G, par la formule suivante :
ϕ1 ∗ ϕ2(g) =
∑
xKZ∈G/KZ
ϕ1(x)ϕ2(x
−1g).
Elle admet pour e´le´ment unite´ la fonction ϕe de´finie par
ϕe(g) =
{
σ(g) si g ∈ KZ,
0 sinon.
On ve´rifie facilement que l’application biline´aire
HKZ(σ)× c-IndGKZσ −→ c-IndGKZσ
(ϕ, f) 7−→ 〈ϕ, f〉 (g) de´f=
∑
xKZ∈G/KZ
ϕ(x)(f(x−1g)),
munit c-IndGKZσ d’une structure de HKZ(σ)-module a` gauche qui commute a` l’action de G.
Lemme 4.2.4. — L’application :
HKZ(σ) −→ H(KZ, σ)
ϕ 7−→ Tϕ(f) de´f= 〈ϕ, f〉
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est un isomorphisme de R-alge`bres. En particulier, si g ∈ G et si v ∈ Vσ, l’action de Tϕ sur
[g, v] est donne´e par
Tϕ([g, v]) =
∑
xKZ∈G/KZ
[gx, ϕ(x−1)(v)].(4.2.2)
Preuve. — Ce re´sultat de´coule de [4, Proposition 5] lorsque σ est suppose´e lisse. Le cas
ge´ne´ral re´sulte de [58, Lemme 1.2].
Supposons a` pre´sent que R = E. Notons 1 la repre´sentation triviale de KZ et supposons
que σ soit la restriction a` KZ d’une repre´sentation localement Qp-analytique (au sens de [55]
et [57]) de G sur Vσ. D’apre`s [58, §1], l’application
ισ : HKZ(1) −→ HKZ(σ)
ϕ 7−→ (ϕ · σ)(g) de´f= ϕ(g)σ(g)
est alors un homomorphisme injectif de E-alge`bres. Avant de donner une condition assurant
la bijectivite´ de ισ nous rappelons l’existence d’une action Qp-line´aire de l’alge`bre de Lie g
de G sur l’espace Vσ de´finie par :
∀x ∈ g,∀v ∈ Vσ, xv = d
dt
exp(tx)v|t=0,
ou` exp: g 99K G de´signe l’application exponentielle de´finie localement autour de 0 [55, §2].
Cette action se prolonge en une action de l’alge`bre de Lie g ⊗Qp E, et permet d’obtenir le
re´sultat suivant.
Lemme 4.2.5. — Si le g ⊗Qp E-module Vσ est absolument irre´ductible, l’application ισ est
bijective.
Preuve. — Ce re´sultat est de´montre´ dans [58, Lemme 1.4] lorsque Vσ est une repre´sentation
F -analytique avec F un sous-corps de E. Les meˆmes arguments s’appliquent mutatis mutandis
dans notre cadre de travail.
4.3. Repre´sentations de GL2(F )
4.3.1. Repre´sentations Qp-alge´briques de GL2(F ). — Pour σ ∈ S et dσ ∈ N, on note
(SymdσE2)σ la repre´sentation alge´brique irre´ductible de GL2 ⊗F,σ E dont le plus haut poids
vis-a`-vis de P est χσ : diag(x1, x2) 7→ σ(x2)dσ . Pour tout σ ∈ S on choisit une racine carre´e
de σ($F ) dans E, on note alors χ : GL2(F )→ F× le caracte`re de´fini par :[
a b
c d
]
7→ $−valF
(
det
(
[ a b
c d
]
))
/f
F
et l’on pose
(SymdσE2)σ = (SymdσE2)σ ⊗E (σ ◦ χ)
dσ
2 .
On identifie (SymdσE2)σ avec la repre´sentation de G porte´e par le E-espace vectoriel
dσ⊕
iσ=0
Exdσ−iσσ y
iσ
σ
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des polynoˆmes homoge`nes de degre´ dσ en xσ et yσ a` coefficients dans E, sur lequel G agit
par la formule suivante :[
a b
c d
]
(xdσ−iσσ y
iσ
σ ) =
(
σ ◦ χ([ a bc d ])
) dσ
2 (σ(a)xσ + σ(c)yσ)
dσ−iσ(σ(b)xσ + σ(d)yσ)iσ .(4.3.1)
Si wσ ∈
(
SymdσE2
)σ
et si g ∈ G, on notera simplement gwσ le vecteur donne´ par l’action de
g sur wσ.
Remarque 4.3.1. — La formule (4.3.1) assure en particulier que, pour tout wσ ∈
(
SymdσE2
)σ
,[
$F 0
0 $F
]
wσ = wσ.
Fixons un |S|-uplet d’entiers positifs ou nuls d = (dσ)σ∈S et posons :
Id
de´f
=
{
i = (iσ)σ∈S ∈ NS , 0 ≤ iσ ≤ dσ pour tout σ ∈ S
}
.
Notons ρd (resp. ρd) la repre´sentation de G d’espace vectoriel sous-jacent
Vρd
de´f
=
⊗
σ∈S
(
SymdσE2
)σ (
resp. Vρ
d
de´f
=
⊗
σ∈S
(
SymdσE2
)σ)
,
sur lequel un e´le´ment [ a bc d ] ∈ G agit composante par composante. En particulier pour tout⊗
σ∈S
wσ ∈ Vρ
d
on a :
ρ
d
([a b
c d
])(⊗
σ∈S
wσ
)
=
⊗
σ∈S
([a b
c d
]
wσ
)
.(4.3.2)
Ce sont deux repre´sentations absolument irre´ductibles de G qui restent absolument irre´duc-
tibles lorsque l’on se restreint a` l’action d’un sous-groupe ouvert de G [20, §2].
Pour tout i ∈ Id, on pose :
ed,i
de´f
=
⊗
σ∈S
edσ ,iσ ,
ou`, pour tout σ ∈ S, edσ ,iσ de´signe le monoˆme xdσ−iσσ yiσσ . On note alors Ud l’endomorphisme
de Vρ
d
de´fini par
Ud
de´f
=
⊗
σ∈S
Udσ ,
ou` Udσ de´signe, pour tout σ ∈ S, l’endomorphisme de (SymdσE2
)σ
dont la matrice dans la
base (edσ ,iσ)0≤iσ≤dσ est la matrice diagonale
Udσ =

σ($F )
dσ 0 . . . 0
0 σ($F )
dσ−1 . . .
...
...
. . .
. . . 0
0 . . . 0 1
(4.3.3)
Lemme 4.3.2. — Il existe une unique fonction ψ : G −→ EndE(Vρ
d
) a` support dans KZα−1KZ
telle que :
(i) pour tous κ1, κ2 ∈ KZ on a ψ(κ1α−1κ2) = ρd(κ1) ◦ ψ(α−1) ◦ ρd(κ2) ;
(ii) ψ(α−1) = Ud.
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Preuve. — Supposons qu’il existe ψ1, ψ2 : G −→ EndE(Vρ
d
) a` supports dans KZα−1KZ et
ve´rifiants (i) et (ii). D’apre`s (ii) on de´duit que ψ1(α
−1) = ψ2(α−1) et donc, en utilisant (i), on
a ψ1(g) = ψ2(g) pour tout g ∈ KZα−1KZ, d’ou` l’unicite´. Concentrons-nous sur l’existence
d’une telle ψ. Il faut ve´rifier que ψ est bien de´finie, c’est-a`-dire que si κ1α
−1κ2 = α−1 avec
κ1, κ2 ∈ KZ, alors ψ(κ1α−1κ2) = ψ(α−1). Notons uσ = dσ2 pour tout σ ∈ S. D’apre`s les
formules (4.3.1) et (4.3.2) on a, pour tout i ∈ Id,
ρ
d
(α−1)(ed,i) = $
u−i
F ed,i.
Ainsi, l’automorphisme ρ
d
(α−1) de l’espace Vρ
d
est donne´, dans la base {ed,i, i ∈ Id}, par la
matrice $
−u
F ψ(α
−1). Par suite, si κ1α−1κ2 = α−1 avec κ1, κ2 ∈ KZ, alors on a
ρ
d
(κ1) ◦$−uF ψ(α−1) ◦ ρd(κ2) = $
−u
F ψ(α
−1),
d’ou`
ρ
d
(κ1) ◦ ψ(α−1) ◦ ρd(κ2) = ψ(κ1α−1κ2) = ψ(α−1),
ce qui ache`ve la de´monstration.
Graˆce au Lemme 4.2.4, on sait que l’alge`bre de Hecke H(KZ, ρ
d
) est naturellement iso-
morphe a` l’alge`bre de convolution HKZ(ρd) des fonctions ϕ : G −→ EndE(Vρd) a` support
compact modulo Z telles que
∀κ1, κ2 ∈ KZ, ∀g ∈ G, ϕ(κ1gκ2) = ρd(κ1) ◦ ϕ(g) ◦ ρd(κ2).
L’application ψ du Lemme 4.3.2 correspond donc a` l’ope´rateur T ∈ H(KZ, ρd), dont l’action
sur les e´le´ments [g, v] pour g ∈ G et v ∈ Vρd est donne´e par la formule (4.2.2).
Lemme 4.3.3. — Il existe un isomorphisme de E-alge`bres :
H(KZ, ρ
d
) ' E[T ].
Preuve. — Comme l’espace Vρ
d
est un g ⊗Qp E-module absolument irre´ductible, le Lemme
4.2.5 assure que l’application
ιρ
d
: HKZ(1) −→ HKZ(ρd)
f 7−→ (f · ρ
d
)(g)
de´f
= f(g)ρ
d
(g)
est un isomorphisme de E-alge`bres. Le Lemme 4.2.4 permet alors d’en de´duire l’existence
d’un unique morphisme de E-alge`bres uρ
d
: H(KZ,1) → H(KZ, ρ
d
) rendant le diagramme
suivant commutatif
HKZ(1) ∼ //
ιρ
d

H(KZ,1)
uρ
d

HKZ(ρd)
∼ // H(KZ, ρ
d
)
Par construction, l’application uρ
d
est alors un isomorphisme de E-alge`bres. Notons T1 l’e´le´-
ment de H(KZ,1) qui correspond a` 1KZα−1KZ via la re´ciprocite´ de Frobenius. Un raison-
nement analogue a` celui de [5, Proposition 4] montre alors que H(KZ,1) est isomorphe a`
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l’alge`bre de polynoˆmes E[T1]. Comme uρ
d
(T1) = (
∏
σ∈S σ($F )
− dσ
2 )T on obtient le re´sultat
annonce´.
Remarque 4.3.4. — Un raisonnement simple utilisant l’arbre de Bruhat-Tits de G montre
que l’ope´rateur T est injectif sur l’espace c-IndGKZρd.
4.3.2. Re´seaux. — Conservons les notations de la Section 4.3.1 et notons (SymdσO2E)σ,
pour σ ∈ S et dσ ∈ N, la repre´sentation du groupe KZ d’espace sous-jacent le OE-module
dσ⊕
iσ=0
OExdσ−iσσ yiσσ des polynoˆmes homoge`nes de degre´ dσ, sur lequel un e´le´ment [ a bc d ] ∈ K agit
par [
a b
c d
]
(xdσ−iσσ y
iσ
σ ) = (σ(a)xσ + σ(c)yσ)
dσ−iσ(σ(b)xσ + σ(d)yσ)iσ(4.3.4)
tandis que la matrice [$F 00 $F ] ∈ Z agit comme l’identite´. Si wσ ∈ (SymdσO2E)σ et si g ∈ G,
on note simplement gwσ le vecteur re´sultant de l’action de g sur wσ.
De´finition 4.3.5. — Soit V un E-espace vectoriel. Un re´seau L de V est un sous-OE-
module de V tel que, pour tout v ∈ V , il existe un e´le´ment non nul a ∈ E× pour lequel
av ∈ L. Un re´seau L est dit se´pare´ si ⋂n∈N$nEL = 0, ce qui e´quivaut a` demander qu’il ne
contienne aucune E-droite.
Exemple 4.3.6. — Le OE-module (SymdσO2E)σ est un re´seau se´pare´ de (SymdσE2)σ qui est
de plus stable sous l’action de KZ.
Notons ρ0
d
la repre´sentation de KZ d’espace sous-jacent
Vρ0
d
=
⊗
σ∈S
(SymdσO2E)σ,
sur lequel un e´le´ment [ a bc d ] de KZ agit par
ρ0
d
([a b
c d
])(⊗
σ∈S
wσ
)
=
⊗
σ∈S
([a b
c d
]
wσ
)
.(4.3.5)
L’Exemple 4.3.6 assure que le OE-module Vρ0
d
est un re´seau se´pare´ de l’espace Vρ
d
construit
dans le paragraphe 4.3.1. Par suite, le OE-module c-IndGKZρ0d est aussi un re´seau se´pare´ de
l’espace c-IndGKZρd et est par construction stable sous l’action de G.
Par la Remarque 4.2.3, on en de´duit l’existence d’une application injective de H(KZ, ρ0
d
)
dans H(KZ, ρ
d
). De plus, on ve´rifie que l’ope´rateur T ∈ H(KZ, ρ
d
) de´fini dans le Paragraphe
4.3.1 induit par restriction un endomorphisme G-e´quivariant de c-IndGKZρ
0
d
que l’on note
encore T . D’apre`s le Lemme 4.3.3, on obtient aussi un isomorphisme de OE-alge`bres entre
H(KZ, ρ0
d
) et l’alge`bre de polynoˆmes OE [T ]. Le Lemme 4.2.4 permet de re´sumer ce qui
pre´ce`de a` l’aide du diagramme commutatif suivant :
HKZ(ρ0d)
∼ //
 _

H(KZ, ρ0
d
)
 _

' OE [T ]
HKZ(ρd)
∼ // H(KZ, ρ
d
) ' E[T ]
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4.3.3. Formulaire. — On garde les notations des Sections 4.3.1 et 4.3.2. Pour 0 ≤ m ≤ n,
on note [ ]m : In → Im l’application “troncature” de´finie par :[ n−1∑
i=0
$iF [µi]
]
m
=
{ ∑m−1
i=0 $
i
F [µi] si m ≥ 1,
0 si m = 0.
On dispose alors des deux re´sultats suivants (voir [10, §2.5]), ou` ψ de´signe la fonction
de´finie dans le Lemme 4.3.2.
Lemme 4.3.7. — Soit n ∈ N, µ ∈ In et v ∈ Vρ0d. On a :
T ([g0n,µ, v]) = T
+([g0n,µ, v]) + T
−([g0n,µ, v]),
ou`
T+([g0n,µ, v])
de´f
=
∑
λ∈I1
[g0n+1,µ+$nFλ
, (ρ0d(w) ◦ ψ(α−1) ◦ ρ0d(wλ))(v)]
et
T−([g0n,µ, v])
de´f
=
{
[g0n−1,[µ]n−1 , (ρ
0
d(ww([µ]n−1−µ)/$n−1F ) ◦ ψ(α
−1))(v)] si n ≥ 1,[
α,ψ(α−1)(v)
]
si n = 0.
Lemme 4.3.8. — Soit n ∈ N, µ ∈ In et v ∈ Vρ0d. On a :
T ([g1n,µ, v]) = T
+([g1n,µ, v]) + T
−([g1n,µ, v]),
ou`
T+([g1n,µ, v])
de´f
=
∑
λ∈I1
[g1n+1,µ+$nFλ
, (ψ(α−1) ◦ ρ0d(wλw))(v)],
et
T−([g1n,µ, v])
de´f
=
{
[g1n−1,[µ]n−1 , (ρ
0
d(w([µ]n−1−µ)/$n−1F ) ◦ ψ(α
−1) ◦ ρ0d(w))(v)] si n ≥ 1,
[Id, (ρ0d(w) ◦ ψ(α−1) ◦ ρ0d(w))(v)] si n = 0.
En utilisant l’e´galite´ g1n,µ = βg
0
n,µw, ces deux Lemmes permettent d’obtenir les deux e´galite´s
suivantes : {
T+([g1n,µ, v]) = βT
+([g0n,µ, ρ
0
d(w)(v)]),
T−([g1n,µ, v]) = βT−([g0n,µ, ρ0d(w)(v)]),
ainsi que le re´sultat suivant.
Corollaire 4.3.9. — Soit n ∈ N, µ, λ ∈ In, i, j ∈ {0, 1} et v1, v2 ∈ Vρ0d. Si i 6= j ou si µ 6= λ
alors T+([gin,µ, v1]) et T
+([gjn,λ, v2]) sont de supports disjoints.
Lemme 4.3.10. — Soit v =
∑
06i6d
cied,i ∈ Vρ0d et λ ∈ OF . On a :
(ρd(w) ◦ ψ(α−1) ◦ ρd(wλ))(v) =
∑
06j6d
(
$
j
F
∑
j6i6d
ci
(
i
j
)
(−λ)i−j
)
ed,j .
90
Preuve. — D’apre`s la formule (4.3.4), on a, pour tout σ ∈ S et tout 0 ≤ iσ ≤ dσ :
(w ◦ Udσ ◦ wλ)(edσ ,iσ) =
iσ∑
jσ=0
(
iσ
jσ
)
σ($F )
jσσ(−λ)iσ−jσedσ ,jσ .(4.3.6)
Graˆce a` la formule (4.3.5), on en de´duit que
(ρd(w) ◦ ψ(α−1) ◦ ρd(wλ))(v) =
∑
06i6d
ci
∑
06j6i
(
i
j
)
$
j
F (−λ)i−jed,j
=
∑
06j6d
(
$
j
F
∑
j6i6d
ci
(
i
j
)
(−λ)i−j
)
ed,j .
4.4. Un crite`re de se´paration
4.4.1. Le re´sultat principal. — Conservons les notations des Sections 4.3.2 et 4.3.3 et
fixons un plongement ι de F dans E. Notons :
S+ = {σ ∈ S, dσ 6= 0} ⊆ S .
Partitionnons S+ en regardant l’action des σ ∈ S+ sur le corps re´siduel de F . Plus pre´cise-
ment, pour tout l ∈ {0, . . . , f − 1} posons :
Jl =
{
σ ∈ S+, σ(λ) = ι ◦ ϕl0(λ) ∀λ ∈ I1
}
,
ou` I1 = {[ζ], ζ ∈ kF }. En particulier, remarquons que∐
l∈{0,...,f−1}
Jl = S
+ et que ∀ l ∈ {0, . . . , f − 1}, |Jl| ≤ e.
Pour tout entier i ∈ Z on note i l’unique repre´sentant de imod f dans {0, . . . , f − 1}. On
pose alors, pour tout σ ∈ Jl, γσ de´f= l et
vσ = inf
{
1 ≤ i ≤ f, Jl+i 6= ∅
}
,
c’est-a`-dire la plus petite puissance du Frobenius ϕ0 pour passer de Jl a` un autre Jk non vide.
Soit ap ∈ pE . On pose
Πd,ap =
c-IndGKZρd
(T − ap)(c-IndGKZρd)
.
C’est une repre´sentation localement alge´brique de G qui peut se re´aliser comme le produit
tensoriel d’une repre´sentation alge´brique par une repre´sentation lisse. On dispose plus pre´ci-
sement du re´sultat suivant, qui est une ge´ne´ralisation imme´diate de [11, Proposition 3.3].
Proposition 4.4.1. — Posons uσ =
dσ
2 pour tout σ ∈ S.
(i) Si ap /∈ {±((q + 1)$uF )}, alors Πd,ap est alge´briquement irre´ductible et
Πd,ap ' ρd ⊗ IndGP (nr(λ−11 )⊗ nr(pλ−12 )),
ou` λ1 et λ2 ve´rifient
λf1λ
f
2 = q$
d
F , λ
f
1 + λ
f
2 = ap.
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(ii) Si ap ∈ {±((q + 1)$uF )}, alors on a une suite exacte courte
0→ ρd ⊗ StG ⊗ (nr(δ) ◦ det)→ Πd,ap → ρd ⊗ (nr(δ) ◦ det)→ 0
ou` StG = C
0(P1(F ), E)/{constantes} de´signe la repre´sentation de Steinberg de G, et ou`
δ = (q + 1)/ap.
Comme dans [11, §3.3], on de´finit :
Θd,ap = Im
(
c-IndGKZρ
0
d
−→ Πd,ap
)
,
ceci revient a` poser
Θd,ap =
c-IndGKZρ
0
d
c-IndGKZρ
0
d
∩ (T − ap)(c-IndGKZρd)
.(4.4.1)
C’est un re´seau de Πd,ap et, puisque c-Ind
G
KZρ
0
d est un OE [G]-module de type fini, on voit
que Θd,ap est aussi un OE [G]-module de type fini. Comme T laisse stable c-IndGKZρ0d, alors
(T − ap)(c-IndGKZρ0d) ⊆ (T − ap)(c-IndGKZρd) ∩ c-IndGKZρ0d,(4.4.2)
ce qui permet de de´duire de (4.4.1) l’existence d’un morphisme surjectif de OE [G]-modules :
θ :
c-IndGKZρ
0
d
(T − ap)(c-IndGKZρ0d)
 Θd,ap .
Nous allons de´terminer un crite`re d’injectivite´ pour l’application θ. Commenc¸ons par de´-
montrer deux conditions de non-injectivite´.
Lemme 4.4.2. — Supposons qu’il existe l ∈ {0, . . . , f−1} tel que |Jl| > 1. Alors l’application
θ n’est pas injective.
Preuve. — Notons que θ est injective si et seulement si (4.4.2) est une e´galite´. Pour conclure
il nous suffit donc de montrer qu’il existe un e´le´ment h de c-IndGKZρd tel que
(T − ap)(h) = T (h)− aph ∈ c-IndGKZρ0d ,
mais h /∈ c-IndGKZρ0d .
Par hypothe`se, il existe l ∈ {0, . . . , f − 1}, tel que |Jl| > 1. Autrement dit, il existe
σ, τ ∈ S+ distincts tels que σ(λ) = τ(λ) pour tout λ ∈ I1. Notons α = (αξ)ξ∈S et β = (βξ)ξ∈S
les e´le´ments de Id de´finis par
αξ =
{
1 si ξ = σ,
0 si ξ 6= σ βξ =
{
1 si ξ = τ,
0 si ξ 6= τ.
Posons v1
de´f
= ed,α ∈ ρd, v2
de´f
= (−1)ed,β ∈ ρd et v
de´f
= δ−1(v1 + v2) ∈ ρd ou` δ ∈ {ι($F ), ap}
est l’e´le´ment de valuation minimale dans cet ensemble. Nous allons montrer que, pour h =
[Id, v] /∈ c-IndGKZρ0d , on a T (h)− aph ∈ c-IndGKZρ0d . D’apre`s le Lemme 4.3.7, on a :
T (h)− aph = T+(h) + T−(h)− aph
=
∑
λ∈I1
[g01,λ, (ρ
0
d
(w) ◦ ψ(α−1) ◦ ρ0
d
(wλ))(v)] + [α,ψ(α
−1)(v)]− ap[Id, v] .
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Comme ap[Id, v] ∈ c-IndGKZρ0d , il suffit de ve´rifier que les deux conditions suivantes sont
satisfaites :
[g01,λ, (ρ
0
d
(w) ◦ ψ(α−1) ◦ ρ0
d
(wλ))(v)] ∈ c-IndGKZρ0d pour tout λ ∈ I1,(4.4.3)
[α,ψ(α−1)(v)] ∈ c-IndGKZρ0d .(4.4.4)
Pour tout λ ∈ I1 et tout ξ ∈ S, posons ϕλ,ξ = w◦Udξ ◦wλ, ou` Udξ de´signe la matrice diagonale
de´finie par (4.3.3). En utilisant la formule (4.3.4) on obtient que
ϕλ,ξ(edξ,αξ) =
{ −σ(λ)edσ ,0 + σ($F )edσ ,1 si ξ = σ,
edξ,0 si ξ 6= σ;
et
ϕλ,ξ(edξ,βξ) =
{ −τ(λ)edτ ,0 + τ($F )edτ ,1 si ξ = τ,
edξ,0 si ξ 6= τ.
Posons alors, pour tout λ ∈ I1, ϕλ = ρ0d(w) ◦ ψ(α−1) ◦ ρ0d(wλ). D’apre`s la formule (4.3.5), on
a :
∀λ ∈ I1, ϕλ(v1) ∈ −σ(λ)ed,0 + σ($F )ρ0d ,(4.4.5)
∀λ ∈ I1, ϕλ(v2) ∈ τ(λ)ed,0 + τ($F )ρ0d .(4.4.6)
Comme σ et τ sont e´gaux sur I1, on en de´duit que :
∀λ ∈ I1, ϕλ(v) = δ−1ϕλ(v1 + v2) ∈ (δ−1(σ($F ) + τ($F )))ρ0d ,
ce qui montre que la condition (4.4.3) est ve´rifie´e. Un calcul imme´diat donne ensuite que :
Udξ(edξ,αξ) =
{
σ($F )
dσ−1edσ ,1 si ξ = σ,
ξ($F )
dξedξ,0 si ξ 6= σ,
(4.4.7)
et
Udξ(edξ,βξ) =
{
τ($F )
dτ−1edτ ,1 si ξ = τ,
ξ($F )
dξedξ,0 si ξ 6= τ.
(4.4.8)
Comme |Jl| > 1, on de´duit respectivement de (4.4.7) et de (4.4.8) que ψ(α−1)(v1) ∈ τ($F )ρ0d
et que ψ(α−1)(v2) ∈ σ($F )ρ0d. On obtient ainsi que
ψ(α−1)(v) = δ−1ψ(α−1)(v1 + v2) ∈ (δ−1(σ($F ) + τ($F )))ρ0d ⊆ ρ0d ,
ce qui montre que la condition (4.4.4) est ve´rifie´e et termine la de´monstration.
Lemme 4.4.3. — Supposons qu’il existe σ ∈ Jl tel que
dσ + 1 > p
vσ .
Alors l’application θ n’est pas injective.
Preuve. — Un raisonnement analogue a` celui mene´ dans la de´monstration du Lemme 4.4.2
montre qu’il suffit de construire explicitement un e´le´ment h ∈ c-IndGKZρd tel que
(T − ap)(h) ∈ c-IndGKZρ0d et h /∈ c-IndGKZρ0d .
Pour ce faire nous allons distinguer trois cas.
(1) |S+| ≥ 2 et dσ ≥ pvσ ;
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(2) |S+| = 1 et dσ ≥ pvσ + 1 ;
(3) |S+| = 1 et dσ = pvσ .
Cas (1). On peut supposer vσ < f car sinon, il existe par hypothe`se un entier l ∈ {0, . . . , f−
1} tel que |Jl| ≥ 2, et ce cas est alors traite´ par le Lemme 4.4.2. Il existe donc τ ∈ S+ tel que
∀λ ∈ I1, σ(λ)pvσ = τ(λ).
Notons α = (αξ)ξ∈S et β = (βξ)ξ∈S les e´le´ments de Id de´finis par
αξ =
{
pvσ si ξ = σ,
0 si ξ 6= σ βξ =
{
1 si ξ = τ,
0 si ξ 6= τ.
Posons v1
de´f
= (−1)pvσ ed,α ∈ ρd, v2
de´f
= ed,β ∈ ρd et v
de´f
= δ−1(v1 + v2) ∈ ρd, ou` δ ∈ {ι($F ), ap}
est l’e´le´ment de cet ensemble ayant la valuation la plus petite. Montrons que, pour f =
[Id, v] /∈ c-IndGKZρ0d, T (h) − aph ∈ c-IndGKZρ0d . Comme cela a de´ja` e´te´ remarque´ dans la
preuve du Lemme 4.4.2, on est ramene´ a` ve´rifier les deux conditions suivantes :
∀λ ∈ I1, [g01,λ, (ρ0d(w) ◦ ψ(α−1) ◦ ρ0d(wλ))(v)] ∈ c-IndGKZρ0d ,(4.4.9)
[α,ψ(α−1)(v)] ∈ c-IndGKZρ0d .(4.4.10)
Posons ϕλ,ξ = w ◦ Udξ ◦ wλ pour tout λ ∈ I1 et tout ξ ∈ S. D’apre`s la formule (4.3.4) on a :
ϕλ,ξ(edξ,αξ) =
{
(−1)pvσσ(λ)pvσ edσ ,0 + σ($F )
∑pvσ
l=1
(
pvσ
l
)
σ($F )
l−1σ(−λ)pvσ−ledσ ,l si ξ = σ,
edξ,0 si ξ 6= σ,
ϕλ,ξ(edξ,βξ) =
{ −τ(λ)edτ ,0 + τ($F )edτ ,1 si ξ = τ,
edξ,0 si ξ 6= τ.
Si l’on pose ϕλ = ρ
0
d
(w) ◦ψ(α−1) ◦ ρ0
d
(wλ) pour tout λ ∈ I1, la formule (4.3.5) assure que l’on
a
∀λ ∈ I1, ϕλ(v1) ∈ σ(λ)pvσ ed,0 + σ($F )ρ0d ,(4.4.11)
∀λ ∈ I1, ϕλ(v2) ∈ −τ(λ)ed,0 + τ($F )ρ0d .(4.4.12)
Comme σ(λ)p
vσ
= τ(λ) pour tout λ ∈ I1, on de´duit de (4.4.11) et de (4.4.12) que :
∀λ ∈ I1, ϕλ(v) = δ−1ϕλ(v1 + v2) ∈ (δ−1ι($F ))ρ0d ,
ce qui prouve que la condition (4.4.9) est ve´rifie´e. Un calcul imme´diat donne ensuite que :
Udξ(edξ,αξ) =
{
σ($F )
dσ−pvσ edσ ,pvσ si ξ = σ,
ξ($F )
dξedξ,0 si ξ 6= σ,
(4.4.13)
Udξ(edξ,βξ) =
{
τ($F )
dτ−1edτ ,1 si ξ = τ,
ξ($F )
dξedξ,0 si ξ 6= τ.
(4.4.14)
Comme |S+| > 1 (et donc vσ < f), on de´duit de (4.4.13) que ψ(α−1)(v1) ∈ ι($F )ρ0d . Comme
dσ ≥ pvσ , on de´duit de (4.4.14) que ψ(α−1)(v2) ∈ ι($F )ρ0d. D’apre`s ce qui pre´ce`de, on a donc
ψ(α−1)(v) = δ−1ψ(α−1)(v1 + v2) ∈ (δ−1ι($F ))ρ0d ⊆ ρ0d ,
ce qui prouve que la condition (4.4.10) est ve´rifie´e.
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Cas (2). Puisque |S+| = 1, on a vσ = f , et donc
dσ ≥ pvσ + 1 = pf + 1 = q + 1.
Notons que dans ce cas, on a ρ
d
= (SymdσE2)σ et ρ0
d
= (SymdσO2E)σ. Posons alors
v = δ−1(edσ ,1 + (−1)qedσ ,q) ∈ ρd ,
ou` δ ∈ {ι($F ), ap} est l’e´le´ment de plus petite valuation dans cet ensemble. Un raisonnement
analogue a` celui donne´ dans le cas (1) montre alors que, si h = [Id, v] /∈ c-IndGKZρ0d, on a bien
T (h)− aph ∈ c-IndGKZρ0d .
Cas (3). Par hypothe`se, on a
|S+| = 1, dσ = pvσ = pf = q.
Posons alors :
∀λ ∈ I1, v2,λ =
{
δ−1σ(λ)q−2(−eq,1 − eq,q) si p = 2,
δ−1σ(λ)q−2(eq,1 − eq,q) si p 6= 2,
v0 =
{
δ−1(q − 1)(eq,0 + eq,q−1) si p = 2,
δ−1(q − 1)(eq,0 − eq,q−1) si p 6= 2,
h2 =
∑
λ∈I1
[g02,$Fλ, v2,λ],
h0 = [Id, v0],
ou` δ ∈ {σ($F ), ap} est l’e´le´ment de plus petite valuation dans cet ensemble. Notons h =
h0 + h2 /∈ c-IndGKZρ0d et supposons p 6= 2, le cas p = 2 se traitant de manie`re analogue.
D’apre`s le Lemme 4.3.7, la fonction T (h)−aph peut s’e´crire comme somme de quatre fonctions
a` supports deux a` deux disjoints :
T (h)− aph = T−(h0) + (T+(h0) + T−(h2)) + T+(h2)− aph;
ainsi, pour montrer que T (h)− aph ∈ c-IndGKZρ0d , il suffit de ve´rifier que chaque fonction est
dans c-IndGKZρ
0
d
. Graˆce au Lemme 4.3.7, on a :
T−(h0) = [α,ψ(α−1)(v0)]
= [α, δ−1(q − 1)σ($F )(σ($F )q−1eq,0 − eq,q−1)] ∈ (δ−1σ($F ))c-IndGKZρ0d ⊆ c-IndGKZρ0d .
Posons maintenant, pour tout µ ∈ I1,
ϕµ = ρ
0
d(w) ◦ ψ(α−1) ◦ ρ0d(wµ),
φµ = ρ
0
d(w) ◦ ρ0d(w−µ) ◦ ψ(α−1).
La line´arite´ de l’ope´rateur T+ et le Lemme 4.3.7 assurent alors que
T+(h2) ∈ c-IndGKZρ0d ⇐⇒ ∀λ ∈ I1, T+([g02,$Fλ, v2,λ]) ∈ c-IndGKZρ0d
⇐⇒ ∀λ ∈ I1, ∀µ ∈ I1, ϕµ(v2,λ) ∈ ρ0d .
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D’apre`s la formule (4.3.4), on a, pour tout µ ∈ I1 et tout λ ∈ I1 :
ϕµ(v2,λ) = ϕµ(δ
−1σ(λ)q−2(eq,1 − eq,q))
= δ−1σ(λ)q−2
(
σ($F )eq,1 − σ($F )
q∑
α=1
(
q
α
)
(−1)q−ασ($F )α−1σ(µ)q−αeq,α
)
∈ ρ0
d
.
Il nous reste donc a` montrer que T+(h0) + T
−(h2) ∈ c-IndGKZρ0d . Remarquons que, d’apre`s
le Lemme 4.3.7, on a :
T−(h2) =
∑
λ∈I1
T−([g02,$Fλ, v2,λ]) =
∑
λ∈I1
[g01,0, φλ(v2,λ)],
T+(h0) = T
+([Id, v0]) =
∑
λ∈I1
[g01,λ, ϕλ(v0)].
En utilisant de nouveau la formule (4.3.4) on a :
∀λ ∈ I1\{0}, ϕλ(v0) = δ−1(q − 1)σ($F )
( q−1∑
α=1
(
q − 1
α
)
σ($F )
α−1σ(−λ)q−1−αeq,α
)
∈ ρ0
d
,
ce qui implique que pour tout λ ∈ I1\{0},
[g01,λ, ϕλ(v0)] ∈ c-IndGKZρ0d .
Il nous reste alors a` calculer
ϕ0(v0) +
∑
λ∈I1
φλ(v2,λ).
En utilisant la formule (4.3.4) on obtient que
φλ(v2,λ) ∈ δ−1(−σ(λ)2q−2eq,0 − σ(λ)q−2eq,q) + (δ−1σ($F ))ρ0d ,
ϕ0(v0) ∈ δ−1((q − 1)eq,0) + (δ−1σ($F ))ρ0d .
D’apre`s les relations ∑
λ∈I1
σ(λ)2q−2 = q − 1 et p|
∑
λ∈I1
σ(λ)q−2,
on en de´duit :
ϕ0(v0) +
∑
λ∈I1
φλ(v2,λ) ∈ ρ0d ,
ce qui permet de conclure.
Le the´ore`me suivant fournit une condition ne´cessaire et suffisante sur le vecteur d = (dσ)σ∈S
pour que l’application θ soit injective.
The´ore`me 4.4.4. — On garde les notations pre´ce´dentes. L’application θ est injective (et
est donc un isomorphisme) si et seulement si les deux conditions suivantes sont satisfaites :
(i) Pour tout l ∈ {0, . . . , f − 1}, on a |Jl| ≤ 1 ;
(ii) Si σ ∈ Jl, on a dσ + 1 ≤ pvσ .
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Preuve. — Comme cela a e´te´ remarque´ dans la preuve du Lemme 4.4.2, l’application θ est
injective si et seulement si l’on a l’inclusion suivante :(
T − ap
)(
c-IndGKZρd
) ∩ c-IndGKZρ0d ⊆ (T − ap)(c-IndGKZρ0d).(4.4.15)
La preuve se de´compose en deux e´tapes.
(1) On suppose que les conditions (i) et (ii) sont satisfaites, et l’on montre que l’inclusion
(4.4.15) est ve´rifie´e, ce qui revient a` prouver que si h est un e´le´ment de c-IndGKZρd tel
que
(T − ap)(h) = T (h)− aph ∈ c-IndGKZρ0d ,
alors h est dans c-IndGKZρ
0
d
.
(2) On suppose que (i) ou (ii) n’est pas satisfaite. On construit alors un e´le´ment h de
c-IndGKZρd tel que
(T − ap)(h) = T (h)− aph ∈ c-IndGKZρ0d et h /∈ c-IndGKZρ0d .
(1). Supposons que les conditions (i) et (ii) soient satisfaites, et conside´rons h ∈ c-IndGKZρd
tel que
(T − ap)(h) = T (h)− aph ∈ c-IndGKZρ0d .(4.4.16)
Notons n le plus petit entier tel que h ∈ Bn et e´crivons h =
n∑
m=0
hm ou` hm ∈ Sm. On a alors,
graˆce aux Lemmes 4.3.7 et 4.3.8,
T (h)− aph = T+(h) + T−(h)− aph
= T+(hn) + T
+(h− hn) + T−(h)− aph,
avec T+(hn) ∈ Sn+1 et T+(h − hn) + T−(h) − aph ∈ Bn. L’hypothe`se (4.4.16) impliquant
que T+(hn) ∈ c-IndGKZρ0d, nous allons montrer que cela assure que hn ∈ c-IndGKZρ0d . Pour ce
faire, il suffit de le ve´rifier pour hn de la forme [g
0
n,µ, v] : en appliquant β, on aura le re´sultat
pour hn de la forme [g
1
n,µ, w], puis, par line´arite´ et graˆce au Corollaire 4.3.9, pour n’importe
quel hn. D’apre`s le Lemme 4.3.7, on a :
T+([g0n,µ, v]) ∈ c-IndGKZρ0d ⇐⇒ ∀λ ∈ I1, (ρ0d(w) ◦ ψ(α−1) ◦ ρ0d(wλ))(v) ∈ Vρ0d .(4.4.17)
Notons v =
∑
06i6d
cied,i avec ci ∈ E. D’apre`s le Lemme 4.3.10, on a, pour tout λ ∈ I1,
(ρ0
d
(w) ◦ ψ(α−1) ◦ ρ0
d
(wλ))(v) ∈ Vρ0
d
⇐⇒ ∀j, 0 6 j 6 d, $jF
∑
j6i6d
ci
(
i
j
)
(−λ)i−j ∈ OE .
Pour j = 0, on de´duit en particulier de l’e´quivalence utilisant (4.4.17) que :
T+([g0n,µ, v]) ∈ c-IndGKZρ0d =⇒ ∀λ ∈ I1,
∑
06i6d
ci(−λ)i ∈ OE .(4.4.18)
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Pour λ = 0, ceci montre que c0 ∈ OE . Ainsi l’implication (4.4.18) est e´quivalente a` l’implica-
tion suivante :
T+([g0n,µ, v]) ∈ c-IndGKZρ0d =⇒ ∀λ ∈ k×F ,
∑
06i6d
i 6=0
ci(−[λ])i ∈ OE .
Soit maintenant ζ un ge´ne´rateur du groupe cyclique k×F et posons, pour tout σ ∈ S, uσ =
dσ + 1. On a alors :
∀λ ∈ k×F ,
∑
06i6d
i 6=0
ci(−[λ])i ∈ OE =⇒ ∀j, 0 ≤ j ≤
(∏
σ∈S
uσ
)
− 1,
∑
06i6d
i 6=0
ci([ζ
j ])i ∈ OE .
On obtient donc un syste`me de
∏
σ∈S uσ e´quations line´aires a`
∏
σ∈S uσ inconnues dont la
matrice du syste`me homoge`ne associe´e est e´gale a` :
A =

1
[ζ]i
[ζ2]i
...
[ζ
∏
σ∈S uσ−1]i

06i6d
i 6=0
C’est une matrice de Vandermonde, de de´terminant e´gal a` :∏
i≺j,i 6=j
([ζ]j − [ζ]i) .(4.4.19)
Comme, pour tout σ ∈ S+, on a σ([ζ]) = ι([ζ])pγσ avec 0 ≤ γσ ≤ f − 1, on obtient que pour
tout j ∈ Id, on a :
[ζ]j =
∏
σ∈S+
σ([ζ])jσ = ι([ζ])
∑
σ∈S+ jσp
γσ
.
D’apre`s les hypothe`ses (i) et (ii), on obtient donc de manie`re naturelle une application injec-
tive {
[ζ]j , 0 ≤ j ≤ d et j 6= 0} ↪→ {ι([ζ])α, 0 ≤ α ≤ pf − 2}
qui est bijective lorsque dσ + 1 = p
vσ pour tout σ ∈ S+. Or, si 0 ≤ α < β ≤ q − 2, alors
ι([ζ])α− ι([ζ])β ∈ O×E et donc, d’apre`s (4.4.19), on a det(A) ∈ O×E . Puisque ci ∈ OE pour tout
i ∈ Id, ce qui revient a` dire que v ∈ ρ0d, on en de´duit que hn ∈ c-IndGKZρ0d. En remplac¸ant h
par h− hn, le meˆme raisonnement montre que hn−1 ∈ c-IndGKZρ0d. Une re´currence imme´diate
assure alors que hi ∈ c-IndGKZρ0d pour tout i ∈ {0, . . . , n}, et donc h ∈ c-IndGKZρ0d .
(2). C’est une conse´quence imme´diate des Lemmes 4.4.2 et 4.4.3.
Soit ap ∈ OE et supposons que d ve´rifie les conditions (i) et (ii) du The´ore`me 4.4.4.
Pour tout n ∈ N, notons :
Bn(E)
de´f
= {h ∈ c-IndGKZρd , h ∈ Bn}.
Une conse´quence simple mais inte´ressante du The´ore`me 4.4.4 est la proposition suivante,
de´montre´e initialement par Breuil pour F = Qp et d ≤ 2p [11, The´ore`me 4.1 et Corollaire
4.2].
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Proposition 4.4.5. — Le OE-re´seau Θd,ap est se´pare´.
Preuve. — C’est une ge´ne´ralisation de l’argument de [11, Corollaire 4.2]. Il suffit de montrer
que Θd,ap ne contient pas de E-droite, ce qui revient a` montrer que si h ∈ c-IndGKZρ0d est tel
qu’il existe des hn ∈ c-IndGKZρd ve´rifiant :
∀n ∈ N, h− (T − ap)(hn) ∈ pn
(
c-IndGKZρ
0
d
)
,(4.4.20)
alors h ∈ (T − ap)(c-IndGKZρd). Notons N (resp. N ′) le plus petit entier positif ou nul tel que
h ∈ BN (E) (resp. hn ∈ BN ′(E)) et e´crivons hn =
N ′∑
m=0
hn,m avec hn,m ∈ Sm. Si N ′ ≥ N , la
relation (4.4.20) implique que T+(hn,N ′) ∈ pn(c-IndGKZρ0d) et, la preuve du The´ore`me 4.4.4 (i)
assure alors que hn,N ′ ∈ pn(c-IndGKZρ0d). Par re´currence descendante imme´diate, on obtient
que hn,m ∈ pn(c-IndGKZρ0d) pour tout N ≤ m ≤ N ′. Ainsi, on a montre´ que
hn ∈ BN−1(E) + pn
(
c-IndGKZρ
0
d
)
,
donc que :
∀n ∈ N, h ∈ (T − ap)(BN−1(E)) + pn
(
c-IndGKZρ
0
d
)
.
Comme (T −ap)(BN−1(E)) est un E-espace vectoriel complet pour la topologie p-adique (car
de dimension finie), on en de´duit que h ∈ (T − ap)(BN−1(E)).
4.4.2. Conse´quences. — Conservons les notations de la Section 4.4.1 et fixons
• une paire (λ1, λ2) ∈ E× × E× avec (αβ−1)f /∈ {q, q−1} ;
• un |S|-uplet d’entiers positifs d.
Rappelons que ρd de´signe la repre´sentation alge´brique irre´ductible de GL2(F ) introduite dans
le Paragraphe 4.3.1.
Nous allons maintenant rappeler, dans un cadre particulier, une conjecture formule´e par
Breuil et Schneider [20], puis montrer comment utiliser The´ore`me 4.4.4 pour e´tablir quelques
cas de cette conjecture.
Notons (r, V ) la repre´sentation du groupe de Weil-Deligne de F de dimension 2 sur E,
reductible, non ramifie´e et qui envoie le Frobenius arithme´tique sur la matrice [ λ1 00 λ2 ].
Notons piunit la repre´sentation lisse irre´ductible de G sur E qui correspond a` (r, V ) via la
correspondance de Langlands locale, normalise´e de sorte a` ce que son caracte`re central soit
det(r, V )◦ rec−1. Dans [20, §4] est de´crite une construction permettant d’associer a` piunit une
repre´sentation lisse de G sur E que l’on note pi. Pour G on trouve que
pi = IndGP (nr(λ
−1
1 )⊗ nr(pλ−12 )).
Remarque 4.4.6. — Par de´finition, les caracte`res non ramifie´s nr(λ−11 ) et nr(pλ
−1
2 ) ne de´-
pendent que de λf1 et de λ
f
2 .
Notons que pi est une induite parabolique lisse et non ramifie´e qui est irre´ductible si
(λ1λ
−1
2 )
f 6= q et (λ1λ−12 )f 6= q−1. Si (λ1λ−12 )f = q (resp. (λ1λ−12 )f 6= q−1) alors pi est la
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torsion par nr(λ−12 ) ◦ det (resp. nr(λ−11 ) ◦ det) de l’unique extension non scinde´e de la repre´-
sentation triviale par la repre´sentation de Steinberg (resp. de la repre´sentation de Steinberg
par la repre´sentation triviale).
Appelons ϕ-module la donne´e d’un F0 ⊗Qp E-module D libre de rang fini muni d’un au-
tomorphisme F0-semi-line´aire (par rapport au Frobenius sur F0) et E-line´aire ϕ. Notons que
ϕf est une application F0 ⊗Qp E-line´aire et que l’isomorphisme F0 ⊗Qp E '
∏
σ0 : F0↪→E E
envoyant h⊗ e sur (σ0(h)e)σ induit un isomorphisme de E-espaces vectoriels
D '
∏
σ0 : F0↪→E
Dσ0
ou` l’on pose Dσ0 = (0, 0, . . . , 0, 1σ0 , 0, . . . , 0) ·D. On de´finit
tN (D) =
1
[F : Qp]
valF (detF0(ϕ
f |D)).
Si D est un ϕ-module, on peut lui associer explicitement une repre´sentation de Weil-Deligne
par la me´thode de´crite dans [37]. Plus pre´cisement, choisissons un plongement σ0 : F0 ↪→ E
et posons U = Dσ0 . Si w ∈ W (Qp/F ), on de´finit s(w) = ϕ−α(w) ou` α(w) ∈ fZ de´signe
l’unique entier tel que l’action induite de w sur Fp soit la puissance α(w)-ie`me du Frobenius
arithme´tique x 7→ xp. On ve´rifie que s(w) : D → D est F0 ⊗Qp E-line´aire, et donc qu’elle
induit un morphisme E-line´aire s(w) : U → U . Le couple (s, U) est une E-repre´sentation non
ramifie´e du groupe de Weil-Deligne de F qui ne de´pend pas du choix de σ0 a` isomorphisme
non canonique pre`s [19, Lemme 2.2.1.2]. On le note WD(ϕ,D) et l’on note WD(ϕ,D)ss sa
F -semisimplification [30, §8.5].
Soit D un ϕ-module. Si l’on pose DF = D ⊗F0 F , alors l’isomorphisme F ⊗Qp E '∏
σ : F ↪→E E envoyant h⊗ e sur (σ(h)e)σ0 induit un isomorphisme de E-espaces vectoriels
DF '
∏
σ : F ↪→E
DF,σ ,
ou` l’on a note´ DF,σ = (0, 0, . . . , 0, 1σ, 0, . . . , 0) ·DF . Ainsi, la donne´e d’une filtration de´crois-
sante exhaustive se´pare´e de DF par des sous-F ⊗Qp E-modules (FiliDF )i∈Z (pas force´ment
libres) e´quivaut a` la donne´e, pour tout σ : F ↪→ E, d’une filtration de´croissante exhaustive
se´pare´e de DF,σ par des sous-F ⊗F,σ E-espace vectoriels (FiliDF,σ)i∈Z.
Soit (FiliDF )i∈Z une telle filtration. On de´finit alors
tH(DF ) =
∑
i∈Z
∑
σ : F ↪→E
idimF (Fil
iDF,σ/Fil
i+1DF,σ),
et l’on dit que la filtration (FiliDF )i∈Z est admissible si
(i) tH(DF ) = tN (D) ;
(ii) tH(D
′
F ) ≤ tN (D′) pour tout F0 ⊗Qp E-sous-module D′ stable par ϕ et muni de la
filtration induite.
La conjecture de Breuil et Schneider peut dans ce cas eˆtre reformule´e comme suit.
Conjecture 4.4.7. — Les deux conditions suivantes sont e´quivalentes :
(i) La repre´sentation ρd ⊗ pi admet une norme G-invariante, i.e. une norme p-adique
telle que ‖gv‖ = ‖v‖ pour tout g ∈ G et v ∈ ρd ⊗ pi.
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(ii) Il existe un ϕ-module D de rang 2 tel que
WD(ϕ,D)ss = (r, V )
et une filtration admissible (FiliDF,σ)i∈Z,
σ∈S
sur DF telle que
FiliDF,σ/Fil
i+1DF,σ 6= 0 ⇐⇒ i ∈ {−dσ − 1, 0}.
L’implication (i) ⇒ (ii) de la Conjecture 4.4.7 a e´te´ de´montre´e dans [20, Corollary 3.3].
Plus pre´cise´ment, on a le re´sultat suivant.
Proposition 4.4.8. — Conside´rons les quatre conditions suivantes :
(i) La repre´sentation ρd ⊗ pi admet une norme G-invariante, i.e. une norme p-adique
telle que ‖gv‖ = ‖v‖ pour tout g ∈ G et v ∈ ρd ⊗ pi.
(ii) Il existe un ϕ-module D de rang 2 tel que
WD(ϕ,D)ss = (r, V )
et une filtration admissible (FiliDF,σ)i∈Z,
σ∈S
sur DF telle que
FiliDF,σ/Fil
i+1DF,σ 6= 0 ⇐⇒ i ∈ {−dσ − 1, 0}.
(iii) Il existe un ϕ-module D de rang 2 tel que
(ϕf )ss =
[
λ1 0
0 λ2
]
et une filtration admissible (FiliDF,σ)i∈Z,
σ∈S
sur DF telle que
FiliDF,σ/Fil
i+1DF,σ 6= 0 ⇐⇒ i ∈ {−dσ − 1, 0}.
(iv) les ine´galite´s suivantes sont ve´rifie´es :
valF (λ
−1
1 ) + valF (pλ
−1
2 ) +
∑
σ∈S
dσ = 0;(4.4.21)
valF (pλ
−1
2 ) +
∑
σ∈S
dσ ≥ 0;(4.4.22)
valF (pλ
−1
1 ) +
∑
σ∈S
dσ ≥ 0.(4.4.23)
On a alors les implications et e´quivalences suivantes :
(i)⇒ (ii)⇔ (iii)⇔ (iv).
Preuve. — L’implication (i) ⇒ (iv) de´coule de [49, Lemma 7.9]
L’e´quivalence (ii) ⇔ (iii) est imme´diate.
L’e´quivalence (iii) ⇔ (iv) est une conse´quence de [20, Proposition 3.2].
Remarque 4.4.9. — Si F = Qp et si r n’est pas scalaire, la Conjecture 4.4.7 est vraie [8].
D’apre`s la Proposition 4.4.8, il est clair que pour avoir une re´ponse positive a` la conjecture
de Breuil et Schneider pour G il suffit de montrer l’implication (iv) ⇒ (i). Le cas λ1 ∈ O×E
ou λ2 ∈ O×E est traite´ par la proposition suivante.
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Proposition 4.4.10. — Supposons que (4.4.21), (4.4.22) et (4.4.23) soient satisfaites, et
supposons λ1 ∈ O×E ou λ2 ∈ O×E . Alors la repre´sentation ρd ⊗ pi admet une norme G-
invariante.
Preuve. — • Supposons λ1 ∈ O×E et posons
χ = nr(λ−11 )⊗ nr(pλ−12 )
∏
σ∈S
σdσ .
De´finissons alors Icont(χ) comme l’induite continue du caracte`re χ, i.e. l’espace des
φ : G→ E continues telles que
∀b ∈ P,∀g ∈ G, φ(bg) = χ(b)φ(g),
sur lequel G agit par la translation a` droite. D’apre`s (4.4.21) et (4.4.22), le caracte`re χ
est a` valeurs entie`res, ce qui implique que l’application de´finie par
∀φ ∈ Icont(χ), ‖φ‖ = sup
g∈P\G
φ(g)
est une norme G-invariante sur Icont(χ). Comme on a une injection G-e´quivariante e´vi-
dente
ρd ⊗ pi ↪→ Icont(χ),
on obtient le re´sultat voulu.
• En utilisant l’entrelacement
IndGP (nr(λ
−1
1 )⊗ nr(pλ−12 )) = IndGP (nr(λ−12 )⊗ nr(pλ−11 )),
un argument analogue au pre´ce´dent permet de conclure lorsque λ2 ∈ O×E .
Supposons maintenant que λ1, λ2 /∈ O×E . Sous certaines conditions, le The´ore`me 4.4.4
permet de donner une re´ponse positive a` la Conjecture 4.4.7.
Corollaire 4.4.11. — Supposons que (4.4.21), (4.4.22) et (4.4.23) soient satisfaites, et sup-
posons que d = (dσ)σ∈S satisfait aux conditions (i) et (ii) du The´ore`me 4.4.4. Alors la repre´-
sentation ρd ⊗ pi admet une norme G-invariante.
Preuve. — Il suffit de montrer que ρd⊗pi posse`de un OE-re´seau se´pare´ et stable sous l’action
de G. D’apre`s la Proposition 4.4.1, on dispose d’un isomorphisme G-e´quivariant
ρd ⊗ pi '
c-IndGKZρd
(T − ap)(c-IndGKZρd)
ou` ap = λ
f
1 + λ
f
2 . Ainsi, si le vecteur d ve´rifie les conditions (i) et (ii) du The´ore`me 4.4.4,
on peut appliquer la Proposition 4.4.5 et en de´duire que la repre´sentation ρd ⊗ pi posse`de un
re´seau se´pare´ et stable sous l’action de G, ce qui prouve le re´sultat voulu.
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