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Carrier Recombination and Transport Dynamics in Su-
perstrate Solar Cells analyzed by modeling the Inten-
sity Modulated Photoresponses.
Carlos J. Pereyra,∗a,b Yesica Di Iorio,b Mariana Berruet,b Marcela Vazquez,b and Ricardo
E. Marotti a
The dynamics of carrier recombination and transport of two CuInS2 superstrate solar cells was
studied by intensity modulated photovoltage and photocurrent spectroscopy (IMVS and IMPS
respectively). For the analysis of the resulting data two different approaches were implemented. In
the first approach, the typically used analysis in Dye Sensitized Solar Cells (DSSC) was adapted
to obtain the characteristics times of the processes involved. The second approach was based
on the fittings of both the IMVS and IMPS data to the solution of the continuity equation. These
fittings allow the calculation of different dynamic parameters of the cells. Moreover, consistency
between the obtained parameters was observed, in good agreement with the typical analysis for
DSSC. The resulting dynamics was associated with the presence and distribution of defect states
among the samples. Moreover, from the performed analysis, a relation between the results and
the post treatment applied to the solar cells could be established. The difference in the dynamics
of the cells is mainly observed in the difference between the electron lifetimes of both solar cells.
1 Introduction
Chalcopyrite based semiconductors are extensively studied ma-
terials for thin films solar cells due to their interesting optical
properties. Particularly, in the system CuInSe2−2yS2y the direct
bandgap can be tuned from 1.02 to 1.52 eV as y increases.1 This
is because sulfur addition to CuInSe2 leads to an energetic re-
duction of the valence band maximum and to an enhancement
of the conduction band minimum.2,3 Thus, sulfur extends the in-
terface bandgap and thereby depresses interface recombination.
In addition, it has been shown that sulfur leads to an increased
carrier lifetime in the absorber.4 A full replacement of Se by S
leads the ternary CuInS2 (CIS). This compound is particularly in-
teresting because it typically exhibits bandgap energies between
1.47 and 1.57 eV,5–7 which are close to the optimal bandgap in
the Shockley-Queisser limit.8 The performance of solar cells com-
bining In2S3 and CuInS2 as buffer and absorbing layers respec-
tively, have been studied In previous publications.4,9 The indirect
bandgap of In2S3 is beneficial in terms of current collection but
appears problematic in terms of interface recombination.4,9 Su-
perstrate configuration is chosen so that all the materials could be
prepared using inexpensive and eco-friendly techniques, based on
a Instituto de Física, Facultad de Ingeniería, Universidad de la República, Julio Herrera
y Reissig 565, C.C. 30, 11000 Montevideo, Uruguay. E-mail: jpereyra@fing.edu.uy
b División Electroquímica Aplicada, INTEMA, Facultad de Ingeniería, CONICET-
Universidad Nacional de Mar del Plata, Colon 10850, 7600, Mar del Plata, Argentina.
solution processed deposition methods and non-toxic materials,
avoiding vacuum high temperature Cd-containing layers.10–13
The goal of this work is to use Intensity Modulated
Photovoltage Spectroscopy (IMVS) and Intensity Modulated
Photocurrent Spectroscopy (IMPS) to study the inner dy-
namics of two types of superstrate solar cells based on
FTO/TiO2/In2S3/CuInS2/graphite. The single difference be-
tween them is the CuInS2 nature, i.e, the defect state density as a
consequence of chosen deposition method and subsequent treat-
ments. The IMVS and IMPS techniques are very useful to eluci-
date the behavior of the recombination, transport and extraction
of the photogenerated charge carriers within the solar cell.14–20
IMVS and IMPS can be used to measure the real and imaginary
components of the photovoltage and photocurrent generated by
a modulation in the optical excitation of the solar cell.14–20 The
working principle of these techniques is similar and complemen-
tary to that of impedance spectroscopy where the excitation is
originated in a modulation of the applied voltage on the device
instead of light modulation.21–23 IMVS and IMPS are commonly
used in semiconductor/electrolyte interfaces,24,25 water splitting
systems,22 DSSC or solid states solar cells to elucidate the trans-
port and recombination characteristic times of the cells.15,17,26–28
However, the analyses are restricted to the solely determination of
the characteristics times, or to the fitting of only the IMVS or IMPS
data with the solution of the continuity equation.15,17,21,26–28 A
complementary analysis of the resulting spectra was implemented
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and both the IMVS and IMPS signals were explicitly considered.
The first approach was based on the shape of the spectra in the
Nyquist representation and therefore analyzed assuming a relax-
ation time process in the solar cell for both IMVS and IMPS. The
second approach was based on the fitting of the spectra with the
solution of the continuity equation in correspondence with the
experimental conditions set in the solar cells at the time of the
measurements. By properly choosing the boundary conditions in
the continuity equation, both the IMVS and IMPS spectra could
be fitted for the same set of parameters of the solar cell (diffu-
sion and lifetime constants, absorption coefficient and thickness
among others).26 The results of these different fitting strategies
were also compared for consistency purposes and a good agree-
ment was obtained.
2 Theory
In order to model the IMVS and IMPS responses of the differ-
ent solar cells the continuity equation for the electron density
(δn(x, t)) within the solar cells is solved. The cell should be opti-
cally excited with a sinusoidal light signal of angular frequency ω
and intensity I(ω, t)
I(ω, t) = I0 + IAcos(ωt) (1)
where I0 is the mean value and IA the modulation component.
Moreover, for simplicity, the solar cell will be modeled as a one
layer cell of thickness d and absorption coefficient α (see Fig.1).








−ktrapδn(x, t)+ kdetrapNr(x, t) 0 < x < d (2)
where x is the depth coordinate in the cell, De and τe are the
diffusion and lifetime constant respectively. Also, ktrap and kdetrap
are the electron trapping and detrapping rates by defect states
within the solar cell. As these two last processes involve the par-
ticipation of defect states, the density of occupied defect states
(Nr) should be added and the equation for occupancy of the de-
fect states dynamic should also be solved.
∂Nr(x, t)
∂ t
= ktrapδn(x, t)− kdetrapNr(x, t) 0 < x < d (3)
If a recombination process for electrons in trap states is in-
cluded, an extra term should be added involving a new param-
eter associated with the characteristic time of the recombination
process.19 For simplicity, no recombination processes of electrons
from the trap state to the valence band are considered in Equation
3. Finally, for the complete solution of the previous equations the








|x=d = 0 (5)
where ksep represents the electron extraction constant at the
interface between the cell and the electron-selective contact at
x = 0. By appropriately choosing the value of ksep, the cell work-
ing condition could be defined: open circuit conditions can be ob-
tained when ksep = 0 and short circuit conditions when ksep 6= 0.
Moreover, in short circuit conditions, low values of ksep corre-
spond to kinetic limited process while high ksep values lead to dif-
fusion limited process at the interface19. As the optical excitation
is modulated, all the photogenerated quantities involved are ex-
pected to be modulated. Therefore, by fixing the values of ksep in
Equation 4 the solution for IMVS and IMPS for the same cell can
be obtained. By solving Equation 2 and Equation 3 for these com-
ponents, the modulated short circuit current (JSC(ω)) and open
circuit potential (VOC(ω)) components can be calculated. Details
of the calculation showing the solution of Equation 2 and Equa-
tion 3 are already available in the literature.18,19,25,27,29 The re-





2αexp(−αd)+β (exp(βd)− exp(−βd))−α(exp(βd)+ exp(−βd))



















+ ktrap + jω
)
(8)
and β is defined as β 2 = γ
2
De
If no defect states are considered, a simple version of Equation










Also, for the defect-free cell, a similar and simpler solution can









The net effect of the trap states could be interpreted by defin-
ing two new effective parameters as substitutes of the diffusion
and lifetime constants (De f and τe f respectively). Therefore, the
dynamics of a cell with trap states can be understood as the dy-
namics of a trap-free cell with effective diffusion and lifetime con-
stants. By comparing Equation 8 and Equation 10 these two new
parameters can be defined as19:
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From the two previous expressions it is possible to observe that
the main consequences of the trap states are the decrease of the
diffusion constant and the increase of the recombination rate of
electrons in the cell (τ−1e f increases). These factors contribute
to an overall degradation of the inner dynamics within the cell,
which has already been pointed out in the literature.19 It is im-
portant to notice that, in the trap-free scenario, Equation 9 is re-
sponsible for the dynamics of this solar cells. Therefore, both the
IMVS and IMPS responses could be obtained as a function of the
same parameters De f , τe f , α, d and ksep by the careful selection
of ksep in the boundary conditions (Equation 4). Within this ap-
proach, the same equation can be used for the analysis of both the
IMVS and IMPS responses of the cell, providing further certainty








Fig. 1 Scheme of the solar cells considered in the present calculation.
3 Results
Figure 2a shows the GXRD of cells SCa and SCb. In both diffrac-
tograms the peaks are sharp and in good agreement with those in
the diffraction cards of their components (TiO2, PDF 21-1272 and
CuInS2, PDF 27-0159). The unmarked peak at 30.40
◦ 2θ corre-
sponds to reflections of Kβ radiation with (101) plane FTO sub-
strate. The peaks of the chalcopyrite structure in the two cells can
be compared and reveal a pronounced broadening of the peak at
27.81 ◦ 2θ corresponding to the (112) plane CIS in the SCb sam-
ple. This can be attributed to the different route synthesis of the
CIS films but mainly to the different annealing treatments. From
the full line broadening at half the maximum intensity (FWHM)
of the (112) plane signal the crystallite sizes can be estimated ap-
plying the Scherrer’s equation. These are 20 and 12 nm for SCa
and SCb respectively. As expected the increase of the crystallite
size was accomplished with the increase of the crystalline degree
associated basically to the higher temperature of the annealing
treatment.
Raman spectroscopy can be used as a complementary tech-
nique to GXRD to confirm the composition and quality of the CIS
films. The spectra measured with 785 nm excitation wavelength
can be observed in Figure 2b, and shows a strong increment in
the width of the CIS peaks in cell SCb expected due to the higher
crystallinity of cell SCa. Therefore, both the high temperature of
the thermal treatment and the incorporation of an etching stage
can be responsible for the higher crystal quality and the lower
proportion of undesired binary phases in the CIS layer of cell SCa
compared with the CIS layer in cell SCb.
In Figure 3 the IMVS and IMPS responses (HIMV S,IMPS(ω)) for
solar cells SCa and SCb in the Nyquist representation (imaginary
vs. real parts of the HIMV S,IMPS(ω) response) are presented, each
curve corresponds with different values of I0. Figure 3a and Fig-
ure 3b present the IMVS responses while Figure 3c and Figure 3d
show the IMPS responses of cells SCa and SCb respectively. Ev-
ery spectrum exhibits only one cycle in the complex plane. Also
the cycles evolve from high to small values of the real part of the
HIMV S response as the frequency increases. In Figure 3c and Fig-
ure 3d a unique cycle is also observed and the size of the cycle
decreases as I0 increases. Moreover, as in the HIMV S signal, the
same evolution of the cycle with the frequency is observed. How-
ever, for high frequency values an important distortion from the
semicircular shape of the spectra is observed. This distortion is
usually observed in dye sensitized solar cells (DSSC) when the
charge extraction process is dominated or limited by the diffusion
process of charge carriers to the cell interface.19,29,30 For the dif-
fusion limited cases the Nyquist plots of HIMPS usually present a
high frequency tendency to the origin along a straight line with a
45◦ slope (the dashed magenta line in Figure 3c).19,29,30 In this
case, SCa presents the typical diffusion limited dynamics while
SCb presents a kinetically limited dynamic evidenced by the semi-
circular shape of the IMPS Nyquist plot.19,29,30
As the Nyquist plots of the solar cells in the complex plane show
one cycle, only one characteristic time constant is expected in
HIMV S,IMPS(ω). Typically, one cycle in the Nyquist plots is ana-





where A is an amplitude constant, τIMV S is typically associated
with the characteristic recombination or lifetime time. On the
other hand, τIMPS is commonly associated with the characteristic
transport or transit time for the carriers in the cell (τtransit)18,31










As generally τIMV S  τtransit 31, therefore τIMPS could be asso-
ciated with the characteristic transport or transit time in the cell.
Finally, another parameter of interest in the dynamics of the so-
lar cell that can be obtained from the HIMV S,IMPS(ω) spectra is
the charge collection efficiency (ηCC), which is the efficiency of
the recollection of photogenerated charge carriers within the so-
lar cell.18,32 If independence between the different recombina-
tion processes and linearity on the recombination and extraction






For the analysis of the different HIMV S,IMPS(ω) responses,
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Fig. 2 (a) GXRD and (b) Raman spectra of solar cells SCa (full line) and SCb cell (dashed line).
and the determination of the characteristic times, different ap-
proaches were implemented. The first approach is based on
the shape and the presence of only one cycle in the Nyquist
plots, so the imaginary parts of the IMVS and IMPS re-
sponses (H ′′IMV S,IMPS(ω)) are expected to exhibit one peak in the
H ′′IMV S,IMPS(ω) vs. ω representation (or Bode plots). The simplest
method to obtain the characteristic time is from the frequency
position of the peak in H ′′IMV S,IMPS(ω) (defined as ω
V S,PS
peak ). There-







. A fitting according to
Equation 13 leads to a second expression for the characteristic
time τaIMV S,IMPS. In this case τ
a
IMV S,IMPS and the amplitude of the
signal (A) are fitting parameters




The second approach relies on a generalization of relaxation-
like processes that is commonly observed in DSSC, where the
exponent in the denominator of Equation 16 can be substituted
by a new fitting parameter m27, and a third characteristic time
(τbIMV S,IMPS) is obtained





Two examples of the H ′′IMV S,IMPS(ω) fitting are presented on the
Bode plots of Figure 4, Fit_a and Fit_b are the fittings according to
Equation 16 and Equation 17 respectively. In this case the values
of τV S,PS1 were used as initial values for the fittings. For Fit_b m =
2 was also used as initial value for the fitting. A good agreement
in the peak determination with both fittings could be observed,
in figure 4a for the IMVS response a slightly better fitting could
be observed for Fit_a compared with Fit_b. For the IMVS signals
fittings of sample SCa the obtained coefficient of determination
(R2 values) were between 0.59 and 0.94 for Fit_a and 0.60 to 0.95
for Fit_b. For SCb the obtained R2 values for IMVS were between
0.93 to 0.98 for Fit_a and Fit_b. Meanwhile for IMPS data the
obtained values were between 0.91 to 0.93 for Fit_a and between
0.94 and 0.96 for Fit_b. In the case of the IMPS response (Figure
4b) Fit_b is in better agreement with the high frequency end of
the spectra. This better fitting could be also associated with the
higher width of the peak in the IMPS spectrum and the diffusion
limited behavior of the cell in the high frequency domain.27
As a result of the previous analysis, three different characteris-
tic recombination and transport times were obtained from IMVS
and IMPS responses. Figure 5 shows the calculated characteristics
times for the SCa solar cell as a function of the illumination in-
tensity I0. As it can be observed, a very good agreement between
the different analyses implemented is achieved. Also, both time
constants decrease with the intensity I0. As the plot is in logarith-
mic scale, the linear behavior can be associated with a power law
commonly observed in DSSC.26,28,30,33–35 This kind of power law
is attributed with an exponential distribution of trap states within
the bandgap of the semiconductor electrode.26,28,30,33–35 Gen-
erally, the trapping processes depend on the presence of defect
states within the bandgap of the semiconductor (bulk and surface
states) and therefore the trapping and detrapping rates will be
sensitive to the energy level of the defect states and the occupancy
of these defects. If these trap states are involved in the trans-
port dynamics of the charge carriers, the trapping and detrapping
rates would be responsible for the time in which the carriers will
remain outside the conduction band and therefore they will not
contribute to the photocurrent. As the solar cell is illuminated and
carriers are photogenerated, the trap states start to participate in
the trapping/detrapping process of electrons. Once the stationary
regime is reached, some trap states (the lower energy ones) will
be filled. Higher values of I0 will lead to higher ocuppancy defect
states. As the number of participating trap states increases, high
energy trap states become available and start to be more involved
in the trapping/detrapping process. As the rates of the trapping
and detrapping processes depend on the energy difference be-
4 | 1–13Journal Name, [year], [vol.],


































































































































































Fig. 3 Nyquist diagrams for the HIMV S,IMPS(ω) responses of the solar cells for different values of I0 (a) IMVS response of cell SCa (b) IMVS response
of cell SCb (c) IMPS response of cell SCa, (d) IMPS response of cell SCb. In (c) the dashed magenta line is a -45 degree line corresponding with
diffusion limited process
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Fig. 4 Imaginary parts of HIMV S,IMPS(ω) responses of the SCa solar cell and the different implemented fittings. (a) IMVS response (b) IMPS response.
The continuous component of the light intensity used is I0 = 2.44mW/cm2 for both measurements. The dots are the experimental results, the red solid
line is the fitting by Equation 16, and the blue dotted line is the fitting by Equation 17.
tween the conduction band and the defect states, faster rates are
expected, these high energy trap states would have faster trap-
ping and detrapping rates,26,28,30,33–35 leading to faster processes
and the consequential decrease in the characteristics times of the
solar cell. Both the transport and recombination times had the
same behavior with I0 but they exhibit different slopes. This dif-
ference in the slopes leads to a noticeable decrease in the differ-
ence between both characteristics times as I0 increases. In Figure
5b the calculated charge collection efficiency ηCC for each char-





τbIMV S,IMPS respectively) can be observed. As discussed above, the
proximity of the characteristic times leads to a decrease in the ηCC
with I0.
The results in Figure 5 were used to calculate average IMVS
and IMPS characteristic times (τV SSCa,SCb and τ
PS
SCa,SCb respectively)
for SCa and SCb. These average characteristic times are presented
in Figure 6a and their corresponding ηCC in Figure 6b. In these
figures, the dynamics of solar cells SCa and SCb can be compared.
As it can be observed, τV SSCa is almost two times higher than the
corresponding time of SCb (τV SSCb) while τ
PS
SCa is very close to τ
PS
SCb
for all the optical intensities studied. Figure 6b presents values
for ηCC (calculated from Figure 6a) and shows that the important
difference in the recombination times leads to an attenuation in
the collection efficiencies for the SCb cell when compared to cell
SCa.
As was previously mentioned, the occupancy dynamics of the
defect states could be responsible for the decrease in the char-
acteristic times with I0 as shown in Figure 6a. Also, the char-
acteristic recombination times of SCa are almost 2 times higher
than the times of SCb, indicating a lower density of defect states
in SCa. As was previously mentioned, two main differences be-
tween both cells are the solution-based deposition technique and
the annealing temperature in the final stage of the deposition pro-
cess. A 500 ◦C annealing was used for cell SCa while a 250 ◦C
one for cell SCb. As a consequence of these differences, the crystal
quality for SCa is higher, as demonstrated by GXRD and Raman
spectroscopy for the CIS layer (see Figure 2). Therefore a smaller
density of defect states is expected for this cell, both within the
bulk of each layer and at interface or at the surface. At least, a dif-
ferent energetic distribution of the defect states can be expected.
This difference in the density or distribution of defects states for
SCa could be responsible for the higher characteristic recombina-
tion times and better charge collection efficiency (Figure 6b) ob-
served.26,28,30,33–35 Also, the small dependence in the transport
times with I0, with a negligible difference between the two cells,
could be associated to a different density of defect states partic-
ipating during the transport of the carriers in the interior of the
cells in comparison with those of the recombination time.30 The
times measured by IMVS and IMPS represent the effective charac-
teristic lifetime and transport time of each cell. They encompass
all the present processes which take place in the cell, from the ex-
citation of the electron-hole pair, the charge separation, transport
through the CIS layer (for holes) and transport in both the buffer
and TiO2 layers (for electrons). They also include the multitrap-
ping and recombination processes which take place until the final
extraction of the carriers. Therefore, intrinsic lifetimes evaluated
using both IMVS and IMPS, differ from the lifetime correspond-
ing to each individual stand-alone layer. They are characteristic
response times of the device, in real operation conditions, rather
than typical time constants of the material. For this reason the
measured times are on the order of the millisecond.28,36
The previous discussion was performed following the histori-
cal development and analysis of both IMVS and IMPS techniques,
which is based in the association of the obtained times with the
cell recombination and transport times. However, recent experi-
mental evidence points out that charge accumulation and release
6 | 1–13Journal Name, [year], [vol.],

























































































































Fig. 5 (a) Effective times of SCa as obtained from the different analysis implemented for different values of I0. Effective lifetimes (black squares dots)





























Fig. 6 (a) Comparison between the characteristics lifetime (full dots) and transport time (hollow dots) of cells SCa (black square dots) and SCb (blue
round dots) for different values of I0. (b) ηCC as calculated from the different characteristics times for different values of I0.
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processes could be involved and play a significant role in the
observed times.37–40 Also, transport processes could take place
while the IMVS spectra is measured (in spite of the potentiostat
imposed open circuit potential condition).40,41 Even when these
transport processes have influence on the observed times, it is
possible that they are not entirely dominant in the lifetime deter-
mination.38 Therefore, the influence of such processes make the
obtained times not necessarily equal to the bulk charge lifetime
and transport times (as usually interpreted) and they are more
like pseudo lifetimes.37 Therefore, we emphasize that our previ-
ous identification of the characteristic times for both techniques
with the bulk lifetime and transport time becomes not entirely ac-
curate. Although the identification of the bulk times is inherently
difficult, our obtained times are the characteristic times of the re-
sponse of the solar cell when excited in real operation conditions.
Moreover, the observed times encompass the complexity of the
phenomena and processes which take place when the sample is
excited and represent the complete characteristic response time of
the cell in both open circuit and short circuit condition (for IMVS
and IMPS respectively). These response times could be pictured
as if in a purely excitation-response system, and this is why we
called characteristics lifetime and transport times instead of only
lifetime and transport time. They should be considered as the
result of the effective response of the samples under the imposed
conditions. Therefore, as pointed out during the discussion, every
change in the inner structure or the crystalline degree, density of
defects or interface quality as a consequence of the thermal treat-
ment (as in our case) should have an effect in the obtained char-
acteristic times as previously discussed. Although, the identifica-
tion of the measured quantities could be troublesome, the overall
better performance of SCa with respect to SCb is clearly observed.
In spite of the previous comments on the interpretation of the re-
sults the following section develops an analysis and discussion
based in the continuity equation. These kind of approaches are
very commonly used in DSSC15,18,19,25–27,29 and allows the dis-
cussion of the results in comparison with other results available
in the literature. Moreover, while following the results obtained
by this analysis makes possible to further discuss the evolution of
the relevant parameters of the samples and the influence of their
different preparation conditions.
3.1 Analysis from the continuity equation.
Usually different types of solutions to the continuity equation
are implemented for the analysis of the IMPS response.26,30,42
Also, another interesting effect that could be addressed by this
approach is the RC attenuation in the IMPS response. This
effect is produced by the accumulation of charge carriers in
the interface between the conductive glass substrate and the
cell.19,20,28,30,42,43 The accumulation of charge also leads to a
capacitive (C) effect in the cell which together with the series
resistance (R) becomes a RC circuit element in series with the
response of the cell.19,20,28,30,42,43 Generally, this effect is impor-
tant in the IMPS response and particularly affects the signal in the
high frequency domain. As the measurements are performed in
short circuit condition this effect is associated with the glass con-
ductive oxide interface.43,44 The effect of the RC attenuation pro-
duces a modification of the measured HmeasIMPS(ω) which is related








Generally, this effect could be minimized if the layer is thin
or could be considered negligible when no expansion of the
IMPS response to the third quadrant of the complex plane is ob-
served.25,28,33 As neither of the observed IMPS responses present
this kind of expansion in the Nyquist plots, the RC attenuation
was not considered in the first part of the analysis, i.e. the calcu-
lation of τaIMV S,IMPS, τ
b
IMV S,IMPS and τ
V S,PS
1 respectively.
Generally, the fittings of the IMVS and IMPS responses are
based on models of the solar cells as formed by one layer. In
this case, only one equation is used to model de dynamics of the
solar cell26 (in our case, Equation 9). By this approach, several
of the main performance parameters of the solar cell, like diffu-
sion constants, characteristics times and extraction rates can be
obtained.15,18,19,26 As the only difference in the solution of Equa-
tion 9 between the IMVS or IMPS case is in the boundary condi-
tion (the term depending on ksep), the parameters obtained from
the fitting of the IMVS response can be used to simplify the fit-
ting of the IMPS response. Therefore, for the analysis of these
responses, a fit of the IMVS response with the solution to Equa-
tion 9 was first performed, the fitting parameters were De, τe, α
and the amplitude of the signal. As initial guesses for each fit-
ting parameter, previously measured experimentally values were
used.45,46 As an example τV SSCa was used for τe, α was obtained
from previous optical characterizations and thickness determina-
tion obtained from a previous work,46 for De an empirical relation
with the thickness and τIMPS was used (see below). Moreover, for
the IMPS response, the number of fitting parameters is increased
by two: the previous four plus ksep and the RC constant to evalu-
ate the attenuation effect. In this second fit the values of De, τe,
and α previously obtained from the IMVS fit were used as seeds
for the IMPS fitting. For the additional parameters ksep and RC,
different values similar to those reported in the literature were
used as initial values.19 As can be observed in Figure 7 a good
agreement between the experimental results and the model was
obtained. Moreover, Figures 8 and 9 show the good accuracy in
the determination of the values of the relevant parameters ob-
tained from both the IMVS and IMPS fittings. Figure 7 shows the
fittings of the experimental responses of SCa with the solution
of Equation 7 for H ′′IMV S(ω) (Figure 7a) and the fitting with the
solution of Equation 6 for H ′′IMPS(ω) response (Figure 7b).
As the parameter τe in Equation 9 represents the effective life-
time of the charge carriers in the cell, in the result of the fittings
with the solution of Equation 9, the characteristic times obtained
from the previous IMVS signal analysis (τV SSCa) were compared. In
Figure 8a the times obtained from the fitting of the SCa cell could
be observed (τV Se and τ
PS
e , as obtained from the fit of the IMVS
or IMPS signals respectively). Figure 8b presents the same results
for cell SCb. A very good agreement is evident between the results
by both analysis strategies for the IMVS fit of both cells. However,
an important difference can be observed for the IMPS analysis on
8 | 1–13Journal Name, [year], [vol.],






















































































































Fig. 7 Imaginary parts of HIMV S,IMPS(ω) responses of the SCa solar cell, compared to the fitting with the solutions of the continuity equation.The black
dots represent the experimental results and the blue dashed line is the fitting curve (a) IMVS response (b) IMPS response. The continuous component
of the light intensity used is I0 = 2.44mW/cm2 for both measurements as in Figure 4.
cell SCa. In contrast, for cell SCb both results are very close to the
previous analysis. In spite of the discrepancy, the same behavior
of the characteristic times with I0 is obtained for both the IMVS
and the IMPS fits. The very good agreement between the differ-
ent results is a good indicator of the suitability of this analysis and
procedure to study the recombination and transport dynamics of
solar cells.
Considering the good agreement between the fittings, more pa-
rameters of the cell can be studied. Figure 9 shows values ob-
tained for De for cell SCa (Figure 9a) and cell SCb (Figure 9b). As
was the case with the lifetime, a very good agreement is obtained
for the two fittings of cell SCb and, again a bigger difference is
observed for cell SCa. Also, it has been reported that the diffu-
sion constants follow a linear behavior with the reciprocal of the





Here d is the thickness of the cell and κ a constant.45,47 The
insets in Figure 9 are the plots of De as a function of the recipro-
cal of the transport time, where a good agreement with the linear
behavior can be observed. Again, a very good fitting can be ob-
tained for cell SCb while the results for cell SCa are more disperse.
However, both cells present an increase in the diffusion constant
with the intensity I0. A comparison between cells revels that the
diffusion constant for cell SCb is higher than that for cell SCa, in
agreement with the shape of the IMPS Nyquist plot. As the diffu-
sion constant is higher for cell SCb, it is less probable that the cell
exhibits the diffusion limited behavior characterized by the linear
slope in Figure 3.
Finally, Table 1 presents the remaining fitting parameters that
can be obtained from the IMPS fittings for the different I0 values,
also the R2 values and the the square-root of the sum of squares
of residuals (sqres) are reported. The results for ksep are in good
agreement with the shape of the Nyquist plots of the IMPS signal
already present in Figure 3, i.e. the 45 degree slope linear behav-
ior at high frequencies. The values of ksep for cell SCa are several
orders of magnitude higher than the ones corresponding to cell
SCb. Also, the small values of the RC constants (compared with
the corresponding times) obtained for both cells indicate that the
RC attenuation effect is negligible in these samples.42 Also, a re-
ally good agreement is obtained for the values of the absorption
coefficient of each cell. The main discrepancies observed for the
results on SCa between the IMVS and IMPS fittings could be as-
sociated with the differences on the shape of the IMVS response
of this cell. The diffusion limited behavior of this cell leads to a
higher impact of ksep in the calculated parameters. The predom-
inance of this parameter and the departure for the semicircular
shape in the Nyquist plots leads to higher uncertainty on the im-
plemented fitting.
Although this strategy of multiple parameter fitting is hard to
implement and could lead to results without physical meaning,
the different verifications of the parameters and the good gen-
eral agreement between the results gives us confidence in the
implemented procedure. The results of the photovoltaic device
characterization for both SCa and SCb can be observed in Table
2.46 A higher conversion efficiency (η) for cell SCa is observed
in concordance with the previous results on the charge collection
efficiency ηCC. As previously mentioned, the differences in the
growth technique and post treatment implemented in SCa with
respect to SCb could lead to a better overall crystal quality of SCa.
This increased crystallinity could lead to a reduced defect state
density in each individual layer of SCa. Also, a better layer qual-
ity could help the transport of holes in the CuInS2 layer and of
electrons in the TiO2 layer.
28 Besides, a better interface/surface
quality or a better integration of the buffer layer in the cell could
Journal Name, [year], [vol.],1–13 | 9



















































































































Fig. 8 Comparison between lifetime constants obtained by fitting the continuity equation of IMVS data (τV Se ) and IMPS data (τPSe ) with the one obtained

































































Fig. 9 Effective Diffusion constant of cells SCa and SCb (a and b respectively), calculated from the fittings of IMVS and IMPS responses for different
values of I0. The inset in each figure presents the diffusion constants as a function of the reciprocal of the transport times (the lines are guidelines).
Table 1 Parameters associated with the fitting of the solution of the continuity equation with the experimental data of both solar cells.
Cell I0 (mW/cm2) τe f (ms) ksep (s−1) RC (ms) α (cm−1) R2 sqres (arb. un.)
SCa 0.26 0.191 1.67x104 1x10−4 1.27x104 0.955 1.79x10−1
0.78 0.221 9.07x103 1x10−4 1.24x104 0.988 5.67x10−2
1.66 0.110 1.14x104 1x10−5 1.30x104 0.984 4.53x10−2
3.54 0.079 1.52x104 1x10−5 1.32x104 0.851 5.18x10−1
SCb 0.26 0.154 5.16 2.55x10−4 1.39x104 0.979 9.53x10−2
0.78 0.063 4.32 1x10−5 1.39x104 0.986 6.25x10−2
1.66 0.127 3.43 1.55x10−4 1.39x104 0.988 6.08x10−2
3.54 0.089 3.30 1x10−5 1.39x104 0.985 6.28x10−2
10 | 1–13Journal Name, [year], [vol.],



















































































lead to an overall enhancement of the transport within the cell
and the reduction of the recombination centers.28,42,48
Table 2 Photovoltaic performance parameters for both solar cells.
Cell VOC (mV) JSC (mA/cm2) η (%)
SCa 583 17.7 3.3
SCb 240 21.7 1.84
4 Conclusions
The modeling of the modulated photovoltage and photocurrent
responses of two different solid state solar cells prepared in su-
perstrate configuration was successfully implemented from the
solution of the continuity equation for a one layer cell by fitting
both IMVS and IMPS data for each cell. The comparison and
good agreement between the different analysis of the IMVS and
IMPS data that are typically used in DSSC shows the viability of
the implemented fittings in solid-state and thin-film solar cells.
Moreover, using this analysis, additional parameters as the diffu-
sion constants can be obtained. Further improvements or addi-
tional parameters can also be incorporated to this approach by
taking advantage of both fittings. As the dynamics of the pho-
togenerated charge carriers is highly dependent on the presence
and distribution of defect states, the structural order or crystalline
degree of the materials is determinant for the resulting optoelec-
tronic properties. For the samples under study, the dynamics of
the solar cells shows a better performance in cell SCa compared
with SCb, mainly observed in the different recombination times of
the cells. This better performance can be associated with a higher
crystalline quality of the layers and interface in cell SCa. Also, it
could be observed from the IMPS spectra, that the dynamic in cell
SCa is diffusion limited while for cell SCb is kinetically limited.
This higher crystallinity of cell SCa is associated both to the higher
temperature of the thermal treatment and to solution-based de-
position method. The high crystal quality was also confirmed by
the GXRD and Raman spectroscopy. A dependence of the time
constant with illumination intensity was attributed to changes in
the filling of defect states with intensity. Meanwhile, the corre-
sponding dependence of the diffusion constant was attributed to
its relation with the transport time. Also, a better photovoltaic
performance of cell SCa compared to SCb was observed confirm-
ing a better carrier transport within SCa.
5 Materials & Methods
5.1 Cell Preparation
The two TiO2/In2S3/CuInS2 superstrate cells were synthesized
using fluorine doped tin oxide (FTO, Libbey Owens Ford, TEC 8/3
mm) as substrate. The TiO2 and In2S3 layers were deposited layer
by layer using the spray pyrolysis technique. Details of precursor-
solutions preparation can be found elsewhere.46,49,50 The TiO2
layer was deposited over a hot plate at 350 ◦C, spraying 10 cycles
of 20 s of duration with 60 s pauses between cycles. After the de-
position process, the samples were maintained at 450 ◦C on the
hot plate during 60 min and cooled at room temperature. Then
the In2S3 layer was deposited at 300
◦C applying 30 s cycles and
maintaining the samples in the hot plate for 30 min. Finally, the
samples were cooled at room temperature. For the CuInS2 layer,
two different growth techniques were implemented: electrode-
position for sample SCa and inks deposited by spin coating for
sample SCb. The electrodeposition was performed following the
procedure described elsewhere.51 Briefly, the deposition of the
CIS films was carried out using a standard three-electrode cell; a
saturated calomel electrode (SCE) and a Pt mesh as reference and
counter electrodes respectively. A constant potential of -1.2 V vs
SCE for 60 minutes was applied using an electrolytic bath at 30 ◦C
containing 0.01 mol L−1 CuCl2, 0.01 mol L
−1 InCl3, 0.50 mol L
−1
Na2SO3 and 0.2 mol L
−1 Na3C3H5O(COO)3. The pH value was
adjusted to 8 by the addition of HCl or NaOH from stock solutions.
The sample was annealed at 500 ◦C for 60 min after the deposi-
tion. Finally, a chemical etching was performed over the sample
with KCN (0.25 mol/L) for 30 seconds. In the case of sample SCb,
the CuInS2 layer was deposited by spin coating from a solution of
CuCl (0.105 mmol), InCl3 (0.1 mmol), and thiourea (0.4 mmol)
in a mixture of acetic acid and N-propylamine (0.046 and 0.6 mL
respectively). Two spin coating cycles were used and, between
the cycles a 10 min thermal treatment at 150 ◦C was used. Fi-
nally a second 10 minutes thermal treatment was performed at
250 ◦C.46,49,50 The final architecture of the cell is observed in
Figure 10. The electrical contacts were painted with conductive








Fig. 10 Diagram of the solar cells under analysis. Samples SCa and
SCb differ in the deposition method used for the CIS layer. Furthermore,
the main difference between both cells is the annealing temperature: cell
SCa was annealed at 500 ◦C and etched in contrast to annealing at 250
◦C for cell SCb.
5.2 Morphological Characterization
The structure and crystalline degree of the films were analyzed
by grazing incidence X-ray diffraction (GXRD) with a PANalytical
X’Pert Pro diffractometer, Cu-Kα (λ=1.541 Å) radiation at 40 kV
and 40 mA. The difractograms were registered scanning the sam-
ples between 20◦ and 70◦ at 0.02 ◦/s. The crystallographic data
for each phase were compared with those from the literature and
analyzed with X’PertHighScore software. Localized Raman spec-
troscopy was used as a complementary technique. The spectra
were recorded with an Invia Reflex confocal Raman microprobe.
The measurements were carried out with a 785 nm excitation
laser and in backscattering configuration using a 50x objective.
5.3 Photovoltaic Characterization
Current-Voltage curves where recorded in the dark and under sim-
ulated solar air-mass filter 1.5G illumination with a solar simu-
Journal Name, [year], [vol.],1–13 | 11



















































































lator (Oriel-Newport 69907). The photocurrent was measured
with an IVIUM compact potentiostat. In order to evaluate the ef-
ficiency of the different devices the light intensity was calibrated
with a Si photodiode.
5.4 IMVS and IMPS Characterization
In order to measure the IMVS and IMPS responses, a 7 mW mod-
ulable red laser λ = 635 nm (Coherent LabLaser C MVP) was
used as the source of optical excitation. The modulated signal
was controlled by a signal generator (Tektronix AFG 3022B). A
sine waveform was selected to control the laser. The modula-
tion was carefully selected in order to obtain a sinusoidal opti-
cal light intensity signal. Moreover, the modulation part (IA) to
mean value (I0) ratio was fixed close to 10 % (i.e.
IA
I0 ≈ 0.1).
In this configuration, different frequency sweeps were performed
in the 1 to 100 kHz frequency range. Moreover, different val-
ues of were used keeping the amplitude relation close to 10%.
A beam splitter divided the excitation and part of the signal was
measured by a fast photodiode and used to evaluate the excita-
tion signal. Also the continuous component exciting the sample I0
was measured with a Radiant Power Meter (Oriel 70260). The re-
sponse of the samples was measured with a potentiostat (Teq4),
which also set the working conditions to open circuit and short
circuit for the measurement of IMVS and IMPS respectively. The
responses were converted in the A/D converter of the potentio-
stat and redirected to a Lock-in amplifier (Stanford Research Sys-
tems SRS-530), which measured the amplitude and relative phase
of the modulated signal of each sample and photodiode signals
(φsample(ω) and φpd(ω) respectively). In this way the IMVS and











I0 was used as a normalization factor for comparison purposes.
Finally, the sinusoidal character of the optical excitation signal
was checked with the photodiode as the generated photocurrent
was observed with an oscilloscope (Tektronix TDS210) after be-
ing amplified by a current preamplifier (Stanford Research Sys-
tems SRS SR570). In all the measurements, the incidence of the
optical signal on the sample was through the substrate side (the
glass/FTO side).
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CuInS2 Solar Cells Intensity Modulated Photovoltage and Photocurrent 
Spectroscopy data were modeled and fitted with the solution of the 
continuity. 
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