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A model of computation is defined over the algebraic numbers and over number
fields. This model is non-uniform, and the cost of operations depends on the height
of the operands and on the degree of the extension of the rational defined by those
operands. A transfer theorem for the P{NP Conjecture is proved, namely:
P{NP in this model over the real algebraic numbers if and only if P{NP in
the classical setting.  2001 Academic Press
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1. INTRODUCTION
A model of computation over a ring was introduced by Blum, Shub and
Smale in [BSS89]. This model preserves the main features of the classical
theory of computation. Turing computability appears as a particular case
(computation over F2=Z2Z).
One of the main objectives of this theory was to generalize the P{NP con-
jecture by relating it to more traditional mathematical ideas and problems.
A model of computation in the sense of [BSS89] is given essentially by:
1. A ring R with unity and without zero divisors.
2. A subset o of R. Machines will be allowed to decide (to branch
on) x # o. Natural choices are o=[0] or, when R is ordered, the positive
numbers o=[x # R : x>0].
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3. A cost function c: R  R. Here, R stands for the disjoint union
of Rk, where k # N. (i.e., R is the set of finite lists of elements in R).
We will make the following abbreviations: (R, =, c) and (R, >, c) for
the models of computation over a ring R, with cost function c and branch-
ing on o=[0] or on o=[x # R : x>0], respectively.
In this paper, the ‘‘size’’ of some x # Rk/R is kc(x), and the ‘‘cost’’ of
a computation is the size of the output, plus the number of ring operations
times max c(s) where s ranges over the operands of all the ring operations
performed. Concepts of ‘‘polynomial time’’ and ‘‘nondeterministic polyno-
mial time’’ arise naturally.
The main reference for computations over a ring is [BCSS98]. In the
notation above, the main examples described in [BCSS98] are the Turing
model (F2 , =, 1), the model of computation over Z ‘‘with logarithmic
cost’’ (Z, >, x [ Wlog |x|X+1), the model over the reals (R, >, 1), and
the model over the complex numbers (C, =, 1).
Given a model of computation, there is a P{NP conjecture associated
to it. A ‘‘transfer’’ theorem is a theorem relating the P{NP conjecture in
different models.
A few ‘‘transfer’’ theorems are known for unit-cost models. The conjec-
ture P{NP is equivalent over the ring of complex numbers (C, =, 1),
over the algebraic closure of the nationals (Qa, =, 1), or over any algebrai-
cally closed extension inbetween [BCSS96]. See also [Cuc92, CT92,
Koi94, Mic94, CK95, CG97, Koi97, BCSS98]. For a few consequences
related to the transfer principle see [MM99].
In most literature on computability over a ring, the cost function (or the
cost of an arithmetic operation over the ring R (complex, real, ...) is usually
fixed as c#1. Uniform cost is related to consequences such as the existence
of ‘‘wisdom numbers’’ over the reals, encoding an infinite sequence of
0’s and 1’s. Or such as the fact that P{NP is true over (K, =, 1) for all
infinite field K not algebraically closed (See [BCSS98] Chapter 7 Theorem 9).
In this paper, a ‘‘weighted’’ model of computation is introduced. The
weighted model of computation is a model of computation over a ring,
with a suitable cost function. Namely, the cost function will be defined as
the ‘‘weight,’’ a measure of the complexity of the operands. The definition
of weight will encode some natural number-theoretical invariants, such as
the height of algebraic numbers or the degree of an extension.
More precisely, if x1 , ..., xk are algebraic over Q, then the weight of x is
defined as
w(x)=[Q[x1 , ..., xk] : Q](1+Wlog2 H(1 :x1 : } } } :xk)X)
where H is the projective, multiplicative height function as defined in
[Sil86] and [Lan97].
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In the particular case x # Z, the model (Z, >, w) is precisely the model
of computation over the integers ‘‘with height’’ in [BSS89] or ‘‘with respect
to logarithmic cost’’ in [BCSS98]. This model is known to be equivalent
to the Turing model, up to polynomial time. For a comparison between
this model of computation and Koiran’s weak model, see [CucTA].
Under the weighted model of computation, we will obtain a few condi-
tions for the equivalence of the P{NP conjecture over two rings; we will
use those facts to prove the following result.
Theorem A. Let K be a real number field, and let Qra be the real
algebraic closure of rationals. The following are equivalent:
1. P{NP over the Turing model
2. P{NP over (Z, >, w).
3. P{NP over (Q, >, w).
4. P{NP over (K, >, w).
5. P{NP over (Qra, >, w).
In view of the {-conjecture [BCSS98, Sma98] it is interesting to ask
what happens if one removes ‘‘order’’ from the models above. (That means
that branching nodes can only test equalities, not inequalities). Is deciding
x>0 hard over (Qra, =, w)? Actually, [x>0] will turn out to be
undecidable, and the following theorem will follow:
Theorem B. P{NP over (Qa, =, w) and over (Qra, =, w).
The proof of Theorem A requires some results on the complexity of
‘‘effective’’ diophantine approximation. Algebraic numbers can be approxi-
mated by rationals generated by a machine over (Z, >, w) (or equivalently,
a Turing machine). This machine is ‘‘universal’’ in the sense that it can be
used to approximate any algebraic number x, given a suitable description
y of x.
When given k # N and y # Z, where y is a suitable description of x, that
machine will produce a, b # Z and c # N such that
|x&(a+ib) 2&c|<2&k.
The ‘‘suitable information’’ on x may be its minimal polynomial and an
approximation of x. It may be encoded as an element of Z. Define
Bitsize( y)=ki=1 Wlog2 max(| y|, 1)X for y # Zk/Z. Following the nota-
tion above:
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Theorem C. There are a machine M over (Z, >, w) and a function
y: Qa  Z with the following properties:
If x is an algebraic number, then M with input (k, y(x)) will output
a, b # Z and c # N such that
|x&(a+ib) 2&c|<2&k.
The running time for k>5 is k log k w(x) log w(x) times a polynomial in
[Q[x] : Q]. Also, w(x)Bitsize( y). Moreover, if x is real, then b is always
zero in M( y(x), k).
Theorem C above can be restated in terms of classical bit-complexity,
and compared to other available results. The running time given in
Theorem C is better than the O(k2) in the proof of Theorem (1.4.7)(a) in
[Lov86] or in Algorithm 2 Step 3 in [Loo83]. This theorem gives also an
implicit bound for the bit-size of y(x). Given y(x), this can be used to
decide if an algebraic number is >0, for instance.
The model of computation in the statement of Theorem C may be
replaced by any equivalent or stronger model. For instance, we can
simulate the machine M under the weighted model over Qra, with or
without order. In that model, Turing computations can be simulated by
using sequences of 0’s and 1’s. It is possible to compute ‘‘mixed’’ expres-
sions, like f (x) where f is an integer polynomial and x # Qra.
Theorem D. The restriction y: Qra  Z of the function y of Theorem D
can be computed in polynomial time over (Qra, >, w).
Unlike Theorem (1.4.7)(b) in [Lov86], the machine in Theorem D does
not know a priori the weight of the input. Theorem D implies that it is
possible to decide in polynomial time over (Qra, >, w) whether x # Q. The
proof relies heavily on the LenstraLenstraLovasz algorithm [LLL82].
A model of computation with cost over number fields was first intro-
duced by Adler and Beling [AB94] in the realm of linear programming.
This model was used to bound the running time of a simplex algorithm,
with input defined over the algebraic numbers. The running time depends
(among other parameters) on the degree of the extension and on a measure
related to the height of the input.
2. HEIGHTS AND WEIGHTS
The height function is an invariant of Qa, the algebraic closure of
the rationals, under automorphisms of Qa fixing Q. It extends naturally
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to a function, satisfying important properties we will soon illustrate, on
Pn(Qa).
The motivation for the introduction of the height function comes from
two (related) goals. One of them is counting rational points (or algebraic
points) in algebraic varieties. The other goal is bounding above or below
algebraic expressions.
The main standard references are Lang [Lan86, Lan97] and Silverman
[Sil86]. This section is intended to be an introduction for readers not
acquainted with the technicalities of the construction of the height function;
those readers coming from a number-theoretical background may skip
most of this section and proceed to Section 2.6.
2.1. Heights in Z and Q
Let x # Z. We may define H(x)=max(|x|, 1), where | } | is the ordinary
absolute value. The following properties are obvious:
(H1) H(0)=H(1)=H(&1)=1
(H2) H(xy)H(x) H( y)
(H3) H(x+ y)2H(x) H( y).
The reason for writing (H3) instead of H(x+ y)H(x)+H( y) will
become clear below.
The function H may be extended to Zn by setting
H(x )=max(H(x1), ..., H(xn)).
It becomes a scaling invariant if one sets
H(x0 : } } } :xn)=max(H(*x0), ..., H(*xn)),
where * # Q is such that all the *xi are relatively prime integers.
Note that H(x )=H(1 :x1 : } } } :xn), so there is a close relationship
between those two formulations. In the sequel, we will prefer the projective
one.
We can extend the height function to rational numbers by stating
H \pq+=H( p : q).
If p and q are relatively prime, this last expression is also max( | p|, |q| ).
In case q1 , q2 # Z are relatively prime, we have also
31THE P{NP CONJECTURE
H \ 1q1 +
1
q2+=H \
q1+q2
q1 q2 +
=max( |q1+q2 |, |q1 q2 | )
=|q1| |q2 |
=H \ 1q1+ H \
1
q2 +
This is why the height of the sum needs to be bounded in terms of the
product of the heights. Property (H3) is sharp, in the sense that H(1+1)=
2=2H(1) H(1).
It is natural to further generalize the height function to Pn(Q) by
H(x0 : } } } : xn)=max |*x0 |, ..., |*xn |
and * is chosen so that the *xi are integers and relatively prime.
This is not the same as max H(xi) and should not be. Indeed, the objec-
tive of introducing the height function was to obtain tight estimates for the
‘‘size’’ of algebraic expressions.
Example 2.1. Consider the function: f (x )= xi . For instance,
f \12 , &
1
3
, &
1
7
, ...+= 12_3_7 } } }
so H( f (x ))(max H(xi))n is almost sharp! However, we have also the
more elegant bound
H( f (x ))nH(x ).
The above definition of height in Pn(Q) allows us to bound many integer
or algebraic expressions:
Example 2.2. Let a(x)=adxd+ad&1xd&1+ } } } +a0 be a polynomial
with rational coefficients, a(x)0. The following bound is due to Cauchy:
if :{0 is a root of a, then
|:|>
1
1+H(a)
.
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Indeed, we can assume without loss of generality (and without changing
the height) that the ai are relatively prime integers. Also, we can assume
that a0 {0. If |:|<1, a(:)=0 implies
|a0 ||a1| |:|+|a2 | |:|2+ } } } +|ad | |:| d
|:| H(a)(1+|:|+ } } } +|:|d&1)
<H(a)
|:|
1&|:|
.
Hence, |a0 |<(H(a)+|a0 | ) |:| and hence,
|:|>
1
H(a)
|a0 |
+1
>
1
H(a)+1
.
The height function H can be extended to the algebraic closure Qa of the
rationals. The estimate in Example 2 can be generalized to polynomials
with algebraic coefficients (the actual statement is a little more subtle, see
Theorem 5 below.)
Also, the height of a minimal polynomial of : can be bounded in terms
of H(:) (see Corollary 4 below). In that sense, the height function will
capture the ‘‘complexity’’ of algebraic numbers.
2.2. Absolute Values
In order to generalize the height into Qa, a few definitions are needed.
First of all, let K be a finite algebraic extension of Q. An absolute value on
K is a function
| } | & : K  R+
such that:
(A1) |x| &=0  x=0.
(A2) |xy| &=|x| & | y| &
(A3) |x+ y| &|x| &+| y| & .
If | } | & satisfies the stricter inequality
(A3$) |x+ y| &max(|x| & , | y| &)
then | } | & is called a non-archimedean absolute value, or valuation. Otherwise,
| } | & is said to be archimedean.
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In the sequel, we will need to consider the set of all possible valuations
of K, modulo the following equivalence: | } |+ and | } |& are equivalent if and
only if there are a, b>0 such that
|x| &a |x| b+
|x|+a |x| b& .
Each of the classes of equivalence above will make K into a metric space,
with distance function d&(x, y)=|x& y| & . Equivalent absolute values give
rise to equivalent metric spaces. We will denote by MK a (carefully chosen)
system of representatives of each of the equivalence classes above. There is
precisely one class of archimedean absolute values associated to every
automorphism _ of K over Q, namely
|x|_=|_(x)|,
where | } | is the ordinary absolute value. The case of non-archimedean
absolute values is more subtle:
Example 2.3. Let K=Q. It is a famous theorem by Ostrowski (See
[Cas67]) that the absolute values of Q are precisely, up to equivalence:
v The usual (archimedean) absolute value |x|.
v For each prime number r # N, a valuation |rk pq | r=r
&k, where it is
assumed that r, p, q are relatively prime integers.
Furthermore, we have the product formula
‘
& # MQ
|x| &=1,
where MQ is the set of absolute values of Q defined above. A generaliza-
tion of this product formula will hold in the more general setting of
number fields.
Example 2.4. Let K=Q[- 2]. In this case, it is easy to show that the
ring of integers of K (i.e., the set of x # K s.t. f (x)=0 for some monic
polynomial f with coefficients in Z) is given by
oK=[a+b - 2 : a, b # Z].
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The norm N(a+b - 2) is defined by
N(a+b - 2)= ‘
_ # Gal(K : Q)
_(a+b - 2)=a2&2b2,
where _ ranges over the automorphisms of K.
The units u of the ring of integers of K are characterized by the equation
N(u)=\1. Those can be proved to be precisely the expressions of the form
\(1+- 2)r, r # Z.
(This follows from a theorem by Dirichlet. See [BS67, Section II.4,
Theorem 5 and Table 1]).
The ring of integers of K is a Euclidean domain (Hint: Euclidean algo-
rithm for the division, with ‘‘degree’’ function |N( . )| ), hence it admits a
unique factorization into primes
x=upa11 } } } p
as
s ,
where p1 , ..., ps are prime numbers in oK and u is a unit.
If we are given x # oK , we can compute the prime number factorization
of N(x) over Z:
N(x)=\qb11 q
b2
2 } } } q
bs
s .
Then for each of the qi ’s, two cases may arise:
Case 1. qi is prime over oK . This will be the case if the equation
N(a+b - 2)=qi has no solution. For instance, it is easy to check by
enumeration that N(a+b - 2)#0 mod 3 has no solution, hence 3 is prime
in oK . In this case, 3 divides x. Also, | } | 3 is a valuation on K and
|x|3=- |N(x)| 3 .
Case 2. The prime number qi factors over oK , so that \qi= p ip$i .
Example: &7=(1+2 - 2)(1&2 - 2) so that pi or p$i divide x. There will
be valuations associated to pi and p$i , normalized such that
}pai qr } pi = p
&a
i
for relatively prime pi , q, r.
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We have also two absolute values at infinity,
|a+b - 2|_1=|a+b - 2|
|a+b - 2|_2=|a&b - 2|,
where _1 is the identity and _2 : a+b - 2 [ a&b - 2.
Example 2.5. Let K=Q[- &5]. The ring of integers of K is given by
oK=[a+b - &5, a, b, # Z] and its units are \1.
This example is interesting because oK is not a Euclidean domain. The
closest we can get to factorization into primes is decomposition of ideals
into products of primary ideals. For instance, the ideal (3) splits into
(3)=p1p2
with p1=(3 - &5, 1+- &5) and p2=(3 - &5, 1&- &5). Those are
prime ideals (Proof: oK mod p1 has three equivalence classes p1 , p1+- &5
and p1+2 - &5. By writing down all the possibilities for x mod p1 and
y mod p1 , we conclude that xy#0 mod p1 implies that x or y # p1 . Same
proof for p2).
To each prime ideal p, we associate the absolute value
|x|p =(Np)&a
where Np is the number of elements of the field Kp and (x)=
(p)a (p2)a2 } } } is the prime ideal decomposition of (x) in oK . This definition
can be extended to K by setting | yz |p =| y| p &|z|p .
There are also two archimedean valuations, |x| and |x |.
General case. Let K be a number field (i.e., a finite extension of Q).
Then its ring of integers oK is a Dedekind domain. (See [AM69, Chap. 9]
for definitions and theory on Dedekind domains. This last fact is stated as
Theorem 9.5.) It is a classical result that
Theorem 1 (Dedekind, Noether). In a Dedekind domain, every non-zero
ideal has a unique factorization as a product of prime ideals.
For a reference, see [AM69, Corollary 9.4].
Most modern textbooks provide just an existential proof of that fac-
torization. An algorithm to compute the prime ideal decomposition of a
principal ideal in a number field appears in classical textbooks such as
[BS67]. More recent algorithms are discussed in [Coh93].
A non-archimedean valuation | } |p is associated to each prime ideal p.
Once we know that (x)=pa11 } } } p
as
s , it is possible to compute the |x|pi .
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2.3. The Product Formula
Given a finite extension K of Q, let MK be the set of absolute values
constructed as in the examples above:
1. The archimedean absolute values | } |_ associated to all _ # GalQ K
2. The valuations | } |p associated to the prime ideals p of oK .
For each of those valuations | } | & , we consider the metric space (K, d&)
where d&(x, y)=|x& y| & . Proceeding as in the construction of real
numbers, we may look at the completion (K& , d&) of (K, d&) with respect to
the metric d& . The newly obtained complete metric space is a field contain-
ing K; it is indeed a (possibly infinite) field extension of K.
Example 2.6. The archimedean completion of the rationals is Q=R.
The non-archimedean completion associated to prime number p is given by
all sequences of the form
(qi)= pn(a0+ pa1+ p2a2+ } } } pia i+ } } } )
for n # Z and ai # [0, ..., p&1].
Example 2.7. If K=Q[- 2] then K=R. If K=Q[i], we have two
archimedean valuations. For any of those, K=C.
If L is a finite extension of K and & # MK , then & extends to at least one
absolute value &0 of ML .
The completion L&
0
of L is clearly an extension of the completion K& of
K. This extension turns to be finite. Indeed, let : be a primitive element of
L with respect to K (i.e., L=K[:]). A sequence (li) with values in L can
always be written as li= kij: j, kij # K.
Definition 2.1. The local degree n&
0
of the extension L : K in &0 is the
degree of the extension [L&
0
: K&].
The local degrees are the multiplicity values that make the product
formula true. Indeed,
Theorem 2. Let K be a number field and let MK be constructed as
above. Then for any x # K,
‘
& # MK
|x| n&& =1.
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This fact comes from the formula below:
Theorem 3. Let L and K be number fields, L a finite extension of K. Let
& # MK . Then
:
&
0
extends &
n&
0
=[L : K].
For proofs, refer to [Lan97].
Example 2.8. Let K=Q[- 2]. Let | } | _1 and | } |_2 be the archimedean
absolute values. Then
n_
1
=[K_
1
: Q_
1
]=[R : R]=1
and the same for n_
2
.
As we saw, 3 is a prime in K. Q3 is the set of expressions 3a( p0+
3p1+32p2+ } } } ) with pi in [0, 1, 2]. On the other hand, K3 is the set of
expressions 3a(r0+3r1+ } } } ) with ri in K3Z. Possible values are 0, 1, 2,
- 2, 1+- 2, 2+- 2. So n3=2.
Now, let us compute n1+2 - 2 . As usual, Q7 is the set of expressions
7a( p0+7p1+72p2+ } } } ) with pi in [0, 1, ..., 7]. On the other hand,
K1+2 - 2 contains the expressions (1+2 - 2)a (r0+(1+2 - 2) r1+ } } } ).
Since the ri are in K(1+2 - 2) Z, we have only 7 possible values (recall
that 7#0 and that 1#2 - 2). Therefore K1+2 - 2 is indeed Q7 and
n1+2 - 2=1.
2.4. Heights
Let x=(x0 : } } } :xn) # Pn(K), where x is a number field. If x0 , ..., xn # K
we define relative height as
HK (x)= ‘
& # MK
max
i
|xi | n&& .
Because of the product formula, this definition is invariant with respect
to multiplication of x by any * # K:
HK (*x)= ‘
& # MK
max
i
|*xi | n&&
= ‘
& # MK
max
i
|*| n&& |xi |
n&&
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=\ ‘& # MK |*|
n&& +\ ‘& # MK |xi |
n&& +
=\ ‘& # MK |x i |
n&& +
=HK (x).
However, this definition is still not invariant under multiplication by
* # Qa, *  K. In order to obtain an invariant definition in Qa, it is
customary to set
H(x)=HK (x)1[K : Q].
In the particular case oK is an Euclidean domain, we can choose repre-
sentatives x0 , ..., xn of (x0 : } } } :xn) that belong to oK and are relatively
prime. Afterwards, only the Archimedian absolute values of x can be dif-
ferent of 1.
2.5. Properties of Heights
The basic properties we stated in Section 2.1 can be generalized to a con-
venient bound on H( f (P)) in terms of H( f ) and H(P), where f is a polyno-
mial or a system of polynomials. That bound is stated below as Theorem 4.
This statement generalizes Theorem 5.6 in [Sil86]. Theorem 4 seems well-
known to people working in number theory. However, the precise state-
ment does not seem to be written down in the literature, so it will be stated
and proved below. A lot of useful properties of heights will then be stated
as corollaries.
Before giving the precise statement, it is convenient to clarify some nota-
tions: we will reserve the notation H(x) for the projective height of
x # Pn(Qa), as we defined in Section 2.1. If we want to write down the affine
height of some y # (Qa)n we will write instead: H( y, 1).
This convention can be extended to polynomials or systems of polynomials.
If f =( f1 , ..., fk) is a system of multivariate polynomials, then its height
H( f ) is the height of the projective point ( } } } : f iI : } } } ) # PS( f )&1(Qa).
Above, S( f )=S( f1)+ } } } +S( fk) where S( fi) is the number of non-zero
coefficients of fi . Of course, when we need the ‘‘affine’’ height of f, we will
write H( f, 1).
With those conventions, we may state that:
Theorem 4. Let
F=(F0 , ..., Fm): Cn1_Cn2_ } } } _Cnk  Cm+1
P1, ..., Pk [ F(P1, ..., Pk)
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be a system of multi-homogeneous polynomials with algebraic coefficients,
where each Fi has degree dj in variables P j. Let the P j be algebraic. Then
H(F(P))(max S( fi)) H(F ) H(P1)d1 } } } H(Pk)dk.
In the particular case k=1, F is a morphism from Pn(Qa) into Pm(Qa)
and Theorem 4 is Theorem 5.7 in [Sil86]. In the full statement, Theorem 4
generalizes that fact to morphisms from Pn1(Qa)_ } } } _Pnk(Qa) into Pm(Qa).
The proof below is a modification of the proof of Theorem 5.6 in [Sil86].
Proof (of Theorem 4). Let K/Qa be a finite extension of Q, containing
all the coefficients of F and all the coordinates of P. We have
HK (F(P))= ‘
& # MK
max
i
|F i (P)| n&& by definition
= ‘
& # MK
max
i }:J FiJ (P
1)J1 } } } (Pk)Jk}
n&
&
,
where the Jk are multi-indices, |J j |=dj and J=(J1 , ..., Jk). Let =(&)
be equal to 1 when & is archimedean, and to 0 when & is a valuation.
The triangular inequality implies now: |1in ai | &n=(&) max |ai | & .
Hence
HK (F(P)) ‘
& # MK
S =(&) n& max
i, J
|F iJ (P1)J1 } } } (Pk)Jk| n&&
S =(&) n& ‘
& # MK
max
i, J
|F iJ (P1)J1 } } } (Pk)Jk| n&&
S[K : Q] ‘
& # MK
max
i, J
|F iJ (P1)J1 } } } (Pk)Jk| n&& ,
using the fact & =(&) n&=& archimedean n&=[K : Q].
Now, since the degree of (P j)Jj is precisely dj , we can write:
|(P j)J| &max
l
( |(P jl )| &)
|J |.
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We can use homogeneity to bound
HK (F(P))S[K : Q] ‘
& # MK
max
i, J
|FiJ | n&& max
l
|(P1l )|
d
1
n&& } } } max
l
|(Pkl )|
dkn&&
S[K : Q] \ ‘& # MK maxi, J |FiJ |
n&& +\ ‘& # MK maxl ( |(P
1
l )| &)
d
1
n&+
} } } \ ‘& # MK maxl ( |(P
k
l )| &)
dkn&+
=S[K : Q]HK (F) HK (P1)d1 } } } HK (Pk)dk.
So, after taking the [K : Q]-th root, we obtain
H(F(P))SH(F ) H(P1)d1 } } } H(Pk)dk. K
Also, we may want an affine version of Theorem 4:
Corollary 1. Let
G=(G1 , ..., Gm): Cn1_Cn2_ } } } _Cnk  Cm
Q1, ..., Qk [ G(Q1, ..., Qk)
be a system of polynomials with algebraic coefficients, where each Gi has
degree at most dj in variables Q j. Let the Q j be algebraic. Then
H(G(Q), 1)(max S(Gi)) H(G, 1) H(G1, 1)d1 } } } H(Qk, 1)dk.
Proof (of Corollary 1). Introduce homogenizing variables q1 , ..., qk so
that for each Gi , its homogenization F i (Q1, q1 ; } } } ;Qk, qk) has degree
precisely dj in variables (Q j, q j). Also, introduce the polynomial F0=
qd11 } } } q
dk
k . Then we have H(F )=H(G, 1). Moreover, max S(Fi)=
max S(Gi). Specialize q1= } } } =qk=1, and apply Theorem 4 to obtain
H(G(Q), 1)H(F(P))
(max S( fi)) H(F ) H(P1)d1 } } } H(Pk)dk
(max S(Gi)) H(G, 1) H(Q1, 1)d1 } } } H(Qk, 1)dk. K
Corollary 2. Let x1 , ..., xk # Qa. Then
H(x1x2 } } } xk)H(x1) H(x2) } } } H(xk).
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Corollary 3. Let x1 , ..., xk # Qa. Then
H(x1+x2+ } } } +xk)kH(x1) H(x2) } } } H(xk).
Corollary 4. Let : # Qa and let p(x) be the minimal polynomial of :
over Q. Then
H( p)=H( p, 1)(2H(:))[Q[:] : Q].
Proof. By definition p is an irreducible polynomial and its coefficients
are relatively prime integers hence H(P)=H(P, 1).
We will use the following fact (Lemma 5.10 in [Sil86]): If : is a con-
jugate of : by the Galois group of Qa over Q, then H(: )=H(:).
In our case, the roots of the minimal polynomial p(x) are all the con-
jugates of : by the Galois group of Q[:] over Q. Hence they have the
same height as :.
Consider now the polynomial system
_(x1 , ..., xn)=_
_0(x1 , ..., xn)
_1(x1 , ..., xn)
b
_n(x1 , ..., xn)&=_
1
x1+ } } } +xn
b
x1 } } } xn & .
Then _ can be interpreted as having degree at most 1 in each variable
xj . According to Corollary 1,
H(_(:1 , ..., :n))max S(_i) H(_, 1) H(:)n,
where :1 , ..., :n are all the Galois conjugates of :. Furthermore, H(_, 1)=1
and S(_i)=( ni )<2
n. K
We can generalize the Cauchy bound in Example 2 into the following
statement using heights:
Theorem 5. Let p(x) be a polynomial with algebraic coefficients, and let
: be a root of p. Then
H(:)<2H( p).
Proof (of Theorem 5). Let d=deg p and assume without loss of
generality that pd=1. Let K=Q[ p0 , ..., pd]. Let MK be a system of
absolute values of K.
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We claim that if & # MK ,
max( |:| & , 1)s+max | pi | & ,
where s=1 is & is Archimedean and s=0 otherwise. It will follow that
max( |:| & , 1)(1+s) max | pi | & .
Indeed, we write
:d=&pd&1:d&1& } } } & p0 .
If & is a valuation, this implies that
|:| d&max | pi | & |:|
i
& .
Hence,
max( |:| & , 1)d(max | p i | &) max( |:| & , 1)d&1
and
max( |:| & , 1)(max | pi | &).
On the other hand, if & is an Archimedean absolute value,
max( |:| & , 1)d(max | p i | &) :
d&1
j=1
max( |:| & , 1) j.
Therefore, if |x| &>1,
max( |:| & , 1)d<(max | p i | &)
max( |:| & , 1)d
max( |:| & , 1)&1
.
It follows at once that
max( |:| & , 1)<1+max | p i | & .
If |x| &1, then inequality max( |:| & , 1)1+max | pi | & is trivial.
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We can now estimate the height of x,
HK (x, 1)< ‘
& # MK
(1+s(&)) max | pi | n&&
2& n&HK ( p),
where the last sum ranges over all archimedean valuations in MK .
We can invoke now Theorem 3 to replace & n& by [K : Q]. Taking
roots, we obtain
H(x)<2H( p). K
2.6. Weights
Definition 2.2. Let : # (Qa)k. We define the weight function as
w(:)=[Q[:1 , ..., :k] : Q](1+Wlog2 H(:, 1)X).
If p(x)= p0+ } } } + pd xd is a polynomial, then w( p)=w( p0 , ..., pd).
Weights can be used to bound absolute values:
Lemma 1. Let : # Qa, :{0. Then 2&w(:)<|:|<2w(:).
Proof. Let K=Q[:]. Recall that
HK (:)= ‘
& # MK
max(1, |:| n&& ).
There is one archimedean valuation equal to the absolute value, so
HK (:)|:|. Hence H(:)|:|1[K : Q]. It follows that |:|<2w(:). Since
H(:)=H(:&1), the first inequality also holds. K
Theorem 6. Let x be an algebraic number, and let p be its minimal
polynomial over Q. Let d=deg p=degQ (x). Then:
w( p)&2w(x)d(1+w( p))w(x)2.
Proof (of Theorem 6). Theorem 5 implies that
w(x)d(1+Wlog2 2H( p)X)d(1+w( p)).
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On the other hand, Corollary 4 gives
H( p)(2H(x))d;
hence
log2 H( p)d log2 (1+H(x))w(x),
and therefore w( p)2+w(x). K
The hypothesis of irreducibility of p is essential here.
An interesting question is how to bound the height of an isolated root
of a system of polynomial equations. We conclude this section by quoting,
for further reference, the following result by Krick and Pardo:
Theorem 7 (Krick and Pardo [KP95, Corollary 6]). Let f1 , ..., fr rn
be polynomials in Z[x1 , ..., xr] of degree and height bounded by dn and ’,
respectively, and let V denote the algebraic affine variety defined by:
V=[x: f1(x)= } } } fr(x)=0].
Then V has at most d n isolated points, and their height satisfies
log2 H(P) # d O(n)(log2 r+log2 ’).
3. WEIGHTED MODEL OF COMPUTATION
3.1. Machines over a Ring
Let R be a commutative ring with unity and without zero divisors. The
following examples will be of interest here:
v The ring F2 consisting of elements 0 and 1.
v The ring Z of rational integers.
v The rings Qa and Qra of algebraic and real algebraic numbers, resp.
v A number field K, i.e., a finite algebraic extension of Q. However,
for simplicity, we consider K as a ring.
Also, let o be a subset of R and let c: R  R+ be a cost function.
Essentially, a machine M maps an input space into an output space. For
input and output space, we want to allow all finite, arbitrarily large
sequences in our base ring R. Those sequences are denoted by R. (In
earlier literature, the notation was R*). Eventually, we use the same nota-
tion for the machine M and for the function M: R  R, x [ M(x).
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Intermediate calculations are stored in a State Space S, that can contain
arbitrarily large, finite bisequences over R. This is denoted R .
A polynomial map f: R  R is a finite sequence of polynomials in
R , and therefore it is described by a finite set of coefficients.
One can think of a machine as a flowchart, i.e., as a labeled directed
graph consisting of nodes and edges. A first, initial node is ‘‘executed.’’ Then
the machine follows and outgoing edge, and finds a new node to ‘‘execute,’’
and so on.
A machine M over (R, o, c) is a defined as a labeled directed graph 1.
The nodes of 1, indexed 1 to N, are of the following five types:
Computation nodes (see Fig. 1) have exactly one outgoing edge, and
Computation Node # is associated to a (finite) polynomial system
g# : S  S. The effect of executing # is to ‘‘replace’’ s # S by g#(s) # (S).
Replacing means the following. Suppose that g#=(g&1 , g0 , g1 , g2) where
each of the g&1 , ..., g2 is a polynomial in s. Then we replace s&1, ..., s2 by
the values of g&1(s), ..., g2(s) and leave all the other coordinates invariant
(see Fig. 2).
Branching nodes have exactly two outgoing edges labeled TRUE and
FALSE, and Branching Node # is associated to the expression s0 # o.
Execution branches accordingly (see Fig. 3).
The Input node (see Fig. 4) has exactly one outgoing edge, and is
associated to the input map I: I  S. I just copies the input into non-
negative positions in the state space (see Fig. 5). Input node is indexed 1.
The Output node (see Fig. 6) has one outgoing edge to itself, and is
associated to an output map O: S  O. O copies the non-negative state
space into the output space (see Fig. 7). The output node is indexed N.
The Fifth node (see Fig. 8) shifts s # S by 1 to the left or to the right (see
Fig. 9).
FIGURE 1
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FIGURE 2
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FIGURE 6
FIGURE 7
FIGURE 8
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The formal definition goes as follows: Let M be a machine with input x,
and let #0 be the input node. Let ;(#) denote the node associated to the
outgoing edge of # if # is not a decision node. In case # is a decision node,
set ;true and ; false be the corresponding nodes. Let _left and _right be the left
shift and right shift, respectively. We can define the recurrence
st+1 {
g#t(st)
_right(st)
_left(st)
st
if #t is a computation node
if #t is a right shift node
if #t is a left shift node
otherwise
(R1)
;true(#t) if #t is a decision node and s t0 # o
#t+1 {;false(#t) if #t is a decision node and s t0  o;(#t) otherwise
with initial condition
#1=#
(R2)
s1=I(x).
Definition 3.1. The machine M with input x stops after T steps if #T
is an output node. The output, also denoted as M(x), is O(sT). The func-
tion x [ M(x) is called the input-output mapping, and is defined only
for those x such that the machine stops at some time T. The set
0M=[x : M(x) stops] is said to be the set recognized by machine M, or
‘‘halting set’’ of M.
Definition 3.2. A set X # K belongs to class re over (K, o, w) if and
only if it is the halting set of a machine over (K, o, w). A set X belongs to
class r if both X and its complement are in class re.
Note that the definitions of classes re and r do not depend on the weight-
ing function. They do depend on the branching set o.
Sets in the class r are also said to be ‘‘decidable.’’ Indeed, it is easy to
construct a machine that ‘‘decides’’ a set X # r, i.e., M(x)=0 for x # X and
1 otherwise, in finite time.
Definition 3.3. The size of some x # Rk/R is defined as
Size(x)=kc(x).
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Definition 3.4. The cost or running time of computing M(x) is
Cost(M, x)=T max c(stj )+Size M(x)),
where T is the number of steps (formally, T=min t s.t. #t is an output
node) and s is the vector of all s tj for all values of j # Z and t # N. Note that
it suffices to take 1tT and &t&m jt+m where m is the maxi-
mum of the length of input x and a constant depending on the machine M.
Definition 3.5. A machine M is polynomial time if and only if there are
constants a, b such that for any x, if M(x) is defined, then
Cost(M, x)a(Size x)b.
By defining the size of the input as in Definition 3 for the cost function
c(x)=w(x), the sum
k, x1 , ..., xk [ :
k
i=1
xi
can be performed in polynomial time. If we had defined the size as
k max c(x i) instead, with c=w, the weight of the output (and of inter-
mediate results) would have been exponentially large in the input size.
The motivation for including the size of the output in the definition of
the cost is the following property: Under the definitions above, if M and N
are polynomial time machines, their composition M b N is also polynomial
time.
Definition 3.6. Two machines M and M$ are polynomially equivalent if
and only if they have the same input-output map and the running time of
computing M(x) and M$(x) are related by
Cost(M, x)a Cost(M$, x)b
Cost(M$, x)a Cost(M, x)b,
where a and b are constants depending on M and M$ only.
The definition of ‘‘machine’’ given above corresponds to a ‘‘machine in
normal form’’ in the terminology of [BCSS98]. It is easy to see that for
any machine in the sense of [BCSS98] there is a polynomially equivalent
machine in ‘‘normal form.’’
50 GREGORIO MALAJOVICH
Moreover, given M, there is a polynomially equivalent machine M$ with
all polynomials g# of the form s0  x+ y or s0  x& y or s0  xy where
x and y can be state variables sj or constants.
It is easy to see that for any machine M, there is a constant CM inde-
pendent of the input such that maxi, t w(s ti)CM maxi, t w((s$)
t
i ) where s$
corresponds to an equivalent machine with the restrictions above.
3.2. The Register Equations
Assume a model (R, o, c) of computation. As in [BSS89] or [BCSS98],
the recurrence (R1R2) can be rewritten in a more concise form,
st+1=Gt(#t, st)
(R$)
#t+1=B(#t, /(s t0)),
with initial conditions #1=1 and s1=I(x). Above, Gt and B are polyno-
mials and / is the characteristic function of the branching-set o:
In the ordered case, /(x)=1 if x>0 and 0 otherwise. In the unordered
case, /(x)=1 if x=0 and 0 otherwise. For a p-adic analogue, see [MW97].
Polynomials Gt and B are polynomials with coefficients in the field of
fractions of R. They can be constructed explicitly. Assume that the machine
M has N nodes.
Let p(i, j) be the Nth Lagrange interpolating polynomial:
p(i, j)=
>1 jN, k{ j (i&k)
>1 jN, k{ j ( j&k)
.
This is a degree N polynomial in i. If j # [1, ..., N], its denominator
divides N&1!. If i, j # [1, ..., N] then p(i, j)=1 if i= j and zero otherwise.
Let
gti(s)={
gi (s)
s&t+1 , ..., st+1
s&t&1 , ..., st&1
Empty polynomial
if i is a computation node
if i is a left shift node
if i is a right shift node
otherwise.
Then we can set
Gt(#, s)= :
N
i=1
p(#, i) gti(s).
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Also, if we set
;(i, /)={;(i)/;true(i)+(1&/) ;false(i)
if i is not a branching node
if i is a branching node,
then we can set
B(#, /)= :
N
i=1
p(#, i) ;(i, /).
It is also possible to rewrite (R$) as a system of algebraic equations with
coefficients in R, by introducing new variables ut and vt:
N&1!st+1=N&1!Gt(#t, st)
(R1")
N&1!#t+1=N&1!B(#t, ut).
In the ordered case o=[x # R : x>0], variables ut should satisfy
st0(1&s
t
0(v
t)2)(1+s t0(v
t)2)=0
(R2a")
ut&s t0(v
t)2=0.
In the unordred case o=[0], one needs instead
s t0(1&s
t
0v
t)=0
(R2b ")
ut&s t0v
t=0.
We may summarize all this as:
Theorem 8. Let M be a machine (in normal form) over (R, =, w) for
any R or over (Qra, >, w). Let N be the number of nodes of M. Then there
are systems .T of polynomial equations such that (#t, st) satisfy equation
(R") for t=1, ..., T if and only if there are uj # Z, vj such that v2j # R, such
that .T ( y, s, u, v)=0. Moreover
1. The number of equations is 4T(2T+1+C) where C is a constant
depending on M.
2. The coefficients of .T are all in R.
3. deg .Tmax(max# (deg f#)+N&1, 7)
4. The number of non-zero coefficients in each equation of .T is
bounded by (N&1) # S(g#) where S(g) is the number of non-zero coef-
ficients of g and the sum ranges over all the computation nodes.
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5. The height of the coefficients of .T is bounded by N!2NH(M),
where H(M) is the height of the vector of all the coefficients of each g# .
6. H(u)=1 and H(vtj )- H(s), H(#)N. Moreover, u # [&1, 0, 1]
and v # R or v2 # R, respectively.
This extends and refines Theorem 2 in Chapter 3 of [BCSS98] to the
weighted model.
3.3. Non-Deterministic Machines
Definition 3.7. Let (R, o, c) be a model of computation. Let X/R.
The set X belongs to the class P over (R, o, c) if and only if there are a
machine M with input x and constants a, b such that
x # X  M(x)=1
and for any x # R, M(x) is defined and the cost of computing M(x) is
bounded above by a(w(x) Length(x))b
The class P stands for Polynomial Time. A lot of sets are known to
belong to the possibly larger class NP (Nondeterministic Polynomial
Time). Those are the sets that can be recognized by a ‘‘nondeterministic’’
machine.
A non-deterministic machine M to recognize a set X is allowed to input
some x and a guess g. If x belongs to the set X, then there is a guess that
makes M(x; g)=1. Moreover, this computation can be performed in poly-
nomial time with respect to the size of x (for at least one guess). On the
other hand, given any guess g, if M(x; g)=1 then x # X. More formally:
Definition 3.8. Let (R, o, c) be a model of computation. Let X/R.
The set X belongs to the class NP over (R, o, c) if and only if there are
a machine M with inputs x and g and constants a, b such that
1. \x # R, x # X  _g s.t. M(x; g)=1
2. \x # X, _g s.t. M(x; g)=1 and Cost(M(x; g))a(w(x) Length(x))b.
A now classic example is Hilbert Nullstellensatz over unit cost models
(See [BCSS98, Chap. 5]). Let HN(K) be the set of all the (r, s, f1 , ..., fr)
where fi ’s are polynomials in x1 , ..., xs in sparse representation, and where
there is x # K s s.t. f1(x)= } } } = fr(x)=0.
In the unit cost model, the weight of x does not need to be polynomially
bounded by the length of the input (r, s, f1 , ..., fr). (Theorem 7 seems quite
sharp). However, this is necessary in the weighted-cost model, so we need
to give another example of a NP set. That example will be a subset of the
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Nullstellensatz, obtained by intersecting the Yes-set of the Nullstellensatz
with a set in P.
3.4. The 3-Nullstellensatz Problem
Definition 3.9. The restricted 3-Nullstellensatz problem over Qra, or
HN3 for short, is the set of all (m, n, a, f1 , ..., fm) where
1. m, n, and a are integers, in unary representation (i.e., each is
represented by a sequence of 1’s terminated by a 0. This representation has
the following feature: the input size of a is now |a| , as opposed to the
‘‘number of bits’’ of a).
2. f1 , ..., fm are polynomials in variables x1 , ..., xn , of the form
fi (x)=xji&\xki {+_= x li+
or of the form
fi (x)=xji&constant.
3. There is x in (Qra)n so that f (x)=0 and the size of a multiple of
the minimal polynomial of each xi is <a.
The unary representation of m and n in condition 1 above is natural (in
the sense that the size of f1 , ..., fn is typically more than m+n). The reason
for using the unary encoding for a appears in Lemma 2 below.
It is also very natural to rewrite conditions 1 and 3 in terms of a few
extra polynomial equations, with integer (and uniformly bounded) coef-
ficients. This leads to an interpretation of HN3 as a subset of HN. There
are no heights in the new definition.
Lemma 2. HN3 is in NP over (Qra, >, w).
Proof (of Lemma 2). We consider the machine N=N(m, n, a, f1 , ..., fm ;
x1 , ..., xn , p1 , ..., pm). The last part of the input (the xi ’s and the pi ’s should
be interpreted as the guess in a non-deterministic machine). The machine
N will check in polynomial time the following facts:
1. fi (x)=0 for all i.
2. pi (xi)=0
3. The bit-size of pi is smaller than a.
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Clearly, if the answer is yes to all the 3 items, then (m, n, a, f ) # HN3.
On the other hand, if (m, n, a, f ) # HN3, then the bit-size of the minimal
polynomials of each of the x i ’s is bounded by a; furthermore, due to
Theorem 6, w(xi) is polynomially bounded, hence steps 1 to 3 can be per-
formed in polynomial time on (m, n, a, f ). K
Theorem 9. HN3 is NP-Complete over (Qra, >, w).
It follows from Lemma 9 that both HN3 and HN are NP-hard over
(Qra, >, w), However, HN is not likely to be in NP. Indeed, the usual
‘‘guess’’ for a nondeterministic machine in the unit cost model is the solu-
tion of the equations; that solution can have a very large weight. (The
bound in Theorem 7 seems to be quite sharp). Therefore, building a non-
deterministic polynomial time machine to check HN seems a difficult,
maybe impossible task.
Proof (of Theorem 9). Let X # NP be recognized by the ‘‘nondeter-
ministic’’ machine M=M(x; g) in time <a size(x)b.
Let T=a(length(x) max W(x i))b where W is a weight estimator, i.e., a
polynomial time function satisfying
w(x)W(x)poly(w(x)).
Existence of the weight estimator follows from Theorem D). Therefore,
machine M does terminate in time T.
Let 8T (x; g, s, u, v) be the register equations (R"). This is a system in
g, s, u, v, since x is fixed.
Clearly, there is a polynomial time machine R1 that given T, x, produces
the system R1(T, x)=8T (x; g, s, u, v).
Also, there is a polynomial time machine R2 that transforms a system
.(z) into a HN3 sort of system (R2.)(z^); . has a solution z if and only
if R2. has a solution z^. Moreover, because of Corollary 1, max w(zj) and
max w(z^j) are related as follows:
max w(zj)max w(z^j)max w(zj)A.
We consider the reduction x [ R(x)=R2(R1(T(x), x)). If x # X, then
R(x) has a solution of weight <T A, so the bit-size of the minimal polyno-
mials of the solutions is bounded by T 2A.
Conversely, if R(x) has a solution z^, then 8T (x; g, s, u, v)=1 and hence
there is g s.t. M(x, g)=0. This implies x # X. K
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4. A TRANSFER THEOREM FOR THE P{NP CONJECTURE
4.1. Morphisms and Transfer Theorem
Let (R1 , o1 , c1) and (R2 , o2 , c2) be models of computation. We do not
assume R1 to be a subring of R2 , or any other algebraic relation between
R1 and R2 whatsoever. Instead, we will relate those models by a partial
mapping of the form
_: R1  Rk2 ,
with k # N _ []. (Partial mapping means that the domain of _ can be a
subset of Rk2). This mapping will be used to ‘‘embed’’ the model of com-
putation (R1 , o1 , c1) into the model of computation (R2 , o2 , c2).
This ‘‘covariant’’ language calls for an explanation: one of the main
features of this ‘‘embedding’’ should be to allow for the simulation of
machines in (R1 , o1 , c1) by machines in (R2 , o2 , c2). In that case, elements
of R1 should be represented by sequences of elements in R2 .
For instance, if R1=Z and R2=F2 , then an integer in R1 should be
represented by a sequence of bits (i.e., a finite sequence in F2).
If x # R1 , the set _&1(x) will contain all the valid representations of x.
Not all the possible lists of elements of R2 need to make sense, hence _ can
be a partial map.
Moreover, representation of a given x # R1 does not need to be unique.
For instance, if R1=Qra is the ring of real algebraic numbers, and R2=Z,
then x # R1 may be represented by its minimal polynomial, together with a
good approximation of x (In the sense of Theorem C).
By the use of coupling functions, _ can be naturally extended to a map
R1  R

2 . We will use the same name for _ and for its extension, and
specify domain and range when necessary.
An important conceptual point should be stressed: _ is a map, not a
computable map. It makes no sense to ‘‘compute’’ _ in some model of com-
putation. This map is introduced so we can work ‘‘in coordinates,’’ much
as in linear algebra or differential geometry. Of course, since _ should
transfer a certain ‘‘computable polynomial time’’ structure from one model
of computation into another, a few constraints will be necessary.
Let us fix the notation Sizei (x)=Length(x) ci (x) for x a sequence in
(Ri , oi , ci) and i=1, 2.
Definition 4.1. A map .: X  Y, X(R1), Y(R2), is polyno-
mially bounded if and only if there are a, b such that for any x # X,
Size(.(x))<a Size(x)b.
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A reciprocal of the condition of ‘‘polynomially bounded’’ will be often
necessary. This motivates the definitions below:
Definition 4.2. A map _: R1  R

2 is honest over Y/R

1 if and only
if there are a, b>0 such that
\y # Y, _x # _&1( y) such that Size1(x)<a Size2( y)b.
A map will said to be honest if and only if it is honest over its image.
This definition is closely related to the one of a honest map on a set X,
in Chapter 5 of [BCSS98]. Here, we do not require honest maps to be
computable. It is possible also to define
Definition 4.3. A map _: R1  R

2 is honest on X/R

2 if and only if
there are a, b>0 such that
\x # X, such that Size1(x)<a Size2(_(x))b.
Clearly, a map _ honest on X is always honest over _(X). Also, a map
_ honest over Y is always honest on some X contained in _&1(Y).
An example: the projection ?: R2  R, (x, y) [ x is honest over R but is
not honest on R2. However it is honest on [(x, y) s.t. Size(x)<a Size( y)b]
for a and b fixed.
An alternative definition for the class NP over (R, o, c) can be given in
terms of honest maps. The statement below is somewhat simpler than
Proposition 2 in Chapter 5 of [BCSS98]. However, only one direction
seems to be valid in general:
Proposition 1. Let a model of computation (R, o, c) be fixed. Let Y be
a set of R. If there exist a set X # P and a honest map . over Y, com-
putable in polynomial time, and such that .(X)=Y, then the set Y is in NP
over (R, o, c).
The proof is immediate, so it is omitted. The converse is true (and easy)
when c=1. A candidate counterexample for the converse over (Qra, =, w)
is the following set: [(k, x1 , ..., xk) : x i0]. Obvious guesses are the square
roots of the xi ’s, but the weight of the guess vector may be exponential in
the input size.
In order to transfer ‘‘computable polynomial time’’ structure from the
model of computation (R1 , o1 , c1) into the model of computation
(R2 , o2 , c2), we can still follow the analogy with differential geometry and
define the ‘‘pull-back’’ by _ of computable functions and machines over
(R1 , o1 , c1).
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Definition 4.4. Let _: (R2)  (R1) and let f be an n-ary function,
f: (R1)n  R1
y1 , ..., yn [ f ( y1 , ..., yn).
Then a function f *: (R2)  (R2 i) is a pull-back of f if and only if
\x1 , ..., xn # R2 , _( f *(x1 , ..., xn))= f (_(x1), ..., _(xn)).
The pull-back of a function need not be unique. A similar definition, this
time unique, can be produced for a total function g from R into [0, 1]:
(i.e., a set): its pull-back g* is the unique function such that
g*(x)= g(_(x)). For example, ‘‘y # o1 ’’ has pull-back ‘‘_(x) # o1 .’’
We can summarize that information in the following commutative
diagrams:
(R2) wwww
(_, _, ..., _)
(R1)n (R2) wwww
_
R1
f * f
g*
g
(R2) wwww_ R1 [0, 1]
It is also reasonable to speak of the pull-back of a machine. We will need
the following condition in the sequel:
Definition 4.5. Let _: R1  R

2 . We say that _ has the pull-back
property if and only if for any machine M over (R1 , o1 , c1) there are
a, b>0 and a machine M* over (R2 , o2 , c2) such that
1. The function computed by M* is a pull-back of the function
computed by M.
2. Cost(M*, x)<a Cost(M, _(x))b
It is now clear that
Lemma 3. Suppose _: R1  R

2 is polynomially bounded and has the
pull-back property. Then Y # P over (R1 , o1 , c1) implies that its preimage
_&1(Y) is in P over (R2 , o2 , c2).
If M is a nondeterministic polynomial time machine, the situation is more
subtle: Guesses g taken by M should correspond to guesses g$ taken by the
pull-back, so that g=_(g$) and the size of g$ is polynomially bounded on
the size of g. Moreover, it is necessary to ensure that the guess g$ is indeed
in the domain of _.
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Definition 4.6. A morphism from (R1 , o1 , c1) into (R2 , o2 , c2) is a
polynomially bounded, partial mapping _: R1  Rk2 , with k # N _ [], so
that:
(M1) _ is surjective.
(M2) _ is honest.
(M3) The domain of definition of _ belongs to NP over (R2 , o2 , w2).
(M4) _ has the pull-back property.
The main feature of morphisms is to allow for a ‘‘transfer’’ of the class
NP (and of the class P, also).
Lemma 4. Let _ be a morphism from (R1 , o1 , c1) into (R2 , o2 , c2). Let
X be in NP over (R1 , o1 , c1). Then _&1(X) is in NP over (R2 , o2 , c2).
Proof (of Lemma 4). Let M=M(x, g) be a nondeterministic polyno-
mial time machine to recognize X. Let M* be a pull-back of M by _, and
let Y=_&1(X).
If y # Y, then _( y) # X and there is a guess g such that M accepts _( y)
in polynomial time (with respect to the size of _( y)). Since _ is polyno-
mially bounded, _( y) is accepted in polynomial time with respect to the
size of y indeed.
Since _ is surjective, there is g$ in _&1(g) such that M*( y, g$) ‘‘accepts’’
y in polynomial time, again with respect to the size of y.
It is necessary to take a closer look at the preimage g$ of the guess g. It
can be decomposed into sub-guesses g$1 , ..., g$s # (R2), such that for each
coordinate gi # R1 of g, we have
_(g$i)= gi .
By Hypothesis (M2) we can assume without loss of generality that
Size2(g$i)<Size1(gi)=c1(gi). Moreover, since M is polynomial time w.r.t.
Size2( y), c1(gi) is polynomially bounded w.r.t. Size2( y).
By Hypothesis (M3), there is a non-deterministic polynomial time
machine D=D(z, g") that recognizes the domain of _. Setting z= g$i , one
can use D to recognize valid guesses g$i is nondeterministic polynomial time
w.r.t. Size2( y).
We define a machine N as follows: N inputs y and guesses g$, gi" . It first
tests D(g$i , gi"). If all tests succeed (i.e., g$ is in the domain of _), the
machine tests M*( y, g$) and returns ‘‘Yes’’ on success.
Clearly, if y # Y, there will be guesses g$ and g" such that N( y, g$, g") will
succeed in polynomial time w.r.t. Size2( y).
Assume now that y gets accepted by N, with guess (g$, g"). Then g$ was
accepted by D, hence g$ is in the domain of definition of _ and g=_(g$)
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is well-defined. It follows from the pull-back property that M accepts _( y),
with guess g. Hence, y # Y. K
A few remarks:
Remark 4.1. The identity map is a morphism from (R1 , o1 , c1) into
itself.
Remark 4.2. The composition of two morphisms is again a morphism.
Remark 4.3. In order to define a Category, we should specify the
objects. Those can be chosen to be the class of all (R, o, c) where R is a
commutative ring with unity and no zero divisors, o is a proper subset of
R and c is a function from R into the positive reals. One can also restrict
this to o=[0] or to reasonable cost functions in some sense...
Remark 4.4. The use of category language here is just a matter of ter-
minology. The word morphism was selected in absence of a better name.
P-morphisms are taken, maybe NP-morphisms would be a good name?
Of the properties in the definition of morphisms, the pull-back property
may be the hardest to check. In some conditions, it may be enough to
check the pull-back condition for a few basic functions:
Definition 4.7. A map _: R1  R

2 is very honest over Y/R

1 if and
only if there are a, b>0 and a polynomial time machine S over (R2 , o2 , c2)
such that _(x)=_(S(x)) and,
\x # _&1(Y), Size1(S(x))<a Size2(_(x))b.
A map is ‘‘very honest’’ if and only if it is very honest over its image.
Clearly, a very honest map is always honest; the machine S can be seen
as a simplification procedure for the representation x of some y=_(x).
Lemma 5. Let _ be a very honest map, such that the following functions
have a polynomial time pull-back: x, y [ x+ y, x, y [ xy, x [ &x,
x [ (x # o1). Then _ has the pull-back property.
We can now define the following relation of equivalence between two
models:
Definition 4.8. Computation models (R1 , o1 , c1) and (R2 , o2 , c2) are
polynomially equivalent if and only if there are morphisms:
_1 : (R1 , o1 , c1)  (R2 , o2 , c2)
_2 : (R2 , o2 , c2)  (R1 , o1 , c1)
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such that:
(T1) There is a polynomial time machine A1 over (R1 , o1 , c1) such
that _1 b _2 b A1 is the identity in (R1).
(T2) There is a polynomial time machine A2 over (R2 , o2 , c2) such
that _2 b _1 b A2 is the identity in (R2).
We can now state a transfer theorem:
Theorem 10. Let computation models (R1 , o1 , c1) and (R2 , o2 , c2) be
polynomially equivalent. Then P{NP over (R1 , o1 , c1) if and only if
P{NP over (R2 , o2 , c2).
Note that Theorem 10 does not require the existence of an NP-com-
plete problem over either of (R1 , o1 , c1) or (R2 , o2 , c2).
It is clearly enough to prove only one direction of the ‘‘if and only if,’’
viz. P{NP over (R1 , o1 , c1) implies P{NP over (R2 , o2 , c2).
Proof (of Theorem 10). Assume that P{NP over (R1 , o1 , c1).
Step 1. By hypothesis, there is a problem X that is in NP over
(R1 , o1 , c1), but not in P.
Step 2. Let Y=_&11 (X). Y is in NP over (R2 , o2 , c2) (Lemma 4).
Step 3. Assume, to obtain a contradiction, that P=NP over
(R2 , o2 , c2). Then Y is in P over (R2 , o2 , c2).
Step 4. Z=_&12 (Y) is in P over (R1 , o1 , c1) (Lemma 3).
Step 5. Z contains the image of X by the polynomial time machine
A1 of property (T1).
Step 6. On the other hand, if A1(x) is in Z, then x is in X.
Step 7. Therefore, machine A1 reduces the decision of membership in
X to membership in Z. This later problem can be solved in polynomial
time. Hence P=NP over (R1 , o1 , c1), contradiction. K
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As a matter of fact, the same proof shows a more general, but weaker
statement:
Theorem 11. Let (R1 , o1 , c1) and (R2 , o2 , c2) be computation models,
such that there exist mappings
_1 : (R1 , o1 , c1)  (R2 , o2 , c2)
_2 : (R2 , o2 , c2)  (R1 , o1 , c1)
such that _1 is a morphism, _2 is a polynomially bounded partial mapping
that has the pull-back property (M4). Assume that (T1) holds. Then
P{NP over (R1 , o1 , c1) implies P{NP over (R2 , o2 , c2).
A further remark: the technology of Theorem 10 allows one to transfer
the P{NP Conjecture between models where R1 and R

2 have same
cardinality. This is different from the argument in [BCSS98] for transfer-
ring between algebraic and complex numbers, that used Tarski’s strong
transfer principle.
4.2. Examples
Proposition 2. Models (Z, , w) and (F2 , =, 1) (the Turing model )
are polynomially equivalent.
Proof (of Proposition 2). Let
b: F2  Z
(s, 0, x1 , 0, ..., xk , 1) [ (&1)s :
k
i=0
2ixi .
This is clearly a morphism from (Z, , w) into (F2 , =, 1). We can also
define a morphism from (F2 , =, 1) into (Z, , w) by
i: Z$[0, 1]  F2
0 [ 0
1 [ 1.
Machines A1 and A2 (from conditions (T1) and (T2)) are essentially
similar. They associate to any input x its binary expansion. In the case of
A2 , the input x is supposed to belong to F2 , hence the only possible values
are 0 and 1. In the case of A1 , x # Z.
Since i b b b A2 and b b i b A1 are the identity in F2 and in Z respectively,
those two models are polynomially equivalent. K
62 GREGORIO MALAJOVICH
Proposition 3. The models (Q, , w) and (Z, , w) are polynomially
equivalent.
Proof (of Proposition 3). In the same spirit, we define
b: Z2$Z_Z
*
 Q
p, q [
p
q
,
i: Q$Z  Z
x [ x.
Then we have to define A1 : x [ (x, 1) and A2 : pq [ ( p, q) where p and q
are relatively prime. This last machine will just perform Euclidean algorithm.
(For its running time, see the discussion in [Knu98 Section 4.5.3].) K
4.3. Is x0 Hard?
Towards the proof of Theorem B, we will assume Theorem C and show
its corollary:
Corollary 5. The set Qra is in NP over (Qa, =, w).
Proof (of Corollary 5). Given x # Qa, guess y(x) where y is the function
defined in Theorem C. Then compute a 2&k-approximation of x, of the
form a+bi. By Theorem C, b=0 if and only if x is real. K
Lemma 6. P{NP over (Qra, =, w) implies P{NP over (Qa, =, w).
Proof. Define:
_1 : Qra  Qa
x [ _1(x)=x.
This is clearly a morphism. (Property (I3) follows from Corollary 5).
Define also the morphism
_2 : Qa  (Qra)2
x+iy [ _2(x+iy)=(x, y).
Then _2 b _1 is the identity map in R1 , so (T1) holds. Note that _1 b _2
maps x+iy into x, y, so it is not clear if (T2) hold.
Hence, we are under the conditions of Theorem 11 and P{NP over
(Qra, =, w) implies P{NP over (Qa, =, w). K
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Now we can show that
Theorem 12. P{NP over (Qra, =, w).
This implies Theorem B.
Proof. Let Qra+ be the set of [x # Q
ra : x0]. Clearly, Qra+ is in NP,
since the non-deterministic machine M(x, y) that checks x& y2=0 decides
x # Qra+ in polynomial time. (Recall from [BCSS98, Proposition 4(c)
p. 130] that H(- x)=- H(x). Also, [Q[- x] : Q]2[Q[x] : Q].)
Now, suppose that there is a deterministic machine M that decides
x # Qra+ in polynomial time. Let K be the number field generated over Q by
all the coefficients of M.
There is some :>0 algebraic over K with the following property: there
is an automorphism _ of K[:] over K such that :_<0. Choose z # K such
that - z  K, and set :=- z.
The machine M cannot distinguish between : and :_. Indeed, let #t be
the path associated to input : and let Gt(:)= g#t (st) be the polynomial in
: associated to each branching node in #t. The coefficients of Gt are in K,
so _ fixes Gt and
Gt(x)=0  Gt(x_)=0.
This means that replacing : by :_ does not modify the path #t, hence the
output of M is the same. K
The same argument is true for the unit cost model (Qra, =, 1). However,
in the unit cost case, a more general theorem holds, as discussed in
[BCSS98, Chap. 7]. Namely P{NP over all (K, >, 1) where K is an
infinite field not real closed, and over all (K, =, 1) where K is an infinite
field not algebraically closed.
5. COMPLEXITY OF DIOPHANTINE APPROXIMATION
The main goal of this section is to prove Theorem C. A few remarks
concerning that theorem:
It is possible to represent an algebraic number x by its minimal polyno-
mial and an interval containing x. This interval should be taken smaller
than the distance to the nearest root. See [Mig83, Loo83] for a bound. See
also Corollary 1 of Chap. 8 in [BCSS98], and [Mal93] for other ‘‘gap’’
bounds. However, in order to refine that interval up to 2&k by a method
such as bisection, one needs k steps of k-bits arithmetic. This is the reason
Theorem C was stated.
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In order to obtain this sharper estimate, we use Newton iteration
instead. Newton iteration is known to converge quadratically once close
enough to the root [KA82, Sma86, SS93]. See also Chapter 8 in
[BCSS98].
If we use some sort of approximate computation, we have to allow for
some sort of ‘‘approximate’’ Newton iteration. Theorems on quadratic con-
vergence of ‘‘approximate’’ Newton iteration appear in [Mal94].
Also, it is necessary to bound the precision necessary to specify the
‘‘starting point’’ of the Newton iteration. These are the main ingredients of
the proof of Theorem C.
5.1. Approximate Newton Iteration
Let f be a univariate polynomial. The following invariants [Sma86] are
associated to f:
;(x)=;( f, x)=
| f (x)|
| f $(x)|
#(x)=#( f, x)=max
k2 \
| f (k)(x)|
k! | f $(x)|+
1(k&1)
:(x)=:( f, x)=;( f, x) #( f, x).
The following theorem is a particular case of some earlier results in
[Mal94]. It generalizes the convergence theorems in [Sma86] to the case
of approximate Newton iteration. It is stronger than Theorem 4 in
Chapter 8 of [BCSS98], which only provides linear convergence for
approximate Newton iteration.
Theorem 13. Let f be a univariate polynomial, and let s # N, s2. Let
x0 be such that :( f, x0)<2&5. Let $ be such that $#( f, x0)<2&4&2
s+2
. Let
the sequence xi satisfy
}xi+1&\xi& f (xi)f $(xi)+}<$,
for all i. Then there is a zero x* of f such that
|xi&x*|<
21&2min
(i, s)
#( f, x0)
.
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Some of the lemmas below are standard and may have appeared in
[Sma86, SS93, BCSS98]. For later use, we define the function (t)=1&
4t+2t2. The Lemma below is slightly sharper and implies Proposition 3 in
Chapter 8 of [BCSS98].
Lemma 7. Let f be a univariate polynomial, and let x, h # C. Let
f $(x){0 and assume that |h| #( f, x)<1&- 22. Then:
;( f, x+h) } f (x)f $(x)+h }
(1&#( f, x) |h| )2
(#( f, x) |h| )
+|h|2 #( f, x)
1&#( f, x) |h|
(#( f, x) |h| )
.
In particular,
1. If h=& f (x)f $(x)+$, we get
;(x+h)|$|
(1&#(x) |h| )2
(#(x) |h| )
+( |;(x)|+|$| )2 #(x)
1&#(x) |h|
(#(x) |h| )
.
2. If ;( f, x)=0, we get
;(x+h)|h|
(1&#(x) |h| )2
(#(x) |h| )
+|h| 2 #(x)
1&#(x) |h|
(#(x) |h| )
.
Proof (of Lemma 7).
We have
;(x+h)=
| f (x+h)|
| f $(x+h)|
=
| f $(x)|
| f $(x+h)|
| f (x+h)|
| f $(x)|
.
Using Taylor series, it is easy to estimate, since f $(x){0,
| f (x+h)|
| f $(x)|
 } f (x)f $(x)+h }+ :k2 }
f (k)(x)
k! f $(x)
hk }
 } f (x)f $(x)+h }+|h| :k2 (#( f, x) |h| )
k&1,
and hence
| f (x+h)|
| f $(x)|
 } f (x)f $(x)+h }+
|h|2 #(x)
1&#(x) |h|
. (1)
66 GREGORIO MALAJOVICH
On the other hand, using again the hypothesis f $(x){0,
f $(x+h)
f $(x)
=1+ :
k2
f (k)(x)
k&1! f $(x)
hk&1.
Hence
} f $(x+h)f $(x) &1 } :k2 (k#(x) |h| )
k&1
1
(1&#(x) |h| )2
&1.
Thus,
| f $(x)|
| f $(x+h)|

1
1& } ( f $(x+h))f $(x) &1 }

1
2&
1
(1&#(x) |h| )2

1&#(x) |h|
(#(x) |h| )
(2)
Combining bounds 1 and 2 together, we obtain
;(x+h) } f (x)f $(x)+|h| }
(1&#(x) |h| )2
(#(x) |h| )
+|h|2 #(x)
1&#(x) |h|
(#(x) |h| )
. K
Lemma 8. Let f be a univariate polynomial, and let x, h # C. Let f $(x){0.
Assume also that #( f, x) |h|<1&- 22. Then
#( f, x+h)
#( f, x)
(1&#( f, x) |h| ) (#( f, x) |h| )
.
Since this is Proposition 3 in Chapter 8 of [BCSS98], the proof is
omitted.
From Lemma 8 we can deduce the following:
Lemma 9. Let f be a univariate polynomial. Let C be a sufficiently small
constant, C< 110 suffices. Let x* # C be a zero of f. Let U be a neighborhood
of x*, of radius \< C#( f, x*). Then for any x # U,
(1&10C) #( f, x*)<#( f, x)<
1
1&5C
#( f, x*).
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Proof (of Lemma 9).
From Lemma 8 centered at x*, we have
#(x)
#(x*)
(1&#(x*) \) (#(x*) \)

#(x*)
(1&C) (C)

#(x*)
1&5C
.
On the other hand, Lemma 8 also tells us that
#(x*)
#(x)
(1&#(x) \) (#(x) \)

#(x)
\1& C1&5C+  \
C
1&5C+

1&5C
1&10C
#(x). K
Lemma 10. Let f be a univariate polynomial. Let x be such that
:( f, x)<2&4. Then there is x* such that f (x*)=0 and |x&x*|<1.1;( f, x).
Proof. First of all, let x0=x and x i+1=x i& f (xi) f $(xi). Then :(xi)<
2&2
i+1&2. Indeed, by putting Lemma 7 and Lemma 8 together, one gets
:(xi+1):(x i)2
1
(:(x i))2
<
16
9
:(x)2<2:(x)2,
so
:(xi+1)<2_2&4&2
i+2
=_2&3&2
i+2
.
Besides, lim :(xi)=0 so xi converges. Let x*=lim xi . Then
|x&x*|: ;(xi).
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From Lemma 7,
;(xi+1)<;(xi) :(x i)
1&:(xi)
(:(xi)
<0.078. . .;(xi)<0.08;(xi).
Therefore,
|x&x*|<
1
1&0.08
;(x0)<1.087. . .;(x0)<1.1;(x0). K
Lemma 11. Let f be a univariate polynomial. Let x* # C be a zero of f.
Let U be a neighborhood of x*, of radius \< 1
100#( f, x*) . Then for any x0 # U,
set x1=x0& f (x0) f $(x0),
|x1&x*|<0.1\.
Proof. First of all, we can use Lemma 9 to bound # in U. We obtain,
using C= 1100 , that for all x # U,
0.9#(x*)<#(x)< 2019 #(x*).
Also, from Lemma 7 item 2, we obtain
;(x)\
(1&#(x*) \)2
(#(x*) \)
+\2#(x*)
1&#(x*) \
(#(x*) \)
1.031 . . .\<1.05\.
Hence,
:(x);(x) #(x)<(1.05\) 2019 #(x*)0.01105<0.012.
We can also bound
:(x1)<2:(x)2.
Thus,
;(x1)
2:(x)2
#(x)
2:(x) ;(x)
2_0.012_1.05\
0.0252\.
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Hence, using Lemma 10,
|x1&x*|<0.028\. K
Proof (of Theorem 13). Lemma 10, together with the hypothesis
:(x0)< 132 , implies the existence of a point x* s.t. f (x*)=0, with
|x0&x*|<1.1;(x)<
1.1
32#(x)
.
We apply Lemma 8 to estimate #(x*):
#(x*)
#(x0)
(1&#(x0) |x*&x0 | ) (#(x0) |x*&x0 | )

#(x0)
1&5 1.132
1.21#(x0).
Let U be a disc centered in x* and with radius 120#(x*) . Clearly, x0 # U.
(Proof. 1.132#(x0)<
1.1_1.21
32#(x*) <
1
20#(x*) .) Lemma 9 provides the following uniform
bound for any x # U:
1
2#(x*)<#(x)<
4
3 #(x*)<2#(x0).
Our induction hypothesis is :(xi)<2&3&2
i+1
for all is. We also assume
by induction that xi # U so that #(xi) $<2&4&2
s+2
. Combining Lemma 7
and Lemma 8 we get
:(xi+1)<
1
(:(xi)+#(xi) $)2
(#(xi) $+(:(xi)+#(xi) $)2).
Using the induction hypothesis, we can further simplify:
:(xi+1)<2:(x i)2+2#(xi) $.
Replacing :(xi) by 2&3&2
i+1
and #(xi) $ by 2&4&2
s+2
one obtains
:(xi+1)<2&5&2
i+2
+2&4&2
s+2
<2&3&2
i+2
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since is. Then we need to verify that xi+1 # U. We use Lemma 10, item 1:
;(xi+1)|$|
(1&#(xi) |h| )2
(#(x i) |h| )
+|h|2 #(x i)
1&#(xi) |h|
(#(x i) |h| )
.
In the right-hand term, we can bound #(xi) |h| by :(x i)+#(xi) $. By the
induction hypothesis, this is less than 2&5+2&8. Hence,
;(xi+1)
1
#(x i) \2&8
(1&(2&5+2&8))2
1&4(2&5+2&8)
+(2&5+2&8)2
1&(2&5+2&8)
1&4(2&5+2&8)+ .
Besides, #(xi)> 12 #(x*), so
;(xi+1)<
2
27#(x*)
<
1
20#(x*)
.
This was for i<s. When i=s, it is easy to bound using Lemmas 9 and
10 that
|xi&x*|<
2&2
s+1&1
#(x*)
and then, since s2, we are in the conditions of Lemma 11, for
\=
2&2&2
s+1
#(x*)
.
This is mapped into a \10 neighborhood of x*. Since the error $ is less
than \2, the sequence of xi will never leave the \-neighborhood. K
We state the following lemma, which we will need later on:
Lemma 12. Let f be a polynomial and let x* be a single root of f. Let
|x&x*|<2&6#(x*). Then :( f, x)<2&5.
Proof (of Lemma 12). By Lemma 7 item 2,
;(x)<|x&x*|
(1&#(x*) |x&x*|)2
(#(x*) |x&x*|)
+#(x) |x&x*| 2
1
(#(x*) |x&x*| )
.
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Lemma 9 implies that #(x)< 1
1&4_2&6
#(x*). Putting all together,
:(xi)<
2&6+2&12
(1&4_2&6)2
<2&5. K
5.2. Approximation of Algebraic Numbers
Theorem 14. Let K be a number field. Let f be a degree d polynomial
with coefficients in K. Let x be a single root of f. Let x0 # C be such that
f $(x){0. Then the following bounds are true:
1. w(#( f, x0))[K[x0] : Q](d 2 Wlog2 d X+d 3 Wlog2 H(x0)X+d 2 Wlog2
H( f )X)
2. w(#( f, x))3d 4w( f )
3. #( f, x)23d 4w( f )
4. If f is the minimal polynomial of x over Q, then #( f, x)
23d
4w( f )23w(x)
5
.
Proof (of Theorem 14). In order to bound the weight of
#(x0)=max
k2 \
| f (k)(x0)|
k! | f $(x0)|+
1(k&1)
,
we use Theorem 4 with F0( f, y)= f (k)( y) and F1( y)=k! f $( y), y=(x0 : 1).
We get
H(F0( y) : F1( y))(d&1)
d !
d&k!
H( f ) H( y)d&1.
A gross upper bound on k! and d&k! is d !. So we deduce that
H(#(x0))max
k2
(d!(d&1) H( f ) H(x0 : 1)d&1)1(k&1)
d !(d&1) H( f ) H(x0 : 1)d&1.
We can also bound
[Q[#(x0)] : Q](d&1)[K[x0] : K][K : Q].
Hence,
w(#(x0))(d&1)[K[x0] : K][K : Q](1+Wlog2 d !(d&1) H( f ) H(x)d&1X)
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and the first part of the theorem follows. The second part is a consequence
of Theorem 5. Then we use Lemma 1 to deduce part 3, and Lemma 6 for
part 4. K
5.3. Proof of Theorem C
Proof (of Theorem C). Let x be an algebraic number, and let
d=[Q[x] : Q]. Let f be the minimal polynomial of x over Q. By
Corollary 4,
H( f )2w(x)
and therefore f can be represented by d+1 numbers of 1+w(x) bits.
Assertion (4) of Theorem 14 implies
#(x)23d 4w( f ).
Let x0 be an approximation of f, such that |x&x0 |< 2
&6
#(x) . It is enough
to choose x0 within a radius of
|x&x0 |<2&6&3d
4w( f )
from x. One possibility is to truncate the real and imaginary part into fixed
points of 8+3d 4w( f )+w(x) bits of precision (using fixed point representa-
tion).
We are under the conditions of Lemma 12, so :(x0)<2&5.
We can now produce the function y(x). It is a list (d, w, f, x0) where
w=Ww(x)X, and d, f and x0 are as above. Theorem 6 yields w(x)<
Bitsize( y(x)).
It is time to construct the machine M that will provide the 2&k-approxi-
mations of x. First of all, we can bound #( f, x0) by applying Lemma 8. The
following conclusion is not sharp, but is convenient:
1
2#(x)#(x0)2#(x).
The next step is to choose s such that
21&2
s
#(x0)
<2&k.
Using w(#(x0))Cd 7w, we restrict our choice to
21&2
s
<2&k&Cd
7w.
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A good choice is s=Wlog2(k+1+Cd 7w)X . In that case, slog2 k+
7 log2 d+log2 w+C$, for some constant C$. The machine M will perform
s approximate Newton iterations, obtaining at each step xi with accuracy
$=2&4&Cd 7w&2s+2<
2&4&2
s+2
#(x0)
.
This corresponds to 4+Cd 7w+2s+2 bits of precision in each x i . This
can be achieved by using precision of O(kwd 7) bits of fixed point and
truncating.
Therefore, the total running time can be bounded in terms of
O(k log2 k w log2 wd 8 log2 d )
bit operations, where the exponent in d is not intended to be sharp. K
6. BIT REPRESENTATION OF ALGEBRAIC NUMBERS
Algebraic numbers are essentially discrete objects. They can be repre-
sented by minimal polynomials. We have seen in Theorems C and 6 that
the bit-length of such a representation is related to the weight of the
algebraic number.
We will start this section by proving Theorem D. The main tool in the
proof is the basis reduction algorithm by Lenstra, Lenstra, and Lovasz
[LLL82] (LLL for short). This algorithm provides an effective procedure
to check for algebraic dependence.
The main results about that algorithm are only quoted below. Since this
algorithm is defined over the integers (with the bit model), a few extra
estimates will be necessary.
Next, we would like to extend the ideas of Theorem C to the case where
we have several algebraic numbers :1 , ..., :n . It makes sense to represent
them as polynomials qi (:), where : is a primitive element of the extension
Q[:1 , ..., :n] over Q.
Definition 6.1. An integer representation of :1 , ..., :n # (Qa)n is a list
( y(:), q1 , ..., qn) # Z, where
1. : is a primitive element of Q[:1 , ..., :n].
2. y: Qa  Z is the function defined in Theorem C.
3. q1 , ..., qn are densely represented polynomials with rational coef-
ficients such that :i=qi (:).
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We will then prove a theorem on the complexity of basic arithmetic
operations over integer representations of algebraic numbers. Namely,
Theorem 15. The following operations can be executed in polynomial
time over (Z, >, w):
1. Merging: given an integer representation of a1 , ..., an and an integer
representation of b1 , ..., bm , compute one integer representation of a1 , ..., an ,
b1 , ..., bm .
2. Arithmetic: given integer representation for x, y, compute integer
representation for x, y, x+ y, xy, x& y.
3. Decision: given an integer representation for x, decide x=0, or
x # R, or if this is the case, whether x>0.
4. Restriction: Given an integer representation for a1 , ..., an , produce
an integer representation of an , of size polynomially bounded in w(an).
Theorem 15 will be proved using a modification of well-known symbolic
algebra algorithms (namely Collins’ SIMPLE algorithm for primitive
elements).
One consequence of Theorem 15 and Theorem D together will be that
computation models over the integers (Z, >, w) and over the real algebraic
numbers (Qra, >, w) are polynomially equivalent, finishing the proof of
Theorem A.
6.1. Lattice Basis Reduction
Definition 6.2. A Lattice is a subset 4 of Rn of the form
4=[Az : z # Zn],
where A is an integer (or real) n_n matrix.
We can restrict ourselves to the case where A is invertible. In that case,
the columns of A are said to be a basis of lattice 4. Of course a lattice
admits an infinity of bases, and it is possible to pass from a basis to
another basis through elementary column operations (adding a multiple of
another column, or column permutation).
Given A, the LLL algorithm will perform those operations and output
a ‘‘reduced’’ basis. Reduced bases keep some of the good properties of
orthonormal bases, while maintaining integer arithmetic. The price to pay
is to replace orthogonality and norm-1 with certain bounds.
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Following the notation of [LLL82], let (b)=(b1 , ..., bn) be a basis for a
lattice 4. The following vectors and numbers are associated to (b):
bi*=bi& :
i&1
j=1
+ijb j
+ij =
(bi , b j*)
&bj*&2
.
Vectors bi* correspond to the GramSchmidt orthogonalization of (b)
in Rn.
Definition 6.3 [LLL]. A basis (b) for a lattice 4 is said to be reduced
if and only if
|+ij | 12 , 1 j<in
|bi*++ i, i&1b*i&1| 34 |b*i&1|
2, 1<in.
The following result is Proposition 1.11 in [LLL82]:
Proposition 4. Let L/Rn be a lattice with reduced basis b1 , b2 , ..., bn .
Then |b1|22n&1 |x|2 for any x # L, x{0.
Also, Proposition 1.9 in [LLL82] says that
Proposition 5. Let L/Rn be a lattice with reduced basis b1 , b2 , ..., bn .
Then &b1&2 (n&1)4(det L)1n.
where the determinant of a lattice L is the determinant of any positively
oriented basis of L.
Complexity of the basis-reduction algorithm goes as follows (Proposi-
tion 1.26 in [LLL82]):
Proposition 6. Let L # Zn be a lattice with basis b1 , ..., bn and let B # R,
B2 be such that |bi |2B for 1in. Then the number of arithmetic
operations needed by the basis reduction algorithm described in [LLL82]
equation (1.15) is O(n4 log B), and the integers on which those operations are
performed each have binary length O(n log B).
This was used in [LLL82] to deduce that
Theorem 16. The cost of factorizing f # Z[x] into irreducible factors, in
the bit model, is
O((deg f )12+(deg f )9 (log & f &2)3).
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Before giving the proof of Theorem D, we will proceed as is suggested in
[LLL82, 1.39] to obtain the following, preliminary result:
Lemma 13. There is a polynomial time machine in (Qra, , w) accepting
input w0 , n # N and :0=1, :1 , ..., :n # Qra with output p # Z with the
following properties:
1. If w(:1 , ..., :n)w0 , and there is a relation  p^i:i=0, not all the
p^i equal to zero, then the machine returns some p{0 such that  p i:i=0.
2. If the machine returns p{0, then  pi :i=0.
3. The machine always terminates.
Proof (of Lemma 13).
Step 1. Let b be a constant in N*, to be precised later. Each of the
:i can be approximated by
ai
b , ai # Z, with error |:i&
ai
b |
1
2b . The ai ’s can
be found by computing b:i and rounding to the nearest integer.
Step 2. Let m # Zn+1, m i<B where B is another constant to be
computed later. We assume here that w(:)<w0 . Then we have two possi-
bilities, namely
:
n
i=0
mi: i=0
or
} :
n
i=0
mi:i }>$=(B(n+1))&w0.
Indeed,
H \: mi :i+(n+1) ‘ H(mi :i)=n ‘ mi ‘ H(:i).
Let d=[Q[:1 , ..., :n] : Q] and assume that  mi:i {0. Then
}: mi:i }>H \: mi:i +
&d
>(n+1)&d B&nd \‘ H(:i)+
&d
>(n+1)&d B&nd2&nw0.
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Also, setting b> (n+1) B$ , so that
(n+1) B
2b <
$
2 , one obtains:
} :
n
i=0
mi :i& :
n
i=0
mi
a i
b }<
$
2
.
Hence, under the assumptions w(:)<w0 , |mi |<B, one obtains:
}: mi aib }<
$
2
O : m i:i=0
}: mi aib }
$
2
O : m i:i {0.
Step 3. We consider now the lattice 4 given by the basis
U=_
1
& ,1 . . .a0Cb a1 Cb } } } anCb
where C is a multiple of b to be given later. Suppose that u1=U _
m0
m1
b
mn
&
is the first vector of a reduced basis of 4. According to Proposition 5,
&u1&2n4(det U)1(n+1)
=2n4 \Canb +
1(n+1)
.
Step 4. Now, since _
m0
b
mn&1
7ni=0
cai
b mi & we can estimate
} :
n
i=0
Cai
b
mi }<2n4 \Canb +
1(n+1)
,
hence
} :
n
i=0
ai
b
mi }<2n4C&n(n+1) \anb +
1(n+1)
,
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so if we fix C>( 2$) 2
&n4 |:n+ 12b|
&1(n+1))1+1n we obtain
} :
n
i=0
ai
b
mi }<$2.
Step 5. In order to guarantee the condition in Step 2, we need to give
B where |mi |<B for the reduced basis we will obtain. Let us assume that
w(:)w0 . Also, we assume that  p^ i:i=0, with p^i minimal, p^i {0. Then
according to Theorem 6, | p^i |<2w0. Proposition 4 lets us choose
B=2n+w0.
Then we choose $ and b as above and C as in step 4. All the operations
done so far involve integer values with polynomially bounded size. The ai ’s
can be obtained by binary search (also in polynomial time). The LLL algo-
rithm is also polynomial time. At the end of the program, we check if
 pi :i=0. K
Remark 6.1. Felipe Cucker pointed out that in the argument above,
only the binary search and the final test  pi:i=0 involve computations
over Qra. All other computations can be performed on a Turing machine.
Proof (of Theorem D). Let x # Qra. If we knew d=[Q[x] : Q] and a
reasonable bound for w0 , we could just apply Lemma 13 to input
1, x, x2, ..., xd to obtain the minimal polynomial of x. Since we do not, we
proceed as follows:
Start with bounds d=1, w0=2, and apply Lemma 13. In case of failure
( p=0), multiply d and w0 by 2 and start again.
The machine in Lemma 13 will eventually succeed, with some d<
2[Q[x] : Q] and some w0<2dw(x). Those bounds are polynomial in
w(x).
Next, we use Theorem 16 to factorize p over Q, so we obtain the mini-
mal polynomial of x.
At that time, we also have an upper bound w0 for w(x). Therefore,
Theorem 14 implies that
#(x)<23w
5
0.
Recall from Lemma 12 that if |x&x$|<2&6#(x), then :(x$)<2&5 and x$
is a suitable approximation of x. So all that we need is to compute an
approximation of x with precision 2&6&3w
5
0. This can be done by bisection,
in polynomial time, in such a way that the denominator is indeed
2&6&3w
5
0. K
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6.2. Symbolic Algebra
Proof (of Theorem 15). The most difficult part of the proof of Theorem 15
is the first.
We will follow Collins’ SIMPLE algorithm, as explained in [Loo83].
However, instead of using isolating intervals, we will use approximate
roots. Also, due to the estimates on weights, some of the steps will have to
be modified.
Item 1. reduces to the following problem.
Extension problem : Let A and B be minimal polynomials of a and
b, respectively. Let a$ and b$ be approximate roots associated to a and b.
Produce a minimal polynomial C for a primitive element c of Q[a, b],
together with an approximate root c$ of C associated to c. Also, produce
rational polynomials q1 and q2 such that a=q1(c) and b=q2(c).
We need a polynomial time algorithm for solving the Extension
Problem. Let us fix some notation. If f and g are polynomials in y,
f =mi=1 fiy
i and g=ni=1 gi y
i, fm {0, gn {0, the Sylvester matrix
Syly ( f, g) is the matrix associated to the operator
a, b [ af +bg,
where a and b are polynomials of degree n&1 and m&1, respectively:
Syly( f, g)=
f0 g0
.
f1 f0 g1 g0
f2 f1
. . . b g1
. . .
b f2
. . . f0 b
. . . g0
fm
. . . f1 gn g1
fm f2 gn b
. . . b . . .
fm gn
The resultant Resy ( f, g) is just
Resy ( f, g)=det Syly ( f, g).
It is obvious that if f and g have a common root then Resy ( f, g)
vanishes. Conversely, assume that af +bg#0 and suppose that f and g
have no common root. Permute f and g if necessary, so that deg a<deg g.
Then a has to vanish at the roots of g, with multiplicity, contradiction.
80 GREGORIO MALAJOVICH
The preceding resultant condition remains true if we replace the coef-
ficient ring by a transcendental extension Q[x].
We can now produce a primitive element c for Q[a, b] as follows. Let
r(x, t)=Resy (A(x&ty), B( y)),
where x is a formal variable. We need to compute r(x, t) as a polynomial
in x for a fixed value of t. We will choose t such that r(x, t) has no multiple
root (as a polynomial in x).
Note that the roots of r(x, t) are the expressions cij=ai+tbj where ai
and bj are the roots of A and B, respectively.
Therefore, if we set t large enough (namely t>22+w(a)+w(b)) we get
|ai&aj |<2w(ai&aj)21+w(a)
because of Lemma 1.
|bk&bl |>2&1&w(b)
by the same reason. Thus
|ai&aj |<t |bk&b l |
and hence
ai&tbk {a j&tb l .
It follows that r(x, t) has no multiple root. For any x in [0, 1, ...,
(deg A)(deg B)], it is possible to compute, in polynomial time, Resy(A(x&ty),
B( y)). Moreover,
Resy (A(x&ty), B( y)) |x=i=Resy (A(i&ty), By),
so that the coefficients of r(x, t) may be obtained by interpolation.
We can use Theorem 16 to find out an irreducible factor of r(x, t)
vanishing in ai+tbk . Let C(x) be that factor.
Our primitive element is c=ai+tbk . The weight of c is polynomially
bounded on the input size. An approximation c$ can be computed by using
estimate on w(c) and Lemma 11.
The polynomial r(x, t) is a polynomial of degree no more than
(deg A)(deg B) in x.
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Let D(x)=gcd(A(c&tx), B(x)). The only root of the polynomial D(x) is
bk , so D has degree 1, and is of the form D(x)=x&q2(c).
We can compute q2 using symbolic calculations over the ring Q[c],
where c is treated as a formal variable. A polynomial time algorithm would
be to plug q2(c) into the polynomials A(c&tx) and B(x) and then solve a
linear system on the coefficients of q2 . This procedure uses the bounds on
the degree and weight of q2 in terms of the weight of c (Theorem 6).
We can also set q1(x)=x&tq2(x) so that q1(c)=a.
Item 2. Let x=q1(a) and y=q2(a). Since A is the minimal polyno-
mial of a,
x+ y=(q1+q2)(a)
x& y=(q1&q2)(a)
xy=(q1q2 mod A)(a).
Item 3. If x=q(a) we have, by Corollary 1 that
H(x)SH(q) H(a)deg q.
Also,
w(x)=[Q[x] : Q]W1+log2 H(x)X
[Q[a] : Q]W1+(deg q) log2 H(a)+log2 H(q)X
(deg q) w(a)+w(q).
If x{0 then |x|>2&w(x). Thus it is enough to compute x up to accuracy
2&w(x)&1. If we evaluate a with accuracy 2&b, then q(a) may be evaluated
with accuracy 2&b |a| deg q&1 max |qi |. All this can be done in polynomial
time (Theorem C).
Item 4. Let q be such that an=q(a). Using arithmetic in Z[x] mod A,
we can compute 1, q(x), q2(x) mod A, q3(x) mod A, etc., and check for
linear independence. Once we get linear dependency, we solve the system
Qp=0,
where Q is the matrix with columns 1, q(x), ..., q(x) i mod A(x), and where
each polynomial is represented by its coefficients. K
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6.3. P 6=NP over (Z, >, w), P 6=NP over (Qra, >, w)
We complete here the proof of Theorem A. Define
b: Z  Qra
y [ lim
k  
M(k, y),
where M is the machine defined in Theorem C.
Let us recall the construction of M. The list y is interpreted as the coef-
ficients of an irreducible polynomial p and an initial approximate root.
M(k, y) computes then a certain number of Newton iterations. If the limit
is defined, this means that b( y) is a root of p.
We claim that b is a morphism from (Qra, >, w) into (Z, >, w). Indeed,
surjectivity (M1) and honesty (M2) follow from Theorem C.
The domain of definition of b is the class of y such that Newton iteration
will converge to a root of p. Combining Theorem C, Lemma 12, and
Theorem 14, we can check the domain of b in polynomial time. This
implies property (M3).
Theorem 15 implies that b is ‘‘very honest’’ and satisfies the hypotheses
of Lemma 5. Therefore, b has the pull-back property (M4).
We define also the inclusion morphism from (Z, >, w) into (Qra, >, w):
i: Qra$Z  Z
x [ x.
It remains to produce machines A1 and A2 . The machine A1 is fairly
trivial: it associates, to every x # Z, its corresponding y(x).
The machine A2 is the polynomial time machine from Theorem D. It
associates to every x # Qra, its y(x).
Thus, models (Z, >, w) and (Qra, >, w) are polynomially equivalent
and we can apply Theorem 10 to deduce that
P{NP over (Z, >, w)  P{NP over (Qra, >, w).
Almost the same argument shows that P{NP over (Z, >, w) if and
only if P{NP over (K, >, w) where K is a number field, considered as
a ring. Together with Propositions 2 and 3, this concludes the proof of
Theorem A.
Define
_1 : Z  Qra
n [ n
83THE P{NP CONJECTURE
and
_2 : Qra  Z
x [ y(x),
where y(x) is the function in Theorem C.
It follows from Theorem 15 that _2 is a morphism. Moreover, from
Theorem D we can deduce that _1 b _2 is in polynomial time over
(Z, >, w). Hence, we can apply Theorem 10.
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