Medical Image Fusion with Adaptive Local Geometrical Structure and Wavelet Transform  by Lu, Bibo et al.
Procedia Environmental Sciences 8 (2011) 262 – 269
1878-0296 © 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Asia-Pacific Chemical, Biological &  
Environmental Engineering Society (APCBEES)
doi:10.1016/j.proenv.2011.10.042
Available online at www.sciencedirect.com
 
ICESB 2011: 25-26 November 2011, Maldives 
Medical Image Fusion with Adaptive Local Geometrical 
Structure and Wavelet Transform 
Bibo Lu∗, Hui Wang, Chunli Miao 
School of Computer Science and Technology, Henan Polytechnic University, Jiaozuo 454003, China 
 
Abstract 
This paper presents a novel medical image fusion method based on an adaptive local geometrical structure within 
wavelet framework. The local image structure is described by the eigenvalues and eigenvectors of structure tensor of 
every image. The fused high frequency wavelet coefficients are composed by an adaptive weighted sum of that of 
two source images. Fine structures, such as edges and corners, can be preserved with this method. Experimental 
results on medical images show that the the performance of the new method. 
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1.Introduction  
The goal of image fusion is to combine information from two or more images of a scene into a single 
composite image that is more informative and is more suitable for visual perception or computer 
processing [1]. Compared to the source images, the fused image contains fine details and more features. 
In medical imaging, a positron emission tomography is a functional imaging system displaying the brain 
activity without anatomical information while a magnetic resonance images provides anatomical 
information but without functional activity. No single sensor can produce a complete representation of a 
scene . Both CT and MR images are needed to provide different kinds of details. Only fused images can 
provide information that sometimes cannot be observed in the individual input images [2]. The result of 
medical image fusion is a new image which is more suitable for human perception and diagnoses by 
doctors. Various image fusion algorithms, ranging from the simplest weighted averaging to complex 
multi-resolution pyramid (see [3] and [4]) and wavelet methods (see [5], [6]and [7]), or neural network 
approach(see [8], [9] and [10]), have been proposed to construct a new image. Recent developments 
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include the emergence of region based techniques, in which the source images are first segmented into a 
set of regions that constitute the image, followed by the fusion of the corresponding regions [11]. But for 
medical image fusion, wavelet decomposition is still an important tool. The process starts by ecomposing 
the source images into approximation (low-frequency) and detail (high-frequency) sub-bands; so that the 
features of each image are represented at different scales. Intelligent rules (e.g. choosing max) are then 
used to fuse the corresponding wavelet coefficients and create a decomposed fused image, followed by an 
inverse wavelet transform to yield the final fused image. The Discrete Wavelet Transform(DWT) is  
widely used in image fusion since it captures the features of an image not only at different resolutions, but 
also at different orientations. The Shift-Invariant DWT (SIDWT) [6] and Dual-Tree Complex Wavelet 
Transform (DT-CWT [7]) achieve good fusion results with spatial and directional knowledge. The key 
step in wavelet-based image fusion is combination rule of wavelet coefficients. As an important tool for 
describing local geometrical information, structure tensor has been widely used in image smoothing, 
corner detection and optical estimation( [12], [13], [14]). In this paper, a new adaptive image fusion 
algorithm based on structure tensor(LST) is presented. It uses weighted sum of structure tensors, which 
describe local geometrical information with its eigenvalues and eigenvectors, to make selection rules for 
image fusion within wavelet multi-resolution framework. The rest of the paper is organized in the 
following way. In section 2, a framework of wavelet based image fusion is introduced. Section 3 details 
the concept of structure tensor and presents an adaptive image fusion algorithm. Experimental results on 
test images are given in section 4. Finally, a brief conclusion is given in Section 5. 
 
 
Fig.1 Image fusion scheme with wavelet. 
2.Wavelet based image fusion framework 
Wavelet method has been proven to be an efficient tool for image fusion. The key step in image fusion 
based on wavelets is that of coefficient combination, namely, the process of merge the coefficients in an 
appropriate way in order to obtain the best quality in the fused image. Figure. 1 shows a schematic 
diagram of wavelet framework for image fusion. First, source images are decomposed into low frequency 
approximation sub-bands and high frequency sub-bands. Second, the wavelet coefficients are combined 
in an appropriate way to obtain the new coefficients of the fused image. Usually, different strategies are 
performed for low frequency coefficients and high frequency coefficients. Low frequency coefficients, in 
which most of image information is concentrated, are combined with weighted average to yield new 
coefficients. The critical task in pixel level image fusion is the combination rules for high frequency 
coefficients, which contain an abundance of image edge information(we will detail this in next section). 
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Finally, a new image is reconstructed by performing an inverse wavelet transform. 
3.Image fusion based on local geometrical feature 
3.1.Local geometarical describes with structure tensor 
 Given an image I(x; y), the structure tensor J0 is defined as the outer product of gradient vector rI:  
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where T is the transpose. To consider the information of its neighborhood, J0 is extended to the linear 
structure tensor by convoluting of the components of J0 with a Gaussian kernel gσ  ( Gaussian smoothing): 
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The introduction of the structure tensor is a consequence of the fact that one can only describe the local 
structure at a point by considering also the data of its neighborhood. The matrix J_ has orthonormal 
eigenvectors v1 and v2 with v1 paralled to 
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The corresponding eigenvalues are given by 
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They describe average contrast in the eigendirections within a neighborhood of size ( )O ρ . The vector 
v1 indicates the orientation with the highest grey value fluctuations, while v2 gives the preferred local 
orientation, the coherence direction.   Further more, 1μ  and 2μ  serve as descriptors of local structure. 
Local geometrical structure are characterized by 1 2μ μ≅ ,  straight edges gives 1μ  is much larger than 
2μ  and 2μ  is near zeor, corner by 1μ  is larger than 2μ  and 2μ  is much larger than zero. Structure tensor 
has been sucessfuly been used in the field of image processing. Some benefit fields are image denoising 
and enhance, optic flow estimation, corner detection, texture analysis (see [12], [13] and [14] for more 
details). But till now, few literature can be found for a image fusion. In the next section, structure tensor 
will be adopted to design a fusion rule within wavelet framework. To measure the local image structure, 
coherence of image is measured by  
2
1 2( )φ μ μ= − .           (5) 
3.2.Adaptive image fusion based on structure tensor   
In wavelet fusion framework, every source image is decomposed into several multiresolution levels 
and in every level four frequency sub-bands, lowClow (LL), lowChigh (LH), high Clow (HL) and 
highChigh (HH) are obtained. Except for the LL band, which has all positive transform values, all the 
other bands contain transform values that are fluctuating around zero. For LL sub-bands, weighted 
average is performed for the same level. For LH, HL and HH sub-bands, coefficient combining can be 
performed by at least two alternatives: averaging and selection. The larger transform values in these 
bands correspond to sharper brightness changes and thus to the salient features in the image such as edges, 
lines, and region boundaries. Therefore, a good integration rule is the choose-max (CM) scheme, which 
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means just pick the coefficient with the larger activity level and discard the other. Another combining 
scheme is the weighted average (WA)scheme. The new coefficients are obtained by the weighted sum of 
that of the source images. To preserve more details for fused image, selection rule should be chosen with 
good feature descriptor. The eigenvalue of linear structure tensor convey local shape information, which 
provides clues for fusion rule design. If ( )c A  and ( )c B  are high frequency coefficients of the two 
source images at a 
certain level, ( )c Z  is that of the fused image, our fusion rule is as following: 
( ) * ( ) * ( )A Bc Z w c A w c B= +          (6) 
where Aw  and Bw  are weighted coefficients, ( )Aμ  and ( )Bμ  are the larger eigenvalue of their own 
structure tensor, respectively. As weighted coefficients, Aw  and Bw  are positive and 1A Bw w+ = . 
Some literature discussed the selection of the weighted coefficients. Here we presented an adaptive 
method based on the structure tensor as follows: 
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where  ( )Aφ  is the coherence measure defined as (5). 
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4.Experimental results 
We have conducted some experiments on medical images to see the performance of the proposed 
fusion scheme quantitatively and visually. We also apply the proposed method to the fusion of multi-
focus images and vector images. The part of fused images are also zoomed to show the fine details, 
through which we can compare the differences between various methods. To do a quantitative 
comparison, Energy of image gradient (EOG) is adopted as performance measure for the purpose of 
comparing choosing max(CM), weighted average (WA) and choosing gradient max(CGM) fusion scheme. 
For visual comparisons, fine details of the fused image will be shown. To show the justice of the 
comparison, the same level of decomposition and the same wavelet basis function were used for the four 
methods, which means the difference between the fusion results lie in that of the combination strategies. 
Figure.(1) shows the fusion results of multi-sensor medical images. Two medical source images 
coming exactly from the same brain area. One is CT image and the other is MRI image. The results of 
four fusion schemes are shown in Fig.(1) (c)- Fig.(f). Among the four images, the propose scheme and 
CGM protects edges and more details. The part of the fused images with different methods, which are 
featured with blue lines in original fused images, are shown in Fig.(1) (h)-Fig.(k). The edges of WA 
scheme and CGM scheme are blurred while the edges of CM scheme are well preserved. But on the top 
left of Fig.(1) (i), artifact can be observed. In Fig.(1) (k), which is the result of our scheme, edges are well 
preserved and artifacts are avoided. We also test the proposed method for multi-focus image in Fig.(2). 
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The fused image of WA scheme seems to blur edges, as the fusion rule ignores the difference of the two 
images. While for CM scheme, artifacts occurs as the continuity of image have been considered as a 
factor in fusion rules. In the result of CGM and LST, edges are preserved better than that in WA and less 
artifacts can be observed when compared to that in CM and CGM. The proposed algorithm was also 
applied to the fusion of two color multi-focus images. When extending the proposed scheme to vector 
image, RGB color space is adopted. Information is combined in every channel. As can be observed in 
Fig.(3), the up edge of left book is well preserved in the proposed method that the other methods. In table 
1, the data of EOG are presented. 
TABLE I. COMPARISON OF THE EOG DATA. 
  WA CM CGM LST 
Clock 6.1794 4.310 5.8894 6.0589 
CT/MR 3.6763 7.1991 5.7283 5.7099 
Book 6.9035 4.5850 6.6755 6.7532 
5.Experimental results 
An adaptive image fusion algorithm based on local image structure is presented. The local geometrical 
information is conveyed by the eigenvalues and eigenvectors of structure tensor. The coherent measure is 
adopted and adaptive weighted coefficients are designed to construct the high frequency of the fused 
image. The proposed method preserves fine details of medical images and the method are also extended 
to gray scale images and vector images. Experimental results on various images demonstrate the 
performance of the proposed method. 
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