We propose a method for computing the range of the optimal decisions when the utility function runs through a class U. The class U has constraints on the values and the shape of the utility functions. A discretization method enables to easily approximate the optimal decision associated with a particular utility function u 2 U. The range of optimal decisions is computed by a Monte Carlo optimization method. An example is provided with numerical results.
Introduction
In many practical situations, we have to deal with making decisions under uncertainty. Examples include decision making in natural resource management (choosing the amount of trees or fishes to remove, choosing the height of a dam to prevent flood damage), in medicine (choosing a dose of a medical treatment which balances between efficiency and toxicity effects), etc.
Bayesian decision theory provides a framework for making decision under uncertainty. The elements of a Bayesian decision analysis are: an available decision d in a set of decisions D, a state of nature (or parameter) h in a set H, a prior distribution p on H, an observation x with density p h and an utility function Uðh; dÞ. The prior distribution p represents the prior knowledge on the parameter h. This prior knowledge is updated by Bayes's theorem to provide the posterior distribution. Thus, the posterior distribution combines the prior information ðpÞ with the information provided by the observation. The utility function U is a function from D Â H to R. It quantifies the utility of choosing the decision d when the value of the parameter is h: choosing d 1 when the value of the parameter is h 1 is preferred to choosing d 2 when the value of the parameter is h 2 if and only if Uðh 1 ; d 1 Þ > Uðh 2 ; d 2 Þ. Sometimes, a loss function is used instead of a utility function; the two approaches are equivalent as the loss can be defined as the opposite of the utility. For an account on Bayesian decision theory, we refer the reader to [1] [2] [3] . To be concrete, let us consider the following example.
Example 1. Suppose we have to choose the height d of a dam. Let x ¼ ðx 1 ; . . . ; x n Þ be some previous peak water levels with density p h ðxÞ. The distribution of the peak water levels is determined by h and the posterior p x represents the updated information on h. The number Uðd; hÞ quantifies the utility of constructing a dam d meters high when the value of the parameter is h.
According to Bayesian decision theory, an optimal decision (also called a Bayes action or a Bayes alternative) is any decision d which maximizes the posterior expected utility. In other words, a decision d U is optimal if U are given (this is true, in particular, when the utilities are strictly concave functions of d).
It is worth pointing out that stochastic optimization techniques were not fully exploited in Bayesian global robustness. Truly, classical classes of priors like e-contamination neighborhoods [13] or interval of measures [14] provide to some extend explicit solutions for the optimization problems involved. More recently, optimizations techniques such as simulated annealing or Monte Carlo algorithms are used in the context of imprecise probabilities [15] [16] [17] .
We provide in this paper a method for solving optimization problems of the form (1.2). The class of utility functions have constraints both on values and shape (or derivatives). We emphasize that these two kinds of constraints are antagonistic from an optimization point of view. We use a simulated annealing algorithm for computing the largest and lowest optimal decisions. The advantage of using Monte Carlo optimization methods lies in the fact that the constraints can be easily included in the proposal distribution.
In Section 2, we briefly review the construction of a utility function from a usual assessment method and show that such a construction yields a class U of utility functions (with particular constraints) rather than a single utility function. Section 3 presents a discretization method that enables to approximate the optimal decision for a given utility function u 2 U with few numerical computations. Some results on the accuracy of the approximations are also given. In Section 4, we use the results of Section 3 to solve (1.2) by a Monte Carlo optimization method. Every section is illustrated by an example with numerical computations. Auxiliary results and proofs (except for Proposition 4) are gathered in Section 5. Section 6 contains a short discussion.
Construction of an utility function
Let us give a brief exposition of the construction of a utility function U. Each pair ðh; dÞ is associated with a random consequence R whose distribution n h;d depends on ðh; dÞ. For instance, in Example 1, we can set R ¼ d À H where the random variable H represents the peak water level for the next year. Let R be the set of consequences and assume that there exists a function u on R such that uðrÞ is the utility of r. Following [1] , U can be constructed as follows:
Uðh; dÞ ¼ Z R uðrÞ n h;d ðdrÞ: ð2:1Þ
The choice of u is not straightforward. Its assessment is done by several comparisons between sure consequences r and random consequences of the form ahr 1 i þ ð1 À aÞhr 2 i where ahr 1 i þ ð1 À aÞhr 2 i is a random variable that takes the value r 1 with probability a and r 2 with probability 1 À a, r 1 ; r 2 2 R and 0 6 a 6 1. A finite number of values of u can be fixed in the following way. Assume that r Ã and r Ã are, respectively, the worst and the best possible consequences in R. Set arbitrarily uðr Ã Þ ¼ 0 and uðr Ã Þ ¼ 1 (the utility values are not crucial from a theoretical point of view). If the decision maker is able to provide a number a 2 ½0; 1 such that the sure consequence r is equivalent to the random consequence ahr Ã i þ ð1 À aÞhr Ã i, then by definition of u, it happens that
A complete description of the construction of u can be found in Chapter 2 of [1] and in [18] .
In practice, such a number a cannot be known exactly and it is more realistic to assume that it can only be bounded in an interval. Thus, instead of a single utility function u, the utility assessment method only provides us with a class V of utility functions of the form
where a i and b i are known numbers. In addition to the constraints on the value of u on a finite set of consequences, some information on the regularity or/and the shape of u is usually known. For instance, when r is a monetary reward, it is well known that a risk averse decision maker (i.e. a decision maker who prefers a sure reward rather than a random one with the same expectation) has a concave utility function. Denote by S the class of continuous functions u (from R to R) with some given constraints on shape (increasing, unimodal, concave, etc.). The complete information on the function u is described by the class U ¼ V \ S. To shorten notation, we use the same letter U for the class of functions U (Section 1) and for the class of functions u (Section 2).
Example 1 (Cont.). Define the consequence associated with ðh; dÞ by R ¼ d À H where H is the peak water level of a potential flood. Note that R is a random variable as H is random with density depending on h. For simplicity, assume that the peak level H is bounded by 1 and take D ¼ ½0; 1 and R ¼ ½À1; 1. For constructing u, we need to provide an interval ½a i ; b i of possible values of uðr i Þ on a finite subset fr 1 ; . . . ; r K g & R. It is proper to set uð0Þ ¼ 1 (best consequence) and uðÀ1Þ ¼ 0 (worst consequence). Note that negative consequences correspond to floods. Taking into account that it is believed that a low flood ðr ¼ À0:25Þ is not very crucial compared with a moderate flood ðr ¼ À0:5Þ, we obtain the values given in Table 1 . In addition, it is reasonable to impose that u is continuous, increasing on ½À1; 0, decreasing on ½0; 1 with a unique mode at 0. This completes the construction of U.
From now on we make the assumption that the consequence R is of the form R ¼ d À Y where Y is a random variable whose distribution n h depends on h but not on d. Denote by Y the set of values of Y. Note that this assumption is appropriate in many real life situations like those given at the beginning of the paper. It is also interesting to remark that no assumption is required on H. In particular, the prior and the posterior distributions can be very complicated and multidimensional like in practical hierarchical models for example. Thus, (2.1) reduces to
and, by (1.1), optimal decisions are maximizers of Z
where l is the marginal distribution of Y defined by
We assume throughout the paper that such a distribution l does exist.
The discretization method
Let us recall the technical assumptions of the previous sections. then, an optimal decision is a maximizer of u l , that is any element of MðuÞ with
It is worth pointing out that, in addition to the decision problems described in Section 2, (3.1) corresponds to a large class of problems in Bayesian analysis including, for example, estimation problems (y is the parameter and l the posterior distribution) or prediction problems (if y is the quantity to predict and l is the predictive distribution). The numerical problem is the following: we have to compute
where d U is an infinite dimensional space, the computation of d À u is needed for many candidates u, consequently numerical results have to be rapidly achieved, the constraints of U must be fulfilled.
We solve these problems as follows. First U is approximated by a finite dimensional space U j by means of a first discretization of u. Then, for each u 2 U j , a second discretization enables fast computations of d À u . Finally, the exploration of U j is running by means of a simulated annealing algorithm: the proposal distribution ensures that the constraints on u are fulfilled and the acceptance probability guarantees the attraction of the chain at low values of d
From now on, we assume that D, Y and R are compact intervals of R (the non-compact case is discussed below). For simplicity, we make the following assumption:
Thus, U is made up of continuous functions from ½À1; 1 to R. Let j be a positive integer. For l 2 Z, define the function F l : R ! R such that F l ðtÞ ¼ 0 if t 6 ðl À 1Þ=j, F l ðtÞ ¼ ðt À ðl À 1Þ=jÞ for t 2 ½ðl À 1Þ=j; l=j and F l ðtÞ ¼ 1=j for t P l=j. Thus, F l is continuous, constant outside I l ¼ðl À 1Þ=j; l=j and linear with slope 1 on I l . By construction, U j is made up of functions u c 2 U of the form
where c ¼ ðc Àj ; . . . ; c j Þ 2 R 2jþ1 . Note that u c is continuous, linear on I l with slope c l on I l for Àj < l 6 j and that u c ðÀ1Þ ¼ c Àj =j. For all u 2 U, take u j 2 U j such that u j ðl=jÞ ¼ uðl=jÞ for all l 2 fÀj; . . . ; jg. The function u j can be viewed as an approximation of u. In the sequel, an element of U j will be denoted by u c , u j or simply u according to the context. Proposition 2. Under H 1 -H 3 , for all u 2 U such that MðuÞ ¼ fd u g, there exists a sequence ðu j Þ with u j 2 U j such that t j ! d u as j ! 1 where t j 2 Mðu j Þ. Furthermore, for j large enough, t j is the unique maximizer of u j (in other words, Mðu j Þ ¼ ft j g).
Proposition 2 shows that a maximizer d u of u l for u 2 U can be approximated by a maximizer of some u j 2 U j when d u is the unique maximizer u l . Without the uniqueness condition, it is only possible to prove that t j is in any neighborhood of MðuÞ when j is large enough. We believe that this condition is not crucial in practice as the class U is usually large enough so that any maximizer d u 2 MðuÞ can be approximated by a (unique) maximizer d Then, it is easily seen that
ð3:4Þ
Now let us proceed to a second discretization to approximate U l by setting
with l l such that U l ðl=jÞ ¼ U l j ðl=jÞ for all l 2 f0=j; . . . ; j=jg. As l l is the slope of U l j on I l , it is easily seen that l l ¼ j½U l ðl=jÞ À U l ððl À 1Þ=jÞ:
Proposition 3 below enables to control the accuracy of the approximation of U l by U Note that this result suggests to consider an additional assumption of the form
There exists B > 0 such that juðtÞ À uðt 0 Þj 6 Bjt À t 0 j for all u 2 U and all t; t 0 2 ½À1; þ1.
As mentioned at the end of the paper in Example 1, such an assumption is realistic and is needed in practice to discard some utilities with strong variations. Under Proof. Note that, from (3.5) and Lemma 5, we have that
Thus, from (3.4) and the definition of d Du l c , we conclude that Let From the definition of F l , it is easily seen that i;l ¼ l lÀi =j1 ½iþ1;iþj ðlÞ. We finish this section with a short discussion about the assumptions H 1 -H 4 . Assumption H 1 is mainly needed for theoretical results on approximation: the uniform approximation of u 2 U by some u j 2 U j and the approximation of a maximizer of u l by a maximizer of u 
Monte Carlo optimization
We are now in position to compute d [19] . The simulated annealing algorithm is particularly well adapted to the optimization issue of this paper. It can be described as follows.
At iteration n, the algorithm is at c ðnÞ .
1. Simulate c from the proposal distribution P c ðnÞ . 2. Accept c ðnþ1Þ ¼ c with probability i;l . These numbers do not change with the iteration number n and can be computed from MCMC methods if needed. The numerical computations are done with a standard personal computer using the R software [20] . It takes less than 2 min to run the entire chain. 
Auxiliary results and proofs

Convergence of the simulated annealing algorithm
Let us first review some results about the convergence of the simulated annealing algorithm. Let ðE; EÞ be a measurable space and V : E ! ½0; 1Þ a function such that oscðVÞ < 1 with oscðVÞ ¼ supfjVðxÞ À VðyÞj; x; y 2 Eg:
Let K be a transition kernel on E Â E and denote by ðX n Þ the Markov chain of the simulated annealing algorithm with transition kernel K. Thus, we have the following algorithm: for n ¼ 0, simulate X 0 from an initial distribution, for n > 0, simulate Y from KðX n ; ÁÞ and accept X nþ1 ¼ Y with probability q n ¼ expfÀb n ðVðYÞ À VðX n ÞÞg; take X n ¼ X nþ1 otherwise.
Proposition 8. Assume that:
(1) there exists k, a probability measure on E, such that kðdxÞKðx; dyÞ ¼ kðdyÞKðy; dxÞ, (2) there exist an integer p > 0, e > 0 and c, a probability measure on E, such that, for all ðx; AÞ 2 E Â E, K p ðx; AÞ P ecðAÞ.
Take b n ¼ C À1 logðn þ eÞ with C > p oscðVÞ. Then, for all e > 0, PrðX n 2 V e Þ ! 1 as n ! 1 where V e ¼ fx 2 E; VðxÞ 6 essinf k ðVÞ þ eg;
essinf k ðVÞ ¼ supfa P 0; kða 6 VÞ ¼ 1g:
For a proof of Proposition 8, we refer the reader to [21] .
We now proceed with the study of the convergence of the algorithm defined in Section 4. Note that any function u in U j is completely defined by its values uðl=jÞ for all l 2 L for some L & fÀj; . . . ; þjg. Write u L the vector with components uðl=jÞ, l 2 L, and denote by E the subset of R p (p 6 2j þ 1) such that u 2 U j if and only if u L 2 E. Assume that E is a bounded subset of R p (this assumption is required to use the uniform distribution on E, if E is not bounded, other distributions can be used).
Example 1 (Cont.). Take u 2 U j . Since uðÀ1Þ ¼ 0 and uð0Þ ¼ 1, u 2 U j is uniquely determined by its values uðl=jÞ for l 2 L ¼ fÀj; . . . ; þjg n fÀj; 0g and p ¼ 2j À 1. Since u is increasing on ½À1; 0 and decreasing on ½0; 1, E ¼ fðx Àjþ1 ; . . . ; x À1 ; x 1 ; . . . ; x j Þ 2 ½0; 1 2jÀ1 ; 0 6 x Àjþ1 6 Á Á Á 6 x À1 6 1 P x 1 P Á Á Á P x j g:
For all x 2 E and all l 2 f1; . . . ; pg, define
For all l 2 f1; . . . ; pg, denote by dx l the Lebesgue measure on R and set The Markov chain associated with the algorithm of Section 4 is based on the transition kernel K defined below. For all x; y 2 E, let 
Note that, m-almost surely, x k ¼ y k for all k-l. Thus, m-almost surely, we have that E x;l ¼ E y;l , j x;l ¼ j y;l and 
We conclude by noting that X for all l but one (in other words, there exists r 2 S p such that y 2 D r;x ), hence the condition of Proposition 10. Note that VðxÞ 2 ½0; 2 for all x 2 E. By Propositions 9 and 10, conditions 1 and 2 of Proposition 8 are fulfilled with k defined by (5.1), p ¼ 2j À 1, e ¼ ð2j À 1Þ
Àð2jÀ1Þ and c ¼ k. Thus, the convergence is proved for C > 2p.
Auxiliary results
Lemma 11. For all continuous function u : ½À1; 1 ! R, let u j defined as in Section 3 by u j 2 U j and u j ðl=jÞ ¼ uðl=jÞ for all l 2 fÀj; . . . ; jg. We have where xðu; 1=jÞ is defined in Section 3. Furthermore, xðu; 1=jÞ ! 0 as j ! 1.
Proof. Let l 2 fÀj; . . . ; jg. Recall that I l ¼ðl À 1Þ=j; l=j for l 2 Z. By the continuity of u and u j , there exists t 0 2 I l such that Proof. Fix d 2 R and l 2 Z. Let ðt n Þ be any sequence such that t n ! 0 with t n -0. For all y 2 Y and all integer n, define f n ðyÞ ¼ 1=t n ½F l ðd þ t n À yÞ À F l ðd À yÞ:
First, we note that f n are measurable functions of y and that f n ðyÞ ! 1 I l ðd À yÞ, as j ! 1, for all y 2 Y n fd À ðl À 1Þ=j; d À l=jg. Then, by noting that, for all a; b 2 R jF l ðaÞ À F l ðbÞj 6 ja À bj;
we have that jf n ðyÞj 6 1 for all y 2 Y. Thus, by the Dominated-Convergence theorem, we conclude that Proof. Let t 2 ½0; 1 and take k 2 fÀj; . . . ; jg such that t 2 I k (that is ðk À 1Þ=j < t 6 k=j). From the definition of U l j for all t 2 I k , we have Then, it is easy to check that Proof (Proposition 7). Recall that c u
