ABSTRACT This paper proposes a fault diagnosis method based on the path information of a bounded Petri net model. It relies on the notions of two graphs called path marking graph and modified path marking graph, which characterize different sets of paths and markings consistent with an observed sequence, and a set of unobservable transitions whose firing will enable the sequence. The fault diagnosis method can be applied to a bounded Petri net model with unobservable and acyclic subnets. Moreover, the process of using these two particular graphs to calculate the possibilities of fault behaviors can be taken off-line, which is the most burdensome part for a bounded Petri net model, but also can reduce the memory cost. Finally, this method is verified through a production line example. The main contribution of this paper is to dig out the path information of a bounded Petri net, and to map it into different categories. By analyzing the inherent structure information of Petri net, the presented algorithm can diagnose faults without traversing all the system states.
I. INTRODUCTION
With changing states driven by certain events, a discrete event system (DES) is a dynamic system, which is mainly existing in systems such as manufacturing, transportation, intelligence, robotics, and communication networks. The high modeling complexity of a DES causes faults to occur frequently along with some serious consequences [1] . The exponential growth of the state space further complicates the diagnosis. Thus the fault diagnosis problem in a DES becomes a hot issue [2] - [10] . A fault can be described as a deviation from the original intended or normal behaviors in a DES. The diagnosis process discussed here is to detect behavioral abnormality and isolate the source or cause of the faults [11] . For a telecommunication system, a lost or inappropriately sent message to a receiver is a fault. For a transportation system, a traffic light that irregularly switches from green to red according to a given schedule is a fault. For a manufacturing system [12] - [15] , a wrong part plugged into a wrong place during the process is a fault that may have serious consequences. Diagnosis and diagnosability are two different problems that must be solved in a diagnosis framework [11] .
First, the diagnosis problem means that each observable string would be associated with a different state, listed as follows: ''faulty,'' ''fault-free,'' and ''uncertain.'' The diagnosability problem is to check if the system can determine a fault with limited steps once the fault occurs in a system. Although this work focuses on the diagnosis problem, diagnosability must be maintained when a fault diagnosis procedure is adopted in real applications. Hence, we assume that all the systems considered are diagnosable in this work. Once a system contains a fault that would not be diagnosed, an unlimited length of sequences may cause the diagnosis state to be uncertain. The proposed diagnoser may not identify a fault once it occurs.
The assumption of a formal representation of plant behavior via a modeling language is a popular approach of fault diagnosis. Two modeling languages are mainly used, namely, Automata and Petri nets. In the past few years, several approaches based on Petri nets have been established to address the fault diagnosis problem in DESs [16] . For example, some DESs modeled by observed Petri nets, in [17] , Lefebvre and Delherm constructed a minimum diagnosis mechanism to immediately detect and isolate faults. However, the model proposed is prone to high computational complexity as the structure scale of the diagnosis mechanism increases. Hashizume et al. [18] proposed a new idea to search faults using the P-invariant constraints of ordinary Petri nets. If a constraint is broken, then its corresponding system structure would be damaged, that is, faults occur. Because P-invariants reflect the structure information of a system. However, many relationships between P-invariants may increase possible diagnosis states. Therefore, faults cannot be diagnosed solely by P-invariant constraints.
Moreover, the diagnosis problem is more difficult for some partially observed Petri nets because the system states are permutations and combinations of all control units. Given n units, 2 n states would exist, exponentially increasing unobservable states. By contrast, fault diagnosis predicts fault behavior in the entire state space, worsening the situation. Several methods have been proposed for this case. Ru and Hadjicostis [19] presented a labeled Petri net that is equal to a given partially observed one. The possibilities of faults can be calculated by adding an observer on the special places. The efficiency of fault diagnosis may be improved with structure information. However, the computational complexity of building a reachability graph with a partially observed and labeled sequence would be exponential when system complexity increases. Cabasino et al. [20] first introduced a new notion called basis marking, which can be used to search for faults among all states and then form four categories with different degrees of alarm. However, this method faces an unavoidable problem, that is, state explosion. Next, they expanded the reachability tree to an improved one, and put forward a basic reachability diagnosis mechanism for a bounded Petri net model. Meanwhile, the necessary and sufficient condition of diagnosability was also presented in [21] . Later they designed a new verifier net that extends the basis marking method to unbounded Petri nets [22] . Cabasino et al. [23] widened the applications of basis marking. They utilized undistinguished observable transitions that share the same label to replace former fault transitions. This method is still based on a reachability graph containing only information on nodes and markings. The problem of state explosion remains unavoidable without the inherent structure information of Petri nets.
We advance an approach of fault diagnosis using path information with a bounded Petri net model to increase the efficiency and certainty of previous methods. The path marking graph (PMG) and modified path marking graph (MPMG) were introduced to analyze and calculate possible faults with different paths in MPMG. The main contents are summarized as follows:
1) A novel concept of the diagnosis transition group is first defined to describe the relationship between places and transitions to obtain the inherent path information. 2) Given an observed sequence, a PMG, which contains the information of markings and path structure and separates the markings and paths into different sets, is defined.
3) Based on a PMG, the MPMG is derived through some modification such as removing or adding meaningful branches. 4) A method is proposed on the basis of a MPMG to diagnose and calculate the possibility of faults. 5) A manufacturing model of a production line is used to illustrate and verify the validity of our method. 6) Finally, the computational complexity of our approach is discussed through a comparison with the reachability graph. The main contribution of this work is to map path structure information into the fault diagnosis behavior. The inherent information of Petri net enables the construction of two special graphs, which are only interested in a limited number of paths, and not all the system states of the system must be traversed. Consequently, the diagnosis efficiency could be improved substantially by comparing the reachability graph of Petri net, which makes the method more suitable for the diagnosis problem.
The rest of this paper is organized as follows. In Section II, the definitions related to Petri nets are reviewed. In Section III, some novel concepts about diagnosis transition group are presented. In Section IV, a method to build PMG is proposed. In Section V, a method to compute MPMG is presented. In Section VI, a diagnosis algorithm based on a MPMG is given to detect fault behaviors described as specific possibilities. In Section VII, the manufacturing system of production line is utilized to illustrate the proposed methods. In Section VIII, the computational complexity of our method is discussed. In Section VIIII, the conclusions are drawn.
II. PRELIMINARIES
This section introduces the basic definitions of Petri nets. One can refer to [24] for details.
A Petri net structure can be defined as a four tuple N = (P, T , Pre, Post), where P = {p 1 , p 2 , · · · , p m } is a finite and non-empty set of m places, and T = {t 1 , t 2 , · · · , t n } is a finite and non-empty set of n transitions with P ∩ T = ∅. Pre : P × T → N and Post : P × T → N are the pre− and post−incidence functions that specify the arcs, where N is the set of natural numbers. Moreover, D = Post − Pre is the incidence matrix of a Petri net.
is the set of directed arcs connecting places and transitions. Given t ∈ T and p ∈ P, if (t, p) ∈ , then t is the input of p, and p is the output of t. In addition, if (p, t) ∈ , then t is the output of p, and p is the input of t. Let • p and p • represent the sets of input transitions and output transitions of p, respectively. Let • t and t • represent the sets of input places and output places of t, respectively.
A marking is a vector m : P → N, assigning to a nonnegative integer number of tokens to a place, which are graphically represented by black dots. Meanwhile we denote by m (p) the number of tokens in place p at m, and m 0 is an initial marking of a Petri net system (N , m 0 ). Transition t is said to be enabled at m iff m ≥ Pre (·, t). An enabled transition t 
indicating that the firing of σ yields m. The marking m is reachable in (N , m 0 ) if and only if firing sequence σ exists. The set of all markings reachable from m 0 defines the reachability set of (N , m 0 ).
Given a sequence σ and a transition t, if transition t belongs to σ , we say t ∈ σ . σ (t) denotes the number of times that t appears in σ .
T * is the set of all finite sequences of transitions. Assume that T can be partitioned into disjoint subsets T o and T u . Set T o includes all observable transitions, whereas T u contains all unobservable transitions.
Given a sequence σ ∈ T * , s : T * →N n , where n is the number of transitions, is the function that associates to σ a vector y ∈ N n such that y = s (σ ), namely the firing vector of σ .
The nodes of a Petri net combined alternately by arcs can constitute an oriented sequence called a path [25] . If every transition in a path is unobservable, then the path is said to be unobservable, denoted by π u .
Lemma 1 [7] : Let (N , m 0 ) be an acyclic Petri net. The following shoule be satisfied:
A marking m is reachable from m 0 iff there exist a nonnegative integer solution y satisfying m = m 0 + D · y, where
If a natural integer k exists, and m (p) ≤ k, where marking m is reachable from the initial marking m 0 , then the Petri net is bounded.
III. DIAGNOSIS TRANSITION GROUP
In this section, some new descriptions of nodes are put forward for fault diagnosis problem. In order to obtain the inherent structure information of a bounded Petri net, a series of definitions is introduced.
Definition 2: Given a place p in a bounded Petri net, t, t is called a transition group of place p, where t ∈ • p and t ∈ p • .
Definition 3: Given a place p in a bounded Petri net, a diagnosis transition group of place p is a set of all its transition group, denoted by G (p).
For example, G (p 1 ) = { t 3 , t 1 , t 3 , ε 3 } is the diagnosis transition group of place p 1 , where t 3 ∈ • p 1 , t 1 and ε 3 ∈ p • 1 , as shown in Fig. 1 .
transition t is a former transition of G (p), and t is a latter transition of G (p).
Definition 5: Given a bounded Petri net model,
is its major diagnosis transition group.
Example 6: Consider the bounded Petri net in Fig. 1 , where
The corresponding diagnosis transition groups of places are shown below:
The major diagnosis transition group of Petri net N is:
IV. PATH MARKING GRAPH
In this section, we construct a PMG with an observed sequence to extract the inherent path information based on the diagnosis transition group. Definition 7: Given two different places p and p , and a transition t, the path p tp is called an access of transition t. Definition 9: Given an observed sequence
Definition 10: Given an observed sequence
is called the diagnosis attendant sequence of σ , if the following statements are satisfied:
Definition 11:
Given an observed sequence σ = t σ 1 t σ 2 · · · t σ n (n ∈ N + ) and its diagnosis attendant sequence
We can define the PMG based on Definitions 4.1 to 4.5.
, and the PMG of σ is defined as a four tuple
ε is a set of several oriented arcs which is between the markings belonging to the set of the diagnosis obligatory smarkings or the set of diagnosis interim s-markings or connecting markings belonging to the set of diagnosis obligatory s-markings and the set of diagnosis interim s-markings; iv) W : F → σ,ε is the weight of arcs, and σ,ε is the accesses set of ε and σ .
Considering an observed sequence σ and a bounded Petri net, the sets of diagnosis obligatory and interim s-markings in its PMG reflect the states information; F and W are the responses to the inherent path information of Petri net. However, in this PMG, M σ,ε = ∅ may exist. m is the diagnosis node marking of the PMG if and only if m ∈ M σ ∪ M σ,ε , and let initial marking m 0 be the initial diagnosis node marking.
According to Algorithm 1, all markings belong to the set of diagnosis obligatory s-markings of σ can be derived on the basis of definitions anterior. Meanwhile, the access in which tokens must flow into, can also be obtained. Afterward, once the number of tokens is less than zero for random places, then the unobserved inputs of such places should fire, and tokens must pass through continue with the last marking belonging to the set of diagnosis obligatory s-marking of σ . In this case, the markings belonging to the set of diagnosis interim s-markings are stopped for renewal until equation m (p) ≥ 0 is established, and a PMG is computed for each place of the Petri net. In another case, the markings must stop to renew when the last node marking m (p) < 0, where m ∈ M σ,ε . However, transition t, which required fire is unobservable and is with no input. In another case, transition t is an observable one, and {t} = • p.
Example 13: Consider the bounded net model as shown in Fig. 1 . The sets of the observable and unobservable transitions are T o = {t 1 , t 2 , t 3 } and T u = {ε 1 , ε 2 , ε 3 } , respectively. m 0 1 = 2 0 0 0 is the initial diagnosis node marking.
Consider an observed sequence σ = t 1 t 3 . According to Algorithm 1, the PMG of σ can be computed.
is a diagnosis transition group and its latter transition is t 1 , then set m 0 1 (p 1 ) − 1. Meanwhile G (p 2 ) is a diagnosis transition group and its former transition is t 1 . Set m 0 1 (p 2 )+1, and renew the diagnosis node marking to be m 0 2 = 1 1 0 0 , and access
in which the latter transition is t 3 , then m 0 Given a PMG with an observed sequence σ , if the number of nodes in PMG is limited, then we regard this PMG as a bounded one.
Lemma 14: Given an observed sequence σ in a bounded Petri net, if the unobserved subnet is acyclic, the PMG of σ is bounded.
Proof: Given a bounded Petri net model and an observed sequence σ , we assume that a PMG of the sequence σ is a graph in which the number of nodes is unlimited, denoted as ul 1 . In this graph a circular part with markings converting to markings exists and the number of these markings are unlimited either, denoted as ul 2 . However, the markings in a PMG are the combinations of markings belong to the set of the diagnosis obligatory and interim ones. The number of the markings which belong to the set of the diagnosis obligatory s-markings is decided by the length of σ , and it is limited, denoted as l . The number of markings which belong to the set of the diagnosis interim ones is ul 2 − l and it is unlimited. Thus these markings which belong to the set of the diagnosis interim ones have to be circular. Meanwhile, the paths between these markings are remain permanent. Therefore, the paths between these markings are repetitive. For these paths constructing the subnet of Petri net, which indicates that the subnet of this bounded Petri net is cyclic.The original one is right if the converse-negative proposition is proven to be right.
V. MODIFIED PATH MARKING GRAPH
Assume that a system is with a certain number of fault behaviors. We use an unobservable transition to VOLUME 6, 2018 describe a fault, but the other normal transitions may also be unobservable. Distinguishing among transitions sharing the same label is not the work in which we are interested. In this paper, we focus on the fault that has or has possibly occurred based on the sequence that was observed.
Given an observed sequence σ , its PMG can be derived in Section IV. However, with some imperfections, the PMG cannot be used to diagnose faults directly. For one case, the number of tokens in some places may be negative with the last diagnosis node marking m, where m ∈ M σ,ε . In another case, an unobserved sequence σ can be fired with this marking m, and t f ∈ σ . With all these possible cases, the accuracy of fault diagnosis can decline. Thus we must delete or add some useless or meaningful branches to derive a new graph to avoid such disadvantages, and we call this new graph an MPMG. Fig. 2 shows that a PMG is a graph similar to a tree structure. We focus on some special nodes to describe it conveniently.
Given a PMG, if a diagnosis node marking links to several other diagnosis node markings through several arcs differently, then this diagnosis node marking is called a diagnosis mother marking.
Some branches may exist before or after a diagnosis mother marking in a PMG. Once no structure resembles the pre-branch of a diagnosis mother marking, then we regard it as a main diagnosis mother marking. For example, m 1 3 is a main diagnosis mother marking in Fig. 2 because it has no pre-branch structure. There is no need to define an MPMG here because it is a simplification of PMG, and its definition is the same as a PMG.
Example 15: Consider a PMG shown in Fig. 2 . Assume that transition ε 2 is a fault. The marking m 0 4 in the right branch is described as m 0 4 = 1 1 0 0 , in which the marking m 0 4 (p 2 ) > 0. However, the latter transition of G (p 2 ) are ε 2 and ε 1 . In this case, transition ε 2 is enabled and we need add one more access to complete this graph. Then an MPMG is built completely, as shown in Fig. 3 . 
VI. FAULT DIAGNOSIS BASED ON MPMG
As discussed in Section IV, an MPMG is with a tree structure, and some definitions of different sets of accesses and diagnosis node markings must be presented before providing a fault diagnosis algorithm.
Definition 17: Given an MPMG of an observed sequence σ , L σ is defined as a set of all accesses in MPMG.
Definition 18: Given an MPMG of an observed sequence σ , the set of accesses which are from the initial diagnosis node marking to the main diagnosis mother marking is called the set of main accesses, denoted by L σ main . Fig. 3 , the set of all accesses is
Considering the MPMG in
, and the set of main accesses is L σ main = p 1 t 1 p 2 , p 4 t 3 p 1 .
Definition 19: Given an MPMG of an observed sequence σ , the diagnosis node markings connected to main diagnosis mother marking through different arcs are called the first diagnosis node markings, denoted by m 1,i .
Definition 20: Given an MPMG of an observed sequence σ , the diagnosis node markings that connected to (n − 1) th diagnosis node markings through different arcs are called the n th diagnosis node markings, denoted by m n,i , where i ≥ 1, and i ∈ N + . For example, Fig. 3 shows that m 0 4 is the first diagnosis node marking, which can also be written as m 1,1 .
Definition 21: Given an MPMG of an observed sequence σ , M j , where j ≥ 1, and j ∈ N + , is called the set of j th diagnosis node markings.
Definition 22: Given an MPMG of an observed sequence σ , the set of accesses which are from the main diagnosis mother marking to the first diagnosis node markings is L 1 σ sub . Definition 23: Given an MPMG of an observed sequence σ , the set of accesses which are come from the (j − 1) th diagnosis node marking m (j−1),i is L ji σ sub , where i ≥ 1, j ≥ 2, and i, j ∈ N + . Consider the PMG shown in Fig. 3 . We can obtain L 1 σ sub = {p 1 ε 3 p 4 , p 2 ε 2 p 4 } and L 21 σ sub = {p 2 ε 2 p 4 }. Given an MPMG, if two arcs can be linked through a limited number of arcs or share a same diagnosis node marking, then we note these two arcs are in the same line.
For example, arcs m 0 1 → m 0 2 and m 1 3 → m 0 4 are in the same line because they can be linked through the arc m 0 2 → m 1 3 , as shown in Fig. 3 .Consider an MPMG of an a j a j−1 P j
if the fault transition t f is not in the access that belong to L σ , then the possibility of the fault t f is zero. If the fault transition t f is in the access which belongs to L σ main , then the possibility of the fault t f is one because the access in the L σ main is the access which tokens must flow into. Besides these two cases, we must search for the fault t f in the MPMG from the main diagnosis mother marking to termination node markings to compute possible fault transition in this tree structure. Starting with the first branch, the possibility of each branch will be one half that of the n th branch, and the possibility of each branch will be 1 2 n . Finally, we can use simple addition and multiplication to compute possible accesses with the observed sequence.
For Algorithm 3, we can first derive the MPMG of the given observed sequence σ . Next, the possibility of the fault transition t f can be acquired according to Algorithm 3. This algorithm presents a new point of view which is on the basis of the path structure and partial marking information of a bounded Petri net. The considered states do not need to be traversed overall. Moreover computational complexity can be decreased from O (2 n ) to O (n). Therefore, this method is more suitable for engineering applications compared with the reachability graph method.
VII. EXAMPLE
Consider a bounded Petri net shown in Fig. 4 , which describes a production line which processes the damaged parts. Instead of one plate, two have been placed and decentralized in the wrong position. A token in place p 1 indicates it is ready to process a damaged part. Transition t 1 separates slabs and plates, and the two plates are sent to two different lines. The upper line is constructed by places p 2 to p 6 . Meanwhile, a low line that the slab is sent to is constructed by places p 7 to p 11 . With parts processing in both two lines, the unobservable transitions ε 4 to ε 11 describe the procedure of smooth, clean up, paint, and polish. Finally, an observable transition t 2 represents correctly inserting a plate into the slab. During processing, if a plate is transferred to the low line (modeled by transition ε 12 ) or a slab is transferred to upper line (modeled by transition ε 13 ), a fault occurs [19] .
Assume that the observable transitions set and the fault transitions set are T o = {t 1 , t 2 , t 3 }, T f = {ε 12 , ε 13 }, and the regular unobservable transitions set is T reg = {ε 4 , ε 5 , · · · , ε 11 }.
Firstly, we must give the diagnosis transition group of all places in this Petri net, as shown in follows:
Secondly, given an observed sequence σ = t 1 t 2 , its MPMG can be built with the use of the algorithm 2, as shown in Fig. 5 .
Finally, with faults t f = ε 12 and t f = ε 13 , we can solve the diagnosis problem in this MPMG using algorithm 3.
Algorithm 3 Diagnosis With an MPMG
Input: A bounded Petri net, an observed sequence σ , and a fault t f . Output: The fault possibility P t f . Consider the fault t f = ε 12 .
We must search these accesses in the MPMG. These two accesses exist between the diagnosis node marking m 1 10 and m 0 11 , m 1 12 and m 0 13 . The possibility of ε 12 is P (ε 12 ) = 1 2 + 1 2 * 1 2 = 3 4. Similarly, the possibility of fault ε 13 is P (ε 13 ) = 0.
In this way, we also can consider the observed sequence is σ = t 1 t 2 t 3 and t 1 t 2 t 3 t 2 .
Consider an observed sequence σ = t 1 t 2 t 3 . The main set of accesses is 
The possibility of ε 12 is P (ε 12 ) = 1 and the possibility of ε 13 is P (ε 13 ) = 0.
The L σ and the L σ main of different observed sequences are listed in Table I .
VIII. DISCUSSION
For an MPMG, we use <M> to represent the sum of paths and markings, and <R> stands for the sum of nodes in a reachability graph. (MPMG and reachability graph can be constructed using a simulating tool pipe based on a given bounded Petri net.) The main advantage of using MPMG rather than the reachability graph can be appreciated by those two important parameters, <M> and <R>. Comparing two parameters, the reachability graph must exhaustively enumerate the reachable states, and this occasion usually happens in some automata-based model. <M> and <R> are compared briefly in this section based on the bounded Petri net model in the prior section, as shown in Fig. 4 . Considering an observed string σ = t 1 t 2 , the number of nodes in an MPMG is only 30, including 16 marking nodes and 14 path nodes. No more than 16 states must be considered in the procedure of fault diagnosis. However, the sum of the states considered in the reachability graph exceeds 16 and increases exponentially as the scale expands. Furthermore, by deleting some useless nodes or states for an MPMG, the number of nodes can increase much more slowly although the computational complexity still needs concern with a large scale. Thus, not all states must be traversed, meanwhile the computational complexity of this diagnosis process could further decline.
Based on the above analysis of the given bounded Petri net, the approach presented here is suitable for a small-scale diagnosis problem. And the construction of MPMG can describe the state space in a compact manner.
IX. CONCLUSIONS
We propose an offline approach to solve the fault diagnosis problem based on the bounded Petri nets with the structure information of two new graphs, that is, PMG and MPMG. In this paper, the faults are described by some unobservable transitions, whereas legal behaviors are represented by the rest of the unobservable and observable ones. We obtained the corresponding diagnosis results of the different potential fault behaviors. The diagnosis results provided correspond to different possibilities of fault behaviors obtained from the construction of the PMG and MPMG. The main advantage of our method is using the path information of the bounded Petri nets to construct two special graphs. Furthermore, the system states do not all need be traversed. The procedure to compute the possibilities in such a case is moved offline because it is the most burdensome part. This computational complexity can be simplified owing to the definitions of the PMG and MPMG.
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