Abstract. We demonstrate how most common cardinal invariants associated to a von Neumann algebra M can be computed from the decomposability number, dec(M), and the minimal cardinality of a generating set, gen(M). Applications include the equivalence of the well-known generator problem, "Is every separably-acting von Neumann algebra singly-generated?", with the formally stronger questions, "Is every countably-generated von Neumann algebra singly-generated?" and "Is the gen invariant monotone?" Modulo the generator problem, we determine the range of the invariant (gen(M), dec(M)), which is mostly governed by the inequality dec(M) ≤ c gen(M) .
Introduction
In this paper we consider various ways of describing the size of a von Neumann algebra M. We show that most common cardinal invariants can be computed in terms of the minimal cardinality of a generating set, gen(M), and the decomposability number, dec(M). For example, their product is the representation density, χ r (M) (Theorem 2.1(2)). (See the next section for definitions.) With c the cardinality of the continuum, always dec(M) ≤ c gen(M) (Theorem 2.1(2)); this essentially determines the range of the invariant (gen(M), dec(M)) (Theorem 4.3). We give a formula for computing gen of an arbitrary direct sum (Theorem 4.1) and deduce that the condition dec(M) > ℵ 0 · gen(M) can only hold when the center is large (Proposition 5.1 (1) ). We also show that dec(M) and gen(M) determine the cardinality of M * , but not of M, although the formula |M| = (ℵ 0 · gen(M)) ℵ 0 ·dec(M) works as long as M can be written as a direct sum of algebras each of which can be generated by fewer than (2 ℵ 1 ) +ω 1 elements (and this cardinal bound is sharp).
One of our underlying motivations is to give new formulations of the generator problem for von Neumann algebras, which we briefly describe now.
There are many criteria by which a von Neumann algebra may be considered "small." One is separability of the predual; this is equivalent to the existence of a faithful representation on ℓ 2 . We will call such algebras "separably-acting." Another criterion for smallness is the presence of a countable generating set, or even better, the presence of a single generator. Every separably-acting von Neumann algebra is countably-generated, but the converse is not true. For example, the atomic abelian von Neumann algebra ℓ ∞ c is generated by any single element whose components are all distinct, and its predual ℓ 1 c is nonseparable. Thus the following question is formally stronger. Question 1.2. Is every countably-generated von Neumann algebra singly-generated?
We will see that the two questions are actually equivalent (Theorem 3.4), so that either may be termed "the generator problem." We also show that Questions 1.1 and 1.2 are equivalent to asking whether gen is monotone (Theorem 6.1(3)) or multiplicative on tensor products (Corollary 6.2(3)). Unfortunately we offer little insight here into the answers to these questions, other than the fact that they are identical. Over the years more and more classes of separably-acting von Neumann algebras have been shown to be singly-generated, including those that are type I ( [27] ) or properly infinite ( [47, Theorem 2] ). It is also known that a full positive answer would follow from a positive answer for II 1 factors ([46, Corollary 2]) -here we add the possibly useful observation that one can restrict attention to finitely-generated II 1 factors (Theorem 3.8). On the other hand there has been feeling that free entropy and other tools from free probability might show that algebras such as L(F 3 ) are counterexamples. For more on the current status of the generator problem for II 1 factors, the reader could consult [41, Chapter 16] or [13] .
The paper is structured as follows. In the next section we establish a number of relations between invariants that measure the size of a von Neumann algebra. In Section 3 we prove that Questions 1.1 and 1.2 are equivalent and use Shen's invariant G(·) to further reduce to the finitely-generated case. Section 4 establishes the formula gen( ⊕ M i ) = max{log c (|I|), sup gen(M i )}, then identifies (modulo the generator problem) the pairs of cardinals that arise as (gen(M), dec(M)). In Section 5 we consider what cardinal invariants can say about the center, or about the algebra modulo the center, and we generalize some results of Kehlet. Section 6 proves that the generator problem is equivalent to monotonicity of gen, or multiplicativity of gen on tensor products. Section 7 comments on the invariants of double duals of C * -algebras, and responds (not quite completely) to some questions of Hu and Neufang. In the final section we investigate when and how gen(M) and dec(M) determine the cardinality of M.
Owing to the quantity of invariants, it can be difficult even for experts to keep the interdependences straight. A secondary goal of this paper is simply to collect and organize all the relevant information, including examples and some brief historical discussion.
None of the results in this paper rely on set theoretic assumptions beyond ZFC.
Describing the size of a von Neumann algebra
Representations of von Neumann algebras are always understood here to be normal. The symbol "≃" stands either for *-isomorphism of von Neumann algebras or isometric isomorphism of Banach spaces. The center of a von Neumann algebra M is Z(M), and in any direct sum ⊕ M i we let {e i } be the coordinate projections. The cardinality of a set S is |S|. The density character of a topological space is the minimal cardinality of a dense set, and the norm density character of a Banach space X will be denoted dens(X). For a Hilbert space H, we have dens(H) = ℵ 0 · dim(H): consider finite linear combinations of basis elements over Q + iQ. We also write s-dens for the density character of a von Neumann algebra M or its unit ball M ≤1 with respect to the σ-strong topology. The reader should be aware that in general (nonmetrizable) Hausdorff spaces the density character may increase when passing to a subspace, even a closed subgroup of a topological group (see [6] for examples and discussion). It will turn out that this phenomenon does not occur in the situations considered in this paper.
Here are three cardinal invariants for a von Neumann algebra M.
• gen(M) = minimal cardinality of a generating set. By fiat we set gen(C) = 1 instead of 0.
• χ r (M) = minimal dimension of a Hilbert space on which M acts faithfully. We take this notation and the name representation density from [10, Section 7] , where the C * -version is briefly developed. In Theorem 2.1(2) we show that χ r (M) = dens(M * ) whenever M is infinite-dimensional, which generalizes the often-mentioned, rarely-proved fact that a von Neumann algebra is separably-acting if and only if it has separable predual (e.g., [48, Lemma 1.8] ).
• dec(M) = maximal cardinality of a set of pairwise orthogonal nonzero projections in M.
(That the supremum is achieved is proved in [17, Theorem 2.6(i)].) This notation, for decomposability number, is taken from the series of papers [17, 16, 25] , although the concept had appeared earlier in [1, p.54] . Of course it is motivated by the condition called either σ-finiteness or countable decomposability, which amounts to dec(M) ≤ ℵ 0 .
It is classical that a von Neumann algebra M acts faithfully on a separable Hilbert space if and only if it is both countably-generated and σ-finite ([7, Exercice I.7.3bc]). In other words,
In Theorem 2.1(2) we will obtain the general statement χ r (M) = gen(M) · dec(M). One reason (2.1) is easy to misremember is that the analogous conditions for C * -algebras interact in a totally different manner: countable generation is equivalent to separability (of the algebra), and this is strictly stronger than being representable on a separable Hilbert space. Figure 1 is intended to help the reader visualize (2.1) and its relation to our treatment of the generator problem. Most von Neumann algebras one encounters are in C, and we have already mentioned that the algebra ℓ ∞ c belongs to B. We will describe several inhabitants of E in Example 4.2. The usual generator problem (Question 1.1) asks whether D is empty, while Question 1.2 asks whether A and D are both empty. Figure 1 . The "small" von Neumann algebras described in (2.1). (1) One can write M as a direct sum ⊕ i∈I M i , where |I| ≤ dec(Z(M)) ≤ dec(M) and for each i,
(2) The following relations hold:
Thus gen(M) and dec(M) together determine s-dens(M), χ r (M), dens(M * ), and |M * |.
Proof. We first dispose of the case where M is finite-dimensional. Then M is of the form ⊕ k M n k , with gen(M) = 1 and χ r (M) = dec(M) = k n k . All claims of the theorem are easily verified. For the remainder of the proof we assume that M is infinite-dimensional, so that χ r (M) and dec(M) are necessarily infinite ([17, Proposition 2.5]).
(1) Let M be generated by {x α } α<gen(M) . Set A 0 to be the σ-strongly dense subset of M consisting of noncommuting *-polynomials in the x α with coefficients in Q + iQ. Because any σ-strongly dense set is infinite and generating, we have
As mentioned earlier, it is in general false that the density character of a topological space dominates the density character of a subspace, so we need a short argument to establish that sdens(M ≤1 ) also equals |A 0 | = s-dens(M). The Kaplansky density theorem implies that M ≤1 ∩ A 0 is σ-strongly dense in M ≤1 , giving s-dens(M ≤1 ) ≤ |M ≤1 ∩ A 0 | = |A 0 |. On the other hand, if S is any σ-strongly dense set in M ≤1 , then the set of positive rational multiples of elements of S (which has the same cardinality as S) is σ-strongly dense in M: this gives s-dens(M ≤1 ) ≥ s-dens(M).
Now represent M on a Hilbert space H and choose any 0 = ξ ∈ H. The space H 0 = Mξ = A 0 ξ is M-invariant and clearly has density character ≤ |A 0 | = ℵ 0 · gen(M). Since M is represented normally (but not necessarily faithfully) on H 0 , the image of M is isomorphic to zM for some central projection z ∈ M. By Zorn's lemma H can then be decomposed as a sum of M-invariant subspaces {H i } i∈I with dim
Totally order the index set, and define y i = z i − ∨ j<i z j . Set I ′ = {i ∈ I | y i = 0} and M i = y i M for i ∈ I ′ , so {y i } i∈I ′ are nonzero central projections summing to 1 and M ≃
(2) We treat each nontrivial relation separately.
, it suffices to prove that s-dens(M ≤1 ) ≤ κ whenever M ⊆ B(ℓ 2 κ ). We effectively show that s-dens(M ≤1 ) ≤ s-dens(B(ℓ 2 κ ) ≤1 ). Later (Theorem 6.1(2)) we will combine this fact with others to obtain the same conclusion for any inclusion of von Neumann algebras.
Fix a basis {ξ β } β<κ for ℓ 2 κ . Let {x α } α<κ ⊂ B(ℓ 2 κ ) ≤1 be a σ-strongly dense set: for example, one can take the contractive operators whose matrices have finitely many nonzero entries taking values in Q + iQ. The σ-strong topology on B(ℓ 2 κ ) ≤1 is just the strong topology, generated by the seminorms p β (y) = yξ β . Consider the κ strongly open subsets of B(ℓ 2 κ ) ≤1 V α,F,n = {y | p β (y − x α ) < 1/n for all β in the finite set of indices F }.
For each multi-index (α, F, n), choose an element y α,F,n ∈ M ≤1 ∩ V α,F,n if the intersection is nonempty. We claim that the set of ≤ κ elements chosen is strongly dense in M ≤1 .
For the claim, it suffices to take any y ∈ M ≤1 , any F , and any n, and show that some
for all β ∈ F . Then V α ′ ,F,2n intersects M ≤1 nontrivially (it contains y), so it contains an element y α ′ ,F,2n . Finally note that for
(This also uses the additivity of χ r on direct sums, an easy fact noted as part of Theorem 4.1 below.) The opposite inequality follows from the preceding two underlined statements. (1), let A = C * ({x i }) be the norm closure of A 0 . Now M ≃ zA * * for some central projection z in the von Neumann algebra A * * , and M * ≃ zA * . Any linear functional on A is completely determined by its restriction to A 0 , so
Remark 2.2. The proof of Theorem 2.1 (1) shows that ℵ 0 · gen(M) is also the density character of M or M ≤1 in the σ-strong* or σ-weak topology. 
for the third relation and minimal projections for the fourth. As for the gen invariant, note that a type I factor cannot be written nontrivially as a direct sum, so Theorem 2.1 (1) 
) from its matrix units). This forces gen(B(ℓ 2 κ )) = κ for κ uncountable. For κ ≤ ℵ 0 , B(ℓ 2 κ ) is singly-generated by classical results, being either finitedimensional or properly infinite.
We separate out the following consequence of Theorem 2.1 for use in Section 3. It is in some sense "known to the experts." We could not find it fully proved in the literature, although it has been stated ([9, bottom of p.95]), and half of it (remove the modifier "≤ c") appeared as [40, Lemma 6.5.2] . Its converse is also valid (see Remark 3.3(2)). 
An equivalent formulation of the generator problem
We start this section with some review of the relevant history. In the very first paper on what are now called von Neumann algebras, von Neumann showed that an abelian von Neumann algebra is generated by a single self-adjoint operator ( [26, Satz 10] ). This was 1929, so Hilbert space meant ℓ 2 (explicitly stated in the opening paragraphs), and thus the result is often stated as "separably-acting abelian von Neumann algebras are singly-generated." But in his proof, the first step is to note that the algebra is generated by a countable family of projections; he then gives a purely algebraic method for constructing a generator. Since the spectral theory in the same paper shows that a singly-generated abelian von Neumann algebra is generated by a countable family of spectral projections, a countably-generated abelian von Neumann algebra is also generated by countably many projections, and von Neumann has really shown that "countablygenerated abelian von Neumann algebras are singly-generated." (His spectral theory is developed on a separable Hilbert space, but this is not needed for the existence of spectral projections.) Von Neumann's construction of a generator is quite intricate. Nowadays we have an elegant oneparagraph proof that goes back at least to Rickart's 1960 book ([35, A.
2.1]).
From von Neumann's result and the decomposition into real and imaginary parts, a general von Neumann algebra is singly-generated if and only if it is generated by two abelian *-subalgebras that are either countably-generated or a fortiori separably-acting. This seems to have been first leveraged nontrivially in Pearcy's 1962 paper [27] on type I algebras. In 1963 Suzuki and Saitô made the following observation.
Lemma 3.1. ([42, Lemma 4])
If a von Neumann algebra is generated by countably many commuting singly-generated *-subalgebras, then it is singly-generated.
For completeness we sketch the proof. If generators of the subalgebras are decomposed into real and imaginary parts as x j +iy j , then W * ({x j }) and W * ({y j }) are abelian and countably-generated. By von Neumann's result each has a single self-adjoint generator, say x and y respectively. Then x + iy generates the original algebra.
Lemma 3.1 implies in particular that the direct sum of countably many singly-generated algebras is singly-generated (noted, for instance, in [36, Remark, p. 451] ). The following improvement seems to be new. Lemma 3.2. Let {M i } i∈I be a set of ≤ c singly-generated von Neumann algebras. Then
is also singly-generated.
Proof. For each i, let x i be a generator for M i with norm ≤ 1. Since |I| ≤ c, W * ({e i }) ≃ ℓ ∞ I is a singly-generated subalgebra of the center of ⊕ M i . The commuting singly-generated algebras
, which is therefore singly-generated by Lemma 3.1.
Remark 3.3.
(1) Lemma 3.2 generalizes neither Lemma 3.1 nor the von Neumann result. In particular, it does not say that an abelian von Neumann algebra generated by ≤ c elements is singlygenerated; that is false. There are counterexamples in Example 4.2(2,3) and at the end of Section 7.1. (2) Lemma 3.2 is a noncommutative analogue of the Pondiczery-Hewitt-Marczewski theorem from classical point-set topology ( [31, 15, 23] ): the Cartesian product of ≤ c separable Hausdorff spaces is still separable. In fact, this theorem and the equality ℵ 0 · gen(M) = s-dens(M) can be used to show directly that the direct sum of ≤ c countably-generated von Neumann algebras is still countably-generated. For countable generation is equivalent to σ-strong separability, and the σ-strong topology on a direct sum is the product topology.
(This can also be proved in the same way as Lemma 3.2.) When combined with Corollary 2.4, this gives the following characterization: a von Neumann is countably-generated if and only if it is a direct sum of ≤ c separably-acting algebras.
In terms of cardinal invariants, von Neumann algebras behave very much like a tractable class of topological spaces, with gen, χ r , and dec substituted for density, weight, and cellularity, respectively ( [5] ). (3) Lemma 3.2 is sufficient to prove the next theorem. But the reader will guess that it can be generalized, and we do this in Theorem 4.1 below.
Theorem 3.4. Questions 1.1 and 1.2 are equivalent: if all separably-acting von Neumann algebras are singly-generated, then all countably-generated von Neumann algebras are singly-generated.
Proof. Assume that all separably-acting von Neumann algebras are singly-generated. Let M be countably-generated. By Corollary 2.4, M is a direct sum of ≤ c separably-acting algebras, each singly-generated by assumption. Then Lemma 3.2 implies that M is singly-generated.
The author considers Question 1.2 to be a natural formulation of the generator problem and closer in spirit to von Neumann's original result. Nearly all constructions involving generators have been algebraic, i.e., without reference to an underlying Hilbert space. For example, Wogen's original proof that separably-acting properly infinite von Neumann algebras are singly-generated ([47, Theorem 2]) requires no change if M is only assumed to be countably-generated. The exception is the use of direct integrals.
Recall that a von Neumann algebra is said to be approximately finite-dimensional (AFD) if it has an increasing net of finite-dimensional *-subalgebras whose union is σ-strongly dense. Proposition 3.5. A countably-generated AFD von Neumann algebra M is singly-generated.
Proof. By Corollary 2.4, M is a direct sum of ≤ c separably-acting algebras, each clearly AFD. By Lemma 3.2 it suffices to show that any separably-acting AFD algebra, say N , is singly-generated. This is known, but a little hard to pin down in the literature. A very short argument goes by direct integral theory. By [45, Theorem 2] , N has a direct integral decomposition into (a.e.) AFD factors, each of which is singly-generated by [ We conclude this section by showing that the generator problem is also equivalent to deciding whether all finitely-generated algebras are singly-generated, or even just all finitely-generated II 1 factors. It seems possible that this reduction could be useful.
The main tool is Shen's [0, +∞]-valued invariant G(·) for countably-generated tracial von Neumann algebras, which was introduced in [38] and further developed in [8] . One thinks of G(·) very roughly as a continuous version of the invariant gen(·) − 1; it is defined to be +∞ only when the algebra is not finitely-generated. In the interest of economy we simply quote the facts we need about G(·), referring the reader to [41, Chapter 16] for a full treatment (including the definition).
We thank Stuart White for his suggestions on organizing this argument.
Theorem 3.7. Let M be a countably-generated II 1 factor. We allow the value G(M) = +∞ in the (in)equalities below, with obvious interpretations.
(1) Bounds. The minimal cardinality of a set of self-adjoint generators for M lies between 2G(M) + 1 and
. Here M t is the usual amplification: the II 1 factor well-defined up to isomorphism as p(M n ⊗ M)p, for any n ∈ N and projection p ∈ M n ⊗ M satisfying τ (p) = t/n.
Theorem 3.8. The generator problem is equivalent to deciding whether all finitely-generated II 1 factors are singly-generated.
Proof. We first ask: What is the range of the invariant G on countably-generated II 1 factors? In all cases where G has been computed, the value is zero. By Theorem 3.7(2), it either attains all finite nonzero values or none. If none, we claim that it does not attain the value +∞ either. For let M be an arbitrary countably-generated II 1 factor, and let {x n } ∞ n=1 generate M. We may choose
Each M n is a II 1 factor, because any central projection has to commute with x 1 . And by Theorem 3.7(1), G(M n ) ≤ n − 1 2 , so the assumption that G attains no nonzero finite values implies G(M n ) = 0 for all n. From Theorem 3.7(3) we conclude that G(M) = 0.
Therefore the range in question is either {0} or [0, +∞]. By Theorem 3.7(1), this implies that the range of the gen invariant on countably-generated II 1 factors is either {1} or {1, 2, . . . , ℵ 0 }. Now consider the nontrivial direction in the statement to be proved. If all finitely-generated II 1 factors are singly-generated, then from the previous paragraph we know that the range of gen on countably-generated II 1 factors is {1}. This implies a positive answer to the generator problem, as mentioned in the Introduction.
Cardinal invariants and direct sums
In this section we will see that the inequality dec(M) ≤ c gen(M) essentially determines which pairs of cardinals arise as (gen(M), dec(M)). As we have seen, these two invariants determine many others. For cardinals κ and λ > 1, log λ (κ) denotes the least nonzero cardinal µ such that λ µ ≥ κ.
Theorem 4.1. Let {M i } i∈I be a family of von Neumann algebras. The invariants χ r and dec are additive on direct sums in the sense that χ r (
The invariant gen is only subadditive and follows the formula 
The additivity of dec is only slightly less straightforward. For each j ∈ I let {p
For the opposite inequality, let {q β } β∈J ⊂ ⊕ M i be nonzero projections summing to 1. For each β, i e i q β = q β , so in particular e i q β = 0 for at least one i. Then the nonzero projections in {e i q β } i,β sum to 1 and have cardinality ≥ |J|. Also for each i, the identity β e i q β = e i implies |{β | e i q β = 0}| ≤ dec(M i ). Finally,
Before proving (4.1) in generality, we handle the subcase when all M i = C and so ⊕ M i ≃ ℓ ∞ I . We simply need enough generators to separate the points of the underlying topological space I ([44, Proposition 6.1.3]). Any element of ℓ ∞ I partitions the space into at most c equivalence classes as inverse images of single complex numbers. Thus λ elements can create up to c λ equivalence classes. Separating the points means that each equivalence class is at most a singleton, so λ has to be large enough to satisfy c λ ≥ |I|.
The remainder of the argument consists of establishing three inequalities. gen(
, log c (|I|)}: Each M j can be generated by a set of contractions
, as explained at the beginning of this argument. Then S = {x α } ∪ {z β } is a generating set for ⊕ M i of cardinality (sup gen(M i )) + log c (|I|). For indices γ < min{log c (|I|), sup i gen(M i )}, x γ and z γ commute, since z γ belongs to the center: then W * (x γ , z γ ) is singly-generated by Lemma 3.1. Replacing the doubletons {x γ , z γ } in S by singletons gives the conclusion. Here are some examples; the main novelty probably lies in the technique of (1), the generality of (2), and the reference for (3).
(1) Let G be an ICC group, i.e., an infinite discrete group in which all non-identity conjugacy classes are infinite. There are ICC groups of any infinite cardinality κ, for instance F κ , the free group on κ letters. It is well-known that when G is ICC, the group von Neumann algebra L(G) is a II 1 factor. Using this and (♥) (including the the fact, noted in its proof, that M * and L 2 (M) are always homeomorphic), It is obvious that gen(M) ≤ gen(M i ), by taking the union of generating sets for the M i . Also observe that for each i, the slice map S i corresponding to the normal faithful state
Any element of M ≤1 is a σ-strong limit of finite linear combinations of finite tensors, which we may assume by Kaplansky density to belong to M ≤1 . On M ≤1 the σ-strong topology is generated by the norm x ϕ = ϕ(x * x) 1/2 , so it suffices to consider limits of sequences. Suppose x n → x strongly, where each x n is a finite linear combination of finite tensors as above. Then for each n, S i (x n ) is a scalar for all but finitely many i. Thus S i (x) = s-lim S i (x n ) is a scalar for all but countably many i. Since S i is normal, any σ-weakly dense set must have elements that expect onto non-scalars in each M i . It follows that when I is uncountable, s-dens(M) ≥ |I|. Of course this inequality is also valid when I is countable.
Putting the conclusions of the previous three paragraphs together with s-dens(N ) = ℵ 0 · gen(N ) from Theorem 2.1(1) and the second equality from (4.2), we get
All terms of (4.3) are therefore equal. By the assumption that I or sup gen(M i ) is uncountable, the ℵ 0 factors can be dropped, giving the first equality in (4.2).
If I and sup gen(M i ) are countable, we can only give the estimate gen(M) ≤ sup gen(M i ). For each i ∈ I, let {x i j } j<sup gen(M i ) generate M i . Then for each j < sup gen(M i ), the family {x i j } i is commuting, so by Lemma 3.1, W * ({x i j } i ) is generated by some y j . Then
). We discuss (finite) tensor products of non-σ-finite von Neumann algebras, with no reference states, in Section 6. (3) A tracial ultrapower of a II 1 factor is a II 1 factor (so σ-finite) that is not countablygenerated. This follows from a more general theorem proved in [11] Note that the examples in (2) and (3) include abelian algebras.
Example 4.2 shows that gen(M) is not bounded by any function of dec(M). One can manufacture examples with dec(M) strictly larger than gen(M) by exploiting the distinction between additivity
and subadditivity on direct sums (Theorem 4.1, simple examples are M = ℓ ∞ c κ for any κ), but the gap is restricted by the inequality dec(M) ≤ c gen(M) from (♥). This turns out to be nearly the whole story. (1) For any pair of cardinals κ g and κ d satisfying
there is a von Neumann algebra M with gen(M) = κ g and dec(M) = κ d . 
(The generator problem asks whether the third set is ∅.)
(L(F κg )) works. By Theorem 4.1 and Example 4.2(1), we compute We showed in the proof of Theorem 3.8 that the range of the gen invariant on countably-generated II 1 factors is either {1, 2, . . . , ℵ 0 } or {1}, and the latter case implies that gen takes no values in 
Cardinal invariants and the center
In the previous section we built our examples satisfying dec(M) > gen(M) as direct sums. This is unavoidable, as the first part of the next proposition shows.
Proposition 5.1. Let M be a von Neumann algebra.
( 
using additivity of χ r for the first step and (♥) for the fifth. Then
implies that the maximum on the right is dec(Z(M)). (2): By (♥) we have
and by (1) Remark 5.2. We cited Dixmier's book ([7, Exercice I.7.3bc]) for the classical fact (2.1) that "separably-acting" is the same as "countably-generated and σ-finite," then gave the equation χ r (M) = gen(M) · dec(M) as a generalization. The same exercises in Dixmier also show that "separably-acting" is equivalent to "countably-generated and having σ-finite center," which is generalized by Proposition 5.1(2).
Next we consider modified invariants that ignore the size of the center, at least in terms of decomposability. If M → F (M) is any cardinal invariant, its "localization" is F ′ (M) = min{κ | M can be written as a direct sum of algebras {M α } with F (M α ) ≤ κ for all α}.
Lemma 5.3. Assume that a cardinal invariant F has the regularity property F (M) ≤ F (M⊕N ) for arbitrary M and N , as all invariants in this paper do. Then for any decomposition M = ⊕ M i ,
since M is the direct sum of all the M i j . In the other direction, let M = ⊕ M α be such that
For any i 0 we have
Here are some applications of invariants of this type. 
2.
The main content of Theorem 2.1(1) is the inequality
Here is an improvement.
Proposition 5.4. For a von Neumann algebra M, we have
Thus the invariants gen ′ (M) and χ ′ r (M) only differ when gen ′ (M) is finite and M is not atomic abelian.
where the first two relations are justified by (5.1) and (5.2), respectively. The opposite inequality follows from the general fact gen(N ) ≤ χ r (N ) from (♥). The necessary observation for the second sentence is gen ′ (M) > 1 ⇒ χ ′ r (M) ≥ ℵ 0 (because a summand that is not singly-generated must be infinite-dimensional and so has infinite representation density).
Proposition 5.4 generalizes a result of Kehlet ([21, Proposition 1]), where it is shown that gen
We can also generalize [21, Proposition 2], which says that if {M n } is a countable set of von Neumann algebras acting on a common Hilbert space, and χ ′ r (M n ) ≤ ℵ 0 for each n, then χ ′ r (W * ({M n })) ≤ ℵ 0 too. The broader fact is that for any family {M i } i∈I on a common Hilbert space, χ
Here is the idea, not much different from [21] or the proof of Theorem 2.1(1) above. For any nonzero vector ξ and index i, let M i be decomposed into summands that are each generated by ≤ gen ′ (M i ) elements. All but countably many summands of M i annihilate ξ, so all but 
Since I ′ ⊆ I, the right-hand side must be sup i∈I ′ gen(N i ). The inequality gen(N i ) > gen(M) must then happen for some i = i 0 ; we show that this entails countability of gen(N i 0 ) and finiteness of gen(M). Since
using Proposition 5.1(3) for the last relation. Comparing the end terms, gen(M i 0 ) must be finite, making gen(N i 0 ) countable and gen(M) finite. We have shown that gen( (1) gen(M⊗N ) ≤ max{gen(M), gen(N )}.
(2) If at least one of M and N is not countably-generated, then
(3) The generator problem is equivalent to deciding whether (6.2) is universally valid, i.e., whether gen is multiplicative on tensor products.
Proof. (1): Same argument as the second-to-last paragraph of Example 4.2.
(2): Use part (1) and Theorem 6.1(1), noting M and N are subalgebras of M⊗N . (3): A "yes" answer to Question 1.2 makes both sides of (6.2) equal 1 whenever M and N (so also M⊗N ) are countably-generated. A "no" answer to Question 1.2 implies the existence of M with gen(M) ∈ (1, ℵ 0 ]. Since M ⊗ B(ℓ 2 ) is countably-generated and properly infinite,
Tensoring with B(ℓ 2 κ ) can either increase or decrease gen(M), depending on κ and the answer to the generator problem. For uncountable κ, by Example 2.3 and Corollary 6.2(2) the action is nondecreasing, and even strictly increasing when κ > gen(M). But for countable κ, the action is nonincreasing by Corollary 6.2(1). In fact, if the generator problem has a negative answer, the decreasing effect gets stronger as κ increases, until at κ = ℵ 0 all countably-generated tensor products are singly-generated. This is illustrated by two very nice results from a neglected 1972 paper of Behncke. (1) If M is generated by n self-adjoint operators, then M k ⊗ M can be generated by m ≥ 2 self-adjoint operators as long as m − 1 ≥ n−1 k 2 . (2) If M and N lack finite type I summands, then M⊗N is singly-generated.
From inspection of its proof, this theorem remains valid if "separably-acting" is replaced by "countably-generated."
The fact that gen is nonincreasing under tensoring with a matrix algebra is a hallowed trick in the history of the generator problem, evolving quickly from its inception in Pearcy's 1963 paper [29] . Based on a fairly thorough survey of the literature, the author concluded that Theorem 6.3(1) is the sharpest result of this type. It is essentially the strongest possible implication that is compatible with the contingency that L(F m ) is not generated by fewer than m self-adjoint operators, because of (and exactly matching) Voiculescu For completeness we observe that χ r and dec are multiplicative on tensor products. Proof. This is straightforward when both algebras are finite-dimensional, so assume that at least one is infinite-dimensional. (2) To see that the tensor product of σ-finite projections is σ-finite, note that σ-finiteness is equivalent to being the support of a normal state. If ϕ is supported on p α and ψ is supported on q β , then ϕ ⊗ ψ is supported on p α ⊗ q β ([4, Proposition III.2.2.29]).) 7. Some remarks on cardinal invariants for double duals of C * -algebras 7.1. Double duals of full C * -algebras of free groups. If gen(M) = κ, then M is generated by ≤ 2κ unitaries and is therefore a summand of C * (F 2κ ) * * . Thus C * (F 2κ ) * * is the "largest" von Neumann algebra generated by κ elements. Note that one can construct a one-dimensional representation of F 2κ by sending the 2κ generators to arbitrary unit scalars. This produces c 2κ = c κ distinct 1-dimensional summands in C * (F 2κ ) * * , which therefore has decomposability number ≥ c κ . On the other hand C * (F 2κ ) * * is visibly generated by κ elements. The general relation dec(M) ≤ c gen(M) from (♥) then forces dec(C * (F 2κ ) * * ) = c κ . While this argument does not show that gen(C * (F 2κ ) * * ) equals κ, it is not larger, and c gen(C * (F 2κ ) * * ) = c κ . In other words
By the same analysis, (7.1) also applies if F 2κ is replaced with F ab 2κ , the free abelian group on 2κ generators. In particular 1 < log c (c c ) ≤ gen(C * (F ab c ) * * ) ≤ c; this phenomenon was mentioned in [17, 16, 25] , especially for von Neumann algebras that are second duals and/or associated to locally compact groups. As remarked earlier, the intersection between these papers and the present one mostly concerns (♥). Here is something interesting that follows from the union: for [17, Proof of Lemma 7.6] and the proof of "ℵ 0 · χ r (M) = dens(M * )" in Theorem 2.1(2).)
In the rest of this section we apply our results to two questions raised by Hu and Neufang.
In [17, Remark 6.7 (ii)] they ask whether dec(A * * ) = |A * | for every infinite-dimensional unital commutative C * -algebra A. The answer to this question is no. Let I be an infinite set whose cardinality satisfies |I| < |I| ℵ 0 ; for example |I| could be ℵ 0 or ℵ ω (the latter by König's theorem, see [18, Corollary 5.14] .) Let A be the unitization of c 0 (I), so that A * * ≃ ℓ ∞ I . Then from (♥),
In [17, Remark 6.7( iii)] they ask for which infinite-dimensional C * -algebras A one has (7.2) dec(A * * ) = dens(A * ).
(One always has the relation "≤," by [17, Corollary 2.7] or (♥).) Since dens(A * ) = dens((A * * ) * ) = χ r (A * * ) also by (♥), condition (7.2) says that A * * is maximally decomposable ([16, Definition 3.1]), the main concept of Hu's paper [16] . Hu and Neufang show that (7.2) holds for many classes of C * -algebras associated to infinite locally compact groups. Does (7.2) hold for all infinite-dimensional C * -algebras? We do not know, but at least it is widely enjoyed.
Proposition 7.1. If an infinite-dimensional C * -algebra A is either type I, or generated by ≤ c elements, then (7.2) holds.
Proof. We will work with a reformulation of (7.2). Since dec(A * * ) · gen(A * * ) = dens(A * ) by (♥), (7.2) is equivalent to dec(A * * ) = dec(A * * ) · gen(A * * ), which is in turn equivalent to
Suppose that A is type I. Let {J α } α∈I be a composition series for A in which J α+1 /J α is a continuous trace algebra for every α ∈ I ([4, Corollary IV.1.4.28]). Then
Because dec is additive on direct sums and gen is only subadditive (Theorem 4.1), to prove (7.3) it suffices to prove gen ≤ dec for all summands in (7.4). Thus we only need to show (7.3) for continuous trace algebras. Since (7.3) is automatic for A * * countably-generated (2 ≤ gen(A * * ) ≤ ℵ 0 implies A * * infinite-dimensional and dec(A * * ) ≥ ℵ 0 ), we may and do assume that gen(A * * ) > ℵ 0 . Continuous trace algebras are type I, so A * * is a type I von Neumann algebra. Write A * * ≃ ⊕ κ∈K B(ℓ 2 κ )⊗Z κ , where the Z κ are abelian von Neumann algebras. Let κ 0 = sup K. Now dec(A * * ) dominates both κ 0 and dec(Z(A * * )); since at least one of these must be infinite, we get
Working from the other direction, compute
using Theorem 4.1 for the first relation and infiniteness of κ 0 · κ 0 · gen(Z(A * * )) for the last. (According to (7.6), it dominates gen(A * * ).) Putting (7.5) and (7.6) together, (7.3) will follow if we show gen(Z(A * * )) ≤ dec(Z(A * * )). Since A is continuous trace, Z(A * * ) ≃ C 0 (Â) * * ( [29, Theorem 6.3] ). This means that we only need to show (7.3) for abelian A. We write A = C 0 (X) for some infinite locally compact Hausdorff space X. For each unequal pair x, y ∈ X, there is a function f x,y ∈ C 0 (X) with f x,y (x) = f x,y (y). By the Stone-Weierstrass theorem the family of |X| 2 + 1 = |X| functions {f x,y } ∪ {1} generates C 0 (X) as a C * -algebra and thus C 0 (X) * * as a von Neumann algebra, making gen(C 0 (X) * * ) ≤ |X|. On the other hand, the points of X give disjoint one-dimensional representations of C 0 (X), which correspond to one-dimensional summands in C 0 (X) * * . This entails dec(C 0 (X) * * ) ≥ |X| and completes the proof of the type I case. Now suppose that A is generated as a C * -algebra by ≤ c elements. This implies that gen(A * * ) ≤ c, and from (1) we may also assume that A is not type I. By Sakai's nonseparable version of Glimm's theorem (conveniently formulated in [30, Corollary 6.7.4] ), there is a C * -subalgebra B ⊆ A with ideal J ⊳ B such that B/J is *-isomorphic to the CAR algebra M 2 ∞ . Powers showed that M 2 ∞ has a continuum of nonisomorphic factor representations ([33, Section 4]), each of which is then a summand of M * * 2 ∞ . From all this we deduce
Proposition 7.1 is easily extended to a stronger fact. Let I(A) denote the largest type I ideal of a C * -algebra A ([4, Section IV.1.1.12]). Then A satisfies (7.2) whenever gen((A/I(A)) * * ) ≤ c, by applying Theorem 4.1 and Proposition 7.1 to the decomposition A * * ≃ I(A) * * ⊕ (A/I(A)) * * .
Cardinality of a von Neumann algebra
One of the goals of this paper is to demonstrate that many cardinal invariants for von Neumann algebras can be expressed in terms of gen and dec, mostly based on Theorem 2.1. This is true for the cardinality of the predual, but in this section we show that it is not true for the cardinality of the algebra itself. Nonetheless the situation is not so bad: there is a simple formula that works unless the algebra is fantastically large. (See the third condition in Theorem 8.3 (2) . We mean large to an analyst, maybe not to a set theorist.)
We will go to the trouble of determining an exact cardinal bound for this phenomenon, so let us first review some notation and facts regarding cardinal arithmetic. For a cardinal κ and ordinal ξ, κ +ξ denotes the "ξth successor of κ," i.e., if κ = ℵ α , then κ +ξ = ℵ α+ξ . For infinite cardinals κ and λ, the value of κ λ is determined by the following iterative scheme ([18, Theorem 5.20]):
• if there is µ < κ with µ λ ≥ κ, then κ λ = µ λ (so in particular κ λ = 2 λ when κ ≤ 2 λ );
Here cf κ is the cofinality of κ, the least cardinality of a set of cardinals < κ that sum to κ. From König's theorem we always have κ cf κ > κ ([18, Corollary 5.14]).
We thank Ilijas Farah for initially pointing out that part (1) of the next lemma is true.
Proof. Let {κ ξ } ξ<ω 1 be a sequence of cardinals greater than 2 ℵ 1 such that κ η > κ ω 0 ξ whenever η > ξ. Now set κ = sup{κ ξ } and λ = ℵ 1 ; from cf κ = ℵ 1 we compute κ ℵ 1 > κ = κ ℵ 0 > 2 ℵ 1 . This establishes (1) .
We now turn to (2) . From κ λ > κ ℵ 0 we have λ ≥ ℵ 1 , while from κ λ > 2 λ = (2 λ ) λ we conclude κ > 2 λ . Taking λ = ℵ 1 for now, we are looking for the least κ > 2
+ω , whose cofinality is ℵ 0 , but they are still equal. We may continue to argue by induction that ((2 ℵ 1 ) +ξ ) ℵ 1 = ((2 ℵ 1 ) +ξ ) ℵ 0 for any countable ordinal ξ. For if ξ were the lowest counterexample, the iterative scheme implies that cf (2 ℵ 1 ) +ξ = ℵ 1 , but this is impossible. (If ξ is a successor ordinal, (2 ℵ 1 ) +ξ is its own cofinality, and otherwise the cofinality is ℵ 0 .) This identifies (2 ℵ 1 ) +ω 1 as the smallest possibility for κ when λ = ℵ 1 . The same argument for a larger λ shows that κ ≥ (2 λ ) +ξ ′ , where ξ ′ is the least ordinal of cardinality λ. Writing 2 ℵ 1 = ℵ α and 2 λ = ℵ α ′ , we have α ′ ≥ α and ξ ′ > ω 1 as ordinals. This entails that α ′ + ξ ′ > α + ω 1 . (Otherwise α ′ + ξ ′ would be isomorphic to an initial segment of α + ω 1 ; this would carry α ′ to an initial segment containing α, but ξ ′ cannot embed into the remainder even as a set, having cardinality larger than ℵ 1 .) We conclude that (2 λ ) +ξ ′ is greater than (2 ℵ 1 ) +ω 1 , so the latter is a universal strict lower bound for κ when λ > ℵ 1 . (2) The inequality (8.1) is an equality whenever any of the following conditions hold:
• M is σ-finite;
• M is a factor; or • gen ′ (M) < (2 ℵ 1 ) +ω 1 , i.e., M can be written as a direct sum of algebras each of which can be generated by fewer than (2 ℵ 1 ) +ω 1 elements. (3) In general the cardinality of M is not determined by gen(M) and dec(M).
Proof. We start with the elementary observation that |M| = |M ≤1 |. One justification is as follows:
We use this freely in the rest of the proof. First suppose that M is σ-finite. Then there is a faithful normal state ϕ on M, and the strong topology on M ≤1 is induced by the norm x ϕ = ϕ(x * x) 1/2 ([4, Proposition III.2.2.7]). From Theorem 2.1(1) we know s-dens(M ≤1 ) = ℵ 0 · gen(M). Arguing just as in [22, Lemma 2] , it follows that |M ≤1 | = (ℵ 0 · gen(M)) ℵ 0 . The σ-finiteness of M makes (8.1) an equality.
Next assume that M can be written as B(ℓ 2 µ )⊗N , where N is σ-finite and µ is either 1 or uncountable. In particular any factor can be put in this form. By Example 2.3 and Corollary 6.2(2), gen(M) = µ · gen(N ); by Proposition 6.4, dec(M) = µ · dec(N ). We also have that |M| = |N | µ : the relation ≤ follows from the fact that every element of M can be represented as a matrix of µ 2 = µ entries in N , and the relation ≥ follows from the fact that M ≤1 contains the unit ball of the diagonal algebra ℓ ∞ µ (N ), which has cardinality |N | µ . Using the previous paragraph, we again obtain equality in (8.1):
Here is the justification for changing the base expression in the third equality. If µ ≤ ℵ 0 · gen(N ), the base has not changed. Otherwise µ must be uncountable, so by σ-finiteness of N the exponent in these expressions is just µ, while the bases are infinite cardinals ≤ µ. Now it is a fact of dimension theory that any von Neumann algebra M can be written as a direct sum of algebras M i = B(ℓ 2 µ i )⊗N i , where the µ i and N i are as in the previous paragraph (see, e.g., [39, Theorem 2.5]). For the left-hand side of (8.1) we get
We use Theorem 4.1 to compute the right-hand side of (8.1) as follows:
(ℵ 0 · gen(M)) ℵ 0 ·dec(M) = (ℵ 0 · max{sup gen(M i ), log c (|I|)})
The second equality is justified similarly to the end of the previous paragraph. If the base really changed, then log c (|I|) would have to be uncountable; but then both bases are infinite and dominated by the exponent (which is at least |I|), so the quantities are equal. Since (8.2) and (8.3) end with equal expressions, we obtain part (1) of the theorem and also deduce that (8.1) is an equality whenever (8.2) is an equality. In fact (8.2) can be a strict inequality, but then some big cardinals must be involved. Set κ = gen ′ (M). Write M as a direct sum of algebras each generated by ≤ κ elements, then decompose each summand as in the previous paragraph; thus M = ⊕ M i as in the previous paragraph, with the additional condition that gen(M i ) ≤ κ for all i. Set λ = ℵ 0 · dec(M i ) = ℵ 0 · dec(M). Assuming the inequality between the two terms in (8.2) is strict, we estimate
From Lemma 8.1(2) this implies κ ≥ (2 ℵ 1 ) +ω 1 , finishing part (2) of the theorem. Finally, use Lemma 8.1(1) to find κ and λ such that κ λ > 2 λ · κ ℵ 0 . Let 
