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話者照合のための非学習型帯域拡張法を用いた
データ拡張の検討
Study on data augmentation using
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データ拡張を提案する．深層ニューラルネットワーク (deep neural net-



















In this research, we propose a data augmentation scheme using wide-
band (WB) speech generated by non-learning-based bandwidth exten-
sion (BWE) methods for deep learning-based automatic speaker verifica-
tion (ASV). Deep neural network (DNN)-based ASV systems require a
large amount of training data for constructing the systems. The national
institute of standards and technology provides a large amount of narrow-
band (NB) speech databases, however, only few WB speech databases
are provided for ASV. There are some methods adopting data augmenta-
tion with adding noise or BWE for DNN-based ASV systems so far. One
of those systems uses a DNN-based BWE method. However, although
the DNN-based BWE method requires a large amount of training data,
the qualities of generated speeches are almost same as those generated
by non-learning-based BWE methods. The authors have been reported
that applying the non-learning-based BWE methods to NB speech is ef-
fective for machine learning systems. Therefore, in this study, we eval-
uated the performance of the x-vector-based ASV system adopting the
non-learning-based BWE methods as data augmentation. Experimental
results showed that the proposed system provided the error reduction of
















ニューラルネットワーク (Deep neural network; DNN)に基づく手
法 [2–4]，確率的線形判別分析 (Probabilistic linear discriminant anal-

































域拡張法 (Non-linear bandwidth extension; N-BWE) [8–10]や Linear















ステムの有効性を評価するために，Voxceleb [12, 13]および Speaker
















































る. また，i-vectorや x-vectorに基づく手法の back-endとしても有効
であることが報告されている. x-vectorに基づく手法において PLDA
のモデルは不特定話者データから次のように求められる. まず発話 u
から抽出された x-vector ωuをその生成過程を無視して式 (1)のよう
に生成されたと考える.
ωu = ω̄ + Φδ + Γζu + ϵu. (1)
ここで, ΦとΓは話者とチャネルの部分空間を張る基底行列であり, δ
と ζuは話者及びチャネル因子を表しており,それぞれ標準正規分布に
従う. ϵuは残差成分を表し, 平均ベクトル 0 ∈ RCDF , 対角共分散行列
ma ∈ RCDF×CDF のガウス分布に従う. ω̄は x-vector空間におけるオフ
セットである. 式 (1)から確率生成モデルを考える.
p(ωu|δ, ζu) = N(ω̄ + Φδ + Γζu, Σ). (2)
式 (2)より登録話者の x-vector ω1と照合話者の x-vector ω2を用いて





























































である. 図 3にN-BWEのブロック図を示す. FS 0Hzでサンプリング
された狭帯域音声 x[n]に対して,インターポレータK，およびローパ
スフィルタを用いたアップサンプリングを適用することで,高周波数
成分を持たない yNB[n]を生成する. ここで, nは離散時間を表す変数
である. 次に, アップサンプリングされた信号 yNB[n]に対して式 (4)
で表される非線形関数を用いることで高周波数成分が生成される.
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図 4: スペクトログラム図
図 4に，16 kHzでサンプリングされた原音声 (a) Original，NBから
WBにアップサンプリングされた音声 (b) UP，LPASによるWB音声































客観評価実験には Perceptual evaluation of speech quality (PESQ) [16],
Short-time objective intelligibility (STOI) [17], Root mean square - log
spectral distance (RMS-LSD) [15]の 3つの客観評価尺度を用いた. ま
た，各手法ごとの遅延量についても評価を行った．PESQとSTOIは
原音声と劣化音声を比較することにより，劣化音声の自然性を評価
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あるNIST SRE 2005 [25]とNIST SRE 2006 [26]データベースを使用
した．National institute of standards and technology speaker recognition





Voxceleb 1 and 2
Narrowband speech
















































































表 2: 各システムで使用されたデータ数 (発話)
x-vector extractor PLDA
Voxceleb NIST SRE Voxceleb
(A) 2,245,525 0 200,000
(B) 561,381 59,800 200,000
(C) 561,381 59,800 200,000
(D) 561,381 59,800 200,000
(E) 561,381 119,600 200,000
(F) 561,381 119,600 200,000
(G) 561,381 119,600 200,000
(H) 561,381 119,600 200,000





データベースであるNIST SRE 2005とNIST SRE 2006データセット
を使用した. ノイズ付加による拡張データの合計は，各システムで使
用されるNBデータ数の 4倍となる．
全てのシステムは，等価エラー率 (equal error rate; EER)と最小検
出コスト関数 (minimum detection cost function; minDCF) [27]によっ




minDCF IE-3との違いは，パラメータP-targetが 0.01か 0.001かであ




表 3: 各システムの EER (%)とminDCF
SITW Core task




(A) 16k 3.554 0.3636 0.5296
(B) 16k(quarter) 6.616 0.5722 0.7862
(C) DA(UP) 5.221 0.4943 0.7139
(D) DA(N-BWE) 5.358 0.5031 0.7249
(E) DA(LPAS) 5.112 0.4932 0.6838
(F) DA(UP&N-BWE) 5.139 0.4817 0.6961
(G) DA(UP&LPAS) 5.112 0.4556 0.6913
(H) DA(N-BWE&LPAS) 5.221 0.4787 0.6979
(I) DA(UP&N-BWE&LPAS) 5.522 0.5287 0.7564



























ることが分かる．さらに一番EERの低い (E)と (G)をminDCF IE-2，
minDCF IE-3に関して比較すると，(E)はminDCF IE-3が最も低く
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