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Abstract
We consider cell line classification using multivariate time series data obtained from
electric cell-substrate impedance sensing (ECIS) technology. The ECIS device, which
monitors the attachment and spreading of mammalian cells in real time through the
collection of electrical impedance data, has historically been used to study one cell line
at a time. However, we show that if applied to data from multiple cell lines, ECIS can
be used to classify unknown or potentially mislabeled cells, which may help to mitigate
the current crisis of reproducibility in the biological literature. We assess a range of
approaches to this new problem, testing different classification methods and deriving
a dictionary of 29 features to characterize ECIS data. Our analysis also makes use of
simultaneous multi-frequency ECIS data, where previous studies have focused on only
one frequency. In classification tests on fifteen mammalian cell lines, we obtain very
high out-of-sample accuracy. These preliminary findings provide a baseline for future
large-scale studies in this field.
Keywords: biophysics, classification analysis, multivariate time series, supervised
learning
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1 Introduction
In the 1990’s, Giaever and Keese introduced ECIS as a label-free, real-time, electrical
impedance-based method for studying cell behavior in tissue culture [1]. In this work, the
group provided both the models and a basic blueprint for the device needed to implement
ECIS. The device they proposed consisted of a typical cell culture plate, in which each well
was fitted with a gold electrode, allowing for the passage of electrical currents at various AC
frequencies. After application of such currents, the device could then measure the electrical
impedance associated with each current as a function of time and divide it into its compo-
nents resistance and capacitance, allowing for live monitoring of mammalian cell activity.
(a) (b)
Figure 1. Visualizing ECIS Data: Resistance measurements as recorded by an
ECIS R©device. (a) A single response for each of three different cell lines, each exposed to two
different AC frequencies. (b) Response of H1299 cell line to all nine AC frequencies.
In seeking to expand the scope of ECIS technology to include cell identification and clas-
sification, we continue a long history of finding innovative ways to use the original design
proposed by Giaever and Keese. Since its introduction, researchers in biotechnology have
studied ways of improving the overall efficiency and effectiveness of ECIS devices through
experimenting with the design scheme [2]. Others in the field have constructed specially
tuned versions of an ECIS device for specific applications in cancer cell and clinical diag-
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nostic research [3, 4]. Giaever and Keese even went on to manufacture their own series of
ECIS R©devices.
Other studies have used the technology to monitor the activity of cells grown in tissue
culture. Early research focused on showing that ECIS measurements could be associated with
known biological characteristics of a particular cell line from the attachment and spreading
phases of growth [5, 6]. More recently, others have used ECIS to study a cell line before and
after an event, such as exposure to cytotoxins, and evaluate induced differences [7, 8]. For a
more complete overview of the use of ECIS in the biological literature see [9].
Generally, previous studies have focused on only one cell line at a time, and have ne-
glected the full potential of multiple frequency measurements available through a standard
ECIS R©device when trying to characterize the cell line. Lo et al. (2007) consider two different
cell lines, one cancerous and one healthy, but their analysis relied on only one frequency of
data and did not extend to additional cell types [10]. Huang et al. (2009) consider multi-
ple frequencies in their analysis of cytotoxic effects on cell morphology, but they limit their
use of the multivariate data to a single time index and only one cell line [7]. While these
approaches have been sufficient for the scope of studies to date, a broader consideration of
ECIS data may open greater opportunities, including new approaches for ECIS-based cell
line identification.
The main application of ECIS data we consider is cell line classification. Biological studies
often rely upon cultured mammalian cells, which are known to mutate or become misclassified
during the life of an experiment. When such anomalies go unnoticed, erroneous results
are reported, contributing to the multi-billion dollar irreproducibility problem [11]. While
previous studies, such as those above, have suggested specific features to help characterize
single cell lines, none have employed statistical techniques to quantify the ability of potential
characteristic features to simultaneously classify multiple cell lines; the typical statistical
analysis in these studies only considered t-tests and F -tests to measure differences in the
mean value of a specific feature across populations. This is fundamentally different than
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performing classification based on a feature, as the latter technique simultaneously measures
the characteristic across all populations, and quantifies how well it separates and identifies
the groups. While we ultimately aim to develop an integrated system to perform cell line
classification, that will require much more data collection, and we limit the scope of this
manuscript to a preliminary analysis. We extract many previously considered cell-specific
ECIS characteristics from a standard ECIS R©device, measure them across both time and
AC frequency, and quantify their classification performance through established statistical
techniques including classification trees, regularized discriminant analysis (RDA), and two
special cases of RDA, linear discriminant analysis (LDA), and quadratic discriminant analysis
(QDA).
The remainder of this paper provides the details of our study. In sections 2 and 3, we
describe our dataset, and feature specification, respectively. In section 4, we discuss the
classification analysis results, and in section 5 we offer conclusions, and discuss avenues for
future work.
2 ECIS Data and Experimental Design
The dataset considered throughout this paper was provided by Applied BioPhysics, the pro-
prietor of ECIS R©, as recorded by one of their 96-well ECIS R©Zθ devices. It consists of fourteen
replicates of fifteen different mammalian cell lines grown on two different serums (gel and
bovine serum albumin (BSA)). The data will be grouped (and compared) by serum type in
our forthcoming analysis. Each observation was exposed to nine different electrical current
frequencies over the course of 20 hours, resulting in 64 approximately evenly spaced mea-
surement times. The fifteen different cell lines are: HUTU80, CHOK1, MDCKII, LCELL,
WI-38, VA-13, NRK, PPC-1, DuPro, Glomotel, BSC1, DU145, H1299, NIH3T3, and PC-3.
The nine AC frequencies measured are: 250, 500, 1000, 2000, 4000, 8000, 16000, 32000, and
64000 Hz. Each 96-well plate held three different cell lines; for each line, we considered data
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from one plate. Impedance measurements were recorded approximately once every 20 min-
utes across all nine AC frequencies (see Figure 1 (b)). The impedance measurements were
decomposed into resistance and capacitance according to the model described in Giaever
and Keese [1].
3 Feature Specification
3.1 Technical Review
Many of the characteristics identified in the literature as varying by by cell line or cell con-
dition were extracted from data obtained during confluence, or the steady-state portion of
growth following the initial growth and spreading stages. During this phase, the well is com-
pletely covered with cells, allowing for only minute movements. Data collection commonly
began after 20-24 hours, once cells had reached confluence, and continued for about 20 hours
at a fine sampling frequency, ranging from every two minutes to every second depending on
the study. With this resolution of data, researchers were able to extract features such as:
• the slope parameter β characterizing a least-squares straight-line fit to a log-log plot
of power spectrum versus frequency ν [6, 7, 8, 10, 12]; e.g., Brownian noise displays an
ν−2 power law, with β = 2;
• the sample kurtosis, a measure of distributional shape [10];
• the first e−1 crossing of the autocorrelation function of the noise time series from
confluence onward (extracted from resistance time series over same time period), to
estimate the exponential decay time [8, 10].
Two other post-confluence features suggested in previous works were Rb and α. Rb reflects
the barrier resistance between cells, whereas α reflects the constraint on current flow beneath
5
the cells (see Figure 2 for visualization). Rb and α are defined by the following relationships:
1
Zc(ν)
=
1
Zn(ν)
 Zn(ν)
Zn(ν) + Zm(ν)
+
Zn(ν)
Zn(ν)+Zm(ν)
γrc
2
I0(γrc)
I1(γrc)
+Rb
(
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Zm(ν)
)
 ; (1)
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√
ρ
h
(
1
Zn(ν)
+
1
Zm(ν)
)
= α
√
1
Zn(ν)
+
1
Zm(ν).
(2)
For frequency ν, Zc(ν) > 0 is the impedance (per unit area) of the cell-covered electrode,
Zn(ν) is the impedance of the cell-free (empty, reference) electrode, Zm(ν) is the membrane
impedance of the cells, rc is the radius of the cell, ρ is the resistivity of the solution, h is the
height of the space between the ventral surface of the cell and the substrate, and I0 and I1
are the modified Bessel functions of the first kind in order 0 and 1 [1].
Figure 2. Visualizing the ECIS Model: Image obtained from Applied BioPhysics’
website (biophysics.com). In the ECIS model, cells are viewed as disks, characterized by
parameters Rb, α, rc,Cm, and h.
An ECIS R©device is incapable of recording all of the parameters in equations (1) - (2).
Instead, it records only Zc(ν) and Zn(ν) over a set of frequencies {ν1, ..., νk}, with k ≥ 3,
and estimates the values of Zm(ν), Rb and α which fit the data best. Since these optimal
values cannot be computed analytically, the ECIS R©software uses the Nelder-Mead downhill
simplex method to select a series of parameter values. From there, the program calculates
the mean square error between the measured and modeled frequency scan values, and returns
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the set of parameter values which minimize this error. The absolute error is normalized to
the cell-free reference, so the frequencies are appropriately weighted. It is important to note
that influencing these equations and calculations are the assumptions that the ECIS model
can be understood as a series RC circuit, with cells represented by circular discs hovering
above (not directly touching) a gold electrode. We consider Rb and α as characteristics which
may differentiate cell lines, as they were considered by both [1] and [7] in their analyses.
Several previous studies also evaluated features that were specific to the attachment and
spreading phases of growth. In particular, some researchers found that certain cell lines
“peaked higher” and “increased more rapidly” during these initial stages of growth [13, 14].
Additional remarks are very limited as the majority of prior studies concentrated less on
attachment and spreading and more on confluence behavior.
The statistical analysis involved in these studies focused on t-tests and F -tests to look for
significant differences in a feature’s mean value across populations of interest. For example,
when Opp et al. (2009) considered whether a particular cell population inoculated with
varying degrees of a cytotoxin had differing mean Rb values for each dosage level, the authors
performed Student’s t-test for two samples with unequal variance, for pairs of dosages, such
as 5 µM versus 10 µM of cytotoxin [7]. Another example came from the comparison of
cancerous and noncancerous cells, in which an F -test was conducted to assess the probability
of the two cell lines coming from the same distribution, given the means and variances of
their power slopes β [10].
3.2 Feature Space Specification
The design for our study did not emphasize the confluence stage of growth; only twelve
observations per frequency were recorded during this stage, by sampling wells once every
20 minutes over four hours in the confluence phase. This compares to the thousands of
observations available for a single frequency in previous confluence phase studies. Given the
lack of data available during this final steady-state stage, we did not extract many of the
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confluence region features mentioned in Section 3.1. The only exceptions were Rb and α.
Computationally only one time index worth of data during the confluence region is needed to
approximate these values; at this single time index, the data from all measured frequencies
are combined to estimate Rb and α. Since we had twelve time indices worth of data, though,
we averaged the Rb and α at each of these twelve points to get more accurate estimates of
the overall Rb and α.
To extend our feature space, we also included proxies for those features from the attach-
ment and spreading portions of cell growth mentioned in Section 3.1. These included:
i. End of run resistance value (EOR);
ii. Maximum resistance value (MR);
iii. Resistance at two hours (R2h).
Beyond the features described above, we extended our feature space in a novel way.
Previous studies involving these features evaluated them at only one frequency, typically 4000
Hz. One of the main advantages of ECIS R©Zθ, though, is its ability to record multi-frequency
data. Therefore, we include relevant features (EOR, MR, R2h) at all nine measurement
frequencies given in Section 2. This gives us a total of (3× 9) + 2 = 29 characteristics in our
feature space which we utilize in our classification analysis below.
4 ECIS-based Cell Line Classification Analysis
Classification algorithms provide predictive accuracy rates which reflect quantitatively how
well certain characteristics differentiate the data. In previous ECIS related works, none of
these algorithms were used to assess features for general cell line classification; instead, F -
tests and t-tests were relied upon to determine whether the mean value of the feature in
question differed by group. We consider a series of classifiers in our study to provide this
missing quantitative evaluation of potential features for cell line classification.
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Classification analysis was performed using several different supervised learning methods
on several different combinations of features. The first “grouping” of features considered was
similar to that of previous works, where each feature was analyzed on an individual basis as
a tool for cell line differentiation. We also considered all pairs and trios of our 29 features
to determine if any provided better separation of the data, and if so, by how much. All
combinations of features were evaluated using both classification trees and RDA (with LDA
and QDA as special cases).
As mentioned in Section 2, we treated those cells inoculated in gel and BSA serums differ-
ently, looking to gain insight on the conditions which promote optimal cell line classification.
The analysis that follows provides an in-depth description and visualization of the classifica-
tion procedures performed on the gel-based cells. The same procedures were performed on
BSA-based cells; we provide a highlighted summary of these results and comparison to the
gel-based cell results at the conclusion of this section.
4.1 Classification Trees
We began our analysis of the gel-based cells with classification trees, as they use the most
elementary division of the feature space to classify observations into groups. Classification
trees perform an iterated series of binary splits on the data space to assign each observation in
a given region to the most commonly occurring class of training observations in that region.
To create these splits, we select the predictor, or feature, Xj with cutpoint s such that
splitting the feature space into regions {X|Xj < s} and {X|Xj ≥ s} leads to the greatest
possible reduction in a particular metric. Several different metrics exist for assessing the
quality of a particular split, arguably the most common of which is the Gini index, defined
by
G =
K∑
k=1
pˆmk(1− pˆmk).
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Here we assume the data can be divided into K classes, with pˆmk representing the portion of
training observations in the mth region that are from the kth class. The Gini index, therefore,
represents a measure of the total variance across the K classes, which is often referred to as
node purity; G assumes small values, or is “pure,” when pˆmk is near zero or one, meaning
nearly none or nearly all of the training observations in the mth region are from the kth
class, respectively. So, to construct a binary split, we consider all predictors X1, ..., Xp
at all possible values s, and select the feature and cutpoint such that G is minimized.
A classification tree is built by iteratively performing these splits on training data until
reaching a specified node purity threshold. A test set can then be read into the tree, and a
predictive accuracy rate computed [15]. We note that based on their definition, the splits in
classification trees divide the feature space into a series of half-planes, or rectangles in 2D.
We constructed classification trees on the data, using each single, pair, and trio of features
as predictors in separate models. We randomly split the entire dataset for each cell line in
half, using seven of the fourteen available observations in the training set and the remaining
seven in the test set. For each individual feature we then constructed classification trees using
the tree() function in R on the training set and assessed the out-of-sample classification
predictive accuracy rate using predict.tree() on the test set. We repeated this analysis on
twenty different random splits of the data into training and testing sets. Reported accuracy
rates for each feature are the average over all twenty of these trials. This procedure was
continued with all distinct pairs and trios of features.
Table 1 reflects the best feature(s) for classification based on the average accuracy rate.
While the features highlighted in Table 1 may not be the overall best, since, again, their as-
sociated classification accuracies are just estimates, EOR, MR, and R2h repeatedly appeared
at similar mid- to high-range frequencies when replicating our procedure. We also note that
the features highlighted in Table 1 are the best by a small margin; at least 10% of all the
single, pairs and trios of features were within 5% of the best respective classification rate.
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Feature Selected Classification Out-of-Sample Approximate
Space Feature(s) Classification Standard
Dimension Rate Error
1 EOR @ 2000 Hz 0.714 0.009
2 R2h @ 32000 Hz ; MR @ 8000 Hz 0.930 0.005
3 MR @ 250 Hz ; R2h @ 32000 Hz ; MR @ 16000 Hz 0.970 0.004
Table 1. Classification Tree Analytical Results: Best feature(s) for cell line classifica-
tion based on twenty trials of classification tree construction using cells grown on gel serum.
Abbreviations are EOR: End of run resistance; MR: Maximum resistance; R2h: Resistance
at two hours. The out-of-sample classification rate is the average over all twenty values
obtained for each feature. The standard error of this average value is reported in column
four. These results show that when classifying cell lines, a 2D feature space is significantly
more informative than a 1D feature space. Using three features as opposed to two results
in a less drastic improvement in the out-of-sample classification rate, but an improvement
nonetheless.
This group of high-performing features is important to consider when interpreting a further
implication of Table 1; the table reveals a large increase in the out-of-sample classification
accuracy when using an informative pair of features as opposed to an informative single
feature. There is a less marked improvement when using a strong trio of features versus a
strong pair of features. Lastly, the table suggests that two or three informative features are
sufficient to capture the group dynamics of fifteen different cell lines.
Figure 3 offers a visual of the best pair of features proposed in Table 1, and their ability
to separate the data with respect to classification trees. In panel (a), we see that the
majority of points of the same color reside in the same rectangular region, indicating correct
classification. This behavior makes sense given the high out-of-sample classification rate
(93%) observed in Table 1.
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(a)
(b)
Figure 3. Classification Tree Visual Results: Best pair of features for cell line classifi-
cation as determined through classification trees using cells grown on gel serum. (a) Example
of training/testing set used to conduct classification analysis. Training points are represented
by hollow circles, test points represented by x’s. Most observations of the same color reside
in the same rectangular region, indicating good separation. This behavior corresponds to
the high classification accuracy (93%) presented in Table 1. (b) Boundaries created when
using all 14 observations in training set (full information).
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4.2 Linear and Quadratic Discriminant Analysis
While classification trees, and their horizontal and vertical divisions of the feature space,
yielded high out-of-sample classification accuracy, we wanted to see if a more flexible separa-
tion of the feature space could produce even better results. Linear and quadratic discriminant
analyses seemed appropriate extensions, as they separate the feature space with linear (not
necessarily horizontal or vertical) and quadratic divisions, respectively. As both LDA and
QDA are special cases of RDA, we reserve the details of their results to Section 4.3 where
we discuss RDA at length; this section is meant to provide the mathematical formulation of
LDA and QDA for those unfamiliar with the methods.
Formally, LDA assumes that observations X of the κth class are drawn from the mul-
tivariate Gaussian distribution with mean vector µk and covariance matrix Σ : (X ∼
Normal(µk,Σ)). Note the lack of subscript on the covariance matrix; LDA assumes that
all K classes have the same covariance structure Σ, a characteristic which distinguishes
this method from other classifiers (see QDA below). The LDA algorithm itself is based on
Bayesian analysis. Assuming a Gaussian density for the kth class, the Bayes classifier assigns
an observation X = x to the class κ for which the posterior probability of x belonging to the
κth class is maximized. This corresponds to assigning an observation X = x to the class κ
for which
κ = arg max
k
δk(x) = arg max
k
[xTΣ−1µk − 1
2
µTkΣ
−1µk].
The LDA algorithm estimates µk and Σ from the training set, which yields estimates for
δˆk(x). An observation X = x
∗ from the testing set is then assigned to the κth class if
κ = arg maxk δˆk(x
∗). The predicted classes using this scheme can then be compared to the
true classes to assess classification accuracy [15].
QDA is similar to LDA; QDA assumes that observations X of the κth class are drawn
from the multivariate Gaussian distribution with mean vector µk and covariance matrix Σk :
(X ∼ Normal(µk,Σk)). Here too the Bayes classifier assigns an observation X = x to the
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class κ for which the posterior probability of x belonging to the κth class is maximized. This
corresponds to assigning an observation X = x to the class κ for which
κ = arg max
k
δk(x) = arg max
k
[
−1
2
(x− µk)TΣ−1k (x− µk)
]
.
Notice here that each of the k = 1, ..., K classes has its own distinct covariance function,
and that the observation x appears in a quadratic form in the Bayes classifier. These are the
defining characteristics of QDA. The QDA algorithm estimates µk and Σk from the training
set, which yields estimates for δˆk(x). An observation X = x
∗ from the testing set is then
assigned to the κth class if κ = arg maxk δˆk(x
∗). As above, the predicted classes using the
QDA scheme can then be compared to the true classes to assess classification accuracy [15].
4.3 Regularized Discriminant Analysis
To see if a more flexible separation of the feature space would yield higher classification rates,
we performed classification analysis through the RDA algorithm proposed by Friedman [16]
on all combinations of features for the gel-based cells. This form of discriminant analysis
was appealing for two reasons: first, it allows for a “path” between LDA and QDA which is
computationally feasible in high dimensions, and secondly, it has LDA and QDA as special
cases. The RDA algorithm begins with computing a convex combination of the group-specific
and pooled sample covariance matrices over the k groups in the sample via
Σˆ
ρ1
k = (1− ρ1)Σˆk + ρ1Σˆpool,
where 0 ≤ ρ1 ≤ 1 is a regularization parameter and dim(Σˆk) = dim(Σˆpool) = {# of features
in the feature space}. The second step shrinks this estimator towards a multiple of the
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identity matrix in the following manner:
Σˆk,RDA = (1− ρ2)Σˆρ1k +
ρ2
p
tr(Σˆ
ρ1
k )Ip, (3)
where 0 ≤ ρ2 ≤ 1 is a second regularization parameter. In equation (3), we note that LDA
is achieved when ρ1 = 1, ρ2 = 0, which corresponds to creating a series of linear divisions of
the feature space. We also note that QDA is achieved when ρ1 = ρ2 = 0, which corresponds
to creating a series of quadratic divisions of the feature space. For all other 0 < ρ1 < 1 and
ρ2 = 0, we have a division of the feature space which is somewhere in between linear and
quadratic, hence providing us with a “path” between LDA and QDA. We explored a variety
of values of ρ1 in our analysis, including the special cases of ρ1 ∈ {0, 1}, fixing ρ2 = 0.
To gain an understanding of the effect of different values of ρ1 on the classification
accuracy, we selected values from 0.05 to 0.95 to use in the RDA algorithm on all pairs and
trios of features, leaving ρ2 = 0 fixed. To run this algorithm in R, we modified the function
RDA.R by Aerts and Wilms to accommodate specific values of ρ1 and ρ2 [17]. The same
random sampling scheme used during the classification tree analysis was adopted here, with
half of the data constituting the training set, and the other half forming the test set. Here
too we repeated our analysis on twenty different random samplings of the data to mitigate
any sensitivity to initialization. Reported accuracy rates for each feature are the average
over all twenty of these trials.
As seen in Figure 4, the best performing parameter value for ρ1 for pairs of features is
0.3. The majority of the ρ1 values, up until about 0.7, seem to have about the same effect
on the classification rate. This is most likely due to the fact that seven out of the top ten
features for those ρ1 values were the same. For trios of features, the selected value for ρ1 is
0.05 (or 0.15). The effect of different ρ1 values seems even smaller in this scenario, with the
classification rate only changing from 0.983 - 0.992 over the entire range of tested parameter
values. It is interesting to note that the best performing ρ1 values are different for pairs
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(a) (b)
Figure 4. Exploration of ρ1 for Gel-Based Cells: Classification rate associated with
different values of ρ1 (ρ2 = 0 fixed) using cells grown on gel serum. (a) For pairs of features,
the highest rate corresponds to ρ1 = 0.3. (b) For trios of features, the highest rate corre-
sponds with ρ1 = 0.05 = 0.15; however, the range of classification rates is narrow for all
tested values of ρ1, from 0.983 - 0.992, suggesting the parameter value has a small effect on
the outcome in this scenario.
and trios of features, but the overall shape of the curve is the same; classification rates are
highest for low ρ1 values and decrease in an almost linear fashion for larger ρ1 values.
Figure 5 also offers a visual as to how the different values of ρ1 divide the feature space,
and thus affect the classification rate. For this plot, we ran our RDA analysis with three
different values of ρ1 and a high performing pair of features. The shapes of the regions
bounded by the lines associated with each ρ1 can be quite different. Since the data associated
with these two features is so well separated, though, the effect on the classification rate is
minimal, with only two or three points falling into incorrect groups as a result of the boundary
line changes. This behavior corresponds with that in Figure 4.
We next repeated our RDA analysis with the ideal value of ρ1 indicated in Figure 4 on all
pairs and trios of features, taking ρ2 = 0. Single features were omitted due to a restriction
in the RDA.R code. Table 2 contains the numerical results of our analysis, while Figure 6
offers a visualization of the feature space characteristic of RDA, somewhere between a linear
and quadratic division. Note that these divisions are quite different from those in Figure 3.
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Figure 5. RDA Boundary Changes with ρ1: Comparison of feature space division given
three different values of ρ1 in RDA algorithm on an example pair of features (ρ2 = 0 fixed)
with cells grown on gel serum. We see only slight changes in the boundaries, suggesting the
value of ρ1 has little impact on the classification rate of the RDA algorithm in this scheme.
This observation is also echoed in Figure 4.
In Table 2 we see these differences correspond to about a 4 percentage point increase in the
out-of-sample classification rate for the best pair of features using RDA versus classification
trees. We also see an increase of about 2 percentage points for the best trio of features using
RDA versus classification trees. We emphasize again, though, that the features highlighted
in Table 2 are merely members of a larger set of high-performing features. For example,
the pairs R2h @ 32000 Hz ; MR @ 16000 Hz and R2h @ 32000 Hz ; MR @ 8000 Hz
have classification accuracies only one 1 percentage point worse than the best pair. What
is more, the latter pair is the same pair that yielded the highest classification rate under
the classification tree scheme; unfortunately, similar crossover was not found between the
highest performing trio of features. So, while not all pairs and trios of features could yield
17
Feature Selected Classification Out-of-Sample Approximate
Space Feature(s) Classification Standard
Dimension Rate Error
2 R2h @ 64000 Hz ; MR @ 16000 Hz 0.969 0.004
3 R2h @ 64000 Hz ; MR @ 2000 Hz ; MR @ 64000 Hz 0.992 0.002
Table 2. RDA Analytical Results: Best features for cell line classification based on
twenty trials of RDA with ρ1 = 0.3 for pairs and ρ1 = 0.05 for trios. In both cases, ρ2 = 0
was fixed, and the cells were grown on gel serum. The out-of-sample classification rate is the
average over all twenty values obtained for each feature. The standard error of this average
value is reported in column four. We see an improvement of several percentage points in
the classification rates for both pairs and trios of features, as compared to those from the
classification trees.
classification rates as high as 97% and 99%, respectively, there are a number which could
perform within just a few percentage points of these values.
Based on our preliminary analysis on the effect of the ρ1 value on the classification rate,
and the low parameter value sensitivity observed, we suspected that the rates associated
with LDA and QDA would be similar to those when we specified ρ1 ∈ {0.05, 0.3}, the
optimal paramter values for RDA on trios and pairs of features, respectively. As LDA and
QDA are common classification techniques, with nice visualization properties, we extended
our RDA analysis to account for these two special cases. The same random sampling and
averaging techniques were used here as before. Instead of using the RDA.R code, we used
the lda(), predict.lda(), qda() and predict.qda() functions to allow for evaluation of
single features, as well as pairs and trios. We verified that the results using the modified
RDA.R code had the same LDA and QDA results for pairs and trios of features as the lda()
and qda() functions. The numerical and visual results can be found in Tables 3-4 and
Figures 7-8, with highlights summarized below.
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(a)
(b)
Figure 6. RDA Visual Results: Example of best pair of features for cell line classification
as determined through RDA with ρ1 = 0.3, ρ2 = 0 when cells grown on gel serum. a)
Example of training/testing set used to conduct classification analysis. Training points are
represented by hollow circles, test points represented by x’s. This separation corresponds to
about 97% predictive accuracy, as seen in Table 2. (b) Boundaries created when using all
14 observations in training set (full information).
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In Tables 3-4 we see a similar selection of EOR, MR, and R2h features in the mid- to
high-frequency range. Compared to classification trees, we also see that LDA and QDA of-
fer uniformly higher out-of-sample classification rates for each combination of features. The
margin of improvement in this rate is slightly smaller between pairs and trios of features than
it was for classification trees. The results for LDA and QDA were nearly identical, particu-
larly for the single and trio set of features. Compared to RDA, all applicable classification
rates for LDA and QDA were worse. High-performing features showed some consistency: the
best single feature and feature pair under LDA also appeared in the top 10 selected by RDA.
The best single feature and feature trio under QDA also appeared in the top 10 selected by
RDA.
Feature Selected Classification Out-of-Sample Approximate
Space Feature(s) Classification Standard
Dimension Rate Error
1 EOR @ 1000 Hz 0.763 0.007
2 R2h @ 2000 Hz ; MR @ 8000 Hz 0.944 0.004
3 MR @ 64000 Hz ; R2h @ 1000 Hz ; MR @ 1000 Hz 0.981 0.003
Table 3. LDA Analytical Results: Best feature(s) for cell line classification based
on twenty trials of LDA with cells grown on gel serum. The out-of-sample classification
rate is the average over all twenty values obtained for each feature. The standard error
of this average value is reported in column four. Similar features were selected here as in
the classification tree analysis (Table 1). The predictive accuracy rates increased for each
combination of features, as compared to Table 1. The margin of improvement in this rate
decreased slightly between pairs and trios of features. All rates were worse compared to
RDA on gel-based cells, when applicable (Table 2).
Feature Selected Classification Out-of-Sample Approximate
Space Feature(s) Classification Standard
Dimension Rate Error
1 EOR @ 1000 Hz 0.762 0.005
2 EOR @ 32000 Hz ; EOR @ 16000 Hz 0.951 0.005
3 EOR @ 32000 Hz ; R2h @ 8000 Hz ; R2h @ 4000 Hz 0.978 0.004
Table 4. QDA Analytical Results: Best feature(s) for cell line classification based on
twenty trials of QDA with cells grown on gel serum. The out-of-sample classification rate
is the average over all twenty values obtained for each feature. The standard error of this
average value is reported in column four. These results are almost identical to those from
LDA, particularly for the best single feature and trio of features.
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(a)
(b)
Figure 7. LDA Visual Results: Best pair of features for cell line classification as de-
termined through LDA with cells grown on gel serum. (a) Example of training/testing set
used to conduct classification analysis. Training points are represented by hollow circles,
test points represented by x’s. Most observations of the same color reside in the same oblong
region, indicating good separation. This behavior corresponds to the high classification ac-
curacy (≈ 94%) presented in Table 3. (b) Boundaries created when using all 14 observations
in training set (full information).
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(a)
(b)
Figure 8. QDA Visual Results: Results obtained using best pair of features for cell line
classification as determined through QDA with cells grown on gel serum. (a) Example of
training/testing set used to conduct classification analysis. Training points are represented
by hollow circles, test points represented by x’s. This separation corresponds to about 95%
predictive accuracy, as seen in Table 4. (b) Boundaries created when using all 14 observations
in training set (full information).
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The Figures 7-8 show how LDA and QDA separate the feature space into linear and
quadratic regions, respectively. A visual comparison of the LDA, QDA, and RDA regions
(in Figures 6-8) shows some similarities; but, the classification rates in the corresponding
tables in the manuscript and supplemental materials indicate that RDA is still the superior
classification method. Hence, having a more flexible classification algorithm, which allows
for a division of the feature space somewhere between linear and quadratic, seems to yield
the best results for this data.
4.4 Serum Effect on Classification Rates: BSA vs. Gel
The same analysis that was applied to the cells inoculated in gel serum, as described in
Sections 4.1 and 4.3, was repeated on those cells inoculated in BSA serum. Table 5 provides
the numeric results of the analysis, while Figures 9-10 provide visualizations. A notable
similarity exists between these results and the ones from the gel-based cells. In particular,
(a) (b)
Figure 9. Exploration of ρ1 for BSA-Based Cells: Classification rate associated with
different values of ρ1 (ρ2 = 0 fixed) using cells grown on BSA serum. (a) For pairs of features,
the highest rate corresponds to ρ1 = 0.05. The classification rate range is nearly double that
in Figure 4(a), suggesting the ρ1 values matter more for the BSA-treated cells, as opposed
to the gel treated cells, at least for pairs of features. (b) For trios of features, the highest
rate corresponds to ρ1 = 0.15 = 0.2. The classification range is also somewhat larger here
than in Figure 4(b).
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Method Feature Selected Classification Out-of-Sample Approximate
Space Feature(s) Classification Standard
Dimension Rate Error
Tree 1 MR @ 1000 Hz 0.680 0.008
2 R2h @ 4000 Hz ; MR @ 4000 Hz 0.935 0.005
3 EOR @ 8000 Hz ; R2h @ 16000 Hz ; R2h @ 1000 Hz 0.950 0.004
RDA 1 N/A N/A N/A
(ρ1 = 0.05) 2 EOR @ 16000 Hz ; EOR @ 8000 Hz 0.950 0.005
(ρ1 = 0.15) 3 R2h @ 250 Hz ; R2h @ 4000 Hz ; MR @ 16000 Hz 0.976 0.003
LDA (ρ1 = 1) 1 EOR @ 2000 Hz 0.724 0.008
2 R2h @ 2000 Hz ; MR @ 1000 Hz 0.920 0.004
3 R2H @ 250 Hz ; R2h @ 2000 Hz ; MR @ 2000 Hz 0.960 0.004
QDA (ρ1 = 0) 1 EOR @ 2000 Hz 0.722 0.006
2 EOR @ 16000 Hz ; EOR @ 8000 Hz 0.950 0.005
3 R2H @ 4000 Hz ; MR @ 250 Hz ; Alpha 0.963 0.005
Table 5. All Analytical Results (BSA-Based Cells): Best feature(s) for cell line
classification based on twenty trials of various classification methods with cells grown on BSA
serum. The out-of-sample classification rate is the average over all twenty values obtained
for each feature. The standard error of this average value is reported in column five. The
ρ1 values used in the RDA analysis were the optimal values for each dimension. Compared
to the results from cells grown on gel serum, we see nearly uniformly lower out-of-sample
classification rates, lower frequencies selected for best features, and the appearance of Alpha
as a best feature.
we see that the ordering of best to worst classification methods was the same for both sets
of data (RDA with optimal ρ1, QDA, LDA, classification trees). If we compare the change
in percentage points of the classification accuracy when going from single features, to pairs,
to trios of features for each method, though, we do not see this consistency. For example,
sometimes the gap between pairs and trios is higher for the BSA-based cells, and sometimes
it is lower, depending on the method; no apparent trend is observed.
In all but one case (pairs of features assessed using classification trees), the BSA-based
cells had lower classification rates than the gel-based cells for all classification methods.
Figure 10 indicates why BSA-based cells were harder to classify; the plot shows that the ob-
servations overlapped more between groups, and, within a particular group, the observations
were generally more spread out. This behavior may also explain why the value of ρ1 in the
RDA algorithm had a greater effect on the out-of-sample classification rate (see Figure 9);
changing the boundaries in Figure 10, as dictated by ρ1, would yield more differences than
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(a)
(b)
Figure 10. RDA Visual Results for BSA-Based Cells: Results obtained using best
pair of features for cell line classification as determined through RDA with ρ1 = 0.05 and
ρ2 = 0 with cells grown on BSA serum. a) Example of training/testing set used to conduct
classification analysis. This separation corresponds to about 95% predictive accuracy, as
seen in Table 5. We see more overlap between cell lines here than we did for those cells
inoculated in gel serum. (b) Boundaries created when using all 14 observations in training
set (full information).
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in Figure 5. Table 5 also suggests that lower frequencies of data, such as 1000 Hz and 2000
Hz, are more informative for BSA-based cells, as opposed to the higher frequencies, such
as 16000 Hz and 32000 Hz, which were selected as the best features for the gel-based cells.
At this time we are unsure as to whether or not these results suggest a slight advantage to
using cells grown on gel serum, as opposed to BSA serum. In future work, we can continue
to use both types of cells, comparing separate analyses or combining the two samples to run
a larger study.
5 Conclusions
These results have established that previous studies were missing valuable information by
only relying on ECIS data obtained from one frequency, typically 4000 Hz. While the ta-
bles in this manuscript and the supplemental materials provide only examples of the best
feature(s), it was clear that 4000 Hz was not the sole frequency selected. Instead, there
seemed to be a fairly consistent set of high-performing features, such as low-frequency EOR
for single features, and mid- to high-frequency R2h/MR for pairs of features for gel-based
cells, which yielded impressive classification rates across all methods. We also found that
previous works were limiting the utility of the features for cell line differentiation by ana-
lyzing them on an individual basis. While only incremental improvement in accuracy was
gained from considering trios of features, as opposed to pairs of features, there was a marked
improvement when considering pairs versus individual features in this experiment. As for
the best classification method, our results suggest that RDA with a value of ρ1 away from
the boundary yields the most accurate results. We also note that LDA and QDA offer only
small improvements over basic classification trees, a margin which decreases as the number
of predictor variables increases.
Overall, results are encouraging for future work. Since we now know the value of utilizing
the multi-frequency data offered by ECIS for cell line classification, we will look to extend the
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experimental design to allow for a broader feature space. In particular, we will continue to
look at cells grown on different serums, and also examine cells wounded by a high frequency
current after reaching confluence [9]. We will also obtain more data at a finer temporal
resolution during the steady-state stage of growth to study those confluence features proposed
in previous studies that we were unable to address in this work. As in this study, we will
evaluate each feature, both new and old, at multiple frequencies. We hope that adding these
features will enrich the classification algorithm and provide even better cell line separation.
Lastly, we note the potential for a two- or three-dimensional final feature space which provides
good classification accuracy given our results, making a visualization tool of this classification
scheme feasible.
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