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a b s t r a c t
A graph G is H-decomposable if it can be expressed as an edge-disjoint union of subgraphs,
each subgraph isomorphic toH . IfGhas the additional property that everyH-decomposable
subgraph of G is part of an H-decomposition of G, then G is randomly H-decomposable.
Using computer assistance, we provide in this paper a characterization of randomly path-
decomposable graphs for paths of length 11or less.Wealso prove the following two results:
(1) With one small exception, randomly Pk-decomposable graphs with a vertex of odd
degree do not contain a Pk+1-subgraph, (2) When the edges of a Pk-subgraph are deleted
from a connected randomly Pk-decomposable graph, the resulting graph has at most one
nontrivial component.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
In this paper we characterize randomly path-decomposable graphs for paths of length 11 or less. This characterization
extends work by Beineke et al. [3] which went up to k = 5, and Molina et al. [6] which went up to k = 9. We describe our
algorithmic approach and also prove two structural results important to its efficiency.
A graph G is H-decomposable if it can be expressed as an edge-disjoint union of subgraphs, each subgraph isomorphic to
H . The term H-packable has also been used. The collection of H-subgraphs in a particular edge-disjoint union of G is referred
to as an H-decomposition of G. A graph is randomly H-decomposable if every H-decomposable subgraph of G is part of an
H-decomposition ofG. The set of all randomlyH-decomposable graphs is denoted RD(H), and the set of all connected graphs
inRD(H) that are theunionofn edge-disjointH-subgraphs is denotedRD(H, n). A path of length kwill be denoted Pk (not Pk−1
as is the convention in many papers).
Many of the proof techniques contained in this paper are based on the following property of randomly Pk-decomposable
graphs: IfG is randomly Pk-decomposable, thenwe can select any Pk-subgraph ofG and remove its edges, find any remaining
Pk-subgraph and remove its edges, and continue in this manner until all of the edges of G have been removed. Keeping this
idea in mind, one sees that the star K1,6 is randomly P2-decomposable, whereas the path P6 (which is P2-decomposable) is
not randomly P2-decomposable.
The concept of random decomposition was introduced by Ruiz in [8]. In that paper he characterizes randomly
H-decomposable graphs for the cases H = K1,2 and H = 2K2. Barrientos, Bernasconi, Jeltsch and Tronosco characterize
RD(H) when H is the star K1,n [2]. Randomly Kn-decomposable graphs are characterized by Smith and Kabell [9] (the proof
also appears in [3]). Beineke, Hamburger and Goddard use the concept of forbidden subgraphs to characterize RD(Pk) for
3 ≤ k ≤ 5 [3]. They also characterize randomly tK2-decomposable graphs with sufficiently many edges. Arumugam
and Meena characterize randomly H-decomposable graphs for H isomorphic to one of the following disconnected graphs:
Kn∪K1,n−1, Kn∪K1,n, C4∪P2, 2C3 or 3K2 [1]. Caro et al. give a forbidden subgraph characterization for randomly decomposable
✩ A preliminary version of some of the material in this paper has appeared in an earlier conference proceeding [6].∗ Corresponding author.
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Fig. 1. The generation graph for RD(P4).
graphs in [4] and then use this characterization to show that determiningwhether a graph is amember of RD(H) can be done
in polynomial time. Somasundaram and Nagarajan [10] provide a number of results on randomly decomposable graphs but
their characterizations of infinite families of randomly Pk-decomposable graphs are incorrect (see Section 4.3 below). Inmore
recent work, Randerath and Vestergaard look at H-equipackable graphs (a generalization of randomly H-decomposable
graphs) and characterize all P3-equipackable graphs in [7].
The goal of our research was to explore the structure of randomly Pk-decomposable graphs and find a simple
characterization for them. Initially, the prospect of finding such a characterization seemed hopeful. The randomly path
decomposable graphs appearing in [3] and those obtained in our preliminary researchwere easily described, especially those
that were the union of three or more paths. Although the results contained in this paper provide new insights regarding the
structure of randomly Pk-decomposable graphs, they also suggest that finding a simple characterization for such graphs is
unlikely.
2. The algorithm
In this section we describe the algorithm that we used to generate randomly Pk-decomposable graphs. Our goal here is
to give the reader a basic understanding of the algorithm. Readers interested in obtaining a copy the code for this algorithm
should contact one of the authors.
2.1. The basic idea
The basic idea is simple: Take an element of RD(Pk, n) and consider all possible ways of attaching a Pk-subgraph to it.
For each resulting graph, check to see if it is randomly Pk-decomposable. In this way obtain all elements of RD(Pk, n + 1).
Thus, done in a breadth-first fashion, RD(Pk, 1) is used to generate RD(Pk, 2), which in turn is used to generate RD(Pk, 3),
then RD(Pk, 4), and so on. Fig. 1 shows the result of this process for RD(P4).
Fig. 1 depicts part of an infinite rooted acyclic digraphwhose vertices are the connected elements of RD(P4)where graphs
at level n in the digraph are elements of RD(P4, n + 1) and two graphs are adjacent if the child graph can be generated by
extending the parent graph. Graph 5 has an infinite path of graphs extending below it corresponding to those elements of
RD(P4) which are the union of 3 or more P4’s which share a single central vertex. A similar rooted digraph can be defined
for each k > 2, and is referred to as the generation graph for RD(Pk). We say that an element of RD(Pk) is infinitely extendable
if, in the generation graph, that graph has infinitely many descendants. Otherwise, we say that the graph is a terminating
graph, and graphs without descendants are called terminal graphs. For example, in Fig. 1 graphs 2, 3, and 4 are terminal and
graph 5 is infinitely extendable.
2.2. Reference strings
We need to consider all possible ways a Pk can be added to an existing graph. Adding a Pk can be represented by a vector
whose entries specify the vertices of the existing graph that each vertex of the Pk is identified with, using ∗ to indicate that a
new vertex is not identified with an existing vertex. We call this vector a reference string. For example, in Fig. 2 the reference
string ∗ ∗ 4 ∗ 2 ∗ 6 ∗ ∗ is used to attach a new P8 to an existing P8. The resulting graph is an element of RD(P8, 2). A reference
string such as the one in this example that produces a randomly Pk-decomposable graph is said to be a productive reference
string for the graph it has extended.
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Fig. 2. Adding a path using a reference string.
By running through all reference strings for Gwe consider all possible ways to add a Pk-subgraph H to G. (Note that only
one of a reference string and its reversal need be considered.) In some cases G + H will be a multigraph, which does not
need to be considered, but otherwise we must test the graph G+ H to determine if it is randomly Pk-decomposable.
The difficulty with this approach is the number of reference strings that need to be considered grows very rapidly. For
instance, there are 216,730,118,331 possible reference strings for the graph on 15 vertices shown on the right in Fig. 2.
2.3. Nice reference strings
Suppose that G ∈ RD(Pk, n), and we wish to extend G by adding another Pk-subgraph H . Say that G = H1+H2+· · ·+Hn
where theHi are the Pk subgraphs that have been added by the algorithm. A brute force approachwould consider all possible
reference strings for G. The efficiency of our algorithm is due to the fact that it only considers reference strings that will add
a Pk subgraph H such that for 1 ≤ i ≤ n, (G − Hi) + H ∈ RD(Pk, n). We call reference strings with this property nice. Note
that the set of all nice reference strings for G contains the set of all productive reference strings for G. By considering only
nice strings, we dramatically reduce the total number of reference strings that need to be considered. For instance, there are
only 296 nice reference strings for the graph shown at right in Fig. 2 (as opposed to the 216,730,118,331 possible reference
strings for that graph).
The key to finding nice reference strings for G is keeping track of the work that is done while computing RD(Pk, n).
In particular, our algorithm keeps track of all productive reference strings that were used to generate RD(Pk, n) from
RD(Pk, n − 1). This information is then used to obtain for each i the list Li of all productive reference strings for G − Hi.
For every element (s1, s2, . . . , sn) ∈ L1× L2× · · ·× Ln the algorithm tries to construct a nice reference string s for G. It does
so by the following rules:
1. If the j-th term of each si is ∗, then choose ∗ to be j-th term of s.
2. If v is a vertex of G and if the j-th term of each si is v, then choose v to be the j-th term of s.
3. If the j-th term of exactly one si, say st , is ∗, and the j-th term of all other si’s is equal to some vertexw such thatw ∈ V (Ht)
butw ∉ V (G− Ht), then choosew to be the j-th term of s.
If for some j, none of the conditions for rules 1, 2 or 3 apply, then (s1, s2, . . . sn) does not yield a nice reference string s
for G. Otherwise we claim that the string s generated will be a nice reference string for G. We also claim that all nice strings
for Gwill be obtained in this way, and hence all productive strings for Gwill be generated.
Note that nice reference strings are employed in the generation of RD(Pk, n) only for n ≥ 3, and hence generation of
RD(Pk, 2) is essentially a brute force computation. This task would be quite daunting were it not for Theorem 1, which states
that, with oneminor exception, if a candidate graph has a vertex of odd degree (most do) it cannot contain a Pk+1-subgraph.
The majority of graphs generated that do not have multiple edges (multigraphs are discarded) fail this test and thus are not
randomly Pk decomposable. The point here is that it is much easier to determine whether a graph has a Pk+1-subgraph than
it is to determine whether it is randomly Pk-decomposable.
2.4. Checking for random decomposability
When a nice reference string has been found and used to extend an element of RD(Pk, n), the algorithmmust determine if
the resulting graph is in RD(Pk, n+1). This requires finding all Pk-subgraphs of the graph under consideration, then verifying
that deletion of any of these subgraphs yields an element of RD(Pk, n). More specifically, after deletion of the Pk-subgraphwe
must do an isomorphism check against the elements of RD(Pk, n). Note that if it were possible that deleting a Pk-subgraph
might result in a disconnected graph (with two nontrivial components), then the algorithm would need to identify the
nontrivial components and test each one for random decomposability. Fortunately, Theorem 2 assures us that for randomly
path-decomposable graphs path deletion results in only one nontrivial component.
2.5. Completing the characterization
Finally, we describe howwe can arrive at a characterization for RD(Pk) having only computed a finite number of the sets
RD(Pk, n). We can do this because, at least for k ≤ 11, as n increases the variety of graphs we find in RD(Pk, n) decreases.
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For example, since all graphs in RD(P2, 3) are isomorphic to K1,6, and all graphs in RD(P2, 4) are isomorphic to K1,8, one can
easily argue that all graphs RD(P2, n) are isomorphic to K1,2n. The situation is similar for 3 ≤ k ≤ 11 in the sense that, for
large enough n, all elements of RD(Pk, n) will fall into one of several easily described families. These families are described
in Section 4.
3. Two results on randomly Pk-decomposable graphs
In this section we prove two results on properties of randomly Pk-decomposable graphs. As noted in Section 2, these
results are important for the efficiency of the graph generation algorithm. However, these results are also interesting from
a theoretical point of view and should be of interest to anyone doing research in this area.
We first state two lemmas which will be used frequently in the proof of Theorem 1. The proofs of the lemmas are
straightforward and left to the reader.
Lemma 1. Let G ∈ RD(Pk, 2) and let H be a Pk-subgraph of G. Then the following conditions hold:
(i) G− H is isomorphic to Pk.
(ii) If x ∈ V (G), then degG(x) ∈ {1, 2, 3, 4}.
(iii) If degG(x) = 3, then x is a vertex of H.
(iv) If degG(x) = 4, then x is an internal vertex of H.
Lemma 2. Let G ∈ RD(Pk, 2) and let G = H1 ∪ H2 where H1 and H2 are both Pk-subgraph of G. Then the following conditions
hold.
(i) The number of odd degreed vertices in G is either 0, 2, or 4.
(ii) G has 4 odd vertices if and only if H1 and H2 have no common endpoints. In this case the endpoints of H1 and H2 are the 4 odd
vertices in G.
(iii) G has exactly 2 odd vertices if and only if H1 and H2 share exactly one endpoint which has degree 2 in G. In this case the other
endpoint of either path is an odd vertex in G.
(iv) G has no odd vertices if and only if H1 and H2 share two common endpoints each of which has degree 2 in G.
The following theorem is a forbidden subgraph theorem. It states thatwith a single small exception, elements of RD(Pk, 2)
with at least one odd vertex do not contain any Pk+1’s.
Theorem 1. Let k ≥ 2. If G ∈ RD(Pk, 2) has a vertex of odd degree, then either G is isomorphic to K2,3, or G does not have a
Pk+1-subgraph.
Proof. We first dealwith the cases k = 2, 3. Characterizations of RD(P2, 2) and RD(P3, 2) can be found in [3]. IfG ∈ RD(P2, 2)
has an odd vertex, thenG is a K1,4. IfG ∈ RD(P3, 2) has an odd vertex, thenG is either a K4 or a K2,3. Since K1,4 does not contain
any P3 subgraphs and K4 does not contain any P4 subgraphs, the theorem holds in these cases.
Assume that k ≥ 4 andG ∈ RD(Pk, 2) has a Pk+1-subgraph A = x0x1 . . . xk+1. ThenH0 = x0x1 . . . xk andH1 = x1x2 . . . xk+1
are both Pk-subgraphs of G. We show that G has no vertices of odd degree. Note that a vertex of odd degree in Gmust be a
vertex of degree 1 or 3. There are 8 cases to consider.
Case 1. G has four vertices of degree 1.
Appealing to the lemmas above, we note that each Pk-subgraph H of Gmust use two of G’s degree one vertices. Thus if x
is an end vertex of a Pk-subgraph of G, degG(x) = 1. But then degG(x1) = 1 and degG(xk) = 1, which is a contradiction since
both of these vertices have degree at least two.
Case 2. G has three vertices of degree 1, and one of degree 3.
If x is an end vertex of a Pk-subgraph H of G, then degG(x) = 1 or degG(x) = 3. But then degG(x1) = 3 and degG(xk) = 3,
which is impossible since there is only one vertex of degree 3 in G.
Case 3. G has two vertices of degree 1 and two of degree 3.
If x is an end vertex of a Pk-subgraph, then degG(x) = 1 or degG(x) = 3. It follows that degG(x0) = degG(xk+1) = 1 and
degG(x1) = degG(xk) = 3.
Let y be the vertex adjacent to x1 that is not x0 or x2. If y is not a vertex of A, then yx1 . . . xk is a Pk-subgraph whose
removal would leave the P1 component x0x1. If y is a vertex of A, say y = xi, 3 ≤ i ≤ k, then xi−1xi−2 . . . x2x1xixi+1 . . . xk+1 is
a Pk-subgraph whose removal again would leave the P1 component x0x1. We see that this case is not possible.
Case 4. G has two vertices of degree 1, and none of degree 3.
In this case we must have degG(x0) = degG(xk+1) = 1 and degG(x1) = degG(xk) = 2. But then G − H1 contains the P1
component x0x1, a contradiction.
Case 5. There is one vertex of degree 1, and three of degree 3.
Without loss of generality we can assume then that degG(x0) = 1 and degG(x1) = degG(xk) = degG(xk+1) = 3. But then
G− H0 has a degree 3 vertex, a contradiction.
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Case 6. There is one vertex of degree 1, and one of degree 3.
Let x and y be the end vertices of a Pk-subgraph H of G. Then {degG(x), degG(y)} = {1, 2} or {degG(x), degG(y)} = {2, 3}.
We can assume then that {degG(x0), degG(xk)} = {1, 2} and {degG(x1), degG(xk+1)} = {2, 3}. Since the degree 3 vertex of G
must be a vertex of both H0 and H1, we have degG(x0) = 1, degG(x1) = 3, degG(xk) = 2 and degG(xk+1) = 2.
But now we are in a position to argue exactly as we did in the second paragraph of case 3 and find a Pk-subgraph whose
deletion leaves the P1 component x0x1, a contradiction.
Case 7. There are no vertices of degree 1, and four of degree 3.
In this case we would have degG(x0) = degG(x1) = degG(xk) = degG(xk+1) = 3. But then G− H1 has a degree 3 vertex,
a contradiction.
Case 8. There are no vertices of degree 1, and two of degree 3.
If x and y are the end vertices of a Pk-subgraphH ofG, then {degG(x), degG(y)} = {2, 3}. Thus degG(x0) = 2, degG(x1) = 3,
degG(xk) = 3 and degG(xk+1) = 2. Since x0 and x1 are vertices of degree 1 in G − H0, there is a path of length k from x0
to x1 in G, and the edge x0x1 gives us a cycle of length k + 1 in G. Now k + 1 ≥ 5 and since at most two of the vertices on
this cycle are degree 3 vertices of G, and we can find a Pk-subgraph with end vertices that are both degree 2 vertices of G, a
contradiction. 
If G ∈ RD(Pk, n) has the edges of a Pk-subgraph H removed, then the resulting graphmay not be connected since isolated
vertices may be formed. The next result states that in this situation the graph G − H will have at most one nontrivial
component.
Theorem 2. If G is a connected randomly Pk-decomposable graph and H is any Pk-subgraph of G, then G − H has at most one
nontrivial component.
Proof. The theorem is certainly true if G ≈ Pk or G ∈ RD(Pk, 2). Suppose that G ∈ RD(Pk, n), n ≥ 3, is a counterexample.
Then there exists a Pk-subgraph H of G such that G is connected but G − H has two nontrivial components. We can find
Pk-subgraphs H1 and H2 that lie in different components of G−H such that H ∪H1 ∪H2 is connected. Note that H ∪H1 ∪H2
is also a counterexample to the theorem. So if we can show that no counterexample can be found in RD(Pk, 3), we will have
proved the theorem.We can therefore assumewithout loss of generality that G is connected and has three Pk-subgraphs H1,
H2 and H3 such that G = H1 ∪H2 ∪H3 and H1 ∪H2 ≈ 2Pk. Let H1 = x0x1 . . . xk, H2 = y0y1 . . . yk and H3 = z0z1 . . . zk. Finally,
we can also assume that k ≥ 4. This is because the elements of RD(P2, 3) are all isomorphic to K1,6 and RD(P3, 3) = ∅.
We nowmake a number of observations which eventually lead to a contradiction, thus showing that the counterexample G
cannot exist.
Observation 1. G contains a Pk+1-subgraph.
Since G is connected, there is a subpath B of H3 with one of its end vertices in H1, its other end vertex in H2, and none of
its degree two vertices in either H1 or H2. Let xi and yj be the end vertices of B. We can assumewithout loss of generality that
i ≤ j ≤ n/2. Then in the tree H1∪H2∪B, both the path from xk to yk and the path form xk to y0 have length at least k+1. So,
not only does G contain a Pk+1 subgraph, but each of the vertices xk, y0 and yk is an endvertex in some Pk+1 subgraph. This
fact will be used in the corollary to Observation 3.
Observation 2. If S is a Pk+1-subgraph of G, then there is a subgraph T of G such that S ⊆ T and T ∈ RD(Pk, 2).
Suppose S = v0v1 . . . vk+1 is a Pk+1-subgraph of G. Let U = S − vk+1. Then the edge vkvk+1 lies on some Pk-subgraph V
of G− U . So the graph T = U ∪ V is randomly Pk-decomposable and contains the Pk+1-subgraph S.
Observation 3. If v is an endvertex of a Pk+1-subgraph of G, then degG(v) ≠ 1.
By the previous observation, any Pk+1-subgraph ofG lies in some subgraph T ofGwhere T ∈ RD(Pk, 2). Theorem1 implies
that all vertices of T have even degree 2 or 4 in T .
Corollary. The vertices xk, y0 and yk are not endvertices of G.
Observation 4. Two of the vertices in {x0, xk, y0, yk} have odd degree in G and the remaining two have degree 2 in G.
By Observations 1 and 2 we know that there are subgraphs T and H of G such that T ∈ RD(Pk, 2), T contains a Pk+1
subgraph, H ≈ Pk and G = T ∪H . But since all of the vertices of T have even degree in T , Gmust have exactly two vertices of
odd degree, namely the endvertices ofH . If we nowconsider the decompositionG = H1∪H2∪H3 and recall thatG−H3 ≈ 2Pk,
we see that the only way for G to have exactly two odd vertices is for the endvertices z0 and zk to be elements of the set
{x0, xk, y0, yk}. Thus two of the vertices in {x0, xk, y0, yk} have degree 2 in G, and the remaining two have odd degree (1 or 3)
in G.
Observation 5. There is a vertex of degree 3 in G.
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Table 1
Number of graphs in RD(Pk, n), 2 ≤ n ≤ 6.
Path length 2 3 4 5 6 7 8 9 10 11
Number of graphs 7 5 9 5 17 18 32 119 662 2929
Fig. 3. Braids.
There are exactly two vertices of odd degree in G and the corollary to Observation 3 implies that at most one of these is
an end vertex of G.
At this point we need to focus on the vertex of degree three in G which could be any of the vertices in {x0, xk, y0, yk}.
We will assume that degG(xk) = 3. This assumption does not affect the generality of our argument. Then at least one of the
endvertices of H2 must have degree 2 in G.
Observation 6. Let e be an edge of H3 incident to xk. Then e = xkxi for some iwhere 0 ≤ i < k.
If e = xkv and v is not a vertex of H1, then H1 + e is a Pk+1-subgraph of G − H2. This contradicts Theorem 1 since
deg(G−H2)(xk) = 3.
We can now derive a contradiction. By the previous observation there is an edge e = xkxi, 0 ≤ i < k. Note that the degree
of xi+1 in G is even. Let H = x0x1 . . . xixkx(k−1) . . . x(i+2)x(i+1). Then H is a Pk-subgraph of G, and G−H−H2 is a path of length
k. But in G − H − H2 the vertex xk has degree 1, either z0 or zk has degree 1 and the degree of xi+1 is either 1 or 3. This is
impossible since a path has only two vertices of odd degree. 
4. Characterizations of the infinite families of RD(Pk), k ≤ 11
In this section we characterize randomly Pk-decomposable graphs for k ≤ 11. To do this it is sufficient to describe the
connected elements of RD(Pk) since a graph is randomly Pk-decomposable if and only if its components are.
Before continuing, some comments regarding the types of graphs in RD(Pk) are necessary. These comments reflect what
we found in RD(Pk), k ≤ 11, and probably do not apply for larger values of k. All of the infinitely extendable graphs fall
into one of a small number of easily described families of graphs which will be defined later in this section. On the other
hand, terminating graphs, almost all of which are terminal graphs in RD(Pk, 2), show considerable variety in structure and
there does not seem to be any simple way to describe them. Also, as k increases the number of graphs in RD(Pk, 2) increases
dramatically. For instance, there are 19 graphs in RD(P8, 2) (ofwhich 17 are terminal) and RD(P12, 2)has over 1000 elements.
Table 1 gives the number of graphs in each RD(Pk, n), 2 ≤ n ≤ 6.
Due to the large number of graphs and space limitations, it is not practical to list each graph in this paper. On the other
hand, it is illuminating to examine drawings of these graphs, contrasting the terminal graphs in RD(Pk, 2)with the infinitely
extendable ones. Drawings of all graphs in the sets RD(Pk, n), k ≤ 9, can be viewed and the graphs themselves, k ≤ 11, can
be downloaded at the Paths Project website, as discussed in Section 5.
In the remainder of this section, we state theorems that characterize the infinitely extendable elements of RD(Pk), k ≤ 11.
Thus the graphs described at the author’s website together with the graphs described in this section give a complete
characterization of the sets RD(Pk), k ≤ 11.
4.1. n-braids
We need some notation in order to describe a particular type of graph that is frequently randomly path-decomposable.
Let n be a positive integer and for 1 ≤ i ≤ n let Hi be the path Hi = vi0vi1vi2 . . . vik. Let S be a nonempty subset of
{0, 1, 2, . . . , k} and let G be the graph obtained from the paths Hi by identifying the vertices v1j, v2j . . ., vnj for each j ∈ S.
Then G is called an n-braid. Note that the vertices of the paths which were identified become vertices of degree n or 2n in G.
These identification points partition each of the paths into 1 or more subpaths. Suppose that when the path Hi is traversed
from vi0 to vik, the lengths of these subpaths, in order, are a1, a2, . . . , at . If 0 ∉ S and k ∉ S, then we say that G is an n-braid
of type (a1, a2, . . . , at). Similarly, n-braids of type [a1, a2, . . . , at), (a1, a2, . . . , at ] and [a1, a2, . . . , at ] refer respectively to
the cases: 0 ∈ S and k ∉ S, 0 ∉ S and k ∈ S and 0 ∈ S and k ∈ S. Braids of type (3, 2, 3), (2, 2, 2, 2) and [4, 4] are shown in
Fig. 3 below. The reader can verify that each of these examples is randomly P8-decomposable.
Anyone who has thought very much about randomly Pk-decomposable graphs has probably encountered graphs such
as these, as many of them turn out to be randomly path decomposable. For example, 2-braids of type [k] (even cycles) are
randomly Pk-decomposable, and 2-braids of type [k, k] (figure eights) and are randomly P2k-decomposable.
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Fig. 4. P4 branch growths.
Fig. 5. P5 branch growths.
Fig. 6. Twisting together two (2, 2, 2, 2, 2)’s.
4.2. Infinitely extendable elements of RD(Pk, n), k ≤ 8
These characterizations have already been reported. Beineke et al. [3] reported the characterizations for 2 ≤ k ≤ 5 in
1994, and we reported the results for 6 ≤ k ≤ 8 in 2002 [6]. We note that all terminating graphs in these families are the
union of exactly two paths and that all infinitely extendable graphs are braids as described in the previous section. These
graphs can be accessed at the Paths Project website.
4.3. Branch growths and twisted braids
Given that for k ≤ 8 the only connected elements of RD(Pk) not contained in RD(Pk, 2) are n-braids might lead one to
conjecture that n-braids are the only examples of randomly Pk-decomposable graphs that are the union of three ormore Pk’s.
In fact this is justwhat SomasundaramandNagarajan assert in [10]. However, an examination of randomly Pn-decomposable
graphs for n > 8 shows this assertion to be premature.
In order to provide a characterization of the infinite families RD(Pk) for 8 ≤ k ≤ 11 we need to describe additional
families of graphs. Many of these graphs contain what we term branch growths. Consider the two rooted graphs labeled type
A and type B that appear in Fig. 4. We refer to such graphs as P4 branches. The type A branch is a union of two P4’s and a
type B branch is a union of m ≥ 1P4’s. Note that a type B branch can be a single P4. A P4 branch growth is a graph that can
be obtained by taking an arbitrary collection of P4 branches and identifying their roots. An example of a P4 branch growth
is shown in Fig. 4.
We similarly define P5 branches to be any of the types C, D, E, or F in Fig. 5. Types C, D, and E are a union of two P5’s and
a type F branch is a union of m ≥ 1P5’s. Note that a type F branch can be a single P5. A P5 branch growth is a graph that can
be obtained by taking an arbitrary collection of P5 branches and identifying their roots. An example of a P5 branch growth
is shown in Fig. 5.
We also define twisted braids. Twisted braids are formed by taking two or more simple braids and joining them by
identifying selected vertices. Fig. 6 illustrates this construction, joining two (2, 2, 2, 2, 2) 2-braids to form a twisted braid
element of RD(P10, 4) (also, see Fig. 8, family v). Rather than develop a complicated notation for specifying various twisted
braid configurations, we provide for each twisted braid family diagrams which illustrate their structure. Most of the infinite
families for RD(P9), RD(P10), and RD(P11) are composed of twisted braids.
4.4. RD(Pk), k = 9, 10, 11
Before describing the infinitely extendable elements of RD(Pk, n), k = 9, 10, 11, we note that all terminating graphs in
this family are the union of at most four paths.
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Fig. 7. RD(P9) infinite families.
Fig. 8. RD(P10) infinite families.
Theorem 3. If 9 ≤ k ≤ 11 and RD(Pk, n) contains graphs that are not infinitely extendable, then n ≤ 4.
The following theorems characterize the infinitely extendable elements of RD(Pk), k = 9, 10, 11, and together with the
graphs listed on the Paths Project website, complete our characterization.
Theorem 4. If G is an infinitely extendable element of RD(P9, n), then G is amember of one of the families shown in Fig. 7, namely
one of the following:
(i) an n-braid of type (3, 3, 3)
(ii) an n-braid of type (3, 2] with an attached P4 branch growth (note this family includes n-braids of types (3, 2, 3) and
(3, 2, 2, 2)). The number of P5’s in the ‘‘base’’ must equal the number of P4’s in the branches.
(iii) a twisted braid resulting from an r-braid and an s-braid, r + s = n, both of type (3, 2, 2, 2)
(iv) a twisted braid resulting from an r-braid, r + 1 = n, of type (3, 2, 2, 2) and a single P9.
Theorem 5. If G is an infinitely extendable element of RD(P10, n), then G is a member of one of the families shown in Fig. 8,
namely one of the following:
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Fig. 9. RD(P11) infinite families i–xi.
(i) an n-braid of type [2] with attached P4 branch growths (note this family includes n-braids of types (4, 2, 4) and
(2, 2, 2, 2, 2)). The number of P2’s in the ‘‘center’’ must equal the number of P4’s in each of the branches.
(ii) an n-braid of type (3, 3] with an attached P4 branch growth (note this family includes the n-braids of type (3, 3, 4)). The
number of P6’s in the ‘‘base’’ must equal the number of P4’s in the branches.
(iii) a twisted braid resulting from a (2, 2, 2] r-braid and a (2, 2, 2] s-braid, r+s = n, attached to a P4 branch growth containing
r + s P4’s
(iv) a twisted braid resulting from a (2, 2, 2] r-braid, r + 1 = n, and a P6 attached to a P4 branch growth containing r + 1 P4’s
(v) a twisted braid resulting from a (2, 2, 2, 2, 2) r-braid and a (2, 2, 2, 2, 2) s-braid, r + s = n
(vi) a twisted braid resulting from a (2, 2, 2, 2, 2) r-braid, r + 1 = n, and a P10
(vii) a twisted braid resulting from a (2, 2, 2, 2, 2) r-braid and a (2, 2, 2, 2, 2) s-braid, r + s = n
(viii) a twisted braid resulting from a (2, 2, 2, 2, 2) r-braid, r + 2 = n, and two P10’s.
Theorem 6. If G is an infinitely extendable element of RD(P11, n), then G is a member of one of the families shown in Figs. 9 and
10, namely one of the following:
(i) a [2] n-braid with an attached P4 branch growth on one end and a P5 branch growth on the other (note this family includes
n-braids of types (4, 2, 5), (2, 2, 2, 5), (4, 2, 2, 3), and (2, 2, 2, 2, 3)). The number of P2’s in the ‘‘center’’ must equal the
number of P4’s and P5’s in each of the branches.
(ii) a [3] n-braid with attached P4 branch growths on both ends (note this family includes n-braids of types (4, 3, 4),
(2, 2, 3, 4), and (2, 2, 3, 2, 2)). The number of P3’s in the ‘‘center’’ must equal the number of P4’s in each of the branches.
(iii) a (3, 3] n-braid with an attached P5 branch growth (note this family includes the n-braids of types (3, 3, 5) and
(3, 3, 2, 3)). The number of P6’s in the ‘‘base’’ must equal the number of P5’s in the branches.
(iv) a twisted braid resulting from a (2, 2, 2] r-braid, r+1 = n, and a P6 attached to a P5 branch growth containing r+1 P5’s
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Fig. 10. RD(P11) infinite families xii–xix.
(v) a twisted braid resulting from a (3, 2, 2] r-braid, r+1 = n, and a P7 attached to a P4 branch growth containing r+1 P4’s
(vi) a twisted braid resulting from a (2, 2, 2, 2, 3) r-braid, r + 1 = n, and a P11
(vii) a twisted braid resulting from a (3, 3, 2, 3) r-braid, r + 1 = n, and a P11
(viii) a twisted braid resulting from a (2, 2, 3, 2, 2) r-braid, r + 1 = n, and a P11
(ix) a twisted braid resulting from a (2, 2, 2] r-braid and a (2, 2, 2] s-braid, r + s = n, attached to a P5 branch growth
containing r + s P5’s
(x) a twisted braid resulting from a (3, 2, 2] r-braid and a (3, 2, 2] s-braid, r + s = n, attached to a P4 branch growth
containing r + s P4’s
(xi) a twisted braid resulting from a (2, 2, 3] r-braid and a (3, 2, 2] s-braid, r + s = n, attached to a P4 branch growth
containing r + s P4’s
(xii) a twisted braid resulting from a (3, 2, 2, 2, 2) r-braid, r + 1 = n, and a P11
(xiii) a twisted braid resulting from a (3, 2, 2, 2, 2) r-braid and a (3, 2, 2, 2, 2) s-braid, r + s = n.
(xiv) a twisted braid resulting from a (2, 2, 3, 2, 2) r-braid and a (2, 2, 3, 2, 2) s-braid, r + s = n.
(xv) a twisted braid resulting from a (3, 3, 2, 3) r-braid and a (3, 3, 2, 3) s-braid, r + s = n.
(xvi) a twisted braid resulting from a (2, 2, 2, 2, 3) r-braid and a (2, 2, 2, 2, 3) s-braid, r + s = n.
(xvii) a twisted braid resulting from a (3, 2, 2, 2, 2) r-braid and a (3, 2, 2, 2, 2) s-braid, r + s = n.
(xviii) a twisted braid resulting from a (2, 2, 2, 2, 3) r-braid, a (2, 2, 2, 2, 3) s-braid, r + s+ 1 = n, and a P11.
(xix) a twisted braid resulting from a (2, 2, 2, 2, 3) r-braid, a (2, 2, 2, 2, 3) s-braid, r + s+ 2 = n, and two P11’s.
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5. The paths project website
The Paths Projectwebsite provides a number of resources related to this project aswell as discussingmuch of thematerial
presented in this paper. It can be accessed at http://www.mcs.alma.edu/paths. The following three items contained there
should be of particular interest to readers of this paper:
(i) Drawings of all RD(Pk, n) graphs for k ≤ 9 and n ≤ 5, including both the terminal and infinitely extendable graphs
(only drawings of infinitely extendable graphs are given in this paper).
(ii) The RD(Pk, n) graphs themselves for k ≤ 11 and n ≤ 5.
(iii) The programused to generate the graphs described in this paper, in the form of a JavaWebstart application. Instructions
for its use are provided on the website. This program not only generates the graphs but also gives the user the ability to
manipulate their graphical representations. Source code for the program is not so available. Interested parties should
contact one of the authors if they are interested in obtaining a copy.
6. Conclusion and some open problems
The goal of this paper was to explore randomly path-decomposable graphs and, if possible, obtain a simple
characterization for such graphs, at least for the infinitely extendable ones. At the outset of this research, the prospect
of finding such a characterization seemed reasonable. Indeed, if one only considers paths of length 8 or less, then braids
suffice to describe the infinitely extendable elements. However, for paths of lengths 9 through 11, twisted braids and branch
growths are required for the characterization. It seems quite clear now that as path length increases, so will the variety and
randomness of the structure of these graphs. Thus, finding a simple characterization for all infinitely extendable randomly
path-decomposable graphs seems unlikely.
On the other hand, our findings do shed light on the structure of these graphs, and suggest several open problems. We
conclude with three such problems.
The vast majority of graphs we found were separable, and 2-connected examples seem to be relatively rare.
Problem 1. Is there a simple characterization for 2-connected randomly Pk-decomposable graphs?
There are infinite families of 2-connected randomly Pk-decomposable graphs: The cycle C2k is randomly Pk-decom-
posable, and a 4-braid of type [k] (4 paths of length k with end vertices identified) is randomly P2k-decomposable. A third
such family is discussed in [5]. A graph from any one of these three families will have all vertex degrees even and be the
union of two paths.
Problem 2. The graphs K4, K2,3 and K3,4 are examples of 2-connected randomly Pk-decomposable graphs which have a
vertex of odd degree. Do all other 2-connected randomly Pk-decomposable graphs have all vertex degrees even?
Problem 3. Are all of the 2-connected randomly Pk-decomposable graphs elements of RD(Pk, 2)?
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