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高性能 I/O 完成端口服务器的实现与优化
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摘要：该文介绍了 I/O 完成端口机制，并提出了基于 I/O 完成端口机制的高性能服务器设计的一种方法。 改文所设计的高性能服务
器能够处理海量套接字连接请求，保证了数据通信的高效性，很好的解决了像网络游戏服务器、web 服务器以及代理服务器这些爆
发式客户端连接的问题。 经过压力测试，该 IOCP 服务器达到了 6500 客户端同时在线的负载标准。
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Abstract: This paper mainly introduces the I/O completion ports mechanism and brings forward a method to design high-performance
server which base on this mechanism. This kind of server has the ability to handling with massive connection request , the efficiency of data
communication and deals with the outbreak client connection such as online game server, web server, proxy server and so on. After stress
testing, this IOCP server has achieved the load requirements that 6500 client online at the same time.
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在 Winsock 网络通信应用中，通信的两个进程间相互作用的主要模式是客户/服务器（C/S）模式，即客户端向服务器发起连接请
求，服务器在收到连接请求后，与客户端建立相应的连接并收发数据和进行数据处理的服务。 当你开发不同类型的软件时，总是需
要进行 c/s 模型的开发。 然而，完成一个完善的 C/S 模型代码对于编码人员来说并不是一件容易的事情。 特别是当服务器需要处理
大量客户端连接的时候，利用普通的 Winsock 模型来进行编码会显得相当棘手。
本文所研究的服务器采用了 IOCP(I/O Completion Port)技术，该技术可以在不丧失系统整体性能的前提下，有效解决成百上千
个客户端连接的问题。 IOCP 技术对于“一个客户端一个线程”的技术瓶颈问题提出了一个有效地解决方案：只需要用到少量的处理
线程和异步 I/O 处理函数。与此同时，基于 IOCP 技术的服务器会随着 cpu 数量的增加而线性的提升系统的整体性能。本文主要阐述
了 IOCP 技术的原理，并进一步探讨 IOCP 的特性、开发技术、难点和为性能的提高而提出若干解决芳案，从而有效地利用系统资源、
为高性能服务器的开发提供全面的支持，并已在某系统的服务器的通信的实际应用项目中实现了海量客户服务需求。
1 IOCP 技术原理
IOCP（I/O Completion Port）又称为 I/O 完成端口，是 Microsoft 提供的用于 Windows 上高效处理各种设备 I/O 的一种机制，设备可
以是文件、命名管道、套接字、串口、并口等。 I/O 完成端口是基于这样一个理论基础：并行运行的线程数目必须有一个上限，这是因
为一旦运行的线程数目超过 cpu 的数目，系统就必须花费时间来进行线程上下文的切
换，这样会浪费 cpu 周期[1]。 如果应用程序在初始化时创建了一个线程池，而且这些线
程在应用程序执行期间是空闲的，应用程序的性能就能进一步提高。 而完成端口本身
就是使用了线程池技术。 完成端口模型的原理图如图 1 所示。
完成端口要求创建一个 win32 完成端口对象来对重叠 I/O 请求进行管理， 并通过
创建一定量的工作线程来为已经完成的重叠 I/O 请求提供服务。 我们可以把完成端口
看成系统维护的一个队列，由于是“操作完成”的事件通知，故取名为“完成端口”[2]。
1.1 套接字 I/O 模型
共有五种类型的套接字 I/O 模型， 可以让 Winsock 应用程序对 I/O 进行管理，包
括：Select（选择）模型、WSAAsyncSelect（异步选择）模型、WSAEventSelect（事件选择）模
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pletion Port 模型，其它模型本文不再赘述。
Completion Port 模型是迄今为止最为复杂的一种 I/O 模型。 从本质上说， 完成端口模型要求我们创建一个 Win32 完成端口对




他们提供服务。 这就要求我们在使用完成端口时必须要使用重叠 I/O。 重叠 I/O，即当 I/O 功能调用时，不论 I/O 是否完成，函数马上




完成端口维护一个完成通知队列。 重叠 I/O 操作完成后系统会把已完成的重叠 I/O 请求通知放入该队列队尾。
1.3.2 工作线程
成功创建一个完成端口后，便可以开始将套接字句柄与完成端口对象关联到一起。 但在关联套接字之前，首先必须创建一个或
多个工作线程，以便在 I/O 请求投递给完成端口对象后，为完成端口提供服务 [3]。 工作线程的个数取决于应用程序的总体设计情况。
创建的工作线程由完成端口管理。 当有 I/O 完成通知到来，则由完成端口唤醒一个工作线程接收 I/O 完成通知，并对其进行处理。 完
成端口自动对工作线程进行调度，唤醒哪个工作线程则由完成端口决定。 若无 I/O 完成通知，则所有的工作线程都在等待。
需要注意的是，完成端口对工作线程的管理具有一定的原则：首先在创建完成端口时要指定最大并发线程数，一般情况是一个
处理器对应一个线程，而工作线程的数量大于或等于最大并发线程数。 考虑到线程会进入挂起的状态，为了让应有程序有足够的工
作线程为 I/O 请求服务，一般创建工作线程的个数为 cpu 个数的两倍。
2 IOCP 服务器难点及其实现
由于 IOCP 是以 Windows NT 为基础的操作系统推出的内核高级处理机制，并
利用该机制对 Winsock 的通信进行管理， 所以 IOCP 机制的实现与 Microsoft 系列
的技术联系甚为紧密。笔者将在接下来的篇幅中剖析 IOCP 机制基于 C# 语言的实
现方法，以及针对在实现 IOCP 服务器过程中可能会遇到的一些难点进行分析。
2.1 服务器实现
IOCP 服务器的流程如图 2 所示。
I/O 完成端口的主线程处理流程和代码大致如下：























图 2 IOCP 服务器流程图
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8) 开始在已接受的连接上进行 I/O 操作。 在此，我们希望通过重叠 I/O 机制，在新建的套接字上投递一个或多个异步 WSARecv
或 WSASend 请求。 这些 I/O 请求完成后，一个工作线程会为 I/O 请求提供服务，同时继续处理未来的 I/O 请求。
重复步骤 5)—8)，直至服务器停止或中止。
2.2 IOCP 服务器设计的技术难点




外。 而一个操作系统限制了可以被锁住的内存大小，当超出了限制范围，重叠操作就会因为 WSAENOBUGS 错误而失败[4]。
如果一个服务器在每个连接上进行了许多重叠的 receive 操作，那么限制会随着连接数的增长而变化。 如果一个服务器能够预
先估计可能产生的最大并发连接数，服务器可以投递一个使用零缓冲区的 receive 操作到每一个连接上。 因为当提交的操作没有缓
冲区时，那么也就不会存在内存被锁定的问题。 在使用这种办法后，当你的 receive 操作事件完成并返回时，该 socket 底层缓冲区的
数据会原封不动的留在其中，而不会被读取到 receive 操作的缓冲区中。此时，服务器可以简单的调用非阻塞式接收将 socket 缓冲区
中的数据全部读出来， 直到返回 WSAEWOULDBLOCK 为止。 这种设计非常适合那些可以牺牲数据吞吐量而换取巨大并发连
接数的服务器。 当然，也需要意识到如何让客户端的行为尽量避免对服务器造成影响。 因此，提出以下两种解决方法：
1) 投递使用空缓冲区的 receive 操作，当操作返回后，使用非阻塞式 recv 函数进行真实数据的读取。 因此在完成端口的每一个
连接中需要使用一个循环的操作来不断提交空缓冲区的 receive 操作。
2) 在投递一个普通含有缓冲区的 receive 操作后，紧接着开始循环投递一个空缓冲区的 receive 操作。 这样保证他们按照投递顺
序依次返回，这样我们就总能对被锁定的内存进行解锁。
2.2.2 数据包重排序问题
虽然 I/O 完成端口的提交操作总是按照它们被提交的顺序完成， 但线程调度安排可能使绑定到完成端口的实际工作不按指定
的顺序来处理[5]。 例如，假设有两个 IO 工作线程，应该要接收到的数据应该是“字块 1，字块 2，字块 3”，但可能接收到的数据顺序是
“字块 2，字块 1，字块 3”。 这就意味着通过 I/O 完成端口进行数据发送时，数据可能会被以另外的顺序进行发送。
一个实际的解决方法是添加一个顺序号给 buffer 类，如果缓冲区顺序号正确，则处理缓冲区中的数据。 而顺序号不正确的缓冲
区必须保存下来以便以后用到，因为性能的原因，我们将这些缓冲区保存到一个 hash map 对象中。
2.2.3 内存资源的释放问题
在进行 IOCP 服务器开发时，经常会遇到的一个难题就是与 socket 相关的缓冲区释放不当带来的错误，这种错误通常是由于多
次对同一个指针执行了删除操作引起的。 例如在执行异步接收或者异步发送函数后返回了非 IOPENDING 的错误时，就需要对这种
错误进行处理。 通常情况下，我们会执行下面这两步操作：1) 释放此次操作所使用的缓冲区；2) 关闭当前操作所使用的 socket 资源。
然而，我们完全有可能在工作线程中的 GetQueuedCompletionStatus 函数返回 false 时也进行了上述两部相同的操作。 此时，系统就会
对同一缓冲区进行重复释放，这就是错误产生的原因。 针对前述情况，可以通过在 clientsock 的对象设计机制上使释放操作归一化。
比如在进行异步发送或者异步接收操作时发生了非 IOPENDING 错误，此时并不释放资源，而是通过 PostQueuedCompletionStatus 函
数向完成端口抛出一条特殊标志的信息，这个特殊标志的信息可以通过 GetQueuedCompletionStatus 函数的第二个参数：即传送字节
来表示，我们可以选择任何一个不可能出现的值，比如说一个跟它的初始值不相等的负数。 经过这样的机制处理后，便可以将各种
需要释放内存资源的情况统一到 GetQueuedCompletionStatus 函数上来处理。 因此，需要执行释放的逻辑有：
1) GetQueuedCompletionStatus 函数返回值为 FALSE；
2) 传送的字节数为 0；










的原理，在每次异步发送或者异步接收操作时，我们都要投递单 IO 操作数据。 而单 IO 操作数据空间的创建和释放，可以有以下几
种方式：
1) 每次执行异步发送和异步接收操作时都声明一个新的单 IO 操作数据空间，在完成端口处理完后在工作线程中销毁；
2) 只有在每出现一个新连接时，我们才随新连接建立一个新的单 IO 操作数据空间，将它与新的客户端 socket 绑定在一起，只
有当客户端 socket 关闭时菜将它与客户端对象一起销毁；
3) 建立一定量的单 IO 操作数据空间，并将其统一放入一个空闲队列，不管何时需要单 IO 操作数据空间，都首先从空闲队列中
取；如果此时空闲队列中元素为空，则新建立一个单 IO 操作数据空间。 用完后再将其放回空闲队列。
从执行效率以及系统整体系能来考虑，采用方法 3)来管理这些空闲单 IO 操作数据空间最为合适。
我们在使用传统的 accept 函数接收客户端的一个连接后，这个函数会返回一个创建成功的客户端 socket。 这就是说，每次连接
请求到来后， 系统才会去创建新的客户端 socket。 可以想象当有大量客户端连接到来时， 服务器就必须逐一的为他们创建客户端
socket，这样势必会占用比较多的系统资源。 幸运的是，Windows 给我们提供了一个 acceptEx 函数，它允许我们在接受连接之前就先
创建好客户端 socket，并在接受连接的时候把它和客户端关联在一起。 我们就可以事先创建适量的 socket，并作为链表来管理。 当有
客户端连接请求时，首先从链表中取个空闲的 socket 使之与客户端相关联，当客户端关闭的时候再把 socket 插入到链表末尾。 这样
一来，便可以对客户端连接进行高效的管理了。
4 结束语
在为安徽某公司设计的造气炉控制系统服务器的通信模块中，采用了 I/O 完成端口技术，经过压力测试，实现了 6500 人同时在
线的项目需求。
此外，IOCP 架构也有以下特点 [7]：
1) 模型的普遍性。 该模型还支持串行和无线的终端设备。 此外，它也可以用于设计相似设备的平台软件。
2) 技术的通用性。 基于 IOCP 机制的 windows 平台可以被基于 Linux 平台的 EPOLL 机制取代， ADO 和 ODBC 技术同样可以被
JDO 和 JDBC 技术取代。
3) 平台的独立性。 无论是 EPOLL 机制，JDO 或者 JDBC 技术还是 Web 服务技术，都是独立于平台的技术，因此这种模型也是独
立于平台的。
与其它套接字 I/O 模型相比，完成端口在管理海量并发用户连接请求方面具有巨大优势，这种优势随着系统 CPU 数量的增加
而愈发明显。 因此，对于开发大量客户端连接的网络应用服务器来说，基于完成端口技术的服务器设计是一个很好的解决方案。
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