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Prefa´cio
No Outono do Hemisfe´rio Norte de 2007, o autor decidiu educar-se sobre o assunto
de aprendizagem de ma´quina e ofereceu-se para ministrar um curso de po´s-graduac¸a˜o na
Universidade de Ottawa, Canada´, baseado inicialmente nas notas [Mendelson, 2002] e no
livro [Anthony and Bartlett, 1999]. O curso foi oferecido novamente em 2012. Com meus
alunos de pesquisa nesta a´rea, no´s na˜o nos limitamos ao estudo teo´rico, mas projetamos
novos algoritmos e participamos numa se´rie de competic¸o˜es internacionais de minerac¸a˜o
de dados, ganhando uma delas em 2013. O nosso modesto semina´rio de Data Science
and Machine Learning cresceu em um verdadeiro grupo de pesquisa na Universidade de
Ottawa. Depois de me mudar para o Brasil em 2016, eu ministrei o curso duas vezes na
UFSC, Floriano´polis, em 2017 e 2018, bem como iniciei um semina´rio, Grupo de Estudos
em Aprendizagem de Ma´quina (GEAM), na ilha de Santa Catarina. Essas notas de aula,
ainda bastante informais, resultam destes cursos e semina´rios.
As notas sa˜o dirigidas principalmente para os matematicamente inclinados. Ao mesmo
tempo, elas sa˜o quase autosuficientes, grac¸as a um extenso conjunto de apeˆndices. E´ claro
que na˜o e´ realista esperar por um tratamento abrangente de uma a´rea ta˜o vasta; as notas
cobrem uma selec¸a˜o de assuntos altamente subjetiva. No entanto, acredito que elas permi-
tem aprender algumas ideias importantes. Eu evitei propositadamente qualquer tentativa
de descrever “aplicac¸o˜es pra´ticas”: nesta a´rea do conhecimento na˜o ha´ necessidade de
fazeˆ-lo, dada a curta distaˆncia que separa teoria, algoritmos, e implementac¸a˜o.
Esta e´ uma boa ocasia˜o para reconhecer o qua˜o importante para mim foi a interac¸a˜o
nesta a´rea com os meus estudantes de pesquisa ao longo dos anos. Quero mencionar de
nome Aleksandar Stojmirovic´, Christian Despres, Damjan Kalajdzievski, E´milie Ide`ne,
Gae¨l Giordano, Hubert Duan, Igor Artemenko, Ilya Volnyansky, Robert Davies, Sabrina
Sixta, Samuel Buteau, Stan Hatko, Sushma Kumari, Varun Singla, Yue Dong.
Sem du´vida, o texto esta´ infestado de erros e lacunas, tanto matema´ticos quanto os
da expressa˜o portuguesa. Meus agradecimentos va˜o para os colegas, amigos, e alunos
brasileiros que me ajudaram a reduzir o nu´mero destes u´ltimos: Aishameriane Schmidt,
Aldrovando Luis Azeredo Arau´jo, Brittany Beauchamp e Pedro Levit Kaufmann, Maria
Inez Cardoso Gonc¸alves, Nata˜ Machado, e Ricardo Borsoi, assim como o editor do IMPA,
Paulo Ney de Souza.
Gostaria de exprimir a minha gratida˜o pelo apoio do CNPq (bolsa Pesquisador Visi-
tante, Nı´vel 1, Out 2016—Set 2017, processo 310012/2016), da CAPES (bolsa Professor
Visitante Estrangeiro Seˆnior, ao longo do ano 2018, processo 88881.117018/2016-01), e
da UFBA, onde sou Professor Visitante Titular desde Marc¸o 2019.
Feci quod potui, faciant meliora potentes.
Vladimir Pestov
Rio Vermelho, Salvador, Bahia
5 de Outubro 2019
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Treˆs citac¸o˜es orientadoras
VLADIMIR VAPNIK
“Statistical learning theory does not belong to any specific
branch of science: It has its own goals, its own paradigm, and
its own techniques.
Statisticians (who have their own paradigm) never considered
this theory as part of statistics”. [Vapnik, 2000]
”As the power of computers approaches the theoretical limit and
as we turn to more realistic (and thus more complicated) pro-
blems, we face ’the curse of dimension’, which stands in the way
of successful implementations of numerics in science and engi-
neering. Here one needs a much higher level of mathematical
sophistication in computer architechture as well as in computer
programming. ...Successes here may provide theoretical means
for performing computations with high power growing arrays of
data. ...We shall need ... the creation of a new breed of mathe-
matical professionals able to mediate between pure mathematics
and applied science. The cross-fertilization of ideas is crucial for
the health of the science and mathematics.” [Gromov, 1998] MIKHAI¨L GROMOV
SEYMOUR CRAY
”One of my guiding principles is don’t do anything that other
people are doing.” (a)
aComputer History Museum, Mountain View, CA, permanent exposition.
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Introduc¸a˜o
Vamos comec¸ar pela noc¸a˜o ba´sica da aprendizagem supervisionada: o problema de
classificac¸a˜o bina´ria. Para tanto, tomemos uma experieˆncia simples. Geremos n = 1000
pontos aleato´rios no quadrado unita´rio [0, 1]2, distribuı´dos uniformemente e independen-
temente um do outro. (A distribuic¸a˜o uniforme significa que a probabilidade de que um
ponto x pertenc¸a a um pequeno quadrado [a, a + ] × [b, b + ] de lado  > 0 e´ propor-
cional – com efeito, igual – a` a´rea do quadrado, 2.) O que conjunto de dados resultante
pode parecer, claro, na˜o e´ uma grade uniforme, mas em vez disso, algo assim (Figura 0.1,
esquerda).
FIGURA 0.1. Amostra aleato´ria de 1000 pontos tirados uniformemente
do quadrado, na˜o rotulada (esquerda) e rotulada (dir.)
Note, em particular, a presenc¸a do que aparece como uma estrutura interna de da-
dos significativa: os grandes buracos aqui e ali, agrupamentos de pontos... Estes sa˜o, na
verdade, desvios aleato´rios, na˜o carregando nenhuma informac¸a˜o u´til.
O nosso conjunto de dados,
X = {x1, x2, . . . , x1000},
e´ uma amostra. O quadrado [0, 1]2 e´ o domı´nio.
Agora dividimos os dados em duas classes: a classe A dos pontos sobre ou acima da
diagonal (marcados com vermelho) e a classe B dos pontos abaixo da diagonal (marcados
com azul). Obtemos o que e´ chamado uma amostra rotulada (labelled sample). Ver Figura
0.1, (dir.)
Observe um efeito visual interessante: parece que a fronteira entre as duas classes e´
uma curva ondulada, ao inve´s de uma linha reta! No entanto, voceˆ pode usar uma re´gua
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para convencer-se de que na˜o ha´ nenhum erro e os centros de todas as bolinhas vermelhas
esta˜o realmente acima da diagonal, enquanto os centros das azuis esta˜o abaixo.
Marcando os elementos de A com 1 e os elementos de B com 0, a nossa amostra
rotulada pode ser escrita da seguinte maneira:
σ = (x1, x2, . . . , x1000, ε1, 2 . . . , ε1000),
onde por valor εi do ro´tulo do ponto xi, temos εi ∈ {0, 1}, i = 1, 2, . . . , 1000. (Certo, ao
inve´s dos ro´tulos 0 e 1 se pode usar, por exemplo, −1 e +1, ou bem − e +...)
Neste exemplo “de brinquedo” a dimensa˜o dos dados e´ 2, e o conjunto de dados pode
ser visualizado, o que ajuda muito para determinar a sua estrutura. Cada ponto e´ um
elemento de R2, representado por duas coordenadas, xi = (x(1)i , x
(2)
i ). A amostra rotulada
σ pode ser tratada como um subconjunto (ordenado) de [0, 1]×[0, 1]×{0, 1}, e escrita como
uma matriz de dimensa˜o 1, 000× 3: cada linha (x(1)i , x(2)i , εi) representa um elemento de
X , bem como seu ro´tulo. Essa representac¸a˜o matricial dos conjuntos de dados e´ bastante
comum. De uma maneira mais abstrata, podemos escrever
σ ∈ ([0, 1]× [0, 1])n × {0, 1}n.
Chegamos ao seguinte problema de classificac¸a˜o bina´ria: a partir da amostra rotulada
σ, construir uma func¸a˜o
T : [0, 1]2 → {0, 1}
(chamada classificador, preditor, ou func¸a˜o de transfereˆncia), definida sobre todo o domı´nio,
que seja capaz de predizer com confianc¸a um ro´tulo na˜o so´ para os dados existentes, mas
tambe´m para novos dados. Pode-se dizer que esse e´ o problema central da aprendizagem
automa´tica estatı´stica supervisionada.
Claro que sabemos a resposta para nosso “problema de brinquedo”: ela e´ dada pelo
classificador de verdade
Ttrue(x) = η(x
(2) − x(1)),
onde η e´ a func¸a˜o de Heaviside,
η(x) =
{
1, se x ≥ 0,
0, se x < 0.
Mas se o problema for mostrado a alguma outra pessoa (ou ma´quina) que na˜o sabe
como as duas classes A e B foram formadas, voceˆ pode obter outras respostas. Por exem-
plo, o seu pro´prio co´rtex visual, ao analisar a imagem na figura 0.1 (dir.), sugere separar
as duas classes com uma linha ondulada! Um tal classificador poderia na˜o ser exato, mas
estar perto da verdade para ser aceita´vel. As chances de classificac¸a˜o erroˆnea (o erro de
classificac¸a˜o) para um novo ponto de dados seriam relativamente pequenos.
Algue´m pode sugerir a seguinte soluc¸a˜o simplista: atribuir o valor 1 a todos os pontos
de dados atuais que esta˜o acima da diagonal, e o valor 0 a todos os outros pontos, atuais e
futuros:
T (x) =
{
1, se x ∈ A,
0, sena˜o.
Este classificador da´ uma resposta correta para todos os pontos atuais xi ∈ X , i =
1, 2, . . . , 1, 000. No entanto, se no´s gerarmos aleatoriamente um novo ponto y ∈ [0, 1]2,
com probabilidade 1/2 ele ficara´ acima da diagonal. Ao mesmo tempo, a probabilidade de
escolher um ponto em X e´ zero. Assim, com probabilidade de 1/2, o classificador T ira´
retornar um valor falso para y. Entre todos os pontos gerados no futuro,
x1001, x1002, . . . , x1000+n, . . . ,
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aproximadamente metade deles sera˜o classificados erroneamente. Para n suficientemente
grande, o classificador T fornecera´ uma resposta errada aproximadamente na metade dos
casos — certamente um fracasso completo. Jogando a moeda equilibrada podemos con-
seguir a mesma taxa de sucesso de 1/2, sem usar qualquer classificador, simplesmente
atribuindo a um ponto um valor aleato´rio 0 ou 1.
Como podemos distinguir um bom classificador de um ruim? Ou seja, dado um clas-
sificador, T , existe uma maneira de verificar se T e´ suscetı´vel de atribuir a maioria dos
pontos de dados futuros a` classe correta?
A` primeira vista, o problema parece completamente intrata´vel: como possivelmente
podemos mostrar algo sobre os dados que ainda na˜o existem? Na verdade, e´ quase incrı´vel
que – pelo menos dentro de um modelo teo´rico – tais predic¸o˜es podem ser feitas com um
grau considera´vel de certeza.
Todavia, vamos deixar este problema para mais tarde. Consideremos um exemplo real:
um conjunto de dados da competic¸a˜o CDMC’2013 de minerac¸a˜o de dados para o problema
de detec¸a˜o de intrusos numa rede, coletados por um sistema real IDS (Intrusion Detection
System) na Coreia. (Para mais informac¸o˜es, consulte [Song, Takakura, and Kwon, 2008].
Este conjunto na˜o esta´ disponı´vel publicamente, mas outros conjuntos semelhantes esta˜o,
por exemplo1.)
Cada linha da matriz corresponde a uma sessa˜o, onde as 7 coordenadas sa˜o os valores
dos paraˆmetros da sessa˜o. O conjunto de dados conte´m n = 77, 959 elementos, incluindo
71, 758 sesso˜es normais (sem intruso), rotuladas +1, e 6, 201 sesso˜es ataque (com intruso),
rotuladas −1. A Figure 0.2 mostra um extrato das 15 linhas da matriz.
............
+1 1:-1.00 2:-0.03 3:-0.09 4:-0.49 5:-0.05 6:-0.15 7:-1.08
+1 1:-1.00 2:-0.03 3:-0.09 4:-0.49 5:-0.05 6:-0.15 7:-1.08
+1 1:-1.00 2:-0.03 3:-0.09 4:-0.49 5:-0.05 6:-0.15 7:-1.08
+1 1:-1.00 2:-0.03 3:-0.09 4:-0.49 5:-0.05 6:-0.15 7:-1.08
+1 1:-0.67 2:-0.03 3:0.04 4:1.95 5:-0.05 6:-0.10 7:1.11
+1 1:-1.00 2:-0.03 3:-0.09 4:-0.49 5:-0.05 6:-0.15 7:-1.08
+1 1:-1.00 2:-0.03 3:-0.09 4:-0.49 5:-0.05 6:-0.15 7:-1.08
+1 1:-0.63 2:-0.03 3:0.03 4:1.89 5:-0.05 6:-0.10 7:1.11
+1 1:-0.59 2:-0.03 3:0.03 4:1.83 5:-0.05 6:-0.09 7:1.11
-1 1:-1.00 2:-0.03 3:-0.09 4:-0.49 5:-0.05 6:-0.15 7:-1.08
+1 1:-1.00 2:-0.03 3:-0.09 4:-0.49 5:-0.05 6:-0.15 7:-1.08
+1 1:-1.00 2:-0.03 3:-0.09 4:-0.49 5:-0.05 6:-0.15 7:-1.08
+1 1:-1.00 2:-0.03 3:-0.09 4:-0.49 5:-0.05 6:-0.15 7:-1.08
-1 1:-1.00 2:-0.03 3:-0.09 4:-0.49 5:-0.05 6:-0.15 7:-1.08
+1 1:1.09 2:-0.03 3:-0.02 4:-0.49 5:-0.05 6:-0.15 7:1.11
............
FIGURA 0.2. Fragmento do conjunto de dados para detec¸a˜o de intrusos
na rede.
O objetivo e´ de construir um classificador capaz de alertar de um intruso em tempo
real com um erro mı´nimo e uma confianc¸a alta. O que seria o classificador mais natural de
se usar, baseado em nossa experieˆncia cotidiana e o senso comum?
1DARPA Intrusion Detection Data Sets, MIT Lincoln Lab, https://www.ll.mit.edu/r-d/datasets
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FIGURA 0.3. O voto majorita´rio para k = 3, entre +,+,−, retorna +,
a para k = 4, entre +,+,−,−, e´ indeciso.
Suponha que voceˆ queira vender seu carro. Para determinar um prec¸o razoa´vel, voceˆ
vai buscar algumas informac¸o˜es sobre a venda dos carros do mesmo modelo, idade, milha-
gem, ate´ a cor. Em outras palavras, voceˆ busca um carro o mais semelhante ao seu, e a sua
cotac¸a˜o de venda da´ uma boa ideia do prec¸o a escolher.
E´ exatamente como o classificador de vizinhos mais pro´ximos, ou o classificador NN
(Nearest Neighbour Classifier) funciona. Dado um ponto qualquer y do domı´nio, Ω, bus-
camos o ponto x do conjunto de dados atual, X , mais pro´ximo a y. O classificador NN
atribui a y o mesmo ro´tulo que o ro´tulo de x. Obviamente, a fim de determinar o vizinho
mais pro´ximo, precisamos de uma func¸a˜o de semelhanc¸a qualquer sobre o domı´nio:
S : Ω× Ω→ R.
Tipicamente, S e´ uma me´trica, por exemplo, a me´trica euclidiana.
Voltando a` venda do carro, provavelmente e´ mais razoa´vel buscar mais de um carro
semelhante ao seu, e determinar o prec¸o baseado sobre uma variedade dos prec¸os destes
carros. Obtemos o classificador de k vizinhos mais pro´ximos, ou classificador k-NN, onde
k e´ um nu´mero fixo. Dada a amostra rotulada,
σ = (x1, x2, . . . , xn, ε1, ε2, . . . , εn) ∈ Ωn × {0, 1}n,
e o ponto da entrada y ∈ Ω, o classificador k-NN escolhe k vizinhos mais pro´ximos a
y, xi1 , xi2 , . . . , xik ∈ X , e determina o ro´tulo de y pelo voto majorita´rio entre os ro´tulos
εi1 , εi2 , . . . , εik . Se a votac¸a˜o for indecisa (o que e´ possı´vel se k for par), o ro´tulo de y e´
escolhido aleatoriamente.
Como podemos garantir que as previso˜es dadas por um classificador sa˜o confia´veis?
Na pra´tica, a te´cnica comumente usada e´ a validac¸a˜o cruzada. O conjunto de dados e´
dividido aleatoriamente no conjunto de treinamento (tipicamente, 75 a 90 por cento dos
pontos) e o conjunto de avaliac¸a˜o (o restante 10 a 25 por cento). Somente os dados de
treinamento sa˜o usados pelo algoritmo, e os dados de avaliac¸a˜o sa˜o aplicados para estimar
o erro de predic¸a˜o.
Denotemos T : Ω → {0, 1} o classificador, Xt o conjunto de treinamento, e Xa o
conjunto de avaliac¸a˜o:
X = Xt ∪Xa, Xt ∩Xa = ∅.
O valor seguinte e´ o estimador estatı´stico do erro de predic¸a˜o (ou: erro de classificac¸a˜o) de
T :
|{i : xi ∈ Xa, T (xi) 6= εi}|
|Xa| .
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O procedimento e´ iterado muitas vezes, e o valor me´dio dos erros cada vez estimados
serve como uma boa aproximac¸a˜o ao valor do erro verdadeiro de classificac¸a˜o de T .
Para aplicar classificadores aos conjuntos de dados concretos, e´ preciso escolher uma
linguagem de programac¸a˜o. Teoricamente, qualquer linguagem pode ser utilizada: todas
sa˜o equivalentes a` ma´quina de Turing! Uma das linguagens utilizada mais comunmente
em cieˆncia de dados e´ R, a linguagem de programac¸a˜o estatı´stica, criada no Departamento
de Estatı´stica da Universidade de Auckland, Nova Zelaˆndia e baseado em software livre
(no formato do projeto GNU)2. A fonte mais abrangente com informac¸o˜es sobre R, The R
Book, e´ disponı´vel livremente na web [Crawley, 2012].
Sugere-se baixar a linguagem R seguindo as instruc¸o˜es de qualquer uma das fon-
tes mencionadas acima ([Owen, 2010] ou [Maindonald, 2008]), e experimentar com ela,
comec¸ando com os exercı´cios destes livros. Existem muitas implementac¸o˜es disponı´veis
do classificador k-NN em R, por exemplo, o classificador IBk do pacote RWeka, ou o do
pacote FNN (Fast Nearest Neighbor Search Algorithms and Applications).
EXERCI´CIO 0.0.1. Baixar algum conjunto de dados de Stanford3, por exemplo Pho-
neme, e treinar o classificador k-NN em R.
Aplicando o classificador k-NN ao nosso conjunto de dados para detec¸a˜o de intrusos
na rede, obtemos um classificador cujo erro de classificac¸a˜o e´ ao torno de 0.3%.
Certo, e´ um bom resultado. Todavia, se voceˆ participar numa competic¸a˜o, claro que
todos os outros participantes va˜o usar os classificadores padra˜o. Para melhorar o resultado,
e´ preciso combinar as te´cnicas conhecidas com as novas abordagens. E antes de melhorar
o desempenho do algoritmo, precisamos compreender o que pode ser melhorado, onde ha´
um problema possı´vel?
Mas antes mesmo de examinar esta pergunta, temos uma ainda mais fundamental: por
que no´s esperamos que o classificador k-NN funcione, deˆ resultados confia´veis?
A u´nica maneira de analisar as perguntas deste tipo e´ no formato de um modelo ma-
tema´tico da aprendizagem supervisionada.
Os dados sa˜o modelados pelas varia´veis aleato´rias independentes com valores no
nosso domı´nio, Ω. No nosso exemplo “de brinquedo,” o domı´nio e´ o quadrado, Ω = [0, 1]2.
No segundo exemplo, o domı´nio e´ Ω = R7.
A noc¸a˜o de uma varia´vel aleato´ria na˜o e´ apenas o conceito mais fundamental da te-
oria de probabilidade, mas e´, sem du´vida, uma das mais importantes noc¸o˜es em todas
as cieˆncias matema´ticas. Alguns matema´ticos argumentam que, eventualmente, os fun-
damentos da matema´tica devem ser alterados de modo que as varia´veis aleato´rias sejam
tratadas juntamente com conjuntos... Nos vamos tratar varia´veis aleato´rias ab inicio no
apeˆndice A.
O domı´nio Ω e´ um espac¸o me´trico separa´vel e completo (como, por exemplo, Rd).
Um ponto (x, ε) de dados rotulado, onde x ∈ Ω, ε ∈ {0, 1}, e´ modelado por uma varia´vel
aleato´ria (X,Y ) com valores no produto Ω × {0, 1}. Aqui, X ∈ Ω representa um ponto
no domı´nio, e Y ∈ {0, 1}, o ro´tulo marcando o ponto. A lei conjunta de (X,Y ) e´ uma
medida de probabilidade, µ˜, sobre Ω × {0, 1}. Agora, o ponto x ∈ Ω e´ dito instaˆncia da
v.a. X , e o ro´tulo ε e´ uma instaˆncia da v.a. Y .
E´ importante ressaltar que, mesmo se sempre supormos que a lei µ existe, ela e´ sempre
desconhecida. Tambe´m, a`s vezes o mesmo ponto x ∈ Ω pode aparecer na lista mais de
uma vez, obtendo ro´tulos diferentes.
2The R project for statistical computing, http://www.r-project.org/
3https://web.stanford.edu/ hastie/ElemStatLearn//datasets/
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Uma abordagem alternativa e as vezes mais coˆmoda e´ atrave´s de uma medida de pro-
babilidade, µ, sobre Ω (a distribuic¸a˜o de pontos na˜o rotulados), juntada com a func¸a˜o de
regressa˜o η : Ω → [0, 1], cuja valor η(x) e´ a probabilidade de ponto x ser rotulado 1. As
duas abordagens sa˜o equivalentes.
Um classificador e´ uma func¸a˜o boreliana (mensura´vel)
T : Ω→ {0, 1}.
Dado um classificador, o seu erro de classificac¸a˜o e´ o valor real, a probabilidade de
classificac¸a˜o errada:
errµ(T ) = P [T (X) 6= Y ]
= µ{(x, y) ∈ Ω× {0, 1} : T (x) 6= y}.
O erro de Bayes e´ o ı´nfimo dos erros de classificac¸a˜o de todos os classificadores possı´veis
sobre Ω:
`∗ = `∗(µ) = inf
T
errµ(T ).
E´ simples mostrar que, com efeito, o ı´nfimo e´ o mı´nimo, atingido pelo classificador de
Bayes:
Tbayes(x) =
{
0, se η(x) < 12 ,
1, se η(x) ≥ 12 ,
errµ(Tbayes) = `
∗(µ).
O significado do classificador de Bayes e´ puramente teo´rico, porque a func¸a˜o de regressa˜o,
η, e´ desconhecida, assim como a lei µ.
Uma regra da aprendizagem e´ uma aplicac¸a˜o associando a cada amostra rotulada, σ,
um classificador, T . Dado uma amostra
σ = (x1, x2, . . . , xn, ε1, ε2, . . . , εn),
a regra produz um classificador, T = Ln(σ), que e´ uma func¸a˜o boreliana de Ω dentro
{0, 1}.
De maneira mais formal, podemos dizer que uma regra de aprendizagem e´ uma famı´lia
L = (Ln)∞n=1, onde para cada n = 0, 1, 2, . . .,
Ln : Ωn × {0, 1}n → Ω{0,1}.
Uma maneira conveniente de escrever Ln e´ de avaliar a func¸a˜o Ln(σ) em ponto x ∈ Ω,
obtendo a aplicac¸a˜o
Ln : Ωn × {0, 1}n × Ω→ {0, 1}.
Estas aplicac¸o˜es de avaliac¸a˜o,
Ωn × {0, 1}n × Ω 3 (σ, x) 7→ Ln(σ)(x) ∈ {0, 1},
devem ser tambe´m mensura´veis. Por exemplo, o classificador k-NN e´ uma regra de apren-
dizagem.
A amostra rotulada (x1, x2, . . . , xn, ε1, . . . , εn) e´ modelada pela sequeˆncia
(X1, Y1), (X2, Y2), . . . , (Xn, Yn)
das varia´veis independentes com valores em Ω × {0, 1}, seguindo a lei fixa pore´m desco-
nhecida, µ. Para cada n, a regra de aprendizagem so´ “veˆ” os n primeiros pares de varia´veis.
O erro de classificac¸a˜o de uma regra de aprendizagem ao nı´vel n e´ a esperanc¸a do erro
sobre todas as amostras rotuladas de tamanho n:
errµ(Ln) = Eσ∼µerrµ (Ln(σ)) .
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Existem dois paradigmas principais da teoria de aprendizagem: consisteˆncia universal
e aprendizagem dentro de uma classe.
A consisteˆncia universal e´ uma noc¸a˜o mais antiga de duas. A regra de aprendizagem
L e´ chamada consistente se o erro de classificac¸a˜o converge para o erro de Bayes (o menor
possı´vel) em probabilidade quando n→∞:
∀ε > 0, P [errµLn > `∗(µ) + ε]→ 0 quando n→∞.
Porque na˜o conhecemos a lei subjacente, µ, precisamos que a regra de aprendizagem
seja consistente para todas as leis possı´veis. Isto leva a` seguinte definic¸a˜o. A regra L e´
universalmente consistente se ela e´ consistente para cada medida de probabilidade µ sobre
Ω × {0, 1}. O classificador k-NN foi a primeira regra de aprendizagem cuja consisteˆncia
universal foi estabelecida.
TEOREMA 0.0.2 (Charles Stone [Stone, 1977]). Suponha que k = kn → ∞ e
kn/n → 0. Enta˜o o classificador k-NN em Rd (com a distaˆncia euclidiana) e´ univer-
salmente consistente.
Assim, dentro do modelo atual da aprendizagem estatı´stica, o classificador k-NN, com
alta confianc¸a, dara´ uma resposta correta a longo prazo, quando o tamanho da amostra e´
bastante grande.
O teorema de Stone falha nos espac¸os me´tricos mais gerais, mesmo no espac¸o de
Hilbert de dimensa˜o infinita. Estudar a consisteˆncia universal do classificador k-NN em
va´rios espac¸os me´tricos e´ um problema interessante, ainda na˜o resolvido completamente.
Vamos tratar-nos deste assunto no capı´tulo 5.
Paradoxalmente, o classificador mais popular e mais eficaz do nosso tempo, a Floresta
Aleato´ria (Random Forest classifier, RF), na˜o e´ universalmente consistente, pelo menos
dentro de um modelo simplificado [Biau, Devroye, and Lugosi, 2008].
Na definic¸a˜o de um algoritmo consistente, o erro de classificac¸a˜o converge para o erro
de Bayes em probabilidade. Isso e´ equivalente ao seguinte. Dado  > 0 (erro) e δ > 0
(risco), existe N tal que, se n ≥ N , a probabilidade (confianc¸a) que o erro de classificac¸a˜o
de Ln(σ) seja inferior a `∗ +  e´ maior que 1 − δ. Enta˜o, podemos aprender o conceito
desconhecido com um qualquer grau de confianc¸a, se temos bastante dados rotulados.
Portanto, na˜o e´ possı´vel garantir a taxa de convergeˆncia uniforme de  e δ para zero
com N . Com efeito, existem as distribuic¸o˜es µ sobre o espac¸o euclidiano Rm cuja con-
vergeˆncia do erro e do risco para zero e´ ta˜o lento quanto se queira.
O segundo paradigma, aprendizagem dentro uma classe, se aplica a` situac¸a˜o onde o
classificador na˜o e´ universalmente consistente, por exemplo, uma rede neural da geometria
fixa, com um nu´mero limitado de paraˆmetros. Aqui, a teoria pode garantir o seguinte:
supondo que a amostra pode ser separada pelo classificador bastante bem, com o pequeno
erro de aprendizagem, o erro de generalizac¸a˜o estara´ pequeno tambe´m. Em particular,
temos os limites uniformes para convergeˆncia do erro e do risco para zero.
Relembramos que um classificador bina´rio e´ uma func¸a˜o mensura´vel f : Ω→ {0, 1}.
Frequentemente, na˜o distinguimos entre tal func¸a˜o e´ o conjunto C de pontos onde f toma
o valor um:
C = {x ∈ Ω: f(x) = 1}.
Neste caso, f e´ a func¸a˜o indicadora de C:
f = χC .
O conjunto C neste contexto e´ chamado um conceito. O problema de classificac¸a˜o bina´ria
dentro de uma classe e´ frequentemente analisado sob a hipo´tese simplificada do que a
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func¸a˜o de regressa˜o η e´ determinı´stica, a func¸a˜o indicadora de um conceito. Deste modo,
o problema se reduz a` aprendizagem de um conceito desconhecido C ⊆ Ω. No nosso
exemplo “de brinquedo,” o conceito desconhecido e´ o conjunto A.
Uma das medidas mais importantes da complexidade de uma classe de conceitos C e´
um paraˆmetro nota´vel, a dimensa˜o de Vapnik–Chervonenkis da classe C . Para um subcon-
junto A ⊆ Ω, dizemos que C fragmenta A, se cada subconjunto B ⊆ A pode ser obtido
como a intersec¸a˜o de A com um conjunto C ∈ C :
{A ∩ C : C ∈ C } = 2A.
Em outras palavras, cada rotulagem de A pode ser classificada corretamente com uma
func¸a˜o da forma χC , C ∈ C .
Por exemplo, o conjunto P de todos os semiplanos de R2 fragmenta cada subcon-
junto de treˆs pontos na˜o em posic¸a˜o geral. Ao mesmo tempo, e´ fa´cil mostrar que nenhum
conjunto com quatro pontos e´ fragmentado pelos semiplanos.
A dimensa˜o de Vapnik–Chervonenkis (dimensa˜o V C) de uma classe C de subconjun-
tos de Ω e´ o supremo de cardinalidades de subconjuntos finitos de Ω fragmentados por C.
Por exemplo, a dimensa˜o VC da classe de semiplanos em R2 e´ 3.
Agora, um dos resultados principais da teoria de Vapnik-Chervonenkis pode ser for-
mulado assim. Seja C uma classe (famı´lia de classificadores). As condic¸o˜es seguintes sa˜o
equivalentes:
• Existem cotas uniformes para o erro de generalizac¸a˜o e o risco que dependem
apenas de n, o tamanho da amostra, e na˜o dependem da lei subjacente µ.
• A dimensa˜o VC de C e´ finita.
Algoritmos baseados sobre esta teoria seguem o Princı´pio de Minimizac¸a˜o do Risco
Empı´rico (ERM). A regra L esta´ tentando minimizar o erro de aprendizagem, ou bem o
risco empı´rico,
1
n
]{i : εi 6= T (xi)},
onde T = Ln(σ). O prec¸o a pagar para controlarmos o erro de classificac¸a˜o e´ o que tais
algoritmos na˜o sa˜o universalmente consistentes.
Afinal, ha´ algoritmos que combinam o melhor de dois mundos. Eles sa˜o baseados
sobre o Princı´pio de Minimizac¸a˜o do Risco Estrutural, e´ sa˜o universalmente consistentes
ao mesmo tempo que permitem controlar o erro de generalizac¸a˜o.
Falemos um pouco sobre a estrutura do texto. No capı´tulo 1, estudamos o cubo de
Hamming, {0, 1}n, um objeto da teoria combinato´ria, que consiste de todas as sequeˆncias
bina´rias de comprimento fixo, n. Para nos, o cubo tem interesse como o espac¸o de todas as
rotulagens possı´veis sobre uma amostra fixa com n pontos. O cubo de Hamming admite
uma me´trica e uma medida naturais, e a interac¸a˜o entre as duas estruturas leva a uma
geometria e uma versa˜o da ana´lise interessantes. O que e´ mais importante para nos, e´ o
fenoˆmeno de concentrac¸a˜o de medida: as func¸o˜es Lipschitz contı´nuas sobre o cubo, com
constantes de Lipschitz controladas, sa˜o altamente concentradas em torno do seu valor
mediano (ou: me´dio), quando n e´ bastante grande. Em outras palavras, tais func¸o˜es teˆm
uma pequena variaˆncia.
Pode-se dizer que, intuitivamente, a aprendizagem estatı´stica exige de uma combinac¸a˜o
de alta concentrac¸a˜o com baixa complexidade. A parte da “alta concentrac¸a˜o” esta´ tratada
no capı´tulo 1. Revisitamos a concentrac¸a˜o no apeˆndice I, onde ela vai ser estabelecida
para a esfera euclidiana Sn (a desigualdade cla´ssica de Paul Le´vy, que foi o primeiro ma-
tema´tico a isolar o fenoˆmeno explicitamente). A parte da “baixa complexidade” e´ estudada
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no capı´tulo 2, consagrado a` dimensa˜o de Vapnik–Chervonenkis. Em particular, estudamos
como a dimensa˜o VC se mudar quando as unidades computacionais esta˜o combinadas em
uma rede.
Capı´tulo 3 ja´ trata-se de algumas noc¸o˜es ba´sicas da teoria de aprendizagem automa´tica
estatı´stica, inicialmente no contexto de uma lei puramente atoˆmica, quando a distribuic¸a˜o
e´ suportada por uma sequeˆncia finita ou enumera´vel de pontos de massa estritamente posi-
tiva. Esta simplificac¸a˜o permite evitar as sutilezas da teoria de medida, e serve como mera
ilustrac¸a˜o do modelo. Pore´m, ja´ neste contexto mostramos alguns resultados interessantes,
tais como a ana´lise de taxa de convergeˆncia do erro de um classificador universalmente
consistente para zero, que pode ser ta˜o lenta quanto se queira. Depois de passarmos para
medidas gerais, provamos no mesmo capı´tulo 3 o teorema de Benedek–Itai, afirmando que
uma classe de conceitos, C , e´ provavelmente aproximadamente aprendiza´vel sob uma lei
fixa, µ, se e somente se C e´ pre´-compacto em relac¸a˜o a` distaˆncia L1(µ).
A lei dos grandes nu´meros diz que, se o tamanho de uma amostra aleato´ria σ e´ bastante
grande, enta˜o, com alta confianc¸a, a medida empı´rica de um conceito dado,C ⊆ Ω, ou seja,
a frac¸a˜o de pontos de σ contidos em C, se aproxima do valor da medida µ(C). Uma classe
de conceitos C e´ dito classe de Glivenko–Cantelli se, com alta confianc¸a, a mesma con-
clusa˜o vale para todos os elementos da classe simultaneamente, ou seja, com alta confianc¸a,
a medida de cada elemento C ∈ C pode ser aproximada pela medida empı´rica usando ape-
nas uma amostra aleato´ria. No capı´tulo 4 estamos apresentando va´rias caraterizac¸o˜es de
classes de Glivenko–Cantelli sob uma medida fixa, e deduzimos consequeˆncias para apren-
dizagem. Cada classe de Glivenko–Cantelli e´ consistentemente aprendiza´vel, ou seja, cada
regra de aprendizagem que busca um elemento da classe induzindo a rotulagem original
sempre que possı´vel, aprende C . E as classes que sa˜o Glivenko–Cantelli uniformemente
em relac¸a˜o a` medida sa˜o exatamente as classes aprendiza´veis uniformemente em relac¸a˜o a`
medida e exatamente as classes de dimensa˜o VC finita.
No capı´tulo 5 estudamos a noc¸a˜o de consisteˆncia universal de uma regra de aprendiza-
gem, e estabelecemos a consisteˆncia universal do classificador k-NN numa grande classe
de espac¸os me´tricos, os ditos espac¸os de dimensa˜o de Nagata sigma-finita. Contudo, a
descric¸a˜o completa da classe de espac¸os me´tricos onde k-NN e´ universalmente consistente
resta um problema em aberto.
O assunto do capı´tulo 6 e´ o problema seguinte. Em domı´nios de alta dimensa˜o d 1,
va´rios algoritmos da cieˆncia de dados muitas vezes levam muito tempo e tornam-se inefi-
cientes. Este fenoˆmeno, conhecido como a maldic¸a˜o de dimensionalidade, e´ ainda pouco
entendido. A reduc¸a˜o de dimensionalidade e´ qualquer func¸a˜o do domı´nio de dimensa˜o
alta para um domı´nio de dimensa˜o baixa, transferindo o problema de aprendizagem para la´.
No´s discutimos alguns aspectos da maldic¸a˜o de dimensionalidade e suas ligac¸o˜es possı´veis
com o fenoˆmeno de concentrac¸a˜o de medida, assim como duas abordagens para reduzir a
dimensionalidade: o lema de Johnson–Lindenstrauss (para qual ainda na˜o existe alguma
base teo´rica no cena´rio da aprendizagem), assim como a reduc¸a˜o usando func¸o˜es injetoras
borelianas, que resulta em regras universalmente consistentes.
No capı´tulo 7, estudamos a capacidade para redes neurais aproximarem uma dada
func¸a˜o. Selecionamos dois resultados importantes. O primeiro, o teorema da superposic¸a˜o
de Kolmogorov, diz que, dado d ∈ N, existe uma rede de arquitetura fixa, cujos paraˆmetros
sa˜o func¸o˜es reais de uma varia´vel, que pode gerar todas as func¸o˜es contı´nuas em d varia´veis.
No entanto, o significado pra´tico desta rede ate´ agora parece ser limitada, pois ela na˜o e´
facilmente implementa´vel. O segundo resultado, o teorema da aproximac¸a˜o universal de
Cybenko, diz que uma rede cujas unidades sa˜o func¸o˜es afins com d argumentos, e que so´
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tem uma camada escondida, pode aproximar qualquer func¸a˜o L1(Rd, µ) qualquer que seja
µ, quando o nu´mero de unidades cresce.
Finalmente, no capı´tulo 8 estudamos a compressa˜o amostral. Assim e´ chamado um
modo de codificar cada elemento C de uma classe de conceitos, C , com uma amostra
(rotulada ou na˜o) de tamanho≤ d, onde d se chama o tamanho do esquema de compressa˜o.
O esquema deve satisfazer a restric¸a˜o seguinte: dada uma amostra finita σ, os conceitos
codificados com subamostras de σ tendo ≤ d elementos devem produzir todas as mesmas
rotulagens sobre σ que os elementos da classe C . A maior hipo´tese em aberto sugere que
cada classe de dimensa˜o de Vapnik–Chervonenkis≤ d admite um esquema de compressa˜o
de tamanho ≤ d. Discutimos alguns resultados nesta direc¸a˜o, o mais importante deles
sendo o teorema recente de Moran–Yehudayoff afirmando que cada classe de dimensa˜o
VC ≤ d admite um esquema de compressa˜o de tamanho exponencial em d.
Tenta´mos tornar o texto razoavelmente autoˆnomo com ajuda de apeˆndices. O apeˆndice
A conte´m uma introduc¸a˜o informal a` noc¸a˜o de uma varia´vel aleato´ria, levando o leitor para
noc¸o˜es de um espac¸o boreliano padra˜o (apeˆndice D), medida de probabilidade (apeˆndice
E), e esperanc¸a / integral (apeˆndice H). Como pre´-requisitos, precisamos elementos da
teoria de conjuntos (apeˆndice B), espac¸os me´tricos (apeˆndice C), e espac¸os normados
(apeˆndice F), onde introduzimos algumas ferramentas ba´sicas tais como o teorema da ca-
tegoria de Baire, o teorema de Hahn–Banach, o teorema de Stone–Weierstrass, o teorema
de representac¸a˜o de Riesz, etc. Em dois apeˆndices separados mostramos resultados que
na˜o se encaixam na lista acima: o lema de Kronecker (apeˆndice G) e o teorema Minimax
“concreto” de von Neumann (apeˆndice J). Como ja´ mencionamos, o apeˆndice I conte´m a
prova da desigualdade de concentrac¸a˜o de Paul Le´vy.
Alguns comenta´rios sobre a leitura posterior. Meus textos favoritos na a´rea de apren-
dizagem de ma´quina teo´rica sa˜o provavelmente [Shalev-Shwartz and Ben-David, 2014] e
[Vidyasagar, 2003]. Acho o livro [Anthony and Bartlett, 1999] muito legı´vel tambe´m. A
monografia [Devroye, Gyo¨rfi, and Lugosi, 1996] oferece uma refereˆncia enciclope´dica. O
livro [Vapnik, 2000] e´ rico em ensinamentos. Tambe´m sugiro o livro em preparac¸a˜o inte-
ressante [Blum, Hopcroft, and Kannan, 2016]. A monografia [Dudley, 2014] e´ dedicada
a` teoria de classes de Glivenko–Cantelli e classes relacionadas. Para algue´m que trabalha
na ana´lise e teoria de aproximac¸a˜o, a abordagem adotada em [Cucker and Smale, 2002,
Cucker and Zhou, 2007] vai ser atraente. O livro [Torgo, 2010] pode ajudar a dominar
alguns aspectos pra´ticos da cieˆncia de dados.
Estas notas de aula ainda esta˜o em uma forma a´spera. Quero convidar o leitor a enviar
comenta´rios, criticismos, e correc¸o˜es para <vpest283@uottawa.ca>. Talvez, eventual-
mente, a segunda edic¸a˜o aparecera´, escrita mais cuidadosamente.
CAPı´TULO 1
A geometria de rotulagens
O cubo de Hamming pode ser visto como o conjunto de todas as rotulagens possı´veis
de uma dada amostra finita
x1, x2, . . . , xn,
ou seja, formas de associar a cada ponto de amostra xi o ro´tulo 0 ou 1. O cubo de Ham-
ming, por si so´, e´ um interessante objeto de estudo da geometria discreta.
Neste capı´tulo, vamos explorar a ana´lise e a geometria do cubo, que nos remetera´ a`s
desigualdades de concentrac¸a˜o.
DEFINIC¸A˜O 1.0.1. Seja n ∈ N. O cubo de Hamming de dimensa˜o n is a colec¸a˜o de
todas as sequeˆncias bina´rias de comprimento n. E´ denotado por {0, 1}n ou Σn.
Assim, um elemento σ ∈ Σn e´ da forma
σ = σ1σ2 · · ·σn,
onde σi ∈ Σ = {0, 1}, o alfabeto de dois sı´mbolos.
Nosso objetivo e´ equipar Σn com algumas estruturas adicionais. A primeira delas sera´
uma distaˆncia.
1.1. Cubo de Hamming como espac¸o me´trico
1.1.1. Distaˆncia de Hamming.
DEFINIC¸A˜O 1.1.1. Seja n ∈ N. A distaˆncia de Hamming entre duas sequeˆncias de
comprimento n, σ, τ ∈ Σn, e´ definida por
d(σ, τ) = ]{i : σi 6= τi}.
Aqui ] denota a cardinalidade (o nu´mero de elementos) de um conjunto finito. Assim,
a distaˆncia de Hamming entre duas sequeˆncias de mesmo comprimento e´ igual ao nu´mero
de posic¸o˜es nas quais elas diferem entre si. O seguinte e´ um exercı´cio simples.
PROPOSIC¸A˜O 1.1.2. A distaˆncia de Hamming satisfaz as seguintes propriedades.
(1) (Propriedade de separac¸a˜o) d(σ, τ) = 0⇔ σ = τ .
(2) (Simetria) d(σ, τ) = d(τ, σ).
(3) (Desigualdade triangular) d(σ, τ) ≤ d(σ, ς) + d(ς, τ).
Ou seja, a proposic¸a˜o acima garante que a distaˆncia de Hamming e´ uma me´trica, e
portanto o par (Σn, d) e´ um espac¸o me´trico (subs. C.2.1).
Definiremos o diaˆmetro de um espac¸o me´trico (X, d) como o supremo de distaˆncias
entre todos os pares de pontos de X:
diam(X) = sup
x,y∈X
d(x, y).
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Temos enta˜o que diam(Σn, d) = n, assim o diaˆmetro do cubo de dimensa˜o n tende ao
infinito quando n → ∞. Para ter um certo controle sobre o tamanho dos cubos no caso
assinto´tico n→∞, vamos introduzir a seguinte noc¸a˜o.
DEFINIC¸A˜O 1.1.3. A distaˆncia de Hamming normalizada entre duas sequeˆncias de
comprimento n e´ dada por
d¯(σ, τ) =
1
n
d(σ, τ).
Por exemplo,
d¯(00110, 10101) =
3
5
.
A vantagem da distaˆncia de Hamming normalizada e´ o fato do diaˆmetro de (Σn, d¯) ser
igual a um, independentemente do valor de n. A seguir apresentamos alguns conjuntos
associados a` distaˆncia de Hamming.
DEFINIC¸A˜O 1.1.4. Seja x um ponto num espac¸o me´trico (X, d) e seja  > 0. A bola
aberta em torno de x de raio  e´ o conjunto
B(x) = {y ∈ X | d(x, y) < },
e a bola fechada em torno de x de raio ,
B¯(x) = {y ∈ X | d(x, y) ≤ }.
EXEMPLO 1.1.5. B1(0) = {0}.
EXEMPLO 1.1.6. A bola aberta de raio 2n em torno de 0 no espac¸o (Σ
n, d¯) consiste
de todas as sequeˆncias contendo no ma´ximo um 1.
OBSERVAC¸A˜O 1.1.7. A estrutura me´trica do cubo de Hamming tem sua origem em
teoria de co´digos corretores de erros, onde as sequeˆncias bina´rias sa˜o vistas como mensa-
gens que sera˜o transmitidas por um canal de comunicac¸o˜es, na presenc¸a de ruı´do, o que
significa que alguns bits podem ser corrompidos durante a transmissa˜o. Assumindo que
na˜o sa˜o muitos os bits corrompidos durante uma transmissa˜o qualquer, digamos na˜o mais
do que um dado percentual  < 1, existe um eficiente conceito de co´digo corretor de erros.
Um co´digo e´ nada mais do que um subconjunto A ⊆ Σn. Digamos que A corrige
erros de ordem ate´  se para todos a, b ∈ A, as bolas abertas de raio  em torno de a e b sa˜o
disjuntas:
B(a) ∩B(b) = ∅.
Esta condic¸a˜o tem o seguinte corola´rio. Suponha que uma palavra σ ∈ A foi transmitida
e que a palavra σ′ foi recebida, com d¯(σ, σ′) <  (ou seja, somente uma frac¸a˜o menos do
que  dos bits foi corrompida). Enta˜o, σ′ ∈ B(σ) e o fato de que a ∈ A e σ′ ∈ B(a)
implica σ = a. Assim, para corrigir o erro, e´ suficiente encontrar em A o vizinho mais
pro´ximo da palavra corrompida, σ′, com relac¸a˜o a` distaˆncia normalizada de Hamming.
Para uma introduc¸a˜o na teoria de co´digos corretores de erros, veja [Hefez and Villela,
2017].
1.1.2. Homogeneidade. A estrutura me´trica do cubo de Hamming e´ bastante rica. Os
resultados que seguem (Proposic¸a˜o 1.1.10 e observac¸a˜o 1.1.12) sa˜o va´lidos para a distaˆncia
de Hamming e a sua versa˜o normalizada.
DEFINIC¸A˜O 1.1.8. Seja (X, d) um espac¸o me´trico. Uma isometria de X e´ uma
func¸a˜o bijetora i : X → X que preserva as distaˆncias, isso e´, tem a propriedade d(x, y) =
d(i(x), i(y)) para cada x, y ∈ X .
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Por exemplo, toda translac¸a˜o x 7→ x + a da reta R munida da distaˆncia usual e´ uma
isometria. Um outro exemplo da isometria e´ uma rotac¸a˜o do cı´rculo unita´rio munido da
distaˆncia euclideana.
OBSERVAC¸A˜O 1.1.9. Se o espac¸o me´trico X e´ finito, enta˜o cada func¸a˜o que preserva
as distaˆncias e´ automaticamente bijetora.
PROPOSIC¸A˜O 1.1.10. O cubo de Hamming Σn e´ metricamente homogeˆneo, ou seja,
para todo σ, τ ∈ Σn existe uma isometria i de Σn tal que i(σ) = τ .
DEMONSTRAC¸A˜O. Primeiramente observe que toda aplicac¸a˜o de forma
Σn 3 σ 7→ σ + τ ∈ Σn
e´ uma isometria, onde a soma e´ realizada componente a componente mo´dulo 2:
(σ + τ)i = σi + τi mod 2.
Sejam σ, τ ∈ Σn elementos quaisquer de Σn, e seja
ς = σ + τ.
A isometria i = σ 7→ σ + ς envia σ para τ . 
OBSERVAC¸A˜O 1.1.11. Na demonstrac¸a˜o acima temos que i permuta σ e τ . Pore´m,
nem todo espac¸o metricamente homogeˆneo satisfaz esta propriedade (exercı´cio!), a qual e´
uma forma mais forte de homogeneidade.
OBSERVAC¸A˜O 1.1.12. As isometrias i como as apresentadas na demonstrac¸a˜o acima
sa˜o translac¸o˜es em Σn quando considerado como um grupo munido da adic¸a˜o (componente
por componente) mo´dulo 2. Todavia, existem isometrias de outra natureza. A saber, se s e´
uma permutac¸a˜o do conjunto {1, 2, · · · , n}, enta˜o podemos definir uma isometria de Σn,
denotada pela mesma letra s, da seguinte maneira:
s(σ)i = σs(i).
Observe que estas isometrias sa˜o diferentes das anteriores, pois as permutac¸o˜es manteˆm
o zero (palavra nula) fixo, enquanto a translac¸a˜o, na˜o. A colec¸a˜o de todas as isometrias
s e´ isomorfa ao grupo de permutac¸o˜es de posto n, Sn. Pode-se mostrar agora que toda
isometria de Σn e´ uma composic¸a˜o de isometrias dos dois tipos apresentados (translac¸o˜es
e permutac¸o˜es). Mais exatamente, o grupo de isometrias de Σn e´ o chamado produto
semidireto Sn n Σn.
DEFINIC¸A˜O 1.1.13. Um espac¸o me´trico (X, d) e´ chamado n-homogeˆneo, onde n e´ um
nu´mero natural, se, dados as subespac¸os isome´tricosA eB quaisquer com ate´ n elementos
em cada um e uma isometria i : A → B, existe uma isometria j de X que estende i:
j|A = i.
Por exemplo, 1-homogeneidade e´ a homogeneidade me´trica usual.
Para uma palavra σ, denote suppσ = {i : σi = 1}.
PROPOSIC¸A˜O 1.1.14. O cubo de Hamming e´ 3-homogeˆneo.
DEMONSTRAC¸A˜O. Sejam A = {σ1, σ2, σ3} e B = {τ1, τ2, τ3} duas triplas de pala-
vras quaisquer, tais que d(σi, σj) = d(τi, τj) para todo i, j = 1, 2, 3.
1. Primeiramente assuma que σ1 = 0 = τ1 e σ2 = τ2. Enta˜o w(σ3) = d(σ3,0) =
w(τ3), e como d(σ3, σ2) = d(τ2, τ3), os conjuntos suppσ3 \ suppσ2 e supp τ3 \ suppσ2
(onde σ2 = τ2) tem o mesmo nu´mero de elementos. Logo, existe uma permutac¸a˜o de
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coordenadas, s, tal que s tem suppσ2 fixo e permuta suppσ3\suppσ2 e supp τ3\suppσ2.
Tal s defina uma isometria do cubo, enviando σ1 = 0 e σ2 para si mesmos e permutando
σ3 com τ3.
2. Agora suponhamos que σ1 = 0 = τ1. Neste caso, w(σ2) = d(σ2,0) = w(τ2),
ou seja, suppσ2 e supp τ2 tem o mesmo nu´mero de elementos, e existe uma permutac¸a˜o
de coordenadas, digamos t, permutando suppσ2 e supp τ2. O problema e´ reduzido para o
caso 1, pois t(σ1) = 0 = t(τ1), entanto t(σ2) = t(τ2). Podemos escolher s como no caso
1, e a isometria resultante e´ da forma
t−1 ◦ s ◦ t
(verifique!)
3. Finalmente, tratamos o caso geral de duas triplas como acima. Definiremos duas
isometrias, i1 e i2, como segue:
i1(α) = α+ σ1,
i2(α) = α+ τ1.
Enta˜o i1(σ1) = 0 = i2(τ1), e as triplas
{i1(σ1), i1(σ2), i1(σ3)} e {i2(τ1), i2(τ2), i2(τ3)}
satisfazem as hipo´teses do caso 2. Escolhemos uma isometria, i3, enviando a segunda
tripla para a primeira. Logo, a isometria final, enviando {σ1, σ2, σ3} para {τ1, τ2, τ3}, e´
dada pela composic¸a˜o:
i−12 ◦ i3 ◦ i1.

OBSERVAC¸A˜O 1.1.15. E´ interessante que o cubo de Hamming na˜o e´ 4-homogeˆneo,
como vermos no exemplo abaixo. A demonstrac¸a˜o do lema 1.1.16 e do exemplo 1.1.17
foram feitas por Mike Doherty nas suas soluc¸o˜es de um dever em 2002.
LEMA 1.1.16. Se uma isometria do cubo de Hamming deixa 0 fixo, enta˜o ela e´ uma
permutac¸a˜o de coordenadas.
DEMONSTRAC¸A˜O. Se i(0) = 0, enta˜o i permuta as palavras com o suporte de um
elemento entre elas, e desta maneira, ela determina uma permutac¸a˜o de coordenadas, pi.
Precisamos verificar que i age pela permutac¸a˜o sobre todas outras palavras. Toda palavra
σ e´ determinada unicamente pela colec¸a˜o de distaˆncias entre ela e as palavras 00 . . . 0,
10 . . . 0, 010 . . . 0, . . ., 000 . . . 01. Logo, i(σ) e´ determinada unicamente pela colec¸a˜o de
distaˆncias entre i(σ) e as mesmas palavras permutadas pelo i, logo e´ igual a pi(σ) =
pi(σ1)pi(σ2) . . . pi(σn). 
EXEMPLO 1.1.17. Considere dois qua´druplos de palavras (horizontais) em Σ4:
1 0 0 1
0 1 0 1
0 0 1 1
0 0 0 0
e
0 1 1 0
0 1 0 1
0 0 1 1
0 0 0 0
Eles sa˜o isome´tricos (congruentes). Ao mesmo tempo, na˜o existe isometria de Σn que
envia as palavras correspondentes do primeiro quadro a`s palavras do segundo. Uma tal
isometria, i, preservaria a palavra zero, enta˜o, pelo lema 1.1.16, seria gerada por uma
permutac¸a˜o, pi, de quatro coordenadas. Examinando as palavras nas 2a e 3a linhas, con-
cluı´mos que a permutac¸a˜o deixa a primeira coordenada fixa: pi(1) = 1. Isso na˜o permite
1.1. CUBO DE HAMMING COMO ESPAC¸O ME´TRICO 15
a` primeira palavra no primeiro quadro ser enviada para a primeira palavra no segundo
quadro.
1.1.3. Func¸o˜es. Nosso pro´ximo objetivo e´ desenvolver uma teoria de func¸o˜es cujo
domı´nio e´ Σn. Em particular, gostarı´amos de saber quais func¸o˜es sa˜o a ser escolhidas
como as “agrada´veis” de se trabalhar. Os conceitos fundamentais de continuidade e dife-
renciabilidade, ta˜o importantes em ana´lise, perdem seu significado no caso discreto, pois
por exemplo toda func¸a˜o f : Σn → R e´ contı´nua:
∀ > 0,∃δ > 0,∀σ, τ ∈ Σn, d(σ, τ) < δ ⇒ |f(σ)− f(τ)| < τ,
ou seja, dado  > 0, basta definir δ = 1 (para a distaˆncia de Hamming normalizada,
δ = 1n ).
1 A seguir apresentamos uma noc¸a˜o adequada de uma func¸a˜o “agrada´vel” neste
contexto.
DEFINIC¸A˜O 1.1.18. Uma func¸a˜o real f sobre um espac¸o me´trico (X, d) e´ chamada
Lipschitz contı´nua se existe um nu´mero real L tal que para todos x, y ∈ X
|f(x)− f(y)| ≤ L · d(x, y).
Este L e´ chamado uma constante de Lipschitz de f .
O ı´nfimo de todas as constantes de Lipschitz para uma func¸a˜o Lipschitz contı´nua f
(que e´ uma constante de Lipschitz tambe´m, exercı´cio), e´ denotado Lf ou bem Lip(f).
Uma func¸a˜o Lipschitz contı´nua com L = 1 e´ chamada uma func¸a˜o na˜o expansiva, ou
1-Lipschitz contı´nua.
Assim, a constante de Lipschitz L nos diz que uma func¸a˜o aumenta as distaˆncias entre
os pontos do seu domı´nio por um fator de L no ma´ximo.
OBSERVAC¸A˜O 1.1.19. De fato, toda func¸a˜o definida no cubo de Hamming, ou em
qualquer espac¸o me´trico finito, X , e´ Lipschitz contı´nua: neste caso, temos
Lip(f) = max
x,y∈X,x 6=y
|f(x)− f(y)|
d(x, y)
< +∞,
pois estamos tomando o ma´ximo em um conjunto finito.
Seria enta˜o o caso de se afirmar que o conceito de func¸a˜o Lipschitz contı´nua na˜o
apresenta nenhum significado importante? A resposta e´ na˜o, pois e´ justamente o fato de
se poder conhecer o valor exato de L = Lip(f) que e´ importante. Informalmente falando,
L mostra qua˜o Lipschitziana uma func¸a˜o Lipschitz contı´nua e´. Os exemplos a seguir va˜o
evidenciar este ponto.
EXEMPLO 1.1.20. Toda func¸a˜o constante e´ Lipschitz contı´nua com L = 0.
EXEMPLO 1.1.21. A func¸a˜o pi1 enviando a palavra para o primeiro bit,
pi1 : Σ
n 3 σ 7→ σ1 ∈ {0, 1} ⊂ R,
e´ Lipschitz contı´nua com L = 1 em relac¸a˜o a` distaˆncia de Hamming, e com L = n em
relac¸a˜o a` distaˆncia de Hamming normalizada. A constante na˜o pode se melhorar: de fato,
se σ = 100 · · · 0, enta˜o d¯(0, σ) = 1n , e no mesmo tempo a distaˆncia entre as imagens e´ 1.
1Com efeito, a topologia de Σn e´ discreta, isso e´, cada aplicac¸a˜o de Σn para um espac¸o topolo´gico qualquer
e´ contı´nua.
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EXEMPLO 1.1.22. O nu´mero de 1s numa palavra bina´ria σ e´ o peso da palavra, deno-
tado w(σ):
w(σ) = ]{i : σ(i) = 1}
=
n∑
i=1
σi.
De maneira equivalente,
w(σ) = d(0, σ).
O peso, visto como a func¸a˜o
Σn 3 σ 7→ w(σ) ∈ R,
e´ Lipschitz contı´nua com a constante 1 em relac¸a˜o a` distaˆncia de Hamming.
EXEMPLO 1.1.23. O peso normalizado de uma palavra de comprimento n e´ definido
por
w¯(σ) =
1
n
w(σ).
Por exemplo,
w¯(00110110) =
1
2
.
O peso normalizado w¯ e´ uma func¸a˜o Lipschitz contı´nua sobre (Σn, d¯) com Lip(w¯) = 1.
EXEMPLO 1.1.24. Visto como uma func¸a˜o
w : (Σn, d¯)→ {0, 1},
o peso tem a constante de Lipschitz n, enquanto o peso normalizado visto como uma
func¸a˜o
w¯ : (Σn, d)→ {0, 1}
tem a constante L = 1n .
A construc¸a˜o seguinte e´ uma fonte importante de func¸o˜es Lipschitz contı´nuas.
DEFINIC¸A˜O 1.1.25. Seja A um subconjunto na˜o vazio de um espac¸o me´trico (X, d).
A func¸a˜o distaˆncia de A e´ uma func¸a˜o definida para cada x ∈ X por
dA(x) ≡ dist(x,A) = inf
a∈A
d(x, a).
Se A e´ finito, o ı´nfimo na definic¸a˜o torna-se o mı´nimo.
OBSERVAC¸A˜O 1.1.26. Claro que A deve ser na˜o vazio: a func¸a˜o d∅ toma identica-
mente o valor +∞...
LEMA 1.1.27. Cada func¸a˜o distaˆncia, dA, e´ Lipschitz contı´nua com L = 1.
DEMONSTRAC¸A˜O. Sejam x, y ∈ X quaisquer. Dado  > 0, existem elementos a, b ∈
A tais que d(x, a) < dA(x) +  e d(y, b) < dA(y) + . Usando a definic¸a˜o de dA e a
desigualdade triangular, temos
dA(x) ≤ d(x, b)
≤ d(x, y) + d(y, b)
< d(x, y) + dA(y) + ,
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e de maneira semelhante,
dA(y) ≤ d(x, y) + dA(x) + .
Como as desigualdades sa˜o verdadeiras para cada  > 0, concluı´mos que de fato
dA(x) ≤ d(x, y) + dA(y) e dA(y) ≤ d(x, y) + dA(x),
como desejado. 
OBSERVAC¸A˜O 1.1.28. A observac¸a˜o 1.1.19 pode ser invertida: um espac¸o me´trico
(X, d) e´ finito se e somente se toda func¸a˜o f : X → R e´ Lipschitz contı´nua. Para es-
tabelecer a implicac¸a˜o ⇐, suponhamos que X e´ infinito, ou seja, existe uma aplicac¸a˜o
sobrejetora φ : X → N. Escolhe um elemento x0 ∈ X e define a func¸a˜o
f(x) = φ(x)d(x, x0).
Como φ(x) assume valores positivos arbitrariamente grandes, a func¸a˜o f na˜o e´ Lipschitz
contı´nua.
DEFINIC¸A˜O 1.1.29. Seja f : Γ → R uma func¸a˜o limitada sobre um conjunto na˜o
vazio, Γ. O valor da norma `∞ de f e´ dado por
‖ f ‖∞ = sup
x∈Γ
|f(x)|.
Se Γ for finito (no caso de nosso interesse, Γ = Σn sera´ o cubo de Hamming), o supremo
e´ o ma´ximo.
Os fatos seguintes sa˜o muito claros.
PROPOSIC¸A˜O 1.1.30. A norma `∞ tem as seguintes propriedades.
(1) ‖ f ‖∞ = 0⇔ f ≡ 0.
(2) ‖λf ‖∞ = |λ|‖ f ‖∞ para todas func¸o˜es f e todos λ ∈ R.
(3) ‖ f + g ‖∞ ≤ ‖ f ‖∞ + ‖ g ‖∞.
(4) ‖ fg ‖∞ ≤ ‖ f ‖∞ · ‖ g ‖∞ (Submultiplicatividade da norma `∞).
(5)
∥∥ ef ∥∥∞ ≤ e‖ f ‖∞ .
(1)-(3) significam que ‖ · ‖∞ e´ uma norma (sec¸a˜o F.1) sobre o espac¸o vetorial `∞(Γ) das
func¸o˜es limitadas sobre Γ. 
1.2. Teorema isoperime´trico de Harper
Nossa pro´xima estrutura sobre o cubo de Hamming nasce de uma observac¸a˜o muito
simples: dado um subconjunto A ⊆ Σn, podemos contar o nu´mero dos elementos dele.
Este nu´mero, ]A, satisfaz as seguintes propriedades evidentes.
PROPOSIC¸A˜O 1.2.1.
(1) ]∅ = 0, ]Σn = 2n.
(2) Se A ∩B = ∅, enta˜o ](A ∪B) = ]A+ ]B.
Desse modo, pode-se dizer que a correspondeˆncia A 7→ ]A e´ uma medida, chamada a
medida de contagem. Com efeito, como o conjunto Σn e´ finito, toda famı´lia de subconjun-
tos dois a dois disjuntos e´ necessariamente finita. Logo, a medida de contagem e´ mesmo
sigma-aditiva:
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(3) Seja A1, A2, . . . , An, . . . uma sequeˆncia qualquer de subconjuntos do cubo dois
a dois disjuntos. Enta˜o,
] (∪∞i=1Ai) =
∞∑
i=1
](Ai).
A soma no lado direito e´ de fato finita, porque quase todos os termos se anulam.
EXEMPLO 1.2.2. A esfera Sr(σ) de raio r ≥ 0,
Sr(σ) = {τ ∈ Σn : d(σ, τ) = r},
e´ na˜o-vazia se e somente se r ∈ {0, 1, . . . , n}. Neste caso, ela satisfaz
]Sr(σ) =
(
n
r
)
,
o coeficiente binomial. De fato, a translac¸a˜o x 7→ x + σ mod 2, estabelece a corres-
pondeˆncia bijetora entre a esfera Sr(σ) e a esfera em torno de zero, Sr(0), e a u´ltima pode
ser identificada com a famı´lia de todos os subconjuntos de [n] = {1, 2, 3, . . . , n} contendo
exatamente r elementos.
EXERCI´CIO 1.2.3. Seja k ∈ N. Usar a induc¸a˜o em k para mostrar que(
2k
k
)
≤ 4
k
√
3k + 1
.
Deduzir que, se k e´ um nu´mero par, enta˜o a medida normalizada da esfera de raio k/2 no
cubo de Hamming {0, 1}k satisfaz
µ](Sk) ≤ 1√
3
2k + 1
.
EXEMPLO 1.2.4. A bola fechada, B¯d(σ), de raio inteiro d ≥ 0, e´ a unia˜o das esferas:
B¯d(σ) =
d⋃
i=0
Si(σ).
Como consequeˆncia, temos
(1.1) ]B¯r(σ) =
d∑
i=0
(
n
i
)
.
A estimativa na Eq. (1.1) na˜o e´ muito conveniente, e por isso vamos obter duas cotas
superiores para ela, as quais sera˜o usadas em dois contextos diferentes.
LEMA 1.2.5 (Desigualdade de Euler). Para todo x > 0 e a ∈ R, a 6= 0,
(1.2)
(
1 +
a
x
)x
< ea.
Este resultado e´ mostrado nos cursos de Ca´lculo elementar do primeiro ano, no mo-
mento quando a constante de Euler, e, for definida como o montante no banco que um
investidor tera´ um ano apo´s ser investido R$ 1 a` taxa de juro de 100 % aplicada continua-
mente – em outras palavras, como o limite
e = lim
x→∞
(
1 +
1
x
)x
.
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O limite existe pois a func¸a˜o sob o sinal do limite e´ estritamente crescente e limitada acima.
A desigualdade de Euler segue-se.
A seguir, apresentamos a primeira estimativa do tamanho da bola no cubo de Ham-
ming.
LEMA 1.2.6. Sejam 1 ≤ d ≤ n. Enta˜o
(1.3) ]B¯r(σ) <
(en
d
)d
.
DEMONSTRAC¸A˜O. Para todo 0 ≤ i ≤ d, temos(n
d
)d( d
n
)i
=
(n
d
)d−i
≥ 1,
e por conseguinte, usando a fo´rmula binomial e a desigualdade de Euler, concluı´mos:
d∑
i=0
(
n
i
)
≤
(n
d
)d d∑
i=0
(
n
i
)(
d
n
)i
≤
(n
d
)d n∑
i=0
(
n
i
)(
d
n
)i
=
(n
d
)d(
1 +
d
n
)n
<
(n
d
)d
ed
=
(en
d
)d
.

DEFINIC¸A˜O 1.2.7. Dado um subconjunto A ⊆ Σn e um nu´mero natural r, denotemos
ΓrA = {σ ∈ Σn : ∃α ∈ A, d(σ, α) ≤ r}
a r-vizinhanc¸a fechada de A (em relac¸a˜o a` distaˆncia de Hamming na˜o normalizada).
EXERCI´CIO 1.2.8. Verificar que a r-vizinhanc¸a de uma bola fechada e´ uma bola fe-
chada:
Γr(Bd(σ)) = Bd+r(σ).
O resultado principal desta sec¸a˜o diz que entre todos os subconjuntos do cubo de
Hamming, as bolas possuem as menores vizinhanc¸as. Precisamos da definic¸a˜o seguinte.
DEFINIC¸A˜O 1.2.9. Um subconjunto B de Σn e´ chamado uma bola de Hamming se
existem r ∈ N e σ ∈ Σn tais que
Br(σ) ⊆ B ⊆ Br+1(σ).
Em outras palavras, uma bola de Hamming e´ uma bola fechada mais um pedac¸o da
esfera de raio mais um, ou bem uma regia˜o compreendida entre a bola de centro σ e raio
r, e a bola de centro σ e raio r + 1.
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TEOREMA 1.2.10 (Desigualdade isoperime´trica de Harper). Para qualquer A ⊆ Σn
subconjunto na˜o vazio e r ∈ N, com r ≤ n, existe uma bola de Hamming B satisfazendo
]B = ]A e ]ΓrB ≤ ]ΓrA.
A prova (mais ou menos seguindo [Frankl and Fu¨redi, 1981]) ocupa o resto da sec¸a˜o.
DEFINIC¸A˜O 1.2.11. A distaˆncia entre dois subconjuntos na˜o-vazios A e B de um
espac¸o me´trico X e´ a quantidade
d(A,B) = inf{d(a, b) : a ∈ A, b ∈ B}.
(Se pelo menos um de A,B e´ compacto, por exemplo finito, enta˜o temos o mı´nimo).
A expressa˜o “distaˆncia” e´ um pouco enganosa, porque a distaˆncia entre dois conjuntos
na˜o satisfaz necessariamente a desigualdade triangular.
Denotando
B = Σn \ ΓrA,
temos que d(A,B) ≥ r + 1. Basta mostrar o resultado seguinte.
LEMA 1.2.12. Dado dois subconjuntos A e B de Σn e um nu´mero natural r, com a
propriedade d(A,B) ≥ r, existem uma bola de Hamming A˜ em torno de 0 e uma bola de
Hamming B˜ em torno de 1, tais que ]A = ]A˜, ]B = ]B˜, e d(A˜, B˜) ≥ r.
Uma vez que o lema esteja mostrado, teremos ΓrA˜∩B˜ = ∅, de onde ]ΓrA˜ ≤ 2n−]B˜,
e por conseguinte
]ΓrA = 2
n − ]B = 2n − ]B˜ ≥ ]ΓrA˜,
como exigido.
Vamos executar uma sequeˆncia de transformac¸o˜es simultaˆneas dos conjuntos A e B
que na˜o aumentem o tamanho de suas vizinhanc¸as e que os tornam cada vez mais “redon-
dos” de maneira que no final obtemos uma bola de Hamming em torno de 0 e uma bola de
Hamming em torno de 1, respetivamente.
EXERCI´CIO 1.2.13. Observe que um subconjunto na˜o vazio A ⊆ Σn e´ uma bola de
Hamming em torno de 0, se e somente se, quaisquer que sejam α, β ∈ Σn, se α ∈ A e
w(β) < w(α), enta˜o β ∈ A. De uma forma rigorosamente equivalente: para cada α ∈ A
e τ ∈ Σn, se w(α+ τ) < w(α), enta˜o α+ τ ∈ A.
De mesma maneira, um conjunto B 6= ∅ e´ uma bola de Hamming em torno de 1 se e
somente se, qualquer que sejam α ∈ A e τ ∈ Σn, se w(α+ τ) > w(α), enta˜o α+ τ ∈ A.
Dado A e B como no lema 1.2.12, escolhamos τ do menor peso tal que ou existe
α ∈ A com w(α + τ) < w(α) e α + τ /∈ A, ou existe β ∈ B com w(β + τ) > w(β) e
β + τ /∈ B. (Se um tal τ na˜o existe, enta˜o trata-se de duas bolas de Hamming em torno de
0 e 1, e na˜o ha´ nada para mostrar). Definamos a aplicac¸a˜o T = TA,B,τ de A ∪B para Σn
como segue:
se α ∈ A, T (α) =
{
α+ τ, se w(α+ τ) < w(α) e α+ τ /∈ A,
α, de outro modo;
se β ∈ B, T (β) =
{
β + τ, se w(β + τ) > w(β) e β + τ /∈ B,
β, de outro modo.
E´ claro que as restric¸o˜es de T sobre A e sobre B sa˜o injetoras. Pode-se mostrar facilmente
que se a ∈ A, b ∈ B, e T (a) = b, enta˜o T (b) = a. De fato, isso na˜o e´ necessa´rio, pois
vamos mostrar em breve que d(T (A), T (B)) ≥ r.
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Ale´m disso, se α ∈ A, β ∈ B, enta˜o w(T (α)) ≤ w(α), w(T (β)) ≥ w(β), o que
significa que o operador T na˜o aumenta a quantidade
(1.4)
∑
α∈A
w(α)−
∑
β∈B
w(β),
e de fato, existe pelo menos um elemento γ ∈ A ∪ B que diminui esta quantidade em
pelo menos 1. O valor absoluto da expressa˜o (1.4) na˜o excede n2n. Isso significa que o
procedimento acima (a escolha de τ e da aplicac¸a˜o de T ) so´ pode ser repetida um nu´mero
finito de vezes, apo´s o qual chegaremos a`s duas bolas satisfazendo as concluso˜es do lema.
A u´nica coisa restante a verificar e´ a condic¸a˜o
d(T (A), T (B)) ≥ r.
Em outras palavras, quaisquer que sejam a ∈ A, b ∈ B, temos d(T (a), T (b)) ≥ r. Temos
treˆs casos distintos.
(1) Ambos os elementos T (a), T (b) sa˜o “antigos”, isso e´, a ∈ A ∩ T (A), b ∈ B ∩
T (B). Neste caso ha´ nada a mostrar, pois d(a, b) ≥ r.
(2) Ambos os elementos sa˜o “novos”: a′ ∈ T (A) \ A, b′ ∈ T (B) \ B. Neste caso,
a′ = a+ τ , b′ = b+ τ , onde a ∈ A, b ∈ B, e temos
d(a′, b′) = d(a+ τ, b+ τ) = d(a, b) ≥ r,
pois a distaˆncia de Hamming e´ invariante pelas translac¸o˜es.
(3) Um elemento e´ “novo” e outro, “antigo”. Suponha que a′ ∈ T (A) \ A e b ∈
B ∩ T (B). (O caso sime´trico a ∈ A ∩ T (A) e b′ ∈ B \ T (B) e´ um exercı´cio.)
Se b+ τ ∈ B, enta˜o podemos concluir:
d(a′, b) = d(a+ τ, b) = d(a, b+ τ) ≥ r,
pois a ∈ A e b + τ ∈ B. Enta˜o, a partir desse momento, suponhamos que b + τ /∈ B.
Como T (b) = b, concluı´mos que
w(b+ τ) ≤ w(b).
A adic¸a˜o de τ tem efeito de alterar todos os bits em supp τ . A desigualdade acima significa
que o nu´mero de zeros em bτ e´ menor ou igual ao nu´mero de uns em bτ , ou seja:
(1.5) w(bτ) = d(0, bτ) ≥ d(τ, bτ).
Subcaso (3a): supp bτ ⊆ supp a, ou seja, para todo i, se τi = 1 e bi = 1, enta˜o
ai = 1. Escrevamos b = b1 + bτ . Agora, a′ e b1 teˆm zeros em todas as posic¸o˜es de
supp bτ = supp τ ∩ supp b, e por isso:
d(a′, b) = d(a′, b1) + w(bτ)
≥ d(a′, b1) + d(τ, bτ)
= d(a′, b1 + bτ) + d(b+ τ, b+ bτ)
≥ d(a′, b+ τ)
= d(a, b) ≥ r.
Subcaso (3b): supp τb 6⊆ supp a, ou seja, existe i tal que τi = 1, bi = 1, e ai = 0.
Escolhemos um tal ı´ndice i. Comow(a+τ) < w(a), o nu´mero de uns em aτ e´ estritamente
maior do que o nu´mero de zeros. Em outras palavras, ](supp a∩ supp τ) > (1/2)]supp τ .
Relembremos que o nu´mero de uns em bτ e´ maior ou igual ao nu´mero de zeros, ou seja,
](supp b ∩ supp τ) ≥ (1/2)]supp τ . Por conseguinte, os subconjuntos supp a ∩ supp τ e
supp b ∩ supp τ se encontram, e existe j tal que τj = 1, bj = 1, e aj = 1. Escolhamos
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um tal j. Elimine do suporte de τ os ı´ndices i e j, para obter a palavra τ˜ com supp τ˜ =
supp τ \ {i, j}. E´ claro que w(a+ τ˜) = w(a+ τ) < w(a). Como τ tem o peso minimal,
concluı´mos que a+ τ˜ ∈ A, logo d(a+ τ˜ , b) ≥ r. A palavra a′ = a+ τ so´ difere de a+ τ˜
em coordenadas i e j. Temos (a + τ˜)i = ai = 0 e bi = 1, de onde |(a + τ˜)i) − bi| = 1.
Ao mesmo tempo, a′i = 1, de onde |a′i− bi| = 0. De mesma maneira, |(a+ τ˜)j)− bj | = 0
e |a′j − bj | = 1. Concluı´mos:
d(a′, b) = d(a+ τ˜ , b) ≥ r.
OBSERVAC¸A˜O 1.2.14. Eis o exemplo de espac¸o me´trico finito natural e importante, de
fato semelhante ao cubo de Hamming {0, 1}n, cujo problema isoperime´trico parece ainda
estar em aberto.
O grupo sime´trico Sn de posto n consiste de todas as autobijec¸o˜es do conjunto [n] =
{1, 2, . . . , n} com n elementos (este n entre colchetes e´ uma notac¸a˜o da teoria combi-
nato´ria), munido da lei de composic¸a˜o de aplicac¸o˜es. Definamos a me´trica de Hamming
sobre Sn como segue:
d(σ, τ) = ]{i ∈ [n] : σ(i) 6= τ(i)}.
Pode se verificar facilmente que d e´ uma me´trica bi-invariante, ou seja: quaisquer que
sejam σ, τ, α ∈ Sn,
d(ασ, ατ) = d(σ, τ) = d(σα, τα).
Quais conjuntosB possuem o menor tamanho da r-vizinhanc¸a ΓrB entre todos os conjun-
tos A com ]A = ]B? Se sabe que as bolas fechadas em Sn na˜o teˆm esta propriedade.
1.3. Cubo de Hamming como espac¸o probabilı´stico
1.3.1. Medida de contagem normalizada. A cardinalidade do cubo de posto n e´
igual a 2n, e com o intuito de conseguir trabalhar com os cubos de postos diferentes, Σn e
Σm, simultaneamente, vamos realizar a normalizac¸a˜o.
DEFINIC¸A˜O 1.3.1. Seja A ⊆ Σn um subconjunto qualquer. A medida de contagem
normalizada de A e´ dada por
µ](A) =
]A
2n
.
EXEMPLO 1.3.2. A medida normalizada de um conjunto unita´rio e´
µ]({σ}) = 1
2n
.
As propriedades da medida de contagem normalizada sa˜o seguintes.
PROPOSIC¸A˜O 1.3.3.
(1) µ](∅) = 0, µ](Σn) = 1.
(2) Se A ⊆ B, enta˜o µ](A) ≤ µ](B).
(3) Se A ∩B = ∅, enta˜o µ](A ∪B) = µ](A) + µ](B).
Podemos substituir a condic¸a˜o (3) por uma condic¸a˜o formalmente mais forte, a sigma-
aditividade: dada uma sequeˆncia qualquer de subconjuntos dois a dois disjuntos,A1, A2, · · ·
de Σn, temos
µ](∪iAi) =
∑
i
µ](Ai).
E´ verdadeiro porque temos Ai = ∅ a partir de um i suficientemente grande.
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OBSERVAC¸A˜O 1.3.4. A condic¸a˜o
µ] (Σ
n) = 1
significa que µ] e´ uma medida de probabilidade. Do ponto de vista probabilı´stico, Σn e´
o espac¸o de eventos elementares, ou o espac¸o amostral, que corresponde ao experimento
aleato´rio de jogar uma moeda equilibrada n vezes. A sequeˆncia bina´ria codifica o resultado
do experimento, com, por exemplo, 0 correspondente a` cara e 1 a` coroa. Um evento e´ um
subconjunto qualquer de A ⊆ Σn. Por exemplo, o subconjunto
A = {σ | σ1 = 0}
corresponde ao evento “no primeiro lanc¸amento, a moeda tirou a cara”. Neste contexto, a
medida de contagem normalizada de um conjunto se interpreta como a probabilidade do
evento A:
µ](A) = P (A).
Para um tratamento um pouco mais sistema´tico das medidas de probabilidade, veja apeˆndice
E.
EXERCI´CIO 1.3.5. Sejam n, r ∈ N, onde r < n/2. Mostrar que a medida normalizada
de contagem da bola fechada B¯r no cubo Σn+1 e´ estritamente menor do que a medida µ]
da bola fechada de mesmo raio no cubo Σn.
[ Sugesta˜o:
(
n+1
i
)
=
(
n
i
)
+
(
n
i−1
)
. ]
A medida de contagem (como qualquer outra medida) pode ser usada para definir uma
integral. Vamos integrar func¸o˜es sobre o cubo de Hamming.
DEFINIC¸A˜O 1.3.6. Seja f : Σn → R uma func¸a˜o qualquer. A integral de f com
relac¸a˜o a medida de contagem normalizada e´ o nu´mero∫
Σn
f(σ)dµ](σ) =
∑
σ∈Σn f(σ)
2n
.
Em outras palavras, e´ o valor me´dio de f .
Na tradic¸a˜o probabilı´stica, a integral e´ chamada a esperanc¸a de f (ou: da uma varia´vel
aleato´ria cuja realizac¸a˜o e´ f ), e denotada E(f), ou Eµ](f), se for necessa´rio destacar a
medida usada.
As seguintes propriedades da esperanc¸a sa˜o imediatas.
PROPOSIC¸A˜O 1.3.7.
(1) E(f + g) = E(f) + E(g).
(2) E(λf) = λE(f).
(3) Se f(σ) ≥ 0 para todos σ, enta˜o E(f) ≥ 0.
(4) E(1) = 1.
EXEMPLO 1.3.8. Mostrar que a esperanc¸a do peso normalizado, w¯, e´ igual a` 12 .
Para mais sobre a integral e esperanc¸a, consulte o apeˆndice H.
LEMA 1.3.9 (Desigualdade de Markov). Seja f uma func¸a˜o real sobre um conjunto
finito X tal que f assume somente valores na˜o-negativos. Enta˜o
µ]{x ∈ X | f(x) ≥ 1} ≤ E(f).
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DEMONSTRAC¸A˜O. Denotemos
A = {x ∈ X | f(x) ≥ 1}.
Agora,
E(f) =
∫
X
f(x)dµ](x)
=
∫
A
f(x)dµ](x) +
∫
X\A
f(x)dµ](x)
≥ µ](A).(1.6)

Ale´m da esperanc¸a, pode-se definir o valor mediano.
DEFINIC¸A˜O 1.3.10. Seja f uma func¸a˜o real sobre um conjunto finito, X . Um nu´mero
M ∈ R e´ chamado um valor mediano de f se ele satisfaz as seguintes condic¸o˜es:
µ]{x ∈ X : f(x) ≥M} ≥ 1
2
e µ]{x ∈ X : f(x) ≤M} ≥ 1
2
.
PROPOSIC¸A˜O 1.3.11. Cada func¸a˜o sobre um conjunto finito tem um valor mediano
com relac¸a˜o a` medida de contagem normalizada.
DEMONSTRAC¸A˜O. E´ fa´cil ordenar X ,
X = {x1, x2, . . . , xn},
de tal maneira que f(xi) ≤ f(xj) quando i ≤ j. Agora M = f(xdn/2e) e´ um valor
mediano de f . 
Aqui, dxe denota o teto de um nu´mero real, x:
dxe = min{n ∈ Z : x ≤ n}.
EXEMPLO 1.3.12. O valor 12 e´ um valor mediano do peso normalizado w¯.
OBSERVAC¸A˜O 1.3.13. Intuitivamente, o valor mediano tem a propriedade de que os
eventos f(x) ≤ M e f(x) ≥ M ocorrem com a probabilidade 1/2 cada um. Portanto, os
exemplos fa´ceis mostram que a igualdade na˜o e´ sempre possı´vel.
OBSERVAC¸A˜O 1.3.14. O valor mediano na˜o e´, em geral, u´nico. Mais propriamente,
os valores medianos de uma func¸a˜o enchem um intervalo fechado. Por exemplo, cada
nu´mero real estritamente entre 0 e 1 e´ um valor mediano da func¸a˜o pi1 a qual envia uma
palavra para seu primeiro bit.
OBSERVAC¸A˜O 1.3.15. Geralmente, a esperanc¸a de uma func¸a˜o na˜o tem de ser um
valor mediano. Seja x0 ∈ X , e seja f a func¸a˜o delta localizada em x0:
f(x) =
{
0, if x 6= x0,
1, if x = x0.
Enta˜o, E(f) = 1n , mais neste caso o u´nico valor mediano e´ M = 0.
Como uma das aplicac¸o˜es da pequena teoria a ser desenvolvida, vamos mostrar que se
f e´ uma func¸a˜o real Lipschitz contı´nua com L = 1 sobre o cubo de Hamming Σn, enta˜o a
esperanc¸a e qualquer valor mediano de f sa˜o muito pro´ximos, |Ef −Mf | ≤ 1/n.
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1.3.2. Partic¸o˜es e esperanc¸a condicional.
DEFINIC¸A˜O 1.3.16. Seja X um conjunto. Uma cobertura de X e´ uma famı´lia γ de
subconjuntos na˜o vazios de X cuja unia˜o e´ X:
∪γ = X.
Em outras palavras, todo elemento de X e´ contido em pelo menos um elemento de γ:
∀x ∈ X, ∃A ∈ γ, tal que x ∈ A.
DEFINIC¸A˜O 1.3.17. Uma partic¸a˜o, Ω, de um conjunto X e´ uma cobertura de X ,
∪Ω = X,
cujos elementos sa˜o dois a dois disjuntos:
A ∩B = ∅ se A,B ∈ Ω, A 6= B.
Nesse caso, todo elemento de X e´ contido em exatamente um elemento de Ω:
∀x ∈ X, ∃!A ∈ Ω, tal que x ∈ A.
EXEMPLO 1.3.18. A partic¸a˜o do intervalo unita´rio [0, 1) em subintervalos,
Ω =
{[
i
n
,
i+ 1
n
)
| i = 0, 1, . . . , n− 1
}
,
e´ importante na teoria de integrac¸a˜o de Riemann.
EXEMPLO 1.3.19. A partic¸a˜o trivial de X:
Ω = {X}.
EXEMPLO 1.3.20. A partic¸a˜o mais fina de X:
Ωf (X) = {{x} | x ∈ X.}
As partic¸o˜es que nos interessam sa˜o as do cubo de Hamming.
DEFINIC¸A˜O 1.3.21. Sejam n ∈ N+ e k ≤ n nu´meros naturais. A aplicac¸a˜o
pink : Σ
n → Σk
e´ definida por
pink (σ1σ2 . . . σkσk+1 . . . σn) = σ1σ2 . . . , σk.
Dada uma palavra σ de comprimento n, a aplicac¸a˜o pink acima trunca esta palavra, deixando
somente o prefixo dos k primeiros bits.
EXEMPLO 1.3.22. pi63(001011) = 001.
DEFINIC¸A˜O 1.3.23. Uma partic¸a˜o padra˜o Ωk (ou, mais exatamente, Ωk(Σn)) do
cubo de Hamming Σn consiste de subconjuntos
Aτ = {σ ∈ Σn | pink (σ) = τ},
onde τ ∈ Σk.
Os membros da partic¸a˜o Ωk sa˜o definidos pelos primeiros k bits.
EXEMPLO 1.3.24. Ω1(Σn) = {{σ | σ1 = 0}, {σ | σ1 = 1}}.
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EXEMPLO 1.3.25. Ω0(Σn) e´ a partic¸a˜o trivial.
EXEMPLO 1.3.26. Ωn(Σn) e´ a partic¸a˜o mais fina de Σn.
DEFINIC¸A˜O 1.3.27. Sejam Ω e Ψ duas partic¸o˜es de um conjunto X . Dizemos que Ω
refina Ψ (ou que Ω e´ mais fina do que Ψ, ou ainda que Ψ e´ mais grossa do que Ω), se todo
elemento A ∈ Ω esta´ contido num elemento B ∈ Ψ:
A ⊆ B.
Notac¸a˜o:
Ω ≺ Ψ.
Informalmente, e´ o caso onde todos elementos da partic¸a˜o Ω sa˜o obtidos quebrando
os elementos de Ψ em pedac¸os menores.
EXEMPLO 1.3.28. Toda partic¸a˜o refina-se a si mesma: Ω ≺ Ω.
EXEMPLO 1.3.29. Qualquer partic¸a˜o e´ mais fina que a partic¸a˜o trivial {X}:
Ω ≺ {X}.
EXEMPLO 1.3.30. A partic¸a˜o mais fina, Ωf (X), justifica plenamente o seu nome
refinando cada outra partic¸a˜o Ω de X:
Ωf (X) ≺ Ω.
DEFINIC¸A˜O 1.3.31. Seja Ω uma partic¸a˜o de um conjunto finito X qualquer, e seja
f : X → R uma func¸a˜o. A esperanc¸a condicional de f dada Ω e´ uma func¸a˜o de X para
R, denotada E(f | Ω), definida da seguinte maneira. Para cada A ∈ Ω, a func¸a˜o E(f | Ω)
assume um valor constante sobre A, igual ao valor me´dio de f sobre A:
E(f | Ω)(a) =
∑
x∈A f(x)
](A)
,
qualquer que seja a ∈ A.
EXEMPLO 1.3.32. A esperanc¸a condicional de f dada a partic¸a˜o trivial de X e´ uma
func¸a˜o constante assumindo o valor E(f). Podemos escrever:
E(f | {X}) = E(f).
EXEMPLO 1.3.33. A esperanc¸a condicional de uma func¸a˜o f dada a partic¸a˜o mais
fina e´ a pro´pria func¸a˜o f :
E(f | Ωf (X)) = f.
As seguintes propriedades da esperanc¸a condicional sa˜o de simples verificac¸a˜o.
PROPOSIC¸A˜O 1.3.34. Sejam f e g duas func¸o˜es reais sobre um conjunto finito X
qualquer, e seja Ω uma partic¸a˜o de X .
(1) Se f ≤ g, enta˜o E(f | Ω) ≤ E(g | Ω).
(2) Se g = E(g | Ω) (ou seja, se g e´ constante sobre os elementos de Ω), enta˜o
E(gf | Ω) = gE(f | Ω).
(3) Em particular, E(λf | Ω) = λE(f | Ω).
(4) E(f + g | Ω) = E(f | Ω) + E(g | Ω).

LEMA 1.3.35. ‖E(f | Ω) ‖∞ ≤ ‖ f ‖∞. 
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PROPOSIC¸A˜O 1.3.36. Sejam Ψ ≺ Ω duas partic¸o˜es de um conjunto finito X e seja
f : X → R. Enta˜o,
E(f | Ω) = E(E(f | Ψ) | Ω).
Em particular,
E(f) = E(E(f | Ψ)).
DEMONSTRAC¸A˜O. Dado x ∈ X , precisamos mostrar que
E(f | Ω)(x) = E(E(f | Ψ) | Ω)(x)
Seja A ∈ Ψ um elemento contendo x. Denotemos
Ξ = {B ∈ Ω: B ⊆ A}.
Este Ξ e´ uma partic¸a˜o de A. Temos:
E(E(f | Ψ) | Ω)(x) = |A|−1
∑
a∈A
E(f | Ψ)(a)
= |A|−1
∑
B∈Ξ
∑
b∈B
E(f | Ψ)(b)
= |A|−1
∑
B∈Ξ
|B|E(f | Ψ)(b)
= |A|−1
∑
B∈Ξ
|B|
(
|B|−1
∑
b∈B
f(b)
)
= |A|−1
∑
B∈Ξ
∑
b∈B
f(b)
= |A|−1
∑
a∈A
f(a)
= E(f | Ω)(x).

1.3.3. Martingales.
DEFINIC¸A˜O 1.3.37. Uma sequeˆncia refinadora de partic¸o˜es de um conjunto finito X
e´ uma sequeˆncia (Ωk)nk=0 onde Ω0 e´ uma partic¸a˜o trivial, Ωn e´ a partic¸a˜o mais fina, e cada
partic¸a˜o esta´ refinando a partic¸a˜o precedente:
Ωn ≺ · · · ≺ Ωk+1 ≺ Ωk ≺ Ωk−1 ≺ · · · ≺ Ω0.
EXEMPLO 1.3.38. No cubo de Hamming, temos a sequeˆncia refinadora canoˆnica de
partic¸o˜es:
{Σn} = Ω0(Σn)  Ω1(Σn)  · · ·  Ωk(Σn)  · · ·  Ωn(Σn) = Ωf (Σn).
DEFINIC¸A˜O 1.3.39. Um martingale (formado em relac¸a˜o a uma sequeˆncia refinadora
de partic¸o˜es de um conjunto finito X) e´ uma colec¸a˜o de func¸o˜es reais (f0, f1, . . . , fn)
sobre X tais que para todo i = 1, 2, . . . , n,
E(fi | Ωi−1) = fi−1.
28 1. A GEOMETRIA DE ROTULAGENS
OBSERVAC¸A˜O 1.3.40. A palavra martingale (masculino; versa˜o mais rara: martin-
gala, feminino) chegou no portugueˆs do franceˆs (martingale, feminino), e no franceˆs, em
sua vez, do provenc¸al (martegalo, masculino). O significado original da palavra foi uma
estrate´gia de jogo fora de usual, pouco razoa´vel. Veja [Mansuy, 2009].
LEMA 1.3.41. Seja (f0, f1, . . . , fn) um martingale sobre X formado em relac¸a˜o a
uma sequeˆncia (Ωk)ni=1 refinadora de partic¸o˜es. Para quaisquer que sejam i ≤ j, temos
E(fj | Ωi) = fi.
DEMONSTRAC¸A˜O. Segue-se pela induc¸a˜o matema´tica da Proposic¸a˜o 1.3.36. 
O resultado seguinte e´ imediato, segue por induc¸a˜o.
TEOREMA 1.3.42. Se f e´ uma func¸a˜o sobre X , enta˜o a regra
fi = E(f | Ωi), i = 0, 1, . . . , n
define um martingale sobre X . De fato, todo martingale e´ obtido dessa maneira da func¸a˜o
f = fn. 
EXEMPLO 1.3.43. Se Ωi sa˜o as partic¸o˜es padra˜o do cubo de Hamming Σn (definic¸a˜o
1.3.23), enta˜o um ca´lculo fa´cil mostra que para cada k = 0, 1, . . . , n
E(w | Ωk)(σ) = wk(pink (σ)) +
n− k
2
.
Aqui wk e´ o peso de Hamming sobre o cubo Σk.
DEFINIC¸A˜O 1.3.44. Seja (f0, f1, . . . , fn) um martingale sobre um conjunto finito X ,
formado em relac¸a˜o a uma sequeˆncia de partic¸o˜es refinadoras. As diferenc¸as de martingale
sa˜o as func¸o˜es
di = fi − fi−1.
OBSERVAC¸A˜O 1.3.45. Temos a soma telesco´pica:
f = E(f) + d1 + d2 + . . .+ dn−1 + dn.
PROPOSIC¸A˜O 1.3.46.
E(di | Ωi−1) = 0.
DEMONSTRAC¸A˜O. E(di | Ωi−1) = E(fi | Ωi−1) − E(fi−1 | Ωi−1) = fi−1 −
fi−1. 
LEMA 1.3.47. Seja f : Σn → R uma func¸a˜o Lipschitz contı´nua de constante L = 1
em relac¸a˜o a` distaˆncia de Hamming. Seja (f0, f1, . . . , fn) o martingale correspondente
formado em relac¸a˜o a` sequeˆncia canoˆnica de partic¸o˜es Ω0,Ω1, . . . ,Ωn de Σn. Enta˜o,
para todo i = 1, 2, . . . , n, as diferenc¸as de martingale, di = fi − fi−1, satisfazem
‖ di ‖∞ ≤
1
2
.
DEMONSTRAC¸A˜O. Seja 0 ≤ i ≤ n. O valor fi(σ) e´ o valor me´dio de f sobre o
conjunto de todas as palavras tendo o prefixo σ1σ2 · · ·σi:
fi(σ) = 2
−n+i ∑
δ∈Σn−i
f(σ1σ2 · · ·σiδ).
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Temos enta˜o, de mesma forma,
fi−1(σ) = 2−n+i−1
∑
δ∈Σn−i+1
f(σ1σ2 · · ·σi−1δ)
= 2−n+i
∑
δ∈Σn−i
1
2
[f(σ1σ2 · · ·σi−10δ) + f(σ1σ2 · · ·σi−11δ)] .
Por conseguinte,
|di(σ)| = |fi(σ)− fi−1(σ)|
= 2−n+i
∑
δ∈Σn−i
∣∣∣∣f(σ1σ2 · · ·σi−1σiδ)− 12 [f(σ1σ2 · · ·σi−10δ) + f(σ1σ2 · · ·σi−11δ)]
∣∣∣∣
= 2−n+i
∑
δ∈Σn−i
∣∣∣∣12 [f(σ1σ2 · · ·σi−1σiδ)− f(σ1σ2 · · ·σi−1σ¯iδ)]
∣∣∣∣
≤ 2−n+i × 2n−i × 1
2
=
1
2
.

1.4. Concentrac¸a˜o de medida
1.4.1. Desigualdade de Azuma.
EXERCI´CIO 1.4.1. O cosseno hiperbo´lico, coshx, e´ definido por
coshx =
ex + e−x
2
.
Mostrar que para todo x ∈ R,
coshx ≤ ex2/2.
OBSERVAC¸A˜O 1.4.2. Uma func¸a˜o f : R→ R e´ dita convexa se para todos x, y ∈ R e
t ∈ [0, 1],
f(tx+ (1− t)y) ≤ tf(x) + (1− t)f(y).
Em particular, se f e´ C2 e f ′′(x) ≥ 0 para todo x, enta˜o f e´ convexa. Por exemplo,
f(x) = ex e´ uma func¸a˜o convexa.
O resultado seguinte esta´ entre os principais resultados te´cnicos do primeiro capı´tulo.
Ele avalia a probabilidade de que o valor de uma func¸a˜o, f , desvie da sua esperanc¸a, Ef ,
por mais de um valor dado, c > 0.
TEOREMA 1.4.3 (Desigualdade de Azuma). Seja f : X → R uma func¸a˜o sobre
um conjunto finito, X , seja (Ω0,Ω1, . . . , Ωn−1,Ωn) uma sequeˆncia de partic¸o˜es refi-
nadoras de X , e seja (f0, f1, . . . , fn) o martingale correspondente com as diferenc¸as
(d1, d2, . . . , dn). Enta˜o para todo c > 0
µ]({x ∈ X | f(x)− E(f) ≥ c} ≤ exp
(
− c
2
2
∑n
i=1 ‖ di ‖2∞
)
,
em particular,
µ]({x ∈ X | |f(x)− E(f)| ≥ c} ≤ 2 exp
(
− c
2
2
∑n
i=1 ‖ di ‖2∞
)
.
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DEMONSTRAC¸A˜O. Denotemos
ci = ‖ di ‖∞ ≡ maxx∈X |di(x)|.
Fixe o valor i = 1, 2, . . . , n, e denote
t =
1− dici
2
.
Esse t e´ uma func¸a˜o sobre Σn, tomando seus valores no intervalo [0, 1]. Temos
1− t = 1 +
di
ci
2
,
e as diferenc¸as de martingale, di, tornam-se umas combinac¸o˜es convexas de ±ci com
coeficientes varia´veis:
(1.7) di = t(−ci) + (1− t)ci.
Seja λ ∈ R qualquer (o valor exato sera´ escolhido no final da prova). Multiplique a Eq.
(1.7) por λ:
(1.8) λdi = t(−λci) + (1− t)λci.
Usando a convexidade de ex, concluı´mos:
eλdi ≤ te−λci + (1− t)eλci
= e−λci
1− dici
2
+ eλci
1 + dici
2
=
eλci + e−λci
2
+
di
2ci
(
eλci − e−λci) .(1.9)
Estimamos a esperanc¸a condicional da func¸a˜o eλdi dado Ωi−1:
E
(
eλdi | Ωi−1
) ≤ E(eλci + e−λci
2
| Ωi−1
)
+ E
(
di
2ci
(
eλci − e−λci) | Ωi−1)
=
eλci + e−λci
2
+
1
2ci
(
eλci − e−λci)E (di | Ωi−1)
(proposic¸a˜o 1.3.46) =
eλci + e−λci
2
(ex. 1.4.1) ≤ e(λci)2/2.(1.10)
(Os valores ci e func¸o˜es deles sa˜o constantes).
Toda diferenc¸a de martingale, dj , j < i e´ constante sobre os elementos da partic¸a˜o
Ωi−1. Segue-se que:
E
(
eλ
∑i
j=1 dj
)
= E
(
E
(
eλ
∑i
j=1 dj | Ωi−1
))
(pela proposic¸a˜o 1.3.34(2) = E
((
eλ
∑i−1
j=1 dj
)
E
(
eλdi | Ωi−1
))
(pela desigualdade (1.10)) ≤ E
(
eλ
∑i−1
j=1 dj
)
eλ
2c2i /2.(1.11)
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Agora suponha que λ > 0. Levando em conta a observac¸a˜o 1.3.45, concluı´mos que
µ]{σ | f(σ)− E(f) ≥ c} = µ]
{
σ |
n∑
i=1
di(σ) ≥ c
}
= µ]
{
σ | λ
n∑
i=1
di(σ)− λc ≥ 0
}
= µ]
{
σ | eλ
∑n
i=1 di(σ)−λc ≥ 1
}
(pela desigualdade de Markov) ≤ E
(
eλ
∑n
i=1 di−λc
)
= E
(
eλd1eλd2 . . . eλdn−1eλdn
)
e−λc
(pela desigualdade (1.11)) ≤ E (eλd1eλd2 . . . eλdn−1) eλ2c2n/2e−λc
(usando (1.11)) recursivamente, n vezes) ≤ . . .
≤ eλ2c21/2eλ2c22/2 · · · eλ2cn/22e−λc
= eλ
2∑n
j=1 c
2
j/2−λc.(1.12)
Substituamos em (1.12) o valor
λ =
c∑n
j=1 c
2
j
para concluir
(1.13) µ]{σ : f(σ)− E(f) ≥ c} ≤ e
− c2
2
∑n
j=1 ‖ dj ‖2∞ .
A desigualdade geˆmea e´ obtida usando −f em lugar de f :
(1.14) µ]{σ : E(f)− f(σ) ≥ c} ≤ e
− c2
2
∑n
j=1 ‖ dj ‖2∞ .
Em conjunto, as duas desigualdades (1.13) e (1.14) implicam
(1.15) µ]{σ : |E(f)− f(σ)| ≥ c} ≤ 2e
− c2
2
∑n
j=1 ‖ dj ‖2∞ ,
como desejado. (Aqui usamos a desigualdade de Boole, conhecido como o union bound
em ingleˆs: µ(A ∪B) ≤ µ(A) + µ(B).) 
1.4.2. Cotas de Chernoff.
TEOREMA 1.4.4. Seja f : Σn → R uma func¸a˜o Lipschitz contı´nua, de constante
L = 1 (em relac¸a˜o a` distaˆncia de Hamming sobre Σn). Enta˜o, para todo c > 0 temos
µ]{x : |f(x)− E(f)| ≥ c} ≤ 2e− 2c
2
n .
DEMONSTRAC¸A˜O. Lema 1.3.47 junto com a desigualdade de Azuma. 
1.4.3. Lei geome´trica dos grandes nu´meros. Eis uma versa˜o para a distaˆncia de
Hamming normalizada.
COROLA´RIO 1.4.5. Seja f : Σn → R uma func¸a˜o 1-Lipschitz contı´nua em relac¸a˜o a`
distaˆncia de Hamming normalizada. Enta˜o para todo  > 0
µ]{x : |f(x)− E(f)| ≥ } ≤ 2e−22n.
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DEMONSTRAC¸A˜O. A func¸a˜o nf e´ 1-Lipschitz contı´nua em relac¸a˜o com a distaˆncia
de Hamming na˜o normalizada:
|nf(σ)− nf(τ)| = n|f(σ)− f(τ)|
≤ nd¯(σ, τ)
= d(σ, τ).
O teorema 1.4.4 aplicada a` func¸a˜o nf com c = n implica:
µ]{x : |nf(x)− E(nf)| ≥ n} ≤ 2e− 
2n2
n ,
e´ como E(nf) = nE(f), terminamos. 
Aplicadas ao peso normalizado w¯, as cotas de Chernoff (corola´rio 1.4.5) levam a con-
cluir:
∀ε > 0, µ]
{
x ∈ Σn :
∣∣∣∣w¯ − 12
∣∣∣∣ > ε} ≤ 2e−2ε2n.
Esta desigualdade, conhecida na teoria de probabilidade como a (fraca) Lei dos Grandes
Nu´meros, diz que a probabilidade que o nu´mero me´dio de sucessos (caras) obtidos apo´s n
lanc¸amentos de uma moeda equilibrada diferir de 1/2 se torna exponencialmente pequena
quando n→∞.
E´ por isso que a desigualdade mais geral no corola´rio 1.4.5, va´lida para todas func¸o˜es
Lipschitz contı´nuas de constante L = 1, e´ as vezes chamada a lei geome´trica dos grandes
nu´meros.
1.4.4. Volumes das bolas: a segunda estimativa. Como w¯(x + 1) + w¯(x) = 1,
temos d¯(x, 1) = d¯(x+ 1, 0) = 1− w¯(x), e por conseguinte
B¯(1) = {x ∈ Σn : w¯(x)− 1
2
≥ 1
2
− }.
Desta maneira, obtemos a segunda estimativa da medida da bola:
(1.16) µ](B¯) ≤ e−2( 12−)
2
n.
Esta estimativa e´ melhor do que a dada pelo lema 1.2.6 no regia˜o onde  > 0 e´ constante,
isso e´, o raio na˜o normalizado da bola e´ proporcional a` n:
d ∼ n.
A primeira estimativa, a do lema 1.2.6,
(1.17) µ](B¯) ≤ 2−n
(
en
bnc
)bnc
,
e´ melhor na regia˜o onde d = bnc e´ constante, ou seja,  = O(n−1). Vamos utilizar ambas
simultaneamente na ana´lise de aprendizabilidade.
1.4.5. Func¸a˜o de concentrac¸a˜o. As desigualdades acima – as de Azuma e de Cher-
noff – sa˜o manifestac¸o˜es do fenoˆmeno de concentrac¸a˜o de medida sobre as estruturas de
alta dimensa˜o, que pode ser expresso informalmente da seguinte maneira:
Tipicamente, sobre uma estrutura Ω de alta dimensa˜o, cada func¸a˜o
Lipschitz contı´nua concentra-se em torno de um valor, ou seja, e´ quase
constante em toda parte exceto sobre um conjunto da medida demasi-
adamente pequena.
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Como o valor tı´pico da func¸a˜o, pode ser escolhido ou a esperanc¸a Ef , ou um valor
mediano, Mf . Neste contexto, o fenoˆmeno pode ser reformulado mais uma vez:
Tipicamente, numa estrutura Ω de alta dimensa˜o, para cada subcon-
junto A ⊆ Ω que conte´m pelo menos a metade dos pontos, a maior
parte dos pontos de Ω esta˜o pro´ximos ao A.
As noc¸o˜es “dimensa˜o alta” e “pontos pro´ximos” sendo relativas, e a noc¸a˜o sera´ forma-
lizada no contexto assinto´tico. Um instrumento conveniente para quantificar o fenoˆmeno
da concentrac¸a˜o de medida e´ a func¸a˜o de concentrac¸a˜o. Recordemos que
A = {x ∈ Ω: ∃a ∈ A ρ(x, a) < }
e´ a -vizinhanc¸a do subconjunto A de Ω.
DEFINIC¸A˜O 1.4.6. Seja (Ω, d, µ) um espac¸o me´trico munido de uma medida de proba-
bilidade. A func¸a˜o de concentrac¸a˜o de Ω, denotada por αΩ() ou α(Ω, ) ou simplesmente
α(), e´ definida pelas condic¸o˜es seguintes:
α() =
{
1
2 , se  = 0,
1− inf {µ] (A) : A ⊆ Σn, µ](A) ≥ 12} , se  > 0.
A
Aε
ε Ω
Ω \ Aε
FIGURA 1.1. A func¸a˜o de concentrac¸a˜o α(Ω, ).
EXERCI´CIO 1.4.7. Mostrar que
α(Ω, )→ 0 quando →∞.
DEFINIC¸A˜O 1.4.8. Uma famı´lia (Ωn, ρn, µn) de espac¸os me´tricos com medida de
probabilidade e´ dita uma famı´lia de Le´vy se as func¸o˜es de concentrac¸a˜o tendem a zero
pontualmente,
α(Ωn, )→ 0 para cada  > 0.
Ela e´ uma famı´lia de Le´vy normal se existem C1, C2 > 0 tais que
α(Ωn, ) ≤ C1e−C22n.
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FIGURA 1.2. As func¸o˜es de concentrac¸a˜o dos cubos de Hamming para
d = 11, 101, 1001.
EXERCI´CIO 1.4.9. Seja r ≥ 0 inteiro e  > 0 qualquer. Enta˜o, a -vizinhanc¸a aberta
de uma bola fechada de raio r no cubo de Hamming e´ uma bola aberta de mesmo centro
dada por (
B¯r
)

(σ) = Br+(σ).
(Mostra que para r,  > 0 reais quaisquer isso na˜o e´ mais verdadeiro).
EXERCI´CIO 1.4.10. O complemento de uma bola aberta no cubo de Hamming e´ dado
por
Σn \Bδ(σ) = B¯1−δ(σ + 1¯).
EXERCI´CIO 1.4.11. Seja n = 2m+ 1 um nu´mero ı´mpar. Mostrar que a bola B¯m(σ)
(B¯m/n(σ), com relac¸a˜o a` distaˆncia de Hamming normalizada) tem a medida de contagem
normalizada 1/2.
[ Sugesta˜o: estudar o seu complemento. ]
EXERCI´CIO 1.4.12. Deduzir que no caso de n = 2m+ 1 ı´mpar, as bolas B¯m(σ) sa˜o
as u´nicas bolas de Hamming com 2n−1 elementos.
TEOREMA 1.4.13. Os cubos de Hamming Σn munidos da distaˆncia de Hamming e a
medida de contagem normalizadas formam uma famı´lia de Le´vy normal:
α(Σn, ) ≤ e−2n.
DEMONSTRAC¸A˜O. SejaA um subconjunto do cubo que contem pelo menos a metade
dos elementos: µ](A) ≥ 1/2, e seja  > 0 qualquer. Precisamos estimar por cima µ](Σn \
A). E´ claro que pode-se supor sem perda de generalidade que µ](A) = 1/2 (selecionando
um subconjunto de A com exatamente 2n−1 elementos: o valor de µ](Σn \ A) so´ vai
aumentar). Seja r ≥ 0 o maior valor inteiro tal que r/n < . Temos B¯r(σ) = B(σ), qual
quer seja σ.
Comec¸amos com n ı´mpar, n = 2m + 1. Segundo o teorema de Harper, assim como
os exercı´cios acima, a bola B¯r(0¯) tem a propriedade µ](ΓRB¯m(0¯)) ≤ µ](A), isto e´,
µ](Bm/n+) ≤ µ](A), e´ por conseguinte, µ](B¯1−m/n−) ≥ µ](Σn \A). Temos
1− m
n
−  = 1
2
+
1
2n
− ,
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e segundo a estimativa de tamanho das bolas,
µ](B¯1−m/n−) ≤ e−(−
1
2n )
2
n.
Como
−2
(
− 1
2n
)2
n = −22n+ 2− 1
2n
≤ −3
2
2n
(pois 12
2n2 − 2n+ 2 ≥ 0), deduzimos do corola´rio 1.4.5:
(1.18) α(Σn, ) ≤ e− 32 2n.
Para n par, n = 2m, o argumento e´ semelhante, mas nesse caso o cubo de Hamming
consiste da bola fechada de raio m− 1 ((m− 1)/n, caso normalizado), mais uma metade
de elementos da esfera de raio m. Em particular, o complemento de conjunto A tem uma
medida menor ou igual da medida da bola de raio 12 +
1
n − , cuja medida de contagem
normalizada tem estimativa acima
e−(−
1
n )
2
n.
Como
−2
(
− 1
n
)2
n = −22n+ 4− 2
n
≤ −2n
(pois 2n2 − 4n+ 2 ≥ 0 para qualquer que seja n), concluı´mos:
α(Σn, ) < e−
2n.

OBSERVAC¸A˜O 1.4.14. Sem du´vida, as constantes podem ser melhoradas. Em par-
ticular, eu na˜o sei a resposta para o seguinte. Dado  > 0 e n quaisquer, e´ verdadeiro
que
αΣn+1() ≤ αΣn()?
Em outras palavras, e´ verdade que as func¸o˜es de concentrac¸a˜o de cubos de Hamming
convergem para zero monotonicamente quando n → ∞? Aqui, so´ a transic¸a˜o de um n
ı´mpar para n+ 1 deve ser estudada.
EXERCI´CIO 1.4.15. Seja f uma func¸a˜o Lipschitz contı´nua com a constante de Lips-
chitz L ≥ 0 sobre um espac¸o me´trico com medida de probabilidade, (Ω, ρ, µ). Seja
M = Mf um valor mediano de f . Provar que
µ{|f(x)−M | > } ≤ 2α
(
Ω,

L
)
.
Mais geralmente, se f e´ uniformemente contı´nua de tal modo que
∀x, y ∈ X, d(x, y) < δ ⇒ |fx− fy| < ,
enta˜o
µ{|f(x)−M | > } ≤ 2α(Ω, δ).
36 1. A GEOMETRIA DE ROTULAGENS
0.00 0.05 0.10 0.15 0.20 0.25
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
epsilon
va
lu
e 
of
 c
on
ce
nt
ra
tio
n 
fu
nc
tio
n
concentration function
Chernoff bound
FIGURA 1.3. Func¸a˜o de concentrac¸a˜o do cubo de Hamming Σ100 e a
cota superior gaussiana de Chernoff
O fenoˆmeno de concentrac¸a˜o da medida e´ o assunto de estudo de uma disciplina ma-
tema´tica relativamente nova: a ana´lise geome´trica assinto´tica. Esta introspec¸a˜o na geo-
metria dos objetos de alta dimensa˜o e´ da mais alta importaˆncia, e tem muitas aplicac¸o˜es
e consequeˆncias amplas em cieˆncias matema´ticas. Veja a monografia [Artstein-Avidan,
Giannopoulos, and Milman, 2015].
A apresentac¸a˜o neste capı´tulo geralmente seguiu a no livro cla´ssico [Milman and Sche-
chtman, 1986], mas com constantes melhoradas como em [Alon and Spencer, 1992]. O
livro [Ledoux, 2001] e´ uma fonte excelente para a concentrac¸a˜o de medida. Veja tambe´m
o panoraˆmico de [Schechtman, 2003], assim como o livro de [Matousˇek, 2002].
CAPı´TULO 2
Dimensa˜o de Vapnik–Chervonenkis
2.1. Definic¸a˜o e exemplos iniciais
Vamos ampliar a nossa perspetiva e estudar as rotulagens sobre os subconjuntos finitos
de um domı´nio, Ω, finito ou infinito. Um classificador, T : Ω → {0, 1}, induz sobre uma
amostra na˜o rotulada qualquer, σ = (x1, . . . , xn), uma rotulagem (1, . . . , n) bastante
naturalmente:
i = T (xi), i = 1, 2, . . . , n.
Um classificador, ou uma func¸a˜o bina´ria, e´ exatamente a func¸a˜o indicadora de um subcon-
junto, C ⊆ Ω:
T = χC , onde χC(x) =
{
1, se x ∈ C,
0, se x /∈ C.
Em vez de func¸o˜es bina´rias, podemos trabalhar com subconjuntos do domı´nio, C ∈ 2Ω.
Tais subconjuntos C ⊆ Ω sa˜o chamados de conceitos. Dado um conceito C, um ponto
x ∈ Ω e´ enta˜o rotulado 1 se e somente se x ∈ C.
Agora suponha que trabalhamos com uma famı´lia qualquer C ⊆ 2Ω de conceitos
(uma classe de conceitos, concept class). Mediante a motivac¸a˜o, C e´ uma famı´lia de to-
dos os classificadores produzidos por uma regra de aprendizagem particular, como por
exemplo uma rede neural N de uma arquitetura fixa, que depende de uma famı´lia de
paraˆmetros reais. Os diferentes valores de paraˆmetros resultam em conceitos diferentes.
O algoritmo de aprendizagem procura um conceito C dentro da classe C que melhor se
ajusta a uma dada amostra rotulada, σ, a fim de minimizar o erro empı´rico (o erro de
aprendizagem). Queremos evitar o fenoˆmeno de “overfitting” (sobreajuste), esperando que
o erro de generalizac¸a˜o seja baixo, ou seja, que o conceito escolhido se mostra eficaz para
predizer novos ro´tulos. Isso e´ possı´vel se a complexidade da classe C for bastante baixa.
Falando de uma maneira informal, a complexidade de C da´ uma medida de quantas rotu-
lagens diferentes C pode produzir em amostras finitas. Uma medida teo´rica importante da
complexidade de uma classe de conceitos e´ a famosa dimensa˜o de Vapnik–Chervonenkis.1
DEFINIC¸A˜O 2.1.1. Seja C uma classe de conceitos no domı´nio Ω. Para um subcon-
junto B ⊆ Ω, denotemos por
C |B = {χC |B : C ∈ C }
a famı´lia de todas as rotulagens sobre B induzidas pelos membros da classe C . Digamos
que um subconjunto finito B ⊆ Ω e´ fragmentado (shattered) por C se cada rotulagem
possı´vel de B e´ atingida:
C |B = 2B = {0, 1}]B .
Em outras palavras, B e´ fragmentado por C se cada func¸a˜o bina´ria sobre B pode se esten-
der a uma func¸a˜o da forma χC , C ∈ C .
1Pronunciar: Va´pnik–Tchervo´nenkis.
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Aqui e´ uma outra maneira de reformular a definic¸a˜o.
DEFINIC¸A˜O 2.1.2. Seja C uma famı´lia de subconjuntos de Ω. Um conjunto finito
A ⊆ Ω e´ fragmentado por C se todo subconjunto B ⊆ A pode ser “retirado” de A com a
ajuda de um elemento apropriado C de C :
B = A ∩ C.
C
B
A
C
BA
FIGURA 2.1. Um subconjunto A fragmentado pela classe C .
DEFINIC¸A˜O 2.1.3. A dimensa˜o de Vapnik–Chervonenkis (dimensa˜o VC) de uma classe
de conceitosC e´ o supremo de cardinalidades de subconjuntos finitosA ⊆ Ω fragmentados
por C . Notac¸a˜o: VC-dim(C ).
Em outras palavras, a dimensa˜o VC de C e´ a maior cardinalidade de um conjunto
fragmentado por C , se existir, e +∞ se na˜o existir.
OBSERVAC¸A˜O 2.1.4. Para estabelecer a desigualdade VC-dim(C ) ≥ d, basta exibir
um conjuntoA ⊆ Ω com d elementos, fragmentado por C . Por outro lado, para estabelecer
a desigualdade VC-dim(C ) ≤ d, e´ preciso mostrar que nenhum subconjunto com d + 1
elementos e´ fragmentado. Isso e´ normalmente a parte mais difı´cil.
EXEMPLO 2.1.5. Uma classe que consiste de um conceito so´, C = {C}, possui
dimensa˜o VC igual a zero. A classe C na˜o fragmenta nenhum conjunto unita´rio, {x}, pois
ele sempre induza o mesmo ro´tulo (1, se x ∈ C, e 0, se x /∈ C), nunca ambos. Por isso,
VC-dim({C}) < 1. Por outro lado, o conjunto vazio, ∅, e´ fragmentado por C : a restric¸a˜o
da func¸a˜o χC sobre o conjunto vazio e´ a func¸a˜o vazia, a u´nica rotulagem possı´vel de ∅.
Concluı´mos: VC-dim(C ) = 0.
EXEMPLO 2.1.6. Seja Ω um domı´nio na˜o vazio qualquer, e seja C a classe que con-
siste de dois conjuntos: ∅ e Ω. Nesse caso, a dimensa˜o VC da classe C e´ 1. Todo conjunto
unita´rio {x}, x ∈ Ω, e´ fragmentado: ∅ = ∅ ∩ {x} e {x} = Ω ∩ {x}. Nenhum conjunto
com dois pontos diferentes, {x, y}, e´ fragmentado por C , pois um tal conjunto conte´m 4
subconjuntos diferentes, ∅, {x}, {y}, e {x, y}, e so´ ∅ e {x, y} podem ser obtidos como
intersec¸o˜es de elementos de C com {x, y}.
OBSERVAC¸A˜O 2.1.7. Mais geralmente, a dimensa˜o VC de uma classe C com n con-
ceitos na˜o excede log2 n. Se um conjunto com d pontos for fragmentado por C , a classe
tem que conter pelo menos 2d elementos dois a dois distintos.
EXEMPLO 2.1.8. Seja Ω = R, e seja C a classe de todos os intervalos semiinfinitos
crescentes:
C = {[a,+∞) : a ∈ R}.
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Enta˜o,
VC-dim(C ) = 1.
E´ claro que todo conjunto unita´rio, {x}, e´ fragmentado por C : so´ ha´ dois subconjuntos, o
pro´prio {x} e o conjunto vazio, e ambos sa˜o intersec¸o˜es de {x} com um intervalo apropri-
ado. Por outro lado, nenhum conjunto com dois pontos, A = {x, y}, x < y, e´ fragmentado
por C : qualquer que seja a ∈ R, temos {x, y} ∩ [a,∞) 6= {x}.
EXEMPLO 2.1.9. Se agora tomamos todos os intervalos semiinfinitos crescentes bem
como decrescentes,
C = {[a,+∞) : a ∈ R} ∪ {(−∞, b] : b ∈ R},
o valor da dimensa˜o de Vapnik–Chervonenkis aumenta:
VC-dim(C ) = 2.
Todo subconjunto com dois pontos, A = {x, y} e´ fragmentado por C :
{x, y} = {x, y} ∩ [x,∞), {x} = {x, y} ∩ (−∞, x],
{y} = {x, y} ∩ [y,∞), ∅ = {x, y} ∩ [y + 1,∞).
Ao mesmo tempo, nenhum subconjunto com treˆs pontos distintos e´ fragmentado por C .
Sejam x < y < z, A = {x, y, z}, enta˜o o conjunto B = {y} nunca pode ser obtido como
a intersec¸a˜o de B com um intervalo semiinfinito.
EXEMPLO 2.1.10. Agora seja C a classe de todos os intervalos fechados finitos, [a, b],
a, b ∈ R. Enta˜o, mais uma vez,
VC-dim(C ) = 2.
Todo conjunto com dois pontos e´ fragmentado, mais nenhum conjunto com treˆs pontos,
A = {x, y, z}, e´: o conjunto B = {x, z} de pontos extremos na˜o pode ser obtido como a
intersec¸a˜o de B com um intervalo.
EXEMPLO 2.1.11. Agora seja Ω = R2, o plano. A classe C consiste de todos os
semiplanos (abertos, ou fechados, ou bem abertos e fechados, o resultado e´ o mesmo).
Recordemos pois que trata-se dos semiplanos fechados:
H ≡ H~v,b = {~x ∈ R2 : 〈~x,~v〉 ≥ b},
onde ~v ∈ R2 e b ∈ R sa˜o quaisquer:
C = {H~v,b : ~v ∈ R2, b ∈ R}.
Enta˜o,
VC-dim(C ) = 3.
Todo conjunto de treˆs pontos na˜o colineares, a, b, c, e´ fragmentado pelos semiplanos,
o que e´ mais ou menos evidente geome´tricamente, veja Figura 2.2.
Ao mesmo tempo, nenhum subconjunto com quatro pontos distintos e´ fragmentado
pelos semiplanos. Sejam a, b, c, d quaisquer, dois a dois distintos. Existem dois casos a
considerar.
Se pelo menos um dos pontos a, b, c, d for contido dentro do triaˆngulo formado pe-
los outros treˆs pontos, digamos o ponto d, enta˜o cada semiplano que conte´m o conjunto
{a, b, c}, sendo um conjunto convexo, tem que conter d tambe´m, veja a Figura 2.3.
Se nenhum dos pontos pertence a` envolto´ria convexa dos treˆs pontos restantes, o qua-
drila´tero a, b, c, d e´ convexo. Neste caso, um subconjunto contendo o par de ve´rtices opos-
tos na˜o pode ser a intersec¸a˜o de um semiplano com A = {a, b, c, d}, veja a Fig. 2.4.
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FIGURA 2.2. Todo conjunto de treˆs pontos em posic¸a˜o geral e´ fragmen-
tado pelos semiplanos.
d
a
b
c
FIGURA 2.3. Todo semiplano contendo C = {a, b, c} vai conter d.
d
a
b
c
FIGURA 2.4. Todo semiplano que conte´m C = {b, d} vai conter a ou c.
EXEMPLO 2.1.12. Seja C a famı´lia de todos os retaˆngulos em R2 cujos lados sa˜o
paralelos aos eixos coordenados, ou seja,
C = {[a, b]× [c, d] : a, b, c, d ∈ R, a < b, c < d}.
Enta˜o,
VC-dim(C ) = 4.
Para comec¸ar, o conjunto
A = {(1, 0), (−1, 0), (0, 1), (0,−1)}
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e´ fragmentado pela classe C , o que pode ser verificado diretamente, veja Fig. 2.5.
2
e1− e1
e2
−e
FIGURA 2.5. O conjunto A = {±ei}2i=1 e´ fragmentado pelos retaˆngulos.
Ao mesmo tempo, vamos mostrar que nenhum conjunto com cinco pontos diferentes
pode ser fragmentado pelos retaˆngulos. SejaA um tal conjunto. Escolhemos o ponto “mais
a` esquerda”, a, ou seja, tal que a primeira coordenada a1 ≤ x1 para todos x = (x1, x2) ∈
A. De mesmo modo, escolha o ponto “mais a` direita”, b, o ponto “mais alto” d (cuja
segunda coordenada e´ maior), assim como o ponto “mais baixo”, c. Veja Fig. 2.6. (Pode
acontecer que na˜o todos os pontos a, b, c, d sejam dois a dois distintos).
ea
b
c
d
FIGURA 2.6. Nenhum conjunto A = {a, b, c, d, e} com cinco pontos e´
fragmentado pelos retaˆngulos.
Defina B = {a, b, c, d}. Como |A| ≥ 5, existe pelo menos um ponto e em A \B que
na˜o foi escolhido. Agora, todo retaˆngulo [x, y]× [z, w] que conte´m B tem que satisfazer
x ≤ a1, b1 ≤ y, z ≤ c2, d2 ≤ w,
ou seja,
x ≤ a1 ≤ e1 ≤ b1 ≤ y,
assim como
z ≤ c2 ≤ e2 ≤ d2 ≤ w.
Por conseguinte, e ∈ [x, y]× [z, w] e A ∩ [x, y]× [z, w] = A. O subconjunto B $ A na˜o
pode ser obtido de A como a intersec¸a˜o com um retaˆngulo.
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EXEMPLO 2.1.13. Seja C a famı´lia de todos os paralelepı´pedos retaˆngulos no espac¸o
Rd com os lados paralelos aos eixos coordenados, ou seja, os subconjuntos da forma
Π = [a1, b1]× [a2, b2]× . . .× [ad, bd].
Enta˜o,
VC-dim(C ) = 2d.
Dado um subconjunto finito X de Rd, denotemos por Π(X) o menor paralelepı´pedo
(fechado) contendo X , ou seja,
Π(X) =
d⋂
i=1
pi−1i (conv (pii(X)) .
Aqui pii e´ a i-e´sima projec¸a˜o coordenada de Rd para R, e a envolto´ria convexa em R e´
simplesmente o menor intervalo que conte´m pii(X).
A prova da desigualdade ≤ e´ ideˆntica a` prova no exemplo 2.1.12. Para mostrar a
desigualdade ≥, observemos que o conjunto
A = {±ei}di=1
com 2d pontos e´ fragmentado pelos paralelepı´pedos. Seja B ⊆ A. Vamos mostrar que
Π(B) ∩ A = B, terminando a demonstrac¸a˜o. A inclusa˜o ⊇ e´ o´bvia. Suponha que x ∈
A \B. Existe i tal que piix e´ da forma ±ei. Suponhamos b = ei (o argumento no segundo
caso b = −ei e´ quase ideˆntico). O ponto ei e´ o u´nico ponto no conjunto A cuja i-e´sima
coordenada e´ um. Isso implica
pi(B) ⊆ {−1, 0},
e pela definic¸a˜o de Π(A),
b = ei /∈ Π(A).
O exemplo 2.1.11 estende-se aos espac¸os vetoriais de dimensa˜o qualquer. Precisamos
um resultado te´cnico seguinte.
TEOREMA 2.1.14. Seja V um subespac¸o vetorial do espac¸o RΩ de todas as func¸o˜es
reais sobre o domı´nio Ω. A dimensa˜o VC da classe de conjuntos
Cf = {x ∈ Ω: f(x) ≥ 0}, f ∈ V,
e´ menor ou igual a dimV .
DEMONSTRAC¸A˜O. Seja dimV = d. Com todo ponto x ∈ Ω pode ser associado
um funcional linear xˆ de avaliac¸a˜o no ponto x, da forma f 7→ f(x), onde f ∈ V . Este
xˆ pertence ao espac¸o vetorial dual, V ∗. Seja agora A ⊆ Ω um conjunto com d + 1
pontos distintos. Como a dimensa˜o do espac¸o dual de V e´ d, um dos funcionais lineares de
avaliac¸a˜o aos pontos, que denotemos por xd+1 ∈ A, pode ser expresso como a combinac¸a˜o
linear dos pontos restantes,
xˆd+1 =
d∑
i=1
λixˆi, xi ∈ A.
Definamos
B = {xi : 0 ≤ i ≤ d, λi ≥ 0} ⊆ A.
Seja f ∈ V tal que Cf ∩ {x1, x2, . . . , xd} = B. Neste caso, f(xi) ≥ 0 ⇐⇒ xi ∈ B, e
concluı´mos
f(xd+1) = xˆd+1(f) =
d∑
i=1
λixˆi(f) =
d∑
i=1
λif(xi) ≥ 0,
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de onde xd+1 ∈ Cf . O conjunto B na˜o e´ da forma A ∩ Cf para f ∈ V qualquer. 
EXERCI´CIO 2.1.15. Investigar a pergunta seguinte: e´ sempre verdadeiro que a di-
mensa˜o VC da classe de conceitos Cf , f ∈ V , e´ igual a dimV , ou pode ser estritamente
menor?
EXEMPLO 2.1.16. Seja C a colec¸a˜o de todos os semiespac¸os (fechados) no espac¸o
vetorial Rd:
C =
{
H~v,b : ~v ∈ Rd, b ∈ R
}
,
onde, como no exemplo 2.1.11,
H~v,b = {~x ∈ Rd : 〈~x,~v〉 ≥ b}.
Enta˜o,
VC-dim(C ) = d+ 1.
A desigualdade ≥ e´ bastante fa´cil a verificar: por exemplo, os d+ 1 pontos
0, e1, e2, . . . , ed
sa˜o fragmentados por C , onde ei denota o i-e´simo vetor de base padra˜o. Seja B ⊆
{0, e1, e2, . . . , ed} qualquer. Defina o vetor ~v ∈ Rn por
~vi =
{
−1, if ei /∈ B,
1, if ei ∈ B.
Se x 6= 0 e x ∈ B, temos 〈x,~v〉 = 1, se x 6= 0 e x /∈ B, temos 〈x,~v〉 = −1, e finalmente
〈0, ~v〉 = 0. Se 0 ∈ B, definamos b = −1/2, e se 0 /∈ B, definamos b = 1/2. Em ambos
os casos, o semiespac¸o H~v,b separa B do resto do conjunto {0, e1, e2, . . . , ed}.
A cota superior,
VC-dim(C ) ≤ d+ 1,
segue do teorema 2.1.14, notando que a dimensa˜o do espac¸o V de todas as func¸o˜es afins
sobre Rd, ou seja, as func¸o˜es da forma
~x 7→ 〈~x,~v〉 − b,
e´ igual a d+ 1.
EXEMPLO 2.1.17. A dimensa˜o VC da famı´lia de todas bolas abertas euclideanas em
Rd,
Br(x), r > 0, x ∈ Rd,
e´ igual a d+ 1. (O mesmo vale para as bolas fechadas, ou bem a mistura de ambos tipos).
O resultado segue da observac¸a˜o seguinte: um conjunto A ⊆ Rd e´ fragmentado pelas
bolas se e somente se ele e´ fragmentado pelos semiespac¸os.
Em primeiro lugar, todo conjunto A fragmentado pelos semiespac¸os pode ser frag-
mentado pelas bolas de um raio bastante grande. De fato, as bolas podem aproximar um
semiplano com alguma precisa˜o. Em particular, na˜o e´ difı´cil escolher explicitamente o
centro e o raio de uma bola para todo subconjunto de X = {0, e1, e2, . . . , en}.
Agora, seja A um conjunto fragmentado pelas bolas. Seja B ⊆ A. Existem as bolas
B1 e B2 com B1 ∩ A = B, B2 ∩ A = A \ B. Se B1 ∩ B2 = ∅, enta˜o pelo teorema de
Hahn-Banach as bolas sa˜o separadas por um hiperplano, que separa tambe´m B e A \ B.
Caso contra´rio, a intersec¸a˜o de esferas correspondentes a`s bolas B1, B2 e´ uma esfera num
hiperplano, e como B1 ∩ B2 ∩ A = ∅, os subconjuntos B e A \ B sa˜o separados pelos
semiespac¸os determinados pelo hiperplano.
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EXERCI´CIO 2.1.18. Deduzir o teorema de Helly: sejam x1, x2, . . . , xd+2 pontos em
Rd. Enta˜o o conjunto de ı´ndices {1, 2, . . . , d+2} pode ser partilhado em dois subconjuntos
disjuntos, I e J , de tal maneira que as envolto´rias convexas de conjuntos
{xi : i ∈ I} e {xj : j ∈ J}
teˆm um ponto comum.
OBSERVAC¸A˜O 2.1.19. A situac¸a˜o com a dimensa˜o VC da famı´lia de todas as bolas
num espac¸o normado E de dimensa˜o finita e´ mais complicada. Para o espac¸o `∞(d), ela e´
igual a b(3d+ 1)/2c, calculada em [Despres, 2014]. O mesmo artigo conte´m um exemplo
de espac¸o normado de dimensa˜o 3 cuja famı´lia de bolas tem dimensa˜o VC infinita.
A nossa apresentac¸a˜o desta sec¸a˜o segue em grande parte (na˜o totalmente) [Anthony
and Bartlett, 1999].
2.2. Teorema de Pajor e lema de Sauer–Shelah
Sejam Ω um domı´nio (conjunto qualquer) e C uma classe de conceitos, ou seja,
uma famı´lia na˜o vazia de partes de Ω. Suponhamos que a dimensa˜o VC de C e´ finita,
VC-dim(C ) = d. Agora suponha que σ = {x1, . . . , xn} ⊆ Ω e´ uma amostra, tambe´m
finita, mas intuitivamente de uma cardinalidade n d. A classe C induz va´rias rotulagens
sobre σ: se C ∈ C , enta˜o
χC |σ : xi 7→ χC(xi) ∈ {0, 1}
e´ uma rotulagem. Denotemos
C |σ = {C ∩ σ : C ∈ C }.
Se n > d, nem todas as rotulagens sobre σ sa˜o desta forma. Qual e´ o tamanho da classe
C |σ de todas as rotulagens induzidas pela classe C sobre σ? A resposta e´ dada pelo
importante resultado, mostrado independentemente e aproximadamente ao mesmo tempo
por [Sauer, 1972], [Shelah, 1972], e [Vapnik and Cˇervonenkis, 1971], e chamado lema de
Sauer ou lema de Sauer–Shelah.
TEOREMA 2.2.1 (Lema de Sauer–Shelah). Seja C uma classe de conceitos satisfa-
zendo VC-dim(C ) ≤ d. Se σ ⊆ Ω, ]σ = n ≥ d, enta˜o
]C |σ ≤ ]Bd.
Em particular,
]C |σ <
(en
d
)d
.
Aqui Bd e´ uma bola fechada de raio d no cubo de Hamming de dimensa˜o n na˜o
normalizado.
DEFINIC¸A˜O 2.2.2. Dada uma classe de conceitos, C , definamos o n-e´simo coeficiente
de fragmentac¸a˜o (n-th shattering coefficient) de C como o maior nu´mero de rotulagens
induzidas por C sobre as amostras com ≤ n pontos:
s(n,C ) = sup{]C |σ : σ ⊆ Ω, ]σ ≤ n}.
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Por exemplo, a dimensa˜o VC de C e´ o supremo de cardinalidades n tais que
s(n,C ) = 2n.
Enta˜o, o lema de Sauer–Shelah pode ser reformulado assim:
s(n,C ) <
(
en
VC-dim(C )
)VC-dim(C )
.
A mensagem mais importante deste resultado e´ que o nu´mero de rotulagens induzidas
sobre uma amostra de tamanho n→∞ cresce polinomialmente em n, isto e´, relativamente
devagar:
s(n,C ) = poly(n) se VC-dim(C ) <∞.
Vamos deduzir o lema de Sauer–Shelah do teorema seguinte.
TEOREMA 2.2.3 (Teorema de Pajor [Pajor, 1985]). Seja C uma classe de conceitos
com m elementos, m ≥ 1. Enta˜o C fragmenta pelo menos m subconjuntos de Ω dois a
dois diferentes.
DEMONSTRAC¸A˜O. No´s ja´ vimos o caso particular de m = 1 no exemplo 2.1.5: uma
classe que consiste de u´nico conceito fragmenta pelo menos um conjunto, a saber, o con-
junto vazio. Isso e´ a base da prova.
Suponhamos agora que que a afirmac¸a˜o do teorema e´ verdadeira para todos i, 1 ≤
i ≤ m, onde m ≥ 1. Seja C uma famı´lia qualquer de subconjuntos de Ω com m + 1
elementos. Segue-se que ∪C % ∩C , e podemos escolher um elemento x0 que pertence
a alguns membros de C , mas na˜o a todos deles. Dividamos C em duas subclasses: C0
consiste de todos A ∈ C que conte´m x0, e C1 consiste de todos B ∈ C que na˜o conte´m
x0. Ambas sa˜o na˜o vazias, e por conseguinte os nu´meros
k = ]C0, l = ]C1,
satisfazem 1 ≤ k, l ≤ m, k + l = m+ 1. Segundo a hipo´tese indutiva, existem conjuntos
A1, . . . , Ak fragmentados por C0, bem como conjuntos B1, . . . , Bl fragmentados por C1.
Se todos os conjuntos na lista
A1, A2, . . . , Ak, B1, B2, . . . , Bl
sa˜o dois a dois distintos, enta˜o temos uma famı´lia de m + 1 conjuntos fragmentados pela
classe C = C0 ∪ C1. Pore´m, pode ocorrer que alguns conjuntos nas duas listas Ai e Bj
sa˜o iguais.
Se Ai = Bj , enta˜o este conjunto e´ fragmentado por C0, assim como por C1. Neste
caso, vamos observar que o conjunto Ai ∪ {x0} e´ fragmentado por C . Se B ⊆ Ai ∪ {x0}
e B 3 x0, enta˜o existe um conjunto C ∈ C0 com C ∩ A = B \ {x0}, e neste caso,
C ∩ Ai ∪ {x0} = B. Se B ⊆ Ai ∪ {x0} e B 63 x0, existe um conjunto C ∈ C1 com
C ∩A = B, o que implica C ∩Ai∪{x0} = B. Ao mesmo tempo, Ai∪{x0} na˜o pode ser
fragmentado por C0 (cujos elements conte´m x0) nem por C1 (cujos elementos na˜o conte´m
x0). Logo, Ai ∪ {x0} e´ diferente de todos os outros conjuntos na lista.
Concluı´mos: os conjuntos na primeira lista, A1, . . . , Ak, bem como os conjuntos na
segunda lista B1, . . . , Bl que na˜o se encontram na primeira lista, e os conjuntos Ai ∪
{x0} para todos os conjuntos que se encontram na intersec¸a˜o de duas listas, sa˜o todos
fragmentados pela classe C e sa˜o dois a dois diferentes. O nu´mero de tais conjuntos e´
m+ 1. 
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Para deduzir o lema de Sauer–Shelah do teorema de Pajor, seja C uma classe de con-
ceitos com a dimensa˜o de Vapnik–Chervonenkis≤ d. Enta˜o, a classe C , e por conseguinte
a classe C |σ, na˜o fragmentam nenhum conjunto com mais de d pontos. Todos os sub-
conjuntos de σ fragmentados pelo C |σ tem a cardinalidade ≤ d. Segundo o teorema de
Pajor, a classe C |σ fragmenta pelo menos s(C , n) subconjuntos dois a dois diferentes de
σ. Basta notar que a famı´lia de subconjuntos de σ com ≤ d pontos e´ equipotente a` bola
Bd(0). Concluı´mos: s(C , n) na˜o pode ser maior do que ]Bd(0). 
Revisitaremos o lema de Sauer–Shelah no subsec¸a˜o 8.2.4.
2.3. Redes de unidades computacionais
2.3.1. Unidade de computac¸a˜o. Como nos ja´ mencionamos, a origem de classes de
conceitos e´ algorı´tmico: cada tal classe, C , e´ uma classe de conceitos (func¸o˜es bina´rias)
gerados por um algoritmo, para todos os valores de paraˆmetros possı´veis. Um tal algoritmo
e´ conhecido como uma unidade de computac¸a˜o. Eis um exemplo simples mas importante.
EXEMPLO 2.3.1 (Perceptron). Uma unidade de computac¸a˜o que gera o espac¸o de
todos os semiespac¸os do espac¸o euclidiano Rd (como no exemplo 2.1.16) e´ conhecida na
aprendizagem de ma´quina como perceptron. E´ uma func¸a˜o
η
(
d∑
i=1
wixi − θ
)
,
onde w1, w2, . . . , wn, θ ∈ R sa˜o os valores de paraˆmetros, x1, . . . , xd sa˜o os valores de
entrada (inputs), e η e´ a func¸a˜o de Heaviside:
η(x) =
{
1, se x ≥ 0,
0, se x < 0.
O estado de um perceptron e´ o vetor de valores de paraˆmetros, ω = (w1, w2, . . . , wd, θ) ∈
Rd+1, onde os wi sa˜o os pesos, e θ, o valor limiar. Cada estado determina uma func¸a˜o
binaˆria (isto e´, um classificador) sobre Rd, e um correspondente semiespac¸o. Deste modo,
o perceptron pode ser visto como uma aplicac¸a˜o
Rd+1 × Rd → {0, 1},
onde Rd+1 e´ o espac¸o de estados dele, e Rd, o domı´nio.
Com a base no exemplo acima, vamos isolar a noc¸a˜o formal seguinte, mais geral e
mais ba´sico do que a noc¸a˜o de uma regra de aprendizagem (a seguir mais tarde).
DEFINIC¸A˜O 2.3.2. Uma unidade computacional (bina´ria) e´ uma aplicac¸a˜o
u : W × Ω→ {0, 1},
ondeW e´ o espac¸o de estados da unidade e Ω e´ o domı´nio.
Desse modo, dado um estado ω ∈ W e qualquer ponto x ∈ Ω, a unidade calcula o
valor uω(x), seja 0, seja 1. Toda aplicac¸a˜o uω : x 7→ uω(x) e´ um classificador sobre Ω, e
desse modo, a func¸a˜o indicadora de um subconjunto Cω ⊆ Ω (um conceito).
OBSERVAC¸A˜O 2.3.3. A unidade de computac¸a˜o u pode ser assim vista como uma
famı´lia de conceitos Cω , ω ∈ W , indexada com um conjunto de estados. Como o conjunto
de estados, pode ser usada a pro´pria classe de conceitos C . Assim, na˜o ha´ diferenc¸a
principal entre uma unidade computacional e uma classe de conceitos.
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OBSERVAC¸A˜O 2.3.4. Eis mais um ponto de vista sobre a noc¸a˜o de unidade de com-
putac¸a˜o. As informac¸o˜es sobre uma tal unidade, u, podem ser completamente codificadas
no subconjunto seguinte do produto cartesiano Ω×W:
Cu = {(x, ω) : x ∈ Ω, u ∈ W, uω(x) = 1} ≡ {(x, ω) : x ∈ Cω}.
Enta˜o, pode-se dizer que uma unidade de computac¸a˜o (de ponto de vista puramente con-
juntı´stico) e´ simplesmente um subconjunto qualquer,
Cu ⊆ W × Ω.
As “sec¸o˜es horizontais” do conjunto Cu (ao nı´vel ω) sa˜o os conceitos Cω .
OBSERVAC¸A˜O 2.3.5. Vamos eventualmente impor sobre a definic¸a˜o de uma unidade
de computac¸a˜o o requirimento adicional que a func¸a˜o u : W × Ω → {0, 1} (ou, de modo
equivalente, o conjunto Cu) seja mensura´vel no sentido de Borel relativo a uma estrutura
boreliana padra˜o sobreW e Ω. Estas noc¸o˜es esta˜o formalizadas nos apeˆndices A e D. Tais
restric¸o˜es na˜o sa˜o restringentes, e unicamente servem para eliminar algumas patologias da
natureza conjuntı´stica.
DEFINIC¸A˜O 2.3.6. Pode acontecer que o domı´nio de uma unidade de computac¸a˜o, Ω,
e´ um produto cartesiano:
Ω = Ω1 × Ω2 × . . .× Ωk.
Nesse caso, digamos que u e´ uma unidade com k entradas (inputs):
uω(x) = uω(x1, x2, . . . , xd).
EXEMPLO 2.3.7. O perceptron e´ uma unidade com d entradas.
DEFINIC¸A˜O 2.3.8. A dimensa˜o de Vapnik–Chervonenkis de uma unidade de computac¸a˜o,
u, e´ definida como a dimensa˜o VC da classe de conceitos correspondente,
Cu = {Cω : ω ∈ W},
gerada por u.
EXEMPLO 2.3.9. A dimensa˜o VC de um perceptron com d entradas e´ igual a` d+ 1.
OBSERVAC¸A˜O 2.3.10. Na teoria algorı´tmica (ou: computacional) de aprendizagem
de ma´quina o estudo da natureza e do funcionamento das unidades de computac¸a˜o e´ parti-
cularmente importante, com enfase sobre a complexidade computacional delas. Na˜o toca-
mos neste assunto aqui. Veja, por exemplo, [Kearns and Vazirani, 1994].
OBSERVAC¸A˜O 2.3.11. Nessa perspetiva, uma regra de aprendizagem e´ uma unidade
computacional cujos estados sa˜o todas as amostras rotuladas.
Alarguemos um pouco a nossa colec¸a˜o de exemplos das unidades computacionais.
EXEMPLO 2.3.12 (Regra de histograma). Seja Ω um domı´nio qualquer. Uma unidade
computacional para Ω chamada regra de histograma e´ determinada pelos valores de dois
paraˆmetros: γ, uma partic¸a˜o finita de Ω, e σ = (x1, x2, . . . , xn, 1, 2, . . . , n), uma amos-
tra rotulada, onde xi ∈ Ω e i ∈ {0, 1}. Desse modo, o espac¸o de estados do histograma
pode ser identificado com o produto cartesiano de famı´lia de todas as partic¸o˜es finitas de
Ω com o conjunto ∪∞i=1Ωn × {0, 1}n de todas as amostras rotuladas em Ω.
Dado um ponto x ∈ Ω qualquer, assim como uma partic¸a˜o γ e uma amostra rotulada
σ, existe um e apenas um elemento A ∈ γ que conte´m x como elemento. Denotemos por
σ A uma amostra rotulada que consiste de todos os pontos xi, i = 1, 2, . . . , n em A, junto
com os seus ro´tulos originais. A regra de histograma assina a x o ro´tulo majorita´rio da
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amostra σ A. No caso de empates (o mesmo nu´mero de 0 que de 1 entre os ro´tulos) a
gente pode, por exemplo, sempre escolher 1, de mesmo que no caso onde σ A e´ vazia:
uγ,σ(x) = η
(∑
xi∈A
(
i − 1
2
))
.
Em particular, a fo´rmula vai assinar o ro´tulo 1 a x no case se σ e´ disjunto de A (pois a
soma de uma famı´lia vazia de reais e´ igual a 0).
A origem do termo “histograma” e´ que o valor da nossa func¸a˜o em todo ponto do
domı´nio e´ completamente determinado por um “histograma” (ou, melhor, dois histogra-
mas) contando os nu´meros de 0s e de 1s em cada elemento da partic¸a˜o γ. O ro´tulo de x
depende de qual de dois histogramas seja mais alto em x.
EXEMPLO 2.3.13 (A´rvore de decisa˜o). Uma a´rvore de decisa˜o e´ uma unidade de
computac¸a˜o de tipo regra de histograma, cuja partic¸a˜o do domı´nio Ω = Rm consiste de
retaˆngulos, ou seja, produtos cartesianos de intervalos (da forma [a, b), (−∞, a), [b,+∞),
e (−∞,+∞)).
Os retaˆngulos sa˜o tipicamente construı´das recursivamente, a partir de uma amostra
rotulada, σ. Ao primeiro passo, escolhemos uma coordenada i ∈ [m] e um nu´mero real
a1, dividindo o espac¸o Rm em dois retaˆngulos pelo hiperespac¸o xi = a. A selec¸a˜o de a e´
feita de modo para maximizar uma medida de separac¸a˜o de uma amostra rotulada em duas
classes com ro´tulas mais diferentes possı´veis. Cada um de dois retaˆngulos resultantes e´
dividido em dois subretaˆngulos ao longo de uma outra coordenada j ∈ [m], escolhendo os
valores a21 e a22, e o procedimento continua ate´ o momento quando todo retaˆngulo conter
menos de k pontos de σ (o valor k e´ predefinido).
2.3.2. Agrupando unidades de computac¸a˜o em redes. As unidades de computac¸a˜o
podem ser agrupadas em redes, produzindo as unidades cada vez mais complexas.
EXEMPLO 2.3.14 (Aprendizagem ensemble (ensemble learning)). Uma estrate´gia im-
portante para criar novos algoritmos de aprendizagem e´ de tomar o voto majorita´rio en-
tre muitas verso˜es de regras de aprendizagem (tipicamente, do mesmo tipo mas com os
paraˆmetros varia´veis).
Por exemplo, o algoritmo provavelmente mais popular na pra´tica atual de cientistas
de dados, Floresta Aleato´ria (Random Forest, RF), usa o voto majorita´rio entre um alto
nu´mero (por exemplo, 500) de a´rvores de decisa˜o construı´dos usando paraˆmetros escolhi-
dos aleatoriamente (tais como as coordenadas i de divisa˜o).
Dado um ensemble de classificadores, u1, u2, . . . , uk, e um ponto x, os valores de
predic¸o˜es u1(x), u2(x), . . . , uk(x), sa˜o alimentados a uma unidade computacional, que
conta os votos e sai o valor, 0 ou 1, recebendo mais votos. Uma tal unidade pode ser um
perceptron:
η
(∑
i
(
xi − 1
2
))
.
Graficamente, a rede combinada das unidades de computac¸a˜o pode ser representada assim:
Os xi, i = 1, 2, . . . , n, representam os valores da entrada (inputs), todos alimentados a`s to-
das unidades de computac¸a˜o uj , j = 1, 2, . . . , k. As saı´das de unidades uj sa˜o alimentadas
ao perceptron determinando o voto majorita´rio. A saı´da do perceptron e´ a saı´da da rede.
Duas unidades sa˜o ligadas por uma aresta se a saı´da da primeira unidade serve de uma
entrada da segunda. As unidades sa˜o agrupadas em treˆs camadas: a camada 0 de valores
de entrada, a camada 1 de unidades uj , e a camada 2 que so´ conte´m a unidade de saı´da.
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FIGURA 2.7. Uma rede de aprendizagem ensemble.
Me´todos de aprendizagem ensemble sa˜o uma ferramenta entre as mais importantes
para construir novos algoritmos. Veja por exemplo o livro [Zhou, 2012].
Com base no u´ltimo exemplo, vamos formalizar a noc¸a˜o de uma rede de unidades de
computac¸a˜o bina´rias.
DEFINIC¸A˜O 2.3.15. Um grafo dirigido (simples) e´ um par, (V,E), que consiste de um
conjunto V de ve´rtices, ou (mais tipicamente nesse contexto) no´s, e um conjunto E ⊆ V 2
de pares dirigidos (x, y), chamados arestas ou arcos. Suponhamos que x 6= y (na˜o tem
lac¸os). O grau de entrada do no´ x, indeg(x), e´ o nu´mero ]{y ∈ V : (y, x) ∈ E}, e o grau
de saı´da de x, outdeg(x), e´ definido similarmente.
f
a
b
c
d
e
FIGURA 2.8. Um grafo dirigido com 6 ve´rtices.
Supo˜e-se que existe pelo menos um no´ x com indeg(x) = 0. Tais no´s, chamados
no´s de entrada, aceitam os valores de input, tipicamente os valores reais. Por exemplo, se
queremos tratar um vetor x ∈ Rm, precisamos m no´s de input, um para cada coordenada
xi.
A outra hipo´tese e´ que existe pelo menos um no´ x com outdeg(x) = 0. Sa˜o os no´s
de saı´da, produzindo os resultados de computac¸a˜o. Para simplificar as coisas, suponhamos
que existe o u´nico no´ de saı´da.
DEFINIC¸A˜O 2.3.16. Uma rede de unidades de computac¸a˜o, N , e´ um grafo dirigido,
que possui pelo menos um no´ de entrada e cujos no´s que na˜o sa˜o os de entrada sa˜o unidades
de computac¸a˜o bina´rias, com indeg(u) valores de entrada cada uma.
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Enta˜o, para cada estado ω de u, a func¸a˜o bina´ria uω aceita indeg(u) argumentos. O
domı´nio de uω e´ o produto Rp × {0, 1}q , onde p+ q = indeg(u). Aqui, p e´ o nu´mero de
x tais que (x, u) ∈ E e x e´ um no´ de entrada, e q e´ o nu´mero de v tais que (v, u) ∈ E e v
e´ uma unidade computacional.
DEFINIC¸A˜O 2.3.17. O espac¸o de estados da rede e´ um subconjunto, W , do produto∏
uWu. Desse modo, um estado ω = (ωu)u da rede determina um estado, ωu, de cada
unidade computacional, u.
Na pra´tica, ao inve´s desse subconjunto, pode-se tratar de uma parametrizac¸a˜o deW .
O treinamento da rede e´ um procedimento algorı´tmico para escolher um estado, ω.
DEFINIC¸A˜O 2.3.18. No caso se uma rede de unidades computacionais, N , na˜o tem
ciclos (como um grafo dirigido), ela e´ dita uma rede sem realimentac¸a˜o (feed-forward).
A partir desse momento, estudemos somente as redes sem realimentac¸a˜o. Dado um
estado, ω, de uma tal rede, podem-se definir recursivamente as func¸o˜es fωu em toda unidade
de computac¸a˜o, como composic¸o˜es das func¸o˜es uω , na ordem determinada pelo grafo. Os
argumentos da func¸a˜o uω sa˜o ou os valores das func¸o˜es uω onde a unidade v e´ ligada
com u ((v, u) ∈ E), ou os valores de entrada atribuı´dos aos no´s de entrada x ligados a u
((x, u) ∈ E). A func¸a˜o bina´ria fωuout , onde uout e´ o no´ de saı´da, aceita os valores de input
e produz 0 ou 1.
Mais especificamente, enumeremos os no´s da rede, x1, x2, . . . , xk da maneira que se
(xi, xj) ∈ E, enta˜o i < j. Agora, suponha que um valor seja atribuı´do a cada um dos m
no´s de entrada, σ1, . . . , σm. Para todo i = 1, 2, . . . , k, calculamos recursivamente o valor
fωi (σ) = f
ω
xi(σ) como segue:
• fωi (σ) = σ se xi e´ um no´ de entrada;
• fωi (σ) = xωi (fωi1(σ), . . . , fωis(σ)), onde xi1 , . . . , xiindeg(x) sa˜o os no´s ligados a`
unidade computacional xi.
O que faz o procedimento bem-definido, e´ o fato de que quando j for conectado com
i, temos j < i e logo o valor de fωj (σ) ja´ foi calculado quando chegar a hora de calcular o
valor fωi (σ).
Denotemos por CN a famı´lia de todas as func¸o˜es fωuout , onde ω ∈ W . E´ a classe
de conceitos gerada pela rede N . Desse modo, a rede N torna-se em uma unidade de
computac¸a˜o. Em particular, pode-se falar da sua dimensa˜o de Vapnik–Chervonenkis.
Uma classe importante de redes de unidades de computac¸a˜o consiste de redes neurais
artificiais (artificial neural networks, ANN).
2.3.3. Redes neurais sem realimentac¸a˜o com valor limiar linear. Estas redes (feed-
forward linear threshold networks) teˆm uma arquitetura particular, dita multicamada. Tal
rede e´ caraterizada pelas propriedades seguintes.
• Cada unidade computacional e´ um perceptron, e
• os no´s do grafo sa˜o agrupados em camadas, enumeradas com os nu´meros natu-
rais,
`(xi) = 0, 1, . . . , l,
de maneira que
– os no´s de entrada pertencem a camada zero, e
– se xi e´ conectado a xj , enta˜o `(xi) < `(xj).
Enta˜o, os no´s dentro uma camada nunca sa˜o conectados, e a u´ltima (`-e´sima) camada
tem somente um no´, o no´ de saı´da.
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EXEMPLO 2.3.19 (Perceptron como uma rede neural). O perceptron visto no contexto
das redes neurais e´ o exemplo mais simples e ao mesmo tempo mais antigo historicamente.
FIGURA 2.9. Perceptron.
Um perceptron e´ uma rede neural artificial com d ≥ 1 no´s de entrada e um no´ de saı´da,
munido de uma func¸a˜o da forma
g = η ◦ z,
onde
z : Rd → R
e´ uma func¸a˜o afim,
z(x1, x2, . . . , xd) =
d∑
i=1
wixi − θ,
chamada de func¸a˜o modeladora (shaping function), cujos coeficienteswi ∈ R, i = 1, 2, . . . , d
sa˜o ditos pesos, e θ ∈ R e´ o valor limiar. Enquanto
η : R→ {0, 1}
e a func¸a˜o de Heaviside:
η(x) =
{
1, if x ≥ 0,
0, if x < 0.
A func¸a˜o η e´ dita func¸a˜o de ativac¸a˜o (activation function).
A func¸a˜o de ativac¸a˜o dispara um sinal 1 se a intensidade do valor
∑d
i=1 wixi e´ maior
do que o valor limiar θ.
2.3.4. Dimensa˜o VC de redes das unidades de computac¸a˜o. O restante desta subsec¸a˜o
e´ dedicada a` prova do seguinte teorema.
TEOREMA 2.3.20. Seja N uma rede sem realimentac¸a˜o, tendo k unidades compu-
tacionais bina´rias, incluindo um no´ de saı´da. Seja W a soma total de dimenso˜es VC de
todas as unidades de N . Enta˜o, para todo n,
(2.1) s(N , n) ≤
(
enk
W
)W
,
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e
(2.2) VC-dim(N ) ≤ 2W log2
(
2k
log 2
)
.
Aqui, VC-dim(N ) e´ a dimensa˜o VC da classe de conceitos CN gerada pela rede N .
OBSERVAC¸A˜O 2.3.21. Por exemplo, o teorema se aplica a cada rede neural sem re-
alimentac¸a˜o com valor limiar linear. Neste caso, W e´ simplesmente o nu´mero total de
paraˆmetros ajusta´veis da rede que sa˜o os pesos, wij , e os valores limiares, θi, dos percep-
trons.
A nossa prova segue, nas suas grandes linhas, [Anthony and Bartlett, 1999].
LEMA 2.3.22. Seja f : X → Y uma aplicac¸a˜o qualquer, e seja C uma classe de
conceitos sobre Y , C ⊆ 2Y . Enta˜o a dimensa˜o VC da famı´lia de func¸o˜es bina´rias do tipo
χC ◦ f, C ∈ C ,
e´ menor ou igual de VC-dim(C ).
DEMONSTRAC¸A˜O. Exercı´cio. 
LEMA 2.3.23. Para todos α, x > 0,
log x ≤ αx− logα− 1,
e a igualdade e´ atingida se e apenas se αx = 1.
DEMONSTRAC¸A˜O. Levar logα no lado esquerdo, exponenciar, e usar a expansa˜o de
Taylor. 
DEFINIC¸A˜O 2.3.24. Um espac¸o probabilı´stico finito e´ um conjunto finito,X = {x1, x2,
. . . , xn}, onde cada ponto xi tem um peso associado, pi ≥ 0, tendo a propriedade
n∑
i=1
pi = 1.
A medida de probabilidade, µ, e´ definida pelos pesos como segue: se A ⊆ X ,
µ(A) =
∑
xi∈A
pi.
E´ fa´cil de verificar que µ e´ uma medida de probabilidade. Por exemplo, a medida de
contagem normalizada sobre o cubo de Hamming e´ uma medida uniforme no sentido que
os pesos correspondentes sa˜o todos iguais:
∀σ ∈ {0, 1}n, pσ = 1
2n
.
DEFINIC¸A˜O 2.3.25. SejaX um espac¸o probabilı´stico finito, com pontos x1, x2, . . . , xn
e probabilidades pi. A entropia de X e´ a quantidade
H(X) =
n∑
i=1
−pi log pi.
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LEMA 2.3.26. O valor ma´ximo da entropia de um espac¸o probabilı´stico finito, X ,
como acima e´ igual log n, atingido sobre a distribuic¸a˜o uniforme:
pi =
1
n
, i = 1, 2, . . . , n.
DEMONSTRAC¸A˜O. O logaritmo e´ uma func¸a˜o coˆncava no seu domı´nio de definic¸a˜o,
ou seja, para quaisquer que sejam λ1, λ2 > 0 e p1, p2 ∈ [0, 1], p1 + p2 = 1, temos
log(p1λ1 + p2λ2) ≥ p1 log λ1 + p2 log λ2.
Pela induc¸a˜o finita, concluı´mos que, para qualquer que seja a colec¸a˜o λi > 0, i =
1, 2, . . . , n,
log
(
n∑
i=1
piλi
)
≥
n∑
i=1
pi log(λi).
No caso λi = 1/pi, deduzimos
log n ≥
n∑
i=1
pi log
(
1
pi
)
= H(X),
e ale´m disso, se pi = 1/n, i = 1, 2, . . . , n,
H(X) =
n∑
i=1
−pi log pi =
n∑
i=1
log n
n
= log n.

OBSERVAC¸A˜O 2.3.27. A noc¸a˜o de entropia foi definida por Claude Shannon no con-
texto da sua teoria de informac¸a˜o [Shannon, 1948]. A entropia e´ uma medida de incerteza,
no sentido seguinte. Suponha que x1, x2, . . . , xn sa˜o as mensagens, e que p1, p2, . . . , pn
sa˜o as probabilidades de receber cada uma delas. Quando as probabilidades sa˜o todas
iguais a 1/n, na˜o temos nenhuma informac¸a˜o sobre qual mensagem e´ mais prova´vel. Nesse
caso, a incerteza e´ completa, e a entropia atinge o valor ma´ximo, log n. Ao contra´rio, su-
ponha que, por exemplo, p1 = 1 e pj = 0, i 6= j, ou seja, a mensagem x1 vai chegar
com probabilidade um. Nesse caso, a certeza e´ total, e a entropia atinge o seu mı´nimo, 0.
(A expressa˜o −0 · log 0 surgindo na definic¸a˜o da entropia nesse caso, esta´ tratada como o
limite lim→0− log , que existe).
Agora nos temos todas as ferramentas para mostrar o teorema 2.3.20. Escolhemos
uma ordem total no conjunto de todas as unidades computacionais,
u1, u2, . . . , uk,
de maneira que se existe uma conexa˜o de ui para uj , enta˜o i < j. (E´ sempre possı´vel de
estender uma ordem parcial a uma ordem total). Denotemos porW o espac¸o de estados da
rede N . Temos
(2.3)
k∑
i=1
di = W.
Dado um estado ω qualquer, denotemos por fωi a func¸a˜o de saı´da da unidade i, que e´ uma
composic¸a˜o recursiva de func¸o˜es uωj , j ≤ i, numa ordem determinada pelas conexo˜es. Em
particular, fωk e´ a func¸a˜o bina´ria de saı´da da nossa rede.
Sejam Ω o domı´nio (por exemplo, pode ser Ω = Rm, onde m e´ o nu´mero de no´s
de entrada da rede, mas m na˜o desempenha papel nessa demonstrac¸a˜o), e σ ⊆ Ωn, uma
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amostra fixa. Vamos estimar superiormente o nu´mero de func¸o˜es bina´rias distintas da
forma fωk |σ , ω ∈ W .
Para todo i = 1, 2, . . . , k, digamos que dois estados, ω e ω′, sa˜o indistinguı´veis ate´ a
unidade i se para todos j = 1, 2, . . . , i e todos valores de entrada x ∈ σ temos
fωj (x) = f
ω′
j (x).
Denotemos essa relac¸a˜o por ω i∼ ω′. Ser indistinguı´veis ate´ a unidade i significa que um
observador na˜o pode distinguir o estado ω do estado ω′ somente observando os resultados
de ca´lculo de valores de todas as func¸o˜es bina´rias fωj aparecendo ate´ e incluindo o no´ i
sobre o conjunto σ.
E´ fa´cil a ver que i∼ e´ uma relac¸a˜o de equivaleˆncia sobre o espac¸o de estadosW para
todo i = 1, 2, . . . , k, e por conseguinte ela define uma partic¸a˜o finita Υi deW em subcon-
juntos dois a dois disjuntos. Ale´m disso, se i < j, enta˜o a partic¸a˜o Υj refina a partic¸a˜o
Υi:
Υj ≺ Υi.
Se os valores de duas func¸o˜es de saı´da, fωk e f
ω′
k , diferem sobre um x ∈ σ, enta˜o
obviamente ω 6 k∼ ω′. Por conseguinte, o nu´mero ma´ximo de func¸o˜es duas a duas distintas
da forma fωk |σ , ω ∈ W , e´ limitado de acima pelo tamanho da partic¸a˜o final, Υk. Vamos
estimar ]Υi recursivamente em i, comec¸ando com i = 1.
Dois estados ω e ω′ quaisquer podem ser distinguidos na unidade u1 se e apenas se
existe x ∈ σ tal que fω1 (x) 6= fω
′
1 (x). De modo equivalente: u
ω
1 (x) 6= uω
′
1 (x). Neste caso
particular, temos
]Υ1 = ]{uω1  σ : ω ∈ RW } ≤
(
en
d1
)d1
,
grac¸as ao lema de Sauer-Shelah e a hipo´tese VC-dim(u1) = d1.
Agora suponha que o tamanho da partic¸a˜o Υi−1 ja´ foi estimado. Seja A ∈ Υi−1 uma
classe de equivaleˆncia qualquer dessa partic¸a˜o. Em quantos subconjuntos a relac¸a˜o i∼ vai
dividir A? Se ω, ω′ ∈ A, enta˜o para todos x ∈ σ e todos j ≤ i−1 temos fωj (x) = fω
′
j (x).
Em particular, as func¸o˜es uωi e u
ω′
i tem os mesmos valores de todos os seus argumentos.
Em outras palavras, qual quer seja ω ∈ A, a func¸a˜o fωi pode ser escrita como uωi ◦ g, onde
a func¸a˜o g na˜o depende de ω. Segundo o lema 2.3.22, a dimensa˜o VC do conjunto de
func¸o˜es fωi , ω ∈ A, e´ menor ou igual a di. O lema de Sauer-Shelah implica
]{fωi : ω ∈ A} ≤
(
en
di
)di
.
Concluı´mos: o conjunto A e´ dividido pela relac¸a˜o i∼ em
≤
(
en
di
)di
subconjuntos. Cada tal subconjunto corresponde a uma restric¸a˜o diferente do tipo fωi |σ ,
ω ∈ C. Por conseguinte,
]Υi ≤
(
en
di
)di
]Υi−1,
enta˜o
|CN  σ| ≤ |Υk| ≤
k∏
i=1
(
en
di
)di
.
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Concluı´mos:
log s(N , n) ≤
k∑
i=1
di log
(
en
di
)
.
A u´ltima expressa˜o e´ reminiscente da entropia de um espac¸o probabilı´stico finito, e agora
vamos manipula´-la. De fato, os valores di/W sa˜o as probabilidades, em vista da Eq. (2.3).
Denotemos por X um espac¸o finito com pesos de pontos iguais a di/W , i = 1, 2, . . . , k.
Temos:
log s(N , n) ≤
k∑
i=1
di log
(
en
di
)
= W
k∑
i=1
di
W
[
log
W
di
+ log(en)− logW
]
= W ·H(X) +W log en
W
≤ W log k +W log en
W
= W log
enk
W
.
Exponenciando, obtemos a Eq. (2.1).
Temos VC-dim(N ) < n se e apenas se
s(N , n) < 2n,
em particular, for o caso quando (
enk
W
)W
≤ 2n,
ou seja,
(2.4) n ≥W log2
(
enk
W
)
.
Quando esta desigualdade, (2.4), tem lugar? Aplicamos lema 2.3.23 com
x =
enk
W
e α =
log 2
2ek
para deduzir
log
(
enk
W
)
≤ n log 2
2W
− log
(
log 2
2ek
)
− 1,
ou seja,
log
(
enk
W
)
≤ n log 2
2W
+ log
(
2k
log 2
)
,
e como log x/ log 2 = log2 x,
W log2
(
enk
W
)
≤ n
2
+W log2
(
2k
log 2
)
.
Agora (2.4) e´ va´lido quando
W log2
(
2k
log 2
)
≤ n
2
,
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ou seja,
n ≥ 2W log2
(
2k
log 2
)
.
de onde obtemos (2.2).
Enta˜o, a dimensa˜o VC da rede satisfaz
d = O(W log k),
onde W e´ a soma de dimenso˜es VC de todas as k unidades computacionais. Pode-se
mostrar que a ordem de grandeza e´ o´tima.
2.3.5. A rede sigmoide de Sontag. A func¸a˜o de Heaviside, η, e´ um exemplo par-
ticular de uma func¸a˜o sigmoide, s : R → [0, 1], isto e´, uma func¸a˜o mono´tona (na˜o ne-
cessariamente contı´nua) com limt→−∞ s(t) = 0 e limt→+∞ s(t) = 1. Por exemplo, a
func¸a˜o
f(t) =
1
pi
arctan t+
1
2
e´ sigmoide, entre muitas outras. Tais func¸o˜es sa˜o frequentemente usadas na teoria de redes
neurais como func¸o˜es de ativac¸a˜o. O exemplo de Sontag [Sontag, 1992] mostra uma rede
neural simples, com so´ 4 no´s, cujas func¸o˜es de modelagem sa˜o lineares e as func¸o˜es de
ativac¸a˜o sa˜o sigmoide, e que possui um grande poder de fragmentac¸a˜o: na˜o somente a rede
tem a dimensa˜o VC infinita, mais ela vai fragmentar “quase todos” subconjuntos finitos de
R.
2.3.5.1. Lema de Kronecker. Denotemos por T o grupo de rotac¸o˜es do cı´rculo, mu-
nido da multiplicac¸a˜o usual de nu´meros complexos:
T = {z ∈ C : |z| = 1}.
Este grupo pode ser tambe´m identificado com o grupo aditivo de nu´meros reais modulo 1,
T = R/Z,
com a ajuda da aplicac¸a˜o exponencial, R 3 t 7→ exp(2piit) ∈ T. O produto Tn de n co´pias
de T e´ chamado o toro de posto n. Temos a identificac¸a˜o
Tn = Rn/Zn.
A reta R pode ser vista como um espac¸o vetorial sobre o corpo Q dos nu´meros racio-
nais. Como tal, R tem dimensa˜o infinita (com efeito, a dimensa˜o de contı´nuo, c). Uma n-
upla dos reais, x1, x2, . . . , xn, e´ dita racionalmente independente se ela forma uma famı´lia
linearmente independente em R visto como um espac¸o vetorial sobreQ. Ou seja, nenhuma
combinac¸a˜o linear na˜o trivial com os coeficientes racionais,
∑n
i=1 qixi, se anula. Ao inve´s
de racionais, bastaria considerar os coeficientes inteiros.
Por uma questa˜o de simplificac¸a˜o cometamos um abuso de linguagem e digamos que
uma n-upla x = (x1, x2, . . . , xn) ∈ Tn dos elementos de T e´ racionalmente independente
se qualquer n-upla de reais, x′1, x
′
2, . . . , x
′
n, enviada sobre a nossa tupla pela func¸a˜o ex-
ponencial, xi = exp(2piix′i), e´ racionalmente independente. (Neste caso, pode-se ver que
cada tupla de reais enviada para a nossa tupla e´ racionalmente independente).
Finalmente, recordemos que um subconjunto A de um espac¸o me´trico e´ denso se a
adereˆncia de A em X e´ igual a X .
TEOREMA 2.3.28 (Lema de Kronecker). Seja x = (x1, x2, . . . , xn) ∈ Tn. As
condic¸o˜es seguintes sa˜o equivalentes:
(1) A o´rbita de x no grupo Tn (o conjunto de poteˆncias xk, k ∈ Z) e´ denso em Tn.
(2) A n+ 1-upla x1, x2, . . . , xn, 1 e´ racionalmente independente.
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FIGURA 2.10. Arquitetura da rede de Sontag
Uma prova elementar e´ apresentada no Apeˆndice G. Outra prova, talvez mais trans-
parente (embora na˜o trivial), e´ baseada sobre a teoria de dualidade de grupos abelianos
localmente compactos desenvolvida por Pontryagin e van Kampen (veja, por exemplo,
Ch. 7 em [Hofmann and Morris, 2013]). Um cara´ter de um tal grupo, G, e´ um homo-
morfismo contı´nuo χ : G → T. Por exemplo, se f : Rn → R e´ um funcional linear tal
que o valor de f sobre cada elemento do reticulado Zn e´ inteiro, enta˜o a fo´rmula χ(x
mod Z) = exp(2piif(x)) define um cara´ter de Tn, e pode-se mostrar, usando os resulta-
dos ba´sicos da topologia homoto´pica, que cada cara´ter de Tn e´ desta forma. O funcional
linear f e´ necessariamente da forma f(x) = 〈x, v〉 para um vetor z ∈ Zn.
Um dos resultados de base da teoria de Pontryagin e van Kampen diz que se H e´ um
subgrupo fechado de um grupo abeliano localmente compactoG e x ∈ G\H , enta˜o existe
um cara´ter χ de G tal que χ|H ≡ e, e χ(x) 6= e. A condic¸a˜o (1) equivale a` propriedade de
que o menor subgrupo fechado que conte´m x e´ igual a` Tn, ou seja, de que cada cara´ter χ
tal que χ(x) = e, e´ trivial. De maneira equivalente, se z ∈ Zn e 〈z, x〉 = 0, enta˜o z = 0.
Mas isso e´ a condic¸a˜o (2).
2.3.5.2. A rede auxiliar. Como um passo intermedia´rio, consideremos uma rede N
com uma so´ unidade de computac¸a˜o, cuja func¸a˜o de modelagem e´ da forma fw(x) =
cos(wx), e a func¸a˜o de ativac¸a˜o e´ a func¸a˜o de Heaviside usual, η. A redeN e´ bina´ria, com
valores de entrada reais e um paraˆmetro, w, que toma os valores reais (de fato, inteiros).
LEMA 2.3.29. A rede N fragmenta cada n-upla de reais (x1, . . . , xn) tal que
(x1, . . . , xn, 1)
sa˜o racionalmente independentes.
DEMONSTRAC¸A˜O. Denotemos yi = exp(2piixi) ∈ T. Seja I ⊆ [n]. O lema de
Kronecker implica que existe um valor do paraˆmetro w ∈ Z tal que para todo i ∈ I a
parte real de fw(yi) e´ positiva, e para todo i ∈ [n] \ I a parte real de fw(yi) e´ estritamente
negativa. Concluı´mos: o valor de saı´da da nossa rede e´ igual a 1 para xi, i ∈ I , e e´ igual a
0, para xi, i /∈ I . 
E´ claro que essa rede na˜o e´ sigmoide, mas isto e´ fa´cil a contornar.
2.3.5.3. Um jeitinho. A ideia de Sontag foi de esconder a func¸a˜o cosx dentro uma
func¸a˜o sigmoide, adicionando um fator de cosseno, a cosx, com o coeficiente a varia´vel
ta˜o pequeno que a adic¸a˜o visivelmente tem efeito nenhum sobre a forma de uma func¸a˜o
padra˜o, como 1pi arctanx+
1
2 . Depois, a gente pode se livrar de arctan facilmente.
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FIGURA 2.11. O sigmoide de ativac¸a˜o φ com α = 100
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FIGURA 2.12. A func¸a˜o ρ com α = 100 e w = 5 (a esquerda) e a
func¸a˜o bina´ria de saı´da correspondente (a dir.)
A func¸a˜o sigmoide de ativac¸a˜o e´ da forma
φ(x) =
1
pi
arctanx+
cosx
α(1 + x2)
+
1
2
,
onde α  2pi e´ fixo, por exemplo, α = 100. O perceptron da camada de saı´da tem dois
pesos de entrada iguais a um, e o valor limiar, um. A rede gera a func¸a˜o bina´ria
y = η[ρ(x)],
onde
ρ(x) =
2 coswx
α(1 + w2x2)
.
Os valores de entrada sa˜o reais.
Como o sinal da func¸a˜o ρ(x) e´ igual ao sinal de coswx, as duas redes geram a mesma
func¸a˜o bina´ria e tem as mesmas propriedades de fragmentac¸a˜o.
Por conseguinte, a rede de Sontag tem dimensa˜o VC infinita. De fato, as suas propri-
edades de fragmentac¸a˜o sa˜o muito mais fortes. Como a dimensa˜o do R como um espac¸o
vetorial racional e´ a igual a` cardinalidade de contı´nuo, dimQ R = c, existe um conjunto
X ⊆ R racionalmente independente da mesma cardinalidade que R. A rede de Sontag
fragmenta todo subconjunto finito de X .
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(Mesmo melhor, pode-se provar que para todo n, o conjunto de n-uplas que sa˜o raci-
onalmente dependentes tem a medida de Lebesgue nula, enta˜o a rede de Sontag fragmenta
quase todos conjuntos finitos de reais....)
2.4. Dimensa˜o sensı´vel a` escala (fat-shattering dimension)
Seja F uma classe de func¸o˜es, ou seja, uma famı´lia de func¸o˜es sobre Ω tomando
valores reais (tipicamente, num intervalo da reta, por exemplo, [0, 1]). Qual e´ a versa˜o
correta da dimensa˜o VC para as func¸o˜es que na˜o sa˜o necessariamente bina´rias? Tem va´rias,
por exemplo, a seguinte.
DEFINIC¸A˜O 2.4.1. Seja F uma classe de func¸o˜es reais sobre um conjunto Ω. Um
subconjunto σ ⊆ Ω e´ pseudofragmentado (pseudoshattered) por F se existe uma func¸a˜o
g : σ → R tal que, qualquer seja I ⊆ σ, existe uma func¸a˜o fI ∈ F satisfazendo as
condic¸o˜es
∀x ∈ I, fI(x) ≥ g(x),
∀x /∈ I, fI(x) < g(x).(2.5)
A pseudodimensa˜o, ou P-dimensa˜o, de F , denotada P-dim(F ), e´ o supremo de cardina-
lidades de subconjuntos finitos σ de Ω pseudofragmentados porF .
EXERCI´CIO 2.4.2. Mostrar que a pseudodimensa˜o de F e´ igual a dimensa˜o VC da
famı´lia de todos os subgra´ficos de func¸o˜es f ∈ F , ou seja, os conjuntos
Sf = {(x, y) ∈ Ω× R : f(x) ≤ y}.
EXERCI´CIO 2.4.3. Mostrar que se F consiste de func¸o˜es bina´rias, enta˜o P-dim(F ) =
VC-dim(F ).
EXERCI´CIO 2.4.4. Seja Ω = Rd, e seja F a classe de todas as func¸o˜es distaˆncia de
pontos x0 ∈ Rn,
F =
{
dx0 : x0 ∈ Rd
}
,
onde
dx0(x) = ‖x− x0 ‖2.
Mostrar que
P-dim(F ) = d+ 1.
De fato, a noc¸a˜o de P -dimensa˜o na˜o e´ completamente satisfato´ria. A noc¸a˜o seguinte
e´ mais fina. A fat-shattering dimension, fat, na verdade na˜o toma um valor u´nico, mas
melhor uma colec¸a˜o de valores a`s escalas  > 0 diferentes.
DEFINIC¸A˜O 2.4.5. Seja F uma classe de func¸o˜es reais sobre um conjunto Ω. Dado
um  > 0, digamos que o subconjunto σ ⊆ Ω e´ -fragmentado porF se existe uma func¸a˜o
g : σ → R (testemunha de fragmentac¸a˜o) tal que, qualquer que seja I ⊆ σ, existe uma
func¸a˜o fI ∈ F satisfazendo as condic¸o˜es
∀x ∈ I, fI(x) > g(x) + ,
∀x /∈ I, fI(x) < g(x)− .(2.6)
A dimensa˜o -fragmentando deF (-fat shattering dimension, em ingleˆs), denotada fat(F ),
e´ o supremo de cardinalidades de todos os subconjuntos finitos de Ω que sa˜o -fragmentados
porF .
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FIGURA 2.13. -fragmentac¸a˜o.
Mais uma vez, na˜o e´ difı´cil de verificar que seF consiste de func¸o˜es bina´rias e  > 0
e´ bastante pequeno (por exemplo,  ≤ 12 ), enta˜o fat(F ) e´ a dimensa˜o VC deF .
EXERCI´CIO 2.4.6. Para todo  > 0,
fat(F ) ≤ P-dim(F ).
Se 0 <  < γ, enta˜o
fat(F ) ≤ fatγ(F ).
EXERCI´CIO 2.4.7.
P-dim(F ) = sup
>0
fat(F ).
Na˜o teremos muita chance de trabalhar com essa noc¸a˜o em detalhes. Para mais sobre
a dimensa˜o fat-shattering pedimos-lhe que consulte [Alon, Ben-David, Cesa-Bianchi, and
Haussler, 1997].
CAPı´TULO 3
Aprendizagem PAC
Neste capı´tulo introduziremos algumas noc¸o˜es ba´sicas tais que uma regra de apren-
dizagem, a aprendizagem PAC (Provavelmente Aproximadamente Correta), e uma classe
aprendiza´vel, ilustrando-as no quadro de aprendizagem dentro uma classe sob a distribuic¸a˜o
fixa.
O cena´rio geral da aprendizagem supervisionada e´ o seguinte. Ha´ um domı´nio Ω, e um
conceito desconhecido, C ⊆ Ω (ou: um classificador bina´rio desconhecido, χC). Este C e´
a ser aprendido numa sequeˆncia de experieˆncias. Sobre cada amostra finita x1, x2, . . . , xn
de pontos de Ω, o conceito C induz uma rotulagem, 1 = χC(xi), 2 = χC(x2), . . .,
n = χC(xn). Somos mostrados a amostra rotulada
(x1, x2, . . . , xn, 1, 2, . . . , n)
e, com base nesta amostra, temos que adivinhar o conceito C, sugerindo uma hipo´tese,
H ⊆ Ω.
A bondade da nossa hipo´teseH e´ avaliada atrave´s do erro de generalizac¸a˜o, ou seja, a
probabilidade do evento que o ro´tulo de um ponto qualquer, x, do domı´nio seja adivinhado
incorretamente:
χH(x) 6= χC(x).
Isso torna inevita´vel um contexto probabilı´stico. Para dar o significado a uma expressa˜o
do tipo
P [χH(x) 6= χC(x)],
o valor aleato´rio, x, deve ser modelado por uma varia´vel aleato´ria com valores em Ω, de
costume denotada por uma letra maiu´scula,X . O significado disso e´ que na˜o somenteXi e´
uma varia´vel (elemento desconhecido) do domı´nio, mas, ale´m disso, dado um subconjunto
A do domı´nio, sabe-se a probabilidade do valor de X pertencer a A:
P [X ∈ A] = µ(A),
onde µ e´ um medida de probabilidade sobre o domı´nio, chamada a lei de X . Assim, uma
varia´vel aleato´ria e´ uma versa˜o “melhorada” de uma varia´vel usual.
Vamos introduzir este contexto comec¸ando com duas situac¸o˜es particularmente trans-
parentes, de fato quase triviais, onde tudo corre bem e pode ser perfeitamente entendido:
aprendizagem sob uma medida atoˆmica, e aprendizagem de uma classe de conceitos finita.
3.1. Aprendizagem sob a distribuic¸a˜o puramente atoˆmica
3.1.1. Aprendizagem num domı´nio finito. Para comec¸ar, suponha que Ω = (Ω, µ)
seja um espac¸o probabilı´stico finito:
Ω = {a1, a2, . . . , ak},
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onde a medida de probabilidade µ e´ determinada pelos pesos, p1, p2, . . . , pk, de todos os
pontos, de modo que, qualquer que seja A ⊆ Ω,
µ(A) =
∑
ai∈A
pi.
Particularmente,
µ{ai} = pi.
Desse modo, a probabilidade de que a varia´vel aleato´ria Xi toma valor aj , e´ dada por
P [Xi = aj ] = µ{aj} = pj .
Segundo o paradigma de aprendizagem, os dados (amostras na˜o-rotuladas) sa˜o mo-
delados por uma sequeˆncia infinita X1, X2, . . . , Xn, . . . de elementos aleato´rios de Ω, in-
dependentes e identicamente distribuı´dos, com a lei comum µ. Enta˜o, dado um conjunto
A ⊆ Ω, temos para todo i,
P [Xi ∈ A] = µ(A),
enquanto a independeˆncia significa que, dado pontos quaisquer ai1 , ai2 , . . . , aim , temos
P [X1 = ai1 , X2 = ai2 , . . . , Xm = aim ] = P [X1 = ai1 ]P [X2 = ai2 ] . . . P [Xm = aim ]
= piqpi2 . . . pim .
De modo equivalente (exercı´cio), mesmo se formalmente mais geral, quaisquer que sejam
conjuntos Ai1 , Ai2 , . . . , Aim ⊆ Ω,
P [X1 ∈ Ai1 , X2 ∈ Ai2 , . . . ,Xm ∈ Aim ] =
P [X1 ∈ Ai1 ] · P [X2 ∈ Ai2 ] · . . . · P [Xm ∈ Aim ].
(Para uma discussa˜o da noc¸a˜o de uma varia´vel aleato´ria num contexto mais geral, consulte
apeˆndice A, seguido pelos Apeˆndices D, E, e H.)
SejaC ⊆ Ω um conceito desconhecido. Dada uma amostra aleato´ria (X1, X2, . . . , Xn)
(ou seja, uma colec¸a˜o finita de varia´veis i.i.d. seguindo a lei µ), o conceito C induz sobre
a amostra uma rotulagem, isto e´, a sequeˆncia de ro´tulos Y1, Y2, . . . , Yn:
Yi = χC(Xi), i = 1, 2, . . . , n.
Cada ro´tulo e´ uma composic¸a˜o de uma varia´vel aleato´ria, Xi, com uma func¸a˜o deter-
minı´stica, χC , e desse modo, Yi e´ uma varia´vel aleato´ria tambe´m. A lei de Yi e´ a imagem
direita, χC∗(µ), da lei µ de Xi sob a aplicac¸a˜o χC :
P [Yi = 1] = P [Xi ∈ C]
= µ(C)
= χC∗(µ)({1}),
P [Yi = 0] = 1− µ(C).
EXERCI´CIO 3.1.1. Verificar que as varia´veis Y1, Y2, . . . , Yn sa˜o i.i.d.
A observac¸a˜o de base que permite advinhar C e´ a seguinte: se o tamanho n de amostra
e´ bastante grande, enta˜o, com alta probabilidade, cada ponto de nosso domı´nio finito vai
aparecer pelo menos uma vez entre os pontos da amostra, assim determinando C comple-
tamente.
FATO 3.1.2. Seja a ∈ Ω, com P [X = a] = η. Enta˜o, a probabilidade que nenhuma
de v.a. i.i.d. X1, X2, . . . , Xn toma o valor a e´ igual a (1− η)n.
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DEMONSTRAC¸A˜O. Para cada i = 1, 2, . . . , n,
P [Xi 6= a] = µ(Ω \ {a}) = 1− η,
e como as varia´veis Xi sa˜o independentes,
P [X1 6= a,X2 6= a, . . . ,Xn 6= a] = (1− η)n.

FATO 3.1.3. Seja
η =
k
min
i=1
pi.
A probabilidade que existe a ∈ Ω tal que Xi 6= a para todos i e´ limitada acima pelo valor
k(1− η)n.
DEMONSTRAC¸A˜O. O evento “existe a ∈ Ω tal queXi 6= a para todos i” corresponde,
ao nı´vel conjuntı´stico, ao subconjunto de todas as sequeˆncias (x1, x2, . . . , xn) ∈ Ωn quem
na˜o conte´m um dos elementos de Ω. Isso pode se escrever assim:
k⋃
j=1
{x ∈ Ωn : ∀i, xi 6= aj}.
A probabilidade neste contexto corresponde a` medida de produto, µ⊗n, determinada por
µ⊗n{x1, x2, . . . , xk} = µ{x1}µ{x2} . . . µ{xk}.
A medida de unia˜o de k conjuntos na˜o excede k vezes a medida do maior entre eles, como
estimado no fato 3.1.2. 
Agora denotemos
suppµ = {a ∈ Ω: µ{a} > 0}
= {aj : pj > 0, j = 1, 2, . . . , k}
o suporte da medida µ. O suporte, neste caso, consiste de todos os a´tomos da medida, ou
seja, pontos a satisfazendo µ{a} > 0. E´ claro que a medida do suporte e´ igual a 1.
FATO 3.1.4. Seja 0 < δ < 1 qualquer (o risco). Denotemos
η = min{pi : pi > 0}
o valor do menor a´tomo. Se
(3.1) n ≥ 1
η
ln
k
δ
,
enta˜o, com a probabilidade (a confianc¸a) ≥ 1 − δ, cada ponto do suporte de µ vai
aparecer pelo menos uma vez entre os valores tomados pelas varia´veis aleato´rias i.i.d.
X1, X2, . . . , Xn ∼ µ.
DEMONSTRAC¸A˜O. Segundo fato 3.1.3, bastaria que o valor de n satisfac¸a
k(1− η)n ≤ δ.
Tomando o logaritmo, obtemos
log k + n log(1− η) ≤ log δ,
ou seja (como log(1− η) < 0),
n ≥ log δ
k
· 1
log (1− η) = log
k
δ
· 1− log(1− η) .
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De acordo com lema 2.3.23, substituindo os valores α = 1 e x = 1− η, temos
log(1− η) ≤ −η,
de onde
1
− log(1− η) ≤
1
η
,
concluindo o argumento. 
Concluı´mos: dado um valor δ > 0 de risco qualquer, desde que n seja bastante grande
(como dado pela Eq. 3.1), com confianc¸a ≥ 1 − δ, temos o conhecimento completo de
ro´tulos de todos os pontos de Ω. A hipo´tese H pode consistir de todos os pontos do
domı´nio que aparecem na amostra x1, x2, . . . , xn e teˆm o ro´tulo 1:
H = {a ∈ Ω: ∃i, xi = a e i = 1}
= {xi : i = 1, i = 1, 2, . . . , n}.
Note que nesta fo´rmula (regra de aprendizagem) as varia´veis sa˜o notadas pelas letras
minu´sculos, pois elas sa˜o elementos do domı´nio, na˜o importa a lei de distribuic¸a˜o. A regra
de distribuic¸a˜o na˜o pode depender de uma lei subjacente (que e´ sempre desconhecida).
Com a confianc¸a ≥ 1− δ, temos
H ∩ suppµ = C ∩ suppµ.
Por conseguinte, a diferenc¸a sime´trica H∆C e´ um subconjunto de Ω \ suppµ, que tem
medida nula. Nesse caso, o erro de generalizac¸a˜o da nossa hipo´tese e´ zero:
P [χC(X) 6= χH(X)] = µ(H∆C) = 0.
A estimativa na˜o depende de C. Podemos concluir:
PROPOSIC¸A˜O 3.1.5. Seja Ω um espac¸o probabilı´stico finito, e seja η > 0 a medida
do menor a´tomo de Ω. Dado um risco δ > 0, se
n ≥ 1
η
ln
k
δ
,
enta˜o, com confianc¸a ≥ 1− δ, podemos advinhar qualquer conceito C exatamente.
Nesse caso, trata-se da aprendizagem provavelmente (exatamente) correta. A palavra
“provavelmente” se aplica a` alta confianc¸a para adivinharmos o conceito C corretamente.
Agora passemos a um caso um pouco mais interessante.
3.1.2. Aprendizagem num domı´nio enumera´vel. Nesta subsec¸a˜o um domı´nio, Ω,
pode significar um conjunto qualquer. Seja µ uma medida de probabilidade discreta, ou
puramente atoˆmica, sobre Ω. Isso significa que existe uma sequeˆncia (finita ou infinita) de
pontos dois-a-dois distintos aj ∈ Ω, j = 1, 2, 3, . . . (a´tomos de medida µ), com µ{aj} =
pj > 0, tal que
∞∑
j=1
pj = 1.
Dado A ⊆ Ω, definamos o valor da medida de A por
µ(A) =
∑
{pj : aj ∈ A} =
∞∑
j=1
χA(aj)pj =
∫
Ω
χAdµ.
Segue-se, em particular, que
µ (Ω \ {a1, a2, . . .}) = 0.
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Nesse caso, o suporte de µ e´ tambe´m o conjunto de todos os a´tomos. Essencialmente,
podemos ignorar o resto de Ω e assumir que Ω seja enumera´vel, porque a probabilidade
para um ponto aleato´rio a pertencer ao resto e´ zero:
P [X /∈ {a1, a2, . . .}] = 0.
Como antes, os dados sa˜o modelados por uma sequeˆncia infinita X1, X2, . . . , Xn, . . .
de elementos aleato´rios de Ω, independentes e identicamente distribuı´dos, com a lei co-
mum µ. A independeˆncia significa a mesma coisa que no caso de Ω finito: dado pontos
quaisquer ai1 , ai2 , . . . , aik , temos
P [X1 = ai1 , X2 = ai2 , . . . , Xk = aik ] = P [X1 = ai1 ]P [X2 = ai2 ] . . . P [Xk = aik ]
= piqpi2 . . . pik .
Esta vez, a observac¸a˜o de base e´ a seguinte. Seja k ∈ N+ qualquer. Se esperarmos
bastante tempo, enta˜o, com alta confianc¸a, todos os pontos a1, a2, . . . , ak aparecera˜o entre
os pontos da amostra x1, x2, . . . , xn, desde que n e´ bastante grande.
Formalizemos esta ideia. Podemos supor sem perda de generalidade que os a´tomos aj
sejam ordenados da tal maneira que
p1 = µ{a1} ≥ p2 = µ{a2} ≥ . . . ≥ pk = µ{ak} ≥ . . . .
Usando o mesmo argumento que na prova do fato 3.1.4, concluı´mos que, dado k ≥ 1 e
δ > 0, se n e´ maior ou igual ao valor
1
pk
ln
k
δ
,
enta˜o, com confianc¸a 1−δ, cada ponto a1, . . . , ak ocorre pelo menos uma vez na sequeˆncia
gerada aleatoriamente, X1, X2, . . . , Xn.
Se  > 0, enta˜o existe k tal que a soma das medidas de k primeiros a´tomos e´ pelo
menos 1− , ou seja,
∞∑
j=k+1
pj < .
Denotemos o menor k com esta propriedade k(). Concluı´mos: se
n ≥ 1
pk()
ln
k
δ
,
enta˜o
µ⊗n{σ = (x1, x2, . . . , xn) ∈ Ωn : {a1, a2, . . . , ak} ⊆ {x1, x2, . . . , xn}} ≥ 1− δ.
Agora mais uma vez passemos a aprendizagem supervisionada, que se trata das amos-
tras rotuladas. Esta vez, discutamos o problema em mais detalhes. Queremos aprender um
conceito desconhecido, C ⊆ Ω, escolhido pelo professor (teacher). Uma amostra aleato´ria
na˜o rotulada, σ = (x1, x2, . . . , xn), e´ gerada pelo gerador de dados aleato´rios, e o profes-
sor induz a rotulagem C  σ = (1, 2, . . . , n) usando o seu conceito segredo, C:
i =
{
1, se xi ∈ C,
0, se na˜o.
O professor depois mostra a amostra rotulada
(σ,C  σ) = (x1, x2, . . . , xn, 1, 2, . . . , n)
ao aprendiz (learner), que fara´ o melhor que puder para adivinhar o conceito C. A sua
hipo´tese, H = L(σ,C  σ), sera´ enviada ao professor, que estima o erro (o erro de
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generalizac¸a˜o), ou seja, a probabilidade que o ro´tulo de verdade de um ponto aleato´rio X
na˜o seja igual ao ro´tulo predito pelo aprendiz:
erroµ,C(H) = P [Y 6= H]
= P [χC(X) 6= χH(X)]
= µ(C∆H).
Aqui,
C∆H = (C \H) ∪ (H \ C)
e´ a diferenc¸a sime´trica de C e H .
A correspondeˆncia
(σ,C  σ) 7→ H = L(σ,C  σ),
ou seja, o algoritmo usado pelo aprendiz para escolher suas hipo´teses, e´ a regra de apren-
dizagem. A regra aprende o conceito C (sob a distribuic¸a˜o µ) se, quando o tamanho de
dados crescer, n→∞, o erro converge para zero.
Sem se preocupar com a formalizac¸a˜o mais exata destas noc¸o˜es, tentemos definir uma
regra que aprende o conceito desconhecido, C, sob a nossa distribuic¸a˜o discreta, µ.
Isso e´ muito simples! Para cada  > 0 e δ > 0, se o tamanho da amostra, n, for
bastante grande, enta˜o, com confianc¸a ≥ 1 − δ, temos entre os pontos de amostra tantos
a´tomos, a1, a2, . . . , ak(), que a soma de suas medidas e´ > 1− . Desta maneira, sabemos
as rotulagens da maioria de pontos do domı´nio (a maioria no sentido da lei, µ). Podemos
determinar com alta confianc¸a o conjunto
C ∩ {a1, a2, . . . , ak()}.
A nossa predic¸a˜o pode consistir, por exemplo, de todos os pontos da amostra σ tendo o
ro´tulo 1:
H = Ln(C  σ) = {xi : i = 1, i = 1, 2, . . . , n}.
Com confianc¸a ≥ 1− δ,
{a1, a2, . . . , ak()} ⊆ {x1, . . . , xn},
o que implica
µ(C \H) < 
e, como H ⊆ C, concluı´mos:
erroµ,C(H) < ,
com a probabilidade ≥ 1 − δ. A complexidade amostral de uma regra de aprendizagem e´
o mı´nimo tamanho da amostra necessa´rio para atingir a confianc¸a 1− δ e a precisa˜o  > 0
exigidos. Enta˜o, a regra definida acima aprende C com a complexidade amostral
s(, δ) ≤ 1
pk()
ln
k
δ
.
A regra aprende C provavelmente aproximadamente corretamente, onde provavelmente
refere-se a δ, e aproximadamente, a .
Vamos fazer duas observac¸o˜es. Note-se que a nossa regra possui uma propriedade
mais forte: ela pode aprender todos os conceitos C ∈ 2Ω simultaneamente, ou seja:
∀ > 0 ∀δ > 0 se n ≥ s(, δ), enta˜o P [∀C ∈ 2Ω erroµ,C(L(C  σ) ≤ ] > 1− δ.
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Ale´m disso, em vez dessa regra particular, pode-se usar uma regra qualquer que apenas
tem a propriedade que a hipo´tese H induz sobre a amostra σ a mesma rotulagem que o
conceito C:
L(C  σ)  σ = C  σ.
Uma tal regra chama-se consistente (com a classe, no nosso caso 2Ω). Pode-se dizer que a
classe 2Ω e´ consistentemente aprendiza´vel sob qualquer medida discreta.
3.2. Aprendizagem de classes finitas
Vamos passar agora para o caso mais geral, o de uma distribuic¸a˜o fixa µ qualquer,
na˜o necessariamente discreta, a fim de investigar a pergunta seguinte: e´ verdade que existe
uma regra de aprendizagem, L, que aprende a classe de todos os conceitos (borelianos),
BΩ, sob a distribuic¸a˜o µ, de mesmo modo que para µ puramente atoˆmica? A resposta e´
negativa, o que nos motiva a procurar por classes que podem ser aprendidas. Os primeiros
exemplos sa˜o as classes finitas.
Comecemos com algumas formalizac¸o˜es.
3.2.1. Aprendizagem sob uma medida fixa: formalizac¸o˜es. Seja Ω um domı´nio,
ou seja, um espac¸o boreliano padra˜o (veja o Apeˆndice D). Uma regra de aprendizagem
sobre Ω e´ uma aplicac¸a˜o que aceita uma amostra rotulada e gera um subconjunto boreliano
de Ω, normalmente chamado uma hipo´tese,
L :
∞⋃
n=1
Ωn × {0, 1}n → BΩ.
E´ mais conveniente tratar L como uma famı´lia de aplicac¸o˜es, L = (Ln)∞n=1, uma para
cada nı´vel n = 1, 2, 3, . . .:
Ln : Ωn × {0, 1}n → BΩ.
A maneira alternativa de representar a regra de aprendizagem e´ como uma func¸a˜o que
aceita uma amostra rotulada σ = (x1, x2, . . . , xn, 1, 2 . . . , n) ∈ Ωn × {0, 1}n, bem
como um ponto x ∈ Ω, e produz um ro´tulo, 0 ou 1, para x baseado sobre as informac¸o˜es
dadas por σ:
Ln : Ωn × {0, 1}n × Ω→ {0, 1}.
Nesta interpretac¸a˜o, para dar sentido a`s expresso˜es tipo P [Ln = χC ], as func¸o˜esLn devem
ser borelianas.
Seja C ⊆ Ω um conceito, ou seja, um subconjunto boreliano de Ω. Dada uma amostra
na˜o rotulada, σ ∈ Ωn, o conceito C induz uma rotulagem, C  σ. A regra L associa com
a amostra rotulada (σ,C  σ) uma hipo´tese, H = Ln(σ,C  σ). Para facilitar, vamos
escrever H = Ln(C  σ).
Agora suponha que o domı´nio seja munido de uma distribuic¸a˜o, ou seja, uma medida
de probabilidade boreliana qualquer, µ (Apeˆndice E). Para cada hipo´teseH ∈ BΩ, pode-se
calcular o erro de generalizac¸a˜o (com relac¸a˜o ao conceito C e a medida µ):
erroµ,C(H) = µ(H∆C) = P [χH(X) 6= χC(X)] = E(|χH −χC |) = ‖χH − χC ‖L1(µ).
Em particular, chegamos ao erro de generalizac¸a˜o da regra L (ao nı´vel n):
erroµ,CLn(C  σ).
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Este erro e´ em si uma varia´vel aleato´ria, uma composic¸a˜o da amostra aleato´ria1 σ =
(X1, X2, . . . , Xn) com treˆs aplicac¸o˜es determinı´sticas: a de rotulagem,
Ωn 3 σ 7→ (σ,C  σ) = (x1, x2, . . . , xn, χC(x1), χC(x2), . . . , χC(xn)) ∈ Ωn×{0, 1}n,
a da regra de aprendizagem,
Ωn × {0, 1}n 3 (σ,C  σ) 7→ H = L(σ,C  σ) ∈ BΩ,
e afinal, a de erro de generalizac¸a˜o:
BΩ 3 H 7→ erroµ,C(H) ∈ R.
Pode-se escrever assim:
erroµ,C(L((X1, X2, . . . , Xn), C  (X1, X2, . . . , Xn))).
A esperanc¸a desta v.a. e´ o erro me´dio de generalizac¸a˜o da regra Ln:
erroµ,C(Ln) = E (erroµ,C(L((X1, X2, . . . , Xn), C  (X1, X2, . . . , Xn))))
= E (µ (C∆L((X1, X2, . . . , Xn, χC(X1), χC(X2), . . . , χC(Xn)))))
= E (P [χC(X) 6= L((X1, X2, . . . , Xn), χC(X1), χC(X2), . . . , χC(Xn))(X)]) .
Usualmente, escrevemos a u´ltima expressa˜o assim:
Eσ∼µ⊗n (PX∼µ [χC(X) 6= L(C  σ)(X)]) ,
ou, por um ligeiro abuso de notac¸a˜o,
Eσ∼µ (PX∼µ [χC(X) 6= L(C  σ)(X)]) .
Agora podemos formular algumas definic¸o˜es exatas.
DEFINIC¸A˜O 3.2.1. A regraL aprende o conceitoC sob a distribuic¸a˜o µ provavelmente
aproximadamente corretamente (probably approximately correctly, PAC) se
erroµ,C(Ln)→ 0 quando n→∞.
Da maneira equivalente: a sequeˆncia de v.a. reais erroµ,C(Ln(C  σ)), n = 1, 2, 3, . . .,
converge para zero em probabilidade:
∀ > 0, ∀δ > 0, ∃s = s(, δ), ∀n ≥ s, P [erroµ,C(Ln(C  σ)) > ε] ≤ δ.
[ O que e´ denotado
erroµ,C(Ln(C  σ)) p→ 0 ].
EXERCI´CIO 3.2.2. Mostrar a equivaleˆncia de duas noc¸o˜es acima.
[ Sugesta˜o: ela e´ verdadeira para uma sequeˆncia qualquer de v.a. reais que tomam
seus valores num intervalo, neste caso, o intervalo [0, 1]. ]
DEFINIC¸A˜O 3.2.3. Seja C uma classe de conceitos, ou seja, uma famı´lia de conjuntos
borelianos C ⊆ BΩ. A regra L aprende a classe C sob a distribuic¸a˜o µ provavelmente
aproximadamente corretamente se
sup
C∈C
erroµ,C(Ln)→ 0 quando n→∞.
1Uma adverteˆncia: o sı´mbolo σ, nesta a´rea de conhecimento, pode denotar uma amostra aleato´ria, σ =
(X1, X2, . . . , Xn), bem como uma amostra determinı´stica, σ = (x1, x2, . . . , xn), ou seja, um elemento do
conjunto Ωn. De mesmo, para as amostras rotuladas. As vezes, vamos usarW quando for necessa´rio de distinguir
entre as duas.
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De maneira equivalente: dado ε > 0 (precisa˜o) e δ > 0 (risco), existe o valor s = s(, δ)
(a complexidade amostral) tal que, se n ≥ s(, δ), enta˜o, qualquer que seja C ∈ C ,
µ⊗n{σ ∈ Ωn : erroµ,CLn(C  σ) > ε} ≤ δ.
DEFINIC¸A˜O 3.2.4. Diz-se que uma classe de conceitos C e´ aprendiza´vel (ou: PAC
aprendiza´vel) sob a medida µ se existe uma regra de aprendizagem, C , que aprende a
classe C sob a distribuic¸a˜o µ.
OBSERVAC¸A˜O 3.2.5. O modelo de aprendizagem provavelmente aproximadamente
correta foi sugerido em [Valiant, 1984]. A noc¸a˜o e´ particularmente importante no contexto
da aprendizagem independente da medida (sec¸a˜o 4.4).
3.2.2. Propriedade geome´trica de uma classe C aprendiza´vel. Vamos examinar a
pergunta seguinte, que fica no corac¸a˜o do assunto. Seja C e´ uma classe de conceitos num
domı´nio Ω munido de uma lei, µ. Suponhamos que existe uma regra L que aprende C
provavelmente aproximadamente corretamente. Vamos notar uma propriedade geome´trica
de C que segue desta suposic¸a˜o.
EXERCI´CIO 3.2.6. Verificar que a func¸a˜o de dois argumentos, µ(C∆C ′), e´ uma pseu-
dome´trica, ou seja, satisfaz µ(C∆C) = 0, e´ sime´trica, e satisfaz a desigualdade triangular.
De fato, este valor e´ igual a` distaˆncia L1 entre as func¸o˜es indicadoras de conjuntos C e C ′:
λ(C,C ′) =
∫ 1
0
|χC − χC′ |dλ(x) = ‖χC − χC′ ‖1.
Sejam 0 < ε, δ < 1 quaisquer. Seja C1, C2, . . . , Ck um subconjunto finito de C de
elementos a` distaˆncia dois a dois ≥ 2ε. Seja n ≥ s(, δ). Para cada i = 1, 2, . . . , k,
denotemos
Ai = {σ ∈ Ωn : µ(Ci,L(Ci  σ)) > ε}.
Definamos a func¸a˜o f : Ωn → N por f = ∑ki=1 χAi . Como µ⊗n(Ai) ≤ δ, temos∫
Ω
f dµ⊗n ≤ kδ, logo existe pelo menos uma amostra σ tal que
]J = ]{i : σ ∈ Ai} ≤ kδ.
Para o subconjunto complimentar I = [k] \ J com > (1− δ)k ı´ndices, temos
i ∈ I ⇒ µ(Ci,L(Ci  σ)) ≤ ε.
Grac¸as a nossa escolha de conceitos Ci, concluı´mos que, se i, j ∈ I e i 6= j, enta˜o
µ(L(Ci  σ)∆L(Cj  σ)) > 0,
em particular,
L(Ci  σ) 6= L(Cj  σ).
Mas isso significa que os inputs da regra L, Ci  σ e Cj  σ, sa˜o diferentes. Em outras
palavras, o cubo de Hamming {0, 1}n de todas as rotulagens da amostra σ com n elementos
admite uma injec¸a˜o [dk(1 − δ)e] → 2n. Concluı´mos: k(1 − δ) ≤ 2n, ou seja, log2 k +
log2(1 − δ) ≤ n. Em particular, quando δ ≤ 1/2, log2(1 − δ) ≥ −1, e quando δ < 1/k,
pode-se ver que n ≥ log2 k.
Resumamos as observac¸o˜es acima.
70 3. APRENDIZAGEM PAC
LEMA 3.2.7. Seja C uma classe de conceitos PAC aprendiza´vel sob uma medida µ.
Enta˜o, para cada  > 0, as cardinalidades de subfamı´lias de C de conjuntos 2-discretas
(isto e´, dois a dois a` distaˆncia L1 > 2) sa˜o limitadas por acima por 2s(,δ)+1, quando
δ ≤ 1/2.
Isto significa, em particular, que C e´ pre´-compacto (ou: totalmente limitado) com
relac¸a˜o a` distaˆncia L1 (veja a subsec¸a˜o C.3.10). A observac¸a˜o seguinte e´ imediata.
FATO 3.2.8. Suponha que a classe C conte´m uma sequeˆncia infinita de conceitos
C1, C2, . . . , Ck, . . ., dois a dois a distaˆncia >  > 0 com relac¸a˜o a` me´trica L1(µ). Enta˜o
C na˜o e´ PAC aprendiza´vel sobre µ.
EXEMPLO 3.2.9. Existe uma famı´lia de subconjuntos borelianos do intervalo que e´ in-
finita e´ 1/2-discreta. E´ a famı´lia de conjuntos de Rademacher, construı´dos recursivamente
assim:
R1 = [0, 1],
R2 = [0, 1/2],
R3 = [0, 1/4] ∪ [1/2, 3/4],
R4 = [0, 1/8] ∪ [1/4, 3/8] ∪ [1/2, 5/8] ∪ [3/4, 7/8],
. . . . . .
Rn =
2n−1−1⋃
i=0
[2−n+1i, 2−n+1i+ 2−n],
. . . . . .
E´ fa´cil a verificar a propriedade desejada: se n 6= m, enta˜o λ(Rn∆Rm) = 1/2. Con-
cluı´mos: a classe de todos os conceitos (borelianos),BΩ, na˜o e´ aprendiza´vel sob a medida
uniforme no intervalo [0, 1].
EXERCI´CIO 3.2.10. Mostre que a mesma conclusa˜o vale para qualquer medida µ so-
bre um espac¸o boreliano padra˜o que tem uma parte na˜o atoˆmica.
[ Sugesta˜o: use o teorema E.2.1 para reduzir este caso ao caso acima. ]
Agora, duas perguntas merecem a ser investigadas: quando uma dada classe de concei-
tos, C , for PAC aprendiza´vel sob uma medida qualquer µ, e quandoC for consistentemente
aprendiza´vel sob µ.
Em breve, vamos apresentar uma soluc¸a˜o completa do primeiro problema dada pelo
teorema de Benedek e Itai. Por enquanto, vamos provar que todas as classes finitas sa˜o
PAC aprendiza´veis.
3.2.3. Uma forma mais geral da lei geome´trica dos grandes nu´meros. No primeiro
capı´tulo mostramos o resultado seguinte (corola´rio 1.4.5). Seja f : Σn → R uma func¸a˜o
1-Lipschitz contı´nua em relac¸a˜o a distaˆncia de Hamming normalizada. Enta˜o para todo
 > 0
µ]{x : |f(x)− E(f)| ≥ } ≤ 2e−22n.
O cubo de Hamming Σn, como espac¸o probabilı´stico, e´ o produto de n co´pias do
espac¸o probabilı´stico simplı´ssimo: Ω = {0, 1}, munido da medida de probabilidade
µ{0} = µ{1} = 1/2.
Este espac¸o, o espac¸o de Bernoulli, modeliza o u´nico lanc¸amento de uma moeda equili-
brada. No entanto, na˜o ha´ nenhuma raza˜o matema´tica para que espac¸o de Bernoulli na˜o
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possa ser substituı´do por um espac¸o probabilı´stico padra˜o qualquer, (Ω, µ). A demonstrac¸a˜o
permanece a mesma, com algumas modificac¸o˜es o´bvias.
Seja (Ω, µ) um espac¸o boreliano padra˜o qualquer, munido de uma medida de proba-
bilidade, e seja n ∈ N. Sobre o produto cartesiano Ωn, definamos a me´trica (a distaˆncia de
Hamming normalizada):
d¯(x, y) =
1
n
]{i : xi 6= yi}.
Uma adverteˆncia: esta me´trica, em geral, na˜o gera a estrutura boreliana do produto, e de
fato ela na˜o e´ necessariamente mensura´vel. Contudo, ela se comporta bem.
EXERCI´CIO 3.2.11. SejaB um subconjunto mensura´vel de Ωn com relac¸a˜o a` estrutura
boreliano produto. Mostrar que para todo ε > 0 a ε-vizinhanc¸a de B formada usando a
me´trica d¯ e´ um conjunto mensura´vel.
TEOREMA 3.2.12 (Lei geome´trica dos grandes nu´meros). Seja f : (Ωn, d¯)→ R uma
func¸a˜o 1-Lipschitz contı´nua mensura´vel com relac¸a˜o a` estrutura boreliana do produto
sobre Ωn. Enta˜o para todo ε > 0 temos
µ⊗n{x ∈ Ωn : |f(x)− Ef | ≥ ε} ≤ 2e−2ε2n.

EXERCI´CIO 3.2.13. Refazer a sequeˆncia de resultados no primeiro capı´tulo resultando
em corola´rio 1.4.5 para obter formalmente o resultado mais geral acima.
O teorema admite a forma equivalente seguinte.
TEOREMA 3.2.14. SejamXi, i = 1, 2, 3, . . ., elementos aleato´rios i.i.d. de um espac¸o
boreliano padra˜o, Ω. Seja f : (Ωn, d¯)→ R uma func¸a˜o 1-Lipschitz contı´nua e mensura´vel
com relac¸a˜o a estrutura boreliana de produto sobre Ωn. Enta˜o para todo ε > 0 temos
P [|f(X1, X2, . . . , Xn)− Ef | ≥ ] ≤ 2e−2ε2n.

EXERCI´CIO 3.2.15. Estabelecer a equivaleˆncia dos teoremas 3.2.12 e 3.2.14.
3.2.4. Medida empı´rica contra a medida subjacente. Seja C um conceito, isto e´,
um subconjunto boreliano de Ω. Queremos estimar o valor da medida de C, µ(C), usando
a amostragem. Dado uma amostra com n pontos, x1, x2, . . . , xn, pode-se calcular a frac¸a˜o
de pontos dela que pertencem a C:
(3.2) µn(C) =
1
n
]{i : xi ∈ C} = 1
n
n∑
i=1
χC(xi).
A quantidade µn e´ a medida empı´rica suportada em σ = {x1, x2, . . . , xn}. Vamos denota´-
la µσ ou a`s vezes µn. A medida empı´rica e´ uma medida de probabilidade em Ω, um
substituto de µ disponı´vel a no´s.
A pergunta e´, qual e´ a probabilidade de que µn(C) estima µ(C) razoavelmente bem?
Ou seja, dado um erro ε > 0, qual e´ o risco de um desvio grande,
µ⊗n {σ ∈ Ωn : |µσ(C)− µ(C)| > ε}?
A func¸a˜o
Ωn 3 σ 7→ µσ(C) = 1
n
n∑
i=1
χC(xi) ∈ R
possui as propriedades seguintes:
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(1) σ 7→ µσ(C) e´ 1-Lipschitz contı´nua com relac¸a˜o a` me´trica de Hamming norma-
lizada d¯ sob Ωn. De fato, se d¯(σ, τ) = a, enta˜o an coordenadas de σ e τ sa˜o
diferentes, e as duas somas diferem por an no ma´ximo; depois da normalizac¸a˜o,
concluı´mos que µσ(C) e µτ (C) diferem por ≤ a.
(2) A func¸a˜o e´ Borel mensura´vel com relac¸a˜o a` estrutura boreliana de produto (exer-
cı´cio).
(3) A func¸a˜o satisfaz
Eσ∼µ[µσ(C)] = µ(C).
De fato,
Eσ∼µ[µσ(C)] =
∫
Ωn
1
n
n∑
i=1
χC(xi) dµ
⊗n(x)
=
1
n
n∑
i=1
∫
Ω
χC(xi) dµ(xi)
=
1
n
× nµ(C)
= µ(C).
A cota de Chernoff (teorema 3.2.12) implica
(3.3) µ⊗n {x ∈ Ωn : |µn(C)− µ(C)| ≥ ε} ≤ 2e−2ε2n.
De mesmo, usando notac¸a˜o probabilı´stica, leˆ-se
(3.4) P [|µn(C)− µ(C)| ≥ ε] ≤ 2e−2ε2n.
Aqui, a medida empı´rica µn em si e´ uma varia´vel aleato´ria com valores no espac¸o de
medidas de probabilidade sobre Ω, isso e´, uma medida aleato´ria. Segue-se a fo´rmula escrita
mais cuidadosamente:
P
[∣∣∣∣∣ 1n
n∑
i=1
χC(Xi)− µ(C)
∣∣∣∣∣ > ε
]
< 2e−2ε
2n.
O sinal de probabilidade refere-se a` medida produto µ⊗n.
Agora suponha que ao inve´s de um conceito, temos uma famı´lia finita
C = {C1, C2, . . . , Ck}.
Queremos estimar suas medidas simultaneamente, usando a u´nica amostra aleato´ria dis-
ponı´vel,
σ = {x1, x2, . . . , xn}.
Isso pode ser feito, embora com uma confianc¸a um pouco pior, usando a cota de unia˜o:
µ⊗n {x ∈ Ωn : kmax
j=1
∣∣∣∣∣ 1n
n∑
i=1
χCj (Xi)− µ(Cj)
∣∣∣∣∣ ≥ ε
}
≤ k · kmax
j=1
µ⊗n {x ∈ Ωn : |µn(Cj)− µ(Cj)| ≤ ε}
≤ 2ke−2ε2n.
3.2. APRENDIZAGEM DE CLASSES FINITAS 73
COROLA´RIO 3.2.16. Dado k conceitos C1, C2, . . . , Ck e um  > 0, com confianc¸a
≥ 1− 2ke−2ε2n, a medida empı´rica de cada um de k conceitos difere da sua medida por
menos de  > 0:
µ⊗n {∃i = 1, 2, . . . , k |µσ(Ci)− µ(C)| ≥ } ≤ 2ke−2ε2n.
Usando a notac¸a˜o probabilı´stica:
(3.5) P
[
k
max
j=1
|µn(Cj)− µ(Cj)| > ε
]
≤ 2ke−2ε2n.
De fato, a mesma prova se aplica no contexto mais geral quando as func¸o˜es indicadores
sa˜o substituı´das por func¸o˜es quaisquer com valores no intervalo [0, 1]. A papel da medida
empı´rica µσ sera´ exercida pela esperanc¸a empı´rica de uma func¸a˜o,
Eµσ (f) =
1
n
n∑
i=1
f(xi).
TEOREMA 3.2.17. Sejam f1, f2, . . . , fk func¸o˜es borelianas sobre Ω com valores em
[0, 1]. Com a confianc¸a ≥ 1 − 2ke−2ε2n, a esperanc¸a empı´rica Eµσ simultaneamente
aproxima a esperanc¸a Eµ para todas as func¸o˜es fi, i = 1, 2, . . . , k com precisa˜o ≤ ε:
µ⊗n {σ ∈ Ωn : ∃i = 1, 2, . . . k |Eµ(fi)− Eµσ (fi)| > ε} ≤ 2ke−2ε
2n.
EXERCI´CIO 3.2.18. Mostrar o teorema 3.2.17.
Uma classe de func¸o˜es cujas esperanc¸as podem ser aproximadas simultaneamente pe-
las esperanc¸as empı´ricas e´ dita uma classe de Glivenko–Cantelli. Vamos formalizar esta
noc¸a˜o em breve.
COROLA´RIO 3.2.19. Cada classe finita de conceitos, C = {C1, C2, . . . , Ck}, e´
PAC aprendiza´vel sob qualquer medida fixa, µ, com a complexidade amostral s(, δ) ≤
1
22 log
2k
δ .
DEMONSTRAC¸A˜O. Dado um conceito desconhecido, C = Ci ∈ C , e uma amostra
σ, assim como a rotulagem C  σ induzida por C, vamos buscar o elemento Cm mais
pro´ximo a C no sentido da distaˆncia empı´rica L1(µσ):
m = arg
k
min
j=1
µσ(C∆Cj)
= arg
k
min
j=1
1
n
n∑
i=1
|χC(xi)− χCj (xi)|.
A hipo´tese gerada pela nossa regra de aprendizagem sera´ H = Cm.
Como µσ(C∆Ci) = 0, segue-se que µσ(C∆Cm) = 0 tambe´m. Seja  > 0. Apli-
cando corola´rio 3.2.16 aos conceitos
C∆C1, C∆C2, . . . , C∆Ck,
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concluı´mos que, com confianc¸a ≥ 1− 2ke−2ε2n,
erroH(C) = µ(C∆Cm)
≈ µσ(C∆Cm) = 0.
Dado δ > 0 qualquer, concluı´mos: se n ≥ 122 log 2kδ , logo, com confianc¸a ≥ 1 − δ,
erroH(C) < . 
OBSERVAC¸A˜O 3.2.20. A expressa˜o µσ(C∆H) e´ conhecida como o erro (as vezes:
risco) empı´rico. Por isso, a nossa estrate´gia de escolha da hipo´tese se chama minimizac¸a˜o
do erro (ou: de risco) empı´rico.
OBSERVAC¸A˜O 3.2.21. Torna-se explicito que a complexidade amostral da aprendiza-
gem de uma classe finita na˜o depende da medida µ. Diz-se que uma tal classe e´ unifor-
memente PAC aprendiza´vel (tendo em mente: uniformemente sobre todas as medidas de
probabilidade).
3.2.5. Reduc¸a˜o de dimensionalidade no cubo de Hamming. O teorema 3.2.17 pode
ser visto como uma te´cnica de reduc¸a˜o de dimensionalidade aleatorizada. Suponha que os
dados sa˜o realizados como func¸o˜es borelianas sobre um espac¸o probabilı´stico (Ω, µ), e
munidas da distaˆncia L1(µ), dada pela norma
‖ f ‖L1(µ) =
∫
Ω
|f(x)|dµ(x) = Eµ(|f |).
No caso particular onde Ω e´ finito, Ω = {x1, x2, . . . , xm}, e a medida µ e´ uma medida
uniforme sobre [m], cada func¸a˜o f : Ω → R e´ um m-vetor, e a norma L1(µ) e´ a norma
`1(m) normalizada (!) sobre o espac¸o vetorial Rm de dimensa˜o m:
‖ (f(x1), f(x2), . . . , f(xm)) ‖1 =
1
m
m∑
i=1
|f(xi)|.
A norma acima e´ a norma no espac¸o L1(µm), em relac¸a˜o a medida empı´rica.
Voltemos no caso de Ω geral. Dado uma amostra σ = (x1, x2, . . . , xm) ∈ Ωm, a
aplicac¸a˜o
f 7→ (f(x1), f(x2), . . . , f(xm)),
pode ser vista como uma projec¸a˜o do espac¸o L1(Ω, µ) sobre o espac¸o 1m`
1(m) = L1(µm).
TEOREMA 3.2.22. Sejam f1, f2, . . . , fn func¸o˜es borelianas quaisquer sobre um es-
pac¸o probabilı´stico padra˜o Ω com valores em [0, 1]. Seja µ uma medida de probabilidade
boreliana sobre Ω. Dado ε > 0 e δ > 0, se
(3.6) m ≥ 1
ε2
ln
n
δ
,
enta˜o com confianc¸a ≥ 1− δ, uma projec¸a˜o aleato´ria
L1(Ω, µ) 3 f 7→ f  σm ∈ L(µm),
conserva as distaˆncias a menos :
∀i, j = 1, 2, . . . , n, ‖ fi − fj ‖L1(µ)
ε≈ ‖ fi  σm − fj  σm ‖L(µm).
Usamos a notac¸a˜o conveniente:
a
ε≈ b ⇐⇒ |a− b| ≤ ε.
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DEMONSTRAC¸A˜O. Aplicando o teorema 3.2.17 para n(n − 1)/2 func¸o˜es |fi − fj |,
i 6= j, temos a conclusa˜o desejada com confianc¸a ≥ 1− n(n− 1)e−2ε2m. A desigualdade
n(n− 1)e−2ε2m ≤ δ
e´ equivalente a
ln(n(n− 1))− 2ε2m ≤ ln δ,
o que e´ satisfeito sob a hipo´tese (3.6). 
Deste modo, podemos realizar o conjunto de n dados provavelmente aproximada-
mente corretamente dentro de um espac¸o vetorial de dimensa˜o O(log n).
EXERCI´CIO 3.2.23. Obter uma modificac¸a˜o do teorema 3.2.22 va´lida para todas as
distaˆncias Lp(µ), 1 ≤ p < +∞:
‖ f ‖Lp(µ) =
(∫
Ω
|f |pdµ
)1/p
.
Segue-se um caso particular importante.
EXERCI´CIO 3.2.24. Seja Ω = [d] = {1, 2, 3, . . . , d} um conjunto finito munido da
medida de contagem normalizada, µ]. Verificar que o espac¸o L1(µ]) e´ o cubo de Hamming
Σd, e a distaˆncia L1(µ]) e´ a distaˆncia de Hamming normalizada.
COROLA´RIO 3.2.25. Seja X ⊆ Σn um conjunto de dados realizado no cubo de
Hamming, munido da distaˆncia de Hamming normalizada. Denotemos n = |X|. Sejam
ε, δ > 0. Tiremos aleatoriamente de [n] um subconjunto I com
|I| ≥ 1
ε2
ln
n
δ
= O(log n)
elementos. Enta˜o, com confianc¸a ≥ 1− δ, a projec¸a˜o
x 7→ x  I
de X sobre um subcubo aleato´rio ΣI conserva as distaˆncias entre os elementos de X a
menos ε:
∀i, j, d¯Σd(x, y) ε≈ d¯ΣI (x  I, y  I).
OBSERVAC¸A˜O 3.2.26. Este geˆnero de resultados foi usado no artigo [Kushilevitz,
Ostrovsky, and Rabani, 2000] para construir uma esquema de indexac¸a˜o eficaz para busca
de vizinhos pro´ximos aproximadamente correta no cubo de Hamming. No mesmo tempo,
o problema da existeˆncia das esquemas da busca exata (subsec¸a˜o 6.1.1) na˜o esta´ resolvida.
A validade da seguinte conjetura ainda esta´ um problema em aberto.
Conjetura de maldic¸a˜o de dimensionalidade [Indyk, 2004] SejaX um conjunto de dados
com n pontos no cubo de Hamming {0, 1}d. Suponha que d = no(1) e d = ω(log n).
Enta˜o cada estrutura de dados para a pesquisa exata de semelhanc¸a em X , com o tempo
da pesquisa dO(1), deve usar o espac¸o nω(1).
As estruturas de dados e os algoritmos sa˜o entendidos no sentido do modelo de sonda
de ce´lula da computac¸a˜o (cell probe model) [Bro Miltersen, 2000]. Os melhores limites
conhecidos [Barkol and Rabani, 2002, Patrascu and Thorup, 2009] esta˜o longe de resolver
o problema. A conjetura foi somente mostrada para algumas estruturas concretas [Pestov,
2012, 2013b].
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3.3. Teorema de Benedek–Itai
Como foi mostrado na sec¸a˜o 3.2.2, uma classe aprendiza´vel sob uma medida fixa na˜o
conte´m famı´lias infinitas uniformemente discretas. De fato, esta propriedade carateriza as
classes aprendiza´veis.
Mediante a motivac¸a˜o, esta propriedade e´ exatamente o que torna a classe 2Ω de todos
os subconjuntos de um domı´nio Ω aprendiza´vel sob uma medida discreta qualquer. Dado
 > 0, existe k = k() tal que a medida total de a´tomos ai, i > k, e´ menor ou igual a . Por
conseguinte, o conjunto finito de 2k conceitos que sa˜o subconjuntos de {a1, a2, . . . , ak}
forma uma -rede em 2Ω, com relac¸a˜o a` distaˆncia d(C,D) = µ(C∆D) medidora do
erro de generalizac¸a˜o: qualquer que seja D ∈ 2Ω, existe C ⊆ {a1, a2, . . . , ak}, tal que
µ(C∆D) < . (Basta definir D = C ∩ {a1, a2, . . . , ak}). Esta propriedade significa
que o conjunto 2Ω munido da distaˆncia d e´ totalmente limitado, e´ no final das contas, essa
propriedade e´ responsa´vel pela aprendizabilidade da classe 2Ω.
Para medidas mais gerais, no´s ja´ sabemos que as classes finitas sa˜o PAC aprendiza´veis.
Esta observac¸a˜o esta´ ao corac¸a˜o do resultado de Benedek e Itai que da´ umas condic¸o˜es
necessa´rias e suficientes da aprendizabilidade sob uma medida fixa. Vamos mostrar o
resultado nessa sec¸a˜o.
3.3.1. Nu´meros de cobertura e de empacotamento. Relembramos que uma pseu-
dome´trica sobre um conjunto e´ uma func¸a˜o de duas varia´veis, d(x, y), que satisfaz todos
os axiomas de uma me´trica exceto a primeira: pode ser que d(x, y) = 0 para x 6= y.
Um conjunto munido de uma pseudome´trica e´ chamado um espac¸o pseudome´trico. Por
exemplo, a rigor, a distaˆncia L1(µ) e´ uma me´trica se e somente se a medida µ e´ puramente
atoˆmica (exercı´cio).
EXERCI´CIO 3.3.1. Dado um espac¸o pseudome´trico, (X, d), mostrar que a relac¸a˜o
x
d∼ y ⇐⇒ d(x, y) = 0
e´ uma relac¸a˜o de equivaleˆncia, e que o conjunto quociente X˜ = X/ d∼ de classes de
equivaleˆncia [x], x ∈ X , admite uma me´trica, definida corretamente pela regra
d˜([x], [y]) = d(x, y).
Ale´m disso, mostrar que a me´trica d˜ sobre X˜ e´ a maior me´trica tal que a aplicac¸a˜o quoci-
ente,
X 3 x 7→ [x] ∈ X˜,
e´ Lipschitz contı´nua com a constante L = 1.
O espac¸o me´trico (X˜, d˜) e´ chamado o espac¸o me´trico associado ao espac¸o pseu-
dome´trico (X, d), ou simplesmente o quociente me´trico de (X, d).
Dado um espac¸o probabilı´stico padra˜o, (Ω, µ), o sı´mbolo L1(Ω, µ) tipicamente sig-
nifica o quociente me´trico do espac¸o de todas as func¸o˜es borelianas sobre Ω munidas da
pseudome´trica L1(µ) tais que L1(|f |) < ∞. (Veja tambe´m a subsec¸a˜o H.1.2.) Vamos
ser ambı´guos, e na maioria de casos no contexto de aprendizagem vamos trabalhar direi-
tamente com o espac¸o pseudome´trico original, sem passar ao espac¸o me´trico quociente,
embora usando o mesmo sı´mbolo.
DEFINIC¸A˜O 3.3.2. Sejam (X, d) um espac¸o pseudome´trico e Y ⊆ X um subconjunto.
Enta˜o Y e´ dito totalmente limitado em X , ou: pre´-compacto em X , se para todo ε > 0
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existe uma cobertura finita de Y com bolas abertas em X (definidas de mesmo modo que
num espac¸o me´trico):
∃x1, x2, . . . , xk ∈ X, Y ⊆
k⋃
i=1
B(xi).
(Todas as noc¸o˜es necessa´rias podem ser achadas no apeˆndice C.)
Esta noc¸a˜o na˜o deve ser confundida com a noc¸a˜o de um subconjunto relativamente
compacto: Y e´ relativamente compacto em X se e apenas se a adereˆncia de Y em X e´
compacta. Cada subconjunto relativamente compacto e´ pre´-compacto, mas na˜o o contra´rio.
As noc¸o˜es de um conjunto totalmente limitado e de um conjunto pre´-compacto sa˜o rigoro-
samente sinoˆnimas.
EXERCI´CIO 3.3.3. Mostrar que Y e´ totalmente limitado em X se e somente se Y e´
totalmente limitado em si mesmo.
DEFINIC¸A˜O 3.3.4. Seja ε > 0. Um nu´mero de cobertura (covering number),NX(, Y ),
de um subconjunto Y em um espac¸o pseudome´trico X e´ o menor tamanho de uma cober-
tura de Y pelas bolas abertas em X:
NX(ε, Y ) = min
{
k ∈ N : ∃x1, x2, . . . , xk ∈ X, Y ⊆
k⋃
i=1
Bε(xi)
}
.
E´ claro que o nu´mero BX(, Y ) e´ finito para todo ε > 0 se e somente se Y e´ pre´-
compacto. No mesmo tempo, os nu´meros de cobertura sa˜o as caraterı´sticas relativas e
dependem do espac¸o ambiente, X .
EXERCI´CIO 3.3.5. Construir um espac¸o (pseudo)me´trico X e um subespac¸o Y tais
que existe  > 0 com
NX(, Y )  NY (, Y ).
A pre´-compacidade de um espac¸o pseudome´trico Y pode ser tambe´m exprimida em
termos de nu´meros de empacotamento, que sa˜o absolutas (na˜o dependem do espac¸o ambi-
ente).
DEFINIC¸A˜O 3.3.6. Sejam X um espac¸o pseudome´trico, ε > 0. O nu´mero de empa-
cotamento (packing number), D(,X), e´ o maior nu´mero de pontos a` distaˆncia ≥  dois a
dois:
D(,X) = sup{n ∈ N : ∃x1, x2, . . . , xk ∈ X, (i 6= j)d(xi, xj) ≥ }.
LEMA 3.3.7. Sejam X um espac¸o pseudome´trico, Y ⊆ X , e  > 0. Enta˜o,
NX(, Y ) ≤ NY (, Y ) ≤ D(, Y ) ≤ NX(/2, Y ) ≤ NY (/2, Y ).
DEMONSTRAC¸A˜O. Se temos um -empacotamento ma´ximo de Y , x1, x2, . . . , xk,
enta˜o na˜o podemos adicionar mais um ponto y de modo que as distaˆncias d(y, xi) satisfac¸am
≥ . Isso implica que as bolas abertas de raio  em torno de pontos xi formam uma cober-
tura de X .
Agora, seja B/2(xi), i = 1, 2, . . . , k uma cobertura de Y pelas bolas abertas em X .
Seja y1, . . . , ym um subconjunto finito de Y de pontos dois a dois a` distaˆncia ≥ . Cada
bola B/2(xi) pode conter no ma´ximo um ponto yj , o que significa m ≤ k. 
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PROPOSIC¸A˜O 3.3.8. O nu´mero de empacotamento do cubo de Hamming satisfaz
D(,Σn) ≥ e2( 12−)2n,
quando  < 1/2.
DEMONSTRAC¸A˜O. Escolhemos um -empacotamento ma´ximo, X , de Σn. A maxi-
malidade implica que as bolas B(x), x ∈ X cobrem Σn, e por conseguinte
1 = µ](Σ
n) ≤
∑
x∈X
µ](B(x)) = ](X)µ](B(0)) ≤ ](X)e−2( 12−)
2
n,
usando a estimativa do volume da bola da subsec¸a˜o 1.4.4, Eq. (1.16). 
3.3.2. Teorema de Benedek–Itai: aprendizagem sob uma distribuic¸a˜o fixa.
TEOREMA 3.3.9 (Benedek and Itai [1991]). Seja (Ω, µ) um espac¸o probabilı´stico
padra˜o. Para uma classe de conceitos C ⊆ BΩ, as condic¸o˜es seguintes sa˜o equivalentes.
• C e´ PAC aprendiza´vel.
• C e´ pre´-compacto em relac¸a˜o a` pseudome´trica L1(µ).
A complexidade amostral de uma classe C que satisfaz uma destas condic¸o˜es equivalentes
verifica
log2D(2,C )− 1 ≤ s(, δ) ≤
9
2ε2
ln
2N(ε/3,C , L1(µ))
δ
,
quando δ ≤ 1/2.
3.3.2.1. A regra de aprendizagem. Suponha primeiramente que C seja L1(µ)-pre-
compacto. Dado  > 0, escolha uma /3-rede finita, ou seja, conjuntos borelianos
H1, H2, . . . ,Hk
tais que, qualquer seja C ∈ C , existe i = 1, 2, . . . , k com µ(C∆Hi) < /3. Os conjuntos
Hi (hipo´teses) na˜o teˆm que necessariamente pertencer a` classe C . Elas formam uma classe
de hipo´teses,H.
Seja C ∈ C um conceito desconhecido qualquer. Dada uma amostra rotulada,
σ = (x1, x2, . . . , xn, 1, 2, . . . , n),
temos a medida empı´rica, µσ ,
µσ(A) =
1
n
]{i : xi ∈ A}.
O que se sabe, e´ o trac¸o de C sobre σ:
C ∩ suppσ = {xi : i = 1}.
Dada uma hipo´tese H qualquer, pode-se calcular o erro empı´rico de H:
erroC(H,µσ) = µσ(H∆C ∩ suppσ) = µσ(C∆H) = 1
n
n∑
i=1
|χC(xi)− χH(xi)|,
pois sabemos calcular os valores χC(xi) e χH(xi) para todos elementos xi ∈ σ da amos-
tra. (Os valores χC(xi) sa˜o determinados pela dada rotulagem da σ, e a hipo´tese H e´
conhecida).
A regra de aprendizagem e´ a de minimizac¸a˜o de erro empı´rico na classe de hipo´teses
H. Em outras palavras, buscamos a hipo´teseHj que minimiza o erro empı´rico com relac¸a˜o
ao conceito C:
j = arg min
i
µσ(C∆Hi).
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Apliquemos o corola´rio 3.2.16 a` classe de conjuntos da forma C∆Hi, i = 1, 2, . . . , k,
com precisa˜o ε/3. Concluı´mos que, com confianc¸a≥ 1−2ke−2(ε/3)2n, a medida empı´rica
de cada um de k conceitos C∆Hi difere da sua medida verdadeira por menos de /3:
µ⊗n
{
∃i = 1, 2, . . . , k |µσ(C∆Hi)− µ(C∆Hi)| ≥ 
3
}
≤ 2ke−2(ε/3)2n,
ou seja,
µ⊗n
{
∀i = 1, 2, . . . , k |erroµ,C(Hi, µσ)− erroµ,C(Hi, µ)| ≤ 
3
}
> 1− 2ke−2(ε/3)2n.
O argumento seguinte se aplica com confianc¸a ≥ 1− 2ke−2(ε/3)2n (isto e´: a probabi-
lidade de que o argumento inteiro seja correto) e´ pelo menos o valor acima.
Sabemos que existe i tal que erroµ,C(Hi, µ) < ε/3. Isso implica que
erroµ,C(Hi, µσ) <
ε
3
+
ε
3
=
2ε
3
.
A hipo´tese H = Hj escolhida pela nossa regra de minimizac¸a˜o do erro empı´rico pode ser
diferente de Hi, mas ela satisfaz tudo mesmo
erroµ,C(Hj , µσ) ≤ erroµ,C(Hi, µσ) = 2ε
3
,
e por conseguinte
erroµ,C(Hj , µ) <
2ε
3
+
ε
3
= ε.
Enta˜o, com confianc¸a≥ 1−2ke−2(ε/3)2n, a nossa regra aprende o conceitoC com precisa˜o
.
Resta estimar a complexidade amostral: a desigualdade desejada
δ ≤ 2ke−2(ε/3)2n
transforma-se em
ln δ ≤ ln(2k)− 2ε
2
9
n,
ou seja,
n ≥ 9
2ε2
ln
2k
δ
.
3.3.2.2. Necessidade de pre´-compacidade da classe. Agora suponhamos que a classe
C seja aprendiza´vel. Denotemos L uma regra de aprendizagem que aprende C . Lema
3.2.7 significa que todo 2ε-empacotamento de C e´ finito, em particular C e´ pre´-compacto,
com
D(2,C ) ≤ 2n+1,
e a complexidade amostral de aprendizagem de C satisfaz
s(, δ) ≥ log2D(2,C )− 1,
quando δ ≤ 1/2.
OBSERVAC¸A˜O 3.3.10. Note como pouco sensı´vel e´ a dependeˆncia da complexidade
amostral sobre δ. Diz-se que “confianc¸a e´ barata” (“confidence is cheap”).
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3.3.3. Regras consistentes.
DEFINIC¸A˜O 3.3.11. Uma regra de aprendizagem L e´ dita consistente com uma classe
de conceitos, C , se
• todas as hipo´teses produzidas por L pertencem a C ,
∀n, ∀σ ∈ Ωn × {0, 1}n, L(σ) ∈ C ,
• a hipo´tese induz sobre a amostra a rotulagem original sempre que possı´vel:
∀C ∈ C , ∀n, ∀σ ∈ Ωn, L(C  σ)  σ = C  σ.
DEFINIC¸A˜O 3.3.12. Uma classe de conceitos C e´ consistentemente aprendiza´vel se
cada regra L consistente com C PAC aprende C .
OBSERVAC¸A˜O 3.3.13. Se uma classe C e´ consistentemente aprendiza´vel, enta˜o ela e´
aprendiza´vel. Basta notar que cada classe de conceitos, C , admite pelo menos uma regra
de aprendizagem consistente com ela. Intuitivamente, isso e´ claro: dada uma amostra rotu-
lada cuja rotulagem e´ produzida por um elemento de C , escolha a hipo´tese entre todos os
conceitos que produz a mesma rotulagem. O que na˜o e´ totalmente o´bvio, e´ a possibilidade
de fazer a escolha de hipo´teses de maneira que a aplicac¸a˜o resultante,
Ln : Ωn × {0, 1}n × Ω→ {0, 1},
seja boreliana. Vamos adiar a discussa˜o para mais tarde (sec¸a˜o 4.5), para na˜o nos perder-
mos em tecnicalidades prematuramente.
OBSERVAC¸A˜O 3.3.14. Como vimos na sec¸a˜o 3.1, cada classe de conceitos e´ consis-
tentemente aprendiza´vel sob uma medida discreta.
No mesmo tempo, nem toda classe PAC aprendiza´vel e´ consistentemente aprendiza´vel.
Aqui um exemplo cla´ssico.
EXEMPLO 3.3.15. Seja Ω = [0, 1], o intervalo fechado, munido da medida de Lebes-
gue, λ, ou seja, a distribuic¸a˜o uniforme. A classe de conceitos, C , consiste de todos os
subconjuntos finitos e cofinitos do intervalo. (Um subconjunto A ⊆ Ω e´ cofinito se Ω \ A
e´ finito). O espac¸o me´trico associado ao espac¸o pseudome´trico C , munido da distaˆncia
λ(C∆D), consiste de dois pontos: a classe de equivaleˆncia do conceito vazio e a do in-
tervalo, a distaˆncia 1 um de outro. Em outras palavras, e´ o espac¸o me´trico {0, 1} com a
distaˆncia usual. Segundo o teorema de Benedek-Itai, esta classe e´ PAC aprendiza´vel.
No mesmo tempo, existe uma regra de aprendizagem consistente cujas todas hipo´teses
sa˜o conceitos finitos. Por exemplo, dada uma amostra rotulada
σ = (x1, x2, . . . , xn, 1, 2, . . . , n),
pode-se definir a hipo´tese
H = Ln(σ) = {xi : i = 1, i = 1, 2, . . . , n}.
Esta hipo´tese, H , pertence a` classe C e induz a rotulagem original sobre {x1, x2, . . . , xn}.
No mesmo tempo, a regra L nunca vai aprender o conceito [0, 1]: qualquer que seja a
hipo´tese H gerada pela regra, o erro de aprendizagem e´ sempre pe´ssimo:
erro[0,1](H) = λ(H∆[0, 1]) = λ([0, 1] \H) = 1.
Concluı´mos: C na˜o e´ consistentemente aprendiza´vel.
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Quando uma classe e´ consistentemente aprendiza´vel sob uma medida fixa? Mesmo
que na˜o haja crite´rio conhecido para esta condic¸a˜o, tem a condic¸a˜o suficiente. Uma classe
de Glivenko–Cantelli, C , e´ caraterizado pela condic¸a˜o seguinte: com alta confianc¸a, a
medida empı´rica de todo elemento de C aproxima bem a medida de verdade. Verifica-se
que as classes de Glivenko–Cantelli sa˜o consistentemente aprendiza´veis, e a condic¸a˜o de
ser Glivenko-Cantelli exprima-se na linguagem de fragmentac¸a˜o. As classes de Glivenko–
Cantelli formam o assunto do pro´ximo capı´tulo.
3.4. Taxa de aprendizagem
A taxa de aprendizagem de uma classe C sobre uma medida µ e´ o mı´nimo tamanho
de dados, n, necessa´rio para aprender C a uma precisa˜o e com uma confianc¸a desejadas.
Em outras palavras, e´ a taxa de crescimento da func¸a˜o s(, δ) da complexidade amostral.
Como a dependeˆncia de δ na˜o e´ muito sensı´vel, usualmente a dependeˆncia de  e´ o que e´
de interesse. Chamamos a taxa de aprendizagem a func¸a˜o  7→ s(, δ0) com o valor do
risco δ0 > 0 fixo, imaginando alguma coisa como δ0 = 0, 05 ou δ0 = 0, 01.
Mesmo se cada classe de conceitos e´ PAC aprendiza´vel sobre cada medida discreta,
a taxa de aprendizagem depende da medida e pode ser qualquer, de fato ta˜o lenta quanto
desejado.
3.4.1. O resultado.
TEOREMA 3.4.1 (Pestov [2010]). Seja C uma classe de conceitos borelianos num
domı´nio boreliano padra˜o Ω, com a propriedade seguinte: existe um conjunto infinito A
tal que todos subconjuntos finitos de A sa˜o fragmentados por C . Sejam (εk) e (fk) duas
sequeˆncias de reais positivos tais que fi ↑ +∞ e εi ↓ 0, de modo que
1
7
> ε1 > ε2 > . . . > εi > . . . .
Seja 0 < δ0 < 1 qualquer fixo. Enta˜o existe uma medida de probabilidade discreta,
µ, sobre Ω, tal que cada regra de aprendizagem consistente com a classe C exige uma
amostra aleato´ria de tamanho n ≥ fk para aprender C com precisa˜o εk e confianc¸a
constante 1− δ0, qualquer que seja i:
sC (εk, δ0, µ) ≥ fk.
Isso significa que a complexidade amostral de aprendizagem pode crescer exponenci-
almente, ou como
2, 22, 22
2
, . . . , 22
22
. . .
, . . . ,
ou mesmo mais ra´pido do que isso, por exemplo, como uma func¸a˜o na˜o recursivamente
computa´vel. O fato de ser aprendiza´vel com uma taxa de crescimento igual na˜o e´ particu-
larmente informativo. Usualmente na cieˆncia de computac¸a˜o so´ as taxas de crescimento
polinomiais sa˜o consideradas desejadas.
OBSERVAC¸A˜O 3.4.2. Seja µ uma medida uniforme sobre um conjunto finito, X , com
n elementos, que tem a massa total γ > 0. Isso significa µ{x} = γ/n para todo x ∈
X . Enta˜o a distaˆncia L1(µ) sobre o espac¸o 2X de todos os subconjuntos de X e´ igual a`
distaˆncia de Hamming normalizada a menos um fator de γ:
d(C,D) = ‖χC − χD ‖L1(µ) =
∫
X
|χC − χD|dµ = µ(C∆D) = γd¯(χC , χD).
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PROVA DO TEOREMA 3.4.1. Grac¸as ao teorema 3.3.9 de Benedek-Itai, basta cons-
truir a medida discreta µ de modo que para cada k existe uma famı´lia de ≥ 2fk conceitos
dois a dois a` distaˆncia ≥ 2εk um de outro. Substituindo fk por max{f1, f2, . . . , fk} se for
necessa´rio, podemos supor que (fk) cresce monotonicamente. Denotemos γ0 = 1−7ε1 >
0 e para todo k ≥ 1,
γk = 7(εk − εk+1).
Enta˜o, γk > 0, k ∈ N, e
∑∞
k=0 γk = 1.
Tendo em vista a proposic¸aˆo 3.3.8, escolhemos para cada k ≥ 1 um nu´mero natural
mk de mode que
e2(
1
2− 13 )
2
mk ≥ 2fk ,
ou seja, mk ≥ (18 ln 2)fk. Posemos m0 = 1. Agora, para todo k ∈ N, escolhemos uma
famı´lia de elementos σki ∈ Σmk , i = 1, 2, . . . , fk, com d¯(σi, σj) ≥ 1/3 se i 6= j.
Escolhemos um subconjunto infinito enumera´vel, A, de Ω, cujos subconjuntos finitos
sa˜o todos fragmentados pela classe C . Dividimos A em subconjuntos Ak, k ∈ N, dois a
dois disjuntos e finitos, ]Ak = mk. Finalmente, definamos µ pela condic¸a˜o: se a ∈ Ak,
enta˜o
µ{a} = γk
mk
.
E´ claro que µ(Ak) = γk, k ∈ N, e µ e´ uma medida de probabilidade discreta sobre Ω.
Seja k ≥ 1 qualquer. Como ∑∞i=k γi = 7εk, existe N > k tal que ∑Ni=k γi ≥ 6εk.
Segundo a escolha de A, existem os conceitos C1, C2, . . . , Cfk ∈ C tais que, quaisquer
que sejam i = k, k + 1, . . . , N e j = 1, 2, . . . , fk, temos
Cj  Ai = σij .
Se j, j′ = 1, 2, . . . , fk, j 6= j′, enta˜o
µ(Cj∆Cj′) =
N∑
i=k
µ((Cj ∩Ai)∆(Cj′ ∩Aj′))
=
N∑
i=k
γid¯(σ
i
j , σ
i
j′)
≥
N∑
i=k
1
3
γi
>
1
3
· 6εk
= 2εk.

3.4.2. Consequeˆncias para medidas na˜o atoˆmicas. Modifiquemos o resultado acima
a fim de construir um exemplo de uma classe de conceitos, C , que sa˜o subconjuntos de
Ω = R, com as propriedades seguintes:
• Qualquer que seja uma medida de probabilidade boreliana sobre Ω, a classe na˜o
e´ trivial em relac¸a˜o a` distaˆncia L1(µ);
• C e´ PAC aprendiza´vel sob toda medida de probabilidade boreliana sobre Ω, e
• a taxa de aprendizagem pode ser ta˜o lenta quanto se queira, incluindo sob medi-
das difusas.
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A classe C consiste de todas as unio˜es de intervalos semiabertos da forma [n, n+ 1),
n ∈ Z. Dado I ⊆ Z, denotemos
CI =
⋃
n∈I
[n, n+ 1).
Desse modo, existe uma bijec¸a˜o natural entre os elementos de C e os de 2Z, dada por
φ(C) = C ∩ Z.
Se µ e´ uma medida de probabilidade sobre Ω, enta˜o φ∗ e´ a sua imagem direta, uma medida
de probabilidade sobre Z dada por
φ∗(µ){k} = µ([k, k + 1)).
Dada uma regra de aprendizagem, L , no domı´nio Z, pode se definir a regra para Ω, que
denotaremos porL φ. Ela e´ dada por
L φn (σ) = φ
−1(Ln(φ(σ))).
EXERCI´CIO 3.4.3. Se a regraL PAC aprende a classe 2Z sob a medida φ∗(µ), enta˜o
L φ aprende C sob a medida µ, com a mesma complexidade amostral.
Dada uma regra de aprendizagem L sobre o domı´nio Ω, pode se definir uma regra
para Z, usando a imersa˜o canoˆnica, i, de Z dentro R:
L i(σ) = L (σ) ∩ Z.
EXERCI´CIO 3.4.4. Se a regra L PAC aprende a classe C sob a medida µ, enta˜o L i
aprende 2Z sob a medida φ∗(µ), com a complexidade amostral menor ou igual a` comple-
xidade deL .
Juntos, os dois exercı´cios estabelecem a validade da afirmac¸a˜o desejada.
3.4.3. Consequeˆncias para o classificador 1-NN. O classificador de vizinho mais
pro´ximo (1-NN) pode ser definido em todo o domı´nio munido da uma “medida de seme-
lhanc¸a” qualquer (na˜o necessariamente uma me´trica). Mais geralmente, Ω deve admitir
uma famı´lia de pre´-ordens, ≺x, uma para cada ponto x ∈ Ω, tais que x e´ o ponto mı´nimo
desta pre´-ordem e a condic¸a˜o y ≺x z e´ interpretado como significando que y e´ mais perto
de x que z. As pre´-ordens ≺x devem satisfazer certas condic¸o˜es de mensurabilidade. No
caso de mais de um vizinho mais pro´ximo de x, vamos desempatar escolhendo o vizinho
xi, seja aleatoriamente, seja com o ı´ndice i menor. Pelo momento, uma teoria falta nessa
generalidade, e apenas existe para espac¸os me´tricos.
Vamos tratar o caso que parece ate´ ser trivial, o da me´trica zero-um, que so toma dois
valores:
d(x, y) =
{
0, se x = y,
1, se x 6= y.
A estrutura boreliana induzida pela tal me´trica contem todos os subconjuntos do domı´nio,
que por conseguinte deve ser enumera´vel. Concluı´mos que toda medida de probabilidade
sobre Ω e´ discreta. Dado um conjunto finito dos a´tomos, a1, a2, . . . , ak, se n for bastante
grande, com alta confianc¸a todos aj va˜o aparecer entre os elementos da amostra aleato´ria,
x1, x2, . . . , xn. Se xi = aj , o seu vizinho mais pro´ximo e´ aj mesmo, e o ro´tulo de aj vai
ser escolhido para xi pela regra 1-NN. Esse argumento estabelece que a regra 1-NN neste
contexto PAC aprende a classe 2Ω. No mesmo tempo, o teorema 3.4.1 implica que a taxa
de aprendizagem pode ser ta˜o lenta quanto se queira, para uma medida µ apropriada. Esta
conclusa˜o vale para caso geral de classificadores k-NN nos domı´nios quaisquer.
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Mesmo se nessa situac¸a˜o o classificador 1-NN pode aparecer como uma regra de
aprendizagem dentro uma classe, na verdade, ele e´ de uma natureza diferente. Vamos
estuda´-lo, dentro de um modelo pro´prio de aprendizagem, no capı´tulo 5.
CAPı´TULO 4
Classes de Glivenko-Cantelli
A noc¸a˜o seguinte esta´ uma das mais importantes na teoria de aprendizagem estatı´stica
supervisionada.
DEFINIC¸A˜O 4.0.1. Uma classe de conceitos, C , sobre um domı´nio boreliano padra˜o Ω
e´ uma classe de Glivenko–Cantelli sob a medida de probabilidade µ, ou tem a propriedade
de convergeˆncia uniforme de medidas empı´ricas (uniform convergence of empirical means,
UCEM property) sob µ, se C possui a propriedade seguinte. Para quaisquer que sejam
 > 0 e δ > 0, existe o valor s = s(, δ) (a complexidade amostral) tal que, se n ≥ s(, δ),
enta˜o, com confianc¸a > 1 − δ a medida empı´rica -aproxima a medida verdadeira para
todo conceito C ∈ C :
(4.1) µ⊗n{σ ∈ Ωn : ∀C ∈ C , µσ(C) ≈ µ(C)} > 1− δ.
De maneira equivalente,
(4.2) Eσ∼µ sup
C∈C
|µσ(C)− µ(C)| → 0 quando n→∞.
Por exemplo, segundo teorema 3.2.17, toda classe finita e´ uma classe de Glivenko–
Cantelli sob qualquer medida. Segue-se facilmente dos resultados da Subsec¸a˜o 3.1.2 que
a classe 2Ω de todos os conceitos e´ uma classe de Glivenko–Cantelli sob uma medida
discreta.
De fato, esta noc¸a˜o esta´ bem definida para classes de func¸o˜es, e a maioria dos re-
sultados tem ana´logos. Mas no´s vamos nos preocupar principalmente com as classes de
conceitos. Neste capı´tulo vamos estudar as propriedades de classes de Glivenko–Cantelli,
as suas va´rias caraterizac¸o˜es, e o seu papel na aprendizagem de ma´quina.
4.1. Complexidades de Rademacher
Vamos brincar com a definic¸a˜o de uma classe G–C, reformulando-a em uma forma
equivalente que pode ser interpretada na linguagem da aprendizagem estatı´stica.
4.1.1. Simetrizac¸a˜o com sinais. Seja C uma classe de Glivenko–Cantelli, onde va-
mos adotar a definic¸a˜o na eq. (4.2). Seja ε > 0, e suponha que n e´ ta˜o grande que
Eσ∼µ sup
C∈C
|µσ(C)− µ(C)| < ε.
Seja σ′ = (X ′1, X
′
2, . . . , X
′
n) uma amostra independente de σ = (X1, X2, . . . , Xn), o que
significa que a lei do par (σ, σ′) e´ a medida de produto µ⊗n⊗µ⊗n sobre Ωn×Ωn. Usando a
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desigualdade triangular junto com as propriedades ba´sicas do supremo e esperanc¸a, temos
Eσ,σ′∼µ sup
C∈C
|µσ(C)− µσ′(C)|
= Eσ,σ′∼µ sup
C∈C
|µσ(C)− µ(C) + µ(C)− µσ′(C)|
≤ Eσ,σ′∼µ sup
C∈C
|µσ(C)− µ(C)|+ Eσ,σ′∼µ sup
C∈C
|µσ′(C)− µ(C)|
= Eσ∼µ sup
C∈C
|µσ(C)− µ(C)|+ Eσ′∼µ sup
C∈C
|µσ′(C)− µ(C)|
< 2ε.
Cada permutac¸a˜o τ de coordenadas de Ω2n, ou seja, um elemento τ ∈ S2n do grupo
sime´trico de posto 2n, define um automorfismo boreliano de Ω2n,
(x1, x2, . . . , x2n) 7→ (xτ(1), xτ(2), . . . , xτ(2n)),
que conserva a medida de produto µ⊗2n. Em outras palavras, qualquer que seja um sub-
conjunto boreliano B ⊆ Ω2n, temos
µ(τ(B)) = µ(B).
(Para mostrar este fato, notemos que a medida de conjuntos retangulares e´ obviamente
conservada pelas permutac¸o˜es de coordenadas,
µ(B1 × . . . B2n) =
∏
i
µ(Bi) = µ(Bτ(1) × . . . Bτ(2n)),
e segundo o teorema de Carathe´odory E.1.15 sobre a extensa˜o de medidas, os valores de
medida de conjuntos retangulares definem unicamente a medida de produto).
Em particular, a conclusa˜o acima se aplica a` transposic¸a˜o, τi, de i-e´simas coordenadas
de amostras σ = (x1, x2, . . . , xn) e σ′ = (x′1, x
′
2, . . . , x
′
n):
τi : i↔ n+ i, 1 ≤ i ≤ n.
Concluı´mos que a esperanc¸a da varia´vel aleato´ria
f(σ, σ′) = sup
C∈C
|µσ(C)− µσ′(C)|
e´ igual a` esperanc¸a da composic¸a˜o f ◦ τi. Escrevemos f assim:
f(σ, σ′) = sup
C∈C
∣∣∣∣∣ 1n
n∑
i=1
χC(xi)− 1
n
n∑
i=1
χC(x
′
i)
∣∣∣∣∣
= sup
C∈C
∣∣∣∣∣ 1n
n∑
i=1
(χC(xi)− χC(x′i))
∣∣∣∣∣ .
O efeito de aplicar a transposic¸a˜o τi e´ de substituir o termo χC(xi) − χC(x′i) pelo termo
χC(x
′
i)− χC(xi), ou seja, multiplica´-lo por −1. A composic¸a˜o τ de um nu´mero finito de
transposic¸o˜es desse tipo resulta em expressa˜o seguinte:
(f ◦ τ)(σ, σ′) = sup
C∈C
∣∣∣∣∣ 1n
n∑
i=1
ηi (χC(xi)− χC(x′i))
∣∣∣∣∣ ,
onde η = (η1, η2, . . . , ηn) ∈ {−1, 1}n e´ uma sequeˆncia de sinais ±1. O conjunto {±1}n
chama-se o cubo de Rademacher, um parente pro´ximo do cubo de Hamming.
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Resumimos: qualquer que seja η ∈ {±1}n,
Eσ,σ′∼µ sup
C∈C
∣∣∣∣∣ 1n
n∑
i=1
ηiχC(xi)− 1
n
n∑
i=1
ηiχC(x
′
i)
∣∣∣∣∣ = Eσ,σ′∼µ(f ◦ τ)(σ, σ′)
= Eσ,σ′∼µf(σ, σ′)
= Eσ,σ′∼µ sup
C∈C
|µσ(C)− µσ′(C)|
< 2.(4.3)
4.1.2. Cubo de Rademacher. Se pensarmos em {±1}n como formado pelas func¸o˜es
de [n] para {1,−1} ⊆ R, enta˜o a distaˆncia (normalizada) no cubo de Rademacher seria a
distaˆncia L1(µ]) relativa a` medida de contagem normalizada sobre [n]:
d(η, η′) =
1
n
n∑
i=1
|ηi − η′i| =
2
n
]{i : ηi 6= η′i}.
A medida sobre {±1}n e´ a medida normalizada de contagem. A aplicac¸a˜o i : η 7→ 12 (η+1)
de {−1,+1}n para {0, 1}n conserva a medida de contagem normalizada, e multiplica as
distaˆncias pelo fator constante 1/2. Em particular, a imagem de uma esfera (bola) de
raio r e´ uma esfera (bola) de raio r/2 (os valores da distaˆncia normalizada no cubo de
Rademacher sa˜o os mu´ltiplos de 2/n). Todas as noc¸o˜es e construc¸o˜es va´lidas para o cubo
de Hamming tem sentido para o cubo de Rademacher, tais que, entre muitas outras, o peso
normalizado:
w¯(η) = w¯{±1}n(η) =
1
n
n∑
i=1
ηi.
LEMA 4.1.1. No cubo de Rademacher,
Eη|w¯{±1}n(η)| ≤
√
2pi√
n
.
DEMONSTRAC¸A˜O. Passemos ao cubo de Hamming:
Eη
∣∣w¯{±1}n ∣∣ = ∫
{±1}n
|w¯{±1}n(η)|dµ](η)
= 2
∫
{0,1}n
|w{0,1}n(σ) − 1/2|dµ](σ)
= 2
∑
σ∈{0,1}n
|w¯(σ)− 1/2| · 1
2n
.
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Agrupamos os termos da soma, usando o fato que w¯(σ) = d¯(0, σ) e por conseguinte o
peso e´ constante em cada esfera de Hamming,∑
σ∈{0,1}n
|w¯(σ)− 1/2| · 1
2n
=
n∑
i=0
∣∣∣∣ in − 12
∣∣∣∣µ]Si/n(0¯)
= 2
m∑
i=0
(
1
2
− i
n
)
µ]Si/n(0¯)
=
2
n
m∑
i=0
(n
2
− i
)
µ]Si/n(0¯)
onde m = dn/2e − 1. (Usamos a simetria de termos sob a transposic¸a˜o i↔ n− i).
Para n = 2m par,
1
n
m∑
i=0
(n
2
− i
)
µ]Si/n(0¯) =
1
n
m−1∑
i=0
µ]Bi/n(0¯),
e agora usamos a estimativa do volume da bola da subsec¸a˜o 1.4.4 e depois fazemos a
substituic¸a˜o j = m− i:
Eη
∣∣w¯{±1}n ∣∣ < 4
n
m−1∑
i=0
e−2(1/2−i/n)
2n
=
4
n
m∑
j=1
e−2(j/n)
2n
< 4
∫ 1/2
0
e−2x
2ndx
≤ 4√
2n
∫ +∞
0
e−(
√
2x
√
n)2d(
√
2x
√
n)
=
√
2pi√
n
.
Para n = 2m+ 1 ı´mpar, n/2 = m+ 1/2, e temos
1
n
m∑
i=0
(n
2
− i
)
µ]Si/n(0¯) =
1
n
m∑
i=0
(
m− i+ 1
2
)
µ]Si/n(0¯)
=
1
n
m−1∑
i=0
µ]Bi/n(0¯) +
1
2n
µ](Bm/n(0))
<
1
n
m∑
j=1
e−2(1/2n+j/n)
2n +
1
2n
e−2(1/2n)
2n
<
∫ ∞
0
e−2x
2ndx,
etc. 
O argumento acima pode ser generalizado como segue.
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EXERCI´CIO 4.1.2. Seja X = (X, d, µ) um espac¸o me´trico com medida de probabili-
dade boreliana, tendo a func¸a˜o de concentrac¸a˜o αX . Mostrar que, qualquer que seja uma
func¸a˜o Lipschitz contı´nua, f , com a constante de Lipschitz um, temos
|M(f)− E(f)| ≤
∫ ∞
0
αX() d.
(Para uma prova, veja lema 6.2.2). O lema 4.1.1, com constantes um pouco piores,
segue-se em aplicando o exercı´cio a`s func¸o˜es w¯+ = max{w¯, 0} e w¯− = max{−w¯, 0}
separadamente (cada uma delas tem 0 com valor mediano).
EXERCI´CIO 4.1.3. Deduzir que, se Xn = (Xn, dn, µn), n ∈ N+ e´ uma famı´lia de
Le´vy de espac¸os me´tricos com medida de probabilidade, e se fn : Xn → R sa˜o func¸o˜es
Lipschitz contı´nuas com a constante de Lipschitz um, enta˜o
|M(fn)− E(fn)| → 0 quando n→∞.
(Para uma soluc¸a˜o, consulte a prova do lema 6.2.2.)
EXERCI´CIO 4.1.4. SejaX = (Xn, dn, µn)∞n=1 uma famı´lia de Le´vy normal. Mostrar
que existe uma constante CX > 0 tal que, para todo n e toda func¸a˜o Lipschitz contı´nua
com a constante um, fn : Xn → R,
|M(fn)− E(fn)| ≤ CX√
n
.
(Para uma soluc¸a˜o, veja a prova do corola´rio 6.2.3.)
EXERCI´CIO 4.1.5. Mostrar que a constante da famı´lia de cubos de Hamming satisfaz
C(Σn) < 1.
4.1.3. Me´dias de Rademacher. Concentremos a nossa atenc¸a˜o na expressa˜o seguinte
da Eq. (4.3):
(4.4)
1
n
n∑
i=1
ηiχC(xi).
A escolha de sinais, η, pode ser vista como uma rotulagem de σ, usando os ro´tulos−1
e +1. Por causa da simetria de sinais, pode-se mostrar o seguinte.
EXERCI´CIO 4.1.6.
Eη
1
n
n∑
i=1
ηiχC(xi) = 0.
Denotemos
η+ = {i = 1, 2, . . . , n : ηi = +1}, η− = {i = 1, 2, . . . , n : ηi = −1}.
O peso normalizado de η,
w¯(η) =
1
n
∑
i
ηi,
que toma os valores no intervalo [−1, 1], satisfaz as relac¸o˜es seguintes:
w¯(η) =
1
n
(]η+ − ]η−), ]η+ = n
2
(1 + w¯(η)), ]η− =
n
2
(1− w¯(η)).
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Dada uma amostra σ ∈ Ωn, denotemos por ση+ , ou melhor, simplesmente σ+, uma suba-
mostra de σ do tipo
σ+ = (xi1 , xi2 , . . . , xik), (i1, i2, . . . , ik) = η+,
e da mesma forma para σ−. Estas σ± sa˜o amostras i.i.d. de comprimento ]η± respectiva-
mente, seguindo a distribuic¸a˜o µ, e σ+ e σ− sa˜o independentes.
Para interpretar a expressa˜o na eq. (4.4), calculemos o erro de aprendizagem da amos-
tra σ rotulada com sinais com o conceito C. Ao inve´s da func¸a˜o bina´ria χC , temos que
usar a func¸a˜o 2χC − 1 tomando valores em {±1}:
(2χC − 1)(x) =
{
1, se x ∈ C,
−1, se x /∈ C.
Como
ηi(2χC(xi)− 1) =

+1, se xi ∈ σ+ e xi ∈ C,
ou xi /∈ σ+ e xi /∈ C,
−1, se xi ∈ σ+ e xi /∈ C,
ou xi /∈ σ+ e xi ∈ C,
temos
1
n
n∑
i=1
ηi(2χC(xi)− 1) = ](+1)
n
− ](−1)
n
= 1− 2µσ(C∆σ+)
= 1− 2erroµσ,σ+(C).
O valor pode ser visto como a bondade de ajuste (goodness of fit) empı´rica de σ+ com C.
O valor ma´ximo de 1 significa o ajuste perfeito.
Daqui, deduzimos
(4.5)
1
n
n∑
i=1
ηiχC(xi) =
1
2
+
1
2
w¯(η)− erroµσ,σ+(C).
A interpretac¸a˜o desta expressa˜o e´ menos transparente. Pore´m, se η e´ uma amostra aleato´ria,
enta˜o, quando n 1, com alta confianc¸a, w¯(η) ≈ 0, enta˜o, os valores da expressa˜o acima
va˜o se aproximar de 1/2− erroµσ,σ+(C). Deste modo, vista como uma varia´vel aleato´ria,
a expressa˜o acima e´ uma medida de bondade de ajuste empı´rica tambe´m.
Revisitamos o exercı´cio 4.1.6, calculando a esperanc¸a da nossa soma, dessa vez em σ:
Eσ∼µ
(
1
n
n∑
i=1
ηiχC(xi)
)
= Eσ∼µ
 ]σ+
n
· 1
]σ+
∑
i∈σ+
χC(xi)− ]σ−
n
· 1
]σ−
∑
i∈σ−
χC(xi)

=
]σ+
n
Eσ+∼µµσ+(C)−
]σ−
n
Eσ−∼µµσ−(C)
=
1
2
(1 + w¯(η))µ(C)− 1
2
(1− w¯(η))µ(C)
= w¯(η)µ(C).
Aqui, usamos a observac¸a˜o que σ+ e σ− sa˜o amostras independentes, distribuı´das segundo
a medida µ, junto com a propriedade Eσ∼µEµσf = Eµf , estabelecida na subsec¸a˜o 3.2.4.
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Deduzimos:
2 > EηEσEσ′ sup
C∈C
∣∣∣∣∣ 1n
n∑
i=1
ηiχC(xi)− 1
n
n∑
i=1
ηiχC(x
′
i)
∣∣∣∣∣
≥ EηEσ sup
C∈C
∣∣∣∣∣Eσ′
(
1
n
n∑
i=1
ηiχC(xi)− 1
n
n∑
i=1
ηiχC(x
′
i)|σ
)∣∣∣∣∣
= EσEη sup
C∈C
∣∣∣∣∣ 1n
n∑
i=1
ηiχC(xi)− w¯(η)µ(C)
∣∣∣∣∣
≥ EσEη sup
C∈C
∣∣∣∣∣ 1n
n∑
i=1
ηiχC(xi)
∣∣∣∣∣− Eη |w¯(η)|µ(C)
> EσEη sup
C∈C
∣∣∣∣∣ 1n
n∑
i=1
ηiχC(xi)
∣∣∣∣∣−
√
2pi
n
.
Ou seja,
EσEη sup
C∈C
∣∣∣∣∣ 1n
n∑
i=1
ηiχC(xi)
∣∣∣∣∣ < 2ε+
√
2pi
n
.
Quando C e´ uma classe de Glivenko–Cantelli, a expressa˜o
(4.6) Eη sup
C∈C
∣∣∣∣∣ 1n
n∑
i=1
ηiχC(xi)
∣∣∣∣∣ ,
converge para zero em esperanc¸a (de maneira equivalente, em probabilidade). Por conse-
guinte, o mesmo se aplica a` expressa˜o
(4.7) Rˆn(C ) = Eη sup
C∈C
1
n
n∑
i=1
ηiχC(xi).
A expressa˜o acima, (4.7), e´ chamada a complexidade de Rademacher empı´rica da
classe C . A complexidade de Rademacher empı´rica, Rˆn(C ), e´ uma func¸a˜o determinı´stica,
de Ωn para [0, 1]. Na presenc¸a de uma medida µ sobre Ω, ela torna-se uma varia´vel
aleato´ria. A sua esperanc¸a,
Rn = Eσ∼µRˆn(C ),
chama-se a complexidade de Rademacher de C .
OBSERVAC¸A˜O 4.1.7. A` luz de eq. (4.5),
Rˆn(C )(σ) =
1
2
− Eη inf
C∈C
erroµσ,σ+(C).
Enta˜o, o valor de Rˆn(C ) em σ e´ a esperanc¸a da melhor bondade de ajuste com um conceito
da classe C , da amostra σ rotulada aleatoriamente. Deste modo, o valor de Rn(C ),
Rn =
1
2
− Eσ,η inf
C∈C
erroµσ,σ+(C),
e´ a esperanc¸a da melhor bondade de ajuste com C de uma n-amostra rotulada aleato´ria.
EXERCI´CIO 4.1.8. Mostrar que Rˆn(C )(σ) ≥ 0 para cada amostra σ.
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[ Sugesta˜o: se supC∈C
1
n
∑n
i=1 ηiχC(xi) < 0, enta˜o
sup
C∈C
1
n
n∑
i=1
(−η)iχC(xi) ≥
∣∣∣∣∣ supC∈C 1n
n∑
i=1
ηiχC(xi)
∣∣∣∣∣ . ]
Para resumir o que no´s mostramos ate´ agora: se C e´ uma classe de Glivenko–Cantelli,
enta˜o
Rn(C )→ 0 quando n→∞.
4.1.4. O crite´rio. Vamos deduzir a implicac¸a˜o no sentido contra´rio: se Rn(C ) → 0
(ou, da maneira equivalente, Rˆn(C ) → 0 em probabilidade), enta˜o C e´ uma classe de
Glivenko–Cantelli. O argumento e´ baseado sobre as mesmas ideias de simetrizac¸a˜o com
sinais, e por isso precisamos usar uma co´pia, σ′ = (X ′1, X
′
2, . . . , X
′
n), independente e
identicamente distribuı´da, da amostra aleato´ria, σ. Temos:
Eσ∼µ sup
C∈C
(µσ(C)− µ(C)) = Eσ sup
C∈C
[
1
n
n∑
i=1
χC(Xi)− µ(C)
]
= Eσ sup
C∈C
[
1
n
n∑
i=1
(χC(Xi)− Eσ′χC(X ′i))
]
= Eσ sup
C∈C
[
Eσ′
(
1
n
n∑
i=1
(χC(Xi)− χC(X ′i))
∣∣∣∣σ
)]
Na u´ltima expressa˜o trata-se de uma esperanc¸a condicional, que corresponde a` inte-
grac¸a˜o ao longo das varia´veis σ′ quando as varia´veis σ sa˜o fixas. Agora vamos usar o
fato que o supremo de integrais de uma famı´lia de func¸o˜es e´ limitado superiormente pela
integral do supremo da famı´lia, e depois aplicar o teorema de Fubini:
Eσ∼µ sup
C∈C
(µσ(C)− µ(C)) ≤ E(σ,σ′) sup
C∈C
[
1
n
n∑
i=1
(χC(Xi)− χC(X ′i))
]
Como as transposic¸o˜es i ↔ n + i conservam a medida µ⊗2n, concluı´mos que para
cada η ∈ {±1}n,
Eσ∼µ sup
C∈C
(µσ(C)− µ(C)) ≤ E(σ,σ′) sup
C∈C
[
1
n
n∑
i=1
ηi(χC(Xi)− χC(X ′i))
]
.
Por conseguinte,
Eσ∼µ sup
C∈C
(µσ(C)− µ(C)) ≤ EηE(σ,σ′) sup
C∈C
[
1
n
n∑
i=1
ηi(χC(Xi)− χC(X ′i))
]
≤ Eη,σ,σ′ sup
C∈C
[
1
n
n∑
i=1
ηiχC(Xi) +
1
n
n∑
i=1
(−ηi)χC(X ′i)
]
≤ Eη,σ sup
C∈C
1
n
n∑
i=1
ηiχC(Xi) + Eη,σ′ sup
C∈C
1
n
n∑
i=1
(−ηi)χC(X ′i)
= 2Rn(C ).
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Para deduzir a propriedade de Glivenko–Cantelli, vamos aplicar o fenoˆmeno de concentrac¸a˜o
de medida, que tambe´m permite de quantificar o resultado.
EXERCI´CIO 4.1.9. Verificar que a func¸a˜o real
σ 7→ sup
C∈C
(µσ(C)− µ(C))
e´ Lipschitz contı´nua com relac¸a˜o a` distaˆncia de Hamming normalizada sobre Ωn, de cons-
tante L = 1.
Por conseguinte, qualquer que seja ε > 0,
µ⊗n{σ : sup
C∈C
(µσ(C)− µ(C))− 2Rn(C ) > ε}
≤ µ⊗n{σ : sup
C∈C
(µσ(C)− µ(C))− E sup
C∈C
(µσ(C)− µ(C)) > ε}
≤ e−2ε2n.
O argumento ideˆntico mostra que tambe´m
µ⊗n{σ : sup
C∈C
(µ(C)− µσ(C))− 2Rn(C ) > ε} ≤ e−2ε2n.
Deduzimos: com confianc¸a ≥ 1− 2e−2ε2n, qualquer que seja C ∈ C ,
|µσ(C)− µ(C)| ≤ 2Rn(C ) + ε.
Nota-se que
2e−2ε
2n ≤ δ
quando
 ≥
√
ln(2/δ)
2n
.
Podemos formular o resultado.
TEOREMA 4.1.10. Dada uma classe de conceitosC , para cada n, temos com confianc¸a
1− δ,
sup
C∈C
|µσ(C)− µ(C)| ≤ 2Rn(C ) +
√
ln(2/δ)
2n
.
A classe C e´ uma classe de Glivenko–Cantelli se e somente se as complexidades de Rade-
macher de C convergem para zero:
Rn(C )→ 0 quando n→∞.
OBSERVAC¸A˜O 4.1.11. Se uma classe C ajusta bem as amostras rotuladas aleato´rias,
enta˜o ela sofre de sobreajuste (overfitting). Desse modo, teorema 4.1.10 diz que uma classe
e´ a de Glivenko–Cantelli se e somente se ele na˜o sofre de sobreajuste.
94 4. CLASSES DE GLIVENKO-CANTELLI
4.1.5. Propriedades de complexidades de Rademacher. A noc¸a˜o de complexida-
des de Rademacher tem sentido para qualquer classeF de func¸o˜es reais sobre o domı´nio.
DEFINIC¸A˜O 4.1.12. SejaF uma classe de func¸o˜es reais. A expressa˜o
Rˆn(F )(σ) = Eη sup
f∈F
1
n
n∑
i=1
ηif(xi)
chama-se a complexidade de Rademacher empı´rica de classeF .
Mais uma vez, Rˆn(F ) e´ uma func¸a˜o real determinı´stica com valores positivos sobre
o domı´nio, que na˜o depende de uma medida. Na presenc¸a de uma medida µ ∈ P (Ω),
torna-se uma varia´vel aleato´ria. Estamos principalmente interessados do caso onde F =
{χC : C ∈ C } e´ uma classe de func¸o˜es bina´rias. Nesse caso, vamos escrever Rˆn(C ), etc.
DEFINIC¸A˜O 4.1.13. Sejam F uma classe de func¸o˜es borelianas e µ uma medida de
probabilidade boreliana sobre o domı´nio. A esperanc¸a da complexidade de Rademacher
empı´rica chama-se a complexidade de Rademacher da classeF :
Rn(F , µ) = Eσ∼µRˆn(F ),
ou: a me´dia de Rademacher (Rademacher average), no contexto original da ana´lise funci-
onal.
Por exemplo, Rn(F , µ) e´ bem definida quando a classe F consiste de func¸o˜es com
valores num intervalo.
PROPOSIC¸A˜O 4.1.14. Sejam F e G duas classes de func¸o˜es com valores num inter-
valo, g uma func¸a˜o limitada qualquer, e λ ∈ R. Enta˜o
(1) Rˆn(F + G ) = Rˆn(F ) + Rˆn(G ),
(2) Rˆn(F + g) = Rˆn(F ),
(3) Rˆn(λF ) = |λ|Rˆn(F ).
DEMONSTRAC¸A˜O.
(1) : Rˆn(F + G ) = Eη sup
f∈F ,g∈G
1
n
n∑
i=1
ηi(f(xi) + g(xi))
= Eη sup
f∈F
1
n
n∑
i=1
ηif(xi) + Eη sup
g∈G
1
n
n∑
i=1
ηig(xi)
= Rˆn(F ) + Rˆn(G ).
(2) : Rˆn(F + f) = Eη sup
f∈F
1
n
n∑
i=1
ηi(f(xi) + g(xi))
= Eη sup
f∈F
1
n
n∑
i=1
ηif(xi) + Eη
1
n
n∑
i=1
ηig(xi)
= Rˆn(F ).
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(3) : Rˆn(λF ) = Eη sup
f∈F
1
n
n∑
i=1
ληif(xi)
= Eη sup
f∈F
1
n
n∑
i=1
|λ|ηif(xi)
= |λ|Rˆn(F ).

COROLA´RIO 4.1.15. Sejam F e G duas classes de func¸o˜es tais que 0 ∈ F , 0 ∈ G .
Enta˜o,
Rˆn(F ∪ G ) ≤ Rˆn(F ) + Rˆn(G ).
DEMONSTRAC¸A˜O. Como 0 ∈ F , concluı´mos que G ⊆ F + G , e igualmente para
F . Agora o resultado segue-se de proposic¸a˜o 4.1.14,(1). 
Sem a hipo´tese 0 ∈ F , 0 ∈ G , o resultado e´ falso.
EXEMPLO 4.1.16. Seja C = {f} uma classe que consiste de uma func¸a˜o so´. Como
no exercı´cio 4.1.6,
Rn({f}) = 0.
Agora seja Ω = {x1, x2, . . . , xn} um domı´nio finito qualquer com n pontos, e C = 2Ω,
a classe de todos subconjuntos de Ω. Denotemos σ = (x1, x2, . . . , xn). Se a con-
clusa˜o do corola´rio 4.1.15 fosse verdadeira nessa situac¸a˜o, ela implicaria indutivamente
que Rˆn(2Ω)(σ) = 0. Na realidade,
Rˆn(2
Ω)(σ) =
1
2
,
atingindo o valor ma´ximo, porque toda rotulagem de σ pode ser ajustada perfeitamente
com um conceito C ∈ 2Ω.
Ao mesmo tempo, vamos ver em breve que o corola´rio 4.1.15 e´ “quase” verdadeiro, a
menos de um pequeno termo de ajuste.
PROPOSIC¸A˜O 4.1.17 (Desigualdade de Jensen). Seja φ uma func¸a˜o real coˆncava, e
seja X uma varia´vel aleato´ria real. Enta˜o,
E(φ(X)) ≤ φ(E(X)).
A desigualdade e´ melhor ilustrada usando uma varia´vel aleato´ria X tomando dois
valores quaisquer, x e y, com as probabilidades P [X = x] = t, P [X = y] = 1− t. Neste
caso,
E(φ(X)) = tφ(x) + (1− t)φ(y) ≤ φ (tx+ (1− t)y) = φ(E(X)),
porque a linha que junta os pontos (x, φ(x)) e (y, φ(y)), no gra´fico de φ, fica abaixo do
gra´fico, o que e´ exatamente a definic¸a˜o de uma func¸a˜o coˆncava. Este argumento se gene-
raliza por induc¸a˜o sobre todas as combinac¸o˜es convexas finitas, e posteriormente o valor
E(φ(X)) =
∫
f(x) dµ(x) e´ aproximado pelos valores de φ em combinac¸o˜es convexas
finitas.
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LEMA 4.1.18 (Lema de Massart). Sejam F uma classe de func¸o˜es com valores no
intervalo [−1, 1], e σ uma amostra com n pontos. Suponha que k = ](F  σ) < ∞.
Enta˜o,
Rˆn(F )(σ) ≤
√
2 log k
n
.
DEMONSTRAC¸A˜O. Denotemos a expressa˜o a` direita por λ. Identifiquemos F  σ
com o conjunto de todos os vetores v ∈ [−1, 1]n dados por vi = f(xi). Temos
λnRˆn(F )(σ) = Eηλ sup
f∈F
n∑
i=1
ηif(xi)
= Eη max
v∈Fσ
λ〈η, v〉
= Eη log max
v∈Fσ
eλ〈η,v〉
(Jensen) ≤ logEη max
v∈Fσ
eλ〈η,v〉
≤ logEη
∑
v∈Fσ
eλ〈η,v〉
= log
∑
v∈Fσ
Eη
n∏
i=1
eληivi
A esperanc¸a do produto das varia´veis aleato´rias independentes e´ igual ao produto das
esperanc¸as (teorema de Fubini). Continuamos:
λnRˆn(F )(σ) ≤ log
∑
v∈Fσ
n∏
i=1
Eηeληivi
= log
∑
v∈Fσ
n∏
i=1
1
2
(
eλvi + e−λvi
)
(exercı´cio 1.4.1) ≤ log
∑
v∈Fσ
n∏
i=1
eλ
2v2i /2
≤ log
(
kenλ
2/2
)
= log k +
n
2
λ2.
Substituindo o valor original de λ, obtemos o resultado. 
LEMA 4.1.19. SejaF uma classe de func¸o˜es com valores no intervalo [−1, 1]. Enta˜o,
Rˆn(F ∪ {0}) ≤ Rˆn(F ) +
√
2 log 2
n
.
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DEMONSTRAC¸A˜O. Seja f0 ∈ F um elemento qualquer. Nota-se que a classeF −f0
conte´m zero. Usando corola´rio 4.1.15 e lema de Massart 4.1.18, obtemos:
Rˆn(F ∪ {0}) = Rˆn((F ∪ {0})− f0)
= Rˆn((F − f0) ∪ {−f0})
≤ Rˆn((F − f0) ∪ {0,−f0})
≤ Rˆn(F − f0) + Rˆn{0,−f0}
≤ Rˆn(F ) +
√
2 log 2
n
.

PROPOSIC¸A˜O 4.1.20. SejamF e G duas classes de func¸o˜es com valores no intervalo
[−1, 1]. Enta˜o,
Rˆn(F ∪ G ) ≤ Rˆn(F ) + Rˆn(G ) + 2
√
2 log 2
n
.
DEMONSTRAC¸A˜O.
Rˆn(F ∪ G ) ≤ Rˆn((F ∪ {0}) ∪ (G ∪ {0}))
≤ Rˆn(F ∪ {0}) + Rˆn(G ∪ {0})
≤ Rˆn(F ) + Rˆn(G ) + 2
√
2 log 2
n
.

EXERCI´CIO 4.1.21. Para uma classe de func¸o˜es sobre um domı´nio Ω, denotemos por
conv (F ) a envolto´ria convexa deF , ou seja, o menor conjunto convexo do espac¸o linear
RΩ que conte´mF :
conv (F ) =
{
n∑
i=1
λifi : n ∈ N, λi ≥ 0,
∑
λi = 1, fi ∈ F
}
.
Nota-se que seF consiste de func¸o˜es borelianas com valores num intervalo [a, b], enta˜o o
mesmo vale para conv (F ). Mostrar que Rˆn(conv (F )) = Rˆn(F ).
EXERCI´CIO 4.1.22. Deduzir que, dada uma classe F de func¸o˜es com valores no
intervalo [−1, 1], a sua envolto´ria convexa sime´trica satisfaz
Rˆn(conv (F ∪ −F )) ≤ 2Rˆn(F ) + 2
√
2 log 2
n
.
Ja´ o seguinte resultado na˜o e´ completamente trivial.
LEMA 4.1.23. Dada uma classeF , denotemos |F | = {|f | : f ∈ F}. Enta˜o,
Rˆn(|F |) ≤ Rˆn(F ).
DEMONSTRAC¸A˜O. Omitindo o fator 1/n, temos a desigualdade a mostrar para uma
amostra qualquer, σ = (x1, x2, . . . , xn):
(4.8) Eη sup
f∈F
n∑
i=1
ηi|f(xi)| ≤ Eη sup
f∈F
n∑
i=1
ηif(xi).
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A chave para a prova e´ dada pelo argumento no caso mais simples de n = 1. Temos:
1
2
[ sup
f∈F
|f(x1)|+ sup
f∈F
(−1)|f(x1)|] = 1
2
sup
f,g∈F
(|f(x1)| − |g(x1)|)
[ porque |a| − |b| ≤ |a− b| ] ≤ 1
2
sup
f,g∈F
|f(x1)− g(x1)|
[ e´ claro que o mo´dulo pode ser suprimido ] =
1
2
sup
f,g∈F
(f(x1)− g(x1))
=
1
2
[ sup
f∈F
f(x1) + sup
f∈F
(−1)f(x1)].
No caso de n qualquer, no´s simplesmente aplicamos o mesmo jeito a cada coordenada,
uma apo´s a outra, comec¸ando com i = 1:
Eη sup
f∈F
n∑
i=1
ηi|f(xi)| = 1
2
Eη2,...,ηn
[
sup
f∈F
(
|f(x1)|+
n∑
i=2
ηi|f(xi)|
)
+
sup
f∈F
(
−|f(x1)|+
n∑
i=2
ηi|f(xi)|
)]
=
1
2
Eη2,...,ηn sup
f,g∈F
[
|f(x1)| − |g(x1)|+
n∑
i=2
ηi|f(xi)|+
n∑
i=2
ηi|g(xi)|
]
≤ 1
2
Eη2,...,ηn sup
f,g∈F
[
f(x1)− g(x1) +
n∑
i=2
ηi|f(xi)|+
n∑
i=2
ηi|g(xi)|
]
= Eη sup
f∈F
[
η1f(x1) +
n∑
i=2
ηi|f(xi)|
]
≤ . . .
≤ Eη sup
f∈F
n∑
i=1
ηif(xi).

EXERCI´CIO 4.1.24. Generalizar o argumento acima para mostrar a desigualdade de
contratac¸a˜o de Ledoux–Talagrand. Sejam φ : R → R uma func¸a˜o Lipschitz contı´nua de
constante L ≥ 0, eF uma classe de func¸o˜es reais no domı´nio Ω. Denotemos
φ ◦F = {φ ◦ f : f ∈ F}.
Enta˜o,
Rˆn(φ ◦F ) ≤ L · Rˆn(F ).
EXERCI´CIO 4.1.25. Deduzir o seguinte. Sejam C e D duas classes de Glivenko–
Cantelli. Enta˜o, a classe
C∆D = {C∆D : C ∈ C , D ∈ D}
e´ uma classe de Glivenko–Cantelli, que satisfaz
Rn(C∆D) ≤ Rn(C ) +Rn(D) + 2
√
2 log 2
n
.
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[ Sugesta˜o: χC∆D = |χC − χD|. ]
EXERCI´CIO 4.1.26. Deduzir que se C e´ uma classe de Glivenko–Cantelli e D ⊆ Ω
um conceito qualquer, enta˜o a classe C∆D = {C∆D : C ∈ C } e´ a de Glivenko–Cantelli,
tendo a mesma complexidade de Rademacher que C :
Rˆn(C∆D) = Rˆn(C ).
OBSERVAC¸A˜O 4.1.27. A definic¸a˜o da complexidade de Rademacher empı´rica na eq.
(4.7) na˜o e´ a u´nica usada na literatura. Frequentemente, a complexidade de Rademacher e´
definida como a esperanc¸a da expressa˜o
sup
C∈C
∣∣∣∣∣ 1n
n∑
i=1
ηiχC(xi)
∣∣∣∣∣ .
Obviamente,
Rˆn(F )(σ) ≤ Eη sup
C∈C
∣∣∣∣∣ 1n
n∑
i=1
ηiχC(xi)
∣∣∣∣∣ .
Ao mesmo tempo, as duas noc¸o˜es diferem ja´ nos casos mais simples.
EXEMPLO 4.1.28. Como vimos no exercı´cio 4.1.16, se C = {C} e´ uma classe que
consiste de um conceito so´, temos
Rn(C ) = 0.
No entanto,
EσEη
∣∣∣∣∣ 1n
n∑
i=1
ηiχC(xi)
∣∣∣∣∣ = Eη|w¯|µ(C),
um valor positivo de ordem de grandeza O(1/
√
n).
Portanto, as duas noc¸o˜es na˜o sa˜o ta˜o diferentes.
LEMA 4.1.29. SeF e´ uma classe que conte´m a func¸a˜o nula, enta˜o
Eη sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
ηif(xi)
∣∣∣∣∣ ≤ 2Rˆn(F )(σ).
DEMONSTRAC¸A˜O. Seja η qualquer. Suponha que f ∈ F e´ tal que∣∣∣∣∣ 1n
n∑
i=1
ηif(xi)
∣∣∣∣∣ > 0.
Se a expressa˜o sob o valor de mo´dulo e´ positiva, este valor e´ atingido por 1n
∑n
i=1 ηif(xi).
Sena˜o, ele e´ atingido por 1n
∑n
i=1(−ηi)f(xi). Concluı´mos: existe um subconjunto A ⊆
{±1}n tal que ±A = {−1, 1}n (em particular, µ](A) ≥ 1/2), e para η ∈ A, os valores
das expresso˜es
sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
ηif(xi)
∣∣∣∣∣ e supf∈F 1n
n∑
i=1
ηif(xi)
sa˜o ideˆnticos. Como 0 ∈ F , a u´ltima expressa˜o na˜o e´ negativa. 
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EXERCI´CIO 4.1.30. Deduzir que, qualquer que seja uma classe de func¸o˜es, F , com
valores em [−1, 1],
Eη sup
C∈C
∣∣∣∣∣ 1n
n∑
i=1
ηiχC(xi)
∣∣∣∣∣ ≤ 2Rˆn(F ) +
√
2 log 2
n
.
OBSERVAC¸A˜O 4.1.31. A nossa definic¸a˜o de complexidades de Rademacher (sem va-
lor absoluto) e´ mais natural por pelo menos duas razo˜es. Ela tem um significado muito
claro (observac¸a˜o 4.1.7). Ale´m disso, o lema de Massart torna-se mais elegante.
OBSERVAC¸A˜O 4.1.32. Recordemos (obs. 4.1.11) que a complexidade de Rademacher,
Rn(C , µ), de uma classe de conceitos C interpreta-se como a bondade de ajuste empı´rica
esperada por C de uma amostra rotulada aleato´ria. Segundo o nosso resultado principal
(teorema 4.1.10), uma classe C e´ de Glivenko–Cantelli se e somente se sua bondade de
ajuste e´ assintoticamente nula, ou seja, ruim.
Esse resultado mostra que aprendizagem dentro uma classe de Glivenko–Cantelli e´ im-
possı´vel? Na˜o, porque na realidade nunca tentamos aprender nos baseando sobre uma ro-
tulagem totalmente aleato´ria para cada amostra. Dentro do nosso modelo adotado, assumi-
mos que a rotulagem e´ induzida por um conceito desconhecido, mas sempre o mesmo (ou
mudando, mas devagar, como na noc¸a˜o recente do concept drift1). O fato de ma´quina de
aprendizagem funcionar mal que alimentada com rotulagens aleato´rias e´ um bom indı´cio,
mostra-nos a sua estabilidade, e significa que a ma´quina na˜o sofre o sobreajuste e vai ge-
neralizar bem.
4.2. Minimizac¸a˜o da perda empı´rica
4.2.1. Vamos deduzir os primeiros corola´rios do teorema 4.1.10.
COROLA´RIO 4.2.1. Seja C uma classe de conceitos de Glivenko–Cantelli. Enta˜o C e´
consistentemente PAC aprendiza´vel. Se L e´ uma regra de aprendizagem consistente com a
classe C , enta˜o para todo n e todo δ > 0, dado um conceito C ∈ C , temos, com confianc¸a
1− δ,
erroµ,C(Ln(C  σ)) ≤ 2Rn(C ) +
√
ln(2/δ)√
2n
.
DEMONSTRAC¸A˜O. Seja C ∈ C qualquer. A classe C∆C e´ Glivenko–Cantelli, com
Rˆn(C∆C) = Rˆn(C ) (exercı´cio 4.1.26). Como L e´ consistente, para cada σ ∈ Ωn o erro
empı´rico de aprendizagem e´ zero, e temos
erroµ,C(Ln(C  σ)) = µ (Ln(C  σ)∆C)
= |µ (Ln(C  σ)∆C)− µσ (Ln(C  σ)∆C)|
[ com confianc¸a 1− δ, por teor. 4.1.10 ] ≤ 2Rn(C∆C) +
√
ln(2/δ)
2n
= 2Rn(C ) +
√
ln(2/δ)√
2n
.

1Que merece uma boa investigac¸a˜o matema´tica, baseada sobre a teoria de sistemas dinaˆmicos. O concept
drift significa a mudanc¸a temporal do conceito a ser aprendido, ou seja, uma ac¸a˜o de R+ sobre o espac¸o de
conceitos.
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OBSERVAC¸A˜O 4.2.2. No entanto, nem toda classe consistentemente aprendiza´vel e´
uma classe de Glivenko–Cantelli. O contraexemplo mais simples e´ a classe que consiste
de todos os subconjuntos finitos do intervalo [0, 1] munido da medida de Lebesgue.
Seja L uma regra consistente com a classe (ou mesmo uma regra qualquer tomando
valores em C ). Qualquer seja C ∈ C ,
erroµ,CLn(C  σ) = µ (Ln(C  σ)∆C) = 0,
porque Ln(C  σ)∆C e´ finito.
Ao mesmo tempo, esta classe na˜o e´ de Glivenko–Cantelli. Nenhuma amostra σ vai
estimar corretamente, por exemplo, a sua pro´pria medida (mais exatamente, a do conceito
{xi : i = 1}):
sup
C∈C
|µσ(C)− µ(C)| = µσ(σ)− µ(σ) = 1− 0 = 1.
Mesmo assim, a intuic¸a˜o e´ que as classes consistentemente aprendiza´veis na˜o podem
ser muito diferentes das classes de Glivenko–Cantelli. Talvez, num sentido, o exemplo
acima exprima a u´nica patologia possı´vel. Seria interessante formular um crite´rio ne-
cessa´rio e suficiente. Vamos conjeturar um tal crite´rio mais tarde (conjetura 4.3.16).
4.2.2. Com alta confianc¸a, a distaˆncia L1 empı´rica aproxima bem a distaˆncia L1
entre todos os pares de elementos de uma classe de Glivenko-Cantelli.
COROLA´RIO 4.2.3. Seja C uma classe de Glivenko-Cantelli. Dado δ > 0 e n quais-
quer, com confianc¸a 1− δ temos
∀C,D ∈ C , µ(C∆D) ε≈ µσ(C∆D),
onde
 = 2Rn(C ) + 2
√
2 log 2
n
+
√
ln(2/δ)
2n
.
DEMONSTRAC¸A˜O. Usemos o exercı´cio 4.1.25. 
EXERCI´CIO 4.2.4. Formule e mostre o resultado mais geral para classes de func¸o˜es.
Como toda classe PAC aprendiza´vel, uma classe de Glivenko–Cantelli e´ pre´-compacta.
Isso pode ser estabelecido diretamente, sem passar pela aprendizabilidade.
COROLA´RIO 4.2.5. Toda classe de Glivenko–Cantelli e´ pre´-compacta na pseudome´trica
L1(µ).
DEMONSTRAC¸A˜O. O argumento e´ quase mesmo que na prova do teorema 3.3.9 de
Benedek-Itai. Seja ε > 0 qualquer, e δ < 1. Suponha que os conceitos C1, C2, . . . , Ck
formam um 2ε-empacotamento na distaˆncia L1(µ). Quando n ≥ s(, δ,C∆C ), existe
pelo menos uma amostra σ ∈ Ωn estimando as distaˆncias dois a dois entre Ci com a
precisa˜o ε. Segue-se que as imagens Ci  σ sa˜o dois a dois distintas, e por conseguinte
k ≤ 2n. Concluı´mos:
D(2,C , L1(µ)) ≤ 2s(,δ,C∆C ).

Ja´ vimos um exemplo de uma classe pre´-compacta que na˜o e´ consistentemente apren-
diza´vel (exemplo 3.3.15). E´ fa´cil ver diretamente que esta classe na˜o e´ de Glivenko–
Cantelli, pela mesma raza˜o que na observac¸a˜o 4.2.2.
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4.2.3. E´ claro que o significado do corola´rio 4.2.1 e´ puramente teo´rico: na˜o tem
raza˜o nenhuma para um conceito desconhecido pertencer a` classe C . Ainda assim, as
noc¸o˜es, resultados, e provas podem ser adaptados simplesmente a` situac¸a˜o seguinte mais
realista.
DEFINIC¸A˜O 4.2.6. Sejam C uma classe de conceitos, D um conceito qualquer (ou
seja, um subconjunto boreliano do domı´nio Ω), e µ uma distribuic¸a˜o sobre Ω. O erro de
aprendizagem do conceitoD pela classe C com relac¸a˜o a` medida µ e´ a ı´nfima discrepaˆncia
entre D e os ajustes de D em C :
erroµ,D(C ) = inf
C∈C
µ(C ∆D).
E´ uma func¸a˜o determinı´stica sobre a famı´liaB(Ω) de todos os subconjuntos borelia-
nos de Ω, tomando os valores reais na˜o negativos. Por exemplo, quando D ∈ C , o valor
erroµ,D(C ) e´ nulo qualquer que seja a medida µ. Ela mede o ı´nfimo de todos os erros de
classificac¸a˜o atingidos quando aprendemos o conceito D usando a classe C , com relac¸a˜o
a` medida subjacente µ.
Visto que, na pra´tica, na˜o ha´ como calcular os valores da func¸a˜o acima, conforma-
se com o erro de aprendizagem empı´rico, onde a medida µ e´ substituı´da com a medida
empı´rica µn suportada por uma amostra finita σ:
erroµσ,D(C ) = inf
C∈C
µσ(C ∆D).
Neste caso, o ı´nfimo e´ sempre atingido, logo e´ o mı´nimo. A func¸a˜o de erro empı´rico e´ uma
varia´vel aleato´ria, porque ela depende da amostra aleato´ria σ.
DEFINIC¸A˜O 4.2.7. Seja C uma classe de conceitos. Diz-se que uma regra de aprendi-
zagem, L, segue o princı´pio de minimizac¸a˜o de erro empı´rico (empirical risk minimization,
ERM) dentro a classe C , se existe uma sequeˆncia de constantes
(εn), εn ≥ 0, εn → 0 quando n→∞,
tal que, para todo D ∈ B(Ω) e toda σ ∈ Ωn,
µσ(Ln(σ,D  σ) ∆D) ≤ erroµσ,D(C ) + εn.
Desta maneira, a regra acha um ajuste empiricamente quase o´timo para D, com uma
margem de erro permitido εn.
A prova do seguinte resultado mimetiza a do corola´rio 4.2.1.
TEOREMA 4.2.8. Seja C uma classe de conceitos, e seja L uma regra de aprendiza-
gem seguindo o princı´pio de minimizac¸a˜o da perda empı´rica dentro C com as constantes
de erro (εn). Quaisquer sejam n e δ > 0, dado um subconjunto boreliano D ⊆ Ω qual-
quer, uma amostra aleato´ria σ satisfaz, com confianc¸a > 1− δ:
erroµ,D(Ln(D  σ)) ≤ erroµσ,D(C ) + εn + 2Rn(C ) +
√
ln(2/δ)√
2n
.

Desta maneira, assintoticamente, a regra L provavelmente aproximadamente correta-
mente aprende, dentro a classe C , um conceito boreliano, D, qualquer, atingindo no limite
n→∞ o menor erro teoricamente possı´vel.
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OBSERVAC¸A˜O 4.2.9. Eu na˜o sei responder a pergunta seguinte. Seja C uma classe
consistentemente aprendiza´vel sob a medida µ. Seja L uma regra satisfazendo o princı´pio
de minimizac¸a˜o do erro empı´rico como na definic¸a˜o 4.2.7. Segue-se que para cada , δ > 0
existe s = s(, δ) tal que, se n ≥ s(, δ), enta˜o, dado um subconjunto boreliano D ⊆ Ω
qualquer, temos
erroµ,DLn(D  σ) ≤ 
com confianc¸a 1− δ?
OBSERVAC¸A˜O 4.2.10. Enquanto as complexidades de Rademacher formam muito
tempo uma ferramenta padra˜o na ana´lise funcional e geometria de espac¸os de Banach,
na teoria de aprendizagem estatı´stica elas surgiram da forma explicita so´ recentemente
[Koltchinskii and Panchenko, 2000, Bartlett and Mendelson, 2002, Mendelson, 2002].
4.3. Entropia me´trica e testemunha de irregularidade
4.3.1. Nessa sec¸a˜o, vamos discutir e mostrar o teorema seguinte, cujas condic¸o˜es
(1)-(4) formam o resultado cla´ssico de Vapnik–Chervonenkis [Vapnik and Cˇervonenkis,
1971], enquanto a condic¸a˜o (5) foi adicionada por Talagrand mais tarde [Talagrand, 1984,
1996].
TEOREMA 4.3.1. Seja C uma classe de conceitos. As condic¸o˜es seguintes sa˜o equi-
valentes.
(1) C e´ uma classe de Glivenko–Cantelli sob a medida µ.
(2) Para cada ε > 0, 1nEσ logN(,C , L
1(µσ))→ 0 quando n→∞.
(3) Para cada ε > 0, 1nEσ log ](C  σ)→ 0 quando n→∞.
As condic¸o˜es seguintes tambe´m sa˜o dois a dois equivalentes:
(¬ 1) C na˜o e´ uma classe de Glivenko–Cantelli sob a medida µ.
(4) Existe α > 0 com a propriedade que, com alta confianc¸a, uma amostra aleato´ria
σ tem uma frac¸a˜o de ≥ αn pontos fragmentados por C .
(5) Existe um subconjunto A de medida estritamente positiva α = µ(A) > 0 tal que
µ-quase toda n-upla de elementos de A e´ fragmentada por C , qualquer que seja
n.
O logaritmo aqui e´ a base 2.
4.3.2. Entropia me´trica. (2)⇒ (1). Mesmo se a pre´-compacidade da classe C “do
ponto de vista” da medida µ na˜o e´ suficiente para ser Glivenko–Cantelli, a pre´-compacidade
de C estimada “do ponto de vista coletivo” das medidas empı´ricas torna-se uma condic¸a˜o
necessa´ria e suficiente. E´ claro que para cada amostra σ, o nu´mero de coberturaN(,C , L1(µσ))
e´ limitado por 2n, e o logaritmo dele, por n. (Aqui, assumamos, pela convenieˆncia, que
o nu´mero de cobertura de C seja estimado no espac¸o pseudome´trico maior, (2Ω, L1(µσ)).
De modo parecido calculamos o nu´mero de cobertura do conjunto C  σ de todas as rotu-
lagens induzidas por elementos de C , no cubo de Hamming correspondente). A condic¸a˜o
(2) diz que os logaritmos de nu´meros de cobertura divididos por n convergem para zero em
probabilidade. Em outras palavras, a taxa me´dia de crescimento de nu´meros de cobertura
em relac¸a˜o com a medida empı´rica e´ subexponencial em n.
Com efeito, o limite na condic¸a˜o (2) existe para classes C quaisquer.
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LEMA 4.3.2 (Lema de Fekete (1923)). Seja (an) uma sequeˆncia subaditiva, ou seja,
am+n ≤ am + an para todos m,n ∈ N+. Enta˜o a sequeˆncia (an/n) e´ convergente, com
lim
n→∞
an
n
= inf
n∈N+
an
n
.
Na forma rigorosamente equivalente, seja (an) uma sequeˆncia submultiplicativa de reais
positivos, ou seja, am+n ≤ aman. Enta˜o a sequeˆncia (a1/nn ) e´ convergente, com
lim
n→∞(a
1/n
n ) = inf
n∈N+
(a1/nn ).
DEMONSTRAC¸A˜O. A versa˜o submultiplicativa e´ um pouco mais simples a manejar,
porque so´ ha´ um caso a ser considerado. Denotemos α = infn∈N+ a
1/n
n ≥ 0. Seja ε > 0
qualquer. Existe k tal que |a1/kk − α| < ε/2. Seja N ta˜o grande que para todo i =
1, 2, . . . , k (a
1/N
i − 1)a1/kk < ε/2. Agora, seja n ≥ N qualquer. Pode-se escrever n =
mk + i, onde 0 ≤ i < k. Temos:
α ≤ a1/nn ≤ (amk ai)1/n ≤ ak1/kai1/N < a1/kk + ε/2 < α+ ε.
A forma aditiva se infere exponenciando a sequeˆncia subaditiva, e depois tomando o loga-
ritmo. O caso onde α = 0 corresponde, para uma sequeˆncia aditiva, ao limite −∞. 
EXERCI´CIO 4.3.3. Seja σ = (x1, x2, . . . , xm, xm+1, . . . , xm+n) uma amostra de
comprimento m + n. Denote por σm a amostra que consiste dos primeiros m elemen-
tos de σ, e por σn, a amostra dos elementos xm+1, . . . , xm+n. Mostre que
N(,C , L1(µσ)) ≤ N(,C , L1(µσm))×N(,C , L1(µσn)).
EXERCI´CIO 4.3.4. Deduza que a sequeˆncia de valores
Eσ logN(,C , L1(µσ))
e´ subaditiva.
DEFINIC¸A˜O 4.3.5. O valor
H(,C , µ) = lim
n→∞
1
n
Eσ logN(,C , L1(µσ))
= inf
n∈N+
1
n
Eσ logN(,C , L1(µσ))
chama-se a entropia me´trica da classe C (em escala ε > 0, sob a medida µ).
Enta˜o, a condic¸a˜o (2) diz que a entropia me´trica de C sob µ e´ zero em cada escala.
EXERCI´CIO 4.3.6. Mostre que a func¸a˜o
Hˆ(,C , µ)(σ) = 1
n
logN(,C , L1(µσ))
(entropia me´trica empı´rica) e´ Lipschitz contı´nua com a constante L ≤ 1 sobre Ωn com
relac¸a˜o a` distaˆncia de Hamming normalizada. Conclua que o valor da entropia empı´rica da´
uma estimativa provavelmente aproximadamente correta (correndo o risco subgaussiano)
para o valor da entropia me´trica.
Note que o valor de complexidade de Rademacher empı´rica em uma amostra σ e´
completamente determinado pela restric¸a˜o da classe C sobre σ.
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PROVA DA IMPLICAC¸A˜O (2)⇒ (1). Fixemos uma amostra σ qualquer e estimemos
o valor da complexidade empı´rica de Rademacher de C em σ. Seja ε > 0 qualquer.
Escolhemos uma ε-rede, C ′ ⊆ {0, 1}n, com N(,C , L1(µσ)) elementos, para o espac¸o
me´tricoC  σ munido da distaˆncia de Hamming normalizada (ou seja, a distaˆnciaL1(µσ)).
Segue-se que
C  σ ⊆ C ′ +Bε(0),
onde a bola aberta e´ formada no cubo de Hamming. Por conseguinte,
Rˆn(C )(σ) ≤ Rˆn(C ′)(σ) + Rˆn(Bε(0))(σ)
(lema de Massart) ≤
√
2 logN(,C , L1(µσ))
n
+ ε.
A raiz quadrada e´ uma func¸a˜o coˆncava, logo a desigualdade de Jensen se aplica:
Rn(C ) = EσRˆn(C )(σ)
≤ Eσ
√
2 logN(,C , L1(µσ))
n
+ 
≤
√
2Eσ
logN(,C , L1(µσ))
n
+ ε
< 2ε
quando n e´ bastante grande grac¸as a` hipo´tese (2). 
4.3.3. Coeficiente de fragmentac¸a˜o me´dio. (3)⇒ (2) . A expressa˜o em (3),
(4.9)
1
n
Eσ log ](C  σ),
pode ser vista como uma variante me´dia do coeficiente de fragmentac¸a˜o de C :
s(n,C ) = sup
σ∈Ωn
](C  σ).
E´ claro que
1
n
Eσ log ](C  σ) ≤ 1
n
log s(n,C ).
Observemos que o limite na condic¸a˜o (3) existe pelas mesmas razo˜es que na condic¸a˜o (2).
A condic¸a˜o (3) e´ formalmente mais forte do que a condic¸a˜o (2), porque a expressa˜o em
(3) domina a expressa˜o na condic¸a˜o (2) para todo ε > 0. Por isso, (3)⇒ (2) trivialmente.
4.3.4. Montante me´dio de fragmentac¸a˜o. (¬ 4)⇒ (3) e (1)⇒ (¬4). A quantidade
α ≥ 0 tal que uma amostra aleato´ria σ tenha uma parte com ∼ αn pontos fragmentada
por C foi introduzida por Vapnik e Chervonenkis. A propriedade reflete o princı´pio geral
segundo o qual mais fragmentac¸a˜o significa estar mais longe de uma classe de Glivenko–
Cantelli. (As me´dias de Rademacher sa˜o uma outra realizac¸a˜o da mesma ideia). Por
exemplo, se a classe C tiver a dimensa˜o VC finita, enta˜o α = 0, qualquer que seja a
medida subjacente µ.
Primeiramente, vamos mostrar a existeˆncia da constante α ≥ 0 para cada classe C .
EXERCI´CIO 4.3.7. Mostre que a sequeˆncia de reais
EσnVC-dim(C  σ) = Eσn max{d : ∃I ⊆ [n], ]I = d, C fragmenta {xi : i ∈ I}}
e´ subaditiva. Deduza que a sequeˆncia
Eσn
1
n
VC-dim(C  σ)
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converge para um valor α = α(C , µ) ∈ [0, 1] quando n→∞.
EXERCI´CIO 4.3.8. Mostre que a func¸a˜o
σ 7→ 1
n
VC-dim(C  σ)
e´ Lipschitz contı´nua sobre Ωn munido da distaˆncia de Hamming normalizada, com L = 1.
Deduza que para qualquer que seja ε > 0, se n for bastante grande, com alta confianc¸a
uma amostra aleato´ria tem um subconjunto de ≥ (1− ε)α pontos fragmentado por C .
PROVA DA IMPLICAC¸A˜O (¬4)⇒ (3). Suponha que dσn converge para zero em pro-
babilidade (ou: em esperanc¸a), onde dσ = VC-dim(C  σ) e´ a “dimensa˜o VC empı´rica”
da classe C , uma varia´vel aleato´ria. De acordo com o lema de Sauer-Shelah, segue-se que
a varia´vel aleato´ria
1
n
log ] (C  σ) ≤ 1
n
log
(
en
dσ
)dσ
=
dσ
n
(
1− log dσ
n
)
(4.10)
converge para zero em probabilidade tambe´m. 
O caso importante e´ o onde a classe C tem a dimensa˜o VC finita. Neste caso, dσ ≤
d <∞, e em particular, a entropia me´trica converge para zero com uma taxa independente
da medida µ. E´ uma observac¸a˜o ba´sica para distribution-free learning.
PROVA DA IMPLICAC¸A˜O (1)⇒ (¬4). Mostramos a contrapositiva: (4)⇒ (¬1). Su-
ponha que, com alta confianc¸a, uma amostra aleato´ria σ tem uma subamostra, σI , I ⊆ [n],
fragmentada por C , com |I| ≥ αn pontos. O valor da complexidade de Rademacher
empı´rica, Rˆdαne(C )(σI), em σI atinge o valor ma´ximo, 1/2. E´ fa´cil de concluir que
Rˆn(C )(σ) ≥ α/2 > 0, com alta confianc¸a. Por conseguinte, na˜o ocorre a convergeˆncia
em probabilidade de Rˆn(C ) para zero, e a classe C na˜o e´ G-C. 
4.3.5. Testemunha de irregularidade. (5) ⇒ (4) . Assumindo a condic¸a˜o (5), se-
gundo a lei de grandes nu´meros, se n for bastante grande, enta˜o, com alta confianc¸a, uma
amostra aleato´ria conte´m uma frac¸a˜o de ∼ αn pontos que pertencem a A, logo, sa˜o frag-
mentados. Por conseguinte, (5) implica (4). Portanto, formalmente, a condic¸a˜o (5) e´ mais
forte do que (4). Na˜o somente uma proporc¸a˜o fixa de elementos de cada amostra e´ frag-
mentada, mas as amostras fragmentadas sa˜o bem situadas em Ω. Deste modo, a condic¸a˜o
(5) de Talagrand e´ bastante surpreendente.
DEFINIC¸A˜O 4.3.9. Um subconjunto boreliano A de Ω e´ dito testemunha de irregula-
ridade se µ(A) > 0 e quase toda amostra finita de pontos de A e´ fragmentada, ou seja,
∀n ∈ N, µ⊗n{σ = (x1, . . . , xn) ∈ An, σ na˜o e´ fragmentada por C } = 0.
A fragmentac¸a˜o entende-se como a de uma amostra ordenada:
∀I ⊆ [n], ∃C ∈ C , ∀i ∈ [n], i ∈ I ⇐⇒ χC(xi) = 1.
Em particular, se σ e´ fragmentada por C , enta˜o os elementos de σ sa˜o dois a dois distintos.
EXERCI´CIO 4.3.10. Deduzir da nossa definic¸a˜o que uma testemunha de irregularidade
nunca conte´m a´tomos.
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4.3.6. (4)⇒ (41/2), uma condic¸a˜o te´cnica intermedia´ria. Neste momento, temos a
equivaleˆncia das condic¸o˜es (1), (2), (3), e (¬ 4), assim como a implicac¸a˜o (5) ⇒ (4). A
u´ltima implicac¸a˜o que nos resta, (4) ⇒ (5), vai ser quebrada em duas. Definamos uma
condic¸a˜o te´cnica intermedia´ria.
(41/2) Seja An o subconjunto de Ωn de todas as amostras fragmentadas por C . Enta˜o
existe uma constante α > 0 tal que
∀n, µ⊗n(An) ≥ αn.
EXERCI´CIO 4.3.11. Mostre que a sequeˆncia (µ⊗n(An)) e´ submultiplicativa, e deduza
do lema de Fekete 4.3.2 que a sequeˆncia(
µ⊗n(An)
)1/n
converge para o seu ı´nfimo, o valor ma´ximo de α na propriedade acima. Denotemos
r ((An)
∞
n=1) = lim
n→∞
(
µ⊗n(An)
)1/n
.
As condic¸o˜es seguintes sa˜o equivalentes:
• para todos n, µ⊗n(An) ≥ αn, e
• r ((An)∞n=1) ≥ α.
PROVA DA IMPLICAC¸A˜O (4)⇒ (41/2). Seja n ∈ N fixo qualquer. Para uma amostra
aleato´ria W = (X1, X2, . . . , Xn), onde Xi sa˜o elementos aleato´rios i.i.d. do domı´nio Ω,
seguindo a lei µ, vamos estimar por baixo a probabilidade do evento W ∈ An. A amostra
W pode ser vista como o fragmento inicial de uma amostra aleato´ria com N elementos,
onde N ≥ n:
P [W ∈ An] = µ⊗N{σ =(x1, x2, . . . , xn, . . . , xN ) ∈ ΩN :
(x1, x2, . . . , xn) e´ fragmentado por C }.
Cada permutac¸a˜o τ ∈ SN de N coordenadas conserva a medida de produto µ⊗N , e por
conseguinte, qualquer que seja τ ,
P [W ∈ An] = µ⊗N{σ = (x1, . . . , xN ) ∈ ΩN : (xτ(1), xτ(2), . . . , xτ(n)) e´ fragmentado}.
Podemos igualmente, sem mudar o valor, tomar a esperanc¸a relativa a medida uniforme
sobre o grupo SN de permutac¸o˜es:
P [W ∈ An] = Eτµ⊗N{σ ∈ ΩN : (xτ(1), xτ(2), . . . , xτ(n)) e´ fragmentado}
= EτEσ∼µ⊗Nχ{σ : (xτ(1),xτ(2),...,xτ(n)) e´ fragmentado}
= Eσ∼µ⊗NEτχ{σ : (xτ(1),xτ(2),...,xτ(n)) e´ fragmentado}
= Eσ∼µ⊗NPτ [(xτ(1), xτ(2), . . . , xτ(n)) e´ fragmentado | σ].
Usamos o “truque de condicionamento” (“conditioning trick”, veja observac¸a˜o H.4.2): na
expressa˜o interior os valores de σ sa˜o fixos, X1 = x2, X2 = x2, . . . , Xn = xn, e a
probabilidade refere-se ao espac¸o probabilı´stico finito SN munido da medida uniforme, µ].
Dada a amostra determinı´stica, σ, escolhemos um subconjunto D ⊆ [n] da cardinalidade
d = d(σ) = VC-dim(C  σ), fragmentado por C . Agora, temos
Pτ [(xτ(1), xτ(2), . . . , xτ(n)) e´ fragmentado] ≥ P [xτ(1), xτ(2), . . . , xτ(n) ∈ D].
Trata-se de um problema da primeira aula de um curso de probabilidade: uma urna conte´m
N bolas, incluindo exatamente d vermelhas, e uma pessoa retira n bolas aleatoriamente.
108 4. CLASSES DE GLIVENKO-CANTELLI
Qual e´ a probabilidade do que todas as bolas retiradas sejam vermelhas? A probabilidade
e´ dada pela expressa˜o
d
N
· d− 1
N − 1 ·
d− 2
N − 2 · . . . ·
d− n+ 1
N − n+ 1 ,
de onde
P [W ∈ An] ≥ Eσ∼µ⊗N
d(σ)
N
· d(σ)− 1
N − 1 ·
d(σ)− 2
N − 2 · . . . ·
d(σ)− n+ 1
N − n+ 1
→ αn quando N →∞.

4.3.7. Lema de Fremlin. (41/2)⇒ (5).
LEMA 4.3.12. Sejam Ω um conjunto e (An) uma sequeˆncia de subconjuntos, An ⊆
Ωn, n ∈ N+. As condic¸o˜es seguintes sa˜o equivalentes.
(1) Existe uma classe C tal que para todo n, An consiste de todas as amostras de
comprimento n fragmentadas por C .
(2) Para todos m,n, m ≤ n, os conjuntos An sa˜o invariantes pelas permutac¸o˜es de
coordenadas,
τ(An) ⊆ An, τ ∈ Sn,
assim como pelas projec¸o˜es:
pinm(An) ⊆ Vm, onde pinm(x1, x2, . . . , xm, . . . , xn) = (x1, x2, . . . , xm).
DEMONSTRAC¸A˜O. A implicac¸a˜o (1) ⇒ (2) e´ evidente, e para mostrar (2) ⇒ (1),
basta criar a classe C que consiste de todos os conjuntos finitos {x1, x2, . . . , xn} tendo a
propriedade (x1, x2, , . . . , xn) ∈ An, n ∈ N. 
Vamos chamar provisoriamente (so´ dentro desta subsec¸a˜o) uma sequeˆncia (An) de
conjuntos borelianos que possui uma das propriedades (1) ou (2) uma sequeˆncia frag-
menta´vel.
EXERCI´CIO 4.3.13. Mostrar que cada medida boreliana sigma-aditiva, µ, satisfaz a
propriedade: se (Bn) e´ uma sequeˆncia decrescente de conjuntos borelianos encaixados,
enta˜o
µ (∩nBn) = limµ(Bn).
Uma propriedade ana´loga tambe´m tem lugar para as sequeˆncias crescentes.
LEMA 4.3.14. Seja (An) uma sequeˆncia fragmenta´vel tal que µ⊗n(An) ≥ αn, ou
seja, r(An) ≥ α, onde α ∈ R+. Enta˜o existe uma sequeˆncia fragmenta´vel (A′n), tal que
A′n ⊆ An, r(A′n) ≥ α, e (A′n) e´ minimal com estas propriedades, ou seja, dado uma
sequeˆncia fragmenta´vel (Wn) tal que Wn ⊆ A′n e r(Wn) ≥ α, temos para todo n
µ⊗n(A′n \Wn) = 0.
DEMONSTRAC¸A˜O. Vamos definir A′n recursivamente. Para n = 1, definamos
s = sup
(Wn)n
µ(A1 \W1),
onde o supremo e´ formado sobre todas as sequeˆncias fragmenta´veis (Wn)∞n=1 tendo as
propriedades Wn ⊆ An e r(Wn) ≥ α. Se s = 0, enta˜o colocamos A′1 = A1. Se s > 0,
enta˜o para cada k ∈ N+ existe uma sequeˆncia fragmenta´vel (W kn ) tal que W kn ⊆ An,
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µ⊗n(W kn ) ≥ αn, e µ(A1 \W k1 ) > s − 1/k. Verifica-se facilmente que a sequeˆncia de
conjuntos
Wn =
∞⋂
k=1
W kn
e´ fragmenta´vel, tenha a propriedade µ⊗n(Wn) ≥ αn, e qualquer que seja uma sequeˆncia
fragmenta´vel (Zn) com µ⊗n(Zn) ≥ αn e Zn ⊆ An, tenhamos necessariamente µ(W1 \
Z1) = 0. Escolhemos A′1 = W1 e continuamos recursivamente. 
TEOREMA 4.3.15 (Lema de Fremlin). Seja Ω um espac¸o probabilı´stico padra˜o, e seja
(An) uma sequeˆncia fragmenta´vel tal que
µ⊗n(An) ≥ αn para todo n.
Enta˜o existe um conjunto boreliano, A ⊆ Ω, tal que µ(A) = α e para todo n, µ⊗n(An \
An) = 0, ou seja, a menos de um conjunto negligencia´vel, An e´ contido em An.
Vamos supor sem perda de generalidade que (An) e´ uma sequeˆncia fragmenta´vel mi-
nimal com a propriedade r(An) ≥ α. Para cada x ∈ Ω e n ∈ N+, definamos um conjunto
boreliano An,x, como a fatia vertical de Vn+1 sobre x:
An,x = {σ ∈ Ωn : xσ ∈ An+1},
onde xσ e´ a concatenac¸a˜o de x com σ. Verifica-se facilmente que a sequeˆncia (An,x)
e´ fragmenta´vel e tem a propriedade An,x ⊆ An. Logo, o valor de r((An,x)n) e´ bem
definido, e na˜o pode ultrapassar α:
r((An,x)n) = lim
n→∞
(
µ⊗nAn,x
)1/n ≤ α.
O nosso conjunto desejado e´ agora definido como segue:
A = {x ∈ Ω: r((An,x)n) = α}.
Primeiramente, vamos verificar que µ(A) ≥ α. Para obter uma contradic¸a˜o, suponha
que µ(A) = α′ < α. Usando o exercı´cio 4.3.13, podemos escolher um valor α1 tal que
α′ < α1 < α e
µ{x ∈ Ω: r((An,x)n) ≥ α1} < α1,
ou seja
µ{x ∈ Ω: r((An,x)n) < α1} ≥ 1− α1.
Definamos
Bn = {x ∈ Ω: ∀N ≥ n,
(
µ⊗NAN,x
)1/N
< α1}.
Usando exercı´cio 4.3.13, concluı´mos: limn→∞ µ(Bn) ≥ 1− α1. Por conseguinte, se n e´
bastante grande,
µ(Ω \Bn) < 1
2
(α+ α1).
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Temos
µ⊗(n+1)(An+1) =
∫
Ω
µ⊗n(An,x) dµ(x)
=
∫
Bn
+
∫
Ω\Bn
< αn1 +
1
2
(α+ α1)µ
⊗n(An)
= αn
(
αn1
αn
+
1
2
(α+ α1)
µ⊗n(An)
αn
)
≤
(
3
4
α+
1
4
α1
)
µ⊗n(An)
quando n e´ bastante grande, porque αn1/αn → 0, enquanto µ⊗n(Vn) ≥ αn. Concluı´mos
indutivamente: para n bastante grande e fixo, e N > n qualquer,
µ⊗(N)(VN ) ≤
(
3
4
α+
1
4
α1
)N−n
µ⊗n(An),
e por conseguinte,
r((AN )N ) = lim
(
µ⊗N (AN )
)1/N ≤ 3
4
α+
1
4
α1 < α,
uma contradic¸a˜o.
Enta˜o, µ(A) ≥ α. Segundo a definic¸a˜o de A, para todo x ∈ A, a sequeˆncia frag-
menta´vel (An,x)∞n=1 satisfaz r((An,x)n) = α e An,x ⊆ An. Como (An) e´ minimal,
temos µ⊗n(An \An,x) = 0. Segue-se, indutivamente em k, que qualquer que seja ς ∈ Ak,
µ-quase certamente o conjunto
Vn,ς = {σ ∈ Ωn : ςσ ∈ Vn+k}
satisfaz a propriedade µ⊗n(An \ Vn,ς) = 0. Mas isso implica que para todo k, µ-quase
todas amostras ς ∈ Ak pertencem a An. O lema de Fremlin e´ mostrado.
A implicac¸a˜o procurada (41/2)⇒ (5) segue-se imediatamente no caso onde An con-
sistem de todas as amostras fragmentadas por C . Isso termina a prova do teorema 4.3.1.
Agora pode-se formular a conjetura seguinte.
CONJETURA 4.3.16. Uma classe de conceitos C e´ consistentemente PAC apren-
diza´vel sob uma medida de probabilidade µ se e somente se, para cada testemunha de
irregularidade A, o espac¸o me´trico quociente da restric¸a˜o C  A na distaˆncia L1(µ|A) e´
um conjunto unita´rio:
∀C,D ∈ C , µ((C∆D) ∩A) = 0.
EXERCI´CIO 4.3.17. Mostre que as testemunhas de irregularidade podem ser mui-
tas distintas no mesmo domı´nio, disjuntas ou parcialmente sobrepondo-se. Construir um
exemplo de um espac¸o probabilı´stico padra˜o, (Ω, µ), bem como uma classe de conceitos
C , tais que Ω conte´m va´rias testemunhas de irregularidade.
Pode ser que, dado uma classe C no domı´nio (Ω, µ), existe uma aplicac¸a˜o quociente
canoˆnica φ de Ω para um outro espac¸o probabilı´stico, (Υ, ν), munido de uma classe D ,
de modo que ν = φ∗(µ), C = φ−1(D), e C e´ consistentemente PAC aprendiza´vel se e
somente seD e´ Glivenko–Cantelli? Informalmente, uma tal aplicac¸a˜o hipote´tica, φ, colaria
cada testemunha de irregularidade em um ponto de Υ.
4.4. APRENDIZAGEM INDEPENDENTE DE DISTRIBUIC¸A˜O 111
4.4. Aprendizagem independente de distribuic¸a˜o
A parte mais importante da teoria da aprendizagem dentro de uma classe e´ a aprendi-
zagem independente da distribuic¸a˜o subjacente (“distribution-free learning”). O conceito
significa que a complexidade amostral na˜o depende da medida µ, e e´ uniforme sobre o con-
junto P (Ω) de todas as medidas de probabilidade borelianas. Esta abordagem justifica-se
plenamente, dado que a medida µ e´ geralmente desconhecida. Todas as noc¸o˜es e resulta-
dos principais tem verso˜es uniformes, independentes de uma medida. Vamos comec¸ar as
formulac¸o˜es.
DEFINIC¸A˜O 4.4.1. Uma regra de aprendizagem L e´ provavelmente aproximadamente
correta (PAC) em relac¸a˜o a` classe de conceitos C (independentemente de medida), se para
todo  > 0, todo C ∈ C e toda medida de probabilidade boreliana µ sobre Ω,
(4.11) P [µ (L(σ,C  σ) ∆C) > ]→ 0 uniformemente em µ e C.
Em outras palavras,
(4.12) sup
µ∈P (Ω)
sup
C∈C
µ⊗n {σ ∈ Ωn : µ (L(σ,C  σ) ∆C) > } → 0 quando n→∞,
ou, usando uma notac¸a˜o mais econoˆmica,
sup
µ∈P (Ω)
Eσ∼µ sup
C∈C
erroµ,CL(C  σ)→ 0 quando n→∞.
Da maneira equivalente, existe uma func¸a˜o s(, δ) (complexidade amostral de L, in-
dependente da medida) tal que para todo C ∈ C e toda µ ∈ P (Ω), uma amostra i.i.d.
σ ∼ µ de tamanho n ≥ s(, δ) satisfaz µ(C ∆L(σ,C  σ)) <  com confianc¸a ≥ 1− δ.
DEFINIC¸A˜O 4.4.2. Uma classe C e´ PAC aprendiza´vel se existe uma regra de aprendi-
zagem PAC para C , independente de medida.
OBSERVAC¸A˜O 4.4.3. A classe C construı´da na subsec¸a˜o 3.4.2, que e´ PAC apren-
diza´vel sob toda medida de probabilidade µ no domı´nio, na˜o satisfaz a definic¸a˜o acima,
pois cada vez a regra de aprendizagem e´ diferente, ou seja, ela depende da medida. De
fato, a classe na˜o e´ PAC aprendiza´vel independentemente da medida, pois a taxa de apren-
dizagem, como foi mostrado, pode ser arbitrariamente lenta.
DEFINIC¸A˜O 4.4.4. Uma classe C e´ consistentemente PAC aprendiza´vel se toda regra
de aprendizagem consistente com C e´ provavelmente aproximadamente correta, indepen-
dentemente de medida.
Precisamos tambe´m formular uma versa˜o uniforme (independente da medida) de uma
classe de Glivenko–Cantelli.
DEFINIC¸A˜O 4.4.5. Uma classe de conceitos, C , sobre um domı´nio Ω e´ uma c classe
de Glivenko-Cantelli uniforme se, dado ε > 0 (precisa˜o) e δ > 0 (risco), existe um valor
s = s(, δ,C ) tal que, qualquer que seja n ≥ s, temos para toda medida de probabilidade
µ sobre Ω:
(4.13) µ⊗n
[
sup
C∈C
∣∣∣∣∣ 1n
n∑
i=1
χC(Xi)− µ(C)
∣∣∣∣∣ > ε
]
≤ δ,
onde X1, X2, . . . , Xn sa˜o elementos aleato´rias de Ω i.i.d. distribuı´dos segundo a lei µ.
De maneira equivalente e mais econoˆmica,
sup
µ∈P (Ω)
Eµ sup
C∈C
|µσ(C)− µ(C)| → 0 quando n→∞.
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O resultado seguinte e´ a pedra angular da teoria de aprendizagem dentro de uma classe
[Vapnik and Cˇervonenkis, 1971, Blumer, Ehrenfeucht, Haussler, and Warmuth, 1989].
TEOREMA 4.4.6. As seguintes proposic¸o˜es sa˜o equivalentes:
(1) C e´ PAC aprendiza´vel.
(2) C e´ consistentemente PAC aprendiza´vel.
(3) C e´ uma classe de Glivenko–Cantelli uniforme.
(4) supµ∈P (Ω)Rn(C , µ)→ 0 quando n→∞.
(5) VC-dim(C ) <∞.
Vamos apresentar uma prova circular, no sentido anti-hora´rio.
(1)⇒ (5). Seja C uma classe PAC aprendiza´vel independentemente da medida, com
a complexidade amostral s(, δ). Qualquer seja a medida de probabilidade µ sobre Ω,
segundo o teorema 3.3.9 de Benedek–Itai, temos
log2D(2,C , L
1(µ)))− 1 ≤ s(, δ),
quando δ ≤ 1/2. Seja σ uma amostra com n pontos, fragmentada pela classeC . Aplicando
a desigualdade acima a` medida empı´rica µ = µσ , ou seja, a medida uniforme suportada
sobre σ, e usando a proposic¸a˜o 3.3.8 com  = 1/8 e δ = 1/2, deduzimos
n
8
≤ log 2 [s(1/8, 1/2)] + 1,
de onde
VC-dim(C ) ≤ 8 log 2 [s(1/8, 1/2)] + 1.
(5)⇒ (4). Veja a subsec¸a˜o 4.3.3, eq. (4.10).
(4)⇒ (3). Segue-se do teorema 4.1.10.
(3) ⇒ (2). Usamos o corola´rio 4.2.1. Note que a taxa de aprendizagem e´ uniforme
para todas as regras de aprendizagem consistentes.
(2)⇒ (1). Segue da observac¸a˜o seguinte.
PROPOSIC¸A˜O 4.4.7. Cada classe C admite pelo menos uma regra de aprendizagem
consistente.
DEMONSTRAC¸A˜O. Uma forma equivalente do Axioma de Escolha (AC) diz que todo
conjunto X admite uma boa ordem, ou seja, uma ordem total, ≺, tal que cada subconjunto
na˜o vazio de X tem o elemento mı´nimo com relac¸a˜o a` ordem ≺:
∀Y, ∅ 6= Y ⊆ X ⇒ ∃y ∈ Y ∀z ∈ Y y ≺ z.
Fixemos uma tal ordem sobre C . Dada uma amostra σ rotulada por um conceito que
pertence a C , a famı´lia Cσ de todos os conceitos C induzindo a mesma rotulagem sobre σ
na˜o e´ vazia, logo possui o elemento minimal, que escolhemos como L (σ). A regra L e´
consistente. 
(Vamos reexaminar este resultado na pro´xima sec¸a˜o.)
EXERCI´CIO 4.4.8. No´s ja´ caracterizamos as classes C que possuem a propriedade de
Glivenko–Cantelli (uniforme) sob a classe de todas as medidas, assim como sob a medida
fixa. As primeiras sa˜o as de dimensa˜o VC finita, as u´ltimas sa˜o as classes que na˜o possuem
a testemunha de irregularidade de Talagrand. Ambas propriedades esta˜o limitando a quan-
tidade de fragmentac¸a˜o pela classe. Agora estude o problema seguinte: quais condic¸o˜es
sobre uma classe C , tambe´m exprimidas na linguagem de fragmentac¸a˜o, sa˜o necessa´rias
e suficientes para C possuir a propriedade de Glivenko–Cantelli uniforme sob a classe de
todas as medidas na˜o atoˆmicas?
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O problema foi sugerido em [Vidyasagar, 2003], problema 12.8. Depois de refletir um
pouco, voceˆ pode comparar a sua soluc¸a˜o com a sugerida em [Pestov, 2013c].
4.5. Tomar cuidado com a mensurabilidade
Nesta sec¸a˜o, vamos fazer algo de paradoxal: construiremos contraexemplos aos teo-
remas principais deste capı´tulo.
4.5.1. Dois contraexemplos. Lembramos que uma ordem total, , e´ chamada uma
boa ordem se todo subconjunto na˜o vazio de Ω tem mı´nimo. Uma boa ordem sobre X e´
minimal se todo segmento aberto inicial, {x ∈ X : x ≺ y}, tem a cardinalidade estrita-
mente menor do que X . Para um conjunto X infinito, a condic¸a˜o equivalente e´ que todo
segmento fechado inicial,
Ix = {y ∈ X : y  x},
tem a cardinalidade estritamente menor do que a de X .
Segundo uma forma equivalente do Axioma de Escolha (AC), o Princı´pio de Boa
Ordem (Well-Ordering Principle), todo conjunto admite uma boa ordem minimal (sec¸a˜o
B.3.4).
EXEMPLO 4.5.1 (Durst and Dudley [1980],Proposition 2.2). Assumamos a Hipo´tese
do Contı´nuo (CH). Ou seja, na˜o existem cardinalidades estritamente intermedia´rias entre a
cardinalidade de N e a de R (sec¸a˜o B.2.3).
Seja Ω um espac¸o boreliano padra˜o na˜o enumera´vel, isto e´, um espac¸o boreliano iso-
morfo ao intervalo [0, 1]. Escolhemos uma boa ordem minimal, , sobre Ω. E´ u´til a
observar que a ordem  na˜o tem nada a ver com as ordens usuais bem conhecidas, tais
como a ordem usual, ≤, sobre R. Sob a Hipo´tese do Contı´nuo, todo segmento fechado
inicial, Iy , tendo uma cardinalidade menor que c = 2ℵ0 , e´ enumera´vel. Formamos uma
classe de conceitos C que consiste de todos os segmentos iniciais, Iy , y ∈ Ω. E´ claro que
a dimensa˜o VC da classe C e´ um.
Agora, seja µ uma medida de probabilidade boreliana na˜o atoˆmica sobre Ω (por exem-
plo, a medida de Lebesgue sobre o intervalo [0, 1]). Sob CH, todo elemento de C e´ um
conjunto enumera´vel, logo boreliano, de medida zero (um conjunto nulo).
Ao mesmo tempo, para cada amostra finita σ, existe um segmento inicial Iy ∈ C que
conte´m todos os elementos de σ: basta definir y = max≺{x1, x2, . . . , xn}. A medida
empı´rica de C com relac¸a˜o a σ e´ um. Concluı´mos: nenhuma amostra finita pode advinhar
a medida de todos os elementos de C com uma precisa˜o  < 1 qualquer e uma confianc¸a
na˜o nula. A classe C na˜o e´ uma classe de Glivenko–Cantelli, apesar de ter a dimensa˜o VC
um.
OBSERVAC¸A˜O 4.5.2. Com efeito, no exemplo acima, CH na˜o e´ necessa´ria, o mesmo
argumento e´ va´lido sobre uma hipo´tese bem mais fraca, o Axioma de Martin (MA). Eu
na˜o sei se um exemplo com as mesmas propriedades pode ser construı´do dentro o sistema
ZFC, sem hipo´teses conjuntı´sticas adicionais.
O exemplo pode ser modificado, para obter um exemplo de uma classe de conceitos
de dimensa˜o VC finita (um) que na˜o e´ consistentemente PAC aprendiza´vel.
EXEMPLO 4.5.3 (Blumer, Ehrenfeucht, Haussler, and Warmuth [1989], p. 953). Mais
uma vez, sobre CH, adicione a` classe de conceitos C do exemplo 4.5.1 o conjunto Ω como
um elemento. Denotemos a nova classe C ′ = C ∪ {Ω}. Sempre temos VC-dim(C ′) = 1.
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A toda amostra finita rotulada, (σ, τ), associamos a hipo´tese
(4.14) L(σ, τ) = Iz, z = max≺ τ.
E´ fa´cil a ver que a regra de aprendizagem L e´ consistente com a classe C ′.
Ao mesmo tempo, L na˜o e´ provavelmente aproximadamente correta. Para o conceito
C = Ω a regra L(σ,Ω  σ) = L(σ, σ) vai sempre gerar um conceito enumera´vel da
forma Iy , y = maxσ. Por conseguinte, quando a medida µ e´ na˜o atoˆmica, µ(Ω ∆ Iy) =
µ(Ω \ Iy) = 1. O conceito C = Ω na˜o pode ser aprendido com a precisa˜o  < 1 e uma
confianc¸a na˜o nula. Ao mesmo tempo, a dimensa˜o VC da classe C ′ e´ um.
Como e´ possı´vel que os mesmos resultados possam ser mostrados e refutados ao
mesmo tempo? Onde reside o problema? A fim de entender a situac¸a˜o, vamos discutir
um paradoxo importante, descoberto na matema´tica bastante recentemente.
4.5.2. Paradoxo de Chris Freiling: uma “refutac¸a˜o” da Hipo´tese do Contı´nuo.
Vamos discutir um argumento nota´vel contra a validade da Hipo´tese do Contı´nuo, sugerido
por Chris Freiling [Freiling, 1986].
Considere uma experieˆncia mental de jogar dardo, que esta´ entre os passatempos fa-
voritos de probabilistas (em terceiro lugar somente depois de lanc¸ar a moeda e lanc¸ar um
dado). Voceˆ joga um dardo em um alvo, por exemplo, o quadrado de lado unita´rio, [0, 1]2.
O resultado de uma experieˆncia e´ um ponto, x ∈ [0, 1]2, atingido pelo dardo. Suponha que
a probabilidade de atingir uma regia˜o, A, e´ proporcional a` a´rea (a medida uniforme) dela:
P [X ∈ A] = area(A) = λ⊗2(A),
onde λ⊗2 e´ a medida de Lebesgue. Desse modo, a distribuic¸a˜o de pontos atingidos pelo
dardo segue a lei uniforme no quadrado. Em particular, a medida uniforme (de produto) e´
na˜o atoˆmica: a probabilidade de atingir um ponto particular e´ zero.
Suponha que a Hipo´tese do Contı´nuo seja va´lida. Como uma consequeˆncia, existe
uma boa ordem ≺ sobre o quadrado, [0, 1]2, com a propriedade do que, qualquer que seja
x ∈ [0, 1]2, o conjunto de pontos que precedem x,
Ix = {y ∈ [0, 1]2 : y  x},
e´ enumera´vel:
∀x ∈ [0, 1]2, |Ix| ≤ ℵ0.
Lembremos, mais uma vez, que esta ordem na˜o e´ construtiva, na˜o ha´ algum algoritmo para
construı´-la. E´ uma ordem cuja existeˆncia segue do Axioma de Escolha (pa´gina 238) (o
Princı´pio de Boa Ordem de Zermelo B.3.14).
Suponha agora dois jogadores de dardo, A e B, ou (no espı´rito da criptografia de chave
pu´blica), Alice e Bob, esta˜o jogando dardos, independentemente um do outro. Em outras
palavras, ha´ dois independentes varia´veis aleato´rias, X e Y , distribuı´das uniformemente
no quadrado [0, 1]2.
Lembra-se que a independeˆncia de varia´veis aleato´rias X e Y significa que para cada
par de subconjuntos borelianos do quadrado, digamos Π1 e Π2, os eventos [X ∈ Π1] e
[Y ∈ Π2] sa˜o independentes, ou seja,
P [X ∈ Π1 ∧ Y ∈ Π2] = P [X ∈ Π1] · P [Y ∈ Π2].
Por conseguinte, na˜o importa se Alice lanc¸a seu dardo primeiro, ou Bob faz: de nenhum
jeito isto afetara´ o resultado da experieˆncia. Por exemplo, pode ser que Alice tem jogado
o seu dardo ha´ dez anos, o resultado (um elemento x ∈ [0, 1]2) foi gravado e mantido
em segredo, e agora Bob lanc¸a seu dardo, e depois os resultados nos sa˜o encaminhados
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simultaneamente, em envelopes selados, por pessoas diferentes. E´ possı´vel tambe´m que
Alice e Bob na˜o saibam da existeˆncia um do outro, e mesmo que viverem – e jogarem
dardos – em duas extremidades diferentes da terra.
Em qualquer caso, depois de eles jogarem dardos, recebemos dois nu´meros: a ∈
[0, 1]2 para Alice, e b ∈ [0, 1]2 para Bob. Ha´ duas possibilidades: a  b ou b  a.
Consideraremos ambos os casos.
Suponha primeiro que a  b. Como os dois eventos eram independentes, podemos
assumir sem perda de generalidade que Alice jogou seu dardo primeira. Qual e´ a proba-
bilidade de que, quando a for fixado, o resultado do Bob preceder a? Como o conjunto
de predecessores de a, que no´s denotamos Sa, a` enumera´vel, a probabilidade do evento e´
zero:
P [Y ∈ Ia] = 0.
E´ um evento improva´vel.
Agora suponha que b  a. Dessa vez, podemos assumir igualmente bem que Bob
tinha jogado seu dardo primeiro e no´s tenhamos o seu resultado, b. Qual e´ a probabilidade
de que o resultado de Alice seja menor do que o do Bob, a  b? O conjunto Ib e´ tambe´m
enumera´vel, logo
P [X ∈ Ib] = 0.
Deste modo, concluı´mos que ambos os resultados, a ≺ b e b ≺ a, sa˜o improva´veis. Por
conseguinte, o evento
(a  b) ∨ (b  a)
e´ improva´vel. Mas claramente ou a  b ou b ≺ a sempre acontece, enta˜o a probabilidade
do evento acima deve ser um! Chegamos a uma contradic¸a˜o. Ela resulta da Hipo´tese do
Contı´nuo. Concluı´mos: a CH e´ falsa. 
O argumento de Freiling refuta a CH? Na˜o realmente: enganamos um pouquinho. Se
voceˆ olhar para a “impressa˜o fina” do argumento, torna-se claro que ele na˜o e´ uma boa
prova rigorosa.
Queremos falar da probabilidade do evento que o resultado da primeira experieˆncia
precede, com relac¸a˜o a` ordem ≺, o resultado da segunda experieˆncia: a  b. Ou seja,
estamos interessados no probabilidade do evento
[X  Y ].
A probabilidade e´ igual a` medida uniforme do conjunto de todos os pares (a, b) ∈ [0, 1]2×
[0, 1]2 tendo a propriedade a  b:
P [X  Y ] = λ⊗2{(a, b) : a  b} ⊆ [0, 1]2 × [0, 1]2.
E´ neste momento particular que o nosso argumento intuitivo perde o rigor matema´tico: o
conjunto acima, ou seja, o gra´fico da relac¸a˜o, na˜o e´ mensura´vel, e na˜o pode ser atribuı´do
nenhum valor da medida! A probabilidade do evento [X  Y ] e´ indefinida. O argumento
de Freiling na˜o pode ser traduzido em uma prova.
Concretamente, denotemos
A = {(a, b) : a  b}.
Para todo b ∈ [0, 1]2, a “fatia horizontal”, Ab = {a ∈ [0, 1]2 : (a, b) ∈ A}, e´ enumera´vel,
logo tem medida nula. Se A for mensura´vel, terı´amos
λ⊗2(A) =
∫
[0,1]2
λ(Ab) dλ(b) = 0,
116 4. CLASSES DE GLIVENKO-CANTELLI
e de modo semelhante, a medida do conjunto complementar seria nula tambe´m, uma
contradic¸a˜o. O que o argumento de Freiling mostra, e´ so´ que A na˜o e´ mensura´vel.
No entanto, o significado do argumento acima e´ muito maior do que um truque diver-
tido. Estamos apenas nos atendo a um tecnicismo puro. E se um dia os matema´ticos conse-
guirem construir uma nova base axioma´tica que incorporaria tanto os conjuntos quanto as
varia´veis aleato´rias em um fundamento, o argumento de Freiling se tornaria um teorema,
mostrando rigorosamente que a Hipo´tese do Contı´nuo seja falsa.
Freiling ele mesmo propoˆs incorporar nos fundamentos da matema´tica um axioma
adicional, o chamado axioma da simetria (AX).
Deixe-me concluir a subsec¸a˜o com uma opinia˜o sobre o argumento de Freiling per-
tencente a` David Mumford [Mumford, 2000].
“Why is not this result as widely known as Go¨del’s and Cohen’s, I
don’t know. (...) The Continuum Hypothesis is surely similar to the
scholastic issue on how many angels can stand on the head of a pin:
an issue which disappears if you change your point of view.”
4.5.3. Classes universalmente separa´veis. O paradoxo de Freiling nos da´ uma chave
para entender os exemplos aparentemente contradito´rios: a Hipo´tese do Contı´nuo na˜o com-
bina bem com mensurabilidade. Examinando as provas de nossos teoremas desta sec¸a˜o,
concluı´mos que o argumento de simetrizac¸a˜o na˜o funciona para a classe C construı´da na
subsec¸a˜o 4.5.1. Pode-se mostrar (usando o mesmo argumento simples que acima) que para
nossa classe, a expressa˜o
Eσ,σ′∼µ sup
C∈C
|µσ(C)− µσ′(C)|
e´ mal definida, pois a func¸a˜o
sup
C∈C
|µσ(C)− µσ′(C)|
sobre Ωn × Ωn na˜o e´ mensura´vel. Isso mostra que algumas hipo´teses de mensurabilidade
adicionais sobre a classe de conceitos, C , sa˜o inevita´veis.
Ha´ muitas formas de contornar esta restric¸a˜o. Escolhemos a mais simples delas, a
noc¸a˜o de uma classe universalmente separa´vel.
DEFINIC¸A˜O 4.5.4. Uma famı´lia de conjuntos borelianos, C , de um espac¸o boreli-
ano padra˜o, Ω, e´ universalmente separa´vel se existe uma subfamı´lia enumera´vel, C ′, tal
que todo C ∈ C e´ o limite de uma sequeˆncia (Cn) de elementos de C ′ na topologia de
convergeˆncia pontual:
∀x ∈ Ω, ∃N ∀n ≥ N, χCn(x) = χC(x).
(Diz-se que C ′ e´ universalmente denso em C ).
Vamos deixar como um exercı´cio a verificac¸a˜o que para uma classe universalmente
separa´vel todos os conjuntos que aparecem nas provas deste capı´tulo sa˜o mensura´veis. De
maneira ilustrativa, so´ vamos mostrar uma propriedade tı´pica de mensurabilidade de tais
classes.
PROPOSIC¸A˜O 4.5.5. Cada classe universalmente separa´vel admite uma regra de apren-
dizagem consistente que satisfaz a condic¸a˜o de mensurabilidade seguinte. Para todo con-
junto boreliano B ∈ B, toda medida de probabilidade µ ∈ P (Ω), e todo n ∈ N+, a
func¸a˜o
(4.15) Ωn 3 σ 7→ µ (L(σ,C  σ) ∆B) ∈ R
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e´ mensura´vel.
DEMONSTRAC¸A˜O. Seja C uma classe universalmente separa´vel. Selecionamos uma
subclasse enumera´vel e universalmente densa de C ,
C ′ = {C1, C2, . . . , Cn, . . .}.
Definamos uma regra de aprendizagem, L, como segue: dado uma amostra rotulada de
tamanho n, (σ, τ), definamos
Ln(σ, τ) =
{
∅, se τ /∈ C  σ,
Cmin{k : Ckσ=τ}, caso contra´rio.
Informalmente, o algoritmo examina todos os conceitos C1, C2, . . . nesta ordem, e para
quando o conceito induzindo a rotulagem desejada for achado.
E´ fa´cil a ver que a classe C ′ induz todas as mesmas rotulagens que C :
C  σ = C ′  σ.
Logo, a aplicac¸a˜o L e´ bem definida. E´ claro que a regra L e´ consistente com a classe C .
Para verificar que L satisfaz a condic¸a˜o de mensurabilidade, definamos para todo C ∈ C
e todo n o conjunto
AC = {(σ, τ) : σ ∈ Ωn, τ = C  σ} ⊆ Ωn × {0, 1}n.
Dado um τ ∈ {0, 1}n, a “fatia vertical” correspondente de AC ,
AC ∩ (Ωn × {τ}) ,
pode ser escrita como
C1 × C2 × . . .× Cn × {τ},
onde Ci e´ igual a C se τi = 1 e Ci = Ω \ C se τi = 0. Por isso, AC e´ um conjunto
boreliano.
Definamos para todos k
Bk = {(σ, τ) : Ln(σ, τ) = Ck}
e
B0 = Ω \
∞⋃
k=1
Bk.
Temos
B1 = AC1 , B2 = AC2 \AC1 , . . . ,
Bk = ACk \
k−1⋃
i=1
ACi , . . . ,
logo todos os conjuntos Bk sa˜o borelianos, incluindo B0. Eles formam uma partic¸a˜o bo-
reliana enumera´vel de Ω, e agora basta mostrar que a nossa func¸a˜o
Ω 3 σ 7→ µ (L(σ,C  σ) ∆B) ∈ R,
e´ mensura´vel quando restrita sobre cado pedac¸o boreliano, Bk, desta partic¸a˜o. Mas sobre
cada pedac¸o, a func¸a˜o e´ constante: sobre Bk, k ≥ 1 ela toma o valor
µ(Ck ∆B),
enquanto sobre B0 ela toma o valor µ(B). 
O seguinte pode ser mostrado com algumas modificac¸o˜es cosme´ticas.
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PROPOSIC¸A˜O 4.5.6. Toda classe C universalmente separa´vel admite uma regra de
aprendizagem Lmensura´vel que segue o princı´pio de minimizac¸a˜o de perda empı´rica. 
Desse modo, segue-se que todos os resultados de nosso capı´tulo restam va´lidos sob a
hipo´tese de que a classe C seja universalmente separa´vel.
OBSERVAC¸A˜O 4.5.7. E´ interessante que, sob CH (ou MA), pode-se mostrar [Pestov,
2011] que a classe C ′ do exemplo 4.5.3 e´ PAC aprendiza´vel independentemente da medida.
Redefinamos a boa ordem sobre C = {Ix : x ∈ R} ∪ {Ω} fazendo Ω o elemento
minimal (em vez do maximal), e preservando a relac¸a˜o de ordem entre outros elementos.
Denotemos a nova ordem ≺1. Definamos a regra de aprendizagem L1 de mesmo modo
que na eq. (4.14), mas dessa vez o mı´nimo e´ entendido no sentido da ordem ≺1:
(4.16) L1(σ, τ) = min
(≺1)
C ∈ C : C  σ = ⋂
τ⊆D
D
 .
Para ver o que faz a diferenc¸a, seja µ uma medida na˜o atoˆmica sobre Ω. Se C = Ω,
enta˜o para toda amostra σ consistentemente rotulada com Ω a regra L1 vai produzir C,
porque e´ o conceito mı´nimo induzindo a rotulagem consistente. Se C 6= Ω, enta˜o para
µ-quase todas amostras σ a rotulagem sobre σ produzida por C e´ vazia, e´ o conceito
L1(σ, ∅) gerado pela regra L1, enquanto possivelmente diferente de C, sera´ um conceito
enumera´vel, significando que µ(C ∆L(σ, ∅)) = 0.
Para dar uma prova formal que L1 e´ PAC, note que, quaisquer que sejam C ∈ C ′ e
n ∈ N, a colec¸a˜o de conceitos dois a dois distintos L1(σ  C), σ ∈ Rn e´ enumera´vel
(sob CH), pois elas sa˜o todos contidos no segmento inicial da ordem ≺1 do conjunto C de
cardinalidade contı´nuo. Por conseguinte, a classe de conceitos
(4.17) LC1 = {L1(σ ∩ C) : σ ∈ Rn, n ∈ N} ⊆ C ′
e´ enumera´vel (assumindo CH). A dimensa˜o VC da classe LC1 ∪ {C} e´ ≤ 1, e por ser
enumera´vel, logo universalmente separa´vel, ela e´ uniforme Glivenko–Cantelli com a com-
plexidade amostral usual s(, δ, 1). Por conseguinte, dado , δ > 0, se n e´ bastante grande,
temos para cada medida de probabilidade µ sobre Ω e para cada σ ∈ Ωn
µ(C ∆L(σ,C ∩ σ)) < 
quando n ≥ N(, δ, 1).
CAPı´TULO 5
Consisteˆncia universal
O assunto deste capı´tulo e´ o classificador k-NN de k vizinhos mais pro´ximos em um
espac¸o me´trico separa´vel.
5.1. Classificador 1-NN de vizinhos mais pro´ximos
Seja Ω um espac¸o me´trico. Dado um ponto x ∈ Ω e´ uma amostra na˜o rotulada σ,
denotemos por NNσ(x) o vizinho mais pro´ximo de x em σ. No caso de empates, ou seja,
alguns pontos xi que todos atingem o valor da distaˆncia d(x, σ), vamos desempatar, por
exemplo, escolhendo xi com o menor ı´ndice i, ou escolhendo um dos vizinhos aleato-
riamente e uniformemente. Pelo momento a estrate´gia de desempate na˜o e´ importante.
Quando Ω e´ munido de uma medida de probabilidade boreliana, µ, vamos denotar por Wn
uma amostra aleato´ria com n elementos i.i.d., seguindo a lei µ.
TEOREMA 5.1.1 (Lema de Cover–Hart [Cover and Hart, 1967]). Seja µ uma medida
de probabilidade boreliana sobre um espac¸o me´trico separa´vel (Ω, d). Enta˜o, quase cer-
tamente,
(5.1) NNWn(X)→ X quando n→∞.
Vamos esclarecer a proposic¸a˜o, reformulando-a na linguagem conjuntı´stica e da teoria
de medida. Um caminho amostral e´ um elemento qualquer,
ς = (x1, x2, . . . , xn, . . .),
do produto cartesiano infinito Ω∞ = ΩN+ de N+ co´pias do domı´nio, Ω. Ou seja, ς e´
simplesmente uma sequeˆncia de elementos do domı´nio. Todo segmento inicial de um
caminho amostral,
ςn = (x1, x2, . . . , xn) ∈ Ωn,
e´ uma amostra. Na presenc¸a de uma medida de probabilidade µ sobre Ω, o caminho amos-
tral torna-se uma varia´vel aleato´ria seguindo a lei µ∞ = µ⊗N+ :
W = (X1, X2, . . . , Xn, . . .) ∈ Ω∞.
A expressa˜o na eq. (5.1) depende da varia´vel aleato´ria (X,X1, X2, . . . , Xn, . . .) = (W,X),
combinando o caminho amostral W com um elemento aleato´rio X do domı´nio, que e´ in-
dependente do caminho. O significado probabilı´stico da eq. (5.1) e´ que
P [ lim
n→∞ d(X,NNWn(X)) = 0] = 1.
(Aqui, Wn e´ o segmento inicial de W .) A reformulac¸a˜o conjuntı´stica:
(5.2) (µ⊗ µ∞)
{
(x, ς) ∈ Ω× Ω∞ : lim
n→∞ d(x,NNςn(x)) = 0
}
= 1,
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onde
d(x,NNςn(x)) = d(x, ςn) =
n
min
i=1
d(x, xi).
EXERCI´CIO 5.1.2. Mostre que o conjunto{
(x, ς) ∈ Ω× Ω∞ : lim
n→∞ d(x, ςn) = 0
}
e´ boreliano.
DEFINIC¸A˜O 5.1.3. Seja µ uma medida boreliana sobre um espac¸o me´trico Ω. Um
ponto x ∈ Ω pertence ao suporte de µ se o valor da medida de toda bola aberta em torno
de x e´ estritamente positivo:
x ∈ suppµ ⇐⇒ ∀ε > 0 µ(Bε(x)) > 0.
EXERCI´CIO 5.1.4. Mostre que o suporte de uma medida e´ um conjunto fechado.
EXERCI´CIO 5.1.5. Mostre que o suporte de uma medida boreliana sobre um espac¸o
me´trico qualquer e´ separa´vel.
[ Sugesta˜o: observe que dado ε > 0, cada famı´lia ε-discreta de pontos do suporte da
medida e´ necessariamente enumera´vel... ]
EXERCI´CIO 5.1.6. Seja µ uma medida de probabilidade sobre um espac¸o me´trico
separa´vel. Mostre que
(5.3) µ (suppµ) = 1.
OBSERVAC¸A˜O 5.1.7. Este e´ o resultado que exige a separabilidade do espac¸o Ω. Mais
exatamente, ele vale para qualquer espac¸o me´trico cuja densidade na˜o e´ um cardinal men-
sura´vel. Uma das condic¸o˜es equivalentes a` definic¸a˜o de cardinal mensura´vel, τ , e´ a se-
guinte: um espac¸o me´trico Ω de cardinalidade τ , munido da me´trica zero-um, admite uma
medida de probabilidade boreliana na˜o atoˆmica (uma medida de probabilidade definida
sobre todos os conjuntos de Ω, tendo a propriedade que a medida de cada conjunto unita´rio
e´ zero). O suporte de uma tal medida e´ obviamente vazio!
Portanto, em ZFC, na˜o somente a existeˆncia de cardinais mensura´veis na˜o pode ser
mostrada, mas ate´ mesmo a consisteˆncia do sistema “ZFC + existem cardinais men-
sura´veis”.
EXERCI´CIO 5.1.8 (∗). Seja µ uma medida de probabilidade sobre espac¸o me´trico cuja
densidade na˜o e´ um cardinal mensura´vel. Mostre que vale a conclusa˜o na eq. (5.3).
[ Sugesta˜o: todo espac¸o me´trico admite uma base topolo´gica que e´ a unia˜o de uma
sequeˆncia γn de famı´lias discretas (para todo x existe ε > 0 tal que Bε(x) encontra um
elemento de γn ao ma´ximo). (E´ uma metade do teorema de metrizac¸a˜o de Bing.) Tente
mostrar antes de consultar, por exemplo, [Engelking, 1989], sect. 5.4. Supondo que a
medida de suporte de µ e´ menor que 1, e aplicando o resultado acima ao espac¸oX \suppµ,
mostre que existe uma famı´lia discreta (em particular, disjunta) de abertos negligencia´veis
cuja unia˜o tem a medida estritamente positiva. Deduza que o cardinal |γ| e´ mensura´vel. ]
Deste modo, tudo se reduz ao caso separa´vel. Isso significa que a nossa hipo´tese de Ω
ser separa´vel na˜o e´ restritiva.
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PROVA DO LEMA DE COVER–HART 5.1.1. Seja x ∈ suppµ fixo qualquer, e seja
ε > 0. Para um elemento aleato´rioXn ∼ µ, a probabilidade do eventoXn /∈ Bε(x) e´ igual
a 1−µ(Bε(x)) < 1. Logo, para um caminho amostral aleato´rioW = (X1, X2, . . . , Xn, . . .),
qualquer seja n,
P [∀n Xn /∈ Bε(x)] ≤ P [X1 /∈ Bε(x), . . . , Xn /∈ Bε(x)]
= (1− µ(Bε(x)))n → 0 quando n→∞.
A sequeˆncia de reais d(NNςn , x) e´ mono´tona. Logo, com a probabilidade um, NNςn ∈
Bε(x) se n ≥ N , onde N e´ bastante grande. Aplicando esta observac¸a˜o para a sequeˆncia
de valores ε = 1/k e usando o fato que a intersec¸a˜o de uma sequeˆncia de conjuntos de
medida um tem medida um, concluı´mos que, com probabilidade um, NNςn → x. (Aqui, a
probabilidade refere-se a` medida µ∞ sobre o espac¸o de caminhos amostrais).
Segundo o teorema de Fubini H.4.13, e usando o exercı´cio 5.1.6,
(µ⊗ µ∞)
{
(x, ς) : lim
n→∞ d(x, ςn) = 0
}
=
∫
Ω
µ∞
{
(x, ς) : lim
n→∞ d(x, ςn) = 0
}
dµ(x)
=
∫
suppµ
+
∫
Ω\suppµ
= 1 + 0 = 1.

OBSERVAC¸A˜O 5.1.9. Seria interessante saber se aprendizagem e´ possı´vel nos espac¸os
mensura´veis com medida na˜o separa´veis (por exemplo, nos espac¸os probabilı´sticos de
Loeb [Loeb, 1975]), talvez, sob um modelo de aprendizagem diferente.
EXERCI´CIO 5.1.10. Analise onde os axiomas de uma me´trica foram usados na de-
monstrac¸a˜o do lema de Cover–Hart. Tente formular e mostrar verso˜es do resultado para
“medidas de semelhanc¸a” d(x, y) que na˜o satisfazem todos os axiomas da me´trica.
Aqui, uma consequeˆncia imediata do lema de Cover–Hart.
PROPOSIC¸A˜O 5.1.11. Seja µ uma medida de probabilidade boreliana sobre um espac¸o
me´trico separa´vel qualquer, Ω. Se C e´ um conceito boreliano em Ω tal que a fronteira de
C,
fr(C) = C¯ \
◦
C,
e´ negligencia´vel,
µ(fr(C)) = 0,
enta˜o o classificador de vizinhos mais pro´ximos aprende C, e a convergeˆncia de erro para
zero e´ quase certa:
µ(LNNn (C  ςn)∆C) q.c.→ 0 quando n→∞.
OBSERVAC¸A˜O 5.1.12. A convergeˆncia quase certa e´ uma propriedade mais forte do
que a convergeˆncia em probabilidade. Ela significa que o erro converge para zero ao longo
de quase todo caminho amostral. De fato, temos, para quase todos x ∈ Ω e quase todos os
caminhos amostrais ς ,
(5.4) LNNn (C  ςn)(x)→ χC(x).
Segundo o teorema de Lebesgue sobre convergeˆncia dominada (teorema H.1.17), a con-
vergeˆncia quase certa implica a convergeˆncia em probabilidade.
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1o passo
I1 I2 I3
C2
I4
os terços medios de dois intervalos
sao removidos no segundo passo
o terço medio
removido no
FIGURA 5.1. A construc¸a˜o do conjunto de Cantor, depois n = 2 passos.
DEMONSTRAC¸A˜O DA PROPOSIC¸A˜O 5.1.11. O conjunto aberto
◦
C e´ rotulado identi-
camente com o ro´tulo 1, e o conjunto aberto Ω \ C¯ e´ rotulado com 0. A unia˜o de dois
conjuntos tem medida plena (um). Seja x um elemento qualquer desta unia˜o. Suponha que
x pertenc¸a ao interior de C. Segundo o lema de Cover–Hart, para quase todos os caminhos
amostrais, existe um n tal que Xn toma valor dentro do interior de C, e desse modo, o vi-
zinho mais pro´ximo de x vai receber o ro´tulo 1. Por conseguinte, a regra 1-NN vai associar
a x o ro´tulo correto, 1, a partir deste n. Igualmente, para cada elemento x de Ω \ C¯ e quase
todos os caminhos amostrais ς , a regra LNNn vai associar a x o ro´tulo correto, 0, a partir de
um n. O teorema de Fubini H.4.13 permite a concluir que o conjunto de pares (x, ς) com a
propriedade de que a partir de um n o ro´tulo assinado a x e´ correto, tem a medida um. 
O resultado se aplica a cada espac¸o me´trico separa´vel, sem restric¸a˜o nenhuma. Infe-
lizmente, ele na˜o e´ muito u´til, pois num sentido “a maioria” dos conjuntos borelianos tem
uma fronteira de medida na˜o nula.
EXEMPLO 5.1.13. O conjunto de Cantor, C, e´ obtido do intervalo fechado [0, 1] re-
movendo o terc¸o me´dio, (1/3, 2/3), e em seguida, removendo os terc¸os me´dios (1/9, 2/9)
e (7/9, 8/9), de dois intervalos restantes, e cetera. Mais precisamente, a construc¸a˜o e´
recursiva. Definamos C0 = [0, 1]. Para todo n ∈ N, o conjunto Cn e´ a unia˜o de 2n inter-
valos fechados de comprimento 3−n cada um. Denotemos Cn+1 o conjunto obtido de Cn
eliminando os terc¸os me´dio de todos os intervalos que formam Cn. Finalmente, definamos
C =
∞⋂
n=0
Cn.
O comprimento total de Cn e´ igual a (2/3)n, logo a medida de Lebesgue de C est
nula. No entanto, e´ um objeto muito interessante.
Os pontos extremos de todos os intervalos abertos removidos pertencem a C; eles se
chamam os pontos de primeira espe´cie. Eles formam um conjunto enumera´vel. O restante
de elementos de C chamam-se os pontos de segunda espe´cie. Para ver que eles existem,
note que os pontos removidos podem se caraterizar como todos os pontos cuja expansa˜o
terna´ria,
x =
∞∑
n=1
3−ndn, dn ∈ {0, 1, 2},
conte´m pelo menos um dı´gito 1. Por conseguinte, C consiste de todos os pontos x ∈ [0, 1]
que admitem uma expansa˜o terna´ria com os dı´gitos 0 e 2 so´. Em particular, os pontos de
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primeira espe´cie sa˜o os que admitem uma tal expansa˜o terna´ria finita. Eis um exemplo de
ponto de segunda espe´cie:
0.202020202 . . .
EXERCI´CIO 5.1.14. Observe que o conjunto de Cantor tem o interior vazio.
EXERCI´CIO 5.1.15. Construa uma versa˜o do conjunto de Cantor do tipo “terc¸o me´dio”
que tem a medida de Lebesgue ta˜o pro´xima de 1 quanto desejado.
[ Sugesta˜o: eliminar em vez de uma terc¸a parte, uma parte menor, e calcular a soma
de uma se´rie geome´trica.... ] Conclua que, dado δ > 0, existe um subconjunto aberto, U ,
de [0, 1], cuja fronteira tem medida de Lebesgue > 1− δ.
EXERCI´CIO 5.1.16. Mostre que no caso geral, quase certamente, todo a´tomo de µ
aparece pelo menos uma vez (de fato, um nu´mero infinito de vezes) dentro do caminho
amostral. Deduza que no caso puramente atoˆmico, o erro de aprendizagem converge para
zero quase certamente. De modo mais geral, quase certamente, cada a´tomo x ∈ Ω satisfaz
Eq. (5.4).
Vamos ver dois exemplos de subconjuntos fechados nos espac¸os me´tricos separa´veis
que na˜o podem ser aprendidos pelo classificador de vizinhos mais pro´ximos. Nossa pro´xima
tarefa e´ entender a geometria de um espac¸o me´trico Ω que permite a aprendizagem de con-
ceitos pelo classificador 1-NN.
OBSERVAC¸A˜O 5.1.17. Na prova da proposic¸a˜o 5.1.11, no´s estabelecemos um resul-
tado mais forte do que a mera convergeˆncia do erro para zero em probabilidade: mostramos
que o erro converge para zero quase certamente. (Veja sec¸a˜o E.2.3). Na parte da aprendi-
zagem automa´tica motivada pela estatı´stica, reforc¸ar os resultados sobre a convergeˆncia de
erro em probabilidade para convergeˆncia quase certa e´ considerado importante. No entanto,
continuaremos com a convergeˆncia do erro para zero em probabilidade (ou: esperanc¸a).
Eis o resultado central desta subsec¸a˜o.
TEOREMA 5.1.18. Seja C um conjunto boreliano qualquer do espac¸o euclidiano Rd.
Enta˜o, o classificador de vizinho mais pro´ximo aprende C:
Eσ∼µnerroµ,CLNNn (C  σ)→ 0 quando n→∞.
O resultado e´ um pouco surpreendente, pois a fronteira de C pode ser grande, inclu-
sive ser igual ao espac¸o Ω inteiro, e cada vizinhanc¸a de um ponto da fronteira vai conter
elementos de C bem como elementos de Cc. Vamos mostrar que os elementos de C sa˜o
mais comuns entre os vizinhos de x quando x ∈ C, e menos comuns quando x /∈ C. Ob-
servemos que o caso onde x e´ um a´tomo foi ja´ tratado (exercı´cio 5.1.16). A demonstrac¸a˜o
ocupa o resto da subsec¸a˜o.
Seja ε > 0 qualquer. Usando o teorema E.2.11, escolhamos dois conjuntos compactos
Ki, i = 1, 2, com as propriedades K1 ⊆ C, K2 ⊆ Ω \C, µ(C \K1) < ε/2, e µ((Ω \C) \
K2) < ε/2. Denotemos tambe´m U = Ω \ (K1 ∪K2). Temos: C ∩K2 = ∅ e µ(U) < ε.
O nosso conceito C fica espremido entre dois compactos, K1 e K2.
EXERCI´CIO 5.1.19. Mostrar que a distaˆncia,
d(K1,K2) = inf{d(x, y) : x ∈ K1, y ∈ K2},
entre dois compactos na˜o vazios e disjuntos, K1 e K2, num espac¸o me´trico qualquer e´
estritamente positiva.
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Dado um caminho amostral ς e um nu´mero natural positivo n, definamos a func¸a˜o
rςnNN(x) como a distaˆncia entre x e os elementos do segmento inicial ςn:
rςnNN(x) = min
i=1,2,...,n
d(x, xi).
Em outras palavras, e´ o valor da distaˆncia entre x e o vizinho mais pro´ximo dele em
ςn. Note que a func¸a˜o distaˆncia de um conjunto, rςn(x) e´ Lipschitz contı´nua de constante
L = 1. Note que a func¸a˜o rςnNN depende do caminho amostral, e como tal, pode ser vista
como uma func¸a˜o aleato´ria, ou seja, um elemento aleato´rio do espac¸o de func¸o˜es Lipschitz
contı´nuas.
DEFINIC¸A˜O 5.1.20. Uma famı´lia F de func¸o˜es entre dois espac¸os me´tricos, X e Y ,
e´ dita uniformemente equicontı´nua se para cada ε > 0 existe δ > 0 tal que, quaisquer que
sejam x, y ∈ X ,
dX(x, y) > δ ⇒ dY (f(x), f(y)) < ε.
EXERCI´CIO 5.1.21. Seja (fn) uma sequeˆncia uniformemente equicontı´nua de func¸o˜es
(por exemplo, uma sequeˆncia de func¸o˜es 1-Lipschitz contı´nuas) sobre um conjunto pre´-
compacto, K, que converge para zero simplesmente sobre K (ou seja, em todo ponto de
K). Mostrar que fn converge para zero uniformemente sobre K.
LEMA 5.1.22. A convergeˆncia no lema de Cover–Hart e´ uniforme sobre todo sub-
conjunto pre´-compacto do suporte da medida. Ou seja, quase certamente, a func¸a˜o rςnNN
converge para zero uniformemente sobre todo conjunto pre´-compacto K ⊆ suppµ.
DEMONSTRAC¸A˜O. SejaA um subconjunto enumera´vel e denso de suppµ. Seja ε > 0
qualquer. Um argumento padra˜o mostra que, quase certamente, toda bola Bε(x), x ∈ A,
conte´m um nu´mero infinito de elementos do caminho amostral (exercı´cio; aqui usamos o
fato que a medida da bola na˜o e´ nula). Aplicando esta observac¸a˜o para uma sequeˆncia de
valores ε = 1/m, concluı´mos: quase certamente, para todos ε > 0 e x ∈ A, a bola Bε(x),
x ∈ A, conte´m um nu´mero infinito de elementos do caminho amostral. Seja ς um caminho
amostral qualquer tendo esta propriedade.
Agora seja K um subconjunto pre´-compacto qualquer do suporte da medida, e ε > 0.
Cubramos K com uma famı´lia finita de bolas abertas de raio ε com centros em A:
K ⊇ ∪ki=1Bε(xi), xi ∈ K.
Toda bola Bε(xi), i = 1, 2, . . . , k conte´m pelo menos k elementos de ς . Isso implica, com
ajuda da desigualdade triangular, que a partir de um valor de n bastante grande, temos para
todo x ∈ K
rςnk-NN(x) < 2ε.
Concluı´mos que
rςnk-NN
K
⇒ 0 quando n→∞.

Eis uma consequeˆncia imediata.
FATO 5.1.23. Quase certamente, se n e´ bastante grande, enta˜o o vizinho mais pro´ximo
de todo elemento de K1 em ςn na˜o pertence a K2, e reciprocamente.
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C
FIGURA 5.2. O conceito C esta´ “preso” entre os compactos K1 e K2.
Relembremos que todos os pontos de K1 sa˜o rotulados 1 (porque K1 ⊆ C), enquanto
os pontos de K2 sa˜o rotulados 0. O classificador NN prediz o ro´tulo de um ponto x ∈ Ki
baseando a predic¸a˜o sobre o ro´tulo do ponto NNςn(x) que pertence ao conjunto Ki ∪ U .
Se pudermos limitar a “influeˆncia” sobre x de pontos da amostra ςn que pertencem a U
(por exemplo, mostrando que o valor da probabilidade P [NNςn(X) ∈ U ] e´ proporcional
a` medida de U ), terı´amos controle sobre o erro de classificac¸a˜o. No espac¸o euclidiano um
tal controle e´ devido ao lema importante de Stone (aqui, na versa˜o k = 1).
LEMA 5.1.24 (Lema geome´trico de Stone, caso k = 1). Para todo d natural, existe
uma constante absoluta C = C(d) com a propriedade seguinte. Seja
σ = (x1, x2, . . . , xn), xi ∈ Rd, i = 1, 2, . . . , n,
uma amostra finita qualquer em Rd (possivelmente com repetic¸o˜es), e seja x ∈ Rd qual-
quer. O nu´mero de i tais que x 6= xi e x e´ o vizinho mais pro´ximo de xi dentro da amostra
x, x1, x2, . . . , xi−1, xi, xi+1, . . . , xn
e´ majorado por C.
OBSERVAC¸A˜O 5.1.25. A estrate´gia de desempate na˜o importa para a conclusa˜o do
lema.
OBSERVAC¸A˜O 5.1.26. O caso onde xi = x e por conseguinte tem x como o vizinho
mais pro´ximo na˜o nos preocupa, pois isso so´ e´ possı´vel com uma probabilidade positiva se
x for um a´tomo sob a distribuic¸a˜o µ, neste caso o classificador NN ja´ aprende o ro´tulo de
x perfeitamente bem.
Relembremos que a distaˆncia geode´sica na esfera euclidiana com o centro na origem
e´ o aˆngulo entre dois vetores, ~x e ~y. A distaˆncia geode´sica e´ equivalente a` distaˆncia eucli-
diana, por exemplo, na esfera unita´ria temos
‖x− y ‖ ≤ ∠(x, y) ≤ pi
2
‖x− y ‖.
Mais ainda, temos que cada uma delas e´ um chamado transformado me´trico da outra, por
exemplo, a distaˆncia euclidiana pode ser expressa assim:
∀x, y ∈ S, ‖x− y ‖ = 2 sin
(
∠(x, y)
2
)
.
Isso implica que as bolas abertas com relac¸a˜o a uma distaˆncia sa˜o as bolas com relac¸a˜o a`
outra.
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FIGURA 5.3. Prova do lema geome´trico de Stone (caso k = 1) em Rd.
DEMONSTRAC¸A˜O DO LEMA 5.1.24. Como a distaˆncia euclidiana e´ invariante pelas
translac¸o˜es, podemos supor sem perda de generalidade que x = 0. Um cone com o ve´rtice
na origem e´ definido assim:
C(~v, α) = {~y ∈ Rd : ∠(~y,~v) < α},
onde ~v ∈ Rd e α > 0 sa˜o fixos. A intersec¸a˜o de um cone com a esfera unita´ria em torno de
origem e´ uma bola aberta na esfera de raio α formada com ajuda da distaˆncia geode´sica,
e por conseguinte, uma bola na esfera relativo a` distaˆncia euclidiana. Como a esfera e´ um
conjunto compacto, qualquer seja α > 0, o espac¸o Rd pode ser coberto por uma famı´lia
finita de cones da forma C(~v, α). Seja α = pi/6. Escolhemos os cones C1, C2, . . . , Cm
cobrindo o espac¸o. (O nu´mero m so´ depende de d, e´ a nossa constante C).
Para cada cone, se existirem pontos da amostra xi que pertencem ao interior do cone,
escolhamos entre eles o vizinho mais pro´ximo de zero, e no caso de empates, qualquer
um deles. Denotemos Y o conjunto de todos os pontos escolhidos, m deles no ma´ximo.
Seja xi /∈ Y , xi 6= 0. Existe j tal que xi ∈ Cj . Neste caso, existe y = yj ∈ Y ∩
Cj . Temos ‖xi ‖ ≥ ‖ yj ‖. Agora e´ um exercı´cio simples da planimetria ba´sica, mostrar
que ‖xi − yj ‖ < ‖xi ‖. Por conseguinte, o vizinho mais pro´ximo de xi no conjunto
x1, x2, . . . , xi−1, 0, xi+1, . . . , xn nunca e´ igual a 0. 
LEMA 5.1.27. Sejam U um subconjunto boreliano qualquer de Rd, e µ uma medida
de probabilidade boreliana sobre Rd. Enta˜o, para todo n,
lim sup
n→∞
P [X /∈ U e NNσn(X) ∈ U ] ≤ C(d)µ(U),
ou, um pouco mais exatamente e na notac¸a˜o conjuntı´stica,
(µ⊗ µ⊗n){(x, σn) ∈ Rd × (Rd)n : x /∈ U e NNσn(x) ∈ U} ≤ C(d)µ(U) +
C
n
.
DEMONSTRAC¸A˜O. Apliquemos uma simetrizac¸a˜o pelas transposic¸o˜es τi que trocam
X ↔ Xi. Toda permutac¸a˜o de coordenadas, incluindo τi, conserva a medida produto
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µ⊗ µ⊗n, e por conseguinte
P [X /∈ U e NNσn(X) ∈ U ] = P [Xi /∈ U e NN(X1,X2,...,Xi−1,X,Xi+1,...,Xn)(Xi) ∈ U ]
=
1
n
n∑
i=1
P [Xi /∈ U e NN(X1,...,Xi−1,X,Xi+1,...,Xn)(Xi) ∈ U ]
= E
1
n
n∑
i=1
χ{(x,σn) : xi /∈Ue NN(x1,...,xi−1,x,xi+1,...,xn)(xi)∈U}.
A soma e´ um “contador” que registra o nu´mero de i tais que xi /∈ U , e ao mesmo tempo
o seu vizinho mais pro´ximo no resto da amostra (x, σ) pertence a U . Entre os n + 1
pontos x, x1, . . . , xi−1, xi, xi+1, . . . , xn, ao ma´ximo nµσn(U) + 1 pertencem a U , onde
1 e´ adicionado por causa de x. Cada um destes pontos e´, no ma´ximo, o vizinho mais
pro´ximo de C pontos distintos dele, em particular, de pontos fora de U . Por conseguinte,
o nu´mero dos ı´ndices i tais que a func¸a˜o indicadora na˜o se anula em (x, σn) e´ limitado por
C(nµσn(U) + 1). Continuamos a avaliac¸a˜o:
P [X /∈ U e NNσn(X) ∈ U ] ≤ E
1
n
C(nµσn(U) + 1)
= CEµσn(U) +
C
n
= Cµ(U) +
C
n
.

Agora podemos terminar a prova do teorema 5.1.18. Suponha que K1,K2 sa˜o esco-
lhidos como acima. O fato 5.1.23 implica que, para n bastante grande, com a confianc¸a
≥ 1− δ, onde δ > 0 e´ o risco desejado, o vizinho mais pro´ximo de todo ponto de K1 na˜o
pertence a K2, e reciprocamente. A predic¸a˜o errado do ro´tulo no ponto x so´ pode ocorrer
em dois casos: seja x ∈ U , seja x ∈ Ki, i = 1, 2 e NNσn(x) ∈ U . Enta˜o, a probabilidade
de uma predic¸a˜o errada e´ limitada assim:
Eσ∼µnerroCLNNn (C  σn) = P [LNNn (C  σn)(X) 6= χC(X)]
≤ µ(U) + P [X /∈ U e NNσn(X) ∈ U ]
< ε+ C(d)µ(U) +
C
n
< (C(d) + 1)ε+
C
n
.
O u´ltimo valor pode ser ta˜o pequeno quanto quiser.
5.2. Erro de Bayes
Por que precisamos, enta˜o, do classificador de k vizinhos mais pro´ximos, se ja´ o clas-
sificador 1-NN aprende os conceitos? Esta parte da teoria de aprendizagem tem origem
na estatı´stica, e o modelo de aprendizagem e´ um pouco mais sofisticado do que o usado
na informa´tica teo´rica. O modelo previamente estudado e´ determinı´stico no sentido que
um ponto x ∈ Ω sempre recebe o mesmo ro´tulo, χC(x). O modelo estatı´stico leva em
considerac¸a˜o a possibilidade de ruı´do aleato´rio que pode corromper as observac¸o˜es. Deste
modo, o modelo e´ mais realı´stico, e a aprendizagem na presenc¸a de ruı´do, mais difı´cil.
Vamos ver em breve que o classificador 1-NN falha na presenc¸a de ruı´do.
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FIGURA 5.4. O domı´nio rotulado e a projec¸a˜o pi : Ω× {0, 1} → Ω.
Dado um ponto x do domı´nio, o modelo atribui um ro´tulo aleato´rio, segundo o valor
da probabilidade de obter o ro´tulo 1, denotado η(x) ∈ [0, 1]. A func¸a˜o η : Ω → [0, 1] e´
chamada na estatı´stica de func¸a˜o de regressa˜o. No espı´rito da lo´gica contı´nua, pode-se
dizer que η(x) e´ o valor de verdade (“grau de verdade”) da proposic¸a˜o “o ro´tulo de x e´
igual a 1”, cujos valores possı´veis preenchem o intervalo [0, 1].
No caso determinı´stico, a func¸a˜o de regressa˜o e´ bina´ria, sendo simplesmente a func¸a˜o
indicadora do conceito a ser aprendido:
η(x) = χC(x).
Vamos agora descrever o modelo correspondente, com todas as modificac¸o˜es ne-
cessa´rias. O domı´nio Ω, como sempre, e´ um espac¸o boreliano padra˜o. O ponto rotulado
(x, ), onde x ∈ Ω,  ∈ {0, 1}, e´ modelado por uma varia´vel aleato´ria (X,Y ) com valores
no produto Ω × {0, 1}. Aqui, X ∈ Ω representa um ponto no domı´nio, e Y ∈ {0, 1},
o ro´tulo marcando o ponto. A lei conjunta de (X,Y ) e´ uma medida de probabilidade, µ˜,
sobre Ω × {0, 1}. Agora, o ponto x ∈ Ω e´ uma instaˆncia da v.a. X , e o ro´tulo  e´ uma
instaˆncia da v.a. Y .
Denotemos µ1 a restric¸a˜o de µ˜ sobre Ω×{1}, ou, mais exatamente, uma medida sobre
Ω definida por
µ(A) = µ˜(A× {1}).
Esta na˜o e´ mais necessariamente uma medida de probabilidade: o volume total de µ1 e´
igual a probabilidade de um ponto ser rotulado 1. Semelhantemente, define a medida µ0
sobre Ω.
Seja pi : Ω × {0, 1} → Ω a projec¸a˜o canoˆnica de Ω × {0, 1} sobre Ω, (x, ) 7→ x. A
imagem direita de µ˜ sobre pi e´ uma medida de probabilidade sobre Ω,
µ = pi∗(µ˜),
definida por
µ(A) = µ0(A) + µ1(A).
A medida µ define a distribuic¸a˜o de pontos na˜o rotulados.
E´ claro que a medida µ1 e´ absolutamente contı´nua com relac¸a˜o a` medida µ, ou seja,
se N ⊆ Ω e µ(N) = 0, enta˜o µ1(N) = 0. De fato, ela satisfaz a condic¸a˜o mais forte:
para cada A, µ1(A) ≤ µ(A). Segundo o caso particular do teorema de Radon-Nikody´m
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H.3.30, existe uma derivada de Radon–Nikody´m de µ1 com relac¸a˜o a µ, ou seja, uma
func¸a˜o mensura´vel
η(x) =
dµ1(x)
dµ
, η : Ω→ R,
tal que para todo A ⊆ Ω,
µ1(A) =
∫
A
η(x) dµ(x).
Segue-se que
µ0(A) =
∫
A
(1− η(x)) dµ(x).
Na linguagem probabilı´stica, η e´ a probabilidade condicional para X = x estar rotulado 1:
η(x) = P [Y = 1 | X = x].
O par (µ, η) descreve completamente a distribuic¸a˜o µ˜ de pontos rotulados, como segue:
X ∈ Ω e´ uma varia´vel aleato´ria com a lei µ, e uma vez que a instaˆncia x de X e´ escolhida,
o valor de Y e´ escolhido lanc¸ando a moeda com a probabilidade η(x) de dar “coroa”.
Dado um classificador (func¸a˜o boreliana), T : Ω→ {0, 1}, o seu erro de classificac¸a˜o
e´ definido por
erroµ˜(T ) = erroη,µ(T )
= P [T (X) 6= Y ]
= µ˜{(x, y) ∈ Ω× {0, 1} : T (x) 6= y}.
PROPOSIC¸A˜O 5.2.1. erroη,µ(T ) = ‖T − η ‖L1(µ) =
∫
Ω
|T − η| dµ.
DEMONSTRAC¸A˜O.
erroη,µ(T ) = P [T (X) 6= Y ]
=
∫
{T=1}
P [Y = 0|X = x] dµ(x) +
∫
{T=0}
P [Y = 1|X = x] dµ(x)
=
∫
{T=1}
(1− η(x)) dµ(x) +
∫
{T=0}
η(x) dµ(x)
=
∫
{T=1}
|T − η| dµ+
∫
{T=0}
|T − η| dµ
=
∫
Ω
|T − η| dµ.

OBSERVAC¸A˜O 5.2.2. Se η = χC e´ uma func¸a˜o de regressa˜o determinı´stica, enta˜o
obtemos a expressa˜o bem familiar:
erroη,µ(T ) = ‖T − χC ‖L1(µ) = µ(C∆{T = 1}).
COROLA´RIO 5.2.3. Denote Zη = Z(η − 1/2) = {x ∈ Ω: η(x) = 1/2}. Enta˜o,
erroη,µ(T ) =
∫
Ω\Zη
|T − η| dµ.
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FIGURA 5.5. O classificador de Bayes
DEMONSTRAC¸A˜O. Basta notar que, qualquer seja o classificador T , a func¸a˜o |T − η|
toma o mesmo valor constante sobre Zη :
|T − η||Zη ≡
1
2
.

COROLA´RIO 5.2.4. Sejam T, T ′ dois classificadores satisfazendo
∀x ∈ Ω, η(x) 6= 1
2
⇒ T (x) = T ′(x).
Enta˜o,
erroµ˜(T ) = erroµ˜(T
′).
O erro de Bayes e´ o ı´nfimo de erros de classificac¸a˜o de todos os classificadores
possı´veis sobre Ω:
`∗ = `∗(µ˜) = `∗(µ, η) = inf
T
erroµ˜(T ).
Com efeito, o ı´nfimo e´ o mı´nimo, atingido pelo classificador de Bayes:
Tbayes(x) =
{
0, se η(x) < 12 ,
1, se η(x) ≥ 12 .
EXERCI´CIO 5.2.5. Mostre que
erroµ˜(Tbayes) = `
∗(µ˜).
[ Sugesta˜o: suponha que T e Tbayes sejam essencialmente diferentes fora do conjunto Zη
do exercı´cio 5.2.4. Enta˜o, existe A, µ(A) > 0, A ∩ Z = ∅, tal que T |A 6= Tbayes|A. Por
exemplo, suponha que T |A ≡ 1 e Tbayes|A ≡ 0. Mostre direitamente que erroµ˜(T ) >
erroµ˜(Tbayes). ]
OBSERVAC¸A˜O 5.2.6. Segue-se do exercı´cio 5.2.4 que em pontos x onde η(x) = 1/2
o classificador de Bayes pode tomar qualquer valor, 0 ou 1. Por isso, talvez seria mais
correto de falar de um classificador de Bayes.
EXERCI´CIO 5.2.7. Mostre que o erro de Bayes e´ igual a zero, `∗(µ˜) = 0, se e somente
se a func¸a˜o de regressa˜o η e´ determinı´stica (so´ toma os valores 0 e 1 fora de um conjunto
µ-negligencia´vel).
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O significado do classificador de Bayes e´ puramente teo´rico, porque a func¸a˜o de re-
gressa˜o, η, e´ desconhecida, assim como a lei µ˜.
A amostra rotulada (x1, x2, . . . , xn, 1, . . . , n) e´ modelada pela sequeˆncia
(X1, Y1), (X2, Y2), . . . , (Xn, Yn)
das varia´veis independentes com valores em Ω× {0, 1}, seguindo a lei fixa, pore´m desco-
nhecida, µ˜.
A regra de aprendizagem L no domı´nio Ω e´ chamada consistente se o erro de classifi-
cac¸a˜o converge para o erro de Bayes (o menor possı´vel) em probabilidade quando n→∞:
∀ε > 0, P [erroµLn > `∗(µ˜) + ε]→ 0 quando n→∞.
Como na˜o conhecemos a lei subjacente, µ˜, precisamos que a regra de aprendizagem
seja consistente para todas as leis possı´veis. Isto leva a` seguinte definic¸a˜o.
DEFINIC¸A˜O 5.2.8. A regra L e´ universalmente consistente se ela e´ consistente para
cada medida de probabilidade µ˜ sobre Ω× {0, 1}.
Em particular, uma regra universalmente consistente PAC aprende cada conceitoC sob
cada lei µ sobre o domı´nio. Pore´m, a afirmac¸a˜o recı´proca na˜o e´ verdadeira. Ocorre que o
classificador de um vizinho mais pro´ximo na˜o e´ consistente ja´ numa situac¸a˜o simplı´ssima.
EXEMPLO 5.2.9. O domı´nio e´ um conjunto unita´rio, Ω = {∗}, munido da medida
de probabilidade µ evidente. O u´nico caminho amostral e´ constante, ∗, ∗, . . .. A func¸a˜o
de regressa˜o toma o valor 2/3 sobre o u´nico ponto do domı´nio. Isso significa que com a
probabilidade 2/3, o ponto ∗ obteve o ro´tulo 1, e com a probabilidade 1/3, o ro´tulo sera´
0. Como η(∗) = 2/3, o classificador de Bayes toma o valor 1, e o erro de Bayes e´ igual a
1/3.
Nesta situac¸a˜o, precisamos uma regra de desempate, e ela pode ser qualquer, uma vez
ela na˜o depende dos ro´tulos. Qualquer seja a regra de desempate, a probabilidade de que
NN(∗) tenha o ro´tulo i = 1 e´ sempre igual a 2/3. E´ fa´cil fazer o ca´lculo seguinte:
Ro´tulo de NN(∗) Probabilidade dele Erro
1 23
1
3
0 13
2
3
Concluı´mos, usando a probabilidade condicional:
erroµ,η(LNN) = 2
3
· 1
3
+
1
3
· 2
3
=
4
9
>
1
3
.
Se voceˆ olha este exemplo com malı´cia, pode modifica´-lo e substituir Ω por um espac¸o
probabilı´stico na˜o atoˆmico, onde quase certamente todo ponto tera´ um u´nico vizinho mais
pro´ximo, munido da func¸a˜o de regressa˜o η ≡ 2/3. O mesmo argumento se aplica para
concluir que o classificador 1-NN na˜o e´ consistente.
Agora imaginemos que ao inve´s de escolher o ro´tulo de x nos baseando sobre o u´nico
vizinho mais pro´ximo de x, levamos em considerac¸a˜o os ro´tulos de k vizinhos, onde k →
∞. Segundo a lei dos grandes nu´meros, quando k for bastante grande, com alta confianc¸a
aproximadamente (2/3±)k pontos teriam o ro´tulo 1, e o voto majorita´rio entre k vizinhos
mais pro´ximos produziria, com alta confianc¸a, o ro´tulo 1 para x. No limite assinto´tico
n, k →∞, o erro de aprendizagem vai convergir para o erro de Bayes, 1/3.
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5.3. Classificador k-NN
Dado k e n ≥ k, definamos o valor rςnk-NN(x) como o menor raio de uma bola fechada
em torno de x que conte´m k vizinhos mais pro´ximos de x em ςn:
rςnk-NN(x) = min{r ≥ 0: ]{i = 1, 2, . . . , n : xi ∈ B¯r(x)} ≥ k}.
EXERCI´CIO 5.3.1. Verificar que a func¸a˜o real rςnk-NN : Ω → R e´ Lipschitz contı´nua de
constante L = 1.
Eis, o lema de Cover-Hart na sua versa˜o completa.
TEOREMA 5.3.2 (Lema de Cover-Hart [Cover and Hart, 1967]). Seja Ω um espac¸o
me´trico separa´vel qualquer, e seja µ uma medida de probabilidade boreliana sobre Ω.
Quase certamente, a func¸a˜o rςnk-NN converge para zero uniformemente sobre conjuntos pre´-
compactos K ⊆ suppµ.
DEMONSTRAC¸A˜O. SejaA um subconjunto enumera´vel e denso de suppµ. Seja ε > 0
qualquer. Um argumento ja´ conhecido mostra que, dado x ∈ A e  > 0, quase certamente,
a bola Bε(x) conte´m um nu´mero infinito de elementos do caminho amostral (exercı´cio;
usemos o fato que a medida da bola na˜o e´ nula). Aplicando esta observac¸a˜o a` sequeˆncia de
valores ε = 1/m, concluı´mos: para quase todos caminhos amostrais, ς , para todos ε > 0 e
x ∈ A, a bola Bε(x), x ∈ A, conte´m um nu´mero infinito de elementos de ς .
Sejam ς um caminho amostral qualquer tendo a propriedade acima,K um subconjunto
pre´-compacto qualquer do suporte da medida, e ε > 0. Cubramos K com uma famı´lia
finita de bolas abertas de raio ε com centros em A:
K ⊇ ∪ki=1Bε(xi), xi ∈ K.
Existe N tal que, se n ≥ N , cada bola Bε(xi), i = 1, 2, . . . , k conte´m pelo menos k
elementos de ς . A desigualdade triangular implica que a partir de N , temos para todo
x ∈ K
rςnk-NN(x) < 2ε.
Concluı´mos:
rςnk-NN
K
⇒ 0 quando n→∞.

Dado um ponto x e uma amostra (na˜o rotulada) σ, pode acontecer que existam va´rios
pontos de σ a` mesma distaˆncia de x, ou seja, que existam estritamente mais do que k
pontos na bola fechada B¯rk-NNσ (x)(x). Com isto em mente, precisamos de uma estrate´gia
de desempate. Para defini-la, vamos usar a notac¸a˜o seguinte: se σ ∈ Ωn e σ′ ∈ Ωk, k ≤ n,
o sı´mbolo
σ′ @ σ
significa que existe uma injec¸a˜o f : [k]→ [n] tal que
∀i = 1, 2, . . . , k, σ′i = σf(i).
Uma aplicac¸a˜o de desempate e´ uma aplicac¸a˜o
k-NNσ : Ωn × Ω→ Ωk
que possui as propriedades
k-NNσ(x) @ σ
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e
σ ∩Brk-NNσ (x)(x) ⊆ k-NNσ(x) ⊆ B¯rk-NNσ (x)(x).
A aplicac¸a˜o k-NNσ pode ser determinı´stica ou estoca´stica, dependendo de uma vara´vel
aleato´ria Z, independente da lei µ de dados.
EXEMPLO 5.3.3. Uma escolha determinı´stica possı´vel e´ usar a ordem na amostra,
x1 < x2 < . . . < xn. Neste caso, k-NNσ(x) consiste de todos os pontos de σ na bola
aberta, Brk-NNσ (x)(x), mais o nu´mero necessa´rio de pontos de σ ∩ Srk-NNσ (x)(x) que teˆm
os menores ı´ndices.
EXEMPLO 5.3.4. A escolha de uma ordem de desempate pode ser tambe´m estoca´stica.
Neste caso a fonte de aleatoriedade, Z, pode ser convertida numa varia´vel aleato´ria Z ′ com
valores no grupo Sn de permutac¸o˜es, seguindo a lei uniforme.
Agora a regra de classificac¸a˜o k-NN pode ser formalizada como segue:
Lk-NNn (σ, )(x) = θ
1
k
∑
xi∈k-NNσ(x)
i − 1
2

= θ
[
Eµk-NNσ(x)−
1
2
]
.
Aqui, θ e´ a func¸a˜o de Heaviside, o sinal do argumento:
θ(t) =
{
1, se t ≥ 0,
0, se t < 0.
A medida empı´rica µk-NNσ(x) e´ suportada sobre o conjunto de k vizinhos mais pro´ximos
de x na amostra σ, e  e´ a rotulagem, uma func¸a˜o  : {x1, x2, . . . , xn} → {0, 1}. Deste
modo, a esperanc¸a tem sentido.
A aplicac¸a˜o Lk-NNn pode ser determinı´stica ou estoca´stica, dependendo da natureza do
desempate, pore´m ela na˜o depende da medida µ˜ sobre Ω× {0, 1}.
Comec¸amos a ana´lise com um resultado preliminar estabelecendo a consisteˆncia do
classificador k-NN em espac¸o me´trico qualquer, sob uma hipo´tese adicional, a de conti-
nuidade da func¸a˜o de regressa˜o, η(x) = dµ1(x)/dµ(x).
TEOREMA 5.3.5. Seja Ω um espac¸o me´trico separa´vel munido de uma medida de
probabilidade µ. Suponha que a func¸a˜o de regressa˜o η e´ contı´nua. Enta˜o, quando n, k →
∞ e k/n → 0, o erro de classificador k-NN converge quase certamente para o erro de
Bayes:
erroµ,η(Lk-NNn ) q.c.→ `∗(µ, η).
No caso de desempate determinı´stico (ou, por exemplo, se a probabilidade de empates
e´ nula), quase certamente significa em relac¸a˜o aos pares (ς, ) ∈ Ω∞ × {0, 1}∞ = (Ω ×
{0, 1})∞, seguindo a lei µ˜∞.
No caso de desempate aleato´rio, temos que adicional uma varia´vel aleato´ria auxiliar,
Z, tomando valores num espac¸o boreliano padra˜o, Υ, com a lei ν. Por exemplo, se usamos
uma ordem aleato´ria sobre a amostra σ para desempatar, Z pode tomar valores no produto∏∞
n=1 Sn de grupos sime´tricos, com a lei sendo a medida produto das medidas uniformes
correspondentes. Neste caso, “quase certamente” se aplica a`s triplas (ς, , z), onde z ∈
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Υ∞, um elemento aleato´rio de Υ para desempatar cada amostra ςn (caso for necessa´rio).
O espac¸o boreliano
(Ω× {0, 1})∞ ×Υ∞
e´ munido da lei µ˜∞ ⊗ ν∞.
OBSERVAC¸A˜O 5.3.6. Grac¸as ao teorema de convergeˆncia dominada, o teorema 5.3.5
implica, em particular, que o classificador k-NN e´ consistente sobre Ω se a func¸a˜o de
regressa˜o η e´ contı´nua. (Veja a observac¸a˜o 5.2.6).
Como adicionar a varia´vel Z na˜o causa dificuldades, frequentemente vamos a suprimir
e trabalhar principalmente com o caso de desempate determinı´stico (mesmo se o desempate
aleato´rio e´ o mais comum, pelo menos na teoria).
As vezes e´ coˆmodo expressar a lei µ˜∞ ⊗ µ de modo diferente. Seja µ a projec¸a˜o da
medida µ˜ de Ω × {0, 1} sobre Ω. O caminho aleato´rio na˜o rotulado, ς , segue a lei µ∞.
Agora seja ς (para qual usamos a mesma letra) uma realizac¸a˜o fixa do caminho aleato´rio,
ς = (x1, x2, . . . , xn, . . .) ∈ Ω∞.
A sequeˆncia de ro´tulos Y = (Y1, Y2, . . . , Yn, . . .) para os pontos do caminho ς e´ uma
varia´vel aleato´ria com valores no produto infinito {0, 1}∞ (um espac¸o de Cantor) munido
da medida produto
µ˜ς = {η(x1), 1− η(x1)} ⊗ {η(x2), 1− η(x2)} ⊗ . . .⊗ {η(xn), 1− η(xn)} ⊗ . . .
Aqui, usamos a notac¸a˜o bastante comum, {p, q}, significando um espac¸o probabilı´stico
padra˜o com apenas dois pontos, 0 e 1, tendo as probabilidades p e q respetivamente, p+q =
1.
A medida µ˜ς da “fibra” {0, 1}∞ sobre o caminho ς (que consiste de todas as rotulagens
possı´veis  de ς) e´ diferente para caminhos diferentes. Na linguagem probabilı´stica, µ˜ς e´
a distribuic¸a˜o condicional dado ς . A famı´lia de medidas µ˜ς , ς ∈ (Ω∞, µ∞) e´ um exemplo
de desintegrac¸a˜o da medida µ˜∞ (veja sec¸a˜o H.4). A medida µ˜ς pode ser vista tambe´m
como uma medida de probabilidade sobre o espac¸o Ω∞×{0, 1}∞, suportada sobre a fibra
{ς} × {0, 1}∞.
EXERCI´CIO 5.3.7. Mostrar que, qualquer seja o conjunto boreliano B ⊆ Ω∞ ×
{0, 1}∞, temos
µ˜∞(B) =
∫
Ω∞
µ˜ς(B) dµ∞(ς).
[ Sugesta˜o: basta mostrar o resultado no caso ondeB e´ um conjunto cilı´ndrico, e o teorema
de Fubini permite reduzir tudo ao caso n = 1, onde a definic¸a˜o da func¸a˜o de regressa˜o deve
ser usada... ]
Precisamos tambe´m reexaminar alguns resultados sobre a concentrac¸a˜o de medida no
cubo de Hamming.
EXERCI´CIO 5.3.8. Deduzir dos teoremas 3.2.12 e E.2.1 a forma seguinte, formal-
mente mais geral, da lei geome´trica de grandes nu´meros. Sejam (Ωi, µi) espac¸os pro-
babilı´sticos padra˜o, e seja f : (
∏n
i=1 Ωi, d¯) → R uma func¸a˜o 1-Lipschitz contı´nua com
relac¸a˜o a distaˆncia de Hamming normalizada, e mensura´vel com relac¸a˜o a estrutura bore-
liana do produto. Enta˜o para todo ε > 0 temos
(⊗ni=1µi)
{
x ∈
n∏
i=1
Ωi : |f(x)− Ef | ≥ ε
}
≤ 2e−2ε2n.
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EXERCI´CIO 5.3.9. Sejam (pi, qi), i = 1, 2, . . . , n espac¸os de Bernoulli, pi, qi ≥ 0,
pi + qi = 1. Coloquemos sobre o cubo de Hamming {0, 1}n a medida produto
µ = ⊗ni=1{pi, qi}.
Enta˜o, a esperanc¸a do peso normalizado w¯ sobre o cubo satisfaz
Eµw¯ =
p1 + p2 + . . .+ pn
n
.
[ Sugesta˜o: usar a definic¸a˜o de w¯ junto com a da medida produto... ]
O teorema 5.3.5 vai seguir da afirmac¸a˜o mais forte.
LEMA 5.3.10. Sob a hipo´tese do teorema 5.3.5 ((Ω, µ) e´ um espac¸o me´trico munido
de uma medida de probabilidade, η e´ uma func¸a˜o de regressa˜o contı´nua), ha´ convergeˆncia
quase certa:
1
k
∑
xi∈k-NNσ(x)
i → η(x).
OBSERVAC¸A˜O 5.3.11. A expressa˜o a esquerda e´ a func¸a˜o de regressa˜o empı´rica.
OBSERVAC¸A˜O 5.3.12. “Quase certamente” neste contexto significa com relac¸a˜o a`s
triplas (ς, , x) ∈ Ω∞ × {0, 1}∞ × Ω = (Ω × {0, 1})∞ × Ω, seguindo a lei µ˜∞ ⊗ µ. O
resultado na˜o depende da estrate´gia do desempate.
No caso de desempate aleato´rio, automaticamente segue-se a convergeˆncia certa com
relac¸a˜o com os qua´druplos (ς, , x, z) ∈ Ω × {0, 1})∞ × Ω × Υ∞, seguindo a lei µ˜∞ ⊗
µ⊗ ν∞, onde ν e´ a lei da v.a. Z usado para desempatar quando for necessa´rio.
Dada a afirmac¸a˜o do lema acima, segue-se que, quase certamente,
θ
1
k
∑
xi∈k-NNσ(x)
i − 1
2
→ θ [η(x)− 1
2
]
= Tbayes(x)
quando η ∈ Ω \Zη (ou seja, η(x) 6= 1/2), e agora o teorema de Lebesgue de convergeˆncia
dominada, junto com o corola´rio 5.2.3 e a definic¸a˜o do classificador k-NN, implicara˜o que,
quase certamente (com relac¸a˜o so´ ao caminho amostral, esta vez),
erroµ,ηLk-NNn (σ, ) =
∫
Ω\Zη
∣∣∣∣∣∣θ
1
k
∑
xi∈k-NNσ(x)
i − 1
2
− η(x)
∣∣∣∣∣∣ dµ(x)
→
∫
Ω\Zη
|Tbayes(x)− η(x)| dµ(x)
= erroµ,ηTbayes
= `∗(µ, η).
PROVA DO LEMA 5.3.10. Segue-se do lema de Cover–Hart e da continuidade de η
que, quase certamente em (ς, x), o conjunto de valores η(k-NN(x)) converge para η(x) no
sentido o´bvio: dado ε > 0, existe N tal que quando n ≥ N ,
η(k-NN(x)) ⊆ (η(x)− ε, η(x) + ε).
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Seja ε > 0 qualquer fixo, e seja (ς, x) um par qualquer tendo a propriedade acima. Segundo
os exercı´cios 5.3.8 e 5.3.9, a probabilidade do evento∑k
i=1 i
k
/∈ (η(x)− 2ε, η(x) + 2ε)
e´ exponencialmente pequena, limitada por 2 exp(−4ε20k). Como
∑∞
k=1 2 exp(−4ε20k) <
∞, o 1o lema de Borel–Cantelli (exercı´cio E.2.27) implica (no mesmo espı´rito que na
prova da lei geome´trica forte de grandes nu´meros, lema E.2.26) que, ⊗∞n=1{η(xi), 1 −
η(xi)}-quase certamente em , o evento acima so´ vai ocorrer para um nu´mero finito de
k. Aplicando-o a` sequeˆncia ε = 1/m, concluı´mos: ⊗∞n=1{η(xi), 1 − η(xi)}-quase certa-
mente, ∑k
i=1 i
k
→ η(x).

A fim de se livrar da hipo´tese de continuidade de η, precisamos do lema geome´trico
de Stone para k qualquer.
LEMA 5.3.13 (Lema geome´trico de Stone para Rd). Para todo d natural, existe uma
constante absoluta C = C(d) com a propriedade seguinte. Seja
σ = (x1, x2, . . . , xn), xi ∈ Rd, i = 1, 2, . . . , n,
uma amostra finita qualquer em Rd (possivelmente com repetic¸o˜es), e seja x ∈ Rd qual-
quer. Dado k ∈ N+, o nu´mero de i tais que x 6= xi e x fica entre os k vizinhos mais
pro´ximos de xi dentro da amostra
x, x1, x2, . . . , xi−1, xi, xi+1, . . . , xn
e´ majorado por Ck.
OBSERVAC¸A˜O 5.3.14. A desigualdade x 6= xi e´ entendida no sentido conjuntı´stico.
Teoricamente, no caso dos empates, pode ocorrer que a amostra inteira consiste do mesmo
ponto, xi = 0, repetido n vezes, e x = 0 tambe´m. Pore´m, a conclusa˜o resta verdadeira, de
modo trivial.
DEMONSTRAC¸A˜O. O argumento e´ quase ideˆntico ao no caso k = 1 (lema 5.1.24).
Podemos supor que x = 0. Cubramos Rd com C cones, e dentro de todo cone escolhamos
o ma´ximo nu´mero possı´vel de vizinhos mais pro´ximos de 0 diferentes de 0 pro´prio, ate´
k. (Alguns deles podem ser repetidos, se tiver repetic¸o˜es dentro da amostra, mas nenhum
e´ igual a 0). No caso dos empates, fazemos a escolha de modo qualquer, e´ na˜o importa.
Desta maneira, ≤ Ck pontos esta˜o marcados. Seja agora i qualquer. Se xi e´ diferente de
0 e na˜o foi marcado, enta˜o o cone que conte´m xi ja´ tem exatamente k pontos marcados,
e para cada um deles, xj , temos ‖xi − xj ‖ < ‖xi ‖. Isso implica que 0 /∈ k-NN(xi),
qualquer seja a estrate´gia de desempate. 
Finalmente, o resultado cla´ssico, cuja prova ocupa o resto da sec¸a˜o.
TEOREMA 5.3.15 (Charles J. Stone). O classificador k-NN e´ universalmente consis-
tente no espac¸o euclidiano Rd, sob a estrate´gia de desempate qualquer.
Vamos escrever µk-NNςn (x) para a medida uniforme suportada pelos k vizinhos mais
pro´ximos de x na amostra ςn.
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LEMA 5.3.16. Em Rd,
E
∣∣∣Eµk-NNςn (x)η − η∣∣∣→ 0 quando n→∞.
Seja ε > 0. Segundo o teorema de Luzin E.2.14, existe um compacto K ⊆ Ω com
µ(K) > 1 − ε tal que a restric¸a˜o η|K e´ contı´nua. Os dois exercı´cios a seguir permitem
estender f |K ate´ uma func¸a˜o (uniformemente) contı´nua, g, sobre Ω, com valores em [0, 1].
EXERCI´CIO 5.3.17. Seja f uma func¸a˜o 1-Lipschitz contı´nua com valores em [0, 1]
sobre um subespac¸o me´trico Y de um espac¸o me´trico X . Mostrar que a func¸a˜o f˜ sobre X ,
dada por
f˜(x) = max{1, inf{f(y)− d(x, y) : y ∈ Y }
e´ uma func¸a˜o 1-Lipschitz contı´nua bem definida, com valores em [0, 1], que estende f .
[ Para uma soluc¸a˜o, veja a prova do lema 7.1.3. ]
EXERCI´CIO 5.3.18. Seja f uma func¸a˜o uniformemente contı´nua sobre um subespac¸o
me´trico Y de um espac¸o me´trico (X, d). Mostrar que existe uma me´trica ρ sobre X ,
uniformemente equivalente a d, tal que f e´ 1-Lipschitz contı´nua com relac¸a˜o a ρ|Y .
[ Sugesta˜o: a me´trica ρ pode ser obtida como uma transformac¸a˜o me´trica de d, ou
seja, sob a forma ρ(x, y) = h(d(x, y)), onde h : R+ → R+ e´ uma func¸a˜o estritamente
mono´tona e coˆncava, com h(0) = 0... ]
Segue-se que ‖ η − g ‖L1(µ) < ε. Podemos escrever:
E
∣∣∣Eµk-NNςn (x)η − η∣∣∣ ≤ E ∣∣∣Eµk-NNςn (x)(η − g)∣∣∣︸ ︷︷ ︸
I
+E
∣∣∣Eµk-NNςn (x)g − g∣∣∣︸ ︷︷ ︸
II
+E |g − η|︸ ︷︷ ︸
III
.
O termo (III) e´ limitado por ε grac¸as a` escolha de g. O termo (II) e´ uma sequeˆncia
convergente para zero quando n → ∞ grac¸as ao teorema de convergeˆncia dominada de
Lebesgue, porque
Eµk-NNςn (x)g → g
quase certamente (lema 5.3.10). Note que ate´ agora, tudo funciona para um espac¸o me´trico
separa´vel e completo qualquer, na˜o so´ em Rd.
Falta somente estimar o termo (I). Para isso, precisamos do lema geome´trico de
Stone, que garante que o “conjunto ruim”, U = Ω\K, na˜o exerce uma influeˆncia indevida
sobre os valores preditos pelo classificador k-NN. Temos:
(I) ≤ EEµk-NNςn (X) |η − g|
= E
1
k
∑
Xi∈k-NN(X)
|η(Xi)− g(Xi)|
= E
1
k
∑
{|η(Xi)− g(Xi)| : Xi ∈ k-NN(X)}
= E
1
k
(. . . | X ∈ U)︸ ︷︷ ︸
A
+E
1
k
(. . . | X ∈ K)︸ ︷︷ ︸
B
.
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O termo (A) e´ limitado por ε, pois µ(U) < ε. Para avaliar o termo (B), note que se
Xi ∈ K, enta˜o o valor sob esperanc¸a se anula. Por conseguinte,
(B) = E
1
k
∑
{|η(Xi)− g(Xi)| : Xi ∈ k-NN(X), X ∈ K, Xi /∈ K}
≤ E1
k
∑
{|η(Xi)− g(Xi)| : Xi ∈ k-NN(X), Xi 6= X} .
A transposic¸a˜o de coordenadas τi : X ↔ Xi conserva a medida µ, logo:
(B) ≤ E1
k
∑
{|η(X)− g(X)| : X ∈ k-NN(Xi), Xi 6= X}
= E
1
k
[|η(X)− g(X)| ]{i = 1, 2, . . . , n : X ∈ k-NN(Xi), Xi 6= X}]
≤ E |η(X)− g(X)| 1
k
C(d)k
< εC(d),
usando o lema geome´trica de Stone. Isso termina a prova do lema 5.3.16.
Agora a prova do teorema de Stone 5.3.15 e´ finalizada usando um argumento parecido
ao da prova do teorema 5.3.5, com as modificac¸o˜es necessa´rias usando a convergeˆncia em
probabilidade ao inve´s da convergeˆncia quase certa.
O teorema de Stone permanec¸a va´lido para qualquer norma sobre Rd.
EXERCI´CIO 5.3.19. Modificar a prova do lema geome´trico de Stone para mostrar que
o classificador k-NN e´ universalmente consistente em todo espac¸o normado de dimensa˜o
finita. (Uma prova pode ser achada em [Duan, 2014].)
OBSERVAC¸A˜O 5.3.20. Intuitivamente, quando mais dados temos, podemos escolher
um classificador melhor. Isso e´, espera-se que o erro de classificac¸a˜o esperado ao nı´vel
n + 1 seja menor do que ao nı´vel n. Mais formalmente, uma regra de classificac¸a˜o L =
(Ln),
Ln : Ω× (Ω× {0, 1})n → {0, 1},
e´ dita inteligente (smart [Devroye, Gyo¨rfi, and Lugosi, 1996]) se para todas as medidas de
probabilidade µ sobre Ω× {0, 1} a sequeˆncia de valores de erros de classificac¸a˜o
Eµ{L(Ln)}, n = 1, 2, 3, . . .
e´ na˜o crescente, onde L(Ln) = P{Ln(X,σn) 6= Y | σn}.
Surpreendentemente, as regras consistentes mais comuns (incluindo o classificador
k-NN) na˜o sa˜o inteligentes.
Conjetura em aberto: nenhuma regra de aprendizagem universalmente consistente e´
inteligente ([Devroye, Gyo¨rfi, and Lugosi, 1996], Problem 6.16, p. 109).
EXERCI´CIO 5.3.21. Mostre que o classificador k-NN em geral na˜o e´ “inteligente”.
[ Sugesta˜o: fac¸a o ca´lculo do erro de classificac¸a˜o no domı´nio Ω = [−1, 1] munido
da lei seguinte: µ0 e´ a medida uniforme sobre o intervalo, com a massa total de p, e µ1
e´ puramente atoˆmica, com µ1{0} = q, p + q = 1. Para valores apropriadas de p e q, o
erro de classificador 1-NN e´ menor do que o do classificador 2-NN (em relac¸a˜o a` distaˆncia
euclidiana). ] O exemplo foi emprestado de [Devroye, Gyo¨rfi, and Lugosi, 1996].
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5.4. Dimensa˜o de Nagata
Comecemos a sec¸a˜o com dois exemplos de espac¸os normados de dimensa˜o infinita,
onde o classificador k-NN na˜o e´ universalmente consistente. O primeiro exemplo pertence
a Roy O. Davis, e o segundo, onde o espac¸o e´ um espac¸o de Hilbert `2, a David Preiss.
Ambos exemplos sa˜o elegantes, bastante simples, e muito pouco conhecidos.
Os dois exemplos, juntamente com o teorema de Stone, sugerem que um espac¸o
me´trico no qual o classificador k-NN e´ universalmente consistente, deve ter dimensa˜o finita
em algum sentido intuitivo. A noc¸a˜o relevante de dimensa˜o finita para espac¸os me´tricos
sera´ considerada a seguir, e´ a chamada dimensa˜o de Nagata.
5.4.1. Um espac¸o de Banach onde o classificador k-NN na˜o e´ consistente. Nesta
subsec¸a˜o, vamos mostrar um exemplo fino, devido a Roy O. Davis [Davies, 1971].
5.4.1.1. Panoraˆmica da situac¸a˜o. O exemplo original de [Davies, 1971] e´ um espac¸o
me´trico compacto Ω de diaˆmetro um e duas medidas borelianas µ1, µ2 sobre Ω tais que
µ0(Ω) = 2/3, µ1(Ω) = 1/3, e ao mesmo tempo para todo 0 < r < 1 temos µ0(B¯r(x)) =
µ1(B¯r(x)) qualquer seja x ∈ Ω. (Exercı´cio: deduzir a mesma propriedade para bolas
abertas correspondentes, assim como para esferas).
Vamos apresentar o exemplo na subsec¸a˜o 5.4.1.2, bem como observar que esse espac¸o
pode ser imerso isometricamente no espac¸o de Banach c0 de sequeˆncias convergentes para
zero.
EXERCI´CIO 5.4.1. Seja µ = µ0 +µ1. Interpretemos µi como a distribuic¸a˜o de pontos
de Ω tendo ro´tulo i, i = 0, 1. Segue-se que
∫ 1
0
η(x) dµ(x) = 1/3, e `∗(µ, η) ≤ 1/3
(testemunhando pelo classificador T ≡ 0). Mostrar que no limite n → ∞ o classificador
k-NN (com desempate digamos mais comum, aleato´rio e uniforme) vai assinar o ro´tulo 1
a metade de pontos:
(5.5) P [Lk-NNn (X) = 1]→
1
2
quando n→∞.
Concluir que
erroµ(Lk-NNn )→
1
2
>
1
3
≥ `∗.
[ Sugesta˜o: reescrever a probabilidade na eq. (5.5) com ajuda do jeito de condicionamento
(veja subsec¸a˜o H.4.1),
ELk-NNn (X) = Er
[
ELk-NNn (X) | rk-NN(X) = r
]
,
e usar o lema de Cover–Hart. ]
5.4.1.2. Exemplo de Roy O. Davis. Seja (Nn) uma sequeˆncia de inteiros positivos, a
ser escolhida recursivamente mais tarde. Denotemos En o conjunto dos elementos (i, j),
1 ≤ i ≤ Nn, 0 ≤ j ≤ Nn; os elementos (i, 0) sendo chamados centrais, os elementos
(i, j), j ≥ 1, perife´ricos.
Definamos uma estrutura de grafo, Gn, sobre En, onde todos os elementos centrais
sa˜o adjacentes (ou seja, formam um grafo completo com Nn vertices), e todo elemento
perife´rico (i, j) e´ adjacente ao elemento central correspondente (i, 0). Definamos uma
me´trica, dn, sobre En como segue: para x, y ∈ En,
dn(x, y) =
{
1
2n , se x, y sa˜o adjacentes,
1
2n−1 , sena˜o.
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EXERCI´CIO 5.4.2. Dado um conjunto Γ, o espac¸o normado `∞(Γ) consiste de todas
func¸o˜es limitadas f : Γ → R munidas da estrutura canoˆnica de um espac¸o vetorial e da
norma
‖ f ‖∞ = sup
γ∈Γ
|f(γ)|.
Verificar que `∞(Γ) e´ um espac¸o de Banach, e que `∞(Γ) e´ isometricamente isomorfo as
espac¸o `∞(n) no caso ]Γ = n.
EXERCI´CIO 5.4.3. SejaX = {x1, x2, . . . , xn} um espac¸o me´trico finito. Mostrar que
a aplicac¸a˜o
X 3 x 7→ [f : y 7→ d(x, y)] ∈ `∞(n) = `∞({x1, x2, . . . , xn}),
e´ uma imersa˜o isome´trica (a imersa˜o de Kuratowski, veja subsec¸a˜o C.2.16).
Seja Ω =
∏∞
n=1En. A me´trica sobre Ω e´ definida pela regra: dado x = (xi), y =
(yi) ∈ Ω, x 6= y,
d(x, y) = dn(xn, yn),
onde n e´ o menor ı´ndice tal que xn 6= yn. Como o diaˆmetro de En e´ igual a 2n−1, e assim
menor ou igual a` distaˆncia entre dois elementos distintos quaisquer em En−1, a definic¸a˜o
da distaˆncia d pode se escrever assim:
(5.6) d(x, y) = max
n
dn(xn, yn).
EXERCI´CIO 5.4.4. Verificar que o espac¸o me´trico Ω e´ compacto, e que a me´trica d
induz a topologia produto (veja subsec¸a˜o C.2.14).
EXERCI´CIO 5.4.5. O espac¸o de Banach c0 consiste de todas as sequeˆncias de nu´meros
reais convergentes para zero, x = (xn), xn → 0, munidos da norma uniforme (induzida
de `∞):
‖x ‖ = sup
n
|xn|
(de fato, sobre c0 e´ o ma´ximo). Mostrar que Ω admite uma imersa˜o isome´trica no espac¸o
de Banach c0.
Seja B uma bola fechada em Ω. Pode-se supor que B = B¯1/2n(x), onde n ≥ 1 e
x = (xi). Enta˜o B consiste de todos x′ tais que x′i = xi para todos 1 ≤ i < n, e x′n e´
adjacente a xn em Gn, ou x′n = xn. Se xn e´ de geˆnero (i, 0), enta˜o todos os elementos
possı´veis x′n sa˜o
(i, 1), . . . , (i,Nn), (1, 0), . . . , (Nn, 0),
enquanto se xn e´ de forma (i, j), 1 ≤ j ≤ Nn, enta˜o todos os elementos possı´veis x′n sa˜o
(i, j) mesmo e (i, 0). Isso implica que a projec¸a˜o de B sobre En tem o nu´mero igual dos
elementos centrais e perife´ricos.
Formamos o conjunto cilı´ndrico:
Ω(x1, . . . , xn) = {x1} × {x2} × . . .× {xn} × En+1 × En+2 × . . .
(onde Ω(∅) = Ω). Vamos definir duas sequeˆncias de nu´meros αn, βn, n = 0, 1, 2, . . ., com
αn > βn > 0, e α0 = 23 , β0 =
2
3 , bem como duas medidas borelianas µ0, µ1 sobre Ω,
tendo a propriedade: quando tiver o nu´mero dos inteiros 1 ≤ i ≤ n tais que xi e´ central
em Ei, enta˜o
(5.7) µ0(Ω(x1, . . . , xn)) = αn, µ1(Ω(x1, . . . , xn)) = βn,
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embora no caso contra´rio
(5.8) µ0(Ω(x1, . . . , xn)) = βn, µ1(Ω(x1, . . . , xn)) = αn.
As medidas µ0, µ1 sa˜o na˜o atoˆmicas e satisfazem µ0(Ω) = 23 , µ1(Ω) =
1
3 . Em vista
de texto em ita´lico acima, toda bola fechada B de raio r < 1 e´ igual a` unia˜o de um nu´mero
igual de conjuntos cilı´ndricos de ambos tipos, e por conseguinte, satisfaz µ0(B) = µ1(B).
Segundo o teorema de extensa˜o de Carathe´odory E.1.15, basta verificar a condic¸a˜o
seguinte:
(5.9) µk(Ω(x1, x2, . . . , xn−1) =
∑
xn∈En
µk(Ω(x1, x2, . . . , xn−1, xn)), k = 0, 1.
Vamos definir αn, βn, Nn recursivamente, comec¸ando com α0 = 23 , η0 =
1
3 , como segue.
Supondo que αn−1 > βn−1 > 0, escolhamos Nn > 1 ta˜o grande que o sistema das
equac¸o˜es lineares {
N2na+Nnb = αn−1,
N2nb+Nna = βn−1
tem uma soluc¸a˜o em nu´meros positivos a, b.
EXERCI´CIO 5.4.6. Verificar que uma tal soluc¸a˜o existe se Nn > αn−1/βn−1.
EXERCI´CIO 5.4.7. Verificar que a > b e 4a < αn−1.
Definamos αn = a, βn = b. As sequeˆncias (αn), (βn) tem as propriedades desejadas.
Para verificar eq. (5.9), suponha que o nu´mero dos inteiros i, 1 ≤ i ≤ n− 1, tais que xi e´
um elemento central, e´ par. Enta˜o, (5.7) tem lugar para os elementos perife´ricos xn ∈ En
e (5.8) para os elementos centrais. Para k = 1, o valor de lado direito da eq. (5.9) e´ igual
a N2nαn + Nnβn = αn−1, igual ao valor de lado esquerda. Os treˆs casos restantes sa˜o
parecidos.
5.4.2. Classificador k-NN na˜o e´ consistente no espac¸o de Hilbert `2. Aqui, vamos
reproduzir o exemplo de David Preiss [Preiss, 1979].
Seja Q =
∏∞
k=1[Nk] um espac¸o de Cantor com a topologia produto (subs. C.2.14),
onde adotemos uma notac¸a˜o combinato´ria para [n] = {1, 2, . . . n}, e (Nk) e´ uma sequeˆncia
de nu´meros naturais ≥ 2. Denotemos pik a projec¸a˜o canoˆnica de Q sobre o cubo de di-
mensa˜o k, Qk =
∏k
i=1[Ni]. Seja H = `2(∪∞k=1Qk) um espac¸o de Hilbert cuja base
ortonormal e´ indexada com elementos da unia˜o dos cubos Qk (veja exemplo F.1.7).
Para todo n¯ = (n1, . . . , nk) em cada cubo Qk define
f(n¯) =
k∑
i=1
2−ie(n1,...,ni) ∈ H.
EXERCI´CIO 5.4.8. Mostrar que a aplicac¸a˜o f se estende por continuidade sobre a
unia˜o Q∗ de cubos sobre o espac¸o de Cantor Q.
Denote µ1 = f∗(ν) a imagem direta da medida de Haar sobreQ (o produto de medidas
uniformes sobre cada conjunto finito [Nk]).
EXERCI´CIO 5.4.9. Verificar que para todo r > 0 satisfazendo 2−k ≤ r2 < 2k, e para
todo n¯ = (n1, n2, . . .) ∈ Q,
µ1(Br(n¯)) = (N1N2 . . . Nk+1)
−1.
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Agora define uma medida puramente atoˆmica µ0, suportada na imagem de Q∗:
µ0 =
∑
k
∑
n¯∈Qk
akδn¯,
onde ak > 0 esta˜o escolhidos de modo que a medida seja finita:
(5.10)
∞∑
k=1
akN1N2 . . . Nk <∞.
Para r e n¯ ∈ Q como acima a bola Br(n¯) conte´m f(n1n2, . . . , nk), logo
µ1(Br(n¯)) ≥ ak.
Supondo, ale´m disso, que
(5.11) akN1N2 . . . NkNk+1 →∞ as k →∞,
concluı´mos:
µ1(Br(n¯))
µ0(Br(n¯))
→ 0 when r ↓ 0.
EXERCI´CIO 5.4.10. Mostrar que as condic¸o˜es (5.10) e (5.11) podem ser satisfeitos
pela escolha recursiva de (Nk) e (ak).
Now renormalizemos as medidas µ0 e µ1 de modo que µ = µ0 + µ1 e´ uma medida
de probabilidade, e interpretemos µi como a distribuic¸a˜o de pontos rotulados i = 0, 1.
Deste modo, a func¸a˜o de regressa˜o, η, e´ determinı´stica, e estamos aprendendo o conceito
C = f(Q) = suppµ1, µ1(C) > 0.
Para um elemento aleato´rio X ∈ H, X ∼ µ, a distaˆncia rk-NN(X) converge para zero
quase certamente pelo lema de Cover e Hart.
EXERCI´CIO 5.4.11. Deduzir das observac¸o˜es acima que a probabilidade condicional
para qualquer dos k vizinhos mais pro´ximos de X = x a ser rotulado 1 converge para zero
quase certamente.
A regra de k vizinhos mais pro´ximos vai quase certamente predizer um classificador
identicamente zero, logo na˜o e´ consistente.
Um exemplo mesmo mais natural no espac¸o `2, pore´m na˜o trivial (com µ sendo uma
medida de Wiener e o conceito C na˜o aprendiza´vel, um elipsoide), foi apresentado em
[Preiss, 1981].
5.4.3. Dimensa˜o de Nagata. Relembremos que uma famı´lia γ de subconjuntos de
um conjunto Ω tem multiplicidade ≤ δ se a intersec¸a˜o de mais de k elementos distintos de
γ e´ sempre vazia. Em outras palavras,
∀x ∈ Ω,
∑
V ∈γ
χV (x) ≤ δ.
DEFINIC¸A˜O 5.4.12. Sejam δ ∈ N, s ∈ (0,+∞]. Digamos que um espac¸o me´trico
(Ω, d) tem dimensa˜o de Nagata ≤ δ na escala s > 0, se toda famı´lia finita de bolas
fechadas γ de raios < s tem uma subfamı´lia γ′ de multiplicidade ≤ δ + 1 que cobre todos
os centros de bolas de γ.
Um espac¸o Ω tem dimensa˜o de Nagata δ se ele tem dimensa˜o de Nagata δ em uma
escala apropriada s ∈ (0,+∞]. Vamos denotar: dimsNag(Ω) = δ, ou simplesmente
dimNag(Ω) = δ.
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EXERCI´CIO 5.4.13. Mostre que a noc¸a˜o acima e´ equivalente a` propriedade seguinte
de Ω. Dado uma sequeˆncia x1, . . . , xδ+2 ∈ B¯r(x), r < s, existem i, j tais que d(xi, xj) ≤
max{d(x, xi), d(x, xj)}.
[ Sugesta˜o: usar contraposic¸a˜o para necessidade, e um argumento recursivo para su-
ficieˆncia. ]
EXERCI´CIO 5.4.14. Deduzir que todo espac¸o me´trico na˜o arquimediano (isto e´, sa-
tisfazendo a desigualdade triangular forte d(x, z) ≤ max{d(x, y), d(y, z)}) tem dimensa˜o
de Nagata 0 na escala +∞.
EXERCI´CIO 5.4.15. Mostrar (tambe´m usando o exercı´cio 5.4.13) que dimNag(R) =
1, e dimNag(R2) = 2.
EXERCI´CIO 5.4.16. Mostrar que todo espac¸o normado de dimensa˜o finita n tem a
dimensa˜o de Nagata finita, mais na˜o necessariamente n. (Estudar o exemplo de `∞(n)),
bem como os espac¸os euclidianos de dimensa˜o n > 2).
EXERCI´CIO 5.4.17. Construir uma me´trica equivalente na reta R cuja dimensa˜o de
Nagata e´ infinita, em qualquer escala s > 0.
[ Sugesta˜o: realizar R como uma curva contı´nua e sem autointersec¸o˜es no espac¸o de
Hilbert `2, passando pelo zero e todos vetores de uma base ortogonal, e induzir a distaˆncia
de la´. ]
Modificar o exemplo para construir uma me´trica equivalente sobre uma sequeˆncia
convergente com limite, que tem a dimensa˜o de Nagata infinita em qualquer escala.
OBSERVAC¸A˜O 5.4.18. Pode se mostrar que um espac¸o topolo´gico metriza´vel, X , tem
a dimensa˜o de Lebesgue n se e somente se a topologia de X pode ser gerada por uma
me´trica de dimensa˜o de Nagata n. (Teorema de Nagata–Ostrand [Ostrand, 1965]).
Espac¸os me´tricos de dimensa˜o de Nagata finita admitem uma versa˜o do lema geome´trico
de Stone, pelo menos no caso onde a amostra na˜o tem empates, ou seja, os valores das
distaˆncias d(xi, xj), i 6= j, sa˜o todas dois a dois diferentes.
LEMA 5.4.19 (Lema geome´trico de Stone, dimensa˜o de Nagata finita, sem empates).
Seja X um espac¸o me´trico da dimensa˜o de Nagata δ <∞. Seja
σ = (x1, x2, . . . , xn), xi ∈ Rd, i = 1, 2, . . . , n,
uma amostra finita em X , e seja x ∈ X qualquer. Suponha que na˜o tem empates na
amostra
x, x1, x2, . . . , xi−1, xi, xi+1, . . . , xn.
Dado k, o nu´mero de i tais que x 6= xi e x fica entre os k vizinhos mais pro´ximos de xi
dentro da amostra acima e´ majorado por (k + 1)(δ + 1).
DEMONSTRAC¸A˜O. Suponha que xi, i = 1, 2, . . . ,m tem x entre os k vizinhos mais
pro´ximos. A famı´lia γ das bolas fechadas Brk-NN(xi)(xi), i ≤ m, admite uma subfamı´lia
γ′ de multiplicidade ≤ δ + 1 que cobre todos pontos xi, i ≤ m. Porque na˜o ha´ empates,
cada bola em γ contem ≤ k + 1 pontos. Segue-se que ]γ′ ≥ m/(k + 1). Todas bolas em
γ′ contem x, e como a multiplicidade de γ′ e´ limitada por δ+ 1, concluı´mos: ]γ′ ≤ δ+ 1.
O resultado se segue. 
Agora o mesmo argumento que na pAˆ´rova de Stone mostra que o classificador k-NN
e´ consistente sob cada distribuic¸a˜o µ sobre Ω×{0, 1} tal que a probabilidade de empates e´
nula. (Em outras palavras, se cada esfera de raio estritamente positivo e´ µ-negligencia´vel).
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Ao contra´rio do caso euclidiano, a afirmac¸a˜o do lema 5.4.19 e´ falsa na presenc¸a dos
empates.
EXEMPLO 5.4.20. A conclusa˜o do lema geome´trico de Stone e´ falsa se a amostra
σ com n > k pontos dois a dois distintos esta´ munida de uma me´trica zero-um. Por
exemplo, o desempate baseado sobre a ordem na amostra escolhera´ x1, x2, . . . , xk como
vizinhos mais pro´ximos de todo outro ponto.
Ao mesmo tempo, a dimensa˜o de Nagata de um espac¸oX munido da me´trica zero-um
e´ igual a δ = 0. Se a famı´lia γ de bolas fechadas conte´m uma bola de raio ≥ 1, esta bola
ja´ cobre X . Se na˜o, escolha de γ uma bola de raio < 1 para cada centro de γ. As bolas
escolhidas tem a mesma unia˜o que γ e sa˜o duas a duas disjuntas, ou seja, da multiplicidade
1.
Vale a pena observar que no caso euclidiano um tal exemplo e´ impossı´vel: o tamanho
de uma amostra cuja me´trica induzida e´ a me´trica zero-um e´ limitada pela dimensa˜o do
espac¸o!
Poderia se esperar que a conclusa˜o do lema geome´trico de Stone seja va´lida no caso
de dimensa˜o de Nagata finita no sentido probabilı´stico, se o desempate for feito com ajuda
de uma ordem aleato´ria e uniforme sobre a amostra. Mesmo assim, o resultado e´ falso.
EXEMPLO 5.4.21. Dado N ∈ N, existe um espac¸o me´trico finito σ = {x1, . . . , xn}
de dimensa˜o de Nagata 0, tal que a esperanc¸a de nu´mero de pontos xi tais que o ponto x1
e´ o vizinho mais pro´ximo deles sob um desempate aleato´rio uniforme e´ pelo menos N .
Vamos construir σ por recorreˆncia. Comec¸amos com x1 qualquer, e seja σ1 = {x1}.
Adicionemos x2 a` distaˆncia 1 de x1, de modo que σ2 = {x1, x2}. Se σn foi definido,
adicionemos xn+1 a` distaˆncia 2n de todos os pontos xi, i ≤ n, e definamos σn+1 =
σn ∪ {xn+1}. Verifiquemos indutivamente que dimNag(σn) = 0. Para n = 1 e´ trivial.
Suponhamos que a conclusa˜o seja va´lida para σn, e seja F uma famı´lia qualquer de bolas
fechadas em σn+1. Se existe uma bola que conte´m todos os pontos, ha´ nada a mostrar.
Supondo que na˜o, ou seja, todas as bolas teˆm raios menos de 2n+1, escolhemos uma famı´lia
de multiplicidade 1 da subfamı´lia de bolas centradas em elementos de σn, e adicionemos
a bola centrada em xn+1 (um ponto isolado).
Finalmente, mostremos que se n e´ bastante grande, enta˜o o nu´mero esperado de i
tais que x1 e´ um vizinho mais pro´ximo de xi sob um desempate uniforme e´ ta˜o grande
quanto desejado. Com este propo´sito, para todo i ≥ 2 calculemos a esperanc¸a do evento
x1 ∈ NN(xi). Para x2, o u´nico vizinho mais pro´ximo e´ x1, enta˜o E[x1 ∈ NN(x2)] = 1.
Para x3, temos dois pontos a` distaˆncia 2, que podem ser escolhidos com a probabilidade
1/2 cada um, x1 e x2, enta˜o E[x1 ∈ NN(x3)] = 1/2. Para i qualquer, temos E[x1 ∈
NN(xi)] = 1/i. Concluı´mos:
E[]{i = 1, . . . , n : x1 ∈ NN(xi)} =
n∑
i=1
1
i
,
que converge para +∞ quando n→∞.
Poderı´amos considerar que empates na˜o ocorrem na pra´tica? Ou seja, pode ser que
pelo menos para espac¸os me´tricos “na˜o degenerados” de dimensa˜o me´trica finita a proba-
bilidade de um empate e´ assintoticamente zero, quando n→∞? Mesmo essa esperanc¸a e´
infundada.
EXEMPLO 5.4.22. Dado um valor δ > 0 e uma sequeˆncia n′k ↑ +∞, existe um
espac¸o me´trico compacto de dimensa˜o de Nagata zero (o conjunto de Cantor munido de
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uma me´trica compatı´vel), munido de uma medida de probabilidade, na˜o atoˆmica, e uma
sequeˆncia nk ↑ ∞, nk ≥ n′k, k/nk → 0, tendo a propriedade seguinte. Seja X um
elemento aleato´rio de Ω, e W um caminho amostral. Com probabilidade > 1 − δ, para
todos os valores k ∈ N+,X tem≥ nk empates entre seus k-vizinhos mais pro´ximos dentro
da amostra Wnk+1 .
O espac¸o Ω e´ o produto direto
∏∞
k=1[Nk] de espac¸os topolo´gicos finitos discretos,
onde Nk sa˜o escolhidos recursivamente e [Nk] = {1, 2, . . . , Nk}. A distaˆncia e´ na˜o arqui-
mediana:
d(σ, τ) =
{
0, se σ = τ,
2−min{i : σi 6=τi}, caso contra´rio.
Ela induz a topologia compacta de produto sobre Ω. A medida µ sobre Ω e´ a medida
produto de medidas uniformes µNk sobre os [Nk]. Essa medida e´ na˜o atoˆmica, e em
particular, quase todos os empatem ocorrem a` distaˆncia estritamente positiva de um ponto
aleato´rio X .
Seja (δi) uma sequeˆncia, tal que δi > 0, 2
∑
i δi = δ. Escolha N1 ta˜o grande que,
com a probabilidade > 1 − δ1, n1 = n′1 elementos escolhidos aleatoriamente e indepen-
dentemente entre [N1] (segundo a medida uniforme) sa˜o todos dois a dois distintos. Agora,
escolha n2 ≥ n′2 ta˜o grande que, se n2 elementos esta˜o escolhidos aleatoriamente em [N1],
enta˜o com a probabilidade > 1− δ1 cado elemento de [N1] e´ escolhido pelo menos n1 ve-
zes. Suponha que n1, N1, n2, N2, . . . , nk foram escolhidas. Seja Nk ta˜o grande que, com
a probabilidade > 1 − δk, nk elementos escolhidos aleatoriamente dentro [Nk] sa˜o dois a
dois distintos. Escolha nk+1 ta˜o grande que, com a probabilidade > 1 − δk, se nk+1 ele-
mentos sa˜o escolhidos uniformemente dentro
∏k
i=1[Ni], enta˜o todo elemento de
∏k
i=1[Ni]
sera´ escolhido pelo menos nk vezes.
Agora seja (X,W ) um elemento aleato´rio de Ω×Ω∞. Com a probabilidade > 1− δ,
o seguinte ocorre:
(1) Para todo k, as k + 1-e´simas coordenadas de todos elementos de Wnk+1 sa˜o
duas a duas distintas, logo as distaˆncias entre X e o resto da amostra Wnk+1 sa˜o
≥ 2−k−1;
(2) Para todo k, existem nk elementos na amostra Wnk+1 que teˆm as mesmas i-
e´simas coordenadas que X , para todos i = 1, 2, 3, . . . , k. Concluı´mos: eles sa˜o
a` distaˆncia exatamente 2−k−1 deX e sa˜o os vizinhos mais pro´ximos deX dentro
da amostra.
Temos nk empates entre k vizinhos mais pro´ximos de X dentro Wnk+1 , qualquer que seja
k.
Os exemplos acima mostram que, na presenc¸a de empates, a prova cla´ssica na˜o se
generaliza sobre os espac¸os me´tricos de dimensa˜o de Nagata finita. A fim de tratar dos
empates, precisa-se uma abordagem te´cnica diferente.
Para comec¸ar, vamos estender o nosso cena´rio ate´ o mais geral possı´vel.
DEFINIC¸A˜O 5.4.23. Um subespac¸o me´tricoX de um espac¸o me´trico Ω tem dimensa˜o
de Nagata≤ δ ∈ N na escala s > 0 dentro de Ω se toda famı´lia finita de bolas fechadas em
Ω com centros em X admite uma subfamı´lia tendo multiplicidade≤ δ+1 em Ω que cobre
os centros de bolas originais. Diz-se que X tem dimensa˜o de Nagata finita em Ω se X tem
dimensa˜o finita em Ω em uma escala s > 0. Notac¸a˜o: dimsNag(X,Ω) ou dimNag(X,Ω).
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EXERCI´CIO 5.4.24. Digamos que uma famı´lia de bolas e´ desconexa (segundo Preiss),
se o centro de toda bola da famı´lia na˜o pertence a`s outras bolas. Mostrar que
dimsNag(X,Ω) ≤ β
se e somente se toda famı´lia desconexa de bolas fechadas em Ω de raios < s com centros
em X tem multiplicidade ≤ β + 1.
EXERCI´CIO 5.4.25. Mostrar que na definic¸a˜o 5.4.23, bem como no exercı´cio 5.4.24,
as bolas fechadas podem ser substituı´das pelas bolas abertas. De fato, as afirmac¸o˜es restam
va´lidas para famı´lias de bolas algumas das quais sa˜o abertas, algumas fechadas.
EXERCI´CIO 5.4.26. Mostrar que se dimsNag(X,Ω) ≤ δ, enta˜o dimsNag(X¯,Ω) ≤ δ,
onde X¯ e´ a adereˆncia de X em Ω.
EXERCI´CIO 5.4.27. Mostrar que se X e Y sa˜o dois subespac¸os de um espac¸o me´trico
Ω que tem dimensa˜o finita em Ω, enta˜oX∪Y tem dimensa˜o finita em Ω, com dimNag(X∪
Y,Ω) ≤ dimNag(X,Ω) + dimNag(Y,Ω).
DEFINIC¸A˜O 5.4.28. Um espac¸o Ω tem dimensa˜o de Nagata sigma-finita se Ω =
∪∞i=1Xn, onde cada subespac¸o me´trico Xn tem dimensa˜o de Nagata finita em Ω (com
escalas sn > 0 possivelmente todas diferentes).
OBSERVAC¸A˜O 5.4.29. Grac¸as ao exercı´cio 5.4.26, na definic¸a˜o acima pode-se supor
que Xn sa˜o fechados, em particular borelianos.
Eis a ferramenta te´cnica que permite manejar os empates nos espac¸os me´tricos mais
gerais.
LEMA 5.4.30. Seja σ = {x1, x2, . . . , xn} uma amostra finita num espac¸o me´trico
Ω, e seja X um subespac¸o de dimensa˜o de Nagata finita δ em Ω na escala s > 0. Seja
α ∈ (0, 1] qualquer. Seja σ′ v σ uma subamostra com m pontos. Assinemos a todo ponto
xi da amostra uma bola (fechada ou aberta), Bi, em torno de xi, de raio < s. Enta˜o no
ma´ximo α−1(δ + 1)m pontos xi pertencendo a X tem a frac¸a˜o de ≥ α pontos de σ′ nas
bolas Bi:
]{i = 1, 2, . . . , n : xi ∈ X, ](Bi ∩ σ′) ≥ α]Bi} ≤ α−1(δ + 1)m.
DEMONSTRAC¸A˜O. A famı´lia de todas as bolas Bi tendo as propriedades xi ∈ X e
](Bi ∩ σ′) ≥ α]Bi
admite uma subfamı´lia de multiplicidade≤ δ+1 que contem todos os centros. Cada ponto
de σ′ pertence, no ma´ximo, aos δ + 1 bolas da subfamı´lia. A soma de cardinalidades de
bolas dessa subfamı´lia, vez α, na˜o excede a cardinalidade de σ′ vez δ+ 1 (pois cada ponto
de σ′ esta´ contado, no ma´ximo, δ + 1 vezes), de onde concluı´mos. 
OBSERVAC¸A˜O 5.4.31. Nas aplicac¸o˜es do lema, Bi = Bk-NN(x) (as vezes abertas, as
vezes fechadas).
LEMA 5.4.32. Sejam α, α1, α2 ≥ 0, t1, t2 ∈ [0, 1], t2 ≤ 1− t1. Suponha que α1 ≤ α
e
t1α1 + (1− t1)α2 ≤ α.
Enta˜o,
t1α1 + t2α2
t1 + t2
≤ α.
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DEMONSTRAC¸A˜O. Se α2 ≤ α, a conclusa˜o e´ imediata. Caso contra´rio, α2 ≥ α,
segue-se da hipo´tese que
t1α1 + t2α2 ≤ α− (1− t1 − t2)α2 ≤ (t2 + t2)α.

LEMA 5.4.33. Seja x, x1, x2, . . . , xn uma amostra finita (talvez com repetic¸o˜es), e
σ′ @ σ uma subamostra. Seja α ≥ 0, e seja B uma bola fechada em torno de x de raio
rk-NN(x) que contem K elementos da amostra,
]{i = 1, 2, . . . , n : xi ∈ B} = K.
Suponha que a frac¸a˜o de pontos de σ′ contidos em B seja menor ou igual a α,
]{i : xi ∈ σ′, xi ∈ B} ≤ αK,
e que da mesma forma, para a bola aberta, B◦,
]{i : xi ∈ σ′, xi ∈ B◦} ≤ α]{i : xi ∈ B◦}.
Sob um desempate uniformemente aleato´rio de k vizinhos mais pro´ximos, a frac¸a˜o espe-
rada de pontos de σ′ entre os k vizinhos mais pro´ximos de x e´ menor ou igual a α.
DEMONSTRAC¸A˜O. Aplica-se o lema 5.4.32 com α1 e α2 as frac¸o˜es de pontos de σ′
na bola B e na esfera S = B \B◦ respectivamente, t1 = ]B◦/]B, e t2 a frac¸a˜o de pontos
da esfera S = B \B◦ que temos de escolher aleatoriamente como vizinhos mais pro´ximos
de x faltados na bola aberta. Basta observar que a frac¸a˜o esperada de pontos de σ′ entre os
vizinhos mais pro´ximos que pertencem a` esfera e´ tambe´m igual a α2 pois sa˜o escolhidos
aleatoriamente seguindo uma distribuic¸a˜o uniforme. 
Agora chegamos ao resultado principal desta sec¸a˜o.
TEOREMA 5.4.34. O classificador k-NN sob um desempate uniformemente aleato´rio
de k vizinhos mais pro´ximos e´ universalmente consistente em qualquer espac¸o me´trico de
dimensa˜o de Nagata sigma-finita.
DEMONSTRAC¸A˜O. Seja Ω = ∪∞l=1Yn, onde Yn tem dimensa˜o de Nagata finita em Ω.
Segundo o exercı´cio 5.4.27, pode-se supor que as Yn formam uma cadeia crescente, e o
exercı´cio 5.4.26 permite supor que Yn sa˜o borelianos. Sejam µ e η quaisquer. Dado  > 0,
existe l tal que µ(Yl) ≥ 1 − /2, e existe K compacto, K ⊆ Yl, tal que η|K e´ contı´nua e
µ(K) ≥ 1− . A func¸a˜o η|K se estende a uma func¸a˜o uniformemente contı´nua g sobre Ω.
No espı´rito da prova do teorema de Stone 5.3.15, basta estimar por cima o termo
(B) = E
1
k
∑
{|η(Xi)− g(Xi)| : Xi ∈ k-NN(X), X ∈ K, Xi /∈ K}
= EEj∼µ]
1
k
∑
{|η(Xi)− g(Xi)| : Xi ∈ k-NN(Xj), Xj ∈ K, Xi /∈ K,
i ∈ {0, 1, . . . , n} \ {j}} ,
onde µ] e´ a medida uniforme sobre o conjunto {0, 1, 2, . . . , n}, eX0 = X . Vamos tratar do
termo (B) como a soma de duas esperanc¸as condicionais, (B1) e (B2), segundo k vizinhos
mais pro´ximos deXj dentro da amostra {X0, X1, . . . , Xn} conte´m mais ou menos de
√
k
elementos de U = Ω \K.
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Usando o lema 5.4.30, aplicado a`s bolas fechadas de raio k-NN(Xj) bem como a`s
bolas abertas correspondentes, junto com lema 5.4.33, no primeiro caso temos
(B1) = EEj∼µ]
[
1
k
∑
{|η(Xi)− g(Xi)| : Xi ∈ k-NN(Xj), Xj ∈ K, Xi /∈ K,
i ∈ {0, 1, . . . , n} \ {j}} | ]{i : Xi ∈ k-NN(Xj), Xi /∈ K} ≥ k
√

]
≤ E1
k
k2−1/2(δ + 1)
1
n
]{i = 0, 1, . . . , n : Xi /∈ K}
≤ 2−1/2(δ + 1) = 2√(δ + 1),
onde usamos o fato e que a soma na˜o excede k, e depois a Lei dos Grandes Nu´meros. No
segundo caso,
(B2) = EEj∼µ]
[
1
k
∑
{|η(Xi)− g(Xi)| : Xi ∈ k-NN(Xj), Xj ∈ K, Xi /∈ K,
i ∈ {0, 1, . . . , n} \ {j}} | ]{i : Xi ∈ k-NN(Xj), Xi /∈ K} ≤ k
√

]
≤ 1
k
k
√
 =
√
.

OBSERVAC¸A˜O 5.4.35. Uma boa refereˆncia para uma grande variedade de dimenso˜es
me´tricas, inclusive a de Nagata, e´ o artigo [Assouad and Quentin de Gromard, 2006].
OBSERVAC¸A˜O 5.4.36. Teorema 5.4.34 inicialmente resultou de uma combinac¸a˜o dos
resultados de [Preiss, 1983] e [Ce´rou and Guyader, 2006].
Um espac¸o me´trico munido de uma medida de probabilidade, (Ω, d, µ), satisfaz a
propriedade de Lebesgue–Besicovitch (forte) se para toda f ∈ L1(µ)
1
µ(Bε(x)
∫
Bε(x)
f(x) dµ(x)→ f(x)
em probabilidade (respectivamente, em quase toda parte).
Foi mostrado em [Ce´rou and Guyader, 2006] que a propriedade de Lebesgue–Besico-
vitch implica que o classificador k-NN e´ consistente. (A prova estende a de [Devroye,
1981], onde a ideia foi elaborada para Rd.)
E segundo [Preiss, 1983], um espac¸o me´trico Ω satisfaz a propriedade de Lebesgue–
Besicovitch forte para cada medida de probabilidade µ se e somente se Ω tem a dimensa˜o
de Nagata sigma-finita. Isto implica o teorema 5.4.34.
(Mencionemos que a prova de Preiss foi muito curta, apenas um esboc¸o. A suficieˆncia
foi elaborada de modo detalhado em [Assouad and Quentin de Gromard, 2006], e a neces-
sidade, em [Kumari, 2018].)
A prova atual do teorema 5.4.34, assim como diversos exemplos do capı´tulo, aparecem
na tese [Kumari, 2018].
OBSERVAC¸A˜O 5.4.37. Seja X um espac¸o me´trico (separa´vel e completo) tal que o
classificador k-NN e´ universalmente consistente em X . Segue-se que X tinha dimensa˜o
de Nagata sigma finita?
A resposta positiva, modulo o resultado de [Ce´rou and Guyader, 2006] mencionado
acima, implicaria uma resposta positiva a uma pergunta da ana´lise real, ja´ bastante antiga
[Preiss, 1983]: na˜o se sabe se Ω tem a propriedade de Lebesgue–Besicovitch para cada
medida de probabilidade se e somente se Ω tem dimensa˜o de Nagata sigma-finita.
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OBSERVAC¸A˜O 5.4.38. Na˜o enfrentamos aqui o problema de consisteˆncia universal
forte do classificador k-NN. A consisteˆncia universal forte no espac¸o euclidiano foi es-
tabelecida em [Devroye and Gyo¨rfi, 1985] e [Zhao, 1987]. O argumento e´ o seguinte.
Supondo que a medida µ sobre Rd (ou um espac¸o me´trico qualquer) na˜o admite empa-
tes (ou seja, cada esfera e´ µ-negligencia´vel), para cada α > 0 e cada x existe o mı´nimo
r = r(α)(x) > 0 tal que µ(Br(x)) = α. Definamos a regra de aprendizagem Ln em x
pelo voto majorita´rio entre os ro´tulos de todos os pontos σ∩Br(k/n)(x)(x). Na˜o e´ difı´cil a
verificar que a regra Ln e a regra k-NN sa˜o mutualmente fortemente consistentes, ou seja,
erroµ,ηk-NN− erroµ,ηL → 0
ao longo de quase todo caminho amostral. Segue-se em particular que L e´ universalmente
consistente. Usando o lema geome´trico de Stone mais alguns argumentos topolo´gicos,
pode-se mostrar que o erro de classificac¸a˜o da regra Ln e´ uma func¸a˜o Lipschitz contı´nua
sobre Ωn×{0, 1}n, com a constante de Lipschitz uniformemente limitada. Usando o lema
E.2.28, concluı´mos que L e´ fortemente consistente, logo o mesmo vale para a regra k-NN.
O mesmo argumento se generaliza para espac¸os me´tricos de dimensa˜o de Nagata
sigma-finita na auseˆncia de empates [Kumari, 2018].
A condic¸a˜o de auseˆncia de empates foi removida para espac¸o euclidiano em [Devroye,
Gyo¨rfi, Krzyz˙ak, and Lugosi, 1994].
OBSERVAC¸A˜O 5.4.39. Seja M uma famı´lia de me´tricas sobre um espac¸o boreliano
padra˜o, todas gerando a sua estrutura boreliana. Suponha que o classificador k-NN seja
universalmente consistente em cada espac¸o me´trico (Ω, ρ), ρ ∈M . Formemos a regra de
aprendizagem seguinte: dado uma amostra rotulada σ, seja Ln(σ) o valor do classificador
k-NN sobre σ, em relac¸a˜o a` me´trica ρ ∈M minimizando o erro empı´rico de classificador
k-NN. Sobre quais condic¸o˜es sobre a famı´lia M a tal regra sera´ universalmente consis-
tente? Intuitivamente, e´ o caso quando M tiver uma “complexidade baixa”, ou, talvez,
num sentido apropriado, estiver “uniformemente de dimensa˜o de Nagata sigma-finita”.
Seria interessante tentar e desenvolver uma pequena teoria, justificando a otimizac¸a˜o do
classificador k-NN sobre uma famı´lia de me´tricas (ou outras distaˆncias).
Algum trabalho nesta direc¸a˜o foi feito em [Hatko, 2015].
O problema e´ importante porque ja´ existem algoritmos deste tipo, tais como o classifi-
cador LMNN (Large Margin Nearest Neighbour classifier) nos espac¸os euclidianos [Wein-
berger and Saul, 2009]. A pergunta que parece ficar em aberto e´ a seguinte: o classificador
LMNN e´ universalmente consistente?
OBSERVAC¸A˜O 5.4.40. Tradicionalmente, o classificador de vizinhos mais pro´ximos
e´ estudado e usado no contexto dos espac¸os me´tricos (como neste capı´tulo), e sobretudo
num espac¸o euclidiano `2(d) de dimensa˜o finita. Todavia, nenhum axioma de me´trica e´
necessa´ria para definir o classificador. Por outro lado, as “medidas de semelhanc¸a” d(x, y)
intrı´nsecos a alguns domı´nios (por exemplo, biologia molecular) na˜o sa˜o necessariamente
sime´tricas, nem satisfazem a desigualdade triangular [Pestov and Stojmirovic´, 2006]. A
raza˜o principal para a teoria ser quase exclusivamente desenvolvida para espac¸os me´tricos,
e´ que ela e´ baseada sobre a teoria bem estabelecida das medidas de probabilidade em
tais espac¸os, praticamente inexistente para conjuntos munidos de distaˆncias mais gerais
(quaseme´tricas, etc.) Como ja´ mencionamos, o aˆmbito natural para estudar e analisar os
classificadores de vizinhos mais pro´ximos seria um espac¸o boreliano padra˜o Ω munido
de uma famı´lia de pre´-ordens ≺x, uma para cada ponto x ∈ Ω, compatı´veis com a es-
trutura boreliana padra˜o separa´vel no sentido que os intervalos geram a estrutura, onde a
interpretac¸a˜o de y ≺x z e´ que y fica mais perto de x que z. A u´nica propriedade deseja´vel
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seria y ≺x x⇒ y = x. Na presenc¸a de uma me´trica (ou outra medida de semelhanc¸a), d,
a pre´-ordem e´ definida por
(5.12) y ≺x z ⇐⇒ d(x, y) ≤ d(x, z).
Pode-se argumentar que a teoria de classificadores de vizinhos mais pro´ximos desta gene-
ralidade merece, seguramente, atenc¸a˜o.
E´ fa´cil verificar que, dado uma famı´lia de pre´-ordens ≺x, x ∈ Ω com a propriedade
y ≺x x ⇒ y = x, existe uma me´trica d sobre Ω que satisfaz Eq. (5.12). Deixemos isso
como um exercı´cio. Pore´m, tipicamente uma tal me´trica vai gerar a topologia discreta, a
uma estrutura boreliana na˜o separa´vel, e por isso vai ser inu´til. Na˜o e´ claro se a pergunta
seguinte ja´ foi tratada: sob quais condic¸o˜es existe uma tal me´trica d que gera a estrutura
boreliana original de Ω?
CAPı´TULO 6
Reduc¸a˜o de dimensionalidade
Nos domı´nios de alta dimensa˜o d  1, va´rios algoritmos da cieˆncia de dados muitas
vezes levam muito tempo e tornam-se ineficientes. Por exemplo, nenhum classificador
padra˜o vai funcionar se aplicado diretamente ao conjunto de dados seguinte.1 Os dados
sa˜o sequeˆncias genoˆmicas,
X ⊆ {A, T,G,C}d,
onde a “dimensa˜o” (nu´mero de caraterı´sticas) d ∼ 870, 000, enquanto a tamanho do con-
junto na˜o e´ muito grande (n ∼ 6, 000, os dados correspondem aos pacientes individuais).
No entanto, ja´ em dimenso˜es baixas a me´dias (tais como 7) alguns algoritmos tornam-se
visivelmente menos eficientes que em dimenso˜es 1 ou 2. Este fenoˆmeno e´ conhecido como
a maldic¸a˜o de dimensionalidade.
Para remediar a situac¸a˜o, sa˜o usados va´rios algoritmos sob o nome comum de reduc¸a˜o
de dimensionalidade. Isto significa escolher uma func¸a˜o f : Ω → Υ do domı´nio de di-
mensa˜o alta, Ω, para um domı´nio Υ de dimensa˜o mais baixa, transferindo o problema para
la´. No contexto da aprendizagem supervisionada, a fim de classificar um ponto de dados
x ∈ Ω baseado sobre amostra rotulada σ, aplicamos um algoritmo de classificac¸a˜o no
espac¸o Υ ao ponto f(x) e a` amostra f(σ), esperando que o desempenho do algoritmo em
Υ seja mais eficaz de que em Ω por causa da baixa dimensa˜o, e que a func¸a˜o f conserve
os padro˜es presentes no domı´nio Ω.
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dominio de dimensao alta
dominio de dimensao baixa
classificador
0
FIGURA 6.1. Reduc¸a˜o de dimensionalidade
Existem va´rios me´todos de reduc¸a˜o de dimensionalidade. Para alguns aspectos da te-
oria, a chamada extrac¸a˜o de caraterı´sticas, veja a colec¸a˜o de artigos [Guyon et al., 2006].
Ao mesmo tempo, parece que ainda na˜o existe muita base teo´rica deste procedimento no
contexto de aprendizagem de ma´quina. Isto e´, em parte, porque o fenoˆmeno de maldic¸a˜o
de dimensionalidade em si mesmo e´ ainda mal entendido. (Considere, por exemplo, a
“conjetura de maldic¸a˜o de dimensionalidade” em aberto, mencionada na subsec¸a˜o 3.2.5).
1O do Instituto de Cardiologia da Universidade de Ottawa.
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Ate´ mesmo na˜o e´ ainda claro o que significa “dimensa˜o alta” de um conjunto de dados:
a teoria de dimensa˜o correspondente na˜o foi ainda elaborada. Por esta raza˜o, qualquer
apresentac¸a˜o do assunto sera´ necessariamente inconclusiva, disjunta, e teoricamente insa-
tisfato´ria. Pore´m, dado que o desafio e´ muito interessante do ponto de vista teo´rico bem
como pra´tico, arrisquemos incluir este capı´tulo.
Discutimos alguns aspectos da maldic¸a˜o de dimensionalidade, em particular o que
pode significar uma “dimensa˜o intrı´nseca alta” de dados, e as ligac¸o˜es com a concentrac¸a˜o
de medida. Depois, descrevemos um dos importantes algoritmos de reduc¸a˜o de dimensio-
nalidade, o me´todo de projec¸o˜es aleato´rias baseado sobre o lema de Johnson–Lindenstrauss.
Vamos discutir possı´veis ligac¸o˜es do lema com aprendizagem supervisionada. Concluı´mos
com a descric¸a˜o de um novo algoritmo para reduc¸a˜o de dimensionalidade, usando as
func¸o˜es injetoras borelianas, descontı´nuas em cada ponto – um resultado simples, que
no entanto pode tornar-se uma ferramenta importante.
6.1. Maldic¸a˜o de dimensionalidade
Como no´s ja´ mencionamos, a natureza geome´trica e algorı´tmica da maldic¸a˜o de di-
mensionalidade ainda resta um desafio teo´rico interessante. Nesta sec¸a˜o tentaremos enten-
der um pouco, pelo menos ao nı´vel intuitivo, a origem de alguns problemas que afeitam o
classificador k-NN. Por isso, o domı´nio vai ser um espac¸o me´trico com medida de proba-
bilidade, (Ω, d, µ).
6.1.1. Geometria de busca por semelhanc¸a. O classificador k-NN precisa de um
algoritmo eficaz para buscar os k vizinhos mais pro´ximos do qualquer ponto x do domı´nio
dentro da amostra, σ. Isto e´ onde os problemas comec¸am nas altas dimenso˜es, e intuitiva-
mente, a origem de dificuldades e´ bastante clara.
Seja (Ω, d,X) um domı´nio munido de uma me´trica, d, e de uma amostra finita X =
{x1, x2, . . . , xn} (conjunto, ou instaˆncia, de dados). O triplo (Ω, d, σ) e´ conhecido na
teoria de busca por semelhanc¸a como uma carga de trabalho de semelhanc¸a (similarity
workload). O que nos interessa, e´ a pesquisa de k vizinhos mais pro´ximos (consulta k-
NN) dentro de X , dado um ponto de consulta (query point), q. (A nossa notac¸a˜o aqui vai
ser um pouco diferente da usada na aprendizagem estatı´stica, porque nos passamos por
uma parte diferente da informa´tica).
q
Ω
X
x
q
Ω
X
FIGURA 6.2. Consulta do vizinho mais pro´ximo (esquerda) e consulta
de ε-intervalo (dir.)
Uma possibilidade e´ a busca completa sequencial de X , calculando todos os valores
d(xi, q), i = 1, 2, . . . , n, ordenando-os, e escolhendo k menores. Por exemplo, no caso de
k = 1, o algoritmo pode ser definido como seque:
i = arg min
i
d(xi, q).
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A complexidade temporal deste algoritmo e´ deO(n), o nu´mero de passos a executar sendo
proporcional a n. Frequentemente, e´ o mais ra´pido algoritmo conhecido. No entanto, ele se
torna devagar demais se o nu´mero de pontos, n, e´ grande, ou a me´trica e´ difı´cil a calcular. E´
deseja´vel construir um esquema de indexac¸a˜o, ou seja, uma estrutura sobre (Ω, d,X) capaz
de executar uma busca mais ra´pida: de maneira ideal, no tempo poly log n, ou poly d, onde
d e´ a “dimensa˜o”.
Um esquema de indexac¸a˜o permite executar consultas de intervalo (range queries):
dado q ∈ Ω e ε > 0, retornar todos x ∈ B¯ε(q) ∩ X . (Depois, a busca bina´ria permite
reduzir a consulta k-NN a uma se´rie de consultas de intervalo da maneira mais ou menos
evidente e eficaz.) Um esquema de indexac¸a˜o tradicional, cingido ao essencial, consiste de
uma famı´lia de func¸o˜es reais fi, i ∈ I sobre Ω, definidas totalmente ou parcialmente, que
satisfazem a propriedade de Lipschitz com constante L = 1:
(6.1) |fi(x)− fi(y)| ≤ d(x, y).
(Por exemplo, os chamados esquemas baseados sobre pivoˆs usam como as func¸o˜es fi as
da distaˆncia d(pi,−) ate´ os pivoˆs escolhidos, ou seja, pontos do domı´nio pi ∈ Ω.)
ε
q εx
f(x)
f(q)
εf(q)+
Ω
R
f: Ω −> R
FIGURA 6.3. O ponto x pode ser descartado.
Dado uma consulta (q, ε), onde q ∈ Ω e ε > 0, o algoritmo escolha recursivamente
uma se´rie de ı´ndices in, onde cada in+1 esta´ determinado pelos valores fim(q), m ≤ n.
As func¸o˜es fi servem para descartar os pontos xi que na˜o podem responder a` consulta. A
saber, se |fi(q) − fi(x)| ≥ , enta˜o, segundo a propriedade 1-lipschitziana de fi, temos
d(q, x) ≥ . Assim, o ponto x e´ irrelevante e na˜o precisa ser considerado (Figura 6.3).
Apo´s o ca´lculo terminar, o algoritmo retorna todos os pontos que na˜o podem ser des-
cartados, e verifica cada um deles contra a condic¸a˜o d(x, q) < .
Figura 6.4 ilustra o funcionamento do esquema onde as func¸o˜es fi sa˜o distaˆncias ate´
pivoˆs. Apenas os pontos na regia˜o verde tera˜o que ser examinadas.
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ε
FIGURA 6.4. Busca do vizinho mais pro´ximo com pivoˆs.
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Uma observac¸a˜o importante aqui e´ que as func¸o˜es fi, i ∈ I que formam um esquema
de indexac¸a˜o geralmente exigem uma certa quantidade de pre´-computac¸a˜o e armazena-
mento, principalmente os ponteiros para dados a ser descartados. Por isso, o tamanho do
esquema, ]I , na˜o pode ser ilimitado.
Por causa de concentrac¸a˜o de medida, sobre as estruturas de alta dimensa˜o, as func¸o˜es
lipschitzianas sa˜o concentradas em torno de seus valores me´dios (ou medianas). Esse
efeito ja´ e´ pronunciado em dimenso˜es moderadas, tais como d = 14 na Figura 6.5. Aqui
a func¸a˜o e´ a distaˆncia de um pivoˆ p escolhido aleatoriamente. As linhas verticais marcam
a distaˆncia me´dia normalizada 1 ± NN , onde NN e´ a distaˆncia me´dia do vizinho mais
pro´ximo. Supondo que o ponto de consulta q esteja a uma distaˆncia ≈ 1 de p, apenas os
pontos fora da regia˜o marcada por barras verticais podem ser descartados.
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FIGURA 6.5. Histograma das distaˆncias a um ponto escolhido aleato-
riamente em um conjunto de dados X com n = 105 points, tirados de
uma distribuic¸a˜o gaussiana em R14.
Isto conduz em particular ao efeito conhecido na cieˆncia de dados como o “paradoxo
do espac¸o vazio”, que afirma que a distaˆncia me´dia E(NN ) para o vizinho mais pro´ximo
aproxima-se a` distaˆncia me´dia E(d) entre dois pontos de dados, quando a dimensa˜o d
cresce, desde que o nu´mero de dados, n, cresce apenas subexponencialmente em d. Figura
6.6 e´ autoexplicativa.
O fenoˆmeno esta´ tambe´m ilustrado na Figura 6.7 com o nu´mero de pontos constante
(n = 103 e n = 105), e as distaˆncias normalizadas de modo que o tamanho caraterı´stico
do espac¸o gaussiano (Rn, γn),
(6.2) CharSize (X) = Eµ⊗µ(d(x, y)),
seja igual a 1.
As duas propriedades combinadas implicam que, como d → ∞, cada vez menos
pontos podem ser descartados durante a execuc¸a˜o de uma consulta de intervalo, e o desem-
penho de um esquema de indexac¸a˜o degrada rapidamente.
No entanto, ja´ apenas o paradoxo de espac¸o vazio em si mesmo tem consequeˆncias
imediatas para o classificador k-NN. Seja x ∈ Ω um ponto qualquer. Denotemos rNN(x)
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FIGURA 6.6. Distaˆncias de 2, 000 pontos de busca aleato´rios ate´ seus
vizinhos mais pro´ximos dentro de um conjunto de 10, 000 pontos
aleato´rios no cubo euclidiano [0, 1]50. A linha horizontal inferior marca
o valor mediano (rNN)M = 1.9701, a linha vertical, Ed(x, y) = 2.872.
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FIGURA 6.7. A distaˆncia me´dia normalizada ate´ o vizinho mais
pro´ximo dentro da amostra com n pontos tirada aleatoriamente da
distribuic¸a˜o gaussiana em Rd.
a distaˆncia de x para o seu vizinho mais pro´ximo na amostra σ. Na consequeˆncia do
paradoxo de espac¸o vazio, uma grande quantidade de pontos de σ esta˜o quase a mesma
distaˆncia de x que o seu vizinho mais pro´ximo. Mais formalmente, seja c > 0, e digamos,
seguindo Beyer et al. [1999], que a consulta de vizinho mais pro´ximo de x e´ c-insta´vel se
a bola de raio (1 + c)rNN(x) centrada em x conte´m pelo menos metade dos pontos de σ.
(Figura 6.8.)
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r(1+c) q r
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FIGURA 6.8. Instabilidade da busca do vizinho mais pro´ximo.
Usando a concentrac¸a˜o da medida, na˜o e´ difı´cil de mostrar que, pelo c > 0 fixo, no
limite d→∞ a maioria das buscas sera˜o c-insta´veis.
Nas dimenso˜es baixas, o fenoˆmeno esta´ fraco (Figura 6.9, a esquerda, o conjunto de
dados Segment da UCI data repository2), mas nas dimenso˜es me´dias, e´ ja´ pronunciado
(Figura 6.9, a direita, o subconjunto aleato´rio da distribuic¸a˜o gaussiana em R14). Aqui,
k = 20 e c = 0.5. A linha esquerda vertical corresponde ao valor me´dio de raio da bola
que conte´m k vizinhos mais pro´ximos, rk-NN, e a segunda linha corresponde a (1 + c)rk-NN.
Para o conjunto Segment, a segunda bola conte´m em me´dia 60 pontos. Para o gaussiano, o
valor correspondente ja´ e´ de 1, 742 pontos.
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FIGURA 6.9. A frac¸a˜o me´dia dos pontos de dados nas bolas de raio (1 + c)rk-NN.
O fenoˆmeno da instabilidade significa uma perda da importaˆncia do fato de ser o vi-
zinho mais pro´ximo. Por exemplo, no caso de um erro quase inevita´vel de recuperac¸a˜o do
vizinho mais pro´ximo exato, o ro´tulo do vizinho substituı´do sera´ mais ou menos aleato´rio.
Ale´m disso, a convergeˆncia de raio rk-NN para zero, como no lema de Cover–Hart, sera´
muito devagar. O desempenho do classificador k-NN (e de qualquer outro algoritmo
baseado sobre vizinhos mais pro´ximos) degrada especialmente em dimenso˜es altas, mas
tambe´m em dimenso˜es me´dias, mesmo se na˜o ta˜o notoriamente.
Apoiemos alguns dos argumentos empı´ricos acima com resultados concretos.
6.1.2. Paradoxo de espac¸o vazio e instabilidade da busca. Relembramos que a
notac¸a˜o assinto´tica f(n) = O(g(n)) significa que existe uma constante C > 0 e um
nu´mero natural C > 0 tais que |f(n)| ≤ C|g(n)| para todos n ≥ N . Neste caso tambe´m
escrevemos g(n) = Ω(f(n)). O fato f = O(g) e g = O(f) e´ expresso pela notac¸a˜o
2http://archive.ics.uci.edu/ml/
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f = Θ(g). A notac¸a˜o f(n) = ω(g(n)) significa que f(n) = Ω(g(n)) e f(n) 6= O(g(n)),
ou seja, f cresce estritamente mais ra´pido que g.
A fim de executar a ana´lise assinto´tica, vamos trabalhar com uma sequeˆncia infinita
de domı´nios, Ωd, bem como de conjuntos de dados Xd ⊆ Ωd, d = 1, 2, . . .. Isso equivale
a tirar um ponto u´nico (caminho amostral), x¯, no produto infinito
Ωn11 × Ωd22 × . . .× Ωndd × . . . ,
em relac¸a˜o ao produto infinito de medidas de probabilidade:
X¯ ∼ µ⊗n11 ⊗ µ⊗d22 ⊗ . . .⊗ µ⊗ndd ⊗ . . . .
A confianc¸a neste contexto significa a medida de produto acima. Especificamente, a
afirmac¸a˜o Q(d, x¯), parametrizado pela dimensa˜o d e aceitando como uma varia´vel o cami-
nho amostral, ocorre assintoticamente com alta confianc¸a se para todo δ > 0 existe D tal
que
P [Q(d, X¯) e´ verdadeiro ] > 1− δ
quando d ≥ D.
Ao mesmo tempo, a fim de manter a notac¸a˜o simples, vamos suprimir o ı´ndice d e
falar apenas de um domı´nio u´nico Ω e um conjunto de dados X ⊆ Ω.
A fim de provar formalmente um resultado geral, aceitemos as seguintes hipo´teses.
6.1.2.1. Domı´nio como um espac¸o me´trico com medida. O domı´nio me´trico (Ω, d) e´
munido de uma medida de probabilidade µ, e dados esta˜o tirados de Ω de maneira i.i.d.,
seguinte a lei µ.
6.1.2.2. Normalizac¸a˜o da distaˆncia. A distaˆncia d sobre o domı´nio e´ normalizada de
modo que o tamanho caraterı´stico de Ω e´ constante:
CharSize(Ω) = Eµ⊗µ(d) = Θ(1).
6.1.2.3. Dimensa˜o intrı´nseca crescente. O domı´nio Ω = Ωd tem “dimensa˜o intrı´nseca
Ω(d)” no sentido que a func¸a˜o de concentrac¸a˜o de (Ω, d, µ) admite uma cota superior gaus-
siana
αΩ(ε) = exp(−Ω(ε2d)).
6.1.2.4. Tamanho de conjunto de dados. O nu´mero de pontos, n = ]Xd, cresce mais
ra´pido do que alguma func¸a˜o polinomial em d, e´ mais devagar do que alguma func¸a˜o
exponential em d:
n = dω(1), d = ω(log n).(6.3)
OBSERVAC¸A˜O 6.1.1. A u´ltima hipo´tese e´ padra˜o na ana´lise assinto´tica de esquemas
de indexac¸a˜o para pesquisa de semelhanc¸a, veja [Indyk, 2004]. Um exemplo da tal taxa de
crescimento e´ n = 2
√
d.
TEOREMA 6.1.2. Sob as hipo´teses acima, para cada ε > 0, assintoticamente com
alta confianc¸a todos pontos q ∈ Ω exceto um conjunto de medida demasiado pequena
exp(−Ω(ε2d)), satisfazem ∣∣rXNN(q)− CharSize(Ω)∣∣ < ε.
COROLA´RIO 6.1.3. Sob as hipo´teses acima, para cada ε > 0 e c > 0, assintotica-
mente com alta confianc¸a, para todos pontos q ∈ Ω exceto um conjunto de medida de-
masiado pequena exp(−Ω(ε2d)), a busca de intervalo de raio ε em ponto q e´ c-insta´vel.
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Como um outro subproduto da te´cnica, obtemos:
PROPOSIC¸A˜O 6.1.4. Sob as mesmas hipo´teses, para todo ε > 0 as distaˆncias dois a
dois entre pontos de X sa˜o todos no intervalo CharSize (Ω) ± ε, assintoticamente com
alta confianc¸a.
Sem perda de generalidade, normalizemos o tamanho caraterı´stico de Ω para 1. Para
cada q ∈ Ω, a func¸a˜o distaˆncia, d(q,−), e´ 1-Lipschitz contı´nua, logo concentrada em torno
do seu valor mediano, R(q). Para evitar incerteza, escolhamos o mı´nimo valor mediano,
que sempre existe (exercı´cio).
EXERCI´CIO 6.1.5. Mostrar que a func¸a˜o R : Ω→ R, q 7→ R(q) e´ Lipschitz contı´nua
tambe´m, de constante 1.
Por conseguinte, R(q) concentra-se em torno do seu valor mediano, que denotemos
por RM .
EXERCI´CIO 6.1.6. Deduza que para todos pontos q ∈ Ω fora de um conjunto de
medida demasiado pequena, exp(−Ω(ε2d)), a casca esfe´rica,
{x ∈ Ω: RM − ε ≤ d(q, x) ≤ RM + ε},
tem medida 1− exp(−Ω(ε2d)).
A probabilidade para pelo menos um ponto de X na˜o pertencer a` casca esfe´rica como
acima e´ limitada por
n exp(−Ω(ε2d)) = exp(−Ω(ε2d))
pois n cresce subexponencialmente em d. Para concluir a prova do teorema 6.1.2, precisa-
mos do exercı´cio seguinte.
EXERCI´CIO 6.1.7. Mostre que, com a confianc¸a 1− exp(−Ω(ε2d)),
1−RM < ε.
Consideremos o conjunto A de todos pares (q, x¯) que satisfazem a conclusa˜o do
teorema 6.1.2. No´s estabelecemos que para todos q fora de um conjunto de medida
exp(−Ω(ε2d)), a “faixa vertical” sobre q,
{x¯ : (q, x¯) ∈ A},
tem medida 1−exp(−Ω(ε2d)). O teorema de Fubini H.4.13 permite concluir que a medida
de produto de A e´ 1− exp(−Ω(ε2d)). Por conseguinte, para todos caminhos amostrais x¯
fora de um conjunto de medida exp(−Ω(ε2d)), a “faixa horizontal”, ou seja, o conjunto de
q ∈ Ω tais que (q, x¯) ∈ A, tem medida 1− exp(−Ω(ε2d)). Isso e´ exatamente a afirmac¸a˜o
do teorema 6.1.2.
Segue-se que, qualquer que seja c > 0, para todos os pontos q fora de um conjunto da
medida demasiado pequena, assintoticamente, a medida da bola de raio (1 + c)rXNN(q) com
centro em q converge para 1, como 1 − exp(−Ω(c2d)). Isto estabelece a instabilidade de
busca e o corola´rio 6.1.3.
Para mostrar proposic¸a˜o 6.1.4, fixemos  > 0. Para dois elementos aleato´rios de Ω,X1
eX2, temos com confianc¸a 1−n exp(−O(d)2) a propriedade |d(X1, X2)−R(X1)| < /2
(condicionando sobre X1). Dado uma amostra aleato´ria X com n pontos, concluı´mos que,
com confianc¸a 1 − n2 exp(−O(d)2), |d(x, y) − R(x)| < /2 para todos x, y ∈ X . Ao
mesmo tempo, com a confianc¸a 1− n exp(−O(d)2), temos |R(x)− 1| < /2 para todos
x ∈ X . Como n e´ subexponencial em d, o resultado segue-se.
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6.1.3. Func¸o˜es de dimensa˜o intrı´nseca. Formular precisamente o que e´ a “dimensa˜o
intrı´nseca de dados” resta um desafio teo´rico na cieˆncia de dados, tendo um significado
pra´tico bastante o´bvio. Eis alguns objetivos que uma tal noc¸a˜o deveria cumprir.
(1) Queremos que um valor elevado de dimensa˜o intrı´nseca seja indicativo da presenc¸a
da maldic¸a˜o da dimensionalidade.
(2) O conceito na˜o deve fazer qualquer distinc¸a˜o entre objetos contı´nuos e discretos,
e a dimensa˜o intrı´nseca de uma amostra discreta aleato´ria deve estar pro´xima da
do domı´nio subjacente munido da lei de distribuic¸a˜o.
(3) A dimensa˜o intrı´nseca deve concordar com a nossa intuic¸a˜o geome´trica e devol-
ver valores usuais para objetos familiares, tais como esferas euclidianas ou cubos
de Hamming.
(4) No´s queremos o conceito ser insensı´vel ao ruı´do aleato´rio da amplitude mode-
rada.
(5) Por fim, para ser u´til, a dimensa˜o intrı´nseca deve ser computacionalmente via´vel.
Vamos discutir uma abordagem, concentrando sobre os objetivos 1–3, que va˜o ser
formalizados e transformados em treˆs axiomas.
Para formalizar o objetivo 2, precisamos de uma noc¸a˜o de proximidade entre espac¸os
me´tricos com medida, que concorde bem com o fenoˆmeno de concentrac¸a˜o. Sejam X =
(X, dX , µX) e Y = (Y, dY , µY ) dois espac¸os me´tricos (separa´veis e completos) muni-
dos de medidas borelianas de probabilidade. A ideia da distaˆncia de Gromov [Gromov,
1999] e´ que X e Y sera˜o pro´ximos se toda func¸a˜o 1-Lipschitz contı´nua sobre X pode ser
emparelhada com uma tal func¸a˜o sobre Y , e vice-versa. Relembramos (teorema E.2.1)
que todo espac¸o probabilı´stico padra˜o, Ω, pode ser parametrizado pelo intervalo unita´rio,
[0, 1]: existe uma aplicac¸a˜o boreliana φ : [0, 1]→ Ω tal que a medida µ e´ a imagem direta
da medida de Lebesgue (uniforme), λ, sobre o intervalo:
µ = φ∗(λ),
ou seja, para todo subconjunto boreliano A ⊆ X ,
µX(A) = λ(φ
−1(A)).
Introduzimos a distaˆncia me1 sobre o espac¸o de func¸o˜es borelianas sobre [0, 1] como se-
gue:
me1(f, g) = inf { > 0: λ{t ∈ [0, 1] : |f(t)− g(t)| > } < } .
EXERCI´CIO 6.1.8. Mostrar que me1 e´ uma pseudome´trica, determinando a convergeˆncia
em medida. (Releia a discussa˜o no inı´cio da subsec¸a˜o 3.3.1).
Agora definamos a distaˆncia de Gromov, dconc(X,Y ), como o ı´nfimo de todos  >
0 admitindo algumas parametrizac¸o˜es φX e φY de X e de Y respetivamente, tendo a
propriedade seguinte. Para cada f ∈ Lip1(X) existe g ∈ Lip1(Y ) tal que
(6.4) me1(f ◦ φX , g ◦ φY ) < ,
e vice versa: para cada g ∈ Lip1(Y ) existe f ∈ Lip1(X) satisfazendo eq. (6.4).
EXERCI´CIO 6.1.9. Verificar que a distaˆncia dconc e´ uma pseudome´trica.
EXERCI´CIO 6.1.10. Verificar que se dconc(X,Y ) = 0, enta˜o os espac¸os me´tricos
com medida X = (X, dX , µX) e Y = (Y, dY , µY ) sa˜o isomorfos, a saber: existe uma
isometria f : suppµX → suppµY tal que f∗(µX) = µY . (Este exercı´cio e´ difı´cil, veja
Th. 5.16 em [Shioya, 2016]).
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FIGURA 6.10. A noc¸a˜o da distaˆncia de Gromov
PROPOSIC¸A˜O 6.1.11. Seja X um espac¸o me´trico com medida. Enta˜o,
(dconc(X, {∗}) ≤ /2)⇒ (α() ≤ /2)⇒ (dconc(X, {∗}) ≤ ) .
DEMONSTRAC¸A˜O. Suponha que dconc(X, {∗}) ≤ /2 < 1/2 e seja A ⊆ X qual-
quer, com µ(A) ≥ 1/2. A func¸a˜o distaˆncia dA(x) = d(A, x) = inf{d(a, x) : a ∈ A} e´
1-Lipschitz contı´nua, logo ela difere de uma func¸a˜o constante, c, pelo menos de /2 sobre
um conjunto de medida > 1 − /2. E´ claro que c ≤ /2, logo dA apenas pode tomar
valor >  sobre um conjunto da medida ≤ /2, significando α() ≤ /2. Inversamente,
se dconc(X, {∗}) ≥ , existe uma func¸a˜o 1-Lipschitz contı´nua, f , sobre X , que difere do
seu valor mediano M = Mf pelo menos por  sobre um conjunto de medida ≥ . Por
conseguinte, existem dois conjuntos, A e B, tais que µ(A) ≥ 1/2, µ(B) ≥ /2, e para
todos a ∈ A, b ∈ B temos |f(a)− f(b)| ≥ , ou seja, α() ≥ /2. 
EXERCI´CIO 6.1.12. Mostre que, para as esferas euclidianas, a distaˆncia de Gromov
ate´ um conjunto unita´rio e´ exatamente a soluc¸a˜o da equac¸a˜o α(Sn, ) = /2, Fig. 6.11.
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FIGURA 6.11. Func¸o˜es de concentrac¸a˜o das esferas Sn, n =
3, 10, 30, 100, e a reta α = /2.
EXERCI´CIO 6.1.13. Deduza que uma famı´lia (Xn) de espac¸os me´tricos com medida
e´ uma famı´lia de Le´vy se e somente se ela converge para o espac¸o unita´rio {∗} em relac¸a˜o
a` me´trica de Gromov: dconc(Xn, {∗})→ 0 quando n→∞.
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OBSERVAC¸A˜O 6.1.14. A explicac¸a˜o intuitiva e´ a seguinte: quando uma sequeˆncia
de conjuntos de dados mais se aproximar do conjunto unita´rio na distaˆncia de Gromov,
mais se assemelhar a um “buraco negro” do ponto de vista da cieˆncia de dados, porque as
“caraterı´sticas” (func¸o˜es Lipschitz contı´nuas) concentram-se e tornam-se cada vez menos
discriminantes.
Agora seja ∂ uma func¸a˜o assinando a cada espac¸o me´trico com medida (X, d, µ) ou
um nu´mero real na˜o negativo ou o sı´mbolo +∞. Digamos que ∂ e´ uma func¸a˜o de dimensa˜o
intrı´nseca se ela satisfaz os treˆs axiomas.
6.1.3.1. Axioma de concentrac¸a˜o. Dada uma famı´lia (Xn) de espac¸os me´tricos com
medida, ∂(Xn) ↑ ∞ se e somente se (Xn) e´ uma famı´lia de Le´vy.
Isto axioma formaliza o requerimento que a dimensa˜o intrı´nseca e´ alta se e somente
se o conjunto de dados sofre a maldic¸a˜o de dimensionalidade.
6.1.3.2. Axioma de dependeˆncia suave de dados. Se dconc(Xn, X)→ 0, enta˜o ∂(Xn)→
∂(X).
Este axioma garante, por exemplo, que a dimensa˜o intrı´nseca de uma amostra aleato´ria
e´ pro´xima a` do domı´nio subjacente.
6.1.3.3. Axioma de normalizac¸a˜o. ∂(Sn) = Θ(n).
Relembremos que f(n) = Θ(g(n)) se existem constantes 0 < c < C e N com
c|f(n)| ≤ |g(n)| ≤ C|f(n)| para todos n ≥ N . Neste caso, dizemos que f e g assintoti-
camente teˆm a mesma ordem de grandeza.
Este axioma serve para calibrar propriamente os valores da dimensa˜o intrı´nseca.
OBSERVAC¸A˜O 6.1.15. Ao inve´s das esferas, podem ser usadas os hipercubos nor-
malizados, In, os cubos de Hamming normalizados, os espac¸os euclidianos munidas das
medidas gaussianas, etc. — pode-se mostrar que as definic¸o˜es resultantes sejam equiva-
lentes.
Os axiomas levam imediatamente a uma conclusa˜o paradoxal. Como, por exemplo,
as esferas euclidianas Sn de raio um munidas da medida de probabilidade invariante pelas
rotac¸o˜es formam uma famı´lia de Le´vy normal (Apeˆndice I), eles convergem para o espac¸o
trivial {∗} na distaˆncia de Gromov, e os axiomas 1 e 2 (ou 2 e 3) implicam que
∂({∗}) = +∞.
O converso e´ tambe´m verdadeiro.
TEOREMA 6.1.16. Seja ∂ uma func¸a˜o de dimensa˜o intrı´nseca. Enta˜o ∂(X) = +∞
se e somente se X e´ isomorfo a um espac¸o trivial, X ' {∗}, ou seja, a medida µX e´ uma
medida de Dirac, suportada em um ponto.
DEMONSTRAC¸A˜O. Se ∂(X) = +∞, enta˜o a sequeˆncia constante Xn = X e´ uma
famı´lia de Le´vy. Por conseguinte, αX(ε) = 0 para todos ε > 0, o que e´ apenas possı´vel
quando µ e´ uma medida de Dirac (exercı´cio). 
Assim, o u´nico objeto de dimensa˜o infinita em uma teoria e´ um espac¸o trivial, um con-
junto unita´rio! Este paradoxo parece ser inevita´vel se algue´m quer uma noc¸a˜o de dimensa˜o
intrı´nseca capaz de detectar a maldic¸a˜o da dimensionalidade. No entanto, isto na˜o parece
levar a quaisquer problemas ou inconvenientes.
Talvez ainda mais surpreendente e´ o fato de que uma func¸a˜o de dimensa˜o satisfazendo
os requisitos acima realmente existe.
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EXEMPLO 6.1.17. Para um espac¸o me´trico com medida (X, d, µ), definamos
(6.5) ∂conc(X) =
1[
2
∫ 1
0
αX() d
]2 .
EXERCI´CIO 6.1.18. Verifique o axioma 1.
[ Sugesta˜o: usar o teorema de convergeˆncia dominada de Lebesgue. ]
EXERCI´CIO 6.1.19. Mostrar que se dconc(X,Y ) ≤ γ, enta˜o para cada ε > 0,
|α(X, ε)− α(Y, ε)| ≤ 2γ.
[ Sugesta˜o: mostrar e usar o fato que α(X, ε) e´ o supremo de todos os valores de forma
µX{x ∈ X : f(x) ≥ Mf + ε}, onde f e´ uma func¸a˜o 1-Lipschitz contı´nua. ] Deduzir o
axioma 2.
EXERCI´CIO 6.1.20. Verificar o axioma 3.
[ Sugesta˜o: usar va´rias propriedades geome´tricas das esferas estabelecidas por Paul
Le´vy, do Apeˆndice I. ]
Eis uma ilustrac¸a˜o do axioma de normalizac¸a˜o.
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FIGURA 6.12. Dimensa˜o ∂conc de n-esferas para 2 ≤ n ≤ 101.
EXERCI´CIO 6.1.21. Seja (Ω, d, µ) um espac¸o me´trico com medida de probabilidade.
Mostra que, quando n→∞, temos as convergeˆncias quase certas:
(1) Para cada ε > 0, α((ςn, d|ςn , µn), ε)→ α(Ω, ε),
(2) dconc((ςn, d|ςn , µn),Ω)→ 0,
(3) se ∂ e´ uma func¸a˜o de dimensionalidade intrı´nseca, ∂(ςn, d|ςn , µn)→ ∂Ω.
[ Sugesta˜o: use o lema de Cover–Hart. ]
OBSERVAC¸A˜O 6.1.22. A versa˜o de dimensa˜o intrı´nseca apresentada acima, como su-
gerida em [Pestov, 2007], [Pestov, 2008], foi desenvolvida recentemente em um cena´rio
mais refinado e realista em [Hanika, Schneider, and Stumme, 2018].
6.1.4. Maldic¸a˜o de dimensionalidade para alguns esquemas de indexac¸a˜o. Obte-
nhamos alguns resultados mostrando a maldic¸a˜o de dimensionalidade para esquemas de
indexac¸a˜o discutidos na subsec¸a˜o 6.1.1. O modelo consiste de:
(1) Uma famı´liaF de func¸o˜es reais 1-Lipschitz contı´nuas sobre o domı´nio me´trico
Ω, definidas parcialmente ou totalmente. As func¸o˜es de tal famı´lia sa˜o aquelas
func¸o˜es 1-Lipschitz contı´nuas que podem ser computados da maneira eficaz.
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(2) Dado um conjunto de dadosX ⊆ Ω, constro´i-se uma esquema de indexac¸a˜o para
X . O esquema consiste de uma subfamı´lia FX ⊆ F de func¸o˜es, submetidas a`
pre´-computac¸a˜o, permitindo a execuc¸a˜o do seguinte algoritmo. Dado uma sub-
sequeˆncia finita de func¸o˜es f1, f2, . . . , fk ∈ FX e a correspondente sequeˆncia
de valores fi(q), o algoritmo devolve ou uma nova func¸a˜o fk+1 ∈ FX para
calcular fk+1(q), ou uma lista de pontos de X a examinar.
(3) A lista de pontos devolvidos no final do ca´lculo deve incluir todos os pontos
x ∈ X tais que, para todos f1, . . . , fk ∈ F indicadas pelo algoritmo, |fi(q) −
fi(x)| ≤ ε, onde ε > 0 e´ o raio de busca de intervalo inicial.
(4) Para todos os pontos x na lista, a condic¸a˜o d(x, q) < ε e´ verificada, e os pontos
satisfazendo-a sa˜o sa˜o devolvidos pelo algoritmo.
Este tipo de esquema na˜o e´ exclusivo, mas sim e´ muito comum. Para uma dis-
cussa˜o mais detalhada com exemplos, consulte [Pestov and Stojmirovic´, 2006], e para
va´rias implementac¸o˜es na engenharia de dados, consulte [Chavez et al., 2001],[Samet,
2006],[Santini, 2001],[Yianilos, 1993],[Zezula et al., 2006].
Precisamos de alguns resultados adicionais sobre a dimensa˜o VC e a concentrac¸a˜o de
medida.
EXERCI´CIO 6.1.23. Seja C uma classe de conceitos, e k um nu´mero natural. Enta˜o a
dimensa˜o da classe
C k-∩ = {∩A : A ⊆ C , ]A ≤ k},
que consiste de todas as intersec¸o˜es de ≤ k conceitos de C , satisfaz
VC-dim
(
C k-∩
) ≤ 2kVC-dim(C ) log(kVC-dim(C )).
[ Sugesta˜o: comece com o lema de Sauer–Shelah, e depois imite o jeito na pa´gina 55
baseado sobre lema 2.3.23. ]
PROPOSIC¸A˜O 6.1.24. Seja C um subconjunto boreliano na˜o negligencia´vel de um
espac¸o me´trico com medida de probabilidade, (Ω, d, µ). Denote αC a func¸a˜o de concen-
trac¸a˜o de C em relac¸a˜o a me´trica induzida d|C e a medida de probabilidade induzida
µ/µ(C). Enta˜o para todos ε > 0
αC(ε) ≤ αΩ(ε/2)
µ(C)
.
DEMONSTRAC¸A˜O. Sejam ε > 0 e δ < αC(ε) quaisquer. Existem subconjuntos
D,E ⊆ C a distaˆncia ≥ ε um de outro, satisfazendo µ(D) ≥ µ(C)/2 e µ(E) ≥ δµ(C).
Em particular, a medida de qualquer deles e´ pelo menos δµ(C). As ε/2-vizinhanc¸as de D
e E em Ω na˜o se encontram pela desigualdade triangular. Por conseguinte, uma deles tem
a medida ≤ 1/2, e o seu complemento em Ω, denote-o F , tem a propriedade µ(F ) ≥ 1/2.
Ao mesmo tempo, µ(Fε/2) ≤ 1− δµ(C), porque Fε/2 na˜o encontra um de dois conjuntos,
D ou E. Concluı´mos: αΩ(ε/2) ≥ δµ(C), e, formando o supremo sobre todos δ < αC(ε),
αΩ(ε/2) ≥ αC(ε)µ(C).
Em outras palavras, αC(ε) ≤ αΩ(ε/2)/µ(C), como desejado. 
COROLA´RIO 6.1.25. Sejam C um subconjunto boreliano na˜o negligencia´vel de um
espac¸o me´trico com medida de probabilidade, (Ω, d, µ), e f : C → R uma func¸a˜o 1-
Lipschitz contı´nua. Seja M um valor mediano de f sobre C. Enta˜o, para cada ε > 0,
µ{x ∈ C : |f(x)−M | > ε} ≤ 2α(Ω, ε/2).
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DEMONSTRAC¸A˜O.
1
µ(C)
µ{x ∈ C : |f(x)−M | > ε} = µC{x ∈ C : |f(x)−M | > ε}
≤ 2α(C, ε)
≤ 2
µ(C)
α(Ω, ε/2).

Seja F uma classe de func¸o˜es reais sobre Ω (possivelmente parcialmente definidas).
DenoteF≥ a famı´lia de todos os subconjuntos
{ω ∈ dom f : f(ω) ≥ a}, a ∈ R.
O resultado seguinte e´ uma variac¸a˜o sobre os resultados de [Pestov, 2012, 2013b].
TEOREMA 6.1.26. Suponha que o domı´nio Ω, munido de uma me´trica d e uma me-
dida de probabilidade µ, tem o tamanho caraterı´stico Eµ2d(X,Y ) = 1 e a func¸a˜o de
concentrac¸a˜o subgaussiana com exponente Θ(d):
(6.6) αΩ(ε) = exp
(−Θ(ε2d)) .
SejaF a famı´lia de todas as func¸o˜es 1-Lipschitz contı´nuas sobre Ω usadas para escolher
as func¸o˜es de decisa˜o para um esquema particular. Suponha que VC-dim(F≥) = poly (d)
e´ polinomial em d. Seja X uma amostra aleato´ria i.i.d. com n pontos de Ω seguindo a
lei µ, onde n e´ superpolinomial e subexponencial em d, d = no(1) e d = ω(log n). Enta˜o
cada esquema de indexac¸a˜o para busca de vizinho mais pro´ximo em X de tipo descrito
acima, usando as func¸o˜es de decisa˜o de uma subfamı´lia FX ⊆ F de tamanho poly (n),
tem o tempo esperado me´dio da execuc¸a˜o superpolinomial em d, dω(1).
Fixemos um valor 0 < ε0 < 1 estritamente positivo qualquer, por exemplo, ε0 = 1/2.
Para cada f ∈ F definamos os conjuntos
Outf =
{
x ∈ dom f : |f(x)−Mf | > ε
4
}
,
Inf = dom f \ Outf ,
onde Mf e´ o valor mediano de f sobre o seu domı´nio de definic¸a˜o.
EXERCI´CIO 6.1.27. Deduza que a dimensa˜o de Vapnik–Chervonenkis da classe D =
{Inf : f ∈ F} e´ polinomial em d.
Seja k o comprimento esperado da sequeˆncia f1, . . . , fi de func¸o˜es geradas pelo al-
goritmo de busca sobre todos os conjuntos de dados X e todos os centros de busca q de
raio ε. Se k e´ superpolinomial em d, na˜o tem nada a mostrar. Sena˜o, segue-se do exercı´cio
6.1.23 que a dimensa˜o VC da classe Dk-∩ de todas as intersec¸o˜es de ≤ k elementos de
D e´ poly d tambe´m. Segundo o teorema de Glivenko–Cantelli, quando d, n → ∞, com
confianc¸a 1− exp (−Θ(−ε2d)), a medida empı´rica de todos os elementos de Dk-∩ difere
da medida µ por menos de ε/4.
Agora seja X um conjunto de dados qualquer fixo tendo a propriedade acima. Um es-
quema de indexac¸a˜o esta´ escolhida neste momento. Segundo a nossa hipo´tese, a subclasse
FX ⊆ F satisfaz ]FX = poly (n). Um centro de busca q, um elemento aleato´rio de Ω,
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satisfaz
P
q ∈ ⋃
f∈FX
Outf
 ≤ ]FX · α(Ω, ε/8)
= exp
(−Θ(−ε2d)) .
Em outras palavras, com confianc¸a 1−exp (−Θ(−ε2d)), qualquer seja f ∈ FX , se q per-
tence a dom f , enta˜o q ∈ Inf . Ale´m disso, com alta confianc¸a, a vizinho mais pro´ximo de q
dentro de X vai ser a distaˆncia≥ 0. Fixemos um q qualquer com estas duas propriedades.
A se´rie de buscas de intervalo para determinar o vizinho mais pro´ximo vai necessari-
amente incluir a busca de intervalo com o centro q e um raio ≥ 0/4. Executemos uma tal
busca. Sejam fi, i = 1, . . . , k func¸o˜es elementos de FX escolhidos pelo algoritmo para
calcular os valores em q. Como q ∈ dom fi para todos i, temos
|fi(q)−Mf | < ε
4
, i = 1, 2, . . . , k.
Os pontos de X que na˜o pertencem ao conjunto ∪{Outfi : i = 1, 2, . . . , k} teˆm que ser
devolvidos. Temos:
]{x ∈ X : x /∈ ∪ki=1Outfi} = nµ]
[
Ω \ ∪ki=1Outfi
]
≥ n (µ [Ω \ ∪ki=1Outfi]− ε/2)
≥ n
2
= dω(1).

O resultado seguinte (que mencionemos sem demonstrac¸a˜o) sugere que, para todos os
fins pra´ticos, a hipo´tese VC-dim(F≥) = poly (d) e´ razoa´vel.
TEOREMA 6.1.28 (Goldberg and Jerrum [1995], Theorem 2.3). Seja
F = {x 7→ f(θ, x) : θ ∈ Rs}
uma classe parametrizada de func¸o˜es bina´rias. Suponha que, para todo input x ∈ Rn,
existe um algoritmo calculando f(θ, x), e o ca´lculo precisa ao ma´ximo t operac¸o˜es dos
seguintes tipos:
• os operac¸o˜es aritme´ticas +,−,× e / sobre reais,
• saltos condicionados sobre >, ≥, <, ≤, =, e 6= comparac¸o˜es de reais, e
• saı´da 0 ou 1.
Enta˜o VC-dim(F ) ≤ 4s(t+ 2). 
Alia´s, a dimensa˜o s do espac¸o de paraˆmetros Rs na˜o pode ser superpolinomial em d,
pois neste caso ja´ lendo o paraˆmetro vai demorar o tempo dω(1).
EXERCI´CIO 6.1.29. Tente mostrar o teorema de Goldberg e Jerrum usando as te´cnicas
desenvolvidas na prova do teorema 2.3.20.
6.2. Lema de Johnson–Lindenstrauss
6.2.1. Formulac¸a˜o do resultado e discussa˜o preliminar.
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TEOREMA 6.2.1 (Lema de Johnson–Lindenstrauss). Seja X um subconjunto com n
elementos num espac¸o de HilbertH, e seja 0 <  ≤ 1 qualquer. Existe um operador linear
T : H → `2(k), onde
k = O(−2 log n),
tal que
(1− )‖x− y ‖ < ‖T (x)− T (y) ‖ < (1 + )‖x− y ‖
para todos x, y ∈ X .
Vamos deduzir valores concretos das constantes na nossa demonstrac¸a˜o. A saber, o
nosso argumento em particular vai mostrar que se n ≥ 96, enta˜o a dimensa˜o k e´ no ma´ximo
k ≤
⌈
65 log n
2
⌉
.
(Certamente, as cotas na˜o sa˜o o´timas e podem ser melhoradas).
Obviamente, pode-se supor que dimH ≤ n, substituindoH pelo espac¸o linear gerado
por X . No entanto, o espac¸o T (H) tem dimensa˜o logarı´tmica em n. O resultado, ori-
ginalmente motivado pelas necessidades da ana´lise funcional, tornou-se uma ferramenta
importante na informa´tica teo´rica bem como pra´tica. O lema e´ sujeito a muita pesquisa
contemporaˆnea.
Chama a atenc¸a˜o a consequeˆncia seguinte do resultado, bastante surpreendente. Se
um espac¸o de Hilbert H contiver um sistema ortogonal de n vetores, enta˜o, obviamente, a
dimensa˜o deH seria maior ou igual a` n. Agora, chamamos um sistema de vetores -quase
ortogonal se o aˆngulo entre quaisquer dois vetores distintos pertence ao intervalo pi/2± .
O lema de Johnson–Lindernstrauss, aplicada aos vetores ba´sicos e1, e2, . . . , en, implica a
existeˆncia de sistemas -quase ortogonais de tamanho exponencial em dimensa˜o do espac¸o
de Hilbert, para um  > 0 fixo.
Agora fazemos algumas preparac¸o˜es para a demonstrac¸a˜o. SubstituamosH por `2(n).
Vamos reduzir o problema para um de geometria da esfera euclidiana. Com esta finalidade,
formemos o conjunto
(6.7) Y =
{
x− y
‖x− y ‖ : x, y ∈ X,x 6= y
}
.
Temos: Y ⊆ Sn−1 e |Y | = n(n − 1)/2. E´ claro que basta mostrar a existeˆncia de um
operador linear T tendo a propriedade seguinte:
(6.8) ∀y ∈ Y, 1−  < ‖Ty ‖ < 1 + .
Em outras palavras, T envia Y dentro a casca esfe´rica de espessura 2. De fato, basta
mostrar que existe uma constante M > 0 tal que
(6.9) ∀y ∈ Y, (1− )M < ‖Ty ‖ < (1 + )M.
Neste caso, podemos substituir T pelo operador linear M−1T e obter (6.8).
Denotemos por pk a projec¸a˜o ortogonal deH = `2(n) sob o subespac¸o gerado pelas k
primeiras coordenadas. Como pk e´ um operador linear de norma um, a func¸a˜o f = ‖ · ‖◦pk
e´ 1-Lipschitz contı´nua. A prova cla´ssica do lema de Johnson–Lindenstrauss e´ baseada
sobre a concentrac¸a˜o dessa func¸a˜o, restrita sobre a esfera, em torno do seu valor mediano:
(6.10) Sn−1 3 x 7→ f(x) = ‖ pk(x) ‖ =
(
k∑
i=1
x2i
)1/2
∈ R.
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Aqui, a medida na esfera unita´ria e´ a medida de Haar, ou seja, a u´nica medida boreliana de
probabilidade invariante pelas rotac¸o˜es da esfera, veja sec¸a˜o (I.2.2). A distaˆncia na esfera
e´ euclidiana.
Vamos estimar o valor mediano Mf , fazendo isso em poucas etapas. Primeiramente,
note que a esperanc¸a do quadrado de f pode ser calculada exatamente:
E(f2) = E
(
k∑
i=1
x2i
)
=
k∑
i=1
E(x2i )
=
k
n
,
porque para n = k temos
E(f2) = 1 =
n∑
i=1
E(x2i ) = nE(x2i )
e E(x2i ) sa˜o todas iguais para i = 1, 2, . . . , n por considerac¸a˜o de simetria.
Como f ≥ 0, temos (Mf )2 = Mf2 . Enta˜o, bastaria estimar o valor mediano de f2.
Isso parece ser possı´vel grac¸as a` observac¸a˜o feita no exercı´cio 4.1.3: sobre as estruturas de
alta dimensa˜o, o valor mediano e o valor me´dio sa˜o pro´ximos. Infelizmente, a diferenc¸a
entre dois valores dada pelo exercı´cio e´ da ordem de grandeza maior do que a esperanc¸a!
Esse argumento sim se aplica a` func¸a˜o f , e na˜o a f2. E na˜o se pode limitar E(f) por baixo
atrave´s de E(f2) de modo u´til. Segundo a desigualdade de Jensen, |E(f)| ≤ (E(f2))1/2,
mas este e´ o sentido errado. A desigualdade de Ho¨lder implica queEf2 ≤ Ef ·sup f = Ef ,
mas esta estimativa e´ fraca demais, como sera´ visto.
A soluc¸a˜o sera´ fornecida pelo fato que sobre as estruturas de alta dimensa˜o, a variaˆncia
de uma func¸a˜o Lipschitz contı´nua,
var f = E(f − Ef)2 = E(f2)− E(f)2,
e´ pequena. Enta˜o, o nosso plano de trabalho e´ o seguinte: de E(f2) para E(f), e depois
para Mf .
6.2.2. Mais resultados sobre a concentrac¸a˜o de medida. Comecemos com a prova
do exercı´cio 4.1.3.
LEMA 6.2.2. Seja (X, d, µ) um espac¸o me´trico separa´vel munido de uma medida
boreliana de probabilidade, e seja f : X → R uma func¸a˜o 1-Lipschitz contı´nua. Enta˜o,
(6.11) |Ef −Mf | ≤
∫ ∞
0
αX() d.
DEMONSTRAC¸A˜O. Denotemos
A± = {x ∈ X : f(x) TM}.
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Agora,
|Ef −Mf | =
∣∣∣∣∣
∫
A+
(f −Mf ) dµ−
∫
A−
(Mf − f) dµ
∣∣∣∣∣
≤ max
{∣∣∣∣∣
∫
A+
(f −Mf ) dµ
∣∣∣∣∣ ,
∣∣∣∣∣
∫
A−
(Mf − f) dµ
∣∣∣∣∣
}
,
porque ambas integrais sa˜o positivas. Basta estimar uma delas, por exemplo A+. Como
Mf e´ um valor mediano de f , o valor da medida de A± e´ pelo menos 1/2. Como a func¸a˜o
f e´ 1-Lipschitz contı´nua, temos
{x : f(x) ≥Mf + } ⊆ {x : x /∈ (A−)},
e por conseguinte
(6.12) µ{x : f(x) ≥Mf + } ≤ αX().
Para calcular a integral, dividimos o volume entre o gra´fico de f e o nı´vel Mf acima do
conjunto A+ em faixas horizontais infinitesimais (Fig. 6.13).
ε
ε
ε
A
−
A
−
f
M
R
X
d
X \ A
−
FIGURA 6.13. Estimando
∫
A+
(f −Mf ) dµ.
Segue-se que o volume da cada faixa e´ aproximada (menos as quantidades de alta
ordem) por α() d. 
COROLA´RIO 6.2.3. Suponha que a func¸a˜o de concentrac¸a˜o admita uma cota superior
gaussiana,
(6.13) αX() ≤ C1 exp(−C22n).
Enta˜o para toda func¸a˜o f 1-Lipschitz contı´nua sobre X temos
(6.14) |Ef −Mf | ≤ C1
√
pi
2
√
C2n
.
DEMONSTRAC¸A˜O.∫ ∞
0
exp(−C22n) d = 1√
C2n
∫ ∞
0
exp(−C22n) d(
√
C2n)
=
√
pi
2
√
C2n
.

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COROLA´RIO 6.2.4. Se f e´ uma func¸a˜o real 1-Lipschitz contı´nua sobre a esfera eucli-
diana Sn−1, enta˜o
(6.15) |Ef −Mf | ≤ 5
√
2pi
2
√
n
.
De mesma maneira, pode-se estimar a variaˆncia de uma func¸a˜o 1-Lipschitz contı´nua
sobre um espac¸o de alta dimensa˜o.
LEMA 6.2.5. Seja (X, d, µ) um espac¸o me´trico separa´vel munido de uma medida
boreliana de probabilidade, e seja f : X → R uma func¸a˜o 1-Lipschitz contı´nua. Enta˜o,
(6.16) var f ≤ 2
∫ ∞
0
αX(
√
) d
DEMONSTRAC¸A˜O.
var f = E((f − Ef)2)
= E(f −Mf +Mf − Ef)2
= E((f −Mf )2) + 2E(f −Mf )(Mf − Ef) + (Mf − Ef)2
= E((f −Mf )2)− (Mf − Ef)2
≤ E((f −Mf )2).
Dividamos de novo a imagem em faixas infinitesimais de altura d para notar que
µ{x ∈ X : (f(x)−Mf )2 ≥ } ≤ µ{x ∈ X : |f(x)−Mf | ≥
√
} ≤ 2αX(
√
).
Isso nos da´ a estimativa
E((f −Mf )2) ≤ 2
∫ ∞
0
αX(
√
) d.

COROLA´RIO 6.2.6. Temos, para uma func¸a˜o 1-Lipschitz contı´nua f qualquer sobre a
esfera Sn−1:
var f ≤ 20
n
.
DEMONSTRAC¸A˜O.∫ ∞
0
αX(
√
) d ≤ 5
∫ ∞
0
exp(−n/2) d
=
10
n
∫ ∞
0
exp(−n/2) d(n/2)
=
10
n
.

6.2.3. Estimativa do valor mediano de f . Reunindo nossas observac¸o˜es sobre a
func¸a˜o f defininda na eq. (6.10), obtemos:
E(f2) =
k
n
, |Ef −Mf | ≤ 5
√
2pi
2
√
n
, var f ≤ 20
n
.
A u´ltima significa: ∣∣E(f2)− (Ef)2∣∣ ≤ 20
n
.
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Por conseguinte,
(Ef)2 ≥ k − 20
n
, Ef ≥
√
k − 20√
n
e
Mf ≥
√
k − 20− (5/2)√2pi√
n
.
Assumindo que k seja bastante grande de modo que
√
k − 20− (5/2)
√
2pi >
√
k
4
(este sera´ o caso a partir de k ≥ 96), chegamos a uma cota inferior razoa´vel:
(6.17) Mf >
√
k
4
√
n
.
6.2.4. Prova do lema de Johnson–Lindenstrauss. Seja f a func¸a˜o definida na eq.
(6.10), e u ∈ O(n) uma transformac¸a˜o ortogonal.
EXERCI´CIO 6.2.7. Verificar que o valor uf(x) e´ igual a` norma da imagem de x pela
projec¸a˜o ortogonal sobre o espac¸o de dimensa˜o k de `2(n) gerado pelas imagens u(e1),
u(e2), . . ., u(ek). Em outras palavras,
uf(x) = ‖u∗pku(x) ‖.
E´ claro que todo subespac¸o de dimensa˜o k pode ser obtido desse modo.
Vamos aplicar o lema I.3.21 a` func¸a˜o uf , ao conjunto finito Y ⊆ Sn−1 definido na eq.
(6.7), assim que ao valor
′ = Mf .
A condic¸a˜o (I.10) sobre a cardinalidade de F = Y no lema torna-se assim:
n(n− 1)
2
= |Y | < 1
4
exp(2M2fn/2),
e, tendo em vista eq. (6.17), a cota sera´ verificada uma vez temos
n2
2
<
1
4
exp
2( √k
4
√
n
)2
n/2

=
1
4
exp(2k/32).
Aplicando o logaritmo natural, resolvemos a desigualdade para obter
2 log n <
2k
32
− log 2,
ou
k >
64 log n
2
+ 32 log 2.
Isso e´ satisfeito, por exemplo, quando
k >
65 log n
2
.
Obtemos a eq. (6.9) com T = u−1pku, mo´dulo a observac¸a˜o no exercı´cio 6.2.7. 
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EXERCI´CIO 6.2.8. Implemente o algoritmo das projec¸o˜es aleato´rias em R e aplique
ao conjunto de dados Phoneme (pa´gina 5), combinando com o classificador k-NN, ou
melhor, um ensemble de classificadores k-NN combinados com va´rias projec¸o˜es. (Se voceˆ
conseguiu melhorar o desempenho do classificador, voceˆ fez melhor do que eu ou meus
alunos).
6.2.5. Discussa˜o: projec¸o˜es aleato´rias e aprendizagem.
6.2.5.1. O lema de Johnson–Lindenstrauss foi mostrada em artigo [Johnson and Lin-
denstrauss, 1984]. O resultado tornou-se desde enta˜o uma ferramenta maior na ana´lise fun-
cional assim que na informa´tica, onde ele e´ usado para projetar os algoritmos aleatorizados,
incluindo os da reduc¸a˜o de dimensionalidade. A pesquisa moderna e´ amplamente dedicada
aos meios de escolher o operador aleato´rio T de uma maneira computacionalmente eficaz.
6.2.5.2. De fato, T na˜o precisa ser uma projec¸a˜o (normalizada) aleato´ria, como na
prova acima. Por exemplo, uma matriz aleato´ria do tamanho n× k com coeficientes gaus-
sianos bastaria tambe´m. Ainda mais, os coeficientes podem ser zeros e uns, e ale´m disso, a
matriz pode ser esparsa (conter mais zeros do que uns). Para leituras futuras, eu recomendo
[Matousˇek, 2008] e [Vempala, 2004], bem como [Naor, 2018].
6.2.5.3. O exemplo seguinte mostra que a u´nica projec¸a˜o aleato´ria seguida pelo clas-
sificador qualquer na˜o vai dar certo. No espac¸o euclidiano RN de uma alta dimensa˜o
N  1 sejam µ0 e µ1 duas medidas invariantes pelas rotac¸o˜es, da massa total 1/2 cada
uma, suportadas nas esferas conceˆntricas (1/2)SN−1 e SN−1, respetivamente, em torno de
zero. Criemos o problema de aprendizagem, cujo lei subjacente e´ a medida de probabili-
dade µ = µ1 + µ2 e a func¸a˜o de regressa˜o e´ igual a η = χsN−1 .
Seja pik uma projec¸a˜o de RN sobre um subespac¸o de uma menor dimensa˜o k 
N . Segundo um resultado de Poincare´, as imagens diretas pi∗µi, i = 0, 1, depois da
renormalizac¸a˜o do argumento por
√
N − k (o que na˜o vai afeitar o desempenho do clas-
sificador), sa˜o aproximadamente gaussianas, centradas e com varinˆcia 1/2 e 1, respetiva-
mente. A regra composta L ◦ pik vai possuir aproximadamente o mesmo erro de aprendi-
zagem que a regra L aprendendo o problema cuja lei tem a densidade
1
2
[
1√
2pi
e−‖ x ‖
2/2 +
1√
pi
e−‖ x ‖
2
]
e a func¸a˜o de regressa˜o
η(x) =
1√
2pi
e−‖ x ‖
2/2
1√
2pi
e−‖ x ‖2/2 + 1√
pi
e−‖ x ‖2
,
a norma sendo a de `2(k). E´ claro que o erro de Bayes vai ser estritamente positivo, e por
conseguinte o conceito C = SN−1 na˜o pode ser aprendido com qualquer regra composta
L ◦ pik.
6.2.5.4. Ao mesmo tempo, o teorema de Crame´r–Wold 7.2.4, que vamos mostrar
no pro´ximo capı´tulo, diz que uma medida boreliana de probabilidade sobre Rd e´ unica-
mente definida pelas suas imagens diretas sob todas as projec¸o˜es unidimensionais. Por
conseguinte, qualquer problema de aprendizagem no espac¸o Rd, ou ate´ mesmo no espac¸o
de Hilbert `2, e´ unicamente definido, e pode ser aprendido, pelas suas imagens sob as
projec¸o˜es unidimensionais. Pode ser que aprendizagem ensemble de um conjunto de re-
gras k-NN combinadas comm projec¸o˜es aleato´rias unidimensionais e´ universalmente con-
sistente, quando m e´ de tamanho razoa´vel, por exemplo m = O(log n)?
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6.2.5.5. A ideia de usar aprendizagem ensemble de classificadores k-NN combina-
dos com projec¸o˜es aleato´rias unidimensionais foi sugerida em [Fraiman, Justel, and Svarc,
2010].
O algoritmo sugerido no artigo depende de treˆs paraˆmetros: k (o nu´mero de vizinhos
mais pro´ximos), r > 1, eN . Dado uma amostra rotulada, σ, no espac¸o euclidianoRd, e um
ponto x ∈ Rd, sugere-se escolher brkc vizinhos mais pro´ximos de x em σ, depois aplicar
a eles, assim que a x, N projec¸o˜es aleato´rias unidimensionais (seguindo a medida de Haar
sobre a esfera), pi1, pi2, . . . , piN , depois executar o algoritmo k-NN para todas as imagens,
e escolher o ro´tulo de x pelo voto majorita´rio. O resultado principal do artigo (teorema
3) afirma que o algoritmo e´ universalmente consistente quando k/n → ∞. Pore´m, o
teorema na˜o conte´m algumas hipo´teses sobre os valores dos paraˆmetros r e N , assim que
seu comportamento assinto´tico. A u´nica condic¸a˜o mencionada e´ que k, n→∞, k/n→ 0.
Por isso, na˜o parece possı´vel verificar a validade do resultado. Ale´m disso, o algoritmo na˜o
resolve uma das dificuldades principais em altas dimenso˜es, que e´ a busca de vizinhos mais
pro´ximos, e assim, em nossa opinia˜o, vai um pouco contra a lo´gica.
6.2.5.6. Para um panoraˆmico do estado da arte na a´rea de reduc¸a˜o me´trica alea-
torizada de dimensionalidade, veja [Naor, 2018]. Combinar esta teoria avanc¸ada com a
aprendizagem supervisionada pode ser uma direc¸a˜o promissora.
6.3. Reduc¸a˜o boreliana
6.3.1. Geralmente, as aplicac¸o˜es f que realizam a reduc¸a˜o de dimensionalidade em
va´rias a´reas da informa´tica sa˜o contı´nuas, por exemplo Lipschitz contı´nuas, como no
me´todo de projec¸o˜es aleato´rias. No contexto de aprendizagem de ma´quina, esta e´ uma
condic¸a˜o bastante restritiva. O problema pode ser intuitivamente descrito como segue.
Sejam Ω e Υ dois domı´nios, e seja f : Ω → Υ uma func¸a˜o contı´nua, realizando a
reduc¸a˜o de dimensionalidade. Dado uma amostra rotulada σ em Ω e um ponto x ∈ Ω,
apliquemos uma regra de aprendizagem L ao domı´nio Υ a` imagens f(σ) da amostra, afim
de determinar o ro´tulo do ponto f(x), que sera´ devolvido pela regra composta L ◦ f como
ro´tulo de x. Agora suponha que a dimensa˜o topolo´gica do domı´nio Ω e´ mais alta do que a
de Υ (a situac¸a˜o comum).
Υ
Ω
f
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+ +
+ +
+
+ + + ++ +++
−
−−
−
−
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−
−
−
−
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−
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FIGURA 6.14. Fibrac¸a˜o produzida por uma func¸a˜o contı´nua.
Pelas razo˜es topolo´gicas, as fibras f−1(y) tipicamente teˆm a dimensa˜o topolo´gica es-
tritamente positiva, dim Ω − dim Υ. Em particular, eles esta˜o altamente na˜o triviais. A
regra L na˜o faz distinc¸a˜o entre os pontos x ∈ Ω tendo a mesma imagem, f(x), devol-
vendo o mesmo ro´tulo para todos. Deste modo, se, por exemplo, o conceito C ⊆ Ω a ser
aprendido passa a ser transversal a` foliac¸a˜o definida por f , o resultado vai ser pe´ssimo.
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O erro da regra L ◦ f vai ser pro´ximo ao erro de Bayes se e somente se a func¸a˜o
de regressa˜o toma valores aproximadamente constantes ao longo das fibras f−1(y). De
modo equivalente, precisamos das garantias que as imagens diretas f∗(µ0) e f∗(µ1) das
distribuic¸o˜es de pontos rotulados 0 e 1 respectivamente sejam ta˜o bem separadas em Υ
que em Ω. A este respeito, o exemplo na subsec¸a˜o 6.2.5.3 mostra que ha´ restric¸o˜es sobre a
validade de resultados deste geˆnero.
6.3.2. No entanto, analisando de perto o modelo teo´rico da aprendizagem estatı´stica,
pode notar-se que a noc¸a˜o da consisteˆncia universal e´ na verdade insensı´vel a estrutura
me´trica ou mesmo topolo´gica no domı´nio, enquanto a estrutura boreliana permanece in-
tacta. Isto permite, atrave´s de uma injec¸a˜o boreliana, reduzir os dados para um caso de
baixa dimensa˜o, ate´ mesmo unidimensional, apo´s o qual o algoritmo de aprendizagem
composto continua a ser universalmente consistente.
Relembramos que uma aplicac¸a˜o f : Ω → W entre dois espac¸os borelianos e´ dita
isomorfismo boreliano se f e´ bijetiva, e f e f−1 sa˜o borelianas. Isso significa que f
estabelece uma bijec¸a˜o entre a estrutura boreliana BΩ e BW .
Cada aplicac¸a˜o contı´nua e´ boreliana, e cada homeomorfismo (isso e´, uma bijec¸a˜o
contı´nua, com o inverso contı´nuo) e´ um isomorfismo boreliano. Mas existem muito mais
aplicac¸o˜es borelianas do que aplicac¸o˜es contı´nuas, e muito mais isomorfismos borelianos
do que homeomorfismos.
EXERCI´CIO 6.3.1. Mostre que na˜o existe alguma injec¸a˜o contı´nua do quadrado [0, 1]2
dentro do intervalo [0, 1].
[ Sugesta˜o: uma injec¸a˜o contı´nua sobre um espac¸o compacto e´ um homeomorfismo...
]
Ao mesmo tempo, existe uma injec¸a˜o boreliana do quadrado no intervalo. Ela pode
ser obtido usando o “entrelac¸amento” dos dı´gitos nas expanso˜es bina´rias de x e de y num
par (x, y) ∈ [0, 1]2 (sujeito as precauc¸o˜es habituais sobre as sequeˆncias infinitas de uns):
(6.18) [0, 1]2 3 (0.a1a2 . . . , 0.b1b2 . . .) 7→ (0.a1b1a2b2 . . .) ∈ [0, 1].
Para uma representac¸a˜o geome´trica desta injec¸a˜o, veja a figura 6.15.
....
..........
FIGURA 6.15. Construindo uma injec¸a˜o boreliana do quadrado para o intervalo.
EXERCI´CIO 6.3.2. Mostrar que a aplicac¸a˜o acima e´ injetora e boreliana.
[ Sugesta˜o: basta mostrar que as imagens recı´procas dos intervalos abertos formando
uma base da topologia do intervalo sa˜o conjuntos borelianos. ]
174 6. REDUC¸A˜O DE DIMENSIONALIDADE
A aplicac¸a˜o f acima na˜o e´ sobrejetora, por exemplo o ponto 0.10101010 . . . na˜o e´ na
imagem de f . Mas ela pode ser modificada a fim de obter um isomorfismo boreliano entre
[0, 1]2 e [0, 1]. No lugar da base 2, pode ser uma base qualquer. Ademais, esta construc¸a˜o
pode ser generalizada para mostrar que na˜o ha´ muita diversidade entre os espac¸os borelia-
nos padra˜o. Eis um resultado cla´ssico (teorema D.0.2).
TEOREMA 6.3.3. Dois espac¸os borelianos padra˜o sa˜o isomorfos se e somente se eles
tem a mesma cardinalidade. 
COROLA´RIO 6.3.4. Sejam Ω e W dois espac¸os me´tricos separa´veis e completos, de
cardinalidade c = 2ℵ0 cada um. (Por exemplo, isso e´ o caso se eles na˜o conte´m os pontos
isolados). Enta˜o os espac¸os borelianos correspondentes sa˜o isomorfos. 
Este sera´ o caso da maioria dos domı´nios de interesse na teoria. Por exemplo, o con-
junto de Cantor, o intervalo unita´rio, o espac¸o euclidiano Rd, o espac¸o de Hilbert se-
para´vel de dimensa˜o infinita `2, e na verdade todos espac¸os de Fre´chet (espac¸os lineares
topolo´gicos localmente convexos, metriza´veis e completos) separa´veis na˜o triviais sa˜o to-
dos isomorfos entre eles como espac¸os borelianos. A estrutura de Borel de todos estes
espac¸os e´ a mesma do espac¸o de Borel padra˜o com cardinalidade de contı´nuo.
6.3.3. Agora, sejam Ω e Υ dois espac¸os borelianos padra˜o, e seja f : Ω → W uma
injec¸a˜o boreliana. Esta f pode ser canonicamente estendida a uma injec¸a˜o boreliana de
Ω× {0, 1} em Υ× {0, 1}:
f(x, ) = (f(x), ),
onde  ∈ {0, 1}. Usemos a mesma letra f pela prolongac¸a˜o.
Suponha agora que L seja um classificador qualquer no domı´nio Υ. Definiremos um
novo classificador, Lf , no domı´nio Ω, como a composic¸a˜o de L com a injec¸a˜o boreliana
f :
Lfn(σ)(x) = Ln(f(σ))(f(x)).
(Como na Figura 6.1).
Seja µ uma medida de probabilidade qualquer sobre Ω×{0, 1}. Definamos a imagem
direta f∗µ da medida µ ao longo de f : qualquer seja um conjunto boreliano B ⊆ Υ ×
{0, 1}, posemos
(f∗µ)(B) = µ(f−1(B)).
E´ uma medida de probabilidade boreliana sobre Υ× {0, 1}.
EXERCI´CIO 6.3.5. Mostre que se
X1, X2, . . . , Xn, . . .
e´ uma sequeˆncia de varia´veis aleato´rias i.i.d. com valores em Ω × {0, 1} segundo a lei µ,
enta˜o
f(X1), f(X2), . . . , f(Xn), . . .
e´ uma sequeˆncia das varia´veis aleato´rias i.i.d. com valores em Υ × {0, 1} seguindo a lei
f∗(µ).
Definamos ι a func¸a˜o de regressa˜o da medida f∗(µ) sobre Υ× {0, 1}.
EXERCI´CIO 6.3.6. Verifique que
η = ι ◦ f.
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Por conseguinte, o classificador de Bayes (“o melhor classificador possı´vel”), TΩbayes,
para Ω, e o classificador de Bayes, TΥbayes, para W , satisfazem:
∀x ∈ Ω, TΩbayes(x) = TΥbayes(f(x)).
ι
Ω
∗
0
1
1/2
0
1
1/2
η
(µ)
, µ f
Y , f
FIGURA 6.16. Gra´ficos de classificadores de Bayes em dois domı´nios.
EXERCI´CIO 6.3.7. Mostre que, para µ⊗n-quase todo σ,
erroµ,ηLfn(σ) = errof∗(µ),θLn(f(σ)).
Segue-se imediatamente que qualquer injec¸a˜o boreliana fornece uma reduc¸a˜o de di-
mensionalidade que conserva a consisteˆncia universal de regras de aprendizagem. O resul-
tado seguinte oferece uma nova perspectiva da reduc¸a˜o de dimensionalidade em teoria da
aprendizagem automa´tica estatı´stica.
TEOREMA 6.3.8. Sejam Ω e Υ dois domı´nios (espac¸os borelianos padra˜o), e seja
f : Ω → Υ uma injec¸a˜o boreliana. Seja L e´ um classificador universalmente consistente
em Υ. Enta˜o o classificador Lf , obtido pela reduc¸a˜o de dimensionalidade f de Ω para Υ,
seguida da aplicac¸a˜o do classificador L, e´ universalmente consistente em Ω tambe´m. Se L
e´ universalmente fortemente consistente em Υ (a saber, o erro de aprendizagem converge
para o erro de Bayes quase certamente), enta˜o Lf e´ universalmente fortemente consistente
em Ω. 
Em particular, pelo menos teoricamente, sempre existe a reduc¸a˜o com uma injec¸a˜o
boreliana do problema de aprendizagem em qualquer domı´nio para o no intervalo, [0, 1],
ou ate´ o no conjunto de Cantor, com a dimensa˜o topolo´gica d = 0.
OBSERVAC¸A˜O 6.3.9. Injec¸o˜es borelianas para reduc¸a˜o de dimensionalidade foram
sugeridas em [Pestov, 2013a], e aplicadas com sucesso na competic¸a˜o CDMC’2013 pela
equipe consistente do autor destas notas e de treˆs alunos dele: Gae¨l Giordano, Hubert
Duan, e Stan Hatko. O erro de classificac¸a˜o pelo problema de detec¸a˜o de intrusos numa
rede (uma amostra rotulada em R7) foi reduzido de 0.3 ate´ 0.1 por cento. Veja [Duan,
Giordano, Hatko, and Pestov] para uma descric¸a˜o de algoritmos mais detalhada, assim
como [Hatko, 2013].
As nossas experieˆncias ate´ agora mostram que os melhores resultados sa˜o obtidos
quando a dimensa˜o e´ reduzida por um fator constante (por exemplo, entre 4 e 7), que
depende do conjunto de dados.
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EXERCI´CIO 6.3.10. Escrever o co´digo em R para reduc¸a˜o de dimensionalidade usando
as injec¸o˜es borelianas, e combina´-lo com o classificador k-NN para melhorar o erro de
classificac¸a˜o no problema do reconhecimento de voz (o conjunto de dados Phoneme). Ten-
tar as bases diferentes de expansa˜o dos nu´meros.
OBSERVAC¸A˜O 6.3.11. A teoria esta´ no seu inı´cio. O que e´ necessa´rio do ponto de
vista teo´rico, e´ desenvolver alguma noc¸a˜o de capacidade, talvez no espı´rito de dimensa˜o
de Vapnik–Chervonenkis ou me´dias de Rademacher, para uma famı´lia F de injec¸o˜es de
Borel f entre dois domı´nios, Ω e W . Quando esta noc¸a˜o for finita, isto garantiria que
o classificador Lf seja universalmente consistente, quando f e´ selecionado dentro de F
dependendo da amostra σ, a fim de optimizar o desempenho empı´rico de Lf . Em outras
palavras, f e´ um elemento aleato´rio deF .
A perspetiva mais promissora sera´ de combinar a reduc¸a˜o boreliana com aprendizagem
ensemble.
CAPı´TULO 7
Aproximac¸a˜o universal
O perceptron produz uma colec¸a˜o de conceitos realmente simples, eles sa˜o semiespac¸os,
e suas habilidades de classificac¸a˜o sa˜o claramente muito limitadas. O que ocorre se per-
mitirmos redes de arquitetura mais complexa? Qua˜o complicada e´ possı´vel que seja uma
classe de func¸o˜es gerada por uma rede neural? Podemos esperar gerar todos os conceitos?
A resposta e´ positiva: que se juntarmos apenas alguns unidades de computac¸a˜o, podemos
aproximar cada conceito (ou ate´ cada func¸a˜o) que queremos.
O primeiro resultado deste capı´tulo e´ o teorema cla´ssico de Kolmogorov obtido em
resposta a um dos problemas na famosa lista de David Hilbert, logo antes da emergeˆncia
da aprendizagem automa´tica. O resultado pode ser interpretado assim: para cada d existe
uma rede fixa de unidades de computac¸a˜o que, para va´rios valores de paraˆmetros, gera
todas as func¸o˜es contı´nuas de d varia´veis.
No entanto, o significado deste resultado e´ sobretudo metafı´sico. O resultado “pe´ no
cha˜o” nesta direc¸a˜o o´ Teorema de Aproximac¸a˜o Universal de Cybenko, afirmando, em
particular, que ja´ uma rede de perceptrons sem realimentac¸a˜o que tem apenas uma camada
interior pode aproximar qualquer conceito boreliano se o nu´mero de unidades e´ bastante
grande (aqui, ao contra´rio ao teorema de Kolmogorov, o tamanho da rede depende da
func¸a˜o e de grau de aproximac¸a˜o desejado).
Finalmente, discutimos o princı´pio de minimizac¸a˜o de risco estrutural que combina
algumas vantagens da teoria de Vapnik–Chervonenkis com as de consisteˆncia universal.
7.1. Problema 13 de Hilbert e teorema da superposic¸a˜o de Kolmogorov
7.1.1. Em sua palestra plena´ria no 1900 Congresso Internacional de Matema´ticos
(ICM), realizado em Paris, David Hilbert formulou uma lista de 23 problemas abertos que
tiveram, ao todo, um profundo impacto sobre os desenvolvimentos matema´ticos no se´culo
XX. (Um livro altamente recomendado e´ [Yandell, 2002]). O de´cimo terceiro da lista foi o
problema seguinte.
Nomography deals with the problem: to solve equations by means of drawings
of families of curves depending on an arbitrary parameter. It is seen at once
that every root of an equation whose coefficients depend upon only two pa-
rameters, that is, every function of two independent variables, can be repre-
sented in manifold ways according to the principle lying at the foundation of
nomography. Further, a large class of functions of three or more variables can
evidently be represented by this principle alone without the use of variable ele-
ments, namely all those which can be generated by forming first a function of
two arguments, then equating each of these arguments to a function of two ar-
guments, next replacing each of those arguments in their turn by a function of
two arguments, and so on, regarding as admissible any finite number of inser-
tions of functions of two arguments. So, for example, every rational function
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of any number of arguments belongs to this class of functions constructed by
nomographic tables; for it can be generated by the processes of addition, sub-
traction, multiplication and division and each of these processes produces a
function of only two arguments. One sees easily that the roots of all equations
which are solvable by radicals in the natural realm of rationality belong to this
class of functions; for here the extraction of roots is adjoined to the four arith-
metical operations and this, indeed, presents a function of one argument only.
Likewise the general equations of the 5-th and 6-th degrees are solvable by
suitable nomographic tables; for, by means of Tschirnhausen transformations,
which require only extraction of roots, they can be reduced to a form where
the coefficients depend upon two parameters only.
Now it is probable that the root of the equation of the seventh degree is a
function of its coefficients which does not belong to this class of functions ca-
pable of nomographic construction, i. e., that it cannot be constructed by a
finite number of insertions of functions of two arguments. In order to prove
this, the proof would be necessary that the equation of the seventh degree
f7 + xf3 + yf2 + zf + 1 = 0 is not solvable with the help of any conti-
nuous functions of only two arguments. I may be allowed to add that I have
satisfied myself by a rigorous process that there exist analytical functions of
three arguments x, y, z which cannot be obtained by a finite chain of functions
of only two arguments.
By employing auxiliary movable elements, nomography succeeds in construc-
ting functions of more than two arguments, as d’Ocagne has recently proved
in the case of the equation of the 7-th degree.
A esseˆncia do problema 13 era enta˜o comumente interpretada como a conjectura de
que nem todas as func¸o˜es contı´nuas em treˆs varia´veis podem ser expressas por meio de
composic¸o˜es finitas de func¸o˜es contı´nuas em duas varia´veis.
Em 1957, Vladimir Arnold, enta˜o um aluno de graduac¸a˜o de 3o ano e depois um dos
mais influentes matema´ticos russos, mostrou que, na verdade, a conjectura de Hilbert era
falsa: cada func¸a˜o contı´nua de treˆs varia´veis pode ser expressa usando um nu´mero finito
de substituic¸o˜es de func¸o˜es contı´nuas de duas varia´veis.
Desenvolvendo a prova de Arnold ainda mais, seu orientador de pesquisa Andreı˘ Kol-
mogorov estabeleceu [Kolmogorov, 1963] o resultado seguinte, que se tornou cla´ssico.
TEOREMA 7.1.1 (Teorema da Superposic¸a˜o de Kolmogorov). Para todo n ≥ 2 exis-
tem func¸o˜es contı´nuas ψpq , p = 1, 2, . . . , n, q = 1, 2, . . . , 2n + 1, definidas sobre [0, 1],
tais que cada func¸a˜o contı´nua f : [0, 1]n → R pode ser representada assim:
(7.1) f(x1, x2, . . . , xn) =
2n+1∑
q=1
gq
[
n∑
p=1
ψpq(xp)
]
,
onde gq , q = 1, 2, . . . , 2n+ 1 sa˜o func¸o˜es reais contı´nuas, que dependem de f .
Desde enta˜o, o resultado tem atraı´do uma atenc¸a˜o considera´vel e foi melhorado muitas
vezes. Em particular, aqui esta´ uma forma dada por G. Lorentz [Lorentz, 1976].
TEOREMA 7.1.2. Seja f : [0, 1]d → R uma func¸a˜o contı´nua, e  > 0 um nu´mero
racional. Enta˜o
(7.2) f =
2d+1∑
i=1
g(zk),
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onde g : R→ R e´ uma func¸a˜o contı´nua apropriada (dependendo de f e de ), e para todo
k,
(7.3) zk =
d∑
j=1
λkψ(xj + k) + k.
Aqui, λ ∈ R, ψ e´ uma func¸a˜o real Lipschitz contı´nua crescente, e λ, ψ na˜o dependem de f
e . 
O teorema acima pode ser interpretado para dizer que uma rede neural artificial re-
lativamente simples (a “rede neural de Kolmogorov–Lorentz”) pode gerar uma func¸a˜o
contı´nua qualquer em d varia´veis:
FIGURA 7.1. A “rede neural de Kolmogorov–Lorentz”.
O u´nico “paraˆmetro” da rede a ser treinado e´ a func¸a˜o g de uma varia´vel. Em seu
tempo a ideia acima atraiu o interesse de tais pesquisadores na comunidade da aprendi-
zagem da ma´quina como Robert Hecht-Nielsen [Hecht-Nielsen, 1987]. Houve tambe´m
publicac¸o˜es argumentando que a rede de Kolmogorov–Lorentz na˜o pode possivelmente
ter algum valor pra´tico [Girosi and Poggio, 1989], e pelo contra´rio, alguns resultados
mis recentes [Kurkova´, 1991, Igelnik, 2003, Braun and Griebel, 2009] demonstram que
as func¸o˜es ψ, λ e g podem ser recuperadas de forma algorı´tmica eficiente.
Apesar de tudo isso, a observac¸a˜o acima tem principalmente um significado filoso´fico:
e´ tranquilizador estar ciente do fato que as redes neurais artificiais, em teoria pelo menos,
sa˜o onipotentes. O teorema de Kolmogorov e´ assim mencionado em muitos fontes que
tratam de redes neurais.
7.1.2. Na sua revista [Lorentz, 1976] do problema 13 de Hilbert, G.G. Lorentz ofe-
rece a perspetiva seguinte do teorema de Kolmogorov.
Let us take a good Calculus text and examine what genuine functions of two or
three variables can we find. The function x+ y will be found, but the product
xy is already nothing new, it reduces to the sum and functions of one variable,
xy = elog x+log y , similarly for x+ y+ z = (x+ y) + z. So perhaps there do
not exist any other functions?
The astonishing result of Kolmogorov (1957) confirms this.
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Nesta sec¸a˜o vamos apresentar a prova do Teorema de Superposic¸a˜o de Kolmogorov
devida a Jean-Pierre Kahane [Kahane, 1975], que e´ provavelmente a mais curta prova
conhecida. Embora possa ser a menos construtiva, pore´m todas as ideias originais sa˜o
conservadas e podem ser vistas claramente, e as tecnicalidades sa˜o reduzidas ao mı´nimo
dos mı´nimos.
7.1.3. Estendendo as func¸o˜es Lipschitz contı´nuas.
LEMMA 7.1.3. Seja f uma func¸a˜o real Lipschitz contı´nua de constante L ≥ 0, defi-
nida sobre um subespac¸o A de um espac¸o me´trico (X, d). Enta˜o f admite uma extensa˜o,
f˜ , sobre todo X , que e´ Lipschitz contı´nua da mesma constante L.
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FIGURA 7.2. Extensa˜o f˜ de uma func¸a˜o identicamente zero sobre o
disco de raio 1/4 em torno do meio do quadrado unita´rio.
DEMONSTRAC¸A˜O. Sem perda de generalidade e substituindo f por f/L se for ne-
cessa´rio, podemos supor que f e´ 1-Lipschitz contı´nua. Ale´m disso, suponhamos que A
na˜o e´ vazio. Para todo x ∈ X , definamos
(7.4) f˜(x) = inf {f(a) + d(a, x) : a ∈ A} .
O valor f˜(x) e´ bem-definido: escolhendo um a0 ∈ A qualquer, a desigualdade trian-
gular e a condic¸a˜o L = 1 implicam que
∀a ∈ A, f(a) + d(a, x) ≥ f(a0)− d(x, a0).
A segunda observac¸a˜o e´ que se x ∈ A, enta˜o para todo a ∈ A, pela mesma raza˜o que
acima,
f(a) + d(a, x) ≥ f(x),
ou seja, o ı´nfimo na Eq. (7.4) e´ atingido em a = x, e´ por isso a func¸a˜o f˜ e´ uma extensa˜o
de f .
Basta mostrar que f˜ e´ 1-Lipschitz contı´nua. Sejam x, z ∈ Ω e  > 0 quaisquer.
Escolha y1, y2 ∈ Y de modo que o valor de f(x), respetivamente f(z), seja a distnˆcia < 
do valor f(y1)+d(x, y1), respetivamente f(y2)+d(z, y2). Enta˜o |f(x)−f(z)| e´ a menor
de 2 de |f(y1) + d(x, y1)− f(y2)− d(z, y2)|, e ale´m disso,
f(y1) + d(x, y1) ≤ f(y2) + d(x, y2) + ,
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embora, como e´ o´bvio,
d(x, y2) ≤ d(x, z) + d(z, y2).
Por conseguinte,
f(y1) + d(x, y1) ≤ f(y2) + d(x, z) + d(z, y2) + ,
ou seja
f(y1) + d(x, y1)− f(y2)− d(z, y2) ≤ d(x, z) + .
Isso implica
f(x)− f(z) ≤ d(x, z) + 3
e como  > 0 foi qualquer, enviando  ↓ 0,
f(x)− f(z) ≤ d(x, z).
Um argumento sime´trico mostra que
f(z)− f(x) ≤ d(x, z).

OBSERVAC¸A˜O 7.1.4. A func¸a˜o f˜ se chama extensa˜o de Kate´tov. E´ claro que a ex-
tensa˜o f˜ e´, em geral, longe de ser u´nica. A func¸a˜o estendida, f˜ , e´ a maior de todas as
extenso˜es Lipschitz contı´nuas de f tendo a constante Lipschitz determinada. (Exercı´cio.)
Considere tambe´m Fig. 7.2, onde essa extensa˜o e´ grafada para a func¸a˜o f tomando identi-
camente o valor zero no cı´rculo (x− 0.5)2 + (y − 0.5)2 = 1/16. Os valores da func¸a˜o f˜
esta˜o subindo na taxa mais ra´pida permitida pela constante de Lipschitz 1.
Pode-se, por exemplo, considerar em vez disso a menor extensa˜o possı´vel, dada por
f¯(x) = sup {f(a)− d(a, x) : a ∈ A} .
7.1.4. A prova de Kahane do teorema da superposic¸a˜o de Kolmogorov.
7.1.4.1. Formulac¸a˜o do teorema dada por Kahane. Denotemos Φ o conjunto de todas
as func¸o˜es contı´nuas na˜o decrescentes do intervalo fechado I = [0, 1] nele mesmo, visto
como um subconjunto de C[0, 1].
EXERCI´CIO 7.1.5. Mostrar que Φ e´ fechado em C[0, 1], enta˜o e´ um espac¸o me´trico
completo relativo a` me´trica uniforme.
EXERCI´CIO 7.1.6. Mostrar que uma func¸a˜o gene´rica ϕ ∈ Φ (veja subsec¸a˜o C.4.4) e´
estritamente crescente.
[ Sugesta˜o: basta verificar que se x, y ∈ Q ∩ [0, 1] e x < y, enta˜o a propriedade
φ(x) < φ(y) e´ gene´rica. ]
Para todo inteiro k, a poteˆncia k-e´sima Φk e´ um espac¸o me´trico completo quando
munido da distaˆncia
d((ϕ1, . . . , ϕn), (ψ1, ψ2, . . . , ψn)) =
n
max
i=1
‖ϕi − ψi ‖,
e assim pode-se falar de k-tuplos gene´ricos de elementos de Φ.
TEOREMA 7.1.7 (Teorema da superposic¸a˜o de Kolmogorov, versa˜o de Kahane). Se-
jam λ1, λ2, . . . , λn reais estritamente positivos, dois a dois distintos, de soma um. Enta˜o,
para uma (2n + 1)-tupla gene´rica (ϕ1, ϕ2, . . . , ϕ2n+1) ∈ Ψ2n+1, toda func¸a˜o contı´nua
real f0 sobre o cubo unita´rio In pode ser representada como
(7.5) f0(x1, . . . , xn) =
2n+1∑
q=1
g
(
n∑
p=1
λpϕq(xp)
)
,
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onde g e´ uma func¸a˜o contı´nua sobre o intervalo I (que depende de f ).
7.1.4.2. Seja  > 0 um nu´mero bastante pequeno, a ser especificado mais tarde. Para
cada f ∈ C[0, 1]n na˜o identicamente igual a zero, definamos o conjunto Ω(f) de todas as
(2n+ 1)-tuplas (ϕ1, ϕ2, . . . , ϕ2n+1) de func¸o˜es de Φ tais que existe um h ∈ C[0, 1] tendo
as propriedades:
(i)‖h ‖ ≤ ‖ f ‖,
(ii)
∥∥∥∥∥f(x1, x2, . . . , xn)−
2n+1∑
q=1
h
(
n∑
p=1
λpϕq(xp)
)∥∥∥∥∥ < (1− )‖ f ‖.(7.6)
(As normas sa˜o normas uniformes em C[0, 1] e em C(In), respectivamente).
7.1.4.3. E´ claro que Ω(f) e´ aberto em Φ2n+1. De fato, a norma da expressa˜o na
parte esquerda em (ii) e´ estritamente menor que (1 − )‖ f ‖; denote a diferenc¸a entre
dois valores da norma por γ. Se o valor de h em todas 2n + 1 expresso˜es dentro dos
pareˆnteses muda por menos de γ/(2n + 1), a norma da diferenc¸a muda por < γ, e a
desigualdade vai ser va´lida. Como h e´ contı´nua sobre o interval fechado unita´rio, ela e´
uniformemente contı´nua. Pode-se escolher um γ1 > 0 com a propriedade que se dois
valores do argumento de h diferem por menos de γ1, enta˜o os valores correspondentes
de h diferem por < γ/(2n + 1). Concentremo-nos sobre a soma de n termos dentro do
argumento de h. Se todo termo muda por < γ1/n, enta˜o o argumento de h muda por
< γ1/n. Todo λp e´ limitado por um, logo basta verificar que os valores de cada ϕq mudam
por < γ1/n. Mas isso e´ o caso se for permitido que a (2n+ 1)-tupla (ϕq) varie dentro da
bola aberta de raio γ1/n em torno do valor original.
7.1.4.4. Pretendamos mostrar que o conjunto Ω(f) e´ denso em Φ2n+1. Suponha, por
enquanto, que isso foi estabelecido. A prova do teorema segue assim.
Como o espac¸o C[0, 1]n e´ separa´vel (proposic¸a˜o H.2.32), ele conte´m um subconjunto
enumera´vel denso, F . Pode-se ainda supor que 0 /∈ F . De acordo com o teorema da
categoria de Baire C.4.24, o conjunto Ω = ∩f∈fΩ(f) e´ um conjunto Gδ denso em Φ2n+1.
Logo, um elemento gene´rico (ϕ1, ϕ2, . . . , ϕ2n+1) de Φ2n+1 pertence a Ω.
EXERCI´CIO 7.1.8. Mostrar que sob nossas hipo´teses, dado f0 ∈ C(In), existe f ∈ F
com as propriedades ‖ f ‖ ≤ ‖ f0 ‖ e ‖ f − f0 ‖ < (/2)‖ f0 ‖.
Escolha uma func¸a˜o f ∈ F como acima. Seja (ϕ1, ϕ2, . . . , ϕ2n+1) uma tupla qual-
quer de elementos de Ω. Agora escolhamos uma func¸a˜o h verificando as condic¸o˜es (7.6).
No´s iremos expressar este fato simplesmente escrevendo h = γ(f0). Define tambe´m
γ(0) = 0.
Agora definamos recursivamente para j = 0, 1, . . ., as func¸o˜es hj = γ(fj), onde
fj+1(x1, x2, . . . , xn) = fj(x1, x2, . . . , xn)−
2n+1∑
q=1
hj
(
n∑
p=1
λpϕq(xp)
)
.
EXERCI´CIO 7.1.9. Verifique que a se´rie de func¸o˜es
∑∞
j=0 hj converge (ate´ mesmo
absolutamente) no espac¸o normado C[0, 1].
EXERCI´CIO 7.1.10. Verifique que a soma da se´rie acima, h =
∑∞
j=0 hj (que e´
tambe´m uma func¸a˜o contı´nua), satisfaz a conclusa˜o do teorema de Kolmogorov (7.5).
[ Sugesta˜o: use as somas telesco´picas. ]
Agora concentremos nossos esforc¸os para estabelecer que Ω(f) e´ denso em Φ2n+1.
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7.1.4.5. Seja G um subconjunto aberto na˜o vazio qualquer de Φ2n+1, e seja δ =
δ(G,F, ) um valor positivo bastante pequeno, a ser especificado quase no final da prova.
Para todo q = 1, 2, . . . , 2n+1 considere a sequeˆncia de intervalos fechados dois a dois
disjuntos Iq(j), j ∈ Z, de comprimento 2nδ cada um, separados entre si por sucessivas
lacunas de comprimento δ. Eis a fo´rmula:
Iq = Iq(j) = [qδ + (2n+ 1)jδ, qδ + (2n+ 1)jδ + 2nδ].
Observe que, como o valor de q aumenta por um, todos os intervalos Iq mover para a direita
por δ unidades, de modo que depois de 2n+ 1 passos o arranjo de intervalos Iq novamente
parece como no inı´cio.
(0)
0 1
I1(0)
I2(0)I2(−1)
I3(−1) I3
FIGURA 7.3. Intervalos Iq(j) no caso mais simples onde δ = 1/3 e
n = 1, de modo que 2n+ 1 = 3.
Por conseguinte, todo ponto x ∈ [0, 1] pertence a` unia˜o de todos os intervalos Iq para
todos os valores de q exceto no ma´ximo um.
Denote por Pq o cubo da forma
Pq = Pq(j1, j2, . . . , jn) = Iq(j1)× Iq(j2)× . . .× Iq(jn).
Se x ∈ In, enta˜o toda coordenada xi pertence a um dos intervalos Iq para todos q exceto
no ma´ximo um valor. Por conseguinte, x pertence a` unia˜o de todos os cubos Pq para todos
os valores q = 1, 2, . . . , 2n+ 1 exceto no ma´ximo n valores (o nu´mero de coordenadas do
cubo). Enta˜o, x pertence a` unia˜o de cubos Pq para pelo menos n+ 1 valores diferentes de
q.
OBSERVAC¸A˜O 7.1.11. Este e´ um ponto importante que cada elemento do cubo In
pertence aos cubos pequenos “mais frequentemente do que na˜o”, e este ponto sutil vai
cumprir um papel crucial na estimativa final da prova. Isso explica o nu´mero de func¸o˜es,
2n+ 1, na afirmac¸a˜o do teorema. Foi mostrado (veja por exemplo [Sternfeld, 1985]), que
o nu´mero 2n+ 1 das func¸o˜es ϕq e´ de fato o mı´nimo possı´vel e na˜o pode ser melhorado.
7.1.4.6. Agora denote por ∆ a colec¸a˜o de todas as (2n+ 1)-tuplas de func¸o˜es em Φ
tais que ϕq e´ constante sobre os intervalos Iq e afim entre eles. Escolha δ de modo que
(1) a oscilac¸a˜o de f sobre todo cubo Pq e´ limitada por ‖ f ‖ (isso e´ certamente
possı´vel, pois f e´ uniformemente contı´nua sobre o cubo In), e
(2) G ∩∆ = ∅. Observe que, como o tamanho dos intervalos de Iq se aproxima de
zero, as func¸o˜es constantes sobre estes intervalos e afins entre eles se tornarem
cada vez mais flexı´veis e podem aproximar as func¸o˜es contı´nuas dadas cada vez
melhor. Se no´s escolhermos qualquer (2n+ 1)-tupla de func¸o˜es ϕ1, . . . , ϕ2n+1
de G, e um γ > 0 de tal modo que o γ-bola em torno deste (2n + 1)-tupla
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esta´ contida em G, enta˜o, escolhendo o tamanho dos intervalos de Iq bastante
pequeno, podemos garantir que existem (2n + 1)-tuplas de func¸o˜es de ∆ que
esta˜o γ-pro´ximas de ϕ1, . . . , ϕ2n+1.
EXERCI´CIO 7.1.12. Mostre que se pode escolher de modo recursivo uma sequeˆncia
de nu´meros suficientemente pequenos µq,j de modo que, adicionando µi ao valor de todo
ϕq sobre o j-e´simo cubo, obtemos que as func¸o˜es
χq(x1, x2, . . . , xn) =
n∑
p=1
λpφ1(xp), q = 1, 2, 3, . . . , 2n+ 1
assumem valores dois a dois diferentes sobre todos os cubos diferentes, Pq(j1, . . . , jn) e
Pq′(j
′
1, j
′
2, . . . , j
′
n). Em outras palavras, a aplicac¸a˜o
(q, j1, j2, . . . , jn) 7→ χq(Pq(j1, . . . , jn))
e´ injetora.
[ Sugesta˜o: escolher todos os µq,j linearmente independentes sobre o corpo gerado
por todos os λi e, em seguida, usar o fato de que λi sa˜o todos dois a dois distintos. ]
7.1.5. DenoteM(Pq) o valor me´dio de f sobre o cubo Pq = Pq(j1, . . . , jn), ou seja,
M(Pq) =
∫
Pq
f(x) dx.
Para todos os cubos, defina
h(χq(Pq)) = 2M(Pq).
Lembre-se de que o valor da func¸a˜o χq e´ constante sobre cada cubo Pq , e na˜o ha´ dois
valores iguais entre si. Claramente, o valor ma´ximo de h nos cubos e´ limitado por 2‖ f ‖.
Estenda esse h sobre R de modo que a norma de h e´ limitada pela mesma quantidade
2‖ f ‖:
(7.7) ‖h ‖ ≤ 2‖ f ‖.
Pode-se, por exemplo, usar o lema 7.1.3 e cortar os grandes valores da func¸a˜o resultante
usando max{−, 2‖ f ‖} e min{−, 2‖ f ‖}).
Para todo valor x ∈ Pq , pode-se escrever, segundo a definic¸a˜o de h,
(7.8) h(χq(Pq)) = 2f(x) + ρ,
onde |ρ| ≤ 22‖ f ‖.
Como todo x ∈ In pertence, ao mı´nimo, aos n + 1 cubos que correspondem aos
valores distintos de q, podemos, quando
 <
n+ 1
2
,
usar a estimativa fina (7.8) para esses n+ 1 valores de q, bem como a estimativa grosseira
(7.7) para os ≤ n cubos restantes, a fim de obter o seguinte,∣∣∣∣∣f(x)−
2n+1∑
q=1
h(χq(x))
∣∣∣∣∣ ≤ (1− 2(n+ 1))|f(x)|+ 2(n+ 1)2‖ f ‖+ 2n‖ f ‖
≤ (1− 2+ 2(n+ 1)2)‖ f ‖
≤ (1− )‖ f ‖,
como desejado. No´s mostramos que Ω(f) tem uma intersec¸a˜o na˜o vazia com G, termi-
nando a prova. 
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OBSERVAC¸A˜O 7.1.13. Observe novamente que a estimativa na u´ltima cadeia de desi-
gualdades esta´ va´lida pela mais magra das margens: ela depende do fato que n+ 1 > n!
7.2. Teorema da aproximac¸a˜o universal de Cybenko
7.2.1. A rede de Kolmogorov–Lorentz ainda esta´ distante demais daquelas que ocor-
rem na pra´tica. O que pode ser dito sobre a` capacidade de aproximac¸a˜o das redes mais
realistas, por exemplo, de uma rede bina´ria sem realimentac¸a˜o feita de perceptrons, de tipo
estudado na subsec¸a˜o 2.3.4? Teorema 2.3.20 afirma que uma tal rede de arquitetura fixa
tem dimensa˜o VC finita, logo ela apenas pode aproximar uma classe pro´pria de conceitos.
E se permitirmos que o nu´mero de unidades cresc¸a? Acontece que neste caso, ate´ mesmo
as redes da arquitetura a mais simples podem aproximar cada conceito arbitrariamente
bem.
TEOREMA 7.2.1. SejaN uma rede neural sem realimentac¸a˜o com valor limiar linear,
cujas unidades de computac¸a˜o sa˜o perceptrons. Suponha que N so´ tem uma camada
de entrada com k unidades, uma camada escondida com m unidades, e uma unidade
de saı´da. Enta˜o, quando m e´ bastante grande, N pode aproximar qualquer conceito
boreliano C ⊆ Rk. Em outras palavras, dado uma medida de probabilidade µ sobre Rk,
um conjunto boreliano C ⊆ Rk e ε > 0, existem m e uma escolha de (k+ 1)m+ (m+ 1)
paraˆmetros da rede gerando um conceito C ′ com µ(C ′∆C) < ε.
Para mostrar o resultado, e´ necessa´rio coloca´-lo numa perspetiva ligeiramente mais
geral, onde a unidade de saı´da e´ linear, e deste modo, a rede produz func¸o˜es ao inve´s de
conceitos.
TEOREMA 7.2.2. Seja N uma rede neural sem realimentac¸a˜o tendo uma camada
de entrada com k unidades, uma camada escondida com m unidades, e uma unidade de
saı´da. Suponha que todas as unidades tenham func¸o˜es de modelagem afins, e as da camada
escondida sa˜o perceptrons, enquanto a unidade de saı´da e´ linear. Enta˜o, para cada medida
de probabilidade µ sobre Rk, quando m e´ bastante grande, N pode aproximar qualquer
func¸a˜o g ∈ L1(Rk, µ). Em outras palavras, dado uma medida de probabilidade µ sobre
Rk, uma func¸a˜o g ∈ L1(Rkµ) e ε > 0, existem m e uma escolha de (k + 1)m + m
paraˆmetros da rede gerando uma func¸a˜o g′ com ‖ g′ − g ‖L1(µ) < ε.
Fornec¸amos algumas clarificac¸o˜es. A func¸a˜o gerada pela unidade computacional da
camada 1 e´ da forma
u(x) = η
(
k∑
i=1
aixi − θ
)
,
onde ai, θ ∈ R sa˜o os paraˆmetros (pesos e o valor limiar) e η a func¸a˜o de Heaviside. Deste
modo, a func¸a˜o gerada pela rede e´ da forma
(7.9)
m∑
j=1
βjη
(
k∑
i=1
aijxi − θj
)
.
O teorema diz que um espac¸o vetorial gerado pelas composic¸o˜es da func¸a˜o de Heaviside η
com todas as func¸o˜es afins z : Rk → R,
z(x) = 〈a, x〉 − θ,
e´ denso em L1(Rk, µ), qualquer seja µ ∈ P (Rk). Note que todas as composic¸o˜es η ◦z sa˜o
func¸o˜es borelianas e limitadas, logo pertencem ao espac¸o L1(µ).
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EXERCI´CIO 7.2.3. Deduza teorema 7.2.1 do teorema 7.2.2.
A demonstrac¸a˜o do teorema 7.2.2 e´ baseada sobre o resultado seguinte.
TEOREMA 7.2.4 (Crame´r–Wold). Uma medida boreliana de probabilidade sobre Rd
e´ unicamente definida pelas suas imagens diretas sob todas as projec¸o˜es unidimensionais.
Em outras palavras, se µ1 e µ2 sa˜o duas medidas de probabilidade sobre Rd tais que,
qualquer seja uma projec¸a˜o ortogonal pi : Rd → R, temos pi∗(µ1) = pi∗(µ2). Enta˜o,
µ1 = µ2.
Para mostrar o resultado, relembra que a func¸a˜o caraterı´stica, φµ, de uma medida de
probabilidade, µ, sobre Rd e´ uma func¸a˜o de Rd para C, dada por
Rd 3 t 7→ φµ(t) = Eµ(exp i〈t,X〉)
=
∫
Rd
exp i〈t, x〉 dµ(x) ∈ C.
A func¸a˜o caraterı´stica permite de reconstruir a medida µ unicamente (teorema H.1.22).
EXERCI´CIO 7.2.5. Seja V um subespac¸o linear do espac¸o vetorial `2(d), com a projec¸a˜o
ortogonal correspondente pi : `2(d)→ L. Seja µ uma medida de probabilidade sobre `2(d).
Verifique que para todo t ∈ V ,
φpi∗(µ)(t) = φµ(t).
[ Sugesta˜o: aplicando uma transformac¸a˜o unita´ria, pode-se supor que V e´ gerado pelos
primeiros dimV vetores de base... ]
Teorema 7.2.4 de Crame´r–Wold segue imediatamente modulo teorema H.1.22 e o fato
que os subespac¸os de dimensa˜o um cobram Rd.
OBSERVAC¸A˜O 7.2.6. O argumento estabelece, de fato, um resultado mais geral (teo-
rema de Re´nyi): cada medida de probabilidade sobre Rd e´ determinada unicamente pelas
suas imagens sob projec¸o˜es sobre uma famı´lia de subespac¸os lineares cuja unia˜o e´ Rd.
OBSERVAC¸A˜O 7.2.7. Geometricamente, o teorema de Crame´r–Wold diz que uma me-
dida de probabilidade sobre Rd e´ definida unicamente pelos valores sobre semiespac¸os.
EXERCI´CIO 7.2.8. Deduza que a conclusa˜o do teorema de Crame´r–Wold resta va´lida
para quaisquer medidas borelianas finitas sobre Rd.
PROVA DO TEOREMA 7.2.2. Seja µ uma medida de probabilidade boreliana sobre
Rk. Denotemos V um subespac¸o linear fechado de L1(µ) gerado pelas composic¸o˜es de
η com todas as func¸o˜es afins Rk → R. Seja φ um funcional linear limitado sobre L1(µ)
qualquer, que se anula sobre V . Vamos mostrar que φ e´ necessariamente trivial, φ ≡ 0, o
que implica, grac¸as ao teorema de Hahn–Banach F.2.1, que V = L1(µ).
Cada funcional linear limitado sobre L1(µ) pode ser identificado com uma func¸a˜o
g ∈ L∞(µ), essencialmente limitada em relac¸a˜o com a medida µ, pela fo´rmula:
(7.10) φ(h) =
∫
Rk
g(x)h(x) dµ(x).
(Teorema H.3.34). Segundo a escolha de φ, para toda func¸a˜o afim z : Rk → R, temos∫ ∫
Rk
g(x)η(z(x)) dµ(x) = φ(η ◦ z)(7.11)
= 0.
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Consideremos a parte positiva e a parte negativa de g:
g+(x) = max{g(x), 0}, g−(x) = −min{g(x), 0},
de modo que
g = g+ − g−.
Dado qualquer subconjunto boreliano, B ⊆ Rk, definamos
ν±(B) =
∫
B
g±(x) dµ(x).
Estas ν± sa˜o medidas finitas, satisfazendo ν±(Rk) ≤ ess sup g. Vamos mostrar que ν+ =
ν−, o que terminara´ a demonstrac¸a˜o, pois para todas func¸o˜es borelianas h,
(7.12) φ(h) =
∫
Rk
h(x) dν+(x)−
∫
Rk
h(x) dν−(x).
Segue-se da eq. (7.11) que, qualquer seja func¸a˜o afim z : Rk → R,
(7.13)
∫
Rk
η(z(x)) dν+(x) =
∫
Rk
η(z(x)) dν−(x).
Segundo o teorema de Crame´r–Wold 7.2.4, uma medida de probabilidade (logo, uma me-
dida finita) sobre Rd e´ unicamente definida pelas imagens diretas sob todas as projec¸o˜es
unidimensionais. Basta mostrar que, dado um funcional linear ψ : Rk → R, as medidas
ψ∗(ν+) e ψ∗(ν−) sa˜o ideˆnticas. Por sua vez, isto vai seguir se mostrarmos que as func¸o˜es
de distribuic¸a˜o de ψ∗(ν±),
F±(t) = ψ∗(ν±)(−∞, t],
sa˜o iguais para todos valores t. Seja t qualquer. Definamos a func¸a˜o afim z : Rk → R por
z(x) = −ψ(x) + t. Agora,
ψ(x) ≤ t ⇐⇒ z(x) ≥ 0 ⇐⇒ (η ◦ z)(x) = 1,
de onde concluı´mos, usando eq. (7.12):
F+(t)− F−(t) = ν+(ψ−1(−∞, t))− ν−(ψ−1(−∞, t))(7.14)
=
∫
(η ◦ z) dν+ −
∫
(η ◦ z) dν−
=
∫
Rk
g(x)(η ◦ z)dµ
= φ(η ◦ z)
= 0.

Com pouco esforc¸o adicional, podemos substituir a func¸a˜o de Heaviside η por qual-
quer func¸a˜o sigmoide f como func¸a˜o de ativac¸a˜o. Digamos que uma func¸a˜o f : R → R e´
sigmoide se
lim f(x) =
{
0, quando x→ −∞,
1, quando x→ +∞.
(Aqui, omitamos a condic¸a˜o para η ser mono´tona).
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EXERCI´CIO 7.2.9. Seja f : R→ R uma func¸a˜o boreliana, limitada e sigmoide. Mos-
tre que existe uma sequeˆncia (zn) de func¸o˜es afins, zn : R→ R, tais que, para cada medida
de probabilidade µ sobre R, ‖ f ◦ zn − η ‖L1(µ) → 0.
[ Sugesta˜o: dado ε > 0, pode-se escolher uma func¸a˜o afim z de modo que, se x /∈
(0, ε), temos |f(z(x))−η(x)| < ε. Escolha recursivamente uma tal sequeˆncia zn, verifique
a convergeˆncia simples, e use o teorema de Lebesgue de convergeˆncia dominada. ]
EXERCI´CIO 7.2.10. Adaptar a prova do teorema 7.2.2 acima (nomeadamente, a parte
em torno da eq. (7.14) exige um pouco de trabalho) para mostrar que ao inve´s da func¸a˜o
de Heaviside η, pode-se substituir qualquer func¸a˜o limitada, boreliana, e sigmoide, f .
Chegamos ao seguinte resultado.
TEOREMA 7.2.11 (Teorema da Aproximac¸a˜o Universal [Cybenko, 1989]). Seja f : R→
R uma func¸a˜o boreliana e limitada sigmoide qualquer. Seja N uma rede neural sem re-
alimentac¸a˜o tendo uma camada de entrada com k unidades, uma camada escondida com
m unidades, e uma unidade de saı´da. Suponha que todas as unidades tenham func¸o˜es de
modelagem afins, e as da camada escondida tenham a func¸a˜o de ativac¸a˜o η, enquanto a
unidade de saı´da e´ linear. Enta˜o, para cada medida de probabilidade µ sobre Rk, quando
m e´ bastante grande, N pode aproximar qualquer func¸a˜o g ∈ L1(Rk, µ). Em outras pa-
lavras, dado uma medida de probabilidade µ sobre Rk, uma func¸a˜o g ∈ L1(Rkµ) e ε > 0,
existem m e uma escolha de (k + 1)m + m paraˆmetros da rede gerando uma func¸a˜o g′
com ‖ g′ − g ‖L1(µ) < ε.
Neste caso, a func¸a˜o gerada pela unidade computacional da camada 1 e´ da forma
u(x) = f
(
k∑
i=1
aixi − θ
)
,
enquanto a func¸a˜o gerada pela rede e´
(7.15)
m∑
j=1
βjf
(
k∑
i=1
aijxi − θj
)
.
O teorema diz que um espac¸o vetorial gerado pelas composic¸o˜es da func¸a˜o de ativac¸a˜o
sigmoide f fixa com todas as func¸o˜es afins z : Rk → R,
z(x) = 〈a, x〉 − θ,
e´ denso em L1(Rk, µ).
7.2.2. Discussa˜o.
7.2.2.1. No´s escolhemos de formular os resultados para norma L1(µ), por causa
de sua relevaˆncia para a nossa abordagem, mas de fato eles valem para qualquer Lp(µ),
1 ≤ p <∞, sem esforc¸o extra. (Exercı´cio).
7.2.2.2. O leitor pode querer modificar os argumentos acima para provar uma versa˜o
do teorema 7.2.11 para func¸o˜es contı´nuas, que Cybenko [Cybenko, 1989] considerou como
mais importante.
TEOREMA 7.2.12 (George Cybenko, 1989). Seja f : R → R uma func¸a˜o contı´nua
e limitada sigmoide qualquer. Seja N uma rede neural sem realimentac¸a˜o tendo uma
camada de entrada com k unidades, uma camada escondida com m unidades, e uma
unidade de saı´da. Suponha que todas as unidades tenham func¸o˜es de modelagem afins, e
as da camada escondida tenham a func¸a˜o de ativac¸a˜o η, enquanto a unidade de saı´da e´
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linear. Enta˜o, quando m e´ bastante grande, N pode aproximar qualquer func¸a˜o contı´nua
g : Rk → R na topologia de convergeˆncia uniforme sobre compactos. Em outras palavras,
dado uma func¸a˜o g : Rk → R contı´nua e limitada, um compacto K ⊆ Rk, e ε > 0,
existem m e uma escolha de (k + 1)m + m paraˆmetros da rede gerando uma func¸a˜o g′
com maxx∈K |g(x)− g′(x)| < ε.
A prova deve usar uma forma mais forte do teorema de representac¸a˜o de Riesz do
que no´s estabelecemos no teorema H.2.1: para qualquer espac¸o compacto metriza´vel K, a
fo´rmula
φ(f) =
∫
X
f(x) dµ(x)
estabelece uma correspondeˆncia bijetora entre os funcionais lineares limitados, φ : C(K)→
R, e medidas finitas com sinal, que tomam valores reais quaisquer, positivos assim como
negativos.
7.2.2.3. Refinando ainda mais o mesmo cı´rculo de ideias (teoria da transformada de
Fourier, que esta´ escondida em nossa prova ao disfarce da func¸a˜o caraterı´stica de uma
medida), foi mostrado por Hornik [Hornik, 1991] que, bastante surpreendentemente, a
func¸a˜o de ativac¸a˜o pode ser qualquer func¸a˜o na˜o essencialmente constante em relac¸a˜o a`
medida de Lebesgue, λ. (Uma func¸a˜o f : R → R e´ essencialmente constante se f(x) =
f(y) para quase todos x, y ∈ R, ou seja, existe c ∈ R ta˜o que λ{x ∈ R : f(x) 6= c} = 0.)
TEOREMA 7.2.13 (Kurt Hornik, 1991). Seja f : R → R uma func¸a˜o boreliana qual-
quer, limitada e´ na˜o essencialmente constante, em relac¸a˜o a` medida de Lebesgue. Seja
N uma rede neural sem realimentac¸a˜o tendo uma camada de entrada com k unidades,
uma camada escondida com m unidades, e uma unidade de saı´da. Suponha que todas as
unidades tenham func¸o˜es de modelagem afins, e as da camada escondida tenham a func¸a˜o
de ativac¸a˜o η, enquanto a unidade de saı´da e´ linear. Enta˜o, para cada medida de proba-
bilidade µ sobre Rk, quando m e´ bastante grande, N pode aproximar qualquer func¸a˜o
g ∈ L1(Rk, µ). Em outras palavras, dado uma medida de probabilidade µ sobre Rk, uma
func¸a˜o g ∈ L1(Rkµ) e ε > 0, existem m e uma escolha de (k + 1)m+m paraˆmetros da
rede gerando uma func¸a˜o g′ com ‖ g′ − g ‖L1(µ) < ε.
A prova do teorema de Hornik necessita o uso de um teorema de Wiener na Ana´lise
Harmoˆnica, oferecendo uma classificac¸a˜o completa de todos os subespac¸os lineares fecha-
dos de L1(R, λ), invariantes pelas translac¸o˜es. No mesmo artigo [Hornik, 1991] Hornik
mostrou tambe´m uma versa˜o contı´nua do resultado, parecida ao teorema 7.2.12, onde a
func¸a˜o de ativac¸a˜o f : R→ R pode ser qualquer func¸a˜o contı´nua e limitada na˜o constante.
OBSERVAC¸A˜O 7.2.14. Mencionemos uma pergunta de Hornik [Hornik, 1991] que
pode ser ainda em aberto. Quais sa˜o as condic¸o˜es (necessa´rias e suficientes) sobre uma
func¸a˜o de ativac¸a˜o f : R → R (na˜o necessariamente boreliana) para garantirem que a
classe de func¸o˜es g′ geradas pela rede como acima aproxime todas as func¸o˜es contı´nuas
g : Rk → R na topologia de convergeˆncia uniforme sobre compactos? (Esta topologia
tem sentido para espac¸o linear de todas as func¸o˜es de Rk para R limitadas sobre cada
compacto).
E´ claro que algumas condic¸o˜es sejam necessa´rias, pois se, por exemplo, f e´ a func¸a˜o
indicadora de um ponto, a conclusa˜o e´ falsa.
7.3. Minimizac¸a˜o de risco estrutural
Ate´ agora, estudamos dois conceitos de aprendizagem: a dentro da classe, e a uni-
versalmente consistente. Ambos teˆm vantagens e desvantagens. Aprendizagem dentro da
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classe permite estimar o erro de generalizac¸a˜o, pore´m na˜o pode aproximar qualquer con-
ceito. De outro lado, regras de aprendizagem universalmente consistentes podem aprender
qualquer conceito, mas a taxa de aprendizagem pode ser arbitrariamente devagar.
No´s discutiremos agora um conceito de aprendizagem que pertence a [Vapnik, 1998]
e que combina alguns bons aspectos das duas abordagens: o princı´pio de minimizac¸a˜o de
risco estrutural.
Senti-me tentado de desenvolver uma apresentac¸a˜o diferente, e quaisquer erros e mal-
entendidos surgiram, sa˜o certamente os meus pro´prios.
7.3.1. Reexaminando o erro empı´rico de aprendizagem. Dada uma classe de con-
ceitos C e uma amostra rotulada (σ, ), o princı´pio de minimizac¸a˜o do erro empı´rico exige
minimizar sobre C ∈ C o erro empı´rico de aprendizagem do conceito desconhecido, D,
erroµσ,D(C) = µσ(C∆D).
Note que a expressa˜o pode ser reescrita evitando D, pois somente usamos a rotulagem
D  σ produzida sobre σ por D, or, de modo equivalente, a subamostra σ+ @ σ formada
pelos pontos xi com o rotulo correspondente i = 1:
erroµσ,σ+(C) = µσ(σ+∆C).
Reinterpretemos o erro empı´rico erroµσ,σ+(C) no contexto do problema de aprendizagem
(µ, η) no domı´nio Ω, onde µ ∈ P (Ω) e η : Ω→ [0, 1] e´ uma func¸a˜o de regressa˜o.
Recordemos o teorema 4.1.10: dado uma classe de conceitosC qualquer, com confianc¸a
1− δ,
sup
C∈C
|µσ(C)− µ(C)| ≤ 2Rn(C ) +
√
ln(2/δ)
2n
.
Nos lemas seguintes, a amostra rotulada (σ, σ+) segue a lei conjunta dada por (µ, η).
LEMA 7.3.1. Seja C uma classe de conceitos. Para todos C ∈ C , com confianc¸a
1− δ,
µσ(σ+ ∩ C) ε≈ µ1(C)
=
∫
C
η dµ,
onde
(7.16) ε = 2Rn(C ) +
√
ln(2/δ)
2n
.
DEMONSTRAC¸A˜O. Basta aplicar o teorema 4.1.10 a` medida empı´rica µ(σ,) no domı´nio
rotulado Ω× {0, 1}, substituindo C × {1} em vez de C. A complexidade de Rademacher
da classe de conjuntos C × {1}, C ∈ C , e´ limitada por cima pela complexidade da classe
C . 
Do modo parecido, usando o teorema 4.1.10 com a classe de conceitos C × {0},
obtemos
LEMA 7.3.2. Para todos C ∈ C , com confianc¸a 1− δ,
µσ(σ− ∩ C) ε≈ µ0(C)
=
∫
C
(1− η) dµ,
onde ε e´ como na eq. (7.16).
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EXERCI´CIO 7.3.3. Mostre que a complexidade de Rademacher da classe C c, formada
pelos conceitos complementares Ω\C, C ∈ C , e´ igual a complexidade de Rademacher de
C .
LEMA 7.3.4. Para todos C ∈ C , com confianc¸a 1− 2δ,
erroµσ,σ+(C)
ε≈
∫
Ω
|χC − η| dµ
= erroµ,η(C),
onde
ε = 4Rn(C ) + 2
√
ln(2/δ)
2n
.
DEMONSTRAC¸A˜O.∫
Ω
|χC − η| dµ =
∫
C
(1− η) dµ+
∫
Ω\C
η dµ
2ε≈ µσ(σ− ∩ C) + µσ(σ+ ∩ (Ω \ C))
= µσ [(C \ σ+) ∪ (σ+ \ C)]
= µσ(C∆σ+)
= erroµσ,σ+(C).

Por conseguinte, mesmo quando apenas ambicionarmos a minimizar o erro de apren-
dizagem dentro de um problema determinı´stico (sob a hipo´tese η = χC), na realidade,
estamos minimizando o erro de aprendizagem no problema com ruı´do aleato´rio tambe´m.
7.3.2. Classes filtradas. Seja C uma classe de conceitos num domı´nio Ω, munido de
uma filtrac¸a˜o, ou seja, representado como unia˜o de uma cadeia crescente de subclasses,
C =
∞⋃
m=1
Cm,
C1 ⊆ C2 ⊆ . . . ⊆ Cm ⊆ . . . .
Para C ∈ C escrevamos
gr (C) = min{m ∈ N : C ∈ Cm}.
Suponhamos tambe´m que
(1) Dimensa˜o de Vapnik–Chervonenkis de cada classe VC-dim(Cm) = dm < ∞ e´
finita,
(2) C tem a propriedade de aproximac¸a˜o universal: para cada medida de probabili-
dade µ sobre Ω, cada conceito boreliano D ⊆ Ω, e cada ε > 0, existe C ∈ C tal
que µ(C∆D) < ε.
Vamos chamar uma tal classe classe filtrada.
OBSERVAC¸A˜O 7.3.5. Segue-se que a sequeˆncia (dm) e´ mono´tona e converge para
infinito, dm ↑ +∞.
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EXEMPLO 7.3.6. Seja Cm a classe de conceitos gerada pela rede neural sem reali-
mentac¸a˜o, com valor limiar linear, tendo uma camada interior com m unidades. Teoremas
2.3.20 e 7.2.11 servem a verificar que a classe de conceitos filtrada C = ∪∞m=1Cm satisfaz
as duas condic¸o˜es.
EXEMPLO 7.3.7. Definamos Cm a classe de todos os conceitos da forma η ◦pm, onde
η e´ a func¸a˜o de Heaviside e pm e´ um polinoˆmio qualquer de grau ≤ m. As duas condic¸o˜es
acima seguem do teorema 2.1.14 (imediato) e do teorema de Stone–Weierstrass F.3.1 (isto
exige um pouco de trabalho, exercı´cio).
EXEMPLO 7.3.8. Seja Ω = {0, 1}N um espac¸o de Cantor (as vezes chamado o “cubo
de Cantor”), ou seja, um espac¸o compacto metriza´vel totalmente desconexo sem pontos
isolados, cuja topologia e´ gerada pela me´trica
d(x, y) = 2−min{i : xi 6=yi}.
Dado m ∈ N, definamos Cm a classe de todos os conjuntos cilı´ndricos com a base nas
primeiras m coordenadas:
Cm = {pi−1m (A) : A ⊆ {0, 1}m},
once pim e´ a projec¸a˜o canoˆnica de {0, 1}N sobre {0, 1}m. Tais conjuntos sa˜o abertos e
fechados. A classe Cm e´ finita, com 2m elementos, e VC-dim(Cm) = m. A propriedade
de aproximac¸a˜o universal da classe C = ∪∞m=1Cm segue das duas afirmac¸o˜es seguintes,
deixadas como exercı´cios.
(1) Dado um conjunto boreliano C ⊆ {0, 1}N, uma medida de probabilidade µ, e
ε > 0, existe um conjunto aberto e fechado V ⊂ {0, 1}N tal que µ(C∆D) <
ε. (Usar teorema E.2.11 sobre regularidade de µ, mais um pouco da topologia
geral).
(2) Cada conjunto aberto e fechado V ⊂ {0, 1}N e´ necessariamente da forma pi−1m (A)
param eA ⊆ {0, 1}m apropriados. (Use compacidade). Assim, C e´ exatamente
a classe de todos subconjuntos abertos e fechados do cubo de Cantor.
EXERCI´CIO 7.3.9. Mostre que para cada classe de conceitos C ,
Rˆn(C ) ≤
√
2d
log n
n
,
onde d = VC-dim(C ).
[ Sugesta˜o: combinar as estimativas na prova da implicac¸a˜o (2)⇒ (1), pa´gina 105, a
desigualdade na subsec¸a˜o 4.3.3, e o lema de Sauer–Shelah. ]
LEMA 7.3.10. Sejam C uma classe filtrada. Dada uma sequeˆncia (δm), δm > 0, a
um nu´mero δ > 0 tais que δ =
∑∞
m=1 δm, temos para cada problema de aprendizagem
(µ, η) em Ω, com confianc¸a 1− 2δ,
∀C ∈ C , ∣∣erroµσ,σ+(C)− erroµ,η(C)∣∣ ≤ 4Rn(Cgr (C), µ) + 2
√
ln(2/δgr (C))
2n
≤ 4
√
2dgr (C)
log n
n
+ 2
√
ln(2/δgr (C))
2n
.
DEMONSTRAC¸A˜O. Para todo m, pelo lema 7.3.4 temos com confianc¸a 1− 2δm,
∀C ∈ Cm,
∣∣erroµσ,σ+(C)− erroµ,η(C)∣∣ ≤ 4Rn(Cm, µ) + 2
√
ln(2/δm)
2n
,
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e a primeira desigualdade segue com risco 2δ =
∑∞
i=1 2δm pela cota da unia˜o. A segunda
desigualdade segue do exercı´cio 7.3.9. 
DEFINIC¸A˜O 7.3.11. Seja C uma classe filtrada, (µ, η) um problema de aprendizagem,
e (δm)∞m=1 uma sequeˆncia soma´vel de reais, δm > 0. O risco estrutural e´ a func¸a˜o
erroµσ,σ+(C) + 4
√
2dgr (C)
log n
n
+ 2
√
ln(2/δgr (C))
2n
.
A regra de aprendizagem L segue o princı´pio de minimizac¸a˜o do risco estrutural se para
todo n, Ln escolha a hipo´tese H minimizando a expressa˜o acima.
OBSERVAC¸A˜O 7.3.12. E´ claro que a escolha de uma tal hipo´teseH e´ sempre possı´vel.
Mostrar que tal escolha e´ sempre possı´vel em uma forma Borel mensura´vel exige trabalho
adicional, no espı´rito da subsec¸a˜o 4.5.3. Por exemplo, isto e´ sempre possı´vel se a classe C
e´ universalmente separa´vel (exercı´cio).
EXERCI´CIO 7.3.13. Mostrar que as classes filtradas nos exemplos 7.3.6, 7.3.7, e 7.3.8
sa˜o universalmente separa´veis.
TEOREMA 7.3.14. Cada regra de aprendizagem seguindo o princı´pio de minimizac¸a˜o
do risco estrutural numa classe filtrada e´ universalmente consistente.
DEMONSTRAC¸A˜O. Dada uma classe filtrada C , escolhamos uma sequeˆncia (mn) que
cresce, mn ↑ +∞, mas bastante devagar, da maneira que a sequeˆncia
4
√
2dmn
log n
n
+ 2
√
ln(2/δmn)
2n
converge para zero monotonicamente. Lema 7.3.10 implica que, com confianc¸a 1−2∑∞i=mn δi,
∀C ∈ C , ∣∣erroµσ,σ+(C)− erroµ,η(C)∣∣ ≤ 4√2dmn∧gr (C) log nn + 2
√
ln(2/δmn∧gr (C))
2n
.
Seja ε > 0 qualquer. Existe M ta˜o grande que a classe CM conte´m um conceito C com
‖χC − Tbayes ‖1 < ε. Este C pertence a todas as classes Cm, m ≥ M . Segundo lema
7.3.4, com confianc¸a 1−2∑∞i=mn δi, a regra Ln vai escolher uma hipo´teseH satisfazendo∣∣erroµσ,σ+(H)− erroµ,η(H)∣∣ ≤ 4√2dmn∧gr (H) log nn + 2
√
ln(2/δmn∧gr (H))
2n
.
Combinando duas desigualdades, concluı´mos: com confianc¸a 1− 4∑∞i=mn δi,
erroµ,ηLn(σ, σ+) ≤ `∗(µ, η) + ε+ 8
√
2dmn∧gr (H)
log n
n
+ 4
√
ln(2/δmn∧gr (H))
2n
.
Quando n→∞, as duas raı´zes e o risco∑∞i=mn δi convergem para zero, e ε > 0 foi
qualquer. Deduzimos a convergeˆncia em probabilidade
erroµ,ηLn(σ, σ+)→ `∗(µ, η).


CAPı´TULO 8
Compressa˜o amostral
8.1. Compressa˜o, descompressa˜o, e aprendizagem
8.1.1. O assunto do u´ltimo capı´tulo e´ esquemas de compressa˜o amostral. Denotemos
por [Ω]d o conjunto de todos os subconjuntos com d elementos, [Ω]≤d o conjunto de todos
os subconjuntos com ≤ d elementos, e [Ω]≤∞o conjunto de todos os subconjuntos finitos.
Na sua versa˜o mais ba´sica e pura, uma aplicac¸a˜o de descompressa˜o amostral de tamanho
d e´ qualquer aplicac¸a˜o
H : [Ω]≤d → 2Ω,
associando a cada subconjunto com≤ d elementos uma hipo´tese, ou seja, um subconjunto
de Ω. A aplicac¸a˜o de descompressa˜o pode ser tambe´m codificada assim:
(8.1) H : [Ω]≤d × Ω→ {0, 1}.
Deste modo, os subconjuntos finitos de Ω, σ = {x1, x2, . . . , xn}, esta˜o vistos como
“amostras” num sentido um pouco diferente: no´s descartamos a ordem nas amostras, bem
como repetic¸o˜es de pontos.
EXEMPLO 8.1.1. Seja Ω = R e d = 2. A cada conjunto σ com≤ 2 pontos associemos
o menor intervalo fechado, I(σ), que conte´m σ, ou seja, a envolto´ria fechada convexa de
σ na reta. A mesma construc¸a˜o se aplica a qualquer conjunto Ω totalmente ordenado.
EXEMPLO 8.1.2. Seja Ω = R2 e d = 4. A cada conjunto σ com ≤ 4 pontos associe-
mos o menor retaˆngulo fechado, Π(σ), cujos lados sa˜o paralelos aos eixos coordenados e
que conte´m σ.
Dado uma aplicac¸a˜o de descompressa˜o amostral,H, definamos a classe CH, que con-
siste de todos os subconjuntos C ⊆ Ω satisfazendo
(8.2) ∀σ ∈ [Ω]≤∞, ∃τ ⊆ σ, τ ∈ [Ω]≤d, H(τ) ∩ σ = C ∩ σ.
Em outras palavras, a rotulagem induzida por C sobre qualquer amostra finita, σ, pode
ser tambe´m induzida pela descompressa˜o de uma subamostra apropriada de σ de tamanho
≤ d.
EXERCI´CIO 8.1.3. Seja H uma aplicac¸a˜o de descompressa˜o amostral de tamanho d.
Mostrar que a classe CH tem dimensa˜o de Vapnik–Chervonenkis ≤ d.
[ Sugesta˜o: contar as rotulagens diferentes sobre σ. ]
Um problema maior em aberto e´ o seguinte. Seja C uma classe de conceitos. Existe
uma aplicac¸a˜o de descompressa˜o de tamanho d = VC-dim(C ) tal que C ⊆ CH?
OBSERVAC¸A˜O 8.1.4. Os exemplos 8.1.1 e 8.1.2 fornecem uma boa ilustrac¸a˜o simples.
Para esquemas de compressa˜o, a ordem dos elementos numa amostra, bem como
as repetic¸o˜es, na˜o importam. Por isso, uma amostra significa um subconjunto finito do
domı´nio, Ω, enquanto uma amostra rotulada vai significar um subconjunto finito σ do
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domı´nio Ω, munido de uma rotulagem, ou seja, um subconjunto τ ⊆ σ de pontos rotula-
dos 1, no pressuposto de que os pontos de σ\τ sa˜o rotulados 0. Denotemos por [Ω]≤d 0|1 o
conjunto de todas as amostras rotuladas de tamanho ≤ d, e da mesma maneira [Ω]≤∞ 0|1.
Dado uma aplicac¸a˜o de descompressa˜o amostral, H, na definic¸a˜o da classe CH fica
implı´cita uma aplicac¸a˜o de compressa˜o amostral de tamanho d,
(8.3) κ : [Ω]≤∞ 0|1 → [Ω]≤d,
tendo as propriedades
(8.4) κ(σ, τ) ⊆ σ
e, para cada C ∈ CH,
(8.5) H(κ(σ,C ∩ σ)) ∩ σ = C ∩ σ.
DEFINIC¸A˜O 8.1.5. Um esquema de compressa˜o amostral de tamanho d para uma
classe de conceitos C e´ um par (H, κ), onde H e´ uma aplicac¸a˜o de descompressa˜o de
tamanho d tal que C ⊆ CH, e κ e uma aplicac¸a˜o de compressa˜o de tamanho d correspon-
dente.
OBSERVAC¸A˜O 8.1.6. De modo equivalente, um esquema de compressa˜o amostral de
tamanho d pode ser definido como um par (H, κ) de aplicac¸o˜es
H : [Ω]≤d → 2Ω,
κ : [Ω]≤∞ 0|1 → [Ω]≤d,
tendo as propriedades nas eq. (8.4) e (8.5).
Em particular, H ◦ κ e´ uma regra de aprendizagem consistente com a classe C , o que
conduz-nos ao assunto de aprendizagem. Por esta raza˜o, estamos mais interessados no caso
onde a aplicac¸a˜o de descompressa˜o na eq. (8.1) e´ boreliana. O to´pico de mensurabilidade
de esquemas de compressa˜o e´ praticamente inexplorado (no entanto, veja a dissertac¸a˜o
[Kalajdzievski, 2012]).
EXERCI´CIO 8.1.7. Seja Ω um espac¸o boreliano padra˜o e k ∈ N. Mostrar que o espac¸o
[Ω]k tem uma estrutura boreliana padra˜o induzida do produto Ωk.
[ Sugesta˜o: identificar Ω com o intervalo I. ] Deduzir que [Ω]≤k e [Ω]≤∞ tambe´m
admitem estruturas borelianas padra˜o naturais.
A pergunta seguinte esta´ mais forte, e vermos que uma resposta positiva implicaria a
resposta positiva na pergunta na pa´gina 195. Seja C uma classe de conceitos. Suponha
que C seja munido de uma estrutura boreliana padra˜o tal que {(x,C) : x ∈ C ∈ C } e´
um subconjunto boreliano de Ω × C . Existe uma aplicac¸a˜o de descompressa˜o boreliana
de tamanho d = VC-dim(C ) tal que C ⊆ CH? Por exemplo, se C e´ universalmente
separa´vel?
EXERCI´CIO 8.1.8. Mostre que a classe CH gerado por uma func¸a˜o de descompressa˜o
H e´ fechado na topologia de convergeˆncia simples. Deduza que se C ′ e´ universalmente
denso em C , enta˜o cada esquema de compressa˜o amostral para C ′ e´ automaticamente um
esquema de compressa˜o amostral para C tambe´m.
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Aqui e´ a ligac¸a˜o com a aprendizagem supervisionada. Definamos a aplicac¸a˜o canoˆnica
ι que esquece a ordem e as repetic¸o˜es numa amostra rotulada,
ι :
∞⋃
n=1
Ωn × {0, 1}n → [Ω]≤∞ × [Ω]≤∞,
σ = (x1, x2, . . . , xn, 1, 2, . . . , n) 7→ ({x1, x2, . . . , xn}, {xi : i = 1}).
Agora, cada esquema de compressa˜o amostral para uma classe C defina uma regra de
aprendizagem como segue: dado uma amostra rotulada (σ, ),
L(σ, ) = H(κ(ι(σ, ))).
Segue-se das definic¸o˜es que a regra e´ consistente com a classe C , logo, PAC aprende C
(teorema 4.4.6 e exercı´cio 8.1.3).
Existe uma prova direta e muito simples, sem usar as classes de Glivenko–Cantelli.
O resultado seguinte foi um dos principais no trabalho original [Littlestone and Warmuth,
1986], onde a teoria de esquemas de compressa˜o amostral foi lanc¸ada. Curiosamente, o
manuscrito nunca foi publicado, pore´m resta um das refereˆncias mais importantes nesta
a´rea.
TEOREMA 8.1.9 (Littlestone–Warmuth). Seja (H, κ) um esquema de compressa˜o
amostral de tamanho d para uma classe C de conceitos borelianos, tal que a aplicac¸a˜o
H : [Ω]≤d × Ω → {0, 1} e´ boreliana. Enta˜o a regra L = H ◦ κ ◦ ι PAC aprende a classe
C com erro ε > 0 e confianc¸a
≥ 1−
d∑
j=0
(
n
j
)
(1− ε)n−j > 1−
(en
d
)d
(1− ε)n−d,
onde n e´ o tamanho da amostra.
No seguinte, identifiquemos o espac¸o boreliano padra˜o Ω com o intervalo I = [0, 1].
Fixemos o tamanho da amostra, n. Seja J um subconjunto de [n] = {1, 2, 3, . . . , n}. Dado
uma amostra σ ∈ [I]d, escrevamos σ = {x1, x2, . . . , xn}, onde x1 < x2 < . . . < xn, e
formemos uma amostra σJ com d elementos pela regra
xi ∈ στ ⇐⇒ i ∈ J.
A aplicac¸a˜o
[I]n 3 σ 7→ σJ ∈ [I]]J
e´ contı´nua com relac¸a˜o a` topologia de produto, em particular boreliana.
EXERCI´CIO 8.1.10. Verificar que na presenc¸a de uma lei µ os elementos aleato´rios
σJ e σ[n]\J sa˜o independentes.
Cada escolha de um conjunto de ı´ndices J ∈ [[n]]≤d de tamanho j ≤ d define a
hipo´tese aleato´riaH(σJ). (A noc¸a˜o tem sentido porque a aplicac¸a˜oH e´ boreliana). Segue-
se que o elemento aleato´rioH(σJ) e´ independente de σ[n]\J .
Agora seja C ∈ C qualquer, induzindo uma rotulagem C  σ sobre σ. Usamos o
truque de condicionamento. Para J e σJ fixos, se µ(H(σJ)∆C) > ε, enta˜o a probabilidade
que µσ[n]\J (H(σJ)∆C) = 0 e´ menos de (1 − ε)n−j . Isso significa que a probabilidade
do evento σJ = κ(C  σ) e´ tambe´m < (1 − ε)n−j . A cota de unia˜o termina a prova da
primeira desigualdade. A segunda segue do lema 1.2.6. 
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EXERCI´CIO 8.1.11. Estimar acima a complexidade amostral da regra L = H◦κ◦ι no
teorema 8.1.9. Por exemplo, tentar deduzir a estimativa de [Moran and Yehudayoff, 2016]
(Th. 1.2):
s(ε, δ) ≤ 8
ε
(
d log
(
2
ε
)
+ log
(
1
δ
))
.
8.1.2. Dimensa˜o VC um. Mostremos que toda classe de dimensa˜o VC um admite
um esquema de compressa˜o amostral de tamanho um, com boas propriedades de mensura-
bilidade.
EXERCI´CIO 8.1.12. Mostrar que a diferenc¸a sime´trica
A∆B = (A \B) ∪ (B \A)
e´ associativa,
(A∆B)∆C = A∆(B∆C)
e distributiva sobre intersec¸a˜o:
A ∩ (B4C) = (A ∩B)4 (A ∩ C).
LEMA 8.1.13. Seja C uma classe de conceitos, e D ⊆ Ω um conceito qualquer. A
dimensa˜o de Vapnik–Chervonenkis da classe
C∆D = {C∆D : C ∈ C }
e´ igual a` de C .
DEMONSTRAC¸A˜O. Sejam A um subconjunto fragmentado por C , e B ⊆ A. Existe
C ∈ C tal que C ∩A = B∆(D ∩A). Agora temos:
A ∩ (C∆D) = (A ∩ C)∆(A ∩D)
= (B∆(D ∩A))∆(D ∩A)
= B∆∅
= B.
Segue-se que VC-dim(C ) ≤ VC-dim(C∆D). Como (C∆D)∆D = C , obtemos a igual-
dade. 
LEMA 8.1.14. Seja H uma aplicac¸a˜o de descompressa˜o de tamanho d, e D ⊆ Ω um
conceito qualquer. A formula
[Ω]≤d 3 τ 7→ H(τ)∆D ⊆ Ω
defina uma aplicac¸a˜o de descompressa˜o de tamanho d cuja classe de conceitos associada
e´
(8.6) CH∆D = CH∆D.
DEMONSTRAC¸A˜O. Seja κ uma aplicac¸a˜o de compressa˜o correspondente a H. Defi-
namos a aplicac¸a˜o
Dκ : [Ω]<∞ × [Ω]<∞ → [Ω]≤d,
Dκ(σ, τ) = κ(σ, τ∆(D ∩ σ)).
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Para qualquer elemento C∆D ∈ CH∆D e qualquer σ ∈ [Ω]<∞, temos
σ ∩ [H (Dκ(σ, σ ∩ (C∆D))∆D] = σ ∩ [H (κ(σ, (σ ∩ C)∆(σ ∩D)∆(D ∩ σ)) ∆D]
= σ ∩ [H (κ(σ, σ ∩ C) ∆D]
= [σ ∩H (κ(σ, σ ∩ C)] ∆(σ ∩D)
= (σ ∩ C)∆(σ ∩D)
= σ ∩ (C∆D).
Isto estabelece a inclusa˜o ⊇ na eq. (8.6). Mas a situac¸a˜o e´ sime´trica: (H∆D)∆D =
H. 
LEMA 8.1.15. Seja C uma classe de conceitos tal que ∅ ∈ C e VC-dim(C ) = 1.
Formemos a classe C ∩ que consiste de todas as intersec¸o˜es de subfamı´lias na˜o vazias de
C :
C ∩ = {∩C ′ : ∅ 6= C ′ ⊆ C }.
Enta˜o,
VC-dim(C ∩) = 1.
DEMONSTRAC¸A˜O. Suponha que existe um conjunto, {a, b}, com dois pontos dis-
tintos fragmentado pela classe C ∩. Em particular, existem C ′1, C
′
2, C
′
3 ∈ C ∩ tais que
C ′1 ∩ {a, b} = {a}, C ′2 ∩ {a, b} = {b}, e C ′3 ⊇ {a, b}. A definic¸a˜o da classe C ∩ implica
imediatamente que existemC1, C2, C3 ∈ C tais queC1∩{a, b} = {a}, C2∩{a, b} = {b},
e C3 ⊇ {a, b}. Como ∅ ∈ C , concluı´mos: C fragmenta {a, b}, o que e´ impossı´vel. 
TEOREMA 8.1.16. Cada classe C de dimensa˜o VC-dim(C ) = 1 admite um esquema
de compressa˜o amostral de tamanho 1.
DEMONSTRAC¸A˜O. Segundo lema 8.1.14, podemos supor sem perda de generalidade
que ∅ ∈ C ; se na˜o for o caso, substituamos a classe C∆D para D ∈ C qualquer. Segundo
lema 8.1.15, a classe maior C ∩ ⊇ C tem dimensa˜o VC um e e´ fechado pelas intersec¸o˜es.
A esquema de descompressa˜o H vai associar a cada ponto x a intersec¸a˜o de todos os
conceitos que conte´m x:
Hx = ∩{C : C ∈ C ∩}.
Seja C ∈ C ∩ qualquer. A relac¸a˜o entre elementos de C,
x ≺ y ⇐⇒ Hx ⊆ Hy
⇐⇒ x ∈ Hy
e´ uma pre´-ordem. Seja σ uma amostra finita qualquer. Escolhamos um elemento maximal,
x ∈ C ∩ σ, com relac¸a˜o a` pre´-ordem ≺. Supondo que Cx ∩ σ 6= C ∩ σ, existe y ∈ C ∩ σ
que e´ incompara´vel com x. Mas neste caso o conjunto {x, y} e´ fragmentado por C ∩:
{x, y} ⊆ C, Cx ∩ {x, y} = {x}, Cy ∩ {x, y} = {y}, ∅ ∩ {x, y} = ∅,
uma contradic¸a˜o. 
OBSERVAC¸A˜O 8.1.17. Parece que o resultado deve ser creditado a [Floyd and War-
muth, 1995], veja p. 295. Ele foi redescoberto algumas vezes, inclusive pelo autor e
Damjan Kalajdzievski em 2011 (nunca publicado).
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OBSERVAC¸A˜O 8.1.18. Seja C uma classe universalmente separa´vel de dimensa˜o de
Vapnik–Chervonenkis um. Verifique que a construc¸a˜o acima resulta em um esquema de
compressa˜o boreliano. Neste caso, a soluc¸a˜o do problema e´, enta˜o, completamente satis-
fato´ria.
8.1.3. Teorema de compacidade: reduc¸a˜o aos domı´nios finitos. O resultado se-
guinte mostra que, se esquecermos da mensurabilidade, o problema de existeˆncia dos es-
quemas de compressa˜o pode ser reduzida ao problema finito. Para uma classe C de con-
ceitos de um domı´nio Ω e um subdomı´nio Υ ⊆ Ω, denotemos por C  Υ a classe de todos
os conceitos C ∩Υ, C ∈ C .
TEOREMA 8.1.19 (Teorema de Compacidade [Ben-David and Litman, 1998]). Seja
C uma classe de conceitos num domı´nio Ω e d ∈ N. Suponha que para cada subdomı´nio
finito F ⊆ Ω, a classe C  F admite um esquema de compressa˜o amostral de tamanho d
no domı´nio F . Enta˜o, C admite um esquema de compressa˜o amostral de tamanho d.
DEMONSTRAC¸A˜O. Para cada F ⊆ Ω finito, escolhamos uma aplicac¸a˜o de descom-
pressa˜o de tamanho d para domı´nio F ,
HF : [F ]≤d × F → {0, 1}.
Suponhamos que Ω e´ infinito (caso contra´rio, ha´ nada a mostrar). Neste caso, a famı´lia de
todos os intervalos superiores semiinfinitos,
IF = {G ∈ [Ω]<∞ : F ⊆ G},
e´ facilmente verificada para ser centrada. Segundo proposic¸a˜o B.3.23, existe um ultrafiltro
(famı´lia centrada maximal), U , sobre o conjunto [Ω]<∞ que conte´m todos os intervalos
IF , F ∈ [Ω]<∞.
Agora sejam σ ∈ [Ω]d uma amostra finita qualquer com≤ d elementos em Ω, e x ∈ Ω.
O conjunto [Ω]<∞ admite uma partic¸a˜o em treˆs subconjuntos:
A1 = {F ∈ [Ω]<∞ : HF (σ ∩ F )(x) = 1},
A0 = {F ∈ [Ω]<∞ : HF (σ ∩ F )(x) = 0},
A? = {F ∈ [Ω]<∞ : x /∈ F}.
Segundo a escolha do ultrafiltro U , ele conte´m o intervalo I{x} = Ω \ A?, e segundo
teorema B.3.25, A0 ∪ A1 ∈ U . Corola´rio B.3.28 implica que exatamente uma das duas
possibilidades tem lugar: seja A0 ∈ U , seja A1 ∈ U .
Definamos o valor da aplicac¸a˜o de descompressa˜o
H : [Ω]≤d × Ω→ {0, 1}
assim:
H(σ)(x) =
{
1, se {F ∈ [Ω]<∞ : HF (σ ∩ F )(x) = 1} ∈ U ,
0, se {F ∈ [Ω]<∞ : HF (σ ∩ F )(x) = 1} ∈ U .
Resta mostrar que todo C ∈ C verifica eq. (8.2). Seja σ ∈ [Ω]<∞ qualquer, e x ∈ σ. Para
todo F ∈ Iσ , a hipo´tese implica que pode escolher τF ⊆ σ, ]τF ≤ d, tal que
HF (τF )(x) = χC(x).
Dado τ ∈ [σ]≤d, definamos a famı´lia
Xτ = {F ∈ Iσ : τF = τ}.
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Os conjuntos Xτ , τ ∈ [σ]≤d, junto com o conjunto Ω \ Iσ , formam uma cobertura finita
de [Ω]<∞, e o mesmo argumento que acima permite concluir que existe o u´nico τ tal que
Xτ ∈ U . Segue-se da nossa definic¸a˜o deH que
H(τ)(x) = χC .

OBSERVAC¸A˜O 8.1.20. Seja C uma classe universalmente separa´vel, e suponha que
para cada subdomı´nio finito F ⊆ Ω, a classe C  F admite um esquema de compressa˜o
amostral de tamanho d em F . Segue-se que C admite um esquema de compressa˜o boreli-
ana de tamanho d? A resposta e´ positiva para classes d-ma´ximas [Kalajdzievski, 2012].
8.2. Classes extremais
A existeˆncia de esquemas de compressa˜o de tamanho d foi estabelecida em [Kuzmin
and Warmuth, 2007] para classes de conceitos ditas d-ma´ximas. Uma classe C e´ d-ma´xima
se para cada amostra σ ∈ [Ω]<∞ a cota no lema de Sauer–Shelah esta´ atingida:
]C  σ =
d∑
j=0
(
n
j
)
.
Em particular, C tem dimensa˜o de Vapnik–Chervonenkis d.
Como a prova e´ um pouco te´cnica, vamos apresentar ao inve´s disso um resultado bem
mais transparente: cada classe d-ma´xima admite um esquema de compressa˜o rotulado de
tamanho d. Um esquema de compressa˜o rotulado tem, como o domı´nio da aplicac¸a˜o de
descompressa˜o H (e o codomı´nio da aplicac¸a˜o de compressa˜o κ) o conjunto de todas as
amostras rotuladas de tamanho ≤ d. Deste modo, a compressa˜o torna-se mais fa´cil.
O resultado para esquemas rotulados, mostrado originalmente em [Floyd and War-
muth, 1995], foi recentemente generalizado por [Moran and Warmuth, 2016] para classes
de conceitos mais gerais, chamadas classes extremais. Neste contexto de geometria com-
binato´ria, a prova torna-se muito elegante, e forma o assunto desta sec¸a˜o.
8.2.1. Classes ma´ximas.
DEFINIC¸A˜O 8.2.1. Seja C uma classe de conceitos de dimensa˜o V C ≤ d. Diz-se que
a classe C e´
• d-maximal se ela na˜o esta´ contida numa classe estritamente maior de dimensa˜o
VC d, e
• d-ma´xima se para cada amostra σ ∈ [Ω]<∞ a cota no lema de Sauer–Shelah esta´
atingida:
]C  σ =
d∑
j=0
(
n
j
)
.
Nenhuma propriedade implica a outra.
EXEMPLO 8.2.2. (Emprestado de [Floyd and Warmuth, 1995]). Definamos Ω =
{1, 2, 3, 4}, e
C = {{1}, {2}, {1, 2}, {1, 3}, {2, 3}, {1, 4}, {2, 4}, {3, 4}, {1, 2, 3}, {1, 2, 4}}.
E´ fa´cil verificar que a classe C e´ 2-maximal, pore´m na˜o e´ 2-ma´xima, pois ]C = 11,
enquanto
∑2
j=0
(
4
j
)
= 12.
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Segue-se que nem cada classe de dimensa˜o VC d e´ contida numa classe d-ma´xima.
EXERCI´CIO 8.2.3. Use lema de Zorn (B.3.6) para mostrar que cada classe de di-
mensa˜o VC d e´ contida numa classe d-maximal.
EXEMPLO 8.2.4. A classe que consiste de todos os intervalos fechados em R e´ 2-
ma´ximo, mas na˜o e´ 2-maximal.
Portanto, em domı´nios finitos cada classe d-ma´xima e´ d-maximal.
EXERCI´CIO 8.2.5. Seja Ω um domı´nio finito com n elementos, e seja C uma classe
de dimensa˜o VC d. Verifique que C e´ d-ma´xima se e somente se
]C =
d∑
j=0
(
n
j
)
.
[ Sugesta˜o: para suficieˆncia, usar induc¸a˜o em n junto com as propriedades de base dos
coeficientes binomiais. ] Em particular, segue-se do lema de Sauer–Shelah que uma classe
d-ma´xima num domı´nio finito e´ d-maximal.
DEFINIC¸A˜O 8.2.6. Seja H : [Ω]≤d → 2Ω uma aplicac¸a˜o de descompressa˜o. Diz-se
que H evite embates se, dado τ1, τ2 ∈ [Ω]≤d, τ1 6= τ2, as hipo´teses H(τ1) e H(τ2) sa˜o
distintas ja´ na unia˜o τ1 ∪ τ2:
H(τ1) ∩ (τ1 ∪ τ2) 6= H(τ2) ∩ (τ1 ∪ τ2).
A prova do teorema de [Kuzmin and Warmuth, 2007] sobre a existeˆncia de um es-
quema de compressa˜o para classes d-ma´ximas e´ baseada sobre a seguinte observac¸a˜o de
base.
EXERCI´CIO 8.2.7. SejaH : [Ω]≤d → C uma aplicac¸a˜o qualquer, onde C e´ uma classe
d-ma´ximo. SeH evite embates, mostre que C ⊆ CH.
No entanto, deixemos o resultado mencionado acima, e provemos um resultado menos
tecnicamente desafiador, pore´m muito instrutivo.
8.2.2. Esquemas de compressa˜o rotulados. Relembremos que [Ω]≤d 0|1 denota o
conjunto de todas as amostras rotuladas de tamanho ≤ d, e de mesmo jeito e´ definido
[Ω]≤∞ 0|1.
DEFINIC¸A˜O 8.2.8. Um esquema de compressa˜o amostral rotulado e´ um par (H, κ),
onde
H : [Ω]≤d 0|1 → 2Ω
e´ a aplicac¸a˜o de descompressa˜o, e
κ : [Ω]≤∞ 0|1 → [Ω]≤d 0|1,
a aplicac¸a˜o de compressa˜o, que tem as propriedades: κ(σ, τ) e´ uma subamostra de σ cujo
ro´tulo e´ induzido por τ , e
(8.7) ∀C ∈ C , ∀σ ∈ [Ω]∞, H(κ(σ,C ∩ σ)) ∩ σ = C ∩ σ.
OBSERVAC¸A˜O 8.2.9. Da maneira equivalente, a partir de uma aplicac¸a˜o H como
acima, pode-se definir a classe CH, como na eq. (8.2), e depois terminar a definic¸a˜o reque-
rendo que κ(σ, τ) seja uma subamostra rotulada de (σ, τ), e C ⊆ CH.
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OBSERVAC¸A˜O 8.2.10. Cada esquema de compressa˜o amostral (H, κ) na˜o rotulada
defina um esquema de descompressa˜o amostral rotulada, cuja aplicac¸a˜o de descompressa˜o
e´ a composic¸a˜o de C com a aplicac¸a˜o esquecendo a rotulagem:
[Ω]≤∞ 0|1 3 (σ, τ) 7→ σ ∈ [Ω]<∞.
A aplicac¸a˜o de compressa˜o simplesmente adiciona o ro´tulo induzido de σ:
[Ω]≤∞ 0|1 3 (σ, τ) 7→ (κ(σ, τ), τ ∩ κ(σ, τ)).
OBSERVAC¸A˜O 8.2.11. Agora os resultados sobre os esquemas na˜o rotulados se gene-
ralizam para esquemas rotulados. Alguns deles (como teorema 8.1.16) valem trivialmente.
O leitor pode ser interessado de mostrar os resultados ana´logos ao exercı´cio 8.1.3, teorema
8.1.9, e Teorema de Compacidade 8.1.19.
OBSERVAC¸A˜O 8.2.12. O exemplo motivador de um esquema de compressa˜o rotulada
e´ o famoso classificador de Ma´quina de Vetores de Suporte (Support Vector Machine,
SVM). Deste ponto de vista, ele esta´ discutido em [von Luxburg, Bousquet, and Scho¨lkopf,
2003/04].
8.2.3. Cubos de conceitos. Teorema de Compacidade 8.1.19 permite apenas traba-
lhar com domı´nios finitos, e isto vai ser a nossa hipo´tese ate´ o final da sec¸a˜o.
DEFINIC¸A˜O 8.2.13. Seja C uma classe de conceitos num domı´nio Ω. Um cubo em C
com o conjunto de coordenadas D ⊆ Ω e´ uma classeB ⊆ C tal que:
(1) B fragmenta D, e
(2) B|Ω\D consiste de u´nico conceito, que vamos denotar tag(B).
Em outras palavras, se pensamos do cuboB como um subconjunto do cubo de Ham-
ming {0, 1}Ω, ele pode ser escrito assim:
B = {0, 1}D × {χtag(B)}.
As restric¸o˜es dos elementos do cubo sobre D podem tomar quaisquer valores, mas sobre
Ω \ D, e´ sempre apenas uma func¸a˜o bina´ria fixa. Deste modo, B pode ser identificado
com o cubo de Hamming, {0, 1}D: a aplicac¸a˜o
B 3 C 7→ [D 3 x 7→ χC(x)] ∈ {0, 1}D
e´ bijetora.
DEFINIC¸A˜O 8.2.14. Um conjunto D ⊆ Ω e´ fortemente fragmentado por uma classe
C se existe um cuboB ⊆ C tendo D como conjunto de coordenadas.
Obviamente, um conjunto fortemente fragmentado e´ fragmentado por C .
EXERCI´CIO 8.2.15. Construir um exemplo simples (com o domı´nio Ω de dois pontos)
de um conjunto fragmentado mas na˜o fortemente fragmentado por uma classe.
TEOREMA 8.2.16. Seja C uma classe de conceitos num domı´nio finito, Ω. Denotemos
por sh(C ) a famı´lia de subconjuntos de Ω fragmentados por C , e ssh(C ) a famı´lia de
subconjuntos fortemente fragmentados por C . Enta˜o,
]ssh(C ) ≤ ]C ≤ ]sh(C ).
A segunda desigualdade e´ o teorema de Pajor 2.2.3. Cada das desigualdades pode ser
de fato deduzida da outra (aplicada a` classe complementar).
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EXERCI´CIO 8.2.17. Mostre que para um conjunto A ⊆ Ω uma e uma so´ condic¸a˜o e´
verdadeira:
• C fragmenta A,
• 2Ω \ C fortemente fragmenta Ω \A.
EXERCI´CIO 8.2.18. Deduza do exercı´cio 8.2.17 o seguinte: a primeira desigualdade
(chamada em [Bolloba´s and Radcliffe, 1995] a desigualdade de Sauer reversa) vale para
uma classe C se e somente se a segunda desigualdade vale para a classe complementar
2Ω \ C . De mesmo, para igualdades.
Isto termina a prova do teorema 8.2.16.
DEFINIC¸A˜O 8.2.19. Uma classe C e´ dita extremal se todo subconjunto fragmentado
por C e´ fortemente fragmentado, ou seja, se as duas desigualdades no teorema 8.2.16 sa˜o
igualdades.
Mostremos que toda classe d-ma´ximo e´ extremal. Com este propo´sito, verifiquemos
que as duas igualdades sa˜o de fato equivalentes ja´ quando aplicadas a` mesma classe (e na˜o
apenas a` complementar). Vamos usar a te´cnica da prova original [Sauer, 1972] do lema de
Sauer–Shelah 2.2.1, um pouco mais complicada do que a prova do teorema de Pajor 2.2.3.
8.2.4. Compressa˜o para baixo. Para cada famı´lia C de subconjuntos de σ e cada
x ∈ σ, definamos a famı´lia Tx(C ) como segue. O operador Tx remove o ponto x de todo
conjunto A ∈ C , exceto quando A \ {x} ja´ pertence a C . Neste caso, Tx devolve A.
Formalmente,
(8.8) Tx(C ) = {A \ {x} : A ∈ H} ∪ {A : A ∈ C e A \ {x} ∈ C } .
LEMA 8.2.20. O operador Tx e´ injetor sobre C .
DEMONSTRAC¸A˜O. As imagens de A e de B sa˜o iguais apenas se um deles e´ obtido
do outro deletando x, por exemplo, B = A \ {x}. Pore´m, neste caso Tx(A) = A e
Tx(B) = B. 
Definamos o peso da famı´lia C como a soma de cardinalidades de todos os conjuntos:
w(C ) =
∑
C∈C
]C.
O seguinte e´ o´bvio.
LEMA 8.2.21.
(8.9) w(C ) ≤ w(Tx(C )).
So´ ha´ igualdade no caso Tx(C ) = C .
LEMA 8.2.22. sh(Tx(C )) ⊆ sh(C ). Em particular, VC-dim(Tx(C )) ≤ VC-dim(C ).
DEMONSTRAC¸A˜O. Suponha A ⊆ σ e´ fragmentado por Tx(C ). Mostremos que A e´
fragmentado por C . Seja B ⊆ A. Procuremos C ∈ C tal que A ∩ C = B.
Caso 1. x /∈ A.
Existe C ∈ Tx(C ∗) com A ∩ C = B, e pela definic¸a˜o de Tx(C ∗), ou C ∪ {x} ∈ C ou
C ∈ C . A intersec¸a˜o de qualquer conjunto com A e´ igual a B.
Caso 2. x ∈ B.
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Fixe C ∈ Tx(C ∗) com A ∩ C = B. Neste caso, x ∈ C, significando que C ∈ C .
Caso 3. x ∈ A \B.
Como B ∪ {x} ⊆ A e A e´ fragmentado por Tx(C ∗), esta famı´lia conte´m C tal que
A∩C = B∪{x}. Este C conte´m x, o que implica que C e C \{x} pertencem a C . Como
(C \ {x}) ∩A = B, concluı´mos. 
O comportamento de conjuntos fortemente fragmentados e´ dual.
LEMA 8.2.23. ssh(Tx(C )) ⊇ ssh(C ).
DEMONSTRAC¸A˜O. Seja A ⊆ σ um conjunto fortemente fragmentado por C . De
modo equivalente, σ \ A na˜o e´ fragmentado por 2σ \ C (exercı´cio 8.2.17): existe B ⊂ σ,
B∩A = ∅, tal que para qualquerC ∈ C ,C\A 6= B. Suponha, para obter uma contradic¸a˜o,
que σ \ A e´ fragmentado pela classe 2σ \ TxC . Em particular, existe C ∈ C tal que
Tx(C) \ A = B. Cado conceito C com esta propriedade deve satisfazer as propriedades
seguintes:
(1) x /∈ B,
(2) x /∈ A,
(3) x ∈ C,
(4) C \ {x} /∈ C .
Ao mesmo tempo, existe C ′ ∈ C tal que Tx(C ′) \ A = B ∪ {x}. Isso implica que
C ′ \ {x} ∈ C , e C ′ \ {x} \A = B, a contradic¸a˜o. 
Agora denotemos por T = TxnTxn−1 . . . Tx2Tx1 , onde σ = {x1, x2, . . . , xn}. Apli-
quemos T recursivamente a` famı´lia de conjuntos C ate´ tal iterac¸a˜o N que o peso de C se
estabilize.
LEMA 8.2.24. Ja´ uma iterac¸a˜o basta, ou seja, a famı´lia T (C ) atinge o peso minimal.
DEMONSTRAC¸A˜O. Chamemos uma famı´lia C x-esta´vel para x ∈ Ω se Tx(C ) = C .
De modo equivalente, como C e´ finita, para todo C ∈ C temos Tx(C) = C. Por exemplo,
cada famı´lia da forma Tx(C ) e´ x-esta´vel. Mostremos que se C e´ x-esta´vel, enta˜o para cada
y ∈ Ω a famı´lia Ty(C ) e´ x-esta´vel tambe´m, o que termina a prova pela induc¸a˜o finita.
Seja C ∈ C . Basta mostrar que a imagem de C por Ty tem a propriedade Ty(C) \
{x} ∈ Ty(C ). E´ verdadeiro de modo trivial se x /∈ C. Suponhamos que x ∈ C. A
x-estabilidade de C implica C \ {x} ∈ C . Tem dois casos a estudar.
Caso 1. Ty(C) = C. Isso significa C \ {y} ∈ C , logo o conjunto C \ {y} e´ fixo pelo
operador Tx. Concluı´mos: C \ {x, y} ∈ C , e por conseguinte Ty(C \ {x}) = C \ {x},
como desejado.
Caso 2. Ty(C) = C \ {y}. Se Ty(C \ {x}) = C \ {x, y}, enta˜o Ty(C) \ {x} =
C \ {x, y} ∈ Ty(C ) e tudo esta´ bem. Se, ao contra´rio, Ty(C \ {x}) = C \ {x}, enta˜o
C \ {x, y} ∈ C , logo C \ {x, y} ∈ Ty(C ), e chegamos a` mesma conclusa˜o. 
OBSERVAC¸A˜O 8.2.25. Exemplos simples (com σ tendo apenas treˆs pontos distintos)
mostram que a famı´lia T (C ) e´ altamente na˜o u´nica: ela depende da ordem de atuac¸a˜o dos
operadores Tx, x ∈ σ. Dado uma permutac¸a˜o τ ∈ Sn de [n], escrevemos
Tτ = Txτ(n)Txτ(n−1) . . . Txτ(2)Txτ(1) .
Como o operador Tx, x ∈ σ, na˜o muda mais a famı´lia Tτ (C ), concluı´mos: para cada
x ∈ σ e A ∈ Tτ (C ),
A \ {x} ∈ Tτ (C ).
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Por conseguinte, se C ∈ Tτ (C ) e B ⊆ A, enta˜o B ∈ Tτ (C ). A famı´lia Tτ (C ) e´ fechada
para baixo. Em particular, ela na˜o conte´m algum conjunto A de cardinalidade d + 1 ou
mais, e deste modo, e´ contida na bola de Hamming fechada de raio d. (Isto traz imediata-
mente a estimativa do lema de Sauer–Shelah).
LEMA 8.2.26. Seja C uma classe de conceitos no domı´nio σ = {x1, . . . , xn}. Sejam
I = {xi1 , xi2 , . . . , xik} ⊆ σ, e σ \ I = {xj1 , . . . , xjn−k}. Enta˜o
(1) I e´ fragmentado por C se e somente se I ∈ T(i1,i2,...,ik,j1,j2,...,jn−k)(C ),
(2) I e´ fortemente fragmentado por C sse I ∈ T(j1,j2,...,jn−k,i1,i2,...,ik)(C ).
DEMONSTRAC¸A˜O. (1) O conjunto I sendo fragmentado por C significa que para
cada A ⊆ I existe conjunto CA ∈ C tal que CA ∩ I = A. A aplicac¸a˜o de operadores
Tx com x fora de I na˜o afeita as intersec¸o˜es com I , e denotando TJ = Txj1 . . . Txjn−k ,
ainda temos TJ(CA) ∩ I = A. Como a classe TJ(C ) e´ fechado pelas remoc¸o˜es de pontos
x ∈ σ \ I , para cada A ⊆ I , existe C ′A ∈ C tal que TJ(C ′A) = A. Em outras pala-
vras, os elementos de TJ(C ) que sa˜o subconjuntos de I formam uma famı´lia fechada por
baixo, e por conseguinte eles pertencem a` classe TIJ(C ) tambe´m. Isto estabelece a neces-
sidade (⇒). A suficieˆncia (⇐) segue de fato que TIJ(C ) e´ fechado por baixo, e a inclusa˜o
sh(TIJ(C )) ⊆ sh(C ) (lema 8.2.22).
(2) Agora suponha que I e´ fortemente fragmentado por C . Existe um conjunto C ⊆
J = σ \ I tal que, qual quer seja A ⊆ I , o conjunto C ∩ A pertence a C . E´ claro que os
operadores Tx, x ∈ I na˜o mudam os elementos do cubo {C} × 2I . Depois da aplicac¸a˜o
de operadores Tx, x ∈ J , obtemos uma famı´lia de conjuntos TJI(C ), fechada por baixo,
que ainda fragmenta I , logo I ∈ TJI(C ). A necessidade e´ mostrada. Para suficieˆncia,
suponha que I ∈ TJI(C ). Enta˜o, TJI(C ) fragmenta I , e por isso ja´ TI(C ) fragmenta I ,
logo TI(C ) = C . Em particular, existe C ′ ∈ C tal que I ⊆ C ′. Definamos C = C ′ \ I .
Como a famı´lia C e´ fechada sob operadores Tx, x ∈ I , concluı´mos que, qualquer seja
A ⊆ I , o conjunto C ∪A pertence a C . 
TEOREMA 8.2.27 (Bolloba´s and Radcliffe [1995]). Para uma classe de conceitos C
num domı´nio finito σ, as condic¸o˜es seguintes sa˜o equivalentes.
(1) C e´ extremal, ou seja, ]ssh(C ) = ](C ) = ]sh(C ).
(2) ]C = ]sh(C ).
(3) ]ssh(2σ \ C ) = ](2σ \ C ).
(4) C tem a u´nica compressa˜o para baixo. Em outras palavras, quaisquer sejam
permutac¸o˜es τ, τ ′ ∈ Sn, Tτ (C ) = Tτ ′(C ).
(5) ]ssh(C ) = ](C ).
DEMONSTRAC¸A˜O. (1)⇒ (2) e´ trivial, e a equivaleˆncia (2)⇐⇒ (3) ja´ foi estabelecida
(exercı´cio 8.2.17).
Assuma (2), ou seja, ]C = ]sh(C ). Para qualquer permutac¸a˜o τ ∈ Sn, sh(Tτ (C )) =
Tτ (C ) e Tτ e´ injetora. Temos:
]sh(Tτ (C )) = ]Tτ (C ) = ]C = ]sh(C ).
Lema 8.2.22 implica que sh(Tτ (C )) ⊆ sh(C ), e por conseguinte
Tτ (C ) = sh(Tτ (C )) = sh(C )
qualquer seja permutac¸a˜o τ ∈ Sn, estabelecendo (4).
Assumamos a condic¸a˜o (4). Usando o lema 8.2.26, concluı´mos que um conjunto I e´
fragmentado por C se e somente se I e´ fortemente fragmentado por C , o que estabelece
(1) e em particular (5). Neste momento, as condic¸o˜es (1)–(4) sa˜o dois a dois equivalentes.
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Finalmente, assumamos a validade de (5). Usando a implicac¸a˜o ja´ mostrada, (3)⇒(1),
aplicada a` classe complementar 2σ \ C , concluı´mos que esta classe e´ extremal, ou seja,
]ssh(2σ \ C ) = ](2σ \ C ). Exercı´cio 8.2.18 implica condic¸a˜o (2) para C . 
COROLA´RIO 8.2.28. Cada classe d-ma´xima e´ extremal.
DEMONSTRAC¸A˜O. Para uma classe d-ma´xima, ]C =
∑d
j=0
(
n
j
)
, o que e´ exatamente
o nu´mero de subconjuntos com ≤ d elementos de σ, ou seja, subconjuntos fragmentados.
Temos a igualdade ]C = ]sh(C ), e concluı´mos pelo teorema 8.2.27. 
EXEMPLO 8.2.29. Nem cada classe extremal de dimensa˜o VC d e´ d-ma´xima. O exem-
plo mais simples e´ o de qualquer bola de Hamming em torno de zero que e´ estritamente
intermedia´ria entre a bola aberta e a bola fechada de raio d. Outra exemplo e´ qualquer cubo
B cujo conjunto de coordenadas e´ um subconjunto pro´prio do domı´nio, D ( Ω.
LEMA 8.2.30. Seja C uma classe extremal, e seja σ ⊆ Ω. Enta˜o a classe C  σ e´
extremal.
DEMONSTRAC¸A˜O. Um subconjunto A ⊆ σ fragmentado por C  σ e´ fragmentado
por C , logo fortemente fragmentado por C . Existe um cubo {C} × {0, 1}A ⊆ C , once
C ⊆ Ω \ A. Por conseguinte, o cubo {C ∩ σ} × {0, 1}A e´ uma subfamı´lia de C  σ, ou
seja, A e´ fortemente fragmentado por C  σ. 
DEFINIC¸A˜O 8.2.31. Dado uma classe C e um subconjunto D do domı´nio Ω, defina-
mos a reduc¸a˜o de C modulo D como uma classe no domı´nio Ω \D que consiste de todos
os conceitos da forma tag(B) onde B ⊆ C e´ um cubo com conjunto de coordenadas
exatamente D. Notac¸a˜o: C \D.
LEMA 8.2.32. A reduc¸a˜o de uma classe extremal e´ uma classe extremal.
DEMONSTRAC¸A˜O. Seja I ⊆ Ω\D um subconjunto fragmentado por C \D. Segue-se
que D ∪ I e´ fragmentado por C , logo fortemente fragmentado. Concluı´mos da definic¸a˜o
de C \D que esta classe fortemente fragmenta I em Ω \D. 
LEMA 8.2.33. SejaB um cubo e C uma classe extremal, ambos no domı´nio Ω. Enta˜o
B ∩ C e´ uma classe extremal.
DEMONSTRAC¸A˜O. Seja D o conjunto de coordenadas do cubo B. Podemos supor
queB∩C na˜o e´ vazia. Suponha que I ⊆ Ω e´ fragmentado porB∩C . Enta˜o, em particular,
I ⊆ D. Como I e´ fragmentado por C , ele e´ fortemente fragmentado, e segundo lema
8.2.26, I pertence a TΩ\D,D\I,I(C ). E´ claro que TD\I,I(C ∩B) ∩D = TD\I,I(C ) ∩D,
logo este conjunto conte´m I (8.2.26,(2)). Como C ∩ B \ D consiste de u´nico conceito
tag(B), e TΩ\D,D\I,I(C ∩B) e´ fechado por baixo, concluı´mos que I ∈ TΩ\D,D\I,I(C ∩
B) tambe´m. 
DEFINIC¸A˜O 8.2.34. Cada classe de conceitos C suporta uma estrutura natural de
grafo, nomeadamente, dois conceitos C e C ′ sa˜o adjacentes se e somente se eles so´ di-
ferem em um ponto: ](C∆D′) = 1. Em outras palavras, quando pensamos de C como
um subconjunto do cubo de Hamming {0, 1}Ω, a distaˆncia de Hamming (na˜o normalizada)
entre C e C ′ e´ exatamente 1. Este grafo chama-se grafo de 1-inclusa˜o (1-inclusion graph).
DEFINIC¸A˜O 8.2.35. Um grafo (simples) e´ dito conexo se para cada par x, y de ve´rtices,
existe um caminho que junta x e y, ou seja, uma sequeˆncia finita
x = x0, x1, x2, . . . , xn = y,
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onde dois pontos consequentes sa˜o adjacentes. O mı´nimo n com esta propriedade (o com-
primento do caminho) e´ dito a distaˆncia de caminho entre x e y.
EXERCI´CIO 8.2.36. Verifique que a distaˆncia de caminho e´ uma me´trica.
Eis um resultado importante sobre a geometria de classes extremais.
TEOREMA 8.2.37. Seja C uma classe extremal. A distaˆncia de caminho entre dois
conceitos e´ igual a` distaˆncia de Hamming. Em particular, a grafo de 1-inclusa˜o de C e´
conexo.
DEMONSTRAC¸A˜O. Suponhamos que a afirmac¸a˜o e´ falsa, e escolhamos dois concei-
tos, C e C ′, cuja distaˆncia de caminho na˜o e´ igual a distaˆncia de Hamming, e tais que a
distaˆncia de Hamming e´ menor entre todos os pares com esta propriedade. Seja D o con-
junto de todos x onde χC(x) 6= χC′(x), e seja B o menor cubo que conte´m C e C ′, ou
seja, o cubo dom conjunto de coordenadas D e tag(B) = C \D = C ′ \D. Segue-se da
nossa hipo´tese que ]D ≥ 2. No cuboB ∼= {0, 1}D existe um elemento C ′′ 6= C,C ′ com
a propriedade
dHamming(C,C
′′) + dHamming(C ′, C ′′) = dHamming(C,C ′),
e a escolha de C,C ′ garante que
dcaminho(C,C
′) ≤ dcaminho(C,C ′′) + dcaminho(C ′, C ′′)
= dHamming(C,C
′′) + dHamming(C ′, C ′′)
= dHamming(C,C
′),
uma contradic¸a˜o. 
Digamos que um cubo B ⊆ C e´ maximal se ele na˜o esta´ contido num cube estrita-
mente maior dentro de C .
LEMA 8.2.38. SejamB1,B2 dois cubos dentro de uma classe extremal, C , tendo os
conjuntos de coordenadas D1 e D2. SeB1 e´ maximal e D1 ⊆ D2, enta˜oB1 = B2.
DEMONSTRAC¸A˜O. Suponha que D2 \ D1 6= ∅ e B1 6= B2. A reduc¸a˜o B\D1 e´
um conjunto unita´rio com o u´nico elemento tagB1, e a reduc¸a˜o B
\D
2 e´ um cubo com o
conjunto de coordenadas D2 \D1, que na˜o conte´m tagB1 por causa da maximalidade de
B1. Como o grafo de 1-inclusa˜o de C \D e´ conexo (lema 8.2.32 e teorema 8.2.37), existe
um caminho que junta tagB1 com algum elemento do cuboB
\D
2 . O elemento do caminho
adjacente a tagB1 difere de tagB1 em um ponto x ∈ Ω \D, e esta´ da forma tagB3, onde
B3 tem D como o conjunto de coordenadas. Segue-se das definic¸o˜es queB1 ∪B3 e´ um
cubo com conjunto de coordenadas D ∪ {x}, contradizendo a maximalidade deB1. 
Agora podemos mostrar o resultado central da sec¸a˜o.
TEOREMA 8.2.39 (Moran and Warmuth [2016]). Cada classe extremal de dimensa˜o
de Vapnik–Chervonenkis d admite um esquema de compressa˜o amostral rotulado de tama-
nho d.
DEMONSTRAC¸A˜O. Teorema de Compacidade 8.1.19 reduz o teorema ao caso de domı´nios
finitos. O esquema de compressa˜o tem a descric¸a˜o seguinte.
(1) A descompressa˜oH(τ, γ) de uma amostra rotulada (τ, γ) e´ qualquer conceito C
consistente com a rotulagem (isto e´, C ∩ τ = γ) que pertence a um cuboB ⊆ C
com o conjunto de coordenadas τ .
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(2) A compressa˜o κ(σ, τ) de uma amostra rotulada (σ, τ) e´ da forma (δ, τ ∩δ), onde
δ e´ o conjunto de coordenadas de um cubo maximal em C ∩ σ, que conte´m τ .
Se a amostra (δ, α) pertence a` imagem da aplicac¸a˜o de compressa˜o, κ, enta˜o δ e´ for-
temente fragmentada pela classe C  σ, logo fragmentado por C , logo fortemente frag-
mentado por C . Existe um cuboB em C com o conjunto de coordenadas δ, em particular
existe um conceito C ∈ B que induz sobre δ a rotulagem α. Enta˜o, a hipo´tese H(τ, γ)
para tais amostras e´ bem definida.
Resta so´ verificar a condic¸a˜o na eq. (8.7). Seja (σ,C ∩ σ) uma amostra rotulada por
um elemento da classe C , seja B um cubo maximal da classe C  σ que conte´m C ∩ σ,
com o conjunto de coordenadas δ. SejaB′ um cubo da classe C com coordenadas δ, e seja
C ′ ∈ B′ um conceito que induz sobre δ a rotulagem C ∩ σ = C ∩ δ. Basta verificar que
C ′ e´ consistente com C tambe´m sobre o resto de σ, ou seja, que C ′∩ (σ \δ) = C∩ (σ \δ).
O cubo B′  σ tem δ como coordenadas, e como o cubo B e´ maximal, lema 8.2.38
implica queB = B′  σ. Como δ e´ o conjunto de coordenadas deB, a restric¸a˜oB  σ\δ
consiste apenas de um conceito, tag (B). O mesmo vale para a restric¸a˜o B′  σ \ δ, e o
resultado segue. 
8.3. Teorema de Moran–Yehudayoff
O mais forte resultado geral envolvendo a existeˆncia dos esquemas de compressa˜o ate´
o momento e´ um avanc¸o nota´vel recente por [Moran and Yehudayoff, 2016], que mos-
travam que cada classe de conceitos C de dimensa˜o VC-dim(C ) = d admite um es-
quema de compressa˜o de tamanho exponencial em d. Aqui a noc¸a˜o de um esquema e´
relaxado ainda mais: na˜o somente o esquema e´ rotulado, mas ale´m disso o argumento do
esquema permite um nu´mero exponencial em d de bits de “informac¸a˜o adicional”. O ta-
manho do esquema no teorema de Moran–Yehudayoff na˜o depende apenas da dimensa˜o
de Vapnik–Chervonenkis, mas tambe´m da dimensa˜o de Vapnik–Chervonenkis dual, que,
por seu turno, admite uma cota exponencial em d.
8.3.1. Dimensa˜o de Vapnik–Chervonenkis dual. Seja (Ω,C ) uma classe de con-
ceitos, isto e´, Ω e´ um conjunto e C e´ uma famı´lia de subconjuntos de Ω. A classe de
conceitos dual a (Ω,C ) tem C como o domı´nio e Ω como a classe de conceitos, onde cada
x ∈ Ω determina uma func¸a˜o bina´ria, xˆ, sobre C como segue:
xˆ(C) =
{
1, se x ∈ C,
0, sena˜o.
A dimensa˜o VC da classe dual e´ chamada dimensa˜o VC dual de C . Notemos:
VC-dim∗(C ) = VC-dim(C ,Ω).
TEOREMA 8.3.1. Suponha que VC-dim((Ω,C ) = d seja finita. Enta˜o, a dimensa˜o
VC dual de C e´ estritamente limitada por 2d+1 − 1,
VC-dim∗(C ) < 2d+1,
e´ a desigualdade e´ exata.
DEMONSTRAC¸A˜O. Suponha que VC-dim(Ω,C ) ≥ 2d+1. Enta˜o existe uma sub-
famı´lia finita A ⊆ C de cardinalidade |A | = 2d+1 fragmentada por Ω. O que significa:
para todo B ⊆ A existe x = xB ∈ Ω que pertence aos todos B ∈ B e na˜o pertence a
nenhum A ∈ A \B.
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Vamos agora selecionar um subconjunto de Ω com d + 1 elementos fragmentado por
A , acabando o argumento por contraposic¸a˜o. Indexamos os elementos deA com elemen-
tos do cubo de Hamming {0, 1}d+1. Para cada i = 1, 2, . . . , d + 1, escolhemos um ponto
xi ∈ Ω que pertence a um conjunto Aσ indexado com a palavra σ = σ1σ2 . . . σd+1 se e
somente se σi = 1. Isso e´ possı´vel porque A e´ fragmentado por Ω.
Se agora I e´ um subconjunto de {1, 2, . . . , d + 1}, seja σ um elemento do cubo de
Hamming que tem 1 nas todas as posic¸o˜es que pertencem a I , e 0 em outras partes. O
conjunto correspondente Aσ contem xi se e somente se i ∈ I .
Resta mostrar que o valor 2d+1−1 pode ser atingido. Seja Ω = {0, 1}k, e seja C uma
classe que consiste de todos os subconjuntos cilı´ndricos do cubo de Hamming da forma
pi−1i (1), i = 1, 2, . . . , k.
Em outras palavras,
C = {Ci : i = 1, 2, . . . , k},
onde Ci consiste de todas as palavras cuja i-e´sima coordenada e´ um.
E´ claro que C e´ fragmentado por Ω, logo a dimensa˜o VC dual desta classe e´ exa-
tamente k. No mesmo tempo, a dimensa˜o VC de C e´ menor ou igual a blog kc, pelas
considerac¸o˜es da cardinalidade.
Defina k = 2d+1 − 1. A construc¸a˜o acima resulta em uma classe de dimensa˜o VC
dual 2d+1 − 1 e de dimensa˜o VC ≤ d. A dimensa˜o VC de C na˜o pode ser estritamente
menor que d por causa da desigualdade ja´ estabelecida. Portanto, VC-dim(C ) = d. 
COROLA´RIO 8.3.2. Se d = VC-dim(C ) e d∗ = VC-dim∗(C ),
log2 d− 1 < d∗ < 2d+1.
Em particular, d∗ = O(exp d) ∩ Ω(log d). 
8.3.2. Complexidade amostral de classes de Glivenko–Cantelli. Dado uma classe
de Glivenko–Cantelli de dimensa˜o VC d, precisamos obter algumas estimativas para a
complexidade amostral de C , ou seja, um valor de n garantindo que o erro uniforme da
estimativa empı´rica de medidas de todos os elementos de C seja menor que ε > 0 com
confianc¸a 1 − δ. A complexidade amostral e´ de ordem O(d/ε2), e para deduzi-la, vamos
usar o resultado te´cnico importante.
8.3.2.1. Lema de separac¸a˜o de Dudley.
LEMA 8.3.3 (Lema de Separac¸a˜o (Dudley)). Seja K um subconjunto -separado do
cubo de Hamming Σn (com a distaˆncia normalizada). Suponha
VC-dim(K) ≤ d.
Enta˜o,
(8.10) |K| ≤
(
2e2 log
(
2e

))d(
1

)d
.
OBSERVAC¸A˜O 8.3.4. Note que a cota sobre o tamanho deK na˜o depende da dimensa˜o
n do cubo de Hamming en questa˜o.
LEMA 8.3.5. SejaK um subconjunto -separado de Σn. Enta˜o existe um subconjunto
de coordenadas
I ⊆ {1, 2, . . . , n}
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com
(8.11) |I| ≤ 2 log|K|

,
tendo a propriedade que cadas duas palavras distintas η, τ ∈ K diferem entre elas sobre
pelo menos uma coordenada de I . Em outras palavras, a aplicac¸a˜o de restric¸a˜o
K 3 σ 7→ σ  I ∈ {0, 1}I
e´ injetora.
DEMONSTRAC¸A˜O. Se |K| ≤ 2, a afirmac¸a˜o e´ o´bvia, e por isto assumamos que |K| ≥
3, e por conseguinte
(8.12) log|K| ≥ 1.
Formemos o subconjunto V ⊆ {−1, 0, 1}n por
V = {η − τ : η, τ ∈ K, η 6= τ}.
(Aqui a subtrac¸a˜o e´ feita em Rn, nem modulo 2.)
Claro, |V | ≤ |K|2. Como para cada η 6= τ temos d¯(η, τ) ≥ , cada v ∈ V difere de
zero sobre pelo menos n coordenadas.
SejamXi, i = 1, 2, . . . , t varia´veis aleato´rias i.i.d. tomando valores em [n] = {1, 2, . . . , n}
e distribuı´das uniformemente: para todos i = 1, 2, . . . , t e j = 1, 2, . . . , n,
Pr{Xi = j} = 1
n
.
Para todo v ∈ V , a probabilidade do que uma coordenada aleato´ria na˜o e´ nula e´ pelo menos
, logo
Pr {∀i = 1, 2, . . . , t, v(Xi) = 0} =
t∏
i=1
Pr{v(Xi) = 0} < (1− )t.
Segundo a cota de unia˜o,
Pr {∃v ∈ V, ∀i = 1, 2, . . . , t, v(Xi) = 0} ≤
∑
v∈V
Pr {∀i = 1, 2, . . . , t, v(Xi) = 0}
≤ |K|2(1− )t.
Por conseguinte, para o evento complementar,
Pr {∀v ∈ V, ∃i = 1, 2, . . . , t, v(Xi) 6= 0} ≥ 1− |K|2(1− )t.
Desde que
(8.13) 1− |K|2(1− )t > 0,
existe um subconjunto I ⊆ [n] com t elementos e a propriedade desejada. A eq. (8.13) e´
equivalente a
(1− )t < 1|K|2 ,
ou seja, o tamanho de I que garante a conclusa˜o do lema, e´
(8.14) t > − 2 log|K|
log(1− ε) .
Para todos ε estritamente entre 0 e t temos, usando a se´rie de Taylor,
(8.15) − log(1− ) = + 
2
2
+
3
3
+ . . .+
n
n
+ . . . .
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Em particular,
− log(1− ) > 
logo
− 2 log|K|
log(1− ) <
2 log|K|

.
Tomando em considerac¸a˜o (8.15) e (8.12),
2 log|K|

−
(
− 2 log|K|
log(1− )
)
= 2 log|K| log(1− ) + 
 log(1− )
= 2 log|K|
1
2 +

3 + . . .+
n−2
n + . . .
1 + 2 +
2
3 + . . .+
n−1
n + . . .
≥ 1 +
2
3 + . . .+
2n−2
n + . . .
1 + 2 +
2
3 + . . .+
n−2
n−1 + . . .
> 1.
Por conseguinte, existe pelo menos um nu´mero inteiro t estritamente entre os dois nu´meros:
− 2 log|K|
log(1− ) < t <
2 log|K|

.
Este t satisfaz (8.14), bem como (8.11), e no´s concluı´mos. 
EXERCI´CIO 8.3.6. Mostre que
ex > xe
para todos x > e.
LEMA 8.3.7. Suponhamos que β > e2 e α ≥ 1.
(1) Se α ≥ eβ log β, enta˜o α > β logα. De modo equivalente,
(2) se α ≤ β logα, enta˜o α < eβ log β.
DEMONSTRAC¸A˜O. Estabelec¸amos a primeira parte do lema, de onde a segunda parte
segue pela contraposic¸a˜o. Defina a func¸a˜o φ(α) = α − β logα, e seja α0 = eβ log β.
Como β > e2, temos α0 > eβ. Ale´m disso,
φ(α0) = eβ log β − β(1 + log β + log log β)
> β(log β − 1− log log β)
> 0,
sob a condic¸a˜o que
log β > 1 + log log β,
isto e´,
β > e log β,
ou
eβ > βe,
depois de exponenciar duas vezes. A u´ltima desigualdade e´ va´lida se β > e2 (exercı´cio
8.3.6), de onde concluı´mos: φ(α0) > 0 quando β > e2. Como φ′(α) = 1− β/α > 0 para
α > α0, temos φ(α) > 0 para todos α > α0. 
8.3. TEOREMA DE MORAN–YEHUDAYOFF 213
PROVA DO LEMA DE SEPARAC¸A˜O 8.3.3. Escolhamos um subconjunto I como no
lema 8.3.5. Obviamente,
VC-dim(K  I) ≤ d,
e pelo lema de Sauer–Shelah,
|K| = |K  I|
≤
(
e|I|
d
)d
≤
(
e2 log|K|
d
)d
,
ou seja,
|K|1/d ≤ 2e log|K|
d
=
2e

log
(
|K|1/d
)
.
Aplicando lema 8.3.7, parte (2), com valores
α = |K|1/d (o que e´ ≥ 1)
e
β =
2e

(o que e´ > e2 se  < 2/e),
concluı´mos
|K|1/d < e2e

log
(
2e

)
=
2e2

log
(
2e

)
,
or, de modo equivalente,
|K| <
(
2e2 log
(
2e

))d(
1

)d
,
como desejado. So´ basta notar que se  ≥ 2/e, enta˜o K conte´m ao ma´ximo dois pontos, e
a conclusa˜o e´ verdadeira tambe´m. 
Relembramos que µn e´ a medida empı´rica suportada pela amostra aleato´riaX1, X2, . . . , Xn
(enta˜o, µn e´ uma medida aleato´ria). A distaˆncia L1(µn) entre duas func¸o˜es reais f e g e´
dada por
‖ f − g ‖L1(µn) =
1
n
n∑
i=1
|f(Xi)− g(Xi)|,
e´ ela e´ uma distaˆncia aleato´ria. Esta distaˆncia na˜o e´, geralmente, uma me´trica, mas uma
pseudome´trica.
EXERCI´CIO 8.3.8. O que e´ Eµ‖ f − g ‖L1(µn)?
Seja σ = {x1, x2, . . . , xn} uma instaˆncia de amostra aleato´ria, e suponhamos que
todos os pontos xi sa˜o dois a dois distintos. Enta˜o a distaˆncia L1(µn) sobre func¸o˜es
bina´rias com valores em {0, 1} e´ simplesmente a distaˆncia de Hamming normalizada entre
as restric¸o˜es das func¸o˜es sobre a amostra:
‖χC − χD ‖L1(µn) = d¯(χC  σ, χD  σ).
Para uma classe de conceitos C sobre um domı´nio Ω, nos denotamos N(,C , L1(µn)) ou,
mais precisamente, N(,C , L1(µσ)), o nu´mero de cobertura de C em relac¸a˜o a` medida
empı´rica suportada na amostra σ. Essencialmente, isso e´ o nu´mero de cobertura da ima-
gem de C no cubo de Hamming correspondente {0, 1}σ . O seguinte e´ uma consequeˆncia
imediata do lema de Dudley.
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TEOREMA 8.3.9 (Dudley). Seja VC-dim(C ) ≤ d. Enta˜o para todo ε > 0
(8.16) N(,C , L1(µn)) ≤
(
2e2 log
(
2e

))d(
1

)d
.

EXERCI´CIO 8.3.10. Seja C uma classe de conceitos de dimensa˜o VC finita d. Mostre
que as cotas no teorema de Dudley valem para distaˆncia L1(µ) em relac¸a˜o a qualquer
medida de probabilidade boreliana µ sobre Ω.
[ Sugesta˜o: assuma existe um subconjunto finito ε-separado em C em relac¸a˜o a
distaˆncia L1(µ), cuja cardinalidade e´ estritamente maior do que a cota no teorema, e ob-
tenha a contradic¸a˜o usando amostragem aleato´ria junto com o fato que C e´ uma classe de
Glivenko–Cantelli. ]
8.3.2.2. Complexidade amostral de classes de Glivenko–Cantelli. Segundo teorema
4.1.10, dada uma classe de conceitos C qualquer, com confianc¸a 1− δ,
(8.17) sup
C∈C
|µσ(C)− µ(C)| ≤ 2Rn(C ) +
√
ln(2/δ)
2n
.
A prova da implicac¸a˜o (2)⇒ (1) no teorema 4.3.1 (pa´gina 105) conte´m a desigualdade
seguinte: para qualquer ε > 0,
(8.18) Rˆn(C )(σ) ≤
√
2 logN(,C , L1(µσ))
n
+ ε.
Combinando a desigualdade acima e o teorema de Dudley para o valor ε/8 ao inve´s
de ε, obtemos:
Rˆn(C )(σ) =
√
2 logN(/8,C , L1(µσ))
n
+
ε
8
≤
√
2 log
(
2e2 log
(
16e

))d ( 8

)d
n
+
ε
8
≤ ε
8
+
ε
8
=
ε
4
,
quando
n ≥ 128
ε2
(
d log
8
ε
+ d log log
16e
ε
+ log 2 + 2
)
.
Para o segundo termo na eq. (8.17), temos√
ln(2/δ)
2n
<
ε
4
quando
n >
8
ε2
log
2
δ
.
Deduzamos o resultado seguinte.
TEOREMA 8.3.11 (Vapnik–Chervonenkis). SejaC uma classe satisfazendo VC-dim(C ) =
d <∞. Dado ε, δ > 0, temos com confianc¸a 1− δ para cada medida de probabilidade µ
no domı´nio Ω,
sup
C∈C
|µσ(C)− µ(C)| ≤ ε
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quando
n ≥ 128
ε2
max
{
d log
8
ε
+ d log log
16e
ε
+ log 2 + 2, 16 log
2
δ
}
= O
(
d
ε2
log
1
δ
)
.
Em outras palavras, a complexidade amostral de C satisfaz
(8.19) s(C , ε, δ) ≤ 128
ε2
max
{
d log
8
ε
+ d log log
16e
ε
+ log 2 + 2, 16 log
2
δ
}
.
OBSERVAC¸A˜O 8.3.12. Como sempre, as constantes podem ser melhoradas considera-
velmente.
Tendo em vista corola´rio 4.2.1, concluı´mos:
COROLA´RIO 8.3.13. Seja C uma classe de conceitos de Glivenko–Cantelli. Enta˜o
C e´ consistentemente PAC aprendiza´vel com a complexidade amostral s(C , ε, δ) da eq.
(8.19). A saber, se L e´ uma regra de aprendizagem consistente com a classe C , enta˜o para
todos ε, δ > 0 e cada n ≥ s(C , ε, δ), dado um conceito C ∈ C , temos para toda medida
de probabilidade µ sobre Ω que, com confianc¸a 1− δ,
erroµ,CLn(C  σ) ≤ ε.
Eis um corola´rio imediato para classes duais.
COROLA´RIO 8.3.14. Seja C uma classe de dimensa˜o VC dual VC-dim∗(C ) = d∗ <
∞ num domı´nio Ω. Dado ε, δ > 0, para n bastante grande da ordem O(d∗ε2 log 1δ ) e cada
medida de probabilidade µ sobre Ω, temos que com confianc¸a 1− δ
∀x ∈ Ω, µ{C ∈ C : x ∈ C} ε≈ ]{i = 1, 2, . . . , n : x ∈ Ci}
n
,
onde C1, C2, . . . , Cn e´ uma amostra i.i.d. de conceitos, seguindo a distribuic¸a˜o µ.
OBSERVAC¸A˜O 8.3.15. Todos os treˆs resultados exigem hipo´teses adicionais de men-
surabilidade. Por exemplo, teorema 8.3.11 e corola´rio 8.3.13 sa˜o va´lidos sob a hipo´tese
usual que C e´ universalmente separa´vel bastaria em ambos casos. A hipo´tese mais geral,
que se aplica a todas as treˆs situac¸o˜es e que na˜o estudamos neste texto, seria a seguinte: a
classe C admite uma estrutura boreliana tal que o conjunto {(x,C) : x ∈ Ω, C ∈ C } e´ um
subconjunto boreliano do produto Ω × C . Todavia, so´ vamos usar o corola´rio 8.3.14 para
classes C finitas, naquele caso todas as condic¸o˜es da mensurabilidade esta˜o verificadas.
8.3.3. Esquemas de compressa˜o com informac¸a˜o adicional. A seguinte definic¸a˜o
ja´ aparece na obra original [Littlestone and Warmuth, 1986].
DEFINIC¸A˜O 8.3.16. Um esquema de compressa˜o amostral rotulado com informac¸a˜o
adicional I , onde I e´ um conjunto finito, e´ um par (H, κ), onde
H : [Ω]≤d 0|1 × I → 2Ω
e´ a aplicac¸a˜o de descompressa˜o, e
κ : [Ω]≤∞ 0|1 → [Ω]≤d 0|1 × I,
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a aplicac¸a˜o de compressa˜o, satisfazendo as propriedades usuais: κ(σ, τ) e´ uma subamostra
de σ cujo ro´tulo e´ induzido por τ , e
(8.20) ∀C ∈ C , ∀σ ∈ [Ω]∞, H(κ(σ,C ∩ σ)) ∩ σ = C ∩ σ.
OBSERVAC¸A˜O 8.3.17. Da maneira equivalente, a definic¸a˜o pode ser modificada usando
a classe CH.
Temos a versa˜o seguinte do teorema 8.1.9.
TEOREMA 8.3.18 (Littlestone and Warmuth [1986]). Seja (H, κ) um esquema de
compressa˜o amostral rotulado com informac¸a˜o adicional para uma classe C de conceitos
borelianos, tal que a aplicac¸a˜o H : [Ω]≤d × I × Ω → {0, 1} e´ boreliana. Enta˜o a regra
L = H ◦ κ ◦ ι PAC aprende a classe C com erro ε > 0 e confianc¸a
≥ 1− ]I
d∑
j=0
(
n
j
)
(1− ε)n−j ,
onde n e´ o tamanho da amostra. 
Daqui, pode-se deduzir a mesma estimativa da complexidade amostral que no exercı´cio
8.1.11, onde d e´ substituı´do por k = d+ log ]I:
s(ε, δ) ≤ 8
ε
(
k log
(
2
ε
)
+ log
(
1
δ
))
.
EXERCI´CIO 8.3.19. Tentar deduzir a estimativa acima.
O resultado justifica a definic¸a˜o seguinte.
DEFINIC¸A˜O 8.3.20. O tamanho de um esquema rotulado com informac¸a˜o adicional e´
definido como
d+ log2 ]I.
TEOREMA 8.3.21 (Moran and Yehudayoff [2016]). Cada classeC com VC-dim(C ) =
d e VC-dim∗(C ) = d∗ admite um esquema de compressa˜o rotulado com informac¸a˜o adi-
cional de tamanho O(d · d∗), em particular, exp(O(d)).
A prova ocupa o resto do capı´tulo e conclui a parte principal das nossas notas.
8.3.3.1. Fixemos qualquer regra de aprendizagem
L : ∪∞n=1 Ωn × {0, 1}n → C
consistente com a classe C , com valores em C . Podemos supor que L e´ invariante pelas
permutac¸o˜es das amostras (na˜o depende da ordem dos elementos x1, . . . , xn ∈ σ), bem
como na˜o depende das repetic¸o˜es dos elementos: se σ = (x1, . . . , xn) e σ′ = (y1, . . . , ym)
sa˜o tais que {x1, . . . , xn} = {y1, . . . , ym}, enta˜o para cada C ∈ C , temos L(σ,C  σ) =
L(σ′, C  σ′).
Seja s = s(C , 1/3, 1/3) o valor da complexidade amostral de aprendizagem da classe
C para ε = δ = 1/3. Segue-se do corola´rio 8.3.14 que s = O(d).
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8.3.3.2. Aplicac¸a˜o de compressa˜o. Seja (σ, τ) ∈ [Ω]≤∞ 0|1 uma amostra rotulada
com um conceito da classe C , a saber, σ ∈ [Ω]n, n ∈ N, e existe C ∈ C com τ =
C ∩ σ. Procuremos a imagem de (σ, τ) pela aplicac¸a˜o de compressa˜o κ. Note que C e´
desconhecido.
Formemos a classe (finita), C ′, de todas as hipo´teses da forma L(ς, τ ∩ ς) ∈ C , onde
ς ∈ [σ]≤s. (Formalmente, (ς, τ) na˜o pertence ao domı´nio de L, no entanto, podemos
fixar uma ordem boreliana sobre Ω, por exemplo, identifica´-lo com [0, 1], tornando todas
as amostras ordenadas, ou seja, elementos de Ωn). Eis o corac¸a˜o da prova e um novo
discernimento importante.
LEMA 8.3.22. Existem T = O(d∗) elementos ς1, . . . , ςT ∈ [σ]≤s tais que, para cada
x ∈ σ, o rotulo de x e´ adivinhado corretamente pela maioria das hipo´teses L(ςi, τ ∩ ςi):
(8.21) ∀x ∈ σ, ]{i = 1, 2, . . . , T : x ∈ τ∆L(ςi, τ ∩ ςi)} < T/2.
DEMONSTRAC¸A˜O. Definamos uma matriz bina´ria (com coeficientes em {0, 1}), de
tamanho [n]≤s × n, cujas linhas correspondem a`s amostras ς ∈ [σ]≤s, e colunas, aos
elementos x ∈ σ. O coeficiente (ς, x) e´ igual a 0 se e somente se
x ∈ τ∆L(ςi, τ ∩ ςi),
ou seja, o coeficiente e´ igual a 1 se e somente se os ro´tulos gerados para x por τ e pela
hipo´tese L(ςi, τ ∩ ςi) sa˜o iguais.
Segundo corola´rio 8.3.14 e a escolha de s, dada uma medida de probabilidade µ sobre
a amostra σ, com confianc¸a 2/3, o erro de aprendizagem da hipo´tese L(ς˜ , τ ∩ ς˜), ς˜ ∈ σs,
e´ menor que 1/3:
µ⊗s{ς˜ ∈ σs : µ (L(ς˜ , τ ∩ ς˜)∆τ) < 1/3} ≥ 2/3.
Em particular, existe ς˜ ∈ σs tal que o erro de aprendizagem de L(ς˜ , τ ∩ ς˜) e´ menor que
1/3. Segundo a nossa escolha de L, a amostra ς ∈ [σ]≤s obtida de ς˜ pela eliminac¸a˜o de
repetic¸o˜es e a ordem tem a mesma propriedade:
(8.22) µ (L(ς, τ ∩ ς)∆τ) < 1/3.
O teorema Minimax de von Neumann J.0.1 diz o seguinte. Pensemos de uma medida
de probabilidade sobre [n] como um n-vetor, p, com coordenadas (pesos) na˜o negativas,
cuja soma e´ igual a 1. SejaM uma matriz com coeficientes reais, de formatom×n. Enta˜o,
max
p∈P [m]
min
q∈P [n]
ptMq = min
q∈P [n]
max
p∈P [m]
ptMq.
(Veja tambe´m uma reformulac¸a˜o mais pertinente na eq. (J.1)). Para ς ∈ [σ]≤s, denotemos
por δς a medida de Dirac suportada em ponto ς , ou seja, o vetor de base cuja coordenada
ς-e´sima e´ 1, e o resto sa˜o zeros. Agora o erro na eq. (8.22) pode ser escrito assim:
µ (L(ς, τ ∩ ς)∆τ) = δtςMµ.
Por conseguinte, o que acabamos de mostrar, e´ que
max
ς
min
µ∈P (σ)
δtςMµ ≥ 2/3.
Segue-se que a expressa˜o a direita no teorema Minimax seja ≥ 2/3 tambe´m. Por conse-
guinte, para cada elemento x ∈ σ, existe uma distribuic¸a˜o p sobre o conjunto de hipo´teses
C ′ (ou: o conjunto de ς), tal que
p{ς : x ∈ τ∆L(ς, τ ∩ ς)} ≥ 2/3.
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Deduzimos do corola´rio 8.3.14 que existe um conjunto finito de T = O(d∗) subamostras
ςi, i = 1, 2, . . . , T , tal que para cada x ∈ σ,
p{ς : x ∈ τ∆L(ς, τ ∩ ς)} 1/8≈ 1
T
]{i = 1, 2, . . . , T : x ∈ τ∆L(ς, τ ∩ ς)},
e por conseguinte
1
T
]{i = 1, 2, . . . , T : x ∈ τ∆L(ς, τ ∩ ς)} ≥ p{ς : x ∈ τ∆L(ς, τ ∩ ς)} − 1
8
>
1
2
,
estabelecendo o lema. 
Agora a imagem κ(σ, τ) e´ definido como o par consistindo da subamostra
α =
T⋃
t=1
ςt
de σ, rotulada com τ , assim como a palavra bina´ria I ∈ {0, 1}2T , para identificar todas
as subamostras de α que correspondem a`s amostras ςt. Pense dos elementos de I como
rotulagens de α com subconjuntos de [T ], onde cada ponto x e´ marcado com o conjunto
{t ∈ T : x ∈ ςt}.
EXERCI´CIO 8.3.23. Mostrar que o nu´mero de tais rotulagens e´ O(d∗ · d).
8.3.3.3. Aplicac¸a˜o de descompressa˜o. Dado um par que consiste de uma amostra ro-
tulada (α, τ) junto com a informac¸a˜o adicional i, recupere as amostras rotuladas (ςt, τt),
t ∈ [T ]. O rotulo de um ponto x ∈ Ω pela hipo´tese H((α, τ), i) e´ definido pelo voto
majorita´rio entre os ro´tulos
L(ςt, τt)(x), t ∈ [T ].
Como α e´ uma subamostra rotulada de σ, apenas temos que verificar a condic¸a˜o (8.20).
Sejam C ∈ C e σ ∈ [Ω]<∞ quaisquer. Consideremos a hipo´tese H(κ(σ,C ∩ σ)). Para
cada x, o ro´tulo e´ determinado pelo voto majorita´rio entre as hipo´teses L((ςt, τt), e lema
8.3.22 garante que este ro´tulo e´ correto.
APEˆNDICE A
Varia´veis aleato´rias: a primeira passagem
Ambicionamos dar sentido a` frase seguinte: os dados sa˜o modelados por uma sequeˆn-
cia X1, X2, . . . , Xn, . . . ∈ Ω de elementos aleato´rios independentes e identicamente dis-
tribuı´dos de um espac¸o boreliano padra˜o, Ω. Essa e´ uma tarefa que sera´ plenamente con-
cretizada apenas no Apeˆndice H. O presente Apeˆndice tem um cara´ter bastante informal e
principalmente motivador.
A.0.1. De varia´veis usuais para varia´veis aleato´rias. Dado um domı´nio Ω, os da-
dos sa˜o modelados pelas varia´veis aleato´rias com valores em Ω, ou elementos aleato´rios
de Ω. Recordemos primeiramente a noc¸a˜o bem conhecida de uma varia´vel, muito comum
na matema´tica pura (geometria, a´lgebra, ana´lise...) Eis alguns contextos tı´picos onde as
varia´veis fazem a sua aparic¸a˜o.
(1) Determinar os valores de x por quais
5x2 − x+ 3 = 0.
(2) Suponha que t ∈ [0, 1]. Enta˜o ....
(3) Sejam x, y, z ∈ R quaisquer. Suponha que x < y. Enta˜o x+ z > y + z.
(4) Seja z um nu´mero complexo qualquer. O valor absoluto de z ....
Uma varia´vel e´ um elemento qualquer (desconhecido) de um conjunto (R nos casos
(1) e (3), [0, 1] no (2), C no (4), etc.). As varia´veis na teoria de probabilidade sa˜o de uma
natureza ligeiramente diferente. Elas sa˜o denotadas habitualmente pelas letras maiu´sculas,
X,Y, Z, . . ., a fim de distinguir das varia´veis “usuais”. Se X e´ uma varia´vel aleato´ria
(abreviamos: v.a.) real, isso significa duas coisas. Primeiramente, como no caso de uma
varia´vel usual,
- X e´ um nu´mero real cujo valor exato e´ desconhecido: X ∈ R.
Mas ha´ mais informac¸o˜es adicionais disponı´veis. Mesmo com o valor exato de X
sendo desconhecido, se sabe
- a probabilidade de X pertencer a` cada parte A de R.
Em outras palavras, se A ⊆ R e´ uma parte de R, enta˜o existe um nu´mero real entre 0
e 1 que fornece a probabilidade do evento X ∈ A. Este nu´mero e´ denotado por
P [X ∈ A],
e o conjunto de valores P [X ∈ A] para todos A se chamam a lei de probabilidade, ou
simplesmente a lei de X . Enta˜o, uma varia´vel aleato´ria e´ uma varia´vel “usual” munida de
uma lei. Por exemplo, se a, b ∈ R, a ≤ b quaisquer, enta˜o se sabe a probabilidade
P [a < X < b]
de que o valor de X esteja entre a e b. A lei de uma varia´vel aleato´ria se denota por uma
letra grega, por exemplo, µ ou ν. E´ uma aplicac¸a˜o associando a cada parte A de R um
nu´mero real,
R ⊇ A 7→ µ(A) = P [X ∈ A] ∈ [0, 1].
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Eis alguns exemplos.
1. Uma varia´vel aleato´ria de Bernoulli toma dois valores: 0 e 1, cada uma com a
probabilidade 1/2:
P [X = 0] =
1
2
= P [X = 1].
Para calcular a lei de X , seja A ⊆ R um conjunto qualquer. Obviamente, se A conte´m
ambos 0 e 1, enta˜o a probabilidade que X ∈ A e´ igual a 1, e´ um evento certo. Se A na˜o
conte´m nem 0 nem 1, enta˜o o evento X ∈ A e´ improva´vel, a sua probabilidade e´ 0. Afinal,
se A conte´m exatamente um dos pontos {0, 1}, enta˜o a probabilidade do evento X ∈ A e´
1/2:
P [X ∈ A] =

1, se 0, 1 ∈ A,
1
2 , se 0 ∈ A e 1 /∈ A,
1
2 , se 0 /∈ A e 1 ∈ A,
0, se 0 /∈ A, 1 /∈ A.
Uma varia´vel de Bernoulli modela uma jogada u´nica de uma moeda justa, onde a
probabilidade de dar “coroa” (o valor 1) e´ 1/2, a mesma que a probabilidade de dar “cara”
(o valor 0).
De maneira mais geral, se a moeda na˜o e´ justa, enta˜o a probabilidade de dar “coroa”
pode ser um valor qualquer p ∈ [0, 1],
P [X = 1] = p,
e´ a probabilidade de dar “cara” e´
P [X = 0] = 1− p = q.
A lei de probabilidade de uma varia´vel aleato´ria real,X , e´ completamente determinada
pela sua func¸a˜o de distribuic¸a˜o, Φ. E´ uma func¸a˜o real dada por
Φ(t) = P [X < t].
E´ fa´cil calcular a func¸a˜o de distribuic¸a˜o de uma v.a. de Bernoulli, veja Figura A.1.
y
0
0.5
1
1 x
FIGURA A.1. Func¸a˜o de distribuic¸a˜o de uma varia´vel aleato´ria de Bernoulli.
Se o conjunto dos valores da func¸a˜o de distribuic¸a˜o de uma varia´vel aleato´ria X e´
enumera´vel, enta˜o X e´ dita discreta. Por exemplo, a varia´vel aleato´ria de Bernoulli e´
discreta.
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2. Uma varia´vel aleato´ria de lei uniforme com valores no intervalo [0, 1] e´ dada pela
fo´rmula seguinte: quaisquer sejam a, b ∈ R, a < b,
(A.1) P [X ∈ (a, b)] =
∫ b
a
χ[0,1](t) dt.
Aqui, χ[0,1] nota a func¸a˜o indicadora do intervalo [0, 1] (Figura A.2):
χ[0,1](t) =
{
1, se x ∈ [0, 1],
0, caso contra´rio.
1 x
y
1
FIGURA A.2. Grafo da func¸a˜o indicadora do intervalo [0, 1].
Por exemplo,
P [0 ≤ X ≤ 1] =
∫ 1
0
χ[0,1](t) dt = 1,
e
P
[
−1
2
≤ X ≤ 1
2
]
=
∫ 1
2
− 12
χ[0,1](t) dt =
1
2
.
Se um intervalo (a, b) esta´ contido em [0, 1], enta˜o
P [X ∈ (a, b)] =
∫ b
a
χ[0,1](t) dt
=
∫ b
a
1 · dt
= b− a.
Em outras palavras, neste caso a probabilidade de que X pertenc¸a ao intervalo (a, b) e´
igual ao comprimento do intervalo.
Se a lei de uma varia´vel aleato´ria e´ dada pela integral, como na fo´rmula (A.1), enta˜o a
func¸a˜o sob a integral e´ chamada a densidade de X . A densidade de uma v.a. uniforme e´ a
func¸a˜o indicadora:
χ[0,1](t).
EXERCI´CIO A.0.1. Mostrar que a lei de Bernoulli na˜o possui densidade.
A func¸a˜o de distribuic¸a˜o de uma v.a. uniforme e´ calculada facilmente (Figura A.3).
Uma varia´vel aleato´ria real X e´ dita contı´nua se valores da sua func¸a˜o de distribuic¸a˜o
preenchem o intervalo [0, 1]. A v.a. uniforme e´ obviamente contı´nua.
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y
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1
1 x
FIGURA A.3. A func¸a˜o de distribuic¸a˜o de uma varia´vel aleato´ria uniforme.
EXERCI´CIO A.0.2. SejaX uma v.a. que possui densidade. Mostrar queX e´ contı´nua.
EXERCI´CIO A.0.3 (∗). Construir um exemplo de v.a. que e´ contı´nua e na˜o possui
densidade.
[ Sugesta˜o: deve-se usar o conjunto de Cantor 5.1. ]
EXERCI´CIO A.0.4. Construir um exemplo de v.a. nem discreta nem contı´nua.
Uma varia´vel aleato´ria real e´ gaussiana (ou: segue a lei normal centrada e reduzida),
se X possui densidade dada por
1√
2pi
e−t
2/2.
Em outras palavras, quais quer sejam a, b ∈ R,
P [a < X < b] =
1√
2pi
∫ b
a
e−t
2/2dt.
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Densité de distribution normale: µ = 0, σ
 = 
  1
x
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FIGURA A.4. A func¸a˜o de densidade da lei gaussiana.
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A lei semicircular e´ dada pela func¸a˜o de densidade
f(t) =
{
2
pi
√
1− t2, se |t| ≤ 1,
0, se na˜o.
.
Estritamente falando, o grafo da densidade na˜o e´ um semicı´rculo, mas, melhor, uma
semielipse – o fator normalizador 2/pi ≈ 0.637 e´ necessa´rio para que a probabilidade de
um evento certo seja igual a 1.
0.636...
x
y
−1 1
FIGURA A.5. A densidade da lei semicircular.
A noc¸a˜o de uma varia´vel aleato´ria na˜o e´ apenas o u´nico conceito mais fundamental
da teoria de probabilidade, mas e´, sem du´vida, uma das mais importantes noc¸o˜es em todas
cieˆncias matema´ticas. Alguns matema´ticos eminentes argumentam que, eventualmente, os
fundamentos da matema´tica devem ser alterados de modo que as varia´veis aleato´rias sejam
ta˜o ba´sicos quanto os conjuntos [Mumford, 2000].
A.0.2. A´lgebra de conjuntos borelianos. Ate´ agora, so´ vimos as varia´veis aleato´rias
reais, com valores em R. Mas elas podem assumir valores em domı´nios Ω mais gerais.
Seja Ω um domı´nio geral. Quais sa˜o as propriedades desejadas da lei, µ, de uma
varia´vel aleato´ria X com valores em Ω? Claro, os valores da lei pertencem no intervalo
[0, 1], e a probabilidade que X ∈ Ω deve ser 1:
(P1) P [X ∈ Ω] = µ(Ω) = 1.
A probabilidade de x pertencer a unia˜o de uma famı´lia disjunta dos conjuntos Ai,
i ∈ I deve ser igual a` soma das probabilidades de que x ∈ Ai para todos i:
Pr
[
X ∈
⋃
Ai
]
=
∑
Pr[X ∈ Ai].
Qual e´ o tamanho de tais famı´lias que devemos considerar? Se no´s restringimos a
propriedade a`s unio˜es finitas, a noc¸a˜o de probabilidade resultante e´ muito geral e fraca
demais. Neste caso, trata-se das medidas de probabilidade finitamente aditivas. Elas sa˜o
bastante importantes em va´rias partes da matema´tica, mas na˜o sa˜o suficientes para abranger
as necessidades da teoria de probabilidade. Va´rios teoremas fundamentais sa˜o falsos neste
contexto.
Se, pelo contra´rio, permitimos as unio˜es de famı´lias quaisquer, a noc¸a˜o de probabili-
dade que obtemos e´ demasiado restritiva.
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EXERCI´CIO A.0.5. Suponha que a lei de uma varia´vel aleato´ria X com valores em Ω
lei possui a propriedade: qualquer seja uma famı´lia dos conjuntos Ai ⊆ Ω, i ∈ I dois a
dois disjuntos, Ai ∩Aj = ∅ para todos i, j, i 6= j, temos
P [X ∈ ∪i∈IAi] =
∑
i∈I
P [X ∈ Ai].
Mostrar que isso e´ o caso se e somente se X e´ puramente atoˆmica, ou seja, existe uma
sequeˆncia (finita ou infinita) de pontos dois-a-dois distintos aj ∈ Ω, j = 1, 2, 3, . . .
(a´tomos de medida µ), com µ{aj} = pj > 0, tal que o valor da medida de um subconjunto
A ⊆ Ω e´ dado por
µ(A) =
∑
{pj : aj ∈ A} =
∞∑
j=1
χA(aj)pj =
∫
Ω
χAdµ.
Em particular,
∞∑
j=1
pj = 1.
EXERCI´CIO A.0.6. Mostrar que uma varia´vel aleato´ria real e´ discreta se e somente se
ela e´ puramente atoˆmica.
A escolha mais natural e frutı´fera (ditada pela pra´tica da pesquisa matema´tica) e´ a das
famı´lias enumera´veis.
(P2) SeAi, i = 1, 2, 3, . . . sa˜o disjuntos dois-a-dois, enta˜o µ(∪∞i=1Ai) =
∑∞
i=1 µ(Ai).
Como um corola´rio imediato, obtemos, no caso onde A1 = A e A2 = Ac = X \A:
(P2′) Se A ⊆ Ω, enta˜o P (Ac) = 1− P (A).
Se µ e´ a lei de uma varia´vel puramente atoˆmica, enta˜o o valor
µ(A) = P [X ∈ A]
e´ bem definido qualquer seja um subconjunto A ⊆ Ω do domı´nio. Podemos esperar o
mesmo para cada varia´vel aleato´ria? A resposta e´ negativa.
A Hipo´tese do Contı´nuo (Apeˆndice B) diz que cada subconjunto infinito de R ou tem
a cardinalidade de N, ou tem a cardinalidade de R. Pode-se mostrar [Banach and Ku-
ratowski, 1929] que, assumindo a validade da Hipo´tese do Contı´nuo, as u´nicas medidas
definidas sobre a famı´lia de todos os subconjuntos de R e´ satisfazendo as propriedades
(P1) e (P2) acima sa˜o puramente atoˆmicas. Como na˜o queremos que a teoria dependa de
hipo´teses conjuntı´sticas adicionais, somos forc¸ados a restringir a colec¸a˜o B dos subcon-
juntos A ⊆ Ω, para as quais o valor P [X ∈ A] e´ bem definido. Tentemos definir esta
famı´lia usando algum senso comum.
O axioma (P1) implica que Ω sempre pertence a` famı´liaB. Segundo o axioma (P2),
se uma sequeˆncia de conjuntos pertence aB,
A1, A2, . . . ∈ B,
enta˜o a sua unia˜o pertence aB tambe´m:⋃
i
Ai ∈ B.
Tendo em conta o axioma (P2′), concluı´mos que, se A ∈ B, enta˜o Ac ∈ B. Segue-se que
a famı´lia B deve conter Ω, os complementares de todos os seus membros, e as unio˜es de
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subfamı´lias enumera´veis. Uma famı´lia com estas propriedades e´ dita uma sigma-a´lgebra
de subconjuntos de Ω.
Se Ω e´ um espac¸o me´trico, e´ razoa´vel exigir que a lei seja bem definida para todas as
bolas abertas:
Br(x) = {y ∈ Ω: d(x, y) < r}.
Isso e´ necessa´rio, por exemplo, para conhecer a probabilidade do evento
[d(X,x) < r].
Mais geralmente, exigimos que a lei seja bem definida para todos os conjuntos abertos, ou
seja, os conjuntos que sa˜o unio˜es das bolas:
V e´ aberto ⇐⇒ ∀x ∈ V, ∃ > 0, B(x) ⊆ V.
EXERCI´CIO A.0.7. Seja Ω um espac¸o me´trico. Mostrar que existe a menor sigma-
a´lgebra que contem todos os conjuntos abertos de Ω.
DEFINIC¸A˜O A.0.8. Seja Ω um espac¸o me´trico qualquer. A menor famı´lia B que
conte´m todos os conjuntos abertos e e´ fechada com relac¸a˜o aos complementares e unio˜es
de subfamı´lias enumera´veis, se chama a famı´lia de subconjuntos borelianos de Ω.
Um espac¸o me´trico Ω e´ dito separa´vel se existe um subconjunto enumera´vel A cujo
fecho e´ Ω:
A¯ = Ω.
EXERCI´CIO A.0.9. Seja Ω um espac¸o me´trico separa´vel. Mostrar que a famı´lia de
conjuntos borelianos e´ a menor sigma-a´lgebra que contem todas as bolas abertas.
E´ claro que todo subconjunto fechado de Ω e´ boreliano tambe´m. De fato, os conjuntos
borelianos sa˜o muito mais nu´merosos do que os abertos ou fechados.
EXERCI´CIO A.0.10. Mostrar exemplos de subconjuntos borelianos de [0, 1] que na˜o
sa˜o nem abertos nem fechados.
DEFINIC¸A˜O A.0.11. Um conjunto Ω munido de uma sigma-a´lgebraB de subconjun-
tos e´ dito um espac¸o boreliano se existe uma me´trica d sobre Ω tal queB e´ exatamente a
famı´lia de todos os conjuntos borelianos do espac¸o me´trico (Ω, d).
EXERCI´CIO A.0.12. Seja Υ um subconjunto de um espac¸o boreliano (Ω,B). Mostrar
que Υ se torna um espac¸o boreliano se munido da sigma-a´lgebra
B|Υ = {B ∩Υ: B ∈ B}.
[ Sugesta˜o: escolha uma me´trica d sobre Ω que gera a estrutura boreliana B, e verifique
que a estruturaB|Υ e´ gerada pela restric¸a˜o d|Υ... ]
O espac¸o boreliano (Υ,B|Υ) se chama um subespac¸o boreliano de Ω.
A.0.3. Medidas de probabilidade borelianas.
DEFINIC¸A˜O A.0.13. Uma func¸a˜o µ na classe B dos conjuntos borelianos de Ω com
valores em [0, 1] que satisfaz (P1) e (P2) e´ uma medida de probabilidade boreliana.
DEFINIC¸A˜O A.0.14. Um espac¸o boreliano Ω munido de uma medida boreliana de
probabilidade µ e´ dito espac¸o probabilı´stico.
EXEMPLO A.0.15. Se Ω = Σn e´ o cubo de Hamming, enta˜o a estrutura boreliana do
cubo Σn consiste de todos os seus subconjuntos, e a medida de contagem normalizada µ]
e´ uma medida de probabilidade boreliana.
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EXEMPLO A.0.16. Mais geralmente, seja Ω um domı´nio qualquer, seja
x1, x2, . . . , xn, . . .
uma sequeˆncia (finita ou infinita) dos elementos de Ω, e seja
p1, p2, . . . , pn, . . .
uma sequeˆncia do mesmo tamanho dos valores positivos, pi > 0, com a propriedade∑
i
pi = 1.
Enta˜o a regra
µ(A) =
∑
{pi : xi ∈ A}
define uma medida de probabilidade boreliana sobre Ω. De fato, esta medida e´ definida
para todo subconjunto A ⊆ Ω, boreliano ou na˜o. Os conjuntos unita´rios {xi} tem a
medida positiva:
µ{xi} = pi.
DEFINIC¸A˜O A.0.17. Uma medida µ sobre Ω e´ discreta, ou puramente atoˆmica, se
existe um subconjunto enumera´vel de Ω cuja medida e´ um.
EXERCI´CIO A.0.18. Mostrar que cada medida discreta tem a mesma forma que a
medida no exemplo A.0.16.
Afim de dar exemplos matematicamente rigorosos de medidas de probabilidade na˜o-
discretas, tais como a distribuic¸a˜o uniforme sobre o intervalo [0, 1], ja´ precisamos mais
trabalho te´cnico. Vamos fazer isso no apeˆndice E.
A.0.4. Func¸o˜es borelianas. Cada medida de probabilidade sobre Ω e´ a lei de uma
varia´vel aleato´ria com valores em Ω. Vamos mostrar agora que pode-se compor varia´veis
aleato´rias e func¸o˜es para obter novas varia´veis aleato´rias.
Sejam Ω e W dois espac¸os me´tricos, e f : Ω→ W uma func¸a˜o. Seja X uma varia´vel
aleato´ria com valores em Ω. Enta˜o f(X) e´ uma varia´vel aleato´ria com valores em W . A
lei, ν, de f(X) e´ a imagem direta da lei µ de X por f : se B ⊆W , enta˜o
ν(B) = µ(f−1(B)).
Isso significa:
P [f(X) ∈ B] = P [X ∈ f−1(B)].
A lei ν e´ as vezes denotada
ν = f∗(µ).
Para esta definic¸a˜o funcionar, a u´nica condic¸a˜o necessa´ria sobre f e´ que a imagem
recı´proca de cada subconjunto boreliano B ⊆ W por f seja um conjunto boreliano. Uma
tal func¸a˜o se chama func¸a˜o boreliana, ou Borel mensura´vel. Pode se verificar que f : Ω→
W e´ boreliana se e somente se a imagem recı´proca de cada subconjunto aberto de W e´
boreliana. Em particular, cada func¸a˜o contı´nua e´ boreliana, mas as func¸o˜es borelianas sa˜o
muito mais nu´merosas.
EXERCI´CIO A.0.19. Construir uma func¸a˜o boreliana descontı´nua.
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FIGURA A.6. Imagem direta de uma lei.
EXERCI´CIO A.0.20. Sejam Ω e W dois espac¸os me´tricos, f : Ω → W uma func¸a˜o
boreliana, e µ uma medida de probabilidade boreliana sobre Ω. Mostrar que a imagem
direta f∗(µ) e´ uma medida de probabilidade boreliana sobre W .
E´ neste sentido que cada func¸a˜o f sobre um espac¸o de probabilidade (X, ν) com va-
lores num espac¸o boreliano Ω pode ser tratada como uma varia´vel aleato´ria. A saber, ν
e´ a lei de uma varia´vel aleato´ria, digamos X , com valores em X . Enta˜o, f(X) e´ uma
varia´vel aleato´ria com valores em Ω, tendo a lei f∗(ν). Foi neste sentido que falamos da
esperanc¸a de uma func¸a˜o real f sobre o cubo de Hamming munido da medida de contagem
normalizada.
DEFINIC¸A˜O A.0.21. Uma realizac¸a˜o de varia´vel aleato´ria X com valores em Ω e a
lei µ e´ uma func¸a˜o boreliana f de um espac¸o de probabilidade (X , ν) com valores em Ω
tal que a imagem direta f∗(ν) e´ igual a µ.
Cada varia´vel aleato´ria pode ser representada desta forma. Por exemplo, se X ∈ Ω e´
uma v.a. com a lei µ, podemos definirX = Ω, ν = µ, e f(x) = x.
A.0.5. Espac¸os borelianos padra˜o. A aprendizagem estatı´stica – pelo menos, den-
tro do paradigma atual – ou na˜o e´ factı´vel nos domı´nios na˜o separa´veis, ou se reduz a um
subdomı´nio separa´vel. Por isso, vamos supor que Ω seja separa´vel. Uma outra restric¸a˜o na-
tural e´ que o domı´nio seja metriza´vel com uma me´trica completa. Isto leva-nos ao conceito
seguinte.
DEFINITION A.0.22. Um espac¸o boreliano padra˜o e´ um par (Ω,B) que consiste de
um conjunto Ω e uma sigma-a´lgebraB, que e´ a estrutura boreliana gerada por uma me´trica
completa e separa´vel sobre Ω.
Relembramos que um espac¸o me´trico (X, d) e´ separa´vel se existe um subconjunto
enumera´vel Y denso em X:
Y¯ = X.
EXERCI´CIO A.0.23. Mostrar que um subespac¸o de um espac¸o me´trico separa´vel e´
separa´vel.
[ Para uma prova, veja teorema C.2.74. ]
Acontece que os espac¸os borelianos padra˜o distintos sa˜o muito poucos e admitem uma
classificac¸a˜o completa simples.
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DEFINIC¸A˜O A.0.24. Um isomorfismo entre dois espac¸os borelianos (Ωi,Bi), i = 1, 2
e´ uma bijec¸a˜o f : Ω1 → Ω2 conservando os conjuntos borelianos: qual quer seja B ⊆ Ω1,
temos
B ∈ B1 ⇐⇒ f(B) ∈ B2.
TEOREMA A.0.25. Dois espac¸os borelianos padra˜o sa˜o isomorfos se e somente se
eles tem a mesma cardinalidade.
A prova do teorema ocupa o Apeˆndice D. Em particular, vamos ver que cada espac¸o
boreliano enumera´vel e´ isomorfo ao espac¸o discreto da mesma cardinalidade cuja estrutura
boreliana consiste de todos os subconjuntos; enquanto cada espac¸o boreliano padra˜o na˜o
enumera´vel e´ isomorfo a R com a sua estrutura boreliana canoˆnica.
A.0.6. Independeˆncia.
DEFINIC¸A˜O A.0.26. Se Ω e´ um espac¸o boreliano padra˜o e µ e´ uma medida de proba-
bilidade boreliana (ou seja, definida para todos elementos da estrutura borelianaB de Ω),
enta˜o (Ω, µ) e´ dito espac¸o probabilı´stico padra˜o.
Se temos mais de uma varia´vel aleato´ria,
X1, X2, . . . , Xn, . . . ,
tomando os valores, respectivamente, nos espac¸os Ω1,Ω2, . . ., Ωn, . . ., enta˜o elas podem
ser combinadas numa u´nica varia´vel aleato´ria, tomando os valores no produto dos espac¸os
Ωi:
X = (X1, X2, . . . , Xn, . . .) ∈ Ω1 × Ω2 × . . .× Ωn.
A lei µ da varia´vel X e´ chamada a lei conjunta das varia´veis X1, X2, . . . , Xn, . . ..
As varia´veis aleato´rias X1, X2, . . . , Xn, . . . sa˜o ditas independentes se, cada vez que
Ai e´ um subconjunto boreliano de Ωi, i = 1, 2, . . ., temos
Pr[X1 ∈ A1, X2 ∈ A2, . . . , Xn ∈ An, . . .] =
Pr[X1 ∈ A1]× Pr[X2 ∈ A2]× . . .× Pr[Xn ∈ An]× . . . .
Notac¸a˜o:
µ = ⊗∞i=1µi.
Esta µ e´ tambe´m chamada a medida produto das medidas de probabilidade µ1, µ2, . . ..
Por exemplo, sejam X e Y duas v.a., cada uma de lei uniforme sobre o intervalo
[0, 1]. Se X e Y sa˜o independentes, isso significa que a varia´vel aleato´ria Z = (X,Y )
com valores no quadrado [0, 1]2 tem lei, µ, que e´ uniforme no quadrado: quaisquer sejam
a, b, c, d, a ≤ b, c ≤ d, temos
µ([a, b]× [c, d]) = (b− a)(d− c).
Por outro lado, se por exemplo Y = X , enta˜o a lei da varia´vel Z = (X,Y ) e´ concen-
trada na diagonal do quadrado: se A1, A2 ⊆ [0, 1] sa˜o disjuntos, enta˜o, obviamente,
P [X ∈ A1, Y ∈ A2] = 0,
de onde e´ fa´cil de concluir que
µ(∆) = 1,
onde
∆ = {(x, x) : x ∈ [0, 1]}.
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SeX1, X2, . . . , Xn e´ uma sequeˆncia das varia´veis aleato´rias independentes distribuı´das
segundo a lei gaussiana em R, enta˜o sua lei conjunta e´ a lei gaussiana n-dimensional em
Rd, determinada pela densidade
1
(2pi)n/2
e−(t
2
1+t
2
2+...+t
2
n)/2.
Isso significa que, qualquer que seja um subconjunto boreliano A ⊆ Rd,
P [X ∈ A] = 1
(2pi)n/2
∫
A
e−(t
2
1+t
2
2+...+t
2
n)/2dt1 . . . dtn.

APEˆNDICE B
Elementos da teoria de conjuntos
B.1. Cardinalidade e ordens
B.1.1. Cardinalidade.
DEFINIC¸A˜O B.1.1. Sejam X e Y dois conjuntos quaisquer. Eles sa˜o equipotentes, ou
teˆm a mesma cardinalidade, se existe uma aplicac¸a˜o bijetora entre eles:
f : X → Y,
ou seja, f e´ injetora (∀x, y ∈ X , x 6= y → f(x) 6= f(y)) e sobrejetora (∀y ∈ Y , ∃x ∈ X
tal que f(x) = y). Notac¸a˜o:
|X| = |Y |.
Para conjuntos finitos, num contexto combinato´rio usamos tambe´m a notac¸a˜o
]X = ]Y.
OBSERVAC¸A˜O B.1.2. A relac¸a˜o da equipoteˆncia e´ uma relac¸a˜o da equivaleˆncia entre
conjuntos. Ela e´
(1) reflexiva: |X| = |X|,
(2) sime´trica: se |X| = |Y |, enta˜o |Y | = |X|, e
(3) transitiva: se |X| = |Y | e |Y | = |Z|, enta˜o |X| = |Z|.
Todas as treˆs propriedades sa˜o fa´ceis a verificar.
DEFINIC¸A˜O B.1.3. Seja X um conjunto. A classe de equivaleˆncia de X relativo a`
relac¸a˜o de equipoteˆncia e´ denotado |X|. Ela e´ chamado a cardinalidade de X .
En particular, a cardinalidade do conjunto N dos nu´meros naturais e´ denotado ℵ0 (leˆ:
a´lefe zero):
|N| = ℵ0.
A cardinalidade do conjunto R dos nu´meros reais e´ denotado ou c ou 2ℵ0 .
DEFINIC¸A˜O B.1.4. Seja X e Y dois conjuntos. Digamos que a cardinalidade de X e´
maior ou igual a` cardinalidade de Y ,
|X| ≥ |Y |,
se existe uma injec¸a˜o de Y em X .
DEFINIC¸A˜O B.1.5. Digamos que a cardinalidade de X e´ estritamente maior que a
cardinalidade de Y ,
|X| > |Y |,
se |X| ≥ |Y | e na˜o e´ verdadeiro que |X| = |Y |.
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TEOREMA B.1.6 (Cantor–Bernstein). SejamX e Y dois conjuntos tais que |X| ≤ |Y |
e |Y | ≤ |X|. Enta˜o
|X| = |Y |.
DEMONSTRAC¸A˜O. DefinamosX1 = X \g(Y ), Y1 = Y \f(X), e depois, da maneira
recursiva,
Xn+1 = g(Yn),
Yn+1 = f(Xn),
para todos n ∈ N+ = {1, 2, . . .}.
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FIGURA B.1. Prova do teorema de Cantor–Bernstein.
Os conjuntos Xn, n = 1, 2, 3, . . . sa˜o dois a dois disjuntos, bem como os conjuntos
Yn. Definamos
X∞ = X \ ∪∞n=1Xn,
Y∞ = Y \ ∪∞n=1Yn.
Para cada x ∈ X , seja
(B.1) h(x) =

f(x), si x ∈ X2n+1, n = 1, 2, 3, . . . ,
g−1(x), si x ∈ X2n, n = 1, 2, 3, . . . ,
f(x), si x ∈ X∞.
Agora na˜o e´ difıcil verificar que h : X → Y e´ uma func¸a˜o bijetora. 
EXERCI´CIO B.1.7. Verifique que h : X → Y na eq. (B.1) e´ bijetora.
(Sugesta˜o: mostre que a aplicac¸a˜o h‡ : Y → X definida por
h‡(y) =

g(y), si y ∈ Y2n+1, n = 1, 2, 3, . . . ,
f−1(y), si y ∈ Y2n, n = 1, 2, 3, . . . ,
f−1(x), si y ∈ Y∞.
e´ a aplicac¸a˜o inversa de h, em outras palavras, h ◦ h‡ = IdY e h‡ ◦ h = IdX .)
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TEOREMA B.1.8. Sejam X e Y dois conjuntos quaisquer. Enta˜o, ou |X| ≤ |Y |, ou
|Y | ≤ |X|.
Deixemos a prova do teorema B.1.8 como exercı´cio B.3.10 (uma aplicac¸a˜o do lema
de Zorn, a ser discutido mais tarde).
COROLA´RIO B.1.9. Sejam X e Y dois conjuntos quaisquer. Enta˜o uma e uma so´
possibilidade entre as seguintes tem lugar:
• |X| < |Y |,
• |X| = |Y |, ou
• |X| > |Y |.
DEFINIC¸A˜O B.1.10. Seja X um conjunto. Denotaremos 2X o conjunto de todas as
partes de X:
2X = {Y : Y ⊆ X}.
TEOREMA B.1.11. Seja X um conjunto qualquer. Enta˜o,
|X| < |2X |.
DEMONSTRAC¸A˜O. Para comec¸ar, a aplicac¸a˜o H : X → 2X dada por
H(x) = {x}
e´ obviamente injetora, de onde concluı´mos:
|X| ≤ |2X |.
Resat mostrar que
|X| 6= |2X |.
Suponha, para uma contradic¸a˜o, que os dois cardinais sejam iguais:
(B.2) |X| = |2X |.
Isto significa que existe uma aplicac¸a˜o bijetora
F : X→ 2X .
Definamos
A = {x ∈ X : x /∈ F (x)}.
Como F e´ sobrejetora, existe x0 ∈ X tal que
F (x0) = A.
Perguntamos: x0 ∈ A? Segundo a definic¸a˜o do conjunto A, temos x0 ∈ A se e somente
se x0 /∈ A. E´ obviamente uma afirmac¸a˜o autocontradito´ria. Deduzimos: a hipo´tese inicial
(B.2) e´ falsa. 
EXEMPLO B.1.12. Mostremos que |2N| = |R|.
Associamos a cada subconjunto A de N a sua func¸a˜o caraterı´stica, ou seja, uma
sequeˆncia dos zeros e uns da maneira que se n ∈ A, enta˜o na n-e´sima posic¸a˜o temos 1, e
se n /∈ A, temos 0. Por exemplo, ao subconjunto dos nu´meros naturais pares associamos a
sequeˆncia
0, 1, 0, 1, 0, 1, . . .
Desta maneira, pensaremos de 2N como o conjunto de todas as sequeˆncias bina´rias.
A aplicac¸a˜o que associa a` uma sequeˆncia
123 . . . , i ∈ {0, 1},
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o u´nico nu´mero real
∞∑
n=1
10−nn
cuja expansa˜o decimal e´ esta sequeˆncia, e´ injetora. Logo,
|2N| ≤ |R|.
De outro lado, definamos uma injec¸a˜o de R em 2N como a composic¸a˜o de uma bijec¸a˜o
qualquer entre R e o intervalo (0, 1) e a aplicac¸a˜o que envia x ∈ (0, 1) na sequeˆncia dos
dı´gitos da sua expanc¸a˜o bina´ria,
x =
∞∑
n=1
2−nn 7→ (1, 2, 3, . . .), n ∈ {0, 1}.
Esta injec¸a˜o R→ 2N estabelece que
|R| ≤ |2N|.
Concluı´mos usando o teorema de Cantor–Bernstein. N
COROLA´RIO B.1.13. ℵ0 < c.
A hipo´tese do contı´nuo (Continuum Hypothesis, CH) afirma que na˜o existem cardina-
lidades estritamente intermedia´rias entre ℵ0 e c. Vamos discutir a CH em mais detalhas no
final do Apeˆndice.
B.1.2. Ordens e permutac¸o˜es.
DEFINIC¸A˜O B.1.14. Sejam X um conjunto e R uma relac¸a˜o bina´ria sobre X: R ⊆
X2. Diz-se que R e´ uma relac¸a˜o de ordem parcial, ou simplesmente um ordem parcial, se
ela verifica as condic¸o˜es seguintes:
(1) R e´ reflexiva: xRx para todos x ∈ X .
(2) R e´ antissime´trica: se xRy e yRx, enta˜o x = y.
(3) R e´ transitiva: se xRy e yRz, enta˜o xRz.
Habitualmente, uma relac¸a˜o de ordem parcial e´ denotada pelo sı´mbolo ≤. Um par (X,≤)
que consiste de um conjunto X munido de uma ordem parcial ≤ e´ dito conjunto parcial-
mente ordenado.
DEFINIC¸A˜O B.1.15. Uma ordem parcial≤ sobre um conjunto X e´ dita ordem total se
todos elementos de X sa˜o compara´veis dois a dois entre eles:
∀x, y ∈ X, ou bem x ≤ y, ou bem y ≤ x.
Nesto caso, diz-se que o conjunto (X,≤) e´ totalmente ordenado, ou linearmente ordenado.
DEFINIC¸A˜O B.1.16. Uma relac¸a˜o e´ dita pre´-ordem (parcial) se ela satisfaz os axiomas
(1) e (3) da definic¸a˜o B.1.14. Usamos as pre´-ordens algumas vezes no texto principal.
Usualmente, pre´-ordem significa uma pre´-ordem total, ou seja, todos elementos de X sa˜o
dois a dois compara´veis.
EXEMPLO B.1.17. A reta R, munida da ordem usual, e´ totalmente ordenada.
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EXEMPLO B.1.18. Seja X um conjunto qualquer. A famı´lia 2X das todas as partes de
X e´ parcialmente ordenada pela relac¸a˜o da inclusa˜o:
A ≤ B ⇐⇒ A ⊆ B.
Se |X| ≥ 2, esta ordem na˜o e´ total: existem sempre pelo menos dois subconjuntos A,B ⊆
X que na˜o sa˜o compara´veis entre eles:
A 6⊆ B e B 6⊆ A.
DEFINIC¸A˜O B.1.19. Um conjunto totalmente ordenado (X,≤) e´ dito ser bem orde-
nado se cada subconjunto na˜o vazio, A ⊆ X , tem um elemento mı´nimo: existe a ∈ A tal
que a ≤ y para todos y ∈ A.
EXEMPLO B.1.20. O conjunto N de nu´meros naturais e´ bem ordenado. Se A e´ um
subconjunto na˜o vazio de nu´meros naturais, escolha n ∈ A qualquer; o conjunto de todos
a ∈ A com a ≤ n e´ finito e na˜o vazio, e um simples argumento indutivo mostra que ele
conte´m o elemento menor, m. Este m e´ tambe´m o elemento menor de A.
EXEMPLO B.1.21. O conjunto Z de nu´meros inteiros, munido da ordem usual, na˜o e´
bem ordenado, porque o pro´prio Z na˜o tem um elemento mı´nimo.
EXEMPLO B.1.22. O conjunto vazio ∅munido da sua u´nica ordem (uma relac¸a˜o vazia)
e´ bem ordenado.
DEFINIC¸A˜O B.1.23. SejaE um conjunto qualquer (finito ou infinito). Uma permutac¸a˜o
de E e´ uma bijec¸a˜o de E sobre si mesmo:
σ : E→E.
O conjunto de todas as permutac¸o˜es de E e´ denotado SE . Se E e´ um conjunto finito da
cardinalidade n, as permutac¸o˜es de E sa˜o ditas as do posto n.
DEFINIC¸A˜O B.1.24. Seja n um nu´mero inteiro natural. Na tradic¸a˜o combinato´ria,
nota-se
[n] = {1, 2, 3, . . . , n}.
DEFINIC¸A˜O B.1.25. O conjunto de permutac¸o˜es de [n] se nota Sn.
Dado uma permutac¸a˜o σ de [n], obtemos uma ordem  sobre [n], definindo
i  j ⇐⇒ σ(i) ≤ σ(j).
E´ fa´cil ver que  e´ uma ordem total. O resultado seguinte mostra que toda ordem total
sobre [n] vem deste modo da ordem usual, permutando os elementos de [n] entre eles.
TEOREMA B.1.26. Dada uma ordem total qualquer, , sobre [n], existe uma e uma
so´ permutac¸a˜o σ ∈ Sn tal que, quaisquer sejam i, j ∈ [n], temos
(B.3) i  j ⇐⇒ σ(i) ≤ σ(j),
onde ≤ e´ a ordem usual sobre os nu´meros inteiros.
DEMONSTRAC¸A˜O. A propriedade na eq. (B.3) pode ser reescrita da maneira equiva-
lente como segue: quaisquer sejam i, j ∈ [n],
(B.4) σ−1(i)  σ−1(j) ⇐⇒ i ≤ j.
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Como 1 e´ o menor elemento de [n] na ordem usual, σ−1(1) dever ser o menor elemento
de [n] em relac¸a˜o a` ordem . Enta˜o, na˜o ha´ escolha para σ−1(1): deve ser σ−1(1) =
min{[n],}. Como cada conjunto totalmente ordenado finito possui o mı´nimo, definamos
σ−1(1) = min{[n],}.
O nu´mero 2 e´ o mı´nimo de {2, 3, . . . , n}, e usando eq. (B.4), concluı´mos que σ−1 deve
ser o menor elemento do conjunto ordenado ([n],) menos σ−1(1). Definamos
σ−1(2) = min{[n] \ {σ−1(1)},}.
De modo recursivo, se as imagens de 1, 2, . . . , k por σ−1 tinham sido escolhidas, defina-
mos
σ−1(k + 1) = min{[n] \ {σ−1(1), σ−1(2), . . . , σ−1(k)},}.
E´ claro que a func¸a˜o σ−1 : [n]→ [n] escolhida deste modo e´ injetora, porque a cada passo
a imagem de k+1 por σ−1 foi diferente dos valores ja´ escolhidos para 1, 2, 3, . . . , k. Como
[n] e´ um conjunto finito, σ−1 e´ bijetora, e´ possui a aplicac¸a˜o inversa, que denotemos por
σ.
Esta σ e´ uma permutac¸a˜o de [n], que, segundo a sua definic¸a˜o, verifica a propriedade
(B.4), logo a propriedade (B.3) tambe´m.
Para mostrar a unicidade de σ, notemos que a escolha de cada valor por σ−1 possuindo
a propriedade (B.4) foi u´nica. 
DEFINIC¸A˜O B.1.27. Dado um nu´mero natural, n, o fatorial de n, denotado n!, e´ um
nu´mero natural definido recursivamente como segue:
(1) 1! = 1, et
(2) (n+ 1)! = (n+ 1)n!.
Enta˜o, pode-se escrever:
n! = n(n− 1)(n− 2) . . . 3 · 2 · 1 =
n∏
i=1
i.
EXERCI´CIO B.1.28. ]Sn = n!.
OBSERVAC¸A˜O B.1.29. O problema seguinte, chamado o problema do caixeiro-viajante
(em ingleˆs: travelling salesman problem, ou TSP), e´ provavelmente o mais importante pro-
blema em aberto da informa´tica teo´rica moderna.
Dado n pontos (as “cidades”) e as distaˆncias dois a dois entre eles, o problema e´,
calcular, em tempo polinomial em n, a rota mais curta que visita todas as cidades uma
u´nica vez.
E´ claro que o problema pode ser resolvido enumerando todos os (n − 1)! caminhos
possı´veis e´ comparando-os dois a dois para escolher o mais curto. Mas este algoritmo
vai exigir o tempo (nu´mero de operac¸o˜es) proporcional a (n − 1)!, que e´ uma quantidade
enorme. Segundo a fo´rmula de Stirling,
n! ≈
√
2pin
(n
e
)n
.
Por exemplo,
100! ≈ 9.3326 · 10157.
O algoritmo mais eficaz conhecido exige o tempo da ordem de grandeza 2nn2, o que e´
exponencial em n.
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B.2. Sobre o sistema axioma´tico ZFC
B.2.1. Sistema ZF. O que isso significa, provar um teorema? Na compreensa˜o mo-
derna, significa: deduzi-lo a partir de um conjunto de axiomas, usando uma colec¸a˜o de
ferramentas lo´gicas exatamente especificadas.
Os axiomas que teˆm mais ou menos toda a matema´tica atual baseada sobre eles, sa˜o
os chamados axiomas ZFC da teoria do conjuntos axioma´tica. Este axioma´tica remonta
ao trabalho de Cantor, que foi o primeiro a propor uma colec¸a˜o de axiomas que regem a
teoria dos conjuntos. Mais tarde, sua axioma´tica foi corrigida e atualizada por Zermelo,
Fraenkel, e Skolem. A origem da sigla ZFC e´:
• Z para Ernst Zermelo,
• F para Adolf Abraham Fraenkel,
• C para Axioma de Escolha (Axiom of Choice).
Para dar uma ideia de como esses axiomas se parecem, deixe-me declarar alguns axi-
omas da lista original de 7 axiomas da teoria do conjuntos propostos pelo pro´prio Georg
Cantor.
Axioma do Conjunto Vazio. Existe um conjunto, denotado ∅, que conte´m nenhum
elemento:
∀x, ¬(x ∈ ∅).
Aqui o sı´mbolo ¬ significa negac¸a˜o lo´gica. A notac¸a˜o mais familiar para ¬(x ∈ ∅) seria
x /∈ ∅.
Axioma da Extensa˜o. Dois conjuntos, x e y, sa˜o iguais se e somente se eles consistem
dos mesmos elementos:
∀x∀y (x = u)⇔ ∀z (z ∈ x)↔ (z ∈ y)
Axioma do Par. Este axioma permite, a partir de dois conjuntos x, y, criar um novo
conjunto, {x, y}, que conte´m exatamente dois elementos, x e y:
∀x∀y∃z ∀t (t ∈ z)↔ (t = x) ∨ (t = y)
Axioma da Poteˆncia. Dado um conjunto X , pode-se formar um novo conjunto cujos
elementos sa˜o todos os subconjuntos de X . Este conjunto e´ chamado conjunto poteˆncia de
X e denotado 2X ou 2X . Em notac¸a˜o lo´gica,
∀x∃y∀z (z ∈ y)↔ (z ⊆ x).
Aqui y ⊆ x e´ uma substituic¸a˜o para
∀z (z ∈ y)→ (z ∈ x).
Um dos axiomas originais de Cantor tinha postulado que se pode formar novos con-
juntos por suas propriedades. Isso e´ realmente o que estamos fazendo todos os dias quando
fazemos matema´tica, e assim um axioma deste tipo e´ vital.
Axioma de Compreensa˜o. Seja P uma propriedade de conjuntos que pode se expri-
mir em uma linguagem formal apropriada. Enta˜o a colec¸a˜o de todos os conjuntos x que
possuem a propriedade P ,
{x : P(x)},
e´ um conjunto.
No entanto, este axioma leva a problemas, que foi notado pela primeira vez em 1902
por Bertrand Russell. Esta contradic¸a˜o, conhecida como a antinomia de Russell, causou
alguns problemas para as fundac¸o˜es axioma´ticas nascentes da teoria de conjuntos. Em
esseˆncia, e´ simplesmente uma reformulac¸a˜o do bem conhecido paradoxo do barbeiro.
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Antinomia de Russell. Seja P a propriedade de um conjunto x seguinte:
x /∈ x.
O Axioma de Compreensa˜o permite formar o conjunto
A = {x : x /∈ x}.
Pergunta: A e´ um elemento de si mesmo? E´ claro que ambas possı´veis respostas levam a
uma contradic¸a˜o.
A antinomia levou a` necessidade de formular a Axioma de Compreensa˜o em uma
maneira mais exata. Ale´m disso, alguns outros axiomas foram adicionados. A primeira
versa˜o do axiomas que estava livre da antinomia de Russell e alguns outros paradoxos foi
proposta por Zermelo em 1908. Foram introduzidas novas melhorias por Fraenkel em 1919
e Skolem em 1922. Observe que Cantor ja´ morreu em 1918.
Os nove axiomas atuais incluem os axiomas que vimos acima, incluindo uma versa˜o
corrigida do Axioma da Compreensa˜o (que na˜o discutiremos), bem como, por exemplo, o
seguinte.
Axioma da Regularidade. Cada conjunto na˜o vazio x conte´m um elemento que, visto
como um conjunto, e´ disjunto de x:
∀x, (¬(x = ∅)→ ∃y (y ∈ x ∧ y ∩ x = ∅).
Pode-se mostrar que o Axioma da Regularidade e´ equivalente a` inexisteˆncia de cadeias
infinitas da forma
x1 3 x2 3 x2 3 . . . 3 xn 3 . . .
Em particular, nenhum conjunto pode ser o seu pro´prio elemento:
∀x, x /∈ x.
Axioma do Infinito. Existe um conjunto infinito. Eis uma forma econoˆmica para
exprimir isso:
∃x (∅ ∈ x ∧ ∀y (y ∈ x→ {y} ∈ x).
Em outras palavras, existe um conjunto X tendo a propriedade:
∅ ∈ X, {∅} ∈ X, {{∅}} ∈ X, . . .
B.2.2. Axioma da Escolha. Axioma da escolha (AC) e´, provavelmente, o mais con-
troverso de todos os axiomas do sistema ZFC, e definitivamente o mais conhecido de todos:
mesmo se um matema´tico for duramente pressionado para declarar exatamente os 8 axio-
mas restantes, ningue´m vai ter qualquer problema afirmando o axioma da escolha.
AC afirma uma coisa muito simples: dada uma famı´lia de conjuntos na˜o-vazios e dois
a dois disjuntos, Ai, indexada com um conjunto de ı´ndices, I , pode-se formar um novo
conjunto, B, que intercepta cada conjunto em nossa famı´lia em exatamente um ponto.
Axioma da Escolha. Seja Ai, i ∈ I uma famı´lia de conjuntos na˜o vazios, tal que
Ai ∩ Aj = ∅ quando i 6= j. Existe um conjunto B tal que para cada i ∈ I , a intersec¸a˜o
B ∩Ai e´ um conjunto unita´rio.
Axioma da Escolha. (Forma B) Seja γ uma famı´lia qualquer dos conjuntos na˜o va-
zios. Enta˜o existe existe uma func¸a˜o f : γ → ∪γ (uma func¸a˜o de escolha) tal que, para
todos A ∈ γ,
f(A) ∈ A.
EXERCI´CIO B.2.1. Verifique que as duas formas do Axioma da Escolha sa˜o equiva-
lentes.
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EXERCI´CIO B.2.2. Verifique o Axioma da Escolha no caso onde γ e´ enumera´vel,
usando a induc¸a˜o matema´tica.
O axioma da escolha parece ta˜o natural que ele estava sendo usado implicitamente
no se´culo XIX, sem ser declarado explicitamente. No entanto, para conjuntos infinitos
quaisquer AC na˜o, de fato, siga do resto dos axiomas da ZF!
A primeira formulac¸a˜o de AC possivelmente pertence a Peano. Em 1904 o Axioma
da Escolha foi “legitimada” por Zermelo, que provou o princı´pio da boa ordem (teorema
B.3.14) usando Axioma da Escolha.
Assim, o sistema axioma´tico ZFC, em certo sentido, serve como base da matema´tica
moderna. Qua˜o so´lido e´ essa base? Por exemplo, como podemos acertar que o sistema
ZFC na˜o leve a contradic¸o˜es, alguns resultados tipo 0 = 1? Em outras palavras, o sistema
ZFC e´ consistente?
Paradoxalmente, na˜o so´ na˜o sabemos a resposta a esta pergunta, mas mesmo assu-
mindo que ZFC e´ consistente, nunca seremos capazes de provar este fato! E´ uma con-
sequeˆncia do famoso teorema de Incompletude, uma das contribuic¸o˜es fundamentais para
a matema´tica do se´culo XX feitas por Kurt Go¨del. O teorema da incompletude diz que,
dado um sistema axioma´tico, a afirmac¸a˜o “este sistema e´ consistente” (isto e´, na˜o leva a
contradic¸o˜es) na˜o pode ser provada dentro do pro´prio sistema.
E pode o axioma da escolha causar problemas por conta pro´pria? Surpreendentemente
— e este foi outra grande contribuic¸a˜o de Go¨del — apesar de sua natureza controversa, a
AC na˜o acrescenta problemas adicionais aos fundamentos da matema´tica. E´ relativamente
consistente:
Teorema de Go¨del da Consisteˆncia Relativa da AC. (1935) Se ZF e´ consistente,
enta˜o ZFC e´ consistente.
Em outras palavras, se na˜o houver contradic¸a˜o em ZF, enta˜o ZF mais o Axioma da
Escolha tambe´m levara´ a nenhuma contradic¸a˜o. Se houver problemas com fundamentos
da matema´tica, enta˜o e´ um problema com ZF, e o Axioma da Escolha na˜o tem nada a ver
com isso.
B.2.3. Hipo´tese do Contı´nuo (CH). Aqui esta´ a famosa conjectura de Georg Cantor,
um dos problemas mais famosos e influentes em toda a histo´ria da matema´tica:
Hipo´tese do Contı´nuo (Continuum Hypothesis, CH). (Georg Cantor, 1878). Na˜o
existem nu´meros cardinais estritamente entre ℵ0 e c. A saber, se A e´ um subconjunto
infinito da reta, R, enta˜o ou |A| = ℵ0 ou |A| = c.
David Hilbert considerou o problema da validade do CH para ser de tal grande im-
portaˆncia que ele incluiu-o como problema 1 em sua lista de problemas matema´ticos em
seu discurso ao segundo Congresso Internacional de Matema´ticos (ICM) em Paris em
1900.
Em 1937 Go¨del provou talvez o seu maior resultado.
Consisteˆncia da Hipo´tese do Contı´nuo. (Kurt Go¨del) A Hipo´tese do Contı´nuo e´ con-
sistente com ZFC. Em outras palavras, se ZF e´ consistente, enta˜o a lista dos axiomas de
ZFC mais CH e´ consistente (na˜o leva a contradic¸o˜es).
Este resultado excluiu a possibilidade de que a Hipo´tese do Contı´nuo pudesse ser
refutada. E´ geralmente considerado como “a primeira metade da soluc¸a˜o para a Hipo´tese
do Contı´nuo”.
A fim de ver a “segunda metade”, os matema´ticos tiveram que esperar ate´ 1963.
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Independeˆncia da Hipo´tese do Contı´nuo. (Paul Cohen) A Hipo´tese do Contı´nuo na˜o
pode ser provada a partir de axiomas ZFC. Em outras palavras, supondo que ZFC e´ con-
sistente, se um acrescenta a` lista de axiomas de ZFC a negac¸a˜o da Hipo´tese do Contı´nuo,
enta˜o a lista resultante de axiomas,
ZFC + ¬(CH),
tambe´m e´ consistente.
Assim, a Hipo´tese do Contı´nuo na˜o pode ser provada nem refutada no sistema axioma´tico
ZFC. E´ independente de ZFC.
B.3. Lema de Zorn
B.3.1. Formulac¸a˜o.
DEFINIC¸A˜O B.3.1. Um elemento x de um conjunto parcialmente ordenado X e´ dito
maximal se na˜o existem nenhumas elementos estritamente maiores do que x:
∀y ∈ X, x ≤ y ⇒ x = y.
EXEMPLO B.3.2. O elemento 1 e´ maximal no segmento [0, 1] munido da ordem usual.
EXEMPLO B.3.3. Seja V um espac¸o vetorial sobre um corpoK qualquer. FazemosB
a famı´lia dos todos os subconjuntos linearmente independentes de V :
X ∈ B ⇐⇒ X ⊆ V e ∀n ∈ N+, ∀λi ∈ R, ∀xi ∈ X,
i = 1, 2, . . . , n, xi 6= xj para i 6= j,
se
n∑
i=1
λixi = 0, enta˜o λ1 = λ2 = . . . = λn = 0.
O conjunto B, munido da relac¸a˜o da relac¸a˜o de inclusa˜o, e´ parcialmente ordenado. Um
elemento X ∈ X e´ maximal se e somente se X e´ uma base (isso e´, X na˜o e´ contido em
nenhum conjunto linearmente independente estritamente maior).
OBSERVAC¸A˜O B.3.4. A noc¸a˜o de um elemento maximal e´ diferente desta de um ele-
mento ma´ximo. No exemplo precedente, na˜o existe nenhuma elemento ma´ximo.
DEFINIC¸A˜O B.3.5. Um conjunto parcialmente ordenado e na˜o vazio X e´ chamado
indutivo se ele possui a propriedade seguinte. Seja C ⊆ X um subconjunto de X tal que a
restric¸a˜o da ordem sobre C e´ uma ordem total. Enta˜o C e´ majorado em X:
∃x ∈ X ∀c ∈ C, c ≤ x.
O resultado seguinte encontra-se entre aos instrumentos mais potentes e frequente-
mente utilizados da matema´tica moderna. A demonstrac¸a˜o e´ deduzida do Axioma de Es-
colha (e e´, de fato, uma forma equivalente dele).
TEOREMA B.3.6 (Lema de Zorn). Seja X conjunto na˜o vazio parcialmente ordenado
indutivo. Enta˜o X conte´m pelo menos um elemento maximal. 
B.3.2. Deduc¸a˜o do lema de Zorn do Axioma da Escolha. A nossa prova e´ uma das
mais curtas em existeˆncia, seguindo [Weston, 1957].
Seja X um conjunto parcialmente ordenado na˜o vazio e indutivo. Mostremos a
existeˆncia de um elemento maximal emX .
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B.3.2.1. Para cada cadeia C ⊆ X , denotemos por Ĉ o conjunto de todos os majo-
rantes de C dentroX que na˜o pertencem a C:
Ĉ = {x ∈X \ C : ∀y ∈ C y ≤ x}.
Por exemplo, ∅̂ = X (onde ∅ e´ uma cadeia vazia). Com certeza, na˜o pode se excluir a
possibilidade do que Ĉ seja vazio para algumas cadeias C .
B.3.2.2. Denotemos
γ = {Ĉ : C e´ uma cadeia dentroX t.q. Ĉ 6= ∅}.
Segundo AC, existe uma func¸a˜o de escolha
f : γ →
⋃
γ,
tal que
∀Ĉ ∈ γ, f(Ĉ) ∈ Ĉ.
B.3.2.3. Notemos que, se C e´ uma cadeia eK ⊆ C, enta˜oK e´ uma cadeia tambe´m.
Digamos que uma cadeia C e´ uma f -cadeia se ela possui a propriedade seguinte. Qualquer
sejaK ⊆ C, se K̂ ∩ C 6= ∅, enta˜o f(K̂ ) ∈ C e f(K̂ ) e´ o menor majorante deK dentro
C \K .
Por exemplo, pois ∅̂ ∩ C = C, toda f -cadeia conte´m o elemento f(∅̂), que e´ o menor
elemento de C. Existe sempre pelo menos uma f -cadeia na˜o-vazia: o conjunto unita´rio
{f(∅̂)}.
B.3.2.4. Se C e´ uma f -cadeia tal que Ĉ 6= ∅, enta˜o C ∪ {f(Ĉ)} e´ uma f -cadeia.
/ Denotemos x = f(Ĉ). Seja K ⊆ C um subconjunto tal que K̂ ∩ (C ∪ {x}) 6= ∅.
Ha´ dois casos a considerar. SeK ∩C 6= ∅, enta˜o, como C e´ uma f -cadeia, temos f(K̂ ) ∈
C ⊆ C ∪ {x} e f(K̂ ) e´ o menor majorante de K dentro C \ K , logo dentro C ∪ {x}
tambe´m. SeK ∩ C = ∅, enta˜o K̂ ∩ (C ∪ {x}) = {x}, de onde concluı´mos: K̂ = Ĉ. Por
conseguinte, f(K̂ ) = f(Ĉ) = x, e a condic¸a˜o de ser uma f -cadeia e´ satisfeita. .
B.3.2.5. Sejam C e C′ duas cadeias quaisquer. Enta˜o, ou C′ ⊆ C, ou C ⊆ C′. No
primeiro caso, C′ e´ um segmento inicial de C, ou seja, se y, z ∈ C, z ≤ y, e y ∈ C′, enta˜o
z ∈ C′.
/ Suponha que C \ C′ 6= ∅, e seja x ∈ C \ C′ qualquer. Definamos
K = {y ∈ C ∩ C′ : y ≤ x} ≡ {y ∈ C ∩ C′ : y < x}.
Como x ∈ K̂ ∩ C, temosK ∩ C 6= ∅ e f(Kˆ ) ∈ C e por conseguinte f(K̂ ) ≤ x. Como
K̂K ∩K = ∅, temos f(K̂ ) /∈ K , logo f(K ) /∈ C′. Isso implica que necessariamente
K̂ ∩ C′ = ∅. Como nenhum elemento de C′ majora K , e C′ e´ uma cadeia, concluı´mos
queK e´ cofinal dentro C′, a saber,
∀y ∈ C′ ∃z ∈ K y ≤ z,
et por conseguinte,
∀y ∈ C′ y ≤ x.
Concluı´mos: C′ ⊆ C. Ale´m disso, o argumento implica que y ∈ C′ e z ≤ y, enta˜o z na˜o
pode pertencer a C \ C′. Por conseguinte, C′ e´ um segmento inicial de C. .
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B.3.2.6. Em particular, a famı´lia de todas as f -cadeias e´ totalmente ordenada: em
outras palavras, todas as f -cadeias sa˜o compara´veis duas a duas. Logo, a unia˜o
C0 =
⋃
{C : C est une f -cadeia}
e´ uma cadeia.
B.3.2.7. Cada f -cadeia C e´ uma segmento inicial da cadeia C0.
/ Sejam x ∈ C e y ∈ C0 tais que y ≤ x. Existe uma f -cadeia C′ tal que y ∈ C′.
Segundo B.3.2.5, uma das f -cadeias C e C′ conte´m a outra. Se C′ ⊆ C, enta˜o y ∈ C′ ⊆ C
e na˜o tem nada a mostrar. Se C ⊆ C′, enta˜o, mais uma vez segundo B.3.2.5, C forma um
segmento inicial de C′, de onde concluı´mos: y ∈ C. .
B.3.2.8. A cadeia C0 e´ uma f -cadeia.
/ Seja K ⊆ C0 uma cadeia tal que K̂ ∩ C0 6= ∅. Enta˜o, existe uma f -cadeia C que
tem uma intersec¸a˜o na˜o-vazia com K̂ . Deduzimos duas coisas: primeiramente, K ⊆ C
(grac¸as a B.3.2.7), e ale´m disso, K̂ ∩ C 6= ∅. Pois C e´ uma f -cadeia, temos f(K̂ ) ∈
C ⊆ C0, e f(K̂ ) e´ o elemento menor de K̂ ∩ C. Como C e´ um segmento inicial de Ch0,
concluı´mos que K̂ ∩ Ch e´ um segmento inicial de K̂ ∩ C0, e por conseguinte f(K̂ ) e´ o
menor elemento de K̂ ∩ C. .
B.3.2.9. Ĉ0 = ∅.
/ Reduc¸a˜o para o absurdo. Suponha que Ĉ0 6= ∅, e notemos x = f(Ĉ0). Segundo
B.3.2.4, C0∪{x} e´ uma f -cadeia. Pois C e´ a unia˜o de todas as f -cadeias, temos C ∪{x} ⊆
C, ou seja, x ∈ C. Ao mesmo tempo, x ∈ Ĉ0, qual conjunto e´ disjunto de C0. .
B.3.2.10. PorqueX e´ indutivo, existe um majorante, x, para a cadeia C0. De acordo
com B.3.2.9, x ∈ C0. Cada y tal que y > x seria um majorante para C0 que na˜o pertence
a C0, o que e´ impossı´vel segundo B.3.2.9. Isso significa que x e´ um elemento maximal de
X . 
EXERCI´CIO B.3.7. Deduza o Axioma da Escolha do lema de Zorn.
[ Sugesta˜o: considere o conjunto parcialmente ordenado X que consiste de todas as
func¸o˜es de escolha parcialmente definidas sobre γ. ]
B.3.3. Ilustrac¸a˜o: existeˆncia de uma base num espac¸o vetorial.
EXEMPLO B.3.8. O conjuntoB dos subespac¸os vetoriais do exemplo B.3.3 e´ indutivo.
Eis a verificac¸a˜o. Seja C uma famı´lia dos elementos de B totalmente ordenada pela
relac¸a˜o de inclusa˜o:
∀A,B ∈ C, A ⊆ B ou B ⊆ A.
Portanto, A ∪ B pertence a C para todos A,B ∈ C. Pela induc¸a˜o finita, qualquer sejam
n ∈ N e A1, A2, . . . , An ∈ C, temos ∪ni=1Ai ∈ C.
Fazemos X = ∪C = ∪{A : A ∈ C}. Vamos mostrar que X ∈ B, isso e´, X e´
linearmente independente. Sejam n ∈ N, λi ∈ K, xi ∈ X , i = 1, 2, . . . , n, tais que
xi 6= xj para i 6= j. Suponhamos que
∑n
i=1 λixi = 0. Existe Ai ∈ C tais que xi ∈ Ai,
i = 1, 2, . . . , n. O conjuntoA = ∪ni=1Ai pertencem a C, e por conseguinteA e´ linearmente
independente. Deduzimos: λi = 0 para todos i = 1, 2, . . . , n.
Eis uma aplicac¸a˜o do lema de Zorn.
TEOREMA B.3.9. Cada espac¸o vetorial possui uma base.
DEMONSTRAC¸A˜O. Seja V um espac¸o vetorial qualquer. A famı´lia B definida como
o exemplo B.3.3 e´ indutiva (exemplo B.3.8). De acordo com o lema de Zorn, ele possui
pelo menos um elemento maximal, X . Esto X e´ uma base de V . 
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EXERCI´CIO B.3.10. Mostrar teorema B.1.8. (Sugesta˜o: aplique o lema de Zorn a`
famı´lia de todos as injec¸o˜es parciais de X para Y , bem como de Y para X .)
B.3.4. Princı´pio da boa ordem. Mesmo se Z na˜o e´ bem ordenado com sua ordem
natural (usual), podemos deˆ-lhe uma boa ordem. Para obter essa ordem, ≺, organize os
inteiros da seguinte maneira: primeiro, coloque todos os nu´meros naturais em sua ordem
habitual, e depois disso, colocar todos os inteiros negativos em um ordem inversa:
0 ≺ 1 ≺ 2 ≺ 3 ≺ . . . ≺ 1010 ≺ . . . ≺ −1 ≺ −2 ≺ −3 ≺ . . . ≺ −1010 ≺ . . .
EXERCI´CIO B.3.11. Mostre que a ordem ≺ como acima e´ uma boa ordem, isto e´,
(Z,≺) e´ bem-ordenado.
Acontece que se pode construir uma boa ordem sobre qualquer conjunto, mesmo tendo
uma propriedade mais forte.
DEFINIC¸A˜O B.3.12. Seja (X,≺) um conjunto totalmente ordenado. Um segmento
inicial de X e´ qualquer subconjunto Y munido da ordem induzida de X e tal que, se
y ∈ Y e z ≺ y, enta˜o z ∈ Y .
DEFINIC¸A˜O B.3.13. Uma boa ordem ≺ sobre um conjunto X chama-se minimal se
cada pro´prio segmento inicial de (X,≺) tem a cardinalidade menor do que X .
TEOREMA B.3.14 (Princı´pio da Boa Ordem; Zermelo, 1904). Dado um conjunto
qualquer, X , existe uma boa ordem minimal ≺ sobre X . 
EXERCI´CIO B.3.15. Seja X um conjunto bem-ordenado. Mostrar que na˜o existe ne-
nhuma bijec¸a˜o que preserva ordem entre X e um pro´prio segmento inicial de X .
EXERCI´CIO B.3.16. Mostre a existeˆncia de uma boa ordem sobre qualquer conjunto
usando o Lema de Zorn.
[ Sugesta˜o: considere a famı´lia de todos os boas ordens (minimais) sobre subconjun-
tos de X , definindo uma ordem parcial entre eles de uma maneira cuidada, para usar o
exercı´cio acima. ]
EXERCI´CIO B.3.17. Deduza que todo conjunto admite uma boa ordem minimal.
B.3.5. Ultrafiltros.
DEFINIC¸A˜O B.3.18. Um filtro sobre um conjunto X qualquer e´ uma famı´lia F (na˜o
vazia) dos subconjuntos na˜o vazios de X tal que
(1) se A,B ∈ F , enta˜o A ∩B ∈ F , e
(2) se A ∈ F e A ⊆ B ⊆ X , enta˜o B ∈ F .
EXEMPLO B.3.19. Sejam X um espac¸o me´trico (ou, mais geralmente, espac¸o to-
polo´gico), x um ponto de X . A famı´lia N (x) de todas as vizinhanc¸as de x em X e´ um
filtro.
EXEMPLO B.3.20. O filtro de Fre´chet sobre um conjunto infinitoX qualquer consiste
de todos os subconjuntos de X cofinitos.
DEFINIC¸A˜O B.3.21. Seja X um conjunto na˜o vazio qualquer. Uma famı´lia F de
subconjuntos de X e´ chamada centrada se a intersec¸a˜o de cada subfamı´lia finita de F e´
na˜o vazia:
∀n, ∀F1, F2, . . . , Fn ∈ F ,
n⋂
i=1
Fi 6= ∅.
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EXEMPLO B.3.22. Cada filtro e´ uma famı´lia centrada.
A´ fa´cil verificar que a colec¸a˜o das todas as famı´lias centradas sobre um conjunto na˜o
vazio X , ordenada pela inclusa˜o, e´ indutiva. Como corola´rio de lema de Zorn, obtemos:
PROPOSIC¸A˜O B.3.23. Cada sistema centrado sobre um conjunto X qualquer e´ con-
tido num sistema centrado maximal.
DEFINIC¸A˜O B.3.24. Uma sistema centrado maximal e´ dito ultrafiltro.
Eis um crite´rio maior.
TEOREMA B.3.25. Seja F um sistema centrado sobre um conjunto na˜o vazio X .
Enta˜o F e´ um ultrafiltro se e somente se, qualquer seja A ⊆ X , temos A ∈ F ou Ac ∈ F .
DEMONSTRAC¸A˜O. ⇒: suponhamos que F e´ um ultrafiltro, e seja A ⊆ X um sub-
conjunto qualquer. Se A encontra a intersec¸a˜o de cada subcolec¸a˜o finita de F , enta˜o o
sistema F ∪ {A} e´ centrada, e como F e´ maximal, temos A ∈ F . De mesmo modo, se
Ac encontra a intersec¸a˜o de cada subcolec¸a˜o finita de F , temos Ac ∈ F . O caso onde nem
A, nem Ac encontram a intersec¸a˜o de cada subcolec¸a˜o finita de F e´ impossı´vel: suponha
a existeˆncia dos A1, A2 . . . , An, An+1, . . . , An+m tais que
A ∩A1 ∩ . . . ∩An = ∅, Ac ∩An+1, . . . , An+m = ∅,
logo
n⋂
i=1
Ai ⊆ Ac,
n+m⋂
i=n+1
Ai ⊆ A,
e finalmente
n+m⋂
i=1
Ai ⊆ A ∩Ac = ∅,
a contradic¸a˜o com a hipo´tese que F e´ centrada.
⇐: SejaF uma sistema centrada com a propriedade que para cadaA ⊆ X , ouA ∈ F ,
ou Ac ∈ F . Seja F ′ uma sistema centrada tal que F ⊆ F ′. Se a inclusa˜o e´ pro´pria,
obtemos uma contradic¸a˜o imediata: existe A ∈ F ′ \ F , e como A /∈ F , temos Ac ∈ F .
Os conjuntos A e Ac ambos pertencem ao sistema centrada F ′, que e´ impossı´vel. 
OBSERVAC¸A˜O B.3.26. Evidentemente, “ou” no teorema B.3.25 e´ exclusivo.
COROLA´RIO B.3.27. Seja U um ultrafiltro sobre um conjunto X . Sejam A,B ⊆ X
tais que A ∪B = X . Enta˜o ou A ∈ U , ou B ∈ U .
DEMONSTRAC¸A˜O. Suponha que A /∈ U e B /∈ U . Segundo o teorema B.3.25, temos
Ac ∈ U e Bc ∈ U , e por conseguinte
∅ = Ac ∩Bc ∈ U ,
uma contradic¸a˜o. 
Pela induc¸a˜o matema´tica finita o´bvia, obtemos:
COROLA´RIO B.3.28. Sejam γ uma cobertura finita de um conjunto X e U um ultra-
filtro sobre X . Enta˜o existe A ∈ γ tal que A ∈ U . Em outras palavras,
γ ∩ U 6= ∅.
COROLA´RIO B.3.29. Cada ultrafiltro e´ um filtro.
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DEMONSTRAC¸A˜O. Seja U um ultrafiltro sobre um conjunto X . Sejam A,B ∈ U . Se
A ∩B /∈ U , enta˜o
Ac ∪Bc = (A ∩B)c ∈ U ,
e obtemos uma contradic¸a˜o com o fato que U e´ uma famı´lia centrada, porque
A ∩B ∩ (Ac ∪Bc) = ∅.
Concluı´mos: A ∩B ∈ U .
De maneira semelhante, sejam A ∈ U e A ⊆ B ⊆ X . Suponhamos que B /∈ U . Logo
Bc ∈ U , e A ∩Bc = ∅, a contradic¸a˜o. 

APEˆNDICE C
Espac¸os me´tricos. Teorema da categoria de Baire
C.1. Nu´meros reais
C.1.1. Corpos ordenados.
DEFINIC¸A˜O C.1.1. Seja F um conjunto munido de duas operac¸o˜es bina´rias, + e ·,
assim como dois elementos distinguidos, 0 e 1. O sistema 〈F,+, ·, 0, 1〉 e´ dito um corpo
se ele satisfaz os axiomas seguintes.
(F1) ∀a, b, c ∈ F, a+ (b+ c) = (a+ b) + c (associatividade de adic¸a˜o).
(F2) ∀a, b ∈ F, a+ b = b+ a (comutatividade de adic¸a˜o).
(F3) ∀a ∈ F, a+ 0 = a.
(F4) ∀a ∈ F, ∃ − a : a+ (−a) = 0.
(F5) ∀a, b, c ∈ F, a(bc) = (ab)c (associatividade de multiplicac¸a˜o)
(F6) ∀a, b ∈ F, ab = ba (comutatividade de multiplicac¸a˜o)
(F7) ∀a ∈ F, a · 1 = a.
(F8) ∀a 6= 0, ∃a−1 : a · a−1 = 1.
(F9) ∀a, b, c ∈ F, a(b+ c) = ab+ ac (distributividade)
EXEMPLO C.1.2. O sistema de nu´meros reais R e´ um corpo.
EXEMPLO C.1.3. A totalidade de nu´meros racionais, ou seja, os reais que podem ser
representados como um ra´cio de inteiros, p/q, p, q ∈ Z, q 6= 0, forma um corpo sobre as
operac¸o˜es usuais, o corpo de nu´meros racionais, denotado Q.
EXEMPLO C.1.4. Para todo nu´mero primo p, pode-se formar um corpo, denotado
Zp e chamado o corpo de resı´duos mo´dulo p, ou simplesmente um corpo finito com p
elementos. Os elementos de Zp sa˜o denotados 0, 1, 2, . . . , p−1, e a adic¸a˜o e multiplicac¸a˜o
sa˜o executadas md´ulo p.
Relembramos que dois inteiros, m e n, sa˜o iguais mo´dulo p (notac¸a˜o: m ≡ n (
mod p)), se m− n e´ um mu´ltiplo de p.
EXEMPLO C.1.5. O corpo de nu´meros complexos, C, consiste de todos os polinoˆmios
em uma varia´vel i da forma z = a+ bi, com coeficientes reais, e i e´ a unidade imagina´ria,
tendo a propriedade i2 = −1. O coeficiente a e´ dito a parte real de z, e b e´ a parte
imagina´ria de z.
Adic¸a˜o e multiplicac¸a˜o dos nu´meros complexos sa˜o executadas como as dos po-
linoˆmios, e a expressa˜o i2 esta´ depois substituı´da por −1. Para executar a divisa˜o, de-
finamos o conjugado de z, z¯ = a− bi. Temos:
zz¯ = (a+ bi)(a− bi) = a2 + b2 = |z|2,
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onde |z| a` a norma euclidiana de z. Agora
z
w
=
zw¯
ww¯
=
1
|w|2 zw¯.
EXEMPLO C.1.6. Dado um corpo F qualquer, formemos um novo corpo, denotado
F (t) e´ chamado uma extensa˜o transcendental simples de F , ou um corpo de func¸o˜es raci-
onais sobre F . O corpo F (t) consiste de todas as expresso˜es da forma
p(t)
q(t)
≡ a0 + a1t+ a2t
2 + · · ·+ amtm
b0 + b1t+ b2t2 + · · ·+ bntn ,
onde p(t) e q(t) sa˜o (relativamente primos) polinoˆmios em uma varia´vel t com coeficientes
de F . Em outras palavras, elementos de F (t) sa˜o func¸o˜es racionais sobre F . As operac¸o˜es
sa˜o executadas de modo usual.
DEFINIC¸A˜O C.1.7. Seja F = 〈F,+, ·, 0, 1〉 um corpo, e seja ≤ uma relac¸a˜o de ordem
total sobre F (definic¸a˜o B.1.15). O sistema F = 〈F,+, ·, 0, 1,≤〉 e´ chamado um corpo
ordenado se ele satisfaz
(OF1) ∀a, b, c ∈ F , se a ≤ b enta˜o a+ c ≤ b+ c.
(OF2) ∀a, b, c ∈ F , se a ≤ b e 0 ≤ c enta˜o ac ≤ bc.
EXERCI´CIO C.1.8. Deduza dos axiomas de um corpo ordenado que, se a > 0 e b > 0,
enta˜o a+ b > 0.
EXEMPLO C.1.9. R e´ um corpo ordenado.
EXEMPLO C.1.10. O corpo de racionais, Q, e´ um subcorpo ordenado de R.
EXERCI´CIO C.1.11. Mostre que o corpo de nu´meros complexos, C, na˜o admite uma
estrutura de corpo ordenado.
OBSERVAC¸A˜O C.1.12. Um corpo F e´ formalmente real se existe uma ordem ≤ sobre
F tornando-o um corpo ordenado. O corpo C na˜o e´ formalmente real, enquanto o corpo R
e´. Pode-se mostrar que um corpo F e´ formalmente real se e somente se −1 na˜o pode ser
representado como uma soma finita de quadrados de elementos de F (teorema de Artin-
Schreier, resolvendo um dos problemas de Hilbert, o de´cimo se´timo).
EXERCI´CIO C.1.13. Um corpo finito F qualquer, inclusive Zp, na˜o e´ formalmente
real.
EXEMPLO C.1.14. O corpo F (t) de func¸o˜es racionais com coeficientes em um corpo
formalmente real, F , e´ formalmente real. Mostremos uma tal construc¸a˜o para o corpo
Q(t).
Definamos o sinal de um polinoˆmio,
p ≡ p(t) ≡ a0 + a1t+ a2t2 + · · ·+ antn,
como o sinal de p e´ igual ao sinal do primeiro coeficiente na˜o nulo. Por exemplo, t > 0,
−2 + t+ t11 < 0. O sinal de x = p/q e´ equal ao produto dos sinais de p e q. Por exemplo,
3 + t
−11− t+ t2 + t25 < 0,
pois 3 + t > 0 e −11− t+ t2 + t25 < 0.
Finalmente, x < y se e somente se y − x > 0.
EXERCI´CIO C.1.15. Mostrar que a ordem linear definido sobre o corpo Q(t) como
acima satisfaz os axiomas de um corpo ordenado.
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Quando munido da ordem acima, o corpoQ(t) e´ as vezes denotadoQ(α), onde α = t,
mas este sı´mbolo enfatiza o fato de que o campo esta´ ordenado em um modo particular.
O elemento α e´ positivo (a0 = 0, a1 = 1 > 0). e ao mesmo tempo, para todo nu´mero
racional estritamente positivo  > 0 temos
α < ,
pois α −  < 0, com a0 = − < 0). De fato, |α| e´ menor do que qualquer racional
estritamente positivo. Tais elementos sa˜o chamados infinitesimais.
O elemento α−1 e´ infinitamente grande: qualquer que seja um nu´mero racional r,
temos α−1 > r;
α−1 − r = 1
α
− r
1
=
1− rα
α
> 0.
C.1.2. Axioma de Dedekind.
DEFINIC¸A˜O C.1.16. Um conjunto X totalmente ordenado satisfaz a propriedade de
completude de Dedekind, ou e´ completo no sentido de Dedekind, se todo subconjunto de
X na˜o vazio e limitado por cima tem um supremo.
Em outras palavras, se ∅ 6= A ⊆ X e existe x ∈ X tal que
∀a ∈ A, a ≤ x,
enta˜o existe y = supA:
∀a ∈ A, a ≤ y, e se ∀a ∈ A, a ≤ z, enta˜o y ≤ z.
EXEMPLO C.1.17. O corpoQ(α) na˜o e´ completo no sentido de Dedekind. O conjunto
N de nu´meros naturais e´ um subconjunto limitado por cima, por exemplo,
∀n ∈ N, n < 1
α
.
Suponha agora que existe o supremo deN, s = supN. Em particular, s e´ uma cota superior
para N, a saber,
∀n ∈ N, n ≤ s,
logo
∀n ∈ N, n+ 1 ≤ s,
ou, de modo equivalente,
∀n ∈ N, n ≤ s− 1 < s,
contradizendo a definic¸a˜o do supremo.
EXEMPLO C.1.18. O corpo Q na˜o e´ completo no sentido de Dedekind. O conjunto A
de todos os elementos da forma
0, 0.1, 0.101, 0.101001, 0.1010010001, 0.101001000100001, . . .
e´ limitado por cima, pore´m na˜o tem o supremo em Q. E´ fa´cil a verificar que se o supremo
existisse, sua expansa˜o digital seria da forma
r = 0.101001000100001 . . . ,
um nu´mero irracional.
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DEFINIC¸A˜O C.1.19. Um isomorfismo entre dois corpos ordenados, K e F , e´ uma
bijec¸a˜o f : K → F tal que f conserva adic¸a˜o, ou seja, para cada x, y ∈ K temos f(x +
y) = f(x) + f(y), multiplicac¸a˜o, ou seja, para f(xy) = f(x)f(y), e a ordem, ou seja, se
x < y, enta˜o f(x) < f(y).
DEFINIC¸A˜O C.1.20. Dois corpos ordenados, F e K, sa˜o isomorfos se existe um iso-
morfismo f : F → K.
TEOREMA C.1.21. A menos de isomorfismo, existe um e apenas um corpo ordenado
completo no sentido de Dedekind. Ele e´ chamado o corpo dos reais e denotado R.
Idealmente, terı´amos que comec¸ar com uma teoria de nu´meros naturais, definidos
pelos axiomas de Peano:
DEFINIC¸A˜O C.1.22. O sistema de nu´meros naturais, N, e´ definido pelos axiomas de
Peano seguintes.
(1) Existe um elemento de N denotado 0.
(2) Cada elemento n ∈ N, possui o sucessor, Sn ∈ N.
(3) Se m 6= n, enta˜o Sm 6= Sn.
(4) O elemento 0 na˜o e´ o sucessor de algum elemento.
(5) (Axioma de recorreˆncia). Seja P um subconjunto de N tal que 0 ∈ N e para cada
n ∈ P , Sn ∈ P . Enta˜o P = N.
No entanto, so´ vamos esboc¸ar uma construc¸a˜o de R a partir de nu´meros racionais.
Definamos
Q>0 = {r ∈ Q : r > 0},
o conjunto de nu´meros racionais estritamente positivos.
DEFINIC¸A˜O C.1.23. O conjunto R>0 consiste de todos os subconjuntos A de Q>0
tais que
(1) Quaisquer que sejam a ∈ A e x ∈ X com x ≤ a, temos x ∈ A (A e´ um intervalo
initial de X),
(2) ∅ 6= A 6= X (A e´ um subconjunto pro´prio de X).
(3) A na˜o possui o ma´ximo (A e´ um intervalo aberto).
EXERCI´CIO C.1.24. Verigique que R>0 e´ totalmente ordenado pela relac¸a˜o de in-
clusa˜o:
A ≤ A′ ⇐⇒ A ⊆ A′.
EXERCI´CIO C.1.25. Sejam A,B ∈ R>0. Mostre que a soma conjuntı´stica
A+B = {a+ b : a ∈ A, b ∈ B}
pertence a R>0.
EXERCI´CIO C.1.26. Verifique que a a soma conjuntı´stica define uma operac¸a˜o de
adic¸a˜o comutativa e associativa.
EXERCI´CIO C.1.27. Se A ≤ B, enta˜o A+ C ≤ B + C.
EXERCI´CIO C.1.28. Mostre que, se A ≤ B, pode se definir a subtrac¸a˜o
B −A = Q>0 ∩ {b− a : b ∈ B, a ∈ Ac},
de modo que
(B −A) +A = B.
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DEFINIC¸A˜O C.1.29. Definamos o produto conjuntı´stico dentro de R>0 por
AB = {ab : a ∈ A, b ∈ B}.
EXERCI´CIO C.1.30. Verifique que o produto AB pertence a R>0 (satisfaz as proprie-
dades na definic¸a˜o C.1.23). Depois, verifique que a multiplicac¸a˜o e´ comutativa e associa-
tiva, bem como distributiva em relac¸a˜o a` adic¸a˜o:
A(B + C) = {a(b+ c) : a ∈ A, b ∈ B, c ∈ C}
= {ab+ ac : a ∈ A, b ∈ B, c ∈ C}
= AB +AC.
Finalmente, se A ≤ B e C ∈ R>0, enta˜o
AC ≤ BC.
O conjunto (0, 1) pertence a R>0 e joga o papel da identidade multiplicativa.
EXERCI´CIO C.1.31. Qualquer que seja A ∈ R>0,
(0, 1) ·A = A.
A construc¸a˜o do inverso multiplicativo e´ um pouco mais complicada. Dado A ∈ R>0,
formamos o conjunto de inversos do conjunto complimentar,
(Ac)
−1
= {b−1 : b ∈ Ac},
e removamos o mı´nimo deste conjunto (que sempre existe). Denotemos o conjunto resul-
tante A§.
EXERCI´CIO C.1.32. A ·A§ = (0, 1).
Agora definamos o sistema R<0 de nu´meros estritamente negativos como uma co´pia
formal de R>0,
R<0 = {−x : x ∈ R>0}.
Munamos R>0 de uma ordem,
−r < −t ⇐⇒ t < r,
uma adic¸a˜o,
(−r) + (−t) = −(r + t),
assim como uma multiplicac¸a˜o externa que toma seus valores dentro de R>0:
(−r) · (−t) = rt.
Finalmente, definamos o sistema R como a unia˜o disjunta de R>0, R<0, e o zero:
R = R<0 ∪ {0} ∪ R>0.
A ordem total e´ definido sobre R por
−r < 0 < t.
A multiplicac¸a˜o e´ estendida sobre R pela regra
r · (−t) = −rt.
A adic¸a˜o sera´ definida assim. Se r < t, enta˜o
(−r) + t = t− r
(a subtrac¸a˜o sendo bem definida), e se r > t,
(−r) + t = −(r − t).
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Finalmente,
1 = (0, 1) ∈ R>0.
A verificac¸a˜o do que o sistema R = 〈R,+,×, 0, 1,≤〉 forme um corpo ordenado na˜o
e´ difı´cil, e´ uma cadeia dos exercı´cios puramente te´cnicos. Verifiquemos o seguinte.
TEOREMA C.1.33. O sistema R = 〈R,+,×, 0, 1,≤〉 satisfaz o axioma de Dedekind.
Seja X um subconjunto na˜o vazio e´ limitado por cima: existe b ∈ R tal que para todos
x ∈ X , temos x ≤ b. Escolhamos um elemento x0 ∈ X qualquer. Denotemos
Xˆ = {x− x0 + 1: x ∈ X}.
O conjunto Xˆ conte´m o elemento x0 − x0 + 1 = 1, de onde concluı´mos
Xˆ ∩ R>0 6= ∅.
Ale´m disso, Xˆ e´ majorado por b′ = b− x0 + 1. Basta mostrar que Xˆ possui um supremo,
s, pois neste caso s+ x0 − 1 sera´ o supremo de X .
Referindo a` nossa definic¸a˜o de R>0, definamos o conjunto
S =
⋃
A∈Xˆ
A.
Este S e´ um subconjunto de Q>0. Como Xˆ 6= ∅, concluı´mos que S 6= ∅. O conjunto Xˆ
est majorado por b′. Na interpretac¸a˜o conjuntı´stica dos reais,
(C.1) A ⊆ b′.
Por conseguinte, ∅ 6= (b′)c ⊆ Ac, de onde concluı´mos que Ac 6= ∅.
Sejam s ∈ S e x ∈ Q>0 quaisquer tais que x ≤ s. Existe A ∈ Xˆ com s ∈ A. Este A
e´ um intervalo inicial de Q>0, e por conseguinte
x ∈ A ⊆ S.
Agora suponha que S conte´m o elemento maximal, d ∈ Q>0:
d ∈ S e ∀s ∈ S, s ≤ d.
Enta˜o, existe A ∈ Xˆ tal que d ∈ A, e como A ⊆ S, concluı´mos que d e´ o elemento
maximal de A, o que e´ impossı´vel.
As propriedades acima significam que S e´ um nu´mero real.
Qualquer que seja A ∈ Xˆ ,
A ⊆ ∪{B : B ∈ Xˆ} = S,
o que significa
A ≤ S,
ou seja, S e´ um majorante de Xˆ . Agora seja C um majorante qualquer de Xˆ . Para todos
A ∈ Xˆ , A ≤ C, ou seja, A ⊆ C. Concluı´mos:
S = ∪{A : A ∈ Xˆ} ⊆ C,
o que e´ interpretado como S ≤ C. A demonstrac¸a˜o do teorema C.1.33 e´ terminada.
A unicidade de R no teorema C.1.21 a menos de um isomorfismo mais ou menos
reproduz o argumento acima, a partir do fato seguinte.
EXERCI´CIO C.1.34. Mostre que cada corpo ordenado conte´m o corpo de racionais,
Q, como um subcorpo ordenado.
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C.1.3. Axioma de Arquimedes e propriedade de Cantor.
DEFINIC¸A˜O C.1.35. Um corpo ordenado K satisfaz o axioma de Arquimedes, ou e´
arquimediano, se, quaisquer que sejam x e y estritamente positivos, existe um nu´mero
natural n tal que nx > y, ou seja,
x+ x+ x+ · · ·+ x︸ ︷︷ ︸
n vezes
> y.
Se K na˜o satisfaz o axioma de Arquimedes, ele e´ dito na˜o arquimediano.
TEOREMA C.1.36. Um corpo completo no sentido de Dedekind e´ arquimediano.
EXERCI´CIO C.1.37. Mostre o teorema pela contraposic¸a˜o, usando a mesma ideia que
no exemplo C.1.17.
EXEMPLO C.1.38. O corpo Q(α) e´ na˜o arquimediano: para cada n ∈ N, nα < 1.
EXEMPLO C.1.39. Como o exemplo de Q mostra, o axioma de Arquimedes na˜o im-
plica o axioma de Dedekind.
TEOREMA C.1.40. O corpo de nu´meros reais possui a propriedade de intersec¸a˜o de
Cantor: cada sequeˆncia encaixada de intervalos fechados finitos tem a intersec¸a˜o na˜o
vazia. Se o comprimento dos intervalos converge para zero, a intersec¸a˜o consiste de um
ponto.
DEMONSTRAC¸A˜O. Seja [an, bn], n ∈ N+ uma sequeˆncia encaixada,
a1 ≤ a2 ≤ . . . ≤ an . . . ≤ . . . bn . . . b2 ≤ b1.
O conjunto A = {an : n ∈ N} e´ limitado por cima, logo possui o supremoc = supA. Em
particular, c ≤ bn para todos n ∈ N. Isso significa
∀n ∈ N, an ≤ c ≤ bn,
como desejado. Supondo que bn − an → 0, se d ∈ ∩n∈N[an, bn], enta˜o
|c− d| ≤ bn − an
para todos n, logo c = d. 
EXEMPLO C.1.41. O corpo ordenado Q na˜o satisfaz a propriedade de intersec¸a˜o de
Cantor, como testemunhado pela sequeˆncia de intervalos
[0, 2], [0.1, 0.2], [0.101, 0.102], [0.101001, 0.101002], [0.1010010001, 0.1010010002], . . .
EXEMPLO C.1.42. O corpo ordenado Q(α) na˜o satisfaz a propriedade de intersec¸a˜o
de Cantor tambe´m: a intersec¸a˜o da sequeˆncia encaixada[
nα,
1
n
]
, n = 1, 2, . . .
e´ vazia.
OBSERVAC¸A˜O C.1.43. A propriedade de intersec¸a˜o de Cantor e´ mais fraca do que o
axioma de Dedekind. Pode-se construir alguns corpos ordenados na˜o-arquimedianos onde
cada sequeˆncia encaixada de intervalos fechados tem uma intersec¸a˜o na˜o vazia (tais corpos
sa˜o ditos esfericamente completos), e ademais, nenhuma sequeˆncia enumera´vel converge
para zero.
EXERCI´CIO C.1.44. Mostre que o axioma de Dedekind e´ equivalente a` propriedade
de intersec¸a˜o de Cantor junto com o axioma de Arquimedes.
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C.2. Me´tricas, topologias, func¸o˜es
C.2.1. Espac¸os me´tricos.
DEFINIC¸A˜O C.2.1. Seja X um conjunto na˜o vazio. Uma me´trica sobre X e´ uma
func¸a˜o
d : X ×X → R+
que verifica os axiomas seguintes:
(1) ∀x, y ∈ X , d(x, y) = 0 se e somente se x = y.
(2) (Simetria) ∀x, y ∈ X , d(x, y) = d(y, x).
(3) (Desigualdade triangular) ∀x, y, z ∈ X , d(x, z) ≤ d(x, y) + d(y, z).
EXERCI´CIO C.2.2. Mostre que a positividade de valores de uma me´trica e´ uma con-
sequeˆncia imediata dos treˆs axiomas.
DEFINIC¸A˜O C.2.3. Um conjunto X na˜o vazio qualquer, munido duma distaˆncia d, e´
chamado um espac¸o me´trico. Em outros termos, um espac¸o me´trico e´ um par (X, d), onde
d e´ uma me´trica sobre o conjunto na˜o vazio X .
Habitualmente, um espac¸o me´trico e´ notado pela u´nica letra X .
Os elementos de um espac¸o me´trico sa˜o chamados os pontos, a fim de sublinhar a
natura geome´trica dos objetos desse tipo.
EXEMPLO C.2.4. A distaˆncia dita usual sobre R e´ dada pela formula
d(x, y) = |x− y|.
EXEMPLO C.2.5. Seja X um conjunto na˜o vazio. A me´trica discreta, ou me´trica
zero-um, sobre X e´ dada pela regra
ddiscr(x, y) =
{
1, se x 6= y,
0, se x = y.
DEFINIC¸A˜O C.2.6. Sejam X = (X, d) um espac¸o me´trico, Y ⊆ X um subconjunto
de X na˜o vazio. A restric¸a˜o de d sobre Y , notada d|Y , e´, com efeito, a restric¸a˜o de d sobre
o produto cartesiano Y × Y , ou seja,
∀x, y ∈ Y, d|Y (x, y) = d(x, y).
E´ o´bvio que d|Y e´ uma me´trica sobre Y , chamada a me´trica (ou distaˆncia) induzida sobre
Y (deX). O espac¸o me´trico (Y, d|Y ) e´ dito um subespac¸o me´trico deX . Cada subconjunto
na˜o vazio de um espac¸o me´trico X define um subespac¸o me´trico da maneira u´nica.
EXEMPLO C.2.7. O espac¸o
αN =
{
1
n
: n = 1, 2, 3, . . .
}
∪ {0}
e´ munido da distaˆncia induzida da reta R, ou seja, a distaˆncia entre dois pontos x, y ∈ αN
e´ a mesma que no R. Isso espac¸o consiste dos membros duma sequeˆncia convergente com
o seu limite. Ele e´ chamado a compactificac¸a˜o de Alexandroff (ou a compactificac¸a˜o por
um ponto) de um conjunto enumera´vel.
EXEMPLO C.2.8. O intervalo fechado
[0, 1] = {x ∈ R : 0 ≤ x ≤ 1},
munida da distaˆncia usual (induzida da reta R), encontra-se entre aos exemplos mais im-
portantes dos espac¸os me´tricos.
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EXEMPLO C.2.9. O espac¸o me´trico dos nu´meros racionais,
Q =
{m
n
: m,n ∈ Z, n 6= 0
}
munido da func¸a˜o distaˆncia usual, e´ um subespac¸o me´trico da reta.
EXEMPLO C.2.10. O espac¸o vetorial real da dimensa˜o n,
Rn = R× R× . . .× R︸ ︷︷ ︸
n vezes
,
munido da distaˆncia euclideana usual:
d(x, y) =
√√√√ n∑
i=1
|xi − yi|2.
Os axiomas 1 e 2 sa˜o o´bvios, enquanto o axioma 3 exige uma demonstrac¸a˜o.
DEFINIC¸A˜O C.2.11. Recordemos que o produto escalar padra˜o de dois vetores no
Rn e´ dado pela formula
(x, y) =
n∑
i=1
xiyi.
O produto escalar tem as propriedades seguintes verificadas facilmente.
PROPOSIC¸A˜O C.2.12. (1) (x, x) ≥ 0 e (x, x) = 0 se e somente se x = 0.
(2) (x, y) = (y, x).
(3) (x+ y, z) = (x, z) + (y, z).
(4) (λx, y) = λ(x, y).
Quaisquer que sejam x, y ∈ Rn, temos
d(x, y) =
√
(x− y, x− y).
A desigualdade triangular pela distaˆncia euclideana e´ uma consequeˆncia imediata do teo-
rema seguinte.
TEOREMA C.2.13 (Desigualdade de Minkowski). Para todos x, y ∈ Rn temos√
(a+ b, a+ b) ≤
√
(a, a) +
√
(b, b).
A fim de mostrar a desigualdade de Minkowski, precisamos de um outro resultado.
TEOREMA C.2.14 (Desigualdade de Cauchy–Schwarz). Para todos x, y ∈ Rn temos
|(x, y)|2 ≤ (x, x)(y, y).
DEMONSTRAC¸A˜O. Sejam x, y ∈ Rn dois vetores quaisquer. Para todos t ∈ R temos
0 ≤ (tx+ y, tx+ y) = t2(x, x) + 2t(x, y) + (y, y).
Por conseguinte, o polinoˆmio do grau 2 em t,
t2(x, x) + 2t(x, y) + (y, y),
tem um raiz no ma´ximo. Isto quer dizer que o discriminante do polinoˆmio e´ negativo,
[2(x, y)]2 − 4(x, x)(y, y) ≤ 0,
ou seja
|(x, y)|2 = (x, y)2 ≤ (x, x)(y, y).
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
DEMONSTRAC¸A˜O DO TEOREMA C.2.13.
(x+ y, x+ y) = (x, x) + (x, y) + (y, x) + (y, y)
= (x, x) + (x, y) + (x, y) + (y, y)
= (x, x) + 2(x, y) + (y, y)
≤ (x, x) + 2|(x, y)|+ (y, y)
(apo´s Cauchy–Schwarz) ≤ (x, x) + 2
√
(x, x)
√
(y, y) + (y, y)
= [
√
(x, x) +
√
(y, y)]2,
o que implica o resultado desejado. 
EXEMPLO C.2.15. Notaremos `∞ o conjunto de todas as sequeˆncias limitadas dos
nu´meros reais, x = (xn)n∈N+ , xn ∈ R. (Recordemos que uma sequeˆncia infinita (xn)
e´ dita limitada se existe um nu´mero real L ≥ 0 tal que para todos n = 1, 2, 3, . . . temos
|xn| ≤ L).
O valor da distaˆncia
d∞(x, y) = sup
n∈N+
|xn − yn|
entre duas sequeˆncias x, y ∈ `∞ e´ bem definido porque x e y sa˜o limitadas, bem como
a sua diferenc¸a x − y. A verificac¸a˜o dos axiomas de uma me´trica para d∞ sera´ deixada
como exercı´cio. Esta me´trica d∞ e´ chamada a me´trica do tipo `∞, ou a me´trica uniforme.
EXEMPLO C.2.16. O espac¸o de Baire, notado Zω , consiste de todas as sequeˆncias
infinitas dos nu´meros inteiros x = (x1, x2, . . . , xn, . . . ), onde xi ∈ Z, i = 1, 2, . . .. O
valor da distaˆncia entre as duas sequeˆncias,
x = (x1, x2, . . . , xn, . . . )
e
y = (y1, y2, . . . , yn, . . . ),
e´ dado pela expressa˜o seguinte:
d(x, y) =
{
0, se x = y,
2−min{i : xi 6=yi} se x 6= y.
Por exemplo, a distaˆncia entre os elementos
(1, 2, 3, 4, 5, . . . , n, . . . )
e
(1, 2, 3, 0, 0, 0, 0, . . . , 0, . . . )
e´ igual a 1/8.
Os axiomas 1 e 2 sa˜o praticamente evidentes. A fim de verificar a desigualdade trian-
gular, sejam x, y, z treˆs pontos em Zω . O nosso objetivo e´ mostrar que
(C.2) d(x, z) ≤ d(x, y) + d(y, z).
Se pelo menos dois entre os elementos x, y, z sa˜o iguais, enta˜o a desigualdade (C.2) e´
verificada da maneira trivial. Por conseguinte, pode-se supor que todas sequeˆncias x, y, z
sa˜o distintas.
Denotemos i o menor nu´mero inteiro tal que (i) para todos j < i temos xj = yj = zj ,
e (ii) os inteiros xi, yi, zi na˜o sa˜o todos iguais. Um tal i existe apo´s a hipo´tese. Agora
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e´ o´bvio o que d(x, z) ≤ 2−i. Logo, o nu´mero a` esquerda da equac¸a˜o (C.2) e´ menor ou
igual a 2−i. Ao mesmo tempo, pelo menos um entre os nu´meros d(x, y) e d(y, z) a` direita
e´ igual a 2−i. (Se na˜o, enta˜o xi = yi e yi = zi, por conseguinte xi = yi = zi, o que
contradiz a escolha de i).
C.2.2. Espac¸os ultrame´tricos.
OBSERVAC¸A˜O C.2.17. Com efeito, o argumento acima mostra que a me´trica sobre o
espac¸o de Baire satisfaz a desigualdade triangular forte:
(C.3) d(x, z) ≤ max{d(x, y), d(y, z)}.
DEFINIC¸A˜O C.2.18. Uma me´trica e´ chamada ultrame´trica se ela satisfaz a desigual-
dade (C.3). Um conjunto munido de uma ultrame´trica e´ dito espac¸o ultrame´trico.
EXEMPLO C.2.19. O espac¸o me´trico cuja me´trica e´ a me´trica zero-um e´ ultrame´trico.
EXEMPLO C.2.20. Segundo observac¸a˜o C.2.17, o espac¸o de Baire e´ um espac¸o ul-
trame´trico.
C.2.3. Conjuntos abertos.
DEFINIC¸A˜O C.2.21. Sejam (X, d) um espac¸o me´trico, x um ponto no X , e  > 0. A
bola aberta de centro x e raio  e´ o conjunto
B(x) := {y ∈ X : d(x, y) < } ⊆ X.
EXEMPLO C.2.22. Num espac¸o me´trico (X, d) munido da distaˆncia zero-um, cada
bola aberta e´ igual ou ao espac¸o inteiro ou a um conjunto unita´rio.
DEFINIC¸A˜O C.2.23. Seja X um espac¸o me´trico. Um subconjunto V de X e´ dito
aberto no X se para cada ponto x de V existe um valor  > 0 tal que a bola B(x) e´
contida no V .
EXERCI´CIO C.2.24. Cada bola aberta e´ um conjunto aberto.
PROPOSIC¸A˜O C.2.25. Seja (X, d) um espac¸o me´trico. Enta˜o:
(1) O conjunto vazio ∅ e o espac¸o X sa˜o abertos no (X, d).
(2) A intersec¸a˜o de dois abertos e´ aberto. Por conseguinte, se V1, ..., Vk sa˜o abertos,
enta˜o ∩ki=1Vi e´ aberto.
(3) A unia˜o V = ∪α∈AVα duma famı´lia dos abertos e´ aberta.
OBSERVAC¸A˜O C.2.26. A famı´lia T de todos os abertos de um espac¸o me´trico X e´
chamada a topologia de X . As treˆs propriedades acima sa˜o escolhidas como os axiomas
de um espac¸o topolo´gico, que e´ uma noc¸a˜o mais geral do que a noc¸a˜o de espac¸o me´trico.
DEFINIC¸A˜O C.2.27. Sejam X = (X, d) um espac¸o me´trico, A um subconjunto de X ,
e x um ponto no A. Suponhamos que existe um  > 0 tal que x ∈ B(x) ⊆ A. Enta˜o x e´
chamado um ponto interior de A, enquanto A e´ chamado uma vizinhanc¸a de x.
OBSERVAC¸A˜O C.2.28. A vizinhanc¸a de um ponto na˜o e´ necessariamente um conjunto
aberto em X .
DEFINIC¸A˜O C.2.29. Uma parte A de um conjunto X e´ chamada de cofinita se o seu
complemento Ac = X \A e´ finito.
PROPOSIC¸A˜O C.2.30. Cada parte cofinita de um espac¸o me´trico qualquer e´ aberta.
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DEMONSTRAC¸A˜O. Exercı´cio. 
PROPOSIC¸A˜O C.2.31. Cada bola aberta num espac¸o ultrame´trico e´ um conjunto fe-
chado.
DEMONSTRAC¸A˜O. SejamX um espac¸o ultrame´trico, x ∈ X , e  > 0. Se y /∈ B(x),
escolhamos δ > 0 qualquer tal que δ < . Suponhamos que existe z ∈ B(x) ∩ Bδ(y).
Enta˜o temos
d(x, y) ≤ max{d(x, y), d(y, z)} ≤ max{d(x, y), δ} < ,
logo y ∈ B(x), a contradic¸a˜o. Concluı´mos: B(x) e Bδ(y) sa˜o disjuntas, isto e´, o
complemento da bola B(x) e´ uma vizinhanc¸a de y. 
EXERCI´CIO C.2.32. Verdadeiro ou falso: cada bola fechada num espac¸o ultrame´trico
e´ um conjunto aberto?
DEFINIC¸A˜O C.2.33. Seja X um espac¸o me´trico. Um ponto x ∈ X e´ dito isolado se o
conjunto unita´rio {x} e´ aberto no X .
EXEMPLO C.2.34. Num espac¸o me´trico X munido da distaˆncia zero-um cada ponto
e´ isolado.
EXEMPLO C.2.35. Cada elemento com excec¸a˜o de 0 e´ isolado no espac¸o me´trico αN.
EXERCI´CIO C.2.36. Mostre que um subconjunto, A, de αN e´ aberto se e´ somente
se ou A na˜o contem zero, ou A e´ cofinito. (As duas propriedades na˜o sa˜o mutualmente
exclusivas). C.2.30.
C.2.4. Interior.
DEFINIC¸A˜O C.2.37. Sejam (X, d) um espac¸o me´trico e A um subconjunto de X . O
interior de A, notado IntXA ou simplesmente IntA, e´ um subconjunto de X que consiste
de todos os pontos interiores de A:
IntXA = {x ∈ A : ∃ > 0 B(x) ⊆ A}.
A`s vezes utiliza-se o sı´mbolo
◦
A.
OBSERVAC¸A˜O C.2.38. Seja X um espac¸o me´trico. Uma parte A de X e´ aberta se e
somente se A = IntXA. E´ uma consequeˆncia imediata das definic¸o˜es.
EXEMPLO C.2.39. O interior de cada espac¸o me´trico X em si mesmo e´ X:
IntXX = X.
Por exemplo,
Int QQ = Q.
EXEMPLO C.2.40. O interior do mesmo conjunto Q formado no espac¸o me´trico R e´
vazio:
Int RQ = ∅.
Em outras palavras, nenhum intervalo aberto na˜o vazio, (a, b), dos nu´meros reais na˜o esta´
contido em Q: existe pelo menos um ponto irracional no intervalo (a, b).
C.2. ME´TRICAS, TOPOLOGIAS, FUNC¸O˜ES 259
C.2.5. Me´tricas equivalentes.
DEFINIC¸A˜O C.2.41. Duas me´tricas d e d′ sobre um conjunto X sa˜o equivalentes se
elas geram a mesma topologia: um subconjunto A de X e´ aberto no espac¸o me´trico (X, d)
se e´ somente se ele e´ aberto no espac¸o (X, d′).
EXEMPLO C.2.42. A me´trica zero-um sobre R na˜o e´ equivalente a` me´trica usual, por
que o conjunto unita´rio {0} e´ aberto no espac¸o (R, d0−1), mas na˜o e´ aberto no espac¸o R
relativo a` me´trica usual.
EXERCI´CIO C.2.43. A me´trica usual (induzida do R) sobre o espac¸o αN na˜o e´ uma
ultrame´trica:
d(0, 1) = 1 >
1
2
= max{d(0, 1/2), d(1/2, 1)}.
Verifique que a regra seguinte define uma ultrame´trica equivalente: d(x, x) = 0 para cada
x, e se x 6= y, enta˜o (d(x, y) = max{x, y}.
EXERCI´CIO C.2.44. Seja (X, d) um espac¸o me´trico qualquer. Mostre que a fo´rmula
d˜(x, y) = min{d(x, y), 1}
define uma me´trica equivalente sobre X .
C.2.6. Conjuntos fechados.
DEFINIC¸A˜O C.2.45. Digamos que uma parte F de um espac¸o me´trico X e´ fechada
em X (ou: F e´ um fechado), se o complemento F c = X \ F e´ aberto.
EXEMPLO C.2.46. Cada conjunto unita´rio {x}, x ∈ X e´ fechado num espac¸o me´trico
X qualquer.
EXEMPLO C.2.47. No espac¸o me´trico R dos nu´meros reais munido da distancia usual
d(x, y) = |x− y|, todo intervalo fechado
[a, b] = {x ∈ R : a ≤ x ≤ b}
e´ um subconjunto fechado de R.
OBSERVAC¸A˜O C.2.48. Uma parte A de um espac¸o me´trico pode ser ao mesmo tempo
aberta e´ fechada, as dual propriedades na˜o sa˜o mutualmente exclusivas.
EXERCI´CIO C.2.49. Sejam X um espac¸o me´trico qualquer, Y ⊆ X um subespac¸o
me´trico de X . Se V ⊆ X e´ aberto (fechado) em X , enta˜o a intersec¸a˜o V ∩ Y e´ aberta
(respectivamente, fechada) em Y .
EXEMPLO C.2.50. Sejam a, b ∈ R \ Q, a < b. No espac¸o Q dos nu´meros racionais,
denotemos
A = {x ∈ Q : a < x < b}.
Enta˜o a parte A e´ ao mesmo tempo aberta e fechada em Q. Ela e´ aberta por que
A = Q ∩ (a, b),
grac¸as ao Exercı´cio C.2.49. Da mesma maneira, como
A = Q ∩ [a, b],
concluı´mos que A e´ fechado em Q.
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DEFINIC¸A˜O C.2.51. Seja X = (X, d) um espac¸o me´trico. A bola fechada de raio
r > 0 em torno de x ∈ X e´ o conjunto definido por
B¯(x) = {y ∈ X : d(x, y) ≤ r}.
EXERCI´CIO C.2.52. Cada bola fechada e´ um conjunto fechado.
TEOREMA C.2.53. Seja X = (X, d) um espac¸o me´trico qualquer.
(1) X e´ o conjunto vazio ∅ sa˜o fechados.
(2) A unia˜o de dois conjuntos fechados e´ fechado.
(3) A intersec¸a˜o de uma famı´lia no˜ vazia qualquer de fechados e´ um fechado.
DEFINIC¸A˜O C.2.54. A esfera de raio r > 0 centrada em x ∈ X e´ o conjunto
Sr(x) = {y ∈ X : d(x, y) = r}.
EXEMPLO C.2.55. Cada esfera e´ um conjunto fechado, sendo a intersec¸a˜o de dois
fechados:
Sr(x) = B¯r(x) ∩Br(x)c.
C.2.7. Adereˆncia.
DEFINIC¸A˜O C.2.56. Uma sequeˆncia (xn) de pontos de um espac¸o me´trico (X, d) e´
dita convergente para o limite x ∈ X se
∀ > 0 ∃n0 ∀n ≥ n0 d(xn, x) < .
Em outras palavras, cada bola aberta em torno de x contem todos os membros da sequeˆncia
excepto um nu´mero finito. Simbolicamente:
lim
n→∞xn = x,
ou
xn
n→∞−→ x.
DEFINIC¸A˜O C.2.57. Sejam X um espac¸o me´trico, A um subconjunto de X . Um
ponto x de X e´ chamado um ponto aderente de A (em X) se existe uma sequeˆncia (an)
dos pontos de A que converge para x:
lim
n→∞ an = x.
EXEMPLO C.2.58. SejaA um subconjunto na˜o vazio qualquer da retaR. Suponhamos
que A seja limitado superiormente. Enta˜o o supremo b = supA de A e um ponto aderente
a A. De mesmo para o ı´nfimo inf A.
PROPOSIC¸A˜O C.2.59. Um ponto x de um espac¸o me´trico qualquer X e´ um ponto
aderente de uma parteA deX se e´ somente se toda vizinhanc¸a de x tem pontos em comum
com A.
DEMONSTRAC¸A˜O. Exercı´cio. 
DEFINIC¸A˜O C.2.60. A adereˆncia, ou o fecho, de uma parte A de um espac¸o me´trico
X e´ o conjunto de todos os pontos aderentes de A. A adereˆncia e´ denotada por A¯ ou,
se quer-se sublinhar o espac¸o aˆmbito, por A¯X . (A notac¸a˜o alternativa e bastante popular:
clA, ou clX(A), da palavra ingleˆsa ‘‘closure’’ para a adereˆncia.)
TEOREMA C.2.61. O “operador da adereˆncia” possui as propriedades seguintes:
(1) ∅¯ = ∅.
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(2) A ⊆ A¯.
(3) se A ⊆ B, enta˜o A¯ ⊆ B¯.
(4) A¯ = A¯.
DEMONSTRAC¸A˜O. Exercı´cio. 
OBSERVAC¸A˜O C.2.62. As propriedades (1)-(4) podem ser usados como axiomas de
um espac¸o topolo´gico (axiomas de Kuratowski).
TEOREMA C.2.63. Uma parte A de um espac¸o me´trico e´ fechada se e somente se
A¯ = A.
DEMONSTRAC¸A˜O. ⇒: se a parte A e´ fechada, enta˜o o complemento Ac e´ aberto e
para cada x ∈ Ac existe  > 0 com a propriedade B(x) ⊆ Ac. Logo, a bola B(x) na˜o
conte´m nenhum ponto deA, e por conseguinte x na˜o e´ aderente aA. Concluı´mos: todos os
pontos aderentes a A ja` pertencem a A. De acordo com a afirmac¸a˜o (2) do teorema C.2.61,
A¯ = A.
⇐: Suponhamos que A¯ = A. Seja x ∈ Ac um ponto qualquer. Enta˜o x na˜o e´ aderente
a A, e´ pode-se escolher um nu´mero real  > 0 tal que B(x) ∩ A = ∅. Segue-se que o
complemento Ac e´ aberto. 
COROLA´RIO C.2.64. A adereˆncia A¯ de qualquer conjunto A e´ um conjunto fechado.
DEMONSTRAC¸A˜O. De acordo com o teorema C.2.61(3), temos A¯ = A¯. 
COROLA´RIO C.2.65. A adereˆncia de um conjunto A e´ o menor fechado contendo A.
DEMONSTRAC¸A˜O. Se A e´ um subconjunto de fechado qualquer, F , enta˜o
A¯ ⊆ F¯ = F
(teorema C.2.63).
Ao mesmo tempo, A¯ e´ fechado (corola´rio C.2.64). Concluı´mos: A¯ e´ um fechado que
contem A e que e´ contido em cada fechado contendo A. 
C.2.8. Partes densas.
DEFINIC¸A˜O C.2.66. Uma parte A de um espac¸o me´trico qualquer X e´ dita densa, se
A¯ = X.
OBSERVAC¸A˜O C.2.67. As condic¸o˜es seguintes sa˜o (evidentemente) equivalentes:
(1) A e´ denso em X .
(2) Cada ponto de X e´ aderente a A.
(3) Cada aberto na˜o vazio de X encontra A, ou seja, contem algum ponto de A.
(4) Para todos x ∈ X e todos  > 0, a bola B(x) contem algum ponto de A.
EXEMPLO C.2.68. O conjunto Q dos nu´meros racionais e´ denso na reta R. Este fato
e´ conhecido como teorema da densidade. Sejam a, b ∈ R, a < b. De acordo com a
propriedade de Arquimedes, existe um n ∈ N+ tal que
1
n
< b− a.
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Por conseguinte, entre os nu´meros racionais
k
n
, k ∈ Z,
ao menos um e´ contido no intervalo (a, b). Se na˜o, podem escolher dois nu´meros consecu-
tivos, kn e
k+1
n , tais que
k
n
≤ a, enquanto k + 1
n
≥ b,
que na˜o e´ possı´vel grac¸as a escolha de n: a quantidade 1/n e´ demasiado pequena para
“atrave´ssar a racha (o intervalo [a, b]) de um salto”!
C.2.9. Espac¸os separa´veis.
DEFINIC¸A˜O C.2.69. Um espac¸o me´trico X e´ dito separa´vel se existe um subconjunto
A ⊆ X enumera´vel e denso:
A = {an : n = 1, 2, . . .}, A¯ = X.
EXEMPLO C.2.70. Cada espac¸o me´trico enumera´vel tal que αN ou Q e´ obviamente
separa´vel.
EXEMPLO C.2.71. A reta R e´ separa´vel: o conjunto enumera´vel Q dos nu´meros raci-
onais e´ denso em R.
EXEMPLO C.2.72. O espac¸o euclidiano Rn e´ separa´vel: por exemplo, o conjunto Qn
que consiste de todos os vetores cujas coordenadas sa˜o racionais e´ enumera´vel e denso.
EXEMPLO C.2.73. Um espac¸o me´trico munido com a func¸a˜o distaˆncia zero-um e´
separa´vel se e somente se X e´ enumera´vel. (Exercı´cio.)
TEOREMA C.2.74. Cada subespac¸o me´trico de um espac¸o me´trico separa´vel e´ se-
para´vel.
DEMONSTRAC¸A˜O. Seja X um espac¸o separa´vel e seja Y ⊆ X um subespac¸o. Esco-
lhamos uma parte enumera´vel e denso em X ,
A = {an : n = 1, 2, 3, . . .}.
Seja y0 ∈ Y um elemento qualquer. Para cada m = 1, 2, 3, . . ., escolhamos um ponto
bn,m, onde {
bn,m ∈ B1/m(an) ∩ Y, se a bola B1/m(an) encontra Y ,
bn,m = y0, se na˜o.
O conjunto
B = {bn,m : n,m = 1, 2, 3, . . .}
e´ contido em Y . Ele e´ evidentemente enumera´vel. Basta verificar que B e´ denso em Y .
Sejam y ∈ Y e  > 0. Existe m tal que
1
m
<

2
.
ComoA e´ denso emX , existe n tal que an ∈ B1/m(y). Por conseguinte, a bolaB1/m(an)
encontra Y (ela conte´m y, por exemplo). Concluı´mos: o ponto bn,m ∈ B e´ contido em
B1/m(an), e portanto
d(y, bn,m) ≤ d(y, an) + d(an, bn,m) < 1
m
+
1
m
=
2
m
< .
C.2. ME´TRICAS, TOPOLOGIAS, FUNC¸O˜ES 263
Isto significa que a intersec¸a˜o B(y) ∩B e´ na˜o vazia. 
OBSERVAC¸A˜O C.2.75. O resultado acima (teorema C.2.74) na˜o e´ verdadeiro para os
espac¸os topolo´gicos mais gerais.
PROPOSIC¸A˜O C.2.76. O espac¸o me´trico `∞ conte´m um subespac¸o me´trico A de car-
dinalidade do contı´nuo e tal que a me´trica induzida sobre A e´ uma me´trica zero-um.
DEMONSTRAC¸A˜O. Cada sequeˆncia bina´ria
123 . . . , i ∈ {0, 1},
e´ obviamente limitada, logo pertence a `∞. DenotemosA o conjunto de todas tais sequeˆncias.
Sejam a, b ∈ A, a 6= b. Existe n tal que an 6= bn, de onde
|an − bn| = 1,
e por conseguinte
d∞(a, b) = sup
i∈N
|ai − bi| = 1.
De acordo com Exemplo B.1.12, a cardinalidade de A e´ igual a` cardinalidade de R. 
COROLLARY C.2.77. O espac¸o me´trico `∞ na˜o e´ separa´vel.
DEMONSTRAC¸A˜O. Combinemos exemplo C.2.73 com teorema C.2.74. 
EXERCI´CIO C.2.78. Mostrar que cada sequeˆncia num espac¸o me´trico possui no ma´ximo
um limite.
TEOREMA C.2.79. Seja X um espac¸o me´trico separa´vel. Enta˜o
|X| ≤ 2ℵ0 .
DEMONSTRAC¸A˜O. Escolhamos um subespac¸o Y denso e enumera´vel. Denotemos
C o conjunto de todas as sequeˆncias dos pontos de Y que sa˜o convergentes em X . A
aplicac¸a˜o que associa a` sequeˆncia (yn) o seu u´nico limite e´ uma sobrejec¸a˜o de C sobre X .
O conjunto Y N de todas as sequeˆncias dos pontos de Y (convergentes e na˜o) conte´m C
como um subconjunto. Enta˜o,
|X| ≤ |X| ≤ |Y N|.
Basta mostrar que |Y N| ≤ |R|. Como o conjunto Y e´ enumera´vel, ele pode ser identificado
com um subconjunto de N, e a nossa tarefa e´ de mostrar que
|NN| ≤ |R|.
Basta produzir uma injec¸a˜o deNN em 2N×N. Associemos a cada se sequeˆncia (n1, n2, . . . , nk, . . .)
de nu´meros naturais o seu gra´fico:
A = {(n, an) : n ∈ N}.
E´ evidente que a correspondeˆncia acima e´ injetora: cara func¸a˜o e´ unicamente determinada
pelo seu gra´fico. 
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C.2.10. Imagens diretas e imagens recı´procas.
OBSERVAC¸A˜O C.2.80. Sejam f : X → Y uma aplicac¸a˜o entre dois conjuntos quais-
quer, A ⊆ X e B ⊆ Y subconjuntos quaisquer. A imagem de A por f e´ o conjunto
f(A) = {f(a) : a ∈ A} ⊆ Y,
e a imagem inversa, ou recı´proca, de B por f e´ o conjunto
f−1(B) = {x ∈ X : f(x) ∈ B} ⊆ X.
OBSERVAC¸A˜O C.2.81. A imagem inversa f−1(B) e´ o maior subconjuntoA deX que
possui a propriedade seguinte:
f(A) ⊆ B.
C.2.11. Aplicac¸o˜es contı´nuas em um ponto.
DEFINIC¸A˜O C.2.82. Seja f uma aplicac¸a˜o entre dois espac¸os me´tricos, X e Y , e seja
x ∈ X . Digamos que f e´ contı´nua em x se
∀ > 0, ∃δ > 0, ∀y ∈ X, (dX(x, y) < δ)⇒ (dY (f(x), f(y)) < ,
ou, da maneira equivalente e um pouco mais econoˆmica,
∀ > 0, ∃δ > 0, f(Bδ(x)) ⊆ B(f(x)).
PROPOSIC¸A˜O C.2.83 (Criterio sequencial da continuidade). Uma aplicac¸a˜o f : X →
Y e´ contı´nua em um ponto x ∈ X se e somente se para cada sequeˆncia (xn) de pontos de
X que converge para x, a sequeˆncia das imagens (f(xn)) converge para f(y).
DEMONSTRAC¸A˜O. ⇒: suponhamos que f e´ contı´nua no ponto x, e seja (xn) uma
sequeˆncia tal que xn → x quando n → ∞. Seja  > 0 qualquer. Escolhamos δ > 0 da
maneira que
f(Bδ(x)) ⊆ B(f(x)).
Como (xn) tenha x com o limite, existe um nu´mero natural, N , tal que
∀n ≥ N, xn ∈ Bδ(x).
Concluı´mos:
f(xn)→ f(x) quand n→∞.
⇐: por contraposic¸a˜o. Suponhamos que f e´ descontı´nua no ponto x. Logo,
∃ > 0, ∀δ > 0, ∃y ∈ Bδ(x), f(y) /∈ B(f(x)).
Fixemos um tal  > 0. Para cada n = 1, 2, 3 . . . encontremos um ponto xn ∈ X tal que
dX(xn, x) <
1
n
e f(xn) /∈ B(f(x)).
A sequeˆncia (xn) converge para x, enquanto a sequeˆncia (f(xn)) na˜o converge para f(x).

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C.2.12. Aplicac¸o˜es contı´nuas.
DEFINIC¸A˜O C.2.84. Uma aplicac¸a˜o f entre dois espac¸os me´tricos X e Y e´ dita
contı´nua se f e´ contı´nua em cada ponto x ∈ X . Em outras palavras,
∀x ∈ X, ∀ > 0, ∃δ > 0, ∀y ∈ X, (dX(x, y) < δ)⇒ (dY (f(x), f(y)) < .
TEOREMA C.2.85. Seja f : X → Y uma aplicac¸a˜o entre dois espac¸os me´tricos quais-
quer. As condic¸o˜es seguintes sa˜o equivalentes:
(1) f e´ contı´nua.
(2) Para cada x ∈ X e cada vizinhanc¸a V de f(x), a imagem inversa f−1(V ) e´
uma vizinhanc¸a de x.
(3) A imagem inversa, f−1(V ), de cada aberto, V , de Y e´ aberta em X .
(4) A imagem inversa, f−1(F ), de cada fechado, F , de Y e´ fechada em X .
(5) Para cada parte A ⊆ X , temos
f(A) ⊆ f(A).
DEMONSTRAC¸A˜O DO TEOREMA C.2.85 “EM SENTIDO ANTI-HORA´RIO”. (1)⇒ (5):
Seja x ∈ A¯. Enta˜o x e´ um ponto de adereˆncia de A, logo existe uma sequeˆncia (an) dos
pontos de A convergente para x. A func¸a˜o f e´ contı´nua em ponto x, e devido ao crite´rio
sequencial da continuidade, temos
f(an)→ f(x).
Concluı´mos: f(x) pertence a` adereˆncia de f(A) pois f(an) ∈ f(A).
(5) ⇒ (4): seja G um subconjunto fechado de Y . Seja B = f−1(G). Enta˜o B e´ o
maior subconjunto de X tal que f(B) ⊆ G (Observac¸a˜o 3.3.2). Segundo (4), temos
f(B¯) ⊆ f(B) ⊆ G¯ = G,
logo B¯ ⊆ B, e B = f−1(G) e´ fechado em X .
(4)⇒ (3): se V e´ um subconjunto aberto de Y , enta˜o
f−1(V ) = f−1(Y \ V ) = X \ f−1(Y \ V ),
e o conjunto f−1(Y \ V ) e´ fechado em X grac¸as a` hipo´tese (4).
(3) ⇒ (2): Seja V uma vizinhanc¸a de f(x) em Y . Escolhamos  > 0 tal que
B(f(x)) ⊆ V . O conjunto f−1(B(f(x))) e´ aberto em X e conte´m x, logo e´ uma
vizinhanc¸a de x em X .
(2)⇒ (1): A bola B(f(x)) e´ uma vizinhanc¸a de f(x) em Y , logo f−1(B(f(x))) e´
uma vizinhanc¸a de x em X . Existe δ > 0 com Bδ(x) ⊆ f−1(B(f(x))). Concluı´mos:
f(Bδ(x)) ⊆ B(f(x)),
o que implica a continuidade de f em x. 
C.2.13. Aplicac¸o˜es Lipschitz contı´nuas.
DEFINIC¸A˜O C.2.86. Uma func¸a˜o f : X → Y entre dois espac¸os me´tricos e´ dita Lips-
chitz contı´nua se existe uma constante L ≥ 0 (constante de Lipschitz de f ) tal que
∀x, y ∈ X dY (f(x), f(y)) ≤ L · dX(x, y).
OBSERVAC¸A˜O C.2.87. Cada aplicac¸a˜o Lipschitz contı´nua e´ contı´nua. (Exercı´cio.)
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EXEMPLO C.2.88. A func¸a˜o contı´nua
f(x) = x2
de R a R na˜o e´ Lipschitz contı´nua. Seja L ≥ 0 qualquer. Seja x > L e y = x+ 1. Temos
|f(x)− f(y)| = y2 − x2 = (x+ 1)2 − x2 = 2x+ 1 > L.
Concluı´mos: nenhum valor L ∈ R e´ uma constante de Lipschitz para f .
EXEMPLO C.2.89. Sejam X um espac¸o me´trico e x0 ∈ X . A func¸a˜o distaˆncia de x0,
dada por
dx0(y) = d(x0, y),
e´ Lipschitz contı´nua, com a constante de Lipschitz 1. (Exercı´cio.)
EXERCI´CIO C.2.90. Mais geralmente, sejam X um espac¸o me´trico e A ⊆ X um
subconjunto na˜o vazio qualquer. A func¸a˜o distaˆncia de A, notada dA, e´ dada pela fo´rmula
seguinte:
dA(x) = inf
a∈A
d(x, a).
Mostrar que a func¸a˜o dA : X → R e´ Lipschitz contı´nua, com a constante de Lipschitz 1.
(Para soluc¸a˜o, veja a prova do lema 1.1.27.)
C.2.14. Topologia produto.
DEFINIC¸A˜O C.2.91. Dada uma famı´lia de conjuntos Xi, i ∈ I , definamos o produto
cartesiano como o conjunto de todas as func¸o˜es
x : I → ∪i∈IXi,
i 7→ xi
tais que
∀i ∈ I, xi ∈ Xi.
Notac¸a˜o do produto cartesiano:
∏
i∈I Xi.
DEFINIC¸A˜O C.2.92. Dado i ∈ I , definamos a i-e´sima projec¸a˜o do produto ∏i∈I Xi
sobre Xi pela formula
pii(x) = xi.
DEFINIC¸A˜O C.2.93. Se Xi, i ∈ I e´ uma famı´lia enumera´vel (finita ou infinita)
de espac¸os me´tricos, |I| ≤ ℵ0, digamos que uma me´trica d sobre o produto cartesiano∏
i∈I Xi induz a topologia produto se qualquer sequeˆncia (xn) de elementos do produto
converge para um elemento x se e somente se, para todo i ∈ I ,
pii(xn)→ pi(x).
EXERCI´CIO C.2.94. Mostre que a condic¸a˜o acima e´ equivalente a` condic¸a˜o seguinte: a
famı´lia de conjuntos abertos do espac¸o me´trico
(∏
i∈I Xi, d
)
e´ a menor topologia (famı´lia
de conjuntos satisfazendo as propriedades na proposic¸a˜o C.2.25) tal que todas as projec¸o˜es
pii, i ∈ I sa˜o contı´nuas.
Em outras palavras, a topologia produto e´ a menor topologia que conte´m todos os
conjuntos da forma
pi−1i (V ), i ∈ I, V e´ aberto em Xi.
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EXERCI´CIO C.2.95. Sejam (Xi, di), i ∈ I espac¸os me´tricos, |I| ≤ ℵ0. Mostrar que a
me´trica no produto dada por
d(x, y) =
∑
i∈I
1
2n
min{di(xi, yi), 1}
gera a topologia produto sobre
∏
i∈I Xi.
EXERCI´CIO C.2.96. Sejam Xi, i ∈ N espac¸os me´tricos finitos quaisquer (logo, dis-
cretos). Mostra que a me´trica no produto dada por
d(x, y) =
{
0, se x = y,
2−min{i : xi 6=yi}, se x 6= y,
gera a topologia produto sobre
∏
i∈NXi.
C.2.15. Imerso˜es isome´tricas.
DEFINIC¸A˜O C.2.97. Uma aplicac¸a˜o i : X → Y entre dois espac¸os me´tricos e´ dita
imersa˜o isome´trica quando para quaisquer x, y ∈ X tivermos
dY (i(x), i(y)) = dX(x, y).
OBSERVAC¸A˜O C.2.98. SejamX um espac¸o me´trico qualquer e Y ⊆ X um subespac¸o
me´trico dele. Enta˜o, como no exemplo precedente, a aplicac¸a˜o ideˆntica
Y 3 y 7→ i(y) = y ∈ X
e´ uma imersa˜o isome´trica de Y em X .
C.2.16. Imersa˜o de Kuratowski.
LEMA C.2.99. Se X e´ um espac¸o me´trico qualquer e x, y ∈ X dois pontos de X ,
enta˜o
sup
z∈X
|dx(z)− dy(z)| = d(x, y),
onde dx e´ a func¸a˜o distaˆncia de x.
DEMONSTRAC¸A˜O. A desigualdade ≤ e´ uma consequeˆncia da desigualdade triangu-
lar: para cada z ∈ X , temos
|dx(z)− dy(z)| = max{dx(z)− dy(z), dy(z)− dx(z)} ≤ d(x, y).
Para mostrar a desigualdade ≥, notemos que a igualdade e´ atingida no ponto z = x:
|dx(x)− dy(x)| = |0− d(y, x)| = d(x, y).

EXEMPLO C.2.100. Seja Γ um conjunto qualquer. Generalizemos o exemplo C.2.15,
e definamos o espac¸o me´trico `∞(Γ) como o conjunto de todas as aplicac¸o˜es limitadas
x : Γ 3 γ 7→ xγ ∈ R,
munido da me´trica
d∞(x, y) = sup
γ∈Γ
|xγ − yγ |.
Por exemplo, se Γ = N+, enta˜o `∞(Γ) = `∞.
OBSERVAC¸A˜O C.2.101. SeX = (X, d) e´ um espac¸o me´trico, vamos denotar o espac¸o
`∞(Γ) onde Γ = X por `∞(|X|), para sublinhar que o conjunto de coordenadas do espac¸o
e´ o conjunto subjacente do espac¸o X .
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DEFINIC¸A˜O C.2.102. Seja A um subconjunto de um espac¸o me´trico X qualquer. O
diaˆmetro de A e´ dado pela formula
diam (A) = inf{r ∈ [0,+∞] : ∀a, b ∈ A, d(a, b) ≤ r}.
EXERCI´CIO C.2.103. Mostrar que para cada subconjunto A na˜o vazio temos
diam (A) = sup
a,b∈A
d(a, b).
EXERCI´CIO C.2.104. Mostrar que para um espac¸o me´trico X as definic¸o˜es seguintes
sa˜o equivalentes:
(1) X e´ limitado, ou seja, o diaˆmetro de X e´ finito.
(2) Para cada x ∈ X , a func¸a˜o distaˆncia dx : X → R e´ limitada.
(3) Existe x ∈ X tal que a func¸a˜o distaˆncia dx : X → R e´ limitada.
DEFINIC¸A˜O C.2.105. Um subconjunto A de um espac¸o me´trico X e´ dito limitado se
A satisfaz uma das condic¸o˜es equivalentes de exercı´cio C.2.104.
PROPOSIC¸A˜O C.2.106. SejaX um espac¸o me´trico limitado. Enta˜o a fo´rmula seguinte
define uma imersa˜o isome´trica de X em `∞(|X|):
X 3 x i7→ i(x) = dx ∈ `∞(|X|).
(Essa imersa˜o e´ chamada a imersa˜o de Kuratowski.)
DEMONSTRAC¸A˜O. Grac¸as ao exercı´cio C.2.104, cada func¸a˜o dx pertence a `∞(|X|).
E grac¸as ao lema C.2.99, temos, para quaisquer que sejam x, y ∈ X ,
d∞(i(x), i(y)) = sup
z∈X
|dx(z)− dy(z)|
= dX(x, y).

OBSERVAC¸A˜O C.2.107. Em caso geral, a func¸a˜o dx na˜o e´ limitada, e a construc¸a˜o
acima deve ser modificada.
TEOREMA C.2.108. SejaX um espac¸o me´trico qualquer. Escolhamos um ponto x0 ∈
X . A fo´rmula seguinte define uma imersa˜o isome´trica de X em `∞(|X|):
X 3 x i7→ i(x) = dx − dx0 ∈ `∞(|X|).
(Esta imersa˜o e´ tambe´m uma versa˜o da imersa˜o de Kuratowski.)
DEMONSTRAC¸A˜O. Seja x ∈ X . A func¸a˜o i(x) = dx − dx0 e´ limitada, grac¸as a`
desigualdade triangular: qualquer que seja z ∈M , temos
|dx(z)− dx0(z)| ≤ d(x, x0).
Agora, sejam x, y ∈ X quaisquer. Temos:
d∞(i(x), i(y)) = sup
z∈X
|(dx(z)− dx0(z))− (dy(z)− dx0(z))|
= sup
z∈X
|dx(z)− dy(z)|
= d(x, y)
(lema C.2.99). 
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LEMA C.2.109. Sejam f uma func¸a˜o real limitada sobre um espac¸o me´trico X e Y
um subespac¸o denso de X . Enta˜o temos
sup
x∈X
f(x) = sup
y∈Y
f(y).
DEMONSTRAC¸A˜O. A desigualdade ≥ e´ o´bvia. Denotemos b = supx∈X f(x). Seja
 > 0. Existe x ∈ X tal que f(x) > b − 2 . A func¸a˜o f e´ contı´nua em x, logo existe
δ > 0 tal que, se d(x, y) < δ, temos |f(x)− f(y)| < /2. Como Y e´ denso em X , existe
y ∈ Y ∩Bδ(x). Por conseguinte,
f(y) > f(x)− 
2
> b− ,
o que implica a desigualdade ≤. 
Isto nos leva a mais uma versa˜o da imersa˜o de Kuratowski.
TEOREMA C.2.110. Sejam X um espac¸o me´trico e Y um subespac¸o denso de X . Es-
colhamos um ponto x0 ∈ X qualquer. A fo´rmula seguinte define uma imersa˜o isome´trica
de X em `∞(|Y |):
X 3 x i7→ i(x) = (dx − dx0) |Y ∈ `∞(|Y |).
C.3. Espac¸os completos, compactos, e pre´-compactos
C.3.1. Sequeˆncias de Cauchy.
DEFINIC¸A˜O C.3.1. Uma sequeˆncia de elementos de um espac¸o me´trico X e´ chamada
sequeˆncia de Cauchy se para cada  > 0 existe um N tal que
d(xm, xn) < 
quaisquer que sejam m,n ≥ N .
OBSERVAC¸A˜O C.3.2. Cada sequeˆncia convergente e´ uma sequeˆncia de Cauchy.
A recı´proca e´ falsa em geral.
EXEMPLO C.3.3. Eis um exemplo de uma sequeˆncia de Cauchy no espac¸o me´trico Q
que na˜o converge neste espac¸o:
0, 0.1, 0.101, 0.101001, 0.1010010001, . . . .
LEMA C.3.4. Uma sequeˆncia (xn) e´ uma sequeˆncia de Cauchy se e somente se
∀ > 0 ∃N ∀n ≥ N xn ∈ B(xN ).
DEMONSTRAC¸A˜O. Exercı´cio. 
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C.3.2. Espac¸os me´tricos completos.
DEFINIC¸A˜O C.3.5. Um espac¸o me´trico X e´ dito completo quando cada sequeˆncia de
Cauchy tiver um limite (no mesmo espac¸o X).
EXEMPLO C.3.6. O espac¸o me´trico (X, d) munido de uma distaˆncia zero-um d =
d0−1 e´ completo. Toda sequeˆncia de Cauchy (xn) em X e´ eventualmente constante, ou
seja, existem x ∈ X e N ∈ N tais que para cada n ≥ N temos xn = c.
LEMA C.3.7. Seja X em espac¸o me´trico. As condic¸o˜es seguintes sa˜o equivalentes:
(1) X e´ completo.
(2) A intersec¸a˜o da cada sequeˆncia das bolas fechadas encaixados deX , cuja o raio
converge para zero, e´ na˜o vazia.
DEMONSTRAC¸A˜O. (1)⇒ (2): esta direc¸a˜o e´ praticamente evidente por que os centros
das bolas formam uma sequeˆncia de Cauchy. Mais exatamente, seja (B¯n(xn))
∞
n=1 uma
sequeˆncia qualquer das bolas fechadas encaixados em X cujas raios convergem para zero.
Dado  > 0, existe N tal que n ≤ /2 quando n ≥ N . Se m,n ≥ N , enta˜o xm, xk ∈
B¯N (xN ), e assim terı´amos
d(xm, xn) ≤ d(xm, xN ) + d(xk, xN ) < 2n ≤ .
A sequeˆncia dos centros e´ uma sequeˆncia de Cauchy, e como X e´ completo, existe um
limite
x = lim
n→∞xn.
Esto x e´ adherente a cada bola fechada B¯n(xn), logo x ∈ B¯n(xn) e por conseguinte,
x ∈ ∩∞n=1B¯n(xn).
(2)⇒ (1): seja (xn) uma sequeˆncia de Cauchy em X . Para todo k = 1, 2, 3, . . . escolha-
mos N = N(k) de modo que
∀m,n ≥ N(k), d(xm, xn) < 2−k−1.
Se k ≤ m, enta˜o para cada y ∈ B¯2−m(xN(m)) temos
d(xk, y) ≤ d(xk, xm) + d(xm, y) ≤ 2−k−1 + 2−m ≤ 2−k−1 + 2−k−1 = 2−k,
logo y ∈ B¯2k(xN(k)). Por conseguinte,
B¯2−m(xN(m)) ⊆ B¯2−k(xN(k)).
Concluı´mos: as bolas B¯2−k(xN(k)) formam uma sequeˆncia das bolas fechadas encaixados,
cujas raios convergem para zero. De acordo com a hipo´tese, a intersec¸a˜o das bolas e´ na˜o
vazia, e como os raios convergem para zero, a intersec¸a˜o consiste de um ponto so´, digamos
x:
∩∞k=1B¯2−k(xN(k)) = {x}.
Para cada k temos
d(x, xN(k)) ≤ 2−k−1.
Concluimos que x e´ o limite da sequeˆncia (xN(k))∞k=1. 
EXEMPLO C.3.8. Para o espac¸o R munido da distaˆncia usual a propriedade (2) do
Lema C.3.7 e´ exatamente a propriedade dos intervalos fechados encaixados (Teorema de
Cantor). Concluı´mos que R e´ completo como um espac¸o me´trico.
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EXEMPLO C.3.9. O crite´rio acima (lema C.3.7) acima mostra mais ou menos imedia-
tamente a completude do espac¸o normado `∞(Γ) de todas as func¸o˜es reais limitadas sobre
um conjunto Γ qualquer, munido da norma uniforme
‖ f ‖ = sup
γ∈Γ
|f(γ)|
e a distaˆncia correspondente,
d(f, g) = ‖ f − g ‖.
(Exercı´cio.)
TEOREMA C.3.10. Seja Y um subespac¸o me´trico de um espac¸o me´trico X . Se Y e´
completo, enta˜o ele e´ fechado em X .
DEMONSTRAC¸A˜O. Seja x um ponto aderente qualquer de Y em X:
x ∈ Y¯ X .
Existe uma sequeˆncia (yn) de pontos de Y convergente para x emX . Por conseguinte, (yn)
e´ uma sequeˆncia de Cauchy em X , logo ela resta uma sequeˆncia de Cauchy no subespac¸o
Y , e possui o limite, y, em Y , porque Y e´ completo. Certamente, yn → y em X tambe´m.
A unicidade do limite implica que x = y, e portanto
x = y ∈ Y.

TEOREMA C.3.11. Cada subespac¸o fechado de um espac¸o me´trico completo e´ com-
pleto.
DEMONSTRAC¸A˜O. Exercı´cio. 
EXEMPLO C.3.12. Um exemplo importante e´ o espac¸o C[0, 1] de todas as func¸o˜es
contı´nuas reais sobre o intervalo fechado unita´rio, munido da norma uniforme
‖ f ‖ = max
x∈[0,1]
|f(x)|.
A maneira mais fa´cil de verificar a completude de C[0, 1] e´ perceber que este espac¸o e´
fechado no espac¸o me´trico ambiente `∞([0, 1]). (Exercı´cio. Veja uma prova um pouco
mais tarde, teorema C.3.23.)
EXERCI´CIO C.3.13. Deduzir do lema C.3.7 o resultado seguinte. Um espac¸o me´trico
X e´ completo se e somente se cada sequeˆncia de conjuntos fechados encaixados, cujos
diaˆmetros convergem para zero, tem uma intersec¸a˜o na˜o vazia.
C.3.3. Completamento de um espac¸o me´trico: existeˆncia.
DEFINIC¸A˜O C.3.14. Seja X um espac¸o me´trico qualquer. O completamento de X e´
um par (Xˆ, i), que consiste de um espac¸o me´trico completo Xˆ e uma imersa˜o isome´trica
i : X ↪→ Xˆ , onde i(X) e´ denso em Xˆ .
EXEMPLO C.3.15. O completamento do espac¸oQmunido da distaˆncia usual e´ (isome´trico
ao) espac¸o me´trico R.
TEOREMA C.3.16. Cada espac¸o me´trico, X , possui um completamento.
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DEMONSTRAC¸A˜O. De acordo com Teorema C.2.108, existe uma imersa˜o isome´trica,
i, de X num espac¸o me´trico `∞(|X|). Definamos
Xˆ = i(X).
O espac¸o `∞(|X|) e´ completo (exercı´cio C.3.9), e como o subespac¸o Xˆ e´ fechado em
`∞(X), ele e´ completo tambe´m (teorema C.3.11). A imagem i(X) e´ densa em Xˆ . 
C.3.4. Espac¸os isome´tricos.
DEFINIC¸A˜O C.3.17. Uma isometria entre dois espac¸os me´tricosX e Y e uma imersa˜o
isome´trica sobrejetiva do Y em X .
EXEMPLO C.3.18. A func¸a˜o
R 3 x 7→ i(x) = x+ 1 ∈ R
e´ uma isometria da reta com si pro´pria.
DEFINIC¸A˜O C.3.19. Dois espac¸os me´tricosX e Y sa˜o chamados isome´tricos se existe
uma isometria
i : X → Y.
Notac¸a˜o: X ∼= Y .
EXERCI´CIO C.3.20. A relac¸a˜o da isometria entre espac¸os me´tricos e´ uma relac¸a˜o da
equivaleˆncia, ou seja,
(1) Reflexividade: cada espac¸o X e´ isome´trico a si mesmo: X ∼= X .
(2) Simetria: se X ∼= Y , enta˜o Y ∼= X .
(3) Transitividade: se X ∼= Y e Y ∼= Z, enta˜o X ∼= Z.
C.3.5. Completamento de um espac¸o me´trico: unicidade.
TEOREMA C.3.21. O completamento Xˆ de um espac¸o me´trico X e´ u´nico a menos de
isometria. Sejam (Xˆ, i) e (X˜, j) dois completamentos de X . Enta˜o existe uma isometria
κ : Xˆ → X˜ tal que
κ ◦ i = j.
DEMONSTRAC¸A˜O. Escolhamos um ponto x0 ∈ X qualquer. Segundo Teorema C.2.110,
a fo´rmula
Xˆ 3 x i
′
7→ i′(x) = (di(x) − di(x0)) ◦ i ∈ `∞(|X|)
define uma imersa˜o isome´trica
i′ : Xˆ ↪→ `∞(|X|),
e a fo´rmula semelhante
X˜ 3 x j
′
7→ j′(x) = (dj(x) − dj(x0)) ◦ j ∈ `∞(|X|)
define uma imersa˜o isome´trica
j′ : X˜ ↪→ `∞(|X|).
Temos
i′ ◦ i = j′ ◦ j,
e por essa raza˜o as imagens de Xˆ para i′ e de X˜ para j′ sa˜o iguais (cada uma delas e´ o
fecho em `∞(|X|) do conjunto i′(i(X)) = j′(j(X))).
C.3. ESPAC¸OS COMPLETOS, COMPACTOS, E PRE´-COMPACTOS 273
As aplicac¸o˜es
i′ : Xˆ → i′(Xˆ) e j′ : X˜ → j′(X˜)
sa˜o isometrias sobre as suas imagens, logo possuem as aplicac¸o˜es recı´procas. Definamos
κ = (j′)−1 ◦ i′.
E´ uma isometria entre Xˆ e X˜ . Ale´m disso, temos
κ ◦ i = (j′)−1 ◦ i′ ◦ i
= (j′)−1 ◦ j′ ◦ j
= j.

C.3.6. Teorema de Weierstrass sobre a convergeˆncia uniforme.
DEFINIC¸A˜O C.3.22. Seja X um espac¸o me´trico qualquer. Denotemos CB(X) o con-
junto de todas as func¸o˜es reais limitados e contı´nuas sobreX , munido da distaˆncia induzida
de `∞(X).
TEOREMA C.3.23. Seja X um espac¸o me´trico qualquer. O espac¸o me´trico CB(X) e´
completo.
DEMONSTRAC¸A˜O. Mostremos que CB(X) e´ fechado em `∞(X), ou seja, que o
complemento de CB(X) em `∞(Γ) e´ aberto. Seja f ∈ CB(X)c = `∞(X) \ CB(X)
uma func¸a˜o qualquer. Como f e´ descontı´nua, existem x0 ∈ CB(X) e 0 > 0 tais que
∀δ > 0 ∃y ∈ K d(x0, y) < δ ∧ |f(x0)− f(y)| ≥ 0.
Mostremos que a bola aberta B0/3(g) na˜o encontra CB(X). Sejam g ∈ B0/3(x0) e
δ > 0 quaisquer. Escolhamos y ∈ K como acima. Agora estabelec¸amos a desigualdade
(C.4) |g(x0)− g(y)| ≥ 0
3
,
de onde a descontinuidade de g seguir.
Para obter uma contradic¸a˜o, suponhamos que (C.4) na˜o e´ verdadeiro. Temos
|g(x0)− g(y)| < 0
3
,
e, seguindo a desigualdade triangular,
|f(x0)− f(y)| = |f(x0)− g(x0) + g(x0)− g(y) + g(y)− f(y)|
≤ |f(x0)− g(x0)|+ |g(x0)− g(y)|+ |g(y)− f(y)|
<
0
3
+
0
3
+
0
3
= ,
uma contradic¸a˜o. 
DEFINIC¸A˜O C.3.24. Seja (fn) uma sequeˆncia das func¸o˜es de um conjunto X para R.
Diz-se que a sequeˆncia (fn) converge uniformemente para uma func¸a˜o f : X → R se
d∞(fn, f)→ o quando n→∞,
onde d∞ e´ a distaˆncia no espac¸o `∞(X). Notac¸a˜o:
fn ⇒ f.
Eis uma reformulac¸a˜o equivalente do teorema C.3.23.
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TEOREMA C.3.25 (Teorema de Weierstrass sobre a convergeˆncia uniforme). O limite
uniforme de uma sequeˆncia de func¸o˜es contı´nuas e´ contı´nua. 
C.3.7. Espac¸os compactos.
DEFINIC¸A˜O C.3.26. Um subconjunto K de um espac¸o me´trico X e´ dito compacto
se cada sequeˆncia dos pontos de K conte´m uma subsequeˆncia que converge e tem o seu
limite em K.
EXEMPLO C.3.27. R na˜o e´ compacto: a sequeˆncia
1, 2, 3, 4, . . . , n, . . .
na˜o conte´m nenhuma subsequeˆncia convergente.
EXEMPLO C.3.28. Cada espac¸o me´trico finito, X , e´ compacto.
EXERCI´CIO C.3.29. Mostre que o produto de uma famı´lia enumera´vel de espac¸os
me´tricos compactos, munido de uma me´trica que gera a topologia de produto, e´ compacto.
TEOREMA C.3.30. Seja K um subconjunto compacto de um espac¸o me´trico X qual-
quer. Enta˜o K e´ fechado em X .
DEMONSTRAC¸A˜O. Seja x ∈ X um ponto aderente a K. Existe uma sequeˆncia (xn)
dos elementos de K que converge para x:
xn → x.
Como K e´ compacto, a sequeˆncia (xn) tem uma subsequeˆncia convergente (xnk)
∞
k=1 cujo
limite e´ contido em K:
∃κ ∈ K xnk → κ quando k →∞.
Ao mesmo tempo, a subsequeˆncia certamente converge para x, todo como a sequeˆncia
original:
xnk → x quando k →∞.
Concluı´mos: x = κ ∈ K. 
TEOREMA C.3.31. Cada espac¸o me´trico compacto e´ completo.
DEMONSTRAC¸A˜O. Seja (xn) uma sequeˆncia de Cauchy no espac¸o me´trico compacto
K. Existem uma subsequeˆncia (xnk) convergente para um limite x ∈ K. Verifica-se
facilmente que com efeito
lim
n→∞xn = x.

TEOREMA C.3.32. Cada subconjunto fechado de um espac¸o me´trico compacto e´ com-
pacto.
DEMONSTRAC¸A˜O. Exercı´cio. 
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C.3.8. Teoremas de Weierstrass.
TEOREMA C.3.33. A imagem de um conjunto compacto por uma aplicac¸a˜o contı´nua
e´ compacta.
DEMONSTRAC¸A˜O. Sejam X e Y dois espac¸os me´tricos, K ⊆ X um subconjunto
compacto, e f : X → Y uma aplicac¸a˜o contı´nua. Seja (yn) uma sequeˆncia qualquer dos
pontos de f(K). Para cada n escolhamos xn ∈ K tal que f(xn) = yn. Como K e´
compacto, existe uma subsequeˆncia (xnk)
∞
k=1 convergente em K para um limite κ ∈ K.
Como a aplicac¸a˜o f e´ contı´nua, concluı´mos
yn = f(xn)→ f(κ) ∈ f(K) quando n→∞.

Eis um corola´rio importante que, pelas razo˜es histo´ricas, habitualmente e´ cortado em
duas partes de maneira um pouco grotesca.
TEOREMA C.3.34 (Primeiro teorema de Weierstrass). Cada func¸a˜o real contı´nua so-
bre um espac¸o me´trico compacto e´ limitada...
TEOREMA C.3.35 (Segundo teorema de Weierstrass). ...e atinge os seus limites.
DEMONSTRAC¸A˜O. Seja K um espac¸o me´trico compacto (em especial, na˜o vazio), e
seja f : K → R uma func¸a˜o contı´nua. A imagem f(K) e´ compacto grac¸a ao teorema
C.3.33, logo limitado em R (teorema de Heine-Borel C.3.51). Como f(K) na˜o e´ vazio, o
supremo b = sup f(K) existe e pertence a` R. Evidentemente, b e´ um ponto aderente de
f(K). Como f(K) e´ fechado em R, temos b ∈ f(K), de onde concluı´mos. 
C.3.9. Aplicac¸o˜es fechadas.
DEFINIC¸A˜O C.3.36. Uma aplicac¸a˜o contı´nua f : X → Y entre dois espac¸os me´tricos
quaisquer X e Y e´ dita fechada se para cada parte fechada G de X a sua imagem, f(G),
por f e´ fechada em Y .
EXEMPLO C.3.37. Sejam X = R2 munido da distaˆncia usual, Y = R, G ⊆ R2 o
gra´fico da func¸a˜o y = 1/x, ou seja,
G =
{(
x,
1
x
)
: x ∈ R \ {0}
}
,
e p : R2 → R a projec¸a˜o:
p(x, y) = x.
Verifica-se facilmente que a aplicac¸a˜o p e´ contı´nua e que o conjunto G e´ fechado em R2,
mas ao mesmo tempo a imagem na˜o e´:
p(G) = R \ {0}
PROPOSIC¸A˜O C.3.38. Cada aplicac¸a˜o contı´nua de um espac¸o me´trico compacto K
para um espac¸o me´trico Y qualquer e´ fechada.
DEMONSTRAC¸A˜O. Seja F ⊆ K uma parte fechada qualquer. Logo F e´ compacto,
e a sua imagem f(F ) pela aplicac¸a˜o contı´nua f e compacto em Y . Cada subconjunto
compacto de um espac¸o me´trico e´ fechado. 
COROLA´RIO C.3.39. Seja f : K → Y uma aplicac¸a˜o contı´nua e bijetiva entre dois
espac¸os me´tricos, onde K e´ compacto. Enta˜o a aplicac¸a˜o inversa f−1 e´ contı´nua. (Como
diz-se, f e´ um homeomorfismo.)
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DEMONSTRAC¸A˜O. A fim de mostrar que a aplicac¸a˜o g = f−1 : Y → K e´ contı´nua,
seja G ⊆ K uma parte fechada qualquer. Temos
g−1(G) = f(G),
e f(G) e´ fechado em Y porque a aplicac¸a˜o f e´ fechada segundo a proposic¸a˜o C.3.38.
Concluı´mos: a imagem inversa de cada parte fechada de K por g e´ fechada em Y , e
portanto g = f−1 e´ contı´nua. 
C.3.10. Espac¸os pre´-compactos.
DEFINIC¸A˜O C.3.40. Um subconjuntoA de um espac¸o me´tricoX e´ dito pre´-compacto,
ou totalmente limitado, se para cada valor r > 0 existe uma cobertura finita de A pelas
bolas abertas de raio r:
∃n, ∃x1, x2, . . . , xn ∈ X, tais que A ⊆ ∪ni=1Br(xi).
Em outras palavras, para cada r > 0 existe uma colec¸a˜o finita x1, x2, . . . , xn dos pontos
de X tal que cada a ∈ A e´ a distaˆncia < r de algum deles:
∀a ∈ A, ∃i = 1, 2, 3, . . . , n tal que d(a, xi) < r.
EXEMPLO C.3.41. Um subconjunto A de R e´ pre´-compacto se e somente se A e´
limitado (contido num intervalo finito).
DEFINIC¸A˜O C.3.42. Um espac¸o me´trico X e´ dito pre´-compacto se X e´ um subcon-
junto pre´-compacto de si mesmo.
Com efeito, a noc¸a˜o da pre´-compacidade de um subespac¸o me´trico A e´ “absoluta”, ou
seja, na˜o depende de um espac¸o ambiental, X .
PROPOSIC¸A˜O C.3.43. Seja A um subconjunto pre´-compacto na˜o vazio de um espac¸o
me´trico X , ou seja, para cada r > 0 existe uma cobertura finita de A pelas bolas abertas
de raio r centradas em X . Enta˜o, A e´ pre´-compacto em si mesmo, ou seja, para cada
r > 0 existe uma cobertura finita de A pelas bolas abertas de raio r centradas em A.
DEMONSTRAC¸A˜O. Seja r > 0. Podemos escolher uma colec¸a˜o finita dos pontos
x1, x2, . . . , xn ∈ X tal que para cada a ∈ A existe i com a propriedade
d(xi, a) < r/2.
Sem perda da generalidade, podemos supor que cada bola aberta Br/2(xi) encontra A.
Para cada i, escolhamos um ponto
ai ∈ Br/2(xi) ∩A.
Seja a ∈ A um ponto qualquer. Existe i tal que d(a, xi) < r/2. Temos finalmente, grac¸a a`
desigualdade triangular:
d(a, ai) ≤ d(a, xi) + d(xi, ai) < r
2
+
r
2
= r.
Portanto, A e´ contido na unia˜o das bolas abertas Br(ai), i = 1, 2, . . . , n, onde as bolas
podem ser consideradas em A em vez de em X . 
COROLA´RIO C.3.44. Um subespac¸o me´trico de um espac¸o me´trico pre´-compacto e´
pre´-compacto. 
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C.3.11. Compacidade e pre´-compacidade.
TEOREMA C.3.45. Cada conjunto compacto e´ pre´-compacto.
DEMONSTRAC¸A˜O. Vamos mostrar a contraposic¸a˜o: se X na˜o e´ pre´-compacto, enta˜o
X na˜o e´ compacto.
Suponhamos que X e´ um subconjunto na˜o pre´-compacto de um espac¸o me´trico. A
negac¸a˜o da pre´-compacidade significa que existe r > 0 com a propriedade que para cada
colec¸a˜o finita x1, x2, . . . , xn ∈ X , existe xn+1 ∈ X tal que
d(xi, xn+1) ≥ r, i = 1, 2, . . . , n.
Utilizando esta propriedade, escolhamos pela recorreˆncia uma sequeˆncia infinita dos pon-
tos de X ,
x1, x2, . . . , xn, . . . ,
de modo que
∀i, j, (i 6= j)⇒ d(xi, xj) ≥ r.
Evidentemente, cada subsequeˆncia de (xn) tem a mesma propriedade, logo na˜o e´ conver-
gente. Concluı´mos: o conjunto X na˜o e´ compacto. 
OBSERVAC¸A˜O C.3.46. Existem espac¸os pre´-compactos na˜o compactos, por exemplo,
o intervalo (0, 1).
TEOREMA C.3.47. Um espac¸o me´trico X e´ compacto se e somente se X e´ pre´-
compacto e´ completo.
DEMONSTRAC¸A˜O. A necessidade (⇒) foi mostrada nos teoremas C.3.45 e C.3.31.
A fim de verificar a suficieˆncia (⇐), seja X um espac¸o pre´-compacto e completo, e
seja (xn) uma sequeˆncia qualquer dos pontos de X . Cobremos X com uma famı´lia finita
das bolas abertas de raio um. Como esta colec¸a˜o e´ finita, existe pelo menos uma bola entre
elas, B1(a1), que conte´m uma infinidade dos membros da sequeˆncia (xn).
De acordo com o corola´rio C.3.44, a bola B1(a1) e´ pre´-compacta, logo ela pode
ser coberta por uma famı´lia finita das bolas abertas de raio 1/2 (formadas no subespac¸o
me´trico B1(a1)). Entre elas, pelo menos uma bola conte´m uma infinidade dos membros
da sequeˆncia (xn).
Continuando pela recorreˆncia, escolhamos uma sequeˆncia infinita das bolas abertas
B1(a1), B1/2(a2), . . ., B1/n(an), . . ., cada uma das quais conte´m uma infinidade dos
membros da sequeˆncia (xn).
Finalmente, escolhamos uma sequeˆncia dos nu´meros inteiros
n1 < n2 < . . . < nk < . . .
de tal modo que cada elemento xnk , k = 1, 2, 3, . . . pertence a` bola B1/k(ak). Esta sub-
sequeˆncia e´ uma sequeˆncia de Cauchy: cada vez que i, j > k, temos
d(xni , xnj ) < 2/k.
Como o espac¸o me´trico X e´ completo, a sequeˆncia extrata (xnk)
∞
k=1 converge em X .
Concluı´mos: X e´ compacto. 
OBSERVAC¸A˜O C.3.48. Com efeito, temos mostrado que seX e´ um espac¸o pre´-compacto,
enta˜o cada sequeˆncia (xn) dos pontos de X conte´m uma subsequeˆncia de Cauchy. Prova-
se facilmente que esta propriedade carateriza os espac¸os pre´-compactos (exercı´cio).
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OBSERVAC¸A˜O C.3.49. O crite´rio da compacidade acima (teorema C.3.47) e´ muito
conveniente porque, geralmente, e´ mais fa´cil de verificar a pre´-compacidade de um espac¸o
me´trico que a compacidade dele.
EXERCI´CIO C.3.50. Deduza o resultado cla´ssico seguinte.
TEOREMA C.3.51 (Teorema de Heine-Borel). Uma parte K de R e´ compacta se e
somente se K e´ fechada e limitada.
TEOREMA C.3.52. Seja X um subespac¸o denso de um espac¸o me´trico Y . Se X e´
pre´-compacto, enta˜o Y e´ pre´-compacto.
DEMONSTRAC¸A˜O. Seja r > 0 um nu´mero real qualquer. Escolhamos uma colec¸a˜o
finita x1, x2, . . . , xn ∈ X da tal maneira que
X ⊆ ∪ni=1Br/2(xi).
(Aquı´ Br/2(xi) pode denotar as bolas abertas seja em X , seja em Y , isso na˜o importe).
Vamos verificar agora que
Y ⊆ ∪ni=1Br(xi).
Seja y ∈ Y . Como X e´ denso em Y , existe x ∈ X ∩Br/2(y). O ponto x e´ contido na bola
Br/2(xi) por um i. Concluı´mos, utilizando a desigualdade de triaˆngulo:
d(y, xi) ≤ d(y, x) + d(x, xi) < r
2
+
r
2
= r.
(Aquı´ Br(xi) denota uma bola aberta em Y .) 
OBSERVAC¸A˜O C.3.53. Se X e´ denso em Y , a condic¸a˜o X ⊆ ∪ni=1Br(xi) na˜o im-
plica, em geral, que Y ⊆ ∪ni=1Br(xi). Queiram olhar o exemplo seguinte:Y = (0, 1),
X = (0, 1) \ {1/2}, x = 1/4, y = 3/4, r = 1/4. 
COROLA´RIO C.3.54. Um espac¸o me´trico X e´ pre´-compacto se e somente se o seu
completamento Xˆ e´ compacto. 
C.3.12. Aplicac¸o˜es uniformemente contı´nuas.
OBSERVAC¸A˜O C.3.55. Lembremos que a imagem de um espac¸o compacto por uma
func¸a˜o contı´nua e´ compacto. E´ falso para os espac¸os pre´-compactos.
Por exemplo, a func¸a˜o contı´nua(
−pi
2
,
pi
2
)
3 x 7→ tanx ∈ R
e´ sobrejetiva, o intervalo limitado e´ pre´-compacto, e a imagem na˜o e´ pre´-compacta.
DEFINIC¸A˜O C.3.56. Uma func¸a˜o f : X → Y entre dois espac¸os me´tricos e´ dita uni-
formemente contı´nua se
∀ > 0 ∃δ > 0 ∀x, y ∈ X (dX(x, y) < δ)⇒ (dY (f(x), f(y)) < ).
O valor de δ = δ() pode ser escolhido “uniformemente” em relac¸a˜o a x. Certamente,
cada func¸a˜o uniformemente contı´nua e´ contı´nua.
EXEMPLO C.3.57. A func¸a˜o
f(x) = x2
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de R para R e´ contı´nua mas na˜o uniformemente contı´nua, porque, dados  > 0 e x ∈ R, o
valor de δ > 0 correspondente e´ da ordem da grandeza
δ ∼ 
2|x| .
Por conseguinte, δ depende de x de maneira essencial.
TEOREMA C.3.58. Cada func¸a˜o contı´nua sobre um espac¸o me´trico compacto e´ uni-
formemente contı´nua.
DEMONSTRAC¸A˜O. Vamos mostrar a contraposic¸a˜o: seja f : X → Y uma func¸a˜o
contı´nua entre dois espac¸os me´tricos. Suponhamos que f na˜o e´ uniformemente contı´nua.
Existe 0 > 0 tal que para cada n = 1, 2, 3, . . . pode-se encontrar os pontos xn, yn ∈ X
que satisfazem
(C.5) dX(xn, yn) <
1
n
e
(C.6) dY (f(xn), f(yn)) ≥ 0.
A sequeˆncia (xn) conte´m uma subsequeˆncia convergente
xni → x quando i→∞.
Grac¸a a` hipo´tese (C.5),
dX(x, yni) ≤ dX(x, xni) + dX(xni , yni)→ 0 quando i→∞.
Por conseguinte,
yni → x.
Por causa de (C.6), na˜o temos
f(xni)→ f(x)← f(yni),
o que significa que f na˜o e´ contı´nua. 
EXERCI´CIO C.3.59. Mostre que a imagem de um espac¸o me´trico pre´-compacto para
uma aplicac¸a˜o uniformemente contı´nua e´ pre´-compacto.
C.4. Teorema da categoria de Baire
C.4.1. Conjuntos nunca densos. Eis uma forte negac¸a˜o da propriedade de um sub-
conjunto de ser denso num espac¸o me´trico.
DEFINIC¸A˜O C.4.1. Um subconjunto A de um espac¸o me´trico X e´ dito nunca denso1
se cada bola aberta, B(x), de X conta uma bola Bδ(y) disjunta de A:
∀x ∈ A, ∀ > 0 ∃y ∈ X, ∃δ > 0, tais que Bδ(y) ⊆ B(x) e Bδ(y) ∩A = ∅.
OBSERVAC¸A˜O C.4.2. Um subconjunto de um conjunto nunca denso e´ nunca denso.
OBSERVAC¸A˜O C.4.3. A e´ nunca denso se e somente se A¯ e´ nunca denso.
A implicac¸a˜o⇐ segue-se da observac¸a˜o C.4.2. A fim de mostrar a implicac¸a˜o⇒, supo-
nhamos que A e´ um subconjunto nunca denso de X . Sejam x ∈ X e  > 0 quaisquer.
Como A e´ nunca denso, existem y ∈ X e δ > 0 tais que Bδ(y) ⊆ B(x) e Bδ(y)∩A = ∅.
Mas toda bola aberta disjunta de um conjunto, A, e´ disjunta da adereˆncia A¯.
1Nowhere dense (ingleˆs), rare (franceˆs).
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OBSERVAC¸A˜O C.4.4. Um conjunto fechado, F , e´ nunca denso se e somente se IntF =
∅.
A implicac¸a˜o “somente se” (⇒) e´ evidentemente verdadeira para todos subconjuntos, fe-
chados ou na˜o. A fim de verificar a implicac¸a˜o “se” (⇐), seja F um conjunto fechado de
interior vazio, e sejam x ∈ X e  > 0 quaisquer. A bola B(x) na˜o e´ contida em F de
acordo com a hipo´tese, por que IntF = ∅. Logo a diferenc¸a B(x) \ F e´ na˜o vazia. De
outro lado, esta diferenc¸a e´ aberta como a intersec¸a˜o de dois abertos:
B(x) \ F = B(x) ∩ F c.
Como todo aberto na˜o vazio, B(x) \ F conte´m uma bola aberta, Bδ(y). Ela e´ contida na
bola original, B(x), e disjunta de F .
As observac¸o˜es C.4.3 e C.4.4 implicam imediatamente:
PROPOSIC¸A˜O C.4.5. Um subconjunto A de um espac¸o me´trico X e´ nunca denso em
X se e somente se a adereˆncia de A possui o interior vazio. 
EXEMPLO C.4.6. Cada conjunto unita´rio {x}, onde x na˜o e´ isolado, e´ nunca denso.
EXEMPLO C.4.7. A reta y = 0 (o eixo coordenado Ox) e´ nunca denso no plano
euclideano R2.
EXEMPLO C.4.8. O conjunto Q na˜o e´ nunca denso em R, porque Q e´ denso.
EXEMPLO C.4.9. Z e´ nunca denso em R mas na˜o e´ nunca denso em si mesmo.
LEMA C.4.10. A unia˜o de uma famı´lia finita dos conjuntos nunca densos e´ nunca
densa.
DEMONSTRAC¸A˜O. Basta mostrar o resultado para dois conjuntos nunca densos, A e
B. Seja B(x) uma bola aberta qualquer. Ela conte´m uma bola aberta Bδ(y) desjunta de
A, e por sua vez, a bola Bδ(y) conte´m uma bola aberta ainda menor, Bγ(z), desjunta de
B. Evidentemente, a bola Bγ(z) e´ desjunta de A ∪B. 
C.4.2. Conjuntos magros.
DEFINIC¸A˜O C.4.11. Uma parteA de um espac¸o me´tricoX e´ dita um conjunto magro,2
ou um conjunto da primeira categoria3 se ela e´ igual a` unia˜o de uma famı´lia enumera´vel
de subconjuntos nunca densos:
A = ∪∞i=1Ai,
onde Ai sa˜o nunca densos em X .
OBSERVAC¸A˜O C.4.12. Evidentemente, cada subconjunto de um conjunto magro e´
magro. Por conseguinte, um subconjunto magro pode ser definido como um conjunto
contido na unia˜o de uma famı´lia enumera´vel de subconjuntos nunca densos (ou: nunca
densos e fechados).
EXEMPLO C.4.13. Cada conjunto nunca denso e´ magro.
EXEMPLO C.4.14. Q e´ magro em R, assim como em si mesmo.
EXEMPLO C.4.15. Z e´ magro em R, mas na˜o e´ magro em si mesmo: todos os con-
juntos unita´rios sa˜o abertos em Z, logo na˜o nunca densos.
2Como em franceˆs, maigre.
3Set of first category (ingleˆs).
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C.4.3. Teorema da categoria de Baire. O teorema a seguir encontra-se entre as fer-
ramentas mais u´teis.
TEOREMA C.4.16 (Teorema da categoria de Baire). Cada subconjunto magro de um
espac¸o me´trico completo tem o interior vazio.
DEMONSTRAC¸A˜O. Basta mostrar que a unia˜o de uma sequeˆncia de subconjuntos fe-
chados e nunca densos, (Fn), tem o interior vazio. Seja B(x) uma bola aberta qualquer
em X . Vamos provar que
B(x) 6⊆ ∪∞n=1Fn.
Definamos x1 = x, 1 = . Escolhamos uma bola fechada contida em B(x), por exemplo
B¯/2(x). Como F1 e´ nunca denso, existem x2 ∈ X e 2 > 0 tais que
B2(x2) ⊆ B/2(x) e B2(x2) ∩ F1 = ∅.
Reduzamos o raio a fim de obter uma bola fechada contida em B2(x2):
B¯2/2(x2) ⊆ B2(x2).
Escolhamos x3 e 3 > 0 de tal modo que
B3 ⊆ B¯2/2(x2) e B3 ∩ F3 = ∅.
Continuemos da maneira recorrente a fim de obter uma sequeˆncia das bolas fechadas en-
caixadas, B1, B2, . . ., cujas raios aproximam-se de zero e que possuem a propriedade se-
guinte: cada bola Bn e´ desjunta dos conjuntos nunca densos F1, F2, . . . , Fn.
De acordo com lema C.3.7, a intersec¸a˜o ∩Bn e´ na˜o vazia. E´ o´bvio que o ponto comum
de todas as bolas pertence a` bola original, e ao mesmo tempo pertence ao nenhum conjunto
Fn, n = 1, 2, 3, . . .. 
EXEMPLO C.4.17. A conclusa˜o do teorema e´ falsa sem a hipo´tese que X seja com-
pleto. Consideremos o espac¸o Q munido da distaˆncia usual. Os conjuntos unita´rios {q},
q ∈ Q sa˜o fechados, e o interior deles e´ vazio. Apesar disso,
Q = ∪q∈Q{q}
e´ a unia˜o de uma famı´lia enumera´vel dos subconjuntos nunca densos.
DEFINIC¸A˜O C.4.18. Um subconjunto de um espac¸o me´tricoX e´ dito um subconjunto
do tipo Gδ (ou simplesmente um Gδ), se G e´ igual a` intersec¸a˜o de uma famı´lia enumera´vel
de abertos de X:
G = ∩∞i=1Ui, onde Ui sa˜o abertos.
EXEMPLO C.4.19. Cada aberto, U , em um espac¸o me´trico qualquer e´ um Gδ:
U = ∩{U},
ou, se na˜o convencer ainda,
U = ∩∞i=1Un, ou Un = U para todos n.
EXEMPLO C.4.20. O conjunto dos nu´meros irracionais e´ um Gδ na reta R:
R \Q = ∩q∈Q(R \ {q}).
EXEMPLO C.4.21. Cada conjunto unita´rio {x} em um espac¸o me´trico qualquer X e´
um Gδ: verifica-se simplesmente que
{x} = ∩∞n=1B1/n(x).
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EXERCI´CIO C.4.22. Mais geralmente, cada subconjunto fechado de um espac¸o me´trico
e´ um Gδ .
Existem nu´merosos corola´rios e formas equivalentes do teorema de Baire.
LEMA C.4.23. Se U e´ uma parte aberta densa num espac¸o me´trico X , enta˜o o com-
plemento U c e´ nunca denso em X .
DEMONSTRAC¸A˜O. Como o complemento U c e´ fechado, basta mostrar que o seu inte-
rior e´ vazio. Se na˜o, enta˜o existem x ∈ X e  > 0 tais que B(x) ⊆ IntU c. Em particular,
B(x) e´ desjunta de U , uma contradic¸a˜o por que U e´ denso em X . 
Deduz-se imediatamente:
TEOREMA C.4.24 (Forma equivalente do teorema de Baire). Sejam X um espac¸o
me´trico completo e (Un) uma famı´lia enumera´vel de partes abertas de X que sa˜o densas
em X . Enta˜o a intersec¸a˜o
∩∞n=1Un
e´ densa em X .
DEMONSTRAC¸A˜O. O complemento
(∩∞n=1Un)c = ∪∞n=1U cn
e´ a unia˜o de uma famı´lia enumera´vel dos conjuntos nunca densos, de acordo com o lema
C.4.23. Logo, o complemento acima e´ magro emX , e pelo teorema de Baire, o seu interior
e´ vazio. Em outras palavras, esta unia˜o na˜o conte´m nenhuma bola aberta. Portanto, o seu
complemento, ∩∞n=1Un, encontro cada bola aberta. 
C.4.4. Genericidade.
DEFINIC¸A˜O C.4.25. Um subconjunto G de um espac¸o me´trico X e´ dito comagro, ou
gene´rico, se A conte´m um subconjunto B do tipo Gδ que e´ denso em X .
Eis uma justificac¸a˜o do nome “comagro”.
LEMA C.4.26. Uma parte A de um espac¸o me´trico X e´ comagro se e somente se o
complemento Ac e´ magro.
DEMONSTRAC¸A˜O. ⇒: Seja A uma parte comagra. Escolhamos um Gδ denso, G,
contido em A. Enta˜o
G = ∩∞n=1Un,
onde todos os Un sa˜o abertos e evidentemente densos em X (por que G ⊆ Un e ja´ G e´
denso). Temos
Ac ⊆ Gc = ∪∞n=1U cn,
e de acordo com o lema C.4.23, os subconjuntos U cn sa˜o nunca densos. Concluı´mos: A
c e´
magro.
⇐: a prova e´ semelhante. 
EXEMPLO C.4.27. O conjunto dos nu´meros racionais na˜o e´ um Gδ em R. Suponha-
mos o contrario: que Q e´ um Gδ . Enta˜o Q e´ comagro e o seu complemento, o conjunto
R \ Q dos nu´meros irracionais, e´ magro. Como Q e´ si mesmo magro em R, a unia˜o
R = Q ∪ (R \Q) e´ magro assim, logo o interior em R e´ vazio, que e´ absurdo.
Eis uma outra reformulac¸a˜o do teorema de Baire.
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TEOREMA C.4.28 (Mais uma forma equivalente do teorema de Baire). A intersec¸a˜o
de uma famı´lia enumera´vel de partes gene´ricas de um espac¸o me´trico completo e´ uma
parte gene´rica.
DEMONSTRAC¸A˜O. Seja An, n = 1, 2, . . . uma famı´lia enumera´vel de subconjuntos
gene´ricos de X . Os complementos deles, Ac1, A
c
2, . . ., A
c
n, . . . sa˜o magros, de acordo com
o lema C.4.26. Evidentemente, a unia˜o de uma famı´lia enumera´vel das partes magros,
∪∞n=1Acn,
e´ magra. Logo, o complemento desta unia˜o,
(∪∞n=1Acn)c = ∩∞n=1An,
e´ comagro (= gene´rico). 
OBSERVAC¸A˜O C.4.29. Na matema´tica, uma propriedade dos elementos de um con-
junto X e´ mais ou menos sinoˆnimo com uma parte de X , mesmo se habitualmente uma
“propriedade” significa uma parte que pode ser definida por uma formula lo´gica.
COROLA´RIO C.4.30. Seja
P1,P2, . . . ,Pn, . . .
uma sequeˆncia de propriedades de elementos de um espac¸o me´trico completo, X . Supo-
nhamos que todas as propriedadesPn sa˜o gene´ricas. Enta˜o, a conjunc¸a˜o infinita delas,
P1 ∧P2 ∧ . . . ∧Pn ∧ . . .
e´ uma propriedade gene´rica. Em particular, existe pelo menos um elemento x ∈ X que
verifica todas as propriedadesPn.
Este resultante potente se aplica frequentemente a`s propriedades diversas de func¸o˜es,
por example umas func¸o˜es contı´nuas, diferencia´veis, e cetera. Neste caso, o espac¸o me´trico
em questa˜o consiste de func¸o˜es.
EXEMPLO C.4.31. A famı´lia das todas as func¸o˜es contı´nuas f : [0, 1] → R que sa˜s
na˜o diferencia´veis em todos os pontos t ∈ [0, 1] do intervalo e´ comagro no espac¸o me´trico
C[0, 1] das todas as func¸o˜es contı´nuas reais sobre o intervalo, munido da distaˆncia uni-
forme:
d(f, g) = sup
t∈[0,1]
|f(t)− g(t)|.
Em outras palavras, uma func¸a˜o contı´nua gene´rica sobre o intervalo fechado e´ na˜o dife-
rencia´vel em todos os pontos do intervalo. A demonstrac¸a˜o e´ na˜o completamente o´bvia,
mas eu acho que ela pode ser reconstruı´da direitamente, sem utilizar os livros.

APEˆNDICE D
Espac¸os borelianos padra˜o. Teorema de isomorfismo
Recordemos a definic¸a˜o seguinte da subsec¸a˜o A.0.5.
DEFINITION D.0.1. Um espac¸o boreliano padra˜o e´ um par (Ω,B) que consiste de
um conjunto Ω e uma sigma-a´lgebra B, que e´ uma estrutura boreliana gerada por uma
me´trica completa e separa´vel sobre Ω.
Neste apeˆndice, vamos mostrar o teorema seguinte (teorema A.0.25 do Apeˆndice A).
TEOREMA D.0.2. Dois espac¸os borelianos padra˜o sa˜o isomorfos se e somente se eles
tem a mesma cardinalidade.
Necessidade e´ trivial. Para mostrar a suficieˆncia, notemos que se Ω e´ enumera´vel,
enta˜o a estrutura boreliana correspondente consiste de todos os subconjuntos de Ω:
B = 2Ω.
De fato, todo conjunto unita´rio de um espac¸o me´trico e´ fechado, logo boreliano, e num
espac¸o enumera´vel cada subconjunto e´ a unia˜o de uma famı´lia enumera´vel de conjuntos
unita´rios. Por isso, Ω e´ Borel isomorfo ao (u´nico) espac¸o me´trico da mesma cardinalidade
munido da distaˆncia zero-um.
Eis um exercı´cio para ilustrar a noc¸a˜o de um isomorfismo boreliano (definic¸a˜o A.0.24).
EXERCI´CIO D.0.3. Seja Ω um espac¸o boreliano na˜o enumera´vel, e seja A ⊆ Ω um
subconjunto enumera´vel. Mostrar que os espac¸os borelianos Ω e Ω \ A sa˜o isomorfos
(compare o exercı´cio A.0.12).
[ Sugesta˜o: escolha um subconjunto enumera´vel infinito qualquer Z ⊆ Ω \ A, assim
que uma bijec¸a˜o qualquer φ : A ∪ Z → Z. Agora verifica que a bijec¸a˜o entre Ω e Ω \ A,
dada por
Ω 3 x 7→
{
x, se x ∈ Ω \ (A ∪ Z),
φ(x), se x ∈ A ∪ Z,
e´ um isomorfismo boreliano. ]
Relembremos que o espac¸o de Baire (exemplo C.2.16) e´ o conjunto NN de todas as
sequeˆncias de nu´meros naturais, munido da me´trica
d(x, y) =
{
0, se x = y,
2−min{i : xi 6=yi}, caso contra´rio.
(Assim, a topologia do espac¸o de Baire e´ a topologia produto, no sentido da subsec¸a˜o
C.2.14, sobre a poteˆncia infinita enumera´vel de Z munido da topologia discreta.)
EXERCI´CIO D.0.4. Mostrar que o espac¸o de Baire e´ completo e separa´vel.
EXERCI´CIO D.0.5. (∗) Mostrar que, como espac¸o topolo´gico, o espac¸o de Baire e´
homeomorfo ao espac¸o R \Q de nu´meros irracionais.
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Agora basta mostrar o resultado seguinte.
TEOREMA D.0.6. Cada espac¸o boreliano padra˜o na˜o enumera´vel e´ isomorfo ao
espac¸o de Baire NN com a sua estrutura boreliana canoˆnica.
Segue-se que, como espac¸os borelianos, R, Rd, `2, o espac¸o de Cantor C, todos os
espac¸os de Banach separa´veis na˜o triviais, etc., sa˜o dois a dois isomorfos. A prova do
teorema D.0.6 ocupa o resto do apeˆndice.
DEFINIC¸A˜O D.0.7. Um subconjunto G de um espac¸o me´trico (X, d) e´ dito um sub-
conjunto Gδ se existe uma famı´lia enumera´vel de conjuntos abertos Un, n ∈ N, tal que
G = ∩i∈NUn.
Por exemplo, todo subconjunto aberto e´ Gδ .
EXERCI´CIO D.0.8. Mostrar que todo subconjunto fechado de um espac¸o me´trico e´
um conjunto Gδ .
TEOREMA D.0.9. Seja (X, d) um espac¸o me´trico, e seja Y um subespac¸o que admite
uma me´trica ρ completa e equivalente a d|Y (isto e´, ρ e d induzem a mesma topologia
sobre Y ). Enta˜o Y e´ um subconjunto Gδ em X .
EXERCI´CIO D.0.10. Mostre que um subconjunto Y de um espac¸o me´trico X e´ um
Gδ em X se e somente se Y e´ um Gδ na sua adereˆncia Y¯ X .
Portanto, na prova do teorema D.0.9 suponhamos sem perda de generalidade que Y e´
denso em X . Seja x ∈ X \ Y qualquer. Para cada ε > 0, a bola aberta Bε(x) encontra
Y , enta˜o o conjunto B¯ε(x) ∩ Y e´ fechado e´ na˜o vazio. Se εn ↓ 0, a sequeˆncia de fechados
B¯εn(x) ∩ Y em Y e´ encaixada e tem a intersec¸a˜o vazia. Exercı´cio C.3.13 implica que os
diaˆmetros destes conjuntos em relac¸a˜o a` me´trica ρ na˜o convergem para zero. Denotemos
D(x) = inf
ε>0
diamρB¯εn(x) ∩ Y
= lim
ε↓0
diamρB¯εn(x) ∩ Y,
onde os diaˆmetros sa˜o calculados em (Y, ρ). Para cada δ > 0, denotemos
Aδ = {x ∈ X : D(x) ≥ δ}.
EXERCI´CIO D.0.11. Mostre que
X \ Y =
⋃
δ>0
Aδ.
EXERCI´CIO D.0.12. Mostre que Aδ e´ fechado em X .
Para estabelecer o teorema D.0.9, e´ bastante observar que se δ ≤ δ′, enta˜o Aδ ⊇ Aδ′ ,
e combinar os exercı´cios acima. 
TEOREMA D.0.13. Seja (X, d) um espac¸o me´trico completo, e seja Y um subconjunto
Gδ de X . Enta˜o Y admite uma me´trica equivalente completa, ρ. Ale´m disso, ρ pode ser
escolhida da maneira que ρ ≥ d|Y , ou seja, quais quer sejam x, y ∈ Y ,
d(x, y) ≤ ρ(x, y).
Comec¸amos com um passo intermedia´rio, o caso onde Y e´ aberto em X .
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EXERCI´CIO D.0.14. Seja f uma func¸a˜o real sobre um conjunto X . Mostre que a
fo´rmula
d(x, y) = |f(x)− f(y)|
defina uma pseudome´trica sobre X (ou seja, uma func¸a˜o real de dois argumentos que
satisfaz os axiomas 2 e 3 de uma me´trica).
EXERCI´CIO D.0.15. Seja U um subconjunto aberto de um espac¸o me´trico completo
X = (X, d). Mostre que a me´trica ρU sobre U , definida pela fo´rmula
ρU (x, y) = d(x, y) + min
{
1,
∣∣∣∣ 1d(x,X \ U) − 1d(y,X \ U)
∣∣∣∣} ,
e´ equivalente a d e completa.
Agora escolhamos uma sequeˆncia de abertos (Un) tal que ∩nUn = Y . Para cada n
escolhemos uma me´trica equivalente e completa sobre Un, limitada por 1.
EXERCI´CIO D.0.16. Mostre que espac¸o me´trico
∏∞
n=1 Un, munido da me´trica
d(x, y) =
∞∑
n=1
2−ndn(xn, yn),
e´ completo.
EXERCI´CIO D.0.17. Mostre que a aplicac¸a˜o diagonal
Y 3 y 7→ ∆(y) = (y, y, y, . . . , y, . . .) ∈
∏
n
Un,
e´ um homeomorfismo de Y com um subespac¸o do produto.
EXERCI´CIO D.0.18. Mostre que a imagem de Y e´ fechado dentro de produto.
[ Sugesta˜o: se x = (xn) na˜o pertence a` imagem, enta˜o a sequeˆncia (xn) na˜o e´ cons-
tante.... ]
EXERCI´CIO D.0.19. Deduza o teorema D.0.13.
EXERCI´CIO D.0.20. Seja Ω um espac¸o me´trico separa´vel. Denotemos por A o con-
junto de x ∈ Ω com a propriedade que existe r > 0 tal que a bola Br(x) e´ enumera´vel.
Mostrar que A e´ enumera´vel.
LEMA D.0.21. Seja X um espac¸o me´trico separa´vel e completo e na˜o enumera´vel.
Enta˜o, dado  > 0, existe um subconjunto enumera´vel A ⊆ X e uma partic¸a˜o enumera´vel
infinita de X \A,
X \A =
⋃
i∈N
Gi, Gi ∩Gj = ∅ quando i 6= j,
onde para todo i, Gi e´ um conjunto Gδ na˜o enumera´vel de diaˆmetro < .
DEMONSTRAC¸A˜O. Formemos o conjunto enumera´vel A1 como no exercı´cio D.0.20,
e definamos X ′ = X \ A1. Seja 0 < γ < /2. Escolha uma sequeˆncia densa em X ′,
(xn). Temos ∪∞i=1Bγ(xn) = X . Escolha recursivamente uma subsequeˆncia, eliminando
um ponto xn se e somente se xn ∈ ∪n−1i=1 B¯γ(xi), onde as bolas sa˜o formadas em X ′. Para
todo n, defina Xn = B¯γ(xn) \ ∪ni=1B¯γ(xi). Pode ocorrer que esta famı´lia seja infinita ou
finita, mas ela consiste de conjuntos de diaˆmetro ≤ 2γ < , que cobrem X ′.
Agora dividimos X1 = B¯γ(x1), em “ane´is”, a saber: existe uma sequeˆncia infinita
γm ↓ 0, γ1 = γ, tal que todo conjunto Ym = B¯γm(x1) \ B¯γm+1(x1) na˜o e´ enumera´vel.
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Denotemos por Gn, n ∈ N a famı´lia infinita que consiste de todos os conjuntos Ym,
m = 1, 2, . . ., e Xn, n = 2, 3, . . .. Para cada um deles, o conjunto An ⊆ G′n de pontos
x ∈ G′n que admitem uma bola Br(x) ∩ G′n enumera´vel e´ enumera´vel. Denotaremos
A2 = ∪n∈NAn, A = A1 ∪ A2, e Gn = G′n \ A. Se alguns conjuntos Gn foram vazios,
enlevemos-os. Os restantes, junto com A, satisfazem as concluso˜es do lema. 
Vamos terminar a prova do teorema D.0.6.
Denotemos por N<ω o conjunto de todos as sequeˆncias finitas dos nu´meros naturais.
Recursivamente no comprimento k = `(n¯) de uma sequeˆncia n¯ ∈ N<ω definamos para
todo n¯ um subconjunto Gn¯ ⊆ Ω, uma me´trica ρn¯ sobre Gn¯, e um conjunto enumera´vel
An¯ ⊆ Ω tais que:
• G∅ = Ω, ρ∅ = d,
• Gn¯ e´ um conjunto Gδ em Ω,
• Gn¯ na˜o e´ enumera´vel,
• se o comprimento de n¯ e´ igual a k, enta˜o para todo m ∈ N, diamρn¯(Gn¯m) <
1/k,
• para todo n¯ ∈ N<ω , os conjuntos da forma Gn¯m, onde m ∈ N, formam uma
partic¸a˜o de Gn¯ \An¯,
• a me´trica ρn¯ sobre Gn¯ e´ completa (e automaticamente separa´vel),
• se n¯ ∈ N<ω e m ∈ N, enta˜o ρn¯m ≥ ρn¯|Gn¯m .
Denotemos A = ∪An¯. Dado um elemento qualquer do espac¸o de Baire,
x = (n1, n2, . . .) ∈ NN,
a sequeˆncia encaixada de conjuntos G(n1,n2,...,nk) ⊆ Ω, k = 1, 2, . . ., que correspondem
aos prefixes de x, tem a propriedade diamd(G(n1,n2,...,nk))→ 0. Segue-se que a sequeˆncia
de fechos destes conjuntos tem um e apenas um ponto em comum, que denotemos por
f(x) (exercı´cio C.3.13). Deste modo, a func¸a˜o f : NN → Ω e´ bem definida. De fato,
f(x) ∈ Ω \A: se k¯ e´ um prefixo de x qualquer, enta˜o os diaˆmetros de Gn¯ convergem para
zero relativo a me´trica completa ρk¯. Por isso, f(x) ∈ Gk¯. Segue-se que f(x) /∈ A.
A func¸a˜o f e´ sobrejetora: se y ∈ Ω \ A, enta˜o para cada k existe a u´nica sequeˆncia
finita (n1, . . . , nk) ∈ N<ω , tal que y ∈ G(n1,...,nk), e ale´m disso, se k < `, enta˜o a
sequeˆncia do comprimento ` comec¸a com os elementos n1, . . . , nk. Deste modo, obtemos
uma sequeˆncia infinita n1, n2, . . . , nk, . . . , n`, . . ., cuja imagem por f e´ igual a y.
A func¸a˜o f e´ injetora: se dois elementos, x e y, de NN sa˜o diferentes, existe k tal que
os k-prefixos de sequeˆncias, n¯ e m¯, na˜o sa˜o iguais. Enta˜o, f(x) e f(y) pertencem aos dois
espac¸os me´tricos completos disjuntos, (Gn¯, ρn¯) e (Gm¯, ρm¯). Grac¸as a`s propriedades das
me´tricas escolhidas, concluı´mos que f(x) ∈ Gn¯ e f(y) ∈ Gm¯, logo f(x) 6= f(y).
A func¸a˜o f e´ boreliana. Isso e´ uma consequeˆncia imediata dos resultados seguintes.
EXERCI´CIO D.0.22. Sejam (Ωi,Bi), i = 1, 2, dois espac¸os borelianos, e f : Ω1 →
Ω2 uma func¸a˜o. Suponha que B2 seja gerada pela famı´lia D de subconjuntos de Ω2, ou
seja,B2 e´ a menor sigma-a´lgebra que contem a famı´lia D. Suponha que para todo D ∈ D
o conjunto f−1(D) e´ boreliano. Enta˜o f e´ uma func¸a˜o boreliana.
EXERCI´CIO D.0.23. Mostrar que cada bola aberta de Ω e´ a unia˜o de uma (necessari-
amente enumera´vel) famı´lia de conjuntos da forma Gn¯, n¯ ∈ N<ω . Deduzir que a famı´lia
de tais conjuntos gera a estrutura boreliana de Ω.
Como f−1(Gn¯) e´ o conjunto aberto de todas sequeˆncias que tem o prefixo n¯, segue-se
que f e´ boreliana.
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Finalmente, f−1 e´ boreliana, usando o mesmo resultado e a observac¸a˜o que a imagem
por f de conjunto aberto de todas as sequeˆncias que tem o prefixo n¯ do comprimento k (ou
seja, uma bola aberta de raio 2−k+1) e´ igual ao conjunto Gn¯ \A.
Temos um isomorfismo boreliano f : NN → Ω \A, onde A e´ enumera´vel. O exercı´cio
D.0.3 diz que Ω \A e´ isomorfo a Ω, o que termina a demonstrac¸a˜o. 
O livro [Kechris, 1995] e´ uma refereˆncia padra˜o da teoria de conjuntos descritiva.

APEˆNDICE E
Medidas de probabilidade. Teorema de Carathe´odory
Neste Apeˆndice vamos desenvolver alguns ferramentas te´cnicas necessa´rias para mos-
trar a existeˆncia de medidas na˜o-atoˆmicas (difusas) e algumas de suas propriedades, assim
como definir o produto de uma famı´lia de medidas, uma noc¸a˜o indispensa´vel para estudar
a independeˆncia de varia´veis aleato´rias.
E.1. Teorema de extensa˜o de medida
Relembramos a definic¸a˜o seguinte.
DEFINIC¸A˜O E.1.1. Seja Ω um conjunto na˜o vazio. Uma sigma-a´lgebra de subconjun-
tos de Ω e´ uma famı´lia de subconjuntos de Ω,
F ⊆ 2Ω,
tal que
(1) Ω ∈ F ,
(2) se A ∈ F , enta˜o Ac ∈ F (onde Ac = Ω \A).
(3) se A1, · · · , An, · · · ∈ F sa˜o elementos de F , enta˜o ∪∞i=1Ai ∈ F .
OBSERVAC¸A˜O E.1.2. Segue-se que uma sigma-a´lgebra contem as intersec¸o˜es enu-
mera´veis de seus membros tambe´m, assim como o conjunto vazio.
Todavia, vamos comec¸ar com uma noc¸a˜o auxiliar de um campo de conjuntos. Os
campos sa˜o mais fa´cil a manipular do que as sigma-a´lgebras.
DEFINIC¸A˜O E.1.3. Seja Ω um conjunto. Um campo (field) de subconjuntos de Ω e´
uma famı´lia de subconjuntos de Ω,
F0 ⊆ 2Ω,
tal que
(1) Ω ∈ F0,
(2) se A ∈ F0, enta˜o Ac ∈ F0,
(3) se n ∈ N e A1, · · · , An ∈ F0 sa˜o dois a dois disjuntos, enta˜o ∪ni=1Ai ∈ F0.
EXEMPLO E.1.4. A famı´lia F0 de todos os subconjuntos A do intervalo semiaberto
(0, 1] que podem ser representados como unio˜es finitas de intervalos semiabertos,
A = (a1, b1] ∪ (a2, b2] ∪ · · · ∪ (ak, bk], k ∈ N,
forma um campo.
DEFINIC¸A˜O E.1.5. Un subconjunto A de {0, 1}N chama-se um conjunto cilı´ndrico se
ele e´ definido pelo um conjunto finito de coordenadas, I . Precisamente, existe um conjunto
finito I ⊂ N e um conjunto B ⊆ {0, 1}I tais que
(E.1) A = pi−1I (B).
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Aqui,
piI : {0, 1}N → {0, 1}I
e´ a projec¸a˜o usual, definida por
{0, 1}N 3 ω 7→ [I 3 i 7→ piI(ω)i := ωi ∈ {0, 1}] ∈ {0, 1}I .
EXEMPLO E.1.6. O conjunto
A = {ω ∈ {0, 1}N | ω1 = 0}
e´ cilı´ndrico. Neste caso, podemos tomar I = {1} e
B = {0} ⊆ {0, 1} = {0, 1}I .
EXERCI´CIO E.1.7. A famı´lia de todos os conjuntos cilı´ndricos de {0, 1}N e´ um corpo
de conjuntos.
DEFINIC¸A˜O E.1.8. Seja F0 um corpo de subconjuntos de um conjunto Ω. Digamos
que a func¸a˜o
µ : F0 → R+
e´ uma medida de probabilidade sobre o corpo F0 se ela satisfaz as condic¸o˜es seguintes.
(1) µ(Ω) = 1,
(2) se A1, · · · , An, · · · ∈ F0 sa˜o elementos de F0 dois a dois disjuntos, tais que sua
unia˜o ∪∞i=1Ai pertence a F0, enta˜o µ (∪∞i=1Ai) =
∑∞
i=1 µ(Ai).
Tais medidas sa˜o fa´ceis a construir a` ma˜o.
EXEMPLO E.1.9. Sobre o corpo F0 de subconjuntos de (0, 1] do exemplo E.1.4, defi-
namos a medida de probabilidade P por
µ(A) = µ ((a1, b1] ∪ (a2, b2] ∪ · · · ∪ (ak, bk])
:= l(a1, b1] + l(a2, b2] + · · ·+ l(ak, bk]
=
k∑
i=1
(bi − ai),
onde os subintervalos (ai, bi] sa˜o dois a dois disjuntos. Todo elemento de F0 pode ser
representado desta maneira (exercı´cio).
EXERCI´CIO E.1.10. Verificar que a definic¸a˜o da medida no exemplo E.1.9 e´ consis-
tente, ou seja, independente da representac¸a˜o de um conjuntoA como acima, e que trata-se
de uma medida de probabilidade no sentido da definic¸a˜o E.1.8.
EXEMPLO E.1.11. Dado um conjunto cilı´ndrico A (definic¸a˜o E.1.3), definamos a sua
medida por
µ(A) =
](B)
2|I|
,
onde A e´ representado como em Eq. (E.1).
Em outras palavras, µ(A) e´ igual a` medida de contagem normalizada do conjunto B
no cubo de Hamming {0, 1}I .
Precisamos verificar que a definic¸a˜o na˜o depende da escolha de um conjunto de ı´ndices
I e um subconjunto B ⊆ {0, 1}I . Com esta finalidade, notemos que entre todos os I que
permitem uma representac¸a˜o de A como em Eq. (E.1), enta˜o existe o menor conjunto de
ı´ndices, I0. O resto e´ mais ou menos evidente. (Exercı´cio).
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E´ menos o´bvio que a medida µ e´ sigma-aditiva. Precisamos demostrar que, cada vez
que um conjunto cilı´ndricoA for representado como a unia˜o de uma sequeˆncia de cilindros
disjuntos, A1, A2, · · · , An, · · · , temos necessariamente
µ(A) =
∑
i
µ(Ai).
Se a sequeˆncia terminar, isso e´ fa´cil: neste caso basta mostrar a igualdade para i = 2. Se-
jam A1, A2 dois conjuntos cilı´ndricos disjuntos, suportados sobre os conjuntos de ı´ndices
I1 e I2 respectivamente. Neste caso, o conjunto A1 ∪ A2 e´ um cilindro suportado pelo
conjunto de ı´ndices I = I1 ∪ I2. De fato, temos conjuntos B1, B2 ⊆ {0, 1}I tais que
A1 = pi
−1
I (A1), A2 = pi
−1
I (A2),
e por conseguinte A1 ∪A2 = pi−1I (B1 ∪B2). Agora temos
µ(A1 ∪A2) = ](B1 ∪B2)
2|I|
=
](B1)
2|I|
+
](B2)
2|I|
= µ(A1) + µ(A2),
como evidentemente B1 e B2 sa˜o disjuntos.
E´ o caso difı´cil onde todos os cilindros A1, A2, · · · , An, · · · sa˜o dois a dois disjuntos
e na˜o vazios? O fato e´ que este caso nunca ocorre. Com efeito, isso e´ uma consequeˆncia da
propriedade fundamental da compacidade do espac¸o {0, 1}N munido da topologia padra˜o
de produto, ou seja, a topologia do espac¸o (ou: cubo) de Cantor.
Para mostrar este fato, vamos reexprimir-o numa forma equivalente.
LEMA E.1.12. Se
B1 ⊇ B2 ⊇ · · · ⊇ Bn ⊇ · · ·
e´ uma sequeˆncia encaixada de subconjuntos cilı´ndricos na˜o vazias de {0, 1}N, enta˜o
∩∞i=1Bi 6= ∅.
Para notar que isso e´ exatamente o que precisamos, dado uma famı´lia A1, A2, · · ·
de conjuntos cilı´ndricos dois a dois disjuntos e na˜o vazios, cuja unia˜o, A, e´ um conjunto
cilı´ndrico, renomeie Bi = A \ (∪ni=1Ai) e aplica o lema E.1.12.
PROVA DO LEMA E.1.12. Vamos escolher recursivamente um elemento comum ω
contido em todos os conjuntos Bi. Tem um elemento ω1 ∈ {0, 1} com a propriedade
seguinte: cada Ai contem uma palavra que comec¸a com ω1. (Exercı´cio de 30 segundos).
Defina ω1 = 1. Agora, existe um elemento ω2, igual a 0 ou a 1, com a propriedade: cada
Ai, i ≥ 2, contem uma palavra cuja primeira coordenada e´ igual a ω1 e a segunda, a ω2.
(Porque se na˜o, enta˜o...?)
Continuando a repetir este procedimento, obtemos uma sequeˆncia ω1, ω2, ω3, · · · que
pertence a` intersec¸a˜o de todos os A′is. 
Os campos em si sa˜o pouco importantes, mas eles geram as sigma-a´lgebras.
LEMA E.1.13. Cada campo (e de fato, cada famı´lia de subconjuntos de Ω), F0, e´ con-
tida em uma u´nica menor sigma-a´lgebra. Em outras palavras, existe uma sigma-a´lgebra
F tal que
F0 ⊆ F ⊆ 2Ω,
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e se F1 e´ uma sigma-a´lgebra qualquer que contem F0, enta˜o
F ⊆ F1.
DEMONSTRAC¸A˜O. A famı´lia, dizemos Φ, de todas as sigma-a´lgebras Ξ de subcon-
juntos de Ω com a propriedade F0 ⊆ Ξ na˜o e´ vazia (ela contem sempre o conjunto 2Ω de
partes de Ω), e por conseguinte a intersec¸a˜o,
F := ∩Φ = ∩Ξ∈ΦΞ,
e´ uma famı´lia bem definida de subconjuntos de Ω. E´ fa´cil a verificar que a intersec¸a˜o de
uma famı´lia de sigma-a´lgebras e´ uma sigma-a´lgebra. E pela definic¸a˜o, F e´ contido em
toda sigma-a´lgebra que contem F0. 
EXEMPLO E.1.14. Os subconjuntos borelianos de
{
(0, 1]
{0, 1}N
}
sa˜o exatamente os ele-
mentos da menor sigma-a´lgebra que contem
{
todo intervalo semiaberto
todo conjunto cilı´ndrico
}
, respetivamente.

Aqui um resultado extremamente poderoso e u´til para construir as medidas.
TEOREMA E.1.15 (Teorema de Carathe´odory). Seja F0 um corpo de subconjuntos de
um conjunto Ω, e seja µ : F0 → R+ uma func¸a˜o tendo as propriedades:
(1) µ(Ω) = 1.
(2) Se A ∈ F0, enta˜o µ(Ac) = 1− µ(A).
(3) Se A1, A2, · · · , An, · · · ∈ F0 sa˜o dois a dois disjuntos e tais que ∪∞i=1Ai ∈ F0,
enta˜o µ(∪∞i=1Ai) =
∑∞
i=1 µ(Ai).
Enta˜o existem uma sigma-a´lgebra F que contem F0, e uma medida de probabilidade µ˜
definida sobre F , de modo que a restric¸a˜o de µ˜ a F0 e´ igual a µ:
∀A ∈ F0, µ˜(A) = µ(A).
Ale´m disso, a medida de probabilidade µ˜ sobre F com esta propriedade e´ u´nica.
O resto da secc¸a˜o e´ dedicado a` demonstrac¸a˜o do teorema.
E.1.1. Medida exterior e conjuntos mensura´veis.
DEFINIC¸A˜O E.1.16. Seja A ⊆ Ω um subconjunto qualquer. A medida exterior de A
e´ o valor
µ∗(A) = inf
∞∑
i=1
µ(Ai),
onde o ı´nfimo e´ tomado sobre todas as coberturas enumera´veis {Ai : i ∈ N} do conjunto
A com elementos do campo F0:
A ⊆ ∪i∈NAi, Ai ∈ F0.
O ı´nfimo ao lado direita e´ bem definido pois todo subconjunto A ⊆ Ω admite uma
cobertura enumera´vel pelos elementos de F0, por exemplo, A ⊆ ∪{Ω}. Ale´m disso, e´
claro que a soma ao lado direita e´ sempre menor ou igual a 1.
PROPOSIC¸A˜O E.1.17. A medida exterior tem as propriedades seguintes.
(1) µ∗(∅) = 0.
(2) (Monotonicidade.) Se A ⊆ B, enta˜o µ∗(A) ≤ µ∗(B).
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(3) (Subaditividade.) SeAi, i = 1, 2, . . . e´ uma famı´lia enumera´vel de subconjuntos
de Ω, enta˜o
µ∗ (∪iAi) ≤
∑
i
µ∗(Ai).
DEMONSTRAC¸A˜O. As duas primeiras propriedades sa˜o mais ou menos o´bvias. A ter-
ceira e´ uma consequeˆncia do fato que a soma de uma se´rie absolutamente convergente na˜o
e´ afeita pelos rearranjos dos termos. Seja  > 0 qualquer. Para cada n ∈ N+, escolhemos
os elementos Bni ∈ F0 da maneira que
An ⊆
∞⋃
i=1
Bni e
∞∑
i=1
µ(Bni) ≤ µ∗(An) + 
2n
.
A famı´lia (Bni)∞n,i=1 de elementos do campo F0 e´ enumera´vel e satisfaz
∞∑
n,i=1
µ(Bni) =
∞∑
n=1
∞∑
i=1
µ(Bni) ≤
∞∑
n=1
µ∗(Bni) + .
Tomando o ı´nfimo sobre todos  > 0, obtemos a propriedade desejada. 
Em geral, a medida exterior ate´ na˜o e´ finitamente aditiva (pelo menos, assumindo o
axioma de escolha). Vamos definir uma subclasse de conjuntos sobre qual µ∗ e´ sigma-
aditiva. Estes conjuntos formam uma sigma-a´lgebra que contem F0, e sa˜o chamados con-
juntos mensura´veis.
DEFINIC¸A˜O E.1.18. Um subconjunto A ⊆ Ω diz-se µ-mensura´vel, ou simplesmente
mensura´vel, se para todo subconjunto B ⊆ Ω
µ∗(B) = µ∗(B ∩A) + µ∗(B \A).
OBSERVAC¸A˜O E.1.19. Como a medida exterior e´ subaditiva (proposic¸a˜o E.1.17),
sempre temos a desigualdade
µ∗(B) ≤ µ∗(B ∩A) + µ∗(B \A),
quaisquer que sejam A e B. Enta˜o, um subconjunto A ⊆ Ω e´ mensura´vel se e somente se,
qualquer que seja subconjunto B ⊆ Ω, temos a desigualdade
µ∗(B) ≥ µ∗(B ∩A) + µ∗(B \A).
DenotaremosM a famı´lia de todos os subconjuntos µ-mensura´veis de Ω.
Substituindo B ← A ∪B na definic¸a˜o de um conjunto mensura´vel, obtemos:
PROPOSIC¸A˜O E.1.20. A medida exterior e´ finitamente aditiva sobre os conjuntos men-
sura´veis: se A e B sa˜o disjuntos e mensura´veis, enta˜o µ∗(A∪B) = µ∗(A) +µ∗(B). 
Esta propriedade estende-se indutivamente a`s unio˜es finitas.
PROPOSIC¸A˜O E.1.21. Todo elemento do campo original F0 e´ um conjunto men-
sura´vel, ou seja,
F0 ⊆M.
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DEMONSTRAC¸A˜O. Seja A ∈ F0, e seja B ⊆ Ω qualquer. Dado  > 0 qualquer,
escolhemos uma sequeˆncia enumera´vel (Ai)∞i=1 de elementos de F0 tal que
B ⊆
∞⋃
i=1
Ai
e ∞∑
i=1
µ(Ai) ≤ µ∗(B) + .
Definamos A′i = Ai ∩A e A′′i = Ai \A. Os conjuntos A′i, A′′i pertencem ao corpo F0, e
B ∩A ⊆ ∪∞i=1A′i, B \A ⊆ ∪∞i=1A′i.
Por conseguinte,
µ∗(B ∩A) ≤
∞∑
i=1
µ(A′i) e µ
∗(B \A) ≤
∞∑
i=1
µ(A′′i ).
Notemos que para todo i,
µ(Ai) = µ(A
′
i) + µ(A
′′
i ).
Deduzimos das desigualdades acima:
µ∗(B) ≥
∞∑
i=1
µ(Ai)− 
=
∞∑
i=1
µ(A′i) +
∞∑
i=1
µ(A′′i )− 
≥ µ∗(B ∩A) + µ∗(B \A)− .
Enviando → 0, obtemos
µ∗(B) ≥ µ∗(B ∩A) + µ∗(B \A),
o que significa, considerando a observac¸a˜o E.1.19, que A e´ mensura´vel. 
PROPOSIC¸A˜O E.1.22. A restric¸a˜o do medida exterior µ∗ sobre o campo F0 e´ igual a`
medida µ:
∀A ⊆ F0, µ∗(A) = µ(A).
DEMONSTRAC¸A˜O. Tomando a cobertura de A com o u´nico elemento A ∈ F0, con-
cluı´mos
µ∗(A) ≤ µ(A).
Seja  > 0 qualquer. Existe uma cobertura enumera´vel deA pelos elementosA1, A2, · · · ∈
F0 tal que
(E.2)
∞∑
i=1
µ(Ai) ≤ µ∗(A) + .
Os conjuntos
A′i =
(
Ai \ ∪i−1j=1Aj
) ∩A
pertencem ao campo F0, sa˜o dois a dois disjuntos, e a sua unia˜o e´ igual a A, que e´ um
elemento de F0. Segundo as propriedades de P ,
µ(A) =
∞∑
i=1
µ(A′i).
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Como A′i ⊆ Ai, temos
∞∑
i=1
µ(A′i) ≤
∞∑
i=1
µ(Ai),
e grac¸as a` Eq. (E.2),
µ(A) ≤ µ∗(A) + .
Como isso e´ verdadeiro para todos  > 0, concluı´mos, enviando  ↓ 0, que
µ(A) ≤ µ∗(A).

TEOREMA E.1.23. A famı´liaM de todos os conjuntos mensura´veis forma uma sigma-
a´lgebra.
DEMONSTRAC¸A˜O. Somente a sigma-aditividade precisa uma prova, pois as primeiras
duas propriedades sa˜o mais ou menos evidentes.
Vamos mostrar inicialmente que as unio˜es finitas de conjuntos mensura´veis sa˜o men-
sura´veis. Basta mostrar para dois conjuntos mensura´veis, A1 e A2. Com esta finalidade,
seja B ⊆ Ω qualquer. Temos, como A1 e´ mensura´vel,
µ∗(B) = µ∗(B ∩A1) + µ∗(B \A1),
e como A2 e´ mensura´vel,
µ∗(B \A1) = µ∗((B \A1) ∩A2) + µ∗(B \A1 \A2).
Por conseguinte,
µ∗(B) = µ∗(B ∩A1) + µ∗(B ∩ (A2 \A1)) + µ∗(B \ (A1 ∪A2))
= µ∗(B ∩ (A1 ∪A2)) + µ∗(B \ (A1 ∪A2)),(E.3)
o que estabelece a mensurabilidade de A1 ∪A2.
Em consequeˆncia disso, as intersec¸o˜es finitas e as diferenc¸as de conjuntos mensura´veis
sa˜o mensura´veis. Concluı´mos:M e´ um campo.
Seja (Ai)∞i=1 uma sequeˆncia infinita de subconjuntos mensura´veis de Ω. Sem perda de
generalidade e substituindo paraAi o conjunto mensura´velAi\(∪ij=1Aj) se for necessa´rio,
podemos supor que os conjuntos Ai sa˜o dois a dois disjuntos. Denotemos A = ∪∞i=1Ai.
Vamos mostrar que A e´ mensura´vel.
Seja B ⊆ Ω qualquer. Temos, para todo i,
µ∗(B) = µ∗(∪ij=1Aj ∩B) + µ∗(B \ ∪ij=1Aj).
Como a medida exterior e´ mono´tona, concluı´mos
µ∗(B) ≥ µ∗(∪ij=1Aj ∩B) + µ∗(B \A).
Como os conjuntos sa˜o dois a dois disjuntos e mensura´veis, podemos reescrever a u´ltima
expressa˜o assim:
µ∗(B) ≥
i∑
j=1
µ∗(Aj ∩B) + µ∗(B \A).
No limite i→∞ temos
(E.4) µ∗(B) ≥
∞∑
j=1
µ∗(Aj ∩B) + µ∗(B \A).
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Como µ∗(A ∩B) ≤∑∞j=1 µ∗(Aj ∩B) (subaditividade de µ∗), temos
µ∗(B) ≥ µ∗(A ∩B) + µ∗(B \A).
A outra desigualdade segue-se da subaditividade da medida exterior:
µ∗(B) ≤ µ∗(A ∩B) + µ∗(B \A).
Combinamos as duas para concluir:
µ∗(B) = µ∗(A ∩B) + µ∗(B \A).
Isso estabelece que A = ∪∞i=1Ai e´ mensura´vel. 
De fato, na prova mostramos algo mais. Substituindo na Eq. (E.4) B = A, obtemos
µ∗(A) ≥
∞∑
j=1
µ∗(Aj),
a junto com a subaditividade, esta desigualdade implica
(E.5) µ∗(A) =
∞∑
j=1
µ∗(Aj).
A restric¸a˜o, µ˜, da medida exterior µ∗ sobre a sigma-a´lgebra M de conjuntos men-
sura´veis e´ uma medida de probabilidade. A restric¸a˜o de µ˜ sobre F0 e´ igual a µ.
E.1.2. Unicidade de extensa˜o. Seja µ1 uma medida de probabilidade qualquer, defi-
nida sobre a sigma-a´lgebraM e tal que a restric¸a˜o de µ1 sobre F0 e´ igual a µ:
∀A ∈ F0, µ(A) = µ1(A).
LEMA E.1.24. Para todo A ∈M, µ1(A) ≤ µ˜(A).
DEMONSTRAC¸A˜O. Seja  > 0 qualquer. Segundo a definic¸a˜o de uma medida exterior,
existe uma cobertura de A por elementos de F0,
A ⊆ ∪∞i=1Ai, Ai ∈ F0,
tal que
∞∑
i=1
µ(Ai) ≤ µ˜(A) + .
Usando a monotonicidade e σ-subaditividade da medida µ1, obtemos
µ1(A) ≤ µ1 (∪∞i=1Ai)
≤
∞∑
i=1
µ1(Ai)
=
∞∑
i=1
µ(Ai)
≤ µ˜(A) + .
Enviando  ↓ 0, concluı´mos
µ1(A) ≤ µ˜(A).

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Seja A ∈M qualquer. Lema E.1.24 diz que
µ1(A) ≤ µ˜(A),
e no mesmo tempo,
µ1(A
c) ≤ µ˜(Ac).
Por conseguinte,
µ1(A) = 1− µ1(Ac)
≥ 1− µ˜(Ac)
= µ˜(A),
o que significa
µ1(A) = µ˜(A).
Concluı´mos: a extensa˜o da medida e´ u´nica. Isso termina a demonstrac¸a˜o do teorema
E.1.15.
Com efeito, nos demonstramos mais. No argumento acima, basta supor que a medida
de probabilidade µ1 seja definida sobre uma sigma-a´lgebra, dizemos F1, presa entre F0 e
M,
F ⊆ F1 ⊆M.
O que nos demonstramos, e´ o resultado seguinte, uma forma um pouco mais exata do
teorema de extensa˜o.
TEOREMA E.1.25 (Teorema de Carathe´odory). Seja F0 um campo de conjuntos de
um conjunto Ω, e seja µ : F0 → R+ uma func¸a˜o com as propriedades
(1) µ(Ω) = 1.
(2) se A1, A2, · · · , An, · · · ∈ F0 sa˜o dois a dois disjuntos e ∪∞i=1Ai ∈ F0, enta˜o
µ(∪∞i=1Ai) =
∑∞
i=1 µ(Ai).
Denotaremos µ˜ a medida de probabilidade sobre a sigma-a´lgebraM de todos os conjun-
tos µ-mensura´veis de Ω. Seja F1 uma sigma-a´lgebra qualquer de subconjuntos de Ω que
satisfaz
F0 ⊆ F1 ⊆M,
e seja µ1 uma medida de probabilidade sobre F1, cuja restric¸a˜o sobre F0 e´ igual a µ.
Enta˜o µ1 e´ igual a` restric¸a˜o de µ˜ sobre F1. 
Este resultado diz que usar a notac¸a˜o µ˜ na˜o tem sentido, pois usando a letra µ para a
medida estendida vai nunca resultar numa ambiguidade.
E.1.3. Dois exemplos.
EXEMPLO E.1.26. O espac¸o e´ o espac¸o de Cantor Ω = {0, 1}N de sequeˆncias bina´rias
infinitas. Aqui, o campoF0 e´ formado por todos conjuntos cilı´ndricos de Ω, e os elementos
da sigma-a´lgebra correspondente sa˜o os conjuntos borelianos. Os elementos da sigma-
a´lgebraM sa˜o ditos conjuntos Haar mensura´veis. A medida de probabilidade resultante e´
chamada medida de Haar.
OBSERVAC¸A˜O E.1.27. A maneira de liga´-la com a medida de Haar construı´da na
esfera na sec¸a˜o I.2, e´ notar que esta medida vai resultar da mesma construc¸a˜o se {0, 1}N e´
visto como um grupo compacto sob adic¸a˜o mo´dulo 1 munida da me´trica
∑∞
i=1 2
−i|σi−τi|
(compare tambe´m as observac¸o˜es I.2.4 e I.2.6). E´ um exercı´cio interessante.
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EXEMPLO E.1.28. O espac¸o e´ o intervalo (0, 1]. Aqui, F0 consiste de todos os unio˜es
finitos de intervalos semiabertos. A sigma-a´lgebra gerada por F0 consiste de conjuntos
borelianos do intervalo. Os elementos da famı´liaM sa˜o conjuntos mensura´veis no sentido
de Lebesgue. A medida de probabilidade estendida e´ frequentemente denotada λ ou as
vezes λ(1), e´ dita a medida de Lebesgue, ou medida uniforme sobre o intervalo.
E.1.4. F contra M. Nossa pro´xima tarefa e´ mostrar que, de certa forma, a sigma-
a´lgebra gerada por F0 ja´ basta para dar vaza˜o a`s necessidades da probabilidade e teoria de
medida.
Estamos sempre no aˆmbito delineado em E.1.15. Seja A ∈ M um conjunto men-
sura´vel qualquer de Ω. Para todo n ∈ N+, podemos cobrir A com uma famı´lia enumera´vel
de elementos de F0,
A ⊆ ∪∞i=1Ai, Ai ∈ F0
de modo que
∞∑
i=1
µ(Ai) ≤ µ(A) + 1
n
.
(Lembra que µ(A) e´ igual a` medida exterior µ∗(A) para todo conjunto mensura´vel, A.) Se
denota-se
Bn = ∪∞i=1Ai,
enta˜o
A ⊆ Bn
e
µ(A) ≤ µ(Bn) ≤ µ(A) + 1
n
.
Ale´m disso, Bn ∈ F . Agora definiremos
B = ∩∞i=1Bn.
Claro, B ∈ F . Tambe´m,
A ⊆ B.
Qual quer seja n,
µ(B) ≤ µ(Bn) ≤ µ(A) + 1
n
.
De fato, temos
µ(B) ≤ µ(A),
e
µ(B) = µ(A).
Ademais,
A∆B = (A \B) ∪ (B \A) = B \A,
e como
µ(A) = µ(B) = µ(A) + µ(B \A),
concluı´mos:
µ(A∆B) = µ(B \A) = 0.
DEFINIC¸A˜O E.1.29. Um conjunto mensura´vel N de Ω e´ dito um conjunto nulo, ou
conjunto negligencia´vel, se µ(N) = 0.
Demonstremos o seguinte.
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TEOREMA E.1.30. Sobre as hipo´teses do teorema E.1.15, seja A um subconjunto
mensura´vel de Ω. Enta˜o existe um subconjunto B ∈ F tal que a diferenc¸a sime´trica A∆B
e´ negligencia´vel.
Mais exatamente, cada conjunto mensura´vel A ⊆ Ω pode ser representado ou como
A = B \N,
onde B ∈ F e N e´ negligencia´vel, ou como
A = B ∪N,
onde de novo B ∈ F e N e´ negligencia´vel. 
(A u´ltima representac¸a˜o e´ obtida pela aplicac¸a˜o do resultado ao complemento Ac.)
EXERCI´CIO E.1.31. Seja N um conjunto negligencia´vel. Mostre que qualquer sub-
conjunto A ⊆ N e´ mensura´vel (logo, certamente, negligencia´vel).
OBSERVAC¸A˜O E.1.32. Tipicamente, ha´ muito mais conjuntos mensura´veis do que
elementos de F (por exemplo, conjuntos borelianos). Por exemplo, no caso do intervalo
unita´rio (0, 1] assim como do espac¸o de Cantor {0, 1}N, pode-se mostrar que a cardina-
lidade da famı´lia de todos os conjuntos borelianos (elementos de F) o´ a do contı´nuo,
c = 2ℵ0 , enquanto a cardinalidade da famı´lia de todos os conjuntos mensura´veis e´ igual a
2c = 22
ℵ0
.
(Deixemos ambas afirmac¸o˜es como exercı´cios para os leitores interessados). Em qual-
quer caso, segundo o teorema E.1.30, um conjunto mensura´vel sı´ difere de um elemento
apropriado de F por uma parte negligencia´vel, que na˜o importa. 
EXERCI´CIO E.1.33. Deduzir, sobre as hipo´teses do teorema E.1.15, o resultado se-
guinte. Seja f uma func¸a˜o M-mensura´vel com valores reais, ou seja, dado a, b ∈ R,
a < b, a imagem recı´proca f−1(a, b) pertence a M. Enta˜o existe uma func¸a˜o g F-
mensura´vel (para todos a, b, g−1(a, b) pertence a F) tal que f e g so´ diferem sobre um
conjunto µ-negligencia´vel:
µ{x ∈ Ω: f(x) 6= g(x)} = 0.
[ Sugesta˜o: aplicar o teorema E.1.30 recursivamente a cada conjunto da forma f−1(a, b)
com a, b racionais... ]
E.1.5. Completamento de um espac¸o probabilı´stico. Seja (Ω,F , µ) um espac¸o pro-
babilı´stico qualquer. Enta˜o, a sigma-a´lgebra F e´, em particular, um campo, e´ o procedi-
mento acima pode se aplicar ao espac¸o (Ω,F , µ) tambe´m. A sigma-a´lgebra F e´ estendida
ate´ uma sigma-a´lgebraM de todos os conjuntos µ-mensura´veis, e a medida de probabi-
lidade µ se estende para uma medida de probabilidade (notada normalmente pela mesma
letra) sobreM.
DEFINIC¸A˜O E.1.34. O espac¸o de probabilidade (Ω,M, µ), chama-se o completa-
mento de (Ω,F , µ).
DEFINIC¸A˜O E.1.35. Um espac¸o de probabilidade (Ω,F , P ) e´ dito completo se ele
coincide com o seu pro´prio completamento, ou seja, se todo subconjunto µ-mensura´vel de
Ω e´ ja´ contido em F .
Ao cada espac¸o probabilı´stico (Ω,M, µ) podemos associar um espac¸o pseudome´trico,
cujo conjunto subjacente e´M e a pseudome´trica e´ dada por a expressa˜o µ(A∆B).
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EXERCI´CIO E.1.36. Verifique que a expressa˜o acima e´ uma pseudome´trica (satisfaz
axiomas 2 e 3 de uma me´trica).
A cada espac¸o pseudome´trico pode-se associar um espac¸o me´trico quociente, como
descrito no exercı´cio 3.3.1.
EXERCI´CIO E.1.37. Verificar que os espac¸os me´tricos quocientes associados a um
espac¸o probabilı´stico e ao seu completamento sa˜o isometricamente isomorfos, e ambos
sa˜o completos.
Por isso, o nome “completamento de um espac¸o probabilı´stico” na˜o e´ consistente com
a estrutura (pseudo)me´trica sobre a sigma-a´lgebra (que e´ importante na parte principal das
nossas notas). Trata-se de completamento num sentido diferente.
Pode-se mostrar que um espac¸o (Ω,F , µ) e´ completo — ou seja, seu completamento
na˜o adiciona novos conjuntos mensura´veis — se e somente se cada subconjunto de um
conjunto negligencia´vel A ∈ F , µ(A) = 0, ja´ pertence a F . No entanto, temos que parar
em algum momento. Deixemos a prova deste crite´rio como um (factı´vel) exercı´cio.
E.1.6. Produtos de espac¸os probabilı´sticos. Seja Ωα, α ∈ A, uma famı´lia de espac¸os
probabilı´sticos, onde A e´ um conjunto de ı´ndices e para todo α ∈ A
Ωα = (Ωα,Fα, Pα).
Denotemos por
Ω =
∏
α∈A
Ωα
o produto cartesiano da famı´lia de conjuntos Ωα, α ∈ A. Em outras palavras, elementos
de Ω sa˜o aplicac¸o˜es x : A→ ∪α∈AΩα tendo a propriedade que para todos α ∈ A
xα = x(α) ∈ Ωα.
Axioma da Escolha garante que Ω 6= ∅ (pois os espac¸os Ωα nunca sa˜o vazios).
Para um subconjunto I ⊆ A, definamos a projec¸a˜o canoˆnica piAI , ou simplesmente piI ,
piI : Ω 3 x 7→ piI(x) ∈ ΩI ,
onde
ΩI =
∏
β∈I
Ωβ
e para cada β ∈ I
piI(x)β = xβ .
Por exemplo, se I = {β} e´ um conjunto unita´rio, obtemos a projec¸a˜o de β-e´sima coorde-
nada, piβ , de Ω sobre o fator Ωβ , dada por piβ(x) = xβ .
Seja Ω1,Ω2, . . . ,Ωn uma subcolec¸a˜o finita qualquer de espac¸os probabilı´sticos, tendo
as sigma-a´lgebras de conjuntos mensura´veis F1,F2, . . . ,Fn, respetivamente. Chamemos
um subconjunto A ⊆∏ni=1 Ωi retangular se A e´ da forma
A = A1 ×A2 × . . .×An,
para apropriados Ai ∈ Fi, i = 1, 2, 3, . . .. Chamemos um subconjunto B ⊆
∏n
i=1 Ωi
elementar se B e´ a unia˜o de um nu´mero finito de subconjuntos retangulares dois a dois
disjuntos. A observac¸a˜o seguinte e´ elementar, embora talvez um pouco tediosa para verifi-
car em todos os detalhes.
EXERCI´CIO E.1.38. Mostre que a colec¸a˜o de todos os subconjuntos elementares de
um produto finito
∏n
i=1 Ωi e´ um campo de conjuntos. 
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Denotemos por F0 a famı´lia de todos os subconjuntos cilı´ndricos, B, do produto car-
tesiano Ω =
∏
α∈A Ωα, ou seja, conjuntos da forma
B = pi−1I (C),
onde I ⊆ A e´ finito, e C ⊆ ∏β∈I Ωβ e´ um subconjunto elementar. O seguinte e´ fa´cil a
mostrar.
LEMA E.1.39. A famı´lia F0 e´ um campo de subconjuntos de Ω. 
Agora denotemos por F a sigma-a´lgebra gerada por F0. De modo equivalente, F
e´ a menor sigma-a´lgebra que conte´m todos os conjuntos da forma pi−1α (A), A ∈ Fα,
α ∈ A, ou tambe´m como a menor sigma-a´lgebra que torna todas as projec¸o˜es piα, α ∈ A,
mensura´veis.
Nossa tarefa sera´ de munir Ω com uma medida de probabilidade definida sobre a
sigma-a´lgebra F . Isto e´ feito em duas etapas.
LEMA E.1.40. Seja A ∈ F0. Represente A sob a forma
pi−1I
 k⋃
i=1
k∏
j=1
Aij ,
 ,
onde I ⊆ A e´ finito, |I| = k, a unia˜o e´ a de conjuntos dois a dois disjuntos, e Aij ∈ Fj .
Enta˜o o nu´mero
P (A) :=
k∑
i=1
P1(Ai1) · P2(Ai2) · . . . · Pk(Aik)
na˜o depende da escolha de uma representac¸a˜o para A como acima, e determina uma
func¸a˜o sobre o campo F0 tendo as propriedades
(1) P (Ω) = 1.
(2) Se A1, A2, · · · , An, · · · ∈ F0 sa˜o dois a dois disjuntos e tais que ∪∞i=1Ai ∈ F0,
enta˜o P (∪∞i=1Ai) =
∑∞
i=1 P (Ai).
Deixemos a primeira afirmac¸a˜o como exercı´cio. Ale´m disso, como no´s apenas vamos
usar produtos enumera´veis, vamos fazer a verificac¸a˜o da segunda afirmac¸a˜o so´ para eles,
porque para os produtos na˜o enumera´veis a sigma-a´lgebra resultante na˜o e´ uma estrutura
boreliana padra˜o, e no´s na˜o temos ferramentas para lidar com isso.
EXERCI´CIO E.1.41. Suponha que |A| ≤ ℵ0, e que todos os espac¸os (Ωα,Fα) sa˜o
espac¸os borelianos padra˜o. Verificar que o produto (Ω,F) e´ um espac¸o boreliano padra˜o.
Mais exatamente, sejam dα me´tricas separa´veis e completas sobre Ωα gerando as estruturas
Fα. Enta˜o, F e´ gerada por qualquer me´trica sobre o produto que gera a topologia produto
correspondente.
DEFINIC¸A˜O E.1.42. Um espac¸o me´tricoX tem dimensa˜o zero se os conjuntos abertos
e fechados formam uma base, ou seja: dado x ∈ X e ε > 0, existe um conjunto aberto e
fechado, V , tal que
x ∈ V ⊆ Bε(x).
EXEMPLO E.1.43. Todo espac¸o me´trico finito tem dimensa˜o zero.
EXERCI´CIO E.1.44. Verifique que o espac¸o de Cantor {0, 1}N tem dimensa˜o zero.
EXERCI´CIO E.1.45. Mostre que o espac¸o Q de racionais munido da distaˆncia usual
tem dimensa˜o zero.
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EXERCI´CIO E.1.46. Mostre que qualquer espac¸o me´trico enumera´vel tem dimensa˜o
zero.
[ Sugesta˜o: estudar as func¸o˜es contı´nuas d(x,−) da distaˆncia e suas imagens em R...
]
Agora usamos o teorema de isomorfismo boreliano D.0.2 para realizar cada Ωα como
um espac¸o me´trico compacto de dimensa˜o zero, a saber:
• Se Ω e´ finito, sera´ o espac¸o me´trico finito correspondente com qualquer me´trica
(por exemplo, zero-um).
• Se Ω e´ infinito e enumera´vel, sera´ o espac¸o me´trico compacto αN = {0} ∪
{1/n : n ∈ N+}.
• Se Ω tem cardinalidade c, sera´ o espac¸o de Cantor {0, 1}N munido de qualquer
me´trica gerando a topologia produto, como, por exemplo, d(x, y) = 2−min{i : xi 6=yi}.
EXERCI´CIO E.1.47. Mostrar que o produto de uma famı´lia enumera´vel de espac¸os
me´tricos de dimensa˜o zero, munido de uma me´trica que gera a topologia produto, tem
dimensa˜o zero.
Agora o produto Ω =
∏
α∈A Ωα e´ si mesmo um espac¸o me´trico compacto (exercı´cio
C.3.29) de dimensa˜o zero.
EXERCI´CIO E.1.48. Mostre que a famı´lia F00 de todos os conjuntos cilı´ndricos aber-
tos e fechados forma um corpo em Ω e gera a sigma-a´lgebra F .
EXERCI´CIO E.1.49. Use os mesmos argumentos topolo´gicos que no caso particular
Ω = {0, 1}N+ tratado no exemplo E.1.11 e no lema E.1.12 para mostrar que a func¸a˜o µ
definida sobre F00 como no lema E.1.40 satisfaz a conclusa˜o do lema.
Agora apliquemos o teorema de extensa˜o de medidas E.1.15 para concluir que µ
estende-se ate´ a u´nica medida de probabilidade definida sobre a sigma-a´lgebra F . Esta
medida chama-se a medida produto e´ denotada
µ = ⊗α∈Aµα.
O espac¸o de probabilidade padra˜o (Ω,F ,⊗α∈APα) se chama o produto de espac¸os de
probabilidade padra˜o Ωα, α ∈ A. No caso onde Ωα sa˜o dois a dois isomorfos, Ωα =
Ω, trata-se de uma poteˆncia de um espac¸o de probabilidade, ΩA, e a medida produto e´
denotada µ⊗A.
EXEMPLO E.1.50. O espac¸o de Cantor munido da medida de Haar, Ω = {0, 1}N+ ,
e´ a poteˆncia infinita enumera´vel do espac¸o de Bernoulli, {0, 1}, munido da medida de
contagem normalizada.
EXEMPLO E.1.51. Se Ω e´ o intervalo unita´rio I = [0, 1] munido da medida de Lebes-
gue λ, enta˜o a poteˆncia finita In, n ∈ N, e´ o cubo de dimensa˜o n, e a medida produto λ⊗n
e´ a medida de Lebesgue de dimensa˜o n, denotada λ(n).
E.1.7. Realizac¸o˜es de varia´veis aleato´rias e independeˆncia. Ja´ discutimos breve-
mente a noc¸a˜o de independeˆncia de uma famı´lia de varia´veis aleato´rias na sec¸a˜o A.0.6.
Relembramos a definic¸a˜o.
DEFINIC¸A˜O E.1.52. Uma famı´lia (Xi)i∈I de varia´veis aleato´rias com valores res-
petivos em espac¸os borelianos padra˜o Ωi, i ∈ I e´ independente se para cada colec¸a˜o
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finita de ı´ndices, i1, i2, . . . , ik, e´ cada colec¸a˜o de conjuntos borelianos (ou mensura´veis),
A1 ∈ Ωi1 , A2 ∈ Ωi2 , . . . , Ak ∈ Ωik , temos
P (X ∈ A1, Xi2 ∈ A2, . . . ,Xik ∈ Ak) =
P (Xi1 ∈ A1)) · (Xi2 ∈ A2)) · . . . · P (Xik ∈ Ak)) .
Em outras palavras, a lei da varia´vel aleato´ria
(Xi)i∈I ∈
∏
i∈I
Ωi
e´ o produto ⊗i∈Iµi das leis µi de Xi.
A abordagem comum para tratar as varia´veis aleato´rias da maneira matematicamente
rigorosa e de falar das suas realizac¸o˜es.
DEFINIC¸A˜O E.1.53. Seja X uma varia´vel aleato´ria tomando valores em um espac¸o
boreliano padra˜o Ω, com a lei µ. Uma realizac¸a˜o de X sobre um espac¸o probabilı´stico
(X, ν) e´ qualquer func¸a˜o mensura´vel f : X→ Ω, tendo a propriedade
f∗(ν) = µ.
EXEMPLO E.1.54. Toda varia´vel aleato´ria X ∈ Ω possui a realizac¸a˜o canoˆnica que e´
uma aplicac¸a˜o de identidade:
idΩ : Ω 3 x 7→ x ∈ Ω.
OBSERVAC¸A˜O E.1.55. Temos que uma famı´lia de v.a. Xi ∈ Ω, i ∈ I e´ independente
se e somente se as varia´veis Xi podem ser realizadas simultaneamente como projec¸o˜es
coordenadas
pii :
(∏
i∈I
Ωi,⊗i∈Iµi
)
→ Ωi.
Frequentemente, nenhuma distinc¸a˜o e´ feita entre uma varia´vel e sua realizac¸a˜o, e a
mesma letra X esta´ usada para denotar a u´ltima.
A seguinte consequeˆncia imediata da existeˆncia da medida produto fornece uma fonte
rica de varia´veis aleato´rias independentes.
TEOREMA E.1.56. Sejam µn medidas de probabilidade borelianas em espac¸os bo-
relianos padra˜o Ωn, n = 1, 2, 3, . . .. Enta˜o existe uma sequeˆncia independente de v.a.
X1, X2, X3, . . . tais que a lei de cada Xn e´ µn. 
DEMONSTRAC¸A˜O. Cada v.a. Xn e´ realizada como a n-e´sima projec¸a˜o coordenada,
pin, sobre o espac¸o probabilı´stico padra˜o (
∏∞
n=1 Ωn,⊗∞n=1µn). 
OBSERVAC¸A˜O E.1.57. Uma das perguntas mais intrigantes para o autor — e possivel-
mente, absurda — e´ a seguinte. Pode-se dar o significado a` frase “os dados sa˜o modelados
com uma sequeˆncia de varia´veis aleato´rias livres no sentido de Voiculescu”?
As varia´veis aleato´rias reais limitadas podem ser realizadas como func¸o˜es mensura´veis
sobre um espac¸o probabilı´stico padra˜o (Ω, µ), ou seja, elementos da a´lgebra comutativa
de func¸o˜es L∞(µ). As varia´veis aleato´rias livres na˜o sa˜o varia´veis aleato´rias, mas sim,
elementos de uma a´lgebra de operadores na˜o comutativa [Voiculescu, Dykema, and Nica,
1992].
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E.2. Parametrizac¸a˜o, regularidade, convergeˆncia
E.2.1. Parametrizac¸a˜o de espac¸os probabilı´sticos padra˜o.
TEOREMA E.2.1. Seja (Ω, µ) um espac¸o probabilı´stico padra˜o. Enta˜o existe uma
aplicac¸a˜o boreliana f : [0, 1] → Ω tal que a medida µ e´ a imagem direta da medida de
Lebesgue (uniforme), λ, sobre o intervalo:
µ = f∗(λ).
OBSERVAC¸A˜O E.2.2. A parametrizac¸a˜o e´ nunca u´nica: por exemplo, o intervalo ad-
mite um grupo Aut(λ) de automorfismos borelianos conservando a medida de Lebesgue,
qual grupo e´ muito rico e interessante.
EXEMPLO E.2.3. O espac¸o de Bernoulli Ω = {0, 1} com µ(1) = p, µ(0) = q,
p+ q = 1, pode ser parametrizado assim:
f = χ[0,p].
EXERCI´CIO E.2.4. Mostre o teorema E.2.1 no caso onde µ e´ puramente atoˆmica.
Deduza que sera´ bastante mostrar o teorema para medidas µ na˜o atoˆmicas.
LEMA E.2.5. Seja f : A → [0, 1] uma func¸a˜o mono´tona (ou seja, na˜o crescente ou
na˜o decrescente), onde A ⊆ [0, 1] e´ um subconjunto boreliano. Mostre que f e´ boreliana.
Se A = [0, 1], enta˜o a imagem de f e´ um espac¸o boreliano padra˜o.
DEMONSTRAC¸A˜O. A imagem inversa de cada intervalo por f e´ a intersec¸a˜o de um
intervalo (aberto, semiaberto, ou fechado) com A, logo, um conjunto boreliano. Agora
suponha que o domı´nio de f seja [0, 1]. A func¸a˜o f possui, ao ma´ximo, uma famı´lia
enumera´vel de descontinuidades de salto, e a cada tal descontinuidade corresponde um
intervalo removido do intervalo [f(0), f(1)]. Um intervalo (seja aberto, semiaberto, ou
fechado) e´ um conjunto Fσ , ou seja, a unia˜o de uma famı´lia enumera´vel de subconjuntos
fechados de [0, 1]. A sua unia˜o e´ um Fσ tambe´m, portanto o complemento desta unia˜o, que
e´ exatamente a imagem de f , e´ um Gδ . A topologia de um subconjunto Gδ de um espac¸o
me´trico completo e´ gerada por uma me´trica completa (que e, claro, separa´vel), segundo o
teorema D.0.13, logo o mesmo se aplica a` estrutura boreliana de f([0, 1]). 
Seja Ω um espac¸o boreliano padra˜o munido de uma medida de probabilidade µ na˜o
atoˆmica. Segue-se que Ω tem cardinalidade c. Segundo teorema D.0.2, existe um isomor-
fismo boreliano φ : Ω → [0, 1]. A imagem direta da medida µ por φ e´ uma medida de
probabilidade na˜o atoˆmica, φ∗(µ), sobre o intervalo [0, 1]. A func¸a˜o de distribuic¸a˜o de
φ∗(µ), dada por
Φ(t) = φ∗(µ)[0, t) = µ(φ−1[0, 1)),
e´ contı´nua e na˜o decrescente, Φ(0) = 0, Φ(1) = 1.
EXERCI´CIO E.2.6. Mostrar que a func¸a˜o
Φ← : [0, 1]→ [0, 1],
Φ←(x) = min{t : Φ(t) ≥ x}
e´ (estritamente) crescente (logo boreliana), e tem a propriedade
Φ←∗ (λ) = φ∗(µ).
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[ Sugesta˜o: basta mostrar que para todo t ∈ [0, 1],
Φ←∗ (λ)[0, t) = φ∗(µ)[0, t). ]
Por conseguinte, a aplicac¸a˜o boreliana φ−1 ◦ Φ← : [0, 1] → Ω e´ uma parametrizac¸a˜o
desejada do espac¸o probabilı´stico (Ω, µ), no caso µ e´ na˜o atoˆmica. O teorema E.2.1 segue-
se deste resultado junto com exercı´cio E.2.4.
TEOREMA E.2.7. Cada espac¸o boreliano padra˜o, Ω, munido de uma medida de pro-
babilidade na˜o atoˆmica, µ, e´ isomorfo ao intervalo fechado [0, 1] munido da medida de
Lebesgue λ.
OBSERVAC¸A˜O E.2.8. Aqui a palavra “isomorfismo” significa um isomorfismo entre
dois espac¸os probabilı´sticos padra˜o, f : (Ω, µ) → (Υ, ν), ou seja, um isomorfismo bo-
reliano f entre subespac¸os borelianos padra˜o Ω′ e Υ′, respetivamente, cada um tendo a
medida plena, tal que f∗(µ) = ν e (f−1)∗(ν) = µ. (Apenas uma de duas condic¸o˜es ja´
basta).
EXERCI´CIO E.2.9. Mostre o teorema E.2.7.
[ Sugesta˜o: mostre que a func¸a˜o Φ← no exercı´cio E.2.6, e´ bijetora, logo (usando o
lema E.2.5) um isomorfismo boreliano entre [0, 1] e um subespac¸o boreliano padra˜o do
intervalo de medida um. ]
E.2.2. Regularidade de medidas.
TEOREMA E.2.10. Toda medida boreliana de probabilidade, µ, sobre um espac¸o
me´trico Ω qualquer (na˜o necessariamente completo ou separa´vel) satisfaz a condic¸a˜o de
regularidade seguinte. Seja A um subconjunto mensura´vel de Ω. Para todo ε > 0 existem
um conjunto fechado, F , e um conjunto aberto, U , de Ω tais que
F ⊆ A ⊆ U
e
µ(U \ F ) < ε.
DEMONSTRAC¸A˜O. Consideremos a famı´lia A de subconjuntos A de Ω que tem a
propriedade na conclusa˜o do teorema: dado ε > 0, existem um conjunto fechado, F ,
e um conjunto aberto, U , de Ω com F ⊆ A ⊆ U e µ(U \ F ) < ε. E´ fa´cil verificar
que A forma uma sigma-a´lgebra (exercı´cio), e conte´m todos subconjuntos fechados (usa
o fato que µ(Fε) ↓ µ(F ) quando ε ↓ 0). Por conseguinte, A conte´m todos os conjuntos
borelianos.
Se A e´ mensura´vel, usamos o teorema E.1.30 para achar conjuntos borelianos B,B′
tais que B ⊆ A ⊆ B′ e µ(B′ \ B) = 0. Agora o resultado para conjuntos borelianos
permite concluir. 
Para alguns matema´ticos, a palavra “regularidade” significa uma condic¸a˜o mais forte,
como no resultado seguinte.
TEOREMA E.2.11. Toda medida boreliana de probabilidade, µ, sobre um espac¸o
me´trico Ω completo e separa´vel (ou seja, poloneˆs), satisfaz a condic¸a˜o de regularidade
seguinte. Seja A um subconjunto mensura´vel de Ω. Para todo ε > 0 existem um conjunto
compacto, K, e um conjunto aberto, U , de Ω tais que
K ⊆ A ⊆ U
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e
µ(U \K) < ε.
Isso e´ uma consequeˆncia do resultado seguinte.
TEOREMA E.2.12. Seja µ uma medida boreliana de probabilidade sobre um espac¸o
me´trico Ω completo e separa´vel. Para cada ε > 0, existe um subconjunto compacto
K ⊆ Ω com µ(K) > 1− ε.
EXERCI´CIO E.2.13. Mostrar que cada espac¸o me´trico separa´vel, Ω, tem a proprie-
dade de Lindelo¨f: toda cobertura aberta de Ω admite uma subcobertura enumera´vel. (Ad-
verteˆncia: na˜o e´ bastante de escolher uma subcobertura enumera´vel de um conjunto enu-
mera´vel denso, ela pode na˜o cobrir o espac¸o inteiro...)
PROVA DO TEOREMA E.2.12. Seja k ∈ N+ qualquer. Como Ω e´ separa´vel, existe
uma cobertura enumera´vel de Ω com as bolas de raio 2−k:
∞⋃
i=1
B2−k(xi) = Ω.
Por causa da sigma-aditividade de µ,
µ
(
N⋃
i=1
B¯2−k(xi)
)
↑ 1 quando N →∞,
e pode se escolher um Nk tal que
µ
(
Nk⋃
i=1
B¯2−k(xi)
)
> 1− ε
2k
.
O conjunto
K =
∞⋂
k=1
Nk⋃
i=1
B¯2−k(xi)
e´ pre´-compacto (qualquer que seja k, ele e´ coberto por uma famı´lia finita de bolas fecha-
das de raio 2−k, logo por uma famı´lia finita de bolas abertas de raio ligeiramente maior,
digamos 2−k+1). Ao mesmo tempo, K e´ fechado num espac¸o me´trico completo, logo
compacto. Finalmente,
µ(Ω \K) ≥ 1−
∞∑
k=1
µ
(
Ω \
Nk⋃
i=1
B¯2−k(xi)
)
> 1−
∞∑
k=1
ε
2k
= 1− ε.

DEMONSTRAC¸A˜O DO TEOREMA E.2.11. Sejam F e U como no teorema E.2.10, e
K como no teorema E.2.12. O subconjunto K ∩ F de A e´ compacto, e µ(U \K ∩ F ) ≤
2ε. 
TEOREMA E.2.14 (Teorema de Luzin). Seja f uma func¸a˜o real mensura´vel sobre um
espac¸o me´trico completo e separa´vel Ω munido de uma medida de probabilidade boreli-
ana, µ. Dado ε > 0, existe um subconjunto compacto K ⊆ Ω com µ(Ω \K) < ε tal que
a restric¸a˜o f |K e´ contı´nua.
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DEMONSTRAC¸A˜O. Escolhamos uma sequeˆncia soma´vel (εn), εn > 0, com
∑∞
n=1 εn =
ε. Enumeremos a famı´lia de todos os intervalos abertos com pontos extremos racionais:
(an, bn), n ∈ N. Para cada n, o conjunto f−1(an, bn) e´ mensura´vel, e segundo o teorema
E.2.11, existem os conjuntos compactos Kn ⊆ f−1(an, bn) e K ′n, K ′n∩ f−1(an, bn) = ∅,
e tais que sua unia˜o, K˜n = Kn ∪K ′n, satisfaz µ(K˜n) > εn. Definamos o compacto
K =
∞⋂
n=1
K˜n.
Segue-se que µ(K) > 1−∑∞n=1 εn = 1− ε. Para cada n, o conjunto f−1(an, bn) ∩K e´
aberto em K porque o seu complemento,
K \ f−1(an, bn) = K ′n ∩K,
e´ fechado em K. 
(A prova curta acima pertence a Erik Talvila and Peter Loeb).
OBSERVAC¸A˜O E.2.15. Diz-se que uma func¸a˜o mensura´vel e´ “quase contı´nua”. Para
os espac¸os com medida mais gerais (na˜o separa´veis), a definic¸a˜o acima e´ usada como a
definic¸a˜o de uma func¸a˜o mensura´vel (func¸o˜es mensura´veis no sentido de Bourbaki).
OBSERVAC¸A˜O E.2.16. E´ claro que o resultado generaliza-se para as func¸o˜es com
valores num espac¸o me´trico separa´vel qualquer, ou mesmo num espac¸o topolo´gico que
tem uma base enumera´vel de conjuntos abertos.
E.2.3. Convergeˆncia.
DEFINIC¸A˜O E.2.17. Uma sequeˆncia Xi, i = 1, 2, · · · de varia´veis aleato´rias com va-
lores em um espac¸o me´trico (Ω, d) converge em probabilidade para uma v.a. X se
(E.6) ∀ > 0, P (d(Xn, X) ≥ )→ 0 quando n→∞.
Notac¸a˜o:
Xn
p−→ X.
DEFINIC¸A˜O E.2.18. Uma sequeˆncia Xi, i = 1, 2, · · · de varia´veis aleato´rias com va-
lores em um espac¸o me´trico (Ω, d) converge quase certamente para uma v.a. X se
(E.7) P
(
lim
n→∞Xn = X
)
= 1.
Notac¸a˜o:
Xn
a.s.−→ X.
OBSERVAC¸A˜O E.2.19. Como interpretar a probabilidade do evento na u´ltima definic¸a˜o?
Se realizarmos todas as varia´veis Xn, X sobre um espac¸o probabilı´stico qualquer, (X, ν),
enta˜o trata-se da medida ν do conjunto
{ω ∈ X : lim
n→∞Xn(ω) = X(ω)}.
Sena˜o, trata-se da medida do conjunto de todas as sequeˆncias (x, x1, x2, . . . , xn, . . .) sa-
tisfazendo
lim
n→∞xn = x
em relac¸a˜o a` medida da lei conjunta de v.a. X,X1, X2, . . . , sobre o espac¸o Ω∞ × Ω.
Este espac¸o probabilı´stico realiza todas as varia´veis aleato´rias implicitamente, e cada outra
realizac¸a˜o delas vai fatorizar atrave´s deste espac¸o.
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EXERCI´CIO E.2.20. Mostre que o conjunto acima e´ boreliano.
DEFINIC¸A˜O E.2.21. Uma sequeˆncia (Xn) de varia´veis aleato´rias converge para uma
varia´vel aleato´ria X quase certamente se
P [Xn → X] = 1.
PROPOSIC¸A˜O E.2.22. A convergeˆncia quase certa implica a convergeˆncia em proba-
bilidade. Dizendo de outra forma, seja Xi, i = 1, 2, · · · e´ uma sequeˆncia de varia´veis
aleato´rias com valores em um espac¸o me´trico (Ω, d), e seja X e´ uma v.a. com valores em
Ω. Enta˜o a condic¸a˜o
Xn
a.s.−→ X
implica
Xn
p−→ X.
DEMONSTRAC¸A˜O. Realizemos todas as v.a. Xn, X sobre um espac¸o probabilı´stico
qualquer, (X, ν). Fixemos  > 0. Para cada N ∈ N, denotemos
AN, = {ω ∈ X : d(Xn(ω), X(ω)) <  para todos n ≥ N}.
A hipo´tese que Xn converge para X quase certamente implica
P (∪∞N=1AN,) = 1,
e como os conjuntos AN, para  fixo e N indo para infinito formam uma sequeˆncia encai-
xada crescente,
P (AN,) ↑ 1.
Como isto e´ verdadeiro para cada  > 0, concluı´mos que Xn convergem em probabilidade
para X . 
O converso na˜o e´ verdadeiro.
OBSERVAC¸A˜O E.2.23. Um evento e´ uma varia´vel aleato´ria bina´ria. Neste sentido,
podemos falar da independeˆncia de uma famı´lia de eventos. Tipicamente, um evento e´
da forma [X ∈ A], onde X e´ uma v.a. e A ⊆ Ω um subconjunto boreliano. A func¸a˜o
indicadora χA uma realizac¸a˜o deste evento. Neste sentido, pode-se falar da independeˆncia
de uma famı´lia (Ai) de subconjuntos mensura´veis de um espac¸o probabilı´stico padra˜o,
(X, ν). Aplicando a definic¸a˜o da independeˆncia, concluı´mos que isso significa o seguinte:
para toda colec¸a˜o finita de ı´ndices, i1, i2, . . . , ik,
µ(A∗i1 ∩A∗i2 ∩ . . . ∩A∗ik) =
k∏
j=1
µ(A∗ij ),
onde A∗i significa seja Ai, seja o seu complemento.
EXERCI´CIO E.2.24. Mostrar o 2o lema de Borel–Cantelli. Seja (Bn) uma sequeˆncia
de eventos independentes tais que a soma de probabilidades deles e´ infinita:
∞∑
i=1
P (Bn) < +∞.
Enta˜o, quase certamente, um nu´mero infinito destes eventos ocorre:
P [∀n ∃m ≥ n Bm] = 1.
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Na notac¸a˜o conjuntı´stica: se B1, B2, . . . sa˜o independentes e
∑∞
i=1 µ(Bn) = +∞, enta˜o
µ
( ∞⋂
n=1
∞⋃
i=n
Bn
)
= 1.
[ Sugesta˜o: a probabilidade que so´ n deles ocorrem e´ majorada pela probabilidade que
todos eventos B¯i complementares a Bi ocorrem para i ≥ N , e agora pode-se usar a inde-
pendeˆncia de B¯i e a desigualdade u´til 1− x ≤ e−x para x ≥ 0... ]
EXERCI´CIO E.2.25. Construir uma sequeˆncia de subconjuntos borelianos Bn do in-
tervalo [0, 1] munido da medida de Lebesgue λ tais que λ(Bn) = 1/n e Bn sa˜o indepen-
dentes. Concluir que as func¸o˜es indicadores χBn convergem para zero em medida (e na
distaˆncia L1), mas para cada x, lim supn→∞ χBn(x) = 1, enta˜o a sequeˆncia diverge quase
em todo ponto.
Portanto, tem algumas situac¸o˜es onde a convergeˆncia em probabilidade, ou em esperanc¸a,
implica a convergeˆncia quase certa. Na aprendizagem estatı´stica, uma destas situac¸o˜es e´
particularmente u´til: isso ocorre quando as varia´veis aleato´rias sa˜o altamente concentradas.
TEOREMA E.2.26 (Lei Forte dos Grandes Nu´meros). Sejam (Ω, µ) um espac¸o proba-
bilı´stico padra˜o, e U um subconjunto mensura´vel. Quase certamente, para um caminho
amostral aleato´rio ς ∼ µ∞, a medida empı´rica de U com relac¸a˜o ao segmento inicial de
ς converge para o valor da medida de U :
µςn(U)→ µ(U).
DEMONSTRAC¸A˜O. Como ςn e´ um elemento aleato´rio de Ωn com a distribuic¸a˜o µ⊗n,
a lei de grandes nu´meros implica
P [µςn(U)→ µ(U)] ≥ P
[
∃N ∀m ∣∣µςN+m(U)− µ(U)∣∣ ≤ 1m
]
≥ sup
N
P
[
∀m ∣∣µςN+m(U)− µ(U)∣∣ ≤ 1m
]
≥ sup
N
(
1− 2
∞∑
m=1
e−2ε
2(N+m)
)
= sup
N
(
1− 2 e
−2ε2N
1− e−2ε2
)
= 1.
(Acima, P e´ a medida µ). 
EXERCI´CIO E.2.27. Mostrar o 1o lema de Borel–Cantelli. Seja (Bn) a sequeˆncia de
eventos (na˜o necessariamente independentes) tais que a soma de probabilidades deles e´
finita:
∞∑
i=1
P (Bn) < +∞.
Enta˜o, a probabilidade da ocorreˆncia de um nu´mero infinito destes eventos e´ zero:
P [∀n ∃m ≥ n Bm] = 0.
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Na notac¸a˜o conjuntı´stica: se
∑∞
i=1 µ(Bn) < +∞, enta˜o
µ
( ∞⋂
n=1
∞⋃
i=n
Bn
)
= 0.
[ Sugesta˜o: o que pode se dizer da se´rie
∑∞
i=n µ(Bn)? ]
O resultado seguinte e´ uma variac¸a˜o sobre a prova do teorema E.2.26.
LEMA E.2.28. Seja (Ω, µ) um espac¸o probabilı´stico padra˜o, e seja (fn) uma sequeˆncia
de func¸o˜es reais mensura´veis sobre Ω satisfazendo uma concentrac¸a˜o gaussiana uniforme:
para todo ε > 0 e todo n,
µ{x ∈ Ω: |fn − Eµfn| > ε} ≤ Ce−cε2n.
Se fn → f em probabilidade, enta˜o fn → f quase em toda parte (e f e´ uma func¸a˜o
constante quase em toda parte).
DEMONSTRAC¸A˜O. Exercı´cio. 
APEˆNDICE F
Teoremas de Hahn–Banach e de Stone–Weierstrass
F.1. Espac¸os normados e espac¸os de Banach
F.1.1. Espac¸os normados.
DEFINIC¸A˜O F.1.1. Seja E um espac¸o vetorial (real ou complexo). Uma norma sobre
E e´ uma func¸a˜o real
N : E → R
que verifica as propriedades seguintes:
(1) N(x) = 0 se e somente se x = 0.
(2) N(λx) = |λ|N(x) para cada x ∈ E e cada λ ∈ R (ou λ ∈ C).
(3) N(x+ y) ≤ N(x) +N(y).
DEFINIC¸A˜O F.1.2. Um espac¸o vetorial E munido de uma norma e´ dito espac¸o nor-
mado.
OBSERVAC¸A˜O F.1.3. Geralmente, o valor de norma de um elemento x ∈ E e´ denotado
‖x ‖ ao inve´s de N(x).
EXEMPLO F.1.4. Seja Γ um conjunto qualquer. O espac¸o vetorial `∞(Γ) e´ um espac¸o
normado.
EXEMPLO F.1.5. A reta R com a sua norma usual
‖x ‖ = |x|
e´ um espac¸o normado da dimensa˜o 1.
EXEMPLO F.1.6. A norma euclideana padra˜o sobre o espac¸o vetorial Rn, n ∈ N, e´
dada por
‖x ‖2 =
√√√√ n∑
i=1
|xn|2.
Com efeito, temos ja´ mostrados que ‖ · ‖2 e´ uma norma: a propriedade (3) e´ exatamente a
desigualdade de Minkowski.
O espac¸o Rn munido da norma euclideana ‖ · ‖2 acima e´ denotado `2(n).
EXEMPLO F.1.7. O espac¸o `2 consiste de todas as sequeˆncias de escalares (reais ou
complexas) soma´veis com quadrado:
∞∑
i=1
|xi| <∞,
munido da norma
‖x ‖2 =
√√√√ ∞∑
i=1
|xi|.
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Mostre que `2 e´ um espac¸o normado, desenvolvendo uma versa˜o da desigualdade de Min-
kowski e imitando a prova no caso de dimensa˜o finita. A norma acima e´ gerada pelo
produto escalar
〈x, y〉 =
∞∑
i=1
xiyi.
Um pouco mais geralmente, pode-se definir o espac¸o `2(Γ) a partir de qualquer con-
junto Γ. Por exemplo, `2(n) e´ `2([n]), enquanto `2 e´ `2(N+). Os vetores eγ , γ ∈ Γ formam
uma base ortonormal canoˆnica do espac¸o, onde
(eγ)δ =
{
1, se γ = δ,
0, caso contra´rio.
OBSERVAC¸A˜O F.1.8. Seja E = (E, ‖ · ‖) um espac¸o normado. Verifica-se facilmente
que a formula
d(x, y) = ‖x− y ‖
define uma me´trica sobre E.
EXERCI´CIO F.1.9. Seja E um espac¸o me´trico qualquer. Verificar que a adic¸a˜o,
E × E 3 (x, y) 7→ x+ y ∈ E,
todo como a multiplicac¸a˜o escalar,
K× E 3 (λ, x) 7→ λx ∈ E,
sa˜o aplicac¸o˜es contı´nuas.
F.1.2. Espac¸os de Banach.
DEFINIC¸A˜O F.1.10. Um espac¸o normado E e´ dito espac¸o de Banach se E e´ completo
como um espac¸o me´trico.
EXEMPLO F.1.11. R e´ um espac¸o de Banach de dimenc¸a˜o real 1.
EXERCI´CIO F.1.12. Mostrar que os espac¸os `2(n) e `2 sa˜o espac¸os de Banach.
EXEMPLO F.1.13. `∞(Γ) e´ um espac¸o de Banach.
OBSERVAC¸A˜O F.1.14. Pode-se mostrar que cada espac¸o normado de dimensa˜o finita
e´ um espac¸o de Banach.
EXEMPLO F.1.15. O espac¸o C(X), onde X e´ um compacto, e´ um espac¸o de Banach.
EXEMPLO F.1.16. Denotaremos c00 o conjunto de todas as sequeˆncias (xn) dos nu´meros
reais cuja todos os membros, excepto um nu´mero finito, sa˜o iguais ao zero:
{n : xn 6= 0} e´ finito.
O subespac¸o vetorial c00 do espac¸o de Banach `∞, munido da norma (e distaˆncia) induzida,
na˜o e´ completo.
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F.1.3. Aplicac¸o˜es lineares.
TEOREMA F.1.17. Seja f : E → F uma aplicac¸a˜o linear entre dois espac¸os norma-
dos. As condic¸o˜es seguintes sa˜o equivalentes.
(1) f e´ contı´nua.
(2) f e´ contı´nua em zero.
(3) f e´ limitada sobre a bola fechada B¯1(0).
(4) Existe K ≥ 0 tal que para todos x ∈ E temos
‖ f(x) ‖F ≤ K · ‖x ‖E .
(5) f e´ Lipschitz contı´nua.
(6) f e´ uniformemente contı´nua.
DEMONSTRAC¸A˜O. As implicac¸o˜es (1)⇒(2), (5)⇒(6), e (6)⇒(1) sa˜o triviais.
(2)⇒(3): Suponhamos que f e´ contı´nua em 0. Existe δ > 0 tal que, para todos x ∈ E,
(‖x ‖E < δ)⇒ (‖ f(x) ‖F < 1).
Seja y ∈ B¯(0). Enta˜o ‖ y ‖ ≤ 1, e pois∥∥∥∥2δ y
∥∥∥∥ ≤ 2δ < δ,
temos ∥∥∥∥f (2δ y
)∥∥∥∥ < 1,
de onde
‖ f(y) ‖ =
∥∥∥∥f (δ2 · 2δ y
)∥∥∥∥
=
δ
2
∥∥∥∥f (2δ y
)∥∥∥∥
<
δ
2
.
(3)⇒(4): Suponha que existe K ≥ 0 tal que para todos y ∈ B¯1(0) temos ‖ f(y) ‖ ≤
K. Seja x ∈ E qualquer. Temos:∥∥∥∥ x‖x ‖
∥∥∥∥ = 1‖x ‖‖x ‖ = 1,
ou seja,
x
‖x ‖ ∈ B¯1(0),
logo
‖x ‖ =
∥∥∥∥‖x ‖f(x)‖x ‖
∥∥∥∥
= ‖x ‖ ·
∥∥∥∥f ( x‖x ‖
)∥∥∥∥
≤ ‖x ‖ ·K.
(4)⇒(5): Suponhamos que existe K ≥ 0 tal que para todos x ∈ E,
‖ f(x) ‖F ≤ K · ‖x ‖E .
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Se x, y ∈ E, enta˜o
dF (f(x), f(y)) = ‖ f(x)− f(y) ‖
= ‖ f(x− y) ‖
≤ K‖x− y ‖
= KdE(x, y).

COROLA´RIO F.1.18. Uma aplicac¸a˜o linear f entre dois espac¸os normados e´ contı´nua
se e somente se a restric¸a˜o de f sobre a bola unita´ria B = B = B¯1(0) de E e´ contı´nua.
DEFINITION F.1.19. Digamos que uma aplicac¸a˜o linear f : E → F entre dois espac¸os
normados e´ limitada se ela satisfaz a condic¸a˜o equivalente (4) no teorema F.1.17. O menor
valor K ≥ 0 como em (4) e´ chamado a norma da aplicac¸a˜o f (ou: norma operadora) e
notado ‖ f ‖. Dito de outro modo,
(F.1) ‖ f ‖ = inf{K ≥ : f(B1(0)) ⊆ BK(0)}.
EXERCI´CIO F.1.20. Sejam E e F dois espac¸os normados. Mostre que a norma opera-
dora e´ uma norma sobre o espac¸o linear B(E,F ) de todas as aplicac¸o˜es lineares limitadas
de E para F , munido com as operac¸o˜es naturais.
EXERCI´CIO F.1.21. Mostre que, seF e´ um espac¸o de Banach, enta˜o o espac¸oB(E,F )
e´ um espac¸o de Banach tambe´m.
Relembramos que uma aplicac¸a˜o linear com valores no corpo de escalares e´ dita fun-
cional linear.
EXEMPLO F.1.22. O funcional linear δ0 : C[0, 1]→ R, definido por
δ0(f) = f(0)
(e chamado a func¸a˜o delta de Dirac), e´ limitado, com ‖ δ0 ‖ = 1.
EXEMPLO F.1.23. O funcional linear I : C[0, 1]→ R, definido por
I(f) =
∫ 1
0
f(x) dx,
e´ limitado, com ‖ I ‖ = 1.
EXERCI´CIO F.1.24. Mostre que cada aplicac¸a˜o linear f do espac¸o `∞(n) com valores
num espac¸o normado F qualquer e´ limitado. Combine esta obervac¸a˜o com proposic¸a˜o
C.3.38 e corola´rio F.1.18 para mostrar que cada aplicac¸a˜o linear de um espac¸o normado de
dimensa˜o finita para um espac¸o normado F qualquer e´ limitada.
Os exemplos conduzem-nos de maneira natural a` pergunta seguinte. SejaE um espac¸o
normado de dimensa˜o infinita qualquer. Existem sempre os funcionais lineares limitados
sobre E? A resposta positiva e´ dada pelo importante teorema de Hahn-Banach, uma das
pedras angulares da Ana´lise Funcional.
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F.2. Teorema de Hahn–Banach
F.2.1. Formulac¸a˜o do teorema de Hahn–Banach.
TEOREMA F.2.1 (Teorema de Hahn–Banach). Sejam E um espac¸o normado e F um
subespac¸o vetorial de E. Seja φ : F → R um funcional linear limitado qualquer. Enta˜o
existe um funcional linear limitado φ˜ : E → R que estende φ,
φ˜|F = φ,
e tem a mesma norma, ∥∥∥ φ˜∥∥∥ = ‖φ ‖.
Como um corola´rio imediato, funcionais lineares limitados sa˜o nu´merosos sobre cada
espac¸o normado.
COROLA´RIO F.2.2. Sejam E um espac¸o normado qualquer e x ∈ E um vetor, x 6= 0.
Enta˜o existe um funcional linear limitado φ sobre E tal que
• ‖φ ‖ = 1, e
• φ(x) = ‖x ‖.
(Diz-se que φ separe x de zero.)
DEMONSTRAC¸A˜O. Formemos
Rx = {λx : λ ∈ R}
um subespac¸o linear de E de dimensa˜o um. Seja ψ : Rx → R um funcional dado pela
formula seguinte:
ψ(λx) = λ‖x ‖.
Este funcional e´ visivelmente linear. Assim, temos
|ψ(λx)| = |λ| · ‖x ‖ = ‖λx ‖,
logo ψ e´ limitado, da norma um.
De acordo com o teorema de Hahn-Banach F.2.1, existe uma extensa˜o, φ = ψ˜, de ψ
sobre E da norma um. Em particular,
φ(x) = ψ(x) = ‖x ‖.

F.2.2. Demonstrac¸a˜o no caso da codimensa˜o um. Suponha que dimE/F = 1, em
outras palavras, existe um vetor x ∈ E \ F tal que o conjunto F ∪ {x} gera E com um
espac¸o vetorial.
LEMA F.2.3. Sejam G um subespac¸o vetorial de um espac¸o normado E, g um funci-
onal linear limitado sobre F , e x ∈ E. Enta˜o existe um funcional linear limitado g1 sobre
o espac¸o vetorial
G+ Rx = {y + tx : y ∈ G, t ∈ R},
gerado pela unia˜o G ∪ {x}, cuja restric¸a˜o sobre G e´ igual a g e tal que ‖ g1 ‖ = ‖ g ‖.
DEMONSTRAC¸A˜O. Para cada y ∈ G definamos
ϕ(y) = ‖ g ‖ · ‖x+ y ‖ − g(y),
ψ(y) = −‖ g ‖ · ‖x+ y ‖ − g(y).
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Qualquer que sejam y, z ∈ G, temos
ϕ(y)− ψ(z) = ‖ g ‖ (‖x+ y ‖+ ‖x+ z ‖)− g(y − z)
= ‖ g ‖ (‖x+ y ‖+ ‖−x− z ‖)− g(y − z)
≥ ‖ g ‖ (‖x+ y − x− z ‖)− g(y − z)
= ‖ g ‖ · ‖ y − z ‖ − g(y − z)
≥ 0,
de acordo com a definic¸a˜o da norma ‖ g ‖. Por conseguinte,
inf
y∈G
ϕ(y) ≥ sup
z∈G
φ(z).
Escolhamos a ∈ R de tal modo que
∀y ∈ G ϕ(y) ≥ a ≥ ψ(y).
Este a sera´ a imagem de x por g1. Definamos para todos t ∈ R e y ∈ G
g1(y + tx) = g(y) + ta.
Evidentemente, g1 e´ uma forma linear sobre G + Rx. E´ o´bvio que g1|G = g. A fim de
verificar que a norma do funcional g1 na˜o excede a de g, observemos que para cada t 6= 0,
|g(y) + ta| = |t| ·
∣∣∣f (y
t
)
+ a
∣∣∣
≤ |t| · ‖ g ‖ ·
∥∥∥y
t
+ a
∥∥∥
= ‖ g ‖ · ‖ y + tx ‖.

F.2.3. Demonstrac¸a˜o no caso geral. DenotemosX a colec¸a˜o de todos os pares (V, ψ),
onde
• V e´ um subespac¸o vetorial de E tal que F ⊆ V ⊆ E,
• ψ : V → R e´ um funcional linear limitado tal que
– ‖ψ ‖ ≤ ‖φ ‖,
– ψ|F = φ.
Digamos que (V, ψ) ≤ (Z, ζ) se e somente se
• V ⊆ Z, e
• ζ|V = ψ.
A relac¸a˜o ≤ acima e´ uma relac¸a˜o de ordem parcial sobre X. A famı´lia X na˜o e´ vazia:
ela conte´m o par (F, φ).
Verifiquemos que o conjunto X e´ intuitivo. Seja C uma parte de X (na˜o vazia) total-
mente ordenada qualquer. Definamos
V = ∪{W : ∃ψ, (W,ψ) ∈ X}.
E´ fa´cil a ver que o subconjunto V de E e´ um subespac¸o vetorial. Sejam x, y ∈ V . Existem
dois pares (V, ψ), (Z, ζ) ∈ C tais que x ∈ V e Y ∈ Z. Porque C e´ totalmente ordenado,
um dos dois e´ verdadeiro: ou (V, ψ) ≤ (Z, ζ), ou (Z, ζ) ≤ (V, ψ). Suponhamos sem
perda de generalidade o primeiro. Logo x, y ∈ Z e, como Z e´ um subespac¸o vetorial de
E, temos para todos λ, µ ∈ R
λx+ µy ∈ Z ⊆ V.
Porque V ⊃ F 3 0, concluı´mos.
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Para cada x ∈ V definamos
υ(x) = ψ(x),
onde ψ e´ um funcional linear tal que existe W com as propriedades x ∈W e (W,ψ) ∈ C.
Esta definic¸a˜o na˜o depende da escolha do par (W,ψ). Seja (Z, ξ) ∈ C tal que x ∈ W .
Porque (W,ψ) e (Z, ξ) sa˜o compara´veis, podemos supor que (W,ψ) ≤ (Z, ξ). Enta˜o
ξ|W = ψ, e porque x ∈W ,
ξ(x) = ψ(x).
Sejam x, y ∈ V , λ, µ ∈ R. Existem (W,ψ) e (Z, ξ) em X tais que x ∈ W e y ∈ Z.
Como (W,ψ) e (Z, ξ) sa˜o compara´veis, podemos supor sem perda de generalidade que
(W,ψ) ≤ (Z, ξ). Isso significa que x, y ∈ Z e, porque Z e´ um subespac¸o vetorial de E e
ξ e´ linear sobre Z, temos
υ(λx+ µy) = ξ(λx+ µy) = λξ(x) + µξ(y) = λυ(x) + µυ(y).
Concluı´mos: o funcional υ sobre V e´ linear.
Se x ∈ F , logo, de acordo com a definic¸a˜o de V temos x ∈ V , e de acordo com a
definic¸a˜o do funcional υ, temos
υ(x) = φ(x),
onde conclui-se:
υ|F = φ.
Finalmente, seja x ∈ V qualquer. Existe um par (W,ψ) ∈ X tal que x ∈W . Portanto,
|υ(x)| = |ψ(x)| ≤ ‖ψ ‖ · ‖x ‖ ≤ ‖φ ‖ · ‖x ‖.
Concluı´mos: o funcional υ e´ limitado, e a sua norma satisfaz:
‖ υ ‖ ≤ ‖φ ‖.
O par (V, υ) pertence a X, e evidentemente, para todos (W,ψ) ∈ C, temos
(W,ψ) ≤ (V, υ).
O subconjunto totalmente ordenado C e´ portanto majorado.
Grac¸as ao lema de Zorn, existe um elemento maximal, (W,ψ), em X. Suponha por
absurdo, que W 6= E. Enta˜o existe x ∈ E \W . O espac¸o vetorial W +Rx e´ estritamente
maior que W , e segundo o lema F.2.3 existe um funcional linear ψ˜ sobre W + Rx que
estende ψ e cuja norma na˜o excede a de ψ (portanto, a de φ). Por conseguinte, o par
(W + Rx, ψ˜) e´ contida em X, e ele e´ estritamente maior do que (W,ψ), uma contradic¸a˜o.
Enta˜o, W = E, e o funcional linear φ˜ = ψ e´ uma extensa˜o desejada de φ sobre E. 
F.3. Teorema de Stone–Weierstrass
F.3.1. Formulac¸a˜o do teorema.
TEOREMA F.3.1 (Teorema de Stone–Weierstrass). Seja X um espac¸o me´trico com-
pacto qualquer, e seja A um conjunto de func¸o˜es contı´nuas sobre X com valores em R ou
C tal que
(1) A conte´m todas as func¸o˜es constantes,
(2) A e´ fechado pela adic¸a˜o: se f, g ∈ A, enta˜o f + g ∈ A,
(3) A e´ fechado pela multiplicac¸a˜o: se f, g ∈ A, enta˜o fg ∈ A,
(4) A e´ fechado pela conjugac¸a˜o complexa: se f ∈ A, enta˜o f¯ ∈ A,
(5) A separa os pontos de X: se x, y ∈ X e x 6= y, enta˜o existe f ∈ A tal que
f(x) 6= f(y).
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Enta˜o, A e´ uniformemente denso em C(X):
A¯ = C(X).
Em outras palavras, cada func¸a˜o contı´nua f : X → R pose ser aproximada uniforme-
mente sobre X por uma sequeˆncia de elementos de A:
∃gn ∈ A gn ⇒ f.
OBSERVAC¸A˜O F.3.2. No teorema, X pode ser um espac¸o topolo´gico compacto qual-
quer: a existeˆncia de uma me´trica sobre X na˜o joga papel nenhum ma demonstrac¸a˜o.
OBSERVAC¸A˜O F.3.3. As condic¸o˜es (1)-(3) significam que A e´ uma suba´lgebra (real)
de C(X). O teorema de Stone-Weierstrass pode ser reformulada como segue: a u´nica
sub-a´lgebra fechada de C(X) que separa os pontos de C(X) e´ C(X) pro´pria.
OBSERVAC¸A˜O F.3.4. Quando X = [0, 1] e A consiste de todas as func¸o˜es polinomi-
ais, enta˜o as condic¸o˜es (1)-(4) se verificam, e a conclusa˜o do teorema e´ conhecido como o
teorema de Weierstrass.
As verso˜es reais e complexas do teorema sa˜o equivalentes.
EXERCI´CIO F.3.5. Mostra que a versa˜o complexa implica a versa˜o real.
[ Sugesta˜o: note que seA ⊆ C(X,R) satisfaz as hipo´teses do teorema, enta˜o a a´lgebra
A + iA ⊆ C(X,C) satisfaz as condic¸o˜es tambe´m, e se agora fn ∈ C(X,C) e fn → f ,
f ∈ C(X,R), enta˜o Re fn ∈ C(X,R) e Re fn → f . ] ]
EXERCI´CIO F.3.6. Mostra que a versa˜o real implica a versa˜o complexa.
[ Sugesta˜o: primeiramente mostre que, qualquer que seja func¸a˜o contı´nua f : X → C,
f ∈ A, a sua parte real Re f e a parte complexa Im f pertencem a` a´lgebraA. Depois mostre
que as func¸o˜es reais em A satisfazem as condic¸o˜es do teorema. ]
Por conseguinte, basta mostrar apenas a versa˜o real do teorema. Vamos seguir a prova
incomum de [Brosowski and Deutsch, 1981].
F.3.2. Alguns resultados te´cnicos.
EXERCI´CIO F.3.7. Mostrar a desigualdade de Bernoulli: se b ≥ −1 e m ≥ 1, enta˜o
(1 + b)m ≥ 1 +mb.
[ Sugesta˜o: use a induc¸a˜o em m. ]
LEMA F.3.8. Sob as hipo´teses do teorema de Stone-Weierstrass, seja x ∈ X e seja U
uma vizinhanc¸a de x quaisquer. Existe uma vizinhanc¸a V de x tal que V ⊆ U e qualquer
que seja  > 0, existe f ∈ A com as propriedades
• f(X) ⊆ [0, 1],
• f(V ) ⊆ [0, ),
• f(X \ U) ⊆ (1− , 1].
DEMONSTRAC¸A˜O. Sem perda de generalidade e substituindo IntU por U se ne-
cessa´rio, podemos supor que U e´ aberto. Por conseguinte, X \ U e´ fechado em X , logo
compacto. Para cada ponto y ∈ X , existe uma func¸a˜o fy ∈ A tal que
fy(x) 6= fy(y).
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A func¸a˜o
hy =
(fy − fy(x))2
‖ (fy − fy(x))2 ‖∞
pertence a` a´lgebra A, toma suas valores no intervalo [0, 1], e satisfaz
hy(x) = 0, hy(y) > 0.
Os conjuntos abertos
Vy = {z ∈ X : fy(z) > 0}, y ∈ X \ U
cobrem o espac¸o compacto X \ U . Enta˜o, existe uma subcobertura finita de X \ U :
Vy1 ∪ Vy2 ∪ . . . ∪ Vym ⊇ X \ U,
onde y1, y2, . . . , ym ∈ Y \ U . A func¸a˜o
h =
1
m
m∑
i=1
hyi
pertence a A, toma os valores no intervalo [0, 1], e satisfaz h(x) = 0. Se z ∈ X \ U
qualquer, enta˜o existe i = 1, 2, . . . ,m tal que z ∈ Vyi , e concluı´mos:
h(z) ≥ 1
m
hyi(z) > 0.
Devido ao segundo teorema de Weierstrass, o ı´nfimo de f sobre o espac¸o compacto X \U
e´ o mı´nimo, atingido num ponto z0. Concluı´mos:
∀z ∈ X \ U, h(z) ≥ h(z0) > 0.
Escolhamos um valor irracional δ > 0 tal que δ ≤ h(z0). Temos:
∀z ∈ X \ U, h(z) ≥ δ > 0, δ ∈ R \Q.
Em particular, δ < 1. O conjunto aberto
V =
{
z ∈ X : h(z) < δ
2
}
satisfaz x ∈ V ⊆ U . Definamos
k =
⌈
1
δ
⌉
.
Como δ e´ irracional, k > 1/δ, e como δ < 1, temos k ≥ 2. Formemos uma sequeˆncia dos
elementos de A:
qn(z) = (1− hn(z))k
n
, n = 1, 2, 3, . . . .
E´ claro que os valores de qn pertencem ao intervalo [0, 1], e qn(x) = 1. Analisemos o
comportamento das func¸o˜es qn sobre os conjuntos V e X \ U , separadamente.
(a) Seja z ∈ V qualquer. Usando a desigualdade de Bernoulli com b = hn(z) e
m = kn, obtemos
1 ≥ qn(z)
= (1− hn(z))kn
≥ 1− knhn(z)
> 1− (kh(z))n.
Como k − 1 < 1/δ,
k <
1
δ
+ 1 =
δ + 1
δ
<
2
δ
,
322 F. TEOREMAS DE HAHN–BANACH E DE STONE–WEIERSTRASS
e por conseguinte,
kh(z) <
2k
δ
<
δ
2
· 2
δ
= 1.
Temos, uniformemente sobre V ,
|qn(z)− 1| ≤
(
2k
δ
)n
→ 0 quando n→∞.
Concluı´mos:
qn
V
⇒ 1,
uniformemente sobre V . Dado  > 0, se n e´ bastante grande,
∀z ∈ V, |qn(z)− 1| < .
(b) Seja z ∈ X \ U qualquer. Usando a desigualdade de Bernoulli na outra direc¸a˜o,
obtemos
0 ≤ qn(x)
= (1− hn(z))kn
=
1
knhn(z)
· knhn(z) · (1− hn(z))kn
=
1
knhn(z)
(1 + knhn(z)) (1− hn(z))kn
≤ 1
knhn(z)
(1 + knhn(z))(1− knhn(z))
=
1
knhn(z)
(1− k2nh2n(z))
≤ 1
knhn(z)
<
1
(kδ)n
.
Como k > 1/δ, temos
1
kδ
< 1,
de onde
qn
X\U
⇒ 0,
uniformemente sobre X \ U . Dedo  > 0, se n e´ bastante grande,
0 ≤ qn(z) < 
para todos z ∈ X \ U .
Agora, se  > 0 e´ qualquer, para n suficientemente grande, a func¸a˜o
f = 1− qn
possui todas as propriedades desejadas la conclusa˜o do lema. 
LEMA F.3.9. Sobre as hipo´teses do teorema de Stone-Weierstrass, sejam F e G dois
subconjuntos de X fechados e disjuntos. Seja  > 0 qualquer. Existe f ∈ A tal que
• f(X) ⊆ [0, 1],
• f(F ) ⊆ [0, ),
• f(G) ⊆ (1− , 1].
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DEMONSTRAC¸A˜O. Para cada x ∈ F , usando o lema precedente, escolhamos uma
vizinhanc¸a Vx de x com U = X \ F . A cobertura aberta do subconjunto compacto G de
X pelos conjuntos Vx, x ∈ F , admite ume subcobertura finita
Vxi , i = 1, 2, . . . ,m.
Para cada i = 1, 2, . . . ,m, escolhamos a func¸a˜o fi ∈ A com valores no intervalo [0, 1] e
tal que fi(Vxi) ⊆ [0, /m), fi(G) ⊆ (1− /m, 1]. A func¸a˜o
f(z) =
m∏
i=1
fi(z)
pertence a A e toma seus valores no intervalo [0, 1]. Seja z ∈ F . Existe i = 1, 2, . . . ,m tal
que z ∈ Vxi , e por conseguinte
fi(z) < /m.
Concluı´mos:
f(z) = fi(z)×
m∏
j 6=i
fj(z) ≤ 
m
≤ .
Seja z ∈ G. Para cada i = 1, 2, . . . ,m, temos
fi(z) > 1− 
m
,
de onde, usando a desigualdade de Bernoulli pela u´ltima vez, deduzimos
f(z) =
m∏
i=1
fi(z) >
(
1− 
m
)m
≥ 1−m · 
m
= 1− .

F.3.3. Demonstrac¸a˜o do teorema de Stone-Weierstrass. E´ claro que bastaria apro-
ximar uma func¸a˜o contı´nua com valores em [0, 1]. Dada uma func¸a˜o f ∈ C(X) tal que
f(X) ⊆ [0, 1], e um nu´mero natural n ∈ N+, para cada i = 0, 1, . . . , n − 1 definamos
conjuntos
Fi =
{
x ∈ X : f(x) ≤ i
n
}
,
Gi =
{
x ∈ X : f(x) ≥ i+ 1
n
}
.
Para cada i, os conjuntos Fi e Gi sa˜o fechados e disjuntos em X . Segundo lema F.3.9,
existe uma func¸a˜o gi : X → [0, 1], gi ∈ A, tal que
gi(Fi) ⊆ [0, 1/n) e gi(Gi) ⊆ (1− 1/n, 1].
Ponhamos
g = g(n) =
1
n
n−1∑
i=0
gi.
Obviamente, g ∈ A e g(X) ⊆ [0, 1]. A notac¸a˜o g(n) sublinha o fato que g depende de n.
Deste modo, temos uma sequeˆncia g(n) ∈ A, n = 1, 2, 3, . . ..
Seja x ∈ X qualquer. Existe i = 0, 1, . . . , n− 1 tal que
i
n
≤ f(x) ≤ i+ 1
n
.
Deduzimos que
x ∈ Fj , j = i+ 1, i+ 2, . . . , n− 1,
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x ∈ Gj , j = 0, 1, . . . , i− 1.
Se j ≥ i + 1, enta˜o x ∈ Fj , de onde 0 ≤ gj(x) < 1/n. Se j ≤ i − 1, enta˜o x ∈ Gj ,
de onde 1 − 1/n < gj(x) ≤ 1. O valor gi(x) pode ser qualquer, entre 0 e 1. Somando
n desigualdades e dividindo a soma por n, concluı´mos que a diferenc¸a entre g(x) e i/n e´
menor que 2/n, e por conseguinte a diferenc¸a entre g(x) e f(x) e´ menor que 3/n. Quando
n→∞, temos ∥∥ f(x)− g(n)(x)∥∥∞ < 3n → 0,
ou seja,
g(n) ⇒ f.
APEˆNDICE G
Lema de Kronecker
Neste apeˆndice, vamos estudar os subgrupos aditivos fechados de Rn. Comecemos
acertando que apenas existe uma “topologia natural” sobre um espac¸o vetorial de dimensa˜o
finita.
EXERCI´CIO G.0.1. Verifique que a bola unita´ria fechada do espac¸o `1(n) e´ igual a`
envolto´ria convexa do conjunto ±ei, i = 1, 2, . . . , n, onde (ei) sa˜o vetores de base:
B`1(n) =
{
n∑
i=1
λiei : λi ∈ [−1, 1],
∑
|λi| ≤ 1
}
.
Deduza que a norma de qualquer funcional linear ψ sobre `1(n) e´ igual a maxni=1|ψ(ei)|.
EXERCI´CIO G.0.2. Verifique que a bola unita´ria de `∞(n) e´ igual a` envolto´ria convexa
do conjunto de todas as combinac¸o˜es lineares da forma
∑n
i=1 εiei, onde εi = ±1.
TEOREMA G.0.3. As topologias seguintes sobre Rn sa˜o duas a duas iguais.
(1) A topologia produto, ou seja, uma topologia metriza´vel tal que xm → x se e
somente a i-e´sima coordenada de xm converge para a de x, i = 1, 2, . . . , n.
(2) A topologia gerada por todos os funcionais lineares, ou seja, a menor topologia
sobre Rn tal que cada funcional linear φ : Rn → R e´ contı´nuo.
(3) A topologia gerada pela norma `∞(n).
(4) A topologia gerada por qualquer norma sobre Rn.
(5) A topologia gerada pela norma `1(n).
DEMONSTRAC¸A˜O. Vamos mostrar, de modo circular, que cada topologia e´ contida
na seguinte.
(1)⊆(2) segue do fato que cada projec¸a˜o coordenada, pii, e´ um funcional linear.
(2)⊆(3): temos que mostrar que um funcional linear qualquer, φ, sobre `∞(n) e limi-
tado. Usando o exercı´cio G.0.2, concluı´mos:
‖φ ‖ = max{
n∑
i=1
εiφ(ei) : εi = ±1}
≤
n∑
i=1
|φ(ei)| .
(3)⊆(4): Seja ‖ · ‖ uma norma qualquer sobre Rn. Mostremos que existe L ≥ 0 tal
que a bola `∞(n) de raio L conte´m a bola unita´ria B‖ · ‖. Como a topologia `∞(n) e´ a de
produto, a bola B‖ · ‖ e´ compacta. Existe δ > 0 ta˜o pequeno que os vetores
∑n
i=1 εiei,
i = ±1 todos pertencem a` bola B‖ · ‖. Por conseguinte, o operator identidade idRn de
`∞(n) para (Rn, ‖ · ‖) e´ limitado, logo contı´nuo, e a norma ‖ · ‖ e´ uma aplicac¸a˜o contı´nua
sobre `∞(n) tambe´m. Para cada N ∈ N seja FN o conjunto de todos x ∈ B∞ tais
que ‖x ‖ ≥ N . A continuidade da norma em `∞(n) implica que FN sa˜o compactos. A
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sequeˆncia (FN ) sendo encaixada, se todos FN 6= ∅, existe x ∈ B∞ ∩ ∩NFN . Tal x deve
satisfazer ‖x ‖ = +∞, o que e´ impossı´vel.
(4)⊆(5): Seja ‖ · ‖ uma norma qualquer sobre Rn. Definamos o operador linear e
bijetor T : `1(n)→ Rn por
T (ei) = ‖ ei ‖−1ei.
Em virtude do exercı´cio G.0.1, ‖T ‖ = max ‖ ei ‖−1 = 1, logo T e´ limitado e contı´nuo,
e segue-se que a topologia gerada pelas bolas abertas na norma `1(n) e´ mais fina do que a
topologia gerada pela norma ‖ · ‖.
(5)⊆(1) Sejam (xm) uma sequeˆncia de elementos de Rn e x ∈ Rn tais que que para
cada i = 1, 2, . . . , n, pii(xm)→ pii(x). Temos:
‖xi − x ‖1 =
n∑
i=1
|xi − x|
→ 0,
o que significa que a topologia gerada pela norma `1 e´ mais fraca do que a topologia
produto sobre Rn. 
DEFINIC¸A˜O G.0.4. Relembremos que um grupo e´ um conjunto G munido de uma
operac¸a˜o bina´ria, chamado o produto, e um elemento fixo, e, o elemento neutro, tais que
o produto e´ associativo, para todo x, xe = ex = x, e todo elemento x admite um inverso,
x−1, de modo que xx−1 = x−1x = e.
Um grupo cuja operac¸a˜o e´ comutativa, xy = yx, e´ chamado abeliano, e o produto
sera´ frequentemente (mas na˜o sempre) denotado + (notac¸a˜o aditiva).
EXEMPLO G.0.5. Cada espac¸o linear e´ um grupo abeliano, onde adic¸a˜o e´ a operac¸a˜o
bina´ria, zero e´ o elemento neutro, e −x e´ o inverso de x. Em particular, Rn e´ um grupo, e
Zn e´ um subgrupo.
EXEMPLO G.0.6. O grupo T = U(1) = {z ∈ C : |z| = 1} e´ um subgrupo multipli-
cativo do grupo C× de elementos na˜o zero de C, munido da multiplicac¸a˜o dos nu´meros
complexos.
EXEMPLO G.0.7. O grupo sime´trico Sn, que consiste de permutac¸o˜es do conjunto [n]
munidos da operac¸a˜o de composic¸a˜o de func¸o˜es, na˜o e´ abeliano.
Dado um grupo G e um subconjunto X ⊆ G, existe o menor subgrupo de G que
conte´m X .
EXEMPLO G.0.8. O subgrupo de Rn gerado pelos vetores ba´sicos, e1, e2, . . . , en, e´
exatamente o grupo Zn.
EXEMPLO G.0.9. Seja x ∈ R, x 6= 0. O subgrupo gerado por x e´ igual a
xZ = {xn : n ∈ Z}.
DEFINIC¸A˜O G.0.10. Um grupo G munido de uma topologia e´ dito grupo topolo´gico
se as operac¸o˜es sa˜o contı´nuas:
m : G×G 3 (g, h) 7→ gh ∈ G,
i : G 3 g 7→ g− ∈ G.
EXERCI´CIO G.0.11. Mostre que Rn e Tn (com a topologia usual) sa˜o grupos to-
polo´gicos.
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EXERCI´CIO G.0.12. Seja G um grupo topolo´gico e H um subgrupo. Mostre que a
adereˆncia H¯G e´ um subgrupo.
[ Sugesta˜o: suponha queG e´ metriza´vel, e deste modo basta trabalhar com as sequeˆncias.
Mostre que se gn → g e hn → h, enta˜o gnhn → gh e g−1n → g−1. ]
TEOREMA G.0.13. Cada subgrupo fechado e pro´prio de R e´ da forma xZ, x 6= 0.
DEMONSTRAC¸A˜O. Seja G um subgrupo fechado de R. Se G conte´m uma sequeˆncia
na˜o trivial convergente para zero, xn → 0, enta˜o G conte´m todos subgrupos xnZ, cuja
unia˜o e´ densa em R, e como G e´ fechado, G = R. Suponha agora que G 6= {0} e G
na˜o conte´m sequeˆncias convergentes para zero. Neste caso, o elemento seguinte e´ bem
definido:
x = inf{g ∈ G : g > 0},
e como G e´ fechado, x ∈ G, e´ um mı´nimo. Afirmamos que xZ = G. E´ claro que xZ ⊆ G.
Se existisse y ∈ G \ xZ, o elemento z = xby/xc satisfaria z ∈ xZ, y − z ∈ G, e
0 < y − z < x (G e´ um grupo ordenado), o que e´ impossı´vel. 
LEMA G.0.14. Seja x ∈ Rn. O subgrupo de Rn gerado por Zn ∪ {x} e´ discreto se e
somente se x ∈ Qn.
DEMONSTRAC¸A˜O. Suponha que o grupo G gerado por Zn ∪ {x} e´ discreto, ou seja,
na˜o conte´m sequeˆncias convergentes na˜o triviais. Seja g ∈ G qualquer, g = (g1, g2, . . . , gn).
Para todo m ∈ Z, consideremos o vetor
g˜m = mg −
n∑
i=1
bmgicei = (mg1 − bmg1c,mg2 − bmg2c, . . . ,mgn − bmgnc).
Ele pertence a G, sendo a diferenc¸a de dois elementos de G, e tambe´m pertence a` bola
B∞. Como a intersec¸a˜o G ∩ B∞ e´ finita por causa da compacidade da bola, existem dois
inteiros distintos, m e k, tais que g˜m = g˜k. Por conseguinte,
(m− k)gi = bmgic − bkgic, i = 1, 2, . . . , n,
o que significa que gi ∈ Q.
Suponha agora que x ∈ Qn. Se q e´ um denominator comum de xi, enta˜o o grupo
gerado por Zn ∪ {x} e´ um subgrupo do grupo discreto 1qZn. 
LEMA G.0.15. Seja G um subgrupo fechado e na˜o discreto de Rn. Enta˜o, G conte´m
uma reta passando por 0, ou seja, um subgrupo fechado da forma Rx, x ∈ Rn, x 6= 0.
DEMONSTRAC¸A˜O. Existe uma sequeˆncia convergente e na˜o trivial, xn → x, xn, x ∈
G, xn 6= x. Substituindo xn = xn − x ∈ G, suponhamos que xn → 0. Como ‖xn ‖∞ →
0, temos ‖xn ‖−1∞ → ∞. A sequeˆncia ‖xn ‖−1∞ xn pertence a` esfera unita´ria S∞ em
relac¸a˜o a` norma `∞(n), logo converge para um elemento x da esfera. O mesmo se aplica
a` sequeˆncia b‖xn ‖−1∞ cxn, pois a diferenc¸a entre as duas sequeˆncias converge para zero.
Como os elementos da u´ltima sequeˆncia pertencem a G, concluı´mos que x ∈ G tambe´m.
Para todo λ ∈ R, os elementos da sequeˆncia⌊
λ
‖xn ‖∞
⌋
· xn
pertencem a G, e e´ fa´cil a ver que a sequeˆncia acima converge para λx. 
A reta, R, pode ser vista como um espac¸o vetorial sobre o corpo Q.
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EXERCI´CIO G.0.16. Mostre que R, visto como um espac¸o vetorial sobre o corpo Q,
tem dimensa˜o do contı´nuo, c.
DEFINIC¸A˜O G.0.17. Um conjunto de reais e´ dito racionalmente independente se ele
e´ um conjunto linearmente independente em R como um espac¸o linear sobre Q.
LEMA G.0.18. Sejam 1 ≤ m ≤ n, e x = (x1, x2, . . . , xn) ∈ Rn um vetor tal que os
reais
x1, x2, . . . , xn, 1
sa˜o racionalmente independentes. Seja A uma matriz m × n com coeficientes racionais,
de posto m. Enta˜o o vetor y = Ax, y = (y1, y2, . . . , ym), tem a propriedade que os reais
y1, y2, . . . , ym, 1
sa˜o racionalmente independentes.
DEMONSTRAC¸A˜O. Os reais y1, y2, . . . , ym, 1 sa˜o racionalmente independentes se e
apenas se, quaisquer que sejam coeficientes racionais λ1, . . . , λm, na˜o todos iguais a zero,
m∑
i=1
λiyi /∈ Q.
Temos
m∑
i=1
λiyi =
m∑
i=1
λi
n∑
j=1
aijxj
=
n∑
j=1
(
m∑
i=1
λiaij
)
xi,
e como a matriz A tem posto m sobre o corpo Q, as m linhas da matriz sa˜o linearmente
independentes sobre Q, ou seja,
∑m
i=1 λiaij na˜o se anulam simultaneamente. Grac¸as a`
hipo´tese sobre x, concluı´mos. 
LEMA G.0.19. Seja x = (x1, x2, . . . , xn) um vetor em Rn, tal que os reais
x1, x2, . . . , xn, 1
sa˜o racionalmente independentes, ou seja, linearmente independentes como vetores sobre
o corpo Q. Enta˜o o u´nico subgrupo fechado de Rn que conte´m x e Zn e´ Rn pro´prio.
DEMONSTRAC¸A˜O. Denotemos V a unia˜o de todas as retas contidas em G e passando
por zero. E´ claro que V e´ um subespac¸o vetorial de Rn. Escolhamos algum subespac¸o
linear V ′ complementar a V , ou seja, V ′ + V = Rn. Denotemos G′ = G ∩ V ′. Segue-se
que G = V +G′. Segundo o lema G.0.15, o grupo G′ e´ discreto.
Denotemos pi a aplicac¸a˜o linear quociente de Rn sobre o espac¸o linear quociente,
Rn/V . Entre os vetores pi(ei), i = 1, 2, . . . , n, escolhamos uma base do espac¸o quociente.
Identificamos Rn+1/V com o espac¸o Rm, onde m = n − dimV . O operador pi, restrito
sobre V ′, e´ um isomorfismo de V ′ com Rm, e existem m vetores de base em Rn cujas
imagens sa˜o vetores de base padra˜o em Rm. Ademais, a imagem de G por T ◦ pi e´ igual
a imagem de G′, logo e´ um subgrupo discreto. Em virtude do lema G.0.14, a imagens de
todos elementos de Zn tem coordenadas racionais, logo a matriz do operador quociente
tem coeficientes racionais. Lema G.0.18 diz que as coordenadas de pi(x) em Rm, mais 1,
formam uma famı´lia de reais racionalmente independente. Lema G.0.14 implica que isso
e´ apenas possı´vel se m = 0. 
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DEFINIC¸A˜O G.0.20. Um homomorfismo entre dois grupos, f : G→ H , e´ uma aplicac¸a˜o
que conserva as operac¸o˜es: f(gh) = f(g)f(h) e f(eG) = eH . O nu´cleo de um homomor-
fismo e´ a imagem recı´proca de identidade:
N = f−1(e).
E´ um subgrupo normal, ou seja, um subgrupo N tendo a propriedade x−1Nx = N qual-
quer que seja x ∈ G.
EXEMPLO G.0.21. Um homomorfismo contı´nuo f : R→ T e´ dado por
f(t) = exp(2piit).
Este homomorfismo estende-se ate´ um homomorfismo contı´nuo entre Rn e o toro Rn:
(G.1) f(t1, . . . , tn) = (exp(2piit1), . . . , exp(2piitn)).
O nu´cleo deste homomorfismo e´ o subgrupo Zn. A toro pode ser visto como o grupo
quociente Rn/Zn, que consiste de todas as classes de equivaleˆncia x + Zn mo´dulo o
subgrupo Zn, munidas da adic¸a˜o de conjuntos: a fo´rmula
(x+ Zn) + (y + Zn) = (x+ y) + Zn
e´ bem definida. Deste ponto de vista, identificamos
x+ Zn ↔ f(x).
TEOREMA G.0.22 (Lema de Kronecker). Seja x ∈ Rn um vetor tal que
x1, x2, . . . , xn, 1
sa˜o racionalmente independentes. Enta˜o o subgrupo gerado pela imagem de x sob o
homomorfismo (G.1) e´ denso no toro Tn.
DEMONSTRAC¸A˜O. Denotemos G o subgrupo do toro gerado pelo elemento f(x). A
imagem inversa f−1G e´ um subgrupo fechado de Rn que conte´m x e Zn. Agora aplique-
mos o lema G.0.19, junto com o fato que f
[
f−1(G)
]
= G pois f e´ sobrejetora. 
A prova neste apeˆndice e´ baseada sobre a de Bourbaki [Bourbaki, 1974], Chap. VII,
§1. Quero agradecer Vladimir V. Uspenskij por ter trazido a prova de Bourbaki a` minha
atenc¸a˜o. Todos os erros que eu possivelmente tenho introduzidos tentando encurtar a prova
ainda mais sa˜o meus pro´prios.

APEˆNDICE H
Integrac¸a˜o e desintegrac¸a˜o
H.1. Integral de Lebesgue, espac¸o L1(µ), esperanc¸a
H.1.1. Integral de Lebesgue. Sejam µ uma medida de probabilidade sobre um espac¸o
boreliano padra˜o Ω, e f : Ω→ R uma func¸a˜o boreliana e na˜o negativa. A integral de f no
sentido de Lebesgue e´ o valor∫
Ω
f(x) dµ(x) =
∫ +∞
0
µ{x ∈ Ω: f(x) ≥ y} dy,(H.1)
onde a integral a` direita e´ a integral definida de uma func¸a˜o real (no sentido de Riemann).
Isto corresponde ao dividir a a´rea sob o gra´fico de f em faixas horizontais, ao inve´s de
verticais, como na definic¸a˜o da integral de Riemann.
OBSERVAC¸A˜O H.1.1. Uma func¸a˜o mensura´vel e´ dita func¸a˜oL1(µ) se a integral acima
da func¸a˜o positiva |f | e´ finita.
EXERCI´CIO H.1.2. Observe que a func¸a˜o
R 3 y 7→ µ{x ∈ Ω: f(x) ≥ y} ∈ R
e´ mono´tona, logo a integral no sentido de Riemann e´ bem definida, com um valor em
R+ ∪ {+∞}.
EXERCI´CIO H.1.3. Deduza que o conjunto
Sf = {(x, y) ∈ Ω× R : f(x) ≤ y}
(a a´rea sob o gra´fico de f ) e´ boreliano, e verifique que∫
Ω
f(x) dµ(x) = (µ⊗ λ)(Sf ),
onde λ e´ a medida de Lebesgue unidimensional.
LEMA H.1.4. Seja (Ω, µ) um espac¸o probabilı´stico padra˜o, e seja f : Ω → R uma
func¸a˜o boreliana. Enta˜o a transformac¸a˜o
idΩ × Tf : Ω× R 3 (x, y) 7→ (x, y + f(x)) ∈ Ω× R
e´ um automorfismo boreliano do produto Ω×R que conserva a medida µ⊗ λ (um “auto-
morfismo vertical”).
DEMONSTRAC¸A˜O. E´ claro que a transformac¸a˜o acima e´ bijetora, com a inversa que
corresponde a` func¸a˜o −f . Portanto, para verificar a primeira afirmac¸a˜o, basta mostrar que
a imagem de um subconjunto retangular aberto qualquer, U × O, seja boreliano. Usemos
o teorema de Luzin E.2.14 para escolher, para cada ε > 0, um compacto Kε ⊆ Ω tal que
µ(Kε) > 1− ε e´ f |Kε e´ contı´nua. Temos
(idΩ × Tf )(U ×O) ∩ (Kε × R) = (idΩ × Tf |Kε )(U ∩Kε)×O,
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um subconjunto aberto de Kε × R, logo boreliano em Ω× R, e quando εn ↓ 0,
(idΩ × Tf )(U ×O) =
∞⋃
n=0
(idΩ × Tf )(U ×O) ∩ (Kεn × R),
de onde concluı´mos.
Para mostrar a segunda afirmac¸a˜o, notemos que o resultado para a parte atoˆmica de
Ω e´ evidente, e suponhamos que µ seja na˜o atoˆmica. Identifiquemos Ω atrave´s de um
isomorfismo de espac¸os probabilı´sticos com o intervalo [0, 1] (teorema E.2.7). Estendamos
f |Kε ate´ uma func¸a˜o contı´nua f˜ sobre [0, 1] (veja o argumento na pa´gina 137). Agora e´
bastante simples fazer a conclusa˜o desejada, aproximando a imagem de U ×O com unio˜es
de subconjuntos retangulares cuja base converge para zero. 
EXERCI´CIO H.1.5. Conclua que a func¸a˜o distaˆncia L1(µ),
d(f, g)1 =
∫
Ω
|f(x)− g(x)| dµ(x),
e´ uma pseudome´trica sobre o conjunto de todas as func¸o˜es L1(µ) positivas.
[ Sugesta˜o: use um automorfismo vertical do lema H.1.4 para concluir que a distaˆncia
entre duas func¸o˜es, f e g, e´ igual ao valor da medida µ⊗λ da diferenc¸a sime´trica Sf∆Sg .
]
EXERCI´CIO H.1.6. Mostre que a integral de Lebesgue e´ aditivo para func¸o˜es positivas:∫
Ω
(f + g) dµ =
∫
Ω
f dµ+
∫
Ω
g dµ.
[ Sugesta˜o: mais uma vez, use um automorfismo vertical para mostrar que area sob o
gra´fico de f + g e´ igual a soma das a´reas sob os gra´ficos de f e de g. ]
Se agora a func¸a˜o mensura´vel f : Ω→ R e´ qualquer, representemos
f = f+ − f−,
onde
f+ = max{f, 0}, f− = max{−f, 0}
sa˜o positivas, e escrevamos∫
Ω
f(x) dµ(x) =
∫
Ω
f+(x) dµ(x)−
∫
Ω
f−(x) dµ(x).
A func¸a˜o e´ L1 se e somente se ambas integrais sa˜o finitas. Neste caso, o valor da integral
de f e´ bem definido e finito.
OBSERVAC¸A˜O H.1.7. As definic¸o˜es acima teˆm sentido para todas as func¸o˜es µ-men-
sura´veis. No entanto, como toda func¸a˜o µ-mensura´vel apenas difere de uma func¸a˜o bore-
liana f ′ sobre um conjunto negligencia´vel (exercı´cio E.1.33), basta observar que∫
Ω
f dµ =
∫
Ω
f ′ dµ,
e sempre trabalhar so´ com as func¸o˜es borelianas.
EXERCI´CIO H.1.8. Estenda a afirmac¸a˜o do exercı´cio H.1.5 para todas as func¸o˜es
L1(µ).
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H.1.2. L1(µ).
EXERCI´CIO H.1.9. Mostre que as func¸o˜es L1(µ) formam um espac¸o linear (denotado
L1(µ)), e que a integral
∫
Ω
dµ e´ um funcional linear sobre o espac¸o L1(µ).
EXERCI´CIO H.1.10. Mostre que a func¸a˜o
‖ f ‖1 =
∫
Ω
|f(x)| dµ(x)
e´ uma pre´-norma sobre o espac¸o L1(µ), ou seja, satisfaz os axiomas 2 e 3 de uma norma
(definic¸a˜o F.1.1).
EXERCI´CIO H.1.11. Mostre que o nu´cleo da pre´-norma L1(µ),
N = {x ∈ L1(µ) : ‖x ‖1 = 0},
e´ um subespac¸o linear, e que a fo´rmula
‖x+N ‖1 = ‖x ‖1
defina uma norma sobre o espac¸o vetorial quociente L1(µ)/N .
Este espac¸o e´ tambe´m denotado pelo mesmo sı´mbolo L1(µ). Seus elementos sa˜o
classes de equivaleˆncia de func¸o˜es. Cada classe conte´m pelo menos um representante que
e´ uma func¸a˜o boreliana.
EXERCI´CIO H.1.12. Mostre que as condic¸o˜es seguintes sa˜o equivalentes.
(1) f e g pertencem a` mesma classe da equivaleˆncia modulo N .
(2) f e g so´ diferem sobre um conjunto negligencia´vel.
EXERCI´CIO H.1.13. Mostre que, se µ na˜o e´ puramente atoˆmica, o nu´cleo N e´ na˜o
trivial.
EXERCI´CIO H.1.14. Sejam f e g duas func¸o˜es mensura´veis sobre um espac¸o proba-
bilı´stico padra˜o Ω. Suponha que ‖ f − g ‖1 < ε. Observe que o conjunto de pontos x
onde |f(x)− g(x)| ≥ ε tem medida ≤ ε. Agora escolha sobre Ω uma me´trica completa e
separa´vel gerando a estrutura boreliana, e deduza a seguinte: se (fn) e´ uma sequeˆncia de
Cauchy no espac¸o L1(µ), enta˜o para cada ε > 0 existe um aberto U ⊆ Ω com ε(U) < ε e
uma subsequeˆncia (fni) que e´ Cauchy em relac¸a˜o a` me´trica uniforme sobre Ω\U . Conclua
que o espac¸o normado L1(µ) e´ um espac¸o de Banach.
[ Sugesta˜o: a escolha deU e de uma subsequeˆncia sa˜o recursivas, usando uma sequeˆncia
soma´vel dos reais positivos (εn) e a definic¸a˜o equivalente de uma sequeˆncia de Cauchy do
lema C.3.4. ]
H.1.3. Esperanc¸a. Agora, dada uma varia´vel aleato´ria real X , tomando valores po-
sitivos, podemos definir a esperanc¸a de X no mesmo espı´rito que a integral na eq. (H.1):
EX =
∫ ∞
0
(1− ΦX(t)) dt,
onde
Φ(t) = P [X < t]
e´ a func¸a˜o de distribuic¸a˜o de X . A definic¸a˜o se estende sobre v.a. reais quaisquer pela
formula:
EX = EX+ − EX−,
onde a notac¸a˜o e´ clara. Na pra´tica, a caraterizac¸a˜o seguinte sera´ mais u´til.
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EXERCI´CIO H.1.15. Seja X uma varia´vel aleato´ria real qualquer. Mostre que, qual-
quer que seja uma realizac¸a˜o f : (X, ν)→ R de X , temos
EX =
∫
X
f(x) dν(x).
OBSERVAC¸A˜O H.1.16. Em particular,
EX =
∫
R
x dµ(x),
onde µ e´ a lei de X .
H.1.4. Convergeˆncia dominada.
TEOREMA H.1.17 (Teorema de Lebesgue de convergeˆncia dominada). Seja (fn) uma
sequeˆncia de func¸o˜es mensura´veis sobre um espac¸o boreliano padra˜o Ω munido de uma
medida de probabilidade, µ. Suponhamos que fn convergem quase em toda parte para
uma func¸a˜o f :
µ{x ∈ Ω: fn(x)→ f(x)} = 1,
e que existe uma func¸a˜o L1(µ), g, ∫
Ω
|g| dµ < +∞,
que limita por cima as func¸o˜es da sequeˆncia:
∀n, |fn| ≤ |g|.
Enta˜o f e´ mensura´vel, e ∫
Ω
|fn − f | dµ→ 0 quando n→∞,
ou seja, fn → f na pseudome´trica L1(µ).
EXERCI´CIO H.1.18. Seja (fn) uma sequeˆncia de func¸o˜es borelianas que converge
simplesmente para uma func¸a˜o f sobre um domı´nio boreliano padra˜o:
∀x ∈ Ω, fn(x)→ f(x) quando n→∞.
Mostrar que f e´ boreliana.
OBSERVAC¸A˜O H.1.19. Todo subconjunto de um conjunto negligencia´vel e´ negligen-
cia´vel, logo mensura´vel. Por conseguinte, se uma func¸a˜o f e´ boreliana sobre um subcon-
junto de um espac¸o probabilı´stico Ω que tem medida um, segue-se que f e´ mensura´vel
sobre Ω.
PROVA DO TEOREMA H.1.17. Denotemos Y um conjunto mensura´vel da medida um
sobre qual fn → f simplesmente. Grac¸as ao exercı´cio E.1.33, podemos supor sem
perda de generalidade que as func¸o˜es fn|Y sa˜o borelianas sobre Y . (O conjunto Y tem
uma estrutura boreliana — na˜o necessariamente padra˜o — induzida de Ω). Segundo
o exercı´cio H.1.18, a func¸a˜o limite f e´ boreliana sobre Y , logo mensura´vel sobre Ω
(obervac¸a˜o H.1.19). Seja ε > 0 qualquer fixo. Para cada n, o conjunto
Bn = {x ∈ Y : ∀n′ ≥ n, |fn(x)− f(x)| < ε}
e´ boreliano (exercı´cio), Bn ⊆ Bn+1, e ∪nBn tem medida 1. Segue-se que, quando n →
∞,
µ(Bn)→ 1.
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Temos ∫
Ω
|fn − f | dµ =
∫
Bn
+
∫
Ω\Bn
< ε+
∫
Ω\Bn
2|g| dµ
→ ε quando n→∞,
pois µ(Ω \Bn)→ 0 quando n→∞, e g e´ integra´vel. 
H.1.5. Func¸a˜o caraterı´stica de uma medida de probabilidade. A func¸a˜o cara-
terı´stica, φµ, de uma medida de probabilidade, µ, sobre Rd e´ uma func¸a˜o de Rd para
C, dada por
Rd 3 t 7→ φµ(t) = Eµ(exp i〈t,X〉)
=
∫
Rd
exp i〈t, x〉 dµ(x) ∈ C,
onde X ∈ Rd segue a lei µ. E´ claro que φµ e´ sempre bem definida.
EXERCI´CIO H.1.20. Mostrar as propriedades seguintes da func¸a˜o caraterı´stica φµ.
(1) φµ e´ uniformemente contı´nua.
(2) φµ(0) = 1 and |φµ| ≤ 1.
A func¸a˜o caraterı´stica permite de reconstruir a medida µ unicamente.
EXERCI´CIO H.1.21. Sejam µ1, µ2 duas medidas de probabilidade sobre Rd. Mostrar
que existe uma func¸a˜o contı´nua f : Rd → R, que se anula fora de um compacto, e tal que∫
f dµ1 6=
∫
f dµ2. (As func¸o˜es de suporte compacto separam as medidas).
[ Sugesta˜o: existe um compacto K ⊆ Rd tal que µ1(K) 6= µ2(K). Agora pode-se
escolher um ε > 0 tal que µ1(Kε) 6= µ2(Kε), onde Kε denota a ε-vizinhanc¸a de K....etc.
] Compare o exercı´cio H.2.3.
TEOREMA H.1.22. Sejam µ1 e µ2 duas medidas de probabilidade borelianas distintas
sobre Rd. Enta˜o, φµ1 6= φµ2 .
Suponha que φµ1 = φµ2 . Segundo exercı´cio H.1.21, basta mostrar que para todas
func¸o˜es f : Rd → R de suporte compacto temos ∫ f dµ1 = ∫ f dµ2. Fixemos uma
tal func¸a˜o f e um ε > 0 qualquer. Existe um real L > 0 ta˜o grande que supp f ⊆
[−L/2, L/2]d e µi[−L/2, L/2]d > 1− ε, i = 1, 2. Formemos o toro (exemplo G.0.21)
Td = Rd/LZd
e definamos a func¸a˜o f˜ : T → R por
f˜(x+ LZd) = f(x),
para todos x ∈ [−L/2, L/2]d. E´ claro que f˜ e´ bem definida e´ contı´nua (exercı´cio).
Para cada m ∈ Zd, defina
gm : Rd → C,
x 7→ exp(i〈pim/L, x〉)
Seja F o espac¸o linear gerado pelas func¸o˜es gm, m ∈ Zd. Este espac¸o e´ fechado pela
multiplicac¸a˜o (exercı´cio), logo, forma uma a´lgebra. Tudo como as func¸o˜es geradoras, gm,
todos os elementos g ∈ F sa˜o perio´dicos:
g(x+ 2Ln) = g(x), n ∈ Zd, x ∈ Rd.
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Por isso, a func¸a˜o
g˜ : Td → C,
g˜(x+ 2LZd) = g(x)
e´ bem definida, contı´nua, e limitada.
EXERCI´CIO H.1.23. Verificar que o conjunto de func¸o˜es com valores complexes
F˜ = {g˜ : g ∈ F}
forma uma a´lgebra, fechada pelas conjugac¸o˜es.
Como o toro Td e´ compacto, o teorema de Stone–Weierstrass F.3.1 implica que F˜ e´
densa em a´lgebra C(T d). Em particular, existe g˜ ∈ F˜ tal que
∥∥∥ g˜ − f˜ ∥∥∥
∞
< ε (a norma
uniforme). Isso implica, segundo a definic¸a˜o das duas func¸o˜es,∥∥ (f − g)χ[−L,L]d ∥∥∞ < ε,
assim como ∥∥ (f − g)χRd\[−L,L]d ∥∥∞ ≤ ‖ g ‖∞
= ‖ g˜ ‖∞
≤
∥∥∥ f˜ ∥∥∥
∞
+ ε
= ‖ f ‖∞ + ε.
Para todo m ∈ Zd, ∫
gm dµ1 = φµ1(pim/L)
= φµ2(pim/L)
=
∫
gm dµ2,
logo, para cada g ∈ F , ∫
g dµ1 =
∫
g dµ2.
Usando a u´ltima igualdade, concluı´mos:∣∣∣∣∫ f dµ1 − ∫ f dµ2∣∣∣∣ = ∣∣∣∣∫ (f − g) dµ1 − ∫ (f − g) dµ2∣∣∣∣
≤
∣∣∣∣∫ |f − g| dµ1 + ∫ |f − g| dµ2∣∣∣∣
≤ ε (2‖ f ‖∞ + 2ε+ µ1(Rd) + µ2(Rd)) .
Como ε > 0 foi qualquer, isto termina a demonstrac¸a˜o do teorema H.1.22. (A demonstrac¸a˜o
foi emprestada do livro [Klenke, 2014], teorema 15.8).
H.2. Teoremas de Riesz e de Banach–Alaoglu
H.2.1. Teorema de representac¸a˜o de Riesz. Relembramos que, para um espac¸o
compacto X , o espac¸o de Banach C(X) consiste de todas as func¸o˜es contı´nuas sobre X ,
munidas da norma uniforme. Um funcional linear φ sobre um espac¸o linear que consiste
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de func¸o˜es reais e´ dito positivo se φ(f) ≥ 0 cada vez que f ≥ 0. E´ claro que, dada uma
medida boreliana de probabilidade, µ, sobre um espac¸o compacto me´trico X , o funcional
C(X) 3 f 7→
∫
X
f(x) dµ(x) ∈ R
e´ linear, positivo, e envia a func¸a˜o 1 para 1. Verifica-se que cada funcional linear sobre
C(X) com estas propriedades e´ desta forma.
TEOREMA H.2.1 (Teorema de Representac¸a˜o de Riesz). Seja X um espac¸o me´trico
compacto. Enta˜o a fo´rmula
µ 7→ [C(X) 3 f 7→
∫
X
f(x) dµ(x) ∈ R]
estabelece uma correspondeˆncia bijetora entre as medidas de probabilidade borelianas
sobre X e os funcionais lineares positivos sobre o espac¸o de Banach C(X) enviando 1
para 1.
EXERCI´CIO H.2.2. Mostre que cada funcional linear e positivo φ : C(X) → R envi-
ando 1 para 1 e´ limitado, de norma 1.
[ Sugesta˜o: dado uma f ∈ C(X) com ‖ f ‖∞ ≤ 1, estudar as imagens por φ das
func¸o˜es f+, 1− f+, etc. ]
EXERCI´CIO H.2.3. Seja X um espac¸o compacto, e F ⊆ K um subconjunto fechado.
Mostre que para cada ε > 0, existe uma func¸a˜o contı´nua fε : X → [0, 1] tal que fε|F ≡ 1
e fε se anula fora da ε-vizinhanc¸a de F . Conclua que∫
X
fε(x) dµ(x)→ µ(F ) quando ε→ 0.
EXERCI´CIO H.2.4. Deduza que se µ1 6= µ2, enta˜o existe uma func¸a˜o contı´nua f ∈
C(X) tal que ∫
X
f(x) dµ1(x) 6=
∫
X
f(x) dµ2(x).
Deste modo, apenas resta a mostrar que cada funcional linear positivo φ, com φ(1) =
1, seja da forma
φ(f) =
∫
X
f(x) dµ(x)
para uma medida de probabilidade apropriada sobre X . Com esta finalidade, precisamos
mais dois resultados (teoremas H.2.10 e H.2.13) que sa˜o importantes em si mesmos.
DEFINIC¸A˜O H.2.5. Seja V um espac¸o linear real. Um cone (ou: cone positivo) em V
e´ um subconjunto P tendo as propriedades seguintes:
• Se x, y ∈ P , enta˜o x+ y ∈ P .
• Se x ∈ P e λ ≥ R, enta˜o λx ∈ P .
• Se x ∈ P e −x ∈ P , enta˜o x = 0.
EXEMPLO H.2.6. O nosso exemplo motivador e´ o espac¸o V = C(X) de func¸o˜es
contı´nuas reais sobre um espac¸o compacto X , munido do cone P = {f : f ≥ 0}.
EXERCI´CIO H.2.7. Dado um cone P ⊆ V , verifique que a relac¸a˜o
x ≤ y ⇐⇒ y − x ∈ P
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e´ uma ordem parcial sobre V . (Portanto, o par (V, P ) se chama um espac¸o linear parcial-
mente ordenado). Deste modo, o cone P consiste exatamente de todos os elementos (na˜o
estritamente) positivos:
P = {x ∈ V : x ≥ 0}.
DEFINIC¸A˜O H.2.8. Um funcional linear φ : V → R sobre um espac¸o linear parcial-
mente ordenado (V, P ) e´ positivo se f(x) ≥ 0 quando x ∈ P (ou seja, x ≥ 0).
OBSERVAC¸A˜O H.2.9. Se X e´ um espac¸o linear parcialmente ordenado tendo o cone
P , e Y e´ um subespac¸o linear de X , enta˜o Y e´ parcialmente ordenado tambe´m, com o
cone P ∩ Y .
TEOREMA H.2.10 (Teorema de Hahn–Banach para funcionais positivos). Seja V um
espac¸o linear parcialmente ordenado, e seja E um subespac¸o linear de V . Enta˜o cada
funcional linear positivo φ sobre E se estende ate´ um funcional linear positivo sobre V .
A prova segue as mesmas linhas que a prova do teorema de Hahn–Banach para funci-
onais limitados (F.2.1). Sentimos que na˜o ha´ alguma necessidade de replicar o argumento
completo. Apenas um ana´logo positivo do lema F.2.3 pode colocar ligeiras dificuldades, e
por esta raza˜o, discutamos a prova aqui.
EXERCI´CIO H.2.11. Mostrar que sup ∅ = −∞ e inf ∅ = +∞.
LEMA H.2.12. Sejam G um subespac¸o vetorial de um espac¸o parcialmente ordenado
E = (E,P ), g um funcional linear positivo sobre F , e x ∈ E. Enta˜o existe um funcional
linear positivo g1 sobre o espac¸o vetorial
G+ Rx = {y + tx : y ∈ G, t ∈ R},
gerado pela unia˜o G ∪ {x}, cuja restric¸a˜o sobre G e´ igual a g.
DEMONSTRAC¸A˜O. A ideia da escolha e´ tambe´m parecida a` no lema F.2.3, so´ que ao
inve´s da norma temos que usar a positividade para escolhermos corretamente a imagem,
a ∈ R, de x por g1. Seja t ≥ 0 qualquer, y ∈ G. A condic¸a˜o
y + tx ≥ 0
e´ equivalente a x ≥ t−1y, e deve implicar
g1(y + tx) = g(y) + ta ≥ 0,
ou seja a ≥ g(t−1y). Da mesma maneira, a condic¸a˜o y−tx ≥ 0 e´ equivalente a x ≤ t−1y,
e deve implicar a ≤ g(t−1y). Concluı´mos: a extensa˜o desejada existe se e somente se
existe a ∈ R tal que, quaisquer que sejam y′, y′′ ∈ G tais que y′ ≤ x ≤ y′′, temos
g(y′) ≤ a ≤ g(y′′).
Como y′ ≤ y′′, temos que
g(y′) ≤ g(y′′).
a por conseguinte,
sup
y′≤x
g(y′) ≤ inf
y′′≥x
g(y′′),
se permitirmos que o supremo e o ı´nfimo assumam seus valores na reta estendida R ∪
{±∞}, como no exercı´cio H.2.11. Basta escolher a de modo que
sup
y′≤x
g(y′) ≤ a ≤ inf
y′′≥x
g(y′′).

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Agora, um resultado bastante importante da topologia geral.
TEOREMA H.2.13. Seja X um espac¸o me´trico compacto. Existe uma aplicac¸a˜o
contı´nua e sobrejetora g : {0, 1}N → X do espac¸o de Cantor sobre X .
DEMONSTRAC¸A˜O. Usando a pre´-compacidade de X , para cada n construamos uma
2−n-rede finita Fn para X . Escolhamos uma sequeˆncia dn ≥ 1 tendo a propriedade
2dn ≥ ]Fn. Agora construamos recursivamente uma sequeˆncia de aplicac¸o˜es sobrejetoras
gn : {0, 1}
∑
i≤n di → Fn,
n ≥ 1, satisfazendo a propriedade: se σ ∈ {0, 1}
∑
i≤n di , onde n ≥ 2, enta˜o
dX(gn(σ), gn−1(σ  [
∑
i≤n−1
di]) < 2
−n+1.
Dado um σ ∈ {0, 1}N, a sequeˆncia de pontos
gn(σ  [
∑
i≤n
di]) ∈ X
e´ Cauchy, e portanto possui um e apenas um limite em X , que denotemos por g(σ).
Verifica-se facilmente que a aplicac¸a˜o g : {0, 1}N → X e´ sobrejetora, usando o fato
que cada ponto x ∈ X e´ o limite de uma sequeˆncia da forma (xn), onde xn ∈ Fn e
d(x, xn) < 2
−n. A imagem por g de um conjunto aberto cilı´ndrico da forma
pi−1[∑i≤n di](τ)
tem diaˆmetro ≤∑∞i=n−1 2−i = 2−n+2, o que estabelece a continuidade de g. 
EXERCI´CIO H.2.14. Seja g : X → Y uma aplicac¸a˜o contı´nua entre dois espac¸os
compactos. Enta˜o, a fo´rmula
g∗(f)(x) = f(g(x))
estabelece um operador linear limitado e positivo g∗ : C(Y )→ C(X), enviando 1 para 1.
E´ o operador dual a g.
Agora seja φ um funcional linear positivo qualquer sobre C(X), enviando 1 para
1. Escolhemos uma aplicac¸a˜o sobrejetora g : {0, 1}N → X . Formemos o operador dual
g∗ : C(X)→ C({0, 1}N). Como g e´ sobrejetora, o operador g∗ e´ uma imersa˜o isome´trica
(exercı´cio). O funcional φ, definido sobre um subespac¸o fechado do espac¸o de Banach
C({0, 1}N), se estende ate´ um funcional linear positivo φ˜ sobre C({0, 1}N), grac¸as ao
teorema de Hahn–Banach na versa˜o parcialmente ordenada H.2.10. E´ claro que φ˜(1) =
φ(1) = 1, logo φ˜ e´ limitado, da norma 1 (exercı´cio H.2.2).
Os conjuntos cilı´ndricos de {0, 1}N sa˜o exatamente os conjuntos abertos e fechados
(exercı´cio). Para cada aberto e fechado, V , a func¸a˜o χV e´ contı´nua. Definamos
ν(V ) = φ˜(χV ).
EXERCI´CIO H.2.15. Verifique que a medida ν sobre o campo de abertos e fechados
do espac¸o {0, 1}N e´ finitamente aditiva, logo sigma-aditiva pelo mesmo argumento que no
exemplo E.1.11.
Agora ν estende-se ate´ uma medida de probabilidade boreliana sobre {0, 1}N (teorema
de Carathe´odory E.1.15). As combinac¸o˜es lineares finitas de func¸o˜es indicadoras de con-
juntos abertos e fechados satisfazem as hipo´teses do teorema de Stone–Weierstrass F.3.1
(exercı´cio), logo sa˜o densas em C({0, 1}N).
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EXERCI´CIO H.2.16. Mostrar este fato diretamente, sem usar o teorema de Stone–
Weierstrass.
Segue-se que para cada f ∈ C({0, 1}N),
φ˜(f) =
∫
{0,1}N
f(x) dν(x).
Denotemos
µ = g∗(ν)
a imagem direta da medida ν pela aplicac¸a˜o contı´nua g : {0, 1}N → X . Qualquer que seja
f ∈ C(X), temos
φ(f) = φ˜(g∗(f))
=
∫
{0,1}N
f(g(x)) dν(x)
=
∫
X
f(x) dµ,
estabelecendo o teorema de Riesz H.2.1.
H.2.2. Teorema de Banach–Alaoglu.
DEFINIC¸A˜O H.2.17. SejaE um espac¸o normado qualquer. O espac¸o dualE∗ consiste
de todos os funcionais lineares contı´nuas sobreE, munido das operac¸o˜es naturais da adic¸a˜o
e da multiplicac¸a˜o escalar, assim que da norma operadora (definic¸a˜o F.1.19).
EXERCI´CIO H.2.18. Mostrar que E∗ e´ um espac¸o de Banach (ou mostre o exercı´cio
F.1.20, mais geral).
Grac¸as ao teorema de Hahn–Banach, o espac¸o dual na˜o e´ trivial. Suas elementos
separam pontos de E: se x, y ∈ E, x 6= y, enta˜o existe φ ∈ E∗ tal que φ(x) 6= φ(y)
(corola´rio F.2.2).
Denotemos por BE∗ = {φ ∈ E∗ : ‖φ ‖ ≤ 1} a bola unita´ria fechada do espac¸o dual
de E.
TEOREMA H.2.19 (Teorema de Banach–Alaoglu, caso separa´vel). Seja E um espac¸o
normado separa´vel. Existe uma me´trica sobre a bola unita´ria BE∗ do espac¸o dual E∗ tal
que a bola e´ compacta, e a restric¸a˜o de cada funcional φ ∈ E∗ sobre BE∗ e´ contı´nua.
Esta topologia se chama a topologia fraca∗.
OBSERVAC¸A˜O H.2.20. A topologia fraca∗ e´ bem definida e o teorema de Banach–
Alaoglu vale para um espac¸o normado qualquer, so´ que para espac¸os na˜o separa´veis a
prova ja´ exige o Axioma de Escolha (o teorema de Tychonoff sobre a compacidade do
produto de uma famı´lia qualquer dos espac¸os topolo´gicos compactos). Como no´s apenas
precisamos uma versa˜o separa´vel, deˆmos uma versa˜o restrita do resultado.
Transformamos [0, 1]N num espac¸o me´trico como segue:
(H.2) d(x, y) =
∑
k∈N+
2−k|xk − yk|.
EXERCI´CIO H.2.21. Mostrar que [−1, 1]N, munido da me´trica acima, e´ um espac¸o
compacto.
[ Sugesta˜o: mostre que a me´trica acima gera a topologia produto no sentido da definic¸a˜o
C.2.93, e use o exercı´cio C.3.29. ]
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Seja x¯ = (xk) uma sequeˆncia de elementos da bola unita´ria B de E cujos elementos
sa˜o densos na bola. Definamos uma aplicac¸a˜o ix¯ da bola BE∗ para o cubo [−1, 1]N como
segue:
BE∗ 3 φ 7→ ix¯(φ), onde ∀k, i(φ)k = φ(xk) ∈ [−1, 1].
EXERCI´CIO H.2.22. Mostre que a aplicac¸a˜o ix¯ e´ injetora e contı´nua.
LEMA H.2.23. A imagem da bola BE∗ por ix¯ e´ fechada no cubo [−1, 1]N, logo com-
pacta.
Seja (φn) uma sequeˆncia de elementos da bola cujas imagens ix¯(φn) formam uma
sequeˆncia de Cauchy em relac¸a˜o a` me´trica (H.2). A propriedade de Cauchy e´ equivalente
a` condic¸a˜o seguinte: para cada ε > 0 e M , existe N e δ > 0 tais que, se n ≥ N , enta˜o
|φn(xk)− φN (xk)| < ε quando k = 1, 2, . . . ,M.
Em particular, para cada k ∈ N, a sequeˆncia (φn(xk)) e´ Cauchy em R, logo possui um
limite, que denotemos por φ(xk).
EXERCI´CIO H.2.24. Verifique que a aplicac¸a˜o com o domı´nio {xk}k∈N
xk 7→ φ(xk) ∈ R
e´ Lipschitz contı´nua de constante 1.
EXERCI´CIO H.2.25. Seja f : X → Y uma aplicac¸a˜o uniformemente contı´nua entre
dois espac¸os me´tricos. Mostre que f admite uma e uma so´ prorrogac¸a˜o uniformemente
contı´nua sobre os completamentos: fˆ : Xˆ → Yˆ . Se f for Lipschitz contı´nua, enta˜o fˆ e´
Lipschitz contı´nua, com a mesma constante.
Estendamos φ ate´ uma func¸a˜o (que denotemos pela mesma letra) de BE∗ para R.
EXERCI´CIO H.2.26. Sejam x, y ∈ BE∗ and λ ∈ R tais que x+y ∈ BE∗ e λx ∈ BE∗ .
Mostre que φ(x+ y) = φ(x) + φ(y) e φ(λ(x) = λφ(x).
EXERCI´CIO H.2.27. Mostre que φ admite uma extensa˜o u´nica ate´ um funcional linear
da norma ≤ 1, definido sobre E.
Isto conclui a prova do lema H.2.23.
Agora coloquemos sobre BE∗ a topologia induzida do cubo [−1, 1]N pela imersa˜o da
bola como um subespac¸o compacto com ajuda da aplicac¸a˜o ix¯. Em outras palavras, BE∗ e´
munido da me´trica
dx¯(φ, ψ) = d(ix¯(φ), ix¯(ψ)),
onde d e´ como na eq. (H.2).
EXERCI´CIO H.2.28. Deduza dos exercı´cios C.3.29 e C.2.94 que a topologia induzida
pela me´trica dx¯ sobre a bola BE∗ (atrave´s da imersa˜o ix¯) e´ a menor topologia tal que todas
as aplicac¸o˜es φ(xn) = pin(ix¯(φ), n ∈ N sa˜o contı´nuas.
LEMA H.2.29. Em relac¸a˜o a` me´trica dx¯, para cada x ∈ BE , a aplicac¸a˜o
(H.3) BE∗ 3 φ 7→ φ(x) ∈ R
e´ contı´nua.
DEMONSTRAC¸A˜O. Seja x ∈ BE qualquer. Formemos uma nova sequeˆncia, incluindo
x como o primeiro elemento: x˜ = (x, x1, x2, . . .). A topologia induzida sobre a bola pela
me´trica dx˜ e´ tambe´m compacta, e mais fina do que a topologia induzida pela me´trica dx¯
(exercı´cio H.2.28). Corola´rio C.3.39 aplicada a` aplicac¸a˜o identidade idBE∗ implica que as
duas topologias sa˜o iguais, logo a aplicac¸a˜o φ 7→ φ(x) e´ contı´nua em relac¸a˜o a`s ambas. 
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EXERCI´CIO H.2.30. Conclua do exercı´cio H.2.28 e do lema H.2.29, que, qualquer
que seja sequeˆncia x¯ densa na bola BE , a topologia gerada pela me´trica dx¯ sobre a bola
dual BE∗ e´ a menor topologia tal que para cada x ∈ B a aplicac¸a˜o φ 7→ φ(x) e´ contı´nua.
Segue-se que x¯ e y¯ sa˜o duas sequeˆncias densas na bolaBE quaisquer, enta˜o as me´tricas
dx¯ e dy¯ sa˜o equivalentes sobre a bola BE∗ , o que conclui a prova do teorema H.2.19.
EXERCI´CIO H.2.31. Mostrar que a topologia normada sobre BE∗ e´ mais forte do que
a` topologia fraca∗, e que as duas coincidem se e somente se dimE <∞.
H.2.3. Topologia sobre o espac¸o de medidas de probabilidade. Denotemos P (X)
o conjunto de todas as medidas de probabilidade sobre um espac¸o compacto X . Segundo
o teorema de Riesz, P (X) pode se identificar com o conjunto de funcionais lineares e
positivos sobre C(X), enviando 1 para 1. Deste modo, P (X) e´ um subconjunto da bola
dual BC(X)∗ .
PROPOSIC¸A˜O H.2.32. Seja X um espac¸o me´trico compacto. Enta˜o o espac¸o de Ba-
nach C(X) e´ separa´vel.
Isso segue imediatamente da combinac¸a˜o de dois resultados estabelecidos na prova
do teorema de Riesz: o espac¸o C(X) e´ um subespac¸o normado do espac¸o C({0, 1}N), e
o u´ltimo espac¸o e´ separa´vel. No mesmo tempo, o resultado e´ muito mais simples, e na˜o
exige algumas ferramentas avanc¸adas. Eis uma prova direta deste fato, que vamos fazer so´
para X = [0, 1].
EXERCI´CIO H.2.33. Denotemos porA o subconjunto do espac¸o `∞[0, 1] que consiste
de todas as func¸o˜es f : [0, 1] → Q tais que existe n ∈ N+ com a propriedade que f e´
constante sobre cada intervalo semiaberto[
i
n
,
i+ 1
n
)
, i = 0, 1, 2, . . . , n− 1.
Mostrar que A e´ enumera´vel.
EXERCI´CIO H.2.34. Sejam f ∈ C[0, 1] e  > 0 quaisquer. Escolhamos δ > 0 tal que
∀x, y ∈ [0, 1], |x− y| < δ ⇒ |f(x)− f(y)| < .
Existe n tal que
1
n
< δ
(a propriedade de Arquimedes). Definiremos a func¸a˜o g ∈ A pelos condic¸o˜es seguintes: g
e´ constante sobre cada intervalo [i/n, (i+ 1)/n), i = 0, 1, . . . , n− 1, e
∀i = 1, 2, 3, . . . , n, g
(
i
n
)
∈ Q e
∣∣∣∣g( in
)
− f
(
i
n
)∣∣∣∣ < .
Mostrar que d∞(d, f) < 2.
Segue-se que o subespac¸o A¯ (a adereˆncia em `∞[0, 1]) e´ separa´vel e conte´m C[0, 1],
logo C[0, 1] e´ separa´vel (teorema C.2.74).
EXERCI´CIO H.2.35. Generalizar o argumento no caso do espac¸o me´trico C(X), onde
X e´ um espac¸o me´trico compacto qualquer.
LEMA H.2.36. O espac¸o P (X) e´ fechado na bola dual BC(X)∗ em relac¸a˜o a` topolo-
gia fraca∗, logo compacto.
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DEMONSTRAC¸A˜O. Seja φ ∈ BC(X)∗ \ P (X). Indiquemos uma vizinhanc¸a V de φ
na topologia fraca∗ disjunta de P (X). Se φ(1) = a 6= 1, enta˜o definamos  = |a− 1| e
V = {ψ ∈ BC(X)∗ : ψ(1) ∈ (a− , a+ )}.
Se φ na˜o e´ positivo, existe f ∈ BE tal que f ≥ 0 e φ(f) = b < 0. Definamos
V = {ψ ∈ BC(X)∗ : ψ(f) ∈ (2b, 0)}.

Chegamos ao resultado seguinte.
TEOREMA H.2.37. O espac¸o P (X) de medidas borelianas de probabilidade sobre
um espac¸o compacto metriza´vel X e´ munido de uma topologia compacta metriza´vel, que
e´ a menor topologia tal que todas as aplicac¸o˜es
µ 7→
∫
X
f(x) dµ(x) ∈ R
sa˜o contı´nuas, quando f ∈ C(X).
Esta topologia tem o mesmo nome: topologia fraca∗ sobre P (X).
H.3. Convergeˆncia de martingales e derivada de Radon–Nikody´m
H.3.1. Teorema de convergeˆncia de martingales. No´s ja´ vimos martingales sobre
espac¸os probabilı´sticos finitos na subsec¸a˜o 1.3.3. Agora consideremos martingales um
pouco mais complicados: ainda definidas pelas partic¸o˜es finitas, embora formando uma
sequeˆncia infinita, sobre um espac¸o probabilı´stico padra˜o.
DEFINIC¸A˜O H.3.1. Seja (X,µ) um espac¸o probabilı´stico padra˜o, e seja
Ω0  Ω1  · · ·  Ωn  Ωn+1  . . .
uma sequeˆncia refinadora de partic¸o˜es finitas mensura´veis de Ω, onde Ω0 = {Ω} e´ uma
partic¸a˜o trivial. Um martingale (formado em relac¸a˜o a` sequeˆncia acima) e´ uma colec¸a˜o de
func¸o˜es mensura´veis reais (f0, f1, . . . ) sobreX , que pertencem a L1(µ) e satisfazem, para
todo i = 1, 2, . . . ,
Eµ(fi | Ωi−1) = fi−1.
A esperanc¸a condicional e´ entendida no sentido da definic¸a˜o 1.3.31.
DEFINIC¸A˜O H.3.2. Digamos que uma func¸a˜o mensura´vel real f sobre um espac¸o
probabilı´stico padra˜o (Ω, µ) e´ essencialmente limitada se existe uma func¸a˜o limitada, g,
que difere de f sobre um conjunto negligencia´vel. O supremo essencial de f e´ o valor
ess sup f = inf{sup f |A : µ(A) = 1}.
EXERCI´CIO H.3.3. Verifique que as func¸o˜es mensura´veis e essencialmente limitadas
formam um subespac¸o linear de RΩ, e a fo´rmula
‖ f ‖∞ = ess sup|f |
defina uma pre-norma sobre este espac¸o.
O espac¸o acima e´ notado L∞(Ω, µ), ou simplesmente L∞(µ). O espac¸o normado
associado ao espac¸o acima e´ denotado pelo mesmo sı´mbolo.
EXERCI´CIO H.3.4. Mostre que o espac¸o normado L∞(µ) e´ um espac¸o de Banach.
[ Sugesta˜o: use o teorema C.3.23. ]
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O resultado seguinte forma uma ferramenta te´cnica maior.
TEOREMA H.3.5 (Primeiro teorema de Doob de convergeˆncia de martingale). Seja
(fn) um martingale, tal que ‖ fn ‖1 < ∞ uniformemente em n. Enta˜o fn converge em
quase todo ponto para um limite que pertence a L1(µ).
Vamos “quase” mostrar o resultado, e a u´nica coisa que nos faltara´, sera´ o lema de Fa-
tou, que garante que o limite simples da sequeˆncia (fn) pertenc¸a a L1(µ). Como queremos
evitar uma prova extra bastante te´cnica, formulemos uma versa˜o do teorema de Doob mais
fraca possı´vel do que atende a`s nossas necessidades.
TEOREMA H.3.6. Seja (fn) um martingale, tal que ‖ fn ‖∞ <∞ uniformemente em
n. Enta˜o fn converge em L1(µ) para um limite.
EXERCI´CIO H.3.7. Mostre que sem a hipo´tese sobre as normasL∞ de fn, a conclusa˜o
do teorema H.3.6 na˜o e´ verdadeira.
EXERCI´CIO H.3.8. Mostre que, se apenas exigirem que as normas L1(µ) de fn sejam
uniformemente limitadas, pode ocorrer que Eµfn = 1 para todos n, portanto fn → 0 q.c.
OBSERVAC¸A˜O H.3.9. O segundo teorema de Doob da´ condic¸o˜es necessa´rias e sufici-
entes para (fn) convergirem em L1(µ). No entanto, so´ vamos precisar do resultado mais
fraco H.3.6.
DEFINIC¸A˜O H.3.10. Sejam (xn) uma sequeˆncia de reais, finita ou infinita, e a < b.
Uma travessia para cima (upcrossing) do intervalo (a, b) pela sequeˆncia (xn) e´ qualquer
par de elementos xm, xn, onde m < n, xm ≤ a, xn ≥ b, e para qualquer k com m < k <
n, temos xk ∈ (a, b).
DEFINIC¸A˜O H.3.11. O nu´mero total de travessias para cima do intervalo (a, b) pela
sequeˆncia (xn) e´ denotado U [(xn), (a, b)].
De mesmo modo, as travessias para baixo (downcrossings) sa˜o definidas, e o seu
nu´mero e´ denotadoD((xn), (a, b)). E´ claro que a diferenc¸a entre os nu´merosU [(xn), (a, b)]
e D[(xn), (a, b)] pode ser ±1 ao ma´ximo.
EXERCI´CIO H.3.12. Mostre que uma sequeˆncia limitada (xn) de reais converge para
um limite se e somente se, para todos a < b (equivalente: para todos a < b racionais), o
nu´mero de travessias para cima do intervalo (a, b) pela sequeˆncia e´ finito.
Agora o teorema H.3.6 segue do resultado seguinte, aplicado ao conjunto de interva-
los com pontos extremos racionais, e depois combinado com o teorema de convergeˆncia
dominada H.1.17. Relembramos que f− denota a parte negativa de uma func¸a˜o:
f− = max{−f, 0}.
LEMA H.3.13 (Lema de Doob de travessias para cima). Suponha que L1(fn) < ∞
uniformemente em n. Enta˜o, para todos a < b e N ∈ N,
(b− a)Ex∼µU [(fi(x))Ni=1, (a, b)] ≤ Eµ(fN − a)−.
Definamos recursivamente as func¸o˜es tk, k ∈ N, e sk, k ∈ N+, sobre X com valores
em N (ou: realizac¸o˜es de varia´veis aleato´rias) como segue:
t0 = 0,
sk = min{n > tk−1 : fn ≤ a},
tk = min{n > sk : fn ≥ b}.
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Deste modo,
0 = t0 < s1 < t1 < s2 < . . .
EXERCI´CIO H.3.14. Verifique que
U [(fi(x))
N
i=1, (a, b)] = max{k : tk(x) ≤ N}.
DEFINIC¸A˜O H.3.15. Uma func¸a˜o N : X → N e´ chamada tempo de parada se para
todo n, o evento
{x ∈ X : N(x) = n}
pertence a` a´lgebra de conjuntos gerada pela partic¸a˜o Ωn.
EXERCI´CIO H.3.16. Mostre que tk e sk sa˜o tempos de parada.
Para dois func¸o˜es f e g, usemos a notac¸a˜o
(f ∧ g)(x) = min{f(x), g(f)}.
EXERCI´CIO H.3.17. Mostre que, se (fn) e´ um martingale e N e´ um tempo de parada,
enta˜o a sequeˆncia (fn∧N ) e´ um martingale. A func¸a˜o fn∧N deve ser entendida como
fn∧N (x) = fmin{n,N(x)}.
[ Sugesta˜o: para um elemento A ∈ Ωn−1 e os elementos Ai ∈ Ωn, ∪Ai = A, considere
va´rias possibilidades para o valor de n ∧N sobre A e Ai. ]
TEOREMA H.3.18. Seja (fn) um martingale e N um tempo de parada. Enta˜o,
EfN∧n = Ef0.
Para mostrar o resultado, precisamos da noc¸a˜o seguinte.
DEFINIC¸A˜O H.3.19. Uma sequeˆncia h = (hn) de func¸o˜es sobre X chama-se pre-
visı´vel se cada hn e´ mensura´vel em relac¸a˜o a` a´lgebra gerada por Ωn−1, ou seja, e´ constante
sobre os elementos de Ωn−1.
Dado um martingale f = (fn) e uma sequeˆncia previsı´vel (hn), definamos a transfor-
mac¸a˜o martingale,
(h · f)n = f0 +
n∑
i=1
hjdj ,
onde dj = fj − fj−1 sa˜o diferenc¸as de martingale (definic¸a˜o 1.3.44). Por exemplo, se
hn = 1, obtemos o martingale original.
EXERCI´CIO H.3.20. Mostre que a transformac¸a˜o martingale ((h · f)n)∞n=0 e´ um mar-
tingale.
[ Sugesta˜o: use proposic¸o˜es 1.3.46 e 1.3.34.(2). ]
EXERCI´CIO H.3.21. Mostre que para cada n,
E(h · f)n = Ef0.
Modulo o exercı´cio H.3.21, a prova do teorema H.3.18 sera´ terminada pela observac¸a˜o
seguinte.
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LEMA H.3.22. Seja (fn) um martingale e N um tempo de parada. Enta˜o,
(fn∧N ) = (z · f)n,
onde (zn) e´ uma sequeˆncia previsı´vel, dada por
z(x) =
{
1, se N ≥ n,
0, se N < n
DEMONSTRAC¸A˜O. O evento zn = 1 e´ igual ao evento N ≥ n, e ele e´ Ωn−1-
mensura´vel porque o evento complementar N ≤ n − 1 e´ (definic¸a˜o de tempo de parada).
Logo, (zn) e´ uma sequeˆncia previsı´vel. Agora,
(z · f)n = f0 +
n∑
i=1
zn(fn − fn−1)
= f0 +
n∧N∑
i=1
(fn − fn−1)
= fn∧N ,
pois a soma e´ telesco´pica. 
PROVA DO LEMA H.3.13. Denotemos K(x) = U [(fi(x))Ni=1, (a, b)]. Qualquer que
seja n, temos:
0 =
∞∑
j=1
(Ef0 − Ef0)
= E
∞∑
j=1
(ftj∧n − fsj∧n)
= E
K(x)∑
j=1
(ftj − fsj ) + E(fn − fsK(x))
≥ EK(x)(b− a)− E(fn − a)−,
e o resultado segue. 
EXERCI´CIO H.3.23. Deduza o teorema H.3.6 do lema H.3.13 e o exercı´cio H.3.12.
H.3.2. Derivada de Radon–Nikody´m.
DEFINIC¸A˜O H.3.24. Sejam µ e ν duas medidas sobre um espac¸o boreliano padra˜o, Ω.
Diz-se que µ e´ absolutamente contı´nua em relac¸a˜o a ν, notac¸a˜o
µ ν,
se cada conjunto ν-negligencia´vel e´ µ-negligencia´vel:
∀B ∈ BΩ, ν(B) = 0⇒ µ(B) = 0.
EXERCI´CIO H.3.25. Sejam µ uma medida finita boreliana sobre um espac¸o boreliano
padra˜o, Ω, e f ∈ L1(µ). Mostre que a fo´rmula
(fµ)(B) =
∫
Ω
χBdµ
defina uma medida finita boreliana, fµ, sobre Ω.
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EXEMPLO H.3.26. fµ µ.
O teorema de Radon–Nikody´m diz que isto e´ o u´nico exemplo possı´vel.
TEOREMA H.3.27 (Teorema de Radon–Nikody´m). Sejam µ e ν duas medidas finitas
sobre um espac¸o boreliano padra˜o, Ω, tais que
µ ν.
Enta˜o, existe uma func¸a˜o f ∈ L1(ν) tal que
µ = fν.
DEFINIC¸A˜O H.3.28. A func¸a˜o f no teorema H.3.27 chama-se a derivada de Radon–
Nikody´m. Notac¸a˜o:
f =
dµ
dν
.
EXERCI´CIO H.3.29. Mostre o teorema de Radon–Nikody´m no caso onde ν e´ pura-
mente atoˆmica. Deduza que basta mostrar o teorema sob a hipo´tese que ν seja uma medida
na˜o atoˆmica.
Na parte principal, somente usamos o teorema de Radon–Nikody´m para mostrar a
existeˆncia da func¸a˜o de regressa˜o (p. 129), e neste caso, a medida µ satisfaz uma forte
restric¸a˜o adicional: para cada conjunto A mensura´vel, µ(A) ≤ ν(A). A prova torna se
consideravelmente mais simples. Vamos apenas mostrar este resultado:
TEOREMA H.3.30 (Teorema de Radon–Nikody´m, caso especial). Sejam µ e ν duas
medidas finitas sobre um espac¸o boreliano padra˜o, Ω, tais que para cada A ∈ BΩ,
µ(A) ≤ ν(A).
Enta˜o, existe uma func¸a˜o boreliana f com valores em [0, 1] tal que
µ = fν.
Grac¸as ao exercı´cio H.3.29, podemos supor que ν e´ uma medida na˜o atoˆmica. Apli-
cando o teorema E.2.7, suponhamos sem perda de generalidade que Ω = {0, 1}N e´ o cubo
de Cantor, e ν e´ a medida de Haar.
Para cada n, seja Ωn a partic¸a˜o de {0, 1}N em 2n subconjuntos cilı´ndricos da forma
pi−1n (σ), σ ∈ {0, 1}n. Definamos fn : {0, 1}N → R por
fn(x) =
µ
(
pi−1n (pin(x))
)
ν(pi−1n (pin(x)))
= 2nµ
(
pi−1n (pin(x))
)
.
EXERCI´CIO H.3.31. Verifique que (fn) e´ um martingale em relac¸a˜o a` sequeˆncia de
partic¸o˜es (Ωn).
A hipo´tese adicional sobre µ implica que ‖ fn ‖∞ ≤ 1, e segundo o teorema de con-
vergeˆncia de martingale H.3.6, fn → f no espac¸o L1(µ).
EXERCI´CIO H.3.32. Mostre que para todo conjunto cilı´ndrico C = pi−1n (σ) temos
f(C) = fn(C) = 2
nµ
(
pi−1n (pin(x))
)
.
Com ajuda do teorema de extensa˜o de medidas, deduza que
µ = fν.
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H.3.3. Espac¸o dual deL1(µ). Todo elemento f ∈ L∞(µ) defina um funcional linear
sobre L1(µ), como segue:
L1(µ) 3 g 7→ fˆ(g) =
∫
Ω
f(x)g(x) dµ(x) ∈ R.
EXERCI´CIO H.3.33. Verifique que a funcional acima e´ limitado, e a sua norma satisfaz∥∥∥ fˆ ∥∥∥ = ‖ f ‖∞.
Deste modo, a correspondeˆncia
(H.4) L∞(µ) 3 f 7→ fˆ ∈ L1(µ)∗
e´ ima imersa˜o isome´trica linear.
De fato, verifica-se que todos os funcionais limitados sobre L1(µ) sa˜o daquela forma.
TEOREMA H.3.34. O espac¸o de Banach L1(µ)∗ dual ao espac¸o L1(µ) e´ isometrica-
mente isomorfo ao espac¸o L∞(µ). O isomorfismo e´ estabelecido pela eq. (H.4).
Apenas resta mostrar que para cada funcional linear limitado φ : L1(µ) → R existe
uma func¸a˜o f ∈ L∞(µ) tal que φ = fˆ . No caso de um espac¸o probabilı´stico finito, isso
segue das considerac¸o˜es de dimensa˜o.
EXERCI´CIO H.3.35. Mostre o teorema H.3.34 no caso onde Ω e´ finito.
A prova do caso geral e´ muito semelhante a` prova do teorema H.3.30. Sem perda de
generalidade, pode-se supor que Ω e´ o cubo de Cantor, {0, 1}N, munido de uma medida
de probabilidade, µ. Seja φ ∈ L1(µ)∗. Mais uma vez, denotemos por Ωn a partic¸a˜o de
{0, 1}N em 2n subconjuntos cilı´ndricos pi−1n (σ), σ ∈ {0, 1}n. Para cada n, definamos
fn : {0, 1}N → R por
fn(x) =
φ(χpi−1n (pin(x)))
µ(pi−1n (pin(x)))
= φ
 χpi−1n (pin(x))∥∥∥χpi−1n (pin(x)) ∥∥∥1
 .
EXERCI´CIO H.3.36. Verifique que (fn) e´ um martingale, e fn sa˜o uniformemente
limitados em L∞(µ) por ‖φ ‖.
O teorema de convergeˆncia de martingale H.3.6 garante que fn → f no espac¸o L1(µ).
EXERCI´CIO H.3.37. Verifique que para todo conjunto cilı´ndrico da formaC = pi−1n (σ),∫
C
f(x) dµ(x) = φ(C).
Deduza que para toda combinac¸a˜o linear finita,
(H.5) g =
k∑
i=1
λkχCk ,
onde Ck sa˜o conjuntos cilı´ndricos como acima, temos∫
{0,1}N
g(x)f(x) dµ(x) = φ(g).
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EXERCI´CIO H.3.38. Mostre que as func¸o˜es como na eq. (H.5) (func¸o˜es simples) sa˜o
densas em L1(µ).
[ Sugesta˜o: use a regularidade de µ para aproximar cada conjunto da forma {x ∈
Ω: ti < f(x) < ti+1} com um conjunto aberto e fechado, e depois use o fato que abertos
e fechados em {0, 1}N sa˜o exatamente conjuntos cilı´ndricos. ]
Em particular, o espac¸o L1(µ), onde µ e´ uma medida de probabilidade sobre um
espac¸o boreliano padra˜o, e´ separa´vel.
EXERCI´CIO H.3.39. Complete a prova do teorema H.3.34.
H.4. Teorema da desintegrac¸a˜o de Rokhlin
H.4.1. No´s precisamos a versa˜o seguinte do teorema de Rokhlin.
TEOREMA H.4.1 (Teorema da desintegrac¸a˜o de Rokhlin). Sejam f : Ω → Υ uma
func¸a˜o boreliana entre dois espac¸os borelianos padra˜o, e µ uma medida de probabilidade
boreliana sobre Ω. Para quase todo x ∈ Υ, existe uma medida de probabilidade µx sobre
a fibra f−1(x) ⊆ Ω, tal que, qualquer que seja func¸a˜o g ∈ L1(µ),
(H.6)
∫
Ω
g(x) dµ(x) =
∫
Υ
df∗(µ)
∫
f−1(x)
g(y) dµx(y).
Em particular, para cada conjunto mensura´vel A ⊆ Ω,
µ(A) =
∫
Υ
µx(A ∩ f−1(x)) df∗(µ).
OBSERVAC¸A˜O H.4.2. Na fala probabilı´stica, as medidas µx sa˜o probabilidades condi-
cionais dado f(X) = x, onde X e´ um elemento aleato´rio de Ω seguindo a lei µ. Notac¸a˜o:
P [· | f(X) = x].
Analogamente, a integral
∫
dµx e´ a esperanc¸a condicional dado f(X) = x. A igualdade
(H.6) serve da base do jeito de condicionamento.
EXERCI´CIO H.4.3. Mostre o teorema de Rokhlin no caso onde a medida f∗(µ) e´
puramente atoˆmica em Υ.
[ Sugesta˜o: se x e´ um a´tomo, a medida µx e´ simplesmente a normalizac¸a˜o da restric¸a˜o
de µ sobre f−(x),
µx =
µ|f−1(x)
µ(f−1(x))
. ]
Deduza que basta mostrar o teorema de Rokhlin apenas para medidas µ cuja imagem direta
f∗(µ) e´ na˜o-atoˆmica.
H.4.2. Para comec¸ar, mostremos o teorema de Rokhlin no caso especial onde Ω e
Υ sa˜o espac¸os compactos me´tricos, f : Ω → Υ e´ uma func¸a˜o contı´nua, e Υ = {0, 1}N e´
homeomorfo ao cubo de Cantor. Com o exercı´cio H.4.3 em mente, suponhamos que f∗(µ)
e´ uma medida na˜o-atoˆmica.
Diz-se que um espac¸o me´trico tem dimensa˜o zero se para cada ponto x e cada vizinhanc¸a
V de x, existe um conjunto aberto e fechado, U , tal que x ∈ U ⊆ V .
EXERCI´CIO H.4.4. Mostre que o cubo de Cantor {0, 1}N e´ um espac¸o de dimensa˜o
zero.
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EXERCI´CIO H.4.5. Seja K um espac¸o me´trico compacto, de dimensa˜o zero, e sem
pontos isolados. Mostre que K e´ homeomorfo ao cubo de Cantor {0, 1}N.
[ Sugesta˜o: construa uma sequeˆncia de partic¸o˜es de K com abertos e fechados, once
a cada passo todo elemento da partic¸a˜o e´ dividido em dois.... ]
EXERCI´CIO H.4.6. Mostre que o suporte, suppµ, de uma medida boreliana na˜o-
atoˆmica µ sobre um espac¸o me´trico qualquer na˜o tem pontos isolados. (Como diz-se,
suppµ e´ um conjunto perfeito).
Os exercı´cios acima permitem assumir, sem perda de generalidade, que a medida f(µ)
tem Υ = {0, 1}N como o suporte. Como nas sec¸o˜es precedentes, formemos uma sequeˆncia
refinadora de partic¸o˜es finitas do cubo de Cantor, (ΩN ), onde Ωn consiste de conjuntos
abertos e fechadas cilı´ndricos da forma pi−1n (σ), σ ∈ {0, 1}n. Dado um elemento C ∈ Ωn,
definamos uma medida de probabilidade µC sobre Ω como a restric¸a˜o normalizada de µ
sobre o conjunto aberto e fechado f−1(C):
µC =
µ|f−1(C)
µ(f−1(C))
.
Como µ(f−1(C)) = f∗(µ)(C) 6= 0, a definic¸a˜o e´ correta.
Definamos, para cada n, uma aplicac¸a˜o µn : Υ→ P (Ω) como segue:
µn(x) = µC , para o u´nico C ∈ Ωn que conte´m x.
A sequeˆncia (µn) forma um martingale com valores no espac¸o P (Ω) (relativo a sua es-
trutura afim), que converge para uma aplicac¸a˜o ν : Υ → P (Ω), cujos valores, ν(x), sera˜o
exatamente as nossas medidas µx. Ao inve´s de desenvolvermos uma teoria de martinga-
les com valores nos espac¸os localmente convexos, reduzamos tudo ao caso de martingais
reais.
Seja g ∈ C(Ω) uma func¸a˜o contı´nua qualquer sobre o espac¸o compacto Ω. Para cada
n, definamos a func¸a˜o
gn : Υ→ R,
igual a esperanc¸a condicional de g em relac¸a˜o a` partic¸a˜o f−1(Ωn), pela condic¸a˜o
g˜n(x) =
∫
C
g(x) dµC , onde x ∈ C ∈ Ωn.
EXERCI´CIO H.4.7. Verificar que a sequeˆncia [(g˜n)] e´ um martingale sobre Υ em
relac¸a˜o a` sequeˆncia de partic¸o˜es (Ωn).
Como (gn) sa˜o uniformemente limitados por ‖ g ‖∞, o martingale tem limite em
L1(f∗(µ)), que denotemos por g˜. Tambe´m temos a convergeˆncia em f∗(µ)-quase todo
x, g˜n(x)→ g˜(x).
Fixemos uma sequeˆncia (gk)∞k=1 densa na bola unita´ria de C(Ω). Segue-se que que,
para f∗(µ)-quase todo x ∈ Υ e todos k, ˜(gk)n(x) → g˜k(x), e
∥∥∥ ˜(gk)n − g˜k∥∥∥
1
→ 0.
Denotemos por X o conjunto de x ∈ Υ onde a convergeˆncia pontual tem lugar para todos
k.
EXERCI´CIO H.4.8. Mostre que, para x ∈ X, a aplicac¸a˜o
gk 7→ g˜k(x)
estende-se ate´ um funcional linear positivo sobre C(Ω) enviando 1 para 1. Logo, quase
certamente existe a u´nica medida de probabilidade µx sobre Ω tal que
g˜k(x) =
∫
Ω
gk dµx.
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EXERCI´CIO H.4.9. Verifique que, para x ∈ X, se g, h ∈ C(Ω), V 3 x e uma
vizinhanc¸a de x em Υ sa˜o tais que g|f−1(V ) = h|f−1(V ), enta˜o
g˜(x) = h˜(x).
Deduza que, para quase todo x,
suppµx ⊆ f−1(x).
[ Sugesta˜o: f e´ contı´nua. ]
EXERCI´CIO H.4.10. Seja x ∈ Υ e (Cn) uma sequeˆncia de abertos e fechados cilı´ndricos
da forma Cn = pi−1n (pin(x)). Mostre que, para quase todo x,
µCn → µx quando n→∞
na topologia fraca∗ em P (Ω).
EXERCI´CIO H.4.11. Combine o exercı´cio precedente com a observac¸a˜o que para cada
g ∈ C(Ω) e todo k, ∫
Υ
g˜k df∗(µ) =
∫
Ω
g dµ
para deduzir a afirmac¸a˜o do teorema de Rokhlin (eq. H.6) sob as nossas hipo´teses adicio-
nais. (Primeiramente, para func¸o˜es contı´nuas, e no conseguinte, para func¸o˜es L1(µ)).
H.4.3. Agora, o caso geral. Comecemos com uma variac¸a˜o do teorema de Luzin
E.2.14.
EXERCI´CIO H.4.12. Mostre o seguinte. Seja f uma func¸a˜o mensura´vel sobre um
espac¸o me´trico completo e separa´vel, Ω, munido de uma medida de probabilidade bore-
liana, µ, com valores no cubo de Cantor {0, 1}N. Dado ε > 0, existe um subconjunto
compacto K ⊆ Ω com µ(Ω \K) < ε tal que a restric¸a˜o f |K e´ contı´nua.
Agora identifiquemos Υ, como espac¸o boreliano, com {0, 1}N, e Ω, com um espac¸o
compacto me´trico qualquer. Para cada ε > 0, escolhemos um compacto K ⊆ Ω com
µ(K) > 1− ε e f |K contı´nua. Definamos a medida de probabilidade normalizada
µε =
µ|Kε
µ(Kε)
.
Escolhemos uma famı´lia de medidas de probabilidade condicionais, (µεx), x ∈ Υ, desin-
tegrando a medida µε. Deixemos como um exercı´cio, de verificar que, se εn ↓ 0 bastante
ra´pido, enta˜o o lema de Borel–Cantelli E.2.27 garante que, para quase todo x ∈ Υ, a
sequeˆncia de medidas (µεnx )
∞
n=1 converge na topologia fraca
∗ para uma medida de proba-
bilidade µx, e a famı´lia (µx) satisfaz todas as concluso˜es do teorema de Rokhlin.
H.4.4. Teorema de Fubini. Um exemplo cla´ssico da desintegrac¸a˜o de medidas e´ o
teorema de Fubini.
TEOREMA H.4.13. Sejam (Υ, µ) e (Ω, ν) dois espac¸os probabilı´sticos padra˜o. Enta˜o,
a desintegrac¸a˜o da medida de produto µ ⊗ ν sobre Υ × Ω tem forma µx = ν para quase
todos x ∈ Υ. Em outras palavras, para toda func¸a˜o f ∈ L1(µ⊗ ν),∫
Υ×Ω
f d(µ⊗ ν) =
∫
Υ
dµ(x)
∫
Ω
f(x, y) dν(y).
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EXERCI´CIO H.4.14. Mostre o teorema, primeiramente para f contı´nua (na topolo-
gia de produto, onde Ω e Υ sa˜o munidas de estruturas de espac¸os me´tricos apropriados),
usando as func¸o˜es f˜n na prova do teorema de Rokhlin, e depois para f ∈ L1(µ).
APEˆNDICE I
Desigualdade de concentrac¸a˜o de Paul Le´vy
I.1. Fenoˆmeno de concentrac¸a˜o
Consideremos um domı´nio, Ω, potencialmente de “alta dimensa˜o”, como a esfera eu-
clideana:
Sd = {x ∈ Rd+1 | |x| = 1}.
Suponhamos que o u´nico meio de estudar o objeto em questa˜o seja por uma se´rie dos
experimentos aleato´rios, do seguinte modo. Cada experimento produz um ponto x ∈ Ω
tirado de maneira aleato´ria (cuja distribuic¸a˜o e´ conforme a medida natural de Ω, como o vo-
lume), e cada vez podemos registrar os valores f(x) de func¸o˜es (quantidades observa´veis)
f : X → R
para x. Quanta informac¸a˜o sobre a geometria de Ω podemos obter desta maneira?
Por exemplo, o que podemos deduzir sobre o diaˆmetro de Ω? O diaˆmetro de Ω e´ a
quantidade
diam Ω := sup{d(x, y) | x, y ∈ Ω},
onde d(x, y) denota a distaˆncia entre x e y. Nesta situac¸a˜o, como as observa´veis f : Ω →
R, e´ lo´gico considerar as func¸o˜es Lipschitz contı´nuas com a constante de Lipschitz 1, isso
e´, as func¸o˜es que na˜o aumentam a distaˆncia:
∀x, y ∈ Ω |f(x)− f(y)| ≤ d(x, y).
Eis uma fonte das tais func¸o˜es.
EXERCI´CIO I.1.1. Seja x0 ∈ Ω um ponto de X qualquer. Mostrar que a func¸a˜o
distaˆncia definida por
x 7→ dist(x0, x)
e´ Lipschitz contı´nua com a constante 1.
Por conseguinte, obtemos o resultado seguinte.
EXERCI´CIO I.1.2. Mostre que
diam Ω = sup {|f(x)− f(y)| : x, y ∈ Ω,
f : Ω→ R e´ 1-Lipschitz contı´nua com L = 1} .
EXERCI´CIO I.1.3. Verifique que, se Ω e´ compacto, enta˜o o valor do diaˆmetro e´ reali-
zado pela uma func¸a˜o 1-Lipschitz contı´nua f apropriada:
diam Ω = max{d(f(x), f(y)) : x, y ∈ Ω}.
353
354 I. DESIGUALDADE DE CONCENTRAC¸A˜O DE PAUL LE´VY
Se no´s pude´ssemos medir os valores de todos as observa´veis para todos os pares de
pontos de X e enta˜o escolher o supremo, saberı´amos o diaˆmetro diamX . Mas isto e´
impossı´vel. Podemos escolher uma observa´vel f , e gerar enta˜o a sequeˆncia mais ou menos
longa, mas finita, de pontos aleato´rios,
x1, x2, . . . , xN ,
registrando cada vez o valor f(xi), i = 1, 2, 3, . . ..
Depois que produzimos uma se´rie de nu´meros reais
f(x1), f(x2), . . . , f(xN ),
calcularemos a diferenc¸a ma´xima
DN =
N
max
i,j=1
|f(xi)− f(xj)|.
E´ imediato que
DN ≤ DN+1 ≤ D,
de modo que os valores DN “melhoram” cada vez.
Pararemos o experimento quando a probabilidade de melhorar o valor precedente,DN ,
se torna demasiado pequena. Mais precisamente, seja κ > 0 (um valor limiar) um nu´mero
fixo muito pequeno, tal como κ = 10−10 (sugerido por Gromov).
No´s pararemos depois que o nu´mero D = DN satisfaz
µ{x | |f(x)−M | < D} > 1− κ},
onde µ e´ a medida “natural” sobre X . O valor D = DN obtido desta maneira chama-se
o diaˆmetro observa´vel de X . Mais precisamente, o diaˆmetro observa´vel obs-diam κX e´
definido por
obs-diam κX = inf{D > 0: para cada observa´vel f sobre X ,
µ{x ∈ X | |f(x)−M | ≥ D} ≤ κ}.
Ilustremos o conceito para as esferas euclideanas Sn. Neste experimento, substitu-
amos a reta R com uma “tela” R2, e usemos como a observa´vel a projec¸a˜o coordenada
Rd+1 → R2,
(x1, x2, . . . , xd+1)→ (x1, x2).
O nu´mero dos pontos tirados sera´ fixo a N = 1000.
As Figuras I.1, I.2 e I.3 mostram os resultados de experimentos. A linha pontilhada
representa a projec¸a˜o da esfera de raio um (a saber, o cı´rculo de raio um), enquanto a linha
so´lida mostra um cı´rculo de tal raio que a probabilidade de um evento de que a projec¸a˜o de
um ponto aleato´rio na esfera esteja fora deste cı´rculo e´ menos que κ = 10−10. Em outras
palavras, o diaˆmetro do cı´rculo solido e´ o diaˆmetro observa´vel da esfera Sd.
E´ possı´vel provar que o diaˆmetro observa´vel da esfera satisfaz
obs-diam κ(Sd) = Θ
(
1√
d
)
para cada valor limiar κ > 0. Em outras palavras, assintoticamente, o diaˆmetro observa´vel
da esfera Sn e´ de ordem 1/
√
d.
Come o diaˆmetro atual da esfera Sd e´ 2, uma esfera da alta dimensa˜o aparece como
um “cometa” formado de um “nu´cleo” muito pequeno e um “envolto´rio gasoso” de grande
tamanho e de densidade baixa. (Figura I.4).
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FIGURA I.1. S2 e S10
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FIGURA I.2. S30 e S100
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FIGURA I.3. S500 e S2500
Esta observac¸a˜o e´ tı´pica de outros objetos geome´tricos da alta dimensa˜o. Por exemplo,
e´ possı´vel mostrar que o diaˆmetro observa´vel do cubo unita´rio,
Id = {x ∈ Rd | ∀i = 1, . . . , d, 0 ≤ |xi| ≤ 1},
satisfaz
obs-diam κ(Id) = Θ (1) .
Ou seja, assintoticamente obs-diam κ(Id) e´ constante. Ao mesmo tempo,
diam (Id) =
√
d.
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FIGURA I.4. O diaˆmetro observa´vel de um espac¸o da alta dimensa˜o.
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FIGURA I.5. Projec¸o˜es do cubo Id e dos 1, 000 pontos aleato´rios no
cubo sobre um plano aleato´rio, d = 3, 4.
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FIGURA I.6. O mesmo, d = 5, 10.
Com efeito, nas altas dimenso˜es a projec¸a˜o ortogonal do cubo Id com N = 1000
pontos aleato´rios sobre um plano aleato´rio assemelha-se fortemente a` projec¸a˜o da esfera.
Veja as Figuras I.5, I.6, e I.8.
A dependeˆncia do diaˆmetro observa´vel no valor limiar κ na˜o e´ muito sensı´vel (somente
logarı´tmica).
O fenoˆmeno de concentrac¸a˜o de medida sobre as estruturas de alta dimensa˜o pode
ser exprimido da seguinte maneira informal:
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FIGURA I.7. O mesmo, d = 20, 100.
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FIGURA I.8. O mesmo, d = 300, 1000.
O diaˆmetro observa´vel de um objeto geome´trico de alta dimensa˜o e´
tipicamente demasiado pequeno comparado ao diaˆmetro atual:
obs-diam (X) diam (X).
A formulac¸a˜o mais precisa usa a noc¸a˜o do tamanho caraterı´stico de X em vez do
diaˆmetro. Sobre um espac¸o de grande dimensa˜o, os valores da distaˆncia d(x, y) tipica-
mente concentram em torno da esperanc¸a da distaˆncia, ou do tamanho caraterı´stico de
X ,
charSize (X) = Eµ⊗µ(d(x, y)).
Veja as Figuras I.9 e I.10 para o cubo Id.
Por exemplo, o tamanho caraterı´stico da esfera e´, assintoticamente, Θ(1):
charSize (Sn)→
√
2 quando n→∞.
O fenoˆmeno de concentrac¸a˜o de medida na forma mais exata diz o que
Diaˆmetro observa´vel tamanho caraterı´stico.
O fenoˆmeno e´ o assunto de estudo de uma disciplina matema´tica relativamente nova:
a ana´lise geome´trica assinto´tica. Esta introspec¸a˜o na geometria dos objetos de dimensa˜o
alta e´ a mais importante, e tem muitas aplicac¸o˜es e consequeˆncias amplas em cieˆncias
matema´ticas.
Eis uma reformulac¸a˜o heurı´stica equivalente (embora na˜o evidente) do fenoˆmeno:
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FIGURA I.9. Distribuic¸a˜o das distaˆncias entre 10, 000 pontos aleato´rios
do cubo Id, d = 3, 10.
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FIGURA I.10. O mesmo, d = 100, 1000.
Tipicamente, num espac¸o Ω de grande dimensa˜o, para cada subcon-
junto A ⊆ Ω que conte´m pelo menos a metade dos pontos, a maior
parte dos pontos de Ω esta˜o pro´ximos ao A.
No´s ja´ formalizamos a noc¸a˜o de uma “estrutura” no texto principal, como um espac¸o
me´trico Ω = (Ω, ρ, µ) munido de uma medida de probabilidade boreliana. Concentrac¸a˜o
no cubo de Hamming {0, 1}n forma o assunto do capı´tulo 1. Neste apeˆndice vamos esta-
belecer a concentrac¸a˜o de medida na esfera euclideana unita´ria Sd.
Denotemos
A = {x ∈ Ω: ∃a ∈ A ρ(x, a) < }
a -vizinhanc¸a do subconjunto A de Ω.
DEFINIC¸A˜O I.1.4. Seja (Ωd, ρd, µd), d = 1, 2, 3, . . . uma famı´lia de espac¸os me´tricos
munidos de uma medida de probabilidade boreliana (espac¸os me´tricos com medida). Esta
famı´lia e´ uma famı´lia de Le´vy se, para cada famı´lia Ad, d = 1, 2, . . ., de subconjuntos
boreleanos de Ωd, tais que
lim inf µd(Ad) > 0,
e por cado  > 0, temos
µd((Ad))→ 1.
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As famı´lias “naturais” dos espac¸os me´tricos com medida sa˜o tipicamente as famı´lias
de Le´vy, depois de normalizarmos o tamanho caraterı´stico. Um instrumento conveniente
para quantificar o fenoˆmeno da concentrac¸a˜o e´ a func¸a˜o de concentrac¸a˜o.
DEFINIC¸A˜O I.1.5. Seja (Ω, d, µ) um espac¸o me´trico com medida. A func¸a˜o de concentrac¸a˜o
de Ω, notada αΩ(), e´ definida pelas condic¸o˜es seguintes:
α() =
{
1
2 , se  = 0,
1−min{µ] (A) : A ⊆ Σn, µ](A) ≥ 12} , se  > 0.
TEOREMA I.1.6. Uma famı´lia (Ωd, ρd, µd) e´ uma famı´lia de Le´vy se e apenas se as
func¸o˜es de concentrac¸a˜o tendem a zero:
α(Ωd, )→ 0 para cada  > 0.

DEFINIC¸A˜O I.1.7. Uma famı´lia de Le´vy (Ωd, dd, µd) e´ chamada uma famı´lia de Le´vy
normal se existem C1, C2 > 0 tais que
α(Ωd, ) ≤ C1e−C22d.
Aqui esta´ a ligac¸a˜o com o diaˆmetro observa´vel: sobre uma estrutura de grande di-
mensa˜o, toda func¸a˜o Lipschitz contı´nua e´ quasi constante em toda parte exceto sobre um
conjunto da medida muito pequena.
Relembramos que um nu´mero real M = Mf e´ dito um valor mediano de uma func¸a˜o
boreliana f , sobre um espac¸o com medida de probabilidade (Ω, µ) se
µ{x ∈ Ω: f(x) ≥M} ≥ 1
2
e µ{x ∈ Ω: f(x) ≤M} ≥ 1
2
.
Um valor mediano M = Mf existe sempre, mas geralmente, na˜o e´ u´nico.
EXERCI´CIO I.1.8. Seja f uma func¸a˜o Lipschitz contı´nua com a constante de Lipschitz
L ≥ 0 sobre um espac¸o me´trico com medida, (Ω, ρ, µ). Provar que
µ{|f(x)−M | > } ≤ 2αΩ
( 
L
)
.
Mais geralmente, se f e´ uniformemente contı´nua de tal modo que
∀x, y ∈ X, d(x, y) < δ ⇒ |fx− fy| < ,
enta˜o
µ{|f(x)−M | > } ≤ 2αX(δ).
N
A func¸a˜o distaˆncia d(−, p) de um ponto p fixo qualquer e´ Lipschitz contı´nua (com a
constante 1), e nos domı´nios de alta dimensa˜o uma tal func¸a˜o concentra-se em torno do
valor mediano.
Entre os livros tratando o fenoˆmeno de concentrac¸a˜o de medida, [Milman and Sche-
chtman, 1986] e´ o mais acessı´vel, [Ledoux, 2001] o mais abrangente e [Gromov, 1999]
conte´m uma riqueza de ideias. Eu na˜o tive a chance de obter uma co´pia do livro re-
cente [Artstein-Avidan, Giannopoulos, and Milman, 2015], que parece ser excelente e pode
tornar-se a fonte principal de refereˆncia. Tambe´m, eu ainda na˜o estudei o livro [Vershynin,
2018] dedicado a`s aplicac¸o˜es do fenoˆmeno de concentrac¸a˜o na cieˆncia de dados, inclusive
to´picos na aprendizagem estatı´stica.
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I.2. Medida de Haar sobre a esfera euclideana
I.2.1. Duas me´tricas. A esfera euclideana de raio um
Sn = {x ∈ `2(n+ 1) | |x| = 1}
admite duas me´tricas padra˜o. Elas sa˜o: a distaˆncia euclideana induzida do espac¸o `2(n+1),
deucl(x, y) = ‖x− y ‖2,
assim como a distaˆncia geode´sica, ou seja, o comprimento do menor arco do cı´rculo
ma´ximo entre x e y, ou, de modo equivalente, o valor do aˆngulo entre dois vetores (em
radianos):
dgeo(x, y) = ∠(x, y).
As duas distaˆncias sa˜o equivalentes: para todos x, y ∈ Sn, temos
deucl(x, y) ≤ dgeo(x, y) ≤ pi
2
deucl(x, y),
e no caso onde dgeo(x, y) ≤ pi/2, temos
(I.1) deucl(x, y) ≤ dgeo(x, y) ≤ pi
2
√
2
deucl(x, y).
Ate´ melhor, as duas distaˆncias sa˜o ligadas por uma transformac¸a˜o me´trica:
(I.2) deucl(x, y) = 2 sin
(
dgeo(x, y)
2
)
.
O grupo ortogonal
O(n+ 1) = {u ∈Mn+1(R) : utu = uut = 1}
age sobre a esfera por isometrias:
Sn 3 x 7→ ux ∈ Sn, u ∈ O(n+ 1).
Aqui ux e´ o produto usual de uma matriz ortogonal u do comprimento (n+ 1)× (n+ 1)
e um vetor-coluna x do comprimento (n+ 1)× 1. De fato, isometrias com relac¸a˜o a uma
distaˆncia sa˜o isometrias com relac¸a˜o a outra.
I.2.2. Medidas de probabilidade sobre a esfera. Como antes, denotemos por P (X)
a famı´lia de todas as medidas de probabilidade borelianas sobre um espac¸o boreliano
padra˜o X . O teorema de representac¸a˜o de Riesz H.2.1 diz que as medidas de probabi-
lidade borelianas sobre um espac¸o compacto X admitem uma correspondeˆncia bijetora
com os funcionais lineares e positivos sobre C(X) enviando 1 para 1.
No teorema de Riesz, em vez de func¸o˜es contı´nuas, basta considerar as func¸o˜es Lips-
chitz contı´nuas. Por exemplo, teorema de Stone–Weierstrass F.3.1 implica que as func¸o˜es
Lipschitz contı´nuas sa˜o densas em C(X).
Para X compacto metriza´vel, P (X) torna-se em um espac¸o compacto metriza´vel (te-
orema H.2.37). A topologia sobre P (X) e´ completamente determinada pelas sequeˆncias
convergentes, e uma sequeˆncia (µn) de medidas de probabilidade converge para uma me-
dida de probabilidade µ se e somente se, para toda func¸a˜o f : X → R, temos
(I.3)
∫
f dµn →
∫
f dµ.
Uma medida de probabilidade, µ, sobre Sn e´ invariante por rotac¸o˜es se para todo
subconjunto boreliano A ⊆ Sn e toda u ∈ O(n+ 1), temos
µ(uA) = µ(A).
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De modo equivalente, isso e´ o caso se para todas func¸o˜es contı´nuas (ou Lipschitz contı´nuas,
ou mesmo 1-Lipschitz contı´nuas) f : Sn → R e todas u ∈ O(n+ 1), temos∫
uf dµ =
∫
f dµ,
onde
uf(x) = f(u−1x)
e´ a translac¸a˜o a esquerda de f por u.
Finalmente, pode-se definir uma translac¸a˜o a esquerda da medida µ por u, como segue:
u ∗ µ(A) = µ(u−1A).
A invariaˆncia de µ significa que para cada u,
u ∗ µ = µ.
O nosso resultado principal e´ o seguinte.
TEOREMA I.2.1. Existe uma e uma so´ medida de probabilidade boreliana ν = νn
sobre Sn que e´ invariante por isometrias:
νn(A) = νn(uA) para toda u ∈ O(n+ 1).
Esta medida e´ chamada a medida de Haar. A prova que vamos fazer estende-se facil-
mente sobre todos grupos compactos e seus espac¸os homogeˆneos. Ela pode ser estendido
sobre todos os grupos localmente compactos, mas a extensa˜o exige a Axioma de Escolha.
I.2.3. Teorema de Hall–Rado. SejaC um subconjunto finito de ve´rtices de um grafo.
Denotemos por ∂C a colec¸a˜o de todos os ve´rtices adjacentes a um ou mais ve´rtices de C.
TEOREMA I.2.2 (Teorema de emparelhamento de Hall–Rado). Seja Γ = (V,E) =
(A,B,E) um grafo finito bipartido, onde V denota ve´rtices,E denota arestas, V = AunionsqB.
As condic¸o˜es seguintes sa˜o equivalentes.
(1) Existe uma aplicac¸a˜o injetora i : A → B com (a, i(a)) ∈ E para todo a ∈ A
(um emparelhamento para A).
(2) Para todo C ⊆ A, temos
|∂C| ≥ |C|.
DEMONSTRAC¸A˜O. A implicac¸a˜o (1)⇒ (2) e´ o´bvia porque i(C) ⊆ ∂C. A implicac¸a˜o
contra´ria (2)⇒ (1) tem pelo menos 7 diferentes provas conhecidas. Vamos apresentar uma
delas, usando induc¸a˜o matema´tica sobre o tamanho n de A.
Para n = 1 a afirmac¸a˜o e´ evidente. Suponha que ela foi mostrada para todos valores
1 ≤ k ≤ n, e seja |A| = n+ 1. Vamos estudar dois casos separadamente.
(a) Tem muita redundaˆncia no grafo, nomeadamente, para todo subconjunto pro´prio
C $ A temos |∂C| > |C|. Se for o caso, escolha um ve´rtice a0 ∈ A assim como
um ve´rtice adjacente b0 ∈ B. Denote Γ˜ = (V˜ , E˜) o grafo obtido de Γ apagando os
ve´rtices a0, b0 assim como todas as arestas provenientes de a0 ou chegando em b0. Se
C ⊆ V˜ , enta˜o C ⊆ A e por que no ma´ximo um elemento da fronteira de C foi perdido
(nomeadamente, b0), temos |∂Γ˜C| ≥ |∂Γ|C − 1 ≥ |C|. Logo, o grafo Γ˜ satisfaz a hipo´tese
e como A˜ = A \ {a0} so´ tem n ve´rtices, existe um emparelhamento i para A˜ cuja imagem
exclui b0. Estendendo i sobre A por i(a0) = b0, obtemos o emparelhamento desejado para
A.
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(b) Na˜o tem redundaˆncia como acima, logo existe um conjunto C $ A, C 6= ∅ tal
que |∂C| = |C|. Neste caso, todo ve´rtice c ∈ C a` adjacente a` um ve´rtice de B so´, logo
pode-se definir um emparelhamento parcial iC de C de modo u´nico possı´vel. Definamos
D = A\C, e seja Γ˜ um grafo bipartido obtido de Γ apagandoC e iC(C), assim como todas
as arestas entre estes dois conjuntos. O grafo Γ satisfaz a hipo´tese: de fato, supondo que
para E $ D tem |∂E| < |E|, obtemos uma contradic¸a˜o, porque ∂(D ∪ C) = ∂D ∪ ∂C,
onde a unia˜o e´ disjunta, de modo que a cardinalidade dela e´ < |D|+ |C|. Como |D| ≤ n,
existe um emparelhamento parcial iD segundo a hipo´tese indutiva. Coalescendo iC e iD,
obtemos o emparelhamento desejado i para A. 
I.2.4. Construc¸a˜o da medida de Haar. Seja  > 0 qualquer. A esfera Sn, sendo
compacta, admite uma -rede finita. Seja N = N () uma tal -rede do menor tamanho
possı´vel, comN() = N(,Sn) elementos. (A distaˆncia sobre a esfera pode ser euclideana
ou geode´sica). Denotemos por µN () a medida empı´rica suportada sobre os elementos da
rede N (), e seja ∫
f dµN () =
1
N(, Sn)
∑
x∈N ()
f(x)
a integral correspondente (o valor me´dio de f sobre elementos de N ()).
A sequeˆncia de medidas (µN (1/k)), k ∈ N+ admite uma subsequeˆncia convergente,
pois o espac¸o P (Sn) e´ compacto e metriza´vel. Escolha uma sequeˆncia de valores de ,
(k), e uma medida µ, tais que
µN (k) → µ.
E´ a nossa medida de Haar, faltando so´ verificar a sua invariaˆncia e a unicidade.
I.2.5. Invariaˆncia de µ pelas isometrias.
LEMA I.2.3. Seja N , N ′ duas -redes quaisquer do tamanho mı´nimo N(), e seja
f : Sn → R uma func¸a˜o 1-Lipschitz contı´nua. Enta˜o,∣∣∣∣∫ f dµN − ∫ f dµN ′ ∣∣∣∣ < 2.
DEMONSTRAC¸A˜O. Formemos um grafo bipartido com o conjunto de ve´rticesNunionsqN ′,
onde x ∈ N e y ∈ N ′ sa˜o adjacentes se e somente se as bolas abertas de raio  em torno
de x e de y se encontram. Vamos verificar a condic¸a˜o (ii) do teorema de Hall–Rado. Seja
C ⊆ N qualquer.
Segundo a definic¸a˜o de uma -rede, todo elemento de uma bola B(x), x ∈ C, e
contido numa bola B(y), onde y ∈ N ′. Isso implica que y e´ adjacente a x, logo pertence
a ∂C. Concluı´mos: ⋃
x∈C
B(x) ⊆
⋃
y∈∂C
B(y).
Por conseguinte, se eliminarmos da rede N o conjunto C e substituirmos ∂C, obtemos
uma -rede de novo. Como o tamanho de uma -rede na˜o pode ser menor do tamanho de
N , concluı´mos: |∂C| ≥ |C|.
Segundo o teorema de Hall–Rado, existe uma injec¸a˜o i : N → N ′ (logo, uma bijec¸a˜o)
tal que
d(x, i(x)) < 2
para todo x ∈ N . Porque f e´ 1-Lipschitz contı´nua, temos
|f(x)− f(i(x))| < 2,
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o que traduz-se na propriedade parecida para os valores me´dios. 
Sejam agora u ∈ O(n + 1) qualquer, e f uma func¸a˜o 1-Lipschitz contı´nua sobre a
esfera. Seja δ > 0. Escolha N ta˜o grande que para todo k ≥ N ,∣∣∣∣∫ f dµ− ∫ f dµk ∣∣∣∣ < δ and ∣∣∣∣∫ uf dµ− ∫ uf dµk ∣∣∣∣ < δ.
A medida u ∗ µk e´ uma medida uniforme suportada sobre os elementos de u−1N (k),
uma k-rede do tamanho mı´nimo. Segundo lema I.2.3,∣∣∣∣∫ f dµk − ∫ uf dµk ∣∣∣∣ < 2k.
Concluı´mos: ∣∣∣∣∫ f dµ− ∫ uf dµ∣∣∣∣ < 2(δ + k)→ 0,
e o resultado segue-se. 
OBSERVAC¸A˜O I.2.4. O mesmo argumento estabelece a existeˆncia de uma medida de
probabilidade boreliana sobre cada grupo compacto metriza´vel, munido de uma me´trica e´
invariante pelas translac¸o˜es a esquerda e a direita. Particularmente, isto se aplica ao grupo
ortogonal O(n + 1). Como uma me´trica bi-invariante gerando a topologia, pode-se usar,
por exemplo, a distaˆncia de Hilbert-Schmidt, ou seja, a distaˆncia entre as matrizes vistas
como vetores num espac¸o euclideano:
‖u− v ‖2 = tr ((u− v)t(u− v)).
Mais uma vez, esta medida chama-se a medida de Haar sobre O(n+ 1).
EXERCI´CIO I.2.5. Verifique que a distaˆncia de Hilbert–Schmidt e´ bi-invariante sobre
o grupo O(n+ 1).
I.2.6. Unicidade de µ. Com a finalidade de estabelecer a unicidade da medida µ,
vamos utilizar uma medida de Haar sobre O(n + 1), denotada ν. Dado uma f ∈ C(Sn),
temos, usando o teorema de Fubini H.4.13 e a invariaˆncia das medidas,
µ(f) =
∫
Sn
f(x) dµ(x)
=
∫
O(n+1)
∫
Sn
f(ux) dµ(x)︸ ︷︷ ︸
constante em u
dν(u)
=
∫
Sn
∫
O(n+1)
f(ux) dν(u) dµ(x).
Agora vamos mostrar que, de fato, a integral interior∫
O(n+1)
f(ux) dν(u)
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na˜o depende de x. Para todo y ∈ Sn, tem v ∈ O(n+ 1) tal que v−1x = y, o que implica∫
O(n+1)
f(ux) dν(u) =
∫
O(n+1)
vf(ux) dν(u)
=
∫
O(n+1)
f(v−1uvy) dν(u)
=
∫
O(n+1)
f(wy) dν(w)
(depois a mudanc¸a de varia´vel w = v−1uv, compare exercı´cio H.1.15).
Denotemos o valor dessa integral por ν¯(f). Deste modo,
µ(f) = ν¯(f).
Se agora µ′ e´ uma outra medida de probabilidade invariante sobre a esfera, temos pelo
mesmo argumento
µ′(f) = ν¯(f) = µ(f).

OBSERVAC¸A˜O I.2.6. O argumento ideˆntico estabelece a unicidade de uma medida
de Haar sobre um espac¸o homogeˆneo qualquer de um grupo compacto, inclusive sobre o
grupo O(n) pro´prio.
I.3. Concentrac¸a˜o de medida na esfera
I.3.1. Medida de calotas esfe´ricas. Denotemos por
Cr(x) = {y ∈ Sn : dgeo(x, y) ≤ r}
a calota fechada esfe´rica de raio geode´sico r. Por exemplo, as calotas de raio pi/2 sa˜o
hemisfe´rios.
EXERCI´CIO I.3.1. Verificar que
cos t ≤ e−t2/2
quando 0 ≤ t ≤ pi/2. N
LEMA I.3.2. A medida de Haar normalizada, µn+1, da calota esfe´rica da esfera Sn+1
de raio geode´sico pi2 − , onde  > 0, satisfaz
(I.4) µn+1(C) ≤
√
pi
8
e−n
2/2.
DEMONSTRAC¸A˜O. Denotemos, para simplificar, C = Cpi/2−(x0). Para todo θ > 0,
o conjunto de pontos a` distaˆncia pi/2 − θ de x0 forma uma esfera de dimensa˜o n de raio
cos θ, cujo volume e´ proporcional a cosn θ. Por conseguinte,
µ(C) =
∫ pi/2

cosn θdθ∫ pi/2
−pi/2 cos
n θdθ
.
Denotemos
In =
∫ pi/2
0
cosn θdθ.
I.3. CONCENTRAC¸A˜O DE MEDIDA NA ESFERA 365
Integrando por partes,
Ik =
∫ pi/2
0
cosk θ dθ
=
∫ pi/2
0
cosk−1 θ d(sin θ)
= cosk−1 θ sin θ|pi/20 −
∫ pi/2
0
(k − 1) cosk−2 θ(− sin θ) sin θ dθ
= (k − 1)
∫ pi/2
0
cosk−2 θ sin2 θ dθ
= (k − 1)
∫ pi/2
0
cosk−2 θ dθ − (k − 1)
∫ pi/2
0
cosk θ dθ
= (k − 1)Ik−2 − (k − 1)Ik,
obtemos a relac¸a˜o recursiva
Ik =
k − 1
k
Ik−2,
qual, depois a multiplicac¸a˜o por
√
k e usando o fato o´bvio k − 1 ≥√k(k − 2), leva a
√
kIk ≥
√
k − 2Ik−2.
Concluı´mos:
√
nIn ≥ min{I1,
√
2I2} = min{1,
√
2pi/4} = 1.
Segue-se que
(I.5)
1
2In
≤
√
n
2
.
Usando a mudanc¸a de varia´veis θ = τ/
√
n, seguida por mais uma mudanc¸a de
varia´veis, t = τ − √n, conseguimos
2Inµ(C) =
∫ pi/2

cosn θdθ
=
1√
n
∫ (pi/2)√n

√
n
cosn
(
τ√
n
)
dτ
≤ 1√
n
∫ (pi/2)√n

√
n
e−τ
2/2 dτ
≤ 1√
n
e−
2n/2
∫ (pi/2−)√n
0
e−t
2/2 dt
≤ 1√
n
e−
2n/2
∫ ∞
0
e−t
2/2 dt
=
e−
2n/2
√
pi/2√
n
,
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e a eq. (I.5) leva a
µ(C) ≤ e
−2n/2√pi/2√
n
×
√
n
2
=
√
pi
8
e−n
2/2.

I.3.2. Distaˆncia de Hausdorff. Seja X = (X, d) um espac¸o me´trico de diaˆmetro
finito. Para todos subconjuntos A,B ⊆ X , defina-se a distaˆncia de Hausdorff entre eles,
como segue:
dH(A,B) = inf{ > 0: A ⊆ B ∧B ⊆ A}.
EXERCI´CIO I.3.3. Verificar que a distaˆncia de Hausdorff sobre o espac¸o de todos os
subconjuntos deX e´ na˜o negativa, sime´trica, e satisfaz a desigualdade triangular. (Ou seja,
dH e´ uma pseudome´trica). N
EXERCI´CIO I.3.4. Mostre que, seF,G sa˜o subconjuntos fechados num espac¸o me´trico
X tais que dH(F,G) = 0, enta˜o F = G.
Por conseguinte, a famı´lia F(X) de todos os subconjuntos na˜o va´rios e fechados de
X , munida da distaˆncia de Hausdorff, e´ um espac¸o me´trico.
Relembremos que um espac¸o me´trico X e´ totalmente limitado, ou pre´-compacto, se
para todo  > 0 existe uma -rede finita para X . Um espac¸o me´trico X e´ compacto se e
somente se ele e´ pre´-compacto e completo.
LEMA I.3.5. SeX e´ um espac¸o me´trico totalmente limitado, enta˜o F(X) e´ totalmente
limitado.
DEMONSTRAC¸A˜O. Seja  > 0 qualquer. Escolha uma -rede para X , N . E´ fa´cil
de verificar que a famı´lia finita 2N de todos os subconjuntos na˜o vazios de N forma uma
-rede para o espac¸o F(X). 
LEMA I.3.6. Se X e´ um espac¸o me´trico compacto, enta˜o F(X) e´ compacto.
DEMONSTRAC¸A˜O. So´ temos que mostrar que o espac¸o me´trico F(X) e´ completo.
Seja (Fn) uma sequeˆncia de Cauchy em F(X). Sem perda de generalidade e passando a
uma subsequeˆncia se for necessa´rio, pode-se supor que para todos n ≤ m,
Fm ⊆ (Fn)2−n .
Seja (Fn)2−n−1 a adereˆncia da 2−n−1-vizinhanc¸a de Fn, para todo n. E´ claro que a
sequeˆncia seguinte de conjuntos fechados e´ encaixada:
(F1)1/4 ⊇ (F2)1/8 ⊇ . . . ⊇ (Fn)2−n−1 ⊇ . . .
A intersec¸a˜o
F = ∩∞n=1(Fn)2−n−1
na˜o e´ vazia em virtude da compacidade deX , e agora verifica-se facilmente que a sequeˆncia
(Fn) converge para F . 
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DEFINIC¸A˜O I.3.7. Uma func¸a˜o f : X → R sobre um espac¸o me´trico (ou topolo´gico)
X e´ dita semicontı´nua superiormente em um ponto x0 ∈ X se para todo  > 0 tem uma
vizinhanc¸a V de x0 tal que
∀y ∈ V, f(y) ≤ f(x0) + .
A func¸a˜o f e´ semicontı´nua superiormente se ela e´ semicontı´nua superiormente em todo
ponto.
De modo equivalente, f e´ semicontı´nua superiormente se a imagem inversa de todo
intervalo aberto e semiinfinito (−∞, b) e´ aberto em X . Mais uma definic¸a˜o equivalente: a
imagem inversa de todo intervalo fechado e semiinfinito [a,+∞) e´ fechado em X . N
Os dois resultados seguintes sa˜o verdadeiros se a esfera Sn for substituı´da por um
espac¸o me´trico qualquer do diaˆmetro limitado, munido de uma medida boreliana de pro-
babilidade.
EXERCI´CIO I.3.8. Mostre que a func¸a˜o
A 7→ µ(A)
sobre o espac¸o F(Sn) munido da distaˆncia de Hausdorff e a medida de Haar e´ semicontı´nua
superiormente, mas na˜o e´ contı´nua. N
EXERCI´CIO I.3.9. Seja A um subconjunto fechado de Sn. Definamos a famı´lia G ⊆
F(Sn) como a colec¸a˜o de todos subconjuntos fechados B da esfera Sn tendo duas propri-
edades:
(1) ν(B) = ν(A),
(2) para todo  > 0, ν(B) ≤ ν(A).
Mostre que o conjunto G e´ fechado em F(Sn) com relac¸a˜o a` me´trica de Hausdorff. N
O seguinte e´ a “metade superior” do teorema de Weierstrass sobre as func¸o˜es contı´nuas
sobre os conjuntos compactos.
EXERCI´CIO I.3.10. Mostre que toda func¸a˜o semicontı´nua superiormente sobre um
espac¸o compacto tem o ma´ximo.
[ Sugesta˜o: use a contrapositiva. ]
I.3.3. Simetrizac¸a˜o por dois pontos. Seja ~x ∈ Sn ⊆ `2(n+ 1) um vetor de compri-
mento um. Denotemos
H = H(~x) = {y ∈ `2(n+ 1): 〈y, ~x〉 = 0}
o hiperplano ortogonal a` direc¸a˜o ~x,
S0 = S0(~x) = {y ∈ Sn : 〈y, ~x〉 = 0} = Sn ∩H,
a esfera equatorial correspondente,
S+ = S+(~x) = {y ∈ Sn : 〈y, ~x〉 > 0},
o hemisfe´rio aberto superior, e
S− = S−(~x) = {y ∈ Sn : 〈y, ~x〉 < 0},
o hemisfe´rio aberto inferior (com relac¸a˜o ao vetor de direc¸a˜o ~x).
Denotemos por σ = σ(~x) a involuc¸a˜o (reflexa˜o) com relac¸a˜o a H:
σ(y) = y − 2〈y, ~x〉~x.
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Temos claramente
σ2 = Id.
Sendo uma transformac¸a˜o ortogonal, σ conserva a distaˆncia (euclideana assim como geode´sica),
assim como a medida de Haar sobre a esfera Sn. Em particular, σ estabelece um isomor-
fismo entre os hemisfe´rios S+ e S− vistos como espac¸os me´tricos com medida.
EXERCI´CIO I.3.11. Mostre que, dado y, z ∈ S+, temos
dgeo(y, z) ≤ dgeo(y, σ(z)).
[ Sugesta˜o: grac¸as a` Eq. (I.2), a desigualdade e´ verdadeira para a distaˆncia euclideana se e
somente se ele vale para a distaˆncia geode´sica, e no u´ltimo caso basta mostrar o resultado
para y = e1, o primeiro vetor da base de coordenadas padra˜o. ]
Para um subconjunto A ⊆ Sn, denotemos
A±/0 = A ∩ S±/0.
A simetrizac¸a˜o de A com dois pontos e´ o conjunto
A† = A+ ∪A0 ∪ σ(A− \ σ(A+)) ∪ (A− \ σ(A+))
= A+ ∪A0 ∪ σ(A−) ∪ (A− \ σ(A+)) .
Em outras palavras, os pontos de A+ sempre ficam onde esta˜o, mas os pontos de A−
sa˜o “empurrados” na direc¸a˜o de A+. Um ponto y ∈ A− e´ permitido ficar onde ele esta´ so´
no caso onde o ponto σ(y) ja´ esta´ ocupado por um elemento de A+. Se σ(y) /∈ A+, enta˜o
y e´ retirado de A− e σ(y) e´ adicionado a A+. A expressa˜o “simetrizac¸a˜o por dois pontos”
na˜o foi muito bem escolhida. E´ um “deslocamento” na direc¸a˜o ~x.
E´ imediato que a simetrizac¸a˜o de um conjunto boreliano e´ boreliano, e que
µ(A†) = µ(A).
Ademais, temos, usando exercı´cio I.3.11:
EXERCI´CIO I.3.12. Seja A um subconjunto boreliano da esfera, e seja  > 0. Enta˜o(
A†
)

⊆ (A)† .
(A inclusa˜o na˜o e´ necessariamente estrita). N
Eis um corola´rio importante:
(I.6) µ
(
(A†)
) ≤ µ((A)†) = µ (A) .
I.3.4. A desigualdade isoperime´trica de Le´vy.
TEOREMA I.3.13 (Paul Le´vy, 1922). Seja A um subconjunto boreliano da esfera Sn
e seja C uma calota esfe´rica em Sn que tem a mesma medida de Haar:
ν(C) = ν(A).
Enta˜o temos para todo  > 0
(I.7) ν(C) ≤ ν(A).
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DEMONSTRAC¸A˜O. Primeiramente, vamos mostrar que em vez de um conjunto bo-
reliano A, basta mostrar o resultado para um conjunto fechado, nomeadamente, para a
adereˆncia A¯.
EXERCI´CIO I.3.14. Seja A um subconjunto de um espac¸o me´trico X . Mostre que
para todo  > 0,
A = (A).
Por conseguinte, para toda medida de probabilidade boreliana µ sobre X , temos
µ(A) = µ((A)).
N
Como µ(A¯) ≥ µ(A), assumindo a conclusa˜o do teorema e´ verdadeira para uma calota
C ′ da medida µ(A¯), concluı´mos
µ(C) ≤ µ(C ′) ≤ µ((A¯)) = µ(A),
como desejado.
Denotemos por G, como no exercı´cio I.3.9, a famı´lia de todos subconjuntos fechados
de Sn tendo as propriedades
(1) µ(B) = µ(A),
(2) para todo  > 0, µ(B) ≤ µ(A).
Este G e´ um subconjunto fechado e na˜o vazio de F(Sn). Escolha uma calota esfe´rica C em
torno de um elemento x0 ∈ Sn tal que
µ(C) = µ(A).
A nossa tarefa e´ de mostrar que C ∈ G. Com ajuda do exercı´cio I.3.10 assim como uma
modificac¸a˜o o´bvia do exercı´cio I.3.8, a func¸a˜o B 7→ µ(B ∩ C) tem o ma´ximo sobre G,
digamos atingido no ponto B′ ∈ G. Como B′ e´ fechado, basta mostrar que
o
C ⊆ B′,
onde
o
C denota o interior de C na esfera Sn.
Suponha o contra´rio:
o
C $ B. Enta˜o, µ(
o
C \B) = µ(B \
o
C) > 0. O primeiro conjunto
sendo aberto, existem z ∈
o
C \B e r > 0 tais que Ur(z) ⊆
o
C \B. Aqui Ur(z) denota uma
calota esfe´rica aberta de raio r em torno de z. Como o conjunto B \
o
C e´ compacto, ele
pode ser coberto com um nu´mero finito de bolas abertas Ur(y), y ∈ B \ C. Pelo menos
uma delas satisfaz µ(Ur(y) ∩B) > 0. Escolha um tal elemento y.
Definamos
~x =
z − y
‖ z − y ‖ .
Como ‖x0 − z ‖ < rC < ‖x0 − y ‖, um ca´lculo simples mostra que
〈x0, z − y〉 = 〈x0, z〉 − 〈x0, y〉 > 0,
e por conseguinte x0 ∈ S+(~x).
Como σ~x(y) = z e a involuc¸a˜o σ~x e´ isome´trica, a imagem de Ur(y) por σ~x e´ igual
a Ur(z). Este u´ltimo conjunto na˜o contem pontos de B, logo a simetrizac¸a˜o B 7→ B† na
direc¸a˜o ~x vai transferir todos os pontos do conjunto Ur(y) ∩B dentro a calota Ur(z).
Se a ∈ C−, enta˜o σ(a) ∈ S+ e por conseguinte d(x0, σ(a)) ≤ d(x0, a) ≤ r(C)
(exercı´cio I.3.11), logo σ(a) ∈ C+. Concluı´mos: σ(C−) ⊆ C+. Isso significa que para
todo x ∈ B ∩
o
C, a imagem de x pela simetrizac¸a˜o ou muda para B† ∩
o
C, ou fica onde ele
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esta´. Concluı´mos: µ(B† ∩ C) ≥ µ(B ∩ C) + µ(Ur(z) ∩ B) > µ(B ∩ C), e no mesmo
tempo B† ∈ G, contradizendo a escolha de B. 
I.3.5. Concentrac¸a˜o de medida na esfera euclideana.
TEOREMA I.3.15. Seja Sn+1 a esfera euclideana munida da distaˆncia geode´sica e a
medida de Haar. A func¸a˜o de concentrac¸a˜o dessa esfera satisfaz
(I.8) α(Sn+1, ) ≤
√
pi
8
e−n
2/2.
DEMONSTRAC¸A˜O. E´ uma consequeˆncia imediata da desigualdade isoperime´trica de
Le´vy (teorema I.3.13), combinada com o lema I.3.2. 
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FIGURA I.11. Func¸o˜es de concentrac¸a˜o de esferas de dimenso˜es n = 3, 10, 100, 500.
COROLA´RIO I.3.16. Seja
f : Sn+1 → R
uma func¸a˜o 1-Lipschitz contı´nua (relativo a` distaˆncia geode´sica). Para todo  > 0, temos
µ{x ∈ Sn+1 : |f(x)−Mf | > } <
√
pi
2
e−n
2/2.

OBSERVAC¸A˜O I.3.17. Como deucl ≤ dgeo, a func¸a˜o de concentrac¸a˜o da esfera Sn+1
munida da distaˆncia euclideana admite a mesma cota superior (I.8). N
Na sec¸a˜o 6.2 vamos trabalhar com a esfera Sn−1 do espac¸o euclideano `2(n), e por
isso e´ mais coˆmodo extrair do teorema I.3.15 o seguinte.
COROLA´RIO I.3.18. Relativo a` distaˆncia euclideana,
α(Sn−1, ) ≤ 5 exp(−2n/2),
e na regia˜o  ≤ 1, temos uma estimativa melhor:
α(Sn−1, ) ≤ 2 exp(−2n/2).
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FIGURA I.12. A func¸a˜o de concentrac¸a˜o da esfera de dimensa˜o 30 con-
tra a sua cota superior gaussiana.
DEMONSTRAC¸A˜O.
αn−1() ≤
√
pi
8
exp(−2(n− 2)/2)
=
√
pi
8
· exp(2) exp(−2n/2)
< 5 exp(−2n/2),
porque se  ≤ √2, enta˜o√
pi
8
· exp(2) ≤
√
pi
8
· e2 ≈ 4.630404 < 5,
e se  ≥ √2, enta˜o a desigualdade e´ verdadeira pelas razo˜es triviais: αn−1() = 0. (A
distaˆncia e´ euclideana!) O caso  ≤ 1 e´ parecido. 
I.3.6. Estabilidade por oscilac¸o˜es.
LEMA I.3.19. Para todo subconjunto boreliano, A, da esfera Sn−1 e ξ ∈ Sn−1 qual-
quer, temos
(I.9) µ(A) = ν{u ∈ O(n) : uξ ∈ A},
onde ν e´ a medida de Haar sobre o grupo ortogonal O(n).
DEMONSTRAC¸A˜O. A expressa˜o no lado direito da fo´rmula (I.9) defina uma medida
de probabilidade sobre Sn−1, digamos µ˜, nomeadamente, a imagem direita de ν pela
aplicac¸a˜o de o´rbita. Essa medida e´ invariante por isometrias:
µ˜(vA) = ν{u ∈ O(n) : uξ ∈ vA}
= ν{u ∈ O(n) : v−1uξ ∈ A}
= ν
(
v−1 · {u ∈ O(n) : uξ ∈ vA})
= ν{u ∈ O(n) : uξ ∈ vA}
= µ˜(A).
Por causa da unicidade da medida de Haar sobre a esfera, µ˜ deve ser igual a µ. 
O resultado seguinte e´ uma ferramenta importante da ana´lise funcional geome´trica.
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LEMA I.3.20. Seja f : Sn−1 → R uma func¸a˜o real 1-Lipschitz contı´nua sobre a esfera
Sn−1, e seja 0 <  ≤ 1. Qual quer seja um subconjunto finito F ⊆ Sn−1 da cardinalidade
|F | < 1
4
exp(2n/2),
existe uma transformac¸a˜o ortogonal u ∈ O(n) tal que a func¸a˜o f tem pequena oscilac¸a˜o
sobre a translac¸a˜o uF de F :
∀y ∈ uF, |f(y)−Mf | < .
DEMONSTRAC¸A˜O. Para todo x ∈ F , definamos
Ux = {u ∈ O(n) : |f(ux)−Mf | < }.
Como
µ{x ∈ Sn−1 : |f(x)−Mf | < } ≥ 1− 2αSn−1() > 1− 4 exp(−2n/2),
o lema I.3.19 implica que
ν(Ux) ≥ 1− 4 exp(−2n/2).
Logo, a intersec¸a˜o de todos os conjuntosUx, x ∈ F na˜o e´ vazia por causa da nossa hipo´tese
sobre a cardinalidade de F . Escolha
u ∈
⋂
x∈F
Ux.
Esse u tem a propriedade desejada. 
Reformulamos o lema. Para uma func¸a˜o f : Sn−1 → R e uma transformac¸a˜o ortogo-
nal u ∈ O(n) defina a func¸a˜o uf , como antes, por
uf(x) = f(u−1x).
E´ o´bvio que se f for 1-Lipschitz contı´nua, enta˜o uf e´ tal, e ale´m disso,
Muf = Mf .
Eis uma forma equivalente do lema I.3.20.
LEMA I.3.21. Seja f : Sn−1 → R uma func¸a˜o real 1-Lipschitz contı´nua sobre a esfera
Sn−1, e seja  > 0. Qual quer seja um subconjunto finito F ⊆ Sn−1 com
(I.10) |F | < 1
4
exp(2n/2),
existe uma transformac¸a˜o ortogonal u ∈ O(n) tendo a propriedade que para todo x ∈ F ,
|uf(x)−Muf | < .

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I.3.7. Comenta´rios histo´ricos e sugesto˜es de leitura. Tem provavelmente uma du´zia
de va´rias provas do teorema I.3.15 sobre a concentrac¸a˜o de medida sobre as esferas. His-
toricamente, a primeira prova foi devida a de Paul Le´vy [Le´vy, 1922], mesmo se ela so´
tornou-se matematicamente exata no trabalho de Gromov [Gromov, 1986]. Em particular,
o lema I.3.2 foi diretamente emprestado do livro de Le´vy (loc. cit.), veja tambe´m [Milman
and Schechtman, 1986], pp. 5-6.
A prova com simetrizac¸a˜o, provavelmente a mais simples de todas, foi descoberto por
Figiel, Lindenstrauss, e Milman [Figiel, Lindenstrauss, and Milman, 1977]. Ela foi sim-
plificada por Benyamini [Benyamini, 1984]. A nossa presentac¸a˜o segue a de Schechtman
[Schechtman, 2003], mas e´ simplificada mesmo mais, tendo eliminado a necessidade de
usar o teorema de densidade de Lebesgue. Desta forma, o argumento torna-se elementar.
Para outras provas da desigualdade de Le´vy (ou seja, a cota superior gaussiana no teo-
rema I.3.15), usando os va´rios me´todos da ana´lise e geometria, veja por exemplo [Gromov,
1986], [Ledoux, 2001], [Matousˇek, 2002], [Pisier, 1989], [Benyamini and Lindenstrauss,
2000].
O lema I.3.20, descoberto e explorado por Vitali Milman nos anos 1960 [Milman,
1967], esta´ ligando a ana´lise funcional geome´trica, teoria combinato´ria, e teoria de grupos
de transformac¸o˜es. Esta ligac¸a˜o e´ o assunto principal do livro [Pestov, 2006].

APEˆNDICE J
Teorema Minimax de von Neumann
Pensemos de uma medida de probabilidade sobre o espac¸o boreliano finito [n] como
um n-vetor, p, com coordenadas (pesos) na˜o negativas, pi, cuja soma e´ igual a 1.
TEOREMA J.0.1 (Teorema Minimax “concreto” de von Neumann (1928)). Seja M
uma matriz com coeficientes reais, de formato m× n. Enta˜o,
max
p∈P [m]
min
q∈P [n]
ptMq = min
q∈P [n]
max
p∈P [m]
ptMq.
Primeiramente, notemos que a desigualdade ≤ na˜o e´ especı´fica ao teorema e seque do
resultado geral seguinte.
TEOREMA J.0.2 (Desigualdade min-max). Seja f : X×Y → R uma func¸a˜o qualquer.
Enta˜o
sup
x∈X
inf
y∈Y
f(x, y) ≤ inf
y∈Y
sup
x∈X
f(x, y).
DEMONSTRAC¸A˜O. A desigualdade simplesmente afirma que cada nu´mero real (ou
sı´mbolo ±∞) da forma infy∈Y f(x, y), x ∈ X , e´ menor ou igual a cada elemento de
R ∪ {±∞} da forma supx∈X f(x, y), y ∈ Y . Sejam x ∈ X , y ∈ Y quaisquer. Temos:
inf
y′∈Y
f(x, y′) ≤ f(x, y) ≤ sup
x′∈X
f(x′, y),
estabelecendo a afirmac¸a˜o. 
Resta-nos apenas verificar a desigualdade ≥. Note que o conjunto P [n] pode se iden-
tificar com a envolto´ria convexa do conjunto dos vetores de base, e1, e2, . . . , en (o simplex
padra˜o), denotado ∆n.
EXERCI´CIO J.0.3. Seja f uma func¸a˜o contı´nua e convexa sobre ∆n, ou seja, quaisquer
que sejam x, y ∈ ∆n e t, s ∈ [0, 1],
f(tx+ sy) ≤ tf(x) + sf(y).
Mostre que o ma´ximo de f sobre ∆n e´ necessariamente atingido em um ve´rtice ei, i =
1, 2, . . . , n. Do mesmo jeito, o mı´nimo de uma func¸a˜o coˆncava e´ atingido em um ve´rtice.
Segue-se do exercı´cio que o mı´nimo minq∈P [n] ptMq da func¸a˜o linear q 7→ ptMq
sobre P (m) seja atingido sobre um vetor de base:
min
q∈P [n]
ptMq = min
j∈[m]
ptMej
= min
j∈[m]
ptM∗,j ,
onde M∗,j significa o j-e´sima coluna de M .
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Similarmente, o ma´ximo maxp∈P [m] ptMq da func¸a˜o linear (logo coˆncava) p 7→
ptMq e´ atingido sobre um vetor de base tambe´m:
max
p∈P [m]
ptMq = max
i∈[m]
etiMq
= max
i∈[m]
Mi,∗q,
onde Mi,∗ e´ a i-e´sima linha de M .
Agora o teorema de Minimax “concreto” pode ser reformulado assim:
(J.1) max
p∈P [m]
min
j∈[n]
ptM∗,j = min
q∈P [n]
max
i∈[m]
Mi,∗q.
(Note que e´ exatamente esta forma que usamos na prova do teorema de Moran–Yehudayoff
8.3.21).
EXERCI´CIO J.0.4. Sejam C um subconjunto compacto e convexo do espac¸o euclide-
ano `2(n), x /∈ C. Mostre que C possui o ponto c ∈ C mais pro´ximo de x:
∀y ∈ C, y 6= c⇒ ‖x− c ‖ < ‖x− y ‖.
LEMA J.0.5 (Alternativa para matrizes). Seja M uma matriz com coeficientes reais,
de formato m× n. Enta˜o, vale uma e apenas uma das duas condic¸o˜es seguintes:
(1) O vetor 0 ∈ Rm pertence a` envolto´ria convexa de n colunas de M e m vetores
de base de Rm.
(2) Existe uma medida de probabilidade p ∈ P [m] com todos pesos estritamente
positivos tal que 〈p,A∗,j〉 > 0 para todos j = 1, 2, . . . , n.
DEMONSTRAC¸A˜O. Denote
C = conv (M∗,1, . . . ,M∗,n, e1, . . . , em)
e suponha que 0 /∈ C. Seja c ∈ C o ponto mais pro´ximo de x em C. O funcional linear
〈−, c〉 toma o valor c2 > 0 em c, e para cada y ∈ C, y 6= c, temos 〈c, y〉 > c2. (Caso
contra´rio, um subintervalo na˜o trivial do intervalo [c, y] = {tc+ (1− t)y : t ∈ [0, 1]} ⊆ C
pertence a` esfera Sc2(0) pelas razo˜es puramente planime´tricas, o que seria uma contradic¸a˜o
com a escolha de c). Em particular, para todo y ∈ C, 〈y, c〉 > 0. Substituindo y = ei ∈ C,
concluı´mos que ci > 0 para todos i. Agora basta normalizar c, definindo a medida de
probabilidade p = c/
∑
i ci. 
OBSERVAC¸A˜O J.0.6. O funcional 〈c,−〉 que aparece na prova acima fazendo uma
separac¸a˜o entre 0 e C e´ um caso particular da versa˜o seguinte (na˜o imediatamente o´bvia)
do teorema de Hahn–Banach F.2.1: seja C um subconjunto fechado e convexo de um
espac¸o de Banach E, e seja x /∈ C. Enta˜o existe um funcional linear limitado φ ∈ E∗ tal
que
φ(x) > sup
c∈C
φ(c).
Suponha que a possibilidade (1) ocorre no lema J.0.5: existem coeficientes λj ≥ 0,
j = 1, . . . ,m+ n, tais que
∑m+n
j=1 λj = 1 e
0 =
n∑
j=1
λjA∗,j +
m∑
k=1
λn+kek.
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E´ claro que
∑n
j=1 λj > 0. Por conseguinte,
qj =
(
n∑
k=1
λk
)−1
λj , j ∈ [n]
define uma medida de probabilidade, q, sobre [n]. Qualquer que seja i ∈ [m], temos
〈Ai,∗, q〉 = −
(
n∑
k=1
λk
)−1 m∑
k=1
λn+kek
≤ 0.
Concluı´mos:
min
q∈P [n]
max
i∈[m]
Mi,∗q ≤ 0.
Agora suponha que a possibilidade (2) ocorre. Neste caso, existe p ∈ P [m] tal que
temos para todos j ∈ [n]
〈p,A∗,j〉 > 0.
Por conseguinte,
max
p∈P [m]
min
j∈[n]
ptM∗,j > 0.
Denotemos para simplicidade
v(I) = max
p∈P [m]
min
j∈[n]
ptM∗,j = max
p∈P [m]
min
q∈P [n]
ptMq,
v(II) = min
q∈P [n]
max
i∈[m]
Mi,∗q = min
q∈P [n]
max
p∈P [m]
ptMq.
O nosso argumento acima exclui a possibilidade do que
v(I) ≤ 0 < v(II).
Denotemos J = Jm×n uma matriz com todos coeficientes iguais a 1, e seja t um real
qualquer. Formemos uma matriz do mesmo tamanho m× n,
B = M + tJ.
EXERCI´CIO J.0.7. Verifique que, quaisquer que sejam p ∈ P [m], q ∈ P [n],
ptJq = 1.
Por conseguinte,
ptBq = ptMq + t.
No´s impossibilitamos o caso onde v(I) + t ≤ 0 < v(II) + t, ou seja,
v(I) ≤ −t < v(II),
qualquer que seja um nu´mero real t. Concluı´mos: v(I) ≥ v(II).
A apresentac¸a˜o foi inspirada pela nota [Scarvalone, 2008].
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