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A majorization permutahedron M(v) is a polytope associated with
a majorization x  v in Rn, deﬁned by M(v) = {x ∈ Rn : x  v}.
Several properties of these polytopes are investigated and a con-
nection to discrete convexity is established. These results are
used to obtain a generalization of the Gale–Ryser theorem for
(0, 1)-matrices with given line sums.
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1. Introduction
The purpose of this paper is to study certain polytopes associatedwith the ordering ofmajorization.
AmajorizationpermutahedronM(v) is a polytopeassociatedwith amajorization x  v inRn, deﬁnedby
M(v) = {x ∈ Rn : x  v}, seebelow.Wediscuss connections to theareaofdiscrete convexity (see [10])
and prove results concerning theMinkowski sums of these polytopes.We also show how these results
have implications for (0, 1)-matriceswithgiven rowandcolumnsums; see [3] for a thorough treatment
of such matrix classes. A related class of polytopes associated with majorization was studied in [4].
The jth unit vector is denoted by ej . P(V) denotes the class of all subsets of a set V . The convex hull
of a set S ⊆ Rn is denoted by conv(S). For a vector x ∈ Rn we let x[j] denote the jth largest number
among the components of x. We say that x ∈ Rn is monotone if x1  x2  · · · xn. A vector x is called
integral is each coordinate is an integer. If x, v ∈ Rn we say that x ismajorized by v, denoted by x  v (or
v  x), provided that∑kj=1 x[j] 
∑k
j=1 v[j] for k = 1, . . . , nwhere there is equality for k = n. In [9] one
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may ﬁnd a comprehensive study of majorization and its role in many branches of mathematics and its
applications. The recent book [3] treats majorization in connection with several combinatorial classes
of matrices. Amatrix is called doubly stochastic if it is (componentwise) nonnegative and each row and
column sum is 1. The setΩn of all n × n doubly stochasticmatrices is a polytopewhose extreme points
are the permutation matrices (the Birkhoff–von Neumann theorem), see [3] for an in-depth survey of
properties of Ωn.
The paper is organized as follows. The remaining part of this section contains an overview of
some relevant and central results in majorization theory. In Section 2 we introduce majorization
permutahedra and establish some of their main properties. In Section 3 we turn to (0, 1)-matrices
with given row and column sums and prove a generalization of the Gale–Ryser theorem based on the
results on majorization permutahedra.
Majorization. We now recall some central theorems in majorization theory. If v ∈ Rn and σ is an
n-permutation (a bijection on {1, 2, . . . , n}), then the vector vσ = (vσ(1), vσ(2), . . . , vσ(n)) is called a
permutation of v. The following theorem is due to Hardy et al. (1929) and it may be found in their
classical book on inequalities [7], see also [9].
Theorem HLP [7]. Let x, v ∈ Rn. Then x  v if and only if there is a doubly stochastic matrix P such that
x = Pv.
So, majorization corresponds to linear mappings given by doubly stochastic matrices. Combining
this resultwith thementionedBirkhoff–vonNeumann theorem forΩn one obtains the following result
of Rado (1952), see [12].
Theorem R [12]. Let x, v ∈ Rn. Then x  v if and only if x lies in the convex hull of the orbit of v under the
group of permutation matrices.
Concerning majorization for integral vectors the following theorem (see [3]) will be useful. Deﬁne
the (nonsymmetric) “distance” function d+ on Rn by d+(u, v) = ∑nj=1(uj − vj)+ for u, v ∈ Rn.
Theorem Z [3]. If v, w ∈ Rn are nonnegative integral, monotone vectors with v  w, then there are
nonnegative integral, monotone vectors v(0), v(1) . . . , v(p) such that
d+
(
v(i), v(i+1)
)
= 1 (i = 0, 1, . . . , p − 1)
and
v = v(p)  v(p−1)  · · ·  v(0) = w.
Actually, in this theorem one may use p = d+(w, v).
Majorization plays a role in several mathematical areas. In combinatorics it is central in several
existence problems for graphs andmatrices. In particular this is the case for the classA(R, S) of (0, 1)-
matrices of size m × n and having ﬁxed row sum vector R and column sum vector S. This class is
studied in detail by Brualdi in [2] and also in the book [3]. The following basic existence theorem is
due to Gale [6] and Ryser [13]. We here let R and S be nonnegative integral vectors of length m and
n, respectively. The conjugate vector of R is denoted by R∗, which means that R∗ = (r∗1 , . . . , r∗n ) where
r∗k = |{i : ri  k}| (k n).
Theorem GR [6,13]. A(R, S) is nonempty if and only if S  R∗.
The class A(R, S) and related objects have recently become central in the area of discrete tomogra-
phy, see [8,5].
2. Majorization permutahedra
For a vector v ∈ Rn deﬁne
M(v) = {x ∈ Rn : x  v}
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as the set of vectors majorized by v. We call M(v) a majorization permutahedron. Thus, according to
Theorem R,M(v) is the convex hull of all permutations of v. In particular,M(v) is a (convex) polytope.
The set of integral vectors inM(v) is denoted byMI(v), i.e.,
MI(v) = M(v) ∩ Zn.
This is a ﬁnite set. We shall mainly be interested in the case when v is nonnegative.
As an example, let v = (4, 2, 1). Then MI(v) has 12 points: the six permutations of (4, 2, 1), along
with the three (different) permutations of (3, 3, 1) and the three permutations of (3, 2, 2).M(v) is the
convex hull of the permutations of (4, 2, 1).
As mentioned we call M(v) a majorization permutahedron. But this set is also known under the
name of the (generalized) permutahedron associated with v [15] or the permutation polytope [1,14]. The
term permutahedron usually refers to M(v) when v = (1, 2, . . . , n). Results on the facial structure of
generalized permutahedra, and Rado’s theorem, are discussed in [1,14]. For instance, edges of M(v)
correspond to adjacent transpositions. In [11], some properties of permutahedra are presented and
connections to so-calledminimalmatrices are investigated.M(v) is also a zonotope, i.e. theMinkowski
(vector) sum of a ﬁnite number of line segments; see [15] for this results and a treatment of zonotopes.
Finally, wemention that the set ofmonotone vectors inM(v), called a principal majorization ideal, was
investigated in [4].
We now mention some concepts from the area of discrete convexity, see [10]. Let V be a ﬁnite set,
say V = {1, 2, . . . , n}. A function ρ from the class P(V) of all subsets of V into R is called submodular
if ρ(X ∪ Y) + ρ(X ∩ Y) ρ(X) + ρ(Y) for each X, Y ⊆ V . We here assume that ρ(∅) = 0. If x ∈ Rn
and S ⊆ V , deﬁne x(S) = ∑j∈S xj . For a submodular function ρ the set
B(ρ) = {x ∈ Rn : x(S) ρ(S) (S ⊆ V), x(V) = ρ(V)}
is called the base polyhedron associated with ρ . A point in B(ρ) is called a base, and an extreme point
of B(ρ) is called an extreme base. In general, B(ρ) is nonempty. A linear programming problem with
the base polyhedron as the feasible set, i.e. max{pTx : x ∈ B(ρ)}, may be solved by a very simple
greedy algorithm; this is a central property in connection with submodular functions [10]. For a
vector v ∈ Rn deﬁne supp+(v) = {j : vj > 0} and supp−(v) = {j : vj < 0}. A set B ⊆ Zn is called
M-convex if it satisﬁes the following exchange property: for each x, y ∈ B and i ∈ supp+(x − y) there
is a j ∈ supp−(x − y) such that x − ei + ej ∈ B and y + ei − ej ∈ B. This is a discrete version of the
deﬁning property of a convex set, namely that it contains the line segment between each pair of its
points.
We return to majorization permutahedra. Deﬁne V = {1, 2, . . . , n}. Let v ∈ Rn and deﬁne the set
function ρv : P(V) → R by
ρv(S) =
|S|∑
j=1
v[j] (S ⊆ V).
Note that this function only depends on the cardinality of the set S. The following result connects
majorization permutahedra and discrete convexity.
Theorem 1. Let v ∈ Rn. Then ρv is submodular and M(v) = B(ρv). Therefore M(v) is a base polyhedron
and the extreme bases are the permutations of v.
Proof. Let S, T ⊆ V and deﬁne s = |S|, t = |T|; we may assume s t. Deﬁne p = |S ∩ T|, q = |S ∪ T|.
Then p s t  q and q = s + t − p, so s − p = q − t. This gives
ρv(S) + ρv(T) − (ρv(S ∪ T) + ρv(S ∩ T)) =
s∑
j=1
v[j] +
t∑
j=1
v[j] −
p∑
j=1
v[j] −
q∑
j=1
v[j]
=
s∑
j=p+1
v[j] −
q∑
j=t+1
v[j]  0
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because the last two sums contain the same number of terms, namely s − p = q − t, and v[1]  v[2]
 · · · v[n]. This shows that ρv is submodular. Let x ∈ Rn. Then for each k n the inequalities
x(S) ρv(S) =
|S|∑
j=1
v[j] (S ⊆ V, |S| = k)
hold if and only if the following majorization inequality holds
k∑
j=1
x[j] 
k∑
j=1
v[j].
By adding the equation
∑n
j=1 xj =
∑n
j=1 vj to these inequalities, we see that x  v if and only if x ∈
B(ρv). This proves thatM(v) = B(ρv).
It follows from Theorem R that any x ∈ M(v) is a convex combination of permutations of v. There-
fore, any extreme point ofM(v)must be a permutation of v. To prove the converse, it sufﬁces to prove
that v is an extreme point (for this gives the general case by multiplying by a suitable permutation
matrix). Wemay also assume that v is monotone. Now, v is the unique solution of the linear equations
k∑
j=1
xj =
k∑
j=1
vj (k = 1, 2, . . . , n).
This shows that v is a vertex of M(v) (i.e., the unique solution of n “linearly independent equations”
obtained from the inequalities x(S)
∑|S|
j=1 v[j]) and therefore v is an extreme point. 
Corollary 2. If v is integral, then MI(v) is M-convex.
Proof. A general result on M-convexity [10] is that the base polyhedron of a submodular function is
M-convex, so the result follows from Theorem 1. 
The following theorem is a main result in this paper. It shows important “additivity” properties of
majorization permutahedra. We give two different proofs: one short proof which is based on discrete
convexity (polymatroids) and another proof which is based on majorization theory. Recall that the
Minkowski sum (vector sum) of two sets A and B in Rn is deﬁned by A + B = {a + b : a ∈ A, b ∈ B}.
Theorem 3. Let a, b ∈ Rn be monotone vectors. Then
M(a + b) = M(a) + M(b). (1)
If, in addition, a and b are integral, then
MI(a + b) = MI(a) + MI(b). (2)
Proof. By Theorem 1 M(v) = B(ρv) for each v ∈ Rn. Since both a and b are monotone, ρa+b(S) =∑|S|
j=1(a + b)[j] =
∑|S|
j=1 a[j] +
∑|S|
j=1 b[j] = ρa(S) + ρb(S) for each S ⊆ V . So ρa+b = ρa + ρb. Then
(1) followsdirectly fromthe fact (see [10]) thatB(ρ1 + ρ2) = B(ρ1) + B(ρ2) for submodular functions
ρ1 and ρ2. If, moreover, ρ1 and ρ2 are integer valued, B(ρ1 + ρ2) ∩ Zn = (B(ρ1) ∩ Zn) + (B(ρ2) ∩
Zn) ([10]) which gives (2). 
In this theorem, one might say that the most difﬁcult part to prove is the fact that MI(a + b) ⊆
MI(a) + MI(b). This says that any integral vector z with z  a + b may be decomposed as z = x + y
for suitable integral vectors x and y satisfying x  a and y  b. The mentioned fact (in the proof) on
sums of submodular functions relies on Edmond’s intersection theorem for polymatroids [10].Wenow
present an alternative proof of Theorem 3 which gives further insight into the result. It is based on
majorization theory (the results in Section 1).
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Proof (Majorization proof of Theorem 3).Note ﬁrst that a + b is monotone. If x ∈ M(a) and y ∈ M(b)
then k∑
j=1
(x + y)[j] = max|T|=k
∑
j∈T
(xj + yj)max|T|=k
∑
j∈T
xj + max|T|=k
∑
j∈T
yj
=
k∑
j=1
x[j] +
k∑
j=1
y[j] 
k∑
j=1
aj +
k∑
j=1
bj =
k∑
j=1
(a + b)j
and equality holds for k = n. This proves that x + y ∈ M(a + b) and therefore M(a + b) ⊇ M(a) +
M(b). If, moreover, x and y are integral, then x + y is integral, so we conclude MI(a + b) ⊇ MI(a) +
MI(b).
Conversely, let z ∈ M(a + b), so z  a + b. By Theorem HLP there is a doubly stochastic matrix P
such that z = P(a + b). Deﬁne x = Pa and y = Pb. Then, again by Theorem HLP, x  a and y  b, so
x ∈ M(a) and y ∈ M(b). Moreover, z = P(a + b) = Pa + Pb = x + y. Therefore,M(a + b) ⊆ M(a) +
M(b), and this proves that M(a + b) = M(a) + M(b). To complete the proof it remains to show the
following claim:
Claim 1. If a, b and z are integral and z  a + b, then there are integral x and y satisfying x  a, y  b
and z = x + y.
Proof of Claim 1. It sufﬁces to prove this when z is monotone (otherwise we multiply x, y and z by a
suitable permutation matrix which makes the permuted z monotone). Note ﬁrst that Claim 1 trivially
holds if z = a + bwith x = a and y = b.
Assume that the claim holds for a certain integral, monotone vector z satisfying z  a + b. Let w
be an integral, monotone vector satisfying w  z and d+(z, w) = 1. Since w and z are integral, there
must exist unique indices i and j such that
zi = wi + 1, zj = wj − 1.
(For: d+(z, w) = 1 implies that there exists a unique i such that zi = wi + 1, but as∑k wk = ∑k zk ,
we obtain a j as desired). Moreover, as w  z and both vectors are monotone, we have i < j. Since z
satisﬁes Claim 1, there are integral vectors x and y such that z = x + y, x  a and y  b. Thus, we have
zi > wi wj > zj.
This implies, as z = x + y, that either xi > xj or yi > yj (or both). We distinguish between these two
cases:
Case 1. xi > xj . Deﬁne a vector x
′ by x′i = xi − 1, x′j = x′j + 1 and x′k = x′k for k /= i, j. Also deﬁne y′ = y.
So both x′ and y′ are integral. Moreover
x′i + y′i = xi − 1 + yi = zi − 1 = wi
and
x′j + y′j = xj + 1 + yj = zj + 1 = wj.
Finally, xj + yj = zj (k /= i, j). This proves that x′ + y′ = w. Moreover, x′  x (this is easy to check from
the deﬁnition of majorization; it is called a transfer from i to j in [9]). Therefore x′  x  a and clearly
y′ = y  b.
Case 2. yi > yj . This is treated similarly: deﬁne the vector y
′ by y′i = yi − 1, y′j = y′j + 1 and y′k = y′k
for k /= i, j. Also deﬁne x′ = x. Then, as above, one obtains x′ + y′ = w and, in addition, x′ = x  a
and y′  y  b.
We have therefore shown that the fact that z satisﬁes Claim 1 implies that any vector w  z with
d+(z, w) = 1 also satisﬁes Claim 1. By Theorem Z, for any integral z satisfying z  a + b there are
integral vectors z(0), . . . , z(p) such that d+(z(i), z(i+1)) = 1 for i = 0, 1, . . . , p − 1 and
z = z(p)  z(p−1)  · · ·  z(0) = a + b.
3270 G. Dahl / Linear Algebra and its Applications 432 (2010) 3265–3271
Now, Claim 1 trivially holds if z = a + b with x = a and y = b. But, then the arguments above imply
that Claim 1 holds for any integral z which is majorized by a + b. This completes the proof. 
An interesting feature of the previous proof is that it is constructive (see Claim 1 and its proof). So
it actually describes an algorithm for decomposing an integral z satisfying z  a + b as a sum of two
integral vectors that are majorized by a and b, respectively. Moreover, we see that Claim 1 holds even
without the monotonicity assumption on a and b, i.e.,
MI(a + b) ⊆ MI(a) + MI(b).
We call the properties (1) and (2) in Theorem 3 additivity and integral additivity of majorization
permutahedra, respectively. Note that in Theorem 3 the assumption that the vectors a and b are
monotone is crucial. For instance, if a = (1, 0) and b = (0, 1), thenM(a + b) = {(1, 1)}whileM(a) +
M(b) = conv({(2, 0), (0, 2)}). So hereM(a + b) /= M(a) + M(b). However, in general, from the proof
of Theorem 3, we see that
M(a + b) ⊆ M(a) + M(b)
always holds, even if the vectors are not monotone.
The following corollary is obtained by repeated application of Theorem 3.
Corollary 4. Let a1, a2, . . . , am ∈ Rn be monotone vectors. Then
M
⎛
⎝
m∑
i=1
ai
⎞
⎠ =
m∑
i=1
M(ai).
If, moreover, each ai is integral, then
MI
⎛
⎝
m∑
i=1
ai
⎞
⎠ =
m∑
i=1
MI(a
i).
3. Applications to (0, 1)-matrices
In this section we discuss how the results on majorization permutahedra lead to a generalization
of the Gale–Ryser theorem (Theorem GR) for (0, 1)-matrices.
As a motivation consider the following possible proof idea for Theorem GR. For nonnegative in-
tegers r1, r2, . . . , rm let colsumsn(r1, r2, . . . , rm) denote the set of possible column sum vectors of
(0, 1)-matrices of size m × n that have row sum vector (r1, r2, . . . , rm). The idea is to determine
colsumsn(r1, r2, . . . , rm) using induction onm.
We now prove the mentioned generalization of Theorem GR; it is an existence theorem for integral
matrices with given column sum vector and where the rows satisfy majorization constraints. For an
m × nmatrix Awe let a(1), a(2), . . . , a(m) denote its rows.
Theorem 5. Let b(1), b(2), . . . , b(m) and S bemonotone nonnegative integral vectors inRn. Then there is an
m × n nonnegative integral matrix A with column sum vector S and such that the rows a(1), a(2), . . . , a(m)
of A satisfy
a(i)  b(i) (im) (3)
if and only if
S 
m∑
i=1
b(i).
Proof. Let K ⊆ Rn be the set of possible column sum vectors for nonnegative integral matrices satis-
fying (3). Then
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K =
m∑
i=1
MI(b
(i)) = MI
⎛
⎝
m∑
i=1
b(i)
⎞
⎠ .
The ﬁrst equality is obvious and the second is due to Corollary 4. This shows, for an integral vector S,
that S ∈ K if and only if S  ∑mi=1 b(i), as desired. 
The Gale–Ryser theorem is the special case of Theorem 5 where each of the given vectors b(i) is a
(0, 1)-vector.
Corollary 6 (Theorem GR). A(R, S) is nonempty if and only if S  R∗.
Proof. Consider Theorem 5 where b(i) is the (0, 1)-vector (1, . . . , 1, 0, . . . , 0) with ri leading ones
(im). Then (3) (plus integrality) simply means that the ith row a(i) of A is a permutation of b(i), so it
is a (0, 1)-vectorwith ri ones (im). Moreover,
∑m
i=1 b(i) = R∗. So, by Theorem 5,A(R, S) is nonempty
if and only if S  ∑mi=1 b(i) = R∗. 
Finally, we remark that there is a close connection between the Gale–Ryser theorem andmajoriza-
tion permutahedra. We used Theorem 3 to prove a generalization of Theorem GR. However, it is also
possible to use Theorem GR to give a proof of the integrality statement in Theorem 3.
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