We study flag enumeration in intervals in the Bruhat order on a Coxeter group by means of a structural recursion on intervals in the Bruhat order. The recursion gives the isomorphism type of a Bruhat interval in terms of smaller intervals, using basic geometric operations which preserve PL sphericity and have a simple effect on the cd-index. This leads to a new proof that Bruhat intervals are PL spheres as well a recursive formula for the cd-index of a Bruhat interval. This recursive formula is used to prove that the cd-indices of Bruhat intervals span the space of cd-polynomials.
A graded poset is Eulerian if in every non-trivial interval, the number of elements of odd rank equals the number of elements of even rank. Face lattices of convex polytopes are in particular Eulerian and the study of flag enumeration in Eulerian posets has its origins in the face-enumeration problem for polytopes. All flag-enumerative information in an Eulerian poset P can be encapsulated in a non-commutative generating function Φ P called the cd-index. The cd-indices of polytopes have received much attention, for example in [1, 2, 8, 11, 18] .
A Coxeter group is a group generated by involutions, subject to certain relations. Important examples include finite reflection groups and Weyl groups. The Bruhat order on a Coxeter group is a partial order which has important connections to the combinatorics and representation theory of Coxeter groups, and by extension Lie algebras and groups. Intervals in Bruhat order comprise another important class of Eulerian posets. However, flag enumeration for intervals in the Bruhat order on a Coxeter group has previously received little attention. The goal of the present work is to initiate the study of the cd-index of Bruhat intervals.
The basic tool in our study is a fundamental structural recursion (Theorem 5.5) on intervals in the Bruhat order on Coxeter groups. This recursion, although developed independently, has some resemblance to work by du Cloux [6] and by Dyer [7] . The recursion gives the isomorphism type of a Bruhat interval in terms of smaller intervals, using some basic geometric operations, namely the operations of pyramid, vertex shaving and a "zipping" operation. The result is a new inductive proof of the fact [3] that Bruhat intervals are PL spheres (Corollary 5.6) as well as recursions for the cd-index of Bruhat intervals (Theorem 6.1).
The recursive formulas lead to a proof that the cd-indices of Bruhat intervals span the space of cd-polynomials (Theorem 6.2), and motivate a conjecture on the upper bound for the cd-indices of Bruhat intervals (Conjecture 7.3). Let [u, v] be an interval in the Bruhat order such that the rank of u is k and the rank of v is d + k + 1. We conjecture that the coefficients of Φ [u,v] are bounded above by the coefficients of the cd-index of a dual stacked polytope of dimension d with d + k + 1 facets. The dual stacked polytopes are the polar duals of the stacked polytopes of [12] . This upper bound would be sharp because the structural recursion can be used to construct Bruhat intervals which are the face lattices of duals of stacked polytopes (Proposition 7.2).
Stanley [18] conjectured the non-negativity of the cd-indices of a much more general class of Eulerian posets. We show (Theorem 7.4) that if the conjectured non-negativity holds for Bruhat intervals, then the cd-index of any lower Bruhat interval is bounded above by the cd-index of a Boolean algebra. Since the flag h-vectors of Bruhat intervals are non-negative, we are able to prove that the flag h-vectors of lower Bruhat intervals are bounded above by the flag h-vectors of Boolean algebras (Theorem 7.5).
The remainder of the paper is organized as follows: We begin with background information on the basic objects appearing in this paper, namely, posets, Coxeter groups, Bruhat order and polytopes in Section 1, CW complexes and PL topology in Section 2 and the cd-index in Section 3. In Section 4, the zipping operation is introduced, and its basic properties are proven. Section 5 contains the proof of the structural recursion. In Section 6 we state and prove the cd-index recursions and apply them to determine the affine span of cd-indices of Bruhat intervals. Section 7 is a discussion of conjectured bounds on the coefficients of the cd-index of a Bruhat interval, including the construction of Bruhat intervals which are isomorphic to the face lattices of dual stacked polytopes.
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Preliminaries
We assume the most basic definitions surrounding posets, Coxeter groups, Bruhat order and polytopes. In this section we provide several definitions which are new or which may be less standard.
Posets
The poset terminology and notation used here generally agree with [17] . Throughout this paper, all posets considered are finite.
Let P be a poset. Given x, y ∈ P , we say x covers y and write "x · >y" if x > y and if there is no z ∈ P with x > z > y. Given x ∈ P , define D(x) := {y ∈ P : y < x}. If P has a unique minimal element, it is denoted0, and if there is a unique maximal element, it is called1. A poset is graded if every maximal chain has the same number of elements. A rank function on a graded poset P is the unique function such that rank(x) = 0 for any minimal element x, and rank(x) = rank(y) + 1 if x · >y. The product of P with a two-element chain is called the pyramid Pyr(P ). A poset Q is an extension of P if the two are equal as sets, and if a ≤ P b implies a ≤ Q b. The join x ∨ y of two elements x and y is the unique minimal element in {z : z ≥ x, z ≥ y}, if it exists. The meet x ∧ y is the unique maximal element in {z : z ≤ x, z ≤ y} if it exists. A poset is called a lattice every pair of elements x and y has a meet and a join.
Let η : P → Q be order-preserving. Consider the setP := {η −1 (q) : q ∈ Q} of fibers of η, and define a relation ≤P onP by F 1 ≤P F 2 if there exist a ∈ F 1 and b ∈ F 2 such that a ≤ P b. If ≤P is a partial order,P is called the fiber poset of P with respect to η. In this case, there is a surjective order-preserving map ν : P →P given by ν : a → η −1 (η(a)), and an injective order-preserving mapη :P → Q such that η =η • ν. Call η an orderprojection if it is order-preserving and has the following property: For all q ≤ r in Q, there exist a ≤ b ∈ P with η(a) = q and η(b) = r. In particular, an order-projection is surjective. Proof. In assertion (i), the reflexive property is trivial. Let A = η −1 (q) and
Because η is order-preserving, q ≤ r and r ≤ q, so q = r and therefore A = B. Thus the relation is anti-symmetric.
To show that ≤P is transitive, suppose A ≤P B and B ≤P C. Then there exist a ∈ A, b 1 , b 2 ∈ B and c ∈ C with η(a) = q, η(b 1 ) = η(b 2 ) = r and η(c) = s such that a ≤ b 1 and b 2 ≤ c. Because η is order-preserving, we have q ≤ r ≤ s. Because η is an order-projection, one can find a ≤ c ∈ P with η(a ) = q and η(c ) = s. Thus A ≤P C. Since η is surjective,η is an order-preserving bijection. Let q ≤ r in Q. Then, because η is an order-projection, there exist a ≤ b ∈ P with η(a) = q and η(b) = r. Thereforē
Coxeter groups and Bruhat order
A Coxeter system is a pair (W, S), where W is a group, S is a set of generators, and W is given by the presentation (st) m(s,t) = 1 for all s, t ∈ S, with the requirements that:
We use the convention that x ∞ = 1 for any x, so that (st) ∞ = 1 is a trivial relation. The Coxeter system is called universal or free if m(s, t) = ∞ for all s = t. We will refer to a "Coxeter group" W with the understanding that a generating set S has been chosen such that (W, S) is a Coxeter system. In what follows, W or (W, S) will always refer to a fixed Coxeter system, and w will be an element of W . Examples of finite Coxeter groups include the symmetric group, other Weyl groups of root systems, and symmetry groups of regular polytopes.
Readers not familiar with Coxeter groups should concentrate on the symmetric group S n of permutations of the numbers {1, 2, . . . , n}. In particular, some of the figures will illustrate the case of S 4 . Let r be the transposition (12), let s := (23) and t := (34). Then (S 4 , {r, s, t}) is a Coxeter system with m(r, s) = m(s, t) = 3 and m(r, t) = 2.
Call a word w = s 1 s 2 · · · s k with letters in S a reduced word for w if k is as small as possible. Call this k the length of w, denoted l(w). We will use the symbol "1" to represent the empty word, which corresponds to the identity element of W . Given any words a 1 and a 2 and given words b 1 = stst · · · with l(b 1 ) = m(s, t) and b 2 := tsts · · · with l(b 2 ) = m(s, t), the words a 1 b 1 a 2 and a 1 b 2 a 2 both stand for the same element. Such an equivalence is called a braid move. A theorem of Tits says that given any two reduced words a and b for the same element, a can be transformed into b by a sequence of braid moves.
We now define the Bruhat order by the "Subword Property." Fix a reduced word
Bruhat order is ranked by length. The element w covers the elements which can be represented by reduced words obtained by deleting a single letter from a reduced word for w. We will need the "lifting property" of Bruhat order, which can be proven easily using the Subword Property. (ii) ws > u
(iii) w > us
Further information on Coxeter groups and the Bruhat order can be found for example in [5, 10] .
Polytopes
Let P be a convex polytope. We follow the usual convention which includes both ∅ and P among the set of faces of P. A facet of P is a face of P whose dimension is one less than the dimension of P. Two polytopes are of the same combinatorial type if their face lattices are isomorphic as posets.
We will need two geometric constructions on polytopes, the pyramid operation Pyr and the vertex-shaving operation Sh v . Given a polytope P of dimension d, Pyr(P ) is the convex hull of the union of P with some vector v which is not in the affine span of P. This is unique up to combinatorial type and the face poset of Pyr(P) is just the pyramid of the face poset of P.
Consider a polytope P and a chosen vertex v. Let H = {a · x = b} be a hyperplane that separates v from the other vertices of P . In other words, a · v > b and a · v < b for all vertices v = v. Then the polytope Sh v (P ) = P ∩{a · x ≤ b} is called the shaving of P at v. This is unique up to combinatorial type. Every face of P , except v, corresponds to a face in Sh v (P ) and, in addition, for every face of P strictly containing v, there is an additional face of one lower dimension in Sh v (P ). In Section 2 we describe how this operator can be extended to regular CW spheres, and in Section 5 we describe the corresponding operator on posets.
Further information on polytopes can be found for example in [21] .
CW complexes and PL topology
This section provides background material on finite CW complexes and PL topology which will be useful in Section 4. More details about CW complexes, particularly as they relate to posets, can be found in [3] . Additional details about PL topology can be found in [4, 16] . Given geometric simplicial complexes ∆ and Γ, we say Γ is a subdivision of ∆ if their underlying spaces are equal and if every face of Γ is contained in some face of ∆. A simplicial complex is a PL d-sphere if it admits a simplicial subdivision which is combinatorially isomorphic to some simplicial subdivision of the boundary of a (d+1)-dimensional simplex. A simplicial complex is a PL d-ball if it admits a simplicial subdivision which is combinatorially isomorphic to some simplicial subdivision of a d-dimensional simplex.
We now quote some results about PL balls and spheres. Some of these results appear topologically obvious but, surprisingly, not all of these statement are true with the "PL" deleted. This is the reason that we introduce PL balls and spheres, rather than dealing with ordinary topological balls and spheres. Statement (iii) is known as Newman's Theorem. Given two abstract simplicial complexes ∆ and Γ, let ∆ * Γ be the join of ∆ and Γ, a simplicial complex whose vertex set is the disjoint union of the vertices of ∆ and of Γ, and whose faces are exactly the sets F ∪ G for all faces F of ∆ and G of Γ. 
Here ∼ = stands for PL homeomorphism, a stronger condition than homeomorphism which requires a compatibility of PL-structures as well. The point is that B p * B q is a PL ball, etc.
Given a poset P , the order complex ∆(P ) is the abstract simplicial complex whose vertices are the elements of P and whose faces are the chains of P . The order complex of an interval [x, y] will be written ∆[x, y], rather than ∆([x, y]), and similarly ∆(x, y) instead of ∆((x, y)). Topological statements about a poset P are understood to refer to ∆(P ). When P is a poset with a0 and a1, the subposet (0,1) = P − {0,1} is called Call P a CW poset if it is the face poset of a regular CW complex Ω. It is well known that in this case Ω is homeomorphic to ∆(P − {0}). The following theorem is due to Björner [3] .
Theorem 2.4. A non-trivial poset P is a CW poset if and only if (i) P has a minimal element0, and
(ii) For all x ∈ P − {0}, the interval (0, x) is a sphere.
The polytope operations Pyr and Sh v can also be defined on regular CW spheres. Both operations preserve PL sphericity by Theorem 2.1(ii). We give informal descriptions which are easily made rigorous. Consider a regular CW d-sphere Ω embedded as the unit sphere in R d+1 . The new vertex in the Pyr operation will be the origin. Each face of Ω is also a face of Pyr(Ω) and for each nonempty face F of Ω there is a new face F of Pyr(Ω), described by
The set {v ∈ R d+1 : |v| > 1} ∪ {∞} is also a face of Pyr(Ω) (the "base" of the pyramid) where ∞ is the point at infinity which makes R d+1 ∪ {∞} a (d + 2)-sphere. Consider a regular CW sphere Ω and a chosen vertex v. Adjoin a new open cell to make Ω , a ball of one higher dimension. Choose S to be a small sphere |x − v| = , such that the only vertex inside the sphere is v and the only faces which intersect S are faces which contain v. (Assuming some nice embedding of Ω in space, this can be done.) Then Sh v (Ω) is the boundary of the ball obtained by intersecting Ω with the set |x − v| ≥ . As in the polytope case, this is unique up to combinatorial type. Every face of Ω, except v, corresponds to a face in Sh v (Ω), and for every face of Ω strictly containing v, there is an additional face of one lower dimension in Sh v (Ω).
Given a poset P with0 and1, call P a regular CW sphere if P − {1} is the face poset of a regular CW complex which is a sphere. By Theorem 2.4, P is a regular CW sphere if and only if every lower interval of P is a sphere. In light of Proposition 2.3, if P is a PL sphere, then it is also a CW sphere, but not conversely. Section 5 describes a construction on posets which corresponds to Sh v .
The cd-index of an Eulerian poset
In this section we give the definition of Eulerian posets, flag f-vectors, flag h-vectors, and the cd-index, and quote results about the cd-indices of polytopes. The Möbius function µ : {(x, y) : x ≤ y in P } → Z is defined recursively by setting µ(x, x) = 1 for all x ∈ P , and
rank(y)−rank(x) for all intervals [x, y] ⊆ P . This is known to be equivalent to the definition given in the introduction. For a survey of Eulerian posets, see [19] .
Verma [20] gives an inductive proof that Bruhat order is Eulerian, by counting elements of even and odd rank. Rota [15] proved that the face lattice of a convex polytope is an Eulerian poset (See also [13] ). More generally, the face poset of a CW sphere is Eulerian. In [3] , Björner showed that Bruhat intervals are CW spheres.
Let P be a graded poset, rank n + 1, with a minimal element0 and a maximal element
it is a refinement of the f-vector, which counts the number of elements of each rank.
Define a function β P :
The function β P is called the flag h-vector of P because of its relation to the usual h-vector. Bayer and Billera [1] proved a set of linear relations on the flag f-vector of an Eulerian poset, called the Generalized Dehn-Sommerville relations. They also proved that the Generalized Dehn-Sommerville relations and the relation α P (∅) = 1 are the complete set of affine relations satisfied by flag f-vectors of all Eulerian posets.
Let Z a, b be the vector space of ab-polynomials, that is, polynomials over noncommuting variables a and b with integer coefficients. Subsets S ⊆ [n] can be represented by monomials
Define ab-polynomials Υ P and Ψ P to encode the flag f-vector and flag h-vector respectively.
The polynomial Ψ P is commonly called the ab-index. There is no standard name for Υ P , but here we will call it the flag index. It is easy to show that polynomial in c and d with integer coefficients, called the cd-index of P . This surprising fact was conjectured by J. Fine and proven by Bayer and Klapper [2] . The cd-index is monic, meaning that the coefficient of c n is always 1. The existence and monicity of the cd-index constitute the complete set of affine relations on the flag f-vector of an Eulerian poset. Setting the degree of c to be 1 and the degree of d to be 2, the cd-index of a poset of rank n + 1 is homogeneous of degree n. The number of cd-monomials of degree n − 1 is F n , the n th Fibonacci number, with F 1 = F 2 = 1. Thus the affine span of flag f-vectors of Eulerian posets of degree n has dimension F n − 1.
The literature is divided on notation for the cd-index, due to two valid points of view as to what the ab-index is. If one considers Ψ P to be a polynomial function of noncommuting variables a and b, one may consider the cd-index to be a different polynomial function in c and d, and give it a different name, typically Φ P . On the other hand, if Ψ P is a vector in a space of ab-polynomials, the cd-index is the same vector, which happens to be written as a linear combination of monomials in c and d. Thus one would call the cd-index Ψ P . We will primarily use the notation Ψ P , except that when we talk about inequalities on the coefficients of the cd-index, we use Φ P .
Aside from the existence and monicity of the cd-index, there are no additional affine relations on flag f-vectors of polytopes. Bayer and Billera [1] and later Kalai [11] gave a basis of polytopes whose flag f-vectors span Z c, d . Much is also known about bounds on the coefficients of the cd-index of a polytope. A bound on the cd-index implies bounds on α and β, because α and β can be written as positive combinations of coefficients of the cd-index. The first consideration is the non-negativity of the coefficients. Stanley [18] conjectured that the coefficients of the cd-index are non-negative whenever P triangulates a homology sphere (or in other words when P is a Gorenstein* poset). He also showed that the coefficients of Φ P are non-negative for a class of CW-spheres which includes convex polytopes.
Ehrenborg and Readdy described how the cd-index is changed by the poset operations of pyramid and vertex shaving. The following is a combination of Propositions 4.2 and 6.1 of [9] . Proposition 3.1. Let P be a graded poset and let a be an atom. Then
Ehrenborg and Readdy also defined a derivation on cd-indices and used it to restate the formulas in Proposition 3.1. The derivation G (called G in [9] ) is defined by G(c) = d and G(d) = dc. The following is a combination of Theorem 5.2 and Proposition 6.1 of [9] .
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Corollary 3.3. Let P be a homogeneous cd-polynomial whose lexicographically first term is T . Then the lexicographically first term of Pyr(P ) is c · T . In particular, the kernel of the pyramid operation is the zero polynomial.
Zipping
In this section we introduce the zipping operation and prove some of its important properties. In particular, zipping will be part of a new inductive proof that Bruhat intervals are spheres and thus Eulerian. A zipper in a poset P is a triple of distinct elements x, y, z ∈ P with the following properties:
(i) z covers x and y but covers no other element. Proof. One sees immediately that is reflexive and that antisymmetry holds in P −{xy}.
If xy a and a xy, but a = xy, then a ∈ P −{x, y, z}. We have a ≤ x and a ≤ y. Also, either x ≤ a or y ≤ a. By antisymmetry in P , either a = x or a = y. This contradiction shows that a = xy. Transitivity follows immediately from the transitivity of P except perhaps when a xy and xy b. In this case, a ≤ x and a ≤ y. Also, either x ≤ b or y ≤ b. In either case, a ≤ b and therefore a b. 
Here the second line is obtained by properties 
Proof. In light of Proposition 4.2, one can write: Recall that a poset is graded if every maximal chain has the same number of elements. A graded poset P is thin if for every x ≤ y in P with rank(y) − rank(x) = 2, the interval [x, y] has exactly 4 elements. Recall that P is Eulerian if for every x ≤ y in P , the Möbius function µ P (x, y) is (−1) rank(y)−rank(x) . An Eulerian poset is in particular thin, because if rank(y) − rank(x) = 2 then [x, y] has exactly 4 elements if and only if µ P (x, y) = 1.
Proposition 4.4.
If P is graded and thin, then P is graded and thin, and maximal chains in P have the same length as maximal chains in P .
Proof. Suppose P is graded and thin and let C be a maximal chain in P . Then C can be converted into a chain C in P with |C| = |C |, by replacing, if necessary, xy by x or y. We claim that C is a maximal chain in P . If not, then C can be obtained from some maximal chainC by deleting z. Without loss of generality x is the element ofC covered by z. Since the zipper (x, y, z) is proper, there is an element v ofC which covers z. Since P is thin, the interval [x, v] P contains an element w = z at the same rank as z. The element w also completes C to a maximal chain. But w is also an element of P , so w can be adjoined to C to obtain a strictly larger chain in P . This contradiction to the maximality of C proves the claim. Thus every maximal chain in P is the same size as some maximal chain in C, and in particular P is graded.
The rank function on P is inherited from that on P . Thus the fact that rank-2 intervals in P have exactly 4 elements follows by Propositions 4.2 and 4.3.
Proposition 4.5. If P is graded and Eulerian, then P is graded and Eulerian.
Proof. If P is Eulerian then it is thin, so by Proposition 4.4, P is in particular graded, with rank function inherited from P . The fact that every interval [x, y] in P has µ P (x, y) = (−1) rank(y)−rank(x) now follows from Propositions 4.2 and 4.3.
Theorem 4.6. If P is Eulerian then
Proof. We subtract from Υ P the chains which disappear under the zipping. First subtract the terms which came from chains through x and z. Any such chain is a chain in [0, x] P concatenated with a chain in [z,1] P . Thus the terms subtracted off are
Then subtract a similar term for chains through y and z. In fact, by condition (iii) of the definition of a zipper, the term for chains through y and z is identical to the term for chains through x and z. Subtract ] for the chains which go through z but skip the rank immediately below z. Finally, x is identified with y, so there is a double-count which must be subtracted off. If two chains are identical except that one goes through x and the other goes through y, then they are counted twice in P but only once in P . Because x ∨ y = z, if such a pair of chains include an element whose rank is rank(z), then that element is z. But the chains through z have already been subtracted, so we need to subtract off Υ [0,x] P b· a· Υ [z,1] . We have again used condition (iii) here. Thus:
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Replacing a by a − b, one obtains:
Theorem 4.7.
If the proper part of P is a PL sphere, then the proper part of P is a PL sphere.
Proof. To avoid tedious repetition, we will omit "PL" throughout the proof. All spheres and balls are assumed to be PL.
Suppose P is a k-sphere. Let ∆ xyz ⊂ ∆(0,1) be the simplicial complex whose facets are maximal chains in P − {0,1} passing through x, y or z. Our first goal is to prove that ∆ xyz is a ball. Let ∆ x ⊂ ∆(0,1) be the simplicial complex whose facets are maximal chains in (0,1) through x. Similarly ∆ y . One can think of ∆ x as ∆(0, x) * x * ∆(x,1). Thus, by Proposition 2.2, ∆ x is a k-ball, and similarly, ∆ y . Let Γ = ∆ x ∩ ∆ y . Then Γ is the complex whose facets are almost-maximal chains that can be completed to maximal chains either by adding x or y. These are the chains through z which have elements at every rank except at the rank of x. Thus Γ is ∆(0, x) * z * ∆(z,1), a (k − 1)-ball, and Γ lies in the boundary of ∆ x , because there is exactly one way to complete a facet of Γ to a facet of ∆ x , namely by adjoining x. Similarly, Γ lies in the boundary of ∆ y . By Theorem 2.
Consider ∆((0,1) − {x, y, z}), which is the closure of ∆(0,1) − ∆ xyz . By Theorem 2.1(iii), ∆((0,1) − {x, y, z}) is also a k-ball. Also consider ∆((0,1) − {xy}), which is isomorphic to ∆((0,1) − {x, y, z}). The boundary of ∆((0,1) − {xy}) is a complex whose facets are chains c with the property that for each c there is a unique element of (0,1) − {xy} that completes c to a maximal chain. However, since (0,1) is thin by Proposition 4.4, it has the property that any chain of length k − 1 can be completed to a maximal chain in (0,1) in exactly two ways. Therefore every facet of the boundary of ∆((0,1) − {xy}) is contained in a chain through xy. Thus ∆((0,1) ) is the union of a k-ball ∆((0,1) − {xy}) with the pyramid over the boundary of ∆((0,1) − {xy}). By Theorem 2.1(ii), ∆((0,1) ) is a k-sphere.
In the case where P is thin, the conditions for a zipper can be simplified.
Proposition 4.8. If P is thin, then (i) implies (iii). Thus (x, y, z) is a zipper if and only if it satisfies conditions (i) and (ii).
Proof. Suppose condition (i) holds but [0, x) = [0, y). Then without loss of generality x covers some a which y does not cover. Since z covers no element besides x and y, [a, z] is a chain of length 2, contradicting thinness. 
Building intervals in Bruhat order
In this section we state and prove the structural recursion for Bruhat intervals. When s ∈ S, u < us and w < ws, define a map η : [ Proof. To check that η is order-preserving, suppose (
, we consider the cases a 1 = 1 and a 1 = s separately.
Case 1: By the inverse-image argument of the previous paragraph, because in the v > vs case, the other two possible elements of η −1 (v) don't exist. Thus the map ν is an order-isomorphism and therefore η =η • ν is also an order-isomorphism.
The following corollary is easy.
Corollary 5.3. If u < us, w < ws and us ≤ w the map ζ : [u, w] → [us, ws] with ζ(v) = vs is an isomorphism.
We would also like to relate the interval [us, ws] to [u, w] in the case where us ≤ w. To do this, we need an operator on posets corresponding to vertex-shaving on polytopes or CW spheres. Let P be a poset with0 and1, and let a be an atom of P . The shaving of P at a is an induced subposet of P × [0, a] given by:
We can also describe Sh v (P ) as follows: Let P be obtained from P × [0, a] by zipping the zipper ((a,0), (0, a), (a, a) ). Denote by a the element created by the zipping. Then Sh v (P ) is the interval [a, (1, a)] in P . Figures 3 and 4 
Notice that θ, restricted to Sh us [u, w] − {us} is just η restricted to an induced subposet. Thus the well-definition of η implies that θ is well-defined as well. , 1), (u, s), (us, s) ). Let us be the element of P 1 resulting from identifying (us, 1) with (u, s). Then Sh us [u, w] is isomorphic to the interval [us, (w, s)] in P 1 . The remaining deletions and identifications in the map θ are really zippings in the P i . Therefore they are zippings in the P i restricted to [us, (w, s) ].
We have proven the following: Proof. One only needs to prove the corollary for lower intervals, because by Proposition 2.3 it will then hold for all intervals. Intervals of rank 1 are empty spheres. It is easy to check that a lower interval under an element of rank 2 is a PL 0-sphere. Given the interval [1, w] with l(w) ≥ 3, there exists s ∈ S such that ws < w. Then [1, w] can be obtained from [1, ws] The following observation will be helpful in Section 6, when Theorem 5.5 is combined with Theorem 4.6. 
The first line of each formula looks like an augmented coproduct [8] on a Bruhat interval, with an added sign. The second line of each formula is more efficient for computation, because the formulas in Proposition 3.2 are more efficient than the forms quoted in Proposition 3.1.
Proof of Theorem 6.1. The statement for us ∈ [u, w] follows immediately from Propositions 5.2 and 5.3. Define the P i as in Section 5. Thus by Theorem 4.6, In [1] , Bayer and Billera show that the affine span of the cd-indices of polytopes is the entire affine space of monic cd-polynomials. As an application of Theorem 6.1, we prove that the cd-indices of Bruhat intervals have the same affine span. Proof. The space of cd-polynomials of degree n − 1 has dimension F n , the Fibonacci number, with F 1 = F 2 = 1 and F n = F n−1 + F n−2 . For each n we will produce a set F n consisting of F n reduced words, corresponding to group elements whose lower Bruhat intervals have linearly independent cd-indices.
Let (W, S := {s 1 , s 2 , . . .}) have a complete Coxeter graph with each edge labeled 3. Each F n is a set of reduced words of length n in W , with F 1 = {s 1 }, F 2 = {s 1 s 2 } and
where ∪ · means disjoint union. Given a word w ∈ F n−1 , by Proposition 5.2, [1, ws n ] ∼ = Pyr [1, w] , so Ψ [1,wsn] = Pyr(Ψ [1,w] [1,w] . Let Ψ(F n ) be the set of cd-indices of lower intervals under words in F n . The proof is now completed via Proposition 6.3, below, which in turn depends on Lemma 3.3. Proposition 6.3. For each n ≥ 1, the F n cd-polynomials in Ψ(F n ) are linearly independent.
Proof. As a base for induction, the statement is trivial for n = 1, 2. For general n, form the matrix M whose rows are the vectors Ψ(F n ), written in the cd-index basis. Order the columns by the lexicographic order on cd-monomials. Order the rows so that the cd-indices in Ψ(F n−1 s n ) appear first. We will show that there are row operations which convert M to an upper-unitriangular matrix. Notice that for each w ∈ F n−2 , Pyr The proof of Theorem 6.2 uses infinite Coxeter groups. It would be interesting to know whether the cd-indices of Bruhat intervals in finite Coxeter groups also span, and whether a spanning set of intervals could be found in the finite Coxeter groups of type A.
Bounds on the cd-index of Bruhat intervals
In this section we discuss lower and upper bounds on the coefficients of the cd-index of a Bruhat interval. The conjectured lower bound is a special case of a conjecture of Stanley [18] .
The coefficient of c n is always 1, and for the other coefficients the bound is sharp because the dihedral group I 2 (m) has cd-index c m . Computer studies have confirmed the conjecture in S n with n ≤ 6.
The conjectured upper bounds are attained on Bruhat intervals which are isomorphic to the face lattices of convex polytopes. For convenience, we will say that such intervals "are" polytopes. We now use the results of Section 5 to construct these intervals.
A polytope is said to be dual stacked if it can be obtained from a simplex by a series of vertex-shavings. As the name would indicate, these polytopes are dual to the stacked polytopes [12] which we will not define here. There are Bruhat intervals which are dual stacked polytopes. Let W be a universal Coxeter group with Coxeter generators S := {s 1 , s 2 , . . . s d+1 }. Define C k (for "cyclic word") to be the word s 1 s 2 · · · s k , where the subscript j is understood to mean j (mod d + 1). For example, if d = 2, then C 7 = s 1 s 2 s 3 s 1 s 2 s 3 s 1 . In a universal Coxeter group, every group element corresponds to a unique reduced word. Thus we will use these words interchangeably with group elements. The zippings correspond to elements of (C k , C d+k ) which are shortened on the right by s d+k+1 . We will show that in fact there are no such elements. Let v ∈ (C k , C d+k ), and let v also stand for the unique reduced word for the element v. Since every element of W has a unique reduced word, the fact that C k < v means that v contains C k as a subword. But the only subword C k of C d+k is the first k letters of C d+k . Thus v is a subword of C d+k consisting of the first k letters and at least one other the electronic journal of combinatorics 11 (2004) This conjecture is natural in light of Proposition 7.2 and Theorem 6.1. There are two issues which complicate the conjecture. First, any proof using Theorem 6.1 requires nonnegativity (Conjecture 7.1). Second, and perhaps even more serious, there is the issue of commutation of operators.
Given p ∈ P denote the corresponding "downstairs" element in Pyr(P ) by p and the "upstairs" element by p . Denote the operation of zipping a zipper (x, y, z) by Zip z . Then PyrZip z P ∼ = Zip z Zip z PyrP . The triple (x , y , z ) becomes a zipper only after Zip z is applied. Pyramid and shaving also commute reasonably well: PyrSh a P ∼ = Zip a Sh a PyrP .
However, zipping does not in general commute nicely with the operation of shaving off a vertex a. Given p = a ∈ P denote the corresponding element of Sh a P again by p, and if in addition p > a, writep for the new element created by shaving. If z > a and a ∈ {x, y} then Sh a Zip z P ∼ = Zip z ZipzSh a P . If z > a then Sh a Zip z P ∼ = Zip z Sh a P . However, if x and y are vertices then Sh xy Zip z P = Sh z P , where Sh z is the operation of shaving off the edge z.
Since the pyramid operation commutes nicely with zipping, and any lower interval is obtained by pyramid and zipping operations, it is possible to obtain any lower interval by a series of pyramid operations followed by a series of zippings. Thus by Theorem 6.1: Here B n is the Boolean algebra of rank n. It is not true that the cd-index of general intervals is less than that of the Boolean algebra of appropriate rank. For example, [1324, 3412] is the face lattice of a square, with Φ [1324,3412] = c 2 +2d. However, Φ B 3 = c 2 +d. Equation (1) in the proof of Theorem 4.6 is a formula for the change in the ab-index under zipping. Thus Theorem 6.1 has a flag h-vector version, and since the flag h-vectors of Bruhat intervals are known to be nonnegative, the following theorem holds. 
