In a previous paper [Teich and Laths, J. Acoust. Soc. Am. 66, 1738--1749 (1979)] we demonstrated that an energy-based neural counting model incorporating refractoriness and spread of excitation satisfactorily described the results of pure-tone intensity discrimination experiments. In this paper, we show that the identical linear filter refractodness model (LFRM) also provides proper results for pure-tone loudness estimation experiments at all stimulus levels. In particular, as the stimulus intensity increases from very low to moderate values, the model predicts that the slope of the intensity discrimination curve will climb from 1/2 toward 1, whereas the slope of the loudness funetiun will gradually decline below I in this same region. 
INTRODUCTION
In Part I of this series of papers (Teich and Lachs, 1979 , denoted I), we demonstrated that pure-tone intensity discrimination could be satisfactorily described in terms of an energy-based neural counting model incorporating refractoriness and spread of excitation. In particular, we showed that the experimentally observed "near miss" to Weber's Law could be theoretically supported by a model incorporating essentially a single free parameter 0V) at high levels of the baseline intensity. In that region, the slope m of the intensity discrimination curve was calculated from a simplified (crude saturation) model to be = 1 -1/4v,
where N is the number of poles associated with the tuned linear filter characteristic of the individual neural channe. ls. To fit the broad variety of existing data for 1-kHz tones, we found that satisfactory values for N were integers such 'that 2 -<N -< 4, corresponding to
Having examined the performance of the linear filter refractoriness model (LFRM) for intensity discrimination, we naturally ask whether it can also provide a sensible theoretical basis for pure-tone loudness estimation. Fortunately, we can carry out such a study quite easily. We simply assign the average total number of impulses observed on a set of parallel neural channels during an unspecified, but fixed, counting in- by Bgk•sy (see Schubert, 1978) , Fletcher and Munson (1933) , and others. We demonstrate that this conjunction does in fact provide good agreement between our predictions and existing data, thereby suggesting that a simple neural mechanism underlies loudness; indeed Wever (1949) long ago sought such a neural basis.
Equally important, perhaps, is the demonstration that a single theoretical mechanism can be viewed as mediating both pure-tone intensity discrimination and loudness.
A related approach was undertaken by Goldberg (1968a, 1968b ) some years ago. In the course of studying the near miss to Weber's Law, these authors developed a single-channel Poisson neural-counting model incorporating saturation of the stimulus energy.
In their analysis, the detected neural count rate n took the form of a fractional-power compression of the stimulus energy (n----c•E •, 0<p -<1), where c• is a constant and p is about 0. 2. Thus loudness, the perceptual concomitant of the neural count rate, took this same form.
This outcome provided the necessary agreement with the extensive body of research that indicated a powerlaw growth of loudness with stimulus intensity or energy at high levels (Richardson and Ross, 1930; Stevens, 1955) , but failed to provide a rationale for the growth of loudness at low and moderate stimulus levels.
We note that Marks (1979) has discussed the relationship of the power law to other loudness scales from a rather broad perspective.
Stevens' law for the loudness L of a 1-kHz pure tone is of the form (Stevens, 1955 (Stevens, , 1970 subject, but over many subjects as well. We will attempt to reconcile our model with both kinds of averaging.
In our characterization, we assume that the estimates are statistically independent from trial to trial, and that the loudness function L is obtained by forming the expectation E(' ) of Eq. (5 For E snfficiently small, the quantity EA'(T/T) in Eq.
(9) is negligible (there is no refractoriness), so that the integral J is independent of E. Therefore, using Eq. 
which we rewrite as 1ogL = (1/25/) logE + logB s .
The result in Eq. (18) Table I ). Table I ). The val- Fig. 5 ; the optimal value of N is either 2 or 3 (see Table' I). In this case, •he minimum-mean-square fits were substantially better than the endpoint fits. We observe that the agreement of theory and data is not as good as that shown previously. We offer no explanation as to why this is so. Improvement could be obtained, of course, were N not restricted to integer values.
The best-fitting integer N values, along with the resulting values of Bl and B2,-are presented in Table I 
C. Choice of parameter values
We have seen in Sec. LD that the theoretical loudness function depends principally on the number-of-poles parameter N. In particular, the slope of the function at high intensities depends only on N whereas the slope at low intensities is unity, independent of all parameters in the model From the discussion in Sec. IIB, the value N=2, which provides p=•-and m =-•, seems to play a special role (see Table I the experimental data that we attempted to fit (the range was 100 Hz to 3 kHz). The shape of L will depend on
