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Abstract. The partial isometries of RN ,CN form compact semigroups O˜N , U˜N . We
discuss here the liberation question for these semigroups, and for their discrete versions
H˜N , K˜N . Our main results concern the construction of half-liberations H˜
×
N , K˜
×
N , O˜
×
N , U˜
×
N
and of liberations H˜+N , K˜
+
N , O˜
+
N , U˜
+
N . We include a detailed algebraic and probabilistic
study of all these objects, justifying our “half-liberation” and “liberation” claims.
Introduction
A remarkable discovery, due to Wang [30], is that the orthogonal and unitary groups
ON , UN have free analogues O
+
N , U
+
N . More precisely, inspired by some previous work by
Brown [15] and McClanahan [22], Wang considered the following two algebras:
C(O+N) = C
∗
(
(uij)i,j=1,...,N
∣∣∣u = u¯, u−1 = ut)
C(U+N ) = C
∗
(
(uij)i,j=1,...,N
∣∣∣u−1 = u∗, u¯−1 = ut)
These two algebras have a comultiplication, counit, and antipode, defined respectively
by ∆(uij) =
∑
k uik ⊗ ukj, ε(uij) = δij , S(uij) = u
∗
ji. The general axioms found by
Woronowicz in [33], [34] are satisfied, and the underlying compact quantum spaces O+N , U
+
N
are therefore compact quantum groups, called free analogues of ON , UN .
The present paper is mainly concerned with the liberation question for O˜N , U˜N , the
semigroups of partial isometries of RN ,CN . We have several motivations for doing this
work, coming from linear algebra, noncommutative geometry and free probability.
Our main sources of inspiration will be on one hand the recent advances by Bichon
and Dubois-Violette [13] and by Bhowmick, D’Andrea and Dabrowski [12] on the half-
liberation operation, and on the other hand our recent paper with Skalski [6], where a
free analogue of the semigroup S˜N of quantum partial permutations was constructed.
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We will discuss in fact the liberation problem for several discrete and compact semi-
groups. We will mostly focus on six “fundamental” examples, as follows:
B˜N ⊂ O˜N ⊂ U˜N
∪ ∪ ∪
S˜N ⊂ H˜N ⊂ K˜N
The choice of these particular semigroups comes from the “easy quantum group” phi-
losophy, emerging from [1], [2], [3], [4], and that we axiomatized with Speicher in [8].
We will construct here liberations and half-liberations of the above 6 semigroups, by
performing a case-by-case analysis. Our plan of study will be as follows:
(1) We will first investigate the discrete case, concerning S˜N , H˜N , K˜N . Our study here
will be based on [6], with probabilistic ingredients from [1], [2], [4], [9].
(2) We will investigate then the continuous case, concerning B˜N , O˜N , U˜N . Here we
will use some extra algebraic ingredients, coming from [12], [13].
Our results will be mostly theoretical, providing a framework for the study of various
semigroups of quantum partial isometries G ⊂ U˜+N . Regarding now the motivations and
potential applications, as already mentioned, these come from linear algebra, noncommu-
tative geometry, and free probability. More precisely, these are as follows:
(1) As explained in [6], certain semigroups G ⊂ S˜+N coming from matrix models are
of interest in connection with linear algebra questions. The problematics here is
waiting to be extended, and investigated, using methods from [5], [28], [32].
(2) An interesting question regards the general understanding of the noncommutative
homogeneous spaces [14], [25]. There is a certain similarity between the present
work and the one in [7], waiting to be understood, and axiomatized.
(3) Finally, the quantum groups S+N , O
+
N , U
+
N have been successfully used in connec-
tion with several free probability questions [17], [18], [20], [21]. The semigroup
extension of these results is an open problem, that we would like to raise here.
The paper is organized as follows: in 1-2 we discuss the partial permutation case,
in 3-4 we discuss various discrete and continuous extensions, and in 5-6 we discuss the
half-liberation operation, first in the orthogonal case, and then in the unitary case.
Acknowledgements. I would like to thank Adam Skalski for useful discussions. This
work was partly supported by the NCN grant 2012/06/M/ST1/00169.
1. Partial permutations
We are interested in the liberation problem for various semigroups of partial isometries.
The simplest such semigroup is the one which permutes the coordinate axes of RN .
This semigroup is best introduced combinatorially, as follows:
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Definition 1.1. S˜N is the semigroup of partial permutations of {1 . . . , N},
S˜N = {σ : X ≃ Y |X, Y ⊂ {1, . . . , N}}
with the usual composition operation, σ′σ : σ−1(X ′ ∩ Y )→ σ′(X ′ ∩ Y ).
Observe that S˜N is not simplifiable, because the null permutation ∅ ∈ S˜N , having the
empty set as domain/range, satisfies ∅σ = σ∅ = ∅, for any σ ∈ S˜N . Observe also that S˜N
has a “subinverse” map, sending σ : X → Y to its usual inverse σ−1 : Y ≃ X .
A first result on S˜N , already pointed out in [6], is as follows:
Proposition 1.2. The number of partial permutations is given by
|S˜N | =
N∑
k=0
k!
(
N
k
)2
that is, 1, 2, 7, 34, 209, . . ., and with N →∞ we have |S˜N | ≃ N !
√
exp(4
√
N−1)
4pi
√
N
.
Another result, which is trivial, but quite fundamental, is as follows:
Proposition 1.3. We have a semigroup embedding u : S˜N ⊂MN(0, 1), defined by
uij(σ) =
{
1 if σ(j) = i
0 otherwise
whose image are the matrices having at most one nonzero entry, on each row and column.
Finally, a third basic result about S˜N is as follows:
Proposition 1.4. We have an embedding S˜N ⊂ S2N , mapping σ : X ≃ Y to
σ′(i) =

σ(i) if i ∈ X
N + r if i = xr
yr if i = N + r
i if i > N + L
where Xc = {x1, . . . , xL} and Y
c = {y1, . . . , yL}, with x1 < . . . < xL and y1 < . . . < yL.
Let us discuss now some probabilistic aspects. We denote by κ : S˜N → N the cardinality
of the domain/range, and by χ : S˜N → N be the number of fixed points. Observe that we
have κ =
∑
ij uij and χ =
∑
i uii. These quantities are in fact of similar nature:
Proposition 1.5. The embedding S˜N ⊂ S2N in Proposition 1.4 makes correspond the
variables χ, κ : S˜N → N to the variables χleft, χright : S2N → N, counting the fixed points
among {1, . . . , N} and among {N + 1, . . . , 2N}, respectively.
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Proof. By using the formula of σ → σ′ from Proposition 1.4, we obtain:
χleft(σ
′) = #{i ≤ N |σ′(i) = i} = {i ∈ X|σ(i) = i} = χ(σ)
χright(σ
′) = #{i > N |σ′(i) = i} = {i > N + L} = N − 2 = κ(σ)
Thus we have obtained the formulae in the statement, and we are done. 
More generally, given a number l ≤ N , we denote by χl : S˜N → N the number of fixed
points among {1, . . . , l}. Observe that S˜N ⊂ S2N maps in fact χl → χl, for any l.
Generally speaking, we are interested in the joint law of (χl, κ). There are many
interesting questions here, and as a main result on this subject, we have:
Theorem 1.6. The measures µlk = law(χl|κ = k) are given by
µlk =
∑
q≥0
(
k
q
)(
l
q
)(
N
q
)−2
(δ1 − δ0)
∗q
q!
and become Poisson (st) in the k = sN, l = tN,N →∞ limit.
Proof. Observe first that at k = l = N this corresponds to the well-known fact that the
number of fixed points χ : SN → N becomes Poisson (1), in the N →∞ limit.
More generally, at k = N this corresponds to the fact that the truncated character
χl : SN → N becomes Poisson (t), in the l = tN →∞ limit. See [4].
In general, we can use the same method, namely the inclusion-exclusion principle. If
we set S˜
(k)
N = {σ ∈ S˜N |κ(σ) = k}, the formula is as follows:
P (χl = p|κ = k) =
1
|S˜
(k)
N |
(
l
p
)
#
{
σ ∈ S˜
(k−p)
N−p
∣∣∣σ(i) 6= i, ∀i ≤ l − p}
=
1
|S˜
(k)
N |
(
l
p
)∑
r≥0
(−1)r
(
l − p
r
) ∣∣∣S˜(k−p−r)N−p−r ∣∣∣
Here the index r, which counts the fixed points among {1, . . . , l − p}, runs a priori up
to min(k, l) − p. However, since the binomial coefficient or the cardinality of the set on
the right vanishes by definition at r > min(k, l)− p, we can sum over r ≥ 0.
Now by using |S˜
(k)
N | = k!
(
N
k
)2
, and then by cancelling various factorials, and grouping
back into binomial coeffiecients, we obtain the following formula:
P (χl = p|κ = k) =
1
k!
(
N
k
)2(lp
)∑
r≥0
(−1)r
(
l − p
r
)
(k − p− r)!
(
N − p− r
k − p− r
)2
=
∑
r≥0
(−1)r
p!r!
(
k
p+ r
)(
l
p+ r
)(
N
p+ r
)−2
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We can now compute the measure itself. With p = q − r, we obtain:
law(χl|κ = k) =
∑
p≥0
∑
r≥0
(−1)r
p!r!
(
k
p+ r
)(
l
p+ r
)(
N
p+ r
)−2
δp
=
∑
q≥0
∑
r≥0
(−1)r
(q − r)!r!
(
k
q
)(
l
q
)(
N
q
)−2
δq−r
=
∑
q≥0
(
k
q
)(
l
q
)(
N
q
)−2
·
1
q!
∑
r≥0
(−1)r
(
q
r
)
δq−r
The sum at right being (δ1 − δ0)
∗q, this gives the formula in the statement.
Regarding now the asymptotics, in the regime k = sN, l = tN,N → ∞ from the
statement, the coefficient of (δ1 − δ0)
∗q/q! in the formula of µlk is:
cq =
(
k
q
)(
l
q
)(
N
q
)−2
=
(
k
q
)(
N
q
) · (lq)(
N
q
) ≃ ( k
N
)q (
l
N
)q
= (st)q
We deduce that the Fourier transform of µlk is given by:
F(µlk)(y) ≃
∑
q≥0
(st)q
(ey − 1)q
q!
= est(e
y−1)
But this is the Fourier transform of Poisson (st), and we are done. 
Observe that the formula in Theorem 1.6 shows that we have µlk = µ
k
l . This is an
interesting equality, which seems to be quite unobvious to prove, with bare hands.
2. Quantum permutations
In this section we review some material from [6], where S˜+N was constructed, and we
confirm that S˜N → S˜
+
N is indeed a liberation, with a free version of Theorem 1.6.
We use the formalism of compact matrix quantum groups, developed by Woronowicz
in [33], [34]. For a detailed presentation here, see [23]. We assume in addition that the
square of the antipode is the identity, S2 = id. In short, we use the “minimal” formalism
covering the compact Lie groups, and the duals of finitely generated discrete groups.
We recall that a square matrix u = (uij) is called “magic” if its entries are projections
(p = p2 = p∗), which sum up to 1 on each row and column. The basic example is provided
by the matrix coordinates uij : SN ⊂ ON → R, given by uij(σ) = δiσ(j).
The following key definition is due to Wang [31]:
Definition 2.1. C(S+N) is the universal C
∗-algebra generated by the entries of a N ×N
magic matrix u, with comultiplication ∆(uij) =
∑
k uik ⊗ ukj, counit ε(uij) = δij and
antipode S(uij) = uji.
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This algebra satisfies the axioms in [33], [34], so the underlying noncommutative space
S+N is a compact quantum group, called quantum permutation group. The canonical
embedding SN ⊂ S
+
N is an isomorphism at N = 1, 2, 3, but not at N ≥ 4. See [31].
Let us go back now to the embedding u : S˜N ⊂MN(0, 1) in Proposition 1.3. Due to the
formula uij(σ) = δiσ(j), the matrix u = (uij) is “submagic”, in the sense that its entries
are projections, which are pairwise orthogonal on each row and column.
This suggests the following definition, given in [6]:
Definition 2.2. C(S˜+N) is the universal C
∗-algebra generated by the entries of a N ×N
submagic matrix u, with comultiplication ∆(uij) =
∑
k uik ⊗ ukj and counit ε(uij) = δij.
The bialgebra structure of C(S˜+N) tells us that the underlying noncommutative space
S˜+N is a compact quantum semigroup. This semigroup is of quite special type, because
C(S˜+N) has as well a “subantipode” map, defined by S(uij) = uji. See [6].
Observe that ∆, ε, S restrict to C(S˜N), and correspond there, via Gelfand duality, to
the usual multiplication, unit element, and subinversion map of S˜N .
The basic properties of S˜+N can be summarized as follows:
Proposition 2.3. We have maps as follows
C(S˜+N) → C(S
+
N)
↓ ↓
C(S˜N) → C(SN)
:
S˜+N ⊃ S
+
N
∪ ∪
S˜N ⊃ SN
with the bialgebras at left corresponding to the quantum semigroups at right.
Proof. This is clear from the above discussion, and from the well-known fact that projec-
tions which sum up to 1 are pairwise orthogonal. See [6]. 
As a first example, we have S˜+1 = S˜1. At N = 2 now, recall that the algebra generated
by two free projections p, q is isomorphic to the group algebra of D∞ = Z2 ∗ Z2. We
denote by ε : C∗(D∞)→ C1 the counit, ε(1) = 1 and ε(. . . pqpq . . .) = 0. We have:
Proposition 2.4. We have C(S˜+2 ) ≃ {(x, y) ∈ C
∗(D∞)⊕ C∗(D∞)|ε(x) = ε(y)}, via
u =
(
p⊕ 0 0⊕ r
0⊕ s q ⊕ 0
)
where p, q and r, s are the standard generators of the two copies of C∗(D∞).
Proof. Consider an arbitrary 2× 2 matrix formed by projections:
u =
(
P R
S Q
)
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This matrix is submagic when PR = PS = QR = QS = 0, which means that the
non-unital algebras X =< P,Q > and Y =< R, S > must commute, and must satisfy
xy = 0, for any x ∈ X, y ∈ Y . Thus C(S˜+2 ) ≃ C1 ⊕ Z ⊕ Z, where Z is the universal
non-unital algebra generated by two projections. Since C∗(D∞) = C1⊕ Z, we obtain an
isomorphism C(S˜+2 ) ≃ {(λ+ a, λ+ b)|λ ∈ C, a, b ∈ Z}, as in the statement. See [6]. 
The above result shows that the structure of S˜+2 is quite non-trivial. Some further
interpretations of Proposition 2.4, based on the work in [27], can be found in [6].
Let us now review the results in section 1. Proposition 1.2 has no free analogue, because
S˜+N is infinite. Regarding Proposition 1.4 and Proposition 1.5, we first have:
Proposition 2.5. The following two elements of C(S˜+N) are self-adjoint,
χ =
∑
i
uii, κ =
∑
ij
uij
satisfy 0 ≤ χ, κ ≤ N , and coincide with the usual χ, κ on the quotient C(S˜N).
Proof. All the assertions are clear from definitions, with the inequalities 0 ≤ χ, κ ≤ N
being taken of course in an operator-theoretic sense. 
With this observation in hand, if we denote by v = (vij) the magic unitary for S2N , the
formulae in Proposition 1.5 tell us that the surjection C(S2N )→ C(S˜N) maps:
v11 + . . .+ vNN → χ
vN+1,N+1 + . . .+ v2N,2N → κ
Regarding now a free analogue C(S+2N) → C(S˜
+
N), while at N = 2 one can probably
use Proposition 2.4 above, at N = 3 we believe that the answer is negative. See [6].
Let us look now at Theorem 1.6. Since C(S˜+N) has no integration functional, we cannot
speak about the joint law of (χ, κ). Thus, we need an alternative approach to µlk.
For this purpose, we use the following simple observation:
Proposition 2.6. Any partial permutation σ : X ≃ Y can be factorized as
X
σ //
γ

Y
{1, . . . , k}
β
// {1, . . . , k}
α
OO
with α, β, γ ∈ Sk being certain (non-unique) permutations, where k = κ(σ).
Proof. Since we have |X| = |Y | = k, we can choose any two bijections X ≃ {1, . . . , k} and
{1, . . . , k} ≃ Y , and then complete them up to permutations γ, α ∈ SN . The remaining
permutation β ∈ Sk is then uniquely determined by the formula σ = αβγ. 
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We can now formulate an alternative definition for the measures µlk. We fix k ≤ N ,
and we denote by p, q, r the magic matrices for SN , Sk, SN . We have:
Proposition 2.7. Consider the map ϕ : SN × Sk × SN → S˜N , sending (α, β, γ) to the
partial permutation σ : γ−1{1, . . . , k} ≃ α{1, . . . , k} given by σ(γ−1(t)) = α(β(t)).
(1) The image of ϕ is the set S˜
(k)
N = {σ ∈ S˜N |κ(σ) = k}.
(2) The transpose of ϕ is given by ϕ∗(uij) =
∑
s,t≤k pis ⊗ qst ⊗ rtj.
(3) µlk equals the law of the variable ϕ
∗(χl) ∈ C(SN × Sk × SN ).
Proof. This is an elementary statement, whose proof goes as follows:
(1) Since α, γ ∈ SN , the domain and range of the associated element σ ∈ S˜N have
indeed cardinality k. The surjectivity follows from Proposition 2.6 above.
(2) For the element σ ∈ S˜N in the statement, we have:
uij(σ) = 1 ⇐⇒ σ(j) = i
⇐⇒ ∃t ≤ k, γ−1(t) = j, α(β(t)) = i
⇐⇒ ∃s, t ≤ k, γ−1(t) = j, β(t) = s, α(s) = i
⇐⇒ ∃s, t ≤ k, rtj(γ) = 1, qst(β) = 1, pis(α) = 1
⇐⇒ ∃s, t ≤ k, (pis ⊗ qst ⊗ rtj)(α, β, γ) = 1
Now since the numbers s, t ≤ k are uniquely determined by α, β, γ, i, j, if they exist,
we conclude that we have the following formula:
uij(σ) =
∑
s,t≤k
(pis ⊗ qst ⊗ rtj)(α, β, γ)
But this gives the formula in the statement, and we are done.
(3) This comes from the fact that the map ϕk : SN × Sk × SN → S˜
(k)
N obtained by
restricting the target of ϕ commutes with the normalized (mass one) counting measures.
At k = N this follows from the well-known fact that given (α, β, γ) ∈ SN × SN × SN
random, the product αβγ ∈ SN is random, and the general case is clear as well. 
The point now is that we can use the same trick, “σ = αβγ”, in the free case. The
precise preliminary statement that we will need is as follows:
Proposition 2.8. Let p, q, r be the magic matrices for S+N , S
+
k , S
+
N .
(1) The matrix Uij =
∑
s,t≤k pis ⊗ qst ⊗ rtj is submagic.
(2) We have a representation pi : C(S˜+N)→ C(S
+
N × S
+
k × S
+
N), pi(uij) = Uij.
(3) pi factorizes through the algebra C(S˜
+(k)
N ) = C(S˜
+
N)/ < κ = k >.
(4) At k = N , this factorization pik commutes with the Haar functionals.
Proof. Once again, this is an elementary statement, whose proof goes at follows:
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(1) By using the fact that p, q, r are magic, we obtain:
UijUil =
∑
s,t≤k
∑
v,w≤k
pispiv ⊗ qstqvw ⊗ rtjrwl
=
∑
s,t≤k
∑
w≤k
pis ⊗ qstqsw ⊗ rtjrwl
=
∑
s,t≤k
pis ⊗ qst ⊗ rtjrtl = δjlUij
The proof of UijUlj = δilUij is similar, and we conclude that U is submagic.
(2) This follows from (1), and from the definition of C(S˜+N).
(3) By using the fact that p, q, r are magic, we obtain indeed:∑
ij
Uij =
∑
ij
∑
s,t≤k
pis ⊗ qst ⊗ rtj =
∑
s,t≤k
1⊗ qst ⊗ 1 = k
Thus the representation pi factorizes indeed through the algebra in the statement.
(4) This is a well-known analogue of the fact that “the product of random permutations
is a random permutation”, that we already used in the proof of Proposition 2.7 (3) above.
Here is representation theory proof, using [33]. With P = Proj(Fix(u⊗n)), we have:∫
S+
N
×S+
N
×S+
N
Ui1j1 . . . Uinjn =
∑
st
∫
S+
N
pi1s1 . . . pinsn
∫
S+
N
qs1t1 . . . qsntn
∫
S+
N
rt1j1 . . . rtnjn
=
∑
st
Pi1...in,s1...snPs1...sn,t1...tnPt1...tn,j1...jn
= (P 3)i1...in,j1...jn = Pi1...in,j1...jn
=
∫
S+
N
ui1j1 . . . uinjn
Thus piN commutes indeed with the Haar functionals, and we are done. 
Observe that, since κ is now continuous, 0 ≤ κ ≤ N , the algebras C(S˜
+(k)
N ) constructed
in Proposition 2.8 don’t sum any longer up to the algebra C(S˜+N) itself. Thus, in a certain
sense, the above measures µlk encode only a part of the “probabilistic theory” of S˜
+
N .
We can however formulate a free analogue of Theorem 1.6, as follows:
Theorem 2.9. The measures µlk = law(pik(χl)), where pik is defined as
pik : C(S˜
+
N)→ C(S
+
N × S
+
k × S
+
N) : uij →
∑
s,t≤k
pis ⊗ qst ⊗ rtj
become free Poisson (st) in the k = sN, l = tN,N →∞ limit.
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Proof. Observe first that at k = l = N this corresponds to the fact that the law of the
main character χ : S+N → N becomes free Poisson (1), in the N →∞ limit. Unlike in the
classical case, the convergence here is stationary, starting from N = 4. See [4].
More generally, at k = N this corresponds to the fact that the truncated character
χl : S
+
N → N becomes free Poisson (t), in the l = tN →∞ limit. See [4].
In general, we can use the same technique, namely the moment method, and the Wein-
garten formula. The variable that we are interested in, χlk = pik(χl), is given by:
χlk =
∑
i≤l
∑
s,t≤k
pis ⊗ qst ⊗ rti
By raising to the power n and integrating, we obtain the following formula:∫
S+
N
×S+
k
×S+
N
(χlk)
n =
∑
ia≤l
∑
sa,ta≤k
∫
S+
N
pi1s1 . . . pinsn
∫
S+
k
qs1t1 . . . qsntn
∫
S+
N
rt1i1 . . . rtnin
By using now the Weingarten formula ([4]), the above moment is:
cn =
∑
ist
∑
α...ρ∈NC(n)
δα(i)δβ(s)WnN(α, β) · δγ(s)δδ(t)Wnk(γ, δ) · δε(t)δρ(i)WnN(ε, ρ)
=
∑
α...ρ∈NC(n)
WnN(α, β)Wnk(γ, δ)WnN(ε, ρ)
∑
ist
δα(i)δβ(s)δγ(s)δδ(t)δε(t)δρ(i)
=
∑
α...ρ∈NC(n)
WnN(α, β)Wnk(γ, δ)WnN(ε, ρ)
∑
ist
δα∨ρ(i)δβ∨γ(s)δδ∨ε(t)
=
∑
α...ρ∈NC(n)
WnN(α, β)Wnk(γ, δ)WnN(ε, ρ) · l
|α∨ρ|k|β∨γ|k|δ∨ε|
Let us examine now the asymptotic regime k = sN, l = tN,N → ∞ in the statement.
We use here two standard facts from [4], namely the fact that in the N → ∞ limit the
Gram and Weingarten matrices are concentrated on the diagonal, and the fact that we
have |pi ∨ σ| ≤ |pi|+|σ|
2
, with equality when pi = σ. We obtain, as in [4]:
cn ≃
∑
α,γ,ε∈NC(n)
N−|α|k−|γ|N−|ε| · l|α∨ε|k|α∨γ|k|γ∨ε|
≃
∑
α,γ,ε∈NC(n)
N−|α|−|γ|−|ε|+|α∨ε|+|α∨γ|+|γ∨ε| · s−|γ|+|α∨γ|+|γ∨ε| · t|α∨ε|
≃
∑
α∈NC(n)
(st)|α|
We recognize at right the well-known formula for the moments of the free Poisson law
of parameter st, cf. [24], and this finishes the proof. 
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As a conclusion, with Theorem 1.6 and Theorem 2.9 in hand, and by using the well-
known fact that Poisson (st) → free Poisson (st) is indeed a liberation, in the sense of
probability theory [29], we can now state that S˜N → S˜
+
N is a “correct” liberation.
We should perhaps comment a bit more on all this. The early attempts of liberation go
back to Brown [15] and McClanahan [22], who studied a certain compact semigroup UncN .
Later on, Wang found in [30], [31] the correct liberations of ON , UN , SN . When looking
at more complicated groups, the situation can be quite unobvious, and a “liberation
criterion” is needed. And the answer here is provided by the Bercovici-Pata bijection
[11], which establishes a correspondence between “classical” and “free” measures.
Technically speaking, the bijection is between infinitely divisible measures µ, and freely
infinite divisible measures η, and the construction of the correspondence is very simple,
via the requirement “the cumulants of µ are the free cumulants of η”. See [11], [24].
Now back to quantum groups, it was realized since [3], [4] that the correct “liberation
criterion” should be the Bercovici-Pata bijection for the laws of truncated characters, in
the N → ∞ limit. The paper [2] successfully used this criterion for finding the correct
liberation of the hyperoctahedral HN : indeed, there are two natural candidates for such
a liberation H+N , one satisfying the criterion, and the other one not. We refer to [2] for
the full story here, and to [8], [19], [26] for further developments of this idea.
3. Discrete isometries
In what follows we discuss various analogues, discrete and continuous, of the above
results about SN . We will focus on 5 “fundamental” groups, namely the orthogonal,
unitary and bistochastic groups ON , UN , BN , the hyperoctahedral group HN = Z2 ≀ SN ,
and the group KN = T ≀ SN consisting of permutation matrices with entries in T.
As a first remark, we have inclusions between these groups, as follows:
Proposition 3.1. We have inclusions between the 6 fundamental groups,
BN ⊂ ON ⊂ UN
∪ ∪ ∪
SN ⊂ HN ⊂ KN
and in addition we have SN = BN ∩HN , and HN = ON ∩KN .
Proof. All the assertions are clear from definitions. Let us mention, in addition, that we
have as well ON =< BN , HN >, and UN =< ON , KN >. See [8]. 
The choice of these particular groups comes from the “easy quantum group” philosophy
from [8], further developed in [19], [26]. We are of course mostly interested in ON , UN ,
but inspiration from SN , and especially from HN , KN , will be of great use.
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In this section we discuss the discrete case, concerning SN , HN , KN . We use a global
approach, with a parameter x = 1, 2,∞, coming from [1], [9]. Let Zx be the group of x-th
roots of unity in the complex plane, with the convention Z∞ = T. We have then:
Proposition 3.2. Given x ∈ {1, 2, . . . ,∞}, let H˜xN be the semigroup of partial permuta-
tions σ ∈ S˜N “signed” by elements of Zx, that is, σ
ε(i) = ε(i) · σ(i), with ε(i) ∈ Zx.
(1) H˜xN contains the group H
x
N = Zx ≀ SN .
(2) At x <∞ we have |H˜xN | =
∑N
k=0 k!
(
N
k
)2
xk.
(3) We have a semigroup embedding u : H˜xN ⊂MN(Zx ∪ {0}).
(4) We have a set-theoretical embedding H˜xN ⊂ H
x
2N .
Proof. Observe that at x = 1 we obtain the semigroup S˜N , and the standard results about
it, from section 1 above. In general, the proof is similar. First, the fact that H˜xN is indeed
a semigroup, with multiplication obtained by composing the partial permutations, and
then multiplying the “signs”, inside the group Zx, follows from definitions.
(1) This is clear from the functoriality of ≀, because H˜xN = Zx ≀ S˜N . In the matrix model
picture, HxN ⊂ MN (Zx ∪ {0}) is the group of matrices having exactly one nonzero entry
on each row and each column, and the assertion follows as well from (3) below.
(2) This formula, generalizing the counting formula in Proposition 1.2, is clear. As a
side remark here, in the x→∞ limit, the cardinality becomes concentrated on the group
part, HxN . Also, we do not know what happens in the N →∞ limit.
(3) This is clear too, by using the coordinate functions uij : H˜
x
N → Zx ∪ {0} given by
uij(σ
ε) = ε(j)δiσ(j). Observe that the image of the embedding consists of the matrices in
the target having at most one nonzero entry, on each row and each column.
(4) This statement, generalizing Proposition 1.4, is once again clear. We can indeed
use the same formula as there, in order to construct the embedding. 
Observe that the linear map T = u(σ) constructed in (3) above is given by T (ei) =
ε(i)eσ(i), where {e1, . . . , eN} is the standard basis of C
N , with the convention T (ei) = 0
when σ(i) is undefined. Thus, H˜sN is the semigroup of partial isometries of C
N which
partially permute the coordinate axes, and rotate inside them by scalars in Zx. In the
real cases, x = 1, 2, we can of course restrict these partial isometries to RN .
Now back to the fundamental groups in Proposition 3.1, observe that at x = 1, 2,∞ the
group HxN = Zx ≀SN appearing in (1) above is given by H
1
N = SN , H
2
N = HN , H
∞
N = KN .
Thus, we have now semigroup analoues of the groups SN , HN , KN :
Proposition 3.3. The semigroup H˜xN specializes at x = 1, 2,∞ as follows:
(1) S˜N = H˜
1
N is the semigroup of partial permutations.
(2) H˜N = H˜
2
N is the semigroup of signed partial permutations.
(3) K˜N = H˜
∞
N is the semigroup of partial permutations signed by elements of T.
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Proof. The fact that at x = 1 we obtain indeed S˜N is clear. The assertions at x = 2,∞
are just particularizations of the main construction in Proposition 3.2. 
Summarizing, we have now semigroups S˜N , H˜N , K˜N , defined via a global approach. In
what follows we will keep using the global approach, in terms of x ∈ {1, . . . ,∞}, by
keeping in mind that the x = 1, 2,∞ cases are those which we are interested in.
In order to liberate, recall that the quantum group Hx+N is defined by making its stan-
dard coordinates uij subject to the following relations: u = (uij) and u
t = (uji) are
unitaries, uiju
∗
ij = u
∗
ijuij = pij (projections), and u
x
ij = pij. Here the last relation dissa-
pears at x =∞. We have H1+N = S
+
N , H
2+
N = H
+
N , H
∞+
N = K
+
N . See [1], [9].
Regarding now semigroup case, we have here the following result:
Proposition 3.4. Let C(H˜x+N ) be the universal C
∗-algebra generated by N2 variables uij
such that uiju
∗
ij = u
∗
ijuij = pij (projections), p = (pij) is submagic, and u
x
ij = pij.
(1) C(H˜x+N ) is a bialgebra, with ∆(uij) =
∑
k uik ⊗ ukj and ε(uij) = δij.
(2) We have an embedding Hx+N ⊂ H˜
x+
N , obtained by assuming that p is magic.
(3) We have an embedding H˜xN ⊂ H˜
x+
N , obtained assuming that the uij, u
∗
ij commute.
Proof. We use the fact that aa∗ = a∗a = p, bb∗ = b∗b = q, with p, q orthogonal projections
(pq = qp = 0) implies ab = ab∗ = 0. This follows indeed from:
(ab)(ab)∗(ab)(ab)∗ = (ab∗)(ab∗)∗(ab∗)(ab∗)∗ = aqpqa∗ = 0
(1) The existence of ε, defined as in the statement, being clear, let us check the existence
of ∆. We set Uij =
∑
k uik ⊗ ukj. By using the above observation, we get:
UijU
∗
ij =
∑
kl
uiku
∗
il ⊗ ukju
∗
lj =
∑
k
uiku
∗
ik ⊗ ukju
∗
kj =
∑
k
pik ⊗ pkj
A similar computation shows that U∗ijUij is given by the same formula. Now since for
p = (pij) magic, the matrix Pij =
∑
k pik ⊗ pkj is magic too, this finishes the verification
of the first two conditions. The last condition, Uxij = Pij, is routine to check as well:
Uxij =
∑
k1...kx
uik1 . . . uikx ⊗ uk1j . . . ukxj
=
∑
k
uik . . . uik ⊗ ukj . . . ukj
=
∑
k
uxik ⊗ u
x
kj = Pij
(2) This is clear from the definitions of Hx+N and H˜
x+
N , because the unitarity conditions
uu∗ = u∗u = 1 and utu¯ = u¯ut = 1 tell us precisely that p must be magic.
(3) This follows from Gelfand duality, by observing that S˜N is part of the spectrum, and
then by using uxij = projection, which in the commutative setting reads Im(uij) ⊂ Zx∪{0},
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in order to reconstruct the whole semigroup H˜xN = Zx ≀S˜N inside the spectrum. For details
we refer to [9] for the group case, the proof in the semigroup case being similar. 
Regarding now the probabilistic aspects, we first need an extension of the “σ = αβγ”
trick. In order to formulate a global statement, pick an exponent ◦ ∈ {∅,+}, set κ =∑
ij uiju
∗
ij, and consider the algebra C(H˜
x◦(k)
N ) = C(H˜
x◦
N )/ < κ = k >. We have then:
Proposition 3.5. For any exponent ◦ ∈ {∅,+} we have a representation
pik : C(H˜
x◦(k)
N )→ C(H
x◦
N ×H
x◦
k ×H
x◦
N ) : pik(uij) =
∑
s,t≤k
pis ⊗ qst ⊗ rtj
which commutes with the Haar functionals in the classical case, and at k = N .
Proof. In the free case this is a straightforward extension of Proposition 2.8 above. The
only fact that needs to be checked is that the matrix on the right in the statement, say
Uij , produces indeed a representation of C(H˜
x+(k)
N ). For this purpose, we will use several
times the formulae ab = ab∗ = 0, from the proof of Proposition 3.4 above. We have:
UijU
∗
ij =
∑
s,t≤k
∑
v,w≤k
pisp
∗
iv ⊗ qstq
∗
vw ⊗ rtjr
∗
wj =
∑
s,t≤k
pisp
∗
is ⊗ qstq
∗
st ⊗ rtjr
∗
tj
A similar computation shows that U∗ijUij is given by the same formula. Now since the
matrices (pisp
∗
is), (qstq
∗
st), (rtjr
∗
tj) are all magic, we deduce as in Proposition 2.8 (1) that
the matrix on the right is submagic as well. Also, we have:
Uxij =
∑
s1...sx≤k
∑
t1...tx≤k
pis1 . . . pisx ⊗ qs1t1 . . . qsxtx ⊗ rs1j . . . rsxj
=
∑
s,t≤k
pxis ⊗ q
x
st ⊗ r
x
sj =
∑
s,t≤k
pisp
∗
is ⊗ qstq
∗
st ⊗ rsjr
∗
sj
We conclude that we have Uxij = UijU
∗
ij. Let us verify now the fact that our represen-
tation vanishes indeed on the ideal < κ = k >. We have here:∑
ij
UijU
∗
ij =
∑
ij
∑
s,t≤k
pisp
∗
is ⊗ qstq
∗
st ⊗ rtjr
∗
tj
=
∑
s,t≤k
1⊗ qstq
∗
st ⊗ 1 = k
This finishes the construction of pik, in the free case. In the classical case now, the
existence of pik follows by restriction. Finally, the assertions regarding the Haar functional
are all clear, the one regrarding the classical case this being obvious, and the one regarding
the case k = N being already known, from the proof of Proposition 2.8 (3). 
By using Proposition 3.5 we can now define complex probability measures µlk = law(χ
l
k),
with χlk = pik(χl), and we can formulate our probabilistic result, as follows:
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Theorem 3.6. The operation H˜xN → H˜
x+
N is a liberation, in the sense that we have the
Bercovici-Pata bijection for the measures µlk, in the k = sN, l = tN,N →∞ limit.
Proof. The proof here is similar to the proof of Theorem 1.6 and Theorem 2.9, by using
this time more advanced integration technology, from [1], [2].
Let us first discuss the case of H˜N . Here the truncated character χl is real, and we can
write χl = χ
+
l − χ
−
l , as in [2]. For p ∈ N, we have the following formula:
P
H˜
(k)
N
(χl = p) =
∑
r≥0
P
H˜
(k)
N
(χ+l = p+ r, χ
−
l = r)
=
∑
r≥0
(
1
2
)p+2r (
p+ 2r
r
)
P
H˜
(k)
N
(χ+l + χ
−
l = p+ 2r)
=
∑
r≥0
(
1
2
)p+2r (
p+ 2r
r
)
P
S˜
(k)
N
(χl = p+ 2r)
Here the binomial coefficient comes from selecting r negative components among a total
of p+2r nonzero components, and the 1/2 power comes from matching the signs of these
p+ 2r nonzero components. In the limit k = sN, l = tN,N →∞, we obtain:
P
H˜
(k)
N
(χl = p) ≃
∑
r≥0
(
1
2
)p+2r (
p+ 2r
r
)
(ts)p+2r
ets(p+ 2r)!
= e−t
∑
r≥0
(st/2)p+2r
(p+ r)!r!
Here we have used the Poisson convergence result from Theorem 1.6 above. Now since
the density is the same at p and at −p, we conclude that we have:
µlk ≃ e
−t∑
p∈Z
∑
r≥0
(st/2)|p|+2r
(|p|+ r)!r!
δp
More generally now, consider the semigroup H˜xN , with x ∈ N ∪ {∞} arbitrary. As
explained in [1], the same argument applies, and leads to the following general asymptotic
formula, where ρx denotes the uniform measure on the x-th roots of unity:
µlk ≃ e
−st∑
n≥0
(st)n
n!
ρ∗nx
Thus we are led to the Bessel laws from [1], the parameter here being st. As explained
in [1], by the Poisson convergence theorem, these Bessel laws appear as compound Poisson
laws, with respect to ρx, and the following formula for ∗-moments is available:
µlk(X
e1 . . .Xen) =
∑
α∈Px(e1,...,en)
(st)|α|
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Here e1, . . . , en ∈ {1, ∗} are exponents, and Px is the category of partitions associated
to the group HxN , with legs colored by {1, ∗}, having the property that in each block, the
number of legs colored 1 equals the number of legs colored ∗, modulo x.
In the free case now, the Weingarten arguments from the proof of Theorem 2.9 above
extend as well, by replacing NC with the category NCx = Px ∩ NC. We obtain the
following formula, known already from [1] to hold in the group case, k = N :∫
Hx+
N
×Hx+
k
×Hx+
N
(χlk)
e1 . . . (χlk)
en =
∑
α∈NCx(e1,...,en)
(st)|α|
See [2] for details at x = 2, and [1] for details in general. Now by comparing with the
classical formula, we conclude that we have the Bercovici-Pata bijection. See [1]. 
4. Continuous isometries
In this section we discuss the “continuous extension” of the results in the previous
sections, with the permutation-modelled groups SN , HN , KN replaced by the bistochastic,
orthogonal and unitary groups BN , ON , UN . We recall that BN is by definition the group
of orthogonal matrices having sum 1 on each row and column. See [8].
Our starting point will be the following definition:
Definition 4.1. O˜N , U˜N , B˜N are semigroups of partial linear isometries of R
N ,CN ,
O˜N = {T : A→ B isometry|A,B ⊂ R
N}
U˜N = {T : A→ B isometry|A,B ⊂ C
N}
B˜N = {T : A→ B stochastic isometry|A,B ⊂ R
N}
with the usual composition operation, T ′T : T−1(A′ ∩ B)→ T ′(A′ ∩ B).
Here we call a partial isometry T ∈ O˜N “stochastic” if TξA = ξB, where ξA, ξB are the
orthogonal projections on A,B of the all-one vector ξ = (1, . . . , 1)t.
As a first remark, O˜N , U˜N are indeed semigroups, with respect to the operation in the
statement. The same holds for B˜N , and this is best seen in the matrix model picture:
Proposition 4.2. We have an embedding U˜N ⊂ MN(C), obtained by completing maps
T : A→ B into linear maps U : CN → CN , by setting U|A⊥ = 0. Moreover:
(1) This embedding makes U˜N correspond to the set of matrix-theoretic partial isome-
tries, i.e. to the matrices U ∈ MN(C) satisfying UU
∗U = U .
(2) The semigroup operation on U˜N corresponds in this way to the semigroup operation
for matrix-theoretic partial isometries, U ◦ V = U(U∗U ∧ V V ∗)V .
This embedding restricts to embeddings O˜N , B˜N ⊂ MN (R), having as image the matrices
U ∈ MN(R) satisfying UU
tU = U , respectively UU tU = U and Uξ = UU tξ.
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Proof. All the assertions are elementary. For C = A,B let IC : C ⊂ R
N be the inclusion,
and PC : R
N → C be the projection. The correspondence T ↔ U is then given by:
A
T // B
IB

RN
PA
OO
U
// RN
A
T //
IA

B
RN
U
// RN
PB
OO
The fact that the composition U ◦ V is indeed a partial isometry comes from the fact
that the projections U∗U and V V ∗ are absorbed when performing the product:
U(U∗U ∧ V V ∗)V · V ∗(U∗U ∧ V V ∗)U∗ · U(U∗U ∧ V V ∗)V = U(U∗U ∧ V V ∗)V
Together with a few other standard facts, this finishes the proof for U˜N . The assertion
about O˜N follows from the one for U˜N . Finally, regarding B˜N , we have:
TξA = ξB ⇐⇒ TPAξ = PBξ ⇐⇒ Uξ = UU
tξ
We therefore have an embedding B˜N ⊂ MN (R) as in the statement. In order to check
now that B˜N is indeed a semigroup, something that we have not done yet, observe first
that Uξ = UU tξ implies U tUξ = U tUU tξ = U tξ. Thus, for U, V ∈ B˜N we have:
(U ◦ V )(U ◦ V )tξ = U(U tU ∧ V V t)V · V t(U tU ∧ V V t)U tξ
= U(U tU ∧ V V t)U tξ
= U(U tU ∧ V V t)U tUξ
= U(U tU ∧ V V t)ξ
On the other hand, once again since projections are absorbed, we have as well:
(U ◦ V )ξ = U(U tU ∧ V V t)V ξ = U(U tU ∧ V V t)V V tξ = U(U tU ∧ V V t)ξ
We conclude that (U ◦ V )ξ = (U ◦ V )(U ◦ V )tξ, and so B˜N is indeed a semigroup. 
Regarding now various functoriality issues, we first have:
Proposition 4.3. We have group and semigroup inclusions as follows,
BN ⊂ ON ⊂ UN
∪ ∪ ∪
SN ⊂ HN ⊂ KN
:
B˜N ⊂ O˜N ⊂ U˜N
∪ ∪ ∪
S˜N ⊂ H˜N ⊂ K˜N
with the groups on the left being embedded into the semigroups on the right.
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Proof. The group inclusions are already known, from Proposition 3.1 above. Regarding
now the semigroup inclusions, the lower row comes from the x = 1, 2,∞ specialization
at the end of section 3, and the upper row comes from Definition 4.1. Regarding now
the vertical semigroup inclusions, these are once again clear from the definition of the
various semigroups involved, because we can make act signed partial permutations on the
corresponding linear spaces spanned by coordinates. Finally, the last assertion is already
known for SN , HN , KN , is clear from definitions for ON , UN , and comes from the fact that
a matrix U ∈ ON has sum 1 on each row and column precisely when Uξ = ξ. 
In relation now to the formula in Proposition 4.2 (2), observe that all six compositions
BN , S˜N ⊂ B˜N ⊂ MN(R) and ON , H˜N ⊂ O˜N ⊂ MN (R) and UN , K˜N ⊂ U˜N ⊂ MN (C) are
semigroup maps, with respect to the usual multiplication of the N ×N matrices.
Observe also that we have set-theoretic embeddings B˜N ⊂ B2N , O˜N ⊂ O2N , U˜N ⊂ U2N ,
that can be obtained by adapting the formula in Proposition 1.4 above.
In general, the multiplication formula U ◦ V = U(U∗U ∧ V V ∗)V in Proposition 4.2 (2)
is of course unavoidable. In view of some forthcoming liberation purposes, we would need
a functional analytic interpretation of it. We have here the following result:
Proposition 4.4. C(U˜N ) is the universal commutative C
∗-algebra generated by the entries
of a N ×N matrix u = (uij) satisfying uu
∗u = u, with comultiplication
(id⊗∆)u = u12(p13 ∧ q12)u13 = lim
n→∞
UU∗ . . . U∗U︸ ︷︷ ︸
2n+1 terms
where p = uu∗, q = u∗u and Uij =
∑
k uik ⊗ ukj. Dividing by the relations uij = u
∗
ij
produces C(O˜N), and further dividing by the relations uξ = uu
tξ produces C(B˜N).
Proof. The various presentation results follow from Proposition 4.2, by using the Gelfand
and Stone-Weierstrass theorems. Let us find now the comultiplication of C(U˜N). This
is the map given by ∆(uij) = Φ
−1(Lij), where Φ : C(U˜N) ⊗ C(U˜N) → C(U˜N × U˜N ) is
the canonical isomorphism, and where Lij(U, V ) = (U ◦ V )ij . In order to write now this
map Lij in tensor product form, we can use the formula P ∧ Q = limn→∞(PQ)n. More
precisely, with P = V V ∗ and Q = U∗U , we obtain the following formula:
(U ◦ V )ij =
∑
kl
Uik(P ∧Q)klVlj = lim
n→∞
∑
kl
Ukl(PQ)
n
klVlj
With a0 = k, a2n = l, and by expanding the product, we obtain:
(U ◦ V )ij = lim
n→∞
∑
a0...a2n
Uia0Pa0a1Qa1a2 . . . Pa2n−2a2n−1Qa2n−1a2nVa2nj
= lim
n→∞
∑
a0...a2n
Uia0Qa1a2 . . . Qa2n−1a2n · Pa0a1 . . . Pa2n−2a2n−1Va2nj
THE ALGEBRAIC STRUCTURE OF QUANTUM PARTIAL ISOMETRIES 19
Now by getting back to ∆(uij) = Φ
−1(Lij), with Lij(U, V ) = (U ◦ V )ij , we conclude
that we have the following formula, with p = uu∗ and q = u∗u:
∆(uij) = lim
n→∞
∑
a0...a2n
uia0qa1a2 . . . qa2n−1a2n ⊗ pa0a1 . . . pa2n−2a2n−1ua2nj
Let us expand now both matrix products p = uu∗ and q = u∗u. In terms of the element
Uij =
∑
k uik ⊗ ukj in the statement, the sum on the right, say S
(n)
ij , becomes:
S
(n)
ij =
∑
as
uia0(u
∗u)a1a2 . . . (u
∗u)a2n−1a2n ⊗ (uu
∗)a0a1 . . . (uu
∗)a2n−2a2n−1ua2nj
=
∑
asbscs
uia0u
∗
b1a1
ub1a2 . . . u
∗
bna2n−1
ubna2n ⊗ ua0c1u
∗
a1c1
. . . ua2n−2cnu
∗
a2n−1cn
ua2nj
=
∑
bscs
Uic1U
∗
b1c1
Ub1c2 . . . U
∗
bncn
Ubnj = (UU
∗ . . . U∗U︸ ︷︷ ︸
2n+1 terms
)ij
Thus we have obtained the second formula in the statement. Regarding now the first
formula, observe that we have U = u12u13. This gives:
UU∗ . . . U∗U︸ ︷︷ ︸
2n+1 terms
= (u12u13)(u
∗
13u
∗
12) . . . (u
∗
13u
∗
12)(u12u13)
= u12(u13u
∗
13)(u
∗
12u12) . . . (u13u
∗
13)(u
∗
12u12)u13
= u12p13q12 . . . p13q12u13
Now since the product on the right converges in the n→∞ limit to u12(p13 ∧ q12)u13,
this gives the first formula in the statement as well, and we are done. 
Observe that if we further assume that u is unitary, or that its entries satisfy the con-
dition uiju
∗
ij = pij (projection) with p = (pij) magic, then UU
∗U = U , so the convergence
in the formula of ∆ is stationary, and we obtain ∆(uij) = Uij . Thus, we can recover in
this way the fact that both the inclusions UN , K˜N ⊂ U˜N ⊂ MN (C) are semigroup maps,
with respect to the usual multiplication of the N ×N matrices. We will be back to this
observation, with full details directly in the free case, in Proposition 4.7 below.
Let us construct now the liberations. We have here the following definition:
Definition 4.5. To any N ∈ N we associate the following algebras,
C(U˜+N ) = C
∗((uij)i,j=1,...,N |uu∗ = p, u¯ut = p′, projections)
C(O˜+N) = C
∗((uij)i,j=1,...,N |uij = u
∗
ij, uu
t = p, projection)
C(B˜+N) = C
∗((uij)i,j=1,...,N |uij = u∗ij, uu
t = p, projection, uξ = uutξ)
and we call the underlying objects U˜+N , O˜
+
N , B˜
+
N spaces of quantum partial isometries.
20 TEODOR BANICA
As a first observation, due to the presentation results in Poroposition 4.4, we have
inclusions U˜N ⊂ U˜
+
N , O˜N ⊂ O˜
+
N , B˜N ⊂ B˜
+
N . We have as well a liberated version of
Proposition 4.3, or rather of the last assertion there, the rest being already known.
These functoriality statements are best summarized as follows:
Proposition 4.6. By assuming that “all projections” in Definition 4.5 are 1,
B˜+N ⊂ O˜
+
N ⊂ U˜
+
N
∪ ∪ ∪
B˜N ⊂ O˜N ⊂ U˜N
p=p′=q=q′=1
−→
B+N ⊂ O
+
N ⊂ U
+
N
∪ ∪ ∪
BN ⊂ ON ⊂ UN
where q = u∗u and q′ = utu¯, we obtain the compact quantum groups on the right.
Proof. We recall that O+N , U
+
N are the quantum groups constructed by Wang in [30], [31],
and BN , B
+
N are the bistochastic group and its liberation, introduced in [8].
Let us check now that the algebras in Definition 4.5, when divided by the relations
p = p′ = q = q′ = 1, produce the algebras of continuous functions on these 6 quantum
groups. Here we set, by definition, p′ = p and q′ = q in the 4 real cases.
In the case of U˜+N , the relations p = p
′ = q = q′ = 1 read uu∗ = u¯ut = u∗u = utu¯ = 1,
so we deduce that both u, ut are unitaries, and we are done. In the O˜+N case the extra
relations are uij = u
∗
ij, so we obtain the subgroup O
+
N ⊂ U
+
N . Also, in the B˜
+
N case the
further extra relations are uξ = ξ, so we obtain the subgroup B+N ⊂ O
+
N .
The remaining assertions are now clear, because the subgroups of U+N , O
+
N , B
+
N obtained
by using the commutation relations ab = ba are UN , ON , BN . See [8]. 
As a last functorial observation, recall from [8] that we have isomorphisms BN ≃ ON−1
and B+N ≃ O
+
N−1, obtained by decomposing the fundamental representation u = v+1, by
using the fixed vector ξ. In the semigroup case we don’t have analogues of such results,
as one can see by carefully examining the inclusions B˜2 ⊂ O˜2 and B˜
+
2 ⊂ O˜
+
2 .
Let us discuss now the multiplicative structure. We have here:
Proposition 4.7. U˜+N , O˜
+
N , B˜
+
N have (non-associative) multiplications given by
(id⊗∆)u = u12(p13 ∧ q12)u13 = lim
n→∞
UU∗ . . . U∗U︸ ︷︷ ︸
2n+1 terms
where p = uu∗, q = u∗u and Uij =
∑
k uik ⊗ ukj. The embeddings B˜N , B
+
N , S˜
+
N ⊂ B˜
+
N and
O˜N , O
+
N , H˜
+
N ⊂ O˜
+
N and U˜N , U
+
N , K˜
+
N ⊂ U˜
+
N commute with the multiplications.
Proof. First of all, the equality between the two matrices on the right in the statement
follows as in the proof of Proposition 4.4. Let us call W = (Wij) this matrix.
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In order to check that ∆(uij) = Wij defines indeed a morphism, we must verify that
W = (Wij) satisfies the conditions in Definition 4.5. In the unitary case, we have:
WW ∗W = u12(p13 ∧ q12)u13 · u∗13(p13 ∧ q12)u
∗
12 · u12(p13 ∧ q12)u13
= u12(p13 ∧ q12)p13(p13 ∧ q12)p12(p13 ∧ q12)u13
= u12(p13 ∧ q12)u13 = W
The verification of the remaining condition W¯W tW¯ = W¯ is similar, because u → u¯
transforms U → U¯ , hence W → W¯ . Now since when adding the relations uij = u
∗
ij we
have U = U¯ , and so W = W¯ , we are done as well with the orthogonal case.
In the bistochastic case now, we use the following formula:
WW t = u12(p13 ∧ q12)u13 · u
t
13(p13 ∧ q12)u
t
12 = u12(p13 ∧ q12)u
t
12
Observe that uξ = uutξ implies utξ = utuξ as well. We therefore obtain:
WW tξ = u12(p13 ∧ q12)u
t
12ξ
= u12(p13 ∧ q12)u
t
12u12ξ
= u12(p13 ∧ q12)q12ξ
= u12(p13 ∧ q12)ξ
On the other hand, we have as well the following computation:
Wξ = u12(p13 ∧ q12)u13ξ
= u12(p13 ∧ q12)u13u
t
13ξ
= u12(p13 ∧ q12)p13ξ
= u12(p13 ∧ q12)ξ
Thus we have WW tξ = Wξ, and this finishes the proof in the bistochastic case.
Regarding now the last assertion, by functoriality it is enough to verify it in the unitary
case. For U˜N ⊂ U˜
+
N this is clear. For U
+
N ⊂ U˜
+
N this is clear too, because with p = q = 1
we obtain (id⊗∆)u = U , which is the usual comultiplication formula for C(U+N ).
Thus, it remains to check that K˜+N ⊂ U˜
+
N commutes with the multiplications. According
to the definition of K˜+N from section 3 above, the relations which produce it, from the
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bigger space U˜+N , are uiju
∗
ij = rij (projections), and r = (rij) submagic. We have:
(UU∗U)ij =
∑
kl
UikU
∗
lkUlj
=
∑
kl
∑
abc
uiau
∗
lbulc ⊗ uaku
∗
bkucj
=
∑
kl
∑
a
uiarla ⊗ rakuaj
=
∑
a
uia ⊗ uaj = Uij
Here we have used several times the observation, from the proof of Proposition 3.4
above, that ab = ab∗ = 0, for any a, b distinct coordinates, on the same row or column.
We conclude from UU∗U = U that when passing to K˜+N the comultiplication becomes
∆(uij) = Uij. But this is the usual comultiplication of K˜
+
N , and we are done. 
The fact that U˜+N , while containing the semigroups U˜N , U
+
N , K˜
+
N , it not itself a semi-
group, might seem quite surprising. The first thought would be that U˜+N , as defined above,
is just too big. It seems impossible, however, to find a reasonable smaller semigroup, con-
taining U˜N , U
+
N , K˜
+
N . We will see in section 6 below that these issues dissapear when
talking about half-liberations, with the construction of a semigroup U˜×N .
Let us discuss now probabilistic aspects. We will see that, while our spaces U˜+N , O˜
+
N , B˜
+
N
are not semigroups, the Bercovici-Pata bijection criterion is satisfied for them.
We use the method in section 3. We first need an extension of the “σ = αβγ” trick. So,
pick a group GN ∈ {ON , UN , BN}, pick as well an exponent ◦ ∈ {∅,+}, set κ =
∑
ij uiju
∗
ij,
and consider the algebra C(G˜
◦(k)
N ) = C(G˜
◦
N)/ < κ = k >. We have then:
Proposition 4.8. For GN ∈ {ON , UN , BN} and ◦ ∈ {∅,+} we have a representation
pik : C(G˜
◦(k)
N )→ C(G
◦
N ×G
◦
k ×G
◦
N) : pik(uij) =
∑
s,t≤k
pis ⊗ qst ⊗ rtj
which commutes with the Haar functionals at k = N .
Proof. In the classical case, denote by K = R,C the ground field. The first observation
is that any partial isometry T : A → B, with the spaces A,B ⊂ KN having dimension
dim(A) = dim(B) = k, decomposes as T = UVW , with U,W ∈ GN and V ∈ Gk:
A
T //
W

B
Kk
V
// Kk
U
OO
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For ON , UN this is indeed clear, and for BN this follows from the computations below.
We conclude that we have a surjection ϕ : GN ×Gk×GN → G˜
(k)
N mapping (U, V,W ) to
the partial isometry T : W−1(Kk)→ U(Kk) given by T (W−1x) = U(V x). By proceeding
now as in the proof of Proposition 2.7 (2) above, we see that the transpose map pi = ϕ∗
is the representation in the statement, and we are done with the classical case.
In the free case, this is a straightforward extension of Proposition 2.8 above. Let us
first check that the matrix U = (Uij) formed by the elements appearing on the right in
the statement satisfies the partial isometry condition. We have:
(UU∗U)ij =
∑
kl
UikU
∗
lkUlj
=
∑
kl
∑
s,t≤k
∑
v,w≤k
∑
y,z≤k
pisp
∗
lvply ⊗ qstq
∗
vwqyz ⊗ rtkr
∗
wkrzj
=
∑
s,t≤k
∑
y,z≤k
pis ⊗ qstq
∗
ytqyz ⊗ rzj
=
∑
s,z≤k
pis ⊗ qsz ⊗ rzj = Uij
Since uij = u
∗
ij implies Uij = U
∗
ij , this proves the partial isometry condition in the
orthogonal case too. Regarding now the bistochastic condition, we first have:
(Uξ)i =
∑
j
Uij =
∑
j
∑
s,t≤k
pis ⊗ qst ⊗ rtj
=
∑
s,t≤k
pis ⊗ qst ⊗ 1 =
∑
s≤k
pis ⊗ 1⊗ 1
We have as well the following computation:
(UU tξ)i =
∑
jk
UjkUik =
∑
jk
∑
s,t≤k
∑
v,w≤k
pjspiv ⊗ qstqvw ⊗ rtkrwk
=
∑
s,t≤k
∑
v≤k
piv ⊗ qstqvt ⊗ 1 =
∑
s≤k
pis ⊗ 1⊗ 1
Thus we have Uξ = UU tξ, as desired. Let us ckeck now that the representation that
we have just constructed vanishes on the ideal < κ = k >. We have:∑
ij
UijU
∗
ij =
∑
ij
∑
s,t≤k
∑
v,w≤k
pisp
∗
iv ⊗ qstq
∗
vw ⊗ rtjr
∗
wj
=
∑
s,t≤k
1⊗ qstq
∗
st ⊗ 1 = k
Thus we have a representation pik as in the statement. Finally, the last assertion is
already known, from the proof of Proposition 2.8 (3). 
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With the above result in hand, we can construct measures µlk as in the discrete case,
µlk = law(χ
l
k) with χ
l
k = pik(χl), and we have the following result:
Theorem 4.9. G˜N → G˜
+
N with GN = ON , UN , BN is a liberation, in the sense that we
have the Bercovici-Pata bijection for µlk, in the k = sN, l = tN,N →∞ limit.
Proof. This follows by using standard integration technology, from [3], [8], [16].
More precisely, the Weingarten computation in the proof of Theorem 2.9 above gives
the following formula, in the k = sN , l = tN , N →∞ limit, where D(n) ⊂ P (n) denotes
the set of partitions associated to the quantum group G◦N under consideration:
lim
N→∞
∫
G◦
N
×G◦
k
×G◦
N
(χlk)
n =
∑
α∈D(n)
(st)|α|
On the other hand, we know from [3], [8], [16] that the law of the truncated character
χl is given by the following formula, in the l = tN , N →∞ limit:
lim
N→∞
∫
G◦
N
(χl)
n =
∑
α∈D(n)
t|α|
Since in the unitary case we have similar formulae for ∗-moments, we conclude that in
the k = sN , l = tN , N →∞ limit, we have the following equality of distributions:
lim
N→∞
µlk = lim
N→∞
µslN
With this observation in hand, the Bercovici-Pata bijection follows from the various
results in [3], [8], [16], and basically comes from the fact that, for the quantum groups
under consideration, the corresponding category of partitions D ⊂ P is stable by removing
blocks. More precisely, we obtain in this way real and complex Gaussian variables, shifted
real Gaussian variables, and their free analogues. See [3], [8], [16]. 
Summarizing, we have now liberation results for S˜N , H˜N , K˜N , B˜N , O˜N , U˜N . One inter-
esting question is that of finding the exact unitary easy quantum groups, or perhaps even
generalizations, for which such results hold. For some key ingredients in dealing with such
questions, we refer to the recent work of Raum-Weber [26] and Freslon [19].
5. Orthogonal half-liberation
In the reminder of this paper we discuss the half-liberation question for the semigroups
S˜N , H˜N , K˜N , B˜N , O˜N , U˜N . There are several questions to be solved here, first because in
the unitary group case already the half-liberation operation is not unique, and second
because in the semigroup case we have some specific semigroup issues as well.
In the orthogonal group case, the basic half-liberation ON → O
∗
N was introduced in our
joint work with Speicher [8], and was systematically studied in our paper with Vergnioux
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[10]. Later on, Bichon and Dubois-Violette found in [13] an axiomatic approach to the
half-liberation operation G→ G∗ in the general orthogonal case, G ⊂ ON .
In the unitary group case the situation is more complicated, because the half-liberation
is not unique. For the unitary group itself, a first key proposal, UN → U
∗
N , was made by
Bhowmick, D’Andrea and Dabrowski [12]. A second proposal, UN → U
∗∗
N , was made by
Bichon and Dubois-Violette in [13]. As observed in [12], [13], some other definitions for a
half-liberation of UN are possible. We will discuss these issues in section 6 below.
In this section we discuss the orthogonal case, concerning S˜N , H˜N , B˜N , O˜N . We first
construct some “pre-half-liberations” of these semigroups, as follows:
Proposition 5.1. Consider the subspace O˜∗N ⊂ O˜
+
N obtained by making the standard
coordinates uij half-commute, abc = cba. We have then embeddings as follows:
O˜N ⊂ O˜
∗
N ⊂ O˜
+
N
∪ ∪ ∪
ON ⊂ O
∗
N ⊂ O
+
N
We have S˜N = S˜
+
N ∩ O˜
∗
N , and similar diagrams for H˜
∗
N = H˜
+
N ∩ O˜
∗
N and B˜
∗
N = B˜N ∩ O˜
∗
N .
Proof. All the functoriality assertions are clear. Regarding the equality S˜N = S˜
+
N ∩ O˜
∗
N ,
this comes from the fact the relations abc = cba give ab2 = b2a, so for idempotents (p = p2)
these relations collapse to the usual commutation relations ab = ba. 
As a first observation, the above statement contains a first subtlety appearing in the
semigroup case, with the lack of an analogue of the result B∗N = BN . Recall indeed from
[8] that this latter equality holds, because from abc = cba we obtain ab = ba, simply by
summing over c = u11, . . . , u1N . In the semigroup case no such trick is available. This
is to be related to the observations in section 4 above, regarding the lack of semigroup
extensions of the well-known isomorphisms BN ≃ ON−1 and B+N ≃ O
+
N−1.
Let us discuss now the construction of the multiplication:
Proposition 5.2. H˜∗N , B˜
∗
N , O˜
∗
N all have multiplications, as follows:
(1) H˜∗N is a semigroup, with ∆(uij) =
∑
k uik ⊗ ukj and ε(uij) = δij.
(2) B˜∗N , O˜
∗
N are stable under the multiplications of the spaces B˜
+
N , O˜
+
N .
Proof. We use various formulae from sections 3 and 4 above:
(1) This is clear from the inclusion H˜∗N ⊂ H˜
+
N , because H˜
+
N has semigroup structure
given by the ∆, ε maps in the statement, and it is well-known, and easy to check, that
such maps factorize when dividing by the half-commutation relations abc = cba.
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(2) We first prove that the multiplication of O˜+N leaves invariant O˜
∗
N . So, recall from
Proposition 4.7 above that with Uij =
∑
k uik ⊗ ukj we have ∆(uij) = Wij, where:
Wij = lim
n→∞
(UU t . . . U tU︸ ︷︷ ︸
2n+1 terms
)ij
We must prove that if the standard coordinates uij satisfy the half-commutation rela-
tions abc = cba, then these elements Wij satisfy these relations as well. In order to do so,
we use the following alternative formula, which appeared in the proof of Proposition 4.4,
and which can be deduced in the free case exactly as in the classical case:
Wij = lim
n→∞
∑
asbscs
uia0ub1a1ub1a2 . . . ubna2n−1ubna2n ⊗ ua0c1ua1c1 . . . ua2n−2cnua2n−1cnua2nj
Observe that on both sides of the tensor product sign we have an odd number of
variables. Now let us consider a product of type WijWklWst. This appears as a triple
limit, limn,m,p→∞, of a certain sum of products of basic tensors as the above ones. Our
claim is that, by using abc = cba for the coefficients uij, each basic summand in the formula
of WijWklWst can be identified with a basic summand in the formula of WstWklWij.
In order to prove this claim, we use the general theory in [10]. As explained there,
the various identities involving variables uij that can be obtained by using the half-
commutation relations abc = cba are best understood in terms of diagrams, with the
relations abc = cba themselves corresponding to the diagram /\| . The point now is that,
since the number of variables in each 1/3 of basic summand is of the form x+ x, with x
odd, the diagram needed for performing the transformation WijWklWst → WstWklWij is
indeed in the category generated by /\| , computed in [10], and we are done.
Finally, the result for B˜∗N follows from the result for O˜
∗
N . 
Let us discuss now some functoriality issues:
Proposition 5.3. We have inclusions of spaces with multiplications, as follows:
B˜∗N ⊂ O˜
∗
N
∪ ∪
S˜N ⊂ H˜
∗
N
The inclusions in Proposition 5.1 above commute as well with the multiplications.
Proof. All the assertions are clear, by using the fact that the semigroup structures of
S˜∗N = S˜N and of H˜
∗
N come from semigroup embeddings S˜
∗
N ⊂ S˜
+
N and H˜
∗
N ⊂ H˜
+
N , which
can be composed with the multiplicative embeddings S˜+N ⊂ B˜
+
N and H˜
+
N ⊂ O˜
+
N . 
In order to get now more insight into the structure of H˜∗N , B˜
∗
N , O˜
∗
N , and especially into
the quite non-standard multiplication of B˜∗N , O˜
∗
N , we use the machinery developed by
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Bichon and Dubois-Violette in [13]. As explained there, the half-liberation operation for
arbitrary subgroups H ⊂ ON is quite difficult to axiomatize directly, and best here is to
introduce an extra object, namely a closed subgroup K ⊂ UN :
K ⊂ UN88
xxqqq
qq
qq
qq
qq
ff
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆
H ⊂ ON oo // H
∗ ⊂ O∗N
Here the upper left correspondence is of compexification/taking real part type, the
upper right correspondence can be approached via several algebraic methods (crossed
products, 2 × 2 matrix models, Tannaka duality), and the lower correspondence is the
half-liberation/abelianization operation, the one that we are interested in.
Following [13], we call a compact semigroup K ⊂ U˜N self-conjugate if g = (gij) ∈ K
implies g¯ = (g¯ij) ∈ K. In this case we have an automorphism s : C(K)→ C(K) given by
s(uij) = u
∗
ij, and hence we can form a crossed product C(K)⋊ Z2.
With these notations, we have the following result, adapted from [13]:
Proposition 5.4. Assume that K ⊂ U˜N is self-conjugate, and define s : C(K) → C(K)
by s(uij) = u
∗
ij. Then the following two constructions produce the same algebra:
(1) A ⊂ C(K)⋊ Z2 is the subalgebra generated by the elements vij = uijs.
(2) A ⊂M2(C(K)) is the subalgebra generated by the elements vij =
(
0 uij
u¯ij 0
)
.
In addition, we have a bialgebra quotient map C(O˜∗N)→ A. We write A = C(H
×), where
the compact semigroup H ⊂ O˜N is the spectrum of the bialgebra A/ < ab = ba >.
Proof. The first observation is that the matrices in (2) satisfy the half-commutation rela-
tions abc = cba, because they multiply according to the following rule:(
0 x
x¯ 0
)(
0 y
y¯ 0
)(
0 z
z¯ 0
)
=
(
xy¯ 0
0 x¯y
)(
0 z
z¯ 0
)
=
(
0 xy¯z
x¯yz¯ 0
)
These matrices are as well self-adjoint, vij = v
∗
ij. Let us verify now the fact that the
global matrix v = (vij) satisfies the partial isometry condition. We have:
(vvtv)ij =
∑
kl
vikvlkvlj =
∑
kl
(
0 uik
u¯ik 0
)(
0 ulk
u¯lk 0
)(
0 ulj
u¯lj 0
)
=
(
0
∑
kl uiku¯lkulj∑
kl u¯ikulku¯lj 0
)
=
(
0 uij
u¯ij 0
)
= vij
We conclude that, with A being as in (2), we have a quotient map C(O˜∗N)→ A.
It remains to prove that, when K ⊂ U˜N is a semigroup, assumed to be self-conjugate,
this algebra is a bialgebra, and coincides with the algebra constructed in (1).
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We recall that C(K)⋊ Z2 is by definition the coalgebra C(K) ⊗ C(Z2), with product
(fsi)(gsj) = (fsi(g))si+j and involution (fsi)∗ = (si(f)∗)si, where we use the notation
fsi = f ⊗ si. Our claim is that we have an embedding, as follows:
C(K)⋊ Z2 ⊂ M2(C(K)) : uijs→
(
0 uij
u¯ij 0
)
Indeed, such an embedding can be constructed as follows:
f →
(
f 0
0 s(f)
)
, fs→
(
0 f
s(f) 0
)
Now with the above claim in hand, we conclude that A coincides with the algebra
constructed in (1). As for the bialgebra assertion, this is clear from the picture coming
from (1), because A appears as subalgebra of the crossed product. See [13]. 
We can use the above method for investigating H˜∗N , O˜
∗
N , as follows:
Proposition 5.5. We have maps as follows
C(O˜∗N) → C(U˜N)⋊ Z2 ⊂ M2(C(U˜N))
∪ ∪ ∪
C(H˜∗N) → C(K˜N)⋊ Z2 ⊂ M2(C(K˜N))
given by the formulae in Proposition 5.4 above.
Proof. Since we have (UU tU)ij = (U¯U
tU¯)ij , the relation UU
tU = U implies U¯U∗U¯ = U¯ ,
and so U˜N is self-conjugate. The fact that K˜N is self-conjugate too is clear as well. We
can therefore apply the constructions in Proposition 5.4 above, and we obtain maps as in
the statement, with only the map at bottom left still needing to be checked.
Here we just need to check that the 2 × 2 matrices in Proposition 5.4 (2) satisfy the
extra relations v2ij = pij (projection) and p = (pij) magic, defining H˜
∗
N . We have:
v2ij =
(
0 uij
u¯ij 0
)2
=
(
|uij|
2 0
0 |uij|
2
)
Now by remembering that the standard coordinates uij on the semigroup K˜N satisfy
uiju
∗
ij = pij (projection) and p = (pij) magic, this gives the result. 
As explained in [13], in the compact group case, the maps C(O∗N)→ C(UN)⋊ Z2 and
C(H∗N) → C(KN) ⋊ Z2 are embeddings. This fact however is quite non-trivial, and its
proof uses a number of ingredients, for instance several key facts regarding the projective
version operation, G→ PG, which are not available in the semigroup case.
In order to overcome these issues, we can proceed as follows:
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Theorem 5.6. Let O˜×N ⊂ O˜
∗
N and H˜
×
N ⊂ H˜
∗
N be the subspaces corresponding to the images
of the maps C(O˜∗N)→ C(U˜N )⋊ Z2 and C(H˜
∗
N)→ C(K˜N)⋊ Z2 constructed above.
(1) O˜×N , H˜
×
N are semigroups, with multiplication coming from the crossed products.
(2) O˜N ⊂ O˜
×
N ⊂ O˜
∗
N and H˜N ⊂ H˜
×
N ⊂ H˜
∗
N commute with the multiplications.
Proof. We use the various formulae in Proposition 5.4 and Proposition 5.5 above.
(1) This assertion is clear from Proposition 5.4 above.
(2) We first discuss the orthogonal case. Observe that we have an inclusion O˜N ⊂ O˜
×
N
as in the statement. This inclusion can be constructed indeed as follows:
C(O˜×N) ⊂ C(U˜N )⋊ Z2 → C(U˜N )→ C(O˜N)
Here the middle map is id⊗ε, and at right we have the standard quotient map, coming
from the embedding O˜N ⊂ U˜N . Indeed, the resulting composition is as follows:
vij → uijs→ uij → vij
In remains to prove that the inclusion O˜×N ⊂ O˜
∗
N commute with the multiplications.
We must check here the commutativity of the following diagram:
C(O˜∗N)
∆

pi // C(U˜N)⋊ Z2
∆

C(O˜∗N)⊗ C(O˜
∗
N) pi⊗pi
// (C(U˜N)⋊ Z2)
⊗2
We verify this on the standard generators vij. First, with Uij =
∑
k uik ⊗ ukj and
Vij =
∑
k vik ⊗ vkj, we have the following computation:
(pi ⊗ pi)Vij =
∑
k
pi(vik)⊗ pi(vkj) =
∑
k
uiks⊗ ukjs = Uij(s⊗ s)
Thus we have (id⊗ pi ⊗ pi)V = U(s⊗ s), and we deduce that we have:
(pi ⊗ pi)∆(vij) = (pi ⊗ pi) lim
n→∞
(V V ∗ . . . V ∗V︸ ︷︷ ︸
2n+1 terms
)ij
= lim
n→∞
(UU∗ . . . U∗U︸ ︷︷ ︸
2n+1 terms
)ij(s⊗ s)
= ∆(uij)∆(s) = ∆(uijs) = ∆(pi(vij))
Thus the above diagram commutes, and we are done with the orthogonal case. The
assertion in the hyperoctahedral case follows by restriction. 
There are many questions in connection with the above results. Perhaps the most
important one concerns the semigroup analogue of the key isomorphisms PO∗N = PUN
and PH∗N = PKN from [10]. It is quite unclear whether something can be said here.
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6. Unitary half-liberation
In this section we discuss the half-liberation problem for the remaining semigroups,
K˜N , U˜N . As already mentioned in section 5, in the unitary case the half-liberation is
not unique. One proposal, involving the relations ab∗c = cb∗a, was made by Bhowmick,
D’Andrea and Dabrowski in [12]. Another proposal, involving the relations abc = cba,
was made by Bichon and Dubois-Violette in [13]. More precisely, we have:
Definition 6.1. The compact quantum groups U∗∗N ⊂ U
∗
N , which appear as intermediate
subgroups UN ⊂ U
∗∗
N ⊂ U
∗
N ⊂ U
+
N , are constructed as follows:
(1) U∗N , via the relations ab
∗c = cb∗a, for any a, b, c ∈ {uij}.
(2) U∗N , via the relations abc = cba, for any a, b, c ∈ {uij, u
∗
ij}.
We refer to [12] for the general theory and for the noncommutative geometric meaning
of the quantum group U∗N , and to [13] for the general theory of its subgroup U
∗∗
N .
As a first observation, we can now half-liberate any group G ⊂ U+N already possessing
a liberation G+ ⊂ U+N , simply by setting G
∗ = G+ ∩ U∗N , G
∗∗ = G+ ∩ U∗∗N .
In order to discuss now semigroup extensions, consider first the group HxN = Zs ≀ SN
from section 3 above, with x ∈ {1, . . . ,∞}, consider its liberation Hx+N constructed in [1],
[9], and explained in section 3, and construct as above Hx∗N , H
x∗∗
N . We have then:
Proposition 6.2. Let H˜x∗∗N ⊂ H˜
x∗
N ⊂ H˜
x+
N by obtained by using the relations ab
∗c = cb∗a
with a, b, c ∈ {uij}, and abc = cba with a, b, c ∈ {uij, u
∗
ij}.
(1) H˜x∗∗N , H˜
x∗
N are semigroups, with ∆(uij) =
∑
k uik ⊗ ukj and ε(uij) = δij.
(2) We have an embedding Hx∗N ⊂ H˜
x∗∗
N , obtained by assuming that p is magic.
(3) At x = 1, 2 we obtain respectively S˜N twice, and H˜
∗
N twice.
Proof. These are elementary statements, whose proof goes as follows:
(1) The existence of ε,∆ are both clear, because if the standard coordinates uij satisfy
abc = cba, then the elements Uij =
∑
k uik ⊗ ukj satisfy these relations too.
(2) Once again this is an elementary fact, which follows by using the same arguments
as in the free case, from the proof of Proposition 3.4 (2) above.
(3) This is clear from definitions, because at x = 1, 2 the coordinates are real, and so
the two constructions in the statement produce the usual (real) half-liberation. 
In the unitary case now, we have the following analogue of Definition 6.1:
Proposition 6.3. Let U˜∗∗N ⊂ U˜
∗
N ⊂ U˜
+
N by obtained by using the relations ab
∗c = cb∗a
with a, b, c ∈ {uij}, and abc = cba with a, b, c ∈ {uij, u
∗
ij}.
(1) U˜∗∗N , U˜
∗
N are stable under the multiplication of U˜
+
N .
(2) We have an embedding UN ⊂ U˜
∗∗
N , obtained by assuming that u is unitary.
(3) We have embeddings K˜∗N ⊂ U˜
∗
N and O˜
∗
N , K˜
∗∗
N ⊂ U˜
∗∗
N .
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Proof. We use various formulae and methods from sections 4 and 5 above:
(1) The proof here is similar to the one of Proposition 5.2 (2).
(2) This is clear from the discussion in the proof of Proposition 4.6 above.
(3) Once again, this is clear from the definitions of the various objets involved. 
We can apply now the methods in [13], in order to construct smaller half-liberations
K×N ⊂ K
∗∗
N and U
×
N ⊂ U
∗∗
N , which are semigroups. We use the following semigroup
analogues of the key isomorphisms UN ≃ O2,N and KN ≃ H2,N from [13]:
Proposition 6.4. The following hold:
(1) For A,B ∈MN (R) we have A + iB ∈ U˜N ⇐⇒
(
A B
−B A
)
∈ O˜2N .
(2) Both U˜2,N = {U ∈ U˜2N |U = (
A
−B
B
A)} and O˜2,N = U˜2,N ∩ O˜2N are semigroups.
(3) Also, both K˜2,N = U˜2,N ∩ K˜2N and H˜2,N = U˜2,N ∩ H˜2N are semigroups.
(4) We have isomorphisms U˜N ≃ O˜2,N and K˜N ≃ H˜2,N , coming from (1).
Proof. These assertions are all elementary, the proof being as follows:
(1) For U = A + iB with A,B real we have indeed the following formula, whose proof
is routine, and which gives the result:(
A B
−B A
)(
At −Bt
Bt At
)(
A B
−B A
)
=
(
Re(UU∗U) Im(UU∗U)
−Im(UU∗U) Re(UU∗U)
)
(2) The fact that U˜2,N is a semigroup follows from the fact that if we assume that both
U, V have the pattern (A−B
B
A), then in the multiplication formula U◦V = U(U
∗U∧V V ∗)V ,
all the matrices which appear have this pattern too. The O˜2,N assertion is clear.
(3) This is clear, because we are intersecting here certain semigroups.
(4) The isomorphism U˜N ≃ O˜2,N comes from (1). Regarding now the isomorphism
K˜N ≃ H˜2,N , this follows by restriction, because both K˜N ⊂ U˜N and H˜2,N ⊂ O˜2,N appear
as subsets of matrices having at most one nonzero entry, on each row and column. 
We have the following analogue of Proposition 5.5 above:
Proposition 6.5. We have maps as follows
C(U˜∗∗N ) → C(U˜2,N)⋊ Z2 ⊂ M2(C(U˜2,N))
∪ ∪ ∪
C(K˜∗∗N ) → C(K˜2,N)⋊ Z2 ⊂ M2(C(K˜2,N))
given by the formulae in Proposition 5.4 above.
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Proof. Since both semigroups U˜2,N , K˜2,N are self-conjugate, we can apply the constructions
in Proposition 5.4 above. We obtain in this way maps as follows:
C(O˜∗2N) → C(U˜2,N)⋊ Z2 ⊂ M2(C(U˜2,N))
∪ ∪ ∪
C(H˜∗2N) → C(K˜2,N)⋊ Z2 ⊂ M2(C(K˜2,N))
Here the fact that at bottom left we can replace the algebra C(O˜∗2N) by the smaller
algebra C(H˜∗2N) comes from the diagram in Proposition 5.5 above.
We must prove that C(O˜∗2N) → C(U˜2,N) ⋊ Z2 can be factorized through C(U˜
∗∗
N ). In
order to do so, the first observation is that we have a surjective morphism of algebras
C(O˜+2N)→ C(U˜
+
N ), as follows, where Re(u) =
1
2
(u+ u¯) and Im(u) = 1
2i
(u− u¯):
v →
(
Re(u) Im(u)
−Im(u) Re(u)
)
Indeed, the verification of the partial isometry condition follows from the same formula
as the one in the proof of Proposition 6.4 (1) above, with the transpose sign replaced by
the involution, because the proof of that formula doesn’t use commutativity.
Thus we have an embedding U˜+N ⊂ O˜
+
2N , extending the emdedding U˜N ≃ O˜2,N ⊂ O˜2N
from Proposition 6.4 above. Our claim now is that we have a diagram as follows:
O˜2N ⊂ O˜
∗
2N ⊂ O˜
+
2N
∪ ∪ ∪
U˜N ⊂ U˜
∗∗
N ⊂ U˜
+
N
Indeed, we have to check here that the subgroup U˜∗∗N ⊂ U˜
+
N ⊂ O˜
+
2N is contained into the
subgroup O˜∗2N ⊂ O˜
+
2N . But this follows from the fact that the abc = cba relations applied
to the entries of Re(u), Im(u) imply the abc = cba relations for all elements uij, u
∗
ij.
Our claim now is that we have a diagram as follows, where C(O˜×2,N) is by definition the
image of the map C(O˜∗2N)→ C(U˜2,N)⋊ Z2 constructed above:
O˜×2,N ⊂ U˜
∗∗
N ⊂ O˜
∗
2N
∪ ∪ ∪
O˜2,N ≃ U˜N ⊂ O˜2N
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Indeed, the rectangle on the right is the rectangle on the left of the previous diagram.
Regarding now the rectangle on the left, the bottom isomorphism is the one in Proposition
6.4 (4), the inclusion on the left comes by using the counit, as in the proof of Theorem 5.6
(2) above, and the inclusion on top follows by checking the extra relations by using the
2×2 matrix model, as in the proof of Proposition 5.5 (2) above. But this finishes the proof
in the orthogonal case, and the hyperoctahedral case follows as well, by restriction. 
We can now formulate our main half-liberation result here:
Theorem 6.6. Let U˜×N ⊂ U˜
∗∗
N and K˜
×
N ⊂ K˜
∗∗
N be the subspaces corresponding to the
images of the maps C(U˜∗∗N )→ C(U˜2,N)⋊ Z2 and C(K˜
∗∗
N )→ C(K˜2,N)⋊ Z2 above.
(1) U˜×N , K˜
×
N are semigroups, with multiplication coming from the crossed products.
(2) U˜N ⊂ U˜
×
N ⊂ U˜
∗∗
N and K˜N ⊂ K˜
×
N ⊂ K˜
∗∗
N commute with the multiplications.
Proof. We use various formulae established above, and the method in [13].
(1) This is clear, from Proposition 5.4 above.
(2) This is similar to the proof of Theorem 5.6 (2) above. 
To summarize, several half-liberation methods are available already in the unitary group
case, cf. [12], [13], and even more methods are available in the semigroup case.
Regarding the basic semigroups H˜N , O˜N , K˜N , U˜N , we have constructed here several half-
liberations, H˜×N ⊂ H˜
∗
N and O˜
×
N ⊂ O˜
∗
N in the orthogonal case, and K˜
×
N ⊂ K˜
∗∗
N ⊂ K˜
∗
N and
U˜×N ⊂ U˜
∗∗
N ⊂ U˜
∗
N in the unitary case. All these objects seem to be quite interesting, with
the “reduced” ones H˜×N , O˜
×
N , K˜
×
N , U˜
×
N being compact quantum semigroups.
Finally, as pointed out in [12], [13], there are several other potentially interesting half-
liberation methods, in the unitary group case. These are waiting to be better understood,
and maybe even classified, and also adapted to the semigroup setting as well. This adds
to the various questions raised in the introduction, and throughout the paper.
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