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Abstract. In this paper we present some theoretical results about the irreducibility of the
Laplacian matrix ordered by the Reverse Cuthill-McKee (RCM) algorithm. We consider
undirected graphs with no loops consisting of some connected components. RCM is a well-
known scheme for numbering the nodes of a network in such a way that the corresponding
adjacency matrix has a narrow bandwidth. Inspired by some properties of the eigenvectors
of a Laplacian matrix, we derive some properties based on row sums of a Laplacian matrix
that was reordered by the RCM algorithm. One of the theoretical results serves as a basis
for writing an easy MATLAB code to detect connected components, by using the function
“symrcm” of MATLAB. Some examples illustrate the theoretical results.
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1. Introduction
When dealing with a problem related to consensus in the framework of complex
networks we noticed that a very easy MATLAB code allowed to detect connected
components [25]. We were mixing concepts from Graph Theory (the Laplacian) and
from Numerical Linear Algebra (the RCM algorithm). We thought it was worth
getting a deep insight into the theoretical properties that these two concepts spread
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on the table when we combine them. Since the proofs of the properties were beyond
of the left-to-the-reader problems of typical postgraduate textbooks we considered
it was interesting to write these proofs and to organize the theoretical material
involved. As a result, we present in this paper some results about the irreducibility
of the Laplacian matrix when it was reordered by the RCM algorithm. We also note
that as a byproduct of one of these results, one can write a simple MATLAB code
to detect connected components in graphs.
It is important to recall here that the standard method to detect connected com-
ponents in networks is the breadth first search (BFS), see, e.g., [15], [13]. Note that
our aim is not to offer a method faster than BFS, since RCM is a version of BFS,
and moreover, we are using the implementation of RCM made by MATLAB. The
BFS method can be implemented in running time of O(n +m), n being the num-
ber of nodes and m the number of edges of the network. For sparse networks this
means O(n) but for dense networks we can have the case m = O(n2). BFS visits
first the nodes that are closer to the initial node and lists all the neighbors. On the
contrary, the method called the depth first search (DFS), or backtracking, visits first
the nodes that are at a long distance from the initial node going as deep as possible.
For the standard algorithm for the method DFS one usually refers to the seminal
paper of Tarjan [29]. DFS can be implemented with a time complexity of O(m),
see [15] for details. Another variant of the BFS algorithm is the Reverse Cuthill-
McKee algorithm (RCM). This method is based on the Cuthill-McKee algorithm,
that was originally devised to reduce the bandwidth of symmetric adjacency matri-
ces, see [4]. RCM can be implemented with a time complexity O(qmaxm) where qmax
is the maximum degree of any node, see [11]. Note that for sparse matrices we have
that RCM works with time complexity O(n). RCM operates over a matrix A and
returns a permutation vector such that one can construct a symmetric permutation
PAPT that has a bandwidth smaller than the original one. It is known, see [4], that
when some connected components are presented the RCM method leads to a block
diagonal matrix similar to A. However, the RCM method is not commonly used to
detect components.
The structure of the paper is the following. In Section 2 we recall some defini-
tions from graph theory and matrix analysis. In Section 3 we describe the RCM
algorithm and related work. In Section 4 we give some new theoretical results about
the irreducibility of the Laplacian matrix; our contributions are Theorem 4.1 and
Theorem 4.2. In Section 5 we derive some properties of row sums of a Laplacian
matrix that was reordered by the RCM method; our contributions are Lemma 5.1
and Proposition 5.1. In Section 6 we mention a method to detect connected com-
ponents by combining the Laplacian matrix and the RCM method. In Section 7 we
give some conclusions.
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2. Definitions and known results
Let G = (V,E) be a graph, with V = {v1, v2, . . . , vn} a nonempty set of n vertices
(or nodes) and E a set of m edges. Each edge is defined by the pair (vi, vj), where
vi, vj ∈ V . The adjacency matrix of the graph G is A = (aij) ∈ Rn×n such that
aij = 1 if there is an edge connecting nodes vi and vj , and 0 otherwise. We consider
simple graphs, i.e., undirected graphs without loops (i.e. (vi, vj) = (vj , vi) and
(vi, vi) /∈ E) and without multiple edges (i.e. there is only one edge, if any, from
vertex vi to vertex vj). Therefore A is a symmetric real matrix with zeros in its
diagonal. The degree di of a node i is the number of its adjacent edges, i.e., di =
n∑
j=1
aij . The (unnormalized) Laplacian matrix of the graph is defined as L = D −A
where D is the diagonal matrix D = diag(d1, d2, . . . , dn). Some other definitions of
the Laplacian matrix can be found in the literature; a good review of definitions
can be found in [2]. A subgraph G′ of G is a graph such that G′ = (E′, V ′) with
V ′ ⊆ V and E′ ⊆ E. A path is a sequence of nodes with an edge connecting every
two consecutive nodes. A connected graph is a graph with a path connecting any
pair of nodes; otherwise, the graph is said to be disconnected. Let Ci ⊆ V be a set
of nodes of a graph. We call pik = {C1, C2, . . . , Ck} a partition of G(V,E) when
V =
k⋃
i=1
Ci, and
k⋂
i=1
Ci = ∅. A connected component of a graph G = (V,E) is
a connected subgraph Gi(Ci, Ei) such that no other node in V can be added to Ci
while preserving the property of being connected; i.e., a connected component is
a maximal connected subgraph. We are interested in partitions pik of a disconected
graph G(V,E) such that each subgraph Gi(Ci, Ei) is a connected component.
We recall that a permutation matrix P is just the identity matrix with its rows
reordered. Permutation matrices are orthogonal, i.e., PT = P−1. A matrix A ∈
R
n×n, with n > 2, is said to be reducible1 if there is a permutation matrix P of
order n and an integer r with 1 6 r 6 n − 1 such that PTAP =
[
B C
0 H
]
where
B ∈ Rr×r, C ∈ Rr×(n−r), H ∈ R(n−r)×(n−r), and 0 ∈ R(n−r)×r is the zero matrix.
A matrix is said to be irreducible if it is not reducible. It is known (see, e.g., [14])
that the adjacency matrix A of a directed graph is irreducible if and only if the
associated graph G is strongly connected. For an undirected graph, irreducibility
implies connectivity. Note that the Laplacian L = D−A is irreducible if and only if
A is irreducible. In the following we recall some properties of L.
The Laplacian matrix is positive semidefinite if xTLx > 0 for all x ∈ Rn×1, or
equivalently, L is symmetric and has all eigenvalues nonnegative. Since Len = 0,
with en the vector of all ones, L has 0 as an eigenvalue, and therefore it is a singular
1 A matrix A ∈ R1×1 is said to be reducible if A = 0.
605
matrix. Since L is real symmetric, it is orthogonally diagonalizable, and therefore
the rank of L is the number of nonzero eigenvalues of L. The eigenvalues of L can
be ordered as
(2.1) 0 = λ1 6 λ2 6 . . . 6 λn−1 6 λn.
It is known that λ2 = 0 if and only if G is disconnected. In fact, λ2 is called
the algebraic connectivity of G. It is known (see, e.g., [19], [5], [20], [22]) that the
number of connected components of a graph is given by the algebraic multiplicity
of zero as an eigenvalue of the Laplacian matrix. Note therefore that the spectrum
of L characterizes the connectivity properties of the associated graph G.
Note that L is irreducible if and only if G is connected. Therefore L is irreducible
if and only if λ2 6= 0. Therefore, since the eigenvalues of L are ordered as in (2.1),
L is irreducible if and only if rank(L) = n − 1. It is known (see, e.g., [3]) that L
is a singular M-matrix, i.e., L can be written as L = sI − B with B > 0 and s the
spectral radius of B.
We recall the following theorem due to Geiringer (see [30]) that we will use later.
Theorem 2.1. Let A = [aij ] be an n × n complex matrix, n > 2 and let N =
{1, 2, . . . , n}. Then A is irreducible if and only if, for every two disjoint nonempty
subsets S and T of N with S ∪ T = N , there exists an element aij 6= 0 of A with
i ∈ S, j ∈ T .
Note that for n = 1 we have the trivial case A = 0 ∈ R and L = 0 ∈ R, which
is a reducible matrix. The Laplacian matrix has been used extensively in spectral
clustering (i.e, the technique of dividing a graph in connected components based
on the eigenvectors) see [9], [28]. It is known that the inspection of the eigenvectors
associated with λ2 can lead to a partition ofG in connected components. The seminal
papers in this field are by Fiedler, see [7], [8]. The algorithm of the spectral bisection
is given in [24]. A good explanation can be found in [23]. This technique can be also
used to reduce the envelope-size (the sum of the row-widths), see [6], [17].
Example 2.1. Consider the toy graph in Figure 1. A simple computation shows
that the spectrum of L is λ1 = 0, λ2 = 0, λ3 = 2, λ4 = 2. The algebraic multiplicity
of λ = 0 is two and therefore the graph has two connected components. An easy
computation shows that the eigenspace of λ = 0 is spanned by the vectors
v1 =


1
0
1
0

 , v2 =


0
1
0
1

 .
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Note that the indices of the nonzero components of v1 and v2 give the labels of
the nodes corresponding to each component of G.
1
2
3
4
L =


1 0 −1 0
0 1 0 −1
−1 0 1 0
0 −1 0 1


Figure 1. Toy graph with two connected components and its corresponding Laplacian ma-
trix.
3. The reverse Cuthill-McKee (RCM) algorithm
The Cuthill-McKee algorithm (CM) was introduced in [4] where the authors pre-
sented a scheme for numbering the nodes of a network in such a way that the corre-
sponding adjacency matrix has a narrow bandwidth. They restricted their research
to symmetric positive definite matrices and at that time they were motivated by
systems of equations that resulted in this special kind of matrices, see [11] for de-
tails. To our knowledge the only limitation of their scheme is the symmetry of the
adjacency matrix. The main motivation to obtain a narrow bandwidth was to reduce
computer storage issues and calculation time. They explained that their objective
was to determine a permutation matrix P such that the nonzero elements of PAPT
cluster about the main diagonal. Therefore, they focused on bandwidth minimiza-
tion. Their strategy was to search for only few permutations P and then to choose
the better one. In most cases (e.g., when the matrix can be transformed to band
diagonal with no zero elements in the band) their scheme obtained the optimum
numbering. The numbering obtained by their scheme corresponds, in graph theory,
to the generation of a spanning tree (i.e., a subgraph of G which is a tree containing
all the nodes of G, when G is connected). The algorithm selects a starting node and
then visits all the neighbors in a level-by-level fashion, as in BFS. They remarked
that as a result of their scheme one can easily check whether a matrix is reducible
or not (we review this property in Section 5). In a later study, [10], the Reverse
Cuthill-McKee algorithm (RCM) was introduced. RCM consists in the CM num-
bering but in reverse form. This simple procedure worked better than the original
CM algorithm in some experimental studies while the bandwidth remained the same.
A theoretical comparison of CM and RCM algorithms was given in [18] where it is
shown that the reverse ordering is always as good as the original one in terms of
storage and number of operations. RCM determines a starting node and looks for
all the neighbors of this starting node. In the second step, the algorithm looks for
the neighbors of these neighbors, and so on. The RCM algorithm can be outlined as
follows:
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Algorithm 1 RCM (Reverse Cuthill-McKee) for a network of n nodes.
1: select a starting node (e.g. a node with the lowest degree). Call it u1
2: k = 0 (neighbors counter)
3: for all i = 1 to n do
4: for the h neighbors of ui do
5: sort them in increasing order of degree
6: call them: ui+k+1, ui+k+2, . . ., ui+k+h
7: end for
8: k = h
9: end for
10: reverse the order of the n nodes
Note that when the order given by the RCM method is achieved, the construction
of the matrix P = (pij) is straightforward: in row i, pij = 1 with i the new node
label and j denoting the original one, see [4].
Since the introduction of the RCM method some new methods of reducing the
bandwidth of a symmetric matrix have been introduced. We remark here that this
problem is, in general, NP-complete [16]. These new methods can achieve better
results in terms of bandwidth reduction but may be more expensive, in computational
cost, than the RCM method (see, e.g., [17]). See, for example, [17] for methods like
the RCM and methods that use hybrid techniques (spectral plus ordering) to reduce
bandwidth. A review of some methods, including a spectral method that uses RCM
as a preprocessor, can be found in [6]. For a comparison of reorderings, including
RCM, in experiments with nonsymmetric matrices associated with the numerical
solution of partial differential equations, see [1]. For a general view of reordering
methods in linear systems, see [27]. A method to extend RCM to unsymmetric
matrices is shown in [26]. RCM has been also used as an inspection tool for graph
visualization [21].
In most mathematical packages there exists a function that provides the reordering
produced by the RCM algorithm. For example, in MATLAB there exists the function
symrcm. The expression v = symrcm(A) computes an RCM ordering of A. This
vector v is a permutation such that, using the syntax of MATLAB, A(v, v) tends
to have its nonzero entries closer to the diagonal. In MATLAB the algorithm first
finds a certain vertex (a pseudoperipheral vertex) of the graph associated with the
matrix A. Therefore the algorithm generates a level structure by BFS and orders
the vertices by decreasing the distance from this initial vertex, see [12]. MATLAB
claims that the implementation is based closely on the SPARSPAK implementation
described in [11].
608
4. Laplacian matrix reordered by RCM
We are interested in applying the RCM algorithm to the Laplacian matrix L. To
that end, we denote Lˆ = PLPT where P is the permutation matrix obtained by the
RCM algorithm applied to L. We say that Lˆ is a Laplacian matrix of the graph
reordered by RCM. It is known (see, e.g., [26], [27]) that Lˆ is block tridiagonal, i.e.:
(4.1) Lˆ = PLPT =


Lˆ11 Lˆ12 . . . 0 0
Lˆ21 Lˆ22 Lˆ23 0 0
0 Lˆ32 Lˆ33 Lˆ34 0
0 0
. . .
. . .
...
0 0 0 Lˆr,r−1 Lˆr,r

 .
Example 4.1. Given
L =


1 0 0 −1
0 1 −1 0
0 −1 2 −1
−1 0 −1 2

 .
The RCM algorithm, computed by MATLAB, gives a permutation vector vT =
[2, 3, 4, 1]. That means, for example, that the old node 2 is now the new node 1, that
is p12 = 1. Therefore the permutation matrix is
P =


0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0


and Lˆ becomes the tridiagonal matrix
Lˆ = PLPT =


1 −1 0 0
−1 2 −1 0
0 −1 2 −1
0 0 −1 1

 .
We use the following notation: lˆij denotes the ij-element of Lˆ, 1i ∈ Ri×1 is the
column vector of all ones, ei ∈ Rn×1 is the vector with ones in the first i entries and
zero elsewhere. That is, eTi = [1
T
i ,0
T]. For example, taking n = 4, eT2 = [1, 1, 0, 0].
We recall that the permutation matrices are orthogonal matrices: PT = P−1.
Since Lˆ = PLPT, we say that L and Lˆ are similar matrices. Let u be an eigenvector
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of Lˆ associated to the eigenvalue λ. That is, Lˆu = λu. Therefore, it holds that
PLPTu = λu, that is to say LPTu = λPTu and thus λ is an eigenvalue of L with
eigenvector PTu. Therefore we conclude that L and Lˆ have the same spectrum
and thus, the same rank. Therefore we have that L is irreducible if and only if
Lˆ is irreducible. It is well known (see, e.g., [9]) that for a graph G of k connected
components the corresponding Laplacian matrix L can be written as a block diagonal
matrix. This fact can be derived from Theorem 2.1. What we want to remark in the
following result is that the RCM method gives a permutation matrix P such that Lˆ
is block diagonal. We give the proof for completeness and also to set the notation
that we use later.
Lemma 4.1. L is reducible if and only if Lˆ is a block diagonal matrix of the form
(4.2) Lˆ =


Lˆ11
Lˆ22
. . .
Lˆkk


where each Lˆii, i = 1, 2, . . . , k, is an irreducible matrix or a 1× 1 zero matrix.
P r o o f. If L is reducible we know that G has k > 2 connected components with k
the multiplicity of λ = 0. We know that the RCM method detects these k connected
components. In fact, the RCM method packs the components. These connected
components appear as irreducible blocks Lˆii, i = 1, 2, . . . k in Lˆ; from Theorem 2.1
it is clear that Lˆ must be block diagonal. In the case of isolated nodes we have 1× 1
null blocks in the diagonal. To prove the theorem in the other direction, note that it
is clear that there exists a permutation matrix P , given by the RCM method, such
that Lˆ = PLPT is block diagonal and therefore, by definition, L is reducible. 
In the following theorem we give a first characterization of the irreducibility of Lˆ.
Theorem 4.1. Let n > 1. Lˆ is irreducible if and only if Lˆ ei 6= 0 for i =
1, 2, . . . , (n− 1).
P r o o f. Let Lˆ be irreducible. Let us assume that there exists ei, with i < n,
such that Lˆei = 0. Therefore ei is an eigenvector for λ = 0. But since en is also
an eigenvector for λ = 0 we conclude that the eigenspace for λ = 0 has a dimension
greater than 1 and therefore, we conclude that the algebraic multiplicity of λ = 0
is greater than 1 and then the number of connected components in Lˆ is greater
than 1 and then Lˆ is reducible, which is a contradiction. To prove the theorem
in the opposite direction, let us assume that Lˆ is reducible. Therefore, L is also
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reducible and from Lemma 4.1 we have that Lˆ must be block diagonal. Therefore
there exists i < n (with i the size of the first block, Lˆii) such that Lˆei = 0, which is
a contradiction. Therefore Lˆ is irreducible. 
We now present a new result from which a first method to detect components can
be derived. We have seen in Lemma 4.1 that when L is reducible then Lˆ is block
diagonal, with irreducible blocks Lˆii. In practice (for example, using MATLAB) the
RCM method gives us a permutation vector to construct Lˆ. The following result can
be used to detect the sizes of the blocks Lˆii when Lˆ is known.
Theorem 4.2. Let n > 1. Let p ∈ N . If there exists p < n such that:
(4.3) Lˆei
{
6= 0 for i = 1, 2, . . . , p− 1,
= 0 for i = p
then Lˆ is a block diagonal matrix of the form
(4.4) Lˆ =
[
Lˆ11
L˜22
]
with Lˆ11 a matrix of size p×p such that Lˆ11 is irreducible if p > 1 and a zero matrix
if p = 1.
P r o o f. From Theorem 4.1 we have that Lˆ is reducible. Therefore L is reducible
and from Lemma 4.1 we have that Lˆ is a block diagonal matrix of the form (4.2).
We also know that Lˆ11 is an irreducible matrix. What we have to prove here is that
the size of Lˆ11 is p× p.
Let us assume that the size of Lˆ11 is q × q, with q > 1, and study two cases:
Case 1. Suppose that q < p. Since Lˆ11 is itself a Laplacian matrix we have that 1q
is an eigenvector associated with λ = 0, and therefore Lˆ111q = 0 and then Lˆeq = 0
and this is a contradiction with the hypothesis (4.3).
Case 2. Suppose that q > p. The hypothesis we have is Lˆep = 0, that is
(4.5) Lˆep =
[
Lˆ11 0
0 L˜22
] [
1p
0n−p
]
=
[
0p
0n−p
]
.
Let us make a partition of Lˆ11 in the form Lˆ11 =
[
M T
TT N
]
, with M of size p×p.
Then, from (4.5) we have
(4.6) Lˆep =

 M T 0TT N 0
0 0 L˜22



 1p0q−p
0n−q

 =

 0p0q−p
0n−q

 .
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Note that TT1p = 0q−p and since T has only nonpositive elements this implies T = 0
and therefore Lˆ11 =
[
M 0
0 N
]
and thus Lˆ11 is reducible, which is a contradiction.
Therefore we must have q = p, and since Lˆ11 is itself a Laplacian matrix we have
Lˆ ep = 0 in agreement with (4.3). The case q = 1 is trivial to prove. Therefore the
proof is done. 
Note that with a recursive application of Theorem 4.2 we can compute the block
diagonal form of Lˆ and thus the disconnected components of the graph G. Note that
we have to apply the RCM method only once, since the submatrices Lˆ22, Lˆ33, etc.,
are results of the RCM method and we can apply Theorem 4.2 to each of them.
Example 4.2. Given
L =


1 0 −1 0
0 1 0 −1
−1 0 1 0
0 −1 0 1

 .
By applying the RCM algorithm to L we obtain that there exists a permutation
matrix P such that
Lˆ = PLPT =


1 −1 0 0
−1 1 0 0
0 0 1 −1
0 0 −1 1


and this matrix verifies conditions (4.3) with p = 2. According to Theorem 4.2 we
have that Lˆ is a block diagonal matrix with irreducible blocks.
An easy computation shows that the eigenspace of λ = 0 is spanned by the vectors
w1 =


1
1
0
0

 , w2 =


0
0
1
1

 .
Here we see that Theorem 4.2 is inspired by the search of an eigenvector as w1.
Note, however, that the use of Theorem 4.2 avoids the explicit computation of the
eigenspace of λ = 0 to detect the components.
Theorem 4.2 can be used to detect connected components when Lˆ is known. Never-
theless, by analysing some properties of the RCMmethod one can obtain an improved
technique. We show this in the next section.
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5. Properties of the RCM ordering
Definition (root of a component). Given a connected component ordered by
RCM each node has a label or index. We call the root of the component the node
with the maximum index (that is, the node denoted by the greatest number). We
denote by r the index of the root. This root corresponds to the starting node of the
RCM algorithm shown in Section 3. Note that, by reversing the numbering, the root
has the maximum index.
It is clear that: (a) a connected component has only one root, (b) for each node i
(different from the root) of the connected component we have i < r, (c) if the
connected component has n nodes, and the ordering begins in 1, then r = n. Note
also that from each node i there is a path to the root r (since the component is
connected, and thus irreducible).
Remark 5.1. Given a connected component ordered by RCM, each node i other
than the root r is adjacent to a node i+ k 6 r for some k ∈ {1, 2, . . .}.
Example 5.1. Let us consider the graphs shown in Figure 2. Graph a) is a poss-
ible RCM ordering since each node is connected to a node with higher index, except
node 3, which is the root. In graph b) we see that node 2 is not connected to a node
with higher index, and 2 is not the root, therefore this is not an ordering given by
RCM.
1 2 3
a)
2 1 3
b)
Figure 2. a) is an RCM ordering, while b) is not.
As a consequence of Remark 5.1 we have the following
Remark 5.2. Given a connected component ordered by RCM, let r be the root.
Let Lˆ be the Laplacian of this connected component. Let si(Lˆ) be the sum of the
i-th row of Lˆ up to and including the diagonal, that is
(5.1) si(Lˆ) =
i∑
j=1
lˆij , i ∈ N .
Then si(Lˆ) = 0 if and only if i = r.
P r o o f. We denote Lˆ = PLPT, Aˆ = PAPT and Dˆ = PDPT. Since L = D − A
we have Lˆ = Dˆ − Aˆ with lˆii = dˆii =
n∑
j=1
aˆij . Therefore
si(Lˆ) =
i∑
j=1
lˆij =
i−1∑
j=1
lˆij + lˆii =
i−1∑
j=1
lˆij +
n∑
j=1
aˆij = −
i−1∑
j=1
aˆij +
n∑
j=1
aˆij =
n∑
j>i
aˆij .
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In the last equality we have used that aˆii = 0 for all i. From Remark 5.1 we have
that each node i of the component, except the root, verifies aˆi,i+k = 1 for some
k ∈ {1, 2, . . .} and therefore for all these nodes we have si(Lˆ) 6= 0. The only node
that verifies the equality si(Lˆ) = 0 is the root, since it has no links to nodes with
higher indices. 
Let us now show the properties of the RCM in a graph with more than one
connected component.
Remark 5.3. Let Lˆ be the Laplacian of a graph with k connected components
ordered by RCM. Let ri, i = 1, 2, . . . k, be the root of the i-th connected component.
Then:
1. si(Lˆ) = 0 if and only if i = ri.
2. The nodes of a component i do not have a path to nodes with indices higher
than ri.
Lemma 5.1. Let Lˆ ∈ Rn×n, n > 1, be the Laplacian of a graph ordered by RCM.
Let si(Lˆ) be given by (5.1). Then Lˆ is irreducible if and only if si(Lˆ) = 0 occurs
only for i = n.
P r o o f. If Lˆ is irreducible then there is only one component and from Remark 5.2
the proof follows. In the opposite direction, since sn(Lˆ) = 0, from Remark 5.2 we
have that n is the root and from the basic properties we know that any node can
follow a path to reach the root. Therefore the graph associated with the matrix Lˆ is
connected and therefore Lˆ is irreducible. 
Proposition 5.1. Let Lˆ ∈ Rn×n be the Laplacian of a graph ordered by RCM.
Let si(Lˆ) be given by (5.1). Let n > 2. Let p ∈ N . If there exists p < n such that:
(5.2) si(Lˆ)
{
6= 0 for i = 1, 2, . . . , p− 1,
= 0 for i = p
then Lˆ is a block diagonal matrix of the form
(5.3) Lˆ =
[
Lˆ11
L˜22
]
with Lˆ11 a matrix of size p×p such that Lˆ11 is irreducible if p > 1 and a zero matrix
if p = 1.
P r o o f. Since si(Lˆ) = 0 for i 6= n we have from Lemma 5.1 that Lˆ is reducible.
From Lemma 4.1 we have that Lˆ is block diagonal with more than one block. Since
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sp(Lˆ) = 0 we have from Remark 5.3 that the node p is the root of a component. The
nodes of this component must have indices lower than p. Therefore, the p nodes of
this component are the nodes described by Lˆ11. In the particular case that p = 1,
Lˆ11 has only one element, which is zero; this means that node 1 is an isolated node.
It is a component with a single element which is the root. 
By a recursive application of Proposition 5.1 one can derive an easy method to
detect components. We show the details in the next section.
Example 5.2. Given the matrices L and Lˆ from Example 4.2 we have that
si(Lˆ) = 0 for i = 2 and i = 4. This means that there are two roots and therefore Lˆ
has two components. Lˆ is a block diagonal matrix with two blocks: one formed by
the nodes 1, 2 and the other by the nodes 3, 4 (with the numbering given by RCM,
which is used in Lˆ).
6. MATLAB code to detect connected components
A 5-lines MATLAB code to detect connected components can be obtained by using
Proposition 5.1. The method can be written in the following form:
Algorithm 2 L-RCM Algorithm.
1: L = sparse(diag(sum(A))−A);
2: rcm = symrcm(L);
3: Lp = L(rcm, rcm);
4: s = sum(tril(Lp), 2);
5: cut = find(s == 0);
In the first line we construct the Laplacian matrix from the adjacency matrix. In
the experiments we have used sparse matrices. The number of nonzero entries of A
is nnz := 2m, with m being the number of edges. Since A is symmetric it suffices
only to handle m entries. In sparse matrices, m is much less than n2. The operation
sum(A) performs sums in n columns with an average of 2m/n entries per column,
which totals 2m operations, therefore we need O(2m). Note that sum(A) is a vector
of n entries, while diag(sum(A)) is a diagonal matrix of order n. In order to compute
diag(sum(A)) − A, note that the entries are of the form dij − aij . When i = j we
have n operations of the form dii − 0, and when i 6= j we have 2m operations of
the form 0 − aij . Thus the construction of diag(sum(A)) − A has a cost of order
O(n+2m). To sum up, the construction of L in the first line has a cost of O(n+4m).
The second line of the algorithm computes the RCM vector, that is, the ordering
given by the RCM algorithm as computed by MATLAB. We have noted, in Section 3,
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that MATLAB follows a procedure given in [11]. Therefore, as we have noted in
Introduction, we can assume a time complexity of O(qmaxm), where qmax is the
maximum degree of any node.
The third line computes the Laplacian matrix of the graph ordered by the RCM
method. This matrix is what we have called Lˆ in previous sections. Obviously, it
would have a very high cost to compute Lˆ as the explicit matrix product PLPT, with
P the permutation matrix derived from the RCM. According to Matlab 2012 the cost
of reordering a matrix, as in line 3, is proportional to nnz of that matrix. Therefore
let us denote by O(γ nnz(Lˆ)) the cost of computing Lp, with γ some parameter that
depends on the implementation in MATLAB. Since nnz(Lˆ) = nnz(A)+n = 2m+n
we have that the cost of the third line of the algorithm is of the order O(γ(2m+n)).
In line 4 the algorithm computes the sums si(Lˆ) defined in equation (5.1). To
compute these sums in MATLAB we take the lower triangular part of Lˆ and sum
each row. Here we have m entries of A to sum plus the diagonal of L that counts n
entries. Therefore this operation has a cost of O(m+ n).
Finally, in line 5 we find the indices of the sums that verify si(Lˆ) = 0. Let
us assume that this operation costs O(n). The indices of these sums, the entries
of the vector cut, give the location of the roots of the components, according to
Proposition 5.1, i.e., vector cut gives the indices where there exists a gap in the blocks.
Therefore the total cost of the algorithm is of the order O([qmax + 2γ + 5]m +
(3 + γ)n).
The outputs of the method are the permutation vector rcm that defines the new
ordering and the cut vector that identifies the blocks over the order defined by rcm.
In the following example we show how the method works. In [25] we show some
applications of this method to some real graphs.
Remark 6.1. Since Lp is a symmetric matrix, line 4 of Algorithm 2 may be
replaced by s = sum(triu(Lp)), which evaluates the column sums of the upper
triangular part of Lp.
Example 6.1. Let us consider the graph shown in Figure 3.
4 1
2 5 13 6 3
11 8 7 10
129
Figure 3. Graph with n = 13 and four connected components.
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Matrix L is given by
L =


1 0 0 −1 0 0 0 0 0 0 0 0 0
0 1 0 0 −1 0 0 0 0 0 0 0 0
0 0 1 0 0 −1 0 0 0 0 0 0 0
−1 0 0 1 0 0 0 0 0 0 0 0 0
0 −1 0 0 2 0 0 0 0 0 0 0 −1
0 0 −1 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 3 −1 −1 −1 0 0 0
0 0 0 0 0 0 −1 2 0 0 −1 0 0
0 0 0 0 0 0 −1 0 2 0 0 −1 0
0 0 0 0 0 0 −1 0 0 2 0 −1 0
0 0 0 0 0 0 0 −1 0 0 1 0 0
0 0 0 0 0 0 0 0 −1 −1 0 2 0
0 0 0 0 −1 0 0 0 0 0 0 0 1


and the vector rcm is
rcm = [4, 1, 13, 5, 2, 6, 3, 11, 8, 7, 10, 9, 12].
Matrix Lˆ is given by
Lˆ =


1 −1 0 0 0 0 0 0 0 0 0 0 0
−1 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 −1 0 0 0 0 0 0 0 0 0
0 0 −1 2 −1 0 0 0 0 0 0 0 0
0 0 0 −1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 −1 0 0 0 0 0 0
0 0 0 0 0 −1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 −1 0 0 0 0
0 0 0 0 0 0 0 −1 2 −1 0 0 0
0 0 0 0 0 0 0 0 −1 3 −1 −1 0
0 0 0 0 0 0 0 0 0 −1 2 0 −1
0 0 0 0 0 0 0 0 0 −1 0 2 −1
0 0 0 0 0 0 0 0 0 0 −1 −1 2


and the vector cut is cut = [2, 5, 7, 13]T. From the vectors rcm and cut we
have the components (with the original labelling): {4, 1}, {13, 5, 2}, {6, 3} and
617
{11, 8, 7, 10, 9, 12}. In Figure 4 we show the graph with the ordering given by the
vector rcm.
1 2
5 4 3 6 7
8 9 10 11
1312
Figure 4. Graph with n = 13, ordered by RCM.
7. Conclusions
In this paper we have reviewed some works related to the Laplacian matrix that
represents a graph and with the RCM algorithm. Our main contributions are some
theoretical results concerning a Laplacian matrix that was reordered by the RCM
algorithm. We illustrate the results with some examples. The reordering of the
Laplacian matrix induced by the RCM algorithm reveals the number of the connected
components in the graph. We have shown how some eigenvector properties of the
Laplacian matrix inspire the use of certain row sums. One of the presented theoretical
results serves as a basis for a 5-lines MATLAB code to detect connected components.
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