Abstract-The problem of multiple-input-multiple-output (MIMO) feasiblity refers to whether it is possible to support specified numbers of streams allocated to the links of an MIMO network while canceling all interference. In unilateral interference cancellation, nodes account only for interfering links that they have been assigned to cancel and ignore other interfering links. We present several different formulations of the unilateral MIMO feasibility problem and use these formulations to analyze the problem's complexity and develop heuristic feasibility algorithms. We first prove that the general unilateral feasibility problem is NP-complete. We then identify several special cases where the problem is solvable in polynomial time. These include when only receiver-side interference cancellation is performed, when all nodes have two antenna elements, and when the maximum degree of the network's interference graph is two. Finally, we present several heuristic feasibility algorithms derived from different problem formulations and evaluate their accuracies on randomly generated MIMO networks.
I. INTRODUCTION
M ULTIPLE-INPUT-MULTIPLE-OUTPUT, or MIMO, technology has been one of the most significant advances in wireless communications in recent years. MIMO technology makes use of antenna arrays, containing multiple antenna elements, at both ends of a communication link. On a single MIMO link, diversity and array gains can be exploited in order to significantly increase the link's capacity. When multiple MIMO links are used concurrently on the same wireless channel, there is also the possibility to cancel interference between links. Interference cancellation provides increased performance benefits on top of diversity and multiplexing gains. For example, in [30] , it was shown that, with interference cancellation, the number of concurrent streams that can be supported when every link interferes with every other link is twice the number that can be supported without interference cancellation.
The problem of how to optimally allocate MIMO resources across an arbitrary network configuration is extremely challenging. While interference cancellation improves spatial reuse, it also reduces the resources available to maximize the data rate of each individual link through spatial multiplexing and diversity exploitation. Thus, when approaching the MIMO resource allocation problem at the network level, there is a fundamental tradeoff between boosting individual link performance and reducing interference. This tradeoff is called the diversity-multiplexing-interference cancellation tradeoff, and achieving optimal performance within this tradeoff space is one of the key open problems in the field [10] .
At the core of network-level MIMO resource allocation is the feasibility problem. Informally, the feasibility problem is defined as follows (see Section IV for a formal definition): "given a specific interference network, the available MIMO resources (antenna array sizes), and a stream allocation vector (an allocation of streams to network links), can the links in the network spatially multiplex the allocated streams while canceling interference between every pair of interfering links?". Given a stream allocation vector for a set of interfering links, calculating a high-performing set of MIMO beamforming and combining weights is typically done with iterative numerical algorithms that are computationally intensive [8] , [21] , [36] . If feasibility can be determined before calculating weights, one can avoid running the computation-intensive calculation unnecessarily on infeasible vectors. This approach was used successfully in [8] to substantially reduce the overall time necessary to optimize MIMO networks with up to 10 links. Feasibility testing can also be useful in MIMO stream-controlled MAC layers [32] to ensure that poor stream choices are not made and in joint scheduling and stream assignment algorithms [37] to validate scheduling assignments.
Feasibility has been considered previously as an algebraic problem [11] , [26] , [38] . The algebraic specification of feasibility permits solutions that make use of bilateral interference cancellation, in which both the transmitter of an interfering link and the receiver of an interfered-with link consider the interference when choosing their beamforming or combining weights. Most MIMO networking research has, instead, assumed that cancellation of interference from one link to another is specifically assigned to either the receiver of the interfered-with link or the transmitter of the interfering link, but not both.
This approach has been referred to as unilateral interference cancellation [8] .
Herein, we consider the problem of feasibility restricted to unilateral interference cancellation solutions. We thoroughly investigate, for the first time, the computational complexity of this unilateral feasibility problem. We begin by specifying the problem in matrix form. We then show that the matrix formulation can be recast as a Boolean satisfiability problem with a specific structure. We also present a graph formulation of the problem for a special case. We first prove that the unilateral feasibility problem is NP-complete. We then proceed to show that the problem can be solved in polynomial time for several special cases, including: 1) when interference cancellation is performed only at receivers but not transmitters (or vice versa); 2) when each link interferes with and is interfered by at most two other links; and 3) when the antenna array size is two on every node. Finally, we present several polynomial-time feasibility heuristics that arise from our different problem formulations, and we evaluate their performances on randomly generated MIMO networks.
II. RELATED WORK
The general feasibility problem in MIMO networks has been shown to be equivalent to finding whether a system of multivariate polynomial (nonlinear) equations is solvable [11] , [26] , [38] . To be specific, if the set of links is and the number of streams allocated to an arbitrary link is denoted by , then the stream allocation is feasible if and only if the following conditions can be simultaneously satisfied for every receiver : (1) and In these conditions, represents the combining weights at receiver , represents the beamforming, or precoding, weights at transmitter , and represents the channel coefficients matrix between transmitter and receiver . The first of these conditions states that all interference on receiver is in the subspace orthogonal to (meaning all interference is canceled at receiver ), and the second condition ensures that the resulting system matrix on link has sufficient rank to multiplex streams. Finding an exact or approximate solution to these conditions has been the subject of extensive research [11] , [14] , [16] , [18] , [19] , [24] , [25] , [27] , [28] . Practical solutions often minimize (rather than completely eliminate) interference in order to try to maximize the sum data rate across all links. The problem of determining when these conditions are simultaneously satisfiable (the general feasibility problem) has been solved only for the case where every link carries one stream (the single-beam case) [22] , [38] and for specific small networks, e.g., networks with three links [5] .
The general feasibility problem allows bilateral interference cancellation. In this paper, we restrict solutions to unilateral interference cancellation. In this case, each transmitter or receiver has a local system of equations to solve. In one node's local system of equations, links for which the node has not been assigned to perform interference cancellation are ignored. A related topic is interference alignment [5] , [11] , [25] in which multiple transmitters align their interfering signals at a particular receiver so that the receiver can be made orthogonal to all interfering signals. In fact, any solution to (1) , by definition, ends up with interference being aligned. Thus, we do not consider interference alignment as a separate technique, but rather as an end goal that can be arrived at via different techniques (unilateral versus bilateral cancellation, for example).
With unilateral interference cancellation, each local system of equations is linear, assuming that the weights at the other side are fixed. As long as the number of streams multiplexed on a node's link plus the number of streams on interfering links that the node is assigned to cancel does not exceed the antenna array size of the node, and assuming a rich scattering environment, this local system of equations is solvable at every node [12] . In fact, in general, there are many solutions to each of these local systems.
Since the local systems solved with unilateral cancellation are dependent, a relevant question is whether compatible local solutions exist that simultaneously solve each of these systems. One approach to this, called order-based interference cancellation (OBIC) has been studied in [17] and [29] . In order-based interference cancellation, nodes are assigned an order for local solution, and each node must cancel interference with all nodes that precede it in the order. In this way, the weights of the preceding nodes are fixed and known at the time of local solution, and each node's local solution is forced to work with prior ones. The OBIC approach restricts the feasible stream allocation space somewhat because it does not permit cycles of interference cancellation assignments. However, it guarantees that local solutions can be pieced together to form a valid global solution, and it is extremely fast because it is a one-step (noniterative) approach. In [8] , it was shown that, using iterative solution techniques, piecing local solutions into a global solution can be done successfully even when cycles exist in the interference cancellation assignments. Therefore, we consider a unilateral interference cancellation assignment to be feasible whenever the local systems of equations are all solvable. This is, in fact, an implicit assumption that has been commonly made in work on MIMO by the networking community, e.g., [4] , [12] , [23] , [30] , [31] , and [35] all use the unilateral interference cancellation model considered herein.
To our knowledge, the only existing works on computational complexity of the feasibility problem are [26] and [31] . In [26] , the authors prove two complexity results for the general feasibility problem. First, they show that finding the maximum number of degrees of freedom (streams) in an arbitrary network is NP-complete. Second, they prove the stronger result that the simpler problem of determining whether a given stream allocation is achievable via linear schemes is NP-complete. It is interesting to observe that, while the first technical result of [26] can be readily applied to the unilateral interference cancellation model considered herein, 1 the second result of [26] cannot be extended to unilateral interference cancellation. A major technical contribution of this paper is proving that the feasibility problem remains NP-complete also in the unilateral interference cancellation model, which is a strictly simpler model than the linear scheme model considered in [26] . We remark that the extension to the results of [26] presented in this paper is nontrivial, as it is based on a completely different construction.
Also for the same problem, [26] proves that feasibility is solvable in polynomial time when every node has two antenna elements. We proved this same result under the unilateral interference cancellation model in [31] . In this paper, we significantly extend our preliminary work in [31] by adding the following:
• several new formulations of the unilateral MIMO feasibility problem, including formal specification as a Boolean satisfiability problem and specification as a graph problem; • proof of NP-completeness for unilateral MIMO feasibility; • proof that unilateral MIMO feasibility is solvable in polynomial time when the maximum degree of the conflict graph is two (based on the Boolean assignment formulation); • a new unilateral feasibility heuristic for the case where every node has at most three antenna elements (based on the graph formulation). Other works on MIMO networks have considered different problems, e.g., MAC protocols and/or scheduling [1] , [6] , [32] , [34] , [39] , throughput optimization [3] , [9] , [12] , [30] , [35] , [37] , and routing [13] , [33] . While these works did not explicitly consider the problem of feasibility, most assume there exists a way to evaluate whether a given stream allocation is feasible.
III. BACKGROUND

A. Interference Cancellation With MIMO
The availability of channel-state information at both transmitters and receivers allows both types of nodes to participate in interference cancellation. For a given transmitter interfering with a given receiver, the cancellation is done by setting the transmitter's beamforming weights and/or the receiver's combining weights in such a way as to make the interfering signal orthogonal to the receiving array [2] . In the communications literature, it is usually assumed that the interfering transmitter and interfered-with receiver both account for the interference while calculating their weights [11] , [14] , [24] , [28] . However, in the networking literature, it is more commonly assumed that interference cancellation is assigned to either the transmitter or the receiver, but not both [3] , [4] , [17] , [23] , [29] - [31] , [35] . In [8] , Cortés-Peña et al. compared these two approaches, referring to the former as bilateral interference cancellation and the latter as unilateral interference cancellation. In this paper, we assume unilateral interference cancellation. As we will show in Section IV, one of the advantages of unilateral cancellation is that feasibility can be viewed as a combinatorial problem, in contrast with the classical algebraic formulation [38] .
The capability of a node to cancel interference is determined by the number of antenna elements it possesses and how many streams are multiplexed on an interfering node's communication link. Let the number of streams spatially multiplexed on any link be denoted by . A transmitter (or receiver) node with antenna elements can spatially multiplex streams on its link and cancel interference at the receivers (or from the transmitters) of a set of links denoted by if and only if (2) Here, we assume a rich scattering environment, where the full capabilities of the MIMO antenna array can be exploited.
Equation (2) shows that there is a tradeoff between the number of streams a node can multiplex on its own link versus the number of interfering streams it can cancel, which is determined by the size of the node's antenna array. Thus, the antenna elements are degrees of freedom that the node can use either for spatial multiplexing or interference cancellation. In the networking literature, this model is sometimes referred to as the Degrees of Freedom (DOF) Model [3] , [12] , [29] , [31] . In the communications literature, however, "degrees of freedom" is typically used to mean the total number of streams that can be simultaneously transmitted across the entire network [5] , [15] . So as not to produce confusion between these concepts, we try to avoid referring to (2) as the DOF Model. When unavoidable, we use the term "antenna DOFs" to refer to the degrees of freedom associated with an individual node in order to distinguish the term from the total DOFs of the network.
B. Feasibility Examples
To discuss some concrete examples, we will adopt notation similar to that from [38] : an network is one where every transmitter has antenna elements, every receiver has antenna elements, there are links, and every link carries streams. Three link networks have been well studied. Two examples are a network with three links, four antenna elements per node, and two streams per link, and a network with three links, two antenna elements per node, and one stream per link, which were shown to be feasible in [5] using a cooperating transmitter solution. Both networks are also feasible with unilateral interference cancellation. Due to the symmetry of these networks, each transmitter can cancel its interference on exactly one receiver, and each receiver can cancel interference from exactly one transmitter. Thus, an interference cancellation assignment where link 1 cancels all interference with link 2, 2 link 2 cancels all interference with link 3, and link 3 cancels all interference with link 1 satisfies inequality (2) at every node and cancels all interference, for both of these networks. Using numerical solution techniques, networks were also empirically shown to be feasible with both unilateral and bilateral interference cancellation in [8] .
Another example is a network with one stream per link, four links, two antenna elements per transmitter, and three antenna elements per receiver. This network is shown to be feasible in [38] using algebraic techniques. It is unilaterally feasible in our model because if links are arranged in a circle, each transmitter can cancel interference to the next receiver and each receiver can cancel interference from the next two transmitters and all interference is canceled.
It should also be mentioned that all of the above examples [ , , and ] are not feasible according to the stricter unilateral criterion of [29] .
For a final example, consider networks. Algebraic techniques in [38] and numerical solution in [11] suggest these networks are feasible. However, there is no feasible unilateral interference cancellation assignment for these networks. To see this, note that each node has only enough antenna elements to cancel interference from/to one other node, but not enough for two nodes. Thus, the total number of cancellations that can occur is eight. However, a total of 12 cancellations is necessary to eliminate all interference (four receivers, each of which is interfered by three transmitters).
C. Network Model
Our results apply to MIMO networks with nonuniform antenna array sizes. In particular, we consider an MIMO network with a set of links 3 given by , where vectors and are used to denote the number of antenna elements available at the transmitters and receivers of the links. For our study, we assume there is an interference threshold, below which interference can safely be ignored. Thus, if the received power of an interfering signal is below the interference threshold, we do not consider it. Interference relationships between links can, therefore, be described by a directed conflict graph , where is the set of links in the network and if and only if the transmission on link interferes with the receiver of link (the received power of 's signal at is above the interference threshold). With a slight abuse of notation, we denote both the conflict graph and its adjacency matrix representation by . Therefore, if , and otherwise. We set the diagonal elements of the adjacency matrix to 1. Furthermore, we assume that each node is equipped with only a single radio. Therefore, a basic constraint on concurrency of transmissions is that each node can participate in one transmission at a time, either as transmitter or as receiver. A set of links is said to be primary-interference-free if and only if it satisfies that condition, i.e., that every node in the network appears as an endpoint of at most one link in the set.
IV. UNILATERAL FEASIBILITY PROBLEM DEFINITION
A. Matrix Formulation
Consider a multihop MIMO network defined as in Section III. Let the network's link set be denoted by , its conflict graph by , and let be an stream allocation vector containing the number of data streams multiplexed by each link, where . For the stream allocation vector to be feasible over , interference between every pair of links must be canceled. However, in canceling interference with unilateral interference cancellation, each node is limited by the number of antenna elements it possesses. For a transmitter , this constraint can be expressed in the following way: (3) where is a Boolean variable such that if the transmitter of link cancels the generated interference at the receiver of link , and otherwise. If we let , and if , (3), across all transmitters, can be written as (4) where is a Boolean matrix containing the values. Similarly, for a receiver , we can write (5) where is a Boolean variable such that if the receiver of link cancels the transmission on link , and otherwise. As above, we let , and if . Equation(5) can then be combined across all receivers as (6) where is the Boolean matrix of values. Without loss of generality, we assume interference cancellation is coordinated such that, for any link interfering with another link , either the transmitter of nulls its signal at the receiver of , or the receiver of cancels the signal from the transmitter of , but not both. Having both transmitter and receiver cancel the same interference uses unnecessary resources, and any solution to the defined problem having such a property can be directly transformed into a solution where only one side cancels the interference by just setting one of the two variables, or , to zero. With this assumption, matrices and are related such that any choice of completely determines , and vice versa, according to the following equation: (7) where is the identity matrix.
The matrix formulation of the unilateral feasibility problem is formally defined as follows.
Input: A set of primary-interference-free links, a stream allocation vector for , antenna element vectors and , and a conflict graph .
Output: True if and are feasible, and False otherwise. and are defined to be feasible if is free of primary interference and there exist matrices and such that:
; where is the identity matrix.
The matrix pair is called an interference cancellation (IC) assignment for the link set . The stream vector is said to be feasible over if there exists at least one valid IC assignment that satisfies Conditions 1-3 above. We then say that supports the stream vector over , i.e., all interference between the links in can be removed by using the available MIMO resources. Finally, the feasible space of the network can be obtained by identifying the set of all feasible stream allocation vectors.
B. Accuracy of Feasibility Definition
In this section, we prove that the conditions specified in our unilateral feasibility problem definition are necessary and locally sufficient for the calculation of beamforming and combining weights that support the given stream allocation vector. By local sufficiency, we mean that, for each node, if the beamforming or combining weights of every other node are fixed, then there is a solution to the weights of the local node that cancels all interference to/from nodes it is assigned and can support the allocated number of streams on its link. We show local sufficiency for an arbitrary receiver under the given assumptions. The analysis for an arbitrary transmitter is essentially identical. Consider an arbitrary receiver with streams allocated on 's link. Without loss of generality, let the transmitters that is assigned to cancel interference from in be , where , because Condition 2 is satisfied. Let the beamforming weights of be , and let the interference channel for be defined as
The interference channel contains the combined interference from all transmitters that is assigned to cancel. The local problem is now to calculate combining weights such that (8) and (9) Now, is of size , and is of size . Thus, the right-hand side of (8) is a matrix of all 0's of size . From the preceding dimensionalities, (8) is a system of equations with unknowns. This system has more unknowns than equations because . Thus, in a rich scattering environment, where is full-rank, there are multiple solutions to (8) . The difference between the number of equations and unknowns is, in fact, , which means that (9) is also satisfied.
Some discussion of Theorem 1 is warranted. This is not an exact characterization of unilateral feasibility because there might be some cases where local sufficiency at every node does not yield an overall solution. In fact, an exact characterization is not possible since there are always choices of channel matrices that prevent solution even where MIMO resources are sufficient everywhere for interference cancellation. This is true even when working with the direct algebraic system of (1) as pointed out in [38] . Nevertheless, it is still important to understand the complexity of applying this characterization to real systems since it has been shown to have good agreement with solutions generated by numerical techniques, as pointed out in Section III-B, and it has been widely adopted in the MIMO networking community [4] , [12] , [23] , [30] , [31] , [35] . Furthermore, if feasibility algorithms are used to prune the search space of possible stream allocation vectors for maximizing throughput, as was done in [8] , if one or two infeasible vectors are evaluated due to an unlucky combination of channels, they will be rejected for low throughput and result in only a slight increase in execution time. In this situation, it is preferable to consider too many possibilities than to have a conservative model, which rejects some feasible vectors that might result in very high throughput.
C. Unilateral Feasibility as a Boolean Satisfiability Problem
The matrix formulation of unilateral feasibility suggests that it is related to Boolean satisfiability. The and matrices contain sets of Boolean variables that must satisfy certain constraints (Conditions 1-3 in the matrix formulation). We call Condition 3 the interference constraint because it says that interference between every pair of interfering links must be canceled. We call Conditions 1 and 2 the antenna element constraints because they limit the number of streams that can be multiplexed and canceled by a given node based on the number of antenna elements of the node.
In a Boolean satisfiability problem, values must be found for a set of Boolean variables, which simultaneously satisfy a set of disjunctive clauses. Thus, to formulate feasibility as a satisfiability problem, Conditions 1-3 must be rewritten as sets of disjunctive clauses. Condition 3, the interference constraint, is relatively straightforward. It says that for every edge in the conflict graph, meaning for every link that interferes with any other link (10) This simply states that either the transmitter of or the receiver of must cancel the interference from to . This constraint leaves open the possibility that both and are set to true. However, we reiterate that if there is a feasible solution with both these variables set to true, then there is also a feasible solution with only one of them set to true. Taking (10) over all edges of the conflict graph yields a set of disjunctive clauses that together are equivalent to Condition 3 of the matrix formulation.
The antenna element constraints are not as straightforward. The exact set of clauses corresponding to one of these constraints, given by (3) or (5), depends on the conflict graph and the stream allocation vector. Consider a simple example for one transmitter, depicted in Fig. 1 . In this figure, causes interference only on , , , and , but no other receivers. Assume that all links in the figure are allocated one stream in the stream allocation vector and that has three antenna elements. Then, (3) simplifies to This equation states that at least two of the variables must be false (zero). Leaving off the superscript for simplicity, we can rewrite this equation as a Boolean expression in the following way:
Applying DeMorgan's Theorem to this and simplifying yields the following set of disjunctive clauses that are equivalent to this expression:
The first clause dictates that at least one of the variables must be false. Setting one of the variables to false makes three of the remaining clauses true. This leaves the fourth clause to be satisfied, which requires one of the remaining variables to be false. Thus, these clauses together ensure that at least two of the variables are set to false (zero). Generalizing this example can generate a set of disjunctive clauses for every transmitter and every receiver in the network.
For an arbitrary transmitter , the procedure is given by Procedure FindAntennaConstraintClauses as follows.
Procedure FindAntennaConstraintClauses
1) enumerate the minimal combinations of interfered-with receivers, such that setting those variables to zero will allow to cancel its interference on the remaining receivers while staying within the antenna element constraints (this depends on , , and the 's of the receivers), 2) use DeMorgan's Theorem to convert the sum of products expression from
Step 1 into a product of sums expression, 3) each "sum" term from Step 2 represents one disjunctive clause in the Boolean satisfiability problem to be solved.
The procedure for a receiver is completely symmetric to this. The Boolean satisfiability formulation of the unilateral feasibility problem is formally defined as follows. and all clauses generated according to Procedure FindAntennaConstraintClauses for each and that occur in .
Input
One question to be answered is how many disjunctive clauses can be produced by Procedure FindAntennaConstraintClauses for an arbitrary node in the worst case? The number of variables to be considered is determined by the degree of the node in the conflict graph. For conflict graphs with high degree, say on the order of , the number of clauses generated could be exponential in . However, for conflict graphs with lower degree, the number is smaller. In particular, if the conflict graph maximum degree is bounded by a constant, the number of clauses per node is a constant and, if the conflict graph maximum degree is , the number of clauses per node is linear in , so that the total number of clauses generated is polynomial.
D. Restricted Unilateral Feasibility as a Graph Problem
If we add additional restrictions to the unilateral feasibility problem, it becomes possible to formulate it as a simple graph problem. For this formulation only, we assume that no spatial multiplexing is performed, i.e., that every link is either inactive or carries exactly one stream. We also assume that the conflict graph is symmetric, i.e., if link 's transmission causes interference on the receiver of link , then the transmission of also causes interference on the receiver of . Next, we assume that every node has the same number of antenna elements, which we denote by . Finally, we assume that interference between two links that have an edge between them in the conflict graph is completely handled by one link or the other. By this, we mean that if handles the interference, then the transmitter of nulls its signal on the receiver of and the receiver of cancels interference coming from the transmitter of . Instead, if handles the interference, then the transmitter of and the receiver of are the two nodes assigned to do the interference cancellation.
With this restricted version of the problem, we can consider an IC assignment as an orientation of the conflict graph. In the example where and have an edge in the conflict graph and is assigned to cancel the interference between the two links, then the edge in the conflict graph is directed from to . If is assigned to cancel the interference, then the opposite orientation is given to the conflict graph edge. In this manner, the problem of whether a stream vector of all 1's is feasible is equivalent to asking whether there is an orientation of the conflict graph such that every edge is given a direction and no vertex in the conflict graph has more than outgoing edges. The graph formulation of the restricted unilateral feasibility problem is formally defined as follows.
Input: A set of primary-interference-free active links, a stream allocation vector for , an antenna array size , and an undirected conflict graph .
Output: True if and are feasible, and False otherwise. and are defined to be feasible if there is an orientation of , call it , in which each edge of is assigned a direction and , where is the out-degree of in .
An example of an orientation showing feasibility of the all-1's stream allocation vector for a network with five active links where every node has three antenna elements is given in Fig. 2 .
In this example, and do not interfere and and do not interfere, but all other pairs of links interfere. Note that no vertex in the graph has more than two outgoing edges in the given orientation, meaning that every node satisfies its antenna element constraint.
The general unilateral feasibility problem can also be considered as a type of graph problem, although it is not as simply and naturally specified as when the restrictions imposed in this subsection are added. As long as the conflict graph is symmetric and all work in canceling interference between a pair of links is done completely by one link, we can still view an interference cancellation assignment as an orientation of the conflict graph. We can weight the directed edges by the number of streams that must be canceled, and we can weight each vertex by the number of streams multiplexed on the corresponding link. The antenna element constraints then dictate that the weight of a vertex plus the sum of the weights of all of its outgoing edges does not exceed the number of antenna elements on the transmitter and receiver of the link. If the conflict graph is asymmetric, then it is represented as a directed graph. We can still use a graph model in this situation, but instead of orienting edges, we must think of marking them in some other way to indicate which link is responsible for canceling interference. If we do not assume that all of the work is done by only one of the links in an interfering pair, then the conflict graph model is not sufficient.
In the remainder of the paper, we will only use the graph model when considering the restricted problem as outlined in this section.
V. COMPLEXITY OF UNILATERAL FEASIBILITY
In this section, we evaluate the complexity of checking the unilateral feasibility of a stream allocation vector in an MIMO network. Section V-A contains the NP-completeness result, while Sections V-B-V-D present special cases solvable in polynomial time, along with their analyses.
A. General Case
Theorem 2 states that the general unilateral feasibility problem is NP-complete. The proof of this result can be found in the Appendixes, which are available online.
Theorem 2: Evaluating feasibility of a stream allocation vector and a link set over an arbitrary MIMO network is NP-complete.
B. Receiver-Side Cancellation
When CSI is available only at the receivers and not at the transmitters, then only receiver-side interference cancellation can be done. Theorem 3 states that, in this special case, the feasibility problem has polynomial-time complexity.
Theorem 3: Evaluating feasibility of a stream allocation vector and a link set over an MIMO network with receiver-side-cancellation-only can be done in polynomial time.
The proof of Theorem 3 can be found in [31] and is not repeated here. The essence of it is that only having interference cancellation on one side removes the choice of how to handle a given interference relationship. Thus, one can simply assign all interference cancellation to receivers and then check whether the antenna element constraints are satisfied at every node. Since this check can easily be done in polynomial time, the result follows. In a similar fashion, it can be shown that checking feasibility for the transmitter-side-cancellation-only case also has polynomial-time complexity.
C. Conflict Graph Maximum In-Degree and Out-Degree of Two
In this section, we consider the special case where no link interferes with, or is interfered by, more than two other links. This results in a conflict graph with maximum in-degree and maximum out-degree of two. We use the Boolean satisfiability problem formulation in analyzing this special case.
Theorem 4: If the conflict graph has maximum in-degree and maximum out-degree of two, then all clauses in the Boolean satisfiability problem formulation of unilateral feasibility have at most two literals.
Proof: It is direct to see from the Boolean satisfiability formulation that the clauses resulting from the interference constraint all contain two literals. It therefore remains to show that the clauses resulting from the antenna element constraints contain at most two literals.
Consider an arbitrary transmitter . Since the out-degree of is at most two, interferes with receivers on at most two other links. In the worst case, assume that interferes with two receivers and . The choices that exist for the variables and depend on and the numbers of streams carried by , , and , which are fixed by the given stream allocation vector . There are four cases to consider. Case 1) has enough antenna elements to cancel its interference at both and simultaneously In this case, any combination of values for and is possible, and no clauses are generated for the antenna element constraints. Case 2) cannot cancel interference at one of the two receivers, regardless of what it does with the other receiver. Without loss of generality, assume that cannot cancel interference at , regardless of the value of . Thus, is greater than , so simply does not have enough antenna elements to multiplex streams and simultaneously cancel interference at . This adds the clause with one literal, which simply says that must be zero (false), independent of . (Similarly, if cannot cancel interference at , regardless of , the clause is added.) Case 3) cannot cancel interference at either receiver This is actually Case 2, happening simultaneously at both and . Here, we simply have two clauses with one literal each, and . Case 4) can cancel interference at either of the two receivers individually, but not at both simultaneously In this case, the values of and that satisfy the antenna element constraints are given by the following sum of products expression:
In other words, the only invalid combination is when both and are true. Using the procedure outlined in Section IV-C, this is converted to the following product of sums expression:
Thus, one clause with two literals is added in this case. In each of the above cases, the number of literals appearing in the clauses added by the antenna element constraint at each transmitter is at most two. The exact same argument can be used to show that the maximum number of literals in a clause added by the antenna element constraint at each receiver is at most two. Therefore, every clause in the satisfiability problem formulation has at most two literals.
Corollary 1: Evaluating feasibility of a stream allocation vector and a link set over an MIMO network, where the conflict graph has maximum out-degree and maximum in-degree of two, can be done in polynomial time.
From Theorem 4, feasibility with a conflict graph maximum degree of two is an instance of the 2SAT problem. Furthermore, as discussed in Section IV-C, the total number of clauses in the satisfiability problem is polynomial when the graph degree is bounded by a constant. Since 2SAT can be solved in polynomial time when the number of clauses is polynomial [7] , the corollary follows.
D. Antenna Array Size
Another interesting special case is when every node in the network has antenna elements. For this case, we also assume that the conflict graph is symmetric and that all interference cancellation between two interfering links is handled entirely by one of the two links. Checking the unilateral feasibility of such an MIMO network can be done in polynomial time, even when transmitters and receivers are both capable of performing IC and independent of the maximum degree of the conflict graph. This result is stated in Theorem 2. The proof of this theorem uses the graph formulation of the unilateral feasibility problem.
Theorem 5: Evaluating feasibility of a stream allocation vector and a link set over an MIMO network, where every node has antenna elements and the conflict graph is symmetric, can be done in polynomial time.
Proof: The proof is constructive, i.e., we describe a polynomial time algorithm that, given inputs and , returns True if and only if stream allocation vector is feasible for link set , and returns False otherwise. The algorithm first checks whether is primary-interference-free (as in the proof of Theorem 3). If is not primary-interference-free, the algorithm returns False; otherwise it continues.
Let the conflict graph of the network be . We first eliminate links with zero or two streams. Inactive links (with zero streams) do not impact the problem and can be omitted from and . Let , i.e., is the set of links that carry two streams. The algorithm checks whether any link in interferes with any other active link. If such a link is found in , the algorithm returns False. If, instead, all links in are isolated vertices in , the algorithm drops all links in from . Note that if the algorithm has not returned False at this point, we are left with an instance of the graph problem formulation given in Section IV-D. This is because all links that remain at this point carry exactly one stream and all other assumptions match those presented in Section IV-D.
Denote the remaining links, all carrying one stream, by . Denote by the subgraph of induced by node set , i.e., the conflict graph made up of only the links carrying one stream. Let be the connected components of graph . The algorithm checks whether for each , inequality is satisfied; if the inequality is not satisfied for any of the , the algorithm returns False, otherwise it returns True and terminates.
Clearly the above algorithm has polynomial-time complexity. We now prove that when the algorithm returns False on input and , the stream allocation vector is infeasible for . To prove this, we observe that the algorithm returns False if and only if one of the following conditions holds. i) Set is not primary-interference-free. ii) contains at least one link, which is not an isolated vertex in ; denote such a link by , and suppose it is adjacent to link in the conflict graph. Since carries two streams and every node has only two antenna elements, and cannot perform any interference cancellation. Link carries at least one stream, and and therefore cannot cancel interference with without violating their antenna element constraints (since for every node). Hence, condition (3) for feasibility cannot be satisfied for links unless conditions (1) and (2) are violated. This implies that stream assignment is not feasible for link set .
iii) There exists a connected component of graph such that . A simple counting argument can be used to prove that is not feasible for : For each link , one antenna DOF is available both at the transmitter and at the receiver side. Thus, antenna DOFs in total are available to cancel interference within . On the other hand, canceling interference between any two adjacent links in the conflict graph requires using two antenna DOFs: one for canceling interference generated by on , and one for canceling interference generated by on . Thus, antenna DOFs in total are needed to cancel all interference between the links in . Hence, implies that not enough MIMO resources are available within to completely cancel interference, which proves that stream allocation vector is infeasible for . The next step is to prove that whenever none of conditions i)-iii) holds on given input , then stream allocation vector is feasible for , which implies correctness of our feasibility evaluation algorithm, which returns True in this situation. We prove this by showing a construction (IC assignment) that makes feasible for when none of the conditions i)-iii) is satisfied. This construction uses the graph model of the feasibility problem and orients edges of the conflict graph, as discussed in Section IV-D.
If condition iii) is not satisfied, then for each connected component of . Observe that IC assignments for the can be built independently since links in different connected components do not interfere with each other. Hence, it suffices to show the construction for a single , making the overall construction the result of the composition of IC assignments for the individual connected components. Given that is connected and , the topology of can take only one of the four following forms: a) a single vertex; b) a tree; c) a simple cycle; d) a connected graph containing a single simple cycle.
If is of type a), no interference cancellation is required. If is a tree [type b)], perform the following procedure. 1) Designate some vertex in to be the root.
2) For every edge
, where is deeper in the tree, i.e., is the parent and is the child, direct the edge from to . Since every vertex in a tree (except the root) has a single parent, each nonroot node in is assigned one outgoing edge. Since every edge is given a direction in this procedure (all interference is covered) and every node has at most outgoing edges, the stream allocation is feasible within . Now consider case . Here, it is sufficient to give either clockwise or counterclockwise orientation to all edges in . Again, every edge is oriented and no node has more than one outgoing edge. Therefore, this construction makes feasible (when restricted to ). Finally, consider case d). In this case, there is a single cycle with one or more tree components hanging off of the cycle. At each cycle node where a tree component hangs off, the node has degree greater than 2 in (two cycle edges and one or more edges into the tree component). We start by designating every vertex in that is contained in the simple cycle and has degree higher than 3 as the root of the tree component to which it belongs. Edges are then oriented by combining the construction for case b) within the trees, with the construction for case c) along the single simple cycle contained in . It is clear that all nodes that are not root nodes still have at most one outgoing edge, as per the part b) and c) constructions. Note also that since the root nodes do not have parents in the part b) construction, they are not assigned any outgoing edges during that construction. Furthermore, each root node is assigned one outgoing edge in the cycle construction from part c). Therefore, these nodes also have one outgoing edge in the final oriented version of . Since, again, all edges are covered and every node has at most one outgoing edge, the stream allocation is feasible within .
Since these constructions are applied independently within each connected component and the components do not have any edges between them, every node in the overall oriented version of has at most one outgoing edge and the stream allocation is feasible overall.
To summarize, a stream allocation for a network with symmetric conflict graph and with two antenna elements on every node is feasible if and only if all links carrying two streams are isolated vertices in and every other connected component of contains at most one simple cycle (or equivalently, has an average vertex degree of at most two).
VI. FEASIBILITY HEURISTICS
A. Simple Greedy and Extended Greedy
Given that the general unilateral feasibility problem is NP-complete, heuristics for checking feasibility are necessary. Perhaps the most obvious heuristic is to check whether all interference can be eliminated by greedily allocating MIMO resources for interference cancellation. One possible implementation of the algorithm is as follows. Sort the links in order of nonincreasing number of allocated streams. Begin with the first link and use its antenna DOFs to cancel interference on the links with which it interferes one by one until all its resources are used. Then, move on to the next link and continue until all interference is eliminated or all resources are exhausted, whichever comes first. If all interference can be removed with the available resources in the network, the allocation vector is declared to be feasible. We refer to this approach as Algorithm Simple Greedy. The time complexity of Algorithm Simple Greedy is dominated by the time to initially sort the stream allocation vector, and it is therefore , where is the number of active links.
In experimenting with Algorithm Simple Greedy, we found that it tends to concentrate resources among small groups of nodes, rather than more evenly distributing the resources across links in the network, and this causes it to frequently label feasible vectors as infeasible. To remedy this problem, we developed the algorithm in Fig. 3 , which we refer to as Algorithm Extended Greedy. This algorithm, when considering multiple candidate links, all carrying an equal number of streams, on which to cancel interference, chooses a target link in a way that tends to produce a better distribution of resources and outperforms Algorithm Simple Greedy. In Fig. 3 , note that the standard notation is used to represent the inner product of vectors and and that is the identity matrix. The time complexity of Algorithm Extended Greedy is because each operation inside the for loop requires time and there are iterations of the loop.
Both Algorithm Simple Greedy and Algorithm Extended Greedy are safe in that they always label infeasible vectors as infeasible. However, they are nonoptimal in that they each label some feasible vectors as infeasible. The accuracy of the two heuristics is evaluated in Section IV-D.
B. Distributed Implementation
Algorithms Simple Greedy and Extended Greedy can be implemented fairly simply in a distributed fashion using a token passing algorithm among the transmitters of the links on which a stream allocation is being considered. Any node that initially has the token can select the links on which it wants to cancel interference according to the Simple Greedy or Extended Greedy method. When some node, other than the first, receives the token, it can also apply the greedy technique, being sure to first cancel interference on all links it has a conflict with that have already selected their cancellations but did not choose to cancel with this node's link. At the end of the token passing cycle, if all necessary cancellations have been assigned, the stream allocation vector is feasible. Otherwise, the last node in the cycle labels it as infeasible.
A problem with token passing is that it serializes feasibility calculation. Next, we sketch an alternate approach that is parallel but more complex due to looser coordination between cancellation assignments of different nodes. Nodes can start feasibility checking at any point, possibly in parallel with other nodes. A node that starts the checking greedily constructs an interference cancellation assignment for itself and sends it to all of its neighbors, e.g., with a single broadcast message. After initiation, the algorithm basically proceeds like the token passing algorithm. By this, we mean that nodes that do cancellation assignments factor in all assignments that they have received from other nodes by that time, which might dictate that they perform certain cancellations and then they greedily assign their remaining resources according to Simple Greedy or Extended Greedy. After choosing an assignment, a node combines it with all other information it has received about assignments of other nodes and broadcasts the information to its neighbors. Nodes also rebroadcast new information they receive from other nodes so that all cancellation assignments are eventually disseminated to all nodes.
With this approach, because the cancellation assignments are only loosely coordinated, it could happen that two links and assign themselves to cancel interference with each other. Without loss of generality, assume . Once a node that is part of link detects that it and link have chosen to cancel interference on each other, link (the higher-numbered link) will replace its cancellation of with cancellation of a higher-numbered link. Since these redundancies are always resolved by moving resources to higher-numbered links, eventually the resolution process will end. If all necessary cancellations have been assigned after a sufficient number of steps has elapsed for all nodes to do cancellation assignments and resolve redundancies, then the stream allocation vector is feasible. Otherwise, any node that detects missing cancellations at that point can label the vector as infeasible.
C. isFeasibile3 Heuristic for
Consider an MIMO network where every node has antenna elements. In this section, we extend the approach of Section V-D, which solved the case in polynomial time. For , this approach does not yield a polynomial-time exact solution, but it does lead to an efficient heuristic. Since the Section V-D approach uses the graph formulation of the feasibility problem, we adopt the assumptions of that model in this section as well. In particular, we assume the conflict graph is symmetric. As in the proof of Theorem 2, we include in the undirected conflict graph only active links that are not at full capacity. Thus, we eliminate links with zero or three streams. For feasibility, all links with three streams must be isolated vertices in , which can be easily checked in polynomial time.
We begin by analyzing the case where the active links not at full capacity all carry one stream. This matches the problem setting of Section IV-D and, following the formulation in that section, the problem can be stated as follows: Can the edges of the conflict graph be directed such that every vertex has at most two outgoing edges?
Theorem 6 states that checking feasibility when and where every link carries exactly one stream is equivalent to checking whether the conflict graph contains a subgraph of average degree greater than 4.
Theorem 6: Let be the property of a graph , whereby every vertex induced subgraph of has an average degree at most equal to four.
is necessary and sufficient for the edges of to be directed such that every vertex has at most two outgoing edges.
Proof: Necessary Condition: Assume the edges of can be directed such that every vertex has at most two outgoing edges. We will prove that property holds, i.e., that all subgraphs of have average degree no greater than 4. Consider an arbitrary subgraph with vertices. Since in some complete labeling of each vertex has at most two outgoing edges, the total number of edges in the subgraph can be at most . Since each edge is incident on two vertices, the average degree is at most . Sufficient Condition: Suppose the given graph satisfies . We prove the sufficient condition through construction by determining a direction for all of 's edges such that every vertex has at most two outgoing edges. The construction is described in Procedure Proc I, which is given after the following definitions. The quantities defined by these definitions are dynamic, i.e., they are recalculated dynamically as the construction proceeds.
1) Let the quantity denote the number of remaining edges that can be marked as outgoing from vertex in . Initially, for all vertices . At any intermediate point during the construction, this value equals two minus the number of edges that have already been marked as outgoing from . The construction does not allow more than 2 edges to be marked as outgoing for any vertex and, therefore, always holds. 4 where is a vertex-induced subgraph of such that it contains vertex and refers to the Boolean AND operation. 4 The "number of remaining edges that can be marked as outgoing from " refers to the number of DOF's that are available for interference suppression at the transmitter and at the receiver of link in the MIMO feasibility problem. The definition is illustrated in Fig. 4 We use Procedure Proc I, in the proof of Theorem 6, as a starting point to build an approximate test for feasibility when the array size is limited to three antennas. The algorithm is called isFeasible3, and it works by approximately computing the value of in step 3c. It also extends the approach to deal with links that carry either one or two streams. The pseudocode for isFeasible3 is omitted due to space constraints, but it is very similar in structure to Procedure Proc I. Algorithm isFeasible3 runs in time, where is the number of active links and is the maximum degree of the conflict graph. The running time is dominated by the while loop in Step 3 of Procedure Proc I and its inner while loop in Step 3c. The outer loop runs at most times. For each considered link, the inner loop runs once for each neighbor of the link in the conflict graph (at most times) and the procedure to approximate is . Unfortunately, isFeasible3 appears to be quite centralized in nature and, at this time, we do not see an efficient way of implementing it in a distributed manner.
D. Accuracy of Feasibility Heuristics
We begin by comparing the accuracies of Algorithms Simple Greedy and Extended Greedy. The first set of results assumes a uniform antenna array size on every node and a single collision domain. In a single collision domain, every link interferes (strongly) with every other link, and the conflict graph is symmetric and complete. In this situation, the maximum number of active links has been shown to be [30] . We study and . To evaluate the accuracy of the heuristics, we calculated the entire feasible space for network sizes up to 15 links for and 10 links for , using a brute-force algorithm. The results are shown in Fig. 5 . Note that the Extended Greedy heuristic is significantly more accurate than Simple Greedy. With , Extended Greedy is inaccurate about 2% of the time for most network sizes with a peak inaccuracy of 6%. Extended Greedy is inaccurate at most 10% of the time with for the network sizes studied here. Greedy algorithms do not work as well when antenna array sizes are highly variable. Fig. 6 shows the accuracies of the two greedy heuristics when antenna array sizes are randomly chosen between 2 and 8 for every node, where each array size is equally likely to be any of the seven possible values. Here, the inaccuracy of Extended Greedy peaks at about 13%, which is more than twice the peak value when array sizes are uniform. However, Extended Greedy is still significantly better than Simple Greedy, which has a peak inaccuracy of 18%.
Both algorithms perform better when array sizes are nonuniform but multiples of a base value. In Fig. 7 , array sizes are randomly set to either 4 or 8. Here, Extended Greedy's peak inaccuracy is less than 2% up to 12 links. Next, we consider an antenna array size of 3 so that we can evaluate Algorithm isFeasible3's performance. With a single collision domain, this would only allow us to consider network sizes up to five links, so in this set of results, we relax the single collision domain assumption. Here, we distributed links in order to produce conflict graphs with a certain average degree. We varied the average degree to range from low interference (small conflict graph degree) to high interference (high conflict graph degree). Interference is assumed to be symmetric so that the conflict graph model used by isFeasible3 applies. In these results, we also considered an improved version of Extended Greedy, where after every iteration of the for loop, a round of constraint propagation was performed. In constraint propagation, any links that have only one remaining interfering link try to cancel the interference and, if they do not have sufficient antenna DOFs to do so, cancellation responsibility is assigned to the other link. In addition, for any links that have exhausted their antenna DOFs, cancellation responsibility is assigned to the links that interfere with the exhausted link. After each iteration, these assignments are propagated as far as possible before beginning the next iteration.
Results for average conflict graph degrees of 5.5 and 7.5 are shown in Fig. 8(a) and (b) , which have logarithmic scales on the -axes. isFeasible3 is inaccurate at most 0.005% of the time, whereas the improved Extended Greedy is inaccurate at most 7.0% of the time for an average conflict graph degree of 5.5 at 20 links. These numbers are respectively 0.2% and 13% for an average conflict graph degree of 7.5. Thus, the graph model for unilateral feasibility yields a very accurate feasibility test for . Extending this approach to handle larger antenna array sizes is a subject for future research.
VII. CONCLUSION
We studied the feasibility problem in MIMO networks with unilateral interference cancellation. Despite proving that the unilateral feasibility problem is NP-complete in the general case, we showed that it has polynomial-time complexity for several important special cases such as single-sided interference cancellation, small array sizes, and small conflict graph degrees. We have also presented two computationally efficient heuristic algorithms that exhibit good accuracy in testing for feasibility in more general MIMO networks.
