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Abstract
We study the following nonlinear Choquard equation driven by fractional Lapla-
cian:
(−∆)su+ u = (|x|−µ ∗ F (u))f(u) in RN ,
where N ≥ 3, s ∈ (0, 1) and µ ∈ (0, N). By supposing that the nonlinearities satisfy
the general Berestycki-Lions type conditions [5], we are able to prove the existence of
groundstates for this equation by variational methods.
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1 Introduction and main results
The aim of this paper is to consider the following nonlinear Choquard equation involving
a fractional Laplacian:
{
(−∆)su+ u = (|x|−µ ∗ F (u))f(u) in RN ,
u ∈ Hs(RN ), (1.1)
where N ≥ 3, s ∈ (0, 1), µ ∈ (0, N) and F (u) = ∫ u0 f(τ)dτ ∈ C1(R,R). The fractional
Laplacian (−∆)s of a function v : RN → R is defined by
F((−∆)sv)(ξ) = |ξ|2sF(v)(ξ), (1.2)
where F is the Fourier transform. The operator (−∆)s can be seen as the infinitesimal
generators of Lévy stable diffusion processes (see [1, 21]). The Lévy processes, extending
Brownian walk models in a natural way, occur widely in physics, chemistry and biology
and recently the stable Lévy processes, that give rise to equations with the fractional
∗Partially supported by NSFC (11101374, 11271331)
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Laplacians, have attracted much attention from many mathematicians. When v is smooth
enough, it can also be computed by the following singular integral:
(−∆)sv(x) = cN,sP.V.
∫
RN
v(x)− v(y)
|x− y|N+2s dy, (1.3)
where P.V. is used abbreviation for "in the sense of principal value" and cN,s is a nor-
malization constant. This integral makes sense directly when s < 12 and v ∈ C0,α(RN )
with α > 2s, or v ∈ C1,α(RN ) with 1 + α > 2s. Here we say that a function u ∈ C(RN )
is a classical solution of of (1.1) if (−∆)s can be written as (1.3) and the equation is
satisfied pointwise in all RN . Obviously, (−∆)s on RN with s ∈ (0, 1) is a nonlocal op-
erator. In the remarkable paper by Caffarelli and Silvestre [7], the authors introduced
the s−harmonic extension technique and allow to transform the nonlocal problem into a
local one via the Dirichlet-to-Neumann map. For u ∈ Hs(RN ), one calls its s−harmonic
extension w
.
= Es(u) by the solution to the following problem
{ −div(y1−2s∇w) = 0 in RN+1+ ,
w(x, 0) = u on RN .
As shown in [11], (−∆)s can also be characterized by
(−∆)su(x) = − 1
κs
lim
y→0+
y1−2s
∂w
∂y
(x, y), ∀u ∈ Hs(RN ). (1.4)
Thus we can see that the problem (1.1) can be transformed into the following local problem
{ −div(y1−2s∇w) = 0 in RN+1+ ,
∂sνw = −u+
(|x|−µ ∗ F (u))f(u) on RN , (1.5)
where
∂sνw(x, 0)
.
= − 1
κs
lim
y→0+
y1−2s
∂w
∂y
(x, y), ∀ x ∈ RN .
When s = 1, (1.1) becomes the generalized Choquard equation:
−∆u+ u = (|x|−µ ∗ F (u))f(u) in RN . (1.6)
In recent years, the problem of existence and properties of the solutions for the nonlin-
ear Choquard equation (1.1) have attracted a lot of attention. In [19], Lieb proved the
existence and uniqueness, up to translations, of the ground state to equation (1.6). In
[23], Lions showed the existence of a sequence of radially symmetric solutions. Involving
the properties of the ground state solutions, Ma and Zhao [24] considered the generalized
Choquard equation (1.6) for q ≥ 2, and they proved that every positive solution of (1.6) is
radially symmetric and monotone decreasing about some point, under the assumption that
a certain set of real numbers, defined in terms of N,α and q, is nonempty. Under the same
assumption, Cingolani, Clapp and Secchi [8] gave some existence and multiplicity results
in the electromagnetic case, and established the regularity and some decay asymptotically
at infinity of the ground states of (1.6). In [25], Moroz and Van Schaftingen eliminated
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this restriction and showed the regularity, positivity and radial symmetry of the ground
states for the optimal range of parameters, and derived decay asymptotically at infinity for
them as well. Moreover, Moroz and Van Schaftingen in [26] also considered the existence
of ground states under the assumption of Berestycki-Lions type.
For fractional Laplacian with local type nonlinearities, Frank and Lenzmann [16] proved
uniqueness of ground state solutions Q = Q(|x|) > 0 for the nonlinear equation (−∆)sQ+
Q − Qα+1 = 0 in R. In [14], Felmer, Quaas and Tan proved the existence of positive
solutions of nonlinear Schrödinger equation with fractional Laplacian in RN . For more
investigations on fractional Laplacian, one can see [2, 3, 7, 11, 12, 28] and references
therein. For fractional Laplacian with nolocal Hartree type nonlinearities, the problem
has also attractted a lot of interest. in the case s = 12 , Frank and Lenzmann [15] proved
analyticity and radial symmetry of ground state solutions u > 0 for the L2-critical boson
star equation √−∆u− (|x|−1 ∗ |u|2)u = −u in RN .
Coti Zelati and Nolasco [9, 10] obtained the existence of a ground state of some fractional
Schrödinger equation with the operator (
√−∆+m2). Lei [22] considered positive solutions
of a fraction order equation:
(I −∆)su = pup−1(|x|−µ ∗ |u|p) in RN ,
with the suitable assumption of N, s, p, µ. In [13], D’avenia, Siciliano and Squassina ob-
tained regularity, existence, nonexistence, symmetry as well as decays properties of ground
state solutions for the nonlocal problem
(−∆)su+ ωu = (|x|−µ ∗ |u|p)|u|p−2u in RN .
In this paper we are going to prove the existence of solutions to Choquard equation
(1.1), we assume that nonlinearity f ∈ C(R,R) satisfies the general Berestycki-Lions type
assumption [5]:
(f1) There exists C > 0 such that for every t ∈ R,
|tf(t)| ≤ C(|t|2 + |t| 2N−µN−2s );
(f2) Let F : t ∈ R 7→
∫ t
0 f(τ)dτ and suppose
lim
t→0
F (t)
|t|2 = 0 and limt→∞
F (t)
|t| 2N−µN−2s
= 0;
(f3) There exists t0 ∈ R such that F (t0) 6= 0.
In the present paper, Hs(RN ) is the usual fractional Sobolev space defined by
Hs(RN ) = {u ∈ L2(RN ) :
∫
RN
(|ξ|2suˆ2 + uˆ2)dξ <∞}
with equipped norms
‖u‖H = (
∫
RN
(|ξ|2suˆ2 + uˆ2)dξ) 12 ,
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where uˆ
.
= F(u). Notice that, for every u ∈ Hs(RN ), there holds
∫
RN
|(−∆) s2u(x)|2 =
∫
RN
( ̂(−∆) s2u(ξ))2dξ =
∫
RN
(|ξ|suˆ(ξ))2dξ =
∫
RN
|ξ|2suˆ2dξ <∞,
and it follows from Plancherel’s theorem that
‖u‖H = (
∫
RN
(|(−∆) s2u(x)|2 + u2)) 12 .
From Lemma 2.1 of [14], we know Hs(RN ) continuously embedded into Lp(RN ) for p ∈
[2, 2∗(s)] and compactly embedded into Lploc(R
N ) for p ∈ [2, 2∗(s)), where 2∗(s) = 2N/(N−
2s).
Since we are concerned with the nonlocal problems, we would like to recall the well-
known Hardy-Littlewood-Sobolev inequality.
Proposition 1.1. (Hardy-Littlewood-Sobolev inequality). (See [20].) Let t, r > 1 and
0 < µ < N with 1/t+ µ/N + 1/r = 2, f ∈ Lt(RN ) and h ∈ Lr(RN ). There exists a sharp
constant C(t,N, µ, r), independent of f, h, such that
∫
RN
∫
RN
f(x)h(y)
|x− y|µ ≤ C(t,N, µ, r)|f |t|h|r.
Remark 1.2. In general, if F (t) = |t|q0 for some q0 > 0. By Har-Littlewood-Sobolev
inequality, ∫
RN
∫
RN
F (u(x))F (u(y))
|x− y|µ
is well defined if F (u) ∈ Lt(RN ) for t > 1 defined by
2
t
+
µ
N
= 2.
Thus, for u ∈ Hs(RN ), there must hold
2N − µ
N
≤ q0 ≤ 2N − µ
N − 2s .
Moreover, if f satisfies (f1) with 0 < µ < 2s, then we know
2 <
2N − µ
N − 2s .
Associated to equation (1.1), we can introduce the energy functional given by
J(u) =
1
2
∫
RN
|(−∆) s2u|2 + 1
2
∫
RN
|u|2 − 1
2
∫
RN
(|x|−µ ∗ F (u))F (u),
clearly, J is well defined on Hs(RN ) and belongs to C1. We say a function u is a weak
solution of (1.1), if u ∈ Hs(RN )\{0} and satisfies
∫
RN
(−∆) s2u(−∆) s2ϕ+
∫
RN
uϕ =
∫
RN
(|x|−µ ∗ F (u))f(u)ϕ
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for all ϕ ∈ C∞0 (RN ). And so u is a weak solution of (1.1) if and only if u is a critical
point of functional J . Furthermore, a function u0 is called a ground state of (1.1) if u0 is
a critical point of (1.1) and J(u0) ≤ J(u) holds for any critical point u of (1.1), i.e.
J(u0) = c := inf
{
J(u) : u ∈ Hs(RN )\{0} is a critical point of (1.1)
}
. (1.7)
The main result of this paper is to establish the existence of groundstate solution for
(1.1) under assumptions (f1)−−(f3). The result says that
Theorem 1.3. Assume that N ≥ 3, s ∈ (0, 1) and µ ∈ (0, 2s). If f ∈ C1(R,R) satisfies
(f1), (f2) and (f3), then equation (1.1) has at least one ground state solution.
In order to prove Theorem 1.3, we will apply the mountain pass Theorem [30]. Define
the mountain pass level
c⋆ = inf
γ∈Γ
sup
t∈[0,1]
J(γ(t)), (1.8)
with the set of paths defined by
Γ =
{
γ ∈ C([0, 1];Hs(RN )) : γ(0) = 0, J(γ(1)) < 0
}
. (1.9)
We will show that c⋆ is a critical value of the functional J and there exists u0 ∈ Hs(RN )
such that J(u0) = c
⋆. In order to prove u0 is a ground state of (1.1), we need to prove
c = c⋆. The relationship between critical levels c⋆ and c is established via the construction
of paths associated to critical points by following the methods of Jeanjean and Tanaka in
[18].
The paper is organized as follows: In section 2, we obtain the existence of nontrivial so-
lution by Mountain-Pass Theorem and Concentration-Compactness arguments. In section
3, we prove some regularity results for the weak solutions and establish the Pohožaev iden-
tity. In section 4, we show the existence of groundstates for (1.1) and study the symmetric
property of these groundstates.
2 Weak Solutions
Throughout this paper we write | · |q for the Lq(RN )-norm for q ∈ [1,∞] and ‖ · ‖q for
the Lq(RN+1+ )-norm for q ∈ [1,∞]. We denote positive constants by C,C1, C2, C3 · · · .
The following embedding Lemma for fractional Sobolev space Hs(RN ) is proved in [14].
Lemma 2.1. Let 2 ≤ q ≤ 2∗(s) = 2N/(N − 2s), then we have
|u|q ≤ Cq‖u‖H , ∀u ∈ Hs(RN ).
If further 2 ≤ q < 2∗(s) and Ω ⊂ RN is a bounded domain then bound sequence {uk} ⊂
Hs(RN ) has a convergent subsequence in Lq(Ω).
Lemma 2.2. Assume that f ∈ C(R,R) satisfies (f1), (f2) and (f3), then
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(i). There exist ρ > 0 and β > 0 such that J |S ≥ β for all u ∈ S = {u ∈ Hs(RN ) :
‖u‖H = ρ}.
(ii). There exists v ∈ Hs(RN ) such that v ≥ 0 a.e. on RN , ‖v‖H > ρ and J(v) < 0, where
ρ is given in (i).
Proof. (i) By the growth assumption (f1), Lemma 2.1 and Proposition 1.1, for every u ∈
Hs(RN ), there holds
∫
RN
(|x|−µ ∗ F (u))F (u)
≤ C1(
∫
RN
|F (u)| 2N2N−µ ) 2N−µN
≤ C2
( ∫
RN
(|u|2 + |u| 2NN−2s )) 2N−µN
≤ C3
(
(
∫
RN
|u| 4N2N−µ ) 2N−µN + (
∫
RN
(|(−∆) s2u(x)|2 + u2)) 2N−µN−2s )
≤ C4
(
(
∫
RN
(|(−∆) s2u(x)|2 + u2))2 + (
∫
RN
(|(−∆) s2u(x)|2 + u2)) 2N−µN−2s ).
Note that 2N−µN−2s > 1, hence there exists δ > 0 such that if∫
RN
(|(−∆) s2u(x)|2 + u2) ≤ δ,
then ∫
RN
(|x|−µ ∗ F (u))F (u) ≤ 1
4
∫
RN
(|(−∆) s2u(x)|2 + u2)
and so
J(u) ≥ 1
4
∫
RN
(|(−∆) s2u(x)|2 + u2).
So, we can choose ρ sufficiently small and β > 0, such that J |S ≥ β for all u ∈ S = {u ∈
Hs(RN ) : ‖u‖H = ρ}.
(ii) From assumption (f3), we can choose t0 ∈ R such that F (t0) 6= 0. Let w = t0χB1 ,
we get ∫
RN
(|x|−µ ∗ F (w))F (w) = F (t0)2
∫
B1
∫
B1
|x− y|−µ > 0.
Since Hs(RN ) is dense in L2(RN )∩L 2NN−2s (RN ) and ∫
RN
(|x|−µ ∗ F (u))F (u) is continuous
in L2(RN ) ∩ L 2NN−2s (RN ), we know there exists v ∈ Hs(RN ) such that
∫
RN
(|x|−µ ∗ F (v))F (v) > 0.
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Defined for τ > 0 and x ∈ RN by uτ (x) = v(xτ ). we find that, for τ > 0,
J(uτ ) =
1
2
∫
RN
|(−∆) s2 v(x
τ
)|2 + 1
2
∫
RN
|v(x
τ
)|2 − 1
2
∫
RN
(|x|−µ ∗ F (v(x
τ
))
)
F (v(
x
τ
))
=
1
2
∫
RN
(
cN,sP.V.
∫
RN
v(xτ )− v( yτ )
|x− y|N+s
)2
+
τN
2
∫
RN
|v|2 − τ
2N−µ
2
∫
RN
(|x|−µ ∗ F (v))F (v)
=
τN−2s
2
∫
RN
(
cN,sP.V.
∫
RN
v(x)− v(y)
|x− y|N+s
)2
+
τN
2
∫
RN
|v|2 − τ
2N−µ
2
∫
RN
(|x|−µ ∗ F (v))F (v)
=
τN−2s
2
∫
RN
|(−∆) s2 v|2 + τ
N
2
∫
RN
|v|2 − τ
2N−µ
2
∫
RN
(|x|−µ ∗ F (v))F (v).
(2.1)
Observe that, for τ > 0 large enough, J(uτ ) < 0. By the proof of (i), we also know
‖uτ‖H > ρ. So, the assertion follows by taking v = uτ , with τ sufficiently large.
From the Min-Max characterization of the value c⋆, we can see 0 < c⋆ < ∞. It is
convenient to define Pohožaev functional P : Hs(RN )→ R for u ∈ Hs(RN ) by
P (u) =
N − 2s
2
∫
RN
|(−∆) s2u|2 + N
2
∫
RN
|u|2 − 2N − µ
2
∫
RN
(|x|−µ ∗ F (u))F (u). (2.2)
In order to construct a Pohožaev-Palais-Smale sequence, following Jeanjean [17], for σ ∈ R,
v ∈ Hs(RN ) and x ∈ R, we define the map Φ : R×Hs(RN )→ Hs(RN ) by
Φ(σ, v)(x) = v(e−σx).
Then, the functional J ◦Φ is computed as
J(Φ(σ, v)) =
e(N−2s)σ
2
∫
RN
|(−∆) s2 v|2 + e
Nσ
2
∫
RN
|v|2 − e
(2N−µ)σ
2
∫
RN
(|x|−µ ∗ F (v))F (v).
Define the family of paths
Γ˜ = {γ˜ ∈ C([0, 1];R ×Hs(RN )) : γ˜(0) = (0, 0) and J ◦ Φ(γ˜(1)) < 0}
and notice that Γ = {Φ ◦ γ˜ : γ˜ ∈ Γ˜}, we see the mountain pass levels of J and J ◦ Φ
coincide:
c⋆ = inf
γ˜∈Γ˜
sup
t∈[0,1]
(J ◦ Φ)(γ˜(t)).
Using condition (f1), we know that J ◦ Φ is continuous and Fréchet-differentiable on
R × Hs(RN ). Applying Theorem 2.9 in [30] and Lemma 2.2, there exists a sequence
((σn, vn))n∈N in R×Hs(RN ) such that as n→∞
(J ◦ Φ)(σn, vn)→ c⋆,
(J ◦ Φ)′(σn, vn)→ 0 in(R×Hs(RN ))∗.
Since for every (h,w) ∈ R×Hs(RN ),
(J ◦ Φ)′(σn, vn)[h,w] = J ′(Φ(σn, vn))[Φ(σn, w)] + P (Φ(σn, vn))h.
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We take un = Φ(σn, vn), then as n→∞,
J(un)→ c⋆ > 0,
J ′(un)→ 0,
P (un)→ 0.
(2.3)
Now we are ready to obtain a nontrivial solution from this special sequence by applying
a version of Lions’ concentration-compactness Lemma for Fractional Laplacian, see [13].
Lemma 2.3. Let (un)n∈N be a bounded sequence in Hs(RN ). For some σ > 0 and 2 ≤
q < 2∗(s) there holds
sup
x∈RN
∫
x∈Bσ(x)
|un|q → 0, as n→∞,
then un → 0 in Ls(RN ) for 2 < r < 2∗(s).
Lemma 2.4. Suppose that (f1) − (f3), then equation (1.1) has at least one nontrivial
solution.
Proof. Let (un)n∈N be the sequence obtained in 2.3, then it is bounded in Hs(RN ). In
fact, for any n ∈ N,
J(un)− 1
2N − µP (un) =
N − µ+ 2s
2(2N − µ)
∫
RN
|(−∆) s2un|2 + N − µ
2(2N − µ)
∫
RN
|un|2,
where P is the Pohožaev function defined in 2.2. Thus it is easy to see that the sequence
(uj)n∈N is bounded in Hs(RN ). Moreover, we claim that there exist σ, δ > 0 and a sequence
(yn) ⊂ RN such that
lim inf
n→∞
∫
Bσ(yn)
|un|2 ≥ δ.
If the above claim does not hold for (un), by Lemma 2.3, we must have that
un → 0 in Lr(RN ) for 2 < r < 2∗(s).
Fix 2 < q < 2N−µN−2s , from assumption (f2), for any ξ > 0 there is Cξ > 0 such that
|F (s)| ≤ ξ(|s|2 + |s| 2N−µN−2s ) + Cξ|s|q ∀s ≥ 0,
it follows from Hardy-Littlewood-Sobolev inequality
∫
RN
(|x|−µ ∗ F (un))f(un)un ≤ C1(
∫
RN
|F (un)|
2N
2N−µ )
2N−µ
2N (
∫
RN
|f(un)un|
2N
2N−µ )
2N−µ
2N
≤ C2ξ + C3(
∫
RN
|un|
2qN
2N−µ )
2N−µ
2N .
Consequently, ∫
RN
(|x|−µ ∗ F (un))f(un)un → 0,
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which leads to ‖un‖H → 0. This is an absurd with (2.3) and so the claim holds. And so,
up to translation, we may assume
lim inf
n→∞
∫
Bσ(0)
|un|2 ≥ δ.
Using Lemma 2.1, there exists u0 ∈ Hs(RN ), u0 6= 0, such that, up to a subsequence, un
converges weakly in Hs(RN ) and un(x) converges to u0(x) almost everywhere in R
N .
Since the sequence (un)n∈N is bounded in L2(RN ) ∩ L
2N
N−2s (RN ), using (f1), we know
the sequence
(
F (un)
)
n∈N is bounded in L
2N
2N−µ (RN ). Note that F is contiuous, we have(
F (un)
)
n∈N converges almost everywhere to F (u0) in R
N . This implies that the sequence(
F (un)
)
n∈N converges weakly to F (u0) in L
2N
2N−µ (RN ). As the |x|−µ defines a linear con-
tinuous map from L
2N
2N−µ (RN ) to L
2N
µ (RN ), the sequence
(|x|−µ ∗ (F (un))n∈N converges
weakly to |x|−µ ∗ (F (u0)) in L
2N
µ (RN ).
Applying condition (f1) and Lemma 2.1, we can get, for every p ∈ [1, 2NN+2s−µ),
f(un)→ f(u0) in Lploc(RN ).
We conclude that
|x|−µ ∗ (F (un))f(un)⇀ |x|−µ ∗ (F (u0))f(u0) weakly in Lp(RN ),
for every p ∈ [1, 2NN+2s). In particular, for every ϕ ∈ Hs(RN ),
0 = lim
n→∞〈J
′(un), ϕ〉H
= lim
n→∞
∫
RN
(−∆) s2un(−∆)
s
2ϕ+
∫
RN
unϕ−
∫
RN
(|x|−µ ∗ F (un))f(un)ϕ
→
∫
RN
(−∆) s2u0(−∆)
s
2ϕ+
∫
RN
u0ϕ−
∫
RN
(|x|−µ ∗ F (u0))f(u0)ϕ
= 〈J ′(u0), ϕ〉H ,
that is, u0 is a weak solution of equation (1.1).
Moreover, the weak lower-semicontinuity of the norm and the Pohožaev identity implies
that
J(u0) = J(u0)− P (u0)
2N − µ
=
N − µ+ 2s
2(2N − µ)
∫
RN
|(−∆) s2u0|2dx+ N − µ
2(2N − µ)
∫
RN
|u0|2dx
≤ lim inf
n→∞
N − µ+ 2s
2(2N − µ)
∫
RN
|(−∆) s2un|2dx+ N − µ
2(2N − µ)
∫
RN
|un|2dx
= lim inf
n→∞ J(un)−
P (un)
2N − µ = lim infn→∞ J(un) = c
⋆.
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3 Regularity
In this section we are going to show that the solutions for equation (1.1) possess some reg-
ularity which will be used to prove a Pohožaev identity for Fractional Choquard equation.
First let us recall an important inequality due to Moroz and Van Schaftingen [26].
Lemma 3.1. Let q, r, l, t ∈ [1,∞) and λ ∈ [0, 2] such that
1 +
µ
N
− 1
l
− 1
t
=
λ
q
+
2− λ
r
,
If θ ∈ (0, 2) satisfies
max(q, r)(
µ
N
− 1
l
) < θ < max(q, r)(1− 1
l
)
and
max(q, r)(
µ
N
− 1
t
) < 2− θ < max(q, r)(1 − 1
t
),
then for every H ∈ Ll(RN ),K ∈ Lt(RN ) and u ∈ Lq(RN ) ∩ Lr(RN ),
∫
RN
(|x|−µ ∗ (H|u|θ))K|u|2−θ ≤ C(
∫
RN
|H|l) 1l (
∫
RN
|K|t) 1t (
∫
RN
|u|q)λq (
∫
RN
|u|r) 2−λr .
In [26], the authors adapted the arguments of Brezis and Kato [6] and improved the
integrability of solutions of a nonlocal linear elliptic equation. However, the appearance of
Fractional Laplacian operator makes the proof much more complicated.
The arguments of following lemma follows the strategy of Moroz and Van Schaftingen
[26] for nonlocal linear equations dominated by the Laplacian.
Lemma 3.2. Let N ≥ 2, µ ∈ (0, 2s) and θ ∈ (0, N). If H,K ∈ L 2NN−µ (RN )+L 2NN+2s−µ (RN ),
(1 − µN ) < θ < (1 + µN ), then for any ε > 0, there exists Cε,θ ∈ R such that for every
u ∈ Hs(RN ),
∫
RN
(|x|−µ ∗ (H|u|θ))K|u|2−θ ≤ ε2
∫
RN
|(−∆) s2u|2 + Cε,θ
∫
RN
|u|2.
Proof. Let (1 − µN ) < θ < (1 + µN ), u ∈ Hs(RN ). Since 0 < µ < 2s, we may assume that
H = H⋆ +H⋆ and K = K
⋆ +K⋆ with H
⋆,K⋆ ∈ L 2NN−µ (RN ) and H⋆,K⋆ ∈ L
2N
N+2s−µ (RN ).
We take
q = r =
2N
N − 2s , l = t =
2N
N + 2s − µ, λ = 0;
q = r = 2, l = t =
2N
N − µ, λ = 2;
q = 2, r =
2N
N − 2s , l =
2N
N + 2s− µ, t =
2N
N − µ, λ = 1;
and
q = 2, r =
2N
N − 2s , l =
2N
N − µ, t =
2N
N + 2s− µ, λ = 1
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in Lemma 3.1 respectively. We obtain∫
RN
(|x|−µ ∗ (H⋆|u|θ))K⋆|u|2−θ
≤ C(
∫
RN
|H⋆|
2N
N+2s−µ )
N+2s−µ
2N (
∫
RN
|K⋆|
2N
N+2s−µ )
N+2s−µ
2N (
∫
RN
|u| 2NN−2s )1− 2sN ,
(3.1)
∫
RN
(|x|−µ ∗ (H⋆|u|θ))K⋆|u|2−θ ≤ C(
∫
RN
|H⋆| 2NN−µ )N−µ2N (
∫
RN
|K⋆| 2NN−µ )N−µ2N
∫
RN
|u|2,
(3.2)∫
RN
(|x|−µ ∗ (H⋆|u|θ))K⋆|u|2−θ
≤ C(
∫
RN
|H⋆|
2N
N+2s−µ )
N+2s−µ
2N (
∫
RN
|K⋆| 2NN−µ )N−µ2N (
∫
RN
|u|2) 12 (
∫
RN
|u| 2NN−2s ) 12− sN
(3.3)
and∫
RN
(|x|−µ ∗ (H⋆|u|θ))K⋆|u|2−θ
≤ C(
∫
RN
|H⋆| 2NN−µ )N−µ2N (
∫
RN
|K⋆|
2N
N+2s−µ )
N+2s−µ
2N (
∫
RN
|u|2) 12 (
∫
RN
|u| 2NN−2s ) 12− sN .
(3.4)
Then, applying Lemma 2.1 and the above inequalities, we have, for every u ∈ Hs(RN ),∫
RN
(|x|−µ ∗ (H|u|θ))K|u|2−θ
≤ C((
∫
RN
|H⋆|
2N
N+2s−µ
∫
RN
|K⋆|
2N
N+2s−µ )
N+2s−µ
2N
∫
RN
|(−∆) s2u|2
+(
∫
RN
|H⋆| 2NN−µ
∫
RN
|K⋆| 2NN−µ )N−µ2N
∫
RN
|u|2).
For ε > 0, we choose H⋆ and K⋆ such that
C(
∫
RN
|H⋆|
2N
N+2s−µ
∫
RN
|K⋆|
2N
N+2s−µ )
N+2s−µ
2N ≤ ε2,
then there exists Cε,θ ∈ R such that∫
RN
(|x|−µ ∗ (H|u|θ))K|u|2−θ ≤ ε2
∫
RN
|(−∆) s2u|2 + Cε,θ
∫
RN
|u|2.
Lemma 3.3. Let N ≥ 2, µ ∈ (0, 2s). If H,K ∈ L 2NN−µ (RN ) + L 2NN+2s−µ (RN ) and u ∈
Hs(RN ) solves
(−∆)su+ u = (|x|−µ ∗ (Hu))K,
then u ∈ Lp(RN ) for every p ∈ [2, 2N2(N−µ)(N−2s) ). Moreover, there exists a constant Cp
independent of u such that
( ∫
RN
|u|p) 1p ≤ Cp(
∫
RN
|u|2) 12 .
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Proof. Let θ = 1 in Lemma 3.2, there exists λ > 0 such that for every ϕ ∈ Hs(RN ),∫
RN
(|x|−µ ∗ (|Hϕ|))|Kϕ| ≤ 1
2
∫
RN
|(−∆) s2ϕ|2 + λ
2
∫
RN
|ϕ|2.
We follow the strategy of [6], take sequences (Hk)k∈N and (Kk)k∈N in L
2N
N−µ (RN ) such that
|Hk| ≤ |H| and |Kk| ≤ |K|, and Hk → H and Kk → K almost everywhere in RN . For
every k ∈ N, the form ak : Hs(RN )×Hs(RN )→ R defined for u, v ∈ Hs(RN ) by
ak(u, v) =
∫
RN
(
(−∆) s2u(−∆) s2 v + uv)−
∫
RN
(|x|−µ ∗ (Hku))Kkv
is bilinear and coercive. Applying Lax-Milgram theorem, there exists an unique solution
uk ∈ Hs(RN ) satisfies
(−∆)suk + λuk = (|x|−µ ∗ (Hkuk))Kk + (λ− 1)u (3.5)
and moreover the sequence (uk)k∈N converges weakly to u in Hs(RN ) as k →∞.
In order to continue the proof, we need the weighted function space Xs(RN+1+ ) as the
completion of C∞0 (R
N+1
+ ) under the norms
‖w‖Xs(RN+1
+
) = (κs
∫
R
N+1
+
y1−2s|∇w|2) 12 , (3.6)
where κs = (2
1−2sΓ(1− s)/Γ(s)). By lemma A.2 in [3], it follows that
‖w‖Xs(RN+1+ ) = (
∫
RN
|(−∆) s2u|2) 12 , (3.7)
where w = Es(u). By (1.5), we can see that the problem (3.5) can be transformed into the
following local problem
{ −div(y1−2s∇wk) = 0 in RN+1+ ,
∂sνwk = −λuk +
(|x|−µ ∗ (Hkuk))Kk + (λ− 1)u on RN , (3.8)
where wk = Es(uk) and ∂
s
νwk(x, 0)
.
= − 1κs limy→0+ y1−2s ∂w∂y (x, y), ∀x ∈ RN . Clearly, if wk
is a weak solution of (3.8), then uk = wk(·, 0) is a weak solution of (3.5). A weak solution
to (3.8) is a function wk ∈ Xs(RN+1+ ) such that
κs
∫
R
N+1
+
y1−2s∇wk∇ϕ =
∫
RN
(
− λuk + (|x|−µ ∗ (Hkuk))Kk + (λ− 1)u
)
ϕ, (3.9)
for every ϕ ∈ Xs(RN+1+ ).
For T > 0, we denote the truncated function wk,T : R
N+1
+ → R by
wk,T =


T if wk,T ≤ −T,
wk if − T < wk,T < T,
T if wk,T ≥ T
and
uk,T = wk,T (·, 0).
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For p ≥ 2, since |wk,T |p−2wk,T ∈ Xs(RN+1+ ), we have |uk,T |p−2uk,T ∈ Hs(RN ). Take
|uk,T |p−2uk,T as a test function in (3.9), we obtain
4(p − 1)
p2
∫
RN
|(−∆) s2 (uk,T )
p
2 |2 + λ||uk,T |
p
2 |2
≤ 4(p − 1)
p2
κs
∫
R
N+1
+
y1−2s|∇(wk,T )
p
2 |2 + λ
∫
RN
|uk,T |p−2uk,Tuk
= (p − 1)κs
∫
R
N+1
+
y1−2s|wk,T |p−2|∇wk,T |2 + λ
∫
RN
|uk,T |p−2uk,Tuk
≤ (p − 1)κs
∫
R
N+1
+
y1−2s|wk|p−2〈∇wk,∇wk,T 〉+ λ
∫
RN
|uk,T |p−2uk,Tuk
=
∫
RN
(|x|−µ ∗ (Hkuk))(Kk|uk,T |p−2uk,T ) + (λ− 1)u|uk,T |p−2uk,T .
If p < 2NN−µ , using Lemma 3.2 with θ =
2
p , there exists C > 0 such that∫
RN
(|x|−µ ∗ (|Hkuk,T |))(|Kk||uk,T |p−2uk,T )
≤
∫
RN
(|x|−µ ∗ (|H||uk,T |))(|K||uk,T |p−1)
≤ 2(p− 1)
p2
∫
RN
|(−∆) s2 (uk,T )
p
2 |2 + C
∫
RN
||uk,T |
p
2 |2.
So, we have
2(p − 1)
p2
∫
RN
|(−∆) s2 (uk,T )
p
2 |2 ≤ C1
∫
RN
(|uk|p+ |u|p)+
∫
Ak,T
(|x|−µ ∗ (|Kk ||uk|p−1))|Hkuk|,
where Ak,T = {x ∈ RN : |uk| > T}. Since p < 2NN−µ , applying Hardy-Littlewood-Sobolev
inequality again,∫
Ak,T
(|x|−µ ∗ (|Kk||uk|p−1))|Hkuk| ≤ C(
∫
RN
||Kk||uk|p−1|r)
1
r (
∫
Ak,T
|Hkuk|l)
1
l ,
with 1r = 1 +
N−µ
2N − 1p and 1l = N−µ2N + 1p . By Hölder’s inequality, if uk ∈ Lp(RN ),
then |Hk||uk| ∈ Ll(RN ) and |Kk||uk|p−1 ∈ Lr(RN ) , whence by Lebesgue’s dominated
convergence theorem
lim
T→∞
∫
Ak,T
(|x|−µ ∗ (|Kk||uk|p−1))|Hkuk| = 0.
By Lemma 2.1, we know that there exists C2 > 0 such that
lim
k→∞
sup(
∫
RN
|uk|
pN
N−2s )1−
2s
N ≤ C2 lim
k→∞
sup
∫
RN
|uk|p,
and thus
(
∫
RN
|u| pNN−2s )1− 2sN ≤ C3
( ∫
RN
|u|2) 12 .
By iterating over p a finite number of times we cover the range p ∈ [2, 2NN−µ). So we can
get weak solution u ∈ Lp(RN ) of (1.1) for every p ∈ [2, 2N2(N−µ)(N−2s) ).
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Lemma 3.4. Assume that N ≥ 3, s ∈ (0, 1) and µ ∈ (0, 2s). If f ∈ C(R,R) satisfies (f1),
(f2) and (f3) and u ∈ Hs(RN ) solves equation (1.1), then u ∈ Lp(RN ) for any p ∈ [2,+∞].
Proof. We denote H(x) = F (u(x))/u(x) and K(x) = f(u(x)). By (f1), we know, for every
x ∈ RN ,
H(x) ≤ C(1
2
|u(x)|+ N − 2s
2N − µ |u(x)|
N+2s−µ
N−2s )
and
K(x) ≤ C(|u(x)| + |u(x)|N+2s−µN−2s ).
Thus H,K ∈ L2(RN ) + L 2NN+2s−µ (RN ). Applying 3.3, we know the weak solution u ∈
Lp(RN ) for every p ∈ [2, 2N2(N−µ)(N−2s) ). Using (f1), we know F (u) ∈ Lq(RN ) for every
q ∈ [ 2N2N−µ , 2N
2
(N−µ)(2N−µ) ). Since
2N
2N−µ <
N
N−µ <
2N2
(N−µ)(2N−µ) , we have M(x) := |x|−µ ∗
F (u) ∈ L∞(RN ).
We will show that u ∈ Lp(RN ) for any p ∈ [2,+∞]. Using the Dirichlet-to-Neumann
map expression, we can see that the problem (1.1) can be transformed into the following
local problem { −div(y1−2s∇w) = 0 in RN+1+ ,
∂sνw = −u+M(x)f(u) on RN ,
(3.10)
where
∂sνw(x, 0)
.
= − 1
κs
lim
y→0+
y1−2s
∂w
∂y
(x, y), ∀ x ∈ RN .
Since w ∈ Xs(RN+1+ ) is a critical point such that
κs
∫
R
N+1
+
y1−2s∇w∇ϕ =
∫
RN
(− u+M(x)f(u))ϕ, (3.11)
for every ϕ ∈ Xs(RN+1+ ). For T > 0, we denote
wT = min{w+, T} and uT = wT (·, 0),
where w+ = max{0, w}. Since for β > 0, |wT |2βw ∈ Xs(RN+1+ ), take it as a test function
in (3.11), we deduce that
κs
∫
R
N+1
+
y1−2s〈∇w,∇(|wT |2βw)〉
= κs
∫
R
N+1
+
y1−2s|wT |2β|∇w|2 + (2β)κs
∫
{w≤T}
y1−2sw2β |∇w|2
=
∫
RN
(− u+M(x)f(u))|uT |2βu.
Notice that,∫
R
N+1
+
κsy
1−2s|∇(|wT |βw)|2
=
∫
R
N+1
+
κsy
1−2s|wT |2β|∇w|2 +
(
2β + β2
) ∫
{w≤T}
κsy
1−2sw2β |∇w|2,
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we obtain, ∫
RN
|(−∆) s2 (|uT |βu)|2 + ||uT |βu|2
=
∫
R
N+1
+
κsy
1−2s|∇(|wT |βw)|2 +
∫
RN
||uT |βu|2
=
∫
R
N+1
+
κsy
1−2s|wT |2β|∇w|2 +
∫
RN
||uT |βu|2
+
(
2β + β2
) ∫
{w≤T}
κsy
1−2sw2β|∇w|2
≤ Cβ
∫
RN
M(x)f(u)|uT |2βu,
where Cβ = 1 +
β
2 Since M(x) ∈ L∞(RN ), from assumption (f1),
f(u)
u
≤ C1 + |u|
4s−µ
N−2s .
Since u ∈ Lp(RN ) for every p ∈ [2, 2N2(N−µ)(N−2s) ), we know that, for some constant C1 and
function g ∈ LN2s (RN ), g ≥ 0 and independent of T and p,
M(x)f(u)|uT |2βu ≤ (C1 + g)|uT |2βu2. (3.12)
So we have that ∫
RN
|(−∆) s2 (|uT |βu)|2 + ||uT |βu|2
≤ C1Cβ
∫
RN
|uT |2βu2 + Cβ
∫
RN
g|uT |2βu2.
and, using Fatou’s lemma and monotone convergence, we can pass to the limit as T →∞
to get∫
RN
|(−∆) s2 (u+)β+1|2 + |(u+)β+1|2 ≤ C1Cβ
∫
RN
|u+|2(β+1) + Cβ
∫
RN
g|u+|2(β+1).
For any M > 0, let A1 = {g ≤M}, A2 = {g > M}. Since∫
RN
g|u+|2(β+1) =
∫
A1
g|u+|2(β+1) +
∫
A2
g|u+|2(β+1)
≤M
∫
A1
|u+|2(β+1) +
( ∫
A2
g
N
2s
) 2s
N
( ∫
A2
|u+|(β+1)
2N
N−2s
)N−2s
N
≤M |u+(β+1)|22 + ε(M)|u+(β+1)|22∗(s),
we can get,
‖u+(β+1)‖2H ≤ Cβ(C1 +M)|u+(β+1)|22 + Cβε(M)|u+(β+1)|22∗(s).
Using Lemma 2.1 and taking M large enough such that CβC
2
2∗(s)ε(M) ≤ 12 , we obtain
|u+(β+1)|22∗(s) ≤ CβC22∗(s)(C1 +M)|u+(β+1)|22.
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Now a bootstrap argument start with β + 1 = NN−2s show that u+ ∈ Lp(RN ) for any
p ∈ [2,+∞). Similarly, we can see u− ∈ Lp(RN ) for any p ∈ [2,+∞) and hence it holds
for u.
Now we are ready to show that u is in fact bounded in RN . Since show that u+ ∈
Lp(RN ) for any p ∈ [2,+∞), repeat the arguments in (3.12), we know there exists some
constant C1 and function g ∈ LNs (RN ), g ≥ 0 and independent of T and β such that∫
RN
|(−∆) s2 (|uT |βu)|2 + ||uT |βu|2 ≤ C1Cβ
∫
RN
|uT |2βu2 + Cβ
∫
RN
g|uT |2βu2.
Using Fatou’s lemma and monotone convergence, we can pass to the limit as T → ∞ to
get
∫
RN
|(−∆) s2 (u+)β+1|2 + |(u+)β+1|2 ≤ C1Cβ
∫
RN
|u+|2(β+1) + Cβ
∫
RN
g|u+|2(β+1).
Using Young’s inequality, we see
∫
RN
g|u+|2(β+1) ≤ |g|N
s
|(u+)β+1|2|(u+)
p
2 |2∗(s) ≤ |g|N
s
(λ|(u+)β+1|22 +
1
λ
|(u+)β+1|22∗(s)).
Therefore,
∫
RN
|(−∆) s2 (u+)β+1|2 + |(u+)β+1|2 ≤ Cβ(C1 + |g|N
s
λ)|(u+)β+1|22 +
Cβ|g|N
s
λ
|(u+)β+1|22∗(s).
Using Lemma 2.1 and taking λ large enough such that
Cβ |g|N
s
λ C
2
2∗(s) =
1
2 , we obtain
|(u+)β+1|22∗(s) ≤ 2C22∗(s)Cβ(C1 + |g|N
s
λ)|(u+)β+1|22 = Mβ |(u+)β+1|22.
Since Mβ ≤ CC2β ≤ C(1 + β)2 ≤M0e2
√
1+β, we know
|u+|2∗(s)(β+1) ≤M1/(β+1)0 e1/
√
1+β|u+|2(β+1).
Start with β0 = 0, 2(βn+1 + 1) = 2
∗(s)(βn + 1), an iteration shows
|u+|2∗(s)(βn+1) ≤M
∑n
i=0 1/(βi+1)
0 e
∑n
i=0 1/
√
βi+1|u+|2(β0+1).
Since βn + 1 = (
2∗(s)
2 )
n = ( NN−2s)
n, we can get that,
∞∑
i=0
1/(βi + 1) <∞ and
∞∑
i=0
1/
√
βi + 1 <∞
and from this we deduce that
|u+|∞ = lim
n→∞ |u+|2∗(s)(βn+1) <∞.
Thus, u+ ∈ L∞(RN ). Clearly, the same is true for u− and hence for u.
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In fact we can show that the solutions for equation (1.1) possess some regularity if the
nonlinearity f has some more regularity.
Proposition 3.5. [Proposition 2.8, [29]] Let w = (−∆)su. Assume w ∈ C0,α(Rn) and
u ∈ L∞(Rn), for α ∈ (0, 1] and σ > 0.
(i). If α+ 2s ≤ 1, then u ∈ C0,α+2s(Rn). Moreover,
‖u‖C0,α+2s(Rn) ≤ C(‖u‖L∞ + ‖w‖C0,α)
for a constant C depending only on n, α and s.
(ii). If α+ 2s > 1, then u ∈ C1,α+2s−1(Rn). Moreover,
‖u‖C1,α+2s−1(Rn) ≤ C(‖u‖L∞ + ‖w‖C0,α)
for a constant C depending only on n, α and s.
Proposition 3.6. [Proposition 2.9, [29]] Let w = (−∆)su. Assume w ∈ L∞(Rn) and
u ∈ L∞(Rn) for s > 0.
(i). If 2s ≤ 1, then u ∈ C0,α(Rn) for any α < 2s. Moreover,
‖u‖C0,α(Rn) ≤ C(‖u‖L∞ + ‖w‖L∞)
for a constant C depending only on n, α and s.
(ii). If 2s > 1, then u ∈ C1,α(Rn) for any α < 2s− 1. Moreover,
‖u‖C1,α(Rn) ≤ C(‖u‖L∞ + ‖w‖L∞)
for a constant C depending only on n, α and s.
Using the Lemma 3.4 and Propositions above, we know that the weak solution u is
in fact a classical solution of (1.1). From Lemma 3.4, we know that u ∈ L∞(RN ). From
Proposition 3.6, we get some σ ∈ (0, 1) depending on s such that u ∈ C0,σ(RN ) and hence
[(|x|−µ ∗ F (u))f(u) − u] ∈ C0,α(RN ) for some α ∈ (0, 1). Thus u ∈ C0,α+2s(RN ). If
α+2s > 1, following the proof of Proposition 3.5, we can obtain that u ∈ C1,α+2s−1(RN ).
What’s more
Proposition 3.7. Assume that f ∈ C1(R,R), then the weak solution u ∈ C2,α(RN ) for
some α depending on s and satisfies
N − 2s
2
∫
RN
|(−∆) s2u|2 + N
2
∫
RN
|u|2 = 2N − µ
2
∫
RN
(|x|−µ ∗ F (u))F (u).
Proof. Let s ∈ (1/2, 1) and u in L∞(RN ) be a solution of the equation
(−∆)su+ u = (|x|−µ ∗ F (u))f(u) in RN .
Denote by W (u(x)) =
(|x|−µ ∗ F (u))f(u)(x), we know W ∈ C1. Applying (ii) of Propo-
sition 3.6, we know u ∈ C1,α(RN ). Moreover ∂xiu satisfies
(−∆)s∂xiu(x) = ∂xi
(
W (u(x))
)
, for any x ∈ RN .
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Applying (ii) of Proposition 3.6 to ∂xiu(x) again, it follows that ∂xiu belongs to C
1,α(RN )
for any α < 2s− 1 and thus the claim is proved.
Let s = 1/2. Since W is in C1, (i) of proposition 3.6 implies u ∈ C0,α(RN ) for any
α < 1. Then (ii) of proposition 3.5 with w := W (u) yields that the function u belongs
to C1,α(RN ) for any α < 1. Now, we can argue as for the case s ∈ (1/2, 1) to obtain the
desired regularity for u.
Finally, let s ∈ (0, 1/2) and let u ∈ L∞(RN ) be the solution. Then (i) of proposi-
tion 3.6 implies u ∈ C0,α(RN ) for any α < 2s. Then, for s ∈ (1/4, 1/2) we can apply
(ii) of proposition 3.5 and we get u ∈ C1,α+2s−1(RN ). Hence, ∂xiu is well defined with
∂xi
(
W (u(x))
)
belonging to C0,α+2s−1(RN ) and again by (ii) of proposition 3.5 we get
∂xiu ∈ C1,α+2s−1(RN ) for any α < 2s.
For s ∈ (0, 1/4], by (ii) of proposition 3.5, we know u ∈ C0,α+2s(RN ) for any α < 2s.
Thus, when s ∈ (1/6, 1/4], apply (ii) of proposition 3.5 twice and argue as in the case
s ∈ (1/4, 1/2) and we get ∂xiu ∈ C1,α+4s−1(RN ), for any α < 2s.
By iterating the above procedure on k ∈ N, we obtain that, when s ∈ (1/(2k+2), 1/2k],
u belongs to u ∈ C2,α+2k−1(RN ) for any α < 2s.
Since u ∈ C2,α(RN ), we have w ∈ C2,α(R+N+1), where w = Es(u). We denote
D = {z = (x, y) ∈ RN × [0,∞) : |z| ≤ 1}. Fix ϕ ∈ C1c (R+N+1) such that ϕ = 1 on D and
ϕλ := ϕ(λx, λy). The function wλ defined for λ ∈ (0,∞) and z ∈ R+N+1 by
wλ(z) = ϕλz · ∇w(z)
can be used as a test function in the equation to obtain
κs
∫
R
N+1
+
y1−2s∇w∇wλdz =
∫
RN
(− u+ (|x|−µ ∗ F (u))f(u))wλ(x, 0)dx.
From the arguments in [15, Theorem 6.1] and [28, Proposition 3.5], we know
lim
λ→0
∫
R
N+1
+
y1−2s∇w∇wλdz = −N − 2s
2
∫
R
N+1
+
y1−2s|∇w|2dz,
lim
λ→0
∫
RN
uwλ(x, 0) = −N
2
∫
RN
|u|2
and
lim
λ→0
∫
RN
(|x|−µ ∗ F (u))f(u)wλ(x, 0) = −2N − µ
2
∫
RN
(|x|−µ ∗ F (u))F (u).
The conclusion follows the above equalities and (3.7).
4 Proof of the main results
Proof of Theorem 1.3. Since u0 is a nontrivial solution of (1.1), we have J(u0) ≥ c.
From Lemma 2.4 and by the definition of the ground state energy level c, we can get c ≤ c⋆.
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Follow the idea of Jeanjean and Tanaka [20, lemma 2.1], we define the path γ˜ : [0,∞)→
Hs(RN ) by
γ˜(τ)(x) =
{
u0(x/τ) if τ > 0,
0 if τ = 0.
Since the function γ˜ is continuous on (0,∞) and (2.1), we have, for every τ > 0,
∫
RN
|(−∆) s2 γ˜(τ)|2 +
∫
RN
|γ˜(τ)|2 = τN−2s
∫
RN
|(−∆) s2u0|2 + τN
∫
RN
|u0|2,
which implies γ˜ is continuous at 0. By the Pohožaev identity in Proposition 3.7 and (2.1),
the functional J(γ˜(τ)) can be computed for every τ > 0 as
J(γ˜(τ)) =
τN−2s
2
∫
RN
|(−∆) s2u0|2 + τ
N
2
∫
RN
|u0|2 − τ
2N−µ
2
∫
RN
(|x|−µ ∗ F (u0))F (u0)
= (
τN−2s
2
− (N − 2s)τ
2N−µ
2(2N − µ) )
∫
RN
|(−∆) s2u0|2 + (τ
N
2
− Nτ
2N−µ
2(2N − µ) )
∫
RN
|u0|2.
It is easy to see that J(γ˜(τ)) achieves strict global maximum at 1: for every τ ∈ [0, 1) ∪
(1,∞), J(γ˜(τ)) < J(u0). Then after a suitable change of variable, for every t0 ∈ (0, 1),
there exists a path γ ∈ C([0, 1];Hs(RN )) such that
γ ∈ Γ,
γ(t0) = u0,
J(γ(t)) < J(u0), ∀t ∈ [0, t0) ∪ (t0, 1].
Let v0 ∈ Hs(RN )\{0} be another solution of (1.1) such that J(v0) ≤ J(u0). If we lift v0
to a path and recall the definition (1.4) of c⋆, we conclude that J(u0) ≤ c⋆ ≤ J(v0). Then,
we have proved that J(u0) = J(v0) = c = c
⋆, and this concludes the proof of Theorem
1.3. ✷
Remark 4.1. If f ∈ C1(R,R) satisfies (f1) is and odd function that f ≥ 0 on (0,∞), then
any groundstate u of (1.1) is positive. To observe this, we recall that there exists a path
γ ∈ C([0, 1];Hs(RN )) such that
γ ∈ Γ,
γ(t0) = u,
J(γ(t)) < J(u), ∀t ∈ [0, t0) ∪ (t0, 1].
Notice that ∫
RN
|(−∆) s2 |u||2 =
∫
RN
|(−∆) s2u|2,
we have
J(u) = J(|u|).
Hence for any t ∈ [0, t0) ∪ (t0, 1], there holds
J(|γ(t)|) = J(γ(t)) < J(u) = J(|u0|).
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From Lemma 5.1 in [26], we know |u| is also a groundstate. If u(x0) = 0 for some x0 ∈ RN ,
then one obtains ∫
RN
|u(x0 + y)|+ |u(x0 − y)|
|x− y|N+2s dy = 0,
implying that u = 0, a contradiction, thus |u| > 0.
Remark 4.2. Denote by
Gc = {u ∈ Hs(RN ) : J(u) = c and u is a groundstate of (1.1)},
i.e. the set of groundstates of (1.1), then Gc is compact in H
s(RN ) up to translations in
RN . In fact, for every u ∈ Gc, we have
J(u) =
N − µ+ 2s
2(2N − µ)
∫
RN
|(−∆) s2u|2 + N − µ
2(2N − µ)
∫
RN
|u|2.
Thus, for every (un)n∈N ∈ Gc, up to a subsequence and translations, we can assume that
un ⇀ u. Notice that
J(u) =
N − µ+ 2s
2(2N − µ)
∫
RN
|(−∆) s2u|2dx+ N − µ
2(2N − µ)
∫
RN
|u|2dx
= lim
n→∞ inf
N − µ+ 2s
2(2N − µ)
∫
RN
|(−∆) s2un|2dx+ N − µ
2(2N − µ)
∫
RN
|un|2dx,
and hence (un)n∈N converges strongly to u in Hs(RN ).
Involving the symmetric property of groundstates, we need to recall some elements of
the theory of polarization [4, 25, 26]. Assume that H ⊂ RN is a closed half-space and that
σH is the reflection with respect to ∂H. The polarization u
H : RN → R of uH : RN → R
is defined for x ∈ RN by
uH(x) =
{
max(u(x), u(σH (x))) if x ∈ H,
min(u(x), u(σH (x))) if x 6∈ H.
We denote wH = Es(u
H), where Es(u
H) is s− harmonic extension of uH .
Lemma 4.3. If u ∈ Hs(RN ), then uH ∈ Hs(RN ) and
∫
RN
|(−∆) s2uH |2dx =
∫
RN
|(−∆) s2u|2dx.
Proof. From Lemma 5.4 in [26], there holds
∫
RN
|∇uH |2dx =
∫
RN
|∇u|2dx.
So, for every y ∈ R+, ∫
RN
|∇wH |2dx =
∫
RN
|∇w|2dx.
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Applying (3.7), we have
∫
RN
|(−∆) s2uH |2dx = κs
∫
R
N+1
+
y1−2s|∇wH |2dxdy
= κs
∫
R
N+1
+
y1−2s|∇w|2dxdy =
∫
RN
|(−∆) s2u|2dx.
Lemma 4.4. ([27, lemma 5.4]). Assume that u ∈ L2(RN ) is nonnegative. There exist
x0 ∈ RN and a nonincreasing function v : (0,∞) → R such that for almost every x ∈ RN ,
u(x) = v(|x− x0|) if and only if either uH = u or uH = u(σH).
Lemma 4.5. If f ∈ C1(R,R) satisfies (f1) is and odd function that f ≥ 0 on (0,∞), then
any groundstate u ∈ Hs(RN ) of (1.1) is radially symmetric about a point.
Proof. Similar to the arguments in Remark 4.1, there exists γ(t0) = u and for every
t ∈ [0, 1], γ(t) ≥ 0. For every H, we define the path γH(t) = (γ(t))H ∈ [0, 1] → Hs(RN ).
By lemma 4.3, we know γH is continuous. Since F is nondecreasing, F (uH) = (F (u))H ,
lemma 4.3 and lemma 5.5 in [26] imply that
J(γH(t)) ≤ J(γ(t)).
Thus γH ∈ Γ and so maxt∈[0,1] J(γH(t)) ≥ c⋆. Since for every t ∈ [0, t0) ∪ (t0, 1],
J(γH(t)) < J(γ(t)) < c⋆,
from Lemma 5.1 in [26], we get
J(γH(t0)) = J(γ(t0)) = c
⋆,
Then, we have either (F (u))H = F (u) or F (uH) = F (u(σH)) in R
N . Repeat the arguments
in section 5 of [26], we know uH = u or uH = u(σH). Consequently lemma 4.4 implies
u(x) = v(|x− x0|).
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