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Abstract. Let K be a convex subset of the state space of a finite di-
mensional C∗-algebra. We study the properties of channels on K, which are
defined as affine maps from K into the state space of another algebra, ex-
tending to completely positive maps on the subspace generated by K. We
show that each such map is the restriction of a completely positive map on
the whole algebra, called a generalized channel. We characterize the set of
generalized channels and also the equivalence classes of generalized channels
having the same value on K. Moreover, if K contains the tracial state, the
set of generalized channels forms again a convex subset of a multipartite
state space, this leads to a definition of a generalized supermap, which is a
generalized channel with respect to this subset. We prove a decomposition
theorem for generalized supermaps and describe the equivalence classes. The
set of generalized supermaps having the same value on equivalent general-
ized channels is also characterized. Special cases include quantum combs and
process POVMs.
1 Introduction
The first motivation for this paper comes from the problem of measurement
of a quantum channel. A mathematical framework for such measurements,
or more generally, for measurements on quantum networks, was introduced
in [4], in terms of testers [5]. For quantum channels, these were called process
POVMs, or PPOVMs in [16]. Similarly to POVMs, a PPOVM is a collection
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of positive operators (F1, . . . , Fm) in the tensor product of the input and
output spaces, but summing up to an operator IH1 ⊗ ω for some state ω
on the input space. The output probabilities of the corresponding channel
measurement with values in {1, . . . , m} are then given by
pi(E) = Tr (MiXE), i = 1, . . . , m
where XE is the Choi matrix of the channel E . Via the Choi isomorphism,
the set of channels C(H0,H1) can be viewed as (a multiple of) an intersection
of the set of states in B(H1⊗H0) with a self-adjoint vector subspace J . This
is a convex set, and a measurement on channels can be naturally defined as
an affine map from this set to the set of probability measures on the set of
outcomes.
A natural question arising in this context is the following: are all such
affine maps given by PPOVMs? And if so, is this correspondence one-to-one?
Further, the concept of a quantum supermap was introduced in [6], which
is a map B(H1 ⊗ H0) → B(H3 ⊗H2) sending channels to channels. It was
argued that such a map should be linear and completely positive. But it is
clear that it is enough to consider completely positive maps J → B(H3⊗H2)
sending channels to channels. We may then ask whether all such maps extend
to a completely positive map on B(H1⊗H0), and if this extension is unique.
Supermaps on supermaps were defined similarly, these are the so-called
quantum combs, which are used in description of quantum networks, [4, 8]. It
was proved that all quantum combs can be represented by memory channels,
which are given by a sequence of channels connected by an ancilla, these form
the ”teeth” of the comb. The theory of quantum combs was subsequently
used for optimal cloning [7] and learning [2] of unitary transformations and
measurements [3]. As it turns out, the set of all N -combs forms again (a
multiple of) an intersection of the set of multipartite states by a vector sub-
space.
To deal with these questions in full generality, we introduce the notion of
a channel on a convex subset K of the state space, which is an affine map
from K into another state space, extending to a completely positive map
on the vector subspace generated by K. In order to include all channels,
POVMs and instruments, and other similar objects, we work with finite
dimensional C∗-algebras rather than matrix algebras. We show that each
such map can be extended to a completely positive map on the whole algebra,
these maps are called generalized channels (with respect to K). Further,
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a measurement on K is defined as an affine map from K into the set of
probability distributions and it is shown that each such measurement is given
by a (completely) positive map on the whole algebra if and only if K is a
section of the state space, that is, an intersection of the set of states by a linear
subspace. This special kind of a generalized channel is called a generalized
POVM.
We describe the equivalence class of generalized channels restricting to
the same channel on K. Moreover, we show that if K contains the tracial
state, the set of generalized channels, via Choi representation, is again (a
multiple of) a section of some state space, so that we may apply our results
on the set of generalized channels themselves and repeat the process infinitely.
This leads to the definition of a generalized supermap. We show that the
quantum combs and testers are particular cases of generalized supermaps,
other examples treated here include channels and measurements on POVMs
and PPOVMs, and supermaps on instruments. We also describe channels on
the set of states having the same output probabilities for a POVM or a finite
number of POVMs.
The outline of the paper is as follows: After a preliminary section, we
consider extensions of completely positive maps on subspaces of the algebra
and of positive affine functions on K. If the subspace is self-adjoint and
generated by its positive elements, then a consequence of Arveson’s extension
theorem shows that any completely positive map can be extended to the
whole algebra. For positive functionals on K, we show that these extend to
positive linear functionals on the whole algebra if and only if K is a section of
the state space. These results are used in Section 4 for extension theorems for
channels and measurements on K. We characterize the generalized channels
with respect to K and their equivalence classes. We show that a generalized
channel can be decomposed to a so-called simple generalized channel and a
channel.
In Section 5, we prove that the set of generalized channels is again a sec-
tion of a state space and introduce the generalized supermaps. We give a
characterization of generalized supermaps as sections of a multipartite state
space and show that the quantum combs are a particular case. We prove
a decomposition theorem for the generalized supermaps, similar to the real-
ization of quantum combs by memory channels proved in [8]. In particular,
we show that a generalized comb can be decomposed as a simple generalized
channel and a comb. Finally, we describe the equivalence classes for gener-
alized supermaps and consider the set of supermaps having the same value
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on equivalence classes.
2 Preliminaries
Let A be a finite dimensional C∗-algebra. Then A is isomorphic to a direct
sum of matrix algebras, that is, there are finite dimensional Hilbert spaces
H1, . . .Hn, such that
A ≡
⊕
j
B(Hj)
Below we always assume that A has this form, so that A is a subalgebra of
block-diagonal elements in the matrix algebra B(H), with H = ⊕jHj . The
identity in A will be denoted by IA. We fix a trace TrA on A to be the
restriction of the trace in B(H), we omit the subscript A if no confusion is
possible. If A = B(H) is a matrix algebra, then we write IH and TrH instead
of IB(H) and TrB(H). We will sometimes use the notation HA, HB etc. for
the Hilbert spaces, and HAB = HA ⊗HB, TrA = TrHA, IA = IHA.
If B is another C∗ algebra, then TrA⊗BA will denote the partial trace on
the tensor product A⊗ B, TrA(a⊗ b) = Tr (a)b. If the input space is clear,
we will sometimes denote the partial trace just by TrA.
For a ∈ A, we denote by aT the transpose of a. Note that TrA⊗BA (x
T ) =
(TrA⊗BA x)
T for x ∈ A⊗ B. If A ⊂ A, then AT = {aT , a ∈ A}.
We denote by Ah the set of all self-adjoint elements in A, A+ the convex
cone of positive elements in A and S(A) the set of states on A, which will
be identified with the set of density operators in A, that is, elements ρ ∈ A+
with Tr ρ = 1. If ρ ∈ S(A) is invertible, then we say that ρ is a faithful
state. The projection onto the support of ρ will be denoted by supp (ρ). If
A = B(H), then we denote the set of states by S(H). Let τA denote the
tracial state t−1A IA, here tA = Tr (IA). Later on, we will need also the set
Sc(A) = {a ∈ A+,Tr (ca) = 1} for a positive invertible element c ∈ A, note
that SIA(A) = S(A).
The trace defines an inner product in A by 〈a, b〉 = Tr (a∗b), with this
A becomes a Hilbert space. If A ⊂ A is any subset, then A⊥ will denote
the orthogonal complement of A. Then A⊥⊥ =: [A] is the linear subspace,
spanned by A. The subspace spanned by a single element a will be denoted
by [a].
Let now L ⊆ A be a (complex) linear subspace. We denote by Lh the set
of self-adjoint elements in L, then Lh is a real vector subspace in Ah. The
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subspace L is self-adjoint if a∗ ∈ L whenever a ∈ L. In this case L = Lh⊕iLh.
If also IA ∈ L, then L is called an operator system [15]. If L is generated by
positive elements, then we say that L is positively generated. If L1 and L2
are subspaces in A, then L1 ∨ L2 denotes the smallest subspace containing
both L1 and L2, and L1 ∧ L2 = L1 ∩ L2.
2.1 Channels, instruments and POVMs
Let H, K be finite dimensional Hilbert spaces. For any linear map T :
B(H)→ B(K), there is an element XT ∈ B(K ⊗H), given by
XT := (T ⊗ idH)(ΨH), ΨH =
∑
i,j
|i〉〈j| ⊗ |i〉〈j| (1)
for |i〉 a canonical basis in H. Conversely, each operator X in B(K ⊗ H)
defines a linear map TX : B(H)→ B(K) by
TX(a) = TrH[(IK ⊗ a
T )X ], a ∈ B(H) (2)
It is easy to see that TXT = T and XTX = X so that the two maps are each
other’s inverses. The matrix XT is called the Choi matrix of T . We have
(i) T is completely positive (cp) if and only if XT ≥ 0, [11].
(ii) T is trace-preserving if and only if TrKXT = IH.
Let now A = ⊕iB(Hi) and B = ⊕jB(Kj) be finite dimensional C∗ alge-
bras. For any linear map T : A → B there are linear maps Tij : B(Hi) →
B(Kj) such that T (ai) = ⊕jTij(ai), ai ∈ B(Hi). It is clear that T is a cp
map if and only if all Tij are cp maps. Put
XT := ⊕i,jXTij ∈ B ⊗A (3)
Then it is easy to see that equation (2) and both (i) and (ii) hold with
H = ⊕iHi and K = ⊕jKj (hence we may replace TrH and TrK by TrA and
TrB, similarly for IH and IK). The matrix XT is again called the Choi matrix
of T .
Next we describe instruments and POVMs as special kinds of channels.
Let Kj ≡ K for all j = 1, . . . , m, so that B = Cm ⊗ B(K). Then a channel
T : A → B is called an instrument A → B(K), with values in {1, . . . , m},
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[14]. Note that T is a channel if and only if Tij are cp maps, such that for
each i, Ti :=
∑
j Tij is a channel B(Hi) → B(K). The Choi matrix of an
instrument has the form XT = ⊕i
∑m
j=1 |j〉〈j| ⊗Xij, with
TrBXT = ⊕i
∑
j
TrKXij = ⊕iIHi = IH = IA.
Let us now suppose that K = C, then B is the commutative C∗-algebra
B = Cm. A channel T : A → B maps states onto probability distributions,
hence it is given by a POVM M1, . . . ,Mm ∈ A+,
∑
kMk = IA as
T (a) = (TrM1a, . . . ,TrMma) (4)
The Choi matrix is XT =
∑
k |k〉〈k| ⊗M
T
k , with TrBXT =
∑
jM
T
j = IA.
2.1.1 The link product
Let Hi be Hilbert spaces, for i = 1, 2, . . . and let M ⊂ N be a finite set of
indices. We denote HM :=
⊗
i∈MHi. Let N ⊆ N be another finite set and
let X ∈ HM, Y ∈ HN be any operators. The link product of X and Y was
defined in [8] as the operator X ∗ Y ∈ B(HM\N ⊗HN\M), given by
X ∗ Y = TrM∩N [(IM\N ⊗ Y
TM∩N )(X ⊗ IN\M)] (5)
where TM∩N is the partial transpose on the space HM∩N . In particular,
X ∗ Y = X ⊗ Y if M∩N = ∅, and X ∗ Y = Tr (Y TX) if M = N .
Proposition 1 [8] The link product has the following properties.
1. (Associativity) Let Mi, i = 1, 2, 3 be sets of indices, such that M1 ∩
M2 ∩M3 = ∅. Then for Xi ∈ HMi,
(X1 ∗X2) ∗X3 = X1 ∗ (X2 ∗X3)
2. (Commutativity) Let X ∈ HM, Y ∈ HN , then
Y ∗X = E(X ∗ Y )E
where E is the unitary swap on HM\N ⊗HN\M.
3. (Positivity) If X and Y are positive, then X ∗ Y is positive.
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The interpretation of the link product is the following: IfX ∈ B(H1⊗H0)
and Y ∈ B(H2 ⊗H1) are the Choi matrices of maps TX : B(H0) → B(H1)
and TY : B(H1)→ B(H2), then Y ∗X is the Choi matrix of their composition
TY ◦ TX . For X ∈ B(H1), we have
Y ∗X = TY (X) (6)
Let now X ∈ HM be a multipartite operator and let I ∪ O = M be a
partition of M, then X defines a linear map ΦX;I,O : HI →HO, by
ΦX;I,O(aI) = TrHI(IHO ⊗ a
T
I )X, aI ∈ HI (7)
As it was emphasized in [8], X is the Choi matrix of many different maps,
depending on how we choose the input and output spaces I and O. The
flexibility of the link product is in that it accounts for these possibilities. For
example, let M =M1 ∪M2 ∪M0 and N = N1 ∪N2 ∪M0 be partitions of
M and N . Put ΦX := ΦX;M1,M0∪M2 and ΦY := ΦY ;N1∪M0,N2. Then Y ∗X
is the Choi matrix of the map B(HM1∪N1)→ B(HM2∪N2), given by
ΦY ∗X;M1∪N1,M2∪N2 = (ΦY ⊗ idM2) ◦ (idN1 ⊗ ΦX)
In the case when the input and output spaces are fixed, we will often
treat a cp map and its Choi matrix as one and the same object, to shorten
the discussion.
3 Extensions of cp maps and positive func-
tionals
The main goal of this paper is to study cp maps and channels from a convex
subset K of the state space into another C∗-algebra. To characterize such
maps, it is crucial to know whether or when these can be extended to cp maps
on the whole algebra. This section contains an extension theorem for cp maps
on a vector subspace. We also prove that positive affine functionals on K
have positive extensions if and only if K is a section, that is an intersection
of the state space by a vector subspace.
3.1 An extension theorem for cp maps
Let J ⊆ A be a subspace and let K be a finite dimensional Hilbert space.
Let B ⊆ B(K) be a C∗-algebra.
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A map Ξ : J → B is positive if it maps J ∩A+ into the positive cone B+
and Ξ is completely positive if the map
idK0 ⊗ Ξ : B(K0)⊗ J → B(K0)⊗ B
is positive, for every finite dimensional Hilbert space K0. If J is an operator
system, that is a self-adjoint subspace containing the unit, then Arveson’s
extension theorem [1, 15] states that any completely positive map Ξ : J →
B(K) can be extended to a cp map A → B(K).
The following is a consequence of this theorem in finite dimensions.
Theorem 1 Let J ⊆ A be a self-adjoint positively generated subspace. Then
any cp map J → B can be extended to a cp map A → B.
Proof. Let J+ = J ∩ A+, so that J is generated by J+. There is some
ρ ∈ J+ such that the support of ρ contains the supports of all other elements
in J+. Let us denote p := supp (ρ), then J is a subspace in the algebra
Ap := pAp. Denote
∆ : Ap → Ap, ∆(a) = ρ
1/2aρ1/2
Then J ′ := ∆−1(J) is an operator system in Ap. Moreover, Ξ : J → B is a
cp map if and only if Ξ′ := Ξ ◦∆ is a cp map J ′ → B ⊆ B(K). By Arveson’s
extension theorem, Ξ′ can be extended to a cp map Φ′ : Ap → B(K). Let
EB : B(K) → B be the trace preserving conditional expectation, then Φ :=
EB ◦ Φ′ ◦ ∆−1 is a cp map Ap → B extending Ξ. This can be obviously
extended to A.

3.2 Sections of the state space
Let f be an affine function S(A) → R+. Then, since S(A) generates the
positive cone A+, f can be extended to a positive linear functional on A.
Below we discuss the possibility of such extension if f is defined on some
convex subset K ⊂ S(A). Let us first describe a special type of such subset.
Let K ⊆ S(A) be a convex subset and let Q be the convex cone generated
by K, then Q = {λK, λ ≥ 0} ⊆ A+. The vector subspace [K] generated by
K is self-adjoint and [K] = Q−Q+ i(Q−Q).
We say that K is a section of S(A) if
K = [K] ∩S(A). (8)
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It is clear that a section of S(A) is convex and compact. It is also clear that
(8) is equivalent with
Q = [K] ∩A+ (9)
Sections of the state space can be characterized as follows.
Proposition 2 Let K ⊂ S(A) be a compact convex subset and let Q =
{λK, λ ≥ 0}. Then K is the section of S(A) if and only if a, b ∈ Q and
b ≤ a implies a− b ∈ Q.
Proof. Since we always have Q ⊆ [K] ∩ A+, it is enough consider the
inclusion [K] ∩ A+ ⊆ Q. But [K] ∩ A+ = (Q − Q) ∩ A+ and hence any
element y ∈ [K] ∩A+ has the form y = a− b with a, b ∈ Q and b ≤ a.

Proposition 3 Let K ⊆ S(A). Then K is a section of S(A) if and only if
there is a subspace J ⊆ A, such that K = J ∩S(A).
Proof. If K is a section of S(A), then we can put J = [K]. Conversely,
let K = J ∩ S(A) for some subspace J ⊆ A. Then Q = J ∩ A+ and if
a, b ∈ Q with b ≤ a, then obviously a− b ∈ J ∩ A+ = Q. By Proposition 2,
K is a section of S(A).

Note that if K = J ∩S(A) for some subspace J , we do not necessarily
have J = [K], even if J is self-adjoint. The next Proposition clarifies this
situation.
Proposition 4 Let J ⊆ A be a self-adjoint subspace and let K = J∩S(A) 6=
∅. Then there is a projection p ∈ A, such that [K] = J ∩ Ap. In particular,
J = [K] if J contains a positive invertible element.
Proof. Suppose first that J contains a positive invertible element ρ and
let K = J ∩S(A), equivalently, Q = J ∩ A+. Since A is finite dimensional,
for any a ∈ Jh, there is some M > 0, such that a ≤Mρ, and then
a = Mρ− (Mρ − a) ∈ Q−Q
This implies Jh = Q−Q and since J is self-adjoint, J = [K].
For the general case, choose some state ρ ∈ K such that its support
contains the supports of all σ ∈ K, so that K ⊆ Ap, where p := supp (ρ).
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Then Jp := J ∩ Ap is a subspace in Ap, containing the positive invertible
element ρ and K = Jp ∩ S(Ap). Hence, by the first part of the proof,
[K] = Jp.

3.3 Positive affine functions on K
Let A(K) be the vector space of real affine functions and A(K)+ the convex
cone of positive affine functions over K. In this paragraph, we study elements
in A(K)+ that can be extended to a positive affine functional on S(A), hence
are given by positive elements in A.
Any element in A(K) extends to a (unique) real linear functional on [K]h
and conversely, any linear functional on [K]h defines an element in A(K), so
that
A(K) ≡ ([K]h)∗ ≡ Ah|K⊥ := {a+K
⊥, a ∈ Ah}
In other words, any element φ ∈ A(K) has the form φ(σ) = Tr aσ for some
a ∈ Ah and two elements a1, a2 ∈ Ah define the same φ ∈ A(K) if and only
if a1 = a2 + x for some x ∈ K⊥.
Let piK⊥ : a 7→ a + K
⊥ be the quotient map. Then it is clear that
piK⊥(A
+) ⊆ A(K)+. We are interested in the converse. Note that if K¯ is the
closure of K, then K¯ is convex and K⊥ = K¯⊥, [K] = [K¯] and A(K) = A(K¯),
A(K)+ = A(K¯)+.
Theorem 2 Let K ⊆ S(A) be a nonempty convex subset. Then A(K)+ =
piK⊥(A
+) if and only if K¯ is a section of S(A).
Proof. It is clear by the remark preceding the Theorem that we may
suppose that K is closed.
Let K be a section of S(A), then any positive affine function on K
extends to a positive linear functional on [K]. Since positive functionals are
completely positive and [K] is positively generated, the assertion follows by
Theorem 1.
Conversely, suppose that K is not a section of S(A). Then there is some
x ∈ [K] ∩ A+, such that x /∈ Q. Since Q is closed and convex, by Hahn-
Banach separation theorem there is a linear functional f on Ah, such that
f(x) < s < inf{f(a), a ∈ Q}, for some s ∈ R. This implies that s < f(0) = 0
and, moreover, λf(σ) > s for all λ ≥ 0, σ ∈ K, hence f(σ) ≥ 0 and f defines
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an element φ ∈ A(K)+. But φ has a unique extension to [K], namely f , and
f(x) < s < 0, so that φ cannot be given by an element in A+.

4 Generalized channels
Let K ⊆ S(A) be a convex set and let Ξ : K → B+ be an affine map. Then
Ξ extends to a linear map [K] → B. (Note that in general, this extension
does not need to be positive.) We will say that Ξ is a cp map on K if this
extension of Ξ is completely positive. If Ξ also preserves trace (equivalently,
Ξ(K) ⊆ S(B)), then Ξ will be called a channel on K.
Remark 1 Note that by this definition, Ξ is a cp map (resp. channel)
on K if and only if (the extension of) Ξ is a cp map (resp. channel) on
K˜ := [K] ∩ S(A), the smallest section of S(A) containing K. Therefore
without any loss of generality we may suppose that K is a section of S(A).
Theorem 3 Let K ⊆ S(A) be a convex subset. Then any cp map on K has
a cp extension to A. If Φ : A → B is a cp map, then Φ defines a channel on
K if and only if its Choi matrix satisfies
TrBXΦ ∈ IA + (K
T )⊥ (10)
Two cp maps Φ1,Φ2 : A → B define the same cp map on K if and only if
XΦ1 −XΦ2 ∈ B ⊗ (K
T )⊥ (11)
Proof. Since [K] is positively generated, the first statement follows from
Theorem 1. The map Φ defines a channel on K if and only if Tr (Φ(a)) = 1
for all a ∈ K, that is
Tr (aT ) = 1 = Tr (Φ(a)) = Tr ((IB ⊗ a
T )XΦ) = Tr (a
TTrBXΦ), a ∈ K,
equivalently, TrBXΦ ∈ IA + (KT )⊥. Furthermore, Φ1 and Φ2 have the same
value on K if and only if
Tr (b(Φ1(a)− Φ2(a))) = Tr (b⊗ a
T )(XΦ1 −XΦ2) = 0, ∀a ∈ K, b ∈ B
that is, XΦ1 −XΦ2 ∈ (B ⊗K
T )⊥ = B ⊗ (KT )⊥.
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Any cp map Φ : A → B, satisfying (10) will be called a generalized
channel. Two generalized channels having the same value on K will be
called equivalent. If we want to stress the set K (or the subspace [K]), we
will say that Φ is a generalized channel with respect to K (or [K]).
We will next introduce an example that will be used repeatedly through-
out the paper. Let A0 be a finite dimensional C∗ algebra and let S : A → A0,
T : A0 → A be completely positive maps. Let J0 ⊆ A0 be a self-adjoint vec-
tor subspace. Then S−1(J0) = {a ∈ A, S(a) ∈ J0} and T (J0) are self-adjoint
subspaces in A. In particular, if J0 = [S(ρ)] is the one-dimensional subspace
generated by S(ρ) for some ρ ∈ S(A), then S−1(J0)∩S(A) is the equivalence
class containing ρ for the equivalence relation on S(A) induced by S.
Lemma 1 Let S : A → A0 be a cp map and let J0 be a subspace in A0. Then
S−1(J0)
⊥ = S∗(J⊥0 ), where S
∗ : A0 → A is the adjoint of S with respect to
〈a, b〉 = Tr (a∗b).
Proof. Let a ∈ A, then Tr (a∗S∗(b)) = Tr (S(a∗)b) = Tr (S(a)∗b) = 0 for
all b ∈ J⊥0 if and only if S(a) ∈ J0, this implies that S
∗(J⊥0 )
⊥ = S−1(J0), so
that S−1(J0)
⊥ = S∗(J⊥0 ).

We denote by ST the linear map A → A0, defined by ST (a) = [S(aT )]T .
Note that the Choi matrix of ST satisfies XST = X
T
S , so that S is a channel
if and only if ST is a channel.
Lemma 2 Let S : A → A0 be a channel and let J0 ⊆ A0 be a subspace. Let
J = S−1(J0). Then
(i) (JT )⊥ = (ST )∗((JT0 )
⊥)
(ii) IA + (J
T )⊥ = (ST )∗(IA0 + (J
T
0 )
⊥)
Proof. We have
S−1(J0)
T = {a, S(aT ) ∈ J0} = {a, S
T (a) ∈ JT0 } = (S
T )−1(JT0 )
(i) now follows by Lemma 1 and (ii) follows from the fact that ST is a channel,
so that (ST )∗ is unital.

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Example 1 (Channels on channels) Let A = B1 ⊗ B0, A0 = B0 and let
S : B1 ⊗ B0 → B0 be the partial trace TrB1 . Let J0 = [IB0 ] = CIB0 . The set
C(B0,B1) := Tr
−1
B1
([IB0 ]) ∩ tB0S(B1 ⊗ B0), (12)
is the set of all Choi matrices of channels B0 → B1. Denote J := Tr
−1
B1
([IB0 ])
andK = J∩S(B1⊗B0), thenK is a section of the state space and C(B0,B1) =
tB0K. It follows that Ξ is a channel on K if and only if t
−1
B0
Ξ is a channel
on C(B0,B1). Hence any channel C(B0,B1) → S(B) is given by a cp map
Φ : B1 ⊗ B0 → B, such that TrBXΦ ∈ t
−1
B0
IB1⊗B2 + (K
T )⊥.
Since IB1⊗B0 ∈ J , we have J = [K] by Proposition 4, so that (K
T )⊥ =
(JT )⊥. Note also that ST = S, and S∗(a) = IB1 ⊗ a for a ∈ B0. By Lemma
2,
(KT )⊥ = IB1 ⊗ [IB0 ]
⊥
and taking into account that XΦ ≥ 0, we get
TrBXΦ ∈ [IB1 ⊗ (τB0 + [IB0 ]
⊥)] ∩ (B1 ⊗ B0)
+ = IB1 ⊗S(B0). (13)
Moreover, Φ1 and Φ2 are equivalent if and only if
XΦ1 −XΦ2 = IB1 ⊗ Y, Y ∈ B ⊗ B0, TrB0Y = 0

Example 2 (Channels on POVMs) Put B1 = Cm in Example 1, then
C(B0,Cm) is the set of all POVMs on B0, with values in {1, . . . , m}. If
Φ : B1 ⊗ B0 → B is a cp map, then the Choi matrix has the form XΦ =∑m
j=1 |j〉〈j| ⊗Xj, Xj ∈ (B ⊗ B0)
+. The condition (13) becomes
XΦ =
m∑
j=1
|j〉〈j| ⊗Xj , TrBXj = ω ∀j, ω ∈ S(B0) (14)
and Φ1 and Φ2 are equivalent if and only if XΦi =
∑
j |j〉〈j| ⊗Xij , i = 1, 2,
with
X1j −X2j = Y ∀j, Y ∈ B ⊗ B0, TrB0Y = 0

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Example 3 Let A = B(H) and let E = (E1, . . . , Ek) be a POVM on B(H).
Then E defines a channel SE : B(H)→ Ck by a 7→ (Tr (E1a), . . . ,Tr (Eka)).
Let ρ be a faithful state and let SE(ρ) = λ = (λ1, . . . , λk). Let J = S
−1
E ([λ])
and let
K = J ∩S(A) = {σ ∈ S(H), Tr (σEi) = λi, i = 1, . . . , k}
We have STE = SET and (S
T
E)
∗(x) =
∑
i xiE
T
i for x ∈ C
k, and since ρ ∈ J
is invertible, (KT )⊥ = (JT )⊥ = S∗ET ([λ]
⊥), by Lemma 2. It follows that
channels K → S(B) are given by cp maps Φ : B(H)→ B, such that
TrBXΦ =
∑
i
ciE
T
i ,
∑
i
ciλi = 1
Note that if E is a PVM, then ET is a PVM as well and positivity of XΦ
implies that we must have ci ≥ 0 for all i. Moreover, Φ1 and Φ2 are equivalent
if and only if
XΦ1 −XΦ2 =
∑
j
yj ⊗ E
T
j , yj ∈ B,
∑
j
λjyj = 0
More generally, let Ei = (Ei1, . . . , E
i
ki
), i = 1, . . . , n be POVMs. Put
J = ∩iJi, for Ji = S
−1
Ei ([λ
i]), with λij = Tr (E
i
jρ), j = 1, . . . , ki, i = 1, . . . , n,
and
K = J ∩S(A) = {σ ∈ S(A), Tr (σEij) = λ
i
j, j = 1, . . . , ki, i = 1, . . . , n}
Again, ρ ∈ J , so that
(KT )⊥ = (JT )⊥ = (∩iJ
T
i )
⊥ = ∨i(J
T
i )
⊥ = ∨iS
∗
ET
i
([λi]⊥)
It follows that channels K → S(B) are given by cp maps Φ : B(H) → B,
satisfying
TrBXΦ =
n∑
i=1
ki∑
j=1
dij(E
i
j)
T ,
∑
i,j
dijλ
i
j = 1
and Φ1, Φ2 are equivalent if and only if
XΦ1 −XΦ2 =
∑
ij
yij ⊗ (E
i
j)
T , yij ∈ B,
∑
j
yijλ
i
j = 0, ∀i

14
4.1 Measurements and instruments on K
Let B = Cm ⊗ B(K1) and let Φ : A → B be a generalized channel with
respect to K. Then there are cp maps Φj : A → B(K1), j = 1, . . . , m, such
that Φ(a) =
∑
j |j〉〈j| ⊗ Φj(a). Since
1 = Tr (Φ(a)) =
∑
j
Tr (Φj(a)), a ∈ K,
∑
j Φj is a generalized channel with respect to K. In this case, we will say
that Φ is a generalized instrument with respect to K.
In particular, let B = Cm, then any cp map Φ : A → B has the form
(4) with some positive elements Mj ∈ A and the Choi matrix is XΦ =∑
j |j〉〈j| ⊗M
T
j . Then Φ is a generalized channel with respect to K if and
only if ∑
j
Mj = TrBX
T
Φ ∈ IA +K
⊥. (15)
Any such collection of positive operators will be called a generalized POVM
(with respect to K). If M and N are generalized POVMs, then they are
equivalent if and only if
Mj −Nj ∈ K
⊥, ∀j (16)
Now let K be any convex subset of S(A). A measurement on K with
values in a finite set X is naturally defined as an affine map from K to the
set of probability measures on X . It is clear that any generalized POVM
with respect to K defines a measurement on K by
pj(a) = Tr (Mja), j ∈ X a ∈ K
Conversely, any measurement on K is given by a collection of functions λi ∈
A(K)+, i ∈ X , such that
∑
i λi = 1 (here 1 is the function identically 1
on K). Each λi is given by some element Mi ∈ Ah, such that
∑
iMi ∈
IA + K
⊥. By Theorem 2, all Mi can be chosen positive, and hence form a
generalized POVM, if and only if λ extends to a measurement on the section
K˜, see Remark 1. If K is a section of S(A), then measurements on K are
precisely the equivalence classes of generalized POVMs. If K is not a section,
then Theorem 2 implies that there are measurements on K that cannot be
obtained by a generalized POVM.
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Example 4 (PPOVMs) Let B0 = B(H0), B1 = B(H1) and B = Ck in
Example 1. Let us denote C(H0,H1) := C(B0,B1) in this case. Since this
is (a multiple of) a section of S(H1 ⊗ H0), measurements on C(H0,H1)
are given by generalized POVMs. A collection (M1, . . . ,Mm) of operators
Mi ∈ B(H1 ⊗H0)+ is a generalized POVM with respect to C(H0,H1) if and
only if ∑
j
Mj = IH1 ⊗ ω, ω ∈ S(H0)
Note that these are exactly the quantum 1-testers [5], also called process
POVMs, or PPOVMs, in [16]. Moreover, two PPOVMs M and N are equiv-
alent if and only if
Mj −Nj = IH1 ⊗ yj, Tr (yj) = 0, ∀j
Similarly, if we put B0 = B(H0), B1 = Cm and B = Ck, we get that any
measurement on the set C(B(H0),Cm) has the form (M1, . . . ,Mk), with
Mj =
m∑
i=1
|i〉〈i| ⊗Mij , Mij ∈ B(H0)
+,
∑
j
Mij = ω ∈ S(H0), ∀i
and M and N define the same measurement if and only if
Mij −Nij = yj, ∀i, Tr (yj) = 0, ∀j

4.2 Decomposition of generalized channels
Let c ∈ A+. We denote χc : a 7→ c1/2ac1/2. Then χc is a completely positive
map A → A and χc defines a channel on K if and only if Tr (χc(a)) =
Tr (ac) = 1, that is, Tr ((IA − c)a) = 0 for all a ∈ K. This shows that χc is
a generalized channel if and only if
c ∈
⋂
σ∈K
Sσ(A) = (IA +K
⊥) ∩A+
Such generalized channels with respect to K will be called simple.
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Proposition 5 Let Φ : A → B be a generalized channel with respect to K.
Then there is a pair (χ,Λ), with χ = χc a simple generalized channel with
respect to K and Λ : A → B a channel, such that
Φ = Λ ◦ χ
Conversely, each such pair defines a generalized channel. If in each pair
(χ,Λ) we take the restriction Λ|Ap with p = supp (c), then the correspondence
is one-to-one.
Proof. Let Φ : A → B be a generalized channel. Then TrBXΦ ∈ (IA +
(KT )⊥) ∩ A+, or, equivalently,
Φ∗(IB) ∈ (IA +K
⊥) ∩A+
Put c = Φ∗(IB) and let p = supp (c). Then since b ≤ ‖b‖IB for b ∈ B+, we
have Φ∗(b) ≤ ‖b‖c ≤ ‖b‖‖c‖p. This implies that pΦ∗(b)p = Φ∗(b)p = Φ∗(b)
for all b ∈ B+, and hence for all b ∈ B, so that Φ∗ maps B into Ap. It follows
that χc−1 ◦Φ
∗ is well defined and unital map B → Ap. Let Λp be the adjoint
map, Λp = Φ ◦ χc−1, then Λp is a channel Ap → B and Φ = Λp ◦ χc.
The channel Λp can be extended to a channel Λ : A → B as
Λ(a) = Λp(a) + ωTr a(1− p), a ∈ A
where ω ∈ B is any state, and Φ = Λ ◦ χc. The converse is quite obvious.
Suppose now that there are (χi,Λi), i = 1, 2, such that Φ1 := Λ1 ◦ χ1 =
Λ2 ◦ χ2 =: Φ2. Let χi = χci. Then since Φ
∗
i (IB) = ci, we have c1 = c2 =: c
and χ1 = χ2 =: χ. Let p := supp c. But then it is clear that if Λi are defined
on Ap, then we must have Λi = Φ ◦ χ−1c .

We apply this result to the set of channels on C(H0,H1), see Example 1.
Theorem 4 For any channel Ξ : C(H0,H1) → S(B), there exists an an-
cillary Hilbert space HA, a pure state ρ ∈ B(H0 ⊗ HA) and a channel
Λ : B(H1 ⊗HA)→ B, such that
Ξ(XE) = Λ ◦ (E ⊗ idHA)(ρ), E ∈ C(H0,H1) (17)
Conversely, let HA be an ancillary Hilbert space and let ρ ∈ B(H0 ⊗HA) be
a state. Let Λ : B(H1⊗HA)→ B be a channel. Then (17) defines a channel
C(H0,H1)→ S(B).
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Proof. By Example 1 and Proposition 5,
Φ = Λ ◦ χIH1⊗ω
with ω ∈ S(H0) and Λ : B(H1 ⊗ pH0) → B(K) a channel, p = suppω. Let
now E : B(H0)→ B(H1) be a channel. Then we have
χI⊗ω(XE) = (IH1 ⊗ ω
1/2)(E ⊗ idH0)(ΨH0)(IH1 ⊗ ω
1/2) = (E ⊗ idpH0)(ρ)
where ρ = (IH0⊗ω
1/2)ΨH0(IH0⊗ω
1/2) is a pure state in B(H0⊗pH0). Then
(17) holds, with HA = pH0.
To prove the converse, let R : B(H0)→ B(HA) be the cp map with Choi
matrix ρ, then ρ = (idH0 ⊗R)(ΨH0). We have
(E ⊗ idHA)(ρ) = (E ⊗ idHA)(idH0 ⊗R)(ΨH0) = (idH1 ⊗R)(E ⊗ idH0)(ΨH0)
Put Φ = Λ ◦ (idH1 ⊗R), then Φ is a cp map B(H1 ⊗H0)→ B and
Φ∗(IB) = (idH1 ⊗R
∗)(IH1⊗HA) = IH1 ⊗ ω
where ω = R∗(IHA) = TrHAρ
T is a state in B(H0).

Note that the analog to the above Theorem for PPOVMs was proved in
[16].
5 Generalized supermaps
Quantum supermaps were defined in [6] as completely positive map trans-
forming a quantum operation to another quantum operation. More generally,
supermaps on supermaps, or quantum combs, were introduced in [4]. In this
section, we define generalized supermaps as channels on generalized channels
and show the relation to quantum combs.
Let J ⊆ A be a self-adjoint subspace. Denote by J˜ the vector subspace
generated by IA + (J
T )⊥. Then it is easy to see that J˜ is self-adjoint and
J˜ = [IA] ∨ (J
T )⊥
Lemma 3 (i) If ρ ∈ J is any state, then
(IA + (J
T )⊥) ∩A+ = J˜ ∩SρT (A)
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(ii) If IA ∈ J , then
˜˜J = J .
(iii) If J = S−1(J0) for channel S : A → A0 and a self-adjoint subspace
J0 ⊆ A0, then J˜ = (S
T )∗(J˜0).
Proof. (i) An element x ∈ J˜ has the form x = cIA+x0, where x0 ∈ (JT )⊥
and c = Tr ρTx for any state ρ ∈ J . (ii) follows from the fact that if IA ∈ J ,
then
˜˜J = [IA] ∨ (J˜
T )⊥ = [IA] ∨ ([IA]
⊥ ∧ J) = J,
(iii) follows from Lemma 2. 
Let K be a section of S(A) and let J = [K]. We denote by CK(A,B)
or CJ(A,B) the set of all generalized channels A → B with respect to J . In
particular, if K = S(A), we get the set of all channels C(A,B). An element
Φ ∈ CJ (A,B) will be identified with its Choi matrix XΦ ∈ B ⊗ A. In the
next Proposition, we characterize the set CJ (A,B).
Proposition 6 Let K be a section of S(A) and let J = [K]. Then
CJ (A,B) = Tr
−1
B (J˜) ∩SIB⊗ρT (B ⊗A)
where ρ is any element in K. In particular, if K contains the tracial state
τA, then CJ (A,B) = Tr
−1
B (J˜) ∩ tAS(B ⊗A).
Proof. An element X ∈ B⊗A is the Choi matrix of a generalized channel
with respect to J if and only if X is positive and
TrBX ∈ (IA + (J
T )⊥) ∩ A+ = J˜ ∩SρT (A),
by Lemma 3 (i), which is equivalent with TrBX ∈ J˜ and 1 = Tr ρTTrBX =
Tr (IB ⊗ ρT )X .
If τA ∈ K, then SIB⊗τTA (B ⊗A) = tAS(B ⊗A).

This implies that ifK contains the tracial state, then the set of generalized
channels forms a constant multiple of a section of the state space S(B⊗A).
Then any cp map that maps CJ(A,B) to another state space is a constant
multiple of a generalized channel. Since the set Tr−1B (J˜) always contains the
unit, we can repeat the process infinitely. The generalized channels obtained
in this way will be called generalized supermaps.
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Let B0,B1,B2, . . . be finite dimensional C∗ algebras and let K be a section
of the state space S(B0), such that τB0 ∈ K. Let J = [K]. We denote by
CJ(B0,B1, . . . ,Bn) the set of all cp maps that map CJ(B0,B1, . . . ,Bn−1) into
S(Bn). We further introduce the following notations. Let An := Bn⊗Bn−1⊗
· · · ⊗ B0, n = 0, 2, . . . . Let Sn : An → An−1 denote the partial trace Tr
An
Bn
,
n = 1, 2, . . . .
Theorem 5 We have for n = 1, 2, . . . ,
CJ(B0, . . . ,Bn) = Jn ∩ cnS(An)
where
J2k−1 = J2k−1(J,B1, . . . ,B2k−1) := S
−1
2k−1(S
∗
2k−2(S
−1
2k−3(. . . S
−1
1 (J˜) . . . )))
J2k = J2k(J,B1, . . . ,B2k) := S
−1
2k (S
∗
2k−1(S
−1
2k−2(. . . S
∗
1(J) . . . )))
and cn = cn(J,B1, . . . ,B2k−1) := Π
⌊n−1
2
⌋
l=0 tBn−1−2l .
Proof. We will prove the statement by induction on n, together with the
fact that Jn = S
−1
n (J˜n−1) for n = 1, 2, . . . , where we put J0 := J .
For n = 1, the statement is proved in Proposition 6 and J1 = S
−1
1 (J˜) by
definition. Suppose now that this holds for some n. Note that since J˜n−1
contains the unit IAn−1 , Jn = S
−1
n (J˜n−1) contains the unit as well. Then
CJ(B0, . . . ,Bn+1) =
1
cn
CJn(An,Bn+1) (18)
and by Proposition 6,
CJn(An,Bn+1) = S
−1
n+1(J˜n) ∩ tAnS(An+1)
Since STn = Sn, we have by Lemma 3 (ii) and (iii) that
J˜n = S
∗
n(
˜˜Jn−1) = S
∗
n(Jn−1) (19)
so that S−1n+1(J˜n) = Jn+1. Finally, the proof follows from
tAn
cn
=
Πnl=0tBl
Π
⌊n−1
2
⌋
l=0 tBn−1−2l
= Π
⌊n
2
⌋
l=0 tBn−2l = cn+1.

The above theorem can be written in the following form:
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Theorem 6 Let k := ⌊n
2
⌋. Then X ∈ CJ(B0, . . . ,Bn) if and only if there are
positive elements Y (m) ∈ An−2m for m = 0, . . . , k, such that
TrBn−2mY
(m) = IBn−2m−1 ⊗ Y
(m+1), m = 0, . . . , k − 1 (20)
Y (0) := X, Y (k) ∈ CJ(B0,B1) if n = 2k + 1 and Y (k) ∈ K if n = 2k.
Example 5 (Channels on generalized POVMs) Let X ∈ CJ (A,Cm,B),
then X defines a channel on the set CJ(A,C
m) of generalized POVMs. Since
X ∈ B ⊗ Cm ⊗ A, we must have X =
∑m
j=1 |j〉〈j| ⊗ Xj , Xj ∈ B ⊗ A. By
Theorem 6, TrBX = ICm ⊗ X0 for some X0 ∈ K. It follows that if X is
positive,
X ∈ CJ(A,C
m,B) ⇐⇒ X =
m∑
j=1
|j〉〈j| ⊗Xj, TrBXj = X0 ∈ K, ∀j (21)

Note that Example 2 is a special case of the above example. Another
special case is the following:
Example 6 (Channels and measurements on PPOVMs) Let H0, H1
be finite dimensional Hilbert spaces. Then C(B(H0), B(H1),Cm) is the set
of all measurements on C(H0,H1) with values in {1, . . . , m}, that is, the set
of all PPOVMs. By (18),
C(B(H0),B(H1),C
m) =
1
dimH0
CJ1(B(H1 ⊗H0),C
m)
so that
C(B(H0), B(H1),C
m,B) = (dimH0)CJ1(B(H1 ⊗H0),C
m,B)
here J1 = Tr
−1
H1
([IH0 ]). By (21), X ∈ C(B(H0), B(H1),C
m,B) if and only if
X =
m∑
j=1
|j〉〈j| ⊗Xj, TrBXj = X0 ∈ C(B(H0), B(H1)), ∀j
Note that by Theorem 7 below, this also describes all cp maps sending
POVMs with values in {1, . . . , m} to channels B(H0)→ B.
In particular, by putting B = Ck, we get that measurements on PPOVMs
are given by collections of instruments Λj : B(H0) → B(H1) with values in
{1, . . . , k}, such that their components Λ1j, . . . ,Λkj sum to the same channel,
for all j ∈ {1, . . . , m}.
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Let now K = S(B0). Then J = B0 and J˜ = [IB0 ], so that Proposition 6
gives the usual characterization of the set C(B0,B1) of all Choi matrices of
channels B0 → B1. For n > 1, we have the characterization in Theorem 6,
with Y (k) ∈ S(B0) if n = 2k and TrB1Y
(k) = IB0 for n = 2k + 1. Suppose
that all Bj , j = 0, 1, . . . , are matrix algebras, Bj = B(Hj). Then, compar-
ing Theorem 6 with the results in [8], we see that for n = 2k − 1, the set
C(B(H0), . . . , B(Hn)) is precisely the set of k -combs on (H0, . . . ,H2k−1). We
give the definition below and also give an alternative proof of the characteri-
zation of quantum combs. Note that a similar characterization was obtained
in [13] for Choi matrices of strategies and co-strategies of quantum games.
5.1 Quantum combs
Quantum N - combs were defined in [8] as a tool for description of quantum
networks. A quantum 1-comb on (H0,H1) is the Choi matrix of a chan-
nel B(H0) → B(H1). A quantum N -comb on (H0,H1, . . . ,H2N−1) is the
Choi matrix of a cp map, transforming (N − 1)-combs on (H1, . . . ,H2N−2)
to 1-combs on (H0,H2N−1). We use the definition of N -combs with the
matrix algebras B(Hj) replaced by finite dimensional C∗-algebras Bj , j =
0, . . . , 2N−1. This corresponds to conditional combs introduced in [9], which
describe quantum networks with classical inputs and outputs. We show below
that the N -combs are precisely the generalized supermaps C(B0, . . . ,B2N−1).
Let A,B, C be finite dimensional C∗-algebras and let K be a section of
S(A), let J = [K]. We will describe the set of all cp maps A → C ⊗ B
that transform K into the set of all channels B → C, this will be denoted
by CombJ(A,B, C). It will be convenient to consider this set as a subset in
C ⊗ A ⊗ B.
It is quite clear that if X ∈ (C ⊗ A ⊗ B)+, then X ∈ CombJ(A,B, C) if
and only if X ∗ ρ ∈ CJ(A, C) for all ρ ∈ S(B), this follows from (6) and from
(X ∗ ρ) ∗ a = X ∗ (a⊗ ρ) = (X ∗ a) ∗ ρ,
for all ρ ∈ S(B) and a ∈ K.
Proposition 7 Suppose τA ∈ K. Then
CombJ(A,B, C) = CJ⊗B(A⊗ B, C)
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Proof. Let X be a positive element in C ⊗ A ⊗ B. As we already argued
above, X ∈ CombJ(A,B, C) if and only in X ∗ρ ∈ CJ(A, C) for all ρ ∈ S(B),
in other words,
TrC(X ∗ ρ) = (TrCX) ∗ ρ ∈ J˜ , ρ ∈ S(B) (22)
and, simultaneously,
Tr (X ∗ ρ) = Tr (ρT [TrC⊗AX ]) = tA, ρ ∈ S(B), (23)
which means that TrC⊗AX = tAIB. Moreover, we can write (22) as
0 = Tr [((TrCX) ∗ ρ)a] = Tr [(TrCX)(a⊗ ρ
T )]
for all ρ ∈ B and a ∈ J˜⊥, which is the same as TrCX ∈ (J˜⊥ ⊗ B)⊥ = J˜ ⊗ B.
Putting this together, we get X ∈ CombJ(A,B, C) if and only if
TrCX ∈ [J˜ ⊗ B] ∧ S
−1
A ([IB]), TrX = tA⊗B,
where SA := Tr
A⊗B
A .
Let Y ∈ J˜ ⊗B, then Y =
∑
i(tiIA+ xi)⊗ bi, with bi ∈ B and xi ∈ (J
T )⊥.
Since τA ∈ K, we have TrAY = tA
∑
i tibi, so that TrAY ∈ [IB] if and only if
Y = cIA⊗B +
∑
i xi ⊗ bi for some c ∈ C, this implies that
Y ∈ [IA⊗B] ∨ ((J
T )⊥ ⊗ B) = (J ⊗ B)˜ .
Conversely, let Y ∈ (J ⊗B)˜ and let {bk}k be a basis in B, such that b1 = IB.
Then there are xk ∈ (JT )⊥, such that Y = cIA⊗B +
∑
k xk ⊗ bk =
∑
k(tkIA+
xk) ⊗ bk, with t1 = c and tk = 0 for k 6= 1. Hence Y ∈ J˜ ⊗ B, and, clearly,
TrAY ∈ [IB]. This proves that [J˜ ⊗ B] ∧ S
−1
A ([IB]) = (J ⊗ B)˜ , so that by
Proposition 6,
CombJ(A,B, C) = Tr
−1
C ((J ⊗ B)˜ ) ∩ tA⊗BS(C ⊗A ⊗ B) = CJ⊗B(A⊗ B, C)

Let us now denote by Comb(B0, . . . ,B2N−1) the set of N -combs.
Theorem 7 Comb(B0, . . . ,B2N−1) = C(B0, . . . ,B2N−1).
23
Proof. For N = 1, the statement is trivial. Suppose that it is true for
some N . Let Aˆ2N−1 := B2N ⊗ · · · ⊗ B1 and let Jˆ2N−1 := J2N−1(B1, . . . ,B2N )
and cˆ2N−1 = c2N−1(B1, . . . ,B2N), with the notations from Theorem 5. Then
Comb(B1, . . . ,B2N) = C(B1, . . . ,B2N ) = Jˆ2N−1 ∩ cˆ2N−1S(Aˆ2N−1) (24)
Next, letA2N = Aˆ2N−1⊗B0, J2N = J2N (B0, . . . ,B2N ) and c2N = c2N (B0, . . . ,B2N ).
Then it is not difficult to see that J2N = Jˆ2N−1 ⊗ B0 and c2N = cˆ2N−1. By
(24) and Proposition 7
Comb(B0, . . . ,B2N+1) =
1
cˆ2N−1
CombJˆ2N−1(Aˆ2N−1,B0,B2N+1)
=
1
c2N
CJ2N (A2N ,B2N+1)
= C(B0, . . . ,B2N+1),
the last equality follows from (18).

In accordance with this result, the elements in CJ (B0, . . . ,B2N−1) will be
called generalized N -combs.
Note that an element X ∈ C(B0, . . . ,B2N−1) is the Choi matrix of a gen-
eralized supermap B2N−2 ⊗ · · · ⊗ B0 → B2N−1, whereas the same operator as
an element in Comb(B0, . . . ,B2N−1) is viewed as the Choi matrix of a cp map
B2N−2⊗ · · · ⊗ B1 → B2N−1⊗B0. Note also that the set C(B0, . . . ,B2N−1,Ck)
is precisely the set of N -testers with k values [5], so that quantum testers are
a special class of generalized POVMs.
5.2 Decomposition of generalized supermaps
Let k = ⌊n
2
⌋. Let us write the algebra An as
An = B
′
2k ⊗ B
′
2k−1 ⊗ · · · ⊗ B
′
0, (25)
where B′j = Bj for j = 0, . . . , n if n = 2k, and B
′
j = Bj+1 for j = 1, . . . , 2k and
B′0 = B1 ⊗ B0 if n = 2k + 1. Further, let us suppose that B
′
j = ⊕
nj
l=1B(HBj
l
),
with minimal central projections {qjkj}, j = 0, 1, . . . , 2k. Let us denote
Ik := {I = (I2k, . . . , I0) ∈ N
2k+1, Ij ∈ {1, . . . , nj}, j = 0, . . . , 2k}
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be the set of multiindices. For I ∈ Ik and l ≤ k, we denote I l = (I2l, . . . , I0) ∈
Il. Let q(I) := ⊗2kl=0q
2k−l
I2k−l
and HB(I) := HB2k
I2k
...B0
I0
, then
An =
⊕
I∈Ik
HB(I)
and q(I) are the minimal central projections in An.
Theorem 8 Let X ∈ CJ (B0, . . . ,Bn). Let k = ⌊
n
2
⌋. Then there are:
1. an ancillary Hilbert space HD = HD0 = HD1 = · · · = HDk
2. elements Xm(I
m−1) ∈ C(B′2m−1 ⊗ B(HDm−1), B(HDm)⊗ B
′
2m) for m =
1, . . . , k and for every multiindex I ∈ Ik,
3. a state X0 ∈ B(HD0) ⊗ J if n = 2k, or a generalized channel X0 ∈
CJ(B0, B(HD0)⊗ B1) if n = 2k + 1
such that, for all I ∈ Ik,
q(I)X = IDk ∗Xk(I
k) ∗ · · · ∗X1(I
1) ∗X0(I0) (26)
where
Xm(I
m) := (IDm ⊗ q
2m
I2m
⊗ q2m−1I2m−1 ⊗ IDm−1)Xm(I
m−1), m = 1, . . . , k (27)
and X0(I0) = (IHD0 ⊗ q
0
I0
)X0.
Proof. We proceed by induction on k. If k = 0, then we must have n = 1
and the statement is trivial. Suppose now that the Theorem holds for some
k.
Let n be such that ⌊n
2
⌋ = k + 1. Then An = B′2k+2 ⊗ B
′
2k+1 ⊗ An−2 and
by Theorem 6, X ∈ CJ (B0, . . . ,Bn) if and only if X is positive and there is
some Y (1) ∈ CJ(B0, . . . ,Bn−2) such that
TrB′
2k+2
X = IB′
2k+1
⊗ Y (1)
Now by Theorem 11 from the Appendix, the last equation holds if and only
if there is an ancillary Hilbert space HD = HDk = HDk+1 and
X1(I2k+1,ΠjI
k
j ) ∈ C(B(HB2k+1
I2k+1
Dk
),B′2k+2), X0(ΠjI
k
j ) ∈ B(HDkB(Ik))
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with
TrDkX0(ΠjI
k
j ) = q(I
k)Y (1) (28)
such that
(IB′
2k+2
⊗ q2k+1I2k+1 ⊗ q(I
k))X = X1(I2k+1,ΠjI
k
j ) ∗X0(ΠjI
k
j )
for any multiindex I ∈ Ik+1. Put
Xk+1(I
k) := ωDk+1 ⊗
(
n2k+1⊕
i=1
X1(i,ΠjI
k
j )
)
with an arbitrary state ωDk+1 ∈ B(HDk+1). Then Xk+1(I
k) ∈ C(B′2k+1 ⊗
B(HDk), B(HDk+1)⊗ B
′
2k+2) and
q(I)X = IDk+1 ∗Xk+1(I
k+1) ∗X0(ΠjI
k
j ),
where Xk+1(I
k+1) is given by (27). Let now X ′k :=
⊕
J∈Ik
X0(ΠjJj) ∈
B(HDk)⊗An−2. Then by (28) and Y
(1) ∈ CJ (B0, . . . ,Bn−2), we get
TrB(HDk )⊗Bn−2X
′
k = TrBn−2Y
(1) = IBn−3 ⊗ Y
(2), Y (2) ∈ CJ (B0, . . . ,Bn−4)
which is equivalent with X ′k ∈ CJ (B0, . . . , B(HDk)⊗Bn−2). Since ⌊
n−2
2
⌋ = k,
we may apply the induction hypothesis to X ′k. Hence there is some ancilla
HE = HE0 = · · · = HEk , elementsXm(J
m−1) ∈ C(B′2m−1⊗B(HEm−1), B(HEm)⊗
B′2m) form = 1, . . . , k−1, an elementX
′′
k (I
k−1) ∈ C(B′2k−1⊗B(HEk−1), B(HEkDk)⊗
B′2k) and X0 ∈ B0 satisfying 3., such that for every J ∈ Ik,
X0(ΠjJj) = q(J)X
′
k = IEk ∗X
′′
k (J) ∗ · · · ∗X0(I0)
Note also that we may suppose HE = HD, exactly as in the proof of Theorem
11. By putting Xk(J) = IEk ∗X
′′
k (J), we obtain the result.

Theorem 8, together with Proposition 5, give the following Corollary:
Corollary 1 For k ≥ 1 and for any generalized k-combX ∈ CJ(B0, . . . ,B2k−1),
there exist a pair (χ,Λ), where χ : B0 → B0 is a simple generalized channel
with respect to J and XΛ ∈ Comb(B0, . . . ,B2k−1), such that
ΦX = Λ ◦ (idB2k−1⊗···⊗B1 ⊗ χ).
Conversely, each such pair defines an element in CJ(B0, . . . ,B2k+1). In par-
ticular, CJ (B0, . . . ,B2k+1) is the set of cp maps sending C(B1, . . . ,B2k) to the
set of generalized channels CJ (B0,B2k+1).
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We will now describe how an element Y ∈ CJ(B0, . . . ,Bn+1) acts on X ∈
CJ(B0, . . . ,Bn). Let ΦY : CJ (B0, . . . ,Bn) → Bn+1 be the cp map with Choi
matrix Y . By (6),
ΦY (X) = Y ∗X = TrAn [(IBn+1 ⊗X
T )Y ]
= TrAn [(IBn+1 ⊗
⊕
I
q(I)XT )
⊕
i,J
(qn+1i ⊗ q(J))Y ]
= TrAn [
⊕
i,I
[(IBn+1 ⊗ q(I)X
T )(qn+1i ⊗ q(I))Y ]
=
⊕
i
∑
I
TrB(I)[(IBn+1 ⊗ (q(I)X)
T )(qn+1i ⊗ q(I))Y ]
=
⊕
i
∑
I
((qn+1i ⊗ q(I))Y ) ∗ (q(I)X)
Let now n = 2k, so that ⌊n
2
⌋ = ⌊n+1
2
⌋ = k. Then
q(I)X = IDk ∗Xk(I
k) ∗ · · · ∗X1(I
1) ∗X0(I0)
(qn+1i ⊗ q(I))Y = IEk ∗ Yk(I¯
k) ∗ · · · ∗ Y1(I¯
1) ∗ Y0(I¯0)
I¯ is he multiindex in Ik, such that I¯2k = i, I¯j = Ij+1, j = 1, . . . , 2k − 1 and
I¯0 = I0I1. Then
((qn+1i ⊗ q(I))Y ) ∗ (q(I)X) = IDkEk ∗ Yk(I¯
k) ∗Xk(I
k) ∗ · · · ∗ Y0(I¯0) ∗X0(I0),
this follows from Proposition 1, 1. and 2. More explicitly, we first apply the
components of the channel Y0(I¯0) to the part of X0(I0) in B0, then on the
part of the result in B1, we apply the components of the channel X1(I1), etc.,
both ancillas are traced out at the end.
Similarly, if n = 2k + 1, then ⌊n+1
2
⌋ = k + 1 and
(qn+1i ⊗ q(I))Y = IEk+1 ∗ Yk+1(Iˆ
k+1) ∗ · · · ∗ Y1(Iˆ
1) ∗ Y0(Iˆ0)
where Iˆ ∈ Ik+1 is such that Iˆ2k+2 = i, Iˆj = Ij−1 for j = 2, . . . 2k + 1 and
I0 = Iˆ1Iˆ0. Then
((qn+1i ⊗q(I))Y )∗(q(I)X) = IDkEk+1∗Yk+1(Iˆ
k+1)∗Xk(I
k)∗· · ·∗Y1(Iˆ1)∗X0(I0)∗Y0(Iˆ0)
Note that here X0(I0) is a channel, which we apply to Y0(Iˆ0), etc.
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Example 7 (PPOVMs) Let Y ∈ C(B(H0), B(H1),Cm). By Theorem 8,
there is some ancilla HD, a POVMM(= ID1 ∗Y1) ∈ C(B(H1⊗HD),C
m) and
a state ρ(= Y0) ∈ B(HD⊗H0), such that Y = M ∗ρ. For any X ∈ C(H0,H1),
we have
Y ∗X =M ∗X ∗ ρ =
m⊕
i=1
TrMi(idD ⊗ ΦX)(ρ)
where M = (M1, . . . ,Mm), compare this to Theorem 4. We will write such
decomposition as Y = (HD, (M1, . . . ,Mm), ρ).
Next, let Z ∈ C(B(H0), B(H1),Cm, B(H3) ⊗ Cl), which is the set of all
instruments from PPOVMs to B(H3), with values in {1, . . . , l}. Then there
is an ancilla HE a channel ξ ∈ C(B(H0), B(HE ⊗ H1)) and an instrument
Λ ∈ C(Cm ⊗ B(HE), B(H3)⊗ Cl), such that
Z = Λ ∗ ξ
Here Λ = ⊕mj=1Λj , where each Λj : B(HE) → B(H3)⊗ C
l is an instrument,
with components (Λ1j , . . . ,Λlj). We write Z = (HE , (Λ1, . . . ,Λm), ξ). Let
now Y = (HD, (M1, . . . ,Mm), ρ) be a PPOVM. We have
Z ∗ Y =
⊕
i
∑
j
Λij(TrHD⊗H1(IE ⊗Mj)(idD ⊗ ξ)(ρ))
=
⊕
i
∑
j
TrHD⊗H1(Mj ⊗ IH3)(idD ⊗ [(Λij ⊗ idH1) ◦ ξ])(ρ)
=
⊕
i
∑
j
TrHD⊗H1(Mj ⊗ IH3)(idD ⊗ Λˆij)(ρ)
where Λˆj := (Λj ⊗ idH1) ◦ ξ is an instrument B(H0) → B(H3 ⊗ H1), with
values in {1, . . . , l}, such that
∑
iTrH3 ◦ Λˆij = TrE ◦ ξ for all j, compare this
with Example 6.
Example 8 (Supermaps on instruments) We next describe the set
Comb(B(H0),B(H1),Cm ⊗B(H2), B(H3)), that is, the set of cp maps from
instruments B(H1)→ B(H2) to channels B(H0)→ B(H3). By Theorems 7
and 8, for any such map, there is an ancillary Hilbert space HD, channels ξj :
B(HD⊗H2)→ B(H3), j = 1, . . . , m and a channel ξ : B(H0)→ B(HD⊗H1)
such that the map has the form
(Λ1, . . . ,Λm) 7→
∑
j
ξj ◦ (idD ⊗ Λj) ◦ ξ
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This seems to be more general than the supermaps considered in [6], more
precisely, this map consists of m supermaps in the sense of [6], which have
the first channel equal to the same ξ.

The decomposition given in this section can be understood as a physical
realization of generalized supermaps in CJ(B0, . . . ,Bn). It is not unique,
indeed, for example, by Theorem 4, any state ρ on H0 ⊗ HA and a POVM
on B(H1 ⊗ HA) define a PPOVM, but (by the first part of this Theorem),
we can always have a decomposition where the state is pure. The elements
in CJ(B0, . . . ,Bn+1) do not distinguish between these different realizations,
but only the generalized channels they define. We may go a step further
and consider maps which recognize only the channels on K, defined by the
generalized channels, that is, maps which give the same result on equivalent
channels. This is the content of the next paragraph.
5.3 Equivalence of generalized supermaps
By Theorems 3 and 5, two elements X1, X2 ∈ CJ (B0, . . . ,Bn) are equivalent
if and only if
X1 −X2 ∈ Bn ⊗ (J
T
n−1)
⊥ (29)
Using Lemma 1, we get
(JTn−1)
⊥ = S∗n−1(S
−1
n−2(S
∗
n−3(. . . (L
T )⊥ . . . )))
where (LT )⊥ = S∗1([IA]
⊥ ∩ J) if n is even and (LT )⊥ = S−11 ((J
T )⊥) if n is
odd. From this, we get the following Proposition:
Proposition 8 Let k = ⌊n
2
⌋. Two elements X1, X2 ∈ CJ(B0, . . . ,Bn) are
equivalent if and only if there are elements W (m) ∈ Bn⊗An−2m, m = 1, . . . k,
such that
X1 −X2 = IBn−1 ⊗W
(1)
TrBn−2mW
(m) = IBn−2m−1 ⊗W
(m+1), m = 1, . . . , k − 1
W (k) ∈ Bn ⊗ J, TrB0W
(k) = 0 if n = 2k
TrB1W
(k) ∈ Bn ⊗ (J
T )⊥ if n = 2k + 1
It is not clear in the present how to interpret this equivalence, in terms
of the physical realizations of the channels. The next Theorem gives a char-
acterization of elements in CJ(B0, . . . ,Bn+1) which respect this equivalence.
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Theorem 9 The set of all elements in CJ (B0, . . . ,Bn+1) having the same
value on each equivalence class of elements in CJ(B0, . . . ,Bn) is
Jn+1 ∩ (Bn+1 ⊗ Bn ⊗ Jn−1) ∩ cn+1S(An+1)
In particular, if K = S(B0) then this set has the form
C(B0, . . . ,Bn+1) ∩ C(B0,Bn,Bn+1,B1, . . . ,Bn−1), if n is odd
C(B0, . . . ,Bn+1) ∩ C(Bn,Bn+1,B0, . . . ,Bn−1), if n is even
Proof. Let X ∈ CJ (B0, . . . ,Bn+1), then it is clear from (29) that the
corresponding map has the same value on equivalent elements if and only if
it is equal to 0 on Bn ⊗ (JTn−1)
⊥. Equivalently,
0 = Tr
(
bTrAn [(IBn+1 ⊗ Y
T )X ]
)
= Tr ((b⊗ Y T )X)
for all b ∈ Bn+1 and Y ∈ Bn ⊗ (JTn−1)
⊥, that is, X ∈ (Bn+1 ⊗ Bn ⊗ J⊥n−1)
⊥ =
Bn+1 ⊗ Bn ⊗ Jn−1. Since X ∈ CJ(B0, . . . ,Bn+1), we get the result.
Suppose K = S(B0) and let k = ⌊
n+1
2
⌋. Since X ∈ Bn+1 ⊗ Bn ⊗ Jn−1,
there are positive elements Z(m) ∈ Bn+1 ⊗ Bn ⊗An−1−2m, such that
TrBn−1−2mZ
(m) = IBn−2−2m ⊗ Z
(m+1), m = 0, . . . , k − 2 (30)
Z(k−1) ∈ Bn+1 ⊗ Bn ⊗ J if n is odd , (31)
Z(k−1) ∈ Bn+1 ⊗ Bn ⊗ S
−1
1 (J˜) if n is even (32)
and Z(0) = X . Suppose n is odd, then by Theorem 6, we get
TrBn+1TrBn−1 . . .TrB2X = IBn⊗Bn−2⊗···⊗B1 ⊗ Y
(k)
with Y (k) ∈ S(B0), and from (30), we have
TrBn−1TrBn−3 . . .TrB2X = IBn−2⊗Bn−4⊗···⊗B1 ⊗ Z
(k−1)
This implies TrBn+1Z
(k−1) = IBn ⊗ Y
(k). If J = B0, this together with (30)
and (31) is equivalent with X ∈ C(B0,Bn,Bn+1,B1, . . . ,Bn−1). Similarly, if
J = B0 and n is even, we have
TrBn+1TrBn−1 . . .TrB1X = IBn⊗Bn−2⊗···⊗B0
30
and by (32), there is some positive element Z(k) ∈ Bn+1 ⊗ Bn, such that
TrB1Z
(k−1) = IB0 ⊗ Z
(k) (33)
Then
TrBn−1TrBn−3 . . .TrB1X = IBn−2⊗Bn−4⊗···⊗B0 ⊗ Z
(k)
so that we must have TrBn+1Z
(k) = IBn . This, together with (30) and (33),
is equivalent with X ∈ C(Bn,Bn+1,B0, . . . ,Bn−1).

Example 9 (Equivalence on PPOVMs) Suppose that Z is a generalized
POVM on the set of PPOVMs, that is, Z ∈ C(B(H0), B(H1),Cm,Ck). Then
by Example 6, Z =
∑k
i=1
∑m
j=1 |i〉〈i| ⊗ |j〉〈j| ⊗ Zij and each Zij is the Choi
matrix of a cp map Λij : B(H0)→ B(H1), such that there is a channel ξ with∑
j Λij = ξ for all i. If Z attains the same value on equivalent elements, then
it defines a measurement on the set of equivalence classes of PPOVMs, that
is, on the set of measurements on channels B(H0) → B(H1). By Theorem
9, this happens if and only if Z is also in C(Cm,Ck, B(H0), B(H1)). Using
Theorem 6, we get that there are some numbers µij ≥ 0, with
∑
j µij = 1 for
all i, such that TrH1Zij = µijIH0 . It follows that there are channels ξij, such
that Λij = µijξij. We have proved the following:
For any measurement on measurements on C(B(H0), B(H1)) with val-
ues in {1, . . . , m}, there are ξij ∈ C(B(H0), B(H1)) and numbers µij ≥ 0,∑
j µij = 1, satisfying
∑
j µijξij = ξ for all i, such that, if a measurement
on C(B(H0), B(H1)) has an implementation (HD, (M1, . . . ,Mm), ρ), then the
corresponding probabilities are given by
pi(HD, (M1, . . . ,Mm), ρ) =
∑
j
µijTr (Mj(ξij ⊗ idD)(ρ))
Conversely, any such ξij, µij define a measurement on measurements on
C(B(H0), B(H1)). Note that if (HD,M, ρ) and (HE , N, σ) are implemen-
tations of PPOVMs, then these are equivalent if and only if Tr (Mj(ξ ⊗
idD)(ρ) = Tr (Nj(ξ ⊗ idE)(σ) for any channel ξ.

5.4 Equivalence of combs
Any N -comb X ∈ Comb(B0, . . . ,B2N+1) is a cp map Comb(B1, . . . ,B2N ) →
B2N+1⊗B0. By (24) and Theorem 3, two N -combs X1 and X2 are equivalent
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if and only if
X1 −X2 ∈ B2N+1 ⊗ (Jˆ
T
2N−1)
⊥ ⊗ B0
where Jˆ2N−1 := J2N−1(B1, . . . ,B2N).
Proposition 9 Two elements X1, X2 ∈ Comb(B0, . . . ,B2N−1) are equivalent
if and only if there are elements V (m) ∈ B2N+1⊗A2m−1, m = 1, . . . , N , such
that
X1 −X2 = IB2N ⊗ V
(N)
TrB2m−1V
(m) = IB2m−2 ⊗ V
(m−1), m = 2, . . . , N
TrB1V
(1) = 0
The proof of the next Theorem is the same as of Theorem 9.
Theorem 10 The set elements in Comb(B0, . . . ,B2N+1) having the same
value on equivalent elements in Comb(B1, . . . ,B2N ) is equal to
Comb(B0, . . . ,B2N+1) ∩ Comb(B0,B1,B2N ,B2N+1,B2, . . . ,B2N−1)
6 Final remarks
We have introduced the concept of a channel on a section of the state space
of a finite dimensional C∗-algebra. We proved that such channels are restric-
tions of completely positive maps, called generalized channels. If the section
K contains the tracial state, the Choi matrices of generalized channels with
respect to K form again a section of the state space of some C∗-algebra.
This allows us to define generalized supermaps as completely positive maps
sending generalized channels (or generalized supermaps) to states. The set of
generalized supermaps is characterized as an intersection of the state space
by a subspace. This might be useful, for example, in optimization problems
with respect to supermaps.
Although the condition τA ∈ K includes the most important examples
of channels and combs, it might be interesting to consider supermaps for
arbitrary generalized channels. By Proposition 6, this should be possible by
extending our theory using the set Sρ(A) instead of S(A), with an invertible
element ρ ∈ A+. This can be done along similar lines.
Another possible extension of the theory is to look at the generalized
channels sending a section K1 to a given convex subset K2 of the target
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state space. The set CombJ(A,B, C) is a particular example of this, but
arbitrary convex subset can be considered, using similar tools as were used
in the present paper.
A natural question is an extension of these results to infinite dimension.
For example, in the setting of the algebras of bounded operators B(H) for in-
finite dimensional Hilbert space H, quantum supermaps were studied in [10].
Channels and measurements on sections of the state space can be studied
also in this case and similar results can be expected. But the identification
of the set of channels with a section of a state space fails.
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Appendix
Let A = ⊕nB(HAn) be a finite dimensional C
∗ algebra and let HA, HB, H′B
be finite dimensional Hilbert spaces. Let T : A ⊗ B(HB) → B(HAB′) be a
cp map. Then we say that T is semicausal if
T (IA ⊗ b) = IA ⊗ S(b) (34)
for some cp map S : B(HB)→ B(HB′), and T is semilocalizable, if
T = (idA ⊗G) ◦ (F ⊗ idB) (35)
for some unital cp map F : A → B(HAD) and a cp map G : B(HDB) →
B(HB′), where HD is some (finite dimensional) Hilbert space. The following
statement was proved in [12], in the case that A is a matrix algebra. For the
convenience of the reader, we give the modification of the proof in [12] for
our slightly more general case.
Lemma 4 Let T : A⊗ B(HB)→ HAB′ be a cp map. Then T is semicausal
if and only if T is semilocalizable.
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Proof. Any representation of A⊗B(HB) has the form
Π(a⊗ b) = ⊕nIEn ⊗ an ⊗ b = (⊕nIEn ⊗ an)⊗ b
for some Hilbert spaces HEn, where a = ⊕nan ∈ A and b ∈ B(HB). Hence
by Stinespring representation, T has the form
T (a⊗ b) = V ∗((⊕nIEn ⊗ an)⊗ b)V
for some linear map V : HAB′ → ⊕nHEnAnB. Let now
S(b) = W ∗(1D ⊗ b)W
be a minimal Stinespring representation of S. Then (34) implies that
V ∗(I⊕nHEnAn ⊗ b)V = (IA ⊗W
∗)(IAD ⊗ b)(W ⊗ IB)
Exactly as in [12], we get by minimality of the Stinespring representation
that there is some isometry U : HAD → ⊕nHEnAn, such that
V = (U ⊗ IB)(IA ⊗W )
Hence
Φ(a⊗ b) = (IA ⊗W
∗)(U∗(⊕nIEn ⊗ an)U ⊗ b)(IA ⊗W )
so that
Φ = (idA ⊗G) ◦ (F ⊗ idB) (36)
for the unital cp map F : A → B(HAD), given by F (a) = U∗(⊕nIEn ⊗ an)U
and the cp map G : B(HDB)→ B(HB′), defined as G(d⊗ b) = W ∗(d⊗ b)W .
Conversely, if T is of the form (36), then it is clear that T satisfies (34),
with
S(b) = G(1D ⊗ b) (37)

Theorem 11 Let A = ⊕B(HAk), B = ⊕B(HBm), C = ⊕B(HCn) be finite
dimensional C∗ algebras, with minimal central projections {pk}k, {qm}m and
{rn}n, respectively. Let X ∈ A ⊗ B ⊗ C be positive. Then the following are
equivalent.
(i) There is some positive element Y ∈ C such that
TrAX = IB ⊗ Y
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(ii) There is an auxiliary Hilbert space HD, positive elements X0(n) ∈
B(HDCn) and X1(m,n) ∈ C(B(HBmD),A) such that
Xm,n := (IA ⊗ qm ⊗ rn)X = X1(m,n) ∗X0(n)
Moreover, we have
TrDX0(n) = Yn := rnY
Proof. Suppose first that B = B(HB) and C = B(HC) are matrix al-
gebras. We can always write HC = HC1 ⊗ HC2 . Let us define the map
Φ : B(HBC1)→ A⊗ B(HC2) by
Φ(a) = X ∗ a, a ∈ B(HBC1)
Then Φ is a cp map and
TrAΦ(a) = [TrAX ] ∗ a, a ∈ B(HBC1)
so that TrAX is the Choi matrix of TrA ◦ Φ. Similarly, if ξ : B(HC1) →
B(HC2) is the cp map with C-J matrix Y , then IA ⊗ Y is the C-J matrix of
ξ ◦ TrA. It follows that the maps Φ and ξ satisfy
TrA ◦ Φ = ξ ◦ TrA
For the adjoints, this condition has he form Φ∗(IA ⊗ c) = IB ⊗ ξ
∗(c), for all
c ∈ B(HC2) which means that the map Φ
∗ is semicausal. By Lemma 4, (i)
is equivalent with
Φ = (F ∗ ⊗ idC2) ◦ (idB ⊗G
∗)
for a cp map G∗ : B(HC1) → B(HDC2) and a channel F
∗ : B(HBD) → A,
with some Hilbert space HD. By putting X1 and X0 the Choi matrices of F
and G, respectively, we get (ii). Finally, (37) implies TrDX0 = Y .
For the general case, note that Xm,n ∈ A⊗ B(HBmCn) and
TrAXm,n = (qm ⊗ rn)TrAX,
so that (i) is equivalent with
TrAXm,n = IBm ⊗ Yn, ∀m,n
where Yn = rnY ∈ B(HCn)
+. By the first part of the proof, we get that (i)
holds if and only if
Xm,n = X
′
1(m,n) ∗X
′
0(m,n)
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with positive elementsX ′0(m,n) ∈ B(HDm,nCn),X
′
1(m,n) ∈ C(B(HBmDm,n),A)
for some ancillary Hilbert spaces HDm,n , and such that TrDm,nX
′
0(m,n) = Yn.
Note further that in the proof of Lemma 4, the cp map G and the ancilla
HD are given by a minimal Stinespring representation of S. Hence X ′0(m,n)
and the ancilla are determined by Yn, so that these depend only from n.
Moreover, there are some HD′n and HD, such that HD = HDnD′n for all n.
Choose some state ωn ∈ B(HD′n) for all n and put
X0(n) := ωn ⊗X
′
0(n), X1(m,n) := X
′
1(m,n)⊗ ID′n
Then X0(n) ∈ B(HDCn), X1(m,n) ∈ C(B(HBmD),A) and
X1(m,n) ∗X0(n) = X1(m,n) ∗ ID′n ∗ ωn ∗X
′
0(n) = X
′
1(m,n) ∗X
′
0(n) = Xm,n
Clearly also
TrDX0(n) = TrDnX
′
0(n) = Yn.

References
[1] W. B. Arveson, Subalgebras of C*-algebras, Acta Math, 123 (1969),
141224
[2] A. Bisio, G. Chiribella, G. M. D’Ariano, S. Facchini, and P. Perinotti,
Optimal quantum learning of a unitary transformation, Phys. Rev. A
81, 032324 (2010)
[3] A. Bisio, G. M. D’Ariano, P. Perinotti, M. Sedlak, Learning of a quan-
tum measurement, arXiv:1103.0480
[4] G. Chiribella, G. M. D’Ariano, P. Perinotti, Quantum circuit architec-
ture, Phys. Rev. Lett. 101 (2008), 060401
[5] G. Chiribella, G. M. D’Ariano, and P. Perinotti, Memory effects in quan-
tum channel discrimination, Phys. Rev. Lett. 101 , 180501 (2008).
[6] G. Chiribella, G. M. D’Ariano, P. Perinotti, Transforming quantum op-
erations: quantum supermaps, Europhysics Letters 83 (2008), 30004
36
[7] G. Chiribella, G. M. D’Ariano, and P. Perinotti, Optimal cloning of
unitary transformations, Phys. Rev. Lett. 101 (2008), 180504
[8] G. Chiribella, G. M. D’Ariano, P. Perinotti, Theoretical framework for
quantum networks, Phys. Rev. A 80 (2009), 022339
[9] G. Chiribella, G. M. D’Ariano, P. Perinotti, D. M. Schlingemann, R.
F. Werner, A short impossibility proof of Quantum Bit Commitment,
arXiv:0905.3801
[10] G. Chiribella, A. Toigo, V. Umanita`, Normal completely positive maps
on the space of quantum operations, arXiv:1012.3197v2
[11] M.D. Choi, Completely positive maps on complex matrices, Lin. Alg.
Appl. 10 (1975), 285-290
[12] T. Eggeling, D. Schlingemann, R.F. Werner, Semicausal operations are
semilocalizable, Europhys. Lett. 57 (2002), 782-788
[13] G. Gutoski, J. Watrous, Toward a general theory of quantum games,
Quantum Information and Computation 9, 739-764, 2009
[14] A.S. Holevo, Statistical Structure of Quantum Theory, Springer Verlag,
Berlin-Heidelberg, 2001
[15] V. Paulsen, Completely Bounded Maps and Operator Algebras, Cam-
bridge University Press, 2003
[16] M. Ziman, Process POVM: A mathematical framework for the descrip-
tion of process tomography experiments, Phys. Rev. A 77, 062112 (2008)
37
