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Numerical simulations of stiff fluid gravitational singularities
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Numerical simulations of the approach to the singularity in spacetimes with stiff fluid matter are
presented here. The spacetimes examined have no symmetries and can be regarded as representing
the general behavior of singularities in the presence of such matter. It is found that the singularity
is spacelike and that as it is approached, the spacetime dynamics becomes local and non-oscillatory.
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I. INTRODUCTION
A longstanding problem in general relativity has been
to find the general behavior of singularities. Several re-
sults, both analytical[1] and numerical[2] have been ob-
tained. Though most of the results are for the case where
the spacetimes have one or more symmetries, recent work
has been done on the general case where there are no
symmetries.[3, 4, 5] There is a longstanding conjecture[6]
due to Belinski, Lifschitz and Khalatnikov (BKL) that
states that the generic singularity is spacelike and local.
This conjecture has been reformulated and put more pre-
cisely by Uggla et al.[7] The type of local dynamics con-
jectured by BKL depends on the type of matter. For vac-
uum and for many types of matter, the BKL conjecture
is that the local dynamics is oscillatory, corresponding to
the dynamics of a Bianchi type IX spacetime. However,
for stiff fluid (i.e. fluid with pressure equal to energy
density) the BKL conjecture is that the local dynamics is
asymptotically velocity term dominated corresponding to
the dynamics of a Bianchi type I spacetime. The vacuum
version of the BKL conjecture has been supported by the
numerical simulations of [5] which show local and oscilla-
tory dynamics in vacuum spacetimes with no symmetry.
The stiff fluid version of the BKL conjecture has been
supported by the theorem of Andersson and Rendall[3]
which shows the local existence in a neighborhood of the
singularity of solutions of the Einstein equations with stiff
fluid matter with the expected asymptotic behavior and
with enough degrees of freedom to be the generic solu-
tions. What is not known is whether generic stiff fluid
initial data evolves to a solution of the Andersson and
Rendall class.
To address this issue, we perform numerical simula-
tions of the approach to the singularity for stiff fluid
matter with no symmetries. Our methods are those of [5]
using the system of [7]. Section II presents the equations
and numerical methods used. The results are given in
section III and conclusions in section IV.
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II. EQUATIONS
The system evolved here is essentially that of
reference[7] but specialized to the stiff fluid case and with
a slightly different choice of gauge. Here the spacetime
is described in terms of a coordinate system (t, xi) and a
tetrad (e0, eα) where both the spatial coordinate index
i and the spatial tetrad index α go from 1 to 3. It is
assumed that e0 is hypersurface orthogonal and that the
relation between tetrad and coordinates is of the form
e0 = N
−1∂t and eα = eα
i∂i Here N is the lapse and
we have chosen the shift to be zero. We choose the spa-
tial frame {eα} to be Fermi propagated along the integral
curves of e0. The commutators of the tetrad components
are decomposed as follows:
[e0, eα] = u˙αe0 − (Hδαβ + σαβ)eβ (1)
[eα, eβ] = (2a[αδβ]
γ + ǫαβδn
δγ)eγ (2)
where nαβ is symmetric, and σαβ is symmetric and trace
free. Square brackets denote the antisymmetric part of a
tensor.
Define ua ≡ e0a and hab ≡ gab+uaub, that is ua is the
timelike vector of the tetrad and hab is the spatial metric
corresponding to the choice of ua as the time direction.
Then the stress-energy tensor can be decomposed as
Tab = µuaub + 2q(aub) + phab + πab (3)
where qa and πab are orthogonal to u
a and where πab
is symmetric and trace-free. Round brackets denote the
symmetric part of a tensor.
Scale invariant variables are defined as follows:
{∂0, ∂α} ≡ {e0, eα}/H (4)
{Eαi,Σαβ , Aα, Nαβ} ≡ {eαi, σαβ , aα, nαβ}/H (5)
q + 1 ≡ −∂0 lnH (6)
rα ≡ −∂α lnH (7)
{Ω, P,Qα,Παβ} ≡ {µ, p, qα, παβ} /(3H2) (8)
The matter variables are not all independent, because
we assume that the stress-energy is that of a stiff fluid
Tab = µ˜
(
2u˜au˜b + gab
)
(9)
2Here µ˜ is the rest frame energy density of the fluid and
u˜a is the fluid four-velocity, which can be decomposed as
u˜a = Γ(ua + va) where va is orthogonal to ua. Compari-
son of equations (3) and (9) yields
Qα =
2Ω
G+
vα (10)
Παβ =
2Ω
G+
v<αvβ> (11)
P =
Ω
G+
(
1− 13v2
)
(12)
Here v2 = vαvα and G+ = 1 + v
2 and angle brackets
denote the symmetric trace-free part of a tensor. Thus,
all scale invariant matter variables can be expressed in
terms of Ω and vα.
Finally choose the lapse to be N = H−1. The relation
between scale invariant frame derivatives and coordinate
derivatives is ∂0 = ∂t and ∂α = Eα
i∂i. From the Einstein
field equations and the conservation of stress-energy one
obtains the following evolution equations:
∂tEα
i = Fα
βEβ
i (13)
∂trα = Fα
βrβ + ∂αq (14)
∂tA
α = FαβA
β + 12∂βΣ
αβ (15)
∂tΣ
αβ = (q − 2)Σαβ − 2N<αγNβ>γ +NγγN<αβ>
+ ∂<αrβ> − ∂<αAβ> + 2r<αAβ>
+ ǫγδ<α(∂γ − 2Aγ)Nβ>δ + 3Παβ (16)
∂tN
αβ = qNαβ + 2Σ(αδN
β)δ − ǫγδ(α∂γΣβ)δ (17)
∂tΩ = (2q − 1)Ω− 3P − ∂αQα + 2QαAα
− ΠαβΣαβ (18)
∂tv
α =
G+
2G−Ω
[(
G−δ
α
β + 2v
αvβ
)(
∂tQ
β − 2[q + 1]Qβ)
− 2vα(∂tΩ− 2[q + 1]Ω)
]
(19)
∂tq =
[
2(q − 2) + 13 (2Aα − rα)∂α − 13∂α∂α
]
q
− 43∂αrα + 83Aαrα + 23rβ∂αΣαβ − 2ΣαβWαβ
+
2
G+
[
2ΩΣαβvαvβ − 2(q − 2)Ω + ∂tΩ
− 2Ω
G+
vα∂tv
α
]
(20)
Here we are using units where c = 8πG = 1. Furthermore
the quantities G−, Fαβ , Wαβ and ∂tQα are given by
G− ≡ 1− v2 (21)
Fαβ ≡ qδαβ − Σαβ (22)
Wαβ ≡ 23NαγNβγ − 13NγγNαβ + 13∂αAβ
− 23∂αrβ − 13ǫγδα (∂γ − 2Aγ)Nβδ (23)
∂tQα = 2(q − 1)Qα − ΣαβQβ − ∂αP − ∂βΠαβ
+ (P − Ω)rα +Παβ(3Aβ + rβ)
+ ǫαβγN
βδΠδ
γ (24)
In addition to the evolution equations, the variables
satisfy constraint equations as follows:
0 = (Ccom)γi ≡ ǫαβγ
(
∂αEβ
i − [rα +Aα]Eβi
)
− NγαEαi (25)
0 = CG ≡ 1 + 13 (2∂α − 2rα − 3Aα)Aα − 16NαβNαβ
+ 112 (N
α
α)
2 − 16ΣαβΣαβ − Ω (26)
0 = (CC)α ≡ ∂βΣαβ + 2rα − Σαβrβ − 3AβΣαβ
− ǫαβγNβδΣγδ + 3Qα (27)
0 = Cq ≡ q − 13ΣαβΣαβ + 13∂αrα − 23Aαrα
− 12 (Ω + 3P ) (28)
0 = (CJ)α ≡ ∂βNαβ − (rβ + 2Aβ)Nαβ
+ ǫαβγ(∂βAγ − rβAγ) (29)
0 = (CW)α = ǫαβγ
(
∂βrγ −Aβrγ
)−Nαβrβ (30)
We want a class of initial data satisfying these con-
straints that is general enough for our purposes but sim-
ple enough to find numerically. Recall that on an initial
data surface, the spatial metric hij and extrinsic curva-
ture Kij must satisfy the constraint equations
Di(K
ij −Khij) = qj (31)
R+K2 −KijKij = 2µ (32)
Here Di and R are respectively the derivative operator
and scalar curvature associated with hij and µ and qi
are the components of the stress-energy tensor given in
equation (3). We use the York method[8] which begins
by defining the quantities h¯ij and A¯
ij by
hij = ψ
4h¯ij (33)
Kij − 13Khij = ψ−10A¯ij (34)
We choose K to be constant, h¯ij to be the flat metric δij
and qi to vanish. With these choices, equations (31) and
(32) become
∂iA¯
ij = 0 (35)
∂i∂
iψ =
(
1
12K
2 − 14µ
)
ψ5 − 18 A¯ijA¯ijψ−7 (36)
Here ∂i is the ordinary derivative with respect to Carte-
sian coordinates and indicies are raised and lowered with
δij .
We choose space to have topology T 3 with the Carte-
sian coordinates x, y and z each going from 0 to 2π. We
choose the following solution of equation (35)
A¯11 = a2 cos y + a3 cos z + b2 + b3
A¯22 = a1 cosx− a3 cos z + b1 − b3
A¯33 = −a1 cosx− a2 cos y − b1 − b2 (37)
with the off-diagonal components of A¯ij vanishing. Here
the ai and bi are constants. Note that due to the period-
icity of the coordinates and the linearity of equation (35)
3the general solution of equation (35) is a Fourier series.
The solution that we choose is then essentially the sim-
plest solution of equation (35) without symmetries. The
quantity µ can be freely specified and we choose it to be
µ = c0 + c1 cosx+ c2 cos y + c3 cos z (38)
where the ci are constants. With these choices for A¯
ij
and µ, equation (36) is solved numerically (in a manner
to be described later) to yield ψ and therefore hij and
Kij .
From this initial data, we must then produce the initial
values of the scale invariant variables. From equation (1)
it follows that H = −K/3 and since H is constant it then
follows that rα vanishes. Since the initial spatial metric
is conformally flat, we choose the initial spatial tetrad
vectors by
Eα
i = H−1ψ−2δα
i (39)
It then follows from equation (2) that Nαβ vanishes and
that
Aα = −2ψ−1∂αψ (40)
From equation (1) it then follows that
Σαβ = −H−1ψ−6δαiδβjA¯ij (41)
while Ω is given by equation (8) and q by the vanishing
of equation (28).
The numerical method used is as follows: each spatial
direction corresponds to n + 2 grid points with spacing
dx = 2π/n. The variables on grid points 2 to n + 1 are
evolved using the evolution equations, while at points 1
and n+2 periodic boundary conditions are imposed. The
initial data is determined once equation (36) is solved.
This is done iteratively as follows:[9] Define
S(ψ) ≡ −2ψ + ( 112K2 − 14µ)ψ5 − 18 A¯ijA¯ijψ−7 (42)
Then equation (36) takes the form ∂i∂iψ − 2ψ = S(ψ).
We make an initial guess ψ0 for ψ and solve using the
conjugate gradient method [10] the equation
∂i∂iψ
k+1 − 2ψk+1 = S(ψk) (43)
iterating until ψk satisfies equation (36) to within a set
tolerance.
The evolution proceeds using equations (13-20) with
the exception that the term (5 − 2q)Cq is added to the
right hand side of equation (20) to prevent the growth
of constraint violating modes and the term −0.6(CC)α is
added to the right hand side of equation (15) to make the
system well posed.[11] Spatial derivatives are evaluated
using centered differences, and the evolution is done us-
ing a three step iterated Crank-Nicholson method[12] (a
type of predictor-corrector method). In equation (20) the
highest spatial derivative term is − 13∂α∂αq which gives
this equation the form of a diffusion equation. Note that
diffusion equations can only be evolved in one direction
in time, in this case the negative direction which corre-
sponds to the approach to the singularity. Stability of
numerical evolution of diffusion equations generally re-
quires a time step proportional to the square of the spa-
tial step. However, the constant of proportionality de-
pends on the coefficient of the second spatial derivative.
To ensure stability, we define Emax to be the maximum
value of |Eαi| (over all space and over all α and i) and
then define dt1 ≡ − 14 (dx/Emax)
2
and dt2 ≡ − 18dx. The
time step dt is then chosen to be whichever of dt1 and
dt2 has the smaller magnitude.
Before presenting numerical results, it is helpful to con-
sider what behavior to expect as the singularity is ap-
proached (that is as t → −∞). First denote the eigen-
values of Σαβ by (Σ1,Σ2,Σ3). Then suppose that at
sufficiently early times the time averages of q − Σi are
all positive. Then the time averages of the eigenvalues of
Fαβ are all positive. Since we are evolving in the negative
time direction, this should lead (through equation (13))
to an exponential decrease in Eα
i. However, since all
spatial derivatives appear in the equations in the form
∂α = Eα
i∂i we would expect the spatial derivatives to
become negligible. That is, the approach to the singu-
larity is local. Furthermore, this positivity of the time
averages of the eigenvalues of Fαβ should lead (through
equations (14-15)) to exponential decrease in rα and A
α.
A similar argument applied to equations (18) and (24)
and using equations (26) and (28) indicates that as the
singularity is approached Qα should become negligible,
but Ω should not, and therefore that vα should become
negligible. Thus, as the singularity is approached, the
system should be well described by a simplified set of
evolution and constraint equations where spatial deriva-
tives as well as rα, A
α and vα are negligible. Note that
the fact that spatial derivatives are becoming negligible
does not mean that the spacetime is becoming homoge-
neous. Rather the considerable spatial variation is be-
coming a negligible part of the equations of motion since
all spatial derivatives appear multiplied by Eα
i which is
becoming negligible. We now write down this simplified
system of evolution and constraint equations where all
these terms are neglected. In this limit equation (27)
implies that the matricies Σαβ and N
α
β commute and
therefore have the same eigenvalues. The evolution equa-
tions for Σαβ and Nαβ can then be written as evolution
equations for their eigenvalues. The non-trivial evolution
and constraint equations then become in this limit
∂tΣi = (q − 2)Σi − 2N2i +
(
3∑
k=1
Nk
)
Ni +
2
3Y (44)
∂tNi = (q + 2Σi)Ni (45)
∂tΩ = 2(q − 2)Ω (46)
40 = Y +
3∑
k=1
Σ2k + 6Ω− 6 (47)
0 =
3∑
k=1
Σ2k + 6Ω− 3q (48)
Here Σi and Ni are the eigenvalues of Σ
α
β and N
α
β
respectively and Y is given by
Y =
3∑
k=1
N2k − 12
(
3∑
k=1
Nk
)2
(49)
and indicies are not summed over unless explicitly indi-
cated.
Suppose that the dynamics is in a period (called a Kas-
ner epoch) when all the Ni are negligibly small. Then
it follows from equations (47) and (48) that q = 2 and
therefore, from equations (44) and (46) that Ω and the
Σi are constant. From equations (47) and (45) it follows
that there are two possibilities for a Kasner epoch: (i) all
the Σi are ≥ −1 in which case the Ni remain negligible
and the Kasner epoch lasts all the way to the singularity.
(ii) one of the Σi is < −1 in which case the correspond-
ing Ni grows until it is large enough to bring the Kasner
epoch to an end. We now look in more detail at possi-
bility (ii). Let Σ1 be the Σi that is < −1. Then N1 is
the Ni that is growing. We are therefore led to examine
equations (44-48) neglecting N2 and N3 but not N1. In
this regime equations (44) and (45) become
∂tΣ1 = −S2(Σ1 + 4) (50)
∂tΣ2 = −S2(Σ2 − 2) (51)
∂tΣ3 = −S2(Σ3 − 2) (52)
∂tΩ = −2S2Ω (53)
where S ≡ N1/
√
6. Define Z ≡ 4 + Σ1. Then equation
(50) becomes ∂tZ = −S2Z while from equations (51) and
(52) it follows that there are constants c2 and c3 with
c2 + c3 = −1 such that Σ2 = 2 + c2Z and Σ3 = 2 + c3Z.
Similarly, it follows from equation (53) that there is a
constant c4 such that Ω = c4Z
2. Finally, it then follows
from equation (47) that Z satisfies the equation of motion
∂tZ =
[
1
6 (4 − α2)Z2 − 4Z + 6
]
Z (54)
where α2 = 1− [12c4 + (c2 − c3)2]. Note that the quan-
tity in square brackets vanishes at Z+ and Z− where
Z± = 6/(2 ∓ α). Therefore the dynamics is a “bounce”
from a Kasner epoch corresponding to Z− to one cor-
responding to Z+. Use a minus subscript to denote
a quantity before the bounce and a plus subscript to
denote a quantity after the bounce. We then have
Ω+/Ω− = (Z+/Z−)
2
. However, from the definition of
Z it follows that Z− = 4+Σ1− while from the definition
of Z± it follows that (1/Z+) + (1/Z−) = 2/3. We then
find the following “bounce rule” relating a quantity after
the bounce to quantities before the bounce.
Ω+ = Ω−
(
3
5 + 2Σ1−
)2
(55)
Note that from the bounce rule it follows that Ω increases
at each bounce. Furthermore, it follows from equation
(47) (and from the fact that Σαβ is trace-free) that the
minimum possible value for a Σi during a Kasner epoch
is −2√1− Ω and therefore that no further bounces can
happen once Ω > 3/4 (though bounces may cease at
lower values of Ω). Thus we expect that at each spatial
point there is a last bounce followed by a Kasner epoch
that lasts all the way to the singularity. In other words,
we expect the approach to the singularity to be of the
Andersson and Rendall class.
III. RESULTS
All runs were done in double precision on a SunBlade
2000 with n = 50 (except for a convergence test which
also used n = 25). The equations were evolved from t = 0
to t = −90. For the initial data, the trace of the extrinsic
curvature was −1 corresponding to an initial value of 1/3
for H . The constants ai, bi and ci characterizing the
initial data were
ai = (0.2, 0.1, 0.04) (56)
bi = (1.7, 0.1, 0) (57)
ci = (0.005, 0.005, 0.005) (58)
and the constant c0 was 0.02.
We would like to know whether Eα
i, rα, A
α and vα be-
come negligible as the singularity is approached. In figure
1 are plotted the maximum values (over all space, α and
i) of ln |Eαi|, ln |rα|, ln |Aα| and ln |vα|. Note that after a
certain amount of evolution, all these quantities steadily
decrease. This indicates that after a certain amount of
time spatial derivatives become negligible in the eqau-
tions of motion and that the approximation considered
at the end of the previous section becomes valid.
It then follows that the interesting part of the dynamics
is the development of the variables at a single point as a
function of time. We now present data of that form. The
behavior at the spatial point chosen is typical.
The results of a convergence test are plotted in figure
2. Here what is plotted is 4Cq for the n = 50 run (solid
line) and Cq for the n = 25 run (dotted line). Both quan-
tities are plotted vs −t. Note that the two curves roughly
agree in magnitude but become out of sync in time. This
indicates second order convergence but with the system
having sensitive dependence on initial conditions. Simi-
lar results were obtained for the other constraints.
Figures 3 and 4 show respectively the diagonal com-
ponents of Σαβ and Nαβ in the asymptotic frame, i.e.
the frame of the eigenvectors that Σαβ has at the end of
5-45
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FIG. 1: maximum values of ln |Eα
i| (solid line), ln |rα| (dot-
ted line) ln |Aα| (dot-dashed line) and ln |vα| (dashed line) vs
−t
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FIG. 2: 4Cq vs −t for the n = 50 run (solid line) and Cq vs
−t for the n = 25 run (dotted line)
the evolution. For that part of the evolution where the
approximation made at the end of the previous section
is valid, these diagonal components are the eigenvalues
of Σαβ and N
α
β respectively. Note that the dynamics of
the eigenvalues of Σαβ consists of epochs where they are
apporoximately constant (Kasner epochs) punctuated by
short bounces. Furthermore the components of Nαβ are
negligible except at the bounces. Also note that there
is a last bounce and that this coincides with the most
negative eigenvalue of Σαβ becoming greater than −1.
In figure 5 is plotted Ω vs −t. Note that the behavior
of Ω is a sequence of constant values that are punctuated
by short bounces and that the bounces in Ω occur at the
same times as the bounces in Σαβ . The sequence of the
values of Ω is 0.05956, 0.1607, 0.4139, 0.6231, while the
corresponding values of the most negative eigenvalues of
Σαβ are -1.583, -1.565, -1.277, -0.6596. These values obey
the “bounce rule” of equation (55).
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
0 10 20 30 40 50 60 70 80 90
- t
FIG. 3: components of Σαβ in the asymptotic frame vs −t
Σ1 (solid line), Σ2 (dotted line) and Σ3 (dot-dashed line)
-1.5
-1
-0.5
0
0.5
1
1.5
0 10 20 30 40 50 60 70 80 90
- t
FIG. 4: components of Nαβ in the asymptotic frame vs −t
N1 (solid line), N2 (dotted line) and N3 (dot-dashed line)
IV. CONCLUSIONS
These simulations support the expected picture for the
approach to the generic singularity in a spacetime where
the matter is a stiff fluid. As the singularity is approached
0
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0 10 20 30 40 50 60 70 80 90
- t
FIG. 5: Ω vs −t
6the terms in the equations of motion involving spatial
derivatives become negligible. The dynamics at each spa-
tial point consists of a sequence of Kasner epochs punc-
tuated by short bounces. The sequence of values of Ω
obeys the expected bounce rule. There is a last bounce,
after which the dynamics is described by a single Kas-
ner epoch all the way to the singularity, thus yielding a
spacetime in the class of reference [3].
What remains to be done is to treat the approach to
the singularity for non-stiff fluids. Here the behavior
that is expected is quite different. The BKL conjecture
is that the matter will become negligible and the dy-
namics of the gravitational variables as the singularity is
approached will be that of vacuum spacetimes. The for-
malism of [7] includes a class of non-stiff fluids, and the
resulting equations are similar to those of the stiff fluid
case. Nonetheless, the numerical methods of this paper
are not adequate to treat the case of non-stiff fluids. That
is because in non-stiff fluids shock waves form, while the
numerical methods of the present paper are appropriate
for smooth solutions. A shock capturing method would
be appropriate to treat the non-stiff fluid case.
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