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I. INTRODUCTION 
A. Overview of the Problem and Objectives 
The state-space approach to linear control problems has 
been used for a number of years as an analysis tool. 
Kalman (21) in 1960 used linear state-space methods 
to analyze control systems and introduced the concepts of 
controllability and observability. The criterion for 
observability up to 1966 could only yield a "yes-no" type 
answer with no indication as to how close the system may come 
to the observable/unobservable dividing line. In 1966, 
Brown (8) posed the question of how observable a system may 
be. a Ph.D. dissertation by Ablin (1), this question was 
further investigated. These two pieces of work were the 
first to address the question of how observable a system may 
be by development of a deterministic criterion, which will 
give the degree of observability in a control system. 
The main purpose of this work is to present a new 
method to determine the degree of observability in linear 
control systems. The method, to be termed the "stochastic 
approach," is based on Kalman filtering theory. Relative 
observability in the system can be determined from the 
eigenvalues of a normalized error covariance matrix in the 
Kalman filter. Absolute estimation error in the system can 
be determined from the variance terms (diagonal terms) of 
the unnormalized error covariance matrix. Absolute 
2 
estimation error, therefore, indicates how well the states 
in the system are being estimated. With knowledge of rela­
tive observability and absolute estimation error, the degree 
of observability in the system can be determined. In gener­
al, complete observability cannot be determined from casually 
observing the error covariance matrix and its eigenvalues. 
The system model (i.e., the differential equations) and out­
put equations must be known in order to determine if the 
system is completely observable. If complete observability 
in the system is desired, the rank test of the observability 
matrix, Q^, can be performed or the deterministic method can 
be implemented. Even though the stochastic approach devel­
oped here cannot alone yield the classical "yes-no" answer to 
observability, it does offer certain advantages over the 
deterministic approach, as will be shown in Chapter III. 
In the recent literature on the subject of observabil­
ity, a paper by Davidson, Gesing, and Wang (14) gives a 
method of determining the observability in a system. The 
method is based on calculating "centralized fixed modes" of 
a system. This involves calculating eigenvalues of a matrix 
which in general may have complex eigenvalues. The method 
will yield which modes in the system are observable or not 
observable, hence, it will indicate if the system is observ­
able or not observable. A limitation of the method is that 
the system must be time-invariant. 
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B. Observability and Controllability 
Systems to be analyzed by state-space methods must fit 
the following matrix equation forms, Chen (12), 
x(t) = A(t)x(t) + B(t)u(t) (1.1) 
y(t) = C(t)x(t) + D(t)u(t). (1.2) 
An explanation of each term follows : 
x(t) = n X 1 column vector of the state variables, 
x(t) = n X 1 column vector of the time derivatives of 
the state variables, 
A(t) = n X n matrix relating x(t) and x(t) for an 
undriven system, 
u(t) = p X 1 column vector of inputs, 
B(t) = n X p matrix coupling the inputs to the system, 
y(t) = q X 1 column vector of output variables, 
C(t) = q X n matrix relating x(t) and y(t) with 
D(t) = CO], 
D(t) = q X p matrix coupling the inputs to the output. 
Now, a system is said to be completely state observ­
able, Wolovich (31), or simply observable, Chen (12), if and 
only if in some finite time interval CtQ,t^] where 
t^ > tQ =0, with the knowledge of the state variable de­
scription of the system and with zero inputs, the initial 
state at time tg can be determined by observing the output 
variables. This definition of observability gives physical 
insight into the concept, but does not yield a mathematical 
4 
basis on which to determine if a system is observable or not. 
Mathematically, observability can be quantified by first 
taking repeated derivatives of the output. Equation 1.2. 
With u(t) = 0 and a time-invariant system, the derivatives 
can be formed as follows : 
yCtp) = Cx(tQ) 
yCtg) = CxCtg) = CAx(tg) 
yCtg) = CAxCtg) = CA^ xCtg) (1.3) 
y(n-l)(^^) ^  CA^~^x(tn). 
- 0 '  
Equation 1 . 2  only has to be differentiated n-1 times. A justi­
fication of this can be found in a paper by Silverman and 
Meadows (29). Equation 1.3 can be written in matrix form as 
" c  
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 1 
x(Cn) (1.4) 
Let the left column vector of Equation 1.4 be yjj(tg), and the 
T 
matrix on the right be . Now, Equation 1.4 can be 
written as 
5 
yd(to) = sj %(Co)- (1.5) 
The matrix has been given the name observability matrix, 
and is written as 
It is easy to see for a single output system is an n x n 
matrix. If can be inverted, the initial state xCtg) can 
be solved for in terms of the derivative vector 
Therefore, must be non-singular, or of full rank 
(P(QQ) = n), for the system to be completely state observ­
able (observable). For P(QQ) < n the system is not observ­
able. For a system with multiple outputs, the matrix will 
generally be non-square. In Equation 1.6, the final parti­
tioned matrix will be (a"^)^ ^ C^, Chen (12), where r is the 
rank of C. For this case, the rank of must still be n 
for an observable system. The rank determination of a non-
square matrix can be a cumbersome task, especially for a 
large number of states and output variables. Jury (19) 
discusses a double triangularization algorithm to test for 
observability in a system. A "generalized resultant matrix" 
is formed involving the A and C matrices in Equations 1.1 
and 1.2; then the algorithm is applied to this matrix to 
determine observability in the system. 
(1.6) 
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It should now be obvious where the "yes-no" answer to 
the question of observability comes from. The matrix in 
Equation 1.6 is not actually inverted (for a non-square 
matrix this would have to be a psuedo-inverse), but the rank 
of it will indicate only if the system is observable or not 
observable, with no indication as ,o any degree of observ­
ability. 
Since observability is the main concern here, only a 
short comment will be made with regard to controllability, 
R. E. Kalman has pointed out that observability and control­
lability are duals of each other. So what is said here about 
observability can be applied to the concept of controlla­
bility with the proper interpretation. Chen (12) gives a 
full treatment of controllability. 
C. Kalman Filtering 
As previously stated, the basis for the stochastic 
approach to determine the degree of observability in linear 
control systems is Kalman filtering theory. Presented in 
this section is only a statement of what the Kalman filter 
is, and the associated discrete Kalman filter equations. A 
detailed account of this subject can be found in numerous 
publications; Gelb (18), Meditch (25), or Kwakemaak and 
Si van (23), to name a few. The original work can be found 
in the paper by Kalman (20). 
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The Kalman filter is a recursive optimal estimator based 
on the state-space concept. The input to the filter is a set 
of measurements taken from a random process which can be 
modeled as a linear state-variable system with white-noise 
driving functions, and whose output is an estimate of the 
state of the system at a given instant of time. Only the 
discrete Kalman filter is presented here. The random process 
to be estimated can be modeled in the form 
*k+l = *k=k + "k- (17) 
The observation (or measurement) of the process is assumed to 
occur at discrete points in time in accordance with the 
linear relationship 
\ = *k^ + ^k- (1-8) 
An explanation of the terms in Equations 1.7 and 1.8 is 
listed below. 
x,^ = (nxl) process state vector at time t^. 
= (nxn) matrix relating x^ to in the absence of 
a forcing function. (If x^ is a sample of a con­
tinuous process, 4». is the usual state transition 
matrix.) 
= (nxl) vector, white (uncorrelated) sequence with 
known covariance structure. 
= (q X 1) vector measurement at time tj^. 
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= (qxn) matrix giving the ideal (noiseless) connec­
tion between the measurement and the state vector 
at time tj^. 
v^ = (qX 1) measurement error, assumed to be a white 
sequence with known covariance structure and un-
correlated with the w^ sequence. 
The covariance matrices for the w^ and v^ vectors are given 
by 
w^w^"^ = ^ ^ (1.9) Qk 
, i=k 
0 , i.fk 
, i=k 
0 , ifk 
Vj^v^^ = { (1.10) 
w^ v^^ = 0 , V- k and i. (1.11) 
The bar over the quantities is in lieu of the expectation 
operator E[•], Cooper and McGillem (13). 
Now, if a measurement is made at time t^ and is 
obtained, before the data can be used in an optimum way, the 
a priori estimate x^ and the corresponding error covariance 
matrix associated with the estimate must be known (or 
assumed, if the process is just starting). The data are then 
processed according to the following recursive equations. 
Kfc = Vk<Hkï"k Hfc 
9 
- ^k) (1.13) 
where 
3- ?k="-\Hk"k 
+^1 = "'k^  (1.15) 
(1.14) 
(1.16) 
An explanation of notation is now in order. The superscript 
T denotes the transpose of that symbol. A superscript -1 
denotes the inverse of that symbol. The matrix I is the 
identity matrix. The - and + signs are used to denote the 
times immediately before and after a discrete measurement, 
respectively. The recursive filtering process consists of 
four steps, as listed above. In step 1, a gain matrix is 
computed using Equation 1.12. This matrix is referred to as 
the optimum weighting matrix. In step 2, the a priori esti­
mate 3^ is revised to yield the a posteriori estimate 2^, 
according to Equation 1.13. This is referred to as updating 
the states. In step 3, the a posteriori error covariance 
matrix is computed according to Equation 1.14. This is 
referred to as updating , the error covariance matrix 
associated with the estimate. Finally, in step 4, Xj^ and 
•4" 
are extrapolated or projected ahead in time according to 
10 
Equations 1.15 and 1.16, respectively. Now, the process is 
ready to be repeated beginning with step 1, Equation 1.12. 
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II. DETERMINISTIC APPROACH 
A. Derivation of the "Most Orthogonal" Vector 
and the Minimum Observability Function 
The deterministic approach, to determine the degree of 
observability in linear control systems, was first developed 
by Brown (6). He proposed that the degree of independency of 
the columns of the matrix, Equation 1.6, is also the 
degree of observability of the system. For the single output 
case, if n columns of the matrix are orthogonal, the 
degree of independency of the columns is as high as possible, 
and the system will be highly (strongly) observable. In 
other words, the column vectors of should "fill the 
n-space" such that no additional vector may be inserted which 
is approximately orthogonal to all of them. If a vector can 
be found which is nearly orthogonal to all the columns of the 
matrix, then the degree of independency of the columns 
would be low, or the degree of observability for the system 
would be low (weak observability). For the last case stated, 
difficulty would be encountered in solving Equation 1.5. A 
small measurement error would be reflected as a large error 
in the solution of the unknowns. Furthermore, the direction 
of the "nearly orthogonal" vector would indicate the direc­
tion of greatest error in the solution of the state variables, 
or the direction of weak observability. 
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To calculate the "most orthogonal" vector, first the 
columns of q^^\ ..., are normalized so each 
o o o o 
column vector is of unit length. The normalization is per­
formed since "angles" between columns and not "lengths" are 
important. will be the normalized matrix, and its 
columns will be designated as w^^\ ..., . 
A scalar L, the observability function (or loss function), is 
formed as 
L = (W<1)\)2 + + (w(3)^u)2 
+ ... + (2.1) 
The vector u is the "most orthogonal" vector, with the con­
straint that it be of unit length. Equation 2.1 can be 
rewritten as 
L = w(l)\ w(2> + w(3) w(3)^  
+ ... 4- u. (2.2) 
T By expansion of the matrix , it can be shown that this 
is the quantity inside the brackets in Equation 2.2. There­
fore, Equation 2.2 can be written as 
L = u^ (Q^ Qj) u. (2.3) 
Now, the objective is to minimize L subject to the con­
straint 
u'^u = 1. (2.4) 
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This is a maxima-minima type problem suitable for the 
Lagrangian multiplier method, Taylor and Mann (30). The 
Lagrangian multiplier formulation is given as 
•k  ^  ^- 1)] = 0. (2.5) 
The derivative is with respect to the vector u, and X is the 
Lagrange multiplier. T'Jhen the differentiation is carried out, 
which is of quadratic form, Kirk (22), the result is 
(QjjQ/ - AI) u = 0. (2.6) 
Details of the differentiation leading to Equation 2.6 can 
be found in Brown (10) or Fetzer (15). The system of 
equations in Equation 2.6 has a non-zero solution if and only 
if 
IQjjQ/- XI| = 0. (2.7) 
Therefore, the solutions to Equation 2.6 are the eigenvectors 
of Now, if both sides of Equation 2.6 are multiplied 
T by u this yields 
u'^(Qj^q/- AI) u = u^C^Qju - u'^Au = 0. (2.8) 
T T Since u u = L (the observability function) , A is a 
T 
scalar, and u u = 1 Equation 2.8 becomes 
L = X. (2.9) 
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Therefore, the observability function, or loss function, is 
the smallest eigenvalue of , and the associated eigen­
vector is the "most orthogonal" vector. 
Since the smallest eigenvalue is the observability 
function, its value gives a measure of the system observ­
ability. The eigenvector associated with the smallest eigen­
value (or minimum observability function) will indicate the 
direction of weak observability. A small value of the 
observability function means that one state or a linear com­
bination of states will have a large error associated with it 
when determined from observations which have measurement 
error. Moreover, the eigenvector associated with the 
minimum eigenvalue will indicate which measurement would be 
the best to include in the measurement equation (Equation 
1.2) to improve the system observability. Now, if all eigen-
values of are equal, the system is as observable as it 
can be. The proof of this can be found in Fetzer (15). It 
T 
can be shown that the sum of all the eigenvalues of 
is equal to the number of non-zero colunms of the matrix, 
Fetzer (15). Therefore, the eigenvalues are bound between 
zero and the number of non-zero columns of . If an eigen­
value is zero, the system is unobservable. For a large 
system it may be necessary to consider the second or third 
"most orthogonal" vector. 
15 
B. Simple Example 
Consider the system shown in Figure 2.1 with ~ ^ 2 
and assume the initial condition vector to be non-zero 
"Yl' 
xCtg) = ft 0
 
— 
.^ 2. 
(2 .10)  
1 ^1 
s + 
J 
A 
1 X2 ^  
s+62 
Figure 2.1. Simple 2-state system 
The state equations are 
'^ 1' "-^1 0 ^1 -k,fi-
_*2_ 0 -92. _=2. 
+ 
.^ 2^ 2. 
(2.11) 
y = [1 1] 
Xr  
(2.12) 
The matrix for this system, calculated from Equation 1.6, 
16 
r 
Q, 
o (2.13) 
It can be seen that the rank of will be 2, provided 
$1 ^  $2- In. 2-space the 2 column vectors of are shown 
in Figure 2.2, with the sign of the second column reversed. 
Figure 2.2. Column vectors of the 0^ matrix 
An analytical geometry interpretation is shown in 
Figure 2.3. The shaded portion in Figure 2.3 is the bounded 
deterministic error. This is derived from the solution of 
the state equations, and the initial conditions in Equation 
2.10. Since the output of the system is a linear combination 
^ X 1 
1 6i 
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Figure 2.3. Geometric interpretation including 
the bounded deterministic error 
of and X2' y can be evaluated at two different points in 
time t, t2 resulting in 
y(t^) = + ag Y2 (2.14) 
7(^2) = + b2 Y2 , (2.15) 
where the a's and b's are exponential functions evaluated at 
time t^ and t2. The solution of the simultaneous 
18 
equations, Equations 2.14 and 2.15, for and Y2» is the same 
as the solution of Equation 1.5 for the vector xCtg). Now, 
Equations 2.14 and 2.15 can each be solved for yg with some 
measurement error , +A2 associated with each, 
.a • I „ 
The two dashed lines in Figure 2.3 are the nominal functions 
of Equations 2.16 and 2.17 (+A^ = +^2 ~ 0), and the solid 
lines are for the case where there exists measurement error 
+A^, +^2" The exact solution , y2 will lie at the inter­
section of the two diagonals of the parallelogram shown in 
Figure 2.3 
If = ^2' and q^^^^ are coincident, the columns 
of are linearly dependent, will have rank less than 2, 
and the system is not observable. If q^(^) and q^^^) are 
orthogonal, the system will be as observable as it can 
possibly be. Now, if q^^^^ and q^^^ are nearly coincident 
(3^= @2) the system is "legally" observable but poorly or 
weakly observable. Being weakly observable results in 
difficulty in separating Xj^(tg) from X2(tg). For this case 
the deterministic approach will yield the "most orthogonal" 
vector to q^^^^ and q^^^^ somewhere in the second quadrant in 
Figure 2.2. In Figure 2.3 the "most orthogonal" vector 
19 
would be associated with the major diagonal of the parallelo­
gram. In other words, along this diagonal the greatest error 
would occur in separating x^Ctg) from a^Ctg). As 6^ ap-
(1) (2) proaches 62 t;he vectors and q^ move closer together, 
and the major diagonal of the parallelogram becomes infinite. 
Therefore, x^^Ctg) and X2(tQ) cannot be separated and the 
system is not observable. When q^^^^ and q^^^^ are 
orthogonal, the parallelogram in Figure 2.3 becomes a 
square. For 'zhe matrix in Equation 2.13, the Q^jQ: N^N 
matrix is 
1 + 1 il 2 ( lei 
.  T  
CQ +
 
CQ 
(2 II 
2 <181+1 62)^ + 
1 1 
Bjf + S/ «1 + 
. 
If $2 - ^2» Equation 2.18 becomes 
(2.19) 
The eigenvalues of Equation 2.19 are = 0 and = 2. 
Since the minimum eigenvalue is zero, the system is not 
observable. The corresponding eigenvector is 
20 
V (1) _ 
1 
1 /I 
1 
-1 
/ 2 _  
(2 .20 )  
which is orthogonal to both and q^^^^ (or w^^^ and w^^^ 
when and are normalized). Therefore, the vector 
is the vector u in Equation 2.1. If an additional 
measurement could be added, the best one would be the 
difference of the two states, which is indicated by Equation 
2.20. Note that the sum of the eigenvalues is equal to the 
number of non-zero columns of Q^, Equation 2.13. 
If = 0.99 and Bg = 1.01, the Q^Qj^ matrix will be 
Qn ~ 
0.9900010 0.9999000 
0.9999000 1.0099990 
(2.21) 
The eigenvalues of in Equation 2,21 were calculated to 
be 
= 0.00005 
XG =  1 .99995 .  
(2.22) 
Therefore, the system is observable, but weakly observable 
for 6^ ^  ^2- ThG eigenvector associated with the smallest 
eigenvalue is 
21 
V (1) _ 0.7106333 
-0.7035625 
(2.23) 
This is the vector u in Equation 2.1, which is "most ortho­
gonal" to q^^^^ and q^^^^ (or and w^^^ when q^^^^ and 
( 2 " )  q^  ^' are normalized) . 
Thus, it can be seen that in the deterministic approach 
a small eigenvalue indicates weak observability, and the 
associated eigenvector indicates the direction of weak 
22 
III. STOCHASTIC APPROACH 
A. Relative Observability and Absolute Estimation Error 
In Kalman filtering the error covariance matrix has as 
its elements the variances (diagonal elements) and covariancss 
(off-diagonal elements) of the errors associated with each 
state of the system. The error covariance matrix for n 
states 
(3.1) 
where x = x - x is the estimation error vector, is a real 
symmetric matrix. It is assumed that the initial uncertain­
ties given the initial error covariance matrix, P^^g, are 
values which reflect a priori knowledge of the system. Now, 
assume that the Kalman filter, Equations 1.12 through 1.16, 
is cycled through many iterations such that a large amount of 
measurement information is assimilated. Under this condition, 
if any of the diagonal (variance) terms of the error covari­
ance matrix tend to increase or stay the same as the initial 
x^ x^ x^ X2 
^l^n 
Xq X-J X<^  x^  
P = E[xx^] = 
23 
value given in while other terms decrease, then a state 
(or states) is not being estimated as well as the others. 
This will be referred to as absolute estimation error. 
Weak observability in the system is indicated by a large 
variance term of the error covariance matrix relative to the 
other terms, i.e., a state or a linear combination of states 
is weakly observable. Strong observability would be in­
dicated by a variance term which is small relative to the 
other terms. Weak and strong observability are referred to as 
relative observability in the system. To determine the 
particular state, or linear combination of states, that is 
weakly (strongly) observable would necessitate looking at all 
of the variance terms and half of the covariance terms, since 
the error covariance matrix is symmetric. This amounts to 
n(n+l)/2 terms, which for a large system would be a tremendous 
task. Thus, a simpler approach is desirable to determine 
relative observability, or the degree of observability, in 
the system. 
Therefore, the stochastic approach to the problem is 
developed as follows. Let w be a linear combination of the 
elements of the estimation error vector with v^, V2, v^, ..., 
v^ as coefficients, 
w = v^ x^ + V2 X2 + v^ x^ + . . . + v^ x^ = V X (3.2) 
24 
Since x^, Xg, x^ are random variables, so is w, there­
fore, w has an associated variance given by 
O T1 T1 m 
^  ^  V .  V .  p.. = V  Pv , (3.3) 
^ i=l j=l 1 j 
where P is the error covariance matrix of the estimation 
errors, x^, Xg, x^, and the p^j's are the elements of P. 
Now, the objective is to determine the particular linear 
combination in Equation 3.2 which results in a large (or 
2 2 
small) in Equation 3.3. Since a large would in­
dicate weak observability, this term should be maximized 
subject to the constraint 
v'^v = 1 . (3.4) 
This is a maxima-minima problem again suitable for the 
Lagrangian multiplier method. The Lagrangian multiplier 
formulation gives 
[0^2 - X (v^ V - 1) ] = 0 . (3.5) 
This can be rewritten using Equation 3.3 as 
^ [v^ Pv - A(v^ V  - 1) ] = 0 , (3.6) 
where the differentiation with respect to the vector v is of 
quadratic form, and X is the Lagrange multiplier. Carrying 
out the indicated differentiation results in 
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(P - ÀI) V = 0 . (3.7) 
This system of equations has a non-zero solution if and 
only if 
|P- XI| = 0 . (3.8) 
Therefore, the solutions to Equation 3.7 are the eigen­
vectors of P, the error covariance matrix. Now, if both 
T 
sides of Equation 3.7 are multiplied by the vector v , this 
yields 
v^(P - XI) V = v"^ Pv - v"^ Av = 0 . (3.9) 
T 2  T  Since v Pv = a , X is a scalar, and v v = 1, Equation 3.9 
w 
becomes 
X . (3.10) 
Therefore, the largest eigenvalue of P is the variance of 
that state or linear combination of states. Equation 3,2, 
that is weakly observable with respect to the other states in 
the system, and the associated eigenvector gives the "direc­
tion" of weak observability. 
In multivariate statistical analysis, that linear com­
bination of random variables associated with the largest 
eigenvalue of the covariance matrix is referred to as the 
first principal component of the covariance matrix, 
Anderson (2), Morrison (26). The second principal component 
can be found in a similar manner with the additional 
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constraint 
v(l) v(2) = 0 , (3.11) 
where the vector v^^^ is associated with the first principal 
component and the second principal component. The 
remaining n-2 principal components can be found similarly. 
The additional constraint in Equation 3.11 is a result of P 
being symmetric. Therefore, all eigenvectors of the error 
covariance matrix are orthogonal to each other. 
It appears that the eigenvalues of the error covariance 
matrix can be helpful in determining how observable a state 
or a linear combination of states may be relative to the 
other states in the system. A large eigenvalue would in-
2 T dicate weak observability, since cr^ = v Pv would be a 
T ~ 
maximum, and it is the variance of w = v x. A small eigen-
2 T 
value would indicate strong observability, since = v Pv 
would now be a minimum, and it is the variance of w = v x. 
The eigenvector associated with the large (small) eigenvalue 
would indicate the direction of weak (strong) observability. 
Therefore, absolute estimation error in the system will 
indicate how well the states in the system are being esti­
mated. Relative observability can be determined by the 
eigenvalues of the error covariance matrix, which will in­
dicate the degree of observability in the system. 
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B. Normalization 
If the eigenvalues of the error covariance matrix are 
calculated directly, with no a priori normalization, the 
resulting range of values can be anything. Not only is 
there no set bound for the eigenvalues, but dimensional 
homogeneity may not exist among various linear combinations 
of the states in the system. Therefore, when observing a 
particular linear combination of states, the dimensions may 
be different from another linear combination, which could 
cause confusion upon comparing the two. 
To show this , the eigenvectors of the error covariance 
matrix, P, can be thought of as a matrix transformation 
(actually an orthogonal transformation since P is a real 
symmetric matrix), in which the column vectors are ordered 
as 
From Equation 3.1, the error covariance matrix can be 
written as 
where again E is the expectation operator, x = x-x is the 
estimation error, and x is the estimate of the state x. 
Now, performing a similarity transformation on P using T 
results in 
(3.12) 
P = E[x x^] (3.13) 
T'lpT = T"^ ECxx^] T . (3.14) 
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-1 T Since T is an orthogonal matrix, T = T , Fox (16), Equation 
3.14 can be written as 
T'^PT = T^ECxx"^] T . (3.15) 
Also, since T contains the eigenvectors of P as its columns 
and the expectation operator is a linear operator. Equation 
3.15 can be written as 
D = ECT^xx'^T] , (3.16) 
where D is an nxn diagonal matrix containing the eigen-
T 
values of P, Fox (16). From Equation 3.16 T x can be 
defined as 
x' = X , (3.17) 
a new transformed estimation error vector. Therefore, in 
Equation 3.17 a particular element of x" is actually w 
defined in Equation 3.2. For the largest eigenvalue, 
Equation 3.17 gives that linear combination of states 
associated with the largest eigenvalue which is weakly observ­
able. Now, if the states all have different dimensions, this 
linear combination will not necessarily be dimensionally 
consistent with any other linear combination. In other 
words, the new vector x' will have elements with different 
dimensions. 
The following normalization scheme serves two purposes; 
first, to set a bound on the eigenvalues, and secondly, to 
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force the transformed estimation error vector to be dimen-
sionless. In the Kalman filtering recursive process, as 
previously stated, an initial error covariance matrix, P^_Q, 
must be known or assumed. This will usually be a diagonal 
matrix, since no cross-correlation structure (or covariance 
structure) is usually known. It is assumed here that P^_Q 
is diagonal, positive definite, and has values which reflect 
a priori knowledge of the particular system. The first step 
in the normalisation process is to modify each error covari­
ance matrix (after updating P), through each iteration of the 
recursive process that the eigenvalues are to be calculated, 
by the initial error covariance matrix. An explanation of 
notation is now in order. Let each diagonal element of P^_Q 
be denoted as p^^(O), P22(0), •••» P^^(O). The normalized 
error covariance matrix will be denoted as P^ , the + sign 
is used since the eigenvalues of the updated error covariance 
matrix will be of interest. Let the elements of P^ be de-
+ ^ 
noted as p^^, Pj_2» **• • ^k ™&trix for each iteration is 
modified by Pj^_Q as follows 
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p'+ = p+ 
^ k=0 k k=0 
Pll 
Pn(0) 
P21 
^^ 22 (()) 
nl 
P12 
(0)P22 
P22 
P22(0) 
Pn2 
/Pnn(0)P99(0) 
Pin 
/Pll<0)Pnn(0) 
Pan 
'P22(0)Pnn(0) 
•nn 
Pnn(«) 
. (3.18) 
— -1 -The matrix is the matrix P^ _Q with the square root 
of the diagonal elements taken and then the inverse is per­
formed. This is a congruent transformation, MacDuffee (24). 
The eigenvalues are not preserved under this transformation 
but the positive nature of the eigenvalues is. The rank is 
also preserved, therefore, if has a zero eigenvalue, so 
"-j-
will . In other words, the eigenvalues are redistributed 
according to the values of P^_Q in the transformation, and if 
+ 4- 4-
P^ is positive definite, =0 is P^ . The symmetry of P^ 
is also preserved. Note that the matrix in Equation 3.18 
has dimensionless quantities. To complete the normalization 
process, a bound must be imposed on the eigenvalues of P^ 
It can be shown that the trace of a matrix is equal to the 
sum of its eigenvalues, Schneider and Barker (28), 
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n 
tr(A) = S 
i=l 
(3.19) 
where tr(-) is the trace of A and the X^'s are the eigen­
values of A. Therefore, the second step in the normalization 
process is to multiply the matrix in Equation 3.18 by the 
constant factor n/tr(P^^) for each step that the eigenvalues 
are to be calculated, where n is the order of the system. 
Equation 3.20 shows the final normalized error covariance 
matrix, where p^^, p£2' ••• the elements of 
n 
 ^ tr(P^ -^ ) 
Pll 
P2I 
P12 
P22 
n^l Pn2 
Pin 
P2n 
nn 
(3.20) 
.+ 
The P^ matrix will now have eigenvalues (X^, i=l,2,...,n) 
which are bound between 0 and n, 
0 è £ n , i=l,2,...,n (3.21) 
Additional information can be obtained from the eigen­
values of the matrix in Equation 3,20. If all of the eigen­
values of P^ are positive, the matrix is positive definite. 
If one or more eigenvalues are zero, the matrix is positive 
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semi-definite, Bamett and Storey (3). In the Kalman 
filtering recursive process it is important for the error 
covariance matrix to remain positive definite and not 
become positive semi-definite. Therefore, the eigenvalues 
can indicate the definiteness of the matrix. 
In order for a decision to be made as to the degree of 
observability in the system (relative observability), the 
calculated eigenvalues must reach a steady-state condition 
or tend toward one. This necessitates cycling the Kalman 
filter through a number of iterations until this condition 
is met. 
C. Advantages 
The stochastic approach offers at least three distinct 
advantages over the deterministic approach for determining 
the degree of observability in a system. First of all, in 
the deterministic approach, there is no capability to take 
into account the quality of the measurements. In the 
stochastic approach the measurement quality is accounted 
for in the Kalman filter via the R matrix. Equation 1.10. 
Secondly, if the system is time-varying, that is in 
Equations 1.1 and 1.2 the A, B, C, and D matrices have 
time-varying elements, Equation 1.6 can no longer be used. 
An alternate observability matrix must be formed by taking 
a number of derivatives of A(t), C(t), and certain 
combinations of the two, Chen (12). The stochastic 
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approach can accommodate a time-varying system in a rela­
tively simple manner via the Kalman filter. 
In the deterministic approach the states must be 
dimensionally altered so as to yield a state vector which is 
dimensionally uniform. This involves deriving a trans­
formation for the state vector, which could be a difficult 
task for a system with a large number of states. The third 
advantage of the stochastic approach is that dimensional 
uniformity is accomplished in a systematic manner, as 
previously shoxm. in the normalization process. 
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IV. EXAMPLES AND DISCUSSION OF RE.SULTS 
A. Undriven 2-State System with Random 
Initial Conditions 
This example is the previously analyzed 2-state problem; 
the block diagram is shown in Figure 2.1. This system will 
be undriven, and the initial conditions are considered to be 
random variables. 
If $2 ~ ^2' ^as shown that P(QQ) < 2, therefore, the 
system is not observable. In the deterministic approach, the 
smallest eigenvalue was zero, indicating an unobservable 
system. For the stochastic approach, the Kalman filter was 
derived from the state space description of the problem. A 
computer program was written in FORTRAN to implement the 
Kalman filter and determine the eigenvalues and eigenvectors 
of . The eigenvalues and eigenvectors were calculated 
using the EISPACK subroutine package, Garbow and Dongarra 
(17). The only two subroutines that were necessary to use 
in this package were TRED2 and TQL2, since P^ is a real 
symmetric matrix. EISPACK gives the eigenvalues in ascending 
order, and normalizes each eigenvector such that its length 
is unity. Double precision was used in the program to reduce 
numerical round-of^ error. 
In the program = $2 ~ At = 0.01, R = 1, Q = [0] 
since the system is undriven, H = [1 1], 
35 
' k=0  
1 
0 
0 
1 
(4.1) 
and 
* = 
e 
0 
-0.01 0 
-0.01 (4.2) 
The R value indicates the uncertainty associated with the 
measurement data, or the "quality" of the measurement. The 
state transition matrix in Equation 4.2 can be calculated 
as stated in Chen (12). There is no need to specify an 
initial state estimate ^_q since this is an error analysis 
problem and not an estimation problem. A listing of the 
computer program can be found in Appendix A, Section B. The 
number of iterations for the recursive process was taken as 
NOITER = 60. The results are shown in Table 4.1. Note that 
the first eigenvalue is associated with v^^^ and the second 
C 2 )  
with v^ . After 60 iterations it was observed that the 
eigenvalues were approaching a steady-state condition. 
Therefore, there was no need to continue the iterative 
process. Absolute estimation error can be determined from 
the two variance terms of , vfeich are 
2 Oii^ = 0.1557857D 00 
^22 " 0.1557857D 00. 
(4.3) 
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Table 4.1. Stochastic method results for an unobservable 
system, NOITER = 60 
Eigenvalues Eigenvectors 
0.2755515D-01 
0.1972445D 01 
.(1) 0.7071068D 00 
0.7071068D 00 
V  
(2) _ 0.7071068D GO 
-0.7071068D 00 
These values are less than the initial values in Equation 
4.1, but not orders of magnitude less. Therefore, this is 
an indication that the system may not be observable. Rela­
tive observability can be determined from the eigenvalues in 
Table 4.1. The large eigenvalue indicates weak observability 
and the corresponding eigenvector v^^^ points in the direc­
tion of weak observability. This is the same vector as in 
Equation 2.20. Note that the sum of the eigenvalues equals 
the order of the system. 
I f  $ 2 ^  =  1  and $2 ~ 10, the rank of in Equation 2.13 
is 2. Another computer program was written in FORTRAN to 
implement the deterministic method, again using EISPACK to 
calculate the eigenvalues and eigenvectors of . The 
double precision capablity was also used to reduce numerical 
round-off error. A listing of the computer program is given 
in Appendix A, Section A. Table 4.2 shows the results of 
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the deterministic method and Table 4.3 the stochastic 
method. 
Table 4.2. Deterministic method results for an observable 
system 
Eigenvalues Eigenvectors 
0.2260427D 00 
0.1773957D 01 
(1) _ 0.9036697D 00 
-0.4282302D 00 
(2) _ 0.4282302D 00 
0.9036697D 00 
Table 4.3. Stochastic method results for an observable 
system, NOITER = 60 
Eigenvalues Eigenvectors 
0.1662645D-03 
0.1999834D 01 
.(1) _ 0.7270793D-02 
0.9999736D 00 
V  
(2) _ 0.9999736D 00 
-0.7270793D-02 
In Table 4.2 for the deterministic method, since the 
small eigenvalue is not zero, the system is observable. The 
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small eigenvalue does indicate weak observability relative to 
the large eigenvalue which indicates strong observability. 
The vector is the vector u in Equation 2.1, which is the 
"most orthogonal" vector pointing in the direction of weak 
observability. points in the direction of strong obser­
vability relative to The vectors are shown in Figure 
4.1, where all vectors have been normalized to have unit 
length. 
(2) 
(1) 
(1)_ 
= u 
-1 
Figure 4.1. Corresponding vectors for the deterministic 
m e t h o d  w h e r e  =  1  a n d  g g =  1 0  
For the stochastic method, the variance terms of 
are 
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aii^ = 0.1384962D-01 
(4.4) 
022^ = 0.1883672D-05 . 
These values are considerably smaller than the initial values 
in Equation 4.1. Therefore, the absolute estimation error in 
the system strongly indicates the system is observable. 
Relative observability can be determined from the eigen­
values in Table 4.3. The large eigenvalue indicates weak 
observability relative to the small eigenvalue which in­
dicates strong observability. The large separation in the 
eigenvalues indicates that one linear combination is being 
observed better than the other, but both are being observed 
well according to the values in Equation 4.4. The v^^^ 
eigenvector indicates the direction of weak observability 
relative to the v^^^ eigenvector which indicates the direc­
tion of strong observability. The v^^^ vector, associated 
with the small eigenvalue, indicates that the sum of the 
states is being observed better than the difference of the 
(2") 
states, indicated by the v^ ^ vector, associated with the 
large eigenvalue. This is true since a direct measurement 
of the sum of the states is available and not the difference. 
The fact that v^^^ is not in the same direction as 
can be accounted for by the value of R that was used and by 
At in the stochastic method. If the system in Figure 2.1 
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was driven by white-noise, this would also alter the direc­
tion of v^^) . 
Suppose now that 2 measurements are available, when 
Bt = Bo = 1, 
H = C = 
1 
1 
1 
-1 
(4.5) 
Note that the second measurement added in this case is the 
difference of the states, which corresponds to the most 
orthogonal vector in Equation 2.20, or v^^^ in Table 4.1. 
This is the best measurement to add to enhance observability 
in the system. The system is clearly observable since the 
rank of the matrix in Equation 4.5 is 2; the first two 
columns are linearly independent. 
Qo = 
1 1 
1 -1 
-1 -1 
-1 1 
(4 .6)  
The deterministic method also clearly indicates the 
T 
system is observable since the eigenvalues of in 
Equation 4.7 are both 2. 
= 
2 0 
0 2 
(4.7) 
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For the stochastic method, the variance terms of 
4=60 are 
0^2 = 0.4292699D-02 
2 (4.8) 
022 = 0.4292699D-02 . 
These values are considerably smaller than the initial values 
in Equation 4.1. Therefore, in terms of absolute estimation 
error, this is a strong indication that the system is obser­
vable. Relative observability can be determined from the 
eigenvalues in Table 4.4. 
Table 4.4. Stochastic method results for an observable 
system, NOITER = 60 
Eigenvalues Eigenvectors 
O.IOOOOOOD 01 
0 . 0  
O.IOOOOOOD 01 
O.IOOOOOOD 01 
V  
(2) _ 0 . 0  
O.IOOOOOOD 01 
The eigenvalues, which are equal, and the associated eigen­
vectors indicate both states are being observed equally well. 
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B. Undriven 3-State Single-Channel Schuler-
Tuned Inertial Navigation System 
The block diagram for this system is shown in Figure 
4.2. 
Position 
Error 
3 ^ Platform 
i ^ Tilt Error 
Velocity 
Error 
Figure 4.2. Single-Channel Schuler-Tuned 
Inertial Navigation System 
The block diagram shows how the errors in a single channel 
of an inertial navigation system propagate, Pitman (27). The 
Rg value is the earth's equatorial distance given by 
Rg = 2.0926435x 10^ ft (4.9) 
and g is the acceleration due to gravity 
g = 32.2 ft/sec^ . (4.10) 
The value of = /g/R^ is referred to as the Schuler 
frequency. This is the frequency at which the platform 
will oscillate about its level position. Brown (9) or 
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Pitman (27). The state equations are 
1^ 
2^ 
3^ 
1 
0 -g 
0 
" 
1^ 0 
Xg + 0 
3^ 0 
(4.11) 
10 0 ] 
X ,  
(4.12) 
For the first case, position is measured. The matrix for 
this situation is 
1 0 0 
Qo = 0 1 0 (4 
0 0 -g 
The determinant of is -g, which is non-zero, therefore, 
the matrix has rank 3 and the system is observable. 
From Equation 4.11 it is obvious that the 3 states 
all have different dimensions ; i.e., x^^ has the dimensions 
of length, X2 velocity, and x^ angular displacement. For 
the previous values specified, the units for these state-
variables will be ft, ft/sec, and rad, respectively. A 
transformation must now be found in order to force all the 
states to have the same dimensions. This is necessary 
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since it is desirable to have dimensional homogeneity for 
comparison purposes in the analysis. A transformation which 
will accomolish this is 
1 
R 0 0 
e 
0 1 oj R 0 
o e 
0 0 1 
(4.14) 
Using this transformation will result in a state vector 
which will have dimensionless elements. The transformed 
state vector will be 
and 
x"* = J X  
X = J ^ x' 
(4.15) 
(4.16) 
The time derivative of both sides of Equation 4.16 yields 
X = J ^ x'. (4.17) 
Equation 4.11 can be written as 
X = Ax , (4.18) 
since there is no driving function. Equation 4.18 can now 
be written as 
using Equations 4.16 and 4.17. Thus, the "new" A matrix is 
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A" = JAJ -1 
0 CO 0 
o 
0 0 -u 
0 w 0 
o 
(4.20) 
The first case to be analyzed is for a measurement of 
position, therefore, the "new" C matrix becomes 
C = CJ"-^  = [Rg 0 0 ] . (4.21) 
A FORTRAN computer program was written to implement the de­
terministic method. The program listing appears in Appendix 
A, Section C. The results are shown in Table 4.5, Since all 
eigenvalues are unity, the system is observable. 
The stochastic method used the following parameters in 
the computer program (in the original x coordinate system), 
Pf k=0 
1x10^  (ft)2 
0 
0 
0 
1.5625x10^ (ft/sec)^ 
0 
0 
2.5x10"^ (rad) 
(4.22) 
<P = 
1 sin (^^ At ) RgCcos (^^-At)-1] 
I— /7~ 
cos (J^At) -g\/— sin (J^At) 
° si* cos (i/:^At) 
J 
(4.23) 
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Table 4.5. Deterministic method results for an observable 
system 
Eigenvalues Eigenvectors 
O.IOOOOOOD 01 
O.IOOOOOOD 01 
O.IOOOOOOD 01 
v(2) 
V(3) 
O.IOOOOOOD 01 
0 . 0  
0 . 0  
0 . 0  
O.IOOOOOOD 01 
0 . 0  
0.0 
0 . 0  
O.IOOOOOOD 01 
H = [1 0 0] (4.24) 
At = 120 sec, R = lOO(ft)^, Q = CO] since the system is 
undriven, and NOITER =90. A listing of the computer program 
appears in Appendix A, Section D. The results of the 
stochastic method are shown in Table 4.6. Absolute 
estimation error can be determined from the variance terms of 
^=90' *bich are 
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Table 4.6. Stochastic method results for an observable 
system, NOITER = 90 
Eigenvalues Eigenvectors 
0.1997105D 00 
0.9414064D 00 
0.1858883D 01 
V  
(1) _ 
-0.6064572D 00 
0.8074021D-02 
0.7950751D 00 
V  
(2) _ 
0.4287539D-01 
-0.9981615D 00 
0.42S4032D-01 
(3) _ 
0.7939593D 00 
0.6006998D-01 
0.6049961D 00 
^11^ = 0.3024153D 01 
^22^ = 0.3579709D-05 (4.25) 
G.gZ = 0.4901109D-14 . 
The values in Equation 4.25 are substantially lower than the 
initial values in Equation 4.22. Therefore, this is a strong 
indication that the system is observable. Relative obser­
vability can be determined from the eigenvalues in Table 4.6. 
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Since there are not orders of magnitude separating the 
largest and smallest eigenvalues, all states are being 
observed with about the same degree of observability. 
The second case considered here is for a direct measure­
ment of velocity. The C matrix for the deterministic method 
is 
C = [0  OJ R 0]  
o e 
and the H matrix for the stochastic method is 
(4.26) 
H = [0 10 3 (4.27) 
The value given R is now 0.01 (ft/sec) . The results of the 
deterministic method are shown in Table 4.7, and Table 4.8 
shows the results of the stochastic method. 
The matrix for this case is 
Qo = 
0 
0 
-g 
0 
0 
(4 .28)  
Since coltmms 1  and 3  are linearly dependent P (Q Q )  <  3 ,  and 
the system is not observable. 
From Table 4.7, for the deterministic method, the same 
conclusion can be drawn since there is a zero eigenvalue. 
The eigenvector associated with the zero eigenvalue indicates 
that the x^ state is not observable. 
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Table 4.7. Deterministic method results for an inobservable 
system 
Eigenvalues Eigenvectors 
0 . 0  
O.IOOOOOOD 01 
0.2000000D 01 
V (1) _ 
O.IOOOOOOD 01 
0 . 0  
0 . 0  
V (2)  _ 
0 . 0  
0 . 0  
O.IOOOOOOD 01 
V (3) _ 
0 . 0  
O.IOOOOOOD 01 
0 . 0  
The stochastic method yields the same results. Absolute 
estimation error can be determined from the variance terms 
\=90' 
011^ = O.IOOOOOID 09 
C22^ = 0.2133298D-03 (4.29) 
OggZ = 0.3450092D-12 . 
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Table 4.8. Stochastic method results for an unobservable 
system, NOITER = 90 
Eigenvalues Eigenvectors 
0.3972667D-05 
0.4263346D-05 
0.2999992D 01 
V  
(1) _ 
0.8397468D-06 
-0.7589415D 00 
-0.6511588D 00 
V  
(2) _ 
0.3353611D-06 
-0.6511588D 00 
0.7589415D 00 
V  
(3) _ 
O.IOOOOOOD 01 
0.8556920D-06 
0.2922891D-06 
2 The first term is slightly larger than the 
corresponding element in the matrix of Equation 4.22, which 
is the initial uncertainty in position. Therefore, this is 
a strong indication the system is not observable. Relative 
observability can be determined from the eigenvalues in 
Table 4.8. The largest eigenvalue indicates weak observ­
ability, and the associated eigenvector indicates that the 
state is not observable. This is true since upon 
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integrating velocity, position can be found only within a 
constant. 
C. Undriven 6-State Cruise-Type 
Inertial Navigation System 
The inertial navigation system error propagation 
equations for a slow-moving vehicle are given by Brown (7) 
or Pitman (27) as 
1^ 
Xg 
3^ 
4^ 
II 
5^ 
6^ 
0 
•n. 
Q. 
0 
z 
0 
0 0 
0 0 
0 0 
"x 0 
0  1 0  0  
1 0 
0 0 0 1 
0 0 0 0 
0 0 0 0 
0 0 0 0 
1^ 0 
X2 0 
3^ 0 
4^ 
+ 0 
5^ 0 
0 
(4.30) 
y = 
1 0 0 0 0 0 
0 1 0 0 0 0 
Xr 
Xr 
(4.31) 
where 0^ = ^2 cos n, ~ ^  sin n , and ^ is the rotational 
rate of the earth given by 
-5 
n = 7.292115 X 10 rad/sec. (4.32) 
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It is assumed that the vehicle is at 45° latitude, therefore, 
n = 43°. The states are described as follows, Brown (7) or 
Pitman (27), 
= Inertial system's west position error, 
^2 - - Inertial system's south position error, 
*3 " " Linear combination of platform azimuth 
error and west position error, 
x^ = = Gyro drift rate error x-direction, 
x^ = Sy = Gyro drift rate error y-direction, 
Xg = Eg = Gyro drift rate error z-direction. 
For the deterministic method, when the state vector is 
transformed to yield dimensional homogeneity, the resulting 
A matrix becomes 
0 
"z 
0 a 0 0 
•"z 
0 
^x 
0 a 0 
0 
•"x 0 0 0 a 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
where a = 1x10"^ rad/sec. The C matrix will be the same. 
For the first case, two position measurements are assumed to 
be available in the west and south directions, respectively. 
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Table 4.9 shows the results of the deterministic 
method for this case. 
Table 4.9. Deterministic method results for an unobservable 
system 
Eigenvalues Eigenvectors 
0.1318390D-14 
0.3338330D 00 
0.6112330D 00 
0.7936729D 00 
0.5054934D 01 
0.5206327D 01 
V(5) 
V(6) 
0.2858499D-15 
•0.1309754D-15 
0.8888012D 00 
•0.4044861D-16 
•0.4582929D 00 
•0.1008551D-15 
0.1243097D-14 
0.5690252D 00 
0.9970654D-15 
0.5937564D 00 
0.1860023D-14 
0.4470555D 00 
0.4933941D 00 
0.2025544D-14 
0.3986259D 00 
0.1260886D-14 
0.7730845D 00 
0.1092550D-14 
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For the purpose of conserving space, only the pertinent 
eigenvectors are shown. A listing of the FORTRAN computer 
program appears in Appendix A, Section E. From Table 4.10, 
the smallest eigenvalue is 15 orders of magnitude smaller 
than the largest one; therefore, it is essentially zero. 
Thus, it can be concluded that this is a strong indication 
that the system is not observable. The associated eigen­
vector indicates that the linear combination of states 
Xg and x^ is not observable. This can be verified by a 
direct solution of the undriven state equations. The 
solution will show that these two states can never be 
separated when only position measurements are available. 
Pitman (27). 
The parameters used for the stochastic method (in 
the original x coordinate system) were 
2.2835446x 10""^ (rad)^ 
2.2835446x 10"^ (rad)^ 
2.2835446x 10"^ (rad)^ 
2.3504431x10"'^ (rad/sec)^ 
0 
(4.34) 
0 2.3504431x 10"^^ (rad/sec)^ 
2.3504431x 10"^^ (rad/sec)^ 
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<P = 
<Pll  4>i2 
(P21 <p22 
'16 
"^ 26 
"^ 61 6^2 * '66 
where the elements are 
~ 2 cos (OAt)] 
^12 ~ sin (f2At) 
= I" [1 - cos (OAt)] 
^ [At + (1/fi) sin (OAt)] 
CI - cos (OAt)] 
"15 /ÂO 
(j)^g = ^ [At — (l/f2) sin (f2At)] 
'P 21 
2^2 
*23 
*24 
*25 
*26 
" -*12 
= cos (PiAt) 
" *12 
= -*15 
= ^  sin (OAt) 
= *15 
(4.35) 
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*31 *13 
*32 
= 
*21 
*33 
= 
*11 
*34 
= 
*16 
*35 
= 
*24 
*36 *14 
*44 
= 1 
*55 
= 1 
*66 
= 1. 
(4.36) 
All other are zero. The measurement matrix is 
H = 
1 0 0 0 0 0 
0 1 0 0 0 0 
(4.37) 
R 2.2835446 X. 10"^ (rad)^ 
0 2.2835446 xlO"9 (rad)^ 
(4.38) 
At = 3600 sec, Q = [0] since the system is undriven, and 
NOITER = 120. The first two values in Equation 4.34 corre­
spond to 10,000 ft rms, the next one corresponds to 
1.6427771 mill rms, and the last three correspond to 0.01°/hr 
rms. The two values in Equation 4.38 correspond to 1,000 ft 
rms. A listing of the computer program can be found in 
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Appendix A, Section F. The results of the stochastic method 
are shown in Table 4.10. 
Table 4.10. Stochastic method results for an unobservable 
system, NOITER = 120 
Eigenvalues Eigenvectors 
0.1572803D-05 
0.1335370D-03 
0.2114517D-03 
0.1283166D-02 
0.2581371D-02 
0.5995789D 01 
XI) 
X6) _ 
0.2410060D-01 
0.2201071D-02 
0.2446506D-01 
-0.7036864D 00 
0.4812103D-01 
-0.7080435D 00 
-0.4409233D-03 
-0.3878003D-04 
-0.8915612D 00 
-0.2044998D-04 
0.4529001D 00 
•0.2034137D-04 
Absolute estimation error can be determined, from the 
+ 
variance terms of the matrix, which are shown in 
Equation 4.39. 
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Qii^ = 0.8782919D-10 
"^11 " 0.4443497D-10 
= 0.1816628D-06 (4.39) 
a^4^ = 0.5182675D-19 
= 0.4826519D-15 
056^ = 0.5181749D-19 
2 The 0^2 value is only slightly less than the corresponding 
term in Equation 4.34. This is an indication that the 
system may not be observable. Relative observability can be 
determined from the eigenvalues in Table 4.10. The large 
eigenvalue indicates weak observability, and the associated 
eigenvector indicates that a linear combination of states 
Xg and is weakly observable (or mobservable). This is 
the same result given by the deterministic method. 
The next case considered is when there exists a measure­
ment of the platform azimuth error along with measurements 
of the two position errors. This results in 
H = C = 
1 0 0 0 0 0 
0 1 0 0 0 0 
0 0 1 0 0 0 
(4.40) 
and 
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R = 
2.2835446x 10'^ (rad)^ 
0 
0 
2.2835446x 10"^ (rad)^ 
0 
0 
2.3504431x 10"^ (rad)^ 
(4.41) 
where the third term in Equation 4.41 corresponds to 10 sec 
rms. The matrix for this case was calculated and Equation 
4.42 gives the first six columns of Q^. The matrix for 
3 measurements will be a 6 x 18 matrix. 
= 
1—1 I 
0 0 0 -a 0 
0 1 0 a 0 -a 
0 0 1 0 a 0 
0 0 0 1 0 0 
0 0 0 0 1 0 
0 0 0 0 0 1 
(4.42) 
The term a is 
a = f2//2 (4.43) 
since n = 45 . 
Since the partitioned matrix in Q^, consisting of the 
first six columns of , is in upper triangular form, the 
determinant is the product of the diagonal terms ; thus, one. 
Therefore, the system is observable since P(QQ) = 6. The 
results of the deterministic method are shown in Table 4.11 
and the stochastic method results are shown in Table 4.12. 
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Table 4.11. Deterministic method results for an observable 
system 
Eigenvalues Eigenvectors 
0.6191625D 00 
0.6201775D 00 
0.7899676D 00 
O.IOOOOOOD 01 
0.7380837D 01 
0.7589855D 01 
V (1) _ 
V (6) _ 
-0.5405042D 00 
-0.5139109D-12 
0.5405042D 00 
0.3049798D-12 
-0.6447562D 00 
-0.3051411D-12 
0.1643808D-15 
-0.6431329D 00 
-0.1643808D-15 
-0.5414703D 00 
-0.1826992D-15 
0.5414703D 00 
In Table 4.11, for the deterministic method, there are 
not orders of magnitude separating the largest and smallest 
eigenvalues. Therefore, all states appear to be observable 
with about the same degree of observability. 
For the stochastic method, absolute estimation error 
can be determined from the variance values of ^ ^=2.20' 
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Table 4.12. Stochastic method results for an observable 
system, NOITER = 120. 
Eigenvalues Eigenvectors 
0.1059570D-02 
0.1501960D 00 
0.1510140D 00 
0.1515117D 01 
0.1528889D 01 
0.2653724D 01 
XI) _ 
-0.2429287D-01 
-0.3182099D-04 
•0.2429709D-01 
0.7066577D 00 
•0.6962492D-03 
0.7067205D 00 
V 
(6)  _ 
0.7001051D 00 
0.1463143D-02 
0.7131942D 00 
0.2408061D-01 
-0.4946020D-02 
0.2450186D-01 
011^ = 0.5702708D-10 
0 22^ = 0.3808378D-10 
= 0.5759375D-10 
(4.44) 
^kk " 0.5120932D-19 
^55^ = 0.1026593D-18 
CggZ = 0.5120922D-19 . 
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Since these values are considerably less than the initial 
values in Equation 4.34, this is a strong indication that 
the system is observable. Relative observability can be 
determined from the eigenvalues in Table 4.12. There are 
three orders of magnitude separating the largest and 
smallest eigenvalues. Since the system is observable, the 
smallest eigenvalue appears to indicate that a linear com­
bination of states and is strongly observable, from 
the associated eigenvector. The two states are the two 
gyro drift rate errors in the x and z directions, and 
The last three terms in Equation 4.44 are the three variance 
terms of the gyro drift rate errors after 120 iterations. 
All three are essentially the same, therefore, the variance 
terms don't alone indicate that this particular linear com­
bination of states is being observed strongly. 
The dynamic equations in Equation 4.30 are given in the 
xyz coordinate frame. The system can be transformed into 
the peq coordinate frame depicted in Figure 4.3, Brown (9) 
or Pitman (27). Therefore, the rank of will still be 6, 
and the system will still be observable. The deterministic 
method results are shown in Table 4.13 and the stochastic 
method in Table 4.14. 
The deterministic method does not indicate any state or 
linear combination of states that is any more (or less) 
observable than the others. The stochastic method indicates 
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Meridan 
(Points 
North) 
about the ' ^ 
y-axis 
Equator 
Figure 4.3. Rotation of the xyz coordinate frame into the 
peq coordinate frame 
that the state is strongly observable, since the smallest 
eigenvalue is three orders of magnitude smaller than the 
largest one, and the associated eigenvector points in the 
x^ direction (or c^). It can be shown. Pitman (27), that 
e is a linear combination of s and e , see Figure 4.4. 
p X z 
Therefore, for the observable system, the linear combination 
of and is strongly observable relative to the other 
variables in the system. This result is now evident in the 
P matrix after the 120th step, for the peq coordinate 
frame. 
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Table 4.13. Deterministic method results for an observable 
system, peq coordinate frame 
Eigenvalues Eigenvectors 
0.7527434D 00 
0.7527434D 00 
O.IOOOOOOD 01 
O.IOOOOOOD 01 
0.5247257D 01 
0.5247257D 01 
V (1) _ 
L 
0.0 
0 . 0  
0.8434055D 00 
0.0 
-0.5372776D 00 
0.0 
V (6 )  _  
0.0 
-0.5372776D 00 
0 . 0  
0 . 0  
0.0 
0.S434O55D 00 
The three variance terms for e , e , and s„ are shown in P e q 
Equation 4.45. Note that the variance term for e is now 2 
P 
3+ 
k=120 
X 
X 
X 
0.1241051D-20 X 
0.1026593D-18 
X 0.1011775D-18 
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Table 4.14. Stochastic method results for an observable 
system, NOITER = 120, peq coordinate frame 
Eigenvalues Eigenvectors 
0.1059570D-02 
0.1501960D 00 
0.1510140D 00 v(l) 
0.1515117D 01 
0.1528889D 01 
0.2653724D 01 
V(6) 
0.3435829D-01 
0.3182099D-04 
0.2980907D-05 
•0.9994093D 00 
0.6962492D-03 
.0.4440871D-04 
•0.9993535D 00 
•0.1463143D-02 
0.9255391D-02 
0.3435299D-01 
0.4946020D-02 
0.2978705D-03 
orders of magnitude smaller than the other two. 
Although the rotation into the new coordinate system 
was instructive to point out that the linear combination of 
the two states was in fact strongly observable, it is not a 
practical endeavor ; the reason for this is that the proper 
transformation to use is not always known. Since the 
eigenvalues and eigenvectors of the original system showed 
the same results as the transformed system, the transfor­
mation would not be necessary. 
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y 
Figure 4.4. The vector in the xyz coordinate frame 
Note that the eigenvalues in Tables 4.12 and 4.14 are 
identical. This is a result of the particular transforma­
tion from xyz to peq. The transformation is an orthogonal 
transformation which is given in Equation 4.46. 
cos n 0 sin n 
0 1 0 0 
-sin n 0 cos n 
cos n 0 sin n 
0 0 1 0 
-sin n 0 cos n_ 
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The following example illustrates the advantage of 
being able to take into account the measurement quality in 
the stochastic approach. The system to be analyzed is the 
case of three measurements, and the system is in the xyz 
coordinate frame. The variance term in the matrix of 
Equation 4.41 associated with the third measurement is now 
considered to be 6 orders of magnitude larger than the previ­
ous value. Thus, the quality of the measurement is very poor 
compared to the first two. Therefore, this is essentially the 
same situation when only two measurements exist, since the 
quality of the measurement is so poor it's similar to not 
having the measurement at all. Table 4.15 shows the results, 
-J-
The variance terms of Pk=i20 
AII^  = 0.8782895D-10 
022^  = 0.4443496D-10 
033^ = 0,1799953D-06 (4.47) 
^44^ = 0.5182675D-19 
= 0.4782204D-15 
OggZ = 0,5181749D-19, 
2 Now, the 033 term is again close to the initial value in 
Equation 4.34, but smaller. Therefore, with respect to 
absolute estimation error, all that can be concluded is the 
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Table 4.15. Stochastic method results for a weakly observ­
able system, NOITER = 120 
Eigenvalues Eigenvectors 
0.1587363D-05 
0.1347734D-03 
0.2134092D-03 v^^) 
0.2605267D-02 
0.5995750D 01 
V(G)  
0.2410060D-01 
0.2201067D-02 
0.2446506D-01 
•0.7036864D 00 
0.4812094D-01 
•0.7080435D 00 
0.4423361D-03 
0.3890290D-04 
0.8915617D 00 
0.2054469D-04 
0.4528991D 00 
0.2043560D-04 
system is weakly observable. Relative observability can be 
determined from the eigenvalues in Table 4.15. The largest 
eigenvalue indicates weak observability, and the associated 
eigenvector indicates that the linear combination of states 
Xg and is weakly observable. Therefore, this case is 
similar to the situation when only the first two measure­
ments exist as in Equation 4.37. 
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D. 9-State Inertial Navigation System 
The inertial navigation system error propagation equa­
tions are given below in state form. This system is due to 
Bona and Hutchinson (4). 
1^ 0 0 1 0 0 1 0 0 K1 
2^ -^ 2 0 X^ 0 1 0 0 1 0 X2 
X3 0 
-^ X 0 0 0 1 0 0 1 3^ 
4^ 0 0 0 -^ 4 0 0 0 0 0 4^ 
5^ 0 0 0 0 -^ 5 0 0 0 0 5^ 
6^ 0 0 0 0 0 -^ 6 0 0 0 6^ 
7^ 0 0 0 0 0 0 0 0 0 7^ 
8^ 0 0 0 0 0 0 0 0 0 8^ 
X9 0 0 0 0 0 0 0 0 0 X9 
+ 
0 
0 
0 
4°4 ^ 4 
2^ 6^ 6 6^ 
0 
0 
0 
(4.48) 
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1 0 0 0 0 0 0 0 0  
0 1 0 0 0 0 0 0 0  
X-, 
Xr 
X, 
X, 
X, 
X-
Xf 
X, 
+ (4.49) 
L J 
This is nearly the same system analyzed in the previous 
section. The difference is twofold. First, the gyro errors 
consist of two terms, a constant term and a Markov term. 
The 3^, 6^, and 6^ terms are the reciprocals of the three 
time constants in the three Markov parts of the gyro errors. 
Secondly, this is a driven system, i.e., the system is 
2 2 2 driven by white noise. The ' and terms that 
appear in Equation 4.48 are the three variance terms for the 
Markov processes. The fact that the system is driven is 
only relevant to the stochastic method, the deterministic 
method is based on the undriven or homogeneous system. The 
3 terms are all equal and have a value equal to the recipro­
cal of the Markov process time constant which is 10 hr, 
(this must be converted to sec). The variance terms are all 
equal and correspond to 0.01°/hr rms, which must be 
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converted to rad/sec, 
= 0^^ = 2.3504431x 10 (rad/sec)^. (4.50) 
The first case analyzed is for two measurements of 
position, as shown in Equation 4.49. The same type of 
transformation on the state vector was performed for the 
deterministic approach as was done for the 6-state problem 
to obtain dimensional homogeneity. The unity elements in the 
A matrix in Equation 4.48 will now be a's, where a is the 
same value as in the 6-state problem. The C matrix (or H) 
in Equation 4.49 will be the same for the deterministic 
method. 
The results of the deterministic method are shown in 
Table 4.16. The smallest eigenvalue is 18 orders of 
magnitude smaller than the largest one. Therefore, it is 
essentially zero. Thus, it can be concluded that this is a 
strong indication that the system is not observable. The 
eigenvector associated with the smallest eigenvalue in­
dicates that a linear combination of the states x^, x^, x^, 
and Xg is not observable. The second eigenvector indicates 
that a linear combination of states Xg and Xg are not observ­
able, since the associated eigenvalue is also essentially 
zero. These states are the same states in the 6-state 
problem which cannot be separated when only position 
measurements are available. A listing of the computer 
program appears in Appendix A, Section G. 
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Table 4.16. Deterministic method results for an unobservable 
system 
Eigenvalues Eigenvectors 
0.7144878D-17 
0.2388606D-15 
0.2404746D-01 
0.3026012D-01 
0.4581588D 00 
0.7659256D 00 
0.8818994D 00 
0.7795009D 01 
0.8044699D 01 
V (1) _ 
V 
V (8) _ 
V (9) _ 
(2) _ 
-0.2778092D-15 
0.1335468D-15 
0.2745235D 00 
0.7614689D-14 
-0.6932405D 00 
-0.3737578D 00 
-0.8613799D-14 
0.5516879D 00 
0.2961944D-14 
-0.2405819D-151 
-0.4992460D-16 
-0.8912622D 00 
0.2835630D-14 
0.6126981D-02 
0.3303336D-02 
-0.3188815D-14 
0.4534349D 00 
-0.2270815D-14 
0.6551992D-01 
0.5090555D 00 
-0.57114550-01 
0.4401955D 00 
0.9505588D-01 
•0.3817563D 00 
0.4633060D 00 
•0.1107665D 00 
•0.3972913D 00 
0.3649795D 00 
-0.8822432D-01 
-0.3196106D 00 
0.8260833D-01 
-0.5934677D 00 
-0.4892289D-01 
0.75981680-01 
-0.61984430 00 
0.7384959D-01 
I 
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For the stochastic method, the following parameters 
were used in the computer program (in the original x 
coordinate system) 
k=0 
2.2835446x 10'^ (rad)^ 
2.2835446x 10'^ (rad)^ 0 
2.2835446x 10"^ (rad)^ 
2.3504431x 10'^^ (rad/sec)^ 
2.3504431x 10'^^ (rad/sec)^ 
2.3504431x 10'^^ (rad/sec)^ 
0 
(4.51) 
2.3504431X 10"^^ (rad/sec)^ 
2.3504431x 10"^^ (rad/sec)^ 
2.3504431X10"^^ (rad/sec)^ 
H = 
1 0 0 0 0 0 0 0 0  
0 1 0 0 0 0 0 0 0  (4.52) 
R = 
2.2835446x 10"^ (rad)^ 
0 2.2835446X 10'^ (rad)^ 
(4.53) 
At = 3600 sec, and NOITER =90. In Equation 4.51, the first 
two values correspond to 10,000 ft rms, the next value 
1.6427771 min rms, and the last six 0.01°/hr rms. In 
Equation 4.53 the two values correspond to 1,000 ft rms. 
The state transition matrix is given in Appendix B, Section 
t A. The matrix was computed by calculating e , Chen (12). 
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The subroutine which calculated (p is given in the computer 
program listing for the stochastic method in Appendix A, 
Section H. In order to calculate the Q matrix, another 
subroutine was written which calculates Q by subdividing 
the At interval and computing, Brown (5), 
\+L = + GC'^ AT' . (4.54) 
The G matrix consists of the white-noise driving function 
scaling factors which appear in Equation 4.48. The At' is 
the subdivided At interval and (j)' is either a first order 
AAt " 
approximation to e or the series can be carried out as 
with e^^^. The initial B^_q matrix is the null matrix. The 
At interval is halved each iteration until the values of 
settle to a steady-state condition. The final matrix is 
the Q matrix. The Q matrix is given in Appendix B, Section 
B. 
The results of the stochastic method are shown in 
Table 4.17. Absolute estimation error can be determined from 
the variance values of . 
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Table 4.17. Stochastic method results for an inobservable 
system, NOITER = 90 
Eigenvalues Eigenvectors 
0.6125529D-02 
0.6164302D-02 
0.6270184D-01 
0.6315492D-01 
0.1431165D 00 v(l) 
0.3824027D 00 
0.6187158D 00 
0.7934857D 00 
0.6924133D 01 
V (9) _ 
0.9745256D 00 
-0.1293707D 00 
0.8454736D-03 
-0.1269361D 00 
0.1827883D-02 
0.2875271D-03 
0.1320727D 00 
0.1682371D-02 
0.3010472D-03 
0.4605882D-03 
0.3816515D-02 
0.9417834D 00 
•0.1106418D-03 
0.2787043D 00 
0.7773028D-01 
0.2704989D-04 
0.1686160D 00 
0.2966133D-01 
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Oii^ = 0.187202D-08 
^22^ = 0.193045D-08 
= 0.137641D-05 
^44^ = 0.650665D-15 
= 0.214576D-14 (4.55) 
= 0.164387D-14 
CyyZ = 0.368553D-15 
Ogg2 = 0.129989D-14 
CggZ = 0.397578D-15 . 
2 
The 0^3 term is larger than the corresponding term in the 
matrix of Equation 4.51. Therefore, this is a strong indica­
tion that the system is not observable. Relative observabili­
ty can be determined from the eigenvalues in Table 4.17. The 
largest eigenvalue indicates weak observability. The associ­
ated eigenvector indicates that the linear combination of 
states x^, x^, and Xg is weakly observable (or unobservable). 
This is consistent with the result given by the deterministic 
method. Both methods indicate states x^ and Xg cannot be 
separated out with only position measurement information. 
The second case considered is for three measurements 
and the same state model used before. These are direct 
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measurements of x^, X2, and Xg. Therefore 
1 0 0 0 0 0 0 0 0 
H = C = 0 1 0 0 0 0 0 0 0 (4.56) 
0 0 1 0 0 0 0 0 0 
The R matrix for the stochastic method is 
R 
2.2835446x 10"^ (rad)^ 0 
. 2.2835446 x 10"^ (rad)^ 
0 2.3504431x 10"^ (rad)^ 
(4.57) 
The third value in Equation 4.57 corresponds to 10 sec rms. 
The matrix for this case will be a 9x27 matrix. By-
performing elementary row operations on the rows of Q^, the 
partitioned 9x9 matrix can be put in upper triangular form 
as shown in Equation 4.58. 
1 0 0 0 
"^z 
0 0 
0 1 0 0 
""x 
0 0 ' 
0 0 1 0 
"x 
0 0 
""z^ i 
0 0 0 a 0 0 
-064 -aOg 0 1 
1 
(4 
0 0 0 0 a 0 aOg 
-a^z , 
0 0 0 0 0 a 0 an 
z "0^6 : 
0 0 0 0 0 0 «64 0 0 ' 
0 0 0 0 0 0 0 a33 0 , 
0 0 0 0 0 0 0 0 «^6 : 
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The determinant of the partitioned 9x9 matrix is 
which is non-zero. Therefore, the system is observable. 
The results of the deterministic method are shown in 
Table 4.18 and the stochastic method results are shown in 
Table 4.19. Since there are only three orders of magnitude 
separating the largest and smallest eigenvalues in the deter­
ministic method, it can be concluded that all states are 
being observed with about the same degree of observability. 
The variance terms of are 
^11^ = 0.187110D-08 
^22^ = 0.186920D-08 
GggZ = 0.192033D-08 
= 0.650642D-15 
035^ = 0.651589D-15 (4.59) 
CggZ = 0.652980D-15 
= 0.368552D-15 
CggZ = 0.368609D-15 
CggZ = 0.368591D-15 . 
Absolute estimation error for the stochastic method can be 
determined from these terms. All values are less than the 
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Table 4.18. Deterministic method results for an observable 
system 
Eigenvalues Eigenvectors 
0.2865532D-01 
0.3481716D-01 
0.5741089D-01 
0.7710242D 00 v 
0.7750250D 00 
0.9486574D 00 
O.IOOOOOOD 01 
0.1129290D 02 
0.1209151D 02 
•0.1057634D-02 
G.1486496D-01 
0.1057634D-02 
0.4507700D 00 
0.3047011D 00 
0.4607700D 00 
0.4886112D 00 
0.6952886D-01 
0.4885112D 00 
V (2) _ 
0.1293356D-01 
0.1840840D-02 
-0.1293356D-01 
0.2141540D 00 
-0.6477237D 00 
-0.2141540D 00 
-0.4948389D-01 
0.6953380D 00 
0.4948389D-01 
(3) _ 
-0.6224652D-15 
0.1992505D-16 
0.6844023D-15 
0.4640944D 00 
0.7492605D-14 
0.4640944D 00 
-0.5334945D 00 
-0.1322409D-13 
-0.5334945D 00 
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Table 4.19. Stochastic method results for an observable 
system, NOITER = 90 
Eigenvalues Eigenvectors 
0.4061384D-01 
0.4067020D-01 
0.4162951D-01 
0.4160175D 00 
0.4174731D 00 v^// 
0.4197530D 00 
0.2538678D 01 
0.2541034D 01 
0.2544131D 01 
0.3091324D-01 
0.1766551D-02 
0.1092297D-01 
0.7856169D 00 
0.1536525D-01 
0.2710173D 00 
0.5245946D 00 
0.1048030D-01 
0.1809203D 00 
V 
(8) _ 
0.2813587D-02 
0.3261946D-01 
-0.2844052D-02 
-0.2559629D-01 
0.8307811D 00 
0.2709826D-01 
0.1741490D-01 
-0.5537965D 00 
-0.1842328D-01 
V 
(9) _ 
0.1059231D-01 
-0.3510683D-02 
-0.3151281D-01 
0.2705453D 00 
0.3398202D-01 
-0.7863088D 00 
-0.1799377D 00 
-0.2304404D-01 
0.5228219D 00 
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initial values in Equation 4.51. Therefore, this is a strong 
indication the system is observable. In terms of relative 
observability, only two orders of magnitude separate the 
largest and smallest eigenvalues in Table 4.19. Therefore, 
all states are being observed with about the same degree of 
observability. 
E. 16-State Inertial Navigation System 
The error propagation equations for the system are given 
in Equations 4.60 and 4.61. This is an inertial navigation 
system, supplemented with velocity reference, single 
celestial-body tracking, and discrete position measurements 
as aiding information. The system is due to Brown and 
Priest (11). 
X2 
^3 
^4 
S 
H  
= 
h  
^8 
*9 
^10 
^11 
^12 
^13 
^14 
^15 
1 
X J-* C\ 
0 
"Z 0 0 0 0 0 
-"Z 0 «X 0 0 0 0 
0 
-"X 0 0 0 0 0 
0 0 0 0 1 0 0 
2 
•"O 0 0 2 0 0 2N 
0 0 0 0 0 0 1 
0 2 "<^0 0 0 
-2«Z 0 
1 0 0 0 0 0 0 0 0  
*1 0 
0 1 0 0 0 0 0 0 0  
*2 0 
0 0 1 0 0 0 0 0 0  
*3 0 
0 0 0 0 0 0 0 0 0  
^4 0 
0 0 0 1 0 0 0 0 0  
^5 + 0 
0 0 0 0 0 0 0 0 0  
*6 0 
0 0 0 0 1 0 0 0 0  
^7 0 
"^8 ^'^^8 ®8 ^8 
-Sg 0 
^9 v'zog^ 3g fg 
"®10 ^10 ^10 ^ 
^11 ^11 ^ll~ ^ 
'hi *12 ®12 ^ 
"®13 *13 l|2ai3^ f 
0 -^14 *14 8l4 ( 
-^15 "^15 ^^°15 ®15 ^ 
"^16 *16 ^°16 ®16 ^ 
(4.60) 00 NJ 
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X 
X 
X 
.1 
2 
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 
Cux ^uy "uz 0 0 0 0 0 0 0 0 0 0 0 1 0 
^vy Cvz 0 0 0 0 0 0 0 0 0 0 0 0 1 
Xr  
X 
Xf  
X f  
X 
X 
'10 
^11 
12 
^13 
^14 
15 
16 
V,. 
V, 
V,  (4 
V, 
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The first 3 states are linear combinations of angular 
platform and position errors. States 4 and 5 are the east 
direction position and velocity errors, respectively. 
States 6 and 7 are the north direction position and veloci 
errors, respectively. States 8 through 10 are the gyro 
error states, modeled as Markov processes. States 11 and 
12 are the accelerometer error states, modeled as Markov 
processes. States 13 and 14 are the velocity reference 
error states, modeled as Markov processes. States 15 and 
16 are the solar-tracker error states, also modeled as 
Markov processes. 
The following is a list of values that appear in 
Equations 4.60 and 4.61, that have not been previously 
given. Note that this is a time-varying system, since 
the measurement matrix contains elements which vary with 
time. The elements correspond to the time-varying nature 
of the solar tracker, which is used to aid the inertial 
navigation system. 
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Gg = Gg = = 2. 7777778x 10"^ 1/sec 
Bii = 6^2 = 2.7777778x 10"^ 1/sec 
3I3 = 6^^ = 2.7777778x 10"^ 1/sec 
3i5 = = 5.5555556 xlO"4 1/sec 
<^88 ^ ^ gg ~ *^1010 ~ 4.8481368x 10 ^ rad/sec 
o^iii ~ °^1212 ~ 7.4599427 x 10 rad/sec^ 
^^1313 ~ ^^1414 ~ 5.7031302x 10"^ rad/sec (4. 
~ ^ ^1616 ~ 1.0284451x 10 ^  rad 
r COS nt 
UX / 2 2 
1 - 2  s i n  f i t  
C^ y  =  -/I -  cos^ Q t  - sin^ Qt 
1 - SIN^ ^T 
^UZ = 0 
2 P 2 
P _ £ sin fit /I - cos ^t - £ sin fit 
vx /- 2 2 
1 - £ sin fit 
Q _ £ sin fit cos Ot 
^ *^1 - £^ sin^ fit 
^vz " ^1 - £^ sin^ fit 
In Equation 4.62, the through B^2 terms correspond to 
10 hr time constant in the Markov processes, ^14. 
correspond to a 1 hr time constant, and g^g 
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correspond to a 1/2 hr time constant. The Ogg through 
terms correspond to 0.01°/hr rms, and <^2.212 correspond 
to 10 "sec" rms, and correspond to 1//2 knots rms, 
and 0^225 '^lôlS correspond to 30//2" sec rms. The £ term 
is a constant depending on the latitude. It is assumed here 
that the vehicle is at 45° latitude, therefore, Z = 1//2". 
Since this is a time-varying system, the deterministic 
method will not be used. Like the previously analyzed 9-
state example, this system is driven by white noise. The 
scaling factors for the white noise driving functions are 
shown in the last column vector in Equation 4.60. 
The following are parameters used for the stochastic 
method. The initial error covariance matrix is given by 
'11 
'22 0 
'33 
%4 
k=0 '55 (4.63) 
'66 
77 
'88 
'1616 
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where 
= 022^ = OggZ = 2.1153987X 10'® (rad)^ 
= 0^^^ = 2.1076648x 10 ^ (rad)^ 
'66 
= = 6.5051387x 10"^^ (rad/sec) 
'55 
Ooo^ = Onn.^ = a-,onn^ = 2.3504431x 10"^^ (rad/sec)^ (4.64) 
'88 '99 '1010 
- ^ 1212^ ~ 5.5650745x 10"^^ (rad/sec^)^ 
^1313^ ~ ^ 1414^ ^ 3.2525694x 10"^^ (rad/sec)^ 
an c. = a,., J- = 1.0576994x 10"^ (rad)^. 
'1515 '1616 
R = 
8.4306594x10"!° (rad)^ 
8.4306594x10"!° (rad)^ 
0 
0 
3.2525694x 10"!^ (rad/sec)^ 
3.2525694x 10"!^ (rad/sec)^ 
1.0576994x 10"^ (rad)^ 
1.0576994x 10-8 (rad)^ 
(4.65) 
2 2 In Equation 4.64 the through terms correspond to 
^—S. 2 2 30 'sec rms, and correspond to 1/2 nmi rms, and 
2 2 
and correspond to 1 knot rms. In Equation 4.65 
the first two terms correspond to 1/10 nmi rms, the next two 
correspond to 1//2 knots rms, and the last two correspond to 
30//Z" 'sec rms. 
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The $ and Q matrices were calculated in the same manner as 
the 9-state problem. The matrices are shown in Appendix B, 
Sections C and D, respectively. The time increment is At = 
120 sec. 
For the first case analyzed, it was assumed that only 
solar-tracker measurements were available, the last two rows 
of the H matrix in Equation 4.61. These measurements were 
assumed to be available from 7:00 A.M. to 5:00 P.M. during the 
day. From 5:00 P.M. to 7:00 A.M. the system is in a drift 
mode, i.e., Pj^ = Pj^. The amount of time simulated was 106 
hrs, or NOITER = 3180. The results are shown in Table 4.20. 
Table 4.20 Stochastic method results for an unobservable 
system, NOITER = 3180 
Eigenvalues Eigenvectors 
0.1407663D-02 
0.1437630D-02 
0.3490359D-02 
0.3528071D-02 
0.1152301D-01 
0.1749154D-01 
0.1770979D-01 
0.1973094D-01 
0.1973094D-01 
0.2072140D-01 
0.2238832D-01 
0.3072977D-01 
0.6771390D-01 
0.2703335D 00 
0.3081751D 00 
0.1518389D 02 
V 
(16) _ 
-0.1350868D 00 
0.6843438D 00 
0.1350409D 00 
0.1351789D 00 
-0.5915626D-01 
-0.6875383D 00 
-0.2611845D-01 
-0.2144657D-02 
0.3804013D-02 
0.2121679D-02 
0.5796843D-04 
-0.2989784D-03 
0.3419114D-19 
0.4949954D-16 
-0.9377747D-03 
-0.8479335D-03 
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Absolute estimation error can be determined from the variance 
values of 
011^ = 0.305594D-06 
022^ = 0.764171D-05 
033^ = 0.305676D-06 
^44^ = 0.370764D-06 
= 0.113928D-12 
066^ = 0.768768B-05 
0yy2 = 0.943560D-13 
0gg2 = 0.686628D-15 (4.66) 
OggZ = 0.119625D-14 
^1010^ = 0.687832D-15 
0111l2 = 0.556523D-20 
01212^ = 0.556523D-20 
01313^ = 0.325343D-14 
^1414^ = 0.325343D-14 
0151^2 = 0.811306D-08 
01616^ = 0.811131D-08 . 
2 It appears that the system is not observable since the 0^^ 
term in Equation 4.66 is larger than the initial value given 
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in Equation 4.64. Relative observability can be determined 
from the eigenvalues in Table 4.20. The largest eigenvalue 
indicates weak observability, and the associated eigenvector 
indicates that a linear combination of states x^, X2, Xg, x^, 
and Xg is weakly observable. Figure 4.5 shows the rms posi­
tion error in the east-west and north-south directions as a 
function of time. The errors increase as time increases. 
This is another indication that the system is not observable, 
with only solar-tracker information. This is probably a 
better indication that the system is not observable, since 
the system is time-varying and Figure 4.5 depicts errors as 
a function of time. Figure 4.6 shows the maximum eigenvalue 
of the normalized error covariance matrix as a function of 
time. The eigenvalues were calculated every two hours. It 
appears that the maximum eigenvalue is approaching 16. This 
seems plausible since the system appears to be unobservable. 
For the second case analyzed, it was assumed that both 
velocity reference and solar-tracker measurements were avail­
able, the last four rows in the H matrix of Equation 4.61. 
The velocity reference measurements were assumed to be avail­
able 24 hrs a day, but the solar-tracker measurements were 
assumed to be available from 7:00 A.M. to 5:00 P.M. during 
the day. The amount of time simulated was again 106 hrs, or 
NOITER = 3180, The results are shown in Table 4.21. A 
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Figure 4.5. RMS position errors as a function of time 
for solar-tracker measurements only 
(day 1 begins at 7 A.M.) 
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Figure 4.6, Maximum eigenvalue of as a function of time 
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listing of the computer program can be found in Appendix A, 
Section I. 
Table 4.21. Stochastic method results for a weakly observable 
system, NOITER = 3180 
Eigenvalues Eigenvectors 
0.5296459D-02 
0.5788908D-02 
0.3195182D-01 
0.3267244D-01 
0.4455257D-01 
0.6914209D-01 
0.9095050D-01 
0.9643024D-01 
0.1222303D 00 
0.2548508D 00 
0.4122209D 00 
0.6049968D 00 
0.6175032D 00 
0.6656045D 00 
0.8944668D 00 
0.1205134D 02 
V 
(16) _ 
0.1571377D 00 
-0.6739017D 00 
-0.1443913D 00 
-0.1588299D 00 
0.3811826D-01 
0.6772636D 00 
0.5405875D-01 
0.3439904D-01 
-0.4623706D-01 
-0.2451634D-01 
-0.3029904D-02 
0.5805258D-02 
-0.4612072D-01 
-0.7109409D-01 
0.2715340D-01 
0.1196564D-01 
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The variance terms of are 
QII^ = 0.177726D-07 
0^2^ = 0.198054D-06 
C.GZ = 0.170198D-07 
^44^ = 0.205201D-07 
"55^ = 0.126172D-14 
= 0.199468D-06 
GYYZ = 0.152613D-14 
GGGZ = 0.576141D-15 
OGG2 = 0.778288D-15 (4.67) 
AIOIO^ = 0.619221D-15 
01111^ = 0.555688D-20 
^1212^ = 0.556028D-20 
01313^ = 0.148554D-14 
01414^ = 0.171127D-14 
^1515^ = 0.783929D-08 
OIÔIÔ^ = 0.806727D-08 . 
Since this is a time-varying system, absolute estimation 
error at one point in time may not give a good indication of 
observability in the system. Relative observability can be 
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determined from the eigenvalues in Table 4.21. The largest 
eigenvalue indicates weak observability, and the associated 
eigenvector indicates that a linear combination of states 
x^, X2, Xg, x^, and x, is not strongly observable. This is 
the same linear combination for the case when only solar-
tracker information was available. Figure 4.7 shows the rms 
position error in the east-west and north-south directions 
as a function of time. The errors seem to be periodic with 
time. The curves in Figure 4.7 give an indication that the 
system may be observable, but weakly observable. Figure 4.8 
shows a plot of the maximum eigenvalue of as a function 
of time. The eigenvalues were calculated every two hours. 
For the third case analyzed, it was assumed that all six 
measurements were available. The H matrix is shown in 
Equation 4.61. The first two measurements are position 
measurements, which were assumed to be available 24 hrs a 
day. The amount of time simulated was 34 hrs, or NOITER = 
1020. The results are shown in Table 4.22, 
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Figure 4.7. RMS position errors as a function of time 
for velocity reference and solar-tracker 
measurements (day 1 begins at 7 A.M.) 
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Table 4.22, Stochastic method results for an observable 
system, NOITER = 1020 
Eigenvalues Eigenvectors 
0.1036586D-01 0.7545844D 00 
0.1050779D-01 0.2166257D 00 
0.1760460D-01 -0.5580037D-02 
0.1771586D-01 0.5109795D 00 
0.1338999D 00 0.1812689D 00 
0.1357567D 00 0.9503776D-01 
0.2851482D 00 0.5668686D-01 
0.4515546D 00 v^^) = -0.1121920D 00 
0.4778535D 00 -0.3694136D-01 
0.6842415D 00 -0.7069571D-03 
0.8148614D 00 -0.2399132D 00 
0.1125872D 01 -0.7482523D-01 
0.1167801D 01 0.I472400D-01 
0.2986804D 01 0.4146655D-02 
0.3455029D 01 -0.9854000D-02 
0.4224983D 01 -0.2046882D-03 
99 
Absolute estimation error can be determined from the variance 
values of 
^11^ = 0.193139D-08 
022^ = 0.229555D-08 
Og-Z = 0.842709D-08 
^44^ = 0.186729D-09 
0^5^ = 0.457035D-15 
= 0.189816D-09 
Gyy2 = 0.470328D-15 
Ogg2 = 0.273199D-15 (4.68) 
a 2 _ 0.289836D-15 
99 " 
^1010^ = 0.550678D-15 
= 0.368625D-20 
^1212^ = 0.429826D-20 
^1313^ = 0.840918D-15 
^1414^ = 0.845105D-15 
^1515^ = 0.399467D-08 
ai6i6^ = 0.801631D-08 . 
All values in Equation 4.68 are smaller than the corresponding 
initial values in Equation 4.64. Figure 4.9 shows a plot of 
the rms position error in the east-west and north-south 
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Figure 4.9. RMS position errors as a function of time for position, 
velocity reference, and solar-tracker measurements 
(day 1 begins at 7 A.M.) 
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directions as a function of time. The fact that all values 
in Equation 4.68 are smaller than the initial values in 
Equation 4.64, and the curves in Figure 4.9 decrease with 
time, strongly indicates that the system is observable. 
Relative observability can be determined from the eigenvalues 
in Table 4.22. Since only two orders of magnitude separate 
the largest and smallest eigenvalues, it can be concluded 
that all states are being observed with about the same 
degree of observability. 
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V. SUMMARY AND CONCLUSIONS 
A method has been presented here to determine the degree 
of observability in linear control systems. This is termed 
the stochastic approach. Observability was originally deter­
mined by finding the rank of the matrix. This approach 
could only yield a "yes-no" type answer as to whether the 
system is observable or not observable. Later developments 
led to the deterministic approach. In this method, a vector, 
which is the "most orthogonal" vector to the column vectors 
of Q^, will point in the direction of poor (weak) observabil-
T ity. Eigenvalues of have to be calculated. The "most 
orthogonal" vector is associated with the smallest eigenvalue 
Qn^N * 
The stochastic approach is based on Kalman filtering 
theory. The degree of observability in a system, or relative 
observability, is determined by calculating the eigenvalues 
of a normalized error covariance matrix in the Kalman filter 
recursive process. A large eigenvalue indicates weak observ­
ability, while a small one indicates strong observability. 
The corresponding eigenvectors point in the direction of weak 
and strong observability, respectively. Absolute estimation 
error in a system can be determined by observing the variance 
terms of the error covariance matrix after a number of 
iterations of the Kalman filter. These values are compared 
to the corresponding terms of the initial error covariance 
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matrix, P^_g. It was assumed that the initial uncertainties 
given reflect a priori knowledge of the particular 
system. Absolute estimation error, therefore, indicates how 
well the states in the system are being estimated. In some 
of the examples given, absolute estimation error gave an 
indication as to whether the system was observable or not, 
although, with knowledge of relative observability and 
absolute estimation error in the system, complete observ­
ability cannot in general be determined. Knowledge of addi­
tional system characteristics must be known in order to make 
a definite decision as to whether the system is observable or 
not. The number of iterations that is necessary for the 
Kalman filter is determined by the steady-state condition of 
the eigenvalues. The eigenvalues must either reach a steady-
state condition or tend toward one. 
The stochastic approach offers at least three distinct 
advantages over the deterministic approach. First, no a 
priori transformation of the state vector has to be performed 
in order to obtain dimensional homogeneity (or uniformity) 
among the states in the system. This is systematically 
accomplished in the normalization process. Secondly, the 
quality of the measurements is accounted for in the Kalman 
filter via the R matrix. There is no capability for this in 
the deterministic approach. The third advantage is that a 
time-varying system can be comfortably handled by the Kalman 
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filter, whereas in the deterministic approach a special 
matrix must be formulated. All three of these attributes of 
the stochastic approach were demonstrated in the previously 
analyzed examples. It was shown in the example for the 6-
state cruise-type inertial navigation system that the 
stochastic approach yielded information about strong observ­
ability where the deterministic method did not. The fact 
that strong observability existed in the system was not 
evident by casually observing the error covariance matrix. 
The stochastic method presented here could potentially 
yield useful information about observability in a system 
where the Kalman filter is used to estimate errors in the 
system. Since the Kalman filter would already be an integral 
part of the system, for example, a navigation system, the 
calculation of the eigenvalues of the normalized error 
covariance matrix could be done "on-line." The calculation 
of the eigenvalues should not be much more of a computational 
burden as compared with other types of calculations that 
must be performed in the system. 
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VIII. APPENDIX A: FORTRAN COMPUTER 
PROGRAM LISTINGS 
The following computer programs are all written in 
FORTRAN. The double precision option was used to reduce 
numerical round-off error. The GRAPH and GRAPHS subroutines 
were used for the 16-state inertial navigation problem to 
plot the rms position errors and maximum eigenvalues. These 
subroutines are part of a local plotting package (SIMPLOTTER) 
at Iowa State University. 
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A. Deterministic Method Program for Example A 
IMPLICIT REAU*q{A-H,0-2) 
SEAL*8 T1(2.?),Q(2«?),Q0T(2.2),C(2,2),A(2.2).0(2),E(2),CT(2, 
XAT(2,2),0T(2,2),T7(2,2) 
81=I.000 
92=10.000 
0 0  2  0  1 = 1 , 2  
D(r)=0.000 
= ( I ) = 0 . 0 0 0  
OO 20 J=l,2 
T1(I,J)=0.000 
Q(I,J)=0.000 
0T(I,J)=0.000 
QQT(I,J)=0.030 
C( I » J)=0.030 
AT{I,J)=0.030 
CT(I,J)=0.000 
T7(I•J)=0.000 
20 A(I,J)=0.000 
A(l,l)=-Pl 
A(2.2)=-B2 
C{1,1)=1.000 
C(1,2)=1.000 
C4LL MT(A,AT,2,2) 
CALL MT(C.CT,2,2) 
CALL MMl(AT.CT»T1.2.2.2) 
00 5 0 1=1,2 
00 50 J=l,l 
50 Q(I,J)=CT(I,J) 
00 60 1=1,2 
00 60 J= 1 , I 
60 0([,J+1 )=T1( I ,J) 
0 0  2 0 0 1  1 = 1 , 2  
WRITE(6,2000) (Q(I,J),J=I,2) 
2000 FORMAT*« •,5X,2014.7) 
2001 CONTINUE 
30 250 1=1,9 
SUM=0.000 
DO 200 J=l,2 
200 SUM=SUM+Q(J,I)**2 
XF=DSQRT ( SUM ) 
WRITE(6,3000 ) XF 
3000 FORWAT('0',5X,'****& XF=•,014.7.******************************** 
IF(XF) 250,250,201 
201 00 I 90 K = 1 ,2 
100 Q{K.I)=Q(K,I)/XF 
250 CONTINUE 
CALL MT(0,QT,2,2) 
CALL MMI(Q.QT.QOT,2,2,2) 
WRITE(6,B90) 
890 FORMAT('1',10X,'***** NORMALIZED QQT ******) 
30 995 1=1,2 
WRrTE(6,1000 ) (QOT( I,J>,J = 1 ,2 ) 
1000 FORMAT(•0*,2D14.7) 
895 CONTINUE 
CALL TRE02(2,2,QQT,D,E,T7) 
CALL TQL2(2,2,0,E,T7, lERR) 
WRITE(6,a00) 
800 FQRMAT( • I' .''OX,«EIGENVALUES OF QQT') 
DO A 10 J=1.2 
WRtTE(6.820) 0(J) 
820 FORMATC •,20X,D14.7) 
BIO CONTINUE 
WaiTE(6,A30) 
BIO FORMAT*'0',20X,'EIGENVECTORS OF QQT') 
00 840 J=l,2 
WRITE(6,850) J 
850 FORMATC '.4X.'X'.I3) 
DO 860 1=1,2 
WRITE(6,870) T7(I,J) 
870 FORMAT(' •,4X,ni4.7) 
P60 CONTINUE 
040 continue 
WRITE(6,80O) lERR 
8^0 POqYAT(* *,5X,'THE ERROR COMPLETION COOE IS',14) 
STOP 
END 
C 
C MATRIX TRANSPOSE 
C 
SUBROUTINE MT(M I,M?,L1,L2) 
IMPLICIT REAL*R(A-H,O-Z) 
REAL*R MU2,2),M?<3•2) 
00 2 0 I-l,Ll 
30 10 J=1,L2 
M2(I «J)=M1(J, I) 
10 CONTINUE 
20 CONTINUE t]] 
RETURN W 
END 
C 
C MATRIX MULT. 
C 
SUBROUTINE MM I(M I,M2.M3.LI.L2,L3) 
IMPLICIT REAL*8(A-H,0-Z) 
REAL*8 Vl(2,2),M2(2,2).M3(2,2) 
DO 3 0 1=1,LI 
00 20 J=1,L2 
SUM=0.000 
DO 10 L= I ,LT 
TEMP = M1 (I ,L)*M2(L,J) 
SUM=SUM+TEMP 
10 CONTINUE 
M3(I , J)=SUM 
?0 CONTINUE 
30 CONTINUE 
RETURN 
END 
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B. Stochastic Method Program for Example A 
IMPLICIT REALte(A-H,0-Z) 
REAL*8 K(2,2),0P(2,2),H(2,2),R,PHI(2,2),PHIT(2,2),PM(2,2),HT(2, 
REAL** T2(2,2),T1(2,2),KT<2,2),D(2),E(2),TM(2,2),TEMP2«TI, 
XTEMPl(2,2) 
REAL*a PPN(2,2),PMI(2) 
INITIALIZE PA^AMET^RS 
N0IT5R=60 
N=2 
0ELTAT=0.0100 
R=I.ODO 
F)1 =1 .000 
82=1.000 
on 20 1=1,2 
0(I)=0.000 
E(I)=0.000 
00 10 J=l,2 
TM(I,J)=0.000 
K(I•J)=0.000 
KTtI,J)=O.ODO 
OP(I,J)=0.000 
H(I,J)=0.ODO 
PHK I « J)=0.000 
DHIT(I.J)=O.ODO 
PM(I.J)=0.000 
HT{T » J) = 0.ODO 
T1(1.J)=0.000 
T2(I,J)=0.000 
TEMP 1(1,J)=0.000 
10 CONTINUE 
20 CONTINUE 
PM(I , I )=1.000 
PM(2,2)=1.000 
PMK 1 )=PM( 1,1) 
PMI{2)=PM(2.2) 
PHI(l,l)=OEXP(-B1«DELTAT) 
PHI(2,2)=OEXD(-B2*DELTAT) 
CALL MT(PHI,PHIT,2t2) 
KALMAN FILTER 
00 1000 I=1,N0ITER 
• > 0  lOOl J=l,2 
IF(J «EQ. 1 ) GO TO 555 
IF^J.EO.2) GO TO 1005 
555 00 556 11=1,2 
00 556 J1=l , 2 
^^56 H( I 1 » J1 )=0.000 
H(l,l)=l.000 
H( l,2)=l .000 
CALL MT(H,HT,2,2) 
GO TO 575 
557 DO 55fl 11=1,2 
OO 558 J 1= l , 2 
550 H(I1,J1)=0.0D0 
H(l,l)=l.000 
H(1,2)=-1.0D0 
CALL MT(H,HT,2.2) 
575 CONTINUE 
CALL MMl (PM,HT,T2,2. l ,2) 
CALL MMl(H«T2,TEMP1» l,l,2) 
TEMP2=TEMPl(1,1)+R 
TI=1•ODO/TEMP2 
K(l,l) = T2( 1 » 1)*TI 
K(2,1 )=T2(2, 1)*T I 
CALL MT(K,KT,2,2) 
CALL MMl(K«KT,T2,2,2.1) 
M 
T2(l,l)=TEY02+T2(1,1) 
T2( I , ?) = TEMP2«T2( 1.2) 
T2(2,I)-TEMP2*T2{2,I) 
T2(2» 2)=TEMP2*T2(2* 2) 
CALL STM(PM,T2.PP.2,2) 
00 576 11=1.2 
00 576 J 1=1 .2 
576 PM( I I , Jl )=PP( I I.Jl ) 
1005 CONTINUE 
1001 CONTINUE 
WRITE(6.40D) I 
400 FORMAT(•0«.40X,•PP FOR I=',I4) 
00 550 11=1,2 
WRITE(6,500) (PP( I I.Jl),Jl = 1 ,2 ) 
500 FORMAT(' '.SX.2014.7) 
550 CONTINUE 
C 
C CALCULATE THE "^PN {NORMALIZED PP ) MATRIX 
C 
00 17 13=1,2 
DO 17 J3=l,2 
17 PPN(13,J3)=PP( 13,Jl)/DSQRT(PMI(I3)*PMI(J3)) 
TRACE=0.000 
DO 1200 13=1.2 
1200 TRACE=TRACE + PPN( 13, 13) 
PSF=OFLOAT(N3/TRACE 
DO 1400 13=1,2 
DO 1400 J3=l,2 
1400 PPN(I3,J3)=PPN(I3,J3)*PSF 
C 
C PRINT THE NORMALIZED PP MATRIX 
C 
WRITE(6,402) I 
402 FORMAT(•0'.40X,•PPN FOR I=',I4) 
DO 55? 11=1,2 
V/RITE(6,500) ( PPN( I 1 , J 1 ) , Jl = 1 , 2) 
Rl? CONTINUE 
CALL TRED2(2,2,PPN,D,E,TM) 
CALL TQL?(2,2tD,E,TM,IFRR) 
WRVTE(f>,RO?) I 
802 FORMAT<•0» ,20X.•FIGENVALUES OF PPN•,I OX.•I = • .I 3) 
00 812 JJ=1,2 
WRITE{6,P20) D(JJ) ^ 
P-^O FORMATC •,20X,014,7) 
912 CONTINUE 
WRITE(6,8?2) I 
«32 f^ORMAT( • 0» ,20X, «EIGENVECTORS OF PPN« , I OX , • I = • , I 3 ) 
00 842 JJ=1,2 
WRITE(6«850) JJ 
850 FORMATC ',4X,'X',I3) 
00 86? 11=1,2 
WRITE(6,870) TM{II,JJ) ^ 
870 FOPMAT(« *,4X,ni4.7) lo 
862 CONTINUE 
842 CONTINUE 
WRITE(6,830) lERR 
890 FORMAT!' ',5X,'THE ERROR COMPLETION CODE IS',14) 
CALL MMl (PHI ,PP,T2,2 ,?,2 ) 
CALL MMl(T2,PHIT,P^,2»2,2) 
1000 CONTINUE 
STQO 
END 
C 
C 
C SUBROUTINES 
C 
C 
C 
C MATRIX TRANSPOSE 
SUBROUTINE MT(Ml«M2.LI,L2) 
IMPLICIT REAL*q(A-H,0-Z) 
REAL*a M 1(2»2)»M2(2t2) 
OO 20 1=1.LI 
DO 10 J=1,L2 
M2(I.J)=Ml(J,I) 
10 CONTINUE 
20 CONTINUE 
RETURN 
END 
MATRIX MULT. 
SUBROUTINE MMl(Ml.M2,M3,Ll,L2.L3) 
IMPLICIT REAL»B(A-H,0-Z) 
PEAL*8 Ml(2.2)«M2(2.2),M3(?.2) 
OO 30 1=1,LI 
DO 20 J=1,L2 
SUM=0.0D0 
00 10 L=1 ,L3 
TEMO=Ml(I,L)*M2(L.J) 
SUM=SUM+TEMP 
10 CONTINUE 
M3(I,J)=SUM 
20 CONTINUE 
30 CONTINUE 
RETURN 
END 
MATRIX SUBT. 
SUBROUTINE STM{M I »M2.M3.LI•L2) 
IMPLICIT REAL*9(A-H,0-Z) 
REAL»8 M I (2,2).M2(2,2),M3{2,2) 
00 20 1=1,LI 
N) O 
00 10 J=1»L? 
M3(I,J)=Ml(I,J)-M2(I 
10 CONTINUE 
20 CONTINUE 
RETURN 
END 
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Deterministic Method Program for Example B 
£ M = 1  0 1  00 
(r• 1 ) 11= {i+r * I )o 09 
i'i=r 0 9 00 
EM=I 09 OC 
(r*i)iD=(r*i)D OS 
lM=r 09 OC 
£ » 1 = I 0 9 OC 
( e*c * t *zi * 11'iv ) iww -nvD 
( L * C * L*11 * 1 3'1V)1WW nVD 
(E'E*13*3)1W mv3 
(E'E*1V'V)1W nVD 
d3=(1*1)3 
OM=(E*e)V 
0M-=(£ «c )V 
0M=(2•I )V 
ooo* o=(r * I)v OC 
oco *0=(r•I)2i 
en occ *0= ( r » r )zi 
^ oco*o=(r*I)ID 
GOO•o = < r*I)iv 
oûo*o=(r»I)D 
cco'o=(r*i>100 
cûo*o=(r» 1)10 
OQO* o={r *1)0 
0G0'0 = (r*I )11 
£*i=r oz  00 
00c'0=(l)a 
0Qc*0=(1)a 
£•1=1 Od 00 
( il3/'AVbD)ld0S0=0M 
/0+CS£t9260*2=d3 
COZ'Z£=AVD& 
(C*£>El*(£*e>/.l »(£*£) 10 *(£•£) IV X 
*{C*C)1D*(E)3*(£)G'{£*C)V*(£*£)D*(C*£)10D*(C*£)0*(E*£)11 
( z-o*H-v )fc*-iVda iiDiicwi 
00 7 0 J=1,1 
70 0(1, J4-2) =T2( I,J) 
on 2001 1=1,3 
WPITft( 6f 2000) (Q( I , J) ,J=1 ,3) 
2000 FORMAT(« ••5X,3D14.7) 
?001 CONTINUE 
DO 2 50 1=1,3 
SUM=0.OOO 
00 200 J=1 ,3 
200 SUy=SUM+0(J,l)**2 
XF=DSORT(SJM) 
WRITECô,3000) XF 
3000 FORMAT('0',5X,****** XF=•,014,7,*******************************1 
IF(XF) 250.250,201 
201 DO 190 K=l,3 
190 Q(K, I )=0(K,I )/XF 
250 CONTINUE 
CALL MT(Q,QT,3,3) 
CALL MMl(Q,QT,QQT,3,3,3) 
WRITE(6,090) 
890 FORMAT(•1•.lOX,•***** NORMALIZED QOT ****••) 
DO 8 95 1=1 ,3 
WRITE(6, 1000) (QQT{I ,J) , J = 1 ,3) 
1000 FORMAT(•0•,3014.7) 
095 CONTINUE 
CALL TRE02(3,3,QQT,D,F,T7) 
CALL TQL2(3,3,D,E,T7,lERR) 
WRITE(6,800) 
000 FORMAT( • 1»,20X,«EIGENVALUES OF OQT») 
00 8 10 J=1,3 
WRTTF(6.820) 0(J) 
820 FORMATC •,20X,D14.7) 
810 CONTINUE 
WRITE(6,830) 
830 FORMAT(•0» ,20X, •EIGENVECTORS OF QOT") 
00 B40 J=l,3 
WR1TE(6,850) J 
850 FHRMATt' ',4X,«X',I3) 
30 860 1=1,3 
WRITE(6,8rO) T7(I,J) 
870 FORMAT{« ',4X,014.7) 
860 CONTINU^  
840 CONTINUE 
WRITE(6,880) lERP 
880 FORMAT(« '«SX,'THE ERROR COMPLETION CODE IS',14) 
STOP 
END 
C 
C MATRIX TRANSPOSE 
C 
SUBROUTINE MT(M1,M2,L1,L?» 
IMPLICIT REAL*8(A-H,0-Z) 
REAL*B MU3,3) ,M2(3,3) <-n 
DO ?.0 1 = 1,LI 
00 10 J=l,L? 
M2(I,J)=M1(J,I) 
10 CONTINUE 
20 CONTINUE 
RETURN 
END 
C 
C MATRIX MULT. 
C 
SUBROUTINE MMl(Ml»M2,M3,L1.L2,L3) 
IMPLICIT REAL*8(A-H,0-Z) 
REAL*8 M 1 (3,3),M2(3,3),M3(3,3) 
DO 30 1=1,LI 
10 20 J=1,L2 
SUM=O.ODO 
00 I 0 L=1 ,L3 
TEMP = M1( I ,L)*M2(L,J) 
SUM=SUM+TeMP 
10 CONTINUE 
M3( I , J) = SUW| 
20 CONTINUE 
19 CONTINUE 
PP.TURN 
END 
M 
to A\ 
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Stochastic Method Program for Example 
implicit REAL*9(A-H,0-Z) 
REAL*8 K(3 .3).PP(3,3),H(3,3),R,PHI(3.3)»DHIT(3» 3),PM(3,3J,HT< 3.3) 
REAL*8 T1(3,3),T2(3,3),KT(3,3),0(3),E(3),TM(3,3) »TEMP2.T I . 
XTEMP 1(3,3) 
REAL*8 PPN(3,3),PM1(3) 
NOITER=90 
OELTAT=l20.000 
ER=2.00264350+07 
CI=l .24045300-03 
C2=8.06157110+02 
C3=-2.59582590+04 
C4=3.85233 850-05 
R=1.00+02 
30 20 1=1,3 
n(I)=0.000 
E(Ï)=0.000 
00 10 J= 1 , 3 
TM(I,J)=0.000 
K(I,J)=0,0D0 
KT(I,J>=0.000 
PP(I,J)=0.000 
H(I•J)-0.000 
PHK I,J) =0.000 
oHIT(I,J)=0.000 
PM( I , J) = 0.000 
HT(I ,J)=0.0D0 
Ti (I, J) = o.oao 
T2(I,J)=0.000 
TEMPl(I,J)=0.000 
PPN(I.J)=0.000 
10 CONTINUE 
PO CONTINUE 
C 
C 
PM(1,I)=1.00+09 
PM(2,2)=1.56253+02 
nM(3,3)=2.50-07 
PMI(1)=PM(1,1) 
PMI(2)=PM(2,2) 
PMI(3)=PM(3,3) 
C 
PHI(I,N =1.000 
PHI(1,2)=C2*DSIN(Cl*DELTAT) 
PHI(1,3)=ER*(OCOS(C1tOELTAT)-I.ODD) 
OH I( 2,I)=0.000 
PHK 2,2)=DC0S(C1*0^LTAT) 
OH I(2,3)=C3»DSIN(C1*DELTAT) 
PHK 3, 1 )=0.0D0 
PHI(3,2)=C4*DSIN(Cl*DELTAT) 
PHK 3,3) =DC0S(C1*DELTAT) 
CALL MT(PHI,OHIT,3,3) 
H(1,1)=l,000 
CALL MT(H,HT,3,3) 
C 
C 
C KALMAN FILTER 
C 
r 
DO 1000 I=1,N0ITER 
C 
r COMPUTE THE KALMAN GAIN 
C 
CALL MMl(PM,HT,T2,3,3,3) 
CALL MMl(H,T2,TEMPI,3,3,3) 
TEMP2=TEMPI{1,1)+R 
TI=l,000/TEMP2 
K(1,1)=T2(1,1)*TI 
K(2,1)=T2(2,1)*TI 
K(3,1)=T2(3,1)*TI 
C 
tsJ 
c  COMPUTE PP 
C 
CALL MT(K,KT,3,3) 
CALL MM1(K,KT,T2,3,3,3) 
C A L L  S M ( T 2 » T 2 , T E M P 2 , 3 t T )  
CALL STM(PM,T2»PPt3,3) 
C 
C PRINT PP 
C 
WRITE(6,400) I 
403 FORMAT('0',40X,'PP FQR I=',I4) 
DO 550 11=1,3 
WRITE(6»500) (PP(It ,Jl > . Jl = l ,3) 
500 FORMATC ',5X,3D14.7) 
550 CONTINUE 
C 
C CALCULATE THE PPN (NORMALIZED PP) MATRIX 
C 
00 17 13=1.3 
30 l7 J3=l.1 
17 PPN( I3«J3)=PP( I3«J3>/DSQRTC OMI(I3)*PMI(J3)) 
TRACE=0.ODO 
00 16 13=1,3 
16 TRACE=TRACE+PPN(I3,I3) 
PSF=3.0DO/TRACE 
CALL SM(PPN,PPN,PSF,3,3) 
C 
C PRINT THE NORMALIZED PP MATRIX 
C 
WRITE(6,402) I 
402 FORMATC 0« ,40X, «PPN FOR I = ',I4) 
00 552 11=1,3 
WRITE(6,500) (PPN{Il,J1),Jl=l,3) 
552 CONTINUE 
CALL TREn2(3,3,PPN,0,F,TM) 
CO 
o 
C4LL TQL2(3,3,0,E,TM,IFRH) 
WRITE(e,802) I 
80? FORMAT('0',20X,'EIGENVALUES OF PPN',I 0X, •I=• ,I 3) 
30 B12 JJ=1,3 
WRITE(6,620) n(JJ) 
820 EORMATC ',20X,014.7) 
Rl? CONTINUE 
WR1TE(6,832) I 
«3? FOR/AT('0',20X,'EIGENVECTORS OF PPN',1 OX,'1 = ', 13) 
DO 8 4? JJ= I , 3 
WRITE(6,850) JJ 
850 FORMAT(' «,4X,'X',I3) 
'50 862 1 1=1 ,3 
WRITE(6.870) TV|{II,JJ) 
870 FORMATC •,4X,014.7) 
66? CONTINUE 
84? CONTINUE H 
WRITE(6,880) lERP M 
880 FORMATC •,5X,'THE ERROR COMPLETION CODE 15',14) 
C 
C COMPUTE PM(I + n 
C 
CALL MMl(PHI,Po,T2,3,3,3) 
CALL MMl{T2,PHTT,PM,3,3,3) 
1000 CONTINUE 
STOP 
END 
C 
C 
C SUBROUTINES 
C 
C 
C 
C SUBROUTINE TO MULTIPLY A MATRIX BY A SCALAR 
C 
SUBROUTINE 3M{Ml ,M2 f SCALAR.L1,L2) 
IMPLICIT RFAL*8(A-H,0-Z) 
REAL*0 M1(3,3),M2(3,3) 
DO 2 0 1=1.LI 
DO 10 J=l.L2 
M2(I,J}=M1(I,J)•SCALAR 
10 CONTINUE 
20 CONTINUE 
RETURN 
END 
C 
C MATRIX SUBT. 
C 
SUBROUTINE STM(M 1.MS."3.LI.L2) 
IMPLICIT REAL*3(A-H,0-Z) 
REAL*8 M I (3,3),M2(1.3).M3(3,3) 
DO 2 0 I=1.LI 
DO 10 J=1.L2 
M3(I.J)=Ml{I,J)-M2{I.J) 
10 CONTINUE 
?0 CONTINUE 
RETURN 
END 
SUBROUTINE MT{M 1.M2.LI ,L2) 
IMPLICIT REAL*B(A-H,0-Z) 
REAL*8 M I (3,3).M2(3,1) 
DO 2 0 1=1,LI 
DO 10 J=1,L2 
M2(I•J)=Ml(J.I) 
10 CONTINUE 
20 CONTINUE 
RETURN 
END 
SUBROUTINE MM I{M I.M2.M3.L1.L2.L3) 
IMPLICIT REAL*8<A-H,0-Z) 
IjO N) 
R E A L * 8  M  1 ( 3 , 3 )  » M 2 ( 3 . 3 ) f M 3 ( 3 » 3 )  
D O  7  0  1 = 1 , L I  
D O  ? 0  J = 1 , L 2  
S U W = 0 . 0 0 0  
D O  1 0  L = l , L 3  
T E M P ^ M I ( I , L ) * M ? ( L , J )  
S U M = S U y + - T E M P  
1 0  C O N T I N U E  
M 3 ( I , J ) = S U M  
3 0  C O N T I N U E  
3 0  C O N T I N U E  
R E T U R N  
END 
T-» W W 
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Deterministic Method Program for Example 
IMPLICIT RE/\L*8( A-H,0-Z) 
RF.AL*B T l ( l f ) , l R ) , T ?(lfl,1 0 ) , T 3 ( l f l » i a ) . T ^ ( l 8 i l 8 ).T5( 1 8 , 1 8 ) ,  
xa<18*lB),QQT(18,ia),C(ia,IB),A<10,l6), 
X0< 6) ,E(6 ) ,T7<6,6) 
REAL*8 CT(l8,tQ),AT<I0,18),QT(1«,IS),TT(6,6> 
ALOHA=l.OD-04 
0MXZ = 5.I 5630400-05 
90 20 1=1, 13 
00 20 J= I ,19 
T1 ( I ,J) = 0.000 
T2( I , J ) = o.or>o 
T3<1 , J) = 0.0D0 
T4(I.J)=0.000 
T 5 (  I  ,  J )  =  o . o r > o  
Q(I,J)=0,000 
QT(I,J)=0.0D0 
QQT(I,J)=0.000 
C(I,J)=0.000 
AT(I,J)=0.000 
CT(I , J) = 0.000 
20 A(I,J)=0,000 
A(1,2)=0MXZ 
A(I,4)=ALPHA 
A(2,I)=-OMXZ 
A( 2, 3)--=0MXZ 
A(2,5)=ALPHA 
A(3,2)=-0MXZ 
A(3,6)=ALPHA 
C(i,l)=l.000 
C(2,2)=1,000 
CALL MT(A,AT,18,18) 
CALL MT(C,CT,la,18» 
CALL MMUAT,CT,T1 ,6,2,6) 
CALL MMl(AT,Tl,T2,6,2,6) 
CALL MMl<AT,T2,T3,6,2,6) 
anNIlNOD 092 
jX/(l*X)0=(I'%)0 061 
9M=M 061 00 102 
lOB'OSZ'OSZ (dX)dl 
c , * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * , * / " * i o * « = d x  * * * * * , * x g * , o , ) i v w « o d  o o o E  
dX (000C*9)311HM 
( w n s  )  i H O s a = d x  
z * * ( i * r ) D + w n s = w n s  o o 2  
9* 1 =  r  0 0 2  0 0  
o o o * o = w n s  
21M-I 09 2 00 
ACNILNOD 1002 
( / " t % C 9 ' X S / / ' t 1 0 9 'XS*,  .> ivwb0d 0002 
<2I*l=r'(r*I)0) (0002 
9*1=1 1002 00 
(r•I)si=(oi+r•!)D 001 
2*!=r 001 00 
9*1=1 001 00 
(r*I)ti=(G+r* I )o 06 
2*1=r 06 00 
9*1=1 06 OO 
( f  I  ) c i=(9+r*  no  08 
2 * 1 = r  0 8  OO 
9*1=1 08 00 
( r * i ) 2 i = ( t + r * i ) o  0 2  
2*1=r OA 00 
9*I=i 0/ 00 
( r * I ) i i = ( 2 + r  * 1  ) D  0 9  
2* l = r  09 00 
9*1=1 09 00 
( r * I ) i D = ( r * i ) o  O S  
2 * i = r  O S  0 0  
9*1=1 OS 00 
( 9 ' 2 * 9 * 9 1 * t i * i V ) l W W  m V D  
( q ' Z ' 9 * t i * L i * i V ) l W W  m V D  
CALL MT( Q,QT.18,18) 
CALL MML{0,QTIQQT.6,6,12) 
WRrTfE(6.890) 
890 FORMAT(*1',IOX,'***** NORMALIZED QQT ***$*«) 
00 P95 1=1.6 
WRITF(6, 1000) (QQT( I , J) ,J=L ,6) 
1000 FORMAT('0',6012.6) 
805 CONTINUF 
DO 896 1=1,6 
00 846 J=L,6 
896 TT(I,J)=OQT(I,J) 
CALL TRF02(6,6,TT,0,E,T7) 
CALL TÛLP(6,6,0,H,T7,LERR) 
WRITE(6,800) 
800 FORMAT(•1•,20X.«EIGENVALUES OF OQT») 
00 810 J = I ,6 
WRITe(6,820) 0(J) 
920 FORMAT!» *,20X,014.7) 
810 CONTINUE 
WRITE(6,830) 
830 FORMAT{•0»,20X.•EIGENVECTORS OF OUT") 
DO 840 J=L,6 
WRITE{6,850) J 
850 FORMATC ',4X,'X'.13) 
00 860 1=1,6 
WRITE(6,870) T7(I,J) 
870 FORMATC ',4X,D14.7) 
860 CONTINUE 
84 0 CONTINUE 
WRITE(6,880) LERR 
880 FORMAT<* ',5X,'THE ERROR COMPLETION CODE IS*,14) 
STOP 
END 
C 
C MATRIX TRANSPOSE 
c 
SUBROUTINE MT(M 1,M2,LI ,LS) 
IMPLICIT REAL*%(A-H,0-Z) 
REAL *8 M 1( 18.18) ,M?( 1B«18) 
OO 20 1=1,Li 
00 10 J=1,L2 
M2(IfJ)=M1(J,I) 
10 CONTINUE 
20 CONTINUE 
RETURN 
END 
C 
C MATRIX MULT. 
C 
SUBROUTINE MM1(M1»M2.M3.L1.L2»L3) 
IMPLICIT REAL*m(A-H,0-Z) 
REAL + 8 Ml(18,18)»M2( 18,18),M3(18«18) 
no 30 1=1,L1 
DO 20 J=I,L2 
SUM=0.0D0 
00 10 L=1,L3 
TEMP=MI(I,L)*M2(L,J) 
SUM=SUM+TEWP 
CONTINUE 
M3{I•J)=SUM 
CONTINUE 
CONTINUE 
RETURN 
END 
I 0 
20 
30 
00 
oo 
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Stochastic Method Program for Example C 
implicit rsal*8(a-h,0-z) 
RE AL*3 K(6«6) .PP(6.6).PM(6»6).H(6t6),R(6 
xphi(6,6),phit(6»6).tl{6»6)»inv(6,6) 
RFAL*R T2(6t6)fT3(6,6)»HT(6,6),KT(6,6) 
REAL+8 0(6)•E(6),TM(6,6) 
RFAL*9 PMI(6),PPN(6,6) 
CONSTANTS 
NOITER=l20 
DMEGA = 7.29?I I5D-05 
0ELTAT=3600.0n0 
RC=2.28354460-09 
RC2=2.35044310-09 
ARG=OMEGA*OrLTAT 
SQT=I.00 0/DS0RT( 2.0D0) 
3QTO=S0T/GMEGA 
SET UP INITIAL PM 
DO 20 1=1,6 
00 10 J=l,6 
K(I,J)=0,000 
PP(I,J)=0.000 
PM(I,J)=0.000 
H(I,J)=0«000 
R(I,J)=O.ODO 
PHI(I,J)=0.000 
PHIT(I,J)=0.0D0 
Tl(I,J)=0.000 
INV(I,J)=0.000 
T2(I,J)=0.000 
T3(I » J) = 0.000 
HT(I,J)=0.000 
KT(I,J)=0.000 
ppn( i tj)=o.odo 
10 continue 
20 continue 
pm(i,i)=2.283544 60-0 7 
pm(2,2>=2.28 354460-0 7 
pm(3 «3) = 2.23 354469-0 7 
pm(4,4)=2.3 5044 310-15 
om(5,5)=2.35044310-15 
pm(6,6)=2.35044310-15 
do 7 1=1,6 
7 pmk i )=pm( 1,1) 
v/pite(6, 30) 
30 format(• 1*,35x, » init i al pminus matrix*) 
do 5 0 11=1,6 
write(6,500) (3m( i 1 ,j1 ) ,jl = l ,6) 
50 continue 
set up dhi 
phi ( 1 , i ) =0.500*( 1 .000*-dcos( arg) ) 
phk 1, 2)=sqt*0sin( apg) 
phi(1,3)=0.5d0*(1.ooo-dcos(arg)) 
phk 1 ,4) =0.5d0*( deltat+( i . 00 o/omeg a ) *051 n ( arg ) ) 
oh u 1,5)=soto*( i .ooo-ocost arg)) 
phi(1,6)=0.500*(deltat-(i.ooo/omfga)*dsin(arg)) 
phk 2, 1 )=-phi( 1,2) 
phk 2.2) =ocos( arg) 
phu 2,3) =°hi (1,2) 
phk 2,4) =-phi (1,5) 
dhk 2,5) = ( 1.000/omfga)*dsin(arg) 
phk 2,6)=phi ( 1,5) 
phi(3,1)=phi(1,3) 
phi(3,2)=phi(2,1) 
phi(3,3)=phi(1,1) 
phk 3,4)=phi (1,6) 
PHI(3#5)=PHI(2,4) 
DHI(3,6)=DHI(1,4) 
PHI{4»4)=l.000 
PHI(5,5)=1.000 
PHI(6,6)=1 .000 
CALL MT(PHI,PHIT,6,6) 
C 
C 
C KALMAN FILTER 
C 
C 
00 1000 1=1,NOITER 
00 5 000 J=1,3 
I(- ( J.EQ. 1 ) GO TO 630 
IfMJ.EQ.S) GO TO 601 
IF(J.EQ.3) GO TO 4999 
600 OO 60 11=1,6 
00 60 J I = I ,6 
60 H(II,J1)=0.000 
H(1.I)=1.000 
CALL MT(H,HT,6,6) 
R ( I , 1 ) =R C 
GO TO 60 3 
601 00 61 11=1,6 
00 61 Jl=l,6 
51 H(II,Jl)=0.000 
H( 1,2)=1.000 
CALL MT(H,HT,6,6) 
R(1,1)=RC 
GO TO 603 
602 DO 62 11=1.6 
00 62 Jl=1,6 
62 H(II,J 1)=0.000 
H(1,3)=1.000 
CALL MT(H,HT,6,6) 
R(l , I >=RC2 
603 CONTINUE 
C 
C COMPUTE THE KALMAN GAIN 
C 
CALL MMl(PM,HT.T2t6»1»6) 
CALL MM1(H,T2,TI,1.1.6) 
CALL ATM(Tl,R,Tl,l,l) 
INV(I,1)=I.000/Tl(1,1) 
CALL MMl(T?,INV.K,6,1,1) 
C 
C COMPUTE PP 
C 
CALL MMl(K,T1,T2,6.I.1) 
CALL MT(K,KT,6»6) 
CALL MV1(T2,KT,T3f6•6.I) 
CALL STM(PM,T3,PPfft«6) 
00 63 11=1,6 
00 63 Jl=t,6 
63 PM(I I,J I )=Po( I 1,J1) 
4999 CONTINUE 
5000 CONTINUE 
C 
C PRINT PP 
C 
WRITE{6,400) I 
400 FORMAT(•0'.40X,•PP FOR I=»,I4) 
DO 550 11=1,6 
write(6,500) (pp(i 1 »jl),jl=l ,6) 
500 FORMAT(• •,5X,6014.7) 
550 CONTINUE 
IF(I.EQ.l) GO TO 750 
IF(I.FQ.6) GO TO 750 
IF(I,E0.12) GO TO 750 
IF(I ,EQ. 18) GO TO 750 
00 
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*— w — «-> w M O u o c a »- Q >— D. o D a a 
o 
>0 
at 
a. 3 
O N 
in — N 
\o 00 
u u u u u u 
4 0 1  F O R M A T *  •  0 »  , 4 0 X ,  « P P r g  F O R  I  =  * , I 4 )  
0 0  5 5 1  1 1 = 1 , 6  
WBITE(6,500) (PPN(I I ,JL) ,=1 ,6) 
5 5 1  C O N T I N U E  
C A L L  T P E 0 2 ( 6 , 6 , P P N , D , P , T M )  
C A L L  T 0 L 2 ( 6 , 6 , 0 , E , T M , I E R R )  
W R I T E ( 6 , 8 0 0 )  I  
8 0  0  F 0 R M A T ( ' 0 ' , 2 0 X , ' E I G E N V A L U E S '  ,  I  O X , • I  =  ' , I  3 )  
0 0  a  1 0  J J  =  l , 6  
W P I T E ( 6 , 8 2 0 )  D ( J J )  
820 format* * • , 2> ox , d 14 . 7 ) 
0 1 0  C O N T I N U E  
W R I T E ( 6 , 8 3 0 )  I  
8 3 0  F O R M A T * • 1 » , 2 0 X , ' E I G E N V E C T O R S ' , 1 0 X , ' I = ' , 1 3 )  
0 0  8 4 0  J J = l , 6  
W R I T E ( 6 , 8 5 0 )  J J  
050 FORMAT*' ',4X,»X',I3) M 
00 860 1 1 = 1 ,6 
WRITE*6,870) TM( I I,J J) 
8 7 0  F O R M A T ( •  • , 4 X , 0 l 4 . 7 )  
0 6 0  C O N T I N U E  
8 4 0  C O N T I N U E  
W R I T F ( 6 , 6 8 0 )  I F R R  
8 8 0  F O R M A T * *  • , 5 X , ' T H E  E R R O R  C O M P L E T I O N  C O O E  I S ' , 1 4 )  
9 9 9  C O N T I N U E  
C  
C  C O M P U T E  P M * I + 1 )  
C  
C A L L  M M l *  P H I , P P , T 3 , 6 , 6 , 6 )  
CALL MML(T3.PHIT,PM,6,6,6) 
1 0 0 0  C O N T I N U E  
STOP 
END 
C 
C 
c SUBROUTINES 
C 
C 
C 
C MATRIX TRANSPOSE 
C 
SUBROUTINE MT(M1,M2,LI,L2) 
IMPLICIT REAL*8(A-H,0-Z) 
RE AL*8 Ml(6t6).M2(6,6) 
00 20 1= 1,Ll 
DO 10 J=1,L2 
M2(I,J)=Ml(J,I) 
10 CONTINUE 
20 CONTINUE 
RETURN 
ENO 
C 
C MATRIX MULT. 
C 
SUBROUTINE MMl(M 1•M2.M3.Ll«L2,L3) 
IMPLICIT REAL*8(A-H,0-Z) 
REAL&8 Ml(6,6),M2(6.6)«M3(6,6) 
00 30 1=1,Ll 
00 20 J=1,L2 
SUM=0.0D0 
00 10 L=l,L3 
TEMP=Ml(I,L)*M2(L,J) 
SUM=SUM+TEMO 
10 CONTINUE 
M3(I,J)=SUM 
20 CONTINUE 
30 CONTINUE 
RETURN 
END 
cr> 
c MATRIX SUBT, 
c 
su8r0utine stm(m1,m2,m3,l1,l2) 
implicit real*9(a-h,0-z) 
REAL»8 M1(6,6),M2(6,6),M3(6,Ô) 
00 20 1=1,L1 
DO 10 J=1,l2 
M3<ItJ)=M1(I,J)-M2(I,J) 
10 CONTINUE 
20 CONTINUE 
RETURN 
END 
4> 
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Deterministic Method Program for Example 
implicit rnal*8(a-h»o-z> 
real*8 t1(18,18).t2(18,18),t3(18,ib),t4(18.18),t5(18.18), 
x0(18,*8),qjt(18,18).c(18,18),a(18,18), 
XD< 9),E(9) 
R E A L » 8  C T ( 1 9 , i a ) . A T {  I B , 1 8 ) , Q T ( 1 8 , 1 8 ) . T T < 9,9) 
R E A l * 8  T6( l 3 , 1 8)«T7 ( 1 8 . I 3),Ta ( l 8 . 1 8),T9 ( 9,9) 
ALPHA=l,00-04 
OETA=0.?78D-04 
OMXZ=5.I 56 30 400-05 
00 2 0 [=1,18 
DO ?0 J=I,18 
Tl ( 1 ,J) = 0.000 
T2(I»J)=0.000 
T3<I#J)=0.000 
T4(I , J) = 0.000 
T5(I,J)=0.000 
T6(l » J) = 0.000 
t7(i »j) = 0.0d0 ê 
t8(i,j|=0.000 
q( i»j)=o.odo 
qt(i »j) = 0.000 
qqt( i .j)=0.000 
c(i,j)=0.000 
at(i,j)=0.000 
ct(i•j) = 0« odo 
?0 a(i,j)=0.000 
a( 1 , 2)=0mxz 
a(t,4)=alpha 
a ( l , 7)=alpha 
a(?,i)=-cmxz 
a(2,3)=0mxz 
a(2.5)=alpha 
a(2.8)=alpha 
a{3.2)=-0mxz 
a(3.6)=alpha 
m î,9)=alph4 
A(4,4)=-BETA 
A( i>,5)=-BETA 
a{6,6)=-8eta 
C( l , l ) = 1.000 
C(2.2)-l.00 0 
CALL MT(A,AT,!q,18) 
call mt(c,ct,18,18) 
CALL MMl(AT,CT,Tl,9,2,9) 
CALL mml<AT,T1,T2t9,2#9) 
CALL mml<AT,T2,T3.9,2.9) 
CALL mml(AT,T3,T4,9,2.9) 
CALL MMl<AT,T4,T5,9,2,g) 
CALL mml(AT,T5,T6,9,2.9) 
CALL mml(AT,T6.T7,9,2.9) 
CALL mml(AT,T7,Ta,9,2.9) 
30 50 1=1,9 
DO 50 j=l,? 
SO Q(1,J)=CT(I,J> 
DO 60 1=1,9 
DO 6 0 j=l,2 
60 Q(I,J + 2)=T1(I ,J) 
00 70 1=1,9 
00 70 J=l,2 
70 0(1,J+4)=T2(I,J) 
DO 80 1=1,9 
oo ao j=i,<? 
ao q(i,j+6)=T3(l,ji 
DO 9 0 1=1,9 
DO 90 j=l,2 
90 0(1,J+8)=T4(I,J) 
00 100 1=1,9 
DO 100 J=l,2 
100 Q(I,J+IO)=T3(I,J) 
00 lOl 1=1,9 
U1 
o 
no 101 j-itp 
101 q(i.j+12)=t6(1.j) 
do 102 1=1.9 
00 102 j=l,2 
102 q(i,j+14)=t7(i,j) 
00 103 1=1.9 
do 103 j=1.2 
ion q( i,j+16)=tb( i .j) 
00 2001 1=1,9 
wrïte<6,2000) (q(i.j).j=1.18) 
2000 format*' •,5x.0d14.7/5x,8d14,7/5x.2d14.7) 
2001 continue 
do 250 1=1.18 
5um=0.0d0 
do 200 j=1.9 
200 sum=sum+q(j,i)**2 
xf=dsqrt(sjm) 
write<6.30c0) xf 
3000 format*'o'.sx.****** xf=*,d14.7,******************************** 
if(xf) 250,250.201 
201 do 190 k=l,9 
190 q(k«i)=0(k.i)/xf 
250 continue 
call mt*q,qt,18,18) 
call mml(q,qt,qqt.9.9,18) 
wrrte*6,890) 
890 format**1*.10x.****** normalized qqt *•»***) 
do 895 1=1,9 
write(6,1000) *qqt*i,j),j=l,9) 
1000 FORMAT(*0«,6012.6) 
895 continue 
do 896 1=1,9 
do 896 j=l,9 
896 tt*i,j)=qqt*i,j» 
call tred2(9.9.tt,d,e,t9) 
call t0l2(9,9.o.e.t9,ierr) 
write(6.800> 
800 FORMAT(»1»t20X.«EIGENVALUES OF QQT*) 
00 eio j=l,9 
write(6.820) d(j) 
820 formatc ',20x,d14.7) 
810 continue 
write(6.830) 
830 format('0*,20x,'eigenvectors of qqtm 
do 040 j=l.9 
write(6.fl50) j 
rso formatc '.4x,'x',t3) 
00 860 1=1,9 
write(6,a70) to(i,j) 
870 forwat(' *,4x,014.7) 
860 continue 
840 continue m 
write(6,880) lerr % 
880 format(' *,5x,*the error completion code is*.14) 
stop 
end 
c 
c matrix transpose 
c 
subroutine mt(ml.m2,ll.l2) 
implicit real*0{a-hto-z) 
real+8 ml(18t18).m2(18,181 
00 20 1=1,LI 
oo 10 j=l,l2 
m2(i,j)=m1(j,i* 
10 continue 
20 continue 
return 
end 
c matrix mult. 
c 
subroutine mml ( m 1 » >12 , m3 . li ,l?',l3) 
implicit real*8(a-h,0-z) 
real»8 m1(10,1s)«m2(ib,18),m3(18,18) 
do 30 7=1,li 
no 20 j=l,l2 
sum=o.odo 
00 10 l=i,l3 
temp=m1(i,l)»m2(l«j) 
sum=sum+temp 
10 continue 
43(1•j)=sum 
20 continue 
30 continue 
return 
end 
Ln 
W 
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Stochastic Method Program for Example 
c  
c  9  STATE INERTIAL NAVIGATION PROBLEM. FRED HAM FEB. 1 9 8 0  
C 
IMPLICIT REAL*8(A-H,0-Z) 
REALMS K(9,9),PP(9,9),PM(9,9),H(9,9),R(9,9),PHI(9,9)»PHIT(9.9), 
XT1(9,9),T2(9,9),T3(9,9),T4(9,9),HT(9,9),KT<9,9),D(9)$E(9) 
REAL + 8 PMI(9).PPN(9,9),AOT(9,9>.Q(9,9),GGT{9#9)•B(9•9).INV(9 »9)t 
XTM(9»9) 
C 
C CONSTANTS 
C 
N=9 
NOITER=90 
0MEGA=7.292115D-05 
OELTAT=3600.000 
81=0,2780-04 
WNSFMK=4.84813680-08*0SQRT(2,000*B1) M 
RC=2.2835446D-09 
RC2=2,35044310-09 
00 10 1=1,9 
00 10 J=l,9 
PM(I,J)=0.000 
H(1,J)=0.000 
R(I.J)=0.000 
PHK I, J)=0.000 
ADT(I,J)=0.000 
T1(I,J)=0.000 
T2(I,J)=0.000 
T3(I ,J)=0.0D0 
Q( I.J) = 0.000 
PPN(I,J)=0.000 
GGT( I *J)=0.0D0 
B( I,J) = 0.000 
INV(I,J)=0.0D0 
TM(I,J)=0.000 
10 T4(I,J)=O.ODO 
C CALCULATE THE STATE TRANSITION MATRIX, 
C 
AOT( l#2)=(OMEGA/OSQRT(2.0D0) )*DELTAT 
AOT(I.4)=DELTAT 
ADT( 1,7)=ADT( 1,4) 
ADT(2,l)=-ADT(l,2) 
AOT(2,3)=AOT(I,2) 
AOT(2,5)=ADT(1,4) 
ADT<2,8)=ADT(l,4) 
ADT< 3,2)=-ADT(I,2) 
AOT(3,6)=A0T(1,4) 
aot(3,9)=a0t(1,4) 
AOT(4,4)=(-Bl)+OELTAT 
AOT(5,5)=ADT(4,4) 
ADT(6,6)=A0T(4,4) 
CALL MTEXP(AOT.PHI,9,15) 
CALL MTtPHI,PHIT,9.9) 
C 
C SET UP INITIAL PM 
C 
PM(1,1)=2.28354460-07 
PM(2,2)=PM(1,1) 
PM(3,3)-PM(1,1) 
PM(4,4) = 2.350 44 310-I 5 
PM(5,5)=PM(4,4) 
PM(6,6)=PM(4,4) 
PM(7,7)=PM(4,4) 
PM(8,8)=PM(4,4) 
PM(9,9)=PM(4,4) 
DO 15 1=1,9 
15 PMU I)=PM( 1,1) 
C 
C CALCULATE THE Q MATRIX 
FIRST SET UP ADT 
Ln 
cr> 
ggt(4f4)=(wnsfmk**?)•deltat/240.odo 
ggt(5.5)=ggt(4,4) 
ggt(6*6)=ggt(4.4) 
00 20 1=1,9 
do 20 j=l,9 
20 adt(i,j)=aot(i,j)/240.0d0 
call mtexp{adt.t1,9.15) 
call mt(t1,t2,9,9) 
nsteps=240 
call qcalc(8,t1,t2,ggt,9,nsteps) 
c 
c 
c kalman filter 
c 
c 
do 1000 i=1,n0iter 
do 2000 j=l,3 
if(j.eq.l) go to 500 
if(j.eq,2) go to 600 
1f(j.eq.3) go to 2000 
500 00 30 11=1.9 
00 30 jl=l,9 
30 h(iifj1)=0.0d0 
h(1,1)=1.000 
call mt(h,ht.9,9) 
r(i.i)=rc 
go to 700 
600 do 40 11=1,9 
00 40 jl=l,9 
40 h(ii,j1>=0.000 
h(1,2)=1.odo 
call mt(h,ht.9,9) 
go to 700 
601 00 41 11=1,9 
Ln 
00 41 j i = 1.9 
41 H(n.J1)=0.000 
h( 1,3) = 1.000 
call mt(h,ht,9,9) 
R ( 1 , 1 ) = R C 2  
700 CONTINUE 
c 
c compute the kalman gain 
c 
call mm1(pm,ht,t2,9,1,9) 
call mm1(h,t2,t1,1,1,9) 
call atm(t1,r,t1,1,1) 
inv(1,1)=1.000/tl(1,1) 
call mml(t2,inv,k.9,1,1) 
c 
c compute pp 
c 
call mmi(k,t1,t2,9,1,1) 
call mt(k,kt,9#9) 
call mml(t2,kt,t3,9,9,1) 
call stm(pm,t3.pp,9,9) 
do 5 0 11=1,9 
do 5 0 j 1 = i,9 
50 pm(i i ,j1 )=pp(11,j1) 
2000 continue 
c 
c print pp 
c 
write(6,900) i 
900 format{•0*,40x»•pp for i=',i4) 
00 60 11=1,9 
write(6,910) (pp(i 1 ,j1),jl = l,9) 
910 format!•0«,2x,9d12.6) 
60 continue 
if(i.eq.3) go to 65 
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30 70 j3 = l ,9 
70 ppn(13,j3)=pp(13,j3)/dsqrt(pmi{i3)*pmi(j3)) 
trace=0.000 
do 80 13=1,9 
80 trace=tpace4-ppn( 13. 13) 
psf=ofloat(n)/trace 
00 90 13=1,9 
oo 90 j3=l,9 
90 ppn(i3,j3)=ppn(i3,j3)*psf 
c 
c print the nqrmalizeo pp matrix, ppn 
c 
write(6,920) i 
920 format('0',40x,'ppn for i=',i4) 
do 100 11=1,9 
write{6,910) {ppn{i i,jl),jl = l,9) 
100 continue 
call tred2(9,9,ppn,0,e,tm) 
call tql2(9,9,0,e,tm,1err) 
wpite(6,930) i 
930 format(•0",20x,'eigenvalues',10x,'i=',i3) 
do 110 jj=1,9 
write(6,940) 0(jj) 
940 formatc •,20x,d14.7) 
110 continue 
write(6,950) i 
950 format(* 0',20x,'eigenvectors',10x,'i = ',i3) 
do 120 jj=1,9 
write(6,960) jj 
960 formatc *,4x,'x',i3) 
DO 130 11=1,9 
WRITE(6,970) TM(II,JJ) 
970 format<* •,4x,014,7) 
130 continue 
120 continue 
write(6.980) lerr 
980 format('0',5x,'the error completion code is',14) 
990 CONTINUE 
c 
c compute pm(i+1) 
c 
call mml(phi,pp»t3,9,9,9) 
call mml(t3.phit,t4.9»9.9> 
call atm(t4,b,pm,9,9) 
1000 continue 
stop 
end 
c 
c subroutine to calculate the state transition matrix phi 
c 
subroutine mtexp(a,b«n,nt) 
imolicit real*8(a-h,0-z) m 
real*8 a(9,9),b(9,9),w(9,9),y(9,9) ^ 
00 50 j=1,n 
do 50 1=1,n 
50 W(I« J)=A(I,J) 
do 53 j=1,n 
do 53 1=1.n 
if (i-j) 52,51,52 
51 b(i,j)=1,0d0 
go to 53 
52 b(i,j)=0.0d0 
53 CONTINUE 
do 75 ko=2,nt 
xo=ko 
do 54 j=1,n 
do 54 1=1,n 
54 
do 56 j=l,n 
do 56 1=1,n 
55 
56 
57 
75 
c 
c 
c 
c 
1000 
c 
c 
c 
1 0  
20 
sum=0,0d0 
do 55 l=1,n 
sum=sum+a{i,l)*w(l,j) 
y(1,j)=sum/xd 
do 57 j=1»n 
do 57 1=1,n 
W { I . J ) = Y (  I , J )  
continue 
return 
end 
subroutine to calculate the process noise matrix q in the 
kalman filter 
subroutine qcalc(8,phi,phit,q.n,nsteps) 
implicit real*8<a-h,0-z) 
R E A L * a  b(9«9)•phn9.9),ph1t19.9) , Q (9,9)«t1(9#9)»t2(9.9) M  
do 1000 1=1,nsteps % 
call mml(phi,b,t1,n,n,n) 
call mm1(t1,phit,t2,n,n,n) 
call atm(t2,q,b,n,n) 
continue 
return 
end 
matrix transpose 
subroutine mt(m1,m2,l1,l2) 
implicit real*8(a-h,0-z) 
real*8 ml(9,9),m2(9,9) 
do 20 1=1,li 
do 10 j=1,l2 
m2(i,j)=m1(j,i) 
continue 
continue 
return 
end 
matrix mult. 
subroutine mml(m1tm2«m3•li,l2.l3) 
implicit real*8(a-h,0-z) 
real&8 ml(9«9)fm2(9*9)fm3(9«9) 
00 30 1=1,li 
do 20 j=1,l2 
sum=0,odo 
do 10 l=1,l3 
temp=ml(i,l)*m2(l.j) 
sum=sum+temp 
10 continue 
m3(i.j)=sum 
20 continue 
30 continue 
return 
end 
matrix add 
subroutine atm(m1,m2,m3,l1,l2) 
implicit real*8(a-h,0-z) 
real*8 ml(9.9).m2(9,9).m3(9.9) 
do 2 0 1=1,li 
do 10 j=1,l2 
m3(i,j)=m1(i,j)+m2(i,j) 
10 continue 
20 continue 
return 
end 
matrix subt. 
cti 
W 
subroutine stm(m 1,m2.m3» li »l2) 
implicit real*8(a-h,0-z) 
real*8 ml(9,9),m2(9,9),m3(9,9) 
00 20 1=1,LI 
00 10 j=1,l2 
m3(i»j)=ml(i#j)-m2<itj) 
10 continue 
20 continue 
return 
end 
cr« 
165 
Stochastic Method Program for Example 
16 STATE TNERTIAL NAVIGATION PROBLEM, FRED HAM 1980 
IMPLICIT REAL*8(A-H.0-Z) 
REAL*9 K(16.16),PP(16,16).PM{16,16),H(I6,16).R{16,16).PHI(16,I6). 
XPHIT(16,16),T1(16,16),T2{16,16),T3(16,16),T4(16,16),HT(16,16), 
XKT(16,t6),0(I6>,E(16) 
REAL*Q PMI ( 16) ,PPN( I 6, 16) »ADT( 16,16),Q(16,16) ,GGT( 16«li6),B(16,16), 
X INV( 16.16),TM( 16,16) 
REALMS T IMEl ( 6 37 ) , T I ME?. ( 54 ) , SX( 637 ) , SY(6 37) .TV! { 31 80 ) »TV2( 31 80 ) » 
XEVS(54) 
CONSTANTS 
N=16 
NDITER=3180 
XNMI=6076.115D0 
0MEGA=7,292l15D-05 
PI=3.141592700 
ER=?«0 9264350+07 
GRAV=32.2D0 
SOSQ=GRAV/ER 
XL450=1 « 000/DSQRT(2.0D0) 
DELTAT=120.000 
81=2.77777780-05 
86=2.7777778D-04 
88=5.55555560-04 
W8=3.6135878D-10 
Wll=3.6l3587a0-07*GRAV/ER 
Wl3=2.81300 000-02/ER 
W 1 5 = 3 . 4 2 8 1 5 0 4 0 - 0 6  
RCI=8.43 06 5940-10 
RC2=3.25 2569 40-I 5 
RC3=1.05769940-08 
00 10 1=1,16 
do 10 j= 1 , 16 
pm(ifj)=o.odo 
h(r,j)=0.030 
r( i ,j)=0.000 
phi(i,j)=0.000 
aot( i»j)=0.000 
t1(i,j)=o.odo 
t2(i , j) = 0.000 
t3(i.j)=0.000 
0( i,j) --0 .000 
ppn(i,j)=0.000 
ggt( i,j)=0.0d0 
R(I,J)=0.000 
inv(i,j)=0.000 
tm(i , j) = 0.000 
10 t4(i , j)=0.000 
c 
c calculate the state transition matrix, 
c 
aot( u?)=(0mega/dsart(2.0d0) )*deltat 
adt{ i ,8)=deltat 
adt(2,1)=-aot( 1,2) 
adt(2,3)=adt( 1,2) 
aot(2,0)=deltat 
adt(3,2)=-a0t( 1,2) 
adt(3,10)=deltat 
adt(4,5)=deltat 
adt(5,1)=-sosq*deltat 
aot(5,4)=a0t(5,1) 
adt<5,7)=2.000*adt<1,2) 
aot(5,11 )=oeltat 
adt(6,7)=oeltat 
adt< 7,2)=a0t(5,1) 
adt(7,5)=-adtt 5,7) 
aot(7,6)=a0t(5,i) 
first set up aot 
aot(7,12)=oeltat 
aot(b.8>=-31*0eltat 
adt{9.9)=adt(0,8) 
adt( 10,10)=adt(8,8) 
aot(11,11)=a0t(a,8) 
adt( 12,12)=adt(8,8) 
aot( 13,13)=-b6*deltat 
aot( 14,14)=a0t{13,13) 
adt( 15,i 5)=-ba*deltat 
adt(16,16)=a0t(15,15) 
call mtexp{aot,phi,16,1 2) 
write(6,9) 
9 format(• 1 » ,?0x,•phi matrix') 
00 12 1=1,16 
write(6,910) (phki, j), j=l,16) 
12 continue 
call mt(phi,phit,16,16) 
c 
c set up initial pm 
c 
pm(i,i)=2.115 39870-08 
pm(2,2)=pm(1,1) 
pm(3,3)=pm(1,1) 
pm(4,4) = 2.i 0766480-08 
pm(5,5)=6,50513870-15 
pm(6,6)=pm(4,4) 
pm(7,7)=pm(5,5> 
pm(8,8)=2.35044310-15 
pm(9,9)=pm(8,8) 
pm(10,10)=pm(8,8) 
pm(ii,1 1 )=5.5650 7450-2 i 
pm(12,12)=pm(11,11) 
pm(13,13>=3.252569 40-15 
pm(14,14)=pm(13,13) 
pm(15,15>=1.0 5769940-08 
00 
PM(16»I 6) = PM( 15.15) 
00 15 1 = 1 • 16 
15 PMI(I)=PM(1,1) 
C 
C CALCULATE THE Q MATRIX 
C 
GGT(8,8)=W8*W8*DELTAT 
GGT(9,0)=GGT(B,8) 
GGT(10,10)=GGT(8,8) 
GGT{ 11,1 1 )=W11*W11+DELTAT 
GGT(12,12)=GGT(11,11) 
GGT( 13,13)=W13*W13*DELTAT 
GGT<14,14)=GGT(13,13) 
GGT(15,15)=W15*W15*DELTAT 
GGT(16,16)=GGT(15,15) 
DO 17 1=1,9 
17 GGT(l+7,l+7)=GGT(I+7,I+7)/120.000 
DO 20 1=1,16 
DO 20 J= 1 , 16 
20 ADT(I,J)=ADT(I,J)/120.000 
CALL MTEXP(ADT,Tl,16,12) 
CALL MT(T1,T2,16,16) 
NSTEPS=120 
CALL QCALC(B,Tl,T2,GGT,16,NSTEPS) 
WR1TE{6,19) 
19 FORMAT(•1•,20X,•Q MATRIX*) 
DO 2 2 1=1,16 
WRITE(6,910) (B(I,J) ,J=1,16) 
22 CONTINUE 
C 
C 
C KALMAN FILTER 
C 
C 
KL=1 
M O\ 
vo 
do 1000 1=1,noiter 
tva=(15.0do+0.5do*ofloat(i-l))*pi/180#0d0 
ssq=dsin(tva)*dsin(tva) 
csq=dcos(tva)*dcos(tva) 
tvs=osin(tva) 
tvc=ocos(tva) 
dm=osqrt(1.odo-0.500*ssq) 
if(i.ge.301) go to 2001 
go to ?0 80 
2091 if(i,le.719) go to 2002 
if ( i ,gfi. 1021 ) go to 2075 
go to 2080 
2075 if(i.le.1439) go to 2002 
if(i ,gh. 17«1) go to 2077 
go to 2080 
^077 if(i ,le,2159) go T O  2002 m 
if(i,ge.2461) go to 2079 o 
go to 2080 
2079 if(i,le.2879) go to 2002 
2080 do 2000 j=l,6 
if(j.eq. 1 ) go to 300 1 
if(j.eq.?) go to 3001 
if(j,eq.3) go to 601 
iftj.eo.a) go to 602 
ifcj.eq.s) go to 603 
if(j.eq.6) go to 604 
500 do 30 11=1,16 
30 h(1,i1)=0.0d0 
H(I,4)=1.000 
call mt(h,ht,16»1) 
R(I,1)=RC1 
go to 700 
600 do 40 11=1,16 
40 h( i , ii) = 0.0d0 
h(i,6)=1.000 
CALL MT(H.HT.16,1) 
GO TO 700 
601 00 41 T1=1,16 
41 H(1.II)=0.000 
H(1,5)=1.000 
H( I . 13) = 1.000 
CALL MT(H,HT,16,I) 
r( 1 , 1 )=rc2 
GO TO 70 0 
602 DO 42 11=1,16 
42 H( I,11 ) = 0.0D0 
H(1,7)=1.000 
H(I.14)=I,0D0 
call mt(h,ht,16, i ) 
GO TO 700 
603 DO 4311=1,16 M 
43 h{ 1, I 1 )=0.000 ^ 
H( I, 1 )=TVC/OM 
H( 1,2)=-DSQRT(I.OOQ-CSQ-0.5DO*SSO)/OM 
H(I,3)=0.0D0 
H( I ,15) = 1.000 
CALL MT(H,HT,16,1) 
R( 1,1 )=RC3 
GO TO 700 
604 DO 44 11=1,16 
44 h( 1 , II )=o.or>o 
H{I,1)=XL45D*TVS*DSQRT(1.ODO-CSQ-0.500*SSQ)/DM 
H(1,2)=XL45D*TV5*TVC/9M 
H( 1•3)=DM 
H( 1 , 16) = 1.0D0 
CALL MT(H,HT,16,I) 
700 continue 
c 
c compute the kalman gain 
c 
CALL KMl(PM,HTtT2.I6t1,16) 
CALL MMl (H.T2,T1,!•1 ,16) 
CALL ATM(T I ,R»Tl » I •1 ) 
1NV(1,1)=1.ODO/Tl(1,1) 
CALL MMl<T2,INV.K,16,1,1) 
C 
C COMPUTE PP 
C 
CALL MMl(K.Tl.T2,16,1,1) 
CALL MT(K,KT,16,16) 
CALL MMl(T2«KT,T3,16,16,1) 
CALL STM(PM,T3,PP,16,16) 
00 50 11=1,16 
00 50 Jl=l,16 
50 PM(I I,J1 )=P3(I 1,J1) 
%00l CONTINUE 
2000 CONTINUE 
GO TO 2003 
?002 CONTINUE 
DO 2050 JJ=1,4 
IF(JJ.EQ.l) GO TO TOOO 
IF(JJ.EQ.2) GO TO 3000 
IF(JJoEQ.3) GO TO 2051 
IF(JJ.EQ.4> GO TO 2053 
1800 DO 1805 11=1 ,16 
1805 H(I,I I)=0,0D0 
H(l,4)=l.000 
CALL MT(H,HT,16,1) 
R( 1 , n=RCl 
GO TO 70 1 
1810 00 1815 11=1,16 
1815 H( 1 , II ) = 0,000 
H(l,6)=l.000 
CALL MT(H,HT,16,1) 
GO TO 70 1 
M 
2051 00 2052 11=1,16 
2052 H( 1,I 1 ) = 0.000 
H(I,5)=l.000 
H(I,13)=1.000 
CALL MT(H,HT» 16 , 1 ) 
R{1,1)=PC2 
GO TO 701 
2053 DO 2054 11=1,16 
2054 H(I,rI)=0.000 
H(l,7)=l,000 
H( 1,14) = l.000 
CALL MT(H,HT,16,1) 
701 CONTINUE 
CALL MMl(PM,HT,T2»16,1,16) 
CALL MMl(H,T2,T1,1,1,16) 
CALL ATM(Tl,R,T1,1,I ) 
INV(1,1)=1.0D0/T1(1,1) 
CALL MMl(T2«INV,K,16,1,1) 
CALL MMl (K,Tl,T2,15 » 1,1 ) 
CALL MT(K,KT,16,16) 
CALL MMl(T2,KT,T3,16,16,I) 
CALL STM(PM,T3,PP,16,16) 
DO 2 055 11=1,16 
DO 2 055 Jl=l,16 
2055 PM(I 1,J1 ) = op(I 1,Jl) 
3000 CONTINUE 
2050 CONTINUE 
2003 TVK I) = DSQRT(PP(4,4) ) 
TV2(I)=OSQRT(PP(6,6)) 
IF(I .EQ« n GO TO 65 
IF(I .E0.60) GO TO 65 
1F(I.EQ.120) GO TO 65 
IF(I.EO.180) GO TO 65 
IF(I.EQ.240) GO TO 65 
IF(I .E0.300) GO TO 65 
(-0 
IF(I,EQ 
IF(I.EG 
IF(I .EO 
IF ( 1 ,eo 
IF(I .EO 
IF(I.EQ 
IF(1.EQ 
IF(I.SO 
IF(I.EO 
IF(I.EQ 
IF(I.EQ 
IF(I.EG 
IF(I.EQ 
IF(I.50 
IF{I.EO 
IF(I .EG 
IF(I.EG 
IF( I .EG 
IF(I .EQ 
IF(I.EG 
IF{I .EQ 
IF(I.EQ 
IF(I .EQ 
IFd .EQ 
IF(I.FO 
IF(I.EQ 
IF<I.EQ 
IFd .EG 
IF(I.EG 
IF(I.EG 
IF{I.EG 
IFd .EQ 
IF(I.EG 
IFd .EO 
IF(I .EG 
360 ) GO TO 65 
420) GO TO 65 
480) GO TO 65 
540) GO TO 65 
600) GO TO 65 
660 ) GO TO 65 
720) GO TO 65 
780) GO TO 65 
040) GO TO 65 
POO) GO TO 65 
950) GO TO 65 
1020 ) GO TO 65 
1080 ) 30 TO 65 
1140) GO TO 65 
1200) GO TO 65 
1260) GO TO 65 
1320) GO TO 65 
1380) GO TO 65 
1440) GO TO 65 
1500 ) GO TO 66 
1560) GO TO 65 
1620 ) GO TO 65 
1680 ) GO TO 65 
1740) GO TO 65 
1800 ) GO TO 65 
I860) GO TO 65 
1920) GO TO 65 
1990) GO TO 65 
2040) GO TO 65 
2100) GO TO 65 
2160) GO TO 65 
2220 ) GO TO 65 
22 80) GO TO 65 
2340) GO TO 65 
2400 ) GO TO 65 
IF (I • EQ .2460) GO TO 65 
IF( I • EO .2520) GO TO 65 
IF(I .EQ .2580) GO TO 65 
IF(I • EQ .2640) GO TO 65 
IF( I .EQ .2700) GO TO 65 
IF( I • EQ .2760) GO TO 65 
IF( I • EQ .2820) GO TO 65 
IF( I .EQ .2830) GO TO 65 
IF ( I • EQ .2940) GO TO 65 
IF( I .EQ .3000) GO TO 65 
IF ( I • EQ .3060) GO TO 65 
IF( I • EQ .3120) GO TO 65 
IF ( I .EQ .31ao) GO TO 65 
GO TO 990 
65 CONTINUE 
PRINT PP 
WRITE(6,900) I 
<100 FORMAT('0',40X,'PP FOR I=',I4) 
DO 60 11=1,16 
WRITE(6,910) (PP(I 1.Jl),Jl = l ,16) 
910 FORMATC 0' , ?.X , 8D1 2 . 6/2X • 801 2 . 6 ) 
60 CONTINUE 
CALCULATE THE NORMALIZED PP MATRIX, PPN 
DO 70 13=1,16 
DO 70 J3=l,l6 
7 0 PPN(13,J3)=PP(13,J3)/DSQRT(PMI(I3)*PMI(J3)) 
TRACE=0.ODO 
DO 80 13=1,16 
80 TRACE=TPACE+PPN(13,13) 
PSF=DFLOAT{N)/TRACE 
DO 90 13=1,16 
on 90 J3=l,16 
90 PPN(13,J3)=PPN(13,J3)*PSF 
r 
C PRINT THE NORMALIZED PP MATRIX, PPN 
R 
WRITE(6,920) I 
920 FORMAT(•0»,40X,'PPN FOR I=',I4) 
00 100 11=1,16 
WRITE(6,Q10) (PPN(I1,J1>,J1=1,16) 
100 CONTINUE 
CALL TRED2(16,16,PPN,0,E,TM) 
CALL TQL?(16,I6,D,E,TM,lERR) 
EV9(KL)=D(16) 
KL=KL+1 
WRITE{6,930) I 
930 
00 110 JJ=1,16 M 
WRITE(6,940) 0(JJ) 
940 formatc •,20x,014.7) 
110 CONTINUE 
WRITE(6,950) I 
950 FORMAT(•0*,20X,•EIGENVECTORS*,10X,»I=*,I4) 
00 I 20 JJ=1, 16 
WRITE(6,960) JJ 
960 F0RMAT(' •,4X,»X»,T3) 
00 130 11=1,16 
WR1TE(6,970) TM(II,JJ) 
970 FORMATC •,4X,D14.7) 
130 CONTINUE 
120 CONTINUE 
WPITE(6,9a0) lERR 
980 FORMAT(•0««5X,«THE ERROR COMPLETION CODE IS*,14) 
990 CONTINUE 
C 
C COMPUTE PMd+l) 
c 
CALL MMl(PHI,PP,T3.16fl6,16) 
CALL MMl(T3»PHIT,T4«16,I6tl6) 
CALL ATM(T4,B*PM,16.16) 
IFd .NE.3180) GO TO 999 
WRITE(7,2090) 
?090 PORMAT(»PM FOR 1=3181*) 
00 2020 11=1,16 
WPITE(7,20 30) (PM(Il,Jl),Jl=l,16) 
2030 FORM AT(5014.7/5014,7/5014.7/014.7) 
2020 CONTINUE 
999 CONTINUE 
1000 CONTINUE 
00 208S 1=1,54 
2095 TIME2(I)=OFLOAT(I-l)*120.000 
TIMEI (1 >=0.000 
SX( 1 >=TV l ( 1)*ER/XNMl 
SY(1)=TV2(1)*ER/XNMI 
KK = 2 
00 7 1=5,3190,5 
SX(KK)=TV1(I)*ER/XNMI 
SY(KK)=TV2(I)*ER/XNMI 
TIME 1 (KK)=OFLOAT(I )*2.000 
KK=KK+1 
7 CONTINUE 
WR!TE(7,2095) 
2095 F0RMAT(•POSITION ERROR INFORMATION, 
00 2100 1=1,637 
WRITE(7,2105) SX(Ï),SY{I) 
2105 F0RMAT(D14.7,D14.7) 
2100 CONTINUE 
WRITE(7,2110) 
2110 FORMAT*'MAX. EIGENVALUE») 
00 2115 1=1,54 
WRITE(7,2120) EVS(I) 
-J 
X,Y» ) 
2120 F0RMAT(D14.7) 
2115 CONTINUE 
CALL GRAPH(-637,TIME1,sx,2,102,9,0,6,5,0.,0.,0.,0., 
X'TIME» minutes;»,«RMS POS. ERROR, NMi;«,«OAYl BEGINS AT 7P.M.', 
x « E - w  pos. error;•) 
CALL GPAPHS(-637,TIMEl,SY,I,102,"N-S POS. ERROR:*) 
CALL GR/»PH(-54,TIME2 ,EVS,4,7,9.0 ,6.5,0. , 0. , 0. ,0. , 
X'TIME, MINUTES;MAX. EIGENVALUE:','MAX. EIGENVALUE FOR:', 
X'VEL. AND S-T MEAS.;') 
stop 
END 
C 
C SUBROUTINE TO CALCULATE THE STATE TRANSITION MATRIX PHI 
C 
SUBROUTINE MTEXP(A,B,N,NT) 
IMPLICIT REAL*8(A-H,0-Z) 
REAL + 8 A( 16, 16) ,B( 16 ,16) ,W( 16,16) , Y( 16, 16) oo 
DO 50 J=1,N 
00 50 1=1,N 
50 W(I,J)=A(I,J) 
DO 53 J=1,N 
DO 5 3 1=1,N 
IF (I-J) 52,51,52 
51 B(r,J)=1.000 
GO TO 53 
52 B(I,J)=0.0D0 
53 CONTINUE 
OO 75 KD=2,NT 
XD=KO 
00 54 J=1,N 
OO 54 1=1,N 
54 B(I,J)=B{I,J)+W(1,J) 
00 56 J=1,N 
00 56 1=1,N 
SUM=O.ODO 
DO 55 L=1.N 
55 SUM=SUM+A(I,L)*W(L,J) 
56 Y(I•J)=SUM/XD 
00 57 J=1,N 
00 57 1=1,N 
57 W(1,J)=Y(I,J) 
75 CONTINUE 
RETURN 
END 
C 
C SUBROUTINE TO CALCULATE THE PROCESS NOISE MATRIX 0 IN THE 
C KALMAN FILTER 
C 
SUBROUTINE OCALC(B.PHI,PHIT.Q,N.NSTEPS) 
IMPLICIT REAL*8(A-H,0-Z) 
REALMS B( 16. 16) ,PHI ( 16. 1 6) .jPHIT( 16. 16) ,0( 1 6, 16) ,T1 ( 16, 16) , M 
XT2(16,16) ^ 
DO 1000 1=1,NSTEPS 
CALL MMl(PHI,B,Tl,N.N.N) 
CALL MMl(T1,PHIT,T2,N.N.N) 
CALL ATM{T2,Q.B,N.N) 
1000 CONTINUE 
RETURN 
END 
C 
C MATRIX TRANSPOSE 
C 
SUBROUTINE MT(M1,M2.LI,L2) 
IMPLICIT REAL*8(A-H,0-Z) 
REAL*8 Ml(16,16),M2(16,16) 
DO 20 1=1,LI 
DO 10 J=1,L2 
M2(I,J)=M1(J,I) 
10 CONTINUE 
20 CONTINUE 
RETURN 
END 
C 
c matrix mult. 
C 
SUBROUTINE MMl(Ml,M2«M3*LltL2tL3) 
IMPLICIT REAL*8(A-H,0-Z) 
REAL*8 V11(16,16)*M?(16,16).M3{16,16) 
DO 3 0 1=1,LI 
DO 20 J=1,L2 
SUM=0.ODO 
00 10 L=1,L3 
TEMP=Ml(I,L)*M2(L,J) 
SUM=SUM+TEMa 
to CONTINUE 
M3(I•J)=SUM 
20 CONTINUE 
30 CONTINUE 
RETURN 
END 
C 
C MATRIX ADD 
C 
SUBROUTINE ATM(M 1,M2.M3.LI,L2) 
IMPLICIT REAL*8(A-H,0-Z) 
REAL*8 M1(16,16>,M2(16,16).M3(16,16) 
DO 2 0 1=1.LI 
00 10 J=l,L2 
M3(I.J)=Mi(I.J)+M2(I.J) 
10 CONTINUE 
20 CONTINUE 
RETURN 
END 
C 
C MATRIX SU8T. 
00 O 
subroutine stm(m 1•m2.m3,l1,l2) 
implicit real*3(a-h,0-z) 
real*8 vl{16,16),m2(16,16),m3(16,16) 
00 20 1=1,LI 
00 10 j=1,l2 
m3(i ,j) = m1(i,j)-m2{ i ,j) 
10 continu^ 
20 continue 
return 
end 
00 
182 
IX. APPENDIX B: STATE TRANSITION AND PROCESS 
NOISE MATRICES (<)) AND Q) 
FOR EXAMPLES D AND E 
183 
A. State Transition Matrix for Example D 
rcw 1 
0.9828700d 00 0.18350220 00 0.17i299 7d-01 0.3405621d 04 
0.20603300 02 
rcw ? 
-0.18350220 00 0.96574010 00 0.18350220 00-0.32137860 03 
0.33??140d 03 
row 3 
0.17129970-0 1-0.1=5350220 00 0.98237000 00 0,20097370 02 
0.35793070 04 
row 4 
o.o 0.0 0.0 0.90476500 00 
0 . 0  
row 5 
0 . 0  0 . 0  0 . 0  0 . 0  
0 . 0  
row 6 
0 . 0  0 . 0  0 . 0  0 . 0  
0 , 0  
row 7 
0 . 0  0 . 0  0 . 0  0 . 0  
0 .  0  
row s 
0 . 0  0 . 0  0 . 0  0 . 0  
0 . 0  
row 9 
0 . 0  0 . 0  0 . 0  0 . 0  
0.10000000 01  
185 
0.32137860 03 0.20097370 02 0.35793970 04 0.33221400 03 
0.33b55230 04 0.32137860 03-0.33221400 03 0.3558793d 04 
-0.3213766d 03 0.3405621d 04 0. 2060330d 02-0.3322140d 03 
0 . 0  0 . 0  0 . 0  0 . 0  
0.90476500 00 0.0 0.0 0.0 
0.0 0.9047650d 00 0.0 0.0 
0.0 0.0 0.10000000 01 0.0 
0.0 0.0 0.0 o.iooooooo 01 
0«0 0 # 0 0«0 0 # 0 
186 
B. Process Noise Matrix for Example D 
ROW 1 
0«1872061D-03 0.20065330-24 0.31843650-11 0.76161120-12 
0 . 0  
PCW 2 
0.18986950-24 0.186P8760-08 0.1186 57 30-24-0,46984370-13 
0 . 0  
ROW 3 
0.31843650-11 0.1114447D-24 0.1872 0610-08 0.21779670-14 
0 . 0  
ROW 4 
0.76161120-12-0.46984370-13 0.21779670-14 0.42654^870-15 
0 . 0  
ROW 5 
0.46984370-13 0.75943320-12-0.46984370-13 0.0 
0 . 0  
RCW 6 
0.2177P670-14 0.4698437D-13 0.76161120-12 0.0 
0 . 0  
RCW 7 
0. 0 
0 . 0  
RCW R 
0. 0 
0 . 0  
ROW 9 
0 . 0  
0 . 0  
0. 0 
0 . 0  
0. 0 
0 . 0  
0 . 0  
0.0 
0 . 0  
0.0 
0.  0  
188 
0,46984370-i j 0.21779670-14 0,0 0.0 
0.75943320-12 0.46984370-13 0.0 0.0 
-0.46934370-13 0.76161120-12 0.0 0.0 
0.0 0.0 0.0 0.0 
0.42654b70-15 0.0 0.0 0.0 
0.0 0.42654870-15 0.0 0.0 
0,0 o.o 0.0 0.0 
0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 
189 
State Transition Matrix for Example E 
ROW 1 
0.9999809D 
0.3708394D 
ROW 2 
-0.61 874860-
0.11979870 
ROW 3 
0. I 9'.42860-
-0.37083960 
ROW 4 
-0.11058120-
-0.20526110-
ROW 5 
-0.18395750-
-0.68366570-
ROW 6 
0.68423670-
-0,44228620 
ROW 7 
0,17084740-
-0.11045800-
ROW 8 
0 . 0  
0 . 0  
ROW 9 
0 . 0  
0.99667220 
K^OW 10 
0.0 
0 . 0  
ROW 1 1 
0 . 0  
0 . 0  
ROW 1 2 
0 . 0  
0 . 0  
ROW 1 3 
0.0 
0.0 
ROW 14 
0.0 
0. 0 
ROW 1 5 
0.0 
0.0 
ROW 16 
0 . 0  
0. 0 
00 0.61874660-02 0.19142860-04 0.0 
00 0.76507850-03 0.0 0.0 
-02 0.99996170 00 0.61874860-02 0.0 
03 0.37083940 00 0.0 0.0 
-04-0.61874860-02 0.9999809D 00 0.0 
00 0.11979950 03 0.0 0.0 
01-0.68423590-04-0.10590940-06 0.98894180 00 
02-0.25413140-05 0.71786390 04 0.29609630 02 
03-0. 17084700-05-0.35281280-08-0. 1 8396100-03 
04-0.10583880-06 0.11935490 03 0.73893680 00 
0 4-0.11058090-01-0.22824630-04 0.45599040-04 
00-0.68453390-03-0.29609630 02 0.71786390 04 
0 5-0. 18395630-03-0. 57018850-06 0. 11 382850-05 
01-0.22805620-04-0.73893680 00 0.11935490 03 
0.0 
0. 0 
0 . 0  
0 0  0 . 0  
0.0 
0 . 0  
0.0 
0.0 
0 . 0  0 . 0  
0.9966722D 00 0.0 
0 . 0  
0 . 0  
0 . 0  
O.O 
O.O 
O.O 
0 . 0  
0 . 0  
0 . 0  
0 .0  
O .0 
0 . 0  
0.0 
0 . 0  
0.0 
0 . 0  
0.0 
0 . 0  
0.0 0.0 
0.9966722D 00 0.0 
0 . 0  
0.0 
0 . 0  
0 . 0  
0 . 0  
0 . 0  
0 . 0  
0 . 0  
0 . 0  
0 . 0  
0.0 
0.99667220 00 
0.0 
0 . 0  
0.0 
0.0 
0 . 0  
0 . 0  
0 . 0  
0.0 
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0.0 0.0 0.0 0.11979950 03 
0 . 0  0 . 0  0 . 0  0 . 0  
0.0 0.0 0.0 -0.37083940 00 
0 . 0  0 . 0  0 . 0  0 . 0  
0.0 0.0 0.0 0.76507850-03 
0 . 0  0 . 0  0 . 0  0 . 0  
0.11955430 03-0.4559904-0-04 0.73975930 00-0.44228700 00 
0.0 O.O 0.0 0.0 
0.93886550 00-0.113828 50-05 0.12283570-01-0.11045840-01 
0.0 0.0 0.0 0.0 
-0.73975930 00 0.98894180 00 0.11955430 03 0.20 526120-0 2 
0.0 0.0 0.0 0.0 
-0.12283570-01-0.18396100-03 0.98886550 00 0.68366660-04 
0 . 0  0 . 0  0 . 0  0 . 0  
0.0 0.0 0.0 0.99667220 00 
0 . 0  0 . 0  0 . 0  0 . 0  
0 . 0  0 . 0  0 . 0  0 . 0  
0 . 0  0 . 0  0 . 0  0 . 0  
0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 
0.96721610 00 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 
0.0 0.9672161D 00 0.0 0.0 
0.0 0.0 0.0 0.0 
0.0 0.0 0.93550700 00 0.0 
0 . 0  
0 . 0  
0 . 0  
0 . 0  
0.  0 
0 . 0  
0 . 0  
0.93550700 OO 
192 
Process Noise Matrix for Example E 
ROW 1 
0.74091840-13 0.27081510-31 0-14060970-I8-0.16273750-15 
0.19386120-17 0.29 40 0650-2 0 0.0 0.0 
row 2 
0.69771550-31 0.74091700-13 0.15349660-30-0.20871310-18 
0.9292A76D-15 0.1908612D-17 0.0 0.0 
ROW ? 
O.1406097D-18 0.19830310-30 0.7409184D-13 0.25745860-21 
-0.19086120-17 0.9292506D-15 0.0 0.0 
ROW 4 
-0.16273750-15-0.20871310-18 0.2574586D-21 0.37543570-15 
-0.62850400-20-0.64557370-23 0.87543020-19 0.2696 0770-21 
ROW 5 
-0.51039980-17-0.12577330-19 0.1076555D-22 0.78469150-17 
-0.2628853D-21-0.32407580-24 0.21961130-20 0.90180500-23 
ROW 6 
0.20871430-18-0.16273700-15 0.20899080-18-0.11614760-26 
-0.170 02750-17-0.20 9574 00-20-0.26960770-21 0.8754 30 20-19 
ROW 7 
0.12577370-19-0.51 039870-17 0.41919050-20-0.12903370-19 
-0.56392840-19-0.87671340-2 2-0.90180500-23 0.21961130-20 
ROW 8 
0.929?50 6D-15-0.19086120-17 0.29400650-20-0.17002770-17 
0 . 0  0 . 0  0 . 0  0 . 0  
ROW 9 
0. I 90 86 12O-l 7 0.9292 4 760-1 5-0. 19086120-17-0.628504-00-20 
0.1561794D-16 O.O 0.0 0.0 
ROW 1 0 
0.29400650-20 0.19086120-17 0.92925060-15-0.64557370-23 
0 . 0  
ROW 
0 . 0  
0.0 
ROW 
0 . 0  
O.O 
ROW 
0 . 0  
0 . 0  
ROW 
0.0 
0 . 0  
ROW 
0 . 0  
0 . 0  
ROW 
0 . 0  
0.0 
11 
12 
I 3 
14 
1 5 
1 6 
0.15617940-16 0.0 0.0 
0.0 0.0 0.8754302D-19 
0.0 0.3697813D-22 0.0 
0.0 0.0 0.2696077D-21 
O.O 0.0 0.36976130-22 
0 . 0  0 . 0  0 . 0  
0 . 0  0 . 0  0 . 0  
0 . 0  0 . 0  0 . 0  
O.O 0.0 0.0 
O.O 0.0 0.0 
0.0 0.0 0.0 
0 . 0  0 . 0  0 . 0  
0 . 0  0 . 0  0 . 0  
194 
0.51039980-17 0.20871430-18 0.12577370-19 0.92925060-15 
o.c 0.0 o# 0 0.0 
0.12577330-19-0.i6273700-15-0.51039870-17-0.19086120-17 
0 . 0  0 . 0  0 . 0  0 . 0  
0.10765550-22 0.20899080-18 0.41919050-20 0.29400650-20 
0 . 0  0 . 0  0 . 0  0 . 0  
0.78469150-17-0.11614760-26-0.1290337d-19-0.17002770-17 
0 . 0  0 . 0  0 . 0  0 . 0  
0,17502950-18 0.12903370-19-0.18279120-29-0.56892950-19 
0 . 0  0 . 0  0 . 0  0 . 0  
0.12903370-19 0.37543570-15 0.78469150-17 0.62850440-20 
0 . 0  0 . 0  0 . 0  0 . 0  
0.18279120-29 0.78469150-17 0.i750295d-18 0.26288650-21 
0 . 0  0 . 0  0 . 0  0 . 0  
0.56892950-19 0.62850440-2o 0.26288650-21 0.15617940-16 
0.0 0.0 0.0 0.0 
0.26288630-21-0.17002750-17-0.56892840-19 0.0 
0 . 0  0 . 0  0 . 0  0 . 0  
0.3240 7580-24-0.20957400-20-0.87671340-22 0.0 
0.0 0.0 0.0 0.0 
0.21961130-20-0.26960 770-21-0.90180500-23 0.0 
0 . 0  0 . 0  0 . 0  0 . 0  
0.90180500-23 0.87543020-19 0.2196113d-20 0.0 
0.0 0.0 0.0 0.0 
0 * 0  0 . 0  0 . 0  0 . 0  
0.20982380-15 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 
0.0 0.20982380-15 0.0 0.0 
0 . 0  0 . 0  0 . 0  0 . 0  
0.0 0.0 0.13210250-08 0.0 
0 . 0  
. 0  
0 . 0  
0 . 0  
0 . 0  
0. O 
0 . 0  
o.132102so-o8 
