Abstract A key goal in understanding the ocean's biogeochemical state is estimation of rates of change of critical tracers, particularly components of the planktonic ecosystem. Unfortunately, because ship survey data are not synoptic, it is difficult to obtain spatially resolved estimates of the rates of change of tracers sampled in a moving fluid. Here we present a pseudo-Lagrangian transformation to remap data from underway surveys to a pseudo-synoptic view. The method utilizes geostrophic velocities to back advect and relocate sampling positions, removing advection aliasing. This algorithm produces a map of true relative sampling locations, and allows for determination of the relative locations of observations acquired along streamlines, as well as a corrected view of the tracer's spatial gradients. We then use a forward advection scheme to estimate the tracer's relative change along streamlines, and use these to calculate spatially resolved, net specific rates of change. Application of this technique to Chlorophyll-a (Chl-a) fluorescence data around an ocean front is presented. We obtain 156 individual estimates of Chl-a fluorescence net specific rate of change, covering $1200 km 2 . After incorporating a diffusion-like model to estimate error, the method shows that the majority of observations (64%) were significantly negative. This pseudo-Lagrangian approach generates more accurate spatial maps than raw survey data, and allows spatially resolved estimates of net rates of tracer change. Such estimates can be used as a rate budget constraint that, in conjunction with standard rate measurements, will better determine biogeochemical fluxes.
Introduction
The concentrations of biogeochemical properties in the ocean emerge from an ever-changing balance of the local rates of production and loss. For example, phytoplankton concentration is controlled by its growth rate, which is a function of nutrients and light, and loss rates, which include such processes as grazing, viral lysis, and natural mortality. In addition to these physiological and trophic rates, local phytoplankton concentrations are affected by dynamics such as sinking and active swimming. Unfortunately, all these rates are difficult to measure. Furthermore, these dynamics all occur within the context of a moving medium, making the study of planktonic ecosystems and associated biogeochemical fluxes a discipline that must necessarily resolve complex biological interactions within physical flows.
A general equation to describe the time evolution of concentration C of a biogeochemical property at a fixed location is:
The advection term u Á rC on the left-hand side (LHS) of (1) appears as a result of taking the full time derivative of C: in a fixed, Eulerian coordinate frame, the quantity C and its spatial gradients move with the flow. If one transforms to a Lagrangian frame that moves with the flow, the advection term disappears since water velocity relative to the coordinate is now zero:
determine the local rate of change of concentration (note now that the partial derivative of C has become full in equation (2)). Many studies make use of this fact in their sampling strategy: they measure both rates and tracer concentrations in particular water masses by following drifters or adding conservative inert tracers (e.g., Wilkerson and Dugdale [1987] , Abbott et al. [1990] , Law et al. [1998] , and all FeAX's noted in Boyd et al. [2007] , Li et al. [2008] , Jickells et al. [2008] , and Landry et al. [2009] ). Indeed, various algorithms, tools, and software have been developed to optimize a ship's ability to follow a water mass during biogeochemical experiments [Doglioli et al., 2013, and references within] . However, most biological rate measurements in the ocean are difficult to obtain, often coming from isolated observations that are necessarily extrapolated to be representative of dynamics within larger-scale features.
Here we present a ''pseudo-Lagrangian'' data analysis technique that transforms underway survey data from an Eulerian to a Lagrangian frame, allowing for explicit quantification of the RHS of (1), and thus calculation of in situ net rates of tracer concentration change. The approach begins with the construction of a spatial map of the Eulerian velocity field in the survey region. Then, we find multiple streamlines of the Eulerian flow that allow us to remove the effects of advection along these trajectories. We use these trajectories with measured tracer concentrations of (in this case) Chlorophyll-a (Chl-a) fluorescence to create a Lagrangian field by back advecting the tracer along the trajectories, similar to reverse domain filling techniques [Dragani et al., 2002; Methven et al., 2003] . We then analyze this Lagrangian field to quantify the net rates of change due to the RHS of (1). Creating Lagrangian trajectories from Eulerian data is not a novel concept: similar approaches have been applied to create better estimates of atmospheric tracer fields and modeling of rates [Sutton et al., 1994; Nilsson and Leck, 2002; Dragani et al., 2002; Taylor, 1992; Bowman et al., 2013] , and many ocean studies analyze Lagrangian trajectories derived from Eulerian output of satellite data or ocean models [Blanke and Raynaud, 1997; d'Ovidio et al., 2004; Doglioli et al., 2006; Lehahn et al. 2007; Lett et al. 2008; d'Ovidio et al., 2010] . Indeed, SeaSoar data similar to ours have been advected using a comparable methodology to this study, but with the objective of evaluating sampling biases of dynamical variables Rixen et al., 2001 Rixen et al., , 2003 . However, limited physical data sets and the general difficulty of measuring biological tracers have precluded application of this technique to the evolution of actual in situ tracer data in the ocean (though for a satellite-derived estimation of phytoplankton net growth rate, see Abbott and Zion [1985] ). Our method is not truly Lagrangian because there are details of the flow that are not resolved at small scales, and its applicability relies upon the presence of a dominant, stationary velocity field. The term ''pseudo-Lagrangian'' is chosen to reflect use of in situ data in calculating rates, similar to Nilsson and Leck [2002] , though it should not be confused with the ''pseudo-Lagrangian'' data assimilation technique [Molcard et al., 2003] .
Lagrangian drifters designed to follow water masses typically only approximate Lagrangian measurements, and must factor in ''slippage'' (though see D'Asaro [2003] and D'Asaro et al. [2011] ). Still, floats and drifters with telemetry have become relatively inexpensive for physical Lagrangian studies, allowing for synoptic coverage over large spatial regions. These studies, over multiple deployments, have yielded estimates of flow structure and other physical quantities of interest, and have created an entire field of Lagrangian statistics (see LaCasce [2008] for a recent review). By contrast, the instruments and techniques for measuring biological variables usually require more intense and continued effort, limiting both the spatial and temporal scales at which these observations are made. Without an environmental context, many biological data are collected in a relative vacuum, creating problems for the analysis of the dynamics underlying patchiness of plankton communities and their associated biogeochemical fluxes [Powell and Okubo, 1994; Martin, 2003; Bracco et al., 2000; Koszalka et al., 2007] . With the pseudo-Lagrangian approach, we hope to begin to address this contextual issue in field data.
In this study, we develop the pseudo-Lagrangian methodology within the context of an ocean front. We diagnose the physical flow field from underway SeaSoar vertical profiles and acoustic Doppler current profiler (ADCP) currents, outlined in section 2. Then, with use of an Eulerian-Lagrangian coordinate transformation in section 3, we create a pseudo-Lagrangian tracer field using Chl-a fluorescence. In section 4, we describe how the tracer field can be used to estimate large-scale, spatially resolved rates, which would be difficult to obtain in any other way. Section 5 discusses the results and conclusions of this rate application, and section 6 concludes with suggestions of future uses of this approach.
Data

Sampling Plan and Context
Data for this study derive from the 2012 process cruise (P1208), dubbed ''E-Front,'' of the NSF-funded California Current Ecosystem (CCE) Long Term Ecological Research (LTER) program conducted from July to August 2012 aboard R/V Melville. The purpose of the cruise was to identify regions of enhanced horizontal physical and biological gradients (i.e., fronts) and quantify their role in the pelagic ecosystems of the CCE. The study region spans a roughly rectangular area with (123.88W, 33.58N) and (121.58W, 358N) delineating diagonal corners. As indicated by Aviso satellite sea level anomaly data (Figure 1 ), a frontal region existed in the vicinity of two mesoscale features: cyclonic to the southeast and anticyclonic to the west. The altimeter products were produced by Ssalto/Duacs and distributed by Aviso, with support from CNES (http://www. aviso.altimetry.fr/duacs/). At the onset of the cruise, E-Front's hydrographic structure was surveyed in a radiator pattern by SeaSoar from 30 July to 3 August going south to north, moving upstream relative to the geostrophic jet. Subsequent to this survey, biological measurements and process experiments were conducted at various locations in relation to the frontal region (similar to Landry et al. [2009] ). After these biological measurements, another SeaSoar survey was performed from 21 August to 25 August moving downstream relative to the geostrophic jet to ascertain the final position of the feature.
SeaSoar and Alf-A Data
During both hydrographic surveys, the SeaSoar conducted profiles in a tow-yo fashion. Data were acquired by two onboard SeaBird SBE-9Plus CTDs (Sea-Bird Electronics, www.seabird.com), a Seapoint SCF Chl-a fluorometer (Seapoint Sensors, Inc., www.seapoint.com), Wet Labs C-Star transmissometer (Western Environmental Technologies, www.wetlabs.com), and Rinko-III oxygen sensor (Rockland Oceanographic Services, Inc., www.rocklandocean.com). All data were sampled at 24 Hz. Temperature and conductivity data were lag corrected to minimize salinity spiking, though thermal inertia lag [Lueck and Picklo, 1990] was ignored due to the flushing rate of the SeaSoar [see Rudnick and Luyten, 1996] . These data were then averaged into a 1 Hz time series, followed by a 6 m resolution vertical binning to give single up and down casts, approximately 8 min apart with $2 km horizontal displacement. Density data were then constrained to obey static stability [Rudnick, 1996] using a constrained linear least squares algorithm (MATLAB and Optimization Toolbox Release 2012a, The Mathworks, Inc., Natick, Massachusetts, USA).
SeaSoar-derived Chl-a fluorescence measurements were matched with surface measurements concurrently from an Advanced Laser Fluorometer (ALF-A) developed by A. Chekalyuk (Lamont Doherty Earth Observatory, www.ldeo.columbia.edu). The ALF-A measures laser-stimulated excitation (LSE) of fluorescence at multiple wavelengths in flow-through sampling [Chekalyuk and Hafez, 2008] . Data collected during E-Front were compared with and calibrated by in situ chlorophyll extractions. The correlation between SeaSoar fluorescence and ALF-A chlorophyll is high, with a linear relationship explaining 98% of the variance in nighttime measurements and 95% overall. In general, the ratio of fluorescence to chlorophyll is not constant. Journal of Geophysical Research: Oceans
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However, after accounting for nonphotochemical quenching, the skill in predicting chlorophyll improves [Chekalyuk and Hafez, 2011] . Based on the ALF-A data, the largest nonphotochemical quenching (NPQ) effect at the surface amounted to at most 23% of the surface signal, and presumably decreased exponentially with depth [Krause and Weis, 1991; M€ uller et al., 2001] . This NPQ effect was found to be a minor contribution to the variability in the Chl-a and rate estimates used later, so the estimate of Chl-a is reliable (section 4). Weak NPQ is not surprising, as satellite coverage during E-Front suffered from strong cloud cover, indicative of reduced overall insolation. Thus, variability in the fluorescence-derived Chl-a due to NPQ has been ignored in this study.
ADCP Currents
Vertical profiles of horizontal velocity were obtained from the shipboard-mounted 75 kHz Ocean Surveyor ADCP on the R/V Melville. The UHDAS preprocessed data were averaged into 15 min ensembles with a 16 m vertical bin resolution [Firing and Hummon, 2010] . Subsequently, the angle of misalignment was recalculated from the total measured and ship velocities in a linear variance minimization scheme to provide estimates of the water velocities [Rudnick and Luyten, 1996] .
Objective Maps
Density, Chl-a, and ADCP currents were objectively mapped onto matching horizontal grids at specific depths using the methodology of Le Traon [1990] . The signal distribution was assumed Gaussian, with correlation length scales determined from the observed autocovariance calculated from binned data. These lengths are 25, 55, 25, 15 km in x and 45, 25, 55, 30 km in y directions for density, ADCP u velocity, ADCP v velocity, and Chl-a fluorescence, respectively. In determining error, a noise-to-signal ratio of 0.05 is assumed, and all values used in subsequent calculations were restricted to an error threshold of 0.1 [Rudnick and Luyten, 1996] . Objective fits for density assume a planar mean and a single valued mean for currents, in concordance with geostrophy. Chl-a fluorescence was not assumed to conform to any particular functional form and by default is assigned a single mean value (Figure 2 ). The objective map grids have a resolution of $4 km on each side, to reduce overinterpolation between adjacent sampling locations, and to include sufficient resolution between survey lines.
Geostrophic Currents
All velocity fields used in this study are geostrophic currents fit to the objectively mapped density and ADCP data through a L 2 norm misfit minimization scheme. After application of a static stability criterion to the three-dimensional density field, geostrophic currents are found via a relaxation method [Rudnick, 1996] solving:
where w is the stream function, a depth-integrated scalar for the water volume under consideration. H is defined by
where w u is a weighting parameter reflecting confidence in the velocity observation, and is here kept equal to one, essentially making H the depth. R is the quantity
Finally, f is the relative vorticity found from the ADCP objective map. All these quantities are depth integrated from the shallowest ADCP depth at 27 m to a 300 m reference level. Geostrophic velocities are found from the relations
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The geostrophic currents account for the majority of the variance in the objectively fit ADCP currents, with a vector complex correlation of 0.84 ( Figure 2 ). As noted in Rudnick [1996] , the vertical velocity shear, and not the geostrophic current, is constrained to be isopycnal; even so, the geostrophic current largely follows isopycnals.
Following Vi udez et al.
[2000], we can determine the relative error in our currents as the divergent portion of the ADCP objective map, reflecting aliased phenomena not removed by objective analysis. After solving for these components via a similar relaxation method, we arrive at a divergent velocity error distribution that is approximately lognormal, similar to theory and observations of turbulent motion in the ocean [Kolmogorov, 1962; Gurvich and Yaglom, 1967; Yamazaki and Lueck, 1990] . As might be expected [Pall asSanz et al., 2010] , introducing these errors randomly into (3) produces little change in the stream function. The resulting displacements lead to equivalent eddy diffusivities of O(1-10) m 2 s 21 , which are an order of magnitude lower than the ''diffusivity'' used for error in section 4. We thus forego including variance of the advective geostrophic velocity field for this analysis.
Given that this study was conducted around a front, we chose the balanced geostrophic currents as the leading-order contribution to the dynamics of the flow field. We could include ageostrophic vertical 
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motions in our analysis. Vertical velocities are inferred via the omega equation through adoption of quasigeostrophic dynamics [Hoskins et al., 1978] . After solving this equation, however, the magnitudes of vertical velocities in the region have maxima at $3 m/d, with most areas producing displacements within the bin size of our data at the time scales used for our analyses O(1-3 days). We therefore ignore vertical velocities in this study, and only use the horizontal, geostrophic currents.
Pseudo-Lagrangian Method
One difficulty in analyzing data acquired during underway surveys is that during the survey, the tracer will move along streamlines. Subsequent spatial maps of the tracer necessarily include this advection along streamlines, thus confounding the quantification of the true spatial gradients. The pseudo-Lagrangian approach takes the spatial maps of the tracer and back advects the tracer along the streamlines to their original positions when the survey began. To do this, it is necessary to have a well-resolved, stationary flow field with which to define the streamlines. Each tracer sample is advected back along the streamline for the amount of time between the start of the survey and the given observation, using the velocities along the streamline. The resulting pseudo-Lagrangian spatial map shows the spatial distribution of the tracer as it would have appeared synoptically at the start of the survey. This pseudo-Lagrangian map can then be used to calculate net rates of change of the tracer, as we show below.
Assumptions
The pseudo-Lagrangian transformation entails application of Eulerian velocity fields to convert a surveyed tracer distribution into a pseudo-Lagrangian distribution by removing the effects of advection. Assumptions implicit to this methodology are: (a) the physical flow field is known and stationary for the length of time under consideration, and (b) the structure of the tracer field moving with the flow is larger than the minimum sampling resolution, i.e., the tracer spatial autocovariance length scale is larger than spacing between observations.
In this study, the first assumption is met: both SeaSoar surveys, spaced a month apart, yield leading-order balanced geostrophic currents that explain the majority of observed velocity field variance ( Figure 2 ). The two velocity fields display similar magnitudes and spatial patterns, making the temporal window of a $3-4 day survey synoptic relative to dynamic changes in the physical flow field. We note that objective mapping was applied to smooth over high-frequency phenomena inevitably aliased within the data set, such as internal waves, surface gravity wave-induced Stokes drift, and tidal flow [Kunze and Sanford, 1984; Whitt and Thomas, 2013; McWilliams and Fox-Kemper, 2013 ]. In a sense, then, the maps represent a spatial and temporal averaging. Generally speaking, time-averaged Eulerian and Lagrangian fields do not produce equivalent velocities [Andrews and McIntyre, 1978] and yield different trajectories. Here we assume that the geostrophic current field at this front is leading order and stationary, and we ignore higher-order nonlinear contributions to the flow. In a further attempt to justify geostrophy, we performed our forward advection algorithm (described in section 4) on a tracer that should be conserved: salinity. Comparing the abilities of the raw ADCP data, objectively mapped ADCP data, and fit geostrophic velocities in conserving salinity, they all performed in a qualitatively similar manner (not shown), though the geostrophic velocities did marginally better. As an additional note, the geostrophic currents also produced the most successful survey line crossings, the necessary condition to calculate net rates of change in the tracer field in our subsequent analysis. This post hoc method of validating one's chosen velocity may be useful in future applications of the pseudoLagrangian method.
Regarding the second assumption, here we use Chl-a fluorescence as the tracer of interest. The observed spatial autocovariance length scales across the front (15 km) are larger than the distance between successive vertical profiles ($2 km), while along-front autocovariance length scales (30 km) are again larger than spacing between SeaSoar survey lines ($20 km). Given this result, we assume that the tracer field between survey locations varies continuously and monotonically, and that finer-scale features are relatively unimportant.
Procedure
Having satisfied the assumptions, we apply the pseudo-Lagrangian transformation (Figure 3) . Initially, we start with the tracer distribution as surveyed, namely with concentration values at discrete locations on Journal of Geophysical Research: Oceans 10.1002/2015JC010898 streamlines generated from the geostrophic flow (Figure 3a) . Discrete sampling locations can be considered to be the Lagrangian position at the time of observation, X obs 5Xðx; y; t obs Þ. To calculate Lagrangian positions via integration of the velocity field, we set the reference time t 5 0 to be at the start of the survey, with X init 5Xðx; y; 0Þ. Knowing the time elapsed between the survey start and each observed tracer profile, t obs , we now can solve for each tracer's initial location (at the start of the survey) using the Eulerian velocity field. In this notation, the equation for the time-dependent tracer location X obs is
Uðx; y; tÞj ðx;yÞ5Xðx;y;tÞ dt (8) We seek X init , which we find by subtracting the particle's trajectory from its observed location X obs . This equates to a backward advection of the observed position X obs along its streamline to X init over a time t obs (Figures 3b and 3c ). While simple in form, note that the velocity value in (8) is evaluated at time-varying positions along the streamline that depend on the velocity, complicating its analytical solution. We overcome this problem by approximating the integral as a discrete sum:
Uðx; y; t5nDtÞ Á Dt (9) where the velocity becomes the value at the recursively calculated position. We implemented this integration with a simple first-order Euler numerical scheme, with Dt % 5 min, well within the CFL stability criterion. Velocity values were interpolated from the objectively mapped velocity using inverse-square distance weighting [Shepard, 1968] . The accuracy of the method was tested using sequential back and forward time-integration, yielding locations nearly identical to the profile locations.
The results of this procedure are the data positions where they would have been at the beginning of the survey, t 5 0 (Figure 3d ). This is the pseudo-Lagrangian transformation, removing the aliasing due to advection, to present the true, synoptic relative positions of neighboring data profiles at the start of the survey. Note that samples acquired later in the survey could potentially have initially been upstream of samples acquired earlier, if the water velocities moved the sampled water downstream faster than the ship surveyed the current (Figure 3d ). In this situation, the pseudo-Lagrangian-reconstructed ship track will cross itself, giving multiple samplings of the same water parcel.
Analysis of Transformed Map
Having produced the transformed pseudo-Lagrangian positions of the sample data, we can now interpret the ''corrected'' distribution of our tracer. A sequence of back advected positions for SeaSoar Survey 2 Chl-a fluorescence data (Figure 4) shows that while the velocity field is geostrophic and nondivergent, and should not allow for adjacent water masses to cross over each other, the differential timing of sampling produces Positions are back advected for a time t obs from their sampling, to arrive at their inferred initial location (d). Note that a particle sampled later along a streamline can arrive at an initial position upstream of a particle sampled earlier, depending on the flow and the ship's survey speed.
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regions where certain water positions are sampled twice (labeled as crosses in Figure 4d ), or where a later sample reflects water ''upstream'' relative to an earlier sample. Our pseudo-Lagrangian transformation makes it possible to know what regions of sampling are (a) connected in a Lagrangian sense to each other through streamlines, and (b) whether or not samples acquired later in the survey actually represent samples that were downstream of samples acquired earlier in the survey.
Note that resampling of the same water parcel can only occur when the ship is moving in the direction of the flow; Survey 1 was made opposing the flow of the geostrophic jet, while Survey 2 was made in the direction of the jet. Therefore, resampling only occurs during Survey 2. Given our interest in estimating rates of change of a tracer (requiring multiple samples of the same water at different times), from now on we will focus on the high Chl-a feature located in the front during Survey 2. 
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The pseudo-Lagrangian map of the Chl-a fluorescence (Figure 4d) shows the distribution given no local change in Chl-a fluorescence during the survey. In regions where a water mass was sampled twice during the survey (i.e., the survey lines cross in the pseudo-Lagrangian map), we can make a direct comparison, thus creating some two-point time series to calculate the RHS of (1). For the majority of the survey region, however, Lagrangian resampling did not occur. Instead, a physical distance remains between the pseudoLagrangian-transformed water parcels, even though they share a trajectory. Given a stationary velocity field, the physical distance between two profiles that share a streamline amounts to a separation in time. From this perspective, X 2 in Figure 3 comes from an earlier time in X 1 's trajectory. We can use this information to calculate rates of change of the tracer along a streamline.
If the regions sampled twice have significantly different concentrations, then there must be temporal evolution of the tracer. The pseudo-Lagrangian distribution can thus be used to qualitatively gauge whether or not the RHS of (1) is different from zero. For the Chl-a fluorescence distribution (Figure 4d ), the resampling points are unfortunately in regions of low fluorescence, and it is difficult to estimate net changes in Chl-a. The region of high Chl-a fluorescence near E-front shrinks in the along-front direction in the pseudo-Lagrangian transformation, indicating that these observations are both close together and part of a continuous Chl-a feature. Furthermore, the highest Chl-a observations seen in both Survey 1 and Survey 2 (Figure 2b ) are found to the north, even though the surveys were done a month apart and in the opposite directions relative to the geostrophic flow. This result suggests a similar source of high Chl-a water, which can then be followed to calculate rates of change. The along-front decrease in Chl-a in the presence of an along-front flow implies that there must be a sink of Chl-a along the front. This observation of decreasing concentrations of Chl-a in cold filaments has been previously reported in the region [Abbott et al., 1990; Hood et al., 1991; MacIsaac et al., 1985; Jones et al., 1988; Strub et al., 1991] , supporting our contention that Chl-a is decreasing. Therefore, we are now in a position to use the velocity flow field to quantify the rates of change of our tracer.
Calculation of Net Rates of Change of Chl-a
To diagnose how the RHS of (1) evolves during a survey, we need to address the fact that few locations are sampled twice in pseudo-Lagrangian space. To accommodate this, we introduce a simple interpolation scheme to estimate the temporal changes in concentration. Subsequently, we explore sources of variability and error in the rate estimates.
Net Chl-a Growth Rate
Given the variability of biological processes, we want to maximize our use of observed data values at the location and time of collection. To do this, we start with the data locations X obs , i.e., the untransformed tracer field as it was sampled. Rather than integrating backward as in section 3, we move a water parcel X w from the location and time of its initial observation X 1obs ðx 1 ; y 1 ; t 1obs Þ forward in time along its streamline. We advect X w along its streamline for the amount of time it takes until we obtain the next observation along that same streamline, X 2obs ðx 2 ; y 2 ; t 2obs Þ. Note that X w may not have reached the location of X 2obs during this time ( Figure 5 ).
To calculate a net rate, we need two Chl-a estimates from the same water parcel, and the time between samples. The time between samples for our rate measurement is the time elapsed between the two observations on the same streamline, namely Dt 5 t 2obs 2 t 1obs . For the initial Chl-a, we use the objectively mapped value at X 1obs , which we call C 1 5CðX 1obs Þ. The final Chl-a value, C 2 , is interpolated to the location X w ðx w ; y w ; t 1obs 1DtÞ, otherwise known as X w ðx w ; y w ; t 2obs Þ. We now calculate a net specific growth rate, using the equation
To estimate the rate of change of Chl-a fluorescence in the high-fluorescence feature seen at the front in the survey (Figure 4) , we limit our present analyses to trajectories with initial fluorescence values !3 lg Chl-a L 21 . For Survey 2, this results in 156 independent estimates of the net specific growth rate ( Figure 6 ). The calculations provide unusually high-resolution rate estimates over a large spatial region of $1200 km 2 ( Figure 7) , with a mean value of 20.167 day 21 . Given the overall decrease in observed Chl-a fluorescence along the geostrophic jet, the negative value of the mean net growth rate is not surprising. The utility of this analysis lies in the fact that what was previously a qualitative intuition (i.e., that Chl-a fluorescence decreased) has now been quantitatively estimated.
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Error in the Rate Measurement
The previous section's calculation of net Chl-a growth rates is not very useful without some quantification of the error associated with the result. In order to achieve this, here we diagnose in (10) each source of error in turn. There are three pieces of information that are required to calculate r: the initial Chl-a, C 1 , the final Chl-a, C 2 , and the elapsed time Dt.
Since we chose the elapsed time to be based upon the times of our sampling locations, we do not assign an error to this term. The initial Chl-a value is determined from the relative error in the objective map, which has an assumed noise-to-signal ratio of 0.05. This value is indeed reflective of the proportion of the power spectrum selected with the 1 Hz smoothing and binning of the raw 24 Hz fluorescence time series. In using Le Traon's [1990] method, anisotropic fluctuations to the assumed mean are added to the error due to the autocovariance of the tracer field in along and cross-front directions. We therefore get a standardized mean square error for each position in the tracer field, which is directly applied to the initial Chl-a value C 1 . . Calculated net Chl-a growth rates for Survey 2. Red dots indicate the rate estimate, and blue error bars are 95% confidence intervals as determined by equation (14).
Journal of Geophysical Research: Oceans
10.1002/2015JC010898
The final Chl-a value, C 2 , will have not only the error assigned by the objective map, but also an error in the advection scheme in arriving at the correct position. To quantify this effect, we model the spatial misfit with a diffusion-like process. The validity in using a diffusion process to model misfit can be argued for by analyzing conservation of salinity. After conducting the pseudo-Lagrangian transformation from section 3 (and shown in Figure 4 ) on salinity, we use the difference between new mapped salinity and original salinity as a misfit metric. This difference is squared and summed over the map, then normalized by the number of observations. The time series of this misfit (not shown) grows over time in a qualitatively quadratic fashion, similar to particle dispersion at short time scales [LaCasce, 2008] . In the context of E-front, where salinity gradients should be mostly perpendicular to the geostrophic velocities, and salinity is assumed to be conserved, the misfits of salinity should correlate with misfits of position due to error in the velocity field. Therefore, a diffusion model is chosen in determining the velocity error.
A diffusion model requires a determination of the diffusivity, which we do by advecting salinity forward in time. For each rate measurement, there is an associated salinity difference between the observations connected by streamlines. The time T necessary for advection is known. The relevant distance scale, L, is determined moving along the survey line and subsequently identifying the position that matches the original salinity. The apparent diffusivity, j, can be found by the following relation: Journal of Geophysical Research: Oceans
The estimates of j arrived at by advection of salinity has a fat-tailed distribution, and we choose the median value of 120 m 2 /s to represent the velocity misfit.
Taking the observation C 1 at the point X 1obs as a discrete point whose position is known with certainty, we represent the probability distribution of its initial location as the Dirac delta function. This distribution has many useful properties, including the fact that its integral over all space is one, making it appropriate to use as a pdf. Using the Dirac delta function as the initial condition at X 1obs , the subsequent probability distribution of position as a function of time Dt is
Equation (12) gives the probability distribution for the cross-streamline location of a water parcel starting at X 1obs that is advecting along a streamline assuming a velocity error modeled by diffusion. Given the elapsed time Dt, one can calculate a probability density function for positions on either side of the water parcel centered at X 1obs (Figure 8 ), and we here select the distances corresponding to 95% confidence intervals.
Inclusion of the diffusion-like model produces two displacements representative of velocity error. Evaluating Chl-a at these two locations, their relative difference from C 2 produces a similar 95% confidence interval in the variability of C 2 . Normally, the error from the objective map would be included in the range of these Chl-a values, but in practice for our application, the modeled diffusion variance was an order of magnitude larger than the objective map's, and so the objective map error is ignored for C 2 .
Armed with the variances for both C 1 and C 2 , we now return to the rate calculation. Multiplying (10) by Dt, which we assume to be known, and splitting the numerator, we arrive at
Through this manipulation, the only portion with error is the ratio C 2 /C 1 , since by definition C 1 /C 1 will be equal to 1. The probability distribution for ratios of Gaussian variables is provided by Hinkley [1969] and becomes with z being C 2 /C 1 , standard errors r 1 ,r 2 , means l 1 , l 2 , and correlation q, with the definitions Figure 8 . Diffusion-like model used for rate measurement error. The location probability distribution begins as a delta function at t 1obs , and sequentially spreads according to equation (12) until t 2obs .
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The standard error and means change with each rate measurement, and the correlation was found for the 156 measurements to be 0.91. With the ratio pdf calculated, we finally arrive at the ability to find 95% confidence intervals for our ratio measurements. Taking these values, subtracting one and multiplying by the observation's Dt gets the confidence interval for each rate, which we display in Figure 6 , with the rates presented in increasing order for visual comparison. Out of 156 points, 64% are found to be significantly less than zero, with none found to be significantly greater than zero.
Through the adoption of a diffusion-like model to account for error in the velocity field, it is thus possible to quantify to what extent the pseudo-Lagrangian method produces meaningful rates for a given application.
Comparison to Traditional Rate Measurements
The pseudo-Lagrangian approach to estimating net rates from tracer data will be a valuable tool in evaluating tracer evolution in conjunction with other, more traditional methods. Since measured tracer concentration reflects all the processes that occur in a water parcel, the net rates derived from our described method provide a rate ostensibly comparable with a total budget of rate measurements based on individual mechanisms. Examples of traditional rate measurements affecting phytoplankton include: dilution experiments to quantify phytoplankton growth and microzooplankton grazing [Landry and Hassett, 1982] , mesozooplankton gut fluorescence data to determine mesozooplankton grazing [Mackas and Bohrer, 1976; Kiørboe et al., 1985] , and sediment traps to estimate vertical flux of particulates [Knauer et al., 1979] . Apart from the growth measured in dilution experiments, most of these observations quantify loss terms in the RHS of (1). Therefore, rate estimates from any of these traditional methods, which inevitably leave out some loss processes, should be slightly more positive than the rate found by the pseudo-Lagrangian method, which implicitly includes them all.
Additionally, careful attention must be paid to confounding effects of these individual rate measurements. For example, the bottle incubations used in dilution experiments exclude mesozooplankton grazers, and so the estimated net growth rate includes a possible predation release from mesozooplankton. Further problems arise comparing biological data from localized water parcels to data reflecting integrated quantities, for example, comparing bottle dilution rates with vertical plankton tows for mesozooplankton grazing. While these different methods lead to biological rates of similar units (e.g., day 21 ), it is impossible to assume a priori that these rates should be comparable such that they can be linearly added and subtracted to match up to a total net rate as calculated in the pseudo-Lagrangian method.
In our present use of the pseudo-Lagrangian technique, we use an ensemble approach wherein all observations of sufficient Chl-a are used to estimate net changes of tracer concentration. Therefore, values from various depths but belonging to the same high Chl-a feature are used. In this case, vertically integrated rate measurements, such as mesozooplankton gut fluorescence tows, should be comparable with the pseudoLagrangian rate, assuming that grazing can be equally applied across the feature. Localized measurements, such as dilution rates, should be compared with pseudo-Lagrangian rates measured from observations at the same depth. Calculating the relative variance of net growth rates from both constant-depth and integrated perspectives can provide an avenue to account for the bias of methodology in traditional rate measurements.
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Due to the experimental layout of the E-Front cruise, the only experimental rate estimates that were spatiotemporally close to the second SeaSoar survey were the mesozooplankton gut fluorescence data. These data were collected and processed as described in Landry et al. [2009] . The mesozooplankton grazing rate for our feature averages to 20.3 day 21 (M. D. Ohman, personal communication, 2015) . These values compare well with some of the pseudo-Lagrangian observations, though the majority are significantly more positive than 20.3 (56%). While strong grazing provides a mechanism for the overall decrease in Chl-a, the magnitude suggests that some positive contribution to the RHS of (1) is present, such as in situ growth of Chl-a. A rigorous and quantitative comparison of pseudo-Lagrangian and experimentally derived rates, however, is beyond the scope of this study.
Discussion
The methods outlined above provide two results: (1) a transformed pseudo-Lagrangian map of sampled data that reflects more accurate relative positioning of samples obtained in a moving fluid, and (2) a distribution of estimated rates of change of tracer concentration to quantify the RHS of (1). The most significant assumption necessary in our analysis is the presence of a stationary, geostrophic velocity field. We quantified the possible contribution of ageostrophic vertical upwelling or subduction through the omega equation and determined that it was small enough to ignore for our present analysis. However, incorporating these effects with others, such as wind forcing or Stokes drift, would help to assess their contribution to the observed decrease in Chl-a. Without direct measurements, some of these effects are difficult to incorporate into our velocity field in a consistent manner. Progress is being made on understanding the impact of these phenomena upon ocean fronts [McWilliams and Fox-Kemper, 2013] , and we plan to address this issue in the future. Given these dynamical omissions, our present use of the geostrophic velocity field still yields useful insights.
The pseudo-Lagrangian transformation allows for a better interpretation of a given sampling distribution, and is a useful way to reorganize survey locations into a single, consistent snapshot (Figure 4d) . Without the transformation, we would not know the extent of resampling that occurred in the western portion of Survey 2. Generally speaking, this remapping of the survey conducted in the direction of the dominant flow produces regions that allow point-to-point comparisons for quantifying the RHS of (1). Unfortunately, in our data set, this was not possible due to the very low Chl-a concentration there. We also used the pseudo-Lagrangian map to interpret whether the Chl-a concentrations were static over time. A differencing of the transformed map with the original distribution, though of possible use qualitatively, cannot be used directly for rate estimates due to the overlapping of measurements from different times. We therefore use our forward-advecting methodology to estimate rates.
The application of our rate estimation methodology to E-Front yields spatially resolved rates of change of our chosen tracer, Chl-a fluorescence. What is at first visually obvious from Figure 2d -a general decrease in Chl-a along the front-has now been quantitatively estimated from ensemble observations. The usual field methods for estimating such rates (e.g., in situ dilution methods or primary productivity measurements) require first identifying the feature, returning to it, and incubating experimental flasks on a platform that follows the flow. The result is a single point measurement, obtained through a great deal of effort both on the ship and subsequently in the lab. By selectively choosing our Chl-a threshold and focusing on the highfluorescence region, we obtained 156 estimates of net growth rate within this feature. Together, these estimates yield a range of rates comparable to those estimated from gut fluorescence, and well within the range of rates observed in other studies of our region [Landry et al., 2009; Li et al., 2010 Li et al., , 2011 .
One practical consequence of our analyses is that the survey direction relative to the flow matters. As previously mentioned, sampling in the direction of the geostrophic jet allows for identification of resampled water parcels. Though these regions were not used in our analysis, the fact remains that resampling of water parcels would not occur in a survey conducted upstream, where all later observations would always come from water parcels located farther upstream. Thus, in light of the pseudo-Lagrangian transformation, planning a ship track designed for biogeochemical tracer rate analysis would dictate a downstream sampling strategy.
Another consequence of sampling direction is the sharpening and weakening of observed tracer gradients. Figure 4) , and hence produce reduced magnitudes of the net growth rate. Our conclusion of a nonzero rate of change is thus conservative. Rixen et al. [2001] pursued an approach whereby dynamically active tracers (temperature, salinity, and density) were advected and used in a new calculation of geostrophic velocity and tracer fields. This was done iteratively until convergence was reached. While this approach is useful for creating a self-consistent density and geostrophic velocity field, there is no equivalent way to sequentially alter and correct data from biogeochemical tracers, which do not impact the physical dynamics.
Throughout this study, we have made reference to calculating net tracer growth rates. This nomenclature requires some clarification. First, our use of Chl-a fluorescence means that the calculated rates are exactly that: the rate of change of Chl-a. Chlorophyll is not directly useful in quantifying phytoplankton biomass or carbon [Kruskopf and Flynn, 2006] , and so the change in chlorophyll does not translate into a change in the population or organic carbon per se. However, many of the rate measurements mentioned in section 4.3 measure chlorophyll, and so measureable ecological rates, such as grazing, can be expressed as the rate of removal of Chl-a. The ability to compare this methodology with other traditional methods by using the same tracer is of primary importance; if one wishes to express changes in biomass or carbon, then direct measurements are necessary. Second, the word ''net'' in net tracer growth reflects how this method measures the change due to all the biological processes on the RHS of (1) acting at once, i.e., growth, grazing, sinking, swimming, etc. Other in situ measurements of rates isolate and resolve only certain ecosystem processes. As a result, our method produces a quantitative rate budget constraint that must be satisfied when compared to all other ecosystem processes affecting Chl-a.
Looking at the spatial map of net growth rates as determined by advection only (Figure 7) , there are visible gradients in the rate measurements, with rates located in the western part of the feature having higher absolute values than those to the east. If the high Chl-a feature was indeed evolving as a whole, one might expect zero spatial gradient. This gradient may arise from errors in our geostrophic velocities following the true trajectory of the feature, where values near the edge may erroneously wander in and out of the distribution. There is no immediate way to remedy this situation, apart from including more complicated and accurate physical processes. Regardless, the range of rate values found in our spatial map are reasonable and the possible variability due to advective error equivalent to other in situ observations [Landry et al., 2009; Li et al., 2010 Li et al., , 2011 .
Conclusions
The pseudo-Lagrangian approach described here provides a powerful tool for analyzing biogeochemical tracer fields from spatial surveys. Though the notion of utilizing Eulerian velocity fields to advect Lagrangian positions is not novel, here we take advantage of what is usually considered a limitation: the nonsynopticity of ship sampling. A ship can be only in one place at one time, while the fluid is simultaneously moving, and advecting tracers with it. Thus, ship surveys always alias the spatial distributions of properties. Here in a situation where the physical dynamics can be considered quasi-stationary, we utilize these time-aliased observations to systematically produce estimates of short-term tracer dynamics.
The tracer transformation in section 3 allows for reanalysis of observations to determine whether the RHS of (1) is nonzero, that is, whether there are local rates of change of the tracer not driven by advection. In phytoplankton communities where large rates of growth and mortality often cancel to create a near balance of the RHS of (1), determining its sign and difference from zero is often nontrivial [Jickells et al., 2008] . By removing the effects of advection, an investigator can now determine whether certain observations are replicates of the same water parcel, and where temporally distinct observations originated relative to each other in space.
The applicability of the pseudo-Lagrangian transformation requires satisfying several conditions. In regions where high-frequency water movements dominate local flow and create essentially stochastic noise overlying a weaker mean circulation, such as nearshore coastal regions, the lack of deterministic knowledge of the flow field makes pseudo-Lagrangian advection impossible to implement. Considering the size and speed of research vessels, the physical features most amenable to pseudo-Lagrangian analyses would be Journal of Geophysical Research: Oceans 10.1002/2015JC010898 mesoscale regions, such as fronts and eddies, that are largely in geostrophic balance and are relatively stationary during the survey period.
A further limitation of the method is that the biogeochemical tracers of interest must be able to be rapidly sensed by a towed platform to create the objectively mapped field. For example, the SeaSoar deployment in this study contained a fluorometer, transmissometer, and oxygen sensor. While some measurements can be used as proxies for other desired variables (such as dissolved oxygen in calculating aragonite saturation) [Alin et al., 2012; Bednar sek and Ohman, 2015] , other quantities still require intense sampling and possible postprocessing in the lab. Recent development of remote sensing equipment for difficult biogeochemical measurements such as pH [Martz et al., 2010] and alkalinity [Spaulding et al., 2014] will allow for their eventual inclusion in more ambitious deployments. Currently, large-scale programs, such as Argo [Freeland et al., 2010] , are driving instrument development toward autonomous and low-power miniaturized devices. Towed instruments do not have such a power limitation, providing a deployment platform for new instruments before they are optimized for autonomous vehicles. Data acquired by these new technologies on platforms such as SeaSoar could benefit from the methodology outlined here to provide spatially resolved rate estimates not currently available.
The tracer rate analysis method presented here also allows for quantifying the dynamics underlying observed tracer distributions. Still, the analyses must be carefully interpreted. First, the limitations of a given tracer must be recognized. Though Chl-a fluorescence is often used as a proxy for phytoplankton biomass, we strictly discourage interpreting our Chl-a net growth rates as a change in biomass or carbon, and limit conclusions to factors directly affecting Chl-a. Additionally, the separate terms on the RHS of (1) cannot be distinguished from each other using our technique: we obtain a net rate resulting from all the possible processes in (1). The net rate calculated from these in situ observations complement the traditional, difficult biogeochemical rate measurements that can separate the various processes on the RHS of (1) (e.g., growth and grazing rate measurements, sinking fluxes from sediment traps, etc.) by providing estimates for the overall rate balance.
In conclusion, our pseudo-Lagrangian scheme provides a method to remap observational data to remove aliasing due to advection, and produces high-resolution estimates of net rates over spatial scales that are not achievable using traditional methods of direct observation. The limitations of the pseudo-Lagrangian method arise mainly from undetermined physical flows, and the suite of tracers available for towed deployment. Extension of the technique's applicability is possible through advances in instrument development. Used as a complementary data set to more traditional analyses at sea, the pseudo-Lagrangian technique provides a large set of independent observations to compare with the usual syntheses of disparate measurements used to calculate ecological and biogeochemical budgets.
