Abstract. We prove various estimates that relate the Ginzburg-Landau energy
introduction
In this paper we establish some estimates that provide a basis for quantitative versions of Γ-limit theorems and associated compactness results relating the Jacobian J(u) (see (2.9) for the definition) and the Ginzburg-Landau energy Here, and throughout this paper, Ω is a bounded, open subset of R 2 and u ∈ H 1 (Ω; C).
quantitative compactness.
A typical compactness result of the sort we seek to quantify states that if {u ε } ε∈(0,1] is a sequence of functions such that
then {J(u ε )} is precompact in suitable weak topologies, including for example in the W −1,1 (Ω) norm; and moreover, every limit of a convergent subsequence is a measure of the form
for some a = (a 1 , . . . , a n 0 ) ∈ Ω n 0 and d i ∈ {±1} n 0 , with n 0 ≤ M π . This is a simple special case of results proved in [7] , [1] .
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A quantitative version of such a result would give an estimate, for an arbitrary u ∈ H 1 (Ω; C) in which the distance (in W −1,1 say) between J(u) and the set of measures of the form π n i=1 d i δ a i is controlled by the Ginzburg-Landau energy E ε (u).
We have two main results in this direction. The first is Theorem 1. There exists a constant C such that for any bounded, open Ω ⊂ R 2 , any u ∈ H 1 (Ω; C), any ε ∈ (0, 1], and any n > 1 π| ln ε| Ω e ε (u) dx − 1, there exist an integer n 0 ≤ n, points a 1 , . . . , a n 0 ∈ Ω, not necessarily distinct, and d 1 , . . . , d n 0 ∈ {±1} such that (1.4)
Ω e ε (u) dx exp 1 π(n + 1) Ω e ε (u) dx .
Theorem 1 implies in particular that if u ε is a function satisfying (1.2), then for n > M π − 1, there exist a i , d i as above such that
For M, n fixed, we demonstrate in Lemma 18 that the scaling in ε is almost optimal; that is, for fixed M, n, we construct sequences of functions that satisfy (1.2) (up to error terms that are negligible as ε → 0) and such that inf a i ∈Ω,|d i | ≤1
for all ε ∈ (0, 1].
In particular, if (1.2) holds with M ≈ π, then for n = 1, the best we can hope for is (1.5) inf a∈Ω,|d|≤1
Our second quantitative compactness result shows that a much stronger estimate is possible if we impose an additional hypothesis to the effect that J(u) is reasonably close to an isolated point mass. By restricting our attention to a neighborhood of this point mass, it suffices to consider an open ball U r in R 2 of radius r. In the statement of the theorem, and throughout much of this paper, we use the notation (1.6) K 0 = K 0 ε,r (u) = Ur e ε (u)dx − π ln r ε .
(We will always write simply K 0 , suppressing the dependence of K 0 on u, ε, r.) Theorem 2. There exists an absolute constant C such that if r > ε and u ∈ H 1 (U r ; C) satisfies (1.7) J(u) − πδ 0 Ẇ −1,1 (Ur) < r 4 , then there exists some ξ ∈ U r/2 such that
for some small number s ε ? In a sequel [8] to this paper we prove that if d i = ±1 for all i, and if s ε is sufficiently small compared to ρ ξ := min{min i =j {|ξ i − ξ j |, min i {dist(ξ i , ∂Ω}}, then
where W (ξ, d) is the renormalized energy introduced by Bethuel, Brezis, and Hélein [2] , and I(ε, 1) ≈ π ln 1 ε is defined in (6.1). The constant C depends on the domain Ω. and the lower bound is sharp up to errors of the same order of magnitude. The leading-order terms in (1.11) are sharp in that there exist u satisfying (1.10) with s ε = Cnε(1 + ).
The full version of (1.11) in [8] includes additional positive terms on the righthand side and is valid for arbitrary n 0 ≥ 0. The scaling of the error terms in (1.11) is not optimal. This should be compared with estimates in [5, 10] which show that for a sequence of functions u ε ,
ε→0 Ω e ε (u) dx − n 0 I(ε, 1) ≥ W (a, d), (1.12) if ξ i = ξ j whenever i = j. Estimate (1.11) as proved in [8] establishes a quantitative analog of (1.12), with error estimates, valid for a fixed function rather than a sequence.
The final main result of this paper is in effect the basic case of the above estimate (1.11) , when the domain Ω is an open ball U r of radius r, and ξ is the center of the ball. In this situation we show that the error terms are bounded by where J (u) denotes the modified Jacobian as defined in (2.15 ).
This result is proved in Section 6. We remark that the proof of (1.11) in [8] relies very heavily on Theorem 3 from this paper.
1.3. other remarks. Throughout this paper we mostly use theẆ −1,1 norm, defined in (2.3), when formulating Jacobian estimates. Once estimates inẆ −1,1 are established, one can use interpolation arguments to obtain estimates in certain other negative Sobolev norms or in dual Hölder norms; an example of this sort of argument is given in the proof of Lemma 15.
We conclude this introduction by describing some aspects of our proofs and sketching the organization of this paper:
We introduce notation and recall some background concerning the Jacobian and modified Jacobian in Section 2.
The proofs of Theorems 1 and 2 occupy Sections 3 through 5. Both these theorems are proved by constructing families of balls (sometimes called "vortex balls") in which the Jacobian J(u) of a given function u is concentrated, and then converting information about these vortex balls to estimates of the form (1.4), (1.8), etc. The techniques we use for obtaining Jacobian estimates from the vortex ball constructions rely on arguments developed by [1] , [12] for example. The main new point, particularly in the proof of Theorem 2, is in the construction of vortex balls, which implements a number of improvements over earlier such constructions as introduced in [11] , [6] . Various attributes of the resulting vortex balls (for example, the sum of the radii) scale in an optimal way as the parameter ε varies, and this makes it possible to deduce from the vortex balls estimates with sharp or almost-sharp scaling.
Techniques used in the construction of vortex balls are introduced in Section 3. These are used to give the proof of Theorem 2 in Section 4 and Theorem 1 in Section 5. In both cases we also prove some some additional estimates, in which we show that the norms in (1.4), (1.9) can be strengthened if one modifies the domain slightly; see Theorem 2 and Theorem 1 for the precise statements. These technical refinements are very useful in applications in [8] .
In Section 6 we prove the energy lower bound of Theorem 3, as described above. The main point is to show that a given function u ∈ H 1 (U r ; C) can be modified to create a new functionũ such thatũ = e iθ on ∂U r , and with E ε (ũ) − E ε (u) controlled by J(u) − πδ 0 Ẇ −1,1 (Ur) . This control requires both upper bounds on E ε (ũ), and lower bounds on E ε (u). The former are derived essentially by explicit calculations, using the exact form of the construction ofũ, whereas the latter rely on arguments developed in the earlier part of the paper.
The final section contains two examples that prove the optimality and nearoptimality of the localization theorems.
notation and background
. We denote open and closed balls, respectively by the notation U r (x) := {y ∈ R 2 : |x − y| < r}, U r := U r (0), We speak of the functions that we consider as C-valued rather than R 2 -valued, mainly because in explicit calculations it is often convenient to use the multiplicative structure of C. However, in practice we are not completely consistent, as for example when we write J(u) = det ∇u; here we think of ∇u as a real 2 × 2 matrix. We believe that this abuse of notation does not lead to any ambiguity anywhere.
For an open set U ⊂ R n and a closed set Γ (typically a subset of ∂U ) we use the notation
or more precisely the closure in W 1,p (U ) of the set of smooth functions that vanish on Γ. For Γ = ∅ we use the convention that W
We also define the dual norms (2.2)
In this paper we will only consider µ Ẇ −1,q
and µ a (finite signed) measure; in this situation µ Ẇ −1,q Γ (U ) is always finite, by the Sobolev Embedding Theorem and the Riesz Representation Theorem. Note that these norms scale nicely if µ, Γ, and U are all dilated. We use special notation for certain norms that are employed frequently throughout the paper:
for every measure µ on every open set U .
Throughout this paper we implicitly sum over repeated indices.
We write H 1 to denote 1-dimensional Hausdorff measure. For a = (a 1 , . . . , a n ) ∈ Ω n , define
Define Ω n * := {(a 1 , . . . , a n ) ∈ Ω n : ρ a > 0}. And given a ∈ Ω n * , we will use the notation
) . We will sometimes write Ω r when no confusion can result.
where I denotes the imaginary part. If we write u locally in the form u = ρe iφ for real-valued ρ, φ, then one easily checks that
It is also useful to observe that
For u as above we next define the Jacobian (2.9)
Note that the 2-form J(u) dx 1 ∧ dx 2 is the pullback by u of the standard volume form on C ∼ = R 2 . It is often useful to define J(u) and j(u) in terms of differential forms, particularly in higher dimensions.
If |u| 2 is constant in an open subset V of Ω, then u i x j u i = 0 in V , so that 0 is an eigenvalue of ∇u. Thus (2.10) if |u| is constant in V , then J(u) = 0 a. e. in V .
degree.
Given Ω ⊂ R 2 and u ∈ H 1 (Ω; C), suppose that V is an open subset of Ω with Lipschitz boundary and that there exists α > 0 such that |u(x)| ≥ α for H 1 a. e. x ∈ ∂V . Then the degree is defined by
Here τ denotes the unit tangent to ∂V , with the standard orientation. For a proof that this definition makes sense for u ∈ H 1 (Ω; C), see Brezis and Nirenberg [4] . If |u| vanishes on ∂V then deg(u; ∂V ) is not defined. Note that we can use Stokes' theorem and the identity J(u) =
From (2.11) one can check that if V 1 , . . . , V k are pairwise disjoint open sets, then
whenever both sides are well-defined. An important property of degree (see again [4] ) is that (2.14) if u is continuous in V and deg(u; ∂V ) = 0, then u has a zero in V .
2.4. modified Jacobian. Following Alberti, Baldo and Orlandi [1] , we introduce the modified Jacobian J (u), defined by
where
is a smooth function with support in [0, 1/2), and such that R 2 ζ(|y|) dy = π. In other words, the 2-form J (u) dx 1 ∧ dx 2 is the pullback by u of ζ(|y|)dy 1 ∧ dy 1 . The choice of ζ implies that
so that J (u) is more concentrated than J(u). In addition, the following lemma implies that J (u) is close to J(u) if e ε (u) is not too large.
, lemma 3.6) There exists a constant C such that for any bounded, open Ω ⊂ R 2 and any u ∈ H 1 (Ω; C), the estimate
holds.
The constant C above depends on the exact choice of the auxiliary function ζ appearing in the definition of J (u) but is independent of the domain Ω. It follows from standard facts about degree that
machinery for lower bounds
We will obtain bounds on the Jacobian by constructing collections of balls that contain the set {|u| ≤ 1/2}, and such that the radii and degree of these balls are controlled by the Ginzburg-Landau energy. These sorts of argument originate in [11] , [6] and have since been extensively developed.
In this section we recall some of this machinery and adapt it to our current needs. These adaptations will later permit us to produce collections of vortex balls that are optimal in certain ways.
3.1. some notation. In these arguments it is convenient to work with functions u ∈ H 1 that are continuous. This can always be achieved by an approximation argument.
We will use the notation
for the set where u is small. (We will always suppress the dependence of S on u.) The essential part S E of S is defined to be
For u continuous, S is closed and consists of finitely many connected components, so the definition of S E makes sense. If V is an open subset of Ω such that ∂V ∩ S E = ∅, we define the essential degree of V , denoted dg(u; ∂V ), by
From the definitions one can easily check that (3.4) deg(u; ∂V ) = dg(u; ∂V ) whenever |u| > 1/2 on ∂V .
The essential degree shares certain key properties of the degree, to wit: 
where c 0 is an absolute constant, independent of u and ε. In addition, if dg(u; ∂B s (x)) is well-defined and nonzero, then
Finally, if ε ≤ s 0 and dg(B s (x)) is well-defined and nonzero for all s 0 < s < s 1 , then (3.9)
As a result of (3.7) and (3.8), there exists some
1 We recall the idea: Let ρ := |u|. Writing e ε (ρ) =
and using the inequality
To deduce (3.7), take the infimum over M ≥ m and rewrite suitably. Hölder's inequality and (2.11) imply (3.8) . The definition of λ ε in (3.10) is such that
; as a result, (3.9) follows from (3.7), (3.8) .
if either m ≤ 1/2 or d(B r ) = 0. We will need to use some elementary properties of Λ ε :
And second, there exists c 2 > 0 such that if r 1 , . . . , r m ≥ ε then
We will later construct "vortex balls" with energy is bounded below by Λ ε (radius). The inequality (3.13) quantifies the intuition that many small balls (with radii r j ) have more energy than one large ball (with radius j r j ). It is used the proof of Theorem 2 .
Proof. Since λ ε is a decreasing function, one sees by inspection that
This is (3.12). Next, given r 1 , . . . , r m ≥ ε, assume for concreteness that r 1 = max{r j }, and set r 0 := 0,
The j = 1 term does not contribute. In the other terms, using the definition (3.10),
It is easy to see that R j−1 /(R j + c 0 ε) ≥ 1/(2 + c 0 ), using the facts that r j ≤ r 1 ≤ R j−1 for j ≥ 2 and r j ≥ ε for all j. Thus there exists some c 2 such that
for all j ≥ 2. Now the argument used to prove (3.12) shows that
In the constructions that follow, we will need
is a collection of balls in the plane, then there exists a collection of pairwise disjoint balls
The easy proof is left to the reader, or can be found in [6] for example.
3.3. coverings of S E . In this subsection, we construct families of balls that cover the set S E , as defined in (3.2). We restrict our attention to functions in C ∩ H 1 (Ω; C) (ie, continuous functions in H 1 ) to avoid any subtleties in the definitions of S E and the essential degree dg.
We first quote a result that supplies an initial covering of S E , and then we expand and merge these balls to construct families of larger balls with certain desirable properties.
The starting point of the construction is provided by the following lemma 2 , from [6] , Proposition 3.3:
, with radii r 0 j and centers x 0 j , such that S E ⊂ ∪B 0 j , r 0 j ≥ ε for all j, and (3.14)
where C is a universal constant.
Referring to notation from Lemma 5, let 
2 The idea of the proof is as follows: Around each component S i of S E , place a small ball of radius max{ε, diam S i }. Note that
This implies (3.14) for any ball with radius less than 2ε. For larger balls, (3.14) follows from (3.7). If two or more balls intersect, they can be combined into larger balls, with the Besicovitch covering theorem used to control the overlap and preserve (3.14).
If we take σ = τ then the right-hand side of (3.19) reduces to Λ ε (r τ k ); estimates much like this appear in [11] , [6] , etc. The new terms are the ones involving the smaller balls B σ j . These capture additional energy that is present if many of these small balls are "swallowed" by a larger ball B τ k ; note that these terms are always nonnegative, due to (3.13).
Proof. 1. Let
Lemma 5 guarantees that σ 0 ∈ C, with B σ 0 = B 0 so that C is nonempty. 2. We now claim that if τ 0 ∈ C then [τ 0 , τ 0 + δ) ⊂ C for some δ > 0. For δ sufficiently small, to be chosen, and τ < τ 0 + δ, we define k(τ ) = k(τ 0 ), and
j=1 , where B We take δ to be so small that the balls thus defined remain pairwise disjoint for τ < τ 0 + δ, and such that none of the expanded balls intersect ∂U . We now verify that (3.18), (3.19) hold for all σ 0 ≤ σ ≤ τ , for every τ ∈ (τ 0 , τ 0 + δ); it is clear by construction that all the other required properties of the balls are satisfied.
If
This is exactly (3.18) in the case τ 0 ≤ σ ≤ τ < τ 0 + δ, since by construction B σ k is the unique ball from the collection
k , so (3.18) follows from combining (3.21) (with σ replaced by τ 0 ) and (3.18) (with τ replaced by τ 0 ).
We deduce (3.19) by noting that it follows from (3.18) together with the
For σ ≤ τ 0 , this holds by taking τ = σ in (3.18). For σ ∈ (τ 0 , τ 0 + δ), it holds by taking (3.21) with τ replaced by σ and σ replaced by τ 0 . This shows that [τ 0 + δ) ⊂ C as claimed.
3. We next claim that if [τ 0 , τ 1 ) ⊂ C, then τ 1 ∈ C. Together with our earlier claim, this will show that C = [σ 0 , ∞), completing the proof of the lemma. To do this, start by defining balls with radius r τ 1 j exactly as in (3.20), which we designate {B τ 1 j }. These balls satisfy (3.18), (3.19) for all σ ≤ τ 1 , but they may fail to be pairwise disjoint. If this is the case, use Lemma 4 to form larger, pairwise disjoint balls {B τ 1 k } with the property that r
Using (3.12) and the fact that (3.18), (3.19) already hold for eachB
3.4. covering of S. In this subsection, we present a procedure that produces a collection of balls complementing the one from Lemma 5. Unlike that lemma, the balls here cover all of S, rather than just S E . However, due to poor control over the energy on very small balls, this lemma does not provide a suitable starting point for the expand-and-merge algorithm of Lemma 6. Thus both procedures are needed.
The constant in (3.23) is independent of Ω, ε, and Ω e ε (|u|).
Proof. For the proof we write ρ := |u|. (In fact the lemma is really a statement about nonnegative functions.) Note that
|1 − ρ 2 | |∇ρ|, and so
by the coarea formula. In particular,
As noted by Sandier [11] , for any open subset A ⊂ U ,
This is easy to see if A is connected, and the general case is a straightforward consequence. Note that s → H 1 ∞ ({x : ρ(x) < s}) is an increasing function, so for any α ∈ (0, 1),
dx, which immediately implies that there exists a collection of balls B 0 covering {x : ρ(x) ≤ 1/2} and satisfying (3.23). In view of Lemma 4, these balls can be taken to be pairwise disjoint.
localization of Jacobian near a single vortex
In this section we prove Theorem 2. In fact we prove a result that gives a bit more information. The two additional conclusions recorded here assert, first, that the energy density is concentrated around a point where the Jacobian concentrates; and second, that by perturbing the ball U r slightly, we can obtain a ball U s with s very close to r, on which a stronger estimate than (1.9) holds. The stronger estimate we seek is
This is an improvement over (1.9) in that the Lip * norm allows for test functions that do not vanish on ∂U s . We will prove Theorem 2 . There exists an absolute constant C such that for any u ∈ H 1 (U r ; C) satisfing (1.7), if we write K 0 = Ur e ε (u) dx − π ln r ε as in (1.6), then there exists a point ξ ∈ U r/2 such that (1.8) and (1.9) hold. In addition, for any τ < r − |ξ| and ε ≤ σ < τ ,
{s ∈ [σ, r] : (4.1) above holds for U s } has measure at least r − σ − 2s ε , and in particular is nonempty.
Remark 1. It is easy to see from the proof that the conclusions still hold if the hypothesis (1.7) is replaced by the condition
We interpret the theorem as asserting that J(u) is localized near the point ξ.
By interpolating between the easy estimate J(u)−πδ 0 C 0, * ≤ C(1+ ∇u * for all 0 < γ ≤ 1, and by the Sobolev embedding theorem these imply estimates inẆ −1,q for all 1 ≤ q < 2. We do not record such a result here, but we will prove and use something in this spirit in Section 6.2.
The conclusions of the theorem are trivial for K 0 ≥ π ln r ε , since then for example the right-hand side of (1.8) is larger than the right-hand side of (1.7). Thus in the proof we may assume without loss of generality that K 0 ≤ π ln r ε . The statement of the theorem is invariant under the rescaling
where u r (x) = u(rx). Thus we will fix r = 1 in all subsequent argument in this section. In view of the above invariance, this does not entail any loss of generality.
Since we are working on the ball of radius 1, the assumed bound
Also, since our arguments all focus on U 1 with r = 1, we feel free in the remainder of this section to let r denote a parameter unrelated to the r in the statement of the theorem. The main part of the proof involves obtaining a detailed description of a collection of vortex balls that cover the set S. We will prove:
, and define K 0 as in (1.6). Then there exists a collection of balls
for an absolute constant C. Moreover, the center ξ of B * * 1 satisfies |ξ| < 1/2. For the proof we need the following, which improves upon [5] , Lemma 3.2.2.
Lemma 8. There exists C > 0 such that if ε < 1 and u ∈ H 1 (U 1 ; C) satisfies (1.7) and (4.4), then
Proof. Recall from (2.16) that the modified Jacobian J (u) is supported in S.
Also, Lemma 7 and (4.4) imply that (4.11) |{0 < r < 1 : B r ∩ S = ∅}| ≤ Cε| ln ε|.
It follows from Lemma 1 and (4.4) that that
Now consider a test function of the form φ(x) = f (|x|) for Lipschitz f : R → R with f (1) = 0, and note that for such φ,
It therefore follows from (4.12) that
+ C| ln ε|. The conclusion follows from combining this with (4.10) and (4.11).
We now present the Proof of Proposition 1. Step 1. In this step we construct a collection of balls B * satisfying (4.5) with S replaced by S E as defined in (3.2); (4.6) with the degree replaced by the essential degree dg (u; ∂B * j ); and (4.7). For σ ≥ σ 0 , let {B σ k } be the family of balls generated by Lemma 6, where σ 0 is defined in (3.15). We will eventually define B * to be {B
Step 1a First consider τ = σ 0 , and recall that B σ 0 = B 0 as constructed in Lemma 5. From (3.14) and (4.4) it follows that r 0 j ≤ Cε| ln ε|. Also, (4.9) and (1.7) imply that for ε sufficiently small, there exists r < 1/2 such that |u| > 1/2 on ∂B r , deg(u; ∂B r ) = 1, and ∂B r ∩ B To achieve this, fix any τ > 1, and assume toward a contradiction that r τ j ≤ 3/8. Then, in view of (4.9), we can find some r < 1 such that |u| > 1 2 on ∂B r , deg(u; ∂B r ) = 1, and ∂B r ∩ B τ j = ∅ for all j. Exactly as in (4.13) 
Step 1b. We next use the refined vortex balls estimate of Lemma 6 to show that
The first inequality follows immediately from (3.19) so we must only prove the second. To do this, note that for any σ 0 ≤ σ < τ ,
From (4.14) we infer that Λ ε ( r τ i ) ≥ π ln 1 ε − C when τ > 1, so we have established (4.15).
Step 1c. We now set σ = σ 0 in (4.15) to get improved bounds on the initial collection of balls. Since according to Lemma 5 
Cε
, for each j, after remembering the definition (3.10) of Λ ε we obtain
This implies that
. Finally, since we have shown in
Step 1a that there is at least one ball, say B Step 1d. As a further consequence of (4.15), note that together with (3.13) it yields Step 1a there is exactly one ball with center ξ ∈ B r/2 and nonzero degree.
Step 1e. Fix σ 1 = C e K 0 /π ε, for C larger than the constant C in (4.16), and let B * := {B
follows from the fact that
This asserts that as we increase σ from its initial value σ 0 , the increase in the sum of the radii is bounded by the number of balls k(σ 0 ) in the initial collection (which provides an upper bound for the number of balls in all subsequent collections) multiplied by the increase in the parameter σ. This is easily verified by inspecting the algorithm of Lemma 6 used to generate the balls.
Finally, we must show that after the balls are relabelled in a suitable way, (4.18) dg(u; ∂B * 1 ) = 1; dg(u; ∂B * j ) = 0 for all k ≥ 2 such that B * j ∩ ∂U 1 = ∅, and the center ξ of B * 1 satisfies |ξ| < 1/2 To do this, let r < 1/2 by any number such that ∂B r ∩ B * j = ∅ for all j, and such that (4.13) holds. In view of (4.17) and the arguments of Step 1a, such an r exists. It follows from (3.5) that B * j ⊂Br dg(u; ∂B * j ) = 1 and hence that B r contains at least one ball, say B * 1 ⊂ B r , of nonzero degree. In view of Step 1d, nowever, there is at most one such ball, and so (4.18) follows.
Step 2. In this step we prove that most of the energy of u in U 1 is located on annuli centered at ξ that do not intersect the balls constructed in Step 1, where ξ denotes the center of the distinguished ball B * 1 .
In particular this will demonstrate that B * satisfies the analog of (4.8). We also show obtain separate bounds on e ε (|u|).
For 0 ≤ r ≤ 1 2 , define m(r) := min ∂Br(ξ) |u|. Also define
Here c 1 is the constant in (3.11), which implies in particular that (4.19)
for all r ∈ T 1 . Note that if r is such that ∂B r (ξ) does not intersect any of the balls in the collection {B * j } M j=1 from Step 1, then dg(u; ∂B r (ξ)) is well-defined, and indeed dg(u; ∂B r (ξ)) = {dg(u; ∂B * j ) : B * j ⊂ B r (ξ)} = dg(u; ∂B * 1 ) = 1, since B * 1 is the unique ball with nonzero degree, and it must be contained in B r (ξ), given that the two balls are concentric and ∂B r (ξ) ∩ B * 1 = ∅. It follows that if r ∈ T 2 , then ∂B r (ξ) must intersect B * j for some j = 1, . . . , M . Then the estimate of r * i from Step 1 implies that |T 2 | ≤ εC(C + K 0 )e K 0 /π , and as a result
From the latter estimate it easily follows that (4.20)
and B := T 1
dr, where c 0 is the constant in (3.7). Then using (4.20), (4.19) and (1.6),
In addition, by Hölder's inequality,
Combining these, we find that A − CA 2 ≥ −C(C + K 0 ), which implies that
In addition, (4.22) and (4.21) imply that B ≤ C(C + K 0 ), in other words that (4.23)
Note that (4.22), (4.20), and (3.8) imply that (4.24)
and this in combination with (1.6) yields (4.25)
Step 3: So far we have constructed a collection of balls B * that has all the properties that we want, except that it covers only S E rather than S in (4.5), and with corresponding modifications in (4.6). In this final step we show that B * can be modified to obtain a collection B * * satisfying (4.5), (4.6), as well as the other conclusions.
Let B 0 be the collection of balls generated by Lemma 7. It follows from (4.25) and (3.23) that (4.26) r 0 j ≤ εC(C + K 0 ). Let B * * be the collection formed by combining all the balls from the collections B * and B 0 , and using Lemma 4 to create a new pairwise disjoint collection that contains the union of all these balls and preserves the sum of the radii. One of these balls contains the point ξ (in fact it contains the ball B * 1 ), and we label this ball B * * 1 . Then (4.5) holds as a consequence of (3.22). From (4.5) and (3.4) it follows that deg(u; ∂B * *
This implies (4.6). The estimate (4.7) is a consequence of the analogous estimate for B * and B 0 , and Lemma 4. Finally, to verify (4.8), let
It follows from (4.23) that {r : m(r) < 1 2 } has measure bounded by C(C +K 0 )ε.
Therefore we can repeat exactly the arguments of Step 2, to find that (4.24) and (4.25) hold with T 1 and T 2 replaced by T 1 and T 2 (and with larger constants C.) In view of the definition of T 2 , this establishes (4.8).
Theorem 2 will follow by converting the information about vortex balls to estimates of the Jacobian. To do this we will use the following straightforward Lemma 9. Suppose that Ω ⊂ R
2 is an open set and that µ ∈ L 1 (Ω; R) is supported in a union of balls ∪ M i=1 (Ω ∩ B r i (x i )). Then, for a i := Br i (x i ) µdx, the following estimate holds:
Moreover, if Γ is any set such that ∂Ω ∩ (∪B r i (x i )) ⊂ Γ, then
Clearly an analogous result still holds if µ is a signed measure.
Proof. Let µ i (x) = µ(x) if x ∈ B i := B r i (x i ) and 0 otherwise. Then for any Lipschitz function φ,
If ∇φ ∞ ≤ 1, the integral on the right is bounded by r i B i ∩Ω |µ| dx. Thus
Since µ = i µ i , (4.27) now follows by the triangle inequality. Next, note that if B r i (x i ) ∩ ∂Ω = ∅ and φ = 0 on B r i (x i ) ∩ ∂Ω, then |φ(x)| ≤ r i on the support of µ i , and so (4.30)
for all ν, so we deduce (4.28) from (4.29), (4.30), and the triangle inequality.
Finally, as promised, we combine the above lemma with the construction of vortex balls to complete the proof of Theorem 2 . By an approximation argument, it suffices to prove the result for smooth u, so that we can use Proposition 1.
Step 1. Let B * * be the collection of balls from Proposition 1. We apply Lemma 9 to µ = J (u), which in view of (2.16) is supported in S ⊂ ∪B * * j . By (4.7), (4.8), and (4.28) with Γ = ∂U 1 , we see that In addition x 1 = ξ. Hence (4.31) reduces to (1.9).
Step 2. Recall from Lemma 1 that
Clearly
, and by (4.25),
It suffices to consider ε < 1/2, so the above inequalities imply that
We deduce (1.8) by combining the above inequality with (1.9).
Step 3. The proof of (4.2) is similar to arguments in Step 2 of the proof of Proposition 1, but easier. For 0 ≤ σ < τ such that B τ (ξ) ⊂ U 1 , let S := {s ∈ (ε, r − |ξ|) : B * * 1 ⊂ B s , ∂B s ∩ B * * i = ∅ ∀i = 1, . . . , M }, and let T := (0, r − |ξ|) \ S. Then Lemma 2 implies that ∂Bs(ξ) e ε (u) ≥ λ ε (s) = π s+c 0 ε for s ∈ S, and so
Since λ ε (·) is decreasing,
From (4.7) we deduce that |T | ≤ Cε(C + K 0 )e K 0 /π . Then (4.2) follows by evaluating the integrals and simplifying the resulting expressions.
Step 4. Finally we prove (4.3). To do this it suffices, in view of (4.7), to prove that (4.1) holds for U s if ∂U s ∩ B * * j = ∅ for all j. In this case we deduce (4.1) directly from (4.28) with Γ = ∅, together with (4.32).
localization of Jacobian for general configurations
In this section, we present the proof of Theorem 1. As in the previous section, we actually prove a slightly stronger result than that stated in the introduction. To state this result, we introduce some notation: suppose that Ω is a bounded, open subset of R 2 and that Γ is a fixed subset (possibly empty) of ∂Ω. Let Σ := ∂Ω \ Γ, and for s > 0 let (5.1) Ω s,Σ := {x ∈ Ω : dist(x, Σ) > s}.
(For Γ = ∂Ω we use the convention that Ω s,∅ = Ω for all s.) We definė W −1,1 Γ
(Ω s,Σ ) as in (2.2). We will prove that for suitable s 1,
The point, as before, is that by modifying the domain slightly, we can obtain estimates in a stronger norm, and more generally better behavior at the boundary. The main result of this section is Theorem 1 . There exists an absolute constant C such that for any Ω ⊂ R 2 and u ∈ H 1 (Ω; C), any ε ∈ (0, 1] and any n > M π − 1, there exists an integer n 0 ≤ n, points a 1 , . . . , a n 0 ∈ Ω, and integers d 1 , . . . , d n 0 ∈ {±1}, such that (1.4) holds.
Moreover, if we write We have in mind applying this estimate for Ω of the form Ω = G \ ∪ i B r (a i ), where G is connected and simply connected, and the balls B 2r (a i ) are pairwise disjoint and contained in Ω. In this situation, we can take Γ = ∂G. We can then use (4.1) and (5.2) to glue together estimates on Ω obtained from Theorem 1 and estimates on the balls B 2r (a i ) found via Theorem 2 , thereby deriving good estimates on all of G. This argument is used in [8] to prove generalizations of Theorems 1 and 2.
As with Theorem 2 , the main part of the proof consists in constructing a suitable collection of balls covering the set S around which J(u) is concentrated. Unlike Theorem 2 , the desired balls here can be found quite easily by invoking results already present in the literature. This is the content of the following Proposition 2. Assume that u ∈ C ∩H 1 (Ω; C) satisfies (5.4), and let n > M π −1 be an integer. Then there exists a collection of balls
where C is an absolute constant.
Proof. The proof relies on Proposition 6.4 from [7] , in which it is shown that there exists some positive 3 number σ 0 ≤ Cε Ω e ε (u) dx and, for every σ ≥ σ 0 ,
j=1 of closed, pairwise disjoint balls with r σ j ≥ ε for all j, such that S E ⊂ ∪ j B σ j (where S E is defined in (3.2)), and To prove these, we estimate
by (5.10) (5.14)
= n + 1, the first claim (5.12) follows from (5.15). Similarly, using the fact that Λ ε (σ * ) > π(1 − β)| ln ε| in (5.14) we obtain (5.13) . Thus the balls B σ * satisfy the conclusions of the proposition, except that S in (5.7) is replaced by S E as defined in (3.2), and the degree in (5.8) is replaced by the essential degree dg.
To finish the proof we argue as in Step 3 of the proof of Proposition 1: by appealing to Lemma 7 we obtain a collection of balls B 0 covering S and with the sum of the radii bounded by CεM | ln ε|. Using Lemma 4, we merge the collections of balls B 0 and B σ * to obtain a larger collection B # , and arguing exactly as in the proof of Proposition 1 we see that B # satisfies (5.7), (5.8), (5.9).
The proof of the theorem now follows very closely the argument that deduces Theorem 2 from the collection of balls provided by Proposition 1. {i :
Now, exactly as in the proof of Theorem 2 , we can use Lemma 9 together with (5.9) and (2.17) to prove that
where J (u) denotes the modified Jacobian. Next, recall from Lemma 1 that
In view of (5.9) and (5.4), these inequalities imply (1.4) that
This is exactly (1.4) . Finally, it is a direct consequence of (4.28) and the properties of B # that if
where Ω s,Σ is defined in (5.1)) and
The above inequality is exactly (5.2), so to prove (5.6), it suffices to show that 
a local lower bound
We introduce the notation (6.1) I(r, ε) := inf Br e ε (u) ; u ∈ H 1 (B r ; C), u = e iθ on ∂B r and note that I(r, ε) = I(r/ε, 1) for all r, ε. Next define
It is known that γ exists, is finite and is independent of ε. Moreover, at the end of this section, in Lemma 16 we prove that γ − (I(r, ε) − π ln r ε ) = O((ε/r) 2 ). We recall the statement of Theorem 3, which is the main result of this section: Theorem 3. There exists a constant C > 0 such that if u ∈ H 1 (U r ; C) satisfies
where J (u) denotes the modified Jacobian as defined in (2.15).
The interesting case for the theorem is when
is very small; then (6.3), (6.4) provide good lower bounds for Br e ε (u).
The theorem improves on Lemma 4.1.1 in [5] , which shows that if u is a sequence of fuctions such that J(u) − πδ 0 Ẇ −1,1 (Ur) → 0, then lim sup ε→0 I(r, ε) − Ur e ε (u) ≤ 0. (It should also be noted that while the argument in [5] is basically okay, the proof is sloppily written and contains some errors that make it difficult to read.)
To prove the theorem it suffices to consider functions such that the left-hand side of (6.3), (6.4) is positive. The main point is to show that, given such a function u, we can construct a functionũ such thatũ = e i(θ+const) on ∂U r , so that Ur e ε (ũ)dx ≥ I(r, ε); and with good estimates of Ur [e ε (ũ) − e ε (u)]dx. This is carried out in Proposition 3. First we assume this result and use it to give the proof of the theorem. The statement of Proposition 3 immediately follows the proof of the theorem. The proof of this proposition is carried out in a series of lemmas that occupy the rest of Section 6 proof of Theorem 3.
Step 1: It is useful to define
Our goal is to prove an upper bound for δ(r, ε, s ε ). By an easy scaling argument, (6.7) δ(r, ε, s ε ) = δ(λr, λε, λs ε ) for any λ > 0.
Thus it suffices to estimate δ(1, ε, s ε ). We claim that to prove the theorem it suffices to establish
for K 1 to be chosen momentarily. We first prove that (6.4) can be deduced from (6.8). To do this, assume that (6.8) holds, and fix u such that
We must prove that u verifies (6.3), (6.4) and so we can assume that (6.10)
It follows from Lemma 16, which is proved at the end of this section, that there exists a constant K 0 such that I(ε, 1) ≤ π ln 1 ε + K 0 for all ε ∈ (0, 1], and so (6.10) implies that (6.11)
We define K 1 to be the constant K 1 := C(C +K 0 ) 2 e K 0 /π appearing on the righthand side of (1.9), associated with the fixed constant K 0 from (6.11). Then in view of Remark 1 (which follows the statement of Theorem 2 ) and (6.9), there exists a point ξ ∈ U 1/2 such that (6.12)
Note from (6.9) and (6.12) and the definition of theẆ 1,1 norm that
Another consequence of (6.12) is that, if we restrict u to U 1−|ξ| (ξ) and then translate the resulting function to a ball centered at the origin, then we obtain a function that belongs to A(1 − |ξ|, K 1 ε). Thus from the definition (6.6) and from (6.7),
Using (6.8) to estimate δ(1,
), we deduce from the above that (6.14)
It follows from Lemma 16 that
Clearly also ε 1−|ξ| ≤ 2ε, so (6.4) follows from (6.14).
We obtain (6.3) from (6.4) by observing that
and recalling from (4.33) that J (u) − J(u) Ẇ −1,1 (U 1 ) ≤ Cε | ln ε| when (6.10) holds.
Step 2. To prove (6.8), it is convenient to define
We must show that δ (ε) ≤ Cε for all ε ∈ (0, 1]. In this step we show that Proposition 3, which is stated and proved below, shows that there exists a constant C such that
, where δ (s) + := max{δ (s), 0}. In other words, we must show that if u ∈ A(1, K 1 ε) then I(1, ε) − U 1 e(ε) is bounded by the right-hand side of (6.16). This is automatically satisfied if (6.10) is violated, so it suffices to consider functions satisfying (6.10).
We therefore fix u ∈ A(1, K 1 ε) satisfying (6.10), and we observe that for any r < 1, the restriction of u to U r belongs to A(r, K 1 ε). Indeed, the definitions of the norms imply that
Hence for any r < 1,
by (6.10)
by (6.7) and Lemma 16. (6.17)
In Proposition 3, we prove that for every Cε ≤ r ≤ 1/4, there exists r 0 ∈ [r, 2r] such that I(1, ε) − U 1 u ε (u) can be controlled by U 1 \Ur 0 e ε (u) − π ln
. The precise statement is given in (6.19) below, and combined with (6.17) it implies that for r 0 as described,
It follows that
for Cε ≤ r ≤ 1/4. This proves (6.16).
Step 3. We next show that the relationship (6.16) implies that there exists some constant C such that δ (ε) ≤ Cε for all ε ∈ (0, 1]. This will complete the proof of the theorem (modulo Proposition 3.) First, define δ (ε) = sup s∈[ε/2,ε] δ (s) + . Then (6.16) implies that
, so that the above inequality can be rewritten
We fix r < 1/4 so small that Cr < 1 2 , so that when ε < r /C,
Clearly sup r /C<ε≤1 g(ε) < ∞, so we deduce that lim sup ε 0 g(ε) ≤ 0. Thus f (ε) is bounded for all ε ∈ (0, 1], completing the proof of (6.8).
We now state the proposition used in the above proof:
Then there exists C > 0 such that for every r ∈ [Cε, 1/4], there exists r 0 ∈ [r, 2r] such that
The constant C in the above proposition depends on K 1 , which however has been fixed in the proof of Theorem 3.
The following proof is really just an outline of the argument; most of the actual work is done in a series of lemmas, as described below.
proof of Proposition 3. Fix u ∈ H 1 (U 1 ; C) satisfying (6.10) and (6.18). We first prove in Lemma 10 that there exists K 2 such that for any r ∈ [K 2 ε, In the remainder of the proof we show that (6.19) holds for any r 0 satisfying (6.20) and (6.21). More precisely, we will show that for any such r 0 , there exists u ∈ H 1 (U 1 ; C) such thatũ = u in B r 0 ,ũ = e i(θ+γ) on ∂B 1 for some constant γ ∈ R, and such that U 1 e ε (ũ) − e ε (u) is bounded by the right-hand side of (6.19) . From the definition (6.1) of I(1, ε) it is clear that U 1 e ε (ũ) dx ≤ I(1, ε), so this will complete the proof.
To prove this estimate we proceed as follows. We use the notation A = U 1 \ B r 0 . In the next section we will define harmonic maps v D , v N : A → S 1 , which we refer to, for reasons that will be obvious, as the Dirichlet and Neumann extensions of e i(θ+h) . We will defineũ so thatũ = u in B r 0 ,ũ = e i(θ+const) on ∂U 1 as required, andũ is a very small modification of v D in A. Then
The three terms on the right-hand side are estimated in Lemmas 12, 11, and 14 respectively, and combining these estimates yields (6.19 ). Some of these estimates require either that r 0 ≥ Cε or that r 0 ≤ 1/2, and this leads to the condition Cε ≤ r ≤ 1/4 in the statement of the theorem.
As described in the above outline, we first prove Lemma 10. There exists a constant K 2 > 0 such that if u ∈ H 1 (U 1 ; C) satisfies (6.10) and (6.18) then for every r ∈ (K 2 ε, 1/2], there exists r 0 ∈ [r, 2r] satisfying (6.21) and (6.20) (with K 2 appearing in the latter.)
Proof. Fix u satisfying (6.10) and (6.18), and let {B * * i } M i=1 be the family of balls constructed in Proposition 1 (with K 0 equal to the fixed constant from (6.10), independent of ε) and as before let ξ denote the center of the distinguished ball B * * 1 . Let S := {s ∈ (0, 1) :
As a result, (6.18) with the triangle inequality and the definition (2.3) of theẆ −1,1 norm imply that |ξ| ≤ 2K 1 ε. It follows from this and from (4.7) that there exists K 2 such that if r ≥ K 2 ε, then
Next, in view of (4.2), we deduce from (6.18) and (6.10) that there exists a C such that (6.23) 
6.1. Dirichlet and Neumann S 1 -valued extensions. We now introduce some auxiliary functions that will be used in the construction ofũ and associated estimates. Throughout this section we work with a fixed function u satisfying (6.10) and (6.18), and a fixed number r 0 satisfying (6.20), (6.21) .
First, we define a real-valued function h ∈ H 1 (∂B r 0 ; R) by requiring that
This is possible as a result of (6.21), which also implies that |u| > 1/2 on ∂B r 0 . For constant γ ∈ R, e ε (u) = e ε (e iγ u) and J(u) = J(e iγ u), so by replacing u by e iγ u for a suitable γ, we may assume that (6.26)
Note also that it is easy to check from (6.20) and (6.21) that
For the duration of the proof we use the notation
on ∂B r 0 }, and let v N be the unique minimizer of the Dirichlet energy in H The crucial factor of r 0 2 on the right-hand side of (6.19) appears in the next lemma, which is a straightforward explicit calculation:
Proof. One easily checks that (6.29)
so we need to estimate
. We can write down explicit formulas for φ N , φ D in terms of the Dirichlet data h on ∂B r 0 . We will write h, φ N , φ D as maps C → C ⊃ R in what follows. We represent h in the form (6.30) h(r 0 e iθ ) = α n e inθ .
Then one can check that
To verify these, one can simply check directly that φ N , φ D as defined are harmonic and satisfy the required boundary conditions when s = r 0 or s = 1.
(Note also, condition (6.26) implies that α 0 = 0, so that φ D is well-defined.) Then using the fact that φ N is harmonic and the boundary condition on ∂B 1 , we compute 
The last equality follows by an easy calculation, or can be found in nearly any introductory harmonic analysis text. It is easy to see that
for all q ≥ 1 and σ ∈ [0, 1). Now we are in a position to estimate
, using Young's inequality for convolutions. From Parseval's identity, the definition of γ − , and (6.36) it follows that
Substituting this and (6.41) into (6.42), we get
one easily checks that
and this completes Step 2. (We can write C p more precisely as C(
), for C independent of p.)
Step 3. 
It remains to prove the same estimate for
. This can be accomplished by writing
can be estimated by exactly the arguments of Step 2 and Step 3 respectively. 6.2. lower bound on annulus: energy is close to Neumann extension. In this section we continue to assume that u satisfies (6.10), (6.18), and that r 0 satisfies (6.20), (6.21), and we define v N and so on as in the previous section. We will complete the proof of Proposition 3, and hence of Theorem 3, by proving Lemma 14. There exists a constant C if r 0 ∈ (Cε, 1/2] satisfies the hypotheses of Proposition 3, then
This is the most delicate of the estimates needed in the proof of Proposition 3, and employs the full machinery of the Jacobian estimates developed earlier in this paper, as well as the L p estimates of ∇v N from the previous section.
Proof. Throughout the proof of the lemma we use the notation
Step 1. We first claim that
This is most efficiently verified by using the fact that for any complex-valued H and j(wv N ) = |v N | 2 j(w) + |w| 2 jv N = j(w) + |w| 2 jv N . The claim then follows by rewriting e ε (u) in terms of v N and w.
Step 2: In this step we prove that there exists C such that
with C depending only on K 2 and on the uniform bound for U 1 e ε (u) − π ln 1 ε implicit in the assumption (6.10). To prove (6.44), let ψ N : A → R satisfy
To verify that such a function exists, we must check that ∇ · jv N = 0, which is obvious in view of the fact that v N is harmonic, and that
for some s ∈ (r 0 , 1) (and hence for every such s). The latter follows by using the Neumann condition for v N on ∂U 1 :
Hence ψ N exists, and so we can compute
Both boundary terms vanish in the above integration by parts 5 because ψ N = 0 on ∂U 1 , and on ∂B r 0 , the definitions of v N , w imply that w is real-valued, and hence that j(w) · τ = 0. We control the integal of the Jacobian as follows: Let Γ = ∂U 1 ⊂ ∂A, and define W 
5 If the same calculation is carried out with v D instead of v N , one is left with nonvanishing terms on ∂U 1 , and these are difficult to control directly. which easily implies (6.44).
Step 3: In this step we show that
In view of (6.44) and (6.43), this inequality with p = 3, say, will complete the proof of the lemma. To prove (6.45), first note that by Young's inequality
Clearly 0 ≤ (1 − |w| 2 ) + ≤ 1, and
> 2 for p ∈ (2, 4), so
Thus (6.45) follows by integrating over A and again using Lemma 13.
It remains to prove the Jacobian estimate for w used above:
Lemma 15. Assume that u ∈ H 1 (U 1 ; C) satisfies (6.10) and (6.18), and define w = u/v N as above, for r 0 such that (6.21), (6.20) hold. Then for any 1 ≤ q < 2,
Here C depends on uniform constants implicit in assumption (6.10).
Proof.
Step 1. First we claim that
are balls satisfying the conclusions of Proposition 1 for some fixed, a priori bounded number K 0 determined by (6.10), By assumption (6.21), ∂B r 0 does not intersect any of these balls. The same assumption implies that the distinguished ball B * * 1 of degree 1 is a subset of B r 0 . If we throw out the balls that are contained in B r 0 and relabel the remaining balls, we arrive at a collection, still denoted {B * * where J w denotes the modified Jacobian, y j is the center of B * * j , and a j = B * * j J w. As in the earlier proof, it follows from (6.48) that a j = 0 for all j appearing in the sum, so that the left-hand side of the above inequality reduces to J w Ẇ −1,1 Γ (A) . Then (6.47) follows from Lemma 1.
Step 2. We will need to use the interpolation inequality (A) for all µ.) A very similar estimate is proved in Lemma 3.3 of [7] , with Γ replaced by the whole boundary ∂A, and the proof given there, with very small modifications, establishes (6.49).
The Sobolev embedding theorem implies that for 1 < q < 2 and α = (The notation γ, I(r, ε) is introduced at the beginning of this section.)
Proof. Since I(r, ε) = I(r/ε, 1), it suffices to prove the lemma for ε = 1. We do this, using the notation I(r) = I(r, 1) , and writing e(v) instead of e 1 (v) = The opposite inequality is proved by similarly considering a minimizer for the variational problem implicit in the definition of I(r), and modifying it to obtain a function that equals S(r)e iθ on ∂B r , then using the fact that v minimizes the energy for its own boundary data. Thus (6.53) is established.
We complete the proof by showing that The claim (6.54) then follows from Shafrir's asymptotics (6.51), (6.52) for S.
examples
In this section we present a few examples that show that the bounds proven in Theorems 1 and 2 are close to sharp.
The first example demonstrates that the ε| ln ε| 1/2 scaling in conclusion (1.8) of Theorem 2 cannot be improved. Thus, in order to obtain the sharp O(ε) scaling in (1.9), it is necessary to introduce the modified Jacobians. Proof. Fix Ω, M, n as in the statement of the lemma. It is convenient to assume that is n odd; we will discuss at the end of the proof the modifications needed if n is even. Let k = (n+1)/2, and for each ε > 0 sufficiently small, select points P 1 , . . . , P k and N 1 , . . . , N k in Ω, such that Then by an explicit calculation, see Bethuel, Brezis, and Hélein [2] , one finds that Ω e ε (W ε )dx ≤ .7) by (7.6) and the choice of k. The point is that the energy can be expressed as a sum of logarithmic terms π ln 1 ε , terms from a suitable renormalized energy [2] and error terms. Due to assumptions (7.6), the error terms are small, and the contributions to the renormalized energy from all terms except those of the form ln |P i − N i | are bounded, uniformly in ε.
Also, using Lemma 9 and elementary estimates, one can check that
and using the interpretation of theẆ −1,1 norm as the length of a minimal connection (see Brezis, Coron, and Lieb [3] ), it is easy to see that since n = 2k − 1,
for every a ∈ Ω n and d ∈ R n . Thus the triangle inquality implies that
for every such a, d.
If n is even, one can use the same argument, with at least one "dipole" P i , N i straddling ∂Ω, and such that dist(P i , ∂Ω) = dist(N i , ∂Ω) = 1 2 |P i − N i |. Here we need to assume some smoothness of ∂Ω.
