Abstract. We show that, following terminology of Zheng, Peng and Kamae, it is possible to classify all noncorrelated binary pattern sequences of any given degree. As an application, we verify computationally that there are exactly 2272 noncorrelated binary pattern sequences of degree 4. We also put forward a conjecture classifying all noncorrelated binary pattern sequences a with a(n) = a(2n), and verify it for patterns of length ≤ 5.
Introduction
Many classical examples of 2-automatic sequences arise from counting patterns. For instance, the Thue-Morse sequence can be defined as t(n) = (−1) #(1,n) , where #(w, n) denotes the number of times the pattern w ∈ {0, 1} * appears in the binary expansion of n. (We allow overlaps, assume that 1 appears in w and that the expansion of n starts with sufficiently many leading 0s.) Likewise, the RudinShapiro sequence is given by r(n) = (−1) #(11,n) . Slightly more generally, for a finite set A ⊆ {0, 1} * , let #(A, n) = w∈A #(w, n) denote the total number of times patterns from A appear in the binary expansion of n. Let us call a set of patterns A ⊆ {0, 1}
* admissible if it is finite and 1 appears in each w ∈ A. (Here and elsewhere, {0, 1}
* denotes the set of finite words over the alphabet {0, 1}.) For an admissible set A ⊆ {0, 1}
* we define the corresponding pattern counting sequence a A (n) = (−1) #(A,n) .
A sequence a : N → {+1, −1} is noncorrelated if its correlation coefficients are zero for all r ≥ 1. Specific examples of pattern counting sequences have been extensively studied. For instance, the Thue-Morse sequence is discussed in much detail by Allouche and Shallit in the survey paper [AS99] . Pattern counting sequences were studied in a more general context by Morton and Mourant [MM89, Mor90] , Coquet, Kamae and Mendès France [CKMF77] , and Boyd, Cook and Morton [BCM89] . Generalised Rudin-Shapiro sequences and their correlation coefficients were studied by Allouche and Liardet [AL91] . Finally, Zheng, Li and Kamae [ZPK18] studied correlation coefficients of general pattern counting; this paper is intended to extend and systematise the finding of the last paper.
In [ZPK18] , the authors classify all noncorrelated pattern sequences a A with A ⊆ {0, 1} k for some k ≤ 3. Note that for any w ∈ {0, 1} * and any n ∈ N we have #(n, w) = #(n, 0w) + #(n, 1w), so for any A ⊆ {0, 1} * and any k ≥ max {|w| | w ∈ A} there exists B ⊆ {0, 1} k such that a A = a B . In particular, the results in [ZPK18] classify all noncorrelated pattern sequences corresponding to sets of patterns with lengths ≤ 3. We show that is possible to do the same for arbitrary lengths, the only limit being computational complexity.
Theorem A. There exists an algorithm which, given an admissible set A ⊆ {0, 1} k decides, whether the sequence a A is noncorrelated.
The key practical difficulty in classifying all A ⊆ {0, 1} k such that a A is noncorrelated lies in the sheer size of the domain, which is doubly exponential in k. In order to make the problem slightly more tractable and to avoid technical issues having to do with leading and terminal zeros, we focus a smaller class of pattern counting sequences. Let us say that a sequence a : N → {+1, −1} is is shift invariant if a(2n) = a(n) for all n ∈ N. Let I = 1{0, 1}
* 1 ∪ {1} denote the set of all binary words ending and beginning with 1; note that all finite subsets of I are automatically admissible.
* be admissible.
(i) There exists a unique finite set B ⊆ I such that a A /a B is periodic.
(ii) The sequence a A is shift invariant if and only if a A = a B .
Proof. In order to show uniqueness, suppose that a A /a B and a A /a C are periodic for some B, C ⊆ 1{0, 1} * 1 ∪{1}. In particular, a R is periodic, where R := B ⊕ C. Since a R is shift invariant, its smallest period is odd; indeed, if 2d is a period then d also is a period since a R (n + d) = a R (2n + 2d) = a R (2n) = a R (n) for n ∈ N. Let d be the smallest period of a R . Then, denoting by k the maximum length of a word in R and letting ϕ(d) denote the Euler totient function, for any n ∈ N we have
Since a R (1) = a R (2) = a R (1) 2 , it follows that a R = 1 is the constant function, from where we conclude (e.g., reasoning by induction with respect to the shortest pattern in R) that R = ∅, as needed.
(ii) Clearly, a B is shift invariant. Conversely, if a A is shift invariant then for sufficiently large k and arbitrary n, bearing in mind that the period of a A /a B is a power of 2, we have
To illustrate the scales of magnitude involved in the problem, for k = 3, 4, 5 we record: the number of admissible patterns counting sequences with patterns of length = k (all), the number of shift invariant pattern counting sequences with patterns of length ≤ k (inv.), as well as number of noncorrelated sequences in each of these classes (nc. and inv. nc. Let us say that a set A ⊆ I is saturated if there exists k ≥ 1 such that A consists of all words in I of length k and a set of strictly shorter words:
For patterns of length ≤ 5, we can characterise shift invariant pattern counting sequences in a very succinct way. It seems plausible that the pattern continues for bigger k, for further discussion see Section 4.
Theorem B. Let A ⊆ I be a finite set. If A is saturated then a A is noncorrelated. Conversely, if a A is noncorrelated and |w| ≤ 5 for all w ∈ A then A is saturated.
It should not come as a surprise that if A, B ⊆ {0, 1}
* are admissible and a A /a B is periodic then the correlation coefficients of a A and a B are closely related. In fact, if a A is eventually totally noncorrelated (a condition introduced in Section 2) then all but finitely many correlation coefficients of both a A and a B are zero. Since in all cases where we were able to perform computations correlation implies eventual total noncorrelation, if a A is noncorrelated then a B has only finitely many non-zero correlation coefficients. Somewhat more surprisingly, in the case when a B is shift invariant we have the following result.
Theorem C. Let k ≤ 4 and let A ⊆ {0, 1} k be admissible, and let B ⊆ I be such that a A /a B is periodic. If a A is noncorrelated then a B is noncorrelated.
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General algorithm
2.1. Proof of the main result. Throughout this section, let k ≥ 1 be an integer, A ⊆ {0, 1} k and
We further define the correction coefficients
Lemma 2.1. The sequence b is 2 k -periodic.
Proof. It is enough to notice that b(n) = −1 if A contains the pattern formed by the terminal k binary digits of n, and b(n) = +1 otherwise.
For r ≥ 0 and 0 ≤ j < 2 k we also define the restricted correlation coefficients
By direct inspection we see that γ(0, j) = 0 for all 0 ≤ j < 2 k .
Lemma 2.2. The coefficients γ(r, j) are well-defined for all r ≥ 0 and 0 ≤ j < 2 k and satisfy the recursive relation
Proof. For L ≥ 0, generalising (2) slightly we define
It follows directly from the definitions that for any L ≥ 0 we have the following recursive formula:
a(n)a n + r + (j mod 2) 2 n ≡ ⌊j/2⌋ mod 2
It follows that if the limit defining γ(r ′ , j ′ ) converges for r ′ = ⌊(r + (j mod 2)) /2⌋ and j ′ = ⌊j/2⌋ or j + 2 k /2 then the limit defining γ(r, j) also converges and (3) holds. We also see by direct inspection that γ(0, j, L) = 0 for all 0 ≤ j < 2 k and sufficiently large L.
Consider next r = 1 and let 0 ≤ ν ≤ k be the first position where 0 appears in the binary expansion of j (if j = 2 l − 1 for some l then ν = l). If ν = 0, meaning that j is even, then r ′ = 0 (with notation as above), so γ(1, j) is well-defined. If 1 ≤ ν ≤ k − 1 then the first position where 0 appears in the binary expansion of j ′ is ν − 1, so it follows by an inductive argument with respect to ν that γ(r, j) is well-defined. Finally, if ν = k then j = 2 k − 1 and the recursive formula then gives
where c ∈ {+1, −1}. Iterating this formula gives for any l ≥ 0
Letting L, l → ∞ we conclude that γ(1, 2 k − 1) is well-defined.
If r ≥ 2 then r ′ < r, so γ(r, j) is well-defined by an inductive argument with respect to r.
Proof. Follows by direct inspection of the proof of Lemma 2.2.
The recursive relation form Lemma 2.2 is more conveniently expressed as a statement concerning blocks of values of γ.
Proof. Pick any 0 ≤ s ≤ 2 k and 0 ≤ j < 2 k . To simplify notation, let s = 2s ′ + s 0 and j = 2j ′ + j 0 with s 0 , j 0 ∈ {0, 1}. Put η := ⌊(s 0 + j 0 ) /2⌋ ∈ {0, 1}. Then, by Lemma 2.2,
Note that s ′ + η ≤ 2 k−1 since either s ′ < 2 k−1 or s ′ = 2 k−1 and η = 0. Hence, the above formula defines the sough linear map M ǫ .
Let M 0 , M 1 denote the linear maps constructed in Lemma 2.4 above. In order to verify if a is noncorrelated it is now enough to verify if for each linear map M in the semigroup M generated by M 0 , M 1 and the identity I and for each 1 ≤ s ≤ 2 k it is the case that
The following lemma shows that this task is computationally feasible.
Lemma 2.5. There exists an algorithm with polynomial complexity in d which, given a semigroup
Proof. Let V ⊆ R d be the smallest vector space closed under the action of M such that v ∈ V . We can construct a basis for V inductively, as follows. Start with basis vector v 0 = v. In each subsequent step, suppose that (linearly independent) basis vectors v 0 , v 1 , . . . , v n have been constructed and consider all of the vectors u ǫ,i := M ǫ v i with 0 ≤ ǫ < c and 0 ≤ i ≤ n. Greedily, add as many of thus constructed vectors u ǫ,i as possible to the list of basis vectors, forming a new list v 0 , v 1 , . . . , v m (m ≥ n), subject to the restriction that basis vectors need to be linearly independent. Repeat until no new basis vectors can be added.
Let v 0 , v 1 , . . . , v n be the full list of vectors constructed by this procedure. It is easy to see that the vector space spanned by v 0 , v 1 , . . . , v n is closed under M ǫ for 0 ≤ ǫ < c, contains v, and is minimal with those properties. Hence v 0 , v 1 , . . . , v n are a basis for V . It remains to verify whether v i ⊥ w j for all 0 ≤ i ≤ n and 0 ≤ j < e. Note that each step takes polynomial time in d and that there are at most d steps. Hence, the total runtime is polynomial in d.
Below we give a slightly more concrete and efficient implementation. We endow R d with the standard scalar product. 
2.2. Totally noncorrelated sequences. Let us say that a is eventually totally noncorrelated if there exists r 0 ≥ 0 such that γ(r, j) = 0 for all r ≥ r 0 , 0 ≤ j < 2 k .
Lemma 2.6. Suppose that there exists r ≥ 1 such that γ(s, j) = 0 for all r ≤ s < 2r and 0 ≤ j < 2 k . Then γ(s, j) = 0 for all r ≥ s and 0 ≤ j < 2 k . In particular, a is eventually totally noncorrelated.
Proof. Follows directly from Lemma 2.2.
It is also possible to efficiently check if a is eventually totally noncorrelated. The key ingredient is the following lemma, the remainder of the reasoning is the same as before.
Lemma 2.7. There exists and algorithm with polynomial complexity in d which, given c ≤ d 2 matrices M ε ∈ Q d×d (0 ≤ ǫ < c) and a vector v ∈ Q d determines if there exists n ≥ 0 such that for any 0 ≤ ǫ(0), . . . , ǫ(n − 1) < c it is the case that
Proof. Let W n denote the vector space of w ∈ R d such that M v = 0 for any M which is the product of ≥ n matrices M ǫ (0 ≤ ǫ < c).
The sequence W n is clearly descending, whence it needs to stabilise at some point
For the sake of completeness we also include pseudocode in Algorithm 2. We are assuming that basic linear algebra operations have been implemented.
// pass to the next value of n W n :
We are now ready to introduce the heuristic algorithm for checking noncorrelation which is considerably more efficient in practice, while still giving provably correct answers whenever it returns a value. The key observation is that there are two cases when it is possible to give a simple certificate which verifies that the sequence a is or is not noncorrelated.
Firstly, if a fails to be noncorrelated, it is enough to point out one (preferably small) value of r ≥ 1 such that γ(r) = 0. Since we can efficiently compute γ(r), in this case we can efficiently verify that a is noncorrelated.
Secondly, if a is noncorrelated and is also eventually totally noncorrelated, if we are given a value of r such that γ(s)0 for all 0 ≤ s < r and γ j (s) = 0 for all 0 ≤ j < 2 k and r ≤ s < 2r then a is noncorrelated by Lemma 2.6. Fortunately, in all cases where we performed computations, if the pattern counting sequence is noncorrelated then it is also eventually totally noncorrelated. This leads to the following heuristic Algorithm 3, which yields the correct answer unless the sequence a is noncorrelated but not eventually totally noncorrelated (in which case it enters an infinite loop).
Data: k ∈ N and A ⊆ {0, 1} k ; Result: Is a A noncorrelated? Compute γ(1, j) for 0 ≤ j < 2 k using Corollary 2.3;
j=0 Γ (r, j) = 0 then return False; end end end Algorithm 3: TestIfNoncorrelatedHeuristic
Shift invariant pattern sequences
We now consider shift invariant pattern sequences. We retain the notation from the previous section, and additionally assume that a A = a B where B ⊆ I. For concreteness, suppose also that the maximal length of a word in B is k.
Proposition 3.1. Suppose that B is saturated. Then a is noncorrelated.
Proof. Note first that by Lemma 2.2 for all 0 ≤ j < 2 k−1 ,
Likewise, for all 0 ≤ j < 2 k−2 ,
Recalling that a(n) 2 = 1 for all n ∈ N we conclude that
If w ∈ B and |w| < k then w appears in the binary expansions of evenly many of 2j, 2j + 1, 2 k−1 + 2j, and 2 k−1 + 2j + 1. Since the binary expansions of 2j, 2j + 1, 2 k−1 + 2j all end in 0 or have length strictly less than k, they do not contain any pattern in B of length k. On the other hand, the binary expansion of 2 k−1 + 2j + 1 is a pattern of length k belonging to B. It follows that a(2j)a(2j + 1)a(2 k−1 + 2j)a(2 k−1 + 2j + 1) = −1, whence γ(1, 4j + 1) = 0.
For 0 ≤ i < 2 k , let ν(i) denote the index of the first position where 0 appears in the binary expansion of i. We have just shown that γ(1, i) = 0 if ν(i) = 1. Moreover, for any j < 2 k−2 , γ(1, 4j + 3) = ± γ(1, 2j + 1) + γ(1, 2 k−1 + 2j + 1) .
and ν(2j + 1) = ν(2 k−1 + 2j + 1) = ν(4j + 3) − 1, except for the case when ν(2j + 1) = k − 1, i.e. j = 2 k−2 − 1. Proceeding by induction on ν(i) we conclude that γ(1, i) = 0 whenever ν(i) < k − 1. Moreover,
whence also γ(1, 2 k−1 − 1) = 0. Thus, we have shown that γ(1, 2j + 1) = 0 for all 0 ≤ j < 2 k−1 . By another application of Lemma 2.2 we conclude that 0 ≤ j < 2 k−1 , γ(1, 2j + 1) = pmγ(2, 2j) = ±γ(2, 2j + 1) = ±γ(3, 2j) = 0, and also
By Lemma 2.6, γ(r, j) = 0 for all r ≥ 4, 0 ≤ j < 2 k . In particular, γ(r) = 0 for all r ≥ 1 (for r ≥ 2 this is immediate, and for r = 1 we use the fact that γ(1, 2j) + γ(1, 2j + 2 k−1 ) = 0 for all 0 ≤ j < 2 k−2 ).
Proof of Theorem B. One direction follows from Proposition 3.1. We verify the other direction by exhaustive search, using the algorithm outlined in Section 2. 
Closing remarks
The results that we have obtained rise several questions, which are perhaps more interesting than the actual contents of the paper. Motivated by Theorems B and C, it is natural to ask if the pattern persists for longer patterns. Throughout, let A ⊆ {0, 1} * and B ⊆ I be such that a A /a B is periodic.
Question 4.1. Suppose that a B is noncorrelated. Must B be saturated?
Question 4.2. Suppose that a A is noncorrelated. Must a B be noncorrelated?
Our computations were significantly aided by the fact that if a A was noncorrelated then it was also eventually totally noncorrelated. It is natural to ask if this is always the case. Figure 1 . In the diagram, "nc.","etnc." and "sat." are shorthands for "noncorrelated", "eventually totally noncorrelated" and "saturated". Solid arrows denote implications (or, if crossed, lack thereof) that are either proved or left as an exercise to the Reader. The dashed lines denote implications which were verified computationally for short patterns.
The last question we pose is necessarily vague, but also seems the most interesting (if the answer is positive). By a compact criterion we mean a decision procedure that is easy to understand and work with, as opposed to an algorithm.
Question 4.5. Does there exist a compact criterion for a A to be noncorrelated?
