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Resumen
El problema de interaccio´n entre agujeros negros se remonta a los or´ıgenes
de la relatividad general. Una solucio´n que describe este tipo de sistemas es
conocida y representa mu´ltiples agujeros negros en equilibrio.
En este trabajo nos proponemos como objetivo concreto estudiar las
ecuaciones de Einstein-Maxwell bajo la condicio´n de estacionariedad. De
esta forma queremos analizar si es posible mejorar las cotas halladas en
algunos trabajos previos bajo esta hipo´tesis. Para ello y a fin de facilitar
el estudio de estas ecuaciones, analizaremos las condiciones de borde de las
funciones me´tricas involucradas. Esto nos llevara´ al l´ımite de agujeros negros
extremos, es decir, aquellos que esta´n caracterizados por poseer la ma´xima
cantidad de cargas y/o momento angular por unidad de masa en la familia.
Palabras Clave: Relatividad General, Fuerza entre mu´ltiples Agujeros
Negros, Integracio´n de las ecuaciones de Einstein Estacionarias, Relaciones
entre masa, fuerza y carga.
Clasificacio´n:
04.20.-q Classical general relativity;
02.40.-k Geometry, differential geometry, and topology.
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1. Introduccio´n
1.1. Relatividad General
A principios del siglo XX el f´ısico alema´n de origen jud´ıo Albert Einstein
(1879-1955) propone la Teor´ıa de la Relatividad Especial. Esta teor´ıa cuenta
con solo dos postulados:
Primer postulado (principio de relatividad).
Las leyes f´ısicas en el universo son las mismas en todos los sistemas de
referencia inerciales.
Segundo postulado (invariabilidad de c).
En el vac´ıo la luz se propaga a velocidad constante c que es independi-
ente del movimiento de la fuente emisora y del estado de movimiento
del observador.
Diez an˜os despue´s, en 1915 Einstein introduce la gravedad en su teor´ıa
y es as´ı como plantea y enuncia la llamada Teor´ıa de la Relatividad General
que se resume en las ecuacio´n de campo de Einstein.
Gµν = Rµν − 1
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Rgµν = 8piTµν (1)
Donde:
Gµν es el llamado tensor de curvatura de Einstein.
Rµν es el tensor de curvatura de Ricci.
R es el escalar de Ricci.
gµν es el tensor me´trico.
Tµν es el tensor energ´ıa-momento.
La Relatividad General es una teor´ıa del espacio, el tiempo y la gravedad.
Aqu´ı se considera al espacio y al tiempo como partes de una misma estruc-
tura espacio-tiempo que es el marco teo´rico de la teor´ıa (variedad Lorentziana
cuadridimensional).
Esta nueva teor´ıa difiere de la relatividad especial en el siguiente concepto: el
espacio-tiempo no tiene necesariamente la forma plana que tenia en la teor´ıa
anterior, la presencia de materia en el espacio registrada en el tensor Tµν
es la responsable de la curvatura del espacio-tiempo, esta curvatura queda
determinada en el tensor Gµν .
El problema central de la relatividad general es comprender co´mo se curva el
espacio-tiempo debida a la presencia de materia y energ´ıa localizadas en e´l,
para esto es necesario resolver la ecuacio´n de campo de Einstein que son un
conjunto de diez ecuaciones diferenciales no lineales en derivadas parciales,
la complejidad matema´tica de estas ecuaciones conlleva a que existan pocas
soluciones exactas conocidas.
1.2. Agujeros Negros
El te´rmino agujero negro tiene un origen no muy remoto, fue acun˜ado en
1969 por el cient´ıfico John Wheeler como la descripcio´n gra´fica de una idea
que se remota hacia atra´s un mı´nimo de doscientos an˜os, a una e´poca en que
hab´ıa dos teor´ıas sobre la luz: una, preferida por Newton, que supon´ıa que
la luz estaba conformada por part´ıculas, y la otra que asumı´a que estaba
formada por ondas. Actualmente se sabe que ambas teor´ıas son correctas.
En la teor´ıa de que la luz estaba formada por ondas, no quedaba claro
como responder´ıa e´sta ante la gravedad. Pero si la luz estaba compuesta por
part´ıculas, se podr´ıa esperar que e´stas fueran afectadas por la gravedad de
la misma manera que lo hace con cualquier objeto material. Al principio, se
pensaba que las part´ıculas de luz viajaban con infinita rapidez de forma que
la gravedad no hubiera sido capaz de frenarlas, pero el descubrimiento de
Roemer de que la luz viaja a una velocidad finita, significo´ el que la gravedad
pudiera tener un efecto importante sobre la luz.
Bajo esta suposicio´n John Michell, escribio´ en 1783 un art´ıculo en el
Philosophical Transactions of the Royal Society of London en el que sen˜ala-
ba que una estrella que fuera lo suficientemente masiva y compacta tendr´ıa
un campo gravitatorio tan intenso que la luz no podr´ıa escapar: la luz emiti-
da desde la superficie de la estrella ser´ıa arrastrada de vuelta hacia el centro
por la atraccio´n gravitatoria de la estrella, antes de que pudiera llegar muy
lejos. Michell sugirio´ que podr´ıa haber un gran nu´mero de estrellas de este
tipo. A pesar de que no podr´ıa ser posible observarlas debido a que la luz
no alcanzar´ıa a ningu´n observador, si ser´ıa posible detectar su campo grav-
itatorio. Estos objetos son lo que que actualmente son llamados agujeros
negros.
Una sugerencia similar fue realizada unos pocos an˜os despue´s en 1795 por
el cient´ıfico france´s Pierre-Simon de Laplace en su “Exposition du Syste`me
du Monde”. Laplace textualmente comenta “Un astro luminoso de la misma
densidad que la Tierra, y cuyo dia´metro fuera 250 veces mayor que el Sol,
no dejar´ıa en virtud de su atraccio´n, que ninguno de sus rayos llegara hasta
nosotros; es posible que los cuerpos luminosos mayores del universo, sean
por su naturaleza invisibles.”
En 1916, tan solo unos meses despue´s de que Einstein diera a cono-
cer su teor´ıa, el f´ısico y astro´nomo alema´n Karl Schwarzschild (1873-1916)
encuentra la primera solucio´n exacta no trivial de las ecuaciones del cam-
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po gravitacional. La solucio´n de Schwarzschild describe el espacio-tiempo
exterior a un cuerpo esta´tico y esfe´ricamente sime´trico de masa m. La par-
ticularidad de esta solucio´n es que presenta una singularidad en el radio
cr´ıtico r = 2m, esta singularidad impide que cualquier luz emitida hacia
afuera desde el cuerpo pueda escapar, sera atra´ıda nuevamente hacia el. Es-
to significa que cualquier objeto de masa m y radio menor que r ser´ıa oscuro
y ningu´n observador podr´ıa verlo, ser´ıa entonces un Agujero Negro.
1.3. Objetivos Generales
El problema de interaccio´n entre agujeros negros se remonta a los or´ıgenes
de la relatividad general. Una solucio´n que describe este tipo de sistemas es
conocida y representa mu´ltiples agujeros negros en equilibrio.
Fue descubierta por Majumdar [14] y Papapetrou y consiste de N agu-
jeros negros de Reissner-Nordstro¨m extremos (es decir, es un sistema esta´tico
en el que cada agujero negro tiene una carga ele´ctrica igual a su para´metro
masa Qi = mi). Se espera en general que debe existir una fuerza entre las
diferentes componentes del horizonte con el fin de evitar que el espacio-
tiempo colapse, y por lo tanto, la solucio´n de Majumdar-Papapetrou ser´ıa
la u´nica solucio´n de electrovac´ıo en que la fuerza neta entre agujeros negros
es cero. No obstante, basa´ndose en las ideas de Newton, una preocupacio´n
principal es la siguiente, dados dos agujeros negros, ¿podr´ıa la repulsio´n
Coulombiana compensar la atraccio´n gravitatoria y mantener el sistema en
equilibrio?
Muchos intentos se han hecho desde entonces a fin de responder esta
cuestio´n y en entender la naturaleza atractiva o repulsiva de la fuerza de
interaccio´n entre agujeros negros (ver [15] y referencias all´ı mencionadas).
De hecho, hubo algunos resultados positivos en los que se encontro´ que la
fuerza de interaccio´n es atractiva, por ejemplo para el caso de dos agujeros
negros iguales en vac´ıo y axialmente sime´tricos [15]. De acuerdo a (ver [12]
y sus referencias) sabemos que toda solucio´n de las ecuaciones de Einstein
de vac´ıo, estacionaria, axialmente sime´trica con horizonte disconexo y so´lo
dos componentes viola una desigualdad entre a´rea y momento angular que se
sabe va´lida en este contexto. Esta violacio´n esta´ relacionada con la existencia
de una singularidad co´nica en la porcio´n conexa del eje de simetr´ıa entre los
agujeros.
En este trabajo nos proponemos como objetivo concreto estudiar las
ecuaciones de Einstein-Maxwell bajo la condicio´n de estacionariedad. De es-
ta forma queremos analizar si es posible mejorar las cotas halladas en [5]
bajo esta hipo´tesis. Por otro lado, para facilitar el estudio de estas ecua-
ciones, analizaremos las condiciones de borde de las funciones me´tricas in-
volucradas. Esto nos llevara´ al l´ımite de agujeros negros extremos, es decir,
aquellos que esta´n caracterizados por poseer la ma´xima cantidad de cargas
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y/o momento angular por unidad de masa en la familia. Veremos que otra
manera de caracterizarlos es a trave´s de la naturaleza de sus horizontes,
estando los agujeros negros extremos asociados con horizontes degenerados.
Finalmente re-veremos un teorema, u´til para nuestro resultado principal,
que da la positividad de la masa en el caso de Einstein-Maxwell. Ma´s pre-
cisamente, estudiaremos la cota inferior a la masa ADM de un dato inicial en
te´rminos de la carga electromagne´tica total del sistema de muchos agujeros
negros.
2. Marco Teo´rico-Preliminares
2.1. Introduccio´n
Un dato inicial para las ecuaciones de Einstein de vac´ıo esta dado por
el conjunto (S, hij ,Kij) donde S es una variedad 3-dimensional, hij una
(definida positiva) me´trica Riemaniana y Kij un tensor sime´trico en S de
manera tal que las ecuaciones de vac´ıo
DjK
ij −DiK = 0 (2)
R−KijKij +K2 = 0 (3)
se satisfacen en S. D y R son la conexio´n de Levi-Civita y el escalar de Ricci
asociado con hij y K = KijK
ij . En estas ecuaciones los ı´ndices se suben o
bajan con las me´trica hij o su inversa h
ij .
2.2. La γ Me´trica
La γ me´trica es una solucio´n de vac´ıo de las ecuaciones de Einstein
descubiertos por Darmois en 1927 y ha vuelto a ser investigada por diversos
autores muchas veces desde aquel entonces (ver referencias citadas en [16]
para ma´s detalles). Conocida tambie´n como la me´trica de Darmois-Voorhees-
Zipoy, esta representa una interesante clase de espacio-tiempos esta´ticos
axialmente sime´tricos. Por lo tanto, puede ser expresada en coordenadas
cil´ındricas Weyl-Lewis-Papapetrou en la forma:
ds2 = −e2σdt2 + e2(ψ−σ)(dr2 + dz2) + r2e−2σdφ2 (4)
Donde σ = σ(r, z), ψ = ψ(r, z) son funciones de r y z u´nicamente. Particu-
larmente, la γ me´trica es el elemento de linea (1) con:
e2σ =
(
R1 +R2 − 2m
R1 +R2 + 2m
)γ
= f1(r, z)
e2ψ =
[
(R1 +R2 − 2m)(R1 +R2 + 2m)
4R1R2
]γ2
= f2(r, z) (5)
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R1 =
√
r2 + (z −m)2 R2 =
√
r2 + (z +m)2
Las funciones σ = σ(r, z), ψ = ψ(r, z) satisfacen:
∆σ = σzz + σrr + r
−1σr = 0 (6)
Y
ψz = 2rσzσr (7)
ψr = r(σ
2
r − σ2z) (8)
Es posible construir un nu´mero infinito de soluciones axialmente sime´tri-
cas de las ecuaciones de Einstein utilizando diversos potenciales (realista)
Newtonianos identificados con σ(r, z). El caso γ = 1 corresponde a la me´tri-
ca de Schawarzchild fuera del horizonte, esto queda mas evidente cuando se
introducen las llamadas coordenadas esfe´ricas %, ϑ de Erez-Rozen dadas por
la transformacio´n:
r2 = (%2 − 2m%) = sin2 θ z = (%−m) cos θ (9)
2.3. Ecuaciones de Einstein Estacionarias
Consideremos un espacio-tiempo estacionario y axialmente sime´trico (M, g).
Las ecuaciones de Einstein-Maxwell son:
Rµν − 1
2
Rgµν = 2Tµν (10)
F = dA (11)
d∗F = 0 (12)
Donde Rµν es el tensor de Ricci y R el escalar de curvatura de la me´trica
g. Tµν es, en este caso el tensor electromagne´tico (uno puede incluir materia
satisfaciendo alguna condicio´n de energ´ıa, pero por simplicidad restringimos
la discusio´n a electrovac´ıo).
Notemos que como Tµµ = 0, obtenemos R = 0 y entonces la ecuacio´n
(10) queda
Rµν = 2Tµν . (13)
Vamos a considerar soluciones asintoticamente planas, estacionarias y
axialmente sime´tricas de las Ecuaciones de Einstein-Maxwell (3) y (4). De-
notamos por Kµ, mµ al campo vectorial de Killing correpondiente al caso
estacionario y con simetr´ıa axial respectivamente.
De acuerdo a [21] una me´trica g estacionaria y axialmente sime´trica
puede escribirse de la forma
ds2 = −ρ2e2udt2 + e−2u(dϕ− ω¯dt)2 + e2λ(dρ2 + dz2) (14)
A = −(χdϕ+ θdt) (15)
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y las ecuaciones de Maxwell
∇(e2u∇ψ) + 2e4u∇χ[∇v + χ∇ψ − ψ∇χ] = 0 (16)
∇(e2u∇χ)− 2e4u∇ψ[∇v + χ∇ψ − ψ∇χ] = 0 (17)
y las dos ecuaciones de Einstein
∇[e4u(∇v + χ∇ψ − ψ∇χ)] = 0 (18)
∆u− 2e4u|(∇v + χ∇ψ − ψ∇χ)|2 − e2u(|∇χ|2 + |∇ψ|2) = 0. (19)
De estas ecuaciones obtenemos unas solucio´n Φ = (u, v, χ, ψ). Las restantes
funciones en la me´trica y el potencial vector son obtenidas de las siguientes
ecuaciones
ω = 2(dv + χdψ − ψdχ) (20)
dω¯ = e4uiξ ∗ ω (21)
dθ = e2uiξ ∗ dψ − ωdχ (22)
dλ = −du+ ρ[u2ρ − u2z +
1
4
e4u(ω2ρ − ω2z) + e2u(χ2ρ − χ2z) + ψ2ρ −ψ2z ]dρ+ (23)
2ρ[uρuz +
1
4
e4uωρωz + e
2u(χρχz + ψρψz)]dz. (24)
En el caso esta´tico y axialmente sime´trico tenemos
ds2 = −ρ2e2udt2 + e−2udϕ2 + e2λ(dρ2 + dz2) (25)
A = −(χdϕ+ θdt) (26)
y las ecuaciones de Einstein-Maxwell
∇(e2u∇ψ) + 2e4u∇χ[∇v + χ∇ψ − ψ∇χ] = 0 (27)
∇(e2u∇χ)− 2e4u∇ψ[∇v + χ∇ψ − ψ∇χ] = 0 (28)
y las dos ecuaciones de Einstein
∇[e4u(∇v + χ∇ψ − ψ∇χ)] = 0 (29)
∆u− 2e4u|(∇v + χ∇ψ − ψ∇χ)|2 − e2u(|∇χ|2 + |∇ψ|2) = 0 (30)
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con
ω = 0 = 2(dv + χdψ − ψdχ) (31)
dω¯ = 0 (32)
dθ = e2uiξ ∗ dψ (33)
dλ = dv + ρ[u2ρ − u2z + e2u(χ2ρ − χ2z + ψ2ρ − ψ2z)]dρ (34)
2ρ[uρuz + e
2u(χρχz + ψρψz)]dz (35)
2.4. Fuerza entre Agujeros Negros
Como fue mencionado anteriormente, el problema de interaccio´n entre
agujeros negros se remonta a los or´ıgenes de la relatividad general.
Weinstein [21] usando mapas armo´nicos muestra que existen soluciones
asintoticamente planas, de vac´ıo y axialmente sime´tricas para mu´ltiples agu-
jeros negros, aunque posiblemente con una singularidad co´nica en la com-
ponente delimitada del eje de simetr´ıa. La aparicio´n de esta singularidad
co´nica en el eje se vio claramente en la superposicio´n de dos agujeros negros
de Schwarzschild en los primeros trabajos de Bach y Weyl [2]. Las interac-
ciones de largo alcance en las mu´ltiples soluciones de agujeros negros son
incapaces de proporcionar el equilibrio entre los distintos agujeros negros
y la singularidad co´nica se interpreta como una condicio´n de contorno que
mantiene los agujeros negros a una separacio´n fija para prevenir el colapso
del sistema.
Para ser concretos, cuando consideremos N ≥ 1 agujeros negros local-
izados en el eje de simetr´ıa, sera´n representados por segmentos en el caso
no extremo y por “punctures” en el caso extremo. El eje ρ = 0 es deno-
tado por Γ. Que contiene N − 1 componentes acotadas denotadas por Γi,
i = 1, .., N − 1 y dos componentes no acotadas Γ0 y ΓN .
Cuando tenemos una singularidad co´nica en el eje, esta puede ser interpre-
tada como la fuerza necesaria para balancear la atraccio´n gravitacional y
mantener los cuerpos en equilibrio, esta puede ser expresada en te´rminos
de la constante qi que es el valor de la funcio´n q en la i-esima componente
conexa del eje, (ver [5] para mas detalles).
Fi = 1
4
(e−qi − 1) (36)
Uno esperar´ıa que esta fuerza fuera positiva reflejando el hecho que una
fuerza repulsiva es necesaria a fin de evitar que los agujeros negros tiendan
a acercarse mutuamente.
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Una fuerza positiva ha sido encontrada en algunas pocas situaciones, por
ejemplo para el caso de dos agujeros negros iguales de Kerr en el l´ımite en
que en que uno de los agujeros negros se convierte en extremo y la distancia
de uno al adyacente tiende a cero (ver [21] y sus referencias).
Por otro lado, Neugebauer y Hennig [15] han probado que no existe una
solucio´n de vac´ıo estacionaria y regular que represente a dos agujeros negros.
Su me´todo se aplica solo a dos componentes conexas del horizonte y no se
han encontrado generalizaciones a cualquier nu´mero de agujeros negros. Sin
embargo, en este trabajo no se analiza el cara´cter atractivo o repulsivo de
la interaccio´n.
Hasta el momento no hay ninguna prueba general segu´n la cual la fuerza
es siempre positiva.
2.5. Ana´lisis Funcional
En esta seccio´n desarrollamos la teor´ıa de ana´lisis funcional que sera u´til
mas adelante, en particular en la demostracio´n del teorema 3.6.
2.5.1. Espacios de Ho¨lder
Asumamos U ⊂ Rn un conjunto abierto y 0 < γ ≤ 1. Recordemos
previamente la clase de funciones continuas de Lipschitz u : U → R, que por
definicio´n satisface
|u(x)− u(y)| ≤ C|x− y| (x, y ∈ U) (37)
para alguna contante C. Es u´til considerar tambie´n funciones u que satis-
facen una variante de (37)
|u(x)− u(y)| ≤ C|x− y|γ (x, y ∈ U) (38)
para alguna constante C. Tales funciones se llaman funciones continuas de
Ho¨lder con exponente γ.
Definicio´n 2.1. (i) Si u : U → R es acotada y continua, escribimos
‖u‖C(U¯) := sup
x∈U
|u(x)|
(ii) La γth-Ho¨lder seminorma de u : U → R es
[u]C0,γ(U¯) := sup
x,y∈U x 6=y
{
|u(x)− u(y)|
|x− y|γ
}
y la γth-Ho¨lder norma es
‖u‖C0,γ(U¯) := ‖u‖C(U¯) + [u]C0,γ(U¯)
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Definicio´n 2.2. El espacio de Ho¨lder
Ck,γ(U¯)
consiste de todas las funciones u ∈ Ck(U¯) para las cuales
‖u‖Ck,γ(U¯) :=
∑
|α|≤k
‖Dαu‖C(U¯) +
∑
|α|=k
[Dαu]C0,γ(U¯) (39)
es finita.
Entonces, el espacio Ck,γ(U¯) consiste de aquellas funciones u que son k-
veces continuamente diferenciales y cuya kth− derivada parcial son continuas
de Ho¨lder con exponente γ. Estas funciones esta´n bien comportadas, ademas
el espacio Ck,γ(U¯) posee en si mismo una buena estructura matema´tica.
2.5.2. Espacios de Sobolev
Los espacios de Ho¨lder introducidos en la seccio´n anterior por lo gener-
al no suelen ser adecuados para la teor´ıa elemental de ecuaciones diferen-
ciales en derivadas parciales. Hay otros espacios que contienen funciones con
propiedades menos suaves, estos se desarrollaran en esta seccio´n.
Notacio´n 2.3. Denotamos por C∞c (U) el espacio de funciones infinita-
mentes diferenciables φ : U → R con soporte compacto en U . Llamaremos a
φ ∈ C∞c (U) una funcio´n de prueba.
Definicio´n 2.4. Sean u, v ∈ L1loc(U) y α un multi ı´ndice. Decimos que v es
la αth derivada parcial de u, escribimos
Dαu = v
probando ∫
U
uDαφdx = (−1)|α|
∫
U
vφdx (40)
para todas las funciones de pruebas φ ∈ C∞c (U).
En otras palabras, si damos u y si pasa que existe una funcio´n v que
verifica (40) para toda φ, decimos que Dαu = v en el sentido de´bil. Si no
existe tal funcio´n v, entonces u no posee la αth derivada parcial de´bil.
Lema 2.5. (Unicidad de derivadas de´biles). Una αth derivada parcial de´bil
de u, si existe, es u´nica, definida en un conjunto de medida nula.
Sea ≤ p ≤ ∞ y dado k un entero no negativo. Definimos ahora cierto
espacio de funciones, cuyos miembros tienen varios ordenes de derivadas
de´biles viviendo en varios espacios Lp.
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Definicio´n 2.6. El espacio de Sobolev
W k,p(U)
consiste de todas las funciones localmente sumables u : U → < tal que para
multi ı´ndice α con |α| ≤ k, Dαu existe en el sentido de´bil y pertenecen a
Lp(U).
Observaciones. (i) Si p = 2, usualmente escribimos
Hk(U) = W k,2(U) (k = 0, 1, ..)
La letra H es usada, por que Hk(U) es un espacio de Hilbert. Notemos que
H0(U) = L2(U).
(ii) Ahora identificamos funciones en W k,p que este´n de acuerdo a lo
anterior.
Definicio´n 2.7. Si u ∈W k,p(U), definimos su norma de acuerdo a
‖u‖Wk,p(U) :=
{ (∑
|α|≤k
∫
U |Dαu|pdx
)1/p
(1 ≤ p <∞)∑
|α|≤k ess supU |Dαu| (p =∞)
Definicio´n 2.8. (i) {um}∞m=1, u ∈W k,p(U). Decimos que um converge a u
en W k,p(U) escribiendo
um → u en W k,p(U)
probando
l´ım
m→∞ ‖um − u‖Wk,p(U) = 0
(ii) Escribimos
um → u en W k,ploc (U)
para significar
um → u en W k,p(V )
para cada V ⊂⊂ U.
Definicio´n 2.9. Denotamos por
W k,p0 (U)
la clausura de C∞c (U) en W k,p(U). As´ı u ∈ W k,p0 (U) si y solo si existen
funciones um ∈ C∞c (U) tal que um → u en W k,p(U). Interpretamos W k,p0 (U)
como que comprende las funciones u ∈W k,p(U) tal que
Dαu = 0 en ∂U para todo |α| ≤ k − 1
Notacio´n 2.10. Es costumbre escribir
Hk0U = W
k,2
0 (U)
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2.5.3. Ca´lculo de Variaciones
Aqu´ı introducimos algunas ideas acerca del calculo de variaciones, la
idea inicial radica en el hecho de que queremos resolver alguna ecuacio´n
en derivadas parciales, por simplicidad, podemos escribir esto en forma ab-
stracta de la forma
A[u] = 0 (41)
En la expresio´n anterior A[·] denota un dado, posiblemente no-lineal oper-
ador en derivadas parciales y u es desconocida.
El ca´lculo de variaciones identifica una importante clase de tales proble-
mas no lineales que pueden ser resueltos usando te´cnicas relativamente sim-
ples del ana´lisis funcional. Esta es la clase de problemas variacionales, es de-
cir, ecuaciones diferenciales en derivadas parciales de la forma (41), donde el
operador no-lineal A[·] es la “derivada”de una apropiada “energ´ıa”funcional
I[·], simbo´licamente esto se escribe
A[·] = I ′[·]. (42)
El problema (41) es
I ′[u] = 0. (43)
Ahora buscamos soluciones de (41) que sean puntos cr´ıticos de I[·]. Esto
en ciertas circunstancias puede ser relativamente fa´cil de encontrar: si por
ejemplo el funcional I[·] tiene un mı´nimo en u, entonces (43) es valida y
as´ı es solucio´n de problema original (41).
Primera variacio´n, ecuaciones de Euler-Lagrange. Supongamos aho-
ra U ⊂ R es un conjunto abierto y acotado con borde ∂U suave y una dada
funcio´n suave
L : Rn ×R× U¯ → R
Vamos a llamar a L Lagrangeana.
Notacio´n 2.11. Escribimos
L = L(p, z, x) = L(p1, ..., pn, z, x1, ..., xn)
para p ∈ Rn, z ∈ R y x ∈ R. As´ı “p” es el nombre de la variable para la que
sustituimos Dω(x) mas abajo y “z” es la variable para la que sustituiremos
ω(x). Tambie´n fijamos
DpL = (Lp1,...,Lpn )
DzL = Lz
DxL = (Lx1,...,Lxn ) (44)
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Ahora, para ser mas precisos con las ideas anteriores, asumimos que I[·]
tiene la siguiente forma explicita
I[ω] =
∫
U
L(Dω(x), ω(x), x)dx (45)
para funciones suaves ω : U¯ → R satisfaciendo la condicio´n de borde
ω = g en ∂U (46)
Vamos a suponer ahora adema´s alguna funcio´n suave u, satisfaciendo
la condicio´n de borde u = g en ∂U , esta pasa a ser un minimizante de
I[·] entre todas las funciones ω que satisfacen (46). Se demuestra que u
es entonces automa´ticamente una solucio´n de cierta ecuacio´n no-lineal en
derivadas parciales.
La ecuacio´n de Euler-Lagrange asociada con la energ´ıa funcional I[·]
definida por (45) es
−
n∑
i=1
(Lpi(Du, u, x))xi + Lz(Du, u, x) = 0 en U (47)
Existencia de Minimizantes Aqu´ı vamos a identificar algunas condi-
ciones en la Lagrangeana L que garanticen que el funcional I[·] tiene en
realidad un minimizador, al menos dentro de un espacio de Sobolev apropi-
ado.
Corsividad, Semicontinuidad Vamos a comenzar con algunas ideas en
gran parte heur´ısticas en cuanto a el funcional
I[ω] :=
∫
U
L(Dω(x), ω(x), x)dx (48)
definida para una apropiada funcio´n ω : U → R satisfaciendo
ω = g en ∂U (49)
a. Corsividad
Notemos primero que alguna funcio´n suave f : R → R, acotada inferi-
ormente no necesariamente posee un ı´nfimo. Consideremos, para entender
esto la funcio´n ex o (1 +x2)−1. Estos ejemplos sugieren que en general nece-
sitamos alguna hipo´tesis para controlar I[ω] para funciones “grandes”ω. La
forma ma´s eficaz para asegurar esto, seria la hipo´tesis que I[ω] “crece ra´pido
a medida que |ω| → ∞”.
Mas espec´ıficamente, supongamos
1 < q <∞ (50)
16
esta fijo, entonces vamos a suponer{ existen constantes α > 0, β ≥ 0 tal que
L(p, z, x) ≥ α|p|q − β
∀p ∈ Rn, z ∈ R, x ∈ U.
(51)
Por lo tanto
I[ω] ≥ α‖Dω‖qLq(U) − γ (52)
para γ := β|U |. As´ı I[ω] → ∞ como ‖Dω‖Lq → ∞. Es costumbre llamar a
(52) condicio´n de corcividad en I[·].
b. Semicontinuidad
Observemos que si bien una funcio´n f : R→ R satisface la condicio´n de
corcividad, en efecto, alcanza su ı´nfimo pero en general I[·] no lo hara´. Para
entender esto, sea
m := ı´nf
ω∈A
I[ω] (53)
y elegimos funciones uk ∈ A (k = 1, ...) tal que
I[uk]→ m cuando k →∞. (54)
Llamamos a {uk}∞k=1 una secuencia minimizante.
Ahora queremos mostrar que alguna subsecuencia de {uk}∞k=1 converge
al actual minimizante. Para esto, sin embargo, necesitamos algu´n tipo de
compacidad, y esto es sin duda un problema ya que el espacio W 1,q(U) es
de dimensio´n infinita. De hecho, si utilizamos la desigualdad de corcividad
(52), resulta que so´lo podemos concluir que la secuencia de minimizacio´n
se encuentra en un conjunto acotado de W 1,q(U). Pero esto no implica que
exista alguna subsecuencia que converge en W 1,q(U).
Por lo tanto, dirigimos nuestra atencio´n a la “topolog´ıa de´bil”. Desde
que estamos suponiendo 1 < q <∞, por lo que Lq(u) es reflexiva, llegamos
a la conclusio´n de que existe una subsecuencia {ukj}∞k=1 y una funcio´n u ∈
W 1,q(U) tal que {
ukj ⇀ de´bilmente en L
q(U)
Dukj ⇀ Du de´bilmente en L
q(U ;Rn) (55)
Desplazando a la topolog´ıa de´bil se recupera la suficiente compacidad, de
la desigualdad de corcividad (52) se deduce (55) para una subsecuencia
apropiada. Pero ahora surge otra dificultad, pues en pra´cticamente todos los
casos de intere´s el funcional I[·] no es continuo con respecto a la convergencia
de´bil. Esto es, no podemos deducir de (54) y (55) que
I[u] = l´ım
j→∞
I[ukj ] (56)
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y entonces u es un minimizante. El problema es que Dukj ⇀ Du no implica
Dukj → Du es muy posible, por ejemplo, que los gradientesDukj aunque son
acotados en Lq, esta´n oscilando ma´s y ma´s violentamente cuando kj →∞.
Lo que nos ayuda es la observacio´n clave de que realmente no necesitamos
completamente (56). Bastar´ıa en lugar saber so´lo que
I[u] ≤ l´ım
j→∞
I[ukj ]. (57)
Entonces, de (54) podr´ıamos deducir I[u] ≤ m. Pero debido a (53),
m ≤ I[u]. En consecuencia, u es un minimizante.
Definicio´n 2.12. Decimos que una funcio´n I[·] es (secuencialmente) de´bil-
mente semicontinua inferiormente en W 1,q(U), teniendo
I[u] ≤ l´ım
k→∞
ı´nf I[uk]
siempre que
uk ⇀ u de´bilmente en W
1,q(U)
Por lo tanto, nuestro objetivo ahora es identificar condiciones razonables
a la no linealidad de L que aseguren que I[·] es de´bilmente semicontinua
inferiormente.
Los teoremas de existencia y unicidad del minimizante nos garantizan
que en efecto, que para el funcional I[·] existe u en el que toma el valor
mı´nimo.
3. Resultados
En este cap´ıtulo comenzamos enunciando y analizando soluciones de
agujeros negros conocidos, buscamos ver el comportamiento de las solu-
ciones estacionarias conocidas. Para este ana´lisis usaremos las coordenadas
de Weyl.
Cuando sea posible miraremos el limite para el caso extremo, en partic-
ular estamos interesados en ver el comportamiento de la funcio´n q. Para el
caso de agujeros negros no extremos, el horizonte estara´ representado por
un segmento sobre el eje de simetr´ıa y en el limite extremo, este segmento
se reduce a un punto, en este limite, las coordenadas de Weyl coinciden con
las isotro´picas. Tambie´n mostramos algunos de los resultados mas impor-
tantes de este trabajo en la seccio´n (3.2) donde enunciamos y demostramos
los principales teoremas del trabajo.
3.1. Ana´lisis de soluciones de Agujeros Negros conocidos.
3.1.1. Schwarzchild
La me´trica de Schwarzchild es la primera solucio´n encontrada de las
ecuaciones de campo de Einstein en vac´ıo, esta representa un espacio-tiempo
18
que contiene un agujero negro esta´tico y asinto´ticamente plano. Su exterior
describe tambie´n el espacio generado por una distribucio´n de masa uniforme
y esfe´ricamente sime´trica.
La me´trica de Schwarzschild en coordenadas esfe´ricas tiene la forma
ds2 = −
(
1− 2M
r
)
dt2 +
(
1− 2M
r
)−1
dr2 + r2dΩ2 (58)
donde M es la masa del agujero negro cuyo horizonte de eventos esta´ ubicado
en r = 2M (radio de Schwarzchild) y dΩ2 = dθ2 + sin2 θdφ2. Mediante el
cambio de coordenadas siguiente
ρ2 = (r2 − 2lr) sin2(θ) (59)
z = (r −m) cos(θ) (60)
obtenemos la me´trica axialmente sime´trica en las coordenadas de Weyl-
Lewis-Papapetrou:
ds2 = −e−σdt2 + eσ(e2q(dρ2 + dz2) + ρ2dφ2) (61)
Donde las coordenadas toman los valores ρ ∈ [0,∞]; z, t ∈ R; φ ∈ [0, 2pi).
Ademas, como sabemos, σ y q son funciones de z y ρ u´nicamente
σ = σ(ρ, z); q = q(ρ, z). (62)
Escribiendo las ecuaciones de Einstein de vac´ıo Rµν− 12Rgµν = 8piTµν = 0
se obtiene que σ satisface:
∆σ = σρρ + ρ
−1σρ + σzz =
1
ρ
{
∂(ρσz)
∂z
+
∂(ρσρ)
∂ρ
}
= 0 (63)
(σz, σρ son las derivadas con respecto a z y ρ respectivamente), mientras
que q satisface
qz =
ρ
2
σzσρ; qρ =
ρ
4
(σ2ρ − σ2z) (64)
y a partir de (63)-(64) tenemos
∆¯q +
(∂σ)2
4
= 0 (65)
donde ∆¯ = ∂ρρ + ∂zz.
Para resolver el sistema anterior debo dar condiciones de borde (en ∞
y sobre los agujeros negros). En este caso, el agujero negro es representado
por un segmento de longitud 2l ubicado en el eje z y centrado en el origen.
Es importante notar que la longitud del segmento que representa al agu-
jero negro coincide con el radio de Schwarzchild, es decir l = m.
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Las soluciones para σ y q son:
σ = − log r1 + r2 − 2l
r1 + r2 + 2l
(66)
q =
1
2
log
(r1 + r2)
2 − 4l2
4r1r2
(67)
Donde r1 y r2 son las distancias (calculadas en el espacio Euclideo) de
un punto P a P1 y P2 (extremos del segmento que representa el agujero
negro) y esta´n dadas de acuerdo a:
r1 =
√
ρ2 + (z + l)2 (68)
r2 =
√
ρ2 + (z − l)2 (69)
En lo que sigue, hacemos nuestro propio ana´lisis a fin de entender el
comportamiento de σ, q para algunos casos de intere´s.
Si analizamos el caso l → 0, tenemos que para esta situacio´n r1 = r2
con lo cual vemos que:
σ = − log r1 + r2
r1 + r2
= 0 (70)
q =
1
2
log
(r1 + r2)
2
4r1r2
= 0 (71)
Entonces la me´trica toma la forma
ds2 = −dt2 − (dρ2 + dz2 + ρ2dφ2) (72)
que corresponde a la me´trica del espacio-tiempo de Minkowski en co-
ordenadas cil´ındricas. Este es un resultado que esta de acuerdo a lo
esperado teniendo en cuenta que el l´ımite l → 0 corresponde al l´ımite
en el que la masa del agujero negro va a cero, m→ 0.
Analizamos que sucede si ρ→∞, en ese caso r1 ≈ r2 = ρ con lo cual
tenemos que
σ = − log 2ρ− 2l
2ρ+ 2l
→ 0
q =
1
2
log
(2ρ)2 − (2l)2
(2ρ)2
→ 0
en el limite.
Entonces nuevamente vemos que nuestra me´trica se reduce a la de
Minkoski. De nuevo este resultado es esperado ya que el espacio-tiempo
descripto por la me´trica de Schwarzchild es asinto´ticamente plano.
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Ahora buscamos ver los ordenes principales de σ y q cerca del hor-
izonte, para ello hemos calculado ∂ρq y realizando los desarrollos de
Taylor necesarios vamos a obtener la informacio´n buscada, este ana´li-
sis lo realizamos de esta manera teniendo en cuenta que ∂ρq sera un
termino que aparecera´ en la integracio´n de ∆¯q y este a su vez nos
brindara´ informacio´n acerca de la interaccio´n que existe entre agujeros
negros cuando consideremos un sistema de muchos de estos objetos.
Comenzamos calculando la derivada de σ respecto de ρ.
∂ρσ = − 4lρ
(r1 + r2)2 − 4l2
(
r1 + r2
r1r2
)
(73)
Veamos que sucede en el limite al horizonte, esto es cuando ρ → 0,
|z| < l. Primero desarrollamos en Taylor alrededor de ρ = 0 tanto a
(r+ + r−) como a (r−r+).
r1 + r2 = 2l +
l
l2 − z2 ρ
2 +O(ρ4) (74)
r1r2 = l
2 − z2 +O(ρ2) (75)
Notemos que estos desarrollos son solo va´lidos lejos de los extremos
del segmento l = |z| que representa al horizonte.
A partir de esto, tenemos que cuando ρ→ 0, |z| < l.
ρσρ → −2 (76)
Si de la misma manera anterior analizamos ahora el comportamiento
de σ sobre el eje pero fuera del horizonte, es decir cuando ρ→ 0, |z| > l
tenemos que los desarrollos de Taylor ahora son
r1 + r2 = 2z +
z
z2 − l2 ρ
2 +O(ρ4) (77)
r1r2 = z
2 − l2 +O(ρ2) (78)
y a partir de ello se deduce que si ρ→ 0, |z| > l
ρσρ = 0. (79)
Buscamos ver ahora el comportamiento de q, para ello, hacemos lo
mismo que hicimos anteriormente.
Calculando ∂ρq.
∂ρq =
ρ
2r21r
2
2[(r1 + r2)
2 − 4l2]
[−(r21 − r22)2 + 4l2(r1 + r2)2] (80)
y usando los desarrollos de Taylor correspondientes podemos afirmar
que cuando ρ→ 0, |z| > l es decir, cuando estamos fuera del horizonte,
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q es regular.
ρ∂ρq = 0 (81)
Mientras que cuando estamos en el horizonte, ρ → 0, |z| < l tenemos
que
ρqρ → 4l
2
l2 − z2 (82)
donde nuevamente, el desarrollo vale lejos de los extremos del segmen-
to.
Resumimos todo lo anterior diciendo:
σρ = O(ρ−1) cuando ρ→ 0, |z| < l (83)
qρ = O(ρ−1) cuando ρ→ 0, |z| < l (84)
Por u´ltimo hacemos notar que
q = O(ln ρ)cuando ρ→ 0, |z| < l. (85)
Buscamos ver a continuacio´n si la ecuacio´n (65) puede ser integrada en
todo el espacio. Recordemos que la idea es, a partir del comportamiento
observado en agujeros negros conocidos, obtener estimaciones a priori de la
interaccio´n entre agujeros negros estacionarios en simetr´ıa axial.
Denotaremos por H el horizonte de eventos, es decir, el segmento |z| ≤ l.
Entonces tenemos:∫
R3\H
∆¯qρdρdz = −1
4
∫
R3\H
(∂σ)2ρdρdz (86)
Integrando por partes el lado izquierdo de (86) obtenemos∫
R3\H
∆¯qρdρdz =
∫
(ρqρ)|∞ρ=0dz +
∫
(ρqz)|∞z=−∞dρ−
∫
q|∞ρ=0dz (87)
En la expresio´n anterior el primer termino es finito de acuerdo a lo que
vimos en (84), pero de (85) vemos que q diverge en el horizonte como ln ρ y
por lo tanto el u´ltimo te´rmino no esta´ acotado.
Se llega al mismo resultado (no acotado) si calculamos el lado derecho
de la ecuacio´n (86).
Este ana´lisis nos permite ver que la integral de los diferentes te´rmi-
nos de la ecuacio´n de Einstein esta´tica de vac´ıo para un agujero negro de
Schwarzchild, (65), no es acotada.
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3.1.2. Reissner-Nordstro¨m
La me´trica de Reissner-Nordstro¨m puede considerarse como una gener-
alizacio´n de la me´trica de Schwarzschild, esta es una solucio´n exacta con
simetr´ıa esfe´rica de las ecuaciones de campo de Einstein que describe el
campo gravitatorio y electromagne´tico de un cuerpo masivo con carga neta
diferente de cero. As´ı como en Schwarzschild esta me´trica bajo ciertas condi-
ciones describe un agujero negro, el agujero negro de Reissner-Nordstro¨m
que es esta´tico, con simetr´ıa esfe´rica y con carga ele´ctrica Q, viene definido
por dos para´metros: la masa M y la carga ele´ctrica Q.
La me´trica de Reissner-Nordstro¨m en coordenadas esta´ndar esta dada
por:
ds2 = −
(
1− 2M
r
+
Q2
r2
)
dt2+
(
1− 2M
r
+
Q2
r2
)−1
dr2+r2(dθ2+sin2 θdφ2)
(88)
O bien, puede reescribirse como:
ds2 = −∆
r2
dt2 +
r2
∆
dr2 + r2dΩ2 (89)
Donde
∆ = r2 − 2Mr +Q2 (90)
A partir de la me´trica (89) se puede observar que existen tres singu-
laridades. La primera corresponde al punto r = 0 y es una singularidad
no-removible similar al caso r = 0 en Schwarzschild. Las otras dos singular-
idades se encuentran en los puntos donde ∆ = 0 y estos son:
r± = M ±
√
M2 −Q2 (91)
De la expresio´n anterior, podemos distinguir tres casos de intere´s.
Reissner-Nordstro¨m su´per extremo M < |Q|.
Si M < |Q| los valores de r± no son reales. La funcio´n ∆ es siempre
positiva y la me´trica no posee singularidades en r±. Como no existen
horizontes la singularidad en r = 0 esta desnuda. De acuerdo con la
conjetura del censor co´smico, podemos considerar que este caso no se
presenta f´ısicamente.
Reissner-Nordstro¨m sub extremo M > |Q|.
Si M > |Q| los valores de r± son reales y la funcio´n ∆ se vuelve cero
all´ı. De esta forma, ∆ es positiva para r > r+ y para r < r−, y toma
valores negativos para r− < r < r+. Aqu´ı la singularidad en r = 0 no
es desnuda, pues tenemos dos horizontes que la ocultan. Aqu´ı tenemos
que el horizonte de eventos del agujero negro de Reissner-Nordstro¨m
se encuentra en r = r+
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Reissner-Nordstro¨m extremo M = |Q|.
En el caso extremo en el cual M = |Q| se tiene r− = r+ = M . Es
decir, los horizontes que tenia lugar en el caso sub extremo coinciden.
Haciendo el siguiente cambio de coordenadas:
ρ2 = (r2 − 2Mr +Q2) sin2 θ (92)
z = (r −M) cos(θ) (93)
Obtenemos la me´trica de Reissner-Nordstro¨m en las coordenadas de
Weyl.
ds2 = −e−σdt2 + eσ(e2q(dρ2 + dz2) + ρ2dφ2) (94)
Donde:
e−σ =
(r1 + r2)
2 − 4l2
(r1 + r2 + 2M)2
(95)
e2q =
(r1 + r2)
2 − 4l2
4r1r2
(96)
l : =
√
M2 −Q2 (97)
En estas coordenadas, el horizonte de eventos se encuentra en el eje de
simetr´ıa, representado por el segmento |z| ≤ l
Las ecuaciones de Einstein-Maxwell que satisfacen estas funciones son:
∆σ = −1
2
(∂σ)2 − 2∆¯q (98)
∆σ = −2eσ(∂Φ)2 (99)
qz =
ρ
2
σzσρ − 2ρeσΦρΦz (100)
qρ =
ρ
4
(σ2ρ − σ2z) + ρσ(Φ2ρ − Φ2z) (101)
∆Φ = −∇σ∇Φ (102)
Adema´s a su vez tenemos que las distancias de un punto (ρ, z) a los
externos del segmento, r1 y r2 esta´n dadas por:
r1 =
√
ρ2 + (z + l)2 = r¯ −M +
√
M2 −Q2 cos θ (103)
r2 =
√
ρ2 + (z − l)2 = r¯ −M −
√
M2 −Q2 cos θ (104)
En lo que sigue, realizamos nuestro propio ana´lisis de manera igual a lo
hecho anteriormente en Schwarzschild, es decir vamos a analizar los ordenes
de σ y de q cerca del horizonte.
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Comenzamos viendo que sucede cuando ρ → 0; |z| ≤ l =
√
M2 −Q2,
calculamos ∂ρσ.
∂ρσ = − 4ρ(r1 + r2)(M(r1 + r2) + 2l
2)
r1r2(r1 + r2 − 2l)(r1 + r2 + 2l)(2M + r1 + r2) (105)
Los desarrollos en Taylor ahora toman la forma:
r1 + r2 = 2l +
l
l2 − z2 ρ
2 +O(ρ4) (106)
r1r2 = l
2 − z2 +O(ρ2) (107)
A partir de esto, podemos ver que cuando ρ→ 0, |z| ≤ l tenemos:
ρσρ → −2 (108)
Ahora miremos que sucede con σ cuando estamos fuera del horizonte, es
decir cuando ρ→ 0, |z| > l. En este caso, usamos que,
r1 + r2 = 2z +
z
z2 − l2 ρ
2 +O(ρ4) (109)
r1r2 = z
2 − l2 +O(ρ2) (110)
y vemos que
ρσρ = 0. (111)
Ahora analizamos el comportamiento de q, calculamos qρ obteniendo:
qρ =
2l2ρ(z2 − ρ2 − l2)
(r1r2)2(r1r2 + z2 + ρ2 − l2) (112)
Y a partir de ello, podemos ver que si ρ→ 0, |z| > l
qρ = 0 (113)
Mientras que si ρ→ 0, |z| ≤ l tenemos
ρqρ → 2l
2
z2 − l2 (114)
Notamos que el comportamiento de la solucio´n de RN subextremo es
similar al que vimos para Schwarzchild, por lo que esperamos que la integral
de la ecuacio´n (100) no sea integrable.
Reissner-Nordstro¨m extremo
Como se menciono anteriormente, la familia de agujeros negros de Reissner-
Nordstro¨m posee un l´ımite especial llamado extremo, este se obtiene al tomar
el valor ma´ximo permitido para la carga, es decir Q → M . Valores ma´s
grandes para la carga producir´ıan una singularidad desnuda en lugar de un
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agujero negro. Notemos que este l´ımite se corresponde con tomar el l´ımite en
que la longitud del segmento que representa al horizonte en las coordenadas
de Weyl va a cero, esto es, l→ 0 y por lo tanto, r1, r2 → r
En este l´ımite, las funciones me´tricas toman la forma simple siguiente:
σ = −2 log r
r +M
(115)
q = 0 (116)
Con el horizonte esta ubicado en r = 0.
Se puede ver fa´cilmente que es posible, en el caso extremo, integrar las
ecuaciones de Einstein-Maxwell estacionarias (100) obteniendo en particular,∫
R3\H
∆¯qdV = 0 (117)∫
R3\H
∆σdV = −1
2
∫
R3\H
(∂σ)2dV = −8piM (118)
con dV = r2 sin θdθdφdr.
Esto nos dice que al tomar el l´ımite extremo en la solucio´n de Reissner-
Nordstro¨m, las divergencias en la integracio´n de las ecuaciones desaparecen.
Como se vera ma´s adelante, esta observacio´n sera´ crucial en parte de nuestros
resultados.
3.1.3. Kerr
En el contexto astrof´ısico es conocido que la mayor´ıa de los objetos este-
lares rotan pero no tiene carga ele´ctrica neta apreciable. El espacio-tiempo
que describe el comportamiento exterior de uno de estos objetos corresponde
a la me´trica de Kerr la cual esta descripta u´nicamente por dos para´metros,
la masa M y su momento angular J .
El elemento de linea de Kerr en las coordenadas de Boyer-Lindquist tiene
la forma:
ds2 = −
(
1− 2Mr¯
Σ2
)
dt2 − 2Mar¯ sin
2 θ
Σ2
(dtdφ+ dφdt) +
Σ2
∆
dr¯2+ (119)
+Σ2dθ2 +
sin2 θ
ρ2
[(r¯2 + a2)2 − a2∆ sin2 θ]dφ2
Donde tenemos que:
∆(r¯) = r¯2 − 2Mr¯ + a2
Σ2(r¯, θ) = r¯2 + a2 cos2 θ
a = J/M
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Al igual que en el caso de Reissner-Nordstro¨m la solucio´n de Kerr pose
tres singularidades, una singularidad f´ısica en Σ = 0 y dos singularidades de
coordenadas cuando ∆ = 0, esta u´ltima sucede en:
r¯± = M ±
√
M2 − a2 (120)
La me´trica de Kerr describe un agujero negro cuyo horizonte de eventos
esta´ ubicado en r¯ = r¯+.
Nuevamente como en Reissner-Nordstro¨m tenemos tres casos de intere´s.
Kerr super extremo M < a.
En este caso los dos valores r¯± son complejos, es decir que ∆ no tiene
ceros reales y por ello no existen las dos singularidades coordenadas.
Sin embargo, la singularidad esencial Σ = 0 si existe.
Kerr sub extremo M > a.
En este caso, la singularidad esencial Σ = 0 existe, pero adema´s, los
valores de r¯± son reales y por lo tanto existen dos singularidades co-
ordenadas en ∆ = 0. Se puede observar que la funcio´n ∆ es positiva
para r¯ > r¯+ y para r¯ < r¯−, mientras que toma valores negativos para
r¯− < r¯ < r¯+.
Kerr extremo M = a.
Para la me´trica de Kerr extrema, se tiene que r¯+ = r¯− = M y aqu´ı los
dos horizontes que ten´ıan lugar en el caso sub extremo coinciden.
Haciendo la siguiente transformacio´n de coordenadas:
ρ =
√
r¯2 − 2mr¯ + a2 sin θ ; z = (r¯ −m) cos θ
Obtenemos la la me´trica de Kerr en las coordenadas de Weyl,
ds2 = −f(dt− wdφ)2 + f−1(e2γ(dρ2 + dz2) + ρ2dφ2) (121)
donde
f =
(r1 + r2)
2 − 4M2 + a2
l2
(r1 − r2)2
(r1 + r2 + 2M)2 +
a2
l2
(r1 + r2)2
(122)
e2γ =
(r1 + r2)
2 − 4M2 + a2
l2
(r1 − r2)2
4r1r2
(123)
w =
2aM
(
M + r1r22
) (
1− (r1−r2)2
4l2
)
1
4(r1 + r2)
2 −M2 + a2 (r1−r2)2
4l2
(124)
l : =
√
M2 − a2 (125)
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con a := J/M , a su vez r1, r2 esta´n dados por:
r1 =
√
ρ2 + (z + l)2 = r¯ −M +
√
M2 −Q2 cos θ (126)
r2 =
√
ρ2 + (z − l)2 = r¯ −M −
√
M2 −Q2 cos θ (127)
De acuerdo a los ca´lculos realizados para Reissner-Nordstro¨m y para su
l´ımite extremo, en esta seccio´n nos limitaremos a analizar so´lo el compor-
tamiento de la solucio´n que describe a Kerr extremo cerca del horizonte.
Kerr Extremo
Veamos el caso de Kerr extremo, esto ocurre cuando J = m2; a = m
La me´trica queda:
ds2 = −∆ sin
2 θ
η
dt2 + η(dφ− Ωdt)2 + Σ
∆
dr¯2 + Σdθ2 (128)
Donde:
η =
(r¯2 +m2)2 −m2∆ sin2 θ
Σ
sin2 θ (129)
Σ = r¯2 +m2 cos2 θ (130)
∆ = (r¯ −m)2 (131)
Ω =
2m2r¯ sin2 θ
ηΣ
(132)
Vamos a comenzar nuestro ana´lisis tomando una Hipersuperficie t =
t0 = cte, tenemos entonces:
ds2 = ηdφ2 +
Σ
∆
dr¯2 + Σdθ2 = eσ
(
e2q(dρ2 + dz2) + ρ2dφ2
)
(133)
Haciendo el cambio a coordenadas isotro´picas
r = r¯ −m; ρ = r sin θ; z = r cos θ vemos que
dr = dr¯ (134)
dρ = sin θdr + r cos θdθ (135)
dz = cos θdr − r sin θdθ (136)
con lo cual vemos que:
dρ2 + dz2 = dr2 + r2dθ (137)
Teniendo esto en cuenta y mirando nuevamente el elemento de linea
ds2 = eσ
(
e2q(dρ2 + dz2) + ρ2dφ2
)
= eσe2qdr2 + eσe2qr2dθ2 + eσr2 sin2 θdφ2 (138)
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hacemos la siguiente asociacio´n:
eσe2q =
Σ
∆
(139)
eσe2qr2 = Σ (140)
eσr2 sin2 θ = η (141)
De la ultima ecuacio´n obtenemos que
eσ =
η
ρ2
(142)
y mirando la primera vemos que
e2q =
Σ
∆
e−σ =
Σ
∆
ρ2
η
=
Σr2 sin2 θ
r2η
=
Σ sin2 θ
η
(143)
es decir
e2q =
(r¯2 +m2 cos2 θ)2
(r¯2 +m2)2 −m2r2 sin2 θ . (144)
Es importante tener en cuenta que en las coordenadas isotro´picas, el
horizonte de eventos se encuentra en r = 0. Las ecuaciones de Einstein de
vac´ıo estacionarias son:
∆σ = −(∂ω)
2
η2
(145)
∆¯q = 3
(∂ω)2
4η2
− (∂σ)
2
4
(146)
Veamos ahora el comportamiento de las funciones σ, q y sus derivadas
cerca del horizonte r = 0. Tenemos
l´ım
r→0
e2q =
(1 + cos2 θ)2
4
(147)
l´ım
r→0
r2eσ =
4m2
1 + cos2 θ
(148)
l´ım
r→0
r∂rσ = −2 (149)
l´ım
r→0
∂rq = − 1 + 2 cos
2 θ
m(1 + cos2 θ)
(150)
El comportamiento de estas funciones cerca del horizonte nos indica que
la integral de cada te´rmino de (146) es finita.
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3.1.4. Discusio´n
En esta seccio´n hemos estudiado las soluciones estacionarias de electro-
vac´ıo para las ecuaciones de Einstein en coordenadas de Weyl. Hemos hallado
que en todos los casos analizados, la integral directa de las ecuaciones en todo
el 3-espacio no se puede realizar para dos agujeros negros subextremos (uno
podr´ıa conconsider al espaciotiempo de Minkowski como el l´ımite extremo
del agujero negro sub-extremo de Schwarzchild). Esto se debe a divergencias
en la regio´n pro´xima al horizonte de eventos, representada por un segmento
ubicado en el eje de simetr´ıa axial. Sin embargo, hemos observado que tanto
para el agujero negro de Reissner-Nordstro¨m extremo como de Kerr extremo,
estas divergencias desaparecen. En el l´ımite extremo, las coordenadas de
Weyl esta´n directamente relacionadas con las coordenadas isotro´picas y el
horizonte queda representado por un punto en el espacio. La integral de las
ecuaciones estacionarias de Einstein-Maxwell se puede realizar sin mayores
dificultades resultando en cantidades finitas relacionadas con los para´metros
del sistema como M,Q, J . Estas observaciones sera´n puestas en pra´ctica en
la siguiente seccio´n.
3.2. Integracio´n de las ecuaciones Axisime´tricas Estacionar-
ias de Einstein.
En esta seccio´n centramos nuestro estudio en las ecuaciones de Einstein
estacionarias para uno y mu´ltiples agujeros negros y ver su posible inte-
gracio´n en todo el espacio. Para tal fin es necesario definir condiciones de
borde para las distintas funciones que intervienen en las ecuaciones. La elec-
cio´n de e´stas estara´ motivada por lo analizado en la seccio´n anterior sobre
el ana´lisis de soluciones conocidas para un agujero negro. Concretamente
nos restringiremos al estudio de las ecuaciones de Einstein para soluciones
que describan agujeros negros extremos en el sentido de que las funciones
me´tricas tendra´n un comportamiento asinto´tico cerca del horizonte similar
al observado en Reissner-Nordstro¨m y Kerr extremos.
Como vimos en la seccio´n 2.3, la me´trica de un espacio-tiempo esta-
cionario, axialmente sime´trico en electro-vac´ıo se puede escribir en la forma:
ds2 = −ρe−σdt2 + eσρ2(dφ− wdt)2 + e2q+σ(dρ2 + dz2) (151)
Definiendo u = −σ/2−log ρ, λ = q+σ/2 las ecuaciones de Einstein-Maxwell
son
∇(e2u∇ψ) + e4u∇χ · ∇ω = 0 (152)
∇(e2u∇χ)− e4u∇ψ∇ω = 0 (153)
∇[e2u∇ω] = 0 (154)
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∆u− e2u|∇ω|2 − e2u(|∇χ|2 + |∇ψ|2) = 0 (155)
donde denotamos ∇ω := 2(∇v+χ∇ψ−ψ∇χ). Adema´s, las ecuaciones para
la funcio´n q son
dq = dσ + ρ[u2ρ − u2z +
1
4
e4u(ω2ρ − ω2z) + e2u(χ2ρ − χ2z) + ψ2ρ − ψ2z ]dρ+
+ 2ρ[uρuz +
1
4
e4uωρωz + e
2u(χρχz + ψρψz)]dz (156)
Teniendo en cuenta que en simetr´ıa axial la fuerza entre agujeros negros se
relaciona de forma directa con el valor de la funcio´n q en el eje de simetr´ıa
entre los agujeros, estudiaremos en primer lugar las ecuaciones dadas para q.
Para lograr simplificar el ana´lisis convertiremos las dos ecuaciones de primer
orden para q dadas en (156) en una u´nica ecuacio´n de segundo orden. Luego
de esto estudiaremos la integrabilidad de dicha ecuacio´n en todo el espacio.
3.2.1. Tratamiento a la Li-Tian-Weinstein
Uno de los primeros resultados que muestran la naturaleza atractiva
de la interaccio´n gravitatoria se debe a Li-Tian [12]. El sistema que ellos
consideran es el de dos agujeros negros iguales rotantes, en vac´ıo, ubicados
en el eje de simetr´ıa, en z = ±a. Siguiendo la idea de Li-Tian vamos a
realizar el mismo procedimiento realizado por ellos al caso que nos interesa a
nosotros. Integramos la ecuacio´n (156) para z = 0 (entre los agujeros negros),
sobre una l´ınea que va desde ρ = 0 a ρ = ∞. La simetr´ıa ante reflexio´n
debida al hecho de que los agujeros son ide´nticos nos permite descartar
algunas derivadas parciales con respecto a z en la ecuacio´n para ∂ρq. Ma´s
precisamente tenemos.
qρ = ρ[u
2
ρ − u2z +
1
4
e4u(ω2ρ − ω2z)] (157)
Evaluando en z = 0 y usando la simetr´ıa alrededor del plano z = 0, la
ecuacio´n anterior queda.
qρ|z=0 = ρ[u2ρ +
1
4
e4uω2ρ] (158)
Integrando entre ρ = 0 a∞ y usando el hecho de que la solucio´n es asinto´tica-
mente plana obtenemos
qi = −
∫ ∞
0
ρ[u2ρ +
1
4
e4uω2ρ]dρ ≤ 0 (159)
donde no hemos escrito expl´ıcitamente el sub´ındice z = 0 en el lado izquierdo
ya que el valor de la funcio´n q es constante sobre cada porcio´n conexa del
eje. Recordemos que un valor negativo para qi implica un valor positivo para
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la fuerza Fi = 14(e−qi − 1).
Este es el mismo resultado que Li y Tian encontraron para dos agujeros
rotantes ide´nticos: el argumento debe de valer en el caso de agujeros negros
diferentes ya que las derivadas con respecto a z, que aparecen con el signo
inapropiado en la ecuacio´n, no se pueden cancelar.
Einstein-Maxwell
El procedimeinto anterior de Li-Tian en el caso en que hay campo elec-
tromagne´tico parece ser directo si los agujeros negros se mantienen iguales.
Ma´s au´n, incluso en el caso en que haya un nu´mero par arbitrario de agu-
jeros negros, no necesariamente todos iguales, pero ubicados de manera tal
que el sistema completo posee simetr´ıa con respecto a reflexio´n por el plano
z = const., en base a esto, hemos logrado obtener el siguiente resultado.
Teorema 3.1. Consideremos un sistema de N agujeros negros, axisime´tri-
co, que satisfaga las ecuaciones estacionarias de Einstein-Maxwell, que posea
simetr´ıa de reflexio´n por el plano z = C = const., donde z denota la direc-
cio´n de simetr´ıa axial, entonces la fuerza calculada como la intensidad de la
singularidad co´nica en el eje, en z = C es atractiva, es decir
FC ≥ 0 (160)
Una ventaja de este enfoque es que en sistemas con simetr´ıa de reflexio´n
por un plano, se obtiene que la fuerza de interaccio´n entre los agujeros
negros a ambos lados del plano, es positiva. Sin embargo no se conoce una
estimacio´n de la misma en te´rminos de para´metros f´ısicos del sistema.
Notemos que la fuerza positiva implica que la singularidad co´nica esta´ aso-
ciada con una fuerza repulsiva necesaria para mantener a los agujeros negros
a una distancia fija, y por lo tanto, interpretamos a esto como que los agu-
jeros negros poseen una interaccio´n atractiva.
En las secciones 3.3.2 y 3.2.3 veremos otra manera de integrar las ecua-
ciones de Einstein que nos dara´ estimaciones para la fuerza en te´rminos de
cantidades propias del sistema.
Demostracio´n. Tenemos que la componente ρ de la ecuacio´n (156) en el caso
electromagne´tico es
∂ρq = ρ
[
u2ρ − u2z +
1
4
e4u(ω2ρ − ω2z) + e2u(χ2ρ − χ2z) + ψ2ρ − ψ2z
]
(161)
Por simetr´ıa de reflexio´n, las derivadas con respecto a z en z = C deben
anularse, lo que nos deja.
∂ρq|z=C = ρ
[
u2ρ +
1
4
e4uω2ρ + e
2u(χ2ρ + ψ
2
ρ)
]
z=C
(162)
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Integramos esta ecuacio´n desde ρ = 0 a ρ → ∞ y usamos el hecho de que
la me´trica es asinto´ticamente plana para descartar la contribucio´n qρ→∞,
resultando en
−q|z=C =
∫ ∞
0
ρ
[
u2ρ +
1
4
e4uω2ρ + e
2u(χ2ρ + ψ
2
ρ)
]
z=C
dρ. (163)
Pero el lado derecho de esta ecuacio´n es siempre positivo, lo que resulta en
qC ≤ 0. (164)
Finalmente, usando
FC = 1
4
(
e−qC − 1) ≥ 0 (165)
queda demostrado el teorema.
3.2.2. Ecuacio´n de segundo orden para la funcio´n q
En esta seccio´n vamos a trabajar con las ecuaciones (152)-(156) para
obtener una ecuacio´n de segundo orden para q. Descomponiendo la 1-forma
dq de (156) en componentes tenemos
qρ = ρ[u
2
ρ − u2z +
1
4
e4u(ω2ρ − ω2z) + e2u(χ2ρ − χ2z + ψ2ρ − ψ2z)] (166)
y su derivada
qρρ = [u
2
ρ − u2z +
1
4
e4u(ω2ρ − ω2z) + e2u(χ2ρ − χ2z + ψ2ρ − ψ2z)]
+ ρ[2uρuρρ − 2uzuzρ + uρe4u(ω2ρ − ω2z) +
1
4
e4u(2ωρωρρ − 2ωzωzρ)
+ 2uρe
2u(χ2ρ − χ2z + ψ2ρ − ψ2z)
+ e2u(2χρχρρ − 2χzχzρ + 2ψρψρρ − 2ψzψzρ)]. (167)
De igual manera tenemos que
qz = 2ρ[uρuz +
1
4
e4uwρwz + e
2u(χρχz + ψρψz)] (168)
qzz = 2ρ[uρzuz + uρuzz + uze
4uwρwz +
1
4
e4u(wρzwz + wρwzz)
+ e2u(χρzχz + χρχzz + ψρzψz + ψρψzz)
+ 2e2uuz(χρχz + ψρψz)]. (169)
Teniendo en cuenta que
∆¯ = ∂2ρ + ∂
2
z (170)
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calculamos
∆¯q = (u2ρ − u2z) +
1
4
e4u(ω2ρ − ω2z) + e2u(χ2ρ − χ2z + ψ2ρ − ψ2z) + 2ρuρ∆¯u
+ ρuρe
4u(ω2ρ − ω2z) +
ρ
2
e4uωρ∆¯ω + 2ρuρe
2u(χ2ρ − χ2z + ψ2ρ − ψ2z) + 2ρe2uχρ∆¯χ
+ 2ρe2uψρ∆¯ψ + 2ρuze
4uωρωz + 4ρe
2uuz(χρχz + ψρψz) (171)
que reordenando un poco estos te´rminos llegamos a:
∆¯q = (u2ρ − u2z) + e2u(1 + 2ρuρ)(χ2ρ − χ2z + ψ2ρ − ψ2z)
+ 2ρuρ∆¯u+ (
1
4
+ ρuρ)e
4u(ω2ρ − ω2z) +
ρ
2
e4uωρ∆¯ω + 2ρe
2uχρ∆¯χ
+ 2ρe2uψρ∆¯ψ + 2ρuze
4uωρωz + 4ρe
2uuz(χρχz + ψρψz) (172)
Usando
∇2 = ∆ = ∆¯ + 1
ρ
∂ρ
obtenemos
∆¯q = ∆u2ρuρ − (u2ρ + u2z)−
uρ
ρ
− e2u[(∂χ)2 + (∂ψ)2] + 2ρe2uχρ[uρχρ + 2uzχz + ∆χ]
+ 2ρuρe
2uψρ[uρψρ + 2uzψz + ∆ψ]
− 2ρuρe2u(χ2z + ψ2z)−
1
4
e4u(∂ω)2
+
ρ
2
ωρe
4u[∆ω + 2ρuρωρ + 4uzωz]− ρuρe4uω2z (173)
Usamos las ecuaciones (152), (153) y (154)
∆¯q = ∆u2ρuρ − (u2ρ + u2z)−
uρ
ρ
− e2u[(∂χ)2 + (∂ψ)2]
+ 2ρe2uχρ[2e
2u∇ψ∇ω − uρχρ] + 2ρe2uψρ[−2e2u∇χ∇ω − uρψρ]
− 2ρuρe2u(χ2z + ψ2z)−
1
4
e4u(∂ω)2
+
ρ
2
ωρe
4u[−2uρωρ]− ρuρe4uω2z (174)
reordenando una vez mas:
∆¯q = ∆u2ρuρ − (u2ρ + u2z)−
uρ
ρ
− e2u[(∂χ)2 + (∂ψ)2] (175)
+4ρe4uχρ∇χ∇w − 2ρe2uuρ[(∂χ)2 + (∂ψ)2]− 4ρψρe4u∇χ∇ω (176)
−1
4
e4u(∂w)2 − ρuρe4u(∂w)2 (177)
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Un paso mas y vemos que:
∆¯q = ∆u2ρuρ − (∂u)2 − uρ
ρ
− e2u[(∂χ)2 + (∂ψ)2](1 + 2ρuρ) (178)
−1
4
e4u(∂w)2(1 + 4ρuρ) + 4ρe
4u(χρ∇ψ∇w − ψρ∇χ∇w) (179)
∆¯q = 2ρuρ[∆u− e2u[(∂χ)2 + (∂ψ)2]− 1
2
e4u(∂w)2] (180)
−(∂u)2 − uρ
ρ
− e2u[(∂χ)2 + (∂ψ)2]− 1
4
e4u(∂w)2 (181)
+2ρe4u(χρ∇ψ∇w − ψρ∇χ∇w) (182)
Con lo cual finalmente obtenemos,
∆¯q = −(∂u)2 − uρ
ρ
− e2u[(∂χ)2 + (∂ψ)2]− 1
4
e4u(∂w)2 (183)
+2ρe4u(χρ∇ψ∇w − ψρ∇χ∇w). (184)
por otro lado como
u = −σ
2
− ln ρ
vemos que
∆¯q = −(∂u)2 − uρ
ρ
− 1
ρ2
− e2u[(∂χ)2 + (∂ψ)2]− 1
4
e4u(∂w)2 (185)
+2ρe4u(χρ∇ψ∇w − ψρ∇χ∇w)
Donde finalmente obtenemos la ecuacio´n de segundo orden buscada para q.
∆¯q = −(∂σ)
2
4
− e2u[(∂χ)2 + (∂ψ)2]− 1
4
e4u(∂w)2
+ 2ρe4u(χρ∇ψ∇w − ψρ∇χ∇w) (186)
Discusio´n
Resulta llamativo el u´ltimo te´rmino que aparece en esta ecuacio´n, debido
a que no aparece, por ejemplo, cuando se estudian datos iniciales maximales
de electrovac´ıo. Notamos que este te´rmino esta´ relacionado con la expresio´n
para el vector de Poynting en electromagnetismo, es decir, el vector S =
B×E, que en nuestro caso se traduce a las derivadas primeras, cruzadas de
los potenciales electromagne´ticos ψ y χ.
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3.2.3. Integracio´n de ∆¯q.
En esta seccio´n centramos nuestra atencio´n en la integral de ∆¯q sobre
R3 \ {ai} (el lado derecho de (186)), como mencionamos anteriormente, es-
peramos que nos brinde informacio´n acerca de la interaccio´n entre agujeros
negros. En la siguiente seccio´n analizaremos el lado derecho de la ecuacio´n
(186).
Para poder realizar dicha integral, como mencionamos anteriormente,
es necesario definir condiciones de borde para las funciones involucradas.
Imponemos que la solucio´n describa un espacio asinto´ticamente plano en
infinito y que sea integrable. Las condiciones ma´s delicadas se encuentran
en el eje de simetr´ıa. Nos concentramos en agujeros negros extremos.
Obtenemos el siguiente resultado:
Proposicio´n 3.2. Consideremos una solucio´n de las ecuaciones estacionar-
ias de Einstein en simetr´ıa axial y electrovac´ıo, asinto´ticamente plana que
describa a uno o mas agujeros negros ubicados en el eje de simetr´ıa en ai.
Suponemos que q es regular fuera del eje, acotada y ∂q = o(ρ−1) cerca del
eje ρ = 0. Adema´s denotamos por Li la longitud euclidea de la porcio´n Li
del eje entre dos agujeros adyacentes y qi = q|Li. Luego∫
R3\{ai}
∆¯qdx3 =
∑
i
Liqi. (187)
Discusio´n y Ana´lisis.
Como muestra (187), la integracio´n se realiza sobre la 3-superficie es-
pacial maximal R3 \ {ai} que tomamos como una superficie t = const.
en el espaciotiempo (V, g).
El punto clave de esta proposicio´n es el tipo de agujeros negros con-
siderados. El enunciado se refiere a agujeros negros representados por
“punctures” sobre el eje de simetr´ıa, es decir, los horizontes de los agu-
jeros negros son segmentos de longitud cero. Estos horizontes se lla-
man horizontes degenerados y esta´n directamente relacionados con los
agujeros negros extremos en el sentido de ma´ximas cargas/momento
angular por unidad de masa, como vimos en la seccio´n anterior.
Claramente, lo que determina que la integral del Laplaciano de q sea
finita o no es el tipo de condiciones de borde que satisface q. Aqu´ı es
donde usamos lo estudiado en la seccio´n anterior. Vimos, por ejemp-
lo que al realizar la integral del Laplaciano para un agujero negro de
RN subextremo, e´sta diverge debido a que q diverge en el horizonte.
Sin embargo, vimos tambie´n que en el l´ımite extremo, q → 0, por lo
que el lado izquierdo de (187) es cero. Esto es consistente con el he-
cho de que la solucio´n de Reissner-Nordstro¨m es regular, describe a
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un u´nico agujero negro y no presenta singularidades co´nicas en el eje
de simetr´ıa. Debido a que estamos considerando soluciones asinto´tica-
mente planas, el valor de q en las porciones no acotadas del eje es cero
(ver [21]). Luego estudiaremos tambie´n las condiciones de contorno
para las dema´s funciones (σ, ψ χ) para determinar si las ecuaciones
estacionarias de Einstein se pueden integrar sobre R3 \ {ai}.
Como sabemos, en simetr´ıa axial la fuerza esta´ relacionada de forma
directa con el valor de la funcio´n q en el eje de simetr´ıa. Por lo tanto,
si qi y Li son finitos, esperamos que la interaccio´n entre los agujeros
negros sea acotada.
La proposicio´n tambie´n se aplica al caso de soluciones regulares, co-
mo Reissner-Nordstro¨m extremo o Kerr extremo, En dichos casos, la
integral del Laplaciano de q es cero, ya que qi = 0.
Si vemos el limite L → ∞ que corresponder´ıa al caso en que los agu-
jeros negros esta´n lo suficientemente alejados uno de otros, esperamos
que la fuerza vaya a cero con lo cual debemos tener que qi → 0.
En el caso en que L → 0 es decir, los agujeros negros suficiente-
mente pro´ximos y asumiendo que qi se mantiene acotada, entonces∫
∆¯qdx3 → 0.
Demostracio´n. Realizamos la integracio´n en coordenadas cil´ındricas y ten-
emos ∫
R3\{ai}
∆¯qρdρdz = l´ım
→0
[∫
[(∂ρq)ρ]
∣∣ρ=∞
ρ=
dz −
∫
q|ρ=∞ρ= dz
]
− (188)
−
∫
R3\{ai}
(∂zq)ρ|z=+∞z=−∞dρ (189)
El primer te´rmino es cero por la condicio´n ∂q = o(ρ−1). El tercer te´rmino
es cero por la condicio´n de asinto´ticamente plano, la regularidad fuera del
eje y la condicio´n ∂q = o(ρ−1). Finalmente, el segundo te´rmino contribuye
debido a los valores no nulos de q en Li∫
R3\{ai}
∆¯qρdρdz = −
∑
i
∫
Li
qdz = −
∑
i
Liqi (190)
Lo que demuestra el enunciado.
3.2.4. Relaciones entre Fuerza, Masa y Carga.
En esta seccio´n buscamos obtener cotas para el valor de la fuerza. El
tratamiento que tomaremos es la integracio´n de la ecuacio´n de segundo
orden para q.
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Basados en lo que vimos en la seccio´n anterior, y con el fin de simplificar
el ana´lisis, para integrar la ecuacio´n para ∆¯q (186), vamos a hacer la su-
posicio´n de que la 3-superficie de integracio´n corresponde a un dato inicial
maximal estacionario. En este caso tenemos la ecuacio´n ma´s simple
∆¯q = −(∂σ)
2
4
− e2u[(∂χ)2 + (∂ψ)2]− 1
4
e4u(∂w)2 −∆σ (191)
Remarcamos que esta ecuacio´n, obtenida a partir de las ecuaciones comple-
tas de Einstein estacionarias, se corresponde con la ecuacio´n Hamiltoniana,
parte de las ecuaciones de v´ınculo de Einstein.
Integramos la ecuacio´n de segundo orden para q, (191), en todo el espacio
y usamos el resultado de la seccio´n anterior obtenemos
−
∑
i
Liqi =
∫
R3\{ai}
∆¯qd3x =
∫
R3\{ai}
{
−(∂σ)
2
4
− e2u[(∂χ)2 + (∂ψ)2]−
− 1
4
e4u(∂w)2 −∆σ
}
d3x (192)
Antes de analizar esta ecuacio´n, introducimos la siguiente notacio´n
Definicio´n 3.3.
α : =
∫
1
4
e4u(∂ω)2dx3 (193)
M0 : =
1
32pi
∫
[(∂σ)2 + 4e2u[(∂χ)2 + (∂ψ)2]]dx3 (194)
Notemos que la toda la informacio´n acerca del potencial ω esta´ incluida
en la cantidad α, no interviniendo en el funcional M0.
Luego, la ecuacio´n (192) queda∑
i
Liqi = α+ 8piM0 +
∫
R3\{ai}
∆σ d3x (195)
Ahora s´ı, podemos presentar la primera desigualdad entre los para´metros
f´ısicos del sistema
Teorema 3.4. Consideremos una solucio´n de las ecuaciones de Einstein-
Maxwell estacionaria y axialmente sime´trica que describa N agujeros negros
ubicados en la posicio´n ai sobre el eje de simetr´ıa. Suponemos que q es
regular fuera del eje, acotada y ∂q = o(ρ−1) cerca del eje ρ = 0. Adema´s
eσ = O(r
−1/2
i ) cerca de cada puncture. Los potenciales ω, ψ, χ son acotados
y sus derivadas se anulan cuando ρ→ 0.
Sea Fi = 1/4(e−qi−1) la fuerza entre dos agujeros negros, entonces tenemos∑
i
Li
8pi
ln(1 + 4Fi) ≥
∑
i
|Qi| −m (196)
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donde m es la masa ADM , Qi la carga y Li la longitud de la i-esima com-
ponente conexa del horizonte.
Discusio´n y Ana´lisis
Es esperable que esta desigualdad pueda obtenerse tambie´n sin con-
siderar las ecuaciones de Einstein completas, solo considerando un da-
to inicial maximal ya que no aprovecha la condicio´n de estacionar-
iedad. La relevancia de las ecuaciones estacionarias estuvo en obten-
er la ecuacio´n (191) como una igualdad. Recordemos que en el caso
dina´mico general, la ecuacio´n (191) resulta en realidad una desigual-
dad. Sin embargo, al utilizar el principio variacional, perdemos esta
mejora en la cota, y por lo tanto, no podemos establecer la positividad
de la fuerza en general, ni siquiera para un caso con una simetr´ıa extra
como la de reflexio´n. Parece ser que para poder mejorar la cota en el
teorema anterior es necesario un principio variacional diferente u otro
me´todo de prueba, quizas integrando las ecuaciones para q de primer
orden, a la Li-Tian, quiza´s aprovechando la ecuacio´n para ∂zq.
Notemos que otro factor que interviene en la precisio´n de la cota an-
terior es el te´rmino que involucra a ω, y que despreciamos por ser no
negativo. Es importante destacar que si incluimos ω en el funcionalM0,
no podr´ıamos obtener una cota expl´ıcita para la fuerza en te´rminos de
cantidades f´ısicas como m,Qi, Ji ya que no se conoce un minimizante
o mı´nimo expl´ıcito para M0, y esa es la base de la prueba del teore-
ma. Sin embargo, para el caso en que no incluimos ω en el funcional,
este minimizante s´ı se conoce y de hecho es la solucio´n axisime´trica de
Majumdar-Papapetrou.
La condicio´n de simetr´ıa axial es necesaria debido a que la fuerza de
Weinstein fue definida bajo esta suposicio´n. Por otro lado la me´trica
axialmente sime´trica es mas simple de tratar ya que tiene una forma
general en te´rmino de unas pocas funciones libres.
El comportamiento de las funciones me´tricas y de los potenciales es
necesario para poder integrar las ecuaciones de Einstein estacionarias.
Esto esta relacionado con los agujeros negros extremos. Como men-
cionamos anteriormente, los agujeros negros extremos son puntos en
estas coordenadas, no segmentos como en los casos sub-extremos anal-
izados en la seccio´n 3.1 (horizonte degenerado).
Notemos que el caso de Majumdar-Papapetrou esta contemplado en
esta desigualdad, recordemos que que para este caso en el que Qi = mi,
la fuerza neta entre los agujeros negros es cero.
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De la expresio´n para Fi vemos que Fi > −14 , esta es una cota universal
para la fuerza que sale del hecho de que el ma´ximo valor negativo que
puede tomar es −14 y se alcanza cuando Qi →∞.
Si
∑
iQi > m debemos tener que∑
i
Li
8pi
(1 + 4Fi) > 0
y si consideramos N = 2 entonces
L
8pi
log(1 + 4F) > 0⇒ F > 0
es decir, la fuerza en atractiva.
En el caso de que N = 3 vemos que
L1
8pi
(1 + 4F1) + L2
8pi
(1 + 4F2) > 0
y aqu´ı no podemos garantizar que toda Fi > 0 pero al menos una lo
sera.
Demostracio´n. Partimos de la relacio´n entre la masa ADM y la integral de
volumen del laplaciano de la funcio´n σ∫
∆σ d3x = −8pim (197)
por lo tanto ∑
i
Liqi = α+ 8piM0 − 8pim (198)
Con esto tenemos ∑
i
Liqi = 8piM0 − 8pim (199)
es decir
8pim = 8piM0 −
∑
i
Liqi. (200)
En la seccio´n 3.3, teorema 3.6 probamos que
M0 ≥
∑
i
|Qi| (201)
donde Qi son las cargas ele´ctricas de cada agujero negro. Esto nos lleva a
8pim ≥ 8pi
∑
i
|Qi| −
∑
i
Liqi (202)
Usando la relacio´n entre los valores qi y las fuerzas
Fi =
1
4
(e−qi − 1) (203)
queda demostrado el teorema.
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Corolario 3.5. Para una solucio´n regular axialmente sime´trica de las ecua-
ciones de Einstein que represente muchos agujeros negros ubicados en el eje
de simetr´ıa se tiene
m ≥
∑
i
|Qi| (204)
donde m es la masa ADM de la solucio´n y Qi son las cargas individuales de
los agujeros negros.
Mencionamos este resultado aparte del anterior porque como veremos en
la seccio´n siguiente, es va´lido para sistemas ma´s generales que los incluidos
en el teorema 3.4. Ma´s au´n, este teorema, que muestra la positividad de
la masa en el caso electromagne´tico, sera´ probado utilizando una te´cnica
diferente.
Demostracio´n. Partimos de (195) al ser regular tenemos que
∫
∆¯qdx3 = 0.
Luego podemos escribir
8pim = 8piM0 + α. (205)
Teniendo en cuenta el teorema 3.6 vemos:
m ≥M0 ≥
∑
i
|Qi| (206)
3.3. Desigualdad M0 ≥
∑
i |Qi|
En esta seccio´n nos dedicamos a probar el teorema que fue mencionado
con anterioridad basa´ndonos en un art´ıculo de Dain [8]. Antes de enunciar
el teorema, precisemos la terminolog´ıa adecuada.
Sea BR la bola de radio R en R3 centrada en el origen.
Definimos el anillo A = BR \ Bε donde R > ε > 0 son dos constantes
arbitrarias.
Sea el funcional M0 definido como:
M0 =
1
32pi
∫
A
[(∂σ)2 + 4e2u[(∂χ)2 + (∂ψ)2]]dx3 (207)
O bien:
M0 =
1
32pi
∫
A
[(∂σ)2 + 4e−σ−h[(∂χ)2 + (∂ψ)2]]dx3 (208)
Sea H10 (A) el espacio esta´ndar de Sobolev en A, que es la clausura de
C∞0 (A) bajo la norma
‖α‖1;A =
(∫
A
|∂α|2dµ
)1/2
. (209)
41
Y definimos el espacio de Sobolev pesado H10,h(A) como la clausura de
C∞0 (A \ Γ) bajo la norma
‖y‖1,h;A =
(∫
A
e−2h|∂y|2dµ
)
. (210)
Teorema 3.6. Considere N agujeros negros ubicados sobre el eje de simetr´ıa
axial con cargas ele´ctricas QEi y magne´ticas QMi. Se tiene
M0 ≥
∑
i
|Qi| (211)
La prueba de este resultado se realiza siguiendo los argumentos de Dain
[8] y esta´ estructurada en los lemas presentados abajo.
Lema 3.7. Consideremos el funcional definido por (208) en el anillo A, sea
h = 2 log(ρ). Dados σ0, ψ0, χ0 la solucio´n de Reissner–Nordstro¨m extremo.
Entonces existen:
α0 ∈ H10 (A), y0 ∈ H10,h(A), z0 ∈ H0,h(A) (212)
Tal que:
MA(σ0 + α, χ0 + y, ψ0 + z) ≥MA(σ0 + α0, χ0 + y0, ψ0 + z0) (213)
Para toda α ∈ H10 (A) e y, z ∈ H10,h(A). Por otra parte, el mı´nimo (α0, y0, z0)
satisface:
α0 ∈ L∞(A), e−h/2y0 ∈ L∞(A), e−h/2z0 ∈ L∞(A) (214)
y las funciones
X = eh+σ0+α0 , χ = χ0 + y0, ψ = ψ0 + z0 (215)
definen un mapa harmo´nico de (X,χ, ψ) : A \ Γ → H2 que satisface las
ecuaciones de Euler Lagrange:
∆ log(X) = −|∂χ|
2
X2
(216)
∆χ = 2
∂χ∂X
X
(217)
En A \ Γ.
Demostracio´n. Comenzamos definiendo:
m0 = ı´nf
α∈H10 (A),y,z∈H10,h(A)
MA(α, y, z) (218)
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Como M es acotada inferiormente, m0 es finito.
Sea (αn, yn, zn) una secuencia minimizante, esto es:
MA(αn, yn, zn)→ m0 cuando n→∞ (219)
Para probar la existencia de un mı´nimo, vamos a probar que existe alguna
subsecuencia de (αn, yn, zn) que converge al actual minimizador (α0, y0, z0).
Para probar esto, vamos a mostrar que para toda secuencia minimizante es
posible construir otra secuencia minimizante tal que αn es uniformemente
acotada.
Definimos σn, χn, ψn por:
σn = σ0 + αn, χn = χ0 + yn, ψn = ψ0 + zn (220)
Primero obtenemos una cota inferior para σn.
C1 = mı´n
∂A
σ0 (221)
la constante C1 depende de R y ε, en particular C1 no esta definido cuando
ε → 0 por que σ0 no esta definido en el origen. Dada (σn, χn, ψn) defini-
mos una nueva secuencia (σ
′
n, χn, ψn) como σ
′
n = ma´x{σn, C1}. Uno puede
chequear que M(α′n, yn, zn) ≤M(αn, yn, zn).
Por otra parte, α
′
n ∈ H10 (A). Esto da una cota inferior para α
′
n en A.
α
′
n ≥ C1 − σ0 ≥ C1 −ma´x
A
σ0 = C
′
1 (222)
Usando la cota inferior vamos a probar que la secuencia minimizante puede
ser elegida de tal manera que αn ∈ C∞0 (A) e yn, zn ∈ (A \ Γ).
Definimos el conjunto H como el subconjunto de H10 (A) tal que la cota
inferior (222) es satisfecha. El funcional MA es acotado para toda funcio´n
y, z ∈ H10,h(A) y α ∈ H.
Por definicio´n, para toda α ∈ H10 (A) e y, z ∈ H10,h(A) existe una secuencia
αn ∈ C∞0 (A) e yn, zn ∈ C∞0 (A\Γ) tal que αn → α, yn → y y zn → z cuando
n→∞ en las normas (209) y (210) respectivamente.
Si α ∈ H, entonces por el lema 5.1 podemos tomar αn tal que αn ∈ H para
toda n. Para tal secuencia afirmamos que
l´ım
n→∞MA(αn, yn, zn) = MA(α, y, z). (223)
Para probar esto, calculamos
|MA(αn, yn, zn)−MA(α, y, z)| ≤ I1 + I2 + I3 (224)
donde
I1 =
1
32pi
∫
A
||∂σn|2 − |∂σ|2|du (225)
I2 =
1
32pi
∫
A
4e−h
∣∣e−σn(∂χn)2 − eσ(∂χ)2∣∣ dx3 (226)
I3 =
1
32pi
∫
A
4e−h
∣∣e−σn(∂ψn)2 − eσ(∂ψ)2∣∣ dx3. (227)
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Veamos estas integrales, para I1 tenemos
I1 =
1
32pi
∫
A
||∂σn|2 − |∂σ|2|du = 1
32pi
∫
A
|∂(σn + σ)(σn − σ)|dx3 (228)
≤
[
1
32pi
∫
[∂(σn + σ)]
2dx3
]1/2 [ 1
32pi
∫
[∂(σn − σ)]2 dx3
]1/2
≤
[
2
32pi
∫
(∂σn)
2 + (∂σ)2dx3
]1/2 [ 1
32pi
∫
[∂(σn − σ)]2 dx3
]1/2
≤
[
2
32pi
∫
A
[
(∂σn)
2 + 4(∂ψn)
2e−h−σ + 4(∂χn)2e−h−σ + (∂σ)2
+ 4(∂ψ)2e−h−σ + 4(∂χ)2e−h−σ
]
dx3
]1/2
·
[
1
32pi
∫
A
[∂(σn − σ)]2 dx3
]1/2
≤
√
2√
32pi
(
M
1/2
A (αn, yn, zn) +M
1/2
A (α, y, z
)
|| α− αn ||1;A (229)
donde hemos hecho uso de la desigualdad de Ho¨lder. El primer factor en
la expresio´n anterior es acotado para toda n y αn → α en H10 (A) entonces
tenemos que I1 → 0 cuando n→∞.
Veamos ahora I2, un ca´lculo similar al anterior nos conduce a
I2 =
1
32pi
∫
A
4e−h
∣∣e−σn(∂χn)2 − eσ(∂χ)2∣∣ dx3
=
1
32pi
∫
A
4e−h
∣∣e−σn |(∂χn)|2 − eσ|(∂χ)|2∣∣ dx3
=
1
32pi
∫
A
4e−h
∣∣∣(e−σn2 ∂χn + eσ2 ∂χ)(e−σn2 ∂χn − eσ2 ∂χ)∣∣∣ dx3
≤
[
1
32pi
∫
A
4e−h(e−
σn
2 ∂χn + e
−σ
2 ∂χ)2dx3
]1/2
·[
1
32pi
∫
A
4e−h(e−
σn
2 ∂χn − e−σ2 ∂χ)2dx3
]1/2
≤
[
2
32pi
∫
A
4e−h[e−σn(∂χn)2 + e−σ(∂χ)2]dx3
]1/2
·[
1
32pi
∫
A
4e−h(e−
σn
2 ∂χn − e−σ2 ∂χ)2dx3
]1/2
(230)
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el primer termino de la u´ltima expresio´n lo trabajamos como sigue[
2
32pi
∫
A
4e−h[e−σn(∂χn)2 + e−σ(∂χ)2]dx3
]1/2
≤
[
2
32pi
∫
A
(
(∂σ)2 + (∂σn)
2 + 4e−h[e−σ(∂ψ)2 + e−σn(∂ψn)2]
+ 4e−h[e−σn(∂χn)2 + e−σ(∂χ)2]
)
dx3
]1/2
=
√
2[M(σn, χn, ψn) +M(σ, χ, ψ)]
1/2
≤
√
2
(
M1/2(σn, χn, ψn) +M
1/2(σ, χ, ψ)
)
(231)
mientras que el otro termino queda[
1
32pi
∫
A
4e−h(e−
σn
2 ∂χn − e−σ2 ∂χ)2dx3
]1/2
(232)
=
[
1
32pi
∫
A
4e−h
(
e−
σn
2 ∂χn − e−σ2 ∂χ+ ∂χe−
σ0
2
−αn
2 − ∂χe−σ02 −αn2
)2
dx3
]1/2
recordando que σn = σ0+αn; σ = σ0+α, vemos que la expresio´n anterior
queda:
[
1
32pi
∫
A
4e−h
(
e−
σ0
2 (∂χ)(e−
αn
2 − eα2 ) + e−σ02 −α2 (∂χn − ∂χ)
)2
dx3
]1/2
≤
[
2
32pi
∫
A
(
4e−h−σ0(∂χ)2(e−
αn
2 − eα2 )2 + 4e−h−σ0−αn(∂χn − ∂χ)2
)
dx3
]1/2
≤
[
2
32pi
∫
A
4e−h−σ0 |∂χ|2|e−αn2 − eα2 |2dx3
]1/2
+
[
2
32pi
∫
A
4e−h−σ0−αn |∂χn − ∂χ|2dx3
]1/2
(233)
y de todo lo anterior, vemos entonces que
I2 ≤
√
2√
32pi
(
M
1/2
A (σn, χn, ψn) +M
1/2
A (σ, χ, ψ)
)
(I2,1 + I2,2) (234)
donde
I2,1 =
[∫
A
4e−h−σ0 |∂χ|2|e−αn2 − eα2 |2dx3
]1/2
(235)
I2,2 =
[∫
A
4e−h−σ0−αn |∂χn − ∂χ|2dx3
]1/2
. (236)
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La funcio´n σ0 es positiva en A, entonces puede ser acotada por e
−σ0 ≤ 1 y
por lo tanto suprimida de la definicio´n de I2,1 y I2,2. Los ca´lculos para I3
son iguales a los hechos hasta aqu´ı para I2.
Tenemos que αn ∈ H, entonces el integrando de I2,1 es acotado por una
funcio´n sumable para todo n. Como αn → α podemos aplicar el teorema
de la convergencia dominante para concluir que I2,1 → 0 cuando n → ∞.
Para I2,2 usamos nuevamente que αn ∈ H para acotar el factor exponen-
cial eαn para todo n y con la hipo´tesis yn → y en H10,h(A) concluimos que
I2,2 → 0 cuando n → ∞. Con estos mismos argumentos tenemos as´ı mis-
mo que I3,1 → 0, I3,2 → 0 cuando n→∞. Por lo tanto hemos probado (223).
Dada αk ∈ H10 (A), yk, zk ∈ H10,h(A) una secuencia minimizante. Sea
αk,n ∈ C∞0 (A) y yk,n, zk,n ∈ C∞0 (A \ Γ) tal que αk,n → αk, yk,n → αk y
zn,k → zk cuando n→∞.
Entonces tenemos que
|MA(αk,n, yk,n, zk,n)−m0| ≤ |MA(αk,n, yk,n, zk,n)−MA(αk, yk, zk)|
+ |MA(αk, yk, zk)−m0| (237)
Para un  arbitrario, por (218) existe k tal que:
|MA(αk, yk, zk)−m0| ≤ /2 (238)
Para este k, por (223) existe n tal que
|MA(αk,n, yk,n, zk,n)−MA(αk, yk, zk)| ≤ /2. (239)
Por lo tanto concluimos que
m0 = ı´nf
k,n∈N
MA(αk,n, yk,n, zk,n). (240)
Ahora queremos ver cotas superiores, para este fin, definimos las sigu-
ientes inversiones.
X¯ =
X
(X + ψ2)2
(241)
ψ¯ =
ψ
X + ψ2
(242)
De lo anterior tenemos que
(∂X)2
X2
+
4(∂ψ)2
X
=
(∂X¯)2
X¯2
+
4(∂ψ¯)2
X¯
. (243)
Sea h¯ una funcio´n harmo´nica arbitraria, definimos σ¯ por
X¯ = eh¯+σ¯. (244)
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Usando la siguiente identidad
MA = M¯A +
∮
∂A
(
∂h¯
∂n
(h¯+ 2σ¯)− ∂h
∂n
(h+ 2σ)
)
ds (245)
donde M¯A = MA(σ¯, χ¯, ψ¯); que se obtiene de la siguiente manera, es claro
que
(∂X¯)2 = e2h¯+2σ¯(∂h¯+ ∂σ¯)2 (246)
y del hecho de que h es una funcio´n armo´nica en el dominio A en R3
tenemos la identidad
MA = M
′
A −
∮
∂A
∂h
∂n
(h+ 2σ)ds (247)
donde
M
′
A =
1
32pi
∫
A
(
(∂X)2
X2
+ 4
|∂χ|2 + |∂ψ|2
X
)
dx3 (248)
y partir de (243) y (247) tenemos (245). Tomemos h = h¯. Denotamos por
Kδ el cilindro ρ ≤ δ. Como h es singular en el eje, con el fin de realizar las
integrales, vamos a considerar el dominio Aδ = A \Kδ para algu´n pequen˜o
δ > 0 y luego tomamos el limite δ → 0.
La integral de borde en (245) se reduce a:
CA = l´ım
δ→0
∮
∂Aδ
2
∂h
∂n
(σ¯ − σ)ds (249)
De (241) y (244) tenemos que:
σ¯ − σ = −2 log(eh+σ + ψ2) (250)
Entonces, recordando que h = 2 log ρ vemos que
l´ım
ρ→0
(σ¯ − σ) = −2 logψ20 = −4 log |ψb| (251)
donde usamos que z ∈ C∞0 (A \ Γ) y ψ2 = ψ2b en Γ.
Y as´ı obtenemos que
MA = M¯A + CA
donde
CA = −16pi(R− ) log(ψb)−
∮
∂A
2
∂h
∂n
log(eh+σ + ψ2b )ds (252)
El punto importante es que CA es finita.
Vamos a usar el mismo argumento anterior para obtener un limite inferior
para la funcio´n σ¯ en A. Tomamos
C2 = mı´n
∂A
σ¯ = mı´n
∂A
{σ0 − 2 log(eh+σ0 + ψ2b )} (253)
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Como en el caso de C1, C2 no esta definido cuando → 0. Notemos que C1
y C2 son independiente de α y z.
Definimos una nueva funcio´n σ′ = ma´x{σ¯, C2}, la energ´ıa de σ¯′ es menor o
igual a la energ´ıa de σ¯. Entonces σ¯′ ≥ C2. En lo que sigue redefinimos σ¯′
por σ¯. De (241) tenemos que:
X¯ ≤ 1
X
(254)
y entonces
eσ ≤ e−2h−σ¯ ≤ e−2h−C2 (255)
en A. Tambie´n, de (241) vemos
X¯1/2 ≤ X
1/2
ψ2
(256)
Deduciendo que
ψ2 ≤ X
1/2
X¯1/2
=
e
h
2
+σ
2
e
h
2
+ σ¯
2
≤ e
h
2
−h− σ¯
2
e
h
2
+ σ¯
2
≤ e−h−σ¯ ≤ e−h−C2 . (257)
Estas cotas encontrados en (255) y (257) son singulares en el eje. Para
obtener limites en una vecindad del eje, vamos a dividir esta vecindad en
dos dominios desconectados, una parte superior y una inferior.
Fijamos δ > 0 (hacemos notar que no vamos a tomar el limite δ → 0 como
antes). Definimos K+ = A∩Kδ∩{z ≥ } y K− = A∩Kδ∩{z ≤ } buscamos
estimaciones para K+ y K− independientemente.
En K+ definimos las siguientes inversiones modificadas:
X¯ =
X
(X + (ψ − ψb)2)2
(258)
ψ¯ =
ψ
X + (ψ − ψb)2 (259)
Tomamos h¯ = −h e integramos (245) sobre K+. El termino de borde es-
tara´ dado entonces por
CK+ = −2
∮
∂K+
∂h
∂n
(σ¯ + σ)ds (260)
donde
σ¯ = −2 log
(
e
σ
2 + e−h−
σ
2 (ψ − ψb)2
)
(261)
Vamos a probar que CK+ es finita, la dificultad de esto esta en que h es
singular en Γ.
Descomponemos el borde ∂K+ en dos partes, la primera intersecta al eje y
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esta dada por ∂1 = ∂K+ ∩ ∂A.
La segunda no intersecta al eje y esta dada por ∂2 = ∂K+ ∩ ∂Kδ. En ∂2
la funcio´n h es regular por lo cual la integral es finita. En ∂1 tenemos que
z = α = 0. Usando el hecho que z se anula cerca del eje y el siguiente limite
l´ım
ρ→0
e−h(ψ0 − ψb)2 = 0 (262)
concluimos que la integral es tambie´n es finita.
Nuevamente usamos la misma idea anterior para obtener limites superi-
ores.
C3 = mı´n
∂K+
σ¯ = mı´n
∂K+
{−2 log
(
e
σ
2 + e−h−
σ
2 (ψ − ψb)2
)
} (263)
Por (262) tenemos que esta constante es finita. Entonces obtenemos que
σ ≥ C3 en K+ y podemos utilizar la inversio´n para obtener cotas superiores
para σ¯ en K+. Sin embargo, aqu´ı C3 no depende de α y z porque estas
funciones no se anulan en ∂2.
El punto clave es que sin embargo podemos obtener cotas inferiores para C3
que no dependen de α y z.
Con el fin de ver esto, vamos a hacerlo usando las definiciones previas de las
constantes C2 y C1. Las estimaciones se realizan en ∂
1 y ∂2 independiente-
mente.
Descomponemos C3 = C
1
3 + C
2
3 donde
C13 = mı´n
∂1
σ¯ = mı´n
∂K+
{−2 log
(
e
σ
2 + e−h−
σ
2 (ψ + ψb)
2
)
} (264)
C23 = mı´n
∂2
σ¯ = mı´n
∂K+
{−2 log
(
e
σ
2 + e−h−
σ
2 (ψ − ψb)2
)
} (265)
La constante C13 no depende de α y z. Para C
2
3 usamos la estimacio´n previa
(255)
C23 ≥ C˜23 (266)
donde
C˜23 = −2 log
[
δ−2
(
e−
C2
2 + e−
C1
2 (2δ−2e−C2 + 2ψ2b )
)]
(267)
no depende de α y z. Esto es deducido a partir de lo siguiente.
En ∂2 ρ = δ, de esto y (255) tenemos entonces que:
e
σ
2 ≤ e−h−C22 = δ−2e−C22 (268)
Usando que
(ψ − ψb)2 ≤ 2ψ2 + 2ψ2b (269)
por (257)
ψ2 ≤ e−h−C2 = δ−2e−C2 (270)
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de (221) tenemos
σ
2
≥ C1
2
⇒ e−σ2 ≤ e−σ2 ≤ eC12 (271)
Con esto se tiene que C˜23 no depende de α y z. Entonces tenemos que C3 =
C13 + C
2
3 ≥ C13 + C˜13 , por lo tanto, en K+ tenemos
eσ ≤ e−σ¯ ≤ e−C3 ≤ e−(C13+C˜23 ) (272)
(ψ − ψb)2 ≤ e
σ
2
− σ¯
2
+h ≤ e σ¯2− σ¯2 +h ≤ e−σ¯+h ≤ e−C3+h ≤ e−(C13+C˜23 )eh (273)
Recordando que z = ψ − ψ0 tenemos:
z ≤ ψ − ψ0 ≤ |ψ − ψ0| ≤ e− 12 (C13+C˜23 )eh2 (274)
Conluyendo que ze−
h
2 es acotado.
El procedimiento es el mismo para la integracio´n en K−.
Centramos nuestra atencio´n ahora en ver unicidad.
Dados (σ, ψ, χ), (σ0, ψ0, χ0) dos mapas harmo´nicos de A \ Γ⇒ H2.
La distancia d entre estos dos puntos esta dada por
cosh d = 1 + δ (275)
donde
δ =
(2χ0ψ1 − 2χ1ψ0)2 +
(
(χ0 − χ1)2 + (ψ0 − ψ1)
)2
2σ1σ1
+
(
1
σ1
+
1
σ0
)[
(χ0 − χ1)2 + (ψ0 − ψ1)2
]
+
(σ0 − σ1)2
2σ0σ1
(276)
Como las funciones σ, ψ, χ son regulares en A, d define una funcio´n d : A→ R
Usando las siguientes dos desigualdades probadas en [18]
∆d2 ≥ 0 (277)
y
∆σ ≥ 0 (278)
se deduce que
∆δ ≥ 0 (279)
por que δ es una funcio´n convexa de d2.
Lema 3.8. La solucio´n encontrada en el Lema 3.7 es u´nica y esta dada por
(0, 0, 0).
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Demostracio´n. Dado (σ0, χ0, ψ0) la solucio´n extrema de Reissner-Nordstro¨m
y sea (σ1, χ1, ψ1) otra solucio´n del mapa de ecuaciones harmo´nicas (216)-
(217) en A \ Γ, que satisfacen (215), (212) y (214). Como es usual, sean σ0,
σ1 y σ2 dados por
X0 = e
h+σ0 (280)
X1 = e
h+σ1 (281)
X2 = e
h+σ2 (282)
y definimos
y = χ1 − χ0 (283)
z = ψ1 − ψ0 (284)
α = σ1 − σ0. (285)
Sea δ dada por (276)
δ = δx + δy + δz (286)
donde
δx = coshα− 1 (287)
δy =
1
2
y2e−2h−2σ0−α (288)
δz =
1
2
z2e−2h−2σ0−α (289)
Notemos que por hipo´tesis δ = 0 en ∂A. Abajo probaremos que δ ∈
H1(A), asumimos que esto es cierto. Ya que δ satisface (279) en A \ Γ,
podemos aplicar el lema 5.3 para concluir que (279) se satisface en A. Por
lo tanto, podemos usar el principio del ma´ximo de´bil para soluciones de´biles
en A (ver [11]). La funcio´n δ es no negativa en A y se anula en el borde,
entonces el principio del ma´ximo de´bil implica que δ = 0 en A y por lo tanto
tenemos lo que queriamos ver.
Queda por demostrar que δ ∈ H1(A). Para esto, probamos un resultado
mas fuerte: δ ∈ H1(A)∩L∞(A). Recordemos que σ0 y α son acotados en A.
Entonces se sigue que δx ∈ A. De (287) tenemos
∂δx = sinhα∂α (290)
ya que α ∈ H1(A) se sigue que δx ∈ H1(A).
Consideremos δy. Dado que σ1 y e
−hy son acotados en A se concluye que
δy ∈ L∞(A). Su derivada esta dada por
∂δy = y∂ye
−2h−2σ0−α − y2(∂h+ ∂σ0 + 1
2
∂α)e−2h−σ0−α (291)
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Entonces tenemos
|∂δy| ≤ C
(
|∂y|2e−2h + (|∂σ0|2 + 1
2
|∂α|2)− y4e−4h|∂h|2
)
(292)
Donde la constante C depende u´nicamente de la norma L∞ de α, σ0 y ye−h.
Cuando realizamos la integral, los primeros tres te´rminos son acotados por
que y ∈ H10,X0(R3 \ Γ) y α, σ0 esta´n en H1(A). Para el u´ltimo termino,
usamos una desigualdad tipo Poincare´ (ver lema 1 de [20] y lema 2.2 en [17]).
Podemos concluir que δy, y entonces δ, esta en H
1(A) ∩ L∞(A). Lo mismo
vale para δz.
Lema 3.9. Sea (X,χ) una solucio´n del mapa harmo´nico (216)-(217) en
R\Γ. Definimos (α, y) por X = eh2 +σ2 , χ = χ0 +y, σ = σ0 +2α. Asumiendo
que α ∈ H1loc(R), y ∈ H10,X0(R3/Γ), yX−10 , α− ∈ L∞R3 y que α, yX−10 → 0
cuando r →∞. Entonces, α = 0 e y = 0.
Demostracio´n. Analicemos la funcio´n δy que en te´rminos de X0 esta dada
por
δy =
y2e−α
2X20
≤ y
2e−α−
2X20
. (293)
Usando la hipo´tesis yX−10 , α
− ∈ L∞(R3) obtenemos δy ∈ L∞(R3). Tomamos
una bola BR en R3 y consideremos las derivadas de δy en BR
∂δy = e
−α
(
y∂y
X20
− y
2∂α
2X20
− y
2∂X0
X30
)
. (294)
Usando nuestros supuestos concluimos que el primer termino del lado dere-
cho en la ecuacio´n anterior esta en L2(BR). Para el tercer termino usamos
que yX−10 ∈ L∞(R3) y la desigualdad de Poincare´ dada en el lema 5.4. En-
tonces, concluimos que δy esta en H
1(BR).
Usando la desigualdad d ≤ |α| + C (donde la constante C depende solo de
la norma L∞ de δy en R3) se sigue que σ ∈ L2(BR), entonces usando que
|∂σ|2 ≤ 2(|∂α|2 + |∂δy|2) obtenemos σ ∈ H1(BR). Aplicando el principio del
ma´ximo a la desigualdad ∆σ ≥ 0 tenemos
sup
∂BR
≥ sup
BR
≥ 1. (295)
Usando las condiciones de decaimiento tenemos que sup∂BR σ → 1 cuando
R→∞. Entonces se sigue que d = 0, y por lo tanto α = y = 0.
Con todo lo anterior tenemos las herramientas necesarias para la prueba
que nos interesa.
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Demostracio´n.
Sea α ∈ H10 (R3 \{0}) e y ∈ H10,X0(R3 \Γ). Por definicio´n, entonces existe
una secuencia yn ∈ C∞0 (R3 \ Γ) tal que yn → y en H10,X0(R2 \ Γ) cuando
n → ∞. Sea R el radio de una bola que contiene el soporte de yn. El radio
R depende de n y tenemos que R → ∞ cuando n → ∞. Para  = 1/R sea
χ,R la funcio´n de corte que sera definida en el ape´ndice.
αn = αχ,R, esta funcio´n tiene soporte compacto contenido en el anillo
An = BR \ B y αn ∈ H10 (An). Por el lema 5.2 tenemos que αn → α en
H10 (R3 \ {0}) cuando n→∞. Afirmamos que
l´ım
n→∞M(αn, yn) = M(α, y) (296)
Esto es similar a la ecuacio´n (223) en la prueba del lema 3.7. Reemplazando
el dominio A por R3, definimos las mismas integrales que en las ecuaciones
(225)-(226).
Usando (228)-(229) concluimos que I1 → 0 cuando n→∞.
Para las integrales I2,1 y I2,2 usamos la hipo´tesis α
− ∈ L∞(R3) (que juega
el mismo rol que la cota inferior (222) en la prueba del lema 3.7) y
e−αn = e−α
+χ,R−α−χ,R ≤ e−α−χ,R ≤ e−α− (297)
acota el termino con e−αn por constantes independientes de n. Usando la
hipo´tesis y ∈ H10,X0(R3 \Γ) concluimos que estas dos integrales tienen a cero
cuando n→∞ y por lo tanto hemos probado (296).
Usando un argumento similar como en la prueba del lema 3.7, de la ecuacio´n
(296) concluimos que la secuencia minimizante (αn, yn) se puede tomar entre
funciones con soporte compacto en el anillo An.
Aplicando el lema 3.7 y el lema 3.8 en An. Tenemos
MAn(x0 + αn, χ0 + yn) ≥MAn(x0, Y0). (298)
Usando esta desigualdad obtenemos
M(x0 + αn, χ0 + yn) = MR3\An(x0, χ0) +MAn(x0 + αn, χ0 + yn) (299)
≥MR3\An(x0, χ0) +MAn(x0, χ0)
= M(x0, χ0)
=
√
|Q|
que es lo que busca´bamos ver.
Veamos ahora la parte de rigidez. Asumimos que existe α ∈ H10 (R3) \ {0} e
y ∈ H10,X0(R3 \ Γ) tal que
M(x0 + α, χ0 + y) = M(x0, χ0) =
√
|Q|. (300)
Entonces se sigue que (α, y) es una mı´nimo de M , por lo tanto satisface las
ecuaciones del mapa harmo´nico. Usando el lema 3.9 concluimos que α =
y = 0.
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4. Conclusio´n
En este trabajo se han estudiado las ecuaciones de Einstein-Maxwell
bajo la condicio´n de estacionariedad, del ana´lisis realizado en la seccio´n 3
encontramos que en todos los casos analizados la integracio´n directa de las
ecuaciones (usando coordenadas de Weyl) en todo el 3-espacio no puede re-
alizarse para dos agujeros negros subextremos. Esto es debido a que tenemos
divergencias en la regio´n pro´xima al al horizonte de eventos.
Sin embargo vemos que para el caso del agujero negro de Reissner-Nordstro¨m
extremo como as´ı tambie´n para el agujero negro de Kerr extremo estas di-
vergencias desaparecen y entonces la integral de las ecuaciones de Einstein-
Maxwell pueden ser integradas sin mayores dificultades y van a resultar en
cantidades finitas que se relacionan con los para´metros f´ısicos del sistema
como la masa, el momento angular, la carga.
De los trabajos de Li-Tian conjuntamente con el ana´lisis realizado de la
manera en que proceden en sus art´ıculos vemos que en el caso de Einstein-
Maxwell nos indica que al tener una fuerza positiva implica que la singu-
laridad co´nica esa asociada con una fuerza repulsiva para mantener a los
agujeros negros a una distancia fija con lo cual interpretamos que los mismo
poseen una interaccio´n positiva.
Al realizar la integracio´n de las ecuaciones de Einstein-Maxwell tomando
una 3-superficie espacial maximal (t = cte) vemos que lo que determina que
la integral del Laplaciano de q sea finita o no es el tipo de condiciones
de borde que satisface q. La observacio´n clave en esto es representar a los
agujeros negros por “punctures” en el eje de simetr´ıa.
En la seccio´n 3.2.4 logramos ver algunas cotas para el valor de la fuerza,
esto lo realizamos haciendo la integracio´n de la ecuacio´n de segundo orden
para q. Es importante que destaquemos que los resultados all´ı obtenidos
se lograron sin considerar la ecuaciones de Einstein completas, solo con-
siderando una dato inicial maximal ya que no se aprovecha la condicio´n de
estacionariedad.
Recordemos que en el caso dina´mico general, la ecuacio´n (191) resulta en
realidad una desigualdad. Sin embargo, al utilizar el principio variacional,
perdemos esta mejora en la cota, y por lo tanto, no podemos establecer la
positividad de la fuerza en general, ni siquiera para un caso con una simetr´ıa
extra como la de reflexio´n. Otro factor que interviene en la precisio´n de
la cota anterior es el te´rmino que involucra a ω, y que despreciamos por
ser no negativo. Es importante destacar que si incluimos ω en el funcional
M0, no podr´ıamos obtener una cota expl´ıtica para la fuerza en te´rminos
de cantidades f´ısicas como m,Qi, Ji ya que no se conoce un minimizante
o mı´nimo expl´ıcito para M0, y esa es la base de la prueba del teorema
de la seccio´n 3.3. Sin embargo, para el caso en que no incluimos ω en el
funcional, este minimizante s´ı se conoce y de hecho es la solucio´n axisime´trica
de Majumdar-Papapetrou.
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5. Ape´ndices
Lema 5.1. Sea Ω un dominio acotado en Rn con C1 borde ∂Ω. Supongamos
que u ∈ H10 (Ω) y
u ≥ K (301)
casi en todas partes en Ω, donde K ≤ 0 es una constante. Entonces, existe
unas secuencia un ∈ C∞0 (Ω) tal que
un ≥ K, (302)
para todo n y un → u en la norma H10 (Ω).
Lema 5.2. Sea u ∈ H1(Ω) una solucio´n de´bil de la ecuacio´n de Laplace
en Ω \ Γ. Entonces, u es tambie´n una subsolucio´n de´bil de la ecuacio´n de
Laplace en Ω.
Lema 5.3. Sea u ∈ H10 (R3 \ {0}). Entonces la funcio´n u,R = uχ,R donde
χ,R es la funcio´n de corte definida como (χ,R(r) = χR(r) + χ(r) − 1)
converge a u en la norma H10 (R3 \ {0}) cuando R→∞, → 0.
Lema 5.4. Sea y ∈ C∞0 (R \ Γ) y χ0, X0. Entonces la siguiente desigualdad
es va´lida ∫
R3
X−20 |∂y|2du ≥
∫
R3
(|∂χ0|2 + |∂X0|2)
X40
y2dµ (303)
≥
∫
R3
|∂X0|2
X40
y2dµ. (304)
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