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CRITICAL POINTS OF MULTIDIMENSIONAL RANDOM FOURIER
SERIES: VARIANCE ESTIMATES
LIVIU I. NICOLAESCU
Abstract. We investigate the number of critical points of a Gaussian random smooth func-
tion uε on the m-torus Tm := Rm/Zm. The randomness is specified by a fixed nonnegative
Schwartz function w on the real axis and a small parameter ε so that, as ε → 0, the random
function uε becomes highly oscillatory and converges in a special fashion to the Gaussian
white noise. Let Nε denote the number of critical points of uε. We describe explicitly in
terms of w two constants C,C′ such that as ε goes to the zero, the expectation of the random
variable ε−mNε converges to C, while its variance is extremely small and behaves like C′εm.
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1. Introduction
1.1. The setup. Consider the m-dimensional torus Tm := Rm/Zm with angular coordinates
θ1, . . . , θm ∈ R/Z equipped with the flat metric
g :=
m∑
j=1
(dθj)
2, volg(T
m) = 1.
The eigenvalues of the corresponding Laplacian ∆ = −∑mk=1 ∂2θk are
(2π)2|~k|2, ~k = (k1, . . . , km) ∈ Zm.
For ~θ = (θ1, . . . , θm) ∈ Rm and ~k ∈ Zm we set
〈~k, ~θ〉 =
∑
j
kjθj.
Denote by ≺ the lexicographic order on Rm. An orthonormal basis of L2(Tm) is given by the
functions (Ψ~k)~k∈Zm , where
Ψ~k(
~θ) =

1, ~k = 0√
2 sin 2π〈~k, ~θ〉, ~k ≻ ~0,√
2 cos 2π〈~k, ~θ〉, ~k ≺ ~0.
Fix a nonnegative, even Schwartz function w ∈ S(R), set wε(t) = w(εt). In particular, there
exists a unique Schwartz function ϕ ∈ S(R) such that
w(t) = ϕ(t2), ∀t ∈ R. (1.1)
Consider the random function
uε(~θ) =
∑
~k∈Zm
Xε~kΨ~k(
~θ), (1.2)
where the coefficients Xε~k
are independent Gaussian random variables with mean 0 and vari-
ances
var(X~k) = wε(2π|~k|) = w(2πε|~k|).
For ε > 0 sufficiently small the random function uε is almost surely (a.s.) smooth and Morse.
By energy landscape of uε we understand the catalogue containing the basic information about
the critical points of uε: their location, their indices, and their corresponding critical values.
A first information about the energy landscape concerns the number of the critical points.
Let N(uε) denote the number of critical points of uε. We denote by Nε the expectation the
random variable N(uε),
Nε := E
(
N(uε)
)
,
and by varε its variance
varε = E
( (
N(uε)−Nε
)2 )
= E
(
N(uε)2
)−N2ε .
We are interested in the the small ε behavior of the random variable Nε.
To understand the analytic significance of the ε → 0 limit it is best to think of the
special case when w “approximates” the characteristic function of the interval [−1, 1], i.e.,
it is supported in [−1, 1] and it is identically 1 in a neighborhood of 0. For fixed ε, uε is a
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trigonometric polynomial: the terms corresponding to |~k| > ε do not contribute to uε. If we
formally let εց 0 in (1.2) , then we deduce that uε converges to the random Fourier series∑
~k∈Zm
X0~kΨ~k(
~θ),
where the coefficients X0~k
are independent, standard normal random variables with mean 0
and variance 1.
The above series is not convergent to any function in any meaningful way but, as explained
in [5], it converges almost surely in the sense of distributions to a random distribution on the
torus, the Gaussian white noise. For ε > 0 very small, the trigonometric polynomial uε is
highly oscillatory and we expect it to have many critical points, i.e., Nε →∞ as εց 0 . In
[11] proved a more precise statement, namely
Nε ∼ Cm(w)ε−m
(
1 +O(ε)
)
as εց 0, (1.3)
where Cm(w) is a certain explicit constant positive constant that depends only on m and w.
In this paper we describe the small ε asymptotics for the variance of the normalized random
variable 1NεN(u
ε). In particular, we prove that this random variable is highly concentrated
around its mean.
1.2. The main result. The goal of this paper is an asymptotic formula (as ε ց 0) for the
variance of the random variable N(uε ).
Theorem 1.1. There exists a constant C ′m(w) ≥ 0 such that
varε ∼ C ′m(w)ε−m
(
1 +O(εN )
)
, ∀N > 0, as εց 0. (1.4)
Consider the normalized random variables
N̂(uε) :=
1
Nε
N(uε) =
1
E(N(uε) )
N(uε).
Corollary 1.2. If (εk) is a sequence of positive numbers such that
∑
k ε
m
k <∞, then sequence
of random variables N̂εk converges almost surely to 1.
Proof. The equalities (1.3) and (1.4) imply that the variance v̂arε of N̂(uε) is extremely
small,
v̂ar
ε ∼ C
′
m(w)
Cm(w)2
εm as εց 0. (1.5)
Now conclude using Chebysev’s inequality and the Borel-Cantelli’s lemma. ⊓⊔
The constant C ′m(w) has an explicit, albeit very complicated description. Here is the gist
of it.
Denote by Symm the space of real symmetric m×m matrices. The group O(m) acts on
Symm by conjugation and we denote by Gm the space of O(m)-invariant Gaussian measures
on Symm. This is a 2-dimensional convex cone described explicitly in Appendix C. Then
Cm(w) =
1
(2πdm)
m
2
(∫
Symm
|detA|Γhm,hm(dA)
)
,
where hm, dm are certain momenta of w defined in (2.6) and the Gaussian measure Γhm,hm ∈
Gm is described in (C.4).
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For any η ∈ Rm \ 0 we denote by Oη(m) the subgroup of O(m) consisting of orthogonal
maps which fix η. We denote by Gm,η the space of Oη(m)-invariant Gaussian measures on
Symm. This is a 5-dimensional convex cone described explicitly in Appendix C. We set
Sym×2m = Symm⊕Symm so that the elements in B = Sym×2m have the form B = B−⊕B+,
B± ∈ Symm.
The constant C ′m(w) is expressed in terms of a family of Gaussian random matrices
Bη = B
−
η ⊕B+η ∈ Sym×2m , η ∈ Rm \ 0.
We denote by Ξ¯
0
(η) the distribution of Bη. The Gaussian measure Ξ¯
0
(η) has an explicit but
quite complicated description detailed in Appendix B.
The correspondence η 7→ Ξ¯0(η) is equivariant with respect to the action of O(m) on Rm
and its diagonal action on the space of Gaussian measures on Sym×2m . The components B±η
are identically distributed, and their distributions are certain explicit Gaussian measures in
Gm,η. These components are not independent, but become less and less correlated as |η| → ∞.
In fact, as |η| → ∞ the Gaussian measure Ξ¯0(η) converges to the product of the Gaussian
measures Γ∞ = Γhm,hm × Γhm,hm . We denote by EΞ¯0(η)(|detB|) the expectation of the
random variable |detBη|.
To each η ∈ RM \ 0 we associate the symmetric 2m× 2m matrix
H(V, η) =
[ −Hess(V, 0) −Hess(V, η)
−Hess(V, η) −Hess(V, 0)
]
(1.6)
where Hess(V, η) denotes the Hessian at η of the function V : Rn → R,
V (ξ) =
∫
Rm
e−i(ξ,x)w(|x|)|dx|.
We set
K(η) :=
1√
det 2πH(V, η)
.
Then
K(η) ∼ const.|η|−m as η → 0,
and as η →∞ the quantity K(η) approaches rapidly the constant
K(∞) = 1
det
(
2πHess(V, 0)
) .
Then
C ′m(w) = Cm(w) +
∫
Rm
(
K(η)E
Ξ¯
0
(η)
( |detB| )−K(∞)EΓ∞( |detB| ))|dη|.
Let us point out that
Cm(w)
2 = K(∞)EΓ∞
( |detB| ).
The one-dimensional investigations in [4, 9] suggest that C ′m(w) > 0, but all our attempts to
proving this were fruitless so far.
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1.3. Outline of the proof of Theorem 1.1. To help the reader better navigate the many
technicalities involved in proving (1.4) we describe in this section the bare-bones strategy
used in the proof of Theorem 1.1.
Denote by D the diagonal of Tm × Tm
D =
{
Θ = (~θ, ~ϕ) ∈ Tm × Tm; ~θ = ~ϕ}.
We denote by ND the normal bundle of the embedding D →֒ Tm × Tm. For each r > 0
sufficiently small we denote by Tr(D) the tube of radius r around D,
Tr(D) =
{
Θ ∈ Tm × Tm; dist(Θ,D ) < r},
where dist denotes the geodesic distance on Tm×Tm equipped with the product metric g×g.
Denote by Br(D) ⊂ ND the radius r-disk bundle. For ~ > 0 sufficiently small, the
exponential map induces a diffeomorphism
exp : B~(D)→ T~(D).
Fix such a ~. For t > 0 we denote by Rt : ND → ND the rescaling by a factor of t along the
fibers of the normal bundle ND. Thus, Rt acts as multiplication by t on each fiber of ND.
We can now explain the strategy.
Step 1. Using the Kac-Rice formula we produce a density ρε1(
~θ)|d~θ| on Tm such that
Nε =
∫
Tm
ρε1(
~θ)|d~θ|. (1.7)
Set
ρ˜ε1
(
Θ
)
:= ρε1(
~θ)ρε1(~ϕ).
Step 2. Using the Kac-Rice formula we produce a density ρε2(Θ)|dΘ| on Tm × Tm \D such
that
E
(
N(uε)2 −N(uε) )︸ ︷︷ ︸
=:µε
(2)
=
∫
Tm×Tm\D
ρε2(Θ)|dΘ|. (1.8)
As an aside, let us point out that the ratio
ρε2(Θ)
ρ˜ε1
(
Θ
) = ε2m ρε2(Θ)
Cm(w)2
is the so called two-point correlation function of the set of critical points of the random
function uε.
The second combinatorial moment µε(2) of N(u
ε) is related to the variance varε via the
equality
varε = µε(2) −N2ε +Nε. (1.9)
In view of (1.3) the asymptotic estimate (1.4) is equivalent to the existence of a real constant
c such that
lim
εց0
εm
(
µε(2) −N2ε
)
= c. (1.10)
Set
δε(Θ) := ρε2(Θ)− ρ˜ε1(Θ).
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Using (1.7) and (1.8) we can rewrite
µε(2) −N2ε =
∫
T~(D)\D
δε(Θ)|dΘ|︸ ︷︷ ︸
=:I0(ε)
+
∫
Tm×Tm\T~(D)
δε(Θ)|dΘ|︸ ︷︷ ︸
=:I1(ε)
. (1.11)
Step 3. Off-diagonal estimates. We show that
lim
εց0
ε−NI1(ε) = 0, ∀N > 0. (1.12)
Step 4. Near-diagonal estimates. Denote by βε the composition
βε : B~/ε(D)
Rε−→ B~(D) exp−→ T~(D).
Then
εmI0(ε) =
∫
B~/ε(D)\D
δε
(
βε(η)
)|dη|,
and we will show that the limit
lim
εց0
∫
B~/ε(D)\D
δε
(
βε(η)
)|dη| (1.13)
exists and it is finite. It boils down to showing that the function
δˆε : ND \D → R, δˆε(η) =
{
δε
(
βε(η)
)
, η ∈ B~/ε(D) \D
0, otherwise,
converges as εց 0 to an integrable function δˆ0 : ND → R and
lim
εց0
∫
ND
δˆε(η)|dη| =
∫
ND
δˆ0(η)|dη|.
This last step is the most challenging part of the proof. A big part of the challenge is the
fact that δˆε(η) has a singularity along the zero section of ND.
At this point we think it is useful to provide a few more details to give the reader a better
sense of the complexity of the problem. Define a new random function
Uε : Tm × Tm → R, Uε(~θ, ~ϕ) = uε(~θ) + uε(~ϕ).
We denote by N(Uε) the number of critical points of Uε situated outside the diagonal. Note
that
N(Uε) = N(uε)2 −N(uε)
and thus
E
(
N(Uε)
)
= µε(2).
The Kac-Rice formula, detailed in Section 2.1, shows that
E
(
N(Uε)
)
=
∫
Tm×Tm\D
1√
det 2πS˜ε(Θ)
E
( ∣∣ detHessUε(Θ)∣∣ ∣∣∣ dUε(Θ) = 0)
︸ ︷︷ ︸
=:ρε2(Θ)
|dΘ|, (1.14)
where S˜ε(Θ) is a symmetric, positive semidefinite 2m× 2m matrix describing the covariance
form of the random vector dUε(Θ), and E(X|Y = 0) denotes the conditional expectation of
the random variable X given that Y = 0.
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The matrix S˜ε(Θ) becomes singular along the diagonal because the two components du
ε(~θ)
duε(~ϕ) become dependent random vectors for ~θ = ~ϕ. What is worse, one can show that
det S˜ε(Θ) behaves like dist(Θ,D)
2m near D. Hence the term
Θ 7→ 1√
det 2πS˜ε(Θ)
is not integrable near the diagonal. For our strategy to work we need that the second term
Θ 7→ E
( ∣∣ detHessUε(Θ)∣∣ ∣∣∣ dUε(Θ) = 0)
vanish along the diagonal D. Let us give a heuristic argument why this is to be expected.
The mean value theorem shows that
1
|~ϕ− ~θ|
(
duε(~ϕ)− duε(~θ) ) = 1
|~ϕ− ~θ|
∫ |~ϕ−~θ|
0
Hessuε(~θ + tη)η dt,
where
η = η(Θ) :=
1
|~ϕ− ~θ|
(~ϕ− ~θ).
If we take into account the condition dUε(~θ, ~ϕ) = 0, i.e., duε(~ϕ) = duε(~θ) = 0, then we
deduce
1
|~ϕ− ~θ|
∫ |~ϕ−~θ|
0
Hessuε(~θ + tη)ηdt = 0.
If we let ~ϕ → ~θ, so that η(~θ, ~ϕ) stays fixed, i.e., Θ approaches the diagonal along a fixed
direction given by the unit vector η, we deduce that the linear operator Hessuε(~θ + tη)
admits in the limit t ց 0 a one-dimensional kernel. In particular, the Hessian HessUε(Θ)
conditioned by requirement dUε(Θ) = 0, ought to approach a linear operator with a two
dimensional kernel because
HessUε(Θ) = Hessuε(~θ)⊕Hessuε(~ϕ).
We do not know how to transform this heuristic argument into a rigorous one, but we can
prove by analytic means that near the diagonal we have (see (4.17) and (4.18) )
E
( ∣∣detHessUε(Θ)∣∣ ∣∣∣ dUε(Θ) = 0) ∼ const.dist(Θ,D)2.
This guarantees that the integrand ρε2(Θ) in (1.14) is integrable near the diagonal because
ρε2(Θ) ∼ const.dist(Θ,D)2−m. (1.15)
With a bit of work one can show that the integrand does not explode anywhere away from
the diagonal so the integral in (1.14) is finite. There is an added complication because we
are actually interested in the singular limit εց 0 so that we need to produces estimates that
are uniform in ε small. Alas, this is not the only obstacle.
The arguments described above lead to the conclusion that
µε(2) ∼ Cm(w)2ε−2m,
where Cm(w) is the constant in (1.3). On the other hand Nε ∼ Cm(w)ε−m so that
µε(2) −N2ε = o(ε−2m).
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To prove Theorem 1.1 we need to substantially improve this estimate to an estimate of the
form
µε(2) −N2ε ∼ Zε−m
for some real constant Z. This is where the usage of the singular rescaling maps βε saves the
day.
1.4. Related results. There has been considerable work on the statistics of zero sets of
random functions or sections. The simplest invariant of such a set is its volume. In particular,
if the zero set is zero dimensional, its volume coincides with its cardinality. The Kac-Rice
formula leads rapidly to information about the expectation of the volume of such a random
set. Higher order information, such as the variance it is typically harder to obtain.
In the complex case B. Shiffman and S. Zeldich [13, 14] have obtained rather precise
information on the variance of the number of simultaneous zeros of m independent random
sections of a positive holomorphic line bundle over an m-dimensional Ka¨hler manifold.
The statistics of the zero set of a random eigenfunction of the Laplacian on a flat torus
were investigated by Z. Rudnick and I. Wigman in [12]. In particular, in this paper the
authors produce upper estimates on the variance of the volume of the zero set of such a
random eigenfunction leading to concentration results very similar to the one we obtain in
the present paper. In the case of two-dimensional tori, M. Krishnapur, P. Kurlberg and I.
Wigman [7] have refined the above upper estimate to a precise asymptotic estimate.
The statistics of the volume of the zero set of a random eigenfunction on the round m-
dimensional sphere were investigated by I. Wigman in [16]. In particular, he proves upper
estimates for the variance leading to concentration results. In the paper [17] he consider the
special case of the 2-sphere and describes exact asymptotic estimates for the variance of the
volume of the zero set of a random eigenfunction corresponding to a large eigenvalue.
Recently, Bleher, Homma and Roeder [3] proved a counterpart of (1.15) for the two-point
correlations functions determined by the solutions of random real polynomial systems of
several real variables.
A different different type of concentration result is discussed by E. Subag in [15], where
the author investigates the behavior of the energy landscapes of certain random functions on
the round sphere Sn as n→∞.
1.5. Organization of the paper. In the short Subsection 2.1 we present the version of the
Kac-Rice formula we use to compute expectations of the number of critical points of various
random functions. The rest of Section 2 contains a more detailed analysis of the correlation
kernel of uε together with an explicit decryption of the density ρε1 that computes Nε.
Section 3 is devoted to the computation of the density ρε2 on T
m × Tm \D. This density
is expressed in terms of two quantities.
• The covariance kernel of the random field defined by the differential of the random
function
Uε : Tm × Tm → R, Uε(~θ, ~ϕ) = uε(~θ) + uε(~ϕ).
• The conditional Hessian of Uε given that dUε = 0.
The Gaussian random vector dUε(~θ, ~ϕ) degenerates along the diagonal and in Subsections
3.3, 3.4 we investigate in great detail this degeneration. The statistics of the above conditional
Hessians are described in Subsection 3.5. Suitably rescaled, these conditional Hessians have
a limit as ε→ 0. This limit is described in Appendix B. In Subsection 3.6 we give an explicit
description of the density ρε2. The behavior of this density away from the diagonal is described
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in Subsection 4.1. The behavior of ρε2 near the diagonal is investigated in Subsection 4.2, 4.3.
We complete the proof of Theorem 1.1 in Subsection 4.4.
Throughout the paper we use frequently the following special case of Proposition A.1 in
Appendix A: if V is a finite dimensional Euclidean space, Sym(V ) is the space of symmetric
operators on V and G is the set of centered Gaussian measures on Sym(V ), then the map
G ∋ Γ 7→ EΓ(|detA|) ∈ R
is locally Ho¨lder continuous with Ho¨lder exponent 12 . The various Gaussian ensembles of
symmetric matrices that appear in the proof are described in great detail in Appendix C.
2. The density ρε1
2.1. The Kac-Rice formula. For the reader’s convenience we give a brief description of
the Kac-Rice formula used in the proof of Theorem 1.1. For proofs and many more details
we refer to [1, 2].
Suppose that (X, g) is a smooth, connected Riemann manifold of dimension n and u : X →
R is a Gaussian random function with covariance kernel
E : X ×X → R, E(p, q) = E(u(p) · u(q) ).
Under certain explicit conditions on E (satisfied in the the situations we are interested in)
the random function u is almost surely (a.s.) smooth and Morse. Assume therefore that u
is a.s. smooth and Morse. For any precompact open set O ⊂ X we denote by N(u,O) the
number of critical points of u in O. This is a random variable whose expectation N(O) is
given by the Kac-Rice formula.
To state this formula we need to introduce a bit of terminology. Fix a point p ∈ X and
normal coordinates (x1, . . . , xn) at p so that xi(p) = 0, ∀i. Thus in the neighborhood of
(p, p) ∈ X ×X we can view E as a function of two (sets of) variables E = E(x, y).
The differential of u at p is a Gaussian random vector du(p) ∈ T ∗pX described by its
covariance form
Sp(du) : TpX × TpX → R.
This is a symmetric nonnegative definite form described in the chosen coordinates by the
n× n matrix (S(du(p))ij), where
Sp(du)ij = E
(
∂xiu(p)∂xju(p)
)
=
∂2
∂xi∂yj
E(x, y)|x=y=0.
We will assume that Sp(du) is actually positive definite.
The Hessian of u at p is the linear operator Hessu(p) : TpM → TpM which in the above
coordinates is described by the symmetric matrix (Hessij(p))=(∂
2
xixju(p) )1≤i,j≤n. It is a
Gaussian random symmetric matrix described by the covariances
E
(
Hessij(p) · Hesskℓ(p)
)
=
∂4
∂xi∂xj∂yk∂yℓ
E(x, y)x=y=0.
The Kac-Rice formula states that
N(O) =
∫
O
ρu(p)|dVg(p)|,
where
ρu(p) =
1√
det 2πSp(du)
E
( ∣∣ detHessu(p) ∣∣ ∣∣∣ du(p) = 0).
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The regression formula reduces the computation of the above conditional expectation to the
computation of an absolute expectation E(|detAp| ) where Ap is another Gaussian random
symmetric matrix. The Gaussian distribution governing this new random matrix can be
expressed explicitly in terms of the covariance form of Hessu(p) and the correlations between
du(p) and Hessu(p).
2.2. The covariance kernel of uε. A simple computation shows that the covariance kernel
of the random function uε is
Eε(~θ, ~ϕ) := E
(
uε(θ) · uε(ϕ) ) = ∑
~k∈Zm
w(2πε|~k|)e−2πi〈~k,~ϕ−~θ〉. (2.1)
Set ~τ := ~ϕ− ~θ and define φ : Rm → C by
φ(~x) := e−i〈~x,
1
ε
~τ〉w(|~x|).
We deduce that
Eε(~θ, ~ϕ) =
∑
~k∈Zm
φ(2πε~k).
Using Poisson formula [6, §7.2] we deduce that for any a > 0 we have∑
~k∈Zm
φ
(
2π
a
~k
)
=
( a
2π
)m ∑
~ν∈Zm
φ̂(a~ν),
where for any u ∈ S(Rm) we denote by û(ξ) its Fourier transform
û(ξ) =
∫
Rm
e−i〈ξ,~x〉u(~x)|d~x|.
If we let a = ε−1, then we deduce
Eε(~θ, ~ϕ) =
1
(2πε)m
∑
~ν∈Zm
φ̂ (ε~ν) .
Define V : Rm → R by
V (ξ) :=
∫
Rm
e−i〈ξ,~x〉w(|~x|) |d~x|. (2.2)
Then
φ̂(ξ) = V
(
ξ +
1
ε
~τ
)
= V
(
ξ +
1
ε
(~ϕ− ~θ)
)
.
Hence
Eε(~θ, ~ϕ) =
1
(2πε)m
∑
~ν∈Zm
V
(
1
ε
~τ +
1
ε
~ν
)
.
We set
V ε(~θ) :=
∑
~ν∈Zm
V
(
~θ +
1
ε
~ν
)
. (2.3)
We deduce that
Eε(~θ, ~ϕ) =
1
(2πε)m
V ε
(
1
ε
τ
)
. (2.4)
From the special form (2.3) of V ε and the fact that V is a Schwartz function we deduce that
for any positive integers k,N and any R > 0 we have
‖V ε − V ‖Ck(BR(0)) = O(εN ) as εց 0, (2.5)
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where BR(0) denotes the open ball of radius R in R
M centered at the origin.
Remark 2.1. We define
sm :=
∫
Rm
w(|x|)dx, dm :=
∫
Rm
x21w(|x|)dx,
hm :=
∫
Rm
x21x
2
2w(|x|)dx.
(2.6)
For any multi-index α we have∫
Rm
w(|x|)xαdx =
(∫
|x|=1
xαdA(x)
)(∫ ∞
0
w(r)rm+|α|−1dr
)
︸ ︷︷ ︸
=:Im,|α|(w)
.
On the other hand, according to [8, Lemma 9.3.10] we have∫
|x|=1
xαdA(x) = Zm,α :=

2
∏k
i=1 Γ(
αi+1
2
)
Γ(
m+|α|
2
)
, α ∈ (2Z≥0)m,
0, otherwise.
(2.7)
Note that ∫
Rm
w(|~x|)x21x22 |d~x| = Γ
(
3
2
)2 2∏mk=3 Γ(12 )
Γ(2 + m2 )
Im,4(w),∫
Rm
w(|~x|)x41 |d~x| = Γ
(
5
2
)
2
∏m
k=2 Γ(
1
2)
Γ(2 + m2 )
Im,4(w) = 3
∫
Rm
w(|~x|)x21x22 |d~x|.
We deduce from the above computations that
∂2ξiξjV (0) = −
∫
Rm
xixjw(|~x|) |d~x| = −dmδij (2.8a)
∂2ξiξjξkξℓV (0) =
∫
Rm
xixjxkxℓw(|~x|) |d~x| = hm(δijδkℓ + δikδjℓ + δiℓδjk). (2.8b)
⊓⊔
For ε ≥ 0, an orthornormal basis (e1, . . . ,em) of Rm, a multi-index α ∈ Zm≥0 and η ∈ Rm,
we set
Vα(η) := (∂
α1
e1
· · · ∂αmem V )(η), V εα (η) := (∂α1e1 · · · ∂αmem V ε)(η). (2.9)
Note that V (ξ) is radially symmetric and can be written as f(|ξ|2/2) , for some Schwartz
function f ∈ S(R),
f
( |ξ|2/2 ) = V (ξ) = ∫
Rm
e−i〈ξ,~x〉w(|~x|) |d~x|. (2.10)
We have
Vi(η) = ηif
′
( |η|2
2
)
, (2.11a)
Vi,j(η) = δijf
′
( |η|2
2
)
+ ηiηjf
′′
( |η|2
2
)
, (2.11b)
Vi,j,k(η) =
(
δijηk + δikηj + δjkηi
)
f ′′
( |η|2
2
)
+ ηiηjηkf
′′′
( |η|2
2
)
, (2.11c)
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Vi,j,k,ℓ(η) =
(
δijδkℓ + δikδjℓ + δjkδiℓ
)
f ′′
( |η|2
2
)
+
(
δijηkηℓ + δikηjηℓ + δjkηiηℓ + δiℓηjηk + δjℓηiηk + δkℓηiηj
)
f ′′′
( |η|2
2
)
+ηiηjηkηℓf
(4)
( |η|2
2
)
.
(2.11d)
In particular,
sm = f(0), dm = −f ′(0), hm = f ′′(0). (2.12)
2.3. The Kac-Rice formula for Nε. Fix an orthonormal basis e1, . . . ,em of R
m and set
∂i = ∂ei and
uεi1,...,ik := ∂i1 · · · ∂ikuε.
We denote by Sε(~θ) the covariance form of the vector du
ε(~θ), i.e. the symmetric matrix
Sε(~θ) =
(
E
(
uεi (
~θ) · uεj(~θ)
) )
1≤i,j≤m
=
(
∂2θiϕjE
ε(~θ, ~ϕ)|~θ=~ϕ
)
1≤i,j≤m
.
Using (2.4) we deduce
∂2θiϕjE
ε(~θ, ~ϕ)|~θ=~ϕ = −(2π)−mε−m−2V εi,j(0).
Note that
V εi,j(0) = V
0
i,j(0) +O(ε
N ), ∀N.
For any η ∈ Rm and any smooth function F : Rm → R we denote by H(F, η) the Hessian of
F at η, so that
(2π)mεm+2Sε(~θ) =H(−V ε, 0).
We denote by σεij the entries of H(−V ε, 0)−1 and by sˇεij the entries of Sε(~θ)−1 so that
sˇεij = (2π)
mεm+2σεij.
Then the Kac-Rice formula [1] (together with the explanations in [11]) show that
Nε =
1
(2π)
m
2
∫
Tm
(
detSε(~θ)
)− 1
2E
(
|detH(uε, ~θ )| ∣∣ duε(~θ) = 0)|d~θ|
=
(2π)
m2
2 ε
m(m+2)
2
(2π)
m
2
∫
Tm
(
detH(−V ε, 0) )− 12E( |detH(uε, ~θ)| ∣∣ duε(~θ ) = 0)|d~θ|. (2.13)
The Hessian H(uε, ~θ ) is a Gaussian random matrix with entries (xij) satisfying the correla-
tion equalities
Ωεi,j|k,ℓ := E(xijxkℓ) = ∂
4
θiθjϕkϕℓ
Eε(~θ, ~ϕ)|~θ=~ϕ = (2π)−mε−m−4V εi,j,k,ℓ(0), 1 ≤ i, j, k, ℓ ≤ m.
The random matrix Hˆε(~θ) obtained from Hess~θ(u
ε) by conditioning that duε(~θ) = 0 is also
Gaussian and its entries xˆij satisfy correlation equalities determined by the regression formula
Ξεi,j|k,ℓ = Ω
ε
i,j|k,ℓ −
m∑
a,b=1
E
(
uεi,j(
~θ)uεa(
~θ)
)
sˇεabE
(
uεb(
~θ)uεk,ℓ(
~θ)
)
= (2π)−mε−m−4
V εi,j,k,ℓ(0)− m∑
a,b
V εi,j,a(0)V
ε
k,ℓ,b(0)︸ ︷︷ ︸
=0
σεab

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= (2π)−mε−m−4V εi,j,k,ℓ(0) = (2π)
−mε−m−4
(
Vi,j,k,ℓ(0) +O
(
εN
) )
, ∀N > 1.
Denote by ΓΥε the Gaussian measure on Symm defined by the covariance equalities
Υεi,j|k,ℓ := E(xi,jxk,ℓ) = (2π)
mεm+4Ξεi,j|k,ℓ = V
ε
i,j,k,ℓ(0). (2.14)
Then
E
(
|detH(uε, ~θ )| ∣∣ duε(~θ) = 0) = (2π)−m22 ε−m(m+4)2 ∫
Symm
|detA|ΓΥε(dA). (2.15)
Using (2.13) we deduce
Nε =
ε−m
(2π)
m
2
∫
Tm
(
detH(−V ε, 0) )− 12 (∫
Symm
|detA|ΓΥε(dA)
)
|d~θ|. (2.16)
This shows that ρε1(
~θ) is independent of ~θ and
ρε1(
~θ) =
ε−m
(2π)
m
2
(
detH(−V ε, 0) )− 12 (∫
Symm
|detA|ΓΥε(dA)
)
.
We denote by Sym×2m the space of symmetric 2m×2m matrices B that have a diagonal block
decomposition
B =
[
B− 0
0 B+
]
, B± ∈ Symm .
The probability measure ΓΥε on Symm induces a probability measure
ΓΥε×Υε := ΓΥε ⊗ ΓΥε
on Sym×2m . Using the notation in Section 1.3 we deduce
ρ˜ε1(
~θ, ~ϕ) =
ε−2m
(2π)m
(
detH(−V ε, 0) )−1(∫
Sym×2m
|detB|ΓΥε×Υε(|dB|)
)
. (2.17)
For any smooth function F : Rm → R we introduce the symmetric 2m× 2m matrix
H∞(F ) :=
[
H(−F, 0) 0
0 H(−F, 0).
]
. (2.18)
We observe that detH∞(F ) =
(
detH(−F, 0) )2. In view of this we deduce
ρ˜ε1(Θ) =
ε−2m
(2π)m
√
detH∞(V ε)
∫
Sym×2m
|detB|ΓΥε×Υε(|dB|), Θ = (~θ, ~ϕ). (2.19)
Remark 2.2. Observe that
detH(−V ε, 0) = detH(−V, 0) +O(εN ), ∀N > 0,
and
detH(−V, 0) = dmm.
We set
Υ0i,j|k,ℓ := Vi,j,k,ℓ(0) = f
′′(0)
(
δijδkℓ + δikδjℓ + δiℓδjk
)
= hm
(
δijδkℓ + δikδjℓ + δiℓδjk
)
.
(2.20)
The collection Υ0 =
(
Υ0i,j|k,ℓ
)
1≤i,j,k,ℓ≤m describes the covariance form of an O(m)-invariant
measure ΓΥ0 on Symm. Using the terminology in Appendix C we have
ΓΥ0 = Γhm,hm.
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Observe that ∣∣Υεi,j|k,ℓ−Υ0i,j|k,ℓ ∣∣ = O(εN ) ∀N > 0, ;∀1 ≤ i, j, k, ℓ ≤ m.
Proposition A.1 implies that∫
Symm
|detA|ΓΥ0(dA) =
∫
Symm
|detA|Γhm,hm(dA) +O(εN ), ∀N > 0.
Using this in (2.16) we deduce
Nε =
ε−m
(2πdm)
m
2
(∫
Symm
|detA|Γhm,hm(dA)
)
· ( 1 +O(εN ) ) ∀N > 0. (2.21)
⊓⊔
The constant Cm(w) in (1.3) is given by
Cm(w) =
1
(2πdm)
m
2
(∫
Symm
|detA|Γhm,hm(dA)
)
=
(
hm
2πdm
)m
2
(∫
Symm
|detB|Γ1,1(dB)
)
.
(2.22)
3. The density ρε2
3.1. The covariance kernel of Uε. The covariance kernel of Uε is the function
E˜
ε(~θ1, ~ϕ1; ~θ2, ~ϕ2) = E
(
Uε(~θ1, ~ϕ1)U
ε(~θ2, ~ϕ2)
)
= Eε(~θ1, ~θ2) + E
ε(~θ1, ~ϕ2) + E
ε(~ϕ1, ~θ2) + E
ε(~ϕ1, ~ϕ2)
= (2πε)−m
(
V ε
(
ε−1(~θ2−~θ1)
)
+V ε
(
ε−1(~ϕ2−~θ1)
)
+V ε
(
ε−1(~θ2− ~ϕ1)
)
+V ε
(
ε−1(~ϕ2− ~ϕ1)
))
.
Let us introduce the notation
Θ := (~θ, ~ϕ) ∈ Tm × Tm, τ(Θ) := ~ϕ− ~θ, τ ε = τ ε(Θ) := ε−1τ(Θ).
We need to understand the quantities
∂αΘ1∂
β
Θ2
E˜
ε(Θ1,Θ2)Θ1=Θ2=Θ = E
(
∂αΘUε(Θ) · ∂βΘUε(Θ)
)
.
Using the fact that V ε is an even function we deduce that for any multi-indices α, β we have
∂α~θ1
∂β~θ2
E˜
ε(Θ,Θ) = (2πε)−mε−|α|−|β|(−1)|α|V εα+β(0), (3.1a)
∂α~ϕ1∂
β
~ϕ2
E˜
ε(Θ,Θ) = (2πε)−mε−|α|−|β|(−1)|α|V εα+β(0), (3.1b)
∂α~θ1
∂β~ϕ2 E˜
ε(Θ,Θ) = (2πε)−mε−|α|−|β(−1)|α|V εα+β( τ ε(Θ) ), (3.1c)
∂α~ϕ1∂
β
~θ2
E˜
ε(Θ,Θ) = (2πε)−mε−|α|−|β|(−1)|β|V εα+β( τ ε(Θ) ). (3.1d)
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3.2. The covariance form of dUε(Θ). Denote by S˜ε(Θ) the covariance form of the Gauss-
ian vector dUε(θ, ϕ) = du
ε(θ) + duε(ϕ),
S˜ε(Θ) =
 E( ∂iuε(~θ)∂juε(~θ) ) E(∂iuε(~θ)∂juε(~ϕ) )
E
(
∂iu
ε(~θ)∂ju
ε(~ϕ)
)
E
(
∂iu
ε(~ϕ)∂ju
ε(~ϕ)
)
 .
Let us observe that this form is degenerate along the diagona D ⊂ Tm × Tm. Denote by
N(Uε) the number of critical points of Uε situated outside the diagonal. Then
N(Uε) = N(uε)2 −N(uε)
so that
µε(2) = E
(
N(Uε)
)
and the Kac-Rice formula implies that
µε(2) =
∫
Tm×Tm\D
1√
det 2πS˜ε(Θ)
E
( ∣∣detHessUε(Θ)∣∣ ∣∣∣ dUε(Θ) = 0)|dΘ|. (3.2)
Set
rε :=
1
2
|τ ε|2 = 1
2ε2
|τ |2.
For any η ∈ Rm and any smooth function F : Rm → R we denote by H(F, η) the quadratic
form on Rm ⊕ Rm = T ∗~θ T
m ⊕ T ∗~ϕTm whose value on X− ⊕X+ ∈ Rm ⊕ Rm is given by
H(F, η)(X− ⊕X+) = −
(
∂2X−F (0) + ∂
2
X+F (0) + 2∂
2
X−X+F (η)
)
.
If we fix an orthonormal basis e1, . . . ,em of R
m we obtain an orthonormal basis of Rm⊕Rm
f =
{
f1 = e1 ⊕ 0, . . . ,fm = em ⊕ 0, fm+1 = 0⊕ e1, . . . ,f2m = 0⊕ em
}
.
In the basis f the quadratic formH(F, η) can be identified with the symmetric matrixH(F, η)
defined in (1.6),
H(F, η) =
[ −H(F, 0) −H(F, η)
−H(F, η) −H(F, 0)
]
.
Using (3.1a-3.1d) we deduce that
(2π)mεm+2S˜ε(Θ) = H(V
ε, τ ε). (3.3)
There is one first issue we need to address, namely the nondegeneracy of H(−V ε, η).
3.3. Some quantitative nondegeneracy results. We begin with a technical result whose
proof can be found in Appendix A.
Lemma 3.1. Let
α(x) := min
(
sin2(x/2), cos2(x/2)
)
, ∀x ∈ R. (3.4)
Then for any t ≥ 0 we have
|f ′(0)| − ∣∣ f ′(t2/2) + t2f ′′(t2/2) ∣∣ ≥ 2∫
Rm
α(tx1)x
2
1w(x)|dx|, (3.5a)
|f ′(0)| − |f ′(t2/2)| ≥ 2
∫
Rm
α(tx1)x
2
2w(x)|dx|. (3.5b)
⊓⊔
Lemma 3.2. The quadratic form H(V, η) is nondegenerate for any η ∈ Rm \ 0.
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Proof. Choose an orthonormal frame (e1, . . . ,em) of R
m such that η = |η|e1. Using (2.11b)
we deduce that
H(V, η) = f ′(|η|2/2)1m +Diag
(
|η|2f ′′(|η|2/2), 0, . . . , 0
)
= Diag
(
f ′
( |η|2/2 )+ |η|2f ′′( |η|2/2 ), f ′( |η|2/2 ), . . . , f ′( |η|2/2 ) ). (3.6)
Moreover, according to (3.5a, 3.5b) we have
| f ′(|η|2/2) |, ∣∣ f ′(|η|2/2) + |η|2f ′′(|η|2/2) ∣∣ < | f ′(0)|, ∀η 6= 0.
We deduce
H(V, η)2 <H(V, 0)2, ∀η 6= 0.
In particular H(V, η)2 −H(V, 0)2 is invertible for any η 6= 0. We set
r = r(η) := |η|2/2.
Observe that if we let η go to zero along the line spanned by e1, then
lim
r→0
1
r
(
H(V, 0) −H(V, η)
)
= −f ′′(0)Diag( 3, 1, . . . , 1, )︸ ︷︷ ︸
=:H˙
, (3.7)
whereas
lim
r→0
(
H(V, 0) +H(V, η)
)
= 2f ′(0)1m.
Hence
lim
r→0
1
r
(
H(V, 0)2 −H(V, η)2
)
= −2f ′(0)f ′′(0)H˙.
Let us point out that the notation H˙ is a bit misleading. The symmetric operator H˙ depends
on the unit vector 1|η|η, so it is really a degree zero homogeneous map
H˙ : Rm \ 0→ Symm, η 7→ H˙(η)
described explicitly by the equality
H˙(η) = −
(
1m + 2Pη
)
,
where Pη denote the orthogonal projection onto the line spanned by the vector η.
Set
T˜ (η) =
 −H(V, 0) H(V, η)
H(V, η) −H(V, 0)
 .
Observe that
T˜ (η)H(V, η) =
 H(V, 0)2 −H(V, η)2 0
0 H(V, 0)2 −H(V, η)2
 .
The inverse of H(V, 0)2 −H(V, η)2, denoted by R(η), is
R(η) = Diag
(
1
f ′(0)2 − (f ′(r) + 2rf ′′(r))2 , 1f ′(0)2 − f ′(r)2 , . . . , 1f ′(0)2 − f ′(r)2
)
, (3.8)
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then we deduce
H(V, η)−1 = R(η)T (η) =
 −R(η)H(V, 0) R(η)H(V, η)
R(η)H(V, η) −R(η)H(V, 0)
 . (3.9)
⊓⊔
Remark 3.3. The above proof shows that there exists a constant C > 0 such that∥∥H(V, η)−1∥∥ ≤ C ( 1
f ′(0)2 − (f ′(r) + |η|2f ′′(r))2 +
1
f ′(0)2 − f ′(r)2
)
︸ ︷︷ ︸
=:µ(η)
, ∀η ∈ Rm \ 0. (3.10)
Observe that Using formula (3.6) where r = 12 |η|2 we deduce after an elementary computation
detH(V, η) =det
[
f ′(0) f ′(r) + |η|2f ′′(r)
f ′(r) + |η|2f ′′(r) f ′(0)
]
·
(
det
[
f ′(0) f ′(r)
f ′(r) f ′(0)
])m−1
=
(
f ′(0)2−
(
|η|2f ′′(r)− f ′(r)
)2)(
f ′(0)2 − f ′(r)2 )m−1
∼ 3( −f ′(0)f ′′(0) )m|η|2m as η → 0.
(3.11)
⊓⊔
We set
Gε(~θ) := V ε(~θ)− V ε(0) =
∑
~ν∈Zm\0
V
(
~θ +
1
ε
~ν
)
.
Observe that Gε(~θ) is an even function so that, for any multi-index α such that |α| is even,
the function ∂αξ G
ε is also even. Hence, under these circumstances,
∂αξ G
ε(θ)− ∂αξ Gε(0) = O(|~θ|2) as θ → 0.
We can say a bit more.
Lemma 3.4. Let k,N ∈ Z>0. Then there exists a constant C = Ck,N > 0 and ε0 =
ε0(k,N) > 0 such that for any multi-index α, i = 0, 1,|α| = 2k + i, any |~θ| ≤ 1, and any
ε < ε0 we have ∣∣∣ ∂αξ Gε(θ)− ∂αξ Gε(0) ∣∣∣ ≤ CεN |~θ|2−i.
Proof. We consider only the case i = 0. The case i = 1 is dealt with in an analogous fashion.
Set Vα := ∂
α
ξ V . Note that Vα is an even function and
∂αξ G
ε(θ)− ∂αξ Gε(0) =
∑
~ν∈Zm\0
(
Vα
(
~θ +
1
ε
~ν
)
− Vα
(1
ε
~ν
))
=
1
2
∑
~ν∈Zm\0
(
Vα
(
~θ +
1
ε
~ν
)
+ Vα
(
− ~θ + 1
ε
~ν
)
− 2Vα
(1
ε
~ν
))
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Now observe that the mean value theorem implies that for ~ν ∈ Zm \ 0 we have∣∣∣∣Vα(~θ + 1ε~ν )+ Vα(− ~θ + 1ε~ν )− 2Vα(1ε~ν)
∣∣∣∣ ≤
(
sup
|η−ε−1~ν|≤2
|D2Vα(η)|
)
|~θ|2
(use the fact that V ∈ S(Rm))
≤ AN,k ε
N
|~ν|N
for ε > 0 sufficiently small. Hence∣∣∂αξ Gε(θ)− ∂αξ Gε(0)∣∣ ≤ AN,kεN2 ∑
~ν∈Zm\0
1
|~ν|N .
The above series is convergent as soon as N > m. ⊓⊔
Lemma 3.5. There exists ε0 > 0 such that the following hold.
(a) For any ε < ε0 and any η ∈ Rm \ 0 the operator H(V ε, η) is invertible.
(b) There exists a constant C > 1 such that for ε < ε0 and |η| < 1 we have
1
C
|η|2m ≤ detH(V ε, η) ≤ C|η|2m. (3.12)
Proof. Let us observe that if X = X(A,B) is a symmetric 2m× 2m symmetric matrix
X =
[
A B
B A
]
where A, B are symmetric m × m matrices, and if the matrices A and A − BA−1B are
invertible, then X is invertible and
X−1 =
 (A−BA−1B )−1 −A−1B(A−BA−1B )−1
−A−1B(A−BA−1B )−1 (A−BA−1B )−1
 . (3.13)
The matrix H(V ε, η) has this form X(A,B) where
A = Aε =H(−V ε, 0), B = Bε = Bε(η) =H(−V ε, η).
Again, we assume that we have chosen an orthonormal basis e1, . . . ,em such that
η = |η|e1.
Since V ∈ S(Rm) we deduce that
Aε = −H(V, 0) +O(εN )
so that there exists ε1 > 0 such that Aε is invertible for ε < ε1. Moreover
A−1ε = −H(V, 0)−1
(
1m +O
(
εN
) ) (3.6)
= − 1
f ′(0)
(
1m +O
(
εN
) )
.
Note that
Bε −Aε =H(V ε, 0) −H(V ε, η) =H(V, 0) −H(V, η) +H(Gε, 0) −H(Gε, η). (3.14)
Using (3.7) we deduce
H(V, 0) −H(V, η) = −rf ′′(0)H˙ +O(r2), r = 1
2
|η|2,
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while Lemma 3.4 implies that
H(Gε, 0)−H(Gε, η) = O(εNr),
where above, and in what follows, the constants implied by the above O-symbols are inde-
pendent of η and ε. Hence
Bε −Aε =H(V ε, 0)−H(V ε, η) = −f ′′(0)rH˙ +O(rεN + r2).
Thus
BεA
−1
ε =
(
Aε − rf ′′(0)H˙ +O(rεN + r2)
)
A−1ε
= 1m − rf ′′(0)H˙A−1ε +O(rεN + r2)
= 1m − rf
′′(0)
f ′(0)
H˙A−1ε +O(rε
N + r2),
BεA
−1
ε Bε = BεA
−1
ε
(
Aε − f ′′(0)rH˙ +O(rεN + r2)
)
= Aε − 2f ′′(0)rH˙ +O(εNr + r2).
Hence
Aε −AεB−1ε Aε = 2f ′′(0)rH˙ +O(rεN + r2),
We deduce that there exists ρ0, ε2 > 0 such that if |η| < ρ0 and ε < ε2, then Aε − BεA−1ε is
invertible and (
Aε −BεA−1ε
)−1
=
1
2f ′′(0)r
H˙−1
(
1m +O
(
εN + r
))
.
We deduce that if 0 < |η| < ρ0, and ε < min(ε1, ε2), then the matrix H(V ε, η) is invertible.
Set
µ∗(ρ0) = sup
|η|≥ρ0
µ(η)
where µ is defined in (3.10). Since µ∗(ρ0) <∞ and H(V ε, η) converges uniformly to H(V, η)
on |η| ≥ ρ0 as ε → 0 we deduce from (3.10) that there exists ε0 < min(ε1, ε2) such that
H(V ε, η) is invertible for |η| ≥ ρ0.
To prove (3.12) observe that
H(V ε, η) =
[
1 Bε(η)A
−1
ε
Bε(η)A
−1
ε 1
]
·
[
Aε 0
0 Aε
]
.
Set
Cε(η) := Bε(η)A
−1
ε − 1.
Then
det
[
1 1+ Cε(η)
1+ Cε(η) 1
]
= det
[
1 Cε(η)
1+ Cε(η) −Cε(η)
]
= det
[
21+ Cεη 0
1+ Cε(η) −Cε(η)
]
= (−1)m det( 21−Cε(η) ) detCε(η).
On the other hand
Cε(η) = O(r) = O(|η|2)
so that
detH(V ε, η) = O(|η|2m). (3.15)
Thus, all the partial derivatives at 0 of order < 2m of the function η 7→ detH(V ε, η) are zero.
Now observe that the family of functions Rm ∋ η 7→ detH(V ε, η) converges as ε → 0 in the
the topology of C∞(Rm) to the function
R
m ∋ η 7→ detH(V, η).
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The estimate (3.12) now follows from (3.11) coupled with (3.15). ⊓⊔
The above arguments, coupled with (2.5) prove a bit more, namely
sup
|η|<1
|η|2m
∣∣∣∣ 1detH(V ε, η) − 1detH(V, η)
∣∣∣∣ = O(εN ) as εց 0, ∀N > 0. (3.16)
3.4. The behavior near the diagonal of the covariance form of dUε. Let
Jm :=
{−m, . . . ,−1, 1, . . . ,m}, J±m = { i ∈ Jm; ±i > 0}. (3.17)
For any orthonormal basis e1, . . . ,em of R
m set
e˜−i = ei ⊕ 0, e˜i = 0⊕ ei, 1 ≤ i ≤ m.
The collection (e˜i)i∈Jm is an orthonormal basis of Rm ⊕ Rm. For η 6= 0 we denote by
σ˜εi,j = σ˜
ε
i,j(η), i, h ∈ Jm the entries of the matrix H(V ε, η)−1 with respect to the basis
(e˜i)i∈Jm . These entries satisfy the symmetry conditions
σ˜εi,j = σ˜
ε
−i,−j, ∀i, j ∈ Jm. (3.18)
Similarly, we denote by σ˜0i,j = σ˜
0
i,j(η), i, j ∈ Jm the entries of the matrix H(V, η)−1 with
respect to the basis (e˜i)i∈Jm .
The equality (3.13) implies that for i, j > 0 and ε ≥ 0 we have the equalities of matrices(
σ˜εi,j
)
1≤i,j≤m =
(
Aε −Bε(η)A−1ε Bε(η)
)−1
, (3.19a)(
σ˜εi,−j
)
1≤i,j≤m = −A−1ε Bε(η)
(
Aε −Bε(η)A−1ε Bε(η)
)−1
. (3.19b)
Lemma 3.6. Fix an orthonormal basis e1, . . . ,em of R
m. Then for ε > 0 sufficiently small
the matrix (
V εi,j,1,1(0)
)
1≤i,j≤m
=
(
V ε1,1,i,j(0)
)
1≤i,j≤m
is invertible. Moreover
lim
t→0
t2
(
σ˜εi,j(te1)
)
1≤i,j≤m
=
(
V εi,j,1,1(0)
)−1
1≤i,j≤m
, (3.20a)
lim
t→0
t2
(
σ˜ε−i,j(te1)
)
1≤i,j≤m
= −
(
V εi,j,1,1(0)
)−1
1≤i,j≤m
, (3.20b)
uniformly for sufficiently small positive ε.
Proof. Observe that for any N > 0 we have
V εi,j,1,1(0) = Vi,j,1,1(0) +O(ε
N ),
and (
Vi,j,1,1(0)
)
1≤i,j≤m
(2.11d)
= Diag(3, 1, . . . , 1)
This proves that the matrix (
V εi,j,1,1(0)
)
1≤i,j≤m
is invertible for ε > 0 sufficiently small. Observe that(
σ˜εi,j(η)
)
1≤i,j≤m
=
(
Aε −Bε(η)A−1ε Bε(η)
)−1
,
Bε(η) =H(−V ε(η) ) =
(
−V εi,j(η)
)
1≤i,j≤m
, Aε = Bε(0),
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Bε(te1) = Bε(0) +
t2
2
B¨ε +O(t
4), B¨ε =
(
−V εi,j,1,1(0)
)
1≤i,j≤m
.
Above and in what follows, the constants implied by the O-symbol are independent of ε
sufficiently small. Hence
Bε(te1)Bε(0)
−1Bε(te1) = Bε(0) + t2B¨ε +O(t4),
Bε(0)−Bε(te1)Bε(0)−1Bε(te1) = −t2B¨ε +O(t4),(
Aε −Bε(te1)A−1ε Bε(te1)
)−1
= −t−2B¨ε +O(t4),
t2
(
σ˜εij(te1)
)
1≤i,j≤m
= −B¨−1ε +O(t2). (3.21)
This proves (3.20a), including the uniform convergence. The equality (3.20b) is proved in a
similar fashion. ⊓⊔
Denote by Rε(t) the error in the approximation (3.21), i.e.,
Rε(t) = t
2
(
σ˜εi,j(te1)
)
1≤i,j≤m
+ B¨−1ε .
A quick look at the proof of the above lemma shows that Rε(t) converges to R0(t) as εց 0 in
the topology of C∞(−t0, t0 ), where t0 is some small positive number. Moreover (2.5) implies
that
‖Rε −R0‖C0(−t0,t0) = O(εN ), as εց 0, ∀N ≥ 0.
This observation has the following important consequence.
Corollary 3.7. For any ε > 0 sufficiently small the function
R \ 0 ∋ t 7→ t2σ˜εi,j(te1)
admits a smooth extension to R. Moreover, there exists t0 > 0 such that for all i, j ∈ Jm
the smooth functions
(−t0, t0) ∋ t 7→ t2σ˜εi,j(te1)
converge as ε→ 0 in the topology of C∞(−t0, t0) to the smooth function
(−t0, t0) ∋ t 7→ t2σ˜0i,j(te1),
and
sup
|t|<t0
∣∣ t2σ˜εi,j − t2σ˜0i,j ∣∣ = O(εN ), ∀N ≥ 0. ⊓⊔
We will denote by Kεij the entries of the inverse of the matrix(
V ε1,1,i,j(0)
)
1≤i,j≤m
,
so that ∑
a>0
V ε1,1,j,aKab = δjb, ∀1 ≤ j, b ≤ m. (3.22)
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3.5. Conditional hessians. Fix ~Θ := (~θ, ~ϕ) ∈ Tm×Tm set τ = ~ϕ−~θ and fix an orthonormal
basis (e1, . . . ,em) of R
m such that
τ = |τ |e1.
We obtain a basis (e˜i)i∈Jm of T~ΘT
m × Tm.
Using these conventions we can regard S˜ε(Θ) as a matrix with entries s
ε
ij , i, j ∈ Jm. The
entries of the the matrix
(2π)−mε−m−2S˜ε(Θ)−1
are σεa,b(τ
ε), a, b ∈ Jm. For i1, . . . , ik ∈ Jm we set
Uεi1,...,ik := ∂
k
e˜i1 ...e˜ik
Uε(~Θ), V
ε
i1,...,ik
(η) := V ε|i1|,...,|ik|(η).
We have the random matrix
H˜
ε
=
(
Uεi,j
)
1≤|i|,|j|≤m ∈ Sym
×2
m ,
and the conditional random matrix
Ĥ
ε
:=
(
H˜
ε ∣∣ dUε = 0) ∈ Sym×2m .
Both random matrices H˜
ε
and Ĥ
ε
admit block decompositions
H˜
ε
= H˜
ε
− ⊕ H˜
ε
+, Ĥ
ε
= Ĥ
ε
− ⊕ Ĥ
ε
+
corresponding to the partition Jm = J
−
m ⊔ J+m. We denote by Ûεi,j the entries of Ĥ
ε
and we
set
Ω˜εi,j|k,ℓ(Θ) := E
(
Uεi,jU
ε
k,ℓ), i, j, k, ℓ ∈ Jm,
Ξ̂εi,j|kℓ(Θ) := E
(
Ûεi,jÛ
ε
k,ℓ), i, j, k, ℓ ∈ Jm.
Using the regression formula [2, Prop. 1.2] we deduce
Ξ̂εi,j|k,ℓ(Θ) = Ω˜
ε
i,j|k,ℓ(Θ)− (2π)mεm+2
∑
a,b∈Jm
E
(
Uεi,jU
ε
a
)
σ˜εabE
(
UεbU
ε
k,ℓ
)
.
Observe that
Uεi,j = 0, if i · j < 0, (3.23a)
Ω˜εi,j|k,ℓ(Θ) = 0, if i · j < 0 or k · ℓ < 0, (3.23b)
Ω˜εi,j|k,ℓ(Θ) = Ω˜
ε
−i,−j|−k−ℓ(Θ), ∀i, j, k, ℓ ∈ Jm. (3.23c)
Using (3.1c) we deduce that if a, i, j > 0, then
E
(
Uεi,j ·Uεa
)
= E
(
Uε−i,−j ·Uε−a
)
= (2π)−mε−m−3V εi,j,a(0), (3.24a)
E
(
Uε−i,−j ·Uεa
)
= −E(Uεi,j ·Uε−a ) = (2π)−mε−m−3V εi,j,a(τ ε). (3.24b)
Using (3.1b) and the fact that V ε is an even function we deduce that if a, i, j > 0, then
E
(
Uε−i,−jU
ε
−a
)
= E
(
Uεi,jU
ε
a
)
= 0. (3.25)
Invoking (3.1a, 3.1b) we deduce that if i, j, k, ℓ > 0, then
Ω˜εi,j|k,ℓ(Θ) = Ω˜
ε
−i,−j|−k,−ℓ = (2π)
−mε−4−mV εi,j,k,ℓ(0),
while (3.1c, 3.1d) imply that
Ω˜ε−i,−j|k,ℓ(Θ) = Ω˜
ε
i,j|−k,−ℓ = (2π)
−mε−4−mV εi,j,k,ℓ(τ
ε).
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Hence if i, j, k, ℓ > 0 then
(2π)mεm+4Ξ̂εi,j|k,ℓ(Θ) = V
ε
i,j,k,ℓ(0)−
∑
a,b>0
V εi,j,a(τ
ε)V εk,ℓ,b(τ
ε)σ˜εa,b, (3.26a)
(2π)mεm+4Ξ̂ε−i,−j|k,ℓ(Θ) = V
ε
i,j,k,ℓ(τ
ε) +
∑
a,b>0
V εi,j,a(τ
ε)V εk,ℓ,b(τ
ε)σ˜εa,−b, (3.26b)
Ξ̂ε−i,−j|−k,−ℓ(Θ) = Ξ̂
ε
i,j|k,ℓ(Θ). (3.26c)
For η ∈ Rm \ 0 and i, j, k, ℓ > 0 we set
Ξ¯
ε
i,j|k,ℓ(η) = Ξ¯
ε
−i,−j|−k,−ℓ(η) := V
ε
i,j,k,ℓ(0) −
∑
a,b>0
V εi,j,a(η)V
ε
k,ℓ,b(η)σ˜
ε
a,b(η), (3.27a)
Ξ¯
ε
−i,−j|k,ℓ(η) := V
ε
i,j,k,ℓ(η) +
∑
a,b>0
V εi,j,a(η)V
ε
k,ℓ,b(η)σ˜
ε
a,−b(η). (3.27b)
The collection
Ξ¯
ε
(η) := (Ξ¯
ε
i,j|k,ℓ)i,j,k,ℓ∈Jm , η ∈ Rm \ 0, (3.28)
describes the covariance forms of a gaussian measure ΓΞ¯ε(η) on the space Sym
×2
m . By con-
struction
Ξ̂ε(Θ) =
1
(2π)mεm+4
Ξ¯
ε(
τ ε(Θ)
)
. (3.29)
For any η 6= 0 the Gaussian measure ΓΞ¯ε(η) on Sym×2m describes a random matrix
B = B+ ⊕B+, B± ∈ Symm
characterized as follows.
• The two components B± are identically distributed Gaussian random symmetric
matrices.
• The covariance form of the distribution of B+ is given by (Ξ¯ε(η)i,j|k,ℓ)i,j,k,ℓ∈J+m .
• The correlations between the two components B± are described by ( Ξ¯ε−i,−j|k,ℓ(η) )i,j,k,ℓ∈J+m .
The Gaussian measure on Symm defined by (Ξ¯
ε
(η)i,j|k,ℓ)i,j,k,ℓ∈J+m is invariant under the
subgroup Oη(m) consisting of orthogonal transformations of R
m that fix η. In Appendix C
we give a more detailed description of the Oη(m)-invariant Gaussian measures on Symm.
3.6. Putting all the parts together. From the Kac-Rice formula we deduce that
ρε2(Θ) =
1
(2π)m
√
det S˜ε( τ ε(Θ) )
∫
Sym×2m
|detB|ΓΞ̂ε( Θ )(|dB|).
From (3.3) we deduce
1√
det S˜ε(η)
=
(2π)m
2
εm(m+2)√
detH(V ε, η)
.
If B ∈ Sym×2m is a random matrix distributed accoding to ΓΞ̂ε(Θ), then the equality (3.29)
shows that the random matrix C = (2π)
m
2 ε
m+4
2 B is distributed according to ΓΞ¯ε(τε(Θ)).
Observing that
|detB| = 1
(2π)m2εm(m+4)
|detC|.
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Putting all the above together we obtain the following important formula
ρε2(Θ) =
ε−2m
(2π)m
√
detH(V ε, τ ε(Θ) )
∫
Sym×2m
|detB|ΓΞ¯ε(τε(Θ) )(|dB|). (3.30)
4. The proof of Theorem 1.1
4.1. The off-diagonal behavior of ρε2. For Θ ∈ Rm×Rm we define τ(Θ) to be the unique
vector in [0, 1)m ⊂ Rm such that
τ(Θ)− (~ϕ− ~θ) ∈ Zm.
We set
‖τ(Θ)‖ := dist( (~ϕ− ~θ,Zm ).
The function
R
m × Rm ∋ Θ 7→ ‖τ(Θ)‖ ∈ [0,∞)
descends to a continuous function
T
m × Tm ∋ Θ 7→ ‖τ(Θ)‖ ∈ [0,∞).
For ~ > 0 sufficietly small consider the region
C~ :=
{
Θ ∈ Tm × Tm; ‖τ(Θ)‖ ≥ ~}.
For ~ small the above set C~ is the complement of a small tubular neighborhood of the
diagonal D. For i, j, k, ℓ ∈ J+m we set
Ξ¯
∞
i,j|k,ℓ = Ξ¯
∞
−i,−j|−k,−ℓ := Vi,j,k,ℓ(0),
Ξ¯
∞
−i,−j|k,ℓ = Ξ¯
∞
i,−j|k,−ℓ := 0.
The collection (Ξ¯
∞
i,j|k,ℓ)i,j,k,ℓ∈J+m describes the covariance form of an O(m)-invariant Gauss-
ian measure on Symm. As explained in Appendix C, there exists a two-parameter family
Γu,v of such measures on Symm. The equalities (2.8b) show that the measure defined by
(Ξ¯
∞
i,j|k,ℓ)i,j,k,ℓ∈J+m corresponds to
u = v = f ′′(0)
(2.12)
= hm =
∫
Rm
x21x
2
2w(|x|)dx.
The collection (Ξ¯
∞
i,j|k,ℓ)i,j,k,ℓ∈J+m describes the product Gaussian measure
ΓΞ¯∞ = Γhm,hm × Γhm,hm .
Statistically, ΓΞ¯∞ describes a pair an independent random symmetric m×m matrices each
distributed according to Γhm,hm. We set
C˜~ =
{
τ ∈ Rm; dist(τ,Zm) ≥ ~}.
Since V is a Schwartz function, we deduce from (2.3) that the functions τ 7→ V ε(1ετ) and
their derivatives converge uniformly on C˜~ to 0. More precisely for any K > 0 and any N > 0
there exists C = C(K,N, ~) such that
|∂αV ε(τ/ε)| ≤ CεN , ∀τ ∈ C˜~, |α| ≤ K.
This implies that for any N > 0 we have the following estimate, uniform on C~∥∥H(V ε, ε−1τ(Θ) ) −H∞(V )∥∥ = O(εN ) as εց 0, (4.1)
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where H∞ was defined in (2.18). This implies that∣∣detH(V ε, ε−1τ(Θ) ) − detH∞(V ) ∣∣ = O(εN ) as εց 0, (4.2)
uniformly in Θ ∈ C~. The equalities (3.27a) and (3.27b) that ∀i, j, k, ℓ ∈ Jm show that∣∣∣Ξ¯εi,j|k,ℓ(ε−1τ(Θ) )− Ξ¯∞i,j|k.ℓ∣∣∣ = O(εN ) as εց 0, (4.3)
uniformly in Θ ∈ C~. Recalling that τ ε(Θ) = ε−1τ(Θ) and H∞(V ) is invertible, we deduce
from Proposition A.1, (4.2) and (4.3) that as εց 0
ε−2m
(2π)m
√
detH(V ε, τ ε(Θ) )
∫
Sym×2m
|detB|ΓΞ¯ε(τε(Θ) )(|dB|)
=
ε−2m
(2π)m
√
detH∞(V )
∫
Sym×2m
|detB|ΓΞ¯∞(|dB|) +O(εN−2m),
(4.4)
uniformly in Θ ∈ C~. Arguing as above, using (2.14) instead of (3.27a) and (3.27b), we
deduce in similar fashion that as εց 0 we have
ε−2m
(2π)m
√
detH∞(V ε)
∫
Sym×2m
|detB|ΓΥε×Υε(|dB|)
=
ε−2m
(2π)m
√
detH∞(V )
∫
Sym×2m
|detB|ΓΞ¯∞(|dB|) +O(εN−2m),
(4.5)
uniformly in Θ ∈ C~.
Using (2.19) and (3.30) we deduce that for any N > 0
ρε2(Θ)− ρ˜ε1(Θ) = O(εN−2m), as εց 0, (4.6)
uniformly in Θ ∈ C~.
4.2. The behavior of the conditional hessians near the diagonal. Observe that both
functions Ξ¯
ε
ij|k,ℓ(η) and Ξ¯
ε
−i,−j|k,ℓ(η) are even and smooth on Rm \ 0. Moreover, they restrict
to smooth functions on each one-dimensional subspace of Rm. Indeed, if as usual we pick an
orthonormal basis e1, . . . ,em of R
m such η = te1, then for t 6= 0 we have,∑
a,b>0
1
t
V εi,j,a(te1)
1
t
V εk,ℓ,b(te1)t
2σ˜εa,b(te1),
and each of the functions
t 7→ 1
t
V εi,j,a(te1), t 7→ t2σεa,b(te1)
extends to smooth functions on R satisfying
lim
t→0
1
t
V εi,j,a(te1) = V
ε
ija1(0), lim
t→0
t2σεa,b(te1) = K
ε
ij .
Moreover, V ε → V in the natural topology of C∞(Rm) we deduce from Corollary 3.7 the
following important result.
Lemma 4.1. Let t0 > 0 be as in Corollary 3.7. For any i, j, k, ℓ > 0 the smooth functions
(0, t0) ∋ t 7→ Ξ¯εi,j|k,ℓ(te1), (0, t0) ∋ t 7→ Ξ¯ε−i,−j|k,ℓ(te1),
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converge in the topology of C∞(0, t0) as εց 0 to the smooth functions
(0, t0) ∋ t 7→ Ξ¯0i,j|k,ℓ(te1) := Vi,j,k,ℓ(0)−
∑
a,b>0
Vi,j,a(te1)Vk,ℓ,b(te1)σ˜
0
a,b(te1),
and
(0, t0) ∋ t 7→ Ξ¯0−i,−j|k,ℓ(te1) := Vi,j,k,ℓ(te1) +
∑
a,b>0
Vi,j,a(te1)Vk,ℓ,b(te1)σ˜
0
a,−b(te1). ⊓⊔
A more explicit description of the covariances (Ξ¯
0
i,j|k,ℓ)i,j,k,ℓ∈Jm can be found in Section
4.3. The above result has an immediate consequence.
Corollary 4.2. As εց 0 we have
Ξ¯
ε
i,j|k,ℓ(η) = O(1), ∀i, j, k, ℓ ∈ Jm,
uniformly in |η| ≤ 1. ⊓⊔
The above estimate can be substantially improved in some instances.
Lemma 4.3. Assume η = te1, t > 0. For any i, j, k, ℓ ∈ Jm and any 0 < ε≪ 1 we have
Ξ¯
ε
±1,j|k,ℓ(0) = 0. (4.7)
Moroever, as εց 0 the smooth functions
(0, t0) ∋ t 7→ t−2Ξ¯ε±1,j|k,ℓ(te1) (4.8)
converge uniformly on (0, t0) to the smooth functions
(0, t0) ∋ t 7→ t−2Ξ¯0±1,j|k,ℓ(te1).
Proof. It suffices to show that
Ξ¯
ε
1,j|k,ℓ(0) = 0, ∀j, k, ℓ ∈ Jm, 0 < ε≪ 1, (4.9)
because the similar equalities
Ξ¯
ε
−1,j|k,ℓ(0) = 0, ∀j, k, ℓ ∈ Jm, 0 < ε≪ 1
follow from (4.9) via the symmetry conditions (3.23b, 3.23c) and the defining equations (3.26a,
3.26b).
Note that (4.9) holds if j < 0 or k · ℓ < 0. We assume j > 0 and we distinguish two cases.
A. k, ℓ > 0. Using the equality
Ξ¯
ε
1,j|k,ℓ(te1) = V
ε
1,j,k,ℓ(0) −
∑
a,b>0
1
t
V ε1,j,a(te1)
1
t
V εk,ℓ,b(te1)t
2σ˜εa,b(te1).
Letting t→ 0 and invoking (3.20a) and (3.22) we deduce
Ξ¯
ε
1,j|k,ℓ(0) = V
ε
1,j,k,ℓ(0) −
∑
b>0
(∑
a>0
V ε1,1,j,a(0)K
ε
ab
)
︸ ︷︷ ︸
=δjb
V ε1,b,k,ℓ(0) = 0.
B. k, ℓ < 0. Use the equalities (3.27b), (3.20b) , (3.22) and argue as in A.
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The second part of the lemma follows by observing that the smooth functions
t 7→ Ξ¯εi,j|k,ℓ(te1), t 7→ Ξ¯ε−i,−j;k,ℓ(te1), 1 ≤ i, j, k, ℓ ≤ m,
are even and, as ε→ 0, they converge in the topology of C∞(R) to the even functions
t 7→ Ξ¯0i,j|k,ℓ(te1), t 7→ Ξ¯0−i,−j|k,ℓ(te1), 1 ≤ i, j, k, ℓ ≤ m.
⊓⊔
From the above lemma, Corollary 3.7 and (2.5) we deduce
Corollary 4.4.
sup
|t|≤1
t−2
∣∣ Ξ¯ε±1,j|k,ℓ(te1)− Ξ¯0±1,j|k,ℓ(te1) ∣∣ = O(εN ), ∀j ≥ 1, ℓ ≥ k ≥ 1, (4.10a)
sup
|t|≤1
∣∣ Ξ¯ε±i,j|k,ℓ(te1)− Ξ¯0±i,j|k,ℓ(te1) ∣∣ = O(εN ), ∀1 < i ≤ j, 1 < k ≤ ℓ. (4.10b)
⊓⊔
4.3. The behavior of ρε2 in a neighborhood of the diagonal. Fix a point Θ0 on the
diagonal D. Without loss of generality we can assume that Θ0 = (0, 0) ∈ (Rm/Zm) ×
(Rm/Zm). Fix an open neighborhood O0 of (0, 0) ∈ Rm × Rm defined by
O0 =
{
(~θ, ~ϕ) ∈ Rm × Rm; |~θ ± ~ϕ| <
√
2~
}
.
We regard O0 as a neighborhood of Θ0 in T
m × Tm. Introduce a new system of orthogonal
coordinates on O0
~ω = ~ω(Θ) =
1√
2
(
~θ + ~ϕ
)
, ~ν = ~ν(Θ) =
1√
2
(
~ϕ− ~θ ).
In these coordinates, the diagonal D ∩ O0 is described by the equation
~ν = 0.
We have a natural projection
pi : O0 →D ∩ O0, (~ω, ~η) 7→ (~ω, ) ∈D ∩ O0.
The projection pi associates to a point Θ ∈ O0 the (unique) point pi(Θ) ∈ D ∩ O0 clossest
to Θ. The vector ~ν(Θ) can be viewed as a vector in the fiber at pi(Θ) of the normal bundle
ND. We set
EΥε×Υε(|detB|) :=
∫
Sym×2m
|detB| dΓΥε×Υε(|dB|),
EΞ¯ε(τε(Θ) )(|detB|) :=
∫
Sym×2m
|detB|ΓΞ¯ε(τε(Θ) )(|dB|),
where we recall that the Gaussian measure ΓΥε is defined by (2.14) and the Gaussian measure
ΓΞ¯ε is defined by (3.28). In the coordinates (~ω,
~θ) we have τ(Θ) =
√
2~ν. Using (2.19) and
(3.30) we deduce that on O0 we have
ρε2(Θ)− ρ˜ε1(Θ)
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=
ε−2m
(2π)m

1√
detH(V ε,
√
2
ε ~ν)
E
Ξ¯
ε
(
√
2
ε
~ν )
(|detB|)
︸ ︷︷ ︸
=:Eε2(
√
2
ε
~ν)
− 1√
detH∞(V ε)
EΥε×Υε(|detB|)︸ ︷︷ ︸
=:Eε1

.
The quantity Eε1 is independed of Θ, while the quantity E
ε
2(
√
2
ε ~ν) depends only on the normal
coordinate ~ν.
Lemma 4.5. There exists a constant C > 0 such that for any ε > 0 and any |~η| sufficiently
small we ahve ∣∣Eε2( η ) ∣∣ ≤ C|η|2−m (4.11)
Proof. Using (3.12) we deduce that there exists a constant C > 0 such that for any ε > 0
and |η| sufficiently small
1
C
|η|m ≤
√
detHε(V ε, η) ≤ C|η|m, (4.12)
Next, we need to estimate the behavior of EΞ¯ε( η )(|detB|) for η small.
As explained at the end of Subsection 3.3, Ξ¯
ε
(η) is the covariance form of a of a Gaussian
measure on Sym×2m . It describes a random symmetric matrix B of the form
B = B+ ⊕B−, B± ∈ Symm,
where the two components B± are identically distributed. Their distribution is the Gaussian
measure on Symm defined by the covariance form (Ξ¯
ε
i,j|k,ℓ)i,j,k,ℓ∈J+m detailed in (3.28).
We now define a rescaling Bη of the random matrix B
Bη = B−,η ⊕B+,η,
where for 1 ≤ i ≤ j ≤ m we have
B±,ηij =

B±ij , i > 1,
|η|− 12B±1j , 1 = i < j,
|η|−1B±11, i = j = 1.
(4.13)
Observe that
detB = |η|2 detBη. (4.14)
The rescaled matrix Bη is Gaussian, with covariance form Ξ¯
ε,η
= (Ξ¯
ε,η
i,j|k,ℓ)i,j,k,ℓ described by
the equalities.
Ξ¯
ε,η
i,j|k,ℓ(η) = Ξ¯
ε,η
−i,−j|−k,−ℓ(η) = Ξ¯
ε
i,j|k,ℓ(η), ∀1 < i ≤ j, 1 < k ≤ ℓ,
Ξ¯
ε,η
1,j|k,ℓ(η) = Ξ¯
ε,η
−1,−j|−k,−ℓ(η) = |η|−
1
2 Ξ¯
ε
1,j|k,ℓ(η), ∀j > 1, ℓ ≥ k > 1,
Ξ¯
ε,η
1,j|1,ℓ(η) = Ξ¯
ε,η
−1,−j|−1,−ℓ(η) = |η|−1Ξ¯
ε
1,j|1,ℓ(η), ∀j, ℓ > 1,
Ξ¯
ε,η
1,1|1,ℓ(η) = Ξ¯
ε,η
−1,−1|−1,−ℓ(η) = |η|−
3
2 Ξ¯
ε
1,1|1,ℓ(η), ∀ℓ > 1,
Ξ¯
ε,η
1,1|1,1(η) = Ξ¯
ε,η
−1,−1|−1,−1(η) = |η|−2Ξ¯ε1,1|1,1(η),
(4.15)
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Ξ¯
ε,η
−i,−j|k,ℓ(η) = Ξ¯
ε,η
i,j|−k,−ℓ(η) = Ξ¯
ε
−i,−j|k,ℓ(η), ∀1 < i ≤ j, 1 < k ≤ ℓ,
Ξ¯
ε,η
1,j|−k,−ℓ(η) = Ξ¯
ε,η
−1,−j|k,ℓ(η) = |η|−
1
2 Ξ¯
ε
1,j|−k,−ℓ(η), ∀j > 1, ℓ ≥ k > 1,
Ξ¯
ε,η
1,j|−1,−ℓ(η) = Ξ¯
ε,η
−1,−j|1,ℓ(η) = |η|−1Ξ¯
ε
−1,−j|1,ℓ(η), ∀j, ℓ > 1,
Ξ¯
ε,η
−1,−1|1,ℓ(η) = Ξ¯
ε,η
1,1|−1,−ℓ(η) = |η|−
3
2 Ξ¯
ε
−1,−1|1,ℓ(η), ∀ℓ > 1,
Ξ¯
ε,η
−1,−1|1,1(η) = Ξ¯
ε,η
1,1|−1,−1(η) = |η|−2Ξ¯ε−1,−1|1,1(η).
(4.16)
The above equalities coupled with Lemma 4.3 imply that the limits
Ξ¯
ε,0
i,j|l,ℓ := lim|η|→0
Ξ¯
ε,η
i,j|k,ℓ(η)
exist and are finite for any i, j, k, ℓ ∈ Jm. Thus the Gaussian measure ΓΞ¯ε,η(η) converges as
|η| → 0 to a Gaussian measure1 Γ
Ξ¯
ε,0 . Using (4.14) we deduce
Eε2(η) = EΞ¯ε(η)(|detB|) = |η|2EΞ¯ε,η (η)(|detBη|) (4.17)
so that
lim
|η|→0
|η|−2EΞ¯ε(η)(|detB|) = EΞ¯ε,0(|detC|) <∞. (4.18)
The lemma now follows from the above equality coupled with the estimate (4.12). ⊓⊔
The estimate (4.11) shows that the function Eε2(
√
2
ε ~ν) is integrable on the tube T~(D).
4.4. Proof of Theorem 1.1. Using the notations in Section 1.3 we deduce
varε = Nε +
∫
Tm×Tm
(
ρε2(Θ)− ρ˜ε1(Θ)
)|dΘ|
= Nε +
∫
(TM×Tm)\T~(D)
(
ρε2(Θ)− ρ˜ε1(Θ)
)|dΘ|+ ∫
T~(D)
(
ρε2(Θ)− ρ˜ε1(Θ)
)|dΘ|.
The estimate (4.6) implies∫
(TM×Tm)\T~(D)
(
ρε2(Θ)− ρ˜ε1(Θ)
)|dΘ| = O(εN ), ∀N > 0.
Hence
varε = Nε +
∫
T~(D)
(
ρε2(Θ)− ρ˜ε1(Θ)
)|dΘ|+O(εN ), ∀N > 0. (4.19)
For η ∈ Rm we set
δε(η) =
{
Eε2(η)− Eε1, |η| ≤ ~
√
2
ε
0, |η| > ~
√
2
ε .
Then ∫
T~(D)
(
ρε2(Θ)− ρ˜ε1(Θ)
)|dΘ| = ε−2m
(2π)m
vol (D)
∫
Rm
δε
(√2
ε
~ν
)
|d~ν|.
If we make the change in variables η =
√
2
ε ~ν, and we observe that
vol (D) = 2
m
2 vol (Tm) = 2
m
2 ,
1The limiting Gaussian measure is degenerate, can be described explicitly, but we will not need this level
of detail.
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we deduce ∫
T~(D)
(
ρε2(Θ)− ρ˜ε1(Θ)
)|dΘ| = ε−m
(2π)m
∫
Rm
δε(η)|dη|. (4.20)
Lemma 4.6. For any η ∈ Rm \ 0 the limit
δ0(η) = lim
εց0
δε(η)
exists, the resulting function η 7→ δ0(η) is integrable on Rm and for any N > 0
lim
εց0
∫
Rm
(
δε(η) − δ0(η)
)|dη| = O(εN ), as εց 0. (4.21)
Proof. As in Remark 2.2 we deduce that as ε ց 0 the Gaussian measure ΓΥε converges to
the Gaussian measure ΓΥ0 given by the covariance equalities (2.20) and
lim
εց0
1√
detH∞(V ε)
EΥε×Υε(|detB|) = 1√
detH∞(V )
EΥ0×Υ0(|detB|).
From Lemma 4.1 we deduce that
lim
εց0
1√
detH(V ε, η)
EΞ¯ε( η )(|detB|) =
1√
detH(V, η)
E
Ξ¯
0
( η )
(|detB|).
Hence
δ0(η) =
1√
detH(V, η)
E
Ξ¯
0
( η )
(|detB|)− 1√
detH∞(V )
EΥ0×Υ0(|detB|). (4.22)
Observe that
lim
|η|→∞
H(V, η) = H∞(V ), lim|η|→∞
Ξ¯
0
(η) = Υ0 ×Υ0.
Since V is a Schwartz function we deduce that the functions
η 7→ H(V, η) −H∞(V ), η 7→ Ξ¯0(η)−Υ0 ×Υ0
have fast decay at ∞, i.e., faster than any power η 7→ |η|−N , N > 0. Invoking Proposition
A.1 we deduce that the function δ0(η) also has fast decay at ∞ and thus it is integrable at
∞.
We now argue as in the proof of Lemma 4.5. Using the rescaling (4.13) and the equality
(4.14) we deduce that
E
Ξ¯
0
(η)
(|detB|) = |η|2E
Ξ¯
0,η
(η)
(|detBη|), (4.23)
where Ξ¯
0,η
(η) is defined by the equalities (4.15) and (4.16) in which ε is globally replaced
by the superscript 0. From the computations in Appendix B we deduce that the Gaussian
measures Ξ¯
0,η
(η) have a limit as η → 0. Using (3.11) we conclude
δ0(η) = O(|η|2−m)
for |η| small. This establishes the integrability of δ0 at the origin.
To prove (4.21) we will show that for any N > 0∫
|η|≥1
(
δε(η)− δ0(η)
)|dη| = O(εN ), as εց 0. (4.24a)∫
|η|≤1
(
δε(η)− δ0(η)
)|dη| = O(εN ), as εց 0. (4.24b)
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Proof of (4.24a). Observe that∫
|η|≥1
(
δε(η)− δ0(η)
)|dη| = ∫
1≤|η|≤ ~
√
2
ε
(
δε(η)− δ0(η)
)|dη|︸ ︷︷ ︸
=:Aε
−
∫
|η|≥ ~
√
2
ε
δ0(η)|dη|︸ ︷︷ ︸
=:Bε
.
Since δ0 has fast decay at ∞ we deduce that
Bε = O(ε
N ), as εց 0 ∀N > 0.
Observe that
Aε =
∫
1≤|η|≤ ~
√
2
ε
(
1√
detH(V ε, η)
EΞ¯ε( η )(|detB|)−
1√
detH(V, η)
E
Ξ¯
0
( η )
(|detB|)
)
|dη|.
We have detH(V, η) > 0 for any |η| 6= 0 and
lim
|η|→∞
H(V, η) = H∞(V ), detH∞(V ) 6= 0.
Hence there exists c > 0 such that
detH(V, η) > c, ∀|η| > 1.
Observe that for any N, k > 0 we have
sup
|η|≤ ~
√
2
ε
∣∣ ∂αV ε(η)− ∂αV (η) ∣∣ = O(εN ), ∀|α| ≤ k, as εց 0. (4.25)
Hence
sup
|η|≤ ~
√
2
ε
∣∣detH(V, η) − detH∞(V ) ∣∣ = O(εN ), as εց 0. (4.26)
The estimate (4.25) implies that for any N > 0
sup
|η|≤ ~
√
2
ε
∣∣ Ξ¯ε(η)− Ξ¯0(η) ∣∣ = O(εN ), as εց 0.
Using Proposition A.1 we deduce that for any N > 0
sup
|η|≤ ~
√
2
ε
∣∣∣EΞ¯ε( η )(|detB|)−EΞ¯0( η )(|detB|) ∣∣∣ = O(εN ), as εց 0. (4.27)
The estimates (4.26) and (4.27) imply that Aε = O(ε
N ), ∀N > 0.
Proof of (4.24b). We have ∫
|η|≤1
(
δε(η)− δ0(η)
)|dη|
=
∫
|η|≤1
(
1√
detH(V ε, η)
EΞ¯ε( η )(|detB|)−
1√
detH(V, η)
E
Ξ¯
0
( η )
(|detB|)
)
|dη|
=
∫
|η|≤1
(
|η|2√
detH(V ε, η)
EΞ¯ε,η( η )(|detB|)−
|η|2√
detH(V, η)
E
Ξ¯
0,η
( η )
(|detB|)
)
|dη|.
Lemma 4.3 implies that the functions
η 7→ Ξ¯ε,η(η), ε ≥ 0
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are continuous on |η| ≤ 1 and Corollary 4.4 implies that
sup
|η|≤1
∣∣ Ξ¯ε,η(η) − Ξ¯0,η(η) ∣∣ = O(εN ); ∀N > 0.
Invoking Proposition A.1 we deduce∣∣EΞ¯ε,η( η )(|detB|)−EΞ¯0,η( η )(|detB|) ∣∣ = O(εN ) ∀N > 0.
Using (3.16) we deduce that
sup
|η|≤1
|η|m
∣∣∣∣∣ 1√detH(V ε, η) − 1√detH(V, η)
∣∣∣∣∣ = O(εN ), ∀N > 0.
We conclude that∣∣∣∣∣
∫
|η|≤1
(
δε(η)− δ0(η)
)|dη| ∣∣∣∣∣ = O
(∫
|η|≤1
εN |η|2−m|dη|
)
, ∀N > 0.
This completes the proof of Lemma 4.6. ⊓⊔
Using (4.20) and Lemma 4.6 in (4.19) we deduce
varε = Nε +
ε−m
(2π)m
(∫
Rm
δ0(η)|dη|
)
· (1 +O(εN ) ), ∀N > 0, (4.28)
where δ0 is described by (4.22).
Appendix A. Some technical inequalities
Proof of Lemma 3.1. Set
e
†
1 := (1, 0, 0, . . . , 0), e
†
2 := (0, 1, 0, . . . , 0) ∈ Rm.
For t ∈ R we have
f(t2/2) = V (te†1).
Using (2.11b) we deduce that for any t ∈ R we have
f ′(t2) + tf ′′(t2/2) =
d
dt2
V (te†1) =
d2
dt2
∫
Rm
e−itx1w(|x|)|dx| = −
∫
Rm
e−itx1x21w(|x|)|dx|.
Then
|f ′(0)| = −f ′(0) =
∫
Rm
x21w(|x|)|dx|
and
|f ′(0)| + f ′(t2) + tf ′′(t2/2) =
∫
Rm
(1− e−itx1)x21w(|x|)|dx|
= 2
∫
Rm
(
sin(tx1/2)
)2
x21w(|x|)|dx|
|f ′(0)| − ( f ′(t2) + tf ′′(t2/2) ) = ∫
Rm
(1 + e−itx1)x21w(|x|)|dx|
= 2
∫
Rm
(
cos(tx1/2)
)2
x21w(|x|)|dx|.
This proved (3.5a). To prove (3.5b) observe that
f(t2/2 + s2/2) = V (te†1 + se
†
2)
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and we deduce that
f ′(t2/2) = ∂2sf(t
2/2 + s2/2)|s=0 = ∂2sV (te†1 + se†2)|s=0 =
∂2s
(∫
Rm
e−i(tx1+sx2)w(x)|dx|
)
s=0
= −
∫
Rm
x22e
−itx1w(x)|dx|.
We now conclude as before. ⊓⊔
Let V be a real Euclidean space of dimension N . We denote by A(V ) the space of
symmetric positive semidefinite operators A : V → V . For A ∈ A(V ) we denote by γA the
centered Gaussian measure on V with covariance form A. Thus
γ
1
(dv) =
1
(2π)
N
2
e−
1
2
|v|2dv,
and γA is the push forward of γ1 via the linear map
√
A,
γA = (
√
A)∗γ
1
. (A.1)
For any measurable f : V → R with at most polynomial growth we set
EA(f) =
∫
V
f(v)γA(dv).
Proposition A.1. Let f : V → R be a locally Lipschitz function which is positively homo-
geneous of degree α ≥ 1. Denote by Lf the Lipschitz constant of the restriction of f to the
unit ball of V . There exists a constant C > 0 which depends only on N and α such that, for
any Λ > 0 and any A,B ∈ A(V ) such that ‖A‖, ‖B‖ ≤ Λ we have∣∣EA(f)−EB(f) ∣∣ ≤ CLfΛα−12 ‖A−B‖ 12 . (A.2)
Proof. We present the very elegant argument we learned from George Lowther on MathOverflow.
In the sequel we will use the same letter C to denote various constant that depend only on
α and N .
First of all let us observe that (A.1) implies that
EA(f) =
∫
V
f(
√
Av)γ
1
(dv).
We deduce that for any t > 0 we have
EtA(f) =
∫
V
f(
√
tAv)γ
1
(dv) = t
α
2
∫
V
f(
√
Av)γ
1
(dv) = t
α
2EA(f),
and thus it suffices to prove (A.2) in the special case Λ = 1, i.e. ‖A‖, ‖B‖ ≤ 1. We have∣∣EA(f)−EB(f) ∣∣ ≤ ∫
V
∣∣ f(√Av)− f(√Bv) ∣∣γ
1
(dv)
=
∫
V
|v|α
∣∣∣ f(√A 1|v|v)− f(√B 1|v|v) ∣∣∣γ1(dv)
≤ Lf
∫
V
|v|α
∣∣∣√A 1|v|v −√B 1|v|v ∣∣∣γ1(dv)
≤ Lf‖
√
A−
√
B‖
∫
V
|v|αγ
1
(dv) ≤ CLf‖A−B‖
1
2 .
⊓⊔
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Appendix B. Limiting conditional hessians
We include here a more explicit description of the covariances Ξ¯
0
i,j|k,ℓ(η). Again we fix an
orthonormal basis (ei)1≤i≤m, such that η = |η|e1. Then
Ξ¯
0
i,j|k,ℓ(η) := Vi,j,k,ℓ(0)−
∑
a,b>0
Vija(η)Vk,ℓ,b(η)σ˜
0
a,b(η),
Ξ¯
0
−i,−j|k,ℓ(η) := Vi,j,k,ℓ(η) +
∑
a,b>0
Vi,j,a(η)Vk,ℓ,b(η)σ˜
0
a,−b(η),
(B.1)
where, according to (3.9), we have(
σ˜0a,b(η)
)
1≤a,b≤m = −R(η)H(V, 0),
(
σ˜0−a,b(η)
)
1≤a,b≤m = R(η)H(V, η),
and R(η) is defined in (3.8). The equalities (3.6) and (3.9) show that
σ˜0a,b(η) = σ˜
0
−a,b(η) = 0, ∀1,≤ a, b ≤ m, a 6= b.
Set as usual
r :=
1
2
|η|2.
The symmetric random matrix A0 defined by the covariances Ξ¯
0
±i,±j|k,ℓ(η) is a direct sum of
two m×m random symmetric matrices A0 = A0−⊕A0+. We divide a symmetric m×m array
of numbers into four regions a, b, c, d as depicted in the left hand side of Figure 1. The array
defined by A0 has a corresponding partition depicted in the right-hands side of Figure 1.
a
a
a
b
b
b
b
b
b
c
cc
d
d
d
d
d
d
+
+
++
+
+
-
-
-
-
-
-
Figure 1. Dividing a symmetric array into four parts.
If u, v are two regions u, v ∈ {a±, b±, c±, d±}, then by a u − v correlation we mean a
correlation between an entry of A0 located in the region u and an entry of A0 located in the
region v.
Using (3.8) and (3.9) we deduce that we have
σ˜01,1(η) =
−f ′(0)
f ′(0)2 − f ′(r)2 − 2|η|2f ′(r)f ′′(r)− |η|4f ′′(r)2 , V (ξ) = f(|ξ|
2/2). (B.2)
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The denominator of the above fraction admits a Taylor expansion (r = |η|
2
2 )
f ′(0)2 − f ′(r)2 − 2|η|2f ′(r)f ′′(r)− |η|4f ′′(r)2
= f ′(0)2 −
(
f ′(0) +
f ′′(0)|η|2
2
+
f ′′′(0)|η|4
8
)2
−2|η|2
(
f ′(0) +
f ′′(0)|η|2
2
)(
f ′′(0) +
f ′′′(0)|η|2
2
)
− |η|4f ′′(0)2 +O(|η|6)
= −|η|2
(
3f ′(0)f ′′(0) + |η|2
(9
4
f ′′(0)2 +
5
4
f ′(0)f ′′′(0)
)
+O(|η|4)
)
Hence
σ˜01,1(η) =
1
3f ′′(0)|η|2
(
1 + c1,1|η|2 +O(|η|4)
)
, c1,1 = −3
4
f ′′(0)
f ′(0)
− 5
12
f ′′′(0)
f ′′(0)
.
Next,
σ˜0i,i(η) = −
f ′(0)
f ′(0)2 − f ′(r)2
= − f
′(0)
f ′(0)2 −
(
f ′(0) + f
′′(0)|η|2
2 +
f ′′′(0)|η|4
8
)2
+O(|η|6)
.
We conclude that
σ˜0i,i(η) =
1
f ′′(0)|η|2
1
1 + 14
(
f ′′′(0)
f ′′(0) +
f ′′(0)
f ′(0)
)
|η|2 +O(|η|4)
=
1
f ′′(0)|η|2
(
1 + c0|η|2 +O(|η|4)
)
, c0 = −1
4
(f ′′′(0)
f ′′(0)
+
f ′′(0)
f ′(0)
)
,
σ˜0−1,1(η) = −
f ′(r)
f ′(0)
σ˜01,1(η)
= − 1
3f ′′(0)|η|2
(
1 + c1,1|η|2 +O(|η|4)
)(
1 +
f ′′(0)
2f ′(0)
|η|2 +O(|η|4)
)
= − 1
3f ′′(0)|η|2
(
1 + d1,1|η|2 +O(|η|4)
)
, d1,1 = c1,1 +
f ′′(0)
2f ′(0)
,
σ˜0−i,i(η) = −
f ′(r)
f ′(0)
σ˜0i,i
= − 1
f ′′(0)|η|2
(
1 + d0|η|2 +O(|η|4)
)
, d0 = c0 +
f ′′(0)
2f ′(0)
.
✩✩✩
V1,1,1(η) = 3|η|f ′′(r) + |η|3f ′′′(r) = |η|
(
3f ′′(0) +
5
2
|η|2f ′′′(0) +O(|η|4)
)
,
Vi,i,1(η) = Vi1i(η) = |η|f ′′(r) = |η|
(
f ′′(0) +
1
2
|η|2f ′′′(0) +O(|η|4)
)
,
V11i(η) = 0, i > 1,
Vi,j,1(η) = 0, j > i > 1,
Vi,j,k(η) = 0, i, j, k > 1.
✩✩✩
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Vi,j,k,ℓ(0) =
(
δijδkℓ + δikδjℓ + δiℓδjk
)
f ′′(0),
V1,1,1,1(η) = 3f
′′(r) + 6|η|2f ′′′(r) + |η|4f (4)(r) = 3f ′′(0) + 15
2
f ′′′(0)|η|2 +O(|η|4),
V1,1,1,i(η) = 0, i > 1,
V1,1,i,i(η) = V1,i,1,i(η) = f
′′(r) + |η|2f ′′′(r) = f ′′(0) + 3
2
f ′′′(0)|η|2 +O(|η|4), i > 1,
V1,1,i,j(η) = V1i1j(η) = 0, 1 < i < j,
V1,i,j,k(η) = 0, i, j, k > 1.
✶✶
Vi,i,j,j(η) = Vijij(η) = f
′′(r), 1 < i < j,
Vi,i,i,i(η) = 3f
′′(r), i > 1,
Vi,i,j,k(η) = 0, i > 1, k > j > 1,
Vi,j,k,ℓ(η) = 0, 1 < i < j, 1 < k < ℓ, (i, j) 6= (k, ℓ).
✩✩✩
If 1 < i < j, then
Ξ¯
0
i,j|k,ℓ(η) := Vi,j,k,ℓ(0), Ξ¯
0
−i,−j|k,ℓ(η) := Vi,j,k,ℓ(η).
• d+ − d+ correlations.
Ξ¯
0
i,j|k,ℓ(η) = 0, 1 < k ≤ ℓ, (i, j) 6= (k, ℓ), (B.3a)
Ξ¯
0
i,j|i,j(η) = Vi,j,i,j(0) −
∑
a>0
Vi,j,a(η)Vi,j,a(η)σ˜
0
a,a(η) = Vi,j,i,j(0) = f
′′(0). (B.3b)
• c+ − c+ correlations. If 1 < i < j, then
Ξ¯
0
i,i|j,j(η) = Vi,i,j,j(0) − V1,i,i(η)2σ˜01,1(η) =
2
3
f ′′(0)
(
1 +O(|η|2)
)
, (B.4a)
Ξ¯
0
i,i|i,i(η) = Vi,i,i,i(0)− V1,i,i(η)2σ˜01,1(η) =
8
3
f ′′(0)
(
1 +O(|η|2)
)
. (B.4b)
• The a+ − a+, a+ − b+, a+ − c+ and a+ − d+ correlations. If 1 < i < j, then
Ξ¯
0
1,1|1,1(η) = V1,1,1,1(0)− V1,1,1(η)2σ˜01,1(η) = c¯1,1|η|2
(
1 +O(η)2
)
, (B.5a)
c¯1,1 = −9f ′′′(0) − 3c1,1f ′′(0), (B.5b)
Ξ¯
0
1,1|1,i(η) = 0, i > 1, (B.5c)
Ξ¯
0
1,1|i,i(η) = V1,1,i,i(0)− V1,1,1(η)V1,i,i(η)σ˜01,1(η) ∼ const.|η|2, (B.5d)
Ξ¯
0
1,1|i,j(η) = 0. (B.5e)
• b+ − b+ correlations. If 1 < i < j, then
Ξ¯
0
1,i|1,i(η) = V1,i,1,i(0)− V1,i,i(η)2σ˜0i,i(η) = c¯0|η|2
(
1 +O(|η|2)
)
, (B.6a)
c¯0 = −f ′′′(0) − f ′′(0)c0, (B.6b)
Ξ¯
0
1,i|1,j(η) = 0. (B.6c)
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• The b+ − c+ and b+ − d+ correllations. If 1 < i < j, then
Ξ¯
0
1,i|i,i(η) = V1,i,i|i,i(0) −
∑
a
V1,i,a(η)σ˜
0
a,a(η)Va,i,i(η) = 0, (B.7a)
Ξ¯
0
1,i|j,j(η) = V1,i,j,j(0)−
∑
a
V1,i,a(η)σ˜
0
a,a(η)Va,j,j(η) = 0, (B.7b)
Ξ¯
0
1,i|k,ℓ(η) = Vi,j,k,ℓ(0)−
∑
a
V1,i,aσ˜
0
a,a(η)Va,k,ℓ(η) = 0, ∀1 < k < ℓ. (B.7c)
• The a− − a+, a− − b+, a− − c+ and a− − d+ correlations. If 1 < i < j, then
Ξ¯
0
−1,−1|1,1(η) = V1,1,1,1(η) + V1,1,1(η)
2σ˜0−1,1 = d¯1,1|η|2
(
1 +O(|η|2)
)
, (B.8a)
d¯1,1 = −3f ′′(0)d1,1 − 3
2
f ′′′(0), (B.8b)
Ξ¯
0
−1,−1|1,i(η) = 0, i > 1, (B.8c)
Ξ¯
0
−1,−1|i,i(η) = V1,1,i,i(η) + V1,1,1(η)V1,i,i(η)σ˜
0
−1,1(η) = O(|η|2), (B.8d)
Ξ¯
0
−1,−1|i,j(η) = V1,1,i,j(η) = 0, 1 < i < j. (B.8e)
• The b− − b+, b− − c+ and b− − d+ correlations.
Ξ¯
0
−1,−i|1,i(η) = V1,i,1,i(η) + V1,i,i(η)
2σ˜0−i,i(η) = d¯0|η|2
(
1 +O(|η|2)
)
, (B.9a)
d¯0 = 2f
′′′(0) − d0f ′′(0), i > 1, (B.9b)
Ξ¯
0
−1,−i|1,j(η) = 0, 1 < i < j, (B.9c)
Ξ¯
0
−1,−i|j,j(η) = 0, i, j > 1, (B.9d)
Ξ¯
0
−1,−i|j,k(η) = V1,i,j,k(η) = 0, 1 < j < k, 1 < i. (B.9e)
• The c− − c+ and c− − d+ correlations.
Ξ¯
0
−i,−i|j,j(η) = Vi,i,j,j(η) + Vi,i,1(η)
2σ˜0−1,1 =
2
3
f ′′(0)
(
1 +O(|η|2)
)
, 1 < i < j, (B.10a)
Ξ¯
0
−i,−i|i,i(η) = Vi,i,i,i(η) + Vi,i,1(η)
2σ˜0−1,1(η) =
8
3
f ′′(0)
(
1 +O(|η|2)
)
, i > 1, (B.10b)
Ξ¯
0
−i,−i|j,k = 0, i > 1, k > j > 1. (B.10c)
• The d− − d+ correlations.
Ξ¯
0
−i,−j|i,j(η) = Viijj(η) = f
′′(r) = f ′′(0)
(
1 +O(|η|2)
)
, 1 < i < j, (B.11a)
Ξ¯
0
−i,−j|k,ℓ(η) = 0, 1 < i < j, 1 < k < ℓ, (i, j) 6= (k, ℓ). (B.11b)
Appendix C. Invariant random symmetric matrices
We denote by Symm the space of real symmetric m×m matrices. The group O(m) acts
by conjugation on Symm. Would would like to describe the collection Gm of O(m)-invariant
Gaussian measures on Sn.
Observe that Symm is an Euclidean space with respect to the inner product
(A,B) := tr(AB). (C.1)
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This inner product is invariant with respect to the action of SO(m) on Symm. We set
Êij :=
{
Eij , i = j
1√
2
Eij, i < j.
.
The collection (Êij)i≤j is a basis of Symm orthonormal with respect to the above inner
product. We defined the normalized entries
aˆij :=
{
aij , i = j√
2aij, i < j.
(C.2)
The collection (aˆij)i≤j the orthonormal basis of Sym∨m dual to (Êij). The volume density
induced by this metric is
|dA| :=
∣∣∣∏
i≤j
dâij
∣∣∣ = 2 12(m2 )∣∣∣∏
i≤j
daij
∣∣∣.
This volume density is O(m)-invariant. Thus, the collection of O(m)-invariant Gaussian
measures on Symm can be identified with the collection of positive definite O(m)-invariant
quadratic forms on Symm.
The space of O(m)-invariant quadratic forms on Symm is two dimensional and spanned
by the forms trA2 and (trA)2. For any real numbers u, v such that
v > 0,mu+ 2v > 0, (C.3)
we denote by dΓu,v(A) the centered Gaussian measure dΓu,v(A) uniquely determined by the
covariance equalities
E(aijakℓ) = uδijδkℓ + v(δikδjℓ + δiℓδjk), ∀1 ≤ i, j, .k, ℓ ≤ m.
In particular we have
E(a2ii) = u+ 2v, E(aiiajj) = u, E(a
2
ij) = v, ∀1 ≤ i 6= j ≤ m,
while all other covariances are trivial. We denote by Symu,vm the space Symm equipped with
the probability measure dΓu,v The ensemble Sym
0,v
m is a rescaled version of of the Gaussian
Orthogonal Ensemble (GOE) and we will refer to it as GOEvm.
The Gaussian measure dΓu,v coincides with the Gaussian measure dΓu+2v,u,v defined in
[10, App. B]. We recall a few facts from [10, App. B].
The probability density dΓu,v has the explicit description
dΓu,v(A) =
1
(2π)
m(m+1)
4
√
D(u, v)
e−
1
4v
trA2−u′
2
(trA)2 |dA|, (C.4)
where
D(u, v) = (2v)(m−1)+(
m
2 )
(
mu+ 2v
)
,
and
u′ =
1
m
(
1
mu+ 2v
− 1
2v
)
= − u
2v(mu+ 2v)
.
This shows that the Gaussian measure dΓu,v is O(m)-invariant. Moreover the family dΓu,v,
where u, v satisfy (C.3) exhausts Gm.
For u > 0 the ensemble Symu,vm can be given an alternate description. More precisely a
random A ∈ Symu,vm can be described as a sum
A = B + X1m, B ∈ GOEvm, X ∈N (0, u), B and X independent.
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We write this
Symu,vm = GOE
v
m +ˆN (0, u)1m, (C.5)
where +ˆ indicates a sum of independent variables.
In the special case GOEvm we have u = u
′ = 0 and
dΓ0,v(A) =
1
(2πv)
m(m+1)
4
e−
1
4v
trA2 |dA|. (C.6)
Fix a unit vector η ∈ Rm and denote by Oη(m) the subgroup of orthogonal map T : Rm →
R
m such that Tη = η. Group Oη(m) continues to act by conjugation on Symm and we would
like to describe the collection Gm,η ⊃ Gm of Oη(m)-invariant Gaussian measures on Symm.
The space of Oη(m)-invariant quadratic forms on Symm is five dimensional and it is
spanned by the quadratic forms2
trA2, (trA)2, (A2η, η), (Aη, η)2, (trA)(Aη, η).
If we choose an orthonormal basis e1, . . . ,em of R
m such that η = e1, then
(Aη, η) = a11, (A
2η, η) =
m∑
k=1
a21k.
If we block decompose a symmetric m×m matrix
A =
[
a11 L
†
L B
]
, (C.7)
where B ∈ Sm−1, b is a (m− 1) × 1 matrix, then we see that a basis of the space of Oη(m)-
invariant is given by
q1(A) = (Aη, η)
2 = aˆ211,
q2(A) = 2|L|2 =
m∑
k=2
aˆ21k = 2|Aη|2 − 2(Aη, η)2,
q3(A) = 2aˆ11 trB = 2aˆ11(aˆ22 + · · · + aˆmm) = 2(Aη, η) trA− 2(Aη, η)2,
q4(A) = (trB)
2 = (aˆ22 + · · ·+ aˆmm)2 =
(
trA− (Aη, η), )2
q5(A) = trB
2 = trA2 − 2|L|2 − a211 =
m∑
k=2
a2kk +
∑
2≤i<j
aˆ2ij.
This suggests dividing a symmetric m×m array into four regions a, b, c, d as in Figure 2
More precisely, the parts of these regions on or above the diagonal are
a =
{
(1, 1)
}
, b+ =
{
(1, j); j ≥ 2}, c = { (i, i); i ≥ 2}, d+ = { (i, j); i > j ≥ 2}.
Suppose that A is a Gaussian random symmetric m×m matrix, where the Gaussian measure
is Oη(m)-invariant. Then the entries withing the same region are identically distributed
Gaussian variables with variance va, . . . , vd. Moreover, if we fix regions r1, r2 ∈ {a, b+, c, d+},
not necessarily distinct, and x1, x2 are above or on the diagonal distinct normalized entries,
x1 in the region r1 and x2 in the region r2, then the covariance E(x1, x2) is independent of
the location of x1 and x2 in their respective regions, as long as x1 6= x2. We denote this
covariance κr1r2 . Thus a Oη(m)-invariant Gaussian measure on Symm is determined by a
variance vector
v = (va, vb, vc, vd),
2I learned this fact from Robert Bryant, on MathOverflow.
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a
b
b
c
d
d+
+
-
-
Figure 2. Dividing a symmetric array into four parts.
and a symmetric covariance 4× 4 matrix
K = (κr1r2)r1,r2∈{a,b,c,d}.
When representing K as a 4× 4 matrix we tacitly assume the order relation a < b < c < d.
The quantities v and K can be associated to any Oη(m)-invariant quadratic form q,
whether it is positive semidefinite or not. We denote these quantities v(q) and K(q). Observe
that
v(xq + x′q′) = xv(q) + x′v(q′), K(xq + x′q′) = xK(q) + x′K(q′),
for any real numbers x, x′ and any Oη(m)-invariant forms q, q′. Observe that
v(q1) = (1, 0, 0, 0), K(q1) = 0,
v(q2) = (0, 1, 0, 0), K(q2) =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 ,
v(q3) = (0, 0, 0, 0), K(q3) =

0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0
 ,
v(q4) = (0, 0, 1, 0), K(q4) =

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
 ,
v(q5) = (0, 0, 1, 1), K(q5) = 0.
Thus
v(c1q1 + c2q2 + c3q3 + c4q4 + c5q5) = (c1, c2, c5 + c4, c5),
K(c1q1 + c2q2 + c3q3 + c4q4 + c5q5) =

0 0 c3 0
0 0 0 0
c3 0 c4 0
0 0 0 0

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We denote by Symm(c1, . . . , c5) the space Symm equipped with the Oη(m)-invariant Gauss-
ian measure with covariance
Q~c := c1q1 + c2q2 + c3q3 + c4q4 + c5q5,
whenever this quadratic form is positive semidefinite.
For every region r ∈ {a, b, c, d} we denote by Symm(r) the vector subspace of Symm
consting of matrices whose entries in regions other than r are trivial. We get an orthogonal
direct sum decomposition
Symm = Symm(a)⊕ Symm(b)⊕ Symm(c)⊕ Symm(d).
This leads to a corresponding decomposition
A = A(a) +A(b) +A(c) +A(d), A ∈ Symm .
If A belongs to the ensemble Symm(c1, . . . , c5), then
• the components A(a), A(b), A(c), A(d) are Gaussian vectors,
• the component A(d) is independent of the rest of the other components,
• the (m−1)× (m−1)-random matrix A(c)+A(d) belongs to the ensemble Symc4,c5m−1.
To decide when Q~c ≥ 0 we need to compute the eigenvalues of the the matrix Q~c describing
Q~c in the orthonormal coordinates aˆij , 1 ≤ i ≤ j ≤ m.
For any r ∈ {a, b, c, d} denote by Q(r) the matrix representing the restriction of Q~c to
Symm(r). Moreover, for any positive integer n, we denote by Cn the symmetric n×n matrix
all whose entries are equal to 1.We have
Q(a) = c1, Q(d) = c51N , N = dimSymm−1(d) =
(m− 1)(m − 2)
2
,
Q(b) = c21m−1, Q(c) = c51m−1 + c4Cm−1
Finally, denote by Ln the 1 × n matrix whose entries are all equal to 1. With this notation
we deduce that Q~c has the block decomposition
Q~c =

Q(a) c2Lm−1 c3Lm−1 0
c2L
†
m−1 Q(b) 0 0
c3L
†
m−1 0 Q(c) 0
0 0 0 Q(d)
 =

c1 0 c3Lm−1 0
0 c21m−1 0 0
c3L
†
m−1 0 c51m−1 + c4Cm−1 0
0 0 0 c51N
 .
To compute the spectrum of Q~c it suffices to compute the spectrum of the matrix c1 0 c3Lm−10 c21m−1 0
c3L
†
m−1 0 c51m−1 + c4Cm−1
 ,
viewed as a symmetric operator acting on the space R ⊕ Rm−1 ⊕ Rm−1. We see that the
subspace 0 ⊕ Rm−1 ⊕ 0 is an invariant subspace of this operator and its restriction to this
subspace is c21m−1. Thus it suffices to find the spectrum of the operator
Q¯~c =
[
c1 c3Lm−1
c3L
†
m−1 c51m−1 + c4Cm−1
]
acting on V = R⊕ Rm−1. A vector v ∈ V has a decomposition
v =
[
t
x
]
, x =
 x1...
xm−1
 .
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We set
σ(x) = x1 + · · ·+ xm−1, u = L†m−1 =
 1...
1
 ∈ Rm−1.
We have
Q¯~c
[
t
x
]
=
[
c1t+ c3σ(x)
c3tu+ c5x+ c4σ(x)u.
]
. (C.8)
This shows that the codimension 2 subspace V 0 ⊂ V given by
t = 0, σ(x) = 0,
is Q¯~c-invariant, and the restriction of Q¯~c to this subspace is c51V 0 .
An orthogonal basis of the orthogonal complement W 0 := V
⊥
0 is given by the vectors
v0 =
[
1
0
]
, v1 =
[
0
u
]
.
Using (C.8) we deduce
Q¯~c(t0v0 + t1v1) =
(
c1t0 + (m− 1)c3t1
)
v0
+
(
c2t0 + c5t1
)
v1 +
(
c3t0 + (c5 + (m− 1)c4)t2
)
v2.
Thus in the basis v0,v1,v2 of V
⊥
0 the restriction of Q¯~c to this subspace is given by the 2× 2
matrix3
Σ~c =
[
c1 (m− 1)c3
c3 c5 + (m− 1)c4
]
.
Putting together all the above facts we obtain the following result.
Proposition C.1. The quadratic form Q~c is positive definite if and only if c1, c2, c5 > 0 and
detΣ~c > 0. Moreover
detQ~c = ∆(~c) = c
m−1
2 c
N+dimV 0
5 detΣ~c = c
m−1
2 c
(m−1)(m−2)
2
+m−2
5 detΣ~c. (C.9)
⊓⊔
Remark C.2. (a) The matrix Σ~c is similar to the symmetric matrix
Σˆ~c =
[
c1 (m− 1) 12 c3
(m− 1) 12 c3 c5 + (m− 1)c4
]
.
Thus Q~c is positive definite iff c2, c5 > 0 and the symmetric matrix Σˆ~c is positive definite.
(b) The above proof produced an orthogonal decomposition of Symm
Symm = Symm(d)⊕ Symm(b)⊕ V , V = Symm(a)⊕ Symm(c).
In the proof we used the natural metric (C.1) on Symm to identify Q~c with a symmetric
operator Symm → Symm. The three factors above are invariant subspaces of this operator.
The restriction of Q~c to Symm(d) is c51, while the restriction of Q~c to Symm(b) is c21. The
subspace V decomposes further into two invariant subspaces: the two-dimensional subspace
W 0 = Symm(a)⊕ span1m−1 = R⊕ span1m−1, 1m−1 ∈ Symm(c),
3The matrix Σ~c is not symmetric since the basis v0,v1,v2 is not orthonormal.
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and its orthogonal complement V 0. The restriction of Q~c to V 0 is c51V 0 while the restriction
to W 0 is described in the canonical orthonormal basis
1⊕ 0, 0⊕ 1√
m− 11m−1
by the matrix Σˆ~c.
(c) We denote by Tη the space of Oη(m)-equivariant symmetric operators
T : Symm → Symm
The above discussion shows that any T ∈ Tη enjoys the following properties.
• Each of the subspaces Symm(d), Symm(b), V 0 and W 0 are T -invariant, where V 0
and W 0 are defined as in (b).
• There exist two real constants α, β such that the restriction of T to Symm(b) is α1,
while the restriction of T to Symm(d)⊕ V 0 is β1. (α = c2, β = c5.)
We denote by ΣˆT the restriction of T toW 0. We see that an operator T ∈ Tη is determined
by a triplet (α, β, S) where α, β ∈ R and S : W 0 → W 0 is a symmetric operator. We will
denote by Tα,β,S the operator associated to this triplet. Note also that Tα,β,S is invertible iff
αβ detS 6= 0 and
T−1α,β,S = Tα−1,β−1,S−1 .
A matrix A ∈ Symm has the block form (C.7)
A =
[
a11 L
†
L B
]
we further decompose B as a sum
B :=
c√
m− 11m−1 +B0, trB0 = 0,
so that c
√
m− 1 = trB. We we will refer to this matrix using the notation A = A(a11, L, c,B0).
Then
Ta,b,SA(a11, L, c,B0) = A(a
′
11, L
′, c′, B′0),
where
B′0 = βB0, L
′ = αL,
[
a′11
c′
]
= S
[
a11
c
]
. ⊓⊔
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