Abstract-In this paper, we study structural controllability (structural controllability) of networked dynamic systems (NDSs), where each subsystem may have different dynamics, and parameter uncertainties may exist both in subsystem dynamics and in subsystem interconnections. Subsystem parameters are parameterized by a linear fractional transformation (LFT). Through analyzing the structure of the associated transfer function matrices, some results on structural controllability of LFT parameterized plants are obtained. Moreover, explicit necessary and sufficient conditions are given for the NDS to have uncontrollable fixed modes, uncontrollable parameterdependent modes, and to be structurally controllable, respectively. These conditions can be verified efficiently, and when verified all arithmetic calculations are imposed on subsystems. These conditions also show how subsystem input-output relations and subsystem uncontrollable modes, jointly with the subsystem interconnection topology generically influence the network controllability. Based on them, we study the problem of selecting the minimal subsystem interconnection links to construct a structurally controllable NDS. A heuristics is given with provable approximation bounds and low computation complexity.
I. INTRODUCTION
Controllability and observability are not new issues in system analysis and synthesis, which are closely related to stabilization, the existence of an optimal control, convergence of state estimators [37] , [14] , [24] . The past two decades have seen a renewed research interest in controllability and observability with the emergence of complex networks, such as biological transduction networks [19] , power networks [26] and social networks [19] , [25] . Recent applications of controllability and observability include controlling a biological network using as less inputs as possible [19] , attack detection in cyber-physical systems [26] , achieving consensus in multi-agent systems [2] , distributed control of energy system networks [25] , etc.
Apart from the classical concept of controllability proposed by Kalman [14] , due to parameter uncertainties, structural controllability (structural controllability) proposed by Lin [18] is also frequently used. A structured system is a system with each entry of its system matrices being either a fixed zero or a free parameter (structured matrices). A structured system is said to be structural controllable, if there exists at least one of its numerical realizations that is controllable. A large amount of results are available in literatures based on this structured system model due to its intuitive graphical presentation, e.g. [19] , [8] , [33] ; see [10] for a survey. A related concept is strong structural controllability [12] , which requires that all the numerical realizations of the structured system should be controllable. While these two concepts differ extensively in mathematical criteria, it seems that in most engineering situations, the former is sufficient to make sure that the plant can be controlled properly. That is because, structural controllability guarantees that almost all realizations of the plant are controllable except for a set with zero Lebesgue measure in the corresponding parameter space.
When controllability of a networked dynamic system (NDS) is taken into account, more challenging issues arise due to nodal dynamics [9] and the high dimensions of the global system matrices. Recall that when criteria for an individual plant are applied to an NDS with high dimensional global representations, numerical instability or computation inefficiency may often emerge. Due to researchers' efforts, various graphic criteria for (structural) controllability have be obtained [19] , [2] , [10] . These criteria, mainly focusing on NDSs with each subsystem modeled as a first order plant, give intuitive insight on how the topology influences the control of networks. For example, it is shown in [19] that the minimum number of driver nodes is closely related to the degree distribution of the network, when the number of selfloops is negligible compared to the network size (revised by [9] ). Recently, much attention arises in the controllability of networked compositional systems, i.e., NDSs with each subsystem having high order dynamics [8] , [4] , [40] , [39] . For example, controllability is discussed for the network-of-network systems via Cartesian product in [4] , for the networked identical multi-inputmulti-output systems in [35] . In [40] and [39] , a more general NDS model is studied, where each subsystem can have different dynamics and the subsystem interconnection is arbitrarily fixed.
Note that complete controllability verification for a largedimensional numerical NDS still requires enormous algebraic computation, although some computationally attractive numerical criteria have been established in [2] , [40] , [39] , [41] for a class of NDSs. Structured networked systems over graphs, however, might simplify the role of subsystem dynamics [9] . For example, all subsystems could only have zero fixed modes, and little is distinguished between the subsystem internal dynamics and the subsystem interconnection links. However, except [5] , most of the aforementioned literatures focus on either a totally fixed numerical NDS, or a totally structured one represented by graphs. Moreover, [5] mainly concerns on input selection for an autonomous system with all subsystems having double integrator dynamics or linear consensus dynamics.
On the other hand, various investigations have been performed in which different parameter interdependencies are adopted in studying the structural controllability of a lumped plant [6] , [30] , [36] , [17] , [16] . Linear-parameterization was adopted in [6] , which permits the nonzero entries of system matrices to be affine of free parameters. The tool 'matrix net', a generalization of matrix pencil, was adopted in [1] . In [20] , [22] , the author introduced the concept 'mixed matrix', where the nonzero entry of a matrix could be a fixed constant or a free parameter, and used matroid to study structural controllability under a physical assumption. Recent related works include graphic interpretations of conditions of [6] in [16] , and leader selection for descriptor systems in [5] . However, these criteria derived for an individual plant, which often involves algebraic operations, might not be computationally efficient for large-scale NDSs. Besides, parameter dependence adopted in these investigations are still not general enough to describe all actual plants, noting that uncertainties in plant system matrices are usually due to its physical parameters, which are usually described by a linear fractional transformation (LFT) [37] .
In this paper, we reinvestigate the structural controllability of NDSs, where subsystems can have high-order and heterogeneous dynamics, and parameter uncertainties exist both in subsystem dynamics and in the subsystem interconnections. We adopt linear fractional transformation (LFT) to model subsystem uncertainty, which enables describing a large class of plants whose unknown entries of system matrices are rational functions of the physical parameters, and contains linear-parameterization [6] as a special case. Based on the structure analysis of the associated transfer function matrices (TFMs), some results on structural controllability of LFT-parameterized plants are obtained. Using them as an intermediate, we derive necessary and sufficient conditions for the NDS to be structurally controllable. These conditions can be verified in polynomial time, and when checked the arithmetic operations are within each subsystem individually and the graphic operations are on the network topology, which makes them attractive for large-scale NDSs. Besides, these conditions illustrate how subsystem input-output relations, subsystem uncontrollable modes, and the subsystem interconnection topology jointly influence the structural controllability of an NDS. Based on them, we consider the problem of designing the subsystem interaction topology to minimize the number of interconnection links under structural controllability restriction. We show that this problem is NP-hard. We then provide a two-stage algorithm to approximate this problem. Each stage is accompany with sub-optimal solution guarantee, and the whole algorithm has provable approximation bounds.
The rest is organized as follows. Section II provides the problem statement and some preliminaries, with some preliminary analysis given in Section III. Necessary and sufficient conditions for structural controllability of LFT parameterized plants are presented in Section IV. These conditions are extended to NDSs in Section V taking the parameter structure into account. Section VI investigates the minimal subsystem interaction topology design to achieve structural controllability for an NDS, with illustrative examples given in Section VII. The last section concludes this paper.
Notations: Given two matrices
}) denotes the block diagonal matrix (compact matrix) with the i-th diagonal block (row block) being X i . Denote by F (λ) the field of all rational functions of λ with real coefficients, and F (λ) n1×n2 be the set of all n 1 ×n 2 matrices with every entry in F (λ). Denote by σ(A) the eigenvalue set of matrix A. Given a positive integer n, define [n] = {1, ..., n}.
Given a subset V of R, let V t be the set of all t-element arrays with every element chosen from V. For an n 1 × n 2 matrix M ,
denotes the submatrix of M formed by rows indexed by J 1 and columns indexed by J 2 , and M J2 the submatrix of M formed by columns indexed by J 2 . By {0, * } n1×n2 we denote an n 1 × n 2 structured matrix, where * denotes free parameters. By ||M || 0 we denote the number of nonzero entries of matrix M . Through this paper, a set of variables S in R is said to be algebraically independent, if S do not satisfy any non-trivial polynomial equation with coefficients in C.
II. PROBLEM STATEMENT AND PRELIMINARIES
In real NDSs, it is often the case that the subsystems have high orders, heterogeneous dynamics. To model such NDSs, it is feasible to utilize the spatially interconnected system model adopted in [40] , [15] , [39] . Consider the following NDS Σ composing of N subsystems. The dynamics of the i-th subsystem
where t represents the termporal variable, x i (t) is the state vector, u i (t) is the external input vector, y i (t) is the external output vector, v i (t) and z i (t) are respectively the signal recevied from other subystems and the signal sent to other subsystems of subsystem Σ i , which will be called the internal input and internal output vectors respectively. The subsystem parameters are parameterized by ∆ (i) , where ∆ (i) denotes the parameter uncertainty (i.e., parametric peturbations), E
and D (i) , j = 1, 2, 3, are known matrices reflecting how parameter uncertainty peturbudes the subsystem parameters, and the matrices with subscripts '0' represent the known nominal values. It is assumed that the nonzero entries of {∆ (1) , ..., ∆ (N ) } are algebraically independent and time invariant. The interactions between subsystems are
where
We call Φ the subsystem connection matrix (SCM), which describes the interconnection topology between subsystems. In real networks, due to the link noise, or spatial distance between subsystems [19] etc., the exact weights of the interconnection links may be hard to know. Hence, while Φ is time-invariant, it assumed that only the zero-nonzero patterns of Φ are known, and the nonzero entries are free parameters. An illustative example of an NDS Σ is given in Fig. 1(a) .
We focus on the ability of using the external inputs
} of the NDS Σ, i.e, controllability [14] . Since parameter uncertainties exist in Σ, inheriting [18] , the concept structural controllability is adopted.
Definition 1: The NDS (1)- (2) is structurally controllable, if there exists one numerical realization of
} and Φ, such that the corresponding numerically specified NDS (1)- (2) is controllable.
In the next section, we show that if the NDS (1)- (2) is structurally controllable, then for almost all numerical realizations of 
} and Φ, the corresponding NDSs will be controllable. The purpose of this paper is to find efficiently checkable necessary and sufficient conditions for the NDS (1)- (2) to be structurally controllable, and apply them to the design of subsystem interconnection topology under structural controllability constraint.
Remark 1: In describing subsystem parameter uncertainties, we adopt LFT-parameterization (1). This adoption is motivated by the observation that unknown entries of system matrices of real plants are in general rational functions of the physical parameters [10] , [24] , [37] . LFT-parameterization is unified to describe almost all matrices with entries being rational functions [37, Chap 10] . A classical example of LFT parameterized uncertain plant is the mass/spring/damper system illustrated in Fig. 10 .1 of [37, Chap 10] . We restrict that each free parameter appears once in ∆ (i) , which can be trivially extended to the case that each free parameter has a rank-one coefficient matrix in ∆ (i) (i.e., the rank-one case). This setting is due to the following considerations: (i). as revealed in Appendix A, the rank-one case is the most possible case for structural controllability verification that currently one can find deterministic algorithms with polynomial time complexity (or even sub-exponential time complexity); (ii). a large class of real physical plants satisfy the rank-one setting. For example, almost all mechanical systems, electrical systems and fluid systems can be modelled by LFT-parameterized statespace representations, with each physical parameter appears once in the diagonal of ∆ (i) ; see [24, Chap 3, Chap 4] . While LFT-parameterization is frequently utilized in robust control for stability [37] , it is hardly used in studying structural controllability as far as we know.
Remark 2 (Comparisons with existing literatures): Various parameterizations have been proposed to describe parameterdependent systems in the study of structural controllability, e.g., the linear-parameterization [7] , [30] , the matrix net [1] and [30] , the mixed matrix descriptions [21] . It can be validated that the aforementioned descriptions are special cases of the LTFparameterization by setting D (i) ≡ 0 and specifying the times of free parameters in ∆ (i) to appear. However, it should be emphasized that a nonzero D (i) in (1) is crucial and inevitable for the capacity of the LFT-parameterizations in describing rational functions.
We give some preliminaries required in our latter derivations. Lemma 1 (Binet-Cauchy Theorem, [11] ): For an n 1 ×n 2 matrix M and an n 2 × n 1 matrix N , n 1 ≤ n 2 , it holds that [20] and [22] ): Given a finite set E and a family I of subsets of E, the pair (E, I) is a matroid if (1) . ∅ ∈ I; (2). if I 1 ∈ I and I 2 ⊆ I 1 , then I 2 ∈ I; (3). if I 1 , I 2 ∈ I and |I 1 | = |I 2 | + 1, then there is some x ∈ I 1 \I 2 satisfying I 2 ∪ x ∈ I. In the above definition, E is called the ground set, and any subset of I is called as an independent set. The rank of a matroid M = (E, I), denoted by ρ(M), is defined as the maximum cardinality of its independent sets. For a matrix F , define a matroid as M(F ) = (E, I), where E is the column set of F , I = {J ⊆ E : rank(F J ) = |J|} (i.e., linear matroid). Given two matroids M 1 and M 2 over the same ground set, the matroid intersection M 1 ∩ M 2 is defined as the collection of common independent sets of M 1 and M 2 . Finding a common independent set of maximum size between two linear matroids M 1 and M 2 , whose value is denoted by ρ(M 1 ∩ M 2 ), can be solved in polynomial time [20] . For two matroids M 1 = (I 1 , E) and M 2 = (I 2 , E) over the ground set E, the matroid union M 1 ∪ M 2 is a matroid (I 3 , E) such that any X ∈ I 3 can be expressed as X = Y ∪ Z with Y ∈ I 1 and Z ∈ I 2 . Determining the rank of the union of two linear matroids can also be done in polynomial time.
Submodularity: A set function f : 2 V → R is submodular if for all sets S 1 ⊆ S 2 ⊆ V and any element s ∈ V \S 2 , it holds that
. Rank of a matrix (linear matroid) has the submodularity property w.r.t the subset of its column vectors [22] .
Notion in graph theory: Given a digraph D, let V (D) be its vertex set, and E(D) its edge set. A path from ver- v 3 ) , ..., (v n−1 , v n ) with no repeated end-vertices. If there is a path from v 1 to v 2 , we say v 2 is reachable from v 1 . A path from a vertex to itself is called a cycle. We will use {v 1 →, ..., → v n } to denote a path from v 1 to v n (a cycle if v n = v 1 ). Length of a path (cycle) is the number of edges it contains. A matching M of a directed graph D is a set of edges such that no two members of M share a common beginvertex or end-vertex. The size of a matching M is the number of edges contained in M . Strongly connected component (SCC) decomposition is decomposing a digraph into SCCs, where an SCC is a subgraph with the property that any two of its vertices are reachable from each other. A clique is a undirected graph with the property that any of its two vertices are adjacent.
Algebra: Let G(λ) ∈ F (λ) n1×n2 be a TFM, S {s 1 , ..., s k } be a set of algebraically independent variables. Let G(λ; S) be a TFM whose entries are rational functions of λ with coefficients being polynomials of S. The generic rank of G(λ; S) is the maximum rank that G(λ; S) achieves as a function of λ and S. Specially, for G(λ) ∈ F (λ) n1×n2 , the maximum rank that G(λ) has among all possible λ is also called the normal rank of G(λ) [37] . Zeros of a TFM have various definitions in literatures [14] , [37] . In this paper, given a TFM G(λ) ∈ F (λ) n1×n2 which is of full row normal rank (FRNR), we say a complex number λ 0 is a zero of G(λ), if rankG(λ 0 ) < n 1 .
III. PRELIMINARY ANALYSIS
For our derivation, an equivalent model transformation is performed on the original NDS to separate the parameter uncertainties from the nominal subsystems. This transformation is due to a prominent property of LFT that arbitrary interconnections of two LFTs are still an LFT [37] , including cascade, parallel, feedback etc.
For the i-th subsystem of the NDS (1)-(2), introduce two internal input and output vectors v + i (t) and z
is invertible, the dynamics of the i-th subsystem can be rewritten equivalently asΣ i :
with
}. Then the subsystem interactions can be cast intõ
where Φ i,j is the (i, j)-th block of Φ, 1 ≤ i, j ≤ N . An equivalent scheme of the NDS Σ is illustrated in Fig. 1 
(b).
Remark 3: If there exists an entry of the SCM Φ that is a fixed constant, regard the two subsystems which are connected by the link corresponding to this entry as a new subsystem. Then pull out the renewed subsystem uncertainty to the updated ∆ in a way stated above. In such a way, the nonzero entries of ∆ are kept algebraically independent, although some subsystems may have high dimensions. Now suppose after the aforementioned procedure, for notational brevity,z i (t) andṽ i (t) are still called internal output vector and internal input vector, while ∆ is called the SCM (notice that ∆ may contain subsystem self-feedback loops). Moreover, let A ⋆ * =diag{A
are respectively m xi , m yi , m ui , m vi and m zi , and let M # = N i=1 m #i , with # = x, y, u, v and z. The lumped state-space representation of the NDS (1)-(2) is given as [40] , [39] x(t) = Ax(t) + Bu(t)
As can be seen, the lumped (A, B) has a form of LFTparameterization, even if there is no uncertainty in subsystem parameters. From Equation (7), it turn outs that the NDS (1)- (2) is wellposed 1 for a given ∆ with the structure of (5), if and only if each of its subsystems is well-posed, as well as
.., N , and det(I − A zv ∆) = 0. Denote the set of free parameters of ∆ in (5) by S {s 1 , ..., s k }, where k is the total number of nonzero entries in ∆. Let ∆ be the set of admissible matrices parameterized by S that make the NDS Σ well-posed, and S ⊆ R k the set of the corresponding admissible variables of S. It is straightforward to see that S is open and dense in R k . A property of a parameter-dependent system is generic if such property holds for all most any value of the free parameters [10] . The following proposition makes sure the genericity of controllability of the LFT-parameterized NDS (1)- (2).
Proposition 1: Controllability of the NDS (1)- (2) is generic. Proof: Consider the lumped representation (6) of the NDS Σ. From (7), A and B are functions of S, which we denote as A(S) and B(S). The controllability matrix of (6) is
n(S) , where d(S) and n(S) are polynomials and n(S)
is controllable, so is the NDS Σ. SinceS has Lebesgue measure zero in S, the statement of Proposition 1 follows.
IV. STRUCTURAL CONTROLLABILITY OF LFT PARAMETERIZED PLANTS
In this section, as an intermediate, we establish a necessary and sufficient condition for the LFT parameterized pair (7) to be structurally controllable. That is, result of this section can be seen as a centralized structural controllability criterion for the plant (6)- (7). The condition will be extended to NDSs in the next section taking the structure of the involved parameters into account. Note that existing criteria [6] , [21] for structural controllability of linear parameterized plants can not be directly extended to the LFT-parameterization case due to the fractional multiplier ∆(I − A zv ∆) −1 . We first consider the controllability of the pair (7) for a given ∆ 0 ∈ ∆. The following lemma transforms it into a problem of verifying whether a matrix valued polynomial (MVP) is of FRR for all complex numbers.
Lemma 3 ( [40] ): For a given ∆ 0 ∈ ∆, the system (6)- (7) is controllable, iff the following
According to the well known PBH test, the matrix pair (A, B) in (7) is controllable, if and only if for each λ ∈ C, [A − λI, B] is of FRR. An uncontrollable mode of system (7) is a complex number λ such that [A − λI, B] is row rank deficient. Moreover, from [40] , λ making the above M (λ) row rank deficient is exactly an uncontrollable mode of the the system (6)- (7) for a given ∆ 0 ∈ ∆. As argued in [30] , if system (6)- (7) parameterized by S is structurally uncontrollable, all principal minors with order (8) (regarded as polynomials of λ) have some common zeros for all S ∈ S, which are exactly uncontrollable modes of system (6)- (7) with respect to S. To have a clear presentation, uncontrollable modes are divided into the following two classes throughout this paper.
Definition 2 (uncontrollable fixed mode): The system (6)- (7) is said to have uncontrollable fixed modes (UFMs) respective to S, if for all S ∈ S, the corresponding numerically specified system has uncontrollable modes that are independent of S. That is, σ f = S∈S {λ ∈ C : [λI − A, B] is not of FRR}, where σ f denotes the set of UFMs of system (6)- (7).
From Definition 2, letting ∆ = 0 ∈ ∆, it suffices to see that the set of UFMs of system (6)
Definition 3 (uncontrollable parameter-dependent mode): The system (6)- (7) is said to have uncontrollable parameter-dependent modes (UDMs) with respect to S, if for all most all S ∈ S, the corresponding numerically specified system has some uncontrollable modes not belonging to σ f .
The above definitions are motivated by the notion fixed mode in [34] . Roughly speaking, the UDMs of a structurally uncontrollable system are the uncontrollable modes that depend on S. Notice that, whether a polynomial equation has roots located in (or out of) a set of finite number of isolated points is a generic property with respect to its coefficients [10] . So the existences of both UFMs and UDMs are generic properties of the system (6)- (7) parameterized by S. Keep it in mind that a structurally controllable system never has UDMs, even though for some S ′ ∈ S the corresponding numerical system has uncontrollable modes out of σ f (as for all most all S ∈ S, the system has no uncontrollable modes). According to the continuous dependence of roots of a polynomial on its coefficients, the UDMs must piecewise continuously depend on S (except for the set R k \S destroying the well-posedness condition). For the sake of derivation, it is assumed that in (7) A and B have the dimensions of n × n and n × q respectively; moreover, the following setting is made. This setting is no more needed in Section V. Setting 1. ∆ = diag{s 1 , ..., s k }, where parameters s 1 , ..., s k are algebraically independent.
A. Existence of UDMs via TFM analysis
This subsection is devoted to conditions of the existence of UDMs via the structure analysis of the associated TFMs.
Define two TFMs as
With the above definitions, Lemma 4 transforms the existence of UDMs into that of zeros of a TFM. Lemma 4: The system (6)- (7) has UDMs, iff the TFM [G zv (λ)∆ − I, G zu (λ)] has zeros depending on S.
Proof:
is a basis of the left null space of
That is, the variable λ lying in λ c and depending on S is a zero of M (λ) in (8), if and only if λ lying in λ c depends on S and is a zero of
Notice that the isolated values {λ : λ ∈ σ(A xx )} do not affect the piecewise continuously dependence of the zeros of
has zeros depending on S. By Lemma 3, the result follows.
Define a diagraph L = (V, E) associated with [G zu (λ), G zv (λ)] as follows: the vertex set V = U Z with U = {u 1 , ..., u q } and Z = {z 1 , ..., z k }, the edge set
We will call such constructed digraph the auxiliary connection graph (ACG) associated with
For further derivation, we classify edges of E Z,Z by the following definitions:
A cycle of L which contains at least one λ-edge is a λ-cycle (noting that a self-loop consisting of a λ-edge is a λ-cycle). An input-unreachable λ-edge e is a λ-edge such that there is no path from vertices in U ending at either of the start vertex and end vertex of e. An input-unreachable λ-cycle C is a λ-cycle such that for every vertex z ∈ V (C) there is no path from vertices in U ending at z.
Remark 4: Whether an edge (z i , z j ) is a λ-edge or a constantedge can be verified in a numerical way as follows: for any set consisting of n + 1 real distinct values {λ 1 , ...,
The digraph L associated with [G zu (λ), G zv (λ)] is illustrated in Fig. 2(a) , where there is one input-unreachable λ-cycle. Based on the above definitions, the following proposition gives a graph theoretical necessary and sufficient condition for the existence of UDMs.
Proposition 2: Under Setting 1, system (6)- (7) has UDMs, if and only if there exist input-unreachable λ-cycles in the ACG L.
To prove Proposition 2, the following intermediate results are required (Lemmas 5-8), whose proofs are deferred to the Appendix. Lemma 5 is a simple graph theory result, which is needed in the proofs of Lemmas 6 and 7. Lemma 6 presents a useful relation between zeros of a class of TFMs and the presence of λ-cycles, which is crucial in obtaining Proposition 2. Lemmas Fig. 2(a) is the ACG L of Example 1. The bold edges in Z × Z are λ-edges, while the rest edges in Z × Z are constant-edges. There is an inputunreachable λ-cycle {z 3 → z 1 → z 2 → z 4 → z 3 }, and two input-unreachable λ-edges (z 3 , z 1 ), (z 2 , z 4 ). Fig. 2(b) is the weighted multigraph D J associated with G J zv (λ)P J − I with J = {1, 2, 3, 4, 5} for Example 1 in the proof of Lemma 6. The dotted edges represent self-loops with weight −1. In this digraph, two matchings correspond to monomial s 1 s 2 s 3 s 4 in det(G J zv (λ)P J − I), which are {(1, 2), (2, 4), (4, 3), (3, 1)} (constituting the shortest λ-cycle) and {(1, 2), (2, 1), (3, 4) , (4, 3)} (the matching consisting of constant-edges).
7-8 reveal a useful relation between zeros of a class of TFMs and the input-reachability property of the associated ACG L.
Lemma 5: Given a digraph G with vertex set V = {1, ..., p}, p ≥ 2, suppose that there are two distinct cycles C 1 and C 2 in G whose lengths are both p. Then, ∀e ∈ E(C 1 ), there exists a cycle in G with length no more than p − 1 that contains e.
Lemma 6: Under Setting 1, let J = {j 1 , ..., j ns } ⊆ {1, ..., k} and denote
J be the subgraph of L induced by vertices {z j1 ,...,z jn s }. Then, the TFM G J zv (λ)P J − I has zeros depending on S J {s j1 , ..., s jn s }, if and only if L J has λ-cycles.
Remark 5: From the proof of Lemma 6, we know that the reason behind the introduction of λ-cycle is that, there are two types of nonzero entries in G zv (λ). As a result, the shortest cycle in the digraph D J (defined in the proof of Lemma 6) does not necessarily correspond to a nonvanishing term depending on λ in 
has no zeros which depend on S.
With Lemmas 4, 6, 7 and 8, we complete the proof of Proposition 2.
Proof of Proposition 4:
For the if direction, suppose that there is an input-unreachable λ-cycle in digraph L. Let the vertex set of such input-unreachable λ-cycle be Z s {z j1 , z j2 , ..., z jn s } ⊆ Z (, n s ≤ k), and let J {j 1 , ..., j ns }. Since Z s is unreachable from U, there exists a permutation matrix Q such
are defined in Lemma 6. We have
By Lemma 6, G J zv (λ)P J − I has zeros depending on S, so does [G zv (λ)∆ − I, G zu (λ)] by noting that the associated ranks remain invariant in (10) . By Lemma 4, this means that system (6)- (7) has UDMs.
For the only if direction, if every vertex in Z is inputreachable in L, [G zv (λ)∆ − I, G zu (λ)] has no zeros depending on S directly from Lemma 8. Now suppose that there are input-unreachable vertices in L, and denote the set of all inputunreachable vertices by Z s ⊆ Z. Suppose there is no λ-cycle in the subgraph of L induced by Z s . Following (10), there is a perturbation matrix Q ′ such that
. Since there is no λ-cycle in the digraph associated with
Meanwhile, noting that Z\Z s is the set of input-reachable vertices, applying Lemma 8, 2 ] has no zeros depending on S. Notice that the right term of (11) has a block triangular structure. Hence, the right term of (11) has no zeros depending on S. This indicates that the original system (6)-(7) has no UDMs by Lemma 4.
B. Existence of uncontrollable fixed modes
By Definition 2, since the set of UFMs of system (6)-(7) σ f ⊆ σ(A xx ), it suffices to see that the existence of UFMs is equivalent to that
The following proposition presents an equivalent condition for the above statement in terms of matroid union.
Proposition 3: Under Setting 1, the plant (6)- (7) has no UFMs, if and only
.
Proof: Define an MVP H(λ) as
Rewriting
0 0 ∆ 0 , using Schur complement [11] , it can be validated that M (λ) is of FRR for any given λ ∈ C
where t 1 , ..., t k are nonzero free parameters, and {t 1 , ..., t k , s 1 , ..., s k } are algebraically independent. It suffices to see that the rank of H(λ 0 ) equals that of the right term of (13) . Notice that {s 1 , ..., s k , s 1 t 1 , ..., s k t k } is algebraically independent. From [22, Theo 4.2.3], for a matrix F = col{Q, T } where Q is a numerical matrix over C and T is a structured matrix with its nonzero entries being algebraically independent, it holds that
Then, by the fact that
Combining Proposition 2 and Proposition 3, we have the following theorem.
Theorem 1: With Setting 1, the LFT parameterized plant (6)- (7) is structurally controllable, if and only if the following two conditions hold:
(i) There is no input-unreachable λ-cycle in the ACG L;
, where matroids M 1 and M 2 (λ 0 ) are defined in Proposition 3. Proof: From Propositions 2 and 3, the necessity is obvious. For sufficiency, the satisfaction of Conditions (i) and (ii) implies that the plant (6)- (7) can not be structurally uncontrollable, which certainly leads to structural controllability.
Checking whether a digraph L associated with a given system has input-unreachable λ-cycles can be done efficiently using the SCC decomposition with complexity O(|V (L)| + |E(L)|) [32] as follows:
• Do the SCC decomposition on L, and find all the inputunreachable SCCs (i.e., SCC with every of its vertex inputunreachable); • If there are λ-edges in at least one input-unreachable SCC, there will be input-unreachable λ-cycles in L, otherwise there will be none. The reasonability of the above procedure lies that, all vertices of a λ-cycle must belong to the same SCC, as they are reachable from each other; besides, if there is a λ-edge in an SCC, then a λ-cycle exists, as the start and end vertices of such λ-edge are mutually reachable. The matroid union condition (ii) of Theorem 1 enables efficient checkability with polynomial time complexity, provided that σ(A xx ) is available.
In addition, as byproducts, Theorem 1 provides more information for a structurally uncontrollable system beyond a 'no' answer: (i). if a plant has UDMs, the uncontrollable modes are at least related to uncertain variables corresponding to the shortest input-unreachable λ-cycle of the ACG L (see Lemma 5); (ii). Proposition 3 explicitly expresses the exact UFMs for the plant. By contrast, the UFMs for a structured system defined over graphs can only be zero.
Remark 6: A necessary and sufficient condition for structural controllability for linear-parameterization was first given in [6] . In [6] , their condition was derived from the decentralized stabilization theory [7] [20] is under the nondimensionality assumption defined therein, which introduces some restriction on the nonzero fixed constants of the associated matrices. Here, our derivation for LFT-parameterization is mainly based on the structure analysis of the associated TFMs. We do not impose any assumption on the associated constant matrices. The concept 'λ-cycle' is specially introduced, which is crucial in dealing with A zv = 0, an essential element for LFTparameterization. It is worthwhile to mention that, our approach can also be extended to some high-rank cases. Due to space consideration, such extension is not discussed here.
V. NETWORK-BASED NECESSARY AND SUFFICIENT CONDITION FOR STRUCTURAL CONTROLLABILITY
In this section, results in Section IV are extended to the NDS (1)-(2) making use of the sufficient parameter structures. This enables us not only a more computationally efficient verification of structural controllability for NDSs, but also a deeper insight of how subsystem input-output relations and the subsystem uncontrollable modes generically influence the controllability of the whole NDSs.
For subsystemΣ i described by (3), define TFMs
zu .
Construct the ACG
.., v imvi } and Z i = {z i1 , ..., z imzi } represent the vertex set of external inputs, internal inputs and internal outputs respectively; E Vi,Zi = {(v ip , z iq ) :
, named the networked-ACG (n-ACG), by connecting these N ACGs T i from Z i to V j by the edge set
zv (λ) qp depends on λ, and an input-unreachable λ-cycle is an inputunreachable cycle containing at least one λ-edge in T Σ . Illustrations of n-ACGs can be found in Fig. 3 .
For the NDS (1)- (2), to meet Setting 1, a transformation should be introduced as
}, U and V are constant matrices such that ∆ = U P V . Here, each column (row) of U (,V ) is a basis vector of the corresponding Euclidean space. For the lumped representation (14) , define TFMs as
exist input-unreachable λ-cycles in T Σ . That is, the NDS (1)-(2) has no UDMs, iff there is no input-unreachable λ-cycles in T Σ .
To derive an alternative criterion for Proposition 3, we adopt a similar idea to that in [40] and [39] . For each subsystem, define
xx ), and denote the set of them by Λ = {λ 1 , ..., λ m }.
zv . Construct matrices (8) is of full row rank, iff
is of full row rank, which is further equivalent to that 
Notice that for a set of nonzero algebraically independent variables {t 1 , ..., t Mz },
It means that the generic rank of [Y i , Z i ]col{∆, I} equals that of the right term of (15) . Note that the nonzero entries of col{∆diag{t 1 , ..., t Mz }, diag{t 1 , ..., t Mz }} are algebraically independent. From Binet-Cauchy Theorem (Lemma 1), the right term of (15) 
is of FRGR, if and only if there exists
with |J| = M ri such that Q 2iJ is of full column rank, and Q 1J is of FRGR. By definition of matriod intersection, this is equivalent
As a result of Propositions 4 and 5, the structural controllability verification of the NDS (1)-(2) can be implemented efficiently. In Proposition 4, the arithmetic operations are imposed on each subsystem in constructing the n-ACG T Σ . The existence of inputunreachable λ-cycles can be checked using SCC decomposition in O((
2 ). In Proposition 5, the involved parameters can be constructed within each subsystem. When the matroid intersection algorithm is utilized, the only operation that involves arithmetic calculation is the independence oracle call [22] , i.e., verifying whether
2.5 ) [22] . Moreover, note that Q 2i composes of two column blocks with each one being block diagonal, and Q 1 is a structured matrix. Therefore, verifying Proposition 5 only involves arithmetic operations within each subsystem as well as graphic operations on the network topology. This property makes our approach attractive when dealing with large-scale systems, as arithmetic calculations for large-dimensional matrices often encounter numerical instability or round-off errors.
Propositions 4 and 5 also illustrate how subsystem input-output relations and subsystem uncontrollable modes, together with the subsystem interconnection topology jointly influence network controllability. Notice that G Proof: The satisfaction of Condition 1) of Corollary 1 certainly leads to the satisfaction of the condition of Proposition 4. Hence, the if direction is obvious. To show the only if direction, suppose that there exists an input-unreachable λ-edge (v ip , z iq ) which is not contained by any cycles in the n-ACG
Add an edge (z iq , v ip ) to T Σ , then an input-unreachable λ-cycle emerges. According to Proposition 4, this indicates that the obtained NDS with the addition of edge (z iq , v ip ) is structurally uncontrollable. Letting the weight of such edge be zero, it further implies that the original NDS is structurally uncontrollable. Hence, together with Proposition 5, we have that the unsatisfaction of either of Conditions 1) and 2) will cause the structural uncontrollability of the NDS.
Remark 7: Corollary 1 indicates that, the existence of inputunreachable λ-edges implies the presence of either UFMs or UDMs. This corollary is significant in proving the performance guarantee of the design procedure in the next section.
VI. MINIMAL DESIGN OF SUBSYSTEM INTERCONNECTION TOPOLOGY
In this section, as an application of results of Section V, we consider the minimal design of subsystem interconnection topology for an NDS to achieve structural controllability.
Consider the following topology design problem: Given N linear time invariant subsystems Σ 1 , ..., Σ N with prescribed sub-system dynamics captured by (1) without parameter uncertainty ∆ (i) , find the sparsest SCM Φ, such that the constructed NDS is structurally controllable. Denote the NDS by Σ(Φ) when a structured Φ is designated. 3 For notational simplicity, the corresponding nominal values of subsystems parameters are denoted by A A similar problem has been investigated in [42] , [27] for a structured system described by graphs. The above problem is different from that in the sense that the dynamics of subsystems are numerically prescribed, and they can be high order and heterogeneous. Applications of this problem include designing interaction topology for geographically distributed multi-agents to achieve consensus (consensus is closely related to controllability [2] ), and (the dual problem) designing communication links for geographically distributed sensors for data fusion [33] .
We first give the feasibility condition and complexity of Problem 1. Their proofs can be found in the Appendix.
Lemma 9 (Feasibility of Problem 1): Problem 1 is feasible, if and only if (i). for each i ∈ [N ], (A
Lemma 9 shows that to make an NDS (structurally) controllable, each of its subsystems should be controllable through its augmented input matrix [B xu , the NDS could be through subsystem interconnections. These results are consistent with [39] , [41] .
Proposition 6 (NP-hardness of Problem 1): Problem 1 is NPhard.

A. A two-stage algorithm with provable approximation bounds
Since Problem 1 is NP-hard, we propose a scalable algorithm to approximate Problem 1 with provable approximation bounds. This algorithm has two stages. Stage 1 is to select subsystem interconnections to eliminate the UFMs; Stage 2 is to add extra subsystem interconnection links to make sure no UDMs exist.
1) Stage 1: selecting minimal subsystem interconnection links to eliminate the UFMs:
In Stage 1, starting from N disconnected subsystems, we want to select the minimal number of subsystem interconnection links such that the obtained NDS Σ(Φ) has no UFMs. To reflect the dependence of Q 1 on Φ in Proposition 5, we rewrite
3 If Σ(Φ) is structurally controllable, a numerical Φ making the NDS controllable with probability 1 can be obtained by randomly choosing the nonzero entries of Φ from a set of discrete scalars with sufficiently large cardinality (see Proposition 8 in Appendix A).
Suppose the feasible condition is satisfied. By Proposition 5, It suffices to see that the following problem
is equivalent to the purpose of Stage 1.
Lemma 10: Problem (17) is NP-hard. Example 2 (Nonsubmodularity of f (Φ)): Consider an NDS with 2 subsystems. Suppose
Unfortunately, Problem (17) is NP-hard; besides, the nonsubmodularity of f (Φ) w.r.t the selected element of Φ (see Example 2) might prevent the existence of nontrivial provable performance guarantees of using a simple greedy algorithm. Here, to seek for an algorithm with provable performance bounds, we propose the following alternative algorithm. This algorithm composes of two steps. The first step is to approximate the lower bound of the Problem (17) , which can be formulated as a submodular function optimization problem.
To this end, let
We introduce Problem (18):
Denote the solution of Problem (18) returned by a simple greedy algorithm (Step 1 of Algorithm 1) by J grd , and the optimal solution to Problem (17) by Φ * . Then, it holds that
, M def is the total rank deficient of all subsystems at its subsystem uncontrollable modes, J T −1 is the return value of the second-to-last iteration of the greedy algorithm.
The second step is using greedy coloring techniques [32, Chap 5] to restore a feasible solution to Problem (17) from J grd with bounded ratio in cardinality. The primal idea is first adopted in [38] for a different yet simpler problem. Graph coloring is a way of coloring vertices of a graph such that no two adjacent vertices share the same color. Greedy coloring is a heuristic that assigns to a vertex the smallest available color not used by its already colored neighbours in a specific order. The adoption of graph coloring is motivated by the following observation. Notice that for a given Φ, ρ(M(Q 1 (Φ)) ∩ M(Q 2i )) = M ri implies that there are M ri nonzero entries located in the rows of Q Regrading the row indices of these nonzero entries as vertices and the their column indices as colors, an equivalent statement of the above is that, the clique formed by these M ri vertices are colored such that any adjacent vertices do not share a common color, i.e., a M ri -coloring [32] .
To formulate the greedy coloring process, for a given collection
is the union of m individual cliques formed by vertices of J i , i = 1, ..., m. The complete procedure is given in Algorithm 1. The greedy coloring procedure is in line 9 of Algorithm 1, where we adopt a dynamically updated ordering, and coloring one vertex using more than one color is permitted (see the rule (19)). Its performance bound is given in Theorem 2. An illustrative example is given in Section VII.
2) Stage 2: Adding minimal subsystem interconnection links to eliminate the UDMs on the basis of Stage 1:
The procedure is given in Algorithm 2. In that procedure, we call an SCC by source SCC, if in the associated n-ACG, there are no incoming edges from any other SCCs to any of its vertices. An input-unreachable source SCC is the source SCC with its vertices being inputunreachable. Let p nsr be the number of input-unreachable source SCCs that contain λ-edges in the n-ACG T Σstage1 after Stage 1. From Proposition 4, it is readily to see that, at least p nsr subsystem interconnection links are needed to eliminate the UDMs on the basis of Stage 1. On the other hand, Algorithm 2 provides a constructive procedure on how p nsr subsystem interconnection links are sufficient to do so.
3) Performance analysis of the topology design procedure: The following theorem gives the approximation bounds of the two-stage topology design procedure.
Theorem 2: The two-stage topology design procedure overall returns an O(2M rmax log(M def )) approximation for Problem 1, where M rmax max 1≤i≤m M ri , M def is defined in Proposition 7. In Stage 1, Algorithm 1 returns an O(M rmax log(M def ))-approximation for Problem (17) ; specifically, if every vertex of G col in line 10 of Algorithm 1 is colored by only one color, the approximation factor becomes O(log(M def )).
There are two promising features in the above topology design procedure: (i) it has low computation complexity. To be specific, Recall that we usually have M z ≪ M x [40] . This means that the complexity of our approach increases almost quadratically with the subsystem number in practice; (ii). it has a provable approximation bound, while other possible heuristics might not. The worst-case approximation bound 2M rmax log(M def ) might seem loose; however, when the subsystems have more ability to control their own states (i.e., M def is smaller), or the eigenvalues of subsystems are more heterogeneous (i.e., M rmax is smaller), it becomes tighter. Moreover, if M z ≫ M rmax , the approximation bound becomes 2log(M def ), since in this case every vertex of G col will be colored by one color. In fact, the proof of Proposition 6 indicates that approximating Problem 1 within clog(M def ) is NP-hard for any c < 1. The numerical example in Section VII shows that our approach can sometimes return the optimal solution.
Algorithm 1 Stage 1 of the topology design procedure: selecting minimal subsystem interconnection links to eliminate UFMs
Input: Dynamics parameters of subsystems Σ1, Σ2,..., ΣN . Output: Approximated Φ for Problem (17) Step 1: Use a greedy algorithm to approximate Problem (18) 1: Calculate Yi, Zi, for i = 1, ..., m; 2: Initialize J ← {1, ..., Mv}, J grd ← ∅;
s ← a ′ ∈ arg max a∈J \J grd g(J grd ∪ {a}) − g(J grd );
5:
J grd ← J grd ∪ {s}; 6: end while
Step 2: Use greedy coloring to construct a solution for Problem (17) from J grd 7: Find a collection {J1, ..., Jm} of subsets of [Mv + Mz] with |Ji| = Mri, Ji\B ⊆ J grd , such that rank(Q2iJ i ) = Mri, |Ji ∩ B| is maximized for i = 1, ..., m, where B = {Mv + 1, ..., Mv + Mz}. (ii). after (i), for each iteration, do the following operations, until there is no uncolored vertex in G col :
• among all uncolored vertices, choose the one which is adjacent to the largest number of differently colored vertices, denoted by v * ;
• if vertex v * has Mz differently colored neighbors, assign k * max distinct colors to v * , where
and remove the edges between v * and its neighbors from G col ; otherwise, assign v * a color different from v * 's colored neighbors, such that the number of already used colors is minimized; 10: Map G col to Φ: Φij = * if vertex i is colored by color j in G col , 1 ≤ i ≤ Mv, 1 ≤ j ≤ Mz; the rest entries of Φ are zeros. 1 This can be done efficiently in a simple greedy manner: initialize Ji ← ∅; in each iteration, choose an element s from B and test rank(Q 2iJ i ∪{s} ) − rank(Q2iJ i ), if the value equals 1 then Ji ← Ji ∪ {s}; if rank(Q 2iJ i ∪{s} ) − rank(Q2iJ i ) keeps constant for all s ∈ B\Ji, choose s ∈ J grd \B and continue the above iteration.
B. Further discussions of the design procedure
The above topology design procedure may also be applied in the following situations:
(i). Given a collection of disconnected subsystems, select the minimal subsystem interconnection links to eliminate the unstable UFMs of the obtained NDS, i.e., UFMs with nonnegative real parts. Such objective is closely related to constructing an NDS that can be stabilized by state feedback [7] (but not sufficient 4 ). To this end, only the unstable UFMs are needed to be considered. Hence, a slightly modified version of Algorithm 1 may be suitable for such problem; see the numerical example in Section VII.
(ii). Given a collection of subsystem dynamics, including possibly unstable subsystems, design the minimal subsystem interconnection topology to eliminate the unstable fixed modes Update TΣ by adding a link from z l to vj , where the internal input vertex vj belongs toNi, the internal output vertex z l belongs to the input-reachable SCCs of the updated TΣ. 
VII. ILLUSTRATIVE EXAMPLES
In this section, numerical examples are given to illustrate the main results of this paper.
Consider an NDS consisting of 3 subsystems. The subsystem dynamics are 
First, consider the SCM Φ a . The corresponding n-ACG T Σ is given in Fig. 3(a) . From Fig. 3(a) , we know that there is an input-unreachable λ-cycle in T Σ , namely {v 12 → z 11 → v 32 → z 32 → v 21 → z 21 → v 12 }. Hence, by Proposition 4, the above NDS has UDMs, which means that it is not controllable under the above structured SCM Φ with any specific link weights. This can be validated by algebraic manipulations.
Second, we show the application of the modified version of Algorithm 1 in selecting the minimal subsystem interconnection links to eliminate unstable UFMs. Notice that the subsystems Σ 2 and Σ 3 can not be stabilized when isolated, as (A
xu ) has uncontrollable unstable modes for i = 2, 3. The set of subsystem eigenvalues is Λ = {1, 0, −1}, with unstable mode set beingΛ = {1, 0}. Let λ 1 = 1, λ 2 = 0. Applying Algorithm 1 by letting m = 2, after Step 1, we get J grd = {3, 5}. For
Step 2 in line 7 of Algorithm 1, we have J 1 = {3, 5, 7, 11} and J 2 = {3, 5, 7, 9, 11}. Hence, the coloring auxiliary graph G(J 1 , J 2 ) is given in Fig. 4(a) , with its associated colored graph G col being Fig. 4(b) obtained by executing Step 2 of Algorithm 1. According to the mapping rule between coloring and the SCM construction, a structured Φ with two nonzero entries in the (3, 4) and (5, 2) positions is obtained. That is, two interconnection links (z 31 , v 21 ) and (z 12 , v 31 ), as illustrated in Fig. 3(b) , are sufficient to eliminate ustable UFMs. From Fig. 3(b) , there is no input-unreachable λ-cycles. Hence, there is no UDMs in the NDS associated with Fig. 3(b) . Since the rest (possible) UFMs are stable, for 'almost all' well-posed numerical Φ 0 ∈ [Φ], the obtained NDS Σ(Φ 0 ) is stabilized. To validate it, assign random weights to the nonzero entries of Φ. Using the PBH test, we observe that all uncontrollable modes of the obtained NDS are fixed at λ = −1, which means that the NDS can be stabilized. Now suppose our goal is to find the minimal SCM to construct a structurally controllable NDS. Continuing the above procedure, let λ 3 = −1. Following a similar procedure described above, we get J grd = {1, 3, 5} in Step 1 of Algorithm 1 with J 1 = {3, 5, 7, 11}, J 2 = {3, 5, 7, 9, 11}, J 3 = {1, 5, 7, 9, 11} in line 7 of Algorithm 1. The associated graphs G(J 1 , J 2 ) and G col before and after coloring are given in Figs. 4 (c) and (d) . The corresponding interconnection topology is illustrated in Fig. 3(c) , which shows that no input-unreachable λ-cycles exist. Hence, the obtained SCM making the NDS structurally controllable has three nonzero entries, which are the (5, 2), (1, 4) and (3, 4) positions of Φ. By exhaustive search, such interconnection topology is the optimal one using the minimal number of links to achieve structural controllability.
VIII. CONCLUSIONS
In this paper, we reinvestigate the structural controllability of NDSs. We permit the presence of parameter uncertainties both in subsystem dynamics perturbed by LFT and in subsystem interconnections, and each subsystem may have high-order, heterogeneous dynamics. By a novel result on structural controllability of the LFT parameterized plant, we establish necessary and sufficient conditions for the NDS to have UFMs, UDMs, and to be structurally controllable, respectively. These conditions only impose arithmetic calculations on each individual subsystem, thus can be verified efficiently. Moreover, these conditions give intuitive insight on how subsystem input-output relations and subsystem uncontrollable modes generically influence the network controllability. Based on them, the minimal design for subsystem interconnection topology to achieve structural controllability is considered. A two-stage algorithm is proposed, which has low complexity and provable performance bounds. Further research includes studying more generic properties for an NDS with parameter uncertainties, like the generic dimension of controllable subspaces, structural controllability under switching topology [10] , etc.
APPENDIX A GENERAL COMPLEXITY OF STRUCTURAL CONTROLLABILITY VERIFICATION WITH PARAMETER INTERDEPENDENCY
In this appendix, we discuss the general computation complexity of structural controllability verification when the coefficient matrix of a variable is not restricted to be rank-one. Specifically, for the pair in (7) we set A zv ≡ 0 and equivalently write the following linearly parameterized (A, B) as in [1] :
where A i ∈ R n×n and B i ∈ R n×q are constant matrices, and s 1 , ..., s k are free parameters.
Definition 5 (RP, [3] ): In complexity theory, randomized polynomial time (RP) is the complexity class of problems for which a random algorithm exists with: (i). it always runs in polynomial time in the input size; (ii). if the correct answer is YES, it returns YES with probability at least 1/2; if the correct answer is NO, then it always returns NO.
Lemma 11 ([29] ): Let f (s 1 , ..., s t ) be a multivariate polynomial of variables {s 1 , ..., s t } with real coefficients that is not the zero polynomial. Let V be an arbitrary finite set of R. d is the total degree of f (s 1 , ..., s t ) (i.e., the highest degree of one monomial). Then, if d ≤ |V|, f (a) = 0 for at least (|V| − d)|V| t−1 arrays out of all a ∈ V t . From Lemma 11, the following proposition is obtained. 2 }. Then, randomly choose an array (s 1 , ..., s k ) ∈ V k , with probability at least 1/2, the obtained numerical (A, B) of (20) is controllable. That is, verifying the structural controllability of (20) is RP, provided that eigenvalues of a matrix are available in polynomial time.
Proof: According to [14] , a numerical (A, B) is controllable if and only if extended controllability matrix C with dimension n 2 × n(n + q − 1) defined in (21) is of FRR. 
If (A, B) in (20) is structurally controllable, there exists at lest n 2 columns of C, the set of whose column indexes is denoted by K, such that detC K can't be identically zero. Let d be the total degree of detC K . It's obvious that d ≤ n 2 . Notice that also, the degree of s i in detC K is bounded by
thus d ≤ knr max . According to Lemma 11, choose randomly an element (s 1 , ..., s k ) from V k , the probability of detC K = 0, given by P , satisfies
Note that verifying whether (A, B) in (20) is controllable can be done using the PBH test with polynomial time complexity, provided that eigenvalues of A are available in polynomial time. By definition 5, the result follows. From Proposition 8, it can be seen that, if the cardinality of V tends to be sufficiently large, the probability in (22) will tend to be 1. In other words, Proposition 8 quantifies the statement that controllability is a generic property by measuring the cardinality of the parameter space and the probability of controllability for a randomly chosen system. On the other hand, under the generally believed conjectures [3] that RP=P and P = NP, it indicates that verifying the structural controllability of (A, B) of (20) should not be NP-hard, and there should be some derandomized algorithm that can do this efficiently. Unluckily, the following result reveals the hardness of finding such deterministic algorithm.
Theorem 3: If one can deterministically verify whether the system in (20) is structural controllable in polynomial time (or even in sub-exponential time), then either (i) NEXP ⊂ P\poly or (ii) Permanent is not computable by polynomial-sized arithmetic circuits.
The definitions of complexity classes NEXP and P\poly could be referred to e.g., [3] and [28] . Permanent of an n×n matrix M is the sum of products of all elements over all matchings with size n of the digraph associated with M . Theorem 3 means that finding a deterministic algorithm to verify structural controllability of (20) in polynomial time or even in sub-exponential time, is at least as hard as proving the open problem in arithmetic circuits stated in this theorem. Although it is generally believed that NEXP ⊂ P \ poly and Permanent requires super-polynomial size circuits [3] , it is also commonly agreed that we are far away from proving these lower bounds [28] . Nevertheless, for the case where [A i , B i ] has arbitrary rank, some efficient random algorithms, or black-box algorithms [28] , [29] , could be adopted.
To prove Theorem 3, we leverage a special problem in arithmetic circuit complexity, called the symbolic determinant identity testing problem (SDIT) [13] , i.e., given a square matrix M whose entries are either a constant integer or a variable (one variable may appear more than once), determining whether det M is zero. By reducing the general SDIT to a special instance of structural controllability verification problem, we complete the proof with the following Lemma 12. Notice that Theorem 3 is not contradictory to the main results of this paper, as SDIT for rank-one case can be deterministically solved in polynomial time (while for the general high-rank case such problem is still open) [28] .
Lemma 12 ([13] , [28] ): If SDIT can be solvable in polynomial time (or even in sub-exponential time), then either (i) NEXP ⊂ P\poly or (ii) Permanent is not computable by polynomial-sized arithmetic circuits.
Proof of Theorem 3:
Let B be an arbitrary matrix with dimension n×n, whose entries is either a constant integer or a variable. Let A = I n . It's obvious that (A, B) has the form of (20) , and all the coefficient matrices can be obtained in polynomial time. Then, by the PBH test, (A, B) is structurally controllable, iff det B is not identically zero. This means that verifying the structural controllability of (A, B), is at least as hard as the SDIT on B. By Lemma 12, the result follows.
APPENDIX B PROOFS OF SOME TECHNICAL RESULTS
Proof of Lemma 5: Without loss of generality, denote cycles C 1 and C 2 by
and has a length no more than p − 1. Suchfor any j ∈ C 1 , [G zv (λ)∆ − I, G zu (λ)] R1,C1∪C2\{j} corresponds to the digraph obtained after deleting all the outgoing edges from vertex z j in D. According to the reachability of z j , there is a u i ∈ U such that a path from u i to z j exists in D. Denote
Following a similar analysis of Lemma 6, the path P and the self-loops with weights −1 of vertices Z\{z i1 , ..., z i d−1 , z j } constitute a matching with size k, denoted by C P . Such matching corresponds a term with the monomial s i1 s i2 ... 
d , then a path from u i to x j always corresponds to a cycle in Lemma 5. Hence, the monomial s i1 s i2 ...
Proof of Lemma 8: Suppose there exists a zero of [G zv (λ)∆ − I, G zu (λ)] depending on S, denoted by λ * . Then, similar to [21, Lemma 5.3] , it suffices to see λ * as a transcendental element over R, since λ * depends on the algebraically independent set S = {s 1 , ..., s k }. Choosing the square sub- 
. From the construction of T Σ andT Σ , it can be validated straightforward that there exist input-unreachable λ-cycles in T Σ , iff there exist input-
has the same sparsity pattern as U col{g
has the same sparsity pattern as col{g
} . We will show thatT Σ and L Σ have the same properties w.r.t. the existence of λ-cycles and their input-reachability by leveraging the correspondence in sparsity pattern between U col{g
To this end, denote the set of vertices of L Σ by W ∪ U with W = {w 1 , ..., w k } and U = {u 1 , ..., u Mu }. Suppose there is a λ-cycle in L Σ , denoted by
) is a λ-edge without loss of generality. Moreover, suppose that there is a path from u i * 0 ∈ U to w i * r ∈ {w i1 , ..., w is }, and denote such path by are both nonzeros, j = 1, ..., r, and the k j−1 -th entries of g ij and u ij−1 are nonzeros, too, j = 1, ..., s. It further leads to that the
This indicates that there are a sequence of edges
can always be found from these edges, and such λ-cycle is input-reachable.
Since every step of the above analysis is invertible, the direction that a (input-reachable) λ-cycle inT Σ indicates the existence of a (input-reachable) λ-cycle in L Σ follows a similar way. This further leads to the statements of Proposition 4.
Proof of Lemma 9: The necessity of (i) can be directly derived from Theorem 1 of [39] , [41] . The necessity of (ii) can be validated by contradiction: if M z < max 1≤i≤m M ri , ρ(M(Q 1 ) ∩ M(Q 2 )) ≤ M z < max 1≤i≤m M ri , which never satisfies the condition of Proposition 5. The necessity of (iii) is a direct derivation of condition 1) of Corollary 1 and the construction of T i .
To show the sufficiency, let Φ full be the SCM full of free parameters. Notice that if (i) of Lemma 9 is satisfied, [Y ij , Z ij ] is FRR whenever m rij > 0 by using Lemma 2 inversely, which means that Q 2i is FRR. Suppose zu (λ)|| 0 > 0, it can be validated that Φ full is sufficient to make all λ-edges in the corresponding n-ACG T Σ input-reachable. Therefore, Φ full satisfies both conditions of Corollary 1, which is a feasible solution to Problem 1.
Proofs of Proposition 6 and Lemma 10 : We put both proofs together as they follow the same argument. The sketch is to find an instance of Problem 1 (Problem (17) ) that is equivalent to the NPhard minimal controllability problem in [23] . The latter problem is determining the minimal number of actuated states for a given state transfer matrix to ensure controllability [23] . Consider an NDS Σ with two subsystems Σ 1 and Σ 2 . The parameters: for a given integer n, let A (1) xx ∈ R n×n be a state transfer matrix with no repeated eigenvalues whose associated minimal controllability problem is NP-hard, whose construction can be referred in [ Proof of Theorem 2: In the following, Φ * denotes the optimal solution to Problem (17) , Φ ′ the returned solution by Algorithm 1, Φ opt denotes the optimal solution to Problem 1.
Feasibility: For the obtained G col in the last iteration of Step 2 of Algorithm 1, we say a vertex is k-colored, if it is assigned with k different colors, 1 ≤ k ≤ M rmax . Let every vertex of G(J 1 , ..., J m ) has the same colors as the corresponding vertex of G color . Considering the subgraph of G(J 1 , ..., J m ) induced by J i for every i = 1, ..., m, denoted by G Ji , its vertices compose of either 1-colored vertices or k + -colored vertices for some k + > 1. Recall that a vertex is k + -colored only if it has at least M z differently 1-colored neighbors. Hence, the vertices in J i ∩ B are all 1-colored as they are colored at the beginning of the coloring process. According to the rule (19) , all those k + satisfies k + ≥ M ri . As a result, it can be seen that, there always exists one combination of M ri colors in G Ji , denoted by J This means that Φ ′ is feasible for Problem (17) . 
