Indexing protein structures has been shown to provide a scalable solution for structure-to-structure comparisons in large protein structure retrieval systems. To conduct similarity searches against 46,075 polypeptide chains in a database with real-time responses, two critical issues must be addressed, information extraction and suitable indexing. In this paper, we apply computer vision techniques to extract the predominant information encoded in each 2D distance matrix, generated from 3D coordinates of protein chains. Distance matrices are capable of representing specific protein structural topologies, and similar proteins will generate similar matrices. Once meaningful features are extracted from distance images, an advanced indexing structure, Entropy Balanced Statistical (EBS) k-d tree, can be utilized to index the multidimensional data. With a limited amount of training data from domain experts, namely structural classification of a subset of available protein chains, we apply various techniques in the pattern recognition field to determine clusters of proteins in the multi-dimensional feature space. Our system is able to recall search results in a ranked order from the protein database in seconds, exhibiting a reasonably high degree of precision.
I. INTRODUCTION
Proteins are constructed by one or more polypeptide chains that fold into complicated 3D structures.
With different structures, proteins are able to perform specific functions in biological processes. To study the structure-function relationship, biologists have a great demand on protein structure retrieval systems for searching similar 3D structures. To measure the similarity of two protein chains, protein structure retrieval systems are required to perform structure-to-structure comparison. Dynamic programming techniques for 1D-based sequence comparison such as Needleman-Wunsch algorithm [14] and Smith-Waterman algorithm [22] are usually applied to find a structural alignment for two 3D protein chain structures using various heuristics. The task of structural alignment has a proven complexity of NP-hard [7] . Generally, structural alignment algorithms such as CE and DALI are computationally expensive [9] , [19] .
The structural comparison problem in a protein structure retrieval system has been studied in several computational biology literatures. Can et al. [3] applies differential geometry knowledge on protein 3D structure for extracting signatures such as curvature, torsion and secondary structure type. Camogla et al. [2] builds an indexing structure based on secondary structure elements triplets by using R * -tree. Chionh et al. [5] propose SCALE algorithm to compare protein 3D structures based on angle-distance matrices that utilize angles and distances between secondary structure elements. Shindyalov et al. [19] study combinatorial extension heuristics to speedup structural alignment on their CE search engine. Holm et al. [9] performs the structural alignment algorithm on 2D distance matrices and implements FSSP/DALI server. Majority of these works use structural alignment algorithms to find similar chains.
With the advent of new technologies such as synchrotron radiation sources and high-resolution nuclear magnetic resonance (NMR), a great amount of new protein structures have been discovered in recent years. Till November 25th, 2003, a primary structural database, Protein Data Bank (PDB) [24] , contains 23,379 protein structures. For the fact that each protein has either one or multiple polypeptide chains, there are 46,075 protein chain structures without considering small chains that have less than 20 C α atoms. In the future, we expect protein structures will grow at least at linear rate. Finding similar chains in a large database creates a great challenge to maintain efficiency. Therefore, it is not rare to see a 2 structure search take days to return the results from public databases.
We propose a fast protein structure retrieval system with high performance and high accuracy based on using an advanced tree structure, EBS k-d tree [18] , to index distance matrix. The spatial relationship of structural coordinates can be uniquely transformed into a symmetric matrix whose elements represent the distance of every two points in its 3D structure. By indexing signatures extracted from distance matrix such as histograms and textures, structural comparisons become finding nearest neighbors in the feature space. Efficiency is reached by traversing through EBS k-d tree structure to find similar chains with low computational complexity. In a protein structure retrieval system, one operating constraint to be considered is that the number of amino acid in similar protein chains should be comparable. Two polypeptide chains with high structural similarity usually can find a superimposition that has good match in 3D space. That is, two chains with big variant sizes should be penalized as dissimilar structures. In multi-dimensional feature space, each protein chain structure is represented by a data point. The entire PDB database [24] will be mapped into 46,075 points. Without proper feature extraction process, similar structures will have a great chance to overlap chains with dissimilar shapes and result in decreasing overall precision. The problem is focused on looking for good features that can separate chains with low structural similarity and cluster those with similar shapes.
In this work, we construct an indexing structure to avoid exhaustively chain structure alignments.
Our major contribution is to propose an efficient protein structure retrieval system by using signatures extracted from 2D distance matrices for structural comparisons. A characteristic 3D structure with two segments of points spatially close to one another will form unique low-attenuation blobs in its distance matrix. With the knowledge that similar structures have similar blobs arrangements in distance matrices, we partition upper-triangular matrix into several bands parallel to its diagonal. Due to special shapes of blobs in each band, 46,075 chain structures will not have serious overlapping in the feature space and maintain a high retrieval accuracy. Typically, searches executed in the distributed system, shown in Fig.   1 , respond with the ranked result set in 10 seconds or less. This response time includes query distance matrix generation, feature extraction, index searching and ranking, and network latency. Our testing data achieved an average retrieval precision, using Equation 1, of 78.6% for recall of 10%. This paper is organized as the following. In Section II, we introduce the system architecture. Section III discusses the concept of protein structures via their 3D and 2D representatives. Section IV describes image partition and images features. Section V illustrates database indexing techniques. Our experimental results and system interface are shown in Section VI. Finally, we conclude this paper with possible future works in Section VIII.
II. SYSTEM ARCHITECTURE An important aspect of our retrieval system is the distributed nature, more precisely, the distribution of computational tasks. Various architectures of distributed Java database schemes have been reported in literature, such as [13] and [17] . Our retrieval system, as shown in Figure II implementation of the Resource Directory guarantees a constant time response to a Client Module, is independent of the degree of parallelism of the index in the distributed system. Hence, regardless of the number of times the given index is replicated across the system scalability is not degrading to performance. Another important role of the Resource Directory is to serve as the load balancer for the distributed system. We currently implement a Round-Robin method to delegate Distributed Index Agents in a cyclic order.
The Distributed Index Agents form the core retrieval mechanism of the distributed database system. Each Distributed Index Agent holds a single copy of a database index, responding to remote queries with a ranked result set of the desired size. As a query arrives, the search through the index is directed based on binary decisions at each level in the index. Once the target leaf is reached. The result set returned to the Client Module contains both the external identifier, i.e. protein chain structure identifier, and the database features of the protein. The degree of logical parallelism is not entirely limited based on the physical resources, multiple replications of a single index can exist independently on a single multiprocessor machine. This robustness allows the system to be distributed both logically and physically, and not restrained by the number of physical servers available.
III. PROTEIN BACKBONE STRUCTURE
Proteins are constructed by long amino acid sequences, each of which has exactly one C α atom.
The backbone structure of proteins is one common way to present their specific folds by plotting all coordinates of C α atoms in 3D space. Due to the fact the backbone of some proteins is separated into numerous polypeptide chains, we are interested in chain-by-chain structural comparison. For the kth chain, which has n amino acids, its backbone can be defined as
is a 3D coordinate vector of i th C α atom in k. The major concern in structural comparison is on the criterion to measure the similarity of two chains. The superimposition of two chains with high structural similarity can have a good backbone structure match. The spatial relationship between every pair of C α atoms from one chain, such as Euclidean distance, should have a close match in another similar structure [9] .
Applying dynamic programming concepts in sequence comparison with some heuristics, algorithms are focused on finding an alignment, which stands for the chain segment with structural match. The alignment length, N A , which is the total number of amino acids within alignment and Root Mean Square Deviation (RMSD) are two parameters which are normally used for similarity measurement. The most similar two chains have the biggest N A value with the smallest RMSD. Generally, algorithms which are used to structurally align two polypeptide chains have high computational demands. For discovering the most similar chain, they are required to perform pairwise comparison to 46,075 protein chains. To reduce the computational complexity, a higher level comparison method is proposed by Can et al. [3] by transforming the chain structure into 3D spline and then use it to extract signatures, such as curvature, and torsion. Similar chains can generate splines which have similar signatures. After screening out dissimilar structures, the alignment algorithm is only performed on chains with signatures in common. Besides 3D spline, another approach to represent backbone structure is to transform 3D coordinates into 2D distance matrix, which has been used to compare protein structure in Distance Alignment Algorithm (DALI) [9] .
The matrix is generated by calculating the distance between every pair of C α atoms in the same protein.
Backbone structure Ω k can be transformed into n × n distance matrix, M k . Each element of matrix,
, represents the distance between C k α,i and C k α,j .
IV. FEATURE EXTRACTION
By mapping 3D protein structures into 2D distance matrices, we can analyze the 2D matrices and do further structure comparison based on the patterns in the matrices. Our assumption is protein chains from the same family should have similar visual patterns in their 2D distance matrices. To pictorially explain this assumption, Fig. 2 shows matrices from two families that have visually similar matrices within each family. The values in the distance matrices are treated as grey levels of image pixels. Based on this assumption, we utilized a suit of computer vision algorithms [16] to extract meaningful features from the matrices and use these features to search the database. In this paper, we define distance images as a synonym of distance matrices. There is a rich history of image based matching and retrieval since early 80's [4] . In the past decade, many research groups have made great contribution in finding relevant features. Smeulders et al. [21] has a comprehensive survey for most of the content-based image retrieval (CBIR) systems developed prior to 2000.
A. Image partitioning
The relationship between 3D structures and 2D distance matrices needs to be studied for extracting good signatures. First, low-attenuation blobs in distance images correspond to two segments in the backbone structure occurring spatially close to one another in 3D space. When the superimposition of two chains that finds a match, the shape and location of blobs are similar in their 2D images. Second, blobs in the upper-right corner region of the distance images, A and A in Fig. 3 (a) and (c), occur when the head of a chain structure is close to its tail and form a particular ring shape. Third, by partitioning a distance image into four bands, parallel to the diagonal, blobs in each band region show that their ring structure in Fig. 3(b) . Another ring structure in Fig. 3(d) illustrates the blob B in Fig. 3 The global features are computed for the entire upper triangles of distance images. The first one is the binary thresholding value by applying the Otsu algorithm [15] . This algorithm is based on the assumption that a histogram is a mixture of two Gaussian classes and that the optimum threshold that separates them is the ratio of between class variance and the sum of within class variances. The higher this thresholding value, the sparser the protein structure. The remaining global features are all texture related measurements using co-occurrence matrices. The co-occurrence method, first promulgated by Haralick [8] , is based on the notion that a texture can be characterized by measuring the distributions of pairs of gray levels (i, j)
that are separated by a given distance d in a given direction θ. The frequency P d,θ (i, j) is calculate by accumulating the occurrences of a pair of pixels that have grey levels (i,j) and separated by a distance d with direction θ.
Using the co-occurrence matrix, the following texture measures are computed for each distance image:
As expressed above, each texture measure depends on the distance d and the orientation θ. What that means is that a measure such as entropy measures the mutual entropy associated with the gray levels that are separated by physical distance d at orientation θ. If all pairs of gray levels thus separated in space were to occur with equal likelihood, the entropy for such d and θ would be large. On the other hand, if a particular pair of gray levels predominated, then the entropy would be close to zero. Similarly, the contrast measure the average value of the squared difference |i − j| 2 for pixels separated by d at angle θ. In many natural domains, distance images being one example, the textures are not oriented along any particular direction and for such domains no particular purpose is served by retaining the theta dependence in the texture measures. In our work, we therefore compute the above mentioned measures θ = 0, 45, 90, 135, 180, 225, 270, and 315 • , and take the averages over these angles. We also use the size of the protein chain to speed up the structure retrieval if comparable size of chains are expected in the results. Table I lists 25 features used in this paper. The first step is to reduce dimensionality of the data set, if possible. Many feature selection methods exist [23] , we chose to build an EBS k-d tree with the training data for feature selection. Analyzing the index, a subset of discriminant features is determined as the union of all internal nodes' decision features.
After this analysis, we were able to reduce our protein structure feature vectors to 23 dimensions. This is an important step, since the complexity of the EBS k-d Tree building algorithm is a function of the data dimensionality and the number of clusters [18] . Once the full protein structure data set and training subset have been reduced in dimensionality, we apply the partial labeled data clustering techniques detailed in Subsection A. This step is important since the the EBS k-d Tree requires the classification labels during the index building process. After the clustering, the entire data set will be labeled data and the full EBS k-d Tree can then be built.
A. Clustering Partially Labeled Protein Chains
The size of our protein database is 46, 075 3D proteins chain structures. A consequence of a data collection this size is the time it would take for a domain expert to identify each protein. By utilizing unsupervised learning techniques, we are able to apply limited domain knowledge, provided by an expert for some subset of the data, in order to automatically label the remainder of the data set. The general premise is to learn estimates of the density and shape of known classes, Θ. The estimated parameters are then used to determine membership of the entire data set in the various known, or labeled, protein families.
After all protein chains have been clustered with the training classes, proteins meeting a threshold are labeled, and separated into the output file. The remaining protein chains remain un-labeled and becomes a working set S. This set is further processed to continue the clustering. The most difficult task at this stage is identifying the number of clusters that exist in S. We utilize a process similar to agglomerative clustering techniques [23] to determine the quantity and approximate locations of the remaining clusters in the high dimensional space. The general process is to examine each point in the data, and generate an estimate of the prototype of the cluster that each point belongs to. This generates a large set of prototypes, many extremely close together in the high dimensional space. Our agglomerative approach continually combines prototypes that are close, until a stopping criteria is met. The stop criteria is dynamically determined by the training data, specifically, prototypes are joined until no prototypes are closer than the median spread of the training data clusters. Incrementally, prototypes are combined until all the prototypes are spread more than the minimum spread value of the training data. This threshold is increased up to the median spread value, continually joining prototypes.
Once the prototypes have been discovered for the remaining unknown clusters, we use these as initialization of Possibilistic c-Means (PCM) clustering [10] , [23] . Additionally, we can use the training data to estimate the shapes of the clusters, for additional PCM initialization. The PCM algorithm [10] is converged, with periodic updates of the cluster shape approximations. Once a possibilistic partition, U P CM , has been found for the data, an threshold firm labeling is applied and the data written to file. All data that fails to pass the threshold for all clusters, become a noise class and are labeled together. Our collection of protein chains resulted in 533 final clusters, including the original 131 training classes.
B. Searches into the EBS k-d tree
Given any feature vector generated from a protein, as described in Section IV, retrieving similar proteins from the EBS k-d Tree is reasonably efficient. A search into the EBS k-d Tree simply compares a single feature value at each level in the index, determining the path based on a series of binary choices. Once the leaves of the index are reached, the protein data is collected and sorted based on k-dimensional similarity to the search vector. When the search reaches a leaf that lacks sufficient data to populate the result set, the search must move to other leaves to continue collecting data. The EBS k-d tree links leaf nodes to their neighbors in k-dimensional space using a graph structure. It uses a priority queue linking structure for the data leaves, effectively creating a weighted directed-edge graph among the leaf nodes [18] . This provides a precise ordering of traversal for searches that must leave the original destination leaf to acquire additional proteins. Given a dense and highly overlapping data space, the leaf nodes will tend to form a single large graph encompassing the entire leaf population. In the case of a high degree of separability, disjoint graphs may form. We consider this an advantage, as it is logical to not return results that would have to cross a large amount of unpopulated data space. The search process yields the sorted result set of the N most similar protein chains to the query.
VI. EXPERIMENTAL RESULTS
In this section, we will investigate two major performance measurements in protein structure retrieval A crucial measure of system performance is an evaluation of the retrieval precision. The primary need for precision testing is to obtain numerous sets of mutually similar protein chain structures that were not included in the training data. For each testing class t that has n t protein chains, all proteins are queried against the database and given the ranked result set, r. We calculated the precision of each query using
i/s(r, i) min(n r , n t )
.
In Equation (1), s(r, i) returns the rank of the i th element of t in r and min(n r , n t ) is the number of either the result size or the total size of the class tested. In contrast to [5] , where the precision is a simple ratio of hits over result size, the precision of Equation (1) favors correct retrieval higher in the ranked results. Table II demonstrates the precision values that will be generated based on result sets in the first column. Observe that the simple ratio, maintains .75, while the precision from Equation (1) decreases as the incorrect retrieval increases in ranking.
To conduct our precision experiments, we use 50 blind test classes. For each test class, we generate precision measurements across recall for each protein chain structure in the class. Specifically, we query the database for 10% incremental result sizes until we reach complete class recall for each protein. Fig. 5 provides as plot of the average retrieval precision, as the recall rate increases. Here the recall rate is the the ratio of result set size over the total number of protein chain structures of similar classification. As expected, the precision decreases as the rate of recall increases. This can be attributed to the overlapping nature of the protein chain structures in the feature space, as the result set size grows, it is increasingly probable that misclassifications will occur. All precision tests were conducted as blind tests, precisely, the testing classifications were not included as part of the training data. The top line of Fig. 5 To evaluate the retrieval efficiency, we focus on measuring retrieval response time. The protein structure retrieval system has been implemented on a Linux Redhat system with Quad Xeon III 550MHz /2MB cache processors and 2GB RAM. Client workstation is built on Windows XP with single Intel Pentium IV 2.4G 533Mhz/512KB cache CPU and 512MB RAM. Without considering network delay in 100 Mbps LAN, we record the response time of searching each protein chain in our testing data and calculate average response time based on different chain sizes. The system performance is shown in Fig. 6 . As we expect, system response time is increased with the protein chain size. When the protein length increases, the computational demands on memory and CPU increase for feature extraction. Our current maximum length of testing protein chain, 566 C α atoms, completes its search in 10 seconds.
(a) (b) 
VII. WEB INTERFACE
We have implemented a web-based interface to allow users to retrieve similar protein structures through the Internet with two input options, PDB id and 3D coordinates files. In a mirror database from Protein Data Bank (PDB) [24] , each known protein chain structure can be uniquely identified by its PDB id.
When new structures have been discovered recently without any protein id, users can submit their 3D coordinate files that follows PDB format. After verifying correct file format, protein backbone structure will be displayed in the interface first. Fig. 7(a) shows the 3D backbone structures for protein chain 1o7j A. Then 3D coordinates are mapped into a 2D matrix for the feature extraction and retrieval processes. A result set of ranked structures are returned to the user. To visualize the quality of search results, the 3D superimposition view of the query structure and the retrieval result is displayed to the users. Fig. 7(b) presents the top 4 th result, 1hg0 A, and the superimposition of a query protein chain 1o7j A in our interface.
VIII. CONCLUSION AND FUTURE WORK
To learn structure-function relationships in the protein universe, biologists are demanding an efficient system to retrieve similar protein chains, especially for new structures that have been discovered recently.
It is clear that concurrent structure comparison and retrieval systems are not able to meet the need of life science researchers in finding relevant structures for further study. In this paper, we propose several computer vision algorithms to extract 25 important features using 2D distance matrices that are generated from protein 3D backbones. We also utilize a scalable indexing structure, EBS k-d tree, to index each protein chain in the multi-dimensional feature space. Experimental results shows our protein structure retrieval system can achieve reasonably good performance in both efficiency and accuracy.
The various components of the distributed system architecture can be further examined for possible improvements. Refinements will be explored for the Resource Directory's load balancing mechanism. As well, optimizations in the implementation of the Distributed Index Agents and the Client Modules will be investigated.
We expect that increasing the amount of training data during the partial clustering phase will greatly improve upon the precision. An ideal situation would have all protein chain structures labeled by a domain expert. However, given the volume of data, and the rate at which modern technology reveals new protein chain structures, this is becoming increasing unlikely. Therefore, the protein chain structure data clustering based on knowledge of a subset of the complete data is important. Another future endeavor that would be beneficial, would be an in-depth examination of training clusters in feature space. Numerous methods can be used to analyze the training classes, plotting various dimensions of the data against each
