The authors are considering a system to assist a lookout on ships using cameras. In this research, we propose a method of tracking offshore vessels continuously by using a PT (Pan-Tilt) camera. Radar and AIS (Automatic Identification System) are mounted on the ship as equipment to assist a lookout. Radar is essential and widely used in order to obtain information around own ship and find other vessels. However, it is not a perfect device and has some faults, for example, non-detection small vessels under the influence of the noise caused by sea clutter and so on. Also, AIS is not mounted on all vessels and information on AIS is not always trustworthy. In view of these reasons, a lookout by crews is indispensable. But there is a possibility of overlooking and many marine accidents with an insufficient lookout have occurred. We believe that a system that assists a lookout using cameras is thought to be effective in suppressing marine accidents. Previous studies have dealt with wide-angle images when monitoring offshore vessels. On the contrary, zoom images are effective on gazing at a specific vessel or obtaining detailed information, such as bow direction and moving direction. However, the orientation of the camera is necessary to be controlled because the field of view becomes narrow when it zooms. Furthermore, when gazing at the vessels continuously, the orientation of the camera must be directed to the target vessel. Therefore, we propose a fundamental method of controlling the orientation of the camera so that the vessel is located at the center of the image continuously. In this paper, we mainly describe a method to track a vessel on the image sequence, control theory of the camera orientation and the experimental results of real-time camera control to track a vessel.
Introduction
The authors are considering a system to assist a lookout on ships using cameras. In this research, we propose a method of tracking offshore vessels continuously by using a PT (Pan-Tilt) camera. Radar and AIS (Automatic Identification System) are mounted on the ship as equipment to assist a lookout, on the other hand, a lookout by crew is indispensable. As an example, the correspondence relationship between the echo of the radar and the actual vessel is determined by comparing the radar screen with visual information. At this time, if the target vessel is far, visual confirmation and tracking are conducted continuously by using binoculars. However, confirmation of correspondence takes a few seconds, and a look out cannot be done widely while using binoculars. In order to solve these problems, we propose a system that automatically determines correspondence between the echo of the radar and the actual vessel by using cameras and continuously displays them on the monitor and the radar screen. Human error is inevitable, and there is a possibility of overlooking. In fact, many marine accidents cause by an insufficient lookout have occurred. If the proposed system is realized, it can be expected to contribute to the safe navigation as a system to assist a lookout of offshore vessel at a navigation bridge. In addition, it can be utilized monitoring from land such as a marine transportation center. Furthermore, it is expected to be possible a remote control of the ship by installing radar and camera on the ship, so that sending information to the land in real time.
In previous research, attempts of automatic detection, tracking, and position measurement of offshore vessels by using cameras have been reported. These studies have dealt with fixed cameras and wide-angle images. Although this method can monitor widely, it is a problem that monitoring cannot be continued when the target vessel protrudes from the screen. Also, just like enlarging the target vessel using the binoculars, enlarging images is effective on gazing at a specific vessel or obtaining detailed information, such as bow direction and moving direction. Considering the steering decision, early recognition is required as far away as possible, so we believe that it is essential to use a zoom function. However, the field of view becomes narrow by enlarging images, so a zoom function is unsuitable for monitoring widely. Therefore, in order to realize monitoring widely and enlarging the target vessel, it is necessary to control the orientation of the camera and track the target vessel.
Therefore, we propose a method of enlarging the target vessel and controlling the orientation of the camera for tracking the target vessel. In this paper, we describe a perspective of the proposed system, a method to track a vessel on the image sequence, control theory of the camera orientation and the experimental results of real-time camera control to track a vessel.
Outline of the Proposed System
The proposed system aims to determine the correspondence relationship between the echo of the radar and the actual vessel automatically and display on the monitor and the radar screen continuously by using radar, fixed omni-stereo camera, and PT camera. The configuration of the proposed system is shown in Fig1. The left side blocks of the figure have been realized and will be closely described in this paper while those of right side are future plans.
First, the target is selected manually from the radar screen or camera monitor. Or a vessel that takes a dangerous course to own ship is automatically selected using the information of radar ARPA. Next, the orientation of the PT camera is controlled toward the target direction. In case of selecting the target from the radar, the camera image is enlarged according to the distance to the target by radar information, and vessels are detected from the image. When multiple vessels are detected here, these positions are measured by stereo camera and compared with the radar information in order to determine the correspondence relationship between selected and detected vessels. In case of selecting the target from the monitor, it is enlarged according to the size of the target on the image. The control of the PT camera for tracking the target can utilize both radar information and visual tracking. Because radar data are generally updated every 6 seconds, the orientation control does not work for vessels sailing near the camera at high speed. On the other hand, it is sometimes difficult to continue visual tracking when the target is occluded by some object. Therefore, a method of tracking mainly employs visual tracking, and it adopts radar data as a subsidiary. In order to track some number of vessels at the same time, some number of this systems are required.
In this paper, we verified the left side of Fig. 1 as the first stage to realize the proposed system. First, the target is selected manually from the PT camera monitor, and a rectangular area is generated. Next, the orientation of the PT camera is controlled so that the vessel is located at the center of the image continuously, and the target is enlarged. An example of selecting the tracking target and enlarging is shown in Fig.2 . Thereafter, the target is tracked by visual tracking, and the orientation of the PT camera is controlled according to the movement of the tracking target. Fig.3 shows an example in which the orientation of the PT camera is controlled to follow the movement of the vessel. In this research, we employed a visual tracking method implemented as KCF (Karnelized Correlation Filter) tracker in Open CV, which is the open source computer vision library. It is an implementation of the reference [1] which is extended to KCF with color-names features [2] . Visual tracking methods can be classified into the generative model and the discriminative model. The generative model searches for region that are most similar to the target image. This is based on templates or subspace models. The discriminative model finds a boundary that distinguishes between the target and the background. This is employed in tracking-by-detection method, where a discriminative classifier is trained online using sample patches of the target and the surrounding background. Several algorithms have been proposed as trackingby-detection method. The KCF tracker learns a kernelized least squares classifier a target from a single image patch, and exploits the circulant structure that appears from the periodic assumption of the local image patch. On the other hand, there is room for improvement regarding its accuracy because it is used gray scale processed. Therefore, the reference [2] improves the tracking accuracy by expanding the use of color attributes to the KCF tracker. However, there is a problem that calculation load increases by using color attributes. In order to solve this problem, KCF reduces the calculation load by adopting the calculation method that solves 11-dimensions as 2-dimensional problem. Thus, while maintaining high-accuracy tracking, operation is realized at more than 100 fps. For these reasons, KCF was adopted as a method of visual tracking.
Control of the Camera Orientation
To locate the vessel continuously at the center of the image, the control theory of the PT camera orientation is explained below. 
Where the u x is the input of the system and is the incremental speed [pixel/s] of the motion in the x direction given to the pan head device. In order to set � � � � and to eliminate steadystate error, an optimum servo system is constructed. Therefore, using an error signal e( k ), the expansion system is expressed as:
where,
The theory of the optimum regulator is applied to Eq. (2). A feedback vector � � �� � � � � � � is derived so that the evaluation function J expressed by Eq. (6) is minimized.
Note that q 1 , q 2 , q 3 , and r are positive real numbers, and they express weight of each state variable and input in the evaluation function. Appropriate values of these weight are obtained by simulation and experiment in Section 5. The input to the system is expressed by
In an actual system, it is difficult to observe the value of v x �k�. Therefore, a method of estimating it by using observer is adapted. The state variables of observer are determined z 1 and z 2 . Base on that, an observing system expressed as Eq. (8) is constructed and simulated at the computer.
The value of v x �k� can be estimated by z 2 (k) of this observing system when k is 2 or more. Up to here, the control of the PT camera orientation in the x direction (pan) was explained. In the same way, the control in the y direction (tilt) can be done.
Weight of the Evaluation Function
The values of weight in the evaluation function, q 1 , q 2 , q 3 and r shown in Eq. (6) are obtained by simulation and experimentation. In the simulation, the initial value of x is determined 0, and desired value of d x is determined 200 pixels. Under this condition, the transient response of x and v x are observed when each of the parameters are changed. It is desirable that the x value converges to the desired value quickly, but if the v x value becomes too fast, it may become impossible to track on the image sequence. Therefore, it is necessary to decide an appropriate value with this balance. As an example of simulation, the response of x and v x are shown in Fig.5 and Fig.6 . In this simulation, the values of weight are determined as follows: q 1 =0.1, q 2 =1 and r =100, and the value of q3 is changed as follows: 0.0001, 0.001, 0.01, 0.1 and 1. From the results in Fig.5 , it can be seen that the value of x converges to the desired value faster as the value of q 3 is larger. On the other hand, from the results in Fig.6 , the v x rises to about 170 pixel/s at the maximum when q3=1 and an object on the image could not always be tracked at the speed from the preliminary experiment. Therefore, q3=0.01 was determined from the results of simulation and laboratory experiments. The other values of weight are determined in the same way. Finally, the value of q 1 , q 2 , q 3 and r is determined as 0.1, 1, 0.01 and 100, respectively.
Experiments
The experiments to control the orientation of the PT camera by real-time tracking of offshore vessels were performed at the Akashi Strait by setting experiment devices on quay. The experiments were performed by using a pan head device, Pan-Tilt Unit E46 produced by FLIR Systems, Inc. and a 2/3-inch CMOS sensor camera, VCXU-51 produced by Baumer Co., Ltd. Our approach was implemented in Visual Studio 2015 Community and Open CV 3.20, and performed on a PC with an Intel Core i7-6500U 2.50GHz CPU and 8GB RAM. In the experiment, images of 2448×2048 pixels were taken at an interval of 100 ms. These were reduced to 612×512 pixels and displayed. In case of 2x zoom, the area of 1224×1024 pixels at the center of the image was reduced to 612 × 512 pixels. In case of 4x zoom, the area of 612 × 512 pixels at the center of the image was displayed. When using the automatic zoom function, switching to 2x zoom and 4x zoom was done automatically when the target entered the area of 123×103 pixels in the center of the image. The size of the tracking area was set to 64 × 32 pixels. Lenses were 16mm and 35mm in focal length, and the horizontal angle of view were 29 degrees and 13 degrees, respectively. A total of 25 cases of experiments were conducted. Here are two examples of the results. The following results are explained in the image coordinate with the origin at the top left of the image, which is different from the origin described in Section 4. In this case, the target was tracked for 30 seconds under 16 mm lens was applied and the zoom function was not applied. Fig.7 shows the trace of the target on the image. Fig.8 shows a transition of the error between the position of the target and the center of the image. The initial position of the target was (537, 257). From the results, it is controlled to be located in the center of the image promptly and smoothly from the initial position, and it can be seen that it is positioned continuously in the center of the image. Moreover, the experimental results were compared with the simulation results as shown in Fig.8 . In the simulation, the initial position of the target was set to the same as that of the experiment. As the figure shows, the experimental result almost agrees well with the simulation results. Therefore, it is concluded that the camera control in the experiment can be operated as theory expects.
An Example of Experimental Result: Case2
This case is an example of tracking for a long time, shown in Fig.2 and Fig.3 . The target was tracked for 180 seconds under 35 mm lens was applied and the image was enlarged up to four times. Fig.9 and Fig.10 are the experimental results. The initial position of the target was (366, 227). The fluctuation can be seen between the initial position and the center of the image. This is because the target was enlarged as shown in Fig.2 and its position changed discontinuously. In addition, the control was reset at the time. However, the target vessel was soon located and kept at the center of the image. Fig.11 shows horizontal angular velocity commanded to the camera and the pan angle from the initial orientation. The result in Fig.11 indicates that the camera panned 43 degrees while tracking for 180 seconds. In another example, we also confirmed that the camera continued tracking a vessel while panning 155 degrees.
Conclusion
In this paper, a system to assist a lookout on ships using cameras in cooperation with a radar system was proposed at first. The crews can monitor the vessel to which they have to pay attention using the system. In order to realize the system, a method to track a vessel on the image sequence, control theory of the camera orientation and the experimental results of real-time camera control to track a vessel, were described. It was confirmed that the proposed camera control theory worked well from the results of experiments and simulations and we could track a vessel during enough time. However, when there exist some number of vessels in the same image, tracking may not be maintained. In order to cope with this case, we need to reconsider the method of image tracking and use of radar information. In the future, we will employ a zoom control method that automatically decide magnification of the image so that a vessel can be watched at the optimum size. Furthermore, we will adopt radar information and omnidirectional stereo measurement, and aim for improvement of tracking accuracy. Finally, we would like to construct a total system to realize safer marine transportation. This work was supported by JSPS KAKENHI Grant Number, 15K06620. 
