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THE RATIONAL SCHUR ALGEBRA
RICHARD DIPPER AND STEPHEN DOTY
Abstract. We extend the family of classical Schur algebras in type A,
which determine the polynomial representation theory of general linear
groups over an infinite field, to a larger family, the rational Schur alge-
bras, which determine the rational representation theory of general linear
groups over an infinite field. This makes it possible to study the ratio-
nal representation theory of such general linear groups directly through
finite dimensional algebras. We show that rational Schur algebras are
quasihereditary over any field, and thus have finite global dimension.
We obtain explicit cellular bases of a rational Schur algebra by a de-
scent from a certain ordinary Schur algebra. We also obtain a description,
by generators and relations, of the rational Schur algebras in character-
istic zero.
Introduction
A theme of contemporary representation theory is to approach representa-
tions of infinite groups (e.g. algebraic groups) and related algebraic struc-
tures through finite-dimensional algebras. For instance, the polynomial rep-
resentation theory of general linear groups over an infinite field has been
profitably studied from this viewpoint, through the Schur algebras. In that
particular case, the efforts of various researchers culminated in [E, Theorem
2.4], which showed that the problem of computing decomposition numbers
for such general linear groups is equivalent to the same problem for sym-
metric groups. (Half of that equivalence was known much earlier; see [Jam,
Theorem 3.4].)
The aim of this paper is to extend the classical Schur algebras SK(n, r) to a
larger family SK(n; r, s) of finite-dimensional algebras, enjoying many similar
properties as the Schur algebras, which can be used to directly approach all
the rational representations (in the defining characteristic) of the general
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linear groups over an infinite field, in the same way that the classical Schur
algebras approach the polynomial representations.
The paper is organized as follows. In §1 of the paper, some general lem-
mas, needed later, are proved. The reader should probably skip §1 and refer
back as needed. We formulate the main definitions and formalisms, along
with some basic results, in §§2–3. These two sections may be regarded as an
extension of Green’s book [G2] to the more general context considered here.
One new feature is the emergence of an infinite dimensional algebra SK(n)z
which is useful for grading the rational representations of the general linear
group GLn(K) (K an infinite field). These infinite dimensional algebras are
obtained as an inverse limit of rational Schur algebras, and they may be of
independent interest. Moreover, each rational Schur algebra SK(n; r, s) is a
quotient of SK(n)r−s. For fixed n > 2, as r, s vary over the set N of non-
negative integers, the family of SK(n; r, s)-modules is precisely the family of
rational GLn(K)-modules.
In §4 we give some combinatorial descriptions of the set π = Λ+(n; r, s)
of dominant weights defining each rational Schur algebra. In §5 we show
that the rational Schur algebras are generalized Schur algebras, in the sense
of [Do]. It follows that rational Schur algebras are always quasihereditary
when taken over a field, so have finite global dimension. In §6 we describe
how to obtain cellular bases for rational Schur algebras, by a descent from
an ordinary Schur algebra. In §7 we formulate a presentation of SK(n; r, s)
by generators and relations (when K has characteristic zero) along the same
lines as the earlier result [DG2] for SK(n, r).
In §8 we consider Schur–Weyl duality and describe the action of a certain
algebra B
(n)
r,s centralizing (in characteristic zero) the action of the general
linear group GLn(K) on mixed tensor space EK
⊗r ⊗ E∗K
⊗s. Thus we can
regard SK(n; r, s) as the centralizer algebra
SK(n; r, s) = EndB(n)r,s (EK
⊗r ⊗ E∗K
⊗s)
at least when n > r + s and K has characteristic zero. The restrictions (on
characteristic and n) are believed unnecessary.
1. General lemmas
1.1. Let Γ be any semigroup and K an infinite field. Denote by KΓ the K-
algebra of K-valued functions on Γ, with product ff ′ of elements f, f ′ ∈ KΓ
given by s→ f(s) f ′(s) for s ∈ Γ. Given a representation τ : Γ→ EndK(V )
in a K vector space V , the coefficient space of the representation is the
subspace cfΓ V of K
Γ spanned by the coefficients {rab} of the representation.
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The coefficients rab ∈ K
Γ are determined relative to a choice of basis va
(a ∈ I) for V by
(1.1.1) τ(g) vb =
∑
a∈I
rab(g) va
for g ∈ Γ, b ∈ I. The envelope of the representation τ is the subalgebra of
EndK(V ) generated by the image of τ . As we shall show below, the notions
of coefficient space and envelope, associated to a given representation τ , are
dual to one another, at least when V is of finite dimension.
To formulate the result, let KΓ be the semigroup algebra of Γ. Elements
of KΓ are sums of the form
∑
g∈Γ agg (ag ∈ K) with finitely many ag 6= 0.
The group multiplication extends by linearity to KΓ. Note that KΓ is also
a coalgebra, with comultiplication given on generators by x → x ⊗ x, and
counit by x → 1, for x ∈ Γ. The given representation τ : Γ → EndK(V )
extends by linearity to an algebra homomorphism KΓ→ EndK(V ); denote
this extended map also by τ . Obviously the envelope [V ]Γ is simply the image
τ(KΓ). In other words, the representation τ factors through its envelope:
there is a commutative diagram
(1.1.2)
KΓ
τ //
"" ""D
DD
DD
DD
DD
EndK(V )
[V ]Γ
, 
99ttttttttt
in which the leftmost and rightmost diagonal arrows are a surjection and
injection, respectively. Taking linear duals, the above commutative diagram
induces another one:
(1.1.3)
(KΓ)∗ EndK(V )
∗τ
∗
oo
yyyyss
ss
ss
ss
ss
[V ]Γ
∗
2 R
ddHHHHHHHHH
There is a natural isomorphism of algebras (KΓ)∗ ≃ KΓ, given by restricting
a linear K-valued map on KΓ to Γ; its inverse is given by the process of
linearly extending a K-valued map on Γ to KΓ. Note that the algebra
structure on (KΓ)∗ comes from dualizing the coalgebra structure on KΓ.
Now we are ready for the aforementioned result.
Lemma 1.2. The coefficient space cfΓ(V ) may be identified with the image
of τ ∗, so there is an isomorphism of vector spaces [V ]Γ
∗ ≃ cfΓ V . Moreover,
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if V has finite dimension, then [V ]Γ ≃ (cfΓ V )
∗, again a vector space isomor-
phism. In that case (dimK V <∞) the first isomorphism is an isomorphism
of coalgebras and the second is an isomorphism of algebras.
Proof. We prove the first claim. Relative to the basis va (a ∈ I) the algebra
EndK(V ) has basis eab (a, b ∈ I), where eab is the linear endomorphism of
V taking vb to va and taking all other vc, for c 6= b, to 0. In terms of this
notation, equation (1.1.1) is equivalent with the equality
(1.2.1) τ(g) =
∑
a,b∈I
rab(g) eab.
Let e′ab be the basis of EndK(V )
∗ dual to the basis eab, so that e
′
ab is the linear
functional on EndK(V ) taking the value 1 on eab and taking the value 0 on
all other ecd. Then one checks that τ
∗ carries e′ab onto rab. This proves that
cfΓ(V ) may be identified with the image of τ
∗. From the remarks preceding
the statement of the lemma, the rest of the claims now follow immediately.
Note that the coalgebra structure on [V ]Γ
∗ is that induced by dualizing the
algebra structure on [V ]Γ, and similarly, the algebra structure on (cfΓ V )
∗ is
induced by dualizing the coalgebra structure on cfΓ V . (See the discussion
following 3.1 ahead for more details on the latter point.) 
Remark 1.3. The first statement of the lemma shows, in particular, that
the coefficient space of a representation does not depend on a choice of basis
for the representation.
We include the following lemma since we need it later and we are unaware
of a reference.
Lemma 1.4. (a) Suppose Γ is a group. For any finite dimensional KΓ-
module V we have an isomorphism (cfΓ(V
∗))opp ≃ cfΓ(V ) as coalgebras.
(b) Given a coalgebra C, let Copp be its opposite coalgebra. Then (Copp)∗ ≃
(C∗)opp as algebras. That is, the linear dual of the opposite coalgebra may
be identified with the opposite algebra of the linear dual.
Proof. (a) The isomorphism is given by r˜ab → rab where the rab ∈ K
Γ are
the coefficients of V . The rab satisfy the equations
(1.4.1) gub =
∑
a∈I rab(g)ua
for all g ∈ Γ, where (ub) (b ∈ I) is a chosen basis of V . The r˜ab are the
coefficients of V ∗ with respect to the dual basis, satisfying r˜ab(g) = rab(g
−1)
for all g ∈ Γ.
The rab span cfΓ(V ) and satisfy
(1.4.2) ∆(rab) =
∑
c∈I rac ⊗ rcb
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for each a, b ∈ I. A calculation shows that the r˜ab (which span cfΓ(V
∗))
satisfy
(1.4.3) ∆(r˜ab) =
∑
c∈I r˜cb ⊗ r˜ac.
The opposite coalgebra structure is the one in which the tensors on the right
hand side of the preceding equality are reversed in order. This proves part
(a) of the lemma.
(b) This is easily checked and left to the reader. 
2. The categories MK(n; r, s), MK(n)z
2.1. Let n > 2 be an integer and K an arbitrary infinite field. Henceforth
we take Γ = GLn(K), the group of nonsingular n× n matrices with entries
in K. The vector space KΓ of K-valued functions on Γ is naturally a (com-
mutative, associative) K-algebra with product ff ′ of elements f, f ′ ∈ KΓ
given by s→ f(s) f ′(s) for s ∈ Γ. The group multiplication Γ× Γ→ Γ and
unit element 1→ Γ induce maps
(2.1.1) KΓ
∆
−−−→ KΓ×Γ, KΓ
ε
−−−→ K
given by
(2.1.2) ∆(f) = [(s, t)→ f(st), s, t ∈ Γ], ε(f) = f(1)
and one easily checks that both ∆, ε are K-algebra maps. There is a map
(tensor products are always taken over K unless we indicate otherwise)
(2.1.3) KΓ ⊗KΓ → KΓ×Γ
determined by the condition f ⊗ f ′ → [(s, t)→ f(s) f ′(t), all s, t ∈ Γ]. This
map is injective and we use it to identify KΓ ⊗KΓ with its image in KΓ×Γ.
Thus we regard KΓ ⊗KΓ as a subspace of KΓ×Γ.
2.2. We will need certain elements of KΓ. For 1 6 i, j 6 n, let cij ∈ K
Γ
be defined by cij(A) = the (i, j) entry of the matrix A ∈ Γ. Similarly, let
c˜ij ∈ K
Γ be defined by c˜ij(A) = cij(A
−1) for A ∈ Γ. Let d ∈ KΓ be given
by d(A) = detA for A ∈ Γ. Note that d−1 ∈ KΓ; that is, d is an invertible
element of KΓ. The assumption that K is infinite ensures that the {cij} are
algebraically independent amongst themselves; similarly for the {c˜ij}. By
elementary calculations with the definitions one verifies:
∆(cij) =
∑
k
cik ⊗ ckj; ε(cij) = δij;(2.2.1)
∆(c˜ij) =
∑
k
c˜kj ⊗ c˜ik; ε(c˜ij) = δij;(2.2.2)
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∆(d) = d⊗ d; ε(d) = 1.(2.2.3)
Here δ is the usual Kronecker delta: δij is 1 if i = j and 0 otherwise.
By applying cij to the usual expression in terms of matrix coordinates for
gg−1 = 1 = g−1g (g ∈ Γ) one verifies that
(2.2.4)
∑
k
cikc˜kj = δij =
∑
k
c˜ikckj.
The following formal identities also hold:
d =
∑
π∈Sn
sign(π) c1,π(1) · · ·cn,π(n);(2.2.5)
d−1 =
∑
π∈Sn
sign(π) c˜1,π(1) · · · c˜n,π(n)(2.2.6)
where sign(π) is the signature of a permutation π in the symmetric group
Sn on n letters.
2.3. By Cramer’s rule, each c˜ij is expressible as a product of d
−1 with
a polynomial expression in the variables cij (1 6 i, j 6 n). Thus, the
subalgebra A˜K(n) of K
Γ generated by all cij together with d
−1 coincides
with the subalgebra of KΓ generated by the all cij and all c˜ij. From formulas
(2.2.1) and (2.2.2) it follows that ∆A˜K(n) ⊂ A˜K(n)⊗ A˜K(n); hence A˜K(n)
is a bialgebra with comultiplication ∆ and counit ε. Actually, A˜K(n) is a
Hopf algebra with antipode induced from the inverse map Γ→ Γ; by (2.2.4)
the antipode interchanges cij and c˜ij. As Hopf algebras, we identify A˜K(n)
with the affine coordinate algebra K[Γ]. Let AK(n) be the subalgebra of
A˜K(n) generated by all cij ; this is the subspace spanned by all monomials
in the cij and it we identify it with the algebra of polynomial functions on
Γ. Clearly, A˜K(n) is the localization of AK(n) at d.
2.4. Given nonnegative integers r, s let A˜K(n; r, s) be the subspace of A˜K(n)
spanned by all products of the form
∏
i, j(cij)
aij
∏
i, j(c˜ij)
bij such that
∑
aij =
r and
∑
bij = s. Then A˜K(n; r, s) is for each r, s a sub-coalgebra of A˜K(n).
(Use the fact that ∆ is an algebra homomorphism.)
Clearly A˜K(n) =
∑
r,s A˜K(n; r, s). Because of (2.2.4) this sum is not
direct; in fact for any r, s we have for each 1 6 i 6 n inclusions
(2.4.1) A˜K(n; r, s) ⊂ A˜K(n; r + 1, s+ 1)
since by (2.2.4) any f ∈ A˜K(n; r, s) satisfies f = f
∑
k cikc˜ki and f =
f
∑
k c˜ikcki, and the right hand side of each equality is a sum of members of
A˜K(n; r + 1, s+ 1).
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2.5. Let I(n, r) denote the set of all multi-indices (i1, . . . , ir) such that
each ia lies within the interval [1, n], for a = 1, . . . , r. Set I(n; r, s) =
I(n, r) × I(n, s). Given a pair (I, J) of elements of I(n; r, s), say I =
((i1, . . . , ir), (i
′
1, . . . , i
′
s)), J = ((j1, . . . , jr), (j
′
1, . . . , j
′
s)), we write
(2.5.1) cI,J = ci1,j1 · · · cir ,jr c˜i′1,j′1 · · · c˜i′s,j′s
which is an element of A˜K(n; r, s). In fact, the set of all such elements cI,J
spans A˜K(n; , r, s) as (I, J) vary over I(n; r, s)×I(n; r, s). When working with
this spanning set, one must take the following equality rule into account:
(2.5.2) cI,J = cL,M if (I, J) ∼ (L,M)
where we define (I, J) ∼ (L,M) if there exists some (σ, τ) in Sr × Ss
such that I(σ, τ) = L, J(σ, τ) = M . Here Sr × Ss acts on the right on
I(n; r, s) = I(n, r)× I(n, s) by
((i1, . . . , ir), (i
′
1, . . . , i
′
s))(σ, τ) = ((iσ(1), . . . , iσ(r)), (i
′
τ(1), . . . , i
′
τ(s)))
The equality rule above states that the symbols cI,J are constant onSr×Ss-
orbits for the above action of Sr ×Ss on I(n; r, s)× I(n; r, s).
Even after taking this equality rule into account, the spanning set de-
scribed above is not a basis of A˜K(n; r, s), since the set is not linearly in-
dependent. One could obtain a basis of ‘bideterminants’ for A˜K(n; r, s), by
dualizing the procedure in §6 ahead.
2.6. Bidegree and degree. We let MK(n; r, s) denote the category of fi-
nite dimensional KΓ-modules V whose coefficient space cfΓ(V ) (see 1.1) lies
in A˜K(n; r, s). (The morphisms between two objects V, V
′ in MK(n; r, s)
are homomorphisms of KΓ-modules.) Objects in MK(n; r, s) afford ratio-
nal representations of the algebraic group Γ = GLn(K). In fact, the rational
representations of Γ are precisely the KΓ-modules V for which cfΓ(V ) is
contained in A˜K(n). We call objects ofMK(n; r, s) rational representations
of Γ of bidegree (r, s). Note however that the bidegree of a rational repre-
sentation is not well-defined, since if V is an object ofMK(n; r, s) then V is
also an object of MK(n; r + 1, s+ 1). But it is easy to see that every finite
dimensional rational KΓ-module has a unique minimal bidegree; this is the
bidegree (r, s) such that V belongs toMK(n; r, s) but V does not belong to
MK(n; r − 1, s− 1).
Given an integer z > 0 set A˜K(n)z =
⋃
t>0 A˜K(n; z+t, t) and set A˜K(n)−z =⋃
t>0 A˜K(n; t, z + t). Then there is a direct sum decomposition
(2.6.1) A˜K(n) =
⊕
z∈Z A˜K(n)z
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and each summand in this decomposition is a sub-coalgebra of A˜K(n). A
finite dimensional rational KΓ-module is said to be of rational degree z ∈ Z
if its coefficient space lies in A˜K(n)z. Note that if V is a homogeneous
polynomial module of degree r then its rational degree is also r. Thus the
notion of degree just defined for rational modules extends the corresponding
notion as usually defined for polynomial representations.
If V is infinite dimensional such that V is a union of finite dimensional
rational submodules each of degree z, then we say that V has degree z.
Let MK(n)z be the category of rational KΓ-modules V of (rational) de-
gree z, for any z ∈ Z. (Again morphisms are just KΓ-module homomor-
phisms.) Obviously MK(n; r, s) is a subcategory of MK(n)r−s for any r, s.
The equality A˜K(n) =
∑
r,s A˜K(n; r, s) shows that as r, s vary, the cate-
goriesMK(n; r, s) taken together comprise all of the rational representations
of Γ. We have the following more precise result (compare with [G2, (2.2c)]).
Theorem 2.7. Let V be a rational KΓ-module.
(a) V has a direct sum decomposition of the form V =
⊕
z∈Z Vz, where Vz
is a rational KΓ-submodule of V of degree z.
(b) For each z ∈ Z, Vz is expressible as a union of an ascending chain of
rational KΓ-submodules as follows:
(i) If z > 0 then Vz is the union of a chain of the form Vz,0 ⊂ Vz+1,1 ⊂
· · · ⊂ Vz+t,t ⊂ · · · where each Vz+t,t is a rational KΓ-module of
bidegree (z + t, t).
(ii) If z 6 0 then Vz is the union of a chain of the form V0,−z ⊂ V1,−z+1 ⊂
· · · ⊂ Vt,−z+t ⊂ · · · where each Vt,−z+t is a rational KΓ-module of
bidegree (t,−z + t).
Proof. (a) The decomposition in (a) follows from a general theorem on co-
modules; see [G1, (1.6c)].
(b) Let Vr,s in case r− s = z be the unique maximal KΓ-submodule of Vz
such that cfΓ Vr,s ⊂ A˜K(n; r, s). 
In other words, part (a) says that every rational representation of GLn(K)
is a direct sum of homogeneous ones, where we call objects of MK(n)z
(z ∈ Z) homogeneous of (rational) degree z.
3. The rational Schur algebra SK(n; r, s)
Theorem 2.7 shows that each indecomposable rational KΓ-module V is ho-
mogeneous; i.e., V ∈ MK(n)z for some z ∈ Z. Thus one may as well
confine one’s attention to homogeneous modules. Set SK(n)z = (A˜K(n)z)
∗.
Since A˜K(n)z is a K-coalgebra, SK(n)z is a K-algebra in the standard way.
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The algebra SK(n)z is in general infinite dimensional. Since our main goal
is to approach the rational representations of Γ through finite dimensional
algebras, we make the following definition.
Definition 3.1. The rational Schur algebra, denoted by SK(n; r, s), is the
K-algebra A˜K(n; r, s)
∗ = HomK(A˜K(n; r, s), K), with multiplication induced
from the coproduct ∆ on A˜K(n; r, s).
The product of two elements ξ, ξ′ of SK(n; r, s) is computed by first taking
the tensor product ξ ⊗ ξ′ of the two maps. This gives a linear map from
A˜K(n; r, s)⊗ A˜K(n; r, s) to K⊗K. By identifying K⊗K with K we regard
the map ξ ⊗ ξ′ as taking values in the field K; it is customary to write
ξ⊗ξ′ for this slightly altered map. Finally, by composing with ∆ we obtain
a linear map from A˜K(n; r, s) to K; i.e., an element of SK(n; r, s). So the
product ξξ′ is given by
(3.1.1) ξξ′ = (ξ⊗ξ′) ◦∆.
Products in SK(n)z are computed in a similar way.
Since A˜K(n; r, s) is defined by a finite spanning set, it and its dual SK(n; r, s)
are finite dimensional, for any r, s. Note that the restriction of ε to A˜K(n; r, s)
is the identity element of SK(n; r, s).
For each r, s the inclusions A˜K(n; r, s) ⊂ A˜K(n)r−s and (2.4.1) induce
surjective algebra maps
(3.1.2) SK(n)r−s → SK(n; r, s), SK(n; r + 1, s+ 1)→ SK(n; r, s).
In fact, for z ∈ Z it is clear A˜K(n)z is the union of one of the two chains
(3.1.3)
A˜K(n; z, 0) ⊂ A˜K(n; z + 1, 1) ⊂ · · · ,
A˜K(n; 0,−z) ⊂ A˜K(n; 1, 1− z) ⊂ · · ·
according as z > 0 or z 6 0. It follows that SK(n)z is the inverse limit of
the corresponding dual chain of rational Schur algebras
(3.1.4) SK(n)z ≃


lim
←− t
SK(n; z + t, t) if z > 0;
lim
←− t
SK(n; t, t− z) if z 6 0.
Since the rational Schur algebras determine the algebras SK(n)z in this sim-
ple way, it makes sense to focus our attention on them instead of the more
complicated infinite dimensional SK(n)z.
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3.2. J.A. Green [G2] formulated the notion of a (classical) Schur algebra
SK(n, r) for Γ = GLn(K), extending some results of Schur’s dissertation from
characteristic zero to arbitrary characteristic. By definition, SK(n, r) is the
linear dual of a coalgebra AK(n, r); here AK(n, r) is simply the span of all
monomials in the cij of total degree r. Note that the classical Schur algebras
in Green’s sense are included among the rational Schur algebras: the classical
Schur algebra SK(n, r) is just the rational Schur algebra SK(n; r, 0). This
follows immediately from the equality AK(n, r) = A˜K(n; r, 0).
3.3. Following [G2, 2.4], for each g ∈ Γ let eg ∈ SK(n; r, s) be determined
by eg(c) = c(g) for any c ∈ A˜K(n; r, s). We have egeg′ = egg′ for any g, g
′ ∈ Γ;
moreover, e1 = ε. Thus by extending the map g → eg linearly one obtains a
map e : KΓ→ SK(n; r, s), a homomorphism of K-algebras.
Any f ∈ KΓ has a unique extension to a linear map f : KΓ → K.
As discussed in §1, this gives an identification KΓ ≃ (KΓ)∗. With this
identification, the image of an element a =
∑
ag g of KΓ under e is simply
evaluation at a: e(a) takes c to c(a) for all c ∈ A˜K(n; r, s).
Proposition 3.4. (a) The map e : KΓ→ SK(n; r, s) is surjective.
(b) Let f ∈ KΓ. Then f ∈ A˜K(n; r, s) if and only if f(ker e) = 0.
(c) Let V be a finite dimensionalKΓ-module. Then V belongs toMK(n; r, s)
if and only if (ker e)V = 0.
Proof. See [G2, 2.4b,c]. The arguments given there are also valid in the
current context. 
The proposition shows that the category MK(n; r, s) is equivalent to the
category of finite dimensional SK(n; r, s)-modules. An object V in either
category is transformed into an object of the other, using the rule:
(3.4.1) av = e(a)v, (a ∈ KΓ, v ∈ V ).
Since both actions determine the same algebra of linear transformations on
V , the concepts of submodule, module homomorphism, etc., coincide in the
two categories.
3.5. Let EK be the vector space K
n, regarded as column vectors. The
group Γ = GLn(K) acts on EK , on the left, by matrix multiplication; this
action makes EK into a rational KΓ-module. The linear dual space E
∗
K =
HomK(EK , K) is also a rational KΓ-module, with g ∈ Γ acting via (gf) =
[v → f(g−1v), v ∈ EK ]. Now if vi (1 6 i 6 n) is the standard basis of EK ,
i.e. vi is the vector with a 1 in the ith position and 0 elsewhere, and if v
′
i
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(1 6 i 6 n) is the basis dual to the vi, then we have
(3.5.1) gvj =
∑
i
cij(g)vi, gv
′
i =
∑
j
c˜ij(g)v
′
j
which shows that cfΓ(EK) is the subspace of K
Γ spanned by the cij and
cfΓ(E
∗
K) is the subspace ofK
Γ spanned by the c˜ij. Thus cfΓ(EK) = A˜K(n; 1, 0)
and cfΓ(E
∗
K) = A˜K(n; 0, 1).
It is well known that coefficient spaces are multiplicative, in the following
sense: if V,W are two representations of Γ, then cfΓ(V⊗W ) = (cfΓ V )(cfΓW ),
where the product is taken in the algebra KΓ. From this and the preceding
remarks it follows immediately that
(3.5.2) A˜K(n; r, s) = cfΓ(EK
⊗r ⊗ E∗K
⊗s).
Now by Lemma 1.2 it follows immediately that
(3.5.3) SK(n; r, s) ≃ [EK
⊗r ⊗ E∗K
⊗s]Γ;
i.e., the rational Schur algebra in bidegree r, s may be identified with the
envelope of the representation of Γ on mixed tensor space EK
r,s := EK
⊗r ⊗
E∗K
⊗s. So we may identify SK(n; r, s) with the image of the representation
(3.5.4) ρK : KΓ→ EndK(EK
r,s).
3.6. Next we obtain an alternative description of the rational Schur alge-
bras, as a quotient of the hyperalgebra UK . This will ultimately lead to a
proof that rational Schur algebras are generalized Schur algebras.
Set UQ = UQ(gln), the universal enveloping algebra of the Lie algebra
gln, over the rational field Q. The space EQ is naturally a UQ-module, with
action induced from the Γ-action (the action of gln is given by left matrix
multiplication if we view elements of EQ as column vectors). The dual space
E∗Q is also a UQ-module in the usual way, by regarding it as the dual module
for the Lie algebra gln, with action
(x · f)(v) = −f(xv), all x ∈ gln, f ∈ E
∗
Q, v ∈ EQ;
(this is the action induced from the Γ-action), and so EQ
r,s = EQ
⊗r ⊗ E∗Q
⊗s
is naturally a UQ-module.
It follows from the Poincare´–Birkhoff–Witt theorem that UQ is generated
as an algebra by elements (which we shall denote by the same symbols)
corresponding to the matrices Xij (1 6 i, j 6 n) in gln. Here, for any
1 6 i, j 6 n, Xij = (δikδjl)16k,l6n is the n × n matrix with a unique 1 in
the ith row and jth column, and 0 elsewhere. We set Hi := Xii for each
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i = 1, . . . , n. We shall need the Kostant Z-form UZ, the subring (with 1) of
UQ generated by all
(3.6.1)
X
p
ij
p!
(1 6 i 6= j 6 n);
(
Hi
q
)
(1 6 i 6 n)
for any integers p, q > 0.
Set EZ = Z
n = UZv1 (note that v1 ∈ EQ is a highest weight vector).
The Z-module EZ is an admissible lattice in EQ; similarly its dual space
E∗Z = HomZ(EZ,Z) is an admissible lattice in E
∗
Q. We have the equalities
EZ =
∑
Zvi and E
∗
Z =
∑
Zv′i. It is clear that there are isomorphisms of
vector spaces
(3.6.2) EK ≃ EZ ⊗Z K; E
∗
K ≃ E
∗
Z ⊗Z K
for any field K. This induces an isomorphism of vector spaces
(3.6.3) EK
r,s ≃ EZ
r,s ⊗Z K
where EZ
r,s = EZ
⊗r⊗Z E
∗
Z
⊗s for any r, s. For any field K, set UK = UZ⊗ZK.
We have actions of UK on EK , E
∗
K , EK
r,s induced from the action of UZ on
EZ, E
∗
Z, EZ
r,s by change of base ring. Let
(3.6.4) ϕK : UK → EndK(EK
r,s)
be the representation affording the UK-module structure on EK
r,s.
Proposition 3.7. For any infinite fieldK, the rational Schur algebra SK(n; r, s)
may be identified with the image of the representation ϕK : UK → EndK(EK
r,s).
Proof. This is essentially the Chevalley group construction. Each
Xmij
m!
∈ UZ
(1 6 i 6= j 6 n) induces a corresponding element
Xmij
m!
⊗ 1 of UK . For t ∈ K
and each i 6= j let xij(t) be the element I + tXij of SLn(K), where I is
the n × n identity matrix. The action of Γ = GLn(K) on EK
r,s is given by
the representation ρK of (3.5.4). The element xij(t) acts on EK
r,s as the
K-linear endomorphism ρK(xij(t)), where
(3.7.1) ρK(xij(t)) =
∑
m>0 t
mϕK(
Xmij
m!
⊗ 1).
The sum is finite because Xij acts nilpotently on EZ
r,s. Hence for each fixed
i 6= j there exists a natural number N such that
(3.7.2) ρK(xij(t)) = 1 + tϕK(Xij ⊗ 1) + · · ·+ t
NϕK(
XNij
N !
)⊗ 1)
for all t ∈ K. Choosing N+1 distinct values t0, t1, . . . , tN for t inK (which is
always possible since K is infinite) we can solve the resulting linear system,
by inverting the Vandermonde matrix of coefficients, to obtain equalities
(3.7.3) ϕK(
Xmij
m!
⊗ 1) =
∑
k amk ρK(xij(tk))
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for certain amk ∈ K.
The elements xij(t) (1 6 i 6= j 6 n, t ∈ K) generate the group SLn(K).
Equations (3.7.1) show that the image ρK(KSLn(K)) is contained in ϕK(U
′
K)
where U′K is the K-subalgebra of UK generated by all
Xmij
m!
⊗ 1. On the other
hand, equations (3.7.3) justify the opposite inclusion. Thus we have proved
that
(3.7.4) ρK(KSLn(K)) = ϕK(U
′
K).
For the algebraic closureK ofK the group GLn(K) is generated by SLn(K)
together with the scalar matrices. Since the scalar matrices act as scalars
on EK
r,s we have the equality ρK(KGLn(K)) = ρK(KSLn(K)), as the scalar
operators are clearly already present in ρK(KSLn(K)). For general (infinite)
K we have by construction equalities of dimension:
dimK ρK(KSLn(K)) = dimK ρK(KSLn(K));
dimK ρK(KGLn(K)) = dimK ρK(KGLn(K))
and hence the natural inclusion ρK(KSLn(K)) ⊆ ρK(KGLn(K)) must be an
equality.
Moreover, UK is generated by U
′
K along with the elements
(
Hi
m
)
⊗ 1. By
restricting ϕK to the isomorphic copy of U(gl2) generated by Xij, Xji, Hi,
and Hj (for i 6= j) one can show by calculations similar to those in [DG1]
that the ϕK(
(
Hi
m
)
⊗ 1) are already present in ϕK(U
′
K). (See also 6.4 ahead;
this justifies the applicability of [DG1].) It follows that ϕK(U
′
K) = ϕK(UK),
and the proof is complete. 
We note that the algebra U′K appearing in the proof is simply the hyper-
algebra of sln, obtained from the Kostant Z-form of UQ(sln) by change of
base ring. The above proof reveals also the following.
Corollary 3.8. For any infinite field K, SK(n; r, s) is the image of the
restricted representation KSLn(K) → EndK(EK
r,s). This may be identified
with the image of the restricted representation U′K → EndK(EK
r,s).
The inverse anti-automorphism g → g−1 on Γ induces the following result,
which in particular says that SK(n; 0, s) is isomorphic with the opposite
algebra of the ordinary Schur algebra SK(n, s).
Proposition 3.9. Let K be an infinite field. For any n, r, s we have an
isomorphism SK(n; r, s)
opp ≃ SK(n; s, r).
Proof. Clearly we have an isomorphism (EK
s,r)∗ ≃ EK
r,s, as rational KΓ-
modules. Applying Lemma 1.4(a) to V = EK
s,r we obtain an isomorphism
of coalgebras (cfΓ(EK
r,s))opp ≃ cfΓ EK
s,r. Thus we have an isomorphism
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of coalgebras A˜K(n; r, s)
opp ≃ A˜K(n; s, r), and the result follows by taking
linear duals, using Lemma 1.4(b). 
4. Weights of MK(n; r, s)
4.1. Elements of the diagonal torus Tn = {diag(t1, . . . , tn) ∈ GLn(K)} act
semisimply on any object of the category MK(n; r, s), where the action is
the one obtained from the action of Γ = GLn(K) by restriction. Given an
object V in MK(n; r, s), in particular V is a rational KΓ-module, so V is a
direct sum of its weight spaces:
(4.1.1) V =
⊕
λ∈Zn
Vλ
where Vλ = {v ∈ V : diag(t1, . . . , tn) v = t
λ1
1 · · · t
λn
n v}. Here we write λ for
the vector (λ1, . . . , λn) ∈ Z
n. The set of λ for which Vλ 6= 0 is the set of
weights of V .
Alternatively, the weights may be computed by regarding V as a UK-
module. Here the zero part U0K acts semisimply on V . Moreover, U
0
K =
U0Z ⊗Z K and U
0
Z is generated by all
(
Hi
m
)
(m > 0), so the action of U0K on
any V is determined by the action of Hi⊗1, for i = 1, . . . , n. So V =
⊕
λ Vλ
where Vλ = {v ∈ V | (Hi ⊗ 1)v = λi v, for all i = 1, . . . , n}. One easily
checks that the weights (and weight spaces) in this sense coincide with the
weights in the sense of the preceding paragraph.
A weight λ ∈ Zn is dominant (relative to the Borel subgroup of upper
triangular matrices in Γ) if λ1 > λ2 > · · · > λn. The Weyl group Sn acts
on Zn by index permutation, i.e. σ λ = (λσ−1(1), . . . , λσ−1(n)), and the set of
dominant weights is a set of representatives for the orbits.
Not every element of Zn can appear in the set of weights of an object of
MK(n; r, s). The following result describes those weights that can appear.
Lemma 4.2. Let Λ(n; r, s) be the set of all λ ∈ Zn such that
∑
{λi : λi >
0} = r − t and
∑
{λi : λi < 0} = t − s for some t, 0 6 t 6 min(r, s). Let
Λ+(n; r, s) be the set of dominant weights in Λ(n; r, s).
(a) Let V be an object of MK(n; r, s). The set of weights of V is contained
in Λ(n; r, s). The set of weights of EK
r,s is Λ(n; r, s).
(b) Let π be the set of dominant weights of EK
r,s, as in the preceding section.
Then π = Λ+(n; r, s).
Proof. Let ε1, . . . , εn be the standard basis of Z
n. The weight of vi is εi,
so the weight of v′i is −εi. Thus, in the notation of 2.5, for a pair (I, J) ∈
I(n; r, s) = I(n, r)× I(n, s) the weight of
vI,J := vi1 ⊗ · · · ⊗ vir ⊗ v
′
j1
⊗ · · · ⊗ v′js
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is λ ∈ Zn such that λi is the difference between the number of occurrences
of vi and the number of occurrences of v
′
i in the tensor vI,J . So such tensors
form a basis of weight vectors for EK
r,s. The second claim in part (a) follows
immediately. And part (b) follows from the second claim in (a).
Now let V be an object ofMK(n; r, s). The weights of V are independent
of characteristic, so without loss of generality we may assume that K = C.
Then V is completely reducible (all rational GLn(C)-modules are completely
reducible).
The simple SC(n; r, s)-modules are the simple factors of EC
r,s, so their
highest weights lie in π = Λ+(n; r, s) and their weights lie in Λ(n; r, s) since
Λ(n; r, s) is stable under the Weyl group. Thus the weights of V lie in
Λ(n; r, s). This proves the first claim in (a). 
Remark 4.3. The description of π = Λ+(n; r, s) in the preceding lemma
can be used to give a combinatorial proof that the set π is saturated, in
the sense used by Donkin [Do]. This means that if µ ∈ π and λ ✂ µ (in
the dominance order on Zn; see §6.2 ahead) for some dominant λ, then
λ ∈ π. That this property holds for the set π is obvious, however. Indeed,
π is the set of weights of the module EC
r,s in MC(n; r, s), and thus is a
union of sets of weights of its simple factors. That the set of weights of
a finite dimensional simple rational CΓ-module is saturated is well known,
and unions of saturated sets are clearly saturated.
There is an alternative description of the set Λ(n; r, s). Let λ be an element
of Zn. A proper partial sum of λi’s is a sum of the form λi1 + λi2 + · · ·+ λik ,
where i1, i2, . . . , ik are distinct integers in the interval [1, n], 0 < k < n.
Lemma 4.4. Λ(n; r, s) is the set of all λ ∈ Zn satisfying the conditions
(a)
∑
λi = r − s;
(b) P ∈ [−s, r], for all proper partial sums P of λi’s.
Proof. Suppose λ ∈ Λ(n; r, s). Then λ ∈ Zn and
∑
{λi : λi > 0} = r − t,∑
{λi : λi < 0} = t − s, for some 0 6 t 6 min(r, s). In particular,
∑
λi =
r − s. Let P be a proper partial sum of λi’s. Write P = P
+ + P− where
P+ is the sum of the positive contributions to the sum P and P− is the
sum of the negative contributions. If there are no positive (resp., negative)
summands in P , then P+ (resp., P−) is defined to be 0. Then one easily
sees that P+ ∈ [0, r], P− ∈ [−s, 0], and so P ∈ [−s, r].
On the other hand, if λ satisfies conditions (a), (b) above, then in partic-
ular
∑
{λi : λi > 0} ∈ [0, r] and
∑
{λi : λi < 0} ∈ [−s, 0]. Consequently,∑
{λi : λi > 0} = r − t for some 0 6 t 6 r and
∑
{λi : λi < 0} = t
′ − s
for some 0 6 t′ 6 s. But putting the two sums together must give r − s, so
t = t′ and 0 6 t 6 min(r, s). The proof is complete. 
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4.5. There is a bijection between dominant weights and certain pairs of
partitions. Given a dominant weight λ ∈ Zn, let a pair (λ+, λ−) of partitions
be determined as follows:
(1) λ+ = (λ1, . . . , λi) where λi is the rightmost positive entry of λ; if λ
has no positive entries then λ+ is the empty partition.
(2) λ− = (−λn, . . . ,−λj) where λj is the leftmost negative entry of λ; if
λ has no negative entries then λ− is the empty partition.
In other words, λ+ is the partition of the positive entries in λ and λ− is the
partition obtained from the negative entries by writing their absolute values
in reverse order. The reader may easily check that this procedure defines
a bijection between the set of dominant weights and the set of pairs of
partitions of total length not exceeding n. The element of Zn corresponding
to a given pair of partitions (of total length not exceeding n) is obtained by
following the first partition with the negative reverse of the second, inserting
as many zeros in between as needed to make an n-tuple.
Under this bijection, the set π = Λ+(n; r, s) corresponds with the set of
all pairs of partitions such that for some 0 6 t 6 min(r, s) the first member
of the pair is a partition of r − t, the second is a partition of s− t, and the
combined number of parts in the pair does not exceed n.
5. SK(n; r, s) is a generalized Schur algebra
In this section, we prove that the rational Schur algebra SK(n; r, s) may
be identified with Donkin’s generalized Schur algebra SK(π), where π =
Λ+(n; r, s) is the (saturated) set of dominant weights occurring in EK
r,s =
EK
⊗r ⊗ E∗K
⊗s.
5.1. We recall from [Do, 3.2] that SR(π), for any integral domain R, is
constructed as UR/IR where UR = UZ⊗ZR is the hyperalgebra taken over R
and where IR is the ideal of UR consisting of all elements of UR that annihilate
every admissible UR-module belonging to π. A UR-module is admissible if it
is finitely generated and free over R; such modules are direct sums of their
weight spaces. (Weight spaces are computed using the action of the zero part
U0R = U
0
Z⊗Z R of UR, which is a set of commuting semisimple operators.) A
UR-module belongs to π if every dominant weight of the module lies in the
set π.
In particular, taking π = Λ+(n; r, s), the set of dominant weights of EQ
r,s,
we have SR(π) = UR/IR. In case R = Z we denote this algebra by SZ(n; r, s).
That it is an integral form for the rational Schur algebra is the content of
part (b) of the next result.
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Theorem 5.2. Fix n > 2, r, s > 0 and let π = Λ+(n; r, s) be the set of
dominant weights occurring in EQ
r,s. Let K be an infinite field.
(a) SK(n; r, s) = SK(π).
(b) SK(n; r, s) ≃ SZ(n; r, s)⊗Z K.
Proof. (a) Let I ′K be the kernel of the representation ϕK : UK → EndK(EK
r,s)
(see (3.6.4)). Since EK
r,s belongs to π, IK is contained in I
′
K .
Since EK , E
∗
K are irreducible Weyl modules, they are tilting modules. Thus
EK
r,s is a tilting module. (The category of tilting modules is closed under
tensor products; see [Jan, Part II, E.7].) Hence EK
r,s has a ∆-filtration; that
is, a series of submodules
0 = F0 ⊂ F1 ⊂ · · · ⊂ FM = EK
r,s
such that Fi+1/Fi ≃ ∆(λi) for each i. Here ∆(λi) is the Weyl module of
highest weight λi ∈ π.
In characteristic zero, every ∆(λ) for any λ ∈ π occurs as a filtration
quotient (in fact, as a direct summand) of a ∆-filtration; see [St]. Thus for
any K and any λ ∈ π there must be some index i such that λ = λi; in other
words, ∆(λ) is a sub-quotient of EK
r,s. It follows that the irreducible module
L(λ) of highest weight λ is a sub-quotient of EK
r,s, and that any element of
I ′K annihilates L(λ).
Hence any element of I ′K must annihilate every irreducible UK-module
belonging to π. This shows the opposite inclusion I ′K ⊂ IK . Thus IK = I
′
K
and SK(n; r, s) = SK(π).
(b) This follows from [Do, (3.2b)]. Although in that reference the alge-
braic group is semisimple, the results are equally valid in the reductive case.
Alternatively, one can use 3.8 to reduce the question to the semisimple case,
and then apply [Do, (3.2b)]. 
5.3. Note that Donkin [Do, (3.2b)] showed that the natural map IZ⊗ZR→
IR induces an isomorphism SZ(π) ⊗Z R → SR(π), for any integral domain
R. Thus it makes sense to define SR(n; r, s) for any integral domain R by
SR(n; r, s) = SZ(n; r, s) ⊗Z R. In particular, SK(n; r, s) is now defined for
any field K, not just for infinite fields.
As an immediate consequence of the preceding theorem, we obtain the
result that rational Schur algebras are quasihereditary, in the sense defined
by Cline, Parshall, and Scott [CPS]. In particular, this means that rational
Schur algebras have finite global dimension.
Corollary 5.4. SK(n; r, s) is quasihereditary, for any field K.
Proof. It easily follows from results of [Do] that any generalized Schur algebra
(over a field) is quasihereditary. 
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An alternate proof of the preceding result may be given based on the
cellular structure described in the next section.
6. Cellular bases for SK(n; r, s)
The purpose of this section is to show that every rational Schur algebra
SK(n; r, s) inherits a cellular basis from a certain ordinary Schur algebra, of
which it is a quotient.
6.1. Cellular algebras. For the reader’s convenience, we recall the original
definition of cellular algebra from Graham and Lehrer [GL].
Let A be an associative algebra over a commutative ring R, free and
of finite rank as an R-module. The algebra A is cellular with cell datum
(π,M,C, ι) if the following conditions are satisfied:
(C1) The finite set π is a partially ordered set, and for each λ ∈ π there
is a finite set M(λ), such that the algebra A has an R-basis {CλS,T }, where
(S, T ) runs over all elements of M(λ)×M(λ) and λ runs over π.
(C2) The map ι is an R-linear anti-involution of A, interchanging CλS, T
and CλT, S.
(C3) For each λ ∈ π, a ∈ A, and S, T ∈ M(λ) we have
aCλS, T =
∑
U∈M(λ)
ra(U, S)C
λ
U,T (ra(U, S) ∈ R)
modulo a linear combination of basis elements with upper index µ strictly
less than λ in the given partial order.
Note that the coefficients ra(U, S) in the expression in (C3) do not depend
on T ∈M(λ).
Suppose that A is cellular. For each λ ∈ π, let A[6 λ] (respectively,
A[< λ]) be the R-submodule of A spanned by all CµS, T such that µ 6 λ
(respectively, µ < λ) and S, T ∈ M(µ). It is easy to see that A[6 λ] and
A[< λ] are two-sided ideals of A, for each λ ∈ π. If we choose some total
ordering for the elements of π, say π = {λ(1), . . . , λ(t)}, refining the given
partial order 6 on π, setting Ai = A[6 λ
(i)] gives a chain of two-sided ideals
of A
(6.1.1) {0} ⊂ A1 ⊂ A2 ⊂ · · · ⊂ At = A
such that ι(Ai) = Ai for each 1 6 i 6 t.
Axiom (C3) guarantees that, for any T ∈ M(λ), the R-submodule of
A[6 λ]/A[< λ] spanned by all
(6.1.2) CλS,T + A[< λ] (S ∈M(λ))
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is a left A-module. We denote this A-module by ∆λT . The elements in (6.1.2)
form an R-basis of this module, so ∆λT is free over R of R-rank |M(λ)|. Thus
A[6 λ]/A[< λ] is the direct sum of ∆λT as T runs over M(λ); all these left
A-modules are isomorphic to the abstract left A-module ∆(λ) with basis CS
(S ∈M(λ)) and action given by aCS =
∑
U∈M(λ) ra(U, S)CU for any a ∈ A.
The module ∆(λ) is called a cell module.
By applying the involution ι we may decompose A[6 λ]/A[< λ] into a
similar direct sum of |M(λ)| right A-modules, all of which are isomorphic
with ι(∆(λ)). In fact, the A-bimodule A[6 λ]/A[< λ] is isomorphic with
∆(λ)⊗R ι(∆(λ)). Note that [KX] give an alternative approach to the theory
of cellular algebras based on these bimodules.
6.2. Cellular bases of SK(n, r). There are two well known cellular bases
of a classical Schur algebra SK(n, r): the codeterminant basis of J.A. Green
[G3] and the canonical basis (see [BLM]; [Du]). The former is compatible
with the Murphy basis [M1, M2] and the latter with the Kazhdan–Lusztig
basis [KL] (for the symmetric group algebra or the Hecke algebra in type A).
Both bases of SK(n, r) may be obtained by lifting the corresponding basis
from the group algebra of the symmetric group. Alternatively, the latter
basis may be realized by a descent from Lusztig’s modified form (see [Lu])
of UQ. (See [D1, §6.14] for details.)
In both cases, one takes the set π to be Λ+(n, r); this may be identified
with the set of partitions of r into not more than n parts. The partial order
on π is the reverse dominance order; i.e., we have to read 6 as ☎. Here µ☎λ
(for any µ = (µ1, . . . , µn), λ = (λ1, . . . , λn) ∈ Z
n) if
∑
16j6i µj >
∑
16j6i λj
for all i = 1, . . . , n. This is the partial order (with respect to the upper
triangular Borel subgroup) on the set of weights Zn defined by µ ☎ λ if
µ− λ is a sum of positive roots. For each λ ∈ π, the set M(λ) is the set of
row semistandard λ-tableaux, i.e., Young diagrams of shape λ with entries
from the set {1, . . . , n} such that entries strictly increase down columns and
weakly increase along rows. In both cases there is a cellular basis {CλS, T} of
SK(n, r), and in both cases the cell modules ∆(λ) are isomorphic with the
Weyl modules of highest weight λ ∈ π.
The codeterminant basis of SK(n, r) is quite simple to describe. Let ξI, J
for I, J ∈ I(n, r) be the elements of SK(n, r) described in [G2, §2.3]. For
each pair S, T of row semistandard λ-tableaux, for λ ∈ Λ+(n, r), one obtains
corresponding elements I, J ∈ I(n, r) by reading the entries in left-to-right
order across the rows of each tableau, in order from the top row to the
bottom row. Then CλS,T = ξI, ℓ ξℓ, J where ℓ = ℓ(λ) is the element of I(n, r)
corresponding to the λ-tableau with all entries in the ith row equal to i, as
i varies through the rows. That this is in fact a cellular basis follows easily
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from the straightening algorithm of Woodcock [Wo]. A q-analogue of this
straightening algorithm was given in [RMG1] and a proof of the cellularity
of the codeterminant basis can be found in [RMG2, Proposition 6.2.1]; that
same argument is valid in the q = 1 case.
6.3. The quotient map SK(n, r + (n − 1)s) → SK(n; r, s). Let C be the
category of rational KΓ-modules. There is a functor Ψ from C to C, sending
V to V ⊗ det. This is clearly an invertible functor. For any s ∈ Z we have
a corresponding functor Ψs sending V to V ⊗ det⊗s if s > 0, and sending V
to V ⊗ (det−1)⊗|s| in case s < 0. Clearly Ψ−s is inverse to Ψs for any s ∈ Z.
In fact, Ψr ◦Ψs = Ψr+s for any r, s ∈ Z, and Ψ0 is the identity functor.
Set X = Zn, regarded as additive abelian group, and consider its group
ring Z[X ], with basis {e(λ) | λ ∈ X} and product determined by e(λ)·e(µ) =
e(λ + µ) for λ, µ ∈ X . The formal character of V is the element of Z[X ]
given by chV =
∑
λ∈X(dimVλ)e(λ), where Vλ is the λ-weight space as in
§4.1. Clearly we have
(6.3.1) ch(ΨsV ) =
∑
λ∈X
(dim Vλ) e(λ+ sω)
for any V and any s. Here ω := (1n) = (1, . . . , 1) ∈ Zn. In particular, if V
is a highest weight module of highest weight λ then ΨsV is a highest weight
module of highest weight λ+ sω (for any s ∈ Z).
The existence of the quotient map is motivated by the observation that
ΨE∗K = E
∗
K ⊗ det ≃ Λ
n−1EK (as KΓ-modules or UK-modules). The ex-
istence of this isomorphism is clear from comparing the highest weight of
each module (both are irreducible in any characteristic). Thus we have an
isomorphism of rational KΓ-modules
(6.3.2) Ψs(EK
⊗r ⊗ E∗K
⊗s) ≃ EK
⊗r ⊗ (Λn−1EK)
⊗s
for any r, s > 0. The KΓ-module Λn−1EK is the Weyl module of highest
weight (1, . . . , 1, 0) ∈ Zn, and may be realized as a submodule of tensor space
EK
⊗(n−1) by means of the Carter–Lusztig construction, as the submodule
spanned by all anti-symmetric tensors of the form∑
σ∈Sn−1
(−1)sign(σ)vσ(i1) ⊗ · · · ⊗ vσ(in−1)
for any I = (i1, . . . , in−1) ∈ I(n, n− 1). See [G2, 5.2, Example 2] for details.
The above embedding γ : Λn−1EK → EK
⊗(n−1) induces a corresponding
embedding
(6.3.3) EK
⊗r ⊗ (Λn−1EK)
⊗s → EK
⊗r ⊗ EK
⊗(n−1)s = EK
⊗(r+(n−1)s)
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obtained by using the identity map in the first r tensor positions and re-
peating γ in the rest of the factors s times.
By results in §2 we have an injective map A˜K(n; r, s) → AK(n, r + (n −
1)s) given by c → c · ds for any c ∈ A˜K(n; r, s). Since d is a group-like
element, this map is a coalgebra morphism. By dualizing we therefore obtain
a surjective algebra map
(6.3.4) SK(r + (n− 1)s)→ SK(n; r, s)
for any r, s > 0 and any field K.
When n = 2 the rational Schur algebras are not new. More precisely, we
have the following result.
Proposition 6.4. The quotient map SK(2, r + s) → SK(2; r, s) is an iso-
morphism of algebras, for any r, s > 0.
Proof. This follows from the isomorphism E∗K ⊗ det ≃ EK (when n = 2).
This implies that ΨsEK
r,s ≃ EK
⊗(r+s), and it follows by taking coefficient
spaces that A˜K(2; r, s)→ AK(2, r+ s) is an isomorphism of coalgebras. The
result follows by dualizing. 
Return now to general n > 2, and let r, s > 0 be given. Given any
SK(n; r, s)-module V , we may regard V as an SK(n, r + (n − 1)s)-module
by composing the action with the quotient map SK(n, r + (n − 1)s) →
SK(n; r, s). Denote by V
′ the resulting SK(n, r + (n − 1)s)-module. It is
easy to see that V ′ is isomorphic with ΨsV = V ⊗ det⊗s, as SK(n, r +
(n − 1)s)-modules. Since the weights λ = (λ1, . . . , λn) ∈ Z
n of V satisfy
the condition λi ∈ [−s, r] for each i = 1, . . . , n it is clear that the weights
µ = (µ1, . . . , µn) ∈ Z
n of ΨsV satisfy the condition µi ∈ [0, r + s] for each
i = 1, . . . , n.
Note that if V is a highest weight module for SK(n, r+(n−1)s) of highest
weight λ, then Ψ−sV is a highest weight module for SK(n; r, s) if and only
if the weight λ satisfies the condition λi ∈ [0, r + s] for each i = 1, . . . , n.
Theorem 6.5. Let {CλS, T} be any cellular basis of the ordinary Schur algebra
SK(n, r+ (n− 1)s) such that π = Λ
+(n, r+ (n− 1)s) ordered by the reverse
dominance order ☎. Then the kernel of the quotient map SK(n, r + (n −
1)s)→ SK(n; r, s) is spanned by the set of all C
µ
S, T such that µ has at least
one part exceeding r + s.
Proof. Set A = SK(n, r + (n − 1)s). Set J equal to the sum of all ideals
A[☎µ] for µ ∈ π satisfying µi > r + s for some index i. The set of such µ
is a saturated subset π′ of π under the dominance order, and the two-sided
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ideal J , regarded as a left A-module, is filtered by ∆(ν) for ν ∈ π′. Thus J
is contained in the kernel, so SK(n; r, s) is a quotient of A/J .
The quotient A/J has a filtration by ∆(λ) with λ ∈ π − π′, and its
dimension is
∑
λ(dim∆(λ))
2 as λ runs over the set π− π′. But dim∆(λ) =
dimΨ−s∆(λ) = ∆(λ − sω), so dimA/J =
∑
µ(dim∆(µ))
2 as µ runs over
the set Λ+(n; r, s). Thus A/J has the same dimension as SK(n; r, s). The
proof is complete. 
Corollary 6.6. Under the quotient map SK(n, r + (n− 1)s)→ SK(n; r, s),
the images of all CλS, T , for λ satisfying the condition λi 6 r + s (for i =
1, . . . , n) form a cellular basis of the rational Schur algebra SK(n; r, s).
To multiply two basis elements obtained by the procedure in the corollary,
one computes their product in A = SK(n, r + (n − 1)s) expressed as a
linear combination of the other cellular basis elements, omitting any terms
belonging to the ideal J =
∑
µ∈π′ A[☎µ] (in the notation of the proof of 6.5).
Note that if the cellular basis of SK(n, r+(n−1)s) is defined over Z then
the same is true of the basis inherited by the quotient SK(n; r, s). Since
the codeterminant and the canonical bases of Schur algebras both have this
property, we see that in fact the above procedure gives cellular bases for
SZ(n; r, s) which induce via change of base ring the corresponding cellular
basis of SK(n; r, s) for each field K.
6.7. Examples. As previously mentioned, SK(n; r, 0) = SK(n, r) for any
r. By 3.9 we have an isomorphism SK(n; 0, s) ≃ SK(n, s)
opp for any s.
Moreover, by 6.4 we have SK(2; r, s) ≃ SK(2, r + s) for any r, s.
Thus the smallest interesting new example is SK(3; 1, 1). According to
6.5, this is a quotient of SK(3, 3). The Weyl modules for SK(3, 3) are
∆(3, 0, 0) dim = 10
∆(2, 1, 0) dim = 8
∆(1, 1, 1) dim = 1.
(The dimension of ∆(λ), for a partition λ ∈ Λ+(n, r), is the number of
semistandard λ-tableaux.) So SK(3, 3) has dimension 165 = 10
2 + 82 + 12.
The quotient map A = SK(3, 3) → SK(3; 1, 1) has kernel A[☎(3, 0, 0)]; the
kernel has dimension 100 and is spanned by all CλS,T for λ = (3, 0, 0) as S, T
varies over all pairs of λ-tableaux. Thus SK(3; 1, 1) has dimension 65, and
has two Weyl modules
∆(1, 0,−1) = Ψ−1∆(2, 1, 0) dim = 8
∆(0, 0, 0) = Ψ−1∆(1, 1, 1) dim = 1.
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One could at this point write out the elements of a cellular basis for SK(3; 1, 1),
indexed by pairs of semistandard µ-tableaux for µ = (2, 1, 0) and (1, 1, 1),
and compute the structure constants with respect to the basis.
The next simplest cases are SK(3; 2, 1) or SK(3; 1, 2). These are related
by SK(3; 2, 1) ≃ SK(3; 1, 2)
opp; both algebras have dimension 270. Note that
SK(3, 2, 1) is a quotient of SK(3, 4) while SK(3; 1, 2) is a quotient of SK(3, 5),
according to 6.5.
Now Λ+(3, 4) = {(4, 0, 0), (3, 1, 0), (2, 2, 0), (2, 1, 1)}. The Weyl modules
for SK(3, 4) are
∆(4, 0, 0) dim = 15
∆(3, 1, 0) dim = 15
∆(2, 2, 0) dim = 6
∆(2, 1, 1) dim = 3.
The dimension of SK(3, 4) is 495 = 15
2 + 152 + 62 + 32. The kernel of the
quotient map A = SK(3, 4) → SK(3; 2, 1) is A[☎(4, 0, 0)] of dimension 225.
Thus the Weyl modules for SK(3; 2, 1) are
∆(2, 0,−1) = Ψ−1∆(3, 1, 0) dim = 15
∆(1, 1,−1) = Ψ−1∆(2, 2, 0) dim = 6
∆(1, 0, 0) = Ψ−1∆(2, 1, 1) dim = 3.
Again, one could write out a cellular basis at this point.
Similarly, Λ+(3, 5) = {(5, 0, 0), (4, 1, 0), (3, 2, 0), (3, 1, 1), (2, 2, 1)} and the
Weyl modules for SK(3, 5) are
∆(5, 0, 0) dim = 21
∆(4, 1, 0) dim = 24
∆(3, 2, 0) dim = 15
∆(3, 1, 1) dim = 6
∆(2, 2, 1) dim = 3.
In this case dimSK(3, 5) is 1287 = 21
2 + 242 + 152 + 62 + 32 and the kernel
of the quotient map A = SK(3, 5)→ SK(3; 1, 2) is A[☎(4, 1, 0)] of dimension
1017 = 212 + 242. Note that the kernel contains A[☎(5, 0, 0)]. The Weyl
modules for SK(3; 1, 2) are
∆(1, 0,−2) = Ψ−2∆(3, 2, 0) dim = 15
∆(1,−1,−1) = Ψ−2∆(3, 1, 1) dim = 6
∆(0, 0,−1) = Ψ−2∆(2, 2, 1) dim = 3.
As above, one could write out a cellular basis at this point.
The next example would be SK(3; 2, 2), which has dimension 994 and is
realized as a quotient of SK(3, 6) (of dimension 3003). We leave the details
to the reader.
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7. Generators and relations
Another consequence of the existence of the quotient map (6.3.4) is a simple
description of SQ(n; r, s) by generators and relations, generalizing the pre-
sentation of SQ(n, d) obtained in [DG2]. We recall the elements ε1, . . . , εn
from the proof of Lemma 4.2; these elements form a natural basis for the
set Zn of weights of Γ = GLn(K). We set αj = εj − εj+1 for 1 6 j 6 n− 1.
These are the usual simple roots in type An−1. We have an inner product
on Zn given by on generators by (εi, εj) = δij .
In the following we work over Q, but in fact Q may be replaced by any
field of characteristic zero.
7.1. We recall from [DG2, Theorem 1.1] that the algebra SQ(n, d) is iso-
morphic with the associative algebra with 1 generated by symbols ei, fi
(1 6 i 6 n− 1) and Hi (1 6 i 6 n) subject to the relations
(a) HiHj = HjHi
(b) eifj − fjei = δij(Hj −Hj+1)
(c) Hiej − ejHi = (εi, αj)ej, Hifj − fjHi = −(εi, αj)fj
(d) e2i ej − 2eiejei + eje
2
i = 0, f
2
i fj − 2fifjfi + fjf
2
i = 0 (|i− j| = 1)
(e) eiej = ejei, fifj = fjfi (|i− j| 6= 1)
(f) H1 +H2 + · · ·+Hn = d
(g) Hi(Hi − 1) · · · (Hi − d+ 1)(Hi − d) = 0.
We also recall that Serre proved that the enveloping algebra U = UQ(gln) is
the Q-algebra on the same generators but subject only to relations (a)–(e).
Thus the algebra SQ(n, d) is a homomorphic image of U, by the map given
on generators by ei → ei, fi → fi, Hi → Hi.
Proposition 7.2. Assume that n > 2 and set A = SQ(n, d) with d =
r+ (n− 1)s. Let A[π′] = ∪µ∈π′A[☎µ] where π
′ is the set of all µ in Λ+(n, d)
such that at least one part µi exceeds r+s. Then the quotient algebra A/A[π
′]
is isomorphic with the algebra given by the same generators as in §7.1 subject
to relations 7.1(a)–(f) along with
(g’) Hi(Hi − 1) · · · (Hi − r − s+ 1)(Hi − r − s) = 0.
Proof. Since relation 7.1(g) is a consequence of relation (g’) above it follows
that the algebra A′ given by the generators and relations of the proposition
is a quotient of A. We let I be the kernel so that we have A′ ≃ A/I. Clearly
I is generated by all Hi(Hi − 1) · · · (Hi − r − s + 1)(Hi − r − s). To prove
the proposition we must show that I coincides with the cell ideal A[π′].
To see this we first observe that the idempotents 1µ ∈ A (for µ ∈ π
′) all
map to zero in the quotient A′. These idempotents were defined in [DG2]
by 1µ =
∏
i
(
Hi
µi
)
, but one easily sees as in [DEH, Lemma 5.3] that they
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coincide with Green’s idempotents ξµ defined in [G2, §3.2]. These are in fact
codeterminants: ξµ = ξI,ℓξℓ,I where I is an appropriate element of I(n, r) (ℓ is
the particular element of I(n, r) defined in 6.2). This is an easy consequence
of the multiplication rule [G2, (2.3b)]. Let ξ =
∑
ξµ where the sum is taken
over all µ ∈ π′. Then ξC = C for all codeterminants C in A[π′], so it follows
that C maps to zero in the quotient A′. Thus A[π′] ⊆ I.
On the other hand, every other idempotent maps to a nonzero idempotent
in the quotient A′, and thus it follows that every cell module ∆(λ) indexed by
some λ ∈ Λ+(n, d)−π′ is an irreducible A′-module. Since A′ is a semisimple
algebra it follows that
dimQA
′ >
∑
λ∈Λ+(n,d)−π′
(dimQ∆(λ))
2.
But dimQA
′ = dimQA− dimQ I and dimQA =
∑
λ∈Λ+(n,d)(dimQ∆(λ))
2, so
we get
dimQ I 6
∑
µ∈π′
(dimQ∆(µ))
2 = dimQA[π
′].
Since A[π′] ⊆ I we conclude that I = A[π′] by dimension comparison. The
proof is complete. 
7.3. The proof of the preceding proposition reveals that the irreducible
representations of A′ = A/A[π′] are precisely the ∆(λ) with λ ∈ Λ+(n, d)
such that each part λi ∈ [0, r+s]. As already noted in §6, this set of modules
is in bijective correspondence with the set of irreducible SQ(n; r, s)-modules.
Now we consider the effect of replacing the generators Hi in A
′ with new
generators H ′i = Hi − s. This induces an algebra automorphism of A
′, and
has the effect of changing the defining relations slightly, to the following:
(a) H ′iH
′
j = H
′
jH
′
i
(b) eifj − fjei = δij(H
′
j −H
′
j+1)
(c) H ′iej − ejH
′
i = (εi, αj)ej , H
′
ifj − fjH
′
i = −(εi, αj)fj
(d) e2i ej − 2eiejei + eje
2
i = 0, f
2
i fj − 2fifjfi + fjf
2
i = 0 (|i− j| = 1)
(e) eiej = ejei, fifj = fjfi (|i− j| 6= 1)
(f) H ′1 +H
′
2 + · · ·+H
′
n = r − s
(g’) (H ′i + s)(H
′
i + s− 1) · · · (H
′
i − r + 1)(H
′
i − r) = 0.
This algebra should be regarded as a quotient of U via the map given on
generators by ei → ei, fi → fi, Hi → H
′
i + s. By the remarks preceding
Theorem 6.5, the irreducible modules for A′ now become precisely the set of
irreducible U-modules whose highest weights belong to the set Λ+(n; r, s).
This gives the following result.
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Theorem 7.4. For n > 2, the algebra SQ(n; r, s) is isomorphic with the
associative algebra with 1 given by the generators ei, fi (1 6 i 6 n− 1) and
H ′i (1 6 i 6 n) subject to the relations 7.3(a)–(g’).
Of course, this algebra is isomorphic with A′. By the theory of semisimple
algebras, it makes no difference whether we regard the irreducible represen-
tations for the algebra as the ∆(λ) for λ ∈ π′ or the ∆(λ) for λ ∈ Λ+(n; r, s).
Remark 7.5. In light of results of [DG2] it is now clear how one might define
a natural candidate for the rational q-Schur algebra. It is the Q(v)-algebra
(v an indeterminate) given by generators Ei, Fi (1 6 i 6 n − 1) and K
′
i
(1 6 i 6 n) with relations
(a) K ′iK
′
j = K
′
jK
′
i
(b) EiFj − FjEi = δij
K ′jK
′
j+1
−1−K ′j
−1K ′j+1
v−v−1
(c) K ′iEj −EjK
′
i = v
(εi,αj)Ej, K
′
iFj − FjK
′
i = v
−(εi,αj)Fj
(d) E2i Ej−(v+v
−1)EiEjEi+EjE
2
i = 0, F
2
i Fj−(v+v
−1)FiFjFi+FjF
2
i = 0
(|i− j| = 1)
(e) EiEj = EjEi, FiFj = FjFi (|i− j| 6= 1)
(f) K ′1K
′
2 · · ·K
′
n = v
r−s
(g’) (K ′i − v
−s)(K ′i − v
−s+1) · · · (K ′i − v
r−1)(K ′i − v
r) = 0.
8. Schur–Weyl duality
Let K be a field of characteristic zero. Classical Schur-Weyl duality, based
on tensor space EK
r,0 = EK
⊗r, has been extended in [B] to mixed tensor
space EK
r,s = EK
⊗r⊗E∗K
⊗s. Thus we may regard the rational Schur algebra
as a centralizer algebra for the action of a certain algebra B
(n)
r,s , the so-called
walled or rational Brauer algebra. This diagram algebra is cellular [GM].
8.1. The Brauer algebra B
(x)
r . This algebra was introduced in Brauer
[Br]. Let R be a commutative ring, let R[x] be the ring of polynomials
in an indeterminate x, and consider the free R[x]-module B
(x)
r with basis
consisting of the set of r-diagrams. An r-diagram is an (undirected) graph
on 2r vertices and r edges such that each vertex is incident to precisely
one edge. One usually thinks of the vertices as arranged in two rows of r
each, which are then called the top and bottom rows. Edges connecting two
vertices in the same row (different rows) are called horizontal (resp., vertical).
We can compose two such diagrams D1, D2 by identifying the bottom row
of vertices in the first diagram with the top row of vertices in the second
diagram. The result is a graph with a certain number, δ(D1, D2), of interior
loops. After removing the interior loops and the identified vertices, retaining
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the edges and remaining vertices, we obtain a new r-diagram D1 ◦D2, the
composite diagram. Multiplication of r-diagrams is then defined by the rule
(8.1.1) D1 ·D2 = x
δ(D1,D2)(D1 ◦D2).
One can check that this multiplication makes B
(x)
r into an associative alge-
bra. Note that the subalgebra of B
(x)
r spanned by the diagrams containing
just vertical edges may be identified with the group algebra R[x]Sr.
8.2. The walled Brauer algebra. The walled Brauer algebra (also called
the rational Brauer algebra) is a certain subalgebra of B
(x)
r+s which first
appeared in [B]. Some examples and further details may be found in [D2].
By definition, an (r, s)-diagram is an (r+ s)-diagram in which we imagine
a wall separating the first r columns of vertices from the last s columns of
vertices, such that:
(a) all horizontal edges cross the wall;
(b) no vertical edges cross the wall.
Let B
(x)
r,s be the subalgebra of B
(x)
r+s spanned by the set of (r, s)-diagrams.
This is a subalgebra of B
(x)
r+s, with multiplication in B
(x)
r,s the same as that
of B
(x)
r+s. Given an (r, s)-diagram, interchanging the vertices in each column
on one side of the wall results in a diagram with no horizontal edges. Thus
there is a bijection between the set of (r, s)-diagrams and Sr+s. It follows
that B
(x)
r,s is a free R-module of rank (r + s)!.
Label the vertices on the top and bottom rows of an (r, s)-diagram by the
numbers 1, . . . , r to the left of the wall and −1, . . . ,−s to the right of the
wall. Let ci,−j (1 6 i 6 r; 1 6 j 6 s) be the diagram with a horizontal
edge connecting vertices i and −j on the top row and the same on the
bottom row, and with all other edges connecting vertex k (k 6= i,−j) in
the top and bottom rows. Given σ ∈ Sr let tσ denote the (r, s)-diagram
with the diagram corresponding to σ appearing to the left of the wall and
the identity to the right. Similarly, given τ ∈ Ss let t
′
τ denote the (r, s)-
diagram with the diagram corresponding to τ appearing to the right of the
wall and the identity to the left. It is easy to see that B
(x)
r,s is generated by
the permutations {tσ, t
′
τ} along with just one of the ci,−j.
8.3. Now we specialize to R = K, a field, and set x = n · 1K ∈ K, where
as usual n = dimK EK . The resulting K-algebra B
(n)
r,s acts on EK
r,s, on
the right, as follows. A permutation diagram tσ (σ ∈ Sr) acts by place
permutation on the first r factors of EK
r,s = EK
⊗r ⊗ E∗K
⊗s. Similarly a
permutation diagram t′τ (τ ∈ Ss) acts by place permutation on the last s
factors of EK
r,s. Finally, the element cr,−1 acts as a contraction in tensor
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positions (r,−1); i.e.,
(8.3.1)
(vi1 ⊗ · · · ⊗ vir ⊗ v
′
j1
⊗ · · · ⊗ v′js) cr,−1
= δir , j1vi1 ⊗ · · · ⊗ vir−1 ⊗ (
∑n
k=1 vk ⊗ v
′
k)⊗ v
′
j2
⊗ · · · ⊗ v′js.
The other ci,−j similarly contract in the (i,−j)th tensor positions.
One checks that the above action of B
(n)
r,s commutes with the natural
action of Γ = GLn(K).
8.4. Double centralizer property. Assuming that K is a field of charac-
teristic zero and n > r + s, it has been shown in [B] (see also [K]) that the
two commuting actions on EK
r,s mutually centralize one another. In other
words,
(8.4.1)
ρK(KΓ) = EndB(n)r,s (EK
r,s),
τK(B
(n)
r,s ) = EndΓ(EK
r,s)
where τK is the representation ofB
(n)
r,s affording the previously defined action
of B
(n)
r,s on EK
r,s.
When K is any infinite field, we have the equality SK(n; r, s) = ρK(KΓ),
by 3.5.4. It follows that the dimension of ρK(KΓ) is independent of the
(infinite) field K. Moreover, still for K infinite, we also know that the
dimension of EndΓ(EK
r,s) is independent of K, since the module EK
r,s is
tilting. (This follows by a simple induction using filtrations, and the well-
known fact that HomΓ(∆(λ),∇(µ)) is K if λ = µ and 0 otherwise.)
Thus, in order to show that (8.4.1) holds for any infinite field K, one need
only prove that the dimensions of τK(B
(n)
r,s ) and End
B
(n)
r,s
(EK
r,s) are indepen-
dent of K. In other words, the question amounts to knowing something
about the representation theory of B
(n)
r,s . In case n > r + s the authors
have shown, by an argument similar to one in [DDH, Theorem 3.4], that τK
is injective in any characteristic, i.e., the algebra B
(n)
r,s acts faithfully, so in
that case the independence of dimK τK(B
(n)
r,s ) can be established. Details
will appear elsewhere.
Since SK(n; r, s) = ρK(KΓ), we have in characteristic zero for n > r + s
the equality
(8.4.2) SK(n; r, s) = EndB(n)r,s (EK
r,s).
If (8.4.1) can be established for all K, and for all n, then (8.4.2) will be true
without restriction on n or characteristic.
THE RATIONAL SCHUR ALGEBRA 29
References
[BLM] A.A. Be˘ilinson,, G. Lusztig, and R. MacPherson, A geometric setting for
the quantum deformation of GLn, Duke Math. J. 61 (1990), 655–677.
[B] G. Benkart, M. Chakrabarti, T. Halverson, R. Leduc, C. Lee, and
J. Stroomer, Tensor product representations of general linear groups and
their connections with Brauer algebras, J. Algebra 166 (1994), 529–567.
[Br] R. Brauer, On algebras which are connected with semisimple Lie groups,
Annals Math. 38 (1937), 857–872.
[CPS] E. Cline, B. Parshall, and L. Scott, Finite dimensional algebras and
highest weight categories, J. Reine angew. Math. 391 (1988), 85–99.
[DDH] R. Dipper, S.R. Doty, and Jun Hu, Brauer algebras, symplectic Schur
algebras and Schur-Weyl duality, Trans. Amer. Math. Soc., to appear.
[Do] S. Donkin, On Schur algebras and related algebras I J. Algebra 104 (1986),
310–328.
[D1] S.R. Doty, Presenting generalized q-Schur algebras, Represent. Theory 7
(2003), 196–213 (electronic).
[D2] S.R. Doty, New versions of Schur-Weyl duality, in Finite Groups 2003,
Proceedings of the Gainesville Conference on Finite Groups, de Gruyter,
Berlin, New York 2004.
[DEH] S.R. Doty, K. Erdmann, and A. Henke, A generic algebra associated to
certain Hecke algebras, J. Algebra 278 (2004), 502–531.
[DG1] S.R. Doty and A. Giaquinto, Presenting Schur algebras as quotients of
the universal enveloping algebra of gl2, Algebr. Represent. Theory 7
(2004), 1–17.
[DG2] S.R. Doty and A. Giaquinto, Presenting Schur algebras, Internat. Math.
Res. Notices 2002, 1907–1944.
[Du] Jie Du, Kazhdan–Lusztig bases and isomorphism theorems for q-Schur
algebras, in Kazhdan-Lusztig theory and related topics (Chicago, IL 1989),
121–140, Contemp. Math. 139, Amer. Math. Soc., Providence, RI, 1992.
[E] K. Erdmann, Decomposition numbers for symmetric groups and
composition factors of Weyl modules, J. Algebra 180 (1996), 316–320.
[GL] J.J. Graham and G.I. Lehrer, Cellular algebras, Invent. Math. 123 (1996),
1–34.
[G1] J.A. Green, Locally finite representations, J. Algebra 41 (1976), 137–171.
[G2] J.A. Green, Polynomial Representations of GLn, (Lecture Notes in
Math. 830), Springer-Verlag, New York 1980.
[G3] J.A. Green, Combinatorics and the Schur algebra, J. Pure Appl. Algebra
88 (1993), 89–106.
[RMG1] R.M. Green, A straightening algorithm for quantized codeterminants,
Comm. Algebra 24 (1996), 2887–2913.
[RMG2] R.M. Green, q-Schur algebras and quantized enveloping algebras, Ph.D.
thesis, University of Warwick, 1995.
30 RICHARD DIPPER AND STEPHEN DOTY
[GM] R.M. Green and P.P. Martin, Constructing cell data for diagram algebras,
J. Pure Appl. Algebra 209 (2007), 551–569.
[Jam] G.D. James, The decomposition of tensors over fields of prime
characteristic, Math. Zeit. 172 (1980), 161–178.
[Jan] J.C. Jantzen, Representations of Algebraic Groups, 2nd ed., Math. Surveys
and Monographs 107, Amer. Math. Society 2003.
[KL] D. Kazhdan and G. Lusztig, Representations of Coxeter groups and Hecke
algebras, Invent. Math. 53 (1979), 165–184.
[K] Kazuhiko Koike, On the decomposition of tensor products of the
representations of the classical groups: by means of the universal
characters, Adv. Math. 74 (1989), 57–86.
[KX] S. Ko¨nig and C.C. Xi, On the structure of cellular algebras, Algebras and
Modules II, CMS Conference Proceedings 24 (1998), 365–386.
[Lu] G. Lusztig, Introduction to Quantum Groups, Birkha¨user Boston 1993.
[M1] G.E. Murphy, On the representation theory of the symmetric groups and
associated Hecke algebras, J. Algebra 152 (1992), 492–513.
[M2] G.E. Murphy, The representations of Hecke algebras of type An, J. Algebra
173 (1995), 97–121.
[St] J.R. Stembridge, Rational tableaux and the tensor algebra of gln, J.
Combin. Theory Ser. A 46 (1987), 79–120.
[Wo] D.J. Woodcock, Straightening codeterminants, J. Pure Appl. Algebra 88
(1993), 317–320.
Mathematisches Institut B, Universita¨t Stuttgart, Pfaffenwaldring 57,
Stuttgart, 70569, Germany
E-mail address : Richard.Dipper@mathematik.uni-stuttgart.de
Mathematics and Statistics, Loyola University Chicago, Chicago, Illinois
60626 U.S.A.
E-mail address : doty@math.luc.edu
