The road marking recognition is an important part of road scene understanding based on computer vision. In road marking recognition, the contour-based algorithm such as generalized Hough transform (GHT) is more effective than the texture-based algorithm for no texture noise effect. However, there are a lot of redundant calculations in template matching which reduces the system efficiency. This paper presents a voting based matching pursuit (VMP) algorithm for locating reference points automatically in solving the sparse optimization problem, which achieves automatic alignment of samples in recognition. Then a dictionary learning method based on VMP algorithm is proposed, which uses a simple strategy to update the dictionary elements. The experimental results from two data sets have shown that the system efficiency is significant improved while ensuring the accuracy rate by the proposed method.
I. INTRODUCTION
In recent years, contour image recognition is more and more widely used. Taking the recognition of road markings as an example, the main information of the object is concentrated on the contour, so that the texture-based method is vulnerable to the influence of noise. The generalized Hough transform (GHT) is a typical contour-based algorithm, which just use the contour information in recognition, so it effectively avoid the influence of texture noise. The major advantage compared to other methods is translation invariance, which effectively recognize the target under complex background without needing sample alignment. Furthermore, the GHT is robust to slight deformation, occlusion and imbalanced illumination, and it can recognize multiple objects simultaneously.
The major drawback of the GHT is the time and space complexity. To a certain extent, it is improved by some improvement methods. In the article [6] , the authors discuss the parallelism of the various steps of the algorithm, and combine with a GPU memory optimization method by a reasonable The associate editor coordinating the review of this manuscript and approving it for publication was Li He. arrangement of data storage to improve the efficiency of the system. In the literature [7] , Markus Ulrich et al. use a novel efficient limitation of the search space in combination with a hierarchical search strategy implemented to reduce the computational effort, and a subsequent refinement adjusts the final pose parameters to meet the demands for high precision.
The method mentioned above is only improved from hardware or search strategy algorithm. The one by one template matching is still needed in the image recognition process. Therefore, it is necessary to learn a large number of samples into a dictionary in order to further improve the efficiency of system. So this paper focuses on sparse dictionary learning for contour image recognition. There are two parts of a complete sparse coding system: One is the solution of the sparse optimization problem, the other is dictionary learning.
There are a lot of methods for solving sparse optimization problem. In terms of the different norms used in optimizers, the sparse representation methods can be roughly grouped into five general categories: sparse representation with the l 0 -norm minimization [8] , [9] , sparse representation with the l p -norm (0 < p < 1) minimization [10] , [11] , sparse representation with the l 1 -norm minimization [12] , [13] , sparse VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ representation with the l 2,1 -norm minimization [14] , [15] , sparse representation with the l 2 -norm minimization [16] , [17] . Another important way to obtain an approximate sparse representation solution is the greedy strategy. The matching pursuit (MP) algorithm [2] is a representative method. The main idea of the MP is to iteratively choose the best atom from the dictionary based on a certain similarity measurement to approximately obtain the sparse solution. Taking as an example of the sparse decomposition with a vector sample y over the over-complete dictionary D, the detailed algorithm description will be presented in subsequent chapters. The orthogonal matching pursuit (OMP) algorithm [18] is an improvement of the MP algorithm. The OMP employs the process of orthogonalization to guarantee the orthogonal direction of projection in each iteration. Compared with MP algorithm, it has a faster convergence speed. The dictionary learning algorithms can be divided into three categories in the presence of different structures. The first category is dictionary learning under the probabilistic framework such as maximum likelihood methods [19] , the method of optimal directions (MOD) [20] , and the maximum a posteriori probability method [21] . The second category is clustering based dictionary learning approaches such as KSVD [3] , which can be viewed as a generalization of K-means. The third category is dictionary learning with certain structures such as hierarchical sparse dictionary learning [22] and group or block sparse dictionary learning [23] .
The methods based on sparse representation mentioned above have high speed and accuracy in dealing with aligned object. However, in practical application, the detection algorithms may cause position deviations. These deviations have strong influence to the system accuracy. In addition, these algorithms are not suitable for contour image processing. In this paper, in order to achieve automatic positioning, dictionary elements are set as two-dimensional matrices generated from contour image data. In our approach, a modified greedy strategy is presented which can align samples automatically while solving the sparse optimization problem. Then a dictionary training method is proposed for eliminating redundant matching, which can reduce the time consumption of GHT voting.
II. RELEVANT CLASSICAL ALGORITHMS A. SPARSE REPRESENTATION BASED CLASSIFICATION
Wright et al. proposed the sparse representation based classification (SRC) method for robust face recognition [1] . Suppose that there are K classes of subjects, and let A = [A 1 , A 2 , , A k ] be the set of training samples, where A i is the subset of training samples from class i. Let y be a query sample. The procedures of SRC are summarized as follows. 1) Sparsely represent y on A via l 1 -minimization:
where γ is a scalar constant.
2) Perform classification via:
where e i = y − A iαi 2 ,α = [α 1 ,α 2 , . . . ,α K ] andα i is the coefficient vector associated with class i. Obviously, SRC utilizes the representation residual e i associated with each class to do classification.
B. MATCHING PURSUIT ALGORITHM
The matching pursuit (MP) algorithm [2] is a classical representative method of using the greedy strategy to approximate problem (1) . The main idea of the MP is to iteratively choose the best atom from the dictionary based on a certain similarity measurement to minimize residuals. For example of the sparse decomposition with a vector sample y over the over-complete dictionary D, we suppose that the initialized representation residual is R 0 = y, D = [d 1 , d 2 , . . . , d N ] ∈ R d×N and each sample in dictionary D satisfies d i = 1. To minimize the residual R 0 , MP first chooses the best matching atom d l 0 from D by the equation:
where l 0 is a label index from dictionary D. Thus y can be decomposed into the following equation:
where R 0 , d l 0 d l 0 represents the orthogonal projection of y onto d l 0 , and R 1 is the representation residual by using d l 0 to represent y. Considering the fact that d l 0 is orthogonal to R 1 , so:
To minimize the representation residual, the MP algorithm iteratively choose the best matching atom from the dictionary, and then utilizes the residual as the next approximation target until the termination condition of iteration is satisfied. In the t-th iteration, the residual R t is approximated by the best matching atom d l t as:
After T iterations, the representation residual satisfies R T 2 ε, where ε is a small threshold. Finally by using the MP algorithm, the sample y can be represented as:
C. GENERALIZED HOUGH TRANSFORM
The generalized Hough transform (GHT) is proposed by Ballard [24] . The GHT defines a map from edge points' gradient direction to the displacement vectors. The displacement vector is a vector from edge point to reference point. In this paper, the centroid of the template is chosen to be the reference point. There are two stages in the GHT: training and testing. In the training stage of GHT, the contour template is coded by generating an R-table. Assume that N is the number of edge points p i (i = 1, . . . , N ) of the object shown in Fig. 1 , and ϕ(p i ) are the gradient directions corresponding to each point p i . Then, the centroid of the template is chosen as the reference point c. For each edge point p i , a displacement vector r = c − p i is stored as a function r(ϕ) of the gradient direction ϕ(p i ) in the R-table, that means every displacement vector is recorded indexed by the gradient direction of the edge point. The generated R-table is shown in Table I .
In the testing stage of GHT, an accumulator array A is set up over the domain of the parameters, where the parameter space is quantized and its range is restricted. For each edge point p in the search image, the corresponding displacement vector r is searched in R-table indexed by the gradient direction of p. The estimated reference points, i.e. the latent reference points l of the target, are obtained according to (8) , and the accumulator array is accumulated by one at all the coordinates of the latent reference points as shown in (9) .
After all edge points finish their voting, the coordinate corresponding to the peak value of accumulator array A is regarded as the coordinate of the location point of the target.
III. V-SRC
This paper presents a modified matching pursuit algorithm based on voting which called voting based matching pursuit(VMP). Compared with traditional MP algorithm, the advantage of the VMP algorithm is automatic target location. The V-SRC is a modified SRC method using the proposed VMP algorithm to generate a dictionary for representing the samples of each class. It is divided into two sections: sparse representation and dictionary learning. In the sparse representation stage, we use a modified matching pursuit algorithm to calculate the sparse coefficients for a fixed dictionary. In the dictionary learning stage, the proposed representative algorithm is used for training. In our approach, the dictionary's elements are contour maps in twodimensional matrix form. On the one hand, the dictionary improves the efficiency of GHT voting. On the other hand, compared with SRC, the proposed method does not need alignment and works well for disconnected samples.
A. VOTING BASED MATCHING PURSUIT ALGORITHM
In the voting based matching pursuit (VMP) algorithm, the samples to be processed are a series of contour images. Suppose that the dictionary D consists of N elements: N ) is a two-dimensional logical matrix whose pixel's value is either 1 or 0. How to train a dictionary will be mentioned in the next chapter.
Here we first discuss how to use a dictionary to sparsely decompose a test sample. The sparse decomposition with a contour image matrix sample y over the over-complete dictionary D is described as:
Suppose that the initialized representation residual is y 0 = y. Our aim is to minimize the residual y 0 . Firstly VMP chooses the best matching element d l 0 from D by two steps: alignment and subtraction.
The alignment is achieved by a voting process similar to GHT. Firstly the R-tables {R 1 , R 2 , . . . , R N } are generated for corresponding element {d 1 , d 2 , . . . , d N }. Then the accumulator array is obtained by GHT algorithm. Here the voting function is defined as A i = V (y, R i ), which means voting on a sample y with R-table R i and return the accumulator array A i . So the label index of the best matching element d l 0 from dictionary D is defined by:
Then the peak location L of A l 0 can be obtained. We definē A l 0 as A l 0 's response matrix.Ā l 0 is the same size as A l 0 that satisfies:
Thus y 0 can be decomposed into the following equation:
where d l 0 * Ā l 0 represents the image filter operator of d l 0 ontoĀ l 0 , and y 1 is the representation residual by using d l 0 to represent y 0 . Similar to MP algorithm, to minimize the representation residual, the VMP algorithm iteratively choose the best matching atom from the dictionary, and then utilizes the Algorithm 1 VMP Algorithm Objective function:
residual as the next approximation target until the termination condition of iteration is satisfied. In the t-th iteration, the residual y t is approximated by the best matching atom d l t as:
Suppose that after T iterations, the VMP algorithm terminates for the representation residual satisfying y T 2 ε, where ε is a small threshold. Finally by using the VMP algorithm, the sample y can be represented as:
whereĀ l j is the sparse coefficient corresponding to d l j . In this paper, the sparse coefficient is a response matrix, which identifies the peak position of voting for the test image by the corresponding dictionary elements. So far, the optimization problem (10) has been solved and the results obtained are as follows:
The flow of VMP sparse optimization algorithm is shown in algorithm 1.
B. DICTIONARY LEARNING
In conventional GHT, there are multiple templates for samples of the same class due to differences in samples within the class. This leads to a lot of redundancy. In this section, a sparse dictionary is generated for each class instead of the R-table of each template. The process of training a dictionary of a class is described as follows.
Let N be the size of initial dictionary D 0 N ) is a two-dimensional logical matrix whose pixel's value is either 1 or 0. Before learning, the initial dictionary is generated by directly combining N randomly selected training samples.
Then the element d 0 i need to be iterative updated. Suppose there are K training samples Y = {y 1 , y 2 , . . . , y K }, where y i (i = 1, 2, . . . , K ) is a two-dimensional logical matrix of 
2) Update the best matching element d i l 0 by:
If y k T > γ and i < I , set k = 1, go to step 1). 5) D = D i . Output D, end. a contour image. In each iteration, the dictionary is used to represent each sample in turn.
In the first iteration, set y is one selected sample to be represented. We use the proposed VMP algorithm to locate the best matching element d 0 l 0 from initial dictionary D 0 . In order to update the element d 0 l 0 , the residual image y T is calculated by the deformation of equation (17):
Then the element d 0 l 0 is updated by: d 0 l 0 = d 0 l 0 |y T where ''|'' represents the ''or'' operator for the corresponding pixels in the two matrices.
In our system, one dictionary is trained for each class. The algorithm 2 is used for training a dictionary for a certain class.
1) CLASSIFICATION
After getting the dictionary, the classification process is similar to SRC algorithm, but the dictionary elements are binary matrices instead of vectors, and the vector computing turns into matrix voting. So we call this algorithm V-SRC.
Suppose there are C classes of training samples. Let D i (i = 1, 2, . . . , C) be the dictionary set, where D i is the dictionary of the i-th class. Our purpose is to find the class label of a test sample y. The V-SRC algorithm is described as follows.
C. MULTI-TARGET RECOGNITION FRAMEWORK
In this section, a multi-target road marking recognition framework based on V-SRC algorithm is proposed. As shown in Fig. 2 . The VMP algorithm and dictionary learning are the cores of the framework. The training and testing process use the same method of edge extraction to reduce errors. The potential targets in the test image are recognized by voting and peak detection. Multiple targets can be recognized simultaneously according to a system output. Here we focus on introducing test process.
Algorithm 3 V-SRC
Input: dictionary set D i (i = 1, 2, . . . , C), test sample y ∈ R m×n . Output: identity(y). Initialization: i = 1. 1) For i = 1, 2, . . . , C, use D i to represent y by VMP and get the residual r i (i = 1, 2, . . . , C).
2) identity(y) = arg min i (r i ).
3) Output identity(y), end. 
D. PREPROCESSING
Firstly, the input test sample which is a vehicle view image is transformed to a birdaŕs-eye view image by inverse perspective transformation (IPM) [25] . Secondly, a differential excitation [26] based algorithm is used for binaryzation and edge extraction. Fig. 3(a) shows the original image and it is firstly transformed into grayscale image as shown in Fig. 3(b) . Fig. 3(c) shows the IPM result of that image and the corresponding edge image is shown in Fig. 3(d) .
E. MULTI-TARGET RECOGNITION STRATEGY
In the application of road marking recognition, there may be multiple lanes in the test image with more than one road marking, which brings about the problem of multi-target recognition.In order to detect and recognize multiple targets simultaneously, a multi-target recognition strategy based on V-SRC is proposed. In order to improve the efficiency of the system, the VMP algorithm is modified in solving sparse optimization problem so that it can retain multiple peaks in the accumulator matrix when voting. 
Algorithm 4 Response Matrix Computation
Input: A l 0 , n, r and δ.
Output:Ā l 0 . Initialization: i = 1,Ā l 0 is a zero matrix of the same size as A. 1) If max(A l 0 ) < δ, go to step 6).
2) Find the peak point p of A l 0 .
3) UpdateĀ l 0 (p) = 1. 4) Update A l 0 (x) = 0, ∀x s.t. x − p < r. 5) Set i = i + 1, if i < n, go to step 1). 6) OutputĀ l 0 , end.
In VMP algorithm, the voting process is defined as a function A i = V (y, R i ), which is used to return the accumulator A i when voting on the test sample y with reference table R i . Then the index l 0 of the best matching atom d l 0 and the corresponding accumulator A l 0 are obtained by using formula (11) . In order to preserve the multiple peaks of the accumulator matrix and achieve the purpose of multi-target simultaneous detection, we redefine the response matrixĀ l 0 of A l 0 . In the multi-target testing phase, it does not use formula (12) anymore, but is obtained by algorithm 4.
After that, an improved multi-target VMP algorithm is presented for multi-target recognition in the test phase, which is described in detail in algorithm 5.
F. REFERENCE POINTS FUSION
At this stage, we use the VMP algorithm to vote the test image by each classaŕs dictionary respectively. The algorithm details has already been described in previous chapters so it is not repeated here. In practical application, there is often more than one latent reference point in the test image.
Algorithm 5 Multi-Target VMP
Objective function: d 2 , . . . , d N } and T . Output:Â. Initialization: SetÂ = ∅, t = 0, y t = y, and converting D into reference tables {R 1 , R 2 , . . . , R N }. 1) Find the index of the best matched atom of y t in D by: l t = arg max i (max(V (y t , R i ))). 2) CalculateĀ l t of A l t by algorithm 4.
3) Set y t+1 = y t − d l t * Ā l t . 4) Add A l t to setÂ. 5) Set t = t + 1, if t < T , go to step 1). 6) OutputÂ, end. As shown in Fig. 4(a) , the red asterisks indicate the locations of latent reference points. There are obviously two latent reference points on the target object aȓstopaś. So there is a peak screening process after voting. Fig. 4(b) shows the local amplification image that can display information more clearly. We can see that the two points mark the locations and classes. One is aȓstopaś class with a residual value 0.02, and the other is aȓsingaś class with a residual value 0.24. In the reference points fusion process, the local point of higher residual value is deleted so that the lowest residual point is saved. The correct result are shown in Fig. 4(c) . The detail of the fusion process is described in algorithm 6.
IV. RESULTS AND DISCUSSION
A conclusion section is not required. Although a conclusion may review the main points of the paper, do not replicate the abstract as the conclusion. A conclusion might elaborate on the importance of the work or suggest applications and extensions.
A. DATA SETS
We evaluate the proposed V-SRC approach on two public datasets. The first one is the road marking set that together published by HIPS (Hefei Institutes of Physical Science, Chinese Academy of Sciences) and IAIR (Institute of
Algorithm 6 Reference Points Fusion
Input: Latent reference points set L = {l 1 , l 2 , . . . , l m }, the corresponding residual values E = {e 1 , e 2 , . . . , e m } and the corresponding range RG = {rg 1 , rg 2 , . . . , rg m }. Output: the final location resultL.
If L = ∅, go to step 1). 7) OutputL, end. Artificial Intelligence and Robotics, Xiaŕan Jiaotong University). It is supported by the project of National Nature Science Foundation of China on ''Vision-based scene understanding of freeway ramp''. The samples in this dataset are connected graphs. So SRC algorithm can achieve good results. Therefore, we use this dataset to compare the classification ability with SRC. Another data set is a publicly available road marking data set [5] , where are more unconnected samples. So it is used to show the advantages of our method in detecting unconnected samples. The proposed algorithm is also compared with GHT algorithm, especially in efficiency. The original data set 1 is comprised of 2,949 images of 640×480 resolution without any annotations. We collected 264 of them with road markings. A total of 194 are used for training as shown in Fig. 5(a) and 82 images are used for testing. The original data set 2 is comprised of 1,443 images of 800×600 resolution with ground truth annotations of 27 classes of road markings. In order to compare with other algorithm, we similarly retain the first 10 classes of road markings for our experiments to ensure that the number of samples per class is not less than 20. There are 622 samples from 10 classes are used for training as shown in Fig. 5(b) and 281 images are used for testing. All the experiments are carried out on a whole image. 
B. DICTIONARY LEARNING RESULTS
First, the results of dictionary learning algorithm are displayed. The results of dictionary learning are shown in Fig. 6 . Fig. 6(a) shows the dictionary learned by the samples from class ''left turn''. Fig. 6(b) shows the dictionary learned by the samples from class ''35''.
It can be seen that the number of the average edge points of elements in the dictionary (represented by edge graphs) has increased, but the increase is not obvious due to the converse perspective transformation and the high similarity of samples. After the dictionary learning, compared with the number of training samples, the number of dictionary elements has decreased significantly, so using the learned dictionary for recognition can effectively improve the system efficiency.
C. TESTING ON DATA SET 1
Here we illustrate the advantages of the proposed algorithm by testing on data set 1. SRC is a very efficient algorithm that needs sample alignment. So when the result of image segmentation is good, the SRC algorithm can recognize targets well. However, if there are some problems in image segmentation, such as adhesion, etc. The recognition result of SRC is highly susceptible to errors. Fig. 7(a) shows a test grayscale image. Because of road condition, the result of image segmentation is not ideal. One of the arrows sticks to the white stains on the road as shown in Fig. 7(b) . In this case, the conventional SRC cannot align samples so that it led to an error in the identification of the arrow as shown in Fig. 7(c) . Because of the anti-displacement property, the proposed method can correctly recognize the target as shown in Fig. 7(d) .
The confusion matrix for V-SRC on data set 1 is shown in TABLE 2. The proposed algorithm inherits the advantages of GHT and SRC algorithms. There was no misrecognition between the categories, but only a small number of false positive results. TABLE 3 shows the efficiency comparison between the SRC, GHT and proposed V-SRC algorithm on data set 1. Due to the influence of noise such as adhesion, the SRC has lower rate of recognition accuracy. The GHT algorithm uses the nearest neighbor classifier for recognition, which requires all samples to vote and match with the test image in each round. Although the recognition rate is high, its running speed is very low. The proposed V-SRC use the dictionary to recognize the test image, which inevitably makes the recognition rate decrease slightly, but the running speed increases significantly. The average time consumption of V-SRC is about 28% of the GHT algorithm.
D. TESTING ON DATA SET 2
In the data set 2, there are many unconnected samples. So that the SRC based on binary connected component segmentation is not applicable here. Fig. 8 shows the comparison between SRC and V-SRC of some samples. In Fig. 8(a) , the left image is the recognition result by SRC. Due to the sample ''ped'' is consist of three parts: ''p'', ''e'' and ''d'', the SRC algorithm recognize them separately which results in errors in the final results. The right image in Fig. 8(a) is the recognition result by V-SRC, which can recognize the target correctly. In Fig. 8(b) and (c), the situation is similar. In Fig. 8(d) , although the SRC algorithm has successfully identified the target, it still does not calculate the target as a whole, which is very unstable. TABLE 4 shows the efficiency comparison between the SRC, GHT and proposed V-SRC algorithm on data set 2. Due to the influence of many unconnected samples, the SRC has a very low accuracy rate here. The GHT algorithm also uses the nearest neighbor classifier for recognition, so it has a high recognition rate and high time consumption. The proposed G-SRC use the dictionary to recognize the test image, whose average recognition rate is very close to GHT, but its average time consumption is significantly reduced.
Generally, the proposed V-SRC obviously improved the overall performance of the system compared with SRC and GHT. The training dictionary can effectively improve the efficiency of the algorithm, and solve some key problems affecting the recognition rate, such as adhesion of samples to noise, disconnected samples and so on. Certainly, the difficulties in further improving the performance of our system are the edge detection and reduction of false positive rate. His current research interests include computer vision, pattern recognition, information processing, biometrics applications, and document analysis. He has been the Program Chair and a Committee Member for several international conferences. He is also an Associate Editor of the International Journal of Pattern Recognition and Artificial Intelligence. VOLUME 7, 2019 
