TRODUCTION
Traditional speech synthesis and simulation methods have employed only a microphone signal. This is enlirely adequate for wavefom synthesis such as LPC. However, sentence-level physiological modeling and simulation may require more information than is available from the the acoustic signal alone. This study investigates the feasibility of obtaining necessary speech parameters from two additional non-invasive transducers, the EGG and an articulator sensor, which is a repositioned EGG and will be referred to in this paper simply as EGGA.
The EGG has been discussed extensively in the literature and used in speech analysis for many years (1,2). Variations of articulator transducers have appeared at least as early as 1970 (3), and have employed magnetometers and electro-optical techniques. Our transducer and amplifier is a unit manufactured by Laryngograph Ltd. Tests have shown that exact placement of the electrodes is not critical; we use one electrode in the region above the upper lip and the other under the chin. Figure 1 shows the three representative signals for the sentence "The blue spot is on the key again, " The top graph is the EGGA signal prior to any processing; it is rather noisy, but does demonstrate significant peaks at instances of closure and release of certain consonants. The EGG and EGGA are high-pass filtered to elimina[e drift. The microphone and EGG signals are analyzed together to classify the speech into segments of voiced, unvoiced, mixed, or silence (4). This information is stored in a temporal vector . The voicedunvoiced vector supplies durational cues for static vowel configurations. Vowels, liquids, and to some extent, nasals and laterals, can be reliably classified from the acoustic forrnants of the spectrum alone. However, fricatives and plosives are generally not uniquely recognizable from the energy and spectrum in the acoustic signal. The EGGA is analyzed to locate positive and negative peaks, which indicate closure and release at some point in the vocal tract. The algorithm then examines the spectrum of the microphone signal, the noise energy above 3500 Hz, and the voicedAsnvoiced vector to determine the appropriate vocal tract shape. For fricatives, a peak often occurs in the spectrum at fp, and the location of the constriction can be determined from the equation
ANALYSIS
where L is the distance from the constriction to the lips and c is the speed of sound. Figure 2 shows the results of processing for the vcv phrase "uh-b-uh". The dark solid line is a classification of the speech into segments of silence, unvoiced, mixed, or voiced. The light line is the EGGA, which shows definite peaks at the points of closure and release. Note that the vu vector demonstrates both voicing and silence between these peaks, indicating a voiced plosive. The analysis window was 25 ms in duration, with a 5070 overlap.
It is felt that the method of vocal tract selection discussed in this paper could be enhanced by employing artificial neural networks or hidden markov models to map from the transducer signals to the particular vocal tract shape. Future work will explore the suitability and accuracy of these techniques.
