Computing monomial interpolating basis for multivariate polynomial
  interpolation by Gong, Y. H. et al.
ar
X
iv
:2
00
5.
11
43
9v
1 
 [m
ath
.N
A]
  2
3 M
ay
 20
20
COMPUTING MONOMIAL INTERPOLATING BASIS FOR
MULTIVARIATE POLYNOMIAL INTERPOLATION∗
YIHE GONG† , XUE JIANG‡ , AND BAOXIN SHANG§
Abstract. In this paper, we study how to quickly compute the ≺-minimal monomial interpo-
lating basis for a multivariate polynomial interpolation problem. We address the notion of “reverse”
reduced basis of linearly independent polynomials and design an algorithm for it. Based on the
notion, for any monomial ordering we present a new method to read off the ≺-minimal monomial
interpolating basis from monomials appearing in the polynomials representing the interpolation con-
ditions.
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1. Introduction. Let F be either the real field R or the complex field C. Poly-
nomial interpolation is to construct a polynomial g belonging to a finite-dimensional
subspace of F[X] from a set of data that agrees with a given function f at the data
set, where F[X] := F[x1, x2, . . . , xd] denotes the polynomial ring in d variables over
the field F.
Univariate polynomial interpolation has a well-developed theory, while the multi-
variate one is very problematic since a multivariate polynomial interpolation problem
is determined not only by the number of the interpolation points, but also by the
geometry of the data set, see [1, 7, 8].
In the multivariate polynomial interpolation theory, one of the most important
targets is to find an interpolating basis, usually of minimal degree. As is well known,
the most significant milestone of computation of interpolating basis is the algorithm
called the MMM’s algorithm, which is presented in [9] by M. G. Marinari, H. M.
Mo¨ller and T. Mora. For a point set Θ ⊂ Fd and a fixed monomial ordering ≺, the
MMM’s algorithm yields a ≺-minimal monomial interpolating basis for a d-variate
Hermite interpolation on Θ. However the complexity of the algorithm sometimes
limites its applications. In recent years, many authors have proposed new algorithms
that can reduce the complexity, but most of them just deal with special cases [2, 6].
Such as, one algorithm called Lex game algorithm [6] can produce, with relatively
small cost, an interpolating basis w.r.t. a (inverse) lexicographic ordering. Through
a large number of examples, we observed that the polynomials, which represent the
interpolation conditions, must contain some monomial interpolating basis. So we ad-
dress a new method to read off a monomial interpolating basis from them. Moreover,
the monomial interpolating basis is of minimal degree. The research is based on ideal
interpolation, hence it is necessary to introduce the concept of ideal interpolation.
For studying multivariate polynomial interpolation, Birkhoff [1] first introduces
the definition of ideal interpolation. Ideal interpolation can be defined by a linear
idempotent projector whose kernel is a polynomial ideal. In ideal interpolation [4],
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the interpolation conditions at an interpolation point θ ∈ Fd can be described by a
linear space span{δθ◦P (D), P ∈ Pθ}, where Pθ is a D-invariant polynomial subspace,
δθ is the evaluation functional at θ and P (D) is the differential operator induced by
P . Lagrange interpolation is a standard example where all Pθ = span{1}. Ideal
interpolation provides a natural link between polynomial interpolation and algebraic
geometry.
The paper is organized as follows. The notion of “reverse” reduced basis and the
algorithm are described in section 3. Based on the new algorithm, we show how to
read off a monomial interpolating basis for a interpolation problem at the zero point
in section 4. Our main results are presented in section 5, and the conclusions follow
in section 6.
2. Preliminaries. Throughout the paper, Z≥0 denotes the set of nonnegative
integers. Let Zd≥0 := {(α1, α2, . . . , αd) | αi ∈ Z≥0}. For α := (α1, α2, . . . , αd) ∈ Z
d
≥0,
α! := α1!α2! · · ·αd! and we write Xα for the monomial x
α1
1 x
α2
2 · · ·x
αd
d . A polynomial
P ∈ F[X] can be considered as the formal power series
P =
∑
α∈Zd
≥0
Pˆ (α)Xα,
where Pˆ (α)’s are the coefficients in the polynomial P .
P (D) := P (Dx1 , Dx2 , . . . , Dxd) is the differential operator induced by the poly-
nomial P , where Dxj :=
∂
∂xj
is the differentiation with respect to the jth variable,
j = 1, 2, . . . , d.
Let Dα := Dα1x1D
α2
x2
· · ·Dαdxd , the differential polynomial is defined as
P (D) :=
∑
α∈Zd
≥0
Pˆ (α)Dα.
Given a monomial ordering ≺, the leading monomial of a polynomial P ∈ F[X]
w.r.t. ≺ is defined by
LM(P ) := max
≺
{Xα | Pˆ (α) 6= 0},
and the least monomial of the polynomial P w.r.t ≺ is defined by
lm(P ) := min
≺
{Xα | Pˆ (α) 6= 0}.
For example, fixing the monomial ordering grlex(y ≺ x), for P = 16x
3 + xy + y ∈
F[x, y], we have
LM(P ) = x3, lm(P ) = y.
Definition 2.1. We denote by Λ{P1, P2, . . . , Pn} the set of all monomials that
occur in the polynomials P1, P2, . . . , Pn with nonzero coefficients.
For example, let P1 = 1, P2 = x, P3 =
1
2x
2 + y, then
Λ{P1, P2, P3} = {1, x, y, x
2}.
Definition 2.2. {P1, P2, . . . , Pn} ⊂ F[X] is called a reduced basis, if
1. P1, P2, . . . , Pn are linearly independent,
2. LM(Pi) 6∈ Λ{Pj}, 1 ≤ i < j ≤ n.
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Example 1. Fixing the monomial ordering grlex(z ≺ y ≺ x),
{1, x, 12x
2 + y, 16x
3 + xy + y},
{1, y + z, x},
{1, y + z, x+ z}
are reduced bases.
Definition 2.3. {P1, P2, . . . , Pn} ⊂ F[X] is called a “reverse” reduced basis, if
1. P1, P2, . . . , Pn are linearly independent,
2. lm(Pi) 6∈ Λ{Pj}, 1 ≤ i < j ≤ n.
Example 2. Fixing the monomial ordering grlex(z ≺ y ≺ x),
{1, x, 12x
2 + y, 16x
3 − 12x
2 + xy},
{1, y + z, x},
{1, y + z, x− y}
are “reverse” reduced bases.
3. The algorithm to compute a “reverse” reduced bases. For a monomial
ordering≺ and linearly independent polynomials P1, P2, . . . , Pn ∈ F[X], Algorithm 3.1
computes a “reverse” reduced basis.
Algorithm 3.1 A “reverse” reduced basis
1: Input: P1, P2, . . . , Pn ∈ F[X], linearly independent polynomials
2: ≺, a monomial ordering
3: Output: {P
(n−1)
1 , P
(n−1)
2 , . . . , P
(n−1)
n }, a “reverse” reduced basis
4: //Initialization
5: P
(0)
1 = P1, P
(0)
2 = P2, . . . , P
(0)
n = Pn;
6: //Computing
7: for k = 1 : n− 1 do
8: P
(k)
j = P
(k−1)
j , 1 ≤ j ≤ k;
9: for j = k + 1 : n do
10: Xβ
(k−1)
k = lm(P
(k−1)
k );
11: P
(k)
j = P
(k−1)
j −
(
Pˆ
(k−1)
j
(β
(k−1)
k
)
Pˆ
(k−1)
k
(β
(k−1)
k
)
)
P
(k−1)
k ;
12: end for
13: end for
14: return {P
(n−1)
1 , P
(n−1)
2 , . . . , P
(n−1)
n };
Notice that Pˆ
(k−1)
k (β
(k−1)
k ) is the coefficient of the least monomial of P
(k−1)
k , so it
is nonzero. It is obvious that Algorithm 3.1 terminates. The following theorem shows
its correctness.
Theorem 3.1. A set of linearly independent polynomials can be transformed into
a “reverse” reduced basis.
Proof. According to Line 11 in Algorithm 3.1, it is obvious that
(3.1) lm(P
(k−1)
k ) = X
β
(k−1)
k 6∈ Λ{P
(k)
j }, 1 ≤ k < j ≤ n.
Denote b
(k−1)
j =
Pˆ
(k−1)
j (β
(k−1)
k
)
Pˆ
(k−1)
k
(β
(k−1)
k
)
, then Line 11 in Algorithm 3.1 becomes
(3.2) P
(k)
j = P
(k−1)
j − b
(k−1)
j P
(k−1)
k , 1 ≤ k < j ≤ n.
4 Y. H. GONG, X. JIANG, AND B. X. SHANG
Next, we prove that for each k ∈ {1, 2, . . . , n− 1},
1. P
(k)
1 , P
(k)
2 , . . . , P
(k)
n are linearly independent,
2. lm(P
(k)
i ) 6∈ Λ{P
(k)
j }, j = i+ 1, . . . , n, i = 1, 2, . . . , k.
Use induction on k.
If k = 1, from Line 8 in the algorithm and (3.2), we get
P
(1)
1 = P
(0)
1 , P
(1)
2 = P
(0)
2 − b
(0)
2 P
(0)
1 , . . . , P
(1)
n = P
(0)
n − b
(0)
n P
(0)
1 .
Suppose that there exsits c1, c2, . . . , cn satisfying
c1P
(1)
1 + c2P
(1)
2 + · · ·+ cnP
(1)
n = 0,
then
c1P
(0)
1 + c2(P
(0)
2 − b
(0)
2 P
(0)
1 ) + cn(P
(0)
n − P
(0)
n ) = 0,
which means
(c1 − c2b
(0)
2 − · · · − cnb
(0)
n )P
(0)
1 + c2P
(0)
2 + · · ·+ cnP
(0)
n = 0,
i.e.,
(c1 − c2b
(0)
2 − · · · − cnb
(0)
n )P1 + c2P2 + · · ·+ cnPn = 0.
Since P1, P2, . . . , Pn are linearly independent, we get c1 = c2 = · · · = cn = 0.
Thus P
(1)
1 , P
(1)
2 , . . . , P
(1)
n are linearly independent. From (3.1), we have lm(P
(0)
1 ) 6∈
Λ{P
(1)
j }, i = 2, 3, . . . , n. Due to P
(1)
1 = P
(0)
1 , we get lm(P
(1)
1 ) 6∈ Λ{P
(1)
j }, j =
2, 3, . . . , n. In summary, if k = 1, the conclusions hold.
Suppose that if k = t (1 < t < n − 1), the conclusions hold. It means that
P
(t)
1 , P
(t)
2 , . . . , P
(t)
n are linearly independent and lm(P
(t)
i ) 6∈ Λ{P
(t)
j }, j = i+1, . . . , n, i =
1, 2, . . . , t.
If k = t+ 1, from Line 8 in the algorithm and (3.2), we get
P
(t+1)
1 = P
(t)
1 , P
(t+1)
2 = P
(t)
2 , . . . , P
(t+1)
t+1 = P
(t)
t+1,
P
(t+1)
t+2 = P
(t)
t+2 − b
(t)
t+2P
(t)
t+1,
P
(t+1)
t+3 = P
(t)
t+3 − b
(t)
t+3P
(t)
t+1,
...
P (t+1)n = P
(t)
n − b
(t)
n P
(t)
t+1.
Suppose that there exist c1, c2, . . . , cn satisfying
c1P
(t+1)
1 + c2P
(t+1)
2 + · · ·+ cnP
(t+1)
n = 0,
then
c1P
(t)
1 + c2P
(t)
2 + · · ·+ ct+1P
(t)
t+1
+ ct+2(P
(t)
t+2 − b
(t)
t+2P
(t)
t+1) + ct+3(P
(t)
t+3 − b
(t)
t+3P
(t)
t+1) + · · ·+ cn(P
(t)
n − b
(t)
n P
(t)
t+1) = 0,
so
c1P
(t)
1 + c2P
(t)
2 + · · ·+ ctP
(t)
t
+ (ct+1 − ct+2b
(t)
t+2 − ct+3b
(t)
t+3 − · · · − cnb
(t)
n )P
(t)
t+1
+ ct+2P
(t)
t+2 + ct+3P
(t)
t+3 + · · ·+ cnP
(t)
n = 0.
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According to the induction condition, P
(t)
1 , P
(t)
2 , . . . , P
(t)
n are linearly independent, we
arrive at c1 = c2 = · · · = cn = 0, thus P
(t+1)
1 , P
(t+1)
2 , . . . , P
(t+1)
n are also linearly
independent.
If k = t+ 1, by (3.2)
P
(t+1)
j =
{
P
(t)
j , j = 1, 2, . . . , t+ 1,
P
(t)
j − b
(t)
j P
(t)
t+1, j = t+ 2, t+ 3, . . . , n.
It means that P
(t+1)
j ’s are represented by P
(t)
j , j = 1, 2, . . . , t, and P
(t+1)
j ’s are repre-
sented by P
(t)
j and P
(t)
t+1, j = t+ 2, t+ 3, . . . , n. Then we have
(3.3) Λ{P
(t+1)
i+1 , P
(t+1)
i+2 , . . . , P
(t+1)
n } ⊆ Λ{P
(t)
i+1, P
(t)
i+2, . . . , P
(t)
n }, i = 1, 2, . . . , t.
Due to the induction condition, lm(P
(t)
i ) 6∈ Λ{P
(t)
j }, j = i+1, . . . , n, i = 1, 2, . . . , t,
so we have lm(P
(t)
i ) 6∈ Λ{P
(t)
i+1, P
(t)
i+2, . . . , P
(t)
n }, i = 1, 2, . . . , t.
From (3.3), we get
lm(P
(t)
i ) 6∈ Λ{P
(t+1)
i+1 , P
(t+1)
i+2 , . . . , P
(t+1)
n }, i = 1, 2, . . . , t,
thus
lm(P
(t)
i ) 6∈ Λ{P
(t+1)
j }, j = i + 1, . . . , n, i = 1, 2, . . . , t.
According to Line 8 in the algorithm, P
(t+1)
i = P
(t)
i , i = 1, 2, . . . , t, so we get
(3.4) lm(P
(t+1)
i ) 6∈ Λ{P
(t+1)
j }, j = i+ 1, . . . , n, i = 1, 2, . . . , t.
From (3.1), lm(P
(t)
t+1) 6∈ Λ{P
(t+1)
j }, j = t + 2, . . . , n. According to Line 8 in the
algorithm, P
(t+1)
t+1 = P
(t)
t+1, then we have
(3.5) lm(P
(t+1)
t+1 ) 6∈ Λ{P
(t+1)
j }, j = t+ 2, . . . , n.
Due to (3.4), (3.5), we get
lm(P
(t+1)
i ) 6∈ Λ{P
(t+1)
j }, j = i+ 1, . . . , n, i = 1, 2, . . . , t+ 1.
Hence the conclusions hold.
It means P
(n−1)
1 , P
(n−1)
2 , . . . , P
(n−1)
n are linearly independent and
lm(P
(n−1)
i ) 6∈ Λ{P
(n−1)
j }, 1 ≤ i < j ≤ n,
i.e., {P
(n−1)
1 , P
(n−1)
2 , . . . , P
(n−1)
n } is a “reverse” reduced basis.
Example 3. Fixing the monomial ordering grlex(y ≺ x). Let {P1, P2, P3, P4} =
{1, x, x2+2y, 16x
3+xy+y} ⊂ F[x, y], they are linearly independent. By Algorithm 3.1,
we get
{P1, P2, P3, P4 −
1
2
P3} = {1, x, x
2 + 2y,
1
6
x3 −
1
2
x2 + xy}
is a “reverse” reduced basis.
Remark 3.2. Actually, the algorithm is also workable for formal power series.
4. The interpolation problem at point zero.
Definition 4.1. Let T and T ′ be two sets of monomials in F[X] with T −T ′ 6= ∅
and T ′ − T 6= ∅. For a monomial ordering ≺, we call T ′ ≺ T , if
max
≺
(T ′ − T ) ≺ max
≺
(T − T ′).
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For example, let T = {1, y, xy, x2}, T ′ = {1, x, y2, x2}. Then T ′ − T = {x, y2},
T − T ′ = {y, xy}. For the monomial ordering grlex(y ≺ x), we have
max
≺
(T ′ − T ) = y2 ≺ xy = max
≺
(T − T ′),
and it means T ′ ≺ T .
Definition 4.2 (≺-minimal monomial interpolating basis). Given interpolation
conditions ∆ and a monomial ordering ≺, let T be a monomial interpolating basis for
∆. Then T is ≺-minimal if there exists no monomial interpolating bassis T ′ for ∆
satisfying T ′ ≺ T .
Theorem 4.3 (Existence of a monomial interpolating basis [10, 3]). Given inter-
polation conditions ∆ := δ0 ◦ {P1(D), P2(D), . . . , Pn(D)} and a monomial ordering
≺, there exists a unique ≺-minimal monomial interpolating basis for ∆.
Lemma 4.4. Given interpolation conditions ∆ := δ0◦{P1(D), P2(D), . . . , Pn(D)}
and a set of monomials T := {Xβ1 ,Xβ2 , . . . ,Xβn}, the matrix applying T on ∆ is
denoted by
T∆ := (δ0 ◦ Pi(D)X
βj )ij , 1 ≤ i, j ≤ n.
Then T is a monomial interpolating basis iff T∆ is non-singular.
Proof. Suppose that the interpolating polynomial g =
∑n
j=1 cjX
βj and the values
are fi’s, i = 1, 2, . . . , n. It means
(δ0 ◦ Pi(D))g = fi, i = 1, 2, . . . , n.
Thus we get the linear equations
Xβ1 Xβ2 · · · Xβn



δ0 ◦ P1(D) δ0 ◦ P1(D)Xβ1 δ0 ◦ P1(D)Xβ2 · · · δ0 ◦ P1(D)Xβn
δ0 ◦ P2(D) δ0 ◦ P2(D)Xβ1 δ0 ◦ P2(D)Xβ2 · · · δ0 ◦ P2(D)Xβn
...
...
...
...
...
δ0 ◦ Pn(D) δ0 ◦ Pn(D)Xβ1 δ0 ◦ Pn(D)Xβ2 · · · δ0 ◦ Pn(D)Xβn


c1
c2
...
cn

 =


f1
f2
...
fn

 .
So the coefficient matrix T∆ is non-singular ⇔ The linear equations has a unique
solution.
Example 4. Given interpolation conditions ∆ = δ0 ◦ {1, Dy+Dz, Dx} and a set
of monomials T = {1, z, x}, then
T∆ =
1 z x( )1 0 0 δ0 ◦ 1
0 1 0 δ0 ◦ (Dy +Dz)
0 0 1 δ0 ◦Dx
.
It is obvious that T∆ is non-singular, so T is a monomial interpolating basis for ∆.
Lemma 4.5. Given interpolation conditions ∆ = δ0◦{P1(D), P2(D), . . . , Pn(D)},
let T := {Xβ1,Xβ2 , . . . ,Xβn} be a monomial interpolating basis for ∆, then T ⊆
Λ{P1, P2, . . . , Pn}.
Proof. We will prove this by contradiction. Suppose that there exists Xβ ∈ T
with Xβ 6∈ Λ{P1, P2, . . . , Pn}. From
δ0 ◦D
αXβ =
{
β!, α = β,
0, α 6= β,
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we have [δ0◦Pi(D)]Xβ = [δ0◦
∑
Pˆi(α)D
α]Xβ =
∑
Pˆi(α) (δ0 ◦D
αXβ)︸ ︷︷ ︸
0
= 0, 1 ≤ i ≤ n.
It means the matrix T∆ has a zero column, so T∆ is singular. It contradicts with
Lemma 4.4.
Remark 4.6. Lemma 4.5 implies that the monomial interpolating basis must be
selected from the set of monomials appearing in the interpolation conditions.
Lemma 4.7. Given interpolation conditions ∆ = δ0{P1(D), P2(D), . . . , Pn(D)},
let T = {Xβ1 ,Xβ2 , . . . ,Xβn} be a monomial interpolating basis for ∆. Then for each
Pi, 1 ≤ i ≤ n, there exists Xαi ∈ Λ{Pi} satisfying Xαi ∈ T .
Proof. We will prove this by contradiction. Without loss of generality, we can
assume that for every Xα ∈ Λ{P1}, Xα 6∈ T . Then it is observed that
[δ0 ◦ P1(D)]X
βj = [δ0 ◦
∑
Pˆ1(α)D
α]Xβj
=
∑
Pˆ1(α) (δ0 ◦D
αXβj )︸ ︷︷ ︸
0
= 0, 1 ≤ j ≤ n.
So the matrix T∆ has a zero row, and it is singuar. It contradicts with Lemma 4.4.
Remark 4.8. Given interpolation conditions ∆ = δ0◦{P1(D), P2(D), . . . , Pn(D)},
Lemma 4.7 shows that each Pi contains at least a monomial in the monomial inter-
polating basis.
Theorem 4.9. Given interpolation conditions ∆ = δ0◦{P1(D), P2(D), . . . , Pn(D)},
if {P1, P2, . . . , Pn} is a “reverse” reduced basis w.r.t. a monomial ordering ≺, then
{lm(P1), lm(P2), . . . , lm(Pn)} is the ≺-minimal monomial interpolating basis.
Proof. According to Lemma 4.7, we must choose at least one monomial from Pi to
form the monomial interpolating basis. It is obvious that {lm(P1), lm(P2), . . . , lm(Pn)}
we choose is of minimal degree. Thus we only need to prove T = {lm(P1), lm(P2), . . . , lm(Pn)}
do construct a monomial basis, i.e., T∆ is non-singular.
Let lm(Pi) = X
βi and Pi =
∑
Pˆi(α)X
α+Pˆi(βi)X
βi , 1 ≤ i ≤ n. Since {P1, P2, . . . , Pn}
is a “reverse” reduced basis, it means
lm(Pi) 6∈ Λ{Pj}, 1 ≤ i < j ≤ n.
Hence we have
(δ0 ◦ Pj(D))(lm(Pi)) =
{
0, i < j,
βi!Pˆj(βi) = βi!Pˆi(βi) 6= 0, i = j,
1 ≤ i, j ≤ n.
So T∆ is a upper-triangular matrix with diagonal elements nonzero, i.e., it is non-
singular.
Example 5. Given interpolation conditions
δ0 ◦ {P1(D), P2(D), P3(D)} = δ0 ◦ {1, Dy +Dz, Dx},
it is easy to see {P1, P2, P3} = {1, y+z, x} is a “reverse” reduced basis w.r.t. grlex(z ≺
y ≺ x). Then by Theorem 4.9 we know that {lm(P1), lm(P2), lm(P3)} = {1, z, x} is
the ≺-minimal monomial interpolating basis.
Example 6. Given interpolation conditions
δ0 ◦ {1, Dx,
1
2
D2x +Dy,
1
6
D3x −
1
2
D2x +DxDy},
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it is easy to see {1, x, 12x
2 + y, 16x
3 − 12x
2 + xy} is a “reverse” reduced basis w.r.t.
grlex(y ≺ x). Then by Theorem 4.9 we know that {1, x, y, xy} is the ≺-minimal
monomial interpolating basis.
5. The interpolation problem at several points. Let X = (x1, x2, . . . , xd)
and F[[X]] be the ring of formal power series . For θ = (θ1, θ2, . . . , θd) ∈ Fd, we denote
by θX :=
∑d
i=1 θixi. From Taylor’s formula, we have
eθX =
∞∑
j=0
(θX)j
j!
.
Furthermore, since F[X] is isomorphic to F[[X]], by [5] we get
(5.1)
δθ ◦ {P1(D), P2(D), . . . , Pn(D)} = δ0 ◦ {e
θD P1(D), e
θD P2(D), . . . , e
θD Pn(D)}.
It means that an interpolation problem at a nonzero point can be converted into one
at the zero point.
Theorem 5.1 (Main theorem). For a monomial ordering ≺ and interpolation
conditions
∆ =


δθ1 ◦ {P11(D), P12(D), . . . , P1s1 (D)}
δθ2 ◦ {P21(D), P22(D), . . . , P2s2 (D)}
...
δθm ◦ {Pm1(D), Pm2(D), . . . , Pmsm(D)}
where θi ∈ Fd, i = 1, 2, . . . ,m, let {qij | i = 1, 2, . . . ,m, j = 1, 2, . . . , si} be a “reverse”
reduced basis of {eθiX Pij | i = 1, 2, . . . ,m, j = 1, 2, . . . , si}. Then {lm(qij) | i =
1, 2, . . . ,m, j = 1, 2, . . . , si} is the ≺-minimal monomial interpolating basis.
Proof. From (5.1), the interpolation conditions are equivalent to
∆ =


δ0 ◦ {eθ1D P11(D), eθ1D P12(D), . . . , eθ1D P1s1(D)}
δ0 ◦ {eθ2D P21(D), eθ2D P22(D), . . . , eθ2D P2s2(D)}
...
δ0 ◦ {eθmD Pm1(D), eθmD Pm2(D), . . . , eθmD Pmsm(D)}
It is an interpolation problem at the zero point. Note that Pij(D), j = 1, 2, . . . , si, are
linearly independent, i = 1, 2, . . . ,m, so eθiD Pij(D), j = 1, 2, . . . , si, i = 1, 2, . . . ,m,
are also linearly independent. Using Algorithm 3.1, we can compute a “reverse”
reduced basis {qij | j = 1, 2, . . . , si, i = 1, 2, . . . ,m} for {e
θiX Pij | j = 1, 2, . . . , si, i =
1, 2, . . . ,m}. Due to Theorem 4.9, {lm(qij) | j = 1, 2, . . . , si, i = 1, 2, . . . ,m} is the
≺-minimal monomial interpolating basis.
Remark 5.2. Note that only the least monomial of each polynomial in a “reverse”
reduced basis is concerned, so in practical computation we only need the first finite
terms of the Taylor’s expansion of eθX. For an interpolation problem with n interpo-
lation conditions, since the monomials in the ≺-minimal monomial interpolating basis
form a lower set, we only need to compute the first finite terms of eθX with degrees
≤ n− 1 in the worst case.
Next, we consider two bivariate examples.
Example 7 (Lagrange polynomial interpolation).
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(a) Interpolation points (b) Monomial interpolating basis
Fig. 1. Lagrange polynomial interpolation
For the monomial ordering grlex(y ≺ x) and interpolation conditions
∆ :=


δ(0,0) ◦ {1}
δ(1,2) ◦ {1}
δ(2,1) ◦ {1}
,
by (5.1) and Remark 5.2, we only need to compute the terms of eθX with degrees ≤ 2,
thus we have
e(1,2)X = 1 + (x+ 2y) +
1
2
(x2 + 4xy + 4y2) + · · · ,
e(2,1)X = 1 + (2x+ y) +
1
2
(4x2 + 4xy + y2) + · · · .
By Theorem 5.1, we get
{p1, p2, p3} = {1, e
(1,2)X ·1, e(2,1)X ·1}
= {1, · · ·+
1
2
(x2 + 4xy + 4y2) + (x+ 2y) + 1,
· · ·+
1
2
(4x2 + 4xy + y2) + (2x+ y) + 1}.
By Algorithm 3.1 we get a “reverse” reduced basis {q1, q2, q3} = {1, · · ·+
1
2x
2+2xy+
2y2 + x+ 2y, · · ·+ 74x
2 + xy − 12y
2 + 32x}.
At last, by Theorem 5.1 we get the ≺-minimal monomial interpolating basis T =
{lm(q1), lm(q2), lm(q3)} = {1, y, x}. It is easy to verify that
T∆ =
1 y x( )
1 0 0 δ(0,0) ◦ {1}
1 2 1 δ(1,2) ◦ {1}
1 1 2 δ(2,1) ◦ {1}
.
It is obvious that T∆ is non-singular. So T is indeed an interpolating basis for ∆.
Example 8 (Hermite polynomial interpolation).
For the monomial ordering grlex(y ≺ x) and interpolation conditions
∆ :=
{
δ(0,0) ◦ {1, Dx,
1
2D
2
x +Dy}
δ(1,2) ◦ {1, Dx}
,
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(a) Interpolation points (b) Monomial interpolating basis
Fig. 2. Hermite polynomial interpolation
by (5.1) and Remark 5.2, we compute the terms of eθX with degrees ≤ 2, thus we
have
e(1,2)X = 1 + (x+ 2y) +
1
2
(x2 + 4xy + 4y2) + · · · .
By Theorem 5.1, we get
{P1, P2, P3, P4, P5} = {1, x,
1
2
x2 + y, e(1,2)X ·1, e(1,2)X ·x}
= {1, x,
1
2
x2 + y,
· · ·+
1
2
(x2 + 4xy + 4y2) + (x+ 2y) + 1,
· · ·+
1
2
(x3 + 4x2y + 4xy2) + (x2 + 2xy) + x}.
By Algorithm 3.1, we get a “reverse” reduced basis {q1, q2, q3, q4, q5} = {1, x,
1
2x
2 +
y, · · ·+ 12 (−x
2 + 4xy + 4y2), · · ·+ 12 (x
3 + 4x2y + 4xy2) + (x2 + 2xy)}.
At last, by Theorem 5.1 we get the ≺-minimal monomial interpolating basis T =
{lm(q1), lm(q2), lm(q3), lm(q4), lm(q5)} = {1, x, y, y2, xy}. It is easy to verify that
T∆ =
1 x y y2 xy



1 0 0 0 0 δ(0,0) ◦ {1}
0 1 0 0 0 δ(0,0) ◦ {Dx}
0 0 1 0 0 δ(0,0) ◦ {
1
2D
2
x +Dy}
1 1 2 4 2 δ(1,2) ◦ {1}
0 1 0 0 2 δ(1,2) ◦ {Dx}
.
It is obvious that T∆ is non-singular. So T is indeed an interpolating basis for ∆.
6. Conclusions. For a multivariate polynomial interpolation problem, by the
concept of “reverse” reduced basis, for any given monomial ordering ≺, we present a
new method to read off the ≺-minimal monomial interpolating basis from the set of
monomials appearing in the interpolation conditions. Our algorithm only uses linear
eliminating, so it has a good performance.
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