We consider the first passage percolation model on the square lattice with an edge weight distribution F . In this paper, we consider the number of optimal paths for two points separated by a long distance. We show that there is a phase transition in the sub-criticality and the criticality.
Introduction of the model and results.
We consider the Z 2 lattice as a graph with edges E 2 connecting each pair of vertices, which are 1 unit apart. We assign independently to each edge a non-negative passage time t(e) with a common distribution F . More formally, we consider the following probability space. As the sample space, we take Ω = [0, ∞) E 2 , whose points are called configurations. Let P = e∈Z 2 µ e be the corresponding product measure on Ω for the measure µ e with a common distribution F . The expectation and variance with respect to P are denoted by E(·) and σ 2 (·), respectively. For any two vertices u and v, a path γ from u to v is an alternating sequence (v 0 , e 1 , v 1 , ..., v i , e i+1 , v i+1 , ..., v n−1 , e n , v n ) of vertices {v i } and edges {e i } between v i and v i+1 in Z 2 with v 0 = u and v n = v. A path is called disjoint if v i = v j for i = j. A path is called a circuit only if v 0 = v n . Given a disjoint path γ, we define its passage time as T (γ) = e i ∈γ t(e i ).
For any two sets A and B, we define the passage time from A to B as T (A, B) = inf{T (γ) : γ is a path from A to B}, where the infimum is over all possible finite paths from some vertex in A to some vertex in B.
A path γ from A to B with T (γ) = T (A, B) is called an optimal path of T (A, B). The existence of such an optimal path has been proven (see Kesten (1986a) ). If t(e) = 0, the edge is called a zero edge or open edge; otherwise it is called a closed edge. We also want to point out that the optimal path may not be unique. If all the edges in a path are in passage time zero, the path is called a zero or an open path. If we focus on a special configuration ω, we may write T (A, B)(ω) instead of T (A, B). When A = {u} and B = {v} are single vertex sets, T (u, v) is the passage time from u to v. We may extend the passage time over R 2 . More precisely, if u and v are in R 2 , we define T (u, v) = T (u ′ , v ′ ), where u ′ (resp., v ′ ) is the nearest neighbor of u (resp., v) in Z 2 . Possible indetermination can be eliminated by choosing an order on the vertices of Z 2 and taking the smallest nearest neighbor for this order. In this paper, for any x, y ∈ R 2 , x is denoted by the Euclidean norm and d(x, y) = x − y is the distance between x and y. For any two sets A and B of R 2 , d(A, B) = min{d(x, y) : x ∈ A and y ∈ B} is denoted by the distance between A and B. Given a vector x = (x 1 , x 2 ) ∈ R 2 , if Et(e) < ∞, by Kingman's sub-additive theorem, it is well known that
With the limit in (1.1), it is also known (see Kesten (1986a) ) that
where p c is the critical probability in two-dimensional percolation. It is well known that p c = 1/2. In particular, Hammersley and Welsh (1965) , in their pioneering paper, investigated a 0,n = T (0, (n, 0)).
They showed that lim
For simplicity's sake, we denote by
It is known (see Kesten (1986a) ) that µ < Et(e).
(1.5) By (1.5), one might guess that there should be many optimal paths. It should be interesting to ask how many optimal paths of T (0, nx) there are. Let N n (x) be the number of optimal paths with a passage time T (0, nx). In this paper, we will focus on the passage time a 0,n , and the result can be directly generalized to T (0, nx). We denote by N n the number of the optimal paths with a passage time a 0,n . Nakajima (2017) showed that if F (0) < p c for any F , then
In fact, the upper bound in (1.6) is a direct application of Kesten's Proposition 5.8 (1986a) . It shows that if F (0) < p c , then there exists κ = κ(F ) such that
for any optimal path γ n of a 0,n . Note that there are at most (2d) κn many optimal paths if γ n ≤ κn. By (1.7) and the Borel-Cantelli lemma, we have lim sup
It is believed that if F (0) < p c , then lim n→∞ n −1 log N n exists in some sense, (1.10) but no one is able to show it. There is an infinite open cluster at the origin with a positive probability when F (0) > p c . Thus, for any n ≥ 1,
However, it has been proved there is no infinite open cluster at p c . Thus, it is more interesting to ask what the behavior of N n is when F (0) = p c . We show the following theorem.
Theorem. If F (0) = p c , then there are 1 < c 1 ≤ c 2 < 2 and δ > 0 such that
In this paper, c i denotes a constant with 0 < c i < ∞ whose precise value is of no importance; its value may change from appearance to appearance, but c i will always be independent of n and t, k, and m, although it may depend on F . For simplicity's sake, we sometimes use O(n) for c 1 n ≤ O(n) ≤ c 2 n if we do not need the precise value of c 1 and c 2 . If we want to denote some small numbers, we often use δ i to denote them, whose precise value is of no importance; its value may change from appearance to appearance, but δ i will always be independent of n and t, k, i, and m, although it may depend on F .
Remarks. 1. We believe that there is a critical exponent 1 < β < 2 such that
We believe that β = 7/4, the two-arm exponent. If we assume that the three-arm exponent is 2/3, then by using the proof of the theorem, we might show that 4/3 ≤ c 2 for the c 2 in the Theorem.
2. By using the proof of the theorem, one can show that there exists a positive constant c 1 > 0 such that for
Thus, by (1.13), if the limit in (1.10) exists, then the limit will diverge when F (0) ↑ p c .
2 Proof of the lower bound of the Theorem. . Kesten and Zhang (1993) showed that there exist positive numbers c 1 and c 2 such that
By using a standard SLE 6 estimate, if γ n is the lowest crossing as described above, we can show that for the triangular lattice,
If we use the estimate from Kesten and Zhang's method (1993) together with (2.2), it might show that for the triangular lattice,
For a small δ 1 > 0, we construct the annuli
Let E i be the event that there exist open circuits in both A i−1 and A i+1 , and there exists a left-right open crossing Fig.  1 ). By the RSW lemma and the FKG inequality (see Grimmett (1999) ), there exists c 3 > 0 such that
Note that {E 2i } are independent for i = 1, 2, · · · , k/2. By (2.3)-(2.4) and a simple computation, if E = ∪ i E 2i , then there exists δ 2 > 0 such that
On E, let D m be the event that E m first occurs for an even number m. Note that {D m } are disjoint, so
Figure 1: The figure shows how to change a few edges from open to closed or from closed to open in Q t (5) to make a configuration in 
It divides the rectangle from A m−1 and A m+1 into parts upper and lower. β m meets a Q t (5) in 25 dotted unit squares. It meets ∂Q t (5) atv t , and then uses an open edge to meet Q t (3) in 9 dotted unit squares, and finally leaves Q t (3) from an open edge to ∂Q t (5) atv
, to be open, we have another open path by using a part of β m , such that the center unit square is above the newly constructed open path. In addition, we force the dual path, the ⊗-path, to be closed. Thus, the newly constructed path is the lowest open path since there is a closed dual path created by using a part of the original closed dual paths, the * -paths and a part of ⊗-paths, from each of its edges to y = −2 m−2 n 1−δ 1 . With the newly constructed paths, the configuration is in Kesten and Zhang (1993) ). In addition, let β m be the lowest open path from Fig. 1 ). By Proposition 2.3 of Kesten (1982) , if A m−1 = Γ m−1 and A m+1 = Γ m+1 for fixed circuits Γ m−1 and Γ m+1 , then
whereΓ m is all the vertices of Γ m and the vertices enclosed by Γ m . Thus,
where the sums in (2.8) take all possible fixed circuits Γ m−1 , Γ m+1 , and fixed paths Γ from Γ m−1 to Γ m+1 . If 0 < δ 1 is much smaller than c 1 , by (2.1), there exist δ 3 and δ 4 such that
Let B m be the sub-event of D m with |β m | ≥ n 1+δ 3 . Thus, by (2.8)-(2.9),
and A m+1 into two parts (see Fig. 1 ): the vertices upper Γ and lower Γ. We assume that the lower part includes Γ. For each e ∈ β m , let e * be the edge bisected of e. If β m is open and for each e ∈ β m , there is a closed dual path from e * to y = 2 m−1 n 1−δ 1 , we say β m has a three-arm property. By Proposition 2.3 of Kesten (1982) , We say that two unit squares S i and S j are k-disjoint if
We now consider 3-disjoint good squares for β m to show the following lemma. Remark. 3. We divide Z 2 into equal squares with side length M, called M-squares. More precisely, for u = (u 1 , u 2 ) ∈ Z 2 , an M-square is defined to be
We say Q u (M) is an M-good square for path β m if Q u (M) is in the upper part of β m and
By using the same proof of Lemma 2.1, we can show that there exists η = η(M) > 0 such that
This result is independently interesting and it might be used for other estimates in critical percolation. Before the proof of Lemma 2.1, we first show that Lemma 2.1 implies the following bound of the theorem.
Proof of the lower bound of the theorem. On {β m = Γ}, we list all the good squares for Γ to be {S 1 , · · · , S i , · · · , S j }. Since S i is a good square, there exists a unit square S ′ i (see Fig. 2 ) with two edges: one is of S i and the other is an edge of Γ. If there is more than one such S ′ ', we simply select one in a unique way. On {β m = Γ}, let G i be the event that the edges, except the edge in Γ, of S ′ i are open. If G i occurs, we call the square S i is accessible. Thus, for a fixed Γ and a fixed S
By the independent properties in (2.7) and (2.11), for a fixed Γ m−1 , Γ m , and Γ,
On the other hand, since S i and S m are 3-disjoint, G i and G m are also independent if i = m (see Fig.  2 ). By the independent properties, if G is the event that there are more than η|Γ|F 3 (0)/6 many accessible squares, then by (2.13) and a standard large deviation estimate on A m−1 = Γ m−1 , A m+1 = Γ m+1 , β m = Γ, and on the event in the probability of Lemma 2.1, there exists c 1 > 0 such that
(2.15) By Lemma 2.1, and by (2.9) and (2.15), there exists δ 5 < min{δ 4 , δ 2 } such that
Figure 2: The figure shows how to construct two optimal paths by using S Fig. 2 ). We can go along these three edges for another optimal path.
On G, we list all the accessible squares as {S 1 , · · · , S κ }. Furthermore, on {A m−1 = Γ m−1 , A m+1 = Γ m+1 , β m = Γ, G}, note that any path from the origin to (n, 0) has to pass through A m−1 and A m+1 , and note also that β m is open, so β m = Γ is a sub-piece of an optimal path. On G, we go along Γ, or go along the three open edges in S ′ κ to find another optimal path. Thus, there are at least two optimal paths if we choose to go these two ways (see Fig. 2 ). If we continue to use the three edges of S ′ κ−1 , note that S κ−1 and S κ are 3-disjoint, so together with the preview choices in S ′ κ , there are at least 2 2 optimal paths if we choose to go these four ways. We continue this way for each accessible edge so we have at least 2 κ many optimal paths. By this observation, note that
so by (2.16),
Thus, (2.18) implies the lower bound of the theorem. ✷ Now it remains to show Lemma 2.1.
Proof of Lemma 2.1. We suggest that readers use Fig. 1 as an aid to understanding the proof. We divide Z 2 into equal squares with a side length of 3 units, called 3-squares. More precisely, for u = (u 1 , u 2 ) ∈ Z 2 , a 3-square is defined to be
A 3-square consists on 9 unit squares: the center unit square and other 8 unit squares surrounding the center one (see Fig. 1 ). We sometimes need to use 5-squares or 7-squares. Let β m be the open path from the left to the right in [2 Fig. 1 ). We may assume that |β m | = ζ. We then consider the disjoint 3-squares intersecting with β m . There might be many ways to select these 3-squares. We just use a unique way, for example, starting from the beginning of β m to select the first, the second, ..., and the last 3-squares. We denote them by β m (3). Let {Q i (3)} be these 3-squares in β m (3) if we go along β m from A m−1 to A m+1 . In particular, we denote by Q i (1) the center unit square of Q i (3), and denote by Q i (5) the 25 unit squares with the same center Q i (1), and denote by Q i (7) the 49 unit squares with the same center Q i (1). Note that {Q i (7)} may not be disjoint, so we select a sub-sequence {Q i j (7)}, starting at Q 1 (3), such that they do not have a common unit square, but they are connected . In other words, these vertices contained by the boundaries of these 7-squares are connected. For a simple notation, we denote {Q i j (3)} by {Q i (3)} = {Q 1 (3), Q 2 (3), · · · , Q s (3)} without confusion. Since these 7-squares are connected and each 7-square contains 64 vertices, on
We fixed all β m (3) such that β m (3) = Γ m (3) for a fixed 4-square set Γ m (3). After β m (3) is fixed, these 7-squares are fixed, so {Q i (3)} is also fixed. If Q i (3) contains a good unit square, Q i (3) is called a good 3-square, otherwise it is a bad 3-square. Thus, for a small η, there exists η ′ (η ′ → 0 as η → 0) such that P (the number of good squares in β m is less than η|β m |, B m ) = Γ m−1 ,Γ m+1 Γ P (the number of good squares in Γ is less than η|Γ|,
P (the number of good 3-squares in {Q i (3), i ≤ s} is less than sη ′ , Let us analyze the situation of how β m meets Q i (3) (see Fig. 1 ). β m first meets ∂Q i (5) at v i (1), uses an edge e i (1) between ∂Q i (5) and ∂Q i (3) to meet ∂Q i (3) at u i (1), leaves ∂Q i (3) at u ′ i (1), and uses an edge e ′ i (1) between ∂Q i (5) and ∂Q i (3) to meet ∂Q i (5) at v ′ i (1). It then re-meets ∂Q i (5) at v i (2), and uses an edge e i (2) between ∂Q i (5) and ∂Q i (3) to meet ∂Q i (3) at u i (2), leaves ∂Q i (3) at u ′ i (2), and uses an edge e ′ i (2) between ∂Q i (5) and ∂Q i (3) to meet ∂Q i (5) at v ′ i (2). · · · . It finally re-meets ∂Q i (5) at v i (j i ), uses an edge e i (j i ) between ∂Q i (5) and ∂Q i (3) to meet ∂Q i (3) at u i (j i ), leaves ∂Q i (3) at u ′ i (j i ), and uses an edge e
for j i ≤ 6. We want to remark that j i may be equal to 1. Let
be the event such that β m passes through the above vertices and edges for a fixed Q i (3) and fixed Fig. 1 ). Thus, r i (l) divides Q i (5) into two parts. They belong to the lower and upper parts of
is bad, and good, respectively. Thus,
(2.21)
We first fix Γ m−1 and Γ m+1 , then fix {Q 1 (3), · · · , Q s (3)}, and fix these {Q
} for these bad squares. Finally, we fix these v t and v and E s,η ′ is the event that there are s many bad 3-squares for 
where the fourth sum in the right side of (2.23) takes over all possible disjoint {Q
, l ≤ j t )} for l ≤ j t , and the fifth and the sixth sums above take over all possible v t (l), v
Thus,
By (2.25),
We iterate (2.26) to have
Together with (2.27) and (2.23), note that i
By taking η > 0 small, then η ′ small in (2.28), note that by (2.24) we sum all disjoint events in (2.28), so there exists c 1 > 0 such that P (the number of good squares in β m is less than η|β m |, B m ) ≤ exp(−c 1 n 1+δ 2 ). Proof of the upper bound of the theorem.
To show the upper bound, we only need to show that for each optimal path, γ n , there exist δ 1 and δ 2 such that
If fact, if (3.1) holds, then by the same estimate in (2.5), on |γ n | ≤ n 2−δ 1 for each γ n , we have N n ≤ (2d) 2−δ 1 . Thus, by (3.1),
By (3.2), the upper bound in the theorem holds. It remains to show (3.1). If (3.1) will not occur, then for any δ 1 > 0 and δ 2 > 0,
Chayes, Chayes, and Durrett (1986) showed that if F (0) = p c , then
By Markov's inequality and (3.4), for any δ 3
By the RSW lemma and the FKG inequality, for any
2 with a probability larger than 1 − n −δ 5 for δ 5 > 0. By the RSW lemma and the FKG inequality again, for any δ 6 > δ 4 , there exists a closed dual circuit in [−n 1+δ 6 , n
2 with a probability larger than 1 − n −δ 7 for δ 7 > 0. Therefore, there exist an open
2 with a probability larger than (1 − n −δ 6 ) for δ 6 > 0. With these two circuits, any optimal path from the origin to (n, 0) has to stay inside [−n 1+δ 6 , n 1+δ 6 ] 2 . Thus, Lemma 3.1. If F (0) = p c , for a small, but fixed δ 6 > 0, there exists η = η(δ 6 ) > 0 such that E|C max (δ 6 , n)| ≤ n 2−η .
Proof. We divide [−n 1+δ 6 , n 1+δ 6 ] 2 into smaller equal squares with side length n 1−δ 7 . There are at most n 2δ 6 +2δ 7 many such sub-squares. We divide the proof into the following two cases: the case that C max (δ 6 , n) will touch a sub-square boundary, denoted by event A, or the case A C . Note that on A, C max (δ 6 , n) will stay in a sub-square, so E|C max (δ 6 , n)| = E(|C max (δ 6 , n)|; A) + E(|C max (δ 6 , n)|; A C ) ≤ n 2−2δ 7 + E(|C max (δ 6 , n)|; A C ). (3.7)
We now estimate the second term in the right side of (3.7). We may assume that C max (δ 6 , n) meets a sub-square S i denoted by event S i . For each S i , let C S i be all the vertices in S i connected by open paths from them to ∂S. By using Theorem 8 in Kesten (1986b) , there exists η 1 independent of δ i for i = 6, 7 such that E|C S i | ≤ n 2−η 1 . (3.8)
Note that there are at most 2δ 6 + 2δ 7 many sub-squares.
E(|C max (δ 6 , n)|; A C ) ≤ n 2δ 6 +2δ 7 E(|C S 1 |) ≤ n 2δ 6 +2δ 7 +2−η 1 . (3.9)
We select 2δ 6 + δ 7 = η 1 /4 to show that E(|C max (δ 6 , n)|; A C ) ≤ n 2δ 6 +2δ 7 E|C S 1 | ≤ n 2−η 1 /4 . (3.10)
If we substitute (3.10) into (3.7), Lemma 3.1 follows.✷ Now we show that Lemma 3.1 implies (3.1). By Markov's inequality and Lemma 3.2, if δ 1 − δ 3 are small, then there exists δ 8 independent of δ 2 and δ 3 such that P (|C max (δ 6 , n)| ≥ n 2−δ 1 −δ 3 ) ≤ EC max (δ 6 , n)/n 2−δ 1 −δ 3 ≤ n −δ 8 . (3.11)
If (3.3) holds, then there exists an optimal path γ n of a 0,n such that |γ n | ≥ n 2−δ 1 with a probability larger than n −δ 2 . Note that on {a 0,n ≤ n δ 3 , |γ n | ≥ n 2−δ 1 },
there is an open cluster larger than n 2−δ 1 −δ 3 . By (3.5) and the assumption of (3.3), if δ 2 < δ 3 /4, then for large n P (|C max (δ 6 , n)| ≥ n 2−δ 1 −δ 3 ) ≥ P (a 0,n ≤ n δ 3 , |γ n | ≥ n 2−δ 1 ) ≥ n −δ 3 /2+δ 2 ≥ n −δ 3 /4 . (3.12)
Thus, (3.3) and (3.11) cannot hold at the same time if δ 3 is selected to be small. The contradiction tells us that (3.1) should hold. With (3.1), (3.2) holds, so we have the upper bound estimate in the theorem. Together with the lower bound and the upper bound estimates, the theorem follows. ✷
