Higher energies and higher intensities are the necessary conditions for the success of future accelerators. Higher energies need stronger external electromagnetic fields to guide, focus, and accelerate charged particles, while higher intensities result in source of intense selffields. In both cases, particle motion deviates considerably from a plain linear evolution as described by the classical Hill equation of transverse betatron motion. Particle stability becomes an issue: this problem can be properly tackled using tools from the nonlinear theory of dynamical systems. The concept of dynamic aperture for single-particle motion will be presented underlying links with the fundamental theorems of classical mechanics, such as KAM and Nekhoroshev theorems. Modern numerical techniques to compute the dynamic aperture will be discussed with special emphasis on accuracy analysis. Finally, measurements of particle stability in existing circular accelerators will be reviewed. Workshop: Beam Halo Dynamics, Diagnostics, and Collimation (HALO'03), Montauk, Long Island, May 19-23, 2003 Geneva, Switzerland August 1, 2003
INTRODUCTION
The new generation of high-energy circular machines, such as the CERN LHC [1] , will be built using superconducting magnets. The main drawback of superconducting magnets is the presence of intrinsic and unavoidable magnetic field errors, inducing nonlinear effects in the beam dynamics. Therefore, the standard linear theory of betatronic motion [2] is not the best approach to study the new phenomena, and new concepts and tools have to be developed ( [3] [4] [5] [6] [7] and references therein for an overview of accelerator issues in nonlinear dynamics). The problem of single-particle stability, or equivalently the determination of the dynamic aperture (DA), is the central issue, both from a theoretical and computational point of view (see, e.g. Refs. [8] [9] [10] [11] ). A number of techniques can be inherited from neighbouring fields (see, e.g. Refs. [12] [13] [14] ), such as celestial mechanics, which has already tackled similar problems (e.g. the stability of the solar system [15, 16] ). From a conceptual point of view, a well-established definition of dynamic aperture, including error analysis of the proposed numerical approaches is crucial in itself. It becomes even more relevant considering that the problems to be solved, e.g. stability for times comparable with the filling or storage time in a circular machine, are well beyond the capabilities of nowadays computers, and, therefore, clever approximations have to be applied to get a useful answer. Considerable efforts where devoted to alternative methods, allowing to estimate DA using quantities requiring a reduced computational burden with respect to the direct approach. Although no final, or optimal, solution was found so far, in the sense that no analytical result is available to compute the DA for a generic dynamical system (a semi-analytical method based on invariant manifolds was shown to be efficient for generic 2D symplectic polynomial maps [17] [18] [19] [20] , but this cannot be generalised to higher dimensional systems), the progress in the field is certainly remarkable in the recent past. In this paper the issues related to dynamic aperture computation are discussed, from the very definition to an overview of direct methods [21, 22] . Then, techniques, such as early indicators [22, 23] , inverse logarithm interpolation [22, 24] , and bounds on invariants [25, 26] , are presented as possible alternative solutions to compute and understand the evolution of DA as a function of time. Also, time-dependent effects are mentioned. Finally, the experimental activity related to nonlinear beam dynamics in circular machines is briefly presented [27] [28] [29] [30] [31] [32] [33] with a summary of the main results achieved in three selected experiments, i.e. the Fermilab E778 experiment [34, 35] , DESY HERA-p [36] [37] [38] [39] [40] , and CERN Super Proton Synchrotron (SPS) [41] [42] [43] .
DYNAMIC APERTURE COMPUTATION Definition
Let us consider the phase space volume of the initial conditions that are bounded after N iterations:
where χ(x, p x , y, p y ) is the characteristic function of the stable domain and (x, p x , y, p y ) are 4D Courant-Snyder co-ordinates [2] . Since in 4D the invariant curves do not separate different domains of phase space, the concept of last invariant curve, surrounding stable initial conditions is not valid anymore [45, 46] . In principle, the stability domain for a fixed number of iterations could feature holes and very irregular structures. However, numerical simulations seem to indicate [5, 8, 47, 48] that these situations are not typical of weakly nonlinear lattices, where these structures have no practical relevance, as they occupy a negligible fraction of the phase space volume. Therefore, in general, there exists a connected region of initial conditions which are stable for a given number of iterations.
Direct methods
To exclude the disconnected part of the stability domain in Eq. (1), polar variables (r 1 , ϑ 1 , r 2 , ϑ 2 ) are used, r 1 and r 2 being the linear invariants. The nonlinear part of the equations of motion adds a coupling between the two planes, the perturbative parameter being the distance to the origin. It is natural to replace r 1 and r 2 with the polar variables r cos α and r sin α
Having fixed α, ϑ 1 and ϑ 2 , let r(α, ϑ 1 , ϑ 2 ) be the last value of r whose orbit is bounded after N iterations. Then, the volume of a connected stability domain is
with dΩ = dα dϑ 1 dϑ 2 . Stable islands, not connected to the main stable domain, are disregarded with such a definition (see Fig. 1 for some examples of regular and pathological cases). The DA is defined as the radius of the hypersphere with the same volume as the stability domain:
The standard approach to evaluate the integral (3) consists in taking K steps in α and L steps in ϑ 1 , ϑ 2 , and reducing the integral to a sum:
The discretisation condition over the radius r reads 
where R is the maximum amplitude used in the scan, and I the number of steps in the radial direction. By direct inspection of Eq. (5) it is clear that the error in the DA computation is optimised by choosing the steps so to produce comparable errors, i.e. I ∝ K ∝ L. Therefore, a DA estimate affected by a relative error of 1/(4I) can be obtained by evaluating I 4 orbits, i.e. NI 4 iterates. The fourth power, due to the phase space dimensionality, makes an accurate estimate of the DA very CPU-time consuming. Nevertheless, some methods to avoid the integration over ϑ 1 , ϑ 2 are available [21] . This can be obtained either by averaging over the angles of the last stable orbit, or by using normal forms [45] to reduce phase space distortions of the last stable orbit. In addition, a simplified estimate can be given for the case ϑ 1 = ϑ 2 = 0 and only a scan on r and α is performed [22] , namely
The advantage of such an approach with respect to the standard technique used in long-term simulation studies (see for instance [8, 9] ), where a fixed value of α is considered, is that it provides more accurate results, as D(N) has a smoother dependence on the number of turns allowing to derive interpolating formulae and to extrapolate them to predict long-term particle loss [22, 24] . The estimate of the error ∆D can be obtained using Gaussian sum in quadrature. An approximated formula reads [22] 
In the definitions presented before, the DA is always expressed in terms of an average: this makes it easier to evaluate the associated error and, in addition, the DA estimate is numerically stable. Of course, the minimum DA value is certainly the most relevant quantity for practical applications (see Ref. [7] for a detailed discussion of this point).
Early indicators

Lyapunov exponent
The Lyapunov exponent [12, 15] was used as early indicators to predict long-term particle loss with a limited number of turns [23] . The maximal Lyapunov exponent is related to the ratio of divergence of two orbits whose initial conditions are close in phase space. Its estimate after N turns is
where x (N) andx (N) are the iterates of the initial conditions x (0) andx (0) respectively. The distance between the orbits grows linearly with N, i.e. λ (N) → 0, for regular motion, while it grows exponentially with N, i.e. λ (N) > 0 ∀ N, for chaotic motion. The basic assumption is that particles with regular orbits are stable, those with chaotic orbits are unstable. The threshold is assumed to scale as
Such dependence is justified by considering the rate of decay of Lyapunov exponent for stable particles (A λ can be shown to be related to the maximum detuning of regular particles [22] ). In Fig. 2 (left) the Lyapunov exponent for a 4D model of the LHC [1] is shown. Stable particles (in white) are rather well separated from unstable ones (in black). The secondary peak in the distribution is an artefact of the algorithm used to compute λ (N) [12, 23] .
Tune variation
Another indicator of long-term stability is based on frequency analysis [13, 14, [50] [51] [52] . Let ν x (1 : N) and ν y (1 : N) be the frequencies computed over the first N turns in the phase planes (x, p x ) and (y, p y ) respectively, then the tune difference is
If the orbit is regular, then τ(N)
with A τ optimised with long-term simulations using the 4D Hénon map [22] . In Fig. 2 (right) the distribution of the tune variation evaluated for the 4D LHC model. Indeed, the distribution of τ(N) does not feature a sharp drop that could be used for the definition of the threshold, as it was the case for λ (N). Furthermore, provided N is large enough, a large fraction of particles has τ(N) ≈ 0. Although quite attractive, the DA computation based on early indicators is affected by a number of difficulties.
In the case of Lyapunov exponent the main failures are due to intermittency (leading to DA overestimate) and stable chaos (leading to DA underestimate, as observed in [38, 43] ). In the case of tune estimate, particles locked on a resonance might shown a slow convergence of τ(N) to zero, thus leading to DA underestimate [22] . This difficulty can be overcome by considering τ(N) and λ (N).
Inverse logarithm interpolation
A different approach consists in analysing the dependence of D(N) as a function of N (also called survival plots, see Refs. [3, 8] ). Thanks to the average over α, D(N) can be very well interpolated by the simple law [22] (see Fig. 3 for some examples)
The law (13) deserves some comments. Only two constants are required to fit numerical data, and their physical meaning is transparent, i.e. D ∞ is the DA for infinite times, while b measures the relevance of the long-term losses. Errors on the fitted parameters can be estimated using standard numerical tools [22, 24] . The logarithmic law (13) can be justified in terms of Nekhoroshev theorem [53] , and its generalisations to symplectic mappings of arbitrary dimension [54, 55] , and KAM theorem [16, 56] . Finally, it allows extrapolation of tracking data with good accuracy (see next Section). 
Numerical results
Detailed analysis of tracking data for realistic 4D model of the LHC [22] , are shown in Table 1 . The DA estimates are expressed as relative errors with respect to plain tracking at 10 5 turns. The extrapolation based on Eq. (13) is reliable from 2048 turns onward. The Lyapunov is very pessimistic with respect to plain tracking at 10 5 turns, but its estimate is consistent with extrapolation of D ∞ . Although the predictions with the tune variation are rather pessimistic with respect to tracking at 10 5 turns, they agree very well with the logarithmic extrapolation for 10 7 turns. Predictions with only 128 turns already give a clear indication about the relevance of longterm phenomena. Similar conclusions can be drawn from the analysis of 6D data [22] . 
Bound on Invariants
The principle is rather straightforward: provided an accurate estimate of the quasi-invariant J in the region of interest for the nonlinear system under consideration is available, and assuming that it is possible to evaluate its maximum variation δ J over N 0 turns (usually performed via Monte Carlo method), then the stability time can be computed as
where ∆J is the maximum allowed variation of the quasiinvariant [25, 26] . Although this approach follows from rigorous derivation, its practical implementation could lead to severe underestimate of the stability time, and, what is even more important, its applicability beyond the weakly chaotic region is doubtful.
Time-dependent effects
Long-term particle losses are drastically enhanced if the betatron tune is modulated by some external causes, such as power supply ripple, or synchro-betatron coupling. The fundamental mechanisms for modulational diffusion have been dealt with in [58, 59] : following this approach, simplified models have been analysed to distinguish between different regimes due to the modulational spectra (see Ref. [60] ). Rigorous estimates have been obtained also for the change in adiabatic invariant due to separatrix crossing [61] and these results have been the basis for computing estimates of the diffusion coefficient in limited phase space regions [62, 63] . In this respect, if the underlying mechanism for particle loss is governed by a Fokker-Planck process, which is a questionable hypothesis [64] , then the diffusion coefficient has necessarily a strong dependence on both the adiabatic invariants and the local resonances' structure [65] . In Ref. [24] , a phenomenological approach was used: the interpolation law (13) was modified by adding a third fit parameter κ, i.e.
D(N)
When the modulational amplitude reaches a certain limit, the extrapolation at infinity becomes negative, indicating that all the phase space is unstable. This is in agreement with experiments [41, 43] that show that for large modulations the beam has a finite lifetime. In these cases the exponent κ may become negative: a decay of the DA approximately proportional to the logarithm of the number of turns (i.e. κ = −1) has been observed several years ago in the Superconducting Super Collider simulations. The detailed analysis of numerical stability and accuracy of the proposed fit can be found in Ref. [24] , here the numerical results for two different modulation amplitude applied to a 4D modulated Hénon map are shown in Fig. 4 as an example. 
NONLINEAR DYNAMICS EXPERIMENTS
Experimental activities devoted to measuring and understanding nonlinear dynamics effects in circular machines [27] were started in many laboratories (see Refs. [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] for an overview, certainly not exhaustive, of results for both hadron and lepton machines). Usually, the main objective consists in measuring singleparticle quantities like smear, i.e. the orbit distortion induced by nonlinear forces, detuning with amplitude, islands' parameters, and, in some cases, also DA including its parameteric dependence on relevant physical quantities (e.g. tune ripple parameters). In this paper three experiments at Tevatron (E778, Fermilab), HERA-p ring (DESY), and those carried out at the SPS (CERN) will be considered and summarised. Fermilab E778: the goal consisted in studying the dynamics of charged particles under the influence of nonlinear forces and resonances [34, 35] . To this aim, sextupoles were powered at the injection flat bottom of the Tevatron and the horizontal tune was set to q H = 2/5 to test the behaviour near the fifth-order resonance. Various measurements were attempted, such as smear and detuning with amplitude [34] . A detailed experimental study of islands properties was carried out, with a particular emphasis on the persistence of islands under the influence of artificially generated tune ripple. This point was tested by measuring the coherent signal due to beam trapped inside the islands of the fifth-order resonance as a function of the tune ripple frequency. This allowed probing the complex phase diagram for the beam dynamics under the influence of an external ripple [35] . Beam profile evolution was part of the experimental programme, as well as DA measurements: a reasonable overall agreement with tracking results of about 20 % was found. DESY HERA-p: most experiments were performed at injection energy and after decay of persistent currents to have well defined experimental conditions. No external nonlinear elements were used, the source of nonlinearities being the errors in superconducting magnets. Detuning with amplitude was carefully measured to reconstruct an accurate model of the machine to be used in the numerical simulations. Additionally, two main topics were considered, namely the influence and, possibly, the correction of tune ripple [36] , and DA measurements [37] [38] [39] [40] . Different techniques were used to measure DA, namely beam profile measurements and beam losses on scrapers. Different regimes were revealed depending on the beam energy: at injection, tune ripple had almost no impact on DA, while at top energy a clear effect was observed. Also, scraper measurements were compatible with a diffusion model only at top energy. The overall agreement between computed and measure DA values is within 20 %. CERN SPS: the experimental programme covered a long period [41] [42] [43] [44] during which the objectives evolved from measurements of detuning with amplitude and short-term (few seconds of SPS storage time) DA to long-term (of the order of minutes of storage time) DA, including influence of ripple, such as parametric dependence on ripple frequency and amplitude, as well as two ripple frequencies at a time. In all the cases under considerations, the SPS was operated at 120 GeV to profit from the good reproducibility and linearitiy of the machine at such energy. Six sextupoles were used to generate nonlinear forces without exciting low-order resonances (in particular the third-order resonance). Short-term DA was found to be in good agreement with numerical simulations, and also with analysitical estimates based on normal forms [66] . As far as long-term DA measurements are concerned, once again a 20 % agreement was found with numerical simulations after a careful tuning and control of the machine parameters. The influence of the ripple parameters on the beam stability was not in quantitative agreement with numerical simulations. A clear signature of the harmful effect of two ripple frequencies was found in the experiment and qualitatively confirmed by the tracking studies [43, 44] .
CONCLUSIONS
Considerable effort was devoted to understanding nonlinear beam dynamics in circular accelerators. In particular, the problem of single-particle beam stability, namely the computation of DA, gained a central role. In this paper, an overview of different approaches, ranging from direct and indirect methods, the latter based either on early indicators, interpolating law, or bound on invariants, were presented. In particular, the issue of accuracy in the DA estimate was considered and results discussed. As far as experimental activities aimed at probing nonlinear effects in beam dynamcs are concerned, a brief review of three experiments performed at Fermilab, DESY, and CERN was presented. Phase space properties (detuning with amplitude, smear, islands' properties) are rather accurately measured and found in good agreement with numerical simulations. As far as the DA is concerned, the definition of the measurement procedure is already a quite delicate point [43] . In all the experiments a qualitative agreement between DA measurements (including also parametric dependence on tune ripple parameters) was found. To reach a quantitative agreement of about 20 % required well-controlled experimental conditions together with extremely accurate numerical simulations.
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