Abstract. Region-oriented segmentation is a simple relatively robust method for coin recognition. In this paper we present the use of Region-oriented segmentation for Coin Recognition. We use an improved K-Means Clustering Algorithm, which has the advantage to speed up the automatic determining of the optimal number of classes, to group all the gray-levels into several clusters. With the help of this cluster algorithm a label image of original coin image is obtained. In turn, the features such as area, perimeter, compactness and polar distance are extracted from the label image. The coins presented in the image could be recognized by matching the classifiers stored in the database. Several common segmentation approaches are also presented here in comparing to the region-oriented segmentation.
Introduction
Image segmentation as one of the most widely studied problems in image analysis, is the low-level operation concerned with partitioning images by determining disjoint and homogeneous regions or, equivalently, by finding edges or boundaries. The homogeneous regions, or the edges, are supposed to correspond to actual objects, or parts of them, within the images. Thus, in a large number of applications in image processing and computer vision, segmentation plays a fundamental role as the first step before applying to images higher-level operations such as recognition, semantic interpretation, and representation.
The Most frequently used methods of the image segmentation are often classified into three categories: edge-oriented segmentation, region-oriented segmentation and hybrid segmentation (consider both edge and regions). An edge-oriented process marks differences in visual attributes while a region-oriented process finds homogeneous areas by integrating information about attributes over space. Edge detection is fundamental to many machine vision algorithms [1] . However, it is rarely flawless on its own in segmenting an image into relevant regions. In natural images, edges are disrupted by noise, occlusions, and interference from other edges. Edges are also ambiguous luminance edges, for example, may arise from many distinct physical causes. Therefore, edge detection segmentation algorithms typically require fragile and adaptive adjustment of thresholds, iterations on multiple spatial scales, and special line-completion methods [3, 4] . Region-oriented segmentation algorithms typically 'grow' regions from seed patches, accreting all those surrounding areas that share the same properties as the seed, the end result being a set of internally homogeneous regions [5] . But region-oriented algorithms also face problems in defining and setting thresholds for homogeneity, particularly in noisy or complex images characterized by multiple attributes [7] . In our system, both methods are demonstrated and tested, and a comparison is made between two methods. Recent computer algorithms for image segmentation address the dual problems of region-oriented and edge-oriented processes by combining them [4, 6, 8] .
The rest of the paper is organized as follows: Section 2 describes in detail the proposed coin recognition system using the region-base segmentation and edge-base segmentation respectively. The experiment results are presented in Section 3. The results, analysis and comparisons are Title of Publication (to be inserted by the publisher) discussed in Section 4. Conclusions are drawn in Section 5.
Proposed Technique
This section describes in detail the proposed technique for coin features extraction and recognition. The overall block of the process is presented in Fig1 as follows.
Fig. 1. The process of coin recognition
The system for coin recognition is composed of three main modules. The first one deals with the features extraction. Let us call this module the Features Extraction Module (FEM). The second module, the Classifier Formation Module (CFM), provides for classifier formation from the raw images features. The third module, the Object Matching Module (OMM), allows for object matching. These three modules are described below in detail.
Features Extraction Module (FEM).
This module is the most important of the three. Its efficiency determines the complete performance of the system. In the Preprocessing unit, the coin image that loaded in this module is first changed into gray-scale. Then a Gaussian filter is used to smooth the image and remove detail and noise. The Gaussian filter provides gentler smoothing and preserves edges better than a similarly sized mean filter. Two major approaches for segmentation are introduced in segmentation unit. In Connectivity Analysis unit, the image is labeled and then marked in order to isolate the objects in the image. In order to arrive at a precise calculation of the segmented object, the object was smoothed by eroding the image twice. Finally, five features which are typical in the context of region-oriented segmentation are calculated as the output of the FEM.
Fig. 2. Features Extraction Module
Region-Oriented Segmentation Using An Improved K-Means Clustering. In our system, an improved K-Means clustering method proposed by Alsabti et al. [13] is used in region-oriented segmentation to group the gray-level into regions of similar values [9] . The efficient K-Means algorithm is proved able to improve the computational speed of the direct K-Means algorithm by an order to two orders of magnitude in the total number of distance calculations and the overall time of computation. This has been shown to be effective in producing good clustering results for many practical applications. The efficient K-Means algorithm consists of the following steps:
(a) A k-d tree is generated to organize the pattern vectors, by which one can find all the
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patterns that are closest to a given prototype efficiently. There are some information kept by each node of the tree: a. C are maintained for each cluster i. During each iteration, the k-d tree is traversed from the root node with all k candidate prototypes. A pruning function is in turn applied on the candidate prototypes. The traversal stopped when the number of candidate prototypes is equal to one. The cluster statistics are updated based on the information about the number of points, linear sum and square sum stored for the internal node. A direct K-Means algorithm is applied on the leaf node if there is more than one candidate prototype.
Edge-Oriented Segmentation Using Edge Detection. Another approach is based on images segmented by an edge finding procedure. The edges of the objects in an image can be obtained by computing the convolution of the image (represented as a matrix of pixel intensity values) with a filter matrix. The Sobel operator (Fig2) which is more immune to image noise and provides stronger edge discrimination is used for this purpose. The Sobel image in turn approached the threshold to binary image by a proper threshold value.
The binary gradient mask shows lines of high contrast in the image. These lines do not quite delineate the outline of the object of interest. Compared to the original image, there are some gaps in the lines surrounding the object in the gradient mask. These linear gaps will disappear if the Sobel image is dilated using the vertical structuring element followed by the horizontal structuring element. Finally, the holes remaining in the interior of the object were filled.
Classifier Formation Module (CFM).
This module receives input and stores the features extracted from the raw coin images which containing certain coin. The classifiers are then formulated to identify each of the learned coins. 
Object Matching Module (OMM).
Once the values of coin features associated to the certain coin have been computed and stored, coin recognition may be done. Various models proposed for similarity analysis in image retrieval systems can be used here for coin recognition. In this module, the vector space model that is widely used in textual document retrieval systems was employed. 
Experiments and Comparisons
The performance of the system was tested with an image set of four kinds of coins. More than five hundreds images containing one or more coins are used to evaluate the segmentation approaches applied in this system. Results were compared with the ISODATA algorithm which is another widely used clustering method to partition the image. The approach used was also compared to other segmentation approaches, edge detection and region growing in terms of the accuracy and the total processing time. The coins in the images are not allowed to touch or occlude. This a very strong restriction but allows solving the problem efficiently. The runtime is measured on a PENTIUM4 Desktop with 4GHZ CPU and 512MB RAM. Comparison to other approaches. The results obtained (see Table 2 , 3) indicate the segmentation based on the improved K-Means Clustering algorithm performs a little faster than the algorithm of ISODATA Clustering and Region Growing in terms of processing time. Therefore ISODATA and region growing tends to be a computationally intensive when processing large data sets. On the other hand, our approach used in this study also shown the best performance (see Fig.5 ) among the common segmentation approaches in terms of accuracy. The edge detection on noisy, complex images often produces missing edges and extra edges which cause the detected boundaries to not necessarily form a set of closed connected curves that surround connected regions. Therefore, the edge-oriented segmentation has poor performance because of the noise and the shadow, which needs supplementary processing steps to group local edges into an object. 
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Conclusion and Directions for Further Research
In this paper we described a system for coin recognition by applying the region-based segmentation. In our system, the motivation for image segmentation is to allow the system to perform similarity comparison on objects as opposed to the whole image. Therefore, segmentation does not need to be precise but it is required to be significant and robust. Therefore, an improved K-Means Clustering algorithm is applied in region-oriented segmentation, and several segmentation approaches are provided for comparison. And based on the experimental results, the region-based segmentation used in our system shows the best performance than the others in noise immunity, higher accuracy and lower time consumption. However, there are still some difficult problems needing to be handled in this system. Future work will deal with the coin recognition with the scaled image and the object occlusion in the image.
