Abstract. We prove that an isometric immersion of a simply connected Riemannian surface M in four-dimensional Minkowski space, with given normal bundle E and given mean curvature vector H ∈ Γ(E), is equivalent to a normalized spinor field ϕ ∈ Γ(ΣE ⊗ ΣM ) solution of a Dirac equation Dϕ = H · ϕ on the surface. Using the immersion of the Minkowski space into the complex quaternions, we also obtain a representation of the immersion in terms of the spinor field. We then use these results to describe the flat spacelike surfaces with flat normal bundle and regular Gauss map in four-dimensional Minkowski space, and also the flat surfaces in three-dimensional hyperbolic space, giving spinorial proofs of results by J.A. Gálvez, A. Martínez and F. Milán.
Introduction
A conformal immersion of a surface in R 3 , with mean curvature H, may be represented by a spinor field ϕ solution of the Dirac equation Dϕ = Hϕ on the surface; this fact generalizes the classical Weierstrass representation of minimal surfaces, and has been studied by many authors; we refer to [11, 16, 4] , and the references therein. The representation of surfaces using spinors has been subsequently extended to other geometric contexts, especially to the Riemannian and semi-Riemannian space forms, in dimension three [14, 12, 15, 13] , and in dimension four [9, 10, 18, 17, 2] ; close to our subject, the paper [18] is concerned with the spinorial representation of conformal immersions of surfaces into 4-dimensional pseudo-Riemannian manifolds, and in particular into 4-dimensional Minkowski space.
In the present paper, we are interested in the spinorial description of the isometric immersions of a Riemannian surface into 4-dimensional Minkowski space R 1,3 , with given normal bundle and given mean curvature vector (this is the approach followed in [2] ), and in its applications to the geometry of spacelike surfaces in R 1,3 , especially to the description of the flat surfaces: using such a representation we will obtain spinorial proofs of results by J.A. Gálvez, A. Martínez and F. Milán concerning the representation of the flat surfaces with flat normal bundle in R 1,3 [6] and also in three-dimensional hyperbolic space H 3 [5, 6] . Let (M, g) be a Riemannian surface. We suppose that E is a vector bundle of rank 2 on M, equipped with a Lorentzian metric, i.e. a metric of signature (1, 1) on each fiber, a compatible connection, and an orientation (in space, and in time); we assume moreover that spin structures are given on E and on T M, and we define Σ := ΣE ⊗ ΣM, the tensor product of the corresponding bundles of spinors. Let H C be the space of complex quaternions, defined by H C := {q 0 1 + q 1 I + q 2 J + q 3 K, q 0 , q 1 , q 2 , q 3 ∈ C} where I, J and K are such that
We will see Section 1 that two natural bilinear maps H : Σ × Σ → C and ., . : Σ × Σ → H C are defined on Σ. The main result of the paper is the following: Theorem 1. Suppose that M is moreover simply connected, and let H be a section of E. The following statements are equivalent.
(1) There exists a spinor field ϕ of Γ(Σ) with H(ϕ, ϕ) = 1 solution of the Dirac equation Dϕ = H · ϕ.
(2) There exists a spinor field ϕ ∈ Γ(Σ) with H(ϕ, ϕ) = 1 solution of We refer to Section 1 for the definitions of the Clifford product " · " and of the Dirac operator D acting on Γ(Σ), and for the immersion of the Minkowski space R 1,3 into H C . We then give various applications of this result. We first give a spinorial proof of the fundamental theorem: Corollary 1. If, additionally to the hypotheses in the theorem above, a bilinear map B : T M × T M → E satisfying the Gauss, Codazzi and Ricci equations is given, then there is an isometric immersion of the surface in R 1,3 with normal bundle E and second fundamental form B; the immersion is moreover unique up to the action of the group of Lorentzian motions in R 1, 3 .
As a second application, we explain how Theorem 1 permits to recover the spinorial characterizations of the isometric immersions in R 3 , in H 3 [14] and in R 1,2 [13] ; for immersions in R 1,2 we obtain a characterization which is different to the characterization given in [13] , and we also give a representation formula (see Remark 
below).
The third application of the theorem above is the description of the flat surfaces with flat normal bundle and regular Gauss map in four-dimensional Minkowski space: these surfaces are generally described by two holomorphic functions and two smooth functions satisfying a condition of compatibility; this is the main result of [6] , that we prove here using spinors. We set here this result as follows:
Corollary 2. Let (U, z) be a simply connected domain in C, and consider
where f 1 , f 2 : U → C are two holomorphic functions such that f (ih 0 f 1 + h 1 f 2 ) and α 2 := 1
considered as real vector fields on U, are independent at every point and satisfy [α 1 , α 2 ] = 0. Then, if g : U → Spin(1, 3) ⊂ H C is a map solving
and if we set ξ := g −1 (ω 1 J + ω 2 K)ĝ (3) where ω 1 , ω 2 : T U → R are the dual forms of α 1 , α 2 ∈ Γ(T U ) and whereĝ stands for the map g composed by the complex conjugationˆof the four coefficients in H C , the function F = ξ defines an immersion U → R 1,3 with K = K N = 0. Reciprocally, the immersions of M simply connected such that K = K N = 0, with regular Gauss map and whose osculating spaces are everywhere not degenerate, are of this form.
We refer to Section 1 for notation and to Section 6.3 for the proof. To obtain this result, we first study the Gauss map of a spacelike surface in four-dimensional Minkowski space, and we obtain the following results, which might be of independent interest: we first show that the Grassmannian of the spacelike oriented planes in R 1,3 naturally identifies to a complex two-sphere in C 3 , and we compute the expression of the pull-back by the Gauss map of the natural complex area form defined on it. This expression leads to simple extrinsic proofs of the Gauss-Bonnet and the Whitney's Theorems (Remark 6.4), and also readily furnishes the natural complex structure induced by the Gauss map on a flat spacelike surface with flat normal bundle and regular Gauss map; this complex structure coincides with the complex structure introduced in [6] .
Finally, we describe the flat surfaces in three-dimensional hyperbolic space H 3 , giving a spinorial proof of another result by J.A. Gálvez, A. Martínez and F. Milán [5, 6] .
The problem of the global description of the flat surfaces with flat normal bundle and regular Gauss map in four-dimensional Euclidean space is still an open question; see [7] for some recent results. A spinorial approach as in Theorem 1 and Corollary 2 above might give some new insights to this subject.
The outline of the paper is as follows: Section 1 is devoted to preliminaries on Clifford algebras and spinors induced on a spacelike surface in four-dimensional Minkowski space; we systematically use the complex quaternions to describe the various algebraic tools. Section 2 deals with the relation between spinors fields induced on a spacelike surface and the equations of Gauss, Codazzi and Ricci satisfied by the second fundamental form of the surface; the proof of the main technical lemma is given Section 3. In Section 4 we give the representation formula of the immersion by the spinor field, which may be considered as an extension to general spacelike surfaces of the Weierstrass representation of maximal surfaces. In Section 5, we focus our attention to the special cases of immersions in R 3 , H 3 and R 1,2 . In Section 6 we study flat surfaces with flat normal bundle and regular Gauss map: we first study the Gauss map of a spacelike surface, in the general case, and in the case where the surface is flat with flat normal bundle (Section 6.1); we then give a description of flat surfaces with flat normal bundle and regular Gauss map using spinors (the analysis of the problem is done Section 6.2 and the synthesis Section 6.3), and we finally describe the flat surfaces in three-dimensional hyperbolic space H 3 .
Preliminaries
In this section, we first give algebraic preliminaries about Clifford algebras and spinors in four-dimensional Minkowski space R 1,3 , then quote the basic properties of spinors induced on a spacelike surface of R 1,3 , and finally describe the corresponding abstract constructions, starting with an abstract Riemannian surface and a Lorentzian bundle of rank 2 on the surface.
1.1. Spinors of the four-dimensional Minkowski space.
1.1.1. The Clifford algebra, the Spin group and the spinorial representation. The Minkowski space R 1,3 is the space R 4 endowed with the metric
. Using the Clifford map
where H C (2) stands for the set of 2 × 2 matrices with entries belonging to the set of complex quaternions H C , the Clifford algebra of R 1,3 is
The Clifford sub-algebra of elements of even degree is
Consider the bilinear map H :
where
It is C-bilinear for the natural complex structure i on H C . Its real part, denoted by ., . , is a real scalar product of signature (4, 4) on H C . We consider
Using the identification
where, if ξ = q 0 1+q 1 I+q 2 J +q 3 K belongs to H C , we denote ξ = q 0 1−q 1 I−q 2 J −q 3 K, we get the double cover Φ : Spin(1, 3)
Here and below SO(1, 3) stands for the component of the identity of the group of Lorentz transformations of R 1,3 . Let us denote by ρ :
where the complex structure on H C is given here by the multiplication by I on the right. The spinorial representation of Spin(1, 3) is the restriction to Spin(1, 3) of the representation ρ and reads
This representation splits into
Note that, if (e 0 , e 1 , e 2 , e 3 ) stands for the canonical basis of R 1,3 , the complexified volume element i e 0 · e 1 · e 2 · e 3 acts as +Id on S + and as −Id on S − . We finally observe that Spin(1, 3) also naturally acts on H C by multiplication on the right
and that the following property holds:
for all X ∈ R 1,3 ⊂ Cl 1 (1, 3), ξ ∈ H C and q ∈ Spin(1, 3); this is because the action of X on ξq is given by the action on ξq ξq of the matrix representation (4).
Spinors under the splitting R
We now consider the splitting R 1,3 = R 1,1 × R 2 and the corresponding inclusion SO(1, 1) × SO(2) ⊂ SO (1, 3) . By using the very definition (7) of Φ, we easily get
more precisely, setting z = θ + iϕ, θ, ϕ ∈ R, we have, in H C , cos z + sin zI = (cosh ϕ + i sinh ϕI).(cos θ + sin θI), and Φ(cos z + sin zI) is the Lorentz transformation of R 1,3 which consists of a Lorentz transformation of angle 2ϕ in R 1,1 and a rotation of angle 2θ in R 2 . Thus, defining
and
we have S If we now restrict the spinorial representation ρ of Spin(1, 3) to S 1 C ⊂ Spin(1, 3), the representation in H C = S + ⊕ S − splits into the sum of four complex lines:
Note that e 0 · e 1 acts as +Id on S ++ and on S +− , and as −Id on S −− and on S −+ , whereas i e 2 · e 3 acts as +Id on S ++ and on S −+ , and as −Id on S −− and on S +− .
Remark 1.1. It is not difficult to show that the representation (2) , is equivalent to the representation
of Spin(1, 1) × Spin(2), where ρ 1 = ρ (2); moreover, the decomposition (12) corresponds to the decomposition (14) . Indeed, the restrictions of the representation (13) to the complex lines S ++ , S −− , S +− and S −+ are respectively equivalent to the multiplications by e −iz , e iz , e iz and e −iz on C, with z = θ + iϕ, where ϕ ∈ R describes the Spin(1, 1)−factor and θ ∈ R/2πZ the Spin(2)−factor of Spin(1, 1) × Spin(2), as in (10)-(11).
1.2.
Basic properties of spinors induced on a spacelike surface in R 1,3 . Let (M 2 , g) be an oriented Riemannian surface isometrically immersed into the four-dimensional Minkowski space R 1,3 . Let us denote by E its normal bundle and by B : T M × T M −→ E its second fundamental form defined by
where ∇ and ∇ are the Levi-Civita connections of M and R 1,3 respectively. We moreover assume that E is oriented, in space and in time. The second fundamental form satisfies the equations (1) K = B(e 2 , e 2 ), B(e 3 , e 3 ) − |B(e 2 , e 3 )| 2 (Gauss equation), (2) 
, where K and K N are the curvatures of (M, g) and E, (e 2 , e 3 ) and (e 0 , e 1 ) are orthonormal, space-and time-oriented bases of T M and E respectively, and where ∇ is the natural connection induced on T * M ⊗2 ⊗ E. As usual, if ν ∈ E, S ν stands for the symmetric operator on T M such that
Suppose that E is a bundle of rank 2 on a Riemannian surface (M, g), equipped with a Lorentzian metric and a compatible connection, and assume that B : T M ×T M → E is a bilinear map satisfying the equations (1), (2) and (3) above; the fundamental theorem says that there is locally a unique isometric immersion of M in R 1,3 with normal bundle E and second fundamental form B. We will obtain a spinorial proof of this theorem, in Corollary 4 below.
It is well known that there is an identification between the spinor bundle of
|M , and the spinor bundle of M twisted by the normal bundle Σ = ΣE ⊗ ΣM ; see [1, 8] , and also Remark 1.1. Moreover, we have the spinorial Gauss formula: for any ϕ ∈ Σ and any X ∈ T M ,
where ∇ is the spinorial connection of ΣR 1,3 , ∇ is the spinorial connection of Σ defined by
and the dot " · " is the Clifford action in R 1,3 ; see [1, 18] . Therefore, if ϕ is a parallel spinor of R 1,3 , then its restriction to M satisfies
and by taking the trace the following Dirac equation
where Dϕ := e 2 · ∇ e2 ϕ + e 3 · ∇ e3 ϕ and where H = 1 2 tr g B is the mean curvature
Finally, correspondingly to the splittings (12)- (14) we have Σ = Σ + ⊕ Σ − with
) be an oriented Riemannian surface and E a space-and time-oriented Lorentzian bundle of rank 2 over M equipped with a compatible connection, with given spin structures. We consider the spinor bundle Σ over M twisted by E and defined by Σ := ΣE ⊗ ΣM.
We endow Σ with the spinorial connection ∇ defined by
We also define the Clifford product · by
where ϕ = α ⊗ σ belongs to Σ, · E and · M denote the Clifford actions on ΣE and ΣM and α = α (2) . Recall first that Σ is the vector bundle associated to the principal bundlẽ
and to the representation ρ 1 ⊗ρ 2 of the structure group Spin(1, 1)×Spin(2), where, if Q 1 and Q 2 denote the SO(1, 1) and SO(2) principal bundles of the oriented and orthonormal frames of E and T M, the double coveringsQ 1 → Q 1 andQ 2 → Q 2 are the given spin structures on E and T M and the maps p 1 :Q 1 → M and p 2 :Q 2 → M are the corresponding projections. We noted Remark 1.1 that the representation ρ 1 ⊗ ρ 2 is equivalent to the representation (2) . Obviously, the maps ξ → gξ belong in fact to End H C (H C ), the space of endomorphisms of H C which are H C −linear, where the linear structure on H C is given by the multiplication on the right: Σ is thus naturally equipped with a linear right-action of H C . Since the group S 1 C = Spin(1, 1).Spin(2) belongs to Spin(1, 3), which preserves the complex bilinear map H defined on H C by (6), the bundle Σ is also equipped with a complex bilinear map H and with a real scalar product ., . := ℜe H of signature (4, 4) . We note the following properties: H vanishes on the bundles Σ + and Σ − (and thus also on the four bundles Σ ±± ) since H vanishes on S + and S − ; on the other hand, the real scalar product ., . has signature (2, 2) on the two bundles ΣE ⊗ Σ + M and ΣE ⊗ Σ − M, and these bundles are moreover orthogonal with respect to H. These last properties are consequences of the fact that these bundles are respectively associated to the representations of S We may also define a H C -valued scalar product on Σ by
where ξ and ξ ′ ∈ H C are respectively the components of ψ and ψ ′ in some local section ofQ (recall that, if
This scalar product satisfies the following properties: for all ψ, ψ ′ ∈ Σ and for all X ∈ E ⊕ T M,
We stress that the product ., . is not C−bilinear with respect to the standard complex structure on Σ (which corresponds to the right multiplication by I on H C ) but is C−bilinear if Σ is endowed with the complex structure given by the Clifford action of −e 0 · e 1 · e 2 · e 3 (which corresponds to the multiplication by i on H C ). Finally, note that, by definition, H(ψ, ψ ′ ) is the coefficient of 1 in the decomposition of ψ, ψ ′ in the basis 1, I, J, K of H C , and that (20) yields
for all ψ, ψ ′ ∈ Σ and for all X ∈ E ⊕ T M.
Notation.
Throughout the paper, we will use the following notation: ifs ∈Q is a given frame, the brackets [·] will denote the coordinates ∈ H C of the spinor fields ins, that is, for ϕ ∈ Σ,
We will also use the brackets to denote the coordinates ins of the elements of the Clifford algebra
Note that
If (e 0 , e 1 ) and (e 2 , e 3 ) are positively oriented and orthonormal frames of E and T M, a frames ∈Q such that π(s) = (e 0 , e 1 , e 2 , e 3 ), where π :
is the natural projection onto the bundle of the orthonormal frames of E ⊕ T M , will be called adapted to the frame (e 0 , e 1 , e 2 , e 3 ); in such a frame, e 0 , e 1 , e 2 and e 3 ∈ Cl 1 (E ⊕ T M ) are respectively represented by i1, I, J and K ∈ H C .
Spinor field and fundamental equations
We prove here that a spinor field solution of the Dirac equation gives rise to a bilinear map satisfying the equations of Gauss, Codazzi and Ricci. As in the paper [4] (and afterwards in [12, 13, 14, 15] and [2] ), the proof relies on the fact that such a spinor field necessarily solves a Killing type equation (equation (24) in Lemma 2.1 below).
) be an oriented surface and E an oriented Lorentzian vector bundle of rank 2 on M equipped with a compatible connection, with given spin structures. Let Σ = ΣE ⊗ ΣM be the twisted spinor bundle and D its Dirac operator. Let H be a section of E and assume that there exists a spinor ϕ ∈ Γ(Σ) solution of Dϕ = H · ϕ (22) with H(ϕ, ϕ) = 1. Then the bilinear map
and all ν ∈ Γ(E) is symmetric, satisfies the Gauss, Codazzi and Ricci equations and is such that
In the theorem and below, we use the same notation ., . to denote the scalar products on T M, on E, and on Σ (the real scalar product, defined above, Section 1.3). In order to prove this theorem, we state the following lemma.
Lemma 2.1. If ϕ is a solution of the Dirac equation (22) then, for all X ∈ Γ(T M ),
with
where B is the bilinear map defined above.
Using this lemma, we will prove Theorem 2. The proof of this lemma will be given in Section 3.
Proof of Theorem 2:
The equations of Gauss, Codazzi and Ricci appear to be the integrability conditions of (24). We compute the spinorial curvature of ϕ. A direct computation yields
Here and below we also denote by ∇ the natural connexion on the Clifford bundle
Lemma 2.2. Let (e 0 , e 1 ) and (e 2 , e 3 ) be positively oriented and orthonormal bases of E and T M respectively. We have:
(1) The left-hand side of (26) satisfies
(2) The first term of the right-hand side of (26) satisfies
(3) The second term of the right-hand side of (26) satisfies
, e 3 e 0 · e 1 .
Proof: We first compute R(e 2 , e 3 )ϕ. We recall that Σ = ΣE ⊗ ΣM and assume that ϕ = α ⊗ σ with α ∈ ΣE and σ ∈ ΣM . Thus,
Moreover, by the Ricci identity on M , we have
where K is the Gauss curvature of (M, g). Similarly, we have
where K N is the curvature of the connection on E. These last two relations give the first claim of the lemma. For the second claim of the lemma, we choose e j so that at p ∈ M , ∇e j |p = 0. Then, we have
We now prove the third assertion of the lemma. In order to simplify the notation, we set B(e i , e j ) = B ij . We have The following lemma permits to finish the proof:
Proof: Recalling the notation introduced in Section 1.4, in some local sections of Q, T is represented by q ∈ H C , and ϕ by ξ ∈ H C ; thus T · ϕ is represented by qξ. If T · ϕ = 0, we have qξ = 0; since ξ is invertible in H C (ξξ = H(ϕ, ϕ) = 0), we get q = 0, and the result.
We deduce from (26), Lemma 2.2 and Lemma 2.3 that
which are respectively Gauss, Ricci and Codazzi equations.
From Theorem 2 and the fundamental theorem of submanifolds (see Remark 1.2), we get that a spinor field solution of (22) defines a local isometric immersion of M into R 1,3 with normal bundle E and second fundamental form B; we deduce the following corollary:
) be an oriented surface and let E be a space-and timeoriented Lorentzian vector bundle of rank 2 on M equipped with a compatible connection, with given spin structures. Let H be a section of E. The three following statements are equivalent.
(1) There exists a local spinor field ϕ ∈ Γ(Σ) with H(ϕ, ϕ) = 1 solution of the Dirac equation
(2) There exists a local spinor field ϕ ∈ Γ(Σ) with H(ϕ, ϕ) = 1 solution of
where B : T M × T M −→ E is bilinear and
with normal bundle E, second fundamental form B and mean curvature H.
The form B and the spinor field ϕ are linked by (23). Moreover, if M is simply connected, the spinor field ϕ and the isometric immersion in the equivalent statements (1), (2) and (3) are defined globally on M. The first part of Theorem 1 follows.
Proof of Lemma 2.1
The main ideas of the proof amount to Friedrich [4] . It will be convenient to consider here the complex structure i := −e 0 · e 1 · e 2 · e 3 defined on the Clifford bundle Cl(E ⊕ T M ) by the multiplication on the left, and on the spinor bundle Σ by the Clifford action. The map H : Σ × Σ → C is C−bilinear with respect to this complex structure (see Section 1.3), whereas the Clifford action of vectors belonging to E ⊕ T M is antilinear: it satisfies
for all x ∈ E ⊕ T M and all ϕ ∈ Σ. In the decomposition
the spinor field ϕ splits into
Note that here, and in this section only, the decomposition (28) is not the decomposition in Σ = Σ + ⊕ Σ − , but really in (27). We recall (see Section 1.3) that H vanishes on the bundles Σ ± E ⊗ Σ ± M, and that the bundles ΣE ⊗ Σ + M and ΣE ⊗ Σ − M are orthogonal with respect to H. Let us define h
; interchanging the roles of h + and h − if necessary, we may suppose without loss of generality that h − = 0. Let (e 0 , e 1 ) be a positively oriented basis of E such that e 0 is future-directed; setting e := √ 2 2 (e 0 − e 1 ) and
we get e · e = e ′ · e ′ = 0 and e · e ′ − e 0 · e 1 = 1.
The spinors e 2 · e · 
For the last identity we also use that H(ϕ − , e 0 · e 1 · ϕ − ) = 0, which is in turn easily obtained using the decomposition
together with e 0 · e 1 · ϕ ±− = ±ϕ ±− . In particular these spinors form a basis of ΣE ⊗ Σ + M over C, and we have
and thus, setting
we get
Since
and since H(ϕ − , ϕ − ) = 0, we obtain e 2 · η(e 2 ) + e 3 · η(e 3 ) = H;
we use here a property similar to Lemma 2.3, but for elements of odd degree in the Clifford algebra Cl(E ⊕ T M ). Differentiating H(ϕ
i.e., since (ϕ − , e 0 · e 1 · ϕ − ) is a basis of ΣE ⊗ Σ − M which is H−orthogonal,
for some 1-form µ with complex values. Since Dϕ − = H · ϕ + and by (32) we get µ(e 2 )e 2 · e 0 · e 1 + µ(e 3 )e 3 · e 0 · e 1 · ϕ − = 0 and thus µ(e 2 ) = µ(e 3 ) = 0, i.e. µ = 0. We thus get ∇ X ϕ − = η(X) · ϕ + , which, together with (31), implies (24).
We finally prove (25): by (23) and since ∇ X ϕ = η(X) · ϕ, we have B(e j , X), ν = 2 e j · ∇ X ϕ, ν · ϕ = 2 e j · η(X) · ϕ, ν · ϕ for all ν ∈ E and for j = 2, 3. We fix X ∈ T M. By (30), η(X) may be written in the form η(X) = η 2 e 2 · ν 2 + η 3 e 3 · ν 3 ,
with η 2 , η 3 ∈ R and ν 2 , ν 3 ∈ E. Thus
Proof. To prove the first identity, we just observe that
′ and ϕ, ϕ = 1. We now prove the second formula. Recall the definition (17) ofQ, and denote by π :Q → Q 1 × M Q 2 the natural projection. In a local sections ofQ such that π(s) = (e 0 , e 1 , e 2 , e 3 ), e 2 · e 3 is represented by I ∈ H C and ν · ν ′ by a1 + ibI, with a, b ∈ R; see Section 1.4. Thus
is a linear combination of I, J and K, since u = −u. Thus H(e 2 · e 3 · ϕ, ν · ν ′ · ϕ) = ib ∈ iR, and, since ., . = ℜe H, we obtain the second identity of the lemma.
The lemma implies that the second term in (34) vanishes, and that (34) reduces to η 2 ν 2 = − 1 2 B(e 2 , X); similarly, η 3 ν 3 = − 1 2 B(e 3 , X). Using these formulas in (33) we obtain (25).
Weierstrass representation
We explain here how the immersion in Corollary 3 may be directly written in terms of the spinor field solution of the Dirac equation. Here, we will not use the fundamental theorem of the theory of surfaces in R 1,3 , but we will instead obtain a spinorial proof of this theorem. Note that a spinorial representation formula of a conformal immersion of a surface in R 1,3 first appeared in [18] (see Remark 4.4 below).
Assume that we have a spinor field ϕ ∈ Γ(Σ) such that
We define the H C -valued 1-form ξ by
where the pairing ., . : Σ × Σ → H C is defined in (19).
and thus takes its values in
Proof: 1-Using the properties (20), we readily get
2-By a straightforward computation, we get dξ(e 2 , e 3 ) = e 3 · ∇ e2 ϕ, ϕ − e 2 · ∇ e3 ϕ, ϕ + e 3 · ϕ, ∇ e2 ϕ − e 2 · ϕ, ∇ e3 ϕ .
First observe that the last two terms are linked to the first two terms by e 3 · ϕ, ∇ e2 ϕ = − e 3 · ∇ e2 ϕ, ϕ and e 2 · ϕ, ∇ e3 ϕ = − e 2 · ∇ e3 ϕ, ϕ .
Moreover
Thus dξ = 0.
Assume that M is simply connected; then, there exists a function
so that dF = ξ. The next theorem follows from the properties of the Clifford action:
(2) The map
is an isometry between E and the normal bundle N (F (M )) of F (M ) into R 1,3 , preserving connections and second fundamental forms.
Proof. Recall that the Minkowski space R 1,3 is identified to the subspace {ξ ∈ H C : ξ = −ξ}, with the metric given by the restriction of the quadratic form H. The Minkowski norm is thus
We first compute, for all X, Y belonging to E ∪ T M, 
which in particular implies
This last identity easily gives
for all X ∈ T M, Y ∈ E and Z ∈ E ∪ T M. Thus F = ξ is an isometry, and ξ maps isometrically the bundle E to the normal bundle of F (M ) in R 1,3 . We now prove that ξ preserves the normal connection and the second fundamental form: let X ∈ T M and Y ∈ Γ(E) ∪ Γ(T M ); then ξ(Y ) is a vector field normal or tangent to F (M ). Considering ξ(Y ) as a map M → R 1,3 ⊂ H C , we have
where the connection ∇ X Y denotes the connection on E (if Y ∈ Γ(E)) or the LeviCivita connection on T M (if Y ∈ Γ(T M )). We will need the following formulas:
Lemma 4.2. We have
In the expressions above, H and ., . = ℜeH stand respectively for the complex and the real scalar products, defined on H C for the left-hand side and on Σ for the right-hand side of each identity.
Proof. The first identity is a consequence of (36) and the second identity may be obtained by a very similar computation. For the last identity, we first notice that
Thus, using moreover that ξ(ν) = − ξ(ν) (Proposition 4.1), we get
and the result follows by the second identity of the lemma.
From (39) and the lemma, we readily get the formula
We first suppose that X, Y ∈ Γ(T M ). Recalling (23), and since the first term in the right-hand side of the equation above vanishes in that case (∇ X Y ∈ Γ(T M ), ν ∈ Γ(E)), we get
We now suppose that X ∈ Γ(T M ) and Y ∈ Γ(E). We first observe that the second term in the right-hand side of equation (40) vanishes: indeed, if (e 0 , e 1 ) stands for an orthonormal basis of E, for all i, j ∈ {0, 1} we have
which is a sum of terms of the form e · ϕ, e ′ · ϕ with e and e ′ belonging to T M and E respectively; these terms are thus all equal to zero. Thus, (40) simplifies to
in that case, and thus
Equations (41) and (42) mean that Φ E = ξ preserves the second fundamental form and the normal connection respectively.
given by the fundamental theorem is thus
This formula generalizes the classical Weierstrass representation: let α 0 , α 1 , α 2 , α 3 be the C−linear forms defined by
for k = 0, 1, 2, 3, where J is the natural complex structure of M. Let z be a conformal parameter of M, and let ψ 0 , ψ 1 , ψ 2 , ψ 3 : M → C be such that
By an easy computation using Dϕ = H · ϕ, we see that α 0 , α 1 , α 2 and α 3 are holomorphic forms if and only if M is a maximal surface (i.e. H = 0). Thus, if M is maximal,
where ψ 0 , ψ 1 , ψ 2 , ψ 3 are holomorphic functions. This is the Weierstrass representation of maximal surfaces in R 1,3 .
Remark 4.4.
A representation using spinors of a conformal immersion of a surface in R 1,3 already appeared in [18] , formula (46); the form of the representation given there is different to the representation F = ξ given above (in particular, the normal bundle and the Clifford action do not explicitly appear in the formula given in [18] ), and we don't know if one of these representations may be easily deduced from the other or not.
Remark 4.5. If M is a surface in R 1,3 , the immersion may be obtained from the constant spinor fields 1 or −1 ∈ H C restricted to the surface: indeed, for one of these spinor fields ϕ, and for all X ∈ T M ⊂ M × R 1,3 , we have
where here the brackets [X] and [ϕ] = ±1 ∈ H C represent X and ϕ in one of the two spinorial frames of R 1,3 which are above the canonical basis. Identifying
, F = ξ identifies to the identity.
As in the euclidean case [2] , Theorem 3 gives a spinorial proof of the fundamental theorem:
Corollary 4. We may integrate the Gauss, Ricci and Codazzi equations in two steps:
(there is a solution ϕ in Γ(Σ) such that H(ϕ, ϕ) = 1, unique up to the natural right-action of Spin(1, 3) on Γ(Σ));
2-then solving dF = ξ where ξ(X) = X · ϕ, ϕ (the solution is unique, up to translations of
This proves the fundamental theorem, Corollary 1.
Proof. Equation (43) is solvable, since the Gauss, Ricci and Codazzi equations are exactly its conditions of integrability; see the proof of Theorem 2. Moreover, the multiplication on the right by a constant belonging to Spin(1, 3) in the first step, and the addition of a constant belonging to R 1,3 in the second step, correspond to a rigid motion in R 1,3 .
Surfaces in R
The aim of this section is to recover the spinorial characterizations of the spacelike immersions in R 3 (see [4] for a complete description), in R 1,2 [13] and in H 3 [14] . We suppose that E = Re 0 ⊕ Re 1 where e 0 and e 1 are unit, orthogonal and parallel sections of E such that e 0 , e 0 = −1 and e 1 , e 1 = +1; we moreover assume that e 0 is future-directed, and that (e 0 , e 1 ) is positively oriented . We consider the isometric embeddings of R 3 , R 1,2 and H 3 in R 1,3 ⊂ H C given by 
According to Section 4, the spinor field ϕ defines an isometric immersion M 3-Consider the function F := e 0 · ϕ, ϕ , and assume that
, then (45) (resp. (46), (47)) holds for some unit, orthogonal and parallel sections (e 0 , e 1 ) of E.
Proof: 1-We suppose that (45) holds, and we compute ξ(e 0 ) = e 0 · ϕ, ϕ = − e 0 · e 1 · ϕ, e 1 · ϕ = − e 0 · e 1 · ϕ, e 2 · e 3 · ϕ = e 0 · e 1 · e 2 · e 3 · ϕ, ϕ = i1 since, by a direct computation, [e 0 · e 1 · e 2 · e 3 · ϕ] = −i[ϕ], where the brackets denote the complex quaternions which represent the spinor fields in a given framẽ s ∈Q adapted to the basis (e 0 , e 1 , e 2 , e 3 ) (see Section 1.4). Thus, the constant vector e 0 0 = i1 ∈ R 1,3 ⊂ H C is normal to the immersion (by Theorem 3, (2)), and the immersion thus belongs to R 3 . 2-Analogously, assuming that (46) holds, we compute
C represents ϕ ins. The constant vector e 0 1 = I is thus normal to the immersion, and the result follows. 3-Assuming that (47) holds, the function F = e 0 · ϕ, ϕ is a primitive of the 1-form ξ(X) = X ·ϕ, ϕ , and is thus the isometric immersion defined by ϕ (uniquely defined, up to translations); since the Minkowski norm of e 0 · ϕ, ϕ ∈ R 1,3 ⊂ H C coincides with the norm of e 0 , and is thus constant equal to −1, and since, by a direct computation, its first component is positive, the immersion belongs to H 3 . For the converse statements, we choose (e 0 , e 1 ) such that ξ(e 0 ) = e 0 ·ϕ, ϕ = i1 in the first case (the other condition e 0 · ϕ, ϕ = −i1, expressing that the normal vector ξ(e 0 ) is the other unit vector −i1 normal to R 3 , is not compatible with H(ϕ, ϕ) = 1), such that ξ(e 1 ) = e 1 · ϕ, ϕ = ±I in the second case, and such that ξ(e 0 ) = e 0 · ϕ, ϕ is the future-directed vector normal to H 3 in R 1,3 in the last case. Writing, for the first two cases, the spinors in a frames adapted to (e 0 , e 1 , e 2 , e 3 ), we easily deduce (45) and (46). For the last case, (47) is immediate since e 0 · ϕ, ϕ is the immersion.
We now indicate how these results may be related to the criteria concerning immersions in R 3 , R 1,2 and H 3 ; for briefness, we omit most of the proofs. Assume first that M ⊂ H ⊂ R 1, 3 , where H is the spacelike hyperplane R 3 , or the unit hyperboloid H 3 of R 1,3 , and consider e 0 and e 1 timelike and spacelike unit vector fields such that
The intrinsic spinors of M identify with the spinors of H restricted to M, which in turn identify with the positive spinors of R 1,3 restricted to M :
There is an identification
and the following two properties hold:
Using this identification, the intrinsic Dirac operator on M defined by
If ϕ ∈ Γ(Σ) is a solution of
we may consider ψ ∈ ΣM such that ψ * = ϕ + ; it satisfies
Note that ψ = 0, since H(ϕ, ϕ) = 2H(ϕ + , ϕ − ) = 1 (52) (here and below the decomposition ϕ = ϕ + + ϕ − is the decomposition in Σ = Σ + ⊕ Σ − , and we recall that H vanishes on Σ + and Σ − ; see Section 1.3).
We examine separately the case of a surface in R 3 , and in H 3 :
1. If H = R 3 , then H is of the form He 1 , and (51) reads
moreover, (52), (45) and (48) imply that |ψ| = 1. This is the spinorial characterization of an isometric immersion in R 3 .
If H = H
3 , then H is of the form e 0 + He 1 , and (51) reads
moreover, it is not difficult to prove that (47) implies that (49) holds. Equation (53), together with the right hand side of (49), is the spinorial characterization of an isometric immersion in H 3 obtained by B. Morel in [14] .
, where H is the timelike hyperplane R 1,2 , and let e 0 and e 1 be timelike and spacelike unit vector fields such that
Proposition 5.3. There is an identification
such that, for all X ∈ T M and all ψ ∈ ΣM, (∇ X ψ) * = ∇ X (ψ * ), the Clifford actions are linked by
Setting ψ ∈ ΣM such that ψ * = ϕ + , and using (46), the equation Dϕ = H · ϕ with H(ϕ, ϕ) = 1 and H = He 0 reads
Reciprocally, to a solution ψ of (54) corresponds a solution ϕ of (50), defined by ϕ + = ψ * and ϕ − = ±ie 1 · ψ * . A solution of (54) is thus equivalent to an isometric immersion of the surface in R 1,2 . We thus obtain a spinorial characterization of the isometric immersions of a Riemmanian surface in R 1,2 , which is different to the characterization obtained in [13] , where two spinor fields are needed.
Remark 5.4. We also may obtain an explicit representation formula: let us consider the indefinite hermitian inner product on ΣM defined by
for all ψ, ψ ′ ∈ ΣM, where the hermitian products on Σ + M and Σ − M are the usual inner products. If ϕ = (1 ± ie 1 ) · ψ * where ψ satisfies (54), it may be proved by a computation that
where ψ = ψ + − ψ − and α : ΣM → ΣM is a quaternionic structure. Observe that |ψ| 2 = −|α(ψ)| 2 = ±1 and ψ, α(ψ) = 0, so that ξ(X) may be interpreted as the coordinates ∈ iR ⊕ C of X · M ψ in the orthonormal basis (ψ, α(ψ)). According to Section 4, the immersion is given by F = ξ. This formula is similar to the representation formula for surfaces in R 3 obtained by Friedrich in [4] . For sake of briefness we omitted the proof of (55); a direct proof may also be easily obtained, showing by a computation that formula (55) defines an isometric immersion in
6. Weierstrass representation of flat surfaces with flat normal bundle in R
1,3
We study here the flat surfaces with flat normal bundle and regular Gauss map in R 1,3 using spinors, and give an alternative proof of the main result in [6] .
6.1. The Gauss map of a spacelike surface in R 1,3 . We consider Λ 2 R 1,3 , the vector space of bivectors of R 1,3 endowed with its natural metric ., . (which has signature (3,3) ). The Grassmannian of the oriented spacelike 2-planes in R 1,3 identifies with the submanifold of unit and simple bivectors
and the oriented Gauss map with the map
where (u 1 , u 2 ) is a positively oriented orthonormal basis of ,3 . It satisfies * 2 = −id Λ 2 R 1,3 and thus i := − * defines a complex structure on Λ 2 R 1,3 . We also define
. This is a C-bilinear map on Λ 2 R 1,3 , and we have
The bivectors
form a basis of Λ 2 R 1,3 as a vector space over C; this basis is such that H(E i , E j ) = δ ij for all i, j. Identifying Λ 2 R 1,3 with the elements of order 2 of Cl 0 (1, 3) ≃ H C (see (5)), and using the Clifford map (4), we easily get
moreover, using this identification, the complex structure i and the quadratic map H defined above on Λ 2 R 1,3 coincide with the natural complex structure i and the quadratic map H defined on H C , and
where ℑm H C stands for the linear space generated by I, J and K in H C . We now suppose that the immersion of M in R 1,3 is given by some spinor field ϕ ∈ Γ(ΣE ⊗ ΣM ) solution of Dϕ = H · ϕ and such that H(ϕ, ϕ) = 1. We first express the Gauss map of the immersion in terms of ϕ : Lemma 6.1. The Gauss map is given by
where, for all x ∈ M, (u 1 , u 2 ) is a positively oriented and orthonormal basis of
is an orthonormal basis of the immersion of M in R 1,3 ⊂ H C (Theorem 3 (1)), and 3 ) identifies with their Clifford product. But
where [u 1 ], [u 2 ] and [ϕ] ∈ H C represent u 1 , u 2 and ϕ in some frames ofQ.
The Gauss map is linked to the second fundamental form as follows:
Lemma 6.2. Defineη := η · ϕ, ϕ where η is linked to the second fundamental form B by (25). The formη satisfies
In particularη belongs to Ω 1 (M, G) where G = ℑm H C is the Lie algebra of Spin(1, 3).
Proof. We suppose that (u 1 , u 2 ) is a moving frame on M such that ∇u i|p = 0, and, using ∇ X ϕ = η(X) · ϕ, we compute
and [η(X)] ∈ H C represent ϕ, u 1 · u 2 and η(X) respectively in some local frames ofQ. Thus dG(X) = 2Gη(X), which implies (58).
We define the vectorial product of two vectors ξ, ξ
It is such that ξ, ξ
We also define the mixed product of three vectors ξ, ξ
The mixed product is a complex volume form on ℑm H C (i.e. with complex values, C-linear and skew-symmetric w.r.t. the three arguments); it induces a natural complex area form ω Q on Q by
for all p ∈ Q and all ξ, ξ ′ ∈ T p Q. Note that ω Q p (ξ, ξ ′ ) = 0 if and only if ξ and ξ ′ are dependent over C. We now compute the pull-back by the Gauss map of the area form ω Q : Proposition 6.3. We have
where ω M is the form of area of M. In particular, K = K N = 0 at x o ∈ M if and only if the linear space dG xo (T xo M ) belongs to some complex line in T G(xo) Q.
Proof. By definition,
Using successivelyη =
We now compute the left-hand side of (62). Since
and η(v) respectively in some local frames ofQ, we get
We have seen in Lemma 2.2 (3) that
Thus, using e 2 · e 3 · ϕ, ϕ = G and e 0 · e 1 · ϕ, ϕ = iG (by a direct computation, or since, for i := −e 0 · e 1 · e 2 · e 3 , we have e 0 · e 1 = ie 2 · e 3 and the pairing ., . is C-linear with respect to this complex structure, see Section 1.3), (63) implies
By (60), (61) and (62), and since H(G, G) = 1, the result follows.
Remark 6.4. Using that dω Q = 0 and the fact that the euclidean sphere
is a deformation retract of Q, it is easy to deduce the Gauss-Bonnet and the Whitney theorems from (59): indeed, G : M → Q is homotopically equivalent to some function H : M → S 2 ⊂ Q, and
Thus,
As a consequence of the proposition, if K = K N = 0 and if G : M → Q is a regular map (i.e. if dG x is injective at every point x of M ), there is a unique complex structure J on M such that
for all x ∈ M and all u ∈ T x M. This complex structure coincides with the complex structure considered in [6] . Note that M cannot be compact under these hypotheses, since, on the Riemann surface (M, J ), the Gauss map G = G 1 I +G 2 J +G 3 K is globally defined, non-constant, and such that G 1 , G 2 and G 3 are holomorphic functions. Thus, assuming moreover that M is simply connected, by the uniformization theorem (M, J ) is conformal to an open set of C, and thus admits a globally defined conformal parameter z = x + iy.
6.2. Spinorial description of flat immersions with flat normal bundle. In this section we suppose that the hypotheses of Corollary 3 hold, that M is simply connected and that the bundles T M and E are flat (K = K N = 0). Recall that the bundle Σ := ΣE ⊗ ΣM is associated to the principal bundleQ and to the representation ρ 1 ⊗ρ 2 of the structure group Spin(1, 1)×Spin(2) in H C ; see Section 1.3. Since the curvatures K and K N are zero, the spinorial connection on the bundlẽ Q is flat, andQ admits a parallel local sections; since M is simply connected, the sections is in fact globally defined. We consider ϕ ∈ Γ(Σ) a solution of Theorem 4. Assume that the Gauss map G of the immersion defined by ϕ is regular, and consider the complex structure J on M such that G is an holomorphic map (see the end of Section 6.1). Then, the 1-form η ′ := dg g −1 represents the form η in the frames, and reads
where θ 1 and θ 2 are two holomorphic 1-forms.
Proof. Let (e 0 , e 1 ) and (u 1 , u 2 ) be the orthonormal moving frames of E and T M such that π(s) = ((e 0 , e 1 ), (u 1 , u 2 )), where π =Q → Q 1 × M Q 2 is the natural projection onto the bundle Q 1 × M Q 2 of the orthonormal frames of E ⊕ T M. Sincẽ s is a parallel frame, so are (e 0 , e 1 ) and (u 1 , u 2 ). By Lemma 2.1, ϕ satisfies
for all X ∈ Γ(T M ), where B is given by (23). Thus [
, that is η ′ represents η ins and
is of the form a(X)i1 + b(X)I, a, b ∈ Γ(T * M ) (the vector B(u j , X) is normal to the surface), η ′ is of the form (64) where θ 1 and θ 2 are two complex-valued 1-forms. In order to prove that θ 1 and θ 2 are holomorphic 1-forms we will need the following two lemmas: Lemma 6.5. The Gauss map of the immersion defined by ϕ is given by
and the formη = η · ϕ, ϕ ∈ Ω 1 (M, G) bỹ
Proof of Lemma 6.5: First, by Lemma 6.1, (1, 3) ). We prove (66): the first identity is (58) in Lemma 6.2. The last identity is straightforward usingη
Formula (65) in Lemma 6.5 together with the special form of (64) may be rewritten as follows: Lemma 6.6. Consider the projection
as a S 3) is given by the multiplication on the left. This fibration is formally analogous to the classical Hopf fibration
. It is equipped with the horizontal distribution given at every g ∈ Spin(1, 3) by
where R g − 1 stands for the right-multiplication by g −1 on Spin (1, 3) . The distribution (H g ) g∈Spin (1,3) is H-orthogonal to the fibers of p, and, for all g ∈ Spin(1, 3), dp g : H g → T p(g) Q is an isomorphism which preserves i and such that H(dp g (u), dp g (u)) = 4H(u, u) for all u ∈ H g . With these notations, we have
and the map g : M → Spin(1, 3) appears to be a horizontal lift to Spin (1, 3) of the Gauss map G : M → Q (formulas (65) and (64)).
We achieve the proof of the theorem, showing that g is a holomorphic map. From (68), we get dG = dp • dg. Since dp and dG commute to the complex structures i defined on Spin(1, 3), Q and M , so does dg, and the result follows. 6.2.2. The immersion depends on two holomorphic functions and on two smooth functions. Since θ 1 and θ 2 are holomorphic forms, they read
where f 1 and f 2 are two holomorphic functions; moreover, f 1 and f 2 do not vanish simultaneously since dG is assumed to be injective at every point. Here and below z is a conformal parameter of (M, J ), as described at the end of Section 6.1.
The aim now is to show that the immersion F : M ϕ ֒→ R 1,3 is determined by the holomorphic functions f 1 and f 2 , and by the two real functions h 0 , h 1 : M → R such that H = h 0 e 0 + h 1 e 1 , the components of the mean curvature vector H in the parallel frame (e 0 , e 1 ). We first observe that the immersion is determined by g and by the orthonormal and parallel frame (u 1 , u 2 ) of T M :
for all X ∈ T M, where w 1 , w 2 : T M → R are the dual forms of u 1 , u 2 .
Proof. We have u 2 ) ; the result follows.
We finally precise how to recover g, u 1 and u 2 from f 1 , f 2 , h 0 and h 1 : Proposition 6.8. 1-g is determined by f 1 and f 2 , up to the multiplication on the right by a constant belonging to Spin(1, 3).
in the coordinates z = x + iy. The functions α 1 , α 2 , f 1 , f 2 , h 0 and h 1 are linked by
In particular, if f
that is, the orthonormal frame (u 1 , u 2 ) in the coordinates z is determined by f 1 , f 2 , h 0 and h 1 .
Proof. 1-The solution g of the equation dg g −1 = η ′ is unique, up to multiplication on the right by a constant belonging to Spin(1, 3). 2-Note that, ins,
Ins, the vectors e 0 , e 1 , u 1 and u 2 are represented by i1, I, J and K respectively; the equation Dϕ = H · ϕ thus yields
By (64), (69) and the definition of α 1 and α 2 , we have
and (72) implies (70). Equation (71) is a consequence of (70), together with the following observation: an element ξ ∈ H C is invertible if and only if H(ξ, ξ) = ξξ = 0; its inverse is then ξ −1 = ξ H(ξ, ξ) .
Remark 6.9. The complex numbers α 1 and α 2 , considered as real vector fields on M, are independent and satisfy [α 1 , α 2 ] = 0. Indeed, since the metric on M is flat, there exists a local diffeomorphism ψ :
In the first case, (71) holds, except at some isolated points, and α 1 and α 2 are thus determined by f 1 , f 2 , h 0 and h 1 at every point. It is not difficult to see that the second case is equivalent to the surface being in some degenerate hyperplane
; in the attempt of describing the flat surfaces with flat normal bundle, this case is trivial, since, conversely, every surface belonging to some degenerate hyperplane verifies K = K N = 0 (indeed, the values of its Gauss map belong to a complex line in the Grassmannian, precisely, a line of the form (76)).
6.3. Recovering of a flat immersion with flat normal bundle by Weierstrass data. We gather the results of the previous section to construct flat immersions with flat normal bundle from initial data, proving Corollary 2: we suppose that the hypotheses of Corollary 2 hold, we consider E = R 1,1 × U the trivial bundle on U ⊂ C, where R 1,1 is R 2 equipped with the metric −dx 2 0 + dx 2 1 , and we denote by (e 0 , e 1 ) the canonical basis of R 1,1 . Let us define s = (e 0 , e 1 , u 1 , u 2 ) where u 1 = α 1 and u 2 = α 2 in R 2 ≃ C (the complex numbers α 1 and α 2 are defined by formulas (1) in Corollary 2), and let us consider the metric on U such that (u 1 , u 2 ) is an orthonormal frame; this metric is flat and the frame (u 1 , u 2 ) is parallel since [u 1 , u 2 ] = 0 by hypothesis. Lets be a section of the trivial bundlẽ Q → U such that π(s) = s, where π :
Moreover the solution is unique up to the natural right action of Spin(1, 3) (and the solution is unique if some initial value g(x 0 ) ∈ Spin(1, 3) is given). The definition (1) of α 1 and α 2 is equivalent to (71), which traduces that ϕ := [s, g] ∈ Σ =Q × H C /ρ is a solution of Dϕ = H · ϕ, where H = h 0 e 0 + h 1 e 1 (see the proof of Proposition 6.8). Moreover the form ξ defined by (3) is such that ξ(X) = X · ϕ, ϕ ; thus ξ is closed (Proposition 4.1), and a primitive of ξ defines an isometric immersion in R 1,3 ⊂ H C (Theorem 3). Since the Gauss map of the immersion is G = g −1 Ig (Lemma 6.5), and since g is a holomorphic map (formula (2)), we get that G is a holomorphic map too, and thus that K = K N = 0 (Proposition 6.3).
Remark 6.11. According to Corollary 2, a flat immersion with flat normal bundle and regular Gauss map, and whose osculating spaces are everywhere not degenerate (i.e. such that G * H = 0 at every point, see the end of the previous section), is determined by two holomorphic functions f 1 , f 2 : U → C such that f , and setting z ′ for the parameter such that dz ′ = h(z)dz, we have
and thus, in z ′ , g ′ g −1 = cos ψ J + sin ψ K (78) for some holomorphic function ψ : U ′ → C. The parameter z ′ may be interpreted as the complex arc length of the holomorphic curve g : U → Spin (1, 3) , and the holomorphic function ψ as the complex angle of g ′ in the trivialization T Spin(1, 3) = Spin(1, 3) × G. Observe that, from the definition (78) of ψ, the derivative ψ ′ may be interpreted as the complex geodesic curvature of the holomorphic curve g : U → Spin (1, 3) . The immersion thus only depends on the single holomorphic function ψ, instead of the two holomorphic functions f 1 , f 2 . Moreover, the two relations in (1) then simplify to α 1 = ih 0 cos ψ + h 1 sin ψ and α 2 = ih 0 sin ψ − h 1 cos ψ.
Note that the new parameter z ′ may be only locally defined, since the map z → z ′ may be not one-to-one in general.
Corollary 5. Let U ⊂ C be a simply connected domain, and let ψ : U → C be a holomorphic function. Suppose that h 0 , h 1 : U → R are smooth functions such that α 1 and α 2 , real vector fields defined by (79), are independent at every point and satisfy [α 1 , α 2 ] = 0 on U. Then, if g : U → Spin(1, 3) ⊂ H C is a holomorphic map solving g ′ g −1 = cos ψJ + sin ψK, and if we set ξ := g −1 (ω 1 J + ω 2 K)ĝ where ω 1 , ω 2 : T U → R are the dual forms of α 1 , α 2 ∈ Γ(T U ) and whereĝ stands for the map g composed by the complex conjugation in H C , the function F = ξ defines an immersion U → R 1,3 with K = K N = 0. Reciprocally, the immersions of M such that K = K N = 0, with regular Gauss map and whose osculating spaces are everywhere not degenerate, are locally of this form. where θ and ω are holomorphic 1-forms on M. Assume moreover that |θ| = |ω|. Then F = BB * is a flat surface in H 3 . Conversely, every simply-connected flat surface in H 3 may be described in that way.
In the theorem and below B * stands for the matrix B t ; moreover, H 3 ⊂ R 1,3 is described as H 3 = {ΦΦ * : Φ ∈ SL 2 (C)} ⊂ Herm(2), where the Minkowski norm on the space of the 2 × 2 hermitian matrices Herm (2) is − det .
Proof. The fact that F = BB * defines a flat surface in H 3 may be proved by a direct computation; see [5] , formula (18) . We thus only prove the converse statement. Let F : M → H 3 ⊂ R 1,3 be a flat immersion of a simply-connected surface, E its normal bundle, H ∈ Γ(E) its mean curvature vector field and Σ := M × H C the bundle of spinors of R 1,3 restricted to M. The immersion F is given by F = ξ, where ξ(X) = X · ϕ, ϕ , for some spinor field ϕ ∈ Γ(Σ) solution of Dϕ = H · ϕ and such that H(ϕ, ϕ) = 1 (the spinor field ϕ is the restriction to M of the constant spinor field 1 or −1 ∈ H C of R 1,3 , see Remark 4.5). Recalling Proposition 5.1, 3-, we have
where e 0 ∈ Γ(E) is the future-directed vector which is normal to H 3 in R 1,3 . We choose a parallel frames ∈ Γ(Q) adapted to e 0 , i.e. such that e 0 is the first vector of π(s) ∈ Γ(Q 1 × M Q 2 ) : ins, equation (80) reads
where [ϕ] ∈ H C represents ϕ ins. We now consider the isomorphism of algebras
A : H C → M 2 (C) q = q 0 1 + q 1 I + q 2 J + q 3 K → A(q) = q 0 + iq 1 q 2 + iq 3 −q 2 + iq 3 q 0 − iq 1 .
We note the following properties:
A(q) = A(q) * and H(q, q) = det(A(q)) for all q ∈ H C , and A(R 1,3 ) = iHerm (2) where R Remark 6.12. From the proof, it appears that the matrix B in Theorem 5 has the following interpretation: B −1 represents the constant spinor field 1 or −1 ∈ H C of the ambient space R 1,3 , restricted to the surface, in a parallel frame adapted to the surface and to the embedding H 3 ֒→ R 1,3 .
