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Zusammenfassung
Moleküle sind wichtige Träger von einer großen Anzahl an Informationen. Im besonderen inner-
halb des astrochemischen Feldes können sie genutzt werden, um abhängig von der involvierten
Technik, Chemie und Physik Details über die untersuchte Quelle zu gewinnen.
Moleküle im Gaszustand können mittels der Rotationsspektroskopie durch Signale im elek-
tromagnetischen Spektralbereich der Radio- und Mikrowellen detektiert werden. Um dabei zu
helfen, die komplexen Spektren einer Quelle zu entschlüsseln und die detektierten Signale zu
verstehen, arbeiten Forscher in der labortechnischen Spektroskopie ununterbrochen mit Beob-
achtern zusammen, um eine Datenbank molekularer Spektren bereitzustellen. Studien im La-
bor sind in der Tat das beste Mittel, um unbekannte Spektren zu verstehen, welche dann an
die Beobachter weitergereicht werden und dazu verwendet werden, das chemische Wissen ei-
ner astronomischen Quelle zu vervollständigen. Abhängig vom ausgewählten Molekül können
verschiedene Instrumentierungen und Experimente verwendet werden. Ganz besonders exoti-
sche Spezies, die nicht unter irdischen Bedingungen produziert werden können, können durch
hochenergetische Techniken wie etwa der Entladung oder Pyrolyse erzeugt werden.
Um zusätzlich Informationen über den festen Zustand zu erhalten, müssen Infrarotspektren
ebenfalls studiert werden. Diese Studien nutzen die Vibrationsspektroskopie, welche innerhalb
des interstellaren Mediums (ISM) die Anwesenheit einer infraroten (IR) Quelle benötigt, um de-
tektierbare Absorptionssignale zu erzeugen. Auch wenn die direkte Erforschung von Staub und
Eiskörnern im ISM eine Herausforderung darstellt, so können im Labor unter der Simulation von
Bedingungen ähnlich denen im ISM Nachbildungen von Eis erzeugt und charakterisiert werden.
Mittels hochenergetischer Interaktionen wie etwa Protonenbeschuss oder Erhitzung können Eis-
nachbildungen chemische Prozesse durchlaufen, die für das Verständnis über die Formung und
Zerstörung von Molekülen in der festen Phase hilfreich sind.
Sobald die Spektren gesammelt und entschlüsselt wurden, ist es ebenfalls wichtig zu ver-
stehen, wie einzelne Moleküle miteinander sowie mit Strahlung interagieren. Das Wissen um
Kollisionen und Energieübertragung im besonderen ist relevant, um die beobachteten Rotations-
übergänge richtig zu modellieren, um Informationen über die lokalen physikalischen Bedingun-
gen zu erhalten.
Um Theoretikern und Beobachtern bei dieser Herausforderung zu helfen, müssen die soge-
nannten Ratenkoeffizienten bereitgestellt werden, um zuverlässige Ergebnisse zu erhalten. Sol-
che Koeffizienten beschreiben, wie einzelne Kollisionen ein bestimmtes Molekül rotational anre-
gen können. Sie können berechnet werden, indem rechnergestützt eine große Anzahl von Tech-
niken und Methoden, die sich der Simulationen von Streuung widmen, angewandt werden.
xii Zusammenfassung
All diese Studien (spektroskopische und solche der Kollisionen) fallen unter die Klassifi-
zierung von Astrochemie im Labor und sie stellen sich auf täglicher Basis beobachtender und
theoretischer Astrochemie zur Seite, um die chemische Charakterisierung einer Zielquelle zu
vervollständigen und ihre zeitliche Evolution zu verstehen.
Spektroskopische Studien im Labor sind somit ununterbrochen notwendig, um mit der großen
Menge an Daten, die jeden Tag von Beobachtern gesammelt werden, Schritt zu halten und Mo-
dellierern dabei zu helfen, eine höhere Verlässlichkeit ihrer Simulationen zu erhalten. Dieses
fortwährende Zwischenspiel und die gemeinsamen Bemühungen haben in den letzten Dekaden
wertvolle Ergebnisse geliefert, aber es muss immer noch viel getan werden, um unser Verständnis
vom ISM zu vervollständigen.
Der Fokus dieser Arbeit: Spektroskopie zweier Moleküle von astrochemischem Interesse im
Labor, namentlich Dithiomethansäure (HCSSH), eine schwefelhaltige Verbindung, und Propar-
gylimin (HCCCHNH), ein sogenanntes komplexes organisches Molekül (COM) sowie Berech-
nungen zur Streuung von NH in Kollision mit Argon, ein Vergleichstest für eine neu entwickelte
Methode, die Vibrationsbewegungen des kollidierenden Moleküls miteinbezieht.
Summary
Molecules are important carrier of a large number of information. Within the astrochemistry
field, in particular, they can be employed to retrieve details on the studied source depending on
the technique, the chemistry and the physics involved.
Molecules in the gas phase can be detected by means of rotational spectroscopy, with signals
falling within the radio and microwave domain of the electromagnetic spectrum. To help deco-
ding the complex spectra of a source and understand the detected signals, laboratory spectrosco-
pists work constantly in cooperation with observers to provide databases of molecular spectra.
Laboratory studies are in fact, the best tool to understand unknown spectra which can then be
passed to observers and used to complete the chemical knowledge of an astronomical source.
Depending on the targeted molecule, different intrumentations and experiments can be carried
out. In particular, exotic species that cannot be produced on terrestrial conditions, can be created
employing high energetic techniques such as the discharge or the pyrolysis.
In addition, to obtain information on the solid phase, infrared spectra must be studied, too.
These studies make use of vibrational spectroscopy, which within the interstellar medium (ISM)
requires the presence of an infrared (IR) source to produce detectable absorption signals. Ho-
wever given the challenges for direct studies of ISM dust and ice grains, ice analogues can be
produced and characterized in the laboratory, simulating similar ISM conditions. By means of
high energetic interactions, such as proton bombardement and heating, ice analogues can under-
go chemical processes, helpful to understand how molecules form and are destroyed in the solid
phase.
Once the spectra have been collected and deciphered, it is also important to understand how
the single molecules interact with each other and with the radiation. In particular, knowledge of
collisions and energy transfer are relevant to model correctely the observed rotational transitions,
to obtain information on the local physical conditions.
To help theoreticians and observers in this challenge, the so-called rate coefficients must
be provided to obtain reliable results. Such coefficients describe how the single collisions can
rotationally excite a certain molecule and can be calculated computationally employing a large
number of techniques and methods dedicated to scattering simulations.
All of these studies (spectroscopic and collisionals) fall under the classification of laboratory
astrochemistry, which side on a daily basis with observational and theoretical astrochemistry
to complete the chemical characterization of a target source and fully understand its evolution
through time.
Laboratory spectroscopy studies are hence constanlty required to keep pace with the large
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pool of data collected every day by observers and to help modellers to achieve higher reliability
with the simulations. This constant interplay and joint effort have produced valuable results wi-
thin the last decades, but much is still needed to be done to complete our understanding of the
ISM.
This thesis focus on: laboratory spectroscopy of two molecules of astrochemical interest, na-
mely dithioformic acid (HCSSH), a sulphur-bearing species, and propargyl imine (HCCCHNH),
a so-called Complex Organic Molecule (COM), and on scattering calculations of NH in collision
with Argon, benchmark test for a newly developed method involving vibrational motions of the
colliding molecule.
Kapitel 1
Introduction
1.1 Overview
Of all the matter present in the universe known so far, only a modest quantity, namely less than
5%, is baryonic (Persic and Salucci 1992, Planck et al. 2013) and only a small, almost insignifi-
cant fraction of it is in the form of molecules. Despite their "lowäbundance, molecules are what
constitute our daily life: each colour we see is linked to a different molecular species; the food
we eat everyday is taken apart and metabolized by our body as proteins, amminoacids, fats and
so on; H2O is responsible of the existence of cellular life itself, while similar compounds such as
H2S could be easily responsible for its complete disappearance.
For this reason, molecules have been and still are the main scaffold around which many
different fields of science are born and built. Among these, astrochemistry has been able to grow
exponentially within the last decades, making use of every possible characteristic of molecules
to retrieve a variegate amount of information regarding the observed astrophysical objects.
Astrochemistry is a melting pot of chemistry, astronomy and, more in general, molecular
physics, and can be essentially defined as the study of “the formation, destruction, and excitation
of molecules in astronomical environments and their influence on the structure, dynamics, and
evolution of astronomical objects."(Dalgarno, 2008).
The molecular material in the interstellar medium (ISM), in fact, follows a path of cyclic
evolution which sees formation of specific molecules within only certain types of objects. Most
of the molecules are not ubiquitous and therefore can be easily linked to certain characteristics
of the ISM, probing specific moments in its life-cycle. In addition, some chemical compounds
are also carrier of supplementary physical information, such as local temperatures and dynamics
and can be used to probe such features.
Starting from the diffuse clouds, the ISM life-cycle proceeds through formation of dense
molecular clouds which constitute the birthplace for stars and planetary systems and ends with
the release of their chemical content as a consequence of many possible events, such as stars
explosion.
Thus, probing the ISM searching for molecular signals both in the gas and solid phase, and
the consequent understanding of its chemical composition, is necessary to fully characterize a
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Abbildung 1.1: Life-cycle of interstellar medium objects (van Dishoeck, 2017).
source. Once a first overview of the chemical network is obtained, chemical models can then
be used to simulate and reproduce the observed chemistry to understand the source pathways
and evolution. To achieve higher reliability and better reproduce energy transfer, these models
ideally require information on both chemical reactions and scattering for every species taken into
account.
As a result, molecules can unveil the past and the present of our species, and of the universe
itself. Astrochemistry, in a way, is the translation of an encoded language based on a complex
vocabulary made of molecules.
1.2 Classes of molecules
Each stage within the evolution of the ISM has specific physical properties and since each mole-
cule forms and survives only under certain conditions, we can choose among a large number of
compounds depending on the source we want to focus on and depending on our final goal.
However, given the large number of candidates for further and new studies, the best place to
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begin with is to consider the cosmic abundance of the chemical elements and their propensity to
form molecules of astronomical interest. Table 1.1, shows the ten most abundant elements in our
galaxy (Asplund et al., 2009).
Tabelle 1.1: Most abundant elements in the Milky Way, based on their cosmic elemental abun-
dances (Asplund et al., 2009).
Element Relative abundance
Hydrogen 1
Helium 8.51×10−2
Oxygen 4.90×10−4
Carbon 2.69×10−4
Neon 8.51×10−5
Nitrogen 6.76×10−5
Magnesium 3.98×10−5
Silicon 3.24×10−5
Iron 3.16×10−5
Sulphur 1.32×10−5
A combination of these, then, can be taken into account and many classes of species can be
formed depending not only on the elements involved, but also on the total number of atoms of the
compound, on the molecular stability and depending on their electronic structure. Two groups
of molecules are of interest for the scope of this thesis, namely the sulphur-bearing ones and the
Complex Organic Molecules.
1.2.1 Sulphur bearing molecules
Sulphur chemistry has attracted interest since the early 70s, when the first S-bearing molecule,
CS, was detected in the interstellar medium (Penzias et al., 1971), followed by observations of
other sulphur species in the same decade, such as OCS, H2S, and CH3SH (Jefferts et al. 1971,
Thaddeus et al. 1972, Linke et al. 1979 and references therein).
In diffuse clouds sulphur is mainly found in the gas phase in the form of S+ and has cosmic
abundances of ∼10−5 with respect to the H nuclei (Jenkins 1987, Savage and Sembach 1996).
However, to reproduce the observed abundances of S-bearing molecules in dark clouds (Oppen-
heimer and Dalgarno 1974, Tieftrunk et al. 1994), chemical models typically assume that sulphur
is highly depleted, using an initial elemental abundance of 8×10−8 (Wakelam and Herbst, 2008).
A possible explanation of this problem is given by Ruffle et al. (1999), who proposed that du-
ring collapse of translucent gas, sulphur tends to freeze-out more than other elements, due to
its predominant ionized form, S+, which is subject to strong electrostatic attraction to negatively
charged grains.
Many studies have discussed the problem and some have suggested that most of the missing
sulphur in the ISM dense regions could be trapped in the solid phase as either polysulphanes,
having the formula HxSy (Jiménez-Escobar and Muñoz Caro 2011, Druard and Wakelam 2012),
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or refractory sulphur polymers, such as S8 (Wakelam et al., 2004, 2005; Shingledecker et al.,
2020). However, the main reservoirs of solid sulphur are still unknown.
Some laboratory studies, focused on dust and ice analogues, proposed carbon disulfide (CS2),
as a major sink of sulphur (Ferrante et al. 2008, Garozzo et al. 2010, Jiménez-Escobar et al.
2014). Recently, CS2 has been found in the comas of some comets through the identification of
its emission spectra in the UV and visible region (Jackson et al., 2004), or in situ by ROSINA
(Calmonte et al., 2016). In particular, Calmonte et al. (2016) have found that the amount of
CS2 in the coma of 67P/Churyumov-Gerasimenko accounted for the 0.35% of the total sulphur
content, resulting more abundant than thioformaldehyde (H2CS, 0.14%), a well-known S-bearing
molecule, detected for the first time in SgrB2 by Sinclair et al. (1973). Nevertheless, carbon
disulfide is still undetected in interstellar ices. Furthermore, in warm and shocked regions, where
this compound could be transferred in the gas phase as a result of evaporation and sputtering of
the grains, its detection by means of radio telescopes is unfeasible because it has no permanent
dipole moment. Therefore, S-bearing molecules chemically related to CS2 should be alternatively
sought.
Recently, many steps have been taken towards improving our understanding of interstellar
sulphur chemistry, as highlighted by the detection of new S-bearing compounds, such as S3,
S4, and ethyl mercaptan (CH3CH2SH) in the comas of 67P/Churyumov-Gerasimenko (Calmonte
et al., 2016) and a tentative detection of CH3CH2SH in Orion KL (Kolesniková et al., 2014).
Moreover, chemical models have been significantly improved through expansion of the sulphur
chemical network by the inclusion of these compounds and many other reactions and species
(Woods et al. 2015, Vidal et al. 2017, Laas and Caselli 2019, Shingledecker et al. 2020).
Notwithstanding this progresses, a number of important species are still not considered in
the current picture of sulphur chemistry and further studies are required to expand and possibly
complete our understanding of these molecules.
1.2.2 Complex Organic Molecules (COMs)
By terrestrial standard most of the detected and studied ISM molecules are considered small
and simple. However, the point of view towards these species changes drastically within the
astronomical environment. In dense objects the most abundant species is molecular hydrogen
(H2), followed by carbon monoxyde (CO), which has a typical fractional abundance of 10−4 with
respect to H2 (Bolatto et al., 2013). By increasing the number of atoms the abundances decrease
drastically, with fractional values ranging between 10−5 and 10−11, even for simple species such
as ammonia (NH3) and methanol (CH3OH) (Pratap et al. 1997, Suzuki et al. 1992).
Hence, molecules such as methanol can be already considered complex from an astroche-
mical point of view. As a matter of fact, as stated by Herbst and van Dishoeck (Herbst and
Van Dishoeck, 2009) “we arbitrarily refer to species with six atoms or more as complex". In
addition, since all of the complex species detected up to date contain at least one atom of carbon,
the term “complex molecules"has always been coupled with “organic".
These compounds, have received an increasing attention in the last decade in a effort of
unveiling how chemical complexity builds up, from the earlier phases of the star formation —
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where simple species dominate — to the much larger molecular structures required to establish
biological processes on planets where appropriate conditions are met.
Among the over 220 molecules detected in the ISM and circumstellar shells (as of February
2020), approximately 70 are Complex Organic Molecules (COMs) (Endres et al., 2016).
Given this fairly large sample, sub-groups can be easily arranged. In first place, depending on
the hydrogen content, we can have saturated and unsaturated COMs, i.e. rich or poor in hydrogen,
respectively. Both these two groups contain all the detected hydrocarbons, which can be mainly
found within cold clouds or in circumstellar envelopes. COMs containing oxygen are typical of
molecular rich regions of the Galactic center (such as SgrB2) and hot regions more in general,
while nitrogen-containing COMs are ubiquitous (Herbst and Van Dishoeck, 2009).
The latter are particularly interesting as they can be regarded as an intermediate step towards
the formation of biologically important species, such as nucleobases and amino acids.
As protein constituents, amino acids are prime targets for astrobiological studies, and their
extra-terrestrial formation is a highly debated topic. Numerous compounds of this class have been
found in carbonaceous chondrites (see e.g., Cobb and Pudritz, 2014, and references therein),
where they are thought to form by aqueous alteration (see Burton et al. 2012 for a review on
meteoritic prebiotic compounds).
Glycine, the simplest amino acid, has not been firmly detected in the ISM to date (Snyder
et al., 2005), however it was found in the aerogel samples returned to Earth by the Stardust
mission after 81P/Wild 2 comet flyby (Elsila et al., 2009) and, more recently, it has also been un-
ambiguously identified in the coma of the P67 comet through in situ mass spectrometry (Altwegg
et al., 2016). The presence of glycine in the volatile cometary material thus strongly suggests the
existence of a process able to generate amino acids in absence of liquid water.
Many theoretical and laboratory studies have been devoted to the investigation of the che-
mical routes which may lead to amino acids in diverse extra-terrestrial environments (see e.g.,
Woon, 2002; Koch et al., 2008; Aponte et al., 2017, and references therein). The most promising
pathways in interstellar ice analogues involve, as the last step, the hydration of an amino-nitrile
compound which, in turn, may be generated by cyanide (R – CN) hydrogenation, or through the
Strecker-cyanohydrin mechanism, i.e., via addition of ammonia to an aldehyde (R – CHO, Dan-
ger et al., 2011; Theulé et al., 2011).
In either cases, the process involves a species containing the iminic moiety (RC –– NH) as
reactive intermediate (Aponte et al., 2017).
Imines are a class of molecules that are well represented in the ISM with six members de-
tected to date. Four are simple chains: methanimine (CH2NH, Godfrey et al., 1973; Dickens
et al., 1997), ethanimine (CH3CHNH, Loomis et al., 2013), ketenimine (CH2CNH, Lovas et al.,
2006), and 3-imino-1,2-propadienylidene (CCCNH, Kawaguchi et al., 1992); but there are also
the substituted C-cyano-methanimime (NCCHNH, Zaleski et al., 2013; Rivilla et al., 2018), and
the cumulated “dimer” carbodiimide (HNCNH, McGuire et al., 2012).
These observational evidences point to a preponderance of unsaturated chains and suggest
a common formation route from simple nitriles via tautomerisation (Lovas et al., 2006) or by
partial hydrogenation on dust grain surface (Theulé et al., 2011; Krim et al., 2019).
Hence, new imines can be chosen as targets for new and further studies, to better understand
and complete our knowledge of the COMs chemistry and, in particular of the pathways towards
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amino acids formation.
1.3 Molecules as Swiss-Army knives: the perfect multi-purpose
tools
Until the 40s it was thought that molecules in space were something extremely rare and nearly
impossible to form, mostly because only small ionized or radical compounds had been obser-
ved, such as CH, CH+ and CN, and only as absorption signals within the visible range of the
electromagnetic spectrum (McKellar 1940, Douglas and Herzberg 1941).
The birth of radio-telescopes allowed for the first time detection of interstellar molecular
signals first within the centimetre domain and later on also in the millimetre and sub-millimetre
range, opening a whole new region to astronomers (Sullivan, 2004). Many new molecules were
detected across the sky in the gas phase and rotational spectroscopy became a new and perfectly
suitable tool for astronomy.
In particular within the last decades, rotational spectroscopists have also been regularly in-
volved to provide large databases of molecular spectra (Endres et al., 2016), helping the astro-
chemistry community to identify as many unknown signals as possible. Laboratory studies are
constantly required for molecules never studied before, to keep pace with the increasing number
of observational data collected every year.
This joint effort have produced valuable results, and, especially in the last 20-30 years, thanks
to the large advances in terms of theory and technology, it has resulted in more than 220 mole-
cules detected in the ISM, with many more to be found.
In addition, given that rotational spectroscopy is limited to gas-phase chemistry, these works
are often followed by, or coupled with solid-phase studies. Surface chemistry becomes indeed
highly relevant when gas-phase reactions alone cannot justify formation and abundances of cer-
tain species. Most of the molecules, in fact, are born on dust grains coated with ice mantles,
where processes like hydrogenation are faster and more efficient. For instance, the main forma-
tion path for CH3OH rely on the progressive hydrogenation of CO locked onto solid-phase, as
follows (Watanabe and Kouchi, 2002):
CO→ HCO→ H2CO→ CH3O→ CH3OH . (1.1)
In addition, in presence of cosmic rays, UV radiation and other high energy interactions, sim-
ple molecules can easily fragment and recombine forming new compounds, which can then be
released into gas-phase through different processes, such as thermal heating, shock heating, non-
thermal desorption (photodesorption or excess chemical reaction energy) and sputtering (Whittet,
2017).
This constant interplay between the gas and the solid phases makes necessary the knowled-
ge of grains chemical composition and abundances, obtainable by means of absorption features
corresponding to molecular vibrational transitions. In the ISM the detection of such signals re-
quires the presence of an infrared source embedded in the target or an intense background source,
thus collect solid-phase data for starless clouds is a difficult task. In addition, direct detection of
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Abbildung 1.2: Schematic overview of molecules formation in solid-phase and consequent pas-
sage into the gas phase due to energetic processes (Whittet, 2017).
solid-phase species can be challenging due to intrinsically weak signals or due to the presence of
vibrational bands that interferes and overlaps with each other. As a consequence, in most cases
we cannot directly study or observe in detail the interstellar grains.
A reasonable solution to this problem is to reproduce and observe dust and ice analogues in
the laboratory, which provides a controlled environment. In particular, ice analogues with dif-
ferent chemical compositions can be easily studied by means of vibrational spectroscopy while
undergoing high energetic processes, such as proton bombardement or heating, to simulate simi-
lar ISM conditions.
All the data coming with these laboratory studies, both in the gas and solid phase, account for
a large number of useful information. However, to complete the picture, the molecular rotational
spectra can also be employed to obtain further and more detailed results by modelling their
excitation scheme.
In fact, once a source has been chemically outlined at the best of our possibilities, it is im-
portant to understand how the single species interact with each other. On one side, chemical
composition and reactions play a central role to fully model the evolution of the ISM, while scat-
tering studies are important to understand molecular excitations and to obtain informations on
the local physical conditions. Molecular collisions are, in fact, highly sensitive to properties such
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as density or gas kinematic temperature, making certain molecules good and reliable tracers for
the physics of the interstellar gas.
Knowledge of energy transfer due to inelastic collisions is, therefore, required to model the
observed interstellar rotational transitions and with more and more molecules detected every
year, computational studies have become the best choice to keep pace with the observers, being
able to provide reliable results. In particular, new methods must always be benchmarked and a
simple procedure to ensure reliable results is to start from simpler systems, i.e. involving Argon,
Neon and Helium as colliding atoms, and then proceed with the one of astronomical interest but
also more complex from a quantum mechanics point of view, i.e. molecular hydrogen.
The final results, i.e. the state-to-state rate coefficients, can then be employed to model all
the observational data through radiative transfer simulations which make use of every single
information retrieved by means of both laboratory and observational studies.
1.4 Molecules in the gas phase
Molecules are subject to different kind of motions depending on the energies involved and their
physical state. While in solid and liquid phase motions are limited due to strong molecular inter-
actions and hindrance, in gas-phase all the species can be considered free and isolated. Hence,
rotational motions become always possible and, being unique of the gas phase, they are a perfect
tool to study species in such a state.
Rotational spectroscopy makes use of signals rising from transitions between rotational le-
vels, which are quantized and organized depending on the properties of each molecule. By expe-
rimental detection of such signals and by application of the theory, also through computational
studies, is then possible to achieve an overall and complete knowledge of the different molecules
considered.
Given that one of the main scope of this thesis is the study of molecules in the gas phase,
here we will give a detailed overview of the main theoretical concepts of rotational spectroscopy,
applied to the works presented in Chapter 3, 4 and 5.
1.4.1 Rotational spectroscopy
A convenient starting point for the understanding of rotational spectroscopy is the study of the
motion of a rigid body. In fact, at a zero-th order of approximation a molecule can be considered
as a system of point-like atoms, rigidly connected through chemical bonds. In classical mecha-
nics the total angular momentum of such a system can be expressed as (Landau and Lifšits,
1978)
P = Iω , (1.2)
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where ω is the angular velocity and I is the moment of inertia tensor, a 3×3 matrix having as
diagonal elements the moments of inertia (Gordy and Cook, 1984):
Iαα =
∑
i
mi(β2i + γ
2
i ) , (1.3)
and as off-diagonal elements the products of inertia:
Iαβ = Iβα = −
∑
i
miαiβi , (1.4)
in which α, β, γ are the coordinates x, y, z chosen cyclically and mi is the mass of the i-th atom.
The cartesian (x, y, z) axis system is fixed in the body of the molecule and its origin is placed
at the center of mass to allow separation of the traslational and rotational motions.
Being real and symmetric, the I matrix is Hermitian. By the solution of the secular equation
(Gordy and Cook, 1984) ∣∣∣∣∣∣∣∣
Ixx − I Ixy Ixz
Iyx Iyy − I Iyz
Izx Izy Izz − I
∣∣∣∣∣∣∣∣ = 0 , (1.5)
it is possible to find the eigenvalues of the inertia tensor. This process corresponds to a rotation of
the original axis system into the so-called principal axis system (a, b, c). The products of inertia,
i.e. the off-diagonal elements, are now equal to zero and the diagonal elements are the principal
moments of inertia, Ia ≤ Ib ≤ Ic.
To identify the rotational spectral frequencies we need to solve the Schrödinger equation and
find the energies of the rotational levels, i.e. the eigenvalues of the corresponding Hamiltonian
operator. To do so, first it is important to define an appropriate classical Hamiltonian. Since no
torque is applied, we define the classical Hamiltonian as the only kinetic component:
H = T =
1
2
Pω . (1.6)
Given equation (1.2) and considering each separate component of the angular momentum:
Pa = Iaωa , Pb = Ibωb , Pc = Icωc , (1.7)
we can rewrite the classical Hamiltonian for a rigid rotor as:
H =
1
2
ωIω =
1
2
(
P2a
Ia
+
P2b
Ib
+
P2c
Ic
)
. (1.8)
The next step is to replace each classical observable in (1.8) with its corresponding operator
(Papousek and Aliev, 1982). For the angular momentum we have that:
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Px → Pˆx =
∑
n
~
i
(
y
∂
∂z
− z ∂
∂y
)
(1.9)
Py → Pˆy =
∑
n
~
i
(
z
∂
∂x
− x ∂
∂z
)
(1.10)
Pz → Pˆz =
∑
n
~
i
(
x
∂
∂y
− y ∂
∂x
)
. (1.11)
The resulting Hamiltonian operator is:
Hˆ =
4pi2
h
(
APˆ2a + BPˆ
2
b + CPˆ
2
c
)
, (1.12)
where A, B and C are the rotational constants defined as
A =
h
8pi2Ia
, B =
h
8pi2Ib
, C =
h
8pi2Ic
. (1.13)
Depending on the values of the moments of inerta we can define different classes of rotors,
such as:
1. Linear, Ia = 0, Ib = Ic
2. Spherical, Ia = Ib = Ic
3. Symmetric prolate, Ia < Ib = Ic
4. Symmetric oblate, Ia = Ib < Ic
5. Asymmetric, Ia < Ib < Ic
All the non-asymmetric species have closed expressions for the energies as solution of the
Schrödinger equation. For prolate symmetric-top molecules, the corresponding Hamiltonian is:
Hˆ =
pi2
2Ib
+
1
2
(
1
Ia
− 1
Ib
)
Pˆ2a . (1.14)
In this case Hˆ commutes with the angular momentum operators Pˆ2 (total) and Pˆ2z (body-
fixed); in addition it commutes also with the space-fixed operator Pˆ2Z (Gordy and Cook, 1984).
Hence, an appropriate common set of eigenfunctions |J,K,M〉 must be considered. J, K and M
are called good quantum numbers. J is the rotational quantum number labelling the total angular
momentum, K is the quantum number for the projection of the total angular momentum onto the
z (a) body-fixed (BF) axis and M is used for the projection of the angular momentum onto the
space-fixed axis Z. Both K and M can assume integer values between −J and J. Levels with −K
and +K are degenerate, giving for each J a total of J + 1 non degenerate sub-levels, while the M
sub-states are always degenerate for a given J and K, unless an external field is applied.
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The set of eigenfunctions |J,K,M〉 is most easily obtained by expressing the angular momen-
tum operators in Euler’s angles θ, φ and χ and setting up the proper Hamiltonian operator (Gordy
and Cook, 1984). The resulting wavefunction can be written as:
|J,K,M〉 = ΘJ,K,M(θ)eiKφeiMχ . (1.15)
The functions ΘJ,K,M can be obtained as solutions of the Legendre equation:
1
sin θ
∂
∂θ
(
sin θ
∂Θ(θ)
∂θ
)
−
[
m2
sin2 θ
+
(
cos2 θ
sin2 θ
+
A
B
)
K2 − 2 cos θ
sin2 θ
KM − E
0
r
B
]
Θ(θ) = 0 (1.16)
and are Legendre polynomials P0J(cos θ) if K = M = 0, or associated Legendre polynomials
if M , 0. The only physically acceptable solutions correspond to the eigenvalues:
E0r = EJ,K = BJ(J + 1) + (A − B)K2 , (1.17)
with E0r being diagonal in J and K.
1.4.2 Asymmetric-top rotors
While the Schrödinger equation is easy to solve for symmetric rotors and gives analytical soluti-
ons for the energies, such as (1.17), this is not possible for asymmetric molecules. Having all of
the three principal moments of inertia different from zero and from each other, the corresponding
Hamiltonian operator:
Hˆ = APˆ2a + BPˆ
2
b + CPˆ
2
c , (1.18)
does not commute with any body-fixed angular momentum operator. With only J and M left as
good quantum numbers, to better identify the rotational levels we need to employ the so-called
pseudo-quantum numbers. First we define the Ray’s parameter, κ (Gordy and Cook, 1984):
κ =
2B − A −C
A −C , (1.19)
as an indication of the asymmetry of the molecule. With κ = -1, the rotor is prolate symmetric; κ
= 1 corresponds to an oblate symmetric-top; κ = 0 equals the higher level of asymmetry. Further-
more, for asymmetric rotors, a value close to -1 or 1 identifies two particular types of asymmetric
rotors, namely the near-prolate and the near-oblate.
In this situation, together with J, two pseudo-quantum numbers, i.e. K−1 e K1, are required
to label the energy levels, which describe the quantum number K in the prolate and oblate limits
for the symmetric case. Therefore, each energy level is labelled as JK−1K+1 and the degeneracy of
−K and K level is lost, giving for each J a total of 2J + 1 rotational sub-levels. A schematic view
of such rotational level is shown in 1.3.
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Abbildung 1.3: Distribution of rotational levels for prolate (left), asymmetric (center) and oblate
(right) rotors. The asymmetric top levels are labelled with the subscript τ corresponding to K−1−
K1 (Gordy and Cook, 1984)
.
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To obtain the energies for the asymmetric case, we must consider the asymmetric eigenfunc-
tions as a linear combination of the symmetric rotor functions (Gordy and Cook, 1984):∣∣∣JK−1K1 M〉 = ∑
J,K,M
aJ,K,M |J,K,M〉 . (1.20)
Here aJ,K,M are numerical constants and can be calculated. It is possible then to obtain the
asymmetric-top energies by diagonalization, as follows:
V−1HK′KV = E , (1.21)
where E are the eigenvalues of HK′K , i.e. the matrix representation of the asymmetric rotor Ha-
miltonian (1.18), expressed in the form:
HK′K = 〈J,K′,M| Hˆ |J,K,M〉 , (1.22)
which is a tridiagonal matrix of size (2J + 1) × (2J + 1) with off-diagonal elements having
∆K = ±2. V is the orthogonal eigenvector matrix containing the aJ,K,M coefficients. Since (1.18) is
a function of the angular moment operators P2x, P
2
y and P
2
z , we need to employ the corresponding
matrix elements in the symmetric-top rapresentation. These values are shown in Table 1.2.
Tabelle 1.2: Matrix elements of the angular momentum operators in the symmetric-top basis, for
the body-fixed axes system.
〈J,K,M| Pˆ2 |J,K,M〉 = J(J + 1)
〈J,K,M| Pˆ2z |J,K,M〉 = K
〈J,K,M| Pˆ2y |J,K,M〉 = 〈J,K,M| Pˆ2x |J,K,M〉 = 12 [J(J + 1) − K2]
〈J,K,M| Pˆ2y |J,K ± 2,M〉 = 〈J,K,M| Pˆ2x |J,K ± 2,M〉 =
= 14 [J(J + 1) − K(K ± 1)][J(J + 1) − (K ± 1)(K ± 2)]1/2
1.4.3 Line intensity and selection rules
For the rotational transitions to be visible it is important that the molecule have an electric dipole
moment different from zero and permanent. The electric dipole moment, µ, is given in Debye
(D) and represents the magnitude of the separation of charges along the molecular principal axis
system. To be present, the molecule must not be centrosymmetric, therefore molecules such as
H2 or NCCN cannot be studied by means of sole rotational spectroscopy. From Time-Dependent
Perturbation Theory we know that the transition rate is proportional to the square of the modulus
of the transition dipole moment and to the intensity of the incident radiation, as follows:
W f←i =
|µ f i|2ρR(ν f i)
60~2
, (1.23)
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where ρR(ν f i) is the energy density for a given transition frequency ν f i and µ f i is the transition
dipole moment:
µfi =
∫
Ψ∗fµΨidτ , (1.24)
with µ being the electric dipole moment operator and Ψ f and Ψi the wavefunctions of the final
and initial rotational states. As a consequence, a larger value of µ means more intense rotational
transitions signals.
Non-zero values are given if the product in the (1.24) transforms according to the total sym-
metric rappresentation. In particular, for the asymmetric rotor we must refer to the Four-group
operations which characterize the symmetry of the inertia ellipsoid (Gordy and Cook, 1984). For
some combinations of the initial and final states, however, µfi vanishes, leading to the so-called
forbidden transitions.
The resulting specific selection rules and corresponding changes in the quantum numbers for
the allowed transitions are ∆J = 0,±1 and:
∆K−1 = 0,±2 ∆K1 = ±1,±3
for the a-type transitions (component of the dipole moment along the a axis);
∆K−1 = ±1,±3 ∆K1 = ±1,±3
for the b-type transitions (component of the dipole moment along the b axis);
∆K−1 = ±1,±3 ∆K1 = 0,±2
for the c-type transitions (component of the dipole moment along the c axis);
If there is no component of the dipole moment along one of the principal axes, meaning that
its projection onto that axis is zero, the corresponding transitions have zero probability.
The line intensity is a bulk property, thus it is strictly related to the population distribution.
This distribution is related to the temperature, the degeneracy and the energy of the rotational
levels considered, and according to the Boltzmann equation, can be described as (Gordy and
Cook, 1984)
N f =
g f
Q
e−
E f
kT . (1.25)
Q is the so-called partition function, which takes the general form
Q =
∑
i
gie−
Ei
kT . (1.26)
For an asymmetric rotor this sum can be approximated through the closed expression
Q = 5.34 × 106
(
T 3
ABC
)1/2
, (1.27)
where k is the Boltzmann constant and A, B and C are the rotational constants in MHz (Gordy
and Cook, 1984).
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1.4.4 Centrifugal distortion
Since molecules are not rigid, during rotation their structure is influenced by centrifugal forces.
This centrifugal distortion is directly related to the angular momentum and it produces a small
shift of the rotational energies with respect to the ones computed with the rigid rotor approxima-
tion. This effect can be treated as a series of perturbation terms, as follows (Papousek and Aliev,
1982):
H′ = H′r + H
′4
d + H
′6
d , (1.28)
with H′r being the rigid rotor Hamiltonian. H
′4
d and H
′6
d are the Hamiltonian including the fourth
and sixth power of the angular momentum, respectively and take the general form (Papousek and
Aliev, 1982):
H′4d =
~4
4
∑
αβγδ
ταβγδ Jˆα Jˆβ Jˆγ Jˆδ , (1.29)
H′6d = ~
6
∑
αβγδη
υαβγδη Jˆα Jˆβ Jˆγ Jˆδ Jˆ Jˆη , (1.30)
where α, β, γ, δ, , η = x, y or z. ταβγδ and υαβγδη are the quartic and sextic centrifugal distortion
constants, respectively.
For asymmetric rotors, these constants amounts to a total number of 81 quartic and 729
sextic coefficients. However, appropriate reduced Hamiltonians can be employed, namely the A-
and the S -reduced Hamiltonians, originally developed by Watson (Watson, 1977a), which bring
the number of coefficients to a total of five independent quartic constants, seven sextics and nine
octics, to use when appropriate according to the measured transitions. The quartic and sextic
contributions for both the S - and A-reduced Hamiltonians are:
H˜4d(A) = −∆J Jˆ4 − ∆JK Jˆ2 Jˆ2z − ∆K Jˆ4z −
1
2
[
(δJ Jˆ2 + δK Jˆ2z ), (Jˆ
2
+ + Jˆ
2
−)
]
+
, (1.31)
H˜6d(A) = ΦJ Jˆ
6 +ΦJK Jˆ4 Jˆ2z +ΦKJ Jˆ
2 Jˆ4z +ΦK Jˆ
6
z +
1
2
[
(φJ Jˆ4 + φJK Jˆ2 Jˆ2z + φK Jˆ
4
z ), (Jˆ
2
+ + Jˆ
2
−)
]
+
, (1.32)
H˜4d(S ) = −DJ Jˆ4 − DJK Jˆ2 Jˆ2z − DK Jˆ4z + d1 Jˆ2(Jˆ2+ + Jˆ2−) + d2(Jˆ4+ + Jˆ4−) , (1.33)
H˜6d(S ) = HJ Jˆ
6 +HJK Jˆ4 Jˆ2z +HKJ Jˆ
2 Jˆ4z +HK Jˆ
6
z +h1 Jˆ
4(Jˆ2+ + Jˆ
2
−)+h2 Jˆ
2(Jˆ4+ + Jˆ
4
−)+h3(Jˆ
6
+ + Jˆ
6
−) . (1.34)
Here Jˆ± = Jˆx ± iJˆy are the angular momentum ladder operators and the symbol [A,B]+
represents the anticommutator of the two operators A and B, i.e. AB + BA.
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1.4.5 Nuclear quadrupole coupling
If a molecule contains an atom with nuclear spin I > 12 , i.e. non-spherical distribution of the
nuclear charge, the molecular electric field gradient and the nuclear quadrupole moment interact,
giving rise to the so-called nuclear quadrupole coupling, described as
F = J + I , (1.35)
where J is the end-to-end rotation angular momentum, I is the nuclear spin and F is the resulting
total angular momentum. 1.4 shows the coupling of the vectors.
I
J
F
Abbildung 1.4: Vectorial diagram of the quadrupole coupling, between the rotational end-to-end
angular momentum J and the nuclear spin I, resulting in the total angular momentum F.
As a consequence of this coupling is the splitting of each rotational level in (2I+1) sub-levels,
each denoted by the quantum number F:
F = J + I, J + I − 1, ..., |J − I| . (1.36)
The rotational transitions will then occur between these sub-levels and the spectra for each
J level will show multiplets of lines known as the hyperfine structure. The general form of the
quadrupole Hamiltonian is:
HQ =
eQq j
2J(2J − 1)I(2I − 1)[3(I · J)
2 +
3
2
I · J − I2J2] . (1.37)
Here Q is the quadrupole moment of the nucleus, qJ is the electric field gradient and e is the
elementary charge. The quantity eQqJ takes the name of quadrupole coupling constant, denoted
by the symbol χ. The resulting general expression for the first-order energies is (Gordy and Cook,
1984):
EQ =
∑
g=a,b,c
χgg
〈
JK−1K1 ,M = J
∣∣∣ Φ2Zg ∣∣∣JK−1K1 ,M = J〉 34C(C + 1) − I(I + 1)J(J + 1)2(2J − 1)I(2I − 1) , (1.38)
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where ΦZg is the direction cosine between the axes Z and g, i.e the space-fixed and the body-fixed
principal axes, respectively. C is the Casimir function:
C = F(F + 1) − J(J + 1) − I(I + 1) , (1.39)
and χgg are in the form:
χgg = eQqgg with g = a, b, c , (1.40)
with qgg being the diagonal values of the tensor matrix of the electric field gradient in the prin-
cipal axes system. These energies represent the diagonal elements of the corresponding matrix
representation of the Hamiltonian (1.37).
It is important to underline that, from the Laplace equation, we have χaa + χbb + χcc = 0,
hence only two of the constants are independent. In addition, the matrix elements of the direction
cosines differ depending on the molecules. For linear molecules, we have that:
qxx = qyy = −12qzz = q , (1.41)
due to simmetry of the electric field gradient along the bond axis. This allows calculation of the
first-order energies in the form:
EQ = −eQq
3
4C(C + 1) − I(I + 1)J(J + 1)
2(2J − 1)(2J + 3)I(2I − 1) = −eQqY(J, I, F) . (1.42)
However, (1.42) and (1.38) are not really diagonal matrixes, even though in most molecular
systems the off-diagonal elements can be neglected. When this is not possible, a second-order
term can be considered, which takes the form:
E(2)Q =
∑
J′,i′
| 〈J, i, I, F|HQ |J′, i′, I, F〉 |2
EJ,i − EJ′,i′ (1.43)
and contains off-diagonal elements in i, with i being either the quantum number K or the
pseudo quantum numbers K−1,K1.
For asymmetric molecules, a simple evaluation of the first- and second-order energies through
a closed formula cannot be achieved. In this case, the quadrupole energies can be calculated
numerically employing a direction cosines matrix expressed in the symmetric-top representation
(see section 1.4.2).
The selection rules for the hyperfine transitions are ∆F = 0,±1 and ∆I = 0. The magnitude
of the hyperfine splitting for each transition is directly dependent on the χ value, as follows:
ν = ν0 − eQq[Y(J + 1, I, F′) − Y(J, I, F)] , (1.44)
with ν0 being the central frequency, i.e. the frequency of the rotational transition without any
hyperfine splitting. This equation underlines the fact that with increasing J the hyperfine splitting
become less resolvable until complete overlapping of the hyperfine components onto one single
line.
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1.4.6 Line profile
To obtain an accurate description of the rotational energies of the molecule, the measured signals
must provide accurate centre frequencies for the corresponding transitions. The centre frequency
can be retrieved by analysis of the profile of the detected transition, whose shape is determined
by many different factors. In fact, experimental spectral signals always appear to be broader than
an ideal sharp and narrow line, due to a series physical reasons.
The first cause of line broadening is the natural line width: even though a transition between
two states should involve a specific quanta hν f i = E f − Ei = ∆E f i, a quantum mechanical
system is always changing with time and in principle no excited state has infinite lifetime due
to the Heisenberg’s Uncertainty Principle (Heisenberg, 1927). Hence, there will always be an
associated finite lifetime δτ, so that the energies will have an uncertainty:
δEδτ ∼ h
2pi
→ δν = δE
h
∼ 1
2piδτ
, (1.45)
meaning that the photon associated with the transition will assume all the possible frequencies
within the range ν f i ± δν.
The lifetime is the main indicator of how broad a line can be. The natural width broadening
of a certain transition is a fixed value, since it depends on the spontaneous decay associated with
the corresponding Einstein’s coefficient for the spontaneous emission, A, as follows:
δτ =
1
A
, (1.46)
with:
A =
16pi3ν3
30hc3
|µ2f i| , (1.47)
where ν is the line frequency, 0 is the vacuum permittivity and µ f i is the transition moment of
the molecule. As a result the natural broadening δν is proportional to A.
In addition, the lifetime can also be influenced by interaction with other particles through
collisions. These collisions can shorten significantly the lifetime of a given transition by induced
decay, causing the so-called pressure broadening (Birnbaum, 1967). In this case the broadening
will be:
δν = Γp ∼ Nvσ , (1.48)
where p is the pressure, Γ is the pressure broadening parameter, N is the density, v is the average
thermal velocity and σ is the cross section.
The lineshape associated with both the natural and pressure broadenings can be described by
a Lorentzian profile:
ΞL(ν) =
δν/2pi
(δν/2)2 + (ν − ν0)2 , (1.49)
where ν0 is the rest frequency.
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A third factor influencing the line width is the Doppler broadening. Molecules in gas-phase
are not stationary but move with a velocity v. As a consequence the observer will detect a shifted
signal with frequency:
ν = ν0
(
1 ± vz
c
)
, (1.50)
where ± indicate a source approaching or moving away and vz is the component of molecular
velocity parallel to the radiation. When in thermal equilibrium, molecular velocities follow a
Maxwell-Boltzmann distribution. The resulting Doppler line width is:
δνD =
2ν0
c
√
2kT ln 2
m
, (1.51)
where k is the Boltzmann constant, T is the system temperature and m is the mass of the molecule.
The corresponding line profile is a Gaussian function in the form:
ΞG(ν) =
2
(δνD)
√
ln 2
pi
exp
−4 ln 2 ( (ν − ν0)
δνD
)2 . (1.52)
For rotational spectroscopy within the microwave regime, the pressure and the Doppler broa-
denings are of the same order of magnitude and must be taken into account when analyzing a
signal. In these cases, the line profile can be considered as a convolution of the two Lorentzian
and Gaussian profile. The resulting function takes the name of Voigt profile (Posener, 1959).
The instrumentation described in Chapter 2 employs the frequency modulation technique
(Gordy, 1948) and the detection at twice the modulating frequency, 2 f (King and Gordy, 1954).
For the full treatment, see Dore (2003) and references therein. Within this technique, the 2 f line
profile can be modelled as:
F2(ω¯) ∝ Re
∫ ∞
0
J2(mt)Φ(t)e−iν¯tdt , (1.53)
which is the real part of the Fourier transform of the dipole correlation function, Φ(t), times a
2nd order Bessel function of the first kind, i.e. J2(z). Here m is the modulation depth and ν¯ is the
time-independent frequency detuning, expressed as:
ν¯ = ν − ν0 , (1.54)
where ν0 is the transition frequency.
The time dependent correlation function, Φ(t), contains information on the relaxation of the
dipole moment oscillations, the latter occurring as a consequence of radiation absorption. Hence,
if both broadening and Doppler effects are responsible for the relaxation, the correlation function
employed to model the line profile can be written as
Φ(Γ, αD, t) = exp
[
−Γt − (αDt)
2
4
]
, (1.55)
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with
αD = δνD
(
2pi√
ln2
)
. (1.56)
The experimental rest frequency can be easily retrieved by means of the proFFit code des-
cribed in Dore (2003).
1.5 Molecules in the solid phase
Being strongly bound to each other or to a substrate, solid-phase molecules lose their property
to rotate freely and, therefore, cannot be studied by means of rotational spectroscopy anymo-
re. However, their vibrational motions will still be present, making vibrational spectroscopy a
complementary technique.
Vibrational spectroscopy is based on similar principle already introduced for rotational spec-
troscopy, involving finding the solutions of the Schrödinger equation with a suitable Hamilto-
nian. Here we will briefly introduce the general concepts and give the solutions for diatomic
and polyatomic molecules energies within the harmonic approximation, applied to part of the
work described in Section 3.3. For the detailed theoretical treatment, see Wilson et al. (1992)
and Papousek and Aliev (1982).
1.5.1 Vibrational spectroscopy
The vibrational energies are obtained treating a molecule as a harmonic oscillator. In the case of
a simple diatomic molecule they can be expressed as:
Eν =
(
ν +
1
2
)
hν0 , (1.57)
with ν0 being:
ν0 =
1
2pi
√
k
µ
, (1.58)
where µ is the reduced mass, ν is the vibrational quantum number and k is the force constant
which increases proportionally with the bond strength, defined as:
k =
(
d2V
dx2
)
0
, (1.59)
with x being the displacement from the equilibrium position equal to r − re. For polyatomic mo-
lecules, with N atoms, first we need to provide a total of 3N coordinates to define their locations.
Since we need 3 coordinates to fix the centre of mass and 3 angles to fix the orientation of the
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molecule, a total of 3N - 6 independent coordinates are left. Displacements along these coordi-
nates identify the vibrational motions. For linear molecules, this number is 3N - 5, since only
two angles are required.
In general, the vibrational motions can be classificated as the stretching, i.e. increasing and
decreasing of the length of a two atoms bond, and the bending, i.e. change in the bond angle de-
fined by three atoms. Most of the functional groups, i.e. a specific moiety such as the hydroxylic
one (-OH), have characteristic vibrational energies for each of these motions. However, depen-
ding on the other adjacent atoms and functional groups, these energies can vary slightly from
molecule to molecule. Since each motion is not isolated and all the atoms participate, the energy
is always partially transferred to other bonds.
As a consequence, each vibrational signal becomes characteristic of a specific species, allo-
wing and simplifying the molecular identification within the solid phase in presence of complex
mixtures.
1.5.2 Normal modes
To better define the vibrations involving more than two atoms, a new system of coordinates must
be introduced.
First we redefine the force constant, including displacements over two coordinates:
ki j =
(
∂2V
∂xix j
)
0
, (1.60)
where the partial derivative of the two displacements xi and x j reflects the change in the force
constant experienced by one atom when an adjacent displacement is happening.
Then we introduce the mass-weighted coordinates for i-th atom:
qi =
√
mixi . (1.61)
With these terms, the total energy of the system, sum of the potential and kinetic energies,
becomes:
E =
1
2
∑
i
q˙i2 +
1
2
∑
i, j
ki, jqiq j . (1.62)
It is possible then to find linear combinations Qi of qi such that we have:
E =
1
2
∑
i
Q˙2i +
1
2
∑
i
λiQ2i , (1.63)
with no cross-terms, i.e. i , j and with λi being the effective force constant. These linear combi-
nations are called normal coordinates and the corresponding vibrations involving displacements
along these coordinates are the normal modes of the species, each with a given energy.
Employing the appropriate radiation source is then possible to excite the molecule vibratio-
nally and detect the corresponding signals, if allowed by the selection rules. A given vibrational
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transition of a polyatomic molecule is allowed if there is a variation of the total dipole moment
µ. Hence, the transition is visible even if the molecule do not have a permanent electric dipole
moment, µ0, since
µ = µ0 +
∑
i
(
∂µ
∂Qi
)
0
Qi + ... . (1.64)
In addition, within the harmonic approximation, is required that ∆ν = ±1.
1.5.3 Column density
Together with the detection of a molecule, it is important to get quantitative informations. For a
given signal of area S retrieved after subtraction of the underlying continuum, the column density
(molecules cm−2) will be:
N =
S
A
, (1.65)
where A is the integrated band strength (cm molecule−1). For most of the molecules A has been
obtained experimentally in previous studies and is tabulated.
1.6 Collisional excitation
Interactions between molecules and consequent energy transfer due to inelastic collision are
described by the so-called collisional state-to-state rate coefficients.
The calculation of such coefficients for inelastic collisions requires the solution of the Schrö-
dinger equation for both the electronic and nuclear energies. The best approach for this kind
of problem is to apply the Born-Oppenheimer approximation (Born and Oppenheimer, 1927),
which allows full separation of the Schrödinger equation into electronic and nuclear parts. This
approximation relies on the fact that nuclear motions are much slower than electron motions and
therefore, nuclei can be considered fixed compared to the electrons.
Hence, this separation allows splitting of the calculations in two parts: 1) the calculation of the
Potential Energy Surface (PES), i.e. electronic energy as a function of fixed nuclear coordinates;
2) calculation of state-to-state cross sections by solution of the nuclear part of the Schrödinger
equation, starting from the previously calculated PES. Here we will give an overview of the main
concepts and the basic theoretical approaches applied to the work described in Chapter 5 and in
the appendix.
1.6.1 Basis set functions
The first requirement to solve the Schrödinger equation is to employ appropriate wavefunctions.
The largely employed LCAO (Linear Combination of Atomic Orbitals) method allows cal-
culation of the molecular wavefunctions, φ, from the atomic orbitals functions, ϕi. The set of
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functions ϕi is called basis set and many different types have been developed within the last de-
cades (Schuchardt et al., 2007). An appropriate basis set has to be chosen depending on the level
of the results required and mostly depending on the calculation method employed. Larger basis
sets produce more accurate results, but also require higher computational costs.
In theory, an infinitely large basis set should carry out the most accurate results possible.
Since such a set does not exist, extrapolation schemes can be employed to retrieve values at the
so-called Complete Basis Set (CBS) limit. These schemes work using hierarchical basis sets,
i.e. a series of basis sets belonging to the same type but with increasing size. Depending on the
size and the number of the sets employed and depending on the value we would like to retrieve,
different schemes can be applied.
1.6.2 Electronic Schrödinger equation
Many computational methods have been developed in the past years to produce optimal results
for the electronic Schrödinger equation. The simplest approach for a multi-electron system, such
as a molecule, is the Hartree Fock (HF) method (Slater 1951 and references therein, Hehre 1986).
This method approximate the multi-electron to a one-electron problem averaging the electron-
electron interaction energy and considering each electron as moving within the average total
field. This approximation help to simplify the Schrödinger equation, making it a one-electron
equation in the form:
FˆΦi = EiΦi . (1.66)
Here Fˆ is the Fock operator, a one-electron effective Hamiltonian operator, and Φi is a set
of one-electron wave functions rapresenting the molecular orbitals, obtained through the LCAO
method described in 1.6.1.
Being one of the first method ever developed, the HF is a starting point for other more accu-
rate methods, such as the coupled cluster (CC) (Purvis III and Bartlett 1982, Raghavachari et al.
1989, Hampel et al. 1992, Deegan and Knowles 1994). The CC method expresses the molecular
wave-function as:
ΨCC = exp
(
Tˆ
)
ΨHF , (1.67)
with:
exp
(
Tˆ
)
= 1 − Tˆ + Tˆ
2
2!
+
Tˆ 3
3!
+ ... =
∞∑
k=0
Tˆ K
K!
. (1.68)
Tˆ is the cluster operator and can be defined as:
Tˆ = Tˆ1 + Tˆ2 + Tˆ3 + ... , (1.69)
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with:
Tˆm =
1
(m!)2
∑
i, j,k,...
∑
a,b,c,...
ta,b,c,...i, j,k,... a
+ib+ jc+k... . (1.70)
Here i, j, k, ... denote electrons in occupied orbitals and a, b, c, ... electrons in virtual orbitals.
The terms a+, b+, ... and i, j, ... are the creation and annihilation operators and when coupled they
describe the single excitacion of an electron, e.g. the transfer of an electron from the occupied
orbital i to the orbital a and so on. The terms ta,b,c,...i, j,k,... are the Cluster amplitudes. These coefficients
are necessary to define the molecular wavefunctions and have to be determined to solve the
Schrödinger equation.
The more terms in the Tˆ operator are taken into account, the more accurate the results will be.
However, due to high computational costs, it is common to truncate the operator after the double
excitation term, i.e. Tˆ2, and treat the triple excitations as a perturbation, resulting in the so-called
single and double excitation couple cluster method with triple perturbation (CCSD(T)).
By means of this method is then possible to calculate energies for a given mlecular system. In
particular, to obtain the final PES of a collisional system made of one molecule and one colliding
atom, calculations must be carried out for a grid of points, corresponding to different relative
positions of the two species.
This grid of energies can then be converted into an analytical version of the PES, employing
an appropriate expression, such as the one given in chapter 5.
1.6.3 Nuclear Schrödinger equation
Once the PES is available, it can be employed to solve the second part of the problem and retrieve
the cross sections. For the purpose of this thesis, we will just consider an atom-diatom interacting
system. The full treatment can be found in Flower (2007).
The nuclear Hamiltonian in a body-fixed (BF) frame takes the form:
Hˆ = − 1
2µR
∂2
∂R2
R +
Jˆ + jˆ2 − 2jˆ · Jˆ
2µR2
+ V(R, θ, r) + Hˆdiatom , (1.71)
with
Hˆdiatom = − 12µdiatomr
∂2
∂r2
r +
jˆ2
2µdiatomr2
+ Vdiatom(r) . (1.72)
Here µ is the reduced mass of the atom-diatom complex, r is the bond length of the diatom,
R is the length of the R vector that connects the molecular centre of mass with the atom and θ
is the angle between the R vector and the molecular bond. These coordinates correspond to the
so-called Jacobi coordinates system. V(R, θ, r) and Vdiatom(r) are the previously calculated PESs
of the collisional system and the diatomic molecule, respectively. Lastly, J is the total angular
momentum, sum of j, which describes the rotational angular momentum of the molecule, and
the orbital angular momentum, l.
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An appropriate form of the wave functions expanded in the body-fixed (BF) angular basis
functions |n〉 must be employed, expressed as:
Φ =
1
R
∑
n
|n〉Ψn(R) , (1.73)
with Ψn(R) being functions of the radial coordinates. After substitution in the Schrödinger equa-
tion and projection with 〈n′| we obtain:
∂2
∂R2
Ψn′(R) =
∑
n
〈n′| Wˆ |n〉Ψn(R) , (1.74)
with the operator Wˆ expressed as:
Wˆ = 2µ(Hˆ − Tˆrad − E) . (1.75)
Here E is the total energy of the system, Hˆ is the Hamiltonian defined in (1.71) and Tˆrad is
the radial kinetic energy:
Tˆrad = − 12µR
∂2
∂R2
R . (1.76)
The eigenvalues of the Hamiltonian Hˆdiatom (1.72) contained in the operator Wˆ are the ener-
gies  j for a given rotational level of the diatomic molecule. These energies give the collisional
energies, E j, since:
E j = E −  j . (1.77)
Solution of the equations (1.74) produces a matrix, S l, which can be used to retrieve the
partial cross sections σl( j ← j′) for each value of the orbital angular momentum l, using the
expression
σl( j← j′) = pik2j′(2 j′ + 1)
∑
Ω
(2l + 1)|S l( jΩ, j′Ω)|2 ( j , j′) . (1.78)
Here Ω is the projection of both j and J on the BF z-axis and k2j′ has the form
k2j′ =
µE j
~2
. (1.79)
The total cross sections can then be obtained by sum over l. The corresponding thermal
rate coefficients for excitation and de-excitation transitions are calculated by averaging the cross
sections over a Maxwellian distribution of collisional velocities, as described in section 5.3.
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Kapitel 2
Instrumentation
2.1 Absorption cell spectrometer
The rotational spectroscopy studies have been realized employing the CASAC (Center for Astro-
chemical Studies Absorption Cell) frequency modulation (FM) spectrometer at the Max-Planck-
Institut für extraterrestrische Physik in Garching (Germany). The central body of the instrumen-
tation consist of two Pyrex tubes, each 3 m long and 5 cm wide in diameter. These tubes work
as separate cells, each devoted to one of two moleculear production systems employed in the
laboratory, namely the DC-plasma and the pyrolysis system, described in section 2.1.1 and 2.1.2.
These two different methods are complementary to each other in terms of produced species.
The two absorption cells can be kept under appropriate vacuum by means of a rotative and
a diffusion pump, connected in series. Between the cells and the pumping system lay a series
of valves to isolate completely the pumps or partially reduce the flow rate. In addition, there is
a cold trap that can be properly cooled down at 77 K to collect and condensate the chemical
products. The full system is shown in figure 2.3.
2.1.1 Discharge cell
The discharge system consist of a cell containing two cilinder-shaped electrodes at each end.
These electrodes are connected to a power supply capable of a voltage of 5000 V and used to
form the plasma, in presence of proper gas mixtures.
The high voltage, in fact, can cause an electric breakdown of the gas which ignite a current
flow. Under certain condtions, the current stabilizes at a fixed value, producing different regimes
of discharge depending on the ratio between current and potential, as shown in figure 2.1.
For spectroscopic purposes, only the normal and the anomalous glow discharges are relevant
and can be chosen depending on the target molecule. These two regimes show glowing and dark
regions depending on the relative position to the anode (negative electrode) and cathode (positive
electrode), as shown in figure 2.2.
The first region of interest is the Aston dark space. In this section of the discharge, if the
voltage is properly adjusted to reach the breakdown value, an avalanche of electrons is formed
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Abbildung 2.1: Different regimes of self sustaining discharges, depending of the current-to-
voltage ratio. The image is taken from Piel (2017).
and the plasma formation is triggered. The required voltage depends on the structure and proper-
ties of the cell and electrodes, but also on the gas composition. Long cylindrical electrodes are
more efficient, hence they have been largely employed in this kind of experiments. In addition,
noble gases can be employed as buffer gas in larger quantities with respect to the sample mixture,
helping to lower the minimum breakdown voltage and stabilize the discharge.
Due to the electric field applied, the newly released electrones will gain enough energy to
excite atoms and molecules, which will emit light producing the first cathodic glowing region.
After a cathodic dark space, where ionization processes become more frequent than the excitation
ones due to higher electrons energy, the negative glow region is formed, followed by the Faraday
dark space. Here electrons lose part of their energy before reaching the positive column, where
the electrons will slowly drift towards the anode as a consequence of the weak electric field
present.
Depending on the target molecule, the region of interest can either be the negative glow or
the positive column. Due to higher electron density, the first is relevant for protonated species
and most of the ions. The molecular production within this region can be enhanced by means of
a variety of methods, e.g. by application of a magnetic field, which will reduce the collisions of
the electrons with the cell walls favoring electron-molecules interactions.
The positive column has lower electron density and energies than the negative glow but is
more extended and responsible for formation of most of the non-ionized species. A larger positive
column results in enhanced molecular production, given that the current stays constant (constant
voltage drop per unit length). To some extent, this improvement can be obtained by increasing
the cell dimensions and adjusting the voltage.
Since the whole system can warm up due to the current flowing through the electrodes, a
series of teflon pipes are wrapped around the cell and are connected to a 200 L dewar containing
liquid nitrogen to allow colling of the cell. This system can be operated manually or through a
Programmable Logic Controller (PLC) which can automatically keep the temperature within a
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Abbildung 2.2: (a) Regions of a glow discharge. (b) Electric potential Φ and axial electric field
(E) variation in the normal regime. The image is taken from Piel (2017).
fixed chosen range. In addition, around the cooling system, lay a copper solenoid employed to
produce a magnetic field.
It’s possible to employ a multi-channel computer-driven flow regulator to inject up to 4 diffe-
rent gases and 3 additional manual Alicatt flow regulators, to create the appropriate gas mixture
for the experiment. All the flow regulators are connected to a common glass inlet placed at the
cathodic side of the cell. The overall pressure is then controlled by means of two “Baratron"1
pressure gauges, placed one on each end of the cell.
2.1.2 Pyrolisis cell
The pyrolysis system consist of a cell connected to a quartz tube, 70 cm long and 1 cm wide
in diameter, going through an electric oven (Carbolite Gero Type 3216), which can reach tem-
perature as high as 1600 Cdeg. However, given the material of the tube, the temperatures for
the experiments cannot exceed 1200 Cdeg. One end of the quartz tube is used to introduce the
sample or to create gas mixtures. Here, a first “Baratron"pressure gauge allows measurement of
the inlet gas pressure. After leaving the oven, the quartz pipe is then connected to the absorption
cell through a valve.
The pyrolized gas is then expanded in the cell, properly kept under flow, and the final pres-
sure can be monitored through a second “Baratron"pressure gauge placed at opposite end of the
absorption cell, with respect to the gas inlet. The pressures at the inlet range from 100 mTor to
1“Baratronïs the commercial name of a capacitance pressure gauge.
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1 Torr, while after expansion the cell pressure is reduced by two orders of magnitude and ranges
between 0.5 and 10 mTorr about.
2.1.3 Spectrometer
Abbildung 2.3: General scheme of the discharge and pyrolisys cells connected to the FM spec-
trometer. Full description of each component is given in the text.
The spectrometer operates in the millimeter and submillimeter range (80-1600 GHz). The
radiation is generated in the cm-wave range by a frequency synthesizer, operating in the interval
of 250 kHz to 67 GHz (Agilent E8257D), and then multiplied to higher frequencies through a
VDI multiplier chain (9.0 SGX). A Rubidium atomic clock is used as primary frequency stan-
dard, providing a reference signal at 10 MHz. Parabolic mirrors are used to guide the radiation
through the cell and to focus it in the detector, an Indium-Antimonide (InSb) hot electron bolo-
meter, which is kept at the operating temperature of 4 K by a closed-cycle He refrigerator. The
multiplier, the mirrors and the detector are positioned on rails and can be moved to adjust the
optical path.
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To enhance the signal-to-noise ratio (SNR), the frequency modulation technique is employed
(Gordy, 1948). The sine-wave modulation is applied to the carrier signal by the synthesizer. The
modulating signal is chosen with frequency between 15 and 50 kHz and variable amplitude. The
output signal recovered from the detector is pre-amplified and then demodulated by the lock-in
amplifier, tuned at twice the modulating frequency (2 f ). The resulting line profile is recorded as
the second derivative of the actual absorption profile. In addition, a band-pass filter is applied to
reduce undesired noise features.
2.2 Infrared spectrometer for photoionization
The solid phase work described in section 3.3 has been realized employing the experimental
apparatus in the Laboratory of Experimental Astrophysics at the Osservatorio Astrofisico of Ca-
tania (Italy).
The instrumentation consist of a stainless steel high-vacuum chamber, which can reach pres-
sures below 10−5 mTorr, containing a tail section of a closed-cycle helium cryostat in thermal
contact with a KBr or silicon substrate. Ices can then be accreted on the substrate cooled down
at the chosen temperature (10-300 K) by injection of gas mixtures through a needle valve.
The infrared spectrum is then recorded employing a FTIR spectrophotometer available co-
mercially (Bruker Vertex 70) which works between 8000 and 400 cm−1, with a resolution of 1
cm−1.
The ion flux is provided by an ion implanter (Danfysik 1080–200) which can produce ions
with energies up to 200 keV. To avoid macroscopic heating of the sample, current densities are
kept below 1 µA cm−2. This system is interfaced with the vacuum chamber as shown in figure
2.4.
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Abbildung 2.4: Scheme of the high vacuum chamber for the IR study of ion irradiated ice analo-
gues.
Kapitel 3
Rotational spectroscopy and solid-phase
study of dithioformic acid, HCSSH
Part of the content of this chapter (the gas-phase study of HCSSH) was published in the journal
Astronomy & Astrophysics.
Credit: Prudenzano, D., et al., Astronomy & Astrophysics, 612 (2018): A56.
3.1 Introduction
As previously described in section 1.2.1, sulphur-related astrochemistry still requires a consistent
number of molecules to be add in the general picture, including dithioformic acid, HCSSH.
This species is chemically related to CS2 and is the S-bearing analogue of formic acid,
HCOOH; the latter was detected for the first time in SagittariusB2 (SgrB2) by Zuckerman et al.
(1971) and in the dark cloud L134N by Irvine et al. (1990). Because it is isostructural with
HCOOH, HCSSH exists in two different conformations, dubbed cis or trans, depending on the
orientation of the S-H bond with respect to the C-H bond. These two conformers can be seen in
Fig. 3.1.
The first gas-phase laboratory study of dithioformic acid was carried out by Bak et al. (1978).
They measured transitions in the centimetre (cm) regime, between 18 and 40 GHz, for the trans
and the cis conformers in the ground and in two low-lying vibrationally excited states. They also
found an abundance ratio trans/cis=5.43, corresponding to an energy difference of 350 cm−1. The
molecules were produced by gas-phase pyrolysis of methanetrithiol, HC(SH)3, and the spectra
were recorded with a Stark-modulated microwave spectrometer. In a subsequent work, the same
authors carried out additional measurements of the two 34S and one D isotopologues, leading to
the experimental determination of the trans-HCSSH structure (Bak et al., 1979). However, the
limited frequency range covered in these investigations prevented a satisfactory spectroscopic
characterization of these species. In particular, the incomplete centrifugal distortion analysis and
the rather high measurement errors caused by the interfering Stark lobes1 led to high estimated
uncertainties in the spectral predictions. The calculated rest frequencies are, in fact, affected by
1Artefacts produced by the Stark modulation close to the centre frequency.
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Abbildung 3.1: Molecular structures of the two planar isomers of HCSSH. Details concerning
the geometries of the two species are given in Section 3.2.2 and Appendix A. Yellow spheres
indicate sulphur atoms, the dark grey sphere indicates carbon, and hydrogen atoms are shown in
light grey.
errors exceeding 0.7 MHz for the trans isomer and 1.1 MHz for the cis, already in the 3 mm
region. In addition, no solid-phase studied have ever been produced on the topic.
Given the potential astronomical interest of this molecule, an improved knowledge of its
rotational spectrum is desirable, together with information on its production onto solid phase.
In this work we first present a thorough centrifugal distortion analysis of both trans and cis
isomers of HCSSH. We extended the spectroscopic measurements well into the submillimetre
(submm) domain, reaching a frequency as high as 478 GHz for the trans-HCSSH. High-level
theoretical calculations were also carried out to provide a detailed description of the molecular
properties, such as dipole moment components and equilibrium structures. We also present some
preliminary data on the formation and presence of HCSSH in ion irradiated ice analogues.
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3.2 Accurate millimetre and submillimetre rest frequencies
for cis- and trans-dithioformic acid, HCSSH
3.2.1 Experimental setup
The measurements were performed using the CASAC (Center for Astrochemical Studies Ab-
sorption Cell) spectrometer at the Max-Planck-Institut für extraterrestrische Physik. Full details
of the experimental apparatus can be found in Chapter 2. The instrument employs the frequency
modulation technique in the mm and submm range and is equipped with a glow discharge cell
for production of unstable species.
Measurements were carried out at room temperature to avoid condensation of the precursors.
Dithioformic acid was produced by a 40 mA DC discharge (∼0.8 kV) from a 1:1 mixture of CS2
and H2, diluted in Ar buffer gas. The total pressure in the cell was 20-30 mTorr (27-40 µbar).
3.2.2 Results and data analysis
The HCSSH isomers are near-prolate asymmetric rotors (κtrans=-0.9901 and κcis=-0.9682 2) with
Cs symmetry and planar structure. The a components of the dipole moment have been experi-
mentally determined by Bak et al. (1978), where µa(trans)=1.53 Debye (D) and µa(cis)=2.10
D, while the b components were determined in our study (see Appendix A). We measured 204
new line frequencies for the trans conformer and 139 for the cis. We also detected seven b-type
transitions for the cis conformer, which has a higher value of µb, equal to 1.67 D (see Table A.2).
These new rotational transitions belong to the R branch (∆J=+1) and J values range from 14 to
74 and a maximum Ka=20.
We recovered the line central frequencies with the proFFit code (Dore, 2003), adopting a
modulated Voigt profile. The estimated accuracy ranges between 25–50 kHz, depending on the
line width, signal-to-noise ratio, and background continuum (standing waves produced between
the two partially reflecting windows placed on either side of the cell). Examples of measured
line and fitted profile of trans and cis isomers are shown in Figure 3.2. Both panels include lines
corresponding to the blended Ka=7 asymmetry doublet, located at ca. 360 GHz.
We performed the spectral analysis using the Pickett SPFIT/SPCAT suit of programs (Pickett,
1991), adopting the Watson S-reduced Hamiltonian for asymmetric-top molecules (Watson, 1977a).
The transitions measured by Bak et al. (1978) in the cm range were also included. To take into ac-
count the different experimental accuracies, we employed four distinct statistical weights (1/σ2)
for the two datasets. For the lines taken from literature, we assigned σ values of 75 kHz and 100
kHz to the trans and the cis isomers, respectively. A few lines showing very large deviation were
removed from the final fit. Experimental uncertainties for our measurements are set to 25 or 50
kHz; the higher value is assigned only to lines broadened due to partially overlapped K doublets.
The final fits lead to the determination of the complete set of quartic centrifugal distortion con-
stants and four sextic constants, i.e. HJ, HJK , HKJ, and h1 (energy contributions depending on
2Rey asymmetry parameter. It is an indication of the asymmetry of the molecule and can take values between -1,
for a prolate symmetric top, and +1, for an oblate symmetric top. (Gordy and Cook, 1984)
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Abbildung 3.2: (Left panel) Experimental spectra of the 547,∗ - 537,∗ transitions of trans-HCSSH,
with total integration time of 146 s and 3 ms of time constant. (Right panel) Experimental spectra
of the 537,∗ - 527,∗ transitions of cis-HCSSH with total integration time of 87 s and 3 ms of time
constant. (Both panels) The Ka=7 asymmetry doublet is not resolved. The red traces indicate the
resulting line profile fitted with the proFFit code (see text).
J6, obtained from the rotational Hamiltonian). One octic constant, i.e. LKKJ, was also determined
for the trans isomer. The weighted root mean square (RMS) deviations are 0.936 and 0.933 for
trans and cis, respectively. The resulting parameters are listed in Table 3.1. The lists of all the
experimental frequencies are available at the CDS3 as supplementary data. Planarity of the spe-
cies was confirmed by calculation of the inertial defect, ∆ = Ic − (Ib + Ia) (Darling and Dennison,
1940), obtained using the moments of inertia I, derived from the ground-state rotational con-
stants. The inertial defect values for trans and cis dithioformic acid are 0.0185 and 0.0173 amu
Å2, respectively, close to those of the two formic acid planar isomers, i.e. 0.0126 and 0.0102 amu
Å2 (Trambarulo et al. 1958, Davis et al. 1980 and references therein, Winnewisser et al. 2002).
The complete line catalogues, computed by using the spectroscopic parameters in Table 3.1,
are provided as supplementary data at the CDS and also include the 1 σ uncertainties, upper-state
energies, line strength, and the Einstein A coefficient for spontaneous emission, all expressed in
SI units as follows:
Ai j =
16pi3ν3
30hc3
1
2J + 1
S i jµ2, (3.1)
where ν is the line frequency, 0 is the vacuum permittivity, h is the Plank’s constant, c is the
speed of light, J is the quantum number of the upper state for the rotational angular momentum,
and S i jµ2 is the line strength. The lists consist of transitions with Eu/k < 300 K and predicted
uncertainties lower than 50 kHz, resulting in lines between 0.2 and 300 GHz. All of these rest
3http://cdsweb.u-strasbg.fr/
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Tabelle 3.1: Spectroscopic parameters of the two conformers of HCSSH. The results of this study are compared with those of Bak
et al. (1978).
Constants Units trans-HCSSH1 trans-HCSSH2 cis-HCSSH1 cis-HCSSH2
A0 MHz 49206.11(21)3 49227.(86) 48572.439(66) 48947.(380)
B0 MHz 3447.53432(37) 3447.5312(89) 3498.74789(67) 3498.719(24)
C0 MHz 3219.47256(37) 3219.4954(96) 3261.42278(62) 3261.433(30)
DJ kHz 1.063389(64) 1.10(10)4 1.27724(14) 1.02(42)4
DJK MHz −0.0389438(19) −0.03905(24)4 −0.0470807(33) −0.0484(12)4
DK MHz 1.376(33) 1.412(17)
d1 Hz −3.609(38) 4.343(28)
d2 kHz −0.119787(80) 0.14900(20)
HJ Hz 0.0005714(64) 0.001169(25)
HJK Hz −0.00573(31) −0.03601(50)
HKJ Hz −4.216(15) −4.109(20)
h1 Hz 0.0001673(96) 0.000288(38)
LKKJ Hz 0.000447(27)
Ic − (Ib + Ia) amu Å2 0.0185 0.0173
σw 0.936 0.933
No. of lines 204 25 139 19
1 This work.
2 Bak et al. (1978).
3 Standard error in parentheses are in units of the last digit.
4 Calculated using the Watson A-reduction for asymmetric top molecules.
frequencies have at least a precision of 6 × 10−8, corresponding to a radial velocity of 0.018 km
s−1 or even better. Partition functions at various temperatures for both isomers are listed in Table
3.2.
3.2.3 Discussion and conclusions
This laboratory study provides a comprehensive spectroscopic characterization of the two sta-
ble conformers of HCSSH in the ground state. Extension of the measurements up to 478 GHz and
the resulting larger dataset lead to an overall improvement of the spectroscopic parameters with
respect to that of Bak et al. (1978). In particular, the uncertainties on the A rotational constant
and on the DJ centrifugal distortion constant were reduced by more than 3 orders of magnitude.
We extended the centrifugal distortion analysis with all the quartic and four sextic constants. Ad-
ditionally, the octic LKKJ parameter was included for the trans conformer. Further improvements
in the fit of the cis conformer were obtained through measurements of b-type transitions. The-
se new sets of spectroscopic parameters made it possible to compute accurate rest frequencies.
In comparison to previous studies, predicted uncertainties were significantly reduced and have
values as low as 2 kHz (0.006 km s−1) at 3 mm wavelength.
An astronomical search of these molecules can be carried out in the cm, mm, and submm
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Tabelle 3.2: Partition functions of trans-HCSSH and cis-HCSSH at various temperatures.
T (K) Q (trans-HCSSH) Q (cis-HCSSH)
300 37126.4660 36887.4922
200 20421.8656 20276.8962
100 7224.8408 7172.3000
50 2554.3700 2535.7348
20 647.0112 642.2926
10 229.3211 227.6550
bands, depending on the temperature of the source. As shown in figure 3.3, in cold environments
with Tkin ∼ 10 K or lower (such as the S-rich prestellar cores L183 and Barnard 1), assuming
local thermal equilibrium, calculated line intensities and distribution for the trans isomer peak
around 45 GHz. In warm regions with Tkin ∼ 100 K, the peak shifts at higher frequencies, ca. 200
GHz. Owing to its larger b component of the dipole moment, the cis isomer shows a different
intensity distribution. In this case the calculated peak lies at ∼ 280 GHz in cold sources and at
∼ 780 GHz in warm regions. However, the strongest lines above 300 GHz, i.e. b-type transitions
with low Eu/k, present uncertainties higher than 1 MHz. These large errors are a consequence
of the restricted number of measurable b-type transitions, strongly limited by the overall lower
intensity of the cis lines with respect to the trans.
Work is also under way in our group to extend astrochemical modelling of sulphur to a
number of new species, including HCSSH (Laas and Caselli, 2019). Although this molecule has
not been previously studied in the context of astrochemical modelling, a number of reactions may
be readily tested, based on standard grain surface rates (Hasegawa et al., 1992) or ion-neutral gas-
phase kinetics (Troe, 1985). Analogous to many other interstellar complex organic molecules, it
is likely that a series of barrierless radical-radical addition reactions might lead to its formation
on grain surfaces, such as
HS + CS→ CSSH, (3.2)
CSSH + H→ HCSSH, (3.3)
in analogy with the efficient formation of the O-bearing counterpart formic acid. In the gas phase,
HCOOH may be efficiently formed via the ionic route,
H3O+ + CO
H2O + HCO+
(HCOOH)H+
>99%
<1%
(3.4)
(HCOOH)H+ + e− → HCOOH + H, (3.5)
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Abbildung 3.3: Intensities and line distributions of rotational transitions at 10 and 100 K, for
trans and cis dithioformic acid isomers. Most of the bandheads above 250 GHz are produced by
b-type transitions.
and the analogue of this route will also be tested for the gas-phase formation of HCSSH. If
HCSSH is indeed found to be formed efficiently in a way similar to HCOOH, it is likely that
the most promising sources for detection are S-rich regions, where formic acid can be routinely
observed.
3.3 Dithioformic acid formation in ion irradiated ice analo-
gues
3.3.1 Experimental setup
The measurements were performed using the instrumentation at the Osservatorio Astrofisico of
Catania (Italy). Full details of the experimental apparatus can be found in Chapter 2.
Two different gas mixtures of H2S and CO have been employed to produce two separated
experiments: a mixture with ratio 1:1 and one with ratio 1:6. Once deposited, the ice analogues
were irradiated with high energetic ions. During the irradiation the ion current is measured and
then converted in ion fluence (ion cm−2), employing the so-called stopping power, i.e. the average
depth reached by each ion within the solid ice. The stopping power is calculated by means of the
SRIM software (Ziegler, 2004). The radiation dose is then obtained as a scale of eV per 16u
molecule, with u being the atomic mass unit.
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3.3.2 Results and data analysis
Mixture 1: The first mixture studied contains H2S and CO with a ratio 1:1. The features of main
interest before irradiation are the ν1 stretching mode of H2S at ∼2570 cm−1 and the ν1 stretching
mode of CO at ∼2139 cm−1 (Garozzo et al. 2010 and references therein).
Abbildung 3.4: IR trasmittance spectra of the mixture of H2S:CO with ratio 1:1.
After irradiation new S-bearing species are formed, mainly SO2 and CS2. However, the main
HCSSH feature, i.e. the band at ∼1166 cm−1 (Bohn et al., 1992), is not observed even at high
doses (the higher dose reached is 47.7 eV/16u). The main reason could be that the large amounts
of sulphur atoms lead to more sulphur-sulphur interactions, favouring the formation of the more
stable undetectable sulphur polymers. Given that the focus of our work is HCSSH, no further
investigations have been carried out on this mixture.
Figure 3.4 depicts the IR trasmittance spectra of ice deposited at 20 K and irradiated with
200 keV H+.
Mixture 2: The second experiment involved a mixture 1:6 of H2S and CO. The features of
main interest before irradiation are the ν3 and ν1 stretching mode of H2S at ∼2640 cm−1 and
∼2570 cm−1, respectively, and the ν1 stretching mode of CO at ∼2139 cm−1 (Garozzo et al. 2010
and references therein).
Figure 3.5 depicts the IR trasmittance spectra of ice deposited at 20 K and after irradiation
with 200 keV H+.
The column densities for the molecules of interest have been calculated for the corresponding
vibrational bands employing the band strength values listed in table 3.3.
As expected, our results follow the trend shown in Woods et al. (2015), with H2S decreasing
consistently within the starting phases of irradiation as it is quickly transformed in other com-
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Abbildung 3.5: IR trasmittance spectra of the mixture of H2S:CO with ratio 1:6.
pounds. In particular, H2S becomes undetectable at fluences between 120 and 150 ×1013 keV H+
cm−2.
HCSSH, identified through the band at ∼1166 cm−1 (Bohn et al., 1992), is formed from
the first phases of irradiation together with CS2. Figure 3.6 plots the column densities of these
molecules during the irradiation process as a function of ion fluence.
At the highest dose reached, i.e. 109 eV/16u, HCSSH is still forming. Since decomposition
of HCSSH is never observed within the range of doses experimented, a possible explanation lies
in the fact that CS2 could work as a sink of sulphur for HCSSH formation.
3.3.3 Discussion and conclusions
Dithioformic acid is considered as a possible sink of sulphur in the ISM ice grains. As described
by Laas and Caselli (2019), HCSSH should be indeed mainly formed onto solid phase, following
the formation path
HS + CS→ CS2H + H→ HCSSH (3.6)
As shown in the previous section, HCSSH is indeed formed if specific ratio of sulphur-carbon
atoms are respected, i.e. initial H2S abundance lower than the CO one.
Woods et al. (2015) present a thourough analysis of some S-bearing species that, in solid
phase, could account for the overall sulphur elemental abundance. They show that all the H2S is
rapidly consumed and transformed in other compounds, such as CS2, OCS and SO2. This is the
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Tabelle 3.3: Band strength values, A, for each corresponding vibra-
tional band used to calculate the column densities.
Molecule Vibrational band (cm−1) A (cm molecule−1)
HCSSH1 1166 1.00 × 1017
CS22 1520 9.13 × 1017
H2S3 2550 1.12 × 1017
1 Estimated value based on similar molecules employed when the
experimental band strength is unknown.
2 Pugh and Rao (1976).
3 Smith (1991).
case also for our experiment.
However, in their study the total amount of elemental sulphur carried by the detected mole-
cules does not account for the starting sulphur introduced as H2S, meaning that it is still in large
part trapped as other undetected compounds, forming the so-called sulphur residue.
Within our experiment, HCSSH has also been considered to account for the missing sulphur.
However as shown in figure 3.7, since HCSSH abundances are smaller by one to two orders of
magnitude compared to CS2, its contribute to the overall sulphur elemental abundance is minimal
and cannot fill the gap corresponding to the missing sulphur. Hence, further studies are required
to find possible candidates and further expand our knowledge of solid phase sulphur chemistry.
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Abbildung 3.6: Column densities plotted as a function of fluence during irradiation of the ice
mixture for H2S, CS2 and HCSSH.
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Abbildung 3.7: Column densities of CS2 and HCSSH plotted as a function of dose and normali-
zed over the initial H2S abundance.
Kapitel 4
Accurate millimetre and submillimetre rest
frequencies for E- and Z-propargylimine,
HCCCHNH
The content of this chapter will be submitted to the journal Astronomy & Astrophysics.
4.1 Introduction
From the reasoning introduced in section 1.2.2, it results that, among 3-C-atom bearing imines,
a new, promising candidate for the detection in the ISM is propargyl imine (HCCHNH).
This species is a structural isomer of the well known astrophysical molecule acrylonitrile
(Gardner and Winnewisser, 1975) and can be chemically related — through 2H addition — to
cyanoacetylene (HC3N), a nitrile species which is ubiquitous in the ISM (e.g., Bizzocchi et al.,
2017, and references therein). Despite this, propargyl imine has not attracted a great deal of
interest from laboratory spectroscopists and only a few, rather outdated works, are present in the
literature. Its rotational spectrum was first observed in 1984 by Kroto et al. in the centimetre-
wave (cm-wave) spectral region. Shortly after, the study was extended by Sugie et al. (1985) and
by McNaughton et al. (1988), who also recorded a few rotational transitions for several isotopic
variants. In the middle ’80s, the low-resolution infrared (IR) spectrum had been also reported
(Hamada et al., 1984; Osman et al., 1987).
These studies do not provide an exhaustive spectroscopic knowledge. In particular, the co-
verage of the rotational spectrum is sparse and limited to the cm-wave regime, thus the reliability
of the rest-frequency computed at millimetre wavelengths is not suitable for the purpose of an
effective astronomical search. With this in mind, we have undertaken an extensive laboratory
investigation, recording the millimetre-wave (mm-wave) spectrum of the propargyl imine in its
vibrational ground state.
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4.2 Experimental setup
The rotational spectrum of propargyl imine has been recorded using the CASAC (Center for
Astrochemical Studies Absorption Cell) spectrometer at the Max-Planck-Institut für extraterrest-
rische Physik in Garching. Full details of the setup can be found in chapter 2.
The spectral measurements have been performed using the frequency modulation (FM) tech-
nique: the carrier signal from the cm-wave synthesizer is sin-wave modulated at 50 kHz sine-
wave and the detector output is demodulated at twice this frequency (2 f ) by a lock-in amplifier.
The second derivative of the actual absorption profile is thus recorded by the computer controlled
acquisition system.
Propargyl imine was produced as in Sugie et al. (1985), i.e., by pyrolysing dipropargyl ami-
ne (HC ––– C – CH)2NH vapours and flowing the gaseous reaction products through the absorption
cell kept under continuous pumping. In our setup, the strongest absorption signals of the tar-
get molecules were obtained by setting the oven temperature at 950◦. Typical pressure were
150-200 mTorr at the quartz tube inlet, which correspond to ca. 4 mTorr in the absorption cell.
Multiple side-products are produced, as reported by McNaughton et al. (1988), which occasio-
nally generated strong spectral features. This, however did not hamper the recording of the target
spectrum, thus sample purification via selective trapping or condensation/re-vaporisation were
not attempted in the present investigation.
4.3 Results and data analysis
Propargyl imine can be described as a molecule joining two basic subunits: the ethinyl group
HC ––– C – and the iminic moiety – CH –– NH. The presence of two conjugated multiple bonds
forces the molecule to the planar configuration with all the seven atoms lying on the plane defined
by the a and b principal axes. Owing to different relative position of the HCC group and of the
iminic H with respect to the C –– N double bond: two structural isomers exist: Z and E. Their
structures is depicted in Fig. 4.1.
From newly performed ab initio calculations (see § B) the energy difference between the Z
(more stable) and E isomers is 0.00137 au (0.857 kcal mol−1).
Both isomers are prolate-type slightly asymmetric tops (κ ∼ 0.98). While the modulus of the
dipole moment is similar (|µ| ∼ 2 D), the corresponding projections onto the principal axes are
very different: µa = 2.20 D and µb = 0.16 D for the Z isomer; µa = 0.28 D and µb = −1.92 D
for the E isomer. The dipole moment vectors are also shown in Fig. 4.1. In the mm region, Z-
propargyl imine presents a typical a-type spectrum with groups of R-branch ∆Ka = 0 transitions
regularly separated by ≈ B + C, while the E species exhibits a much more complex spectrum
consisting on several ∆Ka ± 1 ladders overlapped each other and with some prominent Q-branch
band-heads spaced by ≈ 2A − B −C.
From the ab initio computed energy difference a relative E/Z isomer relative abundance of
0.24 can be estimated at 300 K.
Due to the presence of nitrogen, hyperfine coupling is generated between the molecular elec-
tric field gradient, averaged over the end-over-end rotation, and the quadrupole moment of 14N
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Z isomer E isomer
Abbildung 4.1: Molecular structure and principal inertial axes of the Z and E isomers of propar-
gyl imine. The orange arrow indicates the direction of the electric dipole moment µ and points
towards the displacement of the notional negative charge.
nucleus having spin I = 1. Thus, each rotational level with principal quantum number J > 0 is
splitted into three hyperfine sublevels labelled with the total angular quantum number F, whe-
re F = J − 1, J, J + 1. As a consequence, the transitions are splitted into several components
according the the selection rules ∆F = 0,±1, with the stronger features being those for which
∆F = ∆J. However, in the frequency interval covered by the present investigation the J quantum
number reaches a value as high as 54, thus most of the aR0,+1 transitions1 — which dominates
the Z isomer spectrum — have the their hyperfine pattern collapsed into a single feature. Nevert-
heless, for a few low-J lines it was possible to detect the very weak ∆F = 0 components, which
form a widely separated doublet approximately centred at the frequency of the corresponding
unsplit transition. An examples of such hyperfine patterns is given in Fig. 4.2. The situation is
different for the b-type lines, typical of the E isomer spectrum. Due to the change in the Ka pseu-
do quantum number involved in these transitions, less close hyperfine patterns are produced and,
for low J-values, triplets/doublets of lines have been typically recorded as shown in Figure 4.3. A
summary of the transitions of both isomers for which the hyperfine structure have been resolved
is presented in Table 4.1.
For the lines, the measured features were assigned to one or more quadrupole components
depending on the actual pattern and taking into account the available spectral resolution. In case
of multiple assignment (typically 2 or 3), the intensity-averaged calculated frequency was com-
pared with the experimental data in the least-squares fit. Loose blends of unresolved components
have been also observed. These lines appeared as broad and distorted features and were not used
1The symbol xMδKa,δKc is used to label in a compact form the transition type for an asymmetric rotor: x indicates
the dipole moment component involved, M = P,Q,R is the symbol for the transitions with ∆J = −1, 0,+1, respec-
tively, and δKa and δKc refer to the (signed) change of the Ka and Kc pseudo-angular quantum numbers (Gordy and
Cook, 1984).
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Abbildung 4.2: Recording of the JKa,Kc = 82,10 − 72,9 of Z-HCCCHNH showing the two weak
∆F = 0 hyperfine components symmetrically separated from the central blended ∆F = +1
triplet by 1.3 MHz (upper panel). Total integration time 47 s with time constant RC = 3 ms. The
area enclosed in the dashed box is plotted with expanded y-axis in the lower panel.
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Abbildung 4.3: Recordings of two b-type transitions for E-propargyl imine showing the typical
hyperfine structure produced by the quadrupole coupling of the 14N nucleus. Left panel: JKa,Kc =
51,5 − 40,4; integration time 180 s. Right panel: JKa,Kc = 52,3 − 61,6; integration time 165 s. The
adopted scan rate is 0.2 MHz s−1 with time constant RC = 3 ms.
in the analysis. A sizeable number of recorded transitions did not show any hint of hyperfine
splitting, namely 417 for the Z isomer and 241 for the E isomer. For these data, the contributi-
on due to the nuclear quadrupole coupling were neglected, and the measured frequencies were
assigned to the corresponding pure rotational transitions.
In total, our data sets comprise 566 lines for Z-HCCCHNH and 544 lines for E-HCCCHNH.
They also included 46 and, respectively, 49 cm-wave transitions taken from the literature (Sugie
et al., 1985; McNaughton et al., 1988). Different statistical weights w = 1/σ2 were given to the
various subsets to take into account the different measurement precision (σ). For the lines mea-
sured by Sugie et al. (1985) we retained the same weighting scheme of the original paper, while
50 kHz was given to the few transitions of the Z-propargyl imine reported by McNaughton et al.
(1988). The average uncertainty of the frequencies measured in the present work is estimated to
be 15 kHz.
The hyperfine energies were computed adopting the standard vector coupling scheme bet-
ween the rotational angular momentum J and the nitrogen spins IN:
J + IN = F . (4.1)
The total Hamiltonian is thus expressed as the sum of a purely rotational part and a hyperfine
contribution:
Hˆ = Hˆrot + HˆHFS . (4.2)
The pure rotational levels are labelled with the quantum numbers JKa,Kc , the total angular mo-
mentum quanta F must be added when the hyperfine sublevels are considered.
The rotational Hamiltonian Hˆrot is the S -reduced Watson-type Hamiltonian in its Ir repre-
sentation (Watson 1977b) and includes centrifugal distortion corrections up to the octic terms.
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Tabelle 4.1: Summary of the transitions with resolved hyperfine structure recorded for both pro-
pargyl imine isomers.
isomer Z isomer E
typea no. of lines no. of comp. K′a type
a no. of lines no. of comp. K′a
aR0,+1 29 76 0,1,2,3 bP+1,−1 10 18 1
bR+1,+1 4 6 0 bR0,+1 73 140 0,1,2
bR−1,+1 3 6 1 bQ+1,−1 50 99 0,1,2
bQ+1,−1 6 12 0
The hyperfine-structure Hamiltonian HˆHFS is expressed by the traceless tensor χ which has χaa
and χbb − χcc as determinable coefficients. The weak spin–rotation coupling do not produce any
detectable effect in the recorded spectra and was thus neglected.
The resulting spectroscopic parameters are listed in table 4.2.
4.4 Discussion and conclusions
In our study we provide a complete characterization of the two propargyl imine isomers in their
ground electronic state. Given the extension of the range in term of measured transitions, the new
datasets result in very accurate and reliable spectroscopic parameters. The error on the rotational
constants, in fact, is lower than the 0.00001% for A and even lower for B and C, for both the E-
and Z-proargyl imine.
The centrifugal distortion analysis has been completed with inclusion of all the quartic, the
sextic and some octic constants, when necessary. In addition, the hyperfine splitting have been
resolved and included in the fit, leading to the experimental values of the quadrupole constants,
as listed in table 4.2.
These new sets of spectroscopic parameters made it possible to compute accurate rest fre-
quencies which can be largely employed for an astronomical search of the compound. Detection
of these molecules should be indeed possible in the ISM and can be carried out in the cm, mm,
and submm bands, depending on the temperature of the source.
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Tabelle 4.2: Experimental and theoretical spectroscopic parameters of E and Z isomers of
propargyl-imine. Number in parentheses are 1σ statistical uncertainties in the units of the
last quoted digit.
Parameter E isomer Z isomer
experiment theory 1 experiment theory 1
A / MHz 63099.2227(25) 62982.386 54640.1484(46) 54733.840
B / MHz 4766.557624(58) 4768.456 4862.362753(62) 4861.328
C / MHz 4425.560989(62) 4426.522 4458.249982(56) 4457.883
DJ / kHz 1.608437(51) 1.580 2.008287(40) 1.988
DJK / kHz −108.8297(16) −109.2 −101.1808(21) −100.3
DK / kHz 6192.58(70) 6122.9 4170.0(32) 4003.9
d1 / kHz −0.3010606(87) −0.2926 −0.410931(21) −0.4022
d2 / kHz −0.0188115(26) −0.1503 −0.027980(21) −0.0233
HJ / mHz 4.037(13) 3.925 5.5704(84) 5.688
HJK / Hz −0.46708(84) −0.4788 −0.4606(81) −0.4464
HKJ / Hz −3.678(52) −3.192 −6.740(28) −7.879
HK / kHz 1.073(50) 1.101 3.17(39) 0.7939
h1 / mHz 1.5508(24) 1.486 2.1744(68) 2.188
h2 / mHz 0.2052(11) 0.1645 0.3461(60) 0.2721
h3 / mHz 0.06095(24) 0.04505 0.1197(45) 0.0733
LJJK / mHz – – 0.00301(38) –
LJK / mHz −0.343(10) – −0.3326(28) –
LJKK / mHz −2.15(35) – – –
χaa / MHz 1.26(23) 0.931 −4.0583(66) −4.190
χbb − χcc / MHz −7.665(11) −7.895 −2.658(16) −2.776
no. of lines 523 509
σw 0.932 0.908
1 See appendix B for further details.
52
4. Accurate millimetre and submillimetre rest frequencies for E- and Z-propargylimine,
HCCCHNH
Kapitel 5
Collisional excitation of NH(3Σ−) by Ar: a
new ab initio 3D Potential Energy Surface
and scattering calculations
The content of this chapter was published in The Journal of chemical physics.
Credit: Prudenzano, D., et al., The Journal of chemical physics, 150.21 (2019): 214302.
5.1 Introduction
The study of inelastic collisions plays a relevant role in the understanding of important processes
in different fields, such as atmospheric and astrophysical chemistry and physics. In particular
open-shell molecules are crucial, being highly reactive compounds and intermediate in a large
number of chemical reactions. A relevant chemical species is the NH radical. This compound
serves as a prototype for other collisional studies involving open-shell molecules. Being diatomic
it is also preferred for both experimental and theoretical scattering studies, owing to its large
rotational energy level spacings. In addition, the magnetic moment of its 3Σ− electronic ground
state, makes NH suitable for studies of ultracold molecules (Friedrich and Doyle 2009; Egorov
et al. 2004), because it can be easily thermalized at low temperatures through collision with
cold buffer gas atoms. In the past, NH has been subject of many theoretical and experimental
collisional studies in different electronic states and with a variety of perturbers, such as the rare
gases He (Alexander et al. 1991; Rinnenthal and Gericke 2002; Krems et al. 2003; Cybulski et al.
2005; Stoecklin 2009; Toboła et al. 2011; Dumouchel et al. 2012; Ramachandran et al. 2018) and
Ne (Rinnenthal and Gericke 2000; Kerenskaya et al. 2005; Bouhafs and Lique 2015).
In our work we focus on the calculation of a new ab initio 3D-averaged Potential Energy
Surface (PES) and collisional excitation for the NH(3Σ−)-Ar system. To our knowledge, there
are no theoretical scattering studies for the fine-structure excitation of NH(3Σ−) by Ar, while
there is only one experimental work performed by Dagdigian (1989), employing a crossed beam
apparatus. However, this experiment provides only relative collisional cross sections up to the
rotational level N=4 and no rate coefficients are available.
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Abbildung 5.1: Definition of the Jacobi coordinate system. The origin of the coordinate system
corresponds with the NH center of mass. R is the distance between the origin and the Ar atom, θ
is the angle at which the Ar approach the NH molecule and r is the NH bond length.
The most recent PES is given by Kendall et al. (1998). They employed a combination of su-
permolecular and intermolecular unrestricted Møller-Plesset perturbation theory (UMPPT) (Cy-
bulski et al. 1995; Cybulski 1989) and a selection of monomer-centered basis sets augmented
with bond functions. However, the NH bond length was kept frozen at 1.96 bohr. Recent studies
Kalugina et al. (2014); Bouhafs and Lique (2015); Lique (2015); Ramachandran et al. (2018)
have proven that the use of a 3D PES which takes into account molecular vibration leads to more
accurate results when employed in collisional excitation studies of light hydrides by rare gases.
Moreover, inclusion of the bond vibrational motion makes it possible to comprise excited vibra-
tional states. Hence, we have computed a new ab initio PES for the NH(3Σ−)–Ar van der Waals
complex including the NH bond vibration.
Then, we present the first fully quantum close-coupling (CC) calculations of rotational in-
elastic cross sections for the NH(3Σ−)–Ar collisional system. In addition, we have taken into
account the spin-coupling splitting of the rotational levels and we have included the temperature
dependence of the fine-structure resolved rate coefficients in the final results.
5.2 Potential energy surface
The two interacting species are considered in their ground electronic states NH(3Σ−) and Ar(1S ).
The NH(3Σ−)–Ar van der Waals system has 3A′′ ground electronic state. In this work, we used
the Jacobi coordinate system (see Fig. 5.1). The center of coordinates is placed in the NH center
of mass (c.m.), and the vector R connects the NH c.m. with the Ar atom. The rotation of NH
molecule is defined by the θ angle and the r coordinate describes the NH bond length.
We performed the calculations for five NH bond lengths r = [1.6, 1.8, 1.95, 2.15, 2.5] bohr
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which allows us to take into account vibrational motion of NH molecule up to v = 2. We have
carried out ab initio calculations of the PES of the NH–Ar van der Waals complex at the parti-
ally spin-restricted coupled cluster with single, double and perturbative triple excitations [RC-
CSD(T)] (Hampel et al. 1992; Watts et al. 1993) level of theory, using MOLPRO 2015 package
(Werner et al., 2019). In order to determine the interaction potential, V(R, θ, r), the basis set super-
position error (BSSE) was corrected at all geometries using the Boys and Bernardi counterpoise
scheme (Boys and Bernardi, 1970):
V(R, θ, r) = ENH−Ar(R, θ, r)
−ENH(R, θ, r) − EAr(R, θ, r) (5.1)
where the energies of the NH and Ar monomers are computed using the full basis set of the
complex.
To achieve a good description of the charge-overlap effects we have performed the calcula-
tions in a rather large augmented correlation-consistent basis sets aug-cc-pVXZ (X = T, Q, 5)
(Dunning Jr, 1989a). Then, we have extrapolated the energies to the Complete Basis Set (CBS)
limit using the following scheme (Peterson et al., 1994):
EX = ECBS + Ae−(X−1) + Be−(X−1)
2
, (5.2)
where X is the cardinal number of the aug-cc-pVXZ basis set, EX is the energy corresponding to
aug-cc-pVXZ basis set, ECBS is the energy extrapolated to CBS limit, A and B are the parameters
to adjust. We have carried out the calculations for θ angle values from 0◦ to 180◦ in steps of 10◦.
R-distances were varied from 3.0 to 40.0 bohr, yielding 52 points for each angular orientation.
Overall ∼5000 single point energies were calculated for the NH–Ar complex.
5.2.1 Analytical representation of the potential energy surface
The analytical expression employed for the interaction potential V(R, θ, r) has the following form
(Werner et al., 1988):
V(R, θ, r) =
N∑
n=1
L∑
l=1
Bl,n(R)(r − re)n−1dl+m−1m0 (cos(θ)), (5.3)
where
Bl,n(R) = e−al,n(R−R
(0)
l,n )
( 2∑
i=0
b(i)l,nR
i
)
−1
2
(
1 + tanh
R − R(1)l,n
Rre fl,n
) ∑
j=6,8,10
c( j)l,n
R j
. (5.4)
The basis functions dl+m−1m0 (cos(θ)) are Wigner rotation functions, N is the total number of r-
distances, and L is the total number of angles. The analytic potential was found to reproduce
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Abbildung 5.2: Contour plot (in cm−1) of the NH–Ar PES averaged over the ground vibrational
state v = 0 as a function of Jacobi coordinates R and θ.
the calculated energies quite well: the mean difference between the analytic fit and the ab initio
computed interaction energies is less than 2% over the entire grid.
Previous studies (Kalugina et al., 2014) have shown that averaging of the PES over corre-
sponding vibrational level v leads to a better agreement with experimental results than using a
purely two-dimension PES. The newly constructed PES, which takes into account the stretching
of the NH molecule, can be averaged over any vibrational state, up to v = 2. The averaging is
done using the following formula:
Vv(R, θ) = 〈v(r)|V(R, θ, r)|v(r)〉 (5.5)
The NH vibrational wave functions |v(r)〉 were those computed in Bouhafs and Lique (2015)
that were evaluated using a discrete variable representation (DVR) method (Colbert and Miller,
1992) from ab initio calculations of the NH potential function using the internally contracted
multireference configuration interaction (MRCI)(Werner and Knowles, 1988) level and a large
aug-cc-pV5Z atomic basis set.
Figure 5.2 depicts the contour plot of our 3D PES averaged over the ground vibrational state
v = 0 as a function of R and θ (hereafter refereed as 3D-ave PES). For this weakly-bound system
the global minimum in the interaction energy was found to be -104.138 cm−1 (R = 6.7 bohr,
θ = 69◦).
Our study is in good agreement with the NH–Ar PES previously published (Kendall et al.,
1998). Kendall et al. (1998) carried out calculations for the NH–Ar interaction with the super-
molecular unrestricted Møller-Plesset (UMP) perturbation theory and a combination of different
basis sets. The NH intermolecular distance was fixed at 1.95 bohr. According to the authors the
best results have been obtained with the aug-cc-pVTZ(ext-b) basis set, augmented with bond
functions, and the global minimum is found at R = 6.75 bohr and θ = 67◦, with a well-depth
of -100.3 cm−1 and an uncertainty within the 5%. These values are very close to our results for
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r = 1.95 bohr (R = 6.7, θ = 67◦, 103.787 cm−1) . Furthermore, the results of our 3D-ave PES
also agree well with those listed above, confirming the high accuracy of our study. The slightly
increased deepness of our well-depth is mostly due to the use of CBS extrapolation, since the
energy follows a monotonic trend towards negative values, by approaching the infinite basis set
limit.
5.2.2 NH–Ar bound states and dissociation energy
Using the highly correlated 3D-ave PES described in the previous section, we have computed
the bound states of NH–Ar complex using a coupled-channel approach, as implemented in the
BOUND program (Hutson, 1993). The bound state calculations were performed for the main 14N
and 40Ar isotopes.
As a first step we performed bound state calculations neglecting the NH fine structure (i.e.
NH was considered as a closed shell molecule). The calculations were performed with a pro-
pagator step size of 0.01 bohr, and the other propagation parameters were taken as the default
BOUND values. The rotational basis includes the rotational states with Nmax ≤ 10. The bound
energy levels of the NH–Ar complex computed with the 3D-ave PES are listed in Table 5.1. From
the present calculations, dissociation energy (D0) of the complex is 73.15 cm−1 which is slightly
larger than the previously calculated value of Kendall et al. (1998) (D0 = 71.5 cm−1). The diffe-
rence (1.65 cm−1) can be mainly attributed to the difference between the two NH–Ar PESs used
in the calculations. Indeed, the well depth of the 3D-ave PES considering the vibration motion is
slightly deeper (by few cm−1) than the rigid rotor one of Kendall et al. (1998) and this difference
leads to a larger estimated value of the dissociation energy.
In order to derive the rotational constant of the NH–Ar complex, we have fitted the energies
of Table 5.1 to the rigid rotor expression: EJ = E0 + BJ(J +1)−DJ2(J +1)2 where J corresponds
to the total angular momentum of the complex. We have obtained for the rotational and quartic
centrifugal distortion constants, B = 0.1087 cm−1 and D = 0.000025 cm−1. Such estimates allow
generating the energetic structure of the complex and are useful for the interpretation of future
experimental spectra.
As previously mentioned, the NH molecule exhibits a fine structure because of the coupling
between the rotational angular momentum and the electronic spin. The BOUND program was
Tabelle 5.1: NH–Ar bound energy levels (in cm−1) obtained excluding the NH fine structure.
Energies are relative to the ground-state energy of NH. All the levels correspond to the approxi-
mate quantum numbers N = 0. J and l correspond to the total and orbital angular momentum of
the complex, respectively.
J l Energy (cm−1)
0 0 -73.1507
1 1 -72.9324
2 2 -72.4988
3 3 -71.8479
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Tabelle 5.2: NH–Ar bound energy levels (in cm−1) obtained with the inclusion of the NH fine
structure. Energies are relative to the ground-state energy of NH. All the levels correspond to
the approximate quantum numbers N = 0, F1. J and l correspond to the total and orbital angular
momentum of the complex, respectively.
J l Energy (cm−1)
1 0 -73.1519
0 1 -72.8964
1 1 -72.9507
2 1 -72.9305
1 2 -72.4804
2 2 -72.5169
3 2 -72.4947
2 3 -71.8333
3 3 -71.8658
4 3 -71.8426
modified to include this fine structure of the NH molecule (Ramachandran et al., 2018). Table 5.2
presents the bound state energies for the first total angular momentum J. The predicted bound
energy levels indicate that the coupling of the electron spin to the rotational motion of the com-
plex is very weak. As a consequence, energy levels of NH–Ar are very similar to those obtained
by neglecting the fine structure, as already found for the NH–He complex (Ramachandran et al.,
2018). The dissociation energy is thus not significantly impacted by the fine structure.
5.3 Scattering calculations
Rotational transitions in the NH(3Σ−) electronic ground state show fine-structure splitting, due to
spin-rotation coupling. The rotational wave function of NH for j ≥ 1 in the intermediate coupling
scheme can be written as (Gordy and Cook, 1984; Lique et al., 2005):
|F1 jm〉 = cosα|N = j − 1, S jm〉
+ sinα|N = j + 1, S jm〉
|F2 jm〉 = |N = j, S jm〉 (5.6)
|F3 jm〉 = − sinα|N = j − 1, S jm〉
+ cosα|N = j + 1, S jm〉
where |N, S jm〉 denotes pure Hund’s case (b) basis functions and the mixing angle α is obtained
by diagonalisation of the molecular Hamiltonian. In this relation corresponding to the Hund’s
case (b), the total molecular angular momentum j is defined by:
j = N + S (5.7)
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where N and S are the nuclear rotational and the electronic spin angular momenta. In the pure
case (b) limit, α → 0, the F1 level corresponds to N = j − 1 and the F3 level to N = j + 1. The
levels in the spin multiplets are usually labeled by the nuclear rotational quantum number N and
the spectroscopic index Fi. This notation will be used hereafter.
Using the new 3D-ave PES, we have studied the collisional excitation of NH by Ar. The scat-
tering calculations were performed for the main 14N and 40Ar isotopes. The detailed description
of the Close-Coupling (CC) calculations that consider the fine structure levels of the colliders is
given in Lique et al. (2005). The quantal coupled equations have been solved in the intermedia-
te coupling scheme using the MOLSCAT code (Hutson and Green, 1994) modified to take into
account the fine structure of the rotational energy levels.
We used a total energy grid with a variable steps. For the energies below 500 cm−1 the step
was equal to 1 cm−1, then, between 500 and 1000 cm−1 it was increased to 2 cm−1, and to 20 for
the interval 1000-3000 cm−1. Using this energy grid, the resonances (shape and Feshbach) that
usually appear in the cross sections at low energies were correctly represented.
In order to ensure convergence of the inelastic cross sections, it is necessary to include in the
calculations several energetically inaccessible (closed) levels. At the largest energies considered
in this work, the NH rotational basis was extended to N = 12 to ensure convergence of the
rotational cross sections between levels with N < 8. One also needs to converge inelastic cross
sections with respect to partial waves. The total angular momentum quantum number J needed
for the convergence was set up to 238 for the inelastic cross sections.
Moreover, in MOLSCAT, it is necessary to adjust the propagator’s parameters in order to
ensure convergence of cross sections calculations. For all the energies, the minimum and maxi-
mum integration distances were Rmin = 3.0 bohr and Rmax = 50 bohr, respectively. The STEPS
parameter was adjusted for each value of energy in order to obtain a step length of the integrator
sufficient to achieve the convergence. In our work, the value of the STEPS parameter decreases
with increasing energy (from 50 to 7 for our energy range). The reduced mass of the NH–Ar
system is µ = 10.912 u and the NH(3Σ− rotational and centrifugal distortion constants have been
taken from Lewen et al. (2004).
Figure 5.3 presents the energy variation of the integral cross sections for transitions from the
initial rotational level N = 0, F1 of NH. The resonances shown at low collisional energies are
related to the presence of a ∼104 cm−1 deep attractive potential well. As a consequence, the Ar
atom can be temporarily trapped there forming quasi-bond states before dissociation of the com-
plex (Smith et al. 1979; Christoffel and Bowman 1983). However, excitation cross sections are
less affected and therefore show few resonances. Indeed, the energy spacing between rotational
levels is generally larger than the well depth of the PES.
The magnitude of the cross sections shown in figure 5.3 seems to present the following pro-
pensity rules:
(1) Overall decreasing of the cross sections with increasing ∆N, according to the usual trend
for rotational excitation. In addition, even ∆N transitions are favored over odd ∆N transitions as
a consequence of near-homonuclearity of the PES.
(2) Fine-structure conserving transitions are favored, i.e. ∆ j = ∆N in the case of pure Hund’s
case (b).
The same propensity rules are shown in similar systems, such as NH-He and NH-Ne colli-
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Abbildung 5.3: Collisional excitation cross sections of NH by Ar from N = 0, F1. The upper
panel is for fine-structure conserving transitions while the two other panels are for fine-structure
changing transitions.
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sions (Toboła et al. 2011; Bouhafs and Lique 2015; Ramachandran et al. 2018). In particular,
the latter applies in general to molecules in the 3Σ− electronic state. Both porpensity rules have
been predicted theoretically (Alexander and Dagdigian, 1983) and also observed for the O2-He
(Orlikowski 1985; Lique 2010) or SO(X3Σ−)–He (Lique et al., 2005) collisions.
The thermal rate coefficients, kFi j→F′i j′(T ), for excitation and de-excitation transitions between
fine-structure levels of NH can be calculated by averaging CC excitation cross sections, σFi j→F′i j,
over a Maxwellian distribution of collision velocities, as follows:
kFi j→F′i j′(T ) =
(
8kBT
piµ
) 1
2
(
1
kBT
)2
×
∫ ∞
0
EkσFi j→F′i j′(Ek)e
−Ek
kBT dEk (5.8)
where kB is the Boltzmann constant, µ is the reduced mass of the system and Ek is the translatio-
nal energy.
The thermal dependence of these state-to-state rate coefficients for temperatures up to 350 K
is shown in Fig. 5.4 for transitions out of the N = 0, j = 1, F1 level.
The rate coefficients display the same propensity rules as seen for the integral cross sections.
In particular, the rate coefficients for F-conserving transitions are generally larger than those for
F-changing transitions.
5.4 Comparison with experiments
Our new calculated cross sections can be compared with the previous experimental results, ob-
tained for a collisional energy of 410 cm−1 and for rotational levels up to N=4,F1 (Dagdigi-
an, 1989)). Tab. 5.3 shows experimental and theoretical values normalized with respect to the
N = 0, F1 → N′ = 1, F1 cross section. The F-conserving propensity rule is overall fullfilled
in both the experimental and calculated values. The main discrepancy is the trend of the cross
sections over increasing ∆N and over even/odd ∆N, as discussed for the first propensity rule in
Section 5.3. Furthermore, according to the results of Dagdigian (1989), the largest cross sections
are those with N′ = 1, whereas this is not the case in our study. In fact, larger values are related
to the transitions involving N′ = 2, as also shown in figure 5.3.
It is likely that these discrepancies are due to a particular feature of the experiment. In fact,
as declared by the author, the NH beam was not entirely pure, with 68% of the population in
the rotational ground state N = 0, F1, and approximately 16% and 9% in the N = 1, F1 and
N = 1, F2 levels, respectively. By taking into account this NH beam population composition,
the propensity rules observed in the experiment can be reproduced making a convolution of the
various cross sections involved. This is shown in Tab. 5.4, which gathers values computed using
68% contribution from inelastic cross section for transitions out of the N = 0, F1, 16% from
cross sections involving the N = 1, F1, and 9% from those involving the N = 1, F2. We have also
taken into account contributions from elastic collisions when appropriate.
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Abbildung 5.4: Thermal dependence of the rate coefficients of NH by Ar from N = 0, F1. The
upper panel is for fine-structure conserving transitions while the two other panels are for fine-
structure changing transitions.
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Tabelle 5.3: Comparison between experimental and our
theoretical cross sections at a collisional energy of 410 cm−1
and for transitions out of the N = 0, F1 rotational level. All
the values are normalized with respect to the cross section
for the N = 0, F1 → N′ = 1, F1 transition. Experimental
error in parenthesis are in units of the last quoted digit.
F1 F2 F3
N′ Exp1 Theory2 Exp1 Theory2 Exp1 Theory2
1 1.0 1.0 0.662(40) 0.560 0.255(54) 0.217
2 0.407(54) 1.906 0.284(46) 1.275 0.154(20) 0.833
3 0.068(15) 0.427 0.059(10) 0.321 0.047(08) 0.239
4 0.023(05) 0.061 - - - -
1 Dagdigian (1989).
2 Our work.
It should be pointed out that there is a 7% population with unknown distribution and thus
the theoretical results obtained through convolution are still different in magnitude from the
experimental ones.
5.5 Conclusions
We have computed a new highly accurate 3D PES for the NH–Ar collisional system by taking
into account the stretching of the NH bond. We carried out these ab initio calculations at the
RCCSD(T) level and a complete basis set extrapolation. The results are in good agreement with
the most recent PES available (Kendall et al., 1998).
Employing our new 3D-ave PES we have calculated the dissociation energy of the NH–Ar
van der Waals complex and the corresponding rotational and centrifugal distortion constants. We
have also performed scattering calculations at the close-coupling level, obtaining collisional cross
sections for energies up to 3000 cm−1. We have then determined rate coefficients for temperatures
up to 350 K. The resulting values follows the same propensity rules seen in other similar systems
(Bouhafs and Lique 2015; Ramachandran et al. 2018), i.e. overall decreasing with increasing
∆N, even ∆N favored over odd ∆N and larger values for F-conserving transitions.
Our theoretical results have been compared to a previous experimental study (Dagdigian,
1989). The discrepancy concerning the ∆N propensity rules can be explained with the impurity of
the NH population of the experimental molecular beam, since we have been able to reproduce the
results of the experiment through convolution of various cross sections, as discussed in Section
5.4.
We hope that our results will encourage new experimental studies concerning collisional
excitation of NH(3Σ−) by Ar. In particular it would be interesting to fill the gap of missing data
regarding Ar as a collisional partner, with respect to systems involving He or Ne, more widely
studied. Furthermore, a complete overview of these systems could also encourage studies with
64
5. Collisional excitation of NH(3Σ−) by Ar: a new ab initio 3D Potential Energy Surface
and scattering calculations
Tabelle 5.4: Comparison between experimental and convolved theoretical cross sections at
a collisional energy of 410 cm−1 and for transitions out of the N = 0, F1 rotational level.
All the values are normalized with respect to the cross section of the N = 0, F1 → N′ =
1, F1 transition. Experimental error in parenthesis are in units of the last quoted digit. The
convolution of the theoretical values is described in Section 5.4. As a comparison, we also
included the relative values obtained without the elastic contributions in the N = 0, F1 →
N′ = 1, F1 and N = 0, F1 → N′ = 1, F2 cross sections.
F1 F2 F3
N′ Exp1 Theory2 Theory3 Exp1 Theory2 Theory3 Exp1 Theory2 Theory3
1 1.0 1.0 1.0 0.662(40) 0.576 0.842 0.255(54) 0.023 0.365
2 0.407(54) 0.060 0.954 0.284(46) 0.041 0.654 0.154(20) 0.026 0.411
3 0.068(15) 0.014 0.224 0.059(10) 0.010 0.172 0.047(08) 0.008 0.123
4 0.023(05) 0.002 0.037 - - - - - -
1 Dagdigian (1989).
2 Our work. See text for details.
3 Our work. No contribution from the elastic cross sections included in the convolution.
See text for details.
ortho- and para-H2, highly important for astrophysical environments.
Kapitel 6
Conclusions
This thesis focus on three fields of laboratory astrochemistry, namely rotational spectroscopy
of molecules in the gas phase, vibrational spectroscopy of molecules in the solid phase and
scattering calculations for the collisional excitation of rotational levels. In particular the works
presented in the thesis are divided and distributed within 3 main chapters, as follows:
Chapter 3: Since a better understanding of sulphur chemistry is needed to solve the inter-
stellar sulphur depletion problem, new S-bearing molecules must be studied in the laboratory to
provide accurate rest frequencies for an astronomical search. Dithioformic acid, HCSSH, being
the sulphur analogue of formic acid and being chemically related to CS2 seemed to be a good
candidate for new studies. This chapter presents the spectroscopic results of HCSSH obtained
in the laboratory by means of an absorption spectrometer employing the frequency-modulation
technique. The molecule, which presented two spectra as a consequence of the two stable iso-
mers, was produced within a cell by high voltage discharge of a gas mixture. Lines belonging
to the electronic ground state up to 478 GHz were measured, with a total number of 204 and
139 new rotational transitions, respectively, for trans and cis isomers. The final dataset also in-
cludes lines in the centimetre range available from literature. The measurements were extended
in the mm and submm range, leading to an accurate set of rotational and centrifugal distortion
constants, with estimated uncertainties on the computed frequencies as low as 5 kHz at 1 mm
wavelength, hence perfectly suitable for astronomical search.
The second part of the chapter focuses on the study of solid-phase production of HCSSH.
Dithioformic acid, in fact, should mostly form onto solid phase, hence data were required on
its possible formation on ice analogues under energetic processes. Employing an infrared spec-
trometer and an ion bombardement system, it was possible to observe formation of HCSSH
within a large range of radiation doses. However, the HCSSH formed was at least 10 times lower
than other newly formed S-bearing molecules and could not account for the missing so-called
sulphur-residue.
Chapter 4: Complex Organic Molecules (COM) have been a hot topic within the last de-
cades, being strongly related to prebiotic chemistry. In particular nitrogen-bearing COMs are a
convenient starting point for synthesis of amino-acids. This chapter focuses on proaprgyl imine,
HCCCHNH, studied employing the absorption cell described in chapter 2. The molecule showed
two different spectra due to the presence of two energetically separated isomers. In addition, the
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nitrogen atom was responsible of the so-called hyperfine splitting, visible and measurable only
for almost a third of the transitions. With more than 500 lines recorded per isomer, well in the
sub-mm domain, a new set of spectroscopic parameters have been provided for future astrono-
mical search of the compound.
Chapter 5: Collisional excitation of light hydrides is important to fully understand the com-
plex chemical and physical processes of atmospheric and astrophysical environments. This last
chapter focuses on the NH(X3Σ−)-Ar van der Waals system: first by calculation of a new three-
dimensional Potential Energy Surface (PES), which explicitly includes the NH bond vibration
and then by studying the collisional excitation of NH(X3Σ−)-Ar at the close-coupling level, em-
ploying the new PES. Collisional excitation cross sections of the fine-structure levels of NH by
Ar have been calculated for energies up to 3000 cm−1, obtaining then the rate coefficients for tem-
peratures up to 350 K after thermal average. This study was part of a joint work to benchmark a
newly developed method.
The future perspective comprise search and hopefully detection in the ISM of the species
presented in chapters 3 and 4 and their consequent inclusion in the future chemical models.
In addition, further studies on their solid-phase formation would be helpful to understand their
chemical paths and better link them to the overall chemical evolution of a given source. On
the other hand, the newly tested method for scattering studies can be now employed for complex
systems including molecular hydrogen, being proven to be reliable for computationally expensive
studies, such as those involving fine and hyperfine splitting of the rotational levels.
Anhang A
HCSSH: theoretical calculations
Dithioformic acid has been the subject of numerous ab initio calculations in the past in which
structures and conformational behaviour, isomerization, unimolecular rearrangement and decom-
position reaction paths have been studied (Nguyen et al. 1999 and references therein). Apart from
Nguyen et al. (1999), who made use of QCISD(T) methods (Pople et al., 1987), the older stu-
dies had been carried out at the HF-SCF (Hehre, 1986) or MP2 (Møller and Plesset 1934a, Pople
et al. 1976, Krishnan and Pople 1978) levels, also making use of small basis sets and thus leading
to less accurate results. In our work, high level quantum-chemical calculations were performed,
focussing on an accurate estimation of dipole moments and equilibrium structures.
Geometry optimization was carried out via the CCSD(T) method (Purvis III and Bartlett
1982, Raghavachari et al. 1989, Hampel et al. 1992, Deegan and Knowles 1994). Employing the
frozen-core approximation, we used the correlation consistent valence basis sets cc-pVnZ (n=T,
Q, 5) (Dunning Jr, 1989b) for the hydrogen and carbon atoms and the d-augmented basis sets
cc-pV(n+d)Z (Dunning Jr et al., 2001) for the sulphur atoms. We also provide an estimate of
the equilibrium energies based on a hierarchical sequence of basis sets, using the complete basis
set (CBS) limit extrapolation, as described in Heckert et al. (2006). The molecules have been
considered as planar because of the assumption based on the inertial defect (see Chapter 3). The
total energies have been obtained as a sum of the Hartree-Fock self-consistent field (HF-SCF)
energy, the electron-correlation contribution at the CCSD(T) level, and the core-valence (CV)
correlation effect. CBS limit extrapolation has been applied for the first two values as follows:
Etot = EHF−S CF∞ + ∆E
CCS D(T )
∞ + ∆ECV . (A.1)
The convergence of the Hartree-Fock CBS limit has been evaluated with (Feller 1992, Feller
1993)
EHF−S CF(n) = EHF−S CF∞ + Ae
−Bn, (A.2)
while the function used to extrapolate the value of electron-correlation energy to the CBS limit
is (Helgaker et al., 1997) written as
∆ECCS D(T )(n) = ∆ECCS D(T )∞ + Cn
−3. (A.3)
The core-valence correction has been calculated and added as follows:
∆ECV = Eae − E f c, (A.4)
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where both the all electron (Eae) and the frozen-core (E f c) energies have been calculated using the
cc-pwCVQZ basis set (Peterson and Dunning Jr, 2002), avoiding correlation of 1s electrons of
sulphur in any computation. All the calculations have been performed with the CFOUR program
package (www.cfour.de).
Tabelle A.1: Equilibrium geometries and energies of trans-HCSSH and cis-HCSSH are reported. All the values were computed
at the CCSD(T) level of theory.
Basis set Energy (Hartree) C=S (Å) C-S (Å) S-H (Å) C-H (Å) ∠1S=C-S (◦) ∠ C-S-H (◦) ∠ H-C=S (◦)
trans-HCSSH
cc-pVTZ -834.692586 1.6259 1.7412 1.3418 1.0896 128.27 95.49 110.23
cc-pVQZ -834.739631 1.6223 1.7352 1.3421 1.0891 128.09 95.61 110.43
cc-pV5Z -834.754180 1.6212 1.7332 1.3420 1.0891 128.04 95.64 110.50
CBS2 -834.767911 1.6201 1.7314 1.3420 1.0891 127.98 95.66 110.54
cc-pwCVQZ(fc) -834.743529 1.6214 1.7341 1.3415 1.0891 128.09 95.61 110.44
cc-pwCVQZ(ae) -835.433398 1.6173 1.7297 1.3394 1.0877 128.11 95.61 110.44
CBS+CV3 -835.457780 1.6161 1.7270 1.3398 1.0877 127.99 95.66 110.54
cis-HCSSH
cc-pVTZ -834.690500 1.6247 1.7454 1.3412 1.0881 123.75 96.59 114.16
cc-pVQZ -834.737690 1.6211 1.7391 1.3413 1.0877 123.58 96.79 114.33
cc-pV5Z -834.752258 1.6200 1.7370 1.3412 1.0877 123.52 96.83 114.39
CBS2 -834.765988 1.6189 1.7352 1.3411 1.0877 123.46 96.86 114.45
cc-pwCVQZ(fc) -834.741583 1.6202 1.7380 1.3407 1.0877 123.56 96.80 114.34
cc-pwCVQZ(ae) -835.431447 1.6161 1.7336 1.3385 1.0862 123.55 96.82 114.37
CBS+CV3 -835.455852 1.6149 1.7309 1.3389 1.0862 123.45 96.88 114.48
1 Bond angle in degree.
2 CBS extrapolation using the additivity assumption shown in (A.1) without core-valence correction, ∆ECV .
3 Final best estimated values, calculated using the complete additivity assumption shown in (A.1).
The results show that the trans conformer is the most stable and has a difference in energy
of 421 cm−1 with respect to the cis-HCSSH. This value is in reasonable agreement with the ex-
perimental value given by Bak et al. (1978), which differs only by 71 cm−1. Molecular structures
were obtained with the same method shown above. All the results are listed in Table A.1.
Dipole moments were also calculated and extrapolated to the CBS limit with a similar proce-
dure (Halkier et al., 1999). For these dipole calculations, we used similar basis sets, but augmen-
ted with diffuse functions to ensure correct evaluation of this property: that is, the light atoms
used the aug-cc-pVnZ basis sets (Kendall et al., 1992) and the sulphur atoms used the aug-cc-
pV(n+d)Z basis sets (Dunning Jr et al., 2001). The computations were carried out using the
CBS + CV equilibrium geometries, i.e. the best estimated structure obtained with the additivity
assumption from (A.1). The final values are shown in Table A.2. Owing to its higher computa-
tional cost, the barrier energy to trans − cis conversion was computed at the CCSD(T)/cc-pVTZ
level, with the frozen-core approximation, giving a value of 3762 cm−1.
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Tabelle A.2: Dipole moments of trans-HCSSH and cis-
HCSSH. All the values were computed at the CCSD(T)
level of theory.
Basis set µa (Debye) µb (Debye)
trans-HCSSH
aug-cc-pVTZ 1.4788 0.1950
aug-cc-pVQZ 1.4870 0.1957
aug-cc-pV5Z 1.4807 0.1939
CBS1 1.4800 0.1935
aug-cc-pCVQZ(fc) 1.4863 0.1945
aug-cc-pCVQZ(ae) 1.4822 0.1934
CBS+CV2 1.4766 0.1924
cis-HCSSH
aug-cc-pVTZ 2.0756 1.6323
aug-cc-pVQZ 2.0896 1.6474
aug-cc-pV5Z 2.0878 1.6448
CBS1 2.0861 1.6428
aug-cc-pwCVQZ(fc) 2.0883 1.6489
aug-cc-pwCVQZ(ae) 2.0834 1.6464
CBS+CV2 2.0829 1.6403
1 CBS extrapolation using the additivity assumption
shown in (A.1) without core-valence correction, ∆ECV .
2 Final best estimated values, calculated using the com-
plete additivity assumption shown in (A.1).
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Anhang B
HCCCHNH: theoretical calculations
Coupled-cluster (CC) level of theory, with single and double excitations augmented by a per-
turbative treatment for estimating the effects of triple excitations, i.e. CCSD(T) (Raghavachari
et al., 1989), is considered the “gold standard"for obtaining very accurate predictions of mole-
cular structures and spectroscopic parameters (see for example Ramabhadran and Raghavachari,
2013; Puzzarini et al., 2014). Basis-set and wave function truncation biases can be efficiently mi-
nimised by adopting composite schemes; these approaches, relying on the additivity approxima-
tions, combine the different contributions to provide the best theoretical estimate. In the present
investigation, given the size of the molecular system, for determining the equilibrium structures
the approach based on the additivity of most relevant terms at the energy-gradient level (Heckert
et al., 2006) was employed instead that applying it directly to the geometrical parameters (Char-
met et al., 2010; Gambi et al., 2019). Extrapolation to the complete basis set (CBS) limit was
performed for both the Hartree–Fock self-consistent-field (HF-SCF) and the valence correlation
(evaluated at the frozen-core (fc) CCSD(T) level of theory) terms, using the formulas of Halkier
et al. (1999) for the former and the two-parameter correction of Helgaker et al. (1997) for the
latter.
At HF-SCF level of theory the correlation consistent polarised basis sets cc-pVnZ (n =T,Q,5)
Dunning Jr (1989b); Woon and Dunning Jr (1995) were used, while the fc-CCSD(T) calculations
were carried out by using the cc-pVTZ and cc-pVQZ basis sets. For computing the contribution
related to the core-valence (CV) electron correlation, the difference between the all-electron (ae)
and frozen-core results using the cc-pCVTZ basis set (Woon and Dunning Jr, 1995) was used,
while the contribution due to the diffuse functions was calculated by employing the aug-cc-pVTZ
basis set (Kendall et al., 1992). All these terms were evaluated at CCSD(T) level of theory.
In this way for the two conformers their overall best-estimate geometries, shortly labelled in
the following as CCSD(T)/CBS+CV, were obtained. The energies of these two structures were
computed with the same approach but using the cc-pVnZ (n =Q,5,6) basis sets. Employing
a similar composite approach (see, for example Barone et al. 2015; Pietropolli Charmet et al.
2017) the best-estimate values of the quadratic force fields were derived.
The vibrational corrections to equilibrium rotational constants were calculated at fc-MP2 le-
vel of theory (Møller and Plesset, 1934b) and using the aug-cc-pVTZ basis set. The cubic force
field data needed for determining the sextic centrifugal distortion c onstants were obtained at
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CCSD(T) level on the basis of its good accuracy reported in the literature (Charmet et al., 2017).
Nuclear quadrupole coupling constants for the nitrogen atoms were computed at ae-CCSD(T)
level of theory in conjunction with the pw-CV5Z basis set (Dunning Jr, 1989b; Peterson and
Dunning Jr, 2002) following the same procedure described previously (Cazzoli et al., 2010; Pie-
tropolli Charmet et al., 2016).
All the calculations carried out at CCSD(T) and MP2 level of theory were performed by using
the CFOUR1 suite of programs and its implementation of analytic second derivatives (Gauss
and Stanton, 1997), while the sextic centrifugal distortion constants were computed using an
appropriate suite of programs(Charmet and Cornaton, 2018) and the formulas reported in the
literature (Aliev and Watson, 1976; Watson, 1977b; Camy-Peyret and Flaud, 1985).
1CFOUR, Coupled-Cluster techniques for Computational Chemistry, a quantum-chemical program package
written by J.F. Stanton, J. Gauss, L. Cheng, M.E. Harding, D.A. Matthews, P.G. Szalay et al., and the integral
packages MOLECULE (J. Almlöf and P.R. Taylor), PROPS (P.R. Taylor), ABACUS (T. Helgaker, H.J. Aa. Jen-
sen, P. Jørgensen, and J. Olsen), and ECP routines by A. V. Mitin and C. van Wüllen. For the current version, see
http://www.cfour.de.
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