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Abstract
In the move towards a carbon-zero energy economy, molecular H2 offers great promise
as a clean energy storage and transport mechanism. The production of H2 in a carbon-
neutral and environmentally sustainable manner is therefore a critically important step
towards mitigating anthropogenic climate change. Electrocatalytic splitting of water
is an ideal route to clean H2 production on an industrial scale, but this requires an
effective and affordable catalyst. In this thesis, density functional theory calculations
are used to explore two different nanostructured catalysts in this role. The optimisation
of molybdenum disulfide (MoS2), which is an Earth-abundant and low-cost material, is
explored in depth. Several structural modifications which significantly improve its activity
are reported. Following this, a preliminary investigation into nanostructured tantalum
nitrides (TaN and Ta3N5) as related binary catalysts is also performed.
First, the mechanism for hydrogen evolution on MoS2 is studied using a detailed model
of the electrochemical cell that accounts for both solvent and potential. The effects of
two common support materials (graphene and Au(111)) below MoS2 are also considered.
It is found that hydrogen evolution proceeds by a Volmer-Heyrovský type process, where
H first adsorbs to an S atom on the edge of MoS2, diffuses to an Mo atom, then reacts
with another proton from solution to form H2. This dominant mechanism stays the same
with MoS2 on either a graphene or Au(111) support. The different supports primarily
influence the reaction rate through changing the adsorption energy of H, which determines
the reaction thermodynamics. The overall activation barrier is calculated to be about 1.30
eV (at 0 V vs the standard hydrogen electrode) for both supported cases. However, the
support is also found to strongly influence how the barrier responds to changes in potential,
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with the barrier on MoS2/Au(111) dropping much more rapidly as the potential becomes
more negative.
Unfortunately, neither the Au(111) nor graphene support notably improve the hydro-
gen evolution activity of MoS2. Thus, in a following study, we screen across a wide range
of different support materials for the catalyst, all based on doped graphene derivatives.
Here, the free energy of H adsorption (∆GHads) is examined, as this was found to capture
the majority of change in the reaction rate in response to different supports in the previous
chapter. A high degree of tunability of ∆GHads is observed on both the MoS2 basal plane
and the edge sites. Critically, it is found that an N-doped graphene support yields ideal
thermoneutral (0 eV) H adsorption on the Mo-edge, suggesting this would make a very
active catalyst for hydrogen production. For the basal plane, no support is able to bring
∆GHads close to 0 eV with the lowest value being about 1.4 eV. However, the changes
observed in ∆GHads are rationalised using density of states analyses, which show that
∆GHads decreases towards 0 eV with the addition of supports that shift the energy of the
filled S atom states towards the Fermi level. A different pattern is observed for the MoS2
edge, where ∆GHads is found to increase towards 0 eV when supports that donate more
electron density to MoS2 are added. The discovery of these trends assists in understanding
the key factors contributing to catalyst activity, and aids in the design of novel catalysts.
To explore further improvements to the activity of the MoS2 basal plane, which makes
up a large portion of the material but was not strongly activated by the addition of
supports, we also examine both armchair and zigzag nanotube forms of MoS2. Here,
the strain induced by coiling significantly lowers ∆GHads , such that smaller (more highly
strained) nanotubes adsorb H more strongly. With the induction of S-vacancy defects in
the nanotubes, which are known to commonly occur during synthesis, a thermoneutral
∆GHads value is found for nanotubes around 20 Å in diameter. The trends in ∆GHads
with nanotube diameter are once again rationalised using density of states arguments,
showing that ∆GHads decreases alongside the energy gap between filled S atom p-states
and unfilled Mo d-states.
Lastly, an exploratory study into the nanoparticulate structures of TaN and their
hydrogen evolution activity is performed. Possible nanoparticle structures are determined
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using a recently developed machine-learning-assisted global optimisation algorithm. Two
compositions, TaN and Ta3N5, and two sizes, 16 and 24 atoms, are studied. For the 1:1
composition, regular Ta core structures are observed with adsorbed N atoms around the
nanoparticle surface. In contrast, at the 3:5 composition notably more open structures
are found, where N integrates into the centre of the cluster. The nanoparticle structures
adsorb H much more strongly than the (100) and (111) surfaces of TaN, and H favours
different adsorption sites, suggesting that their hydrogen evolution properties are very
different from the bulk. However, future work will need to perform a more detailed study
at higher H coverages and considering competing reactions.
The work in this thesis contributes to our understanding of the factors governing
nanoscale catalyst activity for the hydrogen evolution reaction. Several synthetically
accessible modifications to the MoS2 catalyst that could greatly improve its activity are
suggested, representing a step towards affordable and sustainable hydrogen production
on an industrial scale.
v
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1.1 The motivation for hydrogen
Over one hundred years ago Svante Arrhenius, Professor of physical chemistry, presented
an article to the Royal Swedish Academy of Science entitled: “On the influence of carbonic
acid in the air upon the temperature of the ground”.1 This treatise, although originally
intended to explain past ice ages, is often regarded as the first prediction of climate change
caused by the release of greenhouse gasses such as carbon dioxide (CO2). Arrhenius’ model
suggested, in his own words, that:
“...if the quantity of carbonic acid increases in geometric progression, the aug-
mentation of the temperature will increase nearly in arithmetic progression.”
Since its publication in 1895, the paper would later become recognised as a core foundation
of modern climate science. Though its message – that the release of CO2 into the
atmosphere results in climate warming – did not receive large amounts of scientific
attention until much closer to the modern day.a
It is now known that a drastic reduction in the emission of CO2 from the combustion
of fossil fuels and carbonaceous materials must be achieved by 2050 at the latest in order
to limit climate warming to 2 ◦C.2,3 As a result, there is both a widespread and pressing
drive to move away from fossil fuels and towards carbon-neutral energy carriers.
aIndeed, one could argue that public attention to this problem lags even further behind.
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Molecular hydrogen (H2) is one such alternative energy carrier that has received a great
deal of attention,4–10 primarily because its combustion to release stored energy produces
only water as a product (Equation 1.1).
2 H2 + O2 −−→ 2 H2O (1.1)
In this way, H2 fuels are both carbon-zero and avoid many other harmful by-products
such as SOx and NOx species that are associated with combustion of fossil fuels.11 It also
has certain advantages over traditional fuels in terms of energy efficiency, including low
ignition temperatures12 and excellent gravimetric energy density,13 making it a leading
contender for rocket or aircraft fuel.
Gaseous H2 is not only an alternative fuel but also a critical industrial reactant used
across many reactions. One of its largest current uses is in the Haber-Bosch process to
generate ammonia for nitrogenous fertiliser, which accounts for 2-3 % of global energy
demands14 and produces 3300 t of ammonia each day.15 H2 also plays a key role as a
reductant in the electronics industry, allowing the epitaxial growth of silicon for circuit
manufacturing,16 and in metallurgy, where it is used in the steel refining process.17 Overall,
it is abundantly clear that an efficient and environmentally sustainable way of obtaining
H2 is required.
Unfortunately, the use of H2 as both a fuel and a reactant is not without its challenges.
Firstly, the storage and transport of H2 is somewhat limited by its low volumetric den-
sity.18 Additionally, while its flammability is a big advantage in terms of fuel ignition
efficiency, this poses some safety concerns for storage. Currently, the most common
technique to store H2 is as a compressed gas.19 However, many existing and emerging
technologies are more efficient and safe.20–22 For example, H2 can be stored as a metal-
hydride with the lighter metals (e.g. Li, Na, Mg),22 in a metal-organic framework,23
or in carbon nanostructures such as nanotubes.20,24 While the storage of H2 doubtlessly
deserves attention, it is not the topic of this thesis.
The second major challenge associated with H2 is its production. Although natural
reservoirs of H2 exist on Earth – often buried, similar to hydrocarbon-based natural
Introduction 3
gasses25 – it is infeasible to harness these on an industrial scale, primarily due to the
fact that H2 is the lightest possible molecule and has a very low density by volume. As
such, it readily escapes drilling and extraction. Therefore, H2 must instead be produced
synthetically. This challenge of producing H2 efficiently and cleanly is the primary focus
of this thesis.
Presently, the vast majority of H2 (about 95 %) is produced via steam reformation of




O2 + H2O −−→ 5H2 + 2CO (1.2)
CO + H2O −−→ CO2 + H2 (1.3)
The infrastructure for this process is well established and it can produce H2 on a relatively
large scale. However, it is fundamentally flawed for long-term sustainability. Primarily,
the use of methane in steam reforming draws on dwindling fossil fuel reserves, and still
results in the release of CO or CO2. Additional environmental harm is caused by the fact
that steam reforming reactors require high temperatures and pressures to function, which
have a large energy cost.29 In this way, H2 from steam reforming is often referred to as
“brown” hydrogen, in that it does not address the environmental concerns that motivate
using H2 as a fuel.30 Other industrial processes to form brown H2, such as coal gasification,
also suffer from the same general flaws.26
In contrast, it is possible to produce “green” H2 without reliance on fossil fuels or
emission of CO2 via the electrolysis of liquid water.8,31 This process is often referred to
as the water splitting reaction (Equation 1.4).
2 H2O
catalyst−−−−→ 2 H2 + O2 (1.4)
The electrical energy required to drive the reaction can be readily provided by renewable
electric energy sources such as solar, wind, or hydro power.8,9 H2 that is produced in this
manner and then used as a fuel in places of need gives a carbon-zero energy cycle, as is
displayed in Figure 1.1.
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Figure 1.1: A schematic depiction of the hydrogen cycle, where electrocatalytic water
splitting is powered by renewable energy sources to produce H2 and O2. The H2 can be
burned at a time and place where energy is needed, for instance in motive transport or
to meet surges in electricity demand, producing only water vapour as the product.
1.2 Producing green hydrogen from water
As with all electrolysis processes, the water splitting reaction is composed of two half-
reactions. At the anodic side of the electrochemical cell, H2O is oxidised to produce
protons and electrons in the oxygen evolution reaction (OER, Equation 1.5). The protons
and electrons generated are recombined at the cathodic side of the cell in the hydrogen
evolution reaction (HER, Equation 1.6).32,b
2 H2O −−→ O2 + 4 H+ + 4 e− (1.5)
bThe reactions addressed in this thesis all take place in acidic media, which is where the majority of
work on water splitting has been done. In alkaline media, OH– plays a role33 which is not completely
understood, and the reaction proceeds much slower.34 Therefore, while interesting as a future goal,
alkaline water splitting is not as pertinent to current industrial applications and is therefore omitted from
further discussion.
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4 H+ + 4 e− −−→ 2 H2 (1.6)
The process requires both a catalyst (or catalysts) and an applied voltage (or potential
difference) in order to proceed at industrially relevant rates.32,35,36 The electrons and
voltage required to drive water splitting can be supplied to the catalyst from an external
electrical source, such as a battery or a current generated directly by renewable energy
sources. This overall process is referred to as electrocatalysis.c
There is a great deal of ongoing work regarding overall (or bifunctional) water-splitting
catalysts that are able to drive both the OER and the HER at the same time.37–40
Promising materials include CoP films,41 metal oxide nanoparticles of IrO2 42 or NiFeOx ,43
and hybrid materials such as Fe-Ni phosphides supported on Ni foam.44 However, one
unique advantage of an electrochemical processes is that the reduction and oxidation
reactions can be spatially separated, occurring on different sides of the cell (as is seen
in Figure 1.2). Therefore, rather than using one catalyst for the whole water splitting
reaction, an alternative approach is to design specialised catalysts for the HER and OER
which can be separately applied at the cathode and anode, respectively. In this way, the
problem of catalyst design and optimisation is simplified and refined down to just one
half-reaction at a time. In this work, the HER will be studied in depth. It is a deceptively
simple reaction where its catalysis requires much attention and research to be viable on
an industrial scale.
It is widely established that Pt-based solid metal catalysts are the most active for
driving the HER,36,45,46 and they also have the added benefit of long-term stability,
being composed of a noble metal.47 Experimental studies have reported high rates of
hydrogen evolution on the common low-index surface facets of Pt crystals: (100), (110),
and (111).48–50 Many works also implicate the surface defects, such as atomic steps or
edges, as the most active sites.51,52
Unfortunately, the scarcity and expense of Pt make the pure metal economically
undesirable as an industrial catalyst. Pt prices at the time of writing are around $40
cAlternatively, the energy can come directly from light capture by a dye or photo-absorber, which is called
photocatalysis.37,38 The light absorption causes an energetic promotion of an electron which is then
transferred to the catalyst to do work. Electrocatalysts can often be applied to photocatalytic scenarios













Oxygen evolution reactionHydrogen evolution reaction
Figure 1.2: A schematic of an electrochemical water splitting cell. A current and voltage
are supplied to drive oxygen evolution at the anodic side, and hydrogen evolution at the
cathodic side. Note that these two reactions are spatially separate, and can be catalysed
independently.
USD per gram, placing it as one of the most expensive precious metals, and these prices
have been increasing over the last 20 years (by a factor of about 1.5).53 Some research has
sought to overcome the problem of cost by reducing the amount of Pt used in the catalyst.
One idea is to incorporate Pt nanoparticles into a cathode made of a cheap conducting
material such as polyaniline.54 As nanoparticles have a high surface-area-to-volume ratio,
this reduces the amount of Pt used per unit of exposed surface. Similarly, by alloying
Pt with the more abundant Bi, Greeley et al. achieved a rate of H2 production that was
even slightly higher than that of a pure Pt electrode.36 Although both of these options
reduce the amount of Pt required, and are discussed as promising in recent reviews,55
their reliance on the rare metal continues to make them commercially unfavourable.
Indeed, Zuttel et al.9 argue that economically successful hydrogen production relies on
the existence of an effective and cheap catalyst for the process that is constructed out of
Earth-abundant materials.56
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The search for non-precious catalysts for the HER has revealed several promising
materials, including Ni-Mo alloys,57,58 doped nanoporous-graphene,59 certain transition
metal nitrides,60 and also transition metal sulfides.61–63 Molybdenum disulfide (MoS2) is
one interesting material that has demonstrated highly promising catalytic activity towards
H2 evolution,5,64 and it will make up the primary focus of this thesis.
1.3 MoS2 as a hydrogen evolution catalyst
The MoS2 catalyst was initially inspired by the presence of Mo in hydrogenase enzymes,5
which catalyse the reversible production of H2 in biological systems using metal-sulfur
assemblies.65 In its naturally occurring 2H form,d MoS2 is composed of stacked sheets,
similar to graphite, with each sheet composed of a layer of Mo atoms sandwiched by
two layers of S atoms.66 The sheets of MoS2 are held together via weak van der Waals
interactions, and thus can be cleaved to give single-layer 2-dimensional (2D) structures
(Figure 1.3) akin to graphene.62 Like their carbon-based analogues, the 2D MoS2 sheets
have been shown to form fullerene-like nanostructures67 and nanotubes,68 yet they can
also give rise to smaller nanoparticulate structures.69–71 Scanning tunnelling microscopy
techniques revealed that the nanoparticles exist as triangular or hexagonal crystallites,
usually ranging in size from Mo10S24 to Mo78S204 (reaching about 30 Å wide, Figure
1.4).69,70
Figure 1.3: A side-on view of single layer MoS2 showing the S and Mo layers. Arrows
indicate the direction of periodic repeat. Key: Mo – teal, S – yellow.
Many of the structural forms of MoS2 discussed above show promising activity for the
HER, demonstrated both in experimental work61,64,72 and in density functional theory
dHere, 2H refers to the specific phase of MoS2 where the coordination geometry around each Mo atom




Figure 1.4: Scanning tunnelling microscopy images of triangular and hexagonal MoS2
nanoparticles. Figure adapted from Jaramillo et al.64
(DFT) calculations.5 In comparison with traditional pure metal HER catalysts, the most
active structures of MoS2 have a higher rate of H2 production per square centimetre
than non-precious metals (e.g. Cu, Ni, Co).73 However, the rate still falls short of Pt by
around two orders of magnitude.64,73,74,e Furthermore, Pt is found to reach an industrially
applicable rate of H production at only –0.02 V,73 compared to –0.17 V for MoS2,75
translating to a lower energy cost for performing the reaction. While MoS2 catalysts
currently perform worse than Pt, the latter has had over 50 years of research to be
optimised for hydrogen evolution, whereas MoS2 has only relatively recently received close
attention. It therefore has a great deal of potential for improvement.36,74 Of particular
interest in this work are the single-layer and nanoparticulate forms of MoS2. Due to
their atomic-scale size and low dimensionality the properties of these structures could be
readily tuned and improved, for example, through the addition of supporting materials.
In its single-layer form MoS2 has a large flat basal plane (Figure 1.5) which makes up
the majority of the catalyst area. Both experimental64 and theoretical evidence5,76 has
indicated this basal plane is mostly inactive to hydrogen evolution. However, nanoscale
MoS2 catalysts also have exposed edges, which are found to dominate the reactivity,64,77
despite making up a relatively small proportion of the material. The surface cuts that
expose these edges are also shown in Figure 1.5, where it can be seen that there are
eThis may seem like quite a large difference at first glance. However, given that the activation barrier of a
reaction exponentially affects its rate, this difference could be readily mitigated by even small reductions
to the barrier of 0.1 eV.
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actually two different types of edge possible: an Mo-terminated edge and an S-terminated
edge. Based on the experimental work of Jaramillo et al.64 it is believed that the Mo-edge
in particular is the most active site for hydrogen evolution.
Figure 1.5: A top view of single-layer MoS2, showing the flat basal plane and the cuts
(dashed lines) which expose the edges. Two different edge structures are possible, the Mo-
and S-edge. These will be discussed in more detail in Chapter 3. Arrows on the diagram
indicate the direction of periodic repeat.
Routes to improving HER catalysis on MoS2 could focus on either fine-tuning and
optimising the already active edges, or designing a significant perturbation to the material
in order to improve the currently poor activity on the basal plane. This thesis will cover
both of these methods towards optimisation, as they each show promise.
1.4 Transition metal nitrides for hydrogen evolution
While the vast majority of this thesis will focus on MoS2 catalysts, transition metal nitride
(TMN) materials are another class of electrocatalyst that has emerged as promising for the
HER,78 and have received limited recent attention in this role.60,79,80 Some notable TMNs
that have been synthesised and studied for HER activity include: TiN (nanoparticles
and nanowires),81,82 MoN,83,84 and Ta3N5.85 As was the case for MoS2, the activity of
TMNs for the HER currently tends to fall around two orders of magnitude short of being
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competitive with Pt-based catalysts.79,85,86 However, these materials can show markedly
varying activity with different structural analogues.81 Therefore, TMN materials also
make interesting candidates for further optimisation and study.
In the past, computational work on the TMNs has focused only on extended surface
structures.60 While these extended surfaces have appreciable activity, one possible route
towards improving this activity is to utilise nanoparticulate structures instead. Recall
that, for both Pt and MoS2, nanoparticulate forms often show increased activity relative
to the extended material.54,64 Nanoparticle (or cluster) TMN structures have been of
past interest for their localised surface plasmonic resonance properties,87 and can be
synthesised at small sizes (e.g. <10 nm for TiN).88 Experimentally, forming either
extended 2-dimensional sheets or nanoparticles has been shown to improve the HER
activity of certain TMNs (e.g. MoN and Ta3N5).78,79 However, the structures of these
nanoparticles, and thus what active sites are responsible for the high HER activity, are
not currently known. Therefore, the aim of the final section of this thesis is to understand
what types of nanostructures one particularly active TMN material, TaN, may take,
identify the possible active sites for hydrogen evolution, and test their activity. This
provides a complementary study to the more detailed work on MoS2 by examining other
Earth-abundant binary materials in the same catalytic role.
1.5 Outline of this thesis
The aim of this thesis is to use computational electronic structure methods to explore
Earth-abundant hydrogen evolution catalysts, with specific attention foremost on MoS2
materials, and to a lesser extent TaN. Focus is directed towards both the mechanisms
for hydrogen evolution and catalyst activity. In the first three results chapters, MoS2
is explored in depth, with a specific focus on approaches that could be used to enhance
catalytic activity. In the final results chapter, an exploratory study is conducted on novel
transition metal nitride clusters to identify their active sites for hydrogen evolution. Over-
all, insight is gained into how H2 is formed on these highly interesting binary materials,
several methods to optimise catalytic activity show demonstrable success, and the precise
structural and electronic properties underlying this activity are identified.
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In Chapter 2 the general methodology that is applied to calculate the energy and
geometry of structures is discussed in detail, including a background to solving electronic
structures using density functional theory. Standard methodology for modelling the free
energy of adsorption to solid surfaces is presented, alongside methods for calculating
reaction mechanisms and activation energies (also referred to as barriers). The details of
specific models and techniques which are only relevant to a single chapter are left to the
chapter that they pertain to.
In Chapter 3, the mechanism of the hydrogen evolution reaction on MoS2 edges
is determined for the first time with a realistic model for solvent and electrochemical
potential. This mechanism is compared with MoS2 on two different support materials
which are commonly used in experiments: Au(111) and graphene. The results allow a
deep understanding of the active sites involved in the HER, the effect of the electrode
potential on the mechanism, and the influence that support materials have on the reaction
barriers. Furthermore, the results show the critical importance of the thermodynamics of
elementary reaction steps (i.e H adsorption and desorption).
Because of the large effect of the H adsorption thermodynamics and the fact they
were altered with support materials, in Chapter 4 the H adsorption free energy (∆GHads)
is used as a simple descriptor for the hydrogen evolution activity in order to screen across
a wide array of graphene-based support materials for MoS2. Here, the basal plane and
edges of MoS2 are studied with the aim of finding supports that improve the activity of
each of these different catalytic sites. Very significant changes in ∆GHads are observed with
different supports and some materials are even found to induce near-ideal thermodynamic
performance on the MoS2 edges. However, ∆GHads on the basal plane of MoS2 remains too
high to be favourable. The electronic structures and charge distributions of all materials
are analysed in depth, and subsequent explanations for how the supports are altering
∆GHads are proposed.
In Chapter 5, H adsorption to MoS2 nanotube structures is studied. Experimentally,
these nanotubes have been shown to have increased hydrogen evolution activity relative
to the flat basal plane, possibly due to the effects of curvature and strain. Therefore,
using the nanotube form of MoS2 presents a different route to optimising the basal plane
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portion of the catalyst, which was not sufficiently perturbed by support-tuning in the
previous chapter. The work reported here represents the first theoretical study of hy-
drogen evolution catalysis on MoS2 nanotubes. We find interesting relationships between
nanotube diameter and the catalytic activity, with smaller (more strained) nanotubes
adsorbing H more strongly. We rationalise these trends with detailed analyses of the
electronic structure of the materials.
Chapter 6 represents the final substantive chapter, which focuses on TaN catalysts for
hydrogen evolution. These binary materials share some similarities with MoS2, but work
on the structure of nanomaterials and their catalytic activity is at an earlier stage. In
this chapter we use a recently developed global optimisation algorithm based on machine
learning techniques to generate a set of possible structures for small TaN and Ta3N5
nanoparticles. We then study the adsorption of H to these systems in order to determine
their active sites and probe their hydrogen evolution activity.
Finally, in Chapter 7, the main findings of this thesis are reviewed and concluded.
Specific attention is directed towards the links between different research chapters, and
the generalisability of our findings to other materials or reactions.
Chapter 2
Theoretical methods
2.1 Electronic structures and energies
The starting point for any theoretical study on catalysis is selecting a way in which the
electronic structures, and therefore energies, of systems of interest can be solved. It
is a central postulate of quantum mechanics that each system of electrons is described
by a wavefunction, ψ, which contains all possible information about the system.89,90 By
operating on ψ, the value of a desired property (e.g. momentum, electronic positions, or
total energy) can be extracted. The operator for determining the total energy of a system,
E, is referred to as the Hamiltonian, Ĥ, and it functions in an eigenvalue equation referred
to as the Schrödinger equation:a
Ĥψ = Eψ (2.1)
The exact form of the Hamiltonian differs depending on nature of the system at
hand. For chemical systems containing nuclei and electrons, the Hamiltonian operator
is composed of five separate terms (Equation 2.2) referring to the kinetic energy of the
nuclei (T̂N) and the electrons (T̂e), as well as the potential energy of Coulombic repulsive
interactions between positively charged nuclei (V̂NN) and Coulombic attraction between
nuclei and electrons (V̂Ne). The fifth term in Equation 2.2 (V̂ee) is the most interesting,
aThis is the time independent and non-relativistic Schrödinger equation, which is relevant to the systems
studied here. For those who have interest in time dependence or relativistic effects, the reader is referred
to Ref 90 for a detailed and well-written discussion.
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and it represents the potential energy of electron-electron repulsion.
Ĥ = T̂N + T̂e + V̂NN + V̂Ne + V̂ee (2.2)
The form and solution to both of the kinetic energy terms is relatively trivial, as they
can be obtained by quantising the classical solution to kinetic energy.90 The result is as













where M is the nuclear mass, and ∇2 is the square of the Laplace operator which can be








. The v and i indices represent each nucleus and electron
in the system, respectively.
The Coulombic nuclear repulsion and nuclei-electron attraction are both classical terms

















where Z represents the nuclear charge, |Rv − Ru| is the distance between two nuclei (u
and v) at coordinates R, and |ri − Rv| is the distance between an electron at r and a
nucleus.
The final electron-electron repulsion term (V̂ee) can be written as the Coulombic









bHere, and throughout this theory section, atomic units are used in order to simplify mathematical
expressions.
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Although it looks no more complicated than the other terms in the full Hamiltonian, this
repulsion term poses great difficulty to solve, and it will be revisited in depth in Section
2.1.2.
2.1.1 Born–Oppenheimer approximation
An initial simplification to the Hamiltonian in Equation 2.2 can be made by applying
the Born–Oppenheimer (BO) approximation.91 This states that the motion of nuclei
and electrons are on different time scales, due to the large difference in their relative
masses. In other words, the more massive nuclei are effectively stationary on the timescale
of electronic motion. In this way, the electronic structure can be solved for a given
arrangement of static nuclei. Mathematically, invoking the BO approximation means the
nuclear kinetic energy term from the Hamiltonian in Equation 2.2 is zero, and the nuclear





















These terms represent those which involve electrons in the full Hamiltonian (Equation
2.2) given above. Interestingly, the second term in Equation 2.8, describing the attraction
between electrons and nuclei, can now be treated as the potential energy from electrons
moving within a external field generated by the static nuclei. The constant nuclear-nuclear
repulsion term is excluded here, as it is typically added on as a constant after the pure
electronic energy has been evaluated.
2.1.2 Difficulties in correctly describing electrons
Revisiting the electron-electron repulsion energy in the Hamiltonian (the final term in
Equation 2.8), it can be seen that quantifying the potential energy of this interaction
requires knowledge of the instantaneous repulsion between every pair of electrons in the
system. In general, this is referred to as electron correlation, and it can be conceptually
treated as electrons responding to the movement of other electrons in the system. For
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many-electron systems (i.e. more than one electron) there is no analytical solution to
electron correlation when using a full many-electron wavefunction, ψ, as the resolution
to the many-body problem is unknown. This represents the first major problem when it
comes to solving the Schrödinger equation, and it requires certain approximations to be
made. These approximations to capture electron correlation are typically referred to as
the quantum mechanical method (or the level of theory).
The second major problem that arises when trying to represent electrons stems from
the fact they are quantum particles and therefore have some finite probability to exist in
any region of space. Naturally, it is impossible to computationally account for all regions
of space with high accuracy. Therefore, the electronic wavefunctions – or, probability
densities, which describe where the electrons are located – must be constructed out of a
set of finite basis functions. These are chosen specifically to capture the relevant regions
of space where the electrons are likely to be. The set of functions is called the basis set.
The approximations made to capture electron correlation (the method) and those
made to represent electrons (the basis) are completely separable. One could have a
superb method that near-perfectly captured electron-electron interactions, but if their
wavefunctions are not well represented in space then the solution will likely be inaccurate.
The same is of course true in reverse – that well represented electrons with poorly captured
interactions will yield a poor solution. This is presented schematically in Figure 2.1.
Ultimately, it would be ideal to have both a complete basis and a method that
perfectly accounted for correlation, but this is unattainable for the reasons described
above. In reality, it is pragmatic to choose a method that accounts for as many of the
important electron-electron interactions as possible, and a basis set that can describe
the key electronic environments. Section 2.2 describes a number of wavefunction-based
methods that can be used to solve the Schrödinger equation. These methods lay the
groundwork for density functional theory, which is applied in the present thesis and is
covered in detail in Section 2.3. Together, these two sections address the approximations
made to capture electron correlation (horizontal axis on Figure 2.1). Following this,




















Figure 2.1: A schematic of how the chosen quantum mechanical method, which describes
the electron-electron interaction, and basis set, which determines how electrons are
spatially described, relate to the accuracy of the solution to the Schrödinger equation.
2.2 Wavefunction-based methods
2.2.1 Hartree–Fock theory
One of the early methods to account for many-body electron interaction was proposed
by Douglas Hartree, which later made up the core of Hartree–Fock (HF) theory.92 The
HF treatment ignores instantaneous electron correlation and instead represents each
individual electron in an isolated fashion, but accounts for a mean repulsive field produced
by the average of all other electrons. At first glance this model may seem very inaccurate,
as key information about electron-electron interaction is not included. However, HF
theory correctly captures a large portion of the total energy, and it is considered as the
starting point for many higher-level methods.
The origin of HF theory comes from Hartree’s proposal that one can represent a many-
electron wavefunction by combining the products of multiple one-electron wavefunctions
in a so called Hartree-product, ψHP, as shown below:
ψ(r1, r2, r3...rn) = φ(r1)φ(r2)φ(r3)...φ(rn) (2.9)
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where n represents the total number of electrons in the system.
Because electrons are fermions, the wavefunction chosen to represent them must be
antisymmetric with respect to the exchange of spin and spatial coordinates. In other
words, if electrons exchange quantum numbers, the sign of the wavefunction must invert:
ψ(x1, x2, x3...xn) = −ψ(x1, x3, x2...xn) (2.10)
This gives rise to the requirement that two electrons cannot have the same quantum
numbers (spin and spatial), commonly known as the Pauli exclusion principle. The
Hartree-product does not inherently satisfy this requirement. However, this is addressed
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term serves only for normalisation. In this way, the antisymmetry of the
wavefunction is enforced, as ψHP is zero if the exclusion principle is violated.
With ψHP as an expression for the wavefunction of the system, it can now be operated
upon with Ĥelec to extract the HF energy. The electronic Hamiltonian here is conveniently


























where the one-electron term is simply the kinetic and electron-nuclear potential energy
operators, and the two-electron term describes the electron-electron interaction. From
this point, it is possible to obtain the HF energy of a system by taking the expectation
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value:






















The first (one-electron) part of Equation 2.14 is readily soluble and yields the sum of
one-electron orbital energies. In the second (two-electron) part, Jij and Kij refer to the
Coulomb repulsion and electron exchange integrals, respectively. The Coulomb integral is
effectively summing the average repulsion electron i experiences from all other electrons,
j, in their one-electron orbitals.c On the other hand, the exchange energy is a quantum
effect that arises from the fact that fermions are indistinguishable particles and undergo















It is here that the benefit of using separable one-electron orbitals to represent the wave-
function finally becomes clear. Without this approach, solving Jij by considering all
electrons would be thwarted by the many-body problem. Using one-electron orbitals
instead allows each pair of electrons to be treated separately.
Using Equation 2.14, the HF energy for any given set of one-electron orbitals can be
evaluated, but these orbitals do not necessarily represent the optimal HF wavefunction.
To achieve this, the energy must be minimised with respect to changes in the one-electron
orbitals (which are subject to orthonormality constraints). However, because the form of
each one-electron orbital also depends on all the others (via the mean field interaction),
the energy must be solved self-consistently. The process by which this is done is outside
cIt is from this that the mean field nature of HF theory arises.
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the scope of this thesis. However, the HF method provides the starting point for many
more advanced methods, which will be discussed in the following sections.
2.2.2 Configuration Interaction and Coupled Cluster
As mentioned before, HF theory does not account for so-called dynamic electron cor-
relation, as the wavefunction is composed of one-electron terms that only experience
the mean-field repulsion of the others. Therefore, methods which recover some of this
electron correlation can improve upon the accuracy of calculated energies. One way this
can be achieved is by mixing in a selection of excited state determinants to the HF
wavefunction, rather than simply using a single ground state (Slater) determinant. The
inclusion of excited determinants allows greater flexibility in describing the interactions
between electrons. This is the basis for both the Configuration Interaction (CI) and
Coupled Cluster methods.93
In CI, a linear combination of the HF determinant and certain selected exited state
determinants is used to compose the wavefunction:




where the CI wavefunction can be optimised by varying the weighting coefficients α and ci
variationally. Within this methodology, the one-electron orbitals, ψi, are obtained directly
from a HF treatment, and are held constant while the coefficients, ci, are optimised.
In principle, CI can account for all possible excitations of all electrons simultaneously,
which is referred to as full CI. This is known to fully capture electron correlation,90
returning an exact solution within the time-independent Schrödinger equation for the
given basis set used.d Unfortunately, the size of the full CI wavefunction depends fac-
torially on the number of possible one-electron orbitals in the HF treatment, making
this method completely intractable for all but the smallest systems.94,95 To the best of
the author’s knowledge at the time of writing, the current largest full CI calculation
dNote here that the basis set determines what excited determinants are available in CI. So a full CI
treatment is still limited by the completeness of the basis.
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is likely that for a single N2 molecule described by a 4s3p1d atomic natural orbital
basis set.96 Therefore, in practice, CI is not used to account for all possible electronic
excitations. Instead, only a certain number of electrons can be simultaneously excited
(i.e. not in the ground state configuration) in any one determinant that is mixed in to
make ψCI . Allowing single excitations (CIS) actually offers no improvement over the HF
level, as singly excited determinants do not interact with the HF ground state according
to Brillouin’s theorem.90 However, CI with single and double excitations (CISD) does offer
substantial improvement over pure HF, and can be applied to fairly small systems.97 The
typical highest level for standard CI calculations includes singles, doubles, and certain
important triples (CISD(T)). This method actually captures the vast majority of the full
CI energy, as most triple and higher excitations have little impact on the energy.90
An alternative method to CI is Coupled Cluster (CC), which differs primarily in that
the excited state determinants are included with the ground state HF wavefunction in
product form, instead of by linear combination. The CC wavefunction is constructed as:
|ψCC〉 = eTi |ψHF〉 (2.18)
where ψHF is the ground state determinant and Ti is the cluster operator which generates
excited state determinants with i excitations. Here, eT is expressed as a Taylor series:







If Ti is taken through to the total number of electrons in the system, we have the
exact same treatment as full CI, as this represents all electrons being free to be excited.
Therefore, for computational feasibility, T is often truncated to include single and double
excitations (CCSD), or some triple excitations (CCSD(T)).
As the result of some mathematical finesse, CC offers a key advantage over CI in that
it is size extensive,90 meaning that the energy of a given system scales correctly with the
number of electrons. The truncated form of CI on the other hand is not size-extensive,
meaning it cannot be used to compare the energies of systems of different sizes. It is
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for this reason that CCSD(T) has become the gold standard of computational accuracy
when solving the electronic Schödinger equation. However, even with restricted allowed
excitations, CC and CI are both far too computationally expensive to be applied to large
chemical systems such as those studied in this thesis.
2.2.3 Limitations of wavefunction-based methods
While it is certainly natural to attempt to solve the electronic Schödinger equation using
the wavefunction of a system, it does come with certain limitations that are primarily
manifested through the scaling of computational expense with system size. The size of
a system refers to the number of basis functions used to represent that system (Nbasis).
Larger systems with more electrons, and thus more basis functions, will typically take
longer to solve. However, the central processing unit (CPU) time taken to solve a given
system does not scale with size the same way for every method.
Taking a pure HF treatment of a system, the calculation time scales at N4basis,90
which is due to the computational expense in evaluating the four-index integrals across
all electron pairs. This scaling creates a so-called “exponential wall” where it is very
difficult to compute systems that have greater than a certain number of basis functions.
Another consideration is that, in forming the one-electron orbitals to construct a Slater
determinant, there must be enough computational storage space (usually in the form
of random access memory) to hold all the possible electron-wavefunction pairs. This
represents the storage of 3Nbasis variables. Moving to the more advanced and more
accurate CC and CI methods, the extra computational time involved in representing the
excited state determinants and optimising the weighting coefficients brings the scaling
up to between N6−7basis, depending on how many simultaneous excitations are allowed.
Many of these limitations also exist for other wavefunction methods that have not been
directly discussed here, such as Møller-Plesset perturbation theory.98 As a result, for
calculations involving large systems with hundreds of electrons (such as those in this
thesis), wavefunction-based methods are often not applicable.
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2.3 Density functional theory
Density functional theory (DFT) is an alternative to wavefunction-based methods for
approximating the electronic Schrödinger equation, and it is the method chosen for
application in all studies within this thesis. It is based around the idea that the electron
density, ρ(r), is a unique and complete descriptor of the energy of a system.99 The density
is a simple function of three Cartesian coordinates (and, optionally, one spin coordinate)






DFT typically scales better than wavefunction methods, formally at N3basis, which is
at least an order of magnitude better than HF.90,100,e The primary reason for this is that
the Coulomb interaction integrals can be evaluated over the electron density, which is a
three-dimensional function, as opposed to the four-index integrals in HF.101 Critically,
DFT also retains some description of electron correlation (though not exact), meaning it
is often chosen to study systems that are too large for CC or CI methods.
In order to apply DFT, we first must understand how the electron density can be
used to describe an electronic system. In 1964 Hohenberg and Kohn first proved that the
ground state energy of a many electron system can be determined, in principle exactly,
from its density.89,90,99 The first Hohenberg-Kohn theorem102 states that the energy may
be written as a unique functionalf of the electron density (E[ρ(r)]). In this way, it is
shown that the electron density completely determines all the ground-state properties of
a system. A detailed proof can be found in Walter Kohn’s 1999 Nobel address,99 where
the prize was awarded for his pioneering work on DFT. However, actually solving for the
energy of a system first requires a way to formulate and express this density, ρ(r), the
framework for which is given by the second Hohenberg-Kohn theorem. This states that
the electron density can be determined variationally, such that the true electron density
eStrictly speaking, practical implementations of DFT often scale somewhere between N2−4basis,
99 but there
is always some variability in scaling between different implementations of any method.
fA functional is a higher-order function which takes a function as input and returns a scalar value. Here,
the energy functional takes the electron density function as input and returns the total electronic energy.
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is that which gives rise to the lowest energy.102,103 As a result, one is able to repeatedly
generate candidate densities and if they yield lower energies they are closer to the true
density.
The two Hohenberg-Kohn theorems taken together give rise to what is now called
“orbital-free” DFT which states that the energy, E, can be determined by an expression







3r + J [ρ(r)] +K[ρ(r)]
]
(2.21)
where TTF[ρ(r)] is the kinetic energy term, the nuclei-electron attraction term is treated as
being some potential generated by the nucleus, Vnuclei(r), attracting the electron density,
J [ρ(r)] is the Coulomb repulsion of the density with itself, and K[ρ(r)] is the exchange
energy. While we saw in the previous section on HF theory that the kinetic energy of a
Slater determinant of one-electron orbitals is exact and readily soluble, the kinetic energy
of an interacting electron density is poorly defined. Early approaches use Thomas-Fermi
theory, treating the density as a uniform electron gas in order to solve for the kinetic
energy, but this leads to large errors, especially for molecular calculations.90 Indeed, there
are still no appropriate functional forms to calculate the kinetic energy from the electron
density with acceptable error, and as a result orbital-free DFT is rarely applied in practice.
One year after the original Hohenberg-Kohn theorems and orbital-free DFT, Kohn
and Sham developed an elegant approach to circumvent the problem of the kinetic energy
functional.104,g Kohn-Sham (KS) formalism assumes a fictitious system of non-interacting
electrons that give rise to the same density as the real system of interacting electrons once
an external potential, Vext, is applied. Within this non-interacting system, it is possible
to construct a series of one-electron functions referred to as Kohn-Sham orbitals (φKS),
which have a known kinetic energy, calculated in an analogous fashion to HF theory –
as a sum of the one-electron energies. When taken together these KS orbitals give a
gIn a talk at the Asia-Pacific Association of Theoretical and Computational Chemists Conference in 2019,
a leader in the field of method development – Professor Martin Head-Gordon – aptly described the











|φi(r)|2 + Vext (2.23)
These may seem like a trivial reformulations of the earlier-presented Equation 2.20, but
we will see they are critically important to practically solving for the energy.
The overall result of this is that we can now write an expression for the energy
functional, E[ρ(r)], that accounts for kinetic energy (first term), nuclear-electron potential
energy (second term), and electron-electron Coulomb repulsion energy (third term) in a























The first kinetic energy term is calculated identically to HF theory, and the second nuclei-
electron potential term is the same as was seen for orbital-free DFT. The third Coulomb
repulsion term is slightly reformatted from HF theory, as it now represents the repulsion
of the electron density at point ri with the density at point r′.h The final term, EXC[ρ(r)],
will be discussed momentarily.
At this point, it should be noted that this equation relies both on the true density,
ρ(r), and also the functions of the KS orbitals, φ. Recall from Equation 2.22, that the KS
orbitals give a density, ρKS, but ρ(r) in Equation 2.24 is the true density of the interacting
system. As a result, this equation has to be solved iteratively until the KS density gives a
energy which is consistent with the KS orbitals. Practically, this translates to repeatedly
hYou may note that there is no reason points ri and r′ cannot be the same, meaning the density at a given
point also repels itself. Of course, an electron repelling itself is non-physical, and this gives rise to the
so-called self-interaction error within DFT. This effect can be an issue in certain chemical systems.
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solving Equation 2.24 using iteratively updated guesses for the KS orbitals (and thus also
the density, through Equation 2.23), until the energy reaches a minimum.
Returning to the final EXC[ρ(r)] term in Equation 2.24; this is perhaps the most
interesting term as it contains expressions for the electron exchange energy, the correlation
energy not already captured by the Coulomb repulsion, and also the remainder of the
kinetic energy not captured by the one-electron non-interacting system. Indeed, this
term is actually defined as the energy of all the missing components from Equation 2.24:
EXC[ρ(r)] = (T [ρ(r)]− TS[ρ(r)]) + (Eee[ρ(r)]− J [ρ(r)]) (2.25)
where, in the first term, T [ρ(r)] is the exact kinetic energy of the interacting system and
TS[ρ(r)] is the non-interacting KS orbital kinetic energy. In the second term Eee[ρ(r)]
is the exact electron-electron interaction and J [ρ(r)] is the Coulomb repulsion that has
already been accounted for. Up until this point DFT has been formally exact, and thus
Hohenberg and Kohn have shown that an exact form for EXC[ρ(r)] must exist.99 However,
the form is unknown, and approximate exchange-correlation functionals must therefore
be applied in practice to solve for energy. This nature of these approximate functionals
for the exchange-correlation energy will be the focus of the next section.
2.3.1 Exchange-correlation functionals
A vast number of different formulations for exchange-correlation functionals exist, which
some authors have gone as far as to describe as a “zoo” of functionals.105 Here, we broadly
classify these functionals are into four different groups: local density approximations, gen-
eralised gradient approximations, meta generalised gradient approximations, and hybrid
functionals. Each of these groups will be discussed separately in the following sections,
and they are presented in the order of increasing complexity and rigour. In most cases,
expressions for the exchange energy, εx, and the correlation energy, εc, are fitted either to
known physical properties of the electron density or to experimental observables.
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Local density approximation
The simplest way to derive an energy expression from the density is given by a local
density approximation (LDA). This method takes EXC [ρ(r)] at any given point, r, to




Here, εxc simply represents the sum of the exchange and correlation contributions. This
approximation is highly attractive in its simplicity, as one need only consider the density
to be single-valued at each point and not represent the overall behaviour or changes in the
density. Furthermore, the only formulations of LDA that are practically implemented are
those which consider the density to be the same at each point. This avoids a discontinuous
density, and again returns to the Thomas-Fermi approximation of a uniform electron gas.90
One very popular LDA formulation comes from Perdew and Zunger,106 where the














The correlation energy on the other hand does not have a simple expression. It is instead
numerically fitted based on Monte Carlo simulations as a linear combination of logarithmic
functions.
LDA functionals are undeniably computationally inexpensive, and are often said to
produce reasonably accurate structural geometries.107,108 Indeed, for extended metallic
systems, LDA tends to slightly underestimate lattice constants with an error compared
to experiment of up to 5.1%.109 However, predictions of more complex quantities such
as bulk moduli or heats of formation have a much larger mean relative error of about
15%.109,110 For molecular systems, the inaccuracies of LDA are exacerbated significantly,
which is reasonable considering electrons in molecules are clearly dissimilar to a uniform
electron gas, which is not always the case for those in extended metallic systems. LDA
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significantly over-binds many molecular interactions, producing strong bond energies and
short bond lengths.111
It is clear that the assumption of a spatially uniform electron density is non-physical.90
As a result LDA poorly describes covalent bonding, which by definition encompasses a
fluctuation in electron density.107 Therefore, LDA functionals are not ideal for studying
the catalytic processes that are the topic of this thesis. Instead, more complex and
accurate approximations to the exchange-correlation functional must be used.112
Generalised gradient approximation
Generalised gradient approximation (GGA) functionals add to the LDA approach by
considering not just the electron density at a point, but also the gradient of that density,
∇ρ(r). This additional factor is usually added directly to the LDA exchange-correlation
energy:
EGGAXC [ρ(r)] = ε
LDA








Functionals within the GGA class do not treat the density as uniform, resulting in a more
physically realistic electronic system.
GGA functionals have become incredibly popular, likely because they add relatively
little computational expense over the LDA level and yet they describe bonding far better.
Most GGAs have a similar error to LDA on the lattice constants of solids – this time
overestimating by between 2.5 and 4.5%.109,110 However, when it comes to ionisation,
atomisation, and binding energies, GGAs typically perform far better.90,112–115 GGAs also
offer an advantage in molecular systems, reducing the over-binding of LDA by almost a
factor of five.111 For solid surface adsorption energies – which are particularly relevant to
this work – the mean absolute error of most common GGAs is about three times smaller
than the LDA equivalent.116 Therefore, GGAs are the natural choice for catalysis studies
in large systems, where bonding must be captured accurately but a higher level method
is too expensive. The calculations performed in this thesis are all at the GGA level,
representing an acceptable balance between computational tractability and accuracy.
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Meta generalised gradient approximation
It is possible to improve on the GGA level of theory by including more information about
the overall form of the electron density. In meta GGA (or mGGA) functionals, the second
derivative of the density, ∇2ρ(r), is added to the formulation of the exchange-correlation
energy, providing information on the curvature. In a general sense, this is expressed as:
EmGGAXC [ρ(r)] = ρ(r)εxc[ρ(r),∇ρ(r),∇2ρ(r)] (2.29)
While it is true that mGGA functionals usually offer some improvement in accuracy
over the pure GGA level, particularly in molecular systems,111 this comes at a large com-
putational cost due to the fact the second derivative matrix of the density (or Laplacian)
must be calculated at each iteration when solving for self-consistency. Therefore, these
methods are not easily applied to the fairly large solid systems studied in this work.
Hybrid functionals
The final class of exchange-correlation functional discussed here are hybrid functionals.
These functionals work by mixing some portion of the Hartree-Fock exchange energy
into a pure DFT calculation in order to more correctly describe the antisymmetry of the
wavefunction.i As we saw in Section 2.2, the exchange energy within HF theory, Kij, is
formally exact and thus it seems very reasonable to apply it here in the exchange part of
εxc. Mathematically, this is expressed as:
EhybridXC [ρ(r)] = ρ(r)(1− ξ)εxεc[ρ(r),∇ρ(r)] + ξEHFx (2.30)
where ξ determines the proportion of the HF exchanged that is mixed in. Across the many
different options for hybrid functionals, ξ can have any value up to including 100% of the
iNote that this hybrid methodology can be applied to mGGA, GGA, or even LDA functionals. However,
it makes little sense to use an expensive hybrid correction with an LDA functional that has other larger
flaws.
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HF exchange. However, for many systems, mixing in between 10 and 40% HF exchange
tends to yield the best results.117,j
Hybrid functionals generally produce more accurate results in the calculation of atom-
isation and bond energies than their pure DFT counterparts,90 and thus have become
widely used (especially for molecular systems). Indeed one particular hybrid functional
has gained extreme popularity: B3LYP,118 even though its accuracy is significantly lower
than many alternatives.105 Unfortunately, the inclusion of Hartree-Fock exchange in cal-
culations of extended periodic systems such as those studied in this thesis is difficult.
This is because Hartree-Fock is a mean-field model which averages the effect of all
electrons in the system.90,109 As it is impossible to average the effect of an infinitely
repeated number of electrons, in order to apply hybrid functionals to periodic systems
other computationally expensive corrections must be employed.119 As a result, hybrid
functionals are not practical for use in the present work.
2.3.2 Accounting for van der Waals interactions
In many chemical systems, long-range van der Waals (or dispersive) forces can play a
large role in determining the electronic energy.120 These forces are primarily made up of
electrostatic interactions between spatially separated regions of electron density. However,
it is known that within a GGA description of the electron density, these long-range
dispersive interactions are poorly described.121,122 For the systems studied in this thesis,
many of which comprise of catalyst and support structures separated by over 3 Å, the
dispersion forces are critical.
The lack of description of van der Waals (vdW) interactions within classic GGA
functionals can be circumvented by the application of a correction factor on the energy
that accounts for these long-range effects.120 One set of popular current formulations for
this correction factor are DFT plus dispersion (DFT-D) methods – pioneered by Stefan
Grimme123 – where atomic dispersion forces are added on in the form of pairwise (E2)
jKeeping the proportion of HF exchange at less than 100% is more accurate due to a fortuitous cancellation
with other errors inherent in DFT.
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and three-way (E3) corrections:
EDFT−D = EDFT + [E2 + E3] (2.31)
The correction factors are empirically fitted from damped interatomic potentials. This
methodology is able to produce binding energies for vdW clusters within 10 - 30 % of
benchmark standards.122
A common critique of DFT-D methods is that the fitting of dispersion forces is
not specific to a given chemical system, and thus their accuracy may have an upper
limit.k As a result, an alternative has been to design vdW-DF approaches (where DF
stands for density functional), with long-range dispersion directly accounted for in the
correlation energy functional.124 The exchange-correlation functional predominately used
in the present thesis, BEEF-vdW,116 takes this approach. Here, the exchange-correlation
energy is fitted to both high quality ab initio and experimental datasets which specifically
include systems dominated by non-local vdW interactions. BEEF-vdW tends to perform
on-par with other vdW-corrected functionals, or even slightly better in the case calculating
adsorption energies or surface reactions.125,126
2.4 Basis sets
Up to this point, the method to capture electron-electron interactions has been addressed
in detail, but the actual representation of these electrons has not been covered. The basis
set of a calculation is a series of finite-valued functions that can be combined (e.g via
linear combination) to spatially describe the electrons. In the case of wavefunction-based
methods such as HF, the one-electron wavefunctions are constructed out of the available
basis functions. For DFT, which is applied in this work, the Kohn-Sham orbitals are
composed of a linear combination of basis functions, and this gives rise to the electron
density. There are two broadly different approaches to forming basis sets, which are
discussed in the following two sections.
kAt the time of writing there is some disagreement in the field as to whether this is a large issue, and
development of DFT-D methods is ongoing.
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2.4.1 Atom-centred basis sets
For molecular systems, it is very natural to describe electrons using functions that resemble
atomic orbitals, similar to early valence bond or molecular orbital theory. These so-called
atom-centred basis functions describe a region around each atom with reference to the
nucleus. A linear combination of known atom-centred basis functions, χµ(r), can be taken





where cµp represents the coefficient weighting the contribution of each different basis
function to the overall wavefunction, and the index µ runs over all basis functions.
Most common basis functions, χµ(r), take the form of hydrogenic s, p, d and f orbitals.
Diffuse basis functions with increased amplitudes further from the nucleus also exist, and
can be added to capture long-range interactions.95 Mathematically, these basis functions
are smoothed exponentials with one of two different forms: Slater type orbitals (STOs)
given by Equation 2.33,
χµ(r) = NYl,m(θ, η) r
n−1e−ξr (2.33)
or Gaussian type orbitals (GTOs) given by Equation 2.34.




In both of the above equations, N is a normalising constant, Yl,m(θ, η) are spherical
harmonic functions determining the angular component of the wavefunction, and the
two equations differ primarily by their radial component, depending on −r and −r2,
respectively. Here, ξ also determines the decay of the function. In practice, GTOs are
preferentially used because their analytical integrals can be easily computed.90
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2.4.2 Periodic systems and plane wave basis sets
For extended solids, such as bulk metals or similar, the system can be represented very
differently to molecular cases. An extended system essentially repeats with a periodic
crystal lattice, meaning that there is a primitive unit cell with periodic boundary condi-
tions.127 When expanded in all directions, this cell captures the character of the entire
material. Electrons in this extended system can theoretically range between periodic
repeats, especially if the system is metallic in nature with delocalised electrons.95 As
a result, rather than using atom-centred basis functions, where the amplitude falls off
rapidly from the nucleus, it is common to use basis functions that have appreciable
amplitudes at infinite ranges – such as plane waves:
χk(r) = e
ik·r (2.35)
Plane waves are a complex number function expended in three dimensions, where r is the
position vector and k is the wave vector. Waves with a high k value oscillate rapidly,
indicating a higher energy wave than those with small k.
Through Bloch’s theorem, plane waves can be used to express the wavefunctions of
electrons in an infinite crystal lattice by taking the product of a plane wave with a function
of the periodicity of the crystal lattice (Equation 2.36).128
χnk(r) = eik·runk(r) (2.36)
Where eik·r is the plane wave term and unk(r) refers to the periodic cell. One can also
express the whole periodic cell as an infinitely extended wave, by expanding it in terms of
a number of plane waves, giving Equation 2.37, where the values of G are the reciprocal







Modelling an extended system with this method would require integrals to be com-
puted over an infinite range of values of the wave vector, k. Because this is impossible,
the Brillouin zone – which is the primitive unit cell defined in reciprocal space – must
instead be sampled at a finite number of k-points. The finer this k-point mesh, the more
accurate the integration.
In general, plane waves are easier to compute than atom-centred basis functions, yet
a large number of them are required to appropriately describe variations in the electron
density or wavefunction. Including higher energy plane waves (larger k) adds flexibility
to the description, yet also increases computational cost. Thus a kinetic energy cut-off is
specified to determine the maximum energy of included plane waves. Complex systems
with localised electron density or adsorbates such as hydrogen require higher energy plane
waves to describe them.
Plane wave basis sets are used exclusively in this thesis, as we are primarily interested
in extended solid surfaces. To model a surface, which is periodically extended in either
one or two dimensions but by definition must not be extended in at least one dimension,
a vacuum space is added to the simulated unit cell and only one k-point is sampled in
this dimension. While the model is technically still extended infinitely in the dimension
with the vacuum gap, if the separation between periodic repeats is sufficiently large and
only the Brillouin zone (one k-point) is sampled, this removes any direct interaction
between repeats. In this way, periodic DFT can still be used to capture 2-dimensional,
1-dimensional, and even 0-dimensional (i.e. nanoparticle or molecular) structures.
2.4.3 Description of core electrons for heavy elements
A central aspect of modelling any system with heavier elements (typically metals) is
describing the core electrons. Because large metal atoms have a high nuclear charge, the
Coulomb potential near the nucleus exists as a very deep well. This results in a highly
oscillatory wavefunction near the core region (below the cut-off radius, rc, in Figure 2.2),
which would require many basis functions to fully describe. To make modelling this
region computationally feasible, the true Coulomb potential near the nucleus (Vnuclei)
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is often replaced by a pseudopotential (Vpseudo) with a different form, improving the
manageability of the core wavefunction (ψpseudo in Figure 2.2). Outside the cut-off radius



























Figure 2.2: A comparison of the wavefunction of the core electrons, ψ, when the
true Coulomb potential is used (orange) and when the potential is replaced by a
pseudopotential (blue). rc is the cut-off radius above which the pseudopotential and
the true potential are identical.
In this thesis, the core electrons are technically not described by a pseudopotential,
but instead using the projector augmented wave (PAW) method,130 which accomplishes
the same result. The key difference is that a PAW potential is still an all-electron method
that preserves information about the core electrons and gives the full electron density,
where pseudopotentials do not. It achieves this by freezing the core electrons,131 making
the wavefunction soluble in this region, though inflexible. Because this affects only the
low energy core electrons, which are typically not involved in bonding, it vastly reduces
the difficulty of calculations while still retaining high accuracy for properties of interest.
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2.5 Surface adsorption and reaction mechanisms
Given the focus on catalysis, large portions of this thesis involve calculations of surface
adsorption energies (usually of H) and subsequent reaction mechanism or barrier calcu-
lations. The following sections briefly outline the general methodology used for these
calculations, but chapter-specific details are presented in the section they concern.
2.5.1 H adsorption free energies
Understanding the adsorption and desorbtion of H from a catalyst surface is critical to
studying the HER. The electronic H adsorption energies (∆EHads) are calculated using
the standard DFT techniques outlined in the previous sections, and are computed directly
as:




where Ecatalyst+H is the energy of the catalyst structure (usually MoS2) with H adsorbed,
Ecatalyst is the energy of only the clean catalyst, and 12EH2 is half the energy of H2 in a box
with 20 Å vacuum space in all directions. Electronic adsorption energies are converted
to Gibbs free energies by accounting for the change in zero-point vibrational energy,
∆(ZPVE), and entropy, ∆S, before and after H adsorption, as shown in Equation 2.39:
∆GHads = ∆EHads + ∆(ZPVE)− T∆S (2.39)
where T is the temperature (chosen as 298 K for all studies here). For surface adsorbed
species, ∆(ZPVE) and ∆S are obtained through normal mode analysis. Only the vibra-
tional entropy was considered as an extended system cannot undergo net translation or
rotation. The differences are taken relative to gas phase hydrogen. Because the calculation
of entropy for single molecules can be unreliable, the experimental value for the standard
molar entropy of H2 was sourced from Ref. 132 and the zero-point vibrational energy from
Ref. 133.
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2.5.2 Reaction barriers and mechanisms
The transition state (TS) of a reaction path refers to the point at which the energy is
at a maximum along the reaction coordinate, but a minimum in all other dimensions of
the potential energy surface (PES; point B in Figure 2.3). A TS can be thought of as
the highest point on the minimum energy pathway (MEP) that converts reactants into
products. The energy of the TS determines the activation energy of a reaction, and thus is
critical to determining mechanisms and reaction rates. Often, MEPs are represented along
one dimension (the reaction coordinate), such as that shown in the right of Figure 2.3. In
reality the PES is many-dimensional, and finding the TS of a MEP requires minimising
the energy in all but one of these dimensions. The activation energy (or barrier) of a















Figure 2.3: A depiction of a two-dimensional potential energy surface (left) and the
corresponding reaction pathway along the reaction coordinate (right) in one dimension.
The minimum energy path is represented by the grey plane.
There are many techniques which can be used to locate transition states. These
techniques usually require knowledge of at least the IS of the reaction, but often also need
either a direction to follow or a representation of the final state (FS).
Nudged elastic band
The nudged elastic band (NEB) method134 is one of many advanced techniques to locate a
TS, and it does this by calculating the entire MEP (from which the TS can be identified).
In the NEB method, the initial and final states of the reaction are first connected by
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a series of “images” representing structural geometries along the path (see Figure 2.4).
These images are linked by mathematical elastic bands, where they experience a spring
force, F si , on their nuclei pulling in the direction of the neighbouring images. This spring
force is always parallel to the direction of the MEP. The images in the NEB are then
optimised in concordance with each other, but minimising only the forces perpendicular




i (ri−1, ri, ri+1)‖ −∇E(ri)⊥ (2.40)
where Fi is the total force on image i, and ∇E(ri)⊥ is the gradient of the PES perpendic-
ular to the MEP for coordinates r of the image. It is highly important that the gradient
of the PES is projected only perpendicular to the MEP so that the images strung along










Figure 2.4: A schematic representation of a nudged elastic band path, showing the images
(grey circles) along the true reaction path (red curve) linked by mathematical elastic bands
(blue dashed lines). The initial state (IS), transition state (TS), and final state (FS) for
this reaction are also noted on the path.
As an extension to the regular NEB method, climbing image NEB135 can be used to
find the exact TS and prevent any corner cutting by “pushing” the highest energy image
up to the apex of the reaction pathway. Climbing image is usually turned on when the
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rest of the MEP is well converged. Mathematically, when climbing image is turned on,
the spring forces on the highest energy image are removed, and the gradient of the PES
parallel to the path is reversed such that the force acting on this image can be written as:
Fi,max = ∇E(ri,max)− 2∇E(ri,max)‖ (2.41)
This methodology results in a more accurate estimate of the TS without having to rely
on an extrapolation between images.
2.6 Analysis of electronic structure
2.6.1 Projected density of states
When considering the electronic states in extended periodic systems such as those mod-
elled here, instead of the discrete orbitals at fixed energies that are expected for molecular
systems, one finds a more continues distribution of possible energy levels that electrons can
occupy. This follows from considering that the overlap of electronic wavefunctions results
in a splitting of energy levels. As more and more electrons (or wavefunctions) overlap,
representing the extension to an infinitely repeated system, the splitting between states
becomes finer until the states are effectively continuous. The density of these states (DOS)
represents the number of possible states within an energy interval (dE) that electrons can
occupy for a given amount of k-space.127 The DOS is a useful tool for electronic structure
analysis that is applied throughout several chapters in this thesis. From an already solved
electronic structure, where the energies of states are known, DOS can be calculated by






where nstates is the number of states within the energy interval, dE.
It is also highly useful to be able to link states with specific atoms, and assign their
angular momenta (projected DOS). Within the Vienna Ab initio Simulation Package, this
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is accomplished by projecting the Kohn-Sham states (φKS) onto the spherical harmonics
(Y αlm) around each atom (α) within its Wigner–Seitz radius (Rw).l The angular momentum







Here fi,l,m(r) is given by:
fi,l,m(r) =
∫
Y αlm(r)φKS,i(r) dr (2.44)
where i is the index of the Kohn-Sham state, and l and m are the angular momentum
and magnetic quantum numbers, respectively. Because the energies of the Kohn-Sham
states are discrete, the values of wi,l(Rw,α) are broadened using a Gaussian distribution
(σ = 0.01 eV) in order to allow visualisation.137
2.6.2 Bader charge analyses
Another highly useful tool that is commonly applied in this thesis is charge partitioning via
a Bader charge scheme.138 The aim of this analysis is to assign electronic charge to specific
nuclei, thus allowing assessment of the charge on each atom. This aids understanding how
electrons are distributed in systems, and can give information on how the charge character
of different atoms changes in the event of bonding.
The Bader analysis works by locating planes of zero-flux on the charge density surface,
where the charge volume encompassed within them is treated as a single Bader region
and assigned to a given atom.139 The process is shown schematically in Figure 2.5. First,
a grid-based three-dimensional representation of the charge density is assembled. Then,
starting at one point (i1, j1, k1 in Figure 2.5A), the steepest ascent path along grid points
in the charge density is followed (red line) until a maximum (m1) is found. The maximum
corresponds to an atomic nucleus, where charge density would be highest. All the points
lThe Wigner–Seitz radius is a spherical representation for the atomic volumes based on the volume per
free electron in a solid.127
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along the ascent trajectory are then assigned to one Bader region and the search is started
again from a new grid point (i2, j2, k2). If this second climbing path (purple line) – or
indeed any future one – encounters a point along a previously assigned Bader region, all
points within the new path are also assigned to that same Bader region. The search is
repeated until all grid points have been covered, and the surface is partitioned into regions
separated by planes of zero-flux. The result is a set of separate Bader regions (blue and
green in Figure 2.5B) that can be treated as atomic regions of charge.
(A) (B)
i1 , j1 , k
1
i2 , j2 , k
2
Figure 2.5: A graphical representation showing the process of a Bader charge analysis on a
representative grid of charge density. (A) Shows the process of iteratively climbing paths
of steepest ascent on the charge density grid, starting with point i1, j1, k1 and following
the red line, then moving to point i2, j2, k2 and following the purple line. (B) Shows the
divided charge surface, the green half of which is assigned as belonging to maximum m1,
and the blue half to m2. These maxima can be thought of as the nuclei of atoms. The
image is adapted from Tang et al.140
2.7 Summary of general computational details
All the electronic structure calculations in this thesis are performed using plane wave DFT,
as implemented in the Vienna Ab initio Simulation Package (VASP).141,142 A Bayesian
error estimation exchange-correlation functional (BEEF-vdW)116 is used, which is a GGA
formulation of DFT. This functional also includes the simulation of van der Waals forces,
which are necessary to correctly describe the interaction between MoS2 and support
materials. The BEEF-vdW functional has been designed to capture surface catalysis
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processes,116 and also includes an inbuilt estimation of the possible spread of energies
that may be obtained if one were to use different functionals to calculate the same system.
We do not currently use the error estimation capability in this work, as it adds a small
computational cost. However, it can readily be applied to our current results should it
ever be needed in the future.
The valence electrons in all systems were described using a plane wave basis set with
a 500 eV kinetic energy cut-off, and core electrons were accounted for using the projector
augmented wave method. The electron density was solved with iterative diagonalisation
of the Kohn-Sham Hamiltonian, where electronic states were smeared using a Fermi-Dirac
distribution of width kBT = 0.1 eV. All reported energies were extrapolated to kBT = 0.
When calculating density of states, the smearing width was reduced to 0.01 eV. In all
systems electronic convergence was defined as an energy difference of less than 10−5 eV
between successive electronic solutions. In geometry optimisations, all structures were
optimised until the forces on all centres were less than 0.03 eV/Å.
Chapter 3
Mechanisms for hydrogen evolution on
supported MoS2
In this chapter the mechanisms for the hydrogen evolution reaction (HER) are studied in
depth on the Mo-edge of MoS2. Two catalyst support materials which are commonly used
in experiments are introduced underneath MoS2: Au(111) and graphene. These supports
are known to modify the properties of single-layer MoS2, so here it is examined whether
they alter the rate and mechanism of HER catalysis.
First, a detailed investigation into possible models for the electrochemical environment
at the cathode is performed, considering both solvent and potential.a These two features
are required to simulate the Heyrovský step in the overall HER mechanism. We show that
a proton shuttling model for the Heyrovský step does not accurately capture the processes
involved on MoS2, and instead a full water model must be used. The application of this
large-scale model poses significant computational expense, and thus we demonstrate a
number of ways in which it can be made tractable without significantly reducing accuracy.
In terms of catalytic investigations, the thermodynamics of adsorbing H to different
sites on the Mo-edge are calculated first. From this, we determine what coverage of
hydrogen would likely exist on the surface at catalytically relevant potentials. We also
aIn this chapter, the term potential is used exclusively to refer to the electrode potential. This is the
electrochemical driving force (i.e. the applied voltage) during reduction at the cathode. Reduction
potentials are, by convention, presented as negative numbers.
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identify sites on the surface where H2 combination may be likely to occur. Going forwards,
we calculate reaction barriers for two possible mechanisms of H2 combination: Volmer-
Tafel and Volmer-Heyrovský, where the detailed solvent and potential model discussed
above is applied to the latter. Finally, the effect of the support (Au(111) or graphene) on
the barriers for the HER is quantified. We find qualitative agreement with experimental
literature, and demonstrate the critical importance of choosing an appropriate catalyst
support material.
This chapter is substantially based on the published article: Ruffman, C., Gordon C.
K., Skúlason E., and Garden, A. L. “Mechanisms and potential-dependent energy barriers
for hydrogen evolution on supported MoS2 catalysts,” Journal of Physical Chemistry
C, 2020, 124, 17015–17026.143 Calum Gordon ran a portion of the H adsorption and
Tafel combination calculations for graphene-supported MoS2. Professor Egill Skúlason
(University of Iceland) contributed discussions and advice around implementing the full
water model for potential and solvent.
3.1 Introduction
Knowledge of reaction mechanisms is highly sought after for a number of processes,
ranging from industrial reactions such as ammonia formation for fertilizers,144–146 to
biological reactions such as methionine oxidation and the role it plays in Alzheimer’s
disease.147 For the HER, understanding where on a catalyst (i.e. the active site) and how
the reaction takes places offers several significant benefits.46,148,149 Firstly, with knowledge
of the active site, existing catalysts can be improved by increasing the site density, which
has previously been very successful for different forms of Pt HER catalysts.150 Secondly,
with understanding of the reaction mechanism, the rate-limiting step, and specifically
how a catalyst increases the rate, certain features can be engineered into the active site to
improve performance. For example, the HER rate on Pd catalysts is known to be limited
by strong Pd-H bonds, making it hard for desorbtion to occur.151 Using this information,
Wang et al.152 engineered Pd nanocrystals with surface-intercalated H that accelerated
the H2 desorption step and greatly improved the overall reaction rate.
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Mechanistic and active site knowledge can also allow new catalysts to be developed, for
instance by screening across a range of candidate materials. As touched on in the general
Introduction, Greeley et al.36 were able to develop a new Pt-based catalyst for the HER
using knowledge of where and how H reacts on metal surfaces. The authors screened
across over 700 Pt alloy materials and isolated a promising Pt-Bi catalyst, which later
showed excellent HER activity in experimental tests. In summary, mechanistic knowledge
allows the rational design and improvement of catalyst materials, where targeted steps
can be taken to optimise performance for a given reaction.
Using electronic structure simulations to study reaction mechanisms computationally
gives many key insights which can be difficult to obtain directly from experimental
data. It can be challenging to characterise surface active sites and intermediates ex-
perimentally,153,154 and the main way of comparing different electrochemical mechanisms
is via measuring differences in the Tafel slope.64,b This is not always reliable due to
non-linear behaviours which may be caused by the rate or mechanism changing with
applied potential.155 Furthermore, using linear sweep voltammetry or cyclic voltammetry
to calculate a Tafel slope is also subject to many assumptions, and depends strongly on
factors such as scan rate, making it an unreliable tool in the eyes of some researchers.156
In contrast, mechanistic and rate information can be directly extracted from simulations
and then compared to experimental results.
It is known that the HER involves the combination of two identical reactants (H+) in
the presence of a catalyst. The first step must be to adsorb H+ to the catalyst, including
a formal reduction of the proton. This step is referred to as the Volmer reaction:
H+(aq) + e− −−→ Hads (3.1)
From here, the HER could proceed either via Tafel combination of two surface Hads
(Equation 3.2),157 or via Heyrovský combination of a surface Hads and a H+ from solution
bThis slope refers to the gradient of a plot of electrochemical reaction rate (e.g. current density) against
the applied potential. The Tafel slope is often taken at an overpotential of 0.1 V.
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(Equation 3.3).158
Hads + Hads −−→ H2 (3.2)
Hads + H
+(aq) + e− −−→ H2 (3.3)
Because the HER is a two-step process, regardless of whether it proceeds through a
Volmer-Tafel or a Volmer-Heyrovský mechanism, both paths go through the same surface
Hads intermediate state. Thus, the H adsorption free energy (∆GHads) can fully capture the
thermodynamic cost of the overall reaction – but it does not contain any information about
the favoured mechanism. Following the Sabatier principle,159 the thermodynamically
optimal catalyst is one where H adsorbs with ∆GHads ' 0 eV. This idea is highly relevant
to Chapter 4, and will be discussed in detail there.
Several past studies have used ∆GHads to quantify HER activity changes on different
materials.55,74,76,160 For instance, one pertinent example is that ∆GHads on MoS2 can
be altered between −0.25 and 0.20 eV by the addition of graphene or Au(111) support
materials beneath the catalyst,76 indicating that the overall reaction rate may also be
affected. However, while using ∆GHads as an approximation of activity is computationally
simple, and it demonstrates the possibility of optimising MoS2 as a catalyst through the
use of support materials, it does not provide any insight into the reaction kinetics or the
mechanisms taking place. The kinetic barriers are required in order to quantitatively
predict reaction rates, and detailed mechanistic information can be critical to rationally
improving the design of any catalyst.
The HER mechanism has been extensively studied on Pt surfaces both experimentally
and computationally across a series of works. In studies on single-crystal Pt, Marković
et al.50,161,162 report not only different reactivity on different surface facets, but different
mechanistic preferences. Pt(110) was found to be most active, followed closely by Pt(100),
with Pt(111) being notably less active than either of the former. The authors suggest
the HER proceeds via a Volmer-Tafel mechanism on Pt(110), but on Pt(100) a Volmer-
Heyrovský process dominates. No conclusion was able to be reached about the mechanism
on the Pt(111) surface, which is known to be the most stable pristine surface facet.163,164
Mechanisms for hydrogen evolution on supported MoS2 47
On polycrystalline Pt, there is some evidence that the Volmer-Heyrovský reaction is
prevalent.149 Computationally, there is support from DFT calculations for the Volmer-
Tafel preference on Pt(110),165 and Skúlason et al. use advanced DFT models that include
electrolyte and potential to predict that a Volmer-Heyrovský mechanism is favoured
on Pt(111).45,46 Overall, these works studying the HER on Pt demonstrate both the
importance of understanding the full mechanism, and also how the mechanism can greatly
depend on features of the catalyst structure (such as different surface facets).
Moving to MoS2, an investigation into the HER kinetics on the active edges has been
reported by Huang et al., where DFT is used to simulate the Volmer-Tafel and Volmer-
Heyrovský reactions.166 An unsupported cluster model of MoS2 was employed, and the
authors focused on the 50% sulfided Mo-edge. As mentioned in the general Introduction,
the Mo-edge is believed to be most active for hydrogen evolution, and the 50% sulfur
coverage represents the experimentally observed structure for an industrial-style MoS2
catalyst.167 The potential and pH were both accounted for in Huang’s work by linearly
scaling the energies of e− and H+ in the system based on empirical values for their chemical
potential under the definition of the standard hydrogen electrode (SHE). The stable forms
of MoS2 under given potential and pH conditions could then be predicted. From these
stable forms, the authors calculated reaction barriers using standard methodology, without
further consideration of the potential. It was reported that, at -0.15 V vs SHE, the Volmer-
Heyrovský mechanism (0.78 eV barrier) dominated over the Volmer-Tafel mechanism (0.98
eV barrier). For both mechanisms, the H2-formation step was limiting, as opposed to
the Volmer step to adsorb H onto the surface. The results from this unsupported MoS2
model agreed closely with the experimental rate determined by Jaramillo et al.64 However,
the experimental rate was reported for MoS2 supported on Au(111), and to the best
of our knowledge, there has been no work to date examining how the kinetics of the
HER change with different MoS2 supports. Because changes to ∆GHads on MoS2 are
possible with different support materials,77 it seems likely that the supports may also
have a significant effect on the reaction kinetics. Other work has also demonstrated the
large effect supporting materials can have when it comes to the electronic and structural
properties of MoS2.168
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Additionally, Huang et al.’s model of the electrochemical potential captures only the
potential dependence of the energies of stable intermediates, but it is not able to capture
the explicit effects of potential on the transition states. Because the Volmer and Heyrovský
steps both involve formal electron transfers, their barriers, mechanisms, and the energies
of involved states will all be highly sensitive to the potential. It has previously been shown
that a full model for solvent and electrochemical potential is key to correctly modelling
the transition states for the Heyrovský reaction on Pt surfaces.46
In this chapter, we investigate the mechanisms and kinetics of the Volmer-Tafel and
Volmer-Heyrovský reactions for the HER on supported MoS2 catalysts using detailed
models of the electrochemical cell that capture both solvent and potential.46 In order to
examine the tuning of reaction kinetics with different catalyst supports,77 two support
materials which are commonly used in experiments were chosen for study: Au(111)64,69
and graphene.61,72 Overall, we examine the reaction kinetics of MoS2 on both these
supporting materials across a range of potentials from 0.0 to -0.9 V. Our results show
good agreement with the trends in available experimental data, and provide insight into
the rate limiting reaction steps as a function of applied potential.
3.2 Methodology and model testing
3.2.1 Structure models
All systems were modelled as repeating periodic slabs with at least 12 Å of vacuum
separation in the z-direction. MoS2 edges were represented using a semi-finite stripe
model,169 where an extended sheet of MoS2 was cut to expose the Mo (101̄0) and S (1̄010)
edges. Images of the supported models are shown from the top and side views in Figure
3.1. At least 6 Å of separation was kept between repeating stripes in the non-periodic
direction. The exposed Mo and S edges at the S coverages studied in this work can also
been seen in Figure 3.1. A stripe model that was four Mo atoms in the periodic direction
was chosen in order to ensure the model was computationally tractable while still allowing
for a variety of different hydrogen coverages to be reached. The model was also four Mo
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atoms long in the non-periodic direction. The lattice constant for MoS2 was found to be
3.18 Å, in close agreement with the experimental value of 3.16 Å.170 The support material
beneath the MoS2 stripe was periodic in both lateral directions (x and y). The Au support
(a = 4.21 Å) was represented as three layers of Au(111) with the MoS2 stripe found to
optimise approximately 2.5 Å above the (111) surface of the Au. The bottom layer of Au
was fixed to simulate the bulk. The graphene support was represented by a single layer
of graphene (a = 2.45 Å). The MoS2 stripe was found to be stable approximately 3.5 Å
above the graphene. Both Au(111) and graphene supports were strained by less than 8%
of their respective lattice constants in order to avoid mismatch with MoS2. Past work has
indicated that the H adsorption energy on the MoS2 basal plane can be slightly modified
by inducing strain.171 Thus, to match the lattices we only strain the support here. It is
unlikely that this minimal strain on the support will affect the catalytic activity of MoS2.
3.2.2 Modelling the Volmer reaction
The Volmer reaction involves the reduction of a proton at the catalyst surface to form
Hads. The energetics of this reaction can be described as a function of the electrode
potential using the computational hydrogen electrode (CHE),172 in which the free energy
of an H+ + e− pair is taken to be equal to that of 12H2 under standard conditions at
U = 0 V vs the standard hydrogen electrode (SHE). The effect of potential (U) on the H
adsorption energy is therefore included via the relation:
∆GHads(U) = ∆GHads − eU (3.4)
where ∆GHads is the H adsorption free energy and e is the elementary charge. This
relation shows that the Volmer reaction is spontaneous at potentials more negative than
eU = −∆GHads , whereas at more positive potentials there will be a thermodynamic cost
to the Volmer reaction. This is a widely used methodology in the field of computational
electrochemistry, and has previously been applied to study the HER on various metal
surfaces,45 and also to look at the CO2 173 and NO3 174 reduction reactions.







Figure 3.1: Top view of optimised semi-finite stripe models of MoS2 supported on (A)
graphene and (B) Au(111). Side views are also included in (C) and (D).




Figure 3.2: End-on views of (A) the catalytically interesting 50% sulfided Mo-edge of
MoS2, and (B) the 75% sulfided S-edge. Even though catalysis is not studied on the
S-edge, it is impossible to form a semi-finite stripe model of MoS2 without having both
types of edge, thus it is simulated at an industrially realistic S coverage.167
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Huang et al.’s previous work on MoS2 166 has indicated the Volmer reaction has a
lower barrier than the following steps to combine Hads on the surface. A similar situation
is also observed in experimental and theoretical work on Pt, where the Volmer reaction
is typically found to have a low barrier and to be a very fast process.46,161 Thus, in
the present work only the thermodynamics and not the kinetic barriers for the Volmer
reaction are considered. Practically, this means all H adsorption steps in reaction free
energy diagrams are treated as barrierless, though any thermodynamic energy differences
between states are still accounted for.
3.2.3 Modelling the Tafel reaction
The Tafel reaction for H combination does not involve a formal electron transfer and
therefore the energetics do not directly depend on the electrode potential. However,
the reaction is indirectly affected by potential, as it determines the H coverage on the
catalyst surface, which in turn influences the Tafel barriers.45 The surface H coverage at
a given potential can be calculated using a slight reformulation of the CHE to that given
previously:
∆GHads,diff = −eU (3.5)
where ∆GHads,diff is the differential hydrogen adsorption free energy which describes the
energy required to adsorb one additional H atom to the catalyst surface at the H coverage
it presently has. This relation states that, for a given U , H atoms will adsorb to the
surface spontaneously up until the free energy becomes endergonic. Once we know the
potential at which different H coverages spontaneously exist, the Tafel kinetic barriers can
be calculated using standard climbing image nudged elastic band methodology (CI-NEB,
described in Chapter 2).134,135 A separate CI-NEB calculation is performed at each of
the different H coverages simulated, with each one corresponding to a different applied
potential.
Accounting for changes in the H coverage has been shown to capture the majority
of the effect of applied potential for the Tafel reaction on Pt catalysts.46 Furthermore,
it has been noted in past work on Pt(111) that the inclusion of solvent in the form of
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an explicitly simulated water layer above the electrode makes minimal difference to the
Tafel barriers.45 In the present work a water layer was excluded when modelling the Tafel
reaction in order to maintain computational tractability. This methodology has also been
used for other catalyst materials such as transition metal nitrides60 and an alternate phase
of MoS2 (1T).175
3.2.4 Modelling the Heyrovský reaction
The Heyrovský reaction for H combination (Equation 3.3) includes a formal electron
transfer and involves a solvated proton. It therefore requires a more advanced model of the
electrochemical cell than that for the Tafel reaction. Ideally, the model would have three
key features: (1) the solvated proton (H+(aq)) would be accurately represented, (2) the
energy of states involving H+ and e− would correctly scale with potential, and (3) during
the course of a Heyrovský combination the potential difference and electric fields should
remain constant, as they would in a real electrochemical cell. These three conditions of
the model are summarised schematically in Figure 3.3, which shows a hypothetical set-up
for the Heyrovský reaction at the cathode. In the present thesis two separate models
were explored in an attempt to capture some or all of these features. Note that each
of these models will be discussed in depth in the following sections, including results on
their applicability and tractability. The full Results and Discussion section that follows
(Section 3.3) focuses only on the catalysis results produced by the preferred of the two
Heyrovský models.
Proton shuttling model
Initially, it was attempted to model the Heyrovský mechanism using the proton shuttling
method developed and applied by Janik et al. across several works.176–178 For an inner
sphere proton-coupled electron transfer,c Janik’s group propose that an analogous non-
electrochemical reaction can be simulated and the reaction barriers can be calculated
using standard DFT methods such as CI-NEB.176 Then, the potential dependent reac-
cMeaning the oxidant and reductant are closely associated and the electron transfer does not go through
other species.















Figure 3.3: A schematic showing the three desirable conditions for a model of the
Heyrovský reaction at the cathode. The dashed yellow line indicates the electric field
arising from the negatively charged cathode. This image is adapted from Figure 1.2 in
the general Introduction.
tion barriers can be extrapolated from this result. The advantage of this methodology
is its computational tractability, and the lack of requirement to explicitly account for
computationally difficult features such as electron transfer.
A simple non-electrochemical activation barrier for the Heyrovský reaction can be
described using a proton-shuttling mechanism,177 where a small cluster of one or two
water molecules is simulated above MoS2, which has both a “reactant” H and a “dummy”
H adsorbed. The reactant Hads is the one which will undergo Heyrovský combination,
whereas the dummy H serves only to replace one of the H atoms in the water molecules
when they donate H in the Heyrovský combination. The process is depicted schematically
with one water molecule in Figure 3.4. Overall, it constitutes shuttling of the dummy H
from the surface to the water cluster at the same time as a the reactant H combines with
one of the H atoms from the water cluster. This mimics the real process of H+ coming
from the bulk electrolyte. The position of this dummy Hads within the simulation cell is
irrelevant, provided that it can freely move to facilitate the lowest energy transition state.
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In this work it was found in testing of different dummy H positions on MoS2 that this did
not significantly change any calculated reaction barriers or transition states.
MoS2 edge MoS2 edge
HeyrovskýHdummy
Hreactant
Figure 3.4: A schematic representation of the non-electrochemical proton shuttling
reaction used to represent a Heyrovský combination on the MoS2 edge.
The activation energy for this non-electrochemical process, E0a(U0), is assigned to be
at the equilibrium potential, where the energy of the adsorbed dummy H atom is equal
to the energy of the proton-electron pair in solution, H+ + e−. This is the point at which
there the dummy H spontaineously leaves the surface to replace H in the water cluster,
and is calculated as the potential at which the dummy H can adsorb and desorb with
no energy cost. The idea is akin to that of the computational hydrogen electrode,172
initially discussed in Section 3.2.2. The Heyrovský barrier can then be extrapolated to




0) + β(U − U0) (3.6)
where β denotes the reaction symmetry factor that describes how far the transition state
sits along the reaction coordinate from initial to final state. For most hydrogenation
reactions, β can simply assumed to be 0.5, as deviations from this value are generally
small (less than 0.1).172,177,179 This assumption is also made in the present work. In
reality the value of β would shift depending on the electrochemical potential, U . Akhade
et al.179 detail a method by which Marcus theory can be applied to calculate a potential-
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dependent β value, yet this was deemed unnecessary as the potential still has minimal
effects on β near 0 V.
Assessing the applicability of the proton shuttling method
The proton shuttling method has previously been applied to various C-H bond formation
steps in CO2 reduction,177,178 but has not been applied to hydrogen evolution on MoS2.
Thus, a series of tests first had to be performed to assess whether it was an appropriate
model for the HER. We first examined unsupported MoS2, in order to have a guide for
the supported systems. Reaction barriers for Heyrovský combination were calculated with
the reacting Hads on either an S or an Mo atom on the Mo-edge. For the Hads on S case
(HS), proton shuttling was tested with either one or two explicit water molecules above
the Mo-edge, in order to see whether this had an effect on the overall calculated barriers.
The barriers for unsupported MoS2 are presented in Table 3.1, extrapolated to 0 V using
Equation 3.6 (i.e. Ea(0 V)), and the energies are given without entropic corrections and
relative to the preceding H adsorbed state. The parameters required to extrapolate the
barrier via Equation 3.6 (E0a(U0) and U0) are also given in Table 3.1.
Table 3.1: Barriers for Heyrovský combination of H atoms on unsupported MoS2
calculated at 0 V vs SHE (Ea(0 V)) via the proton shuttling method. The parameters
taken directly from the DFT calculation (E0a(U0) and U0) that are used in Equation 3.6
to extrapolate the potential dependent barrier are also given.
System E0a(U0) / eV U0 / V Ea(0 V) / eV
HS (one water) 1.53 -0.65 1.86
HS (two water) 1.46 -0.57 1.75
HMo (one water) 0.30 -0.74 0.67
Examining Heyrovský combination with the reacting H on S, when comparing between
the case with one water molecule versus two above MoS2, it is clear that the addition of
a second water molecule for proton shuttling appears to reduce the barrier by about 0.1
eV at 0 V of potential. This difference between one and two water molecules is roughly
consistent with the 0.2 eV reduction in barrier that Janik et al. report with two water
molecules instead of one when looking at C-H bond formation.177,178 The authors argue
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this degree of barrier change is fairly minor, and within the range of error that might
be expected from DFT. Though, we note here this could still be rather significant in
cases where barrier is already small. It appears that the proton shuttling method may
very slightly overestimate the barriers relative to a more realistic solvent model, where a
number of water molecules would be available around the reacting site.
From the barriers at 0 V given in Table 3.1, it is also clear that the Heyrovský
combination barrier is prohibitively high (1.75 eV) when the surface-adsorbed H is situated
on an S atom, whereas when the reacting H is on an Mo atom (HMo) this barrier is much
smaller at 0.67 eV. In their study of the HER mechanisms on unsupported MoS2, Huang
et al.166 also report a very high (1.77 eV) Heyrovský combination barrier with Hads on S,
which is very close to the barrier reported presently. The authors suggest the reaction is
more likely to go through the HMo structure, where they report a 0.28 eV barrier. Here,
the barrier calculated from the HMo state with the proton shuttling method is also more
favourable than from HS. However, it is about twice as high as that reported by Huang
et al. This is a significant difference, especially considering the close agreement that was
observed for the barriers from the HS state. It is often expected that different models
for electrochemical reactions may produce slightly different barriers (e.g. 0.1 to 0.2 eV
different),45 yet the proton shuttling method has previously shown excellent agreement
with both experimental work and alternative computational models for the C-H bond
formation steps in CO2 reduction.178 Therefore, it was clear that a discrepancy was arising
for the HER on MoS2 case that is not present in past work using proton shuttling.
The issue with applying proton shuttling to the HER became clear when looking
at calculations of the net surface dipole moment. Over the course of a proton shuttle,
we found that the dipole moment perpendicular to the MoS2 surface (µ) would change
significantly. This went from µ = −0.69 eÅ in the initial state with HMo on unsupported
MoS2, to only µ = −0.04 eÅ in the final state with H2 formed. In testing of Heyrovský
combination on graphene- and Au(111)-supported MoS2, similar changes in dipole were
also observed.d This magnitude of dipole change (0.65 eÅ) has notable consequences, as
dFor Au-supported MoS2 the net dipole moment went from 0.00 eÅ in the initial state to 0.34 eÅ in the
final state of the proton shuttle, and for graphene supported MoS2 this change was from 0.64 eÅ to 2.00
eÅ.
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the electric fields generated by the surface dipoles can stabilise or destabilise electrochem-
ical intermediates and transition states. The transition states are particularly strongly
affected because charge is being exchanged at the surface in a formal reduction.172 Janik
et al.178 have previously justified that the net dipole moment does not change significantly
when applying the proton shuttling model to C-H bond formation steps in CO2 reduction
(differences of less than 0.1 eÅ between initial and transition states). Thus, the large
shifts in the dipole moment appear to be a problem unique to the HER. We propose
here that when a multi-atom species that has polar bonds is adsorbed to a catalyst (e.g.
CO2 in Janik et al.’s case),e, 178 it can compensate for the change in dipole as a reduction
reaction occurs by reorienting its geometry slightly. For Heyrovský combination and H-
H bond formation, this is not possible as the surface adsorbed species is H. Adsorbed
H is not polar nor can it notably rearrange to balance a dipole shift. Thus, while the
proton shuttling method applies well to cases such as CO2 reduction, it appears flawed
when applied to the Heyrovský reaction. Indeed, this methodological flaw likely accounts
for the difference in the barrier calculated here from the HMo state compared to that
calculated previously by Huang et al.166
It is known that methods exist to correct for changing electric fields or potentials
during the course of a proton transfer reaction,180,181 some of which will be discussed in
the following section. Accounting for these changes could, in theory, correct for a changing
dipole moment. However, these methods typically deal with explicitly charged species,
and it is unclear how they would be applied to the case of proton shuttling where there
is movement of both a dummy and reacting H. Therefore, the issue of changing dipoles
ultimately meant that the present work had to shift away from the proton shuttling
method and towards a more expensive and advanced technique to model the Heyrovský
reaction.
In review, the proton shuttling method deals adequately with requirement (1) from
the conditions outlined at the start of this section (see also Figure 3.3), by representing
a “solvated” H+ with minimal inclusion of explicit water molecules.177,178 Here only small
eOf course, molecular CO2 is linear and thus does not have a net dipole. However, CO2 forms a bent
geometry when adsorbed on a surface and therefore has a dipole.
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differences in the barrier are noted if the number of water molecules are changed. It
also accounts for requirement (2), that the energies of H+ and e− correctly change with
potential, by cleverly calculating the barriers in a non-electrochemical manner and scaling
the energies implicitly from this point. The biggest assumption made by this approach is
that the non-electrochemical transition state for the reaction will be analogous in structure
to the true electrochemical reaction, but Janik et al.177 show that this assumption is valid
for elementary proton transfer reaction steps like that involved in the Heyrovský reaction.
However, for the Heyrovský combination of H on MoS2, it was discovered that the proton
shuttling method does not correctly account for requirement (3), that the potential and
electric fields remain constant during the course of the reaction, as the dipole moment
of the surface changed markedly as species reacted. As a result, it could not be used to
accurately represent this reaction in its current form.
Full water model
Going forwards with Heyrovský mechanism calculations, a different model for the solvent
and potential was employed. Originally proposed and applied to Pt catalysts by Skúlason
et al.,45,46 this model centres around the explicit simulation of a water layer above
the catalyst. The large number of explicit water molecules addresses condition (1), of
accurately representing a solvated proton. Unlike previous cases where this method has
been applied for flat surface catalysts, the present work deals with supported MoS2 stripes,
and thus the water molecules must extend over the edges of the MoS2 model and down
to the catalyst support. The structure of water above any electrode surface is non-trivial,
even for planar metal electrodes.182 Here, the water structure above MoS2 stripe models
was determined through ab initio molecular dynamics (AIMD) simulations, following
methodology established for planar metal electrodes,183 and more recently applied to
simulate water around carbon nanotubes.184
AIMD simulations were used to equilibrate the structure of 45 water molecules above
graphene-supported MoS2 and 40 water molecules above the Au(111)-supported catalyst.
The numbers of molecules were calculated based on the density of liquid water at room
temperature, and were selected so that water would occupy the space up to approximately
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6 Å above the MoS2 stripe. Each AIMD run (summarised in Figure 3.5) was initialised
with a random water structure, and then was propagated at 450 K for 8 ps of simulation
time before being cooled down to 298 K over 4 ps. Once at 298 K the structure was
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Figure 3.5: A schematic of the simulated annealing process in an AIMD run, showing the
propagation of random input water structure at 450 K (orange line), the cooling phase
(blue line), and the equilibration time at 298 K (green line).
The classical equations of motion were solved using a Verlet algorithm and a time step
of 1 fs, simulating a canonical ensemble where the temperature was allowed to change in
sets of 20 fs blocks via coupling to a Nosé-Hoover thermostat.185 Only one constrained
layer of Au(111) was included under MoS2 for AIMD simulations in order to make them
computationally tractable, and the plane wave cut-off was reduced from the usual 500 eV
to 350 eV.
Snapshots of the equilibrium water structures for graphene- and Au-supported MoS2
are shown in Figure 3.6, and additional snapshots are available in Appendix A. As is
observed above pure transition metals,183 the water molecules here tended to reside at
least 3 Å above the MoS2 basal pane and edges. There is no clear evidence of the hexagonal
or linear ordering which has been previously observed above flat metal surfaces such as
Pt, Ag and Pb.183,186 Instead the water structure above the edge models of MoS2 appears
to be highly disordered.





Figure 3.6: Snapshots of AIMD simulations of a water layer on Au(111)-supported MoS2
at 13 ps since initialisation from (A) the x-direction and (B) the z-direction. Snapshots
for graphene-supported MoS2 at 13 ps since initialisation from (C) the x-direction and
(D) the z-direction.
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Some of the water molecules in the present simulation appear to be somewhat confined
between the periodic repeats of the MoS2 stripe model. In working with this very large
computational system, extending the size of the model to avoid the clustering of water was
not feasible. However, it is believed this effect will not significantly alter the Heyrovský
reaction barriers calculated with this system, as Skúlason et al.46 have previously indicated
that barriers and energy differences are relatively insensitive to the precise water structure
provided it is kept the same in all calculations.
Using a single snapshot of the water structures selected from the AIMD calculations at
298 K, the charge separation in the initial state of the Heyrovský reaction (H+(aq) + e−)
was modelled using a related method also developed by Skúlason et al.45 In this method,
one (or more) additional H atoms are added to the water above a catalyst surface. For
pure metal catalysts, under DFT relaxation, electron density from the additional H atom
is found to partially transfer to the metal surface, leaving a nucleus with the character
of a solvated proton in the water layer. In the present work for MoS2, the formation of
H+ in the water layer upon electronic relaxation was also observed. This is displayed in
Figure 3.7, showing charge density difference plots which represent the charge difference
between the system with an additional H in the water layer (ρMoS2/H2O+H) versus the
charge sum of the MoS2/H2O and H systems separately.45,46 For both the graphene- and
Au-supported models, a region of negative charge is located primarily on the Mo and S
atoms directly underneath the H added to the water layer. A region of positive charge
is also observed around the additional H in the water layer, giving it the character of a
solvated proton.
Calculations of the Bader charge in the Au(111)-supported MoS2 system (Table 3.2)
reveal that the negative charge lost by H appears to be directly associated with MoS2,
rather than the support material, as the Bader charge in the support changes by less
than 0.05 e− when H is added. If multiple H atoms are added to the water layer, each
additional H is associated with a charge transfer of 0.68 e to the MoS2 (Figure 3.8). This
suggests that approximately 68% of the electron in each added H becomes associated
with the surface, which compares very closely with the 70% reported by Skúlason et al.
for a H above a Pt(111) surface.45 Adding more than three H atoms to the water layer
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(A) (B)
Figure 3.7: Charge density difference isosurface plots showing the rearrangement of charge
on addition of a single H atom to the water layer. The difference is represented as the
total density of the MoS2 system with a single additional H in the water layer above
(ρMoS2/H2O+H) subtracted by the density of the MoS2/H2O system and an isolated H
atom, at the same geometry as the overall system (ρMoS2/H2O + ρH). Here, (A) shows
graphene-supported MoS2, and (B) shows Au-supported MoS2. Blue indicates regions
which are more negative (mainly on the MoS2 surface) and purple indicates regions which
are more positive, such as the added H in the water layer (isosurface level = 0.001 e−Å−3).
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resulted in an unstable structure that formed H2 when relaxed with DFT. Considering
the large amount of positive charge in the water layer with four H+, which creates a
thermodynamic driving force towards forming H2, it follows that this may be located by
the local optimisation.
Table 3.2: The net Bader charge (e−) in different parts of the MoS2 and support system
for Au-supported MoS2. The values are shown both before and after an additional H has
been added to the water layer.
Net Bader charge in: No additional H One additional H
MoS2 -1.12 -1.95
Au support 1.25 1.20














Number of additional H in water layer
Figure 3.8: The calculated Bader charge (in units of e−) on the MoS2 for the Au(111)-
supported catalyst as a function of the number of additional H in a water layer above the
surface. The equation is: Bader charge = 0.681 · n(H)− 1.20
For simulating the Heyrovský mechanism, only one H was added to the water layer.
The position of the additional H atom in the water layer was chosen such that minimal
rearrangement of solvating water molecules was required in order for Heyrovský com-
bination to occur. This meant the H+(aq) was situated nearly directly above Hads. It
is possible that choosing different positions for this proton or different snapshots of the
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water layer may influence the barriers, yet here it was found that the absolute energies of
several possible proton and water configurations differed by less that 0.2 eV. By adding
the proton in a similar position for both the graphene- and Au-supported catalyst it is
attempted to keep this effect the same for both materials.
The charge separation between the positive solvated proton in the water layer and the
negative MoS2 surface below introduces an internal potential difference to the system (U),
which can be estimated relative to the SHE based on the work function of the system (φ)
and the work function of the SHE versus vacuum (φSHE) via Equation 3.7.45
U = φ− φSHE (3.7)
The system work function represents the amount of energy it takes to move an electron
from the solid MoS2 surface into the vacuum, which has a natural relation to the energy
of the electron. By definition, the potential of the system determines the energy each free
electron has. Therefore, the work function can be calculated by:
φ = Uvac − EF (3.8)
where Uvac is the vacuum electrostatic potential in the simulation cell which determines
the energy of the dissociated (free) e−, and EF is the Fermi energy which represents the
highest energy electrons in the system. The work functions of the asymmetric systems
here are calculated using dipole corrections as detailed in past work from Skúlason et
al.45 To determine the vacuum potential, the plane-averaged electrostatic potential was
computed as a function of distance normal to the MoS2 surface (i.e in the z-direction).
An example of this is plotted in Figure 3.9 for an Au-supported MoS2 system. At a
sufficient distance from the MoS2 and into the vacuum above the model, the potential
converges. Here, the vacuum potential is taken to be the average of ten data points after
this potential has converged (red square in Figure 3.9). The work function of the SHE
in Equation 3.7, φSHE, has been determined experimentally to lie in the range of 4.28 to
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4.86 V,187,188 but the majority of estimates place it around 4.4 V. Here, a value of 4.44 V
is adopted, based on the work of Fawcett et al.184,189
Figure 3.9: An example of the plane-averaged electrostatic potential in an Au-supported
MoS2 system. Peaks can be seen coinciding with nuclei as regions of high attractive
potential, then in the vacuum in the cell the potential converges. The electrostatic vacuum
potential, Uvac, is taken from the average of ten data points in the region where the
potential is converged (red square). There is a slight discontinuity at the mid-point
between periodic repeats just after where the vacuum potential is taken, which is a result
of the asymmetric dipole corrections.
With the charge separated initial state of the Heyrovský reaction appropriately rep-
resented, standard techniques (i.e. climbing-image NEB calculations) were used to locate
the transition state for H+(aq) reacting with a surface Hads. In order to conserve computa-
tional resources when simulating such a large model, the Heyrovský barriers on graphene-
and Au-supported MoS2 were calculated with only one additional H+(aq) in the water
layer (representing a single potential).
When the H+(aq) combines with the surface-adsorbed H, the potential difference that
it generated in the cell is naturally lost, meaning that the potential shifts during the course
of the reaction. Therefore, the full water model on its own would not meet condition (3)
raised at the start of this section. Indeed, this can be an issue for any formal electron
transfer reaction within a finite size simulation cell. Therefore, a charge extrapolation
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scheme180 was used to circumvent this issue of shifts in potential during the reaction.
In this method, the barrier directly from DFT, Ea(DFT ), can be adjusted to the fixed
potential of the initial state based on the difference in the net charge between the transition
state and the initial state (qTS − qIS) as well as the potential shift between the two states
(UTS − UIS):
Ea(UIS) = Ea(DFT )−
(qTS − qIS)(UTS − UIS)
2
(3.9)
Note that qTS − qIS, henceforth ∆q, was estimated by a Bader charge analysis of the
MoS2 surface and any adsorbates.138,139 Including the support (either graphene or Au) in
this Bader charge analysis did not change the value of ∆q, therefore it has been excluded
for simplicity. The Hads directly involved in the Heyrovský reaction was included in the
Bader charge calculation of qIS, but was taken to be mostly desorbed from the surface in
the transition state and thus excluded from qTS. Once the barrier at a constant initial
state potential has been obtained (Ea(UIS) from Equation 3.9), it can be extrapolated to
any potential, U ,181 using Equation 3.10.
Ea(U) = Ea(UIS)−∆q(U − UIS) (3.10)
In this way, barriers for the Heyrovský mechanism can be calculated at any potential of
interest with a realistic model for solvent, charged species, and potential.f
Converging mechanistic calculations using the full water model
While the full water layer model of the Heyrovský reaction above MoS2 is a comprehen-
sive representation of the solvent, it is also incredibly computationally expensive to run
calculations on. This expense presents itself in two ways: first, there are many electrons
in the simulation (>1500), meaning that each electronic relaxation takes up significant
computational resources (in terms of both memory and processor time). Secondly, there
fYou may notice that Equation 3.10 is highly analogous to Equation 3.6 reported in the proton shuttling
section just prior. The reason for this is that both equations are essentially performing the same
extrapolation, which relies on the energy of a proton-electron pair being equivalent to the energy of
a single H at 0 V vs. SHE. The difference in the present equation is that the reaction symmetry factor, β,
is replaced by the charge difference term, ∆q. However, both of these terms aim to accomplish the same
goal in describing how far the reaction has progressed at the point where the DFT barrier is obtained.
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are many free-moving nuclei in the model (around 250), and thus many degrees of freedom.
Due to the complexity of the potential energy surface, geometry relaxations often have
to explore a number of similar structures that differ by only small rearrangements of
atoms and are close in energy, resulting in very long and difficult to converge calculations.
This effect is further exacerbated for the NEB calculations used to determine reaction
mechanisms, which are already computationally intensive and do not scale well with more
complex systems. Indeed, initial attempts to perform minimum energy path calculations
were running for several months without any signs of converging. As a result, we had
to explore a number of different tools in order to correctly converge calculations within
an acceptable time-frame. These solutions were all explored on the Au-supported MoS2
system, as it has the most electrons and thus should be the most challenging.
In an initial attempt to reduce the number of electrons in Au-supported MoS2, the
bottom two layers of Au atoms from the three-layer support were removed. These atoms
were situated at the base of the support, and therefore were unlikely to have a large effect
on the processes taking place on the MoS2 catalyst. This approach initially seemed to be
improving calculation speed; however, when comparing to the three-layer system, it was
observed that the geometry of the MoS2 changed somewhat in the one-layer support case.
In Figure 3.10A it can be seen that with H adsorbed to a S atom the whole MoS2 model
tilts, with the Mo-edge raising up off the support. The distance between the S which H
is adsorbed to and the Au beneath is 4.65 Å, whereas in the same case with three layers
of Au (Figure 3.10B), this distance is only 4.27 Å. The difference of nearly 0.5 Å strongly
suggests that one layer of Au does not fully represent the Au solid and thus we could not
proceed with the smaller support.
In a different approach, it was attempted to completely constrain the relaxation of
any water molecules that were distant from the reacting site on the MoS2 catalyst, and
therefore unlikely to move significantly during the course of the reaction. Practically, this
involved fixing any water molecule where all three of its nuclei (O and both H atoms)
moved by less than 0.1 Å over a linear interpolation of the reaction path from initial to
final state. Critically, this was only done for molecules that were more than 5 Å from the
reacting protons at all times. These nuclei were held static in all three dimensions for
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4.65 Å 4.27 Å
Figure 3.10: The geometry of the H adsorbed on S state with either (A) one or (B) three
layers of Au as a support beneath. There is a slight preference for MoS2 to tilt more when
there is only one layer of Au.
all images in the NEB calculation. Note that the position of these water molecules could
still change between images, but they were not be relaxed within a given image. While
this did not overcome the problem of having many electrons in the system, it did notably
reduce the degrees of freedom and flexibility in the water layer.
A test was performed on the first 150 structural steps taken by an NEB calculation
with these constrained and unconstrained water systems. The energy and forces on the
highest energy image in the NEB (i.e. the closest to the transition state) are plotted
in Figure 3.11. Comparing the energy convergence first, we see fairly similar behaviour,
with perhaps slightly more stable energies in the constrained case. However, looking
at the force convergence, it can be seen that the net forces on nuclei are notably more
well-behaved for the constrained case, deviating by less than 0.5 eV Å−1 after they have
initially settled. When the water molecules are unconstrained, the forces are seen to
spike up (rising to over 2 eV Å−1) even within the fairly short test range of 150 steps.
This suggests constraining these water molecules could aid the force convergence in a
full-length NEB.g As a result, the model with constrained water molecules was used for
all NEB calculations going forwards.
gAdditionally, from a purely qualitative standpoint, constraining the water molecules did appear to reduce
the number of structural steps required to reach high levels of convergence in the NEB calculations.



















































Figure 3.11: (A) and (B) show energy and force convergence plots, respectively, for the
highest energy image of a Heyrovský reaction NEB with the full water layer left free
to move (unconstrained). In (C) and (D) the same is shown for the case where water
molecules that are both distant from the reaction site and do not move significantly
during the course of the reaction are constrained in all directions. Note that in all cases
the forces do continue to decrease past 150 iterations.
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While constraining water molecules was observed to help convergence, the timescale of
these calculations was still undesirably large.h Therefore, additional approaches to speed
up the NEB were examined. One tested approach was to start NEB calculations with
a very loose force convergence criterion then tighten this incrementally. The idea here
would be to allow the NEB to be run in manageable segments, with the hope that each
run would iteratively improve on the last guess. Indeed, this methodology is somewhat
similar to standard approaches for converging NEB calculations (see Refs 45 and 144 for
examples), but differs in that the increments to the force convergence tested here were
much smaller (changing by 0.01 eV Å−1 per calculation instead of the usual 0.20 or 0.10
eV Å−1).
Unfortunately, it was found that with such a small step-down in the force convergence
criterion, the calculation tended to become “stuck” generating geometries that corre-
sponded a relatively stable reaction path, but not the overall minimum energy path.
As a result, the NEB would often converge to a point (e.g. forces of 0.1 eV Å−1), but then
be unable to converge further as the guess it started with was too far down a non-optimal
reaction path. This phenomenon where the NEB gets stuck, can be observed in Figure
3.12. Here, the energy and forces on the highest energy image on the reaction path are
tracked over a long time period (over 1000 NEB steps, representing at least a month of
calculation wall-time). It is clear that the NEB reaches a point where the energy on the
tracked image has lowered and is somewhat stable (i.e. above 650 iterations), but the
forces on that image continue to oscillate and remain high. There is no overall trend of a
decrease in forces, which one would expect to see given the calculation is being run with
a force based optimiser that serves to minimise the forces acting on each image.i This
behaviour is something that we have observed is less likely to happen if NEB calculations
are allowed to run more freely for longer durations.
hAfter several months of wall-time, the Heyrovský NEB on the Au-supported system still showed little
sign of approaching convergence.
iThere is a small caveat to this in that the optimiser is only minimising the forces perpendicular to the
reaction path, not those parallel (see Section 2.5.2 on NEB calculations in Chapter 2). However, one
would still expect to see an overall decrease in the net force as the perpendicular forces were minimised,
which is not observed here.


























Figure 3.12: (A) Energy and (B) forces of the highest energy image along the Heyrovský
nudged elastic band path for Au-supported MoS2 with a full water layer model above.
Note that here the force is given as the maximum net force experienced by any nucleus.
We are still somewhat unsure as to the exact reason that the calculation becomes
stuck when using small steps down in the force convergence. One possibility is that these
small steps result in a very stochastic optimisation where, if the path falls below a certain
force threshold simply by chance, it is immediately stopped and check-pointed there,
regardless of whether it was moving towards the true minimum energy path or not. It was
decided that stepping the force convergence down slowly should not be pursued further
as, despite multiple restarts, sampling enough different geometries to get a converged
minimum energy path solution did not appear to be possible.
Finally, in conjunction with the water molecule fixing process outlined earlier, the
methodology that allowed NEB paths to be successfully converged to 0.03 eV Å−1 was
discovered. In the previous testing, it was noticed that converging the reaction paths to
have forces below 0.10 eV Å−1 tended to be the most difficult step, and this step also
coincided with the point where the climbing image functionality was switched on in the
calculation. As was outlined in Section 2.5.2 of Chapter 2, climbing image works by taking
the highest image in a relaxed NEB path which has already been loosely converged (e.g. to
0.10 eV Å−1 as mentioned above), and reversing the force component parallel to the path
along the potential energy surface. Ordinarily, this would serve to push a relatively good
guess at the transition state up to the actual transition state and prevent corner-cutting,
where the apex of a path may be missed. Unfortunately, because the potential energy
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surface of the water molecules above MoS2 had so many degrees of freedom, we suspect
that the loosely converged NEB path may not lie exactly along the true minimum energy
path. Thus, when climbing image was switched on in these calculations it may push the
highest image up in energy along other degrees of freedom and not just that of the true
reaction path. It is highly possible that this was responsible for many of the convergence
difficulties observed in Figure 3.12. As a result, we tested tightly converging the NEB
path to 0.03 eV Å−1 without climbing image switched on, which ran not only smoothly
but relatively quickly. Of course, climbing image must still be applied in order to locate
the transition state. To accomplish this, a linear extrapolation was used to insert an extra
NEB image manually between the two highest energy neighbouring images on the highly
converged path, and the two adjacent images were fixed to make a small, single image, path
(Figure 3.13). From here, the climbing image NEB could be run so that it would act on
this inserted image. There was no advantage to calculating all the images along the whole
of the NEB path, as these are already converged to 0.03 eV Å−1, thus we optimised only
the single inserted image, treating its neighbours as the initial and final states. Indeed,
with this well-converged representation of the reaction path, convergence was achieved
fairly rapidly, and a transition state was located. The overall NEB process, which allowed
convergence of these Heyrovský reaction mechanisms, is summarised graphically in Figure
3.13.
Calculation of current densities
Once the relevant transition states had been located for both the Volmer-Tafel and Volmer-
Heyrovský mechanisms, the calculated activation energy barriers were then converted to
electrochemical current densities, i, in order to allow comparison to experimental findings.
This was achieved using Equation 3.11.
i = keN/A (3.11)



























Figure 3.13: A graphical summary of the single image NEB process that was able to
converge Heyrovský reaction paths with a full water later model. The steps to this process
are listed 1 to 4 along the bottom of the image. X symbols on the path indicate initial
and final states (IS and FS) for both the full-path (red line), and single image (blue line)
NEB calculations. For the structure shown in step 1, crosses on atoms indicate they are
constrained.
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where e is the elementary charge and N/A is the number of active sites per unit of surface
area. The rate constant, k, is given by Equation 3.12:
k = νe(−Ea/kBT ) (3.12)
where ν is the attempt frequency (which is assumed to be 1013 site−1 s−1, following
common estimates for the HER),190 Ea is the activation barrier (i.e. ETS − EIS), kB is
the Boltzmann constant, and T is the temperature. The value of N/A is chosen to be
the same as Pt(111): N/A = 1.51 × 1015 site cm−2, in order to normalise the current
density to represent the intrinsic activity of MoS2 in a way that does not depend on
the size of the MoS2 systems. This procedure has previously been used for experimental
data on MoS2,64 so employing it here allows fair comparisons to be made to experimental
work. If this approach is not taken, then the value of N/A varies depending on the size of
MoS2 nanoparticle catalysts as they have different amounts of active Mo-edge per area,64
making comparisons difficult.
3.3 Results and discussion
3.3.1 The structure of the Mo-edge
Previous theoretical work has shown that the under-coordinated Mo atoms on the 50%
S covered Mo-edge of MoS2 tend to reconstruct and form groups of three (henceforth
triads).71,166 While this configuration is more stable than alternatives, it can only exist
for MoS2 structures where the edges are a multiple of three Mo atoms in length. In the
present work, preliminary studies observed triadic grouping of Mo in a 6-Mo wide model,
yet it was desirable to use a smaller model for computational tractability. When a 4-Mo
wide model was used the Mo atoms instead were found to form pairs where the Mo atoms
in a pair were slightly closer to each other (2.91 Å) than their neighbours (3.46 Å). The
triadic configuration was found to be 0.1 eV more stable per Mo atom than the pairs. A
more complete discussion of the edge structures and their stability is given in Appendix
A.2. The main consequence of this size-dependent Mo grouping is that, regardless of
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whether triads or pairs are present, there are always two types of non-equivalent S atom
of the Mo-edge: those positioned between Mo atoms that are closer together as a pair or
triad (henceforth the “close S” position) and those that are between two Mo atoms that
are spaced out (henceforth the “spaced S” position).
3.3.2 The Volmer-Tafel reaction
H Adsorption Profile
The first steps in the Volmer-Tafel mechanism are two Volmer reactions, in which two H
atoms adsorb to the catalyst surface (to make Hads), after which Tafel combination can
occur. Therefore, we initially consider the energetics of adsorption of H to the Mo-edge
of unsupported MoS2 as well as on Au(111)- and graphene-supported MoS2. In Figure
3.14A, the relation of the differential H adsorption free energy (∆GHads,diff , defined in
methodology Section 3.2.3 of this chapter) and the H coverage is shown for MoS2. The
H coverage is expressed in terms of monolayers (ML), which represent the number of H
atoms adsorbed per Mo atom on the edge (four in this case). Therefore, 1 ML denotes four
adsorbed H. The order with which different adsorption sites are populated is also shown
in the Figure 3.14A inset. It is found that the order of adsorption is the same regardless
of supporting material. H initially favours adsorbing to a spaced S atom. The second
H adsorption, bringing the surface to 0.5 ML coverage, also occurs on a spaced S atom
which means it is not directly adjacent to the site where the first H adsorbed. We find
that the spaced S adsorption sites are consistently and significantly favoured over the close
S by up to 0.6 eV. However, above 0.5 ML coverage all the spaced S sites are saturated.
To reach 0.75 ML H coverage, we find adsorption to either an Mo atom or one of the
remaining S sites are within 0.05 eV in energy, and thus either of these configurations are
likely accessible. Regardless of which site is populated here, the other becomes directly
populated at 1 ML coverage. Past this point adsorption alternates between Mo and S
until 2 ML.
The overall shape of the adsorption profile is similar for unsupported and both sup-
ported MoS2 systems. Therefore, the H adsorption free energy profile for unsupported
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(A) (B)
Figure 3.14: (A) Differential H adsorption free energy as a function of the H coverage on
MoS2. One ML of coverage corresponds to having four Hads on the Mo-edge, which is four
Mo atoms wide. Inset: Order in which adsorption sites preferentially become populated,
which is the same for both supported and unsupported MoS2 systems. (B) The relation
of H coverage to applied potential calculated using Equation 3.5.
MoS2 is discussed first, and the effects of different supports are considered after. It can be
seen that ∆GHads,diff initially becomes more positive with increasing H coverage, reaching
a maximum of ∆GHads,diff = 0.84 eV at 0.75 ML. The pattern of adsorption at these low
H coverages is consistent with that reported previously.77 Above 0.75 ML a decrease in
∆GHads,diff is observed, such that no additional energy is required to reach any of the higher
coverages. Although ∆GHads,diff begins to increase again at coverages above 1.25 ML, the
free energy still remains lower than that at 0.75 ML, meaning these coverages can still
spontaneously be populated once 0.75 ML has been reached.
The oscillatory adsorption profile is interesting as it is different to that observed on
the close-packed pure metals (e.g. Pt, Pd, Ru, Cu),46 which show reliable increases in
∆GHads,diff with increasing coverage. However, it has recently been documented that sev-
eral transition metal nitrides (TaN, HfN and YN)60 show a similar oscillatory H adsorption
profile to MoS2. This behaviour can be rationalised by the idea that adsorption of H to
one of the elements in a binary material may weaken the polarised bond between metal
and non-metal, leaving the other element increasingly free to bind H. Hence adsorption to
this adjacent site becomes more favourable. However, once the newly created favourable
adsorption site is saturated, the adsorption energy increases again.
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In examining the effects of graphene and Au(111) supports on the H adsorption
profile, it is clear there is very little difference between graphene-supported MoS2 and
the unsupported catalyst. This is likely due to the existence of only very weak catalyst-
support interactions between graphene and MoS2, with the adhesion energy of MoS2 on
graphene being only -0.15 eV per Mo atom. In contrast, an Au support has a much larger
effect on the H adsorption profile, which is likely a product of the much larger adhesion
energy of -0.52 eV per Mo. Au-supported MoS2 has a a similarly shaped H adsorption
profile to that of graphene or unsupported MoS2, but with notable differences in the
magnitude of ∆GHads,diff . The Au support appears to raise the energy required to adsorb
H at low coverages, but lower it somewhat at higher coverages such that the adsorption
profile is more flat than for graphene-supported MoS2.
Relation of potential and H coverage
The differential H adsorption free energy in Figure 3.14A was used to calculate the
surface H coverages that would be expected at different applied potentials (Figure 3.14B),
following Equation 3.5 from Section 3.2.3. Because the differential hydrogen adsorption
free energy reaches a maximum at 0.75 ML for both graphene- and Au-supported MoS2,
it can be assumed that any coverage greater than this is accessible without applying
additional potential. Thus the vertical lines in Figure 3.14B are observed. The high
degree of similarity between unsupported and graphene-supported MoS2 can again be
observed. Indeed, when we go on to examine the Tafel barriers on graphene-supported
and unsupported MoS2, we again find very little difference between the two (see Appendix
A.3). Therefore, for brevity, unsupported MoS2 is omitted from all following results and
discussion, and all the data pertaining to it can be found in the Appendix.
For graphene-supported MoS2, the lower H coverages are readily reached at potentials
close to zero, yet it takes an applied potential of -0.84 V in order to reach the higher H
coverages above 0.75 ML. For Au-supported MoS2, more negative potentials are required
to begin populating the surface, but relatively little extra applied potential is required to
reach the higher H coverages.
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Volmer-Tafel reaction profile
From Figure 3.14B the thermodynamic cost of the Volmer reaction as a function of
potential can be determined. Furthermore, it informs the expected hydrogen coverage
at a given potential. This is important because, although the Tafel barriers themselves
are independent of potential, they are influenced by the H coverage.46 Reaction free energy
diagrams (FEDs) showing the overall Volmer-Tafel mechanism are presented for graphene-
(Figure 3.15A) and Au-supported MoS2 (Figure 3.15B). The first two steps in the FED
represent Volmer adsorptions of H to the catalyst. It can be seen that, at potentials more
positive than -0.24 V on graphene-supported MoS2 and -0.46 V on Au-supported MoS2,
the Volmer reactions to get at least two H onto the surface (0.5 ML) are endergonic and
thus contribute to the overall Volmer-Tafel barrier. Below these potentials, the Volmer
reactions are spontaneous.The FEDs are shown at 0 V, and at the potential where the
Volmer reactions spontaneously occur.
The next step in the Volmer-Tafel mechanism involves diffusion of the surface Hads
to adjacent sites such that they can combine to form H2. After testing various Tafel
pathways, it was determined that combination with the Hads at an Mo-S site was sig-
nificantly favoured over all other options (see Appendix A.4). Indeed when attempting
to locate S-S or Mo-Mo combination pathways, it was consistently found that one Hads
would preferentially diffuse and then undergo combination from an Mo-S site, which is in
agreement with the findings of Huang et al.166 on unsupported MoS2. Thus the diffusion
from the preferred H adsorption sites at the spaced S positions (HSHS in Figure 3.15)
to the HSHMo reacting site gives the third step in the Volmer-Tafel mechanism. This
diffusion process is shown by the black line in Figure 3.16 with two H adsorbed.
The energy barrier for one of the surface Hads to diffuse to an Mo site (from an S site)
was calculated as 1.11 eV on graphene-supported MoS2, and 0.72 eV on Au-supported
MoS2. These barriers are notably high, especially when considering that the highest H
diffusion barrier between any two sites has been calculated as 0.05 eV on Pt(111),191 and
is found not to exceed 0.3 eV on other close-packed transition metals.192 Even on other
edge structures, such Pt steps, the maximum diffusion barriers remain below 0.5 eV.52 The
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Figure 3.15: Reaction free energy diagrams for the Volmer-Tafel reaction on (A) graphene-
supported MoS2 and (B) Au-supported MoS2 with the electronic energy barriers between
intermediates on the free energy landscape. The numeric values display the barrier relative
to the lowest energy preceding intermediate. The profiles are presented at 0 V and at
the potential where the Volmer reactions to get two H onto the surface are spontaneous.










Figure 3.16: Diffusion of H on the Mo-edge of MoS2 to allow Tafel combination at an Mo
atom (black line). The diffusion required to get to a Heyrovský reacting site is also shown
(blue line), which will be relevant to a later section.
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high diffusion barriers reported here are primarily a result of the large thermodynamic
energy differences between adsorption sites on MoS2, which can be observed in Figure 3.15.
For instance, H diffusing from an S atom to an Mo on graphene-supported MoS2 has a
thermodynamic energy difference of 0.83 eV, leaving an additional barrier to diffusion of
only 0.27 eV which is more comparable to that of the transition metals.192 In contrast, the
thermodynamic energy difference between S and Mo on Au-supported MoS2 is only 0.24
eV, which explains the lower overall barrier to diffusion. However, the additional barrier
is somewhat higher (0.48 eV) than on graphene. Based on Figure 3.14, diffusion of H is
not required prior to Tafel combination at or below potentials of -0.84 V on graphene-
supported MoS2 and -0.60 V on Au-supported MoS2, because both the S and Mo sites
are spontaneously populated.
It is worth noting that, because catalysis occurs under dynamic non-equilibrium
conditions, it may be possible to get desorption and re-adsorption of H to attain the
HSHMo state without having to undergo diffusion of H on the edge. Ideally, a full kinetic
model considering the relative rates of both H diffusion and this desorption-adsorption
process would be employed here. However, this was not feasible in the time-frame of this
work. Because the majority of the H diffusion barriers reported here can be accounted for
by thermodynamic energy differences, it seems possible that including consideration of
desorption and re-adsorption processes may not change the overall picture. Yet, it would
be an interesting topic for future study.
The final step in the Volmer-Tafel mechanism is Tafel combination to form H2. Inter-
estingly, while the Volmer and diffusion steps showed notable differences between MoS2
on graphene and Au supports, the Tafel barriers are similar: 0.66 and 0.61 eV at 0 V,
respectively (see Figure 3.15). These Tafel barriers compare favourably to those on the
traditional HER catalyst, Pt(111), where the Tafel barrier is approximately 0.80 eV at 0
V.45 However, on Pt(111) there is no need for H diffusion on the surface before reaction,
whereas diffusion from S to Mo accounts for a large portion of the cost to the overall
Volmer-Tafel mechanism on MoS2.
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The overall Volmer-Tafel energy barriers, calculated relative to the lowest energy pre-
ceding state,j are plotted as a function of applied potential in Figure 3.17. For graphene-
supported MoS2, the Volmer-Tafel barrier at potentials close to 0 V are prohibitively
high (1.74 eV) – a feature which is largely attributable to the thermodynamic cost of
populating the HSHMo reacting site via H diffusion. Au-supported MoS2 also has a high
Volmer-Tafel barrier at 0 V (1.61 eV). In this case the H diffusion barriers are much
lower, but the Volmer reactions to adsorb H to the surface in the first place have a large
thermodynamic cost (see Figure 3.15), which drives the Volmer-Tafel barrier up. For
Figure 3.17: Volmer-Tafel energy barriers on supported MoS2 as a function of applied
potential. The solid lines and circles indicate barriers at potentials where the Volmer
reaction is spontaneous, leaving only the Tafel barrier to consider. The dashed lines
and triangles indicate points where the thermodynamic cost to the Volmer reaction is
contributing to the overall Volmer-Tafel barrier. In both cases, the lines are included to
connect the lowest barriers at different potentials and serve only to guide the eye. For the
0.5 ML coverage and all coverages lower than this, the diffusion barriers are also included
in the overall Volmer-Tafel barrier.
both support materials, the Volmer-Tafel barrier tends to decrease quite rapidly as the
potential becomes more negative. At moderate potentials ranging from -0.35 to -0.60 V,
Au-supported MoS2 has a lower barrier compared to graphene-supported by between 0.15
jThis state is used as a reference because it represents the lowest energy configuration of the catalyst (i.e.
with a certain H coverage) under specific conditions (e.g. a given potential).
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to 0.40 eV. This is a result of Volmer reactions becoming spontaneous at more negative
potentials.
At -0.60 V on Au-supported MoS2 and -0.84 V on graphene-supported, the Mo-edge
has access to H coverages all the way up to fully covered at 2 ML with no additional
energetic cost (Figure 3.14B). Once these potentials are reached, a variety of possible H
coverages may exist. It is believed that the Tafel barriers at any of these H coverages
would be accessible once the threshold potential has been reached. While the barriers
at each of these coverages were tested (see the vertical points on Figure 3.17), only the
lowest barrier is of interest to the overall mechanism. For both supported catalysts, one
barrier is notably lower than the others, and this corresponds to the surface being covered
at 1.75 ML. Examining the structure of the Mo-edge present it appears this particularly
low barrier is due to two features which are unique at 1.75 ML coverage: (1) a reacting
Hads is adsorbed directly on-top of S, instead of at an angle which is the case at all other
coverages; and (2) the S atom with a reacting H on it is elevated above the Mo atoms in
the edge (see Appendix A.5).
It is clear that the choice of catalyst support primarily affects the Volmer-Tafel mech-
anism though changing the thermodynamics of both the Volmer reaction and H diffusion.
The Tafel combination barriers themselves remain fairly similar between graphene- and
Au-supported MoS2. This feature is also reflected in Figure 3.17, which suggests that
both supported catalysts could ultimately access similarly low Volmer-Tafel barriers, yet
the potential at which they can achieve these low barriers differs (-0.84 V on graphene-
supported MoS2 and -0.60 V on Au-supported). It is the thermodynamics of the Volmer
reaction that controls these potentials.
3.3.3 The Volmer-Heyrovský reaction
The Volmer-Heyrovský mechanism proceeds first with one Volmer reaction, which behaves
as was discussed in the Volmer-Tafel Section 3.2.3. H adsorbs to an S atom which is
spontaneous for graphene-supported MoS2 but endergonic for Au-supported MoS2 (at 0
V, see Figure 3.14). Then, as for the Tafel combination step, Heyrovský combination
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with Hads on Mo is preferred. Indeed, having Hads on Mo was the only site from which
a Heyrovský combination path could be successfully converged. In trying to converge a
Heyrovský reaction path with Hads on an S atom, the minimum energy reaction path that
was located suggested that it would be more favourable for Hads to diffuse to an adjacent
Mo and then react from this site. Previous work has successfully converged a Heyrovský
barrier with Hads on S,166 but reports the overall Volmer-Heyrovský barrier was almost
twice as high compared to Hads diffusing then undergoing combination on Mo. Thus, we
consider the second step in the Volmer-Heyrovský reaction to be diffusion of the Hads
from S to an Mo atom (see Figure 3.16), and the final step to be the actual Heyrovský
combination from the Mo site.
Free energy diagrams showing the overall Volmer-Heyrovský process are presented in
Figures 3.18A (graphene-supported MoS2) and 3.18B (Au-supported MoS2). As was seen
for the Volmer-Tafel mechanism, at 0 V, adsorption of H to S is favourable on graphene-
supported MoS2, but there is a large diffusion barrier of 1.29 eV in order to reach the HMo
state. The subsequent Heyrovský step, however, is barrierless at 0 V. Indeed, on linearly
scaling this Heyrovský barrier to a constant potential using the charge extrapolation
method discussed earlier,180,181 this barrier goes from near-zero to slightly negative (see
Appendix A.7). The negative barrier is purely a result of this linear scaling, when in
reality other factors such as pH and the diffusion of a proton from the bulk solution to
the surface would cause this barrier to be small but non-zero. Rossmeisl et al.193 estimate
the entropic effects of proton transfer from the bulk solvent to a surface could contribute
a barrier of 0.1 - 0.2 eV. However, whether the Heyrovský barrier is treated as zero or
close to zero makes little difference in this case, as surface diffusion of H is found to be
the limiting step regardless.
For Au-supported MoS2, the Volmer step is endergonic and there exists a diffusion
barrier of 0.94 eV to access the HMo state. In contrast to graphene-supported MoS2, with
an Au support Heyrovský combination is not barrierless (0.26 eV) and thus the overall
Volmer-Heyrovský reaction has a barrier of 1.31 eV. The net result is that the overall
Volmer-Heyrovský barriers are close to 1.3 eV on both supported catalysts but different
factors contribute to each. For graphene-supported MoS2, the overall barrier height is
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determined by a non-electrochemical step (diffusion of Hads). In contrast, on Au-supported
MoS2, the Volmer reaction, thermodynamics of diffusion, and the Heyrovský combination
barrier all contribute to the overall barrier height.
(A)
(B)
Figure 3.18: Reaction free energy diagrams for the Volmer-Heyrovský mechanism on
(A) graphene-supported MoS2 and (B) Au-supported MoS2 with the electronic energy
barriers between intermediates on the free energy landscape. The numeric values displayed
represent the energy barrier relative to the lowest energy preceding intermediate. The
pathways are presented at 0 V and at -0.1 V, where the barrier to diffusion becomes the
limiting process on Au-supported MoS2. The energies of the intermediates presented here
are calculated using the computational hydrogen electrode (see Section 3.2.2), and the
diffusion barriers are added directly to the energy of the preceding intermediate as they
are not potential dependent.
The potential dependence of the Volmer-Heyrovský barriers, calculated relative to the
lowest energy preceding state, is presented in Figure 3.19. As potential becomes more
negative, the barrier on Au-supported MoS2 is seen to decrease, whereas that on graphene-
supported MoS2 initially remains constant. Because Volmer-Heyrovský combination on
graphene-supported MoS2 is limited by a non-electrochemical diffusion step, no response
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Figure 3.19: Volmer-Heyrovský barriers as a function of potential, calculated using the
charge extrapolation scheme on graphene- and Au-supported MoS2. For both supports,
the sections in which the barrier does not change with potential are regions in which the
potential independent diffusion barrier is limiting the overall barrier height. It is seen that,
the Volmer-Heyrovský reaction becomes barrierless at negative potentials, which coincide
with the point where the Mo atom site on the Mo-edge is spontaneously populated with
Hads, removing the need for diffusion.
to potential is observed. In contrast, the barrier on Au-supported MoS2 has contributions
from diffusion but also from the Volmer and Heyrovský steps, which are electrochemical
in nature, therefore the overall barrier responds to potential changes. At -0.10 V the
Heyrovský barrier with MoS2 on Au has decreased enough that the diffusion barrier
is higher (see Figure 3.18B). However, the overall barrier still decreases as potential
becomes more negative because the energy cost of the electrochemical Volmer reaction
becomes smaller. Once this HS state is in equilibrium with the clean surface (-0.30 V),
electrochemical steps no longer contribute to the overall barrier height and thus it remains
constant from -0.30 to -0.60 V.
At more extreme potentials where the Mo reacting site is spontaneously populated
(-0.60 V for Au-supported, and -0.84 V for graphene-supported MoS2), diffusion is not
required for the Volmer-Heyrovský mechanism to take place. At this point, it is found
that the Heyrovský reaction has no barrier above the Hads on Mo state for both catalysts
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(reaction energy diagrams are available in the Appendix A.7). Thus, it is predicted that
the overall Volmer-Heyrovský reaction would be effectively barrierless at this point for
both materials. This is seen in Figure 3.19 where the barrier falls to 0 eV.
3.3.4 Comparison of the Volmer-Tafel and Volmer-Heyrovský
mechanisms
The barriers for the Volmer-Tafel and Volmer-Heyrovský mechanisms are compared at
potentials where data exists for both reactions in Figure 3.20.k For graphene-supported
MoS2 (Figure 3.20A), the Volmer-Heyrovský reaction has a lower barrier than the Volmer-
Tafel reaction by between 0.2 and 0.5 eV at all potentials. For Au-supported MoS2 (Figure
3.20B) the Volmer-Heyrovský reaction is also favoured over the Volmer-Tafel at 0 V.
However, in the mid ranging potentials the Volmer-Tafel and Volmer-Heyrovský barriers
are very similar, and it is likely both mechanisms would contribute to the overall reaction.
At more negative potentials the Volmer-Heyrovský reaction is again dominant, being a
barrierless process. For both graphene- and Au-supported MoS2, the Volmer-Heyrovský
reaction is favoured at electrochemically relevant potentials close to 0 V.
Using Equations 3.11 and 3.12 given in Section 3.2.4, an electrochemical current
density at 0 V vs SHE was calculated for graphene-supported MoS2 at 3.69×10−13 A cm−2
(barrier: 1.29 eV) and for Au-supported MoS2 at 1.69× 10−13 A cm−2 (barrier: 1.31 eV) .
These values suggest the activity of both supported catalysts would be very similar at 0 V.
In experimental work on single-layer MoS2, Jaramillo et al.64 report an exchange current
density for Au-supported MoS2 of 7.9× 10−6 A cm−2, and the same researchers report a
current density of 1.2 × 10−6 A cm−2 for MoS2 supported on carbon paper in a second
study.72 Carbon paper likely has a somewhat different structure to the graphene sheet
here, but given that MoS2 is only weakly perturbed by a graphene support, we believe
this study to be a suitable comparison. The experimental findings in these two studies
suggest a similar reaction rate on both materials with a slight advantage to Au-supported
kNote that the lines joining points are omitted from this figure so as to discourage comparisons between
mechanisms in extrapolated regions. Given the different methodology used to describe each reaction,
comparing the regions between calculated data-points would stretch our assumptions.
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Figure 3.20: Energy barriers for the Volmer-Tafel and Volmer-Heyrovský reactions
compared as a function of potential for (A) graphene-supported MoS2 and (B) Au-
supported MoS2. Filled points indicate the Volmer-Tafel mechanism, and hollow points
the Volmer-Heyrovský mechanism.
MoS2. The calculations reported here also predict very similar activity between catalysts
at 0 V. However, the absolute magnitude of the calculated current density is substantially
underestimated compared to experiment. Calculations of current density are inherently
highly sensitive to any inaccuracy that may be present in the activation barrier – the
differences between calculation and experiment observed here represent a difference of
only 0.3 eV in the barrier. This range of could be accounted for in DFT calculations when
considering different choices of exchange-correlation functional or solvent and potential
model. Furthermore, the difference between experiment and calculation is the same for
both support materials, suggesting a systematic shift in the calculated barriers that
would not interfere with any trends in the data. However, exploring the effects of the
solvent/potential model and computational model size on the calculated barriers are a
current focus of ongoing work within our research group.
The present calculations suggest the reaction rate on Au-supported MoS2 would in-
crease more rapidly than that for graphene-supported MoS2 when sweeping to negative
potentials, as the barrier with MoS2 on graphene is limited by a non-electrochemical
diffusion step, while the limiting electrochemical reaction steps on Au-supported MoS2
are directly affected by applied potential. In experiment, the significantly lower Tafel
slope reported for Au-supported MoS2 (55 to 60 mV per decade)64 compared to graphene
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supported MoS2 (120 mV per decade)72 is qualitatively in line with this prediction.
However, the experimental data is obtained over a much narrower potential range than
that considered here, making more concrete or precise comparisons difficult.
The calculation of explicit reaction barriers reported in this work is highly compu-
tationally intensive. For this reason it is interesting to compare the present findings to
the conclusions that can be made from common simplified models. The most simple
description of HER activity is the H adsorption free energy (∆GHads), which in this
case correctly captures many of the features of the reaction. On graphene-supported
MoS2 (∆GHads = −0.24 eV), it correctly suggests that the Volmer step is facile and that
subsequent combination of H is difficult. On Au-supported MoS2 (∆GHads = 0.30 eV),
this metric suggests the inverse is true – the Volmer step should be difficult, but the
combination and desorption of H will occur readily. This is substantiated in the present
work as once Hads is on Au-supported MoS2 the energetic cost to reach the HMo reacting
site and combine to H2 is considerably smaller than that for graphene-supported MoS2.
Furthermore, because both values of ∆GHads are around 0.3 eV from the ideal value of 0
eV, this descriptor predicts similar HER activity at 0 V, which is consistent with both
experimental results and our more detailed barrier calculations.
However, simply looking at the thermodynamics with ∆GHads provides no insight into
the mechanism of desorption, and does not capture the importance of the Mo site in the
reaction. Based on the present data, some additional information can be obtained by
considering the energies of all intermediates in the reaction path (i.e. including HS and
HMo) through a thermochemical model description. Indeed, the thermochemical model
predicts the energy difference between the HS and HMo states is key contributor to the
overall barriers on both supports. However, the inclusion of kinetic barriers reveals the
two supports have notably different Heyrovský and diffusion barriers. It is only from
the calculation of these explicit barriers the different response to applied potential on
graphene- and Au-supported MoS2 can be rationalised.
The overall conclusion is that measuring ∆GHads can correctly capture the activity of
a supported MoS2 systems at potentials near 0 V, but a full mechanistic description is
required to understand the activity at different potentials. This suggests ∆GHads is still
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a valid tool to use for screening studies when comparing across a number of different
materials. However, after promising candidates have been identified the mechanisms
could be studied in detail to determine the role of processes such as H diffusion and the
importance of the Mo reacting site.
With the detailed picture of the HER on supported MoS2 obtained in this work, a
sufficient understanding of the factors governing reactivity has been reached to allow
suggestions for the rational design of improved catalysts. For graphene-supported MoS2,
a promising way to improve the reaction rate may be to attempt to reduce the ther-
modynamic energy difference between the HS and HMo states (e.g. via tuning ∆GHads),
which could possibly be achieved by doping the Mo-edge,194 by creating defects,195 or
by modifying the support material with functional groups.160 The present findings also
suggest this route to optimisation may benefit Au-supported MoS2, yet there would still
exist a Heyrovský combination barrier on top of the HMo state which attention must also
be devoted to.
3.4 Future work
One of the most significant limitations that was encountered during this study was the
computational expense of working with a large MoS2/support structure and water layer
when modelling the Heyrovský reaction. Indeed, this was so time-consuming and difficult
to converge that it became clear future mechanistic studies would require a more tractable
model. Of course, this future model should also preserve the accurate representation of
solvent and potential gained by using a full water model. Along these lines, there is
now an ongoing project in our research group which aims to use a piece of very recently
developed software, VASPsol,196,197 to accurately capture the electrochemical environment
while using fewer resources. VASPsol is an extension package to regular VASP, which
provides an implicit solvent model for the plane wave DFT code. The implicit solvent
can be used to represent most of the water in the electrochemical cell. In conjunction,
one need only simulate around five explicit water molecules in order to represent Volmer
or Heyrovský steps, where the water serves only to correctly capture the donation of H+.
90 Mechanisms for hydrogen evolution on supported MoS2
However, the key benefit of VASPsol is that it can be used to simulate a system at a
targeted applied potential. The package can automatically adjust the potential difference
in a simulation cell by adding or removing electrons from the DFT simulation, and then
balancing any resulting net charge on the cell by adding background charge to the implicit
solvent. VASPsol has recently been applied to electrochemical mechanisms on Pt systems
to much success,198 and we seek to apply it to our larger and less tractable MoS2 systems
here.
Another natural extension of the present work is to study a wider array of support
materials, which may have more promising effects than the two supports tested in this
chapter. Given the large gap between the properties conferred by graphene and Au(111),
a finer degree of tuning would be desirable. Indeed, screening across readily modifiable
supports will be the focus of Chapter 4, where we will observe how flexible the support-
tuning of MoS2 can be.
3.5 Conclusions
The energy barriers for the hydrogen evolution reaction on graphene- and Au(111)-
supported MoS2 have been calculated across a range of experimentally relevant potentials.
This was done using density functional theory and detailed atomistic models of the electro-
chemical solid-liquid interface that allow for explicit consideration of applied potential.
Initially, the proton-shuttling method was explored for simulating hydrogen evolution
processes on MoS2. This method was found to be unsuitable for surface adsorbates such
as Hads, which are unable to compensate for a change in dipole during the course of
an electron transfer reaction. Instead, it was found that a full water model provides a
more accurate description of the system. A number of methods and tools were tested for
converging mechanistic calculations on the complex potential energy surface that a full
water model entails. The most successful of these was tightly converging a nudged elastic
band reaction path before switching on the climbing image functionality on a reduced
section of the path.
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Using this full water model, it was found that the Volmer-Heyrovský mechanism
likely dominates over the Volmer-Tafel mechanism on supported MoS2 at potentials
near 0 V vs SHE. For graphene-supported MoS2 the Volmer-Heyrovský reaction remains
favourable across all tested potentials. However, for Au-supported MoS2, our results
suggest competition between the Volmer-Heyrovský and Volmer-Tafel mechanisms would
take place at mid-ranging potentials (around -0.3 to -0.5 V), before the Volmer-Heyrovský
reaction again becomes dominant at negative potentials (below -0.6 V).
Considering the more favourable Volmer-Heyrovský reaction, graphene-supported and
Au-supported MoS2 were found to have similar barriers at 0 V, both being approximately
1.3 eV. However, the supports influenced the energetics of individual steps in the overall
Volmer-Heyrovský reaction path in differing ways. The Heyrovský step on graphene-
supported MoS2 was found to be barrierless, yet there was a large non-electrochemical
barrier for H diffusion to reach the reacting site. In contrast, a lower barrier for diffusion to
the reacting site was observed for Au-supported MoS2, but the electrochemical Volmer and
Heyrovský barriers both contributed, and thus can be influenced by applied potential. The
differing effects induced by these two supports demonstrates the possibility of flexibility
in support-tuning for catalysis on MoS2, and allows explanation of why the reaction rate
may respond differently to changes on potential. Indeed, this work shows the importance
of considering full electrochemical reaction barriers when trying to predict rates as a
function of electrochemical potential. However, for fixed potentials close to 0 V (i.e.
typical industrial conditions), the adsorption energy of H to MoS2 – which represents
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Where Chapter 3 of this thesis primarily concerned itself with understanding the effects
of just two different support materials (Au(111) and graphene) on the hydrogen evolution
reaction (HER) activity of MoS2, this next chapter directly continues on by examining how
a variety of support materials may be used to obtain fine-grained changes in activity. In
the previous chapter we clearly observed the large influence of Au and graphene supports
on the MoS2 catalyst, but neither material was able to shift the properties of the catalyst
to the right point, and therefore they did not result in an improvement in activity relative
to unsupported MoS2.166,199 Thus, in this chapter, a range of readily modifiable supports
are screened across to determine whether HER activity can be enhanced using fine-tuning
of the catalyst properties.
Highly expensive mechanistic calculations for each and every material are naturally
not possible in a screening study of this nature. Yet, in Chapter 3 it was shown that
the catalyst support primarily affects the HER activity by altering the thermodynamic
cost to adsorb H to MoS2 (i.e. the Volmer step). At industrially relevant electrochemical
potentials near 0 V, the H2 combination barriers via either Tafel or Heyrovský processes
were effectively unchanged by supports. Thus in this chapter we chose to study how the
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free energy of hydrogen adsorption (∆GHads) changes across materials, with the goal of
obtaining facile H adsorption and desorption with no energetic cost.
The ∆GHads is studied on both the basal plane and edges of MoS2 supported by a series
of two-dimensional, mostly carbon-based, support materials, including graphene oxides,
heteroatom (S, B, and N) doped graphene, and some insulators (hexagonal boron nitride
and graphitic carbon nitride). For the basal plane of MoS2, a wide range of values for
∆GHads are observed (between 1.4 and 2.2 eV) depending on the support material used.
We use density of states analyses to explore how the supports induce electronic changes
in the MoS2 catalyst, and how this directly relates to ∆GHads .
On the Mo-edge of MoS2, different supports induce smaller variations in ∆GHads ,
with values ranging between -0.27 and 0.09 eV. However, a graphene support doped with
graphitic N atoms produces a ∆GHads value of exactly 0 eV, which is thermodynamically
ideal for hydrogen evolution. Once again the electronic structure of these materials is
explored, this time using charge density analyses and Bader charge calculations, in order
to understand the effect of the support material. ∆GHads is found to relate closely and
linearly to the amount of charge transfer between MoS2 and support when they adhere
together. The support-induced tuning of ∆GHads on MoS2 observed here provides a useful
tool for improving current MoS2 catalysts, and the discovery of variables which mediate
changes in ∆GHads contributes to the rational design of new hydrogen evolution catalysts.
This chapter is based on the published article: Ruffman, C., Gordon, C. K., Mackenzie,
F. D., Gilmour, J. T. A., and Garden, A. L. “Enhancing the hydrogen evolution activity
of MoS2 basal planes and edges using tunable carbon-based supports,” Nanoscale, 2021,
13, 3106–3118.199 In this work, Calum Gordon was responsible for calculating some of
the early models for graphene oxide support materials. He also helped to determine a
method by which to minimise catalyst/support lattice mismatch. Frank Mackenzie also
calculated some early models for MoS2 on graphene oxide. Dr James Gilmour helped
with the presentation of the density of states plots for the various systems studied here,
and also provided many helpful discussions and advice around interpreting these plots,
specifically, those concerning the support material below MoS2.
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4.1 Introduction
As was first touched on in Chapter 3, a large amount of information about the HER
activity of a catalyst can be obtained by calculating the free energy of H adsorption,
∆GHads , which captures the overall thermodynamics of the HER.5,76,77 Recall that, re-
gardless of the precise mechanism, hydrogen evolution first requires H atoms to adsorb
to the catalyst surface, then for H2 to desorb once reacted. Thus, in accordance with
the Sabatier principle,159 the active site on a catalyst should not bind H too weakly for
the reactants to adsorb (i.e. ∆GHads >> 0), yet also not too strongly for the products
to desorb after a reaction has taken place (i.e. ∆GHads << 0). An ideal catalyst has
a ∆GHads of 0 eV, and promising catalysts sit close to this value. For the MoS2 edges
under standard industrial conditions, Tsai et al.77 used DFT to calculate ∆GHads = −0.36
eV, whereas Li et al.171 report the basal plane as ∆GHads = 2.2 eV. Taken together,
these values support the idea that the edges of MoS2 are currently the most promising
active site. In comparison, calculations for Pt(111) reveal ∆GHads is −0.03 eV under
typical electrochemical conditions,74 where the very small deviation from thermoneutral
(∆GHads = 0) assists in explaining why Pt is such an ideal HER catalyst.
As a result, there has been a large drive to bring ∆GHads of both the MoS2 basal
plane and the edge sites closer to zero via approaches such as introducing S vacancies
and defects,171,195 straining the catalyst,171 doping it,200 or by supporting it on top of
other materials.77,160 Examining how ∆GHads changes with these modifications instead
of performing full-scale mechanistic calculations is a more computationally tractable
approach, especially when comparing across a range of candidates to obtain trends.
Critically, in Chapter 3 it was shown that the majority of the effect different catalyst
supports had on the activity of MoS2 was captured through changing the value of ∆GHads .
This suggests ∆GHads is an ideal metric to use for screening studies on supported MoS2.143
Using catalyst supports to alter the activity of MoS2 by improving the ∆GHads is the
focus of the present chapter, as these supports offer synthetically accessible options to fine
tune the H adsorption energy, and could be used in conjunction with any other methods
that may generate more substantial changes. Unlike Chapter 3, which focused only on the
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MoS2 edge, here the study is expanded to include the basal plane. While the basal plane
is known to be less intrinsically active, it still makes up the majority of as-synthesized
MoS2 materials.64 Therefore, improving the HER activity on this section of the catalyst
could have significantly larger effects on the overall reaction rate once active site density
is taken into account.
Past work on MoS2 has shown that ∆GHads is significantly affected by modification
of the catalyst-support adhesion energy77 and/or improvement of charge transfer kinetics
between catalyst and support. Voiry et al.201 showed the activity of MoS2 supported on
SiO2 increases due to improved electrical coupling and thus more rapid charge transfer.
Chen et al.202 used DFT to show that, by varying a transition metal support beneath
MoS2 (Ru, Pd and Ir), the binding energy of H to the basal plane can be reduced by
as much as 0.4 eV. The authors suggest that the greater the charge transferred from the
substrate to MoS2 the stronger it is able to bind H. Tang et al.160 showed using DFT
that graphene oxide supports for MoS2 increase the energy of the valence band electrons
relative to the Fermi level, thus increasing conductivity and therefore catalytic activity.
These works on the basal plane of MoS2 show that support materials can have a large
impact on ∆GHads , but there are a range of explanations for how this impact comes about.
The value of ∆GHads on the MoS2-edge can also be altered by support materials,
though the literature on this front is more sparse. As was seen in Chapter 3 of this thesis,
exchanging a graphene support underneath MoS2 for an Au(111) support shifted ∆GHads
on the edge from 0.30 eV to -0.25 eV.143 Tsai et al.77 have also studied ∆GHads on both
the Mo- and S-edges of MoS2 with graphene, Au(111), and stacked MoS2 supports. The
authors show that ∆GHads can vary between -0.37 and 0.39 eV depending on the support,
and a relationship between ∆GHads and the adhesion energy of MoS2 to the support is
reported. Here, stronger MoS2/support adhesion (e.g. in the case of Au) resulted in H
binding to MoS2 more weakly. The results from Chapter 3 and from Tsai et al. suggest
that there may be an optimal support material (between graphene and Au) that would
tune the activity of the MoS2 edges to have ∆GHads = 0. However, the difference between
the properties of Au and graphene supports is large, and therefore the ability to precisely
tune the edges of unsupported MoS2, which are already quite close to ∆GHads = 0, is
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limited. Instead, a material which can be readily modified to confer the precisely desired
properties to MoS2 edges would be ideal.
In the present work, ∆GHads on MoS2 is studied with a selection of carbon-based
supports including graphene oxide, N-doped graphene, B-doped graphene, and S-doped
graphene, all of which are readily synthetically accessible from pristine graphene.203
Multiple accessible doping coverages exist for each, allowing exploration of fine-tuning.
Other 2D support materials that are not graphene derivatives, including graphitic carbon
nitride and hexagonal boron nitride are also studied. Critically, many of these materials
are also commonly used experimental supports for other catalysts.204
In modifying or tuning MoS2 catalysts, it is also informative to look for descriptors
and electronic explanations which can capture how and why ∆GHads shifts. This can
offer great insight into why certain modifications are favourable, and provide options to
improve existing materials. For the MoS2 basal plane, trends in ∆GHads have in the past
been related to the energy of the p-orbital states in MoS2,195 the amount of charge on the
S atom binding site,205 and, for supported MoS2 systems, the energy of the MoS2/support
valence band.160 In one very recent work looking at H adsorption on the basal plane of
MoS2, Liu et al.206 proposed a novel descriptor to capturing changes in the H adsorption
energy based on the difference in energy between the occupied S p-orbital states and the
unoccupied Mo d-orbital states in doped MoS2 systems. In this chapter, we also wish to
relate any observed changes in ∆GHads to underlying electronic factors in the catalyst, so
that the behaviour can be rationalised.
Overall, H adsorption is studied on both the basal plane and edges of MoS2 with a
range of graphene-derived supports. Readily modifiable supports with different dopant
coverages are chosen in order to allow fine-tuning of the MoS2 system. Trends in ∆GHads
are rationalised by comparison to the properties of the catalyst/support system, including
adhesion energy, electronic structure, and degree of charge transfer.
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4.2 Methodology
4.2.1 Structure models
The basal plane of MoS2 (lattice constant 3.18 Å) was modelled as a single-layer periodic
slab with at least 12 Å of vacuum separation in the z-direction. The unit cell was 5×5
Mo atoms in size. The structure of the MoS2 basal plane supported by pristine graphene
is shown in Figures 4.1A and B.
Figure 4.1: The MoS2 basal plane model shown with a pristine graphene support from the
(A) top and (B) side view. (C) Top and (D) side views of a supported MoS2 stripe model
that exposes the Mo-edge (101̄0) and the S-edge (1̄010). Ball and stick models showing
the connectivity of these structures are available in Appendix B.1.
As was done for Chapter 3, the edge of MoS2 was represented using a semi-finite stripe
model (shown supported by graphene in Figures 4.1C and D),169 in which a single sheet
of MoS2 was cut along the (101̄0) and (1̄010) vectors in order to expose the Mo- and S-
edges, respectively. These MoS2 stripes had at least 10 Å of space between their repeats
in the y-direction, and 12 Å in the z-direction. The model was 5 Mo atoms wide in the
periodic x-direction, and 4 Mo atoms in the non-periodic y-direction. The support was
continuous below the MoS2 stripe. Based on previous findings,64,207 the Mo-edge of MoS2
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was assumed to be the catalytically active site (as opposed to the S-edge). The Mo-edge
was simulated with 50% S coverage, and the S-edge with 100% S-coverage, in order to
match structures found under industrial conditions.167 Note that this is a higher S-edge
coverage than was simulated in Chapter 3. This is because a 75% coverage cannot be
reached on a model that is 5 Mo-atoms in the periodic direction. However, Hansen et
al.’s results167 do indicate the S-edge may be either 75 or 100% covered.
The size of both the basal plane and edge models was chosen as a reasonable compro-
mise with respect to computational cost and minimising the strain due to lattice mismatch
with underlying carbon-based supports. In this work, the carbon-based supports were
strained slightly in order to ensure the model size was commensurate with MoS2. These
strains were typically around 7%, and never exceeded 9%. All calculated strains and cell
lengths are given in Appendix B.2. We believe straining the support by these relatively
small amounts is unlikely to have a large impact on the properties of the MoS2 above,
whereas if similar strains are applied to the MoS2 model itself, previous work has found
this has a small effect on the adsorption energy of H.171
The following carbon-based support materials were explored in the present work:
graphene, graphene oxide with epoxide groups (GO-epoxide), graphene oxide with hydrox-
ide groups (GO-hydroxide), N-doped graphene with graphitic doping (NDG-graphitic), N-
doped graphene with pyridinic doping (NDG-pyridinic), N-doped graphene with pyrrolic
doping (NDG-pyrrolic), substitutional B-doped graphene (BDG), substitutional S-doped
graphene (SDG), hexagonal boron nitride (h-BN), and graphitic carbon nitride (gt-C3N4).
These materials are all shown in Figure 4.2. Images showing the structures for all dopant
coverages can be found in Appendix B.3. The graphene base was chosen in part because
of the recent success of MoS2/graphene materials,208 and the ease with which it can be
modified.
The graphene oxide (GO) materials are characterised as a pristine graphene sheet
which is decorated by either epoxide groups (O bonded to two C) or hydroxide groups
(OH bonded to one C) above and below the plane of the graphene.209,210 Because there
are a wide array of possible arrangements of these decorating groups, especially when
different coverages are considered, some restrictions were placed on the graphene oxides
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simulated here. First, although mixed hydroxide and epoxide functionalisation is likely
in experiment, here the epoxide and hydroxide covered graphenes were initially consid-
ered separately. This approximation may be less experimentally realistic, but it allows
separation of the effects that each type of functionalisation may have, which is consistent
with past methodology.160 Second, only graphene oxides with one-sided coverage were
considered. When forming MoS2/support structures, the MoS2 was always placed above
the functionalised side of the graphene oxide. The reason for only considering one-
sided graphene oxides was that early testing with highly covered graphene oxide models
(between 25 and 100 atomic %)a indicated an oxide layer facing away from the MoS2
had very little effect on the H adsorption energy. The data to support this conclusion are
available in Appendix B.4. It should be noted that these tests were conducted with a fairly
unrealistic GO model both in terms of high coverages and completely evenly spaced and
distributed functional groups. While this is not ideal for studying realistic GO supports,
it still suggests a minimal effect from a second layer of functional groups on the side facing
away from MoS2.
Simple testing of where a second O preferred to bind once one O was already on the
graphene suggested that situating these adjacent to each other was most favourable. For
GO-epoxide, coverages of 5, 10, 15 and 25 atomic % were tested, and for GO-hydroxide
5 and 10% were studied. The coverages in the hydroxide systems were more limited as
those higher than 10% resulted in large structural distortions at the unit cell size used
here.
Three different types of N-doped graphene (NDG) were examined: (1) NDG-graphitic,
where a carbon in the graphene lattice is directly substituted for a N, (2) NDG-pyridinic,
where three carbons adjacent to a central carbon are directly substituted for N and
then the central carbon is removed leaving a vacancy, and (3) NDG-pyrrolic, which is
similar to pyridinic doped but one of the pyridinic rings has a carbon removed to form
a pyrrolic ring.203 For NDG-graphitic, the locations of the N in graphene sheet were
chosen randomly, following what is known about the material experimentally.203 Both
aAtomic percent refers to the percentage of dopant atoms per total number of carbon atoms. All coverages
given in this chapter refer to an atomic percent coverage.
Improving H adsorption on MoS2 using carbon-based supports 101
Figure 4.2: Structures of the carbon-based support materials studied in the present work
(in addition to pristine graphene, which is not shown). Most supports are graphene
derivatives with different functional groups. (A) GO-epoxide, (B) GO-hydroxide, (C)
NDG-graphitic, (D) NDG-pyridinic, (E) NDG-pyrrolic, (F) BDG, (G) SDG, (H) h-BN, (I)
gt-C3N4. Ball and stick models showing the connectivity of these structures are available
in Appendix B.1.
the NDG-pyridinic and pyrrolic structures usually occur with N atoms in a tri-subsituted
configuration around a carbon vacancy.211 Here, for NDG-pyrrolic, two out of the three
N are actually pyridinic, which is analogous to models used previously.212 We found that
creating a tri-substituted vacancy with all pyrrolic N was unstable, and resulted in the
buckling of the support. N doping coverages of 4, 8, 12 and 16 atomic % were explored
for NDG-graphitic and NDG-pyridinic, whereas just the 4 and 8% were tested for NDG-
pyrrolic. These coverages span the range that past work has suggested is synthetically
accessible.203 N and S doped graphene materials have previously been combined with
MoS2 in order to activate Pd nanoparticles for the HER,213 making them interesting
candidates here.
102 Improving H adsorption on MoS2 using carbon-based supports
Substitutional BDG, where a C atom in the graphene lattice is directly swapped for
a B atom, was examined at 1.4, 4, 8 and 12% coverages. These coverages are lower than
the materials discussed above as experimental evidence indicates the range of accessible
doping coverages is slightly lower for BDG.203 The locations where B was substituted into
the sheet were randomly selected as no strong thermodynamic preference was found for
localising B atoms next to or distant from each other. Substitutional SDG was generated
using the same treatment, but at the lower 1.4 and 2.4% coverages, which represent the
synthetically accessible range.214
There are two support materials included in this study that are not doped graphene
derivatives, but were included for their structural similarity to graphene and because they
are both used experimentally as catalyst supports.204 The first, h-BN, forms an extended
flat hexagonal sheet, similar to graphene where the elements alternate in adjacent positions
between B and N. The second, graphitic carbon nitride, has a more interesting structure
that is buckled in the plane of the sheet. Melissen et al.215 suggest several computational
models for graphitic carbon nitride, and here we chose the gt-C3N4 type primarily due to
it requiring minimal strain to match the lattice of MoS2 and also its interesting corrugated
structure. Both h-BN and gt-C3N4 have large band gaps and behave as insulators, making
them an interesting point of comparison to the other materials which are all conducting.
One possible concern in constructing MoS2/support structures is whether the position
of the dopants or functional groups on the carbon-based support below MoS2 would
influence the H adsorption energy. For the basal plane of MoS2, this idea was tested by
adsorbing H in different locations on top of the MoS2, where the adsorption sites should
be identical aside from the possible effects of localised dopants underneath. To take the
graphene oxides as one example, where the effect of localised dopants should be at its
largest with clustered oxide groups below MoS2, we found the H binding energy changed
by less than 0.04 eV across three different test adsorption sites. In the edge models of
MoS2, it is also possible that the position of the exposed Mo-edge relative to the dopants
on the support underneath could also have a larger effect than was the case for the basal
plane. To minimise this, again for the graphene oxides which should see the largest effect
from localised dopants, several different positions of the MoS2 stripe model on top of
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the support were tested. In each case, the hydrogen adsorption energy was taken at
the lowest energy geometry. For the other support materials where the dopants were
randomly distributed and not clustered, the position of the stripe should have a smaller
effect. Regardless, in all cases, the H adsorption energy on the MoS2 stripe in several
different positions was found to vary by less than 0.04 eV.
4.2.2 Computational details
All calculations in this chapter were performed using the same general specifications
outlined at the end of Chapter 2. For the basal plane models of MoS2, the unit cell was
sampled with a 4×4×1 Monkhorst-Pack k-point scheme. For the supported edge models
a 4 × 2 × 1 scheme was used, and for the unsupported edge model a 4 × 1 × 1 scheme
was used. The electronic and free adsorption energies of H were calculated as described
in Chapter 2, Section 2.5.1. Only the first H adsorption is studied, as the results from
Chapter 3 indicated this is the critical intermediate to the favourable Volmer-Heyrovský
reaction, and higher H coverages are not generally observed on MoS2 at industrially
relevant potentials near 0 V.
The adhesion energies between MoS2 and support were calculated as shown in Equa-
tion 4.1.
Eadhesion = EMoS2/support − (EMoS2 + Esupport) (4.1)
Where EMoS2 is the energy of the isolated MoS2 structure, and Esupport is that of the
isolated support. Here, the adhesion energies are reported per Mo atom in the MoS2 in
order to avoid model size dependence.
4.3 Results and discussion
Because of the very different binding character on the MoS2 basal plane versus that on
the MoS2 edge, as well differences in the magnitude of ∆GHads , the results from these two
systems are discussed separately here then compared later. The first two sections focus on
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reporting trends in ∆GHads with different supports, then possible explanations for these
trends in terms of the underlying electronic structure are discussed later.
4.3.1 MoS2 basal plane
It is found that H adsorbs to the basal plane of MoS2 in one of two different configurations:
either directly on top of an S atom (henceforth “on-top”) or slightly tilted at an angle of
approximately 40◦ from the upright (henceforth “tilted"). Both binding configurations
are depicted in Figure 4.3. These configurations are around 0.5 eV more favourable than
Figure 4.3: The structures for H adsorption to the basal plane of MoS2 supported by
pristine graphene in (A) an on-top configuration, and (B) a tilted configuration.
possible alternatives, including H binding to an Mo atom or at a bridged position between
an S and Mo. In Table 4.1 ∆GHads is presented for both binding configurations on the range
of MoS2/support combinations tested here. While the on-top structure could be stably
located on all materials, the tilted configuration was only found with certain supports.
For unsupported MoS2, tilted binding of H was found to be more favourable than on-top
binding by about 0.2 eV, a result which is consistent with very recent work that first
reported the tilted configuration.206 However, ∆GHads for tilted H is relatively invariant
to the choice of support, whereas the on-top binding energies appear to be significantly
influenced. As a result, the on-top binding geometry becomes favourable when moving to
supports which reduce ∆GHads . Given that the on-top configuration is more interesting
from a support-tuning perspective, and ultimately provides the lowest ∆GHads values with
the right supports, this will make up the main focus of the following discussion.
Improving H adsorption on MoS2 using carbon-based supports 105
The ∆GHads,on-top value on unsupported MoS2 of 2.22 eV is seen to agree closely with
the 2.2 eV reported previously.171 Adding a pristine graphene support below MoS2 has
very little effect on this value, lowering it to 2.14 eV, yet ∆GHads,on-top varies notably
with other carbon-based supports. At a maximum, ∆GHads,on-top is 2.23 eV with MoS2
on either gt-C3N4 or NDG-graphitic (16% coverage) supports. ∆GHads,on-top is reduced at
least slightly with addition of the majority of supports tested here, and falls to a minimum
of 1.44 eV with a B-doped graphene support (12% coverage).
B-doped graphene is perhaps the most interesting class of support material tested
here, as it causes the largest reduction in ∆GHads,on-top on the MoS2 basal plane. At low
dopant coverages (1.4 and 4%), the B-doped support lowers ∆GHads,on-top by between 0.4
and 0.5 eV relative to pristine graphene. Yet, at slightly higher coverages (8 and 12%)
∆GHads,on-top drops to between 1.4 and 1.5 eV, approximately 0.7 eV lower than with the
pristine graphene support. Because the decrease in ∆GHads,on-top observed here appears
to strengthen at the higher B coverages, this suggests it would be a valid synthetic goal
to be able to produce these higher coverages with reliability. While the majority of
B-doped graphene materials have been synthesised at relatively low coverages (≤ 3%
coverage),203,216 certain synthetic techniques have allowed coverages as high as around
14% to be reached.217
Another support that modifies ∆GHads,on-top significantly is graphene oxide with epox-
ide functionality. For instance ∆GHads,on-top on MoS2 supported by 25% epoxided graphene
is 1.63 eV, about 0.5 eV lower than that for pristine graphene. At lower epoxide coverages
ranging from 5 to 15% ∆GHads,on-top varies between 2.01 and 1.89 eV, suggesting that
the support is not having a large effect in this range. This is an interesting case, as
Tang et al.160 have previously demonstrated a trend of stronger H binding (decreasing
∆GHads) as oxide group coverage on the support increases in the range of 6 to 14 atomic
%. While the same overall trend is seen in the present epoxide data, it is not evident
until higher coverages (such as 25%) are reached. However, Tang et al. studied randomly
distributed oxide groups instead of the clustered oxide groups examined in the present
work, which could potentially account for differences in sensitivity to epoxide coverage.
Unlike for the epoxides, graphene oxide with hydroxide groups (5 or 10% coverage) as a
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Table 4.1: H adsorption free energy (∆GHads) for the basal plane of MoS2 supported on
a series of carbon-based supports at different dopant coverages. Adsorption energies are
given for both the on-top H binding geometry and the tilted geometry (in cases where
it could be located). The MoS2/support adhesion energy per Mo atom, and the valence















Unsupported — 2.22 2.04 — -0.41
Pristine graphene — 2.14 2.03 -0.11 -0.98
GO-Epoxide 5 1.89 1.89 -0.10 -0.65
10 2.01 2.01 -0.10 -0.57
15 1.93 1.93 -0.09 -0.38
25 1.63 — -0.10 -0.18
GO-hydroxide 5 2.18 1.96 -0.07 -1.22
10 2.09 1.96 -0.06 -1.10
NDG-graphitic 4 2.21 1.95 -0.03 -1.52
8 2.19 1.88 -0.05 -1.37
12 2.20 1.94 -0.16 -1.43
16 2.23 1.81 0.02 -1.43
NDG-pyridinic 4 1.94 — -0.12 -0.75
8 1.83 — -0.11 -0.64
12 1.82 — -0.11 -0.57
16 1.80 — -0.11 -0.60
NDG-pyrrolic 4 1.82 — -0.12 -0.55
8 1.72 — -0.12 -0.50
BDG 1.4 1.83 — -0.12 -0.55
4 1.70 — -0.12 -0.49
8 1.50 — -0.12 -0.27
12 1.44 — -0.12 -0.27
SDG 1.4 2.16 1.98 -0.12 -1.19
2.8 2.18 1.95 -0.12 -1.19
h-BN — 2.22 2.01 -0.12 -0.42
gt-C3N4 — 2.23 2.02 -0.10 -0.41
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support for MoS2 does not change ∆GHads,on-top relative to graphene. Higher coverages
of clustered hydroxide groups were not accessible within the present simulation cell size
as they resulted in non-physical buckling of the graphene sheet, so it is unclear whether
∆GHads,on-top would be modified at higher hydroxide coverages as was the case for epoxides.
Two of the supports tested here, h-BN and gt-C3N4, do not have any effect on
∆GHads,on-top compared to unsupported MoS2, despite having a similarly strong adhesion
to the MoS2 sheet as many of the other supports. One notable distinction for these two
materials, compared to the other supports studied, is that they are insulators with a large
band gap. This idea can be used to rationalise why they do not affect ∆GHads,on-top, and
will be revisited later in the discussion.
With respect to the general trends in ∆GHads,on-top across different carbon-based sup-
port materials it is clear that, where different dopant coverages are available on the
support, increasing the dopant coverage either has no effect on the ∆GHads value or serves
to decrease it. Here we find no examples of increasing dopant coverage in the support
causing a systematic increase in ∆GHads,on-top for MoS2.
4.3.2 MoS2 edge
Unlike the basal plane of MoS2, where H can adsorb to any of the equivalent S sites on
top of the sheet, the 50% sulfided Mo-edge has a selection of non-equivalent H adsorption
sites on S and Mo atoms. The results from Chapter 3 showed that the H adsorption
profile on the Mo-edge is complex, and when dealing with higher H coverages above 0.75
ML, H atoms often adsorb to both Mo and S atoms.143 As our primary interest here is in
the tuning effects of catalyst supports, only the first H adsorption is studied. Consistent
with past works,143,166 it is found that H preferentially adsorbs to an S atom on the edge.
Only one binding geometry of H was located, and the ∆GHads value for this adsorption
process (-0.30 eV on unsupported MoS2) demonstrates that H binds much more readily
to the edge than the basal plane, which is also consistent with prior reports.76
In Table 4.2, ∆GHads is presented for the supported MoS2 edge models tested here. In
contrast to the basal plane, for the MoS2 edge the carbon-based supports appear to have
108 Improving H adsorption on MoS2 using carbon-based supports
much smaller magnitude effects on ∆GHads . The range of ∆GHads values spans only about
0.4 eV, from a minimum on unsupported MoS2 (∆GHads = −0.30 eV) up to a maximum
on the NDG-graphitic support (∆GHads = 0.09 eV). This 0.39 eV range compares to the
1.02 eV range on the basal plane. Furthermore, on the MoS2 edge, very little difference
in ∆GHads is induced moving between dopant coverages on the support (usually ≤0.1 eV),
and the majority of variability comes from comparing different classes of carbon-based
support.
Despite the smaller range of ∆GHads values, because the unsupported MoS2 edge
already has a ∆GHads value that is reasonably close to the thermodynamically ideal 0
eV, the variability induced by supports is enough to encompass this 0 eV point. Notably,
the NDG-graphitic support produces ∆GHads values of –0.01 eV and exactly 0.00 eV at
4 and 16% N coverage, respectively. Additionally, the 8 and 12% dopant coverages here
also produce ∆GHads values that are close to 0 eV, suggesting the promising nature of this
material is not particularly sensitive to the support dopant coverage. Pt(111), which is
often considered as a gold standard comparison for HER catalysts, has a ∆GHads value of
–0.03 eV,74 which suggests that MoS2 with a NDG-graphitic support could be competitive
with Pt in terms of HER thermodynamics. The tuning effect this NDG-graphitic support
has on H binding to the MoS2 edge contrasts its behaviour as a support to basal plane
models of MoS2, where it induced effectively no change in ∆GHads . This suggests that
the MoS2 edge binds H differently to the basal plane, and that supports may offer tuning
through different mechanisms.
Pyridinic and pyrrolic N-doped graphene supports do not induce the same favourable
∆GHads that the graphitic N-doped support does. Indeed, these two material types do not
significantly modify ∆GHads compared to a pure graphene support. Thus, one possible
hurdle to obtaining the promising graphitic N-doped support is in the synthesis, as it must
be possible to preferentially induce graphitic doping of N over either pyridinic or pyrrolic.
However, graphitic N doping is generally considered to be the most stable form,212,218 and
modern synthetic techniques are available to enrich the concentration of graphitic N in
the doping process.219 Therefore, it is believed this material is not only promising but
obtainable, especially if work is devoted to further improving the synthesis of graphitic
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Table 4.2: H adsorption free energy (∆GHads) on the 50% sulfided Mo-edge of MoS2
supported on a series of carbon-based supports at different dopant coverages. The
MoS2/support adhesion energy and the charge transferred from the support to the MoS2
stripe (determined via Bader charge analyses) are both shown per Mo atom.







Unsupported — -0.30 — —
Pristine graphene 0 -0.20 -0.12 -3.20
GO-epoxide 5 -0.23 -0.15 -2.25
10 -0.27 -0.13 -0.93
15 -0.24 -0.12 -0.06
25 -0.26 -0.12 0.64
GO-hydroxide 5 -0.17 -0.11 -2.95
10 -0.14 -0.09 -3.74
NDG-graphitic 4 -0.01 -0.17 -6.96
8 0.06 -0.19 -7.80
12 0.09 -0.19 -8.25
16 0.00 -0.06 -8.35
NDG-pyridinic 8 -0.22 -0.12 -3.20
N-doped 16 -0.21 -0.11 -2.10
NDG-pyrrolic 8 -0.23 -0.12 -1.85
BDG 1.4 -0.20 -0.13 -2.82
4 -0.22 -0.2 -2.30
8 -0.24 -0.24 -1.57
12 -0.22 -0.22 -1.50
SDG 1.4 -0.09 -0.13 -5.10
2.8 -0.13 -0.12 -5.35
h-BN — -0.27 -0.11 -0.90
gt-C3N4 — -0.26 -0.10 -0.26
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N-enriched graphene. The idea of multiple types of N-doping simultaneously existing on
a support will be covered later in Section 4.3.4.
In comparing the overall activity of the MoS2 edge to that of the basal plane, the
present data affirms the idea that it is the edge sites on MoS2 that are primarily responsible
for HER catalysis,64 due to the much more favourable ∆GHads values. Support tuning
on the MoS2 edge can produce a thermodynamically optimal catalyst, whereas the H
adsorption on the basal plane had a cost of 1.44 eV even with the most promising support
tested here. This suggests that improving the synthesis of edge-rich MoS2 (which could
be supported by NDG-graphitic materials) would be of much benefit. While carbon-
based supports do show some promising effects on the MoS2 basal plane, the present data
suggests a more substantial modification to MoS2 is required to activate the basal plane.
This idea will be revisited in Section 4.3.4, and is the topic of Chapter 5.
4.3.3 Factors influencing the H adsorption energy
Having observed changes in ∆GHads for MoS2 with different carbon-based supports, it is
interesting to investigate what factors may be responsible for the tuning, in order to inform
the design of future catalysts. Past work has suggested the tuning of ∆GHads on the MoS2
edge relates to the strength of adhesion between MoS2 and support.77 Tsai et al. report
a linear relation between MoS2/support adhesion energy and ∆GHads when studying Au,
graphene, and stacked MoS2 supports. These results indicated that stronger adhesion
energies led to weaker H adsorption to MoS2. However, for the carbon-based materials
studied here, very little variance in the adhesion energy is observed for either the edges
or the basal plane. Furthermore, what little variance is present does not appear to relate
to ∆GHads (see Tables 4.1 and 4.2). Therefore, it is suggested that a relationship between
adhesion energy and ∆GHads is only observed when considering supports that induce large
variations in the adhesion energy, such as the 0.4 eV per Mo difference between graphene
and Au supports.77 When comparing supports derived primarily from the same structure
and elements, such as the carbon-based materials here, adhesion energy does not vary
largely and thus has no effect on ∆GHads .
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Given the adhesion energy cannot explain the variance observed in ∆GHads across
carbon-based supports, alternate explanations are sought in terms of the electronic factors
governing H binding. Due to differences in the magnitude of the ∆GHads on the MoS2
basal plane and edges, they are discussed separately.
Understanding trends in H adsorption on the basal plane
As previously discussed, two adsorption geometries exist for H on the MoS2 basal plane:
on-top and tilted. The tilted geometry is favoured on unsupported MoS2, but ∆GHads,tilted
is invariant to the choice of catalyst support and remains high, whereas many of the
supports studied here serve to reduce ∆GHads,on-top significantly, such that this geometry
becomes favoured. When examining density of states (DOS; see Chapter 2, Section 2.6.1)
plots for both types of binding on a MoS2/graphene system (Figure 4.4, for other materials
see Appendix B.5), it is evident that the two geometries have different binding character.
As originally noted by Liu et al.,206 it is found here that tilted binding of H forms low
energy H s-states that occur at the same energy as S p-states, suggesting formation of a
covalent S-H bond, as these two sharp features are overlapping. Additionally, a strong
Mo d-state (dxy) arises at the Fermi level, meaning it is partially occupied. This has
previously been explained by the idea that the S atom (with a full valence shell) transfers
one electron to a neighbouring Mo so that it can form a covalent bond with H.206 In the
DOS, the Mo d-state that arises is entirely associated with the Mo atom opposite where
H is positioned in the tilted configuration. This suggests the electron transfer is highly
directional.
The on-top configuration of H binding also shows strong low energy H s-states, again
overlapping with S p-states, indicating a covalent bond. However, in the on-top case
there is no appearance of a distinct and half-filled Mo d-state at the Fermi level for the
MoS2/graphene. There is still arguably some very slight filling of Mo d-states directly at
the Fermi level; yet, while the S atom in on-top binding must still be redistributing some
electron density in order to form a covalent bond, this does not appear to be going to a
single Mo.
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Figure 4.4: Angular momentum resolved density of states plots showing the p-states of
the S atom adsorption site, the d-states of the three neighbouring Mo atoms, and the
s-states of adsorbed H (where applicable). (A) Pristine MoS2/graphene material without
H adsorbed, (B) H adsorbed in the tilted configuration, and (C) H adsorbed in the on-top
configuration. Note for the tilted case not all three neighbouring Mo atoms are equivalent.
Plotting ∆GHads against the maximum energy of the occupied S p-states in the DOS
of pristine MoS2/support surfaces (i.e. the valence band maximum, recorded in Table 4.1)
reveals an interesting relation. For on-top adsorption of H (Figure 4.5A), the closer the
valence band maximum of the S p-states is to the Fermi level, the more favourable the
value of ∆GHads,on-top. This relation does not hold true for the tilted binding configuration
of H (Figure 4.5B), for which ∆GHads is invariant to changes in the energy of the p-states.
Using the valence band maximum to predict ∆GHads is not a novel idea – it has been
used to understand differences in H binding before,77,160 and also bears some similarity
to the famous d-band model for describing adsorbate binding on metallic systems.220
Furthermore, Ouyang et al.195 have previously used shifts in the centre of the S p-states in
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order to explain H adsorption trends to defects in MoS2 basal planes. However, the trend
reported in the present work extend these past findings to show that different catalyst
supports are enough to induce substantial changes to the position of the S p-states in
MoS2 which directly reflect on the H adsorption energy.
Figure 4.5: Valence band maximum of the p-states of the S atom adsorption site in
supported MoS2 plotted against ∆GHads for (A) the on-top H binding configuration and
(B) the tilted H binding configuration. A clear decrease in ∆GHads is observed as the
p-state maximum approaches zero when H is binding in the on-top configuration, but
there is no relation observed for tilted H binding.
Furthermore, we show here that the different behaviour of the on-top and tilted binding
configurations in response to the p-state maximum can be rationalised by electronic
arguments, with consideration of the DOS of the support material. Given that the support
influences the adsorption energy for on-top H binding, it is not unreasonable to expect
to see a response in the electronic structure of the support when H is adsorbed in the
on-top configuration that is not present in tilted binding. In Figure 4.6A, the angular
momentum resolved DOS of the pristine graphene support is shown without H adsorbed,
and with H adsorbed to the MoS2 above. The DOS for the other support materials can
be found in Appendix B.6. Both the on-top and tilted configurations of H adsorption are
presented.
When H binds on-top, there is a clear up-shift of the Fermi level, meaning that more
states are occupied. The states are pz in character, suggesting there are more electrons
present in the region between MoS2 and the support material when H is adsorbed on-top.
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Figure 4.6: Angular momentum resolved DOS for (A) a graphene support beneath
MoS2 and (B) an insulating h-BN support. The DOS are shown for when MoS2 has
no H adsorbed (clean) and when H is adsorbed to MoS2 in either an on-top or tilted
configuration. The difference plots, ∆On−top,Clean and ∆Tilted,Clean, represent the change
in the support DOS when H is adsorbed in each of the above configurations. These
differences are calculated by first aligning the highest intensity peak then performing the
subtraction.
This is not observed when H binds in the tilted configuration. Furthermore, looking at
the magnitude of change in the support DOS when H is adsorbed on-top relative to clean
MoS2 (∆On−top,Clean), there is clear evidence of significant perturbation to the electronic
structure. This is not seen when making the same comparison with tilted H binding
(∆Tilted,Clean). Overall these factors all point to the idea that when H binds to MoS2 in
an on-top fashion, some of the electron density from the S atom it binds to is transferred
to the support material below. This finding also rationalises the observed correlation
between the S p-orbital energy and ∆GHads , as the closer in energy these p-state electrons
are to the Fermi level the less energy is required to move them into the conduction band
and thus the support below MoS2. Because most of the supports tested here have states
at the Fermi level, they can readily accept this extra electron density.
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The insulating supports, h-BN and gt-C3N4, do not exhibit tuning of ∆GHads, on-top
with the position of the p-state maximum, and thus they do not fit the trend exhibited
by the other materials in Figure 4.5A. In Figure 4.6B, which shows the DOS of an h-
BN support below MoS2, it is clear that there is very little perturbation observed in the
insulating support DOS when H binds to MoS2 in either the tilted or on-top configuration
(see ∆On−top,Clean and ∆Tilted,Clean). Furthermore, the Fermi level is always present in the
band gap and neither fills nor empties states on H adsorption. This suggests that only
conducting supports can accommodate the electron density displaced by on-top H binding,
and thus only conducting supports will tune ∆GHads, on-top . It is suggested that insulating
supports are unable to directly accommodate the electron transfer from the S p-states
on MoS2 as they do not have states at the Fermi level. To extend this idea slightly, this
may also explain why certain non-zero band gap materials such as graphene and the GO-
epoxides (see Appendix B.6 for support DOS) deviate slightly from the trend in 4.5A.
Here, a slight additional energetic cost may have to be paid to shift the p-electrons not
just to the Fermi level but also slightly higher to the unoccupied states in the support.
However, until more extensive testing can be done, this remains inconclusive, as the
deviations in ∆GHads are relatively small and could be considered within range of error.
In contrast to on-top binding of H, tilted binding does not significantly displace
electrons into the support (as was noted in Figure 4.6A), and instead requires promotion
of an electron from the S p-states to the unfilled Mo d-states. Here, it is found that as
the energy of the p-states increases relative to the Fermi level, so to does the energy of
the unfilled Mo d-states. Thus, the supports studied here do not modify the gap between
S p-states and Mo d-states, and as a result do not change the H adsorption energy for the
tilted configuration.206
While no support material tested here brings the ∆GHads,on-top value on the basal plane
of MoS2 close to a thermodynamically ideal value of 0 eV, the existence of the reliable
relation between the valence band maximum and ∆GHads, on-top is still highly promising.
If a support that drives the energy of the S p-states higher than those examined here
could be found, this may have a more significant effect on ∆GHads . Alternatively, the
introduction of carbon-based supports under MoS2 could be used in conjunction with
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other techniques such as metal or heteroatom doping in the MoS2,221,222 or creation of S
vacancies,171,223 both of which have a much larger effect on the ∆GHads value but allow
less fine control. Importantly, the quantifiable relation and underlying mechanism for
support tuning reported here allow for the rational design and planning of new materials
that can take advantage of the fine-tuning that carbon supports can offer.
Understanding trends in H adsorption on the Mo-edge
As was previously discussed, H adsorption on the edge of MoS2 is significantly stronger
than that on the basal plane, and is affected more moderately by the choice of catalyst
support. The variation in ∆GHads with support could not be easily explained through
changes to the position of the S p-state maximum, as was the case for the basal plane.
Because the edge atoms in the Mo-edge are conducting,64 the p-state DOS for these
systems always encompassed the Fermi level regardless of support. As a result, there was
no change in the maximum energy of the filled p-states, so this could not explain changes
in ∆GHads . Instead, it appears that different factors are influencing the binding of H to
the MoS2 edge compared to the basal plane.
The redistribution of charge in MoS2 upon H adsorption is investigated for both the
MoS2 basal plane and edge. Charge density difference plots comparing the clean and H
adsorbed surfaces are shown in Figure 4.7, where it is observed that S-H bond formation
on the basal plane (on-top geometry) is associated with only very slight movement in
charge in the adsorbed H and the S atom it is adsorbed to. These effects do not
appear to extend beyond these two centres. This was also the case for the tilted binding
geometry (Appendix B.7). In contrast, for the MoS2 edge, significant charge movement
is observed. The adsorbed H takes on positive charge character and negative charge
appears to distribute into the catalyst. Interestingly, adsorbing H produces a dipolar
shift in charge at the S adsorption site, with negative charge accumulating below the
atom and positive where the H is adsorbed on top. This effect propagates along the S
atoms on the Mo-edge, inducing some degree of dipole in most of the S atoms on the edge.
The movement of charge also extends slightly past the edge into “bulk-like” MoS2. It is
possible the large degree of charge movement in response to H adsorption on the edge can
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be attributed to it having higher conductivity than the basal plane.64 Overall, it is clear
that this movement of charge plays a large role in H binding to the MoS2 edge where it
may not for the basal plane.
Figure 4.7: Charge density difference plots showing the movement of charge in graphene
supported MoS2 after H is adsorbed (ρMoS2/graphene+H − (ρMoS2/graphene + ρH)) to either
an S on the basal plane in the on-top configuration (A), or an S on the Mo-edge (B).
Blue indicates negative charge accumulation and pink indicates negative charge depletion.
Isosurface level = 0.006 e−/A3.
Given the importance of charge movement in the MoS2 edge upon H adsorption, it is
pertinent to first understand how the charge character of MoS2 is influenced by the support
material before H is adsorbed. A Bader charge analysis was performed to determine the
extent to which different supports were responsible for donating or withdrawing charge
from the MoS2. The MoS2/support structures were compared to both the component
materials in isolation (i.e. MoS2 and the support material taken separately), and the
amount of charge transferred from the support to the MoS2 was calculated and is recorded
in Table 4.2. This quantity is normalized to the number of Mo atoms in the model, as
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proportionally more charge transfer can occur as the model size increases. A fairly large
range in the degree of charge transfer is observed across different carbon-based supports.
For instance a GO-epoxide support (15% coverage) transfers effectively no charge to the
MoS2 layer, yet the NDG-graphitic supports can transfer about 0.1 of an electron per
Mo atom to the catalyst, which is fairly significant on net. None of the carbon supports
tested here were found to draw an appreciable amount of electron density away from the
MoS2 catalyst.
Most interestingly, different charge transfer behaviour for different support materials
can also be used to explain the observed variations in ∆GHads . Indeed, Figure 4.8 shows a
distinct linear relation between the amount of charge transfer between MoS2 and support
and the ∆GHads value. This relation shows that, compared to pristine graphene, supports
that donate negative charge to MoS2 tend to weaken the subsequent binding of H and
those that withdraw negative charge can strengthen it. Pristine graphene sits near the
middle of the supports tested here, donating 0.03 electrons per Mo atom. The existence of
this relation could be readily used to screen across candidate support materials for MoS2,
or perhaps even other transition metal dichalcogenidesb that have the same structure,
relying on only an optimisation and electronic structure calculation of the clean system.
Furthermore, it could be used to suggest modifications to supports in terms of the charge
donating or withdrawing character for MoS2/support systems that have a ∆GHads value
that is already close to 0 eV.
The relation between support-catalyst charge transfer and ∆GHads can be rationalised
qualitatively by inspection of charge density difference plots showing MoS2/support struc-
tures before and after H adsorption. In Figure 4.9, the charge movement in response to
H adsorption is shown for two supports which are at the extreme ends of the aforemen-
tioned relation: NDG-graphitic (8% coverage) and GO-epoxide (15% coverage). Pristine
graphene, which sits nearer the middle of Figure 4.8 is also included. In all materials,
the pattern of charge movement is similar to that which was observed previously in
Figure 4.7. However the amount of charge movement is substantially more pronounced
bThis is the general name for MX2 structures that form the same octahedral arrangement of atoms that
is observed for MoS2.
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Figure 4.8: Relation of the charge transferred to MoS2 from different support materials
(determined by Bader analysis) and the ∆GHads on the edge of MoS2. A distinct linear
relation is observed, where supports that transfer more negative charge weaken the binding
of H on the catalyst.
for the GO-epoxide support, which does not donate as much charge to the MoS2, and
it is somewhat reduced for the NDG support which donates the most negative charge
to MoS2. We propose that, because the GO-epoxide support does not donate negative
charge to the MoS2, the catalyst is better able to accommodate the fairly long-range
charge displacement that is associated with H adsorbing on the MoS2 edge, and this
strengthens the H binding. In contrast, for the NDG-graphitic support which donates the
highest amount of negative charge to MoS2 out of any of the support materials tested
here, the H adsorption energy is less favourable as negative charge cannot be as easily
distributed into the MoS2.
4.3.4 Extending H adsorption studies to more realistic systems
In the previous sections the tuning of ∆GHads is reported at only the S adsorption site
and studying a single MoS2 model. While this is the first step in determining catalyst
behaviour and tuning properties, it does not take into account the possibility of H
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Figure 4.9: Charge density difference plots showing the movement of charge in MoS2 after
H is adsorbed to edge models that are supported by: (A) NDG-graphitic 8% coverage,
(B) pristine graphene, (C) GO-epoxide 15% coverage. Blue indicates negative charge
accumulation and pink indicates negative charge depletion. Isosurface level = 0.006 e− /
Å3.
adsorbing to an Mo atom instead, or the case of defects being present on as-synthesised
MoS2.224 These cases are also very important to consider, especially in light of the results
discussed in Chapter 3, which suggested more than just the S site would be involved in
both the Tafel and Heyrovský combination of H on MoS2. Thus, we extend the current
analysis here to look at Mo adsorption sites and S vacancy defect sites on both the basal
plane and edges. Unfortunately, a full scale study of these sites was not feasible in the
current project, but it is a topic of ongoing work in the group. Instead, two supports
are chosen for each of the above cases: (1) the pristine graphene support and (2) the
support which induces the largest effect on ∆GHads (BDG 12% for the basal plane and
NDG-graphitic 16% for the edge). These results are presented in Table 4.3. From these
data it is clear that the support tuning effects are similar regardless of whether H is
adsorbed to a S or Mo atom. For the models without any defects, a BDG 12% support
lowers ∆GHads on the basal plane by around 0.7 to 0.8 eV relative to pristine graphene
for both the Mo and S adsorption sites. On the edge models, the NDG-graphitic 16%
support raises ∆GHads by around 0.2 eV for both adsorption sites.
If S vacancy defects are introduced to the model, ∆GHads drops notably on the basal
plane, and this is most significant when H is adsorbed to an Mo atom. Again, in terms
of the support tuning, the BDG 12% support lowers ∆GHads in both cases. However, the
magnitude of this tuning is somewhat reduced compared to pristine MoS2 models. Overall
the data suggests that the tuning effects of supports are not unique to one type of MoS2
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Table 4.3: ∆GHads (eV) values for the S and Mo adsorption sites on a selection of supported
MoS2 systems. ∆GHads values for basal plane models with an S vacancy defect are also





System S site Mo site S site Mo site S site Mo site
Pristine graphene 2.14 2.70 1.64 0.16 -0.20 0.92
BDG 12% 1.44 1.84 1.34 -0.03 — —
NDG-graphitic 16% — — — — 0.00 1.17
structure or adsorption site, and could be used in conjunction with defect engineering,
which produces very favourable ∆GHads values on the basal plane specifically. Indeed, the
MoS2 basal plane with an S vacancy and a BDG support could be a promising candidate
to take forward into further testing with a ∆GHads on Mo of only -0.03 eV.
Finally, it is worth noting that, under realistic experimental conditions, the NDG-
graphitic support for MoS2, found here to produce promising ∆GHads values (close to
zero) on the Mo-edge, would be unlikely to exist with purely graphitic N doping. While
experimental evidence suggests graphitic N are the most stable and would dominate,203
some pyridinic and pyrrolic N may also be present. Thus, to simulate a realistic NDG
supported MoS2 edge system, the 16% NDG-graphitic support model was modified to
include two pyridinic N centres and one pyrrolic N centre. ∆GHads on the MoS2 edge
above this realistic mixed NDG support was found to be 0.02 eV, suggesting that the
promising H adsorption behaviour for the NDG-graphitic support is robust to relatively
small but synthetically relevant changes to N doping.
4.4 Future work
The promising trends and tuning observed in this chapter raise a number of interesting
directions for future work. Perhaps the most obvious extension is to perform mechanistic
modelling and activation barrier calculations on the promising MoS2-edge model with a
graphitic NDG support that yielded thermoneutral H adsorption. While the H adsorption
energy on S was found to determine a great deal about the reactivity of a catalyst
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in Chapter 3, recall that transferring Hads onto the neighbouring Mo atom was still a
critical step in both Tafel and Heyrovský combination. Mapping out the full reaction
mechanisms, where diffusion to this Mo is considered, would allow us greater confidence
in our prediction of high activity. Furthermore, with an appropriate model for applied
potential, the activity could be simulated across a range of electrochemically relevant
potentials.
In a different avenue of exploration, the high degree of impact that exchanging the
support materials belowMoS2 has on its electronic structure prompted us to examine other
methods that can induce similar electronic effects. A current project in our research group
is focussing on using twistronics to modify the electronic structure, and thus ∆GHads on
the MoS2 basal plane. The idea behind twistronics is that, by modifying the relative twist
angle between two sheets of a 2D catalyst (or a catalyst and a support), one can perturb
the electronic structure in both materials. This has previously been demonstrated with
two stacked MoS2 sheets and a MoS2/graphene system,225 where the band gap of MoS2
could be tuned by altering the relative twist between the lattices. Given the relevance
of the S p-state energy shown in the present chapter, we wish to extend the twistronics
phenomenon to see if it can be used to tune ∆GHads without even having to exchange a
support.
Lastly, because the supports tested here were unable to drive ∆GHads on the basal
plane of MoS2 particularly close to thermoneutral, it would be interesting to study other
ways in which this could be achieved. This is particularly important, given that the basal
plane makes up a large portion of the surface area of MoS2. The question of how to
improve H adsorption to the MoS2 basal plane is the focus of Chapter 5, and will be
addressed in detail therein.
4.5 Conclusions
This chapter represents the first systematic study of how carbon-based supports are able
to tune the H adsorption energy on both MoS2 basal planes and edges. For the basal
plane, two configurations of H binding on S are located: a directly on-top geometry and a
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tilted geometry. The H adsorption energies for tilted binding are generally high (around
2.0 eV) and are unaffected by the support. In contrast, the energy for on-top H binding
can be modified in the range of 2.2 to 1.4 eV with different supports. For the MoS2
edge, the carbon supports have a more modest effect on the H adsorption energy, but are
able to alter it in the range of 0.09 to -0.27 eV. Critically, we found that a graphitic N
doped graphene support produced a H adsorption energy on the MoS2 edge of exactly
0 eV – the ideal thermoneutral value – making this synthetically accessible support a
promising candidate for experimental testing. This thermoneutral adsorption energy did
not shift significantly when a number of graphitic N were replaced with other types of
N doping, suggesting that realistic as-synthesized N doped graphene supports could be
used. Additionally, a S doped graphene support under MoS2 was also found to produce
activity close to that of N doped graphene, highlighting the benefits of screening a wide
variety of supports.
The observed variations in the H adsorption energy for both the basal plane and the
edges of MoS2 with different carbon supports were also rationalised here. For the basal
plane, a relation between the energy of the valence p-orbitals in MoS2 and the on-top
H adsorption energy was observed. This was attributed to the fact that higher energy
p-states required less energy to transfer electrons into the conduction band of the support,
a process which we find takes place in response to on-top (but not tilted) H binding. For
the MoS2 edges, the H adsorption energy was found to closely and linearly relate to the
amount of negative charge each support transferred to the MoS2 when the two materials
adhered together. The greater the negative charge transferred to the MoS2, the weaker
the subsequent H binding, as the catalyst was less able to accommodate the movement of
charge that takes place when H adsorbs to the edge.
Overall, the existence of trends in the H adsorption energy on both the basal plane and
the edges of MoS2 with different carbon supports allow a much deeper understanding of
the role of the catalyst support. These trends can be used to screen across new candidate




Hydrogen evolution on MoS2 nanotubes
In the previous chapter it was shown that the MoS2 edges can be successfully tuned to have
thermoneutral H adsorption using catalyst supports. However, the range of H adsorption
free energies (∆GHads) induced on the MoS2 basal plane did not come particularly close to
0 eV. Because the basal plane portion of the catalyst makes up the majority of its area, it
would still be desirable to activate this section for hydrogen evolution as well. Therefore,
in the present chapter we use a different structural analogue of MoS2 – a nanotube form
– in order to examine if the strain induced by curvature is able to improve the hydrogen
evolution thermodynamics across the basal plane.
Here, we model armchair and zigzag MoS2 nanotubes ranging from 12 to 22 Å in
diameter. The hydrogen evolution reaction (HER) on MoS2 nanotubes has never before
been studied computationally, so we first examine what H adsorption sites are favoured
and report ∆GHads values as a function of nanotube diameter. We find that ∆GHads can
be related to the amount of strain due to curvature in the nanotube, with smaller, more
highly strained, nanotubes adsorbing H more strongly. Additionally, we relate the size-
dependent electronic structure changes in the nanotubes directly to the effect they have
on ∆GHads using density of states analyses. Lastly, because defect sites are common in
the nanotube structures of MoS2, we study how the presence of an S-vacancy defect on
the nanotube surface affects ∆GHads .
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The work reported in this chapter is also the topic of a recently accepted paper:
Ruffman, C., Gilmour, J. T. A, Garden A. L., “Size-dependent trends in the hydrogen evo-
lution activity and electronic structure of MoS2 nanotubes,” Nanoscale Advances, 2021,
accepted. In this paper, Dr James Gilmour assisted with the density of states analyses,
including helping to find trends between electronic structure features and ∆GHads .
5.1 Introduction
As has previously been discussed, a large contributor to the poor HER activity on the
MoS2 basal plane is that the reaction thermodynamics are highly unfavourable, with the
surface binding H very weakly.5 ∆GHads on the pristine basal plane of MoS2 is found to be
around 2.20 eV,199 which indicates a very unfavourable adsorption. In Chapter 4 it was
shown that ∆GHads on the basal plane could be brought somewhat closer to the desired
thermoneutral value of 0 eV by the addition of conducting carbon-based supports.199
However, even the most promising supports still produced ∆GHads values that were above
1.4 eV, indicating H would still be unlikely to adsorb favourably. It is also possible to
improve ∆GHads on the basal plane by doping with heteroatoms,221,222 creation of S-
vacancy defects,223 or laterally straining the MoS2 sheet.226
In terms of experimental work, Shi et al.221 have shown that the HER activity of the
basal plane can be improved by uniformly doping pristine MoS2 with Zn atoms, which
replace certain Mo. This more than triples the turnover frequency to hydrogen from 3.83
s−1 to 15.4 s−1. A small degree of improvement is also seen when doping with Cu atoms,
but Ni, Fe and Co were found to offer no promotion of the catalyst. Computationally,
Gao et al.226 have shown that doping MoS2 with Rh, Pd or Ag can bring ∆GHads on the
basal plane within 0.2 to 0.4 eV from thermoneutral. The authors were able to further
improvement by applying precise lateral strains to the MoS2 sheet. It was also shown
in Chapter 4 that a B-doped graphene support in conjunction with the creation of an
S-vacancy defect yielded an H adsorption energy close to thermoneutral. Thus, there are
several promising techniques for activating the basal plane, specifically when two or more
techniques can be used in conjunction with each other.226 However, these process can also
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be highly synthetically complex, require precision, and could affect the long-term stability
of the catalyst. Furthermore, the literature is sparse on examples of systematic tuning
of ∆GHads where an easily controllable parameter can be modified to produce the desired
activity.
An alternative way to activate the basal plane would be to use a structural form of
MoS2 that has an innately lower ∆GHads and therefore higher intrinsic activity. Perhaps
the most well known of these is 1T-MoS2, where an artificially induced phase-transition
causes a shift to metallic behaviour on the basal plane.62,227 However, recently, several
experimental studies have reported high HER activity from nanotube structures formed
out of single-layer MoS2,228–230 where the catalyst is coiled up, analogous to how carbon
nanotubes are formed by rolling graphene. The nanotube form of MoS2 is relatively easy to
synthesise, either with a single wall, multiple walls, or with a different core material.231,232
The enhanced catalytic activity of the nanotubes compared to flat structures suggests
that the strain placed on the basal plane by rolling it into a tube may somehow activate
it to adsorbing H. This is reasonable to expect, as Shi et al.233 have previously shown
that mechanical bending of flat forms of MoS2 can strengthen the H adsorption energy.
Furthermore, the electronic structure in MoS2 nanotubes is known to change compared to
flat structures, showing smaller band gaps234,235 and enhanced charge carrier mobility,236
both of which are features that are associated with catalytic activity.199 Specifically,
in light of the relation between the energy of the S p-states and ∆GHads reported in
Chapter 4, modifications to the band gap in MoS2 nanotubes are very likely to have an
effect on the catalytic activity. Very recently, Cardoso et al.237 were able to show that
electronic structure changes in nanotubes of alternative dichalcogenides, WS2 and WSe2,
were responsible for improved H adsorption energies, and thus better HER performance.
As a result, it is of great interest to understand how the electronic structure in MoS2
nanotubes differs from that of the flat basal plane, and whether this can be related to
HER performance.
In addition to simply being different from the flat basal plane, it has long been
established that the surface and electronic properties of MoS2 nanotubes are also highly
size dependent. Seifert et al.238 show that the strain energy of MoS2 nanotubes between
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8 and 26 Å in diameter increases notably as the tubes get smaller. At the same time,
the smaller nanotubes begin to behave more like conducting materials instead of semi-
conductors. More recently, Ansari et al.239 reported a near-linear decrease in the band
gap of MoS2 nanotubes as the diameter reduced. If this relation is extrapolated, the band
gap would approach 0 eV (i.e. conducting) at around 10 Å in diameter. In studying
charge carrier mobility, Xiao et al.236 report notable differences between the electron and
hole mobility for two different ways of coiling MoS2 nanotubes: armchair and zigzag. The
authors also find that the carrier mobility changes notably with the size of the nanotube.
Given that altered electronic conductivity and a reduction of the band gap are critical to
HER catalysis,199 in the present work we also study how the H adsorption free energy
shifts between different sized nanotubes, for both armchair and zigzag structures. Any
observed effects on ∆GHads can then be linked to changes in the underlying electronic
structure.
Lastly, in this work we also look at S-vacancy defect sites both on the flat basal
plane and on MoS2 nanotubes. Multiple high-resolution transmission electron microscopy
studies have suggested that S-vacancy defects are common in the basal plane of MoS2,240
with site densities of up to 1013 per cm2.241 Density functional theory (DFT) studies also
confirm the likelihood of S-vacancies in the basal plane,171,195,223 finding that they have
an effect on both the electronic properties of the basal plane and significantly lower the H
adsorption energy.171,222 Previous reports on defects in MoS2 nanotubes report S-vacancies
form readily,242 and modify the mechanical243 and electronic or magnetic properties,242
but the H adsorption energy has yet to be explored.
In this chapter, calculations of ∆GHads on MoS2 nanotubes are used to explore the ac-
tivation of the basal plane by reducing the thermodynamic cost of adsorbing or desorbing
H. Armchair and zigzag nanotubes of diameters varying from 12 to 22 Å are studied, and
both pristine and S-vacancy defect sites are considered. We find a reliable tendency for
H adsorption to become more favourable as nanotube diameter decreases, regardless of
adsorption site. Density of states calculations are used to rationalise this trend in terms
of the energetic position of the S p-states and Mo d-states involved in bonding H.
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5.2 Methodology
5.2.1 Structure models
The flat basal plane of MoS2 was simulated using a single-layer slab, periodic in two
dimensions, with an explicit unit cell measuring 5×5 Mo atoms (a = 3.18 Å). At least
12 Å of vacuum separation was ensured between repeats in the non-periodic direction,
perpendicular to the basal plane.
To form MoS2 nanotubes, an extended sheet of flat single-layer MoS2 was coiled about
a chiral vector,
−→
Ch, as seen in Figure 5.1A. In this case, the shaded region makes up the
atoms in the nanotube, and the two dark grey ends will meet when coiled.
−→
Ch runs along
the circumference of the coiled nanotube. The length and direction of
−→
Ch comes from
the sum of two vectors, −→n and −→m which are at 60◦ to each other. Coiled nanotubes are
described by the length of their −→n and −→m vectors in terms of the number of primitive
cell repeats, (−→n , −→m). The example in Figure 5.1A is a (3, 3) tube, which is smaller
than is realistic and is included for illustration purposes only. Armchair nanotubes are
defined by −→n and −→m having the same length, whereas for zigzag nanotubes the −→m vector
is always zero and −→n can have any value. Examples of realistic coiled armchair and zigzag
nanotubes are also given in Figure 5.1B to E.
In a computational representation of the nanotubes, there is one periodic direction
along the length of the tube and there are two non-periodic directions. The explicitly
simulated repeating cell in the periodic direction was 4 units long, as shown in Figure
5.1C and E. At least 12 Å of vacuum spacing was ensured in the non-periodic directions
either side of the nanotube.
In this work, the following armchair nanotubes were explored: (8, 8), (9, 9), (10, 10),
(11, 11), (12, 12), (13, 13), and (14, 14). The zigzag nanotubes studied were: (14, 0), (15,
0), (17, 0), (19, 0), (20, 0), (22, 0) and (24, 0). These sizes were chosen such that both
armchair and zigzag nanotubes had a similar range of internal diameters. The largest of
these nanotubes has 112 Mo atoms and 224 S atoms, which represents close to the upper
limit of what could be feasibly computed within the time-frame of this work.






Figure 5.1: (A) A schematic showing how MoS2 nanotubes are related to the flat basal
plane. The shaded area indicates the nanotube that could be rolled along chiral vector,−→
Ch, so that the two darker edges meet. The sum of the −→n and −→m vectors define the
length and direction of
−→
Ch, here giving a (3, 3) armchair nanotube. The (B) end-on and
(C) side views of a (10, 10) armchair nanotube. The (D) end-on and (E) side views of
a (17, 0) zigzag nanotube. Note that these two examples both have approximately the
same internal diameter. The red boxes give and indication of the unit cell in the periodic
direction, but the heights of these boxes are not to scale.
5.2.2 Computational details
The DFT calculations reported in this chapter were all conducted using the same general
methodology that is reported in Chapter 2. For flat basal plane models, reciprocal space
was sampled using 4× 4× 1 Monkhorst-Pack k-point scheme. For nanotubes, where only
one dimension is periodic, a 4× 1× 1 scheme was used instead.
The strain on nanotube models due to their curvature, ∆Estrain, was calculated per





where Etube is the electronic energy of the pristine nanotube, Etube is the energy of an
equivalent flat MoS2 surface, and nMo is the number of Mo atoms in the model.
In terms of converting electronic H adsorption energies to free energies, the value of
the [∆(ZPE) − T∆S] contribution in Equation 2.39 (see Chapter 2) was tested across
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multiple different adsorption sites. On the flat basal plane, this term was found to be
consistently around 0.23 eV regardless of the site H adsorbed to. On the MoS2 nanotubes,
the value was slightly higher at 0.25 eV, and it did not depend on nanotube size. For
adsorbing H to S-vacancy sites, [∆(ZPE)− T∆S] was lower at 0.21 eV on both the basal
plane and nanotubes.
5.3 Results and discussion
5.3.1 Pristine MoS2 nanotubes
The optimised values for the lattice constant (in the periodic direction along the axis of
the nanotube) and the diameter of the different armchair and zigzag nanotubes tested
here are presented in Table 5.1. For all the armchair nanotubes, the lattice constant is
very slightly longer than that for the extended basal plane of MoS2. In contrast, for the
zigzag nanotubes, the lattice constant is shorter. These patterns are consistent with past
results.235 When moving to larger sizes, the lattice constant for both types of nanotube
appears to trend in the direction of the bulk value.
In terms of the nanotube internal diameters, a reasonable range is able to be simulated
for both armchair and zigzag nanotubes, spanning in total from 11.91 Å to 21.88 Å.
While most of the sizes reported here are smaller than those that are typically observed
in experiment,232 the largest of the MoS2 nanotubes crosses over with the size of some of
the smaller cases observed experimentally.67 The diameter range we report is similar to
that of other DFT works.236,238
The strain energy due to curvature (calculated via Equation 5.1) is also presented in
Table 5.1. There is a consistent trend for strain to increase as the nanotube diameter,
d, gets smaller (Figure 5.2). The strain appears to follow a a non-linear 1
d2
relation with
nanotube diameter, which was originally reported by Seifert et al.238 Some of the smallest
nanotubes studied here can be considered highly strained, with an energy difference of
0.73 eV per Mo atom compared to the flat surface.
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Table 5.1: Optimised geometric parameters of the pristine nanotubes studied in the
present work. The lattice constant is measured in the periodic direction along the axis of
the nanotube, and the diameter is measured internally from two S atoms on the inside of
the tube. Also shown is the strain energy per Mo atom for the nanotube relative to a flat
surface of the same size, ∆Estrain, and the free energy of H adsorption, ∆GHads , at both















Basal plane 3.18 — — 2.24 2.79
Armchair
(8, 8) 3.21 11.91 0.73 1.39 1.55
(9, 9) 3.21 13.56 0.59 1.51 1.70
(10, 10) 3.21 15.16 0.49 1.60 1.83
(11, 11) 3.20 16.75 0.41 1.67 1.91
(12, 12) 3.20 18.60 0.34 1.74 2.01
(13, 13) 3.20 20.36 0.30 1.79 2.11
(14, 14) 3.20 22.08 0.26 1.82 2.13
Zigzag
(14, 0) 3.14 12.26 0.69 1.44 1.52
(15, 0) 3.14 13.16 0.61 1.52 1.67
(17, 0) 3.16 15.00 0.49 1.60 1.80
(19, 0) 3.16 16.96 0.40 1.70 1.88
(20, 0) 3.17 17.91 0.36 1.72 1.90
(22, 0) 3.17 19.97 0.30 1.79 2.06
(24, 0) 3.17 21.88 0.26 1.82 2.06
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Figure 5.2: The strain energy per Mo atom of armchair and zigzag MoS2 nanotubes of
different diameters.
On the MoS2 basal plane, three stable H adsorption sites are located: directly on-top
of an S atom (Figure 5.3A, ∆GHads = 2.24 eV), in a tilted configuration on an S atom
at approximately 40◦ from the upright (Figure 5.3B, ∆GHads = 2.04 eV), and directly on
an Mo atom (∆GHads = 2.79 eV). Note that these configurations are identical to those
discussed in Chapter 4, although the Mo site was not considered in depth there. Each of
these three H adsorption sites were tested on the MoS2 nanotubes. However, the tilted H
configuration could not be located on nanotubes of any size tested here, despite it being
preferable on the flat MoS2 basal plane - a feature which is consistent with past work.206
Locating the titled geometry was also difficult in the work in Chapter 4 on flat MoS2 also,
where certain supports beneath the catalyst prevented it being found.199 It is suggested
that this tilted configuration is highly sensitive to perturbations of the MoS2, and thus
we proceed only with the stably located S on-top and Mo sites for the nanotubes.
Unlike the flat basal plane which has symmetric faces, the sites inside and outside of
the MoS2 nanotubes are non-equivalent. To compare inside and outside H adsorption,
three sizes for each of armchair and zigzag nanotubes were chosen as a representation of
different diameters: (8, 8), (11, 11) and (14, 14) for armchair, and (14, 0), (19, 0) and
(24, 0) for zigzag. The raw electronic adsorption energies for the inside and outside sites
on these structures are presented in Table 5.2. The overall trends indicated a strong and
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reliable preference for H adsorption on the outside of the nanotube as opposed to the
inside, by on average 0.30 eV for S sites and 0.85 eV on Mo sites. The geometries of these
favourable outside binding sites are pictured for an armchair nanotube in Figure 5.3 at
the S site (C and D) and the Mo site (E and F).
Table 5.2: Electronic H adsorption energies, ∆EHads , compared between the inside and
outside of MoS2 armchair and zigzag nanotubes of three different sizes.
System ∆EHads S ∆EHads Mo
(−→n , −→m) Outside Inside Outside Inside
Armchair
(8, 8) 1.13 1.48 1.31 2.40
(11, 11) 1.41 1.71 1.67 2.50
(14, 14) 1.56 1.81 1.89 2.53
Zigzag
(14, 0) 1.18 1.51 1.28 2.33
(19, 0) 1.44 1.73 1.64 2.51
(24, 0) 1.56 1.81 1.82 2.59
One possible reason for the preference to adsorb on the nanotube outside is a small
but consistent charge disparity between the S atoms on the outside of the tube and those
on the inside. Bader charge analyses of these centres in (8, 8) armchair MoS2 indicated
the average net charge on the outside S atoms was −0.68e−, and for the inside S atoms
was −0.57e−. This is in contrast to the flat basal plane, where the average Bader charge
on the S atoms lies somewhere between these two values, at 0.61 e−. A similar pattern
was observed for larger nanotubes and also the zigzag nanotubes. Plots showing the
charge localisation trend across multiple sizes are available in Appendix C.1. Considering
the fairly large number of atoms this charge differential is distributed over, it indicates a
reliable preference for electron density to be on the outside of the nanotube. It is possible
this can be rationalised through classical charge repulsion arguments which would indicate
that e− with more room to move on the outside of the circumference of the nanotube are
more energetically favourable.
The ∆GHads values for the favourable S and Mo sites on the outside of all nanotubes
studied here are presented in Table 5.1, and these values are plotted against the nanotube






Figure 5.3: Favourable adsorption site geometries on the basal plane and on the outside
of an armchair nanotube. (A) shows the on-top S site and (B) shows the tilted S site,
both on the basal plane. (C) and (D) show top and side views of H adsorption to an
outside S on the armchair nanotube, and (E) and (F) show the same for Mo adsorption.
These geometries are also representative for H adsorption on the zigzag nanotubes.
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diameter in Figure 5.4A. There is a clear preference for the S site over the Mo at the
largest nanotube sizes – by 0.31 eV on the armchair nanotubes and 0.24 eV on the zigzag
nanotubes. However, this difference in energy drops to only 0.16 eV and 0.08 eV (on
armchair and zigzag, respectively) at the smallest sizes. This is clearly clearly observed
in Figure 5.4A, in the region around 12 Å in diameter. For all nanotubes, this difference
is significantly smaller than the 0.55 eV gap between Mo and S sites on the flat basal
plane, suggesting that these two sites are far more competitive on nanotubes, especially
those with small diameters. This may have mechanistic ramifications, as H diffusion to
an Mo atom was implicated as an important step in the HER on MoS2 edge structures
in Chapter 3,143,166 though this has not currently been explored on the basal plane of
MoS2.245
Figure 5.4: (A) The hydrogen adsorption free energy, ∆GHads , as a function of diameter
for both armchair and zigzag nanotubes. (B) The linear relation between strain energy,
∆Estrain, and ∆GHads . Note that it may appear there are fewer armchair nanotube data
points than zigzag, but this is because several values fall in exactly the same place on the
plot. For both plots, ∆GHads on the flat basal plane S site is also shown for comparison.
Examining how ∆GHads changes with the diameter of different nanotubes, there is a
clear trend for H adsorption to become more favourable as the nanotubes get smaller
(Figure 5.4A). Interestingly, no notable difference in ∆GHads between armchair and zigzag
nanotube structures is observed, other than that induced by their slightly different di-
ameters. This suggests that the local electronic and geometric structure around the H
adsorption site is the same for both classes of nanotube. The most favourable adsorption
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energy found here is 1.39 eV, reported at an S atom site on the (8, 8) armchair nanotube
with a diameter of slightly less than 12 Å. This is significantly lower than the 2.24 eV
adsorption energy on the flat basal plane of MoS2, suggesting the nanotubes would have
enhanced HER activity. However, ∆GHads is still significantly higher than thermody-
namically ideal, and it is similar to the best (B-doped graphene) supported system from
Chapter 4.
The enhanced catalytic activity in nanotubes can be partly explained by smaller
nanotubes having higher strain energies. In Figure 5.4B, it can be seen that the ∆GHads
relates very closely to ∆Estrain. This linear relation may be highly useful for predicting
∆GHads values on different sized nanotubes, or even curved MoS2 surfaces. However, while
it makes sense intuitively that higher strained materials may bind H stronger, it remains
unclear what electronic and bonding factors underpin this behaviour. This point will be
revisited and addressed in Section 5.3.3.
One interesting question is to what extent the relation between ∆GHads and nanotube
diameter or strain can be extrapolated. For instance, it is possible that ∆GHads values
closer to 0 eV could be reached going to nanotubes smaller than 12 Å in diameter,
corresponding to higher strain energies. When this idea was tested here, it was found
these nanotubes were highly unstable, and tended to distort and break apart when H was
adsorbed to the system. The breaking apart of the nanotubes is not overly surprising,
given these particularly small systems are under relatively high strain (0.73 eV per Mo
atom). This suggests that 12 Å diameters may pose a lower limit on the size of single-
walled MoS2 nanotubes, for surface catalysis applications at least. Looking at the larger
sizes of nanotubes, it is possible that the relation could be extrapolated to a nanotube of
infinite diameter, which should in theory match the ∆GHads of the basal plane. However,
without additional testing of H adsorption on nanotubes larger than the maximum size
reported here, making this extrapolation is difficult as it is unclear whether the relation
between diameter and ∆GHads is linear in nature or curvilinear (in which case it may
asymptote). Unfortunately, larger sizes were outside the scope of the DFT calculations
able to be performed here. Though, it is possible future work could be done using a
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limited selection of larger nanotubes or models that had fewer repeats in the periodic
direction of the tube.
5.3.2 S-vacancy defects in MoS2 nanotubes
Given that even the smallest MoS2 nanotubes obtainable here still produced ∆GHads values
that were much higher than the desired thermoneutral 0 eV, this alone was unlikely to be
able to explain the experimentally observed enhanced catalytic activity of the nanotubes
relative to the basal plane.229,246,247 Therefore, nanotubes with S-vacancy defects were also
investigated. As raised in the Introduction, studies exist on defects in MoS2 nanotubes
modifying the mechanical243 and magnetic properties,242 thus they may also have an
effect on the H adsorption energy. Here, single S-vacancies are studied where one S atom
is removed from the outside of the nanotube. This was done for each of the sizes of pristine
nanotube tested in the previous section. No notable structural distortion was observed
on relaxation after a defect had been created.
The different H adsorption sites available at the S-vacancy were then investigated.
On the flat basal plane with an S-vacancy the most favourable adsorption site was found
to be at the centre of three Mo atoms directly below where the S had been removed
(Figure 5.5A), which is consistent with past work.171 This position was at least 0.5 eV
more favourable than when H was situated on the S atoms surrounding the defect. If
H was positioned directly on-top of one of the Mo atoms at the S-vacancy, it always
relaxed such that it was centred between all three Mo. Interestingly, this was not the
most favourable site on the defective MoS2 nanotubes – where H instead preferred to
adsorb at a bridged position between two of the Mo atoms underneath the S-vacancy for
both armchair and zigzag nanotubes (Figure 5.5B and C). The different adsorption site
preference for nanotubes is likely the result of inequivalent Mo atoms in the triangle below
the S-vacancy defect. Because of the strain induced by coiling into a tube, two sides of
the triangle of Mo atoms have longer bond lengths than the other. In the (8, 8) armchair
nanotube the long Mo-Mo bonds are 3.47 Å and the short bond is 3.15 Å. For the (14,
0) zigzag nanotube, there is one long bond of 3.53 Å and two short bonds of 3.23 Å. H




Figure 5.5: Geometries of the most favourable H adsorption sites for systems with an
S-vacancy defect. (A) shows the flat basal plane, (B) the armchair nanotube, and (C) the
zigzag nanotube. Note the preferred adsorption at a bridged position between Mo atoms
for the nanotube cases compared to the threefold site for the flat basal plane. In all cases
the red circles indicate the position of the S atom removed to create the vacancy.
adsorbing in the bridged position at any of the short Mo-Mo bonds is the preferred site.
Indeed, a stable adsorption geometry in the long bond position could not be located, and
instead H would always diffuse to the short Mo-Mo bond site during relaxation.
The ∆GHads values for adsorption at the S-vacancy sites across all the nanotubes tested
here are reported in Table 5.3. A substantial drop in ∆GHads compared to the pristine
surfaces (seen earlier in Table 5.1) is observed both on the flat basal plane, and across all
nanotubes. First looking at the flat basal plane, the ∆GHads of 0.15 eV is much closer to
thermoneutral than for the pristine surface, a finding which is in close agreement with past
work223 and indicates that the S-vacancy site is far more likely to be active for hydrogen
evolution. The ∆GHads values were already seen to decrease relative to the flat basal plane
for pristine nanotubes, and here at the S-vacancy site ∆GHads was further lowered and
is actually negative for many of the sizes tested here. The negative values indicate that
some nanotube S-vacancies actually bind H too strongly to be thermodynamically ideal,
in stark contrast to the very weak H binding on the pristine flat basal plane of MoS2.
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Table 5.3: H adsorption free energies, ∆GHads , at S-vacancy defect sites on MoS2
nanotubes and the flat basal plane.


















Figure 5.6: The hydrogen adsorption free energy, ∆GHads , at the S-vacancy defect as a
function of diameter for both armchair and zigzag nanotubes. ∆GHads on the flat basal
plane S-vacancy site is also shown for comparison.
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Examining the effect of nanotube diameter on ∆GHads for the S-vacancy sites (Figure
5.6), it is clear that there is still a degree of tuning with size. However, compared to the
pristine nanotubes, where ∆GHads on S spanned in total 0.43 eV across diameters from
approximately 12 to 22 Å, here ∆GHads only varies by 0.25 eV for armchair and 0.15 eV
for zigzag nanotubes across the same range. Interestingly, the range of ∆GHads values that
are produced with different diameters spans the thermodynamically ideal region around
0 eV. These data suggest that nanotubes around the size of 17-22 Å in diameter would
have S-vacancies with near ideal ∆GHads values for hydrogen evolution. Given that it
is well known that specific active sites can dominate a catalyst’s reactivity, even if they
are not overly abundant,52,248 these S-vacancy sites could easily explain the high HER
activity observed on experimentally synthesised MoS2 nanotubes. An interesting topic
for further study would be to explore ∆GHads values as the nanotubes get larger than 22
Å in diameter. The trend observed here suggests ∆GHads could remain close to 0 eV at
these larger diameters.
From Figure 5.6 it is also clear that H adsorbing to armchair nanotube S-vacancies is
consistently more favourable than the same site on zigzag nanotubes. This contrasts to
the pristine structures, where armchair and zigzag tubes produced very similar ∆GHads
values. This difference is likely a result of different Mo-Mo bond lengths at the bridged
H adsorption site on the S-vacancy. As mentioned earlier, the Mo-Mo bonds are slightly
shorter for the armchair nanotube (3.15 Å) than the zigzag (3.23 Å). This fits with the
idea that it is more favourable for H to bind at short Mo-Mo bonds. As a result, while
zigzag nanotubes span the ideal thermoneutral range between 17 and 22 Å in diameter,
the armchair nanotubes still bind H slightly too strongly in this same diameter range.
Indeed, it seems that slightly larger armchair nanotubes may be ideal, where these larger
tubes are also perhaps easier to obtain experimentally.232
5.3.3 Explaining the trends in H adsorption
In order to better understand what factors might be underpinning the changes in ∆GHads
observed with different nanotube diameters, investigations into the electronic structure
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were performed. In this section we consider only the most favourable H binding sites,
which for the pristine nanotubes is on an S atom, and for the defective nanotubes is at a
bridged position between Mo. Density of states (DOS) calculations were performed for all
the clean and H adsorbed nanotubes. Furthermore, the charge movement arising from H
adsorption was explored using Bader charge analyses. The results from these calculations
are discussed separately for the pristine and S-vacancy systems in the following sections.
Pristine MoS2 systems
DOS plots for the atoms around the H adsorption site on the basal plane, smallest
and largest armchair nanotubes, and the smallest and largest zigzag nanotubes are all
presented in Figure 5.7. DOS plots are shown for the system with and without H adsorbed,
allowing us to observe the electronic structure change after H binds to the surface. The
same DOS analyses were performed for all sizes of nanotubes studied here, and the plots
are available in Appendix C.3.
As was observed for the supported MoS2 systems in Chapter 4, when H adsorbs directly
on-top of an S atom on the flat basal plane (Figures 5.7A and B) a sharp low-energy state
with H s and S p character arises, indicating a S-H covalent bond has formed. Additionally,
in the Hads system, a new feature arises at the Fermi level primarily composed of partially
filled Mo d-states, suggesting that the Mo d orbitals are also involved in bonding. Recall
from Chapter 4 that this pattern is highly consistent with Liu et al.’s recent model for H
binding on MoS2 surfaces,206 where it is argued that S in the flat MoS2 basal plane has a
full valence and must displace an electron to a neighbouring atom to form a bond with H.
In the previous chapter, evidence was found for electron transfer to the support material
below MoS2, but given there is no support here the electron density must be displaced
elsewhere. We suggest that some of the S atom’s electron density instead becomes shared
across the neighbouring Mo atoms. This is supported by Bader charge analyses of the clean
and Hads systems showing that the S adsorption site loses about 0.2 electron-equivalents
of charge and the surrounding Mo atoms together gain around 0.1 e−. This may be what
gives rise to the partially filled Mo d-states at the Fermi level seen in the DOS plots.
































































































































































































































































































































































































































































































144 Hydrogen evolution on MoS2 nanotubes
When H adsorbs to the MoS2 nanotubes (Figures 5.7C through J), a very similar
pattern of S-H bond formation and electron displacement to Mo is observed. This indicates
that the mode of H binding is likely the same as on the flat basal plane. However, there
are notable differences in the DOS between nanotubes of different sizes. Specifically, in
the clean nanotube DOS, it appears that the gap between the edge of the filled S p-states
and the unfilled Mo d-states reduces in smaller nanotubes. It has previously been found
that the overall band gap of MoS2 nanotubes reduces with their diameter,236,239 but here
the S p- and Mo-d states are studied specifically, because H binding involves an electron
transfer between these two states. We propose that the lowering of ∆GHads values on
smaller nanotubes is a direct result of the reduction of this energy gap. Indeed, a very
reliable linear correlation can be drawn between ∆GHads and the energy gap between filled
S p- and unfilled Mo d-states (Figure 5.8). Extrapolating the linear trend suggests that,
as the energy gap approaches zero, the ∆GHads value will fall to ∼0.8 eV, at which point
the energy cost to adsorbing H may predominantly relate to the relaxation and movement
of the nuclei rather than electronic rearrangement.195 The flat basal plane of MoS2 is also
included in Figure 5.8, and lies closely on the trend described by nanotubes of different
diameter. This is further evidence that the mode of H binding is the same.
Interestingly, a linear relation was not observed when ∆GHads was plotted against
the energy of the S p-state edge on its own (Figure 5.9), suggesting it is specifically the
electron transfer from S to Mo that is responsible for the energy cost to adsorbing H.
This demonstrates that, while the p-state energy may play a role in determining ∆GHads ,
it is only the energy difference between the S p- and Mo d-states (i.e. the ones directly
involved in electron rearrangement on H adsorption) that yields a direct correlation to
∆GHads .
Recalling the trend between S p-states and ∆GHads reported for supported MoS2
materials in Chapter 4, we propose that this same behaviour is not observed here because
the electron displacement on H binding goes from S to a neighbouring Mo atom, rather
than to the support beneath MoS2. In the previous chapter it was shown that the carbon-
based supports had states spanning the Fermi level, and therefore they could accept an
electron with no additional energetic cost. As a result, it follows that it would only be
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Figure 5.8: The linear relation between ∆GHads at an S atom and the energy gap between
the filled S p-states of the adsorption site and the unfilled Mo d-states of neighbouring
atoms. The data from armchair and zigzag nanotubes of different sizes are plotted here,
and the flat basal plane is also shown to fit on the same trend.
the position of the S p-states relative to the Fermi level that determined ∆GHads . In the
present chapter, the Mo atoms that accept electron density on H adsorption do not have
unfilled states at the Fermi level, and thus an additional energetic cost must be paid to
move electrons based on the position of these states.
S-vacancy defect sites
In the case of H adsorbing to the S-vacancy site, the much more favourable ∆GHads values
than the pristine surface indicate that this binding could be governed by different factors.
Indeed, in looking at the DOS plots for the defective flat basal plane (Figure 5.10A and
B; see Appendix C.4 for all DOS plots), it is clear that there is no distinct covalent bond
between H and the surface like there was when H bound to an S site on the pristine surface.
Instead, the H s-state density appears to overlap with both S p- and Mo d-state density
across a wider region. This broad region is more pronounced for the nanotube cases which
are also presented in Figure 5.10. Rather than the sharp S-H bond state observed for the
pristine MoS2 materials, the broad region of H s-state overlap is more characteristic of H
binding to flat transition metal surfaces.249 Indeed, a very similar pattern is observed in
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Figure 5.9: A plot showing that there is no clear linear relation between the energy of
the S p-states taken alone and the H adsorption free energy across all nanotube systems
studied here and the flat basal plane. This demonstrates that, while the p-state energy
is important to determining ∆GHads , it is not enough to consider this alone and the Mo
d-state energy must also be taken into account.
the DOS for H adsorbing to a Pt(111) surface at either the fcc or top site (pictured in
Figure 5.11). Therefore, it is suggested that H adsorption on Mo at the S-vacancy defect
may be governed by similar factors to H adsorption on transition metal surfaces.
Another interesting feature that arises in the DOS when H adsorbs to S-vacancy sites
is a sharp partially occupied state with S p and Mo d character at the Fermi level. In the
case of H adsorbing to transition metal surfaces (e.g. Pt(111) in Figure 5.11), this state is
not visible, perhaps due to the conducting nature of the surface which has states already
spanning the Fermi level. It is possible that this state is evidence of electron transfer
from Mo to H as a bond forms. Indeed, Bader charge analyses of the flat and nanotube
surfaces indicate that H gains negative charge density on adsorbing (0.4 e− equivalents),
and the Mo atoms it binds to also lose about 0.3 e− equivalents together.
With H binding to Mo atoms at the S-vacancy defect on the flat basal plane,195 it
has been previously found that the adsorption can be understood using d-band theory,220
which is typically applied to understand adsorption to pure metal surfaces. This model
suggests that the binding strength of H will be proportional to the energy gap between the
H s-state (set to 0 eV) and the centre of the Mo d-states. A smaller gap results in stronger



































































































































































































































































































































































































































































































































































148 Hydrogen evolution on MoS2 nanotubes
Figure 5.11: Density of states plots showing Pt(111) as (A) a clean surface, (B) with H
adsorbed to the fcc site, and (C) with H adsorbed to the top site. A clear region of broad
overlap between the Pt d-states and the H s-states is observed in both H adsorbed cases.
H adsorption. Application of this model to the S-vacancy is rational when considering
the DOS analyses indicate H adsorption character very similar to that on flat transition
metals. However, Ouyang et al.195 have previously found that there is no relation between
∆GHads and the centre of the Mo d-band in flat MoS2, as it is only the states close to
the Fermi level that are involved in adsorbing H. In the present work we affirm this for
MoS2 nanotubes. If ∆GHads is plotted against the d-band centre for both armchair and
zigzag nanotubes, no clear relation is seen (See Appendix C.2). Instead, when plotting
only the edge of the Mo d-band against ∆GHads (Figure 5.12), an interesting pattern is
observed. A linear relation exists, yet this relation appears to have a different slope for
the armchair and zigzag nanotubes. Returning to the d-band model,220 the slope of the
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relation here would be determined by the amount of overlap between the H atom states






where Ed is the energy of the Mo d-state edge. Here, V clearly controls the slope of any
relation present.
Figure 5.12: The relation between the Mo d-state edge and the H adsorption free energy
at S-vacancy defect site across different MoS2 nanotubes and the flat basal plane. Note
that two linear relations of different slope describe the armchair and zigzag nanotubes
respectively.
For armchair nanotubes, H binds between two Mo atoms that are closer together than
on the zigzag nanotube (as outlined in a previous section). This would suggest a larger
coupling matrix for H adsorbing on the armchair nanotube, which is likely what gives
rise to the steeper slope for the armchair nanotubes in Figure 5.12. The flat basal plane
lies somewhat offset from the line described by either form of nanotube, indicating the
coupling matrix may be once again different in this case.
Overall, the existence of this trend suggests that the d-band model can accurately be
applied to H adsorption at MoS2 S-vacancy sites, provided one uses only the Mo d-states
that are involved in bonding (i.e. the highest energy ones, represented by the edge of the
d-band). Indeed, the relation in Figure 5.12 suggests that ideal HER thermodynamics
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(∆GHads = 0) arise for MoS2 materials with d-band edges between -0.4 and -0.3 eV below
the Fermi level. However, this depends on the specific structure of the Mo atoms in
S-vacancy defect, which determines the coupling matrix.
5.4 Future work
While it is naturally a good starting point to reduce ∆GHads so that H can favourably
adsorb to the basal plane of MoS2, it would also be highly interesting to understand
which sites are directly involved in the combination and desorption step of H2 (via a Tafel
or Heyrovský process). Recall from Chapter 3 that both the S and Mo sites played
a role on the edges of MoS2.143 However, as it currently stands, the mechanism for
hydrogen evolution on the basal plane of 2H-MoS2 has not yet been determined.a On the
pristine nanotubes it is unclear whether both the S and Mo sites would be involved in the
combination step to form H2. However, it was found that the energy gap for H adsorption
between the S site and the Mo site reduces with nanotube diameter. Thus, nanotube
size could provide a useful route to tuning not just the adsorption thermodynamics, but
perhaps also the thermodynamics and kinetics of the desorption step. Furthermore, for
the nanotube S-vacancy sites, a different adsorption site to that on the flat basal plane
was observed – at a bridged site between Mo atoms as opposed to a three-fold site. This
may have large ramifications for the mechanism of H-H combination, especially considering
that it could be possible for two H to simultaneously be adsorbed at neighbouring bridged
positions in the S-vacancy. We aim to explore this possibility in detail going forwards.
There are also certain structural features of MoS2 nanotubes that the present work
could be expanded to capture. For instance, the terminating ends of the nanotubes
can form edges or caps,238 which may play a significant role in HER catalysis. This
would be especially pertinent to study, given that the edges of flat MoS2 are known to
dominate reactivity.64 In large MoS2 nanotubes it is also possible to get deformations, such
aHere, the author specifically notes the naturally occurring 2H form of MoS2, which is the same that is
studied through the whole of this thesis, as mechanistic studies have been preformed on synthetic 1T-
MoS2. However, the results are unlikely to generalise to 2H-MoS2 as the two materials have different
core structures.
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that the circumference of the nanotube is not circular but rather square250 or partially
triangular.251 These analogues of the classic nanotube structure could provide new active
sites, and would also make interesting candidates for further study.
Lastly, considering the large effect of support materials on MoS2 observed in Chapter
4,199 it would be interesting to extend work on MoS2 nanotubes to consider tubes with
different core materials. These core-shell MoS2 nanotubes have previously been observed
with ZnO cores,230 MoOx cores,252 and even with the MoS2 tube constructed around a
graphene nanotube.246,253 It is possible that structures of this nature could be used to
bring ∆GHads lower on the pristine nanotubes, without the need to consider defect sites.
Furthermore, they may offer more precise control over the MoS2 nanotube diameter,
making selective synthesis more straightforward.
5.5 Conclusions
This work represents the first computational study of hydrogen evolution on MoS2 nan-
otubes. Density functional theory was used to systematically examine the H adsorption
energies for pristine armchair and zigzag nanotubes, as well as nanotubes with an S-
vacancy, across a range of different diameters. For the pristine nanotubes, we find a strong
preference for H to adsorb on the outside (as opposed to the inside) of the nanotube,
and the favourable adsorption site is directly on-top of an S atom. We also observe a
relationship between the nanotube diameter and ∆GHads , such that smaller and more
strained tubes adsorb H stronger. ∆GHads decreases from 1.82 to 1.39 eV as the nanotube
diameter decreases from 22 to 12 Å. From density of states calculations across the different
sized nanotubes, a very reliable linear relation is found between ∆GHads and the energy
gap between the filled S p-states and the unfilled Mo d-states. These two states are
implicated in electron transfer when H adsorbs, and thus we propose this energy gap –
which is seen to close as the nanotubes get smaller – is determining the H adsorption
energy.
For the S-vacancy sites on the MoS2 nanotubes, H adsorbs with significantly more
strength than on the pristine nanotubes. ∆GHads values range from 0.03 to -0.30 eV
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depending on the nanotube diameter. For zigzag nanotubes of around 20 Å diameter,
the ∆GHads values are exactly at the 0 eV mark, which is thermodynamically ideal for
hydrogen evolution. Given S-vacancy defects are common in MoS2 nanotubes,240,241
this suggests tubes of approximately this diameter would be highly promising hydrogen
evolution catalysts. From density of states calculations, the trend in ∆GHads when H binds
to Mo atoms at the defect site is rationalised using the classic d-band model for adsorption
on metals.220 A strong linear relationship is observed between the position of the d-states
in Mo and the ∆GHads value. The slope of this relationship differs for armchair and zigzag
nanotubes due to different coupling matrices in the Mo-H bond.
Overall, these findings suggest that MoS2 nanotubes are highly relevant for hydrogen
evolution applications, as this structural form serves to thermodynamically activate the
MoS2 basal plane. The HER activity may be readily modified by controlling the size
distribution of the nanotubes. Additionally, the electronic explanations for the factors
affecting H adsorption that are reported here can be used to assist in the rational im-
provement of current MoS2 catalysts, or aid in the design of novel hydrogen evolution
catalysts.
Chapter 6
Hydrogen evolution on transition metal
nitrides
In this final results chapter we move slightly away from the prior focus on MoS2, and begin
to explore a related class of materials which also show promise as hydrogen evolution
catalysts: transition metal nitrides (TMNs). After the in-depth studies on MoS2 in
Chapters 3 to 5, this shift in focus acknowledges the fact that there are a number
of materials that could ultimately be used as Earth-abundant catalysts, and a green
hydrogen economy may rely on the development of more than just one of these. Similar
to MoS2, TMNs are also binary materials, and the hydrogen evolution reaction (HER)
activity of the flat extended surfaces is thought to be roughly equivalent to that of
MoS2.60 Given the possibility for improved activity when moving from extended planes to
nanostructured morphologies (seen for MoS2 in Chapters 3 to 5), in this chapter we
study the nanostructured forms of one particularly active TMN, tantalum nitride or
TaxNy. Specifically, we compare the activity of nanoparticulate TaxNy structures to that
of the extended surfaces, and gain a preliminary understanding of how hydrogen evolution
catalysis may change at the nanoscale.
We begin by generating a series of TaxNy nanoparticle geometries (also called clusters)
using a machine-learning accelerated ab initio global optimisation code: “Global Optimiza-
tion with First-Principles Energy Expression,” or GOFEE.254 Two different compositions
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are considered: TaN and Ta3N5, at two different sizes: 16 and 24 atoms. We comment on
the types of structures observed, and explore whether the ab initio global optimisation
technique is suitable for application to these systems and size ranges. The reliability with
which GOFEE is able to find consistent low energy clusters is also examined by repeat
trials.
Following this, we perform a simple study of H adsorption to the various novel sites
on each of the lowest energy TaxNy clusters obtained. We also examine the (100) and
(111) surfaces of TaN for comparison. This serves as a starting point to contrast trends in
H adsorption between the clusters and the pristine surfaces, and also allows comparisons
between different cluster compositions and sizes. A full exploration of hydrogen evolution
activity at realistic H coverages is not performed, though this is a target for future work.
This work was performed in collaboration with the group of Professor Bjørk Hammer
(Åarhus University, Denmark), who are the developers of the GOFEE code. Andreas
Slavensky provided instruction on how to use GOFEE and technical support, but all
calculations and data reported here are solely the work of the author of this thesis.
6.1 Introduction
Transition metal nitrides are a general class of compounds referring to any transition
metal structure where nitrogen has been integrated into the interstitial sites between
metals.255 These compounds can take a number of common crystal structures depending
on the choice of transition metal and synthetic conditions,256 including face centred cubic
(e.g. rock salt TiN),257 hexagonal close packed (e.g. Wurtzite TaN),258 or orthorhombic
(e.g. Ta3N5).259 TMNs can also form with different ratios of transition metal to nitrogen.
For the bulk structures of early transition metals, 1:1 MN or 2:1 M2N structures are
often favoured, but the later transition metals can have more options,260 such as the
orthorhombic Ta3N5 mentioned earlier.259
Interestingly, many of the synthesised forms of TMN materials also have high activity
towards hydrogen evolution79,81,82,255 For instance, WN crystals have shown modest activ-
ity, with onset potentials towards the HER of -840 mV.261 Extended 2-dimensional MoN
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nanosheets are found to have very promising low onset potentials to hydrogen evolution (in
the range of -100 to -200 mV at 10 mA cm−2 current densities),262,263 which is attributed
to their large surface area and the presence of defects.263 Some investigations into Ta3N5
thin films have also been performed, and these are found to have onset potentials to the
HER of around -540 mV.259
While the recent experimental literature has many examples of HER-active TMNs,
considerably fewer theoretical works have looked into the activity of these materials.
Critically, very little is understood about how this activity is affected by the morphology
and active sites of the material. One recent study of the HER on the bulk structures of
a series of mononitrides has been conducted.60 The authors considered the (100) surfaces
of the rock salt structures of ScN, TiN, YN, HfN, MoN and TaN, and calculated the free
energies of H adsorption (∆GHads) as well as the barriers to Volmer-Tafel combination.
The authors identify TaN as having a promising H adsorption energy, close to 0 eV, as
well as a low barrier to H2 combination that could be competitive with Pt(111). YN
and TiN are also identified as having particularly low H2 combination barriers, yet the
thermodynamic cost to adsorb H to these surfaces is high, suggesting the reaction would
only occur at a high onset potential. Therefore, in this thesis we have specific interest
in TaN, as both experimental85 and computational60 studies affirm its appreciable HER
activity.a
While prior computational work has considered the extended surface of TaN,60 these
materials can also form nanoparticulate structures.85 TaN nanoparticles have previously
been synthesised with sizes ranging anywhere between 2 and 25 nm,264 whereas Ta3N5
nanoparticles sized between 7 and 15 nm have been reported supported on mesoporous
graphitic carbon nitride.265 It is often the case that nanoparticulate structures expose
active sites that offer improved catalytic activity (e.g. in the case of MoS2 observed
earlier in this thesis),64,143 and some experimental reports indicate this is the case for
Ta3N5 too, with the nanoparticle form offering 3-10 times greater photocatalytic HER
aHere, we would like to recognise the fact that Ta metal is not as cheap or Earth-abundant as would
be desirable for a catalyst; though, it does offer a cost advantage over pure Pt. Therefore, the results
generated here will aid in assessing whether the activity of TaN may be worth the use of Ta, and may
also be generalised to cheaper TMNs in the future.
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activity than the bulk (depending on the nanoparticle size).265 Thus, in the present
work we will specifically examine these nanoscale cluster structures, where no current
computational studies on their HER activity have been reported. Past computational
work on the bulk structures of TaN considered the mononitride with a 1:1 Ta:N ratio;60
however, experimental work often reports materials with a 3:5 ratio of Ta:N when they
are synthesised at the nanoscale.78,85 Thus, in this work, both the TaN and Ta3N5
compositions are considered.
There exists a large hurdle to computationally studying the HER activity of TaN and
Ta3N5 nanoparticles in that the structure of these nanoparticles in unknown. Indeed,
this is a general problem for computationally modelling most nanoparticles, as they
have complex potential energy surfaces (with 3N − 6 degrees of freedom, N being the
number of atoms in the cluster) that have many local minima.266 Each local minimum
represents a possible structure the particle could take. However, it is often assumed
that the thermodynamically favoured structure with the lowest energy (referred to as the
global minimum) will be representative of an experimental sample. At the very least, the
global minimum structure provides a good starting point for examining the properties of a
nanoparticle. Locating the global minimum, or even simply low energy clusters, requires
significant computational time as the potential energy surface (PES) must be explored in
detail.267 A number of different types of algorithms exist to efficiently perform this search,
including basin hopping algorithms,268 which explore by moving between local minima
on the PES, and evolutionary algorithms,254,269,270 which search based on the mating and
mutating of different nanoparticle structures. As a group, these algorithms are referred
to as global optimisation algorithms.
In searching the PES, all global optimisation algorithms require a method with which
to evaluate the energy of candidate structures. Over the course of a single run, a
great number of these energy evaluations must be performed at many different points
on the PES. Thus, it is common practice to use a cheap interatomic potential to describe
the interactions between atoms.270 However, because of its higher accuracy and greater
generalisability, it would be desirable to use density functional theory (DFT) for energy
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evaluations.b Naturally, this results in a high computational cost for each evaluation. As a
result, DFT global optimisations are usually limited to nanoparticles smaller than around
10 atoms in size.271–273 To obtain larger structures using a DFT-based global optimisation
algorithm, its efficiency or speed must be somehow improved. Very recently Bisbo and
Hammer have developed one such improved algorithm,254 named “Global Optimisation
with First-principles Energy Expression,” or GOFEE for short. GOFEE is a type of
evolutionary algorithm that uses Gaussian process regression machine learning to fit a
surrogate PES to points sampled from the more accurate DFT-based PES. New candidate
structures can be optimised and their energy evaluated using this machine-learned PES,
greatly saving computational time.
Therefore, in this chapter we calculate the low energy structures of 16 and 24 atom
TaN and Ta3N5 clusters using GOFEE.254 The reliability with which GOFEE is able to
locate certain minima is noted, and common structural features that arise in the clusters
are interpreted. The H adsorption free energy is the studied on the lowest energy cluster
at each size and composition. This allows us to ascertain how the HER activity may
change on nanostructured TaxNy materials relative to the bulk, and to compare behaviour
between the features in different cluster structures.
6.2 Methodology
6.2.1 Obtaining low energy cluster structures
All cluster structures studied here are obtained using the GOFEE code, very recently
developed by Bisbo and Hammer.254 This method is specifically designed to accelerate
searches for global minima in nanoparticle (or cluster) potential energy surfaces where
DFT (or another higher level method) is the desired tool for calculating energies. A
single GOFEE run can be summarised in the following seven steps, which are outlined
individually below and presented diagrammaticality in Figure 6.1.
bAdditionally, at the time of writing, there are no known interatomic potentials that can correctly capture
the interactions for TaxNy materials.
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Figure 6.1: A flowchart showing the processes involved in a single GOFEE run. Steps (i)
to (vii) are all discussed separately in the main text. The image is reproduced directly
from Bisbo and Hammer.254
In step (i), an initial population of nanoparticle structures is generated by placing
atoms randomly into a box of defined volume.c In this work, the volume of the box is
based on the size of cluster studied. TaN or Ta3N5 clusters with 16 atoms were given a
cubic box with a volume of 5.593 Å3, 24 atom clusters had a cubic box of 6.43 Å3 volume,
and the tests performed on 32 atom clusters had a cubic box 7.13 Å3 volume. The edge
length of the boxes (l) was chosen based on the bulk equilibrium bond length of Ta-N




where Na is the number of atoms in the cluster. For each atom added, it was ensured that
they were not closer than 0.7 Å to any other atom, nor further apart than 1.4 Å from all
other atoms. In this work, the size of the initial population was 10 clusters. The energy
cNote, to avoid potential confusion, this box does not refer to the unit cell of the simulation, but rather
the volume in which atoms were placed when generating clusters.
Hydrogen evolution on transition metal nitrides 159
of each of these clusters was evaluated directly with DFT (these calculation parameters
are given in the following section).
In step (ii), a Gaussian process regression (GPR) model is trained from the energies and
geometries of all structures that have been evaluated with DFT. The training constitutes
combining Gaussian functions of the bond lengths and bond angles of a cluster (features
together referred to as x) to fit an expression for the energy (E) in the form of:
E(x) = kT∗ (K + σ
2
nI)
−1(E − µ(x)) + µ(x) (6.2)
where K represents the features (i.e. bond lengths and bond angles) of the training
structures, k∗ is the covariance function, σn is a constant uncertainty factor of 5 × 10−2
eV, and µ(x) is the prior mean function. The uncertainty with which the GPR model
predicts the energy of a new structure (σsur(x∗)) can also be quantified directly as:
σsur(x∗) = k(x∗,x∗)− kT∗ (K + σ2nI)−1k∗ (6.3)
where k(x∗,x∗) is the covariance function of the new structure, x∗. This is an example of
a reinforcement learning process, where the model can begin to perform fairly well even
with little training data.275
In step (iii) the population of the evolutionary algorithm is updated. This is done
by considering all structures that have currently been evaluated with DFT, taking just
the clusters that are within 5 eV in energy of the current lowest-energy cluster,d and
performing a principal components analysis on their structural feature space (i.e. bond
lengths and angles). These structures are then clustered into Npop groups in feature space
using the k-means method.276 Each of these groups should, in principle, represent distinct
structural geometries. The single lowest energy structure from each group is added to the
population. The population size, Npop, can be set to any value, but here a size of five
structures is used.
dThis 5 eV limit is based on testing of the algorithm by Bisbo and Hammer.254
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In step (iv), Nc new candidate structures are generated by performing perturbations
on those already in the population. A key part of this step is exploring new areas of the
PES, which is important for sampling a diverse enough selection for structures, and also
for improving the training of the GPR model. Possible perturbations currently include
a “rattle,” where three of the atoms in a given structure are randomly moved by up to 3
Å, and a permutation, where the atomic coordinates of up to two different elements (i.e.
Ta and N in this case) are directly swapped. Here, we generated Nc = 10 new candidate
structures each generation, where each one had a 60% chance of being generated by
a rattle, 20% chance of being generated by a permutation, and 20% chance of being
generated by a completely random re-initialisation in the same manner as the starting
population was generated.
The geometry of each of these Nc candidate structures is then relaxed in step (v)
using the trained GPR model. Energy evaluations with this surrogate PES are very rapid
(seconds, as opposed to minutes with DFT), and thus the full geometric relaxations come
at a low computational cost.
In step (vi) the “best” candidate structure is selected, based on the value of a fitness
function, f(x). The fitness value is composed partly of an expression for the energy of the
structure calculated using the trained GPR model, E(x), and partly of an expression for
the uncertainty with which the GPR model estimates this energy, σsur(x∗). A structure’s
fitness is therefore calculated as:
f(x) = −E(x) + 2σsur(x∗) (6.4)
This means that structures with lower energy generally have higher fitness. But, critically,
those structures which the GPR model has higher uncertainty around also have higher
fitness. This latter point is important to for improving the training of the GPR model, as
it can get information about regions of the PES it was previously uncertain about. The
weighting factor of 2 on the uncertainty in Equation 6.4 was chosen after extensive testing
by Bisbo and Hammer.254
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Finally, in step (vii), the energy of the selected best candidate structure is evaluated
with DFT. Two single-point energy calculations are performed: one on the fully relaxed
structure from the GPR model, and one on the geometry from a step along the local
optimisation path of this same high-fitness candidate. Performing both these calculations
gives the GPR model more training information going into subsequent generations.
Together, steps (ii) to (vii) represent a generation of the global optimisation, and these
repeat a fixed number of times (N in Figure 6.1). In all calculations reported here this
number of generations was set to 1000.e In each new generation, additional structures
that have had their energy evaluated with DFT are available from the past generations.
Thus, when fitting the GPR model in step (ii), these additional training cases are always
used, resulting in a progressive improvement to the accuracy of the surrogate PES.
6.2.2 Structural models and computational details
Two different stoichiometric ratios of TaxNy are considered here: the mononitride TaN,
and the more complex Ta3N5 composition. The former was chosen because a past
computational study has indicated the bulk form of TaN is active for the HER,60 and
the latter is chosen because it is typically observed in experimental studies, especially
those on nanoparticles.85 Two key cluster sizes are selected for detailed study: 16 atoms
and 24 atoms. These sizes are significantly smaller that the approximately 2 to 25 nm sized
nanoparticles observed in experiments,264,265 but they represent some of the larger sizes
that are computationally possible to perform DFT-based global optimisations with.277
The overall formulae of the nanoparticles studied in detail here are: Ta8N8, Ta6N10,
Ta12N12, and Ta9N15. For each of these compositions, five separate GOFEE runs were
performed in order to ascertain the reliability with which the algorithm was converging on
the same lowest energy structures. The most stable structure from each run was locally
optimised with DFT, performed externally from GOFEE in VASP. In the vast majority of
cases, the energy changed by less than 0.1 eV during this optimisation and the structure
eNote that in order to be confident a global minimum has been located this number of generations would
have to be set such that the entire PES was searched. Given this is impossible, one performs enough
generations that low energy structures should be confidently located in a way that is still computationally
feasible. The choice of 1000 generations will be discussed later, in light of the results reported here.
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remained visually identical. This suggests the trained GPR model is accurately finding
local minima on the target DFT potential energy surface.
A brief exploration of larger 32 atom clusters was also performed. While the cost in
terms of electronic structure calculations naturally increased at these larger sizes, this
alone was not expected to be prohibitive given that GOFEE is able to avoid many DFT
energy evaluations by relying on its machine-learned PES. However, it was found here
that the increased dimensionality of the PES for larger systems greatly increased the
computational cost. Taking one example of Ta16N16, after 800 generations the 32 atom
cluster was still producing highly unrealistic structures, and the energy profile of the lowest
energy structure currently obtained was still decreasing considerably (Figure 6.2). This
suggests that the global optimisation is still in the early phases of locating minima and
accurately training the surrogate PES. As a result, many more generations would likely
be required for these larger 32 atom clusters. Thus, we were unable to obtain structures
for these clusters within the time-frame of the present work. However, extension to larger
cluster sizes remains a goal for the future.
Figure 6.2: An energy profile showing the energy of the most favourable structure located
across around 800 generations of a GOFEE run for Ta16N16. It can clearly be seen by
the end of this run the energy is still regularly falling, and the structure produced looks
disordered with an isolated Ta atom. Key: Ta – green, N – blue.
DFT relaxations were also performed on the (100) and (111) surfaces of the mononi-
tride, TaN, in order to provide a comparison point for cluster structures and H adsorption
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energies. A 2×2 surface unit cell of a five-layer slab was used to represent each surface.
The bottom two layers of the slab were constrained to mimic the bulk material. The
lattice constant was set to 4.44 Å, matching that found previously by Abghoui et al.60
Top-down views of the two surface models (along the z-direction) are shown in Figure
6.3.
(100) surface (111) surface
x
y
Figure 6.3: Top views of the (100) and (111) surfaces of TaN with the simulated unit cell
marked by a red dashed line.
All DFT energy evaluations were performed using the methodology outlined at the end
of Chapter 2. However, instead of the BEEF-vdW functional applied to MoS2 systems, a
Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional278 was used here. There
is less need to account for long-range van der Waals forces that were important to the
MoS2/support structures in previous chapters, thus a non-vdW functional is suitable. A
gamma k -point sampling scheme was used for cluster structures, which are non-periodic
in all dimensions. The unit cell was large enough to allow at least 15 Å between periodic
repeats in all directions. For the (100) and (111) surface models, a 8×8×1 Monkhorst-pack
scheme was employed, and there was a vacuum spacing of approximately 15 Å between
periodic repeats in the z-direction. The electronic and free adsorption energies of H were
calculated as described in Chapter 2, Section 2.5.1. Cluster binding energies, Eb, which
represent the stability of a composition at a specific size, were calculated as:
EB = Ecluster − [n(ETabulk) +m(E 12N2)] (6.5)
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where Ecluster is the electronic energy of the cluster structure, ETabulk is the energy of a
single Ta atom in the body-centred cubic bulk, and E 1
2
N2
is the half the energy of N2 in
vacuum. Here, n and m stand for the number of Ta and N atoms in a cluster, respectively.
6.3 Results and discussion
In the following sections the structures of the low energy TaxNy clusters (also referred to
as nanoparticles) that were identified using GOFEE at each of the sizes and compositions
studied are discussed separately. Attention is directed specifically towards common motifs,
comparison to the bulk TaN structure, and comparison to other small binary metal/non-
metal clusters. We also consider the reliability of GOFEE for obtaining these cluster
structures. The results are discussed in order of composition, dealing first with both sizes
for the TaN clusters, and then for the Ta3N5 clusters.
6.3.1 Structures of low energy TaN nanoparticles
Ta8N8
The lowest energy structures from each of the five GOFEE runs performed on the Ta8N8
nanoparticles were locally optimised with DFT and are presented in Figure 6.4. Due to the
difficulty of visualising these small 3D structures, three different viewing angles on each
structure are presented. Alternative space-filling models are also given in Appendix D.1.f
It is clear that, while the same low energy structure is found in runs 2 and 3, GOFEE is not
consistently converging to the same minimum each time it is run. Given that evolutionary
algorithms (and indeed, all global optimisation techniques) cannot sample the whole PES,
it is inherently stochastic as to whether they locate the true global minimum in a given
run, or simply a local minimum elsewhere on the PES.266 As a result, when analysing the
success of a global optimisation algorithm, one often performs many trials (e.g. numbering
in the hundreds of attempts).254,269 Hundreds of trials are naturally not possible when
fThe reader may find that the space-filling models are more suitable for viewing certain features of the
clusters discussed here. The specific places where a space-filling model may be clearer are noted in the
text.
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applying a DFT-based algorithm such as GOFEE, and therefore the structures generated
here should be treated as reasonable guesses for those that could stably exist.
Run 1 Runs 2 and 3 Run 4 
Run 5
ΔEL = 0.50 eV ΔEL = 0 eV ΔEL = 0.25 eV 
ΔEL = 0.83 eV 
Figure 6.4: The lowest energy structures of Ta8N8 obtained from five separate GOFEE
global optimisations. These structures have all been locally optimised using DFT. The
green box indicates the lowest energy structure identified, and the energies of all clusters
are given relative to this structure. Key: Ta – green, N – blue.
One common element between each of the structures produced is the existence of a
pentagonal arrangement of Ta atoms, which is best viewed looking at the top-down view
of each cluster (the left most image in each box in Figure 6.4). This arrangement is also
always accompanied by two additional Ta atoms, located in the centre of the pentagon
with one above and one below the plane. This seven-atom arrangement resembles the core
of a decahedral cluster, a structure which is common in metallic nanoparticles.279 Because
GOFEE routinely finds this high symmetry arrangement, this suggests it is a particularly
low energy motif, that could be commonly observed in experiment. However, in Ta8N8
there are eight Ta atoms, leaving one additional Ta that is surplus to the seven-atom
decahedral motif. For some of the structures found by GOFEE, we observe this final Ta
atom situates itself in an auxiliary position around the decahedral core. For instance, in
the structures from runs 1 and 5, this extra Ta appears to be bonded to one of the points
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of the decahedron without changing its structure.g In contrast, in runs 2, 3 and 4, the
additional Ta appears to slightly perturb the decahedron, integrating directly under one
of the other Ta atoms on the points of the pentagonal arrangement, and slightly altering
its symmetry. In all cases, this double-Ta arrangement is best viewed in the bottom right
image in each box in Figure 6.4 (left hand side of the cluster).
Another structural feature observed in the low energy clusters across all GOFEE runs
is the existence of “capping” N atoms around the decahedral Ta core. These N atoms tend
to be bonded to either two or three Ta atoms, and never form N-N bonds. This pattern
somewhat resembles N adsorption to pure transition metal surfaces (best observed in the
space-filling models in Appendix D.1), where it is found that N tends to adsorb at a
threefold or bridged site.280 We will return to this point in the following section when
discussing Ta12N12 structures.
Considering the overall framework of a Ta atom core with adsorbed N, this is somewhat
similar to what is observed in similarly sized molybdenum carbide clusters,277 where an
Mo-Mo bond framework is also always maintained, though its structure varies with cluster
size. Furthermore, in work on small molybdenum sulfide clusters,h Gemming et al.281
observe a repeatedly occurring triangular structure of Mo atoms capped by S, that is
maintained when modifying composition and size.
The lowest energy cluster found here for Ta8N8 is the repeat structure from runs
2 and 3. It is identified as having Cs symmetry, and has a binding energy relative to
bulk Ta and gaseous N2 of Eb = 3.50 eV (see Equation 6.5 in the methodology of this
chapter). Interestingly, for runs 2 and 3, this Cs structure was stably located fairly
early in the GOFEE run – at the 285th and 404th generation, respectively. For the
remaining generations in the 1000 performed, no lower energy structure was located.
Similar to the cluster generated by run 4, this lowest energy structure has the 8th Ta
atom directly integrated into the decahedron core, forming the double-Ta point mentioned
above. However, the most clear distinguishing feature about this particular cluster, which
gIndeed, in both cases the Ta appears to be “hanging” off the decahedron in a somewhat disordered and
asymmetrical fashion.
hNote that these are not the same ordered nanomaterials that were the focus of prior chapters, but instead
very small clusters with variable Mo:S ratios.
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could possibly explain its stability, is that this double-Ta point is capped by N. This exact
pattern does not occur in any other structure.
Ta12N12
Figure 6.5 shows the low energy structures of Ta12N12 obtained from five different GOFEE
runs. Here, there is a great deal of similarity observed across the clusters. The same
structure is found in runs 1 and 3, and a separate structure is found in both runs 4 and
5. These two structures are very similar to each other, both having a regular Ta atom
core, which is a 13-atom icosahedron with a single vertex atom missing. Indeed, it is
very hard to distinguish the two different structures when looking from two of the three
views in Figure 6.5. Only when looking at the top-left view does it become apparent
that they differ by the position of N atoms around this Ta core. A marked contrast is
seen in the structure produced by run 2, which appears disordered, and is around 1 eV
higher in energy. However, this structure could be described as being part of the way
towards assembling the central Ta core (best seen from the top right view in Figure 6.5).
It is possible that GOFEE has simply not yet sampled the lower energy (more regular)
arrangements.
Runs 1 and 3 Run 2 Runs 4 and 5
ΔEL = 0 eV ΔEL = 1.06 eV ΔEL = 0.11 eV 
Figure 6.5: The lowest energy structures of Ta12N12 obtained from five separate GOFEE
global optimisations. These structures have all been locally optimised using DFT. The
green box indicates the lowest energy structure identified, and the energies of all clusters
are given relative to this structure.
Returning to the common near-icosahedral motif of Ta in the favourable structures
from runs 1, 3, 4, and 5, this represents a central Ta atom bonded to 11 other Ta atoms in
a shell around it. If the last corner of the icosahedron were filled with one additional Ta
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atom, this would yield the perfect icosahedron with 12 bonds to the central Ta – matching
the coordination number of Ta in the body-centred cubic bulk. Around the outside of the
cluster’s Ta core, the N atoms again appear to take capping positions, similar to what
was observed for the smaller Ta8N8 cluster. In this case, each N atom is bound in a
threefold or a bridged site between Ta (see Appendix D.1 for the space-filling models).
The threefold sites closely match what is observed for N atoms in the (111) surface of
bulk TaN (observed in Figure 6.3). This overall pattern of an icosahedral Ta core and
adsorbed N is nearly identical to that previously modelled for similarly sized Mo13N14
clusters,282 with the extra metal atom here simply completing the icosahedron. The N
atoms in the Mo13N14 cluster are also situated around the outside of the metal core in
threefold sites. We suggest that the bonding preferences of the non-metal species in these
1:1 (or close to 1:1) binary clusters closely matches the favourable adsorption geometries
on a pure metal surface.280
For Ta12N12, the near-icosahedral structure found in runs 1 and 3 was the lowest
energy cluster located across all GOFEE runs. This structure was stable relative to its
constituent atoms, with a binding energy of -0.20 eV. The other near-icosahedral structure
from runs 4 and 5 with a slightly different arrangement of N atoms was competitive, being
only 0.11 eV higher in energy. We suggest this energy difference could be attributed to
N slightly favouring the first set of adsorption geometries around the Ta core. These
different arrangements could easily both occur due to the statistical nature of the global
optimisation, and both could be present in an experimental sample given the small energy
difference between them.
Comparing the structures found for Ta12N12 to those from the smaller Ta8N8, it is clear
that there are some general similarities. For clarity, a single view of the lowest energy
structures at both sizes are presented as space-filling models in Figure 6.6. The five-fold
arrangement of Ta atoms, which formed a decahedron in the Ta8N8 structure, can again
be seen here for Ta12N12, this time as a 2-dimensional structure making up the faces of
the icosahedral Ta core. This further affirms the idea that it is the favourable packing
of Ta that determines the overall structure at this 1:1 composition. Indeed, in force-
field molecular dynamics simulations of rapid cooling of pure Ta systems, Wu et al.283
Hydrogen evolution on transition metal nitrides 169
observed both the decahedral arrangement of Ta and the full icosahedron of Ta as the
most common local arrangements in their large 10,000 Ta simulation cell. This suggests
these two structures of Ta are particularly favourable, and it is likely the preference for
forming specifically these arrangements that is determining the types of TaN clusters we
observe here.
Lowest energy Ta8N8 Lowest energy Ta12N12
Figure 6.6: Space-filling models of the lowest energy structures of Ta8N8 and Ta12N12
side-by-side. The two structures are viewed from the angle where the five-fold motif of
Ta atoms is visible in both, which is indicated by the dashed pentagon.
6.3.2 Structures of low energy Ta3N5 nanoparticles
Ta6N10
The low energy structures obtained for Ta6N10 nanoparticles are presented in Figure 6.7,
again across five different GOFEE runs. Here, both runs 1 and 5, as well as runs 3 and
4, converge to the same geometries. The structure found in runs 3 and 4 has the lowest
energy, and has Cs symmetry with a single mirror plane.
Possibly the most striking general feature at this composition (3:5 ratio of Ta:N), is
that two of the GOFEE runs converged to structures where N2 had fully separated from
the rest of the nanoparticle structure to exist as a free molecule (runs 1 and 5). While
constraints are placed on the new structures generated by GOFEE, such that each atom
has to be no more than 1.4 Å from all other atoms, this does not rule out the case of two
atoms concordantly separating from the main structure. Furthermore, during the local
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Runs 1 and 5 Run 2 Runs 3 and 4
ΔEL = 0.78 eV ΔEL = 0.15 eV ΔEL = 0 eV 
Figure 6.7: The lowest energy structures of Ta6N10 obtained from five separate GOFEE
global optimisations. These structures have all been locally optimised using DFT. The
green box indicates the lowest energy structure identified, and the energies of all clusters
are given relative to this structure.
optimisation steps in the algorithm, all atoms are free to move which could have resulted
in the separation of N2 as observed. Because N2 has a strong triple bond,144 it follows
that there may be a thermodynamic preference towards forming this molecule. However,
encountering this phenomenon in two out of the five GOFEE runs is surprising, especially
considering the Ta3N5 ratio tends to arise more commonly in experimental studies.85
The binding energy of the lowest energy Ta6N10 cluster (from runs 3 and 4) was
calculated at 0.20 eV relative to its constituent atoms. This was significantly more stable
than that for the equivalent Ta8N8 structure, at 3.50 eV, which suggests the 3:5 Ta:N
ratio is indeed more stable. These binding energies are also consistent with predictions
of bulk Ta3N5 having a more favourable heat of formation than bulk TaN.284 Thus, the
formation of N2 in the GOFEE runs at this composition could perhaps reflect that the
minima of Ta6N10 are simply more statistically difficult structures to locate. This may be
caused by the existence of a stable and symmetric Ta6N8 cluster (i.e. two N atoms short
of the starting point) that we observe left behind after N2 has separated.
Methods do exist for removing structures from an evolutionary algorithm population
where one or more atoms have separated off the main body.285 These methods are
important in the global optimisation of larger metallic nanoparticles, which may separate
into two or more smaller structures. The present findings suggest implementing one of
these methods into GOFEE could be a priority.
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Looking at the general types of structures observed across all the GOFEE runs, a
great deal of diversity is seen. The almost-planar structure observed from run 2 is rather
unique, and bears close resemblance to triangular global minimum that is found for Au6
clusters.286 For this run 2 structure, the planar triangle of metal atoms has N integrated
around it, yet it retains the same general pattern. Additionally, if two extra N atoms were
added in selected positions to the structure from run 2 (one above the central N and one
on the edge), it would also closely resemble a particularly small version of the triangular
2D MoS2 nanoparticles that were the focus of prior chapters in this thesis.64,251
Interestingly the ordered close-packed arrangements of Ta atoms that were observed for
most of the structures at the 1:1 composition (e.g. decahedral arrangements or icosahedra)
do not appear to be present in any of the structures found here for Ta6N10. Instead, the N
atoms appear to be integrated directly into most of the structures observed. This is more
akin to the interstitial integration of N that is the structure of bulk TMNs. Although most
N atoms across the structures observed here retain a preference for being coordinated to
two or three metal atoms, in runs 3 and 4 a structure with a higher coordinate N in the
core is observed. Here, the N has bonds to four Ta atoms – a pattern which was never
observed at the 1:1 composition. This highly coordinated N is the most notably distinct
structural feature of the Cs cluster from runs 3 and 4, and perhaps contributes to it being
the lowest energy structure found.
Ta9N15
Finally, the low energy structures of Ta9N15 are displayed in Figure 6.8. Here, a number
of energetically competitive structures are observed, with runs 1, 3, 4 and 5 all producing
structures that are within 0.07 eV in energy. While this energy difference is comfortably
within the range of error one may expect from DFT methods, all of these structures are
still visibly unique. This suggests there could be a number of distinct motifs available
at this size and composition that are all close in energy (i.e. a multi-funnelled PES),
which contrasts the reliable preference for specific ordered Ta structures observed at the
1:1 composition.
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Run 1 Run 2 Run 3 
Runs 4 and 5 
ΔEL = 0.07 eV ΔEL = 2.90 eV ΔEL = 0.02 eV 
ΔEL = 0 eV 
Figure 6.8: The lowest energy structures of Ta9N15 obtained from five separate GOFEE
global optimisations. These structures have all been locally optimised using DFT. The
green box indicates the lowest energy structure identified, and the energies of all clusters
are given relative to this structure.
In terms of the general structural trends for Ta9N15, we again observe N atoms being
integrated between Ta in an interstitial fashion, as was the case for the smaller Ta6N10
clusters (but was not seen for the 1:1 composition). This feature is most clear in the
structure from run 3 where there exist two highly coordinated N atoms in the centre of
the structure bonded to four Ta. Additionally, in one portion of the cluster, N forms a
direct bridge between two Ta atoms. Both features are best observed in the top-right
view in Figure 6.8.
The structure from run 2 is of particular note, as it was significantly less stable than
those generated by the other runs (around 2.90 eV higher in energy). Recall that the
smaller Ta6N10 nanoparticles discussed in the previous section also had a tendency to lose
N2 as a separate and isolated molecule during a GOFEE run. The structure from run 2
here also shows hints of this behaviour, with N2 loosely associated with a Ta atom (see
the top right view of run 2 in Figure 6.8). Indeed, this pattern looks geometrically as
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though N2 is adsorbed on the Ta, rather than these two N atoms being a direct structural
component of the cluster.
The lowest energy structure obtained here was that from runs 4 and 5, with a binding
energy of Eb = −3.89 eV. This is substantially lower than the Eb of 0.20 eV for the
Ta12N12 cluster of the same size, once again indicating the increased stability of the
3:5 composition. The lowest energy structure appears somewhat disordered and lacks
symmetry. The specific feature(s) that distinguish it from the other GOFEE runs are not
abundantly clear. However, given the very narrow range in energies (0.07 eV) between
the structures from runs 1, 3, 4 and 5, it is perhaps unsurprising that they would share
some similar features. For instance, akin to the structure from run 3 discussed above, in
the lowest energy structure from runs 4 and 5 there are also two highly coordinated N
atoms with four bonds in the core.
In Figure 6.9, space-filling models for the lowest energy structures for Ta6N10 and
Ta9N15 are presented side-by-side, clearly depicting the locations of the highly-coordinated
N atoms (red arrows) that appear to be common at this 3:5 composition. This demon-
strates that, at the 3:5 composition, N is not merely capping or adsorbing onto a structured
Ta core, but is directly integrated into the structure.
Lowest energy Ta6N10 Lowest energy Ta9N15
Figure 6.9: Space-filling models of the lowest energy structures of Ta6N10 and Ta9N15 side-
by-side. Red arrows point to the location of the centrally-integrated, four-coordinate, N
atoms that are a common feature in both clusters.
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6.3.3 H adsorption studies
The lowest energy cluster at each size and composition, determined in Sections 6.3.1
(Ta8N8 and Ta12N12) and 6.3.2 (Ta6N10 and Ta9N15), was carried through to H adsorption
free energy (∆GHads) studies. Here, we looked at only the first H adsorption energy to
each cluster, considering adsorption to N atoms, Ta atoms, and the sites in-between them.
Due to the number of inequivalent adsorption sites on all the cluster structures, an in-
depth search for the most favourable H adsorption site had to first be conducted. This
constituted trialling at least 40 different sites on each cluster, including on-top, bridged,
and threefold sites, where the H adsorbed geometry was optimised and the energy obtained
in each case. The most favourable adsorption geometries for H associated with either an N
or a Ta atom are presented for each cluster in Figure 6.10. The respective ∆GHads values
are given in Table 6.1. Additionally, ∆GHads was also calculated on N and Ta atoms for
the pristine (100) and (111) TaN surfaces to provide a comparison point.
Table 6.1: The first H adsorption free energies (∆GHads) on N and Ta atoms for TaxNy
clusters of different sizes and compositions. The adsorption energy at the favoured site
is shown in bold. The values on for the (100) and (111) surfaces of bulk TaN are also
presented. *Indicates that H was adsorbed bridged between two Ta atoms, rather than a
single atom.
Structure ∆GHads N / eV ∆GHads Ta / eV
(100) surface 0.65 -0.10





As was first described in Chapter 3, under electrochemical conditions H will continue
to adsorb to a material until ∆GHads is positive, representing the point where the Volmer
reaction becomes non-spontaneous. Therefore, to provide a true estimate of HER activity,
∆GHads should be taken from a surface with an H coverage that is representative of what
would be spontaneously covered around electrochemically relevant potentials (close to
0 V). Many of the first H adsorption energies reported here on the TaN clusters are
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Figure 6.10: The most favourable adsorption geometries of H on clusters of TaN and Ta3N5
at different sizes and compositions. In each case, the cluster structure is the lowest energy
one obtained from global optimisation, as outlined in the previous section. Adsorption to
an N atom, a Ta atom, on bridged sites, and threefold sites were all considered. The most
favourable geometry where H being associated with either Ta or N are both presented.
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very negative (see Table 6.1). Therefore, they cannot be used as a direct proxy to HER
activity, as more H would spontaneously cover the cluster in reality. This was not an issue
for Chapters 4 and 5, which looked at H adsorption to various sites on MoS2, because
the ∆GHads values were all either positive, or close to 0 eV indicating they were around
the spontaneous/non-spontaneous cut-off. Returning to the TaxNy structures at hand,
exploring higher H coverages was unfortunately outside the time-frame of the present
work. However, the first H adsorption energies can still be compared between clusters
and to the bulk TaN structure in order to understand how sensitive H adsorption may be
to different features.
On the (100) surface of TaN, Abghoui et al.60 have previously calculated a first H
adsorption free energy of -0.10 eV on the Ta atom. This site is reported to be more
favourable than the N atom site (though no ∆GHads value for the latter is given). Here,
we find the exact same ∆GHads value for the Ta site, and report that this is 0.75 eV more
favourable than the neighbouring N. We also calculate ∆GHads on the (111) surface, and
find that the Ta site is favoured with an H adsorption energy of -0.18 eV. This is 0.20 eV
lower than that for the N site. Together, these two surfaces indicate a moderate-to-strong
preference for H adsorption at Ta, and both surfaces yield ∆GHads values that are similar
to other binary Earth-abundant catalysts (e.g. the Mo-edge of MoS2 has a ∆GHads of
-0.30 eV for the first H, as found in Chapter 4).143
Considering H adsorption on the cluster structures, for Ta8N8 a strong preference for
binding at Ta is also observed (∆GHads = −0.84 eV, about 0.76 eV lower in energy than
adsorption on the most favourable N site). The H adsorption geometry on the cluster
is not directly on-top of a Ta atom, but rather bridged between two of the exposed Ta
atoms on the side of the cluster. These two Ta are under-coordinated and likely high in
energy given that there exist a set of analogous Ta on the opposite side of the cluster
that accommodate an N atom between them. Thus, it makes sense that adsorbing H at
the bridge between these two unsaturated Ta atoms would be favourable. The magnitude
of ∆GHads on the Ta8N8 cluster is notably more negative than for the (100) and (111)
surfaces, by around 0.70 eV. However, an analogous bridged H adsorption site between
under-coordinated Ta atoms does not exist on either pristine surface.
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The preference for adsorption at Ta site did not extend to the larger Ta12N12 cluster
of the same composition, where it was more favourable for H to adsorb at an N atom
(0.32 eV lower in energy than at a Ta). In this larger 24 atom cluster, there were no
sites that looked quite analogous to the favourable under-coordinated bridged Ta site
in Ta8N8. However, even when H was placed at a series of different bridged Ta sites,
the adsorption energy remained much higher than on the N site (by at least 0.63 eV).
Interestingly, bridged Ta sites in general were even less favourable than having H directly
on-top of one of the Ta atoms in Ta12N12, seen in Figure 6.10. This H on-top geometry
yielded the strongest ∆GHads value at a Ta, and is presented in Table 6.1.
In terms of N atom adsorption sites, the most favourable on Ta12N12 was at an N
atom with only two bonds to Ta. This N was situated towards the “bottom” of the cluster
where the corner of the icosahedron was missing (see Figure 6.10), such that there were
fewer neighbouring atoms. H adsorption to this under-coordinated N was very favourable
with a ∆GHads of -0.65 eV. Indeed, adsorption to under-coordinated atoms (both Ta and
N) with as few neighbours as possible appears to be a common theme in the favourable
sites throughout all the clusters studied here.
Moving to the 3:5 Ta:N composition, it is seen that the N atom adsorption sites are
always favourable over the Ta sites (by 0.31 eV for Ta6N10, and 0.60 eV for Ta9N15).
This is in stark contrast to the (100) and (111) surfaces, where the Ta sites were always
favoured by similar magnitudes. Furthermore, in the Ta3N5 clusters, the most favourable
∆GHads values are consistently less negative than the 1:1 Ta:N clusters, indicating that
H does not adsorb quite so strongly. This may be a feature of the higher stability of the
3:5 composition clusters, as evidenced by their lower binding energies at both sizes tested
here. The atoms in a more stable cluster would receive less of an energetic benefit for
adsorbing H, thus resulting in weaker adsorption.
For the favourable N adsorption sites in both Ta6N10 and Ta9N15, we once again
observe a preference for H to adsorb at an under-coordinated N atom situated on the
edge of the cluster and bound to only two other species. Recall that this composition
yielded structures where N was often integrated into the centre of the cluster, surrounded
by Ta. Here, we find that no stable adsorption geometries for H could be located on these
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interstitial N sites, and the adsorbate would always optimise towards atoms on the surface
of the cluster.
The preference for H adsorption at an N atom, which is observed across several of
the clusters reported here, is particularly noteworthy. This is because there exists an
electrochemical reaction that can compete with hydrogen evolution on certain transition
metal nitride surfaces: ammonia formation from the stepwise addition of H to an N atom
followed by release as NH3.287,288 In the past, the (100) facets of VN, CrN, NbN and ZrN
have all shown activity towards ammonia formation, where a key intermediate to this
process has H adsorbed to a surface N.288 In contrast, (100) TaN is believed to be active
for the HER without competing ammonia formation. This is a result of H adsorbing to
metal atoms at modest electrochemical potentials, and therefore avoiding the adsorbed
NH, NH2, and NH3 intermediates towards ammonia.60 For the cluster structures studied
here, we cannot rule out the possibility that these intermediates would be accessible,
especially considering the strong preference for H adsorption at an N atom in several
cases. Thus, in the future, we wish to explore the possibility that these nanostructures
may make more suitable catalysts towards ammonia synthesis than for the HER. Of
course, N2 reduction towards ammonia is still a critical reaction in the production of
nitrogenous fertilizers,144 so this could still prove a fruitful avenue for study.
In summary, the H adsorption results for the TaxNy materials reported here indicate
large differences in ∆GHads depending on the specific cluster structure. There are also
notable changes in ∆GHads with the size of the cluster, even when keeping the composition
the same. H adsorption appears to favour either a under-coordinated bridged Ta site if
it is available, or otherwise on-top of an N atom in the cluster (which is more common).
The significant differences in ∆GHads across the small sample of structures reported here
indicates nanostructuring of these TaxNy materials is a rich area for the optimisation of
catalysis.
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6.4 Future work
The clear next steps for studying hydrogen evolution on these TaN and Ta3N5 clusters
is to extend the H adsorption analysis to higher coverages. Ideally, H could continue to
be added to each model until ∆GHads was no longer negative, indicating all spontaneous
adsorptions had occurred. Following this, Tafel combination barriers could be calculated
and compared to those calculated by Abgoui et al.60 for the (100) surface. This would
also allow us to test whether the NHx intermediates towards ammonia formation would
dominate on these clusters.
Reaching higher H coverages would likely prove to be both computationally expensive
and time consuming, given the number of possible inequivalent adsorption sites on each
cluster that must be manually tested. One possible way to mitigate this cost could be
to explore using global optimisation techniques through GOFEE to identify the lowest
energy H adsorption sites. Indeed, some preliminary testing down this line has already
been performed. GOFEE is given an input of the already optimised cluster structure and
uses this as a “seed” on which to place H in different positions, following rules similar to
how the software generates new cluster structures. A machine-learned PES could then be
trained to direct H towards the low energy sites.
Currently, it is unknown whether this approach will be able to locate reasonable H
adsorption sites. To the best of our knowledge, this is not an established type of procedure
in the literature. One problem that may arise is a lack of ability to generate reasonable
adsorption geometry guesses when using semi-random placement methods. Additionally,
it is unclear whether the process would result in saved computational time, as GOFEEmay
have to sample a number of unrealistic adsorption sites which could be rapidly discounted
with human oversight. Therefore, this approach to determine adsorption geometries and
energies would first have to be extensively tested before being applied to reach higher H
coverages.
It is also our intent to extend this study to larger TaxNy clusters, and perhaps to
introduce support materials beneath the clusters in order to more realistically capture
experimental environments. It is known that the structure of synthesized clusters can
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be strongly influenced by the material that they are supported on.289,290 In experimental
works on catalysis, synthesized catalysts are often placed on electrode materials such as
graphite,85 which could be a starting point for our investigations.
Lastly, we intend to continue collaborating with the group of Professor Bjørk Ham-
mer at Aarhus University in Denmark, in order to test the capabilities and robustness
of GOFEE. Hammer’s group are currently implementing a “mating” scheme into the
evolutionary algorithm, which would generate new clusters via the combination of two
pre-existing structures in the population. Mating schemes are already implemented in
many modern genetic algorithms,270,291 and are important for introducing and maintaining
diversity in the population. Once implemented, we wish to test this mating scheme version
of GOFEE on the current TaN clusters to see if it can improve the consistency with which
GOFEE finds specific minima.
6.5 Conclusions
In this exploratory work on TaN and Ta3N5 clusters at two different sizes (16 and
24 atoms) we sampled a range of low energy structures using an evolutionary global
optimisation algorithm (GOFEE). For the TaN composition, a consistent pattern of a
Ta core with N adsorbed on the surface was observed. The Ta core tended to arrange
in similar ways to pure Ta structures, favouring motifs that were as close as possible to
either decahedral or icosahedral arrangements with the number of Ta atoms provided.
The Ta3N5 composition behaved very differently, favouring more open structures with N
integrated into the core. Multiple structures with a highly coordinated N atom bonded
to four Ta were observed.
To explore hydrogen evolution activity, the first H adsorption energy was calculated
for the most stable structure found at each composition and size. The wide array
of inequivalent adsorption sites around each cluster were all explored, and the most
favourable Ta and N atom adsorption sites were reported. It was found that all clusters
adsorbed H much stronger than the (100) and (111) surfaces of TaN. For the 1:1 Ta:N
composition, the 16 atom cluster adsorbed H at a bridged site between Ta, whereas the
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24 atom cluster adsorbed H to N. At the 3:5 composition, N was always the favourable
adsorption site. Overall, the H adsorption energy was strongly dependent on what specific
local sites existed in a cluster, suggesting the hydrogen evolution activity may be very
size and composition dependent. These findings highlight the high degree of tunability
possible with nanoscale materials, and their great potential for optimisation of catalysis.
This project is ongoing, and there are many facets we wish to continue to explore, including




The efficient and sustainable production of molecular H2 for use as an energy transport
mechanism is one key step towards a carbon-zero energy economy in the future. However,
Earth-abundant and economically viable hydrogen evolution catalysts are critical to this
goal. In this thesis, we have used density functional theory calculations to explore the
optimisation of one such Earth-abundant catalyst – nanostructured MoS2 – in great depth.
We have been able to recommend specific modifications to MoS2 that yield significantly
improved hydrogen evolution activity on both the edges and the basal plane of the catalyst.
In addition we have also conducted a preliminary study of hydrogen evolution on a related
binary material – TaN – that has presently received little attention from a computational
perspective, despite its experimental promise.
This work began by exploring the possible mechanisms for the hydrogen evolution
reaction on the most active portion of flat MoS2 nanostructures (the Mo-edge site).
Knowledge of these reaction mechanisms is critical to understanding what features of
a catalyst are important in driving a reaction, and the calculation of kinetic barriers
is required to determine quantitative reaction rates. Here, we studied MoS2 supported
by two materials commonly used in experiment: Au(111) and graphene. It was found
that the Volmer-Heyrovský mechanism was dominant on both supported catalysts, with
a similar barrier of about 1.3 eV at 0 V (versus the standard hydrogen electrode). Despite
the similar overall barriers, it was found that the choice of catalyst support had a large
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influence on the thermodynamics of hydrogen adsorption. There was a large energy cost to
adsorb H to MoS2/Au(111), and for MoS2/graphene there was a similar energy cost for H
to migrate from the favourable adsorption site to the preferred reaction site for Heyrovský
combination. Thus, our mechanistic calculations suggested the effect of a support under
MoS2 on the rate of hydrogen evolution at 0 V is primarily controlled through altering
the H adsorption free energy (∆GHads). However, these data also suggested that different
steps were limiting the hydrogen evolution rate in each supported system. This results
in different catalytic behaviour with changes to the applied potential. Specifically, the
reaction rate on MoS2/Au(111) increased more rapidly when moving to more negative
potentials, which is qualitatively in-line with experimental findings. However, neither
Au(111) nor graphene supports were found to enhance the hydrogen evolution activity of
MoS2 relative to the unsupported catalyst.
Given that Au(111) and graphene supports were primarily seen to induce changes
in ∆GHads on MoS2, and this related closely to the reaction rate at 0 V, in Chapter 4
we went on to screen across a large array of support materials to see if one that had a
more beneficial effect on the catalyst could be located. Here, supports that were doped
graphene derivatives were the sole focus, as these materials are synthetically accessible and
have multiple dopant coverages that could offer fine tuning of ∆GHads . We also expanded
our study to encompass not just the Mo-edge of MoS2 but also the basal plane, as this
surface makes up a large area of the catalyst. In this search we looked for materials
that could induce a ∆GHads value close to 0 eV on MoS2, representing no thermodynamic
cost to adsorb or desorb H. It was found that the graphene-derivative supports were able
to induce fairly large changes in ∆GHads on the MoS2 basal plane (ranging between 1.4
and 2.2 eV), but no support produced a ∆GHads value close to 0 eV. In contrast, less
variation in ∆GHads was observed for the edge of MoS2 (ranging between -0.30 and 0.10
eV), but an N-doped graphene support produced an ideal thermoneutral ∆GHads value
of 0 eV. The variability in ∆GHads produced by different supports was rationalised using
electronic structure arguments. For the basal plane we found that the energy of the S
p-states relative to the Fermi level directly related to ∆GHads , whereas for the Mo-edge, we
observed that ∆GHads linearly related to the amount of excess negative charge a support
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displaces into MoS2 when they adhere together. Knowledge of these trends is invaluable
for understanding the factors which govern hydrogen evolution thermodynamics. These
findings may also apply more broadly than just to supported MoS2, such as to other
two-component catalysts with similar electronic structures (e.g. WS2 or MoSe2).72
Because no carbon-based supports were found to bring the ∆GHads value on the MoS2
basal plane close to the thermodynamically ideal (0 eV) value, in Chapter 5 we went on to
look at an interesting structural analogue of the flat surface – a nanotube structure – which
could perhaps activate the basal plane by inducing strain. This work represents the first
computational study conducted towards hydrogen evolution on MoS2 nanotube materials.
∆GHads was calculated for nanotubes ranging from 12 to 22 Å in diameter considering both
a pristine surface and S-vacancy defect site. We observed a strong dependency of ∆GHads
on the nanotube diameter, with smaller nanotubes adsorbing H more strongly. This
relationship was mediated by the strain energy of the nanotube. At the S-vacancy site
specifically, we found that armchair nanotubes of diameters between 17 and 22 Å adsorbed
H with an ideal thermoneutral ∆GHads value. The trends in ∆GHads with nanotube size
were rationalised using the electronic structure arguments, with specific attention to the
states involved in adsorbing H. For the pristine MoS2 nanotubes, the energy gap between
the filled S p-states (which lose electron density on H adsorption) and the unfilled Mo
d-states (which accept electron density on H adsorption) was related linearly to ∆GHads .
For the S-vacancy site, where H adsorbs at an Mo atom, a classic d-band model explained
the trends, with lower values for ∆GHads as the Mo d-states approached the Fermi level.
Taken together, Chapters 3, 4 and 5 represent a detailed exploration of hydrogen
evolution on MoS2 where multiple routes to improve the activity of this promising catalyst
were found. Thus, in Chapter 6, we shifted focus slightly to a related binary class of
materials – the transition metal nitrides. Here, we were specifically interested in TaN, the
bulk form of which has recently shown hydrogen evolution activity both experimentally
and in a single computational study. In this chapter we explored nanoparticulate forms of
TaN and Ta3N5, which have not been computationally studied before. A density functional
theory based global optimisation of the nanoparticle structures of Ta8N8, Ta6N10, Ta12N12
and Ta9N15 was conducted, and several common motifs between the different sizes and
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compositions were identified. The TaN clusters favoured a Ta core with regular decahedral
or icosahedral arrangements. N atoms took up capping positions around this Ta core.
In contrast, Ta3N5 clusters favoured interstitial integration of N into the core. ∆GHads
was calculated on the lowest energy cluster at each size and composition, demonstrating
that they adsorb H more strongly than the (100) and (111) surfaces of TaN. This work
suggested the cluster structures of TaxNy likely have very different hydrogen evolution
activity to the bulk, and this activity would be dependent on the specific sites available
in each cluster. Further examination of H adsorption and hydrogen evolution activity
is ongoing, with the aim of predicting whether these nanomaterials would be suitable
hydrogen evolution electrocatalysts.
Overall, the work in this thesis represents a concrete step towards the design of cheap
and effective hydrogen evolution catalysts. It is not simply the promising materials that
we report here that are pertinent, but also the trends in activity that are observed. In
particular, being able to rationalise changes in the H adsorption energy using precise
electronic structure arguments has wider relevance than just for hydrogen evolution.
These principles may be applied across the wider field of heterogeneous catalysis, and
similar methodology could be used to understand the factors governing key adsorption
steps in other critical reactions in sustainability, such as CO2 reduction292 or oxygen
evolution.293
Furthermore, in this work we have gained insights into potentially generalisable be-
haviours of 2-dimensional materials, such as alterations to the density of states and
charge density with the addition of support materials. This could have relevance to other
catalyst/support systems, such as metal/graphene catalysts,294 where tuning properties
using support materials is a recent and rapidly evolving field.204 Additionally, the effects of
curvature-strain and the induction of defects on MoS2 nanotubes raise promising directions
towards improving the properties of other 2-dimensional materials which may also be
able to assemble similar types of structures. Lastly, we suggest these 2-dimensional
and nanostructured materials provide a rich ground for the optimisation of catalysis.
Specifically, the methodology of screening for catalytic activity then performing detailed
electronic structure analyses to explain the trends could be readily applied to improve
other 2-dimensional materials and understand their novel properties.
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Appendix A
Additional data for Chapter 3
A.1 Ab initio molecular dynamics snapshots of water
above MoS2
Several snapshots of the water structure above MoS2 at 298 K were isolated and are
presented in Figure A.1 (graphene-supported MoS2) and Figure A.2 (Au-supported MoS2).
From these snapshots it is clear that, while some hexagonal ordering may be transiently
present, there is no persistent ordering in the water structure. The structures of water
generated here serve well enough to allow charge separation to be induced through the
addition of an additional H to the water layer. However, additional investigation may be
performed to determine if there is any ordering that can be observed above MoS2 over
longer duration of molecular dynamics simulations.
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0.2 ps 0.4 ps 0.6 ps
0.8 ps 1.0 ps 1.2 ps
1.4 ps 1.6 ps 1.8 ps
Figure A.1: Water structures above graphene-supported MoS2 from ab-initio molecular
dynamics. Snapshots are shown every 0.2 ps through a 2 ps equilibration phase at 298 K.
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0.2 ps 0.4 ps 0.6 ps
0.8 ps 1.0 ps 1.2 ps
1.4 ps 1.6 ps 1.8 ps
Figure A.2: Water structures above Au-supported MoS2 from ab-initio molecular
dynamics. Snapshots are shown every 0.2 ps through a 2 ps equilibration phase at 298 K.
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A.2 Structure of the Mo-edge of MoS2
Based on past theoretical works,71,166 the under-coordinated Mo atoms on the 50% sulfided
Mo edge are believed to cluster into groups in order to satisfy electronic requirements.
By testing various model sizes, we find here that the length of unit cell in the periodic
direction determines what groupings of Mo arise. If the unit cell is a multiple of two Mo
atoms long then pairs (or dyads) form, whereas if it is a multiple of three triads form
instead. If the unit cell is neither a multiple of two or three, then a combination of pairs
and triads can form. The structures of these pairs and triads are pictured in Figure A.3.
Figure A.3: Structural models showing the Mo-edge of MoS2 reconstructing into (A) Mo
triads and (B) pairs of Mo atoms. The spacing between non-equivalent Mo atoms is shown
also. S atoms which sit between two Mo that are close together are termed “close S” and
those that sit between separated Mo are termed “spaced S”.
A 6-Mo wide model can be optimised with an initial guess such that it optimises to
a structure where the Mo are in pairs instead of triads, yet the energy of this model
is approximately 0.1 eV higher per edge Mo atom. While this would suggest a triadic
model would be favoured under experimental conditions, any effects are likely highly size
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dependent as MoS2 nanoparticles that have edge lengths which are not a multiple of three
must have at least some edge which is not constructed as triads.
We have attempted to quantify some of the energetic differences in having the Mo-edge
in a triadic construction compared to one with the Mo atoms as paired by testing the
H adsorption energy various sites on 4-Mo (forms pairs) and 6-Mo (forms triads) wide
models of unsupported, graphene-supported and Au(111)-supported MoS2 (Table A.1).
Looking first at unsupported MoS2, it can be seen that ∆GHads on the 6-Mo wide model
is up to 0.60 eV higher than than on the 4-Mo model. When H is adsorbed to the edge,
we consistently observe the triadic structure breaking into pairs of Mo. We believe this
explains the H adsorption energy difference, as there will be an energy cost associated
with breaking the triadic structure on the Mo-edge. A similar difference between the 4-
and 6-Mo wide models is observed for graphene-supported MoS2, yet the magnitude of
potential difference is smaller at approximately up to 0.50 eV. In contrast, no difference
between model sizes is observed for Au(111)-supported MoS2. This is because the Au-
supported MoS2 naturally reconstructs into pairs of Mo, and is never observed to form
triads without fixing certain atomic centres. We observe an energy difference of less than
0.01 eV per Mo between having Mo pairs and triads for Au-supported MoS2.
Overall, it can be concluded that the graphene-supported MoS2 model may be prone
to differences in H adsorption energy based on the reconstruction present on the Mo-edge
and therefore its model size. The magnitude of these differences should not exceed 0.50
eV. These model size effects should not be present on Au-supported MoS2.
Table A.1: First H adsorption free energies (∆GHads, eV) at different sites for 4-Mo wide
and 6-Mo wide model sizes.
Site Unsupported Graphene Au(111)
4-Mo Spaced S -0.30 -0.23 0.29
Close S 0.15 0.19 0.67
Mo 0.88 0.97 1.08
6-Mo Spaced S 0.28 0.26 0.29
Close S -0.15 -0.03 0.67
Centre Mo 1.13 1.04 1.04
Peripheral Mo 1.17 1.01 –
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A.3 Additional Data for Volmer-Tafel barriers
The Volmer-Tafel barriers are presented at different H coverages in Figure A.4. To
construct a plot of the Volmer-Tafel barriers against potential, the potential required























Figure A.4: Volmer-Tafel activation barriers and different H coverages on the Mo-edge of
unsupported and supported MoS2.
The Volmer-Tafel barrier on unsupported MoS2 are compared to those with a
graphene or Au support in Figure A.5. The difference between unsupported and
graphene-supported MoS2 is approximately 0.1 eV at 0 V potential, and all potentials
more negative then this barriers differ by less than 0.05 eV. This demonstrates the
graphene support is having a minimal effect on the catalytic behaviour of MoS2, which
could be attributed to the fact that MoS2 does not adhere strongly to graphene with an
adhesion energy of only -0.15 eV per Mo atom.




















Figure A.5: Volmer-Tafel barriers as a function of applied potential on unsupported and
supported MoS2.
A.4 Tested Tafel combination paths
In order to determine the favourable reaction geometry and site for Tafel combination
several different pathways were tested (Table A.2). The only pathways which barriers
could be found for were Mo-S combination, and S-S combination. The remainder of the
pathways either converged to Mo-S combination, or could not find a reasonable reaction
path.
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Table A.2: Tested Tafel desorption paths with two H on the surface.
Path Barrier
Mo-S combination 0.76 eV
S-S combination 1.56 eV (Difficult to con-verge)
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Table A.2: continued.
Path Barrier
Mo-Mo combination Converged to Mo-S desorp-tion
Mo-Stop combination Could not be converged
Stop-Stop combination Could not be converged
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A.5 Tafel barriers
The tested Tafel barriers for each type of MoS2 combination across H coverages ranging
from 0.5 to 2 ML are presented in Table A.3. As discussed in the main text, a particularly
low barrier was found at 1.75 ML coverage. At 1.75 ML the atomic centre of the S with the
reacting Hads on it is 0.11 Å higher than the adjacent Mo, whereas at all other coverages
this S atom ranges between 0.25 and 0.58 Å below the adjacent Mo. We postulate that
this key S atom being raised up above the Mo causes the reacting H to adsorb in an
on-top geometry, and lowers the energy of the path to this H moving to and reacting at
the the bridge between Mo and S. It should be noted that this initial state geometry with
the H on centrally on-top of S is unique, and is not seen at other coverages.
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Table A.3: The structures of some of the Tafel reaction paths tested on unsupported
MoS2 viewed from the z and y directions. The minimum energy pathways (MEPs) for
Tafel combination are also shown.
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Table A.3: continued.
Coverage /
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A.6 Free energy diagrams for the Volmer-Tafel reaction
The free energy diagrams for the overall Volmer-Tafel process are presented for graphene-
supported MoS2 in Figures A.6 and A.7, and for Au-supported in Figures A.8 to A.10.
For both catalysts, the diagrams are presented at 0 VRHE and at the potential required
to reach H coverages that have up to two H on the surface (0.5 ML). In all cases, the
Volmer-Tafel barrier was taken relative to the lowest energy preceding state.
Figure A.6: Graphene-supported MoS2 Volmer-Tafel free energy diagram at 0 V.
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Figure A.7: Graphene-supported MoS2 Volmer-Tafel free energy diagram at -0.25 V.
Figure A.8: Au-supported MoS2 Volmer-Tafel free energy diagram at 0 V.
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Figure A.9: Au-supported MoS2 Volmer-Tafel free energy diagram at -0.30 V.
Figure A.10: Au-supported MoS2 Volmer-Tafel free energy diagram at -0.46 V.
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A.7 Free energy diagrams for the Volmer-Heyrovský
reaction
The free energy diagrams for the Volmer-Heyrovský reaction on graphene (Figures A.11
to A.13) and Au-supported MoS2 (Figures A.14 to A.17) are presented here at different
potentials.
Figure A.11: Graphene-supported MoS2 Volmer-Heyrovský free energy diagram at 0 V.
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Figure A.12: Graphene-supported MoS2 Volmer-Heyrovský free energy diagram at -0.25
V. Note that all reaction barriers are calculated with a single H on the surface for
computational tractability.
Figure A.13: Graphene-supported MoS2 Volmer-Heyrovský free energy diagram at -0.84
V. Note that the pathway is different in this case compared to the above, as the Mo site
can be spontaneously populated with H (i.e. no uphill steps) at a 3H coverage on the
surface. Therefore H diffusion does not need to take place. Note that all reaction barriers
are calculated with a single H on the surface for computational tractability.
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Figure A.14: Au-supported MoS2 Volmer-Heyrovský free energy diagram at 0 V.
Figure A.15: Au-supported MoS2 Volmer-Heyrovský free energy diagram at -0.30 V.
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Figure A.16: Au-supported MoS2 Volmer-Heyrovský free energy diagram at -0.46 V. Note
that all reaction barriers are calculated with a single H on the surface for computational
tractability.
Figure A.17: Au-supported MoS2 Volmer-Heyrovský free energy diagram at -0.60 V.
The pathway is different in this case compared to the above, as the Mo site can be
spontaneously populated with H (i.e. no uphill steps) at a 3H coverage on the surface.
Therefore H diffusion does not need to take place. Note that all reaction barriers are
calculated with a single H on the surface for computational tractability.
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B.1 Ball and stick models of MoS2 and supports
To provide an alternate view of the models examined in Chapter 4, ball and stick models
are provided here for MoS2/graphene (Figure B.1) and for the carbon supports of interest
(Figure B.2). These models show the connectivity between atoms, and can be helpful for
visualisation.
Figure B.1: The MoS2 basal plane model shown with a pristine graphene support from
the (A) top and (B) side view. (C) Top and (D) side views of a supported MoS2 stripe
model that exposes the Mo-edge (101̄0) and the S-edge (1̄010).
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Figure B.2: Structures of the carbon-based support materials studied in the present work
(in addition to pristine graphene, which is not shown). Most supports are graphene
derivatives with different functional groups. (A) GO-epoxide, (B) GO-hydroxide, (C)
NDG-graphitic, (D) NDG-pyridinic, (E) NDG-pyrrolic, (F) BDG, (G) SDG, (H) h-BN,
(I) gt-C3N4.
B.2 Lattice constants and strains of support materials
In Table B.1 the optimised cell lengths for the support models are presented, and the
percent strain required to match the length of a 5×5 MoS2 surface is also given. It can
be seen that most strains are around 7-8%, and none exceed 9%. Furthermore, because
the vast majority of reported strains are in the same direction and of similar magnitude,
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it is suggested that any effect this straining may have should be similar for all support
materials. Thus, any trends observed should not be influenced by the strain. It is in
principle possible to use a large enough model that there would be no lattice mismatch
between MoS2 and support, but this would require models many times the size used here,
which was not overly feasible.
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Table B.1: The lattice constants of the different support materials studied in the main
text, and the percentage strain required for them to match with 5×5 MoS2 models (cell
length: 15.91 Å). For most support materials the closest match was obtained with 6×6
unit cells of the support, the exception being gt-C3N4, where only two unit cells were
required.
Support material Cell length Å Percent strain to matchMoS2
Graphene 14.82 7.3
GO-epoxide 5 14.80 7.5
GO-epoxide 10 14.77 7.7
GO-epoxide 15 14.81 7.4
GO-epoxide 25 15.01 6.0
GO-hydroxide 5 14.75 7.8
GO-hydroxide 10 14.74 7.9
NDG-graphitic 4 % 14.76 7.8
NDG-graphitic 8 % 14.73 8.0
NDG-graphitic 12 % 14.69 8.3
NDG-graphitic 16 % 14.64 8.6
NDG-pyridinic 4 % 14.79 7.5
NDG-pyridinic 8 % 14.79 7.5
NDG-pyridinic 12 % 14.79 7.5
NDG-pyridinic 16 % 14.75 7.8
NDG-pyrrolic 4 % 14.79 7.5
NDG-pyrrolic 8 % 14.72 8.1
BDG 1.4 % 14.82 7.3
BDG 4 % 14.92 6.6
BDG 8 % 15.01 6.0
BDG 12 % 15.13 5.1
SDG 1.4 % 14.82 7.3
SDG 2.8 % 14.85 7.1
h-BN 15.06 5.6
gt-C3N4 15.94 -0.2
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B.3 Images of support materials at different dopant
coverages
In Table B.2, the structure of all different coverages for the supports examined in this
work are shown. In each case the 6 × 6 model is shown, which was used to support the
MoS2 basal plane. However, the edge supports are simply generated by repeating the
model once in the y-direction.
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Table B.2: Structures of the support materials studied in the present work at the different
dopant coverages of interest. The supports for the MoS2 basal plane are shown here, and
the supports for the edge models are created by doubling their length in the vertical
direction.
Graphene
GO-epoxide 5 % GO-epoxide 10 % GO-epoxide 15 % GO-epoxide 25 %
GO-hydroxide 5 % GO-hydroxide 10 %
NDG-graphitic 4 % NDG-graphitic 8 % NDG-graphitic 12 % NDG-graphitic 16 %
NDG-pyrdinic 4 % NDG-pyridinic 8 % NDG-pyridinic 12 % NDG-pyridinic 16 %
NDG-pyrrolic4 % NDG-pyrrolic 8 %
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Table B.2: Cont.
BDG 1.4 % BDG 4 % BDG 8 % BDG 12 %
SDG 1.4% SDG 2.8 %
h-BN
gt-C3N4
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B.4 Data showing the effect of a two-sided GO support
In Table B.3 the data from several high-coverage test cases from the graphene oxides are
presented. These cases explore the possibility of two-sided GO materials having a different
effect on H adsorption than one-sided materials, where the oxide or hydroxide functional
groups are facing the MoS2. We find here that the addition of the same coverage of oxide
or hydroxide groups on the side of the support that faces away from MoS2 typically has
very little effect on the H adsorption energy. Therefore, in the main text of this chapter,
we examine only one-sided GO materials.
Table B.3: Electronic H adsorption energies (∆EHads) for a series of one- and two-sided
graphene oxide (GO) supports for MoS2. These data show that the addition of GO
groups on the side of the support facing away from MoS2 usually has very little effect on
the adsorption energy of H when there are already groups on the MoS2 side.
System ∆EHads/ eV
GO-epoxide
25% MoS2 side 1.48
25% on both sides 1.56
50% MoS2 side 2.00
50% on both sides 1.99
GO-hydroxide
25% MoS2 side 1.73
25% on both sides 1.96
50% MoS2 side 2.00
50% on both sides 1.97
B.5 Density of states plots for MoS2 with and without
H adsorbed
In Table B.4 the density of states plots are presented for all MoS2 systems tested here
with and without H adsorbed. These data listings are provided for reference, and to
corroborate the overall trends reported in the main body of the thesis.
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Table B.4: Density of states plots for the clean MoS2/support structures (top), with H
adsorbed in a tilted configuration (middle), and with H adsorbed on-top (bottom). For
structures where only on-top H adsorption could be located only two plots are presented:
clean MoS2/support structures (top), and with H adsorbed on-top (bottom).
Graphene
GO-epoxide 5 % GO-epoxide 10 %
Table B.3: Cont.
GO-epoxide 15 % GO-epoxide 25 %
GO-hydroxide 5 % GO-hydroxide 10 %
Table B.3: Cont.
NDG-graphitic 4 % NDG-graphitic 8 %
NDG-graphitic 12 % NDG-graphitic 16 %
Table B.3: Cont.
NDG-pyridinic 4 % NDG-pyridinic 8 %
NDG-pyridinic 12 % NDG-pyridinic 16 %
Table B.3: Cont.
NDG-pyrrolic4 % NDG-pyrrolic 8 %
BDG 1.4 % BDG 4 %
Table B.3: Cont.
BDG 8 % BDG 12 %
SDG 1.4 % SDG 2.8 %
Table B.3: Cont.
h-BN gt-C3N4
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B.6 Density of states plots for MoS2 supports
In this section the density of states plots for all the support systems are provided for
reference, and to corroborate the examples selected for the main body of the thesis. In
the main text, we noted that the states in the support are most perturbed when H adsorbs
to MoS2 in the on-top geometry. This observed across supports here, as the position of
the peaks shifts most relative to the clean support in the H on-top case.
There is once case where an unusual ∆ plot is observed for both the on-top and tilted
geometries: the NDG-graphitic 16% support. This is because it was difficult to align the
maximum peaks in order to perform the subtraction in this case. Thus, this ∆ plot should
not be relied on closely.
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Table B.4: Density of states (DOS) plots for all the support materials tested here where
both the on-top and tilted configurations of H binding could be located on MoS2.
Graphene
GO-epoxide 5 % GO-epoxide 10 %
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Table B.5: Cont.
GO-Epoxide 5 % GO-Epoxide 10 %
GO-Epoxide 15 %
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Table B.6: Cont.
NDG-graphitic 4 % NDG-graphitic 8 %
NDG-graphitic 12 % NDG-graphitic 16 %
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Table B.7: Cont.
SDG 1.4 % SDG 2.8 %
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B.7 Charge density difference for tilted H binding
Figure B.3 shows a plot indicating that tilted H adsorption produces a very similar charge
density difference plot to on-top H adsorption on the MoS2 basal plane.
Figure B.3: Charge density difference plot showing the movement of charge in a graphene
supported MoS2 after H is adsorbed (ρMoS2/graphene+H − (ρMoS2/graphene + ρH)) to an S on
the basal plane in the tilted configuration. Blue indicates negative charge accumulation
and pink indicates negative charge depletion. Isosurface level = 0.006 e−/A3.
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C.1 Plots showing the Bader charge on S atoms in
MoS2 nanotubes
In Figures C.1 to C.6, the net Bader charge on all S atoms in three test sizes for armchair
and zigzag MoS2 nanotubes are shown. The S atoms are coloured according to whether
they are on the inside or the outside of the nanotube. A clear preference for electrons to
accumulate slightly more on the outside S atoms is observed, and this becomes slightly
more pronounced at the smaller nanotube sizes. The difference in charge is fairly small
in most cases, around one tenth of an electron per S atom. But, given the consistency of
this trend, it represents a reliable preference for electrons to be present on the outside of
the nanotube. This is a possible reason for the difference in H adsorption energy observed
on the inside versus outside of the tube.
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Figure C.1: Bader charge on the inside and outside S atoms in an armchair (8, 8)
nanotube. The average charge gap between inside and outside is 0.11 e−.
Figure C.2: Bader charge on the inside and outside S atoms in an armchair (11, 11)
nanotube. The average charge gap between inside and outside is 0.10 e−.
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Figure C.3: Bader charge on the inside and outside S atoms in an armchair (14, 14)
nanotube. The average charge gap between inside and outside is 0.07 e−.
Figure C.4: Bader charge on the inside and outside S atoms in a zigzag (14, 0) nanotube.
The average charge gap between inside and outside is 0.12 e−.
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Figure C.5: Bader charge on the inside and outside S atoms in a zigzag (19, 0) nanotube.
The average charge gap between inside and outside is 0.09 e−.
Figure C.6: Bader charge on the inside and outside S atoms in a zigzag (24, 0) nanotube.
The average charge gap between inside and outside is 0.07 e−.
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C.2 Relationships involving the d-band centre
Figure C.7 demonstrates the lack of linear relationship between the Mo d-state centre
and ∆GHads . This highlights the importance of considering only the higher energy Mo d-
states which are involved in bonding H, rather than all the d-states. The former quantity
is captured by the upper edge of the filled d-states, which is discussed in the main body
of the thesis.
Figure C.7: A plot demonstrating the lack of relation between the Mo d-band centre and
∆GHads at the S-vacancy defect site. This demonstrates it is only the energy of the Mo
d-states directly involved in bonding, captured by the energy of the d-state edge, which
determines ∆GHads at this site.
C.3 Density of states plots for pristine materials stud-
ied
The following section contains the collection of density of states plots for each of pristine
the materials studied in the main text. They are all organised to show the clean surface
and the surface with H adsorbed at the relevant site. In each case, the specific system is
noted in the Figure caption.
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Figure C.8: Density of states plots for the flat basal plane as (A) a clean surface, and (B)
with H adsorbed to S.
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C.3.1 Armchair nanotubes
Figure C.9: Density of states plots for the (8, 8) armchair nanotube as (A) a clean surface,
and (B) with H adsorbed to S.
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Figure C.10: Density of states plots for the (9, 9) armchair nanotube as (A) a clean
surface, and (B) with H adsorbed to S.
Figure C.11: Density of states plots for the (10, 10) armchair nanotube as (A) a clean
surface, and (B) with H adsorbed to S.
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Figure C.12: Density of states plots for the (11, 11) armchair nanotube as (A) a clean
surface, and (B) with H adsorbed to S.
Figure C.13: Density of states plots for the (12, 12) armchair nanotube as (A) a clean
surface, and (B) with H adsorbed to S.
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Figure C.14: Density of states plots for the (13, 13) armchair nanotube as (A) a clean
surface, and (B) with H adsorbed to S.
Figure C.15: Density of states plots for the (14, 14) armchair nanotube as (A) a clean
surface, and (B) with H adsorbed to S.
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C.3.2 Zigzag nanotubes
Figure C.16: Density of states plots for the (14, 0) zigzag nanotube as (A) a clean surface,
and (B) with H adsorbed to S.
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Figure C.17: Density of states plots for the (15, 0) zigzag nanotube as (A) a clean surface,
and (B) with H adsorbed to S.
Figure C.18: Density of states plots for the (17, 0) zigzag nanotube as (A) a clean surface,
and (B) with H adsorbed to S.
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Figure C.19: Density of states plots for the (19, 0) zigzag nanotube as (A) a clean surface,
and (B) with H adsorbed to S.
Figure C.20: Density of states plots for the (20, 0) zigzag nanotube as (A) a clean surface,
and (B) with H adsorbed to S.
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Figure C.21: Density of states plots for the (22, 0) zigzag nanotube as (A) a clean surface,
and (B) with H adsorbed to S.
Figure C.22: Density of states plots for the (24, 0) zigzag nanotube as (A) a clean surface,
and (B) with H adsorbed to S.
Additional data for Chapter 5 263
C.4 Density of states plots for S-vacancy defect mate-
rials studied
The following section contains the collection of density of states plots for all the S-vacancy
defect sites in the materials studied in the main text. They are all organised to show the
clean surface and the surface with H adsorbed at the relevant site. In each case, the
specific system is noted in the Figure caption.
Figure C.23: Density of states plots for the S-vacancy site on the flat basal plane as (A)
a clean surface, and (B) with H adsorbed to S.
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C.4.1 S-vacancy armchair nanotubes
Figure C.24: Density of states plots for the S-vacancy defect on the (8, 8) armchair
nanotube as (A) a clean surface, and (B) with H adsorbed at the S-vacancy-.
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Figure C.25: Density of states plots for the S-vacancy defect on the (9, 9) armchair
nanotube as (A) a clean surface, and (B) with H adsorbed at the S-vacancy.
Figure C.26: Density of states plots for the S-vacancy defect on the (10, 10) armchair
nanotube as (A) a clean surface, and (B) with H adsorbed at the S-vacancy.
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Figure C.27: Density of states plots for the S-vacancy defect on the (11, 11) armchair
nanotube as (A) a clean surface, and (B) with H adsorbed at the S-vacancy.
Figure C.28: Density of states plots for the S-vacancy defect on the (12, 12) armchair
nanotube as (A) a clean surface, and (B) with H adsorbed at the S-vacancy.
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Figure C.29: Density of states plots for the S-vacancy defect on the (13, 13) armchair
nanotube as (A) a clean surface, and (B) with H adsorbed at the S-vacancy.
Figure C.30: Density of states plots for the S-vacancy defect on the (14, 14) armchair
nanotube as (A) a clean surface, and (B) with H adsorbed at the S-vacancy.
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C.4.2 S-vacancy zigzag nanotubes
Figure C.31: Density of states plots for the S-vacancy defect on the (14, 0) zigzag nanotube
as (A) a clean surface, and (B) with H adsorbed at the S-vacancy.
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Figure C.32: Density of states plots for the S-vacancy defect on the (15, 0) zigzag nanotube
as (A) a clean surface, and (B) with H adsorbed at the S-vacancy.
Figure C.33: Density of states plots for the S-vacancy defect on the (17, 0) zigzag nanotube
as (A) a clean surface, and (B) with H adsorbed at the S-vacancy.
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Figure C.34: Density of states plots for the S-vacancy defect on the (19, 0) zigzag nanotube
as (A) a clean surface, and (B) with H adsorbed at the S-vacancy.
Figure C.35: Density of states plots for the S-vacancy defect on the (20, 0) zigzag nanotube
as (A) a clean surface, and (B) with H adsorbed at the S-vacancy.
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Figure C.36: Density of states plots for the S-vacancy defect on the (22, 0) zigzag nanotube
as (A) a clean surface, and (B) with H adsorbed at the S-vacancy.
Figure C.37: Density of states plots for the S-vacancy defect on the (24, 0) zigzag nanotube
as (A) a clean surface, and (B) with H adsorbed at the S-vacancy.

Appendix D
Additional data for Chapter 6
D.1 Space-filling models for TaN and Ta3N5 clusters
Run 1 Runs 2 and 3 Run 4 
Run 5
ΔEL = 0.50 eV ΔEL = 0 eV ΔEL = 0.25 eV 
ΔEL = 0.83 eV 
Figure D.1: The lowest energy structures of Ta8N8 obtained from five separate GOFEE
global optimisations presented as space-filling models. These structures have all been
locally optimised using DFT. A green box indicates the lowest energy structure identified,
and the energies of all clusters are given relative to this structure. Key: Ta – green, N –
blue.
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Runs 1 and 3 Run 2 Runs 4 and 5
ΔEL = 0 eV ΔEL = 1.06 eV ΔEL = 0.11 eV 
Figure D.2: The lowest energy structures of Ta12N12 obtained from five separate GOFEE
global optimisations presented as space-filling models. These structures have all been
locally optimised using DFT. A green box indicates the lowest energy structure identified,
and the energies of all clusters are given relative to this structure. Key: Ta – green, N –
blue.
+ N2
Runs 1 and 5 Run 2 Runs 3 and 4
ΔEL = 0.78 eV ΔEL = 0.15 eV ΔEL = 0 eV 
Figure D.3: The lowest energy structures of Ta6N10 obtained from five separate GOFEE
global optimisations presented as space-filling models. These structures have all been
locally optimised using DFT. A green box indicates the lowest energy structure identified,
and the energies of all clusters are given relative to this structure. Key: Ta – green, N –
blue.
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Run 1 Run 2 Run 3 
Runs 4 and 5 
ΔEL = 0.07 eV ΔEL = 2.90 eV ΔEL = 0.02 eV 
ΔEL = 0 eV 
Figure D.4: The lowest energy structures of Ta9N15 obtained from five separate GOFEE
global optimisations presented as space-filling models. These structures have all been
locally optimised using DFT. A green box indicates the lowest energy structure identified,
and the energies of all clusters are given relative to this structure. Key: Ta – green, N –
blue.
