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NONLINEAR APPROXIMATION WITH DICTIONARIES.
II. INVERSE ESTIMATES.
RE´MI GRIBONVAL AND MORTEN NIELSEN
Abstract. In this paper, which is the sequel to [GN04a], we study inverse esti-
mates of the Bernstein type for nonlinear approximation with structured redun-
dant dictionaries in a Banach space. The main results are for blockwise incoherent
dictionaries in Hilbert spaces, which generalize the notion of joint block-diagonal
mutually incoherent bases introduced by Donoho and Huo. The Bernstein inequal-
ity obtained for such dictionaries is proved to be sharp, but it has an exponent
that does not match that of the corresponding Jackson inequality.
1. Introduction
Let X be a separable Banach space, and D = {gk, k ≥ 1} a countable family of
unit vectors, ‖gk‖X = 1, which will be called a dictionary whenever it spans a dense
subspace of X. Our main purpose in this paper is to study the approximation
spaces Aαq (D, X) associated with best m-term approximation. Let us recall the
definition of Aαq (D, X). The (nonlinear) set of all linear combinations of at most m
elements from D is
Σm(D) :=
{∑
k∈Im
ckgk, Im ⊂ N, card(Im) ≤ m, ck ∈ C
}
.
For any given f ∈ X, the error associated to the best m-term approximation to f
from D is given by
σm (f,D)X := inf
h∈Σm(D)
∥∥f − h∥∥
X
.
The best m-term approximation spaces are defined as :
Aαq (D, X) :=
{
f ∈ X, ‖f‖Aαq (D,X) := ‖f‖X + |f |Aαq (D,X) <∞
}
where | · |Aαq (D,X) := ‖{σm(f,D)X}m≥1‖`1/αq is defined using the Lorentz (quasi)norm,
see e.g. [DL93].
Stechkin, DeVore and Temlyakov have derived the following nice characterization
when the dictionary is an orthonormal basis in a Hilbert space.
Theorem 1.1 ([Ste55, DT96]). If B is an orthonormal basis in a Hilbert space H
then, for 0 < τ = (α+ 1/2)−1 < 2 and 0 < q ≤ ∞,
Aαq (B,H) = Kτq (B,H)
Key words and phrases. Nonlinear approximation, Bernstein inequality, mutually incoherent
bases.
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with equivalent (quasi)norms, where
Kτq (B,H) :=
{
f ∈ H, |f |Kτq (B,H) := ‖{〈f, gk〉}k≥1‖`τq <∞
}
.
In recent papers, similar results were obtained whenever B is an almost-greedy
basis in a general Banach space [GN01, DKKT01, KP01], or a redundant system of
framelets in Lp(R) [GN04c]. The goal of this paper is to generalize Theorem 1.1 to
some redundant dictionaries. Based on examples in [GN01, GN04b] we know that
we need to require some structure of D.
1.1. Direct estimates. In the prequel [GN04a] to the present paper, we showed
that the `p1-hilbertian property of D, with p > 1, is (almost) equivalent to the Jackson
embedding Kτq (D, X) ↪→ Aαq (D, X) with 0 < τ = (α + 1/p)−1 < p, where Kτq (D, X)
is a sparsity space introduced by DeVore and Temlyakov [DT96].
Definition 1.2. A dictionary D is `τq -hilbertian if the operator T : {ck} 7→
∑
k ckgk
defined on the space `0 of finite sequences c = {ck} extends to a continuous operator
from `τq to X.
Moreover, we proved that if D is `p1-hilbertian, p > 1, we have the representation
Kτq (D, X) = T`τq of the sparsity spaces for 0 < τ < p with norm
(1.1) |f |Kτq (D) = min{‖c‖`τq : f = Tc}.
The latter representation is quite a bit simpler to handle than the general definition
of a sparsity space for an arbitrary dictionary, which can be found in [DT96, GN04a].
1.2. Inverse estimates. In this paper, we focus our attention on getting inverse
embeddings of the Bernstein type
(1.2) Aαq (D, X) ↪→ Kτq (D, X)
General results of approximation theory [DL93, Chap. 7] relate the embedding (1.2)
to a Bernstein inequality for Kτq (D) with exponent α :
(1.3) |fm|Kτq (D) ≤ Cmα ‖f‖X , m ≥ 1, fm ∈ Σm(D).
1.3. Fragility of the inverse estimates. Based on examples in [GN01] we know
that, in addition to the `p1-hilbertian assumption, we need to require some structure
of D to get (1.3), and we may have to restrict our ambitions to proving a Bernstein
inequality with exponent α > 1/τ −1/p. Recently, Gro¨chenig introduced the notion
of localized frames [Gro¨03, Gro¨04] and suggested that, in Hilbert spaces, localiza-
tion might be a sufficient condition to have a Bernstein inequality. In [GN04b] we
disproved this fact using a simple counter-example where the dictionary was a local-
ized union of two bases, and yet no Bernstein inequality could be satisfied for any
exponent 0 < α < ∞. In contrast to this negative result which showed the general
fragility of Bernstein inequalities, we prove in this paper that blockwise incoherent
dictionaries in Hilbert spaces actually satisfy a somewhat robust Bernstein inequal-
ity, where the exponent α of the corresponding Jackson inequality is generally not
matched but is at most doubled.
The structure of the paper is as follows. In Section 2 we study dictionaries in
finite dimensional Hilbert spaces, and obtain our first main result: a Bernstein
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inequality which is related to the coherence of the dictionary. For dictionaries that
are the union of two orthonormal bases, the coherence coincide with the notion of
mutual coherence of the bases introduced by Donoho and Huo [DH01]. We provide
an example to show that the exponent of the obtained Bernstein inequality –which
does not match that of the corresponding Jackson inequality– is sharp in the sense
that it cannot be generally improved.
In Section 3 we consider the class of decomposable dictionaries in (possibly infinite
dimensional) Banach spaces and prove that a “global” Bernstein inequality can be
obtained by proving “blockwise” Bernstein inequalities. We combine this with the
results of the first section to prove a Bernstein inequality for blockwise incoherent
dictionaries in Hilbert spaces. Using results on Grassmannian frames, we show that
this Bernstein estimate is valid for dictionaries that can be highly redundant. More
classical examples include pairs of jointly block-diagonal mutually incoherent bases
such as the (Meyer-Lemarie´ wavelets, real bi-sinusoids) example of Donoho and Huo
[DH01] or simply the (Haar,Walsh) dictionary.
In the final part of the paper (Section 4) we apply the results to get two-sided
embeddings between the approximation classes and function spaces that measure
smoothness in terms of a mixture of Besov spaces and spaces related to the Wiener
algebra.
2. Incoherent dictionaries in finite dimension
In this section we will prove a Bernstein inequality for dictionaries in X a finite
dimensional Hilbert space. In finite dimension, all norms are equivalent so the
important result in this Bernstein inequality will be that the constant C in Eq. (1.3)
only depends on the separation factor of the dictionary, which needs not depend on
the dimension of the Hilbert space.
The notion of separation factor of a dictionary is motivated by the concept of
mutual incoherence between orthonormal bases which was introduced by Donoho
and Huo in [DH01]: consider B1 = {g1k}Nk=1 and B2 = {g2k}Nk=1 two orthonormal
bases of the same Hilbert space H of dimension N . It is not difficult to check (see
[DH01, Lemma VII.2]) thatM(B1,B2) := maxk,l |〈g1k, g2l 〉| ≥ 1/
√
N . Two such bases
are said to be most mutually incoherent if M(B1,B2) = 1/
√
N . The prime example
is the basis pair (B1,B2)=(Spikes,Sinusoids).
For a general dictionary D in a Hilbert spaceH (not necessarily finite dimensional)
the coherence is defined [GN03, DE03] as
(2.1) M(D) := max
k 6=l
|〈gk, gl〉| .
It naturally generalizes the measure of mutual coherence M(B1,B2) to dictionaries
that are not necessarily the union of two orthonormal bases.
When H is of finite dimension N we define the separation factor
(2.2) S(D) := M(D)
√
N.
Clearly, if D is an orthonormal basis, then S(D) = 0, and if one can extract at least
one orthonormal basis B from D, then M(D) ≥ 1/√N and S(D) ≥ 1. We will say
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that D is perfectly incoherent if S(D) = 1. We can now formulate the following
Bernstein inequality which is the first main result of this paper.
Theorem 2.1. Let D be a dictionary in a finite dimensional Hilbert space H of
dimension N , and assume that D contains an orthonormal basis B. For any 0 <
τ < 2, the Bernstein inequality for Kττ (D) holds with exponent α = 2(1/τ − 1/2):
|fm|Kττ (D) ≤ Cmα ‖fm‖H , m ≥ 1, fm ∈ Σm(D),
where
(2.3) C ≤ max
(√
2,
(
2S(D))2/τ−1).
Moreover, the exponent α = 2(1/τ−1/2) is sharp for the class of perfectly incoherent
dictionaries.
Note that the sharpness of Theorem 2.1 only means that among the class of
perfectly incoherent dictionaries, there is a subfamily for which the estimate cannot
be improved. It does not rule out that some other family of particular perfectly
incoherent dictionaries satisfy an estimate with an improved exponent. The proof
of Theorem 2.1 will appear at the end of this section. First we need a few lemmas.
The first lemma is an almost trivial remark, but it will be quite useful later.
Lemma 2.2. Let D be a dictionary in a finite dimensional Hilbert space H of
dimension N , and assume that D contains an orthonormal basis B. For any 0 <
τ < 2 we have for all f ∈ H
(2.4) |f |Kττ (D) ≤ N1/τ−1/2‖f‖H.
Proof. Because B ⊂ D is an orthonormal system, we have the trivial estimate
|f |Kττ (D) ≤ |f |Kττ (B) ≤ N1/τ−1/2‖f‖H. 
Lemma 2.3. Let D be a dictionary in a Hilbert space H. For m ≥ 1 and any
fm =
∑
k∈Im akgk with card(Im) ≤ m, we have
(1 +M(D)(1−m))
∑
k∈Im
|ak|2 ≤ ‖f‖2H.(2.5)
Proof. We develop the expression ‖f‖2H = 〈f, f〉, using the fact that |〈gk, gl〉| ≤
M(D), k 6= l, to get
‖f‖2 ≥
∑
k∈Im
|ak|2 −M(D)
∑
k,l∈Im
|ak||al|+M(D)
∑
k∈Im
|ak|2
≥ (1 +M(D))
∑
k∈Im
|ak|2 −M(D)(
∑
k∈Im
|ak|)2
≥ (1 +M(D))
∑
k∈Im
|ak|2 −M(D)
(
m1/2(
∑
k∈Im
|ak|2)1/2
)2
≥ (1 +M(D)(1−m))
∑
k∈Im
|ak|2.

We combine the lemmas to get the following result.
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Corollary 2.4. Let D be a dictionary in a Hilbert space H. For any 0 < τ < 2,
λ > 1, m ≤ 1 + (λM(D))−1 and any fm ∈ Σm(D) we have the inequality
(2.6) |fm|Kττ (D) ≤
√
λ
λ− 1 m
1/τ−1/2 ‖f‖H.
Proof. Consider fm ∈ Σm(D) and write it as fm =
∑
k∈Im akgk with card(Im) ≤ m.
By Lemma 2.3, if m ≤ 1 + (λM(D))−1 then (∑Im |ak|2)1/2 ≤√λ/(λ− 1)‖f‖H. By
the Bernstein inequality for finite sequences we get
|fm|Kττ (D) ≤ (
∑
Im
|ak|τ )1/τ ≤ m1/τ−1/2(
∑
Im
|ak|2)1/2
≤
√
λ/(λ− 1)m1/τ−1/2‖f‖H.

Proof of Theorem 2.1. Consider fm ∈ Σm(D). Corollary 2.4 proves the Bernstein
inequality with exponent 1/τ −1/2 (and a fortiori with exponent α = 2(1/τ −1/2))
and constant
√
λ/(λ− 1) when 1 ≤ m ≤ 1 + (λM(D))−1. There remains to get
a similar estimate for m > 1 + (λM(D))−1. From Lemma 2.2 we get |fm|Kττ (D) ≤
N1/τ−1/2‖fm‖H. Since S(D) = M(D)
√
N , it follows that if m > 1 + (λM(D))−1 ≥√
N
λS(D) , then
|fm|Kττ (D) ≤ (λS(D))2/τ−1 m2(1/τ−1/2)‖fm‖H.
So for all m, the Bernstein inequality holds with exponent α = 2(1/τ − 1/2) and
constant
C(D) := min
λ>1
max
(√ λ
λ− 1 , (λS(D))
2/τ−1
)
.
Taking λ = 2 yields the estimate (2.3).
To prove that the exponent α = 2(1/τ −1/2) is sharp for 1 ≤ τ ≤ 2, we will build
perfectly incoherent dictionaries D in H := CN with N = P 2 and P an arbitrary
large integer P , and exhibit an element e0 ∈ Σ2P−1(DN) with
|e0|Kττ (D) ≥ 21/2−1/τ · (2P − 1)2(1/τ−1/2)‖f‖H.
For this we let D1 := {δn}N−1n=0 be the Dirac basis for H and let D2 := {en}N−1n=0 be
the orthonormal Fourier basis for H. One easily checks that M(D1 ∪ D2) = 1/
√
N .
We recall the identity
(2.7)
P−1∑
k=0
δk·P −
P−1∑
k=0
ek·P = 0,
which is a consequence of the fact that the “Dirac comb” is invariant under the
Fourier transform. We form the dictionary D = D1 ∪ (D2\{e0}) with M(D) =
1/
√
N = 1/P . From (2.7) we get
e0 =
P−1∑
k=0
δk·P −
P−1∑
k=1
ek·P ,
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so e0 ∈ Σ2P−1(D). Now consider an arbitrary expansion e0 =
∑N−1
k=0 ckδk+
∑N−1
l=1 dlel
of e0 in D. By the Ho¨lder inequality we have, with 1 < τ ≤ 2 and 1/τ + 1/τ ′ = 1,
1 = |〈e0, e0〉| ≤
∑
k
|ck||〈δk, e0〉| ≤
(∑
k
|ck|τ
)1/τ
· (∑
k
|〈δk, e0〉|τ ′
)1/τ ′
≤
(∑
k
|ck|τ
)1/τ
·N1/τ ′ ·M(D) =
(∑
k
|ck|τ
)1/τ
·N1−1/τ ·N−1/2
thus |e0|Kττ (D) ≥ N1/τ−1/2 = P 2(1/τ−1/2). The same result holds for τ = 1. It follows
that we have found e0 ∈ Σ2P−1(D) which satisfies
|e0|Kττ (D) ≥ 2−α(2P − 1)α‖e0‖H,
with α = 2(1/τ − 1/2). 
3. Decomposable dictionaries
So far, we have obtained Bernstein inequalities for incoherent dictionaries in finite
dimensional Hilbert spaces. In Theorem 2.1, what is important is rather the upper
estimate (2.3) of the constant in the Bernstein inequality than the inequality itself.
Indeed, in finite dimension all norms are equivalent but with equivalence bounds
that generally depend on the dimension (see Lemma 2.2). In this section, we will
use the results obtained so far to get a Bernstein inequality and a corresponding
Bernstein type embedding with blockwise incoherent dictionaries in infinite
dimensional Hilbert spaces.
In the paper [DH01], Donoho and Huo considered pairs of bases with the so-called
joint block diagonal structure and the notion of blockwise mutual coherence of the
bases. As an example of such pairs of bases, they considered in H = L2[0, 2pi) the
pair (Meyer-Lemarie´ wavelets, real bi-sinusoids), see [DH01, Section IX]. We will
see more examples in Section 4. Here we are interested in a notion that should
generalize the joint block diagonal structure of pairs of bases to dictionaries that are
not the union of two bases. Considering the notion of decomposable dictionary
in a general Banach space X, we obtain the second main result of this paper: we
reduce the problem of obtaining a Bernstein inequality for decomposable dictionaries
to proving “blockwise” Bernstein inequalities with a uniformly bounded constant.
Combining this with our first main result from Section 2, we obtain in Section 3.2 a
Bernstein inequality for decomposable dictionaries in a Hilbert space that are also
uniformly incoherent.
We have the following definition.
Definition 3.1. A dictionary D in a Banach space X is decomposable if one can
write D = ⋃j Dj and decompose X as a direct sum X = ujXj where for each j,
Dj is a dictionary for the subspace Xj, and the projection Pj onto Xj exists as a
bounded linear operator on X. Thus, for any f ∈ X, we have f =∑j Pjf . We will
refer to
(Dj, Xj)j as a decomposition of D.
We will consider particular decompositions of decomposable dictionaries.
c© 2006 Springer. This is the author version of an article published in a Springer journal. The original publication is
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Definition 3.2. A decomposition
(Dj, Xj)j of a dictionary D in a Banach space X
is p-besselian if there exists B <∞ such that
(3.1) ∀f ∈ X,
(∑
j
‖Pjf‖pX
)1/p
≤ B‖f‖X .
The decomposition is p-hilbertian if there exists A > 0 such that
(3.2) ∀f ∈ X, A‖f‖X ≤
(∑
j
‖Pjf‖pX
)1/p
.
If D admits a decomposition that is simultaneously p-besselian and p-hilbertian it
is said to be p-decomposable.
3.1. Bernstein inequalities. In Section 4 we will consider some examples of de-
composable dictionaries, but let us immediately state the main result: in any dictio-
nary that admits a p-besselian decomposition, it is necessary and sufficient to prove
the Bernstein inequality blockwise with a uniform constant.
Theorem 3.3. Assume
(Dj, Xj)j is a p-besselian decomposition of a dictionary D
in X. Let 0 < τ < p and α ≥ 1/τ − 1/p. The “global” Bernstein inequality for
Kττ (D) with exponent α
|fm|Kττ (D) ≤ Cmα ‖fm‖X , m ≥ 1, fm ∈ Σm(D)(3.3)
holds if, and only if, there is a uniform constant C (independent of j) for which the
Bernstein inequalities
|fm|Kττ (Dj) ≤ Cmα ‖fm‖X , m ≥ 1,∀j, fm ∈ Σm(Dj),(3.4)
hold.
Proof. The fact that (3.3) implies (3.4) follows from the equality |f |Kττ (Dj) = |f |Kττ (D)
for any j and f ∈ Xj. For a general decomposable dictionary, this equality can be
proved using the fact that Pj : X → X is a bounded operator, but we need arguments
based on the original topological definition of the sparsity spaces [DT96, GN04a].
For the sake of simplicity, we give a shorter proof assuming that the expression of
the sparsity norm (1.1) holds, for D as well as Dj. As Dj ⊂ D we have |f |Kττ (D) ≤|f |Kττ (Dj), let us now prove the converse inequality. By definition we can find c
with f = Tc and ‖c‖`τ = |f |Kττ (D) (remember that T is the synthesis operator, see
e.g. Definition 1.2). Restricting c to the indices of elements of Dj, we get c˜ with
‖c˜‖`τ ≤ ‖c‖`τ and T c˜ = PjTc = Pjf = f , and obtain the inequality.
We prove that (3.4) implies (3.3) as follows. For fm ∈ Σm(D) we can write
fm =
∑
j Pjfm (where the sum is finite over j ∈ J with card(J) < ∞), with
Pjfm ∈ Σmj(Dj) and
∑
j mj = m. By the Ho¨lder inequality we get from (3.4), for
s := p/τ and with the usual notation 1/s+ 1/s′ = 1∑
j
|Pjfm|τKττ (Dj) ≤ Cτ
∑
j
mατj ‖Pjfm‖τX
≤ Cτ ∥∥{mατj }j∥∥`s′ ∥∥{‖Pjfm‖τX}j∥∥`s
c© 2006 Springer. This is the author version of an article published in a Springer journal. The original publication is
available at springerlink.com with DOI: 10.1007/s00365-005-0621-x
NONLINEAR APPROXIMATION WITH DICTIONARIES. II. INVERSE ESTIMATES. 8
As α ≥ 1/τ−1/p, we can check that ατs′ ≥ 1, and it follows that `1 ↪→ `ατs′ . Hence
we have
∥∥{mατj }j∥∥`s′ = ‖{mj}j‖ατ`ατs′ ≤ ‖{mj}j‖ατ`1 = mατ as well as ∥∥{‖Pjfm‖τX}j∥∥`s =∥∥{‖Pjfm‖X}j∥∥τ`τs = ∥∥{‖Pjfm‖X}j∥∥τ`p ≤ Bτ ‖fm‖τX which follows from the p-besselian
property of the decomposition. At this point we have the inequality∑
j
|Pjfm|τKττ (Dj) ≤ CτBτmατ‖fm‖τX ,
and we conclude using the inequality |fm|τKττ (D) ≤
∑
j |Pjfm|τKττ (Dj). 
3.2. (Highly redundant) blockwise incoherent dictionaries. The pair of bases
(Meyer-Lemarie´ wavelets, real bi-sinusoids) in H = L2[0, 2pi) is an example of 2-
decomposable dictionary with a particular structure : each piece Dj of the decom-
position is an incoherent dictionary in Xj. In this section, we will see that there
exists highly redundant similarly blockwise incoherent dictionaries, and we will show
that it is possible to combine Theorems 2.1 and 3.3 to get a Bernstein embedding
even for these highly redundant dictionaries.
Definition 3.4. A dictionary D in a Hilbert space H is blockwise incoherent if
there exists a constant S and a 2-besselian decomposition
(Dj, Xj)j of D where for
all j, Dj contains an orthonormal basis Bj of Xj, Nj := dimXj <∞ and M(Dj) ≤
S/
√
Nj. The separation factor S(D) is the infimum of the constant S over all
admissible decompositions. We say that D is blockwise perfectly incoherent if
S(D) = 1.
Blockwise incoherent dictionaries that are simple pairs of bases have a rather low
redundancy, and they form tight frames. It is however possible to have highly re-
dundant dictionaries that are not frames but are still blockwise perfectly incoherent.
We will use the following Theorem to build examples of such dictionaries. We refer
to [CCKS97, SH02] for a proof of Theorem 3.5.
Theorem 3.5. Let Nj = 2
j+1, j ≥ 0 and consider Hj = RNj . There exists a tight
frame Dj in Hj consisting of the union of 2j = Nj/2 orthonormal bases for Hj, such
that for any pair u, v ∈ Dj, u 6= v: |〈u, v〉| ∈ {0, N−1/2j }.
For Nj = 2
j, j ≥ 0 and Hj = CNj , one can find a tight frame Dj in Hj consisting
of the union of Nj + 1 orthonormal bases for Hj, again with the perfect separation
property: u, v ∈ Dj, u 6= v ⇒ |〈u, v〉| ∈ {0, N−1/2j }.
The frames from Theorem 3.5 are called Grassmannian frames due to the fact
that their construction is closely related to the Grassmannian packing problem, see
[SH02]. In the complex case, Dj can be a union of Nj + 1 maximally mutually
incoherent orthonormal bases for Hj = CNj , in which case Dj is of size Nj(Nj + 1)
and the frame bound is Nj + 1. For the real case, the size of Dj can be as high
as N2j /2 with a frame bound Nj/2. Now it is easy to build a highly redundant
blockwise perfectly incoherent dictionary in H = `2(N).
Example 3.6. We consider the orthogonal direct sum `2(N) =
⊕∞
j=1Xj with
Xj = R2
j+1
, and take a Grassmannian frame Dj for Xj given by Theorem 3.5.
c© 2006 Springer. This is the author version of an article published in a Springer journal. The original publication is
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By construction, the dictionary D = ∪∞j=1Dj is decomposable and each piece is per-
fectly incoherent, but we notice that D is far from being a frame. There cannot be
any upper frame bound for D since the upper frame bound for Dj is 2j. Clearly,
there is an analog example with Xj = C2
j
. 
For blockwise incoherent dictionaries in a Hilbert space H, a Bernstein inequality
holds by Theorem 3.3 together with Theorem 2.1, because the upper bound (2.3)
on the constant of the Bernstein inequality does not depend on j. A Bernstein type
embedding follows using standard results of approximation theory [DL93, Chap. 7].
Theorem 3.7. Consider D a blockwise incoherent dictionary in H. Then for 0 <
τ < 2 and 0 < q ≤ ∞ we have the Bernstein embedding
(3.5) Aγq (D) ↪→
(
H,Kττ (D)
)
1/2,q
with γ = 1/τ − 1/2.
Proof. The Bernstein inequality
|fm|Kττ (D) ≤ Cmα ‖fm‖H , m ≥ 1, fm ∈ Σm(D),
with exponent α = 2(1/τ − 1/2) implies [DL93, Chap. 7] that, for 0 < γ < α and
0 < q ≤ ∞, there is a continuous embedding
(3.6) Aγq (D) ↪→ (H,Kττ (D))γ/α,q
where the right hand side is an interpolation space (for details on the real method of
interpolation, we refer to [DL93, Chap. 7] and [BS88]). Taking γ = 1/τ −1/2 = α/2
yields the result. 
It should be noted that it is an open problem whether we have the “natural” in-
terpolation result
(H,Kττ (D))1/2,q = Kηq (D) with 1/η = (1/2 + 1/τ)/2 = 1/2 + γ/2
for incoherent decomposable dictionaries. If this interpolation result is true, we can
identify the Bernstein embeddings Aγq (D) ↪→ Kηq (D) with the line γ = 2(1/η− 1/2).
One can check that the natural interpolation result holds true for the family of
localized frames, see [Gro¨04] for the definition.
3.3. Jackson inequalities. We notice that a general blockwise incoherent dictio-
nary in H need not be `21-hilbertian. This can, e.g., be verified for the dictionaries
from Example 3.6. We cannot apply [GN04a, Th. 3.2] to get a Jackson inequality for
such dictionaries. However, there are interesting `21-hilbertian blockwise incoherent
dictionaries. For example, a finite union of suitable orthonormal bases for H–such
as the dictionary corresponding to one of the bases pairs (Meyer-Lemarie´ wavelet,
real bi-sinusoids) in H = L2[0, 2pi) or (Haar system,Walsh system) in H = L2[0, 1)–
are clearly `21-hilbertian. For such `
2
1-hilbertian dictionaries we do have the Jackson
estimate. Let us state this as a Corollary to Theorem 3.7 (and of [GN04a, Th. 3.2]).
Corollary 3.8. Consider D a blockwise incoherent dictionary in H. Suppose that
D is also `21-hilbertian. Then for 0 < τ < 2 and 0 < q ≤ ∞ we have the continuous
embeddings
(3.7) Kτq (D) ↪→ Aαq (D) ↪→
(H,Kττ (D))1/2,q
with α = 1/τ − 1/2.
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3.4. Comparison of the embedding “lines” for Aαq (D). In the case where we
have both a Jackson and a Bernstein embedding for Aαq (D), it turns out that there is
a “gap” between the embeddings, due to the fact that the exponents α = 1/τ − 1/2
in the Jackson inequality and α = 2(1/τ − 1/2) in the Bernstein inequality do not
match up.
The Jackson inequality correspond to the line α = 1/τ−1/2. This means precisely
that if f “has sparsity” τ , then is can be approximated with the rate α = 1/τ −1/2.
Let us prove that, for a p-decomposable dictionary, the Jackson embedding line
α = 1/τ − 1/p is the best possible “point by point”.
Theorem 3.9. Let D be a p-decomposable dictionary in X. Assume the Jackson
type embedding Kτq (D) ↪→ Aα∞(D) holds for some 0 < τ < p, some 0 < q ≤ ∞ and
some α > 0. Then α ≤ 1/τ − 1/p.
Proof. Fix gj ∈ Dj a sequence of dictionary vectors. For any c = {cj} ∈ `p we
can consider f(c) :=
∑
j cjgj: by the p-hilbertian property of the decomposition,
the series is seen to be unconditionally convergent in X.
The result will follow from the inequality σm(c,B)`p ≤ Bσm
(
f(c),D)
X
with B
the canonical basis in `p. To prove this inequality, we proceed first as in the proof
that (3.4) implies (3.3). For fm ∈ Σm(D) we can write (as a finite sum over j ∈ J
with card(J) ≤ m) fm =
∑
j Pjfm, with Pjfm ∈ Σmj(Dj),
∑
j mj = m. By the
p-besselian property of the decomposition, it follows that
Bp‖f(d)− fm‖pX ≥
∑
j
‖cjgj − Pjfm‖pX ≥
∑
j 6∈J
|cj|p ≥ σm
(
c,B)p
`p
.
Taking the infimum over fm ∈ Σm(D) we get σm(c,B)`p ≤ Bσm
(
f(c),D).
Let us now prove the Theorem. By assumption we have for some C < ∞ and
all f ∈ X: σm
(
f,D)
X
≤ |f |Aα∞(D)m−α ≤ C|f |Kτq (D)m−α for m ≥ 1. Specializing to
f = f(c) we get for all c ∈ `p and m ≥ 1:
σm
(
c,B)
`p
≤ Bσm
(
f(c),D)
X
≤ BC|f(c)|Kτq (D)m−α ≤ BC‖c‖`τqm−α.
It follows that `τq ↪→ Aα∞(B, `p) = `η∞ with 1/η = α + 1/p, and this is known to be
possible only if τ ≤ η, i.e. if α ≤ 1/τ − 1/p. 
The Bernstein inequality for blockwise incoherent dictionaries “essentially” cor-
responds to the line α = 2(1/τ − 1/2), and Theorem 2.1 shows that the exponent
α = 2(1/τ − 1/2) cannot be generally improved. So, it is just in the nature of the
problem that the lines do generally have different slopes, and Aαq (D) just cannot be
exactly characterized in terms of sparsity spaces for arbitrary blockwise incoherent
dictionaries.
4. Examples
We have already seen that examples of blockwise incoherent dictionaries can be
built in an abstract framework by concatenating pairs of perfectly incoherent bases in
finite dimensional Hilbert spaces. In particular, many examples can be built based
on sub-dictionaries of Grassmannian frames (see Example 3.6). In this section,
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however, we are interested in more “concrete” examples where the dictionaries are
built from classical systems used in harmonic analysis.
First we consider the example of the (Haar-Walsh) dictionary on L2[0, 1). In or-
der to enlighten the (partial) characterization of Aατ (D) given by Corollary 3.8, we
try to give some characterization of the sparsity spaces Kττ (D) in terms of classical
smoothness spaces. With this aim, we consider the (Dirichlet wavelet,trigonometric
system) and show that the sparsity spaces are related to the Wiener algebra and
Besov spaces on the interval. We conclude the section by some examples of block-
wise incoherent dictionaries on L2(R) that we obtain by “patching” dictionaries on
L2[0, 1).
4.1. Haar-Walsh dictionary on L2[0, 1). The prime example of blockwise per-
fectly incoherent dictionary in L2[0, 1) is given by the (Haar,Walsh) pair.
Example 4.1. Let BH = {hn}∞n=0 be the Haar system on [0, 1) with the standard or-
dering, and let BW = {Wn}∞n=0 be the Walsh system on [0, 1) with the Paley ordering,
see e.g. [GES91]. Then D = BH∪BW is a 2-decomposable dictionary in X = L2[0, 1)
with X0 = span{1} and for j ≥ 1, Xj = span{hn}2j−1n=2j−1 = span{Wn}2
j−1
n=2j−1 . withDj = BH,j ∪ BW,j, where BH,j is the set of Haar functions at scale j, BW,j the
set of Walsh functions at “frequency” indices [2j−1, 2j − 1]. We have N0 = 1 and
Nj = dim(Xj) = 2
j−1, j ≥ 1. One can check, see e.g. [GES91], |〈h,w〉| = N−1/2j for
any Haar wavelet h and Walsh function w in the space Xj, i.e. BH,j and BW,j are
maximally mutually incoherent.
Corollary 4.2. For D = BH ∪ BW the union of the Haar and Walsh orthonormal
bases in H = L2[0, 1], and 0 < τ < 2 the embeddings (3.7) hold true.
4.2. Dirichlet wavelets and trigonometric system. The Haar and Walsh sys-
tems both consist of only piecewise continuous functions, which may be a problem
when analyzing very smooth functions. A smooth analogue is given by the (Meyer-
Lemarie´ wavelets, real bi-sinusoids) example of Donoho and Huo [DH01], but let us
consider here a similar example, given by the trigonometric system and the “Dirich-
let wavelet” [Woj97, Tem99, Tem00]. Define em : t 7→ e2ipimt, m ∈ Z. For j ≥ 0 and
k = 0, 1, . . . , 2j − 1, we define
Ψj,k(t) := Ψj,0(t− k2−j)(4.1)
with
Ψj,0(t) := 2
−j/2
2j+1−1∑
m=2j
em(t)(4.2)
The system {e0} ∪ {Ψj,k, j ≥ 0, k = 0, 1, . . . , 2j − 1} is an orthonormal basis for
H2(0, 1), see [Woj97], and can easily be extended to an orthonormal basis for L2(0, 1)
using {Ψj,k(x), j ≥ 0, k = 0, 1, . . . , 2j − 1}.
Example 4.3. Consider BT = {em}m≥0 and BD = {e0} ∪ {Ψj,k}j≥0,k, the trigono-
metric and “Dirichlet wavelet” orthonormal bases for H2(0, 1), respectively. Let
D = BT ∪ BD: it is easily seen to be 2-decomposable in H2(0, 1) = ⊕jXj, where
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X−1 = span(e0), and Xj = span(em)2
j+1−1
m=2j
= span(Ψj,k)
2j−1
k=0 , j ≥ 0. We have
Nj = dim(Xj) = 2
j, j ≥ 0. As above one easily checks that the dictionary Dj in Xj
is perfectly incoherent. The reader can check that the result has a straightforward
extension to L2(0, 1).
As D = BT ∪ BD forms an incoherent dictionary in H2(0, 1) (resp. in L2(0, 1))
consisting of smooth atoms we have the Corollary:
Corollary 4.4. For D = BT ∪ BD the union of the trigonometric and “Dirichlet
wavelet” orthonormal bases in H = H2(0, 1) (resp. in L2(0, 1)), and 0 < τ < 2 the
embeddings (3.7) hold true.
Next we will (partially) characterize the sparsity spaces Kτq (BT ∪ BD) in terms
of classical smoothness spaces. First, let us verify that it is possible to completely
characterize the Besov space Bsq(L
p[0, 1)) using the Dirichlet wavelet. We need the
following Lemma, which we have included for the sake of completeness.
Lemma 4.5. Let Pj be the projection defined on L
2[0, 1) for j ≥ 0 by
Pj
(∑
m∈Z
amem(t)
)
=
∑
2j≤|m|<2j+1
amem(t).
Then, for 1 < p <∞, 0 < q ≤ ∞ and s > 0
|f |Bsq(Lp[0,1)) 
( ∞∑
j=0
[2js‖Pjf‖p]q
)1/p
where the constants in the equivalence may depend on p, q, s.
Proof. Let φ ∈ C∞(R) with supp(φ) ⊂ {ξ : pi/2 < |ξ| < 2pi} such that∑j∈Z φ(2−jξ) =
1 for ξ 6= 0. Define Φj(t) =
∑
m∈Z φ(2pim2
−j)em(t). Then by definition (see [Tri83])
|f |Bsq(Lp[0,1)) :=
( ∞∑
j=1
[2sj‖Φj ∗ f‖p]q
)1/p
.
Notice that ‖Φ1 ∗ f‖p = ‖P0f‖p and using the support restriction imposed on φ
and the fact that the Pj’s are uniformly bounded on L
p[0, 1) by the Riesz projection
theorem, we have for j ≥ 1,
‖Pjf‖p = ‖Pj[(Φj+1 + Φj+2) ∗ f ]‖p ≤ C‖(Φj+1 + Φj+2) ∗ f‖p,
and conversely for j ≥ 0,
‖Φj+2 ∗ f‖p = ‖Φj+2 ∗ [(Pjf + Pj+1)f ]‖p ≤ C‖(Pjf + Pj+1)f‖p,
where uniform boundedness of the convolution operators induced by the Φj’s follows
by using the Ho¨rmander-Mihlin multiplier theorem. Using these two estimates we
reach the wanted conclusion. 
Using Lemma 4.5 we can easily get the following characterization.
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Corollary 4.6. For the Dirichlet wavelet system defined by (4.1) and (4.2), which
is normalized in L2(0, 1), and for any 1 < p <∞,
|f |Bsq(Lp[0,1)) 
( ∞∑
j=0
2j(s+1/2−1/p)q
( 2j−1∑
k=0
(|〈f,Ψj,k〉|p + |〈f,Ψj,k〉|p))q/p)1/q.
Proof. A consequence of Wojtaszczyk’s result [Woj97] is the fact that, uniformly in
j,
‖Pj f˜‖p  2j(1/2−1/p)
( 2j−1∑
k=0
|〈f˜ ,Ψj,k〉|p
)1/p
,
where f˜ denotes the orthogonal projection onto span{ek}k≥0 of f . From the iso-
morphism between Hp(0, 1) and Lp(0, 1), see [Woj97] we have ‖Pjf‖p  (‖Pj f˜‖pp +
‖Pj f˜‖pp)1/p and the conclusion follows using Lemma 4.5. 
Remark 4.7. For 1 < p < ∞, as ‖Ψj,k‖p  2j(1/2−1/p), Corollary 4.6 shows that for
the basis BpD of Dirichlet wavelets normalized in Lp we have
|f |Bατ (Lτ (0,1))  | · |Kττ (BpD), α = 1/τ − 1/p. 
As the trigonometric system BT is simultaneously normalized in Lp(0, 1) for all p,
we know [GN04c, Cor. 1] that, with α = 1/τ − 1/p,
Kττ (BT ∪ BpD, Lp[0, 1)) = Kττ (BT , Lp[0, 1)) +Kττ (BpD, Lp[0, 1))
= Kττ (BT , Lp[0, 1)) + Bατ (Lτ [0, 1)).
The sparsity spaceKττ (BT , Lp[0, 1)) is exactly the range of the Fourier transform on
`τ (Z), so a prominent special case is K11(BT , Lp[0, 1)) = W (Z), the Wiener algebra.
In Corollary 4.4, we have to consider the case p = 2, thus we get two sided em-
beddings between the approximation classes and (interpolation of) sparsity spaces.
On the Jackson side, we have to consider
Kττ (BT ∪ BD) = Kττ (BT ) + Bατ (Lτ [0, 1))
with α = 1/τ − 1/2. The norm in such a space is characterized by
|f |Kττ (BT∪BD) = inf
g∈Bατ (Lτ [0,1))
|f − g|Kττ (BT ) + |g|Bατ (Lτ [0,1))
= min
g∈Bατ (Lτ [0,1))
|f − g|Kττ (BT ) + |g|Bατ (Lτ [0,1)).
Although the norm on Kττ (BT ∪ BD) is given explicitly, one would like a more
straightforward alternative expression for this norm. However, more information
about Kττ (BT ) and Bατ (Lτ (0, 1))∩Kττ (BT ) is needed in order to derive such a charac-
terization, and we leave this as a challenge for the reader. Another open question is
how to characterize the interpolation spaces
(
L2[0, 1),Kττ (BT ∪ BpD, Lp[0, 1))
)
θ,q
. It
is unlikely that this interpolation family can be expressed in terms of any classical
function spaces.
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4.3. Examples on L2(R): patching dictionaries for L2[0, 1). Based on examples
of blockwise incoherent dictionaries in L2[0, 1), there is a simple construction on
L2(R). Indeed, for any 1 < p < ∞, we can construct a p-decomposable dictionary
in X = Lp(R) as follows.
Example 4.8. Let Pn be the projection given by Pnf(x) = χ[n,n+1)(x)f(x). Clearly
Lp(R) = unPnLp(R),
‖f‖p =
(∑
n∈Z
‖Pnf‖pp
)1/p
,
and as dictionary Dn in PnL2(R) we can take any (perfectly) incoherent dictionary
such as the (Haar,Walsh) system or the (Dirichlet wavelet, trigonometric) system
on [0, 1) translated to [n, n + 1). The resulting dictionary D = ∪nDn is blockwise
(perfectly) incoherent.
This example can easily be refined by using smooth projections associated with a
uniform partition of R, see [AWW92]. Dictionaries associated with such a smooth
partition can then be created using Wickerhauser’s method to construct smooth
localized bases [Wic93].
5. Conclusion
We have studied Bernstein inequalities for some classes of redundant dictionaries
in a Banach space. For dictionaries in a Hilbert space, that are blockwise incoher-
ent, we have derived an explicit sharp Bernstein inequality. Using examples based
on Grassmannian frames we have shown that the Bernstein inequality is valid even
for some highly redundant dictionaries. For 2-hilbertian blockwise incoherent dic-
tionaries in a Hilbert space, we have both a sharp Bernstein and a sharp Jackson
inequality. The exponents of the inequalities do not match so one cannot quite
get a complete characterization of the associated approximation spaces, but only a
two-sided embedding of the approximation spaces. It is in the nature of the approx-
imation space that it cannot be exactly characterized in terms of sparsity spaces in
this case, and by combining two mutually incoherent bases, one gets an approxi-
mation space that is strictly larger than the sum of the individual approximation
spaces.
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