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学位論文審査結果の要旨
平成１６年１月２７日に第１回学位論文審査委員会を開催、１月２９日に口頭発表、その後に第２回審査委
員会を開催し、慎重審議の結果以下の通り判定した。なお、口頭発表における質疑を最終試験に代えるもの
とした。
マルチエージェント環境のような大規模で複雑な環境では、学習すべき状態が膨大となり、学習の収束に
多くの時間が必要であった。本論文では、強化学習の学習時間短縮手法として、自己強化学習、代理強化学
習を提案し、大規模で複雑なシステムを必要とする交通信号制御に応用し、その有効性を示した。提案した
自己強化学習は、予め既知である知識を用いて強化の成否を考察し、自ら強化信号を作成するため、実行し
たルールと同一状態の条件を持つルールに対して学習することが可能となり、学習時間短縮を可能にした。
しかし、自己強化学習による同一状態の複数ルールの学習では、再び同じ状態を認識した場合には効果があ
るが、学習初期段階のような様々な状態を認識する場合には効果が小さいと考えられる。そこで、エージェ
ント内の各状態を主体と考え、実行したルールの状態をモデルとし、その状態に与えられた強化を参考に類
似する状態にも強化（代理強化）を与える手法を提案した。これによって、１回のルール実行において複数
状態の複数ルールの学習が可能となり、学習初期段階における効果が期待できる。
以上の研究成果は、自己強化学習、代理強化学習に貢献し、また交通信号制御などの実用分野にも有効で
あり、本論文は博士（工学）に値するものと判定した。
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