Abstract-Heuristic optimization techniques have became very popular techniques and have widespread usage areas. Since they do not include mathematical terms, heuristic methods have been carried out on many fields by researchers. Main purpose of these techniques is to achieve good performance on problem of interest. One of these techniques is Bat Algorithm (BA). BA is an optimization algorithm based on echolocation characteristic of bats and developed by mimics of bats' foraging behavior. In this study, exploration and exploitation mechanisms of BA are improved by three modifications. Performance of proposed and standard version of algorithm is compared on ten basic benchmark test problems. Results indicate that proposed version is better than standard version in terms of solution quality.
I. INTRODUCTION
Heuristic optimization algorithms, mostly inspired by social behavior of animals, do not guarantee to find best or global solution. However these algorithms are always tend to find better solutions [1] . In heuristics, there are two components which have vital importance, exploration (also called diversification) and exploitation (also called intensification).
Exploration means global search ability while exploitation means local search ability of algorithm. A success of an algorithm always depends on well balanced of these components. Too little exploration but too much exploitation may cause premature convergence, on the other hand too much exploration but too little exploitation may cause difficulties that algorithm convergences towards optimal solutions [2] , [3] .
BA, firstly proposed by Yang [4] , is one of the heuristic algorithms. Bats have mechanism called echolocation which guides them on hunting strategies. The echolocation capability of bats is fascinating, as these bats can find their prey and discriminate different types of insects even in complete darkness. BA is an algorithm inspired by the echolocation characteristic of bats [5] .
In this proposed study exploration and exploitation II. BAT ALGORITHM Bat Algorithm, proposed by Yang, is inspired by echolocation characteristic of bats. Echolocation is typical sonar which bats use to detect prey and to avoid obstacles. These bats emit very loud sound and listen for the echo that bounces back from the surrounding objects [4] . Thus a bat can compute how far they are from an object. Furthermore bats can distinguish the difference between an obstacle and a prey even in complete darkness [6] . In order to transform these behaviors of bats to algorithm, Yang idealized some rules [7] : 1) All bats use echolocation to sense distance, and they also "know" the difference between food/prey and background barriers in some magical way; Bats fly randomly with velocity v i at position x i with a frequency f min , varying wavelength and loudness A 0 to search for prey. They can automatically adjust the wavelength (or frequency) of their emitted pulses and adjust the rate of pulse emission r ϵ [0, 1], depending on the proximity of their target; 2) Although the loudness can vary in many ways, we assume that the loudness varies from a large (positive) A 0 to a minimum constant value A min .
A. Initialization of Bat Population
Initial population is randomly generated from real-valued vectors with dimension d and number of bats n, by taking into account lower and upper boundaries. 
where α and  are constants. 
III. IMPROVED BAT ALGORITHM (IBA)
Bat Algorithm is powerful algorithm at exploitation but has some insufficiency at exploration [8] , thus it can easily get trapped in local minimum on most of the multimodal test functions. In order to overcome this problem of standard BA, three modifications are applied to improve exploration and exploitation capability of BA.
A. Inertia Weigh Factor Modification
The update process of the velocities and positions of bats have some similarity to the procedure of standard particle swarm optimization PSO [4] . Therefore we analyzed the structure of velocity with inertia weighted update process in PSO [9] .
Velocity equation of PSO consists of three parts: first is previous velocity of the particle, second and third parts are factors which contribute to change the previous velocity. Previous velocity provides exploration, thus particles tend to explore new areas. Without first term, algorithm just performs exploitation; particles use only cognition and social capabilities of them [10] .
The inertia weight factor controls exploration and exploitation of PSO. When inertia weight value is small, the PSO is more like local search algorithm. On the other hand when inertia weight is large PSO is more like global search method.
In standard BA exploration and exploitation are controlled by pulse emission rate r, and this factor increases as iteration proceeds (Fig. 2) . 8 th and 9 th lines in Algorithm1 perform local search part of BA. When the 7 th line in Algorithm1 is analyzed, algorithm gradually loses exploitation capability as iteration proceeds. To avoid this problem, exploitation capability of BA is improved by inserting linear decreasing inertia weight factor [11] .
Thanks to linear decreasing inertia weight factor the effect 
where βϵ [0, 1] indicates randomly generated number, x * represents current global best solutions. For local search part of algorithm (exploitation) one solution is selected among the selected best solutions and random walk is applied. 
C. Update Process of Loudness and Pulse Emission Rate
Loudness and pulse emission rate must be updated as iterations proceed. As a bat gets closer to its prey then loudness A usually decreases and pulse emission rate also increases ( Fig. 1-Fig. 2 ). Loudness A and pulse emission rate r are updated by the following equations:
of previous velocity gradually decreases. Thus exploitation rate of BA gradually increases as iterations proceed. 
where iter is current iteration value, iter max is maximum iteration number; w max and w min are maximum and minimum inertia weight factor respectively.
B. Adaptive Frequency Modification
A(any) randomly generated frequency value is assigned a solution in BA and this frequency value will have same effect to all dimensions of such solution. The differences among the dimensions of a solution have no sense at this point. This structure reduces local search performance of algorithm. But in IBA each dimension of a solution is assigned a frequency from f min to f max separately.
First, distances between solution i and global best solution are evaluated for all dimensions then closest and farthest dimensions of solution i are assigned f min and f max respectively and lastly the frequencies of other dimensions vary in the range of f min and f max with respect to their distances Eq. (9) -Eq. (11) . Note that, the step size of a solution always depends on frequency. When the figure (Fig. 3.) is analyzed, it is seen that the closest dimension of solution to "best" is 1, and the farthest is 3. 
C. Scout Bee Modification
Contrary to Bat Algorithm, Artificial Bee Colony (ABC) Algorithm [12] is good at exploration but poor at exploitation [13] . Scout Bee phase of ABC provides algorithm to explore new areas in search space [14] . In order to fix the lack of exploration of BA, it hybridized with this part of ABC to improve exploration capability of BA. For this, limit values are defined for all bats. In the case of a solution cannot be further improved, it will start to exceed predetermined number of trials called as "limit". If a solution exceeds the threshold value "limit," then that solution replaces with new one. 
IV. EXPERIMENTAL RESULTS
In order to verify efficiency of proposed modifications (IBA), both of the algorithms are tested on benchmark test functions with different dimensions as seen in Table I . The values of "Best, worst, mean, median, standard deviation" are shown in Table II. A. Parameters Algorithms are tested with 30 independent runs, the number of individual (bat) in population is fixed to 50. Maximum cycle number is set 2000, 6000 and 10000 for d=10, 30 and 50 respectively for each run. Limit parameter is set to 200, boundaries of inertia factors w max and w min are fixed to 0.9 and 0.2 respectively. f min is 0 and f max is 1 while α and  are 0.9 for both algorithm.
As seen in Table II , as the dimension of problem increases, performance of both algorithms decreases. There are two reasons [15] : First, search space exponentially increases and more effective strategies are needed to search all promising regions in the search space. Second, increment of dimension of some optimization problems causes changes in characteristic of these objective problems. For instance, Rosenbrock Function [16] is unimodal for dimension 2 and 3 but may include multiple minimum for higher dimensions [3] .
Although the performance of BA and IBA decreases as dimension of functions increases, it is seen that IBA has better performance than BA on all benchmark test functions with all dimensions except function f 3 with d=50.
V. CONCLUSIONS
The essence of this work is to improve standard Bat Algorithm and investigate the performance of proposed approach (IBA) on unimodal and multimodal benchmark functions.
It can be easily observed that standard version of BA is poor at exploration, thus it is insufficient for most of problems. In our proposed method, 1 st modification increases exploration capabilities at the beginning of cycles then increases exploitation capabilities towards the end of the cycles, 2 nd modification increases local search ability(exploitation) while 3 rd modification decreases lack of exploration capability of BA. BA and IBA are compared on ten different benchmark test functions. IBA produced better performance compared to BA on twenty-five of twenty-six test implementations of ten different test functions. It is observed that IBA exhibits superior performance ranging from 3.66 to 1.43 × 10 61 times compared to BA. The best value of IBA is observed on Easom function f 8 with d=50.
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