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Textbooks on Artificial Intelligence offer a unique trace of the development of our
discipline. The topics and the focus have been changing over the decades: The first AI
book I put my hands on was [4] and astonishing enough, the latest AI book I received
is from the same author, [6]. Nearly 30 years of research have led to a considerable
difference between the two books. While the first one was dealing, as the title promises,
with “Problem Solving Methods in Artificial Intelligence”, the latter is aiming at the
introduction of a new synthesis, a new definition of our field. In the 1971 book (and
in the 1980 book [5] on “Principles of Artificial Intelligence”) the main sections cover
search, resolution, plan generation and structured object representation, i.e., a careful
development of semantic networks starting from a predicate logic description. This aspect
became more important with the success of knowledge based systems. And indeed the
eighties, the high time of knowledge representation, led to AI books focusing on various
knowledge representation formats. In [8] and [2] considerable parts deal with knowledge
representation formats like frames, conceptual dependencies or semantic networks. There
was a clear shift from general problem solving techniques, like heuristic search and
inference, towards knowledge representation and its applications. The eighties witnessed
the flourishing of AI—knowledge based systems and expert systems seemed to be the
main contribution of AI to the rest of computer science and hence the various formats for
representing knowledge have been considered to play an essential role.
In the nineties this situation changed drastically: it turned out that a deep understanding
of the various representation languages is only possible if they are mapped onto logical
formalisms. But even more, it became obvious that logical semantics of semantic networks,
frames and similar formats are the key to the analysis and design of efficient inference
systems. As a consequence specialized logical systems became the main ingredients of the
AI-toolbox.
During the eighties, however, not only did we experience the high time of knowledge
based system, at the same time “Nouvelle AI” entered the floor: bottom up, situated,
embodied and following the premise that “Intelligence is in the eye of the observer” [1].
Nowadays, numerous groups are researching probabilistic approaches, neural networks or
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systems based on genetic programming. The discussions as to whether AI can be achieved
by symbolic or sub-symbolic means have disappeared (more or less): it is (not very
astonishingly) the combination of these paradigms which has lead to successful systems.
The books addressed in this review all were published in the second half of the nineties:
• AI: Theory and Practice. Dean, Allen & Aloimonos. Benjamin Cummings. 1995.
• AI: A New Synthesis. Nilsson. Morgan Kaufmann. 1998.
• Computational Intelligence. A Logical Approach. Poole, Mackworth & Goebel.
Oxford University Press. 1998.
• AI: A Modern Approach. Russell & Norvig. Prentice Hall. 1995.1
The review is organized according to the following frame, which will be applied to each
textbook:
• Focus Does it deal mainly with theoretical or practical issues? Are there any
prerequisites to understand the book? Are there any applications and systems
described?
• Topics: Of course there will be no complete enumeration of the contents of a book.
Moreover I will try to work out the direction the book is pointing to.
• Level of detail: Are formal proofs given? Is it a stand-alone text, or does the reader
have to consult other sources to get a basic understanding of those issues presented in
the book.
• Material for the instructor: Are there slides for classroom teaching available in the net?
Are running systems for experimentations available? I am convinced, that this aspect
is of increasing importance, with most schools putting emphasis on using new media
for teaching nowadays. Since the preparation of the material, like slides, web-pages
and animation requires so much effort and time, teachers are more and more expecting
material and help from the authors and the publishers of a textbook.
Before we jump into the details of the books, an apology for a certain biasedness seems
appropriate. This review is written from the perspective of a researcher, who only has
a limited view on the extremely broad spectrum of AI. My background is on symbolic
AI with an emphasis on Automated Reasoning and Knowledge Representation. Hence it
might very well be that these aspects are accentuated, while others like language or image
understanding are neglected.
Theory and practice
Dean et al. in [3] already addresses in its subtitle the two polarities of the book: theory
and practice. Combining these two aspects of our discipline is certainly a contribution of
this textbook.
1 Editors’ note: After receipt and approval of this review, the second edition of this book appeared. We hope
to publish a review of that book, but did not want to delay this review further.
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Focus. Combining theoretical with practical aspects is achieved by at least two methods.
First, the book starts right away with an introduction to symbolic programming using
Common LISP. This provides the reader with enough material to work on the programming
exercises throughout the book. Second, the authors present a large number of real AI
systems; for this, special sections, “AI in Practice”, briefly sketch the applications together
with a photograph related to the system. This certainly gives the reader the motivation to
learn techniques and algorithms which are useful in real world applications. AI-methods
and algorithms are presented in multiple ways; they are explained in the text, presented as
pseudo-code, and in the case of algorithms even with LISP-programs. Having mentioned
the orientation towards applications, one might come to the conclusion that theory is not
in the focus: to the contrary! There are important sections where the book emphasizes
theoretical foundations and even more, it comes very close to the state of the art in research.
This is certainly the case in the chapters on “Advanced Representation” and “Uncertainty”.
In these chapters there is a strong emphasis on logical systems; there is even LISP-code for
the core ingredients of a theorem prover.
Topics. Besides the introduction to symbolic programming, there are chapters on logic,
representation and search. A chapter on advanced representation, including temporal and
spatial reasoning also presents learning and planning in detail. Learning includes a nice
introduction to the theory of inductive inference together with algorithms and necessary
data structures. There is also a presentation of network learning methods, together with a
description of the most commonly used types of architectures. Again, LISP-code for the
implementation of some learning methods is presented together with their presentation.
One chapter that has to be emphasized is that on image understanding. Here, a brief
description of human vision is given together with a detailed discussion of vision from
an AI perspective. Vision as a recovery problem, including various geometric aspects of
image formation is presented as well as the problem of recovery of image descriptions
and also the analysis of visual motion. The chapter is finally rounded off by a summary of
applications.
The last chapter on natural language processing definitely contributes to this textbook
as a source for theory and practice.
Level. This textbook covers a broad spectrum of AI topics and at the same time it addresses
interesting theoretical questions as well as practical and application oriented issues. What
I like about this book, is that it is a textbook and nevertheless it is characterized by
the research contributions of its authors. This is obviously the case with the chapters on
advanced representation and image understanding.
Material. The preface of the book contains information about supplementary material,
which should be available via ftp. Whenever I tried, the connection did not work. However
it is possible to download material from one of the authors’ home page (http://www.cs.
brown.edu/people/tld/intro-ai.html); there are Postscript-slides for some parts of the book,
which can be used immediately for classroom teaching. Also there are assignments and
answers together with LISP-programs for various problems. According to the preface, the
publisher also offers an Instructor’s Guide and Solution Material on a floppy disk.
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A new synthesisThe title of the introductory textbook [6] promises a new synthesis, making the reader
curious, what the ingredients of such a synthesis can be.
Focus. The synthesis is achieved by considering different levels of an AI system. Starting
with the design of simple agents, who are able to react to their environment, the book
introduces carefully the ingredients of bottom-up AI, like neural networks, machine
evolution and robot vision. The following parts of the book extend the AI tool-box
for building agents by introducing search in state space, enabling a system to exploit
information it cannot sense immediately in its environment. Subsequent chapters deal with
knowledge representation and reasoning and finally parts on planning and communication
and integration complete this view to evolutionary artificial intelligence.
Topics. According to the program of the book, an extremely wide range of topics is
covered. It includes the basics of neural networks and genetic programming as well as
the standard search algorithms which are necessary to cover reasoning in a state space. The
part on knowledge representation and reasoning offers a careful and detailed introduction to
propositional and first order predicate logic. As a reasoning format the resolution calculus
is introduced and its use for knowledge representation issues is discussed. A short treatment
of representing commonsense knowledge and reasoning with uncertain information is
contained in this part also. Another part of the book presents planning techniques, starting
with STRIPS and ending with a combination of hierarchical and partial-order planning and
learning plans.
The stepwise development of the methods for the construction of AI systems certainly
gives the reader an excellent overview of the entire field. In knowledge representation the
book offers a view, which perhaps, can be seen as a bit too much good old fashioned
resolution centered. This aspect will be discussed below in the section on more general
remarks.
Level. The text is self explanatory and it offers a lot of commented references at the end
of each section. Wherever it is appropriate, the book gives a rigorous treatment of formal
properties and in some cases, e.g., in the case of search algorithms, even formal proofs are
presented in a very comprehensive way. In those areas where I know the state of the art
(automated reasoning and knowledge representation), I found the references a little dated
now; for a new edition, I would recommend to add some more up-to-date references in the
‘further readings’-sections.
Material. In the preface of the book there is given a URL for download material (http:
//www.mkp.com/nils), which unfortunately is not working. By searching the publisher’s
pages, the reader finally can download the figures from the book and if she is an instructor,
she can download a solutions manual in pdf-format.2 This service is advertised on the
2 From outside the US it seems difficult to prove that one is an instructor. My e-mail enquiry into this to the
publisher was not answered.
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publisher’s web site as Web Enhanced. Unfortunately, the MKP site now diverts to http:
//www.elsevier-international.com/mkp/, which no longer offers these services, although a
printed instructor’s manual can now be bought (ISBN 1558605444).
Computational intelligence
[7] is remarkable already for the title; it is a book on Computational Intelligence rather
than on Artificial Intelligence.
Focus. The authors define the term Computational Intelligence (CI) as the study of the
design of intelligent agents. By refining the terms agents and intelligence, they very soon
come to a description, which can be found also in a book on Artificial Intelligence. The
only reason for the new name seems to be the attempt to avoid confusion, as usually comes
up when we discuss the combination of the terms artificial and intelligence. The authors
try to put the focus on “computational” and on the design of “agents”. The subtitle of the
book—a logical approach—makes it very clear that the main machinery is logic and that
the book is heavily based on the symbol-system hypothesis.
The logical formalisms are used for both representation of the fundamental methods
and algorithms of AI, and for reasoning: it uses logic programming as a knowledge
representation format and as a specification and implementation language. This makes
the presentation very smooth and homogeneous. Throughout the book the reader is always
urged to learn something that is useful for the understanding of the subsequent chapters. It
is important to note that the presentation of the logical material is non-technical; moreover
the reader never learns “just logics”: she is always reading about CI-techniques and issues
more generally.
Topics. The main topics are centered around the design of agents: representing knowledge
with logical languages and search are covered as the base techniques. There is even a
chapter on knowledge engineering, containing metalanguages, querying the user, question
answering and also practical things like debugging. Special emphasis is put on actions and
planning, where different reasoning systems are introduced and even compared. There are
chapters on handling uncertain knowledge and learning as well. The latter even contains
a very short introduction to artificial neural networks. A final chapter is dedicated to the
construction of situated robots.
The examples throughout the entire book are already sketched in the introductory
chapter; three scenarios are depicted: an autonomous delivery robot, a diagnostic assistant
and an infobot. These applications are further elaborated in detail throughout the book
wherever it is appropriate.
There are topics which some readers might miss: the text does not cover image or picture
analysis and natural language understanding. One might argue, that these are disciplines so
well developed, that they need a separate treatment which would not fit into an introductory
textbook. However, the focus of this book is on the design of intelligent agents acting in
an environment, and hence it appears to me very important at least to mention briefly
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that processing images and language are important media for interaction with natural
environments.
Level. The book is introduced as an introductory text for students in computer science
or related disciplines. There are no prerequisites necessary, and (at least) for students in
computer science it is not too technical. In some cases more detailed references and hints
for further reading could help the more advanced computer science student.
Material. Lecturers and readers can rely heavily on accompanying material via the
web (http://www.cs.ubc.ca/spider/poole/ci.html). There is also a Learning Space, called
CIspace, with tools for learning Computational Intelligence. There are applets for learning
about graph searching, constraint satisfaction problem solving, stochastic local search,
neural network learning, and robot control. The entire code used in the book is available
from the web, and there is a very well worked out set of transparencies for download as
well.
A modern approach
[9] is a textbook on AI, which is centered around the concept of intelligent agents with
a main focus on the unified presentation of the field.
Focus. The subtitle “A Modern Approach” demonstrates that the authors try to cover up-
to-date areas of the field. However, they are also aware that for a deep understanding of a
field, its historical development is of importance. The book starts with a detailed treatment
of the question “What is AI” which also contains a description of the history of AI.
The authors claim that they are aiming at putting equal emphasis on theory and practice.
And indeed most material is presented with a rigorous theoretical analysis, which allows
the reader to reach a level enabling him to go through further reading of research papers
of special subareas. At the same time the authors manage to treat practical issues together
with a lot of programming examples and exercises. One emphasis being rigorous treatment,
the book uses logical formalisms heavily: Logic is introduced as a basis for knowledge
representation and as a logical inference system as well. Planning and acting are presented
under the headline “Acting Logically”, but it also contains a lot of material which is based
on probabilistic reasoning.
Topics. Besides the usual material like search and knowledge representation the book
offers excellent material on uncertain knowledge and reasoning. It contains Bayesian
reasoning, belief networks and decision networks in detail. Another extraordinarily broad
chapter is on learning; there are discussions on learning decision trees and logical
descriptions, learning in neural networks and reinforcement learning. All this is presented
in remarkable detail and rigor and it is even made complete by a discussion on the use of
knowledge in learning systems.
There is a chapter on communicating, perceiving and acting, which deals with agents’
communication via natural language and with perception. There is a short introduction to
U. Furbach / Artificial Intelligence 145 (2003) 245–252 251
robotics, which covers the entire spectrum from hardware components and sensors up to
navigation and planning for robots.
This introduction to AI starts with a presentation of the historical background and it ends
with a chapter on the philosophical foundations of AI. This is extremely helpful, especially
for the beginner in AI: it provides material exactly for those discussions which are usually
started when the topic of AI is raised in a context where the goals, the possibilities and
limits are discussed.
Level. The book is a very nice compromise between theoretical ambitious treatment of
techniques and methods and practical, engineering and programming oriented presentation.
I never felt the need to consult other more specialized material in order to understand the
course of argumentation in a chapter; the argumentations about theoretical properties are
of sufficient formal degree and the examples are so numerous and illustrative that this
textbook offers indeed a unified and modern approach for teaching and learning AI.
Material. Slides for teaching, together with numerous other material for the teacher
is available on the web (http://www.cs.berkeley.edu/~russell/aima.html). There are, e.g.,
program code, solution of exercises (for instructors), a lot of AI programming links and
even a detailed comparison with other competing textbooks on AI (together with the links
pointing to them).
All together now
Each of the books discussed above has enough features to be recommended for teaching.
With [7] it is the logical approach and the excellent teaching material, with [9] the rigorous
theoretical analysis and the broad spectrum, with [3] the emphasis on applications and at
the same time on the authors’ own research and with [6] the stepwise bottom-up approach
to AI.
One aspect which is missing in all books is the description of modern knowledge
representation formats, known as concept languages or description logics. Most AI
tutorials and books still rely on predicate calculus and resolution as a general inference
mechanism. For knowledge representation issues, however, the main emphasis nowadays
is on tableaux-based calculi and modal logics. But I am sure that this development will be
taken into account in upcoming textbooks.
What I really would like to have as a textbook is something like “Computational
Intelligence: A modern synthesis with theory and practice”, instead of buying all four of
them.
References
[1] R.A. Brooks, Intelligence without reason, in: Proc. of the 12th IJCAI, Sydney, Australia, Morgan Kaufmann,
San Mateo, CA, 1991.
[2] E. Charniak, D. McDermott, Introduction to Artificial Intelligence, Addison-Wesley, Reading, MA, 1985.
252 U. Furbach / Artificial Intelligence 145 (2003) 245–252
[3] T. Dean, J. Allen, Y. Aloimonos, Artificial Intelligence. Theory and Practice, Addison-Wesley, Reading, MA,
1995.
[4] N.J. Nilsson, Problem Solving Methods in Artificial Intelligence, McGraw-Hill, New York, 1971.
[5] N.J. Nilsson, Principles of Artificial Intelligence, Tioga, 1980.
[6] N.J. Nilsson, Artificial Intelligence: A New Synthesis, Morgan Kaufmann, San Mateo, CA, 1998.
[7] D. Poole, A. Mackworth, R. Goebel, Computational Intelligence: A Logical Approach, Oxford University
Press, Oxford, 1997.
[8] E. Rich, Artificial Intelligence, McGraw-Hill, New York, 1983.
[9] S. Russell, P. Norvig, Artificial Intelligence. A Modern Approach, Prentice-Hall, Englewood Cliffs, NJ, 1995.
