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BLOCH’S FORMULA FOR 0-CYCLES WITH MODULUS
RAHUL GUPTA, AMALENDU KRISHNA
Abstract. We prove Bloch’s formula for the Chow group of 0-cycles with
modulus on smooth projective varieties over finite fields. The proof relies
on some new results in higher dimensional ramified geometric class field
theory that we also prove.
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1. Introduction
1.1. Background. In the theory of algebraic cycles on algebraic varieties, Bloch’s for-
mula describes the Chow group of algebraic cycles of codimension d on a smooth variety
over a field as the d-th Zariski or Nisnevich cohomology of an appropriate Milnor or
Quillen K-theory sheaf. A statement of this kind plays a central role in the study of
algebraic cycles on smooth varieties as it converts the computation of the Chow groups
into a sheaf-theoretic computation and it also allows to directly connect algebraic K-
theory with algebraic cycles. Bloch’s formula is classical for codimension one cycles. It
owes its name because its first non-trivial case d = 2 was established by Bloch [8]. Its
most general case was shown by Quillen [47] using his proof of the Gersten conjecture
for algebraic K-theory.
The Chow groups with modulus are generalization of the classical Chow groups of
smooth varieties. They are also the higher dimensional analogues of the classical gener-
alized Jacobians of open curves [54]. They were discovered in the works of Kerz-Saito
[34] and Binda-Saito [7]. Their discovery was inspired by the previously known theory of
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additive Chow groups, introduced by Bloch-Esnault [11] and expanded by Ru¨lling [50],
Krishna-Levine [38] and Park [46].
The purpose of Chow groups with modulus is to describe the relative algebraic K-
theory of a smooth variety relative to an effective Cartier divisor in terms of algebraic
cycles. The study of relative K-theory of a subvariety of a smooth variety has assumed
immense significance in recent years because it allows one to understand the algebraic
K-theory of singular varieties by means of the relative long sequence in K-theory. Hence,
the ultimate goal of the Chow groups with modulus is to study the K-theory of singular
varieties in terms of algebraic cycles.
As in the case of classical Chow groups, one needs to establish an analog of Bloch’s
formula for the Chow groups with modulus in order to compute these groups and to
connect them with the relative algebraic K-theory. If X is a smooth variety over a field
and D is an effective Cartier divisor on X, Bloch’s formula asks if the Chow group with
modulus CHd(X ∣D) could be described as the d-th Zariski or Nisnevich cohomology of
the relative Milnor K-theory sheaf KM
d,(X,D) on X.
The reader should be alerted here that we have shifted our focus to Milnor K-theory
from the Quillen K-theory originally used by Bloch and Quillen. The reason for this
is that Quillen K-theory sheaves are not expected to provide Bloch’s formula for the
Chow groups of singular varieties, a contrast from the case of smooth varieties. This was
exhibited by Levine-Srinivas [55, § 3.2]. The results of Binda-Krishna [5] tell us that this
phenomenon persists for Chow groups of modulus as well.
1.2. Known results. This paper is devoted to the study of Bloch’s formula for the Chow
group of 0-cycles with modulus on a variety X. So we shall assume from here on that
dim(X) = d and write CHd(X ∣D) homologically as CH0(X ∣D). When d = 1, Bloch’s
formula for CH0(X ∣D) can be proven using the Thomason-Trobaugh [61] localization
sequence for algebraic K-theory, see [36]. When k is algebraically closed and d = 2,
Bloch’s formula for CH0(X ∣D) was proven by Binda-Krishna [5]. When X is affine, d
is arbitrary and k is algebraically closed, this formula was proven by the authors [20].
When X is an affine surface and k is any perfect field, this formula was also proven in
[20]. When d = 2 but X and k are otherwise arbitrary, Bloch’s formula was proven by
Binda-Krishna-Saito [6]. Apart from the above cases, the verification of Bloch’s formula
for 0-cycles with modulus is an open problem.
1.3. The cycle class map. For a closed immersion ι∶D ↪ X of Noetherian schemes, let
KM
d,(X,D) be the Nisnevich sheaf of relative Milnor K-theory on X, defined as the kernel
of the canonical surjection KMd,X ↠ ι∗(KMd,D).
Suppose that X is a quasi-projective scheme over a field k and x ∈ X ∖ D is a
regular closed point. One then knows by [26] that there is a canonical isomorphism
Z
≅Ð→ KM0 (k(x)) ≅Ð→ Hdx(X,KMd,(X,D)), where the latter is the Nisnevich cohomology with
support. Hence, using the ‘forget support’ map for x and extending it linearly to the
free abelian group on all regular closed points of X ∖D, we get a homomorphism
(1.1) cycX ∣D ∶ Z0(Xreg ∖D)→Hdnis(X,KMd,(X,D)).
We shall use the term ‘the cycle class map’ for this homomorphism. Recall that
Bloch’s formula is said to hold for the pair (X,D) if the following can be verified.
(1) cycX ∣D factors through the Chow group of 0-cycles CH0(X ∣D).
(2) The resulting map cycX ∣D ∶CH0(X ∣D)→Hdnis(X,KMd,(X,D)) is an isomorphism.
It is worth emphasizing here that already (1) is a notoriously hard problem when
D ≠ ∅ and has deep connections with higher dimensional ramified class field theory
when k is a finite field.
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1.4. New results. In this paper, we shall use the class field theories of Kato-Saito [28]
and Kerz-Saito [34] together with latter’s generalization by Binda-Krishna-Saito [6] to
establish Bloch’s formula for Chow groups of 0-cycles on smooth projective varieties over
a finite field. Our main result is the following.
Theorem 1.1. Let X be a smooth projective variety of dimension d ≥ 1 over a finite
field and let D ⊂X be an effective Cartier divisor. Then the cycle class map induces an
isomorphism
cycX ∣D∶CH0(X ∣D) ≅Ð→Hdnis(X,KMd,(X,D)).
If X is not smooth, we can prove the following version of Bloch’s formula. Let X be
a normal projective scheme of dimension d ≥ 1 over a finite field and C ⊂ X a reduced
closed subscheme of pure codimension one. Assume that X ∖ C is regular. Let D ⊂ X
be a closed subscheme defined by the ideal sheaf ID such that Dred = C. For any n ≥ 1,
let nD ⊂X be the closed subscheme defined by InD.
Theorem 1.2. The cycle class map induces an isomorphism of pro-abelian groups
cyc●X ∣D ∶ {CH0(X ∣nD)}n∈N ≅Ð→ {Hdnis(X,KMd,(X,nD)}n∈N.
1.5. Application to Nisnevich descent for Chow groups with modulus. If D ⊂
X is an effective Cartier divisor on a smooth scheme, the Nisnevich hypercohomology
of the sheafified cycle complex zp(X ∣D,∗) with modulus [7] gives rise to the motivic
cohomology with modulus HpM(X ∣D,Z(q)) together with a canonical map CHp(X ∣D)→
H
2p
M(X ∣D,Z(p)). The Nisnevich descent for the Chow groups with modulus asks whether
this map is an isomorphism. Using [22, Lemma 3.9] and [51, Theorem 1], we get the
following consequence of Theorem 1.1.
Corollary 1.3. Let X be a smooth projective variety of dimension d ≥ 1 over a finite
field and let D ⊂ X be an effective Cartier divisor such that Dred is a strict normal
crossing divisor. Then the canonical map of pro-abelian groups
{CH0(X ∣nD)}n∈N → {H2dM(X ∣nD,Z(d))}n∈N
is an isomorphism.
1.6. Application to 0-cycles on singular varieties. Theorem 1.1 has following ap-
plication to the Chow group of 0-cycles on singular varieties. Recall that for a singular
variety X, the correct Chow group of 0-cycles which carries information about the K-
theory ofX is its Levine-Weibel Chow group CHLW0 (X), introduced in [42]. An improved
version of this group was introduced in [5] and is known as the lci Chow group of X,
denoted by CH0(X). Even if Bloch’s formula is known for singular curves and surfaces
(see [6]), no non-trivial example of a singular projective variety in higher dimension over
a non-algebraically closed field is known for which Bloch’s formula holds. Note that
the cycle class map (1.1) can be defined for singular varieties as well. An immediate
application of Theorem 1.1 is the following.
Corollary 1.4. Let X be a smooth projective variety of dimension d ≥ 1 over a finite
field and let D ⊂ X be an effective Cartier divisor. Let SX be the double of X along D.
Then the cycle class map induces an isomorphism
cycSX ∶CH0(SX)
≅
Ð→Hdnis(SX ,KMd,SX ).
Recall here that SX is a d-dimensional singular projective scheme whose singular locus
is canonically isomorphic to Dred. The above formula is yet unknown for the Levine-
Weibel Chow group of SX . Hence, the corollary provides an evidence that the lci Chow
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group of a singular variety may have better features than its Levine-Weibel Chow group.
A special case of Corollary 1.4 (when k is algebraically closed and D is integral) was
shown previously by the authors in [20, Theorem 1.3].
1.7. Applications to class field theory. The above results have an important appli-
cation in the higher dimensional class field theory over finite fields. Let X be a smooth
projective variety of dimension d ≥ 1 over a finite field k and let D ⊂ X be an effective
Cartier divisor. We can assume X to be connected for what we say below. Let K denote
the function field of X. For any generic point λ of D, we let mλ = ℓ(OD,λ). Let Kλ
denote the Henselization of K at λ. Write H1(K) for H1e´t(Spec (K),Q/Z).
We let filDH
1(K) be the subgroup of characters χ ∈H1(K) such that χ is unramified
away from D and the image of χ in H1(Kλ) lies in filmλH1(Kλ) for every generic point
λ of D, where filmλH
1(Kλ) is part of a filtration on H1(Kλ) introduced by Matsuda
[43]. We let filcDH
1(K) be the subgroup of characters χ which are unramified away from
D and which have the property that ν∗(χ) ∈ filν∗(D)H1(k(C)) for every integral normal
projective curve C with a finite map ν ∶C → X which is birational to its image and whose
image does not lie in D. This group was first considered by Deligne and Laumon [40].
The following result is motivated by the expectation that the ramification of a finite
e´tale cover of X∖D can be measured by evaluating it on smooth curves. This arithmetic
result can be compared with the complex geometric result due to Deligne that an inte-
grable connection on a smooth complex variety is regular along irreducible divisors at
infinity in a normal compactification if and only if its restriction to every smooth curve
has this property. Even though this analytic result of Deligne motivated us to prove the
following, its proof surprisingly uses a new moving lemma for 0-cycles with modulus (see
Theorem 13.1).
Theorem 1.5. Let X be a smooth projective variety of dimension d ≥ 1 over a finite
field and let D ⊂X be an effective Cartier divisor. Then we have
filDH
1(K) = filcDH1(K)
as subgroups of H1(K).
A version of higher dimensional ramified class field theory was established in [34] and
[6] by showing that the Chow group of degree zero 0-cycles with modulus is isomorphic
to the degree zero part of a certain e´tale fundamental group with modulus. However,
such a statement was unknown for the Kato-Saito idele class group Hdnis(X,KMd,(X,D))
and this was a big obstacle in proving Bloch’s formula. As a crucial step in the proofs
of the above results, we define a new e´tale fundamental group with modulus and solve
the higher dimensional ramified class field theory for the Kato-Saito idele class group as
follows.
Theorem 1.6. Let X be a normal scheme of dimension d ≥ 1 which is separated and
essentially of finite type over a finite field k. Let D ⊂ X be a closed subscheme of pure
codimension one such that X ∖D is regular. Then there is a reciprocity map
ρX ∣D ∶Hdnis(X,KMd,(X,D))→ πadiv1 (X,D)
which has dense image. This map is injective if X is projective over k.
The difference between πadiv1 (X,D) and the one used in [34] or [6] is that the former
characterizes finite e´tale covers of X ∖D whose ramifications are bounded by the divisor
D, while the latter characterizes finite e´tale covers of X ∖ D whose ramifications are
bounded by the divisor D after restricting to smooth curves not composite with D.
A very useful application of the above results and which was not known before is the
following functoriality property of Hdnis(X,KMd,(X,D)) and πadiv1 (X,D).
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Corollary 1.7. Let X be a smooth projective variety of dimension d ≥ 1 over a finite
field and let D ⊂X be an effective Cartier divisor. Let f ∶X ′ → X be a proper map from
a smooth projective variety X ′ of dimension d′ ≥ 1 over k. Let D′ ⊂ X ′ be an effective
Cartier divisor such that f∗(D) ⊂D′. Then there are push-forward maps
f∗∶Hd′nis(X ′,KMd′,(X′,D′))→Hdnis(X,KMd,(X,D)) and f∗∶πadiv1 (X ′,D′)→ πadiv1 (X,D).
These maps are isomorphisms if D′ = f∗(D) and f ∶X ′∖D′ → X ∖D is an isomorphism.
The corollary is a direct consequence of the previous results because the Chow groups
of 0-cycles have these properties. Moreover, the push-forward maps f∗ of the corollary
are compatible with the push-forward map on the Chow groups which will be clear during
the proofs of the main results.
1.8. Outline of proofs. We now give a brief outline of our proofs and sketch the con-
tents of various sections of this paper. It is a very challenging task to directly show that
the cycle class map cycX ∣D ∶ Z0(X ∖D) → Hdnis(X,KMD,(X,D)) trivializes the cycles which
are rationally equivalent to zero. In the classical case when D = ∅, this relies on the
exactness of the Gersten sequence of the Milnor K-theory sheaf. However, there is no
such sequence available when D ≠ ∅. Our approach of solving this problem is to take
the route of higher dimensional ramified class field theory due to Kato-Saito [28] and
Kerz-Saito [34]. This forces us to restrict ourselves to varieties over finite fields.
Kerz and Saito constructed a reciprocity map from the Chow group of 0-cycles with
modulus D on a variety X to an abelian e´tale fundamental group πab1 (X,D), which
classifies abelian finite e´tale covers of X ∖D whose ramifications are bounded by D after
we restrict the e´tale cover to the normalizations of curves not composite with (i.e., not
contained in) D. Going ahead, the problem one faces is that πab1 (X,D) does not have
good relation with Hdnis(X,KMd,(X,D)), which we call the ‘Kato-Saito idele class group
with modulus’ and write as CKS(X,D).
Our first task is to solve the above obstacle. We do this by using variants of CKS(X,D)
as well as πab1 (X,D). On the idele class group side, we use a variant introduced by Kerz
[32] and denoted by C(X,D). This new idele class group is defined in a much more
explicit way than CKS(X,D). On the fundamental group side, we introduce a new e´tale
fundamental group with modulus called πadiv1 (X,D). This group classifies abelian finite
e´tale covers of X ∖D whose ramifications are bounded by D on the nose.
Using the theory of ramification filtrations by Kato [27] and Matsuda [43], and gluing
them with the Abbes-Saito theory of ramification subgroups [1], we show that there is
a reciprocity map from C(X,D) to πadiv1 (X,D). We show furthermore that this map is
injective and has dense image with respect to the pro-finite topology of the latter. This is
the content of Theorem 1.6. As a major part of the proof, we have to establish a finiteness
theorem for the degree zero part of C(X,D). We achieve this using a generalization by
Kato-Saito [28] of an exact sequence of Bloch [9].
Having achieved the above reduction, what we are left with to prove Bloch’s formula
is to do two things: (i) identify the idele class group of Kerz with CKS(X,D), and (ii)
identify πadiv1 (X,D) with πab1 (X,D).
The first is relatively easier and is already a theorem of Kerz [32]. The second identifi-
cation is much more challenging. In general, there is no direct connection between these
groups because the ramification is always measured at the generic points of divisors on
a variety, and there is no specialization technique to pass from the generic point of a
divisor to the generic point of its restriction to a curve. The only available results known
in this direction are two theorems of Kato [27] which provide a formula for the Swan
conductor of a character when we either blow up a smooth point on a variety or when
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we restrict the character to a smooth curve. But both cases require Dred to be a strict
normal crossing divisor and the second case requires additionally that Dred intersect the
curve transversely. Similar results for Artin conductor were proven by Matsuda [43].
In order to apply the above results of Kato and Matsuda, we define a variant of
filcDH
1(K) (see Theorem 1.5) and call it filADH1(K). The advantage of the latter group
is that we can apply the results of Kato and Matsuda to show that it coincides with
filDH
1(K). We are then finally left with showing that filADH1(K) and filcDH1(K) co-
incide. Surprisingly, we have to use algebraic cycles to achieve this. We prove a new
moving lemma for Chow groups of 0-cycles with modulus. Using this moving lemma and
the class field theory of [34] and [6], we are able to prove a similar ‘moving lemma’ for
characters in filcDH
1(K). This allows us to prove the agreement between filADH1(K) and
filcDH
1(K), and thereby, finish the proof of Bloch’s formula.
In Sections 2 and 3, we recall the definition of the idele class group C(X,D) of Kerz
and the isomorphism between C(X,D) and CKS(X,D). In §4, we study push-forward
map for C(X,D) and prove some other functorial properties. The next five sections are
devoted to the introduction of πadiv1 (X,D), the construction of the reciprocity map for
C(X,D), and the proof of Theorem 1.6. From § 10 onward and until § 12, the goal
is to prove the finiteness of the degree zero part of C(X,D). We prove the moving
lemma for 0-cycles with modulus in §13 and § 14. Finally, we prove Bloch’s formula and
applications in § 15.
1.9. Notations. In this paper, k will be the base field of characteristic p ≥ 0. For most
parts, this will be a finite field in which which case we shall let q = ps be the order of k for
some integer s ≥ 1. We shall let k denote a fixed separable closure of k. A k-scheme will
mean a separated and essentially of finite type k-scheme. We shall denote the category
of k-schemes by Schk. The product X ×Spec (k) Y in Schk will be written as X × Y . If
k ⊂ k′ is an extension of fields and X ∈ Schk, we shall let Xk′ denote X × Spec (k′). We
shall write X
k
as X. For a subscheme D ⊂ X, we shall let ∣D∣ denote the set of points
lying on D.
For a morphism f ∶X ′ →X of schemes and D ⊂X a subscheme, we shall write D×XX ′
as f∗(D). For a point x ∈ X, we shall let mx denote the maximal ideal of OX,x and k(x)
the residue field of x. We shall let OhX,x (resp. OshX,x) denote the Henselization (resp.
strict Henselization) of OX,x. We shall let {x} denote the closure of {x} with its integral
subscheme structure. We shall let k(X) denote the total ring of quotients of X.
If X is a Noetherian scheme, we shall consider sheaves on X with respect to its
Nisnevich topology unless mentioned otherwise. In particular, all sheaf cohomology
groups will be considered with respect to the Nisnevich topology. We shall say that X
is local (resp. semilocal) if it is the spectrum of a local (resp. semilocal) ring. We shall
let X(q) (resp. X
(q)) denote the set of points on X of dimension (resp. codimension) q.
For a field K of characteristic p > 0 with a discrete valuation λ, we shall let Kλ
denote the fraction field of the Henselization of the ring of integers associated to λ. For
a Galois extension (possibly infinite) K ⊂ L of fields, we shall let G(L/K) denote the
Galois group of L over K. We shall let GK denote the absolute Galois group of K.
All Galois groups will be considered as topological abelian groups with their pro-finite
topology. For a Noetherian scheme X, its abelianized e´tale fundamental group will be
denoted by πab1 (X). We shall consider πab1 (X) as a topological abelian group with its
pro-finite topology. If X ∈ Schk, we shall let πab1 (X)0 be the kernel of the natural map
πab1 (X)→ πab1 (k) ≅ Gk with the subspace topology.
A ring will always mean a unital commutative ring. If R is a reduced ring, we shall let
Rn denote the normalization of R. We shall let Q(R) denote the total ring of quotients
of R. If A is an abelian group, we shall let A{p′} denote the subgroup of elements of A
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which are torsion of order prime to p. We let A{p} denote the subgroup of elements of
A which are torsion of order pr for some r ≥ 1.
2. Parshin chains and their Milnor K-theory
In this section, we recall Parshin chains and their Milnor K-groups from [28, § 1]. We
also recall the topologies on these Milnor K-groups which will play very useful role in
this paper.
2.1. The dimension function. Let X be an excellent integral scheme of Krull dimen-
sion d(X). A dimension function on X is a set-theoretic function dX ∶X → Z+ which sat-
isfies the catenary condition: if x ∈ {y} is a point of codimension one (dim(O
{y},x
) = 1),
then dX(y) = dX(x) + 1. We let dm(X) = min{dX(x)∣x ∈ X} and Xi = {x ∈ X ∣dX(x) =
i + dm(X)} for i ≥ 0. Note that an excellent scheme is necessarily Noetherian and a
Noetherian scheme with a dimension function is necessarily catenary.
We let Ddim be the category of pairs (X,dX), where X is an excellent integral scheme
equipped with a dimension function dX . A morphism in Ddim is a quasi-finite morphism
of schemes f ∶X ′ →X such that dX′ = dX ○ f . In this case, we say that dX′ is a pull-back
of dX .
Example 2.1. We give an example which we shall use very often in this paper. Let X be
an excellent integral scheme. We let dX(x) be the Krull-dimension of {x}. Since X is
catenary (because it is excellent), it follows that dX is a dimension function on X. We
call it the canonical dimension function on X. Here, dm(X) = 0.
We now let P ∈ X be a point of codimension r ≥ 0 and let XP = Spec (OhX,P ). We let
xP denote the closed point of XP and k(P ) its residue field. We have the morphisms of
schemes XP ∖ {xP }↪XP →X. We endow XP and XP ∖ {xP } schemes with dimension
function induced by that of X. Then we have
dm(XP ) = d(X) − r = dX(P ), d(XP ) = r,
dm(XP ∖ {xP }) = dm(XP ) + 1, d(XP ∖ {xP }) = d(XP ) − 1 = r − 1.
2.2. Parshin chains. Let X be an excellent integral scheme with a dimension function
dX . Let C ⊂ X be a reduced nowhere dense closed subscheme of X and let U = X ∖C.
Let K denote the function field of X. We recall the following from [28, § 1.6] (or [32,
Definition 3.1]).
Definition 2.2. (1) An s-chain on X is a sequence of points P = (p0, . . . , ps) on X
such that {pi} ⊂ {pi+1} for 0 ≤ i ≤ s − 1.
(2) We say that P is a Parshin chain if dX(pi) = i+dm(X) (equivalently, pi ∈ Xi) for
0 ≤ i ≤ s.
(3) A Parshin chain on the pair (U ⊂ X) is a Parshin chain P = (p0, . . . , ps) on X
with s ≥ 0 such that pi ∈ C for 0 ≤ i < s and ps ∈ U .
(4) The dimension of a chain P = (p0, . . . , ps) on X is dX(ps), and it is denoted by
dX(P ).
(5) We say that P = (p0, . . . , ps) is a maximal Parshin chain if it is a Parshin chain
such that ps = η, where η is the generic point of X.
(6) If P is a maximal Parshin chain and D ⊂ X is an effective Weil divisor with
support C, we let mP denote the multiplicity of {ps−1} in D.
If P = (p0, . . . , ps) is an s-chain, we shall write P ′ = (p0, . . . , ps−1). This convention
will be followed throughout the text.
Note that a Parshin 0-chain on the pair (U ⊂X) is a point p0 ∈ U such that dX(p0) =
dm(X). In particular, no such chain exists if X is local. We shall often call a Parshin
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chain a P -chain. If P1 = (p0, . . . , ps) is an s-chain and P2 = (p0, . . . , ps, ps+1, . . . , pr) is an
r-chain, then we say that P2 dominates P1 and write as P1 ≤ P2. Note that if P is a
Parshin chain, then any chain dominated by P is also a Parshin chain.
Let P = (p0, . . . , ps) be an s-chain on X. We define the ring OhX,P as follows. We let
OhX,p0 be the Henselization of OX,p0 . Suppose now that s ≥ 1 and we have defined OhX,P ′ .
We let R = OhX,P ′ and let T be the set of all prime ideals of R lying over ps under the
canonical map OX,ps−1 → R. We let OhX,P = ∏
q∈T
Rhq . It is easily seen by induction on s that
T is a finite set. We let JhX,P be the Jacobson radical of OhX,P and k(P ) = OhX,P /JhX,P .
Then k(P ) is the product of the residue fields of Rhq (equivalently of Rq), where q runs
through T . Note that if X is regular at pi for some i ≥ 0, then OhX,P is a regular semilocal
ring. We call k(P ) the residue ring of the chain P . We write XP = Spec (OhX,P ).
Lemma 2.3. Let P = (p0, . . . , ps) be an s-chain on X and let Y = {ps}. Then P is an
s-chain on Y and there are canonical isomorphisms OhX,P /JhX,P ≅Ð→ OhY,P ≅Ð→ k(P ).
Proof. There is nothing to prove if s = 0, so we can assume that s ≥ 1. We write
P = (P ′, ps). By replacing ps by one of the points in the inverse image of ps under
the canonical map XP ′ → X, we see that it suffices to prove the lemma when X is a
Henselian local scheme, P = (p0, p1), where p0 is the closed point of X and Y = {p1}.
If p0 = p1, there is nothing to prove, so we can assume that Y has codimension at
least one in X. In this case, the lemma is equivalent to the statement that if A is a
Henselian local ring and p ⊂ A is a prime ideal of height at least one with B = A/p,
then there is an isomorphism (Ah
p)/Jhp ≅ Q(B), where Jhp is the maximal ideal of (Ap)h.
However, this is clear using two simple observations. First, the quotient map A ↠ B
induces an isomorphism Ap/Jp ≅Ð→ Q(B), where Jp is the maximal ideal of Ap. Second,
the Henselization map Ap → (Ap)h induces an isomorphism on the quotients Ap/Jp ≅Ð→
(Ap)h/Jhp . 
Suppose that P = (p0, . . . , ps) is a maximal Parshin chain and let R = OhX,P ′ . Then
R is a finite product of one-dimensional reduced local rings such that the canonical
injection R ↪ Rn between reduced rings induces a one-to-one correspondence between
the minimal primes. Furthermore, OhX,P is the total quotient ring of R (and of Rn). In
particular, the map OhX,P ↠ k(P ) is a bijection and every factor of k(P ) has a unique
discrete valuation whose ring of integers is the normalization of the quotient of R by a
unique minimal prime. If ID ⊂ OX is the ideal sheaf defining an effective Weil divisor
D ⊂X with support C, then it is easily seen that IDRn = (I{ps−1}Rn)mP .
2.3. Residue fields of Parshin chains via valuation rings. In order to study the
reciprocity for the idele class groups, we need to express the residue fields of Parshin
chains in terms of the fraction fields of valuations rings so that Kato’s theory of reciprocity
maps for higher local fields can be utilized. We recall the machinery of doing this from
[28, § 3.1]
Let V be a valuation ring with quotient field K whose value group is Zr with the
lexicographic order. Let v∶K× → Zr be the valuation. In this case, we shall say that V
is an r-DV. If we let Vi = {0}∪v−1((Z≥0)r−i ×Zi) for 1 ≤ i ≤ r, then each Vi is a valuation
ring with quotient field K and there are inclusions V = V0 ⊂ ⋯ ⊂ Vr−1 ⊂ Vr =K. There is
a saturated chain of prime ideals p0 ⊋ p1 ⊋ ⋯ ⊋ pr = 0 in V such that Vi = Vpi . If k(pi)
denotes the residue field of Vi, then the image of the composite map Vi ↪ Vi+1↠ k(pi+1)
is a discrete valuation ring with quotient field k(pi+1) and residue field k(pi) for each
0 ≤ i ≤ r − 1. In particular, Vr−1 is a discrete valuation ring with quotient field K.
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Suppose V is an r-DV. Assume r ≥ 1 and let V ′ be the image of V in k(pr−1). Then
V ′ is an (r−1)-DV with quotient field k(pr−1). Let E be the quotient field of V ′h so that
there is an extension of fields k(pr−1) ↪ E. Let Ṽr−1 be the inductive limit of a system
of e´tale local rings over Vr−1 such that Ṽr−1 is a Henselian discrete valuation ring with
residue field E. It is then known that V h is the inverse image of V ′h under the quotient
Ṽr−1 ↠ E. Furthermore, the following elementary lemma says that V h is a Henselian
r-DV in Q(V h) such that Ṽr−1 = (V h)pr−1 .
Lemma 2.4. Let
A
α // //
 _

B _

A′
α′// // B′
be a Cartesian square of Noetherian local integral domains such that B′ = Q(B), and let
p = ker(α). Then A′ = Ap.
We now let P = (p0, . . . , pd) be a maximal Parshin chain on X and let V ⊂ K be a
d-DV. We say that V dominates P if the local ring Vi dominates the local ring OX,pi for
each 0 ≤ i ≤ d. Let V(P ) be the set of d-DV’s in K which dominate P . Let ν ∶Xn →X be
the normalization map and let ν−1(P ) be the set of all Parshin chains P1 = (p′0, . . . , p′d)
on Xn such that ν(P1) = P . Equivalently, ν(p′i) = pi for each 0 ≤ i ≤ d.
Lemma 2.5. There are canonical isomorphisms
(2.1) k(P ) ≅Ð→ ∏
V ∈V(P )
Q(V h) ≅←Ð ∏
P1∈ν−1(P )
k(P1).
Proof. The first isomorphism is [28, Proposition 3.3]. The second isomorphism follows
by combining the first isomorphism for X and Xn and using the fact that a valuation
ring is integrally closed, and hence V(P ) = ⋃
P1∈ν−1(P )
V(P1). 
2.4. Milnor K-theory of s-chains. For a commutative ring R, we let KM∗ (R) be the
quotient of the tensor algebra T ∗(R×) by the two-sided ideal generated by a ⊗ (1 − a)
with a,1−a ∈ R×. We let the image of a1⊗⋯⊗an in KMn (R) be denoted by {a1, . . . , an}.
If (Ui)1≤i≤n are subgroups of R×, we shall let {U1, . . . ,Un} be the subgroup of KMn (R)
generated by {a1, . . . , an} such that ai ∈ Ui.
If I ⊂ R is an ideal, we let KM∗ (R,I) be the kernel of the canonical map KM∗ (R) →
KM∗ (R/I). If R is either a local ring (see [28, Lemma 1.3.1]) or a semilocal ring
which contains a field of cardinality at least three (see [22, Lemma 3.2]), then the map
KMn (R) → KMn (R/I) is surjective and KMn (R,I) = {(1 + I)×,R×, . . . ,R×} for all n ≥ 1.
We shall denote by KM∗ (R∣I) the image of the group KM∗ (R,I) under the canonical map
KM∗ (R)→KM∗ (F ), where F is the ring of total fractions of R.
If R is a one-dimensional excellent regular semilocal integral domain with Jacob-
son radical m and quotient field F , we shall write the image of the canonical map
KMn (R,mr) → KMn (F ) as KMn (F, r). If n = 1, we shall also use the alternative no-
tation Ur(F ) for KM1 (F, r). If R is equi-characteristic with infinite residue fields, then
one has KMn (R,mr) ≅KMn (F, r) by [30]. We shall not use this isomorphism in this paper.
IfX is an excellent integral scheme with a dimension function dX and if P = (p0, . . . , ps)
is an s-chain on X, we define the Milnor K-theory of P to be the Milnor K-theory of
its residue field k(P ).
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2.5. Topologies on Milnor K-groups. Let us first assume that R is a one-dimensional
excellent regular semilocal integral domain with Jacobson radical m and quotient field
F . We consider KMn (F ) a topological group whose topology is the smallest such that the
subgroups {KMn (F, r)}r≥0 form a basis of open neighborhoods of the identity element.
This is called the canonical topology of KMn (F ).
Let R now be a one-dimensional semilocal excellent integral domain with fraction field
F and normalization R′ (we have digressed from our notation Rn for normalization to
avoid a conflict). Let m and m′ denote the Jacobson radicals of R and R′, respectively.
The m-adic topology of R induces a topology on R× generated by subgroups Ur(R) ∶= (1+
mr) with r ≥ 0, where we let 1+m0 = R×. The same holds for (R′)× too. Let us consider
following topologies τi on K
M
n (F ) for 1 ≤ i ≤ 3. We let τ1 be the smallest topology
for which the fundamental system of neighborhoods of 0 is given by the subgroups
{U1, . . . ,Un} ⊂KMn (F ), where each Ui is open in R×.
We let τ2 be the smallest topology for which the fundamental system of neighborhoods
of 0 is given by the subgroups {1 + Ir,R×, . . . ,R×} ⊂ KMn (F ), where I ⊂ m is an ideal
such that
√
I = m and r ≥ 0, where we let 1 + I0 = R×. If R is either local (see [28,
Lemma 1.3.1]) or contains a field of cardinality at least three (see [22, Lemma 3.2]),
then {1 + Ir,R×, . . . ,R×} = KMn (R∣Ir) ⊂ KMn (F ). We let τ3 be the smallest topology
for which the fundamental system of neighborhoods of 0 is given by the subgroups
{Ur(R), F×, . . . , F×} ⊂KMn (F ), where r ≥ 0.
Lemma 2.6. Each of the topologies τ1, τ2 and τ3 coincides with the canonical topology
of KMn (F ).
Proof. The assertion that τ1 and τ3 coincide follows from [26, Proposition 2 (2)]. It
is clear that every fundamental neighborhood of 0 in the canonical topology (see § 2.4)
contains a fundamental neighborhood in the τ1-topology. We prove the reverse inclusion.
Let G be the subgroup {U1, . . . ,Un} ⊂ KMn (F ), where each Ui is open in R×. It
follows from [26, Proposition 2 (2)] that G contains an open subgroup of the form G1 =
{U1, F×, . . . , F×}, where U1 ⊂ R× is open. Since the conductor ideal of the normalization
map R → R′ contains an m′-primary ideal, it follows that U1 contains an open subgroup
U2 of the form Ur(R′) for some r ≥ 1. We are already done if n = 1. Otherwise,
as {U2, F×, . . . , F×} contains {U2, (R′)×, . . . , (R′)×} = KMn (F, r), we conclude that G
contains KMn (F, r) for some r ≥ 1. In particular, G is open in the canonical topology of
KMn (F ). This proves the agreement between τ1 and the canonical topology.
Note now that τ2 does not change if we replace I by m. It is now clear that τ3 ⊂ τ2 ⊂ τ1
and we have already shown above that τ3 = τ1. The lemma is proven. 
2.6. The direct sum topology. In this paper, we shall mostly use direct sums of
topological abelian groups and their quotients. We briefly recall them here. Let {Gi}i∈I
be a family of topological abelian groups and let G = ⊕
i∈I
Gi. The direct sum topology
on G is defined as follows. For a finite subset J ⊂ I, the direct sum ⊕
i∈J
Gi is same as
the direct product, and the latter is equipped with the product topology. Since G is an
inductive limit of finite direct sums, it has its weak topology for which U ⊂ G is open
if its intersections with all finite direct sums are open. This is called the direct sum
topology of G. Since the inductive limit of continuous maps is continuous, it is easy to
check that G is a topological group with its direct sum topology.
Let G be as above and suppose that the topology of each Gi is generated by a family
of open subgroups {Gi,λi}λi∈Ii . Then it is easy to check that the family of direct sums
⊕
i∈I
Gi,λi , where λi runs through Ii for each i ∈ I, generates the direct sum topology of G.
The direct sum topology has another property which we shall use often. Recall that the
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topology of a topological abelian group is called the subgroup topology if it is generated
by a fundamental system of open subgroups.
Lemma 2.7. Let G be the direct sum of abelian groups {Gi}i∈I . Assume that each Gi is
a topological abelian group with subgroup topology. Then G, with its direct sum topology,
is a coproduct in the category of topological abelian groups.
Proof. Let {fi∶Gi → H} be a family of continuous homomorphisms to a topological
abelian group H. Then the lemma asserts that there is a unique continuous homomor-
phism f ∶G→H such that f ∣Gi = fi for all i ∈ I.
Now, it is clear that a homomorphism of groups f exists with the above uniqueness
property as a group homomorphism. We need to show that f is continuous. Since G has
the inductive limit topology, it suffices to prove the case when I is a finite set. We can
therefore let I = {1, . . . , n}.
We now let H ′ ⊂ H be an open subgroup. By Lemma 2.8, it suffices to show that
f−1(H ′) is open. We let Bi = f−1i (H ′) and let B = ∏
1≤i≤n
Bi ⊂ G. It is clear that B ⊂ G is
open. We are left with showing that f(B) ⊂ H ′. But this is clear because f−1(H ′) is a
subgroup of G and f−1i (H ′) = f−1(H ′) ∩Gi via the inclusions Gi ⊂ G. 
Lemma 2.8. Let f ∶G → H be a group homomorphism between two topological abelian
groups with subgroup topologies. Then f is continuous if and only if the inverse image
of every generating open subgroup via f is open.
Proof. Since G and H have subgroup topologies, f will be continuous if the inverse image
of every coset of a generating open subgroup is open. So we let a ∈ H be an arbitrary
element and B ⊂ H a generating open subgroup. If f−1(a +B) is empty, we are done.
Otherwise, we let a′ ∈ G be such that f(a′) = a + b for some b ∈ B. By our hypothesis,
there is an open subgroup B′ ⊂ f−1(B). If b′ ∈ B′, then f(a′ + b′) = a + (b + b′) ∈ a +B.
This implies that f(a′ +B′) ⊂ a +B. Since a′ +B′ is open in G, the lemma follows. 
3. The idele class group a` la Kerz
In our exposition, the idele class groups defined by Kato-Saito [28] and Kerz [32] will
play the key roles. The goal of this section is to recall the idele class group defined by
Kerz and study some properties useful to the main results of this paper.
Let X be an excellent integral scheme with a dimension function dX . We let U ⊂ X
be an open immersion whose complement C is a nowhere dense closed subset with the
reduced subscheme structure. We let PU/X denote the set of Parshin chains on the pair
(U ⊂X) and let Pmax
U/X be the subset of PU/X consisting of maximal Parshin chains. If P
is a Parshin chain onX, then we shall considerKM
dX(P )
(k(P )) a topological abelian group
with its canonical topology if P is maximal. Otherwise, we shall consider KM
dX(P )
(k(P ))
a topological abelian group with its discrete topology. Note that the topology of a
discrete topological group is generated by the single open subgroup consisting of the
identity element.
3.1. The idele groups. We let
(3.1) IU/X = ⊕
P ∈PU/X
KMdX(P )(k(P )).
We consider IU/X a topological group with its direct sum topology. It is clear that the
topology of IU/X is generated by the open subgroups ⊕
P ∈Pmax
U/X
KM
dX(P )
(k(P ),mP (D(P ))),
where D(P ) runs through the set of all effective Weil divisors whose supports coincide
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with C. Note that KM
dX(P )
(k(P ),mP (D(P ))) is defined since each factor k(P )i of k(P )
is the quotient field of the unique discrete valuation ring R whose maximal ideal is the
radical of the extension of I
{ps−1}
in R ⊂ k(P )i under the canonical map OX → k(P )i.
It also follows that IU/X is discrete if dim(C) ≤ dim(X) − 2.
Let D ⊂ X be a closed subscheme with support C. For a maximal chain P =
(p0, . . . , ps), there is a canonical map OhX,P ′ → k(P ). We let
(3.2) I(X,D) = Coker
⎛
⎜
⎝ ⊕P ∈PmaxU/X
KMdX(P )(OhX,P ′ , ID)→ IU/X
⎞
⎟
⎠
,
where ID is the extension of the ideal sheaf ID ⊂ OX to OhX,P ′ . We call this the idele
group of X with modulus D. We consider I(X,D) a topological group with its quotient
topology.
3.2. The C-topology on idele groups. Let U ⊂ X be as above. The C-topology on
IU/X is the smallest topology generated by the open subgroups each of which is of the
form IU/X(D) ∶= ⊕
P ∈Pmax
U/X
KM
dX(P )
(OhX,P ′ ∣ID), where D ⊂ X is a closed subscheme with
support C. The direct sum topology on IU/X is finer than the C-topology. To see this,
it suffices to show that if D ⊂ X is a closed subscheme with support C and if C has
codimension one in X, then for every maximal Parshin chain P on X, the subgroup
KM
dX(P )
(OhX,P ′ ∣ID) is open in KMdX(P )(k(P )). But this follows from Lemma 2.6. We
shall use the comparison between the direct sum and C-topology in some of our proofs.
It is easy to see that the direct sum topology and the C-topology on IU/X coincide
if there are only finitely many maximal Parshin chains on (U ⊂ X). However, one can
check that this is not the case otherwise. In this paper, we shall consider IU/X as a
topological group with its direct sum topology unless we specify a different one.
3.3. The idele class groups. Let U ⊂ X be as above with dimension function dX . A
Q-chain on (U ⊂X) is a chain Q = (p0, . . . , ps−2, ps) such that the following hold.
(1) ps ∈ U .
(2) pi ∈ C for 0 ≤ i ≤ s − 2.
(3) P = (p0, . . . , ps−2, ps−1, ps) is a Parshin chain on X for some ps−1 ∈ X.
We let QU/X denote the set of all Q-chains on (U ⊂X).
Let Q = (p0, . . . , ps−2, ps) be a Q-chain on (U,X) and let P = (p0, . . . , ps−2, ps−1, ps) be
a Parshin chain on X. If ps−1 ∈ C, then we have the canonical extension of rings k(Q)↪
k(P ) and this yields a map ∂Q→P ∶KMdX(Q)(k(Q)) → KMdX(Q)(k(P )) = KMdX(P )(k(P )).
If ps−1 ∈ U , then P ′ = (p0, . . . , ps−1) is a Parshin chain on (U ⊂ X). We therefore
have the residue map ∂Q→P ∶KMdX(Q)(k(Q)) → KMdX(P ′)(k(P ′)). We therefore get a map
∂Q∶KMdX(Q)(k(Q)) → IU/X . We let ∂U/X denote the sum of the maps ∂Q where Q runs
through QU/X .
We let
(3.3) CU/X = Coker⎛⎝ ⊕Q∈QU/X
KMdX(Q)(k(Q))
∂U/X
ÐÐÐ→ IU/X
⎞
⎠
and call it the idele class group of the pair (U ⊂X). This is a topological group with its
quotient topology. If D ⊂X is a closed subscheme with support C, we let
(3.4) C(X,D) = Coker⎛⎝ ⊕Q∈QU/X
KMdX(Q)(k(Q)) → I(X,D)
⎞
⎠
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and call it the idele class group of X with modulus D. This is a topological group with
its quotient topology.
If dX is the canonical dimension function on X, then for a closed point x ∈ U , we let[x] denote the image of 1 under the homomorphism KM0 (k(x)) → C(X,D), and call it
the ‘cycle class’ of x. It is clear that for every D ⊂ X as above, there is a canonical
surjection CU/X ↠ C(X,D) which is continuous. The following result says more about
the topology of C(X,D).
Lemma 3.1. The topologies of I(X,D) and C(X,D) are discrete. If the codimension
of C is more than one in X, then IU/X and CU/X are also discrete.
Proof. If the codimension of C is more than one in X, then there are no maximal Parshin
chains on (U ⊂X) whose Milnor K-groups define the topology of all idele and idele class
groups. Hence, all these topological groups are discrete.
Suppose now that C has an irreducible component of codimension one in X. It is
clear from its definition that I(X,D) is discrete with respect to the C-topology. The
discreteness of I(X,D) now follows because the direct sum topology of IU/X is finer
than its C-topology (see § 3.2). Since C(X,D) is a quotient of I(X,D) with its quotient
topology, it must also be discrete. 
The Q-chains have the following property that will be often useful to us. Let A be a
Henselian equidimensional reduced local ring of Krull dimension d. Let p be a minimal
prime of A and let X = Spec (A/p). Note that X is a Henselian local integral scheme of
Krull dimension d. Let p0 and pd denote the closed point and the generic point of X,
respectively. Let Q = (p0, . . . , pd−2, pd) be a maximal Q-chain on X. Let ν ∶Xn → X be
the normalization map. Then Xn is also a local integral scheme with the unique point
p′0 lying over p0. Let V(Q) be the set of Q-chains on Xn lying over Q.
Let B(Q) denote the set of all Parshin chains P = (p0, . . . , pd−2, pd−1, pd) on X. For
every Parshin chain P on X, let ν−1(P ) denote the set of all Parshin chains P1 on Xn
such that ν(P1) = P . For any Parshin chain P ∈ B(Q), we have the inclusion of fields
ιP ∶k(Q) ↪ k(P ). Let ιQ∶k(Q) → ∏
P ∈B(Q)
k(P ) be the induced map to the product.
Lemma 3.2. There is a commutative diagram
(3.5) k(Q)
≅

ιQ // ∏
P ∈B(Q)
k(P )
≅

∏
Q′∈V(Q)
k(Q′) ιQ
′
// ∏
P ∈B(Q)
∏
P1∈V(P )
k(P1)
such that the vertical arrows are isomorphisms.
Proof. The commutativity of the diagram is clear and the isomorphism of the right
vertical arrow follows from Lemma 2.5, whose proof also shows that the left vertical
arrow is an isomorphism too. 
3.4. Functoriality of the idele class group. Let X be an excellent integral scheme
of dimension d = d(X) endowed with a dimension function dX . Let C ⊂X be a reduced
nowhere dense closed subscheme of X with U = X ∖ C. Let f ∶X ′ → X be a finite
morphism from an integral scheme such that the support of f−1(C) is contained in a
nowhere dense reduced closed subscheme C ′ ⊂ X ′ with complement U ′. We endow X ′
with the dimension function induced by that of X. If these properties are satisfied, we
shall say that f ∶ (X ′,U ′)→ (X,U) is an admissible morphism.
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Proposition 3.3. Assume that X is essentially of finite type over a field. Then the map
f induces a push-forward map
f∗∶CU ′/X′ → CU/X .
Proof. Let P = (p0, . . . , ps) be a Parshin chain on (U ′ ⊂ X ′). Since f is finite, f(P ) =(f(p0), . . . , f(ps)) is a Parshin chain onX. But it may not be a Parshin chain on (U ⊂X)
unless C ′ = f−1(C). We let s′ ≤ s be the largest integer such that P ′′ ∶= (f(p0), . . . , f(ps′))
is a Parshin chain on (U ⊂X). We let P1 = (p0, . . . , ps′).
Since P1 ≤ P , there is a composition of residue homomorphisms ∂P1≤P ∶KMdX′(P )(k(P )) →
KM
dX′(P1)
(k(P1)). We also have the finite map between products of fields k(P ′′)→ k(P1)
and this yields the norm map NP1→P
′′ ∶KM
dX′(P1)
(k(P1)) → KMdX(P ′′)(k(P ′′)). We let
fP→P
′′ = NP1→P ′′ ○ ∂P1≤P ∶KM
dX′(P )
(k(P )) → KM
dX(P ′′)
(k(P ′′)). Composing this with the
canonical inclusion KM
dX(P ′′)
(k(P ′′)) ↪ IU/X , we get a map fP∗ ∶KMdX′(P )(k(P )) → IU/X .
Taking the direct sum of these maps over all Parshin chains on (U ′ ⊂ X ′), we get our
push-forward map
f∗∶ IU ′/X′ → IU/X .
We now show that f∗ preserves the relations that define the idele class groups. If
Q = (p0, . . . , ps−2, ps) is a Q-chain on (U ′ ⊂ X ′), then ∂(KMdX′(Q)(k(Q))) is the direct
sum of images under the Henselization along the discrete valuations rings coming from
the irreducible components of C ′ (if the latter is a divisor) and the residue maps along
points on U ′ (see § 3.3). Since f∗ is defined by composing residue and the norm maps,
the assertion that it preserves the relations will follow if we show that the residue maps
commute with Henselization and the norm maps commute with Henselization as well as
the residue maps.
Since a residue map between the Milnor K-groups of fields commutes with field ex-
tensions (see [26]), it is clear that it commutes with Henselization. Similarly, the norm
map between Milnor K-groups commutes with field extensions by the standard prop-
erties of norm (see [4]), it commutes with Henselization along discrete valuations. The
only non-trivial thing therefore is to check that the norm and the residue maps between
Milnor K-groups of fields commute. But this follows from Lemma 3.4. 
Lemma 3.4. Let A be discrete valuation ring with quotient field E and residue field k.
Let F be a finite field extension of E and B the integral closure of A in F . Let k1, . . . , kr
be the residue fields of F . Assume that A is essentially of finite type over a field. Then
the diagram
(3.6) KMn (F )
NF /E

∑i ∂F /ki// ⊕
1≤i≤r
KMn−1(ki)
∑iNki/k

KMn (E)
∂E/k
// KMn−1(k)
is commutative.
Proof. This result was proven by Kato [25, § 1, Lemma 16] when E is a complete discrete
valuation field and F /E is a normal extension whose degree is a prime number. We shall
prove the lemma using Bloch’s higher Chow groups.
For an equidimensional scheme X which is essentially of finite type over a field, let
CHp(X,q) denote Bloch’s higher Chow groups of X [10]. These groups are equipped
with proper push-forward, flat pull-back and localization sequence. By Totaro [62] and
Nesterenko-Suslin [44], there are isomorphisms θK ∶KMn (K) → CHn(K,n) for a field K.
These isomorphisms satisfy some nice properties.
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We now consider the diagram
(3.7) KMn (F )
∑i ∂F /ki //
NF /E

θF
""❊
❊❊
❊❊
❊❊
❊❊
❊❊
⊕
1≤i≤r
KMn−1(ki)
∑iNki/k

∑i θki
''◆
◆◆
◆◆
◆◆
◆◆
◆◆
CHn(F,n) ∑i ∂
′
F /ki //
N ′
F /E

⊕
1≤i≤r
CHn−1(ki, n − 1)
∑iN
′
ki/k

KMn (E) ∂E/k //
θE $$❍
❍❍
❍❍
❍❍
❍❍
KMn−1(k)
θk
((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
CHn(E,n) ∂
′
E/k
// CHn−1(k,n − 1),
whereN ′ denotes the push-forward and ∂′ the boundary map in the localization sequence
for higher Chow groups. Since all diagonal arrows are isomorphisms, it suffices to show
that all faces (except possibly the back face) of (3.7) commute to prove the lemma.
The front face commutes because of the known property of higher Chow groups that
the localization sequences are compatible with the push-forward maps [10]. The two side
faces commute by [44, Lemma 4.7]. To show that the top and the bottom faces commute,
it suffices to show that if R is an equicharacteristic discrete valuation ring with quotient
field K and residue field f, then the diagram
(3.8) KMn (K)
∂K/f
//
θK

KMn−1(f)
θf

CHn(K,n)∂
′
K/f
// CHn−1(f, n − 1)
is commutative.
Now, it is well known and elementary to see (using the Steinberg relations) that
KM∗ (K) is generated by KM1 (K) as an KM∗ (R)-module. Furthermore, ∂K/f is KM∗ (R)-
linear (see [4, Chapter 1, Proposition 4.5]). Since the localization sequence
CHn(R,n) → CHn(K,n) ∂
′
K/f
ÐÐ→ CHn−1(f, n − 1)→ 0
is CH∗(R,∗)-linear, it is also KM∗ (R)-linear via θR. It follows that all arrows in (3.8)
are KM∗ (R)-linear. It therefore suffices to prove the commutativity of (3.8) for n = 1.
But in this case, both ∂K/f and ∂
′
K/f are simply the valuation map of K corresponding
to R. The proof of the lemma is now complete. 
We now study the functoriality of the idele class groups with modulus. Existence
of push-forward map for idele class group with modulus is a very non-trivial problem
in general. We shall prove this here only for finite dominant maps. The existence of
push-forward in general is part of Corollary 1.7 which will be proven later in this paper.
Proposition 3.5. Assume that X is essentially of finite type over a field and is regular
at the generic points of C. Let f ∶ (X ′,U ′)→ (X,U) be a dominant admissible morphism.
Let D ⊂ X (resp. D′ ⊂ X ′) be a closed subscheme with support C (resp. C ′) such that
f∗(D) ⊂D′. Then f induces a push-forward map
f∗∶C(X ′,D′)→ C(X,D).
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Proof. In view of Proposition 3.3, we only need to show that f∗∶ IU ′/X′ → IU/X preserves
the relative Milnor K-groups of maximal Parshin chains. Since f and finite and domi-
nant, we have dim(X ′) = dim(X) = d. Let P1 = (p′0, . . . , p′d) be a maximal Parshin chain
on (U ′ ⊂ X ′) and let P2 = f(P1) = (p0, . . . , pd), where pi = f(p′i). Let 0 ≤ s ≤ d be the
largest integer such that (p0, . . . , ps) is a Parshin chain on (U,X).
Consider first the case that s ≤ d − 1. In this case, the map KMd (OhX′,P ′
1
, ID′) → IU/X
has a factorization
KMd (OhX′,P ′
1
, ID′)→KMd (k(P1)) ∂Ð→KMd−1(k(P ′1)) f∗Ð→ IU/X .
Hence, it will suffice to show that if A is a one-dimensional local integral domain with
quotient field F and residue field f, then KMn (A) →KMn (F ) ∂Ð→KMn−1(f) is a complex for
all n ≥ 1. However, by the construction of the residue map ∂, it suffices to prove this
assertion when A is normal in which case this is well known.
We now consider the remaining case s = d. In this case, we need to show that the
image of KMd (OhX′,P ′
1
∣ID′) under the norm map N ∶KMd (k(P1)) → KMd (k(P2)) lies in
KMd (OhX,P ′
2
∣ID). Since these groups depend only on the codimension one subschemes,
we can assume that D (resp. D′) has codimension one in X (resp. X ′) and pd−1 (resp.
p′d−1) is a generic point of D (resp. D
′). We can therefore replace D′ by f∗(D) and
assume that ID′ = IDOhX′,P ′
1
via the (finite) map OhX,P ′
2
→ OhX′,P ′
1
. The desired assertion
now follows from [28, Lemma 4.3] because OhX,P ′
2
is a Henselian discrete valuation ring
as a consequence of our hypothesis. 
Remark 3.6. The proof of Proposition 3.5 shows that the hypothesis that X is regular
at the generic points of C is not required if f is the identity map of X. Hence, for any
D ⊂D′, we have the canonical map C(X,D′)→ C(X,D).
3.5. Nice vs. regular schemes. In [28, Definition 2.2], a scheme is called nice if each
of its local rings OX,x has the property that it is ind-e´tale over a ring which is smooth
over a field or a Dedekind domain. In [28], the authors need a scheme to be nice in a
dense open subset in many of their results. But they remark after their Corollary 2.4
that the only reason for assuming this is to be able to apply their Theorem 2.3. However,
it was shown by Kerz in [30] and [31] that the latter theorem holds if X is a regular
Noetherian scheme over a field. It follows that all results of [28] are valid for schemes
over a field without assuming niceness property. In particular, we have the following
result due to Kato [26, Theorem 2] and Kerz [31, Proposition 10], where this property is
mostly used. We shall use this result very often and sometimes without referring to it.
Lemma 3.7. Let X ∈ Schk for some field k and let x ∈X(q)reg . Then the Gersten complex
for the Milnor K-theory gives rise to a canonical isomorphism
νx∶Hqx(X,KMn,X) ≅Ð→KMn−q(k(x))
for any integer n ≥ 0.
3.6. Relation between C(X,D) and Kato-Saito idele class group. Let X be an
excellent integral scheme of Krull dimension d = d(X) endowed with its canonical dimen-
sion function dX . For an integer n ≥ 0, we let KMn,X be the Nisnevich sheaf on X whose
stalk at a point x ∈X is the Milnor K-group KMn (OhX,x). We define the sheaf of relative
Milnor K-groups KM
n,(X,D) in a similar way using the relative Milnor K-theory of rings
and ideals defined in § 2.4. For any Nisnevich sheaf F on X and subscheme Y ⊂X (not
necessarily closed), let H∗Y (X,F) denote the cohomology with support in Y . If Y ⊂ X
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is closed, we have the canonical map H∗Y (X,F) →H∗(X,F), which we shall refer to as
‘the forget support map’.
For a closed subscheme D ⊂X, we let
(3.9) CKS(X,D) =Hdnis(X,KMd,(X,D))
and call it the ‘Kato-Saito idele class group’. We shall write CKS(X,∅) as CKS(X).
Let U ⊂ X be a dense open subscheme with complement C. For any point x ∈ X, we
let Xx = Spec (OhX,x). For any subscheme Y ⊂X, we let Yx be the pull-back of Y under
the canonical map Xx →X. For an s-chain P on X, we let YP be the pull-back of Y to
XP , where recall that XP = Spec(OhX,P ). The dimension function on Xx and XP will
always be the one induced by dX . We let Ux =Xx ∖Cx and define UP similarly. We let
xP denote the set of all closed points of XP . Note that xP is a finite closed subset of
XP .
Let P = (p0, . . . , ps) be an s-chain on X. We let dP denote the Krull dimension of XP
so that dm(XP ) = d − dP . We shall also write dm(XP ) as dPm. We let
(3.10) CKS(XP ,DP ) =HdPxP (XP ,KMd,(XP ,DP )).
If UP is a regular k-scheme for some field k and DP = ∅, then it follows from Lemma 3.7
that CKS(XP ,DP ) ≅KMd−dP (k(P )).
If x ∈ U is a regular closed point, we have the canonical map Z ≅ C(Xx,Dx) ≅
KM0 (k(x)) → C(X,D), where the last map is the canonical one, used in the definition of
C(X,D) because {x} is a Parshin chain on (U ⊂ X). On the other hand, we also have
the forget support map Z ≅ CKS(Xx,Dx)→ CKS(X,D). Hence, we have a diagram
(3.11) ⊕
x∈(Ureg)0
Z
$$■
■■
■■
■■
■
||①①
①①
①①
①
C(X,D) // CKS(X,D).
Theorem 3.8. ([32, Theorem 8.4]) Assume that X ∈ Schk for some field k and U is
regular. Let D ⊂X be a closed subscheme with support C. Then there is an isomorphism
ψX ∣D ∶C(X,D) ≅Ð→ CKS(X,D)
such that the above diagram commutes.
Proof. By the coniveau spectral sequence for Nisnevich cohomology, there is an exact
sequence
(3.12) ⊕
y∈X(1)
Hd−1y (Xy,KMd,(Xy ,Dy)) ∂1Ð→ ⊕
x∈X(0)
Hdx(Xx,KMd,(Xx,Dx))→ CKS(X,D) → 0.
On the other hand, it follows essentially by definition and a local version of the theorem
(see [32, Theorem 8.2]) that there is an exact sequence
(3.13) ⊕
y∈U(1)
Hd−1y (Xy,KMd,(Xy ,Dy)) ∂1Ð→ ⊕
x∈X(0)
Hdx(Xx,KMd,(Xx,Dx))→ C(X,D) → 0.
The proof of the theorem is therefore reduced to showing that the boundary maps
in (3.12) and (3.13) have same image. But this is shown in [32, Theorem 8.2].
There are only couple of remarks to be made here. The first is that the proof of [32,
Theorem 8.2] (which is by induction on dim(X)) in the dimension one case requires a
correction, namely, the correct diagram to use is
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(3.14)
KM
dPm+1
(OhX,P , IDP ) //
≅

KM
dPm+1
(k(η)) //
≅

C loc(XP ,DP )

// 0
H0(XP ,KMdPm+1,(XP ,DP )) // H0(Spec (η),KMdPm+1,(XP ,DP )) // CKS(XP ,DP ) // 0,
if P is a lifted chain on X such that dim(XP ) = 1 and C loc(XP ,DP ) is as defined in
§ 4.1.
The second is that Kerz works under the set-up where X is projective over a finite
field and D is an effective Cartier divisor, but his proof of this theorem uses none of
these assumptions. 
Remark 3.9. If U is not regular, then Theorem 3.8 does not always hold. For example,
take X to the projective nodal curve over a field and take D = ∅. Then CKS(X,D) ≅
H1nis(X,O×X) ≅ Pic(X) ≅ k×⊕Z. On the other hand, it follows from Proposition 4.8 that
C(X,D) ≅ CHF0 (X) ≅ Z.
Corollary 3.10. Assume in Theorem 3.8 that dim(C) ≤ d−2. Then C(X,D) ≅ CKS(X).
In particular, C(X,D) does not depend on D.
Proof. It is immediate from Theorem 3.8 using the fact that the finite push-forward is an
exact functor in Nisnevich topology and the Nisnevich cohomological dimension agrees
with the Krull dimension for a Noetherian scheme. 
4. Continuity of the push-forward map
We shall now prove the continuity property of the push-forward map between the idele
class groups. Let X be an excellent integral scheme of Krull dimension d(X) endowed
with a dimension function dX . Let η denote the generic point of X. Let C ⊂ X be a
nowhere dense reduced closed subscheme with complement U .
We first consider the easy case.
Lemma 4.1. Let f ∶ (X ′,U ′) → (X,U) be a dominant admissible morphism. Then the
map f∗∶CU ′/X′ → CU/X is continuous. If U is furthermore regular, then the following
hold.
(1) If f is birational, then f∗ is surjective.
(2) If f is an isomorphism such that f(U ′) ⊂ U , then f∗ is a topological quotient
map.
Proof. For the first part, it suffices to show that the map f∗∶ IU ′/X′ → IU/X is continuous.
By Lemma 2.7, it suffices to show that the map f∗∶KMdX′(P )(k(P )) → IU/X is continuous
for every Parshin chain P on (U ′ ⊂ X ′). If P is not maximal, then f−1∗ (B) is zero for
every proper open subgroup B of IU/X . Since the topology of IU ′/X′ restricts to the
discrete topology on KM
dX′(P )
(k(P )), this case follows. We shall now assume that P is
maximal.
Let P = (p0, . . . , pd), where d = dX(η) − dm. Let s ≤ d be the largest integer such that(f(p0), . . . , f(ps)) is a Parshin chain on (U ⊂X). We let P1 = (p0, . . . , ps) ≤ P . Then f∗
is the composition of the residue map ∂∶KMd (k(P )) → KMdX′(P1)(k(P1)) and the norm
map N ∶KM
dX′(P1)
(k(P1))→KMdX(P ′′)(k(P ′′)), where P ′′ = f(P1).
There are two cases to consider. Suppose first that s = d so that P ′′ = f(P ) is
a maximal Parshin chain on (U ⊂ X). In this case, f∗ is simply the norm map
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N ∶KMd (k(P ′)) → KMd (k(P ′′)). Since the inclusion KMd (k(P ′′)) ↪ IU/X is clearly con-
tinuous as P ′′ is maximal, we need to show that N is continuous. But this follows from
[28, Lemma 4.3].
Suppose now that s < d. Then f∗ has a factorization
KMd (k(P )) ∂Ð→KMdX′(P1)(k(P1))
N
Ð→KMdX(P ′′)(k(P ′′))↪ IU/X .
If we take a fundamental open subgroup G ⊂ IU/X , then its intersection withKMs (k(P ′′))
is zero because P ′′ is a non-maximal Parshin chain on (U ⊂ X). In particular, we have
that f−1∗ (G) = ∂−1(Ker(N)). Hence, it suffices to show that ∂−1(H) is open inKMd (k(P ))
for every subgroup H ⊂ KM
dX′(P1)
(k(P1)). To show this, we can argue inductively and
reduce to the case that dim(P1) = d − 1. It is enough to check in this case that Ker(∂)
is open in KMd (k(P )). We can assume that k(P ) is a field. In this case, k(P1) is the
residue field of the discrete valuation ring A which is the normalization of OhX′,P1 in
k(P ). We are now done because the sequence
KMd (A) →KMd (k(P )) ∂Ð→KMd−1(k(P1))→ 0
is exact (e.g., see [12, Proposition 2.7]) and the image of KMd (A) is clearly open in
KMd (k(P )) (see Lemma 2.6).
Suppose now that f is birational and U is regular. It suffices to show the stronger
assertion that f∗∶ IU ′/X′ → IU/X is surjective. Since f is finite and U is regular, it follows
that is f an isomorphism over U . We can therefore assume that U ′ ⊂ U . Suppose
now that P = (p0, . . . , ps) is a Parshin chain on (U ⊂ X). Let P be the set of Parshin
chains P1 = (p′0, . . . , p′s) on X ′ such that f(P1) = P . Since f is finite and p′s ∈ U , it
follows from [28, Lemma 3.3.1] that ∏P1∈P k(P1) ≅ k(P ) and therefore the norm map⊕P1∈PKMdX′(P1)(k(P1))→KMdX(P )(k(P )) is identity.
We let s′ ≥ s be the smallest integer such that P ′′ = (P1, p′s+1, . . . , p′s′) is a Parshin chain
on (U ′,X ′). It is then enough to show that the residue homomorphismKM
dX′(P
′′)(k(P ′′)) →
KM
dX′(P1)
(k(P1)) is surjective. To prove this, one can again argue inductively. Since
p′s, . . . , p
′
s′ ∈ U and U is regular, one can assume that k(P ′′) is a discrete valuation
field with ring of integers A and residue field k(P1). In this case, one knows that
∂({π,u1, . . . , un}) = {u1, . . . , un} for n ≥ 1 if ui ∈ A× for all i and π is a uniformizer of A.
Suppose now that f is an isomorphism and U is regular. We show the stronger
assertion that f∗∶ IU ′/X′ → IU/X is a topological quotient. Since we have already shown
that f∗ is continuous and surjective, it suffices to show that it takes a fundamental open
subgroup to an open subgroup. But this is obvious from the definition of topology on
the idele groups and the fact that f preserves maximality of Parshin chains and f∗ is
identity on the Milnor K-theory of maximal Parshin chains. This finishes the proof. 
4.1. Local idele class groups. Let X be an excellent integral scheme equipped with
a dimension function dX . Let U ⊂ X be a dense open subscheme with complement
C. A lifted chain on X is sequence P = (p0, . . . , ps) such that p0 ∈ X and pi+1 ∈
Spec (Oh
X,(p0,...,pi)
) for i ≥ 0. We let XP = Spec (OhX,P ). Let mP be the maximal ideal of
OhX,P and k(P ) its residue field. We denote the closed point of XP by xP . We remark
that a lifted chain is different from an s-chain. If P is a lifted chain, then XP is always
a local (Henselian) scheme but this may not be the case for an s-chain on X. In fact, for
any s-chain P1 on X, the scheme XP1 is disjoint union of the spectra of finitely many
lifted chains.
We need to define a local idele class group of a lifted chain. Let P = (p0, . . . , ps) be
a lifted chain on X and let DP (resp. UP ) be the pull-back of D (resp. U) under the
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canonical map XP →X. We endow XP with the dimension function induced by dX . We
let I(XP ,DP ) be exactly as in (3.2). However, there is one difference in Q-chains on(UP ⊂ XP ). We say that Q = (p0, . . . , ps−2, ps) is a Q-chain on (UP ⊂ XP ) if it satisfies
conditions (1) - (3) in the beginning of § 3.3, together with an additional condition that
p0 is the unique closed point of XP . We let QlocU/X denote the set of these special Q-chains.
We define the local idele class group of (XP ,DP ) by
(4.1) C loc(XP ,DP ) = Coker
⎛⎜⎝ ⊕Q∈Qloc
U/X
KMdX(Q)(k(Q))
∂U/X
ÐÐÐ→ I(XP ,DP )
⎞⎟⎠ .
The following is straightforward and shows that one can ignore the above new defini-
tion in higher dimensions. But this is not the case in dimension one.
Lemma 4.2. Let X ′P = XP ∖ xP and D′P = DP ∖ xP . Assume that dim(XP ) ≥ 2. Then
there is a canonical isomorphism
C loc(XP ,DP ) ≅Ð→ C(X ′P ,D′P ).
4.2. Continuity of push-forward in general. To prove the continuity of more general
push-forward maps between the idele class groups, we need some lemmas.
Lemma 4.3. Let X be an excellent integral scheme equipped with a dimension function
dX . Let U ⊂X be a dense open subset with complement C. Let P be a Parshin chain on(U ⊂ X) whose codimension in X is at most one. Let KM
dX(P )
(k(P )) be endowed with
its canonical topology. Then the canonical map KM
dX(P )
(k(P )) → CU/X is continuous if
and only if the composite map KM
dX(P )
(k(P )) → CU/X ↠ C(X,D) is continuous for all
closed subschemes D with support C.
Proof. One of the implications is obvious. For the non-trivial implication, we first note
that if P is maximal, then the inclusion mapKM
dX(P )
(k(P )) → IU/X is already continuous,
as is easily seen. We can therefore assume that P has codimension one in X. We let
P = (p0, . . . , ps) and d′ = dX(P ). Let η be the generic point of X and d = dX(η). Let
G = ⊕
P1∈PmaxU/X
KMd (k(P1),mP1(DP1)) be a basic open subgroup of IU/X . We need to show
that there is an open subgroup H ⊂ KMd′ (k(P )) with the canonical topology such that
H ⊂ G + Image(∂U/X) inside IU/X , where ∂U/X is described in (3.3).
To show the last assertion, we first observe that there is a unique Q = (p0, . . . , ps−1, η) ∈
QU/X such that ∂U/X(KMd (k(Q))) can non-trivially intersect KMd′ (k(P )). We next
observe that there are only finitely many Parshin chains on (U ⊂ X) of the form
P̃i = (p0, . . . , ps−1, qi, η) because C has only finitely many irreducible components. We
let S be the set of these finitely many Parshin chains. It then follows that the map
∂U/X ∶KMd (k(Q)) → IU/X factors through
(4.2)
KMd (k(Q))
∂U/X
ÐÐÐ→ ( ⊕
P1∈S
KMd (k(P1)))⊕KMd′ (k(P ))⊕⎛⎝ ⊕P ′′∈P ′′
U/X
KMdX(P ′′)(k(P ′′))
⎞
⎠ ↪ IU/X ,
where P ′′
U/X is the set of all Parshin chains of codimension at least one, excluding P .
Since the composite map KMd′ (k(P )) ↪ IU/X → C(X,D) is continuous by our hypoth-
esis, and since C(X,D) is discrete by Lemma 3.1, it follows from (4.2) that there is an
open subgroup H ⊂KMd′ (k(P )) such that H ⊂ ( ⊕
P1∈S
KMd (OhX,P ′i ∣ID)) + Image(∂U/X).
BLOCH’S FORMULA FOR 0-CYCLES WITH MODULUS 21
Since
⊕
P1∈S
KMd (OhX,P ′
1
∣ID) ⊂ ( ⊕
P1∈S
KMd (OhX,P ′
1
∣ID))⊕⎛⎝ ⊕P1∈PmaxU/X∖SK
M
d (k(P1),mP1(DP1))⎞⎠ ,
and since for each 1 ≤ i ≤ n, we have
KMd (OhX,P̃ ′i ∣ID) =K
M
d (OhX,P̃ ′i ∣ImP̃iDP̃i) ⊂K
M
d (k(P̃i),mP̃i(DP̃i)),
we conclude that H ⊂ G + Image(∂U/X). This proves the desired assertion. 
For the rest of § 4.2, we assume the following. Let k be a field and X ∈ Schk an
integral scheme equipped with a dimension function dX . Let U ⊂ X be a dense open
subscheme. Let C be the complement of U with reduced closed subscheme structure.
We let y ∈ U be a point contained in the regular locus of X. Let D ⊂ X be a closed
subscheme whose support is C. Let Y ⊂X be the closure of y in X with integral closed
subscheme structure. We let d′ = dX(y). For any e´tale map X ′ → X equipped with
dimension function induced by dX and any points w,y
′ ∈X ′ such that y′ lies over y and
w has codimension one in {y′}, there are canonical maps (see [32, § 8])
KMd′ (k(y′)) ≅ C loc(X ′y′ ,D′y′)→ C loc(X ′(w,y′),D′(w,y′)) ∂Ð→ C loc(X ′w,D′w),
where we let D′ = D ×X X ′. Here, the first map is the canonical map from the Milnor
K-theory of the Parshin chain {y′} of X ′y′ to the idele class group and the second is
induced by the residue maps. Let Y ′ denote the closure of y′ in X ′ with integral scheme
structure. The following lemma is inspired by [28, Proposition 2.7].
Lemma 4.4. There exists a closed subscheme E ⊂ Y such that for any e´tale map
X ′ → X and any pair of points w,y′ ∈ X ′ as above, the composite map KMd′ (k(y′)) →
C loc(X ′w,D′w) annihilates the image of KMd′ (OY ′,w,IEOY ′,w).
Proof. We shall prove the lemma by induction on the codimension of Y in X. Let this
be t. Suppose t = 0 so that y is the generic point of X. In this case, we have an exact
sequence
(4.3) KMd′ (OhX′,w, ID′w)→KMd′ (k(η′))→ C loc(X ′w,D′w)→ 0
by the definition of C loc(X ′w,D′w), where η′ is the generic point of X ′. We can therefore
take E =D to satisfy the assertion of the lemma. We now assume that t ≥ 1.
Since OX,y is regular of dimension at least one by our assumption, we can write
mX,y = (π,x1, . . . , xt−1). We let Z be the closure of Spec(OX,y/(x1, . . . , xt−1)) in X
under the inclusion Spec (OX,y) ↪ X. Then Z is an integral closed subscheme of X of
codimension t − 1 which contains Y and which is regular in an open neighborhood of
y. Since X is regular at y, we can find an open neighborhood V of y in X such that
V ∩Z is also regular. Note here that the regular locus of a catenary scheme is open. By
induction on t, we can find a closed subscheme E′ ⊂ Z which has the properties stated
in the lemma for the closed immersion Z ↪X.
Since Y ⊂ Z is an integral closed subscheme of codimension one such that Z is regular
at y, it follows that OZ,y is an excellent discrete valuation ring. We let π be the image
of π under the surjection mX,y ↠ mZ,y. Then π is a uniformizer of OZ,y. We claim that
there exists a closed subscheme E′′ ⊂ Z satisfying the following properties.
(1) y ∉ E′′.
(2) IE′′,x ⊆ IE′,x for all x ∈ Z1 ∖ {y}.
(3) If x ∈ Z1∖{y} and π ∉ O×Z,x, then there exists non-zero elements a ∈ mZ,x, b ∈ OZ,x
such that π = ab−1 and IE′′,x ⊆ aIE′,x ∩ bIE′,x.
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To prove the claim, let S be set of generic points of E′. We consider π as a rational
function on Z and let ({y} ∐ S1) and S2 be the sets of points in Z1 where π has zeros
and poles, respectively. We let T = {y} ∪S ∪S1 ∪S2. We can assume that π ∈ OZ,T . For
any point x ∈ T , let mx denote the maximal ideal whose vanishing locus is x.
For every x ∈ S1 ∪ S2, we can find non-zero elements a ∈ mZ,x and b ∈ OZ,x such that
π = ab−1 as an element of OZ,x. Note that b ∈ mZ,x if x ∈ S2. Since OZ,x is a one-
dimensional local integral domain and IE′ ≠ 0, it is easy to see that aIE′,x ∩ bIE′,x is an
mZ,x-primary ideal. In particular, m
r
Z,x ⊂ aIE′,x ∩ bIE′,x for all r ≫ 0. Similarly, we have
mrZ,x ⊂ IE′,x for all x ∈ S and r ≫ 0. It follows that for all r ≫ 0, the ideal I = ∏
x∈T∖{y}
mrx
satisfies the properties (1) to (3) above if we replace Z by Spec (OZ,T ). We now choose
any ideal subsheaf (there exist many) I ⊂ OZ such that IOZ,T = I and let E′′ ⊂ Z be
the closed subscheme defined by I. It is then clear that E′′ satisfies the properties (1)
to (3). This proves the claim.
It follows from [26, Lemma 1] that IE′′ satisfies the following property for any x ∈
Z(1) ∖ {y}.
(4) Let A be any local ring having an e´tale local homomorphism OZ,x → A, and
F the total quotient ring of A. Then, for any a ∈ KM1 (A,IE′′A), the element {a,π} of
KM2 (F ) belongs to KM2 (A,IE′A).
Let E = E′′ ×Z Y . We show that E has the property asserted by the lemma. Let
f ∶X ′ → X be any e´tale map and let y′ be a pre-image of y in X. Let w ∈ Y ′ = {y′}
be any codimension one point. Since an e´tale map is open and y ∈ Z, we can find a
point z′ ∈ X ′ such that f(z′) = z and y′ ∈ {z′}. In particular, we have the inclusions
of codimension one {w} ⊊ {y′} ⊊ {z′}. We let B be the set of all points x ∈ X ′ such
that {w} ⊊ {x} ⊊ {z′}. It easily follows from the definition of C loc(X ′w,D′w) that the
composition of the canonical maps
(4.4) C loc(X ′(w,z′),D′(w,z′)) ∂1Ð→ ⊕
x∈B
C loc(X ′(w,x),D′(w,x)) ∂2Ð→ C loc(X ′w,D′w)
is zero (see [32, Theorem 8.2]).
Let a ∈ KMd′ (OY ′,w,IEOY ′,w). We need to show that ∂2(a) = 0. Take a lift ã of a
under the canonical surjection KMd′ (OZ′,w,IE′′OZ′,w)↠KMd′ (OY ′,w,IEOY ′,w). Consider
the element {ã, π} of the group KMd′+1(k(z′)) ≅ C loc(X ′z′ ,D′z′) ↪ C loc(X ′(w,z′),D′(w,z′)).
We then have a commutative diagram
(4.5) KMd′+1(k(z′))
∂z′,y′
//

KMd′ (k(y′))

C loc(X ′(w,z′),D′(w,z′))
∂1,y′
// C loc(X ′(w,y′),D′(w,y′)),
where ∂1,y′ is the composition of ∂1 with the projection map ⊕
x∈B
C loc(X ′(w,x),D′(w,x))↠
C loc(X ′(w,y′),D′(w,y′)),
Since OZ,y is a discrete valuation ring and f is e´tale, it follows that OZ′,y′ is also a
discrete valuation ring with uniformizing parameter π. This implies that ∂z′,y′({ã, π}) =
a. It follows from the commutative diagram (4.5) that ∂1,y′({ã, π}) = a. On the other
hand, (4) says that ∂z′,x({ã, π}) = 0 for all x ∈ B ∖ {y′}. It follows that ∂1({ã, π}) = a.
In particular, ∂2(a) = ∂2 ○ ∂1({ã, π}) = 0. This proves the lemma. 
Proposition 4.5. Let X be as above. Then the following hold.
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(1) The canonical map KM
dX(P )
(k(P )) → CU/X is continuous for every Parshin chain
P = (p0, . . . , ps) on (U ⊂X) such that ps lies in the regular locus of X.
(2) The push-forward f∗∶CU ′/X′ → CU/X is continuous for every admissible morphism
f ∶ (X ′,U ′) → (X,U) such that the image of the generic point of X ′ lies in the
regular locus of X.
(3) If f ∶X ′ → X is as in Proposition 3.5, then the resulting map f∗∶C(X ′,D′) →
C(X,D) is continuous.
Proof. To prove (2), we can use Lemma 4.1 to reduce it to the case when f is a closed
immersion and U ′ = U∩X ′. We shall therefore assume this to be the case in the statement
of (2).
We shall now prove the proposition by induction on the codimension of Parshin chain
in (1) and on the codimension of f(X ′) in (2). If the codimension of the Parshin chain
is zero, then the continuity is clear. Similarly, if the codimension of f(X ′) is zero, then
(2) follows from Lemma 4.1. So we can assume both these numbers to be positive.
To prove (1) in case the codimension of P in X is one, Lemma 4.3 says that it is
enough to show that the composite map KM
dX(P )
(k(P )) → C(X,D) is continuous for
every closed subscheme D with support C. But this follows directly from Lemmas 3.1
and 4.4. The codimension one case of (2) follows from that of (1) using Lemma 2.7.
We now prove the general case of (1). Let P = (p0, . . . , ps). Let Y ⊂X be the closure
of ps in X with the integral closed subscheme structure. Since OX,ps is regular, we can
find inclusions of integral closed subschemes Y ⊊ Z ⊊ X such that the generic points of
Y and Z lie in the regular locus of X and Y has codimension one in Z. Furthermore, ps
lies in the regular locus of Z (see the proof of Lemma 4.4). Let V = Z ∩U .
By induction argument for (2), the map CV /Z → CU/X is continuous. On the other
hand, the codimension one case of (1) implies that the map KM
dX(P )
(k(P )) → CV /Z is
continuous. The factorization KM
dX(P )
(k(P )) → CV /Z → CU/X now finishes the proof of
the general case of (1).
To prove the general case of (2), it suffices using Lemma 2.7 to show that the map
KM
dX(P )
(k(P )) → CU/X is continuous for every Parshin chain P on (U ′ ⊂ X ′). If P is
non-maximal, then the direct sum topology on IU ′/X′ restricts to the discrete topology on
KM
dX(P )
(k(P )). So the continuity is clear. If P is a maximal Parshin chain on (U ′ ⊂X ′),
then its generic point is same as that of X ′. Hence, the map KM
dX(P )
(k(P )) → CU/X is
continuous by (1). This finishes the proof of (2). The last part (3) is immediate from
Lemma 3.1. 
Remark 4.6. Part (1) of the above proposition (hence part (2)) is also proven in [32,
Theorem 6.1] when X ′ → X is a closed immersion. However, the proof of the theorem
(or its statement) therein requires modification. The reason is that in order to apply
the induction on dX(η) (where η is the generic point of X), one needs to find a closed
immersion X ′′ ⊂ X such that X ′′ ∩ U is regular and X ′ ⊂ X ′′. But this may not be
possible. It is not enough to find such a closed immersion in a neighborhood of the
generic point of X ′.
4.3. Idele class group of the function field. It is easy to see from the construction
of the push-forward map between the idele class groups that if X ′′
f ′
Ð→ X ′
f
Ð→ X are
admissible morphisms, then (f ○ f ′)∗ = f∗ ○ f ′∗, whenever these maps are defined. In
particular, the groups CU/X form a co-filtered system of abelian groups if we let U ⊂ X
run through all open subgroups. It follows from Remark 3.6 that {C(X,D)}, where D
runs through all closed subschemes with support C, is a co-filtered system of abelian
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groups whose structure maps are surjective. All this allows us to define the idele and
the class groups of the function field of X as follows.
Definition 4.7. Let X be an excellent integral scheme of dimension d endowed with a
dimension function. Let K denote the function field of X. We let
IK/X = lim←Ð
U⊂X
IU/X , CK/X = lim←Ð
U⊂X
CU/X and C̃U/X = lim←Ð
∣D∣=X∖U
C(X,D).
These groups are equipped with their inverse limit topologies. There are canonical
continuous maps IF /X → CF /X and CU/X → C̃U/X . These maps may not be surjective
even though their images are dense. However, if d = 1, then IF /X and CF /X coincide
with the classical idele group and the idele class group of the function field of a curve
(see [32, Proposition 2.3]). In particular, IF /X → CF /X is a topological quotient in this
case.
For any open dense U ⊂ X and closed subscheme D ⊂ X with support X ∖ U , there
are canonical continuous homomorphisms
(4.6) CU/X → C̃U/X
λD↠ C(X,D).
4.4. Idele class group and 0-cycles. For X ∈ Schk where k is a field, let CHF0 (X)
denote the classical Chow group of 0-cycles on X in the sense of [15] (where it is denoted
by CH0(X)). The following will be used later in this paper.
Proposition 4.8. Let X be an integral scheme which is of finite type over a field k and
is endowed with its canonical dimension function. Let D ⊂X be a closed subscheme. Let
C =Dred and U =X ∖C. Then the following hold.
(1) There is a canonical isomorphism CX/X ≅ C(X,D) ≅ CHF0 (X) if D = ∅.
(2) If X is projective over k, then there is a degree map deg∶C(X,D) → Z which
coincides with the classical degree map for CHF0 (X) if D = ∅. In particular, for
every closed point x ∈ U , the composite map λx∶KM0 (k(x)) → C(X,D) degÐÐ→ Z
has the property that λx(1) = [k(x) ∶ k].
(3) Suppose X is projective over k. If either k is finite and X geometrically irre-
ducible or k is separably closed, then there is an exact sequence of discrete abelian
groups
0→ C(X,D)0 → C(X,D) degÐÐ→ Z→ 0.
(4) If k is any field and X is projective but not necessarily geometrically irreducible
over k, then there exists an integer n ≥ 1 which depends only on U such that we
have an exact sequence of discrete abelian groups
0→ C(X,D)0 → C(X,D) deg/nÐÐÐ→ Z→ 0.
In particular, for every m ≥ 1, we have a short exact sequence
0→ C(X,D)0/m→ C(X,D)/m deg/nÐÐÐ→ Z/m→ 0.
Proof. If D = ∅, then there is no maximal chain on (X ⊂X) and hence CX/X ≅ C(X,D).
On the other hand, it is immediate from the definition that there is an exact sequence
(4.7) ⊕
x∈X(1)
KM1 (k(x)) ∂Ð→ ⊕
x∈X(0)
KM0 (k(x)) → CX/X → 0.
The desired isomorphism now follows because it is well known that the boundary map ∂
coincides with the map that sends a rational function on a curve to its associated divisor.
This proves (1).
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We now prove (2). By Proposition 3.5 and Remark 3.6, there is a canonical map
C(X,D) → C(X,∅) ≅ CX/X . Using (1), we can identify the latter with CHF0 (X). Since
X is projective, we have the degree map CHF0 (X) → Z which takes a closed point to
the degree of its residue field over k. Hence, by composition, we get the desired map
deg∶C(X,D) → Z. It is clear from the construction that deg([x]) = [k(x) ∶ k] for every
closed point x ∈ U .
To prove (3), we only need to show that the degree map is surjective. For this, it
suffices to show that the composite map CU/X → C(X,D) degÐÐ→ Z is surjective. We
first assume that k is finite. We can now find a geometrically integral curve Y ′ ⊂ X
not contained in D (see [17, Theorem 7.5]) and let Y = Y ′n be the normalization of Y ′.
Then Y is also geometrically integral as k is perfect. We let V = U ×X Y . It follows from
Proposition 3.3 that that there is a push-forward map f∗∶CV /Y → CU/X , where f ∶Y → X
is the canonical finite map. We have a commutative diagram
(4.8) CV /Y //
f∗

CY /Y
deg

✾✾
✾✾
✾✾
✾
f∗

CU/X
// CX/X
deg
// Z.
We can therefore assume that X is a normal projective geometrically integral curve (the
proposition is trivial if X is a point).
If k is separably closed, then U has a rational point, so we are done. If k is finite, then
an easy consequence of the Lang-Weil estimate (this uses geometric integrality) shows
that X has a 0-cycle of degree one (i.e., X has index one). It follows that deg∶CX/X ≅
CHF0 (X) → Z is surjective. On the other hand, the regularity of X and Lemma 4.1
together imply that the map CU/X → CX/X is surjective. The result follows.
We now prove (4). We define the degree map deg∶CU/X → Z to be the composite map
CU/X → CX/X ≅ CHF0 (X) → Z as above. By the definition of this map, we see that for
every closed point x ∈ U , the image of the composite map KM0 (k(x)) → CU/X → CX/X →
CHF0 (X) → Z is the subgroup generated by [k(x) ∶ k]. It follows that there exists an
integer n ≥ 1 such that the image of deg∶CU/X → Z is nZ. Since there is a factorization
CU/X ↠ C(X,D) → CHF0 (X) for all closed subschemes D ⊂ X with support C (see
Remark 3.6), we see that the degree map of CU/X induces such a map for all C(X,D).
Moreover, deg(C(X,D)) = deg(CU/X) = nZ. This proves the exact sequence of (4). 
It follows from Lemma 3.1 that all maps in the exact sequences of Proposition 4.8
are continuous, where Z is considered a discrete topological abelian group. Taking
the limit, we get a surjective continuous homomorphism deg/n∶ C̃U/X ↠ Z. We let
(C̃U/X)0 denote the kernel of this map. Since the transition maps of the projective
system {C(X,D)0}∣D∣=C are surjective, we obtain the following.
Corollary 4.9. Under the hypothesis of Proposition 4.8, there is an isomorphism of
topological abelian groups
(C̃U/X)0 ≅Ð→ lim←Ð
∣D∣=C
C(X,D)0.
5. The reciprocity map
In this section, we shall define the reciprocity maps for the idele class groups. We begin
by recalling Kato’s reciprocity map for Henselian local fields which we shall heavily use.
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5.1. Kato’s reciprocity map. Let X be a Noetherian k-scheme, where k is a field of
characteristic p > 0. We consider the following e´tale sheaves on X.
Let {WrΩ●X}r≥1 be the projective system of Bloch-Deligne-Illusie de Rham-Witt com-
plexes of X as r ≥ 1 (see [23]). Recall that {WrΩ●X}r≥1 is equipped with three operators:
the restriction R∶Wr+1Ω●X → WrΩ●X , the Frobenius F ∶Wr+1Ω●X → WrΩ●X and the Ver-
schiebung V ∶WrΩ●X → Wr+1Ω●X . These operators satisfy a set of relations which turn{WrΩ●X}r≥1 into a Witt complex (see [50, § 1]). There is Teichmu¨ller lift [.]∶OX →WrOX ,
which is locally given by [x] = (x,0, . . . ,0). This is a multiplicative homomorphism.
The Frobenius of Wr+1Ω
n
X descends to give a map WrΩ
n
X →WrΩ
n
X/dV r−1Ωn−1X , which
we shall also denote by F . We denote the canonical surjection between these two groups
by the identity map. Hence we have a map (1−F )∶WrΩnX →WrΩnX/dV r−1Ωn−1X , which is
surjective in the e´tale topology. We let WrΩ
n
X,log denote the kernel of this map of e´tale
sheaves. We let Z/pr(n) = (WrΩnX,log)[−n]. There is a unique map p∶WrΩnX →Wr+1ΩnX
such that the composite Wr+1Ω
n
X
R
Ð→ WrΩnX → Wr+1Ω
n
X is multiplication by p. This
induces a map p∶WrΩnX,log → Wr+1ΩnX,log. Hence, {Z/pr(n)}r≥1 is a direct system of
e´tale sheaves on X. Note that Z/pr(0) =WrOX,log ≅ Z/pr.
If m ≥ 1 is an integer prime to p, we let Z/m(n) = Z/m if n = 0 and (µm)⊗n if n ≥ 1.
For n < 0, we let Z/m(n) = Hom(Z/m(−n),Z/m). We let Qℓ/Zℓ(n) = limÐ→
r≥1
Z/ℓr(n) for
any prime ℓ. We shall write Hp
e´t
(X,Q/Z(q)) often as Hp,q(X).
Let us now assume that A is a Noetherian ring containing a field of characteristic p > 0
and let X = Spec (A). The Kummer sequence and the cup product together produce
a Norm-residue homomorphism KMn (A)/m → Hne´t(A,Z/m(n)) for any m prime to p.
Similarly, we have the dlog map between e´tale sheaves on X:
KMn,X/pr →WrΩnX,log; {a1, . . . , an}↦ dlog([a1]) ∧⋯∧ dlog([an]).
Taking the global sections, we get a map
KMn (A)/pr →H0e´t(A,WrΩnX,log) ≅Hne´t(A,Z/pr(n)).
Using the cup product for e´tale cohomology and taking the limit over r,m ≥ 1, we get a
pairing
(5.1) KMn (A) ×H1e´t(A,Q/Z)→Hn+1e´t (A,Q/Z(n))
for every n ≥ 0.
Let us now assume that there is a sequence of fields K = {K0, . . . ,Kn} of characteristic
p such that K0 is a finite field and each Ki with i ≥ 1 is the quotient field of a Henselian
discrete valuation ring whose residue field is Ki−1. In this case, we shall say that Kn is
an n-dimensional Henselian local field. It follows from [28, Theorem 3.5] that there is a
residue isomorphism
(5.2) H i+1e´t (Ki,Q/Z(i)) ResÐÐ→H ie´t(Ki−1,Q/Z(i − 1))
for every i ≥ 1. Since it is easy to check that H1e´t(K0,Q/Z) ≅ Q/Z, we conclude that
there is a canonical isomorphism Res∶Hn+1e´t (Kn,Q/Z(n)) ≅Ð→ Q/Z. It follows from this
and (5.1) that there is a pairing
(5.3) KMn (Kn) ×H1e´t(Kn,Q/Z) ψKnÐÐ→ Q/Z.
On the other hand, for every integer m ≥ 1 and every scheme X, there is a natural iso-
morphismH1e´t(X,Z/m) ≅ Homcont(π1(X),Z/m) ≅ Homcont(πab1 (X),Z/m) which charac-
terizes finite e´tale covers Y →X together with a morphism Aut(Y /X)→ Z/m. It follows
that there is a natural isomorphism H1e´t(X,Q/Z) ≅ Homcont(π1(X),Q/Z) ≅ (πab1 (X))∨,
BLOCH’S FORMULA FOR 0-CYCLES WITH MODULUS 27
where Q/Z has discrete topology, πab1 (X) has pro-finite topology and (πab1 (X))∨ denotes
the Pontryagin dual (see § 7.4). By the Pontryagin duality for pro-finite groups, we get
a continuous isomorphism (H1e´t(X,Q/Z))∨ ≅ πab1 (X).
Combining all of the above, we conclude the following.
Proposition 5.1. Let K be an n-dimensional Henselian local field. Then there is a
canonical reciprocity map
ρK ∶KMn (K)→ Gal(Kab/K).
It is easy to see that a finite extension of an n-dimensional Henselian local field is of
the same kind. Recall also that if L/K is a finite abelian extension, and if G (resp. H)
denotes the abelianized Galois group of K (resp. L), then H ⊂ G is a normal subgroup
of finite index. Hence, there is a co-restriction map CoresH/G∶H∗(H,M) → H∗(G,M)
for G-moduleM . In particular, we have the co-restriction map CoresH/G∶H1(H,Q/Z)→
H1(G,Q/Z). Taking the Pontryagin duals, we get a ‘transfer map’ trL/K ∶G →H.
The following result is due to Kato [25].
Proposition 5.2. Let K be as in Proposition 5.1. The reciprocity map then has the
following properties.
(1) For each finite extension L/K, there is a commutative diagram
(5.4) KMn (L) ρL //
NL/K

Gal(Lab/L)
can

KMn (K) ρK // Gal(Kab/K).
In particular, there is a canonical homomorphism
ρL/K ∶ K
M
n (K)
NL/K(KMn (L)) → Gal(L/K)
if L/K is a Galois extension. This map is an isomorphism if K is furthermore
complete.
(2) For each finite extension L/K, there is a commutative diagram
(5.5) KMn (K) ρK//
can

Gal(Kab/K)
trL/K

KMn (L) ρL // Gal(Lab/L).
(3) If f denotes the residue field of K, then there is a commutative diagram
(5.6) KMn (K) ρK//
∂

Gal(Kab/K)

KMn−1(f) ρK // Gal(fab/f),
where the left vertical arrow is the residue map and the right vertical arrow is the
canonical surjection if we identify Gal(fab/f) with Gal(Knr/K), the Galois group
of the maximal unramified subextension of Kab/K.
Proof. This proposition is proven in [25, § 3]. The only thing one needs to remark here
is that even though Kato states this proposition for complete fields, his proofs of the
commutativity of (5.4), (5.5) and (5.6), which only depend on the compatibility of the
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Norm-residue homomorphism with Norm, transfer and residue maps, do not use this
assumption (see [28, Lemma 4.5]). 
5.2. Openness of Norm subgroup. We shall prove in this section that the norm
subgroups for finite abelian extensions are often open. We begin with the following
elementary observations.
Lemma 5.3. Let L/K be a finite abelian extension. Then it is the inductive limit of a
tower of abelian extensions each of which is cyclic of prime order.
Proof. It is an easy exercise using Galois theory of fields. 
Lemma 5.4. For any field K, there is a functorial isomorphism
Br(K) ≅Ð→H2(K,Q/Z(1)).
Proof. Let G denote the absolute Galois group of K. Since Br(K) =H2(G,K×) and the
group cohomology is a torsion group, it follows that Br(K) ≅ Br(K)tor.
If ℓ ≠ p is a prime, the Kummer sequence and Hilbert 90 tell us together that the
canonical map H2e´t(K,Qℓ/Zℓ(1)) → Br(K){ℓ} is an isomorphism.
Next, we have the Bloch-Kato isomorphism H1e´t(X,O×X/pr) ≅Ð→H2e´t(X,Z/pr(1)), where
X = Spec (K). On the other hand, the short exact sequence of e´tale sheaves
0→ O×X p
r
Ð→ O×X → O×X/pr → 0
yields an isomorphism H1e´t(X,O×X/pr) ≅Ð→ prBr(K). Combining the two isomorphisms,
we get prBr(K) ≅ H2e´t(X,Z/pr(1)). Taking the limit as r → ∞, we get Br(K){p} ≅
H2e´t(K,Qp/Zp(1)). This proves the lemma. 
Lemma 5.5. Let L/K be a cyclic extension of a Henselian discrete valuation field. Then
NL/K(L×) is an open subgroup of K×.
Proof. Let G and G denote the Galois groups of L/K and K/K, respectively so that
there is a surjection G↠ G. We consider the diagram
(5.7) H0(G,L×) ×H1(G,Q/Z) ≅ //

H0(G,L×) ×H2(G,Z) ∪ // H2(G,L×) ≅ //

Br(L/K)
 _

K× ×H1,0(K) BK×id // H1,1(K) ×H1,0(K) ∪ // H2,1(K) ≅ // Br(K),
where BK is the Norm-residue homomorphism of Bloch-Kato and the isomorphism on
the bottom right is by Lemma 5.4. The map
H1(G,Q/Z) ≅ Homcont(G,Q/Z) →H1,0(K) ≅H1(G,Q/Z) ≅ Homcont(G,Q/Z)
is the canonical inclusion induced byG↠ G. It is easy to check that (5.7) is commutative.
Since G is cyclic, Homcont(G,Q/Z) = G∨ is also cyclic of the same order. Let η be a
generator of G∨. Then the top cup product in (5.7) induces a map K×
(−)∪η
ÐÐÐ→ Br(L/K).
Moreover, one knows that this induces an isomorphism
(5.8) K×/NL/K(L×) (−)∪ηÐÐÐ→ Br(L/K)
(see [53, Chap. XIV, Proposition 2, Corollary 1]).
On the other hand, it follows from [27, Lemma 2.2] that as an element of H1,0(K),
there exists an integer n ≥ 0 such that η ∈ filnH1,0(K), where filnH1,0(K) is a certain
subgroup of H1,0(K). What is important for us is that every element a ∈ filnH1,0(K)
has the property that the map K×
(−)∪a
ÐÐÐ→ Br(K) under the bottom cup product in (5.7)
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annihilates Un+1(K) (see [27, Definition 2.1]). It follows that Un+1(K)∪η = 0 in Br(L/K).
We conclude from (5.8) that Un+1(K) ⊂ NL/K(L×). The proof of the lemma is now
complete. 
Corollary 5.6. Let L be a finite abelian extension of a Henselian discrete valuation field
K and n ≥ 0 an integer. Then NL/K ∶KMn (L) →KMn (K) is continuous. If L/K is cyclic,
then the image of NL/K ∶KMn (L)→KMn (K) is an open subgroup of KMn (K).
Proof. The n = 0 case is obvious, so we assume n ≥ 1. The first assertion now follows from
Lemma 2.6 and [28, Lemma 4.3]. To prove the second assertion, we note that Lemma 2.6
implies that U = {U1,O×K , . . . ,O×K} is open in KMn (K) for every open subgroup U1 ⊂ O×K .
Furthermore, the projection formula for the norm map shows that if U1 ⊂ NL/K(L×),
then U ⊂ NL/K(KMn (L)). Hence, it suffices to show that NL/K(L×) contains some open
subgroup of K×. But this follows from Lemma 5.5. 
Remark 5.7. We expect the statement of Lemma 5.5 to be true for any finite Galois
extension of a Henselian discrete valuation fieldK but we are not aware of a proof. IfK is
complete, then this can be proven using the results of [53, Chapter V]. If one assumes that
the field extension is unramified, an answer is given by the following stronger assertion.
We shall not need this for proving the main results of this paper.
Lemma 5.8. Let L/K be a finite unramified abelian extension of a Henselian discrete
valuation field. Then NL/K(Un(L)) = Un(K) for all n ≥ 1. In particular, NL/K(L×) is
an open subgroup of K×.
Proof. It follows from [53, Chap. V, Proposition 1] that NL/K(Un(L)) ⊂ Un(K) for every
n ≥ 1. We only need to show that this inclusion is an equality. Note that although K is
assumed to be complete in ibid., proof of this inclusion does not require the completeness
assumption.
Let k and l denote the residue fields of K and L, respectively. For any g(X) ∈ OK[X]
and n ≥ 1, we shall denote its image in OK/mnK[X] by gn(X). For any a ∈ OK , we shall
let an be its image in OK/mnK . We shall use similar notations for elements of OL andOL[X].
Since L/K is unramified, l/k is an abelian extension of degree [L ∶K]. Let this degree
be d. We choose α′ ∈ l such that l = k(α′) and let f(X) ∈ k[X] be the minimal polynomial
of α′ over k. Let g(X) = Xd + ad−1Xd−1 + ⋯ + a1X + a0 ∈ OK[X] be a polynomial such
that g1(X) = f(X). By the Hensel lemma (applied to OL), there exists α ∈ OL such
that g(α) = 0 and α1 = α′. Note that α′ is a simple root of f(X) over l.
We now let n ≥ 1 be any integer and u ∈ Un(K). We let h(X) = Xd + ad−1Xd−1 +⋯+
a1X + ua0 ∈ OK[X]. It is then clear that hn(X) = gn(X) ∈ OK/mnK[X]. Hence, this
equality holds in OL/mnL[X] too.
We write g(X) = (X −α)g′(X) in OL[X]. We then get
hn(X) = gn(X) = (X − αn)g′n(X)
in OL/mnL[X]. Furthermore, since the images of X − αn and g′n(X) in l[X] generate
the unit ideal, they must generate the unit ideal in OL/mnL[X] too.
We now use the fact that (OL,mnL) is a Henselian pair because (OL,mL) is. It fol-
lows that there exists β ∈ OL such that h(β) = 0 and βn = αn. Since h1(X) = g1(X)
is irreducible, it follows that h(X) is also irreducible and h(X) is therefore the mini-
mal polynomial of β over K. In particular, NL/K(β) = (−1)dua0. Similarly, we have
NL/K(α) = (−1)da0. We therefore get NL/K(α−1 ⋅ β) = u. Note that α,β ∈ U0(L) since
their images in l are units. Since (α−1 ⋅ β)n = 1, it follows that α−1 ⋅ β ∈ Un(L). This
proves the lemma. 
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5.3. Continuity of Kato’s reciprocity. We shall now show that Kato’s reciprocity
map is continuous.
Proposition 5.9. Let K be an n-dimensional Henselian local field. Then the reciprocity
map ρK is continuous with respect to the canonical topology on K
M
n (K) and pro-finite
topology on Gal(Kab/K).
Proof. Using the pro-finite topology on Gal(Kab/K), the proposition is equivalent to
saying that for every finite abelian extension L/K, the composite map ρK,L∶KMn (K) →
Gal(L/K) annihilates some open subgroup of KMn (K) in its canonical topology. We let
G = Gal(L/K). By Lemma 5.3, we can then write G = G1 × ⋯ ×Gr, where each Gi is
a finite cyclic group. Let pi∶G → Gi be the projection. Since the intersection of finitely
many nonempty open subgroups in a topological group is a nonempty open subgroup, it
suffices to show that pi ○ρK,L∶K
M
n (K)→ Gi annihilates some open subgroup of KMn (K)
for each i.
We fix 1 ≤ i ≤ r. Let K ⊂ Ei ⊂ L denote the intermediate extension such that
Gal(Ei/K) = Gi. We have to then show that the composite map pi ○ ρK,L = ρK,Ei
annihilates some open subgroup of KMn (K). We have therefore reduced the proof of
the proposition to showing that for every finite cyclic extension L/K, the composite
map ρK,L∶K
M
n (K) → Gal(L/K) annihilates some open subgroup of KMn (K). Using
Proposition 5.2(1), it suffices to show that NL/K(KMn (L)) contains some open subgroup
of KMn (K). But this follows from Corollary 5.6. 
5.4. Reciprocity for CU/X . Let k be a finite field. In this section, we shall assume
schemes to be endowed with their canonical dimension functions. Let X ∈ Schk an
integral scheme of dimension d. Let C ⊂X be a nowhere dense reduced closed subscheme
with complement U . Let η denote the generic point of X and let K = k(η). Let K denote
a fixed separable closure of K.
We shall define a continuous reciprocity map from CU/X to π
ab
1 (U). We begin with
a more general construction. We let P = (p0, . . . , ps) be any Parshin chain on X with
the condition that ps ∈ U . Let X(P ) = {ps} be the integral closed subscheme of X
and let U(P ) = U ∩X(P ). We let X(P )n denote the normalization of X(P ) and let
fP ∶X(P )n → X denote the canonical map. Let U(P )n = (fP )−1(U). We then get
canonical maps of pairs
(X(P )n,U(P )n) f
P
Ð→ (X,U) and (X(P ),U(P )) ιPÐ→ (X,U),
such that fP factors through ιP . Note that U(P )n ≠ ∅ since ps ∈ U .
Now, P is a maximal Parshin chain on X(P ) whose generic point lies in U(P ).
Moreover, Lemma 2.3 says that there is a factorization Spec (k(P )) → X(P ) ιPÐ→ X,
where the first map is dominant. On the other hand, Lemma 2.5 says that the map
Spec (k(P )) → X(P ) factors through Spec (k(P )) → X(P )n. We thus have the fac-
torization Spec (k(P )) → X(P )n f
P
Ð→ X. We can therefore consider the push-forward
maps
(5.9) πab1 (Spec (k(P ))) → πab1 (U(P )n)→ πab1 (U(P )) ι
P
∗Ð→ πab1 (U),
where the composition of the last two arrows is fP∗ .
We now let V ⊂ k(ps) be an s-DV dominating P . We have seen in § 2.3 that Q(V h)
is an s-dimensional Henselian local field. Hence, we have Kato’s reciprocity map (see
Proposition 5.1)
(5.10) ρQ(V h)∶K
M
s (Q(V h))→ Gal(Q(V h)ab/Q(V h)) ≅ πab1 (Spec (Q(V h))).
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Taking the sum of these maps over V(P ) and using Lemma 2.5, we get a reciprocity map
(5.11) ρk(P )∶K
M
s (k(P )) → πab1 (Spec (k(P ))).
Composing this with (5.9), we get the following.
Lemma 5.10. For every Parshin chain P on X whose generic point lies in U , there is
a reciprocity map
(5.12) ρk(P )/U ∶K
M
dX(P )
(k(P )) → πab1 (U),
which factors through the reciprocity map KM
dX(P )
(k(P )) ρk(P )/U(P )nÐÐÐÐÐÐ→ πab1 (U(P )n).
We let ĨU/X denote the direct sum of the groups K
M
dX(P )
(k(P )), where P runs through
the set of all Parshin chains on X whose generic points lie in U . Taking the sum of the
maps in (5.12), we get a map
(5.13) ρ̃U/X ∶ ĨU/X → π
ab
1 (U).
The restriction of ρ̃U/X to IU/X yields a map
(5.14) ρU/X ∶ IU/X → π
ab
1 (U).
We shall now show that ρU/X factors through the idele class group. Before this, we
prove some lemmas.
Lemma 5.11. Let f ∶X ′ →X be a finite dominant morphism between integral schemes in
Schk. Let U ⊂ X be a dense open subscheme and let U ′ ⊂ f−1(U). Let P1 = (p′0, . . . , p′s)
be a Parshin chain on X ′ such that p′s ∈ U ′ and let P = f(P1). Then the diagram
(5.15) KMs (k(P1))
ρk(P1)//
N

πab1 (U ′)
f∗

KMs (k(P ))
ρk(P )
// πab1 (U)
is commutative.
Proof. Let P = (p0, . . . , ps), where pi = f(p′i). Let Y (resp. Y ′) be the closure of {ps}
(resp. {p′s}) in X (resp. X ′) with integral closed subscheme structure.
By (5.12), ρk(P )/U has a factorization K
M
s (k(P )) → πab1 (Y ∩U)→ πab1 (U) and similarly
for ρk(P1)/U ′ . We thus have to show that the outer rectangle in
(5.16) KMs (k(P1)) //

πab1 (Y ′ ∩U ′) //

πab1 (U ′)

KMs (k(P )) // πab1 (Y ∩U) // πab1 (U)
is commutative. Since the right square in (5.16) commutes, it suffices to show that the
left square commutes. Since the induced map f ∶ Y ′ → Y is also finite dominant, we
can assume furthermore that the Parshin chain P1 (resp. P ) is maximal on X
′ (resp.
X). Let K ′ (resp. K) denote the function field of X ′ (resp. X). Let V ′ ⊂ K ′ be a
d-DV dominating P1 and let V
′ = V ′0 ⊂ V ′1 ⊂ ⋯ ⊂ V ′d−1 ⊂ V ′d = K ′ be the induced chain
of valuation rings in K ′. Let V = V ′ ∩K and Vi = V ′i ∩K. Then it is well known that
V = V0 ⊂ V1 ⊂ ⋯ ⊂ Vd−1 ⊂ Vd = K is a d-DV in K dominating P . Furthermore, Q(V ′h) is
a finite separable extension of Q(V h). This uses the fact that any finite algebra over V h
is a product of Henselian local finite algebras. We write V = f∗(V ′).
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Let V ′ ⊂ K ′ be a d-DV dominating P1 and let V = f∗(V ) ⊂ K. By the definition of
the reciprocity map in (5.11), we need to show that the outer rectangle in the diagram
(5.17) KMd (Q(V ′h))
ρ
Q(V ′h)
//
N

πab1 (Q(V ′h))
f∗

// πab1 (U ′)
f∗

KMd (Q(V h))
ρ
Q(V h)
// πab1 (Q(V h)) // πab1 (U)
is commutative. Since the right square is clearly commutative, we only have to show
that the left square commutes. But this follows from Proposition 5.2. 
Lemma 5.12. Let X be a normal integral scheme in Schk of dimension d ≥ 2 and let
U ⊂ X be a dense open subscheme. Let P = (p0, . . . , pd) be a maximal Parshin chain
on X such that pd−1 ∈ U . Then the reciprocity map ρk(P )/U ∶KMd (k(P )) → πab1 (U) has a
factorization
KMd (k(P )) ∂Ð→KMd−1(k(P ′))
ρk(P ′)/U
ÐÐÐÐ→ πab1 (U).
Proof. Let K be the function field of X. Since the map Gal(Kab/K) → πab1 (U) factors
through Gal(Knr/K), it follows that every V ∈ V(P ) has the property that the canon-
ical map Gal(Q(V h)ab/Q(V h)) → πab1 (U) factors through Gal(Q(V h)ab/Q(V h)) ↠
Gal(Q(V h)nr/Q(V h)) → πab1 (U), where Q(V h)nr is the maximal unramified extension
of Q(V h) inside Q(V h)ab.
Let us pick any V ∈ V(P ) and let V = V0 ⊂ ⋯ ⊂ Vd−1 ⊂ Vd = K be the corresponding
chain of valuation rings. Let V ′ be the image of V in kd−1, where ki is the residue field
of Vi and let Y ⊂ X be the closure of pd−1 with integral closed subscheme structure.
Since X is normal, we have that Vd−1 = OX,pd−1 and k(Y ) = kd−1. In particular, V ′
is a (d − 1)-DV in k(Y ) dominating P ′. Recall that Q(V ′h) is the residue field of the
Henselian discrete valuation field Q(V h) (see the proof of [28, Lemma 3.3.1]). It follows
therefore from Proposition 5.2 that there is a commutative diagram
(5.18) KMd (Q(V h))
ρ
Q(V h)
//
∂

Gal(Q(V h)ab/Q(V h))

// Gal(Q(V h)nr/Q(V h))
≅

KMd−1(Q(V ′h))
ρ
Q(V ′h)
// Gal(Q(V ′h)ab/Q(V ′h)) πab1 (Q(V ′h)).≅oo
We now note that our assumption d ≥ 2 implies that Vd−1 is an equicharacteristic
discrete valuation ring with infinite residue field. It follows therefore from [30] that
KMd (V hd−1) = Ker(∂). We conclude from (5.18) that the map KMd (Q(V h))→ πab1 (U) fac-
tors throughKMd−1(Q(V ′h)). Taking the sum over all V ∈ V(P ), we conclude that the map
KMd (k(P )) → πab1 (U) factors through the residue map KMd (k(P ))
∂P,P ′
ÐÐÐ→KMd−1(k(P ′))→
πab1 (U). This finishes the proof. 
Proposition 5.13. Let X be an integral scheme in Schk of dimension d ≥ 1 and let
U ⊂X be a dense open subscheme. Then the map ρU/X on the idele group descends to a
reciprocity map
ρU/X ∶CU/X → π
ab
1 (U).
Proof. We let Q = (p0, . . . , ps−2, ps) be a Q-chain on (U ⊂ X). Let B(Q) denote the set
of all Parshin chains of the form P = (p0, . . . , ps−2, ps−1, ps) on X. We let X ′ = {ps} ⊂ X
with the integral closed subscheme structure, and set U ′ = U ∩X ′. Note that U ′ ≠ ∅
because ps ∈ U . Let f ∶ (X ′,U ′)→ (X,U) be the inclusion.
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It follows from the definition of ρU/X (see (5.9)) that there is a commutative diagram
(5.19) IU ′/X′
ρU′/X′
//
f∗

πab1 (U ′)
f∗

IU/X
ρU/X
// πab1 (U),
where the vertical arrow on the left is from Proposition 3.3. Since Q is a Q-chain on
X ′ and the map ∂∶KM
dX(Q)
(k(Q)) → IU/X factors through KMdX(Q)(k(Q)) → IU ′/X′ by
Lemma 2.3, it suffices to show that ρU ′/X′ annihilates the image of K
M
dX(Q)
(k(Q)) =
KM
dX′(Q)
(k(Q)). We can therefore assume that Q is maximal.
Let ν ∶Xn → X be the normalization map and let ν−1(Q) be the set of all Q-chains Q′
on Xn such that ν(Q′) = Q. We now consider the diagram
(5.20) ⊕
Q′∈ν−1(Q)
KMd (k(Q′)) ∂ //
≅

IUn/Xn
ρUn/Xn
//
ν∗

πab1 (Un)
ν∗

KMd (k(Q)) ∂ // IU/X
ρU/X
// πab1 (U).
We have seen in the proof of Proposition 3.3 that the left square is commutative
and the left vertical arrow is an isomorphism by [28, Lemma 3.3.1] (see Lemma 3.2).
Lemma 5.11 says that the right square is commutative. It suffices therefore to show that
the top composite arrow in (5.20) is zero. We can thus assume that X is normal (and Q
is maximal).
We first assume that d ≥ 2. Let B(Q) denote the set of all Parshin chains of the form
P = (p0, . . . , pd−2, pd−1, pd) on X. For every P ∈ B(Q), let ιQ,P ∶KMd (k(Q)) →KMd (k(P ))
be the map induced by the inclusion k(Q)↪ k(P ). It is clear that for any α ∈KMd (k(Q)),
the element ιQ,P (α) lies in KMd (OhX,P ′) ⊂ KMd (k(P )) for all but finitely many P ’s.
Letting
JQ = {(aP )P ∈B(Q) ∈ ∏
P ∈B(Q)
KMd (k(P ))∣aP ∈KMd (OhX,P ′) for almost all P},
we thus get a canonical map
(5.21) ∂̃∶KMd (k(Q)) → JQ,
whose composition with the projection to any KMd (k(P )) is ιQ,P . We let
J ′Q = {(aP )P ∈B(Q) ∈ ∏
P ∈B(Q),pd−1∈U
KMd (k(P ))∣aP ∈KMd (OhX,P ′) for almost all P},
J ′′Q = ∏
P ∈B(Q),pd−1∈C
KMd (k(P )) and RQ = ⊕
P ∈B(Q),pd−1∈U
KMd−1(k(P ′)).
It is then clear that the projection map JQ → J ′Q × J
′′
Q is an isomorphism.
Since X is normal, it follows from Lemma 5.12 that there is a reciprocity map
ρB(Q)/L∶JQ → π
ab
1 (U) and the composite J ′Q ↪ JQ
ρB(Q)/L
ÐÐÐÐ→ πab1 (U) factors through RQ.
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We thus get a commutative diagram
(5.22) KMd (k(Q)) ∂̃ // JQ
ρB(Q)/L
//
≅

πab1 (U)
KMd (k(Q)) ∂̃ // J ′′Q × J ′Q
ρB(Q)/L
//
id×∂

πab1 (U)
KMd (k(Q))
∂U/X
// J ′′Q ×RQ
ρU/X
// πab1 (U),
where ∂U/X is from (3.3). It suffices therefore to show that ρB(Q)/L ○ ∂̃ = 0. It suffices
therefore to show that ρB(Q)/L ○ ∂̃ = 0. But this is shown in [28, § 3.7.4] (see the third
paragraph on page 281). Note also that the map ∂̃ and ρB(Q)/L are same as the maps
considered in [28, § 3.7.4] because Q is a maximal chain. This proves the desired assertion
and finishes the proof of the proposition when d ≥ 2.
If d = 1, we can use a 1-dimensional variant of Lemma 3.2 (whose proof is straightfor-
ward) to assume again that X is normal. The identity ρU/X ○ ∂ = 0 is then classical. 
Our next goal is to show that the reciprocity map is continuous.
Proposition 5.14. The map ρU/X ∶CU/X → πab1 (U) is continuous with respect to the
pro-finite topology on πab1 (U).
Proof. Since CU/X has the quotient topology induced by the direct sum topology of IU/X ,
it suffices to show using Lemma 2.7 that for every Parshin chain P on (U ⊂X), the map
KM
dX(P )
(k(P )) → πab1 (U) is continuous. Since Y ↦ πab1 (Y ) is a functor from schemes
to pro-finite topological groups together with continuous homomorphisms (e.g., see [56,
Remark 5.5.3]), it suffices to show using (5.9) that the map KMd (F ) → Gal(F ab/F )
is continuous for every d-dimensional Henselian local field F . But this follows from
Proposition 5.9. 
5.5. Reciprocity for C(X,D). We now construct the reciprocity maps for the idele
class group C(X,D) to the Galois groups of finite abelian extensions of K. The most
refined version of the reciprocity map for C(X,D) will be constructed in § 8. Our
notations are as above.
Proposition 5.15. Assume that U ⊂X is regular. Let L/K be a finite abelian extension
which is e´tale over U . Then we can find a closed subscheme D ⊂X with support C such
that ρU/X descends to a homomorphism
ρD/L∶C(X,D) → Gal(L/K).
Proof. Since U is regular, we can replace C(X,D) by CKS(X,D) using Theorem 3.8.
The proposition then follows because ρD/L for the latter group is constructed in [28,
§ 3.7] for some choice of D with support C. However, in the construction of ρD/L, the
authors in [28] assume that for every y ∈X(1)∩C, there exists an integer ny such that for
every unramified extension E of Ky, the image of the norm map N ∶K
M
1 (LE)→KM1 (E)
contains the open subgroup Un(E) (see § 2.4). But we were unable to see a proof of
this statement (see Remark 5.7). In the proof below, we will follow the argument of [28]
but show that it suffices to consider only cyclic sub-extensions of L/K, where the above
assertion is proven in Lemma 5.5.
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We write G = Gal(L/K). After Proposition 5.13, we only need to show that there
exists a closed subscheme D ⊂X with support C such that the composite map
⊕
P ∈Pmax
U/X
KMd (OhX,P ′ , ID)→ IU/X → πab(U)↠ G
is zero (see (3.2)).
We write G = G1 × ⋯ ×Gr, where each Gi is a finite cyclic group. Let pi∶G → Gi be
the projection. Let K ⊂ Li ⊂ L be the intermediate extension such that Gal(Li/K) =
Gi. Let ν ∶Xn → X be the normalization map. Then then field extension KyLi/Ky
is Galois whose Galois group is a subgroup of Gi, and hence cyclic, for each point
y ∈ X(1)n ∩ ν−1(C). It follows from Lemma 5.5 that there is an integer ny such that
Uny(Ky) ⊂ NKyLi/Ky((KyLi)×). Let Ii ⊂ OX be an ideal sheaf such that IiOhXn,y ⊆
m
ny
y OhXn,y for every y ∈ X(1)n ∩ ν−1(C). Let Di ⊂ X be the closed subscheme defined byIi.
Since U is regular, we can identify C(X,D) with CKS(X,D) by Theorem 3.8. In this
case, the map ρk(P )/U ∶K
M
d (k(P )) → πab1 (U) of (5.12) coincides with the one constructed
in [28, § 3.7.2] for every P ∈ Pmax
U/X . Moreover, it was shown in [28, § 3.7.4] that the
composite map ⊕
P ∈Pmax
U/X
KMd (OhX,P ′ , IDi)
ρU/X
ÐÐÐ→ πab(U)↠ Gi is zero.
We let D ⊂ X be the closed subscheme defined by the ideal sheaf ID = ∏
1≤i≤r
Ii. Then
the composite map ⊕
P ∈Pmax
U/X
KMd (OhX,P ′ , ID)
ρU/X
ÐÐÐ→ πab(U)↠ Gi is zero for all 1 ≤ i ≤ r. In
other words, letting θ denote the composite map ⊕
P ∈Pmax
U/X
KMd (OhX,P ′ , ID)
ρU/X
ÐÐÐ→ πab(U)↠
G, we have that the composite map pi ○ θ = 0 for all 1 ≤ i ≤ r. But then θ must be zero,
as desired. 
5.6. Reciprocity map for CK/X . Using Proposition 5.13, we can define the reciprocity
for the function field of X as follows. Recall that K denotes the function field of X.
Since the map ρU/X ∶CU/X → πab1 (U) is clearly compatible with the inclusions U ′ ⊂ U of
open subsets of X, taking the projective limit of ρU/X over all open subsets of X, we
obtain the following reciprocity for K.
Corollary 5.16. There exists a continuous reciprocity homomorphism
ρK/X ∶CK/X → Gal(Kab/K).
Let C̃K/X = lim←Ð
U⊂X
C̃U/X = lim←Ð
D⊂X
C(X,D), where the first limit is over all open subschemes
of X and the second is over all closed subschemes of X. We then get a sequence of maps
CK/X → C̃K/X → C̃U/X → C(X,D),
where all except the first arrow are surjective if we let U =X ∖D. Furthermore, there is
a factorization
(5.23) CK/X → C̃K/X
ρ̃K/X
ÐÐÐ→ Gal(Kab/K)
of ρK/X . Moreover, ρ̃K/X is continuous by Lemma 3.1.
6. Ramification filtrations
In this section, we recall some filtrations on the absolute Galois group of a Henselian
discrete valuation field and prove some properties of these filtrations. The set up is the
following.
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Let K be a Henselian discrete valuation field of characteristic p > 0 with ring of
integers OK , maximal ideal mK and residue field f. We shall assume that K is infinite.
We fix a separable closure K of K and assume all separable algebraic extensions of
K to be contained in K. Let Kab denote the maximal abelian extension of K in K.
Let GK denote the absolute Galois group of K and G
ab
K its abelianization. Let K
tr
denote the maximal abelian extension of K which is tamely ramified (the inertia group
of every finite subextension has order prime to the residue characteristic). We shall write
Hq(A) ∶= Hq
e´t
(X,Q/Z(q − 1)) for q ≥ 1 and any Noetherian scheme X = Spec(A). In
particular, H1(K) is the Pontryagin dual of the pro-finite group GK .
6.1. The Abbes-Saito filtration. By the work of Abbes-Saito [1] (see [52, Theo-
rem 3.1] for property (3) below), there is an upper numbering non-logarithmic decreasing
filtration {G(r)K }r∈Q≥−1 of GK by closed normal subgroups which has the following prop-
erties.
(1) G
(−1)
K
= GK .
(2) G
(0)
K
is the inertia subgroup Gal(K/Knr) of GK .
(3) G
(1)
K
= Gal(K/Ktr) is the wild inertia subgroup of GK .
(4) If f is perfect, then G
(i)
K coincides with G
(i)
K,cl
for every i ≥ 0, where the latter is
the classical upper numbering ramification filtration of GK [53, Chapter IV].
We note here that we have shifted the original filtration of [1] by one to the left in order
to make it compatible with the classical filtration.
For any integer n ≥ −1, we let filasn H1(K) = {χ ∈ H1(K)∣χ(a) = 0 ∀ a ∈ G(n)K }. This
yields an increasing filtration
(6.1) 0 = filas−1H1(K) ⊂ filas0 H1(K) ⊂ filas1 H1(K) ⊂ ⋯
of H1(K). We shall denote this filtration by filas● H1(K). Clearly, we have filas0 H1(K) =
H1(OK) is the subgroup of unramified characters and filas1 H1(K) is the subgroup of
tamely ramified characters.
6.2. The Matsuda filtration. For a Noetherian K-scheme X, let {WrΩ●X}r≥1 be the
de Rham-Witt complex recalled in § 5.1. For any integers r ≥ 1 and q ≥ 0, there is a
commutative diagram of short exact sequences of e´tale sheaves
(6.2) 0 // WrΩ
q
X,log
//
p

WrΩ
q
X
V

1−F // WrΩ
q
X
dV r−1Ω
q−1
X
V

// 0
0 // Wr+1Ω
q
X,log
// Wr+1Ω
q
X
1−F // Wr+1Ω
q
X
dV rΩ
q−1
X
// 0.
Suppose now that X = Spec(K). Then WrΩqX is acyclic and the long cohomology
exact sequence associated to the above is of the form
(6.3) 0→Hq(K,Z/pr(q)) →WrΩqK 1−FÐÐ→
WrΩ
q
K
dV r−1Ωq−1K
∂
Ð→Hq+1(K,Z/pr(q)) → 0.
Note that we have used here the fact that the kernel Br−1Ω
q
K
of V r−1∶Ωq
K
→WrΩ
q
K
is a
K-module and the differential d∶WrΩ
q
K
→WrΩ
q+1
K
is W (K)-linear via the Frobenius.
Let πr∶WrΩ
q
K ↠
WrΩ
q
K
dV r−1Ω
q−1
K
denote the quotient map, and let τr ∶H
q+1(K,Z/pr(q)) →
Hq+1(K) denote the canonical map into the inductive limit via the structure map of the
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projective system {(WrΩqK,log, p)}r≥0. We then get the maps
(6.4) WrΩ
q
K
∂○πrÐÐ→Hq+1(K,Z/pr(q)) τrÐ→Hq+1(K).
We denote both ∂ ○ πr and τr ○ ∂ ○ πr by δr. It follows from (6.2) that the diagram
(6.5) WrΩ
q
K
V //
δr ""❊
❊❊
❊❊
❊❊
❊
Wr+1Ω
q
K
δr+1

Hq+1(K)
is commutative.
We now specialize to the case q = 0. Then (6.3) is of the form
(6.6) 0→ Z/pr →Wr(K) 1−FÐÐ→Wr(K) ∂Ð→ H1e´t(K,Z/pr)→ 0,
where F ((ar−1, . . . , a0)) = (apr−1, . . . , ap0). We write the Witt vector (ar−1, . . . , a0) as a in
short. Let vK ∶K
× → Z be the normalized valuation. For an integer m ≥ 1, let ordp(m)
denote the p-adic order of m and let r′ =min(r,ordp(m)). We let ordp(0) = −∞.
For m ≥ 0, we let
(6.7) filbkmWr(K) = {a∣pivK(ai) ≥ −m}
and
(6.8) filmsm Wr(K) = filbkm−1Wr(K) + V r−r′(filbkmWr′(K)).
Clearly, we have filbk0 Wr(K) = films0 Wr(K) =Wr(OK). We let filbk−1Wr(K) = films−1Wr(K) =
0.
We let
(6.9) filbkmH
1(K) =H1(K){p′}⊕⋃
r≥1
δr(filbkmWr(K)) and
filmsm H
1(K) =H1(K){p′}⊕⋃
r≥1
δr(filmsm Wr(K)).
The filtrations filbk● H
1(K) and films● H1(K) are due to Brylinski-Kato [27] and Matsuda
[43], respectively. We shall use the following results related to various filtrations of
H1(K).
Theorem 6.1. The three filtrations defined above satisfy the following properties.
(1) filasmH
1(K) = filmsm H1(K) for all m ≥ −1.
(2) filmsm H
1(K) ⊂ filbkmH1(K) ⊂ filmsm+1H1(K) for all m ≥ −1.
(3) H1(K) = ⋃
m≥0
filbkmH
1(K) = ⋃
m≥0
filmsm H
1(K) = ⋃
m≥0
filasmH
1(K).
Proof. The first part is independently due to Abbes-Saito [2, The´ore`me 9.10] (for m ≥ 2),
Yatagawa [63, Theorem 0.1] and Saito [52, Corollary 3.3]. The second part is clear. The
first equality in part (3) is due to Kato [27, Lemma 2.2] and the remaining ones follow
from (1) and (2). 
The following result will be used later in this paper.
Proposition 6.2. Let Ksh denote the strict Henselization of K. Then the following
hold.
(1) There is a short exact sequence
0→ films0 H
1(K)→H1(K)→H1(Ksh)→ 0.
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(2) For m ≥ 1, the canonical square
filmsm H
1(K) //

H1(K)

filmsm H
1(Ksh) // H1(Ksh)
is Cartesian.
Proof. Recall that Ksh is the quotient field of the strict Henselization OshK of OK . SinceOK is Henselian, it is easy to see that Ksh is same as the maximal unramified extension
of K inside K. The exact sequence of (1) now follows from the second property of the
Abbes-Saito filtration and Theorem 6.1(1).
We now prove (2). Since films● H
1(K) is an exhaustive filtration of H1(K) by Theo-
rem 6.1(3), it suffices to show that for every m ≥ 2, the square
filmsm−1H
1(K) //

filmsm H
1(K)

filmsm−1H
1(Ksh) // filmsm H1(Ksh)
is Cartesian. Equivalently, it suffices to show that the map
φ∗m∶gr
ms
m H
1(K)→ grmsm H1(Ksh),
induced by the inclusion φ∶K ↪Ksh, is injective.
We first assume that either p ≠ 2 or m ≠ 2. In this case, it follows from [43, Proposi-
tion 3.2.3] that the refined Artin conductor
(6.10) rarK ∶gr
ms
m H
1(K)→ m
−m
K
m−m+1K
⊗OK Ω
1
OK
induced by the map
(6.11) F rd∶Wr(K)→ Ω1K ; a ↦
r−1
∑
i=0
a
pi−1
i dai,
is injective.
Since rarK is clearly functorial in K, it suffices to show that the map
m−mK
m−m+1
K
⊗OK
Ω1OK →
m−m
Ksh
m−m+1
Ksh
⊗Osh
K
Ω1
Osh
K
is injective. However, the map OK → m−mK (1 ↦ πK) induces
an isomorphism f
≅
Ð→ m
−m
K
m−m+1
K
. In particular, we have an isomorphism of f-vector spaces
αf∶Ω
1
OK
⊗OK f
≅
Ð→ m
−m
K
m−m+1
K
⊗OK Ω
1
OK
. Since OshK is unramified over OK , we can choose πK
to be a uniformizer of Ksh as well. This implies that αf is compatible with the similar
isomorphism α
f
, where f is a separable closure of f. Hence, we are reduced to showing
that the map Ω1OK ⊗OK f→ Ω
1
Osh
K
⊗Osh
K
f is injective.
Since OshK is e´tale over OK , the map Ω1OK ⊗OK OshK → Ω1Osh
K
is an isomorphism. Hence,
we need to show that the map Ω1OK ⊗OK f→ Ω
1
OK
⊗OK f is injective. But this is obvious
since Ω1OK is a free OK -module.
We now assume p = m = 2. Let f1/2 be the field extension of f obtained by adjoining
square roots of elements of f. We define f
1/2
similarly. Then [63, Proposition 1.17] says
that there is an injective modified refined Artin conductor map
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(6.12) rar′K ∶gr
ms
2 H
1(K)→ (m
−2
K
m−1K
⊗OK Ω
1
OK)⊗f f1/2 ≅ m−2K Ω1OK ⊗OK f1/2,
where the isomorphism on the right depends on the choice of the uniformizer πK . Note
that even if Yatagawa works with complete fields in the latter part of her paper, the
proof of the above works for any Henselian discrete valuation field with no modification.
Since πK is also a uniformizer of K
sh, it suffices to show that the map m−2K Ω
1
OK
⊗OK
f1/2 → m−2
Ksh
Ω1
Osh
K
⊗Osh
K
f
1/2
is injective. As we argued in the previous case, this reduces
to showing that the map Ω1OK ⊗OK f
1/2 → Ω1OK ⊗OK f
1/2
is injective. But this follows
again by the fact that Ω1OK is a free OK -module. The proof of the proposition is now
complete. 
6.3. An application. Let k be a finite field and X ∈ Schk an integral normal scheme
of dimension d. Let D ⊂ X be an effective Weil divisor with complement U . Let λ be a
generic point of D. Let η denote the generic point of X and K = k(η). Let Kλ denote the
Henselization of K at λ. Let P = (p0, . . . , pd−2, λ, η) be a Parshin chain on (U ⊂X). Let
V ⊂K be a d-DV which dominates P (see § 2.3). Let V = V0 ⊂ ⋯ ⊂ Vd−2 ⊂ Vd−1 ⊂ Vd =K
be the chain of valuation rings in K induced by V . Since X is normal, it is easy to check
that for any such chain, one must have Vd−1 = OX,λ. Let V ′ be the image of V in k(λ).
Let Ṽd−1 be the unique Henselian discrete valuation ring dominating Vd−1 whose residue
field Ed−1 is the quotient field of (V ′)h. Then V h is the inverse image of (V ′)h under
the quotient map Ṽd−1 ↠ Ed−1. It follows that Q(V h) is a Henselian discrete valuation
ring whose ring of integers is Ṽd−1 (see [28, § 3.7.2]).
We have seen in § 2.3 that there are canonical inclusions of discrete valuation rings
(6.13) OX,λ ↪ Ṽd−1 ↪ OshX,λ.
Moreover, we have (see the proof of [28, Lemma 3.3.1])
(6.14) OhX,P ′ ≅ ∏
V ∈V(P )
Ṽd−1.
As an immediate consequence of Proposition 6.2, we therefore get the following.
Corollary 6.3. For every m ≥ 1, square
filmsm H
1(Kλ) //

H1(Kλ)

filmsm H
1(Q(V h)) // H1(Q(V h))
is Cartesian.
6.4. Filtrations of H1(K) via Milnor K-theory. Let K be a Henselian discrete val-
uation field as above. The above filtrations can be described in terms of Milnor K-theory
which we shall use. In order to explain this, we need to recall some filtrations of KM∗ (K).
For any integers m ≥ 0 and n ≥ 1, let UmKMn (K) be the subgroup {Um(K),K×, . . . ,K×}
of KMn (K). We let U ′mKMn (K) be the subgroup {Um(K),O×K , . . . ,O×K} of KMn (K).
Lemma 6.4. For every m ≥ 0 and n ≥ 1, there are inclusions
Um+1K
M
n (K) ⊆ U ′mKMn (K) ⊆ UmKMn (K).
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Proof. We only need to prove the first inclusion. We shall prove it by induction on
n. Since this inclusion is obvious for n = 1, we can assume that n ≥ 2. Let π be a
uniformizer of K. We let α = {1 + u1πm+1, u2πm2 , . . . , unπmn}, where u1, . . . , un ∈ O×K
and m2, . . . ,mn ∈ Z.
Using the bilinearity and additivity properties of the Milnor K-theory, we can assume
that u2 = ⋯ = un = 1. By the same token, we can also assume m2 = ⋯ = mn = 1.
We can therefore write α = {1 + u1πm+1, π, . . . , π}. By [4, Chapter 1, § 1], we have the
relation {π,π} = {π, (−1)(−π)} = {π,−1} + {π,−π} = {π,−1}. Applying this relation and
another relation {a, b} = −{b, a} repeatedly, we see that α = {1 + u1πm+1, π} ⋅ β, where
β ∈ KMn−2(OK). Since U ′mKM2 (K) ⋅KMn−2(OK) ⊂ U ′mKMn (K), we can assume n = 2 and
α = {1 + u1πm+1, π}.
Now, we let t = −(u1πm), v′ = (1 + t(−1 − π))−1 and v′′ = −1 − π. It is then clear that
1 + v′t,1 + v′′t ∈ Um(K) and (1 + v′t)(1 + v′′t) = 1 − πt.
We therefore get
{1 + u1πm+1, π} = {1 + (u1πm)π,π} = {1 + (u1πm)π,−(u1πm)} = {1 − πt, t}
= {(1 + v′t)(1 + v′′t), t} = {1 + v′t, t} + {1 + v′′t, t}
= {1 + v′t,−v′} + {1 + v′′t,−v′′}
∈ U ′mKM2 (K).
The lemma is now proven. 
Let us now assume that K is a d-dimensional Henselian local field. Recall from (5.1)
that there is a cup product pairing
(6.15) KMd (K) ×H1(K) ∪Ð→ Hd+1(K); (α,β) ↦ {α,β}.
We have the following characterization of filbk● H
1(K) and films● H1(K) in terms of
Milnor K-theory.
Theorem 6.5. Let χ ∈H1(K) be a character. Then the following hold.
(1) For every integer m ≥ 0, we have that χ ∈ filbkmH1(K) if and only if {α,χ} = 0 for
all α ∈ Um+1KMd (K).
(2) For every integer m ≥ 1, we have that χ ∈ filmsm H1(K) if and only if {α,χ} = 0
for all α ∈ U ′mKMd (K).
Proof. The first part is due to Kato [27, Proposition 6.5]. If p ≠ 2, the second part follows
from Lemma 6.4 and [43, Proposition 3.2.7(iii)] (see also [34, Lemma 2.6]).
Let m ≥ 1 and fil†mH1(K) be the subgroup of characters χ ∈H1(K) such that {α,χ} =
0 for all α ∈ U ′mKMd (K). First of all, it follows from Lemma 6.4 and part (1) of the
theorem that
(6.16) filbkm−1H
1(K) ⊂ fil†mH1(K) ⊂ filbkmH1(K).
We let A denote the Henselization of the polynomial ring OK[T ] along the prime
ideal mK[T ]. We let AK = A ⊗OK K and Af = A ⊗OK f. For any integers q, r ≥ 1, let
V
q
r (A) = Hqe´t(A, i∗ ○Rj∗(Z/pr(q − 1))), where i∶A ↠ Af and j∶A → AK are canonical
maps. We let V q(A) = limÐ→
r≥1
V
q
r (A). Since (A,Af) is a Henselian pair, one checks that
1 + πA ∈ (AK)×. Hence, {χ,1 + πA} is well defined in V 2(A).
By [27, § (1.9)], there is a canonical map ιq
A
∶H
q
r (Af) → V qr (A). We consider the map
λ
q
π ∶H
q
r (Af)⊕Hq−1r (Af)→ V qr (A) given by λqπ(a, b) = ιqA(a)+{ιq−1A (b), π}, where π ∈ OK is
our chosen uniformizer of K. The map λqπ is injective as Kato shows. By using the exact
sequence of sheaves given in (6.2) for Af and using the associated cohomology groups,
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we get the canonical maps ΩiAf
V r−1
ÐÐÐ→WrΩiAf →H
i+1
r (Af). Taking the direct sum of these
maps for i = q−1, q−2, composing the resulting map with λqπ, and taking limit as r ↦∞,
we thus get a canonical map
(6.17) λ
q
π ∶Ω
q−1
Af
⊕Ωq−2Af → V
q(A).
It follows from [27, Theorem 3.2(1)] that filbkmH
1(K) coincides with the subgroup
′filbkmH
1(K) of H1(K) consisting of characters χ such that {χ,1+πm+1T} = 0 in V 2(A).
We let ′filmsm H
1(K) be the subgroup of H1(K) consisting of characters χ such that
{χ,1+πm+1T} = 0 and {χ,1+πmT} = λ2π(Tαχ,0) in V 2(A). It suffices to show for every
m ≥ 1 that
(6.18) fil†mH
1(K) = ′filmsm H1(K) = filmsm H1(K).
The proof of the first equality given in [43, Proposition 3.2.7] is unconditional. So we
shall prove the second equality. We begin by showing that filmsm H
1(K) ⊆ ′filmsm H1(K).
To show this, we let m0 = ordp(m) and n =mp−m0 . Then using (6.8) and taking limit as
r ↦∞, we see that
(6.19) filmsm H
1(K) = filbkm−1H1(K) + δm0(filbkm (Wm0(K))).
Using the fact that every element a ∈ Wm0(K) is of the form
m0−1
∑
i=0
V m0−1−i([ai])
and the commutative diagram (6.5), it follows by looking at (6.7) and (6.19) that
filmsm H
1(K)
filbkm−1H
1(K)
is generated by elements of the form δj+1([xπ−mpj ]) with x ∈ OK and
0 ≤ j ≤ m0 − 1. If χ ∈ filbkm−1H1(K) = ′filbkm−1H1(K), then {χ,1 + πmT} = 0. Since
′filbkm−1H
1(K) ⊆ ′filbkmH1(K), we also have {χ,1 + πm+1T} = 0. We conclude from the
definition of ′filmsm H
1(K) that filbkm−1H1(K) ⊆ ′filmsm H1(K). In order to show therefore
that filmsm H
1(K) ⊆ ′filmsm H1(K), it suffices to show that for χ = δj+1([xπ−mpj ]) with
x ∈ OK and 0 ≤ j ≤m0 −1, one has {χ,1+πmT} = λ2π(Tαχ,0) in V 2(A). But this follows
immediately from [27, Lemma 3.7(1)].
To finish the proof of the theorem, we are now left with showing that the induced
inclusion map
(6.20)
filmsm H
1(K)
filbkm−1H
1(K) ↪
′filmsm H
1(K)
filbkm−1H
1(K)
is surjective.
We let Em = filmsm H1(K)filbkm−1H1(K) and Fm =
′filmsm H
1(K)
filbkm−1H
1(K)
. We let grbk● H
1(K) denote the associ-
ated graded group of filbk● H
1(K). We then have inclusions Em ⊂ Fm ⊂ grbkmH1(K). For
any integers q, r ≥ 0, let BrΩqf be the subgroup of Ωqf generated by elements of the form
xp
i
dlog(x) ∧ dlog(y1) ∧⋯ ∧ dlog(yq−1) for 0 ≤ i ≤ r. We let ZrΩqf be the subgroup of Ωqf
generated by BrΩ
q
f
and elements of the form xp
r
dlog(y1)∧⋯∧dlog(yq). Let C ∶Z1Ωqf → Ωqf
denote the Cartier map [23, Chap. 0, § 2].
Let
N = {(α,β) ∈ Bm0+1Ω1f ⊕(f)pm0 ∣nCm0(α) = −dCm0(β)}
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be a submodule of Ω1f ⊕ f. It is shown in [27, § (3.9)] that there is an isomorphism of
abelian groups
(6.21) φm∶gr
bk
mH
1(K) ≅Ð→ N ; φm(χ) = (α,β)
such that {χ,1 + πmT} = λ2π((Tα,Tβ)).
It follows from the definition of ′filmsm H
1(K) that φm(Fm) = N ⋂Ω1f . Since the kernel
of Cm0 ∶Zm0Ω
1
f → Ω
1
f is Bm0Ω
1
f (see [23, Chap. 0, § 2, p. 520]), we get φm(Fm) = Bm0Ω1f .
Using the definition of φm and [27, Lemma 3.7(1)], we conclude that Fm is generated
by elements of the form δj+1([xπ−mpj ]) with x ∈ OK and 0 ≤ j ≤ m0 − 1. But we have
already seen earlier in the proof that such elements lie in Em. This shows that the
inclusion (6.20) is bijective. The proof of the theorem is now complete. 
Remark 6.6. We remark that even in the case p ≠ 2, part (2) of Theorem 6.5 is an
improvement of [43, Proposition 3.2.7(iii)] and [34, Lemma 2.6]. This is possible by
virtue of Lemma 6.4.
The following definitions are due to Kato [27] and Matsuda [43].
Definition 6.7. Let K be a Henselian discrete valuation field and let χ ∈ H1(K) be a
character of Gal(K/K). The Swan conductor of χ is the smallest integer m ≥ 0 such that
χ ∈ filbkmH1(K). It is denoted by sw(χ). The Artin conductor of χ is the smallest integer
m ≥ 0 such that χ ∈ filmsm H1(K). It is denoted by ar(χ). It follows from Theorem 6.1 that
sw(χ) ≤ ar(χ). They are same and agree with the classical definition [27, Proposition 6.8]
if the residue field of K is perfect.
7. The fundamental group πadiv1 (X,D)
In this section, we shall define an e´tale fundamental group of an integral normal scheme
over a field relative to an effective Weil divisor. We shall then relate this group with the
corresponding idele class group. We begin with the following notion.
7.1. Ramification of field extensions. Let K be a Henselian discrete valuation field
with ring of integers OK , maximal ideal mK and residue field f. We fix a separable
closure K of K and assume all separable algebraic extensions of K to be contained in
K. Let G
(●)
K
denote the Abbes-Saito ramification filtration of GK .
Let L/K be a finite separable extension and let n ≥ 0 be an integer. We shall say
that the ramification of L/K is bounded by n if G(n)
K
is contained in Gal(K/L) under
the inclusions G
(n)
K ⊂ GK ⊃ Gal(K/L). Note that this definition coincides with [1,
Definition 6.3]. Note also that since G
(n)
K
is normal in GK , the above condition is same
as the condition that G
(n)
K is contained in Gal(K/L̃), where L̃ is the Galois closure of L
in K. The following is straightforward.
Lemma 7.1. Let L1,L2 be two finite separable extensions of K whose ramifications are
bounded by n. Let L′1 ⊂ L1 be a subextension. Then L′1 and the compositum L1L2 have
ramifications bounded by n.
7.2. Morphisms with bounded ramification along a divisor. Let us now assume
that k is a field and X is an integral normal scheme which is essentially of finite type
over k. Let K denote the function field of X and K a chosen separable closure of K. Let
D ⊂ X be an effective Weil divisor with support ∣D∣ = C. We consider C as a reduced
closed subscheme of X with complement U .
We write D = ∑
λ
nλ{λ}, where λ runs through the set of generic points of C. We
allow D to be empty in which case we write D = 0. For any generic point λ of C, we let
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Kλ denote the fraction field of the Henselization of the discrete valuation ring OX,λ. If
D′′ ⊂ X is another effective Weil divisor, then we shall say that D′′ ≥ D′ if D′′ −D′ is
effective in the free abelian group of Weil divisors on X.
Let Ue´t(U) be the category of finite e´tale covers of U . We denote an object of Ue´t(U)
by (U ′, f), where f ∶U ′ → U is the underlying finite e´tale map. For (U ′, f) ∈ Ue´t(U), let
X ′ denote the normalization of X in k(U ′), where the latter denotes the ring of total
quotients of U ′. Note that U ′ is a disjoint union of integral normal schemes each of
whose components lies in Ue´t(U). In particular, X ′ is also a disjoint union of integral
normal schemes each of which is finite and surjective over X and the induced map
X ′ →X extends f . We denote this extension by f itself. Let K ′ denote the ring of total
quotients of X ′. For any λ ∈ X ′(1) ∩ C, we let K ′λ denote the quotient field of OhX′,λ.
Note that the latter is a Henselian discrete valuation ring.
Definition 7.2. We shall say that (U ′, f) has ramification bounded by D if the map
f ∶X ′ → X has the property that for every generic point λ of D and every point λ′ ∈
f−1(λ), the extension of fields Kλ ↪K ′λ′ has ramification bounded by nλ.
Let L/K be a finite separable field extension. Let XL denote the normalization of X
in L and let f ∶XL →X denote the induced finite surjective map. We shall say that L/K
has ramification bounded by D if f is e´tale over U and the resulting cover (f−1(U), f)
has ramification bounded by D. We shall say that (U ′, f) (resp. L/K) is tamely ramified
if its ramification is bounded by C.
The following is easily deduced from definitions.
Proposition 7.3. If (U ′, f) has ramification bounded by D and D′ ≥D with ∣D′∣ = ∣D∣,
then it has ramification bounded by D′. If X is regular, then (U ′, f) has ramification
bounded by D = 0 if and only if f ∶X ′ →X is e´tale. If X is regular along C and the latter
is a normal crossing divisor, then (U ′, f) is tamely ramified if and only if it is tamely
ramified in the sense of [19, Definition 2.2.2].
Proof. The first part is clear. The third part follows from the third property of the
Abbes-Saito filtration. One way implication of the second part is also clear. So we only
need to show that if X is regular and (U ′, f) has ramification bounded by D = 0, then
f ∶X ′ → X is e´tale.
It follows from the second property of the Abbes-Saito filtration and the fppf descent
for unramified morphisms that f is unramified over all codimension one points of X.
Hence, it must be unramified. Since a dominant morphism over the spectrum of a
discrete valuation ring is flat, it follows that f is flat outside a closed subscheme B ⊂ C
whose codimension in X is more than one. It follows that f is e´tale outside B. The
Zariski-Nagata purity theorem then implies that B must be empty. 
7.3. The underlying Galois category. We fix a point u ∈ U together with the canon-
ical map u→ {u} = Spec(k(u)), where u is the spectrum of a separable closure of k(u).
Let F ∶Ue´t(U)→ Sets be the functor which assigns to any (U ′, f) ∈ Ue´t(U), the finite set
fu ∶= HomU(u,U ′). Let Ue´t(X,D) be the full subcategory of objects in Ue´t(U) which
have ramification bounded by D. There are inclusions of categories with fiber functors
(7.1) (Ue´t(X), F ) ↪ (Ue´t(X,D), F ) ↪ (Ue´t(U), F ).
It is well known that (Ue´t(X), F ) and (Ue´t(U), F ) are Galois categories in the sense of
[18, § 4, 5, Expose´ V]. The following lemma asserts a similar property of (Ue´t(X,D), F ).
Lemma 7.4. (Ue´t(X,D), F ) is a Galois category.
Proof. The proof of the lemma is routine following the strategy of the proof of [19,
Theorem 2.4.2]. Since (Ue´t(U), F ) is known to be a Galois category and (Ue´t(X,D), F )
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is its full subcategory, the axioms (G3), (G4) and (G5) of a Galois category from [18,
§ 4, 5, Expose´ V] are immediately verified. The axioms (G1) and (G2) follow from
Lemma 7.1 and the fact that the category of normal varieties admits quotients by finite
group actions. The axiom (G6) follows because it holds for (Ue´t(U), F ) and a finite
birational morphism between normal varieties is an isomorphism. We leave out the
details. 
Since a Galois category is equivalent to a category of finite sets with continuous action
of a uniquely determined pro-finite group (e.g., see SGA 1, V 4), we are led to the
following.
Definition 7.5. The (divisor based) e´tale fundamental group of X with modulus D is
the pro-finite group πdiv1 (X,D,u) such that (Ue´t(X,D), F ) is equivalent to the category
of finite sets with continuous action of πdiv1 (X,D,u). We let πadiv1 (X,D) denote the
abelianizer of πdiv1 (X,D,u) and call it the (divisor based) abelianized e´tale fundamental
group of X with modulus D. Since πdiv1 (X,D,u) varies from πdiv1 (X,D,u′) only by inner
automorphisms, the group πadiv1 (X,D) is well defined.
It follows from [18, Expose´ V, Proposition 6.9] that there are surjective continuous
homomorphisms
(7.2) Gal(Kab/K)↠ πab1 (U)↠ πadiv1 (X,D)↠ πab1 (X).
Recall that an object (U ′, f) of Ue´t(X,D) is called connected if U ′ is not empty and
for any inclusion (V ′, g) ↪ (U ′, f), the scheme V ′ is either empty or the inclusion is an
isomorphism. Recall also that if (U ′, f) is a connected finite e´tale cover of U , then it is
called a Galois cover if AutU(U ′) acts transitively on F (U ′). This is equivalent to saying
that U = U ′/AutU(U ′) and U ′ ×U U ′ ≅ U ×Spec (k) AutU(U ′) if we consider AutU(U ′) a
finite constant group scheme over Spec(k).
Lemma 7.6. For any (U ′, f) ∈ Ue´t(X,D) connected, there exists a Galois cover (V ′, g) ∈
Ue´t(X,D) dominating (U ′, f).
Proof. This is standard in Ue´t(U). One constructs (V ′, g) in Ue´t(U) as a connected
component of the n-fold self fiber product U ′n ∶= U ′ ×U ⋯ ×U U ′, where n = ∣F (U ′)∣. If(U ′, f) ∈ Ue´t(X,D), then we have seen in Lemma 7.4 that U ′n has ramification bounded
by D. Hence, so does (V ′, g). It follows that (V ′, g) is a connected Galois cover which
lies in Ue´t(X,D) and dominates (U ′, f). 
Lemma 7.7. Let (U ′, f) ∈ Ue´t(X,D) be a Galois cover and let K ′ be the function field
of U ′. Then K ′/K is Galois with Galois group AutU(U ′) and its ramification is bounded
by D.
Proof. This is an easy consequence of the fact that for a Galois cover (U ′, f), the action
of AutU(U ′) on F (U ′) defines a bijection AutU(U ′) ≅Ð→ HomU(ξ,U ′) for every geometric
point ξ → U . We can take ξ to be Spec (K) and the lemma follows. 
We say that (U ′, f) is abelian if it is a Galois cover with Galois group AutU(U ′)
abelian. If (U ′, f) is a Galois cover and we let H = [AutU(U ′),AutU(U ′)], then H
acts freely on U ′ and V ′ = U ′/H is a Galois cover of U with Galois group AutU(V ′) =
AutU(U ′)ab. We call V ′ the abelianization of U ′. If (U ′, f) ∈ Ue´t(X,D), then we have
seen in the proof of Lemma 7.4 that V ′ ∈ Ue´t(X,D).
Let Uab(U) denote the category of finite e´tale covers f ∶U ′ → U such that every con-
nected component of U ′ is an abelian cover of U . Let Uab(X,D) denote the full sub-
category of Uab(U) whose objects have ramification bounded by D. We denote the
restrictions of the functor F ∶Ue´t(U) → Sets to Uab(U) and Uab(X,D) by the same
notation F .
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Proposition 7.8. (Uab(X,D), F ) is a Galois category such that π1((Uab(X,D), F )) =
πadiv1 (X,D).
Proof. It is well known (and easy to show) that (Uab(U), F ) is a Galois category with
π1((Uab(U), F )) = πab1 (U). Since (Uab(X,D), F ) is a full subcategory of (Uab(U), F ),
the proof that the former category is Galois is same as that of Lemma 7.4. We shall
prove the second assertion.
Let (UGal(X,D), F ) denote the subcategory of Galois covers in (Ue´t(X,D), F ). Let
I be the set indexing the connected objects of (Ue´t(X,D), F ). Let IGal (resp. Iab)
be the set indexing the objects of (UGal(X,D), F ) (resp. (Uab(X,D), F )). If Pa, Pb ∈
(Uab(X,D), F ) corresponding to a, b ∈ Iab, then we let a ≤ b if Pb dominates Pa. Then
Iab is a partially ordered set. Moreover, it is directed. Indeed, we have seen above
that given a, b ∈ Iab, every connected component Z of Pa ×U Pb lies in (Ue´t(X,D), F ).
Furthermore, it follows from Lemma 7.6 that there is an object (Y, g) ∈ (Ue´t(X,D), F )
which is Galois and dominates Z.
We let Pc denote the abelianization of Y and let g
′
∶Pc → X be the induced map. We
have seen above that (Pc, g′) ∈ (Uab(X,D), F ). To show that (Pc, g′) dominates Pa, Pb, it
suffices to show that the function fields of Pa and Pb are dominated by the function field
of Pc. But this follows because the function field of Z dominates those of Pa and Pb and
Lemma 7.7 says that the Galois groups of the function fields of Pa and Pb are abelian.
We have thus shown that Iab is a directed set. An easier argument shows that the same
holds for I and IGal. Clearly, there are inclusions of directed sets Iab ↪ IGal ↪ I.
By definition of the automorphism group of a fiber functor, we have an isomorphism
of pro-finite groups πdiv1 (X,D) ≅Ð→ lim←Ð
a∈I
AutU(Pa). It follows from Lemma 7.6 that
(7.3) πdiv1 (X,D) ≅Ð→ lim←Ð
a∈IGal
AutU(Pa).
Now, we know that the transition maps of the projective system {AutU(Pa)}a∈IGal are
surjective. This implies that the same holds for the projective system of commutator
subgroups {[AutU(Pa),AutU(Pa)]}a∈IGal . It follows that the sequence
(7.4) 1→ lim←Ð
a∈IGal
[AutU(Pa),AutU(Pa)] → πdiv1 (X,D) → lim←Ð
a∈IGal
(AutU(Pa))ab → 1
is exact.
Since the projection [πdiv1 (X,D), πdiv1 (X,D)] → [AutU(Pa),AutU(Pa)] is surjective
for every a ∈ IGal, this implies by [49, Corollary 1.1.8] that
[πdiv1 (X,D), πdiv1 (X,D)] = lim←Ð
a∈IGal
[AutU(Pa),AutU(Pa)],
where the left hand side is the closure taken in πdiv1 (X,D). On the other hand, there is
an exact sequence of topological groups (by definition of πadiv1 (X,D))
(7.5) 1→ [πdiv1 (X,D), πdiv1 (X,D)] → πdiv1 (X,D) → πadiv1 (X,D) → 1.
Comparing (7.4) and (7.5), we get πadiv1 (X,D) ≅Ð→ lim←Ð
a∈IGal
(AutU(Pa))ab.
Finally, we note that the map IGal → Iab induced by Pa ↦ (Pa)ab is cofinal in Iab. It
follows that
(7.6) π1((Uab(X,D), F )) = lim←Ð
a∈Iab
AutU(Pa) ≅ lim←Ð
a∈IGal
(AutU(Pa))ab = πadiv1 (X,D).
This proves the second part of the proposition. 
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Lemma 7.9. Let IGal
D/K (resp. I
ab
D/K) be the directed system of finite Galois (resp. abelian)
extensions L/K which have ramification bounded by D. Then there are canonical iso-
morphisms of pro-finite groups
πdiv1 (X,D) ≅Ð→ lim←Ð
L∈IGal
D/K
Gal(L/K); πadiv1 (X,D) ≅Ð→ lim←Ð
L∈Iab
D/K
Gal(L/K).
Proof. We follow the notations of Proposition 7.8. Using Lemma 7.7 together with (7.3)
and (7.6), we only need to show that the correspondence (U ′, f)↦ k(U ′) defines isomor-
phisms of directed systems IGal ≅ IGal
D/K and I
ab ≅ Iab
D/K . But this is immediate. 
7.4. Pontryagin duality. Our next goal is to identify the Pontryagin dual of πadiv1 (X,D).
Before doing so, we briefly recall this duality. Let Pfd denote the full subcategory of
the category of topological abelian groups which are either pro-finite or discrete abelian
groups. We shall consider Q/Z as a discrete topological abelian group. For any G ∈ Pfd,
we let G∨ = Homcont(G,Q/Z) and consider it as a topological abelian group with respect
to the topology of point-wise convergence.
Suppose that G is either pro-finite or discrete torsion. Then G∨ ∈ Pfd. In this case, the
Pontryagin duality theorem (see [49, § 2.9]) says that G∨ is the classical Pontryagin dual
of G. Moreover, the evaluation map evG∶G → (G∨)∨ is an isomorphism of topological
abelian groups. Note that this duality does not hold otherwise. For example, Z∨ ≅ Q/Z
and (Z∨)∨ ≅ Ẑ. The evaluation map is the pro-finite completion map Z → Ẑ. In general,
we can however say the following.
Lemma 7.10. The functor G ↦ G∨ from Pfd to the category of topological abelian
groups is exact and the map evG is injective.
Proof. Let
0→ G′
α
Ð→ G
β
Ð→ G′′ → 0
be an exact sequence in Pfd. One can check by an easy inspection that
0→ G′′∨ → G∨ → G′∨
is exact. We prove that the last arrow is surjective.
If G is discrete, then other groups are also discrete and the assertion follows because
Q/Z is injective as an abelian group. We suppose therefore that G is pro-finite. Then
the other groups are also pro-finite. Since pro-finite groups are compact Hausdorff, we
see that G′ is closed in G. If H = Coker(G∨ → G′∨) ≠ 0, then we have an exact sequence
0→H∨ → G′
α
Ð→G
using the Pontryagin duality theorem. Since H ≠ 0, one knows that H∨ can not be zero,
again by the Pontryagin duality. But this contradicts the assumption that α is injective.
The second part of the lemma follows easily from the first part and the example before
the lemma using the fact that every torsion-free discrete abelian group is a direct limit
of finitely generated free abelian groups. We leave out the details. 
Lemma 7.11. Let G ∈ Pfd and H ⊂ G a subgroup. Then H is dense in G if and only
if every element of G∨ which annihilates H is zero.
Proof. SupposeH is dense in G and let χ ∈ G∨ = Homcont(G,Q/Z) is such that χ(H) = 0.
Since Ker(χ) is closed in G and it contains H, it must contain G. Equivalently, χ = 0.
Conversely, suppose every element of G∨ which annihilates H is zero and H ≠ G. Let
G′ = G/H. Then G′ ∈ Pfd and it follows from Lemma 7.10 that there is an exact sequence
of continuous homomorphisms
0→ G′∨ → G∨ →H
∨
→ 0.
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Since G′ ≠ 0, we have that G′∨ ≠ 0. We now chose any χ ≠ 0 in G′∨. Then χ is a non-zero
character of G which vanishes on H. This contradicts our hypothesis. 
7.5. The Pontryagin dual of πadiv1 (X,D). In this section, we shall identify the Pon-
tryagin dual of πadiv1 (X,D) as a specific subgroup of H1(U).
Let X be as in § 7.2. For any x ∈ X(1) ∩ C, we let K̂x denote the quotient field of
the mx-adic completion ÔX,x of OX,x. Let OshX,x denote the strict Henselization of OX,x
and let Kshx denote its quotient field. Then it is clear from the definitions that there are
inclusions
(7.7) K ↪Kx ↪Kshx ↪K and K ↪Kx ↪ K̂x.
Let IrrC denote the set of all generic points of C and let Cλ denote the closure of an
element λ ∈ IrrC . Let D ⊂ X be an effective Weil divisor with support C. We write
D = ∑
λ∈IrrC
nλCλ. We can also write D = ∑
x∈X(1)
nx{x}, where nx = 0 for all x ∈ U .
Definition 7.12. Let filDH
1(K) denote the subgroup of characters χ ∈ H1(K) such
that for every x ∈ X(1), the image χx of χ under the canonical surjection H1(K) ↠
H1(Kx) (the surjectivity follows from (7.7)) lies in filmsnxH1(Kx). By Theorem 6.1, this
is equivalent to the condition that χx ∈ filasnxH1(Kx).
Since nx = 0 for all x ∈ U (1), it follows from the property (2) of the Abbes-Saito
filtration that filDH
1(K) lies inside H1(U) under the canonical inclusion H1(U) ↪
H1(K). We shall therefore write filDH1(K) also as filDH1(U). In fact, H1(U) can
be completely described in terms of filDH
1(U) if we allow D to vary. To see this, let
DivC(X) denote the set of all closed subschemes D ⊂ X such that Dred = C. Then
DivC(X) is clearly a directed set with respect to inclusion. Let DivWC (X) denote the set
of all effective Weil divisors on X with support C. Then DivWC (X) is a directed set with
respect to the order: D1 ≤D2 if D2 dominates D1 (i.e., D2 −D1 is effective). There is a
canonical morphism of directed sets DivC(X) → DivWC (X) which has the property that
given any D ∈ DivWC (X), there exists D′ ∈ DivC(X) such that D ≤D′ as Weil divisors.
Proposition 7.13. The canonical map
limÐ→
D∈DivC(X)
filDH
1(K)→H1(U)
is an isomorphism.
Proof. We only need to show that the map in question is surjective. Let χ ∈ H1(U).
Let λ ∈ IrrC and let χλ denote its image under the composite map H1(U) ↪ H1(K) →
H1(Kλ). By Theorem 6.1, there exists an integer nλ ≥ 1 such that χλ ∈ filmsnλH1(Kλ).
We let D = ∑
λ∈IrrC
nλCλ. Since χ ∈H1(U), one has that χx ∈ films0 H1(Kx) for all x ∈ U (1).
It follows immediately that χ ∈ filDH1(K). If we choose any element D′ ∈ DivC(X)
dominating D, we get χ ∈ filD′H1(K). 
To give a similar description of filDH
1(K) as a subgroup of H1(K), let IGal
D/K and
Iab
D/K be as in Lemma 7.9. For L/K a finite separable extension, let H1(L/K) denote the
Pontryagin dual of Gal(L/K). In other words, it is the kernel of the canonical surjection
H1(K)↠ H1(L). Note that the mapH1(Lab/K)→H1(L/K) is an isomorphism, where
Lab is the maximal abelian extension of K inside L.
Let Iab
U/K be the direct system of finite abelian extensions L/K which are e´tale along
U . Since the map πab1 (U) → Gal(L/K) is surjective for every L ∈ IabU/K and πab1 (U) ≅Ð→
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lim←Ð
L∈Iab
U/K
Gal(L/K) (analogous to (7.3)), it follows from the Pontryagin duality of pro-
finite groups (see [49, Lemma 2.9.3]) that the map limÐ→
L∈Iab
U/K
H1(L/K) → H1(U) is an
isomorphism.
Lemma 7.14. Let L/K be a finite abelian extension. Then L ∈ Iab
D/K if and only if
H1(L/K) ⊂ filDH1(K).
Proof. Suppose L ∈ Iab
D/K and χ ∈ H1(L/K). Then χ(Gal(Kab/L)) = 0. Let x ∈ X(1). If
x ∈ U , then χ is unramified at x since L is unramified along U . Hence, χx(G(0)Kx) = 0.
Equivalently, χ ∈ filas0 H1(Kx). Let f ∶ XL → X denote the normalization of X in L. If
x ∈ IrrC , then it follows from the definition of L being in IabD/K that G(nx)Kx ⊂ Gal(Kabx /Lx′)
under the inclusions G
(nx)
Kx
↪ GKx ⊃ Gal(Kabx /Lx′), where x′ ∈ f−1(x). It follows that
χx(G(nx)Kx ) = 0. Equivalently, χx ∈ filasnxH1(Kx). We have therefore shown that χ ∈
filDH
1(K).
Conversely, suppose thatH1(L/K) ⊂ filDH1(K). ThenH1(L/K) ⊂H1(U) and taking
their Pontryagin duals, we get πab1 (U)↠ Gal(L/K). Since πab1 (U) is the Galois group of
the maximal abelian extension of K which is e´tale over U , we conclude from the Galois
theory that L is e´tale over U . We now show that the ramification of L/K is bounded by
D.
Let x ∈ IrrC and let x′ ∈ f−1(x). We need to show that G(nx)Kx is annihilated under
the map Gal(Kabx /Kx)→ Gal(Lx′/Kx). For this, we consider the commutative diagram
(see (7.7))
(7.8) G
(nx)
Kx
  //
##❍
❍❍
❍❍
❍❍
❍❍
Gal(Kabx /Kx) // // _

Gal(Lx′/Kx)

  // Gal((Kx ⊗K L)/Kx)
≅
ww♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
♥
Gal(Kab/K) // // Gal(L/K).
Note that the slanted arrow on the right is an isomorphism because Spec(L) → Spec (K)
is a Gal(L/K)-torsor and Spec (Kx ⊗K L) → Spec (Kx) is a base change of this torsor.
It suffices therefore to show that G
(nx)
Kx
⊂ Gal(Kab/K) is annihilated in Gal(L/K).
To prove this last claim, it suffices using the Pontryagin duality to show that every
character of Gal(L/K) annihilates the image of G(nx)
Kx
. The latter is equivalent to the
statement that every element χ ∈H1(L/K) has the property that χx lies in filasnxH1(Kx).
But this is ensured by our hypothesis that H1(L/K) ⊂ filDH1(K). 
Proposition 7.15. The inclusion filDH
1(K)↪H1(K) defines an isomorphism
limÐ→
L∈Iab
D/K
H1(L/K) ≅Ð→ filDH1(K).
Proof. Recall that H1(K) is a torsion abelian group. We consider it a topological abelian
group with discrete topology. Let F = H1(U)/filDH1(K) so that there is an exact
sequence of discrete torsion abelian groups
(7.9) 0→ filDH1(K)→ H1(U)→ F → 0.
Since Homcont(G,Q/Z) ≅ HomAb(G,Q/Z) for a discrete torsion group G, it follows
from Lemma 7.10 that
(7.10) 0→ F∨ → πab1 (U) → (filDH1(K))∨ → 0
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is an exact sequence of continuous homomorphisms of pro-finite abelian groups (see [49,
Theorem 2.9.6]). Note that F∨ is closed in πab1 (U) as (filDH1(K))∨ is Hausdorff.
It follows from [49, Proposition 2.1.4(d)] that F∨ is an intersection of open (hence
closed) subgroups of πab1 (U). Let J be the set of all open subgroups of πab1 (U) which
contain F∨. Then J is a directed set whose order is given by declaring H1 ≤ H2 if
H1 ⊂ H2. The above statement then says that F∨ = lim←Ð
H∈J
H. Hence, we get a short exact
sequence of inverse systems of pro-finite groups
(7.11) 0→ {H}H∈J → {πab1 (U)}H∈J → {πab1 (U)/H}H∈J → 0,
where the middle term is a constant inverse system. We conclude from [49, Proposi-
tion 2.2.4] that this sequence remains exact after taking the inverse limits. But this is
equivalent by (7.10) to saying that the map
(7.12) (filDH1(K))∨ → lim←Ð
H∈J
πab1 (U)/H
is an isomorphism of pro-finite groups.
For every H ∈ J , let H ′ = p−1U (H), where pU ∶Gal(Kab/K)↠ πab1 (U) is the canonical
surjection. Then Galois theory of field extensions tells us that there is a unique finite
abelian subextension LH/K such that Gal(LH/K) = Gal(Kab/K)/H ′ = πab1 (U)/H. Any
such LH must lie in I
ab
U/K . Moreover, (filDH1(K))∨ ≅Ð→ lim←Ð
H∈J
Gal(LH/K). Using the
Pontryagin duality and [49, Lemma 2.9.3], we get
(7.13) limÐ→
H∈J
H1(LH/K) ≅Ð→ filDH1(K).
Since LH ∈ IabD/K for every H ∈ J by Lemma 7.14, the desired surjectivity follows. 
Theorem 7.16. By taking the Pontryagin duals, the canonical homomorphism of pro-
finite groups π1(U)→ πdiv1 (X,D) defines an isomorphism
(πdiv1 (X,D))∨ ≅ (πadiv1 (X,D))∨ ≅Ð→ filDH1(K).
Proof. The first isomorphism is obvious. We only need to prove the second isomorphism.
By Lemma 7.9, we have πadiv1 (X,D) ≅Ð→ lim←Ð
L∈Iab
D/K
Gal(L/K). Taking the Pontryagin duals,
this yields (see [49, Lemma 2.9.3]) limÐ→
L∈Iab
D/K
H1(L/K) ≅Ð→ (πadiv1 (X,D))∨. We now apply
Proposition 7.15 to conclude the proof. 
Corollary 7.17. The maps πab1 (U) → πadiv1 (X,D) define an isomorphism of pro-finite
groups
πab1 (U) ≅Ð→ lim←Ð
D∈DivC(X)
πadiv1 (X,D).
Proof. Combine Proposition 7.13, Theorem 7.16 and the Pontryagin duality. 
Remark 7.18. The reader may note that filDH
1(K) is meaningful as long as X is an
integral scheme which is regular at the generic points of ∣D∣. One can therefore define
πadiv1 (X,D) in this generality by letting it be the Pontryagin dual of filDH1(K). From
this perspective, Theorem 7.16 provides a Tannakian interpretation of filDH
1(K) if X
is normal.
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7.6. Zariski-Nagata purity theorem for πadiv1 (X,D). Using Theorem 7.16, we can
extend the Zariski-Nagata purity theorem for πab1 (U) to πadiv1 (X,D) as follows. Let
A ⊂ X be a closed subset such that dim(A) ≤ dim(X) − 2. Let X ′ = X ∖ A. Set
U ′ = U ∩X ′ and D′ = j∗(D), where j∶X ′ ↪X is the inclusion.
Theorem 7.19. Assume that U is regular. Then the Canonical map j∗∶π
adiv
1 (X ′,D′)→
πadiv1 (X,D) is an isomorphism.
Proof. By Theorem 7.16, it suffices to show that the inclusion filDH
1(K) ⊂ filD′H1(K)
is a bijection. So let χ ∈ filD′H1(K). Since j∗∶H1(U) → H1(U ′) is an isomorphism
by the Zariski-Nagata purity theorem for e´tale fundamental group and the Pontryagin
duality, it follows that χ ∈ H1(U). Since no generic point of C = ∣D∣ can lie in A, it is
now clear that χ ∈ filDH1(K). 
8. The reciprocity for C(X,D)
In this section, our goal is to define a reciprocity between C(X,D) and πadiv1 (X,D)
for a given codimension one closed subscheme D ⊂X and prove the reciprocity theorem
for these groups. This will prove Theorem 1.6. Our set up is the following.
Let k be a finite field and X ∈ Schk an integral normal scheme of dimension d ≥ 1. Let
D ⊂X be a closed subscheme of pure codimension one and C =Dred. We let U =X ∖C.
Let η denote the generic point of X and let K = k(η). We fix a separable closure K of
K and assume all separable algebraic extensions of K to be inside K. The first result of
this section is the following (compare with Proposition 5.15).
Theorem 8.1. There exists a continuous reciprocity homomorphism ρX ∣D ∶C(X,D) →
πadiv1 (X,D) such that the diagram
(8.1) CU/X
ρU/X
//

πab1 (U)

C(X,D)ρX ∣D// πadiv1 (X,D)
is commutative.
Proof. Let pX ∣D ∶CU/X → C(X,D) and qX ∣D∶πab1 (U) → πadiv1 (X,D) denote the quotient
maps. Since C(X,D) is a quotient of CU/X with quotient topology, we only need to
show that qX ∣D ○ ρU/X annihilates the relative Milnor K-groups of maximal Parshin
chains (with respect to the canonical dimension function) on (U ⊂ X) relative to the
ideal of D, where ρU/X ∶CU/X → π
ab
1 (U) is the reciprocity map from Proposition 5.13.
Let P = (p0, . . . , pd) be a maximal Parshin chain on (U ⊂ X). Let ID be the im-
age of the ideal sheaf ID in OhX,P ′ , where recall that P ′ = (p0, . . . , pd−1). We let
x = Spec(k(pd−1)) and Cx = {x} so that Cx is an irreducible component of C. Let
nx be the multiplicity of Cx in D. We then know that ID = mnx , where m is the Ja-
cobson radical of OhX,P ′ (see the last paragraph of § 2.2). We let V ⊂ K be a d-DV
dominating P and let K ′ be the quotient field of V h. We have seen in § 2.3 that K ′ is a
d-dimensional Henselian local field whose ring of integers OK ′ dominates OhX,x. We have
IDOK ′ = mnxK ′, wheremK ′ is the maximal ideal ofOK ′. It suffices to show that the image of
KMd (OK ′ ,mnxK ′) = U ′nxKMd (K ′) under the composite map KMd (K ′)→ IU/X
ρU/X
ÐÐÐ→ πab1 (U)
dies in πadiv1 (X,D) (see § 6.2).
Now, it follows from the construction of ρU/X (see § 5.4) that there is a diagram
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(8.2) KMd (K ′)

ρK′// Gal(K ′ab/K ′)
qV

IU/X ρU/X
// πab1 (U)
qX ∣D
// πadiv1 (X,D),
where the square on the left is commutative. We need to show that qX ∣D ○ qV ○ ρK ′ an-
nihilates U ′nxK
M
d (K ′). Using the Pontryagin duality for pro-finite groups, this is equiv-
alent to showing that every continuous character of πadiv1 (X,D) annihilates the image
of U ′nxK
M
d (K ′). By Theorem 7.16, this is equivalent to showing that for every element
χ ∈ filDH1(K), the composite character χ ○ qV annihilates the image of U ′nxKMd (K ′) in
Gal(K ′ab/K ′).
However, χ ∈ filDH1(K) ⊂ H1(U) implies that χx ∈ filmsnxH1(Kx). The factorization
H1(U) → H1(Kx) → H1(K ′) then tells us that χ ○ qV ∈ filmsnxH1(K ′). But this forces
χ ○ qV to annihilate U
′
nx
KMd (K ′) by Theorem 6.5. 
Corollary 8.2. The reciprocity map ρU/X factorizes into the composition of continuous
homomorphisms making the diagram
(8.3) CU/X //
!! !!❈
❈❈
❈❈
❈❈
❈
ρU/X
%%
C̃U/X
ρ̃U/X
//
pX ∣D

πab1 (U)
qX ∣D

C(X,D)ρX ∣D// πadiv1 (X,D)
commutative.
Proof. The factorization follows from the construction of ρU/X , definition of C̃U/X , Corol-
lary 7.17 and Theorem 8.1. 
8.1. Agreement with the Kato-Saito reciprocity map. For every L ∈ Iab
D/K , it was
shown by Kato-Saito in [28, § 3.7] that there exists a closed subscheme D′ ⊂ X with
support C such that D′ ≥D, and a reciprocity map ρ′
D′∣L∶CKS(X,D′)→ Gal(L/K) (see
Proposition 5.15).
Lemma 8.3. Assume that U is regular. Then the diagram
(8.4) C(X,D′) // //
ψX ∣D′

C(X,D)ρX ∣D// πadiv1 (X,D)

CKS(X,D′)
ρ′
D′∣L
// Gal(L/K)
is commutative. In particular, ρ̃U/X agrees with the Kato-Saito reciprocity map induced
by [28, Theorem 9.1(3)].
Proof. It follows from the construction of the isomorphism ψX ∣D′ in Theorem 3.8 that
for every closed point x ∈ U , the diagram
(8.5) KM0 (k(x)) //
%%▲
▲▲
▲▲
▲▲
▲▲
▲
C(X,D′)
ψX ∣D′≅

CKS(X,D′)
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is commutative, where the top horizontal arrow is the canonical map from the Milnor
K-theory of the Parshin chain {x} and the diagonal arrow is the forget support map
Hdx(X,KMd,(X,D′)) → Hdnis(X,KMd,(X,D′)). It suffices therefore to show using [28, Theo-
rem 2.5] that for every closed point x ∈ U , the diagram (8.4) commutes if we replace
both C(X,D′) and CKS(X,D′) by KM0 (k(x)). But both maps are simply the Frobe-
nius substitution by the construction of ρU/X in Proposition 5.13 and by [28, Proposi-
tion 3.8]. 
8.2. The reciprocity map for degree zero subgroups. The structure map X →
Spec (k) defines natural maps πab1 (U) ↠ πadiv1 (X,D) ↠ πab1 (X) → Gal(k/k) ≅ Ẑ. The
latter map is surjective if X is geometrically connected. Let deg′ denote the composite
map. We denote the composite map πadiv1 (X,D) ↠ πab1 (X) → Gal(k/k) also by deg′.
We let πab1 (U)0 = Ker(deg′∶πab1 (U)→ Ẑ) and πadiv1 (X,D)0 = Ker(deg′∶πadiv1 (X,D) → Ẑ).
We also have the degree map deg∶C(X,D) → Z by Proposition 4.8.
Lemma 8.4. Assume that X is projective over k and U is regular. Then there exists
an integer n ≥ 1 depending only on U and a commutative diagram of exact sequences of
topological abelian groups
(8.6) 0 // C(X,D)0 //

C(X,D) deg/n//
ρX ∣D

Z _

// 0
0 // πadiv1 (X,D)0 // πadiv1 (X,D)deg
′/n
// Ẑ // 0,
where the right vertical arrow is the pro-finite completion map.
Proof. We need to show that the right square commutes. We first show that this square
commutes without dividing the degree maps by any integer n. Since the map Z0(U) →
C(X,D) is surjective by Theorem 3.8 and [28, Theorem 2.5], it suffices to show that for
every closed point x ∈ U , the diagram
(8.7) K0(k(x))
ρk(x)

deg
// Z

πab1 (k(x)) q∗ // Ẑ
commutes, where q∶Spec (k(x)) → Spec (k) is the projection. But this is classical.
We now letM andM ′ be the images of the maps deg∶CU/X → Z and deg
′
∶πab1 (U)→ Ẑ,
respectively. We must have M = nZ for some integer n ≥ 1. Moreover, M and M ′ must
also be the images of deg∶C(X,D) → Z and πadiv1 (X,D) → Ẑ, respectively. We thus get
a commutative diagram of exact sequences
(8.8) 0 // M //

Z //

Z/n //

0
0 // M ′ // Ẑ // M ′′ // 0.
We identify M with Z via the map Z
n
Ð→ M . By the functoriality of the pro-finite
completion, there is a commutative diagram
Z
n //

Z

Ẑ
n // Ẑ,
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where the vertical arrows are pro-finite completion maps. Since Z/m nÐ→ Z/m is con-
tinuous for all m ≥ 1, it follows that the bottom horizontal arrow in this diagram is
continuous. It follows from the universal property of pro-finite completion and (8.8)
that the image of this bottom horizontal arrow lies inside M ′. Since the image nẐ of
this map is closed, we see that Ẑ
n
Ð→ Ẑ is an embedding into a closed subgroup contained
in M ′.
On the other hand, the Chebotarev-Lang density theorem (see [56, Theorem 5.8.16])
says that the image of ρU/X is dense. Hence, the image of C(X,D) is dense in πadiv1 (X,D).
Since the latter maps onto M ′ via deg′, it follows that M is dense in M ′. Since nẐ con-
tains M and is closed, it must contain M ′. We therefore conclude that M ′ = nẐ. It also
follows from this that the right vertical arrow of (8.8) is an isomorphism. This finishes
the proof. 
Corollary 8.5. Assume that X is projective over k and U is regular. Then (8.6) induces
a commutative diagram of short exact sequences of discrete abelian groups
(8.9) 0 // (Ẑ)∨ //
≅

(πadiv1 (X,D))∨ //
ρ∨
X ∣D

(πadiv1 (X,D)0)∨ //
ρ∨
X ∣D

0
0 // Z∨ // C(X,D)∨ // (C(X,D)0)∨ // 0,
where the left vertical arrow is an isomorphism.
Proof. We only need to show that the left vertical arrow is an isomorphism as everything
else follows from Lemmas 7.10 and 8.4. However, it is well known that the pro-finite
completion map Z ↪ Ẑ induces the map Homcont(Ẑ,Q/Z) → HomAb(Z,Q/Z) which is
an isomorphism. 
8.3. Completions of the idele class groups. Assume further that X is projective
over k and U is regular. We let DivC(X) denote the set of closed subschemes of X of
pure codimension one and with support C. Recall that DivC(X) is a directed set with
respect to inclusion. Note also that every D ∈ DivC(X) defines a unique effective Weil
divisor on X, which we shall also denote by D. We shall let N be the set of all positive
integers. We shall say that m1 ≤′ m2 if m1 divides m2. This makes N a directed set.
We let I = DivC(X) × N and say that (D1,m1) ≤ (D2,m2) if D1 ≤ D2 and m1 ≤′ m2.
It is easy to see that I is a directed set with this coordinate-wise partial order. This
partial order naturally makes I a diagram category. An inverse (resp. direct) system
{Gij}(i,j)∈I in a category C is a contravariant (resp. covariant) functor from I to C.
If C admits all small limits and {Gij}(i,j)∈I is an inverse system in C, then it is well
known that there are canonical isomorphisms
(8.10) lim←Ð
i∈DivC(X)
lim←Ð
j∈N
Gij ≅ lim←Ð
(i,j)∈I
Gij ≅ lim←Ð
j∈N
lim←Ð
i∈DivC(X)
Gij .
Similarly, if C admits all small colimits and {Gij}(i,j)∈I is a direct system in C, then
there are canonical isomorphisms
(8.11) limÐ→
i∈DivC(X)
limÐ→
j∈N
Gij ≅ limÐ→
(i,j)∈I
Gij ≅ limÐ→
j∈N
limÐ→
i∈DivC(X)
Gij .
We shall apply the above machinery to the contravariant functor I → Ab given by
(D,m) ↦ C(X,D)/m. We shall denote this by {C(X,D)/m}. Before we study the
completions of this inverse system, we state the following crucial result. For every A ∈
Ab, we let A/∞ = lim←Ð
m∈N
A/mA.
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Lemma 8.6. For every D ∈ DivC(X), the map C(X,D)0 → C(X,D)0/∞ is an isomor-
phism. In particular, the map (C̃U/X)0 → lim←Ð
D,m
C(X,D)0/m is an isomorphism.
Proof. The first isomorphism is immediate from Theorem 12.8. The second isomorphism
follows from the first isomorphism, Corollary 4.9 and (8.10). 
It follows from Proposition 4.8 that the sequence
(8.12) 0→ C(X,D)0/m→ C(X,D)/m (deg)/nÐÐÐÐ→ Z/m→ 0
is exact for every (D,m) ∈ I.
Lemma 8.7. For every m ∈ N, the canonical map C̃U/X/m → lim←Ð
D
C(X,D)/m is an
isomorphism.
Proof. Let us denote the map of the lemma by θm. It follows from Proposition 4.8, the
Mittag-Leffler property of {C(X,D)0/m} and injectivity of C(X,D)0/m → C(X,D)/m
that there is a commutative diagram of short exact sequences
(8.13) 0 // (C̃U/X)0/m //

C̃U/X/m (deg)/n//
θm

Z/m // 0
0 // lim←Ð
D
C(X,D)0/m // lim←Ð
D
C(X,D)/m(deg)/n// Z/m // 0.
It suffices therefore to show that the left vertical arrow in this diagram is an isomor-
phism. It follows from Corollary 4.9 and Theorem 12.8 that (C̃U/X)0 is pro-finite. Hence,
the desired isomorphism follows from Lemma 8.10 below. 
Since each C(X,D)0 is finite by Theorem 12.8, it follows from [49, Lemma 1.1.5]
that the pro-abelian group {lim←Ð
D
C(X,D)0/m}m∈N is Mittag-Leffler. Using Lemma 8.6
and (8.13), we therefore conclude the following.
Corollary 8.8. There exists a commutative diagram of short exact sequences of contin-
uous homomorphisms of topological abelian groups
(8.14) 0 // (C̃U/X)0 // C̃U/X (deg)/n //
 _

Z _

// 0
0 // (C̃U/X)0 //
θU/X ≅

C̃U/X/∞ (deg)/n//
θU/X≅

Ẑ // 0
0 // lim←Ð
D,m
C(X,D)0/m // lim←Ð
D,m
C(X,D)/m(deg)/n// Ẑ // 0,
where the top vertical arrows are completion maps and the bottom vertical arrows are
isomorphisms. In particular, C̃U/X is dense in the pro-finite group C̃U/X/∞ and there is
a short exact sequence
(8.15) 0→ C̃U/X → C̃U/X/∞ (deg)/nÐÐÐÐ→ Ẑ/Z→ 0.
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Proof. We only need to give an argument for density of C̃U/X in C̃U/X/∞ as everything
else is clear from what we have shown above. But this density follows immediately from
Lemma 7.11 using a diagram chase in (8.14). 
Corollary 8.9. For every m ∈ N and D ∈ DivC(X), the reciprocity map ρU/X gives rise
to a commutative diagram
(8.16) CU/X
ρU/X

rr❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡
xx♣♣
♣♣
♣♣
♣♣
♣♣
♣
C̃U/X
  //
ρ̃U/X
$$■
■■
■■
■■
■■
pX ∣D

C̃U/X/∞
ρ∞
U/X
≅
&&◆
◆◆
◆◆
◆◆
◆◆
◆
pX ∣D

πab1 (U)
qX ∣D

πab1 (U)
qX ∣D

C(X,D)
ρX ∣D %%❏
❏❏
❏❏
❏❏
❏❏
// // C(X,D)/m
ρX ∣D/m
''◆
◆◆
◆◆
◆◆
◆◆
◆◆
πadiv1 (X,D) // // πadiv1 (X,D)/m.
Proof. The only thing we need to show is that ρ̃U/X factors through ρ
∞
U/X and the latter
is an isomorphism. Everything else is clear from the construction of ρU/X . For the
factorization, it suffices to show that the canonical map πab1 (U) → lim←Ð
D,m
πadiv1 (X,D)/m is
an isomorphism. However, it follows from Corollary 7.17 and Lemma 8.10 that the map
πab1 (U)/m → lim←Ð
D
πadiv1 (X,D)/m is an isomorphism for every m ∈ N. Taking the limit
over m ∈ N, using (8.10) and the known isomorphism πab1 (U) ≅Ð→ lim←Ð
m
πab1 (U)/m, we get
the desired isomorphism.
To see that ρ∞
U/X is an isomorphism, we observe using using Lemma 8.3 and taking
limit over I that ρ∞
U/X coincides with the reciprocity map of [28, Theorem 9.1]. But the
latter is an isomorphism. 
Lemma 8.10. Let G = lim←Ð
i
Gi be the limit of an inverse system of compact Hausdorff
topological abelian groups {Gi} whose transition maps are surjective. Let m ∈ N be any
integer. Then the canonical map G/m → lim←Ð
i
Gi/m is an isomorphism.
Proof. We have a short exact sequence of pro-abelian groups
(8.17) 0→ {mGi}→ {Gi}→ {Gi/m}→ 0.
Since {Gi} is Mittag-Leffler, so is {mGi}. This yields a short exact sequence
(8.18) 0→ lim←Ð
i
mGi → G→ lim←Ð
i
Gi/m→ 0.
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Since mG maps onto mGi for every i, there is a commutative diagram of short exact
sequences
(8.19) 0 // mG //

G // G/m //

0
0 // lim←Ð
i
mGi // G // lim←Ð
i
Gi/m // 0.
Moreover, it follows from [49, Corollary 1.1.8] that mG = lim←Ð
i
mGi, where mG denotes
the closure of mG in G. However, the multiplication map G
m
Ð→ G is continuous as G
is a topological abelian group. Since each Gi is compact Hausdorff, it follows that G is
compact Hausdorff. Hence, mG must be closed in G. This implies that the left vertical
arrow in (8.19) is an isomorphism. But this implies that the right vertical arrow is also
an isomorphism, as desired. 
8.4. The reciprocity theorem. The first main result of this paper is the following
reciprocity theorem for the idele class group with modulus.
Theorem 8.11. Let k be a finite field and X ∈ Schk an integral normal scheme. Let
D ⊂X be a closed subscheme of pure codimension one such that X ∖D is regular. Then
the reciprocity map ρX ∣D ∶C(X,D) → πadiv1 (X,D) has dense image. This map is injective
if X is projective over k.
Proof. The density assertion is a direct consequence of the Chebotarev-Lang density
theorem [56, Theorem 5.8.16]. The main task is to prove that ρX ∣D is injective assuming
X is projective.
To prove the injectivity, it suffices to show that the map C(X,D)0 → πadiv1 (X,D)0 is
injective by Lemma 8.4. Using Theorem 12.8, this injectivity is equivalent to showing
that the map ρ∨
X ∣D ∶ (πadiv1 (X,D)0)∨ → (C(X,D)0)∨ is surjective. We fix a character
χ ∈ (C(X,D)0)∨. We choose m ∈ N large enough such that C(X,D)0 ≅ C(X,D)0/m
using Theorem 12.8. Using Proposition 4.8 and Lemma 7.10, χ lifts to a character of
C(X,D)/m. Choose one such lift and denote its image in C(X,D)∨ also by χ. We let
χ̃ = p∨
X ∣D(χ) and consider the commutative diagram (see § 5.6)
(8.20) filDH
1(K)ρ
∨
X ∣D
//
 _
q∨
X ∣D

C(X,D)∨
 _
p∨
X ∣D

(C(X,D)/m)∨? _oo

H1(U) ρ̃
∨
U/X
//
(ρ∞
U/X
)∨
≅
00
(C̃U/X)∨
(C̃U/X/∞)∨.
ee▲▲▲▲▲▲▲▲▲▲
Since χ ∈ (C(X,D)/m)∨, it follows from Corollary 8.8 that χ̃ ∈ (C̃U/X/∞)∨. We
conclude from Corollary 8.9 that there exists χ′ ∈ H1(U) such that ρ̃∨
U ∣X(χ′) = χ̃. It
suffices to show that χ′ lies in the image of q∨
X ∣D.
We let C =Dred. We fix a point x ∈ IrrC and let χ′x be the image of χ′ in H1(Kx). We
need to show that χ′x ∈ filmsnxH1(Kx), where nx is the multiplicity of D at x. By Corol-
lary 6.3, it suffices to show that for some maximal Parshin chain P = (p0, . . . , pd−2, x, η)
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on (U ⊂ X) and d-DV V ⊂ K dominating P , the image of χ′x in H1(Q(V h)) lies in the
subgroup filmsnxH
1(Q(V h)).
Choose any Parshin chain as above and call it P0. Let V ⊂ K be a d-DV dominating
P0 and let χ̂x denote the image of χ
′
x in H
1(Q(V h)). Let V = V0 ⊂ ⋯ ⊂ Vd−1 ⊂ Vd =K be
the chain of valuation rings associated to V . Then Q(V h) is a d-dimensional Henselian
local field whose ring of integers is Ṽd−1 (see § 2.3). By Theorem 6.5, it suffices to
show that {α, χ̂x} = 0 for every α ∈ KMd (Ṽd−1, ID) = KMd (Ṽd−1,mnx) under the pairing
KMd (Q(V h)) ×H1(Q(V h))→Hd+1(Q(V h)). Here, m is the maximal ideal of Ṽd−1.
Now, we are given that χ̃ annihilates Ker(pX ∣D) and the latter is the sum of images of
KMd (OhX,P ′ , ID)→ CU/X , where P runs through all maximal Parshin chains on (U ⊂X).
In particular, χ′ ○ ρU/X annihilates the image of K
M
d (OhX,P ′0 , ID) → CU/X . It follows
from (6.14) that χ′○ρU/X annihilates the image ofK
M
d (Ṽd−1,mnx)→ CU/X . Equivalently,
{α, χ̂x} = 0 for every α ∈ KMd (Ṽd−1,mnx). We have thus proven the desired claim, and
hence the theorem. 
Corollary 8.12. Under the hypothesis of Theorem 8.11, the reciprocity map ρX ∣D in-
duces an isomorphism
ρX ∣D ∶C(X,D)0 ≅Ð→ πadiv1 (X,D)0
if X is projective over k. In particular, πadiv1 (X,D)0 is finite.
Proof. By Theorem 8.11, we only need to prove that ρX ∣D is surjective. Since π
adiv
1 (X,D)0
is a pro-finite group and since C(X,D)0 is finite by Theorem 12.8, it suffices to show
that the image of C(X,D)0 is dense in πadiv1 (X,D)0. By Lemma 7.11, we need to
show that every element of (πadiv1 (X,D)0)∨ which vanishes on C(X,D)0 is zero. We fix
χ ∈ (πadiv1 (X,D)0)∨ which vanishes on C(X,D)0.
We now look at the diagram (8.9). This shows that χ lifts to an element χ′ ∈
(πadiv1 (X,D))∨. Since ρ∨X ∣D(χ) = 0, a diagram chase shows that there exists an element
χ′′ ∈ (Ẑ)∨ such that ρ∨
X ∣D(χ′ −χ′′) = 0. On the other hand, it follows from Theorem 8.11
and Lemma 7.11 that the middle vertical arrow in (8.9) is injective. It follows that
χ′ = χ′′. Equivalently, χ = 0. 
Corollary 8.13. Let X and D be as in Corollary 8.12 and m ∈ N. Then the reciprocity
map ρX ∣D induces an isomorphism of finite groups
ρX ∣D ∶C(X,D)/m ≅Ð→ πadiv1 (X,D)/m.
Proof. Use Lemma 8.4 and Corollary 8.12. 
9. Reciprocity map to πab1 (X,D)
In this section, we recall the definition of the e´tale fundamental group with modulus
which describes finite e´tale coverings with prescribed ramifications along curves lying on
the underlying variety. Our goal is to define a reciprocity map from the idele class group
with modulus C(X,D) to πab1 (X,D) in the pro-setting and prove a reciprocity theorem.
We shall work with the following set up.
Let k be a field and X ∈ Schk an integral normal scheme. Let C ⊂ X be a reduced
effective Weil divisor with complement U . Then C has a unique reduced closed subscheme
structure. Let K denote the function field of X and K a fixed separable closure of K.
Let Ue´t(U) be as in § 7.2. Let (U ′, f) ∈ Ue´t(U). Let K ′ denote the total quotient ring of
U ′ and let X ′ denote the normalization of X in K ′. Let f ∶X ′ → X be the finite surjective
map extending f ∶U ′ → U . Let D ⊂ X be an effective Weil divisor with support C. For
any finite map g∶Y → X whose image is not contained in C, we let UY = Y ×X U and
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DY = g∗(D). Note that if Y is an integral curve and g(Y ) is not contained in D, then
DY is a well defined effective Weil divisor on Y .
Definition 9.1. We shall say that (U ′, f) has ramification bounded by D along curves
if for every integral curve Y ′ ⊂ X not contained in C with normalization Y = Y ′n, the
pull-back U ′ ×X Y → UY has ramification bounded by DY in the sense of Definition 7.2.
Let L/K be a finite separable field extension. Let XL denote the normalization of
X in L and let f ∶XL → X denote the induced finite surjective map. We shall say that
L/K has ramification bounded by D along curves if f is e´tale over U and the resulting
cover (f−1(U), f) has ramification bounded by D along curves. We shall say that (U ′, f)
(resp. L/K) is tamely ramified along curves if its ramification is bounded by C along
curves.
9.1. The fundamental group πab1 (X,D). Let Uce´t(X,D) denote the category of finite
e´tale covers of U whose ramification is bounded byD along curves. An argument identical
to that of Lemma 7.4 shows that (Uce´t(X,D), F ) is a Galois category, where F is as in
the definition of Ue´t(X,D). We let π1(X,D,u) denote the automorphism group of this
fiber functor, where u → U is a chosen geometric point. We let πab1 (X,D) denote the
abelianizer of π1(X,D,u). This is a pro-finite abelian group. We call it the (curve
based) e´tale fundamental group of X with modulus D. This fundamental group was
first considered by Deligne and Laumon [40].
Unlike πadiv1 (X,D), the fundamental group πab1 (X,D) has the following functoriality
property, which follows essentially by its definition. This allows to reduce the proofs of
many results related to πab1 (X,D) to the case of curves and surfaces. The ramified class
field theory of [34] and [6] relies heavily on this reduction technique.
Lemma 9.2. Let f ∶X ′ → X be a morphism of integral normal schemes whose image is
not contained in C. Let D′ ⊂ X ′ be an effective Weil divisor. Assume that f∗(D) is an
effective Weil divisor on X ′ such that f∗(D) ≤D′. Then there is a push-forward map
f∗∶π
ab
1 (X ′,D′)→ πab1 (X,D).
An argument identical to that of Lemma 7.9 shows the following.
Lemma 9.3. Let Iab,c
D/K
be the directed system of finite abelian extensions L/K which
have ramification bounded by D along curves. Then there is a canonical isomorphism of
pro-finite groups
πab1 (X,D) ≅Ð→ lim←Ð
L∈I
ab,c
D/K
Gal(L/K).
The following definition is equivalent to [34, Definition 2.9].
Definition 9.4. Let filcDH
1(K) be the subgroup of characters χ ∈H1(U) such that for
every integral curve Y ⊂ X not contained in D and normalization Yn, the finite map
ν ∶Yn → X has the property that the image of χ under f∗∶H1(U) → H1(UYn) lies in
filDYnH
1(k(Y )).
Proposition 9.5. By taking the Pontryagin duals, the canonical homomorphism of pro-
finite groups πab1 (U)→ πab1 (X,D) defines an isomorphism
(πab1 (X,D))∨ ≅Ð→ filcDH1(K).
Proof. The proof is identical to that of Theorem 7.16. The proof of the latter uses
Lemma 7.14 and Proposition 7.15. The corresponding results for ramifications along
curves are proven by simply repeating the arguments by restricting to curves. 
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Remark 9.6. Just as filDH
1(K), the group filcDH1(K) makes sense even if X is not
normal. This allows one to define πab1 (X,D) without normality assumption as the Pon-
tryagin dual of filcDH
1(K). From this perspective, Proposition 9.5 can be viewed as
giving a Tannakian interpretation of filcDH
1(K) when X is normal.
Lemma 9.7. Assume that k is perfect. Then the inclusions filcDH
1(K)↪H1(U) define
an isomorphism
limÐ→
D∈DivC(X)
filcDH
1(K) ≅Ð→H1(U).
Proof. See [14, Proposition 3.9] and [34, Proposition 2.10]. 
Combining Proposition 9.5, Lemma 9.7 and the Pontryagin duality, we get
Corollary 9.8. Assume that k is perfect. Then the canonical maps πab1 (U)→ πab1 (X,D)
define an isomorphism of pro-finite groups
πab1 (U) ≅Ð→ lim←Ð
D∈DivC(X)
πab1 (X,D).
For every D ∈ DivC(X), let πab1 (X,D) → πab1 (X) → Gal(k/k) denote the composite
continuous homomorphism. We let πab1 (X,D)0 denote the kernel of this map. We then
get a commutative diagram of exact sequences of continuous homomorphisms of pro-
finite groups
(9.1) 0→ πab1 (U)0 //

πab1 (U) deg
′
//

Gal(k/k)
0→ πab1 (X,D)0 // πab1 (X,D)deg
′
// Gal(k/k).
Since πab1 (U)0 is closed in πab1 (U), it follows from this exact sequence, Corollary 9.8
and [49, Corollary 1.1.8] that
Corollary 9.9. Assume that k is perfect. Then the canonical maps πab1 (U)→ πab1 (X,D)
define an isomorphism of pro-finite groups
πab1 (U)0 ≅Ð→ lim←Ð
D∈DivC(X)
πab1 (X,D)0.
We shall use the following result in this section.
Lemma 9.10. Assume that k is finite and X is projective over k. Then the group
πab1 (X,D)0 is finite. In particular, the map πab1 (X,D)0 → πab1 (X,D)0/∞ is an isomor-
phism.
Proof. This is shown in [33, Corollary 1.2] when D ⊂ X is an effective Cartier divisor.
But one does not need the latter assumption. The reason is that since D is anyway
a closed subscheme which defines a Weil divisor, its inverse image f∗(D) becomes an
effective Cartier divisor on X ′ where f ∶X ′ →X is any smooth alteration. We can replace
X by any such alteration using Lemma 9.2 because the map f∗∶π
ab(f−1(U)) → πab1 (U)
has finite cokernel. 
We shall use the following property of filcDH
1(K) later in the paper.
Proposition 9.11. Assume that dim(X) ≥ 2 and A ⊂X is a closed subscheme such that
Ared ⊂ C and dim(A) ≤ dim(X) − 2. Let X ′ =X ∖A, C ′ = C ∖A and D′ =D ∖A. Then
there is an inclusion filcDH
1(K) ⊂ filcD′H1(K) of subgroups of H1(K).
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Proof. Suppose χ ∈ filcDH1(K) and let Y ′ ⊂X ′ be an integral curve not contained in D′.
Let Y ⊂ X be the scheme-theoretic closure of Y ′ in X. Then Y is an integral curve in
X not contained in D. Let ν ∶Yn →X be induced map from the normalization of Y . We
then get a commutative diagram
(9.2) D′Y ′n
//

Y ′n
ν′ //

X ′

DYn
// Yn
ν // X
in which the two squares are Cartesian, vertical arrows are open immersions and hori-
zontal arrows are finite.
We write DYn = ∑
x∈Σ
mx[x], where Σ is the support of ν−1(C). Then the above diagram
says that D′Y ′n = ∑
x∈Σ′
mx[x], where Σ′ = ν−1(C ′). In particular, D′Y ′n is an effective Weil
divisor on Yn such that D
′
Y ′n
≤ DYn and every x ∈ Σ′ (note that D′Y ′n will be zero if
Y ∩C ⊂ A) has the property that the multiplicity of D′Y ′n at x is same is that of DYn . But
this implies that ν′∗(χ) ∈H1(ν′−1(U)) =H1(ν−1(U)) has the property that its image in
H1(k(Y )x) lies in filmsmxH1(k(Y )x), for all x ∈ Σ′. This proves the proposition. 
9.2. The reciprocity map to πab1 (X,D). We now assume that k is a finite field and
X is a projective integral normal scheme of dimension d ≥ 1 over k. We let C ⊂ X be a
reduced effective Weil divisor with complement U . We assume that U is regular. Under
these assumptions, we have a canonical isomorphism ψX ∣D ∶C(X,D) ≅Ð→ CKS(X,D) by
Theorem 3.8 for all closed subschemes D ∈ DivC(X). We shall use this isomorphism
without further mention. Recall here that DivC(X) denotes all closed subschemesD ⊂X
such that Dred = C (see § 7.5).
The following is the key step for proving the first main result of this section. Let
q′
X ∣D∶π
ab
1 (U)↠ πab1 (X,D) be the projection.
Lemma 9.12. For every D ∈ DivC(X), there exists D′ ∈ DivC(X) such that the com-
posite map C̃U/X
ρ̃U/X
ÐÐÐ→ πab1 (U)
q′
X ∣D
ÐÐ→ πab1 (X,D) factors through
ρcX ∣D ∶C(X,D′)→ πab1 (X,D).
Proof. We fix a closed subscheme D ∈ DivC(X). For any D′ ∈ DivC(X), let FD′ =
Ker(C̃U/X ↠ C(X,D′)). It follows from Proposition 4.8 that FD′ = Ker((C̃U/X)0 ↠
C(X,D′)0). Hence, it suffices to show that the composite map (C̃U/X)0 ρ̃U/XÐÐÐ→ πab1 (U)↠
πab1 (X,D) annihilates FD′ for some D′. Using Lemma 8.4, we see that ρ̃U/X induces the
maps (C̃U/X)0 ρ̃U/XÐÐÐ→ πab1 (U)0↠ πab1 (X,D)0. Hence, we need to show that this composite
map annihilates FD′ for some D
′.
Now, we know from Theorem 12.8 that each C(X,D′)0 is finite. It follows from
Corollary 4.9 that (C̃U/X)0 ≅Ð→ lim←Ð
D′∈DivC(X)
C(X,D′)0. In particular, (C̃U/X)0 is pro-finite.
Since the maps (C̃U/X)0 ρ̃U/XÐÐÐ→ πab1 (U)0 ↠ πab1 (X,D)0 are continuous, it follows that the
images of FD′ under these maps are closed subgroups. We let ED′ be the image of FD′
in πab1 (X,D)0 under the composite map.
We now let χ ∈ (πab1 (X,D)0)∨ be a continuous character. Then the composite χ′ ∶=
χ○q′
X ∣D○ρ̃U/X is a continuous character of (C̃U/X)0. Since (C̃U/X)0 is pro-finite as we just
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saw, χ′ factors through some C(X,Dχ)0. In other words, χ(EDχ) = 0. Since πab1 (X,D)0
is finite by Lemma 9.10, (πab1 (X,D)0)∨ is also finite (see [49, Example 2.9.5]). We can
therefore choose D′ ∈ DivC(X) which dominates Dχ for all χ ∈ (πab1 (X,D)0)∨. It is then
clear that χ annihilates ED′ for all χ ∈ (πab1 (X,D)0)∨. We have thus shown that ED′ is a
closed subgroup of πab1 (X,D)0 which is annihilated by all characters of the latter group.
But then the Pontryagin duality theorem says that ED′ must be zero. Equivalently, FD′
lies in the kernel of the composite map (C̃U/X)0 ρ̃U/XÐÐÐ→ πab1 (U)0 ↠ πab1 (X,D)0. This
proves the lemma. 
Let D ∈ DivC(X) and let nD ⊂ X be the closed subscheme defined by InD, whereID is the sheaf of ideals defining D. For every n ∈ N, the set of closed subschemes
n′D ∈ DivC(X) which have the property described in Lemma 9.12 is linearly ordered
by inclusion. Since X is Noetherian, there exists smallest integer λ(n) ∈ N such that
λ(n) ≥ λ(n − 1) and λ(n)D satisfies the property asserted in Lemma 9.12. That is, the
composite map C̃U/X
ρ̃U/X
ÐÐÐ→ πab1 (U)
q′
X ∣D
ÐÐ→ πab1 (X,nD) factors through
ρcX ∣nD ∶C(X,λ(n)D) → πab1 (X,nD).
We let λ∶N → N be the above function. We write λ(1)D = Dρ. As a consequence of
Lemma 9.12, we conclude the following.
Theorem 9.13. The reciprocity map ρ̃U/X ∶ C̃U/X → π
ab
1 (U) of Proposition 5.13 induces
a continuous homomorphism between the topological pro-abelian groups
ρ●X ∣D ∶{C(X,nD)}n∈N → {πab1 (X,nD)}n∈N
such that lim←Ð
n∈N
ρ●
X ∣D = ρ̃U/X .
From the construction of ρ̃U/X , we actually get the following commutative diagram of
short exact sequences of topological pro-abelian groups. We ignore to write the indexing
set N.
(9.3) 0 // {C(X,nD)0} //
ρ●
X ∣D

{C(X,nD)}deg/n0//
ρ●
X ∣D

Z _

// 0
0 // {πab1 (X,nD)0} // {πab1 (X,nD)}deg
′/n0
// Ẑ // 0,
where the right vertical arrow is the pro-finite completion map and n0 ∈ N depends only
on U and not on DivC(X). Moreover, taking the limits of the vertical arrows, we get
the commutative diagram of short exact sequences of topological abelian groups
(9.4) 0 // (C̃U/X)0 //
ρ̃U/X

C̃U/X
deg/n0
//
ρ̃U/X

Z _

// 0
0 // πab1 (U)0 // πab1 (U)deg
′/n0
// Ẑ // 0
by Corollaries 9.8 and 9.9. Note that the projective limits over DivC(X) and {nD}n∈N
coincide.
Our reciprocity theorem for the curve based e´tale fundamental groups with modulus
is the following.
62 RAHUL GUPTA, AMALENDU KRISHNA
Theorem 9.14. For each D ∈ DivC(X), the reciprocity map of pro-abelian groups
ρ●X ∣D ∶{C(X,nD)} → {πab1 (X,nD)}
is injective and has dense image.
Proof. The proof of the density assertion is same as in Theorem 8.11. We shall prove
pro-injectivity.
Using the commutative diagram (9.3), it suffices to show the injectivity at the level
of the degree zero subgroups. Before we do this, we claim that ρc
X ∣nD∶C(X,λ(n)D)0 →
πab1 (X,nD)0 is surjective. Indeed, as the latter group is finite by Lemma 9.10, it suffices
to show that this map has dense image. But the proof of this is identical to that of
Corollary 8.12. Note that the proof of this corollary only used that ρX ∣D has dense
image and not its injectivity.
Let n ∈ N and write n′ = λ(n). We let Fn denote the kernel of C(X,n′D)0 ↠
πab1 (X,nD)0. Using the Pontryagin duality for finite groups, it suffices to show that the
ind-abelian group {F∨n } is zero.
Choose a character χ ∈ F∨n and lift it to a character of C(X,n′D)0. We denote this
lift also by χ. We choose m ∈ N large enough such that C(X,n′D)0 ≅ C(X,n′D)0/m
using Theorem 12.8. Using Proposition 4.8 and Lemma 7.10, χ lifts to a character of
C(X,n′D)/m. Choose one such lift and denote its image in C(X,n′D)∨ also by χ. We
let χ̃ = p∨
X ∣n′D(χ) and consider the commutative diagram (see (8.20))
(9.5) filcnDH
1(K)(ρ
c
X ∣nD
)∨
//
 _
q′
∨
X ∣nD

C(X,n′D)∨
 _
p∨
X ∣n′D

(C(X,n′D)/m)∨? _oo

H1(U) ρ̃
∨
U/X
//
(ρ∞
U/X
)∨
≅
00
(C̃U/X)∨
(C̃U/X/∞)∨.
gg◆◆◆◆◆◆◆◆◆◆◆
Since χ ∈ (C(X,n′D)/m)∨, it follows from Corollary 8.8 that χ̃ ∈ (C̃U/X/∞)∨. We
conclude from Corollary 8.9 that that there exists χ′ ∈ H1(U) such that ρ̃∨
U/X(χ′) = χ̃.
It follows from Lemma 9.7 that χ′ ∈ filcn1DH1(K) for some n1 ≫ n.
We let χρ be the image of χ
′ under the map (πab1 (X,n1D))∨ → (πab1 (X,n1D)0)∨. Then
it follows that the image of χρ in (C(X,λ(n1)D)0)∨ lies in the image of (ρcX ∣n1D)∨. Since
F∨n = Coker((ρcX ∣nD)∨) by Lemma 7.10, it follows that χ dies under the canonical map
F∨n → F
∨
n1
. Since F∨n is finite, we can find n1 ≫ n such that the map F∨n → F∨n1 is zero.
We have thus shown that the ind-abelian group {F∨n } is zero. This finishes the proof. 
Corollary 9.15. The morphism of pro-abelian groups
ρ●X ∣D ∶{C(X,nD)0}→ {πab1 (X,nD)0}
is an isomorphism.
Proof. The map ρ●
X ∣D is injective by Theorem 9.14. Moreover, we also showed in the
proof of this theorem that ρ●
X ∣D is surjective. 
Corollary 9.16. The morphism of pro-abelian groups
ρ●X ∣D∶{C(X,nD)/m}→ {πab1 (X,nD)/m}
is an isomorphism for every m ∈ N.
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Proof. The proof is identical to that of Corollary 8.13 using Corollary 9.15. 
The following result will be improved in Corollary 15.6 under the assumption that X
is regular. We nevertheless need this weaker version to prove Bloch’s formula for normal
varieties.
Theorem 9.17. For every D ∈ DivC(D), the identity map of πab1 (U) induces an iso-
morphism of topological pro-abelian groups
θ●X ∣D∶{πadiv1 (X,nD)} ≅Ð→ {πab1 (X,nD)}
making the diagram
C̃U/X
ρ̃U/X

// {C(X,nD)}
{ρdiv
X ∣nD
}

ρ●
X ∣D
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
πab1 (U) // {πadiv1 (X,nD)}
θ●
X ∣D
// {πab1 (X,nD)}
commute.
Proof. The commutativity of the diagram is clear from the construction of various reci-
procity maps. We fix n and let n′ = λ(n). Let F denote the kernel of the map πab1 (U)→
πadiv1 (X,n′D). Then F is same as the kernel of the map πab1 (U)0 → πadiv1 (X,n′D)0 ≅
πadiv1 (X,n′D)0/m for all m≫ 0 (see Corollary 8.12).
By Corollary 8.9, ρ∞
U/X is an isomorphism and it induces an isomorphism between
(C̃U/X)0 and πab1 (U)0 by Corollary 8.8. Hence, we conclude from Corollary 8.12 that
ρ∞
X ∣D induces an isomorphism
Ker((C̃U/X)0 → C(X,n′D)0) ≅Ð→ F.
However, the kernel on the left hand side dies in πab1 (X,nD)0. It follows that F dies in
πab1 (X,nD)0.
To prove that θ●
X ∣D is an isomorphism, we only need to show it is injective. To prove
this, it is equivalent to show that the map {πadiv1 (X,nD)0}→ {πab1 (X,nD)0} is injective.
But this follows from Corollaries 8.12 and 9.15. 
10. Idele class group of a surface
Our goal in the next several sections is to prove the finiteness of C(X,D)0 (see Theo-
rem 12.8) which was extensively used in the previous sections. The proof of this finiteness
is by induction on dim(X). In this section, we recall the degree maps for the Kato-Saito
idele class group and prove a crucial step showing that the degree zero idele class group
of a surface is a torsion group of bounded exponent.
10.1. The degree map for Kato-Saito idele class group. We let the base field
k be arbitrary in this subsection. We shall prove Theorem 12.8 using the Kato-Saito
idele class group CKS(X,D). In order to do so, we need to define the degree map for
CKS(X,D) and know some of its properties. We do this below and compare it with the
similar map for C(X,D) from § 4.4. Let X be a projective integral scheme of dimension
d ≥ 1 over k. Let K denote the function field of X.
For a closed subscheme Y ⊂ X, we let CYKS(X,D) = HdY (X,KMd,(X,D)). For a point
x ∈ X, we let CKS(Xx,Dx) = CxKS(Spec (OhX,x),Spec (OhX,x/IhD,x)). For any nowhere
dense closed subscheme D ⊂ X, we have the canonical map CYKS(X,D) → CYKS(X,∅) =
CYKS(X). This map is surjective if Y =X.
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By [26, § 1], there is a complex of Nisnevich sheaves on X given by
(10.1) KMn,X → ⊕
x∈X(0)
(ιx)∗(KMn (k(x))) → ⊕
x∈X(1)
(ιx)∗(KMn−1(k(x))) → ⋯
⋯→ ⊕
x∈X(d−1)
(ιx)∗(KMn−d+1(k(x))) ∂Ð→ ⊕
x∈X(d)
(ιx)∗(KMn−d(k(x))) → 0
for every n ≥ 0.
An elementary cohomological argument shows that by taking the cohomology of
the sheaves in this complex, one gets a canonical homomorphism νx∶H
r
x(X,KMd,X) →
KMd−r(k(x)) for x ∈ X(r), and a commutative square
(10.2) Hry(X,KMd,X) νy //
∂

KMd−r(k(y))
∂

Hr+1x (X,KMd,X) νx // KMd−r−1(k(x))
for y ∈ X(r) and x ∈X(r+1) ∩ {y} (e.g., see [28, (2.1.2)]).
We now prove the following.
Lemma 10.1. Let Y ⊂X be a closed immersion. Then the following hold.
(1) There is a canonical homomorphism
νY ∶C
Y
KS(X,D) → CHF0 (Y )
such that for any regular closed point x ∈ Y ∖D, the composition
λx∶Z
≅
Ð→ CxKS(X,D) → CYKS(X,D) → CHF0 (Y )
has the property that λx(1) = [x], the cycle class of x.
(2) If ι∶Z ↪ Y is a closed immersion, then the diagram
(10.3) CZKS(X,D) //
ι∗

CHF0 (Z)
ι∗

CYKS(X,D) // CHF0 (Y )
commutes, where the left vertical arrow is the canonical homomorphism for coho-
mology with support and the right vertical arrow is the push-forward homomor-
phism.
(3) The map CYKS(X,D) → CHF0 (Y ) is an isomorphism if Y ⊂Xreg ∖D.
Proof. To prove parts (1) and (2) of the lemma, it suffices to consider the case when
D = ∅ using the canonical map CYKS(X,D) → CYKS(X) which is clearly functorial for
closed immersions Z ⊂ Y .
We now recall a basic fact that if W ⊂ Z is a closed immersion in Schk, then the
excision theorem for the cohomology with support implies that the canonical restriction
map
(10.4) limÐ→
Z1
H
q
W∖Z1
(Z ∖Z1,F) → limÐ→
Z2
H
q
W∖Z2
(Z ∖Z2,F)
is an isomorphism for any Nisnevich sheaf F on X and integer q ≥ 0, if we let Z1
run through all nowhere dense closed subschemes of W and Z2 run through all closed
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subschemes of Z which do not contain W . This implies that for any Nisnevich sheaf F
on X, the coniveau spectral sequence for H∗Y (X,F) is of the form
(10.5) Ep,q1 = ⊕
x∈X(p)∩Y
Hp+qx (X,F)⇒ Hp+qY (X,F).
Using the cohomological vanishing and the exact sequence
H
p+q−1
nis (Xx ∖ {x},F) →Hp+qx (X,F) →Hp+qnis (Xx,F)
for x ∈X(p), we see that Ep,q1 = 0 for q ≥ 1. Hence, the above spectral sequence degener-
ates to an exact sequence
(10.6) ⊕
y∈Y(1)
Hd−1y (X,F) ∂Ð→ ⊕
x∈Y(0)
Hdx(X,F) →HdY (X,F) → 0.
Applying this to KMd,X , we get an exact sequence
(10.7) ⊕
y∈Y(1)
Hd−1y (X,KMd,X) ∂Ð→ ⊕
x∈Y(0)
Hdx(X,KMd,X)→ CYKS(X) → 0.
We now consider the diagram
(10.8) ⊕
y∈Y(1)
Hd−1y (X,KMd,X) ∂ //

⊕
x∈Y(0)
Hdx(X,KMd,X) //

CYKS(X)

// 0
⊕
y∈Y(1)
KM1 (k(y)) ∂ // ⊕
x∈Y(0)
KM0 (k(x)) // CHF0 (Y ) // 0,
where the square on the left is the commutative square of (10.2) with r = d−1. It is well
known that the boundary map ∂ in the bottom row is the map which takes a rational
function to its divisor and the right horizontal arrow is the cycle class map (e.g., see the
proof of [26, Theorem 3]). In particular, the bottom arrow is exact. The top arrow is the
exact sequence (10.7). The first part of the lemma now follows. Furthermore, it is clear
from the above construction that the square (10.3) is commutative if Z ⊂ Y , proving (2).
If Y ⊂ Xreg ∖D, then we can assume by excision that X is regular with D = ∅ so
that KM
d,(X,D) ≅ KMd,X . In this case, the two vertical arrows in (10.8) on the left are
isomorphisms by Lemma 3.7. It follows that the third vertical arrow (which is now an
honest map) is also an isomorphism. This proves (3). This also shows that for a closed
point x ∈ (Xreg ∩ Y ) ∖D, the composite λx∶Hdx(X,KMd,X) → CHF0 (Y ) has the property
stated in part (1) of the lemma. We have thus finished the proof. 
Since X is projective, there is a push-forward map deg∶CHF0 (Y ) → Z, which takes a
closed point to the degree of its residue field over k. By composition with νY , we get a
degree map
(10.9) deg∶CYKS(X,D) → Z
and a commutative diagram
(10.10) CYKS(X,D)
deg
""❉
❉❉
❉❉
❉❉
❉❉

CKS(X,D) deg// Z.
We let CYKS(X,D)0 be the kernel of the degree map. We define CKS(X,D)0 similarly.
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Recall that [28, Lemma 1.6.3] provides a recipe for constructing a homomorphism from
CKS(X,D) to an abelian group. This says that giving a homomorphism from CKS(X,D)
to an abelian group A is same as defining group homomorphisms KMd (k(P )) → A (where
P runs through all maximal Parshin chains in X) which annihilate the images (by the
residue homomorphisms) of the Milnor K-groups of certain Q-chains. We shall refer to
this as the Kato-Saito recipe in the sequel.
One can easily check using (3.12) that the above degree map CKS(X,D) → Z is same
as the one obtained by via the Kato-Saito recipe, where for a maximal Parshin chain
P = (p0, . . . , pd), we define our desired homomorphism to be the composite
(10.11)
KMd (k(P )) ≅H0Pd(X,KMd,(X,D)) ∂Ð→H1Pd−1(X,KMd,(X,D)) ∂Ð→ ⋯ ∂Ð→HdP0(X,KMd,(X,D))→ Z,
in which ∂ denotes the boundary map and Pi = (p0, . . . , pi). The last arrow is induced
by (10.1).
Lemma 10.2. Let f ∶Y → X be a proper morphism with Y integral. Let E ⊂ Y be a
closed subscheme such that f∗(D) ⊂ E. Assume that the image of f is not contained in
D∪Xsing and the image of E is nowhere dense in X. Suppose that the Kato-Saito recipe
defines a push-forward map f∗∶CKS(Y,E) → CKS(X,D). Then the diagram
(10.12) CKS(Y,E)
degY
""❉
❉❉
❉❉
❉❉
❉❉
f∗

CKS(X,D)
degX
// Z
is commutative.
Proof. By our assumption, there is a dense open U ⊂ X away from D such that U and
f−1(U) are both regular. Furthermore, E∩f−1(U) = ∅. It follows from [28, Theorem 2.5]
that CKS(Y,E) is generated by the classes of closed points in f−1(U). Hence, it suffices
to show that for every closed point y ∈ f−1(U), one has degX ○f∗([y]) = degY ([y]). But
this follows immediately from Lemma 10.1 and the fact that the proper push-forward
map on the classical Chow group of 0-cycles commutes with the degree map. 
One easy consequence of Lemma 10.2 is the following.
Corollary 10.3. Let D ⊂D′ be two nowhere dense closed subschemes. Then the canon-
ical map CKS(X,D′)0 → CKS(X,D)0 is surjective.
Lemma 10.4. Let f ∶X ′ → X be a projective birational morphism and let D′ ⊂ f∗(D).
Then there is a commutative diagram
CKS(X,D)
degX
##●
●●
●●
●●
●●
f∗

CKS(X ′,D′)
degX′
// Z.
Proof. By [28, Theorem 2.5], it suffices to show that degX′ ○f
∗([x]) = degX([x]) for
every closed point x ∈ (Xreg ∩ f(U))∖D, where U is an open subset of X ′ on which f is
an isomorphism. But this is obvious by Lemma 10.1. 
Recall from Proposition 4.8 that there is a degree map deg∶C(X,D) → Z. The follow-
ing result shows its compatibility with the degree map for CKS(X,D) defined above.
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Lemma 10.5. Assume that X ∖D is regular. Then the diagram
(10.13) C(X,D)
deg
!!❈
❈❈
❈❈
❈❈
❈❈
ψX ∣D

CKS(X,D)
deg
// Z
is commutative.
Proof. By Theorem 3.8, the map ψX ∣D is an isomorphism. Hence, it suffices to show
using [28, Theorem 2.5] that for every closed point x ∈ U , the above diagram commutes
if we replace C(X,D) by KM0 (k(x)) via the canonical map τx∶KM0 (k(x)) → C(X,D),
where we consider {x} as a Parshin chain on (U ⊂ X). However, we have deg ○τx(1) =[k(x) ∶ k] by Proposition 4.8. On the other hand, we have ψX ∣D ○ τx(1) = τ ′x(1) by the
construction of the isomorphism ψX ∣D in Theorem 3.8, where τ
′
x is the forget support
map KM0 (k(x)) ≅ CxKS(X,D) → CKS(X,D). We are now done by Lemma 10.1 which
says that deg ○τ ′x(1) = [k(x) ∶ k]. 
10.2. Some K-theory results. In this subsection, we prove some K-theory results of
general interest which will be used in the paper. The following is an elementary but very
useful lemma.
Lemma 10.6. Let Z be a Noetherian scheme over a field of characteristic p > 0 and let
W ⊂ Z be a closed subscheme defined by a nilpotent ideal sheaf. Then H inis(Z,KMj,(Z,W ))
is a p-primary torsion group of bounded exponent (which depends only on j) for all i ≥ 0
and j ≥ 1.
Proof. We show that the sheaf KM
j,(Z,W ) itself is p-primary torsion of bounded exponent
for every j ≥ 1. This will prove the lemma. However, it follows from [28, Lemma 1.3.1]
that there is a surjection KM
1,(Z,W ) ⊗KMj−1,Z ↠ KMj,(Z,W ). Hence, it suffices to prove the
statement for j = 1. In this case, we can use the iterative process to reduce the problem
to the case when the ideal sheaf IW defining W is square-zero. But then, we must haveKM
1,(Z,W ) ≅ IW and the latter is a p-torsion sheaf. 
The next result is of independent interest and plays a fundamental role in the study
of 0-cycles on singular varieties. Recall that for any X ∈ Schk, the edge map of the
Thomason-Trobaugh spectral sequence yields a split surjection K1(X)↠ H0nis(X,O×X).
We let SK1(X) denote the kernel of this map.
Proposition 10.7. Let X be a reduced quasi-projective surface over a field and let
f ∶Xn → X be the normalization map. Then we can find a conductor closed subscheme
Y ↪ X such that for Y ′ = f∗(Y ), there is an exact sequence
0→
SK1(Xn)
SK1(X) →
SK1(Y ′)
SK1(Y ) → CKS(X)0 → CKS(Xn)0 → 0.
Proof. A version of this result is shown in [35, Proposition 2.3] for surfaces over C.
We shall modify that argument and use some positive characteristic results to prove
the proposition. By [31, Proposition 10, Theorem 13], we can replace CKS(X) by
H2nis(X,K2,X), where K∗,X is the Quillen K-theory sheaf. The same for Xn too.
We choose a conductor subscheme Y ↪X and consider the exact sequence of Nisnevich
sheaves on X:
K2,X → f∗(K2,Xn)→ f∗(K2,Xn)/K2,X → 0.
Since H inis(Z,K2,Z) = 0 for i > 0 for a semilocal scheme Z, the Leray spectral sequence
tells us that H inis(Xn,K2,Xn) ≅ H inis(X,f∗(K2,Xn)) for all i ≥ 0. Since the kernel and
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cokernel of the map K2,X → f∗(K2,Xn) are supported on Y , it follows from the above
sheaf exact sequence that there is an exact cohomology sequence
(10.14)
0→
H1nis(Xn,K2,Xn)
H1nis(X,K2,X) → H
1
nis(X,f∗(K2,Xn)/K2,X)→H2nis(X,K2,X)→H2nis(Xn,K2,Xn)→ 0.
We can replace the last two terms by their degree zero subgroups without disturbing the
exactness.
Since
H2nis(X,K3,X)→ SK1(X) →H1nis(X,K2,X)→ 0
is exact by the Thomason-Trobaugh spectral sequence [61, Theorem 10.8] and since
H2nis(X,K3,X) ↠ H2nis(Xn,K3,Xn), the left-end term in (10.14) is same as the quotient
SK1(Xn)/SK1(X). Since the edge map of the spectral sequence induces an isomorphism
SK1(Z) ≅ H1nis(Z,K2,Z) for any Noetherian scheme Z of Krull dimension at most one,
what we are left to show is that the canonical map
H1nis(X,f∗(K2,Xn)/K2,X)→H1nis(Y, f∗(K2,Y ′)/K2,Y )
is an isomorphism if we replace Y by some of its infinitesimal thickenings.
To prove this, we compare the K-theory exact sequences for the pairs (X,Y ) and
(Xn, Y ′) and use the isomorphism K1,(X,Y ) ≅ (1 + IY )× ≅ (1 + IY ′)× ≅ K1,(Xn,Y ′) to get
an exact sequence of sheaves
K1,(X,Xn,Y ) → f∗(K2,Xn)/K2,X → f∗(K2,Y ′)/K2,Y → 0,
where K1,(X,Xn,Y ) is the sheaf of double relative K-theory. Note that the middle arrow
is surjective by [31, Proposition 10, Theorem 13] because this surjectivity clearly holds
for the Milnor K-theory sheaf.
Now, one knows that K1,(X,Xn,Y ) ≅ IY /I2Y ⊗Y ′ Ω1Y ′/Y by [16, Theorem 0.2]. We thus
get an exact sequence
IY /I2Y ⊗Y ′ Ω1Y ′/Y → f∗(K2,Xn)/K2,X → f∗(K2,Y ′)/K2,Y → 0.
Comparing this exact sequence for Y and 2Y (wheremY ⊂X is defined by ImY ), we get
the desired isomorphism if we choose our conductor subscheme to be 2Y . This finishes
the proof. 
Lemma 10.8. Let Y be a one-dimensional Noetherian k-scheme, where k is a finite field.
Then SK1(Y ) = 0 if Y is affine and SK1(Y ) is a torsion group of bounded exponent if
Y is projective.
Proof. The affine case follows from [45]. We therefore assume that Y is projective. We
have seen in the proof of Proposition 10.7 that
(10.15) SK1(Y ) ≅H1nis(Y,K2,Y ) ≅H1nis(Y,KM2,Y ) ≅H1zar(Y,KM2,Y ).
By Lemma 10.6, we can therefore assume that Y is reduced. Let f ∶Yn → Y be the
normalization map. Then using the proof of Proposition 10.7, we see that there is a
conductor subscheme Z ⊂ Yn and an exact sequence
K2(Z)→ SK1(Y )→ SK1(Yn)→ 0.
Since dim(Z) = 0, we see that Zred is the spectrum of a finite product of finite fields.
Hence, K2(Zred) = 0. It follows from Lemma 10.6 that K2(Z) is a p-primary torsion
group of bounded exponent. Since Yn is a smooth projective curve over k, the K-theory
localization sequence and the affine case of the lemma shows that the push-forward map
K∗(Yn) → K∗(k) induces an isomorphism SK1(Yn) ≅ (k×)r, where r is the number of
irreducible components of Y . The result follows. 
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10.3. Torsion in the idele class group of a surface. We assume in this subsection
that X is a projective integral scheme of dimension two over a finite field k and D ⊂X is
a nowhere dense closed subscheme. Our goal is to prove the following result which will
be the starting point of the proof of Theorem 12.8.
Proposition 10.9. The degree zero idele class group CKS(X,D)0 is a torsion group of
bounded exponent.
Proof. Using the exact sequence
SK1(D)→ CKS(X,D)0 → CKS(X)0 → 0
and Lemma 10.8, it suffices to show that CKS(X)0 is a torsion group of bounded expo-
nent. Using Proposition 10.7 and Lemma 10.8, we can assume that X is normal.
Let f ∶ X̃ → X be a resolution of singularities of X (which exists in our case) with
exceptional divisor E. It is then shown in the proof of [36, Theorem 1.4] that there are
isomorphisms
(10.16) CKS(X) ≅ CKS(X̃,nE) ≅ CH0(X̃ ∣nE)
for all n ≫ 0, where the last group is the Chow group of 0-cycles with modulus (see
§ 13.1). Using Lemma 10.4, we get CKS(X)0 ≅ CH0(X̃ ∣nE)0. We are now done by [6,
Corollary 8.7]. 
11. Generic fibration over a curve
Let X be an integral projective scheme of dimension two over a finite field k. We
assume that there exists a projective dominant morphism f ∶X → S, where S is an
integral projective curve over k. We assume that there exists a dense open S′ ⊂ S such
that the fibers of f over S′ are integral. We assume also that f has a section over the
generic point of S and the generic fiber is regular.
We shall deduce an important corollary of Proposition 10.9 under the above set-up.
By Lemma 10.1, we have the maps CKS(X,D) νXÐ→ CHF0 (X) f∗Ð→ CHF0 (S). We let
CKS(X,D)S denote the kernel of the composite map. It follows from Lemma 10.1 that
there are inclusions
(11.1) CKS(X,D)S ↪ CKS(X,D)0 ↪ CKS(X,D).
Let t ∈ S denote the generic point of S. For any s ∈ S, we let Xs = f−1(s) denote the
scheme-theoretic fiber. For every proper closed subset Z ⊂ S, there is an exact sequence
of Nisnevich cohomology groups with support
H1nis(f−1(S ∖Z),KM2,(X,D))→H2f−1(Z)(X,KM2,(X,D))→ H2nis(X,KM2,(X,D)).
Taking the inductive limit over all proper closed subsets Z, we get an exact sequence
(11.2) SK1(Xt) ∂Ð→ ⊕
s∈S(0)
CXsKS(X,D) → CKS(X,D) → 0,
where the second map is surjective by our assumption and [28, Theorem 2.5].
We now consider the diagram
(11.3) SK1(Xt) ∂ //
f∗

⊕
s∈S(0)
CXs
KS
(X,D) //
f∗

CKS(X,D) //
f∗

0
KM1 (k(t)) div // ⊕
s∈S(0)
Z // CHF0 (S) // 0,
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where the left vertical arrow is induced by the push-forward map f∗∶K1(Xt)→K1(k(t)) ≅
KM1 (k(t)) which exists because Xt is regular. The bottom exact sequence is the standard
one which defines CHF0 (S). The middle vertical arrow is the direct sum of the compo-
sitions of the maps CXs
KS
(X,D) → CHF0 (Xs) from Lemma 10.1 and the push-forward
maps f∗∶CH
F
0 (Xs) → CHF0 (Spec (k(s))) ≅ Z. The right vertical arrow is the composi-
tion of the map νX ∶CKS(X,D) → CHF0 (X) from Lemma 10.1 and the push-forward map
f∗∶CH
F
0 (X) → CHF0 (S).
Lemma 11.1. The diagram (11.3) is commutative.
Proof. To show that the right square in (11.3) commutes, it suffices to show that it
commutes when restricted to each direct summand CXsKS(X,D). Furthermore, we can
replace CXsKS(X,D) and CKS(X,D) by CXsKS(X) and CKS(X), respectively because f∗
factors through the latter groups.
We now fix s ∈ S(0) and consider the diagram
(11.4) CXs
KS
(X) //

CHF0 (Xs) f∗ //

Z

CKS(X) // CHF0 (X) f∗ // CHF0 (S),
where the vertical arrows are induced by the inclusions Xs ↪X and {s}↪ S.
The middle (resp. right) vertical arrow in (11.3) is the composition of the top (resp.
bottom) horizontal arrows in (11.4) by the definition of f∗. The left square in (11.4)
commutes by Lemma 10.1 and the right square is well known to be commutative (see
[15]). This shows that the right square of (11.3) commutes.
We now show that the left square in (11.3) commutes. Since Xt is a regular scheme
of dimension one over the infinite field k(t), it is well known (e.g., see [30]) that the
Gersten sequence (10.1) gives an exact sequence
(11.5) KM2 (K) ∂Ð→ ⊕
x∈(Xt)(0)
KM1 (k(x)) → SK1(Xt)→ 0,
and the left vertical arrow in (11.3) is induced by the norm mapsKM1 (k(x)) →KM1 (k(t))
for x ∈ (Xt)(0). Note that this norm map is same as the composition KM1 (k(x)) (ιx)∗ÐÐÐ→
K1(Xt) f∗Ð→K1(k(t)). Hence, it suffices to show that the left square commutes after we
replace the map ∂ by its composition with
H1x(Xt,KM2,Xt) ≅Ð→KM1 (k(x)) → SK1(Xt) ≅H1nis(Xt,KM2,Xt)
on the left for x ∈ (Xt)(0). Furthermore, since the map f∗∶CXsKS(X,D) → KM0 (k(s))
factors through CXsKS(X) → KM0 (k(s)), we can also replace ∂ by its composition with
CXs
KS
(X,D) → CXs
KS
(X) on the right.
We now fix a closed point x ∈ Xt and let Y ⊂X be the closure of x with integral closed
subscheme structure. Then f restricts to a finite dominant map f ∶Y → S. The composite
map KM1 (k(x)) →H1nis(Xt,KM2,Xt) ∂Ð→ ⊕
s∈S(0)
CXsKS(X) factors through the composition
KM1 (k(x)) ≅Ð→H1x(X,KM2,X) ∂Ð→ ⊕
y∈Y(0)
C
y
KS
(X) ≅ ⊕
s∈S(0)
CYs
KS
(X) → ⊕
s∈S(0)
CXs
KS
(X),
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where the left arrow is an isomorphism by Lemma 3.7 because x ∈ Xreg. We therefore
have to show that the left square in the diagram
(11.6) KM1 (k(x)) ∂ //
N

⊕
s∈S(0)
CYs
KS
(X)
f∗

// ⊕
s∈S(0)
CHF0 (Ys)
f∗
yytt
tt
tt
tt
tt
KM1 (k(t)) div // ⊕
s∈S(0)
Z
is commutative, where N is the norm map.
Since the triangle on the right is commutative by the definition of f∗∶C
Ys
KS
(X) → Z for
s ∈ S(0), we need to show that big outer diagram in (11.6) commutes. But this is classical
because the top composite horizontal arrow is the boundary map of the complex (10.1).
One knows that this is same as the boundary map ∂∶K1(k(x)) → ⊕
s∈Y(0)
K0(k(s)) on
Quillen K-groups (see [21, Lemma 11.2]) and Quillen [47] showed that this map takes an
element of K1(k(x)) to its divisor. The diagram now commutes [15, Proposition 1.4]. 
Let V (Xt) = Ker(SK1(Xt) → K1(k(t))). Since the kernel of f∗∶CXsKS(X,D) →
CHF0 (Spec (k(s))) is same as CXsKS(X,D)0, the commutative diagram (11.3) induces
a 3-term complex
(11.7) V (Xt) ∂Ð→ ⊕
s∈S(0)
CXsKS(X,D)0 → CKS(X,D)S → 0.
Since f has a section over Spec(k(t)), it follows that the left vertical arrow in (11.3)
is split surjective. A diagram chase shows that the middle arrow in (11.7) is surjective.
For any integer m ≥ 1, let
(11.8) Am = ⊕
s∈S(0)∖S
′
reg
CXs
KS
(X,D)0/m and CS
′
reg
KS
(X,D)0 = ⊕
s∈(S′reg)(0)
CXs
KS
(X,D)0.
In view of (11.1), an important consequence of Proposition 10.9 is the following.
Corollary 11.2. For all m≫ 0, the exact sequence (11.2) induces a 3-term complex
V (Xt) ∂Ð→ Am⊕CS
′
reg
KS (X,D)0 → CKS(X,D)0 → 0
in which the middle arrow is surjective.
For a morphism of schemes T → S, we let XT =X ×S T . We now let s ∈ S ∖ S′reg be a
closed point. We let k(t)s denote the total quotient ring of OhS,s. We let Z = Spec (OhS,s).
Note that the normalization Zn of Z is canonically isomorphic to OhSn,s, where the
latter is the Henselization of OSn,s with respect to its Jacobson radical. In particular,
if ν ∶Sn → S denotes the normalization map, then OhSn,s is the product of the Henselian
discrete valuation rings OhSn,si for 1 ≤ i ≤ r, where Σ = {s1, . . . , sr} = ν−1(s). Let k(t)i
denote the quotient field of OhSn,si so that k(t)s =
r
∏
i=1
k(t)i. Note that r = 1 if s ∈ Sreg.
By [28, Proposition 4.2], there exists a nowhere dense closed subscheme D′ ⊂ XSn
containing D ×S Sn and a norm map of sheaves ν∗(KM2,(XSn ,D′)) → KM2,(X,D). Taking the
cohomology with support, we get a push-forward map ν∗∶C
XΣ
KS(XSn ,D′) → CXsKS(X,D).
Note that we have used here the fact that the push-forward of Nisnevich sheaves un-
der a finite map is an exact functor. By excision, the above is same as the map
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ν∗∶C
XΣ
KS
(XZn ,D′Zn)→ CXsKS(XZ ,DZ). We thus get a commutative diagram
(11.9) ⊕
s∈S(0)
CXs
KS
(X,D) // // CXs
KS
(X,D)
≅

SK1(Xt) αs //
αs
%%❏
❏❏
❏❏
❏❏
❏❏
❏
∂
99ttttttttt
SK1(Xk(t)s) ∂ // CXsKS(XZ ,DZ)
r
∏
i=1
SK1(Xk(t)i)
≅ ν∗
OO
∂ // CXΣ
KS
(XZn ,D′Zn),
ν∗
OO
where the horizontal arrow on the top is the projection and αs is induced by the canonical
inclusion k(t) ⊂ k(t)s. One gets a similar commutative diagram by reducing all the
abelian groups modulo any integer m ≥ 1.
For a fixed integer m ≥ 1, we let SK1(Xt,m,S′) be the kernel of the canonical map
SK1(Xt) αsÐ→∏
v
SK1(Xk(t)v)/m, where v runs through all closed points of Sn lying over
S ∖ S′reg. We let V (Xt,m,S′) = SK1(Xt,m,S′) ∩ V (Xt). It follows from (11.9) that
SK1(Xt,m,S′) is annihilated by the composite map
SK1(Xt) ∂Ð→ ⊕
s∈S(0)
CXsKS(X,D)/m↠ ⊕
s∈S(0)∖S
′
reg
CXsKS(X,D)/m.
Since CXs
KS
(X,D)0/m↪ CXsKS(X,D)/m, it follows therefore from (11.7) that V (Xt,m,S′)
is annihilated by the composite map
(11.10) V (Xt) ∂Ð→ ⊕
s∈S(0)
CXs
KS
(X,D)0/m↠ ⊕
s∈S(0)∖S
′
reg
CXs
KS
(X,D)0/m.
Using Corollary 11.2, (11.1) and Lemma 10.1, we obtain the following consequence of
Proposition 10.9.
Corollary 11.3. For all m≫ 0, the exact sequence (11.2) restricts to a 3-term complex
V (Xt,m,S′) ∂Ð→ CS
′
reg
KS
(X,D)0 → CKS(X,D)0.
If f−1(S′reg) is regular and D ∩ f−1(S′reg) = ∅, then we have a complex
(11.11) V (Xt,m,S′) ∂Ð→ ⊕
s∈(S′reg)(0)
CHF0 (Xs)0 → CKS(X,D)0.
11.1. Local Kato-Saito idele class group. Let X be a Noetherian scheme of Krull
dimension d ≥ 1. Recall that Pr(X) denotes the set of all Parshin chains of length r
on X. If P ∈ Pr(X), we let Pi = (p0, . . . , pi) for 0 ≤ i ≤ r. Let x ∈ X be a closed point
and Xx = Spec (OhX,x). We write Pxr (X) for the set of Parshin chains of length r on X
beginning with x and Qx(X) for the set of Q-chains on X beginning with x. Let F be
a Nisnevich sheaf on X. For P = (p0, . . . , pr) ∈ Pxr (X) and q ≥ 0, we have the sequence
of boundary maps
(11.12) Hq
P
(X,F) ∂Ð→ Hq+1
Pr−1
(X,F) ∂Ð→ ⋯ ∂Ð→ Hq+r−1
P1
(X,F) ∂Ð→Hq+rx (X,F).
We let ∂xP ∶H
q
P
(X,F) →Hq+rx (X,F) denote the composite map.
If Q = (p0, . . . , ps−1, ps+1, . . . , pr) ∈ Qx(X) is a Q-chain with break at s, we let B′(Q)
be the set of all y ∈ X such that Qy = (p0, . . . , ps−1, y, ps+1, . . . , pr) ∈ Pxr (X). For any
y ∈ B′(Q), we have the restriction (localization) map Hq
Q
(X,F) → Hq
Qy
(X,F). For
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a ∈HqQ(X,F), we shall let aQy denote the image of a under this restriction. The following
is a straightforward extension of [28, Lemma 1.6.3].
Lemma 11.4. We have the following.
(1) The map
⊕
P ∈Px
d
(X)
H0P (X,F) ∑P ∂
x
PÐÐÐ→Hdx(X,F)
is surjective.
(2) If d ≥ 2 and A is an abelian group, then the group Hom(Hdx(X,F),A) is canon-
ically isomorphic to the group of all families (gP )P ∈Px
d
(X) of homomorphisms
gP ∶H
0
P (X,F) → A satisfying the following reciprocity law (R).(R) For any 0 < s < d, any Q-chain Q ∈ Qx(X) of length d with break at s,
and any a ∈H0Q(X,F), the element gQy(aQy) = 0 for almost all y ∈ B′(Q) and
∑
y∈B′(Q)
gQy(aQy) = 0.
(3) For d = 1, there is an exact sequence
0→H0nis(Xx,F) →H0nis(Xx ∖ {x},F) →H1x(X,F) → 0.
Proof. We let U =Xx∖{x}. Then U is a Noetherian scheme of Krull dimension d−1 and
the correspondence Pd−1(U)→ Pd(Xx), which takes P to Px ∶= (x,P ), is a bijection. Let
f ∶Xx → X denote the canonical map and let f∗∶Pd(Xx) → Pxd (X) denote the induced
map. For P ∈ Pd−1(U), we write f∗(Px) also as Px.
We now have a commutative diagram
(11.13) ⊕
P ∈Pd−1(U)
H0P (U,F)
cU

≅ // ⊕
P ∈Pd(Xx)
H0P (Xx,F)
∑P ∂
x
P

⊕
P ∈Px
d
(X)
H0P (X,F)≅f∗oo
∑P ∂
x
P

Hd−1nis (U,F) ∂ // // Hdx(Xx,F) Hdx(X,F).f
∗
≅
oo
The arrow cU on the top is surjective by [28, Lemma 1.6.3]. The first assertion of
the lemma therefore follows from a diagram chase. The second assertion follows by the
isomorphism Hd−1nis (U,F) ≅Ð→ Hdx(X,F) for d ≥ 2 and by applying [28, Lemma 1.6.3] to
Hd−1nis (U,F). The last part is obvious. 
Lemma 11.5. Let f ∶Y ↪X be a closed immersion of integral schemes. Let D ⊂X be a
nowhere dense closed subscheme. Let E ⊂ Y be a nowhere dense closed subscheme such
that the Kato-Saito recipe gives a push-forward map f∗∶CKS(Y,E) → CKS(X,D). Let
x ∈ Y ∖D be a closed point. Let Z ⊂X be a closed subset such that x ∈ Z and Z ⊂ Xreg.
Then the diagram
(11.14) CxKS(Y,E) //
f∗

CKS(Y,E)
f∗

CHF0 (Z) // CKS(X,D)
is commutative.
Proof. Note that the composition of the bottom horizontal arrow and left vertical arrow
is the given by
CxKS(Y,E) → CHF0 (Spec (k(x))) ≅KM0 (k(x)) ≅ CxKS(X,D) → CZKS(X,D) → CKS(X,D).
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Let d = dim(X) and r = dim(Y ). Let P = (p0, . . . , pr) ∈ Pxr (Y ) be a maximal Parshin
chain. By Lemma 11.4 (Part 1), it suffices to show that the square on the right in the
diagram
(11.15) KMr (k(P )) ≅ //
≅

H0P (Y,KMr,(Y,E)) //
∂xP

CKS(Y,E)
f∗

Hd−rP (X,KMd,(X,D))
∂xP // KM0 (k(x)) // CKS(X,D)
is commutative. Since the square on the left is clearly commutative and the left horizontal
arrow on the top is an isomorphism, all we need to show is that the big outer rectangle
commutes. But this follows from [28, Proposition 2.9(i)]. 
11.2. Bloch’s map. Let X be a projective integral scheme of dimension d ≥ 2 over a
finite field k. Let f ∶X → S be a dominant projective morphism between integral schemes
in Schk of relative dimension one. Let S
′ ⊂ S be a dense open subscheme such that f is
smooth over S′ whose fibers are integral. Assume also that f has a section over S′. Let
j∶S′ ↪ S be the inclusion. Let T ′ ⊂ S′ be an integral curve and let Y ′ =X ′ ×S′ T ′. Since
Y ′ → T ′ is a smooth projective morphism to an integral curve of relative dimension one
whose all fibers are integral, it follows that Y ′ is integral.
Let T (resp. Y ) be the scheme-theoretic closure of T ′ (resp. Y ′) in S (resp. X). Then
T and Y are integral closed subschemes of S and X, respectively. Let γ∶T ↪ S and
γ′∶Y →X be the inclusion maps. Let t ∈ T denote the generic point of T . For any point
s ∈ S, we let Xs = f−1(s) be the scheme-theoretic fiber.
The long cohomology sequence with support gives us the boundary map ∂∶SK1(Yt)→
⊕
s∈T(0)
H2Xs(Y,KM2,Y ). For every s ∈ T(0), Lemma 10.1 says that there is a canonical map
γ′∗∶H
2
Xs
(Y,KM2,Y )→ CHF0 (Xs). Let ∂s∶SK1(Yt)→ CHF0 (Xs) denote the composition
(11.16) SK1(Yt) ∂Ð→ ⊕
s∈T(0)
H2Xs(Y,KM2,Y )↠H2Xs(Y,KM2,Y )
γ′∗Ð→ CHF0 (Xs),
where the middle arrow is the projection. By (11.7), the map ∂s restricts to ∂s∶V (Yt)→
H2Xs(Y,K2,Y )0 → CHF0 (Xs)0. Summing these maps over s ∈ T(0) and composing with
the inclusion of the direct sums of Chow groups via T(0) ↪ S(0), we get a boundary map
∂X,t∶V (Yt)→ ⊕
s∈S(0)
CHF0 (Xs)0. Moreover, there is a commutative diagram
(11.17) V (Yt)
j∗ ≅

∂X,t
// ⊕
s∈S(0)
CHF0 (Xs)0
j∗

V (Yt)∂X′,t// ⊕
s∈S′
(0)
CHF0 (Xs)0.
We let V (Yt,m,T ′) be as in Corollary 11.3 and write it as V (Yt,m,S′). Composing
the lower horizontal arrow in (11.17) with the inclusion V (Yt,m,S′) ↪ V (Yt), we get
the boundary map
(11.18) ∂X′,t∶V (Yt,m,S′)→ ⊕
s∈S′
(0)
CHF0 (Xs)0.
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This boundary map seems to have been first used by Bloch in [9, Theorem 4.2] when
dim(S) = 1 and later by Kato-Saito [28, Theorem 5.4] in higher dimensions.
As a consequence of proof of Corollary 11.3, we get the following.
Theorem 11.6. Assume that S′ is regular and D ∩X ′ = ∅. Then the composition
V (Yt,m,S′) ∂X′,tÐÐÐ→ ⊕
s∈S′
(0)
CHF0 (Xs)0 → CKS(X,D)0
is zero for all m≫ 0.
Proof. By [28, Proposition 2.9, Lemma 2.10], we can find a closed subscheme E ⊂ Y
containing γ′∗(D) such that E ∩ X ′ = ∅ and the Kato-Saito recipe provides a push-
forward map γ′∗∶CKS(Y,E) → CKS(X,D). Lemma 10.2 says that this map is degree
preserving.
Let s ∈ T ′reg be a closed point. Our first claim is that the diagram
(11.19) CXs
KS
(Y,E) //
γ′∗

CKS(Y,E)
γ′∗

CHF0 (Xs) ≅ // CXsKS(X,D) // CKS(X,D)
commutes. Since Xs ⊂ Yreg and Xs ∩ E = ∅, it follows from Lemma 10.1 that the left
vertical arrow is an isomorphism. Hence, the claim follows from Lemma 11.5.
The diagram
(11.20) V (Yt,m,T ′) ∂ //
≅

⊕
s∈T ′
(0)
CHF0 (Xs)0
γ′∗

V (Yt,m,S′)∂X′,t// ⊕
s∈S′
(0)
CHF0 (Xs)0
commutes by the construction of the map ∂X′,t above (see (11.16)).
Our second claim is that the bottom boundary map in (11.20) becomes trivial after
composing with the projection ⊕
s∈S′
(0)
CHF0 (Xs)0↠ ⊕
s∈S′
(0)
∖T ′reg
CHF0 (Xs)0 for all m≫ 0.
To prove the claim, we first note that the composite map is anyway zero if s ∉ T ′. For
points in T ′, we project the horizontal arrows in (11.20) to closed points in the finite set
T ′sing, which gives us a commutative diagram
(11.21) V (Yt,m,T ′) ∂ //
≅

⊕
s∈T ′
sing
CHF0 (Xs)0/m
γ′∗

V (Yt,m,S′)∂X′,t// ⊕
s∈T ′
sing
CHF0 (Xs)0/m
for any m ≥ 1.
It follows from (11.10) that the top horizontal arrow in (11.21) is zero for all m≫ 0.
Hence, the same holds for the bottom horizontal arrow. To finish the proof of the claim,
it suffices therefore to show that CHF0 (Xs)0 is a finite group for every s ∈ T ′sing. But
this follows because Xs is a smooth projective curve over k(s) and hence CHF0 (Xs)0 ≅
J(Xs)(k(s)), and the latter group is finite.
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It follows from the claim that the bottom horizontal arrow in (11.20) factors through
V (Xt,m,S′) ∂X′,tÐÐÐ→ ⊕
s∈(T ′reg)(0)
CHF0 (Xs)0 for all m ≫ 0. Hence, the theorem is equivalent
to showing that the composition
V (Yt,m,S′) ∂Ð→ ⊕
s∈(T ′reg)(0)
CHF0 (Xs)0 → CKS(X,D)0
is zero for all m≫ 0.
For this, we consider the commutative diagram
(11.22) V (Yt,m,T ′) ∂ //
≅

⊕
s∈(T ′reg)(0)
CHF0 (Xs)0 //
γ′∗

CKS(Y,E)0
γ′∗≅

V (Yt,m,S′) ∂ // ⊕
s∈(T ′reg)(0)
CHF0 (Xs)0 // CKS(X,D)0
for all m ≫ 0, where the right square commutes by our first claim that (11.19) is com-
mutative. But the top composite arrow is zero for all m ≫ 0 by Corollary 11.3. We
conclude that the same holds for the bottom composite arrow. This finishes the proof
of the theorem. 
12. The finiteness theorem
Let k be a finite field and X an integral projective scheme of dimension d ≥ 1 over k.
Let D ⊂X be a nowhere dense closed subscheme. Let K denote the function field of X.
Our goal in this section is to prove the finiteness of CKS(X,D)0. This will be proven in
several steps beginning with the case of curves.
12.1. The case of curves. Suppose first that X is a curve. In this case, we have an
exact sequence
H0nis(D,O×D)→ CKS(X,D)0 → CKS(X)0 → 0.
The first term is clearly finite. So we need to see that the third term is finite. We do
this by comparing with the normalization f ∶Xn → X. We have an exact sequence
H0nis(Y,O×Y )→ CKS(X)0 → CKS(Xn)0 → 0
by Lemma 10.4, where Y ⊂Xn is a finite closed subscheme. We are therefore reduced to
proving that CKS(X)0 is finite when X is a smooth projective curve over a finite field.
But this is classical as CKS(X)0 = J(k), where J is the Jacobian variety of X.
12.2. Two general reduction steps. The following are two reduction steps which
apply without special condition on X.
Lemma 12.1. Assume that CKS(X,D)0 is finite when X is normal. Then the same
holds for arbitrary X.
Proof. Let f ∶Xn → X be the normalization map. Then, it follows from [28, Propo-
sition 4.2] that there is a nowhere dense closed subscheme D′ ⊂ Xn such that D′red ⊂
f−1(Xsing ∪Dred) and f∗(D) ⊂ D′. Moreover, the norm map between the Milnor K-
theory of the residue fields of the maximal Parshin chains defines a norm map between
the Nisnevich sheaves
(12.1) NXn/X ∶f∗(KMd,(Xn,D′))→ KMd,(X,D).
Taking the cohomology, this defines a push-forward map f∗∶CKS(Xn,D′)→ CKS(X,D).
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By construction, the above map has the property that for a regular closed point
x ∈ Xn ∖D′ such that f(x) ∈ Xreg, the diagram
(12.2) Z
≅ // CxKS(Xn,D′) //
f∗≅

CKS(Xn,D′)
f∗

C
f(x)
KS
(X,D) // CKS(X,D)
is commutative.
We conclude from [28, Theorem 2.5] that f∗∶CKS(Xn,D′)→ CKS(X,D) is surjective.
In particular, it is surjective on the degree zero subgroups by Lemma 10.2. This finishes
the proof. 
Lemma 12.2. Assume that CKS(X,D)0 is finite when Dred is an effective Weil divisor
whose complement is regular. Then the same holds for arbitrary D.
Proof. Given any irreducible component of Dred∪Xsing, we can find an irreducible prime
divisor of X containing this component. This implies that there is a reduced Weil divisor
E (with reduced induced closed subscheme structure) containing Dred ∪Xsing. But this
implies that D ⊂ mE for all m ≫ 0. Since E is nowhere dense, the canonical map
CKS(X,mE) → CKS(X,D) is surjective for all m ≫ 0. Hence, it is surjective on the
degree zero subgroups. We are therefore done. 
12.3. The case of generic fibration. Let X be as above with d ≥ 2. Let S be an
integral projective scheme of dimension d−1 over k and f ∶X → S a dominant morphism
with the following properties:
(1) f∗(OX) ≅ OS ;
(2) There is a regular dense open S′ ⊂ S such that the restriction f ∶f−1(S′) → S′ is
smooth of relative dimension one;
(3) The fibers of f ∶f−1(S′)→ S′ are integral;
(4) The map f ∶f−1(S′)→ S′ has a section ι ∶ S′ ↪ f−1(S′);
(5) D ∩ f−1(S′) = ∅.
Definition 12.3. A morphism f ∶X → S which satisfies the above properties will be
called a generic fibration of relative dimension one.
We shall now prove the finiteness theorem whenX admits a generic fibration of relative
dimension one over a (d − 1)-dimensional integral scheme. We shall prove this using
Theorem 11.6 and an exact sequence of Bloch [9, Theorem 4.2] and its generalization by
Kato-Saito [28, Theorem 5.4].
Lemma 12.4. Suppose that there exists a generic fibration f ∶X → S of relative dimen-
sion one. Then CKS(X,D)0 is finite.
Proof. We shall follow the notations of the definition of generic fibration of relative
dimension one. We let η ∈ S be the generic point. We let S̃ ⊂X be the scheme-theoretic
closure of ι(S′) in X. Note that S̃ is an integral scheme such that f ∣S̃ ∶ S̃ → S is projective
and birational. We let X ′ = f−1(S′) and write S̃ ∩X ′ as S′. We let ι∶ S̃ ↪ X denote
the inclusion. By [28, Proposition 2.9, Lemma 2.10], we can find a closed subscheme
D̃ ⊂ S̃ containing ι∗(D) such that D̃red = (ι∗(D))red and the Kato-Saito recipe gives a
push-forward map ι∗∶CKS(S̃, D̃)→ CKS(X,D)
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We now consider the commutative diagram
(12.3) ⊕
x∈S′
(0)
Z
 _

⊕
x∈S′
(0)
Z
 _
ι∗

// // CKS(S̃, D̃)
ι∗

⊕
x∈X′
(0)
Z // ⊕
x∈S′
(0)
CHF0 (Xs) // //

CKS(X,D)

M // //

N

0 0,
where M and N are defined so that the middle and the right columns are exact. The
horizontal arrows on the right side are given by Lemma 10.1 and are surjective by [28,
Theorem 2.5]. Note also that since CHF0 (Xs)0 = Ker(CHF0 (Xs)0 f∗Ð→ CHF0 (Spec (k(s))),
it follows that M = ⊕
x∈S′
0
Ms is such that the composition
CHF0 (Xs)0 ↪ CHF0 (Xs)→Ms
is an isomorphism for all s ∈ S′(0). Hence, we can identify M with ⊕
x∈S′
0
CHF0 (Xs)0.
Next, it follows from Lemma 10.2 that the right column in (12.3) induces an exact
sequence
(12.4) CKS(S̃, D̃)0 ι∗Ð→ CKS(X,D)0 → N
By induction on dim(X), our task therefore remains to show that N is finite. Using the
above description ofM and the surjectionM ↠N , it suffices to show that the composite
map
(12.5) ⊕
x∈S′
(0)
CHF0 (Xs)0 ↪ ⊕
x∈S′
(0)
CHF0 (Xs)→ CKS(X,D) → N
factors through a finite quotient.
We now choose a point t ∈ S′(1) and let T ⊂ S be its scheme-theoretic closure. Then
T ⊂ S is an integral curve whose generic point lies in S′. We let γ∶T ↪ S denote the
inclusion map and let T ′ = S′ ∩T . We let Y ′ =X ′ ×S T ′. Then the restriction Y ′ → T ′ of
f is a smooth projective morphism with integral fibers of dimension one. This implies
that Y ′ must be integral. We let Y ⊂X be the scheme-theoretic closure of Y ′ in X. This
gives us a commutative square of integral projective schemes
(12.6) Y
γ′
//
g

X
f

T
γ
// S.
It follows from Theorem 11.6 that the composite map
(12.7) V (Yt,mt, S′) ∂X′,tÐÐÐ→ ⊕
s∈S′
(0)
CHF0 (Xs)0 → CKS(X,D)0
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is zero for all mt ≫ 0. We write V (Yt,mt, S′) as V (Xt,mt, S′) (note that Yt =Xt for any
t ∈ S′(1)) and let
∂X′ ∶ ⊕
t∈S′
(1)
V (Xt,mt, S′)→ ⊕
x∈S′
(0)
CHF0 (Xs)0
denote the sum of the boundary maps ∂X′,t over the points t ∈ S′(1).
We now let πab1 (Xη)0 ∶= Ker(πab1 (Xη) f∗Ð→ πab1 (Spec (k(η)))). It follows from a theorem
of Katz and Lang [29] that πab1 (Xη)0 is finite. By [28, Theorem 5.4] (the exact sequence
of Bloch and Kato-Saito), there exists an exact sequence
(12.8) ⊕
t∈S′
(1)
V (Xt,mt, S′) ∂X′ÐÐ→ ⊕
x∈S′
(0)
CHF0 (Xs)0 → πab1 (Xη)0 → 0,
where for every t ∈ S′(1), we can take mt to be any non-zero integer which annihilates
πab1 (Xη)0.
We saw just above in (12.7) and in § 11 that if for t ∈ S′(1), we choose mt large enough
such that mt annihilates the resulting CKS(Y,E)0, ⊕
t∈T ′
sing
CHF0 (Xs)0 and πab1 (Xη)0, then
the forget support map
⊕
x∈S′
(0)
CHF0 (Xs)0 → CKS(X,D)
annihilates the image of ∂X′ . It follows that the composite map in (12.5) factors through
the finite group πab1 (Xη)0. We have therefore proven the lemma. 
12.4. The case of schemes fibered by curves. We shall say that a general fiber of
a morphism between schemes has property P if all fibers over a dense open subset of
the base have property P. Let f ∶X → S be a dominant projective morphism between
integral schemes over k whose generic fiber has dimension one. Let F be the function
field of S. We shall say that f is ‘nice’ if the following hold.
(1) X and S are normal;
(2) f is generically smooth;
(3) f∗OX = OS ;
(4) All fibers of f are geometrically connected;
(5) General fibers of f are geometrically integral of dimension one.
For a finite field extension F ↪ F ′, let S′ denote the normalization of S in F ′ and let
X ′ denote the normalization of X in the compositum KF ′ inside an algebraic closure of
K. Then f induces a projective morphism f ′∶X ′ → S′ such that the diagram
(12.9) X ′
φ
//
f ′

X
f

S′
ψ
// S
is commutative. The horizontal arrows are finite dominant and vertical arrows are pro-
jective dominant morphisms between integral schemes.
Lemma 12.5. If f ∶X → S is nice, then so is f ′∶X ′ → S′.
Proof. The property (1) follows by construction. We let Y = XF . Then Y is a smooth
projective geometrically integral curve over F . This implies that YF ′ also has the same
property. In particular, YF ′ coincides with the normalization of Y in the composite field
KF ′. Equivalently, YF ′ is the generic fiber of the map f
′
∶X ′ → S′. This proves (2).
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Since we just showed that the generic fiber X ′F ′ of f
′ is geometrically reduced and
connected, it follows from [59, Lemma 33.9.3] that H0(X ′F ′ ,OX′F ′ ) = F ′. An easy appli-
cation of Stein factorization tells us that f∗OX′ = OS′ (e.g., see [60, Lemma 37.48.6]).
In particular, all fibers of f ′ are geometrically connected. This proves (3) and (4). The
first part of (5) now easily follows from [60, Lemmas 37.24.4, 37.25.5]. The second part
is an easy consequence of the fact that f is dominant and hence flat over a dense open
subset of S by the generic flatness. 
Lemma 12.6. We can choose F ′ to be a purely inseparable extension such that the
resulting map f ′∶X ′ → S′ is nice.
Proof. We let Sn → S be the normalization morphism and let Y denote the normalization
of X. Then Y is a normal integral scheme and f induces a projective dominant map
f1∶Y → Sn. Since the generic fiber of f1 is a projective limit of open subschemes of Y
and the latter is normal, it follows that YF is integral and normal. Since dim(YF ) = 1, it
follows that YF is an integral regular curve over F .
By [58, Lemma 33.27.3], there exists a finite purely inseparable field extension F ↪ F ′
such that the normalization Z of (YF ⊗F F ′)red is geometrically normal. Since dim(YF ) =
1, it follows that Z is geometrically regular. In particular, it is geometrically reduced.
Since YF ⊗F F
′ → YF is a base change of the radicial morphism Spec(F ′)→ Spec(F ), it
is also radicial. It follows that YF ⊗F F
′ is irreducible. We conclude that Z is an integral
and geometrically regular (equivalently, smooth) projective curve over F ′.
We let S′ denote the normalization of S in F ′ and let X ′ be the normalization of Y
in the composite field KF ′. Let f ′∶X ′ → S′ be the induced morphism. Since YF is a
projective limit of open subschemes of Y , it follows that the generic fiber of f ′ is the
normalization Z ′ of YF in KF
′. On the other hand, it is easily seen that the canonical
map Z → Z ′ is a birational morphism between normal projective curves over F ′ (with
function field KF ′), and hence is an isomorphism.
Since X ′ is same as the normalization of X in the composite field KF ′, we conclude
that there exists a commutative square such as (12.9) for which the generic fiber of f ′ is
a smooth projective curve integral over the function field F ′ of S′. We have thus shown
(1) and (2). The proof of (3), (4) and (5) is identical to the proof of the second part of
Lemma 12.5. 
Lemma 12.7. Let f ∶X → S be a dominant projective morphism between integral schemes
over k whose generic fiber has dimension one. Then CKS(X,D)0 is finite.
Proof. Let F denote the function field of S. By Lemma 12.6, there is a purely insep-
arable finite extension F ⊂ F ′ such that the resulting map f ′∶X ′ → S′ is nice. By
[28, Proposition 4.2], there is a nowhere dense closed subscheme D′ ⊂ X ′ contain-
ing φ∗(D) (see (12.9)) and a push-forward map φ∗∶CKS(X ′,D′) → CKS(X,D). This
map is degree preserving by Lemma 10.2. It follows from [28, Corollary 4.10] that
φ∗∶CKS(X ′,D′) → CKS(X,D) is surjective. Hence, it is surjective on the degree zero
subgroups. It suffices therefore to prove the lemma when f ∶X → S is nice. We shall
assume this to be the case in the rest of the proof and divide the proof into various
sub-cases. We let Y denote the generic fiber of f .
We first consider the case when D ∩ Y = ∅ and Y (F ) ≠ ∅. Since f is projective, it
follows that the scheme-theoretic image of D in S is a nowhere dense closed subscheme.
We can therefore find an open dense subscheme S′ ⊂ S such that D ∩ f−1(S′) = ∅. Since
Y is smooth over F and Y (F ) ≠ ∅, we can assume (after shrinking S′ if necessary) that f
is smooth over S′ and has a section over S′. It follows that f ∶X → S is a generic fibration
of relative dimension one. We conclude the finiteness of CKS(X,D)0 by Lemma 12.4.
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We now consider the case when D ∩ Y = ∅. We can find a finite Galois extension
F ⊂ F ′ such that the resulting map f ′∶X ′ → S′ has the property that Y ′(F ′) ≠ ∅, where
Y ′ is the generic fiber of f ′. It follows from Lemma 12.5 that f ′ is also nice. Since X is
normal, there exists a push-forward map φ∗∶CKS(X ′,D′) → CKS(X,D) where we can
take D′ = φ∗(D). It follows from [28, Corollary 4.10] that Coker(φ∗) is finite. Since φ∗
is degree-preserving by Lemma 10.2, it follows that
(12.10) CKS(X ′,D′)0 φ∗Ð→ CKS(X,D)0 → Coker(φ∗)
is exact. Since we have shown above that CKS(X ′,D′)0 is finite, it follows that so is
CKS(X,D)0.
We now consider the remaining case D ∩Y ≠ ∅. We let T = {x ∈ Y (1)∣{x} ⊂D}, where
the closure of {x} is taken in X. It is clear that T is a finite set. We can now choose a
closed subscheme D′ ⊂D such that
(12.11) ID′OX,x = IDOX,x for x ∈X(1) ∖ T and D′ ∩ Y = ∅.
It follows from the choice of D′ that ID′OX,x = OX,x for every x ∈ T . By [28, Theo-
rem 8.3, Proposition 8.4, Corollary 8.5], there exists an exact sequence
(12.12) ⊕
x∈T
C(x, ix)→ CKS(X,D) → CKS(X,D′)→ 0,
where ix ≫ 0 is an integer and C(x, ix) is finite for each x ∈ T . We remark here that this
is shown in [28, Proposition 8.4] when T is a singleton. However, an easy induction on
the cardinality of T yields the general case.
Taking the degree zero parts, we get an exact sequence
(12.13) ⊕
x∈T
C(x, ix)→ CKS(X,D)0 → CKS(X,D′)0 → 0.
We have shown earlier that CKS(X,D′)0 is finite and this concludes the proof. 
12.5. The general case of finiteness theorem. Let k be a finite field. Let X be
a projective integral scheme in Schk of dimension d ≥ 1 and D ⊂ X a nowhere dense
closed subscheme. Let K be the function field of X. We shall now prove the finiteness
of CKS(X,D)0 in general. The result is the following.
Theorem 12.8. The degree zero idele class group CKS(X,D)0 is finite. In particular,
C(X,D)0 is finite if X ∖D is regular.
Proof. We only need to prove the the finiteness of CKS(X,D)0 in view of Theorem 3.8
and Lemma 10.5.
First of all, we can assume that X is normal by Lemma 12.1. Next, by enlarging D if
necessary, we can assume that its complement is regular. We let Y =Dred with reduced
closed subscheme structure and let V =X ∖ Y . Note that Xsing ⊂ Y . We can now find a
finite field extension k ↪ k′ such that if X ′ is the normalization of X in the composite
field Kk′ and if Y ′ is the inverse image of Y under projection φ∶X ′ → X, then there is
a blow-up g∶X ′′ → X ′ with center away from Y ′ and a dominant projective morphism
f ∶X ′′ → Pd−1k′ . This is proven in [28, Lemma 9.5] if k is infinite, where one can take
k′ = k. The finite field case is easily reduced to the infinite field because we can get
g∶X ′′ → X ′ and f ∶X ′′ → Pd−1E , where E is a pro-ℓ extension of k for some prime ℓ. Any
such construction is then actually defined over a finite extension k′ of k.
Using [28, Corollary 4.10] and a part of the proof of Lemma 12.7 (see (12.10)), we
see that it suffices to prove the theorem for X ′. Note here that the push-forward
φ∗∶CKS(X ′,D′) → CKS(X,D) of (12.10) exists if we let D′ = f∗(D) because X is
normal (see [28, Proposition 4.2]). We can therefore assume that there is a blow-up
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g∶ X̃ → X with center away from Y and a dominant projective morphism f ∶ X̃ → Pd−1k .
We let U ⊂X be an open dense subscheme over which g is an isomorphism. Then Y ⊂ U .
By [28, Lemma 9.6], the Kato-Saito recipe gives a push-forward map g∗∶CKS(X̃, D̃)→
CKS(X,D) for any nowhere dense closed subscheme D̃ ⊂ X̃ containing g∗(D). The map
g∗ has the property that for any closed point x ∈ g−1(Ureg) ∖ D̃, the diagram
(12.14) Z
≅ //
≅
!!❇
❇❇
❇❇
❇❇
❇❇
CxKS(X̃, D̃) //
g∗ ≅

CKS(X̃, D̃)
g∗

CxKS(X,D) // CKS(X,D)
commutes where the horizontal arrows are the forget support maps.
It follows from this diagram and [28, Theorem 2.5] that g∗ is surjective. Since g∗ is
degree preserving by Lemma 10.2, this implies that g∗∶CKS(X̃, D̃)0 → CKS(X,D)0 is
also surjective. It suffices therefore to show that CKS(X̃, D̃)0 is finite. But this follows
from Lemma 12.7 because f is a dominant morphism between integral schemes of relative
dimension one and hence its generic fiber has dimension one. This concludes the proof
of the theorem. 
13. A moving lemma for 0-cycles with modulus
Our next goal is to prove a moving lemma for the Chow group of 0-cycles with modulus
which will be the key ingredient in the proof of Theorem 1.5. In this section, we shall
recall the Chow group of 0-cycles with modulus and prove some intermediate results.
13.1. Chow group with modulus. We recall the definition of the Chow group of
0-cycles with modulus from [5] and [34]. Let k be any field and X a reduced quasi-
projective scheme over k of dimension d ≥ 1. Let D ⊂ X be an effective Cartier divisor
and U its complement. Let D′ = Dred. Let Z0(U) denote the free abelian group on the
set of closed points in U . Suppose Y ⊂ X is an integral curve not contained in D′ and
let ν ∶Yn →X be the projection map from the normalization of Y . We let D′Y = ν−1(D′).
Let IDY denote the ideal of ν
∗(D) in the semilocal ring OYn,D′Y . We have the divisor
map div∶KM1 (OYn,D′Y , IDY ) → Z0(ν−1(U)). We let R0(Y ∣D) denote the image of the
composite map
(13.1) KM1 (OYn,D′Y , IDY )
div
Ð→ Z0(ν−1(U)) ν∗Ð→ Z0(U).
We letR0(X ∣D) be the image of the map⊕
Y
R0(Y ∣D)→ Z0(U), where Y runs through
the set of curves as above. An element α ∈ R0(X ∣D) is said to be a 0-cycle rationally
equivalent to zero. The Chow group of 0-cycles with modulus is the quotient
(13.2) CH0(X ∣D) = Z0(U)R0(X ∣D) .
The functor (X,D) ↦ CH0(X ∣D) has appropriate covariant functorial property for
proper maps and contravariant functorial property for flat maps. It is also clear from
the definition that for D1 ≤D2, there is a canonical map CH0(X ∣D2)→ CH0(X ∣D1). In
particular, there is a canonical map CH0(X ∣D) → CHF0 (X). If X is projective over k,
composing with the classical degree map CHF0 (X) → Z, we get the degree map
(13.3) deg∶CH0(X ∣D) → Z,
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whose image coincides with the image of the composite map Z0(U) ↪ Z0(X) → Z.
Hence, there exists an integer n ≥ 1 which depends only on U such that the sequence
(13.4) 0→ CH0(X ∣D)0 → CH0(X ∣D) deg/nÐÐÐ→ Z→ 0
is exact. Furthermore, we have n = 1 if either k is finite andX is geometrically irreducible
or k is separably closed. We shall consider CH0(X ∣D) a topological group with discrete
topology.
We let C(U) = lim←Ð
E
CH0(X ∣E) and C(U)0 = Ker(C(U) degÐÐ→ Z), where the limit is
over all effective Cartier divisors E with support D′. Since we have CH0(X ∣D2)0 ↠
CH0(X ∣D1)0 for every D1 ≤D2, it follows that
(13.5) C(U)0 ≅Ð→ lim←Ð
E
CH0(X ∣E)0.
We shall consider C(U) and C(U)0 as topological groups with their inverse limit topol-
ogy. It is then clear that C(U)0 is a closed subgroup of C(U).
The moving lemma we want to prove for CH0(X ∣D) is the following.
Theorem 13.1. Let X be a smooth quasi-projective scheme of dimension d ≥ 2 over a
field k and let D ⊂ X be an effective Cartier divisor. Let A ⊂ D′ be a closed subscheme
such that dim(A) ≤ d − 2. Then R0(X ∣D) is generated by the images of R0(Y ∣D) as
in (13.1), where Y ⊂X has an additional property that Y ∩A = ∅.
13.2. The Levine-Weibel Chow group of the double. The proof of Theorem 13.1
is similar to that of the fundamental exact sequence [5, (6.3)], which relates the Chow
group with modulus with an improved version of the Levine-Weibel Chow group of a
singular variety. However, we need some modifications to prove Theorem 13.1 and shall
therefore present a complete proof.
Recall from [5, § 2.1] that the double of X along D is the quasi-projective scheme SX
such that the square
(13.6) D
ι //
ι

X
ι+

X
ι− // SX
is co-Cartesian. That is, SX = X+ ∐D X−. The arrows ι± are closed immersions and
ι∶D ↪ X is the inclusion of D in X. There is a projection map ∆∶SX → X which is
finite and flat. Moreover, ∆ ○ ι± = IdX . We also have D′ = (SX)sing via the inclusion
ι± ○ ι. Let us denote this by ι
′. The double SX is a reduced scheme with two irreducible
components X±, each a copy of X.
Let CHLW0 (SX) denote the Levine-Weibel Chow group of SX (see [5, § 3.4]). Recall
that this is the quotient of Z0(SX ∖D) by the subgroup of rational equivalences, denoted
by RLW0 (SX). These rational equivalences are generated by the divisors of rational
functions on certain ‘Cartier curves on X relative to D’. We refer to [5, § 3.4] for these
terms.
In this subsection, we shall prove some lemmas which help us choose some refined
Cartier curves in order to define the rational equivalence of 0-cycles on SX . We shall
consider A as a closed subscheme of SX via the inclusions A↪D ↪ SX . We shall assume
in this subsection that k is infinite.
Lemma 13.2. Assume d ≥ 3. Then RLW0 (SX) is generated by the divisors of functions
on (possibly non-reduced) Cartier curves C ↪ SX relative to D, where C satisfies the
following:
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(1) There is a locally closed embedding SX ↪ PNk and distinct hypersurfaces
H1,⋯,Hd−2 ↪ P
N
k
such that Y = SX ∩H1 ∩⋯∩Hd−2 is a complete intersection which is reduced;
(2) X± ∩ Y =X± ∩H1 ∩⋯∩Hd−2 ∶= Y± are integral;
(3) No component of Y is contained in D;
(4) Y ∩A is finite;
(5) C ⊂ Y .
(6) C is a Cartier divisor on Y ;
(7) Y± are smooth away from C.
Proof. The proof is identical to that of [5, Lemma 5.4]: we obtain Y and C using the
Bertini theorems of Altman-Kleiman [3, Theorem 1] and Jouanolou [24]. Since k is
infinite, these Bertini theorems also allow us to ensure that a general hypersurface of a
given degree in Pnk will intersect A properly under any chosen locally closed embedding
X ↪ PNk . Since (4) is an open condition on the linear system of hypersurfaces of a given
degree in PNk , we can also include it in the proof of [5, Lemma 5.4] because dim(A) ≤
d − 2. 
Lemma 13.3. Let d ≥ 2. Let ν ∶C ↪ SX be a (possibly non-reduced) Cartier curve
relative to D ⊂ SX . Assume that either d = 2 or there are inclusions C ⊂ Y ⊂ SX , where
Y is a reduced complete intersection surface and C is a Cartier divisor on Y , as in
Lemma 13.2. Let f ∈ O×C,ν∗D ⊂ k(C)×, where k(C) is the total quotient ring of OC,ν∗D.
We can then find two Cartier curves ν′∶C ′ ↪ SX and ν′′∶C ′′ ↪ SX relative to D
satisfying the following:
(1) There are very ample line bundles L′,L′′ on SX and sections t′ ∈H0(SX ,L′), t′′ ∈
H0(SX ,L′′) such that C ′ = Y ∩(t′) and C ′′ = Y ∩(t′′) (with the convention Y = SX
if d = 2);
(2) C ′ and C ′′ are reduced;
(3) C ′ ∩A = C ′′ ∩A = ∅;
(4) The restrictions of both C ′ and C ′′ to X via the two closed immersions ι± are
integral curves in X, which are Cartier and smooth along D;
(5) There are functions f ′ ∈ O×
C′,(ν′)∗D and f
′′ ∈ O×
C′′,(ν′′)∗D such that ν
′
∗(div(f ′)) +
ν′′∗ (div(f ′′)) = ν∗(div(f)) in Z0(SX ∖D).
Proof. In this proof, we shall assume that Y = SX if d = 2. In this case, a Cartier curve
on SX along D
′ = (SX)sing must be an effective Cartier divisor on SX . Hence, we can
assume that C is an effective Cartier divisor on Y for any d ≥ 2. Note that Y = Y+∐D Y−.
Since Y is quasi-projective over k and C is an effective Cartier divisor on Y , we can
add some very ample effective divisor to C to get another effective Cartier divisor C ′
(see the proof of [41, Lemma 1.4]) on Y such that
(1) C ⊂ C ′;
(2) C ′ ∖C ∩ (C ∩D) = ∅;
(3) OY (C ′) is very ample on Y .
Setting g = f on C and g = 1 on C ′∖C, we then see that g defines an element in O×C′,C′∩D
such that div(g) = div(f). We can thus assume that OY (C) is very ample on Y .
We now choose t0 ∈ H0(Y,OY (C)) such that C = (t0), where for a line bundle L and
a meromorphic section h of L, (h) denotes the (effective) divisor of zeros of h. Since
OY (C) is very ample, and Y is reduced, we can find a new section t∞ ∈H0(Y,OY (C)),
sufficiently general so that:
(1) (t∞) is reduced;
(2) (t∞) ∩ (t0) ∩D = ∅;
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(3) (t∞) ∩A = ∅;
(4) (t∞) contains no component of (t0);
(5) D contains no component of (t∞).
Note that we can achieve (3) because Y ∩ A is finite by Lemma 13.2. Denote by
C∞ the divisor (t∞). Notice that the function h = (1, f) is meromorphic on C∞ ∪ C
and regular invertible in a neighborhood of (C∞ ∪ C) ∩ D by (2). Since Y ∩ A is a
finite closed set of SX which does not meet C∞, we can write Y ∩ A = S1 ∐ S2, where
S1 ⊂ C ∩A and S2 ∩ (C∞ ∪C) = ∅. By setting h = 1 on S2, we can extend the function
h to a meromorphic function on T ∶= (Y ∩A) ∪C∞ ∪C which is regular invertible in a
neighborhood of T ′ ∶= (Y ∩A)⋃((C∞ ∪ C) ∩D). Let S denote the finite set of closed
points on C∞ ∪C, which either lie on C∞ ∩C or where h is not regular. In particular,
S ⊃ {poles of f} ∪ (C ∩C∞).
Since SX is reduced quasi-projective and X± (as well as Y±) are integral closed sub-
schemes of SX , we can find a very ample line bundle L on SX and a section s∞ ∈
H0(SX ,L) (see again [41, Lemma 1.3]) so that:
a) (s∞) and (s∞) ∩ Y are reduced;
b) Y /⊂ (s∞);
c) (s∞) ∩X± and (s∞) ∩ Y± are integral;
d) (s∞) ∩ T ′ = ∅;
e) (s∞) ⊃ S;
f) C∞ ∪C contains no component of (s∞) ∩ Y .
If SX is the scheme-theoretic closure of SX in the projective embedding given byL = OSX(1) and if I is the ideal sheaf of SX ∖ SX in the ambient projective space, then
we can find a section s′∞ of the sheaf I ⊗OPN
k
(m) for some m≫ 0, which restricts to a
section s∞ on SX satisfying the properties (a) - (f) on SX = SX ∖ V (I). This implies in
particular that SX ∖ (s∞) = SX ∖ (s′∞) is affine. Set L′ = Lm.
We now know that Y+ is smooth away from C, and (d) tells us that (s∞) intersects Y+
along D at only those points which are away from C∞∪C. It follows that (s∞)∩Y+∩D ⊂(s∞) ∩ (Y+)reg, where (Y+)reg denotes the smooth locus of Y+. On the other hand, we
can use the Bertini theorem of Altman and Kleiman [3, Theorem 1] to ensure that
(s∞) ∩ (Y+)reg is smooth. The same holds for Y− as well. We conclude that we can
choose L′ and s∞ ∈H0(SX ,L′) such that (a) - (f) above as well as the following hold.
g) (s∞) ∩ Y± are smooth along D.
h) SX ∖ (s∞) is affine.
Now, because h is a meromorphic function on T which is regular outside S, and the
latter is contained in (s∞), the property (h) implies that h∣T∖(s∞) extends to a regular
function H on U = SX ∖(s∞). Since H is a meromorphic function on SX which has poles
only along (s∞), it follows that HsN∞ is an element of H0(U, (L′)N) which extends to a
section s0 of (L′)N on all of SX , if we choose N ≫ 0.
Since s∞ and h are both invertible on T in a neighborhood of T
′, we see that s0
is invertible on T in a neighborhood of T ′. In particular, s0 ∉ H0(SX , (L′)N ⊗ IT ).
Applying [41, Lemma 1.3] and [3, Theorem 1] (see their proofs), we can thus find α ∈
H0(SX , (L′)N ⊗IT ) ⊂H0(SX , (L′)N) such that s′0 ∶= s0 +α has the following properties:
a’) (s′0) and (s′0) ∩ Y are reduced;
b’) Y /⊂ (s′0);
c’) (s′0) ∩X± and (s′0) ∩ Y± are integral;
d’) (s′0) ∩ T ′ = ∅;
e’) C∞ ∪C contains no component of (s′0) ∩ Y ;
f’) (s′0) ∩ Y± are smooth along D.
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We then have
s′0
sN∞
= Hs
N
∞ + (αs−N∞ )sN∞
sN∞
=H + αs−N∞ =H ′, (say).
Since α vanishes along C∞∪C and s∞ is invertible along U , it follows thatH
′
∣(C∞∪C)∩U
=
H∣(C∪C∞)∩U = h∣U . In other words, we have s′0/sN∞ = h as rational functions on C∞ ∪C.
We can now compute:
ν∗(div(f)) = (s′0) ⋅C −N(s∞) ⋅C
0 = div(1) = (s′0) ⋅C∞ −N(s∞) ⋅C∞.
Setting (sY∞) = (s∞) ∩ Y and (s′Y0 ) = (s′0) ∩ Y , we get
ν∗(div(f)) = (s′0) ⋅ (C −C∞) −N(s∞)(C −C∞)= (s′Y0 ) ⋅ (div(t0/t∞)) −N(sY∞) ⋅ (div(t0/t∞))= ιs′Y
0
,∗(div(f ′)) −NιsY∞,∗(div(f ′′)),
where f ′ = (t0/t∞)∣(s′Y
0
) ∈ O×(s′Y
0
),D∩(s′Y
0
)
(by (d’)) and f ′′ = (t0/t∞)∣(sY∞) ∈ O×(sY∞),D∩(sY∞)
(by (d)).
It follows from (f) and (f’) that (s′Y0 )∣X+ , (s′Y0 )∣X−, (sY∞)∣X+ and (sY∞)∣X− are all smooth
along D. Setting L′′ = (L′)N , t′′ = (s′0) and t′ = (s∞), we see that the curves C ′ = (t′)∩Y
and C ′′ = (t′′) ∩ Y together with the functions f ′ and f ′′ satisfy the conditions of the
Lemma. 
13.3. The map τ∗X . Let CH
A
0 (X ∣D) be the quotient of the free abelian group Z0(X ∖
D) on the closed points on X ∖D by the subgroup of rational equivalences RA0 (X ∣D)
generated by the images ofR0(Y ∣D) as in (13.1), where Y ⊂X has an additional property
that Y ∩A = ∅. It is clear that there is a canonical surjection CHA0 (X ∣D)↠ CH0(X ∣D).
Our goal is to prove that this is an isomorphism.
We let τ∗X ∶Z0(SX ∖D) → Z0(X ∖D) be the map τ∗X = ι∗+ − ι∗− under the embeddings
X
ι±Ð→ SX . We want to show that τ∗X preserves the subgroups of rational equivalences.
We continue to assume that k is infinite.
Lemma 13.4. Assume d = 2. Then the map τ∗X descends to a group homomorphism
CHLW0 (SX)→ CHA0 (X ∣D).
Proof. The proof is essentially identical to that of [5, Proposition 5.7], but changes are
required at many places. So we provide the details.
We have shown in Lemma 13.3 that in order to prove that τ∗X preserves the subgroups
of rational equivalences, it suffices to show that τ∗X(div(f)) ∈ RA0 (X ∣D), where f is a
rational function (which is regular and invertible along D) on a Cartier curve ν ∶C ↪ SX
that we can choose in the following way.
(1) There is a very ample line bundle L on SX and sections t ∈H0(SX ,L), t± = ι∗±(t) ∈
H0(X, ι∗±(L)) such that C = (t) and C± = (t±).
(2) C is a reduced Cartier curve of the form C = C+ ∐E C−, where E = ν∗(D) such
that C± are integral curves on X, none of which is contained in D, none of which
meets A and each of which is smooth along D (see [5, Remark 5.6]).
If E = ∅, then C± are two integral curves on X away from D and τ∗X(div(f)) =
div(f ∣C+) − div(f ∣C−) ∈ RA0 (X ∣D). We can thus assume that E ≠ ∅. Then (1) implies
that
(13.7) (t+)∣D = ι′∗(t) = (t−)∣D,
where recall that ι′ = ι+ ○ ι = ι− ○ ι∶D ↪ SX denotes the inclusion map.
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Let (f+, f−) be the image of f in O×C+,E ×O×C−,E ↪ k(C+) × k(C−). It follows from [5,
Lemma 2.2] that there is an exact sequence
0→ OC,E → OC+,E ×OC−,E → OE → 0.
In particular, we have
(13.8) (f+)∣E = (f−)∣E ∈O×E .
Let us first assume that C+ = C− as curves on X. Let C denote this curve and let
Cn denote its normalization. Let π∶Cn → C ↪ X denote the composite map. Since
C is regular along E by (2), we get f+, f− ∈ O×Cn,E. Setting g ∶= f+f−1− ∈ O×Cn,E, it
follows from (13.8) that g ∈ Ker(O×Cn,E → O×E). Moreover, τ∗X(div(f)) = ι∗+(div(f)) −
ι∗−(div(f)) = div(f+) − div(f−) = π∗(div(g)). Since C ∩A = ∅ by (2), we conclude that
τ∗X(div(f)) dies in CHA0 (X ∣D).
We now assume that C+ ≠ C−. Since C+ ∩D = C− ∩D = E as closed subschemes, we
see that the support of (C+ ∪C−) ∩D is same as Ered, where C+ ∪C− ⊂ X is the closed
subscheme defined by the ideal sheaf IC+ ∩IC− . Note that since C± are integral, C+ ∪C−
is a reduced closed subscheme of X with irreducible components C±.
Since A is a finite closed subscheme of X and (C+∪C−)∩A = ∅, the functions f± extend
to meromorphic functions on T± = A∪C± which are regular invertible in a neighborhood
of T ′ = A∪E by letting f± = 1 on A. Let S± denote the set of closed points on C±, where
f± have poles. We let T = T+ ∪ T− and S = S+ ∪ S−. It is clear that S ∩D = ∅.
We now repeat the constructions in the proof of Lemma 13.3 to find a very ample line
bundle L on X and a section s∞ ∈ H0(X,L) (see [41, Lemma 1.3] and [3, Theorem 1])
such that
a) (s∞) is integral (because X is integral);
b) (s∞) ∩ T ′ = ∅;
c) (s∞) ⊃ S;
d) (s∞) /⊂ C+ ∪C−;
e) (s∞) is smooth away from S;
f) X ∖ (s∞) is affine.
It follows that f±∣T±∖(s∞) extend to regular functions F± on X ∖ (s∞). Since F± are
meromorphic functions on X which have poles only along (s∞), it follows that F±sN∞ are
elements of H0(X ∖ (s∞),LN) which extend to sections (s0)± of LN on all of X, if we
choose N ≫ 0.
Since the functions s∞ and F± are all meromorphic functions on X which are regular
on X ∖(s∞), it follows that each of them restricts to a meromorphic function on T which
is regular on T∖(s∞) and F±∣T±∖(s∞) = f±∣T±∖(s∞). Since s∞ and F± are invertible on T± in
some neighborhood of T ′, we see that (s0)± are invertible on T± in some neighborhood
of T ′. In particular, (s0)± ∉ H0(X,LN ⊗ IT ). As before, using [41, Lemma 1.3] and
[3, Theorem 1], we can moreover find α± ∈ H0(X,LN ⊗ IT ) ⊂ H0(X,LN ) such that(s′0)± ∶= (s0)± +α± have the following properties.
a’) ((s′0)±) are integral.
b’) ((s′0)±) /⊂ C+ ∪C−.
c’) ((s′0)±) ∩ T ′ = ∅.
d’) ((s′0)±) are smooth away from S.
We then have
(13.9)
(s′0)±
sN∞
= F±s
N
∞ + (α±s−N∞ )sN∞
sN∞
= F± + α±s−N∞ =H±, (say).
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We can now find a dense open subscheme U ′ ⊂ X ∖ ((s∞) ∪ ((s′0)+) ∪ ((s′0)−)) which
contains T ′ and where F±, α±, s∞ and (s′0)± are all regular. In particular, H± are rational
functions on X which are regular on U ′.
Since T ′ ⊂ U ′ and T ′ ≠ ∅ (because E ≠ ∅), it follows that T± ∩ U ′ are dense open
in T±. It follows that s∞ and (s′0)± restrict to regular functions on T± ∩ U ′ which are
invertible in a neighborhood of T ′. Since α± vanish along T and s∞ is invertible on U
′,
it follows that H±∣T±∩U ′ = F±∣T±∩U ′ . Since F± restrict to regular functions on T± ∩U ′ and
are invertible along T ′, it follows that H± restrict to regular functions on T± ∩ U
′ and
are invertible along T ′.
As H+ (resp. H−) is regular on U
′, it restricts to a regular function on the dense open
subset C− ∩U
′ (resp. C+ ∩U
′) of C− (resp. C+). Furthermore, we have
(13.10) H+∣E = F+∣E = f+∣E =† f−∣E = F−∣E =H−∣E ,
where † follows from (13.8).
We thus saw above that H+ and H− are both regular functions on C− ∩U
′ such that
H− ≠ 0. In particular, H+/H− is a rational function on C−. Since (s′0)+ and (s′0)− are
both invertible functions on C− ∩U
′, it follows that the restriction of (s′0)+/(s′0)− on C−
is a rational function on C−, which is regular and invertible on the dense open C− ∩U
′.
On the other hand, we have
(13.11)
(s′0)+
(s′0)− =
(s′0)+/sN∞
(s′0)−/sN∞ =
H+
H−
,
as rational functions on X. In particular, (s′0)+ ⋅H− = (s′0)− ⋅H+ as regular functions on
U ′. In particular, this identity holds after restricting these regular functions to C− ∩U
′.
We thus get
(13.12)
(s′0)+
(s′0)− =
(s′0)+/sN∞
(s′0)−/sN∞ =
H+
H−
,
as rational functions on C−. Note that H− is non-zero on C−. Since
(s′0)+
(s′
0
)−
restricts to a
rational function on C− which is regular and invertible in the dense open C− ∩ U
′, we
conclude that H+/H− restricts to an identical rational function on C− which is regular
and invertible on C− ∩U
′.
We now compute
τ∗X(div(f)) = ι∗+(div(f)) − ι∗−(div(f))= div(f+) − div(f−)
= [((s′0)+) ⋅C+ − (sN∞) ⋅C+] − [((s′0)−) ⋅C− − (sN∞) ⋅C−]= [((s′0)+) ⋅C+ − ((s′0)+) ⋅C−] + [((s′0)+) ⋅C− − ((s′0)−) ⋅C−]
− [(sN∞) ⋅C+ − (sN∞) ⋅C−]
= [((s′0)+) ⋅ (C+ −C−)] + [C− ⋅ (((s′0)+) − ((s′0)−))] − [(sN∞) ⋅ (C+ −C−)]= ((s′0)+) ⋅ (div(t+/t−)) +C− ⋅ (div((s′0)+/(s′0)−)) −N(s∞) ⋅ (div(t+/t−))= ((s′0)+) ⋅ (div(t+/t−)) +C− ⋅ (div(H+/H−)) −N(s∞) ⋅ (div(t+/t−)).
It follows from (b) and (c’) that t± restrict to regular invertible functions on ((s′0)+)
and (s∞) along D. We set h1 = ( t+t− )∣((s′
0
)+)
, h2 = (H+H− )∣C− and h3 = ( t+t− )∣s∞. Let((s′0)+)n → ((s′0)+), (C−)n → C− and (s∞)n → (s∞) denote the normalization maps.
Let ν1∶ ((s′0)+)n →X, ν2∶ (C−)n → X and ν3∶ (s∞)n →X denote the composite maps. We
now note that ((s′0)+), C− and (s∞) are all regular along D by (2), (e) and (d’). Further-
more, none of these meets A by (2), (b) and (c’). It follows from (13.7) and (13.10) that
(ν1)∗(h1), (ν2)∗(h2) and (ν3)∗(h3) die in CHA0 (X ∣D). We conclude that τ∗X(div(f))
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dies in CHA0 (X ∣D). In particular, τ∗X descends to a map τ∗X ∶CHLW0 (SX) → CHA0 (X ∣D).
This finishes the proof. 
The following result generalizes Lemma 13.4 to higher dimensions.
Proposition 13.5. Assume d ≥ 2. Then the map τ∗X descends to a group homomorphism
τ∗X ∶CH
LW
0 (SX)→ CHA0 (X ∣D).
Proof. We can assume d ≥ 3 by Lemma 13.4. Let ν ∶C ↪ SX be a reduced Cartier curve
relative to D and let f ∈ O×C,E , where E = ν∗(D). By Lemma 13.2, we can assume that
there are inclusions C ↪ Y ↪ SX satisfying the conditions (1) - (7) of Lemma 13.2. The
only price we pay by doing so is that C may no longer be reduced. We achieve this using
Lemma 13.3 as follows.
We replace C by a reduced Cartier curve (which we also denote by C) that is of
the form given in Lemma 13.3. We shall now continue with the notations of proof of
Lemma 13.3.
We write C = (t) ∩ Y , where t ∈ H0(SX ,L) such that L is a very ample line bundle
on SX . Let t± = ι∗±(t) ∈ H0(X, ι∗±(L)) and let C± = (t±) ∩ Y = (t±) ∩ Y±. Let ν±∶C± ↪ X
denote the inclusions. It follows from our choice of the section that (t±) are integral.
If C+ = C−, exactly the same argument as in the case of surfaces applies to show that
τ∗X(div(f)) dies in CHA0 (X ∣D). So we assume C+ ≠ C−. We can also assume E ≠ ∅.
Let ∆(C) = C+ ∪ C− denote the scheme-theoretic image in X under the finite map
∆. Since X is smooth and integral, we can find a complete intersection integral surface
Z ⊂X satisfying the following:
(1) Z ⊃∆(C);
(2) Z ∩A is finite;
(3) Z ∩ (t±) are integral curves;
(4) Z is smooth away from ∆(C).
Set tZ± = (t±)∣Z . Since C± are integral and contained in Z ∩ (t±), it follows that
(13.13) (tZ± ) = C±.
We let f± = ν∗±(f). As in the proof of Lemma 13.4, the functions f± extend to
meromorphic functions on T± = (Z ∩A)∪C± = (Z ∩A) ∐C± which are regular invertible
in a neighborhood of T ′ = (Z ∩A)∪E by letting f± = 1 on Z ∩A. Moreover, f+∣E = f−∣E ,
where E = ν∗(D). Let S± denote the set of closed points on C±, where f± have poles.
We let T = T+ ∪ T− and S = S+ ∪ S−. It is clear that S ∩D = ∅.
We now choose another very ample line bundleM on X and s∞ ∈H0(X,M) (see the
proof of Lemma 13.3) such that
i) (s∞) is integral;
ii) (s∞) ∩Z and (s∞) ∩ (t±) are proper and integral;
iii) (s∞) ⊃ S;
iv) (s∞) ∩ T ′ = ∅;
v) X ∖ (s∞) is affine;
vi) (s∞) is smooth away from S;
vii) (s∞) ∩Z is smooth away from ∆(C);
viii) (s∞) ∩Z /⊂∆(C).
As shown in the proof of Lemma 13.3, it follows from (3), (iv) and (vii) above that
(sZ∞) ∶= (s∞) ∩ Z is smooth along D. Using (vi), we can lift f± ∈ k(T±)× to regular
functions F± on X ∖ (s∞). Using an argument identical to that given in the proof of
Lemma 13.4, we can extend (s0)± = sN∞F± (for some N ≫ 0) to global sections (s0)± ofMN on X so that:
a) ((s0)±) and ((s0)±) ∩Z are integral.
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b) ((s0)±) ∩ T ′ = ∅.
c) ((s0)±) ∩Z /⊂∆(C).
d) ((s0)±) ∩Z are smooth away from ∆(C).
As we argued in the proof of Lemma 13.3, it follows from (iv), (viii), (c) and (d) that
(sZ∞) and ((sZ0 )±) ∶= ((s0)±) ∩Z are smooth along D.
Setting H± = (s0)±/sN∞ and using the argument of the proof of Lemma 13.4, we get
H± ∈ k(X)× and they restrict to rational functions on C± which are regular and invertible
along D. Moreover, H+/H− restricts to a rational function on C− which is regular and
invertible along D. Since
(13.14) H+∣E = F+∣E = f+∣E =† f−∣E = F−∣E =H−∣E ,
where † follows from (13.8), we have H+/H− = 1 on E.
We now compute
τ∗X(div(f)) = ι∗+(div(f)) − ι∗−(div(f))= div(f+) − div(f−)
= [((sZ0 )+) ⋅C+ −N(sZ∞) ⋅C+] − [((sZ0 )−) ⋅C− −N(sZ∞) ⋅C−]
= [((sZ0 )+) ⋅C+ − ((sZ0 )+) ⋅C−] + [((sZ0 )+) ⋅C− − ((sZ0 )−) ⋅C−]
−N [(sZ∞) ⋅C+ − (sZ∞) ⋅C−]
= [((sZ0 )+) ⋅ (C+ −C−)] + [C− ⋅ (((sZ0 )+) − ((sZ0 )−))] −N [(sZ∞) ⋅ (C+ −C−)]
=† [((sZ0 )+) ⋅ ((tZ+ ) − (tZ− ))] + [C− ⋅ (((sZ0 )+) − ((sZ0 )−))]
−N [(sZ∞) ⋅ ((tZ+ ) − (tZ− ))]
= ((sZ0 )+) ⋅ (div(tZ+ /tZ− )) −C− ⋅ (div((s0)+/(s0)−)) −N(sZ∞) ⋅ (div(tZ+ /tZ− ))= ((sZ0 )+) ⋅ (div(tZ+ /tZ− )) −C− ⋅ (div(H+/H−)) −N(sZ∞) ⋅ (div(tZ+ /tZ− )),
where =† follows from (13.13).
It follows from (iv) and (b) that tZ+ /tZ− restricts to regular and invertible functions
on ((sZ0 )+) and (sZ∞) along D. Since t ∈ H0(SX ,L) and t± = ι∗±(t) ∈ H0(X, ι∗±(L)), it
follows that (t+)∣D = ι′∗(t) = (t−)∣D. In particular, (tZ+ /tZ− )∣E = 1. We have seen before
that (H−
H+
)
∣C−
is a regular and invertible function on C− along D and (H+H− )∣E = 1.
We set h1 = ( tZ+tZ− )∣((sZ0 )+), h2 = (
H+
H−
)
∣C−
and h3 = ( tZ+tZ− )∣sZ∞. Let ((s
Z
0 )+)n → ((sZ0 )+),
(C−)n → C− and (sZ∞)n → (sZ∞) denote the normalization maps. Let ν1∶ ((sZ0 )+)n → X,
ν2∶ (C−)n → X and ν3∶ (sZ∞)n → X denote the composite maps. The curves ((sZ0 )+) and(sZ∞) are all smooth along D, and C− is smooth along D by Lemma 13.3. Since none of
these curves meets A by (v), (b) and Lemma 13.3, we see that (ν1)∗(h1), (ν2)∗(h2) and
(ν3)∗(h3) all die in CHA0 (X ∣D). It follows that τ∗X(div(f)) dies in CHA0 (X ∣D). This
finishes the proof. 
14. Proof of the moving lemma
In this section, we shall finish the proof of Theorem 13.1. We need to recall the defi-
nition of the Chow group of 0-cycles on singular varieties introduced by Binda-Krishna
[5]. This is an improved version of the Levine-Weibel Chow group.
Let k be a field and X a reduced quasi-projective scheme of dimension d ≥ 2 over
k. A good curve over X is a reduced scheme C of pure dimension one together with a
finite map ν ∶C →X whose image is not contained in Xsing and which is a local complete
intersection (l.c.i.) morphism (see [5, § 2.3] for the definition of such a morphism) over a
neighborhood of ν(C)∩Xsing inX. We letR0(X) be the subgroup of Z0(Xreg) generated
by ν∗(div(f)), where ν ∶C → X is a good curve over X and f ∈ O×C,ν−1(Xsing). We let
CH0(X) = Z0(X)/R0(X). One can in fact consider only those good curves C in this
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definition which are regular away from ν−1(Xsing) (see [5, Lemma 3.5]). It is known that
the identity map of Z0(Xreg) induces a surjection CHLW0 (X) ↠ CH0(X). This map
is an isomorphism if k is algebraically closed. Otherwise, CH0(X) has better behavior
than CHLW0 (X). Later in this section, we shall also prove a moving lemma for CH0(X).
14.1. Factorization of τ∗X through CH0(SX). Let k be a field and X a smooth quasi-
projective scheme of pure dimension d ≥ 2 over k. Let D ⊂ X be an effective Cartier
divisor with D′ = Dred. Let A ⊂D be a closed subscheme such that dim(A) ≤ d − 2. We
shall now show that the map τ∗X that we constructed in Proposition 13.5 actually factors
through CH0(SX).
Before we do this, recall that if f ∶X1 → X2 is a proper map and D1 (resp. D2) is
an effective Cartier divisor on X1 (resp. X2) such that f
∗(D2) ≤ D1, then there is a
push-forward map f∗∶CH0(X1∣D1) → CH0(X2∣D2) (see [7, Lemma 2.7] or [39, Proposi-
tion 2.10]). But the existing proofs of this use a different (but equivalent) definition of
the Chow group of 0-cycles with modulus from the one presented in § 13.1. In particular,
if we assume given a closed subscheme A2 ⊂ D2 such that dim(A2) ≤ dim(X2) − 2 and
A1 = f∗(A2), then it is not immediately clear from our definition that the push-forward
map f∗∶CH
A1
0 (X1∣D1) → CHA20 (X2∣D2) exists. The next lemma shows that this map
actually exist.
Lemma 14.1. The map f∗∶Z0(X1 ∖D1)→ Z0(X2 ∖D2) induces a push-forward map
f∗∶CH
A1
0 (X1∣D1)→ CHA20 (X2∣D2).
Proof. It suffices to consider the case when D1 = f∗(D2). Let Y1 ⊂ X1 be an integral
curve not contained in D1 and not meeting A1. Let ν1∶ (Y1)n →X1 be the induced finite
map from the normalization of Y1. Let Y2 = f(Y1). As f is proper, Y2 ⊂ X2 is closed
and Y2 ∩A = ∅. If Y2 is a closed point, the proof is straightforward. So we assume Y2
is an integral curve. Then it can not be contained in D2. We let ν2∶ (Y2)n → X2 be the
induced map from the normalization of Y2. This gives rise to a finite dominant map
f ′∶ (Y1)n → (Y2)n.
We let g ∈ KM1 (O(Y1)n,ν−11 (D1), ID1). We know from [15, Chapter 1] that f∗(div(g)) =
div(N(g)), where N ∶KM1 (k(Y1)) → KM1 (k(Y2)) is the norm map. So all we need to
show to finish the proof is that
N(KM1 (O(Y1)n,ν−11 (D1), ID1)) ⊂KM1 (O(Y2)n,ν−11 (D2), ID2).
But this is well known (e.g., see [48, Lemma 6.19]) since ID1 = f∗(ID2). 
Using Lemma 14.1, we can prove the following result which will be used later in this
section. This shows that CHA0 (X ∣D) can also be defined in the style of the definition of
CH0(X ∣D) given in [7]. For an integral curve C ⊂ P1X and a point t ∈ P1k(k) such that
C /⊂ (X × {t}), we let [Ct] = π∗([C] ⋅ (X × {t})), where π∶P1X → X is the projection and[C] ⋅ (X × {t}) is the 0-cycle associated to the scheme-theoretic intersection of C and
X × {t}.
Lemma 14.2. Let X and D be as above. Let R′0(X ∣D) ⊂ Z0(X ∖D) be the subgroup
generated by the 0-cycles [C0] − [C∞], where C ⊂ P1X is an integral curve satisfying the
following properties.
(1) C ∩ P1D is finite;
(2) C ∩ (D ×k {0,∞}) = ∅;
(3) C ∩ P1A = ∅;
(4) The Weil divisor ν∗(X × {1}) − ν∗(P1D) is effective, where ν ∶ Cn → C ↪ P1X is
the composite finite map.
92 RAHUL GUPTA, AMALENDU KRISHNA
Then CHA0 (X ∣D) = Coker(R′0(X ∣D) → Z0(X ∖D)).
Proof. Let RA0 (X ∣D) = Ker(Z0(X ∖D)↠ CHA(X ∣D)). Let C ⊂X be an integral curve
not contained in D and not meeting A. Let ν ∶Cn → X be the induced map and let
f ∈ KM1 (OCn,ν−1(D), ID). Taking the closure Γf of the graph of f ∶C ⇢ P1k in P1X , one
easily sees that div(f) ∈R′0(X ∣D).
Conversely, suppose C ↪ P1X is an integral curve defining an element in R′0(X ∣D).
Let π∶Cn → P1X → X be the composite map. The projection C → P
1
k defines an ele-
ment g ∈ k(C)× which lies in KM1 (OCn,π−1(D), ID) by (1) - (4). In particular, div(g) ∈
R0(Cn∣π∗(D)) =Rπ−1(A)0 (Cn∣π∗(D)).
We let C ′ be the image of C under the projection to X. If C ′ is a closed point, the
proof is straightforward. So we can assume that C ′ is a curve, not contained in D and
not meeting A by (1) and (3). Moreover, projection to X defines a finite dominant map
C → C ′. This in turn induces a finite dominant map f ′∶Cn → C ′n. Furthermore, π is same
as the composition Cn
f ′
Ð→ C ′n
ν
Ð→X. Since [C0]−[C∞] = ν∗○f ′∗(div(g)) = (ν○f ′)∗(div(g)),
it suffices therefore to show that π∗(div(g)) = (ν ○ f ′)∗(div(g)) ∈ RA0 (X ∣D). But this
follows directly from Lemma 14.1. 
Lemma 14.3. Assume that for every integer n ≥ 0, the map τ∗Pn
X
descends to a well
defined homomorphism
τ∗Pn
X
∶CHLW0 (SPnX)→ CHP
n
A
0 (PnX ∣PnD).
Then the map τ∗X ∶CH
LW
0 (SX) → CHA0 (X ∣D) factors through CH0(SX), giving a well
defined homomorphism
τ∗X ∶CH0(SX)→ CHA0 (X ∣D).
Proof. Let δ∶Z0(SX∖D)→ CHA0 (X ∣D) be the composition Z0(SX∖D)→ CHLW0 (SX) τ
∗
XÐ→
CHA0 (X ∣D). We have to show that δ factors through CH0(SX). Using [5, Lemma 3.5],
we have to show more precisely that δ(ν∗(div(f))) = 0 for every finite l.c.i. morphism
ν ∶C → SX from a reduced curve C whose image is not contained in D and for every
rational function f on C that is regular and invertible along ν−1(D).
Since ν is a finite l.c.i. morphism, we can factor it as a composition ν = π ○ µ,
where µ∶C ↪ PnSX = SPnX (using [5, Proposition 2.3]) is a regular embedding (see [57,
Lemma 37.54.3]) and π∶PnSX → SX is the projection. In particular, µ(C) = C is a Cartier
curve on the double SPn
X
. We let Y = SPn
X
and E = PnD. It is then clear that π−1(A) = PnA
is a closed subscheme of Ysing and dim(PnA) ≤ dim(Y ) − 2.
It follows from the commutative diagram
(14.1) Z0(Y ∖E) ι
∗
± //
π∗

Z0(PnX ∖E)
π∗
Z0(SX ∖D)
ι∗±
// Z0(X ∖D)
and the formula δ = ι∗+ − ι∗− that the square
Z0(Y ∖E) δY //
π∗

CH
PnA
0 (PnX ∣E)
π∗

Z0(SX ∖D)
δ
// CHA0 (X ∣D)
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commutes. That is, δ(ν∗(div(f))) = δ(π∗(µ∗(div(f)))) = π∗(δY (µ∗(div(f)))). Note
that the push-forward map π∗ on the right exists by Lemma 14.1.
By assumption, we have δY (µ∗(div(f))) = 0 ∈ CHPnA0 (PnX ∣E), where δY is the com-
position Z0(Y ∖ E) → CHLW0 (Y )
τ∗
Pn
XÐÐ→ CH
PnA
0 (PnX ∣E). Since the push-forward map
π∗∶CH
PnA
0 (PnX ∣E) → CHA0 (X ∣D) is well defined as we saw above, we can conclude the
proof. 
Lemma 14.4. Let k be an infinite field. Then τ∗X factorizes through a homomorphism
τ∗X ∶CH0(SX)→ CHA0 (X ∣D).
Proof. Combine Proposition 13.5 and Lemma 14.3. 
14.2. Behavior of CHA0 (X ∣D) under the change of base field. Let k now be any
field and X a smooth quasi-projective scheme of pure dimension d ≥ 2 over k. Let D ⊂X
be an effective Cartier divisor. Let A ⊂D be a closed subscheme such that dim(A) ≤ d−2.
We shall need the following base change property of CHA0 (X ∣D).
Proposition 14.5. Let k ↪ k′ be a separable algebraic (possibly infinite) extension of
fields. Let X ′ = Xk′ , D′ = Dk′ and A′ = Ak′ denote the base change of X,D and A,
respectively. Let prk′/k ∶ X
′ →X be the projection map. Then the following hold.
(1) There exists a pull-back pr∗
k′/k ∶ CH
A
0 (X ∣D) → CHA′0 (X ′∣D′).
(2) If there exists a sequence of separable field extensions k = k0 ⊂ k1 ⊂ ⋯ ⊂ k′ with
k′ = ∪iki, then we have limÐ→
i
CH
Aki
0 (Xki ∣Dki) ≃Ð→ CHA′0 (X ′∣D′).
(3) If k ↪ k′ is finite, then there exists a push-forward prk′/k ∗ ∶ CH
A′
0 (X ′∣D′) →
CHA0 (X ∣D) such that prk′/k ∗ ○ pr∗k′/k is multiplication by [k′ ∶ k].
Proof. Let x ∈ X∖D be a closed point. Since prk′/k is smooth (ind-smooth to be precise),
it follows from our hypothesis that pr∗
k′/k([x]) is a well defined 0-cycle in Z0(X ′∣D′). We
thus have a pull-back map pr∗
k′/k ∶ Z0(X ∖D)→ Z0(X ′∖D′). Let R′0(X ∣D) ⊂ Z0(X ∖D)
be as in Lemma 14.2. To show that pr∗
k′/k preserves rational equivalence, it suffices to
show that it takes R′0(X ∣D) to R′0(X ′∣D′) by Lemma 14.2.
Let C ⊂X×kP1k be an integral curve as in Lemma 14.2. It follows from the smoothness
of prk′/k that C
′ = pr∗
k′/k(C) = Ck′ ↪ (X ×k P1k)k′ =X ′ ×k′ P1k′ is a reduced curve whose ir-
reducible components C ′1, . . . ,C
′
r satisfy conditions (1)-(4) of Lemma 14.2. Furthermore,
the flat pull-back property of Bloch’s cycle complex (see [10, Proposition 1.3]) says that
pr∗k′/k([C0] − [C∞]) = [C ′0] − [C ′∞] =
r
∑
i=1
([(C ′i)0] − [(C ′i)∞]).
In particular, pr∗
k′/k([C0] − [C∞]) dies in CHA′0 (X ′∣D′). This proves (1).
It is clear that the map limÐ→
i
CHAi0 (Xi∣Di)→ CHA′0 (X ′∣D′) is surjective. To show injec-
tivity, suppose there is some i ≥ 0 and α ∈ Z0(Xi∣Di) such that pr∗k′/ki(α) ∈ R′0(X ′∣D′).
We can replace k by ki and assume i = 0.
Let Cj ↪ X ′ ×k′ P1k′ = (X ×k P1k)k′ for j = 1,⋯, r be a collection of integral curves as
in the proof of (1) so that pr∗
k′/k(α) = (
r
∑
j=1
[Cj0]) − (
r
∑
j=1
[Cj∞]). Let νj ∶ Cjn → X ′ ×k′ P1k′
denote the maps from the normalizations of the above curves.
We can then find some i≫ 0 and integral curvesW j ↪Xi×kiP1ki such that Cj =W j×ki
k′ for each j = 1,⋯, r. In particular, we have Cj0 = pr∗k′/ki(W j0 ) and Cj∞ = pr∗k′/ki(W j∞) for
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j = 1,⋯, r. Since prk′/ki is smooth, it follows that Cjn = (W jn)k′ for each j. Moreover, it
follows from [39, Lemma 2.2] that condition (4) above holds on each W jn. It follows that
each W j defines a rational equivalence for 0-cycles with modulus Di on Xi.
We now set αi = pr∗ki/k(α) and let β = αi − (
r
∑
j=1
([W j0 ]− [W j∞])) ∈ Z0(Xi ∖Di). It then
follows that pr∗
k′/ki
(β) = pr∗
k′/ki
(αi)− r∑
j=1
([Cj0]− [Cj∞]) = pr∗k′/k(α)−
r
∑
j=1
([Cj0]− [Cj∞]) = 0
in Z0(X ′ ∖D′). Since the map pr∗k′/ki ∶ Z0(Xi ∖Di)→ Z0(X ′ ∖D′) of free abelian groups
is clearly injective, we get β = 0, which means that αi ∈R0(Xi∣Di). This proves (2). The
existence of push-forward follows from Lemma 14.1 and the formula prk′/k ∗ ○ pr
∗
k′/k =[k′ ∶ k] is obvious from the definitions. This proves (3). 
14.3. Proof of Theorem 13.1. We shall now prove Theorem 13.1. This is equivalent to
showing that the canonical surjection CHA0 (X ∣D)↠ CH0(X ∣D) is also a monomorphism.
Using Proposition 14.5 and the standard pro-ℓ extension trick, we easily reduce to the
case when k is infinite. We assume this to be the case in the rest of the proof.
By Lemma 14.4, the map (ι∗+− ι∗−)∶Z0(SX ∖D)→ Z0(X ∖D) defines a homomorphism
τ∗X ∶CH0(SX)→ CHA0 (X ∣D). We now define two maps in opposite direction,
p±,∗∶Z0(X ∖D)⇉ Z0(SX ∖D)
by p+,∗([x]) = ι+,∗([x]) (resp. by p−,∗([x]) = ι−,∗([x])) for a closed point x ∈ X ∖ D.
Concretely, the two maps p+,∗ and p−,∗ copy a cycle α in one of the two components
of the double SX (the X+ or the X− copy). Since α is supported outside D (by def-
inition of R0(X ∣D)), the cycles p+,∗(α) and p−,∗(α) give classes in CH0(SX). By [5,
Proposition 5.9], the maps p±,∗ descend to group homomorphisms p±,∗∶CH0(X ∣D) →
CH0(SX). Composing with the canonical surjection CHA0 (X ∣D) ↠ CH0(X ∣D), we get
maps pA±,∗∶CH
A
0 (X ∣D) → CH0(SX). Furthermore, it is clear from the definitions of pA±,∗
and τ∗X that τ
∗
X ○ p
A
±,∗ = Id. We thus get maps
CHA0 (X ∣D)↠ CH0(X ∣D) p±,∗ÐÐ→ CH0(SX) τ
∗
XÐ→ CHA0 (X ∣D),
whose composition is identity. It follows that the first arrow from the left is injective.
This finishes the proof. ◻
14.4. Moving lemma for CH0(X). We shall end this section with a moving lemma for
the Chow group of 0-cycles CH0(X) for a singular varietyX. This result is of independent
interest in the study of 0-cycles and algebraic K-theory on singular varieties. We remark
that this moving lemma for CHLW0 (X) is yet unknown over finite fields.
Let k be a field and X a reduced quasi-projective scheme of dimension d ≥ 2 over k.
Suppose that A ⊂ Xsing is a closed subscheme such that dim(A) ≤ d − 2. We can then
define CHA0 (X) by repeating the definition of CH0(X), except that we allow only those
good curves ν ∶C → X which satisfy the additional condition that ν(C) ∩ A = ∅. We
clearly have a canonical surjection CHA0 (X)↠ CH0(X).
Proposition 14.6. Let k be any field. Then the map CHA0 (X) → CH0(X) is an iso-
morphism.
Proof. We only need to show injectivity. To reduce it to the case when k is infinite, we
note that an analogue of Proposition 14.5 is proven for CH0(X) in [5, Proposition 6.1].
The reader may check that this proof works verbatim for CHA0 (X). This allows us to use
the pro-ℓ extension trick as we did in Theorem 13.1 to reduce the proof of the proposition
when k is infinite.
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Let ν ∶C → X be a good curve over X and let f be a rational function on C which is
regular and invertible in a neighborhood of ν−1(Xsing). It suffices to show that ν∗(div(f))
belongs to the subgroup RA0 (X) of rational equivalences that define CHA0 (X).
First of all, we can assume by [5, Lemma 3.5] that ν ∶C → X is an l.c.i. morphism.
As a consequence, we have a factorization ν = π ○ µ, where µ∶C ↪ PnX is a regular
embedding and π∶PnX → X is the projection. In particular, µ(C) = C is a Cartier curve
on PnX . The smoothness of π implies that (PnX)sing = PnXsing . Furthermore, π−1(A) = PnA
is a closed subscheme of (PnX)sing and dim(PnA) ≤ dim(PnX) − 2. It is also clear that
ν∗(div(f)) = π∗(µ∗(div(f))).
We can now apply [13, Lemma 1.3] to find a reduced Cartier curve µ′∶C ′ ↪ PnX such
that C ′ ∩ PnA = ∅, and a rational function f ′ on C ′ which is regular and invertible along
C ′ ∩ PnXsing and µ∗(div(f)) = div(f ′). This can also be easily deduced from the proof
of Proposition 13.5. We let ν′∶C ′
µ′
Ð→ PnX
π
Ð→ X denote the composite map. Since µ′ is
a regular immersion along PnXsing , it follows that ν is an l.c.i. morphism along Xsing.
In particular, ν′∶C ′ → X is a good curve over X. Furthermore, we have ν′(C ′) ∩ A =
π(C ′∩PnA) = ∅. Since ν′∗(div(f ′)) = π∗(div(f ′)) = π∗○µ∗(div(f)) = ν∗(div(f)), it follows
that div(f) dies in CHA0 (X). This finishes the proof. 
15. Bloch’s formula
In this section, we shall work under the following assumptions. We let k be a finite
field and X a normal projective integral scheme of pure dimension d ≥ 1 over k. Let
C ⊂ X be a reduced effective Weil divisor with complement U . Then C has a unique
structure of a reduced closed subscheme of X. We assume that U is regular. We let
A = Csing with reduced induced closed subscheme structure. Note that dim(A) ≤ d − 2.
In particular, A = ∅ when d = 1. Let DivC(X) be the directed set of closed subschemes
of X with support C. Let K denote the function field of X. We fix a separable closure
K of K and let Kab ⊂K be the maximal abelian extension of K.
We fix a closed subscheme D ∈ DivC(X). If x ∈ U is a closed point, then it defines a
Parshin chain on (U ⊂X) of length zero. Hence, we have the injection Z =KM0 (k(x)) ↪
IU/X . Taking the sum over all closed points in U , we have the canonical injection
Z0(U) ↪ IU/X . Composing with the canonical maps IU/X ↠ CU/X → C̃U/X , we get a
map
(15.1) cycU/X ∶Z0(U)→ C̃U/X .
Composing with the surjection C̃U/X ↠ C(X,D), we get our cycle class map
(15.2) cycX ∣D ∶Z0(U)→ C(X,D).
The subject of this paper is to study conditions under which one or both of the following
can be shown to hold.
(1) cycX ∣D factors through rational equivalences.
(2) The resulting map cycX ∣D ∶CH0(X ∣D)→ C(X,D) is an isomorphism.
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15.1. Reciprocity maps for 0-cycles. At any rate, we have a commutative diagram
of short exact sequences of topological abelian groups
(15.3) 0 // Z0(U)0 //

Z0(U) deg/n //
cycX ∣D

Z // 0
0 // C(X,D)0 //

C(X,D)deg/n//
ρX ∣D

Z // _

0
0 // πadiv1 (X,D)0 // πadiv1 (X,D)deg/n// Ẑ // 0
by (13.4), Proposition 4.8 and Lemma 8.4, where n ≥ 1 is an integer depending only on
U .
We also have a commutative diagram of short exact sequences of topological abelian
groups (see § 9.2 for the definition of Dρ)
(15.4) 0 // Z0(U)0 //

Z0(U) deg/n//
cycX ∣Dρ

Z // 0
0 // C(X,Dρ)0 //

C(X,Dρ)deg/n//
ρc
X ∣D

Z // _

0
0 // πab1 (X,D)0 // πab1 (X,D)deg/n// Ẑ // 0.
Let ϑU/X = ρ̃U/X ○ cycU/X and ϑX ∣D = ρX ∣D ○ cycX ∣D. We define ϑcX ∣D similarly. It
is then clear from the definition of the reciprocity map ρU/X in (5.9) and the cycle
class map cycU/X that the composition ϑU/X is the Frobenius substitution which takes
a closed point x ∈ U to the image of the Frobenius element under the canonical map
Gal(k(x)/k(x))→ πab1 (U). Hence, the same holds for ρX ∣D and ϑcX ∣D.
It follows from the classical ramified class field theory for curves that for every D ∈
DivC(X), the map ϑcX ∣D factors through rational equivalences and defines a map (obvi-
ously continuous) ϑc
X ∣D ∶CH0(X ∣D) → πab1 (X,D) (see [34, Proposition 3.2] and [6, § 8]).
Taking the limit and using Corollary 9.8, we see that ϑU/X descends to a continuous
homomorphism
(15.5) ϑU/X ∶C(U)→ πab1 (U).
It follows from the generalized Chebotarev-Lang density theorem (e.g., see [56, Theo-
rem 5.8.16]) that this map has dense image.
15.2. Bloch’s formula for regular schemes. Throughout this subsection, we shall
assume that X is regular. Note that every D ∈ DivC(X) is then an effective Cartier
divisor on X. Under the regularity assumption, we shall work with a new subgroup of
H1(K) which we introduce below.
Definition 15.1. Let filADH
1(K) be the subgroup of characters χ ∈ H1(U) such that
for every integral curve Y ⊂ X not contained in C and not meeting A, the finite map
ν ∶Yn → X has the property that the image of χ under ν∗∶H1(U) → H1(ν−1(U)) lies
in filν∗(D)H
1(k(Y )), where Yn is the normalization of Y (see Definition 7.12). We let
πA1 (X,D) denote the Pontryagin dual of filADH1(K) and let πA1 (X,D)0 be the kernel of
the map πA1 (X,D) → Gal(k/k).
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We have the canonical inclusions
(15.6) filcDH
1(K) ⊂ filADH1(K) ⊂H1(U) ⊂H1(K).
These give rise to the surjective continuous homomorphisms of pro-finite groups
(15.7) Gal(Kab/K)↠ πab1 (U)↠ πA1 (X,D)↠ πab1 (X,D).
Lemma 15.2. The composite map C(U) ϑU/XÐÐÐ→ πab1 (U) ↠ πA1 (X,D) factors through a
continuous homomorphism
ϑAX ∣D∶CH
A(X ∣D)→ πA1 (X,D).
Proof. Since C(U) is the limit of the pro-abelian group {CHA0 (X ∣D)}D∈DivC(X) by The-
orem 13.1, it suffices to show that the composite map Z0(U) → πab1 (U) ↠ πA1 (X,D)
kills RA0 (X ∣D). Equivalently, we need to show that for every character χ ∈ filADH1(K),
the induced character ϑ∗
U/X(χ) annihilates RA0 (X ∣D).
Let Y ⊂X be an integral curve not contained inD and not meeting A and let ν ∶Yn → X
be the induced finite map. Let V = ν−1(U) and E = ν∗(D). Then we get a commutative
diagram
(15.8) filADH
1(U)ϑ
∗
U/X
//
ν∗

Homcont(Z0(U),Q/Z)
ν∗

filEH
1(V )ϑ
∗
V /Yn
// Homcont(Z0(V ),Q/Z),
where the right vertical arrow is induced by the push-forward map ν∗∶Z0(V ) → Z0(U)
and the left vertical arrow is induced by the definition of filADH
1(U). We need to show
that ϑ∗
V /Yn
○ ν∗(χ) annihilates R0(Yn∣E). But this follows from the classical ramified
class field theory for curves (e.g., see [54]). 
It is clear from the above definitions that there is a commutative diagram
(15.9) C(U) // //
ϑU/X

CHA0 (X ∣D)
ϑA
X ∣D

// // CH0(X ∣D)
ϑc
X ∣D

πab1 (U) // // πA1 (X,D) // // πab1 (X,D).
Lemma 15.3. The map ϑA
X ∣D ∶CH
A
0 (X ∣D) → πA1 (X,D) is injective with dense image.
Moreover, the induced map ϑA
X ∣D ∶CH
A
0 (X ∣D)0 → πA1 (X,D)0 is an isomorphism.
Proof. The density of the image follows from (15.5). We show the other assertions.
We first show that ϑA
X ∣D∶CH
A
0 (X ∣D)0 → πA1 (X,D)0 is surjective. It follows from [6,
Lemma 8.4, Theorem 8.5] that the map ϑc
X ∣D ∶CH0(X ∣D)0 → πab1 (X,D)0 is an isomor-
phism for all D ∈ DivC(X). Taking the limit and noting that C(U)0 ≅ lim←Ð
D
CH0(X ∣D)0
by (13.5), it follows that ϑU/X ∶C(U)0 → πab1 (U)0 is an isomorphism. We now use the
commutative diagram
(15.10) C(U)0 ϑU/X //

πab1 (U)0

CHA0 (X ∣D)0
ϑA
X ∣D
// πA1 (X,D)0.
98 RAHUL GUPTA, AMALENDU KRISHNA
We have shown above that the top horizontal arrow is an isomorphism. The right vertical
arrow is surjective. The surjectivity of ϑA
X ∣D on degree zero subgroups follows.
To show injectivity, we consider the diagram
(15.11) CHA0 (X ∣D)
ϑA
X ∣D
//

πA1 (X,D)

CH0(X ∣D)
ϑc
X ∣D
// πab1 (X,D).
The left vertical arrow is an isomorphism by Theorem 13.1 and the bottom horizontal
arrow is injective by [6, Lemma 8.4, Theorem 8.5]. It follows that the top horizontal
arrow is injective. 
Corollary 15.4. The canonical map πA1 (X,D) → πab1 (X,D) is an isomorphism. In
particular, the canonical inclusion filcDH
1(K)↪ filADH1(K) is a bijection.
Proof. We only need to show that πA1 (X,D)0 → πab1 (X,D)0 is injective. But this follows
immediately by restricting the diagram (15.9) to degree zero subgroups and noting that
all arrows in the right square except the bottom horizontal arrow are isomorphisms by
[6, Lemma 8.4, Theorem 8.5], Theorem 13.1 and Lemma 15.3. 
We can now prove Theorem 1.5. We restate it here for convenience.
Theorem 15.5. We have
filDH
1(K) = filcDH1(K)
as subgroups of H1(K).
Proof. We first show that filDH
1(K) ⊂ filcDH1(K). In order to show this, we can replace
filcDH
1(K) by filADH1(K) using Corollary 15.4. We now let χ ∈ filDH1(K) and let Y ⊂X
be an integral curve not contained inD and not meeting A. Let ν ∶Yn →X be the induced
map from the normalization of Y . We need to show that ν∗(χ) ∈ filν∗(D)H1(k(Y )).
Since Y ∩Csing = Y ∩A = ∅, we can replace X (resp. C) by X ∖A (resp. Creg) to show
the above assertion. Since Creg is a smooth divisor inside the smooth variety X ∖ A,
[34, Corollary 2.8] (which does not require X ∖A to be projective) applies. This yields
ν∗(χ) ∈ filν∗(D)H1(k(Y )).
We now show the reverse inclusion. Let χ ∈ filcDH1(K) ⊂ H1(U). We let X ′ =
X ∖A, D′ =D∩X ′ and C ′ = C ∩X ′. Note that U =X ′∖C ′. By Theorem 7.19, it suffices
to show that χ ∈ filD′H1(K). To prove this, we first deduce from Proposition 9.11 that
χ ∈ filcD′H1(K). Since X ′ is regular and C ′ is a regular divisor on X ′ with complement
U , it follows from [34, Corollary 2.8] that χ ∈ filD′H1(K). This finishes the proof. 
Taking the Pontryagin duals, and applying Theorem 7.16 and Proposition 9.5, we get
the following.
Corollary 15.6. The identity map of πab1 (U) induces an isomorphism
rX ∣D ∶π
ab
1 (X,D) ≅Ð→ πadiv1 (X,D)
of quotients.
We can now prove Theorem 1.1. We restate it for convenience.
Theorem 15.7. Let X be a smooth projective variety of dimension d ≥ 1 over a finite
field and let D ⊂X be an effective Cartier divisor. Then the cycle class map induces an
isomorphism
cycX ∣D∶CH0(X ∣D) ≅Ð→Hdnis(X,KMd,(X,D)).
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Proof. The theorem is already known when d ≤ 2 by [6]. We shall therefore assume that
d ≥ 3. We can also assume that X is integral. We can replace Hdnis(X,KMd,(X,D)) by
C(X,D) using Theorem 3.8. Let sX ∣D ∶Z0(U) ↠ CH0(X ∣D) be the canonical quotient
map. We denote the quotient maps C(U) ↠ CH0(X ∣D) and πab1 (U) ↠ πab1 (X,D) by
tX ∣D and q
′
X ∣D, respectively. Let ρ̂U/X ∶Z0(U)→ C(U) be the canonical map induced by
taking the limit of the maps sX ∣D′ as D
′ runs through DivC(X).
We now consider the commutative diagram
(15.12) Z0(U)
sX ∣D
##●
●●
●●
●●
●●
cycU/X

ρ̂U/X
// C(U) ϑU/X //
tX ∣D

πab1 (U)
q′
X ∣D

CH0(X ∣D)
ϑc
X ∣D
//
cycX ∣D

πab1 (X,D)
rX ∣D

C(X,D)ρX ∣D// πadiv1 (X,D)
C̃U/X
pX ∣D
;;✇✇✇✇✇✇✇✇✇
ρ̃U/X
// πab1 (U).
qX ∣D
OO
The triangle on the top left commutes by the definitions its various arrows. The square
on the top right commutes by (15.9). The bottom trapezium commutes by (8.16). The
big outer square is commutative because we have seen before that for any closed point
x ∈ U , both the maps rX ∣D ○ q′X ∣D ○ ϑX ∣D ○ ρ̂U/X and qX ∣D ○ ρ̃X ∣D ○ cycU/X coincide
with the Frobenius substitution at x. The map ϑc
X ∣D is injective by Theorem 13.1 and
Lemma 15.3. The map rX ∣D is an isomorphism by Corollary 15.6 and ρX ∣D is injective
by Theorem 8.11. It follows by a diagram chase that the composite map pX ∣D ○ cycU/X
annihilates R0(X ∣D) and induces an honest map
(15.13) cycX ∣D∶CH0(X ∣D) → C(X,D)
such that the middle square in (15.12) commutes. Moreover, this map is injective. It is
surjective by Theorem 3.8 and [28, Theorem 2.5]. This proves the theorem. 
15.3. Bloch’s formula for singular varieties. We shall now prove Corollary 1.4. We
keep the notations from this corollary. In particular, X is assumed to be regular. We
begin with the following result.
Lemma 15.8. The canonical map ι∗+∶CKS(SX ,X−) → CKS(X,D), induced by the in-
clusion of pairs (X+,D)↪ (SX ,X−), is an isomorphism.
Proof. Let IX− be the sheaf of ideals in OSX definingX− and let ID be the sheaf of ideals
in OX defining D. It follows from [37, Lemma 2.2] that the square (13.6) is Cartesian.
This implies that the restriction map ι∗+∶OSX ↠ OX induces a surjection (1 + IX−)× ↠(1 + ID)×. Using this, we conclude from [28, Lemma 1.3.1] that the pull-back map of
Nisnevich sheaves ι∗+∶KMd,(SX ,X−) → (ι+)∗(KMd,(X,D)) is surjective. This map is clearly an
isomorphism on SX ∖ D. It follows that ι
∗
+∶H
d
nis(SX ,KMd,(SX ,X−)) → Hdnis(X,KMd,(X,D))
must be an isomorphism. 
We now prove Corollary 1.4. We write Hdnis(SX ,KMd,SX ) as CKS(SX). The cycle class
map cycSX ∶Z0(SX ∖D) → CKS(SX) is defined exactly as in (1.1). By [5, Theorem 4.1,
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Proposition 4.2], we have a commutative diagram
(15.14) Z0(X ∖D) ∆∗//

Z0(SX ∖D) ι
∗
− //

Z0(X ∖D)

CHF0 (X) ∆
∗
//
cycX

CH0(SX) ι
∗
− //

CHF0 (X)
cycX

CKS(X) ∆∗ // CKS(SX) ι
∗
− // CKS(X)
such that the composite horizontal arrows in all rows are identity.
We also have a commutative diagram of split exact sequences
(15.15) 0 // Z0(X ∖D) p+,∗ //
c̃ycX ∣D

Z0(SX ∖D) ι
∗
− //
cycSX

Z0(X ∖D)
cycX

// 0
0 // CKS(SX ,X−) p+,∗ // CKS(SX) ι
∗
− // CKS(X) // 0.
The composition map Z0(X ∖ D) c̃ycX ∣DÐÐÐÐ→ CKS(SX ,X−) ι
∗
+Ð→ CKS(X,D) is clearly
the cycle class map cycX ∣D. The latter factors through CH0(X ∣D) by Theorem 15.7.
We can therefore replace CKS(SX ,X−) by CKS(X,D) in (15.15) by Lemma 15.8. Let
τ∗X ∶CKS(SX)→ CKS(X,D) be the left inverse of p+,∗ in the bottom row.
It follows from above diagrams and [5, Theorem 6.1] that the diagram
(15.16) Z0(SX ∖D) // //
cycSX %%❑
❑❑
❑❑
❑❑
❑❑
❑
CH0(SX)(ι
∗
−,τ
∗
X)//

CHF0 (X)⊕CH0(X ∣D)
(cycX ,cycX ∣D)

CKS(SX)(ι
∗
−,τ
∗
X)// CKS(X)⊕CKS(X,D)
is commutative.
The top right horizontal arrow is an isomorphism by [5, Theorem 7.1] and the bottom
horizontal arrow is an isomorphism by diagrams (15.14) and (15.15). The right vertical
arrow is an isomorphism by Theorem 15.7. A diagram chase now shows that cycSX
factors through an isomorphism cycSX ∶CH0(SX) ≅Ð→ CKS(SX). This finishes the proof
of Corollary 1.4. ◻
15.4. Bloch’s formula without regularity. In this subsection, we shall prove a weaker
version of Bloch’s formula for Chow group of 0-cycles with modulus when X is not reg-
ular. Our assumption now is the following. We let X be a normal projective integral
scheme of pure dimension d ≥ 1 over a finite field k and let C ⊂ X be a reduced closed
subscheme which defines a Weil divisor on X. We assume that U = X ∖ C is regular.
We let DivC(X) be the directed set of closed subschemes of X with support C. We fix
D ∈ DivC(X). We wish to prove the following.
Theorem 15.9. The cycle class map induces an isomorphism of pro-abelian groups
cyc●X ∣D ∶{CH0(X ∣nD)}n∈N ≅Ð→ {C(X,nD)}n∈N.
We shall prove this theorem after the following lemma. We shall ignore to write the
indexing set N of the pro-abelian groups that we use.
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Lemma 15.10. The cycle class map cycU/X ∶Z0(U) → C̃U/X descends to a continuous
homomorphism of pro-abelian groups
cyc●X ∣D ∶{CH0(X ∣nD)}→ {C(X,nD)}.
Proof. We need to show that the map of pro-abelian groups {cycX ∣D}∶{R0(X ∣nD)} →{C(X,nD)} is zero. Since R0(X ∣nD) ⊂ Z0(U)0, it suffices to show using (15.3) that the
map of pro-abelian groups {cycX ∣nD}∶{R0(X ∣nD)} → {C(X,nD)0} is zero. To show
this, we look at the sequence of maps
(15.17) {R0(X ∣nD)} {cycX ∣nD}ÐÐÐÐÐÐ→ {C(X,nD)0} {ρX ∣nD}ÐÐÐÐ→ {πab1 (X,nD)0},
where the second map {ρX ∣nD} = ρ●X ∣D exists by Theorem 9.13.
We have seen just above (15.5) that the map Z0(U) → πab1 (X,nD) factors through
ϑc
X ∣nD∶CH0(X ∣nD) → πab1 (X,nD) for every n. It follows that the composite arrow
in (15.17) is zero. The lemma now follows from Theorem 9.14. 
Using Lemma 15.10, we get commutative diagrams
(15.18) C(U)cycU/X//
ϑU/X   ❆
❆❆
❆❆
❆❆
❆
C̃U/X
ρ̃U/X

{CH0(X ∣nD)}
cyc●
X ∣D
//
ϑ●
X ∣D ''❖
❖❖
❖❖
❖❖
❖❖
❖❖
{C(X,nD)}
ρ●
X ∣D

πab1 (U) {πab1 (X,nD)},
where the triangle on the left is the limit of the one on the right.
Proof of Theorem 15.9. The composite map Z0(U)→ {CH0(X ∣nD)}→ {C(X,nD)}
is surjective by Theorem 3.8 and [28, Theorem 2.5]. So we only need to show that cyc●
X ∣D
is injective. Using the commutative diagram of exact sequences of pro-abelian groups
(15.19) 0 // {CH0(X ∣nD)0} //
cyc●
X ∣D

{CH0(X ∣nD)} deg//
cyc●
X ∣D

Z
0 // {C(X,nD)0} // {C(X,nD)} deg // Z,
it suffices to show that the left vertical arrow is injective.
For this, we look at the sequence of maps (see (15.18))
(15.20) {CH0(X ∣nD)0}
cyc●
X ∣D
ÐÐÐÐ→ {C(X,nD)0}
ρ●
X ∣D
ÐÐÐ→ {πab1 (X,nD)0}.
We have seen in the proof of Theorem 15.7 that the composite map is an (in fact levelwise)
isomorphism (see [6, Lemma 8.4, Theorem 8.5]). The map ρ●
X ∣D is an isomorphism by
Corollary 9.15. We conclude that cyc●
X ∣D is an isomorphism. This finishes the proof. ◻
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