An improvement scheme, so named the Two-Pass Improved Encoding Scheme (TIES), for the application to image compression through the extension of the existing concept of fractal image compression (FIC), which capitalizes on the self-similarity within a given image which is to be compressed, is proposed in this paper. This paper first briefly explores the existing image compression technology based on FIC, before exploring the areas which can be improved and hence establishing the concept behind the TIES algorithm. An effective encoding and decoding algorithm for the implementation of TIES is developed, through the consideration of the domain pool, block scaling and transformation, range block approximation using linear combinations and arithmetic encoding for storing data as close to source entropy as possible. The performance of TIES is then explicitly compared against that of FIC under the same conditions. Finally, due to the long encoding time required by TIES, this paper then proceeds to propose parallelized versions of the two TIES algorithms, before finally concluding with an empirical analysis of the speedup and scalability of the parallelized TIES algorithms, as well as compare the effect of parallelization between the two.
INTRODUCTION 1.Fractal Image Compression
Secondly, can the size of the domain pool be reduced if we search for similar domain blocks within the domain pool itself?
Indeed, both of these are possible, and this paper proposes an extension and improvement to the original FIC algorithm by capitalizing on these two observations to improve compression performance. However, it is worthwhile to note that while the idea behind searching for linear combinations of domain blocks instead of simply using one-to-one mappings of domain blocks to range blocks seems simple, determining what is considered the best linear combination is extremely computationally expensive, as the algorithm would have to search through all possible linear combinations of varying sizes. Thus, this paper will also propose a simple and effective algorithm to searching for such linear combinations.
THE PROPOSED ALGORITHM 2.1. Introduction
The proposed algorithm is a two-pass scheme, whereby the first-pass involves extracting the domain pool (as in the original FIC algorithm), and the secondpass involves utilizing that extracted domain pool to achieve the maximum compression. Due to its two-pass nature, the proposed algorithm is thus named as a "Two-Pass Improvement Encoding Scheme" (TIES). The first-pass of the TIES algorithm is straight-forward as it derives directly from the FIC algorithm. In the second-pass, the TIES algorithm performs:
1. Compression of the domain pool 2. Partitioning of the image 3. Searching for the best linear combinations 4. Storage of the results In the presentation of the TIES algorithm in this paper, a square grayscale image is assumed in order to provide a simple framework for the description and implementation of the algorithm. The algorithm can be extended easily to accommodate any non-square image by first dividing the non-square image into two parts, the largest possible square I sq1 , and the remaining part of the image I r1 , and then applying the algorithm on I sq1 . By recursively applying the above steps of dividing I r again into I sq2 and I r2 , it is clear that we will finally be able to apply the compression algorithm on the entire image. In addition, the algorithm can also be easily extended to colour images. Colour images are 24-bit images consisting of the layers red, green and blue (for RGB images). By first breaking the colour image into its 8-bit components (i.e., red, green and blue layers), and then applying the compression algorithm to each layer separately, and finally reconstructing the complete image at the decoder level, we can use the algorithm, without modification, on colour images. Hence, since the algorithm described in this paper can be relatively easily extended to non-square, coloured images, it suffices to describe the algorithm for a square, grayscale image for clarity.
Quad-Tree Partitioning
A simple way to partition an image is simply to break the given image up into fixed-sized range blocks, R i . However, such a method of partitioning has a weakness-there are some parts of an image where there is less detail (for example, a background scene). Hence, larger range blocks will suffice to cover that area well. This will, in turn, reduce the number of domain blocks needed to cover the image as a whole, as well as the number of domain to range block mappings, thus achieving better compression. Likewise, there are also other regions of that same image which are difficult to cover well using a range block of fixed size. Such regions usually require smaller range blocks in order to capture the finer detail of that portion of the image (for example, the eyes of a person).
Hence, to allow for varying range block sizes, quad-tree partitioning is used in the implementation of the TIES algorithm. In quad-tree partitioning, a square in the image is sub-divided into four equally sized squares when it is not sufficiently well-covered. The measurement of well-coveredness is determined by the tolerance factor of the TIES encoder, and will be fully detailed in Section 3. This process repeats recursively starting from the original image (assumed to be a square as explained above), and continuing until a given square (the range block) is small enough to be well-covered by domain block(s). Small squares can be covered better than large ones because contiguous pixels in an image tend to be highly correlated [2, 3] .
THE TIES ENCODER
As described previously, in the first pass, the TIES encoder first develops the range pool and the domain pool. This will be described in Sections 3.1 and 3.2, while Sections 3.3, 3.4 and 3.5 describe the second pass of the TIES encoder.
Range Pool Pre-Generation
The process of pre-generating the range pool is simply a partitioning of the original image using the quad-tree partitioning scheme, proceeding recursively until the image is sufficiently well-covered by range blocks. The criteria for determining whether a depth of partitioning of a given range block is sufficient
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Two pass improved encoding and its parallel processing for fractal image compression is based on whether a suitable domain block for representing that range block can be found. This occurs simultaneously with the domain pool pre-generation phase described in Section 3.2, and will be further detailed subsequently.
Domain Pool Pre-Generation
The pre-generation of the domain pool is the extraction of the domain pool, which is similar to the inference algorithm used by the FIC encoder. The original image is first divided into a number of overlapping sub-squares called D i of size 2 n by 2 n , where n = 0, 1, … , log 2 (size of image). The collection D' of these sub-squares forms the initial of the set of domain blocks, which in this paper is called the initial domain pool. Next, the original image is then partitioned, using quad-tree partitioning, into four equally sized sub-sections R i called range blocks. 
Linear Combination Search
One of the issues in finding the best linear combination is the fact that exhaustively searching through all possible combinations for all possible sizes is computationally expensive, and hence, doing such an exhaustive search would clearly make the encoding process excessively long. Hence, this paper will propose an algorithm that can be implemented simply and efficiently.
The linear combination search algorithm is implemented by restricting the reconstruction of the final range block R from its corresponding linear combination of domain blocks to that of taking the sum or difference across all elements of 2 , …, D n , the algorithm iterates, and computes,
The process continues indefinitely, each time choosing another domain block D i+1 from D to add to the previously computed sum of domain blocks, but only if the addition of the next domain block will bring the magnitude of the remainder closer to zero. The algorithm has three points of termination, and it terminates when: 1. No such domain block D i+1 can be found for range block R. This means that no domain block from the domain pool can bring the magnitude of the remainder closer to zero. 2. The remainder is less than the residue tolerance value (RESIDUE_TOL). Thus, this tolerance value represents whether a given range block is adequately represented by its linear combination of domain blocks. 3. The maximum number of linear combination elements allowed (MAX_LC) is reached. In addition, when performing the comparison between domain blocks D i+1 to choose the best domain block, the algorithm also applies the eight transformations, and a number of intensity multipliers on each domain block. Visually, the intensity multiplier simply lightens the image associated with the
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, where I is the intensity multiplier, and D' i+1 is the modified domain block. The eight transformations comprise four 90°rotations of the domain block, and another four 90°rotations of a horizontally flipped domain block. For the intensity multipliers, in the implementation used in this paper, four values of the multipliers were chosen-0.25, 0.50, 0.75, and 1. The reason for this is that based on statistical observations, it has been found that the use of these four values, as opposed to increasing the number of multipliers by decreasing the step-size between each successive multiplier, provide the best balance between image quality and compression. As can be seen from Figure 3 .1, with respect to the test images used in this paper, the greatest improvement in image quality occurred when the number of intensity multipliers was increased to four, while further increasing the number of intensity multipliers above four produced only small improvements to image quality. In addition, we also observe from Figure  3 .1 that increasing the number of intensity multipliers above four resulted in the greatest decrease in compression.
Each of the chosen domain blocks will be added into a set D, and their corresponding transformation will be added to a set T'. The intensity multiplier used will be added to a set I', while the number of linear combination elements used for each range block will be stored in a set LC'. Set of corresponding transforms used I':
Set of corresponding intensity multipliers used LC': Set of corresponding number of linear combination elements and range block size Thus, it is now necessary to obtain an efficient encoding of the data to minimize the final output file size. First, a minimal bit coding scheme will be used to pack the data efficiently by observing the limits on the type of data stored. Secondly, the data will be further compressed using arithmetic encoder [5] .
We note that at this point there has been no effort made to store the coordinates (location) of each range block in the original image. This omission of the location of each range block is intentional for the purposes of reducing the size of the compressed data. However, the location of each range block can be determined, due to the way in which the data blocks LC', T', I' and D' are arranged. The sequence in which the data for LC', T', I' and D' is written into their corresponding data blocks is such that they represent, sequentially, the range blocks from top to bottom, left to right, regardless of the size of the range block itself. This allows the decoder to correctly retrieve the locations of each range block.
Finally, after the five blocks of data (D, D', T', I', LC') have been constructed, a (block-based) arithmetic coder is used to further compress each individual data block to achieve maximum possible compression [6] [7] [8] .
THE TIES DECODER
The implementation of the TIES decoder is fairly straightforward as compared to the encoder, with the only slightly more challenging task being the means to decode the range block location based on the encoding format. Essentially, the decoder reads the encoded file, extracts from the five encoded blocks the matrices and storing them back into the sets D, D', T', I' and LC' by implementing an arithmetic decoder, inferring the range block locations and
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Two pass improved encoding and its parallel processing for fractal image compression storing them in sets R x and R y , and finally reassembling the final image using the reconstructed information.
With the seven matrices D, D', T', I', LC'
, R x and R y , the decoder now has sufficient information to reconstruct the image. For each range block, the decoder obtains the (x, y) location of that range block from R x and R y , and regenerates the range block by applying the correct transformations to each used domain block in D. Finally, with the reconstructed image, the decoder writes the data out in BMP format.
Once the decoder has obtained the final image in terms of raw pixel values, the decoder then performs post-processing and smoothing to remove any blocking artifacts found due to the partitioning of the image into discrete range blocks during the encoding phase, as well as to visually enhance the image. Upon completion of the post-processing, the image is written to an output file in BMP format.
THE PSNR METRIC
In measuring the compression performance of the TIES algorithm, as well as that of the FIC algorithm, it is useful of have a precise and formal method of measuring image quality, rather than relying purely of visual inspection of the final decoded image. Hence, this paper makes use of the peak signal-to-noise ratio (PSNR) as a representative of image quality.
(2)
RESULTS ON TIES ENCODER
In evaluating the performance of the TIES encoder, an empirical analysis was carried out on six greyscale test images. These test images were chosen as representatives of certain broad classifications of image types, which include human subjects, man-made objects and natural scenery. During the empirical analysis, two separate encodings, one by the TIES encoder, and the other by the FIC encoder [3] , were performed on a total of four different image sizes-128 × 128 px, 256 × 256 px, 512 × 512 px and 1024 × 1024 px-for each of the test images. The number of linear combination elements that the encoder was allowed to use was limited to four, as four elements tend to produce a suitable balance between image quality and image compression. 
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In addition, during this analysis, the two key tolerance values, DP_TOL and RESIDUE_TOL, were kept constant. The value of DP_TOL was set to 20, while the value of RESIDUE_TOL was varied to control the output image quality (PSNR). A discussion regarding the effect of varying these tolerance values can be found later in this section.
Compression Performance of TIES vs. FIC
In this section, the compression performance of the TIES encoder in comparison to the FIC encoder is examined. In Figure 6 .1 below, the graph of compression performance vs. PSNR is shown for the Lena image. The compression performances for the remaining images are given in Tables 6.1 Table 6 .1, we observe that with small images, the compression performance of the FIC encoder is better than the TIES encoder regardless of image quality (PSNR). However, when the size of the encoded image increases to 1024 × 1024 px, the TIES encoder consistently produces better compression ratios compared to the FIC encoder at equal or better PSNR values. Table 6 .2 below summarizes the specific improvement in compression performance of TIES over FIC for 1024 × 1024 px images.
Percentage Savings
Size of original image = − Size of compressed image
Size of original image % × 100
Lena (1) Boat (2) Bike (3) Plant (4) Lady (5) Sky (6) 128 × 128 px 256 × 256 px 512 × 512 px 1024 × 1024 px From Table 6 .2, we observe that within a given overlapping range of PSNR values produced by the TIES encoder and the FIC encoder, the TIES encoder achieves greater savings in the range of 4.5 to 14.5% over the FIC encoder. As such, this paper claims that while the TIES encoder produces smaller savings on average when compared to FIC for small images, TIES will outperform FIC as image size is increased.
In the previous analysis, we have excluded a discussion on the results of the sky image. The reason for this is that it can be clearly seen that the encoding for this image appears strange. In fact, the resultant encoding based on the TIES encoder produces extremely high compression ratios (88% to 98%) but poor PSNR values (17 to 19) across all image sizes. Correspondingly, the FIC encoder produces high PSNR values (39 to 52) but average compression (80% to 82%). As a result, the TIES decoded image suffers from severe impairment after being decoded. Thus, in this case, the TIES encoder failed to perform satisfactorily. A possible reason for this is discussed in Section 6.
Savings Due to Domain Compression (TIES)
In Figure 6 .2 above, the savings produced by the TIES encoder due to domain compression (only) is shown for each of the six individual test images. The horizontal axis of the graph represents the size of the test image, while the vertical axis represents the percentage savings obtained in compressing the original domain pool (extracted by the FIC algorithm). Mathematically: From the graphs above, two observations can be made. Firstly, for all six images, a reduction in domain pool size is achieved by compressing the domain pool. Furthermore, from the statistics captured, it appears that the size of the compressed domain pool is in the range of 0.1% to 27% of the size of the original domain pool.
Secondly, we observe that for the test images, generally the percentage savings due to domain pool compression increases as the size of the test image increases. As such, this paper suggests that there is a positive, linear relationship between the size of the original image and the percentage savings gained due to domain pool compression. Indeed, an abnormality to this trend can be observed in the boat image, where it appears that the 512 × 512 px image resulted in fewer savings as compared to the smaller 256 × 256 px image. However, since the domain pool extracted is dependent on the nature of the image, and since the difference in percentage savings between the 256 × 256 px image and the 512 × 512 px image is less than 2%, it is likely that the abnormality is primarily due to statistical fluctuations of the compressed domain pools, and that the general trend of the savings due to domain compression is still linear with respect to an increase in the size of the image encoded.
Finally, we observe that for the final image, the percentage savings achieved is extremely high. However, as described in the previous section, the PSNR value for this image is extremely low. Table 6 .3 shows size of the original domain pool and the size of the compressed domain pool for this image.
As can be seen from the table, the size of the compressed domain pool of the final image is in the order of 10 1 , while the average size of the compressed domain pool for the first six images is in the order of 10 2 , one full difference in magnitude. The key difference between this image and the first six images is the homogenous nature of this image. This would mean that in the extracted domain pool, a large number of blocks would be relatively similar to each other, which causes the TIES encoder to decide that a large proportion of domain blocks can be made redundant and thus removed from the domain pool. However, due to this excessive reduction of the domain pool, the TIES encoder in its search for linear combinations to represent each range block is unable to obtain such a linear combination from the extremely limited domain pool, resulting in a poor approximation to the original image. This thus explains the poor PSNR of the decoded image.
Journal of Algorithms & Computational Technology
Vol. 1 No. 3 393
Savings due to Arithmetic Coding (TIES)
In Figure 6 .3 above, the savings produced by the TIES encoder due to arithmetic coding (only) is now shown for each of the six test images. The horizontal axis of the graph represents the size of the test image, while the vertical axis represents the percentage savings obtained in encoding each of the five data segments (D, D', LC', T', I') using the block-based arithmetic coder. Mathematically:
Again, we observe that the empirical results suggest that savings between the range of 15% to 26% can be achieved by encoding the data blocks using an arithmetic coder [5] . In addition, this paper again suggests that the relationship between the size of the image being encoded, and the percentage savings achievable due to arithmetic coding is linear and positively correlated. Indeed, this is in line with the results of the well-understood arithmetic encoding algorithm, where data sets whose elements have asymmetric frequencies can be compressed significantly. Figure 6 .3. Percentage savings due to arithmetic coding.
Impact of Linear Combination Search Algorithm
In this section, we perform a more detailed analysis of the linear combination search algorithm, observing the frequency at which the algorithm selects n domain blocks to represent a given range block. From Figure 6 .4 below, it can be observed that linear combination search algorithm reveals that the algorithm, on average, selects 1 linear combination element to represent the range block 82.9% of the time, and selects 2 linear combination elements 15.5% of the time. The remaining range blocks are represented using either 3 or 4 linear combination elements. As such, there appears to be a negatively exponential relationship between the numbers of linear combination elements chosen for a given image.
Effect of Varying Domain Pool Tolerance (DP_TOL)
In this section, an analysis of the impact of the domain pool tolerance value was carried out, varying the tolerance value between 5 (strictest) and 100 (most lenient). Certainly, it is also necessary to hold the residue tolerance constant. In this analysis, the residue tolerance was set to a value of 100. Figure 6 .5 shows there seems to be an ideal where DP_TOL = 40, which gives a good balance between size and PSNR. A tolerance of 40 also seems to be the point just before the compression curve starts to dip more significantly, and also the point just before the execution time starts to increase by a large margin. In addition, it appears that a tolerance value of 20 results in the highest increase in image quality from the previous value. Subsequent reduction in the tolerance value results in either poorer image quality, or a marginal increase in image quality, for a significant decrease in compression performance. Indeed, these results hold true for all the other test images used. Finally, we note that the curves of the graphs in Figure 6 .4 converge when the tolerance goes below 5 and above 100.
Effect of Varying Residue Tolerance (RESIDUE_TOL)
In this section, an analysis of the impact of the domain pool tolerance value was carried out, varying the tolerance value between 25 (strictest) and 100 (most lenient), while the domain pool tolerance was set to a value of 100.
From Figure 6 .6, it can be observed that linear combination search algorithm reveals that when the residue tolerance is at 100 (most lenient), the algorithm generally selects 1 linear combination element to represent the range block 97.1% of the time, and selects 2 linear combination elements 2.3% of the time. The remaining range blocks are represented using either 3 or 4 linear combination elements.
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Two pass improved encoding and its parallel processing for fractal image compression Note that: X-axis represents the number of linear combination elements (n). Y-axis represents the frequency of selecting n domain blocks.
When the residue tolerance was changed to 25 (strictest), it can be seen that there is a significant impact on the number of elements the algorithm chooses. In particular, the spread of the number of elements chosen appears to be more even throughout the range from 1 to 4 elements. In fact, the number of single element combinations dropped significantly by a factor of 0.5, on average.
In addition, we note that the decrease in residue tolerance also caused an increase in the PSNR value by 4.5 and a decrease in compression by 7.9% on average.
Encoding and Decoding Times of TIES Vs. FIC
In Figure 6 .7, the average encoding and decoding times for each image size, across all six test images were taken for both the TIES encoder and the FIC encoder is shown. The horizontal axis of the graph represents the size of the image being encoded, while the vertical axis represents the time taken in seconds for the encoding process to complete. 
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Two pass improved encoding and its parallel processing for fractal image compression It can be observed from Figure 6 .7 that for small images (256 × 256 px and below), TIES and FIC complete the encoding process in approximately the same amount of time. However, as the image size increases, the graph above suggests that the encoding time for TIES increases much faster than that of FIC. However, the long encoding time for TIES can be reduced by using parallel processing techniques [6] [7] [8] . As for decoding, the decoding time for TIES is comparable to that of FIC.
Despite that the proposed TIES encoder produces better compression as compared to the FIC encoder as image size increases, a caveat is that the TIES encoder takes an extremely long time to encode a given image, and the encoding time increases extremely fast, as can be seen from Figure 6 .7, as the image size increases. A complexity analysis of the TIES encoding algorithm will point to the fact that the most computationally-intensive segment of the TIES encoder lies in two components -the domain compression algorithm and the linear combination search algorithm. In particular, given d domain blocks and r range blocks, the linear combination search algorithm has to compute 2 flip, 4 rotation and 4 intensity transforms, and up to 4 linear combination elements for each d, which amounts to 128d domain block transformations, and 128dr range-domain block comparison. In addition, each range-domain block comparison operation runs in O (n 2 ) time. Furthermore, the number of domain blocks and range blocks are extremely large, where any given n × n pixel image has approximately 0.0625n 2 range blocks and 0.25n 2 domain blocks, if the smallest allowable block size is 4 by 4 px. Hence, the estimated complexity of the linear combination search algorithm can be said to be of order n 6 , which, while still being a polynomial-time algorithm, is clearly computation-intensive and time-consuming relatively to the other parts of the TIES encoding algorithm. As such, in this paper, we propose to reduce the encoding time by means of parallelizing the TIES encoder. The paper will describe a hardware architecture that will be used to target the parallel TIES algorithm, and the parallel TIES encoder itself. Additionally, it may be possible to employ sequential speedup methods such as classification based methods [9] or a more advanced quad-tree partitioning method [10] to decrease the encoding time.
In the case of decoding, it can be observed that the decoding time for TIES is comparable to that of FIC. In this light, we note that the TIES algorithm, similar to the FIC algorithm, is an asymmetric encoding/decoding algorithm.
THE PROPOSED PARALLEL ALGORITHM
As mentioned, the two most computationally-intensive components of the sequential TIES algorithm are the domain compression algorithm and the linear combination search algorithm. In this section, we will proceed to parallelize these two components. Finally, the parallel algorithm utilizes the workercoordinator paradigm of parallel programming, as will be discussed subsequently.
Target Hardware Architecture
Since the development of parallel algorithms is closely tied to the hardware architecture that the parallel algorithm is to run on, before developing the parallelized version of the TIES encoder, it is necessary to decide on a hardware platform on which to target. For the parallel TIES encoder, a distributedmemory MIMD architecture was chosen, since MIMD architectures are, by and large, one of the most general architectures and most non-specialized computer clusters in operation today are based on MIMD. This paper also chooses to use a distributed-memory architecture since such architectures are easily and readily setup, and well-supported software libraries for developing such parallel applications, such as the Message Passing Interface (MPI), exist.
Parallelizing the Domain Compression Algorithm
We can see that when the algorithm reaches the point in which it has to compress the domain pool, the algorithm already has the complete domain pool and range pool. The algorithm then searches the entire domain pool for domain blocks which are self-similar (upon applying some transformation), and are thus redundant. The algorithm then removes all such blocks from the domain pool. Clearly, since the entire domain pool is available to each process, the process of searching the domain pool can be easily sub-divided among the p processes
RESULTS AND DISCUSSION ON PARALLEL ALGORITHM 8.1. Test Platform
The computer cluster used to test the parallel implementation of the TIES encoding algorithm is Tembusu2, a Unix-based 64-node cluster (quad-processor Pentium 4 Xeons) running the Linux operating system. Each machine is equipped with a total of 4 GB of memory. In addition, when running the parallel algorithm on the cluster, every process was run on a separate machine so as to ensure that communication overhead remains relatively constant (subject to network traffic and congestion), since running two processes on a single machine would result in a much lower communication cost as compared to running two processes on two individual machines, interconnected via a network.
Analysis and Results
The parallel TIES algorithm described in Section 7 was implemented and run against the same five test images described in Section 6. For each image, different sizes of the same image, ranging from 128 × 128 px to 1024 × 1024 px were used, and two measurements were taken -the total execution time of the parallel algorithm, and the total computational time of the parallel algorithm.
402
Two pass improved encoding and its parallel processing for fractal image compression Based on these two measurements, the speedup of the algorithm, relative to a given image, was computed. The results of the empirical analysis are shown in Figure 8 .1. The dotted line denotes the real speedup obtained, while the solid line denotes the computational speedup obtained. Here, we define real and computational speedup as follows:
From Figure 8 .1, we observe that, in general, the real speedup for the total execution time across the five test images is relatively similar, as can be seen by the closely meshed lines. However, we note that for larger images (512 × 512 px to 1024 × 1024 px), the real speedup gained is more significant, in the range of 1.5 to 5.1, as compared to the smaller images (128 × 128 px to 256 × 256 px), of which the real speedup obtained is between 1.01 and 1.4. However, for each image size, there appears to be a limit to the real speedup obtained, as seen by the peak of the curve. For instance, for the 512 × 512 px images, the maximal speedup obtained is in the range of 5.1 to 5.6, with 12 to 16 processes, while that for the 1024 × 1024 px images is in the range of 5.61 to 5.7, with 16 processes. Further increasing the number of processes used yields a longer execution time (and thus a smaller speedup) as compared to using 12 to 16 processors. This is likely to be due to the overwhelming increase in communication overhead among the processes (to the root process), and vice versa, such that each process is doing too little work to justify the communication cost sustained. This will become more apparent after observing the computational time for each image size. In order to eliminate the cost of communication overhead, which is highly dependent on the setup and implementation of the computing cluster used, the red lines (diamond markers) in Figure 8 .1 show the computational speedup for each image size. Clearly, in this case, each process will have a slightly different computational time associated with it, since some processes might have to search for a smaller average number of linear combination elements compared to some other process. As such, when measuring the computational time, the computational time of the longest running process is used.
From Figure 8 .1, we observe almost linear speedup with respect to the computational cost when running the sequential algorithm (shown using 1 processor). In addition, there is no observable limit to the speedup obtained, as increasing the number of processes to k leads to approximately 1/k execution time. In fact, as can be seen from the graph, in some cases a super-linear speedup is observed. However, this is likely to be due to statistical fluctuations in terms of the way the operating system schedules each process, such that at times a process runs faster (scheduled more frequently) than other times, and the fact that there is a probability that for a given number of processes, the load distribution may be more balanced than with another number of processes. As such, this paper suggests that the speedup obtained in terms of computational time is linear, since, as mentioned earlier, the nature of the domain compression algorithm and linear combination algorithm is such that the work performed by each process is independent, once the domain and range pool have been pre-computed.
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Based on these observations, we can see that the main cost in the parallel algorithm is the cost of communication. There are two reasons for this. Firstly, on some parallel computing clusters, there exists two communication modes -(1) system level transfer mode, where node-to-node communication is handled entirely by the cluster itself with all communication channels and bandwidth being shared among all users, and (2) user level transfer mode, where a given user has exclusive access to the communication channel between two processors. On the Tembusu2 cluster, where the empirical analysis was carried out, only system level transfer mode is available. As such, due to the communication channels being heavily shared among users (more than 30 active users at the time of testing), communication cost is extremely high. Secondly, on the Tembusu2 cluster, the buffer size per channel (or pipe size) is relatively small, and this results in more communication being performed for large images to be transferred between any two processors. As such, this paper suggests that the less than ideal real speedup achieved is primarily due to the high communication cost of the test cluster. Hence, it is likely that the real speedup obtained would be much more significant if a low-latency network setup were used, or if the algorithm were run on a dedicated network of machines.
CONCLUSION
This paper has presented a proposed improvement scheme (Two-Pass Improved Encoding Scheme) based on the concept of fractal image compression. In describing the TIES encoder and decoder, three algorithms are used, which forms to basis of the TIES encoding algorithm -domain pool compression, best linear combination search, and a block-based arithmetic coder. To exemplify the workability of TIES, as well as to demonstrate that, under similar conditions, the TIES algorithm does outperform its FIC counterpart for large images of the size of 1024 × 1024 pixels and above, we have derived a complete implementation of the TIES encoder and decoder, and obtained empirical results based on seven test images.
From the results of the empirical analysis carried out in Section 6, we have observed that the TIES encoder produces good results in terms of gaining additional compression over the FIC encoder for large images of size 1024 × 1024 px. In addition, there appears to be a linear relationship between the size of the image encoded and the savings due to (1) domain pool compression and (2) arithmetic coding. Based on these observations, this paper thus suggests that there is indeed a linear relationship between the size of the image encoded and the overall compression performance of the TIES encoder. In other words, this paper suggests that as the image size increases, TIES will out-perform the FIC encoder by an increasing margin. In addition, we note that for the sample images used in the empirical analysis and the results obtained, the TIES encoder is able to achieve greater savings in the compressed file size between 2.5 and 13 percentage points with reference to the size of the original image, and achieves better performance in the range of 3 to 8.5 percentage points with respect to the FIC encoder, for large images. We have also explored the effect of varying the tolerance parameters, DP_TOL and RESIDUE_TOL, and suggested a possible optimum tolerance value for DP_TOL. We also established that the current implementation of the TIES encoder has a drawback -it is unable to handle largely homogenous images, reason being that the domain compression algorithm over-reduces the original domain pool extracted to the point that it is inadequate for the linear combination search algorithm to find a suitable linear combination of domain blocks to represent each range block in the image.
This paper also proceeded to propose and implement a parallelized TIES encoder, to overcome the long encoding time of the original (sequential) TIES encoding algorithm. Based on the empirical results obtained from the parallelized TIES encoder, we observe that less than ideal speedup was obtained for the real encoding time, but almost linear speedup was obtained in terms of computational time, neglecting communication time. Hence, the parallelized implementation of TIES requires a low communication-cost environment, and since the Tembusu2 cluster consists of 16 quad-processor nodes, TIES is only suitable to run on the Tembusu2 cluster with a maximum of four nodes, under the system level transfer mode, so as to allocate a single quad-processor machine to running the TIES algorithm.
