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を 1MSS(Maximum Segment Size)/Cwnd だけ増加
させ，パケットロス時に Cwnd を 1/2 に減少させる
Loss-based 手法である． 

















　2* RTTkcwnd =+ ：there is residual capacity 
RTTkcwnd *′=+ ：there is no residual capacity                     























3.2 競合コネクションの RTT 推定を用いた RTT 公平な
輻輳制御方式 




ンの RTT を推定することができる． 
競合するコネクションの推定 RTT は，一定時間に計
測されたHRF TCPの送信パケット数（The Number of 
Sending Packets），3.1 項の手法を用いて計測した競
合するコネクションの送信パケット数（The Number 








この競合するコネクションの推定 RTT を HRF TCP
の輻輳制御方式のパラメータに反映させる． 















































































際に CUBIC と判定する． 
この手法を用いて競合するコネクションの輻輳制御
方式を識別し，CUBIC と識別した場合に，CUBIC の





 ns-2[5]を用いて評価を行った．送受信ノード 2 セット，中
継ルーター2 個のダンベル型のトポロジのもと 2 フローを競
合させる．HRF-TCP のフローの遅延を 40ms に固定し，
競合するフロー（TCP-Reno, CTCP, CUBIC）の遅延を
10ms 刻みで変化させ 300s 競合したときのスループットを
計測した．アクセスリンクは 1Gbps，ルーター間のリンクは
100Mbps，バッファサイズは 100pkts に設定した． 
 TCP-Reno と競合した場合に得られたスループットを図 2
に示す．提案手法を導入していない場合，競合相手である




ている．同様に CTCP, CUBIC のフローが競合する場合も
提案手法を導入することでスループットが公平に保たれる
ことを確認した． 
4.2 CUBIC TCP に親和性のある輻輳制御方式 
ns-2[5]を用いて評価を行った．送受信ノード 2 セット，
中継ルーター2 個のダンベル型のトポロジのもと，TCP 
Reno をベースとする判別を行う提案方式と TCP Reno, 
CUBIC をそれぞれ競合させる．アクセスリンクは 1Gbps，
ル ー タ ー 間 の リ ン ク は 100Mbps ， バ ッ フ ァ サ イ ズ は
100pkts に設定した． 
  図 3 が Cwnd を推定し，傾きを求めたものである．競合
フローが TCP Reno, CUBIC のいずれの場合も実際の
Cwnd の変化を推定してトレースすることができている． 
  また実際に Slope thresh を 20 に設定し，CUBIC に親
和性を持つ改良型 TCP と CUBIC を競合させると，図
4.(右)のように CUBIC の Cwnd の挙動を検出して，20s
付近から CUBIC をエミュレートしたモードとなり輻輳ウィン
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図 3. 競合するフローの実際の Cwnd 変化, 推定した Cwnd, およ
び推定した Cwnd の傾き 
 
図 4. TCP Reno(左)，改良型 TCP(右)と CUBIC が競合した場合
の輻輳ウィンドウ変化 
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