The geometric median, also called L 1 -median, is often used in robust statistics. Moreover, it is more and more usual to deal with large samples taking values in high dimensional spaces. In this context, a fast recursive estimator has been introduced by Cardot et al. (2013) . This work aims at studying more precisely the asymptotic behavior of the estimators of the geometric median based on such non linear stochastic gradient algorithms. The L p rates of convergence as well as almost sure rates of convergence of these estimators are derived in general separable Hilbert spaces. Moreover, the optimal rates of convergence in quadratic mean of the averaged algorithm are also given.
Introduction
The geometric median, also called L 1 -median, is a generalization of the real median introduced by Haldane (1948) . In the multivariate case, it is closely related to the FermatWebber's problem (see Weber (1929) ), which consists in finding a point minimizing the sum of distances from given points. This is a well known convex optimization problem.
The literature is very wide on the estimation of the solution of this problem. One of the most usual method is to use Weiszfeld's algorithm (see Kuhn (1973) ), or more recently, to use the algorithm proposed by Beck and Sabach (2014) .
In the more general context of Banach spaces, Kemperman (1987) gives many properties on the median, such as its existence, its uniqueness, and maybe the most important, its robustness. Because of this last property, the median is often used in robust statistics.
For example, Minsker (2014) use it in order to get much tighter concentration bounds. Cardot et al. (2012) propose a recursive algorithm using the median for clustering, which is few sensitive to outliers. One can also see Chakraborty and Chaudhuri (2014), Cuevas (2014) , Bali et al. (2011) or Gervini (2008) among others.
In this context, several estimators of the median are proposed in the literature. In the multivariate case, one of the most usual method is to consider the Fermat-Webber's problem generated by the sample, and to solve it using Weiszfeld's algorithm (see Vardi and Zhang (2000) and Möttönen et al. (2010) for example). This method is fast, but can encounter many difficulties when we deal with a large sample taking values in relatively high dimensional spaces. Indeed, since it requires to store all the data, it can be difficult or impossible to perform the algorithm.
In this large sample and high dimensional context, recursive algorithms have been introduced by Cardot et al. (2013) ; a stochastic gradient algorithm, or Robbins-Monro algorithm (see Robbins and Monro (1951) , Bartoli and Del Moral (2001) , Duflo (1997) , Benveniste et al. (1990) , Kushner and Yin (2003) among others), and its averaged version (see Polyak and Juditsky (1992) ). It enables us to estimate the median in Hilbert spaces, whose dimension is not necessarily finite, such as functional spaces. The advantage of these algorithms is that they can treat all the data, can be simply updated, and do not require too much computational efforts. Moreover, it has been proven in Cardot et al. (2013) that the averaged version and the estimator proposed by Vardi and Zhang (2000) have the same asymptotic distribution.
Other properties were given, such as the strong consistency of these algorithms. Moreover, the optimal rate of convergence in quadratic mean of the Robbins-monro algorithm as well as non asymptotic confidence balls for both algorithms are given in Cardot et al. (2015) .
The aim of this work is to give new asymptotic convergence properties in order to have nearly all the properties on the asymptotic behaviour of these algorithms. Optimal L p rates of convergence for the Robbins-Monro algorithm are given. This enables, in a first time, to get the optimal rate of convergence in quadratic mean of the averaged algorithm. In a second time, it enables us to get its L p rates of convergence. In a third time, thanks to these results, applying Borel-Cantelli's Lemma, we give an almost sure rate of convergence of the Robbins-Monro algorithm. Finally, applying a law of large numbers for martingales (see Duflo (1997) for example), we give an almost sure rate of convergence of the averaged algorithm.
The paper is organized as follows. In Section 2, we recall the definition of the median and some important convexity properties. The Robbins-Monro algorithm and its averaged version introduced by Cardot et al. (2013) are defined in Section 3. After recalling the rate of convergence in quadratic mean of the Robbins-Monro algorithm given by Cardot et al. (2015) , we give the L p -rates of convergence of the stochastic gradient algorithm as well as the optimal rate of convergence in quadratic mean of the averaged algorithm in Section 4. Finally, almost sure rates of convergence of the algorithms are given in Section 5. The lemma that help understanding the structure of the proofs are given all along the text, but the proofs are postponed in an Appendix.
Definitions and convexity properties
Let H be a separable Hilbert space, we denote by ., . its inner product and by . the associated norm. Let X be a random variable taking values in H, the geometric median m of X is defined by
We suppose from now that the following assumptions are fulfilled:
(A1) X is not concentrated on a straight line: for all h ∈ H, there is h ′ ∈ H such that h, h ′ = 0 and
(A2) X is not concentrated around single points: there is a positive constant C such that for all h ∈ H
Note that for the sake of simplicity, even if it means supposing C ≥ 1, we take C instead of √ C. Assumption (A1) ensures that the median m is uniquely defined (Kemperman, 1987) . Assumption (A2) is not restrictive whenever d ≥ 3, where d is the dimension of H, not necessarily finite (see Cardot et al. (2013) and Chaudhuri (1992) for more details).
Let G be the function we would like to minimize. It is defined for all h ∈ H by
This function is convex and many convexity properties are given in Chaudhuri (1992) , Gervini (2008) , Cardot et al. (2013) and Cardot et al. (2015) . We recall two important ones:
(P1) G is Fréchet-differentiable and its gradient is given for all h ∈ H by
The median m is the unique zero of Φ.
(P2) G is twice differentiable and for all h ∈ H, Γ h stands for the Hessian of G at h. Thus, H admits an orthonormal basis composed of eigenvectors of Γ h , and let (λ i,h ) be the eigenvalues of Γ h , we have
Moreover, for all positive constant A, there is a positive constant c A such that for all
As a particular case, let λ min be the smallest eigenvalue of Γ m , there is a positive constant c m such that 0 < c m < λ min ≤ C.
The algorithms
Let X 1 , ...., X n , ... be independent random variables with the same law as X. We recall the algorithm for estimation of the geometric median introduced by Cardot et al. (2013) , defined as follows:
where the initialization Z 1 is chosen bounded or deterministic. The sequence (γ n ) of steps verifies the following usual conditions
The averaged version of the algorithm (see Polyak and Juditsky (1992) , Cardot et al. (2013)) is given iteratively by
where Z 0 = 0. This can be written as
The algorithm defined by (2) is a stochastic gradient or Robbins-Monro algorithm. Indeed, it can be written as follows:
where
is a sequence of martingale differences adapted to the filtration (F n ). Indeed, for all n ≥ 1, we have almost surely E [ξ n+1 |F n ] = 0. Linearizing the gradient,
Note that there is a positive deterministic constant C m such that for all n ≥ 1 (see Cardot et al. (2015) ), almost surely,
Moreover, since Φ(
applying convexity property (P2), one can check that almost surely
4 L p rates convergence of the algorithms
The strong consistency of the recursive estimator was established in Cardot et al. (2013) . We now consider a step sequence (γ n ) of the form γ n = c γ n −α with c γ > 0 and α ∈ (1/2, 1). The optimal rate of convergence in quadratic mean of the Robbins-Monro algorithm is given in Cardot et al. (2015) . Indeed, it was proven that there are positive constants c ′ , C ′ such that
Moreover, the L p rates of convergence were not given, but it was proven that the p-th moments are bounded for all integer p: there exists a positive constant M p such that for all 
As a corollary, applying Cauchy-Schwarz's inequality, for all p ≥ 1 and for all n ≥ 1,
The proof is given in Appendix. Since it was proven (see Cardot et al. (2015) ) that the found rate for p = 1 is the optimal one, one can check, applying Hölder's inequality, that the given ones for p ≥ 2 are also optimal. In order to prove this theorem with a strong induction on p and n, we have to introduce two technical lemma. The first one gives an upper bound for E Z n+1 − m 2p when inequality (10) is verified for all k ≤ p − 1, i.e when the strong induction assumptions are verified.
Lemma 4.1. Assume (A1) and (A2) hold, let p ≥ 2, if inequality (10) is verified for all k ≤ p − 1, there are a rank n α and non-negative constants c 0 , C 1 , C 2 such that for all n ≥ n α ,
The proof is given in Appendix. The following lemma gives an upper bound of E Z n+1 − m 2p+2 when inequality (10) is verified for all k ≤ p − 1, i.e when the strong induction assumptions are verified.
Lemma 4.2. Assume (A1) and (A2) hold, let p ≥ 2, if inequality (10) is verified for all k
there are a rank n α and non-negative constants C ′ 1 , C ′ 2 such that for all n ≥ n α ,
The proof is given in Appendix. Note that for the sake of simplicity, we denote by the same way the ranks in Lemma 4.1 and Lemma 4.2.
Optimal rate of convergence in quadratic mean and L p rates of converge of the averaged algorithm
As done in Cardot et al. (2013) and Pelletier (2000) , summing equalities (5) and applying
Abel's transform, we get
with 
The proof is given in Appendix. It heavily relies on Theorem 4.1 and on the following lemma which gives a bound of the p-th moments of the sum of (non necessarily independent) random variables. Note that this is probably not a new result but we were not able to find a proof in a published reference. 
Finally, the following proposition ensures that the rate of convergence in quadratic mean given by Theorem 4.2 is the optimal one.
Proposition 4.1. Assume (A1) and (A2) hold, there is a positive constant c such that for all n ≥ 1,
Note that applying Hölder's inequality, previous proposition also ensures that the L p rates of convergence given by Theorem 4.2 are the optimal ones.
Almost sure rates of convergence
It is proven in Cardot et al. (2013) that the Robbins-Monro algorithm converges almost surely to the geometric median. Applying Theorem 4.1 and Borel-Cantelli's lemma, we get the following rates of convergence.
Theorem 5.1. Assume (A1) and (A2) hold, for all β < α,
The proof is given in Appendix. As a corollary, using decomposition (14) and Theorem 5.1, we get the following bound of the rate of convergence of the averaged algorithm:
Corollary 5.1. Assume (A1) and (A2) hold, for all δ > 0,
The proof is given in Section Appendix.
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A Appendix

A.1 Proofs of Section 4.1
First we recall some technical inequalities (see Petrov (1995) for example).
Lemma A.1. Let a, b, c be positive constants. Thus,
Moreover let k, p be positive integers and a 1 , ..., a p be positive constants. Thus,
Proof of Lemma 4.2. We suppose from now that for all k ≤ p − 1, there is a positive constant K k such that for all n ≥ 1,
Using decomposition (4) and Cauchy-Schwarz's inequality, since almost surely ξ n+1 ≤ 2,
Using previous inequality,
We shall upper bound the three terms in (20) and (21). Applying Cauchy-Schwarz's inequality and since almost surely
We now bound the expectation of the first term in (20). Indeed,
Applying inequality (19),
As a conclusion, there is a non-negative constant A 1 such that for all n ≥ 1,
We now bound the second term in (20) . Using the facts that (ξ n+1 ) is a sequence of martin-gale differences adapted to the filtration (F n ) and that Z n is F n -measurable,
Finally, we bound the last term in (21), denoted by ( * ). Since almost surely ξ n ≤ 2, applying Cauchy-Schwarz's inequality,
Since almost surely
We bound the expectation of the two first terms on the right-hand side of (26). For the first one, applying Cauchy-Schwarz's inequality,
Similarly, for the second term on the right-hand side of (26), applying Cauchy-Schwarz's inequality, let
Applying Lemma A.1 and inequality (19)
Finally, let us denote by ( * * * ) the expectation of the term in (21), there is a positive constant A 2 such that for all n ≥ 1,
Applying inequalities (23), (24) and (27), there are positive constants C ′′ 1 , C ′ 2 such that for all n ≥ 1,
In order to conclude, we need to bound E V p+1 n . Applying Lemma 5.2 in Cardot et al. (2015) , there are a positive constant c and a rank n α such that for all n ≥ n α ,
Finally, since there is a positive constant c 0 such that almost surely Z n − m ≤ c 0 n 1−α and since almost surely
Applying inequality (9) and Markov's inequality,
Finally, using inequalities (28), (29) and (30), there is a positive constant C ′ 1 such that for all n ≥ n α ,
Proof of Lemma 4.1. Since the eigenvalues of Γ m belong to [λ min , C], there are a rank n α and a positive constant c ′ such that for all n ≥ n α , we have
Using decomposition (5) and Cauchy-Schwarz's inequality, since almost surely δ n ≤ 2C Z n − m , we have for all n ≥ n α ,
Thus, for all integers p ≥ 1 and n ≥ n α ,
In order to bound each term in previous inequality, we give a new upper bound of Z n+1 − m 2p−2 .
By convexity of G, we have almost surely V n ≤ Z n − m 2 + γ 2 n , and inequality (20) can be written
Applying Cauchy-Schwarz's inequality, since ξ n+1 ≤ 2,
Note that if p ≤ 2, the last term in previous inequality is equal to 0. Applying previous inequality, we can now bound each term in inequality (33).
Step 1:
We will bound each term which appears when we multiply (1 − c ′ γ n ) Z n − m 2 by the bound given by inequality (34). First, applying inequalities (19),
Since for all k ≤ p − 2, we have 2p − 1 − k ≥ p + 1, there is a positive constant B 1 such that for all n ≥ n α ,
Moreover, using the facts that (ξ n ) is a martingale differences sequence adapted to the filtration (F n ), and that Z n is F n -measurable,
We can now suppose that p ≥ 3, since otherwise the last term in inequality (34) is equal to 0. Let
Applying Cauchy-Schwarz's inequality,
Finally, applying inequality (19),
because for all 2 ≤ k ≤ p − 1 and p ≥ 3, we have p + k/2 ≥ p + 1 and 2p − 1 2 k − 1 ≥ p + 1. Thus, there is a positive constant B ′ 1 such that for all n ≥ n α ,
Step 2:
Applying the fact that (ξ n ) is a martingale differences sequence adapted to the filtration (F n ) and applying inequality (34), let
Since ξ n+1 ≤ 2 and applying Cauchy-Schwarz's inequality,
With the help of Lemma A.1,
Applying previous inequality and inequality (19) , there is a positive constant B ′ 2 such that
Step 3: Bounding 8γ 2 n E Z n+1 − m 2p−2 .
Step 4:
As in step 1, we will bound each term which appears when we multiply 2γ n Z n − m δ n by the bound given by inequality (34). Since almost surely δ n ≤ 2C Z n − m , applying inequality (37), one can check
Moreover, since (ξ n ) is a martingale differences sequence adapted to the filtration (F n ),
Finally, since almost surely
Applying Lemma A.1,
Thus, there are positive constants B ′ 3 , B ′ 4 such that
Step 5: Conclusion. Taking c 0 = 1 2 c ′ , applying inequalities (38), (39), (40) and (41), there are positive constants C 1 , C 2 such that for all n ≥ n α ,
Proof of Theorem 4.1. We prove with the help of a complete induction that for all p ≥ 1, and for all β ∈ (α,
This result is proven in Cardot et al. (2015) for p = 1. Let p ≥ 2 and let us suppose from now that for all integer k ≤ p − 1, there are positive constant K k such that for all n ≥ 1,
We now split the end of the proof into two steps.
Step 1: Calibration of the constants. In order to simplify the demonstration thereafter, we introduce some constants and notations. Let β be a constant such that
By definition of β, there is a rank n p,β ≥ n α (n α is defined in Lemma 4.1 and in Lemma 4.2) such that for all n ≥ n p,β ,
with C 2 defined in Lemma 4.1 and C ′ 1 , C ′ 2 are defined in Lemma 4.2. Because β > α,
In the same way, since β <
Step 2: The induction.
Let us take K
, we will prove by induction that for all n ≥ n p,β ,
Applying Lemma 4.1 and by induction, since 2K
Factorizing by
By definition of n p,β (see (43)),
In the same way, applying Lemma 4.2 and by induction, since
By definition of n p,β ,
which concludes the induction. In order to conclude the proof, we just have to take
First, if p = 1, since (ξ n ) is a sequence of martingale adapted to a filtration (F n ),
Let p ≥ 2 and for all n ≥ 2, M n := ∑ n k=2 ξ k . We suppose from now that for all k ≤ p − 1, there is a positive constant C k such that for all n ≥ 2,
which concludes the induction and the proof.
Proof of Theorem 4.2. Using decomposition (14), let λ min > 0 be the smallest eigenvalue of Γ m , we have with Lemma A.1,
We now bound each term at the right-hand side of previous inequality. Since Z 1 is almost surely bounded, we have
since α < 1. In the same way, since
, applying Lemma 4.3 and Theorem 4.1 ,
Finally, since δ n ≤ C m Z n − m 2 , applying Lemma 4.3 and Theorem 4.1,
Since α > 1/2, we have
Finally, applying Lemma A.2, there is a positive constant C p such that for all n ≥ 1,
We deduce from inequalities (50) to (53), that for all integer p ≥ 1, there is a positive con-stant A p such that for all n ≥ 1,
we get 1 n 2 E Since β ′ < α, we can take p > 1 α−β ′ and we get
Applying Borel-Cantelli's Lemma,
for all β ′ < α. In a particular case, for all β < α,
Proof of Corollary 5.1. Let us recall decomposition (14) of the averaged algorithm:
We will give the almost sure rate of convergence of each term. First, since Z 1 is bounded, we have Indeed, we obtain the last equality by taking α > β ′ > 2α − 1, which is possible since α < 1. Moreover, since γ
Indeed, we get the last equality by taking β ′ > 2α − 1. Moreover, since δ n ≤ C m Z n − m 2 , for all β ′ < α,
Indeed, we obtain the last equality by taking α > β ′ > 1/2. Finally, since E ∑ n k=1 ξ n+1 2 = n + o (n) (see Cardot et al. (2015) and proof of Theorem 4.2), applying the law of large numbers for martingales (see Theorem 1.3.15 in Duflo (1997) ), for all δ > 0,
which concludes the proof. n(ln(n)) 1+δ (n + 1)(ln(n + 1)) 1+δ U 2 n + 1 (n + 1)(ln(n + 1)) 1+δ E ξ n+1 2 F n ≤ U 2 n + 1 (n + 1)(ln(n + 1)) 1+δ .
Thus, applying Robbins-Siegmund Theorem (see Duflo (1997) ), (U n ) converges almost surely to a finite random variable, which concludes the proof.
