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Abstract. We study sufficient conditions for a local asymptotic mixed normality property of statistical models.
We develop a scheme with the L2 regularity condition proposed by Jeganathan [Sankhya¯ Ser. A 44 (1982)
173–212] so that it is applicable to high-frequency observations of stochastic processes. Moreover, by combin-
ing with Malliavin calculus techniques by Gobet [Bernoulli 7 (2001) 899–912, 2001], we introduce tractable
sufficient conditions for smooth observations in the Malliavin sense, which do not require Aronson-type esti-
mates of the transition density function. Our results, unlike those in the literature, can be applied even when
the transition density function has zeros. For an application, we show the local asymptotic mixed normality
property of degenerate (hypoelliptic) diffusion models under high-frequency observations, in both complete and
partial observation frameworks. The former and the latter extend previous results for elliptic diffusions and for
integrated diffusions, respectively.
Keywords. degenerate diffusion processes; integrated diffusion processes; local asymptotic mixed normality;
L2 regularity condition; Malliavin calculus; partial observations
1 Introduction
In the study of statistical inference for parametric models, asymptotic efficiency plays a key role when we
consider the asymptotic optimality of estimators. This notion was first studied for models that satisfy local
asymptotic normality (LAN); Ha´jek [7] showed the convolution theorem, and Ha´jek [8] showed the minimax
theorem under the LAN property. Both theorems give different concepts of asymptotic efficiency. For statistical
models with the extended notion of local asymptotic mixed normality (LAMN), Jeganathan [12, 13] showed the
convolution theorem and the minimax theorem.
Gobet [5] showed the LAMN property for discretely observed diffusion processes on a fixed interval. In that
model, the maximum-likelihood-type estimator proposed by Genon-Catalot and Jacod [2] is asymptotically
efficient. For further results related to diffusion processes on a fixed interval, see Gloter and Jacod [4] (LAN for
noisy observations of diffusion processes with deterministic diffusion coefficients), Gloter and Gobet [3] (LAMN
for integrated diffusion processes), Ogihara [16] (LAMN for nonsynchronously observed diffusion processes), and
Ogihara [17] (LAN for noisy, nonsynchronous observations of diffusion processes with deterministic diffusion
coefficients).
In the model of discretely observed diffusion processes by Gobet [5], he initiated a scheme based on Malli-
avin calculus techniques to show the LAMN property. He introduced Malliavin calculus techniques to control
the asymptotics of log-likelihood ratios, and his scheme is effective for diffusion processes when the diffusion
coefficient matrix is nondegenerate. In his scheme, it is crucial that the transition density functions of diffu-
sion processes are estimated from below and above by Gaussian density functions. Such estimates are known
as Aronson’s estimate. Gloter and Gobet [3] gave Aronson’s estimate, and consequently showed the LAMN
property for the one-dimensional integrated diffusion processes by using Gobet’s scheme. However, the proof of
Aronson’s estimate (Theorem 4) crucially depends on the fact that the latent process is one-dimensional.
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For a diffusion model with the degenerate diffusion coefficient and a multi-dimensional integrated diffusion
model, it seems difficult to obtain Aronson’s estimate in general, and therefore we cannot apply Gobet’s scheme.
On the other hand, Theorem 1 in Jeganathan [12] introduced a scheme by using the so-called L2 regularity
condition to show the LAMN property. An advantage of this scheme is that we do not need estimates for
the transition density functions. However, the results in [12] are not directly applicable to high-frequency
observations that require a framework of triangular arrays. Further, for integrated diffusions, following the idea
in [3], we need to consider a triangular array of expanding data blocks.
This paper studies four topics. First, we extend Theorem 1 in [12] so that it can be applied to statistical mod-
els with triangular array observations appearing in the above diffusion models with high-frequency observations.
Second, we show that the new scheme based on the L2 regularity condition can be applied under several con-
ditions described via notions of Malliavin calculus. The new scheme is highly compatible with Gobet’s scheme.
Indeed, the L2 regularity condition is satisfied when observations are smooth in the Malliavin sense, and the
inverse of Malliavin matrix and its derivatives have moments (see (B1), (B2), and Theorem 2.2). Moreover, if
observations have a Euler–Maruyama approximation, then the sufficient conditions for the LAMN property is
simplified (Theorem 2.3). Third, by using these schemes, we show the LAMN property for diffusion processes
with the degenerate diffusion coefficient (degenerate diffusion) in which it is difficult to obtain Aronson-type
estimates in general. Finally, we deal with the LAMN property for partial observations of degenerate diffusion
processes.
Our new schemes can be applied to general statistical models without transition density estimates. In
particular, they can be applied even when the transition density function has zero points. The L2 regularity
condition is related to differences in the roots of transition density functions, and it is not easily applied when
the transition density functions have zero points (see (2.6)). However, we will see in Section 2.2 that if the
observations are smooth in the Malliavin’s sense and the Malliavin matrix is nondegenerate, then we can apply
the L2 regularity condition even when the transition density has zero points. Consequently, this scheme enables
us to study the LAMN property for several statistical models in Wiener space. First, this scheme allows a
simplified proof of the results in Gobet [5]. Moreover, this scheme yields two interesting results. The first one
is an extension of the results in Gobet [5] to a wider class including degenerate diffusion processes; we emphasis
that this is achieved because we do not rely on Aronson-type estimates. The second one is an extension of
the LAMN property for one-dimensional integrated diffusion processes in Gloter and Gobet [3] to the multi-
dimensional case. We deal with the integrated diffusion process model in the general framework of partial
observations for degenerate diffusion processes. We find that efficient asymptotic variance is the same for an
integrated diffusion process model and for a diffusion process model, and that they are exactly twice as large
as the statistical model of both observations (see Remark 2.6). Because our scheme does not require transition
density estimates, we expect these ideas to be useful also for jump-diffusion process models or Le´vy driven
stochastic differential equation models. However, we left this for future work.
Our study of integrated diffusion models is motivated by experimental observations of single molecules (see
e.g. Li et al. [21]), behind which are Langevin-type molecular dynamics
Y¨ = b(Y˙ , Y ) + a(Y˙ )W˙ .
Here Y represents the position of a molecule (or a particle) and W˙ is white noise. When a = 0 this reduces to
the Newtonian equation of classical dynamics. The system can be written as an integrated diffusion
dYt = Xtdt,
dXt = b(Xt, Yt)dt+ a(Xt)dWt.
(1.1)
Our LAMN property enables us to discuss optimality in estimating the coefficient a based on high-frequency
observations of the position Y .
The rest of this paper is organized as follows. In Section 2, we introduce our main results, namely, the
extended scheme using the L2 regularity condition, the scheme via Malliavin calculus techniques, and the
LAMN property of degenerate diffusion processes. Section 3 contains details of Malliavin calculus techniques.
We combine the extended scheme of the L2 regularity condition with the approaches of Gobet [5] and Gloter
and Gobet [3].
2
2 Main results
2.1 The LAMN property via the L2 regularity condition
In this subsection, we extend Theorem 1 in Jeganathan [12] to statistical models of triangular array observations
so that it can be applied to high-frequency observations of stochastic processes.
Let {Pθ,n}θ∈Θ be a family of probability measures defined on (Rn,Fn), where Θ is an open subset of Rd.
We often regard a p-dimensional vector v as a p× 1 matrix. Ik denotes the unit matrix of size k for k ∈ N.
Condition (L). The following two conditions are satisfied for {Pθ,n}θ∈Θ.
1. There exists a sequence {Vn(θ0)} of Fn-measurable d-dimensional vectors and a sequence {Tn(θ0)}
of Fn-measurable d× d symmetric matrices such that
Pθ0,n[Tn(θ0) is nonnegative definite] = 1 (2.1)
for any n ∈ N, and
log
dPθ0+rnh,n
dPθ0,n
− h⊤Vn(θ0) + 1
2
h⊤Tn(θ0)h→ 0 (2.2)
in Pθ0,n-probability for any h ∈ Rd, where {rn} is a sequence of positive definite matrices and ⊤
denotes the transpose operator for matrices.
2. There exists an almost surely nonnegative definite random matrix T (θ0) such that
L(Vn(θ0), Tn(θ0)|Pθ0,n)→ L(T 1/2(θ0)W,T (θ0)),
where W is a d-dimensional standard normal random variable independent of T (θ0).
The following definition of the LAMN property is Definition 1 in [12].
Definition 2.1. The sequence of the families {Pθ,n}θ∈Θ (n ∈ N) satisfies the LAMN condition at θ = θ0 ∈ Θ
if Condition (L) is satisfied, Pθ0,n[Tn(θ0) is positive definite] = 1 for any n ∈ N, and T (θ0) is positive definite
almost surely.
For proving the LAMN property for diffusion processes using a localization technique such as Lemma 4.1
in [5], Condition (L) is useful because (L) for the localized model often implies (L) for the original model. See
the proofs of Theorems 2.4 and 2.5 for the details.
Remark 2.1. When Condition (L) is satisfied and T (θ0) is positive definite almost surely, by setting
T˜n(θ0) = Tn(θ0)1{Tn(θ0) is p.d.} + Id1{Tn(θ0) is not p.d.}, (2.3)
the LAMN property holds with T˜n(θ0) and Vn(θ0).
Let (mn)
∞
n=1 be a sequence of positive integers. Let {Rn,j}mnj=1 be a sequence of complete, separable metric
spaces, and let Θ be an open subset of Rd. Let Rn = Rn,1 × · · · ×Rn,mn . We consider statistical experiments
(Rn,B(Rn), {Pθ,n}θ∈Θ). Let Xj = Xn,j : Rn → Rn,j be the natural projection, X¯j = X¯n,j = (X1, . . . , Xj), and
Fj = Fn,j = σ(X¯j) for 0 ≤ j ≤ mn. Suppose that there exists a σ-finite measure µj = µn,j on Rn,j such that
Pθ,n(X1 ∈ ·) ≪ µ1 and Pθ,n(Xj ∈ ·|X¯j−1 = x¯j−1) ≪ µj for all x¯j−1 ∈ Rn,1 × · · · ×Rn,j−1, 2 ≤ j ≤ mn. Let
Eθ = Eθ,n denote the expectation with respect to Pθ,n, and let pj = pn,j be the conditional density functions
defined by
p1(θ) =
dPθ,n(X1 ∈ ·)
dµ1
: Rn,1 → R, pj(θ) = dPθ,n(Xj ∈ ·|X¯j−1)
dµj
: Rn,j → R
for 2 ≤ j ≤ mn. Then we can see that for g : Rn,1 × . . .Rn,j → R,∫
Rn,j
pj(θ)g(X¯j−1, ·)dµj = Eθ[g(X¯j−1, Xj)|Fj−1]. (2.4)
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Assumption (A1). There is a d× d positive definite matrix rn and measurable functions
ξ˙n,j(θ0, ·) : Rn,1 × · · · ×Rn,j → Rd
such that for every h ∈ Rd,
mn∑
j=1
Eθ0
[ ∫
[ξn,j(θ0, h)− 1
2
h⊤rnξ˙j(θ0)]2dµj
]
→ 0 (2.5)
as n→∞, where
ξn,j(θ0, h) =
√
pj(θ0 + rnh)−
√
pj(θ0)
and
ξ˙j(θ0) = ξ˙n,j(θ0, X¯j−1, ·) : Rn,j → Rd.
Condition (A1) is the L2 regularity condition.
For a vector x = (x1, · · · , xk), we denote ∂lx = ( ∂
l
∂xi1 ···∂xil
)ki1,··· ,il=1. If pj is smooth with respect to θ and
pj 6= 0, then the log-likelihood ratio is rewritten as
log
dPθ′,n
dPθ,n
=
mn∑
j=1
log
pj(θ
′)
pj(θ)
=
mn∑
j=1
∫ 1
0
∂θpj
pj
(tθ′ + (1− t)θ)dt(θ′ − θ).
To show the LAMN property, we must identify the limit distribution of this function under Pθ,n. Doing
so requires estimates for density ratios with different probability measures, which are not easy to obtain for
stochastic processes in general. Gobet [5] dealt with this problem for discretely observed diffusion processes
by using estimates from below and above by Gaussian density functions and show the LAMN property of that
model.
On the other hand, if pj ∈ C2(Θ) and pj(θt) 6= 0 for any t ∈ [0, 1] µj-a.e. for θt = θ0 + trnh, then by setting
ξ˙j(θ0) = ∂θpj(θ0)pj(θ0)
−1/2 we obtain∫
[ξn,j(θ0, h)− 1
2
h⊤rnξ˙j(θ0)]2dµj
=
∫ [
h⊤rn
∫ 1
0
∂θpj(θt)
2
√
pj(θt)
dt− 1
2
h⊤rn
∂θpj(θ0)√
pj(θ0)
]2
dµj
=
∫ [
h⊤rn
2
∫ 1
0
∫ t
0
(
∂2θpj(θs)√
pj(θs)
− ∂θpj(∂θpj)
⊤
2p
3/2
j
(θs)
)
dsdtrnh
]2
dµj
≤ 1
4
sup
0≤s≤1
Eθs
[{
h⊤rn
(
∂2θpj(θs)
pj(θs)
− ∂θpj(∂θpj)
⊤
2p2j
(θs)
)
rnh
}2∣∣∣∣Fj−1
]
.
(2.6)
In the right-hand side of the above inequality, the value θs of the parameter is the same for the probability
measure of expectation and pj in the integrand, and therefore we do not need estimates for the transition density
ratios.
Thus, a scheme with the L2 regularity condition does not require estimates for the transition density function.
This is a big advantage, and this scheme can be applicable to multi-dimensional integrated diffusion processes
and degenerate diffusion processes, where it is difficult to obtain estimates for transition density functions.
Define
ηj =
(
ξ˙j(θ0)√
pj(θ0)
1{pj(θ0) 6=0}
)
(Xj).
Assumption (A2). Eθ0 [|ηj |2|Fj−1] <∞ and Eθ0 [ηj |Fj−1] = 0, Pθ0,n-almost surely for every j ≥ 1.
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Assumption (A3). For every ǫ > 0 and h ∈ Rd,
mn∑
j=1
Eθ0 [|h⊤rnηj |21{|h⊤rnηj |>ǫ}]→ 0.
Assumption (A4). For every h ∈ Rd, there exists a constant K > 0 such that
sup
n≥1
mn∑
j=1
Eθ0 [|h⊤rnηj |2] ≤ K.
Let
Tn = rn
mn∑
j=1
Eθ0 [ηjη
⊤
j |Fj−1]rn and Vn = rn
mn∑
j=1
ηj . (2.7)
Assumption (A5). There exists a random d× d symmetric matrix T such that P [T is n.d.] = 1 and
L((Vn, Tn)|Pθ0,n)→ L(T 1/2W,T ),
where W ∼ N(0, Id) ⊥ T .
Assumption (P). T in (A5) is positive definite almost surely.
Conditions (A1)–(A4) correspond to (2.A.1), (2.A.2), (2.A.4), and (2.A.5) in [12], respectively. Condition
(A5) ensures Point 2 of Condition (L). For the sequential observations in [12], convergence of rn
∑mn
j=1 ηj always
holds by virtue of Hall [9] (see (2.3) in [12]). However, the results of [9] cannot be applied to the triangular
array observations, so we instead assume (A5) for our scheme. To check (A5), the results in Sweeting [20] are
useful. Moreover, it is not difficult to check (A5) for statistical models of discretely observed diffusion processes
by using a martingale central limit theorem. See, for example, Theorems 2.4 and 2.5 and their proofs.
Theorem 2.1. Assume (A1)–(A5). Then (L) holds true with Tn and Vn in (2.7) for the family {Pθ,n}θ,n of
probability measures. If further (P) is satisfied, then {Pθ,n}θ,n satisfies the LAMN condition at θ = θ0 with T˜n
in Remark 2.1.
A proof is given in the appendix.
Remark 2.2. We assumed that rn is positive definite because this assumption is made in the definition of the
LAMN property in Jeganathan [12] (Definition 1). However, we can see that Theorem 2.1 holds even if rn is a
nondegenerate asymmetric matrix. In that case, even though the assumptions of convolution theorem (Corollary
1) in [12] are not satisfied, the convolution theorem in Ha´jek [7] is satisfied when local asymptotic normality is
satisfied (i.e., T in (A5) is non-random) and the operator norm of rnr
⊤
n converges to zero.
2.2 The LAMN property via Malliavin calculus techniques
Gobet [5, 6] used Malliavin calculus techniques to show the LAMN property for discretely observed diffusion
processes. Gloter and Gobet [3] developed Gobet’s scheme into a more general one and showed the LAMN
property for a one-dimensional integrated diffusion process. These approaches require estimates for transition
density functions by Gauss density functions, thereby hampers multi-dimensional extension of their results.
Our alternative approach introduces tractable sufficient conditions to show the LAMN property for smooth
observations in the Malliavin sense, by combining with a scheme with the L2 regularity condition in Section 2.1.
In particular, we can show the L2 regularity condition under (B1) and (B2), which are related to the smoothness
of observations and estimates for the inverse of the Malliavin matrix (Theorem 2.2). If further, observations
have a Gaussian approximation like the Euler–Maruyama approximation, then the sufficient conditions for the
LAMN property are simplified as in Theorem 2.3.
We assume that Θ is convex and that mn → ∞ as n → ∞. Let (ǫn)∞n=1 be a sequence of positive numbers
and (Ω,F , P ) be a probability space. Let (knj )mnj=0 be an increasing sequence of nonnegative integers such
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that kn0 = 0. Hereinafter, we abbreviate k
n
j as simply kj . Let Nn = kmn and X
n,θ
j be an R
kj−kj−1 -valued
random variable on (Ω,F , P ) for 1 ≤ j ≤ mn. Let Pθ,n be the induced probability measure by {Xn,θj }mnj=1
on (RNn ,B(RNn)) and Fj,n = {A × RNn−kj |A ∈ B(Rkj )} ⊂ B(RNn). For each 1 ≤ j ≤ mn, we adopt the
notation of Nualart [15]. Specifically, let Hj be a real separable Hilbert space and Wj = {Wj(h), h ∈ Hj}
be an isonormal Gaussian process defined on a complete probability space (Ωj ,Gj , Qj). We assume that Gj is
generated by Wj . Even though these objects possibly depend on n, we omit the dependence in our notation.
Let δj be the Hitsuda–Skorokhod integral (the divergence operator), Dj be the Malliavin–Shigekawa derivative,
and Sj = {f(Wj(h1), · · · ,Wj(hk)); k ∈ N, hi ∈ Hj (i = 1, · · · , k), f ∈ C∞(Rk)}. For k ∈ Z+ and p ≥ 1, ‖·‖k,p
denotes the operator on Sj defined by
‖F‖k,p =
[
Ej [|F |p] +
k∑
l=1
Ej [‖DljF‖pH⊗lj ]
]1/p
,
where Ej denotes the expectation with respect to Qj. Let D
k,p
j be the completion of Sj with respect to the
distance d(F,G) := ‖F − G‖k,p. For general properties of Wj , Dj , and δj , see Nualart [15]. Let Fn,θ,j,x¯j−1
be an Rkj−kj−1 -valued random variable on (Ωj ,Gj) such that QjF−1n,θ,j,x¯j−1 = P (X
n,θ
j ∈ ·|X¯n,θj−1 = x¯j−1), where
X¯n,θj−1 = {Xn,θl }j−1l=1 and x¯j−1 ∈ Rkj−1 . We assume that Fn,θ,j,x¯j−1 is Fre´chet differentiable with respect to θ on
Lp(Ωj) for any p > 1 and denote its derivative by ∂θFn,θ,j,x¯j−1 = (∂θ1Fn,θ,j,x¯j−1 , · · · , ∂θdFn,θ,j,x¯j−1)⊤. We often
omit the parameter x¯j−1 in Fn,θ,j,x¯j−1 and write Fn,θ,j. Let C
∞
o denote the space of all C
∞ functions with
compact support. For a matrix A, we denote its element (i, j) by [A]ij . Similarly, we denote by [V ]l the l-th
element of a vector V . Let k¯n = maxj(kj − kj−1).
We assume the following conditions.
Assumption (B1). ∂lθ[Fn,θ,j]i ∈ ∩p>1D4−l,pj for any n, θ, j, i, 0 ≤ l ≤ 3, and supn,i,j,x¯j−1,θ‖∂lθ[Fn,θ,j]i‖4−l,p <∞ for p > 1.
Assumption (B2). The matrix Kj(θ) = (〈Dj [Fn,θ,j ]k, Dj[Fn,θ,j ]l〉Hj )k,l is invertible almost surely for any
j, x¯j−1 and θ, and there exists a constant αn ≥ 1 such that
sup
i,l,j,x¯j−1,θ
‖[K−1j (θ)]il‖2,8 ≤ αn, and ǫ2nk¯4n
√
mnα
2
n → 0
as n→∞.
Let θ0 be the true value of parameter θ. We will see later in Proposition 3.1 that Fn,θ,j admits a density
pj,x¯j−1(xj , θ) that satisfies pj,x¯j−1(xj , ·) ∈ C2(Θ) almost everywhere in xj ∈ Rkj−kj−1 under (B1) and (B2). Let
Nj = {xj ∈ Rkj−kj−1 | supθ∈Θ pj,x¯j−1(xj , θ) > infθ∈Θ pj,x¯j−1(xj , θ) = 0} andMj = {xj ∈ Rkj−kj−1 | infθ∈Θ pj,x¯j−1(xj , θ) >
0}. We further assume the following condition.
Assumption (N1). For any h ∈ Rd,
Eθ0
[ mn∑
j=1
∫
Nj
pj,x¯j−1(xj , θ0 + rnh)dxj
]
→ 0
as n→∞.
If supθ∈Θ pj(xj , θ) = 0 or infθ∈Θ pj(xj , θ) > 0, we have xj ∈ N cj . Condition (N1) says that the probability of
other cases is asymptotically negligible. This condition is used to validate an estimate such as (2.6). However,
if Fn,θ,j is approximated by a Gaussian random variable and satisfies (B3) and (N2) below, then we can check
(A1) without (N1) (see Lemma 3.3).
With these definitions, the following theorem shows that the L2 regularity condition is automatically satisfied
under (B1), (B2), and (N1). Let
ξ˙j(θ) =
∂θpj
2
√
pj
1Mj (xj , θ), ηj =
∂θpj
2pj
1Mj (xj , θ0). (2.8)
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Theorem 2.2. Assume (B1), (B2), (N1), (A4), and (A5) with ξ˙j(θ) and ηj defined in (2.8). Then (L) holds
true for {Pθ,n}θ,n at θ = θ0 with rn = ǫnId. If further (P) is satisfied, then {Pθ,n}θ,n satisfies the LAMN
condition at θ = θ0.
In the following, we give tractable sufficient conditions for (A4) and (A5) when Fn,θ,j has a Gaussian
approximation F˜n,θ,j.
Assumption (B3). There exist a matrix Bj,i,θ = Bj,i,θ,x¯j−1,n and hj,l = hn,θ,j,l,x¯j−1 ∈ Hj (1 ≤ l ≤ kj − kj−1)
such that F˜n,θ,j,x¯j−1 = (Wj(hj,l))
kj−kj−1
l=1 is Fre´chet differentiable with respect to θ on L
p space, and
∂θiF˜n,θ,j = Bj,i,θF˜n,θ,j. Moreover, ∂θBj,i,θ exists and is continuous with respect to θ, and there exists a
constant Cp and a sequence (ρn)n∈N of positive numbers such that
sup
n,i,j,x¯j−1,θ,l1,l2
|[∂lθBj,i,θ]l1,l2 | <∞,
and
‖[Fn,θ,j − F˜n,θ,j]i′‖3,p + ‖∂θi [Fn,θ,j − F˜n,θ,j]i′‖2,p ≤ Cpρn
for p > 1, 1 ≤ j ≤ mn, 1 ≤ i ≤ d, 1 ≤ i′ ≤ kj − kj−1, θ ∈ Θ and x¯j−1.
For a statistical model of diffusion processes, Fn,θ,j corresponds to normalized discrete observations and
F˜n,θ,j corresponds their Euler–Maruyama approximations. See (B.1) and (B.3) for an example.
Let K˜j(θ) = (〈hj,l1 , hj,2〉Hj )l1,l2 . Then, we will see that for sufficiently large n, K˜j(θ) is invertible almost
surely under (B1)–(B3) and that αnρnk¯
2
n → 0 in Lemma 3.1 of Section 3. Let
Lj,i,x¯j−1(u, θ) = u⊤B⊤j,i,θK˜−1j (θ)u − tr(Bj,i,θ).
Let Φj,i = (B
⊤
j,i,θ0
K˜−1j (θ0) + K˜
−1
j (θ0)Bj,i,θ0)/2, and let
γj(x¯j−1) = (2tr(Φj,iK˜j(θ0)Φj,i′K˜j(θ0)))di,i′=1.
Assumption (B4). There existRd-valued random variables {Gnj }1≤j≤mn,n,θ and a filtration {Gj}mnj=1 on (Ω,F , P )
such that (Xn,θ0j , G
n
j ) is Gj-measurable, E[Gnj |Gj−1] = 0, and
Qj((Fn,θ0,j , (Lj,i,x¯j−1(F˜n,θ0,j, θ0))di=1) ∈ A)|x¯j−1=X¯n,θj−1
= P ((Xn,θ0j , G
n
j ) ∈ A|Gj−1)
(2.9)
for A ∈ B(Rkj−kj−1 × Rd) and sufficiently large n. Moreover,
sup
n
(
ǫ2n
mn∑
j=1
E[|γj(X¯n,θ0j−1 )|]
)
<∞,
αnρnk¯
2
n → 0 and ǫ2nmnα3nρnk¯6n → 0 (2.10)
as n→∞, and there exist a random d×d matrix Γ and a d-dimensional standard normal random variable
N such that (
ǫn
mn∑
j=1
Gnj , ǫ
2
n
mn∑
j=1
γj(X¯
n,θ0
j−1 )
)
d→ (Γ1/2N ,Γ). (2.11)
Assumption (N2). [Fn,θ,j]i ∈ ∩p>1,r∈N Dr,p for n, θ, j, i, x¯j−1 and
sup
θ∈Θ
‖[Fn,θ,j]i‖r,p <∞
for any n, i, j, x¯j−1, r ∈ N and p > 1. Also,
∂θiDj [F˜n,θ,j]k =
kj−kj−1∑
l=1
[Bj,i,θ]k,lDj [F˜n,θ,j]l
and supθ∈ΘEj [| detK−1j (θ)|p] <∞ for any p > 1, j, k, x¯j−1 and 1 ≤ i ≤ d.
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Assumption (B5). (N1) or (N2) holds true.
Assumption (P′). Γ in (B4) is positive definite almost surely.
Remark 2.3. Because
x⊤γjx = 2tr
(( d∑
i=1
Φj,ixi
)
K˜j
( d∑
i′=1
Φj,i′xi′
)
K˜j
)
= 2tr
(
K˜
1/2
j
( d∑
i=1
Φj,ixi
)
K˜j
( d∑
i′=1
Φj,i′xi′
)
K˜
1/2
j
)
≥ 0
for x = (x1, · · · , xd) ∈ Rd, γj is symmetric and nonnegative definite. Hence Γ is also symmetric and nonnegative
definite almost surely under (B1)–(B3) and the fact that ǫ2n
∑mn
j=1 γj(X¯
n,θ0
j−1 )
d→ Γ as n→∞.
Theorem 2.3. Assume (B1)–(B5). Then {Pθ,n}θ,n satisfies (L) with T (θ0) equal to Γ in (B4), rn = ǫnId,
ξ˙j(θ) and ηj are defined by (2.8) if (N1) is satisfied, and
ξ˙j(θ) =
∂θpj
2
√
pj
1{pj 6=0}(xj , θ), ηj =
∂θpj
2pj
1{pj 6=0}(xj , θ0)
if (N2) is satisfied. If further (P ′) is satisfied, then {Pθ,n}θ,n satisfies the LAMN property at θ = θ0.
Note that Theorem 2.3 works without having to identify zero points of the density function pj , unlike in
previous studies. This is a major advantage because it is often not an easy task to show either that pj has no
zero points or that zero points are common for every θ. For example, to our knowledge, there are no results
related to zero points of transition density functions for the statistical model of multi-dimensional integrated
diffusion processes. In the following section, we see that Theorem 2.3 can be applied to this model.
The following lemma is useful when we check (2.11) by using a martingale central limit theorem. The proof
is left to Section D in the appendix.
For a matrix A, ‖A‖op denotes the operator norm of A.
Lemma 2.1. Assume (B1)–(B3) and that (2.9) is satisfied for any A ∈ B(Rkj−kj−1 × Rd). Then,
1. E[Gnj (G
n
j )
⊤|Gj−1] = γj(X¯n,θ0j−1 ) for any 1 ≤ j ≤ mn, and
2. ǫ4n
∑mn
j=1 E[|Gnj |4|Gj−1] P→ 0 as n→∞ if
ǫ4nmnα
8
nk¯
8
n sup
j,i,x˜j−1
‖Bj,i,θ0K˜j(θ0) + K˜j(θ0)B⊤j,i,θ0‖4op → 0. (2.12)
2.3 The LAMN property for degenerate diffusion models
In this section, we show the LAMN property for degenerate diffusion processes by applying the results in
Sections 2.1 and 2.2.
Let r ∈ N, and let (Ω,F , P ) be the canonical probability space associated with an r-dimensional Wiener
process W = {Wt}t∈[0,1], that is, Ω = C([0, 1];Rr), P is the r-dimensional Wiener measure, Wt(ω) = ω(t) for
ω ∈ Ω, and F is the completion of the Borel σ-field of Ω with respect to P . Let D be the Malliavin–Shigekawa
derivative related to the underlying Hilbert space H = L2([0, 1];Rr). Let Θ be a bounded open convex set in
R
d. We regard ∂xv = (∂xivj)i,j as a matrix for vectors x and v. A¯ denotes the closure for a set A.
For θ ∈ Θ, let Xθ = (Xθt )t∈[0,1] be an m-dimensional diffusion process satisfying Xθ0 = zini, and
dXθt = b(X
θ
t , θ)dt+ a(X
θ
t , θ)dWt, t ∈ [0, 1], (2.13)
where zini ∈ Rm and a and b are Borel functions. We consider a statistical model with observations (Xθj/n)nj=0.
Let κ = rank(a(z, θ)). Assume that m/2 ≤ κ < m and that κ does not depend on (z, θ). Then, by singular
value decomposition, we can find an orthogonal matrix Uz,θ such that Uz,θa(z, θ) = (a˜(Uz,θz, θ)
⊤, O⊤m−κ,r)
⊤,
where Ok,l denotes a k × l matrix with each element equal to zero.
First, we assume that Uz,θ does not depend on (z, θ).
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Assumption (C1). The derivatives ∂iz∂
j
θa(z, θ) and ∂
i
z∂
j
θb(z, θ) exist on R
m × Θ and can be extended to
continuous functions on Rm× Θ¯ for i ∈ Z+ and 0 ≤ j ≤ 3. Moreover, supz,θ(|∂zb(z, θ)| ∨ |∂za(z, θ)|) <∞,
and there exist an orthogonal matrix U and Rκ ⊗ Rr-, Rκ-, and Rm−κ-valued Borel functions a˜(z, θ),
b˜(z, θ), and bˇ(z), respectively, such that
Ua(z, θ) =
(
a˜(Uz, θ)
Om−κ,r
)
, Ub(z, θ) =
(
b˜(Uz, θ)
bˇ(Uz)
)
(2.14)
for any z ∈ Rm and θ ∈ Θ¯. Further, a˜a˜⊤(z, θ) is positive definite for any (z, θ) ∈ Rm × Θ¯.
There exists a unique strong solution (Xθt )t∈[0,1] of (2.13) under (C1). Let Pθ,n be the distribution of
(Xθk/n)
n
k=0, and let θ0 be the true value of θ. We denote Xt = X
θ0
t .
Under (C1), by setting Y θt = UX
θ
t , we obtain
dY θt =
(
b˜(Y θt , θ)
bˇ(Y θt )
)
dt+
(
a˜(Y θt , θ)
Om−κ,r
)
dWt. (2.15)
We denote z = (x, y) for x ∈ Rκ and y ∈ Rm−κ, ∇1 = (∂z1 , · · · , ∂zκ), ∇2 = (∂zκ+1 , · · · , ∂zm), Ker(A) =
{x ∈ Rl;Ax = 0}, and by A+ the Moore–Penrose inverse for a k × l matrix A.
Assumption (C2). The derivative ∂iz bˇ(z) is bounded for i ∈ N and
sup
z∈Rm
‖((∇1bˇ)⊤∇1bˇ)−1(z)‖op <∞.
Moreover,
Ker(a˜(z, θ)) ⊂ Ker(∂θi a˜(z, θ)),
Ker((∇1bˇ)⊤(z)) ⊂ Ker((∇1bˇ)⊤(z)∂θi a˜a˜+(z′, θ))
(2.16)
for any z, z′ ∈ Rm, 1 ≤ i ≤ d, and θ ∈ Θ. Furthermore, at least one of the following two conditions is
satisfied;
1. bˇ is bounded;
2. ∇2a˜(z, θ) = 0 and ∇2bˇ(z) = 0 for any z ∈ Rm and θ ∈ Θ.
We need (C2) to satisfy ∂θFn,θ,j = Bj,i,θFn,θ,j in (B3). See Section B in the appendix for the details.
We can write a˜+ = a˜⊤(a˜a˜⊤)−1 because a˜a˜⊤ is invertible. If r = κ and (C1) is satisfied, then we can easily
check Ker(a˜(z, θ)) ⊂ Ker(∂θi a˜(z, θ)) because a˜(z, θ) is invertible. Similarly, we can easily check Ker((∇1bˇ)⊤(z)) ⊂
Ker((∇1bˇ)⊤(z)∂θi a˜a˜+(z′, θ)) if m− κ = κ and (∇1bˇ)⊤∇1bˇ(z) is positive definite.
Let Ψt,θ = (∇1bˇ)⊤a˜a˜⊤∇1bˇ(UXt, θ), and let
Γ =
(
1
2
∫ 1
0
tr((aa⊤)+∂θi(aa
⊤)(aa⊤)+∂θj (aa
⊤))(Xt, θ0)dt
+
1
2
∫ 1
0
tr(Ψ−1t,θ0∂θiΨt,θ0Ψ
−1
t,θ0
∂θjΨt,θ0)dt
)
1≤i,j≤d
.
(2.17)
Assumption (C3). Γ is positive definite almost surely.
Theorem 2.4. Assume (C1)–(C3). Then {Pθ,n}θ,n satisfies the LAMN property at θ = θ0 with Γ.
Remark 2.4. The proof of Theorem 2.4 in Section B shows that we obtain similar results when κ = m and
aa⊤ is positive definite by ignoring bˇ and Ψt,θ. This approach allows another proof of the LAMN property for
nondegenerate diffusion processes by Gobet [5].
Remark 2.5. The first term in the right-hand side of (2.17) is equal to Γ in Gobet [5] for nondegenerate diffusion
processes. It is also the same as Γ for the statistical model with observations {[Yj/n]l}0≤j≤n,1≤l≤κ. Then, the
second term in the right-hand side of (2.17) corresponds to additional information obtained by observation
{[Yj/n]l}0≤j≤n,κ+1≤l≤m for the degenerate process.
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Example 2.1. Let κ ∈ N. Let Xθt and X¯θt be a κ-dimensional diffusion process satisfying
dXθt = d(X
θ
t , X¯
θ
t , θ)dt+ c(X
θ
t , θ)dWt, dX¯
θ
t = X
θ
t dt, t ∈ [0, 1], (2.18)
where θ ∈ Θ ⊂ Rd and Wt is a κ-dimensional standard Wiener process. We assume that cc⊤(x, θ) is positive
definite and c(x, θ) and d(z, θ) are smooth functions with bounded derivatives ∂xc and ∂zd. Then, (C1) and
(C2) are satisfied with U = I2κ. Γ is given by
Γ =
(∫ 1
0
tr((cc⊤)−1∂θi(cc
⊤)(cc⊤)−1∂θj(cc
⊤))(Xθ0t , θ0)dt
)
1≤i,j≤d
. (2.19)
If further Γ is positive definite almost surely, then we obtain the LAMN property of this model by Theorem 2.4.
Example 2.1 pertains to Langevin-type molecular dynamics (1.1). Here we assumed that the position Xθt
and velocity X¯θt of a molecule are observed at discrete time points. In Example 2.5 of Section 2.4, we deal with
the case where we observe only the position X¯θt .
With some restriction on the diffusion coefficient c, we can extend Example 2.1 to the case where dim(Xθt ) >
dim(X¯θt ).
Example 2.2. Let κ′ ≤ κ. Let Xθt be the same as in Example 2.1, and let X¯θt be a κ′-dimensional stochastic
process satisfying [X¯θt ]i =
∫ t
0 [X
θ
s ]ids for 1 ≤ i ≤ κ′. Moreover, let c(x, θ) = f(x, θ)A for some R-valued function
f and matrix A independent of x and θ. We assume that AA⊤ is positive definite, f is positive-valued, and f(x, θ)
and d(z, θ) are smooth functions with bounded derivatives ∂xf and ∂zd. Then, (C1) and (C2) are satisfied because
(∇1bˇ)⊤ = (Iκ′ Oκ′,κ−κ′) and ∂θcc−1(x, θ) = ∂θff−1(x, θ)Iκ. We have Ψt,θ = f2(Xθt , θ)([AA⊤]ij)1≤i,j≤κ′ , and
hence we have
[Γ]ij =
1
2
∫ 1
0
{
2∂θif
f
2∂θjf
f
(Xt, θ0) · κ+ 2∂θif
f
2∂θjf
f
(Xt, θ0) · κ′
}
dt
= 2(κ+ κ′)
∫ 1
0
∂θif∂θjf
f2
(Xt, θ0)dt.
If we only observe (Xθk/n)
n
k=0, then Γ in Gobet [5] is calculated as
Γ =
(
2κ
∫ 1
0
∂θif∂θjf
f2
(Xt, θ0)dt
)
1≤i,j≤d
.
Therefore, we conclude that Γ for observations Xθt and X¯
θ
t is (κ+κ
′)/κ times as much as the one for observations
Xθt .
Example 2.3. Let Xθt = (X
θ,1
t , X
θ,2
t ) be a two-dimensional diffusion process satisfying{
dXθ,1t = (d(X
θ,1
t , X
θ,2
t , θ) + e(X
θ,1
t , X
θ,2
t ))dt + c(X
θ,1
t , X
θ,2
t , θ)dWt,
dXθ,2t = d(X
θ,1
t , X
θ,2
t , θ)dt+ c(X
θ,1
t , X
θ,2
t , θ)dWt,
(2.20)
where θ ∈ Θ ⊂ Rd and Wt is a one-dimensional standard Wiener process. That is, the diffusion coefficients
of Xθ,1t and X
θ,2
t are the same. We assume that c is positive-valued, supx,y |∂xe(x, y)|−1 < ∞, and c(x, y, θ),
d(x, y, θ), and e(x, y) are smooth functions with bounded derivatives ∂zc, ∂zd, and ∂
i
ze for i ∈ N (z=(x,y)).
Moreover, we assume that at least one of the following two conditions holds true:
1. e is bounded;
2. e(x, y) = e˜(x+ y) and c(x, y, θ) = c˜(x+ y, θ) for some functions e˜ and c˜.
Then (C1) and (C2) are satisfied with
U =
1√
2
(
1 1
1 −1
)
,
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and Γ is given by (2.19). If further Γ is positive definite almost surely, then we obtain the LAMN property of
this model by Theorem 2.4.
For the statistical model with observations (Xθ,2j/n)
n
j=0, Γ is equal to half of the one in (2.19). The above
result shows that the efficient asymptotic variance for estimators does not depend on e and is equal to just half
of the one when we observe (Xθ,2j/n)
n
j=0.
Example 2.4. Let m/2 ≤ κ < m. Let Xθt be an m-dimensional diffusion process satisfying
dXθt = e(X
θ
t )dt+ f(X
θ
t , θ)AdWt, (2.21)
where W is a κ-dimensional standard Wiener process, f(z, θ) is an R-valued function, and A is an m×κ matrix
independent of z and θ. Let U⊤(Λ Oκ,m−κ)⊤V be the singular value decomposition of A for a κ × κ diagonal
matrix Λ, and orthogonal matrices U and V of size m and κ, respectively. Then we have
Uf(z, θ)A =
(
c˜(Uz, θ)
Om−κ,κ
)
, Ue(z) =
(
e˜(Uz)
eˇ(Uz)
)
,
where c˜(z, θ) = f(U⊤z, θ)ΛV , and e˜(z) and eˇ(z) are suitable functions.
We assume that rank(A) = κ (that is, Λ is invertible), f is positive–valued, f(z, θ) and e(z) are smooth
functions, and ∂zf , ∂
i
ze, and ‖((∇1eˇ)⊤∇1eˇ)−1‖op are bounded for i ∈ Z+. Then we obtain ∂θ c˜c˜−1(z, θ) =
∂θff
−1(U⊤z, θ)Iκ, and consequently (C1) and (C2) hold. Moreover, we have
Ψt,θ = f
2(Xθ0t , θ)((∇1eˇ)⊤Λ2∇1eˇ)(UXθ0t )
and hence
Γ =
(
2m
∫ 1
0
∂θif∂θjf
f2
(Xθ0t , θ0)dt
)
1≤i,j≤d
.
If Γ is positive definite almost surely, then we have the LAMN property of this model.
We can regard (2.21) as a multi-factor model for stock prices, where each component of W is regarded as
a factor that influences the stock prices, A comprises the contributions of each factor to each stock, and f is a
scalar that depends on the stock prices. The above results show that we obtain the LAMN property of such a
degenerate model if the number κ of factors is in [m/2,m).
2.4 The LAMN property for partial observations
In this section, we show the LAMN property for degenerate diffusion processes with partial observations. Gloter
and Gobet [3] showed the LAMN property for a one-dimensional integrated diffusion process. While this model
is similar to the one in Example 2.1, the observations are only the integrated process X¯θ0t (partial observations).
Their proof depends on Aronson’s estimate, which is difficult to obtain for the multi-dimensional process. We
can avoid the Aronson-type estimate by using the scheme with the L2 regularity condition in Sections 2.1 and
2.2, and can consequently extend their results to the multi-dimensional case. We can also generalize the observed
components of Xθ0t and X¯
θ0
t , which yields an interesting example of a stock process and integrated volatility
observations (Example 2.6).
Let m ∈ N, and let (Ω,F , P ), W , D, H , and Θ be the same as in Section 2.3. We consider a process
Y θt = (Y˜
θ
t , Yˇ
θ
t ) that satisfies a slight restricted version of the stochastic differential equation (2.15): (Y˜
θ
0 , Yˇ
θ
0 ) =
(z˜ini, zˇini), and
dY˜ θt = b˜(Y˜
θ
t , Yˇ
θ
t , θ)dt+ a˜(Y˜
θ
t , θ)dWt,
dYˇ θt = BY˜
θ
t dt,
(2.22)
where B is an (m − κ) × κ matrix such that BB⊤ is positive definite. Let Q : Rκ → Rκ be a projection. We
assume that (QY˜ θ0k/n)nk=0 and (Yˇ θ0k/n)nk=0 are observed. Let q1 = rank(Q), q2 = m − κ, and let q = q1 + q2. We
assume that 0 ≤ q1 < κ.
For a k × l matrix A, we denote Im(A) = {Ax;x ∈ Rl}.
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Assumption (C2′). The derivatives ∂ix∂
j
θ a˜(x, θ) and ∂
i
z∂
j
θ b˜(z, θ) exist on R
m × Θ and can be extended to
continuous functions on Rm× Θ¯ for i ∈ Z+ and 0 ≤ j ≤ 3. Moreover, supz,θ(|∂z b˜(z, θ)| ∨ |∂xa˜(x, θ)|) <∞,
Ker(a˜(x, θ)) ⊂ Ker(∂θi a˜(x, θ)), and Ker(B) ⊂ Ker(B∂θi a˜a˜+(x, θ)) for any x ∈ Rκ, 1 ≤ i ≤ d, and θ ∈ Θ.
Assumption (C4).
Ker(B) ⊂ Im(Q), (2.23)
and
Q∂θi a˜a˜+(x, θ) = ∂θi a˜a˜+(x, θ)Q (2.24)
for any 1 ≤ i ≤ d, x ∈ Rκ, and θ ∈ Θ.
By (2.23), we have
q1 = dim Im(Q) ≥ dimKer(B) = κ− dim Im(B) = κ− q2, (2.25)
which implies q ≥ κ.
Let R1 : Im(Q) → Rq1 and R3 : Im(Iκ − Q) → Rκ−q1 be any isomorphism on vector spaces. We denote
Q˜1 = R1Q, Q˜2 = B, and Q˜3 = R3(Iκ−Q). For a κ×κ matrix A, we denote Υi,j(A) = Q˜iAQ˜⊤j for 1 ≤ i, j ≤ 3,
Ξ1(A) =
(
Υ1,1 Υ1,2/2
Υ2,1/2 Υ2,2/3
)
(A), Ξ2(A) =
(
Oq1,q1 Υ1,2/2
Oq2,q1 Υ2,2/6
)
(A),
Ξ3(A) =
(
Υ1,1 Υ1,2/2
Υ2,1/2 2Υ2,2/3
)
(A),
and for L ∈ N, L ≥ 3 and 1 ≤ k, l ≤ 2, we define an (Lq + (κ− q1)(k − 1)) × (Lq + (κ− q1)(l − 1)) matrix
ψk,lL (A) by
ψ1,1L (A) =


Ξ1 Ξ2 Oq,q · · · Oq,q
Ξ⊤2 Ξ3
. . .
. . .
...
Oq,q
. . .
. . .
. . . Oq,q
...
. . .
. . . Ξ3 Ξ2
Oq,q · · · Oq,q Ξ⊤2 Ξ3


(A),
ψ1,2L (A) =

 O(L−1)q,κ−q1ψ1,1L Υ1,3/2
Υ2,3/6

 (A), ψ2,1L (A) = (ψ1,2L )⊤(A),
ψ2,2L (A) =
(
ψ1,2L
Oκ−q1,(L−1)q Υ3,1/2 Υ3,2/6 Υ3,3/3
)
(A).
Here we ignore Υi,j if rank(Q˜i) = 0 or rank(Q˜j) = 0. Let
Tk,l,L(x) =
(
tr(∂θi(ψ
k,k
L (a˜a˜
⊤)−1)(x, θ0)ψ
k,l
L (a˜a˜
⊤)(x, θ0)
× ∂θj(ψl,lL (a˜a˜⊤)−1)(x, θ0)ψl,kL (a˜a˜⊤)(x, θ0))
)
1≤i,j≤d
.
To show the LAMN property of partial observations, we consider an augmented model generated by block
observations with some observations of (Iκ −Q)Y˜ , following the idea of Gloter and Gobet [3]. The matrix ψk,lL
corresponds to the covariance matrix of the block observations. See Sections C.2 and C.3 for the details.
Assumption (C5). There exists an Rd ⊗ Rd-valued continuous function g(x) such that
L−1Tk,l,L(x)→ g(x) (2.26)
as L→∞ uniformly in x on compact sets for 1 ≤ k, l ≤ 2.
Let
Γ′ =
1
2
∫ 1
0
g(Y˜t)dt. (2.27)
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Assumption (C6). Γ′ is positive definite almost surely.
Let Pθ,n be the distribution of partial observations (QY˜ θk/n)nk=0 and (Yˇ θk/n)nk=0.
Theorem 2.5. Assume (C2′) and (C4)–(C6). Then {Pθ,n}θ,n satisfies the LAMN property at θ = θ0 with Γ′.
Example 2.5 (Integral observations). Let Xθt and X¯
θ
t be the same as in Example 2.1. We consider a statistical
model with observations (X¯θ0k/n)
n
k=0. In this case, we have m = 2κ, B = Iκ, Q = Oκ,κ. We assume that cc⊤(x, θ)
is positive definite and that c(x, θ) and d(z, θ) are smooth functions with bounded derivatives ∂xc and ∂zd. As
in Example 2.1, we have (C2′). Moreover, we can check (C4).
We can see that ψ2,2L (A) = VL ⊗A, where ⊗ denotes the Kronecker product, and VL is an (L+ 1)× (L+ 1)
matrix satisfying
[VL]ij = (2/3)1{i=j} + (1/6)1{|i−j|=1} − (1/3)1{i=j and i∈{1,L+1}}. (2.28)
Because we obtain similar equations for ψ1,1L (A) and ψ
1,2
L (A), together with Lemma F.1, we have (2.26) for
g(x) = (tr((cc⊤)−1∂θi(cc
⊤)(cc⊤)−1∂θj (cc
⊤))(x, θ0))1≤i,j≤d. (2.29)
Therefore, we have the LAMN property of this model if Γ′ in (2.27) is positive definite almost surely.
This result is an extension of Gloter and Gobet [3] to multi-dimensional processes. Moreover, the result can
be applied to the Langevin-type molecular dynamics in (1.1) with positional observations.
Remark 2.6. If we observe (Xθ0k/n)
n
k=0 instead of (X¯
θ0
k/n)
n
k=0, then Gobet [5] shows the LAMN property for this
model with Γ the same as (2.27) and (2.29). On the other hand, if we observe both (Xθ0k/n)
n
k=0 and (X¯
θ0
k/n)
n
k=0,
then Example 2.1 shows the LAMN property with Γ twice that in (2.27). Therefore, we can say that the efficient
asymptotic variance with observations (Xθ0k/n)
n
k=0 and (X¯
θ0
k/n)
n
k=0 is half of that with observations (X
θ0
k/n)
n
k=0 or
half of that with (X¯θ0k/n)
n
k=0.
Example 2.6 (Observations of a stock process and integrated volatility). Let W be a two-dimensional standard
Wiener process, and let c be an R2 ⊗ R2-valued function with cj for j ∈ {1, 2}. Let Xt = (X it)3i=1 be a four-
dimensional process satisfying
dX1t = d
1(Xt, θ)dt+ c
1(X1t , X
2
t , θ)dWt,
dX2t = d
2(Xt, θ)dt+ c
2(X1t , X
2
t , θ)dWt,
dX3t = X
2
t dt.
(2.30)
We assume that we observe ((X1k/n, X
3
k/n))
n
k=0. In this case, we have m = 3, κ = 2, r = 2,
Q =
(
1 0
0 0
)
, B = (0 1). (2.31)
We assume that cc⊤(x, θ) is positive definite for each (x, θ), and c(x, θ), d1(z, θ), and d2(z, θ) are smooth
functions with bounded derivatives ∂xc, ∂zd
1, and ∂zd
2. We can check (2.23).
We consider the following two cases.
1. The case where c(x1, x2, θ) = f(x1, x2, θ)A for a matrix A and a positive–valued function f(x1, x2, θ):
We have that AA⊤ is positive definite and ∂θi a˜a˜
+ = ∂θicc
−1 = ∂θiff
−1I2. Then (C2′) and (C4) are
satisfied. Moreover, we obtain
ψk,lL (∂θi(a˜a˜
⊤)) =
2∂θif
f
ψk,lL (a˜a˜
⊤). (2.32)
Together with Lemma F.1, we have (C5) with
g(x1, x2) =
(
8∂θif∂θjf
f2
(x1, x2, θ0)
)
i,j
.
Therefore, we have the LAMN property if Γ′ in (2.27) is positive definite almost surely.
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2. The case where c(x1, x2, θ) is a diagonal matrix for any (x1, x2, θ):
Because ∂θi a˜a˜
+ also becomes a diagonal matrix, (C2′) and (C4) are satisfied. Moreover, we have Υ1,2 = 0
and Υ1,3 = 0. Then, by rearranging the rows and columns of ψ
2,2
L by using an orthogonal matrix VL of
size 2L+ 1, we have
VLψ2,2L (M)V⊤L =
(
[M ]11IL OL,L
OL,L [M ]22VL
)
(2.33)
for any diagonal matrix M of size 2, where VL is defined in (2.28). Together with Lemma F.1 and similar
equations for ψ1,2L and ψ
1,1
L , we have (2.26) with
g(x1, x2) =
((
4∂θi[c]11∂θj [c]11
[c]211
+
4∂θi [c]22∂θj [c]22
[c]222
)
(x1, x2, θ0)
)
1≤i,j≤d
. (2.34)
Then we have the LAMN property if Γ′ in (2.27) is positive definite almost surely.
Remark 2.7. If c1(x1, x2, θ) =
√
x2v for a unit vector v in Example 2.6, then we have X
3
t = 〈X1〉t, and therefore
X1 represents a stock process for a stochastic volatility model and X3 is the integrated volatility process. If we
observe daily stock prices and realized volatility calculated from high-frequency data, then we can regard it as
an approximation of the integrated volatility process. Even though c1 =
√
x2 does not satisfy our assumptions
because ∂xc is not bounded, we can approximate this function by setting c
1 as a positive-valued smooth function
satisfying c1(x1, x2, θ) =
√
x2 on {|x2| ≥ ǫ} for small ǫ > 0.
3 Malliavin calculus and the L2 regularity condition
In this section, we show how to check (A1)–(A5) in Section 2.1 under (B1)–(B5). The equations for density
derivatives in Proposition 3.1 are crucial for the proof. From these equations, we obtain Proposition 3.2 and
Lemma 3.2, which are necessary for checking (A1).
For a matrix A, |A| denotes the Frobenius norm, |A| =
√∑
ij |[A]ij |2. Let
Lθ(V ) =
∑
k,k′
[K−1j (θ)]k,k′Dj [Fn,θ,j]k′ [V ]k
for a vector V ∈ Rkj−kj−1 .
The following proposition is essentially from Proposition 4.1 in [5] and Theorem 5 in [3]. To check (A1), we
need an equation for ∂2θpj . The proof is left to Section D in the appendix.
Proposition 3.1. Assume (B1) and (B2). Then Fn,θ,j admits a density denoted by pj,x¯j−1(xj , θ). Moreover,
pj,x¯j−1(xj , ·) ∈ C2(Θ),
∂θpj,x¯j−1(xj , θ) = pj,x¯j−1(xj , θ)Ej
[
δj(L
θ(∂θFn,θ,j))
∣∣Fn,θ,j = xj], (3.1)
and
∂2θpj,x¯j−1(xj , θ) = pj,x¯j−1(xj , θ)Ej
[
δj(L
θ(∂2θFn,θ,j)) + δj(L
θ(Aj))
∣∣Fn,θ,j = xj] (3.2)
almost everywhere in xj ∈ Rkj−kj−1 , where Aj = (δj(Lθ(∂θFn,θ,j∂θ[Fn,θ,j ]k)))k.
The proof of the following proposition is left to Section D in the appendix.
Proposition 3.2. Assume (B1) and (B2). Then
sup
i,j,x¯j−1,θ
Ej [|∂θipj,x¯j−1/pj,x¯j−1 |41{pj,x¯j−1 6=0}(Fn,θ,j)]1/4 ≤ Cαnk¯2n, (3.3)
sup
i,l,j,x¯j−1,θ
Ej [|∂θi∂θlpj,x¯j−1/pj,x¯j−1 |21{pj,x¯j−1 6=0}(Fn,θ,j)]1/2 ≤ Cα2nk¯4n. (3.4)
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Let θh = θ0 + ǫnh for h ∈ Rd,
E1j (xj , θ) = E1j (xj , θ, x¯j−1) = (Ej [δj(Lθ(∂θiFn,θ,j,x¯j−1))|Fn,θ,j,x¯j−1 = xj ])di=1,
E2j (xj , θ) = (Ej [δj(Lθ(∂θi∂θlFn,θ,j)) + δj(Lθ(Aj))|Fn,θ,j = xj ])di,l=1.
We set the conditional expectations equal to zero when pj(xj , θ) = 0. Then E1j (xj , θ) and E2j (xj , θ) are measur-
able with respect to θ almost everywhere in xj because
[E1j (xj , θ)]i = (∂θipj/pj)1{pj 6=0} and [E2j (xj , θ)]il = (∂θi∂θlpj/pj)1{pj 6=0}.
Proof of Theorem 2.2.
We check (A1)–(A3) in Theorem 2.1 by setting
pj(θ) = pj(xj , θ) = pj,x¯j−1(xj , θ).
For sufficiently large n, we have {θth}t∈[0,1] ⊂ Θ,
Eθ0
[ mn∑
j=1
∫
Nj
[
√
pj(xj , θh)−√pj(xj , θ0)]2dxj
]
≤ 2Eθ0
[ mn∑
j=1
∫
Nj
(pj(xj , θh) + pj(xj , θ0))dxj
]
→ 0
as n→∞ by (N1), and
∫
Ncj
{√
pj(xj , θh)−√pj(xj , θ0)− ǫn
2
h · ξ˙j(θ0)
}2
dxj
=
∫
Mj
{∫ 1
0
ǫn
∂θpj
2
√
pj
(xj , θth)dt · h− ǫn ∂θpj
2
√
pj
(xj , θ0) · h
}2
dxj
=
∫
Mj
{∫ 1
0
∫ t
0
ǫ2nh
⊤∂θ
(
∂θpj
2
√
pj
)
(xj , θsh)hdsdt
}2
dxj
≤ ǫ4n|h|4
∫ 1
0
E
[∥∥∥∥∂2θpj2pj −
∂θpj∂θp
⊤
j
4p2j
∥∥∥∥
2
op
1{pj 6=0}(Fn,θsh,j , θsh)
]
ds.
Together with Proposition 3.2, we have
mn∑
j=1
E
[∫
Ncj
{√
pj(xj , θh)−√pj(xj , θ0)− ǫn
2
h · ξ˙j(θ0)
}2
dxj
]
→ 0, (3.5)
which implies (A1).
Moreover, we have (A2) because
Eθ0
[
∂θpj
pj
1{pj 6=0}(xj , θ0)
∣∣∣∣Fj−1
]
=
∫
∂θpj(xj , θ0)dxj = 0,
where Fj−1 is the one in Section 2.1.
Further, Proposition 3.2 yields (A3).
In the following, we prove Theorem 2.3. To show (A5), we replace E1j (Fn,θ,j , θ) by (Lj,i,x¯j−1 (F˜n,θ,j))di=1, and
then we apply (B4). For that purpose, we first estimate the difference between Kj and K˜j .
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Lemma 3.1. Assume (B1)–(B3) and that αnρnk¯
2
n → 0. Then, for any 1 ≤ j ≤ mn and p > 1, K˜j(θ) is an
invertible matrix almost surely and satisfies
sup
i,l,j,x¯j−1,θ
‖[Kj(θ)− K˜j(θ)]il‖2,p ≤ Cpρn, sup
j,x¯j−1,θ
‖K˜−1j (θ)‖op ≤ Cαnk¯n (3.6)
for sufficiently large n.
The proof is left to Section D in the appendix.
Proposition 3.3. Assume (B1)–(B3) and that αnρnk¯
2
n → 0 as n → ∞. Then there exists a positive constant
C such that
sup
i,j,x¯j−1,θ
Ej
[∣∣∣∣∂θipj,x¯j−1pj,x¯j−1 1{pj 6=0}(Fn,θ,j, θ)− Lj,i,x¯j−1 (F˜n,θ,j, θ)
∣∣∣∣
2]1/2
≤ Cα2nρnk¯4n (3.7)
for sufficiently large n.
Proof. For V ∈ (D1,pj )kj−kj−1 , we regardDjV = (Dj [V ]l)l as a vector of size kj−kj−1. Let Lθj,i = ∂θiF˜⊤n,θ,jK˜−1j (θ)Dj F˜n,θ,j.
First, we show that
sup
i,j,x¯j−1,θ
‖Lθ(∂θiFn,θ,j)− Lθj,i‖D1,p(Hj) ≤ Cpα2nρnk¯4n. (3.8)
Condition (B3) and Lemma 3.1 yield estimates for
(∂θiFn,θ,j − ∂θiF˜n,θ,j)⊤K−1j DjFn,θ,j and ∂θiF˜⊤n,θ,jK˜−1j (DjFn,θ,j −DjF˜n,θ,j).
Because K−1j −K˜−1j = K˜−1j (K˜j−Kj)K−1j , we also obtain an estimate for ∂θiF˜⊤n,θ,j(K−1j −K˜−1j )DjFn,θ,j. Then
we have (3.8).
Moreover, Proposition 1.3.3 in Nualart [15] and (B3) yield
δj(L
θ
j,i) = ∂θiF˜
⊤
n,θ,jK˜
−1
j δj(DjF˜n,θ,j)− tr(K˜−1j 〈Dj∂θiF˜n,θ,j , DjF˜n,θ,j〉Hj )
= F˜⊤n,θ,jB
⊤
j,i,θK˜
−1
j F˜n,θ,j − tr(K˜−1j Bj,i,θK˜j) = Lj,i,x¯j−1(F˜n,θ,j , θ).
(3.9)
Together with Proposition 3.1, we have
∂θipj
pj
1{pj 6=0}(Fn,θ,j)− Lj,i,x¯j−1 (F˜n,θ,j, θ)
= Ej [δj(L
θ(∂θiFn,θ,j)− Lθj,i)|Fn,θ,j ] + Ej [ri||Fn,θ,j]− ri,
where ri = Lj,i,x¯j−1(F˜n,θ,j , θ)− Lj,i,x¯j−1(Fn,θ,j , θ). Then we obtain (3.7) by (B3), (3.8), and the fact that
Ej [|ri|p]1/p ≤ Cpαnρnk¯3n (3.10)
for any p ≥ 1.
Lemma 3.2. Assume (B1), (B2), and (N2). Then, for any n ∈ N, 1 ≤ j ≤ mn, and h ∈ Rd satisfying
{θth}t∈[0,1] ⊂ Θ, the function √pj,x¯j−1(xj , θth) is absolutely continuous on t ∈ [0, 1] almost everywhere in xj.
The proof is left to Section D in the appendix.
Lemma 3.3. Assume (B1)–(B3), (B5), and (2.10). Then (A1) holds true.
Proof. If (N1) is satisfied, then the proof of Theorem 2.2 implies (A1). Thus, we may assume (N2). We fix
h ∈ Rd and consider a sufficiently large n so that {θth}t∈[0,1] ⊂ Θ. Thanks to Lemma 3.2, ∂t√pj,t exists almost
everywhere in t ∈ [0, 1] and √pj,1 − √pj,0 =
∫ 1
0 ∂t
√
pj,tdt almost everywhere in xj ∈ Rkj−kj−1 . Moreover, we
can see that ∂t
√
pj,t = ∂tpj,t/(2
√
pj,t) when pj,t 6= 0 by Proposition 3.1.
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For t ∈ (0, 1) such that ∂t√pj,t exists and pj,t = 0, we have
lim inf
sցt
√
pj,s
s− t ≥ 0 and lim supsրt
√
pj,s
s− t ≤ 0,
which imply ∂t
√
pj,t = 0. Therefore, we obtain
√
pj,1 −√pj,0 =
∫ 1
0
∂tpj,t
2
√
pj,t
1{pj,t 6=0}dt.
Then we have
mn∑
j=1
∫ (√
pj,1(xj)−√pj,0(xj)− ∂θpj · ǫnh
2
√
pj
1{pj 6=0}(xj , θ0)
)2
dxj
=
mn∑
j=1
∫ (∫ 1
0
∂θpj · ǫnh
2
√
pj
1{pj 6=0}(xj , θth)dt−
∂θpj · ǫnh
2
√
pj
1{pj 6=0}(xj , θ0)
)2
dxj
≤ ǫ2n|h|2
mn∑
j=1
∫ 1
0
∫ ∣∣∣∣ ∂θpj2√pj 1{pj 6=0}(xj , θth)−
∂θpj
2
√
pj
1{pj 6=0}(xj , θ0)
∣∣∣∣
2
dxjdt.
(3.11)
Let
Gj,t =
∂θpj
2
√
pj
1{pj 6=0}(xj , θth)−
√
pj
2
(Lj,i,x¯j−1 (xj , θth))di=1,
then (3.10), Proposition 3.3, and (2.10) yield
ǫ2n
mn∑
j=1
∫ 1
0
∫
|Gj,t −Gj,0|2dxjdt ≤ 2ǫ2n sup
t
( mn∑
j=1
∫
(|Gj,t|2 + |Gj,0|2)dxj
)
≤ ǫ2n sup
t
( mn∑
j=1
Ej
[∣∣∣∣∂θpjpj 1{pj 6=0} − (Lj,i,x¯j−1)di=1
∣∣∣∣
2
(Fn,θth,j , θth)
])
≤ Cǫ2nmn(α4nρ2nk¯8n + α2nρ2nk¯6n)→ 0
(3.12)
for any x¯j−1.
Moreover, because the function t 7→ √pj,tLj,i,x¯j−1 (xj , θth) is absolutely continuous, we have
ǫ2n
mn∑
j=1
∫ 1
0
∫ (√
pj
2
Lj,i(xj , θth)−
√
pj
2
Lj,i(xj , θ0)
)2
dxjdt
= ǫ2n
mn∑
j=1
∫ 1
0
∫ (∫ t
0
(√
pj
2
∂θLj,i + ∂θpj
4
√
pj
Lj,i
)
(xj , θsh) · ǫnhds
)2
dxjdt
≤ Cǫ4nmn sup
t
Ej
[∣∣∣∣12∂θLj,i + ∂θpj4pj Lj,i
∣∣∣∣
2
(Fn,θth,j , θth)
]
(3.13)
for any 1 ≤ i ≤ d.
Because ∂θK˜
−1
j = −K˜−1j ∂θK˜jK˜−1j and
∂θiK˜j = 〈∂θiDjF˜n,θ,j, DjF˜n,θ,j〉+ 〈DjF˜n,θ,j, ∂θiDjF˜n,θ,j〉 = Bj,i,θK˜j + K˜jB⊤j,i,θ,
Lemma 3.1 yields
Ej [|∂θlLj,i,x¯j−1 (Fn,θ,j, θ)|2]
≤ CEj [|F⊤n,θ,j∂θlB⊤j,i,θK˜−1j Fn,θ,j|2]
+ CEj [|F⊤n,θ,jB⊤j,i,θ(B⊤j,l,θK˜−1j + K˜−1j Bj,l,θ)Fn,θ,j |2]
≤ Cα2nk¯8n
(3.14)
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for any θ ∈ Θ. Moreover, (3.10) yields
Ej [|Lj,i,x¯j−1 (Fn,θ,j)|4]
≤ CEj [|Lj,i,x¯j−1 (Fn,θ,j)− Lj,i,x¯j−1 (F˜n,θ,j)|4] + CEj [|Lj,i,x¯j−1 (F˜n,θ,j)|4]
≤ C(αnρnk¯3n)4 + CEj [|∂θiF˜⊤n,θ,jK˜−1j F˜n,θ,j|4] ≤ C(αnρnk¯3n + αnk¯2n)4
(3.15)
for any θ ∈ Θ.
(3.13)–(3.15) and Proposition 3.2 yield
ǫ2n
mn∑
j=1
∫ 1
0
∫ (√
pj
2
Lj,i,x¯j−1(xj , θth)−
√
pj
2
Lj,i,x¯j−1(xj , θ0)
)2
dxjdt
≤ Cǫ4nmn(α2nk¯8n + α2nk¯4n(α2nρ2nk¯6n + α2nk¯4n)).
The right-hand side converges to zero by (B2) and (2.10). Together with (3.11) and (3.12), we obtain the
conclusion.
Proof of Theorem 2.3.
Thanks to Remark 2.1, Lemma 3.3, and the proof of Theorem 2.2, it is sufficient to check (A4) and (A5)
under (B1)–(B5). Let Xj = X
n,θ0
j , X¯j−1 = (X1, · · · , Xj−1), and
Hj = E[E1j (E1j )⊤(Xj , θ0, X¯j−1)|σ(X¯j−1)].
Then it suffices to show that
sup
m
(
ǫ2n
mn∑
j=1
E[|Hj |]
)
<∞ (3.16)
and (
ǫn
mn∑
j=1
E1j (Xj , θ0, X¯j−1), ǫ2n
mn∑
j=1
Hj
)
d→ (Γ1/2N ,Γ). (3.17)
For sufficiently large n, (2.9) and Proposition 3.3 yield
E[|E1j (Xj , θ0, X¯j−1)−Gnj |2|Gj−1]
= Ej [|E1j (Fn,θ0,j , θ0, x¯j−1)− (Lj,i,x¯j−1 (F˜n,θ0,j , θ0))di=1|2]|x¯j−1=X¯j−1
≤ Cα4nρ2nk¯8n.
Together with (2.10) and (B4), we obtain
E
[∣∣∣∣ǫn
mn∑
j=1
E1j (Xj , θ0, X¯j−1)− ǫn
mn∑
j=1
Gnj
∣∣∣∣
2]
≤ ǫ2n
mn∑
j=1
E
[
E
[∣∣∣∣E1j (Xj , θ0, X¯j−1)−Gnj
∣∣∣∣
2∣∣∣∣Gj−1
]]
= O(ǫ2nmnα
4
nρ
2
nk¯
8
n)→ 0
(3.18)
as n→∞.
Let Fj = (Lj,i,x¯j−1(F˜n,θ0,j))di=1, then we have
γj(x¯j−1) = Ej [(Lj,i,x¯j−1 (F˜n,θ0,j)Lj,l,x¯j−1 (F˜n,θ0,j))il], (3.19)
and supx¯j−1 Ej [|Fj |2]1/2 = O(αnk¯2n +αnρnk¯3n) by (3.15). Together with (2.10) and Propositions 3.2 and 3.3, we
have
sup
x¯j−1
|Ej [E1j (E1j )⊤(Fn,θ0,j , θ0, x¯j−1)]− γj(x¯j−1)|
≤ C sup
x¯j−1
(
Ej [E1j |2]
1
2Ej [|E1j − Fj |2]
1
2 + Ej [|Fj |2] 12Ej [|E1j − Fj |2]
1
2
)
= O(αnk¯
2
n · α2nρnk¯4n + (αnk¯2n + αnρnk¯3n)α2nρnk¯4n)) = o(ǫ−2n m−1n ).
(3.20)
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Then, (3.18), (3.20), and (B4) yield
sup
n
(
ǫ2n
mn∑
j=1
E[|Hj |]
)
= sup
n
(
ǫ2n
mn∑
j=1
E[|γ(X¯j−1)|] +O(1)
)
<∞
and (
ǫn
mn∑
j=1
E1j (Xj , θ0, X¯j−1), ǫ2n
mn∑
j=1
Hj
)
=
(
ǫn
mn∑
j=1
Gnj , ǫ
2
n
mn∑
j=1
γj(X¯j−1)
)
+ op(1)
d→ (Γ1/2N ,Γ).
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A Proof of Theorem 2.1
We use a similar approach to that for Theorem 1 in Jeganathan [12]. First, we show that
mn∑
i=1
(h⊤rnηiη⊤i rnh− h⊤Tnh)→ 0 (A.1)
in Pθ0,n-probability, which corresponds to Lemma 1 in [12].
Let Xn,i = |h⊤rnηi|. We denote Pθ0,n by P , Eθ0 by E, and Eθ0 [·|Fj−1] by E(j). By (A4), for any η > 0
there exists K > 0 such that
sup
n
P [
mn∑
i=1
E(i)[X
2
n,i] > K] < η/4. (A.2)
Let δ > 0 and then take ǫ > 0 with 16ǫ2(K + ǫ2)/δ2 < η. Let Wn,i = Xn,i1{|Xn,i|≤ǫ,
∑
i
j=1 E(j)[X
2
n,j ]≤K}. For
sufficiently large n, we obtain
P [Xn,i 6=Wn,i for some i] ≤
mn∑
i=1
P [|Xn,i| > ǫ] + P [
mn∑
i=1
E(i)[X
2
n,i] > K] < η/2.
Moreover, (A3) yields
mn∑
i=1
E(i)[X
2
n,i −W 2n,i]
≤
mn∑
i=1
E(i)[X
2
n,i1{|Xn,i|>ǫ}] +
mn∑
i=1
E(i)[X
2
n,i]1{∑mnj=1 E(j)[X2n,j ]>K}
≤ δ/2 +
mn∑
i=1
E(i)[X
2
n,i]1{∑mnj=1 E(j)[X2n,j]>K},
and so by (A.2) we have
P [
mn∑
i=1
E(i)[X
2
n,i −W 2n,i] > δ/2] < η/4.
Further,
E[(
mn∑
i=1
(W 2n,i − E(i)[W 2n,i]))2] =
mn∑
i=1
E[W 4n,i − E(i)[W 2n,i]2]
≤ ǫ2E[
mn∑
i=1
E(i)[W
2
n,i]] ≤ ǫ2(K + ǫ2).
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Therefore, we obtain
P [|
mn∑
i=1
(X2n,i − E(i)[X2n,i])| > δ]
≤ P [Xn,i 6=Wn,i for some i] + P [
mn∑
i=1
E(i)[X
2
n,i −W 2n,i] > δ/2]
+ P [|
mn∑
i=1
(W 2n,i − E(i)[W 2n,i])| > δ/2]
≤ 3η/4 + 4/δ2E[|
mn∑
i=1
(W 2n,i − E(i)[W 2n,i])|2] < η.
Because η, δ > 0 are arbitrary, (A.1) holds true.
(A5) corresponds to Lemma 2 in [12]. Moreover, by setting η˙nj(θ0, h) = (pj(θ0 + rnh)
1/2pj(θ0)
−1/2 −
1)1{pj(θ0) 6=0}, we obtain the following similarly to Lemmas 5–7 in [12]:∣∣∣∣
mn∑
j=1
η˙2nj(θ0, h)−
1
4
h⊤Tnh
∣∣∣∣→ 0, (A.3)
max
1≤j≤mn
|η˙nj(θ0, h)| → 0, (A.4)
mn∑
j=1
|η˙nj(θ0, h)|3 → 0, (A.5)
∣∣∣∣2
mn∑
j=1
η˙nj(θ0, h)− h⊤rn
mn∑
j=1
ηj +
1
4
h⊤Tnh
∣∣∣∣→ 0, (A.6)
in Pθ0,n-probability.
For any h ∈ Rd, (A.4) and Taylor’s formula yield
log
dPθ0+rnh,n
dPθ0,n
= 2
mn∑
j=1
log(1 + η˙nj(θ0, h))
= 2
mn∑
j=1
η˙nj(θ0, h)−
mn∑
j=1
η˙2nj(θ0, h) +
mn∑
j=1
αnj |η˙nj(θ0, h)|3
with probability tending to one, where |αnj | ≤ 1.
Together with (A.5), we have∣∣∣∣ log dPθ0+rnh,ndPθ0,n − 2
mn∑
j=1
η˙nj(θ0, h) +
mn∑
j=1
η˙2nj(θ0, h)
∣∣∣∣→ 0
in Pθ,n-probability. Therefore, (A.3),(A.6), and (A5) yield Condition (L).
If further (P) is satisfied, then the LAMN property holds by Remark 2.1.
B Degenerate diffusion models
In this section, we prove Theorem 2.4.
We set Xn,θj in Section 2.2 as
Xn,θj =
( √
n 0
0 n
√
n
)(
Y θj/n − Y θ(j−1)/n −
(
0
bˇ(Y θ(j−1)/n)/n
))
.
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Let W = (Wt)t≥0 be an r-dimensional standard Wiener process on a canonical probability space, and let
Xn,θt = Xn,θ,z0t and Yn,θt = Yn,θ,z0t be κ- and (m − κ)-dimensional diffusion processes, respectively, satisfying
(Xn,θ0 ,Yn,θ0 ) = 0, and {
dXn,θt = b˜n(t,Xn,θt ,Yn,θt , θ)dt+ a˜n(t,Xn,θt ,Yn,θt , θ)dWt,
dYn,θt = bˇn(t,Xn,θt ,Yn,θt )dt,
where z0 = (x0, y0) ∈ Rm and
a˜n(t, x, y, θ) = a˜(x0 + n
−1/2x, y0 + n−3/2(y + t
√
nbˇ(z0)), θ),
b˜n(t, x, y, θ) = n
−1/2b˜(x0 + n−1/2x, y0 + n−3/2(y + t
√
nbˇ(z0)), θ),
bˇn(t, x, y) =
√
n(bˇ(x0 + n
−1/2x, y0 + n−3/2(y + t
√
nbˇ(z0)))− bˇ(z0)).
Then, Fn,θ,j in Section 2.2 is given by
Fn,θ = ((Xn,θ1 )⊤, (Yn,θ1 )⊤)⊤ (B.1)
with mn = n and kj = jm because{( Xn,θt
Yn,θt
)}
t≥0
d
=
{( √
n 0
0 n
√
n
)(
Y θt+j−1
n
− Y θj−1
n
−
(
0
tbˇ(Y θ(j−1)/n)/n
))}
t≥0
∣∣∣∣
Y θ
(j−1)/n
=z0
.
(B.2)
We first assume the following condition, which is stronger than (C1).
Assumption (C1′). (C1) is satisfied, ∂iz∂
j
θ a˜ and ∂
i
z∂
j
θ b˜ are bounded for i ∈ Z+ and 0 ≤ j ≤ 3, and
sup
z,θ
‖(a˜a˜⊤)−1(z, θ)‖op <∞.
First, we show Condition (L) under (C1′) and (C2) by using Theorem 2.3, and then we weaken the assumptions
to (C1) and (C2) by the localization technique similar to Lemma 4.1 of Gobet [5].
Define
F˜n,θ =
(
a˜(z0, θ)W1
(∇1bˇ)⊤(z0)a˜(z0, θ)
∫ 1
0 Wtdt
)
, (B.3)
and
X˜n,θj =
( √
na˜(Y θ(j−1)/n, θ)(Wj/n −W(j−1)/n)
n3/2(∇1bˇ)⊤(Y θ(j−1)/n)a˜(Y θ(j−1)/n, θ)
∫ j/n
(j−1)/n(Wt −W(j−1)/n)dt
)
,
then we have
∂θF˜n,θ =
(
∂θa˜(z0, θ)W1
(∇1bˇ)⊤(z0)∂θa˜(z0, θ)
∫ 1
0 Wtdt
)
,
and K˜j in Section 2.2 can be calculated as
K˜(θ) =
(
a˜a˜⊤(z0, θ) (1/2)a˜a˜⊤∇1bˇ(z0, θ)
(1/2)(∇1bˇ)⊤a˜a˜⊤(z0, θ) (1/3)(∇1bˇ)⊤a˜a˜⊤∇1bˇ(z0, θ)
)
.
We denote by V ⊥ the orthogonal complement of a subspace V on a vector space. Let B˜i,θ = ∂θi a˜a˜
+(z0, θ)
and Ci,θ = (∇1bˇ)⊤∂θi a˜a˜+∇1bˇ((∇1bˇ)⊤∇1bˇ)−1(z0, θ). Then because a˜+a˜ is a projection to (Ker(a˜))⊥ and
(Ker(∂θi a˜))
⊥ ⊂ (Ker(a˜))⊥ by (C2), we have
B˜i,θa˜(z0, θ) = ∂θi a˜(z0, θ) (B.4)
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for 1 ≤ i ≤ d and θ ∈ Θ. Moreover, because ∇1bˇ((∇1bˇ)⊤∇1bˇ)−1(∇1bˇ)⊤ is a projection to (Ker((∇1bˇ)⊤))⊥, (C2)
yields
Ci,θ(∇1bˇ)⊤a˜(z0, θ) = (∇1bˇ)⊤∂θi a˜a˜+a˜(z0, θ) = (∇1bˇ)⊤∂θi a˜(z0, θ) (B.5)
for 1 ≤ i ≤ d and θ ∈ Θ. Then, by setting
Bi,θ =
(
B˜i,θ Oκ,m−κ
Om−κ,κ Ci,θ
)
, (B.6)
(B.4) and (B.5) yield ∂θF˜n,θ = Bi,θF˜n,θ.
For an RN -valued random variable V = (Vl)
N
l=1 ∈ (D1,pj )N , we regard DtV as an r ×N matrix.
Lemma B.1. Assume (C1′) and (C2). Then Condition (L) is satisfied for {Pθ,n}θ,n.
Proof. Thanks to Theorem 2.3, it is sufficient to check (B1)–(B5). Let a˜n,t = a˜n(t,Xn,θt ,Yn,θt , θ), b˜n,t =
b˜n(t,Xn,θt ,Yn,θt , θ), and bˇn,t = bˇn(t,Xn,θt ,Yn,θt ).
First, we check (B1). (C1′) implies supn,θ E[supt |Xn,θt |p]1/p ≤ Cp. Moreover, we obtain
bˇn,s =
∫ 1
0
(
(∇1bˇ)⊤Xn,θs +
1
n
(∇2bˇ)⊤Y˙n,θs
)(
x0 + u
Xn,θs√
n
, y0 + u
Y˙n,θs
n3/2
)
du, (B.7)
where Y˙n,θs = Yn,θs + s
√
nbˇ(z0). Therefore, if ∇2bˇ ≡ 0, then
sup
n,θ
E[sup
t
|Yn,θt |p]1/p ≤ sup
n,θ,t
E[|bˇn,t|p]1/p ≤ Cp. (B.8)
If bˇ is bounded, then
E[|bˇn,t|p] ≤ Cp + CpE[|Yn,θt |p] ≤ Cp + Cp
∫ t
0
E[|bˇn,s|p]ds,
and hence Gronwall’s inequality yields
sup
n,θ
E[sup
t
|Yn,θt |p]1/p ≤ sup
n,θ,t
E[|bˇn,t|p]1/p <∞.
Then we have supn,θ‖Fn,θ‖0,p <∞ under (C1′) and (C2).
Let Zn,θt = ((Xn,θt )⊤, (Yn,θt )⊤)⊤. Theorem 2.2.1 in [15] yields
DtZn,θr = (a˜⊤n,t Or,m−κ) +
∫ r
t
(DtZn,θs ∂z b˜n,s DtZn,θs ∂z bˇn,s)ds
+
((∫ r
t
∑
k,l
[DtZn,θs ]ik∂zk [a˜n,s]jldW ls
)
ij
Or,m−κ
)
for r ≥ t. Then (C1′) and Gronwall’s inequality yield supn,θ E[‖DFn,θ‖pH ]1/p < ∞. By using Lemma 2.2.2
in [15], we similarly obtain supn,θ‖Fn,θ‖k,p <∞ for any k ∈ Z+ and p ≥ 1.
Theorem 39 in Chapter V of Protter [18] yields
(
∂θXn,θt
∂θYn,θt
)
=
∫ t
0
(
∂θ b˜n,s + (∂z b˜n,s)
⊤∂θZn,θs
(∂z bˇn,s)
⊤∂θZn,θs
)
ds
+
∫ t
0
(
∂θa˜n,s +
∑
k ∂θ[Zn,θs ]k∂zk a˜n,s
0
)
dWs.
Together with Theorem 2.2.1 and Lemma 2.2.2 in [15], we have supn,θ‖∂θFn,θ‖3,p < ∞. Similarly, we obtain
supn,θ‖∂lθFn,θ‖4−l,p <∞ for any p ≥ 1 and 0 ≤ l ≤ 3, which implies (B1).
23
Next, we show (B2). Under (C1′) and (C2), we have
sup
n,t,z,θ
(
‖∂z b˜n(t, z, θ)‖op ∨ ‖∂it∂jz bˇn(t, z)‖op ∨ max
1≤i≤m
‖∂lzi a˜n(t, z, θ)‖op
)
<∞
for i ∈ {0, 1}, j ∈ {1, 2, 3}, and l ∈ {0, 1}, and
sup
n,t,z,θ
(‖((∂xbˇn)⊤∂xbˇn)−1(t, z)‖op ∨ ‖(a˜na˜⊤n )−1(t, z, θ)‖op) <∞.
Together with Proposition E.1, we obtain (B2), where ǫn = 1/
√
n, mn = n, k¯n = m, and αn is a constant
independent of n. Furthermore, by setting (B.6), we have (N2) and ∂θF˜n,θ = Bi,θF˜n,θ.
To verify (B3) with ρn = 1/
√
n, we only need to check ‖∂lθFn,θ − ∂lθF˜n,θ‖3−l,p ≤ Cp/
√
n for l ∈ {0, 1} and
p > 1. First, we have
Fn,θ − F˜n,θ =
∫ 1
0
(
b˜n,s
bˇn,s − (∇1bˇ)⊤(z0)a˜(z0, θ)Ws
)
ds
+
∫ 1
0
(
a˜n,s − a˜(z0, θ)
0
)
dWs.
(B.9)
Because
a˜n,s − a˜(z0, θ) = 1√
n
∫ 1
0
(
∇1a˜Xn,θs +
1
n
∇2a˜Y˙n,θs
)(
x0 + u
Xn,θs√
n
, y0 + u
Y˙n,θs
n3/2
)
du,
we have
sup
n,θ
E
[
sup
t
|Xn,θt − a˜(z0, θ)Wt|p
]1/p
≤ Cp√
n
. (B.10)
Together with (B.7), we have
sup
n,θ
E
[
sup
t
|bˇn,t − (∇1bˇ)⊤(z0)a˜(z0, θ)Wt|p
]1/p
≤ Cp√
n
. (B.11)
(B.9)–(B.11) yield ‖Fn,θ − F˜n,θ‖0,p ≤ Cp/√n.
Similarly to above, Theorem 39 in Chapter V of Protter [18] and Theorem 2.2.1 and Lemma 2.2.2 in [15]
yield ‖∂lθFn,θ − ∂lθF˜n,θ‖3−l,p ≤ Cp/
√
n for p ≥ 1 and l ∈ {0, 1}, and consequently (B3) holds.
Finally, we show (B4). We denote ϕˇ(A) = (∇1bˇ)⊤(z0)A∇1bˇ(z0) for a κ×κmatrixA. Let S = (1/12)ϕˇ(a˜a˜⊤)(z0, θ).
Then for ǫ = infz,θ(‖(a˜a˜⊤)−1(z, θ)‖−1op ), ǫ′ = infz(‖((∇1bˇ)⊤∇1bˇ)−1(z)‖−1op ), and y ∈ Rm−κ, we obtain
y⊤ϕˇ(a˜a˜⊤)y ≥ ǫy⊤(∇1bˇ)⊤∇1bˇy ≥ ǫǫ′|y|2,
which implies that S is positive definite. Together with (0.8.5.6) in Horn and Johnson [10], we have
K˜−1(θ) =
(
(a˜a˜⊤)−1 + (1/4)∇1bˇS−1(∇1bˇ)⊤ −(1/2)∇1bˇS−1
−(1/2)S−1(∇1bˇ)⊤ S−1
)
(z0, θ).
Let K˜0 = K˜(θ0) and Gt = σ(Ws; s ≤ t). We can set Gnj = (Gnj,i)1≤i≤d and γj in (B4) by
Gnj,i =
1
2
(X˜n,θ0j )
⊤(B⊤i,θ0K˜
−1
0 + K˜
−1
0 Bi,θ0)X˜
n,θ0
j − tr(Bi,θ0)
and
[γ(z0)]ii′ =
1
2
tr(K˜−10 (Bi,θ0K˜0 + K˜0B
⊤
i,θ0)K˜
−1
0 (Bi′,θ0K˜0 + K˜0B
⊤
i′,θ0)).
Repeated use of (B.4) and (B.5) yields
Bi,θ0K˜0 + K˜0B
⊤
i,θ0 =
(
∂θi(a˜a˜
⊤) (1/2)∂θi(a˜a˜
⊤)∇1bˇ
(1/2)(∇1bˇ)⊤∂θi(a˜a˜⊤) (1/3)ϕˇ(∂θi(a˜a˜⊤))
)
(z0, θ0), (B.12)
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and hence
K˜−10 (Bi,θ0K˜0 + K˜0B
⊤
i,θ0)
=
(
(a˜a˜⊤)−1∂θi(a˜a˜
⊤) (1/2)(a˜a˜⊤)−1∂θi(a˜a˜
⊤)∇1bˇ − Si
Om−κ,κ (1/12)S−1ϕˇ(∂θi(a˜a˜
⊤))
)
(z0, θ0),
(B.13)
where Si = (1/24)∇1bˇS−1ϕˇ(∂θi(a˜a˜⊤))(z0, θ0). Together with the equations
U∂θ(aa
⊤)U⊤ =
(
∂θ(a˜a˜
⊤) Oκ,m−κ
Om−κ,κ Om−κ,m−κ
)
and
U(aa⊤)+U⊤ = (Uaa⊤U⊤)+ =
(
(a˜a˜⊤)−1 Oκ,m−κ
Om−κ,κ Om−κ,m−κ
)
,
we have
[γ(z0)]ii′ = tr((aa
⊤)+∂θi(aa
⊤)(aa⊤)+∂θi′ (aa
⊤))(U⊤z0, θ0)/2
+ tr(ϕˇ(a˜a˜⊤)−1ϕˇ(∂θi(a˜a˜
⊤))ϕˇ(a˜a˜⊤)−1ϕˇ(∂θi′ (a˜a˜
⊤)))(z0, θ0)/2.
Therefore, we obtain
1
n
n∑
j=1
γ(UX(j−1)/n)
P→ Γ (B.14)
as n→∞. Moreover, Lemma 2.1 yields
1
n
[nt]∑
j=1
E[Gnj (G
n
j )
⊤|G(j−1)/n] P→ Γt, 1
n2
n∑
j=1
E[|Gnj |4|G(j−1)/n] P→ 0 (B.15)
for t ∈ (0, 1], where Γt is defined by replacing the interval of integration in the definition of Γ with [0, t].
Furthermore, it is easy to see that
1√
n
[nt]∑
j=1
E[Gnj (Wj/n −W(j−1)/n)⊤|G(j−1)/n] = 0,
1√
n
[nt]∑
j=1
E[Gnj (Nj/n −N(j−1)/n)|G(j−1)/n] = 0
for any t ∈ [0, 1] and any bounded (Gt)t∈[0,1]-martingale N = (Nt)t∈[0,1] orthogonal to W . Together with
Theorem 3.2 in Jacod [11], we have
∑n
j=1G
n
j /
√
n→ Γ1/2N stably as n→∞, which implies (B4).
Proof of Theorem 2.4.
For q > 0, let φ1q : R
κ → Rκ and φ2q : Rm−κ → Rm−κ be C∞ functions with compact support satisfying
φ1q(x) = x on {|x| ≤ q} and φ2q(y) = y on {|y| ≤ q}. Let φq(z) = (φ1q(x), φ2q(y)), and let
aq(z, θ) = U
⊤
(
a˜(φq(Uz), θ)
0
)
, bq(z, θ) = U
⊤
(
b˜(φq(Uz), θ)
bˇ(Uz)
)
.
Let Pθ,q,n be the corresponding probability measure, and Vq,n, Tq,n,Wq, Tq correspond to Vn, Tn,W, T , respec-
tively. Then (C1′) and (C2) are satisfied for the statistical model of Pθ,q,n, and hence this model satisfies
Condition (L) by Lemma B.1. Moreover, we have
log
dPθ0+h/
√
n,q,n
dPθ0,q,n
− (h⊤Vq,n + 1
2
h⊤Tq,nh)→ 0
in Pθ0,q,n-probability, and L((Tq,n, Vq,n)|Pθ0,q,n) → L((Tq, T 1/2q Wq)). By letting q → ∞, Proposition 4.3.2 in
Le Cam [14] yields Condition (L) for {Pθ,n}θ,n. Then Remark 2.1 leads to the conclusion.
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C Partial observation models
In this section, we prove Theorem 2.5 by using the results in Section 2.2. It is difficult to apply the scheme
in Section 2.2 directly because the conditional distribution P (Xn,θj ∈ ·|X¯n,θj−1 = x¯j−1) is complicated when
some components are hidden. Therefore, we follow the idea of [3], that is, we first show Condition (L) of an
augmented model obtained by adding some observations of (Iκ − Q)Y˜t to the partial observations. Then we
show the LAMN property of the original model by approximating the log-likelihood ratios of the augmented
model using functionals of the original observations.
C.1 An augmented model
We divide the whole observation interval [0, 1] into several blocks and show Condition (L) for an augmented
model that is obtained by adding an observation of (Iκ − Q)Y˜t for each block. Let (en)∞n=1 be a sequence of
positive integers that diverges to infinity very slowly (the precise diverge rate of en is specified in Lemma C.1).
Let Ln = ⌊(n − 1)/en⌋ and tj,k = (k + jen)/n. We consider an augmented model generated by observation
blocks
{{QY˜tj,k , Yˇtj,k}enk=1, (Iκ −Q)Y˜tj+1,0} (C.1)
for 0 ≤ j ≤ Ln − 1 and
{QY˜tLn,k , Y˜tLn,k}n−enLnk=1 . (C.2)
Because Iκ −Q and B+B are projections to (Im(Q))⊥ and (Ker(B))⊥, respectively, (C4) implies
Q˜3B
+B = Q˜3. (C.3)
Then, we can approximate
nQ˜3B
+(Yˇk/n − Yˇ(k−1)/n) = nQ˜3B+B
∫ k/n
(k−1)/n
Y˜tdt ≈ Q˜3Y˜k/n.
Therefore, we set Xn,θj in Section 2.2 as
Xn,θj =
{{√
nQ˜1∆n,j,1Y˜ , n
3/2(∆n,j,1Yˇ −BY˜tj,0/n)
}
,{√
nQ˜1∆n,j,kY˜ , n
3/2∆2n,j,kYˇ
}en
k=2
,
√
n(Q˜3Y˜tj+1,0 − nQ˜3B+∆n,j,en Yˇ )
}
for 0 ≤ j ≤ Ln − 1, and
Xn,θLn =
{{√
nQ˜1∆n,Ln,1Y˜ , n
3/2(∆n,Ln,1Yˇ −BY˜tLn,0/n)
}
,{√
nQ˜1∆n,Ln,kY˜ , n
3/2∆2n,Ln,kYˇ
}
2≤k≤n−enLn
}
,
which are obtained as a linear transformation of block observations (C.1) and (C.2). Here we denote ∆n,j,lV =
Vtj,l − Vtj,l−1 , ∆2n,j,l′V = ∆n,j,l′V −∆n,j,l′−1V for l ≥ 1, l′ ≥ 2 and a stochastic process V = (Vt)t∈[0,1].
Thanks to (B.2), the corresponding Fn,θ,j and F˜n,θ,j are defined by
Fn,θ =
{
Q˜1∆kXn,θ,∆2kYn,θ
}en
k=1
∪ {Q˜3Xn,θen − Q˜3B+(Yn,θen − Yn,θen−1)}
and
F˜n,θ =
{
Q˜1a˜(x0, θ)∆kW , Q˜2a˜(x0, θ)
∫ 1
0
(Wt+k−1 −W(t+k−2)∨0)dt
}en
k=1⋃{
Q˜3a˜(x0, θ)
∫ 1
0
(Wen −Wt+en−1)dt
}
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for 0 ≤ j ≤ Ln − 1, where Xn,θt , Yn,θt are defined in Section B,
F ′n,θ =
{
Q˜1∆kXn,θ,∆2kYn,θ
}n−enLn
k=1
,
and
F˜ ′n,θ =
{
Q˜1a˜(x0, θ)∆kW , Q˜2a˜(x0, θ)
∫ 1
0
(Wt+k−1 −W(t+k−2)∨0)dt
}n−enLn
k=1
.
Here, we denote ∆lV = Vl − Vl−1, ∆21V = ∆1V , and ∆2l′V = ∆l′V −∆l′−1V for l ≥ 1, l′ ≥ 2, and a stochastic
process V = (Vt)t≥0.
Moreover, we define
X˜n,θj =
((√
nQ˜1a˜j∆n,j,kW,n
3/2Q˜2a˜j
∫ tj,k
tj,k−1
(Wt −W(t−1/n)∨tj,0)dt
)en
k=1
,
n3/2Q˜3a˜j
∫ tj,en
tj,en−1
(Wtj,en −Wt)dt
)
for 0 ≤ j ≤ Ln − 1, and X˜n,θLn similarly, where a˜j = a˜(Y˜tj,0 , θ).
C.2 Condition (L) for the augmented model
First, we show Condition (L) for the augmented model under a stronger condition.
Assumption (C2′′). (C2′) is satisfied, supx,θ‖(a˜a˜⊤)−1(x, θ)‖op <∞, and ∂ix∂kθ a˜(x, θ) and ∂ix∂jy∂kθ b˜(x, y, θ) are
bounded for i, j ∈ Z+ and 0 ≤ k ≤ 3.
Assumption (C5′). (C5) holds, g is bounded, and the convergence (2.26) holds uniformly in x.
Let P augθ,n be the probability measure induced by the augmented model.
Lemma C.1. Assume (C2′′), (C4), and (C5′). Then Condition (L) is satisfied for {P augθ,n }θ,n by setting suitable
(en)n∈N.
Proof. We check (B1)–(B5) in Theorem 2.3. First, the boundedness of a˜n and b˜n yields
sup
θ,t∈[0,en]
E[|Xn,θt −Xn,θ(t−1)∨0|q] <∞, sup
k,θ
E[|∆2kYn,θ|q] <∞.
Then by a similar argument to Lemma B.1, we have
‖∂l′θ [Fn,θ]k‖l,p ∨ ‖∂l
′
θ [F
′
n,θ]k‖l,p <∞
for any l ∈ N, l′ ∈ N, p ≥ 1, and 1 ≤ k ≤ en.
Let C˜i,θ(x) = B∂θi a˜a˜
+(x, θ)B⊤(BB⊤)−1. (B.5), (C2′′), and (C4) yield
Q˜1∂θa˜ = R1Q∂θa˜a˜+a˜ = R1∂θa˜a˜+R−11 Q˜1a˜,
Q˜2∂θi a˜ = C˜i,θBa˜ = C˜i,θQ˜2a˜,
Q˜3∂θa˜ = R3(Iκ −Q)∂θa˜a˜+a˜ = R3∂θa˜a˜+(Iκ −Q)a˜ = R3∂θa˜a˜+R−13 Q˜3a˜,
(C.4)
and consequently we obtain ∂θiF˜n,θ = Bi,θF˜n,θ for
Bi,θ(x0) = diag((R1∂θi a˜a˜
+R−11 , C˜i,θ)
en
k=1, R3∂θi a˜a˜
+R−13 )(x0, θ).
Moreover, similarly to the argument in Section B, we have ‖∂lθ[Fn,θ]k − ∂lθ[F˜n,θ]k‖3−l,p ≤ Cpen/
√
n for
1 ≤ k ≤ q. For 2 ≤ k ≤ en, we have
([Fn,θ − F˜n,θ](k−1)q+l)q1l=1 = Q˜1
(∫ k
k−1
b˜n,sds+
∫ k
k−1
(a˜n,s − a˜(x0, θ))dWs
)
,
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([Fn,θ − F˜n,θ](k−1)q+q1+l)q2l=1 = Q˜2
∫ k
k−1
(Xn,θt −Xn,θt−1 − a˜(x0, θ)(Wt −Wt−1))dt,
and
([Fn,θ − F˜n,θ]enq+l)κ−q1l=1
= Q˜3
(
Xn,θen −
∫ en
en−1
Xn,θt dt− a˜(x0, θ)
∫ en
en−1
(Wen −Wt)dt
)
= Q˜3
∫ en
en−1
(Xn,θen − a˜(x0, θ)Wen −Xn,θt + a˜(x0, θ)Wt)dt.
Then, by a similar argument to the proof of Lemma B.1, we have ‖∂lθ[Fn,θ]k−∂lθ[F˜n,θ]k‖3−l,p ≤ Cpen/
√
n for
1 ≤ k ≤ enq+ κ− q1, and a similar estimate for ∂lθ[F ′n,θ]k − ∂lθ[F˜ ′n,θ]k. Hence we obtain (B3) with ρn = en/
√
n.
Let Kn(θ) be the Malliavin matrix of {{Q˜1Xn,θj ,Yn,θj }enj=1, Q˜3Xn,θen }. By Proposition E.2, (0.8.5.3) in Horn
and Johnson [10], and the fact that ‖DXn,θj ‖1,p and ‖DYn,θj ‖1,p are bounded, we have E[detKn|−p] ≤ c˜(p, en),
where c˜(p, en) is a positive constant depending on p and en.
Because there exists an invertible matrixMn depending on en such that K˜n(θ) = 〈DF˜n,θ, DF˜n,θ〉 =MnKnM⊤n ,
there exists a constant c(p, en) such that supθ E[| det K˜n(θ)|−p] ≤ c(p, en). Because we also have a similar esti-
mate for 〈DF˜ ′n,θ, DF˜ ′n,θ〉, we have (B2) and (2.10) by letting en diverge to infinity sufficiently slowly. Similarly,
we have (N2) (the upper bound of supθ Ej [| detK−1j (θ)|p] can depend on n in (N2)).
Now we only need to show (B4). We have K˜n(θ) = ψ
2,2
en (a˜a˜
⊤(z0, θ)), and Bi,θK˜n(θ) + K˜n(θ)B⊤i,θ =
ψ2,2en (∂θi(a˜a˜
⊤(x0, θ))) by (C.4).
We define Gnj = (G
n
j,i)
d
i=1 in Section 2.2 by
Gnj,i =
1
2
(X˜n,θ0j )
⊤(B⊤i,θ0K˜
−1
n (θ0) + K˜
−1
n (θ0)Bi,θ0)
∣∣
x0=Y˜tj,0
X˜n,θ0j
− tr(Bi,θ0)
∣∣
x0=Y˜tj,0
.
(C.5)
Then, γj(x¯j−1) in Section 2.2 is calculated as
[γj(x0)]ii′ =
1
2
tr(ψ2,2en (a˜a˜
⊤)−1ψ2,2en (∂θi(a˜a˜
⊤))ψ2,2en (a˜a˜
⊤)−1ψ2,2en (∂θi′ (a˜a˜
⊤)))(x0, θ0) (C.6)
for 0 ≤ j ≤ Ln − 1, and γLn(x0) is similarly calculated with the estimate
1
n
|[γLn(Y˜tLn,0)]ii′ | ≤
Cα2ne
2
n · e2n
n
→ 0 (C.7)
as n→∞ by Lemma 3.1.
Therefore, (C5′) implies that there exists n0 ∈ N such that
sup
n≥n0
(
1
n
Ln∑
j=0
E[|γj(Y˜tj,0)|]
)
<∞,
and
1
n
Ln∑
j=0
[γj(Y˜tj,0)]ii′ −
1
2
Ln−1∑
j=0
∫ tj+1,0
tj,0
[g(Y˜t)]ii′dt
P→ 0. (C.8)
Lemma 2.1, Theorem 3.2 in Jacod [11], and the inequality
‖ψ2,2en (∂θi(a˜a˜⊤))(x0, θ)‖op < Cen
yield (B4) with Gj = σ(Ws; s ≤ tj,0).
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C.3 Approximation of the log-likelihood ratio
We show that the log-likelihood ratio log(dP aug
θ0+h/
√
n,n
/dP augθ0 ) can be approximated by a random variable that
is observable in the original model. Let X ′j = ([X
n,θ0
j ]k)
qen
k=1 (removing the last element of X
n,θ0
j ), Y˙0 = z˜ini,
Y˙j = QY˜tj,0 + n(Q˜3B+(Yˇtj,0 − Yˇtj,−1)) for j ≥ 1. Let Uj = (Ui,j)di=1, where
Ui,j = −1
2
{
X ′⊤j ∂θi(ψ
1,1
en (a˜a˜
⊤)−1)(Y˙j , θ0)X ′j
+ tr(∂θi(ψ
1,1
en (a˜a˜
⊤)−1)ψ1,1en (a˜a˜
⊤))(Y˙j , θ0)
}
,
Vj =
(
1
2
tr(ψ1,1en (a˜a˜
⊤)−1ψ1,1en (∂θi(a˜a˜
⊤))ψ1,1en (a˜a˜
⊤)−1ψ1,1en (∂θi′ (a˜a˜
⊤)))(Y˙j , θ0)
)
1≤i,i′≤d
for 0 ≤ j ≤ Ln − 1. Then Uj and Vj are functionals of the original observations.
Proposition C.1. Assume (C2′′), (C4), and (C5′). Then
log
dP aug
θ0+h/
√
n
dP augθ0
− h√
n
·
Ln−1∑
j=0
Uj +
h⊤
2n
Ln−1∑
j=0
Vjh
P→ 0
as n→∞ for any h ∈ Rd.
Proof. Because the augmented model satisfies Condition (L) and
GnLn/
√
n
P→ 0
by Lemma 2.1 and (C.7), it is sufficient to show that
1√
n
Ln−1∑
j=0
(Uj −Gnj ) P→ 0 and
h⊤
n
Ln−1∑
j=0
(Vj − γj(Y˜tj,0 ))h P→ 0,
where Gnj = (G
n
j,i)
d
i=1.
Let Ji(x) = ∂θi(ψ
1,1
en (a˜a˜
⊤)−1)(x, θ0) and X˜ ′j = ([X˜
n,θ0
j ]k)
qen
k=1. Let
U˜i,j = −1
2
{
X˜ ′⊤j Ji(Y˜tj,0)X˜
′
j + tr(Jiψ
1,1
en (a˜a˜
⊤))(Y˜tj,0 , θ0)
}
,
V˜j =
(
1
2
tr(Jiψ
1,1
en (a˜a˜
⊤)Ji′ψ1,1en (a˜a˜
⊤))(Y˜tj,0 , θ0)
)
1≤i,i′≤d
.
(C.9)
First, we show that
∑
j(Ui,j − U˜i,j)/
√
n
P→ 0.
Let b˜j = b˜(Y˜tj,0 , Yˇtj,0 , θ0). Because
∆n,j,kY˜ − a˜j∆n,j,kW
=
∫ tj,k
tj,k−1
(a˜(Y˜t, θ0)− a˜j)dWt + b˜j∆n,j,kt+Op
(
en
n3/2
)
=
∫ tj,k
tj,k−1
κ∑
l=1
[a˜j(Wt −Wtj,0)]l∂xl a˜jdWt +
b˜j
n
+Op
(
e2n
n3/2
)
for k ≥ 1, and
∆2n,j,kYˇ −Ba˜j
∫ tj,k
tj,k−1
(Wt −Wt−1/n)dt
= B
∫ tj,k
tj,k−1
∫ t
t−1/n
(a˜(Y˜s, θ0)− a˜j)dWsdt+ Bb˜j
n2
+Op
(
en
n5/2
)
= B
∫ tj,k
tj,k−1
∫ t
t−1/n
κ∑
l=1
[a˜j(Ws −Wtj,0)]l∂xl a˜jdWsdt+
Bb˜j
n2
+Op
(
e2n
n5/2
)
(C.10)
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for k ≥ 2, together with a similar estimate for
∆n,j,1Yˇ −BYˇtj,0/n−Ba˜j
∫ tj,1
tj,0
(Wt −Wtj,0)dt,
we have
X ′j − X˜ ′j = X ′′j +Op(n−1e2n), (C.11)
where X ′′j = Op(n
−1/2en) and E[X˜ ′j(X
′′
j )
⊤|Gtj,0 ] = 0.
Moreover, because supx‖(ψ1,1en )−1(a˜a˜⊤(x, θ0))‖op ≤ Cαnen by Lemma 3.1, and Y˙j − Y˜tj,0 is equal to an
n−1/2-order martingale difference plus an n−1-order term, we have
1√
n
Ln−1∑
j=1
{
tr(Jiψ
1,1
en (a˜a˜
⊤))(Y˙j , θ0)− tr(Jiψ1,1en (a˜a˜⊤))(Y˜tj,0 , θ0)
}
=
1√
n
Ln−1∑
j=1
∫ 1
0
∂xtr(Jiψ
1,1
en (a˜a˜
⊤))(uY˙j + (1− u)Y˜tj,0 , θ0)du · (Y˙j − Y˜tj,0)
=
1√
n
Ln−1∑
j=1
∂xtr(Jiψ
1,1
en (a˜a˜
⊤))(Y˜tj−1,0 )(Y˙j − Y˜tj,0) +Op(n−1/2 · n · n−1α4ne7n)
P→ 0
(C.12)
as n→∞ by rearranging en if necessary. Similarly, we have
h⊤
n
Ln−1∑
j=0
(Vj − V˜j)h P→ 0. (C.13)
(C.11), (C.12), and a similar estimate yield
1√
n
∑
j
(Ui,j − U˜i,j)
= − 1
2
√
n
∑
j
{
2X˜ ′⊤j Ji(Y˙j)(X
′
j − X˜ ′j) + (X ′j − X˜ ′j)⊤Ji(Y˙j)(X ′j − X˜ ′j)
+ X˜ ′⊤j (Ji(Y˙j)− Ji(Y˜tj,0))X˜ ′j
}
+ op(1)
= − 1√
n
∑
j
X˜ ′⊤j Ji(Y˙j)X
′′
j
− 1
2
√
n
∑
j
tr((Ji(Y˙j)− Ji(Y˜tj,0 ))ψ1,1en (a˜a˜⊤(Y˜tj,0 , θ0)))
P→ 0.
(C.14)
Moreover, (C5′) yields
h⊤
n
Ln−1∑
j=0
(V˜j − γj(Y˜tj,0))h P→ 0. (C.15)
Thanks to (C.13)–(C.15), it is sufficient to show
1√
n
Ln−1∑
j=0
{U˜j −Gnj } P→ 0. (C.16)
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We can easily check E[U˜i,j −Gnj,i|Gtj,0 ] = 0 and (C5′) yields
1
n
∑
j
E[|U˜j −Gnj |2|Gtj,0 ]
=
1
n
∑
j
E[|U˜j |2 − 2U˜j ·Gnj + |Gnj |2|Gtj,0 ]
=
1
n
∑
j
tr(T1,1,en(Y˜tj,0)− 2T1,2,en(Y˜tj,0) + T2,2,en(Y˜tj,0)) P→ 0.
(C.17)
Then Lemma 9 in Genon-Catalot and Jacod [2] yields the conclusion.
C.4 Proof of Theorem 2.5
In light of Proposition C.1, a similar argument to Proposition 4 in [3] yields
log
dPθ0+h/
√
n,n
dPθ0,n
− h ·
Ln−1∑
j=0
Uj +
1
2
h⊤
Ln−1∑
j=0
Vjh
P→ 0.
Therefore, we obtain Condition (L) of the original model under (C2′′), (C4), and (C5′).
Let φ1q and φ
2
q be the same as the ones in the proof of Theorem 2.4. Let Pθ,q,n be the probability measure gen-
erated by replacing the coefficients a˜(x, θ) and b˜(z, θ) by a˜q(x, θ) = a˜(φ
1
q(x), θ) and b˜q(z, θ) = b˜(φ
1
q(x), φ
2
q(y), θ)
(z = (x, y)), respectively. Then (C2′′), (C4), and (C5′) are satisfied for {Pθ,q,n}θ,n. Therefore, similarly to the
proof of Theorem 2.4, we have the conclusion.
D Proofs of the results in Section 3
D.1 Proof of Lemma 2.1
(3.19) and (2.9) yield Point 1. Moreover, we have
ǫ4n
mn∑
j=1
E[|Gnj |4|Gj−1]
≤ Cǫ4n
mn∑
j=1
Ej
[∣∣∣∣F˜⊤n,θ,jB
⊤
j,i,θ0
K˜−1j (θ0) + K˜
−1
j (θ0)Bj,i,θ0
2
F˜n,θ,j
∣∣∣∣
4]∣∣∣∣
x˜j−1=X˜
n,θ0
j−1
≤ Cǫ4nmnα8nk¯8n sup
j,i,θ,x˜j−1
‖K˜j(θ0)B⊤j,i,θ0 +Bj,i,θ0K˜j(θ0)‖4op → 0
as n→∞.
D.2 Proof of Proposition 3.1
Theorem 2.1.2 in [15] shows that Fn,θ,j admits a density pj,x¯j−1(xj , θ).
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For any g ∈ C1b (Rkj−kj−1 ) and h ∈ C∞o (Θ), we have
−
∫
∂θh(θ)Ej [g(Fn,θ,j)]dθ
=
∫
h(θ)∂θEj [g(Fn,θ,j)]dθ
=
∫
h(θ)Ej
[∑
k
∂g
∂yk
∂θ[Fn,θ,j]k
]
dθ
=
∫
h(θ)Ej
[∑
k,k′
〈Djg(Fn,θ,j), Dj [Fn,θ,j ]k′〉H [K−1j (θ)]kk′∂θ[Fn,θ,j ]k
]
dθ
=
∫
h(θ)
∫
g(xj)Ej [δj(L
θ(∂θFn,θ,j))|Fn,θ,j = xj ]pj,x¯j−1(xj , θ)dxjdθ.
Therefore, we obtain
−
∫
∂θh(θ)pj,x¯j−1(xj , θ)dθ
=
∫
h(θ)Ej [δj(L
θ(∂θFn,θ,j))|Fn,θ,j = xj ]pj,x¯j−1(xj , θ)dθ
(D.1)
almost everywhere in xj ∈ Rkj−kj−1 for any h ∈ C∞o (Θ). Because C∞o (Θ) is separable with respect to the
Sobolev norm ‖·‖1,2W , we have (D.1) for any h ∈ C∞o (Θ) almost everywhere in xj . Similarly, we can obtain an
equation for
∫
∂lθh(θ)pj,x¯j−1 (xj , θ)dθ for l = 2, 3, then Theorem 5.3 in Shigekawa [19] yields pj,x¯j−1(xj , ·) ∈ C2(Θ)
almost everywhere in xj ∈ Rkj−kj−1 . Then a similar argument with h = δθ (Dirac delta) yields (3.1).
Similarly, we obtain ∫
g(xj)∂
2
θpj,x¯j−1(xj , θ)dxj
= Ej
[∑
k
∂g
∂xk
∂2θ [Fn,θ,j]k +
∑
k,l
∂2g
∂xk∂xl
∂θ[Fn,θ,j]k∂θ[Fn,θ,j]l
]
= Ej
[
g(Fn,θ,j)δj(L
θ(∂2θFn,θ,j))
]
+ Ej
[∑
k
∂g
∂xk
(Fn,θ,j)[Aj ]k
]
= Ej
[
g(Fn,θ,j)δj(L
θ(∂2θFn,θ,j))
]
+ Ej [g(Fn,θ,j)δj(L
θ(Aj))]
for any g ∈ C2b (Rkj−kj−1 ), which implies (3.2).
D.3 Proof of Proposition 3.2
The first inequality is obtained because
E[|δj(Lθ(∂θiFn,θ,j))|4]1/4
≤ C
∥∥∥∥∑
k,l
∂θi [Fn,θ,j]k[K
−1
j (θ)]k,lDj [Fn,θ,j]l
∥∥∥∥
1,4
≤ C
∑
k,l
‖∂θi [Fn,θ,j]k‖1,16‖[K−1j (θ)]k,l‖1,8‖[Fn,θ,j]l‖2,16 ≤ Cαnk¯2n.
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The estimate for δj(L
θ(∂θi∂θlFn,θ,j)) is similarly obtained. Moreover, we have
‖δj(Lθ((δj(Lθ(∂θiFn,θ,j∂θl [Fn,θ,j ]k)))k))‖0,2
≤ C
∥∥∥∥∑
k,l
δj(L
θ(∂θiFn,θ,j∂θl [Fn,θ,j]k))[K
−1
j (θ)]k,lDj [Fn,θ,j]l
∥∥∥∥
1,2
≤ Cαnk¯2n
∑
k
‖δj(Lθ(∂θiFn,θ,j∂θl [Fn,θ,j]k))‖1,4
≤ Cαnk¯2n
∑
k
∥∥∥∥∂θl [Fn,θ,j ]k∑
l,l′
∂θi [Fn,θ,j ]l[K
−1
j (θ)]l,l′Dj[Fn,θ,j ]l′
∥∥∥∥
2,4
≤ Cα2nk¯4n.
D.4 Proof of Lemma 3.1
We denote Fi = [Fn,θ,j ]i and F˜i = [F˜n,θ,j]i. Because
‖[Kj − K˜j]il‖2,p ≤ ‖〈Dj(Fi − F˜i), DjFl〉‖2,p + ‖〈DjF˜i, Dj(Fl − F˜l)〉‖2,p
and
‖〈Dj(Fi − F˜i), DjFl〉‖2,p ≤ ‖‖Dj(Fi − F˜i)‖H‖DjFl‖H‖2,p
≤ ‖Fi − F˜i‖3,2p‖Fl‖3,2p ≤ Cpρn,
we have
sup
i,l,j,x¯j−1,θ
‖[Kj(θ)− K˜j(θ)]il‖2,p ≤ Cpρn.
Moreover, we have K˜j = Kj + (K˜j −Kj) = Kj(I +K−1j (K˜j −Kj)), E[‖K−1j ‖pop]1/p ≤ αnk¯n, and
E[‖K−1j (K˜j −Kj)‖op] ≤ Cαnk¯n · ρnk¯n → 0
as n→∞, by (B2) and the fact that αnρnk¯2n → 0. Then, for sufficiently large n, we have ‖K−1j (K˜j −Kj)‖op <
1/2 with positive probability, and therefore K˜−1j exists and
‖K˜−1j ‖op ≤ ‖K−1j ‖op(1 − ‖K−1j (K˜j −Kj)‖op)−1 ≤ Cαnk¯n
with positive probability. Because K˜j is deterministic, we obtain |[K˜−1j ]il| ≤ Cαnk¯n.
D.5 Proof of Lemma 3.2
Lemma D.1. Let f : [0, 1]→ R be a continuous function and E ⊂ R be a finite set. Assume that the derivative
f˙(t) exists almost everywhere in t ∈ f−1(Ec) and ∫
f−1(Ec)
|f˙(t)|dt < ∞. Then, f is absolutely continuous on
[0, 1].
Proof. We may assume that E is not empty. We denote E = {a1, · · · , ak} for some k ∈ N and a1 < · · · < ak.
It is sufficient to show that
|f(t)− f(s)| ≤
∫
f−1(Ec)∩[s,t]
|f˙(u)|du (D.2)
for any 0 ≤ s < t ≤ 1.
Fix s, t ∈ [0, 1] satisfying s < t. First, we assume that f(t), f(s) 6∈ E. We only show the case where there
exist k1, k2 such that 1 ≤ k1 ≤ k2 ≤ k, f(s) < ak1 , and ak2 < f(t). Other cases are proved in a similar way.
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Let K = k2 − k1 + 1 and Eǫ := {y ∈ R|minx∈E |x − y| ≤ ǫ}. We set a positive number ǫ so that
ǫ < min2≤l≤k |al − al−1|/2 and f(t), f(s) 6∈ Eǫ. We inductively define
s0 = sup{u ∈ [s, t]|f(u) = f(s)},
sj = sup{u ∈ (tj−1, t]|f(u) = ak1+j−1 + ǫ} (j = 1, · · · ,K),
tj = inf{u ∈ (sj , t]|f(u) = ak1+j − ǫ} (j = 0, · · · ,K − 1),
tK = inf{u ∈ (sK , t]|f(u) = f(t)}.
Then, we obtain f−1(E) ∩ (∪Kj=0(sj , tj)) = ∅ and
|f(t)− f(s)| ≤
K∑
j=0
|f(tj)− f(sj)|+
K∑
j=1
|f(sj)− f(tj−1)|
≤
K∑
j=0
∫ tj
sj
|f˙(u)|du + 2Kǫ ≤
∫
f−1(Ec)∩[s,t]
|f˙(u)|du + 2Kǫ.
By letting ǫ→ 0, we obtain (D.2).
In the case where f(s) = ak1 for some k1 ∈ {1, · · · , k}, then by setting s1, t1, · · · , sK , tK similarly, we have
|f(t)− f(s)| ≤
K∑
j=1
|f(tj)− f(sj)|+ ǫ
for sufficiently small ǫ, and consequently we have (D.2). We can similarly show (D.2) in the case that f(t) = ak2
for some k2 ∈ {1, · · · , k}.
Proof of Lemma 3.2. Let p, q > 1 with 1/p+1/q = 1 and 1−q/2 > 0. We abbreviate pj,t(xj) = pj,x¯j−1(xj , θth).
Then, Ho¨lder’s inequality yields
∫ ∫ 1
0
√
pj,t(xj)|E1j (xj , θth)|dtdxj
=
∫ 1
0
Ej
[
1√
pj,t
|Ej [δj(Lθth(∂θiFn,θth,j))|Fn,θth,j]|1{pj,t 6=0}
]
dt
≤ sup
t∈[0,1]
{
Ej [|δj(Lθth(∂θiFn,θth,j))|p]1/p
(∫
p
1−q/2
j,t (xj)dxj
)1/q}
.
Proposition 2.1.5 in Nualart [15] and its proof yield supt
∫
p
1−q/2
j,t (xj)dxj <∞ under (N2). Together with (B1)
and (B2), we obtain ∫ ∫ 1
0
√
pj,t(xj)|E1j (xj , θth)|dtdxj <∞,
which implies ∫ 1
0
|∂tpj,t|√
pj,t
(xj)1{pj,t 6=0}dt =
∫ 1
0
√
pj,t(xj)|E1j (xj , θth)|dt <∞ (D.3)
almost everywhere in xj .
The function
√
pj,t has derivative ∂t
√
pj,t = ∂tpj,t/(2
√
pj,t) if
√
pj,t 6= 0 by Proposition 3.1. Therefore,
Lemma D.1 and (D.3) yield the conclusion.
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E Nondegeneracy of the Malliavin matrix for degenerate diffusion
processes
E.1 The Malliavin matrix on a section
Let m1,m2, r, L ∈ N. Let (X,F, µ) be the canonical probability space associated with an r-dimensional Wiener
process W = (Wt)t∈[0,L]. Let Xt and Yt be m1- and m2-dimensional diffusion processes, respectively, on a
Wiener space satisfying (X0,Y0) = (x0, y0) and
dXt = B˜(t,Xt,Yt)dt+ A˜(t,Xt,Yt)dWt,
dYt = Bˇ(t,Xt,Yt)dt,
where x0 ∈ Rm1 , y0 ∈ Rm2 , and B˜(t, x, y), A˜(t, x, y), and Bˇ(t, x, y) are Rm1 -, Rm1 ⊗ Rr- and Rm2-valued
functions, respectively. We assume that the derivatives ∂(x,y)B˜, ∂
i
t∂
j
(x,y)Bˇ, and ∂
l
(x,y)A˜ exist and are continuous
with respect to (t, x, y) for i ∈ {0, 1}, j ∈ {1, 2, 3}, and l ∈ {0, 1}. We denote z = (x, y) and by Eµ the
expectation with respect to µ. Let H = L2([0, L];Rr) and D be the Malliavin–Shigekawa derivative operator
associated with W . Let γX ,Y be the Malliavin matrix of (X1,Y1), that is,
γX ,Y =
( 〈DX1, DX1〉H 〈DX1, DY1〉H
〈DY1, DX1〉H 〈DY1, DY1〉H
)
.
For a multi-index (i1, · · · , il), we denote |Ai1,··· ,il |2 =
∑
i1,··· ,il A
2
i1,··· ,il .
Proposition E.1. Assume that there exist constants M1 and M2 such that
sup
t,x,y
(
|∂l(x,y)B˜(t, x, y)| ∨ |∂it∂j(x,y)Bˇ(t, x, y)| ∨ |∂l(x,y)A˜(t, x, y)|
)
≤M1 (E.1)
for i ∈ {0, 1}, j ∈ {1, 2, 3}, and l ∈ {0, 1}, and
sup
t,x,y
(‖((∂xBˇ)⊤∂xBˇ)−1(t, x, y)‖op ∨ ‖(A˜A˜⊤)−1(t, x, y)‖op) ≤M2. (E.2)
Then γX ,Y is positive definite almost surely, and for any p ≥ 1, there exists a constant Cp depending only on
x0, y0, p, m1, m2, M1, and M2 such that Eµ[| det γX ,Y |−p] ≤ Cp. If further
∂yBˇ ≡ 0 or |Bˇ| ≤M1, (E.3)
then Cp depends on neither x0 nor y0.
To prove Proposition E.1, first we show the nondegeneracy of the Malliavin matrix γX = 〈DX1, DX1〉H for
X1. Let
B(t, x, y) =
(
B˜(t, x, y)
Bˇ(t, x, y)
)
, A(t, x, y) =
(
A˜(t, x, y)
Om2,r
)
,
Bt = B(t,Xt,Yt), and At = A(t,Xt,Yt). We define an (m1+m2)× (m1+m2) matrix-valued process (Ut)t∈[0,L]
by a stochastic integral equation
[Ut]ij = δij +
m1+m2∑
k=1
∫ t
0
[∇Bs]ki[Us]kjds+
m1+m2∑
k,l=1
∫ t
0
[[∇]kAs]il[Us]kjdW ls,
where ∇ = ∂(x,y). Then by the argument in Section 2.3.1 of Nualart [15], Ut is invertible and we have
[U−1t ]ij = δij −
m1+m2∑
k=1
∫ t
0
[U−1s ]ik
(
[∇Bs]jk −
m1+m2∑
l,α=1
[[∇]αAs]kl[[∇]jAs]αl
)
ds
−
m1+m2∑
k,l=1
∫ t
0
[U−1s ]ik[[∇]jAs]kldW ls.
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Moreover, we obtain
(DrZt)⊤ = UtU−1r Ar1{r≤t}, (E.4)
where Zt = (X⊤t ,Y⊤t )⊤.
Lemma E.1. Under the assumptions of Proposition E.1, γX is an invertible matrix almost surely and for all
p ≥ 1, there exists a positive constant C′p depending only on p, m1, M1, and M2 such that
Eµ[| det(γX )|−p] ≤ C′p.
Proof. Let I = (Im1 Om1,m2). Let τ = 1− sup{t ∈ [0, 1]; (‖U1‖op + ‖U−11 ‖op)3‖Ut − U1‖op > (48
√
3M21M2)
−1 ∧
(1/6)} ∨ 0. Then, because A˜A˜⊤ ≥ (1/M2)Im1 , we have
γX =
∫ 1
0
(DtX1)⊤DtX1dt
=
∫ 1
0
IU1U−1t AtA⊤t (U⊤t )−1U⊤1 I⊤dt
≥ 1
M2
∫ 1
1−τ
IU1U−1t I⊤I(U⊤t )−1U⊤1 I⊤dt.
For x ∈ Rm1 and t ∈ [1− τ, 1], simple calculations show that
x⊤IU1U−1t I⊤I(U⊤t )−1U⊤1 I⊤x
≥ |x|2 − |x|2
∥∥∥∥IU1(U−1t − U−11 )I⊤I(U⊤t )−1U⊤1 I⊤
∥∥∥∥
op
− |x|2
∥∥∥∥I((U⊤t )−1 − (U⊤1 )−1)U⊤1 I⊤
∥∥∥∥
op
≥ |x|2 − 4|x|2‖Ut − U1‖op‖U−11 ‖2op‖U1‖op − 2|x|2‖Ut − U1‖op‖U−11 ‖op
≥ |x|2/3.
Here we used Proposition 2.7 in Chapter II of Conway [1], the equation U1(U−1t − U−11 ) = (U1 − Ut)U−1t , and
the fact that
‖U−1t ‖op ≤ ‖U−11 ‖op(1− ‖U−11 ‖op‖Ut − U1‖op)−1 ≤ 2‖U−11 ‖op. (E.5)
Hence, we have γX ≥ τ3M2 Im1 .
Moreover, for any q > 0, there exists a constant C′′p depending only on p, m1, M1, and M2 such that
µ[τ < 1/t]
≤ µ
[
(‖U1‖op + ‖U−11 ‖op)3 sup
0≤s≤1/t
‖U1−s − U1‖op ≥ 1
48
√
3M21M2
∧ 1
6
]
≤ C′′q (1/t)2q
for any t > 1. Together with the equation Eµ[τ
−q ] =
∫∞
0
µ[τ < (1/t)1/q]dt, we obtain the conclusion.
Proof of Proposition E.1. First, we have
〈DY1, DY1〉H =
∫ 1
0
(DtY1)⊤DtY1dt, 〈DY1, DX1〉H =
∫ 1
0
(DtY1)⊤DtX1dt.
The determinant formula for a partitioned matrix (see (0.8.5.3) in Horn and Johnson [10]) yields det(γX ,Y) =
det(γX ) detF , where
F = 〈DY1, DY1〉H − 〈DY1, DX1〉Hγ−1X 〈DX1, DY1〉H.
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Therefore, thanks to Lemma E.1, it is sufficient to show that for any p ≥ 1, there exists a positive constant C′′′p
depending only on p, m1, m2, M1, and M2 such that Eµ[| detF |−p] ≤ C′′′p .
Let M = γ−1X
∫ 1
0 (DsX1)⊤DsY1ds. Then, F can be rewritten as
F =
∫ 1
0
(
DtY1 −DtX1M
)⊤(
DtY1 −DtX1M
)
dt. (E.6)
We also have
DtY1 =
∫ 1
t
Dt(Bˇ(s,Zs))ds =
∫ 1
t
(DtXs∂xBˇs +DtYs∂yBˇs)ds
= A⊤t (U−1t )⊤
∫ 1
t
U⊤s I⊤∂xBˇsds+
∫ 1
t
DtYs∂yBˇsds
=: Zt,1 + Zt,2,
(E.7)
where Bˇs = Bˇ(s,Zs). Let Zt,0 = (1− t)A⊤t (U−1t )⊤U⊤1 (Im1 Om1,m2)⊤∂xBˇ1 and
τ ′ = τ ∧
(
1− sup
{
t ∈ (0, 1); sup
s∈[t,1]
‖DtBˇs‖op > (12
√
6M1M2(1 − t))−1
})
∧
(
1− sup
{
t ∈ (0, 1); sup
s∈[t,1]
‖∂xBˇs − ∂xBˇ1‖op > (32
√
3M1M2)
−1
})
.
Then, because Bˇ is linear growth, for any q > 0, there exists a constant C˜q such that
µ(τ ′ ≤ 1/t) ≤ µ(τ ≤ 1/t) + µ
(
sup
s∈[0,1/t]
sup
u∈[s,1]
‖D1−sBˇ1−u‖op > t
12
√
6M1M2
)
+ µ
(
sup
s∈[0,1/t]
‖∂xBˇ1−s − ∂xBˇ1‖op > 1
32
√
3M1M2
)
≤ C˜q(1/t)2q
(E.8)
for any t ≥ 1, which implies that Eµ[τ ′−q] is finite.
Let U¯t = IU1U−1t I⊤ and
F0 =
∫ 1
1−τ ′
(Zt,0 −DtX1M)⊤(Zt,0 −DtX1M)dt.
By the matrix inequality
− A⊤A−B⊤B ≤ A⊤B +B⊤A ≤ A⊤A+B⊤B (E.9)
for matrices A and B of the same size, we have
(C −M)⊤(C −M) + (D −M)⊤(D −M) ≥ (C −D)⊤(C −D)/2 (E.10)
for matrices C and D.
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Together with the inequalities A˜tA˜
⊤
t ≥ (1/M2)Im1 and (∂xBˇ1)⊤∂xBˇ1 ≥ (1/M2)Im2 , we obtain
F0 =
∫ 1
1−τ ′
B(t)⊤U¯tA˜tA˜⊤t U¯⊤t B(t)dt
≥ 1
M2
∫ 1
1−τ ′
B(t)⊤U¯tU¯⊤t B(t)dt
≥ 1
M2
inf
t∈[1−τ ′,1]
(‖(U¯tU¯⊤t )−1‖−1op )
∫ 1
1−τ ′
B(t)⊤B(t)dt
=
1
M2
inf
t∈[1−τ ′,1],|x|=1
|x⊤U¯tU¯⊤t x|
×
∫ 1
1−τ ′/2
{
B(t)⊤B(t) +B(t− τ ′/2)⊤B(t− τ ′/2)
}
dt
≥ 1
2M2
· 4
9
∫ 1
1−τ ′/2
τ ′2
4
(∂xBˇ1)
⊤∂xBˇ1dt ≥ τ
′3
36M22
Im2 ,
where B(t) = (1− t)∂xBˇ1 −M . Here we used the fact that
|U¯⊤t x|2 = |x+ I(U−1t )⊤(U1 − Ut)⊤I⊤x|2
≥ (|x| − ‖U−1t ‖op‖U1 − Ut‖op|x|)2 ≥ (1 − 2/6)2 = 4/9 (E.11)
for t ∈ [1− τ ′, 1] and |x| = 1.
Let F ′ be similarly defined to F by changing the interval of integration to [1− τ ′, 1). Because (E.9) yields
C⊤C −D⊤D = (C −D)⊤(C −D) +D⊤(C −D) + (C −D)⊤D
≥ (C −D)⊤(C −D)− 2(C −D)⊤(C −D)−D⊤D/2
= −(C −D)⊤(C −D)−D⊤D/2
(E.12)
for matrices C and D of the same size, together with (E.6), (E.7), and (E.9), we obtain
F ′ − F0 ≥ −1
2
F0 −
∫ 1
1−τ ′
(Zt,1 + Zt,2 − Zt,0)⊤(Zt,1 + Zt,2 − Zt,0)dt
≥ −1
2
F0 − 2
∫ 1
1−τ ′
(Zt,1 − Zt,0)⊤(Zt,1 − Zt,0)dt− 2
∫ 1
1−τ ′
Z⊤t,2Zt,2dt.
Because
Zt,1 − Zt,0 = A⊤t (U−1t )⊤
∫ 1
t
{
(Us − U1)⊤I⊤∂xBˇs + U⊤1 I⊤(∂xBˇs − ∂xBˇ1)
}
ds,
we have
F ′ − F0/2
≥ −4M41 τ ′3 sup
t∈[1−τ ′,1]
(‖U−1t ‖2op) sup
t∈[1−τ ′,1]
(‖Ut − U1‖2op)Im2
− 4M21 τ ′3 sup
t∈[1−τ ′,1]
‖U1U−1t ‖2op sup
t∈[1−τ ′,1]
‖∂xBˇt − ∂xBˇ1‖2opIm2
− 2M21 τ ′3 sup
1−τ ′≤t≤s≤1
‖DtYs‖2opIm2
≥ −16M41 τ ′3‖U−11 ‖2op sup
t∈[1−τ ′,1]
‖Ut − U1‖2opIm2
− 64
9
M21 τ
′3 sup
t∈[1−τ ′,1]
‖∂xBˇt − ∂xBˇ1‖2opIm2
− 2M21 τ ′3 sup
1−τ ′≤t≤s≤1
{(1− t)2‖DtBˇs‖2op}Im2
≥ − τ
′3
432M22
Im2 −
τ ′3
432M22
Im2 −
τ ′3
432M22
Im2 .
38
Here we used (E.5) and the fact that ‖U1U−1t ‖op ≤ 1 + ‖U1 −Ut‖op‖U−1t ‖op ≤ 4/3 for t ∈ [1− τ ′, 1]. Therefore,
we conclude that
detF ≥ detF ′ ≥ det
(
1
2
F0 − τ
′3
144M22
Im
)
≥
(
τ ′3
144M22
)m2
.
If further (E.3) is satisfied, then the upper bound in (E.8) depends on neither x0 nor y0 because
∂xBˇt − ∂xBˇs =
∫ t
s
∑
i
∂x∂yiBˇu[Bˇu]idu+ (terms with bounded moments)
by Itoˆ’s formula.
E.2 The Malliavin matrix of block observations
Let γl be the Malliavin matrix of ((Xj ,Yj))lj=1.
Proposition E.2. Assume the conditions of Proposition E.1. Let Cp be the one in Proposition E.1. Then, γL
is positive definite almost surely, and Eµ[| det γL|−p] ≤ CpL for any p ≥ 1.
Proof. We may assume that L ≥ 2. Let 2 ≤ l ≤ L. Because (E.4) implies
(DtZl)⊤ = UlU−1t At = UlU−1l−1(DtZl−1)⊤
for t ≤ l − 1, we have
〈DZj , DZl〉H = 〈DZj , DZl−1〉H(U−1l−1)⊤U⊤l
for j ≤ l − 1, and
〈DZl, DZl〉H =
∫ l
0
(DtZl)⊤DtZldt
= 〈DZl, DZl−1〉H(U−1l−1)⊤U⊤l +
∫ l
l−1
(DtZl)⊤DtZldt.
Then, by setting γ˜l =
∫ l
l−1(DtZl)⊤DtZldt, we have det γl = det γl−1 det γ˜l because
 〈DZ1, DZl−1〉H(U−1l−1)⊤U⊤l· · ·
〈DZl, DZl−1〉H(U−1l−1)⊤U⊤l


is a linear combination of {([γl]ij)1≤i≤(m1+m2)l}(m1+m2)(l−2)<(m1+m2)(l−1). Therefore, Proposition E.1 implies
that
Eµ[| det γL|−p] = Eµ
[∣∣∣∣
L∏
l=1
det γ˜l
∣∣∣∣
−p]
≤
L∏
l=1
Eµ[| det γ˜l|−pL] ≤ CpL.
F An auxiliary lemma related to partitioned matrices
Lemma F.1. Let A1, A2, B, and C be matrices of suitable size so that(
Ai B
B⊤ C
)
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is a partitioned matrix for i = 1, 2. Assume that A1 and C −B⊤A−11 B are invertible. Then we have
A−11 (A2 B)
(
A1 B
B⊤ C
)−1(
A2
B⊤
)
= (A−11 A2)
2 +A−11 (A2A
−1
1 − I)B(C −B⊤A−11 B)−1B⊤(A−11 A2 − I).
(F.1)
In particular, the right-hand side of (F.1) is equal to the unit matrix if A1 = A2.
Proof. A simple calculation yields the conclusion by using (0.8.5.6) in Horn and Johnson [10].
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