Firefighter 
INTRODUCTION
When a team of firefighters enter a blazing building, a central hub of information is the battalion chief who assesses the progress of the team and makes supervisory decisions regarding the progress of the search and rescue effort. After our discussions * Address all correspondence to this author.
with local firefighters, we assessed that it would be valuable to the battalion chief to monitor not only location but also the types of movements of her/his team members so that s/he can make better informed decisions. With their low cost and availability, wireless sensors, such as accelerometers can be used to measure each of the firefighter's movement for specific body parts and with this information we can automatically provide details that will relieve the congestion on the current communication channel, a shared two-way radio. Data collected from different body segments of a firefighter within a time frame can be used to determine his/ her behavior in real time ( Figure 1 ). Once an activity is classified, a graphical system can represent information to the team leader corresponding to that activity.
Our goal in this project is finding a mechanism to correctly predict activities in real-time using minimum number of sensors. There are three main components in this process: data acquisition, data processing (discretization, normalization, analysis) and classification. The first step is done on the sensors and the third step is done at the base station. Though the second step can also be done at the base station, in order to reduce the data transmission rate, we experimented with performing some processing on the sensor node so that only the feature patterns computed over the collected data is transmitted back. This reduction in bandwidth allows for more sensor nodes to use the channel and also reduces the energy used by the sensor nodes.
In this paper, we introduce a solution to track human activities using accelerometers. The acceleration signals received from each sensor represent movement of the body segments on which it is attached. Within a small periodic time-span, the collection of data is compared against the training data to classify the current movement of the object. The specific aims of our project are to: develop the real-time algorithm for classification; determine location and number of sensors; and discover an appropriate frequency of data collection so that for each time period, there is enough information collected and transmitted back to the base station to classify an activity while remaining responsive in light of the anticipated emergency time critical response.
We use two different methods to solve our classification problem. The first uses dynamic time warping (DTW) to gauge similarity between testing and training time series. The other finds feature patterns for classification from training and clusters them using a support vector machine (SVM). Our experiments reveal that the SVM approach results in more reliable classification and that as few as two sensors are good enough to classify the critical behaviors of interest.
This paper is divided into 6 sections. The next section provides some information about current related research and challenges. Section 3 describes our experimental set-up and data recording method used in this project. Section 4 describes the processing of the data collected and classification for behavior. Section 5 is about the experiments and results given by the classification methods. Section 6 concludes the project and points out possible future research directions.
Related Work
Sensing and augmentation with wireless technology is not a new idea applied firefighting and several efforts have been set forth to challenge this specific goal. Two notable examples are the Fire Information and Rescue Equipment (FIRE) effort between UC Berkeley's Mechanical Engineering department and the Chicago fire dept [1] and also the so-called "Precision Personnel Locator" (PPL) project at Worchester PolyTechnic Institute [2] . The FIRE project sets it aims in two areas, first providing visual information such as floor layouts to the firefighters via small head-mounted displays and second by sensing for the location of the firefighter and dangers, such as the fire hot spots [3, 4] . PPL is focused on the indoor position tracking of individuals (firefighters) and has conducted a thorough investigation of their proposed technique [5, 6] . Work on indoor tracking in general has also been the focus of several other reseach thrusts [7, 8] . In contrast, these projects largely focus on the position of the firefighter while we complement this work by additionally sensing and classifying the type of activity that a firefighter is performing.
Human Motion Classification
Many researchers have been working on classifying human activities from video sequences [9] [10]. Chai and Hodgin proposed an approach to classify human motion from low control signals by employing video cameras and a small set of retroreflective markers to create a low-cost system [11] . Joo Hong et al. [12] used accelerometers in hospitals to remotely track patients' movement. In this work, a single accelerometer is attached on elderly patients or movement impaired people to help physicians track if they are active or not. The methods used was principal component analysis. Noel Kaijsers et al. [13] used statistic neural networks to classify human movements. The neural network was used to assess the severity of levodopa-induced dyskinesia from scores achieved by accelerometers' signals. Human motion classification is an important research topic with applications in surveillance. Many researchers have looked at analyzing video data for this purpose. In a different direction, this project focuses on the problem when the vision on the object is occluded and limit data bandwidth can be transferred in the environment. In this case, the accelerometers are used to transmit data via FM radio. In addition, we target this project for application in firefighting which limits the domain of expected behaviors.
System Overview
The system layout is shown schematically in Figure 2 . Battery driven wireless accelerometers transmit data to a base station during run-time. The base station processes the data and performs classification of the activity. After our discussion with the firefighting team, we selected five different activities recorded:
1. Walking 2. Running 3. Crawling 4. Pulling/dragging a heavy object (simulation of saving an unconscious victim) 5. Idling
The time frame should be defined so that the amount of data collected within that frame is large enough to classify different activities. However, the data should be short enough to provide a reasonable update to the battalion chief. Thus, for each activity to be predicted, we decided to record continuous data for 1.5 seconds -intuitively this period is plenty fast enough for the chief to take action.
Wireless sensors
The accelerometers are mounted on the mica2dot mote (wireless sensor node) ( Figure 3 ) available from Crossbow Technologies [?] . The node possesses processing, storage and communication abilities and is programmable using the NesC language and the TinyOS operation system. TinyOS is an embedded operating system developed by the University of California, Berkeley. It is written in NesC, a new language for programming structured component-based applications. The motes are programmed to pack 5 data samples (in both direction x and y, 2 bytes each) into a packet and transmit it to the base station.
Each sensor is programmed with its own identification number. One spare sensor is programmed and used as a controller. The controller sends synchronous signals to all sensors to command the sensors to start measuring accelerations. Figure 4 shows the locations on the human body where we attach the accelerometers. Six sensors are numbered from 1 to 6. There are two sensors on the two wrists, one on each ankle, one on the forehead and one on the waist.
Data Acquisition
The training person performs each of the activities continuously for 30 seconds. Data is simultaneously recorded from different body segments of the training person. Data sampling rate is set to 20 Hz. Accelerations are measured continuously for 1.5 seconds for each testing data set. Thus, each time series has 30 data points. Each packet sent by the sensors is packed with 5 data samples. When there are lost packets, the data is made up by averaging out with their successors and predecessors packets. Raw samples of the data appear in Figure 5 showing the potential variation for a single behavior for a single subject. 
Classification
Motion data of the object, both training and testing, are represented as time series of observed acceleration. In this section, we discuss two different classification methods: dynamic time warping (DTW) and support vector machine (SVM) on which our solution depends. In addition to the classification method, since we are targeting an online tool, both the speed of the algorithm is a factor as well as its input requirements. The latter adds an additional constraint that an important need of the project is for the sensor to have the capability of analyzing the data required before transferring its signal to the base station. We include these factors in our discussion as well as the specifics of each approach.
Classification by Dynamic Time Warping (DTW).
The first method we use to classify the activity is lining up the testing time series with the training ones to find the one with minimum distance. The distance between the testing and training time series is the similarity between trends of movements along time axis. The method that we use is called dynamic time warping (DTW) [14] . DTW has been widely used in video, audio, and graphics where streaming data can be represented in time series and the problem is solved in polynomial time. DTW allows more sophisticated distance measurement by warping the time axis on the time series to achieve better alignment. For this reason, DTW can match the similar activity patterns which vary in time and speed. For example a person may walk slow or fast but his activity is still considered walking. In Figure 6 , an example of two time series and their best time-warped alignment illustrates DTW.
Acceleration data is normalized both in the training and testing steps. Euclidean distance between the time-warped algorithm is the metric function. The distance between a test example and the training data is computed. The nearest neighbor is classified as the result activity. Since all of the data sample is required for a single classification, the information for each sensor must be transmitted to the base station. However, as long as the training set was kept small, we were able to achieve real-time performance for DTW. Figure 7 . A classification problem which may be complex in a low dimensional space becomes easier when using separating hyperplane in higher dimension.
Classification by SVM Model
Support Vector Machine (SVM) is a useful technique for data classification. SVM operates by finding a hypersurface in space of input data. We take a set of training data to create a model which contains attribute information to predict the target class of testing data. Each training data sample includes a class label and several attributes. The created SVM model contains a set of linear separating hyperplanes or hypersurfaces with maximal margin. Figure 7 demonstrates SVM in a pictorial fashion.
Formally, let T(x i , y i ) (i = 1, ... , l) be a set of training samples where x i ∈ R n are the samples attributes and y i are the sample labels, the training vectors x i are then created by solving the following optimization problem [15] .
Training vectors x i are mapped to multi-dimensional space by function and separating hyperplanes are found with maximal margin.
There are four different basic kernels: linear, polynomial, radial basis function and sigmoid. In this project, we use polynomial kernel where
We use two accelerometers, each testing sample (x 1 , y 1 , x 2 , y 2 ) contains four instance vectors x 1 , y 1 , x 2 , y 2 . The feature vector that feeds into the SVM machine is f = [mean(x 1 ),std(x 1 ),mean(x 2 ),std(x 2 )]. Here, we only need to send the feature vector of the sample after computing it on the sensor. Also, the training set can be larger than described for DTW.
Implementation and Results
We collect training data by continuously recording each of the defined activities for 30 seconds from a single person (see Figure 8 ). In the first experiment, we use complete set of six sensors for classification. Testing sequences are recorded both each subject. We first test short sequence of single activity with DTW method and then on continuous data.
Sensor Weighting. Empirically, we assign different weights to different accelerometers (the closer to the root the accelerometer is, the higher the weight). We consider the position on the torso where we attach the sensor as the root and it is inferred that the sensors on the limbs have lowest weight values. After performing several experiments we can approximate the optimal sliding window size at the data discretization steps. The window size is considered optimal when it yields fairly high distances among the classified classes of activity. This step is only used with DTW.
With the SVM approach, for each of the activities, we segment continuous training data into a number of training samples. From each of training samples, the features are extracted and we use standard deviation and mean values as the feature variables. Testing data is naively segmented into samples of thirty data points. Mean and standard deviation are computed for each sample. Offline, an SVM model is built from the entire collection of training data and is ready to be used for classification steps. For the method using DTW to compare two time series, we use sequential approximation (SAX) [16] to convert the recorded data to a symbolic time series of discrete symbols. The advantage of using SAX is it allows lower bounding of Euclidian distance and dimensionality reduction.
Experimental Results
Our first grouping of experiments was performed only using DTW to assess a few key aspects of our data. That is, is there enough information in the accelerometer data set to classify the motions of interest? And, second, what is the minimum number of sensors that can be used and what should their placement be? distance) to calculate the distance between the testing time series and the training data for a single subject. For each class of activity, we recorded three data sets for testing. The result appear in Table 1 . In this case, the total accuracy is around 70 percent. Running and walking are not well distinguished.
Experiment 2: Tuning for improved classification
In order to improve the performance, we allow a shift in the testing of the time series within a small time window and choose the position returning smallest distance. We also increase the DTW radius to 3 to gain better result. This improves the classification quality but increases cost in term of running time. With some tuning based on trial and error, we were able to make the result improve to 100 percent when we assigned different weights to different sensors so that the inner body part such as waist and forehead have higher values than the ones on four limbs.
Experiment 3: Reducing Number of Sensors
An important goal for us was to assess the minimum number of sensors and their placement to make our system as practical as possible. In this experiment, we ran various subsets of Figure 9 . Distance between testing and training behaviors the sensors to see if there is redundancy and we can minimize the number of sensors required for the classification processes. We remove sensor 6. The set of remaining 5 sensors still performed well and gave similar results as the complete one except the dragging was classified as pulling. Intuitively, both sensor 6 (forehead) and sensor 5 (waist) measure the movement of the whole body and there is redundancy in their data. We perform test on different combinations shown in Table 2 .
Experiment 4:
Testing on continuous, nonsegmented data To bring our experimental set-up closer to the real world case, we recorded subjects performing continuous combinations of the activities of interest over 30-second intervals. These tests are performed on 3 different subjects, labelled persons A, B and C. The training data was recorded on person A previously. Each activity sequence is recorded continuously for 30 seconds with 5 different activities recorded for testing: running, walking, crawling, pulling and idle. These experiments only use two sensors 1 and 3 (one on right hand and the other one on right ankle). Results appear in Figure 9 .
From our results, we find that the DTW method is reasonably good only when testing data is comes from A (training person). However, there are still several misses that we can notice at the transitions between the activities. It is because these are mixtures of two defined activities and theoretically they are the activities that have not been defined during training processes. The classification quality degrades when testing on person B and C, i.e. when testing activities are performed on subjects other than the subject that performs training activities. can see that with the set of five behaviors as defined in this project, using two sensors is good enough for classification process.
Comparing classification methods
Once our initial testing phase was complete, we set out to compare DTW to SVM. In brief, DTW is thorough but slow. Its speed forced us to classify our data in the last experiment with a limited training set, although we believe if we compared with a larger dataset it would do very well based on our 100 percent accuracy in our experiments from Phase 1. In the second phase, our goal was to contrast implementations of both methods on the continuous data.
To start, SVM is run on a large test data set (represented by each point in Figure 10 . Looking at the acceleration signals generated by the right hand for all 5 different activities (Figure 10 ), we can visually distinguish the activities and segment the data sequence by looking at the frequencies and amplitudes which are represented by the means and standard-deviations of those segments.
Next we perform all six previous tests from Experiment 4 with SVM and the results improve significantly ( Figures  11 and 12 ), especially at the transition points. Intuitively, this is because the transition between activities A1 and A2 lies on or close to the boundaries created by the hyperplane in SVM model, therefore the activity is classified as either A1 or A2. (Note, we feel a small transition error is acceptable since it is very short and a simple filtering process could remove such artifacts in a commercial implementation where a firefighter is not changing activities as quickly as was done in our experiments.)
In addition, we experimented with adding different data sets The transition between running and walking is reasonable because the subject needs to slow down before idling. to the training of the SVM model. A set of results from these examples appear in Figure 13 . Finally, we also consider the features that carry the relative information between the sensors by looking at the crosscorrelation between the body segments in computing the SVM (Figure 14 .) One feature that we extract is that the maximum value of the normalized cross-correlation appears to be between Sensor 1 and 2.
However, when we include this feature to generate the SVM model, the result does not improve. However, we may decide to use cross-correlation if we were to include more a complex set of activities. For the five defined activities, means and standarddeviations of two sensors appears good enough for our classification problem. 
Conclusions
We perform classification on a set of specific behaviors identified from discussion of activities performed during search and rescue in firefighting. Our goal is a real-time system which utilized the smallest number of sensors and took advantage of onboard processing of sensors to minimize message passing (saving battery power) while performing good classification. In addition, sensor placement was another unknown in our investigation. Our method uses wireless sensors which measure acceleration and have limited processing capabilities. In our experiments, we distinguished between two classification approaches. We show results with a high-level of accuracy and conclude that two sensors on hand and on ankle are sufficient for this classification.
Several challenges make this problem difficult. Data can be very noisy because of the complexity of environment. Data is transmitted via FM radio; therefore, the rate of packet loss can be high. The accelerometers used measure only two dimensions. Moreover, the classification must be done quickly (within each time frame) so that the system can work in real-time. Finally, the sensor memory is limited, therefore training data and code must be represented compactly.
We compare DTW and SVM classification method in several scenarios. However, we find that classification using SVM is more advantageous because of the following reasons:
1. SVM gives better results at transitions between two define activities. 2. SVM reduces the data transmission since only the features of the collected data are sent. They can be easily computed on the sensors. 3. SVM can use the features that carry relative information between the sensors while DTW handles sensors separately.
For the best results, we found that training on multiple persons was helpful. Possibly, in the field, we might recommend a test stage with individual firefighters (though this was not required in our experimental set-up.) It is probably better to use 3-dimensional accelerometers so that we can use the absolute acceleration by taking the values recorded on the three dimensional space. In the real application, we may need more than 5 activities and adding more dimensions to the data space by considering cross-correlation information (or other features) may be required. Latency is on the order of a second and would be acceptable depending upon the application and situation.
In the future, we would prefer improvement by performing all classification process on the sensors and the only information sent to the base station is the classified result. This is desirable because when the number of objects is high, the higher rate of data transmission may overload the base station. Another reason is that data is sent over FM radio which is easily lost due to environment. In term of capacity, on-sensor classification may be trivial because the training data does not require much memory. However, the challenge is the processing speed and the fault tolerance of the technique. Also, a robust system must handle the case when a processing sensor may be dead. This leads to a new problem, fault tolerance, in sensor network and provides exciting directions for future extenstions.
