Властивості області поділу для відокремлюваних ε-сіток двох множин by Іванчук, М.А. et al.
Математичне та комп’ютерне моделювання 
80 
19. Шкурба В. В. Задача трех станков / В. В. Шкурба. — М. : Наука, 1976. — 
96 с. 
Authors have analysed statements of problems of Eucledian combina-
torial optimization both under certainty, and under stochastic uncertainty. 
Models of applied tasks as problems of Eucledian combinatorial optimiza-
tion on arrangements are constructed. They use deterministic problems 
with linear fractional objective function both unconditional, and under lin-
ear constraints. Also stochastic problems on arrangements are constructed. 
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ВЛАСТИВОСТІ ОБЛАСТІ ПОДІЛУ  
ДЛЯ ВІДОКРЕМЛЮВАНИХ -СІТОК ДВОХ МНОЖИН 
У статті досліджується питання роздільності множин в ев-
клідовому просторі. В роботі введено поняття -роздільності, 
множини поділу. Доведено основні властивості для множин 
поділу, в тому числі, зіркова опуклість. Розглянуто основні 
властивості межі множини поділу, наведено асимптотичні 
властивості точки границі. 
Ключові слова: -сітки, задача класифікації, область поділу. 
Вступ. Нехай з генеральних сукупностей, що генеруються неза-
лежними випадковими величинами   та  , отримані вибірки A  та 
B  об’ємами An , Bn . Задача полягає в знаходженні відокремлюючої 
гіперплощини L , для якої справедливе співвідношення     , sup ,
dl H
P L L P l l      

     , 
де nL  — гіперплощина, що ділить множини ,n nA B   . Викорис-
таємо теорію -сіток для розв’язання даної задачі класифікації [1]. 
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Розглянемо ранжований простір ( , )d dR H , де dH  — сукупність 
всіх півпросторів в dR , та будуватимемо в ( , )d dR H  -сітки множин 
A  та B . В [2] було доведено наступну теорему. 
Теорема 1. Для того, щоб множини , dA B R  були -відокремлю-
ваними, необхідно та достатньо, щоб в ранжованому просторі ( , )d dR H  
існували їх -сітки 
A
AN , B
BN , для яких виконуються співвідношення: 
1) 
A B
A BconvN convN    , 
2)  A A B B A Bn n n n     . 
У роботі розглядається метод знаходження ,A B  , що задоволь-
няють умові 2 теореми 1 таких, для яких існують відокремлювані -
сітки 
A
AN , B
BN . 
Означення. Множину  
  1 2 1 22, 1 2( , ) (0,1) : , , ,A B B BA AD N N convN convN            
називатимемо областю поділу. 
Якщо відома область поділу, для перевірки виконання умови 2 
теореми 1 достатньо розв’язати задачу мінімізації 
minA A B B
A B
n n
n n
    
за умови   ,,A B A BD   . 
Якщо умова 2 теореми 1 не виконується для розв’язку задачі мі-
німізації  0 0,A B  , то вона не буде виконуватися для всіх 
  ,,A B A BD   . 
Припустимо, що випадкові величини 1, R    є неперервними 
випадковими величинами з функціями розподілу ,F F  . 
Означення. Множину lD  таку, що 
  2 1: ( , ) (0,1) : , { } , { }lD x y h R P h x P h y          ,  
називатимемо областю поділу для ,  . 
Для множини lD  має місце 
Лема 1. Нехай існує обернена функція до F . Тоді множина lD  
та  2: 0,1 \lD D  розділені кривою 
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        1 1min 1 ,1y x F F x F F x       . 
Доведення. Розглянемо два можливих випадки. 
1. Нехай для деякого  ,h   : ( ) ( )F h F h  , тоді множину 
lD  можна описати системою нерівностей 
1 ( ),
( ).
x F h
y F h


  
 
Тоді пряма, що відокремлює множини lD  та lD , має вигляд 
    1 1y x F F x   . 
2. Нехай для деякого  ,h   : ( ) ( )F h F h  , тоді множину 
lD  можна описати системою нерівностей 
( ),
1 ( ).
x F h
y F h


  
 
У цьому випадку пряма, що відокремлює множини lD  та lD , 
має вигляд 
    11 .y x F F x    
Отже, в загальному випадку множини lD  та lD  відокремлюють-
ся прямою 
        1 1min 1 ,1y x F F x F F x       . 
Лема 1 доведена. 
Отже, за відомими функціями розподілу ,F F   можна побуду-
вати область поділу. Розглянемо приклади області поділу для най-
більш вживаних розподілів. 
Нехай випадкові величини ,   розподілені за нормальним за-
коном з параметрами ,    та ,   . Тоді область lD  обмежена 
функцією (рис. 1) 
1 11
( ) min ,1 , (0,1)
G G
x x
y x x
 
 
 
 
   
 
                                                  
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Рис. 1. Область поділу для нормального розподілу 
Нехай випадкові величини ,   розподілені за експоненціаль-
ним законом з параметрами   та  . Область lD  обмежена знизу 
функцією (рис. 2) 
 ( ) min 1 , 1 , (0,1)y x x x x




  
        
 
 
Рис. 2. Область поділу для експоненціального розподілу 
Нехай випадкові величини ,   розподілені за рівномірним за-
коном з параметрами ,a b   та ,a b  . Область lD  обмежена знизу 
функцією (рис. 3) 
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(1 ) (1 )
( ) min ,1 , (0,1)
b x a x a a x b x a
y x x
b a b a
     
   
            
 
 
Рис. 3. Область поділу для рівномірного розподілу 
Нехай випадкова величина   розподілена за рівномірним зако-
ном розподілу з параметрами ,a b  , а випадкова величина   розпо-
ділена за нормальним законом з параметрами ,   . Тоді область 
lD  обмежена функцією (рис. 4) 
(1 ) (1 )
( ) min ,1 , (0,1)
b x a x b x a x
y x x     
 
 
 
                        
 
 
Рис. 4. Область поділу для рівномірного та нормального розподілу 
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Області поділу для неперервних розподілів є опуклими, тому 
точку  0 0,A B   в цьому випадку можна знайти як розв’язок задачі 
опуклого програмування (рис. 5). 
 
Рис. 5. Розв’язання задачі опуклого програмування 
Позначимо  1 2 1 22, 1 2( , ) (0,1) : , ,A B B BA AD N N convN convN          . 
У лемі 1 описана лінія, що розділяє множини ,D   та ,D  . До-
ведемо її збіжність з лінією, що розділяє множини ,A BD  та ,A BD  
(рис. 6). 
 
Рис. 6. Емпіричні та теоретична криві поділу 
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Теорема 2. Нехай 
1) множини ,A B  розміру ,A Bn n  відповідно генеруються незалеж-
ними неперервними випадковими величинами ,  ; 
2) множини ,A BD  та ,A BD  розділені кривою , ( )A By x . 
Тоді має місце співвідношення 
,,
lim ( ) ( )
A B
A Bn n
y x y x  , 
де 
         1 1min 1 ,1G Gy x F F x F F x                   . 
Доведення. Для доведення теореми достатньо показати, що ма-
ють місце співвідношення 
    1 1( ) ( ) , (0,1)B An nF F y F F y y     (1) 
та 
    1 11 ( ) 1 ( ) , (0,1)B An nF F y F F y y      . (2) 
Покажемо, що співвідношення (1) справедливе    1 1
[0,1]
( ) ( )sup
B An n
y
F F y F F y  
   
       1 1 1 1
[0,1]
( ) ( ) ( ) ( )sup
B A A An n n n
y
F F y F F y F F y F F y      
     
       1 1 1 1
[0,1] [0,1]
( ) ( ) ( ) ( )sup sup
B A A An n n n
y y
F F y F F y F F y F F y       
      
       
1
1 1
[0,1]
( ) ( )sup sup
B An n
x R y
F x F x F F y F F y     
    . 
За теоремою Глівенка–Кантеллі [3] перший доданок 
1
( ) ( ) 0,sup
Bn B
x R
F x F x n
   , 
Припустимо, що   має щільність f K  . Тоді для другого до-
данку маємо оцінку    1 1 1 1
[0,1] [0,1]
( ) ( ) ( ) ( )sup sup
A An n
y y
F F y F F y K F y F y       
   . 
Покажемо, що 1 1
[0,1]
( ) ( ) 0sup
An
y
F y F y 
  . 
Припустимо, що 0 0( ) (0,1)F x y    фіксоване. Припустимо, що 
1 1
[0,1]
( ) ( ) 0sup
An
y
F y F y 
  , тоді 0 0( ) ( ) 0AnF x F x   . Прийшли до 
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суперечності. Отже, має місце співвідношення (1). За аналогією спів-
відношення (2) також має місце. 
Теорема 2 доведена. 
Отже, при ,A Bn n   має місце збіжність емпіричної кривої, 
що відокремлює область поділу від її доповнення до теоретичної 
кривої. Покажемо асимптотичну нормальність кривої поділу в кожній 
окремо взятій точці. 
Теорема 3. Нехай 
1) , 1i i   — незалежні випадкові величини, що мають розподіл F ; 
2) , 1j j   — незалежні випадкові величини, що мають розподіл F ; 
3) , , , 1i j i j    — незалежні в сукупності випадкові величини; 
4) функції F , F  мають обернені. 
Тоді має місце слабка збіжність     1 1 2, , ( ) ( ) ( ) (0, )n m n m n my n F F y F F y N        , 
де     2 1 1( ) 1 ( )F F y F F y       , 
при n  ,   , 0m O n   . 
Доведення. Розглянемо математичне сподівання та дисперсію 
,n m : 
      1 1,n m n mE n EF F y F F y     . 
Використовуючи означення емпіричної функції розподілу, 
отримаємо: 
     1 1, mn m F yE n EI F F y       
      1 1mn P F y P F y        
          1 1 1 1m mn P F y F y P F y F y          . 
Таким чином, для збіжності 
, 0n mE   
достатньо показати, що  1 1( ) ( ) 0mnP F y F y      
при довільному . 
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Згідно означення узагальненої оберненої функції, отримаємо 
співвідношення    1 1( ) ( ) ( ) ( )m mnP F y F y nP F y F y          
2 22 0,5ln 22 2m n mn e e    , 
де остання нерівність ґрунтується на нерівності Дворецького–
Кіфера–Вольфовиця [4]. 
Таким чином, при   , 0m O n    
,lim 0n mn
E  . 
Розглянемо дисперсію ,n m : 
 22, , ,n m n m n mD E E    . 
Другий доданок прямує до 0, отже, важливим буде розгляд пер-
шого доданка попередньої рівності. 
       12 22 1 1 1, ( )( ) ( ) ( )mn m n m F yE nE F F y F F y E I F F y            
     1 11 1( ) ( )1 ( ) ( )i m j mF y F y
i j
I F F y I F F y
n     
 
 
 

    
Нехтуючи величинами порядку малості (1)O , отримаємо спів-
відношення 
    1 1 1 221 2, 1( ) ( ) ( )1( ) ,m i m j mn m F y F y F y
i j
D E I F F y EI I p A A
n   
     

          
  
де  1( )p F F y  . 
Розглянемо кожен доданок окремо. Використовуючи теорему 
Лебега [5], отримуємо 
     1 1 221 11 ( ) ( )( ) ( ) (1 )mF y F yA E I F F y E I F F y p p              
при m  . 
Для другого доданку, враховуючи незалежність , 1i i  , отримаємо  1 1
1 2
2
2 ( ) ( )( 1) m mF y F yA n EI I p        
  1 1 21 2( 1) ( ), ( )m mn P F y F y p         
    1 1 2 1 11 2 1 2( 1) ( ), ( ) ( ), ( )m m mn P F y F y p P F y F y                
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    1 1 1 11 2 1 2( 1) ( ), ( ) ( ), ( )m m mn P F y F y P F y F y               
  1 1 21 2 21 22( 1) ( ), ( )mn P F y F y p A A         . 
Для першого доданка отримаємо 
   1 1 121 1 2 1( 1) ( ) ( ) ( )m m mA n P F y P F y F y         
 1 12 1( ) ( )mP F y F y       
   1 1 1 12 1 2 1( 1) ( ) ( ) ( ) ( )m m mn P F y F y P F y F y              
Аналогічно попереднім міркуванням, використовуючи нерів-
ність Дворецького–Кіфера–Вольфовиця, отримаємо 
21 0A  . 
Для 22A  маємо   122 1( 1) ( )mA n p P F y p     , 
з чого одразу отримаємо 
22 0A  . 
Таким чином, , (1 )n mD p p   . 
Останнім кроком доведення є використання центральної грани-
чної теореми для асимптотично незалежних випадкових величин [6] 
1, ( ) , 1i mi m F y pu I i    , 
де асимптотична незалежність мається на увазі при m  . 
Теорема доведена. 
Таким чином, використовуючи теореми 2, 3, можна побудувати 
довірчий інтервал розв’язку задачі мінімізації для емпіричної області 
поділу (рис. 7). 
 
Рис. 7. Довірчий інтервал розв’язку задачі мінімізації 
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Висновок. В даній роботі зроблено одну з перших спроб побудува-
ти розділяючу гіперплощину в евклідовому просторі, ґрунтуючись на 
поняттях -сіток. Даний підхід дозволяє «замінювати» реальні вибірки їх 
-сітками. Це в свою чергу, використовуючи теорему Хауслера-Вельца, 
дозволяє проводити поділ множин невеликої потужності. 
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