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ABSTBACT 
Several classical and a f&v new results are presrntwl in which multilinear algebra 
has proven to be an effective tool. Some of the topics covered are: FVeyl’s inryualities; 
the Hadamard product; mappings on tensor spaces: Gram matrices in tensor spact~s; 
strong nonsingularity and the LDU theorem. 
INTRODUCTION 
The title of this paper suggests that “multilinear methods” are somehow 
distinct from the mainstream of linear algebra. In fact, it is true that courses 
in multilinear algebra do not customarily appear as natural successors to 
standard courses in linear algebra. There are several reasons for this. 
Historically, the subject was studied not because it is an extension of linear 
algebra, but because of its important intersections with other branches of 
pure and applied mathematics: e.g., differential geometry; algebraic geome- 
try; invariant theory; group representation theov; combinatorics; partial 
differential equations; quantum mechanics; theory of inequalities; mechanics. 
A second reason is the sometimes alarming notation that traditionally has 
been the hallmark of the subject. Consider for example the following 
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interesting formula taken from H. Boseck’s excellent 1972 monograph, Ten- 
sorriiume : 
12...p 2*...zplp+~...tr,$ jp + I j,,,* 
Y 
12. p 
f=7. t 
‘~-..l~J,,+l--Jm,* ip+,...i,, 
A display such as this is not likely to elicit wild applause from an audience of 
undergraduate computer-science students. 
Further, as a follow-on to the usual course in linear algebra, multilinear 
algebra will inevitably rank far below such real-world topics as planar 
pin-jointed frameworks, error-correcting codes, electrical networks, digital 
codes, etc. Finally, numerical linear algebra has emerged in the last ten years 
as the natural successor to linear algebra in most undergraduate and graduate 
programs. Many schools recently have begun new programs in scientific 
computation, and since numerical linear algebra plays a central role in this 
subject, it is not surprising that a variety of excellent courses in the subject 
have sprung up in the offerings of these schools. Despite the rather daunting 
evidence that multilinear algebra is not about to challenge matrix computa- 
tion for a place in the curriculum, it is my opinion that the subject is a very 
attractive possibility for a second course in linear algebra. This view is 
supported to some extent by the many excellent hooks that are now available. 
The bibliography for this paper largely consists of hooks that are entirely or 
partly devoted to a direct exposition of the subject; most contain significant 
applications of multilinear algebra to standard problems in linear algebra. 
It would he futile to attempt even a hasty exposition of the foundations of 
multilinear algebra. Rather, it is my intention to discuss a selection of just a 
few typical results from the vast literature on this subject, some of which 
dates hack to the last century. Moreover, the choice of results is completely 
idiosyncratic and is only intended to call the reader’s attention to the broad 
range of applications of the subject. 
I. WEYL’S INEQUALITIES 
If the eigenvalues A~ and singular values CY~ of A are arranged so that 
\A,] 2 . . . > lA,,l and LY, 2 . . . > a,,, then 
k k 
.I3 lhjl G JQlaj, k=l,...,n. 
j=l 
(1) 
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The inequality (1) is usually attributed to H. Weyl in 1949; however, the 
result appears as an exercise in [79], where it is credited to E. T. Browne in a 
paper published in 1928. In any event, regarded as an operator on an 
n-dimensional unitary space V, A induces a unique operator on the k th 
exterior space over V: 
C,(A): i V-, A V. (-2) 
The mapping A + C,(A) is a representation of Hom(V, V) on 
Hom( A’V, l\“V>, and from this it is not difficult to show that the eigenval- 
ues of C,(A) are the ;f 
( 1 
products, taken k at a time, of the eigenvalues of 
A. The representation property also implies immediately that C,( A)*C,( A) 
= C,(A*)C,(A) = C,(A*A) and h ence the singular values of C,(A) are the 
products taken k at a time of the singular values of A. If the inequality 
IAll < a, is applied to C,(A), the inequality (1) results. Now, (1) is equality 
for k = II (both sides are (det AI), so that taking logarithms results in 
k =l,...,n, (3) 
with equality for k = n. The inequalities (3) are the famous majorization 
inequalities. They imply that loglhl = (loglh, 1,. . ,loglA,,I) is an orthostochas- 
tic transform of log (Y. From this all kinds of interesting results follow, not the 
least of which are the Weyl inequalities: 
i: IAil’ < ; a.;, s>O, k=l,..., n. 
j=l ,j = 1 
II. THE HADAMARD PRODUCT 
If A and B are n-square matrices, then A.B =[cli,bij] is called the 
Hadamard product of A and B. Regarding A and B as operators on an 
n-dimensional unitary space V to itself, the tensor product A@ B maps V@V 
into itself. The eigenvalues of A@ B are the n2 products Ai(A)Aj(B), 
i,j=l >.I., n. Let E = [e ,,.. ., e,,} be an orthonormal basis of V. Define rt to 
be the integer rt = (t - 1)n + t, t = 1,. , n. If the basis of E @ = {e,@ej, 
i,j = 1 ,‘..> n} of V@V is ordered lexicographically in the pairs (i, j), then the 
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r,th basis tensor is e,@e,. Hence the entry in position T,, TV in the matrix 
representation of A@B with respect to the basis E@ is (ABBe,@e,, e,@e,) 
= (Ae,@Be,,, e,@e,) = (Ae,, e,)(Be,,, e,> = ~,~~h,~~. 
From this it follows that if A and B are hermitian, then the Cauchy 
interlacing inequalities imply that any eigenvalue of A. B lies between the 
least and largest products A,(A)Aj(B). In particular, if A and B are positive 
semidefinite hermitian, then so is A.B. Halmos [41] described this as “a 
remarkable theorem on positive matrices.” Whether this result is indeed 
“remarkable” is a matter of opinion, but in any event it is due to I. Schur. In 
a forthcoming paper [44], R. Horn provides the matrix-theory community 
with an excellent survey of the theory and many applications of the Hadamard 
product of matrices. 
III. MAPPINGS ON TENSOR SPACES 
Let A : V + V be a linear map of the n-dimensional unitary space V. The 
tensor space 63: V is a unitary space with an inner product that satisfies 
(“,@ . . . 8x,,, y,cx . . . @I?/,,) = ii (St>!,,). 
t=I 
(4) 
Thus if E ={e,,..., e,,} is an orthonormal (o.n.1 hasis of V, then the n” 
tensors 
constitute an 0.11. basis of BP:’ V. The linear map 
induced by A satisfies 
TX,@ . . @x,, = As,@ . . . @Ax,,. (6) 
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If the w in (5) are ordered lexicographic&, then from C-1) and (6), 
45 
= fJ au(w3(r). (7) 
In (7) the matrix representation of the map A is the n-square matrix [u,,]. If 
@y V is orthogonally projected by /J onto the subspace spanned by those et 
for which w is an injection of {l,. . ., p} into (1,. ., n) (i.e., p < n), then 
obviously T = pTp has a matrix representation in which the (Y, p entry is (7): 
(Y and p are injections. Thus we have established a correspondence that 
associates with any n-square matrix A an n!/(n - II)!-square matrix J& 
whose entries are given by (7) m which CY and /3 are injections. Note that if 
A = [(xi, zrj)] is a Gram matrix then so is @‘: 
[fil “n(r)./3(0 = te (x,(t), %rJ 
= (X,&3 . . . @axa( SO(,)@ . . 
=(x:,x;). 
In particular, if x is a complex n!/(n - p)!-tuple then 
@Jx /xv) 1 
(8) 
At this point assume p = n, so that the summation in (8) is over all 
permutations (Y in S,,, the symmetric group of degree n. The Cholesky 
factorization of A states that the vectors x ,, , x,, may be chosen so that 
xk= zlk.ie,i, k=l,..., n, (9) 
.j = 1 
i.e., A = LL*. The lower triangular property of L implies that for any 
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(10) 
If we set 
in (8) and use Bessel’s inequality to project G@ onto the space spanned by 
the e;, /? E S,, we have 
= c 1 c x(a)6,8detLl’ (from( 10)) 
p E s,, a fE s,, 
= (det A)x*x. (II) 
Thus, det A is a lower bound for the eigenvalues of ti*. But more is true. If 
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we simply set x = F, the alternating character of S,, then in fact 
= a ,cts 4w1) fI a,,pa-‘@) 
t=1 
2 n 
= aFs & &?a-‘) ii at,pa-‘(t). (12) 
t=1 
n ” 
For each fixed p E S,, the inner sum is det A, so that (12) has the value 
x*&*x = n!det A. (13) 
Note that n! =x*x, and thus (11) and (13) imply that det A is the 
minimal eigenvalue of J.$~. In an interesting paper G. Soules [78] makes the 
following conjecture: 
The permanent of A (per A) and det A are the maximal and minimal 
eigenvalues of &A respectively. 
Actually, Schur knew that det A is the minimal eigenvalue of &A [73], and 
the conjecture concerning per A is unresolved despite the efforts of many 
talented people. R. Merris has written an interesting history of this problem 
in [61]. For n = 3, Bapat and Sunder [S] proved that per A is the dominant 
eigenvalue of tiA. As far as I know, there is nothing more than this available 
for the general problem. 
It is not difficult to show that if G is a subgroup of S,, and x is an 
irreducible character of G of degree d, then 
(I41 
is a value of the hermitian form associated with J& (this is true for any A). 
In fact, if x is a character of degree 1, then (14) is an eigenvalue of the 
principal submatrix of JL(* indexed by G (exercise for the reader). It is 
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worth mentioning that the Hadamard and Fischer inequalities come out of 
specializing G appropriately. A somewhat less obvious fact is that the 
eigenvalue per A of MA (G = S,,, x = 1) is at least as large as the eigenvalue 
n;= ,nii (G = {e}, x = 1) [54]. 
IV. STRONGLY NONSINGULAR MATRICES 
A square matrix A = [u,~] is strongly nonsingular if the leading sequence 
of n principal submatrices 
A,=A[l,..., k/l ,.... k], k=l ) . . . ) 11, 
are all nonsingular. This concept is important because any strongly nonsingu- 
lar matrix can be uniquely factored into 
A=LDU 
where L and U are lower and upper triangular matrices with entries 
the main diagonal, and D is a diagonal matrix with diagonal entries 
D,, = I, 
1 along 
det A, 
D’k= detAk_,’ 
k =2,...,n 
Of course, strong nonsingularity is a much more stringent assumption 
than nonsingularity itself. However, there are circumstances under which it 
is important to know whether some power of a nonsingular matrix A is 
strongly nonsingular. This question can he answered as follows. First note 
that the Cayley-Hamilton theorem implies that if A is nonsingular, then for 
some positive integer p, 1 < p < n, 
(A”),, f 0. (15) 
If we regard A as a linear operator on the space of n-tuples, then the matrix 
representation of C,(A) can be taken as the 
( 1 
;f -square “compound matrix” 
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whose rows and columns are lexicographically indexed by the strictly increas- 
ing sequences w, 1 <w(l)< ..’ < w(k) < n. We continue to denote this 
l),...,P(k) 1, (16) 
matrix as C,(A): 
C,(A),,p=detA[c-u(I),...,c-u(k)]P( 
At this point consider the operator 
T=A@C,(A)@ ... @C,,_,(A) 
on the space 
Since A -+ C,(A) is a homomorphism, it follows that 
T”=A”@CC1(A”)@ ... @C,,p,(A”). 
Now, for some positive integer p, 1 =G p < n;,lI: ;’ 
i 1 
, 
(T”),, # 0. (17) 
But the (1,1) entry of a tensor (Kronecker) product of matrices is the product 
of the (1,l) entries of the factors. Thus 
(T”),, = (A”),,C,(A”),, . . . %,(A”)II 
=(Ar’),,detA”[1,2]1,2] . ..detA”[l...., n-111 ,..., n-l] 
and hence 
detA”[l,..., kll,..., k] ~0, k =l,...,n. 
It follows that AP is strongly nonsingular. 
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V. THE NUMERICAL RANGE 
The numerical range of a linear operator A defined on an n-dimensional 
unitary space V is the image of the surface of the unit sphere under the 
mapping 
x -(Ax,x). 
The numerical range is usually denoted by W(A). One of the most interest- 
ing aspects of the study of W(A) is the interplay between the geometry of 
W(A) and algebraic properties of A. Of course, the most elegant result of 
this kind is the famous Toeplitz-Hausdorff theorem of 1918-1919 that asserts 
that W(A) is a convex set in the plane and the boundary of W(A) is the 
union of algebraic arcs. The literature concerning W(A) and its various 
generalizations is enormous. I have compiled a preliminary bibliography of 
779 items which is incomplete and not altogether correct. However, it is 
available in its present questionable form. 
One of the generalizations of W(A) that has received a lot of study over 
the years is the set 
Y’:,,,(A) (18) 
In (18), 1~ T < m zg n, and (18) denotes the totality of values of 
as x r,...,r,,, run over all o.n. sets of vectors in V. If r = m = 1, then W{,(A) 
is simply W(A). It is easy to check that 
%(X 1 ,..., x,,) = c x1 A . . . A Axooj A . . . A Ax,~,.) A . . . A x,,, (20) 
w t vr.,,, 
is an alternating multilinear function and hence there exists a linear map 
1n 
D,(A): A V+ ;;; V 
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such that 
D,(A)r, A . . . A x,,, = cp,(x ,>...> x,,,). 
The map D,(A) is called the rth derivation of A. By a fairly easy computa- 
tion one can show that Wr!,‘,,,(A) is the totality of values 
(D,(A)u, A ... AU,,,, ui A ... Au,,,) (21) 
for all unit decomposable skew-symmetric tensors U, A . . . A u,,~. At this 
point it is tempting to conclude that Wry,,,(A) is convex, simply as a 
consequence of the Toeplitz-Hausdorff theorem. But this argument is decep- 
tively wrong. The problem is that in (21) the tensors u A = ui A . . . A u,,,, 
while they are of length 1, do not in general fill up all of the surface of the 
unit sphere in A”’ V. If we write an arbitrary unit tensor in A”’ V as 
c P(w)e,^> (22) 
w = v,,,.,, 
where e,, . , e, is any o.n basis of V, then the quadratic Plucker relations 
state that (22) is decomposable, i.e., of the form t~i A . . . A u ,,1 in A”’ V, iff 
rn 
f4a)dP) = c P((Y[S,t:pl)p(p[t,s:(Yl) (23) 
t=1 
for all (Y and p in D,,,,, and each s = 1,. , m. To explain the notation: D,,, n 
is the set of all sequences of length m consisting of distinct integers chosen 
from 1 , . ..,n; p is extended to be skew-symmetric by p(wa) = &(a)p(w), 
w E D,,,,ro (7 E SW and p(w) = 0 if w is any sequence of length m chosen 
from 1 , . . . , n with repetitions; a[ s, t : p] is the sequence obtained from (Y by 
replacing a(s) with P(t); i.e., 
a[s,t:p] = ((Y(1) ,...,,(s-l),p(t),(.U(s+l),...,(Y(m)) 
Now suppose we specialize all this as follows: take r = m = 2 and n = 4; 
chooseAtobenormalwitheigenvaluesA,=A\z=1,h,=A,=i;lete,,...,e, 
be a corresponding o.n. basis of eigenvectors of A. In this case D,.(A) 
52 MARVIN MARCUS 
becomes C,(A): A” V + A” V. The eigenvalues of C,(A) with correspond- 
ing eigenvectors are 
Since the eigenvalucs of C,(A) are in W&(A), if this set were convex, it 
would follow that 0 E W:,(A). Now, suppose 
(C,(A)u, A uCe, u, A u,) = 0. (25) 
If we write 
then it is simple to check that (25) becomes 
+ Ip(23) I”A,A, + (~(24) 12h,h, + Ip(34) I’A~A~ 
Thus 
IP(12)12=IP(34)12 (27) 
and 
p( 13) = p( 14) = ~(23) = ~(24) = 0. (28) 
But the only nontrivial Plucker relation for m = 2, n = 4 is 
~(12)~(34) - dl3)~(24) + ~(14)~(23) = 0. (29) 
Since (27) cannot be 0 (11~~ A uzIJ= I>, we see that (29) is incompatible with 
(27) and (28). In other words, W;,(A) is not convex. 
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FIG:. 1 
Another simpler way to state this conclusion is in terms of the diagonal 
matrix 
A=diag(A,,A,,A.,,A,) 
=diag(I,I,i,i). 
Namely, as U varies over all 4X2 partial isometrics, i.e., U*li = I,, the 
values of 
det( U”AU) (30) 
lie in a triangle in the complex plane whose vertices are 1, i, - 1 (Figure 1). 
However, the numbers (30) do not fill up the triangle; in particular, 0 is 
omitted. 
One of the complications of this phenomenon of nonconvexity of Wry,,,(A) 
is that the various algorithms that have been devised for obtaining 
computer-generated images of W,‘:,,,(A) are no longer feasible. The geometry 
of Wry,,,(A) is not well understood. 
VI. LINEAR PRESERVERS 
The “linear preserver” problem frequently has the following general 
form. Let T be a linear transformation defined on a vector space V. Let U be 
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some subset of V. What are necessary and sufficient conditions (n.a.s.c.) on T 
such that U is preserved, i.e., 
T(U) CUP (31) 
Sometimes this problem is stated in terms of an invariant f defined on U; 
that is, what are n.a.s.c. on T such that for each u E U, 
f(Tu) =f(u)? 
This invariance problem has been of interest to mathematicians since the last 
century, and there is a vast literature on the subject. In fact, it is difficult to 
sensibly limit the extent of a comprehensive bibliography. I understand that 
Stephen Pierce at San Diego State University is assembling one. No particu- 
lar purpose would be served by inadequately duplicating a part of his efforts 
here. Thus I will omit any special references to this part of the paper. 
In many cases the invariance problem specializes to V = M,,,,,,(F). In 
other words, it is required to determine n.u.s.c. on a linear T, 
such that T(U) c U for some appropriate set U, or possibly f(T(A)) = f(A) 
for all A E U. For example, take V = M,,,, ,L(C) and U to be the set of partial 
isometries, i.e., determine T such that whenever A*A = I, it follows that 
T(A)*T(A) = I,. Frequently such problems can be reduced to the study of 
those T that preserve rank, i.e., U = R, is the totality of matrices of rank k: 
rank A = k 
implies 
rankT(A) = k. 
In turn, this question leads to a study of the structure of subspaces of 
M,,,,.(F) whose nonzero elements are all of rank k. R. Westwick and H. 
Flanders, among many others, have done work on this question. 
There are several connections of the invariance problem with multilinear 
algebra, but probably the simplest can be described as follows. The space of 
matrices M,,,,,,(F) is a tensor product: 
M,,,,.(F) = K,,,,(F) @‘M,,,(F) 
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in which the tensor map is the dyad map 
It is not difficult to confirm that A has rank k iff 
in which x,,...,xk as well as yl,. ., yk are linearly independent. Thus a 
linear T preserves rank k iff T sends every tensor 
k 
c Xt@YyI 
I=1 
(32) 
of irreducible length k into another tensor of irreducible length k. A 
representation such as (32) is said to have irreducible length k if k is 
minimal over all possible such representations. 
Finally, it is important to mention that there is a considerable amount of 
current activity related to the isometry-preserver problem mentioned above. 
The issue is: characterize those linear 
which preserve various functions of the singular values. 
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