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ABSTRACT

Modeling, Simulation and Optimization of
Nuclear Hybrid Energy Systems Using
OpenModelica and RAVEN
by
Stephen Michael Hills, Master of Science
Utah State University, 2021

Major Professor: Hailei Wang, Ph.D.
Department: Mechanical and Aerospace Engineering
Nuclear hybrid energy systems (NHES) are a viable option to combine renewable energy
sources, such as wind, with a less fluctuating energy source. Given recent development and their
inherent safer and modular design, small modular reactors (SMRs) can play an instrumental role in
complementing renewables and supporting carbon-free power sectors in the coming decades. With
increasing population and demand for clean water, Freeze Desalination (FD) is a possible way to
produce clean water while converting excess power from a SMR into stored thermal energy in an ice
water tank. The stored thermal energy can then be used during peak hours to boost the power
generation by improving the efficiency of the Rankine cycle of the SMR, while producing clean water.
In contrast, Reverse Osmosis (RO) has been widely used for water desalination, which can use
excess power from a SMR to efficiently produce clean water.
This paper uses OpenModelica to model two types of NHES to produce clean energy and
water, both powered by SMRs and wind turbines. The first system uses FD and the second system
uses RO to generate clean water. RAVEN and TEAL, an economic analysis plugin for RAVEN, are
used to optimize both systems for two case locations, Salt Lake City, Utah and San Diego, California.
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The results from the two cases show that for water prices less than $1.50 per

m3,

the FD

system would be more economic. Since the RO system produced much more clean water, as water
prices rise above $1.50 per m3, it becomes more advantageous to use the RO system. The FD system
is able to use the stored thermal energy to boost the power production by 12% during peak hours by
increasing the efficiency of the Rankine cycle by 2%. This allows less capital investment on
SMR/wind turbines, as well as less penalty due to mismatch of energy production and demand.
(109 pages)
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PUBLIC ABSTRACT

Modeling, Simulation and Optimization of
Nuclear Hybrid Energy Systems Using
OpenModelica and RAVEN

Stephen Michael Hills

Nuclear hybrid energy systems (NHES) are a viable option to combine renewable energy
sources, such as wind, with a less fluctuating energy source. Given recent development and their
inherent safer and modular design, small modular reactors (SMRs), which are smaller versions of a
nuclear reactor, can play an instrumental role in complementing renewables and supporting carbonfree power sectors in the coming decades. With increasing population and demand for clean water,
Freeze desalination (FD), which uses freezing to separate water from salt, is a possible way to
produce clean water while converting excess power from a SMR into stored thermal energy in an ice
water tank. The stored thermal energy can then be used during peak hours to boost the power
generation by improving the efficiency of the Rankine cycle of the SMR. Reverse osmosis (RO),
which uses membrane and high water pressure to separate water from salt, is another possible way
to use excess power generation to efficiently produce clean water.
This paper uses OpenModelica, an open source software package, to model two types of
NHES to produce clean energy and water, both powered by SMRs and wind turbines. The first
system uses FD and the second system uses RO to generate clean water. RAVEN and TEAL, an
economic analysis plugin for RAVEN, are used to optimize both systems for two case locations, Salt
Lake City, Utah and San Diego, California.
The results from the two cases show that for water prices less than $1.50 per m3, the FD
system would be more economic. Since the RO system produced much more clean water, as water
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prices rise above $1.50 per m3, it becomes more advantageous to use the RO system, assuming that
there are no negative impacts to increased water storage. The FD system is able to use the stored
thermal energy to boost the power production by 12% during peak hours by increasing the efficiency
of the Rankine cycle by 2%. This allows less capital investment on SMR/wind turbines, as well as less
penalty due to mismatch of energy production and demand.
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CHAPTER 1
INTRODUCTION

1.1

Motivation
With increasing power demands around the world and more economic and

environmental requirements for power plants, more efficient and cleaner power plants are
required. Figure 1 is from BP’s 2019 “Statistical Review of World Energy” and shows the
world’s energy consumption over the past two and a half decades, broken down by energy
sources. As is shown, the energy demand continues to grow and most of it is supplied by
oil, coal and natural gas. The nuclear energy has been remaining steady. However,
renewable energy has increased at a quick rate in recent years.

Figure 1.1: World Energy Consumption
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More than half of the world’s electrical energy needs are currently covered by
conventional fossil fuel power plants, whose efficiency for a single cycle power plant is
significantly lower than that of other plants, such as combined cycle power plants (CCPPs).
CCPPs combine two or more thermodynamic cycles, such as a gas turbine with a heat
recovery steam generator, enabling an attractive higher efficiency (up to 60%) and
providing a reduction in pollutant emissions [1]. CCPPs and power plants using renewable
energy are becoming more and more common, which is also attributed to the shale gas
production in the last decade. Table 1 has data taken from the Renewable Energy Policy
Network for the 21st Century – Global Status Report. It shows how renewable energy has
grown over the past decade and how just about every country has a target for their
renewable energy usage.
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Table 1.1: Renewable Energy Global Indicators
Renewable

2008

2009

2010

2011

2012

2013

2014

2015

2016

182

178

237

279

256

232

270

285

241

1,140

1,230

1,320

1,360

1,470

1,578

1,712

1,849

2,017

885

915

945

970

990

1,018

1,055

1,064

1,096

121

159

198

238

283

319

370

433

487

16

23

40

70

100

138

177

227

303

130

160

185

232

255

373

406

435

456

67

76

86

86

83

87

94

98

98.6

12

17.8

18.5

21.4

22.5

26

29.7

30

30.8

79

89

98

118

138

144

164

173

176

energy global
indicators
Investment in
new renewable
capacity (annual)
(109 USD)
Renewable power
capacity
(existing) (GWe)
Hydropower
capacity
(existing) (GWe)
Wind power
capacity
(existing) (GWe)
Solar PV capacity
(grid-connected)
(GWe)
Solar hot water
capacity
(existing) (GWth)
Ethanol
production
(annual) (109
liters)
Biodiesel
production
(annual) (109
liters)
Countries with
policy targets for
renewable energy
use

As renewable energy becomes increasingly widespread, the demand for power
from more traditional power plants fluctuates more. This phenomenon has become known
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as the duck curve. The duck curve represents the difference in electricity demand and the
amount of available solar energy throughout the day. During the day solar floods the
market, but then drops off as electricity demand peaks in the evening [2]. An example of
a duck curve is given in figure 1.2, which shows the power demand in California. Note the
decrease in demand during the day when sunlight is available for solar power, but a large
peak in demand in the evening when the sun goes down. This fluctuation of renewables
leads to plants running at full capacity during peak time, but during down time not as
much power is required. This requires power plants to be more flexible in meeting the
power demands.

Figure 1.2: Duck Curve [3]

In order to keep the efficiency of the power plant as high as possible, as well as
decrease the thermo-mechanical fatigue, it is desirable to maintain the power generation
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at full capacity [4]. The challenge is to store the energy that the power plant generates
during off peak time to then be used during peak time in order to reduce the stress on the
power plant during peak time. This requires a dynamic control strategy that can respond
to the variable working conditions in order to store as much energy as possible during off
peak time and then release the stored energy at the optimal time and rate during peak time
to reduce the stress on the power plant. One possible way to help solve the energy dilemma
presented by the duck curve is to use a nuclear hybrid energy system that can store excess
energy during off peak hours to then boost power production during peak hours.

1.2

Project Scope
The scope of this project is to assess the viability of a Nuclear Hybrid Energy System

(NHES) that uses freeze desalination to both store thermal energy to boost power
production during peak hours and produce clean water. This optimized system will be
compared to a Nuclear Hybrid Energy System (NHES) that uses excess power to run a
Reverse Osmosis (RO) system to generate clean water. To compare the two systems, the
Net Present Value (NPV) will be used to see which system is more advantageous for a given
power demand, air temperatures and wind profiles.

1.3

Design Problem
The goal is to design a Nuclear Hybrid Energy System (NHES) that can meet the

power demand of a given region cost effectively, as well as produce clean water. The sizing
of the components and the number of components will be optimized to avoid over
producing while meeting the power demands.
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CHAPTER 2
LITERATURE REVIEW

One way to increase the reliability of systems using renewable energy and decrease
the influence of energy fluctuations is to use a hybrid energy system (HES). Hybrid energy
systems combine two or more forms of renewable energy sources, as well as energy
storage, to improve system performance, energy reliability and overcome limitations
inherent in single energy sources. The operator of hybrid energy systems decides on
optimal scheduling of its resources and trading power with the main grid in an optimal
way [5]. A more specific type of HES is the Nuclear Hybrid Energy System (NHES). Figure
2.1 shows an example of a NHES.

Figure 2.1: Example Nuclear Hybrid Energy System [6]
NHESs have potential to produce commodities such as electricity and hydrogen,
as well as allowing for electricity grid load following [7]. A benefit of using an NHES is that
the reactor can continuously operate at full capacity, so the fluctuation in power output is
not as large as compared to a system that only relies on wind or solar power. Also, this
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system can potentially provide carbon-free energy production. Ongoing research has
looked into the use of NHES and the apprehensions of the public [8], the use of small
modular nuclear reactors (SMRs) in system design [9], and adding other power sources,
such as solar, along with water desalination to improve economic and system efficiency
[10].
Recent research has been done on the dynamic modeling of combined-cycle power
plants, specifically those with a gas turbine unit coupled to a heat recovery steam generator
[11-13]. The Modelica language has been used to model the dynamics of these power
plants and investigate the stresses on them during start up. Work has also been done using
Modelica to optimize the control of a combined-cycle power plant to reduce the stresses
during fluctuations in power demand. This is of growing importance as the fluctuation of
power demand for power plants continues to increase.
One of the main challenges in using a hybrid energy system effectively is optimizing
it for size and cost. Much research has been done and is continuing to be done on
optimization techniques for HES [14,15,16]. When using Modelica to model a system,
there are multiple choices of software available for optimization. One option is to load the
model in MATLAB and use it for optimization [17]. Another software that has been used
to optimize a Modelica model is CasADi [18]. Some other software that is designed
specifically for Modelica and for dynamic optimization is Optimica and JModelica.org
[19]. Another important part when modeling a system using Modelica is to make sure that
it is as simplified as possible to reduce the compilation time. It is important to have a
powerful solver, especially when optimizing a complex dynamic system as it can
dramatically decrease the time needed to run the model [20]. One such possible solver,
developed by the Idaho National Laboratory, is RAVEN.

It can perform adaptive

samplings of large input spaces and can create reduced order models representative of the
input space [21].
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2.1

RAVEN
RAVEN stands for Risk Analysis and Virtual Environment. It was developed at the

Idaho National Laboratory and is a multipurpose probabilistic and uncertainty
quantification framework, capable of communicating with any system code, implemented
with an integrated validation methodology involving several different metrics [22]. It is a
useful tool for analyzing systems as it can integrate the system code with various plugins
that are available to RAVEN to perform system optimization and economic analysis. One
such plugin that is available for economic analysis in RAVEN is TEAL.
RAVEN communicates with other software code, such as OpenModelica, through
XML files, such as the example XML files shown in appendix A and appendix B. RAVEN
can be used to run multiple iterations of a simulation with the prescribed variables being
altered to see how the system responds. Outputs from the simulation can be saved and
plots can be generated by RAVEN to visualize the results.

The outputs from the

simulations can also be used by other plugins, such as TEAL, to perform economic
analysis.

2.2

TEAL
TEAL stands for Tool for Economic AnaLysis. It is a RAVEN plugin that is used to

deploy economic analysis for RAVEN workflows. Formerly known as Cashflow, TEAL can
compute the following economic metrics: NPV (Net Present Value), IRR (Internal Rate of
Return) and PI (Profitability Index). RAVEN sends the inputs and variables to TEAL,
where the economic analysis is performed, and then the results are sent back to RAVEN
and can be saved and plotted. An example of an XML file used to communicate between
RAVEN and TEAL is given in appendix B and an example of an XML input file used by
TEAL for economic analysis is given in appendix C.
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2.3

Water Desalination Techniques
As demand for clean water increases, generating clean water from excess power

production is becoming more common. There are currently many possible techniques
available for the desalination of seawater. Among these are Reverse Osmosis (RO) [23],
Freeze Desalination (FD) [24], Forward Osmosis (FO) [25], Membrane Distillation (MD)
[26] and Capacitive Deionisation (CDI) [27]. While Reverse Osmosis is currently the most
widely adopted technique, some of these other emerging technologies offer significant
advantages over RO, such as higher salt rejection (CDI, MD), higher recovery of water
(MD), fewer pre-treatment stages (MD, FO) and the ability to use low-grade energy (MD,
FO). Currently, stand-alone technologies cannot compete with RO until certain challenges
are addressed, such as high energy consumption [28].

2.3.1

Freeze Desalination
Ice based Freeze Desalination (FD) is a technique to recover fresh water from

seawater that has been receiving increased interest over the years [29]. It involves the
cooling of saline water using a refrigerant to a temperature where water freezes and salt
remains in solution. The ice crystals can subsequently be separated from the concentrated
brine, washed and melted to obtain product water that can then be used [30]. Figure 2.2
shows this process.
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Figure 2.2: Freeze Desalination Process [31]

Some of the advantages of FD is that the energy required to generate ice is only 1/7
of the latent heat of water vaporization, which means FD is more effective on energy
utilization than to produce fresh water by the distillation process. Also, corrosion and
scaling can be negligible during the heat exchange due to the low operating temperature.
An added benefit is that there is no discharge of hazardous chemicals into the environment
[32]. While FD is a promising desalination technique, the dual problem of sustainable ice
production and salinity reduction to within acceptable limits needs to be overcome for this
process to be viable from a commercial perspective. As improvements are made to the
formation and sustainability of ice formation from seawater, freeze desalination will
become a more viable option for commercial freshwater production.

2.3.2

Reverse Osmosis
Reverse Osmosis is an effective approach towards molecular separation and is

widely used commercially for desalination of seawater [33]. It works by using a partially
permeable membrane to push pressurized water through, while preventing larger
particles, such as salt, through the membrane. Figure 2.3 shows a simple depiction of the
reverse osmosis process.
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Figure 2.3: Reverse Osmosis Process [34]

An advantage of reverse osmosis over some of the other desalination techniques is
its ability to produce a large quantity of clean water with a low salinity content at a fairly
low cost [35]. Some of the drawbacks are that the process has a relatively high energy
consumption and that the effectiveness of the process can be compromised as the
membrane degrades due to fouling or corrosion. However, research is currently being
done to improve the membrane, allowing for enhanced desalination, anti-fouling and
durability properties [36].
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CHAPTER 3
METHODS

3.1

Overview
Currently, the United States (U.S.) has over 2,000 desalination plants that each

produce more than 300,000 gallons of purified water each day [37], which puts a
substantial burden on our energy production infrastructure. In addition, 40% of the
electricity consumed in US buildings goes to HVAC. With a growing population, water and
energy demands, innovations and technology breakthroughs are needed now to meet
those challenges. In recent years, small modular reactors (SMR) have gained increasing
recognition as clean energy sources. While it has not been fully explored, ice thermal
energy storage can add significant synergy to the growth of small modular reactors (SMR)
and reduce building HVAC loads. At the same time, water can be purified using the freeze
desalination process to meet clean water needs.

Figure 3.1: High Level Concept of Freeze Desalination System

Figure 3.1 shows a schematic diagram of the multi-functional, integrated energywater system co-located with the NuScale Power SMR. The design also includes a wind
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farm to leverage its thermal energy storage of the integrated energy-water system. Thus,
the refrigeration cycle used to produce ice can be driven either by the wind or nuclear
power. During off-peak periods (e.g. at nights) when the demand for electricity is low,
electricity from the wind farm and/or SMR can be used to store energy in ice (Water Tank
1 in the diagram). At the same time, the freeze desalination process separates the brine
from the ice. During on-peak (e.g. afternoon) hours, the process reverses – i.e., the
generated clean ice can be used as the cooling source for various building and industrial
processes. More importantly, it can be used as an additional, valuable cooling source for
the power conversion system of the SMR during the on-peak periods, providing a
substantial amount of isotherm heat rejection capacity for power boosting. As shown in
the cooling tower, evaporative cooling leads to substantial freshwater losses. By adding
the “power-boosting condenser”, however, the boosted power is obtained without
additional consumption of freshwater. This results in lower overall freshwater usage per
MWh for the multi-functional, integrated energy-water system. The remaining sensible
cooling capacity in Water Tank 1 can also be used to pre-cool the seawater to be processed
in Water Tank 2 during the following night.
The design of the NHES began with modeling it in OpenModelica. The
OpenModelica model was then optimized for a given power demand by using RAVEN
along with TEAL to sample the design space for the optimal sizing of its components. This
chapter describes how the components are modeled in OpenModelica, how the overall
system was designed and controlled, as well as how the cost was calculated and what
assumptions were made.
The methods used to complete the system modeling and economic analysis are
presented in the subsections below where the equations, cost models, and process are
discussed.
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3.2

OpenModelica Component Modeling
The NHES was designed in OpenModelica, making use of some of the components

already modeled in the ThermoPower library, as well as components modified and/or
simplified from existing components in the ThermoPower and Modelica libraries to better
fit the model. The overall OpenModelica model of the NHES is shown in Fig. 3.2. It shows
the major parts of the system: the steam cycle, the refrigeration cycle, the wind turbines,
the ice/water tanks and the cooling tower, along with the inputs and connections for those
components. There is a legend at the top that shows what the icon is for each of the major
parts in the system.

Figure 3.2: Overall Model in OpenModelica
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The steam cycle and refrigeration cycle shown in figure 3.2 can be expanded to
show the individual components that make up both cycles.

Figure 3.3 shows the

OpenModelica model for the steam cycle with its major components.

The cycle is

simplified compared to the more complex real-life steam cycle it represents. It has a
power-boosting condenser (PBC) as shown to further cool down the cooling tower return
water. The turbine has a lumped efficiency equivalent to a system with regeneration.
Inputs to the steam cycle are the mass flow rate, thermal power from the reactor, the
return water mass flow rate and temperature from the cooling tower and the ice water
mass flow rate from the ice/water tank. Outputs from the steam cycle are the water outlet
temperatures from the PBC and main condenser, as well as the cycle efficiency and power
output.

Figure 3.3: Steam Cycle Model in OpenModelica

Figure 3.4 shows the refrigeration cycle model in OpenModelica. As with the steam
cycle, the refrigeration cycle model is a simplified version of the real-life system. The main
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inputs for the cycle are the water temperature and mass flow rate to the condenser from
the cooling tower, the ice water temperature and mass flow rate from the tank and the
power available to run the cycle. The outputs from the cycle are the water temperature
going back to the cooling tower and the amount/fraction of ice produced going into the
tank. The equations used for modeling the components, along with assumptions and
simplifications, and the logic used for the controllers are described in the following
sections.

Figure 3.4: Refrigeration Cycle Model in OpenModelica

3.2.1

Equations
The equations used in the components for the NHES are mostly derived from a 1 st

law analysis with a steady state open system with negligible changes in kinetic and
gravitational potential energy:

0 = 𝑄̇ − 𝑊̇ +

𝑚̇ ℎ

−

𝑚̇

ℎ

(3.1)
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Where the terms Q̇ , Ẇ, ṁ, and h are the heat transferred, work produced or consumed,
fluid mass flow rate, and specific enthalpy respectively. The convention used assumes heat
transferred into the system and work produced by the system are positive values.
Whereas, heat transferred out of the system and work consumed by the system are
negative values.

More specific component equations are found in the following

subsections.

3.2.1.1

Turbine

Turbines generate work by expanding a higher-pressure fluid to a lower pressure.
This expansion extracts mechanical work due to the change in the fluid volume. The
following equations show how the power produced by the turbine was calculated and how
the fluid state at the outlet is calculated.

ℎ

The values of the isentropic (𝜂

−ℎ
=𝜂
(ℎ − ℎ
𝑊̇ = 𝜂
𝑚̇ (ℎ − ℎ
) and mechanical (𝜂

are respectively 0.85 and 0.98. The value of ℎ

,

)

,

)

(3.2)
(3.3)

) efficiencies used for the turbine
is calculated by using the pressure at

the outlet and assuming an isentropic expansion from the inlet state to the outlet state.
The turbine model provides turbine power output and turbine outlet state at any given
time. According to the design (nominal) condition of the steam cycle shown above, the
vapor quality at the turbine outlet is around 0.83.

3.2.1.2

Pumps and Compressors

Pumps and compressors utilize work input to pressurize an incoming fluid stream.
Even though actual pumps and compressors vary greatly in design, with pumps generally
being used for liquids and compressors used for gases, both components can be modeled
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the same in a

1st

law analysis.

ℎ

= ℎ

+

(ℎ

𝑊̇ = 𝑚̇ (ℎ

−ℎ )

,

𝜂

(3.4)

−ℎ )

(3.5)

The values used for the efficiency of the pump in the steam cycle and the compressor in
the refrigeration cycle were 0.9 and 0.98 respectively. The value of ℎ

,

is computed

the same way as for the turbine, by using the pressure at the outlet and assuming an
isentropic compression from the inlet state to the outlet state. It is also assumed that the
fluid at the inlet to the pump is a saturated liquid with a quality of zero and the fluid at the
inlet to the compressor is a saturated vapor with a quality of one.

3.2.1.3

Heat Exchangers

Heat exchangers, which can be broken down into various types depending on their
function, such as evaporators, condensers and recuperators, transfer heat energy from a
hot fluid stream to a cold fluid stream. The design of these different types of heat
exchangers vary greatly, but they can be modeled the same in a 1st law analysis.

𝑚̇ ℎ

,

−ℎ

,

= 𝑚̇ ℎ

,

−ℎ

,

(3.6)

Heat exchangers are one of the major design points for a power cycle. A designer
can adjust the characteristics of the heat exchanger to improve or reduce its effectiveness.
Some of the design considerations for a heat exchanger are the surface areas for the
different fluids, the conductance of the metal used to transfer the heat between fluids and
the flow rate of the fluids. For the condenser in the steam cycle, a more complex
computation of equation 3.6 is used as the state of the fluids is computed at multiple nodes
along the heat exchanger. This requires multiple parameters of the condenser to be
specified, as shown in table 3.1.
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Table 3.1: Condenser Input Table for OpenModelica

This paragraph gives some explanation for the values used in the condenser input
table. The heat transfer coefficient of the incoming steam was estimated to be twice as
high as the incoming cooling water.

The approximate value for the heat transfer

coefficient of the cooling water was set to 2500 W/(m 2K), thus, the heat transfer coefficient
of the incoming steam was set to 5000 W/(m2K). It was assumed that the friction factor
was zero and that there was no pressure drop in the condenser. The nominal inputs
(rhonom_cool,

condNomFlowRate,

coolNomFlowRate,

condNomPressure,

coolNomPressure) were set as close to normal operation conditions so as to help with
solving the initial state of the system. Eight nodes were used to solve the state of the
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cooling fluid as that provided an adequate resolution without becoming too
computationally intensive. The sizing of the surface areas and volumes were set such that
the cooling fluid’s size was equal to the condensing steam and 60 MW would be generated
by the cycle when operating with the ambient temperature at 20 °C and 25% relative
humidity. The properties of the metal (density and specific heat capacity) are those of
stainless steel.
The power boosting condenser is simplified by setting the temperature of the ice
water at the outlet one degree below the inlet temperature for the water coming from the
cooling tower. This simplification was made as the sizing and cost of the power boosting
were assumed to be much lower than that of the main condenser in the steam cycle as both
fluids are liquid. This simplification also improved the computation time for a simulation.
The evaporator (steam generator) in the steam cycle is simplified by assuming that
the heated fluid at the outlet is at a set point, with the specific enthalpy of the steam at the
outlet being set to 3.02e6 J/kg and the pressure set to 30 bar, which sets the temperature
to be at 310 °C. This simplification is made as the heat input from the SMR core is assumed
to be able to vary its thermal output to keep the outlet of the steam generator at the set
point. This assumption is made as the change in the inlet conditions for the steam
generator depends on the ambient temperature, and the variation in the inlet condition is
small enough to assume that the SMR would be able to vary its output to meet the given
set point.
For the evaporator in the refrigeration cycle, the calculation of the outlet enthalpies
is simplified by stating that the enthalpy of the refrigerant at the outlet is set to the dew
enthalpy (saturated vapor). A similar approach is taken with the condenser in the
refrigeration cycle. The calculation of the outlet enthalpies is simplified by stating that the
enthalpy of the refrigerant at the outlet is set to the bubble enthalpy (saturated liquid).
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For the recuperator that is used to transfer thermal energy between the two
ice/water tanks, the following simplification is made. The temperature of the warmer
water at its outlet is set to be one degree warmer than the temperature of the cooler water
at its inlet (i.e. the approach temperature is set to be 1 ℃).
All the heat exchangers within this analysis assume that the fluid streams remain
separated during the heat transfer process. These assumptions and simplifications help
to shorten the computational time required for the OpenModelica system model.

3.2.1.4

Throttle Valve

Throttle valves are used to reduce the pressure of a fluid stream by allowing for
quick expansion. The following equation is used for the throttle valve:

ℎ

(3.7)

=ℎ

This assumes that the throttle valve creates an isenthalpic expansion, with no work being
generated and no heat being transferred with the surrounding.

3.2.1.5

Mixing Valves

Mixing valves occur when two fluid streams at the same pressure are mixed together.
As no work is generated and no heat is transferred outside of the fluid streams, the mixing
valve only needs to account for the change in enthalpy that occurs when the two streams are
mixed. The following equations are used to solve for the outlet mass flow rate and
enthalpy.
𝑚̇
ℎ

=

𝑚̇

= 𝑚̇

,

ℎ

,

,

+ 𝑚̇

+ 𝑚̇
𝑚̇

(3.8)

,
,

ℎ

,

(3.9)
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As was stated before, it is assumed that there is no loss of heat during mixing.

3.2.1.6

Flow Splitting

The modeling for flow splitting is very similar to a mixing valve.

The only

differences are that the specific enthalpies for all the flows are the same and that there is
one flow at the inlet and two flows at the outlet. The following equation is used for the
mass flow rate.
𝑚̇

= 𝑚̇

+ 𝑚̇

,

(3.10)

,

It is assumed that there is no work generated and no heat lost during the splitting of the
flow.

3.2.1.7

Cooling Tower

The cooling tower is a specialized heat exchanger in which air and water are
brought into direct contact with each other in order to reduce the temperature of the water
through evaporative cooling. It is used to cool the water that is heated in the both the
condenser for the steam cycle and the condenser for the refrigeration cycle. The following
equation is used to model the cooling tower:

𝑚̇

ℎ

,

−ℎ

,

= 𝑚̇

ℎ

−ℎ

,

,

(3.11)

The following equations/assumptions simplify the computation for the cooling tower:

𝑇
𝑚̇

=𝑞

,

=𝑇

,

𝜌

,

− 0.75(𝑇

𝑚̇
,

𝑚̇

,

1+
,

(3.12)

−𝑇 )
𝑇

−𝑇

,

(3.13)

𝑇

As shown in equation 3.12, the temperature of the water leaving the cooling tower
is assumed to be a little above wet bulb temperature, unless there is 100% humidity. In
which case the water temperature would be the same as the dry bulb temperature. Also,
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as shown in equation 3.13, the mass flow rate of the air in the cooling tower increases as
the water mass flow rate increases and as the air temperature increases. It is important to
note that from equation 3.11 it is assumed that no water is lost due to evaporative cooling
(i.e. the plant make-up water is ignored).

3.2.1.8

Ice/Water Tanks

The ice/water tank stores the water that is chilled from the refrigeration cycle to
then be used to boost the power output of the steam cycle during peak demand. It does
this by improving the efficiency of the steam cycle as the steam from the turbine can be
cooled to (i.e. condensed at) a lower temperature and pressure. The remaining stored
thermal energy in the ice/water tank is used at the end of the day to cool down the water
in the other ice/water tank by using the recuperator. The following equations are used to
model the ice/water tanks.
If the ice water coming in has no percentage of ice:
𝑄̇ = 𝑚̇

,

ℎ

,

+ 𝑚̇

,

ℎ

,

+ 𝑚̇

,

ℎ

,

,

ℎ

− 𝑚̇

(3.14)

ℎ

If the ice water coming in has a percentage of ice:
𝑄̇ = 𝑚̇

,

𝑠(−333550) + 𝑚̇

,

ℎ

,

+ 𝑚̇

,

− 𝑚̇

ℎ

(3.15)
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(𝑓𝑟𝑜𝑚 𝑟𝑒𝑓𝑟𝑖𝑔𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑐𝑦𝑐𝑙𝑒)

𝑚̇

𝑚̇

,

,

𝑚̇

(𝑓𝑟𝑜𝑚 𝑟𝑒𝑐𝑢𝑝𝑒𝑟𝑎𝑡𝑜𝑟)

,

(𝑓𝑟𝑜𝑚 𝑃𝐵𝐶)

Ice/Water Tank

𝑚̇
(𝑡𝑜 𝑟𝑒𝑓𝑟𝑖𝑔𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑐𝑦𝑐𝑙𝑒, 𝑃𝐵𝐶 𝑜𝑟 𝑟𝑒𝑐𝑢𝑝𝑒𝑟𝑎𝑡𝑜𝑟)
Figure 3.5: Ice/Water Tank with Inflows and Outflow

Where 𝑄̇ is the change in the internal energy of the tank, 𝑚̇
rate of the chilled water from the refrigeration cycle, 𝑚̇
water that was used for the power boosting condenser, 𝑚̇
water used for recuperation, 𝑚̇

,

is the mass flow

is the mass flow rate of the

,
,

is the mass flow rate of the

is the mass flow rate of water leaving the tank, ℎ is the

specific enthalpy for the given mass flow rate, and 𝑠 is the percentage of ice in the incoming
chilled water. Figure 3.5 shows the different flows going into and out of the tank. The
enthalpy of fusion for turning ice into water is 333550 J/kg, so -333550 J/kg multiplied
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by the percentage of ice, 𝑠, give a negative value for the enthalpy of the incoming ice/water
mixture, as shown in equation 3.15. The specific enthalpy for liquid water at zero degrees
Celsius is zero in OpenModelica, so it is not included in equation 3.15. It is assumed in the
above equations that the tank loses no heat to its surroundings. The percentage of ice in
the tank is calculated by dividing the instantaneous specific enthalpy of the water/ice in
the tank by -333550 J/kg if the instantaneous specific enthalpy is less than zero. If the
instantaneous specific enthalpy of the water in the tank is greater than zero, then there is
no ice in the tank. The instantaneous temperature of the tank is either set to 0° C if the
instantaneous specific enthalpy is less than zero and greater than -333550 J/kg or
calculated by knowing the instantaneous specific enthalpy and pressure, which is
atmospheric pressure.

3.2.1.9

Wind Turbines

Wind turbines are used to convert the kinetic energy of the wind into electrical
energy. They usually operate according to the wind speed, generally having three main
operation states. They will turn off if the wind speed is below the cut-in speed or if it is
above the cut-out speed. If the wind speed is between the cut-in speed and the rated speed,
the power generated will vary depending on the wind speed. If the wind speed is above
the rated speed and below the cut-out speed, the power generated will be the maximum
that can be generated by the wind turbine. The following equations were used to model
the wind turbines.
If the wind speed is less than the cut-in speed or greater than the cut-out speed:

𝑊̇ = 0
If the wind speed is greater than the cut-in speed, but less than the rated speed:

(3.16)
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𝑊̇ = 𝑊̇

𝑉
𝑉

−𝑉
−𝑉

(3.17)

If the wind speed is greater than the rated speed, but less than the cut-out speed:
(3.18)

𝑊̇ = 𝑊̇

In the model, the wind turbines were modeled as 2 MW wind turbines, so the max
power, 𝑊̇

, was set to 2 MW. The cut-in speed was set at 4 m/s, the rated speed was set

to 10 m/s and the cut-out speed was set to 20 m/s.

3.2.1.10 Reverse Osmosis System
The reverse osmosis (RO) system is made up of two main components: a highpressure pump and membrane unit. Pressurized seawater, from the high-pressure pump,
is pushed through the membrane unit producing clean water (permeate) and a
concentrated brine.

𝑚̇

𝑚̇

𝑚̇
Figure 3.6: Reverse Osmosis Flows

RO system’s efficiency is dependent on the concentration of the water source, the
water temperature, and pressure provided by the high-pressure pump. Figures 3.7-3.9
come from a case study done in Egypt and show how the RO systems’ efficiency or
productivity is affected by pressure, temperature and salinity [38].
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Figure 3.7: RO System Productivity vs Pressure

Figure 3.7 shows how the feed pressure of the RO system affects the productivity.
Productivity in this case study was defined as 1000 m3/day of water produced.
Productivity increases as the pressure increases.
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Figure 3.8: RO System Productivity vs Temperature

Figure 3.8 shows how the temperature of the feed water affects the productivity of the RO
system. As the temperature increases, the productivity also increases.

Figure 3.9: RO System Productivity vs Feed Water Salinity
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Figure 3.9 shows how the feed water salinity affects the productivity of the RO system. As
the salinity of the feed water increases, the productivity of the RO system decreases.
For model simplicity, the following operating conditions were set and held
constant: the pressure provided by the high-pressure pump was 65 bar (6.5e6 Pa), the
power rating per pump was 100 kW, the pump efficiency was 0.8, the incoming water
temperature was 27° C, with a salinity of 35,000 ppm and the water recovery rate was 31%.
The water recovery rate (Rw) describes the percentage of source water that will pass
through the membranes as clean water.
The following equations show how the RO system was modeled:

𝑚̇ = 𝑚̇ + 𝑚̇
𝑚̇ = 𝑅 𝑚̇

(3.19)
(3.20)

Where 𝑚̇ is the feed water flow rate, 𝑚̇ is the clean permeate flow rate, and 𝑚̇ is the
concentrated brine flow rate.
The permeate is at atmospheric pressure while the concentrated brine leaves the
RO system at the elevated pressure it entered the system. The mass flow rate of the feed
water is calculated in the high-pressure pump model using the following equation:

𝑚̇ =

𝑊̇ 𝜂
𝑔𝐻

(3.21)

Where 𝑊̇ is the power available to the pump, 𝜂 is the pump efficiency, g is acceleration
due to gravity, and H is the head of the pump (i.e., the targeted pressure for the reverse
osmosis process). The RO system model has a controller to set the number of active pumps
in order to meet the feed water flow rate, given the available power. The controller uses
the available power, RO size, and high-pressure pump size to determine the correct
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number of pumps to run.
If the available power is less than the RO size (𝑊̇ < 𝑆

𝑁 =

):

𝑊̇

(3.22)

𝑃

If the available power is greater than the RO size (𝑊̇ > 𝑆

𝑁 =

𝑆
𝑃

):
(3.23)

If there is no available power (𝑊̇ = 0):

𝑁 =0
Where 𝑁 is the number of pumps, 𝑊̇ is the available power, 𝑆

(3.24)
is the rated power of the

RO system, and P is the rated power of each high-pressure pump. Solutions to the above
equations for 𝑁 are rounded down to the nearest integer. A penalty is incurred when the
available power exceeds the rated power of the RO system.

3.2.1.11

Steam Cycle Efficiency

To determine the overall cycle efficiency of the steam cycle, the net work of the
cycle is divided by the heat input into the cycle. The net work is found by adding the work
produced by the turbine to the work consumed by the pump. The following equation
shows how the efficiency of the steam cycle was modeled:

𝜂=
3.3

𝑊̇ − 𝑊̇
𝑄̇

(3.25)

OpenModelica System Modeling
In the previous section the modeling of individual components in the
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OpenModelica model was discussed. In this section the dynamics of the system will be
discussed. An explanation of how the different mass flow controllers work as well as a
brief discussion on how the revenue/penalty for power generation was calculated will be
given. Figure 3.10 gives a high-level depiction of how the controllers work. It shows which
variables are used as inputs to controllers and what variables are controlled in the system
and how the controller interacts with different components.

The inputs from the

environment are the wind speed (Vwind), ambient temperature (Tamb) and power demand
(𝑊̇

). The controller uses these inputs to regulate the operating conditions for the

steam cycle, cooling tower and water tanks. The controller also decides if and how the
refrigeration cycle operates.

Figure 3.10: High-level Controller Diagram
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3.3.1

Steam Cycle Mass Flow Controller
The controller for the mass flow rate of the steam cycle is modeled as a PID

controller from the ThermoPower library. The desired value is the power demand and the
process value is the power generated by the steam cycle and wind turbines. While in some
applications the control signal modifies the mass flow rate of the steam cycle within the
given bounds to try to meet the power demand, in our case, in order to keep the reactor
output (thermal input to the secondary-side steam cycle) constant, the lower and upper
bounds were set the same so as to keep the mass flow rate constant. Although some SMRs
have the ability to regulate their power outputs through modifying the mass flow, they will
suffer lower thermal efficiency. Also, given nuclear power plants traditionally operate as
baseload plants, we thus kept the power output from the SMRs as a constant. The bounds
were set so that the steam cycle would generate around 60 MW when the ambient air
temperature is at 20 °C with low relative humidity. Table 3.2 shows the inputs for the PID
controller.
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Table 3.2: Steam Cycle PID Controller Input Table for OpenModelica
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3.3.2

Refrigeration Cycle Mass Flow Controller
The mass flow rate of the refrigeration cycle is controlled by the amount of power

available for the compressor to consume.

If there is no power available, then the

refrigeration cycle is turned off and the mass flow rate is set to zero. If the power available
is greater than the compressor can consume, then the mass flow rate is set to the maximum
for the compressor. If the power available is greater than zero and less than the limit for
the compressor, then the mass flow rate is set by the following equation:

𝑊̇
Where ℎ

and ℎ

=𝜂

𝑚̇(ℎ − ℎ

)

(3.26)

are the specific enthalpies for the fluid flow into and out of the

compressor. The enthalpy of the fluid flowing into the compressor (ℎ ) is set such that
the temperature is five degrees below zero, which helps it efficiently supercool water in the
evaporator that then freezes in the tank. The enthalpy of the fluid flowing out of the
compressor (ℎ

) varies depending on the ambient temperature. The condensing

temperature is set 5 C above the ambient temperature.

3.3.3

Power Boosting Condenser Mass Flow Controller
The controller for the mass flow rate of the power boosting condenser is modeled

as a PID controller similar to the controller used for the steam cycle mass flow rate. The
desired value and the process value are the same as in the steam cycle mass flow rate
controller, but there are different bounds for the control signal. The mass flow rate will
vary from 0 to 1400 kg/s according to the demand signal. A bigger power boosting
condenser is associated with a higher mass flow rate. The power boosting condenser turns
on when the power demand is greater than the amount of power being produced, which
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typically occurs during the demand peak. Also, the controller looks at the internal energy
of the ice/water tank and if the time is past the expected power demand peak and there is
no ice remaining in the tank, it shuts off the power boosting condenser so as to leave some
cooler water for recuperation. Figure 3.11 depicts the logic of the PBC controller.

Yes

Power Demand Met?

No

Turn off PBC
Yes

Past Peak Time?

No

Turn on PBC
Yes

Turn on PBC

Ice Available?

No

Turn off PBC
Figure 3.11: Diagram of PBC Controller Logic

3.3.4

Power Generation Revenue/Penalty
The revenue generated by power generation and the penalty incurred by not

meeting the demand or producing more power than could be used was calculated in a
similar way. The value of energy varied throughout the day, with energy costing more
during peak demand and costing less when demand was low. The penalty rate was set ten
time more than the revenue rate, meaning if the cost of energy was $0.10 per kWh, the
penalty would be $1.00 per kWh. The following equation was integrated to calculate the
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revenue generated throughout the day.

𝑅̇ = 𝑘

𝑊̇
(1000 ∗ 3600)

(3.27)

Where 𝑅̇ is the change in revenue (in dollars per second), 𝑘 is the cost in dollars per kWh
for the given time of day, and 𝑊̇ is the power generated in Watts.

3.4

Component Costing Models
Cost models were created for the different parts of the system in the RAVEN plugin

TEAL and are broken down into two main parts, capital costs and recurring costs. Capital
costs include the initial purchasing price for the component or system. Recurring costs
include the costs for operation and maintenance, as well as revenue generated by
producing things such as clean water or electrical power. The following general equations
show how the capital cost and recurring cost/revenue were calculated using TEAL.

𝐶𝑎𝑝𝑖𝑡𝑎𝑙 = 𝑁 ∗ 𝛼

𝐷
𝑅

𝑅𝑒𝑐𝑢𝑟𝑟𝑖𝑛𝑔 = Σ 𝑁 𝛼

(3.28)
𝐷
𝑅

(3.29)

Where 𝑁 is a multiple of the number of components/systems, 𝑅 is the reference size of the
component/system, 𝐷 is the driver size of the component/system, 𝛼 is the cost for the
reference size, 𝑆 is the scaling factor and Σ is the sum of the recurring yearly
costs/revenues.

3.4.1

Steam Cycle Cost Model
The capital cost for the steam cycle was based off a paper on the cost for the

NuScale SMR [39]. In the paper, it gives an estimate for the cost of a NuScale SMR as
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$3465.72 per Kilowatt. Using this information and the expected size of the SMR to be 60
MW, the capital cost for one SMR, which includes the primary side reactor system and the
secondary side energy conversion system (e.g., turbine, condenser, pump and cooling
tower), is modeled to be a little under $210 million. A report from 2017 titled “The
Economics of Small Modular Reactors” was the basis for calculating the recurring costs
from operation and maintenance [40]. It gives estimates for the fixed ($135/kW-yr) and
variable ($3/MWh) O&M, as well as an estimate for the cost of fuel ($8.5/MWh), with the
fuel disposal cost included.

3.4.2

Refrigeration Cycle Cost Model
The capital cost of the refrigeration cycle is mostly made up of the cost of the

compressor. To estimate the cost of the compressor for a given size, an article on
compressor installation prices was used as a basis [41]. The capital cost for a 10 MW
compressor is modeled to cost $6 million and the cost is projected to increase as the size
of the compressor increases, with a scaling factor of 0.5. The yearly O&M costs for the
refrigeration cycle are based off the size of the compressor. It is modeled to increase
linearly as the compressor size increases, with a 10 MW compressor requiring $10 million
for O&M annually.

3.4.3

Ice/Water Tanks Cost Model
The capital cost of the water tanks was based off an article about the cost of water

storage tanks [42]. The model predicts that a 1.5-million-gallon tank would cost $3 million
dollars and that the price increases as the tank size increases with a scale factor of 0.5. The
O&M for the tank is lumped in with the revenue generated for clean water, so that
approximately each gallon generates about half a penny of revenue.
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3.4.4

Wind Turbines Cost Model
The capital cost of each 2 MW wind turbine was modeled to be about $2 million,

assuming some government incentive, and an article on O&M costs for wind turbines was
the basis for an estimation for the annual cost to be about $90,000 [43].

3.4.5

Reverse Osmosis System Cost Model
Cost models for RO systems can be very complex and involve a lot of things to

consider, such as the costs involved with intake and discharge of water, pretreatment of
water, as well as the construction costs and power costs to run the system [44]. The cost
model used for the RO system lumps together the capital costs and operating costs into
one large single cost, which is based off the levelized cost of water. The overall cost for a
15 MW system with a 20-year lifespan was set at $225 million and increases with a scale
factor of 0.5 as the size of the RO system increases.

3.4.6

Electrical Power Revenue/Penalty Cost Model
To calculate the revenue generated from the electrical power produced throughout

the day, equation 3.21 was used. During peak hours the rate was $0.22 per kWh and
during off peak hours the rate was $0.07 per kWh [45]. To calculate the penalty cost for
over producing or not meeting the power demand, a quadratic cost function was used. The
following equation helps describe the cost function.

𝐶𝑜𝑠𝑡 = Σ𝑘(𝑦 − 𝑦 )

(3.30)

In equation 3.30, Σ is the sum of the costs, 𝑘 is the current rate for electricity, 𝑦 is the
power produced and 𝑦 is the predicted power production. This approach to calculating
the penalty was selected so that the cost would be symmetric about the demand and
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increase greatly the farther the system was from meeting the demand. This helped to
ensure that the system would be better fit to meet the power demand.

3.5

Net Present Value Calculation
The Net Present Value (NPV) for the NHES was calculated by using the RAVEN

plugin TEAL [46]. Using the economic models for the different components/systems
listed, TEAL can calculate the NPV at the end of the system’s life cycle. The life span for
most of the components was set to 40 years, with the refrigeration cycle and RO system
having an expected life span of only 20 years before being replaced.

3.6

Assumptions

Along with the assumptions mentioned previously for the individual component
models, for the systems analyzed the following assumptions were used when deriving the
models:

• No heat losses within and between components
• No pressure losses in the system
• Changes in fluid kinetic energy is negligible
• No changes in gravitational potential energy
• Completely uniform mixing of fluid

3.7

Software
The systems were evaluated using OpenModelica v1.14.1 (64-bit) with OMSimulator

v2.1.0. RAVEN v. 2.0 was used to run multiple cases for each of the systems to find the optimal
system sizing for highest net present value. It took about 45 seconds to run each day simulation
for the freeze desalination system and around 15 seconds for the RO system. The simulations
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were run on a desktop with windows 10 64-bit OS, 2.50 GHz processor and 128 GB of RAM.

3.8

Optimization Process

The optimization process to find the optimal sizing of the system to meet the power
demand with the highest NPV is shown in figure 3.12.

Optimal NPV

Figure 3.12: Optimization Workflow
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The process of optimization is broken down into two main parts. The first part is
when the Monte Carlo sampler is run in RAVEN to explore the design space for the
components. The sampler runs multiple cases of the OpenModelica model, changing the
following variables (depending on the system): 1) number of SMRs; 2) number of wind
turbines; 3) size of the compressor for the refrigeration cycle; 4) size of the tanks; 5) size
of the power boosting condenser; and 6) size of the RO system. It produces the following
outputs, which will be used in the second part: 1) the component sizes for the simulation;
2) the amount of drinkable water produced; 3) the amount of power generated; and 4) the
penalty charges.
The second part of the optimization process uses the outputs from the sampled
simulations to perform an economic analysis using TEAL. TEAL then calculates the net
present value (NPV) for the sampled systems. These results are used to refine the
sampling space.
This process will be repeated multiple times to reach an optimal system sizing.
Then the NPV of the optimized system can be computed. The optimized systems using
reverse osmosis and freeze desalination can then be compared and the best system for the
given inputs can be determined.

3.8.1

Part One
The first part of the optimization process is performed using a Monte Carlo sampler

to explore the design space for the component sizing. This is done in RAVEN using an
XML file. An example of an XML file used for this part is given in appendix A. The main
XML file has input files, such as the initial conditions of the system, the executable for the
OpenModelica model, and the json file for the OpenModelica model. RAVEN is able to
run the model multiple times, changing the input values for the specified variables, such
as the number of SMRs, wind turbines, and sizing of components. After each model is
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run, RAVEN saves the values of the input variables and the specified outputs. These saved
inputs and outputs will then be used by TEAL in part two.

3.8.2

Part Two
The second part of the optimization process is performed by TEAL using the output

file created in part one. This part is also done by using an XML file. An example of an
XML file used for this part is given in appendix B. The main XML file has an input XML
file that has the cost models for each of the components, as well as the input file that was
created in part one. TEAL is used to calculate the NPV for the system over its lifespan. In
this case, the lifespan was 40 years. The inputs used from part one are saved along with
the NPV for the given case in an excel file. This output is then used to determine the
optimal design for the given run and can be used as the starting point for repeating part
one.
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CHAPTER 4
RESULTS

This chapter discusses the results from optimizing both OpenModelica models, the
Freeze Desalination (FD) system and the Reverse Osmosis (RO) system, for two locations.
The locations chosen were Salt Lake City, Utah and San Diego, California. The sizing of
the systems was optimized for a high demand day in the summer and then the system was
run for a day in the winter, with the system size kept the same as summer, except for fewer
SMRs operating.

4.1

Case Study One: Salt Lake City
Salt Lake City was chosen as it has a lower fresh water supply and to see how each

system would meet the demands in both seasons, as it has both a hot summer and cold
winter. The population estimate used to estimate the power demand (1.16 million) came
from the United States Census Bureau data for Salt Lake County [47].

4.1.1

Input Profiles
The next three subsections discuss the input profiles (Power Demand, Air

Temperature and Wind Speed) used to run the models. The data was taken from two
days, one in the summer and one in the winter. The summer day was July 13 and the
winter day was January 14. These days were chosen as they had relatively high power
demand for the given season.

4.1.1.1

Power Demand Profile

The power demand data for Salt Lake City came from the U.S. Energy Information
Administration [48]. It has power demand data for given regions in the United States and
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the number of household that the region provides power. Power demand data for Salt
Lake City was created by using the power demand for the Rocky Mountain region for the
given days and scaling it to the number of households in Salt Lake County (approximately
410,000). A plot of the power demand profiles for summer and winter is shown in figure
4.1.

Figure 4.1: Salt Lake City Power Demand Profiles

4.1.1.2

Air Temperature Profile

The data for the air temperature came from Weather Underground [49]. It has
records of hourly data for air temperature. Figure 4.2 shows the air temperature profiles
for the chosen summer and winter days in Salt Lake City.
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Figure 4.2: Salt Lake City Air Temperature Profiles

4.1.1.3

Wind Speed Profile

The data for the wind speed came from a wind farm outside of Salt Lake City, in
Milford, Utah. This location was chosen as it was near Salt Lake and a windy location
where wind turbines would realistically be located. The data came from the National
Renewable Energy Laboratory wind prospector tool [50]. Data was not available for the
year 2019 (from which the power demand and air temperatures come), so the data was
taken from the same days in 2012. Figure 4.3 shows the wind speed profiles for the
summer and winter days.
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Figure 4.3: Salt Lake City Wind Speed Profiles

4.1.2

Optimization Process
To get a good estimate of the sizing search space to use for the number of SMRs,

the OpenModelica model was run a few times with the number of SMRs varied until the
power generation was close to the power demand. Then a Monte Carlo analysis was
performed with a relatively large sample space. The performance of each of the runs was
ranked by NPV and the sizing of the best runs was used to narrow the search space for a
second Monte Carlo analysis. This process was repeated with the search space decreasing
for each iteration until the optimal solution was found.

4.1.3

Optimal Solution
The optimal solution for each system was found using the summer data. The NPV

was calculated by using the results of the one summer day. Therefore, the calculated NPV
is used to compare the systems to see which one responds best for the given day, but is not
assumed to be an accurate estimate of what the actual NPV would be for the system if it
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operated throughout the year. For both systems four iterations were run before the
optimal solution was found. The next two subsections describe the results for both
optimized systems.

4.1.3.1

Freeze Desalination System

The optimal solution for the Freeze Desalination system had the following inputs:
42 SMRs, 84 wind turbines, 20 MW compressor, 1.8 million-gallon tanks, and a max flow
rate for the power boosting condenser of 1400 kg/s. The calculated net present value
(NPV) for this case was $1.51e10 after 40 years. Figure 4.4 shows the results of the
optimization process after the second iteration. By this point the number of SMRs and
wind turbines for the optimal system had been found.

NPV ($)

NPV vs # Wind Turbines per SMR
1.515E+10
1.51E+10
1.505E+10
1.5E+10
1.495E+10
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1.47E+10

41 SMRs
42 SMRs
43 SMRs
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Figure 4.4: FD Optimization Results after Second Iteration

Figures 4.5-4.12 show how the FD system operates for the optimal case. For
clarification, the random red dots that appear on some plots can be ignored as an issue
with plotting in OpenModelica. Figure 4.5 shows how the system meets the power
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demand, with the power also being broken down into two types, power from the SMRs
and power from the wind turbines. Notice how the system meets or exceeds the power
demand from hours 0-19 and 22-24.

Figure 4.5: Power Generation of SLC FD System

Figure 4.6: Power Available for SLC Refrigeration Cycle
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Figure 4.6 shows the power available for the compressor to run the refrigeration
cycle. From about hours 3-5 the power available is a little more than the 20 MW size of the
compressor. From about hours 13-22 the compressor is turned off as there is no excess
power to run the refrigeration cycle.
Figure 4.7 show the percent of ice in the tank throughout the day. The ice
percentage builds up to about 75% by hour 13 and then decreases to zero a little after hour
19 as the ice is used in the power boosting condenser. Figure 4.8 shows the mass flow rate
of ice water in the power boosting condenser. Notice how the PBC is used from about
hours 13-22, with two bumps early on due to wind power fluctuation.

Figure 4.7: Percent of Ice in SLC Tank
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Figure 4.8: SLC Power Boosting Condenser Mass Flow Rate

Figure 4.9 shows the efficiency of the steam cycle and how the use of the power
boosting condenser from hours 13-22 improves it. Notice how the efficiency is boosted
when the PBC is turned on at hour 13, with the boosting decreasing from hours 19-22 as
the tank runs out of ice.

Figure 4.9: Efficiency of SLC Steam Cycle
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Figure 4.10: SLC Steam Cycle Condenser Temperature and Pressure

Figure 4.10 shows the condensing temperature and pressure for the main
condenser in the steam cycle. Notice that the temperature and pressure both drop when
the power boosting condenser is used, helping to increase the efficiency of the system and
produce more power.
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Figure 4.11: SLC Power Boosting Condenser Water Temperatures

Figure 4.11 shows the temperatures of the waters in the power boosting condenser.
Although the outlet temperature of the water from the tank is always set to one degree
below the inlet temperature of the water from the cooling tower, the mass flow of the water
from the tank is effectively zero from hours 0-13 as power boosting is not needed and 2224 as the stored latent heat in the ice/water tanks is depleted. This can be inferred as the
temperature difference between the inlet and outlet water from the cooling tower is zero
over the same time period.
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Figure 4.12: Penalty Energy Incurred by SLC FD System

Figure 4.12 shows the accumulation of penalty energy throughout the day. Notice
that there is a penalty from hours 3-5 when the system is producing more power than the
compressor can use for the refrigeration cycle. Also, from hours 19-22 there is more
significant penalty when the system does not meet the power demand.
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4.1.3.2

Reverse Osmosis System

The optimal solution for the reverse osmosis system had the following inputs: 42
SMRs, 336 wind turbines, and an RO system with a max power input of 19 MW. The NPV
for the optimal case was $1.12e10 after 40 years. Figure 4.13 shows the optimization
process after the third iteration.

NPV ($)
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Figure 4.13: RO Optimization Results after Third Iteration

Figures 4.14-4.17 show how the RO system operates for the optimal case. Figure
4.14 shows how the system meets the power demand. Notice that the system oscillates
around the power demand during the peak hours from 15-21 as the wind turbines’ power
output fluctuates more, given the high number of wind turbines.
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Figure 4.14: Power Generation of SLC RO System

Figure 4.15: Power Available for SLC Reverse Osmosis

Figure 4.15 shows how much power is available to run the reverse osmosis process.
Notice that from hours 2.5-5.5 there is excess power that can’t be used by the 19 MW RO
system.
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Figure 4.16: Clean Water Generated by SLC RO System

Figure 4.16 shows the amount of clean water that has been generated throughout
the day by the RO process. Most of the water is generated in the first 12 hours.
The amount of penalty energy incurred by the system throughout the day is shown
in figure 4.17. Notice the penalty from over production from hours 2.5-5.5 and then
penalties from underproduction for the rest of the day.

Figure 4.17: Penalty Energy Incurred by SLC RO System

57

4.2

Case Study Two: San Diego
San Diego was chosen as it currently has the largest desalination plant (using RO)

in the United States. Also, San Diego, and California in general, consistently experience
droughts and have high demand for fresh water.

4.2.1

Input Profiles
The next three subsections discuss the input profiles (Power Demand, Air

Temperature and Wind Speed) used to run the models. The data was taken from two
days, one in the summer and one in the winter. The summer day was July 15 and the
winter day was January 9. These days were chosen as they had relatively high power
demand for the given season.

4.2.1.1

Power Demand Profile

The power demand data for San Diego also came from the U.S. Energy Information
Administration. Power demand data for San Diego was created by using the power
demand for California for the given days and scaling it to the number of households in San
Diego (approximately 1,200,000). The power demand for San Diego in summer and
winter is shown in figure 4.18.
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Figure 4.18: San Diego Power Demand Profiles

4.2.1.2

Air Temperature Profile

The data for the air temperature came from Weather Underground. Figure 4.19
shows the air temperature profiles for the chosen summer and winter days in San Diego.

Figure 4.19: San Diego Air Temperature Profiles
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4.2.1.3

Wind Speed Profile

The data for the wind speed came from a wind farm outside of San Diego, in
Boulevard, California. This location was chosen as it was near San Diego and a windy
location where wind turbines would realistically be located. The data also came from the
National Renewable Energy Laboratory wind prospector tool. Data was not available for
the year 2019 (from which the power demand and air temperatures come), so the data was
taken from the same days in 2012. Figure 4.20 shows the wind speed profiles for the
summer and winter days.

Figure 4.20: San Diego Wind Speed Profiles

4.2.2

Optimization Process
The optimization process for the systems using the San Diego data was the same

as described for Salt Lake City in section 4.1.2.
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4.2.3

Optimization Solution
The optimal solution for each system was found using the summer data. The NPV

was calculated by using the results of the one summer day. Therefore, the calculated NPV
is used to compare the systems to see which one responds best for the given day, but is not
assumed to be an accurate estimate of what the actual NPV would be for the system if it
operated throughout the year. For the freeze desalination system eight iterations were run
before the optimal solution was determined. For the reverse osmosis system five iterations
were run before the optimal solution was determined. The next two subsections describe
the results for both optimized systems.

4.2.3.1

Freeze Desalination System

The optimal solution for the Freeze Desalination system had the following inputs:
52 SMRs, 520 wind turbines, 16 MW compressor, 2 million-gallon tanks, and a max flow
rate for the power boosting condenser of 1000 kg/s. The calculated net present value
(NPV) for this case was $2.67e10 after 40 years. Figure 4.21 shows the results of the
optimization process after the sixth iteration.

61

NPV vs # Wind Turbines
2.6E+10
51 SMRs

NPV ($)

2.55E+10

52 SMRs

2.5E+10

53 SMRs
54 SMRs

2.45E+10
2.4E+10
2.35E+10
5

7

9

11

13

# Wind Turbines per SMR
Figure 4.21: FD Optimization Results after Sixth Iteration

Figures 4.22-4.29 show how the FD system operates for the optimal case. Figure
4.22 shows how the system meets the power demand, with the power also being broken
down into two types, power from the SMRs and power from the wind turbines. Notice how
the system meets or exceeds the power demand from approximately hours 0-17.5 and 21.524.
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Figure 4.22: Power Generation of SD FD System

Figure 4.23: Power Available for SD Refrigeration Cycle

Figure 4.23 shows the power available for the compressor to run the refrigeration
cycle. From about hours 11-14 and 17-22 the compressor is turned off as there is no excess
power to run the refrigeration cycle. For the last hour of the day the power available is
more than the 16 MW size of the compressor.
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Figure 4.24 show the percent of ice in the tank. The ice percentage reaches a
maximum of about 29% by hour 11 and then decreases to zero by hour 19.

Figure 4.24: Percent of Ice in SD Tank

Figure 4.25: SD Power Boosting Condenser Mass Flow Rate
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Figure 4.25 shows the mass flow rate of the ice water in the power boosting
condenser. Notice how the PBC is used from about hours 11-14 and then hours 17-22.
Figure 4.26 shows the efficiency of the steam cycle and how it is boosted by the
power boosting condenser. Notice how the boosting decreases from hours 17.5-22 as the
tank ran out of ice.

Figure 4.26: Efficiency of SD Steam Cycle
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Figure 4.27: SD Steam Cycle Condenser Temperature and Pressure

Figure 4.27 shows the condensing temperature and pressure for the main
condenser in the steam cycle. Notice how the temperature and pressure drop when the
power boosting condenser is used, helping to increase the efficiency of the system.

Figure 4.28: SD Power Boosting Condenser Water Temperatures
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Figure 4.28 shows the temperatures of the waters in the power boosting condenser.
Notice how the temperature of the water at the outlet to the steam condenser decreases
from the inlet from the cooling tower when the power boosting condenser is on.

Figure 4.29: Penalty Energy Incurred by SD FD System

Figure 4.29 shows the accumulation of penalty energy throughout the day. Notice
that most of the penalty is from hours 18-21 when the system does not meet the power
demand. There is also a little penalty during the last hour when too much power is
generated.

4.2.3.2

Reverse Osmosis System

The optimal solution for the reverse osmosis system had the following inputs: 52
SMRs, 780 wind turbines, and an RO system with a max power input of 15 MW. The NPV
for the optimal case was $2.33e10 after 40 years. Figure 4.30 shows the optimization
process after the fifth iteration.
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Figure 4.30: SD RO Optimization Results after Fifth Iteration

Figures 4.31-4.34 show how the RO system operates for the optimal case. Figure
4.31 shows how the system meets the power demand. Notice that the system is able to
meet the demand for the first 17.5 hours as the wind turbines’ power output matches the
demand fairly well.
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Figure 4.31: Power Generation of SD RO System

Figure 4.32: Power Available for SD Reverse Osmosis

Figure 4.32 shows how much power is available to run the reverse osmosis process.
Notice that the RO system is turned off from hours 17.5-21.5.
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Figure 4.33: Clean Water Generated by SD RO System

Figure 4.33 is an integration of the clean water generated throughout the day.
Notice that a lot of the water is generated in the first ten hours, with some more water
generated from hours 14-17 by increased power production from the wind turbines. There
is also a rise in water production near the end of the day when the power demand falls.

Figure 4.34: Penalty Energy Incurred by SD RO System
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Figure 4.34 shows the integration of the amount of penalty energy incurred by the
system throughout the day. The penalty from hours 18-21 is due to not meeting the power
demand. The penalty from hours 22.5-24 is due to excess power exceeding the size of the
15 MW RO system.
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CHAPTER 5
DISCUSSION

The chapter provides a discussion and some explanation of the results given in the
previous chapter. The first section of this chapter deals with a sensitivity analysis of
relevant system variables that was conducted based on results for case one. The next two
sections cover the two case locations and discuss the results for both the FD and RO
systems and what make one system better suited for a location.

5.1 Sensitivity Analysis
A sensitivity analysis was performed using the data for Salt Lake City. The
variables that were used in the sensitivity analysis were:

SMR number, wind turbine

number, tank size, compressor size, PBC max size, RO size, steam heat transfer coefficient
in main condenser, the turbine isentropic efficiency and the price of energy during peak
hours. To calculate the sensitivity of each variable, the system was first run at the optimal
solution (i.e. for FD system: 42 SMRs, 2 wind turbines per SMR, 1.8 million gallon tank,
20 MW compressor, 1400 kg/s max flow for PBC, 5000 W/(m 2K) steam heat transfer
coefficient, 0.85 isentropic efficiency of turbine and $0.22/kWh for electricity during peak
hours). Then each individual variable was varied by 2.5%, first by increasing, then by
decreasing the variable. The NPV for each case was calculated and the variation from the
optimal solution was calculated as shown in equation 5.1:

𝑁𝑃𝑉 𝑣𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛 =

𝑁𝑃𝑉 − 𝑁𝑃𝑉
𝑁𝑃𝑉

(5.1)

The sensitivity of each variable was then calculated by taken the average of the
absolute value of the two NPV variations. The results of the sensitivity analysis are shown
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in figure 5.1.

Sensitivity of NPV to 2.5% Change of Input Variables
Input Variable

Peak energy cost (0.0055 $/kWh)
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Figure 5.1: Sensitivity of NPV to 2.5% Input Variable Changes

Figure 5.1 shows that the NPV calculation is most sensitive to a change in the
turbine isentropic efficiency. A 2.5% change in the value of the isentropic efficiency of the
turbine resulted in about a 4.5% change in the NPV as compared to the optimal solution.
This impact is so large as it affects the overall efficiency of the steam cycle for its entire life
cycle. The next closest variable was the SMR, which changed the NPV by a little less than
2%. This impact is lower as it mostly affects the capital cost. The only other variable that
was able to change the NPV by more than 1% was the RO size. The remaining variable
were unable to change the NPV by more than 0.1% from the optimal NPV. This shows how
important it is to have a good estimate of the turbine performance and that some variable
do not have a very big effect on the NPV.
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5.2 Case One: Salt Lake City
From the results of the simulations for both systems, the optimal FD system
resulted in a higher NPV ($1.51e10) than the optimal RO system ($1.12e10). The FD
system also did a better job at meeting the power demand, with a lower amount of penalty
energy. The amount of clean water generated by the RO system was about six times larger
than the FD system (about 1.3 million m3 to about 215,000 m3). In order for the NPV of
the RO system to equal the FD system the price of water would need to rise from $1.25 per
m3 to $1.55 per m3. Thus, the higher the water price, the more advantageous it is to have
the RO system.
The FD system was also run using the same input variables as the optimal solution,
except for changing the SMR and wind turbine numbers to avoid any penalty for unmet
power demand. The number of SMRs changed from 42 to 43 and the number of wind
turbines changed from 84 to 86. The NPV for this case was $1.49e10. This result is close
to the optimal solution of $1.51e10, but it has increased capital costs as there is an extra
SMR and two more wind turbines. This system configuration could be more desirable if
the penalty for unmet power were larger.
One possible way to find a more optimal solution would be to uncouple the number
of wind turbines with the number of SMRs. For simplicity, the number of wind turbines
was linked with the number of SMRs. This made it difficult to refine the number of wind
turbines when there were a lot of SMRs.
It was also noted that the NPV would continue to increase with an increasing max
size of the PBC. One reason for this is that the cost of the PBC size was not calculated as
its cost was assumed to be small in relation to the other component costs. The limit to the
size of the PBC max mass flow rate was set to 1400 kg/s.
A limit to the maximum percentage of ice that could be in the tank (75%) was also
set. This was used as having too much ice in the tank would lead to difficulties in real life
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with being able to pump the water to the PBC.
A factor that could play a big role in deciding which system is more economically
viable is the cost of water. As the cost of water increases, the value of the RO system rises
as it produces more clean water. It is also important to note that the economic models
used are very basic and a more detailed cost model would more accurately reflect the costs
of real-life systems.

5.3 Case Two: San Diego
From the results of the simulations, just like in case one, the optimal FD system
resulted in a higher NPV ($2.67e10) than the optimal RO system ($2.33e10). In this case,
the RO system did a better job at meeting the power demand, with a lower amount of
penalty energy. The amount of clean water generated by the RO system was about twelve
times larger than the FD system (about 1.37 million m3 to about 113,500 m3), which could
be more advantageous given San Diego’s need for a large amount of clean water. In order
for the NPV of the RO system to equal the FD system, the price of water would need to rise
from $1.25 per m3 to $1.52 per m3. The FD system was also run using the same input
variables as the optimal solution, except for changing the SMR and wind turbine numbers
to avoid any penalty for unmet power demand. The number of SMRs changed from 52 to
55 and the number of wind turbines changed from 520 to 555. The NPV for this case was
2.63e10. Although this system would have a larger initial capital cost and a lower NPV
based on the penalty equation used, if the penalty for not meeting the power demand were
increased, this system would possibly be a more optimal solution.
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CHAPTER 6
CONCLUSION AND FUTURE WORK

6.1 Conclusion
This thesis provided an analysis of the fit of two types of nuclear hybrid energy
systems (NHES) for two case locations, Salt Lake City and San Diego. Both systems were
coupled to a small modular reactor (SMR), with addition power provided by wind
turbines. The freeze desalination (FD) system was able to boost power production as well
as generate clean water. The reverse osmosis (RO) system was able to generate more clean
water but required more wind turbines to better meet the power demand. The analysis
included a literature review of current hybrid energy systems and the use of OpenModelica
to model these systems. The systems were optimized for the case locations and compared
by using the NPV.
The models for the systems were developed from the first law of thermodynamics,
using OpenModelica and the ThermoPower library for component modeling. System
optimization and NPV analysis were performed using RAVEN and its plugin TEAL.
RAVEN was used to perform Monte Carlo analyses over the sample space to find the
optimal component sizes for the systems. A quadratic penalty function was used for unmet
power and excess power to help with finding the optimal system size.
Results for both case locations show that the FD system is more advantageous as
long as water prices are lower than about $1.50 per m3. If water prices rise above $1.50 per
m3, the RO system could be more advantageous as it generates more clean water.
The FD system was able to boost the power production by about 12% by making
the steam cycle over 2% more efficient. This is very useful for allowing it to meet the power
demand during peak hours.
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6.2 Future Work
Future recommended work includes some of the following possibilities:


A more complex model of the systems.



Include the relative humidity as another input variable. (For the
current model the relative humidity was kept constant at 25% for the
summer days.)



Specify the power boosting condenser size so that outlet temperatures
are calculated and not specified.



Decouple the number of wind turbines from the number of SMRs to
be able to better refine the number of wind turbines.



Run the model for multiple days, possibly a week, or even a year to get
a better estimate for sizing the system and avoiding penalties.



Add other renewable energy sources, such a solar, to the system and
use batteries to store excess power for the RO system when demand
for clean water is limited.



Include lower costing components in the economic model, such as the
power boosting condenser and pumps to move the water to the tanks
or RO system.



Add the cost for storing the clean water after it is produced to the
models.



Allow the pressure, temperature and salinity of the feed water for the
RO system to vary.
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Appendix A. RAVEN input file for FD system

<Simulation verbosity="debug">
<RunInfo>
<JobName>ModularCCSimp5</JobName>
<Sequence>sample</Sequence>
<WorkingDir>ModularCCSimp5</WorkingDir>
<batchSize>1</batchSize>
</RunInfo>
<Files> <!—Files used by RAVEN to run OpenModelica Model -->
<Input name="ModularCCSimp_init.xml" type="">ModularCCSimp5_init.xml</Input>
<Input name="ModularCCSimp5_info.json" type="">ModularCCSimp5_info.json</Input>
</Files>
<Models>
<Code name="CombinedCyclesSimp" subType ="OpenModelica"> <!—Code type -->
<executable>C:\Users\A02295948\projects\raven\ModularCCSimp5.exe</executable>
<!—model executable -->
<alias variable='iceTankMtot' type="input">iceTank.Mtot</alias> <!—variable
names used by RAVEN without dot and variable names used by OpenModelica with dot -->
<alias variable='windTurbineN' type="input">windTurbine.N</alias>
<alias variable='SMRnumberk' type="input">SMRnumber.k</alias>
<alias variable='RefPowerk' type="input">RefPower.k</alias>
<alias variable='pBCFCModCSmax' type="input">pBCFCMod.CSmax</alias>
<alias variable='recupTankMtot' type="input">recupTank.Mtot</alias>
<alias
variable='RefEvapMassFlowControllerk'
type="input">RefEvapMassFlowController.k</alias>
<alias variable='iceTankIce' type="input">iceTank.Ice</alias>
<alias variable='costofEnergyEgen' type="input">costofEnergy.Egen</alias>
<alias variable='costofEnergyy' type="input">costofEnergy.y</alias>
<alias variable='penaltyPowery' type="input">penaltyPower.y</alias>
</Code>
</Models>
<Distributions> <!—variable ranges and number of points in range -->
<UniformDiscrete name="tankSize">
<lowerBound>2000000</lowerBound>
<upperBound>3000000</upperBound>
<nPoints>3</nPoints>
<strategy>orderedWithReplacement</strategy>
</UniformDiscrete>
<UniformDiscrete name="numTurbines">
<lowerBound>0</lowerBound>
<upperBound>5</upperBound>
<nPoints>6</nPoints>
<strategy>orderedWithReplacement</strategy>
</UniformDiscrete>
<UniformDiscrete name="numSMR">
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<lowerBound>43</lowerBound>
<upperBound>46</upperBound>
<nPoints>4</nPoints>
<strategy>orderedWithReplacement</strategy>
</UniformDiscrete>
<UniformDiscrete name="RefSize">
<lowerBound>-25e6</lowerBound>
<upperBound>-20e6</upperBound>
<nPoints>2</nPoints>
<strategy>orderedWithReplacement</strategy>
</UniformDiscrete>
<UniformDiscrete name="BoostSize">
<lowerBound>1000</lowerBound>
<upperBound>1400</upperBound>
<nPoints>3</nPoints>
<strategy>orderedWithReplacement</strategy>
</UniformDiscrete>
</Distributions>
<Samplers>
<MonteCarlo name="monteCarlo">
<samplerInit>
<limit>2</limit> <!—number of simulation runs-->
<reseedEachIteration>True</reseedEachIteration>
<initialSeed>1</initialSeed>
</samplerInit>
<variable name="iceTankMtot">
<distribution>tankSize</distribution>
</variable>
<variable name="windTurbineN">
<distribution>numTurbines</distribution>
</variable>
<variable name="SMRnumberk">
<distribution>numSMR</distribution>
</variable>
<variable name="RefPowerk">
<distribution>RefSize</distribution>
</variable>
<variable name="pBCFCModCSmax">
<distribution>BoostSize</distribution>
</variable>
<variable name="recupTankMtot">
<function>recupTanksize</function>
</variable>
</MonteCarlo>
</Samplers>
<Functions>
<External
file="C:\Users\A02295948\projects\raven\recupTanksize.py">
<variables>iceTankMtot</variables>
</External>

name="recupTanksize"
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</Functions>
<Steps>
<MultiRun name="sample">
<Input class="Files" type="">ModularCCSimp_init.xml</Input>
<Input class="Files" type="">ModularCCSimp5_info.json</Input>
<Model class="Models" type="Code">CombinedCyclesSimp</Model>
<Sampler class="Samplers" type="MonteCarlo">monteCarlo</Sampler>
<Output class="DataObjects" type="PointSet">samples</Output>
<Output class="DataObjects" type="HistorySet">histories</Output>
<Output class="OutStreams" type="Print">samples</Output>
</MultiRun>
</Steps>
<DataObjects>
<PointSet name="samples"> <!—Saves the current inputs and outputs -->
<options>
<operator>max</operator>
</options>
<Input>iceTankMtot,recupTankMtot,windTurbineN,SMRnumberk,RefPowerk,pBCFCModCS
max</Input>
<Output>iceTankIce,costofEnergyEgen,time,costofEnergyy,penaltyPowery</Output>
</PointSet>
<HistorySet name="histories"> <!—Saves the tank ice amount over time -->
<Input>iceTankMtot</Input>
<Output>iceTankIce,time</Output>
<options>
<pivotParameter>time</pivotParameter>
</options>
</HistorySet>
</DataObjects>
<OutStreams>
<Print name="samples"> <!—Saves the inputs and outputs of samples in a csv file -->
<type>csv</type>
<source>samples</source>
</Print>
</OutStreams>
</Simulation>
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Appendix B. RAVEN input file for RO system

<Simulation verbosity="debug">
<RunInfo>
<JobName>ModularCCSimpRO</JobName>
<Sequence>sample</Sequence>
<WorkingDir>ModularCCSimpRO</WorkingDir>
<batchSize>1</batchSize>
</RunInfo>
<Files> <!—Input files that RAVEN uses to run OpenModelica Model -->
<Input name="ModularCCSimp_init.xml" type="">ModularCCSimpRO_init.xml</Input>
<Input
name="ModularCCSimpRO_info.json"
type="">ModularCCSimpRO_info.json</Input>
</Files>
<Models>
<Code name="CombinedCyclesSimp" subType ="OpenModelica"> <!—Code type -->
<executable>C:\Users\A02295948\projects\raven\ModularCCSimpRO.exe</executable>
<!—model executable -->
<alias variable='windTurbineN' type="input">windTurbine.N</alias> <!—variable
names used by RAVEN without dot and variable names used by OpenModelica with dot -->
<alias variable='SMRnumberk' type="input">SMRnumber.k</alias>
<alias variable='rOCycleV2ROsize' type="input">rOCycleV2.ROsize</alias>
<alias variable='costofEnergyEgen' type="input">costofEnergy.Egen</alias>
<alias variable='costofEnergyy' type="input">costofEnergy.y</alias>
<alias variable='penaltyPowerROy' type="input">penaltyPowerRO.y</alias>
<alias variable='CleanWatery' type="input">CleanWater.y</alias>
</Code>
</Models>
<Distributions> <!—variable ranges and number of points in range -->
<UniformDiscrete name="numTurbines">
<lowerBound>2</lowerBound>
<upperBound>12</upperBound>
<nPoints>6</nPoints>
<strategy>orderedWithReplacement</strategy>
</UniformDiscrete>
<UniformDiscrete name="numSMR">
<lowerBound>46</lowerBound>
<upperBound>50</upperBound>
<nPoints>5</nPoints>
<strategy>orderedWithReplacement</strategy>
</UniformDiscrete>
<UniformDiscrete name="ROsize">
<lowerBound>15e6</lowerBound>
<upperBound>25e6</upperBound>
<nPoints>5</nPoints>
<strategy>orderedWithReplacement</strategy>
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</UniformDiscrete>
</Distributions>
<Samplers>
<MonteCarlo name="monteCarlo">
<samplerInit>
<limit>150</limit> <!—number of simulations run by RAVEN -->
<reseedEachIteration>True</reseedEachIteration>
<initialSeed>1</initialSeed>
</samplerInit>
<variable name="windTurbineN">
<distribution>numTurbines</distribution>
</variable>
<variable name="SMRnumberk">
<distribution>numSMR</distribution>
</variable>
<variable name="rOCycleV2ROsize">
<distribution>ROsize</distribution>
</variable>
</MonteCarlo>
</Samplers>
<Steps>
<MultiRun name="sample">
<Input class="Files" type="">ModularCCSimp_init.xml</Input>
<Input class="Files" type="">ModularCCSimpRO_info.json</Input>
<Model class="Models" type="Code">CombinedCyclesSimp</Model>
<Sampler class="Samplers" type="MonteCarlo">monteCarlo</Sampler>
<Output class="DataObjects" type="PointSet">samples</Output>
<Output class="DataObjects" type="HistorySet">histories</Output>
<Output class="OutStreams" type="Print">samples</Output>
</MultiRun>
</Steps>
<DataObjects>
<PointSet name="samples"> <!—Inputs and outputs saved for the current time -->
<options>
<operator>max</operator>
</options>
<Input>windTurbineN,SMRnumberk,rOCycleV2ROsize</Input>
<Output>costofEnergyEgen,time,costofEnergyy,penaltyPowerROy,CleanWatery</Output>
</PointSet>
<HistorySet name="histories"> <!—penalty power saved over time -->
<Input>windTurbineN</Input>
<Output>penaltyPowerROy,time</Output>
<options>
<pivotParameter>time</pivotParameter>
</options>
</HistorySet>
</DataObjects>
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<OutStreams>
<Print name="samples"> <!—Saves the inputs and outputs of samples in a csv file -->
<type>csv</type>
<source>samples</source>
</Print>
</OutStreams>
</Simulation>
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Appendix C. TEAL input file

<Economics verbosity="0"> <!-- "0" all debug output, "1" some output, "100" only errors ->
<Global>
<DiscountRate>0.02</DiscountRate> <!-- %/100 -->
<tax>0.25</tax> <!-- %/100 -->
<inflation>0.03</inflation> <!-- %/100 -->
<Indicator name='NPV' target='0'>
SMR|CA
SMR|RE
SMROM|CA
SMROM|RE
WT|CA
WT|RE
WTOM|CA
WTOM|RE
TK|CA
TK|RE
RF|CA
RF|RE
</Indicator>
</Global>
<Component name="SMR">
<Life_time>40</Life_time> <!-- years -->
<CashFlows>
<!-- Capital Cost -->
<Capex
name="CA"
tax="false"
inflation="none"
mult_target="false"
multiply="SMRnumberk">
<driver>60e6</driver> <!—SMR size in Watts -->
<alpha>-2.079432e8</alpha> <!—Capital cost of SMR -->
<reference>60e6</reference> <!—nominal size of SMR in Watts -->
<X>1.0</X>
<depreciation scheme='MACRS'>15</depreciation>
</Capex>
<!-- Electric Revenue -->
<Recurring name="RE" tax="true" inflation="none" mult_target="false">
<driver>costofEnergyy</driver> <!—daily revenue of power generated -->
<alpha>300.0</alpha> <!—used to find revenue for the year (assuming power in
summer about 20% higher than winter)-->
</Recurring>
</CashFlows>
</Component>
<Component name="SMROM"> <!—operating costs for SMR -->
<Life_time>40</Life_time> <!-- years -->
<CashFlows>
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<!-- Electric Revenue -->
<Recurring name="RE" tax="true" inflation="none" mult_target="false">
<driver>SMRnumberk</driver>
<alpha>-14144400.0</alpha> <!—cost per year (assuming about $40,000 per day, for
365 days) -->
</Recurring>
</CashFlows>
</Component>
<Component name="WT">
<Life_time>40</Life_time> <!-- years -->
<CashFlows>
<!-- Capital Cost -->
<Capex
name="CA"
tax="false"
inflation="none"
mult_target="false"
multiply="NumWindTurbines">
<alpha>-2e6</alpha> <!—cost of wind turbine -->
<driver>2e6</driver> <!—size of wind turbine -->
<reference>2e6</reference> <!—nominal size of wind turbine -->
<X>1.0</X>
</Capex>
<!-- Non electric Revenue -->
<Recurring name="RE" tax="true" inflation="none" mult_target="true">
<driver>NumWindTurbines</driver>
<alpha>-90000.0</alpha> <!—operation cost per turbine per year -->
</Recurring>
</CashFlows>
</Component>
<Component name="WTOM"> <!—used for including system penalties -->
<Life_time>1</Life_time> <!-- years -->
<CashFlows>
<!-- Capital Cost -->
<Capex
name="CA"
tax="false"
inflation="none"
mult_target="false"
multiply="PenaltyPower">
<alpha>-0.005</alpha> <!—scaling of penalty cost -->
<driver>1.0</driver>
<reference>1.0</reference>
<X>1.0</X>
</Capex>
</Component>
<Component name="TK"> <!—Tank cost and water revenue -->
<Life_time>40</Life_time> <!-- years -->
<CashFlows>
<!-- Capital Cost -->
<Capex
name="CA"
tax="false"
inflation="none"
multiply="SMRnumberk">
<alpha>-6e6</alpha> <!—cost for nominal tank size -->
<driver>recupTankMtot</driver> <!—size of tank -->
<reference>1.5e6</reference> <!—nominal tank size -->
<X>0.5</X> <!—scaling factor -->

mult_target="false"
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</Capex>
<!-- Non electric Revenue -->
<Recurring name="RE" tax="false" inflation="none" mult_target="false">
<driver>cleanWater</driver> <!—gallons of clean water -->
<alpha>1.73</alpha>
<!-- Assume ~$1.25 per m^3 -->
</Recurring>
</CashFlows>
</Component>
<Component name="RF"> <!—Refrigeration cycle costs -->
<Life_time>20</Life_time> <!-- years -->
<CashFlows>
<!-- Capital Cost -->
<Capex
name="CA"
tax="false"
inflation="none"
mult_target="false"
multiply="SMRnumberk">
<alpha>-6e6</alpha> <!—cost of nominal size -->
<driver>RefPowerk</driver> <!—size of refrigeration cycle -->
<reference>-10e6</reference> <!—nominal size of refrigeration cycle -->
<X>0.5</X> <!—scaling factor -->
</Capex>
<!-- Non electric Revenue -->
<Recurring name="RE" tax="false" inflation="none" mult_target="true">
<driver>RefPowerk</driver> <!—operating costs of refrigeration cycle -->
<alpha>1.0</alpha>
</Recurring>
</CashFlows>
</Component>
</Economics>

