In 8 a new data structure called semi-heap is proposed to construct an optimal n log n sorting algorithm to sort an intransitive total ordered set, a generalization of regular sorting. In this part, we provide a cost-optimal parallel algorithm using semi-heap. The run time of this algorithm is n with log n processors under the EREW PRAM model. The use of a Hamiltonian path generalized sorting sequence as an approximation of a ranking system in a tournament is also discussed.
Introduction
In 8 , we propose a new data structure called semi-heap which is an extension of a regular heap structure. We introduce an optimal n log n algorithm to determine a Hamiltonian path in a tournament based on the semi-heap structure. In this part, we introduce a cost-optimal parallel sorting algorithm using semi-heap in the EREW PRAM model. EREW PRAM stands for the exclusive read exclusive write parallel random access machine. The EREW PRAM model does not allow simultaneous access read or write to a single memory location. The concurrent read exclusive write CREW PRAM model allows simultaneous read instructions only. The concurrent read concurrent write CRCW PRAM allows simultaneous read and write instructions. A sorting algorithm is cost-optimal 2 if the product of run time and the number of processors is n log n, the bound for sequential solutions. An algorithm is cost-optimal in the strong sense if it produces the ultimate speed, measured by the total number of operations, that can be achieved without compromising the cost. Speci cally, the pipeline technique is used to reduce the run time of the sequential algorithm from n log n to n using log n processors with di erent processors handling activities of di erent levels of the heap.
Among parallel sorting algorithms, even-odd merge sort can still be applied to solve the generalized sorting problem. However, heap sort and quick sort cannot be used. Bar-Noy and Naor 1 studied di erent parallel solutions based on di erent models and the numberofprocessors. They showed that under the CRCW PRAM model, the generalized sorting problem can be solved in log n using n processors. Other fast parallel algorithms under di erent models can be found in 6 ; however, cost-optimal in the strong sense in still open for the EREW PRAM model. Section 2 presents a parallel version of the generalized sorting algorithm using pipeline. This algorithm is based on the semi-heap structure and it is cost-optimal with n time using log n processors. Section 3 discusses the Hamiltonian path generalized sorting sequence as an approximation for ranking players in a tournament and its relationship with other ranking systems. Section 4 concludes the paper and discusses future work.
Parallel Generalized Sorting Using Semi-Heap
In the sequential solution as shown in 8 , procedure BUILD-SEMI-HEAPA takes only n, no speed up is necessary for this part. Procedure SEMI-HEAP-SORT can beimproved by assigning one processor to each level of the binary tree, which initially is a semi-heap. REPLACEA; 1 is Step 2k
Step 2k+1 pipelined level to level and this procedure is called at every other step, because each node is shared by t wo processors at the two adjacent levels, a passive step is inserted between two calls. The run time of SEMI-HEAP-SORT is reduced to n using log n processors. This parallel algorithm runs on the CREW PRAM model, since two adjacent processors may access read vertices in two overlapping triangles of the tree. However, simultaneous accesses can be avoided by creating a copy of each v ertex that appears in two o verlapping triangles. The enhanced version runs on the EREW PRAM model.
We use the network model to illustrate the parallel algorithm. The network model 7 can be viewed as a graph where each node represents a processor, and each directed edge P i ; P j represents a two-way communication link between processors P i and P j . It is easy to convert the algorithm back to the EREW PRAM model by replacing send and receive commands in the network model by read and write commands in the EREW PRAM model. Shared elements are duplicated and stored in local memory of adjacent processors. Processors are connected as a linear array, where each processor communicates with up to two adjacent processors.
The level of each node in the semi-heap is its distance to the root. Clearly, h = dlogn + 1 e is the maximum level and is called the depth of the semi-heap. A linear array o f h processors are used where processors are labeled as P 0 ; P 1 ; :::; P h,1 . Processor P i has a copy of elements in levels i and i + 1 of the semi-heap. In general, P i is assigned with 2 i triangles i.e., 3 2 i consecutive elements in array A. Figure 2 shows the above assignment of the example in Figure 5 b of 8 , where the semi-heap is represented as a tree structure without showing the detail orientation of each triangle.
In the proposed parallel algorithm, each processor alternates between an active step and a passive step. Processors with even ID's take active steps in even steps, while those with odd ID's take active steps in odd steps. That is, at an even step, processors P 0 , P 2 , P 4 , ... take the active step and processors P 1 , P 3 , P 5 ... take the passive step. The role of active and passive among these processors exchanges in the next step, which is an odd step see Figure 1 . Active and passive steps include the following activities:
At an active step, each processor performs local update and sends relevant messages to the two adjacent processors if they exist.
At a passive step, each processor receives messages from the two adjacent processors if they exist and saves them.
In the implementation using the network model, processor P 0 initiates the sorting process and the rest P i 's are activated in sequence. Processor P 0 also generates a termination signal which is passed down the linear array of processors once the job is completed. To make our algorithm more general, some activities are not ordered within a step. P 0 at an active step starts from step 0:
1. Prints root A 1 .
2. If both child nodes are , A 1 is replaced by , and then, P 0 sends a termination signal to P 1 and stops.
If at least one child node is not , A 1 is replaced by one of two child nodes, A 2 or A 3 , following the rule in REPLACE. If A 2 is selected, P 0 sends id = 2 to processor P 1 ; otherwise, id = 3 is sent. In the next step a passive step, P 0 receives id; replacement from P 1 , and then, performs the update A id : = replacement. P i , i 0, at a passive step:
If P i receives id; replacement from P i+1 , it performs the update A id : = replacement.
If P i receives signal id = j from P i,1 , it performs the following activities in next active step: 3. If either A 2j o r A 2j + 1 is selected to replace A j , the corresponding id 2j or 2j + 1 is sent to P i+1 , provided P i is not the last processor i.e., i 6 = h , 1; otherwise, the selected element is replaced by .
If P i receives the termination signal from P i,1 , it forwards the termination signal to the next processor P i+1 if it exists in the next active step, and then, P i stops.
Note that in the above algorithm, although each processor is assigned a di erent numberof triangles, its workload stays the same: each processor operates on at most two triangles in a passive step and at most one triangle in an active step. When a child node exceeds the boundary of the semi-heap, it has a default value of and no replacement is needed. The step-by-step illustration of the above algorithm is shown in Figure 3 for the rst three steps of Figure 6 in 8 , where the semi-heap is represented as a tree structure without showing the detail orientation of each triangle. In this example, each step of Figure 6 in 8 corresponds to two steps in Figure 3 . Replacement activities are shown using dashed lines.
Theorem 1: The proposed parallel implementation is cost-optimal with a run time of n using log n processors.
Proof: It is clear that log n processors are used. Also, one element is selected printed in every other step and all n elements are printed in 2n steps, and hence, the run time is n. Because the product of run time and the numberofprocessors used matches the lower bound n log n for a sequential algorithm, the proposed parallel implementation is cost-optimal.
The proposed implementation can beextended without having to identify the last processor. This extension can bedone by adding one extra processor P h which handles the last level of the semi-heap this last level is also duplicated. Clearly, each c hild node of any element in the last level is an . Therefore, no other processor will be activated by P h . Also, each processor can terminate itself without using a termination signal originated from P 0 . P i terminates itself once all 3 2 i elements that it controls become ; however, the bookkeeping process is more complicated than the one in the original design.
Discussion
The generalized sorting sequence can also be viewed as an approximation for ranking players in a tournament. In general, the tournament ranking problem 5 is a di cult one without exhibiting fairness". Suppose 1; 2; :::; n is a ranking of players with 1 representing the champion and i representing the ith place winner. Without loss of generality, w e assume that player u i is ranked in the ith place. For any pair of players u i ; u j with i j , a happiness means that u i beats u j while an upset means that u j beats u i . Clearly, a good ranking should have the minimum numberoftotal upsets. A median order is de ned as a ranking of players with a minimum number of total upsets. However, the problem of nding a median order in a tournament is NP-complete.
Several approximations have been proposed and local median order is one of them. Let's denote Ni; j as the sub-tournament induced by the players u i ; u i+1 ; ; u j . A ranking sequence 1; 2; ::; n of players is called a local median order if, in any local places u i ; :::; u j with i j , 1. the number of wins by u i in the sub-tournament Ni; j is greater than the number of losses by u i in the sub-tournament Ni; j, and 2. the number wins by u j in the sub-tournament Ni; j is less than the number of losses by u j in the sub-tournament Ni; j.
While the notion of local median order for ranking players in a tournament is not as ideal as the notion of median order, the problem of nding a local median order is no longer NP-complete. However, the best known algorithm for nding a local median order is still in the order of n 4 .
Recently, the concept of sorting sequence of kings has been proposed by the author 3 . An algorithm with a complexity o f n 2 in the worst case and n log n in the average case has been provided in 9 to a nd a sorting sequence of kings in any tournament as an approximation of median order. A king u in a tournament 4 is a player who beats a n y other player v directly or indirectly via a third player; that is, either u v or there exists a third player w such that u w and w v. A sorting sequence of kings 3 in a tournament of n players is a sequence of players, u 1 , u 2 , ..., u n , such that u i u i+1 and u i is a king in sub-tournament fu i ; u i+1 ; :::; u n g for i = 1 ; 2; :::; n , 1.
Wu 9 has shown the nested relationship among the di erent approximations as shown in Figure 4 . In this gure, if a model A contains a model B, then any instance of B is also an instance of A. For example, a median order is a local median order. A local median order is a sorting sequence of kings which in turns is a sorting sequence.
Conclusions
We h a ve proposed a data structure called semi-heap which is a generalization of the traditional heap structure. The semi-heap structure is used to nd a Hamiltonian path also called a generalized sorting sequence in a tournament. We have shown that the generalized sorting problem can be solved optimally using semi-heap. The solution can beeasily extended to a cost-optimal EREW PRAM algorithm with n in run time using log n processors. An implementation of this parallel algorithm under the network model is shown in which processors are connected as a linear array. We are currently studying the problem of generalized merging in which the relation between elements does not have the transitive property. The result of this study will be reported in a separate paper 10 .
