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Kapitel 1
Einfu¨hrung
Der Anfang ist die Ha¨lfte des Ganzen.
- Aristoteles
Die Bedeutung der numerischen Simulation bei der Bearbeitung von Proble-
men echter praktischer Relevanz kann man zur Zeit nicht hoch genug einscha¨tzen,
da mehr und mehr teure und langwierige Experimente und Versuche durch Com-
putersimulationen ersetzt werden ko¨nnen. Dabei tauchen neue und anspruchsvolle
Aufgaben parallel zur sich schnell entwickelnden Rechentechnik und zum steigenden
Forschungsbedarf auf, so dass noch mehr Wissenschaftler in dieses Forschungsgebiet
einbezogen werden, mit einer Problemvielfalt, die noch la¨ngst nicht ausgescho¨pft ist.
Unter diesen Problemen spielt die Stro¨mungssimulation eine besondere Rolle,
weil das zugeho¨rige mathematische Modell, d.h. die Navier-Stokes-Gleichungen mit
zugeho¨rigen Rand- und Anfangsbedingungen, noch viele offene Fragen bei der ana-
lytischen und numerischen Behandlung aufweist sowie eine große Rechenleistung zur
Simulation reeller dreidimensionaler Stro¨mungsvorga¨nge erfordert.
1.1 Motivation und Ziele
Man gelangt von den Navier-Stokes-Gleichungen oder deren Sonderfa¨llen und ihrer
analytischen Untersuchung u¨ber die große numerische Verfahrensvielfalt der Zeit-,
Raumdiskretisierung und Gleichungssystemlo¨sung zur Softwareentwicklung, die die
Simulation verwirklicht. Auf diesem Weg mu¨ssen die besten bekannten Ergebnisse
und Erfahrungen auf jedem Schritt ausgewa¨hlt werden, da ein Engpass an einer Stel-
le die gesamte Anwendung zum Misserfolg fu¨hren kann. Obwohl die gro¨ßten Effizi-
enzfortschritte in der richtigen Wahl und Weiterentwicklung moderner numerischer
Verfahren liegen, mu¨ssen auch aktuelle Programmiertechniken studiert und ange-
wendet werden. Diese Voraussetzungen begru¨nden den Schwerpunkt dieser Arbeit:
Auswahl, Untersuchung und Vergleich numerischer Verfahren und effiziente Soft-
wareentwicklung zur Simulation inkompressibler Newtonscher Stro¨mungen in ein-,
zwei- und dreidimensionalen Gebieten, die mit unstrukturierten Gittern diskretisiert
wurden.
Das instationa¨re Navier-Stokes-Problem wird bezu¨glich der Zeit implizit be-
handelt, ohne die Geschwindigkeits-Druck-Kopplung zu zerlegen (Fractional-Step-
Methoden, Abschnitt 3.1.1). Fu¨r die Raumdiskretisierung werden die Galerkin-
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sche Finite-Elemente-Methode (FEM) bevorzugt, nachdem die A¨quivalenz zwischen
Finite-Volumen-Methode (FVM) und einigen stabilen Stokes-Elementen im Ab-
schnitt (3.5) bewiesen wurde.
1.2 Generative Softwareentwicklung und Wissenschaft-
liches Rechnen
Wenn ein Softwaresystem in einem bestimmten mathematischen Gebiet entwickelt
wird, mo¨chte man eine gewisse Flexibilita¨t erreichen, um verschiedene Verfahren
durch Parametervariation behandeln zu ko¨nnen und dadurch Experimente und Un-
tersuchungen zu ermo¨glichen. Außerdem muss die Software fu¨r eine Weiterentwick-
lung offen sein, ohne komplizierte Vera¨nderungen in den vorhandenen Softwarekom-
ponenten vornehmen zu mu¨ssen.
In objektorientierten Programmiersprachen werden diese Ziele durch die Klas-
senabstraktion erreicht, wobei jede Klasse einen Datensatz mit dazugeho¨rigem Bear-
beitungsverfahren als einen neu definierten Datentyp darstellt. Das gesamte Problem
wird dann von oben nach unten (Top-Down-Technik) bis in die einzelnen Kompo-
nenten hierarchisch zerlegt, die als Klassen implementiert werden. Die endgu¨ltige
Definition von Komponenten wird durch die Problemstellung verursacht, weil man
sich bei der Entwicklung nur mit der gestellten Aufgabe befasst und an eine mo¨gliche
Weiterentwicklung oder einen Einsatz der Software fu¨r andere Aufgaben nicht denkt.
Das kann dazu fu¨hren, dass trotz des objektorientierten Designs die Komponenten
nur schlecht oder gar nicht wiederverwendbar sind.
Eine wichtige Erga¨nzung zur objektorientierten Programmierung (OOP) ist die
sog. generische Programmierung. Eine Klasse kann in der generischen Program-
mierung einen oder mehrere Parameter bekommen und heißt danach Klassen-Muster
oder Klassen-Template. Ein Klassen-Template stellt damit eine Menge von Klas-
sen dar. In der Kompilierungszeit werden aus Klassen-Templates durch die Eingabe
von Template-Parameter gewo¨hnliche Klassen erzeugt (Abschnitt 4.1.1). Ein oder
mehrere Parameter ko¨nnen auch Funktionen zugeordnet werden, um mit einer glei-
chen Definition Argumente unterschiedlicher Typen akzeptieren zu ko¨nnen. Diese
Fa¨higkeit gab den Ursprung zum algorithmuszentrierten Ansatz in der wissenschaft-
lichen Software. Dabei wird der Fokus von Klassen auf Algorithmen u¨bertragen, die
insbesondere im wissenschaftlichen Rechnen mehr Bedeutung als die Datenspeiche-
rung haben ko¨nnen. Eine Funktion kann z.B. den gleichen Algorithmus mit unter-
schiedlichen Daten ausfu¨hren, ohne u¨berhaupt die Information zu besitzen, wie die
Daten gespeichert sind und was sie repra¨sentieren. Der Datenzugriff erfolgt dabei
u¨ber sog. Iteratoren, die mit einem gleichen Interface fu¨r die zu bearbeitenden
Klassen implementiert sind. Der Hauptvertreter dieser Idee in der Programmier-
sprache C++ ist die Standard Template Library (STL) von Alex Stepanov. In der
Arbeit [18, 19] wird diese Idee zur Behandlung von Gitter-Datenstrukturen ver-
wendet. Es gibt aber auch einen Nachteil, wenn die sog. Abstraktionsstrafe (engl.
abstaction penalty) groß werden kann, weil das gleiche Iteratoren-Interface nicht fu¨r
alle Klassen optimal implementiert werden kann.
Die generative Programmierung (GP) (eingefu¨hrt in den Arbeiten von Czar-
necki und Eisenecker [37, 38, 39, 43]) nutzt auch Klassen-Templates und schließt
damit die generische Programmierung mit ein. Daru¨ber hinaus werden im Rahmen
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der GP besondere Klassen-Templates umgesetzt, die ausschließlich eigene Template-
Parameter behandeln und deshalb nur in der Kompilierungszeit eine Wirkung haben.
Solche Klassen-Templates werden Generatoren genannt, weil hinter den Template-
Parametern auch Klassen bzw. Klassen-Templates stehen ko¨nnen, die in sich Daten
und Algorithmen tragen. Dieser Prozess heißt auch statische Konfiguration des
Programmcodes.
Wir betrachten nun ein einfaches Beispiel, um die Unterschiede im Code-Aufbau
durch statische Konfiguration und bei der normalen OOP zu veranschaulichen (Tab.
1.1). Es soll ein Programm zur Lo¨sung der Navier-Stokes- und Stokes-Gleichungen
mit gemischten finiten Elementen P2/P0 und P2/P1 entwickelt werden. Das Git-
ter wird durch eine Datenstruktur M repra¨sentiert und das lineare Gleichungssy-
stem mit GMRES-Verfahren gelo¨st. Aus Gru¨nden der Einfachheit vernachla¨ssigen
wir Pra¨konditionierer und weitere Einzelheiten, die ein solches Programm enthalten
muss. Jeder der genannten Programmteile wird als eine Klasse bzw. Klassenhier-
archie gema¨ß der OOP implementiert und in der Tabelle 1.1 als ein Ka¨stchen mit
entsprechenden Buchstaben dargestellt. Im objektorientierten Programm (Tab. 1.1,
2. Spalte) wird dynamische Bindung zwischen diesen Programmteilen entwickelt,
damit eine der beiden Gleichungen gewa¨hlt wird und mit jeweils einem oder ande-
rem finiten Element gelo¨st werden kann. In einer geschickten Implementierung sind
die Rechenkosten der dynamischen Bindung gering, sie existieren aber bei jedem
Aufruf dieses Programms. In der generativen Version (Tab. 1.1, 3. Spalte) werden
fertige Solver (Spalten im Bild) aus den vorhandenen Bauteilen vom Compiler kon-
struiert, wobei ein, mehrere oder alle mo¨glichen Solver in der Kompilierungszeit
erstellt bzw. konfiguriert werden ko¨nnen. Ein ausgewa¨hlter Solver la¨uft also ganz
ohne u¨berflu¨ssige dynamische Bindung ab.
Bauteile OOP GP
M Gitter
G1 NaSt-Gleichungen
G2 Stokes-Gleichungen
FE1 FEM P2/P0
FE2 FEM P2/P1
LS1 GMRES
Tabelle 1.1: Code-Aufbau einer objektorientierten und einer generativen Anwendung
Was passiert mit dem Beispiel-Programm, wenn noch weitere Methoden ein-
gefu¨gt werden mu¨ssen, was evtl. fu¨r einen großen Simulator gewu¨nscht sein kann?
Die Methoden werden als weitere Programm-Bauteile implementiert und mu¨ssen
mit den anderen Teilen kompatibel sein. In der OOP-Version muss dann die dyna-
mische Bindung gea¨ndert werden, deren Umfang mit jeder neuen Methode expo-
nenziell steigt. Noch mehr dynamische Bindung liefern unvermeidbare Bedingun-
gen an den Methoden-Einsatz. Beispielsweise muss das GMRES-Verfahren fu¨r die
Navier-Stokes-Gleichungen benutzt werden, wobei fu¨r die Stokes-Gleichungen das
MINRES-Verfahren viel gu¨nstiger ist (Abschnitt 5.2.5). In der GP-Version steigt
dagegen die Anzahl der mo¨glichen Solver, die genau so effizient bei der steigenden
Methoden-Anzahl bleiben. Die Bedingungen an den Methoden-Einsatz werden schon
4 Einfu¨hrung
in der Kompilierungszeit (statisch) erfu¨llt, d.h. unzula¨ssige Solver werden nicht er-
stellt. Damit die Bauteile noch besser kombiniert werden ko¨nnen, zerlegt man sie
in elementare Komponenten. So haben z.B. Stokes- und Navier-Stokes-Gleichungen
viel gemeinsam und werden in die Gleichungsterme zerlegt (Abschnitt 4.2). Dann
unterscheiden sich die Gleichungsmodelle nur bis auf den konvektiven Term.
Eine solche Zerlegung eines Problems in die Komponenten wird in der Domain-
Engineering-Theorie betrachtet, die ein Bestandteil der GP ist. Der Blick wird
breiter von einem Softwaresystem zur Lo¨sung einer bestimmten Aufgabe auf die ge-
samte Softwaresystemfamilie geworfen. Die u¨ber die gesamte Softwaresystemfamilie
vera¨nderlichen Eigenschaften helfen bei der richtigen Bestimmung von Parametern,
die zu den elementaren wiederverwendbaren Komponenten fu¨hren. Solche Kompo-
nenten ko¨nnen dann mit Hilfe von Generatoren in fertige Softwaresysteme (hier auch
Solver) dieser Softwaresystemfamilie automatisch zusammengestellt werden. Zusam-
mengefasst kann der Entwicklungsprozess grob in zwei Bestandteile zerlegt werden
[190]:
• Entwicklung fu¨r die Wiederverwendung: Zuna¨chst werden Infrastruktur und
Komponenten entwickelt. Es wird die Basis bzw. die Generatoren fu¨r die Ent-
wicklung von Systemvarianten realisiert. Dieser Bestandteil des Entwicklungs-
prozesses wird als Domain-Engineering bezeichnet.
• Entwicklung mit Wiederverwendung: Anschließend werden die vorhandenen
Komponenten und die Infrastruktur zu einer neuen Systemvariante zusam-
mengefu¨gt, es werden also die eigentlichen Anwendungen zusammengestellt.
Dieser Bestandteil wird deshalb als Application-Engineering bezeichnet.
Die Softwareentwicklung nach diesen Richtlinien erha¨lt sowohl eine hohe Flexi-
bilita¨t als auch Effizienz, weil die Generatoren nur in der Kompilierungszeit laufen
und keinen Aufwand fu¨r die Laufzeit-Programme bedeuten. Diese Eigenschaften ent-
sprechen sehr gut den Anforderungen der wissenschaftlichen Software.
Diese Arbeit bescha¨ftigt sich mit der Softwareentwicklung im Problembereich
(in der Doma¨ne) ’Stro¨mungssimulations-Solver’, der zwischen einem vorhandenen
Gittergenerator und Postprozessor (Darstellung von Resultaten) liegt, und setzt sich
die folgenden Ziele:
1. Generatives Design: Ein hochgradig angepasster und optimierter Stro¨mungs-
simulator kann ausgehend von einer Anforderungsspezifikation mittels Kon-
figurationswissen aus elementaren wiederverwendbaren Komponenten nach
Bedarf automatisch erzeugt werden. Voneinander unabha¨ngige Komponenten
(Klassen) bilden damit unterschiedliche Ansa¨tze zur Lo¨sung der Navier-Stokes-
Gleichungen und bieten dadurch eine breite Palette numerischer Methoden.
2. Ho¨chste Effizienz bzgl. Rechenzeit und Speicherverbrauch, um große Stro¨mungs-
probleme (u¨ber 105 Gitter-Elemente) auch auf einem Prozessor in endlicher
Zeit simulieren zu ko¨nnen.
3. Plattformunabha¨ngige Implementierung: das Softwaresystem muss auf unter-
schiedlichen Hardware-Plattformen so funktionieren, dass auch der vorherge-
hende Punkt mo¨glichst erfu¨llt wird.
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Die ho¨chste Programmleistung kann nach den folgenden Regeln erreicht werden:
1. Auswahl optimaler Algorithmen ist die wirksamste Methode. Zum Beispiel
kann eine Umstellung von Gliedern oder eine Zerlegung in Faktoren die Be-
rechnung einer Matrix-Vektor-Beziehung wesentlich vereinfachen (z.B. Ab-
schnitt 5.2.4). Viel komplizierter ist beispielsweise eine Auswahl von Solver
und Pra¨konditionierer linearer Gleichungssysteme, deren optimale Parameter
meist nur heuristisch durch Tests eingestellt werden ko¨nnen.
2. U¨bergang von komplizierten Datenstrukturen (z.B. eines Gitters) zu Arrays
bzw. zu Vektoren und Matrizen, weil moderne Prozessoren entsprechend ihrer
Bauweise mehr als eine Operation pro Takt ausfu¨hren ko¨nnen. Das funktioniert
aber normalerweise nur mit Arrays [93] (siehe auch Tests im Abschnitt 5.3.3).
3. Vermeiden von mehrfacher Berechnung gleicher Formeln in Schleifen. Das
gilt sowohl fu¨r kleine Algorithmen als auch fu¨r globale Konzepte, wie die
Steifigkeitsmatrix-Assemblierung (Abschnitt 5.2.4).
4. Eine korrekte Speicher-Verwaltung. Speicher-Operationen sind aufwendig, des-
halb muss die Speicher-Zuteilung minimiert oder aus Schleifen vollsta¨ndig aus-
geschlossen werden. Fu¨r diesen Zweck muss der maximale Speicher-Bedarf ver-
schiedener Datenstrukturen vor der Anwendung in einer Schleife abgescha¨tzt
werden. Ein gutes Beispiel hierfu¨r ist die Gro¨ße der schwachbesetzten Steifig-
keitsmatrix (Abschnitt 5.2.4), die vor der Assemblierung anhand der Gitter-
daten exakt bestimmt werden kann.
5. Programmiersprache- und Compiler-abha¨ngige Optimierungen des Programm-
Codes. Ein Beispiel ist das manuelle Loop-Unrolling mittels Template-Meta-
programmierung (Abschnitt 5.3.3).
Zur Untersuchung und zum Testen der Rechenleistung kann die vorhergehende Liste
in die folgenden zwei Aspekte umgeordnet werden:
• Minimierung der Anzahl der mathematischen Operationen bzw. der Algorith-
men-Komplexita¨t (Regeln 1 und 3).
• Maximierung der Prozessorleistung (Regeln 2,4 und 5) bzw. Erreichen eines
gro¨ßeren Anteils der theoretischen Ho¨chstleistung (engl. peak performance).
Diese Gro¨ße wird in MFLOPS (engl. millions of floating-point operations per
second) oder in normalisierten MFLOPS gemessen (Anhang A.3).
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Kapitel 2
Die allgemeine Form der Navier-Stokes-Gleichungen, bestehend aus der Impulsglei-
chung, der Kontinuita¨tsgleichung und der Energiegleichung, wird in diesem Kapitel
vorgestellt. In dieser Form werden die Fluideigenschaften mit Hilfe der Kennzahlen
diskutiert (Abschnitt 2.1). Danach wird das Modell auf die isoenergetische und in-
kompressible Formulierung reduziert, die im weiteren Verlauf der Arbeit benutzt
wird. Daru¨ber hinaus werden die Sonderfa¨lle, wie axialsymmetrische Stro¨mung,
Stokes- und Euler-Gleichungen usw. zusammengefasst (Abschnitt 2.2), wobei nur
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Formulierungen in den primitiven Variablen (u-p-Formulierungen) mit unterschied-
lichen Randbedingungen (Abschnitt 2.3) beru¨cksichtigt werden.
Kapitel 3
Die u− p-Formulierung des Navier-Stokes-Problems wird zuerst im Abschnitt (3.1)
bzgl. der Zeit diskretisiert und linearisiert. Fu¨r die nachfolgende Umsetzung wird
das Einschritt-θ-Schema bevorzugt. Im Unterschied zu den Projektionsmethoden
[71, 72, 137, 160], die den Druck von der Geschwindigkeit separieren, approximie-
ren die θ-Schemata den Druck wesentlich besser, obwohl die Dimension des dabei
entstehenden Gleichungssystems gro¨ßer ist.
Im Abschnitt (3.2) werden die wichtigsten Eigenschaften einer Delaunay-Trian-
gulierung in zwei und drei Dimensionen sowie des dualen Voronoi-Diagramm be-
schrieben. Nach einer kurzen Einfu¨hrung in die Finite-Volumen- (Abschnitt 3.3) und
die Finite-Elemente-Methoden (Abschnitt 3.4) werden diese Eigenschaften bei einer
FVM-FEM-A¨quivalenz-Untersuchung im Abschnitt (3.5) verwendet. Im Vergleich
zu den anderen FVM/FEM-U¨berga¨ngen fu¨r elliptische Probleme [78, 128, 167, 168]
oder fu¨r die Petrov-Galerkin-FEM [187, 98] wird die Untersuchung auf die LBB-
stabilen Galerkin-FEM beschra¨nkt. Dies limitiert die FEM-Vielfalt, wobei die An-
satzfunktionen fu¨r die Geschwindigkeit mindestens zweiter Ordnung oder auf ver-
feinertem Gitter definiert werden mu¨ssen. Die Betrachtung wird auf Delaunay-
Triangulierungen in zwei Dimensionen ausfu¨hrlich durchgefu¨hrt. Neben der bekann-
ten Konservativita¨tsaussage fu¨r die Stokes-Elemente mit unstetigem Druck (P2/P0,
PM1 /P0) werden die a¨quivalenten FVM formuliert, die die Konvergenz- und Stabi-
lita¨tseigenschaften der theoretisch gut unterstu¨tzten GFEM u¨bernehmen.
Kapitel 4
Nach einer kurzen Einfu¨hrung in die GP wird die Template-Metaprogrammierung
in der Sprache C++ beschrieben, die die bedeutensten Implementierungstechniken
der GP darstellt. Eine solche Entwicklung von Modellen und Programmen, die nur
in der Kompilierungszeit existieren, findet eine vorteilhafte Anwendung fu¨r mathe-
matische Objekte und Verfahren [122, 123], wenn alle notwendige Daten schon vor
der Kompilierung vorhanden sind. So ko¨nnen Navier-Stokes-Gleichungen symbolisch
modelliert und behandelt werden sowie unterschiedlichen Zeitdiskretisierungs- und
Linearisierungs-Verfahren auf dieses Gleichungs-Modell angewendet werden (Ab-
schnitt 4.2). Die polynomialen Ansatzfunktionen einer bestimmten Ordnung auf
einem bestimmten Geometrie-Referenzelement sind ebenso vor der Kompilierung
bekannt. Deshalb ko¨nnen sie und notwendige Integrale auch durch Metaprogramme
berechnet werden (Abschnitt 4.3). Es wird auch eine weniger komplizierte Imple-
mentierung der statischen Konfiguration am Beispiel gemischter Stokes-Elementen
dargestellt (Abschnitt 4.4).
Kapitel 5
Dieses Kapitel bescha¨ftigt sich mit den theoretischen Software-Entwicklungsmetho-
den der GP, indem der Problembereich ’Stro¨mungssimulations-Solver’ im Rahmen
der Domain-Engineering in drei Etappen beschrieben wird: Analyse, Design und
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Implementierung. Die Modellierung wird mit Hilfe von Merkmaldiagrammen dar-
gestellt, die die Hierarchie von Konzepten und Merkmalen grafisch erkla¨ren. Die
Hauptkonzepte (Gitter, diskrete Gleichungen, FEM, Assemblierung, Gleichungssy-
stemlo¨sung und Pra¨konditionierung, Parallelisierung, Fehlerscha¨tzung) werden zu-
sammen mit aktuell vorhandenen numerischen Verfahren entwickelt und bis auf
elementare Merkmale zerlegt (Abschnitt 5.2).
Ein besonderer Schwerpunkt liegt in der Einteilung sa¨mtlicher Daten in die sta-
tischen (diese ko¨nnen in der statischen Konfiguration teilnehmen) und die dyna-
mischen, die erst in der Laufzeit zur Verfu¨gung stehen (Abschnitt 5.1).
Der Abschnitt (5.3) stellt besonders interessante Teile der Implementierung und
ausgewa¨hlte Performance-Tests zusammen, wobei die Implementierungen mit Hilfe
der Template-Metaprogrammierung aus dem vierten Kapitel eine logische Fortset-
zung dieses Abschnitts sind.
Kapitel 6
Einige numerische Stro¨mungssimulationen werden in diesem Kapitel so durchgefu¨hrt,
dass mehrere Fa¨higkeiten des entwickelten Simulationssolvers getestet und vorge-
stellt werden ko¨nnen.
Kapitel 7
Die wichtigsten Schwerpunkte, Ergebnisse und Schlussfolgerungen der durchgefu¨hr-
ten Arbeit werden zusammengefasst sowie einige mo¨gliche Richtungen der Weiter-
entwicklung genannt.
Kapitel 2
Navier-Stokes-Gleichungen
Gleichungen sind wichtiger fu¨r mich, weil
die Politik fu¨r die Gegenwart ist, aber
eine Gleichung etwas fu¨r die Ewigkeit.
- Albert Einstein
Es werden die Bewegungsgleichungen eines Fluids in diesem Kapitel zusammen-
gefasst. Sei bei einer dreidimensionalen Bewegung das Stro¨mungsfeld durch den Ge-
schwindigkeitsvektor u = (u, v, w)T , den Druck p und die Temperatur T bestimmt,
falls sich diese Gro¨ßen in der Zeit vera¨ndern. Zur Bestimmung dieser fu¨nf Gro¨ßen
stehen folgende Gleichungen zur Verfu¨gung [67, 95, 150]:
• Kontinuita¨tsgleichung - Erhaltung der Masse:
Dρ
Dt
+ ρ∇ · u = 0, (2.1)
Dρ
Dt
=
∂ρ
∂t
+ u · ∇ρ - totale oder substanzielle Ableitung der Dichte ρ
nach der Zeit
• Impulsgleichungen - Erhaltung des Impulses oder Navier-Stokes-Gleichun-
gen im engeren Sinne:
ρ
Du
Dt
= f −∇p+∇ · τ, (2.2)
Du
Dt
=
∂u
∂t
+ (u · ∇)u - substanzielle oder totale Beschleunigung,
τ - viskoser Spannungstensor.
• Energiegleichung: Sie dru¨ckt die Erhaltung der Energie aus:
ρcp
DT
Dt
= ∇ · (σ∇T ) + βT Dp
Dt
+ Φ, (2.3)
σ - Wa¨rmekapazita¨t (eine positive Stoffgro¨ße),
cp - isobare spezifische Wa¨rmekapazita¨t,
β = −1
ρ
(
∂ρ
∂T
)
p
- Wa¨rmeausdehnungskoeffizient,
Φ = ∇ · (τu)− u∇ · τ - Dissipationsfunktion.
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Die Gleichungen (2.1)-(2.3) gelten in einem beliebigen Koordinatensystem. Der vis-
kose Spannungstensor τ = τij (i, j ∈ {x, y, z}) wird im dreidimensionalen kartesi-
schen Koordinatensystem durch folgende Matrix repra¨sentiert:
τxy = τyx = η
(
∂v
∂x
+
∂u
∂y
)
,
τyz = τzy = η
(
∂w
∂y
+
∂v
∂z
)
,
τzx = τxz = η
(
∂u
∂z
+
∂w
∂x
)
,
τxx = λ∇ · u+ 2η∂u
∂x
,
τyy = λ∇ · u+ 2η∂v
∂y
,
τzz = λ∇ · u+ 2η∂w
∂z
,
(2.4)
Die Proportionalita¨tsfaktoren η und λ heißen Viskosita¨t und Massenviskosita¨t
und werden nach der Stokes-Hypothese λ = −2
3
η zusammengesetzt.
2.1 Kennzahlen
Wir gehen von den Bewegungsgleichungen aus und fu¨hren dimensionslose Gro¨ßen fu¨r
jede Variable ein, die in den Bewegungsgleichungen auftreten. Als Referenzgro¨ßen
wa¨hlen wir eine Bezugsla¨nge l (typische Ko¨rperabmessung), eine Bezugsgeschwin-
digkeit V (z.B. die Anstro¨mgeschwindigkeit) und einen thermodynamischen Bezugs-
zustand, gekennzeichnet durch die Referenz-Temperatur T ∗ und den Referenz-Druck
p∗. Die dazugeho¨rigen Stoffwerte sind ρ∗, η∗, c∗p, λ
∗ und β∗. Fu¨r die Massenkraft pro
Volumeneinheit wird gesetzt
f = ρgeg,
wobei eg der Einheitsvektor in Richtung der Fallbeschleunigung ist und g als Kon-
stante angenommen wird. Werden die dimensionslosen Gro¨ßen in die Bewegungs-
gleichungen eingesetzt, so ergibt sich:
Dρ∗
Dt∗
= −ρ∗∇ · u∗,
ρ∗
Du∗
Dt∗
= 1
Fr2
ρ∗eg −∇p∗ + 1Re∇ · τ ∗,
ρ∗c∗p
DT ∗
Dt∗
= 1RePr∇ · (λ∗∇∗T ∗)−KρEcβ∗T ∗
Dp∗
Dt∗ +
Ec
ReΦ
∗,
(2.5)
wobei fu¨nf dimensionslose Kennzahlen, die in Tabelle 2.1 erla¨utert werden, auftre-
ten. Zwei Stro¨mungen heißen physikalisch a¨hnlich, wenn alle Kennzahlen u¨ber-
einstimmen. Sind nur einige Kennzahlen gleich, spricht man von partieller A¨hn-
lichkeit.
Die Fortpflanzungsgeschwindigkeit kleiner Drucksto¨rungen heißt Schallgeschwin-
digkeit a. Fu¨r sie gilt:
a =
√(
dp
dρ
)
s
, (2.6)
wobei der Index s besagt, dass die Ableitung des Drucks nach der Dichte bei konstan-
ter Entropie s erfolgen muss. Ferner kann noch eine wichtige Kennzahl eingefu¨hrt
werden, die besonderes bei Stro¨mungen mit hohen Geschwindigkeiten benutzt wird,
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Name Definition
Reynolds-Zahl Re =
ρu¯l
η
=
u¯l
ν
Froude-Zahl Fr =
u¯√
gl
Prandtl-Zahl Pr =
ηcp
λ
Eckert-Zahl Ec =
u¯2
ccT
Isobare Dichtea¨nderungs-Zahl Kρ = −βT
Tabelle 2.1: Kennzahlen
wenn zusa¨tzlich elastische Kra¨fte aufgrund der Kompressibilita¨t des Fluids auftre-
ten. Die Mach-Zahl ha¨ngt von a ab:
Ma =
u¯
a
. (2.7)
Wenn Ma < 0, 3 ist, dann ko¨nnen die Stro¨mungen als inkompressibel betrachtet
werden. In der Literatur findet man noch andere Kennzahlen, die mit den hier
angegebenen zusammenha¨ngen.
Fu¨r zwei Grenzfa¨lle sehr kleiner Reynolds-Zahlen (schleichende Stro¨mun-
gen) und sehr großer Reynolds-Zahlen (Grenzschichtstro¨mungen) lassen sich
asymptotische Na¨herungslo¨sungen entwickeln.
2.2 Sonderfa¨lle
Die ziemlich komplizierte allgemeine Form der Navier-Stokes-Gleichungen versucht
man durch besondere Eigenschaften eines bestimmten Stro¨mungsmodells zu ver-
einfachen. Nur in Einzelfa¨llen gelingt es, die reduzierten Gleichungen analytisch zu
lo¨sen ([150], Kap. 5).
In vielen praktischen Anwendungen kommen ha¨ufig Stro¨mungen vor, deren Tem-
peraturunterschiede sehr gering sind und vernachla¨ssigt werden ko¨nnen. Solche iso-
energetischen Modelle (ohne Gleichung 2.3) sind der Schwerpunkt dieser Arbeit.
2.2.1 Inkompressible Stro¨mung
Nicht nur fu¨r Flu¨ssigkeiten, sondern auch fu¨r Gase mit Ma < 0, 3 kann die Dichte
ρ als konstant angenommen werden. Dann reduziert sich die Kontinuita¨tsgleichung
auf:
∇ · u = 0. (2.8)
Obwohl die Impulsgleichungen (2.2) nicht gea¨ndert werden, ist die Annahme hilfreich
bei der numerischen Lo¨sung.
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2.2.2 Axialsymmetrische Stro¨mung
In zirkularen Geometrien wird ha¨ufig angenommen, dass keine Rotationsvera¨nde-
rung von Stro¨mungsgro¨ßen existiert. Dann werden die Navier-Stokes-Gleichungen
im zylindrischen Koordinatensystem {r, ϕ, z} aufgeschrieben. Die Komponenten der
Geschwindigkeit u = (u, v, w)T heißen nun: u - radiale Geschwindigkeit; v tangentia-
le oder Wirbel-Geschwindigkeit; w - axiale Geschwindigkeit. Im kompressiblen Fall
gehen die Impulsgleichungen u¨ber in
ρ
(
∂u
∂t
+ u
∂u
∂r
+
v
r
∂u
∂ϕ
− v
2
r
+ w
∂u
∂z
)
= fr − ∂p
∂r
+
1
r
∂(rτrr)
∂r
+
1
r
∂τrϕ
∂ϕ
+
∂τrz
∂z
− τϕϕ
r
ρ
(
∂v
∂t
+ u
∂v
∂r
+
v
r
∂v
∂ϕ
+
uv
r
+ w
∂v
∂z
)
= fϕ − 1
r
∂p
∂ϕ
+
1
r2
∂(r2τrϕ)
∂r
+
1
r
∂τϕϕ
∂ϕ
+
∂τϕz
∂z
ρ
(
∂w
∂t
+ u
∂w
∂r
+
v
r
∂w
∂ϕ
+ w
∂w
∂z
)
= fz − ∂p
∂z
+
1
r
∂(rτrz)
∂r
+
1
r
∂τϕz
∂ϕ
+
∂τzz
∂z
(2.9)
und die Kontinuita¨tsgleichung in
∂ρ
∂t
+
1
r
∂(ρru)
∂r
+
1
r
∂(ρv)
∂ϕ
+
∂(ρw)
∂z
= 0, (2.10)
wobei die Komponenten des Spannungstensors τ = τij (i, j ∈ {r, ϕ, z}) nun die
folgenden sind:
τrϕ = τϕr = η
(
r
∂
∂r
(v
r
)
+
1
r
∂u
∂ϕ
)
,
τϕz = τzϕ = η
(
∂v
∂z
+
1
r
∂w
∂ϕ
)
,
τzr = τrz = η
(
∂w
∂r
+
∂u
∂z
)
,
τrr = 2η
(
∂u
∂r
− 1
3
∇ · u
)
,
τϕϕ = 2η
(
1
r
∂v
∂ϕ
+
u
r
− 1
3
∇ · u
)
,
τzz = 2η
(
∂w
∂z
− 1
3
∇ · u
)
.
(2.11)
Wenn also die drei Geschwindigkeitskomponenten unabha¨ngig von ϕ sind, kann eine
3D-Stro¨mung auf einem 2D-Gitter effizient simuliert werden.
2.2.3 Stokes-Gleichungen
In schleichenden Stro¨mungen (Re 1) mit einer hohen Viskosita¨t kann die nichtli-
neare Konvektion vernachla¨ssigt werden. Die Navier-Stokes-Gleichungen gehen dann
in ein lineares System u¨ber und werden Stokes-Gleichungen genannt:
∂u
∂t
− ν∆u+∇p = f ,
∇ · u = 0,
(2.12)
wobei ν = η
ρ
die kinematische Viskosita¨t ist. Diese Gleichungen kann man auch nach
der Linearisierung der Navier-Stokes-Gleichungen bekommen. Sie werden deshalb oft
als ein vereinfachtes Modell untersucht.
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2.2.4 Euler-Gleichungen
Die Euler-Gleichungen beschreiben eine nichtviskose Stro¨mung. Das entspricht dem
Fall η = 0, d.h. die Komponenten des Spannungstensors (2.4) verschwinden. Die
Impulsgleichungen (2.2) reduzieren sich zu:
ρ
Du
Dt
= f −∇p. (2.13)
Solche Stro¨mungen entstehen weit von einem festen Rand entfernt, wo die viskosen
Effekte gering sind. Das Modell wird ha¨ufig fu¨r die Stro¨mungssimulationen mit einer
großen Mach-Zahl angewendet. Wenn Geschwindigkeit und Reynoldszahl sehr hoch
sind, ist die Viskosita¨t wichtig in einer du¨nnen Schicht neben dem Rand. Dazu
geho¨ren z.B. Verbrennungs-, Detonations- und Explosionsprozesse [42].
2.3 Randbedingungen
Die korrekte Formulierung der Randbedingungen fu¨r die Navier-Stokes-Gleichungen
ist ein kompliziertes und in einigen Aspekten noch offenes Problem [70]. Wir fas-
sen hier die bekanntesten und im praktischen Sinne wichtigsten Randbedingungen
zusammen. Fu¨r deren Formulierung bezeichne un die Geschwindigkeitskomponen-
te senkrecht zum Rand (in Normalenrichtung), ut die Geschwindigkeitskomponente
parallel zum Rand (in Tangentialrichtung) und ∂un
∂n
bzw. ∂ut
∂n
, ∂un
∂t
bzw. ∂ut
∂t
, die jewei-
lige Ableitung in Normalen- und Tangentialrichtung, wobei die Tangentialrichtung t
zum Unterschied von der Zeit fettgedruckt wurde. Wir beschra¨nken uns ausschließ-
lich auf die Randbedingungen fu¨r die u-p-Formulierung (in primitiven Variablen) der
inkompressiblen und instationa¨ren Navier-Stokes-Gleichungen in einem Zeitintervall
[0, T ] und einem offenen und beschra¨nkten Gebiet Ω:
∂u
∂t
− ν∆u+ (u · ∇)u+∇p = f in QT := (0, T ]× Ω
∇ · u = 0 in QT .
(2.14)
Weitere mo¨gliche Formulierungen durch die Einfu¨hrung von Fluss- und Wirbelfunk-
tionen und die zugeho¨rigen Randbedingungen findet man z.B. bei Gresho und Sani
[70] oder Quartapelle [133].
Haftbedingung (no-slip)
Das ist die grundlegende Bedingung fu¨r eine viskose Stro¨mung an einem festen Rand.
Sie lautet: kein Fluid dringt durch die Wand, und das Fluid haftet an der Wand,
d.h. es gilt
un = 0, ut = 0. (2.15)
Rutschbedingung (free-slip) und Symmetrie
Es dringt kein Fluid durch die Wand. Im Gegensatz zur Haftbedingung gibt es jedoch
entlang der Wand keine Reibungsverluste, d. h.
un = 0,
∂ut
∂n
= 0. (2.16)
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Die Rutschbedingung wird insbesondere auch bei axialsymmetrischen Problemen
angewendet. Legt man dabei an der Symmetrieachse eine Rutschbedingung fest, so
kann man sich bei der Berechnung auf das halbe Gebiet beschra¨nken.
Eine andere Version der Symmetrie-Bedingung ist gut fu¨r Sonderfa¨lle geeignet,
wenn die Stro¨mung senkrecht zur Symmetrieachse fließt:
ut = 0, 2η
∂un
∂n
= P. (2.17)
Freie Oberfla¨che (traction)
Diese Randbedingung stellt eine Kra¨ftebilanz dar:
η(∇u+ (∇u)T ) · n− pn = g, (2.18)
wobei g eine auf die freie Fluidoberfla¨che wirkende und vorgegebene Kraft ist. Fu¨r
eine ebene Stro¨mungsfla¨che wird die Bedingung vereinfacht:
η
(
∂u
∂n
+∇un
)
− pn = g.
Ein-/Ausstro¨mbedingung (inflow/outflow)
Beide Geschwindigkeitskomponenten sind fest vorgegeben (Dirichlet-Randbedingung),
d.h.
un = u
0
n, ut = u
0
t , u
0
n, u
0
t gegeben. (2.19)
Statt der Geschwindigkeit kann auch der Fluss der Ein- oder Ausstro¨mung angege-
ben werden:
n · (ρuu− τ) + pn = fn,
wobei fn die normale Komponente des Flusses und uu die Matrix {uiuj}, i, j = 1, d,
bezeichnen. Fu¨r ebene Ra¨nder gilt:
ρunu+ pn− η
(
∂u
∂n
+∇un
)
= fn. (2.20)
Freie Ausstro¨mbedingung (outflow)
Das sind die schwierigsten, nicht eindeutig definierten und kaum theoretisch un-
terstu¨tzten Randbedingungen. Eine natu¨rliche Version der Ausstro¨mbedingung folgt
aus (2.18), wenn (∇u)T weggelassen wird. In 2D ergibt sich in Normalenrichtung:
2η
∂un
∂n
− p = n · g = gn (2.21)
und in die Tangentialrichtung:
η
(
∂ut
∂n
+
∂un
∂t
)
= gt. (2.22)
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Analytisch hergeleitet sind sie kaum praktisch anwendbar, weil die a¨ußere Kraft g
normalerweise unbekannt ist. Stattdessen verwendet man ha¨ufig die folgenden Rand-
bedingungen: Beide Normalenableitungen der Geschwindigkeit a¨ndern sich nicht in
der Richtung senkrecht zum Rand, d.h.
∂un
∂n
= 0,
∂ut
∂n
= 0. (2.23)
Eine Alternative wurde von Taylor et al. [159] vorgeschlagen. Als erste Scha¨tzung
wird gn = 0, gt = 0 angenommen. Mit der berechneten Lo¨sung wird die Kraft g
aktualisiert und so lange iteriert bis Konvergenz eintritt. Ein Na¨herungswert fu¨r g
kann auch von der vorhergehenden Zeititeration bei der instationa¨ren Problemen
u¨bernommen werden. Der bekannte FIDAP-Code zur numerischen Stro¨mungssimu-
lation nutzt eine ganz a¨hnliche Methode, die den viskosen Anteil von (2.21) ignoriert
und einfach |gn| = −p in jeder Iteration oder in jedem Zeitschritt setzt. Die beiden
letzten Methoden wurden analytisch nicht untersucht.
Periodische Randbedingung
Bei in einer Achsenrichtung periodischen Problemen mit der Periodla¨nge a (z.B. die
Stro¨mung u¨ber eine gewellte Oberfla¨che) kann man sich auf die Berechnung einer
Periode beschra¨nken. Die Geschwindigkeiten und der Druck am linken und rechten
Gebietsrand mu¨ssen dann identisch sein, z.B.
un(0, y) = un(a, y), ut(0, y) = ut(a, y), p(0, y) = p(a, y) (2.24)
(Periode in x-Richtung, x = 0: linker Gebietsrand, x = a: rechter Gebietsrand).
Sind an allen Ra¨ndern die Geschwindigkeiten selbst und nicht deren Normalablei-
tungen vorgegeben, so muss zusa¨tzlich das Randintegral u¨ber die Geschwindigkeiten
senkrecht zum Rand Null sein, d.h.∫
∂Ω
u · n ds = 0. (2.25)
Druckrandbedingungen
Um Bedingungen fu¨r den Druck stellen zu ko¨nnen, muss ein modifiziertes System der
Navier-Stokes-Gleichungen gelo¨st werden. Es besteht aus der Impulsgleichung und
Druck-Poisson-Gleichung. Die letzte Gleichung wird durch die Anwendung des Di-
vergenzoperators auf die Impulsgleichung mit der Beru¨cksichtigung der Kontinuita¨t
∇ · u = 0 hergeleitet. Dieses setzt voraus, dass die Lo¨sung der u− p-Formulierung
(2.14) glatt genug ist, so dass die Anwendung des Divergenzoperators einen Sinn
hat. Die endgu¨ltige Version sieht folgendermaßen aus:
∆p = ρ∇ · (f − (u · ∇)u), (2.26)
die allerdings im Vergleich zu (2.14) zur nicht eindeutigen Lo¨sung des Navier-Stokes-
Problems fu¨hren kann (siehe [70], Abschnitt 3.10.3). Die bessere Formulierung beha¨lt
den viskosen Term bei:
∆p = ρ∇ · (f + ν∆u− (u · ∇)u). (2.27)
2.4 Anfangsbedingungen 15
Die Navier-Stokes-Gleichungen bestehend aus der Impulsgleichung und der Druck-
Poisson-Gleichung ko¨nnen genau so, wie die u¨bliche u − p-Formulierung benutzt
werden. Das Geschwindigkeitsfeld der Lo¨sung ist dabei immer divergenzfrei.
Wenn die Normalenkomponente der Geschwindigkeit un = n · u auf dem Rand
∂Ω gegeben ist, dann sieht die korrekte Neumann-Randbedingung fu¨r den Druck
wie folgt aus:
∂p
∂n
= ρn ·
(
f + ν∆u− (u · ∇)u− ∂u
∂t
)
auf ∂Ω, (2.28)
wobei der Druck bis auf eine Konstante bestimmt wird.
2.4 Anfangsbedingungen
Fu¨r eine instationa¨re Stro¨mung mu¨ssen auch Anfangsbedingungen gestellt werden.
Außer gegebenen Dirichlet-Bedingungen auf Randteilen, muss die Geschwindigkeit
u0 u¨berall in Ω der Inkompressibilita¨ts-Bedingung genu¨gen ([70], Abschnitt 3.9):
∇ · u0 = 0 in Ω. (2.29)
Es gibt keine Anfangsbedingungen fu¨r den Druck. Das Anfangsdruckfeld kann durch
die Druck-Poisson-Gleichung (2.27) und die Neumann-Randbedingung (2.28) einge-
setzt werden ([82]; [70], Abschnitt 3.9.2).
Kapitel 3
Numerische Approximation
Denken heißt vergleichen.
- Walther Rathenau
Die instationa¨ren Navier-Stokes-Gleichungen werden in diesem Kapitel unabha¨n-
gig voneinander bzgl. der Zeit und des Raumes diskretisiert. Implizite Methoden mit
Druck-Geschwindigkeits-Kopplung werden bevorzugt. Der Schwerpunkt der Unter-
suchung besteht in der Reformulierung der Galerkinschen Finite-Elemente-Methode
(FEM) zu den konservativen Finite-Volumen-Methoden (FVM), um wichtige theo-
retische Eigenschaften der GFEM dadurch fu¨r die FVM zu gewinnen.
3.1 Zeitdiskretisierung und Linearisierung
3.1.1 Finite-Differenzen-Approximation
Wir betrachten die zeitabha¨ngigen inkompressiblen Navier-Stokes-Gleichungen auf
einem Zeitintervall [0, T ] und einem offenen und beschra¨nkten Gebiet Ω von Rd (d =
2, 3) mit dem Rand ∂Ω in der Form:
∂u
∂t
− ν∆u+ (u · ∇)u+∇p = f in QT := (0, T ]× Ω
∇ · u = 0 in QT
u = 0 auf (0, T ]× ∂Ω
u|t=0 = u0 auf Ω,
(3.1)
wobei f = f(t,x) und u0 = u0(x) gegebene Funktionen sind. Zur Abku¨rzung
werden die Randbedingungen in homogener Form aufgeschrieben, weil sie in diesem
Kapitel nicht na¨her betrachtet werden.
Das nichtlineare Problem wird zuerst in der Zeit diskretisiert und linearisiert und
dann zu jedem Zeitpunkt im Raum diskretisiert. Sei tn = n4t. Dann kann die Zeit
in der Gleichung (3.11) durch Finite-Differenzen (Fractional-Step-Methoden) oder
mit Hilfe der Projektions-Methoden (Nonfractional-Step-Methoden) approximiert
werden. Aus der ersten Klasse wird das Einschritt-θ-Schema bevorzugt [41, 137].
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Mit den Na¨herungen
u ≈ θun+1 + (1− θ)un,
p ≈ θpn+1 + (1− θ)pn,
f ≈ θfn+1 + (1− θ)fn
fu¨r θ ∈ [0, 1]
und mit der Wahl von θ ko¨nnen unterschiedliche Einschritt-Verfahren bezu¨glich der
Zeit t gewonnen werden.
un+1 − un
4t − ν∆(θu
n+1 + (1− θ)un) + θun+1 · ∇un+1 + (1− θ)un · ∇un
+∇(θpn+1 + (1− θ)pn) = (θfn+1 + (1− θ)fn),
∇ · un+1 = 0.
(3.2)
Das resultierende nichtlineare Randwertproblem (3.2) bleibt immer implizit wegen
der Kontinuita¨tsgleichung (3.22), sogar wenn θ = 0 gewa¨hlt wird. Der nichtlineare
Konvektionsterm kann in der Umgebung von (un+1, pn+1) durch eine Newtonsche
Iteration linearisiert werden. So ergibt sich das implizite Euler-Schema (θ = 1):
un+1 − un
4t −ν∆u
n+1+un ·∇un+1+un+1 ·∇un−un ·∇un+∇pn+1 = fn+1. (3.3)
Die Annahme un+1 · ∇un ≈ un · ∇un liefert die semi-explizite Euler-Methode:
un+1 − un
4t − ν∆u
n+1 + un · ∇un+1 +∇pn+1 = fn+1, (3.4)
die eine Methode erster Ordnung bezu¨glich 4t ist. Die zweite Ordnung des θ-
Schemas kann nur bei θ = 1
2
(Trapezregel) erreicht werden. Dann erha¨lt man mit
der Approximation des konvektiven Terms durch zwei vorhergehenden Zeitschritte
die bekannte Crank-Nicolson/Adams-Bashforth-Methode:
2(un+1 − un)
4t −ν(∆u
n+1+∆un)+3un·∇un−un−1·∇un−1+∇pn+1+∇pn = fn+1+fn,
(3.5)
wobei der nichtlineare konvektive Term schon vollsta¨ndig explizit erscheint. Das
letztgenannte Schema kann auch aus dem Pra¨diktor-Korrektor-Schema hergeleitet
werden und ist unbedingt stabil (siehe Marchuk [104]).
3.1.2 Projektionsmethoden
Eine andere Art von Zeitdiskretisierungs-Methoden sind die sog. Projektionsme-
thoden, die zuerst von Chorin (1967) und Temam (1969) vorgeschlagen wurden
[137, 138, 160]. Die Idee besteht darin, dass die Geschwindigkeit u und der Druck
p getrennt berechnet werden ko¨nnen. Dabei wird eine Zwischengeschwindigkeit er-
rechnet, die dann auf den Unterraum der divergenzfreien Funktionen projiziert wird.
Die theoretische Grundlage dazu geben das Helmholtz-Zerlegungsprinzip und der
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Satz von Ladyzhenskaja [68]. Wir definieren zuerst den Raum der divergenzfreien
Funktionen
Hdiv :=
{
v ∈ (L2(Ω))d | ∇ · v = 0 in Ω,v · n = 0 auf ∂Ω} . (3.6)
Das Zerlegungsprinzip lautet: eine beliebige Vektorfunktion v ∈ (L2(Ω))d kann ein-
deutig als Summe v = w+∇ψ dargestellt werden, wobei w ∈ Hdiv und ψ ∈ H1(Ω)
sind.
Die klassische Chorin-Temam-Methode besteht aus den na¨chsten zwei Schritten:
1. Die Zwischengeschwindigkeit un+1/2 wird als Lo¨sung des folgenden nichtlinea-
ren Konvektions-Diffusions-Problems
un+1/2 − un
4t − ν∆u
n+1/2 + (un+1/2 · ∇)un+1/2
+
1
2
(∇ · un+1/2)un+1/2 = fn+1/2 in Ω
un+1/2 = 0 auf ∂Ω
(3.7)
bestimmt. Der Ausdruck 1
2
(∇ ·un+1/2)un+1/2 wird aus Stabilisierungsgru¨nden
eingefu¨hrt.
2. Die Gro¨ßen un+1 und qn+1 sind mit Hilfe des folgenden Problems zu bestim-
men: 
un+1 − un+1/2
4t +∇q
n+1 = 0 in Ω,
∇ · un+1 = 0 in Ω,
un+1 · n = 0 auf ∂Ω,
(3.8)
wobei n der a¨ußere Normalvektor auf ∂Ω ist. Das System (3.8) entsteht, in-
dem un+1 als die L2-orthogonale Projektion von un+1/2 auf dem Raum Hdiv
gewa¨hlt wird und der Skalar qn+1 aus dem Helmholtz-Zerlegungsprinzip folgt
(v = un+1/2, w = un+1 und ∇ψ = 4t∇qn+1). Eine Anwendung des Divergen-
zoperators auf (3.8) liefert dann das Neumann-Problem fu¨r qn+1
∆qn+1 =
1
4t∇ · u
n+1/2 in Ω,
∂qn+1
∂n
= 0 auf ∂Ω
(3.9)
zusammen mit der letzten Korrektur fu¨r das Geschwindigkeitsfeld
un+1 = un+1/2 −4t∇qn+1. (3.10)
Die Gro¨ße qn+1(x) approximiert den physikalischen Druck p(tn+1,x) nicht aus-
reichend gut [137], weil der Druck p ein Poisson-Problem (2.27) mit inhomogenen
Neumann-Randbedingungen (2.28) erfu¨llen muss, wobei das Problem (3.9) die homo-
genen Neumann-Randbedingungen entha¨lt. Eine dafu¨r geeignete Modifikation der
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Projektions-Methode sowie ein Projektionsschema ho¨here Ordnung bzgl. der Zeit fin-
det man bei Gresho [71, 72]. Die Projektionsmethode wird trotzdem sehr breit mit
der Finite-Elemente- und mit Spektral-Methoden zusammen verwendet (Beispiele
sind die Programmpakete [40] und [108]). Eine weitere Entwicklung hat Perot [130]
durchgefu¨hrt und gezeigt, wenn eine Aufgabe vollsta¨ndig diskretisiert und als ein
lineares Gleichungssystem dargestellt ist, dann ist die Projektions-Methode zu einer
Block-LU-Zerlegung dieses Systems a¨quivalent. Die Fortsetzung dieser Idee wurde
von Quarteroni [134, 136] als unterschiedliche Faktorisierungsmethoden gefunden.
Zusammenfassung
Eine Anwendung der Zeitdiskretisierung und der Linearisierung z.B. durch das
Crank-Nicolson/Adams-Bashforth-Schema reduziert die Navier-Stokes-Gleichungen
auf das Oseen- oder Stokes-Problem [50, 51]. Letzteres in der Form{ −ν∆u+∇p = f in Ω
∇ · u = 0 in Ω (3.11)
betrachten wir in den na¨chsten Abschnitten und diskretisieren es mit Hilfe von
Finite-Volumen- (FVM) und Finite-Elemente-Methoden (FEM).
Außer den zwei betrachteten Strategien existieren auch andere weniger bekannte
Methoden (Quarteroni und Valli [137], S.447 und weitere Referenzen dort), die aber
im Kontext mit den spektralen Methoden angewendet werden, die außerhalb der
Betrachtungen dieser Arbeit liegen.
3.2 Raumdiskretisierung
Wir interessieren uns fu¨r unstrukturierte Dreieck- oder Viereckgitter, deren Eigen-
schaften die Grundlage fu¨r die Anwendung der Finite-Elemente- oder der Finite-
Volumen-Methode sind. Eine Delaunay-Triangulierung wird im Zusammenhang mit
dem Voronoi- und dem Donald-Diagramm betrachtet, die sehr ha¨ufig bei den
praktischen Aufgaben verwendet werden.
Das Thema beru¨hrt sofort die Frage der Gittergenerierung im Gebiet Ω. Eine
ausfu¨hrliche Theorie dazu findet man bei Knupp [92], Liseikin [99] fu¨r strukturierte
Gitter und bei Carey [27], George [66, 65] fu¨r unstrukturierte Gitter. Die Beson-
derheiten der Gittergestalt in Abha¨ngigkeit von der Gebietsgeometrie findet man in
[162]). Wir beschra¨nken uns auf Definitionen und bestimmte Eigenschaften einer im
Gebiet Ω existierenden Gitter Th.
Sei Ω ∈ Rd (d = 2, 3) offen und beschra¨nkt. Ein Gitter Th besteht aus Dreiecken
oder Vierecken (Tetraeder oder Hexaeder) Ki (i = 1, ..., NT ) so, dass Ω = Th =
⋃
iKi
erfu¨llt ist und beliebige zwei Ki und Kj (i 6= j) keinen gemeinsamen inneren Punkt
besitzen. Wenn noch die Menge Ki ∩ Kj 6= ∅ (i 6= j) ein Knoten oder eine Kante
ist, dann heißt das Gitter konform. Ein nichtkonformes Gitter kann z.B. bei einer
Adaption mit ha¨ngenden Knoten auftreten. Fu¨r eine konforme Triangulierung gilt:
NT = 2NK−NR−d, wobei NK und NR die gesamte Anzahl der Knoten und Anzahl
der Randknoten entsprechend bezeichnen. Das Maß h ist die La¨nge der gro¨ßten
Kante und kennzeichnet die Feinheit des Gitters
h := max{hK = diam(Ki) |Ki ∈ Th}. (3.12)
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Definition 3.1. Eine Triangulierung Th heißt Delaunay-Triangulierung, wenn der
Umkreis jedes Dreiecks (Tetraeders) Ki (i = 1, ..., NT ) keinen Knoten eines anderen
Dreiecks (Tetraeders) entha¨lt (z.B. Abb. 3.1a,b). Falls der Knoten auf dem Umkreis
liegt, ist die Delaunay-Triangulierung nicht eindeutig (Abb. 3.1c). Die Kanten der
Triangulierung werden auch Delaunay-Kanten genannt.
Da die Summe von gegenu¨berliegenden Winkeln angrenzender Dreiecke mit ge-
meinsamer Kante in einem Umkreis (Abb. 3.1,c) gleich pi ist, kann man behaup-
ten, dass eine Triangulierung mit nicht stumpfwinkligen Dreiecken eine Delaunay-
Triangulierung bildet. Die inverse Aussage stimmt nicht, weil eine allgemeine Delau-
nay-Triangulierung stumpfwinklige Dreiecke zula¨sst (Abb. 3.1,b). Das Umkreiszen-
trum eines solchen Dreiecks liegt außerhalb des Dreiecks.
Ein Voronoi-Diagramm (auch Dirichlet-Mosaik) ist eine grafisch duale geome-
trische Struktur zur Delaunay-Triangulierung und kann als eine andere Gebiets-
diskretisierung aufgefasst werden. Das Voronoi-Diagramm kann auf der Grundlage
einer Delaunay-Triangulierung eindeutig definiert werden. Diese Aussage gilt auch
umgekehrt [8].
Definition 3.2. Sei S = {Ai | i = 1, ..., NK} die Menge aller Ecken der Triangulie-
rung Th. Der Bisektor einer Kante AiAj, Ai, Aj ∈ S, (i 6= j) ist eine Mittelsenk-
rechtlinie (Mittelsenkrechtfla¨che) zu dieser Kante, die eine den Punkt Ai enthaltende
Halbebene (Halbraum) definiert:
D(Ai, Aj) = {x | d(Ai, x) < d(Aj, x)} ,
wobei d(·, ·) der Euklidische Abstand ist. Der Durchschnitt solcher Halbebenen (Halb-
ra¨ume) bildet das Voronoi-Polygon Vi des Punktes Ai, das eine Einheit des Voronoi-
Diagramms V der Menge S ist:
Vi =
m⋂
j=1
j 6=i
D(Ai, Aj), V =
m⋃
i,j=1
j 6=i
Vi ∩ Vj. (3.13)
Der Rand zwischen zwei Voronoi-Polygonen heißt Voronoi-Kante (oder -Fla¨che in
3D), wenn er mehr als einen Punkt entha¨lt. Dabei werden Endpunkte einer Voronoi-
Kante auch Voronoi-Punkte genannt.
Nach Definition ist ein Voronoi-Polygon offen und konvex, aber nicht beschra¨nkt
am Rand des Gebietes (Abb. 3.2a, 3.3a). Alle Voronoi-Polygone sind disjunkt, wobei
zwei benachbarte Polygone aus der Konvexita¨t nur eine gemeinsame Kante (Fla¨che
in 3D) belegen. Es ist nun offensichtlich, dass die Voronoi-Punkte mit den Umkreis-
zentren der Delaunay-Triangulierung u¨bereinstimmen. In einem Voronoi-Punkt sto-
ßen Randstu¨cke von so vielen Voronoi-Polygonen zusammen, wieviel Knoten auf dem
Umkreis liegen, d.h. mindestens drei (vier in 3D) Voronoi-Polygone. Ein regula¨rer
Voronoi-Punkt geho¨rt genau zu drei (vier in 3D) Voronoi-Polygonen und entspricht
dem Fall (a) auf der Abbildung 3.1, wohingegen ein degenerierter Voronoi-Punkt
wenigstens vier (fu¨nf in 3D) Voronoi-Polygone gemeinsam hat (Abb. 3.1c). In die-
sem Fall treffen zwei oder mehr Dreieck-Umkreiszentren in einem Voronoi-Punkt
zusammen. Im Fall einer Nicht-Delaunay-Triangulierung (Abb. 3.1d) kreuzen sich
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a) Delaunay-Triangulierung
b) Delaunay-Triangulierung mit einem
stumpfen Dreieck
c) Nicht eindeutige
Delaunay-Triangulierung
d) Nicht-Delaunay-Triangulierung
Abbildung 3.1: Delaunay- und Nicht-Delaunay-Triangulierung
die Mittelsenkrechtlinien der zwei benachbarten Dreiecke außerhalb eines Umkreis-
zentrums und ko¨nnen dadurch kein Polygon bilden.
Das Voronoi-Diagramm ist eine optimale Diskretisierung, die Umgebungen der
Knoten Ai (i = 1, ..., NK) darstellt, weil es fu¨r m ≥ 3 nur O(m) Kanten (Fla¨chen
in 3D) und Punkte gibt. Die durchschnittliche Anzahl von Kanten eines Voronoi-
Polygons in 2D ist immer kleiner als 6 (bewiesen als Lemma 2.3 in [8]).
Wir betrachten nun ein Dreieck Ki einer Delaunay-Triangulierung T mit den
Ecken A1(x1, y1), A2(x2, y2), A3(x3, y3). Dann kann das entsprechende Umkreiszen-
trum bzw. ein Voronoi-Punkt AV (xV , yV ) aus der Eigenschaft
|AVA1| = |AVA2| = |AVA3|
folgendermaßen
xV =
∣∣∣∣∣∣
x21 + y
2
1 x
2
2 + y
2
2 x
2
3 + y
2
3
y1 y2 y3
1 1 1
∣∣∣∣∣∣∣∣∣∣∣∣
x1 x2 x3
y1 y2 y3
1 1 1
∣∣∣∣∣∣
, yV = −
∣∣∣∣∣∣
x21 + y
2
1 x
2
2 + y
2
2 x
2
3 + y
2
3
x1 x2 x3
1 1 1
∣∣∣∣∣∣∣∣∣∣∣∣
x1 x2 x3
y1 y2 y3
1 1 1
∣∣∣∣∣∣
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a) Voronoi-Diagramm b) Donald-Diagramm
Abbildung 3.2: Delaunay-Triangulierung (ganze Linie) und das grafisch duale a)
Voronoi- und b) Donald-Diagramm (gestrichelte Linie)
a) Voronoi-Diagramm b) Donald-Diagramm
Abbildung 3.3: Dreidimensionale Voronoi- und Donald-Diagramme im Vergleich
oder effizienterweise (nur 20 Produkte) errechnet werden:
xV =
[(x1−x3)(x1+x3)+(y1−y3)(y1+y3)](y2−y3)−[(x2−x3)(x2+x3)+(y2−y3)(y2+y3)](y1−y3)
2[(x1−x3)(y2−y3)−(x2−x3)(y1−y3)] ,
yV =
[(x2−x3)(x2+x3)+(y2−y3)(y2+y3)](x1−x3)−[(x1−x3)(x1+x3)+(y1−y3)(y1+y3)](x2−x3)
2[(x1−x3)(y2−y3)−(x2−x3)(y1−y3)] .
(3.14)
Eine Alternative zum Voronoi-Diagramm ist das Donald-Diagramm, das die
Punktmenge der Dreieck-Schwerpunkte als Ausgangspunkt hat (Abb. 3.2b, 3.3b).
Daraus folgt direkt, dass die Triangulierung nicht unbedingt vom Delaunay-Typ sein
muss, da ein Schwerpunkt immer innerhalb seines Dreiecks liegt und zusammen mit
den Kanten-Mittelpunkten zwei Polygonkanten bildet. Die dabei entstehenden Po-
lygone besitzen normalerweise Ecken an diesen Kanten-Mittelpunkten. Deshalb ist
ein Donald-Polygon im Allgemeinen nicht konvex und die durchschnittliche Anzahl
seiner Kanten in 2D ist kleiner als 12 (das Doppelte eines Voronoi-Polygons). Die
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kartesischen Koordinaten eines Schwerpunktes lassen sich aber durch die Formeln
xS =
1
3
(x1 + x2 + x3) ,
yS =
1
3
(y1 + y2 + y3)
(3.15)
mit wesentlich kleinerem Rechenaufwand im Vergleich zu einem Voronoi-Punkt
(3.14) ausrechnen. Es gibt auch eine mittlere Alternative von Friedrich [57], die
Dreieckzentren modifiziert ausrechnet:
xS =
3∑
i=1
αixi
yS =
3∑
i=1
αiyi
, αi =
3∑
j=1, j 6=i
lj
2
3∑
j=1,
lj
,
lj = |ai − ak|,
i, j, k ∈ {1, 2, 3}, i 6= j 6= k . (3.16)
Diese Definition fu¨hrt zu einer viel besseren Approximation des Kontrolvolumens
fu¨r verzerrte Dreiecke als die Formel (3.15). Die Formeln (3.14-3.16) ko¨nnen ohne
Schwierigkeiten auf den dreidimensionalen Fall u¨bertragen werden. Es kann aller-
dings grafisch nicht mehr u¨bersichtlich dargestellt werden. Die Abbildung (3.3) ist
eine grobe 3D-Triangulierung einer Halbkugel mit dem entsprechenden Voronoi- und
Donald-Diagramm.
3.3 Finite-Volumen-Methoden
Die Finite-Volumen-Methoden wurden insbesondere fu¨r Erhaltungsgesetze entwor-
fen, da sie fu¨r die Erhaltung der Masse und weiterer Bilanzvariablen in jedem Kon-
trollvolumen sorgen. Sie wurden zum ersten Mal von McDonald (1971) und MacCor-
mack und Paullay (1972) fu¨r zweidimensionale Stro¨mungssimulationen eingefu¨hrt
und spa¨ter von Rizzi und Inouye (1973) auf den dreidimensionalen Fall erweitert.
Wir multiplizieren das Stokes-Problem (3.11) mit einer Funktion ϕ, integrieren
das Resultat u¨ber das Gebiet Ω und verwenden die Green-Formel
ν
∫
Ω
∇u · ∇ϕdx− ν
∫
∂Ω
ϕ∇u · nds−
∫
Ω
p∇ ·ϕdx+
∫
∂Ω
pϕ · nds =
∫
Ω
fϕdx,∫
∂Ω
u · nds = 0,
(3.17)
wobei n der a¨ußere Einheits-Normalvektor ist. Falls die Funktion ϕ auf dem Rand
∂Ω gleich Null ist, verschwinden die Randintegrale; die Gleichung (3.17) wird in die
Finite-Elementen-Formulierung u¨berfu¨hrt, die im na¨chsten Abschnitt beschrieben
wird. Wenn die Funktion ϕ stu¨ckweise konstant auf einem Kontrollvolumen Ωi ist
und sonst im Gebiet Ω verschwindet, dann zerfa¨llt (3.17) in die Gleichungen fu¨r
jedes Kontrollvolumen Ωi
−ν
∫
∂Ωi
ϕ∇u · nds+
∫
∂Ωi
pϕ · nds =
∫
Ωi
fϕdx,∫
∂Ωi
u · nds = 0.
(3.18)
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Die von ϕ = 1 verschiedene Wahl der stu¨ckweise konstanten Funktion ϕ im Volumen
Ωi definiert die gewichtete Finite-Volumen-Formulierung. Die Methode (3.18) kann
auch als die Petrov-Galerkinsche FEM betrachtet werden, wenn die bestimmten
Basisfunktionen fu¨r die Geschwindigkeit u genommen werden.
Wir unterscheiden drei Arten der FVM: cell-centered-, cell-vertex- und node-
centered-Schema nach der Lage der Unbekannten bezu¨glich der Kontrollvolumina
(Abb. 3.4).
a) Cell-centered b) Cell-vertex c) Node-centered
Abbildung 3.4: Drei Arten der FVM
3.4 Finite-Elemente-Methoden
3.4.1 Variationsformulierung
Als Grundprinzip der FEM wird eine schwache Lo¨sung zu dem Problem (3.1) ge-
sucht. Neben dem eingefu¨hrten Raum Hdiv (3.6) werden noch folgende Ra¨ume defi-
niert:
H10 (Ω) := {u ∈ H1(Ω) |u = 0 auf ∂Ω} ,
L20(Ω) :=
{
q ∈ L2(Ω) | ∫
Ω
q = 0
}
,
V := (H10 (Ω))
d
, Q := L20(Ω),
Vdiv := {v ∈ V |∇ · v = 0}.
Der effektivste Weg, das instationa¨re Navier-Stokes-Problem (3.1) zu lo¨sen, ist ein
stationa¨res Navier-Stokes-Problem in jedem Zeitschritt mittels finiter Differenzen-
Approximation in der Zeit (Abschnitt 3.1.1) zu betrachten. Die Variationsformu-
lierung fu¨r das stationa¨re Navier-Stokes-Problem lautet: es sind die Unbekannten
u ∈ V und p ∈ Q aus dem folgenden System zu finden:
{
a(u,v) + c(u;u,v) + b(v, p) = (f ,v) ∀v ∈ V
b(u, q) = 0 ∀q ∈ Q
, (3.19)
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wobei die Bilinearformen a, b und die Trilinearform c wie folgt definiert sind:
a : V × V → R a(w,v) := ν
∫
Ω
∇w · ∇vdx,
b : V ×Q→ R b(v, q) := −
∫
Ω
q∇ · vdx,
c : V × V × V → R c(w; z,v) :=
∫
Ω
[(w · ∇)z] · v =
d∑
i,j=1
(
wj
∂zi
∂xj
, vi
)
,
(f ,v) =
∫
Ω
fvdx.
Fu¨r die Geschwindigkeit aus dem Raum Vdiv ist die Kontinuita¨tsgleichung automa-
tisch erfu¨llt und die Aufgabe (3.19) reduziert sich auf die Impulsgleichung
a(u,v) + c(u;u,v) = (f ,v) ∀v ∈ Vdiv. (3.20)
Wenn (u, p) Lo¨sung von (3.19) ist, dann ist u Lo¨sung von (3.20) und umgekehrt.
Diese Lo¨sung existiert immer unter der Bedingung f ∈ Hdiv, ist aber nicht unbedingt
eindeutig. Sie kann z.B. nicht eindeutig sein, wenn die kinematische Viskosita¨t ν klein
bezu¨glich f ist (Temam [160], Kap. II, Abschnitt 4), z.B. fu¨r das Taylor-Problem
von Stro¨mungen zwischen unendlichen rotierenden Zylindern.
Die Zeitdiskretisierung und die Linearisierung der Navier-Stokes-Gleichungen
(Abschnitt 3.1.1) fu¨hren zum Stokes-Problem, dessen Variationsformulierung sich
wie folgt schreiben la¨sst:
u ∈ V, p ∈ Q zu finden, dass
a(u,v) + b(v, p) = (f ,v) ∀v ∈ V
b(u, q) = 0 ∀q ∈ Q.
(3.21)
3.4.2 Galerkin-Approximation
Das Gebiet Ω wird, wie im Abschnitt 3.2, mit Hilfe eines Dreieckgitters Th oder
Viereckgitters Qh diskretisiert. Mit K wird ein Dreieck- oder Viereckelement des
Gitters bezeichnet. Wir fu¨hren nun die von h abha¨ngende endlich dimensionalen
Ra¨ume Vh ⊂ V und Qh ⊂ Q ein. Dann wird das Stokes-Problem (3.21) durch das
folgende diskrete Problem approximiert:
uh ∈ Vh, ph ∈ Qh zu finden, dass
a(uh,vh) + b(vh, ph) = (f ,vh) ∀vh ∈ Vh
b(uh, qh) = 0 ∀qh ∈ Qh.
(3.22)
Seien {ϕi | i = 1, ..., Nu} und {ψi | i = 1, ..., Np} die Basen der Ra¨ume Vh und Qh
entsprechend, werden die Na¨herungen uh und ph durch die folgenden Entwicklungen
dargestellt:
uh(x) =
Nu∑
i=1
uiϕi(x), ph(x) =
Np∑
i=1
piψi(x). (3.23)
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Dann erha¨lt man das lineare algebraische Problem{
F uˆ+BT pˆ = fˆ
Buˆ = 0
(3.24)
wobei die Matrix- und die Vektorelemente durch die Basisfunktionen
Fij = a(ϕi,ϕj), Bij = b(ϕi, ψj), fˆi = (f i,ϕi) (3.25)
bestimmt werden. Die Lo¨sung des linearen Gleichungssystems (3.24) wird in den
Abschnitten (5.2.5,5.2.6) betrachtet.
3.4.3 Stabilita¨tsbedingungen
Die Basisfunktionen werden normalerweise als Polynomfunktionen gewa¨hlt, dann
werden die Finite-Elemente-Ra¨ume Vh und Qh genauer durch
Vh =
{
ϕ ∈ (H10 (Ω))d | ϕ|K ∈ Pk ∀K ∈ Th
}
,
Qh =
{
ψ ∈ L20(Ω) | ψ|K ∈ Pk ∀K ∈ Th
}
fu¨r ein Dreieckgitter und durch
Vh =
{
ϕ ∈ (H10 (Ω))d | ϕ|K ∈ Qk ∀K ∈ Qh
}
,
Qh =
{
ψ ∈ L20(Ω) | ψ|K ∈ Qk ∀K ∈ Qh
}
fu¨r ein Viereckgitter definiert. Die Menge Pk, k ≥ 0 (Qk, k ≥ 0) bezeichnet Po-
lynome der Ordnung nicht gro¨ßer als k bezu¨glich aller Variablen (jeder Variable)
x1, ..., xd. Damit das diskrete Problem (3.22) eine stabile Approximation zum steti-
gen Problem (3.21) ist, wenn h→ 0, ist es entscheidend, dass der Raum Vh×Qh die
Kompatibilita¨tsbedingung (die sogenannte inf-sup- oder Ladyzhenskaya-Babusˇka-
Brezzi-Bedingung)
inf
φ∈Qh
{
sup
w∈Vh
b(w, φ)
‖∇w‖‖φ‖
}
≥ γ > 0 (3.26)
erfu¨llt. Dabei ist γ eine von h unabha¨ngige Konstante.
Man muss nun die stabilen Paare der Ansatzfunktionen ϕ/ψ auswa¨hlen. Die ein-
fachste Kombination ist stu¨ckweise lineare Geschwindigkeit / stu¨ckweise konstan-
ter Druck auf einem Dreieckgitter (P1/P0-Element), die gerade ein Gegenbeispiel
darstellt. Sie erfu¨llt die Kompatibilita¨tsbedingung (3.26) nicht und kann zum so-
genannten Locking-Pha¨nomen fu¨hren, wenn die Gleichung (3.222) nur die triviale
Lo¨sung uh = 0 zula¨sst. Genauso ist das Q1/Q0-Element instabil [68, 137], obwohl es
immer noch breit angewendet wird. Es gibt zwei Strategien, die stabilen konformen
Stokes-Elemente zu bekommen:
1. Man definiert das Geschwindigkeitsfeld auf einem verfeinerten Gitter (Abb.
3.5,a,b). Dabei muss der Druck auf dem gro¨beren Gitter mit der gleichen oder
einer kleineren Approximationsordnung definiert werden, dann ist das Schema
stabil [75].
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2. Es wird eine ho¨here Approximationsordnung der Geschwindigkeit bezu¨glich
des Drucks benutzt. Die Elemente P2/P0 (Abb. 3.5,c) und Q2/Q0 sind sta-
bil und zeigen lineare Konvergenz. Das verallgemeinerte Taylor-Hood-Element
Pm/Pm−1 (m ≥ 2) (Abb. 3.5,d) ist auch stabil [21, 22, 25].
Es gibt auch die Mo¨glichkeit, Stabilisierungsmethoden auf instabile konforme Ele-
mente anzuwenden, wie z.B. auf das divergenzfreien Q1/Q1-Element [140].
a) PM1 /P0 (Makro) b) P
M
1 /P1 (Makro) c) P2/P0 d) P2/P1
Abbildung 3.5: Beispiele der Dreieck-Stokes-Elemente. ◦ Geschwindigkeit- und
Druck-Freiheitsgrad; • Geschwindigkeit-Freiheitsgrad; × Druck-Freiheitsgrad.
Eine andere Klasse der stabilen Elemente finden sich in der nichtkonformen Ap-
proximation. Das entspricht dem Fall Vh 6⊂ V . Die Galerkin-Methode (3.22) muss
nun durch die verallgemeinerte Galerkin-Methode
uh ∈ Vh, ph ∈ Qh zu finden, dass
ah(uh,vh) + bh(vh, ph) = (f ,vh) ∀vh ∈ Vh
bh(uh, qh) = 0 ∀qh ∈ Qh,
(3.27)
ersetzt werden, wobei die diskreten Bilinearformen ah(· , ·) und bh(· , ·) nun zellen-
weise integriert werden mu¨ssen.
3.5 A¨quivalente FV/FE-Formulierungen
Die Galerkin-FEM (GFEM) ist dafu¨r bekannt, die optimale Approximation fu¨r
selbst-adjungierte Probleme darzustellen, obwohl fu¨r andere und insbesondere Erhal-
tungsgesetze die Frage der Wahl zwischen FVM und FEM immer noch offen ist und
in der Literatur aktiv diskutiert wird [70, 84, 189]. Die FVM ist mehr bei Ingenieu-
ren beliebt und wird ohne ausreichende mathematische Analyse von Konvergenz und
Stabilita¨t benutzt [86, 87, 178], da sie die lokale Konservativita¨t ausdru¨ckt. Dafu¨r
werden aber die Randintegrale der Kontrollvolumina durch Approximationsformel
niedriger Ordnung (normalerweise erster oder zweiter Ordnung) errechnet. Die FEM
ist dagegen sehr gut theoretisch unterstu¨tzt [94, 160], wobei Ansatzfunktionen belie-
biger Ordnung (p-Version) zugelassen sind. Die beiden Methoden stammen allerdings
aus der Methode der gewichteten Residuen [188]. Deshalb meint man auch, dass
die FVM ein partikula¨rer Fall von nicht-Galerkinschen FEM ist. Ein gutes Beispiel
dafu¨r ist die Kovolumen-Methode [32, 33, 34], die als eine Petrov-Galerkinsche FEM
dargestellt werden kann [187]. Der Zusammenhang mit einer Petrov-Galerkin-FEM
wurde auch von Li [98] benutzt, um die Konvergenz und Stabilita¨t von FVM fu¨r die
Advektions-Diffusions-Gleichung nachzuweisen. Die duale gemischte FEM wurde als
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eine FVM von Baranger [1, 12] betrachtet. Die elliptischen Probleme kommen noch
ha¨ufig in diesem Kontext vor [78, 128, 167, 168], da sie repra¨sentativ sind und keine
besonderen Voraussetzungen auf die Wahl der Ansatzfunktionen anfordern.
Das diskrete Stokes-Problem (3.22) beno¨tigt aber kompliziertere stabile Stokes-
Elemente (z.B. Abb. 3.5,a,b,c) wegen der Geschwindigkeit-Druck-Kopplung. Die ex-
akte Integration mit diesen stabilen Elementen und Umformulierung la¨sst sich als
eine FVM auf einem dualen Gitter darstellen und damit die Konservativita¨t nachwei-
sen. Diese Umformulierung der GFEM in die FVM wird hier mit Hilfe von bekannten
stabilen Stokes-Elementen niedriger Ordnung durchgefu¨hrt.
3.5.1 Poisson-Problem
Das klassische Beispiel der A¨quivalenz zwischen den FE- und FV-Formulierungen
nutzt einen U¨bergang von einer Delaunay-Triangulierung zum dualen Voronoi-Diag-
ramm fu¨r die Galerkin-Formulierung mit linearen Ansatzfunktionen fu¨r das Poisson-
Problem ([91] S.308 und [167]). Der Hauptschwierigkeit bei diesem Vergleich besteht
darin, dass die Ansatzfunktionen u¨blicherweise bezu¨glich Koordinaten der Gitter-
knoten ausgedru¨ckt werden. Die Randintegrale in der FV-Formulierung werden da-
gegen durch Gitterkanten aufgeschrieben. Um dieses Problem zu lo¨sen, bilden wir
einen Zusammenhang zwischen einem lokalen Koordinatensystem und Geometrie-
gro¨ßen des Gitters.
b = |A1H|
a = |A2A3|
c = cot θ12
A1(a− bc, b)
A2(0, 0)
A3(a, 0)
Abbildung 3.6: Das gewa¨hlte Koordinatensystem und die Basis eines Dreiecks
Wir betrachten ein allgemeines DreieckA1A2A3 mit den EckenA1(x1, y1),A2(x2, y2),
A3(x3, y3) und fu¨hren eine Basis ein (im Unterschied zu den Beweisen in [91], S.308,
und [167]), durch die das Dreieck eindeutig definiert wird. Diese Basis wird auch
bei der Behandlung von komplizierteren Stokes-Elementen gebraucht, insbesondere
wenn die Gestalt der Ansatzfunktionen und deren Ableitungen nicht offensichtlich
sind. Sei die x-Achse des Koordinatensystems mit dem Ursprung im Punkt A2 par-
allel zur Seite A2A3 des Dreiecks. Dann ist das Dreieck A1A2A3 eindeutig durch die
La¨nge a der Seite A2A3, die zu dieser Kante senkrecht stehende Ho¨he b und den
gegenu¨ber zur Kante A1A2 liegenden Winkel θ12 bestimmt (Abb. 3.6). Als die Mes-
sung des Winkels θ12 wird der Kotangens cot θ12 genommen, weil er einen direkten
U¨bergang vom Dreieck zum entsprechenden dualen Voronoi-Polygon zula¨sst, d.h.
c = cot θ12 =
2mK12
a12
, (3.28)
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wobei a12 = |A1A2| und mK12 der Abstand des Umkreiszentrums des Dreiecks K zum
Mittelpunkt der Kante A1A2 ist. Wenn zwei Dreiecken K und K˜ eine gemeinsame
Kante A1A2 besitzen, bezeichnen wir auch die La¨nge der Voronoi-Kante mit
m12 = m
K
12 +m
K˜
12. (3.29)
Die zum Dreieck K geho¨renden Ansatzfunktionen ϕKi (i = 1, 2, 3) ko¨nnen nun
durch die Gro¨ßen a, b und c mit Hilfe der neuen Koordinaten der Ecken A1(a −
bc, b), A2(0, 0) und A3(a, 0) ausgedru¨ckt werden, was im na¨chsten Satz angewendet
wird.
Satz 3.1. Seien Th eine Delaunay-Triangulierung von Ω und NK(k) die Menge
aller Knoten, die benachbarten zum Knoten Ak sind. Dann stimmt die GFEM mit
ϕi ∈ P1 fu¨r das Poisson-Problem auf der Triangulierung Th vollsta¨ndig mit der
FVM fu¨r dasselbe Problem auf dem dualen Voronoi-Diagramm Vh u¨berein mit der
folgenden Randintegral-Approximation∫
∂Vk
∇u · n˜ds ≈
∑
i∈NK(k)
ui − uk
aik
mik = −
∑
i∈{k,NK(k)}
∫
Ω
∇ϕi∇ϕkdx ui, (3.30)
wobei n˜ die a¨ußere Einheitsnormale zum Rand ∂Vk des Voronoi-Polygons Vk ist.
Beweis: Die erste Approximation in (3.30) ist nichts anderes als die Differenzen-
Anna¨herung zweiter Ordnung fu¨r die Geschwindigkeit u im Mittelpunkt der Kante
AiAk, multipliziert mit der La¨nge der Voronoi-Kante so, dass die ganze Beziehung
die Integral-Approximation darstellt. Deshalb muss man nur die zweite Gleichheit
bzw. den U¨bergang von FE-Formulierung zur Approximation auf der Voronoi-Kante
beweisen.
Wir betrachten zuerst das Skalarprodukt ∇ϕi∇ϕk nur in einem Dreieck K, wo
dieselbe Basis wie in der Abbildung 3.6 definiert ist. Die linearen Ansatzfunktionen
ϕKi sehen dann wie folgt aus:
ϕK1 =
1
b
y,
ϕK2 = − 1ax− cay + 1,
ϕK3 =
1
a
x+
(
c
a
− 1
b
)
y + 1.
Fu¨r k = 1 gilt
3∑
i=1
∫
K
∇ϕi∇ϕ1dxui = a
2b
u1 − c
2
u2 − a− bc
2b
u3 (3.31)
Aus elementaren geometrischen Beziehungen im Dreieck ergibt sich
a
2b
=
1
2
cot θ12 +
1
2
cot θ13, (3.32)
a− bc
2b
=
1
2
cot θ13. (3.33)
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Die letzten zwei Gleichungen zusammen mit (3.28) gestatten die Entwicklung von
(3.31) zu
3∑
i=1
∫
K
∇ϕi∇ϕ1dxui = m
K
12
a12
(u1 − u2) + m
K
13
a13
(u1 − u3). (3.34)
Man kann leicht nachpru¨fen, dass die Integrale fu¨r k = 2 und k = 3 genau so
aussehen, d.h. die Beziehung (3.34) von der Auswahl des Koordinatensystems un-
abha¨ngig ist. Die Summe u¨ber alle Dreiecke, die den Knoten Ak gemeinsam haben,
und Beru¨cksichtigung von (3.29) liefern unmittelbar die Behauptung.

Zum vollsta¨ndigen Vergleich der FEM mit ϕ ∈ P1 und der FVM fu¨r das Poisson-
Problem lassen sich noch die Approximationen der rechten Seite betrachten.
Bemerkung 3.1. Wir bezeichnen fˆG und fˆV als die GFEM-Approximation auf Th
und die FVM-Approximation auf einem dualen Gitter. Dabei wird das duale Gitter
durch die Verbindung von Seiten-Mittelpunkten mit einem inneren (nicht unbedingt
Voronoi-) Punkt gebildet. Dann ist die duale Norm (Hackbusch [78], Lemma 3.2.2):
|fˆG − fˆV |−1 ≤ h√
2
‖f‖0. (3.35)
3.5.2 Stokes-Gleichungen
Die eingefu¨hrten geometrischen Bezeichnungen und die erwa¨hnten Eigenschaften
werden weiter im Kontext der LBB-stabilen Galerkin-Methoden fu¨r die Stokes-
Gleichungen komponentenweise in zwei Dimensionen
ν
Nu∑
i=1
∫
Ω
∇ϕi∇ϕk dxdy ui −
Np∑
j=1
∫
Ω
ψj
∂ϕk
∂x
dxdy pj =
∫
Ω
f1ϕk dxdy
ν
Nu∑
i=1
∫
Ω
∇ϕi∇ϕk dxdy vi −
Np∑
j=1
∫
Ω
ψj
∂ϕk
∂y
dxdy pj =
∫
Ω
f2ϕk dxdy
Nu∑
i=1
∫
Ω
ψl
(
∂ϕi
∂x
ui +
∂ϕi
∂y
vi
)
dxdy = 0 k = 1, ..., Nu l = 1, ..., Np
(3.36)
betrachtet, wobei u = (u, v)T und f = (f1, f2)
T sind. Die zweidimensionale FV-
Formulierung mit denselben Bezeichnungen und zusa¨tzlich der Einheitsnormale n =
(nx, ny)T lautet dann:
−ν
∫
∂Ωk
∇u · ndo+
∫
∂Ωk
pnxdo =
∫
Ωk
f1dxdy
−ν
∫
∂Ωk
∇v · ndo+
∫
∂Ωk
pnydo =
∫
Ωk
f2dxdy k = 1, ..., Nu∫
∂Ω˜l
(unx + vny) do = 0 l = 1, ..., Np
(3.37)
Die Integrale u¨ber das Gebiet Ω in (3.36) unterscheiden sich von Null nur in Teil-
gebieten, wo ϕk 6= 0 ist. Auf gleichen Teilgebieten mu¨ssen auch die Volumina Ωk
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in (3.37) definiert werden. In der Kontinuita¨tsgleichung (3.363) beschra¨nkt sich das
Integral u¨ber Ω auf ein anderes Teilgebiet, wobei ψl 6= 0 gilt. Deshalb muss die FVM
fu¨r die Kontinuita¨tsgleichung (3.373) auf einem anderen Volumen Ω˜l formuliert wer-
den, da ϕk und ψl fu¨r die stabile Stokes-Elemente unterschiedlich sind.
PM1 /P0-Stokes-Element
Die Triangulierung Th des Gebietes Ω wird durch Verbindung von Kanten-Mittel-
punkten verfeinert. So bildet sich die neue Triangulierung Th/2 mit dem dualen
Voronoi-Diagramm Vh/2. Das LBB-stabile und ha¨ufig benutzte Element PM1 /P0 be-
steht aus den stu¨ckweise linearen Ansatzfunktionen auf der Triangulierung Th/2 fu¨r
die Geschwindigkeit und dem auf jedem Dreieck der Triangulierung Th konstanten
Druck (Abb. 3.5,a). Dieses Element zusammen mit der nachfolgenden Modifikati-
on PM1 /P1 besitzt eine lineare Konvergenzrate und wurde auch das beste Element
erster Ordnung von Gunzburger [75] genannt.
Wir gehen von der Galerkin-Formulierung (3.36) aus und wandeln die diskreten
Gleichungen so um, dass eine FV-Formulierung fu¨r dasselbe Problem mo¨glicherweise
auf einem dualen Gitter entsteht. Die entsprechenden Gleichungssystem-Matrizen
stimmen dann vollsta¨ndig u¨berein.
A1(a− bc, b) A12(a−bc2 , b2)
A2(0, 0) A13(a− bc2 , b2)
A3(a, 0) A23(
a
2
, 0)
Abbildung 3.7: Ein verfeinertes Dreieck mit dem dualen Voronoi-Diagramm
Wir nummerieren o.B.d.A. die Ecken eines allgemeinen Dreiecks mit A1, A2, A3
und bezeichnen den Mittelpunkt der Kante AiAj durch Aij (i, j = 1, 2, 3, i 6= j)
(Abb. 3.7). Fu¨r die entstandenen vier gleichen Dreiecken K1 = 4A1A12A13, K2 =
4A2A12A23,K3 = 4A12A13A23 undK4 = 4A3A13A23 werden die charakteristischen
Gro¨ßen {a, b, c} und das Koordinatensystem, wie in der Abbildung 3.6, benutzt.
Dadurch kann man die Hut-Funktionen ϕij des Knotens Aj im Dreieck Ki genau
definieren (A.1). Mit Hilfe der Bezeichnung α = θ12, β = θ13 und γ = θ23 schreiben
wir außer (3.32) und (3.33) noch weitere geometrische Dreieck-Eigenschaften auf,
die einfach zu pru¨fen sind:
mK12 cos β = m
K
13 cosα, (3.38)
mK12 sin β +m
K
13 sinα =
a
2
, (3.39)
mK12 cos β +m
K
23 = m
K
13 cosα+m
K
23 =
b
2
, (3.40)
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mK12 = 2m
K
1,12 = 2m
K
2,12, m
K
12 = 2m
K
13,23 = m13,23. (3.41)
Außerdem gilt
n˜12,1 = (cos β, sin β)
T , n˜13,1 = (cosα, sinα)
T , n˜12,13 = (1, 0)
T , (3.42)
n12 = (− sin β, cos β)T , n13 = (sinα, cosα)T , n23 = (0,−1)T (3.43)
fu¨r die a¨ußere Einheitsnormale nij = (n
x
ij, n
y
ij)
T zur Kante AiAj und n˜ij = (n˜
x
ij, n˜
y
ij)
T
der Einheitsvektor zur Voronoi-Kante mij in die Richtung von i nach j.
Der Satz 3.1 gilt fu¨r den Diffusionsterm der Gleichung (3.36) auf jedem Dreieck
Ki, i = 1, .., 4, da sie a¨hnlich zum verfeinerten Dreieck sind und das modifizierte
Gitter auch ein Delaunay-Gitter ist.
Auf dem ganzen Dreieck A1A2A3 gibt es nur eine Ansatzfunktion fu¨r den Druck
ψK , die u¨berall im Dreieck den Wert 1 annimmt und auf dem Rand und dem Rest
des Gebietes Ω verschwindet. Dann liefert die exakte Integration der Druckterme in
(3.36) mit Beru¨cksichtigung von (3.38)-(3.42), z.B. fu¨r k = 1:
∫
K
∂ϕ1
∂x
dxdy pK = 0 pK = (−mK1,12 cos β +mK1,13 cosα) pK
= (mK1,12n˜
x
1,12 +m
K
1,13n˜
x
1,13) p
K
∫
K
∂ϕ1
∂y
dxdy pK =
a
4
pK = (mK1,12 sin β +m
K
1,13 sinα) p
K
= −(mK1,12n˜y1,12 +mK1,13n˜y1,13) pK
(3.44)
und fu¨r den Mittelpunkt A12
∫
K
∂ϕ12
∂x
dxdy pK = − b
2
pK = −(m12,23 cosα+m12,13) pK
= −(m12,23n˜x12,23 +m12,13n˜x12,13
+mK12,1n˜
x
12,1 +m
K
12,2n˜
x
12,2) p
K ,∫
K
∂ϕ12
∂y
dxdy pK =
a− bc
2
pK = (m12,23 sinα) p
K
= (m12,23n˜
y
12,23 +m12,13n˜
y
12,13
+mK12,1n˜
y
12,1 +m
K
12,2n˜
y
12,2) p
K .
(3.45)
In den rechten Seiten der letzten Gleichungen wurden die Glieder addiert, deren
Summe gleich Null ist, so dass sich alle in K liegenden Voronoi-Kanten, multipliziert
mit der entsprechenden Projektion der Einheitsnormale, ergeben. Man kann sich
allerdings mit Hilfe derselben Basis {a, b, c} leicht u¨berzeugen, dass die gleichen
Beziehungen auch fu¨r die anderen ϕi gelten und die Addition von verschwindenden
Gliedern sinnvoll ist. Vollsta¨ndige Formeln (A.2)-(A.5) sind im Anhang angegeben.
Damit ist das Resultat unabha¨ngig von der Auswahl des Koordinatensystems.
Wir fu¨hren nun die Menge I = {1, 2, 3, 12, 13, 23} aller Indizes der Geschwindig-
keits-Freiheitsgrade des Dreiecks K ein und integrieren die Galerkin-Formulierung
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fu¨r die Kontinuita¨tsgleichung (3.363) u¨ber das Dreieck K∑
i∈I
∫
K
(
∂ϕi
∂x
ui +
∂ϕi
∂y
vi
)
dxdy = 0u1 − b4u2 + b4u3 − b2u12 + b2u13 + 0u23
+a
4
v1 − bc4 v2 − a−bc4 v3 + a−bc2 v12 + bc2 v13 − a2v23
= −u¯12a12 sin β + u¯13a13 sinα
+v¯12a12 cos β + v¯13a13 cosα− v¯23a,
(3.46)
wobei u¯ij =
ui+2uij+uj
4
und v¯ij =
vi+2vij+vj
4
(i, j = 1, 2, 3, i 6= j), was mit Beru¨cksich-
tigung von (3.43) eine konservative FV-Approximation auf dem Dreieck K darstellt.
a) fu¨r die Impulsgleichungen b) fu¨r die Kontinuita¨tsgleichung
Abbildung 3.8: Finite Volumen des PM1 /P0-Stokes-Elementes fu¨r die Impulsglei-
chung und die Kontinuita¨tsgleichung. • Geschwindigkeit-Freiheitsgrad; × Druck-
Freiheitsgrad.
Seien NK(k) bzw. NT (k) (NK ′(k) bzw. NT ′(k)) die Mengen aller zum Ak be-
nachbarten Knoten bzw. Dreiecken der Triangulierung Th (Th/2). Die Summe u¨ber
alle Geschwindigkeits- bzw. Druck-Freiheitsgrade des Gitters liefert die zum PM1 /P0-
Element a¨quivalente FVM (3.47), die eine Node-Centered-FVM fu¨r die Impulsglei-
chungen und eine Cell-Centered-FVM fu¨r die Kontinuita¨tsgleichung darstellen:
−
∫
∂Vk
∇u · n˜do+
∫
∂Vk
pn˜do = −
∑
i∈NK′(k)
ui − uk
aik
mik +
∑
j∈NT ′(k)
pjn˜ |∂V Kjk |+O(h)∫
∂Kl
u · ndo =
∑
Ai,Aj∈Kl
(
ui + 2uij + uj
4
nij
)
aij +O(h)
(3.47)
wobei (Abb. 3.8,a,b), k = 1, ..., Nu, l = 1, ..., Np und uij fu¨r die Geschwindigkeits-
Approximation im Mittelpunkt der Kante AiAj steht. Die Finite-Volumina Vk und
Kl sind in der Abbildung (3.8,a,b) entsprechend fu¨r die Impulsgleichungen und
die Kontinuita¨tsgleichung repra¨sentiert. Als |∂V Kjk | wird die La¨nge des im Dreieck
Kj liegenden Voronoi-Polygon-Randes ∂Vk bezeichnet. Die a¨ußere Einheitsnorma-
le n = (nx, ny)T eines Gitterdreiecks unterscheidet sich von der Einheitsnormale
n˜ = (n˜x, n˜y)T eines Voronoi-Polygons.
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PM1 /P1-Stokes-Element
Diese stabile und linear konvergierende Modifikation des PM1 /P0-Elementes besitzt
drei Freiheitsgrade fu¨r den Druck in den Dreiecks-Ecken (Abb. 3.5,b). Da fu¨r eine
konforme Triangulierung NT = 2NK − NR − 2 gilt, wobei NT , NK und NR die
Anzahl von Dreieckelementen, Knoten und Randknoten entsprechend bezeichnen
(Abschnitt 3.2), entha¨lt das PM1 /P1-Element auf dem ganzen Gitter normalerweise
weniger Druckpunkte. Mit den auf dem Gitter Th/2 linearen Ansatzfunktionen (A.1)
fu¨r die Geschwindigkeit und den auf dem Gitter Th linearen Ansatzfunktionen (A.6)
fu¨r den Druck a¨ndert sich nun die Integration der Druck-Terme im Vergleich zum
Element PM1 /P0. Mit Hilfe der Eigenschaften (3.38),(3.39) und der Abbildung 3.7
erha¨lt man fu¨r die Ansatzfunktion ϕ1:
3∑
j=1
∫
K
ψj
∂ϕ1
∂x
dxdy pj = 0
= 4p1+p2+p3
6
(−mK1,12 cos β +mK1,13 cosα),
3∑
j=1
∫
K
ψj
∂ϕ1
∂y
dxdy pj =
a
6
p1 +
a
24
p2 +
a
24
p3
= 4p1+p2+p3
6
(mK1,12 sin β +m
K
1,13 sinα).
(3.48)
Die na¨chste Umformulierung fu¨r den Freiheitsgrad im Kantenmittelpunkt muss der
letztgenannten Approximation (3.48) angepasst sein, deshalb gilt
3∑
j=1
∫
K
ψj
∂ϕ12
∂x
dxdy pj = − b4p1 − b8p2 − b8p3
= −4p1+p2+p3
6
mK1,12 cosα− 2p1+p2+p34 mK12,13
−p1+2p2+p3
4
mK12,23 cos β +
p1+4p2+p3
6
mK2,12 cosα,
3∑
j=1
∫
K
ψj
∂ϕ12
∂y
dxdy pj =
a−2bc
8
p1 +
2a−bc
8
p2 +
a−bc
8
p3
= −4p1+p2+p3
6
mK1,12 sinα+
p1+2p2+p3
4
mK12,23 sin β
+p1+4p2+p3
6
mK2,12 sinα.
(3.49)
Die Summe solcher Integrale u¨ber den Dreiecken des Tra¨gers der Funktion ψl kann
man in allgemeiner Form folgendermaßen darstellen
∑
K=AiAjAk∈Th
p¯kij
(
mKk,ikn˜k,ik +m
K
k,jkn˜k,jk
) ≈ ∫
∂Vk
pn˜do (Ak 6∈ Th/2)
∑
K=AiAjAk∈Th
(p¯kijm
K
k,ikn˜ik,k + p¯
∗
kijmik,jkn˜ik,jk
+p¯ijkm
K
ik,in˜i,ik + p¯
∗
ijkmik,ijn˜ik,ij) ≈
∫
∂Vik
pn˜do (Aik ∈ Th/2),
(3.50)
wobei p¯ijk =
4pi+pj+pk
6
, p¯∗ijk =
2pi+pj+pk
4
und k = 1, ..., Nu, l = 1, ..., Np. Die sa¨mtli-
chen Integrationsergebnisse fu¨r alle Freiheitsgrade findet man im Anhang A.1.
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a) fu¨r die Impulsgleichungen b) fu¨r die Kontinuita¨tsgleichung
Abbildung 3.9: Finite Volumen des PM1 /P1-Stokes-Elementes fu¨r die Impulsglei-
chung und die Kontinuita¨tsgleichung. • Geschwindigkeit-Freiheitsgrad; × Druck-
Freiheitsgrad.
Die exakte Integration der GFEM fu¨r die Kontinuita¨tsgleichung, z.B. fu¨r ψ1, ist
∑
i∈I
∫
K
ψ1
(
∂ϕi
∂x
ui +
∂ϕi
∂y
vi
)
dxdy = 0u1 − b24u2 + b24u3 − b4u12 + b4u13 + 0u23
+a
6
v1 − bc24v2 − a−bc24 v3 + a−2bc8 v12 − a−2bc8 v13 − a8v23.
(3.51)
Diese Beziehung versuchen wir durch die Voronoi-KantenmKij mittels (3.39,3.40) aus-
zudru¨cken. Das liefert aber keine gewu¨nschte Approximation, weil die gegenu¨berlie-
gende Voronoi-Kante mK23 (m
K
13,m
K
12) aus dem Ausdruck fu¨r die Funktion ψ1 (ψ2,ψ3)
nicht eliminiert werden kann. Damit kann man keinen geschlossenen Voronoi-Polygon
aus dem Tra¨ger der Funktion ψl (l = 1, 2, 3) gewinnen. Eine andere Mo¨glichkeit ist,
die Beziehungen (3.51) durch die Dreieckseiten als die Summe
a12n12 · u¯12 + a13n13 · u¯13 + a23n23 · u¯23, (3.52)
u¯ij = C1u1 + C2u2 + C3u3 + C4u12 + C5u13 + C6u23 (3.53)
zu beschreiben, wobei der Normalvektor nij in (3.43) und in Abbildung (3.7) defi-
niert ist. Mit der Beru¨cksichtigung von
a23 = a, a12n
x
12 = a13n
x
13 = b, a12n
y
12 = a− bc, a13ny13 = bc (3.54)
kann man aus (3.51) leicht sehen, dass die Approximation (3.53) mit gleichen Ko-
effizienten Ci (i = 1, ..., 6) fu¨r alle Seiten nicht erfu¨llt werden kann. Dann suchen
wir fu¨r die zu Al gegenu¨berliegende Seite die verschiedenen von Ci Koeffizienten.
Wir wollen zusa¨tzlich, dass die Approximation auf zu Al benachbarten Seiten in der
Summe u¨ber alle Dreiecke K ∈ NT (l) (in inneren Seiten des Tra¨gers ψl) gegenseitig
verschwindet. Mit dieser Bedingung kann die Approximation u¯ij eindeutig bestimmt
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werden, z.B. fu¨r ψ1 gilt:
u1 =
1
6
a12n12 +
1
6
a13n13,
u2 =
1
24
a12n12 +
1
24
a23n23,
u3 =
1
24
a13n13 +
1
24
a23n23,
u12 =
1
6
a12n12 +
1
8
a23n23,
u13 =
1
6
a13n13 +
1
8
a23n23,
u23 =
1
8
a23n23.
Dann fu¨hrt die l−Gleichung der Galerkin-Approximation fu¨r die Kontinuita¨tsglei-
chung (3.51) zur Cell-Vertex-FVM auf dem Gebiet S =
⋃
K∈NT (l)K (Abb. 3.9), das
den Tra¨ger der linearen Ansatzfunktion ψl bildet, genauer∑
i∈I
∫
K
ψl (∇ϕi · ui) dx =
∑
Ai,Aj∈∂S
u¯ijl · nij aij ≈
∑
Kl∈NT (l)
∫
∂Kl
u · n do =
∫
∂S
u · n do
(3.55)
wobei u¯ijl =
1
8
(ui+uj+3uij+3uil+3ujl). Das kann aber als keine FV-Formulierung
der Kontinuita¨tsgleichung betrachtet werden, da sich solche Tra¨ger paarweise jeweils
in zwei Dreiecken u¨berdecken.
P2/P0-Stokes-Element
Das P2/P0-Stokes-Element hat eine Konvergenzrate erster Ordnung, wird aber nicht
so ha¨ufig benutzt wie die zuvor betrachteten Elemente, da die Geschwindigkeits-
Ansatzfunktionen zweiter Ordnung sind. Die exakte Integration der GFEM kann
aber a¨hnlich zur PM1 /P0-Element-FVM formuliert werden.
Im Unterschied zum Element PM1 /P0 werden die Ansatzfunktionen ϕi zweiter
Ordnung behandelt, die mit der Bezeichnung der Abbildung 3.7 im Anhang (Glei-
chungen A.12) vollsta¨ndig aufgeschrieben sind. Die exakte Integration der Galerkin-
Formulierung des Diffusionsterms ist allerdings, wie erwartet, linear und mit Hilfe
der Formeln (3.28),(3.32) und (3.33) auf dem Dreieck A1A2A3 liefert∑
i∈I
∫
K
∇ϕi∇ϕ1dxui = a2bu1 + c6u2 + a−bc6b u3 − 2c3 u12 − 2a−2bc3b u13
=
(
1
2
u1 +
1
6
u2 − 23u12
)
cotα+
(
1
2
u1 +
1
6
u3 − 23u13
)
cot β
= 2(3u1−4u12+u2)
3a1,12
mK1,12 +
2(3u1−4u13+u3)
3a1,13
mK1,13,
(3.56)∑
i∈I
∫
K
∇ϕi∇ϕ12dxui =
= −2c
3
u1 − 2c3 u2 + 43
(
a
b
+ b(1+c
2)
a
− c
)
u12 +
4
3
(
c− b(1+c2)
a
)
u13 − 4(a−bc)3b u23
= −2
3
(u1 + u2) cotα− 43u23 cot β − 43u13 cot γ + 43(cotα+ cot β + cot γ)u12
= 4(u12−u1)
3a1,12
mK1,12 +
4(u12−u2)
3a2,12
mK2,12 +
4(u12−u13)
3a13,12
m13,12 +
4(u12−u23)
3a23,12
m23,12,
(3.57)
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was den zum Dreieck K geho¨renden Anteil der Differenzen-Approximation des Rand-
integrals darstellt. Die Druckterme stimmen mit denselben Termen (3.44),(3.45) des
Elementes PM1 /P0 bis auf eine positive Konstante u¨berein
∫
K
∂ϕ1
∂x
dxdy pK = 0 pK = 2
3
(mK1,12n˜
x
1,12 +m
K
1,13n˜
x
1,13) p
K
∫
K
∂ϕ1
∂y
dxdy pK =
a
6
pK = 2
3
(mK1,12n˜
y
1,12 +m
K
1,13n˜
y
1,13) p
K ,
(3.58)

∫
K
∂ϕ12
∂x
dxdy pK = −2b
3
pK = 4
3
(m12,23n˜
x
12,23 +m12,13n˜
x
12,13
+mK12,1n˜
x
12,1 +m
K
12,2n˜
x
12,2) p
K ,∫
K
∂ϕ12
∂y
dxdy pK =
2(a− bc)
3
pK = 4
3
(m12,23n˜
y
12,23 +m12,13n˜
y
12,13
+mK12,1n˜
y
12,1 +m
K
12,2n˜
y
12,2) p
K .
(3.59)
Diese Konstante kommt auch im Diffusionsterm (3.56)-(3.57) entsprechend vor. Die
Summe von (3.56),(3.57) und (3.58),(3.59) u¨ber die Dreiecken K ∈ NK(k) liefert
nun die Beziehungen (3.61) und (3.62), die zusammen eine FVM fu¨r die Impulsglei-
chungen darstellen.
Da die Ansatzfunktion fu¨r den Druck konstant ist, entha¨lt die exakte Integra-
tion der GFEM der Kontinuita¨tsgleichung dieselben Glieder, wie die Druckterme.
Allerdings werden sie in diesem Fall durch die Kanten des Dreiecks K ausgedru¨ckt,
um disjunkte Kontrollvolumen zu erhalten:∑
i∈I
∫
K
(
∂ϕi
∂x
ui +
∂ϕi
∂y
vi
)
dxdy = 0u1 − b6u2 + b6u3 − 2b3 u12 + 2b3 u13 + 0u23
+a
6
v1 − bc6 v2 − a−bc6 v3 + 2(a−bc)3 v12 + 2bc3 v13 − 2a3 v23
= −u¯12a12 sin β + u¯13a13 sinα
+v¯12a12 cos β + v¯13a13 cosα− v¯23a,
(3.60)
wobei diesmal u¯ij =
ui+4uij+uj
6
und v¯ij =
vi+4vij+vj
6
(i, j = 1, 2, 3, i 6= j) gilt. Sinus-
und Kosinus-Funktionen sind nach (3.43) die Komponenten des a¨ußeren Normalvek-
tors zu den Dreieckkanten. Die Summe u¨ber alle Freiheitsgrade bildet vollsta¨ndige
Randintegral-Approximationen, wobei die Impulsgleichungen auf dem Voronoi-Diag-
ramm Vh/2 (Abb. 3.8,a)
∫
∂Vk
∇u · n˜ do = 2
3
∑
i∈NK(k)
ui − 4uik + 3uk
aik
mk,ik +O(h
2) (Ak 6∈ Th/2)∫
∂Vjk
∇u · n˜ do = 4
3
∑
i∈NK′(jk)
ujk − ui
ai,jk
mi,jk +O(h
2) (Ak ∈ Th/2),
(3.61)
∫
∂Vk
pn˜ do = C
∑
j∈NT (k)
pjn˜ |∂V Kjk |+O(h), C =
{
2
3
, Ak 6∈ Th/2
4
3
, Ak ∈ Th/2
(3.62)
und die Kontinuita¨tsgleichung auf der Triangulierung Th (Abb. 3.8,b)∫
∂Kl
u · n do =
∑
Ai,Aj∈Kl
ui + 4uij + uj
6
· nij aij +O(h) (3.63)
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formuliert werden, k = 1, ..., Nu, l = 1, ..., Np. Die Approximation entspricht einer
Node-Centered-FVM fu¨r die Impulsgleichungen und einer Cell-Centered-FVM fu¨r
die Kontinuita¨tsgleichung.
P2/P1-Taylor-Hood-Element
Das bekannte und ha¨ufig benutzte Stokes-Element wurde in 1973 von Taylor und
Hood [158] eingefu¨hrt und spa¨ter von Brezzi und Falk [25] untersucht. Das verallge-
meinerte Taylor-Hood-Element Pm/Pm−1 (m ≥ 2) erfu¨llt die LBB-Bedingung (3.26)
und konvergiert mit der Rate O(hm) auch im dreidimensionalen Fall [21, 22].
Wir interessieren uns insbesondere fu¨r die niedrige Ordnung des Elementsm = 2.
Fu¨r die GFEM des Diffusionsterms (3.36) gilt die Approximation aus 3.61, da die
Ansatzfunktionen fu¨r die Geschwindigkeit ϕi ∈ P2 dieselben wie im Element P2/P0
sind. Die Geschwindigkeits-Druck-Kopplung ist sehr a¨hnlich zum PM1 /P1-Element.
Druck-Terme haben dieselbe Gestalt wie in (3.50) mit den Druck-Approximationen
p¯ijk =
2pi
3
, p¯∗ijk =
2pi + pj + pk
3
. (3.64)
Die Kontinuita¨tsgleichung kann genau so in der Form wie in (3.55) dargestellt wer-
den, wobei
u¯ijl =
uij + uil + ujl
6
. (3.65)
Die vollsta¨ndigen Integrationsformeln und deren Umwandlungen befinden sich im
Anhang A.1.
Aus den gleichen Gru¨nden, wie das PM1 /P1-Element, kann das P2/P1-Element
in keine FVM umgewandelt werden, deshalb besitzt dieses Element keine lokale
Konservativita¨tseigenschaft.
Stabilisierung mit der Blasen-Funktion
Diese Stabilisierungs-Methode kommt in mehreren bekannten Stokes-Elementen vor.
Wir wa¨hlen das sog. Mini-Element PB1 /P1 und interessieren uns zuerst fu¨r die Ap-
proximation des Diffusionsterms. Jede Geschwindigkeits-Ansatzfunktion ϕ ∈ P1 be-
kommt zusa¨tzlich einen Summanden, die sog. Blasen-Funktion, aus dem Raum
B3 = {ϕB ∈ H10 (Ω)|ϕB|K = C bK , C ∈ R, bK = λ1λ2λ3}, (3.66)
wobei λi (i = 1, 2, 3) lineare Polynome sind, die auf Seiten des Dreiecks K verschwin-
den. Außer drei Geschwindigkeits- und Druck-Freiheitsgraden in den Ecken, hat das
Mini-Element noch einen vierten Geschwindigkeits-Freiheitsgrad im geometrischen
Schwerpunkt des Dreiecks, der in der Basis {a, b, c} (Abb. 3.6) die Koordinaten
(2a−bc
3
, b
3
) hat. Dann erha¨lt man die Blasen-Funktion in der Form
ϕB = C
(
1
ab
xy − a− bc
ab2
y2 − 1
a2b
x2y +
a− 2bc
a2b2
xy2 +
c(a− bc)
a2b2
y3
)
. (3.67)
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Die Integration des Diffusionsterms ergibt
4∑
i=1
∫
K
∇ϕi∇ϕ1 dxui = 12 cot β(u1 − u2) + 12 cotα(u1 − u3)
+ C
180
(cotα+ cot β + cot γ)(u1 + u2 + u3 + u4).
(3.68)
Im Vergleich zum Satz 3.1 und (3.34) schließt die letzte Approximation noch einen
zusa¨tzlichen symmetrischen Summanden ein (zweite Zeile in 3.68), der offensichtlich
unsymmetrischerweise auf zwei dualen Voronoi-Kanten mK12 und m
K
13 nicht zerlegt
werden kann, um eine FVM herzuleiten.
Zusammenfassung
Wir haben die oft benutzte LBB-stabile Stokes-Elemente niedriger Ordnung auf
Delaunay-Triangulierungen in zwei Dimensionen betrachtet und versucht eine a¨qui-
valente FV-Formulierung zu finden. Fu¨r die Stokes-Elemente mit konstantem Druck
ist das gelungen. Diese besitzen genau wie auch andere Elemente mit unstetigem
Druck also eine lokale Konservativita¨tseigenschaft. Wir haben aber nicht nur die-
sen bekannten Fakt wieder gepru¨ft, sondern die a¨quivalenten FV-Formulierungen
explizit bekommen (Tab. 3.1). Diese FVM erben die Stabilita¨t- und Konvergenz-
Eigenschaften der entsprechenden FE-Approximation.
Im 3D-Fall ist eine Durchfu¨hrung von denselben Umformulierungen auf der
Grundlage einer geometrischen Basis in einem Tetraeder wesentlich komplizierter.
Man kann aber vermuten, dass dieselbe a¨quivalente FV-Approximationen auch im
3D-Fall aufgeschrieben werden ko¨nnen, da alle verwendeten geometrischen Eigen-
schaften die Analogbeziehungen im 3D-Fall haben.
Fu¨r ein zweidimensionales Viereckgitter ist ein a¨hnliches Beispiel der A¨quivalenz
im Buch von Gresho und Sani [70], Abschnitt 3.14 fu¨r das Q1/Q0 dargestellt, obwohl
das Element theoretisch instabil ist.
Term PM1 /P0 P2/P0
Diffusion
∑
i∈NK′(k)
ui−uk
aik
mik
2
3
∑
i∈NK(k)
ui−4uik+3uk
aik
mk,ik Ak 6∈ Th/2
4
3
∑
i∈NK′(jk)
ujk−ui
ai,jk
mi,jk Ajk ∈ Th/2
Druck
∑
j∈NT ′(k)
pjn˜ |∂V Kjk |
2
3
∑
j∈NT (k)
pjn˜ |∂V Kjk | Ak 6∈ Th/2
4
3
∑
j∈NT (k)
pjn˜ |∂V Kjk | Ak ∈ Th/2
Kontinuita¨t
∑
Ai,Aj∈K
ui+2uij+uj
4
nijaij
∑
Ai,Aj∈K
ui+4uij+uj
6
nij aij
Tabelle 3.1: FEM/FVM-a¨quivalente Approximationen
Kapitel 4
Generative Software-Komponenten
The purpose of computing is insight,
not numbers.
- R.W. Hamming
Generative Programmierung (GP) beschreibt Design und Implementierung von
Software-Komponenten, die zur Generierung von spezialisierten und hochoptimier-
ten Systemen mit bestimmten Anforderungen kombiniert werden ko¨nnen [43]. Dabei
wird angestrebt [37, 38, 39]:
• die konzeptionelle Lu¨cke zwischen Programm-Code und Doma¨nen-Konzepten
zu verringern,
• eine hohe Wiederverwendbarkeit und Anpassungsfa¨higkeit zu erreichen,
• die Verwaltung von vielen Komponenten-Versionen zu vereinfachen,
• die Effizienz sowohl nach CPU-Zeit als auch nach Speicherbedarf zu erho¨hen.
Die GP verlagert den Fokus von einem einzelnen Softwaresystem auf eine Software-
systemfamilie, um die richtigen Komponenten fu¨r mehrere mo¨gliche Softwaresysteme
aus dem Problembereich (auch Doma¨ne) beru¨cksichtigen zu ko¨nnen. Eine Anforde-
rungsspezifikation wird dabei als Eingabe benutzt, um ein gut angepasstes und opti-
miertes Zwischen- oder Endprodukt, d.h. ein Mitglied einer Softwaresystemfamilie,
automatisch aus elementaren wiederverwendbaren Komponenten mit Hilfe von Kon-
figurationswissen zu generieren [38]. Dafu¨r wurden fu¨r die GP folgende Grundsa¨tze
entwickelt:
• Trennung von Anteilen (engl. separation of concerns): Man betrachtet nur
ein Problem in einem Zeitpunkt. Jedes Problem wird in einzelne Codeteile
getrennt, die dann zur Generierung notwendiger Komponente kombiniert wer-
den;
• Parametrisierung von Unterschieden: Das erlaubt Komponenten-Mengen kom-
pakt zu repra¨sentieren;
• Analyse und Modellierung von Abha¨ngigkeiten und Wechselwirkungen: Die je-
weiligen abha¨ngigen oder unabha¨ngigen Parameter werden festgestellt. Solche
Parameter-Abha¨ngigkeiten heißen auch das horizontale Konfigurationswissen,
wenn sie auf einem Abstaktionsniveau vorkommen;
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• Trennung des Problemraums (spezifische Begriffe, Merkmale, Verfahren) vom
Lo¨sungsraum (zu implementierende generische Komponenten). Die Abbildung
dazwischen wird mit Hilfe verschiedener Programmiertechniken, wie z.B. Temp-
late-Metaprogrammierung (Abschnitt 4.1), mit dem vertikalen (Parameter aus
unterschiedlichen Abstraktionsniveaus) Konfigurationswissen hergestellt;
• Doma¨nenspezifische Optimierung: Wenn die Komponenten statisch (in der
Kompilierungszeit) konfiguriert sind, kann zusa¨tzlicher Aufwand von unbe-
nutztem Code, Laufzeit-U¨berpru¨fung, usw. eliminiert werden. Genau so kann
eine komplizierte spezielle Optimierung, wie Loop-Unrolling (Abschnitt 5.3.3),
durchgefu¨hrt werden.
Die GP integriert Aspekte von vielen Zuga¨ngen wie Metaprogrammierung (Ab-
schnitt 4.1), generische Programmierung, objektorientierte Programmierung, as-
pektorientierte Programmierung und Domain-Engineering (Kap. 5).
Fu¨r die numerische Stro¨mungssimulation als eine aufwendige Rechenaufgabe hat
die GP einen großen Vorteil: Man kann einen Stro¨mungssimulator entwickeln, der so-
wohl u¨ber viele numerische Verfahren verfu¨gt als auch eine hohe Rechen-Performance
zeigen kann. Mittels der statischen Konfiguration ko¨nnen richtige Kombinationen
von numerischen Verfahren fu¨r unterschiedliche Simulatorteile gewa¨hlt werden.
Die Ideen der GP lassen sich in unterschiedliche Programmiersprachen, wie z.B.
Lisp, CLOS, Smalltalk, realisieren, aus welchen nur die Sprache C++ gleichzeitig
fu¨r wissenschaftliche Berechnungen aktiv eingesetzt wird.
In diesem Kapitel wollen wir uns ausschließlich auf die in der Stro¨mungssimu-
lation auftretenden statischen Parameter konzentrieren. Diese Parameter beinhal-
ten diskrete Navier-Stokes-Gleichungen (Abschnitt 4.2), polynomiale Ansatzfunk-
tionen auf einem Referenzelement (Abschnitt 4.3), gemischte Stokes-Elemente (Ab-
schnitt 4.4). Sie werden in kleinere Parameter zerlegt, wie z.B. Aufgabendimension,
Geometrie-Typ, usw. und mittels Template-Metaprogrammierung implementiert.
Die Einteilung in die statischen (vor der Kompilierung bekannten) und dynami-
schen (erst in der Laufzeit bekannten) Daten sowie Merkmaldiagramme werden im
na¨chsten Kapitel vorgestellt.
4.1 Metaprogrammierung in C++
Metaprogrammierung bedeutet Entwicklung von Programmen, die mit anderen
Programmen oder mit sich selbst als mit eigenen Daten manipulieren oder fu¨hren
Teilaufgaben wa¨hrend der Kompilierungszeit durch, die anderenfalls in der Laufzeit
ausgefu¨hrt werden [186]. In der Programmiersprache C++ ist die Metaprogrammie-
rung durch sog. Templates mo¨glich und wird deshalb Template-Metaprogrammierung
genannt. Sie kann in allen Aspekten der Definition mit den zur Kompilierungszeit
bekannten Daten angewendet werden: statische Programm-Konfiguration [38], Mo-
dellierung und Berechnung von mathematischen Formeln und Objekten [122, 123]. In
diesem Abschnitt werden zuerst Grundlagen sowie Anweisungen und Datenstruktu-
ren zusammengefasst, die die Template-Metaprogrammierung zu einer vollsta¨ndigen
Metasprache machen.
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4.1.1 Templates
Die Templates wurden 1990 im Buch von Elle und Stroustrup [44] eingefu¨hrt. Sie
stellen parametrisierte Typen bereit und bilden dadurch die Grundlage fu¨r die ge-
nerische und die Metaprogrammierung. Es gibt zwei Arten von Templates: Klassen-
Templates und Funktionen-Templates. Ein Klassen-Template beschreibt eine Menge
von Klassen durch Variation von Template-Parametern, z.B. das Klassen-Template
ClassTemplate mit den Parametern T und N:
template<class T, int N>
class ClassTemplate {
// e ine Klassen−De f i n i t i on m i t t e l s Typ T und Konstante N
} ;
Die Templates haben zwei folgende wichtige Eigenschaften:
1. Instanziierung: Erzeugung einer Klasse oder einer Funktion aus dem Tem-
plate mit bestimmten Template-Parametern. Dieses geschieht immer, wenn ein
Template in einem Programm benutzt werden soll, z.B.
ClassTemplate<char ,5> a ;
2. Spezialisierung: Verdeutlichung einer Template-Definition durch Definition
mit vollsta¨ndig oder partiell angegebenen Template-Parametern. Partielle Spe-
zialisierung ist nur fu¨r Klassen-Templates erlaubt, deshalb sind sie flexibler als
Funktionen-Templates, z.B.
template<int N>
class ClassTemplate<char ,N> {
// Eine andere De f i n i t i on m i t t e l s Konstante N
} ;
Sowohl bei der Instanziierung als auch bei der Spezialisierung ko¨nnen beliebige ein-
gebaute und neudefinierte Datentypen bzw. Klassen und Klassen-Templates auftre-
ten. Ein besonderes Verfahren ist ein Klassen-Template zu sich selbst als Template-
Parameter zu geben und dadurch eine Art von Rekursion zu erzeugen. Dieses Ver-
fahren wird noch ha¨ufig beim Aufbau von Datenstrukturen benutzt (Abschnitt
4.1.3,4.3). Eine weitere Template-Dokumentation findet man im Buch von Bjarne
Stroustrup [156], Kap. 13.
Bei einem Standardisierungstreffen im Jahr 1994 hat Erwin Unruh ein Programm
gezeigt, das gar nicht kompiliert wurde, sondern den Compiler gezwungen hat, die
Primzahlen in den Fehlermeldungen auszugeben [165]. Etwas spa¨ter im Jahr 1995
hat Todd Veldhuizen [170] das nun klassische Beispiel der Fakulta¨tsberechnung in
der Kompilierungszeit vero¨ffentlicht und mit der Idee von Erwin Unruh gezeigt, dass
die Template-Metaprogrammierung Turing-vollsta¨ndig ist. Dieser Artikel war die
Basis, auf der die Template-Metaprogrammierung aufgebaut wurde. Wir betrachten
ein a¨hnliches Beispiel, das die ganzzahlige Potenz XN in der Kompilierungszeit
berechnet (Listing 4.1). Die Anwendung des Ausdrucks IPow<X,N>::value in einem
Programm instanziiert auch IPow<X,N-1>::value usw. bis die Schlußspezialisierung
von IPow<X,0> erreicht und der Ausdruck ausgewertet ist. Die Zahlen X und N
sind statische Konstanten, d.h. sie mu¨ssen vor der Kompilierung explizit angegeben
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sein. Anstelle von IPow<X,N>::value im u¨bersetzten Programmcode bleibt nur das
berechnete Ergebnis als Zahl und es entsteht kein zusa¨tzlicher Rechenaufwand.
template<int X, unsigned int N>
2 struct IPow {
enum { value=X∗IPow<X,N−1>:: va lue } ;
4 } ;
6 template<int X>
struct IPow<X,0> {
8 enum { value=1 } ;
} ;
Listing 4.1: Berechnung der ganzzahligen Potenz in der Kompilierungszeit
Ohne Absicht und unerwartet hat die Einfu¨hrung von Templates durch die re-
kursive Instanziierung und Spezialisierung von Templates zu einer Metasprache im
Rahmen der Sprache C++ gefu¨hrt.
4.1.2 Anweisungen
In diesem und na¨chsten Abschnitt wollen wir die Aussage unterlegen, dass ein belie-
biger Algorithmus als Metaprogramm implementiert werden kann. Dafu¨r beno¨tigt
man drei Sprachkonstruktionen: sequenzielle Ausfu¨hrung, Auswahl und Schleife.
Ein Metaprogramm wird immer als ein oder mehrere Klassen-Templates imple-
mentiert und nur dann ausgefu¨hrt, wenn eines von diesen Klassen-Templates instan-
ziiert wird. Deshalb geschieht die Ausfu¨hrung von Metaprogrammen genau so, wie
die entsprechende Instanziierung im Programmtext vorkommt.
Die Auswahl wird in Metaprogrammen mit Hilfe der Spezialisierung implemen-
tiert (Tab. 4.1). Das entsprechende Klassen-Template wird fu¨r den Fall speziali-
siert, wenn der betreffende Ausdruck erfu¨llt ist. Sonst gilt die allgemeine Klassen-
Template-Definition. Die ganzen Zahlen werden durch enum-Anweisung behandelt
(Tab. 4.1, 1. Spalte), wobei durch statische Funktionen (Tab. 4.1, 2. Spalte) auch
Gleitkommazahlen berechnet werden ko¨nnen.
Metaprogrammierung C-Sprache
template<int A>
class I f E l s e {
enum { B=2 } ;
} ;
template<>
class I fE l s e<0> {
enum { B=1 } ;
} ;
template<int A>
class I f E l s e {
stat ic B( ) { return 2 ;}
} ;
template<>
class I fE l s e<0> {
stat ic B( ) { return 1 ;}
} ;
i f (A==0)
B=1;
else
B=2;
Tabelle 4.1: Beispiel einer if-else-Anweisung der Metaprogrammierung
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Metaprogrammierung C-Sprache
template<int N, int I=1>
class ForLoop {
enum { S=2∗ I+ForLoop<N, I+1>::S } ;
} ;
template<int N>
class ForLoop<N,N> {
enum { S=0 } ;
} ;
int i , s=0;
for ( i =1; i<n ; ++i )
{
s += 2∗ i ;
}
Tabelle 4.2: Beispiel einer for-Schleife der Metaprogrammierung
Eine Metaschleife wurde bereits im Beispiel der Potenzberechnung (Listing 4.1)
eingesetzt. Die allgemeine Idee einer Metaschleife liegt in der Rekursion u¨ber einen
Template-Parameter, der auch als Za¨hler dieser Schleife angesehen werden kann.
Die Rekursion bzw. die Schleife muss durch eine Spezialisierung bezu¨glich dieses
Za¨hlers beendet sein. Tabelle 4.2 stellt eine for-Schleife dar, die die doppelten Werte
des Za¨hlers i, i = 1, n− 1 aufsummiert. Der Template-Parameter I bekommt 1
als Defaultwert und muss bei der Instanziierung nicht gegeben werden, wenn kein
anderer Wert gewu¨nscht ist.
4.1.3 Datenstrukturen
Obwohl die im letzten Kapitel vorgestellte Metaprogrammierungs-Techniken schon
seit dem Artikel von Veldhuizen [170] bekannt sind, wurden sie nur auf ganz einfa-
che Anwendungen begrenzt, wie z.B. die ganzzahlige Potenzberechnung in Listing
4.1. Die Ursache besteht darin, dass neben der erho¨hten Syntax-Komplexita¨t von
einfachen Anweisungen auch keine geeignete Datenstrukturen vorhanden waren, die
ha¨ufig bei allgemeinen Aufgaben beno¨tigt werden. Ein Metaprogramm muss auch
z.B. ein Array, eine Matrix oder noch kompliziertere Daten behandeln. Eine Lo¨sung
stellen rekursive Klassen-Templates bereit. Ein Beispiel dafu¨r sind Typlisten, die
von Alexandrescu [3, 4] entwickelt wurden. Das Klassen-Template Typelist hat
zwei Parameter als Datentypen (Tabelle 4.3). An erster Stelle wird einen Typ einge-
tragen, der in der Liste als statische Daten gespeichert werden soll. Die zweite Stelle
besetzt entweder ein na¨chstes Typelist-Template, das die Liste fortsetzt, oder die
leere Klasse NullType, die das Ende der Liste kennzeichnet. So entsteht ein Array
von Typen einer theoretisch beliebigen La¨nge. Ganz a¨hnlich kann ein ganzzahliges
Array definiert werden [38, 123]. Das Klassen-Template Numlist bekommt eine gan-
ze Zahl als ersten Template-Parameter und hat denselben NullType als Endmarke.
Eine Array-Definition kann wie folgt aussehen:
typedef Numlist<5,Numlist<−3,Numlist<7,NullType> > > NewArray ;
Die Daten eines Metaprogramms sind also ganze Zahlen und Datentypen. Viel-
leicht werden auch Gleitkommakonstanten in Zukunft als Templates-Parameter er-
laubt. Die ganzen Zahlen werden durch die enum-Anweisung gespeichert und behan-
delt, wobei berechnete Gleitkommawerte u¨ber statische Funktionen zuru¨ckgegeben
werden. Datentypen werden mit dem typedef-Schlu¨sselwort definiert und ko¨nnen
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nicht gea¨ndert werden. Stattdessen werden neue Datentypen durch die bereits exi-
stierenden Datentypen wa¨hrend des Ablaufs eines Metaprogramms erstellt. Konkre-
te Beispiele dafu¨r sind im Abschnitt 4.2 angegeben.
Typelist Numlist
template<class U, class T>
struct Type l i s t {
typedef U Head ;
typedef T Tai l ;
} ;
template<int N, class T>
struct Numlist {
enum { Num = N } ;
typedef T Tai l ;
} ;
Tabelle 4.3: Typelist- und Numlist-Klassen-Templates
Damit die Nutzung von solchen rekursiven Datenstrukturen einfacher ist, werden
die grundlegenden Zugriffs- und A¨nderungs-Operationen als Meta-Algorithmen im-
plementiert. Tabelle 4.4 listet die wesentlichen dieser Operationen aus [3] auf. Außer
a¨hnlichen grundlegenden Operationen besitzen Numlisten auch rein mathematische
Algorithmen (Tab. 4.5).
Aus den Typlisten und Numlisten ko¨nnen kompliziertere Datenkonstruktionen
gebildet werden, z.B. eine Typliste von Numlisten, da die Numlisten selbst Daten-
typen sind; eine Typliste von Typlisten, usw. (Abschnitt 4.2-4.4).
Aufruf Beschreibung
Append<TList,T>::Result fu¨gt einen Typ oder eine Typliste T in die
Typliste TList hinzu
Erase<TList,T>::Result lo¨scht das erste Vorkommen von Typ T in
TList
Replace<TList,T,U>::Result ersetzt das erste Vorkommen von T mit U in
TList
TypeAt<TList,Index>::Result liefert den auf dem Platz Index stehende Typ
aus TList
IndexOf<TList,T>::value liefert die Nummer des ersten Vorkommens
von T in TList
Length<TList>::value liefert die La¨nge der Typliste TList
Tabelle 4.4: Meta-Algorithmen mit Typlisten
4.1.4 Von Meta- zu Laufzeit-Daten
Wir mu¨ssen nun eine allgemeine Bru¨cke von der Metaprogrammierung zur Laufzeit-
Programmierung bilden, da nicht nur einzelne statische Konstanten, sondern auch
komplizierte Daten (Typlisten und Numlisten) in ein Laufzeit-Programm u¨bergeben
werden mu¨ssen. Dafu¨r dienen bestimmte Klassen-Templates, die zwar mit derselben
Rekursion u¨ber Template-Parameter erzeugt werden, außerdem eine oder mehrere
Funktionen (statische oder nicht) enthalten, die auch Funktionsargumente besitzen.
Solche Funktionen ko¨nnen gleichzeitig sowohl zu statischen Daten eines Metapro-
gramms als auch zu Laufzeitdaten u¨ber Funktionsargumente verfu¨gen.
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Aufruf Beschreibung
Max<NList>::value liefert das maximale Element der Liste NList
Min<NList>::value liefert das minimale Element der Liste NList
AddConst<NList,N>::Result addiert N zu jedem Element von NList
AddAt<NList,I,N>::Result addiert N zum Element I von NList
Add<NList1,NList2>::Result addiert zwei Listen
MultConst<NList,N>::Result multipliziert N mit jedem Element von NList
MultAt<NList,I,N>::Result multipliziert N mit dem Element I von NList
Mult<NList1,NList2>::Result multipliziert zwei Listen
Sum<NList>::value berechnet die Summe aller Elementen
Sort<NList>::Result sortiert die Liste NList aufsteigend
Tabelle 4.5: Meta-Algorithmen mit ganzzahligen Listen (Numlist)
Wir betrachten ein Beispielprogramm, das Daten aus einem Numlist einem Ar-
ray zuweist (Listing 4.2). Das Klassen-Template ReturnNumList hat keine allgemei-
ne Definition und ist nur fu¨r zwei Fa¨lle spezialisiert: fu¨r eine Numliste oder fu¨r die
Endmarke NullType. Im ersten Fall wird die statische Funktion apply rekursiv auf-
gerufen. Im zweiten Fall ist die Funktion apply leer, da das Ende der Liste erreicht
ist.
1 template<class NList> struct ReturnNumList ;
3 template<int N, class Tail>
struct ReturnNumList<Numlist<N, Tail> > {
5 stat ic void apply ( int∗ array ) {
∗ array = N;
7 ReturnNumList<Tail > : : apply ( array +1);
}
9 } ;
11 template<>
struct ReturnNumList<NullType> {
13 stat ic void apply ( int ∗) { }
} ;
Listing 4.2: U¨bergabe von Metadaten in ein Array
Ein anderes und schon klassisches Beispiel ist die sog. Expression-Templates-
Technik, die eine effiziente Lo¨sung (ohne tempora¨re Objekte) von Linear-Algebra-
Ausdru¨cken mit Hilfe der Operator-U¨berladung darstellt [96, 169, 171, 172]. Die
u¨berladenen mathematischen Operatoren ∗, /, +,− bilden aus einem Linear-Algebra-
Ausdruck einen bina¨ren Baum von Klassen-Templates, wobei linker und rechter
Zweig den linken bzw. rechten Operator-Argument speichert. Die entsprechend er-
zeugten Objekte speichern Referenzen (nicht die ganzen Objekte) auf die Laufzeit-
Daten (Vektor, Matrix oder Vektor-Matrix-Ausdruck). Nach der Auflo¨sung des Aus-
drucks erreicht der Compiler die Stelle, wo das Ausdrucks-Resultat zugewiesen wer-
den muss. An der Stelle wird das Resultat (Vektor oder Matrix) u¨ber den gespei-
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cherten Baum ohne tempora¨re Vektoren/Matrizen ausgewertet.
Zusammenfassung
Entsprechend den vorhergehenden Abschnitten erhalten wir die Template-Meta-
programmierung als eine vollsta¨ndige Metaprogrammiersprache sowohl fu¨r nume-
rische Berechnungen kleiner Komplexita¨t als auch fu¨r die Behandlung von Teilpro-
grammen in der Form von Klassen-Templates mit den folgenden Vor- und Nachtei-
len:
+ Kompilierungszeit-Berechnungen mit den statischen Daten reduzieren die Re-
chenzeit bei jedem nachfolgenden Aufruf des Programms.
− Kompilierungszeit-Berechnungen beno¨tigen viel mehr Zeit und Speicher als
die Analog-Laufzeitberechnung, da viele Klassen-Templates dabei instanziiert
werden mu¨ssen. Deshalb sind solche Berechnungen mit nur relativ kleiner Di-
mension und Komplexita¨t mo¨glich.
+ Statische Konfiguration des Codes: Nur die durch Templates-Parameter aus-
gewa¨hlten Klassen werden kompiliert. Der Code entha¨lt dann nur die notwen-
digen Algorithmen ohne dynamische Bindung, u¨berflu¨ssige Laufzeit-Auswahl,
usw.
+ Der generierte Code ist effizient bzgl. CPU-Zeit durch die statische Bindung,
da alle Templates nach der Kompilierung aufgelo¨st sind.
− Komplizierte Syntax macht die Entwicklung von Metaprogrammen schwerer
als diejenige von normalen Programmen.
Außerdem gibt es keine Tools zur Fehlersuche in Metaprogrammen. Man kann
allerdings den Compiler zwingen, notwendige Mitteilungen als Kompilierungsfeh-
ler auszudrucken. Das Listing 4.3 stellt ein Metaprogramm dar, das eine Typliste
durchla¨uft und am Ende der Liste, in der Spezialisierung fu¨r NullType einen Fehler
erzeugt, da dort kein Typ Result definiert wird. Der Compiler druckt die ganze Liste
in den Fehlermeldungen aus. Das Programm erzeugt nur dann keinen Fehler, falls
die Typliste leer ist, d.h. nur den NullType entha¨lt. Wie man andere versta¨ndliche
Compiler-Meldungen generieren kann, findet man bei Alexandrescu [3].
template<class TList> struct Print ;
2
template<> struct Print<NullType> { } ;
4
template<class Head , class Tail>
6 struct Print<Type l i s t<Head , Tai l> > {
typedef typename Print<Tail > : : Result Result ;
8 } ;
Listing 4.3: Ausdruck einer rekursiven Typliste in der Kompilierungszeit
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4.2 Modellierung der Navier-Stokes-Gleichungen
4.2.1 Voraussetzungen
Ein Softwaresystem benutzt normalerweise eine einzige oder begrenzte Zahl von
diskreten Gleichungen, die in der Laufzeit nicht gea¨ndert werden. Deshalb kann
man diese Gleichungen in der Kompilierungszeit modellieren. Wir betrachten die
instationa¨ren Navier-Stokes-Gleichungen in der Form (3.1) ohne Randbedingungen,
die jedoch in der Laufzeit definiert und behandelt werden mu¨ssen. Eine diskrete
Form der Impuls-Gleichung wird in drei Schritten gewonnen (Abschnitt 3.1.1):
1. Zeitdiskretisierung mittels der Finiten-Differenzen-Methode;
2. Linearisierung des nichtlinearen konvektiven Terms in der Impulsgleichung mit
Hilfe der Newtonmethode;
3. Vereinfachung der diskreten Gleichung, da nach Schritt 1 und 2 a¨hnliche Kon-
vektionsglieder auftreten ko¨nnen.
Fu¨r die ersten zwei Schritte existieren unterschiedliche Methoden (Abschnitt 3.1),
die als Meta-Algorithmen implementiert werden ko¨nnen, falls die Gleichungen zuerst
als Meta-Daten dargestellt werden. Kombinationen dieser Methoden liefern unter-
schiedliche diskrete Schemata, die auch mit einem Meta-Algorithmus vereinfacht
werden ko¨nnen (3. Schritt).
4.2.2 Implementierung
Diskrete Zeit-Schemata bestehen aus den Gliedern der urspru¨nglichen Gleichungen
auf einem aktuellen Zeitschritt n und vorhergehenden Zeitschritten. Zum Aufbau
eines diskreten Schema sind also der Zeitschritt und die ganzzahlige Konstante
eines Summanden der Navier-Stokes-Gleichungen wichtig. Deshalb kann man die
Summanden als leere Klassen-Templates mit ganzzahligen Parametern fu¨r ein Me-
tamodell definieren (Listing 4.4). Alle Klassen-Templates fu¨r lineare Terme besitzen
template<int Coef , int Step> class Time { } ;
2 template<int Coef , int Step> class Di f f u s i on { } ;
template<int Coef , int Step1 , int Step2> class Convection { } ;
4 template<int Coef , int Step> class Pressure { } ;
template<int Coef , int Step> class Force { } ;
6 template<int Coef , int Step> class Continuity { } ;
Listing 4.4: Definition von Termen der Navier-Stokes-Gleichungen durch Klassen-
Templates
zwei Parameter: der ganzzahlige Koeffizient und der Zeitschritt, wobei fu¨r die nicht-
lineare Konvektion zwei Zeitschritte angegeben werden mu¨ssen. Diese Gleichungs-
Glieder mu¨ssen nun in einem Gleichungs-Modell zusammengesetzt werden, das mit
Hilfe einer Typliste (Abschnitt 4.1.3) entsprechend der Impuls-Gleichung implemen-
tiert wird (Listing 4.5). Das ist das Ausgangsmodell ohne Zeitdiskretisierung und
Linearisierung. Der aktuelle Zeitschritt n wird durch 0 und jeder vorhergehende
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Zeitschritt durch −1,−2, ... in diesem Modell bezeichnet. Einige Linearisierungs-
Methoden beno¨tigen auch den Anfangszeitschritt, der als 1 angenommen werden
kann. Die Viskosita¨t und andere mo¨gliche Fluid-Eigenschaften sind in diesem Mo-
typedef Type l i s t<Di f fu s i on <1,0> ,
2 Type l i s t<Convection <1 ,0 ,0> ,
Type l i s t<Pressure <−1,0>,
4 Type l i s t<Force<−1,0>,NullType> > > > MomentumEquation ;
Listing 4.5: Ein diskretes Modell der Impulsgleichung durch Klassen-Templates
dell unwichtig, da sie erst in der Laufzeit beru¨cksichtigt werden sollen und nicht
verloren gehen, solange wir wissen, zu welchem Gleichungsterm sie geho¨ren.
Zur Umsetzung von Zeitdiskretisierungs- und Linearisierungs-Algorithmen sind
noch Hilfs-Algorithmen notwendig, die hier ohne vollsta¨ndige Implementierung auf-
gelistet sind (Tab. 4.6). Eine diskrete Gleichung (wie in Listing 4.5) wird in diesen
Algorithmen durch den Parameter Equat u¨bergeben.
Aufruf Beschreibung
ConstMult<Equat,N>::Result multipliziert mit N alle Koeffizienten in Equat
Shift<Equat,N>::Result addiert N zu allen Zeitschritten in Equat
Simplify<Equat>::Result vereinfacht Equat mathematisch
Tabelle 4.6: Meta-Algorithmen zur Modellierung von diskreten Impulsgleichungen
Als Beispiel-Algorithmus zur Zeitdiskretisierung implementieren wir das Ein-
schritt-θ-Schema (3.2). Den Wert von θ = a
b
geben wir durch einen Bruch an, der alle
ga¨ngigen abgeleiteten Schemata u¨berdeckt. Der Algorithmus (Listing 4.6) bekommt
drei Parameter: die urspru¨ngliche Gleichung Equation, Za¨hler Numer und Nenner
Denom fu¨r die Bestimmung von θ. Die urspru¨ngliche Gleichung (wie in Listing 4.5)
auf dem aktuellen Zeitschritt n wird zuerst mit a multipliziert (Hilfsalgorithmus
ConstMult), dazu wird dieselbe mit (b − a) multiplizierte Gleichung auf den Zeit-
schritt n − 1 addiert (Algorithmen Shift und Append). Als letzte wird die mit b
multiplizierte Diskretisierung der Zeitableitung ins Schema hinzugefu¨gt.
Auf eine a¨hnliche Weise wird die Newton-Linearisierung umgesetzt, wobei der
nichtlineare Term un · ∇un mit der Approximation u¨ber den vorhergehenden Zeit-
schritt un · ∇un−1 + un−1 · ∇un − un−1 · ∇un−1 in der diskreten Gleichung ersetzt
wird. Der Algorithmus (Listing 4.7) bekommt die Gleichung Equation und der zu
diskretisierende nichtlineare Term Conv und benutzt den Algorithmus Replace (Tab.
4.4), um den Konvektionsterm mit der Approximationsformel zu ersetzen.
Die eingefu¨hrten Algorithmen mu¨ssen konsequent das Impulsgleichungs-Modell
(wie in Listing 4.5), zuerst die Zeitdiskretisierung, danach die Linearisierung, abar-
beiten. Dabei ko¨nnen a¨hnliche Konvektionsglieder entstehen, deshalb wird auf das
Resultat noch der Algorithmus Simplify angewendet (Listing 4.8). Als Beispiel ist
θ = 1
2
gewa¨hlt. Das Resultat ist ein diskretes Schema fu¨r die Impulsgleichung, das
als eine Typliste aufgebaut ist.
Damit das Modell einer diskreten Gleichung einheitlich ist, wird die aus einem
einzigen Divergenzterm bestehende Kontinuita¨tsgleichung auch als eine Typliste mit
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template<class Equation , unsigned int Numer , unsigned int Denom>
2 class ThetaMethod {
typedef Type l i s t<Time<Denom,0> ,
4 Type l i s t<Time<Denom,−1> ,NullType> > temp ;
public :
6 typedef typename Append<temp , typename Append<
typename ConstMult<Equation ,Numer> : : Result ,
8 typename ConstMult<
typename Sh i f t<Equation ,−1>:: Result ,Denom−Numer>
10 : : Result > : : Result > : : Result Result ;
} ;
Listing 4.6: Metaprogramm der Einschritt-Theta-Methode zur Zeitdiskretisierung
der Impulsgleichung
1 template<class Equation , class Conv> struct NewtonMethod ;
3 template<class Equation , int Coef , int Step ,
template<int , int , int> class Conv>
5 class NewtonMethod<Equation , Conv<Coef , Step , Step> > {
typedef Conv<Coef , Step , Step> T0 ;
7 typedef Type l i s t<Conv<Coef , Step , Step−1>,
Type l i s t<Conv<Coef , Step−1,Step>,
9 Type l i s t<Conv<−Coef , Step−1,Step−1>,NullType> > > T1 ;
public :
11 typedef typename Replace<Equation ,T0 ,T1> : : Result Result ;
} ;
Listing 4.7: Metaprogramm der Newton-Methode zur Linearisierung der Navier-
Stokes-Gleichungen
einem Element definiert. Damit ist auch die Mo¨glichkeit beibehalten, dass die Kon-
tinuita¨tsgleichung noch zusa¨tzliche Stabilisierungsterme einschließen kann.
Die Navier-Stokes-Gleichungen sind ein Gleichungssystem. Um nicht nur zwei,
sondern mehrere Gleichungen in einem System modellieren zu ko¨nnen, bilden wir ein
System als Typliste von Gleichungen, d.h. auch von Typlisten. Beide Typlisten, der
Impulsgleichung und der Kontinuita¨tsgleichung, werden in einer neuen Typliste, d.h.
im Modell der Navier-Stokes-Gleichungen, mit eingeschlossen (Listing 4.8). Die in
diesem Format generierten diskreten Schemata ko¨nnen nun als Template-Parameter
zur Erstellung der lokalen Steifigkeitsmatrizen (Abschnitt 5.2.3) und zum Assemb-
lierungsprozess (Abschnitt 5.2.4) u¨bergeben werden.
A¨hnlich zu den zwei dargestellten Beispielen (Listing 4.6 und 4.7) ko¨nnen noch
viele weitere Zeitdiskretisierungs- und Linearisierungs-Methoden als Meta-Algorith-
men, die diskrete Gleichungen als Typlisten bearbeiten, implementiert werden.
4.3 Aufbau von Ansatzfunktionen 51
typedef typename Simpl i fy<
2 typename NewtonMethod<
typename ThetaMethod<MomentumEquation ,1 , 2 > : : Result
4 , Convection <1,0,0> > : : Result > : : Result DiscreteMomentum ;
typedef Type l i s t<Continuity <−1,0>,NullType>
Disc r e t eCont inu i ty ;
6 typedef Type l i s t<DiscreteMomentum ,
Type l i s t<Discre teCont inu i ty , NullType> > DiscNavierStokes ;
Listing 4.8: Ein diskretes Modell der Navier-Stokes-Gleichungen durch Klassen-
Templates
4.2.3 Ausblick auf andere partielle Differentialgleichungen
Man kann leicht bemerken, dass mit den definierten Termen (Listing 4.4) auch alle
Sonderfa¨lle der Navier-Stokes-Gleichungen (wie in Listing 4.8) modelliert werden
ko¨nnen, wie z.B. Stokes-, Euler-, Konvektions-Diffusions- und andere Gleichungen,
wobei die Zeitdiskretisierung und/oder die Linearisierung je nach Gleichungstyp
ausfallen soll. Das erho¨ht noch mehr die Vielfalt der Modelle diskreter Gleichungen
durch die entwickelten wiederverwendbaren Software-Komponenten.
Die urspru¨ngliche Idee kann natu¨rlich fu¨r andere Familien der partiellen Dif-
ferentialgleichungen weiter entwickelt werden. Dafu¨r muss man ein Abstraktions-
niveau tiefer im entwickelten Gleichungsmodell gehen und den Aufbau der einzel-
nen Gleichungsterme genauer betrachten. Die Grundkomponenten jedes Terms sind
bekannte oder unbekannte Vektor- oder Skalar-Gro¨ßen und die Operatoren (Pro-
dukt, Ableitung, Integration), die im Prinzip auch durch Klassen-Templates definiert
werden ko¨nnen. Auf dieser Basis ko¨nnen dann nicht nur Terme der Navier-Stokes-
Gleichungen, sondern auch beliebige weitere Gleichungsterme gebildet werden.
4.3 Aufbau von Ansatzfunktionen
Wir betrachten hier Ansatzfunktionen (AF), die auf den Referenz-Elementen in 2D
(Dreieck, Viereck) und in 3D (Tetraeder, Hexaeder) aufgebaut werden und dadurch
von keinem bestimmten Gitter abha¨ngig sind. Wenn die Dimension, die Ordnung, der
AF-Typ und der Geometrie-Typ (Dreieck-, Viereck-Geometrie) schon in der Kompi-
lierungszeit vorgegeben sind, kann eine AF durch Metaprogramme gebildet und be-
handelt werden. Das Endziel ist, die lokalen Element-Matrizen (siehe auch Abschnitt
5.2.3) fu¨r die bestimmten Glieder der inkompressiblen Navier-Stokes-Gleichungen zu
bekommen.
4.3.1 Konforme Elemente
Die konformen GFEM-Approximationen werden durch in jedem Geometrie-Element
stetige Polynomfunktionen aufgebaut und zeichnen sich dadurch aus, dass sie sich
in jeder Dimension fu¨r jede Ordnung und jeden Geometrie-Typ algorithmisch be-
handeln lassen.
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Abbildung 4.1: Ansatzfunktionen 1. und 2. Ordnung auf einem Dreieck
Algorithmischer Aufbau
Die allgemeine Form einer polynomialen AF zweiter Ordnung auf einem Dreieck ist
ϕˆi(x, y) = a0 + a1x+ a2y + a3x
2 + a4xy + a5y
2. (4.1)
In diesem Fall gibt es genau sechs Freiheitsgrade auf dem Dreieck zur Bestimmung
der unbekannten Koeffizienten a0, ..., a5 (Abb. 4.2). Die Funktion ϕˆi ist gleich 1 im
Punkt i und gleich 0 in den anderen Punkten des Dreiecks (Abb. 4.1). Daraus ergibt
sich ein lineares Gleichungssystem bezu¨glich der Unbekannten a0, ..., a5, z.B. fu¨r die
AF ϕˆ0, (ϕˆ0(0, 0) = 1):
ϕˆ0(0, 0) = a0 = 1
ϕˆ0(
1
2
, 0) = a0 +
1
2
a1 +
1
4
a3 = 0
ϕˆ0(1, 0) = a0 + a1 + a3 = 0
ϕˆ0(0,
1
2
) = a0 +
1
2
a2 +
1
4
a5 = 0
ϕˆ0(
1
2
, 1
2
) = a0 +
1
2
a1 +
1
2
a2 +
1
4
a3 +
1
4
a4 +
1
4
a5 = 0
ϕˆ0(0, 1) = a0 + a2 + a5 = 0
(4.2)
Statt ein solches Gleichungssystem fu¨r jeden Freiheitsgrad zu lo¨sen, existiert eine
gu¨nstigere Methode, die AF ϕˆi als ein Produkt linearer Polynome [52]
ϕˆi(x, y) = CiL1L2...Lm (4.3)
zu bilden, wobei Lk = 0, k = 1,m, die Gleichungen der Geraden in 2D oder Fla¨chen
in 3D sind, die alle Punkte (Freiheitsgrade) außer i durchlaufen. Wir definieren zuerst
eine fu¨r beliebige Ordnung und Dimension geeignete Nummerierung von Freiheits-
graden, damit die Nummer i mit einem Freiheitsgrad auf einem Referenz-Element
(Dreieck, Viereck in 2D; Tetraeder, Hexaeder in 3D) eindeutig zusammenha¨ngt. Das
kann ein Tupel in 2D (ein Tripel in 3D) sein, dessen Komponenten die Punkte ent-
lang jeder Achse nummerieren (Abb. 4.2). Die AF ϕˆ1,0 (ϕˆ1,0(
1
2
, 0) = 1) ist z.B.
ϕˆ1,0(x, y) = 4x(1− x− y), (4.4)
wobei die Funktionen x = 0 und 1 − x − y = 0 die AF ϕˆ1,0 entsprechend in den
Punkten {0,0}, {0,1}, {0,2} und {0,2}, {1,1}, {2,0} schneiden und so annullieren.
Der ganzzahlige Koeffizient garantiert, dass ϕˆ1,0(
1
2
, 0) = 1 erfu¨llt ist.
Wir ko¨nnen nun den AF-Aufbauprozess verallgemeinern und automatisieren. Im
3D-Fall gibt es folgende vier Arten linearer Polynome Lk fu¨r einen Tetraeder:
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Abbildung 4.2: Einheits-Dreieck und -Quadrat mit durchnummerierten Freiheitsgra-
den zweiter Ordnung
a) Parallele zur Fla¨che yz: mx, mx− 1, ..., mx−m;
b) Parallele zur Fla¨che xz: my, my − 1, ..., my −m;
c) Parallele zur Fla¨che xy: mz, mz − 1, ..., mz −m;
d) Diagonale: 1−mx−my −mz, 2−mx−my −mz, ..., m−mx−my −mz.
Beginnen wir mit der AF ϕˆ0,0,0. Sie besteht ausschließlich aus allen linearen Polyno-
men der Art (d). Die Bewegung zum na¨chsten auf der Achse x liegenden Punkt und
dadurch der Aufbau der AF ϕˆ1,0,0 bedeutet den Ersatz des ersten linearen Polynoms
der AF ϕˆ0,0,0 mit dem ersten Polynom der Art (a), d.h.
ϕˆ1,0,0(x, y, z) =
1
(m− 1)!mx(2−mx−my −mz)...(m−mx−my −mz). (4.5)
Dann sieht die allgemeine Formel folgendermaßen aus:
ϕˆ4i,j,k =
1
i!
mx...(mx− i+ 1)︸ ︷︷ ︸
i
1
j!
my...(my − j + 1)︸ ︷︷ ︸
j
1
k!
mz...(mz − k + 1)︸ ︷︷ ︸
k
1
(m−i−j−k)! (m−mx−my −mz)...(i+ j + k + 1−mx−my −mz)︸ ︷︷ ︸
m−i−j−k
.
(4.6)
Der Algorithmus fu¨r den Aufbau der AF ϕˆi,j,k auf einem Tetraeder besteht aus den
folgenden Schritten:
1. In der Produkt-Darstellung (4.3) werden i, j, k Stu¨ck linearer Polynome der
Art (a),(b),(c) entsprechend ausgewa¨hlt.
2. Die restlichen Lm−i−j−k...Lm linearen Polynome werden der Art (d) in der
umgekehrten Reihenfolge ausgewa¨hlt.
3. Damit die AF ϕˆi,j,k im Punkt {i, j, k} gleich 1 ist, gilt es
Ci =
1
i!
1
j!
1
k!
1
(m− i− j − k)! .
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Zum AF-Aufbau auf einem Hexaeder gibt es lineare Polynome nur aus den drei
Arten (a),(b),(c). Die allgemeine Formel entha¨lt m3 lineare Polynome:
ϕˆi,j,k =
1
i!
mx...(mx− i+ 1)︸ ︷︷ ︸
i
1
(m−i)! (m−mx)...(i+ 1−mx)︸ ︷︷ ︸
m−i
1
j!
my...(my − j + 1)︸ ︷︷ ︸
j
1
(m−j)! (m−my)...(j + 1−my)︸ ︷︷ ︸
m−j
1
k!
mz...(mz − k + 1)︸ ︷︷ ︸
k
1
(m−k)! (m−mz)...(k + 1−mz)︸ ︷︷ ︸
m−k
.
(4.7)
Der Algorithmus fu¨r den Aufbau der AF ϕˆi,j,k auf einem Hexaeder besteht aus den
folgenden Schritten:
1. In der Produkt-Darstellung (4.3) werden i, j, k Stu¨ck linearer Polynome der
Art (a),(b),(c) entsprechend ausgewa¨hlt.
2. Aus der Polynomlisten (a),(b),(c) werden die restlichen m− i,m−j und m−k
linearer Polynome in der umgekehrten Reihenfolge mit −1 multipliziert aus-
gewa¨hlt. Dieses sichert auch das richtige Vorzeichen der AF.
3. Damit die AF ϕˆi,j,k im Punkt {i, j, k} gleich 1 ist, muss gelten
Ci =
1
i!
1
j!
1
k!
1
(m− i)!
1
(m− j)!
1
(m− k)! .
Im 2D-Fall werden offensichtlich alle z-abha¨ngigen Polynome in den Formeln
(4.6,4.7) ausgelassen. Eine Verallgemeinerung auf den d-dimensionalen Fall ist eben-
falls ohne Probleme mo¨glich.
Solche Ansatzfunktionen oder ihre partiellen Ableitungen werden in den linea-
ren Gleichungsgliedern der GFEM paarweise multipliziert. Das Ergebnis muss dann
u¨ber einem Referenz-Element integriert werden (Abschnitt 5.2.3). Sowohl Differen-
tiation als auch Integration sind fu¨r allgemeinen Polynome nur in Standardform als
Summe von Monomen cxp11 ...x
pd
d einfach durchzufu¨hren. Die folgenden allgemeinen
Integrations-Formeln eines Monoms u¨ber einem d-dimensionalen Tetraeder T0 und
Hexaeder H0 ko¨nnen durch vollsta¨ndige Induktion u¨ber d u¨berpru¨ft werden:∫
· · ·
∫
T0
xp11 ...x
pd
d dx1...dxd =
p1!...pd!
(p1 + ...+ pd + d)!
, (4.8)
∫
· · ·
∫
H0
xp11 ...x
pd
d dx1...dxd =
1
(p1 + 1)...(pd + 1)
. (4.9)
Mit dem beschriebenen Verfahren werden alle konformen Lagrange-FEM-Approxi-
mationen Pm oderQm ausschließlich der Serendipity-Klasse (ohne die Punkte im Ele-
ment-Inneren, siehe z.B. [152]) bedeckt. Das Verfahren beinhaltet die Behandlung
von Monomen und Polynomen, deren Multiplikation, mathematische Vereinfachung,
partielle Differenziation und Integration u¨ber einem Referenz-Element, die alle als
Meta-Datenstrukturen und Meta-Algorithmen implementiert werden ko¨nnen. Im
Fall der Lo¨sung linearer Gleichungssysteme (wie z.B. 4.2) zur Bestimmung der AF-
Koeffizienten ai in (4.1), außer den genannten Operationen mit Polynomen, mu¨ssten
die linearen Gleichungssysteme zusa¨tzlich behandelt werden.
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Implementierung
Fu¨r Modellierung eines Monoms cxp11 ...x
pd
d ist nur die Folge der ganzen Zahlen c,
p1, ... pd wichtig. Diese Reihe kann durch eine Numliste (Abschnitt 4.1.3) darge-
stellt werden, wobei die erste Zahl immer die Konstante c bestimmt. Ein Polynom
ist eine Summe von Monomen und kann a¨hnlich zur Modellierung von Gleichungen
(Abschnitt 4.2) als eine Typliste, diesmal von Numlisten dargestellt werden. Wir
beno¨tigen noch eine weitere Meta-Datenstruktur fu¨r ein Produkt von Polynomen.
Da ein Produkt mehrere Polynome enthalten kann, muss es auch durch eine Typli-
ste von Polynom-Typlisten aufgebaut werden. Um eine Produkt-Typliste von einer
Summe-Typliste zu unterscheiden wird fu¨r die Produkt-Typliste eine neue Endmarke
UnitType eingefu¨hrt. So kann der Multiplikations-Algorithmus fu¨r diese unterschied-
lichen Fa¨lle spezialisiert werden. Eine konkrete Implementierung von Algorithmen
ist aufwendiger im Vergleich zur Modellierung von Gleichungen (Abschnitt 4.2) und
wird hier nur kurz klassifiziert:
• Aufbau einer AF als Produkt der linearen Polynome nach den Formeln (4.6,4.7),
lineare Komplexita¨t;
• Multiplikation von Polynomen und Monomen. Der Algorithmus fu¨hrt die Pro-
dukt-Form in die Standardform u¨ber. Minimale Komplexita¨t ist O(2m).
• Mathematische Vereinfachung eines Polynoms in der Standardform. Komple-
xita¨t im schlechtesten Fall ist O(22m−1 − 2m−1). Multiplikation und Verein-
fachung ko¨nnen zusammen schon bei dem Aufbau eingesetzt werden, um die
La¨nge des entstehenden Polynoms zu verringern. Der Gewinn (Verlust) der
Rechenzeit durch die verku¨rzte La¨nge (Einsatz der Multiplikation und der
Vereinfachung) kann aber nur empirisch vorhergesehen werden.
• Partielle Differentiation eines Monoms bzw. Polynoms in der Standardform
nach der Regel
∂
∂xi
cxp11 ...x
pd
d = cpix
p1
1 ...x
pi−1
i ...x
pd
d .
• Integration u¨ber einem Referenz-Element nach den Formeln (4.8,4.9).
Grundlagen von diesen Meta-Algorithmen sind im Artikel [123] und im Anhang
(A.4) vorgestellt.
Da die Komplexita¨t der Multiplikations- und Vereinfachungs-Operationen nicht-
linear ist, ko¨nnen solche Polynome nur kleiner Ordnung (die praktische Erfahrung
zeigt m < 4) in der Kompilierungszeit erzeugt werden. Fu¨r die Ansatzfunktionen
ho¨herer Ordnung ko¨nnen die gleichen Algorithmen als Laufzeit-Routinen implemen-
tiert werden. Der gro¨ßte Rechenaufwand liegt allerdings in der Berechnung der lo-
kalen Steifigkeitsmatrizen (Abschnitt 5.2.3), wobei alle Ansatzfunktionen auf einem
Referenz-Element paarweise multipliziert werden mu¨ssen.
4.4 Definition von Stokes-Elementen
Wir nehmen an, dass die Aufgaben-Dimension, der Gitter-Geometrie-Typ und die
AF statische Daten sind. Dann ko¨nnen die gemischten Stokes-Elemente (Abschnitt
3.4) statisch konfiguriert werden. Ein gemischtes Stokes-Element besteht aus zwei
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finiten Elementen entsprechend fu¨r die Geschwindigkeits- und die Druck-Diskretisie-
rung. Jedes finite Element muss eine Art von Ansatzfunktionen beschreiben. Wenn
wir uns auf die konformen Ansatzfunktionen beschra¨nken, dann ist solche Beschrei-
bung durch die Angabe der Dimension, des Geometrie-Typs und der Polynom-
Ordnung vollsta¨ndig (siehe auch die Merkmaldiagramme in der Abb. 5.7 und 5.8).
Die Dimension d = 1, 2, 3 und die Ordnung m = 0, 1, ... sind ganze Zahlen und
ko¨nnen direkt als Template-Parameter definiert werden, wobei der Geometrie-Typ
durch Klassen bestimmt wird (Listing 4.9).
Außer der angegebenen Information tra¨gt die Element-Klasse auch ein Zeichen
c, das zusammen mit dem Zeichen der Geometrie-Klasse (Trian oder Quadr) zur
Erzeugung des Element-Namens dienen kann. In der Element-Klasse wird auch die
statisch berechnete Anzahl der Freiheitsgrade M eines Referenz-Elementes bzw. die
Dimension der lokalen Steifigkeitsmatrizen (Abschnitt 5.2.3) gespeichert. Auf einem
Dreieckelement wird die Zahl M rekursiv bestimmt:
M(d,m) =
m∑
i=0
M(d− 1, i), M(1,m) = m+ 1, (4.10)
wobei sie auf einem Viereckelement direkt berechnet wird:
M(d,m) = (m+ 1)d. (4.11)
Da ein Stokes-Element aus genau zwei finiten Elementen besteht, ko¨nnen sie in ei-
nem gemeinsamen Klassen-Template zusammengefasst werden (Listing 4.10). Solche
Klassen-Templates zusammen mit den Gleichungstermen (Abschnitt 4.2) sind dann
Parameter fu¨r die Berechnung von lokalen Steifigkeitsmatrizen, die auch fu¨r kleine
Ordnungen und lineare Gleichungsterme mit Hilfe der statischen Ansatzfunktionen
(Abschnitt 4.3) innerhalb des Kompilierungsprozesses ausgewertet werden ko¨nnen.
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1 struct Trian {
enum { id=0, Char=’P’ } ;
3 } ;
struct Quadr {
5 enum { id=1, Char=’Q’ } ;
} ;
7
template<class Geometry , unsigned char Dim, unsigned char Ord>
9 struct ConformElement {
typedef Geometry Geom;
11 enum { EType = CONFORM,
Char = ’c’ ,
13 Order = Ord ,
M = DFnumber<Geom,Dim, Order > : : va lue } ;
15 } ;
// z .B. S p e z i a l i s i e r u n g des P2−Elementes
17 template<unsigned char Dim>
struct P2 : public ConformElement<Trian ,Dim,2> { } ;
Listing 4.9: Definition von konformen finiten Elementen durch Klassen-Templates
template<class VelocityElem , class PressureElem>
2 struct StokesElem : public VelocityElem ,
public PressureElem {
4 // S t a t i s c h e Neude f in i t i onen
} ;
6 // z .B. S p e z i a l i s i e r u n g des Taylor−Hood−P2/P1−Elementes
template<unsigned char Dim>
8 struct P2P1 : public StokesElem<P2<Dim>,P1<Dim> > { } ;
Listing 4.10: Definition von gemischten Stokes-Elementen durch Klassen-Templates
Kapitel 5
Software-Analyse, Design und
Implementierung
Try to go with a static model when you can,
and rely on a dynamic model when you must.
- A. Alexandrescu
Die in Kapitel 3 beschriebenen FEM/FVM-Ansa¨tze werden mit Hilfe der Meta-
und objektorientierten Programmierung in ein flexibles und effizientes Software-
Paket zur Simulation von inkompressiblen Stro¨mungen umgesetzt. Die Software
wird nach Richtlinien der Domain-Engineering-Theorie entwickelt und dargestellt
[38, 190], damit die Komponenten des endgu¨ltigen Softwaresystems unabha¨ngig sind
und in Kombinationen unterschiedliche Aufgaben aus dem Problembereich lo¨sen
ko¨nnen. Das bedeutet, die Entwicklung des Softwaresystems wird als Entwicklung
der gesamten Softwaresystemfamilie beschrieben, dann ko¨nnen viele Softwaresyste-
me aus den entwickelten und in hohem Maße wiederverwendbaren Komponenten
zusammengestellt werden.
Der gesamte Simulations-Prozess besteht aus drei Schritten: Gitter-Generierung
auf dem zu simulierenden Gebiet (Preprozessor), numerische Lo¨sung der Navier-
Stokes-Gleichungen auf dem erzeugten Gitter (Solver) sowie Text- und Grafik-Dar-
stellung der Lo¨sungs-Resultate (Postprozessor) (Abb. 5.1). Hinter jedem von diesen
Schritten steht ein Forschungsgebiet mit eigenen Methoden und Fortschritten.
Abbildung 5.1: Stro¨mungssimulationsmodell
Die hier betrachtete Softwarefamilie betrifft ausschließlich den Solver, obwohl sie
vom Preprozessor und Postprozessor abha¨ngt: Die Gitter-Daten mu¨ssen mindestens
in einem Format vom Solver eingelesen werden; Die Resultate mu¨ssen in einem
Daten-Format eines externen Postprozessors gespeichert werden. Wenn der Solver
h-adaptiv ist, dann beinhaltet er auch Routinen der Gitter-Umgestaltung, deshalb
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sind die Gitter-Datenstrukturen in diesem Fall sehr a¨hnlich zu den im Preprozessor
verwendeten (Abschnitt 5.2.1).
Der Entwicklungsprozess entsprechend der Domain-Engineering-Theorie la¨uft in
folgenden drei Etappen ab:
Analyse: Definition von Anforderungen an ein Software-System im
Problembereich (Abschnitt 5.2);
Design: Aufbau einer gemeinsamen Architektur von Software-
Systemen im Problembereich, Definition von Komponenten,
die zu implementieren sind (Abschnitt 5.2);
Implementierung: Umsetzung von wiederverwendbaren Komponenten,
doma¨nespezifischen Sprachen, Konfigurationsgeneratoren
und Infrastruktur (Abschnitt 5.3).
Wir nennen den Problembereich bzw. dieDoma¨ne ’Stro¨mungssimulations-Solver’,
den wir in diesem Abschnitt in Konzepte und Merkmale zerlegen und analysieren
wollen. Die Beziehungen dazwischen werden in der Form von Merkmaldiagrammen
(engl. feature diagrams [38]) dargestellt. Ein solches Doma¨nenmodell hilft eine ge-
meinsame Architektur fu¨r die Softwaresysteme dieser Doma¨ne zu entwickeln. Nach
Hirschfeld [83] geht man von folgendem Grundversta¨ndnis der Architektur aus: ’Die
Architektur eines Softwaresystems ist eine explizite Organisation. Sie bezeichnet die
Dekompositionskomponenten und ihre Abha¨ngigkeiten auf dem gro¨bsten Granula-
rita¨tsniveau.’
Wa¨hrend des Entwicklungsprozesses werden naturgema¨ß Fehlentscheidungen ge-
troffen, die erst zu einem spa¨teren Zeitpunkt sichtbar werden. Zu diesem Zeitpunkt
sind die Fehler jedoch noch korrigierbar, da sie noch nicht nach außen bekannt ge-
macht wurden. Um eine inkrementelle Verbesserung des Doma¨nenmodells, der Ar-
chitektur und der Implementierung zu erreichen, werden die drei Phasen mehrfach
durchgelaufen. Hier wird jedoch nur die letzte Version des Doma¨nenmodells und die
darauf aufbauende Architektur dargestellt.
5.1 Statische vs. dynamische Daten
Die im Rahmen der Domain-Engineering-Theorie entwickelten Software-Komponen-
ten werden statisch in der Kompilierungszeit mit Hilfe von Generatoren zusammen-
gestellt, damit die wichtige Recheneffizienz nicht verloren geht. Im Vergleich zur
GMCL-Matrix-Bibliothek ([125], [38],Kap.10), wobei eine Matrix nur einen Daten-
tra¨ger darstellt, ko¨nnen in einem Solver nicht alle Modell-Parameter statisch ange-
nommen werden. Einige Daten werden erst in der Laufzeit geladen und ko¨nnen auch
gea¨ndert werden, wie z.B. der Inhalt einer Matrix. Ein Solver beinhaltet viele Daten-
tra¨ger inklusive Matrizen unterschiedlicher Formate und transformiert dynamische
Eingangsdaten in die Resultate.
Um die Vorteile der statischen Konfiguration und Kompilierungszeit-Berechnun-
gen mittels Template-Metaprogrammierung (Abschnitt 4.1) vollsta¨ndig auszunut-
zen, werden mo¨glichst viele Parameter und Daten als statisch angenommen. Dann
entsteht die folgende Unterteilung sa¨mtlicher Eingangsdaten in zwei Klassen:
• Statische Daten sind vor der Kompilierung bekannt und ko¨nnen sowohl von
Meta- als auch von Laufzeit-Algorithmen behandelt werden.
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1. Dimension des Stro¨mungsproblems d = 1, 2, 3.
2. Geometrie des Gitters: Dreieck- oder Viereck-Geometrie. Sie spielt fu¨r
d = 1 keine Rolle. In 2D unterscheidet man Dreiecke oder Vierecke und
in 3D - Tetraeder und Hexaeder. Andere 3D-Geometrie-Elemente ko¨nnen
in Tetraeder und Hexaeder zerlegt werden.
3. Raumdiskretisierungsverfahren: FEM, FDM oder FVM. Im FEM-Kontext
sind das aus Ansatzfunktions-Definitionen bestehende finite Elemente.
Fu¨r die Navier-Stokes-Gleichungen werden sie paarweise zusammenge-
setzt.
4. Zu lo¨sende diskrete Gleichung. Zeitdiskretisierungs- und Linearisierungs-
Methoden fu¨r die Navier-Stokes-Gleichungen, die als Meta-Algorithmen
implementiert werden ko¨nnen, liefern unterschiedliche diskrete Gleichun-
gen (Abschnitt 4.2).
• Dynamische Daten stehen erst nach der Kompilierung zur Verfu¨gung und
werden nur von Laufzeit-Algorithmen behandelt.
1. Die Raumdiskretisierung bzw. das Gitter.
2. Randbedingungen, die sich auch in der Laufzeit a¨ndern ko¨nnen.
3. Anfangsbedingungen. Sie ha¨ngen von den Randbedingungen ab.
4. Fluidparameter: Dichte, Viskosita¨t und andere (siehe Abschnitt 2.1).
5. Simulations-Resultate.
Es gibt natu¨rlich mehrere Abha¨ngigkeiten zwischen den statischen und dynami-
schen Daten, die auch zu den Verknu¨pfungen zwischen Meta- und Laufzeit-Program-
men fu¨hren, das eine wichtige Implementierungsaufgabe mit den Techniken aus dem
Abschnitt 4.1 ist. Konkrete Lo¨sungen fu¨r einige Probleme dieser Art gibt es in den
Abschnitten 5.2.3, 5.3.
5.2 Komponentenentwurf
Wir entwickeln ein Doma¨nenmodell des Stro¨mungssimulations-Solvers im Rahmen
der Domain-Engineering-Theorie [38] und nutzen Merkmaldiagramme fu¨r die gra-
fische Darstellung, deren Notation im Anhang (A.2.1) erkla¨rt ist. Auf dem ober-
sten Niveau entha¨lt das Konzept Solver (Abb. 5.2) die folgenden Merkmale: Git-
ter, Anfangsbedingungen, zu lo¨sende diskrete Gleichung, Matrix-Assemblierung und
Resultate. Das Gitter wird von einem externen Datenformat importiert und wenn
no¨tig auf mehrere Teile partitioniert (Abschnitt 5.2.1). Eine mit der FEM, FVM
oder FDM (Abschnitt 5.2.3) diskretisierte Gleichung wird auf dem Gitter nume-
risch gelo¨st, wobei die Randbedingungen auf den importierten Gitter-Randgebieten
definiert werden. Nach dem auf der Raumdiskretisierungsmethode basierten Assem-
blierungsprozess (Abschnitt 5.2.4) entsteht ein lineares Gleichungssystem, das mit
den iterativen Verfahren (Abschnitt 5.2.5) und Pra¨konditionierungs-Techniken (Ab-
schnitt 5.2.6) eine Approximationslo¨sung des Stro¨mungsproblems liefert. Jedes von
diesen Merkmalen kann selbsta¨ndig als ein Konzept mit eigenen Merkmalen betrach-
tet werden. Die wichtigsten von diesen wollen wir genauer betrachten.
5.2 Komponentenentwurf 61
Abbildung 5.2: Merkmaldiagramm des Solver-Konzepts
5.2.1 Gitter
Das Konzept Gitter stellt eine Raumdiskretisierung dar, die durch Ecken und de-
ren Zusammenhang als Kanten definiert ist. Dabei entstehende Gitter-Regionen
oder auch Gitter-Zellen klassifizieren wir durch Dreiecke oder Vierecke im 2D-Fall
und durch Tetraeder oder Hexaeder im 3D-Fall. Man betrachtet selten auch weite-
re mo¨gliche 3D-Zellen: allgemeinere Pyramiden und Prismen. Das Konzept entha¨lt
aber keinen Parameter u¨ber den Geometrie-Typ (Abschnitt 5.3), da ein Gitter aus
unterschiedlichen Zellen im allgemeinen Fall aufgebaut werden kann. Die Dimension
ist jedoch konstant, wenn kein besonderes Stro¨mungsproblem, wobei unterschiedli-
che Gitter-Teilgebiete diverse Dimensionen haben, beru¨cksichtigt wird.
Gitter-Datenstrukturen
Um Bedu¨rfnisse mehrerer Anwendungen mit einer Gitter-Datenstruktur abzudecken,
repra¨sentiert man ein Gitter durch topologische Einheiten, die sog. Gitter-Entities.
In drei Dimensionen sind das Ecken, Kanten, Fla¨chen und Zellen; im 2D-Fall - Ecken,
Kanten und Zellen; im 1D-Fall - nur Ecken und Zellen (Tab. 5.1). Alle 3D-Zellen
haben Dreiecke und Vierecke bzw. 2D-Zellen als Seitenfla¨chen. Dreiecke und Vierecke
werden durch Kanten begrenzt, die selbst 1D-Zellen sind. Diese Gitter-Eigenschaft
gestattet, eine Gitter-Datenstruktur von einer bis drei Dimensionen hierarchisch
aufzubauen.
62 Software-Analyse, Design und Implementierung
Abbildung 5.3: Merkmaldiagramm des Gitter-Konzepts
Bezeichnung Entity engl. Bez. Bedeutung
Ri Region region 3D-Zelle
Fi Fla¨che face 2D-Zelle
Ei Kante edge 1D-Zelle
Vi Ecke vertex
Tabelle 5.1: Hierarchie der Gitter-Komponenten
a) Tetraeder-Gitter b) Hexaeder-Gitter
Abbildung 5.4: Adjazenz-Beziehungen in einem 3D-Gitter
Eine Gitter-Entity (Ecke, Kante, Fla¨che, Zelle) besitzt zwei Adjazenz-Beziehun-
gen, zu einem ho¨herliegenden und einem darunterliegenden Entity-Niveau. In der
Abbildung 5.4 sind alle mo¨gliche Beziehungen dargestellt, die ein Gitter eindeutig
beschreiben. In Klammern steht die durchschnittliche Anzahl von Entities bezu¨glich
der Anzahl der Ecken n. Die Abwa¨rtsbeziehungen haben feste Gro¨ße (gerade ge-
druckt), wobei fu¨r die Aufwa¨rtsbeziehungen die durchschnittlichen Zahlen angege-
ben sind (kursiv gedruckt). Diese Zahlen ermo¨glichen Speicherbedarf und Algorith-
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men-Komplexita¨t unterschiedlicher Gitter-Datenstrukturen abzuscha¨tzen. Die Da-
tenstrukturen werden durch eine Untermenge von allen Entities und deren Bezie-
hungen aus der Abbildung 5.4 gebaut (Abb. 5.5). Eine Gitter-Datenstruktur kann
alle Entities und zwei Adjazenz-Beziehungen pro Entity enthalten. Obwohl eine sol-
che vollsta¨ndige Datenstruktur, wie z.B. in der Abbildung (5.5,F1), viel Speicher
beno¨tigt, ko¨nnen auf alle Entities in einem beliebigen Gitter-Algorithmus direkt
zugegriffen werden. Bei einer Verfeinerung/Vergro¨berung eines Gitters mit dieser
Datenstruktur mu¨ssen aber mehr Daten gea¨ndert werden als bei einer unvollsta¨ndi-
gen Datenstruktur (Abb. 5.5,R1,R2). Die in der Hierarchie dazwischenliegenden
Entity-Niveaus ko¨nnen so ausgelassen werden, dass sie mit einem kleinen zusa¨tz-
lichen Rechenaufwand aus den gespeicherten Entities bei Bedarf abgeleitet werden
ko¨nnen.
F1: (25Me + 143Mc)n R1: (6Me + 43Mc)n R2: (6Me + 77Mc)n
Abbildung 5.5: Beispiele fu¨r 3D-Gitter-Datenstrukturen und deren Speicher-
Verbrauch
Es gibt keine universelle Gitter-Datenstruktur, die fu¨r alle Anwendungen gut
geeignet ist. Eine vollsta¨ndige Datenstruktur wird fu¨r ein besonderes Gitter mit
gemischten Dimensionen oder ein nicht konformes Gitter, wie z.B. ein Gitter mit
ha¨ngenden Knoten nach der adaptiven Verfeinerung, gebraucht. Fu¨r ein konformes
Gitter ist eine unvollsta¨ndige Datenstruktur sowohl nach Speicher-Verbrauch als
auch nach durchschnittlicher Rechenleistung effizient. Innerhalb dieser zwei Klas-
sen von Datenstrukturen werden mehrere Mo¨glichkeiten betrachtet und diejenige
ausgewa¨hlt, die fu¨r eine bestimmte Anwendung am besten geeignet sind. Die Da-
tenstruktur R1 (Abb. 5.5) beno¨tigt z.B. wenig Speicher und Operationen fu¨r die
Erzeugung einer neuen Entity, wobei eine Nachbarnsuche aufwendiger als fu¨r Da-
tenstrukturen F1 und R2 ist. Wir bezeichnen durch Me und Mc den notwendigen
Speicherplatz fu¨r eine Entity und eine Beziehung und nehmen dabei an, dass al-
le Entities und ihre Beziehungen den gleichen Speicherplatz brauchen. Dann ist
der Speicherverbrauch der Datenstrukturen F1, R1, R2 mit den durchschnittlichen
Adjazenz-Werten abgescha¨tzt in der Abbildung 5.4 unten angegeben. Ein detail-
lierter Vergleich von 10 unterschiedlichen und ha¨ufig gebrauchten Datenstrukturen
wurde im Artikel von Garimella [63] durchgefu¨hrt.
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Gitter-Algorithmen
Die Objekte Ecke, Kante, Fla¨che, Zelle werden durch die Symbole Vi, Ei, Fi, Ri
bezeichnet (Tab. 5.1). Der logische Adjazenz-Operator ist durch Klammern () defi-
niert. Dann liefert z.B. Vi(Rj) die Ecken Vi einer Region Rj. Die Tabelle 5.2 stellt
die Komplexita¨t einer Nachbarnsuche-Operation fu¨r die drei Gitter-Datenstrukturen
F1, R1, R2 aus der Abbildung 5.5 zusammen.
Typ F (R) E(R) V (R) R(F ) E(F ) V (F ) R(E) F (E) V (E) R(V ) F (V ) E(V )
F1 4 36 30 2 3 13 50 5 2 619 399 14
R1 72 58 4 302 24 3 214 721 2 23 3462 1969
R2 84 58 4 2 24 3 214 731 2 23 3532 84
Tabelle 5.2: Komplexita¨t der Nachbarnsuche von drei Tetraeder-Gitter-Datenstruk-
turen [63]
Obwohl bei einem Gitter-Datenstrukturen-Vergleich die Komplexita¨t der Su-
che einer Entity bezu¨glich einer anderen Entity abgescha¨tzt wird, sind in der Pra-
xis ha¨ufig Algorithmen notwendig, die die Entities des ganzen Gitters durchlaufen
mu¨ssen. Die Komplexita¨t eines solchen Algorithmus kann kleiner sein als die Summe
von einzelnen Entity pro Entity Operationen, wenn insbesondere tempora¨re Hilfs-
daten erzeugt werden. Fu¨r eine FEM-Implementierung wichtige Beispiele sind fu¨r
solche Algorithmen folgende:
• Nummerierung von Freiheitsgraden eines Gitters. Eine Gitter-Zelle besitzt
einen oder mehrere Punkte (Freiheitsgrade), wo die Approximationslo¨sung ei-
ner PDG gesucht wird. Diese Punkte ko¨nnen sich in einer Gitter-Ecke, auf
einer Kante, auf einer Fla¨che oder innerhalb der Zelle befinden und mu¨ssen
eindeutig nummeriert werden. Ein mo¨glicher effizienter Algorithmus ist im
Abschnitt 5.3.2 erla¨utert.
• Bandbreitenreduzierende Umordnung von Freiheitsgraden. Die Idee des Cut-
hill-McKee-Algorithmus besteht darin, die entstehende Freiheitsgrad-Num-
merierung so zu transformieren, dass die benachbarten Freiheitsgrade in der
Reihenfolge mo¨glichst nahe beieinander liegen. Dadurch platzieren sich die
entsprechenden Elemente der Steifigkeitsmatrix nahe der Hauptdiagonale. Das
bringt wesentliche Vorteile fu¨r direkte Verfahren zur Lo¨sung des linearen Glei-
chungssystems. Obwohl man keinen offensichtlichen Vorteil der Umordnung
fu¨r iterative Verfahren sieht, kann sie jedoch bei der Pra¨konditionierung, z.B.
bei der unvollsta¨ndigen ILU(0)-Zerlegung Vorteile bringen. Der Algorithmus
wird ha¨ufig als eine Umordnung der Eckennummer erkla¨rt [19, 132], kann aber
genau so erfolgreich fu¨r die Freiheitsgrade angewendet werden, weil er auf der
Graphen-Theorie basiert, wobei Freiheitsgrade/Ecken die Graphen-Ecken und
ihre Nachbarschaft die Graphen-Kanten definiert. Zwei Freiheitsgrade i und
j heißen benachbart, falls
∫
Ω
ϕiϕjdx 6= 0 gilt. Der Algorithmus besteht aus
folgenden Schritten [152]:
1. Man berechne jeden Punktgrad. Der Grad eines Punktes (einer Ecke oder
eines Freiheitsgrades) ist die Anzahl seiner Nachbarn.
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2. Man finde die Nummer 1, d.h. den Punkt mit minimalem Grad. Geome-
trisch gesehen liegt dieser Punkt am Rand des Gebietes.
3. Zum ersten Punkt bestimme man alle benachbarten Punkten. Diese Punk-
te sollen mit zunehmenden Grad fortlaufend nummeriert werden. Zu je-
dem neu nummerierten Punkt bestimme man alle mit zunehmenden Grad
benachbarten Punkte und nummeriere die, die noch nicht nummeriert
sind. Man wiederhole diesen Schritt fu¨r alle weiteren Punkte.
Das wichtigste ist, dass jeder Gitter-Algorithmus eine lineare Komplexita¨t besitzt,
die von den anderen Gitter-Algorithmen nur durch eine von der Gitter-Gro¨ße un-
abha¨ngige und kleinere Konstante unterscheiden darf. Im gegengesetzten Fall wird
eine Behandlung von großen Gittern unmo¨glich.
Randbedingungen
Randbedingungen werden auf bestimmten Randgebieten des Gitters definiert. Diese
Randgebiete bestehen aus Geometrie-Elementen einer Dimension kleiner als das
Gitter selbst und mu¨ssen in der Gitter-Datenstruktur gespeichert werden. Fu¨r jede
Aufgaben-Dimension kann der Rand durch eine Ecken-Menge gegeben sein. Dann
mu¨ssen trotzdem die auf den Ecken basierten Randgebiete wieder hergestellt werden,
um alle Rand-Freiheitsgrade beru¨cksichtigen zu ko¨nnen. Die Randgebiete werden
zellenbezogen behandelt, weil der Assemblierungsprozess (Abschnitt 5.2.4) u¨ber die
Zellen ablaufen muss. Einerseits muss jede Rand-Entity (Ecke, Kante oder Fla¨che)
seiner Zelle zugeordnet sein. Andererseits muss auch jede Zelle, die mindestens einen
Randpunkt besitzt, in die Rand-Datenstruktur eingetragen werden. Deshalb kann
diese Rand-Datenstruktur als eine Liste folgender Beziehungen dargestellt werden
ci ←→ (rj, tj), i = 1, ..., Nu, j = 1, ...,Mu,
tj ∈ {Ecke, Kante, Fla¨che}. (5.1)
Die Zellen-Nummer ci ist eindeutig im gesamten Gitter definiert, wobei die Rand-
Entity-Nummer rj nur die lokale Nummer des Geometrie-Elementes eines bestimm-
ten Typs tj ist. Auf einem unstrukturierten 3D-Gitter kann eine Zellen-Nummer
mehrfach sowohl in einem als auch in mehreren Randgebieten auftreten, d.h. ei-
ne 3D-Zelle kann mehr als eine Rand-Fla¨che, die zu einem oder unterschiedlichen
Randgebieten geho¨rt, besitzen. Daraus folgt, dass es Ecken und Kanten geben kann,
die sich auf unterschiedliche Randgebiete auch mit verschiedenen Randbedingungen
gleichzeitig beziehen ko¨nnen. Solche Sonderfa¨lle mu¨ssen besonders behandelt wer-
den, indem diese Ecken/Kanten zu einem einzigen Randgebiet zugewiesen werden
mu¨ssen, da sie sonst in die Steifigkeitsmatrix mehrfach assembliert werden.
Gitter-Ladung
Da die Gebiets-Vernetzung bzw. Gitter-Generierung außerhalb dieser Arbeit liegt,
wird das Gitter von einem externen Gitter-Generator erzeugt und im zugeho¨rigen
Datenformat gespeichert. Dieses Datenformat muss vom Solver eingelesen und ins
interne Format transformiert werden.
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Partitionierung
Dieses Konzept ist die erste Etappe im Parallelisierungsprozess eines Stro¨mungs-
simulations-Solvers. Das Gitter muss u¨ber mehrere Prozessoren mit den folgenden
Bedingungen verteilt werden:
1. Die Anzahl von Gitter-Zellen muss auf jedem Prozessor gleich sein. Das Pro-
blem heißt Load-Balancing und ist insbesondere bei einer adaptiven Gitter-
Verfeinerung aktuell, weil nach jedem Verfeinerungsschritt die Bilanz wieder
effizienterweise erreicht werden muss;
2. Minimierung des totalen Kommunikations-Volumens;
3. Minimierung des maximalen Speicher-Volumens, das jeder Prozessor senden
und empfangen muss;
4. Minimierung der Pakete-Anzahl, die jeder Prozessor senden und empfangen
muss.
Um diese Bedingungen anna¨hernd zu erfu¨llen, da die vollsta¨ndige Lo¨sung die-
ser komplizierten Optimierungsaufgabe zu aufwendig ist, wird das Gitter als ein
Graph dargestellt. Im Gegensatz zum Cuthill-McKee-Algorithmus (Abschnitt 5.2.1)
entsprechen die Gitter-Zellen den Graphen-Knoten und die Zellen-Nachbarschaft
- den Graphen-Kanten. Zur Lo¨sung der Graphen-Optimierungsaufgabe sind einige
Programm-Pakete bzw. Programm-Bibliotheken vorhanden, wie z.B. Metis [88] und
Jostle [182]. Beide nutzen eine a¨hnliche Vorgehensweise, das Multilevel-Verfahren.
Da die Aufgabe auf dem ganzen Graphen zu aufwendig ist, wird sie zuerst auf einem
gro¨beren Graphen gelo¨st und dann schrittweise fu¨r den verfeinerten Graphen pra¨zi-
siert. Das Programm Metis nimmt die erste und die zweite als Hauptbedingungen.
Die dritte und die vierte Bedingung sind insbesondere wichtig, wenn die Partitions-
Anzahl hoch ist (u¨ber 30 Partitionen). Beim Metis kann auch die vierte Bedingung
verlangt werden, dann ist die dritte Bedingung nur noch anna¨hernd erfu¨llt.
5.2.2 Diskretisierte Navier-Stokes-Gleichungen
Die Implementierung des Konzepts Gleichung durch Klassen-Templates wurde im
Abschnitt 4.2 ausfu¨hrlich vorgestellt. Nun wollen wir die wichtigen Merkmale anhand
des zugeho¨rigen Merkmaldiagramms (Abb. 5.6) zusammenfassen.
Das Konzept besitzt die folgenden zwei Merkmale
• Die eindeutigen Gleichungsterme, fu¨r die die lokale Steifigkeitsmatrizen (Ab-
schnitt 5.2.3) generiert werden mu¨ssen;
• Das aus den Termen entstehende diskrete Schema, das fu¨r die Navier-Stokes-
Gleichungen aus der Impulsgleichung und der Kontinuita¨tsgleichung besteht.
Auf die Impulsgleichung wird noch eine Zeitdiskretisierungs- und eine Lineari-
sierungs-Methode angewendet.
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Abbildung 5.6: Merkmaldiagramm des Gleichungs-Konzepts
5.2.3 FEM und lokale Steifigkeitsmatrizen
Das Konzept FEM repra¨sentiert eine Raum-Approximation einer Differentialglei-
chung auf einem bestimmten Gitter. Wir betrachten genauer die FEM-Raum-Appro-
ximation, weil sie in vielen Fa¨llen auch FDM und FVM als Sonderfa¨lle beinhaltet
(Abschnitt 3.5). Eine Standardstrategie zur Behandlung von unstrukturierten Git-
tern im FEM-Kontext ist, jedes Gitter-Element auf das Referenz-Element durch eine
lineare Transformation Φ : K → K0 abzubilden [2], z.B. in 2D:
x = Φξ + f 0, Φ =
(
x2 − x1 x3 − x1
y2 − y1 y3 − y1
)
, f 0 =
(
x1
y1
)
, (5.2)
wobei A1(x1, y1), A2(x2, y2) und A3(x3, y3) die drei im Uhrzeigersinn geordneten
Ecken eines Dreiecks oder Parallelogramms sind. Im 3D-Fall mu¨ssen die vier Ecken
ein rechtsorientiertes kartesisches System bilden. Auf dem Referenz-ElementK0 wird
die Na¨herungslo¨sung in bestimmten Punkten gesucht, die auch Freiheitsgrade ge-
nannt werden. Jedem Freiheitsgrad geho¨rt eine Ansatzfunktion ϕˆi und es gilt:
ϕi(x) = ϕˆi(Φ
−1(x)),
∂ϕk
∂xi
=
d∑
j=1
∂ϕˆk
∂ξj
∂ξj
∂xi
. (5.3)
Im Fall der Navier-Stokes-Gleichungen mu¨ssen zwei unterschiedliche Sa¨tze von
Freiheitsgraden erstellt und behandelt werden, fu¨r die unbekannte Geschwindigkeit
und den Druck. Dementsprechend gibt es zwei unterschiedliche Ansatzfunktionen ϕˆi
und ψˆi. Wir betrachten die Galerkin-Diskretisierung z.B. des semi-expliziten Euler-
Schemas (3.3) in zwei Dimensionen integriert mit einem Geometrie-Element K mit
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x = (x, y)T und u = (u, v)T
1
4t
Mu∑
i=1
∫
K
ϕiϕkdx(u
n
i − un−1i ) + ν
Mu∑
i=1
∫
K
∇ϕi∇ϕkdxuni −
Mp∑
i=1
∫
K
ψi
∂ϕk
∂x
dx pni
+
Mu∑
i=1
Mu∑
j=1
∫
K
ϕi
∂ϕj
∂x
ϕkdxu
n−1
i u
n
j +
Mu∑
i=1
Mu∑
j=1
∫
K
ϕi
∂ϕj
∂y
ϕkdx v
n−1
i u
n
j =
∫
K
fn1 ϕkdx,
1
4t
Mu∑
i=1
∫
K
ϕiϕkdx(v
n
i − vn−1i ) + ν
Mu∑
i=1
∫
K
∇ϕi∇ϕkdx vni −
Mp∑
i=1
∫
K
ψi
∂ϕk
∂y
dx pni
+
Mu∑
i=1
Mu∑
j=1
∫
K
ϕi
∂ϕj
∂x
ϕkdxu
n−1
i v
n
j +
Mu∑
i=1
Mu∑
j=1
∫
K
ϕi
∂ϕj
∂y
ϕkdx v
n−1
i v
n
j =
∫
K
fn2 ϕkdx,
(5.4)
wobei Mu bzw. Mp die Anzahl der Geschwindigkeits- bzw. Druck-Freiheitsgrade auf
einem Element K bezeichnen. Diese Zahlen werden durch die Formel (4.10,4.11)
bestimmt.
Wir interessieren uns an dieser Stelle ausschließlich fu¨r die in (5.4) auftretenden
Integrale, weil jedes kompliziertere Zeitdiskretisierungs-/Linearisierungs-Schema nach
der GFEM genau die gleichen Integrale als Koeffizienten entha¨lt. Die Integrale unter-
scheiden sich nach einem bestimmten Term der ursprunglichen Gleichung: Zeitterm,
Diffusionsterm, Konvektionsterm, Druckterm und Kontinuita¨t. Jedes in (5.4) auf-
tretende Integral wird auf das Referenz-Element mit Beru¨cksichtigung von (5.3) ab-
gebildet. Der erste Summand bzw. Zeitableitungsterm entha¨lt die Geschwindigkeits-
Massenmatrix∫
K
ϕiϕkdx = det(Φ)
∫
K0
ϕˆiϕˆkdξ, aik =
∫
K0
ϕˆiϕˆkdξ. (5.5)
Das Integral in der rechten Seite kann gitterunabha¨ngig ausgewertet und in eine
lokale Element-Matrix L = {ai,k}, i, k = 1, ...,Mu gespeichert werden. Mit der Ab-
bildung Φ werden offensichtlich die statischen Daten (siehe Abschnitt 5.1) von den
dynamischen gitterabha¨ngigen Daten (abha¨ngig von Φ) getrennt. Dadurch erreicht
man, dass die lokalen Matrizen nur einmal berechnet und gespeichert werden mu¨ssen.
Diffusionsterm
Der Diffusionsterm entha¨lt Gradienten, die mit der Kettenregel (5.3) transformiert
werden:∫
K
∇ϕi∇ϕkdx = det(Φ)
∫
K0
(∇ϕˆi)TΦ−1
(∇ϕˆkΦ−1)T dξ
= det(Φ)
∫
K0
(∇ϕˆi)T
(
ΦΦT
)−1∇ϕˆkdξ = det(Φ) d∑
j=1
d∑
l=1
bjl
∫
K0
∂ϕˆi
∂ξj
∂ϕˆk
∂ξl
dξ,
wobei
(
ΦΦT
)−1
= {bjl}, bjl = blj.
(5.6)
Diese Trennung von statischen und dynamischen Daten liefert d(d+1)
2
unterschied-
licher symmetrischer lokaler Matrizen durch die Symmetrieeigenschaft der Matrix
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(
ΦΦT
)−1
:
Ljl (j≤l) = {aik},

aik =
∫
K0
∂ϕi
∂ξj
∂ϕk
∂ξl
dξ falls j = l,
aik =
∫
K0
(
∂ϕi
∂ξj
∂ϕk
∂ξl
+
∂ϕi
∂ξl
∂ϕk
∂ξj
)
dξ falls j 6= l.
(5.7)
Druckterm
Sei Φ−1 = {cgl}, dann gilt fu¨r den Druckterm:∫
K
ψi
∂ϕk
∂xl
dx = det(Φ)
d∑
g=1
cgl
∫
K0
ψˆi
∂ϕˆk
∂ξg
dξ, (5.8)
wobei durch partielle Ableitung d verschiedene lokale Matrizen (Mu×Mp) entstehen.
Konvektionsterm
Der nichtlineare Konvektionsterm entha¨lt ein Produkt mit drei Ansatzfunktionen
und wird folgendermaßen transformiert:∫
K
ϕi
∂ϕj
∂xl
ϕkdx = det(Φ)
∫
K0
ϕˆi
(∇ϕˆj · Φ−1l ) ϕˆkdξ
= det(Φ)
d∑
g=1
cgl
∫
K0
ϕˆi
∂ϕˆj
∂ξg
ϕˆkdξ.
(5.9)
Das erzeugt d dreidimensionale oder d ∗Mu zweidimensionale symmetrische lokale
Matrizen:
Lgj = {aik}, aik =
∫
K0
ϕˆi
∂ϕˆj
∂ξg
ϕˆkdξ, j = 1, ...,Mu, g = 1, ..., d. (5.10)
Kontinuita¨tsgleichung
Die GFEM-Diskretisierung der Kontinuita¨tsgleichung mit ul als Komponenten des
Geschwindigkeitsvektors ist
d∑
l=1
(
Mu∑
i=1
∫
K
ψk
∂ϕi
∂xl
dx
)
ul = 0. (5.11)
Mit demselben Transformationsverfahren bekommt man:
det(Φ)
d∑
l=1
(
d∑
g=1
clg
)(
Mu∑
i=1
∫
K0
ψˆk
∂ϕˆi
∂ξl
dξ
)
ul = 0. (5.12)
Das liefert d lokale Matrizen (Mp ×Mu), die genau die transponierten lokalen Ma-
trizen des Druckterms sind.
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Fu¨r die rechte Seite der Gleichung (5.4) kann auch ein lokaler Vektor mit den
Werten
∫
K0
ϕˆkdξ gespeichert werden.
Zu jedem Glied eines beliebigen Einschritt-Schema der Navier-Stokes-Gleichun-
gen gibt es also eine lokale Matrix, die eine GFEM verwirklicht. Ein Term der
Navier-Stokes-Gleichungen wird oft durch mehrere Summanden in einem Schema
diskretisiert, wie z.B. immer der Zeitterm. Dadurch werden die gleichen lokalen
Matrizen mehrfach gebraucht. Deshalb braucht man im Modell einer diskreten Glei-
chung (Abb. 5.6) sowohl Einzelterme, die eindeutig die notwendigen lokalen Matrize
bestimmen, als auch das ganze Schema selbst, das im Assemblierungsprozess (Ab-
schnitt 5.2.4) benutzt wird.
Merkmaldiagramme und Zusammenfassung
Abbildung 5.7: Merkmaldiagramm des Ansatzfunktionen-Konzepts
Das Konzept FEM ist nicht vom Gitter selbst, sondern von seinem Typ abha¨ngig,
weil die approximierenden Ansatzfunktionen (AF) auf Referenz-Elementen (Einheits-
Dreieck, -Quadrat, etc.) definiert werden. Fu¨r die Navier-Stokes-Gleichungen mu¨ssen
gemischte Stokes-Elemente benutzt werden, die aus zwei AF-Definitionen bestehen.
Wenn aber ein LBB-instabiles Stokes-Element (Abschnitt 3.4.3) gewa¨hlt wird, muss
auch ein Stabilisierungsverfahren angewendet werden (Abb. 5.7). Die Stabilisierung
erfolgt durch zusa¨tzliche Terme in der rechten Seite der Kontinuita¨tsgleichung, des-
halb geho¨rt dieses Merkmal auch zum Konzept Gleichung. Mit einem bestimmten
Stokes-Element fu¨r einen dementsprechend diskretisierten o.g. Gleichungsterm wird
eine lokale Steifigkeitsmatrix im Rahmen des FEM-Konzepts erzeugt.
Eine AF-Definition beinhaltet die Aufgaben-Dimension, den Geometrie-Typ und
die polynomiale Ordnung, falls die AF konform ist. Im Gegenfall muss die AF eine
besondere Definition bekommen. Nichtkonforme Ansatzfunktionen werden ha¨ufig er-
folgreich eingesetzt, wie z.B. das Crouzeix-Raviart-Element [26, 7] oder das Ranna-
cher-Turek-Element [140, 142, 151], lassen sich aber nicht wie konforme Elemen-
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Abbildung 5.8: Merkmaldiagramm des Stokes-Element-Konzepts
te (Abschnitt 4.3.1) algorithmisch zuordnen. Der Geometrie-Typ bezeichnet ein
Dreieck- und Tetraeder-Gitter oder ein Viereck- und Hexaeder-Gitter zusammen
mit der Dimension (Abb. 5.8). Einige andere selten benutzte 3D-Gitter bestehend
z.B. aus Prismen oder Pyramiden ko¨nnen normalerweise durch einfache Transfor-
mationen auf Tetraeder-Gitter zuru¨ckgefu¨hrt werden. Beliebige FVM- und FDM-
Raumapproximationen ko¨nnen auch in der Form von lokalen Matrizen dargestellt
werden.
5.2.4 Assemblierung
Das Matrix-Assemblierungs-Konzept verbindet die KonzepteGitter undGleichung
und produziert ein lineares Gleichungssystem (5.13) mit Hilfe des FEM-Konzepts.
Ax = b. (5.13)
Nun wird ein reelles Gitter betrachtet. Die Freiheitsgrade dieses Gitters sind global
durchnummeriert. Der Assemblierungs-Prozess muss alle Freiheitsgrade des Gitters
durchlaufen. Generell gibt es zwei Hauptstrategien dafu¨r: Kantenweise und zellenwei-
se. Die erste Strategie zerlegt eine lokale Matrix auf Kanteneintra¨ge und ist bekannt
effizienter zu sein [35, 106, 107, 157], wird aber normalerweise in der Festko¨rpersimu-
lationen eingesetzt, wo ausschließlich Approximationen niedriger Ordnung mit auf
den Kanten liegenden Freiheitsgraden gewa¨hlt werden. In einer Stro¨mungssimulati-
on werden dagegen ha¨ufig quadratische und Approximationen ho¨herer Ordnung mit
den innerhalb der Zelle liegenden Freiheitsgraden benutzt (Abschnitt 3.4). Deshalb
wird die zweite Strategie universell eingesetzt. Fu¨r jedes Gitter-Element und Glei-
chungsglied wird die zugeho¨rige lokale Matrix genommen (Abschnitt 5.2.3). Jede
Zeile und Spalte dieser Matrix bekommt einen Index aus der globalen Freiheits-
gradnummerierung. Diese Matrix wird als eine schwachbesetzte Matrix zur globalen
Steifigkeitsmatrix A addiert, wobei die Indizes die Stellen der Eintra¨ge in der glo-
balen Matrix A bestimmen (Abb. 5.9). In der diskreten Gleichung ko¨nnen auch
Glieder auftreten, die Unbekannte aus einem vorhergehenden Zeitschritt oder einen
bekannten Vektor enthalten. Ein solcher Vektor wird mit der zugeho¨rigen lokalen
Matrix wie mit einer schwachbesetzten Matrix gleicher Dimension multipliziert und
damit werden Beitra¨ge zur rechten Seite b entsprechend der Zeilenindizes der lokalen
Matrix erzeugt.
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Abbildung 5.9: Lokale und globale Steifigkeitsmatrix im Assemblierungsprozess
Eine auf diese Weise assemblierte Matrix A ist immer singula¨r. Es mu¨ssen noch
Randbedingungen beru¨cksichtigt werden. Dirichlet-Randbedingungen xD geben be-
stimmte Werte fu¨r den unbekannten Vektor x auf einem Rand ΓD vor. Dann kann
man das lineare Gleichungssystem (5.13) blockweise aufschreiben:(
A11 A12
AT12 A22
)(
x
xD
)
=
(
b
bD
)
(5.14)
Die zweite Zeile in 5.14 ist u¨berflu¨ssig, da sie nur bekannte Daten entha¨lt. Die erste
Zeile transformiert sich zu
A11x = b− A12xD oder A˜x = b˜. (5.15)
Die Randpunkte mit definierten Neumann-Randbedingungen werden genau so,
wie die inneren Punkte, in die Steifigkeitsmatrix A˜ assembliert, da nur die Normal-
Ableitung (∂u
∂n
= g) auf dem Randstu¨ck ΓN und keine Geschwindigkeit selbst in
den Randpunkten vorgegeben ist. Fu¨r diese Punkte muss das Randintegral
∫
ΓN
gdx
in die rechte Seite der entsprechenden Gleichung als eine zusa¨tzliche a¨ußere Kraft
hinzugefu¨gt werden.
Komplexita¨t
Wir wollen nun die Komplexita¨t des auf den lokalen Matrizen (Abschnitt 5.2.3)
basierten Assemblierungsprozesses abscha¨tzen. Sie besteht fu¨r jede Gitterzelle aus
den folgenden Schritten:
1. Berechnung von det(Φ), Φ−1 und (ΦΦT )−1 der linearen Transformation Φ;
2. Anwendung der linearen Transformation Φ auf die statischen lokalen Ma-
trizen bzw. Berechnung von aktuellen lokalen Matrizen durch die Formeln
(5.5),(5.6),(5.8),(5.9),(5.11);
3. Addition der aktuellen lokalen Matrizen in die globale Steifigkeitsmatrix.
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Die Tabelle 5.3 stellt die Komplexita¨t fu¨r jedes Gleichungsglied nach diesen
Schritten dar. Dabei ist die Symmetrie der lokalen Zeitterm-, Diffusions- und Kon-
vektions-Matrizen so beru¨cksichtigt, dass der Speicherplatz und die Komplexita¨t
von Matrix-Konstanten-Operationen nur 1
2
Mu(Mu + 1) statt M
2
u betragen. Bei der
Addition der lokalen Matrizen (3. Schritt) bringt aber die Symmetrie keine Vor-
teile. In den Komplexita¨ts-Abscha¨tzungen wurden sowohl Multiplikations- als auch
Additions-Operationen mitgeza¨hlt, da sie etwa gleichen Rechenaufwand haben (sie-
he Anhang A.3). Deshalb ist die Komplexita¨t eines Matrix-Vektor-Produktes und
eines Skalar-Produktes gleich 2M2u und 2Mu entsprechend.
Komplexita¨t RAM
1 det(Φ) 2d2 − 2d 1
Φ−1 dd + d2 d2
(ΦΦT )−1 dd + d3 + d2 1
2
d(d+ 1)
2 Zeitterm 1
2
Mu(Mu + 1)
1
2
Mu(Mu + 1)
Diffusionsterm 1
2
(d2 + d− 1)Mu(Mu + 1) 14d(d+ 1)Mu(Mu + 1)
Druckterm d(2d− 1)MuMp dMuMp
Konvektionsterm 1
2
d(2d− 1)M2u(Mu + 1) 12dM2u(Mu + 1)
Kontinuita¨t d(2d− 1)MuMp dMuMp
3 Zeitterm M2u
Diffusionsterm 1
2
d(d+ 1)M2u
Druckterm dMuMp
Konvektion (i) 2dM3u + (2d− 1)M2u
Konvektion (j) 2d2M3u + d
2M2u
Kontinuita¨t dMuMp
Tabelle 5.3: Komplexita¨t und Speicherverbrauch der Assemblierungsschritte
Eine besondere Aufmerksamkeit beno¨tigt der nichtlineare Konvektionsterm, der
d Summanden der Gleichung beinhaltet. Die Konvektion kann nur dann zur globalen
Matrix addiert werden, wenn einen der beiden Geschwindigkeitsvektoren nach der
Linearisierung aus dem vorhergehenden Zeitschritt bekannt ist. Dementsprechend
hat die Konvektion im dritten Schritt die zwei Zeilen in der Tabelle 5.3, wenn der
Vektor ui oder der Vektor uj bekannt ist. Die jeweiligen lokalen Matrizen bezeich-
nen wir Ll(ui), Ll(vi) und Ll(uj), Ll(vj), l = 1, d. Im ersten Fall hat die Addition
eine deutlich kleinere Komplexita¨t, weil sich die unbekannte Geschwindigkeit uj
ausklammern la¨sst und in den Klammern die gleiche Matrix bleibt:
L1(ui)uj + L2(vi)uj = [L1(ui) + L2(vi)]uj,
L1(ui)vj + L2(vi)vj = [L1(ui) + L2(vi)]vj,
Ll(ui) = {ajk} =
∫
K
ϕi
∂ϕj
∂xl
ϕkdxui
(5.16)
Das erkla¨rt auch die Vorzu¨ge des semi-expliziten Euler-Schemas. Der zweite und der
dritte Assemblierungsschritt ko¨nnen fu¨r die Konvektion zusammengesetzt werden,
um die gesamte Komplexita¨t fu¨r die beiden Fa¨lle zu reduzieren. Die Beziehung (5.16)
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transformiert sich mit Hilfe der Formel (5.9) zu
[c11Lˆ1(ui) + c21Lˆ2(ui)]uj + [c12Lˆ1(vi) + c22Lˆ2(vi)]uj
= [Lˆ1(c11ui + c12vi) + Lˆ2(c21ui + c22vi)]uj,
[c11Lˆ1(ui) + c21Lˆ2(ui)]vj + [c12Lˆ1(vi) + c22Lˆ2(vi)]vj
= [Lˆ1(c11ui + c12vi) + Lˆ2(c21ui + c22vi)]vj,
Lˆl(ui) =
∫
K0
ϕˆi
∂ϕˆj
∂ξl
ϕˆkdξ ui
wobei zuerst die Vektoren in den runden Klammern und danach die Matrix-Vektor-
Produkte berechnet werden. Wenn der Vektor uj bekannt ist, ko¨nnen die Beziehun-
gen nicht in a¨hnlicher Weise transformiert, sondern mu¨ssen direkt in der folgenden
Form ausgewertet werden:
[c11Lˆ1(uj) + c21Lˆ2(uj)]ui + [c12Lˆ1(uj) + c22Lˆ2(uj)]vi
[c11Lˆ1(vj) + c21Lˆ2(vj)]ui + [c12Lˆ1(vj) + c22Lˆ2(vj)]vi.
Dann ist die neue gesamte Komplexita¨t des zweiten und des dritten Schrittes:
Konvektion (i): 2dM3u + (2d− 1)M2u + d(2d− 1)Mu;
Konvektion (j): 2d2M3u + 2d
3M2u .
Die erste Abscha¨tzung ist deutlich kleiner als
2dM3u + (2d− 1)M2u +
1
2
d(2d− 1)M2u(Mu + 1)
wegen dem letzten Summanden. Die zweite Abscha¨tzung muss genauer untersucht
werden, liefert aber dieselbe Schlussfolgerung fu¨r d = 2, m ≥ 1 und d = 3, m ≥ 2,
was den u¨blichen praktischen Werten entspricht.
Strategien
Nach der Komplexita¨ts-Abscha¨tzung fu¨r die Assemblierung einer Zelle betrachten
wir den gesamten Assemblierungsprozess u¨ber alle NT Zellen und die Zeitschritte.
Die Gro¨ße MS der globalen Steifigkeitsmatrix A˜ kann vor der Assemblierung aus
dem Gitter exakt gewonnen werden, um die aufwendigen Speicherverwaltungsope-
rationen wa¨hrend der Assemblierung zu vermeiden. Die Matrix A˜ hat Nu+Np−ND
Zeilen, wobei ND die Anzahl von Dirichlet-Randpunkten bezeichnet. Die Anzahl der
nicht Null Eintra¨ge jeder Matrix-Zeile ha¨ngt von der Nachbarnzahl des entsprechen-
den Freiheitsgrads und der Gleichung (Impuls- oder Kontinuita¨tsgleichung) ab. Die
Matrix A˜ beno¨tigt einen großen Anteil des insgesamt vom Softwaresystem gebrauch-
ten Speichers und kann fu¨r große Probleme schnell die Speichergrenze erreichen. In
jeder Zeititeration wird eine neue Lo¨sung (u, p) berechnet, deshalb muss die nicht-
lineare Konvektion neu assembliert werden. Die restlichen Eintra¨ge der Matrix A˜
a¨ndern sich bei einem konstanten Gitter in der Zeit nicht. Diese Eintra¨ge ko¨nnten
zur Optimierung des Assemblierungsprozesses zusa¨tzlich gespeichert werden, wenn
der Speicherplatz ausreichen wu¨rde. Diese U¨berlegungen fu¨hren zur folgenden Klas-
sifizierung von Assemblierungsstrategien nach Speicherverbrauch und notwendiger
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CPU-Zeit. Mit der Bezeichnung
KΦ = 2d
d + d3 + 4d2 − 2d
der gesamten Komplexita¨t der Berechnung der Transformationsdaten (Tab. 5.3, 1.
Zeile) erha¨lt man:
I Große Probleme: Der Speicher reicht fu¨r zwei globale Steifigkeitsmatrizen nicht
aus, deshalb ist eine vollsta¨ndige Assemblierung der globalen Matrix in jeder
Zeititeration erforderlich.
Speicherverbrauch: MS.
Komplexita¨t pro Zeitschritt:
NT (2dM
3
u+
(
d2
2
+
5d
2
− 1
)
M2u+2d(2d−1)MuMp+
(
5d2
2
+
d
2
− 1
)
Mu+KΦ).
II Mittelgroße Probleme: Zwei Steifigkeitsmatrizen ko¨nnen gespeichert werden,
deshalb werden alle Terme außer der Konvektion in eine zusa¨tzliche Matrix
assembliert. Die endgu¨ltige globale Matrix ist dann die Summe der zusa¨tzli-
chen Matrix und der Konvektions-Assemblierung in jeder Zeititeration. Die
wesentlich reduzierten Rechenkosten beno¨tigen dabei den doppelten Speicher-
platz fu¨r die Steifigkeitsmatrix.
Speicherverbrauch: 2MS.
Komplexita¨t pro Zeitschritt: NT (2dM
3
u + (2d− 1)M2u + d(2d− 1)Mu +KΦ).
III Kleine Probleme: Der Speicher reicht fu¨r eine Steifigkeitsmatrix im vollbesetz-
ten Format. Die globale Matrix wird als eine vollbesetzte Matrix assembliert
und danach in die schwachbesetzte umgewandelt. Da die lokalen Matrizen
als schwachbesetzte zu der globalen Matrix addiert werden, gewinnt man viel
Rechenzeit bei der direkten Addition einer schwachbesetzten mit einer vollbe-
setzten Matrix. Der Gewinn ist in der Komplexita¨t-Abscha¨tzung nicht wider-
gespiegelt, weil sie von der schwachbesetzten Matrix-Datenstruktur abha¨ngt.
Speicherverbrauch: (Nu +Np −ND)2 +MS.
Komplexita¨t pro Zeitschritt: NT (2dM
3
u + (2d− 1)M2u + d(2d− 1)Mu +KΦ).
• Zu jeder genannten Strategie gibt es die Mo¨glichkeit, die Transformationsma-
trizen Φ−1 und (ΦΦT )−1 sowie Determinanten det(Φ) fu¨r sa¨mtliche Elemente
vorher abzuspeichern.
Zusa¨tzlicher Speicherverbrauch: NT
(
3d2
2
+
d
2
+ 1
)
.
Komplexita¨treduktion pro Zeitschritt: KΦ.
Alle Komplexita¨ts-Abscha¨tzungen wurden fu¨r das semi-explizite Euler-Schema (5.4)
durchgefu¨hrt, obwohl dieselben Abscha¨tzungen fu¨r andere Schemata mit Hilfe der
Tabelle 5.3 leicht mo¨glich sind.
Die Assemblierungs-Strategie kann auch als ein Doma¨nenmodell-Parameter an-
genommen werden, muss aber erst in der Laufzeit nach der Abscha¨tzung des verfu¨gba-
ren Speicherplatzes gewa¨hlt werden.
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5.2.5 Gleichungssystemlo¨ser
Fu¨r die diskretisierten und linearisierten inkompressiblen Navier-Stokes-Gleichungen
hat das lineare Gleichungssystem (5.15) folgende Blockstruktur:(
F BT
B −βC
)(
u
p
)
=
(
b1
b2
)
, (5.17)
wobei der Ausdruck −βC stabilisierte GFEM-Approximationen beschreibt. Der Fall
β = 0 entspricht den im Abschnitt (3.5) betrachteten stabilen Stokes-Elementen. Die
Matrix F ist der diskrete Konvektions-Diffusions-Operator und die Matrix B ist der
negative diskrete Divergenz-Operator, der die Geschwindigkeits-Druck-Kopplung
beinhaltet. Alle Blockmatrizen in (5.17) sind schwach besetzt, d.h. jede Zeile bzw.
Spalte der Matrix entha¨lt nur wenige von Null verschiedene Elemente, deren Anzahl
unabha¨ngig von der Matrix-Dimension ist.
Zur Lo¨sung des linearen Gleichungssystems (5.17) werden an erster Stelle itera-
tive Verfahren betrachtet [13, 69, 76, 90, 111, 145], da direkte Lo¨ser einen großen
zusa¨tzlichen Speicher-Platz beno¨tigen und deshalb fu¨r große Stro¨mungsprobleme
i.a. nicht anwendbar sind. Die Matrix F ist unsymmetrisch und indefinit. Das legt
die Wahl der iterativen Krylov-Unterraum-Verfahren nahe (Abb. 5.10). Die Tabelle
5.4 fasst die Verfahren mit dem notwendigen Speicherplatz fu¨r tempora¨re Vekto-
ren und die Matrix-Vektor-Produkte-, Skalar-Produkte-, und Vektor-Konstanten-
Operationen-Anzahl pro Iteration zusammen. Die Verfahren teilen sich nach dem
Grundprinzip in die zwei Klassen:
• Minimierung der Residuumsnorm: MINRES, GMRES, QMR, TFQMR;
• Lo¨sungssuche durch konjugierte Gradienten: CG, CGS, BiCGStab, QMRB-
CGStab.
Die CG- und MINRES-Verfahren sind nur fu¨r symmetrische Systeme geeignet, die
z.B. bei Stokes-Problemen vorkommen; sie erfordern deshalb wesentlich kleineren
Rechenaufwand.
Das GMRES-Verfahren ist der einzige Solver fu¨r nichtsymmetrische Systeme, der
nur ein Matrix-Vektor-Produkt pro Iteration ausfu¨hrt, beno¨tigt aber eine von der
Iterationsanzahl abha¨ngige Menge von Vektoren. Diese Vektoren sind eine Orthonor-
malbasis zur Berechnung der na¨chsten Na¨herungslo¨sung in jeder Iteration, deshalb
wird das Verfahren mit jeder Iteration langsamer. Es zeichnet sich durch ein mo-
noton absteigendes Konvergenzverhalten aus, wobei man die Iterationsanzahl durch
gu¨nstige Pra¨konditionierung (Abschnitt 5.2.6) reduzieren kann. Bei einer Pra¨kon-
ditionierung ist die Modifikation FGMRES besonders gu¨nstig: Durch Speicherung
eines zusa¨tzlichen Vektors pro Iteration fu¨hrt das Verfahren nur eine Anwendung
des Pra¨konditionierers durch.
Das QMR-Verfahren fu¨hrt eine Multiplikation mit A˜T pro Iteration durch. Fu¨r
eine schwachbesetzte Matrix ist es nicht immer einfach, die transponierte Matrix
zu bekommen, wenn sie z.B. im CSR-Format [145] dargestellt ist. Deshalb existiert
auch die transponierungsfreie Modifikation dieses Verfahrens, TFQMR.
In der Arbeit von Meister [110] wurden fu¨nf Verfahren (GMRES, CGS, BiCG-
Stab, TFQMR und QMRBCGStab) fu¨r zwei zweidimensionale Stro¨mungsprobleme
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Abbildung 5.10: Merkmaldiagramm des iterativen Gleichungssystemlo¨ser-Konzepts
Komplexita¨t
Abku¨rzung Name RAM
MV dot V
CG Conjugate Gradient [80] 4 1 2 3
MINRES MINimal RESiduum [127] 4 1 2 7
GMRES Generalized Minimal RESiduum [147] 2k+5 1 k k
FGMRES Flexible GMRES [144] 3k+5 1 k k
QMR Quasi-Minimal Residuum [56] 9 2 3 9
TFQMR Transpose Free QMR [55] 9 2 4 10
CGS Conjugate Gradient Squared [155] 7 2 2 7
BiCGStab BiConjugate Gradient Stabilized [166] 7 2 4 6
QMRBCGStab QMR + BiCGStab [30] 8 2 6 8
Tabelle 5.4: Iterative Lo¨ser fu¨r indefinite lineare Gleichungssysteme
mit unterschiedlichen Pra¨konditionierer verglichen. Mit dem ILU-Pra¨konditionie-
rer wird das BiCGStab-Verfahren als der schnellste Lo¨ser empfohlen, das auch mit
Ergebnissen in [31] u¨bereinstimmt. Die Arbeit [181] zeigt dagegen eine schnellere
GMRES-Lo¨sung fu¨r eine FE-Diskretisierung und behauptet, dass der Unterschied
noch von der Besetzung der Matrix abha¨ngt. Wenn als Pra¨konditionierung die Ska-
lierung der Matrix A genommen wird [110], zeigt das TFQMR-Verfahren dagegen die
besten Ergebnisse. Das GMRES-Verfahren ist dabei stark vom gewa¨hlten Pra¨kon-
ditionierer abha¨ngig.
Alle iterativen Verfahren sind stark von der Konditionszahl der System-Matrix
abha¨ngig. Da die Steifigkeitsmatrix gewo¨hnlich eine große Konditionszahl hat, ver-
sucht man die Matrix gu¨nstig zu pra¨konditionieren, um die Iterationsanzahl wesent-
lich zu reduzieren.
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5.2.6 Pra¨konditionierung
Wir befassen uns hier nicht mit allgemeinen Pra¨konditionierungs-Verfahren, die in
vielen Arbeiten [13, 23, 69, 90, 111, 143, 145, 146, 148] aufgefu¨hrt sind, sondern inter-
essieren uns fu¨r die speziellen Block-Pra¨konditionierer, die die Matrix-Blockstruktur
(5.17) ausnutzen. Fu¨r das Stokes-Problem mit einer symmetrischen Matrix F mit
Hilfe der Eigenvektor-Analyse werden solche Pra¨konditionierer in der Blockdiago-
nalform
P =
(
F 0
0 −X
)
, Cp =
∫
Ω
ψiψjdx (5.18)
gesucht, wobei X = diag(Cp), X = Cp [184, 154] oder X =
1
ν
Cp [45] und Cp die
Druck-Massen-Matrix ist. Das gilt auch fu¨r zeitabha¨ngige Probleme [105].
Fu¨r das Navier-Stokes-Problem mit der nichtsymmetrischen Matrix F wird die
Steifigkeitsmatrix fu¨r die stabilen Stokes-Elemente (β = 0) durch eine Block-LU-
Faktorisierung zerlegt:(
F BT
B 0
)
=
(
I 0
BF−1 I
)(
F BT
0 −BF−1BT
)
. (5.19)
Wenn man mit S = BF−1BT den Schur-Komplement-Operator bezeichnet, ergibt
sich (
F BT
B 0
)(
F BT
0 −S
)−1
=
(
I 0
BF−1 I
)
. (5.20)
Deshalb wird ein rechter Pra¨konditionierer in der Form
P =
(
F BT
0 −X
)
(5.21)
gewa¨hlt. Das mit P pra¨konditionierte GMRES-Verfahren mit X = S beno¨tigt genau
zwei Iterationen bis zur exakten Lo¨sung [117]. Da die exakte Berechnung von S
aufwendig ist, kann die Matrix X unterschiedlich approximiert werden:
• XM = 1νCp (vorgeschlagen in [45]);
• XB = (BBT )(BFBT )−1(BBT ) (vorgeschlagen in [46, 79]);
• X−1R = 12(X−1M +X−1B ) (vorgeschlagen in [89]);
• XG = DpF−1p Cp (vorgeschlagen in [89, 48]).
Die MatrizenDp und Fp sind entsprechend die diskreten Diffusions- und Konvektions-
Diffusions-Operatoren fu¨r den Druck. Die umfangreichen Tests und Untersuchungen
aller vier Versionen [47, 49, 89, 102, 153, 183] zeigen die Unabha¨ngigkeit der GMRES-
Iterationszahl vom Raumdiskretisierungsparameter h, obwohl die Iterationsanzahl
fu¨r kleinere Werte von ν bzw. gro¨ßere Reynoldszahl wa¨chst.
Fu¨r die Faktorisierung der inversen Matrix P in der Form (5.21) gilt
P−1 =
(
F−1 0
0 I
)(
I BT
0 −I
)(
I 0
0 X−1
)
. (5.22)
Die Implementierung des Pra¨konditionierers schließt also die Berechnung von F−1
und X−1 ein.
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• Fu¨r die Lo¨sung eines diskreten Konvektions-Diffusions-Problems mit der Ma-
trix F sind Multigrid- [139] oder Blockdiagonal-Pra¨konditionierer [101] gut
geeignet. Die Matrix F a¨ndert sich in jeder Zeititeration.
• Die Matrix X−1M kann mit dem klassischen CG-Verfahren und der einfachen
diagonalen Pra¨konditionierung approximiert werden.
• Es gibt keinen einfachen Weg, die Matrix (BBT )−1 zur Bestimmung von X−1B
zu berechnen. Die Auswertung von (BBT )−1 geschieht aber nur einmal bei
zeitabha¨ngigen Problemen.
• Zur Berechnung von X−1G außer der Matrix C−1p braucht man noch die Matrix
D−1p mit dem allgemeinen Pra¨konditionierer, wie z.B. die Multigrid-Technik, zu
bestimmen, wobei diese Matrix genau wie die Massenmatrix Cp noch zusa¨tzlich
assembliert werden muss.
Das bekannte SIMPLE-Verfahren [129] kann auch als ein Pra¨konditionierer dar-
gestellt werden [97, 179, 180]:
P−1 =
(
I −D−1BT
0 I
)(
F 0
B −BD−1BT
)−1
, D = diag(F ), (5.23)
wobei die inversen Matrizen F−1 und B−1 approximiert werden mu¨ssen.
Man kann auch a¨hnlich zu (5.19) eine unvollsta¨ndige Block-LU-Faktorisierung
durchzufu¨hren [64, 173]
A˜ =
(
F 0
B −BF−1BT
)(
I F−1DT
0 I
)
≈
(
F 0
B −BHBT
)(
I GDT
0 I
)
=
(
F FGBT
B B(G−H)BT
)
,
(5.24)
wobei zur Approximation von A˜ die zwei Matrizen G und H eingefu¨hrt wurden.
Wenn die Matrix Cu die Geschwindigkeits-Massenmatrix bezeichnet, dann entspricht
die Wahl G = H = ∆tM−1u der algebraischen Version der Chorin-Temam-Projek-
tionsmethode [130] (Abschnitt 3.1.2). Die Wahl H = ∆tM−1u und G = F liefert die
sog. Yosida-Methode [135, 136].
Abbildung 5.11: Merkmaldiagramm des Pra¨konditionierungs-Konzepts
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Das Pra¨konditionierungs-Konzept entha¨lt also die Block-Pra¨konditionierer (5.18)
und (5.21) entsprechend fu¨r die Stokes- und die Navier-Stokes-Gleichungen. Außer-
dem mu¨ssen noch allgemeine Pra¨konditionierer der Multigrid-, LU- und SAI-Klassen
(engl. sparse approximate inverse) zur Berechnung von F−1 und X−1 implementiert
werden.
5.2.7 Parallelisierung
Der Parallelisierungsprozess erfolgt in drei Etappen:
1. Partitionierung des Gitters auf u¨berlappende oder nichtu¨berlappende (Ab-
schnitt 5.2.1) Gleichgewichtsteile mit mo¨glichst kleinerem gemeinsamen Rand
zwischen jeweils zwei Teilen. Die u¨berlappende Partitionierung fu¨hrt zu zusa¨tz-
lichem Kommunikations- und Rechen-Aufwand wegen der mehrfach gespei-
cherten Randzellen in den Gitterpartitionen und wird nur im Fall eines Up-
windverfahrens benutzt, das Freiheitsgrade aus den benachbarten Zellen mit
einbezieht;
2. Parallele Assemblierung der Steifigkeitsmatrix A;
3. Parallele Lo¨sung des linearen Gleichungssystems.
In diesem Abschnitt werden die zweite und die dritte Etappe behandelt, wobei
die Partitionierung mit einem externen Graphenpartitionierer durchgefu¨hrt werden
kann (Abschnitt 5.2.1).
Abbildung 5.12: Punktebezeichnung eines partitionierten Viereckgitters
Wir betrachten die Parallelisierung auf dem algebraischen Niveau, weil die ver-
teilten Stokes-/Oseen-Probleme auf die a¨quivalenten Lineare-Algebra-Probleme zu-
ru¨ckgefu¨hrt werden ko¨nnen. Die Grundlagen der Parallelisierung werden nach der
Arbeit von Haase [76] dargestellt. Sei das Dreieck- oder Viereckgitter T in die Teil-
gitter T1, T2, ..., TP zerlegt (z.B. Abb. 5.12 mit P = 4 auf einem Viereckgitter in
zwei Dimensionen). Wir unterscheiden drei Arten von Knoten durch die folgenden
Indizes:
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(I) Punkte bzw. Freiheitsgrade im Teilgebietsinneren (NI),
(E) Punkte im Inneren der Teilgebietskanten (NE),
(V) Punkte am Beginn oder am Ende einer Teilgebietskante (NV ).
Die Gesamtzahl der Punkte ergibt sich zu N = NV +NE+NI . Zur Vereinfachung der
Darstellung werden zuerst V-, dann E- und I-Punkten nummeriert. Die Knotenzu-
ordnung in den Teilgebieten wird mit Hilfe der Koinzidenzmatrizen Ki (i = 1, ..., P )
symbolisch repra¨sentiert. Die Matrix Ki (Ni×N) ist eine Boolesche Matrix, welche
einen globalen Vektor u auf den lokalen Vektor ui abbildet. Dann erscheinen die
Eintra¨ge fu¨r innere Punkte genau einmal pro Zeile und Spalte in den Matrizen Ki.
Die Eintra¨ge der Koppelknoten treten so oft in Ki auf, wie es Teilgebiete gibt, zu
denen sie geho¨ren. Die Anzahl der Eintra¨ge entha¨lt die Diagonalmatrix
R =
P∑
i=1
KTi Ki. (5.25)
Wir definieren nun zwei Arten von Vektoren auf den verteilten Teilgittern, wobei
die Vektorelemente die bestimmten Werte in den Gitterpunkten speichern.
Definition 5.1. (Akkumulierter Vektor) Der Vektor u wird in Prozessor Pi als
ui = Kiu
gespeichert, d.h. der Vektor ui besitzt die vollen Werte in den zum Teilgitter Ti
geho¨renden Punkten.
Definition 5.2. (Verteilter Vektor) Der Vektor b wird in Prozessor Pi als bi so
gespeichert, dass
b =
P∑
i=1
KTi bi
gilt, d.h. die Vektorelemente bV und bE besitzen nur einen Teil des vollen Wertes
und erst ihre globale Akkumulation erzeugt den vollen Wert.
Die globale Steifigkeitsmatrix A wird im verteilten Sinne analog zum verteilten
Vektor abgespeichert und daher als verteilte Matrix klassifiziert.
A =
P∑
i=1
KTi AiKi, (5.26)
wobei Ai die zum Teilgitter Ti geho¨rende Steifigkeitsmatrix darstellt. Die verteilten
Matrizen Ai ko¨nnen deswegen ohne Kommunikation auf jedem Prozessor Pi parallel
assembliert und gespeichert werden. So haben wir die zweite Etappe des Paralleli-
sierungsprozesses gekla¨rt.
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Operationen mit Kommunikation
Die Vektor-Operationen mit Vektoren gleicher Art ko¨nnen offensichtlich ohne Kom-
munikation ausgefu¨hrt werden. Die Umwandlung eines verteilten in einen akkumu-
lierten Vektor erfordert Kommunikation:
bi = Ki
P∑
i=1
KTi bi, (5.27)
wobei die Randpunktwerte bV und bE zwischen jeweils zwei Teilgittern ausgetauscht
werden mu¨ssen. Die andere Umwandlung eines akkumulierten in einen verteilten
Vektor ist nicht eindeutig. Eine Approximationsmo¨glichkeit besteht in der lokalen
Division jeder Vektorkomponente durch die Anzahl der anliegenden Teilgebiete, z.B.
bi = R
−1bi. (5.28)
Die Matrix R aus (5.25) kann fu¨r jeden Prozessor gespeichert werden und wird nur
dann mit der zusa¨tzlichen Kommunikation aktualisiert, wenn das Gitter gea¨ndert
wird, z.B. bei der Adaption.
Das Skalarprodukt von Vektoren verschiedener Vektortypen erfordert bzgl. der
Kommunikation nur die Summation einer reellen Zahl:
xTb = xT
P∑
i=1
KTi bi =
P∑
i=1
(Kix)
Tbi =
P∑
i=1
xTi bi. (5.29)
Jede andere Vektorkombination beno¨tigt eine Vektor-Typumwandlung evtl. mit
Kommunikation. Das Produkt einer verteilten Matrix mit einem akkumulierten Vek-
tor liefert einen verteilten Vektor. Aus der Definition 5.1 ergibt sich:
Ax =
P∑
i=1
KTi AiKix =
P∑
i=1
KTi Ai xi︸ ︷︷ ︸
ri
= r. (5.30)
Die Kommunikation wird nur durch die Summe initiiert, wobei das lokale Produkt
Ai xi = ri ohne Kommunikation durchgefu¨hrt wird. Das Produkt einer verteilten
Matrix mit einem verteilten Vektor beno¨tigt eine Vektorumwandlung, bevor die
Multiplikation (5.30) ausgefu¨hrt werden kann.
U¨berlappende Partitionierung
Das Konzept von verteilten und akkumulierten Vektoren funktioniert auch im Fall
der u¨berlappenden Partitionen, obwohl die Teilmatrizen Ai neu definiert werden
mu¨ssen, damit die Beziehung (5.26) stimmt. Mehrere Randelemente geho¨ren in die-
sem Fall gleichzeitig zu mehr als einer Partition und werden parallel in die ent-
sprechenden Teilgebietsmatrizen Aˆi assembliert. Um das Problem der mehrfachen
Elemente-Assemblierung zu lo¨sen, wird die Wertigkeit eines ElementsWk eingefu¨hrt,
die gleich der Anzahl der das Element enthaltenden Teilgebiete ist. Dann gilt
Ai =
∑
Tk∈Ti
1
Wk
Lk, (5.31)
wobei Tk ein Element des Teilgitters Ti und Lk die entsprechende lokale Matrix sind.
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Parallelisierung iterativer Verfahren
Als ein Beispiel betrachten wir eine Parallelisierung des klassischen CG-Verfahrens
(Tab. 5.5). Die Parallelisierungsstrategie besteht in der Einteilung sa¨mtlicher Vek-
toren in zwei o.g. Klassen: akkumulierte und verteilte Vektoren (Def. 5.1,5.2), wobei
die Anzahl der notwendigen Kommunikationen mo¨glichst klein gehalten werden soll.
sequenziell parallel
1 Wa¨hle x0 Wa¨hle x0
2 r = b− Ax0 r = b− Ax0
3 s0 = r0 s0 = r0 Komm (5.27)
4 δ0 = r
T
0 r0 δ0 = r
T
0 r0
5 do k = 0, 1, ... do k = 0, 1, ...
6 qk = Ask qk = Ask
7 αk = δk/q
T
k sk αk = δk/q
T
k sk Komm (5.29)
8 xk+1 = xk + αksk xk+1 = xk + αksk
9 rk+1 = rk − αkqk rk+1 = rk − αkqk
10 rk+1 = rk+1 Komm (5.27)
11 δk+1 = r
T
k+1rk+1 δk+1 = r
T
k+1rk+1 Komm (5.29)
12 βk = δk+1/δk βk = δk+1/δk
13 sk+1 = rk+1 + βksk sk+1 = rk+1 + βksk
14 until (
√
δk+1/δ0 < TOL) until (
√
δk+1/δ0 < TOL)
Tabelle 5.5: Eine sequenzielle und eine parallele Version des klassischen CG-Ver-
fahrens
Die Matrix A wird verteilt assembliert und gespeichert (5.26). Vektoren s→ s,
x → x und r sind akkumuliert. Vektoren b, q und r sind verteilt gespeichert und
werden im Iterationsverlauf nicht akkumuliert. Mit dieser Auswahl kann das Matrix-
Vektor-Produkt ohne Kommunikation ausgefu¨hrt werden. Da in den beiden Skalar-
produkten der CG-Iteration nun unterschiedliche Vektor-Typen auftreten, ko¨nnen
diese Operationen mit einem geringen Kommunikationsaufwand durchgefu¨hrt wer-
den. Der resultierende parallele CG-Algorithmus (Tab. 5.5, 2. Spalte) erfordert pro
Iteration zwei All Reduce-Operationen [10, 74, 115, 116] mit einer reellen Zahl
und eine Vektorakkumulation.
Die weiteren Iterationsverfahren (Tab. 5.4) werden genau so parallelisiert, in-
dem zuerst alle Vektoren in die zwei Klassen so eingeteilt werden, dass mo¨glichst
wenig Kommunikation notwendig ist. Dabei entstehen die o.g. Kommunikations-
Operationen: Vektorumwandlung und Skalarprodukt.
5.2.8 A posteriori Fehlerscha¨tzung
In der praktischen Anwendung aller Diskretisierungsverfahren besteht eine wichtige
Fragestellung darin, wie stark tatsa¨chlich die berechnete Na¨herungslo¨sung (uh, ph)
von der zu approximierenden Lo¨sung (u, p) abweicht. Dieses Konzept ist verant-
wortlich fu¨r die Messung des Fehlers anhand gewisser Normen. Der Fehler kann
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auch bezu¨glich eines linearen Funktionals J(u) abgescha¨tzt werden, das nach der
physikalischen Bedeutung der Aufgabe von Interesse ist. In den Stro¨mungsproblemen
kann das z.B. die Flussfunktion sein. Wu¨nschenswert sind also Fehlerabscha¨tzungen
der Form
D1η ≤ ‖u− uh‖1 + ‖p− ph‖0 ≤ D2η (5.32)
oder
D1η ≤ |J(u)− J(uh)| ≤ D2η (5.33)
mit von Diskretisierungsparametern unabha¨ngigen Konstanten D1, D2 > 0 und
η =
(∑
K∈Th
η2K
) 1
2
, (5.34)
wobei die Gro¨ßen ηK mit nicht zu großem Aufwand aus den auf dem Element K
bekannten Daten berechenbar sein sollen. Die beidseitige Abscha¨tzung in (5.32),
(5.33) sind dazu no¨tig, eine Fehler-U¨berscha¨tzung und dadurch evtl. zu starke Git-
terverfeinerung und zusa¨tzlichen Aufwand zu vermeiden. Der Quotient D2
D1
ist dann
ein Maß fu¨r die Effizienz des Fehlerscha¨tzers.
Die a posteriori Fehlerscha¨tzer lassen sich in die folgenden Klassen einteilen:
1. Residuumsabscha¨tzung: Scha¨tze den Fehler der numerischen Lo¨sung durch eine
geeignete Norm ihres Residuums bezu¨glich der starken Form der Differenzial-
gleichung [174, 176, 36];
2. Lo¨sung von lokalen Problemen: Lo¨se lokale diskrete Probleme a¨hnlich, aber
einfacher als das urspru¨ngliche Problem und verwende geeignete Norme zur
Fehlerscha¨tzung [9];
3. Hierarchisch basierte Fehlerscha¨tzung: Berechne das Residuum der FE-Lo¨sung
bezu¨glich eines anderen FE-Raums bestehend aus den Elementen ho¨herer Ord-
nung oder auf einem verfeinerten Gitter [11];
4. Mittelwert-Methode: Verwende eine Extrapolation oder Mittelwertbildung zur
Fehlerscha¨tzung [28, 29];
5. Dualgewichtete Residuumabscha¨tzungen (DWR-Methode): Scha¨tzt den Fehler
in der Form (5.33) anhand primaler und dualer numerischer Lo¨sungen der
schwachen Form der Differenzialgleichung [15, 16, 17, 81, 140, 141].
Einen Vergleich und eine Diskussion der Fehlerscha¨tzer (1-4) findet man auch bei
Verfu¨rth [175].
Wir begrenzen die Betrachtung auf ein konkretes Beispiel der Fehlerscha¨tzung
fu¨r die Navier-Stokes-Gleichungen, ohne zugeho¨rige Herleitung, die in der jeweili-
gen Quelle angegeben ist. Die traditionelle Vorgehensweise zur residuumbasierten
Fehlerscha¨tzung fu¨hrt zur folgenden Darstellung [177]:
ηK =
(
h2k‖ −∆uh +∇ph +
1
ν
(uh · ∇)uh − 1
ν
f‖2L2(K)
+‖∇ · uh‖2L2(K) +
∑
E∈Eh
E⊂∂K
hE‖[nE · (∇uh − phI)]E‖2L2(E)

1
2
.
(5.35)
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Hierbei bezeichnen I die d× d Einheitsmatrix, Eh die Menge der inneren Kanten in
Th, nE einen zur Kante E senkrechten Einheitsvektor und [φ]E den Sprung von φ
u¨ber E in Richtung nE. Die Kante E hat La¨nge hE. Man beachte, dass die Terme
[nE · phI]E verschwinden, wenn wir eine stetige Druckapproximation verwenden.
A¨hnlich zu den KonzeptenGleichungssystemlo¨ser oderPra¨konditionierung
stellt jeder einzelne Fehlerscha¨tzer eine getrennte Software-Komponente dar, die in
der Kompilierungszeit statisch in einen Solver mit einbezogen werden kann.
Gitteradaption
Der lokale Fehler ηK kann durch Verfeinerung der Gitterelemente verbessert werden,
die nach den folgenden Regeln abla¨uft:
• Gleichverteilungskriterium: Die Anpassung des Gitters (Verfeinerung oder Ver-
gro¨berung von Elementen) erfolgt mit dem Ziel, dass die lokalen Fehlerscha¨tzer
η∗K fu¨r das angestrebte neue Gitter T ∗h den gleichen Wert u¨ber alle Elemente
K annehmen.
• Abschneidekriterium: Es werden nur jene Elemente K verfeinert, deren loka-
ler Scha¨tzer ηK einen gewissen Mindestbeitrag zum Gesamtscha¨tzer η liefert.
Dieser Beitrag wird in der Form λη mit λ ∈ (0, 1) als Parameter festgelegt.
• Reduktionskriterium: Es wird εη = λη gesetzt. Danach werden einige Anpas-
sungsschritte nach dem Gleichverteilungskriterium mit der Toleranz εη durch-
gefu¨hrt.
Algorithmisch kann der Adaptionsprozess fu¨r stationa¨re Probleme so aussehen:
1. Erzeuge ein grobes Anfangsgitter T0, das das Problemgebiet Ω ausreichend gut
darstellt, und setze i = 0;
2. Lo¨se das diskrete Problem auf dem Gitter Ti;
3. Berechne fu¨r jedes Element K ∈ Ti die a posteriori Fehlerscha¨tzung ηK und
ηi = maxK∈Ti ηK ;
4. Falls der Fehler ηi ≤ TOL ist, STOP. Sonst verfeinere alle Elemente K ∈ Ti
mit ηK ≥ ληi. Verfeinere evtl. weitere Elemente, um ein zula¨ssiges Gitter Ti+1
zu erhalten. Setze i := i+ 1 und gehe zum Schritt 2 zuru¨ck.
Fu¨r instationa¨re Probleme muss die Genauigkeit der berechneten numerischen
Lo¨sung jeweils nach einigen Zeitschritten abgescha¨tzt werden, wobei die ra¨umliche
Verfeinerung mit der Zeitschrittsteuerung gekoppelt sein soll. Eine partielle Ver-
gro¨berung oder vollsta¨ndig neue Gittergenerierung kann notwendig sein. In den bei-
den Fa¨llen kann die Gitteradaption mit der Bewegten-Gitter-Technik gewechselt
oder zusammen verwendet werden. Dabei werden einige Gitterpunkten verschoben,
wobei deren Gesamtzahl konstant bleibt.
Die Gitteradaptions-Algorithmus als Software-Komponente kann in der Form
einer Policy-Klasse (Alexandrescu [3], Kap. 1) implementiert und in eine FEM zu-
sammen mit einem geeigneten Fehlerscha¨tzer statisch eingebaut werden.
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5.3 Implementierung von Komponenten und Daten-
strukturen
Im Abschnitt 5.3.1 werden zuerst die Parameter des Doma¨nenmodells mittels DSL-
Sprache zusammengefasst. Die weiteren Abschnitte beschreiben eine Implementie-
rung der ausgewa¨hlten Komponenten, die besonders wichtig fu¨r den gesamten Solver
sind.
5.3.1 Vorla¨ufige DSL
Die DSL ist eine doma¨nenspezifische Sprache zur Beschreibung eines Simulationssol-
vers im Problemraum. Damit wird die aus Merkmaldiagrammen entstandene Kon-
figuration der Eigenschaften des Doma¨nenmodells beschrieben (Tab. 5.6), obwohl
keine Kenntnisse der Programmierdetails erforderlich sind. Die Beschreibung des
gewu¨nschten Solvers erfolgt auf verschiedenen Abstraktionsniveaus ausschließlich
mit den im Problemraum gegebenen Anforderungen.
Solver Solver[Import,Method,Result,Parallel]
Import GAMBIT NEU-Format | ...
Result DX-Format | ...
Parallel true | false
Method FEM[Equation,Mesh,StokesElement,LS-Solver,Assembling] |
FVM[Equation,Mesh,Scheme,LS-Solver] |
FDM[Equation,Mesh,Scheme,LS-Solver]
Equation NavierStokes[TimeDiskr,Linearization] | Stokes[TimeDiskr] |
SteadyStokes
LS-Solver GMRES | TFQMR | BiCGStab | ...
TimeDiskr ThetaScheme[Numerator,Denominator] | AdamsBashforth
Linearization SemiExplicit | NewtonMethod
Mesh F1[Dimension] | R1[Dimension] | R2[Dimension]
StokesElement StableStokesElement[Element,Element] |
UnstableStokesElement[Element,Element,Stabilization]
Element Conform[Geometry,Dimension,Order] |
CrouzeixRaviart[Geometry,Dimension] |
RannacherTurek[Geometry,Dimension] | ...
Geometry triangular | quadrilateral
Dimension 1 | 2 | 3
Tabelle 5.6: DSL-Grammatik
Die vorla¨ufige DSL-Grammatik (Tab. 5.6) kann alle vorhandene Verfahren aus
dem Problemraum nicht enthalten. Die Mengen von notwendigen Parameter sind an
einigen Stellen unendlich, z.B. die Eingangs- (Import) und Ausgangs-Datenformate
(Result). Es gibt viele andere nichtkonforme Stokes-Elemente, Stabilisierungstech-
niken, die hier nicht angegeben wurden. Die FVM- und FDM-Schemas wurden auch
nicht als Parameter beschrieben. Die aufgebaute Architektur mit der Beru¨cksichti-
gung von vielen Klassen von Verfahren gestattet aber das Doma¨nenmodell durch
die Einfu¨hrung von neuen Parameter ohne A¨nderungen zu erga¨nzen.
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5.3.2 Freiheitsgradnummerierung
Wir befassen uns in diesem Abschnitt mit der Nummerierung von Freiheitsgra-
den ausgehend von einem Gitter im R1-Format (Abb. 5.5), obwohl die Implemen-
tierung auf andere Gitter-Datenstrukturen einfach u¨bertragen werden kann. Wir
beschra¨nken uns auf den Fall konformer Ansatzfunktionen bzw. die entsprechen-
de Freiheitsgrad-Verteilung auf einem Gitter-Element. Der Assemblierungsprozess
la¨uft u¨ber Gitterzellen ab (Abschnitt 5.2.4). Das Ziel der Nummerierung ist aus der
Gitter-Datenstruktur eine Tabelle zu bekommen, wobei jede Zeile (1...NT ) einer Zel-
le entspricht und die globalen Freiheitsgradnummern speichert (Abb. 5.13,c). Jede
Zeile tra¨gt also die Indizes fu¨r die lokalen Steifigkeitsmatrizen.
a) b) c)
Abbildung 5.13: Freiheitsgradnummerierung auf einem Viereckgitter in 2D
Wenn man eine unvollsta¨ndige Gitter-Datenstruktur nutzen mo¨chte (Abb. 5.5,
R1, R2), muss man zuerst ein Muster definieren, in welcher Reihenfolge die Ecken
ein Gitter-Element bestimmen. Das ist insbesondere wichtig fu¨r ein Viereck-Gitter,
wobei nicht jeweils zwei Ecken eine Kante bilden (Abb. 5.14). Nach einem solchen
Muster ko¨nnen die Kanten im 2D-Fall (Kanten und Fla¨chen im 3D-Fall) aus einer
Zelle-Ecken-Liste problemlos wiederherstellt werden. Diese Muster-Nummerierung
entspricht auch der lokalen Freiheitsgradnummerierung erster Ordnung. Da wir den
Nummerierungsprozess fu¨r eine beliebige Ordnung m automatisieren wollen, werden
die Nummern auf dieselbe Weise verteilt: Von links nach rechts und dann nach oben
(Abb. 5.13,b); Im 3D-Fall: geht man lexikografisch entsprechend der Achsenbezeich-
nung vor.
a) Viereck b) Hexaeder
Abbildung 5.14: Ecken-Nummerierung in einem Viereck-Gitter
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Zum Aufbau von Ansatzfunktionen zu jedem Freiheitsgrad werden die mehrdi-
mensionalen Nummern benutzt (Abschnitt 4.3), deshalb muss die Abbildung von sol-
chen Nummern auf die nichtnegativen ganzen Zahlen und umgekehrt {ki, kj} ↔ Nˆ
gebildet werden. Die Abbildungsfunktion stammt aus den Formeln (4.10),(4.11) fu¨r
die Dimension der lokalen MatrizenM bzw. die maximale lokale Nummer im Gitter-
Element. In einem Viereckgitter gilt:
Nˆ(d,m) =
d∑
i=1
kiM(d− i,m) =
d∑
i=1
ki(m+ 1)
d−i, (5.36)
in einem Dreieckgitter dagegen
Nˆ(d,m) =
d∑
i=1
ki∑
j=1
M(d− i,m− j + 1). (5.37)
Die Umkehr-Abbildung ist komplizierter. Fu¨r ein Viereckgitter muss Nˆ Modulo
(m + 1)d−i zur Bestimmung von ki zerlegt werden. Fu¨r ein Dreieckgitter, aus Nˆ
werden die Zahlen M(d − i,m − j + 1) subtrahiert, solange Nˆ ≥ 0 gilt, wobei i =
1, ..., d und j = 0, ...,m bezeichnet. Dann bestimmt die Anzahl der erfolgreichen j-
Iterationen den Wert ki. Damit ist die Frage der lokalen Freiheitsgradnummerierung
abgeschlossen.
Wir wollen nun jedem Freiheitsgrad des gesamten Gitters eine eindeutige Num-
mer geben, wobei ein Freiheitsgrad sich in einer Ecke, auf einer Kante, auf einer
Fla¨che oder im Zellen-Inneren befinden kann. Wenn eine Nummer einem Freiheits-
grad z.B. in der Gitter-Ecke zugeordnet und in die Tabelle eingetragen ist, muss die
Nummer auch fu¨r alle benachbarten Zellen in die Tabelle in die richtige Spalte einge-
tragen werden. Die Spaltennummer bzw. die lokale Freiheitsgradnummer (z.B. in der
Abb. 5.13,b) wird aus der lokalen Ecken-Nummer (Abb. 5.14) bestimmt. So entsteht
eine gitterunabha¨ngige Abbildung der Ecken-Nummern in die Freiheitsgradnum-
mern Vi → Fi lokal auf einem Referenz-Element. Im Beispiel der Abbildung (5.13,b)
mit der Ordnung m = 4 ist die Abbildung: {0, 1, 2, 3} → {0, 4, 20, 24}. A¨hnliche
Abbildungen mu¨ssen noch zur richtigen Nummerierung von Kanten- und Fla¨chen-
Punkten aufgebaut werden. Die Schwierigkeit besteht aber darin, dass die Abbildung
nicht nur die lokale Entity-Nummer, sondern auch die Entity-Orientierung beru¨ck-
sichtigen muss. Um die Entity-Orientierung zu unterscheiden werden Kanten und
Fla¨chen durch die Ecken bezeichnet: eine Kanten durch zwei Ecken, eine Fla¨che
durch drei Ecken. Dann unterscheidet sich die Kante (0, 1) von der Kante (1, 0)
und die Fla¨che (0, 1, 2) von der Fla¨che (0, 2, 1). Die Kanten (0, 1) und (1, 0) ent-
halten entsprechend innere Punkte {1, 2, 3} und {3, 2, 1} (Abb. 5.13,b), wobei die
Reihenfolge wichtig ist. Fu¨r eine Fla¨che muss die Reihenfolge noch definiert werden.
Wir nehmen an, dass die Nummerierung von der ersten zur zweiten Fla¨chen-Ecke
zeilenweise erfolgt. Dann enthalten die Fla¨chen (0, 1, 2) und (0, 2, 1) entsprechend
die Punkte {6, 7, 8, 11, 12, 13, 16, 17, 18} und {6, 11, 16, 7, 12, 17, 8, 13, 18}. Mit diesen
Regeln werden die Kanten- und Fla¨chen-Abbildungen aufgebaut.
Die Gitter-Datenstruktur R1 (Abb. 5.5) stellt uns eine Zellen-Liste mit den fu¨r
jede Zelle nach dem Muster (Abb. 5.14) geordneten Ecken und eine Ecken-Liste,
die fu¨r jede Ecke die benachbarten Zellen entha¨lt, zur Verfu¨gung. Da wir von einer
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unvollsta¨ndigen Gitter-Datenstruktur ausgehen und eine zellenbezogene Tabelle als
Resultat (Abb. 5.13,c) aufbauen wollen, lassen wir den Nummerierungsprozess nach
Zellen hierarchisch ablaufen: Ecken, kanteninnere Punkte, fla¨cheninnere Punkte und
anschließend zelleninnere Punkte.
• Der Za¨hler bekommt den Anfangswert.
• Nummerierung von Ecken:
1. Die erste Zelle wird die aktuelle.
2. Jede noch nicht nummerierte Ecke der aktuellen Zelle bekommt die na¨chste
Nummer. Diese Nummer wird den Nachbarnzellen der Ecke u¨bergeben
und dort mit der Abbildung der richtigen Ecke zugewiesen, wobei die
Nachbarnzellen nur mit einer gro¨ßeren Nummer als die aktuelle Zelle
beru¨cksichtigt werden mu¨ssen, weil die Ecken der vorhergehenden Zellen
schon vollsta¨ndig durchnummeriert sind.
3. Die na¨chste Zelle wird die aktuelle und Schritt 2 wird wiederholt.
• Nummerierung von Kanten:
1. Die erste Zelle wird die aktuelle.
2. Jeder noch nicht nummerierten Kante AiAj der aktuellen Zelle werden
die na¨chstenm−1 Nummern zugeordnet. In den Nachbarnzellen der Ecke
Ai werden die Kanten mit der Ecke Aj gesucht. Falls eine solche Kante
gefunden ist, werden die neuen Nummern mittels der Abbildung fu¨r die
Nachbarzelle eingetragen. Die Nachbarzellen mu¨ssen dabei auch nur mit
einer gro¨ßeren Nummer als die aktuelle Zelle betrachtet werden, weil die
Kanten der vorhergehenden Zellen schon vollsta¨ndig durchnummeriert
sind.
3. Die na¨chste Zelle wird die aktuelle und Schritt 2 wird wiederholt.
• Nummerierung von Fla¨chen (nur in 3D-Fall):
1. Die erste Zelle wird die aktuelle.
2. Jeder noch nicht nummerierten Fla¨che AiAjAk der aktuellen Zelle werden
die na¨chsten M(d − 1,m − 2) im Viereck-Fall oder M(d − 1,m − 3) im
Dreieck-Fall Nummern zugeordnet. In den Nachbarnzellen der Ecke Ai
werden die Fla¨chen mit den Ecken Aj und Ak gesucht. Falls eine solche
Fla¨che gefunden ist, werden die neuen Nummern mittels der Abbildung
fu¨r die Nachbarnzelle eingetragen. Die Nachbarnzellen mu¨ssen dabei auch
nur mit einer gro¨ßeren Nummer als die aktuelle Zelle betrachtet werden.
3. Die na¨chste Zelle wird die aktuelle und Schritt 2 wird wiederholt.
• Nummerierung von Punkten im Zellen-Inneren. Dabei werden alle Zellen durch-
laufen und die neuen Nummern vergeben. Keine Nachbarsuche ist erforderlich.
Fu¨r das Stokes-/Navier-Stokes-Problem muss der Algorithmus doppelt ausgefu¨hrt
werden, fu¨r die Geschwindigkeit und fu¨r den Druck. Die Nummerierung fu¨r die
Geschwindigkeit erfolgt mit dem Schritt 1,2 oder 3 entsprechend der Anzahl der
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Abbildung 5.15: UML-Diagramm der Gitter-Datenstrukturen
Geschwindigkeitskomponenten. Der Za¨hler fu¨r den Druck bekommt logischerweise
die gesamte Anzahl der Geschwindigkeitsfreiheitsgrade als Anfangswert.
Die Abbildung 5.15 stellt ein UML-Klassendiagramm zur Implementierung der
Gitterdatenstruktur R1 und die Freiheitsgradnummerierung. Das Klassen-Template
MeshR1 hat nur die Dimension d als Parameter, entha¨lt die Zellen-Ecken und Ecken-
Zellen-Beziehungen und erbt das Klassen-Template MeshBase, das die gemeinsamen
Daten fu¨r alle Gitter-Datenstrukturen tra¨gt: Ecken-Koordinaten, Ecken- und Zellen-
Anzahl. Das Klassen-Template MeshR1 entha¨lt auch ein Array der Randgruppen
Boundary. Eine Randgruppe sammelt die Randecken von gleichem Typ, wie z.B.
Dirichlet- oder Neumann-Randecken. Jede Randecke ist in der Beziehung (5.1) in
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der Klasse BoundaryInfo gespeichert. Die lokale Abbildungen werden im Klassen-
Template ElementMap implementiert. Dieses Template hat keine allgemeine Definiti-
on ist aber fu¨r die Dimensionen 1,2 und 3 spezialisiert, wobei jede Spezialisierung die
Spezialisierung fu¨r die vorhergehende Dimension erbt, d.h., die erste Spezialisierung
entha¨lt nur die Ecken- und Zellen-Abbildung, die zweite - die Kanten-Abbildung und
die dritte - die Fla¨chen-Abbildung. Damit werden nur die notwendigen Abbildun-
gen fu¨r die bestimmte Dimension zusammengestellt. Die Nummerierung erfolgt im
Klassen-Template MeshLayer, das eine a¨hnliche hierarchische Gestalt bezu¨glich der
Dimension hat. Alle Daten befinden sich aber in der ersten Spezialisierung, wobei
die Nummerierungsalgorithmen u¨ber die Hierarchie verteilt sind: Die erste Spezia-
lisierung - die Nummerierung von Ecken, die zweite - Kanten, die dritte - Fla¨chen.
Eine kurze Notationsbeschreibung von UML-Klassendiagrammen gibt es im Anhang
A.2.2.
a) ohne Bandbreitereduktion b) mit Cuthill-McKee-Reduktion
Abbildung 5.16: Struktur der schwachbesetzten Steifigkeitsmatrix ohne und mit der
Bandbreite-Reduktion mittels Cuthill-McKee-Algorithmus, entstanden durch die
P2/P1-GFEM-Diskretisierung der instationa¨ren Navier-Stokes-Gleichungen auf ei-
nem Tetraeder-Gitter.
Die entstehende Freiheitsgradnummerierung fu¨hrt zu einer großen Bandbreite
der Steifigkeitsmatrix (Abb. 5.16a), da der Nummerabstand zwischen Ecken, Kan-
ten und Fla¨chen groß ist. Fu¨r die Bandbreitereduktion kann der Cuthill-McKee-
Algorithmus angewendet werden (Abb. 5.16). Die dagegen unvermeidbare Umnum-
merierung der Freiheitsgrade muss fu¨r die Dirichlet-Randpunkten durchgefu¨hrt wer-
den, um schließlich das lineare Gleichungssystem in der Form (5.15) zu erhalten,
wobei zuerst die Geschwindigkeit u1, v1, w1, u2, v2, w2, ..., dann der Druck p1, p2, ...
und am Ende die Dirichlet-Randpunkte uD1, vD1, wD1, uD2, vD2, wD2, ... nummeriert
werden. Alle Zellen mu¨ssen auch dementsprechend fu¨r die Assemblierung in die zwei
Klassen, ohne und mit Dirichlet-Punkten eingeteilt werden.
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5.3.3 Lineare-Algebra-Bibliotheken
Um die Assemblierung mit den lokalen Matrizen (Abschnitt 5.2.3) sowie die itera-
tiven Verfahren (Abschnitt 5.2.5) einfach und effizient implementieren zu ko¨nnen,
braucht man eine geeignete Lineare-Algebra-Bibliothek. In der Programmiersprache
C++ muss eine solche Bibliothek sowohl u¨ber die flexiblen Matrix-Vektor-Ausdru¨cke
im oberen Abstraktionsniveau als auch u¨ber eine leistungseffiziente Implementierung
der Grundoperationen verfu¨gen. Außerdem sind folgende unterschiedlichen Matrix-
Formate notwendig:
• Vollbesetzte allgemeine ganzzahlige und Gleitkomma-Matrizen (lokale Matri-
zen);
• Vollbesetzte symmetrische ganzzahlige und Gleitkomma-Matrizen (lokale Ma-
trizen);
• Schwachbesetzte Matrizen z.B. im CSR-Format (globale Matrix);
• Ein spezielles indiziertes Format: Eine vollbesetzte allgemeine oder symmetri-
sche Matrix mit Zeilen- und Spalten-Indizes (lokale Matrizen). Dieses Format
geho¨rt nicht zu den in vielen Bibliotheken vorhandenen Standardformaten.
Die Matrix-Bibliothek GMCL ([125], [38],Kap.10) stellt mit Hilfe der generativen
Programmiertechniken die gro¨ßte Anzahl der Matrixformate zur Verfu¨gung. Insge-
samt 1840 verschiedene Matrixformate werden mittels der statischen Konfiguration
generiert. Es gibt aber keine prozessor- und cache-orientierten Optimierungen in
dieser Matrix-Bibliothek. Das spezielle indizierte Matrix-Format muss noch hinzu-
gefu¨gt werden.
Die LASC-Bibliothek [118, 121] wurde insbesondere fu¨r anspruchsvolles wis-
senschaftliches Rechnen im Rahmen eines Stro¨mungssimulation-Solvers entwickelt.
Auf dem oberen Niveau sind die Matrix-Vektor-Operationen durch die Expression-
Templates-Technik optimiert. Fu¨r die Grundoperationen ko¨nnen sowohl eine effizi-
ente C++-Implementierung als auch hardwareabha¨ngige ho¨chstperformante BLAS-
Routinen [20, 131] eingesetzt werden. Solche Routinen werden ha¨ufig von Hardware-
Lieferanten speziell entwickelt. Die Matrixformate ko¨nnen in dieser Bibliothek nicht
konfiguriert und mu¨ssen einzeln implementiert werden. Deshalb wa¨re ein Einsatz
der GMCL-Matrixgeneratoren in der LASC-Bibliothek von Vorteil.
Eine notwendige Erweiterung zu einer Matrix-Bibliothek besteht aus dem Satz
von iterativen Gleichungssystemlo¨ser (Abschnitt 5.2.5) und Pra¨konditionierer (Ab-
schnitt 5.2.6), die nichts von der inneren Matrix-Darstellung wissen und ein beliebi-
ges Matrix-Format einheitlich nutzen ko¨nnen.
Loop-Unrolling
Auf dem unterem Implementierungs-Niveau kann die Template-Metaprogrammie-
rung (Abschnitt 4.1) auch fu¨r ein manuelles Loop-Unrolling erfolgreich eingesetzt
werden. Solche Verfahren wurden gewo¨hnlich auf kleine Vektoren/Matrizen ange-
wendet, deren Dimension eine statische Konstante ist und als ein Template-Parame-
ter u¨bergeben werden kann. Verschiedene Operationen mit solchen kleinen Vektoren
ko¨nnen dann durch eine Template-Rekursion in sequenzielle Ausdru¨cke transfor-
miert werden, die ha¨ufig schneller als Schleifen ausgefu¨hrt werden. Betrachten wir
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beispielsweise die Summe von zwei Vektoren x = (x1, x2, x3)
T und y = (y1, y2, y3)
T ,
so wird statt der Schleife
for ( int i =0; i <3; ++i ) r e s [ i ] = x [ i ] + y [ i ] ;
nach der Kompilierung sequenziell berechnet
r e s [ 0 ] = x [ 0 ] + y [ 0 ] ;
r e s [ 1 ] = x [ 1 ] + y [ 1 ] ;
r e s [ 2 ] = x [ 2 ] + y [ 2 ] ;
Diesen Rechen-Beschleunigungseffekt kann man dadurch erkla¨ren, dass viele moder-
ne Prozessoren mehr als eine Rechen-Einheit beinhalten, die aber vom Programm-
code nicht immer vollsta¨ndig benutzt werden ko¨nnen. Der Pentium4-Prozessor hat
z.B. zwei Rechen-Einheiten, der IBM-Power4-Prozessor - vier Rechen-Einheiten. Ei-
nige spezielle Rechen-Prozessoren, wie z.B. von Hitachi oder NEC, ko¨nnen viel mehr
Rechen-Einheiten enthalten.
Wir interessieren uns insbesondere fu¨r die Skalarprodukt-Operation, die der Be-
standteil des Matrix-Vektor-Produkts ist und bei der iterativen Gleichungssystem-
lo¨sung am ha¨ufigsten vorkommt. Das Skalarprodukt von Vektoren x und y wird in
einen einzigen Ausdruck mit Hilfe des Template-Metaprogramms (Anhang A.4.2,
Listing A.11) wa¨hrend der Kompilierung transformiert:
r e s = x [ 0 ] ∗ y [ 0 ] + x [ 1 ] ∗ y [ 1 ] + x [ 2 ] ∗ y [ 2 ] ;
wobei die Vektorla¨nge N als Template-Parameter vor der Kompilierung angege-
ben werden muss. Diese Unrolling-Technik kann aber auch auf beliebige Vektoren
mit einer nicht konstanten La¨nge angewendet werden, indem der Vektor auf kleine
Stu¨cke der La¨nge N zum Unrolling zugeschnitten wird. Erwartungsgema¨ß ko¨nnte
diese Strategie auch CPU-Zeitgewinn bringen.
Die speziell entwickelte Benchmarktests der durch Unrolling-Strategie berechne-
ten Skalar-Produkte von zwei zufa¨llig generierten Vektoren liefern die Rechenleistung
in den normalisierten MFLOPS (Abb. 5.17). Die Vektorla¨nge a¨ndert sich von 10 bis
100000 Elementen und N = 2, 3, ..., 16. Die Tests wurden mit drei unterschiedlichen
Compilern u¨bersetzt, um die Compiler-Abha¨ngigkeit des Effekts gleichzeitig zu un-
tersuchen. Die Zusammenfassung der Tests wird in der Form von Beschleunigungs-
Koeffizienten bezu¨glich des gewo¨hnlichen Schleifen-Codes dargestellt (Abb. 5.17,a).
Zum Vergleich werden auch dieselben Tests mit der prozessoroptimierten MKL-
Bibliothek [114] und mit der Fortran-Implementierung durchgefu¨hrt. Die Tests mit
den gro¨ßten Koeffizienten in der Zusammenfassung sind ausfu¨hrlich in Abha¨ngigkeit
von der Vektorla¨nge angegeben (Abb. 5.17,b,c,d). Die ho¨chsten MFLOPS-Gewinne
gibt es fu¨r mittlere Vektorla¨ngen (ungefa¨hr bis 15000), wenn die beiden Vektoren
vollsta¨ndig in den Cachespeicher hineinpassen. Genau solche Vektoren werden im
Kontext der lokalen Matrizen (M×M) und der Zeilen der globalen schwachbesetzten
Matrix behandelt. Fu¨r kleine Vektoren (10 bis 1000) wurde auch das Unrolling u¨ber
die gesamte La¨nge zum Vergleich durchgefu¨hrt (Abb. 5.17,e,f), die aber keine gu-
ten Resultaten zeigte. Das stu¨ckweise durchgefu¨hrte Unrolling hat deutlich bessere
MFLOPS-Werte.
Eine Definition fu¨r die normalisierten MFLOPS sowie Benchmarktests fu¨r wei-
tere Prozessoren findet man im Anhang A.3.
94 Software-Analyse, Design und Implementierung
a) Beschleunigungs-Koeffizienten b) GNU gcc 3.3.3 Compiler
c) Intel icc 8.1 Compiler d) GNU gcc 2.96 Compiler
e) Kleine Arrays (icc 8.1) f) Kleine Arrays (gcc 3.3.3)
Abbildung 5.17: Loop-Unrolling durch Expression-Templates auf einem Pentium4-
Prozessor
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5.3.4 Objektfabriken
Wir gehen nun von den Optimierungsdetails auf dem unteren Entwicklungsniveau
zum Aufbau eines Softwaresystem im Problembereich ’Stro¨mungssimulations-Solver’
aus den entwickelten Komponenten im Rahmen von Application-Engineering. Wir
wollen keine Bibliothek bereitstellen, in der ein Nutzer die eine oder die andere Kom-
ponente oder deren Kombination auswa¨hlen kann, sondern ein Softwaresystem, das
alle vorhandenen und korrekten Komponenten-Konfigurationen einschließt und da-
durch die Verfahrensvielfalt zur Stro¨mungssimulation zur Verfu¨gung stellt. Das be-
deutet, alle diese Konfigurationen werden ins Softwaresystem kompiliert, wobei die
notwendigen Objekte erst in der Laufzeit nach der Benutzeranfrage erzeugt werden
mu¨ssen. Das ist die Aufgabe einer sog. Objektfabrik. Der Begriff stammt aus dem
Buch von Gamma et al [62]. Eine Objektfabrik entha¨lt Information u¨ber vorhande-
ne Datentypen und erzeugt nach Anfrage ein Objekt eines Typs als ein konkretes
Produkt.
Wir betrachten das folgende Beispiel: Sei eine FEM-Implementierung von der
diskreten Gleichung, dem Gitter und dem Stokes-Element abha¨ngig. Wir verwenden
eine zur Sprache C++ a¨hnliche Notation:
FEM<Equation ,Mesh , Element>
Jeder der drei Parameter kann variiert werden und stellt damit eine andere FEM dar.
Wenn eine gleiche Operation mit allen solchen Objekten durchgefu¨hrt werden muss,
kann es mit Hilfe von rekursiven Klassen-Templates, wie z.B. im Abschnitt 4.1.4,
implementiert werden. Es ist aber unwahrscheinlich, dass ein Benutzer alle diese
FEM-Versionen gleichzeitig beno¨tigt, selbst wenn die Ressourcen dafu¨r ausreichen
wu¨rden.
Ein bestimmtes Objekt muss also nach Bedarf in der Laufzeit erzeugt werden.
Diese Operation wird in der Sprache C++ normalerweise mit Hilfe des Operators
new durchgefu¨hrt, wobei der Objekttyp schon vor der Kompilierung fest eingege-
ben werden muss; er kann in der Laufzeit als Parameter nicht eingesetzt werden.
Das Problem liegt tiefer im Ursprung von Datentypen bzw. Klassen und von Ob-
jekten. Klassen und Objekte in der Sprache C++ sind zwei komplett verschiedene
Bestandteile. Klassen werden vom Programmierer und Objekte von Programmen
erstellt. Eine neue Klasse kann man in der Laufzeit nicht kreieren, genau wie man
ein Objekt in der Kompilierungszeit nicht kreieren kann. Keine Klasse kann man
kopieren, in einer Variable speichern oder mit einer Funktion zuru¨ckgeben. Es gibt
Programmiersprachen, wo Klassen als Objekte angenommen werden und damit in
der Laufzeit erstellt werden ko¨nnen. Solche dynamische Sprachen verlieren an die
Typsicherheit und Performance bei mehr Flexibilita¨t. In der Sprache C++ ist das
statische Typsystem dagegen eine wichtige Grundlage der Codeoptimierung.
Die Entwicklung einer Objektfabrik ist in der Sprache C++ eine komplizierte
Aufgabe, die durch Objekt-Polymorphismus bzw. virtuelle Funktionen realisierbar
ist. Zuerst wird aber die Funktionalita¨t einer Objektfabrik zusammengefasst:
• Die Klassen-Information wird in die Objektfabrik in der Form von Paaren
(id, creator) eingetragen. Die eindeutige Typ-Identifikationsnummer id muss
in jeder Klasse vom Programmierer vorgesehen werden, weil kein Typiden-
tifikator in der Laufzeit vorhanden ist. Wenn die Klassenmenge fu¨r die Ob-
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jektfabrik unbekannt oder ganz flexibel ist, kann die Identifikationsnummer
als Zufallszahl mit einer sehr kleinen Wiederholungswahrscheinlichkeit gene-
riert werden. Der Zeiger creator speichert eine Funktion (z.B. die Funktion
Create() im Listing 5.1), die auch Produkt-Hersteller heißt und ein Objekt
einer bestimmten Klasse erzeugen kann.
• Ein Klassen-Eintrag kann nach der eindeutigen Identifikationsnummer id in
der Objektfabrik gelo¨scht werden.
• Nach der Eingabe der Identifikationsnummer id kann ein Objekt einer be-
stimmten Klasse mit Hilfe der Funktionszeiger creator erzeugt werden, wenn
das zugeho¨rige Paar (id, creator) in der Objektfabrik gefunden wurde.
Zur Unterstu¨tzung dieser Fabrik-Funktionalita¨t beno¨tigen alle fu¨r die Objektfa-
brik vorgesehenen Klassen (in unserem Beispiel FEM-Klassen) eine kleine Vorbe-
reitung. Sie werden mit einer Grundklasse verallgemeinert. Eine solche abstrakte
Klasse AbstactMethod (Listing 5.1) definiert alle fu¨r die FEM-Klassen gemein-
same Funktionen als leere virtuelle Funktionen. Das FEM-Klassen-Template erbt
diese abstrakte Klasse und implementiert diese Funktionen. Die Objektfabrik er-
zeugt ein Objekt der FEM-Klasse mit Hilfe des gespeicherten Zeiger auf die Funk-
tion Create() und gibt aber einen Zeiger auf das Objekt der abstrakten Klasse
AbstractMethod zuru¨ck. Mit diesem Zeiger kann man nun die als virtuell deklarier-
te Funktionen aufrufen, wobei deren Implementierung aus der bestimmten FEM-
Klasse durch Virtuellfunktionen-Mechanismus genommen wird. Genau so virtuell
muss der Destruktor ~AbstractMethod (Listing 5.1) definiert werden, um das Ob-
jekt der FEM-Klasse korrekt lo¨schen zu ko¨nnen bzw. den gebrauchten Speicher frei
zu geben. Auf dieselbe Weise ko¨nnen Objekte anderer FEM-Klassen auf Anfrage
erzeugt und gelo¨scht werden. Eine vollsta¨ndige Implementierung und Erkla¨rung zu
einer Objektfabrik findet man im Buch von Alexandrescu [3] und in der zugeho¨rigen
Bibliothek Loki.
Als virtuell mu¨ssen allerdings nur ’schwere’ Funktionen definiert werden, deren
Ablauf viel mehr CPU-Zeit beno¨tigt als ein Funktions-Aufruf. Fu¨r jede virtuelle
Funktion wird eine Aufruf-Tabelle in der Laufzeit generiert, die den Aufruf langsa-
mer im Vergleich zu einer normalen Funktion macht ([171], Kap. 1.3). Die virtuellen
Funktionen werden auch nie eingebaut (engl. inlined). In vielen Fa¨llen ko¨nnen virtu-
elle Funktionen mit Templates-Techniken ersetzt werden (z.B. der Barton-Nackman-
Trick [14]). Deshalb wurden virtuelle Funktionen im numerisch aufwendigen Code
nirgendwo angewendet. In einer Objektfabrik helfen sie dagegen, den Objekt-Klasse-
Abgrund zu u¨berbru¨cken.
Zusammengefasst ist eine Objektfabrik der Hauptbestandteil eines Softwaresy-
stems, das viele generative Komponenten einschließt, wobei deren Auswahl erst in
der Laufzeit stattfinden muss. Der Ablauf eines solchen Softwaresystems besteht aus
folgenden Schritten:
• Initialisierung der Objektfabrik.
• Registrierung aller notwendigen Klassen in der Objektfabrik durch die Paare
(id, creator). Das wird mit Hilfe der rekursiven Klassen-Templates implemen-
tiert, wobei alle zu registrierende Klassen zuerst in einer Typliste aufgelistet
werden. Beispiele fu¨r solche Metaprogramme gibt es im Abschnitt 4.1.
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• Erzeugung eines Objekts, d.h. eines Produkts der Objektfabrik; Nutzung dieses
Objekts.
• Zersto¨rung des Objekts.
Die letzten zwei Schritte ko¨nnen mehrfach auch gleichzeitig wiederholt wer-
den und sind unabha¨ngig voneinander. Das liefert dem Nutzer eine hohe Flexibi-
lita¨t: Man kann je nach Aufgabengro¨ße und Rechen-Ressourcen-Verfu¨gbarkeit un-
terschiedliche und/oder mehrere FEM-Berechnungen gleichzeitig oder aufeinander-
folgend ausfu¨hren.
1 class AbstractMethod {
public :
3 virtual void i n i t i a l i z e ( ) = 0 ;
virtual void s o l v e ( ) = 0 ;
5 virtual void s a v e r e s u l t s ( ) = 0 ;
7 virtual ˜AbstractMethod ( ) {}
} ;
9
template<class Equation , class Mesh , class Element>
11 class FEM : public AbstractMethod {
stat ic AbstractMethod∗ Create ( ) {
13 return new FEM<Equation ,Mesh , Element>;
}
15 // we i t e r e Implementierung
// . . .
17 } ;
Listing 5.1: Anpassung der FEM-Klasse zur Objektfabrik
Kapitel 6
Simulationen
What you see is all you get.
- Brian Kernigham
In diesem Kapitel werden die numerischen Experimente, die mit dem entwickel-
ten Simulations-Solver durchgefu¨hrt wurden, kommentiert. Sie sind einerseits die
Lo¨sungen physikalischer Stro¨mungsprobleme, andererseits die Untersuchung der ver-
wendeten numerischen Verfahren auf Konvergenz-, Robustheit- und andere Eigen-
schaften. Fu¨r den letzten Aspekt der numerischen Experimente interessieren wir uns
insbesondere, weil dadurch die Verfahren bzw. die entsprechenden Software Kom-
ponenten mit Hilfe bekannter Testprobleme ausgewa¨hlt, untersucht und angepasst
werden ko¨nnen.
Gewo¨hnlicherweise wurde jede neuentwickelte Komponente des Solvers mit den
einfachsten Stro¨mungs-Beispielen in zwei und drei Dimensionen auf strukturierten
und unstrukturierten Dreieck- und Viereckgittern so getestet, dass die Ergebnisse
die realistischen Stro¨mungsprozesse wiederspiegeln. Diese Entwicklungsphase wird
hier ausgelassen.
Zuerst werden die Verfahren und Einstellungen des implementierten Simulations-
Solvers abgesprochen. Als erstes Beispiel wird die Simulation der einfachsten zwei-
dimensionalen Kanalstro¨mung dargestellt, wobei auch eine analytische Lo¨sung zum
Vergleich angegeben werden kann (Abschnitt 6.2). Danach wird das Testbeispiel
einer zweidimensionalen instationa¨ren Zylinderumstro¨mung auf Dreieck- und Vier-
eckgittern mit unterschiedlichen Zeitdiskretisierungsschemata untersucht (Abschnitt
6.3.1). A¨hnlich ist die nachfolgende dreidimensionale Umstro¨mung eines rechteckigen
Hindernisses (Abschnitt 6.3.2). Verfahren ho¨herer Ordnung werden auf den Quadrat-
und Dreieck-Beispielen der Nischenstro¨mung getestet (Abschnitt 6.4). Zum Schluß
wird eine Simulation der Stokes-Stro¨mung in einer komplexen Pipeline durchgefu¨hrt
(Abschnitt 6.5).
6.1 Allgemeine Voraussetzungen
Die erste Version des entwickelten Stro¨mungssimulations-Solver funktioniert folgen-
dermaßen: Die inkompressiblen Navier-Stokes-Gleichungen und deren Sonderfa¨lle
(wie Stokes-Gleichungen, Abschnitt 6.5) werden mit einer Methode der Einschritt-θ-
Version diskretisiert. Fu¨r den nichtlinearen Term wird entweder die Newton-Iteration
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oder die semi-explizite Behandlung angewendet. Die Gleichungen werden weiter im
Raum mittels GFEM auf allgemein unstrukturierten Dreieck- und Viereckgittern
mit den konformen Pi/Pj- bzw. Qi/Qj-Stokes-Elementen diskretisiert, wobei nur
die LBB-stabilen Kombinationen (i > j, i ≥ 2, j ≥ 0) gewa¨hlt werden.
Die globale Steifigskeitsmatrix wird nach den im Abschnitt (5.2.4) beschriebenen
Strategien als Summe der lokalen Matrizen assembliert. Die lokalen Matrizen wurden
einmal durch exakte Integration berechnet und abgespeichert.
Bei der Lo¨sung des linearen Gleichungssystems mit der Matrix in Blockgestalt
(5.17) wird der Pra¨konditionierer der Form (5.18) fu¨r die Stokes-Gleichungen und der
Form (5.21) fu¨r die Navier-Stokes-Gleichungen mit XM benutzt. Eine Anwendung
der beiden Pra¨konditionierer erfordert eine Approximation der Matrizen F−1 und
X−1M bzw. Lo¨sung der linearen Gleichungssysteme
Fx = b1, XMy = b2
in jeder Iteration des pra¨konditionierten Verfahren. Das zweite System ist symme-
trisch und wird mit dem CG-Verfahren gelo¨st. Im Fall der Stokes-Gleichung wird das
erste System mit demMINRES-Verfahren gelo¨st, weil die Matrix F symmetrisch und
indefinit ist. Das MINRES-Verfahren la¨uft schneller und beno¨tigt die gleiche Zeit
fu¨r jede Iteration im Unterschied zu GMRES-Verfahren, das im Fall der Navier-
Stokes-Gleichungen zur Approximation von F verwendet wird. Die CG-, MINRES-
und GMRES-Verfahren haben ein monotones Konvergenzverhalten, deshalb werden
sie auf 30 Iterationen begrenzt, wenn die Genauigkeit 10−3 fu¨r MINRES und GM-
RES oder 10−5 fu¨r CG schon vorher nicht erreicht wurde. Die globale Blockmatrix
wird mit dem FGMRES-Verfahren [144] gelo¨st, das eine fu¨r eine Pra¨konditionierung
gu¨nstige Modifikation des GMRES-Verfahrens darstellt.
Alle Simulationen zeitabha¨ngiger Probleme beginnen mit einer Lo¨sung des sta-
tiona¨ren Stokes-Problems auf dem gleichen Gitter und mit den gleichen Randbe-
dingungen, damit die Anfangsbedingungen die Kontinuita¨tsgleichung erfu¨llen und
dadurch die ganze Aufgabe korrekt gestellt ist (siehe auch [70], Abschnitt 3.9).
6.1.1 Pre- und Postprozessor
Abbildung 6.1: Pre- und Postprozessor
Alle in diesem Kapitel benutzte Gitter wurden mit einem kommerziellen Git-
tergenerator GAMBIT der Firma FLUENT [61] erstellt. Nach der Generierung
wird das Gitter in einem textbasierten Austauschdatenformat (NEU-Format) abge-
speichert, dann mit einem Hilfsprogramm in das Simulations-Solver-Format umge-
wandelt und fu¨r die Tests benutzt. Dadurch ist der Solver unabha¨ngig von einem
Gittergenerator. Der Einsatz eines anderen Gittergenerators erfordert also die Ent-
wicklung eines Format-Umwandlungsprogramms.
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Eine Darstellung von Resultaten wird mit dem freiverfu¨gbaren Data Explorer
(OpenDX) [126] durchgefu¨hrt, der sich schon in vielen anspruchsvollen Anwendun-
gen bewa¨hrt hat. Dafu¨r werden zuerst die Resultate sa¨mtlicher Zeititerationen im
DX-Format in Form eines bina¨ren Files .dx.bin und eines Text-Files .dx vom Sol-
ver gespeichert. Außerdem wurde ein Macro-Programm und ein Benutzer-Interface
mit mehreren Funktionen innerhalb des Data Explorer entwickelt, die insbesonde-
re die grafische Darstellung von instationa¨ren Stro¨mungsvorga¨ngen gut realisieren.
Darunter sind die folgenden Darstellungs-Optionen:
• Gitter, Randgitter und Freiheitsgrade;
• Geschwindigkeits-Vektorfelder sowohl der vollsta¨ndigen Vektoren als auch de-
ren Projektionen auf eine Achse;
• Geschwindigkeits- und Druck-Konturen oder Farbfelder, die in 3D auf einem
ausgewa¨hlten Querschnitt des Modells angezeigt werden;
• Lo¨sungsgrafik entlang einer angegebenen Linie oder Fla¨che;
• Jede der o.g. Darstellungen kann im Zeitverlauf betrachtet und evtl. in einem
Bild- oder Daten-File gespeichert werden.
6.1.2 Zeitadaptivita¨t
Obwohl die verwendeten Einschritt-θ-Schemata unbedingt stabil sind (Abschnitt
3.1.1), spiegelt sich die Wahl eines zu großen Zeitschrittes insbesondere bei schnell
a¨ndernden Stro¨mungen (wie z.B. eine Zylinderumstro¨mung, Abschnitt 6.3.1) in einer
sehr schlecht konditionierten Steifigkeitsmatrix, die viele pra¨konditionierte Iteratio-
nen zur Lo¨sung beno¨tigt, wider. Da jede neue FGMRES-Iteration langsamer wird
und zusa¨tzlichen Speicher braucht, war es sinnvoll, die Iterationszahl auf 100 zu be-
schra¨nken und eine Zeitadaption bezu¨glich des FGMRES-Residuums einzufu¨hren.
Wenn also eine vorgegebene Toleranz (z.B. 10−5) innerhalb 100 Iterationen nicht
erreicht ist, wird der Zeitschritt halbiert. Umgekehrt, wenn das FGMRES-Verfahren
weniger als 10 Iterationen gelaufen ist, kann der Zeitschritt verdoppelt werden. Letz-
teres tritt ha¨ufig dann ein, wenn sich die Stro¨mung einem stabilen Zustand na¨hert.
6.2 Vergleich mit analytischen Lo¨sungen
6.2.1 Kanalstro¨mung
Analytische Lo¨sung
Wir betrachten eine zweidimensionale Stro¨mung im Kanal der La¨nge 20 mit dem
Radius bzw. dem halben Querschnitt R = 1. Die Kanalachse falle mit der x-Achse
zusammen, y sei die vertikale Koordinate. Die Geschwindigkeitskomponente in ver-
tikaler Richtung ist null. Die Geschwindigkeitskomponente in x-Richtung werde mit
u bezeichnet, sie ist nur von y abha¨ngig. Der Druck in jedem Querschnitt ist kon-
stant. Damit bleibt von den Navier-Stokes-Gleichungen lediglich die Gleichung fu¨r
die x-Richtung u¨brig, die sich auf
η
(
d2u
dy2
+
1
y
du
dy
)
=
dp
dx
(6.1)
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reduziert, wobei am Rand des Kanals die Haftbedingung u = 0 gilt. Nach der Lo¨sung
der Gleichung (6.1) bildet sich ein parabolisches Geschwindigkeitsprofil aus
u(y) = umax
(
1− y
2
R2
)
, umax = 2u¯ =
R2
4η
(
−dp
dx
)
. (6.2)
Der Zusammenhang zwischen Druckgefa¨lle und mittlerer Geschwindigkeit u¯ wird
durch die dimensionslose Reibungszahl λ ausgedru¨ckt, die durch folgende Beziehung
definiert ist:
−dp
dx
=
λρ
4R
u¯2, u¯ =
q
2R
, (6.3)
wobei q der Massenstrom ist. Aus (6.2) folgt damit
λ =
64
Re
, Re =
2u¯R
ν
=
2u¯ρR
η
. (6.4)
Die Substitution ergibt die endgu¨ltige Lo¨sung:
u(y) =
q
ρR3
(R2 − y2). (6.5)
Diese Beziehung befindet sich in ausgezeichneter U¨bereinstimmung mit Messungen,
solange die Reynoldszahl unterhalb des kritischen Niveaus Rekrit = 2300 liegt. Ober-
halb dieses Wertes wird die Rohrstro¨mung turbulent (Abb. 6.4). Weitere analytische
Lo¨sungen sowohl laminarer als auch turbulenter Stro¨mungen unter verschiedenen
Bedingungen findet man in [150], Kap. 5.
Numerische Tests
Fu¨r die numerischen Experimente im Kanal wurden zwei unterschiedliche Gitter
erzeugt, auf denen die Navier-Stokes-Gleichungen mit den gemischten LBB-stabilen
Stokes-Elementen diskretisiert wurden.
1. Ein strukturiertes Viereckgitter 100× 10 entha¨lt 1000 Zellen und 1111 Ecken
(Abb. 6.2a). Die Taylor-Hood-Diskretisierung Q2/Q1 liefert 8442 Geschwindig-
keits- und 1111 Druck-Freiheitsgrade; das Q2/Q0-Element - 8442/1000.
2. Ein unstrukturiertes Dreieckgitter mit ebenfalls 100 und 10 Punkten entlang
x- und y-Achsen entha¨lt 2206 Zellen und 1214 Ecken (Abb. 6.2b). Die Taylor-
Hood-Diskretisierung P2/P1 liefert 9266 Geschwindigkeits- und 1214 Druck-
Freiheitsgrade; das P2/P0-Element - 9266/2206.
Die Flu¨ssigkeit wurde a¨hnlich zu einem Maschineno¨l mit den Eigenschaften ρ =
1000 kg
m3
und η = 0.088 kg
ms
gewa¨hlt. An den Ra¨ndern des Kanals ist die Haftbedingung
u = 0, v = 0 gesetzt. Die Einstro¨mung ist durch die mittlere Geschwindigkeit u¯ =
0.01m
s
definiert, das dem Massenstrom q = 0.02m
3
s
und der Reynoldszahl Re = 227
entspricht.
In beiden Fa¨llen liegen die numerischen Lo¨sungen ganz nahe bei dem analy-
tisch berechneten parabolischen Stro¨mungsprofil (6.5) sowie den Ergebnissen des
FLUENT-Simulationsprogramms (Abb. 6.3), wobei bei FLUENT ein doppel so fei-
nes strukturiertes Viereckgitter benutzt wurde. Damit wurde erreicht, dass FLUENT
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a)
b)
Abbildung 6.2: Laminare Stro¨mung im Kanal diskretisiert mit einem strukturierten
Viereck- und einem unstrukturierten Dreieckgitter
a) Strukturiertes Viereckgitter b) Unstrukturiertes Dreieckgitter
Abbildung 6.3: Kanalstro¨mungsprofil: Vegleich zur analytischen Lo¨sung
mit einer stabilisierten FVM erster Ordnung u¨ber die gleiche Anzahl der Freiheits-
grade gerechnet hat, wie sie ein Q2/Q1-Element erzeugt. Trotz dieser Anpassung
konvergierte die FLUENT-Lo¨sung sehr langsam zum erwarteten parabolischen Pro-
fil und beno¨tigte deshalb einen la¨ngeren Kanal bei gleichen Fluideigenschaften und
Randbedingungen. Die dargestellten Tests (Abb. 6.2,a,b) zeigen dagegen eine schnel-
le Einstellung eines konstanten Profils. Man kann allerdings einige Verdichtungen
in der Geschwindigkeitsvektor-Darstellung auf dem unstrukturierten Gitter (Abb.
6.2,b) erkennen, die auch zu kleinen Sto¨rungen auf dem Profil (Abb. 6.3,b) fu¨hren.
Abbildung 6.4: Kanalstro¨mung: Turbulente Welle bei Re = 11364
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Um den in der Theorie beschriebenen U¨bergang zur Turbulenz bei großen Rey-
noldszahlen zu simulieren, wurde die Einstro¨mgeschwindigkeit auf u¯ = 0.5m
s
erho¨ht.
Das entspricht einem Massenstrom q = 1m
3
s
und der Reynoldszahl Re = 11364.
Dabei verbreitet sich im Kanal eine turbulente Welle (Abb. 6.4), wobei die Stro¨-
mungsgeschwindigkeit im Profil keine parabolische Form mehr hat, sondern etwas
gro¨ßer an den Seiten im Vergleich zur Mitte des Kanals ist.
6.3 Umstro¨mung eines Hindernisses
6.3.1 Zylinderumstro¨mung in 2D
In einem a¨hnlichen zweidimensionalen Kanal wird ein Hindernis in der Form eines
Kreises eingebaut, um den zeitlichen Ablauf einer instationa¨ren Stro¨mung simulie-
ren und untersuchen zu ko¨nnen. So ergibt sich ein bekanntes Benchmark-Modell,
auf dem die instationa¨ren inkompressiblen Navier-Stokes-Gleichungen gelo¨st wer-
den. Die Geometrie des Modells (Abb. 6.5) wurde aus [149] u¨bernommen, wobei
R = 0.205 und die Reynoldszahl durch die Beziehung (6.4) bestimmt wird. Man
kann dadurch die Simulationsresultate mit bestimmten Fluideigenschaften und er-
wartetem Stro¨mungsverhalten pru¨fen. Die Stro¨mung wird mit den Parametern ρ = 1
und η = 0.001 untersucht. Wir interessieren uns insbesondere fu¨r die instationa¨re
Stro¨mung, die viel mehr Aufwand bzw. Rechenzeit bei der numerischen Lo¨sung
beno¨tigt. Dabei kann das Konvergenzverhalten der iterativen Gleichungssystem-
Solver untersucht und die Pra¨konditionierungs-Parameter abgestimmt werden. Der
instationa¨re Fall entspricht der durchschnittlichen Einstro¨mgeschwindigkeit u¯ =
1.5m
s
und der Reynoldszahl Re = 100, wobei die Stro¨mung bei u¯ = 1m
s
(laut den
Benchmark-Tests [149]) schon stationa¨r ist.
Abbildung 6.5: Kanal mit Zylinder
Die Tests werden auf zwei verschiedenen Gittern ausgefu¨hrt:
1. Ein unstrukturiertes Viereckgitter mit 1252 Zellen und 1352 Knoten (Abb.
6.6a),
• Q2/Q0-Element: 10416/1252 Freiheitsgrade,
• Q2/Q1-Element: 10416/1352 Freiheitsgrade,
2. Ein unstrukturiertes Dreieckgitter mit 1284 Zellen und 710 Knoten (Abb.
6.6b),
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• P2/P0-Element: 5408/1284 Freiheitsgrade,
• P2/P1-Element: 5408/710 Freiheitsgrade.
Als Zeitdiskretisierungs-/Linearisierungs-Verfahren werden gewa¨hlt: Euler/Semi-Ex-
plizit, Euler/Newton, Crank-Nicolson/Semi-Explizit und Crank-Nicolson/Newton.
Die Anwendung unterschiedlicher Zeitdiskretisierungs-Verfahren erster (Euler) und
zweiter (Crank-Nicolson) Ordnung aus der Einschritt-θ-Familie fu¨hrt zu einer zusa¨tz-
lichen Untersuchung der Verfahren auf Sensitivita¨t mit den instationa¨ren Stro¨mun-
gen nahe dem stationa¨ren Fall.
a)
b)
Abbildung 6.6: Unstrukturierte Viereck- und Dreieck-Gitter zur Zylinderum-
stro¨mungs-Simulation
a)
b)
Abbildung 6.7: Stromlinien der Zylinderumstro¨mung, diskretisiert mit dem Crank-
Nicolson/Semi-Explizit-Schema: a) P2/P0-, b) P2/P1-Stokes-Element; t = 3.0s in
beiden Fa¨llen
Alle Simulationen wurden u¨ber einen Zeitraum von 3 bis 5 Sekunden ausgefu¨hrt,
so dass die Stro¨mung zu einem periodischen Zustand gelangt. Das Stro¨mungsver-
halten bei den P2/P0- und P2/P1-Elementen und allen Zeitdiskretisierungen ist sehr
unterschiedlich, wobei das P2/P1-Element ein viel sta¨rkeres Wirbelbild wiedergibt
(Abb. 6.7 und 6.8, A.5 und A.6). Die Stro¨mung beim P2/P0-Element stabilisiert sich
dagegen und weist nur leichte lange Wellen auf (Abb. 6.7a, 6.8a). Der Unterschied
zwischen den beiden Modellen, diskretisiert jeweils mit dem Crank-Nicolson/Semi-
Explizit- und dem Euler/Newton-Schema, liegt in der starken Welle nach dem Start
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a)
b)
Abbildung 6.8: Stromlinien der Zylinderumstro¨mung, diskretisiert mit dem
Euler/Newton-Schema: a) P2/P0, t = 1.16s; b) P2/P1, t = 3.0s
im ersten Fall. Die Stabilisierung des Stro¨mungsverhaltens wird auch dadurch er-
wiesen, dass der Zeitschritt durch das adaptive Verfahren (Abschnitt 6.1.2) gro¨ßer
wird. Den gleichen Unterschied gibt es bei den Crank-Nicolson/Newton- und dem
Euler/Semi-Explizit-Schema (auch mit P2/P0-Element), dass die in der Zeitdiskre-
tisierung liegende Ursache des Effekts erkla¨rt.
Alle Simulationen mit dem Taylor-Hood-Element P2/P1 zeigen eine stark insta-
tiona¨re Stro¨mung, die sich aber je nach Zeitschema und Linearisierung nach der
Wellenla¨nge bzw. die Periode unterscheiden (Abb. 6.7b, 6.8b, 6.9a). Auf einem Kon-
turenbild ist die Periode durch die La¨nge des Wirbelschwanzes hinter der Kugel gut
zu merken und mit den anderen Bildern zu vergleichen (Abb. A.5b, A.6b). Dieser
Wirbelschwanz oszilliert und reißt die wegfliegenden Wirbel von der Umstro¨mung
ab, die zusammen die sog. Taylorsche Wirbelstraße bilden. Die sta¨rksten Wellen
bzw. die ku¨rzeste Periode treten beim Crank-Nicolson/Semi-Explizit-Schema (Abb.
6.7b), die mittelstarken Wellen sind bei den Crank-Nicolson/Newton- (Abb. 6.9a)
und Euler/Semi-Explizit-Schemata und die la¨ngste Periode - bei dem Euler/Newton-
Schema (Abb. 6.8b) auf.
Das Beispiel mit dem Crank-Nicolson/Newton-Schema und dem Taylor-Hood-
Element P2/P1 betrachten wir genauer in der Zeitentwicklung. Dafu¨r wurden zwei
Querschnitte parallel zur y-Achse definiert (Abb. 6.9a):
1. x = 0.4, kurz nach dem Zylinder,
2. x = 1, kurz vor der Mitte des Kanals.
U¨ber diesen Querschnitten wurden Grafiken des Geschwindigkeits-Betrages darge-
stellt und im zeitlichen Verlauf beobachtet (Abb. 6.9,b,c). Die erste Kurve entspricht
der Zeit t = 0.05s und stellt ein symmetrisches Stro¨mungsprofil dar. Weitere Kur-
ven wurden nach der Einstellung der konstanten Periode tp ≈ 0.3s genommen,
um das Verhalten innerhalb einer Periode zu veranschaulichen. Maximalwerte der
Geschwindigkeits-Betrages bewegen sich links und rechts entlang des Querschnit-
tes, wobei beim ersten Querschnitt noch ein durch den Zylinder initiiertes lokales
Minimum liegt. In der Abbilding 6.9,b,c sind die letzte linke, die letzte rechte und
die zwei mittleren Positionen in der Kurvenbewegung dargestellt. Die linke bzw. die
106 Simulationen
a)
b) x = 0.4 c) x = 1.0
t = 0.05 t = 4.21 t = 4.27 t = 4.35 t = 4.42b)
c)
Abbildung 6.9: Geschwindigkeits-Konturen der Zylinderumstro¨mung, diskretisiert
mit dem Crank-Nicolson/Newton-Schema und P2/P1-Stokes-Element, t = 3.6s
rechte Kurvenposition auf der Abbildung 6.9b entspricht ungefa¨hr der mittleren aus-
geglichenen Position auf der Abbildung 6.9c und umgekehrt, was durch eine andere
Auswahl der Querschnitte gea¨ndert werden ko¨nnte.
Die gleichen Simulationen auf einem unstrukturierten Viereckgitter sind miss-
lungen, dadurch haben sie aber eine wesentliche Erkenntnis gebracht. Durch stark
verformte Vierecke in der Na¨he des Kreises sind große Geschwindigkeitsgradienten
an diesen Stellen schon nach einigen Zeitschritten gut erkennbar, obwohl das gesamte
Stro¨mungsbild zuna¨chst dem normalen Verlauf entspricht (Abb. 6.10). Nach ca. 1.5s
beginnen die Geschwindigkeiten in der Na¨he des Kreises schnell zu wachsen und das
Stro¨mungsverhalten zu zersto¨ren. Die Zeitadaption verkleinert dabei den Zeitschritt
bis auf Computer-Genauigkeit. Einen Einsatz von feineren Gittern hat zwar zu einer
Verzo¨gerung der Zersto¨rung gefu¨hrt, aber das gesamte Resultat nicht gea¨ndert.
Abbildung 6.10: Geschwindigkeits-Betra¨ge der Zylinderumstro¨mung, diskretisiert
mit dem Crank-Nicolson/Newton-Schema und Q2/Q1-Stokes-Element, t = 1.5s
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6.3.2 Komplexe Umstro¨mung in 3D
Eine andere Hindernisumstro¨mung wurde im dreidimensionalen Fall simuliert. Die
Modell-Geometrie (Abb. 6.11) wurde so konstruiert, dass gleichzeitig mehrere Ver-
wirbelungen und deren Mischungen entstehen ko¨nnen. In der xz-Ebene ist das ei-
ne symmetrische Umstro¨mung des Quaders, obwohl das rechteckige Hindernis die
obere Schranke des Modells nicht beru¨hrt. In der xy-Ebene entsteht dadurch eine
Umstro¨mung des Hindernisses von oben und weiter eine Stro¨mung u¨ber eine Stu-
fe. Die vollsta¨ndig rechteckige Geometrie wurde mit einem strukturierten kubischen
Gitter mit dem Parameter h = 0.05 diskretisiert. Das Gitter entha¨lt 20544 Zellen
und 23373 Knoten, das bei einer Geschwindigkeitsapproximation zweiter Ordnung
(Q2) 526443 Geschwindigkeits-Freiheitsgrade ergibt.
Abbildung 6.11: Dreidimensionale Modell-Geometrie mit einem Hindernis
Als Stro¨mungsparameter wurden die gleichen wie im vorhergehenden Abschnitt
gewa¨hlt: ρ = 1, η = 0.001, wobei die Einstro¨mgeschwindigkeit etwas niedriger
u¯ = 0.5m
s
gewa¨hlt wurde. Fu¨r das Modell wurde das Euler/Semi-Explizit-Schema
gewa¨hlt, das sich mit dem zweiter Ordnung Crank-Nicolson/Newton-Schema vom
letzten Abschnitt gut vergleichen ließ. Das Euler/Semi-Explizit-Schema erzeugt eine
weniger besetzte globale Matrix, was zu einer merklichen Einsparung an Speicher-
platz fu¨hrt und die Rechenzeit reduzieren kann. Im Raum wurde das Modell mit
den Q2/Q0- und Q2/Q1-Elementen diskretisiert.
Die Stro¨mung entwickelt sich wie erwartet. Links, rechts und u¨ber dem Hindernis
steigt die Stro¨mungsgeschwindigkeit und initiiert sofort einen abreißenden Wirbel
hinter dem Hindernis (Abb. 6.12). Etwas spa¨ter entstehen zwei symmetrische Wirbel
im Schatten der Stufe (Abb. 6.13). Die drei Stro¨mungen mit der erho¨hten Geschwin-
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digkeit und Wirbeln na¨hern und vereinigen sich am Ausstrom (Abb. A.8, A.9).
Abbildung 6.12: Umstro¨mung eines Hindernisses in 3D: Konturen des
Geschwindigkeits-Betrages, Q2/Q1-Element, t = 0.25s
a) Blick auf die xy-Ebene (von der Seite)
b) Blick auf die xz-Ebene (von oben)
Abbildung 6.13: Umstro¨mung eines Hindernisses in 3D: Stromlinien, beginnend vom
yz-Querschnitt mit x = 0.75, Q2/Q1-Element, t = 2.25s
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6.4 Verfahren ho¨herer Ordnung in 2D
Die konformen finiten Elementen werden im Simulations-Solver durch Eingabe des
Geometrie-Typs der Aufgaben-Dimension und der Ordnung der polynomialen An-
satzfunktionen definiert (siehe das Merkmaldiagramm 5.7 und die Implementierung
im Abschnitt 4.4). Ein gemischtes Stokes-Element besteht aus zwei solchen konfor-
men finiten Elementen gleicher Geometrie und Dimension. Deshalb ko¨nnen theo-
retisch beliebige Kombinationen Pi/Pj und Qi/Qj im Solver benutzt werden, wo-
bei wir die Menge der LBB-stabilen Elemente daraus verwenden. In der Praxis ist
die Anwendung von Elementen ho¨herer Ordnung durch die vorhandene Rechenlei-
stung begrenzt, weil mehrere lokale Matrizen fu¨r ein Stokes-Element erzeugt wer-
den mu¨ssen, wobei jeder Matrixeintrag eine Multiplikation zweier polynomialer An-
satzfunktionen und eine nachfolgende exakte Integration des Produktes erfordert
(Abschnitt 4.3). Eine naive Implementierung des Polynomproduktes besitzt eine
polynomiale Komplexita¨t und erreicht sehr schnell die Rechenleistungs-Grenze. So
konnten maximal Q6/Q5- bzw. P7/P6-Elementmatrizen im zweidimensionalen Fall
und Q4/Q3- bzw. P5/P4-Elementmatrizen fu¨r den dreidimensionalen Fall berech-
net werden. Einen Einsatz der modernen algebraischen Algorithmen ko¨nnen diese
Grenze bis 10.-12. Ordnung verschieben, was eine mo¨gliche Weiterentwicklung des
Solvers wa¨re.
Zum Testen der Ansa¨tze ho¨herer Approximationsordnung (> 2) wurde ein gut
bekanntes und untersuchtes, aber trotzdem interessantes Modell einer Nischenstro¨-
mung (engl. driven cavity) in einem quadratischen und einem Dreieck-Gebiet gewa¨hlt.
Auf dem oberen Rand des Gebietes ist die tangentiale Geschwindigkeit u¯ = 0.1m
s
angegeben, wobei auf anderen Ra¨ndern die Haftbedingung u = 0 definiert ist. Durch
die tangentiale Geschwindigkeit wird die Flu¨ssigkeit in eine Rotationsbewegung ge-
bracht. Die Flu¨ssigkeit ist o¨la¨hnlich mit den Parametern ρ = 1000 und η = 0.1.
Zur Zeitdiskretisierung/Linearisierung wurde das Crank-Nicolson/Newton-Schema
fu¨r alle Tests ausgewa¨hlt.
6.4.1 Viereckgitter
Das quadratische Gebiet der Einheitsgro¨ße wurde im Zusammenhang mit der Ni-
schenstro¨mung am ha¨ufigsten in der Literatur erwa¨hnt (siehe z.B. [73], Kap. 5),
so dass eine gu¨nstige Gelegenheit zum Vergleich der Ergebnisse gegeben ist. Um
daru¨ber hinaus die p- mit der h-Modellverfeinerung vergleichen zu ko¨nnen, wurden
zwei unterschiedliche Gitter: T1 mit h = 132 und T2 mit h = 164 erzeugt, so dass die
numerische Lo¨sung mit den jeweils Q4/Q3- und Q2/Q1-Taylor-Hood-Elementen die
gleiche Anzahl der Geschwindigkeits-Freiheitsgrade besitzt.
Die rotierende Stro¨mung des viskosen O¨ls entwickelt sich ziemlich langsam, da
die Viskosita¨t relativ hoch und die Geschwindigkeit u¯ relativ klein sind. Die entspre-
chende Reynoldszahl Re = 1000 verspricht aber die Entstehung von zwei bis drei
Wirbeln [73]. Dabei spielt die adaptive Zeitschritta¨nderung (Abschnitt 6.1.2) eine
wichtige Rolle. Der Anfangswert4t = 0.01 vergro¨ßert sich mehrfach am Anfang und
nimmt die Werte 0.16 oder 0.32 im Laufen der Simulation an. Das gestattet eine
schnelle Durchfu¨hrung von mehreren Berechnungen mit einem großen Zeitinterval,
das in dieser Untersuchung notwendig ist.
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Das Stro¨mungsbild wird in zwei unterschiedlichen Zeitpunkten t ≈ 5 und t ≈ 25
mit Hilfe der Geschwindigkeitskonturen verglichen. Obwohl eine exakte U¨bereinstim-
mung der Zeitpunkte wegen der Adaptivita¨t nicht erreichbar ist, sehen die Bilder
zu den entsprechenden Zeitpunkten (Abb. 6.14a,b und c,d) sehr a¨hnlich aus. Eine
starke Stro¨mung la¨uft vom oberen Modellrand entlang der rechten Seite und er-
zeugt in der oberen rechten Ecke einen starken Wirbel, der sich mit der Zeit u¨ber
das gesamte Stro¨mungsgebiet verbreitet. In den Ecken entstehen dabei kleinere Se-
kunda¨rwirbel. Dieses Verhalten entspricht den Berechnungen an demselben Modell
mit der gleichen Reynoldszahl in [73].
a) T1, Q4/Q3, t = 5.04 b) T2, Q2/Q1, t = 5.12
c) T1, Q4/Q3, t = 25.06 d) T2, Q2/Q1, t = 25.14
Abbildung 6.14: Nischenstro¨mung auf strukturierten Viereck-Gittern mit Q2/Q1-
und Q4/Q3-Elementen
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6.4.2 Dreieckgitter
Analog zur Nischenstro¨mung in einem Quadrat wird dieselbe Stro¨mung in einem
Dreieckgebiet betrachtet, um die Dreieckelemente ho¨herer Ordnung austesten zu
ko¨nnen. Die Breite des oberen Randes genau wie die Ho¨he des Dreieckgebietes hat
die La¨nge 2.
a) T1, P4/P3, t = 14.81 b) T2, P2/P1, t = 14.73
c) T1, P4/P3, t = 30.18 d) T2, P2/P1, t = 30.11
Abbildung 6.15: Nischenstro¨mung auf unstrukturierten Dreieck-Gittern mit P2/P1-
und P4/P3-Elementen
Das Gebiet wurde mit drei unstrukturierten Gittern und folgenden finiten Ele-
menten diskretisiert:
T1: 452 Zellen und 259 Knoten:
• P4/P3-Element: 7490/2131 Geschwindigkeit-/Druck-Freiheitsgrade,
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• P5/P4-Element: 11622/5910,
T2: 1852 Zellen und 992 Knoten:
• P2/P1-Element: 7670/992, dass a¨hnlich dem P4/P3-Element auf T1 ist.
T3: 11494 Zellen und 5910 Knoten. Dieses hochaufgelo¨ste Gitter wurde fu¨r eine
Verifizierung der Resultate auf den vorhergehenden Gittern benutzt, da keine
a¨hnlichen Modelle in der Literatur vorliegen.
• P2/P1-Element: 46626/5910,
• P4/P3-Element: 185202/52210.
Die Fluideigenschaften sowie die Randgeschwindigkeit u¯ wurden nicht gea¨ndert.
Durch die Geometrievergro¨ßerung ist allerdings die Reynoldszahl auf Re = 2000
gestiegen, was die Verwirbelung etwas erho¨hen soll. Das gesamte Stro¨mungsver-
halten ist sehr a¨hnlich dem quadratischen Fall, obwohl der große Wirbel sich etwas
langsamer bildet und wa¨chst. Die Stro¨mung im unteren Bereich ist sehr langsam und
la¨sst nur selten einige Wirbel erkennen (z.B. Abb. 6.15c,d). Nur das ho¨chstaufgelo¨ste
Modell mit dem Gitter T3 und P4/P3-Element zeigt Geschwindigkeits-Konturen im
unteren Bereich auch in den ersten 10 Sekunden der Simulation (Abb. 6.17).
Auf der Abbildung 6.15 werden die Simulationen mit einer a¨hnlichen Anzahl
der Geschwindigkeits-Freiheitsgrade zu den Zeitpunkten t ≈ 14.8 und t ≈ 30.1
verglichen. A¨hnliche Resultaten weisen aber darauf hin, dass die ho¨here Approxi-
mationsordnung die Wirbel genauer abgebildet ist (Abb. 6.15c). Diese Berechnung
hat aber dafu¨r ungefa¨hr das zwei- bis dreifache an CPU-Zeit gebraucht als auf dem
Gitter T2 mit dem P2/P1-Element.
a) t = 30.13 b) t = 50.00
Abbildung 6.16: Nischenstro¨mung auf dem unstrukturierten Dreieck-Gitter T1, dis-
kretisiert mit dem P5/P4-Element
Eine Simulation auf dem feinen Gitter T3 mit dem P4/P3-Element ist in der Lage,
wesentlich kleinere und langsamere Wirbel wiederzugeben. Dabei ist der Zeitschritt
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adaptiv kleiner 4t = 0.08 eingestellt, wobei er bei anderen Tests zwischen 0.16 und
0.64 variiert.
a) t = 5.80 b) t = 14.77
Abbildung 6.17: Nischenstro¨mung auf dem unstrukturierten Dreieck-Gitter T3, dis-
kretisiert mit dem P4/P3-Element
6.5 Eine Pipeline in 3D
In diesem letzten Beispiel wird eine komplexe Pipeline betrachtet (Abb. 6.18). Das
große Rohr der La¨nge 3m und Radius R = 1m hat zwei kleinere symmetrisch plat-
zierte Einstro¨m- (links im Bild) und zwei Ausstro¨m-Rohre (rechts im Bild) mit dem
Radius R1 = 0.2. Die Rohr-Paare sind um 1m von einander und vom großen Ein-
und Ausstro¨m entfernt und mit 90 Grad bezu¨glich der Achse des großen Rohres zu
einander gedreht. Das Modell wurde mit einem Tetraeder-Gitter diskretisiert, wobei
Ein- und Ausstro¨m des großen Rohr 32 und der kleinen Rohren 12 Punkten auf dem
Kreis haben. Das liefert ein ungleichma¨ßiges Gitter mit einer feineren Auflo¨sung in
den kleinen Rohren.
Im Gegensatz zu den vorhergehenden Tests wollen wir eine langsame Stro¨mung
mit Hilfe der Stokes-Gleichungen simulieren. Die Stro¨mungsrichtung im großen Rohr
ist von links nach rechts und durch die Einstro¨mgeschwindigkeit u¯ = 0.01m
s
be-
stimmt. Diese langsame Stro¨mung wird durch eine gro¨ßere Einstro¨mgeschwindigkeit
uˆ = 0.5m
s
(gegeben senkrecht zur Einstomfla¨che) auf dem ersten Rohr-Paar und die
gleiche Ausstro¨mgeschwindigkeit auf dem zweiten Rohr-Paar gesto¨rt (Abb. 6.19).
Die Fluideigenschaften ρ = 1 und η = 0.1 sind absichtlich so gewa¨hlt, dass sich eine
kleine Reynoldszahl Re = 0.2 ergibt und die Stokes-Gleichungen den Stro¨mungsvor-
gang realistisch wiedergeben ko¨nnen.
Trotz mehrerer Ein- und Ausstro¨mungen stabilisiert sich die Stro¨mung in der
Pipeline (Abb. A.10) im wesentlichen schon nach der ersten halben Sekunde der
Simulation. Dieses Ergebnis wie auch das Stro¨mungsbild werden durch die Tests auf
einem feineren Gitter und durch Verfahren ho¨herer Ordnung besta¨tigt.
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Abbildung 6.18: Dreidimensionale Modell-Geometrie und Tetraedergitter einer Pi-
peline
Abbildung 6.19: Stromlinien einer Stokes-Stro¨mung in der Pipeline, diskretisiert mit
Euler/Semi-Explizit-Schema und P2/P1-Element auf einem Tetraeder-Gitter
Kapitel 7
Zusammenfassung und Ausblick
So eine Arbeit wird eigentlich nie fertig, man
muss sie fu¨r fertig erkla¨ren, wenn man nach
Zeit und Umsta¨nden das mo¨glichste getan hat.
- Johann Wolfgang von Goethe
In Rahmen dieser Arbeit wurde ein Stro¨mungssimulations-Solver entwickelt, der
die Navier-Stokes-Gleichungen oder deren Sonderfa¨lle mit der FEM auf unstruk-
turierten Dreieck- oder Viereck-Gittern in ein-, zwei- und dreidimensionalen Fall
lo¨sen kann. Einige der implementierten FEM sind zu den konservativen FVM a¨qui-
valent (Abschnitt 3.5). Die FEM stellt aber eine gro¨ßere Menge der Approximati-
onsmo¨glichkeiten dar und wurde deshalb bevorzugt (Abschnitt 7.1).
Fu¨r die Softwareentwicklung wurde die Technologie der generativen Programmie-
rung (GP) gewa¨hlt, die besondere Vorteile fu¨r wissenschaftliche Software o¨ffnet (Ab-
schnitt 7.3, 7.4). Im Problembereich der numerischen Stro¨mungssimulation wurden
viele mo¨gliche moderne Verfahren beru¨cksichtigt, die ein Simulations-Solver enthal-
ten kann, was zu einem detaillierten und flexiblen Software-Modell bzw. Doma¨nen-
Modell (Abschnitt 7.2) gefu¨hrt hat. Die auf der Grundlage dieses Modells entwickelte
Software-Komponenten sind in hohem Maße wiederverwendbar und in unterschied-
lichen Kombinationen bilden sie effiziente Simulations-Solver. Die Software ero¨ffnet
auch zahlreiche Wege der Weiterentwicklung (Abschnitt 7.5), die u¨ber die Grenzen
des Problembereichs hinaus gehen ko¨nnen.
Die entwickelte Software wurde Generativer Simulations-Solver (GSS) ge-
nannt und im Internet zusammen mit der Entwickler- und Benutzer-Dokumentation
vero¨ffentlicht. Die Quelltexte sind frei zum Herunterladen verfu¨gbar in der Form
’AS IS’. Die wichtigste und interessanteste Teile der Quelltexte wurden mit dem
DoxyGen-Tool kommentiert und damit in die Entwickler-Dokumentation mit ein-
geschlossen. Da Implementierung einiger Komponenten und zugeho¨rige Dokumenta-
tion im Laufe der Zeit gea¨ndert werden ko¨nnen, bekommt man unter der u.g. Adresse
immer die aktuelle Version. Diese Arbeit entha¨lt allerdings diejenigen grundlegenden
Konzepte und wichtigste Implementierungs-Information, die nicht gea¨ndert werden
sollen.
http://gss.scientificcpp.com
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7.1 Gesamtblick auf FDM, FVM und FEM
Die FDM, FVM und FEM haben verschiedene Urspru¨nge und Geschichte. Sie wur-
den von verschiedenen Arbeitsgruppen entwickelt, unterstu¨tzt bzw. bevorzugt. Des-
halb besitzen sie unterschiedliche theoretische Grundlagen. In den aktuellen Unter-
suchungen dieser Verfahren versucht man einen Vergleich durchzufu¨hren, um zuerst
die Auswahl einer oder anderen Methode zu erkla¨ren. Die gefundene A¨hnlichkeiten
ko¨nnen nicht nur in der theoretischen Weiterentwicklung dieser Methoden mitwir-
ken, sondern sind auch bei einer Programm-Umsetzung sehr wichtig.
Die FDM ist generell nur auf strukturierten Gittern anwendbar und ist in solchen
Fa¨llen auch effizienter bezu¨glich der Rechenzeit als eine allgemeine FVM oder FEM.
Die letztgenannten Methoden nutzen die Integralform von Gleichungen, stammen
aus der Methode der gewichteten Residuen und ko¨nnen deshalb in Einzellfa¨llen zu
den gleichen Steifigkeitsmatrizen fu¨hren (Abschnitt 3.5). Beide Methoden funktio-
nieren auf allgemeinen unstrukturierten Gittern und ko¨nnen dadurch Aufgaben in
komplexer Geometrien gut approximieren. Die Identifikation einer Methode (FVM
oder FEM) bleibt aber unterschiedlich. Eine FVM wird durch die Randintegral-
Approximationen definiert, wogegen eine FEM durch die Wahl der Ansatzfunktio-
nen bestimmt wird. Es existieren nur wenige FVM ho¨herer Approximationsordnung.
Die FEM ho¨herer Ordnung ist dagegen einfach durch polynomiale Ansatzfunktio-
nen entsprechender Ordnung definiert. Man kann also behaupten, dass die FVM eine
Untermenge der FEM ist (siehe auch [70], S.xxxvi). Da wir eine große Methoden-
Anzahl mit einem kleinerem Aufwand umsetzen wollen, ist die FEM dafu¨r viel
gu¨nstiger geeignet. Daru¨ber hinaus stehen hinter jeder FEM die vorher gespeicher-
ten lokalen Matrizen (Abschnitt 5.2.3), die direkt zur globalen Steifigkeitsmatrix ad-
diert werden, was wesentlich effizienter als eine Assemblierung durch Randintegral-
Approximationen einer FVM ist.
7.2 Das entwickelte Doma¨nen-Modell und die imple-
mentierten Komponenten
Das entwickelte Doma¨nen-Modell kann natu¨rlicherweise nicht vollsta¨ndig sein. Neue
Methoden gibt es schon heute oder werden morgen entwickelt, die in der Softwarefa-
milie beru¨cksichtigt werden mu¨ssen. Das ko¨nnen neue finite Elemente, Solver linearer
Gleichungssysteme, Pra¨konditionierer, Fehlerscha¨tzer usw. sein. Anhand der in die-
ser Arbeit betrachteten numerischen Verfahren der Stro¨mungsmechanik wurde das
Ziel verfolgt, ein solches Modell zu entwickeln, dass die neuen Methoden ins Mo-
dell eingefu¨gt werden ko¨nnen, ohne eine Modifizierung des Modells zu beno¨tigen.
Solche neuen Methoden ko¨nnen als neue Komponenten implementiert und in die
Komponentenlisten (genauer Typlisten, Kap. 4) hinzugefu¨gt werden. Aus solchen
Listen wird eine neue Komponente in mehrere fertige Solver mit Hilfe von Gene-
ratoren beim Kompilieren automatisch hereingezogen, so dass nur ein minimaler
Komponenten-Integrationsaufwand entsteht.
Die Betrachtung einer ganzen Softwarefamilie umfasst sofort sehr viele Verfahren
und Kentnisse, die auch u¨ber mehrere Forschungsgebiete verbreitet sind. Um das Mo-
dell besser zu entwickeln sowie Abha¨ngigkeiten und Parameter zu bestimmen, ver-
sucht man mo¨glichst viele der bekannten Verfahren zu beru¨cksichtigen, was gleichzei-
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tig eine große Anzahl der zu implementierenden Komponenten bedeutet. Diese Tat-
sache kann von Kritikern der GP als ein Nachteil betrachtet werden [190]. Es ist aber
in der GP sehr wichtig, die theoretische Modell-Entwicklung (Domain-Engineering)
von der nachfolgenden Komponenten-Implementierung in einer Programmiersprache
zu unterscheiden. Eine große Verfahrensvielfalt in der Modell-Entwicklung fu¨hrt zu
einem genaueren Doma¨nen-Modell, bedeutet aber nicht, dass alle dieser Verfahren
sofort implementiert werden mu¨ssen. Spa¨ter implementierte Komponenten passen
dann genau so wie die zuerst implementierte Komponenten zum gesamten geplann-
ten Modell und sind genau so hoch wiederverwendbar. In diesem Zusammenhang
entha¨lt die erste Version der generativen Simulations-Solver (GSS) diejenigen Kom-
ponenten, die insbesondere gut parametrisierbar (durch Template-Parameter) sind
und dadurch eine gro¨ßere Verfahrens-Zahl mit einem kleinen Implementierungsauf-
wand abdecken, um die Ma¨chtigkeit der statischen Konfiguration zu veranschauli-
chen.
• Die konformen finiten Elemente werden durch die Dimension, den Geometrie-
Typ und die Ordnung der polynomialen Ansatzfunktionen bestimmt (Ab-
schnitt 4.4), d.h. durch drei Parameter wird eine ganze Palette der FEM Pi
und Qi, i = 0, 1, ... repra¨sentiert. Diese konformen Elemente werden in ge-
mischter Form fu¨r die Diskretisierung der Navier-Stokes-Gleichungen benutzt,
obwohl eine Anwendung in Einzelform fu¨r andere Gleichungen nicht ausge-
schlossen ist. Nichtkonforme Elemente mu¨ssen dagegen einzeln definiert und
die zugeho¨rigen lokalen Matrizen generiert werden.
• Durch die Einteilung der Navier-Stokes-Gleichungen in die Einzelterme ist
auch eine Lo¨sung aller Sonderfa¨lle mo¨glich, z.B. Stokes-Gleichungen oder Euler-
Gleichungen. Dabei fa¨llt der zum fehlenden Gleichungsterm Codeteil (Behand-
lung der lokalen Matrix, etc.) bei der Kompilierung durch statische Konfigu-
ration aus, was den entsprechenden Solver im Vergleich zum vollsta¨ndigen
NS-Solver wesentlich effizienter macht.
• Mit Hilfe der vorhandenen LASC-Bibliothek [118] wurden alle erwa¨hnten itera-
tiven Gleichungssystem-Solver (Tab. 5.4) ohne großen Aufwand implementiert.
Im Laufen der Tests (Kap. 6) wurden allerdings die Residuum minimisierende
Methoden bevorzugt, weil sie insbesondere mit dem gewa¨hlten Pra¨konditio-
nierer (5.21) ein gutes Konvergenzverhalten zeigen. Andere, z.B. allgemeine
ILU-Pra¨konditionierer, ko¨nnen evtl. mit anderen iterativen Verfahren besser
zusammenpassen, was auch in der Kompilierungszeit konfiguriert wird.
• Fu¨r die erste GSS-Version wurde nur eine Gitter-Datenstruktur (R1, Ab-
schnitt 5.2.1) implementiert und gebraucht. Andere Datenstrukturen ko¨nnen
z.B. bei der Implementierung der h-Version (Gitteradaption) notwendig sein
und mu¨ssen dann die R1-Datenstruktur in diesen Solver-Versionen ersetzen.
• Die Aufgaben-Dimension d = 1, 2, 3 genau wie der Geometrie-Typ (Drei-
ecke oder Vierecke, Abb. 5.8) sind Template-Parameter. Dashalb entha¨lt z.B.
ein 2D-Solver keine unno¨tige Codeteile der 3D-Version. Dasselbe gilt fu¨r den
Geometrie-Typ und andere statische Daten.
Weitere allgemeine und Block-Pra¨konditionierer sowie nur theoretisch betrachtete
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Konzepte: Partitionierung, Parallelisierung und Fehlerscha¨tzung ko¨nnen spa¨ter im-
plementiert und in die Software integriert werden.
7.3 Symbolische Modellbildung
Der besondere Schwerpunkt dieser Arbeit liegt in der Definition von statischen Da-
ten (Abschnitt 5.1), die schon vor der Kompilierung bekannt sein ko¨nnen. Die stati-
schen Daten werden durch Template-Parameter implementiert, d.h. sie sind entwe-
der ganze Zahlen oder durch Klassen-Templates repra¨sentiert, die selber nur weitere
statische Daten enthalten du¨rfen. Im physischen Sinne stellen die statischen Daten
mathematische Objekte dar, deren Behandlung nichts anderes als symbolische Be-
rechnungen sind. Die guten Beispiele dafu¨r sind Modellierung der diskreten Navier-
Stokes-Gleichungen (Abschnitt 4.2) und der Aufbau polynomialer Ansatzfunktionen
(Abschnitt 4.3).
Wir wollen nun den ganzen Weg solcher symbolischen Modellierung im ent-
wickelten Simulations-Solver zusammenfassen. Beginnen wir mit den Navier-Stokes-
Gleichungen, die zuerst in der Zeit diskretisiert, dann linearisiert und schließlich
vereinfacht werden. Fu¨r jeden in den endgu¨ltigen diskreten Gleichungen enthaltenen
Term wird eine lokale Matrix entsprechend dem gewa¨hlten Stokes-Element geladen
(Abschnitt 5.2.3). Wenn das notwendige File nicht existiert, wird die Matrix mit
Hilfe symbolisch gebildeter Ansatzfunktionen berechnet und fu¨r die Zukunft abge-
speichert, so dass diese Berechnung nur einmal fu¨r das gewa¨hlte Stokes-Element
stattfinden muss. Diese lokale Matrix wird bei der Assemblierung fu¨r jedes Gitter-
Element in ein neues Koordinatensystem transformiert und zur globalen Steifig-
keitsmatrix addiert (Abschnitt 5.2.4). Wenn diese globale Matrix mit allgemeinen
iterativen Verfahren und Pra¨konditionierer gelo¨st werden ko¨nnte, wa¨ren keine weite-
ren symbolischen Definitionen bis zum Simulations-Ergebnis mehr no¨tig. Die Matrix
muss aber in der Blockform (5.17) dargestellt werden, wobei zur Berechnung eines
speziellen Block-Pra¨konditionierer (Abschnitt 5.2.6) die Matrix-Blo¨cke getrennt be-
handelt werden mu¨ssen. Da wir nicht nur inkompressible Navier-Stokes-Gleichungen
betrachten, sondern auch Sonderfa¨lle und je nach dem Sonderfall die Blo¨cke unter-
schiedliche Eigenschaften (z.B. symmetrisch oder nicht) haben ko¨nnen oder sogar
ganz ausfallen (z.B. bei der Konvektions-Diffusions-Gleichung), werden die Matrix-
Blo¨cke symbolisch bezeichnet und deren Zusammenhang mit den Gleichungstermen
hergestellt. Es ist z.B. einfach zu merken, dass der Diffusions- und der Konvektions-
Terme in den Matrix-Block F und der Druck-Term bzw. Kontinuita¨t in die Blo¨cke
BT bzw. B beitragen. Die Form der diskreten Gleichungen (dort enthaltene Terme)
bestimmt also die Gestalt der globalen Matrix schon in der Kompilierungszeit. Da-
durch ko¨nnen ein passender Pra¨konditionierer bzw. notwendige iterative Verfahren
automatisch gewa¨hlt werden. Fu¨r iterative Lo¨sungen mit getrennten Matrix-Blo¨cken
(z.B. zur Bestimmung von F−1), die evtl. bei einer Block-Pra¨konditionierung not-
wendig sein ko¨nnen, sind die aus den Gleichungen stammenden Eigenschaften der
Blo¨cke: Symmetrie und Definitheit entscheidend fu¨r die Wahl eines iterativen Verfah-
ren. Einbeziehen einer weiteren Gleichung ins Modell, wie z.B. Energie-Gleichung,
bedeutet neue Blo¨cke in der globalen Matrix wie auch eine andere pra¨konditionierte
iterative Lo¨sung, was analog statisch konfiguriert wird.
Die gekoppelte Matrix-Assemblierung und danach folgende Block-Zerlegung der
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Matrix ist ziemlich allgemein, weil die Projektions-Methoden (Abschnitt 3.1.2), die
Geschwindigkeit und Druck schon vor der Raumdiskretisierung entkoppeln, zu den
bestimmten Block-Pra¨konditionierer a¨quivalent sind (Abschnitt 5.2.6, [130]). Die-
se Tatsache erleichtert wesentlich die Entwicklungsarbeit, weil man sich nur mit
den verschiedenen Block-Pra¨konditionierern und nicht mit den neuen Gleichungen
auseinander setzen muss.
7.4 Vor- und Nachteile der generativen Softwareent-
wicklung
Viele der Eigenschaften der GP wurden bereits in diesem Kapitel anhand des Bei-
spiels der im Rahmen dieser Arbeit entwickelten Simulations-Solver erwa¨hnt. Hier
werden sie verallgemeinert und zusammengefasst:
+ Die Entwicklung eines Doma¨nen-Modells umfasst viele Konzepte und Merk-
male des Problembereichs, entdeckt deren A¨hnlichkeiten und Unterschiede (in
unserem Fall numerische Verfahren), parametrisiert diese und erstellt dadurch
eine Grundlage fu¨r eine flexible Software mit vielen Optionen bzw. einer großen
Verfahrensauswahl.
+ Mo¨glichst viele der Modell-Parameter werden als statische Daten (Abschnitt
5.1) angenommen. Mit solchen Parameter wird die statische Konfiguration
des Codes in der Kompilierungszeit durchgefu¨hrt, d.h. aus den vorhandenen
wiederverwendbaren Komponenten werden nur notwendige Komponenten in
eine oder mehrere fertige Softwaresysteme (Stro¨mungssimulations-Solver) mit
einbezogen. Dieses liefert eine hohe Effizienz von solchen Softwaresysteme un-
abha¨ngig von der Optionen- bzw. Verfahrensvielfalt.
+ Die GP ero¨ffnet einen besonderen Vorteil zur Behandlung mathematischer Ob-
jekte. Sie ko¨nnen symbolisch in der Kompilierungszeit behandelt werden, wie
z.B. diskrete Navier-Stokes-Gleichungen (Abschnitt 4.2) oder polynomiale An-
satzfunktionen (Abschnitt 4.3). Dann werden solche mathematischen Objekte
in der vereinfachten Form in den u¨bersetzten Code hereingehen.
+ Formeln, die nur statische Daten benutzen, werden schon in der Kompilie-
rungszeit berechnet, wie z.B. die ganzzahlige Potenzberechnung (Listing 4.1).
Zu solchen kleinen Codeoptimierungs-Techniken auf dem unteren Implementie-
rungs-Niveau geho¨rt auch das Loop-Unrolling (Abschnitt 5.3.3, A.3).
− Zu den Nachteilen geho¨rt die schnell mit der Anzahl der Optionen wachsen-
de Kompilierungszeit, wenn insbesondere mehrere Softwaresystem-Varianten
kompiliert werden. Deshalb muss man Berechnungen mit nichtlinearer Kom-
plexita¨t in der Kompilierungszeit vermeiden.
− Komplizierte Syntax der Template-Metaprogrammierung, die zur Umsetzung
der statischen Konfiguration und der Kompilierungszeit-Berechnungen ver-
wendet wird. Die Syntax basiert auf Klassen-Template-Definitionen und de-
ren Spezialisierungen (Abschnitt 4.1), die urspru¨nglich zur keinen so extensi-
ven Nutzung, wie in der Template-Metaprogrammierung, geplant wurden und
mehr durch einen Zufall zu einer vollsta¨ndigen Meta-Sprache gefu¨hrt haben.
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+ Mit Hilfe mehrerer kombinierbarer Komponenten und die dadurch entstehen-
den Softwaresystem-Varianten lassen sich Fehler im Code leichter suchen und
lokalisieren. Beispielsweise werden verschiedene Stokes-Elemente mit verschie-
denen Sonderfa¨llen der Navier-Stokes-Gleichungen getestet, um zu erkennen,
welcher der Gleichungsterme bzw. die dahinter stehende lokale Matrix zu ei-
nem Fehler fu¨hrt.
7.5 Mo¨gliche Weiterentwicklung
Die generative Softwareentwicklung gestattet nicht nur eine effiziente Umsetzung
einer großen Zahl von Verfahren aus einem bestimmten Problembereich, sondern
erstellt Beziehungen zu anderen Forschungsgebieten, wo der Simulations-Solver wei-
terentwickelt und eingesetzt werden kann.
Neue finite Elemente
Die Liste der implementierten und in der Arbeit erwa¨hnten finiten Elemente kann
man schnell erweitern, indem man z.B. die polynomiale Blasenfunktion (3.66) ge-
nau wie die konformen Ansatzfunktionen symbolisch definiert und eine Folge der
stabilisierten konformen Elemente P+k /Pk und Q
+
k /Qk, k = 1, 2, ... erzeugt, wobei +
die Addition der Blasenfunktion bedeutet. Nichtkonforme und besondere Elemen-
te mu¨ssen gesondert so definiert werden, dass fu¨r jeden Gleichungsterm eine lokale
Matrix entsprechend diesem Element berechnet werden kann.
Weitere Gleichungssystemlo¨ser und Pra¨konditionierer
Die Tests der konkreten 2D- und 3D-Simulationen (Kap. 6) haben gezeigt, dass der
gro¨ßte Rechenaufwand in der pra¨konditionierten iterativen Lo¨sung, insbesondere
derjenigen Gleichungssysteme, die bei der Simulationen instationa¨rer Stro¨mungen
entstehen. Die richtigen Parameter und Kombinationen der iterativen Lo¨ser und
Pra¨konditionierer ko¨nnen in vielen Fa¨lle nur durch Tests bestimmt oder angepasst
werden. Deshalb beno¨tigt eine Weiterentwicklung in diese Richtung nicht nur theo-
retische Fortschritte, sondern auch viele Tests- und Benchmarks-Untersuchungen.
Parallelisierung
Trotz einer besonderen Sorgfalt bezu¨glich Recheneffizienz und Speicherverbrauch
wa¨hrend der Softwareentwicklung erreicht man bei der Simulation reeller 3D-Stro¨-
mungsmodelle sehr schnell die Rechenleistungs- und Speichergrenze. Beide Gren-
zen ko¨nnen durch die beschriebenen Parallelisierungs-Verfahren (Abschnitt 5.2.7)
auf unterschiedlichen parallelen Architekturen [119] u¨berschritten werden. Dadurch
kann der GSS vor allem in eine neue Dimension der Ingenieur-Aufgaben einsteigen.
Neue Gleichungen
Zuerst muss man sich an die gemischten FEM mit Ansatzfunktionen gleicher Ord-
nung fu¨r die Geschwindigkeit und den Druck erinnern, die durch Einfu¨hrung zusa¨tzli-
cher Terme in der rechten Seite der Kontinuita¨tsgleichung stabilisiert werden. Solche
7.5 Mo¨gliche Weiterentwicklung 121
Terme mu¨ssen genau so wie a¨ußere Kraft in der rechten Seite der Impulsgleichung
als ein neuer Term symbolisch definiert werden. Fu¨r die neuen Terme werden dann
die lokalen Vektoren generiert und am gesamten Assemblierungsprozess teilnehmen.
Eine andere Weiterentwicklung der Gleichungsmodelle besteht in der Umsetzung
der im Abschnitt 4.2.3 beschriebenen Idee. Die als ganze Summanden im Modell der
Navier-Stokes-Gleichungen dargestellten Terme (Diffusion, Konvektion, etc.) ko¨nnen
weiter in Unbekannte, Konstante und Operatoren zerlegt werden, die dann auch sym-
bolisch durch Klassen-Templates bezeichnet werden ko¨nnen. Daraus ko¨nnen neue
Gleichungsterme bzw. neue Gleichungsmodelle gebildet werden. Die Beschreibung ei-
nes neuen Gleichungsmodells kann mit Macro-Definitionen in der C++ Sprache statt
Template-Definitionen benutzerfreundlich vereinfacht werden. Dann wird ein effizi-
enter FEM-Solver fu¨r eine als Macro beschriebene diskrete Gleichung, hinter welcher
eine symbolische Template-Definition steht, automatisch nach der Kompilierung er-
zeugt. Solche Gleichungen ko¨nnen sowohl zur numerischen Stro¨mungs-Simulation
zusa¨tzlich sein (z.B. Energie-Gleichung, verschiedene Turbulenz-Modelle) als auch
aus anderen Forschungsgebieten stammen, die weit weg von der Stro¨mungsmechanik
liegen.
Adaptivita¨t
Eine einfache Zeit-Adaption hat sich bei den numerischen Experimente (Kap. 6)
mehrmals gut bewa¨hrt. Deshalb wa¨re eine Entwicklung anderer Adaption-Strate-
gien sehr vorteilhaft. Als erstes denkt man an die h-Adaption, d.h. Gitter-Verfei-
nerung oder Vergro¨berung, was auch Implementierung guter Fehlerscha¨tzer (Ab-
schnitt 5.2.8) beno¨tigt. Eine Kombination der Gitter-Adaption mit den finiten Ele-
menten ho¨herer Ordnung fu¨hrt zur hp-Version der FEM, wobei die p-Version im
GSS bereits vorhanden ist.
Eine andere und weniger bekannte Adaption-Strategie besteht in der Lo¨sung un-
terschiedlicher Gleichungen auf verschiedenen Gitter-Partitionen [85]. In bestimmten
Simulationsgebieten ko¨nnen also nicht nur die Navier-Stokes-Gleichungen, sondern
deren Sonderfa¨lle gelo¨st werden, wo die Stro¨mung entsprechende Eigenschaften be-
sitzt. Die Partitionierung muss hier nicht unbedingt im Sinne des Parallelisierungs-
Konzepts verstanden werden, obwohl eine gleichzeitige Lo¨sung unterschiedlicher
Gleichungen auf verteilten Rechnern auch mo¨glich ist, wobei das Load-Balancing-
Problem (eine gleichgewichtete Verteilung des Gitters u¨ber Partitionen) noch kom-
plizierter wird.
Datenbank der Simulations-Ergebnisse
Durch die gut kombinierbare Komponente steigt die Anzahl der mo¨glichen Solver
exponentiell, was schnell dazu fu¨hrt, dass alle generierten Solver von einer Person
nicht getestet werden ko¨nnen. Zu einem Kenntnis-Austausch ist es deshalb sinnvoll,
eine Online-Datenbank zu entwickeln, wo die simulierte Modelle mit sa¨mtlischen
eingegebenen Solver-Parametern gespeichert werden ko¨nnen, um sowohl die Fehler
im Solver zu entdecken als auch fu¨r die Lo¨sung reeller Ingenieur-Probleme hilfreiche
Information zu bekommen.
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Anhang
A.1 Exakte Integration
Alle hier angegebenen Integrale wurden mit Hilfe von Mathematica berechnet und
in einzelnen Fa¨llen analytisch und numerisch mit Matlab gepru¨ft.
A1(a− bc, b)
A2(0, 0)
A3(a, 0)
A12(
a−bc
2
, b
2
)
A13(a− bc2 , b2)
A23(
a
2
, 0)
Abbildung A.1: Ein verfeinertes Dreieck mit dem dualen Voronoi-Diagramm
PM1 /P0-Element
Die Geschwindigkeits-Ansatzfunktionen ϕij des Knotens Aj im Dreieck Ki:
ϕ11 =
2
b
y − 1,
ϕ22 = − 2ax− 2ca y + 1,
ϕ43 =
2
a
x+
(
2c
a
− 2
b
)
y − 1,
ϕ112 = − 2ax− 2ca y + 2,
ϕ212 =
2
b
y,
ϕ312 = − 2ax+
(−2c
a
+ 2
b
)
y + 1,
ϕ113 =
2
a
x+
(
2c
a
− 2
b
)
y,
ϕ313 =
2
a
x+ 2c
a
y − 1,
ϕ413 =
2
b
y,
ϕ223 =
2
a
x+
(
2c
a
− 2
b
)
y,
ϕ323 = −2by + 1,
ϕ423 = − 2ax− 2ca y + 2,
(A.1)
die auf den in (A.1) nicht genannten Dreiecken verschwinden. Die konstante Druck-
Ansatzfunktion ist ψK = 1.
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Erga¨nzung fu¨r die Formeln (3.44)-(3.45) der Integration der Druckterme:
∫
K
∂ϕ2
∂x
dxdy pK = − b
4
pK = (−mK2,12 cos β −mK2,23) pK
= (mK2,12n˜
x
2,12 +m
K
2,23n˜
x
2,23) p
K
∫
K
∂ϕ2
∂y
dxdy pK = −bc
4
pK = (−mK2,12 sin β) pK
= −(mK2,12n˜y2,12 +mK2,23n˜y2,23) pK
(A.2)

∫
K
∂ϕ3
∂x
dxdy pK =
b
4
pK = (mK3,13 cosα+m
K
3,23) p
K
= −(mK3,13n˜x3,23 +mK3,23n˜x3,23) pK∫
K
∂ϕ3
∂y
dxdy pK = −a− bc
4
pK = (−mK3,13 sinα) pK
= −(mK3,13n˜y3,13 +mK3,23n˜y3,23) pK
(A.3)

∫
K
∂ϕ13
∂x
dxdy pK =
b
2
pK = (m13,23 cos β +m13,12) p
K
= −(m13,23n˜x13,23 +m13,12n˜x13,12
+mK13,1n˜
x
13,1 +m
K
13,3n˜
x
13,3) p
K ,∫
K
∂ϕ13
∂y
dxdy pK =
bc
2
pK = (m13,23 sin β) p
K
= −(m13,23n˜y13,23 +m13,12n˜y13,12
+mK13,1n˜
y
13,1 +m
K
13,3n˜
y
13,3) p
K .
(A.4)

∫
K
∂ϕ23
∂x
dxdy pK = 0pK = (m23,12 cosα−m23,13 cos β +mK23,2 −mK23,3) pK
= −(m23,12n˜x23,12 +m23,13n˜x23,13
+mK23,2n˜
x
23,2 +m
K
23,3n˜
x
23,3) p
K ,∫
K
∂ϕ23
∂y
dxdy pK = −a
2
pK = −(m23,12 sinα+m23,13 sin β) pK
= −(m23,12n˜y23,12 +m23,13n˜y23,13
+mK23,2n˜
y
23,2 +m
K
23,3n˜
y
23,3) p
K .
(A.5)
Die Approximation der Kontinuita¨tsgleichung ist vollsta¨ndig in (3.46) angegeben.
PM1 /P1-Element
Die Geschwindigkeits-Ansatzfunktionen sind in (A.1) dargestellt. Fu¨r die Druck-
Ansatzfunktionen gilt
ψK1 =
1
b
y,
ψK2 = − 1ax− cay + 1,
ψK3 =
1
a
x+
(
c
a
− 1
b
)
y + 1.
(A.6)
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Erga¨nzung fu¨r die Formeln (3.48)-(3.49) der Integration der Druckterme:

3∑
j=1
∫
K
ψj
∂ϕ2
∂x
dxdy pj = − b24p1 − b6p2 − b24p3 = p1+4p2+p36 (−mK2,23 −mK2,12 cos β),
3∑
j=1
∫
K
ψj
∂ϕ2
∂y
dxdy pj = − bc24p1 − bc6 p2 − bc24p3 = p1+4p2+p36 (−mK2,12 sin β).
(A.7)

3∑
j=1
∫
K
ψj
∂ϕ3
∂x
dxdy pj =
b
24
p1 +
b
24
p2 +
b
6
p3 =
p1+p2+4p3
6
(mK3,23 +m
K
3,13 cosα),
3∑
j=1
∫
K
ψj
∂ϕ3
∂y
dxdy pj = −a−bc24 p1 − a−bc24 p2 − a−bc6 p3 = p1+p2+4p36 (−mK3,13 sinα).
(A.8)

3∑
j=1
∫
K
ψj
∂ϕ13
∂x
dxdy pj =
b
4
p1 +
b
8
p2 +
b
8
p3
= 4p1+p2+p3
6
mK1,13 cos β +
2p1+p2+p3
4
m13,12
+p1+p2+2p3
4
m13,23 cosα− p1+p2+4p36 mK3,13 cos β,
3∑
j=1
∫
K
ψj
∂ϕ13
∂y
dxdy pj = −a−2bc8 p1 + bc8 p2 + a+bc8 p3
= −4p1+p2+p3
6
mK1,13 sin β +
p1+p2+2p3
4
m13,23 sinα
+p1+p2+4p3
6
mK3,13 sin β.
(A.9)

3∑
j=1
∫
K
ψj
∂ϕ23
∂x
dxdy pj = 0p1 +
b
8
p2 − b8p3
= p1+2p2+p3
4
m12,23 cos β − p1+p2+2p34 mK13,23 cosα
+p1+4p2+p3
6
mK2,23 − p1+p2+4p36 mK3,23,
3∑
j=1
∫
K
ψj
∂ϕ23
∂y
dxdy pj = −a8p1 − 2a−bc8 p2 − a+bc8 p3
= −p1+2p2+p3
4
m12,23 sin β − p1+p2+2p34 mK13,23 sinα.
(A.10)
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Kontinuita¨tsgleichung:
∑
i∈I
∫
K
ψ1
(
∂ϕi
∂x
ui +
∂ϕi
∂y
vi
)
dxdy = 0u1 − b24u2 + b24u3 − b4u12 + b4u13 + 0u23
+a
6
v1 − bc24v2 − a−bc24 v3 + a−2bc8 v12 − a−2bc8 v13 − a8v23∑
i∈I
∫
K
ψ2
(
∂ϕi
∂x
ui +
∂ϕi
∂y
vi
)
dxdy = 0u1 − b6u2 + b24u3 − b8u12 + b8u13 + b8u23
+ a
24
v1 − bc6 v2 − a−bc24 v3 + 2a−bc8 v12 − bc8 v13 − 2a−bc8 v23∑
i∈I
∫
K
ψ3
(
∂ϕi
∂x
ui +
∂ϕi
∂y
vi
)
dxdy = 0u1 − b24u2 + b6u3 − b8u12 + b8u13 − b8u23
+ a
24
v1 − bc24v2 − a−bc6 v3 + a−bc8 v12 − a+bc8 v13 − a+bc8 v23
(A.11)
P2/P0-Element
Die Geschwindigkeits-Ansatzfunktionen zweiter Ordnung:
ϕK1 =
2
b2
y2 − 1
b
y,
ϕK2 =
2
a2
x2 + 4c
a2
xy + 2c
2
a2
y2 − 3
a
x− 3c
a
y + 1,
ϕK3 =
2
a2
x2 +
(
4c
a2
− 4
ab
)
xy +
(
2c2
a2
− 4c
ab
+ 2
b2
)
y2 − 1
a
x+
(
1
b
− c
a
)
y,
ϕK12 = − 4abxy − 4caby2 + 4by,
ϕK13 =
4
ab
xy +
(
4c
ab
− 4
b2
)
y2,
ϕK23 = − 4a2x2 +
(− 8c
a2
+ 4
ab
)
xy +
(
−4c2
a2
+ 4c
ab
)
y2 + 4
a
x+
(
4c
a
− 4
b
)
y.
(A.12)
Die konstante Druck-Ansatzfunktion ψK = 1.
Erga¨nzung fu¨r die Formeln (3.56)-(3.57) der Integration der Diffusionsterme:
∑
i∈I
∫
K
∇ϕi∇ϕ2dxui = c6u1 + b(1+c
2)
2a
u2 +
b(1+c2)−ac
2a
u3 − 2c3 u12 + 2ac−2b(1+c
2)
3a
u23
=
(
1
6
u1 +
1
2
u2 − 23u12
)
cotα+
(
1
2
u2 +
1
6
u3 − 23u23
)
cot γ
= 2(3u2−4u12+u1)
3a2,12
mK2,12 +
2(3u2−4u23+u3)
3a2,23
mK2,23,
(A.13)∑
i∈I
∫
K
∇ϕi∇ϕ3dxui = a−bc6b u1 + b(1+c
2)−ac
6a
u2 +
(
a
2b
+ b(1+c
2)
2a
− c
)
u3
−2(a−bc)
3b
u13 +
2ac−2b(1+c2)
3a
u23
=
(
1
2
u3 +
1
6
u1 − 23u13
)
cot β +
(
1
2
u3 +
1
6
u2 − 23u23
)
cot γ
= 2(3u3−4u13+u1)
3a3,13
mK3,13 +
2(3u3−4u23+u2)
3a3,23
mK3,23,
(A.14)
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∑
i∈I
∫
K
∇ϕi∇ϕ13dxui =
= −2(a−bc)
3b
u1 − 2(a−bc)3b u3 + 43
(
c− b(1+c2)
a
)
u12 +
4
3
(
a
b
+ b(1+c
2)
a
− c
)
u13 − 4c3 u23
= −2
3
(u1 + u3) cot β − 43u23 cotα− 43u12 cot γ + 43(cotα+ cot β + cot γ)u13
= 4(u13−u1)
3a1,13
mK1,13 +
4(u13−u3)
3a3,13
mK3,13 +
4(u13−u12)
3a13,12
m13,12 +
4(u13−u23)
3a23,13
m23,13,
(A.15)∑
i∈I
∫
K
∇ϕi∇ϕ23dxui =
= 2
3
(
c− b(1+c2)
a
)
u2 +
2
3
(
c− b(1+c2)
a
)
u3 − 4(a−bc)3b u12 − 4c3 u13 + 43
(
a
b
+ b(1+c
2)
a
− c
)
u23
= −2
3
(u2 + u3) cot γ − 43u12 cot β − 43u13 cotα+ 43(cotα+ cot β + cot γ)u12
= 4(u23−u2)
3a2,23
mK2,23 +
4(u23−u3)
3a3,23
mK3,23 +
4(u23−u12)
3a23,12
m23,12 +
4(u23−u13)
3a23,13
m23,13,
(A.16)
Erga¨nzung fu¨r die Formeln (3.58)-(3.59) der Integration der Druckterme:

∫
K
∂ϕ2
∂x
dxdy pK = − b
6
pK = 2
3
(mK2,12n˜
x
2,12 +m
K
2,23n˜
x
2,23) p
K
∫
K
∂ϕ2
∂y
dxdy pK = −bc
6
pK = 2
3
(mK2,12n˜
y
2,12 +m
K
2,23n˜
y
2,23) p
K ,
(A.17)

∫
K
∂ϕ3
∂x
dxdy pK =
b
6
pK = 2
3
(mK3,13n˜
x
3,13 +m
K
3,23n˜
x
3,23) p
K
∫
K
∂ϕ3
∂y
dxdy pK = −a− bc
6
pK = 2
3
(mK3,13n˜
y
3,13 +m
K
3,23n˜
y
3,23) p
K ,
(A.18)

∫
K
∂ϕ13
∂x
dxdy pK =
2b
3
pK = 4
3
(m13,23n˜
x
13,23 +m13,12n˜
x
13,12
+mK13,1n˜
x
13,1 +m
K
13,2n˜
x
13,2) p
K ,∫
K
∂ϕ13
∂y
dxdy pK =
2bc
3
pK = 4
3
(m13,23n˜
y
13,23 +m13,12n˜
y
13,12
+mK13,1n˜
y
13,1 +m
K
13,2n˜
y
13,2) p
K .
(A.19)
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Approximation der Kontinuita¨tsgleichung ist vollsta¨ndig in (3.60) angegeben.
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P2/P1-Taylor-Hood-Element
Druckterme:
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A.2 Diagramm-Notation
A.2.1 Merkmaldiagramme
Ein Konzept wird durch eine Menge von Merkmalen (engl. features) beschrieben.
Jedes dieser Merkmale kann wiederum durch andere Untermerkmale na¨her beschrie-
ben werden. So entsteht eine Hierarchie, die in einem Merkmaldiagramm dargestellt
wird. Die Wurzel eines Merkmaldiagramms repra¨sentiert das Konzept selbst und
wird als Konzeptknoten bezeichnet. Dieser Knoten ist immer in einem Merkmaldia-
gramm enthalten. Die restlichen Knoten repra¨sentieren Merkmale und heißen Ei-
genschaftsknoten. Tabelle A.1 fasst kurz Elemente eines Merkmaldiagramms (engl.
Feature Diagram) zusammen, die von Czarnecki und Eisenecker [38] systematisiert
worden sind und in Kapitel 4 dieser Arbeit benutzt werden.
Diagramm-Beispiel Beschreibung
festes Merkmal (engl. feature): Das Konzept K entha¨lt
das Merkmal E1
optionales Merkmal: Das Konzept K kann das Merkmal
E1 enthalten
alternative Merkmale: Das Konzept K entha¨lt ein einzi-
ges Merkmal von E1, E2, E3
oder-Merkmale: Das Konzept K entha¨lt mindestens ein
Merkmal von E1, E2, E3
Tabelle A.1: Notation eines Merkmaldiagramms
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A.2.2 UML-Diagramme
Die UML-Sprache (engl. Unified Modeling Language) ist eine Sprache zur Definiti-
on, Visualisierung, Konstruktion und Dokumentierung von Softwaresysteme. Sie be-
nutzt folgende Arten von Diagrammen: Use-Case-Diagramme, Klassen-Diagramme,
Verhalten-Diagramme und Implementierungs-Diagramme. In dieser Arbeit (Abb.
5.3) werden nur die Klassen-Diagramme benutzt, deren Notation kurz in der Ta-
belle A.2 zusammengefasst ist. Die vollsta¨ndige Beschreibung findet man in der
UML-Spezifikation [164].
Diagramm-Beispiel Beschreibung
Definition des Klassen-Templates ClassTemplate mit
den Parameter T als Datentyp und N als ganze Zahl. In
der ersten Sektion unter dem Namen werden die Daten-
Mitglieder (auch Attribute) definiert. Die zweite Sektion
entha¨lt die Klassen-Funktionen.
Komposition: die Klasse Class1 entha¨lt ein Objekt der
Klasse Class2.
Aggregation: die Klasse Class1 entha¨lt mehrere Objek-
te der Klasse Class2, z.B. in einem Array.
Assoziation: die Klasse Class1 entha¨lt eine Referenz auf
ein Objekt der Klasse Class2.
Tabelle A.2: Notation eines UML-Klassendiagramms
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A.3 Lineare-Algebra-Benchmark-Tests
Diese Benchmark-Tests wurden mit dem Ziel durchgefu¨hrt, die Skalarprodukt-Ope-
ration mit der Unrolling-Strategie mittels der Template-Metaprogrammierung zu
untersuchen. Im Abschnitt 5.3.3 wurden die Voraussetzungen fu¨r die Tests sowie die
Resultaten fu¨r einen Pentium4-Prozessor bereits pra¨sentiert. Nach der Definition der
normalisierten MFLOPS werden hier die mit unterschiedlichen Compiler u¨bersetzte
Benchmark-Tests auf drei weiteren Hardware-Plattformen analysiert.
A.3.1 Normalisierte MFLOPS
Um die Benchmark-Tests auf unterschiedlichen Hardware-Plattformen und fu¨r ver-
schiedene Vektorla¨nge vergleichen zu ko¨nnen, wird die Rechenleistung in normalisier-
ten MFLOPS gemessen, da nicht alle mathematischen Operationen eine Gleitkomma-
Operation beinhalten. Der Term ’normalisiert’ bedeutet, dass jeder Operationstyp
ein Gewicht bekommt. Diese Vorgehensweise wurde im bekannten Livermore-Loop-
Benchmark [100] benutzt, wobei fu¨r Addition, Subtrahieren und Multiplikation 1,
fu¨r Division und Quadratwurzel 4 und fu¨r trigonometrische Funktionen der Faktor
8 auf allen Hardware-Plattformen angenommen wurde. Das ist offensichtlich nur
eine Na¨herungsannahme. Die exakten Werte ko¨nnen mit einem Extra-Test [118] ge-
wonnen werden. Die Ergebnisse dieses Tests befinden sich in der Tabelle A.3. Die
dabei begleitende theoretische Ho¨chstleistung bedeutet die oberste nicht erreich-
bare Prozessorleistung, die als die Taktfrequenz multipliziert mit der Anzahl der
Prozessor-Recheneinheiten berechnet wird. Eine wirkliche Leistung wird ha¨ufig in
einer Prozentzahl von diesem Wert angegeben.
Peak MFLOPS-Normali-
Hardware-Plattform Betriebssystem Performance sierungsfaktor
(GFLOPS) add mul div sin
Pentium III 800MHz RedHat Linux
9 (Kern 2.4.20)
0.8 1 1 1.6 21.6
Pentium4 2,4GHz Fedora Core 2
(Kern 2.6.6)
4.8 1 1 1.2 21.4
AMD Opteron 848
(2,4GHz)
Fedora Core 2
(Kern 2.6.5-1)
4.8 1 1 1 3.7
IBM Power4 1,5Ghz IBM AIX 5.2 6.0 1 1 5.1 15.2
Tabelle A.3: Hardware-Beschreibung zu Benchmark-Tests
A.3.2 AMD Opteron 848
Der AMD-Opteron-Prozessor hat die besondere Eigenschaft, gleichzeitig sowohl 32-
als auch 64-bit-Anwendungen ausfu¨hren zu ko¨nnen. Fu¨r die Benchmark-Tests auf
diesem Prozessor wurden drei Compiler benutzt (Abb. A.2): GNU C++ 3.3.3, GNU
C++ 2.96 und Intel C++ 8.1, wobei nur der erste 64-bit-Architektur unterstu¨tzt.
Er hat auch die besten Ergebnisse gezeigt. Der fu¨r eine andere Plattform gedachte
Intel-Compiler zeigt vergleichbar gute Ergebnisse. Die Zusammenfassung der Tests
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wird in der Form von Beschleunigungs-Koeffizienten bezu¨glich des gewo¨hnlichen
Schleifen-Codes dargestellt (Abb. A.2,a). Wie erwartet ergeben sich die gro¨ßten
Beschleunigungs-Koeffizienten fu¨r N = 2, 4, 8. Zum Vergleich werden auch diesel-
ben Tests mit der prozessoroptimierten ACML-Bibliothek und der Fortran-Sprache
durchgefu¨hrt. Die Tests mit gro¨ßten Koeffizienten sind ausfu¨hrlich abha¨ngig von der
Vektorla¨nge auf den weiteren Grafiken angegeben (Abb. A.2,b,c,d). Genau wie auf
Pentium4-Prozessor ist der CPU-Zeitgewinn nur fu¨r mittellange Vektoren deutlich.
Auch fu¨r ganz kleine Vektoren (Abb. A.2,e,f) gibt es einen klaren Gewinn.
A.3.3 Pentium III 800MHz
Der PentiumIII-Prozessor mit nur einer Rechen-Einheit zeigt ganz negative Ergeb-
nisse, wobei nur fu¨r N = 2 ein kleiner Vorteil zu sehen ist (Abb. A.3). Dagegen
erzeugt der Fortran-Compiler einen besseren Code.
A.3.4 IBM Power4
Der IBM-Power4-Prozessor verfu¨gt u¨ber die gro¨ßte Leistung mit 4 Rechen-Einheiten
bei niedrigerer Taktfrequenz und erzielt die ho¨chsten Beschleunigungs-Koeffizienten
(Abb. A.4,a). Alle Beschleunigungs-Koeffizienten sind positiv und erreichen die drei-
fache Leistung, obwohl die gesamtgro¨ßte Leistung mit beiden verwendeten Compiler
(IBM und GNU C++) mit der hardwareoptimierten IBM-ESSL-Bibliothek gezeigt
wurde.
Im Unterschied zu allen vorhergehenden Tests gibt es keinen großen Stufen-
Sprung im Leistungsverlauf (Abb. A.4,c,d). Das kann man durch einen Level-III-
Cachespeicher (128Mb) erkla¨ren, den dieser Prozessor besitzt.
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a) Beschleunigungs-Koeffizienten b) GNU gcc 3.3.3 Compiler
c) Intel icc 8.1 Compiler d) GNU gcc 2.96 Compiler
e) Kleine Arrays (icc 8.1) f) Kleine Arrays (gcc 3.3.3)
Abbildung A.2: Loop-Unrolling durch Expression-Templates auf einem AMD-
Opteron-Prozessor
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a) Beschleunigungs-Koeffizienten b) GNU gcc 2.96 Compiler
Abbildung A.3: Loop-Unrolling durch Expression-Templates auf einem Intel-
PentiumIII-Prozessor
a) Beschleunigungs-Koeffizienten b) Kleine Arrays
c) IBM xlc 6 Compiler d) GNU gcc 3.3.3 Compiler
Abbildung A.4: Loop-Unrolling durch Expression-Templates auf einem IBM-Power4-
Prozessor
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A.4 Meta-Programme
A.4.1 Aufbau von Ansatzfunktionen
Hier werden die im Abschnitt 4.3 beschriebenen Algorithmen zum Aufbau von po-
lynomialen Ansatzfunktionen als Meta-Programmen dargestellt. Ein Monom wird
durch eine Numliste repra¨sentiert (Listing A.1), wobei der Koeffizient und die gleiche
Potenz fu¨r alle Variablen im Aufbauprogramm Monomial angegeben werden ko¨nnen.
Eine weitere Bearbeitung von Monomen erfolgt mit Hilfe von allgemeinen Meta-
Algorithmen fu¨r die Numlisten (Tab. 4.5). So wird im Meta-Programm BasicTerm
(Listing A.2) eine bestimmte Potenz des Monoms mit Hilfe des Programms AddAt
auf 1 gesetzt. Das Meta-Programm BasicTerm la¨uft rekursiv u¨ber alle Variablen
xd, ..., x1 und liefert das Polynom −mxd − ...−mx1 in der Form einer Typliste.
1 // Dim − dimension
// Coef − i n t e g e r c o e f f i c i e n t
3 // Power − d e f a u l t power f o r a l l v a r i a b l e s
template<unsigned short Dim,
5 int Coef=0, int Power=0>
struct Monomial
7 {
typedef Numlist<Coef ,
9 typename In i tNuml i s t<Dim, Power> : : Result> Result ;
} ;
Listing A.1: Meta-Programm: Definition eines Monoms
// Dim − dimension
2 // Order − po lynomia l order
// Num − counter (must not be de f ined )
4 template<unsigned short Dim, unsigned short Order ,
unsigned short Num=Dim>
6 struct BasicTerm
{
8 typedef Type l i s t<typename AddAt<
typename Monomial<Dim,−Order > : : Result ,Num,1 > : : Result ,
10 typename BasicTerm<Dim, Order ,Num−1>:: Result> Result ;
} ;
12 template<unsigned short Dim, unsigned short Order>
struct BasicTerm<Dim, Order ,0>
14 {
typedef NullType Result ;
16 } ;
Listing A.2: Meta-Programm: Erzeugung des Polynoms (−mxd − ...−mx1)
Im Meta-Programm BasicList3 (Listing A.3) werden bestimmte Konstanten
zu diesem Polynom addiert und die resultierende Polynome miltipliziert. Das Pro-
dukt von linearen Polynomen wird durch eine Typliste gebildet, wobei die Klasse
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UnitType statt NullType im Unterschied zu einem Polynom in Standardform als
Endmarke benutzt wird.
// Num − number o f l i n e a r po lynomia l s in the product
2 template<unsigned short Dim, unsigned short Order ,
unsigned short Num>
4 struct Bas i cL i s t 3 {
typedef Type l i s t<
6 Type l i s t<typename Monomial<Dim, Order−Num+1>:: Result ,
typename BasicTerm<Dim, Order > : : Result >,
8 typename Bas icL i s t3<Dim, Order ,Num−1>:: Result> Result ;
} ;
10 template<unsigned short Dim, unsigned short Order>
struct Bas icL i s t3<Dim, Order ,0> {
12 typedef UnitType Result ;
} ;
Listing A.3: Meta-Programm: Erzeugung des Produkts der linearen Polynome (m−
mxd − ...−mx1)...(m− k + 1−mxd − ...−mx1)
1 template<unsigned short Dim, unsigned short Order ,
unsigned short I , unsigned short Num>
3 struct ShapeBasis {
private :
5 typedef typename NL : : AddAt<
typename Monomial<Dim, Order > : : Result , I , 1 > : : Result T1 ;
7 typedef typename Monomial<Dim,1−Num> : : Result T2 ;
public :
9 typedef Type l i s t<TYPELIST 2(T1 ,T2) ,
typename ShapeBasis<Dim, Order , I ,Num−1>
11 : : Result> Result ;
} ;
13 template<unsigned short Dim, unsigned short Order ,
unsigned short I>
15 struct ShapeBasis<Dim, Order , I ,0> {
typedef UnitType Result ;
17 } ;
Listing A.4: Meta-Programm: Erzeugung vom Produkt der linearen Polynome
(mxi − k)...mxi
A¨hnlicherweise bildet das Meta-Programm ShapeBasis (Listing A.4) ein Pro-
dukt der linearen Polynome (mxi − k)...mxi.
Das Meta-Programm ShapeFunction3 (Listing A.5) bekommt eine d-dimensiona-
le Nummer NList der Ansatzfunktion in der Form einer Numliste, la¨uft diese Li-
ste durch und ruft mit dem entsprechenden Parameter Num das Meta-Programm
BasicList3 auf. Die restlichen bis zu m Stu¨ck linearer Polynome in der Produkt-
form werden vom Meta-Programm ShapeBasis geliefert. Außer dem Typ Result,
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der die Typliste zu Darstellung der endgu¨ltigen Ansatzfunktion auf einem Drei-
eckelement liefert, berechnet das Meta-Programm ShapeFunction3 mit Hilfe von
Factorial auch eine ganze Zahl denom, die der Nenner bzw. der Skalierungspara-
meter der Ansatzfunktion ist.
1 // NList − Dim−dimensiona l number o f the shape func t i on
// N − i n t e r n a l counter o f the NList number
3 // Sum − i n t e r n a l sum of the NList−components
template<unsigned short Dim, unsigned short Order , class NList ,
5 unsigned short N=1, unsigned short Sum=0>
struct ShapeFunction3 ;
7 template<unsigned short Dim, unsigned short Order ,
unsigned short N, unsigned short Sum>
9 struct ShapeFunction3<Dim, Order ,NL : : NullType ,N,Sum>
{
11 enum { denom = Facto r i a l<Order−Sum> : : va lue } ;
typedef typename Bas icL i s t3<Dim, Order , Order−Sum>
13 : : Result Result ;
} ;
15 template<unsigned short Dim, unsigned short Order ,
int Num, class Tail , unsigned short N, unsigned short Sum>
17 struct ShapeFunction3<Dim, Order , Numlist<Num, Tail >,N,Sum>
{
19 private :
typedef ShapeFunction3<Dim, Order , Tai l ,N+1,Sum+Num> temp ;
21 public :
enum { denom = Facto r i a l<Num> : : va lue ∗ temp : : denom } ;
23 typedef typename TL : : Append<
typename ShapeBasis<Dim, Order ,N,Num> : : Result ,
25 typename temp : : Result > : : Result Result ;
} ;
Listing A.5: Meta-Programm: Erzeugung einer Ansatzfuntion auf einem Dreieckele-
ment
Hilfsprogramme: Multiplikation und Vereinfachung
Damit eine polynomiale Ansatzfunktion weiter behandelt (z.B. differenziert oder
integriert) werden kann, muss die durch das Meta-Programm ShapeFunction3 (Li-
sting A.5) erhaltene Produktform in die Polynom-Standardform transformiert wer-
den, d.h. alle linearen Polynome des Produktes mu¨ssen multipliziert werden. Das
dafu¨r entwickelte Meta-Programm Mult bekommt zwei zu multiplizierende Objekte.
Das ko¨nnen zwei Monome, zwei Polynome in der Standardform oder ein Monom und
ein Polynom sein (Listing A.6). Weitere Fa¨lle sind im Listing A.7 spezialisiert, wobei
nun auch Polynome in der Produktform multipliziert werden ko¨nnen. Zur Abku¨rzung
werden hier einige offensichtliche Teile der Implementierung durch Kommentare er-
setzt. Bei der Multiplikation von Polynomen entstehen oft a¨hnliche Glieder, die mit
dem Meta-Programm Simplify (Listing A.8) zusammengesetzt werden ko¨nnen.
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template<class List1 , class List2> struct Mult ;
2 // 1) s imple implementat ion o f the opera t i ons :
//Mult<NullType , NullType> −> NullType
4 //Mult<NullType , Numlist> −> NullType
//Mult<Numlist , NullType> −> NullType
6 //Mult<NullType , Type l i s t> −> NullType
//Mult<Type l i s t , NullType> −> NullType
8 // 2) monomial by monomial mu l t i p l i c a t i o n :
template<int Coef1 , class Tail1 , int Coef2 , class Tail2>
10 struct Mult<Numlist<Coef1 , Tai l1 >,Numlist<Coef2 , Tai l2> >
{
12 typedef Type l i s t<Numlist<Coef1∗Coef2 ,
typename Add<Tail1 , Tai l2 > : : Result >,NullType> Result ;
14 } ;
// 3) monomial by po lynomia l mu l t i p l i c a t i o n :
16 template<int C1 , class T1 , int C2 , class T2 , class Tail>
struct Mult<Numlist<C1 ,T1>, Type l i s t<Numlist<C2 ,T2>,Tai l> >
18 {
typedef typename TL : : Append<
20 typename Mult<Numlist<C1 ,T1>,
Numlist<C2 ,T2> > : : Result ,
22 typename Mult<Numlist<C1 ,T1>,Tai l > : : Result
> : : Result Result ;
24 } ;
// 4) po lynomia l by monomial mu l t i p l i c a t i o n :
26 // the same s p e c i a l i z a t i o n with exchanged temp la te parameters ,
// i . e . Mult<Type l i s t<Numlist<C1,T1>,Tai l>,Numlist<C2,T2> >
28 // 5) po lynomia l by po lynomia l mu l t i p l i c a t i o n :
template<int C1 , class T1 , class Tail1 ,
30 int C2 , class T2 , class Tail2>
struct Mult<Type l i s t<Numlist<C1 ,T1>,Tai l1 >,
32 Type l i s t<Numlist<C2 ,T2>,Tai l2> >
{
34 private :
typedef Numlist<C1 ,T1> Head1 ;
36 typedef Numlist<C2 ,T2> Head2 ;
public :
38 typedef typename TL : : Append<
typename TL : : Append<
40 typename TL : : Append<
typename Mult<Head1 , Head2> : : Result ,
42 typename Mult<Head1 , Tai l2 > : : Result > : : Result ,
typename Mult<Tail1 , Head2> : : Result > : : Result ,
44 typename Mult<Tail1 , Tai l2 > : : Result > : : Result Result ;
} ;
Listing A.6: Meta-Programm: Multiplikation von Monomen und Polynomen in Stan-
dardform
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1 // 6) mu l t i p l i c a t i o n s by 1 :
//Mult<UnitType , UnitType> −> UnitType
3 //Mult<UnitType , Type l i s t> −> Type l i s t
//Mult<Type l i s t , UnitType> −> Type l i s t
5 // 7) po lynomia l in s tandard form by po lynomia l in product form :
template<int C, class T1 , class Tail1 ,
7 class H, class T2 , class Tail2>
struct Mult<Type l i s t<Numlist<C,T1>,Tai l1 >,
9 Type l i s t<Type l i s t<H,T2>,Tai l2> >
{
11 private :
typedef typename Mult<Type l i s t<H,T2>,Tai l2 > : : Result temp ;
13 public :
typedef typename TL : : Append<
15 typename Mult<Numlist<C,T1>,temp> : : Result ,
typename Mult<Tail1 , temp> : : Result > : : Result Result ;
17 } ;
// 8) po lynomia l in product form by po lynomia l in standard form :
19 // the same s p e c i a l i z a t i o n with exchanged temp la te parameters
// i . e . Mult<Type l i s t<Type l i s t <..> ,T1>, Type l i s t<Numlist <..> ,T2> >
21 // 9) po lynomia l in product form by po lynomia l in product form :
template<class H1 , class T1 , class Tail1 ,
23 class H2 , class T2 , class Tail2>
struct Mult<Type l i s t<Type l i s t<H1 ,T1>,Tai l1 >,
25 Type l i s t<Type l i s t<H2 ,T2>,Tai l2> >
{
27 typedef typename Mult<
typename Mult<Type l i s t<H1 ,T1>, Type l i s t<H2 ,T2> > : : Result ,
29 typename Mult<Tail1 , Tai l2 > : : Result > : : Result Result ;
} ;
31
//Transformation o f a po lynomia l TList from the product
33 // in t o the s tandard form
template<class TList> struct Expand ;
35
template<class H, class T, class Tail>
37 struct Expand<Type l i s t<Type l i s t<H,T>,Tai l> >
{
39 typedef typename Mult<Type l i s t<H,T>,Tai l > : : Result Result ;
} ;
Listing A.7: Meta-Programm: Multiplikation von Polynomen in Standard- und Pro-
duktform
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template<class TList , class Term> struct SumAndDel ;
2 template<class Term>
struct SumAndDel<NullType ,Term>
4 {
enum { sum = 0 } ;
6 typedef NullType Result ;
} ;
8 template<int Coef , class Term , class Tail>
struct SumAndDel<Type l i s t<Numlist<Coef , Term>,Tai l >,Term>
10 {
private :
12 typedef SumAndDel<Tail , Term> temp ;
public :
14 enum { sum = Coef + temp : : sum } ;
typedef typename temp : : Result Result ;
16 } ;
template<class Head , class Tail , class Term>
18 struct SumAndDel<Type l i s t<Head , Tai l >,Term>
{
20 private :
typedef SumAndDel<Tail , Term> temp ;
22 public :
enum { sum = temp : : sum } ;
24 typedef Type l i s t<Head , typename temp : : Result> Result ;
} ;
26
template<class TList> struct S imp l i f y ;
28 template<>
struct Simpl i fy<NullType>
30 {
typedef NullType Result ;
32 } ;
template<int Coef , class T, class Tail>
34 struct Simpl i fy<Type l i s t<Numlist<Coef ,T>,Tai l> >
{
36 private :
typedef SumAndDel<Tail ,T> temp ;
38 enum { newcoef = Coef + temp : : sum } ;
typedef typename Simpl i fy<
40 typename temp : : Result > : : Result n ew l i s t ;
public :
42 typedef typename Loki : : Se l e c t<newcoef==0,newl i s t ,
Type l i s t<Numlist<newcoef ,T>, newl i s t> > : : Result Result ;
44 } ;
Listing A.8: Meta-Programm: Mathematische Vereinfachung eines Polynoms in
Standardform
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Differenziation und Integration
Polynome in Standardform ko¨nnen einfach differenziert werden. Das Meta-Programm
Differentiate (Listing A.9) differenziert jedes Monom eines Polynoms nach der
Regel
∂
∂xi
cxp11 ...x
pd
d = cpix
p1
1 ...x
pi−1
i ...x
pd
d (A.28)
mit Hilfe der Algorithmen AddAt und MultAt u¨ber Numlisten. Das Meta-Programm
nutzt den Algorithmus Select<T,T0,T1> der Bibliothek Loki [3], der als Resultat T0
liefert, falls T erfu¨llt ist und T1 anderenfalls. Dadurch wird ein Monom weggelassen,
falls es keine Variable xi entha¨lt. Ansonsten wird die Regel (A.28) verwendet.
Das Meta-Programm Integrate3 (Listing A.10) la¨uft alle Monome eines in
TList gegebenen Polynoms durch und benutzt ein Hilfsprogramm IntegrateTerm3,
das ein Monom nach der Formel (4.8) u¨ber einem Dreieckelement integriert. Das Re-
sultat gibt die statische Funktion val() zuru¨ck.
// TList − a po lynomia l in the s tandard form
2 // Var − number o f the v a r i a b l e ( 1 . .Dim)
template<class TList , unsigned short Var> struct D i f f e r e n t i a t e ;
4
template<unsigned short Var>
6 struct Di f f e r e n t i a t e<NullType , Var>
{
8 typedef NullType Result ;
} ;
10 template<class NList , class Tail , unsigned short Var>
struct Di f f e r e n t i a t e<Type l i s t<NList , Tai l >,Var>
12 {
private :
14 enum { pow = NL : : NumAt<NList , Var> : : va lue } ;
typedef typename Di f f e r e n t i a t e<Tail , Var> : : Result next ;
16 public :
typedef typename Loki : : Se l e c t<pow==0,next ,
18 Type l i s t<typename NL : : AddAt<
typename NL : : MultAt<NList , 0 , pow>
20 : : Result , Var ,−1>:: Result , next> > : : Result Result ;
} ;
Listing A.9: Meta-Programm: Partielle Differenziation eines Polynoms
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1 template<class NList , unsigned short Len=0>
struct IntegrateTerm3 ;
3
template<unsigned short Len>
5 struct IntegrateTerm3<NL : : NullType , Len>
{
7 enum { numerator=1, denominator=Len } ;
} ;
9 template<int Num, class Tail , unsigned short Len>
struct IntegrateTerm3<Numlist<Num, Tail >,Len>
11 {
private :
13 typedef IntegrateTerm3<Tail , Len+1> temp ;
public :
15 enum { numerator = Fac to r i a l<Num> : : va lue ∗ temp : : numerator ,
denominator = Num + temp : : denominator } ;
17 } ;
19 template<class TList> struct I n t eg ra t e3 ;
template<>
21 struct Integrate3<Loki : : NullType>
{
23 inl ine stat ic double va l ( ) { return 0 ; }
} ;
25 template<int Num, class T, class Tail>
struct Integrate3<Type l i s t<Numlist<Num,T>,Tai l> >
27 {
private :
29 typedef IntegrateTerm3<T> i term ;
public :
31 inl ine stat ic double va l ( )
{ return Num∗ i term : : numerator/ static cast<double>(
33 Facto r i a l<i term : : denominator > : : va lue )
+ Integrate3<Tail > : : va l ( ) ;
35 }
} ;
Listing A.10: Meta-Programm: Integration eines Polynoms
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A.4.2 Loop-Unrolling
Das Loop-Unrolling mittels Template-Metaprogrammierung za¨hlt zu den Perfor-
mance-Optimierungsverfahren auf dem unteren Niveau und wurde in den Tests der
linearen Algebra im Abschnitt 5.3.3 benutzt. Die Idee besteht in der Einteilung eines
Array in kleine Abschnitte mit einer festen und vor der Compilierung angegebenen
La¨nge N, die dann durch Metaprogramme statt u¨blicher Schleifen behandelt werden.
Das Loop-Unrolling wird im Klassen-Template Unroller (Listing A.11) implemen-
tiert, das die La¨nge N als Template-Parameter definiert. Nach diesem Parameter
werden die statischen Funktionen (hier als Beispiel assign, add und dot) rekursiv
aufgerufen bis die Schlussspezialisierung Unroller<1> erreicht ist. Dort wird die
Operation mit dem letzten Element durchgefu¨hrt.
template<unsigned int N>
2 struct Unro l l e r {
// assignment o f two arrays
4 inl ine stat ic void a s s i gn (double∗ a1 , double∗ a2 ) {
∗a1 = ∗a2 ;
6 Unro l l e r<N−1>:: a s s i gn ( a1+1,a2+1);
}
8 // add i t i on o f two arrays
inl ine stat ic void add (double∗ a1 , double∗ a2 ) {
10 ∗a1 += ∗a2 ;
Unro l l e r<N−1>::add ( a1+1,a2+1);
12 }
// dot product
14 inl ine stat ic double dot (double∗ a1 , double∗ a2 ) {
return (∗ a1 ∗ ∗a2 ) + Unro l l e r<N−1>:: dot ( a1+1,a2+1);
16 }
} ;
18
template<>
20 struct Unro l l e r<1> {
inl ine stat ic void a s s i gn (double∗ a1 , double∗ a2 ) {
22 ∗a1 = ∗a2 ;
}
24 inl ine stat ic void add (double∗ a1 , double∗ a2 ) {
∗a1 += ∗a2 ;
26 }
inl ine stat ic double dot (double∗ a1 , double∗ a2 ) {
28 return ∗a1 ∗ ∗a2 ;
}
30 } ;
Listing A.11: Loop-Unrolling durch Template-Metaprogrammierung
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A.5 Simulations-Ergebnisse
A.5.1 Zylinderumstro¨mung in 2D
a)
b)
Abbildung A.5: Geschwindigkeits-Konturen der Zylinderumstro¨mung, diskreti-
siert mit dem Crank-Nicolson/Semi-Explizit-Schema: a) P2/P0-, b) P2/P1-Stokes-
Element; t = 3.0s in beiden Fa¨llen
a)
b)
Abbildung A.6: Geschwindigkeits-Konturen der Zylinderumstro¨mung, diskretisiert
mit dem Euler/Newton-Schema: a) P2/P0, t = 1.16s; b) P2/P1, t = 3.0s
t = 3.6s t = 3.75s
Abbildung A.7: Geschwindigkeits-Vektoren der Zylinderumstro¨mung, diskretisiert
mit dem Crank-Nicolson/Newton-Schema und P2/P1-Element
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A.5.2 Komplexe Umstro¨mung in 3D
Abbildung A.8: Umstro¨mung eines Hindernisses in 3D: Felder des Geschwindigkeits-
Betrages, Q2/Q0-Element, t = 4.49s
Abbildung A.9: Umstro¨mung eines Hindernisses in 3D: Felder des Geschwindigkeits-
Betrages, Q2/Q1-Element, t = 5.25s
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A.5.3 Eine Pipeline in 3D
a) yz-Querschnitte (man beachte, dass die Schnitte unterschiedliche Skalen aufweisen)
b) xy- und xz-Querschnitte
Abbildung A.10: Geschwindigkeitsfeld in yz-Querschnitten einer Stokes-Stro¨mung
in der Pipeline, diskretisiert mit Euler/Semi-Explizit-Schema und P2/P1-Element
auf einem Tetraeder-Gitter
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Symbolverzeichnis
Ro¨mische Zeichen
A, A˜ Steifigkeitsmatrix (Abschnitt 5.2.4)
Ai Knoten eines Gitters (Def. 3.2), Ecken eines allgemeinen Dreiecks (Abb.
3.6,3.7)
Aij Mittelpunkt der Kante AiAj (Abb. 3.7)
AV Voronoi-Punkt (Abschnitt 3.2)
B Matrix des negativen diskreten Divergenz-Operators
B3 Raum der kubischen Blasen-Funktionen (3.66)
C,Ci eine Konstante
Cp Druck-Massenmatrix (Abschnitt 5.2.6)
D Block eines Block-Pra¨konditionierers (Abschnitt 5.2.6)
Eh Menge aller inneren Kanten eines Gitters (Abschnitt 5.2.8)
F Matrix des diskreten Konvektions-Diffusions-Operators
G Block eines Block-Pra¨konditionierers (Abschnitt 5.2.6)
H Block eines Block-Pra¨konditionierers (Abschnitt 5.2.6)
K,Ki Zelle eines Gitters
KΦ Komplexita¨t der Berechnung der Transformationsdaten (Abschnitt 5.2.4)
Ki Koinzidenzmatrix des Teilgitters i (Abschnitt 5.2.7)
L, Lij Lokale Steifigkeitsmatrix (Abschnitt 5.2.3)
Lk ein lineares Polynom (Abschnitt 4.3)
M Dimension der lokalen Steifigkeitsmatrix bzw. Anzahl der Freiheitsgrade auf
einem Gitter-Element (Abschnitt 4.4)
Ma Mach-Zahl
Me Speicherplatz fu¨r eine Gitter-Entity (Abschnitt 5.2.1)
Mc Speicherplatz fu¨r eine Gitter-Entity-Beziehung (Abschnitt 5.2.1)
Mu Anzahl der Geschwindigkeits-Freiheitsgrade auf einem Gitter-Element (Ab-
schnitt 4.4,5.2.3)
Mp Anzahl der Druck-Freiheitsgrade auf einem Gitter-Element (Abschnitt
4.4,5.2.3)
NK Anzahl der Gitterknoten
NR Anzahl der Gitter-Randknoten
ND Anzahl der Dirichlet-Randknoten
NT Anzahl der Gitterzellen
Nu Anzahl der Geschwindigkeits-Freiheitsgrade eines Gitters
Np Anzahl der Druck-Freiheitsgrade eines Gitters
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NI Punkte bzw. Freiheitsgrade im Teilgebietsinneren (Abschnitt
5.2.7)
NE Punkte im Inneren der Teilgebietskanten (Abschnitt 5.2.7)
NV Punkte am Beginn oder am Ende einer Teilgebietskante (Ab-
schnitt 5.2.7)
P Block-Pra¨konditionierer (Abschnitt 5.2.6)
Pk Menge der Polynome der Ordnung nicht gro¨ßer als k bezu¨glich
aller Variablen
Qk Menge der Polynome der Ordnung nicht gro¨ßer als k bezu¨glich
jeder Variable
Re Reynolds-Zahl
S Matrix des Schur-Komplement-Operators (Abschnitt 5.2.6)
T Temperatur (Kap. 2)
Qh Ein Viereckgitter
T , Th Ein Gitter oder ein Dreieckgitter
V Voronoi-Diagramm
Vi Voronoi-Polygon
Wk Wertigkeit eines Gitter-Elements (Abschnitt 5.2.7)
X,XM , XB Block eines Block-Pra¨konditionierers (Abschnitt 5.2.6)
XR, XG
a Schallgeschwindigkeit (Abschnitt 2.1)
aij La¨nge einer Dreieckseite (Abschnitt 3.5)
a(·, ·), b(·, ·) Bilinearformen (Abschnitt 3.4)
c(·, ·, ·) Trilinearform (Abschnitt 3.4)
a, b, c Basis auf einem Dreieck (Abschnitt 3.5)
bjl Komponente der Matrix (ΦΦ
T )−1 (Abschnitt 5.2.3)
cgl Komponente der Matrix Φ
−1 (Abschnitt 5.2.3)
cp isobare spezifische Wa¨rmekapazita¨t (Kap. 2)
d Raumdimension einer Aufgabe
f A¨ußere Kraft
fn A¨ußere Kraft in die Normalenrichtung (Abschnitt 2.3)
g A¨ußere Kraft in den Randbedingungen
gn A¨ußere Kraft in die Normalenrichtung (Abschnitt 2.3)
gt A¨ußere Kraft in die Tangentialrichtung (Abschnitt 2.3)
h Gitterparameter
m Ordnung einer konformen Ansatzfunktion (Abschnitt 4.3)
mKij Abstand des Umkreiszentrums des Dreiecks K zum Mittelpunkt
der Kante AiAj (Abschnitt 3.5)
mij La¨nge der zur Kante AiAj senkrechten Linie zwischen zwei Um-
kreiszentren (Abschnitt 3.5)
n, n˜ Einheits-Normalvektor
n Zeitschritt-Nummer
p, pi Druck, diskreter Druck
pd Potenz in einem Monom (Abschnitt 4.3)
r Erste Komponente in zylindrischen Koordinaten (Abschnitt
2.2.2)
t Zeit
4t Zeitschritt
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u Geschwindigkeitsvektor
un Geschwindigkeitsvektor in die Normalenrichtung (Abschnitt 2.3)
ut Geschwindigkeitsvektor in die Tangentialrichtung (Abschnitt 2.3)
u Erste Komponente des Geschwindigkeitsvektors
u¯ Dirichlet-Randbedingung oder Einstro¨m-Geschwindigkeit
ui Diskrete erste Geschwindigkeitskomponente im Punkt i des Gitters
v Zweite Komponente des Geschwindigkeitsvektors
vi Diskrete zweite Geschwindigkeitskomponente im Punkt i des Gitters
w Dritte Komponente des Geschwindigkeitsvektors
x Koordinatenvektor
x Erste Komponente des Koordinatenvektors
y Zweite Komponente des Koordinatenvektors
z Dritte Komponente des Koordinatenvektors
Griechische Zeichen
Γ Rand des Simulationsgebietes
ΓD Dirichlet-Rand
ΓN Neumann-Rand
Φ Dissipationsfunktion (Kap. 2)
Φ Abbildungsmatrix eines Gitter-Elements auf das Referenz-Element
(Abschnitt 5.2.3)
Ω Definitionsbereich
∂Ω Rand des Definitionsbereiches
α, β, γ Winkel eines allgemeinen Dreiecks (Abb. 3.7)
β Wa¨rmeausdehnungskoeffizient (Kap. 2)
η Viskosita¨t
η, ηK Fehlerscha¨tzung (Abschnitt 5.2.8)
θ Parameter der Einschritt-θ-Methode
θij Gegenu¨ber der Kante AiAj liegender Winkel eines Dreiecks (Abschnitt
3.5)
λ Massenviskosita¨t (Kap. 2)
ν Kinematische Viskosita¨t (Abschnitt 2.2)
ξ Referenz-Koordinatenvektor (Abschnitt 4.3)
ξi Komponente des Referenz-Koordinatenvektors (Abschnitt 4.3)
ρ Dichte
σ Wa¨rmekapazita¨t (Kap. 2)
τ viskoser Spannungstensor (Kap. 2)
ϕ Zweite Komponente in zylindrischen Koordinaten (Abschnitt 2.2.2)
ϕi Ansatzfunktion fu¨r die Geschwindigkeit (Abschnitt 3.4,4.3,5.2.3)
ϕˆi Ansatzfunktion fu¨r die Geschwindigkeit auf dem Referenz-Element
(Abschnitt 4.3,5.2.3)
ψi Ansatzfunktion fu¨r den Druck (Abschnitt 3.4,4.3,5.2.3)
ψˆi Ansatzfunktion fu¨r den Druck auf dem Referenz-Element (Abschnitt
4.3,5.2.3)
Abku¨rzungsverzeichnis
AF Ansatzfunktion (Abschnitt 4.3,5.2.3)
DSL engl. Domain Specific Language (Abschnitt 5.3.1)
GFEM Galerkin-Finite-Elemente-Methode (Abschnitt 3.4)
GP Generative Programmierung (Kap. 4)
GSS engl. Generative Simulation Solver
MFLOPS engl. millions of floating-point operations per second
FDM Finite-Differenzen-Methode (Abschnitt 3.1.1)
FEM Finite-Elemente-Methode (Abschnitt 3.4)
FVM Finite-Volumen-Methode (Abschnitt 3.3)
LBB Ladyzhenskaya-Babusˇka-Brezzi-Bedingung (Abschnitt 3.4)
NaSt Navier-Stokes
OOP Objektorientierte Programmierung (Abschnitt 1.2)
PDG Partielle Differentialgleichung
STL engl. Standard Template Library (Abschnitt 1.2)
UML engl. Unified Modeling Language (Abschnitt 5.3.2,A.2.2)
