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Anwendungs- und Transaktionsisolation unter Java
Zusammenfassung Die Java Platform, Enterprise Edition
(Java EE, fru¨here Bezeichnung: J2EE) wurde entwickelt, um
den Einsatz von Java in unternehmenskritischen Transakti-
onsanwendungen, wie etwa Finanzbuchhaltungs- oder Wa-
renwirtschaftssystemen, zu ermo¨glichen. Die Programmie-
rung ist jedoch immer noch sehr aufwendig, wenn es dar-
um geht, die Isolation parallel laufender Transaktionen zu
gewa¨hrleisten. Die Einhaltung der Transaktionsisolation ist
eine Grundvoraussetzung, um die zugrunde liegenden Da-
ten in einem konsistenten Zustand zu halten. Der vorliegen-
de Beitrag analysiert die existierenden Probleme und gibt
einen U¨berblick u¨ber die derzeitig verfu¨gbaren oder disku-
tierten Lo¨sungsansa¨tze.
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Abstract The Java Platform, Enterprise Edition (Java EE,
previous term: J2EE) has been designed to permit the use of
Java for mission critical transactional business applications
such as financial accounting or enterprise resource planning
systems. When programming such applications it is still dif-
ficult to assure the isolation between transactions executing
in parallel. Compliance with transaction isolation is a ba-
sic requirement to keep underlying data in a consistent state.
This paper analyses existing problems and gives an overview
of the solutions that are presently available or under discus-
sion.
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1 Einfu¨hrung
Java wurde von der Firma Sun Microsystems im Mai 1995
offiziell angeku¨ndigt und ist heute eine der am ha¨ufigsten
eingesetzten Programmiersprachen. Die Java Platform, En-
terprise Edition wurde erstmalig im Juni 1999 ausgeliefert.
Der Schwerpunkt der Java Platform, En-
terprise Edition liegt im Bereich serverseitiger
Gescha¨ftsanwendungen. Transaktionsverarbeitung ist
eine der wichtigsten Schlu¨sseltechnologien im Umfeld
von Gescha¨ftsanwendungen. Durch Transaktionen wird
ein sicherer Zugriff konkurrierender Anwendungen auf
gemeinsame Daten ermo¨glicht. Das Herzstu¨ck eines Trans-
aktionsverarbeitungssystems ist der Transaktionsmonitor.
Dabei handelt es sich um eine Reihe von Diensten, die den
eingehenden Transaktionsfluss verwalten und koordinieren,
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eine hohe Skalierbarkeit des Systems sicherstellen und
Ausfallsicherheitsmechanismen zur Gewa¨hrleistung der
Hochverfu¨gbarkeit bereitstellen. Die Verbreitung objekt-
und komponentenorientierter Entwicklungskonzepte fu¨hrte
zur Entwicklung von Objektransaktionsmonitoren [12].
Mit Einfu¨hrung der Java Platform, Enterprise Edition
und der serverseitigen Komponententechnologie Enter-
prise JavaBeans entstanden neue, auf Java basierende
Transaktionsverarbeitungssysteme.
Fu¨r den Einsatz in unternehmenskritischen Transak-
tionsanwendungen ist die strikte Einhaltung der ACID-
Eigenschaften (Atomicity, Consistency, Isolation, Durabi-
lity) absolut erforderlich. In diesem Beitrag wird dies-
bezu¨glich zwischen zwei Arten der Isolation unterschieden.
Der klassische Isolationslevel bei Transaktionen bestimmt
u¨blicherweise, in welchem Maß beno¨tigte Ressourcen ge-
sperrt werden. Er untergliedert sich in vier Stufen: Uncom-
mitted Read, Read Committed, Read Stability und Serializ-
able. Die andere Art der Isolation wird an dieser Stelle als
Request Isolation bezeichnet und beschreibt die gegenseiti-
ge Beeinflussung parallel laufender Transaktionsthreads. Im
weiteren Verlauf steht der Begriff Isolation bei Transaktio-
nen immer fu¨r Request Isolation. In der Literatur ist immer
wieder auf Defizite der Java Virtual Machine (JVM) [26]
hinsichtlich der Isolation hingewiesen worden:
The existing application isolation mechanisms, such
as class loaders, do not guarantee that two arbitrary
applications executing in the same instance of the
JVM will not interfere with one another. Such inter-
ference can occur in many places. For instance, mu-
table parts of classes can leak object references and
can allow one application to prevent the others from
invoking certain methods. The internalized strings
introduce shared, easy to capture monitors. Sharing
event and finalization queues and their associated
handling threads can block or hinder the execution
of some application. Monopolizing of computational
resources, such as heap memory, by one application
can starve the others. (Grzegorz Czajkowski, Laurent
Dayne`s: Multitasking without Compromise: a Vir-
tual Machine Evolution [5])
Java gives the virtuoso thread programmer consider-
able freedom, but it also presents many pitfalls for
less experienced programmers, who can create com-
plex programs that fail in baffling ways. (Bo Sande´n:
Coping with Java Threads [28])
Es ist mo¨glich, sichere Transaktionsanwendungen in Ja-
va zu schreiben. Dazu ist eine genaue Kenntnis der Sprachei-
gentu¨mlichkeiten erforderlich, um Isolationsprobleme zu
vermeiden. Welche Java-Konstrukte zu Isolationsverletzun-
gen fu¨hren ko¨nnen, ist jedoch bisher noch nicht zusammen-
fassend dokumentiert worden.
Der vorliegende Beitrag beschreibt, wie Anwendungen
und Transaktionen unter Java parallel ausgefu¨hrt werden
ko¨nnen. Anschließend werden die Defizite von Java in ver-
schiedenen Bereichen diskutiert, die im Zusammenhang mit
der parallelen Ausfu¨hrung relevant sind. Abschließend wer-
den die derzeitig verfolgten Lo¨sungsansa¨tze der Firmen
IBM und SAP sowie die im Rahmen des Java Community
Process spezifizierte Java Application Isolation API und de-
ren Referenzimplementierung der Firma Sun Microsystems
vorgestellt.
2 Parallele Ausfu¨hrung und Isolation unter Java
Die JVM bietet keine explizite Mo¨glichkeit, mehrere An-
wendungen parallel auszufu¨hren. Dennoch kann die paralle-
le Ausfu¨hrung von Anwendungen und Transaktionen durch
die Verwendung von Threads bewerkstelligt werden.
Java [11] wird als sichere Sprache bezeichnet. Die-
se Sicherheit basiert auf vier grundlegenden Techni-
ken: Bytecode-Verifikation, Typsicherheit, automatische
Speicherbereinigung (Garbage Collection) und Speicher-
schutz. Daru¨ber hinaus verwendet Java statische und dy-
namische Kontrollmechanismen, um u¨ber den Zugriff im
Zusammenhang mit Objekten zu entscheiden. Das Sicher-
heitskonzept von Java bietet Threads, die parallel inner-
halb derselben JVM ausgefu¨hrt werden, eine gewisse Iso-
lation. Beispielsweise ist es nicht mo¨glich, dass ein Thread
durch Fa¨lschung einer Objektreferenz Daten eines anderen
Threads vera¨ndert.
Im Lauf der Zeit wandelte sich die Java-Plattform von
einer einfachen virtuellen Maschine zu einer betriebssys-
tema¨hnlichen Laufzeitumgebung. Im Zuge dieser Entwick-
lung wurde es insbesondere im Bereich der Transaktions-
verarbeitung notwendig, Transaktionen innerhalb derselben
JVM parallel zu verarbeiten, um einen akzeptablen Durch-
satz zu erzielen.
Java ist jedoch nicht als betriebssystema¨hnliche Lauf-
zeitumgebung konzipiert worden. Das Sicherheitskonzept
von Java stellt den inneren Schutz von Anwendungen si-
cher, es bietet aber nicht die Dienstgu¨te des Prozessmodells
bei Betriebssystemen und in Folge dessen die damit verbun-
den Mechanismen: Isolation, die sichere Beendigung von
Anwendungen und Ressourcenmanagement. Dennoch wur-
de durch die Verwendung der Klassenlader (Class Loader)
eine Technik entwickelt, die zumindest die Isolation garan-
tieren sollte. Diese ist jedoch unzureichend und stellt keine
zufriedenstellende Lo¨sung dar. In vielen Szenarien mag die
dadurch gebotene Isolation fu¨r die parallele Ausfu¨hrung von
Anwendungen und Transaktionen zwar ausreichend sein.
Gerade aber bei der Verarbeitung von Transaktionen ist de-
ren Isolation einer der wichtigsten Aspekte.
2.1 Klassenlader
Bei der U¨bersetzung von Java-Klassen entsteht plattformun-
abha¨ngiger Bytecode. Jede Klasse wird dabei in einer eige-
nen class-Datei gespeichert. Bei der Ausfu¨hrung eines Java-
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Programms werden aber nicht alle dazu beno¨tigten Klas-
sen auf einmal in den Speicher geladen. Stattdessen werden
Klassen dynamisch in den folgenden zwei Fa¨llen geladen:
– Objekterzeugung durch den new-Operator
– Statische Referenz (z.B. System.out)
Fu¨r das Laden von Klassen sind Klassenlader zusta¨ndig.
Klassenlader sind Objekte, die von der abstrakten Klasse
ClassLoader abgeleitet sind. Jede JVM verfu¨gt u¨ber einen
Standardklassenlader (Primordial Class Loader), der nur
Klassen aus dem lokalen Dateisystem laden kann. Benutzer-
definierte Klassenlader ermo¨glichen das Laden von Klassen
von beliebigen Quellen. Beispielsweise verwenden Applets
Instanzen der Klasse AppletClassLoader, die Klassen unter
Benutzung des Hypertext-Transferprotokolls (HTTP) u¨ber
das Netzwerk laden kann.
Der Einstiegspunkt der Klasse ClassLoader ist die Me-
thode loadClass. Ihr wird der Name der zu ladenden Klasse
u¨bergeben. Der Klassenlader verwaltet die bereits geladenen
Klassen. Bevor eine neue Klasse geladen wird, u¨berpru¨ft ein
benutzerdefinierter Klassenlader normalerweise, ob dies be-
reits geschehen ist und kontrolliert anschließend, ob es sich
um eine Systemklasse handelt. Falls dem so ist, wird das La-
den der Klasse an den dafu¨r zusta¨ndigen Standardklassenla-
der delegiert.
2.2 Klassennamensra¨ume
Im Folgenden wird eine Java-Anwendung als eine Men-
ge von Threads definiert [23], die in einer Threadgrup-
pe verwaltet werden. Der Klassennamensraum einer Java-
Anwendung wird durch den Klassenlader definiert, der die
Hauptklasse der Anwendung la¨dt (z.B. die Klasse, wel-
che die main-Methode entha¨lt). Der Klassennamensraum ei-
nes Klassenladers entha¨lt Klassen, die er selbst geladen hat
und alle Klassen (oder eine Teilmenge der Klassen), die
der u¨bergeordnete Klassenlader geladen hat. Ist im weite-
ren Verlauf von Anwendungen die Rede, so sind damit Java-
Anwendungen gemeint. Im Kontext der Java Platform, Stan-
dard Edition wa¨re dies ein gewo¨hnliches Java-Programm, im
Kontext der Enterprise Edition eine EJB-Anwendung.
Ein Thread kann nur auf Objekte zugreifen, die sich
in der Objekthu¨lle der mit ihm in derselben Threadgruppe
verwalteten Threads befinden. Die Objekthu¨lle einer An-
wendung beinhaltet sa¨mtliche Objekte, die wa¨hrend der
Ausfu¨hrung ihrer Threads erzeugt wurden und u¨ber deren
Stacks erreichbar sind (z.B. durch lokale Variablen), sowie
alle Objekte, die wiederum von diesen referenziert werden.
Dies setzt sich rekursiv fort. Des Weiteren entha¨lt sie alle
Objekte, die von statischen Feldern von Klassen im Klas-
sennamensraum der Anwendung referenziert werden.
Der Klassennamensraum entha¨lt also Klassen, die in ei-
ner Datenstruktur des Klassenladers gespeichert sind und als
Vorlage fu¨r Objekte dienen. Diese Objekte werden zur Lauf-
zeit erzeugt. Die Objekthu¨lle hingegen ist ein rein logisches
Konstrukt. Sie umfasst alle Objekte, die ausgehend von den
Threads und statischen Feldern von Klassen im Klassenna-
mensraum der Anwendung erreichbar sind.
2.3 Unsichere statische Felder und unsichere Klassen
In Bezug auf die Isolation kann man zwischen sicheren und
unsicheren statischen Feldern unterscheiden. Sichere stati-
sche Felder ko¨nnen weder dazu benutzt werden, Objektrefe-
renzen zwischen Anwendungen auszutauschen, noch dazu,
den Zustand einer Anwendung zu modifizieren. Konstante
statische Felder primitiven Typs sind sicher, z.B. das Feld
MAX VALUE der Systemklasse Integer. Inkonstante sta-
tische Felder sind generell unsicher. Statische Felder kon-
stanten Klassentyps sind je nach Semantik sicher oder un-
sicher. Dies ha¨ngt davon ab, ob die Klasse u¨ber einen sta-
tischen Zustand verfu¨gt, der von außerhalb direkt oder in-
direkt vera¨nderbar ist und etwaige A¨nderungen einer An-
wendung Auswirkungen auf andere Anwendungen haben
ko¨nnen. Konstante Felder des Klassentyps Long, Double
oder String sind beispielsweise sicher. Der Standardausga-
bestrom – das Feld out der Systemklasse System – ist im
Gegensatz dazu unsicher, da eine Anwendung den Strom
schließen ko¨nnte und er dadurch fu¨r alle anderen Anwen-
dungen ebenfalls geschlossen wa¨re.
Klassen, die unsichere statische Felder enthalten, sind
potentiell unsichere Klassen. Auch sind Klassen unsicher,
die Methoden enthalten, bei deren Ausfu¨hrung Nebenwir-
kungen mit Auswirkungen auf andere Anwendungen auftre-
ten ko¨nnen. Dies ist beispielsweise bei den Klassen Runti-
me und System der Fall, da sie Methoden enthalten, deren
Aufruf die JVM und damit alle darin ausgefu¨hrten Anwen-
dungen beenden.
2.4 Multitasking unter Verwendung eines Klassenladers
Teilen sich Anwendungen innerhalb derselben JVM densel-
ben Klassenlader, so teilen sie sich auch denselben Klassen-
namensraum. Die Schnittmenge ihrer Objekthu¨llen entha¨lt
sa¨mtliche Objekte, die von statischen Feldern der gemein-
samen Klassen referenziert werden. Objekte innerhalb die-
ser Schnittmenge und alle inkonstanten statischen Felder
ko¨nnen von jeder Anwendung manipuliert werden, was
eventuell die Integrita¨t einer Anwendung verletzt.
2.5 Multitasking unter Verwendung mehrerer Klassenlader
Um dieses und weitere Probleme bei der Ausfu¨hrung meh-
rerer Anwendungen innerhalb derselben JVM zu lo¨sen, wird
u¨blicherweise jede Anwendung und die von ihr verwendeten
Klassen von einem eigenen Klassenlader geladen [25]. Da-
durch a¨ndert sich die Semantik statischer Felder von globa-
len Variablen auf JVM-Ebene zu globalen Variablen auf An-
wendungsebene. Wird beispielsweise eine Klasse von zwei
4 Jens Mu¨ller, Wilhelm G. Spruth
verschiedenen Anwendungen mittels getrennter Klassenla-
der geladen, so haben Manipulationen der einen Anwen-
dung an statischen Feldern dieser Klasse keinen Einfluss
auf die korrespondierenden statischen Felder dieser Klas-
se der jeweils anderen Anwendung. Diese Methode wird
auch von Java EE-Applikationsservern verwendet, um EJB-
Anwendungen zu isolieren.
3 Isolationsdefizite der Java Virtual Machine
Durch die Verwendung mehrerer Klassenlader wird ein rela-
tiv hoher Isolationsgrad erreicht. Dennoch weist auch diese
Technik Defizite auf, die darauf zuru¨ckzufu¨hren sind, dass
die JVM nicht fu¨r die parallele Ausfu¨hrung von Anwendun-
gen und Transaktionen konzipiert wurde. Die daraus resul-
tierenden Probleme lassen sich folgendermaßen klassifizie-
ren: spezifische Probleme bei Verwendung mehrerer Klas-
senlader, Probleme aufgrund systemweiter Datenstrukturen
und Mechanismen, Probleme bei der Beendigung von An-
wendungen und Probleme aufgrund fehlenden Ressourcen-
managements. Eine detaillierte Diskussion ist unter [27] zu
finden.
3.1 Spezifische Probleme bei Verwendung mehrerer
Klassenlader
3.1.1 Unsichere statische Felder von Systemklassen und
unsichere Klassen
Die Isolation bei Verwendung mehrerer Klassenlader ist un-
vollsta¨ndig, da statische Felder und synchronisierte Klassen-
methoden von Systemklassen nicht repliziert werden.
Eine Untersuchung der Standardpakete der Java Plat-
form, Standard Edition 5.0 ergab, dass keine direkt
zuga¨nglichen unsicheren statischen Felder existieren, der
Zugriff aber bei u¨ber 40 Feldern durch Klassenmethoden
mo¨glich ist. Bei manchen dieser Methoden ist eine Wertzu-
weisung nur einmal mo¨glich. Falls eine Anwendung einem
derartigen Feld einen Wert zugewiesen hat, fu¨hren weite-
re Zuweisungsversuche anderer Anwendungen zu Ausnah-
men. Des Weiteren ist die Ausfu¨hrung der meisten Me-
thoden abha¨ngig vom Sicherheitsmanager und wurde un-
ter WebSphere bei aktivierter Java 2-Sicherheit bei allen
zuru¨ckgewiesen.
Bei Java-Anwendungen im Kontext der Java Plat-
form, Standard Edition sind gemeinsam verwendete unsi-
chere statische Felder von Systemklassen nicht akzepta-
bel. Durch den bei Applikationsservern u¨blicherweise ak-
tivierten Sicherheitsmanager ist die Problematik bei EJB-
Anwendungen weitgehend entscha¨rft, die Klassenmethoden
ohne Sicherheitsu¨berpru¨fung scheinen unkritisch zu sein.
Um zu einem endgu¨ltigen Ergebnis zu kommen, mu¨ssten
aber die statischen Felder aller Klassen der Java Platform,
Enterprise Edition und deren Semantik untersucht werden,
was den Rahmen dieses Beitrags gesprengt ha¨tte.
3.1.2 Synchronisierte Klassenmethoden von Systemklassen
Bei synchronisierten Klassenmethoden kann ein Problem
auftreten, falls ein Thread, der sich innerhalb einer solchen
Methode befindet, von einem anderen Thread derselben An-
wendung ausgesetzt wird und sie in Folge dessen von an-
deren Anwendungen nicht mehr ausgefu¨hrt werden kann.
Der Grund dafu¨r ist, dass es sich bei synchronisierten Klas-
senmethoden um Monitore handelt. Ein Monitor [31] ist ein
Konstrukt, mit dessen Hilfe Prozesse oder Threads synchro-
nisiert werden ko¨nnen. In einem Monitor kann zu jedem
Zeitpunkt nur ein Thread aktiv sein. Erst wenn der ausge-
setzte Thread wieder aufgenommen wird und die synchro-
nisierte Klassenmethode verla¨sst, kann diese von anderen
Threads ausgefu¨hrt werden.
Auch wenn das Aussetzen von Threads innerhalb von
Enterprise Beans verboten ist, gelang es im Test mit weni-
gen Zeilen Code, Deadlocks zu erzeugen. Instanzen einer
fehlerhaft programmierten Session Bean, die nicht der Spe-
zifikation entspricht, ko¨nnten sich auf diese Weise gegensei-
tig blockieren.
3.1.3 Replikation von Anwendungsklassen
Ein weiterer Nachteil entsteht durch die Replikation von An-
wendungsklassen durch verschiedene Klassenlader, die ei-
gentlich der Isolation zugutekommt. Diese Vervielfachung
ist aber bei der Verwendung von Just In Time-U¨bersetzern
besonders problematisch, da Klassen unabha¨ngig voneinan-
der kompiliert und gespeichert werden, auch wenn sie be-
reits von einer anderen Anwendung geladen wurden. In die-
sem Fall wird erheblich mehr Speicher beno¨tigt, da ein Byte
Bytecode im Durchschnitt in fu¨nf bis sechs Bytes Maschi-
nencode u¨bersetzt wird [4].
3.2 Probleme aufgrund systemweiter Datenstrukturen und
Mechanismen
3.2.1 Internalisierte Strings
Bestimmte Datenstrukturen der Laufzeitumgebung werden
von allen Anwendungen gemeinsam verwendet, z.B. gibt es
nur eine einzige Datenbasis fu¨r internalisierte Strings.
Zeichenketten werden in Java durch Instanzen der Klas-
se String repra¨sentiert. Strings ko¨nnen mit der equals-
Methode auf Gleichheit u¨berpru¨ft werden. Ein internalisier-
ter String entsteht durch Aufruf der intern-Methode eines
Strings. Dabei wird ein neuer String gleichen Inhalts erzeugt
und einer allen Anwendungen gemeinsamen Datenbasis hin-
zugefu¨gt, falls dieser nicht bereits dort enthalten ist. Andern-
falls wird lediglich eine Referenz auf den bereits internali-
sierten String zuru¨ckgegeben. Daraus folgt fu¨r alle Strings s
und t, dass s.intern() == t.intern() nur dann true zuru¨ckliefert,
falls s.equals(t) true zuru¨ckliefert. Der Vorteil bei internali-
sierten Strings ist, dass sie mit dem Operator == schneller
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auf Gleichheit u¨berpru¨ft werden ko¨nnen. String-Literale und
konstante Strings werden automatisch internalisiert.
Werden internalisierte Strings als Sperrobjekte in
synchronized-Abschnitten verschiedener Anwendungen
verwendet, so kann dies zu unerwarteten Interaktionen
zwischen den Anwendungen fu¨hren, sofern es sich um
identische Zeichenketten handelt. Um an dieser Stelle eine
vollsta¨ndige Isolation zu erreichen, mu¨sste die JVM fu¨r
jede Anwendung eine eigene Datenbasis fu¨r internalisierte
Strings unterhalten.
Daru¨ber hinaus handelt es sich bei der zur Inter-
nalisierung verwendeten synchronisierten Klassenmethode
String.intern() um einen Monitor (siehe Abschnitt 3.1.2),
der von allen innerhalb der JVM ausgefu¨hrten Anwendun-
gen zuga¨nglich ist. Wird eine große Anzahl an Strings von
mehreren Anwendungen parallel der gemeinsamen Daten-
basis fu¨r internalisierte Strings hinzugefu¨gt (z.B. bei XML-
Parsern), so ko¨nnten an dieser Stelle unerwartete Leistungs-
einbußen auftreten.
3.2.2 Finalisierer und Ereignisverarbeitung
Finalisierer und Ereignisse des Abstract Windowing Toolkit
(AWT) – die Standardschnittstelle fu¨r grafische Benutzero-
berfla¨chen – werden jeweils von einem eigenen Thread ver-
arbeitet. Diese Verarbeitung findet sequentiell statt, was die
Isolation von Anwendungen gefa¨hrden kann.
Finalisierer ko¨nnen dazu benutzt werden, Ressourcen
freizugeben, deren Ru¨ckgewinnung mehr als die Freigabe
des belegten Speichers erfordert, beispielsweise die Been-
digung einer Datenbankverbindung. Die Java-Spezifikation
garantiert aber nicht, wann, in welcher Reihenfolge und ob
Finalisierer u¨berhaupt aufgerufen werden.
Ein Problem tritt auf, falls die Ausfu¨hrung eines Fi-
nalisierers nicht endet, z.B. aufgrund einer Endlosschlei-
fe. In diesem Fall ko¨nnen weder andere Finalisierer auf-
gerufen noch der Speicher der zugeho¨rigen Objekte frei-
gegeben werden. Eine Anwendung ko¨nnte so indirekt die
Ausfu¨hrung der Finalisierer und damit die Freigabe von Res-
sourcen einer anderen Anwendung verhindern.
Ereignisse der grafischen Benutzeroberfla¨che werden
ebenfalls von einem zentralen Thread entgegengenommen,
was zu a¨hnlichen Problemen fu¨hren kann: Solange eine Er-
eignisbehandlungsroutine nicht endet, ko¨nnen nachfolgende
Ereignisse nicht verarbeitet werden. Dies kann im schlimms-
ten Fall dazu fu¨hren, dass alle Anwendungen mit grafischer
Benutzeroberfla¨che, die zu diesem Zeitpunkt von der JVM
ausgefu¨hrt werden, nicht mehr reagieren. Im Kontext von
Enterprise JavaBeans sind derartige Probleme irrelevant, da
die EJB-Spezifikation den Zugriff auf das AWT verbietet.
3.2.3 Plattformabha¨ngiger Code
Die Einbindung plattformabha¨ngigen Codes durch die Java
Native Interface (JNI) kann ebenfalls zu Problemen fu¨hren.
Plattformabha¨ngiger Code wird im Adressraum der JVM
ausgefu¨hrt und hat somit uneingeschra¨nkten Zugriff auf al-
le Anwendungsdaten. Enterprise Beans du¨rfen wiederum
keine plattformabha¨ngigen Bibliotheken laden, Java EE-
Applikationsserver greifen aber u¨ber die J2EE Connector
Architecture [36] ha¨ufig auf plattformabha¨ngigen Code zu.
Im Experiment fu¨hrte die Verwendung einer fehlerhaften
plattformabha¨ngigen Bibliothek innerhalb eines Ressource-
nadapters zum Absturz des Applikationsservers. In solch ei-
nem Fall werden alle laufenden Transaktionen abgebrochen.
3.3 Probleme bei der Beendigung von Anwendungen
3.3.1 Explizite Beendigung der Java Virtual Machine
Verwendet eine EJB-Anwendung die unsichere Runtime-
oder System-Klasse zur Beendigung der JVM, werden alle
parallel ausgefu¨hrten Anwendungen ebenfalls beendet, auch
wenn dies seitens der EJB-Spezifikation verboten ist. Ein ak-
tivierter und korrekt konfigurierter Sicherheitsmanager kann
dies zwar verhindern, zumindest bei WebSphere ist dies in
der Standardeinstellung aber nicht der Fall.
3.3.2 Beendigung von Threads
Java bietet keine sichere Mo¨glichkeit, Threads zu been-
den. Von der Verwendung der Primitiva Thread.stop(),
Thread.suspend(), Thread.resume() und Runti-
me.runFinalizersOnExit(boolean) wird seit Version 1.2
abgeraten [34]. Dafu¨r gibt es mehrere Gru¨nde [13]. Bei
Aufruf von Thread.stop() werden z.B. alle vom Thread
gesperrten Monitore freigegeben. Wenn ein von einem
solchen Monitor zuvor geschu¨tztes Objekt dadurch in einem
inkonsistenten Zustand hinterlassen wird, ko¨nnten andere
Threads wieder auf dieses als bescha¨digt bezeichnete
Objekt zugreifen, was zu unvorhersehbarem Verhalten
fu¨hren ko¨nnte. Die nicht vorhandene Mo¨glichkeit einer
sicheren Beendigung ist gerade bei Anwendungen innerhalb
eines Java EE-Applikationsservers problematisch. Ist eine
Anwendung fehlerhaft programmiert und kann nicht erfolg-
reich beendet werden, muss der gesamte Applikationsserver
neu gestartet werden, um sie aus dem Speicher zu entfernen.
3.4 Probleme aufgrund des fehlenden
Ressourcenmanagements
Eine große Schwa¨che von Java ist das fehlende Ressour-
cenmanagement. Eine fehlerhafte Anwendung ko¨nnte so
viele Ressourcen fu¨r sich in Anspruch nehmen, dass die
Ausfu¨hrung anderer Anwendungen dadurch verhindert wer-
den wu¨rde, z.B. weil nicht mehr genu¨gend Speicher vorhan-
den ist. Aber auch Denial-of-Service-Angriffe, bei denen
versucht wird, die von einem Server angebotenen Dienste
durch U¨berlastung zum Erliegen zu bringen, sind denkbar.
Ein Angriff ko¨nnte beispielsweise darauf abzielen, große
Speichermengen anzufordern, die im selben Augenblick
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schon nicht mehr erreichbar sind und sofort wieder freige-
geben werden ko¨nnen. Sowohl durch die reine Speicher-
anforderung als auch durch die anschließend ausgelo¨ste
Speicherbereinigung ko¨nnten die CPU-Ressourcen des Ser-
vers derart belastet werden, dass fu¨r die Ausfu¨hrung anderer
Anwendungen keine oder nur noch wenig Rechenzeit zur
Verfu¨gung stehen wu¨rde.
Um auch in diesem Fall praktische Ergebnisse zu erzie-
len, wurde eine EJB-Anwendung sowie ein externer Java-
Client entwickelt, um solche Angriffe wenigstens ansatz-
weise zu simulieren. Dabei fu¨hrten Threads im Hintergrund
permanent Transaktionen im Rahmen der EJB-Anwendung
durch, deren Durchsatz gemessen wurde. Parallel zur Trans-
aktionsverarbeitung wurde ein Denial-of-Service-Angriff
durchgefu¨hrt, der den Großteil der CPU-Zeit fu¨r sich bean-
spruchte. Dieser Angriff fu¨hrte je nach Einstellung seiner
Parameter zu einem vo¨lligen Stillstand der Transaktionsver-
arbeitung.
3.5 Konsequenzen
Die beschriebenen Probleme werfen Zweifel auf, ob die der-
zeitigen Mechanismen ausreichen, um fu¨r ausreichende Iso-
lation bei der parallelen Ausfu¨hrung von Anwendungen und
Transaktionen zu sorgen.
Die EJB-Spezifikation schra¨nkt asoziales Verhalten ein,
die dargestellten Probleme kann sie aber nur unzurei-
chend lo¨sen. Die Probleme im Zusammenhang mit stati-
schen Feldern und synchronisierten Klassenmethoden, inter-
nalisierten Strings, Finalisierern und plattformabha¨ngigem
Code sowie die Nachteile der Replikation von Anwen-
dungsklassen und dem nicht vorhandenen Ressourcenma-
nagement sind nicht von der Hand zu weisen. Die prakti-
sche Konsequenz dieser Probleme ist, dass auch Java EE-
Applikationsserver mit mehreren Prozessoren u¨blicherweise
nur eine Anwendung ausfu¨hren, so dass prozessbasierte Me-
chanismen des zugrunde liegenden Betriebssystems benutzt
werden ko¨nnen, um den Anforderungen an die Isolation
und das Ressourcenmanagement nachzukommen [22]. Aber
auch wenn nur eine Anwendung ausgefu¨hrt wird, beste-
hen dieselben Probleme bei der parallelen Ausfu¨hrung von
Transaktionen dieser Anwendung.
4 Lo¨sungsansa¨tze
Die Probleme der JVM in Bezug auf die parallele
Ausfu¨hrung von Anwendungen und Transaktionen werden
in zahlreichen Publikationen aufgegriffen, in denen biswei-
len weitgehend vollsta¨ndige Lo¨sungen vorgeschlagen wer-
den. Teilweise ist die daraus entstandene Software o¨ffentlich
verfu¨gbar.
4.1 Verwendung einer eigenen Java Virtual Machine fu¨r
jede Transaktion
Eine Mo¨glichkeit zur Lo¨sung der im letzten Kapitel ana-
lysierten Probleme scheint die Verwendung einer eigenen
JVM fu¨r jede Transaktion, um sowohl Isolation als auch Par-
allelita¨t zu erreichen. Diese vermeintliche Lo¨sung zur Um-
gehung der geschilderten Probleme weist aber weitgehend
dieselben Defizite auf, da es grundsa¨tzlich mo¨glich ist, dass
eine Transaktion die Ausfu¨hrung der Folgetransaktion be-
einflusst, indem sie den Zustand der JVM vera¨ndert. Bei-
spiele fu¨r eventuell sicherheitskritische Hinterlassenschaf-
ten der vorhergehenden Transaktion sind u¨berschriebene
statische Felder, gestartete Threads oder geladene plattfor-
mabha¨ngige Bibliotheken. Auch aufgrund der langen Start-
zeit und des hohen Speicherverbrauchs der JVM scheidet
diese Vorgehensweise aus.
Zwei Lo¨sungsansa¨tze, die in den na¨chsten zwei Ab-
schnitten vorgestellt werden, setzen dennoch auf die Ver-
wendung einer eigenen JVM fu¨r jede Transaktionen, ver-
meiden jedoch die aufgezeigten Probleme und Nachtei-
le durch proprieta¨re Erweiterungen der JVM. Sie ko¨nnen
jedoch nur in speziellen Hard- und Softwareumgebungen
eingesetzt werden und stellen damit keine allumfassende
Lo¨sung der Isolationsproblematik dar.
4.2 Persistent Reusable Java Virtual Machine (IBM)
Die Persistent Reusable Java Virtual Machine (PRJVM)
([10], [3], [17], [2]) ist eine JVM mit erweiterter Funktiona-
lita¨t, die unter dem z/OS Betriebssystem verfu¨gbar ist. z/OS
(fru¨here Bezeichnung: OS/390) ist ein Großrechnerbetriebs-
system der Firma IBM, welches in großen Unternehmen
als zentraler Server fu¨r betriebswirtschaftliche Anwendun-
gen eingesetzt wird [15]. Die Entwicklung der PRJVM hatte
zum Ziel, unter allen Umsta¨nden die Einhaltung der Isolati-
on bei der Verarbeitung von Transaktionen zu gewa¨hrleisten.
Da eine vollsta¨ndige Isolation von Transaktionen in-
nerhalb derselben JVM nicht mo¨glich ist, werden getrenn-
te virtuelle Maschinen fu¨r die parallele Verarbeitung von
Transaktionen eingesetzt. Zur Leistungsverbesserung lau-
fen alle virtuellen Maschinen in isolierten Laufzeitumge-
bungen (Run Time Units) innerhalb eines einzigen virtuel-
len Adressraums. Die Run Time Units werden als Enclaves
bezeichnet und stellen einen Thread-a¨hnlichen Mechanis-
mus dar [18]. Eingehende Transaktionen werden von einer
Master Virtual Machine auf die einzelnen Instanzen verteilt.
Sie ist auch dafu¨r zusta¨ndig, die jeweilige Instanz nach Ab-
schluss einer Transaktion wieder instand zu setzen. Durch
die Verwendung mehrerer virtueller Maschinen beno¨tigt das
Transaktionsverarbeitungssystem zwar mehr Speicher, bie-
tet aber vollsta¨ndige Isolation. Das Problem des erho¨hten
Speicherbedarfs wird durch eine Unterteilung des Heaps in
getrennte Bereiche teilweise gelo¨st. Diese haben jeweils un-
terschiedliche Eigenschaften:
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– Der System Heap besteht aus dem Main System Heap,
der unter anderem die Systemklassen entha¨lt, und dem
Application-Class System Heap. Einzelheiten sind in
[17] zu finden.
– Der Middleware Heap entha¨lt Objekte, die von
Middleware-Klassen erzeugt werden. Middleware-
Klassen haben ho¨here Privilegien als Anwendungsklas-
sen, beispielsweise ko¨nnen Klassen und Bibliotheken in
einen Cache geladen und von mehreren Anwendungen
benutzt werden.
– Der Transient Heap entha¨lt Objekte, die von Anwen-
dungsklassen erzeugt werden.
Die Unterteilung in mehrere Heaps ermo¨glicht eine Auf-
teilung in transaktionsbezogene (und somit kurzlebige) und
langlebigere Daten. Dies ermo¨glicht es, die weiter unten
erwa¨hnte Instandsetzung zwischen zwei Transaktionen be-
sonders schnell durchzufu¨hren. Die Lebensdauer der ver-
schiedenen Objekte wird durch eine eigene Garbage Collec-
tion Policy fu¨r jeden Abschnitt des Heaps festgelegt [16].
Die unterteilte Heap-Struktur der PRJVM a¨hnelt dem in
einigen virtuellen Maschinen realisierten Ansatz Generatio-
nal Garbage Collection [1]. Bei diesem wird der Heap eben-
falls in verschiedene Bereiche unterteilt, die als Generations
bezeichnet werden. Der in der Regel Nursery genannte Teil
entha¨lt dabei neu instanziierte Objekte, die nach einiger Zeit
in die a¨lteren Abschnitte des Heaps verlagert werden. Ob-
jekte, die u¨ber einen sehr langen Zeitraum existieren, kom-
men in einen speziellen Teil des Heaps, der nicht mehr einer
regelma¨ßigen Garbage Collection unterzogen wird. Im Ver-
gleich hierzu hat die unterteilte Heap-Struktur des PRJVM-
Ansatzes den Vorteil, dass man die erwartete Lebensdauer
der Objekte a priori bestimmen kann. Somit wird ein Ver-
schieben der Objekte im Speicher unno¨tig. Auch fehlt in der
Technik Generational Garbage Collection der hohe Grad an
Isolation, den die PRJVM bietet.
Wie bereits erwa¨hnt sollte eine JVM nach Verarbei-
tung einer Transaktion nicht wiederverwendet werden, um
ho¨chste Sicherheit zu garantieren. Daher muss fu¨r jede
Transaktion eine neue JVM erzeugt werden. Die Dauer
des Startvorgangs einer JVM ist aber inakzeptabel, da zwi-
schen 20 und 100 Millionen Maschineninstruktionen aus-
gefu¨hrt werden mu¨ssen [3]. Um dies zu vermeiden, wur-
den mit der PRJVM neue Konzepte eingefu¨hrt, die einen
Neustart im Normalfall u¨berflu¨ssig machen. Das wichtigste
dieser Konzepte ist die Mo¨glichkeit, eine PRJVM, die be-
reits eine Transaktion verarbeitet hat, in ihren Ursprungs-
zustand zu versetzen. Diese Funktionalita¨t wird durch ei-
ne neue JNI-Funktion namens ResetJavaVM implementiert.
Die Instandsetzung einer PRJVM kann aber fehlschlagen,
falls ihr Zustand nach einer ausgefu¨hrten Transaktion irre-
parabel ist. Dieser Fall kann z.B. durch modifizierte Syste-
meigenschaften, geladene plattformabha¨ngige Bibliotheken,
erzeugte Threads und Prozesse oder umgeleitete Ein- und
Ausgabestro¨me eintreten. In Folge dessen liefert ein Aufruf
der ResetJavaVM-Funktion false zuru¨ck.
Die PRJVM wird unter dem z/OS-Betriebssystem vom
Transaktionsmonitor CICS (Customer Information Control
System) Transaction Server sowie von gespeicherten Proze-
duren (Stored Procedures) des Datenbankmanagementsys-
tems DB2 unterstu¨tzt und ist seit dem Jahr 2000 verfu¨gbar.
4.3 Virtual Machine Container (SAP)
Javas Defizite im Bereich der Isolation veranlassten auch die
Firma SAP, Transaktionsverarbeitung unter Java sicherer zu
gestalten. Dies fu¨hrte zur Entwicklung des Virtual Machine
Containers ([24], [32], [30]), der seit Anfang 2006 Bestand-
teil der Integrations- und Anwendungsplattform NetWea-
ver 7.0 (fru¨here Bezeichnung: 2004s) ist. Die NetWeaver-
Plattform besteht unter anderem aus dem Web Application
Server ABAP und dem J2EE-konformen Web Application
Server Java. Der Web Application Server ABAP konnte bis-
her lediglich in der Programmiersprache ABAP geschriebe-
ne Transaktionen verarbeiten, deren Isolation auf prozessba-
sierter Sicherheit beruht. Ein Dispatcher verteilt eingehende
Anfragen auf eine Reihe von sich bereits im Hauptspeicher
befindlichen Arbeiterprozessen. Bei diesen handelt es sich
um Betriebssystemprozesse, deren Isolation durch die Hard-
ware erfolgt. Ein Arbeiterprozess verarbeitet zu jedem Zeit-
punkt nur eine Anfrage. Im Falle eines Absturzes ist nur der
jeweilige Benutzer betroffen, alle anderen Anfragen werden
dadurch nicht beeinflusst.
Der Virtual Machine Container (VMC) ist eine in den
SAP Web Application Server ABAP integrierte Kompo-
nente, mit dessen Einfu¨hrung eine Einbindung einer JVM
in den ABAP-Arbeiterprozess ermo¨glicht wird. Dadurch
ko¨nnen auch in diesem Teil der NetWeaver-Plattform Java-
Funktionen ausgefu¨hrt werden. Der VMC ist fu¨r Anwen-
dungen optimiert, welche sowohl in ABAP als auch in Ja-
va implementierte Funktionen verwenden und schnell und
zuverla¨ssig miteinander kommunizieren mu¨ssen.
Die Integration einer JVM bietet eine Reihe von Vortei-
len, vor allem eine strenge Isolation zwischen aktiven Benut-
zersitzungen. Analog zu ABAP-Transaktionen verarbeitet
die JVM innerhalb eines Arbeiterprozesses zu einem Zeit-
punkt ho¨chstens eine Anfrage, selbst deren Absturz beein-
tra¨chtigt im schlimmsten Fall den gerade aktiven Benutzer.
Um den Speicherverbrauch zu minimieren, ko¨nnen die vir-
tuellen Maschinen innerhalb der einzelnen Arbeiterprozesse
auf einen gemeinsamen Speicherbereich zugreifen, in den
gemeinsam verwendete Klassen geladen werden. Des Wei-
teren ko¨nnen auch Objekte und alle von ihnen aus erreichba-
ren Objekte (transitive Hu¨lle), sogenannte Shared Closures,
von mehreren virtuellen Maschinen gemeinsam verwendet
werden. Dies kann entweder durch eine schnelle Einblen-
dung der Objekte in den Adressraum der jeweiligen JVM
oder eine Kopie bewerkstelligt werden. Eine eingeblendete
Shared Closure kann jedoch nur gelesen und nicht vera¨ndert
werden.
Die Zustandsdaten einer Benutzersitzung – auch Benut-
zerkontext genannt – werden nach jeder verarbeiteten An-
frage ebenfalls in einen von allen virtuellen Maschinen ge-
meinsam verwendeten Speicherbereich kopiert. Auf diese
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Weise kann der Benutzerkontext bei der na¨chsten Anfra-
ge einem beliebigen, nicht verwendeten Arbeiterprozess zu-
geordnet werden. Dadurch wird verhindert, dass Arbeiter-
prozesse zwischen den einzelnen Anfragen innerhalb ei-
ner Sitzung brach liegen. Ein Konzept namens Process At-
tachable Virtual Machines ermo¨glicht daru¨ber hinaus, die
JVM vom korrespondierenden Arbeiterprozess zu trennen
und ihr Speicherabbild schnell in den Adressraum eines
anderen Prozesses einzublenden. Mit Hilfe dieser Technik
ko¨nnen in einem Pool vorra¨tig gehaltene virtuelle Maschi-
nen Arbeiterprozessen dynamisch zugeordnet werden. Die
Trennung einer JVM ist beispielsweise sinnvoll, falls die
Verarbeitung einer Anfrage aufgrund gewisser Operationen
(z.B. Netzwerkein- und Ausgabe) keine Prozessorzeit in An-
spruch nimmt. In diesem Fall kann sie tempora¨r durch eine
JVM aus dem Pool ausgetauscht werden, die neue Anfragen
verarbeiten kann.
Der VMC ist allerdings kein Ersatz fu¨r den Web Ap-
plication Server Java und steht zudem ausschließlich aus-
gewa¨hlten Java-Komponenten von SAP zur Verfu¨gung – von
Kunden entwickelte Java-Funktionen fu¨r den VMC werden
nicht unterstu¨tzt. Allerdings wird mit NetWeaver 7.1 zum
ersten Mal die SAP Java Virtual Machine (SAP JVM) [29]
ausgeliefert werden, die auf der Sun HotSpot Java Virtual
Machine basiert und das Konzept der Shared Closures vom
VMC u¨bernimmt. Die SAP JVM wird als Bestandteil des
Web Application Server Java dann auch dort die Auslage-
rung des Benutzerkontexts unterstu¨tzen. Da normalerweise
nur etwa zehn Prozent der mit einer Virtual Machine asso-
ziierten Benutzer zeitgleich Anfragen senden und die Zu-
standsdaten der restlichen Sitzungen extern gespeichert sind,
wird bei einem Absturz die Anzahl der betroffenen Transak-
tionen erheblich verringert.
4.4 Application Isolation API
Die Bemu¨hungen, eine einheitliche Lo¨sung der bestehen-
den Probleme zu finden, fu¨hrten zur Gru¨ndung einer Exper-
tengruppe innerhalb des Java Community Process, die im
April 2001 ihre Arbeit aufnahm. Innerhalb des Java Commu-
nity Process werden technische Spezifikationen entwickelt,
die in zuku¨nftige Versionen von Java einfließen sollen. Die-
se Spezifikationen werden Java Specification Requests ge-
nannt. Der Java Specification Request, der sich mit der Iso-
lation von Anwendungen befasst, tra¨gt den Namen JSR 121:
Application Isolation API Specification.
Die Application Isolation API ermo¨glicht der JVM im
Gegensatz zur bisherigen Verfahrensweise die vollsta¨ndig
isolierte Ausfu¨hrung von Anwendungen. Zentraler Bestand-
teil der API ist die Klasse Isolate, welche die Abstraktion ei-
ner isolierten Berechnung repra¨sentiert und Methoden zum
Starten, Aussetzen, Wiederaufnehmen und Beenden entha¨lt.
Isolates ko¨nnen sicher beendet werden, ohne andere Anwen-
dungen dadurch zu beeinflussen.
Im Idealfall ko¨nnen parallel ausgefu¨hrte Isolates den
Isolationsgrad von Betriebssystemprozessen erreichen. Wie
diese Isolation erreicht wird, la¨sst die Spezifikation offen.
Sie fordert lediglich, dass sie gewa¨hrleistet ist. Weiterhin
ko¨nnen unterschiedliche Implementierungen einen unter-
schiedlichen Isolationsgrad zur Verfu¨gung stellen. Alle kon-
formen Implementierungen mu¨ssen jedoch Anwendungen
gewisse Voraussetzungen garantieren. Die endgu¨ltige Versi-
on der Spezifikation wurde am 13. Juni 2006 vero¨ffentlicht
[19].
4.5 Multi-Tasking Virtual Machine (Sun Microsystems)
In Form eines Forschungsprojekts arbeitet die Firma
Sun Microsystems seit einigen Jahren an der JSR-121-
Referenzimplementierung, der Multi-Tasking Virtual Ma-
chine (MVM) ([5], [33], [14]).
Das Design der MVM wurde durch drei Zielvorgaben
bestimmt. Erstens sollten sich Anwendungen an keiner Stel-
le innerhalb der JVM beeinflussen ko¨nnen. Zweitens soll-
te jeder Anwendung der Eindruck vermittelt werden, als
wu¨rden keine weiteren Anwendungen innerhalb derselben
JVM ausgefu¨hrt. Drittens sollte das Design zu einer guten
Leistung und Skalierbarkeit fu¨hren. Die MVM ist eine ganz-
heitliche Lo¨sung, welche die derzeitigen Defizite der JVM
adressiert und beheben soll.
Die Untersuchung aller Komponenten der JVM und ei-
ne anschließende Entscheidung, ob diese gemeinsam von
Anwendungen genutzt werden ko¨nnen oder nicht, stellt das
Grundprinzip des Designs dar [7]. Beispielsweise kann die
Laufzeitrepra¨sentation von Klassen gro¨ßtenteils gemeinsam
verwendet werden und nur ein Teil muss pro Isolate repli-
ziert werden, z.B. der statische Zustand. Durch die Verwen-
dung von Isolates entfallen die spezifischen Probleme der
Klassenlader und die Probleme bei der Beendigung von An-
wendungen. Die Probleme im Zusammenhang mit system-
weiten Finalisierungs- und Ereigniswarteschlangen werden
ebenfalls durch Replikation gelo¨st. Plattformabha¨ngiger Co-
de wird sicher in einem separaten Prozess ausgefu¨hrt [6].
In Folge dessen stellt auch ein fehlerhafter Ressourcenad-
apter kein allzu großes Problem mehr dar. Insgesamt wer-
den so die Probleme aufgrund systemweiter Datenstruktu-
ren und Mechanismen beseitigt. Da die MVM Mechanismen
zum Ressourcenmanagement beinhaltet ([8], [9], [21]), sind
schließlich alle Problembereiche der bisherigen JVM ab-
gedeckt. Die zugrunde liegende Spezifikation der Resource
Consumption Management API wird im Rahmen des JSR-
284 [20] vorangetrieben.
Die MVM scheint daher eine umfassende Lo¨sung zu
werden, um Anwendungen und Transaktionen unter Ja-
va parallel, sicher und effizient ausfu¨hren zu ko¨nnen. Die
Forscher experimentierten auch mit dem Einsatz in J2EE-
Applikationsservern [22] und beschreiben zwei Einsatzsze-
narien der Application Isolation API: Architekturbasierte
und anwendungsbasierte Isolation.
Bei architekturbasierter Isolation wird jede Komponente
eines Java EE-Applikationsservers (z.B. der EJB-Container)
in einem eigenen Isolate ausgefu¨hrt. Der Vorteil ist, dass an
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der bisherigen Java EE-Architektur nur geringe A¨nderungen
vorgenommen werden mu¨ssen. Nachteilig sind dabei ho-
he Kommunikationskosten und die Schwierigkeit, Ressour-
cen auf Anwendungsebene zu verwalten. Bei anwendungs-
basierter Isolation werden gesamte Anwendungen vonein-
ander isoliert. Von Vorteil sind hierbei niedrige Kommu-
nikationskosten und das Ressourcenmanagement auf An-
wendungsebene. Der große Nachteil ist die Replikation der
Serverkomponenten fu¨r jede Anwendung. Beide Ansa¨tze
ko¨nnen miteinander kombiniert werden. Auch sind verschie-
dene Stufen der Granularita¨t denkbar, z.B. ko¨nnten einzelne
Servlets und Enterprise Beans innerhalb des Web- bzw. EJB-
Containers in einem eigenen Isolate ausgefu¨hrt werden. Eine
dahingehende Modifikation bestehender Applikationsserver
wa¨re aber sehr aufwendig.
Einige Konzepte der MVM sind bereits in die Ent-
wicklung der Java Platform, Micro Edition eingeflossen.
Eine Vorabversion der MVM fu¨r Solaris auf der SPARC-
Plattform ist derzeit im Rahmen von Forschungszwecken
erha¨ltlich [35].
5 Zusammenfassung
Der Einsatz von Java EE fu¨r die Entwicklung gro¨ßerer unter-
nehmenskritischer Transaktionsanwendungen ist bisher nur
sehr zo¨gerlich erfolgt. Der existierende Standard hat zwei
Schwachstellen: Die gegenseitige Isolation parallel laufen-
der Threads und die Wiederverwendung einer JVM fu¨r auf-
einanderfolgende Transaktionen. Auch durch Verwendung
mehrerer Klassenlader weist die JVM Defizite im Bereich
der Isolation auf. Statische Felder und statische Klassen-
methoden, internalisierte Strings, systemweite Ereignis- und
Finalisierungswarteschlagen sowie plattformabha¨ngiger Co-
de ko¨nnen zur gegenseitigen Beeinflussung von Anwendun-
gen und Transaktionen fu¨hren. Das fehlende Ressourcenma-
nagement und die Probleme bei der Beendigung von An-
wendungen machen deutlich, dass Java nicht fu¨r die paralle-
le Ausfu¨hrung von Anwendungen und Transaktionen konzi-
piert wurde. Es existiert keine befriedigende Dokumentation
u¨ber programmtechnische Maßnahmen zur Vermeidung von
Problemen.
Zwei bereits verfu¨gbare Eigenentwicklungen der Firmen
IBM und SAP, die Persistent Reusable Java Virtual Ma-
chine bzw. der Virtual Machine Container, sind geeignet,
die bestehenden Probleme zumindest im Kontext unterneh-
menskritischer Transaktionsanwendungen zu lo¨sen. Diese
ko¨nnen bisher allerdings nur in einigen Hard- und Softwa-
reumgebungen eingesetzt werden. IBM verwendet fu¨r jede
Transaktion eine eigene PRJVM, die nach abgeschlossener
Verarbeitung normalerweise in den Ursprungszustand ver-
setzt und fu¨r nachfolgende Transaktionen sicher wiederver-
wendet werden kann. Der Virtual Machine Container von
SAP ermo¨glicht die Einbindung einer JVM in einen ABAP-
Arbeiterprozess, wobei jede Transaktion von einer eigenen
JVM verarbeitet wird, die von dem ihr zugeordneten Benut-
zerkontext getrennt und damit fu¨r nachfolgende Transaktio-
nen ebenfalls wiederverwendet werden kann. Da der Virtual
Machine Container nicht fu¨r von Kunden entwickelte Java-
Funktionen vorgesehen ist und die Multi-Tasking Virtual
Machine der Firma Sun Microsystems sich noch im Prototy-
penstadium befindet, stellt die PRJVM bis dato die einzige
Mo¨glichkeit dar, sichere Transaktionsverarbeitung mit Java
und unter Produktionsbedingungen durchzufu¨hren. Es bleibt
zu hoffen, dass die innerhalb des Java Community Process
entwickelte Application Isolation API als Bestandteil in den
Java EE-Standard aufgenommen wird und die bestehenden
Probleme auf diese Weise zufriedenstellend gelo¨st werden.
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