With the increasing amount of data nowadays produced in the field of proteomics, automated approaches for reliable protein identification are highly desirable. One widely-used approach are protein mass fingerprints (PMFs) that allow database searching for the unknown protein, based on a MALDI-TOF mass spectrum of its tryptic digest. Current approaches and software packages for interpreting PMFs do rarely make use of peak intensities in the measured spectrum, mostly due to the difficulty of predicting peak intensities in the simulated mass spectra. In this work, we address the problem of predicting peak intensities in MALDI-TOF mass spectra, and we use regression support vector machines (ν-SVR) for this purpose. We compare the impact of different preprocessing and normalization modes such as binning and balancing data sets on prediction accuracy. Our preliminary results indicate that we can predict peak intensities using ν-SVR even from very small data sets. It is reasonable to assume that peak intensity prediction can greatly improve automated peptide identification.
Introduction
Mass spectrometry has become the method of choice to analyze the proteome of a cell. One widely-used approach is based on separating proteins via two dimensional electrophoresis, then digesting each protein using an endopeptidase such as trypsin, and finally analyzing the peptide mixture by MALDI-TOF mass spectrometry. Proteins are identified by comparison of the resulting protein mass fingerprints (PMFs) with those in a database of known proteins. With the increasing amount of data produced in this area, automated approaches for reliable protein identification are highly desirable. Shadforth et al. 1 give an overview of currently available techniques. The most established programs for this purpose are ProFound and MASCOT 3 . These query tools require human interaction to evaluate the identification results, which significantly slows down the process of analyzing whole proteomes.
In PMF analysis, cleaved peptides stay intact during MS analysis and are only detected if they are ionized. During such an experiment, not only peak masses, but also their intensities (peak height, area under curve) can be assessed. However, current analysis tools for PMF data usually only take a list of peak masses as input. If peptides are ionized all alike and the digestion procedure works perfectly, peaks of equal intensity can be found at all peptide masses, taking into account multiplicities of peptides in a protein. In reality, this is not the case: Due to the variety of ionization processes, and unequal specificity of trypsin for different amino acids, peak intensities can vary significantly. Models have been proposed for these processes 4, 5 , but currently these models do not allow to precisely predict peak intensities.
Elias et al. 6 show that the use of peak intensities enhances the reliability of protein identification for tandem mass spectra. It is reasonable to assume the same to be true for PMF spectra. As noted above, software for PMF interpretation usually ignores intensity information. Modeling of intensities in tandem mass spectra has been dealt with by multiple authors 7, 8, 9, 10 . Such models mainly consider the fragmentation probabilities of molecules. For MALDI PMF spectra, where molecules stay intact in the analysis procedure and the intensities highly depend on the ionization probability of the molecules, Gay et al.
11 applied a number of different regression and classification methods. They found the M5' decision tree algorithm to perform best among the regression methods tested and derived a few rules regarding the influence of the occurrence frequencies of some amino acids on the peak intensities.
Goal
The goal of this work is to examine approaches for predicting the intensities of peaks from measured protein MALDI-TOF mass spectra using a numerical representation of the peptide sequences of theoretically cleaved proteins. In a first step towards a solution of this problem, our question is whether this string representation enables us to find a correlation between the peptide sequence and its peak intensity. In the long run, the prediction of intensities should enhance the reliability of protein identification results by calculating more realistic theoretical spectra.
For the experiments as presented in this work, we assumed that the peak intensities are reproducible under the same experimental conditions. This assumption is supported by the work of Coombes et al. 12 who found peak intensities of multiple experiments under the same conditions with proteins from the same sample to be highly correlated. Another assumption we make is that the intensities only depend on the corresponding peptide's sequence. This means that interactions between peptides inside the device are neglected. Also, the effect of incomplete cleavage is not considered.
Materials and methods

Data
The experimental spectra were taken from biological studies on Corynnebacterium glutamicum which involved 2D-PAGE experiments with subsequent tryptic digestion and measurement in a Bruker Ultraflex device. The whole data consists of 369 raw spectra of which 20% (66) were selected belonging to 43 different proteins. These were identified by MASCOT 3 with the highest distance to the score of the second-best match. The minimal score of the selected spectra is 66 and the minimal distance 37.
In the further process the MASCOT identification is taken to be true. Based on this identification, theoretical tryptic digestion was performed to determine the theoretical peptides. The masses of these peptides lead to theoretical peak lists that are then used to retrieve the corresponding peaks from the preprocessed raw spectra. The preprocessing involves denoising, baseline correction, peak detection, filtering of peaks, and deconvolution (de-isotoping). If a peak is found within 1.2 Da a of the mass of a theoretical peptide, it is declared a match. For each match, the amino acid sequence and the intensity before and after the deconvolution step are taken. The extracted peaks form an initial set. All sequences from this set are embedded into a vectorial feature space to allow for processing by a machine learning algorithm. The transformation and algorithms used are described in the Techniques section (3.2) below.
Three data sets were compiled from the initial set. The set Γ >800 includes all peaks with a mass above 800 Da, a match accuracy (distance between theoretical and real peak's mass) of at most 1.0 Da, and the intensities from the deconvoluted spectra as target values. The set Γ 0+ consists of the same peaks as the set Γ >800 , but additionally includes peaks with masses below 800 Da because of the low signal-to-noise ratio in that range. The Γ nd set consists of the same peaks as the set Γ >800 but intensities before deconvolution were used as target values instead.
All peak intensities are scaled according to
. Here, I s is the scaled intensity, I orig the unscaled one, N the number of data points in the raw spectrum, I i the raw intensity value at index i, B i the baseline value, and N i the noise determined in the denoising step. In the remainder, intensities refers to the scaled intensities. Most peptide sequences occur in the data set multiple times but with different intensities. Therefore, the target values for the regression are calculated as the α-trimmed mean b of all intensities per distinct sequence.
The scewishness of the distribution of intensities suggests to normalize them. The result are training sets with different target values: T raw : Target values are those of the original data set. T ln : The natural logarithm of intensities is calculated before the α-trimmed mean is applied to these values. T rank : All peaks from T ln are sorted by target value, then bins are created so each bin holds twenty consecutive peaks. The bin index is assigned as the target value for the corresponding peak. T bins : Intensities are sorted into five bins, such that the lowest bin takes all the peaks from T ln with target values ≤ 2, the highest bin > 5, and all bins in between spanning an equal range. Again, the target values are assigned according to the corresponding bin index. T bb : This is a balanced variant of T bins . Here, peaks were randomly selected from T bins so each bin holds the same number of peaks.
Prediction of peak intensities by machine learning
The feature vectors consist of the relative frequency of mono-and trimers over the amino acid alphabet without positional information. No relative frequencies of dimers were used. Instead, the first and last dimer of a sequence was encoded, scaled by the length of the sequence, because these positions might be the most important locations for ionization. In earlier experiments on a DNA data set the described setup performed best and can be considered a trade-of between dimensionality and amount of information. This encoding yields very sparse 8820-dimensional feature vectors.
For the regression task at hand we applied a support vector machine for regression, the ν-SVR 13,14,15 , with both a Gaussian kernel and a linear kernel. To find the optimal values for the SVR regularization parameter C, the Gaussian kernel's bandwidth γ, and ν, grid searches were performed in the three-dimensional parameter space log 2 (C) ∈ [−5, 15], log 2 (γ) ∈ [− 15, 7] , and ν ∈ [0.1, 0.9] for each training set separately.
For the evaluation, a ten-fold cross validation was performed using the optimal SVR parameters found in the grid search. Because of the low amount of data available, no validation set was used for this. The predicted values accuracy was assessed by measuring the r oot mean square error (RMSE) and Spearman's rank correlation coefficient (cor). Table 1 shows the prediction performance of the ν-SVR on all data sets as well as some statistical properties.
Results and Discussion
A positive correlation between the predicted and measured intensities (target values) can be observed. Highest correlation is yielded for almost all sets of Γ 0+ . The Γ nd sets are predicted worst. The highest correlation overall (0.55) was achieved for T 0+, ln . All other logarithmic sets of Γ 0+ have a correlation close to that value. In general, logarithmizing improves the prediction. The ranking/binning as well as balancing of the data does not improve the correlation except for T nd, rank , which has low correlation though. The choice of the kernel function does not have any clearly visible influence on the correlation. Figure 1 shows plots of the predicted values against target values of different training sets. High densities are shown as dark, low densities as light areas. There is almost a diagonal structure, but low values can not be predicted well, indicated by a wide spreading. In addition, high values are predicted too low in most cases regardless of the normalization used. The T rank and the T bb sets are balanced so this result can not be due to a low number of training examples in these ranges but must be caused by the data and the chosen representation.
Pearson's correlation coefficient (which assumes a normal distribution) was also calculated (data not shown). The found values are similar (max. 0.01 difference) to Spearman's rank correlation coefficients except for the non-logarithmic modes. For these, it was noticeably lower.
A leave-one-out cross-validation was done for the T raw and the T ln sets with the Gaussian kernel to take into account the low number of training examples available. This improved Pearson's correlation values by 0.03 to 0.14 only for the Γ >800 and Γ nd data sets, more so for the non-logarithmic ones, but did not change the correlation for T 0+, raw and T 0+, ln . This suggests that the number of examples available for Γ >800 and Γ nd is by far not sufficient. It can be assumed that an increase in the number of data points of T 0+, bb will result in a correlation even higher than that of T 0+, ln .
Conclusion
The presented results show a positive correlation between the predicted values and the scaled and logarithmized intensities although only few data was available, motivating more detailed experiments. The use of a larger data set with known protein identities and more sophisticated feature vectors would be promising.
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