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Les données de télédétection dans l'infrarouge thermique (IRT) sont une source 
indispensable d'information pour estimer les flux de surface et suivre le fonctionnement des 
agro-écosystèmes. Cependant, les mesures de température de surface sont sujettes à des effets 
directionnels très importants (présence de 'hot spot') pouvant entraîner une erreur allant 
jusqu’à une dizaine de degrés Celsius. Ils doivent être pris en compte en vue des applications 
opérationnelles. Le travail proposé ici vise à modéliser l’anisotropie directionnelle des 
couverts végétaux pour mettre au point des méthodes opérationnelles de correction des 
mesures satellitaires de température de surface. Il est largement motivé par les projets du 
CNES visant à élaborer une mission spatiale nouvelle combinant une haute résolution spatiale 
et des capacités fortes de revisite dans l’IRT. Deux étapes de travail ont  été menées.  
La première repose sur l’utilisation du modèle déterministe de transfert Sol-
Végétation-Atmosphère SCOPE (Soil Canopy Observation, Photochemistry and Energy 
fluxes), capable de simuler les radiances directionnelles dans l’optique et l’IRT. Dans ce 
manuscrit, il est validé par rapport à des mesures de terrain et sa capacité à simuler 
correctement les effets d'anisotropie démontrée. Il est ensuite utilisé pour étudier de façon 
systématique  la sensibilité de l'anisotropie directionnelle à la structure de la canopée, à son 
état hydrique, au forçage météorologique et aux configurations angulaires solaire et de visée. 
Les conséquences en terme d’impact combiné des caractéristiques orbitales des satellites, de 
la position géographique des sites observés et de la date d'acquisition sur l’anisotropie sont 
discutées.  
La seconde étape vise à proposer un modèle paramétrique simplifié (dit RL). SCOPE 
est ici utilisé en tant que générateur de données. Le modèle RL se révèle robuste et capable de 
restituer avec succès les signatures directionnelles sur le plan géométrique (position du hot 
spot) comme pour l’amplitude des effets directionnels. Une comparaison avec le seul autre 
modèle paramétrique utilisé jusqu'alors en télédétection IRT (le modèle de Vinnikov) 
confirme les qualités du modèle RL, ce qui en fait un candidat potentiel pour les chaines de 
traitement des futures données satellitaires.  
 
Keywords : Infrarouge thermique – Anisotropie directionnelle – Température de surface – 







Remotely-sensed data in thermal infrared (TIR) are an essential source of information 
to estimate surface fluxes and to monitor the functioning of agro-ecosystems. However, 
surface temperature measurements are prone to directional effects (‘hot spot’ phenomenon) 
which may result in an error up to 10°C. They have to be taken into account in the framework 
of operational applications. The work proposed here aims at modelling the directional 
anisotropy of continuous vegetated canopies in order to develop operational methods for 
correcting land surface temperature measurements carried out by TIR satellites. This work is 
mainly motivated by the CNES projects aiming at developing a new TIR spatial mission 
combining both high spatial resolution and high revisit time capacities. Two steps were 
carried out. 
The first is based on the use of the deterministic SVAT model SCOPE (Soil Canopy 
Observation, Photochemistry and Energy fluxes), able to simulate directional radiances at top 
of canopy in both optical and TIR domains. In this thesis, it is validated against experimental 
measurements and its ability to successfully simulate TIR directional anisotropy 
demonstrated. Then it is used to study the sensitivity of anisotropy to canopy structure, water 
status of soil and vegetation, meteorological forcing and solar and observer angular 
configurations. The consequences of the combined features of satellites orbits, geographical 
position of the scanned sites and acquisition date on anisotropy are discussed. 
In the second part, we propose a simplified parametric model (called ‘RL’). SCOPE is 
used as a data generator. The RL model is deemed suitable and able to correctly reproduce 
directional signatures both in terms of geometry (hot spot position) and amplitude of these 
effects. A comparison with the only one parametric model previously used in TIR remote 
sensing (Vinnikov’s approach) confirms the good capacities of the RL model. The RL model 
is thus a potential candidate to the future satellite processing chains. 
 
 
Keywords : Thermal infrared– Directional anisotropy – Land surface temperature – Remote 
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Symbole Description Unité 
f, β ‘Distance’ qui sépare le rayonnement pénétrant du rayonnement sortant - 
G Flux de chaleur dans le sol W.m-2 
hc Hauteur de canopée m 
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M Émittance du corps noir W.m-2 
LE Flux de chaleur latente W.m-2 
Ps, Po, Pso Probabilités d’éclairement, d’observation et d’observer une couche éclairée. - 
q Paramètre de hotspot m.m-1 
Rn Rayonnement net W.m-2 
rss Résistance de surface du sol m.s-1 
Ta, Tc, Tsol Température de l’air, de la canopée et du sol K, °C 
Ts Température de surface K, °C 
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u Vitesse du vent m.s-1 
Vcmo Maximum de carboxylation µmol.m-2.s-1 
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Γ Inertie thermique J.s-1/2.K-1.m-2 
 Émissivité - 
 Angle zénithal foliaire rad, ° 
,  Angle zénithal solaire et de visée rad, ° 
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La Terre subit actuellement une période de changement climatique, se traduisant 
notamment par un accroissement de la température du globe. Les risques de phénomènes 
météorologiques extrêmes liés à cette évolution climatique - par exemple, vagues de chaleur, 
précipitations extrêmes, sécheresses et inondations des zones côtières – sont déjà avérés. Le 
système présente une grande sensibilité car, d’après le rapport du GIEC (Groupe d’experts 
Intergouvernemental sur l’Évolution du Climat - Field et al. 2014), une augmentation 
supplémentaire de la température moyenne globale de 1 °C amplifierait ces risques. La 
diminution des rendements des productions agricoles, la fragilisation de la sécurité 
alimentaire ou encore la dégradation des conditions de vie en zones urbanisées sont autant de  
conséquences directes des modifications du climat.  
Le bilan d’énergie gouverne les échanges qui ont lieu à l’interface surface-atmosphère. 
Il traduit l’équilibre des échanges de masse et d’énergie entre la surface et l’atmosphère. Les 
principaux échanges mis en jeu sont des échanges radiatifs (rayonnements solaire et 
thermique), convectifs et conductifs. Ils impliquent quatre types de processus : le 
rayonnement net, les flux de chaleur latente et de chaleur sensible et le flux de chaleur dans le 
sol (Arya 2001). Le rayonnement net résulte du bilan radiatif à la surface. Il est gouverné par 
les rayonnements incidents solaire et atmosphérique et les propriétés radiatives et thermiques 
de la surface. Les flux de chaleur sensible et de chaleur latente sont respectivement pilotés par 
les différences de température et d’humidité entre la surface et l’air qui se trouve au-dessus de 
la canopée. Le flux de chaleur dans le sol est dû au phénomène de conduction. D’autres types 
d’énergies, tels que l’énergie mise en jeu lors de changements de phase (condensation, 
fusion…), les processus biochimiques (oxydations organiques…), la photosynthèse ou encore 
les apports d’énergie par les précipitations, prennent aussi part au bilan d’énergie. Toutefois, 
leurs faibles contributions poussent souvent à les négliger dans la résolution du bilan. 
Au niveau de la biosphère continentale, les réponses de la surface au forçage radiatif 
dépendent notamment des ressources en eau et de la végétation. Les ressources hydriques 
(humidité du sol) pilotent une partie des interactions surface-atmosphère en permettant 
l’évapotranspiration, i.e. la combinaison entre l’évaporation des sols et la transpiration des 
plantes. La végétation joue ainsi un rôle sur la répartition des flux à la surface de la Terre. Elle 
participe aux échanges carbonés (photosynthèse), hydriques et énergétiques (transpiration) 
avec l’atmosphère. 
La température de surface (LST pour Land Surface Temperature) témoigne de l’équilibre des 
termes du bilan d’énergie, ce qui en fait une variable clé en météorologie et en climatologie. 
Elle est donc un témoin privilégié des échanges ayant lieu dans le continuum sol-végétation-
atmosphère, et renseigne sur le fonctionnement hydrique et énergétique des surfaces. La 
connaissance de la température de surface donne notamment accès aux flux convectifs de 
chaleur latente (ou évapotranspiration) et de chaleur sensible (Bastiaanssen et al. 1998; 
Courault et al. 2005; Kalma et al. 2008). Ces informations peuvent alors être utilisées à 
diverses échelles spatiales et temporelles : détermination d’un stress hydrique d’un couvert 
agricole à l’échelle locale, prévisions météorologiques à l’échelle régionale ou encore 




La télédétection satellitaire dans l’InfraRouge Thermique (IRT), domaine de longueur 
d’onde compris entre 3 et 50 µm, permet d’accéder à la LST dans la fenêtre atmosphérique 
comprise entre 8 et 14 µm. Elle permet de cartographier l’évapotranspiration en continu et à 
l’échelle globale, et ainsi d’améliorer le suivi et la gestion des ressources en eau et de suivre 
des épisodes de sécheresses. Le suivi du bilan hydrique et ses applications (gestion des 
ressources en eau, suivi des productions) ont donné lieu à de nombreux travaux depuis 
plusieurs années, en particulier sur les zones sensibles à la désertification, dans le cadre de 
diverses expériences (HAPEX-SAHEL - Hydrology-Atmosphere Pilot Experiment in the 
Sahel, Bessemoulin et al. 1994 -  SALSA-MEX - Semi-Arid Land-Surface-Atmosphere 
Moutain Experiment, Goodrich et al. 2000 - EFEDA - European Field Experiment in a 
Desertification-threatened Area, Bolle et al. 1993 - Alpilles-ReSeDA – Remote Sensing Data 
Assimilation, Prevot et al. 1998…).  
Outre ses applications dans le domaine agricole, la télédétection IRT trouve aussi un intérêt 
dans un vaste ensemble de problématiques comme la climatologie urbaine (phénomène d’îlots 
de chaleur - Weng 2009), le suivi de l’activité volcanique ou encore l’évaluation des risques 
sanitaires (Lagouarde et al. 2013).  
De nombreuses initiatives sont développées afin de faciliter la gestion de ces menaces du fait 
des enjeux et impacts socio-économiques qu’elles impliquent. A l’échelle européenne, le 
projet COPERNICUS (ex-GMES pour Global Monitoring for Environment and Security - 
Donlon et al. 2012) fournit une information destinée au suivi en continu et à grande échelle 
(‘monitoring’) des surfaces continentales. Le projet international GEOGLAM (Group on 
Earth Observation for Global Agricultural Monitoring – 
http://webmodele.com/index.php/en/) vise quant à lui à produire et diffuser des prévisions de 
la production agricole à toutes les échelles (nationale, régionale et mondiale). Ces initiatives 
sont très largement basées sur des observations satellitaires car la télédétection est le seul 
moyen d’accéder à des informations sur l’état des surfaces terrestres à la fois en continu et à 
l’échelle globale. Ces projets poussent donc au développement de futurs systèmes satellitaires, 
notamment dans l’IRT.  
A l’heure actuelle, la flotte de satellites qui opèrent dans l’IRT fait face à un dilemme entre 
haute revisite temporelle et haute résolution spatiale (Stathopoulou and Cartalis 2009 ; 
Lagouarde et al. 2013). Le satellite Météosat Seconde Génération (Schmetz et al. 2002) 
permet d’acquérir des données dans l’IRT toutes les 15 minutes, mais les pixels mesurés sont 
de l’ordre du kilomètre (3 km pour les pixels de LST). Le satellite Landsat-8 (Roy et al. 2014) 
permet d’accéder à une information spatiale très précise, à l’échelle de la parcelle (~60-100 
m), mais dont la faible revisite temporelle (16 jours) ne permet pas un suivi suffisamment 
régulier, compte tenu des fréquences d’ennuagement (Whitcraft et al. 2014). Pour pallier ce 
manque, de nombreux projets ont été, et sont proposés, dans l’objectif de développer un 
satellite capable de fournir une information avec une résolution spatiale inférieure à 100 m 
(accès à l’information parcellaire) et avec une revisite de l’ordre de 2 à 3 jours (de façon à 
suivre l’évolution de l’état hydrique de la surface). On citera par exemple les projets 
MISTIGRI (Micro Satellite for Thermal Infrared Ground Imager, Lagouarde et al. 2013), 
soutenu par le CNES (Centre National des Etudes Spatiales), et THIRSTY (THermal InfraRed 
SpaTial sYstem, Crebassol et al. 2014), développé dans le cadre d’une collaboration entre le 
CNES et la NASA (National Aeronautics and Space Agency). Notons que ce travail de thèse 
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fait partie de l’accompagnement du travail de définition de THIRSTY, ce qui a en partie 
motivé le financement de la thèse par le CNES. A plus court terme (horizon 2017), le projet 
ECOSTRESS (ECOsystem Spaceborne Thermal Radiometer Experiment on Space Station – 
http://science.nasa.gov/missions/ecostress/) de la NASA prévoit d’embarquer l’instrument 
HYSPIRI (HYper SPectral and InfraRed Imager - Abrams and Hook 2013 ; Lee et al. 2015) à 
bord de la Station Spatiale Internationale. Ces projets témoignent de l’intérêt constant porté à 
la télédétection IRT et démontrent l’importance du suivi de la température de surface à 
l’échelle globale. 
 
La mesure satellitaire dans l’IRT est toutefois soumise à différents effets perturbateurs 
(Li et al. 2013b). Le rayonnement reçu par les satellites au sommet de l’atmosphère combine 
l’émission naturelle de la Terre et la réflexion du rayonnement reçu par celle-ci modulés par 
les effets d’atténuation et d’émission de l’atmosphère.  
Il convient donc de corriger à la fois les effets dus à l’émissivité des surfaces terrestres et à la 
présence de l’atmosphère entre le capteur et la surface. La correction des effets 
atmosphériques et de l’émissivité des surfaces est aujourd’hui bien maîtrisée ; de nombreux 
algorithmes (‘Single channel’ - Olesen et al. 2004, ‘Multi-angle’, ‘Split-Window’ - Price 
1983; Wan and Dozier 1996, ‘Temperature and Emissivity Separation’ - Gillespie et al. 1998) 
ayant été développés et implémentés avec succès dans les chaînes de traitements satellitaires. 
Plus récemment, Lagouarde et al. 2015 ont mis en évidence que les fluctuations de la 
température dues à la turbulence atmosphérique induisent des erreurs  sur les mesures 
satellitaires instantanées dans l’IRT. Les auteurs montrent que ces effets se trouvent atténués 
avec la diminution de la résolution spatiale (i.e. l’augmentation de la taille des pixels) mais 
que seules des capacités de haute revisite permettent de s’en affranchir en grande partie. 
Les mesures satellitaires dans l’IRT sont également soumises à de forts effets d’anisotropie 
directionnelle qui résultent de la variabilité des températures des éléments qui composent la 
canopée (typiquement feuilles et sol ensoleillés et ombragés), ‘vus’ dans une direction 
d’observation donnée (Jackson et al. 1979; Caselles et al. 1992 ; Pinheiro et al. 2004a). Ces 
températures étant elles-mêmes modulées par les échanges radiatifs et énergétiques au sein de 
la canopée, les effets d’anisotropie dépendent donc à la fois des conditions micro-
météorologiques (transfert turbulent), de la structure et des propriétés radiatives (transfert 
radiatif) de la canopée, ainsi que des géométries d’observation et d’illumination.  
L’anisotropie directionnelle a été étudiée dès le début des années 1960, la motivation 
première étant la détermination de l’évapotranspiration des couverts agricoles à partir de 
mesures de température de surface, à des fins de gestion de l’irrigation (Vining and Blad 
1992 ; Norman et al. 1995). Les résultats des nombreuses campagnes expérimentales 
effectuées sur des couverts agricoles (Kimes et al. 1980) et forestiers (Balick and Hutchinson 
1986a, Lagouarde et al. 2000), sur des vergers (Caselles and Sobrino 1989; Sobrino and 
Caselles 1990) ou encore sur des sols nus (Lagouarde et al. 1995) ont montré que les effets 
d’anisotropie ne peuvent pas être négligés. Des différences de température de l’ordre de 15 K 
ont par exemple été mesurées sur un champ de coton en rang (Kimes and Kirchner 1983) et 
sur de la vigne (Lagouarde et al. 2014). Toutefois, tous les travaux effectués sur le sujet n’ont 
toujours pas permis de développer des algorithmes adaptés à la correction des mesures 
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satellitaires de LST. L’étude et la modélisation de ces effets restent donc importantes pour les 
raisons suivantes : 
• Puisque les mesures de LST permettent de calculer les flux convectifs (flux de chaleur 
latente et flux de chaleur sensible), il est nécessaire de contrôler les effets directionnels 
afin de mieux quantifier les incertitudes qu’ils impliquent (Merchant et al. 2013) et 
ainsi améliorer leur estimation. À condition de bien maîtriser les effets d’anisotropie, 
les mesures de températures directionnelles peuvent aussi être utilisées pour dissocier 
la contribution des différentes strates de la canopée (végétation\sol) aux flux. 
• Les effets directionnels posent des problèmes d’interprétation et d’inter-comparaison 
des mesures effectuées par un même capteur, et plus encore par différents capteurs. En 
effet, même si la géométrie d’observation d’un pixel par un capteur donné ne change 
pas au cours du temps, la position solaire évolue et induit irrémédiablement des effets 
directionnels variables. De plus, les larges fauchées d’instruments comme MODIS 
(MODerate Resolution Imaging Spectroradiometer à bord des satellites Terra et Aqua) 
ou VIIRS (Visible\Infrared Imager Radiometer Suite à bord du satellite S-NPP - 
Suomi National Polar-orbiting Partnership), atteignant des angles zénithaux de ±55°, 
impliquent des effets directionnels qu’il convient de corriger. Guillevic et al. 2013 ont 
aussi montré que des mesures de LST effectuées de jour entre les capteurs MODIS  et 
SEVIRI (Spinning Enhanced Visible and Infrared Imager à bord du satellite Metosat 
Second Generation) peuvent présenter des différences allant jusqu’à 12°C. Ces effets 
compliquent donc aussi l’utilisation des données satellitaires de LST, par exemple 
dans le cadre de ré-analyses ou d’assimilations de données dans les modèles 
climatiques (Merchant et al. 2013). 
• Le traitement des données satellitaires nécessite de développer des méthodes 
simplifiées répondant aux exigences des chaînes de traitements satellitaires. 
L’utilisation de modèles paramétriques ou de modèles à noyaux est très répandue dans 
le cadre de la correction opérationnelle des effets directionnels dans le domaine 
optique. Si ces méthodes semblent également être prometteuses pour la correction des 
données satellitaires dans l’IRT, peu d’études se sont attachées à les développer et les 
mettre en œuvre (Lagouarde and Irvine 2008; Vinnikov et al. 2012).  
 
Ce travail de thèse vise à approfondir la connaissance et la maîtrise des effets 
d’anisotropie dans l’IRT en s’appuyant sur l’adaptation et la mise en œuvre d’un modèle de 
transfert Sol-Végétation-Atmosphère. Les objectifs de ce travail sont de caractériser la 
variabilité et la sensibilité des effets directionnels dans le cas des couverts végétaux continus à 
partir d’un travail de modélisation et de rechercher des modèles qui soient compatibles avec 
une utilisation opérationnelle. Cette thèse s’articule de la façon suivante : un modèle capable 
de simuler les effets directionnels dans l’IRT, évalué au préalable, est utilisé comme : 
¾ Outil d’étude des effets directionnels ; en permettant d’explorer une large gamme de 
conditions météorologiques, biochimiques, et structurelles et d’établir leur influence 
relative sur l’anisotropie. 
¾ Générateur de données ; qui permet de développer et d’évaluer des approches 




Dans le chapitre II, une étude bibliographique exhaustive des résultats expérimentaux et 
de la modélisation de l’anisotropie directionnelle dans l’IRT est présentée. Cette étape nous a 
permis de choisir le type de modélisation le plus adapté à nos objectifs, à savoir : disposer 
d’un modèle qui puisse simuler les effets directionnels dans une large gamme de conditions, 
tout en prenant en compte les divers processus physiques, énergétiques et chimiques ayant 
lieu au sein de la canopée. 
Le chapitre III est consacré à l’évaluation du modèle d’étude des effets directionnels : 
SCOPE (Soil, Canopy Observation, Photochemistry and Energy Fluxes - Van der Tol et al. 
2009). Le modèle est détaillé, puis l’évaluation du modèle, ainsi qu’une synthèse des résultats 
obtenus, sont décrits en guise d’introduction à l’article intégré à ce chapitre (Duffour et al. 
2015). 
A la suite de cette évaluation  est présentée une étude de sensibilité originale visant à établir 
quels sont les facteurs clés qui pilotent l’anisotropie, à quantifier leur importance relative et à 
renseigner les gammes de variations d’anisotropie possiblement rencontrées aux latitudes 
moyennes (Chapitre IV). Ici, le modèle SCOPE a été utilisé en tant que générateur de 
données de façon à simuler les effets directionnels dans diverses conditions de forçage 
météorologique, de structure de canopée et de statuts hydriques. Ce jeu de données est 
présenté et les résultats publiés dans l’article intégré au chapitre sont rappelés (Duffour et al. 
2016a). 
Dans le dernier chapitre (Chapitre V) nous évaluons un modèle paramétrique spécialement 
conçu pour simuler les effets directionnels dans l’IRT. Le modèle et les données utilisées pour 
son évaluation sont présentés en introduction. Une discussion sur l’utilisation opérationnelle 
de ce modèle, compte-tenu des effets directionnels qui affectent les observations satellitaires, 
est inclue. La possibilité de calibrer ce modèle en fonction des paramètres et variables jouant 
un rôle important sur l’anisotropie est également discutée et documentée. L’article associé au 
chapitre décrit les qualités et les limites du modèle (Duffour et al. 2016c).  
Finalement ce manuscrit est conclu par un résumé et un bilan du travail effectué, incluant les 
























Les effets directionnels dans l’infrarouge thermique résultent de l’intégration des 
contributions radiatives des différents éléments constitutifs de la canopée (végétation et 
urbain) ‘vus’. Ils dépendent donc de la répartition des températures au sein du couvert qui 
elles-mêmes sont conditionnées par les échanges radiatifs et énergétiques. La structure de 
la canopée joue ici un rôle capital en conditionnant d’une part les échanges (pénétration 
du rayonnement, profil de vitesse de vent etc.), et d’autre part la visibilité des éléments. 
 
 La volonté de maîtriser ces effets a mené à diverses approches de modélisation. Elles 
peuvent être classées en fonction du degré de complexité mis en œuvre dans la prise en 
compte des divers processus radiatifs et énergétiques, et de leur interaction avec la 
structure. Cela a donné lieu à quatre catégories principales de modèles : 
• Les modèles géométriques (effet de structure essentiellement) 
• Les modèles de transfert radiatif (calcul du transfert radiatif au sein de la canopée) 
• Les modèles 3-D (représentation explicite et très détaillée de la structure) 
• Les modèles paramétriques (approches basées sur des hypothèses simplificatrices 
de la physique) 
Ces approches peuvent alors donner lieu à d’autres sous-catégories de modèles. On citera par 
exemple les modèles GORT (Geometric Optic and Radiative Transfer) qui couplent à la fois 
les approches géométriques et le transfert radiatif, les modèles de transfert radiatif avec 
couplage du bilan d’énergie, ou encore l’utilisation de modèles à noyaux (‘kernels’) au sein 
des approches paramétriques.  
 Ces modèles permettent, quel que soit leur degré de complexité, de calculer des 
luminances directionnelles au sommet de la canopée (TOC – Top of Canopy). Toutefois, le 
passage de la luminance directionnelle à la température de surface directionnelle pose le 
problème de la détermination de l’émissivité directionnelle. Même si plusieurs auteurs se sont 
attachés à décrire expérimentalement et à modéliser cet effet, l’impact de l’émissivité sur les 
signatures directionnelles reste encore une question ouverte (Francois et al. 1997 ; Li et al. 
1999 ; Su et al. 2002 ; Sobrino et al. 2005). Dans ce manuscrit, cette question sera éludée par 
l’utilisation de températures de brillance directionnelles. 
 
Après un bref rappel des diverses définitions de la température, les travaux expérimentaux 
et de modélisation réalisés sur des couverts végétaux sont décrits. 
2.1. Notions de températures  
D’un point de vue pratique, le rayonnement mesuré (Lmes, λ) au sommet de la canopée à 
une longueur d’onde donnée (λ) par les instruments opérant dans l’IRT (caméras, 
radiothermomètres, satellites) résulte à la fois des contributions d’émission de la canopée et 
de réflexion des rayonnements incidents courtes et grandes longueurs d’onde (L↓ λ, atm). Par 
inversion de la loi de Planck, cette mesure donne accès à une ‘température de brillance 




où Tb est la ‘température de brillance directionnelle radiométrique’, ε l’émissivité de la 
surface et LB,λ la fonction de Planck : 
 
(2.2) 
Avec LB,λ la luminance spectrale du corps noir (W.m-3.sr-1),  
h=6,626.10-34 J.s, la constante de Planck,  
c=2,998.108 m.s-1, la vitesse de la lumière  
k=1,381.1023 J.K-1, la constante de Boltzmann. 
 
L’intégration de cette fonction sur tout le spectre mène à la loi de Stefan-Boltzmann : 
 (2.3) 
Avec M l’émittance du corps noir (W.m-2), σ la constante de Stefan-Boltzmann (5,67.108 
W.m-2.K-4), et Ts la ‘température radiative de surface’.  
 
La ‘température aérodynamique’ (Taero) est une notion théorique. Elle correspond à 




où ρ la masse volumique de l’air (kg.m-3), Cp la capacité calorifique de l’air (J.kg-1.K-1), ra la 
résistance aérodynamique (s.m-1) et Tair la température de l’air au-dessus de la canopée. 
Cette température est généralement assimilée à la ‘température radiative de surface’. 
Une revue détaillée des notions de température est disponible dans Norman and Becker 1995. 
2.2. Evidences et résultats expérimentaux 
Les travaux de caractérisation des effets directionnels ont débuté dès les années 1960 
avec pour motivation première la détermination des flux de surface à partir de mesures de 
températures de surface dans l’IRT (Monteith and Szeicz 1962 ; Tanner 1963 ; Fuchs et al. 
1967 ; Jackson et al. 1981 ; Idso 1982 ; Paw U et al. 1989 ; Vining and Blad 1992 ; François 
2002 ; Luquet et al. 2003a, 2004).  
Il a vite été mis en évidence que la température mesurée à l’aide d’un radiothermomètre 
n’est pas directement représentative de la température de la végétation.  
Blad and Rosenberg 1976 ont montré via des mesures sur de la luzerne et du maïs que la 
température d’une feuille mesurée à l’aide d’un thermocouple diffère de la température 
mesurée par un radiomètre, ce jusqu’à 3°C. Ce phénomène est expliqué par la contribution du 
sol sur la mesure radiométrique. Ce résultat a été confirmé par Hatfield 1979 qui a effectué le 
même type de mesures que précédemment sur un couvert de haricots. Cet auteur a néanmoins 
montré que le suivi de la température d’une feuille en particulier correspond à la mesure 
radiométrique focalisée sur cette même feuille à ±0.2°C près (en prenant en compte la 
correction d’émissivité). Dans cette même étude, l’effet de la couverture végétale sur la 
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mesure de la température est examiné. En comparant la température d’un couvert de blé 
mesurée au nadir à celles obtenues aux 4 points cardinaux à un angle zénithal de 45°, l’auteur 
constate qu’on obtient des différences de température allant jusqu’à 2°C pour une couverture 
végétale comprise entre 20% et 50%. De la même façon, Millard et al. 1980 ont souhaité 
déterminer à partir de quel pourcentage de couverture végétale l’influence du sol devient 
négligeable, i.e. à partir de quelle couverture végétale la température mesurée par un 
radiomètre correspond strictement à la température de la végétation seule. Pour cela deux 
mesures au sol sur du blé, une au nadir l’autre à un angle de 30° (l’hypothèse est faite qu’à un 
tel angle seule la végétation contribue au signal), sont comparées à des mesures aéroportées 
obtenues en visée nadir. La comparaison de ces données montre qu’il est nécessaire d’avoir 
une couverture végétale supérieure à 85% afin de se rapprocher au plus près de la température 
vraie de la végétation. Toujours dans un souci de déterminer la température de la végétation à 
l’aide de mesures radiométriques, Kimes 1980 a mesuré des écarts entre la température 
‘végétation’ (radiomètre pointé sur de la végétation seulement) et au nadir allant jusqu’à 11°C 
pour une couverture végétale de soja de 35%. Heilman et al. 1981, à partir de mesures sur un 
couvert d’orge, ont étudié la possibilité d’évaluer la température de la végétation à partir 
d’une mesure nadir. Leurs résultats montrent que ceci est possible à condition de connaitre le 
pourcentage de couverture de la végétation, la température du sol, les émissivités du sol et de 
la végétation et enfin le rayonnement atmosphérique. 
De nombreuses études se sont également focalisées sur la recherche d’angles de mesures 
optimums permettant de minimiser les erreurs de calcul sur les flux. Huband and Monteith 
1986 ont réalisé des mesures de température directionnelles sur du blé d’hiver dans un autre 
but, celui de relier la température radiative à la température aérodynamique. D’après les 
auteurs, une mesure radiométrique à un angle de 55° dans le plan perpendiculaire permettrait 
d’approcher à 1°C près la température aérodynamique. Vining and Blad 1992 proposent un 
système de mesures au sol pour lequel quatre radiomètres sont utilisés simultanément, étant 
positionnés au nadir, à 20°, 40° et 60° de zénith et montés sur une plateforme mobile en 
azimut afin de déterminer quel est l’angle de visée optimum pour calculer le flux de chaleur 
sensible. Les mesures effectuées sur un couvert herbeux mettent en avant que les mesures 
comprises entre 40° et 60° de zénith sont optimales et que la vitesse du vent est un facteur 
important. Dans le cadre du programme SALSA (Goodrich et al. 2000), Chehbouni et al. 
2001 ont réalisé des mesures directionnelles sur une surface enherbée, dans le but de 
documenter les effets directionnels. Ils montrent par la même occasion l’influence de 
l’humidité du sol et du PAI (Plant Area Index). Ces auteurs proposent également d’utiliser la 
variabilité directionnelle de la mesure de la température de surface et de s’en servir pour 
déterminer les températures des différents éléments qui composent la canopée (sol et 
végétation) ; ceci permettant d’améliorer la détermination des flux des surfaces végétales 
éparses. 
Certaines études expérimentales ont été réalisées dans un objectif de modélisation. 
Kimes and Kirchner 1983 ont observé les effets directionnels sur un champ de coton planté en 
rangs sud-ouest afin d’étudier les variations de la température mesurée en fonction des 
proportions d’éléments de sol et de canopée vues par l’instrument. Ces mesures ont été 
réalisées avec un radiomètre dont l’ouverture est de 15° FOV en balayant les angles zénithaux 
de 0° à 80 ° par pas de 20° en direction du sud (i.e. en évitant la position du hot spot - HS). A 
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13:00, des variations de température allant jusqu’à 16°C ont été mesurées entre la visée nadir 
et la visée effectuée à un angle zénithal de 80° ; la couverture végétale étant de 48%. Les 
quatre éléments qui composent la scène, i.e. sol et végétation ombragés et ensoleillés, ont été 
mesurés de façon à alimenter un modèle géométrique (Kimes 1983) dont les résultats ont été 
comparé aux mesures directionnelles. Caselles and Sobrino 1989 ont également réalisé une 
série de mesures sur des orangers afin d’évaluer un modèle géométrique. Ces données ont par 
la suite été utilisées par Sobrino and Caselles 1990. 
Finalement certains auteurs se sont attachés à réaliser des campagnes expérimentales 
dans le but de documenter les effets d’anisotropie, et de présenter, pour certains, des 
protocoles de mesures originaux. Balick and Hutchinson 1986b ;Balick and Hutchison 1987 
ont mis en œuvre un protocole de mesure lourd et complexe, basé sur l’utilisation de 
radiomètres situés sur des mats élevés, afin de mesurer les effets d’anisotropie sur des 
couverts forestiers (chênes et caryers). Li et al. 2004 ont amélioré le protocole de mesure 
développé par Vining and Blad 1992 mais en utilisant une caméra fixe au nadir et une autre 
mobile à la fois en zénith et en azimut. Des mesures sur du sol nu et du blé d’hiver ont été 
réalisées pour illustrer les capacités du protocole. Lagouarde et al. 1995 ont réalisé des 
mesures directionnelles sur du maïs, de la luzerne, de l’herbe, et trois sols nus ayant diverses 
rugosités (labouré, hersé, lisse). Les mesures sur sol nu sont les premières du genre et 
permettent de montrer l’influence de la rugosité sur les effets directionnels avec des écarts 
allant jusqu’à 4°C d’amplitude dans le plan principal (zénith compris entre -60°et +60°).  
Devant la difficulté de cartographier les effets directionnels de façon exhaustive dans toutes 
les directions d’observation (zénithales et azimutales),  Lagouarde et al. 2000 ont mis au point 
un protocole de mesure basée sur l’acquisition aéroportée d’imagerie IRT. Ce protocole a été 
mis en œuvre sur un couvert de pins maritimes, sur de la vigne (Lagouarde et al. 2014) et sur 
des couverts urbains (Lagouarde and Irvine 2008 ; Lagouarde et al. 2012). On notera 
également que plusieurs études (Huang et al. 2012; Ren et al. 2015) ont utilisé les données 
provenant de la campagne de mesures  WATER (Li et al. 2009 ; Li et al. 2013a), réalisée sur 
divers couverts végétaux. 
Les effets directionnels ont aussi été documentés à partir de données satellitaires 
provenant de divers capteurs tels qu’AVHRR (Pinheiro et al. 2004a), SEVIRI (Rasmussen et 
al. 2011) ou MODIS, les deux derniers étant parfois utilisés en commun (Ermida et al. 2014; 
Guillevic et al. 2013). On citera également les travaux de Vinnikov et al. 2012 qui ont utilisé 
les données directionnelles provenant des capteurs GOES-East et GOES-West dans le but de 







Comme l’indique leur nom, ces modèles sont uniquement basés sur des considérations 
géométriques et sont donc utilisables spécifiquement sur des couverts en rang ou très épars 
(type savanne). Le sol et la végétation, considérés comme des surfaces opaques, sont les deux 
éléments de base constitutifs de ces modèles pour lesquels on calcule la contribution de l’un et 
l’autre au signal reçu dans une configuration donnée.  
Sutherland and Bartholic 1977 sont parmi les premiers à avoir traité l’influence de la 
géométrie dans l’IRT en calculant la contribution du signal émis par la végétation et réfléchie 
sur le sol pour un observateur situé au-dessus de la canopée en visée nadir.  
Très vite, la distinction est faite entre parties ensoleillées et ombragées. On considère dès lors 
4 éléments (sol et canopée ombragés et ensoleillés) pour chacun desquels une température ou 
une émissivité est affectée. En faisant l’hypothèse que le rayonnement reçu par le capteur 
résulte de la somme des contributions de ces rayonnements, on est capable de calculer les 
températures ou émissivités directionnelles. Les contributions des éléments dépendent de 
nombreux facteurs : le champ de vue instantané, l’altitude du capteur, l’espacement des rangs, 
la largeur et la hauteur de la partie végétale. Jackson et al. 1979 et Kimes and Kirchner 1983 
développent un modèle de ce type et la modélisation montre que des effets directionnels de 
l’ordre de 9°C à 16°C peuvent être atteints sur un champ de coton en rangs. Ce modèle a été 
repris, et légèrement complexifié par la prise en compte des réflexions d’ordre 1, par Caselles 
and Sobrino 1989 , Sobrino and Caselles 1990  et Caselles et al. 1992 afin de calculer 
l’émissivité directionnelle et d’interpréter les températures mesurées au-dessus d’un verger 
d’oranges. 
Pinheiro et al. 2004a ; Pinheiro et al. 2006 ; Rasmussen et al. 2010 et Rasmussen et al. 2011 
utilisent le Modified Geometric Projection (MGP) afin de constater si les mesures satellitaires 
sont biaisées du fait de la géométrie d’observation. Le modèle géométrique de ‘type Jackson 
et al. 1979’ sert de base à ces travaux. Il se veut, dans ces cas, être représentatif de végétations 
arbustives discontinues. 
 
Les approches géométriques manquent de généralité. Même si elles ont pu être 
validées par des campagnes de mesures, l’hypothèse forte qui stipule que la végétation est 
considérée comme opaque ne permet pas de reproduire les processus qui ont lieu réellement 
au sein des couverts végétaux.  
2.3.2. Les modèles de transfert radiatif 
La description du transfert radiatif dans le cadre de la modélisation des luminances 
directionnelles s’est rapidement révélée essentielle. Cette représentation repose sur la 
modélisation du transfert radiatif à l'intérieur du couvert, i.e. la propagation (absorption, 
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réflexion, transmission) du rayonnement au travers de la végétation. Dans cette approche, la 
végétation est représentée via une (type big-leaf) ou plusieurs couches horizontales auxquelles 
on affecte une probabilité de trous, ainsi qu’une émissivité. La couche de sol a sa propre 
émissivité. 
Kimes 1980 propose un modèle multicouche prenant en compte les probabilités de trouées au 
sein de la canopée. Basé sur cette formulation, Prévot 1985 développe un modèle qui prend en 
compte l’inclinaison des feuilles via le LADF (Leaf Angle Distribution Function), afin de 
calculer les probabilités de trouées dans la canopée, et fait la distinction entre les températures 
des éléments au soleil et à l’ombre pour chaque couche. Francois et al. 1997, en se basant sur 
ce modèle et celui de Olioso 1992, tente de dériver une paramétrisation de la directionnalité 
de l’émissivité. L’utilisation du modèle en mode inverse permet de remonter à la température 
de la végétation. Le modèle et la paramétrisation de Francois et al. 1997 ont souvent été 
comparés à des mesures au sol (Chehbouni et al. 2001) et à d’autres modèles (François 2002; 
Sobrino et al. 2005), incluant notamment le modèle SAIL (Verhoef 1984 et Verhoef et al. 
2007) adapté au thermique pour l’occasion. Coret et al. 2004 ont aussi utilisé la 
paramétrisation de Francois et al. 1997 afin de traiter le cas des surfaces hétérogènes. A l’aide 
d’un modèle de type transfert radiatif, basé sur les fractions de trous du couvert (via les angles 
d’insertion foliaire) Otterman et al. 1992, Otterman et al. 1995 et Otterman et al. 1999 
montrent la possibilité de remonter aux températures du sol et de la végétation à partir de 
données multi-angulaires. Ils tentent également de déterminer quel est l’angle de visée qui 
permet de se rapprocher au plus près de la température hémisphérique du couvert et montrent 
enfin qu’il est nécessaire de connaitre l’architecture du couvert et l’épaisseur optique de la 
canopée afin de pouvoir interpréter la température du couvert à partir de mesures 
directionnelles. L’approche développée par Verhoef et al. 2007 permet de traiter de la 
directionnalité des couverts homogènes tout en prenant en compte l’effet de hot spot 
jusqu’alors inexistant dans les travaux cités. 
Néanmoins, ces modèles ont une faiblesse que l’on retrouvait déjà sur les modèles 
géométriques, à savoir que la température des éléments des différentes couches doit être 
renseignée en entrée. Or cette mesure est compliquée et sujette à de fortes erreurs. Pour pallier 
cette limitation, certains auteurs ont couplé leur modèle de transfert radiatif à un modèle de 
bilan d’énergie permettant de calculer les températures des éléments aux différentes couches 
sans connaissance à priori. Le bilan d’énergie est alors résolu pour chaque couche afin de 
déterminer leur température. On pourra citer par exemple le modèle de Smith et al. 1981 qui a 
ensuite été adapté par McGuire et al. 1989 pour prendre en compte les effets de rugosité de la 
canopée, notamment en adaptant les probabilités de trouées. Dans ces deux modèles, chaque 
couche n’a qu’une seule et unique température, la conductance stomatique doit être 
renseignée ainsi que la température du sol. Fuchs 1990 utilisent le même type de modèle mais 
pour lequel la distinction entre parties ombragées et ensoleillées est faite et un modèle de 
conductance stomatique plus robuste est développé mais spécifique à une culture de coton. 
Néanmoins, l’objectif de l’article étant de déterminer la distribution de la température de la 
végétation au sein de la canopée à divers stades de stress hydriques (diverses conductances 
stomatiques), le sol n’est pas considéré. Plus récemment, le modèle SCOPE (Soil Canopy 
Photochemistry and Energy Fluxes - Van der Tol et al. 2009), un modèle multicouche qui 
couple le transfert radiatif et le bilan d’énergie, a été développé dans l’objectif de simuler les 
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effets directionnels dans l’optique et l’infrarouge thermique. Le transfert radiatif y est calculé 
avec le modèle SAIL thermique (Verhoef et al. 2007) amélioré dans le sens où la contribution 
des feuilles ensoleillées dépend de leur orientation et de leur position dans la canopée.  
 
Certains auteurs ont développé les GORT (Yu et al. 2004 ; Du et al. 2007). Ces 
approches reprennent la description rectangulaire de la canopée telle qu’on a pu la voir 
précédemment (Jackson et al. 1979 ; Kimes and Kirchner 1983 etc.), mais pour laquelle une 
porosité est ajoutée à la végétation, afin d’y décrire le transfert radiatif. Ces modèles sont 
intéressants lorsque l’on souhaite traiter le cas de couverts épars ou en rangs, mais ils gardent 
cependant le défaut du grand nombre d’informations nécessaires en entrée de modèle 
(écartement inter-rangs, taille des rangs etc.). 
2.3.3. Les modèles 3­D 
Les approches 3-D permettent de décrire la géométrie d’un couvert de façon très 
réaliste, évitant les erreurs de simplifications induites par les modèles plus simples 
(notamment de type géométrique).  
Ces maquettes permettent de calculer les contributions des éléments constitutifs de la 
canopée en fonction de la géométrie d’éclairement et d’observation. Si les températures des 
éléments sont connues, on accède alors, en sommant les températures et en les modulant par 
leurs contributions respectives, à la température directionnelle de la scène.  
Cette méthodologie a été mise en œuvre par Kurz 2009 qui a couplé l’utilisation de maquettes 
3D avec le modèle MUSICA (Multi-layer Simulator of the Interactions between a Coniferous 
stand and the Atmosphere - Ogée et al. 2003), de Huang et al. 2011 qui a couplé l’utilisation 
du modèle TRGM (Thermal Radiosity Graphics Model - Liu et al. 2007) avec le modèle 
CUPID (Norman 1979) ou encore de Guillevic et al. 2013 qui a utilisé le modèle DART 
(Discrete Anisotropic Radiative Transfer - Guillevic et al. 2003, Gastellu-Etchegorry et al. 
1996) pour affecter des contributions à des mesures de terrain et ainsi reconstruire le 
rayonnement reçu par plusieurs satellites selon leur géométrie d’observation. Toutefois, 
certains modèles permettent une résolution du bilan d’énergie au sein de la maquette (Smith et 
al. 1997 ; Luquet et al. 2003b), ce qui présente donc l’avantage d’avoir une description 
robuste de la géométrie de la canopée tout en s’affranchissant du problème de la température 
de surface des éléments en entrée.  
Ce type de simulation est également très utile dans le cadre de la modélisation de la 
température des zones urbaines (Lagouarde et al. 2010 ; Hénon et al. 2012). 
2.3.4. Les approches simplifiées 
Si les approches simplifiées sont encore rares dans l’IRT (Lagouarde and Irvine 2008 ; 
Vinnikov et al. 2012 ; Ren et al. 2015) elles ont  fait l’objet de très nombreux travaux dans le 
cadre de la correction des effets directionnels dans le domaine optique (BRDF – Bidirectional 
Reflectance Distribution Function - Walthall et al. 1985 ; Roujean et al. 1992 ; Wanner et al. 
1995 ; Jupp 1998 ;  Roujean 2000 ).  
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Ces modèles sont très utiles car, dès lors que l’on est capable de renseigner leurs 
entrées (qui sont en général très peu nombreuses comparées aux approches décrites 
précédemment), leur inversion est très rapide et donc compatible avec les exigences des 
chaînes de traitements satellitaires. De plus, malgré les hypothèses et les approximations 
physiques faites pour dériver ces méthodes, leur utilisation en mode inverse demeure moins 
sensible au bruit de mesure que des modèles plus robustes. Enfin, ces approches ont 
l’avantage d’être valides à toutes les échelles et peuvent être spatialement moyennés à partir 
de règles arithmétiques simples.  
Ces modèles sont pour la plupart dits à ‘noyaux’ (‘kernels’). Ils se basent sur 
l’hypothèse que tout pixel de télédétection peut s’écrire comme une somme additive de 
contributions matérialisées par des noyaux qui expriment des quantités photométriques 
élémentaires et dissociées, ce qui justifie leur écriture sous forme linéaire. Ils représentent en 
général les contributions isotrope, géométrique (effet de hot spot) et volumique (diffusion au 
sein du couvert) du signal. Dans l’optique, ces modèles se doivent d’être réciproques, i.e. que 
si l’on inverse les valeurs des angles zénithaux solaire et d’observation le résultat ne doit pas 
être modifié puisque la probabilité de pénétration d’un photon doit être égale à sa probabilité 
de sortie. Ce constat peut être remis en question dans le cadre de l’IRT puisque l’on a 
majoritairement affaire à de l’émission et non à de la réflexion. 
Vinnikov et al. 2012 sont les seuls à avoir traité des effets directionnels en se basant sur une 
somme de kernels identiques à ceux que l’on trouve dans le domaine solaire en utilisant trois 
kernels : un kernel isotrope, un kernel d’émissivité et un kernel solaire. On notera également 
que, très récemment, Ren et al. 2015 se sont attachés à adapter à l’IRT les modèles classiques 
à noyaux proposés dans l’optique. 
La dérivation d’expressions analytiques à partir d’hypothèses simplificatrices de la physique 
donne également lieu à des modèles simplifiés paramétriques robustes. Par exemple, Roujean 
2000 et Bréon et al. 2002 ont proposé des modèles de hot spot en simplifiant le transfert 
radiatif au sein de la canopée à des fins d’applications en télédétection optique. Dans l’IRT, 
Lagouarde and Irvine 2008 ont adapté le modèle de Roujean 2000 à l’IRT. Ils ont ainsi pu 
dériver une expression paramétrique de l’anisotropie directionnelle basée sur deux paramètres 
uniquement. Ce modèle a été jugé fiable suite à des comparaisons à des mesures 
expérimentales acquises sur une canopée urbaine (Lagouarde and Irvine 2008). 
2.3.5. En guise de synthèse 
Cette analyse bibliographique a mis en avant que malgré de très nombreuses études 
expérimentales, la majorité des jeux de données sur couverts végétaux continus n’a pas 
investigué les signatures directionnelles dans toutes les directions azimutales et zénithales 
comme ont pu le faire Lagouarde et al. 2000; Lagouarde and Irvine 2008 et permettent 
difficilement d’explorer de larges gammes de variations des facteurs qui pilotent l’anisotropie. 
Il est ainsi clairement apparu la nécessité de disposer d’un modèle déterministe qui permette 
d’étudier finement les effets d’anisotropie. D’après l’analyse bibliographique, ce modèle doit 
(1) décrire de façon détaillée la structure géométrique de la canopée, (2) prendre en compte le 
transfert radiatif au sein de la canopée et (3) coupler le bilan d’énergie et les transferts 
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d’énergie afin de fournir les températures élémentaires des éléments constitutifs de la 
canopée. Un modèle a particulièrement retenu notre attention : le modèle SCOPE. Il présente 
toutes les caractéristiques précitées et permettrait en effet d’étudier les signatures 
directionnelles de nombreux couverts végétaux continus.  
Les approches simplifiées sont également encore très rares dans l’IRT. Elles semblent 
pourtant adaptées à la correction des donnée satellitaires, comme en témoignent les travaux de 

























Article associé à ce chapitre :  C. Duffour, A. Olioso, J. Demarty, C. Van der 
Tol, and J.-P. Lagouarde, “An evaluation of SCOPE: A tool to simulate the directional 
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anisotropy of satellite-measured surface temperatures,” Remote Sens. Environ., vol. 158, pp. 








De l’analyse bibliographique précédente, il ressort que de nombreux modèles ont été 
développés dans le but de simuler les effets directionnels dans l’IRT. Une étude poussée du 
comportement de ce phénomène nécessite toutefois de prendre en compte tous les processus 
affectant les variations de température au sein de la canopée.  
La mesure de la température de surface dans une direction donnée résulte de la 
l’intégration des températures des éléments ‘vus’ dans la canopée (typiquement feuilles et sol 
ensoleillés et ombragés). Or, chacune de ces températures est fixée par un bilan d’énergie 
local. Le profil de température dans la canopée dépend donc du couplage entre les transferts 
énergétiques et radiatifs. De plus, les échanges radiatifs et énergétiques dépendent de la 
structure de la canopée. La densité foliaire (LAI - Leaf Area Index) et les angles d’insertion 
foliaires (LADF) modifient la pénétration et l’interception du rayonnement ainsi que les 
transferts turbulents (profil de vent dans la canopée). La simulation des effets directionnels 
dans l’IRT nécessite donc d’avoir un modèle multicouche qui comporte une description 
détaillée de la structure de la canopée et qui couple les échanges énergétiques et radiatifs. 
Le modèle SCOPE (Soil, Canopy, Photochemistry, and Energy Fluxes - Van der Tol et 
al. 2009) intègre tous ces processus car il a été développé dans l’objectif de simuler les effets 
directionnels dans les domaines optique et IRT. Il intègre une description détaillée du 
fonctionnement biochimique des feuilles qui lui permet également de simuler la fluorescence.  
Dans ce chapitre, le modèle SCOPE est décrit. Il est ensuite comparé à des mesures de 
terrain pour évaluer sa capacité à simuler à la fois les flux d’énergie, les températures 
directionnelles, et l’anisotropie directionnelle, i.e. les écarts de température entre les 
températures directionnelles et la température mesurée au nadir. 
3.2. Description du modèle SCOPE 
SCOPE est un modèle couplant le transfert radiatif et le bilan d’énergie des canopées 
végétales. C’est un modèle déterministe SVAT (Soil-Vegetation-Atmosphere Transfer) 
multicouche qui simule à la fois les échanges d’énergie (flux de chaleur sensible, latente, dans 
le sol, flux de C02) et la radiométrie (dans les domaines solaire et thermique) au sommet de la 
canopée (TOC – Top Of Canopy). La séparation de la végétation en plusieurs couches, elles-
mêmes détaillées en deux éléments (ombragés et ensoleillés), permet de simuler un profil de 
température dans la canopée. La description de la structure du couvert permet quant à elle 
d’investiguer les réponses énergétiques et radiatives d’une très large gamme de couverts. 
La force de ce modèle réside dans le fait qu’il est un état de l’art de la modélisation, tant sur le 
plan du transfert radiatif (4SAIL, PROSPECT), que de la biochimie des feuilles (modèles de 




La figure 3.1 représente le fonctionnement schématique de SCOPE et illustre les interactions 
entre les modules de transfert radiatif et de bilan d’énergie. Le fonctionnement de ces modules 
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 La canopée est décrite par 60 couches de végétation et 1 couche de sol pour lesquelles 
on distingue les éléments ensoleillés et ombragés. La position des feuilles est définie par 13 
angles zénithaux et 36 angles azimutaux auxquels on attribue des probabilités d’insertion. 
Pour les angles zénithaux, elles sont calculées en fonction du type de couvert, allant du 
couvert planophile au couvert érectophile. La figure 3.2 permet de visualiser l’impact du type 
de couvert sur l’insertion foliaire zénithale. Pour un couvert planophile, la probabilité que les 
feuilles aient une inclinaison inférieure à 20° est de 90%. Dans le cas d’un couvert 
érectophile, la probabilité que les feuilles aient une inclinaison supérieure à 80° est de 70%. 
Les probabilités d’insertions azimutales sont quant à elles toutes équivalentes.  
Cette description structurelle détaillée permet de calculer, pour chaque couche, les fractions 
de trouées dans les directions d’observation et solaire. Les probabilités qu’une couche x soit 





où L représente le LAI, x l’épaisseur optique relative comprise entre 0 au sommet de la 
canopée et -1 (au niveau du sol) et k et K les coefficients d’extinction dans les directions 
solaire et d’observation. Ces 2 coefficients proviennent du modèle SAIL (Verhoef 1998). Ils 
dépendent des angles foliaires zénithaux (θl) et azimutaux (ϕl), de l’angle zénithal 
d’observation (θo), de l’angle zénithal solaire (θs) et de l’azimut relatif entre les directions 
solaires et d’observation (ϕ). Ils sont définis comme suit : 
 
 
Figure 3.2 - Probabilités d’insertions 
foliaires cumulées en fonction de l’angle 
zénithal foliaire pour des couverts planophile 
(cercles), sphérique (triangles) et érectophile 
(carrés). 
Figure 3.3  – ‘Chemin’ d’un rayon solaire réfléchi 








Ainsi, pour une couche x donnée et à θs fixé, k (le coefficient d’extinction dans la direction 
solaire) est constant qu’elles que soient les directions d’observation. Le coefficient K (le 
coefficient d’extinction dans la direction d’observation) varie avec l’azimut relatif et les 
angles zénithaux solaire et d’observation. 
Afin de décrire l’effet de hot spot, qui a lieu lorsque les directions d’observation et 
solaire coïncident, la fraction de trous bidirectionnelle (Pso), i.e. la probabilité que la couche x 




où q correspond au paramètre de hot spot, défini comme le rapport entre la taille des feuilles 
et la hauteur de la canopée, et β représente la ‘distance’ entre le rayonnement pénétrant et le 




Le premier module du modèle est le module de transfert radiatif ‘optique’ (RTMo), basé 
sur le modèle 4SAIL (Verhoef and Bach 2007). Le terme ‘optique’ signifie ici que l’on ne 
calcule que le rayonnement réfléchi par la canopée sur l’intervalle [0.4 ; 50] µm. L’émission 
des différents éléments n’est pas prise en compte dans ce module. Il nécessite de renseigner 
les spectres de réflectance et de transmittance des feuilles. Sur la gamme [0,4 :2,5] µm, ils 
sont calculés avec le modèle PROSPECT (Jacquemoud and Baret 1990) en utilisant les 
concentrations en chlorophylle a+b, en matière sèche et en eau ainsi qu’un paramètre de 
structure. Dans le thermique, un spectre de réflectance (qui est le complément de l’émissivité 
dans le cadre de la loi de Kirchhoff) doit être renseigné. Pour le compartiment sol, un spectre 
de réflectance doit également être fourni.  
Ce module permet notamment de calculer les contributions de l’émittance et du rayonnement 
net de chacune des couches de la canopée dus à la réflexion des rayonnements solaire et 
atmosphérique. 
  
Un second module de transfert radiatif ‘thermique’ (RTMt) permet de calculer l’émission 
thermique des couches de végétation et du sol. Elle est calculée à partir de la température de 
ces couches soit avec la loi de Planck (qui permet d’obtenir un résultat spectral -  Eq. 2.2), 
soit avec l’équation de Stefan Boltzmann (intégration de la loi de Planck sur toutes les 




Le rayonnement net inclut les contributions de tous les rayonnements compris dans la 
gamme de longueur d’onde [0,4; 50] µm. Il est calculé en sommant les flux radiatifs obtenus à 
partir des modules RTMo et RTMt. 
Le rayonnement net d’une couche est donc la somme pondérée des contributions des feuilles 
ombragées et des feuilles ensoleillées ayant différents angles d’insertions. De façon similaire, 
le rayonnement net de la canopée, est calculé comme la somme des contributions de chacune 
des couches.  
3.2.4. Le bilan d’énergie 
Les modules de bilan d’énergie et de transferts radiatifs sont complémentaires. Ils 
fonctionnent de manière itérative de sorte que les températures des parties ombragées et 
ensoleillées de chacune des couches (initialisées à la valeur de la température de l’air), 
permettent de calculer la composante thermique du rayonnement net (module RTMt) ainsi 
que les flux H et LE. Les températures de chacune des couches des éléments peuvent alors 
être remises à jour en résolvant leur bilan d’énergie. Ces températures sont alors de nouveau 
utilisées pour calculer la composante thermique du rayonnement net ainsi que les flux H et 
LE. Ces itérations continuent tant que le résidu du bilan d’énergie des couches de végétation 
est supérieur à un seuil défini par l’utilisateur, dans une limite de 100 itérations (également 
défini par l’utilisateur).  
Le bilan d’énergie est calculé pour chacune des couches, toujours en distinguant 
parties ombragées et ensoleillées. Pour la végétation, on vérifie que (le stock 




où Ta représente la température de l’air au-dessus de la canopée (K), Ts la température de 
surface de la feuille considérée (K), ρ la masse volumique de l’air (kg.m-3), Cp la capacité 
calorifique de l’air (J.kg-1.K-1), L la chaleur latente de vaporisation de l’eau (2454 J.g-1), es la 
pression de vapeur d’eau de la feuille considérée (g.m-3) et ea la pression de vapeur d’eau au-
dessus de la canopée (g.m-3), rs la résistance stomatique ou de surface pour le sol (s.m-1) et ra 
la résistance aérodynamique (s.m-1). Le schéma de résistance aérodynamique à deux sources 
(sol et végétation) séparées de Wallace and Verhoef 2000 est utilisé dans SCOPE. Cette 
résistance est calculée à partir du profil de vent dans la canopée, du LAI et des fonctions de 
stabilité.  







Tant que le seuil de 1 W.m-2 n’est pas atteint, les itérations continuent dans la limite de 100.  
 
Le flux de chaleur dans le sol G est défini comme étant le résidu du bilan d’énergie de 
la couche sol :  
 (3.10) 
 
La mise à jour des températures à l’ombre et au soleil de la couche sol se fait par la méthode 




Δt est le pas de temps auquel le modèle fonctionne (le pas de temps des entrées), Γ l’inertie 
thermique du sol (J.s-1/2.K-1.m-2) et  la température moyenne du sol pour la période 
correspondant à la fréquence des oscillations de température ω (24 heures). 
Dans le modèle, l’inertie thermique est calculée à partir de la densité du sol ρs (kg.m-3), sa 




La photosynthèse est calculée avec le modèle de Farquhar et al. 1980 et la résistance 
stomatique des feuilles est calculée à partir du modèle de Cowan 1977. Ces modèles 
nécessitent de renseigner notamment deux paramètres: le maximum de carboxylation (Vcmo) 
qui contrôle la capacité photosynthétique, et le coût marginal d’assimilation (λ) qui décrit le 
compromis entre la perte d’eau par transpiration et la consommation de CO2 au travers des 
cavités stomatiques. La résistance de surface du sol doit quant à elle être prescrite en entrée. 
Notons que le pas de temps des sorties du modèle est défini par le pas de temps des 
variables météorologiques d’entrée. 
3.2.5. Températures de brillances directionnelles au sommet de 
la canopée (TOC) 
A partir des températures individuelles des feuilles, des flux radiatifs calculés par les 
modules RTMo et RTMt et des fractions de trouées des directions d’éclairement (Eq. 3.1), 
d’observation (Eq.3.2) et bidirectionnelle (Eq. 3.5), il est possible de calculer la luminance 
des feuilles individuelles ensoleillées et ombragées. En intégrant ce rayonnement sur toutes 
les couches et sur tous les angles d’insertion foliaire, on obtient une luminance directionnelle  
au TOC. La température de brillance est ensuite calculée avec la loi de Planck si le 
rayonnement au TOC est spectral, ou avec la loi de Stefan Boltzmann si le rayonnement est 
intégré sur tout le spectre.  
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Dans la suite du manuscrit, tous les résultats en température correspondent à des 
‘températures de brillance apparentes directionnelles’ mais on utilisera de façon abusive 
le terme de ‘température de brillance directionnelle’. 
3.3. Limites du modèle 
Le compartiment sol est le moins documenté du modèle. L’inertie thermique ou les 
trois paramètres qui permettent de la calculer (Eq. 3.12) doivent être prescrits. Il est possible 
de fournir une relation entre l’humidité du sol et l’inertie thermique, mais ces liens varient 
d’un type de sol à un autre et d’une expérience à une autre. On peut aussi critiquer la difficulté 
d’évaluer la résistance de surface du sol. De la même façon que pour l’inertie thermique, il 
existe des relations empiriques avec l’humidité du sol, mais très dépendantes des conditions 
de mesures. 
La rugosité du sol n’est pas prise en compte dans la version actuelle de SCOPE. Or le 
relief de la surface (taille des mottes de terre, labours) génère de l’anisotropie. Ceci a été 
montré expérimentalement par Lagouarde et al. 1995 qui ont comparé les signatures 
directionnelles de sols nus travaillés différemment (labouré, hersé et lisse). La qualité des 
simulations n’est donc pas garantie pour des végétations faiblement couvrantes, i.e. quand le 
sol contribue fortement au signal (ce qu’il est légitime de supposer lorsque l’on utilise des 
valeurs basses de LAI). Une limite basse de LAI ( ) a été fixée arbitrairement pour 
les simulations. 
Le modèle SCOPE a été développé pour des couverts continus, ce qui élimine toute étude 
sur des couverts en rangs. Néanmoins ce type de structures a été très largement étudié ; de 
nombreux modèles (géométriques et 3D) ayant été développés et utilisés pour simuler 
l’anisotropie de ce type de couverts. 
3.4. Evaluation de SCOPE 
3.4.1. Présentation des données 
Les simulations SCOPE ont été comparées à des mesures in-situ effectuées sur un 
couvert de type agricole (blé d’hiver) et un couvert forestier (pin maritime – Pinus Pinaster 
Ait.) provenant de deux sites expérimentaux de l’INRA (Institut National de la Recherche 
Agronomique) : Avignon pour le blé d’hiver, et Bordeaux (site de Bilos) pour le pin maritime. 
Sur ces deux sites, le rayonnement net (Rn) les flux de chaleur latente (LE) et de chaleur 
sensible (H), le flux de chaleur dans le sol (G), l’assimilation de CO2 (A) et les températures 
de brillance directionnelles étaient mesurés avec les mêmes instruments. Sur le site 
d’Avignon, les mesures de température de brillance étaient effectuées avec un 
radiothermomètre KT15.82D pointant vers le sud avec une inclinaison de 18° et un autre vers 
le nord (10°E) avec une inclinaison de 55°. A Bilos, deux séries de mesures ont été effectuées. 
La première, entre octobre et décembre 2010, a permis de mesurer la température en position 
hot spot grâce à un montage qui lui permettait d’être asservi à la position solaire. La seconde, 
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en 2011, a permis de suivre la température en visée ouest avec une inclinaison de 27°. L’angle 
d’ouverture de ces radiothermomètres était de 28°. 
3.4.2. Processus de calibration 
Certains paramètres d’entrée de SCOPE souffrent d’un manque de données 
disponibles dans la littérature. C’est le cas des paramètres biochimiques des feuilles tels que le 
maximum de carboxylation (Vcmo) et le coût marginal d’assimilation (λ), pour lesquels les 
auteurs ne s’accordent pas sur des relations empiriques, et les données expérimentales sont 
rares. Ces deux paramètres, qui représentent respectivement la capacité photosynthétique et le 
compromis entre la perte d’eau et l’absorption de CO2 de la plante, interviennent dans le 
calcul de la résistance stomatique. Ils agissent ainsi directement sur le flux de chaleur latente 
(LE) et l’assimilation de CO2 (A).  
Dans un premier temps, Vcmo et λ ont été calés de façon à minimiser les écarts entre les 
flux de chaleur latente et d’assimilation de CO2 diurnes simulés et mesurés. La procédure a 
été réalisée de façon à obtenir une valeur de ces paramètres pour chaque journée sélectionnée 
dans l’étude, c’est-à-dire sur une sélection de jours clairs (sans nuages) identifiés sur la base 
d’observations visuelles du cycle diurne du rayonnement global. Pour les données provenant 
du site d’Avignon, 29 jours ont été sélectionnés. Pour le site de Bilos, 7 journées ont été 
utilisées pour l’année 2010 et 25 pour l’année 2011. 
3.4.3. Evaluation du modèle 
Les simulations et les données expérimentales ont été comparées sur la base du calcul 
de la RMSE (Root Mean Square Error) : 
 
(3.13) 
où x1 et x2 sont les deux jeux de données à comparer, composés chacun de n éléments. 
L’indice v correspond au numéro de la donnée. 
3.4.3.1. Evaluation des flux  
La simulation des flux de chaleur latente et d’assimilation de CO2 sont de très bonne 
qualité avec des RMSE de l’ordre de 30 W.m-2 pour LE et inférieures à 5 µmol.m-2.s-1 pour A. 
Ces résultats étaient attendus puisque ces flux ont été utilisés dans le processus de calibration 
du modèle. Pour chaque site, la RMSE sur le rayonnement net est de l’ordre de 20 W.m-2, ce 
qui est satisfaisant pour des rayonnements allant de 100 à 700 W.m-2. Les RMSE sur le flux 
de chaleur sensible varient entre 35 et 65 W.m-2. Cette dernière valeur est atteinte pour les 
données d’hiver sur pin maritime. Elle peut s’expliquer par une ‘erreur’ de calibration d’un 
paramètre (résistance de surface du sol par exemple) dans le modèle SCOPE car le biais 
explique la majorité de la RMSE (~55 W.m-2). Elle reste néanmoins acceptable. La figure 3.4 
illustre ces résultats en représentant le rayonnement net (Fig.3.4a) et les flux convectifs H et 




Figure 3.4 - Représentation du rayonnement net (a) et des flux convectifs (b) simulés en fonction des 
mesures effectuées sur un couvert de blé d’hiver sur le site d’Avignon. 
3.4.3.2. Evaluation des températures de brillance directionnelles 
La température de surface mesurée avec un radiothermomètre correspond à une 
moyenne des températures de tous les éléments inclus dans le champ de vue de l’instrument. 
Or les températures de brillance directionnelles simulées par SCOPE sont ponctuelles. Une 
précaution, décrite dans l’article, a été de simuler la température pour chacune des directions 
de visées englobée dans le champ de vue du radiothermomètre. Ces températures ont ensuite 
été moyennées en utilisant l’équation de Stefan-Boltzmann.  
Les RMSE calculées entre les températures de brillance directionnelles mesurées et 
simulées varient entre 1.1°C à 1.4°C. La figure 3.5 montre les résultats des simulations de 




Figure 3.5 - Variation des températures de brillance simulées en fonction des mesures effectuées à 







Lors de l’étape de calibration, il est apparu que Vcmo et λ présentaient de très fortes 
variations. En vue de l’utilisation ultérieure pour générer des données d’anisotropie avec le 
modèle SCOPE, une étude de sensibilité des flux et des températures directionnelles à ces 
deux paramètres a été effectuée. Ils ont été simulés en faisant varier Vcmo et λ autour de leur 
valeur moyenne (Vcmo=120 µmol.m-2.s-1 et λ=2000 mol.mol-1) obtenue sur le site d’Avignon : 
Vcmo={40 ; 80 ; 120 ; 160} µmol.m-2.s-1 et λ={500 ; 2000 ; 4000 ; 6000} mol.mol-1 . 
Les flux H et LE se sont révélés beaucoup plus sensibles aux variations de ces deux 
paramètres que la température. Les RMSE et les biais calculés entre les flux simulés avec les 
différents couples Vcmo\λ et les flux expérimentaux ont montré que les simulations sont vite 
dégradées dès lors que Vcmo et λ s’écartent de leurs valeurs moyennes.  
Les RMSE calculées entre les températures de brillance directionnelles mesurées et 
simulées avec les différents couples Vcmo\λ sont comprises entre 1°C et 1,5°C. Ces résultats 
sont cohérents avec ceux obtenus avec les couples journaliers calibrés Vcmo\λ. L’effet de ces 
paramètres sur l’anisotropie, définie comme la différence entre les températures angulaires et 
la température mesurée au nadir, n’est pas apparu significatif en faisant varier Vcmo et λ autour 
de leur valeur moyenne. On note toutefois une certaine sensibilité de l’anisotropie à Vcmo 
lorsque celui-ci varie entre 40 et 160 µmol.m-2.s-1. Ainsi, contrairement aux estimations de 
flux qui requièrent une attention particulière sur la calibration de Vcmo et λ, une estimation 
réaliste de ces paramètres suffit pour simuler l’anisotropie avec SCOPE. 
3.4.5. Simulations de l’anisotropie directionnelle avec SCOPE 
3.4.5.1. Jeu de données de référence 
Dans une dernière partie, nous nous sommes attachés à vérifier la capacité de SCOPE 
à simuler l’anisotropie directionnelle. Le jeu de données de référence a été obtenu par 
Lagouarde et al. 2000 au-dessus d’une forêt de pins maritimes (site de Le Bray - 44° 43′ 
01.50″N, 0° 46′ 09.0″W). A l’aide d’un protocole de mesure original (cf. Fig.3 dans 
Lagouarde et al. 2000), consistant à utiliser une caméra grand angle inclinée (afin d’observer 
des angles zénithaux allant jusqu’à 60°) embarquée à bord d’un avion et à survoler la scène 
selon 4 axes (plan principal, plan perpendiculaire et les deux plans orientés à 45° de ces deux 
plans), l’anisotropie a pu être cartographiée dans toutes les directions. Cette campagne 
expérimentale s’est déroulée le 4 Septembre 1996. Le protocole de mesure a été répété trois 
fois au cours de la journée (11:20 – 11:52 UTC, 12:52 – 13:36 UTC et 15:38 – 16:08 UTC). 
3.4.5.2. Calibration du modèle et résultats 
Dans SCOPE, la largeur du hot spot est contrôlée par le paramètre de hot spot q, défini 
comme le ratio entre la largeur de la feuille et la hauteur de la canopée. Pour le couvert de 
pins maritimes étudié d’une vingtaine de mètres de hauteur, l’application de la définition 
précédente en considérant directement l’aiguille à la place de la feuille n’a pas de sens du fait 
de la dimension réduite de la largeur d’une aiguille de pin. Nous avons adapté cette définition 
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en utilisant la largeur d’un groupement d’aiguilles, soit quelques dizaines de centimètres. 
Nous avons calibré q en comparant l’anisotropie simulée et mesurée à ±3° autour du plan 
principal, pour des largeurs allant de 30 cm à 1 m. Nous avons retenu une valeur de 60 cm 
correspondant à q=0,036.  
En utilisant cette calibration, les signatures directionnelles simulées avec SCOPE se 
sont avérées être satisfaisantes par comparaison aux rosaces mesurées. La position du hot spot 
et sa largeur sont correctes et les gammes de variations d’anisotropie sont cohérentes. A titre 
d’exemple, les figures 3.6a et 3.6b représentent respectivement la mesure effectuée entre 
11:20 et 11:52 UTC et la simulation SCOPE correspondante. L’article joint à ce chapitre 
présente les résultats obtenus aux mesures effectuées à 12:52 – 13:36 UTC et 15:38 – 16:08 
UTC. Ces résultats confirment la capacité de SCOPE à simuler l’anisotropie directionnelle 
dans l’IRT. 
  
Figure 3.6 - Représentation polaire de l’anisotropie directionnelle IRT mesurée (a) par une caméra 
aéroportée au-dessus d’un couvert de pin maritime (site du Bray) à 11:30 UTC et simulée avec 
SCOPE (b).  Les cercles concentriques représentent la variation zénithale et l’azimut correspond à la 
position angulaire sur le cercle. Le code couleur indique les variations de température par rapport au 
nadir. Le trait noir situé aux alentours de 40° de zénith et entre les azimuts 150° et 180° représente la 





• A l’issue de ce chapitre, nous bénéficions d’un modèle dont la capacité à simuler les flux 
et les températures de brillance directionnelles a été démontrée par comparaison à des 
mesures de terrain (couvert agricole – blé d’hiver – et forestier – pin maritime).  
 
• La capacité de SCOPE à simuler l’anisotropie directionnelle a aussi été validée 
(signatures directionnelles, gammes de variations d’anisotropie, hot spot). 
 
• Le maximum de carboxylation et le coût marginal d’assimilation demandent un effort de 
calibration car la littérature manque de données à leur sujet. Si les flux convectifs sont 
très sensibles à ces paramètres, l’anisotropie souffre moins des incertitudes liées à leur 
calibration. 
 
• Le paramètre de hot spot influence les variations d’anisotropie dans le plan principal. Il 





















































Article associé à ce chapitre : Duffour C., Lagouarde J.-P., Olioso A., Demarty J., 
and Roujean J.-L., “Driving factors of the directional variability of thermal infrared signal in 








Comme nous l’avons vu dans le chapitre II, les effets directionnels ont fait l’objet 
d’études expérimentales et de modélisation depuis les années 60. La dépendance de 
l’anisotropie à divers facteurs (effets de rang, effets d’émissivité, impact du LAI, influence du 
vent) a été illustrée. Cependant, mis à part une rapide étude de sensibilité réalisée par Huang 
et al. 2011, il n’existe, à notre connaissance, aucune étude traitant de l’effet conjugué de tous 
les paramètres et variables critiques sur l’anisotropie. Nous nous proposons d’investiguer ici 
le poids de chacun des facteurs gouvernant l’anisotropie par une étude de sensibilité. Nous 
nous appuierons pour cela sur des simulations du modèle SCOPE. Un sous-produit de ce 
travail sera de documenter de façon exhaustive la gamme de valeurs que peut prendre 
l’anisotropie en conditions naturelles.  
4.2. Approche suivie 
Le modèle SCOPE est utilisé dans cette étude comme un laboratoire numérique. Des 
signatures directionnelles ont été simulées en faisant varier un grand nombre de variables et 
paramètres d’entrée du modèle. Ces entrées sont décrites ci-après. 
4.2.1. Les variables testées 
Nous avons supposé que les paramètres et variables gouvernant l’anisotropie peuvent 
être regroupés au sein de trois ensembles : forçage météorologique, structure de la végétation 
et état hydrique du sol et de la végétation.  
4.2.1.1. Forçage météorologique 
Dans la catégorie ‘forçage météorologique’, sont englobées trois variables : 
• La position solaire (zénith et azimut), qui régit en particulier l’effet de hot spot.  
• Le rayonnement global, Rg, (courtes longueurs d’ondes). Sa pénétration dans le 
couvert génère le transfert radiatif, et par suite le bilan d’énergie de chaque couche et 
ainsi le profil de température des éléments du couvert. 
 
Le rayonnement global et la position solaire sont étroitement liés puisqu’ils varient 
ensemble au cours de l’année et selon la latitude. Il est donc difficile de décorréler leurs effets 
respectifs. Pour tester la sensibilité de ces deux variables, nous avons simulé l’anisotropie 
d’une canopée au cours de trois journées : proche de l’équinoxe de printemps (Jour 79) et aux 
alentours des solstices d’été (Jour 174), et d’hiver (Jour 354). Ces trois journées ont été 
sélectionnées afin de balayer l’ensemble des conditions de forçages météorologiques 
rencontrées au cours de l’année aux latitudes moyennes. En effet, les données 
météorologiques utilisées dans cette étude proviennent du site expérimental de Auradé 
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(43°54’97’’ N, 01°10’61’’ E), situé près de Toulouse en France, qui fait partie  du  réseau 
d’observation CarboEurope (Dolman et al. 2006). Les simulations sont donc représentatives 
d’une canopée située aux latitudes moyennes. Les dates exactes ont été choisies de telle sorte 
que les données météorologiques aient été mesurées au cours de journées non-nuageuses.  
Dans cette étude, seuls les effets sur l’anisotropie à 13:00 UTC ont été évalués. Cette 
heure a été sélectionnée pour deux raisons : 
9 Elle correspond à l’heure de revisite pressentie pour les futures missions spatiales 
IRT telles que THIRSTY. 
9 Elle correspond au maximum d’anisotropie au cours de la journée. 
 
• La vitesse du vent conditionne le flux de chaleur sensible via la résistance 
aérodynamique, pour un niveau d’énergie disponible. En augmentant le coefficient de 
transfert turbulent, le vent tend à diminuer les écarts entre la température de l’air et la 
température de surface. Son effet a été testé en la faisant varier entre 1 et 10 m.s-1.  
4.2.1.2. Structure de canopée 
Pso -




























Figure 4.1 - Rosaces directionnelles des probabilités d’observer du sol ensoleillé en fonction du LAI 
(lignes) et de l’insertion zénithale foliaire (colonnes) calculées pour des LAI de  0,5 (1ère ligne) ;1 (2ème 
ligne) et 2 (3ème ligne) et pour des couverts sphérique (1ère colonne), planophile (2ème colonne) et 
érectophile (3ème colonne). 
 
La structure de la végétation, qui va notamment jouer un rôle sur les proportions 
d’éléments éclairés ou ombragés visibles par l’observateur, est décrite à travers trois 
paramètres : 
• Le LAI, qui détermine les proportions de sol et de végétation visibles. Les valeurs 
basses de LAI correspondent à des couverts pour lesquels il est vraisemblable que la 
couverture du sol ne soit que partielle. Au contraire, des valeurs élevées de LAI 
correspondent selon toute vraisemblance à une canopée fermée, pour laquelle 
l’influence du sol sera moindre. Nous utilisons dans l’étude 6 valeurs de LAI : {0,5 ; 
1 ; 1,5 ; 2 ; 3 ; 5}. 
• L’inclinaison foliaire, déterminée par la fonction de distribution angulaire foliaire 
(LADF) permet également de déterminer les proportions de végétation et de sol 
ensoleillés et observés. Nous avons fait des simulations avec des couverts sphériques 
puisque cette fonction de distribution foliaire est l’une des plus générales. Nous avons 
également simulé l’anisotropie de couverts planophiles et érectophiles, deux 
distributions foliaires extrêmes.  
 
Le LAI et le LADF ont clairement un rôle couplé puisqu’ils contrôlent tous deux les 
probabilités d’éclairement et d’observation des couches de végétation et de sol. La figure 
4.1 montre les variations directionnelles de la probabilité de voir la couche de sol 
ensoleillée (Pso – Eq 3.5), pour plusieurs valeurs de LAI (0.5 ; 1 et 2) et pour les trois 
types de structures de couverts simulés (sphérique, planophile et érectophile).  
Pour un couvert sphérique, la probabilité d’observer du sol ensoleillé diminue rapidement 
avec le LAI. Pour un LAI de 2, cette probabilité est très faible même au niveau du hot spot 
(situé ici à θ=25° et ϕ=360°). Dans le cas d’une végétation planophile, le sol est plus 
rapidement couvert. A LAI=2, la contribution du sol ensoleillé est nulle. Pour un couvert 
érectophile, on constate que du sol ensoleillé est visible tout autour du nadir, ce qui est 
cohérent avec le fait que les feuilles ont majoritairement une inclinaison supérieure à 80° 
par rapport au sol. Cette caractéristique fait que les variations d’anisotropie de ce type de 
couvert dans le plan principal présentent deux maximums, au nadir et en position hot spot. 
Ceci est clairement illustré par la figure 4.2 qui représente les variations d’anisotropie 
dans le plan principal pour les trois types de structures testées dans cette étude. À LAI=2, 
le sol ensoleillé contribue encore largement au signal aux alentours du nadir et en position 
hot spot. 
 
• Le paramètre de hot spot (q), calculé à partir du ratio entre la longueur des feuilles et 
la hauteur de la canopée, conditionne la distribution de température au voisinage du 
hot spot et l’intensité de ce dernier. La figure 4.2 permet de constater l’impact de ce 
paramètre sur les variations d’anisotropie dans le plan principal. Un faible paramètre 
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de hot spot (Fig.4.2a) va tendre vers un pic de température singulier, alors qu’un 
paramètre de hot spot plus élevé (Fig.4.2b) ‘étale’ la distribution des températures. 






Figure 4.2 – Représentation de l’anisotropie dans le plan principal en fonction de l’angle 
zénithal d’observation. Les différentes signatures proviennent d’un couvert sphérique (bleu), 
érectophile (vert) et planophile (rouge), le paramètre de hot spot étant de 0,01 (a) et 0,1 (b). 
 
4.2.1.3. Humidité du sol et stress de la végétation 
• Pour la végétation, le stress hydrique se traduit par la fermeture des stomates de la 
plante et donc par une diminution de la conductance stomatique. Cette variable est 
simulée dans SCOPE via le modèle de Cowan 1977 qui fait appel à deux paramètres : 
le coût marginal d’assimilation λ (compromis entre la consommation de CO2 et la 
perte en eau de la plante) et le maximum de carboxylation Vcmo (relié à l’activité 
photosynthétique de la plante). Stricto sensu, c’est λ qui devrait être utilisé afin de 
simuler un stress hydrique de la plante. Néanmoins, la littérature fournit plus 
d’informations sur Vcmo que sur λ, ce qui facilite la prescription de sa valeur. L’analyse 
de la littérature et les gammes de variations obtenues lors de l’exercice de calibration 
du modèle SCOPE dans le chapitre III, nous ont amenés à prescrire 2 valeurs : 25 et 
125 µmol.m-2.s-1 (Guillevic et al. 2012), correspondant respectivement à une plante 
stressée et une plante non-stressée. 
• Comme nous l’avons signalé dans le chapitre III, dans SCOPE, l’humidité du sol joue 
un rôle sur son inertie thermique et sur sa résistance de surface au transfert d’eau. 
Comme il est difficile de trouver des relations entre ces variables et l’humidité du 
sol, nous avons alors décidé de fixer de façon arbitraire l’inertie thermique à 900 J.s-




utilisées dans les tests de sensibilité et décrivant respectivement 2 états hydriques 
humide et sec (Wallace and Verhoef 2000). 
 
L’analyse de sensibilité est réalisée en croisant les facteurs précités. Nous les récapitulons 
ci-dessous: 
- 2 jeux de données de forçage météorologique (at 2 DoY), 
- 4 valeurs de vitesse de vent, 
- 6 valeurs de LAI, 
- 3 distributions angulaires foliaires, 
- 3 valeurs de paramètres de hot spot, 
- 4 statuts hydriques. 
Au total, 864 simulations ont été réalisées (la vitesse du vent a été fixée à 2 m.s-1 pour les 
simulations sur couverts planophiles et érectophiles). Pour chacune d’elles l’anisotropie a été 
simulée dans toutes les directions azimutales (de 1° à 360°) et pour des angles zénithaux 
allant jusqu’à 50°. Cette limite a été fixée afin de pouvoir simuler l’effet de hot spot dans une 
large gamme de saisons aux latitudes moyennes. 
4.2.2. Indicateur d’anisotropie 
La comparaison des effets d’anisotropie n’est pas aisée car ils se décrivent d’une part par 
l’amplitude de leurs variations et d’autre part par leurs signatures directionnelles. La 
comparaison visuelle des rosaces une à une ou par rapport à une rosace de référence permet 
dans un premier temps d’évaluer ces deux critères. Néanmoins le nombre de cas testés ici 
rend ce travail beaucoup trop fastidieux.  
Nous avons donc proposé de réduire chacune des rosaces a un unique indice d’anisotropie, 
défini comme l’écart-type des variations d’anisotropie dans le plan principal, pour l’intervalle 
d’angles zénithaux d’observation [-50° ; +50°]. Nous nous sommes contraints aux variations 
dans un seul plan d’observation car l’utilisation de l’ensemble des directions d’observation ne 
permet pas de restituer la variabilité du fait de la redondance de certaines informations (entre 
deux plans proches par exemple) et masque l’effet de hot spot. De plus, le plan principal a été 
privilégié car il contient le plus de dynamique en raison de la présence du hot spot, et parce 
qu’il est sensible à l’ensemble des facteurs identifiés. Cet indicateur, que nous avons nommé 
DAI pour Directional Anisotropy Index, a été utilisé dans notre étude pour quantifier 
l’anisotropie des différents cas simulés.  
L’amplitude des variations d’anisotropie dans les plans perpendiculaire et principal, nommé 
ADA pour Amplitude of Directional Anisotropy, a aussi été utilisée en tant qu’indicateur. Il 





La position solaire et le 
rayonnement global sont les 
premiers moteurs de l’anisotropie. 
Sous leur seul effet, le DAI peut 
varier dans une gamme de 0 à 2°C 
pour un couvert sphérique, et 
jusqu’à 3,3°C pour un couvert 
érectophile. L’anisotropie, simulée 
au cours des trois journées tests 
dans les mêmes conditions 
(structure de canopée, vitesse de 
vent et statut hydrique) sont 
identiques, présente de très fortes 
variations. A 13:00 UTC, au 
moment du maximum d’anisotropie, 
le DAI peut atteindre 
respectivement 1,9°C ; 1,2°C et 
0,2°C pour le solstice d’été, 
l’équinoxe de printemps et le 
solstice d’hiver.  
 
La structure de la canopée est source de fortes variations d’anisotropie. À conditions 
identiques, le LADF implique des différences de DAI atteignant jusqu’à 0,7°C entre un 
couvert planophile et un couvert sphérique, 2,1°C entre un couvert sphérique et un couvert 
érectophile, et jusqu’à 2,7°C entre des couverts planophiles et érectophiles. En plus d’un 
impact fort sur l’indice d’anisotropie la structure érectophile induit des différences sur la 
forme des signatures directionnelles. En effet, les variations d’anisotropie d’un couvert 
érectophile dans le plan principal présentent deux maximums : l’un au nadir et l’autre au hot 
spot. Les couverts sphériques et planophiles n’ont quant à eux qu’un seul maximum localisé 
au hot spot (Figure 4.2). 
L’anisotropie varie en fonction du LAI, avec un maximum atteint pour des LAI 
compris entre 1 et 2 pour les canopées sphériques. Ce maximum a tendance à se décaler vers 
LAI=1 pour les canopées planophiles, et vers LAI=2 pour les canopées érectophiles. Ceci 
s’explique par le fait que, à LAI égal, la structure verticale laisse ‘voir’ davantage de sol. 
L’écart maximum de DAI expliqué par les variations de LAI est de 1,5°C pour des couverts 
planophiles et érectophiles, et de 1,3°C pour des couverts sphériques. 
La sensibilité de l’anisotropie au paramètre de hot spot est nettement plus marquée 
pour les couverts sphériques et planophiles que pour les couverts érectophiles. Les différences 
de DAI dues à ce paramètre atteignent jusqu’à 1°C dans le cas de couverts planophiles contre 
0,4°C pour des couverts érectophiles.  
 
 
Figure 4.3 - Valeurs maximales des différences de DAI 
pour chaque variable testée. Les trois dernières barres 
montrent les différences de DAI maximales entre un 
couvert sphérique (Sp) et planophile (Pl), entre un couvert 
planophile et érectophile (Er) et enfin entre un couvert 
érectophile et sphérique. 
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L’effet du sol, tous autres paramètres égaux, se traduit par des variations de DAI de 
0,6°C au maximum pour des couverts sphériques et planophiles. L’humidité du sol affecte 
davantage les variations d’anisotropie sur des couverts érectophiles avec des écarts de DAI 
allant jusqu’à 1,3°C. Les résultats de cette étude indiquent également que l’anisotropie est 
plus sensible à l’état hydrique du sol que de la végétation. Et bien que, pour  l’effet 
végétation soit prédominant, les gammes de variations sont beaucoup plus restreintes (au 
maximum 0,3°C pour des couverts sphériques ou planophiles). L’effet du statut hydrique 
varie également selon le type de couverts, son importance étant plus marquée pour les 
couverts érectophiles où les différences de DAI atteignent jusqu’à 1,1°C.  
Enfin, la vitesse du vent a un effet plus limité que les facteurs précédents, mais 
constant quel que soit le LAI, le paramètre de hot spot, le statut hydrique et le couplage entre 
position solaire et rayonnement global. L’écart d’anisotropie entre une canopée soumise à un 
vent de 1 m.s-1 ou 10 m.s-1 est de l’ordre de 0,4°C (±0,2°C autour de l’anisotropie d’une 
canopée soumise à un vent de 2 m.s-1).  
 
La figure 4.3 résume les écarts maximums des DAI obtenus en fonction des divers 
paramètres testés. L’effet du vent n’ayant pas été testé pour les couverts planophiles et 
érectophiles, cette variable n’est pas intégrée à la figure. 
4.2.4. Implication pour les mesures satellitaires dans le 
contexte de la mission spatiale THIRSTY 
L’intérêt d’une telle étude est double. En plus de mieux cibler les variables et 
paramètres à prendre en compte pour le développement et la calibration de méthodes 
simplifiées de correction des effets directionnels, elle permet aussi d’évaluer l’amplitude des 
effets directionnels qui affectent les mesures satellitaires.  
Les effets directionnels dans l’IRT sont en effet une source d’incertitudes lorsque des 
données satellitaires sont comparées entre-elles ou à des mesures de terrain (Pinheiro et al. 
2004b; Rasmussen et al. 2011; Guillevic et al. 2013). Pour les satellites à orbite quasi-polaire 
héliosynchrone, le niveau d’anisotropie qui affecte les mesures est conditionné par la 
combinaison de plusieurs facteurs : la latitude, le plan de balayage, la date et l’heure de 
passage. Afin d’évaluer concrètement l’effet de ces facteurs, nous nous sommes appuyés sur 
le cas de la future mission THIRTSY qui a une orbite quasi-polaire héliosynchrone avec un 




L’orientation du plan de 
balayage par rapport à la position du 
hot spot conditionne la gamme de 
variations de l’anisotropie. Dans le 
cas de THIRSTY, ce plan est orienté 
quasiment sud-ouest à l'équateur et 
varie jusqu’à atteindre une orientation 
nord-sud lors du passage à proximité 
du Pôle. La figure 4.4 illustre 
l’évolution du plan de balayage de 
THIRSTY avec la latitude pour les 
orbites ascendantes et descendantes. 
La figure 4.5 permet de visualiser les 
plans de balayage de THIRSTY en 
orbite ascendante et en orbite 
descendante en même temps que la 
position solaire (position anti-hot spot) à 13:00 UTC aux deux solstices et à l’équinoxe de 
printemps, à l’équateur (Figure 4.5a) et aux latitudes moyennes (Figure 4.5b). Ces mêmes 
figures réalisées pour les Tropiques Nord et les hautes latitudes (60°) sont inclues dans 
l’article rattaché au chapitre. 
  
Figure 4.5 - Rosaces directionnelles illustrant l’azimut de la fauchée d’un satellite ayant 
une orbite héliosynchrone quasi-polaire avec un plan de balayage de ±35° perpendiculaire à 
la trace (caractéristiques orbitales de THIRSTY), en orbite montante (trait gris) et 
descendante (trait noir). Elles sont représentatives des conditions observées à 0°N (a) et 
45°N (b) de latitude. La position solaire est celle du pixel situé au nadir du satellite à 13:00 
UTC à l’équinoxe de printemps (cercles) et aux solstices d’été (triangles) et d’hiver (carrés). 
 
A l'équateur et dans la zone intertropicale, le hot spot se trouve à proximité immédiate 
du plan de balayage à certaines dates (21 mars à l'équateur, 21 juin aux tropiques Nord). Le 
fait que le hot spot reste la plupart du temps circonscrit dans des valeurs de zéniths inférieures 
à 35° (sauf en hiver aux Tropiques Nord) est à même d'induire des effets directionnels très 
Figure 4.4 – Evolution du plan de balayage de THIRSTY 
en fonction de la latitude pour une orbite ascendante 





importants. Néanmoins, à l’équateur, aux alentours du solstice d’été (resp. hiver), les mesures 
en orbite descendante (resp. montante) sont faites dans le plan solaire perpendiculaire et 
évitent ainsi l’effet de hot spot. 
 
A 45° de latitude, le plan de balayage est peu différent de celui de l’équateur. En orbite 
montante, à l’équinoxe de printemps et au solstice d’hiver, il correspond approximativement 
au plan solaire perpendiculaire. De plus, pour ces deux dates l’angle zénithal solaire est 
supérieur à 35°. Les mesures ne peuvent donc pas être directement soumises à l’effet de hot 
spot. Aussi, pour des couverts végétaux homogènes, les effets d’anisotropie présentent une 
symétrie dans le plan perpendiculaire qui implique que les mesures effectuées de part et 
d’autre du nadir seront affectées de façon similaire. 
En conditions estivales, des mesures en orbite montante permettraient d’éviter l’effet de hot 
spot. Dans le cas d’une orbite descendante, la variation de l’anisotropie avec l’angle zénithal 
devrait être plus forte du fait de la proximité du hot spot pour les mesures en bord de fauchée 
en visée sud.  
Les résultats de notre étude de sensibilité ont montré que, aux latitudes moyennes et pour des 
couverts végétaux homogènes, l’amplitude des effets directionnels (ADA) peut atteindre 
jusqu’à 3,5°C dans le plan perpendiculaire et 11°C dans le plan principal. Ces chiffres 
confirment l’importance de la correction de ces effets. 
Au niveau du cercle polaire, le hot spot reste très éloigné en zénith au printemps et 
automne, ce qui tend à limiter l'anisotropie. L'azimut du balayage par rapport au plan solaire 
induit néanmoins une dissymétrie d'anisotropie de chaque côté de la trace. 
 
Ces résultats valent pour tous les satellites à orbite quasi-polaire dont la fauchée est 
perpendiculaire à la trace au sol. Néanmoins, il est nécessaire de rappeler que les mesures 
peuvent aussi se faire le long de la trace. C’était le cas par exemple de l’instrument AATSR 
(Advanced Along-Track Scanning Radiometer) à bord du satellite ENVISAT. La figure 4.6 est 
identique à la figure 4.5 mais correspond au cas où la fauchée de THIRSTY s’effectuerait le 
long de sa trace. A l’équateur, l’effet de hot spot affecterait les mesures faites en orbite 
montante entre le solstice d’hiver et le solstice d’été. Les mesures effectuées en orbite 
descendante seraient quant à elles soumises à un effet de hot spot entre le solstice d’été le 
solstice d’hiver. Aux latitudes moyennes, les mesures s’effectueraient à proximité du plan 




Figure 4.6  - Idem à la figure 4.5 mais dans le cas d’un balayage le long de la trace. 
4.2.4.2. Rayonnement solaire 
La latitude conditionne le niveau de rayonnement solaire disponible à la surface. 
D’après les résultats obtenus dans ce chapitre, l'amplitude de l'anisotropie tendrait à 
augmenter en zone intertropicale et, au contraire, à diminuer pour les hautes latitudes.  
4.2.4.3. Effets de structure 
Les effets de structure de la végétation s'ajoutent pour conditionner fortement 
l'anisotropie. Dès lors, on peut penser qu’une relation latitude/biome pourrait se superposer à 
tous ces effets. 
4.3. Discussion et résultats supplémentaires 
4.3.1. Discussion 
L’indicateur sélectionné pour comparer l’anisotropie des différentes configurations 
testées a été calculé dans le plan principal afin de prendre en compte la présence du 
phénomène de hot spot. L’utilisation de ce plan implique néanmoins deux limitations : 
• Les variations d’anisotropie dans le plan principal ne sont pas identiques entre les couverts 
érectophiles et les deux autres types de couverts : sphériques et planophiles. Or la perte 
d’information directionnelle due à l’utilisation de cet indicateur ne permet pas de rendre 
compte de cette signature particulière. 
• Les variations d’anisotropie au voisinage immédiat du hot spot sont discutables car elles 
souffrent d’incertitudes liées à la définition et à la calibration du paramètre de hot spot. Au 
contraire de l’IRT, la documentation de ce paramètre est abondante dans le domaine 
optique. La table 4.1 fournit un ensemble de valeurs utilisées pour des couverts végétaux 
et la définition et les références justifiant la calibration de ce paramètre.  
Les valeurs utilisées varient en moyenne entre 0,01 et 0,5. Cette limite haute est 
préconisée par Verhoef and Bach 2003a. Les études traitant de techniques d’inversions de 




valeurs allant de 0 à 1 (Weiss and Baret 1999; Bacour et al. 2002a; Baret et al. 2007). La 
moyenne de toutes les valeurs listées dans la table 4.1 est de 0,2 et la médiane est de 
0,125. Les valeurs utilisées dans notre étude de sensibilité sont donc dans la moyenne 
basse des valeurs disponibles dans la littérature pour le domaine optique. 
La variété des définitions confirme également que les auteurs ne s’accordent pas encore 
sur ce paramètre. La majorité d’entre-elles préconisent l’utilisation du ratio entre la 
dimension (largeur ou longueur) des feuilles et la hauteur de la végétation. Néanmoins, 
dans certains cas de figures, on trouve des relations entre q et le LAI, telles 
que . 
 
Comme dans le chapitre précédent, on rappelle enfin que la description du 
compartiment sol du modèle est trop limitée pour réaliser des simulations avec de très faibles 
LAI,  pour lesquelles le sol contribue très fortement au signal. En effet, la rugosité du sol 
génère des effets directionnels comme cela a pu être montré par Lagouarde et al. 1995. Nous 
reviendrons sur ce point dans la suite du manuscrit. 
 
Table 4.1 - Revue bibliographique des valeurs du paramètre de hot spot 
Article HS param Vegetation Definition and references 





Described as a 
function of the 
parameter value 
the width of the region around the 
hot spot point modified by the 
effect is related to the ratio D/H. 
Kuusk 1995 0.06 Soybean lL/H=relative linear size of leaves 
Andrieu et al. 1997 0.42 
Sugar beet  
(Grignon) 
dl is the ratio between leaf 




With q ן ℓ/h 
or q ן 1/LAI 
Standard 
A new dimensionless parameter 
obtained by this transformation is 
the ratio ℓ/h, which is called the 
hot spot size parameter. 
Weiss and Baret 
1999 
0.01:1 
Mean = 0.5 
Standard 
Ratio between the average size of 
the leaves and canopy height. 
(p.3) 
Cayrol and Kergoat 
2000 
0.01 Grass - Shrub 
Ratio between leaf size and 
vegetation height. (p. 6) 
Jacquemoud et al. 0.25 Standard ratio between the radius of a 
85 
 
2000 single leaf and the canopy height 
in SAIL, KUUSK, and NADI, but 
as the average radius of the sun 
flecks in IAPI. Gobron et al. 
(1997) showed that the latter 
definition could be related to the 
first one so that all four models 
now use the first definition of Sl 
to take into account the hot spot 
effect 




Simulations Leaf size / height of canopy 
Bacour et al. 2002a 
0.00001–1 















0.80, 0.95, 1 
Standard 
In each model, sl is defined as 
the ratio between the average 
length of a single leaf and the 
canopy height. 
Combal et al. 2002 
Use 0.15 
And 0.1 
0.05 : 1  
Sugar beet 
Its value has been set to 0.15 
according to [1] (Andrieu)  
Moulin et al. 2002 0.1 Wheat 
“Mean leaf angle and hot spot pa- 
rameter were prescribed by F. 
Baret” 
Weiss et al. 2002 0.01:1 Standard - 
Combal et al. 2003 0.1 Maize - 






Dry crops Brown 
leaves 
q was slaved to total LAI by 
means of a simple inversely 
proportional relationship that is 
plausible for cereal crops. 








Dry crops Brown 
leaves 
- 
Baret et al. 2007 0.001 – 0.1 Standards - 
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sℓ is equal to the ratio of the 
correlation length of leaf 
projections in the horizontal plane 
and the canopy height. 
Jacquemoud et al. 
2009 
0.25 - 
function of the ratio of leaf size to 
canopy height 









Van der Tol et al. 
2009 
- - 
ratio of leaf width to canopy 
height 
Duveiller et al. 2011 
0.1 – 0.5 
Mean 0.3 
Standard - 
Laurent et al. 2011 0.01 
Norway spruce  
(Picea abies) 
“a value of 0.01 for hot is 
common for forests” 







“The hot spot parameter was set 
in agreement with the literature: 
for grasses 0.5, for shrubs 0.01, 
and for forests 0.05 (Verhoef & 
Bach, 2007)” 













the hot-spot parameter (shoot 
length, m) 
Duffour et al. 2015 0.04 Pinus Pinaster 
Ratio of shoot length to height of 
canopy  
4.3.2. Résultats supplémentaires 
L’impact du spectre de réflectance du sol, et de l’inertie thermique a été discuté dans 
l’article décrivant cette étude. La réflectance du sol, en modifiant le bilan d’énergie, contribue 
à conditionner sa température et donc potentiellement l’anisotropie. L’inertie thermique, en 
étant impliqué dans la méthode de force-restore pour calculer la température du sol, peut, elle 
aussi, modifier les effets d’anisotropie. 







Figure 4.7 - DAI calculé en utilisant quatre spectres de réflectance de sols mesurés pour un sol 
agricole (a) et le sol du site expérimental de l’INRA d’Avignon (b) en conditions très sèches 
(symboles noirs) et très humides (symboles gris) en fonction du DAI calculé pour l’étude présentée. 
Les cercles correspondent aux DAI simulés au jour 79 et les triangles au jour 174. ‘V’ et ‘S’ 
signifient respectivement ‘Végétation’ et ‘Sol’. Les indices ‘W’ et ‘D’ signifient quant à eux ‘Wet’ et 
‘Dry’. Ainsi la notation VD-SD correspond à un état hydrique pour lequel la végétation et le sol sont 
secs. 
 
La réflectance du sol dépend de son humidité dans les domaines optique et thermique ; 
mais cette relation réflectance-humidité varie en fonction du type de sol considéré. Pour 
illustrer l’impact de l’adaptation de la réflectance du sol à son humidité, nous avons utilisé 4 
spectres couvrant la gamme [0,4 ;15] µm mesurés en laboratoire (Lesaignoux 2010; 
Lesaignoux et al. 2013). Deux spectres correspondent à un sol agricole (appellation 30BleA 
dans Lesaignoux 2010) totalement sec et très humide (0% et 36%). Les deux autres sont des 
spectres de réflectance du sol du site expérimental de l’INRA d’Avignon, également mesurés 
dans des conditions extrêmes d’humidité (0% et 25%). 
Les figures 4.7a et 4.7b représentent les DAI simulés en utilisant des réflectances 
adaptées à l’humidité du sol en fonction du DAI simulé dans l’étude décrite précédemment. 
On constate que l’effet de l’émissivité sur le DAI est faible (< 0.1°C). Ce paramètre a donc 
une influence négligeable sur l’effet d’anisotropie directionnelle.    
4.3.2.2. Impact de l’humidité du sol sur l’anisotropie directionnelle 
Pour évaluer l’impact couplé de l’inertie thermique et de la résistance de surface du 
sol, nous avons réalisé le même plan d’expérience que dans l’étude décrite précédemment 
mais en utilisant cette fois la paramétrisation déterminée pour le sol d’Avignon (Olioso 1992 
et Van de Griend and O’Neill 1986), i.e. la même que celle utilisée dans l’article décrit dans 







Deux valeurs d’humidité de sol (SM0-5) sont utilisées : 10% et 30%. Sachant que la valeur de 
saturation est de 48% (SMsat), on obtient : 
Γ={1167 ; 1870} J.s-1/2.K-1.m-2 et rss={6895 ; 660 } s.m-1.  
La figure 4.4 permet d’analyser les différences de DAI (Fig.4.8a et 4.8b), de flux de chaleur 
sensible (Fig.4.8c et 4.8d) et de flux de chaleur latente (Fig.4.8e et 4.8f) entre les deux 
paramétrisations (SM=10% et SM=30%). 
Les résultats obtenus à 10% et 30% d’humidité correspondent à ceux obtenus dans le cas de 
‘référence’, i.e. en fixant la résistance de surface respectivement entre 2000 et 200 s.m-1. Cela 
confirme qu’en l’absence d’informations sur l’inertie thermique, la prescription de rss à 200 et 
2000 s.m-1 pour simuler les effets d’anisotropie est cohérente. Cette prescription, bien qu’elle 
n’ait pas d’effet notable sur l’anisotropie modifie toutefois les valeurs des températures brutes 
















Figure 4.8 – Impact de la variation jointe de la résistance de surface du sol et de son inertie 
thermique en fonction de son humidité sur le DAI (a et b), le flux de chaleur sensible (c et d) et le 
flux de chaleur latente (e et f) en fonction des données simulées dans notre étude. Les résultats 








• Dans ce chapitre nous avons mené une étude de sensibilité pour évaluer l’impact relatif 
des facteurs gouvernant l’anisotropie dans l’IRT. Un classement de ces facteurs par ordre 
croissant d’influence pourrait se résumer ainsi :  
 
 
• Le LADF, en plus d’avoir un effet sur l’amplitude de l’anisotropie, modifie les signatures 
directionnelles. Les couverts sphériques et planophiles ne présentent qu’un seul 
maximum situé en position hot spot, alors que les couverts érectophiles présentent deux 
maximums, l’un au nadir et l’autre en position hot spot. 
 
• Les effets directionnels qui affectent les mesures satellitaires sont conditionnés par 
l’orbite, la latitude et la date. 
 
• Aux latitudes moyennes, l’amplitude des effets d’anisotropie atteint jusqu’à 11°C dans le 





















































Article associé au chapitre : Duffour C., Lagouarde J.-P., and Roujean J.-L., “The 
RL parametric model as a simplified approach to simulate TIR directional effects for remote 





Les mesures satellitaires effectuées dans l’IRT ne sont pas corrigées des effets 
directionnels alors qu’ils peuvent entraîner des erreurs allant jusqu’à une dizaine de degrés. 
Le contexte satellitaire actuel nous pousse à étudier ces effets pour plusieurs raisons : 
• Certains capteurs opérant dans l’IRT ont des fauchées larges, impliquant inévitablement 
des effets directionnels. C’est le cas par exemple des instruments MODIS (MODerate 
resolution Imaging Spectroradiometer) et VIIRS (Visible\Infrared Imager Radiometer 
Suite) à bord des satellites à orbite quasi-polaire AQUA et TERRA pour MODIS et S-
NPP (Suomi National Polar-orbiting Partnership) pour VIIRS dont les angles de visée 
zénithaux atteignent respectivement ±55° et ±56° en bord de fauchées.  
• Les capteurs à bord des satellites géostationnaires sont également soumis à des effets 
directionnels. Si chaque pixel est vu sous une configuration angulaire qui lui est propre, 
l’évolution de la position solaire (diurne et saisonnière) implique des effets directionnels 
variables. 
• Dans le cas de la mission THIRSTY, son orbite quasi-polaire héliosynchrone a été 
calculée pour que les traces orbitales au sol soient fixes. Chaque point est donc vu sous 
une configuration angulaire unique, minimisant l’impact des effets angulaires lors de 
l’analyse des séries temporelles. Demeure cependant l’effet de l’éclairement solaire 
(angles solaires) qui varie au cours de l’année. Même si l’angle de balayage envisagé pour 
THIRSTY est de ±35° seulement (par comparaison aux capteurs à large champ), nous 
avons montré dans le chapitre précédent que l’effet de hot spot affecte inévitablement les 
mesures réalisées dans la zone intertropicale aux dates auxquelles l’angle zénithal solaire 
est proche du nadir. 
Il est donc nécessaire de développer des méthodes opérationnelles pour corriger ces 
effets de façon systématique. Dans cet objectif, SCOPE est inadapté, d’une part car il 
nécessite beaucoup trop de données en entrée, et d’autre part parce que les temps de calcul 
sont incompatibles avec les chaines de traitements satellitaires. C’est pourquoi nous 
cherchons à développer et à mettre en œuvre des méthodes plus simples.  
L’utilisation de réseaux de neurones est une voie possible et SCOPE serait d’un grand 
intérêt pour la génération des bases d’apprentissage. Toutefois, ces méthodes n’ont, à notre 
connaissance, pas encore été développées dans le cadre de la correction des données 
directionnelles dans l’IRT. Cette piste n’a pas non plus été explorée dans le cadre de la thèse 
où nous nous sommes penchés sur les méthodes paramétriques. 
Les méthodes paramétriques ont fait l’objet de travaux mais restent peu nombreuses 
dans l’IRT. Certaines de ces méthodes sont basées sur l’hypothèse suivante : tout pixel de 
télédétection est la somme de la contribution de quantités radiométriques élémentaires 
dissociées qui peuvent être modélisées par combinaison linéaire de plusieurs fonctions 
mathématiques appelées noyaux (‘kernels). Une approche opérationnelle de ce type a été 
développée par Vinnikov et al. 2012 dans l’objectif de corriger les mesures des satellites 
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GOES-EAST et GOES-WEST. Ce modèle (que nous appellerons indifféremment modèle, 
méthode ou approche de Vinnikov), totalement empirique, fait l’hypothèse suivante : 
l’anisotropie, définie comme le rapport entre les températures directionnelles et la température 
au nadir, est égale à la somme de trois kernels décrivant respectivement un effet isotrope, un 
effet d’émissivité et un effet ‘solaire’ (effet de la variation de la géométrie d’éclairement au 
cours du jour) : 
 
  (5.1) 
où Tnadir représente la température mesurée en visée nadir et θs, θv et ϕ correspondent 
respectivement à l’angle zénithal solaire, l’angle zénithal de visée et l’azimut relatif entre les 
directions d’éclairement et d’observation. A et D représentent les coefficients respectifs des 
kernels d’émissivité et solaire E et S. Les fonctions mathématiques qui leur sont associées 
sont les suivantes: 
 (5.2)
 (5.3)
 Le coefficient A et la fonction E ont été déterminés en calant le modèle sur des 
données nocturnes. La fonction S et le coefficient D ont ensuite été obtenus à l’aide de 
données diurnes. 
Malgré un développement totalement empirique, on note que ce modèle intègre les divers 
éléments qui pilotent l’anisotropie. La fonction S et le coefficient D, couplés à la température 
au nadir, intègrent implicitement les effets de forçage météorologique. La structure de la 
canopée est intégrée dans la dérivation de la fonction E et du coefficient A. 
Dans ce chapitre nous nous intéressons plus particulièrement à une approche 
paramétrique basée sur la dérivation d’expressions analytiques simples à partir d’hypothèses 
simplificatrices de la physique du rayonnement. Ce type de modèles a notamment été utilisé 
par Roujean 2000 afin de dériver un modèle de hot spot dans l’optique, tel que : 
 (5.4) 
où ρ représente la réflectance directionnelle, ρHS la réflectance au hot spot, k un paramètre 
relié à la structure de la canopée et f représente la ‘distance’ qui sépare le rayonnement solaire 
et le rayonnement qui parvient à l’observateur donnée par l’équation (3.6) rappelée ici : 
 (3.6) 
A partir de ce modèle, Lagouarde and Irvine 2008 ont dérivé une expression analytique 










où et k sont les paramètres du modèle et  
et . 
On note que les principaux facteurs qui gouvernent l’anisotropie sont implicitement pris en 
compte dans ce modèle. Le forçage météorologique et l’effet de la structure sont 
respectivement pris en compte via les paramètres ΔTHS et k. 
Ce modèle, que l’on appellera RL (en référence aux auteurs l’ayant développé : Roujean et 
Lagouarde), a été testé pour simuler l’anisotropie d’une canopée urbaine (Lagouarde and 
Irvine 2008). Les résultats obtenus étant très encourageants, ils nous ont poussés à : 
¾ Tester ce modèle sur des couverts végétaux,  
¾ Evaluer sa précision  
¾ Comparer cette approche à celle développée par Vinnikov et al. 2012 
5.2. Présentation de l’article 
Le modèle RL a été évalué de trois façons dans cette étude : 
• Par confrontation à des données expérimentales 
• Par confrontation à des données générées à l’aide de SCOPE 
• Par comparaison avec le modèle de Vinnikov 
5.2.1. Comparaison RL \ données expérimentales 
 
Les données expérimentales ont été mesurées sur des couverts urbains et végétaux en 
mettant en œuvre le protocole expérimental décrit par Lagouarde et al. 2000 basé sur 
l’utilisation d’une caméra IRT aéroportée équipée d’un grand angle.  
Pour les zones urbaines, les données utilisées ont été mesurées le 15 Juillet 2004 aux alentours 
de 11:30 UTC (de 11:15 à 11:49 UTC) et de 14:00 UTC (de 13:48 à 14:23 UTC) au-dessus de 
la ville de Toulouse lors de l’expérience CAPITOUL (Masson et al. 2008). Pour la canopée 
  
Figure 5.1 – Rosaces directionnelles mesurée (a) à l’aide d’une caméra aéroportée au-dessus d’un 
couvert forestier de pins maritimes (site de Le Bray) entre 12:52 et 13:36 UTC le 4 Septembre 1996, et 





végétale, les données d’anisotropie ont été mesurées le 4 Septembre 1996 au-dessus d’un 
couvert de pins maritimes (site de Le Bray) à trois heures de la journée (de 11:20 à 11:52 
UTC, de 12:52 à 13:36 UTC et de 15:38 à 16:08 UTC). Ces mesures sont décrites dans 
Lagouarde and Irvine 2008 et Lagouarde et al. 2000.  
Le modèle RL a été calé sur ces données par ajustement des 2 paramètres k et ΔTHS. 
Toutes les directions de mesure, pour des zéniths allant jusqu’à 50°, ont été utilisées dans ce 
processus.  
Le modèle RL montre des performances remarquables. La figure 5.1 présente une 
rosace directionnelle mesurée (Fig.5.1.a) et une rosace directionnelle simulée avec le modèle 
RL ajusté (Fig.5.1.b). On constate que les gammes de variations de l’anisotropie sont 
identiques et que le hot spot est bien simulé, tant sur sa position (θs=39° ;ϕ=20°) que sur 
l’amplitude des variations d’anisotropie à son voisinage. D’autres exemples de rosaces 
directionnelles sont fournis dans l’article lié à ce chapitre. Pour les 4 cas testés, les signatures 
directionnelles sont bien reconstituées et les statistiques calculées entre le modèle ajusté et les 
mesures donnent des RMSE ≤ 1°C. Ce résultat est très satisfaisant compte tenu du fait que les 
mesures présentent des incertitudes dues notamment aux mouvements de l’avion.  
Afin d’aller plus loin dans cette évaluation et d’étudier de façon plus détaillée sa 
précision, le modèle RL a été comparé à un jeu de données d’anisotropie développé avec le 




Le modèle SCOPE a été utilisé 
pour générer un jeu de données de 
signatures directionnelles à partir 
duquel le modèle RL a été calé. 
Comme précédemment, le calage s’est 
fait en ajustant les 2 paramètres k et 
ΔTHS.  
Le jeu de données utilisé ici est proche 
de celui développé pour les besoins du 
chapitre précédent. Les données 
météorologiques sont les mêmes que 
précédemment : elles proviennent du 
site de Auradé (43°54’97’’ N, 
01°10’61’’ E), situé près de Toulouse 
(France), qui fait partie  du  réseau 
d’observation CarboEurope (Dolman 
et al. 2006), et donc représentatives des 
conditions observées aux latitudes 
moyennes. Les deux journées proches 
de l’équinoxe de printemps et proche 
du solstice d’été ont été de nouveau 
utilisées. Les simulations ont ici été 
réalisées de 10:30 UTC à 15:00 UTC mais seuls les résultats obtenus à 13:00 UTC sont 
détaillés. Notons également qu’ici nous avons fait varier q jusqu’à 0,5 et que seules les 
signatures des couverts sphériques ont servi à l’étude. Les valeurs des différents paramètres et 
variables clés sont rappelées dans le tableau 5.1. Tous ces facteurs ont été croisés, menant à 
192 cas par horaire simulé. 
On trouve une très bonne corrélation (R²=0,9) et une faible erreur (RMSE=0,26°C) 
entre les simulations SCOPE et RL, toutes données confondues à 13:00 UTC. Une étude plus 
détaillée des erreurs montre que les performances de RL augmentent avec q. En comparant 
toutes les configurations pour lesquelles q=0,01 ; on obtient R²=0,65. Cette même 
comparaison réalisée en ne sélectionnant que les cas de figures où q=0,5 ; on trouve R²=0,98. 
Ce résultat met une fois de plus en avant l’importance de ce paramètre et la nécessité de le 
documenter plus en détails dans le futur. 
La figure 5.2 présente les variations de RMSE calculées entre les données SCOPE et 
RL en fonction du LAI et pour les 4 statuts hydriques créés à 13:00 UTC. De façon générale, 
le maximum d’erreur a lieu pour les LAI compris entre 1 et 2, i.e. aux alentours du maximum 
d’anisotropie en termes d’indice d’anisotropie (cf. chapitre IV). En termes de statuts 
hydriques, pour q allant de 0,01 à 0,1 ; la tendance est toujours la même :  
 
RMSE_VW_SD ≥ RMSE_VD_SD ≥ RMSE_VW_SW ≥ RMSE_VD_SW  
 
Table 5.1 - Récapitulatif des données utilisées en 
entrée de SCOPE pour l’évaluation du modèle RL. 
Forçage météorologique  
Jours (10:30 - 15:00 UTC) 
20 mars (DoY 79) 
23 juin (DoY 174) 
Vitesse du vent (m.s-1) 2 
Statut hydrique  
Maximum de carboxylation 
(µmol.m-2.s-1) 25 \ 125 
Coût marginal d’assimilation 
(mol.mol-1) 
2000 
Résistance de surface du sol 
(s.m-1) 200 \ 2000 
Structure de canopée  
LAI 
{0,5 ; 1 ; 1,5 ; 2 ; 
3 ; 5} 
LADF (sphérique) 
LADFa=-0,35 ; 
LADFb= -0,15  
Paramètre de hot spot 0,01 ; 0,05 ; 0,1 ; 
0,5 
Hauteur de canopée (m) 1 
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où V et S signifient respectivement ‘Végétation’ et ‘Sol’, et les indices W et D correspondent 
respectivement à ‘Wet’ (humide) et ‘Dry’ (sec). 
Les signatures directionnelles des canopées dont le sol est sec sont moins bien simulées par 
RL. Les signatures directionnelles issues de végétation plus sèche sont quant à elles mieux 
restituées que celles issues de végétation non-stressée. Cet ordre n’est modifié que lorsque la 
végétation atteint LAI=5. Néanmoins, dans toutes les configurations pour lesquelles LAI=5, 
on a RMSE ≤ 0.2°C et de faibles variations de RMSE entre les différents statuts hydriques. 
Dans le cas où q=0,5 ; toutes les conditions sont bien restituées (RMSE<0,35°C) et aucune 
tendance particulière n’est à noter. 
 Finalement, RL restitue correctement les signatures directionnelles simulées par 
























    
Figure 5.2 - RMSE entre les modèles SCOPE et RL en fonction du LAI pour tous les cas de figures simulés dans cette étude à 13:00 UTC. Les colonnes 
repésentent les résultats pour q allant de 0,01 à 0,5 et les lignes les résultats pour les jours 79 et 174. Les symboles pleins (vides) indiquent les cas pour 
lesquels la végétation est stressée (non-stressés) et les symboles noirs (gris) indiquent les cas où le sol est sec (humide). On rappelle que V et S signifient 




Les modèles RL et Vinnikov ont été comparés sur  le jeu de données synthétique 
généré par SCOPE et utilisé précédemment.  
Le modèle de Vinnikov est décrit comme un modèle à 1 paramètre car le coefficient A 
est défini comme universel (A=-0.0138 K-1). Toutefois, le calage du modèle en ajustant 
uniquement le coefficient D sur les données SCOPE montre que cette paramétrisation n’est 
pas satisfaisante. On trouve en effet, toutes données confondues à 13:00 UTC, R²=0,59 et 
RMSE=0,55°C. 
Les résultats sont très nettement améliorés lorsque les deux coefficients A et D sont 
ajustés lors du processus de calage. On obtient alors R²=0,86 et RMSE=0,3°C. Ces résultats 
demeurent toutefois légèrement en-dessous de ceux obtenus avec le modèle RL, qui, 
rappelons-le, sont : R²=0,9 et RMSE=0,26°C. Cependant, même si statistiquement les 
résultats des 2 modèles sont proches, le modèle de Vinnikov présente de très larges 
faiblesses : la position et l’amplitude du hot spot ne sont pas exactes. Cet effet est illustré par 
la figure 5.3 qui présente 3 rosaces simulées avec SCOPE, avec le modèle RL ajusté et avec le 
modèle de Vinnikov calé en ajustant ses 2 coefficients A et D.  
Ainsi le modèle RL est plus fiable et plus précis que le modèle de Vinnikov. 
 
Modèle SCOPE Modèle RL Modèle de Vinnikov 
   
Figure 5.3 – Rosaces d’anisotropie directionnelle simulées avec le modèle SCOPE (a), le modèle 
RL (b) et le modèle de Vinnikov (c) tous deux calés sur le modèle SCOPE par ajustement de leurs 2 
paramètres. Les paramètres de simulations sont ici LAI=1,5 ; q=0,5 ; Vcmo=25 µmol.m-2.s-1 ; 
rss=200 mol.mol-1 ; pour le jour 174 à 13:00 UTC. 
5.2.4. Application opérationnelle des méthodes paramétriques 
Dans le chapitre précédent, nous avons montré, en nous basant sur la simulation de 
l’orbite quasi-polaire héliosynchrone de la mission THIRSTY, que selon la date, l’orbite 
ascendante ou descendante et la latitude, certaines régions du globe peuvent être ‘vues’ en 
position hot spot. C’est le cas de toute la zone intertropicale.  
Vinnikov et al. 2012 se sont intéressés à la correction de données directionnelles issues des 
satellites géostationnaires GOES-EAST et GOEST WEST. Or nous avons constaté que tous 




spot deux fois par an, en plus d’être soumis à des effets directionnels variables du fait de 
l’évolution de la position solaire au cours de l’année. Par exemple, l’instrument SEVIRI 
(Spinning Enhanced Visible and Infrared Imager) à bord du satellite Meteosat Second 
Génération, ‘voit’ la France en position hot spot entre la fin du mois de Février et la mi-Avril, 
et entre la fin du mois d’Août et la mi-Octobre. Ce résultat a un impact direct sur le 
développement des méthodes simplifiées car il signifie que ces approches doivent 
nécessairement être capables de simuler avec précision les effets d’anisotropie dans tous les 
plans d’observations, y compris dans le plan principal. Ceci milite donc en faveur de 
l’utilisation du modèle RL, plus que du modèle de Vinnikov.  
Nous avons présenté les 2 modèles, RL et Vinnikov, comme des modèles à 2 
paramètres. Cependant, leur formulation sous-entend la connaissance de la température au 
nadir. D’un point de vue opérationnel, ces approches doivent donc être traitées comme des 
approches à 3 paramètres, ce qui revient à résoudre une équation à 3 inconnues. Puisque les 
données satellitaires sont ponctuelles et qu’il est compliqué d’avoir accès simultanément à 
trois mesures de température, la résolution de l’équation pourrait passer par la paramétrisation 
d’1 des 2 coefficients. Dans son article, Vinnikov réussit à contourner ce problème en 
considérant le coefficient A comme universel et en combinant les mesures faites par les 
satellites GOES-EAST et GOES WEST.  
Dans l’article lié à ce chapitre nous avons intégré une brève discussion sur la possibilité de 
calibrer les paramètres ΔTHS et k du modèle RL. Elle est étayée et documentée ci-après. 
5.2.5. Paramétrisation de k et ΔTHS 
Les figures 5.4 et 5.5 illustrent respectivement les variations des deux paramètres ΔTHS 
et k avec le LAI, et ce pour les 4 statuts hydriques définis dans l’étude.  
Pour le jour 174, la variation de ΔTHS avec le LAI suit sensiblement la variation de 
l’indice d’anisotropie défini au chapitre précédent. Cette variation présente une forme de 
parabole dont la valeur maximum est atteinte entre LAI=1 et LAI=2. Les valeurs de ΔTHS sont 
très sensibles à l’évolution de q. Enfin, on note que le couple VW-SW (c’est-à-dire quand la 
végétation et le sol sont humides) présente toujours les plus petites valeurs. La tendance entre 
les autres statuts hydriques est moins bien définie. Pour le jour 79, les variations de ΔTHS avec 
le LAI sont limitées. L’influence de q est tout aussi notable que pour le jour 174. L’effet du 
statut hydrique est très net et ΔTHS suit largement la tendance:  
VD-SW > VD-SD > VW-SW > VW-SD. 
Les variations de k avec les statuts hydriques suivent la même tendance que pour ΔTHS 
(Figure 5.5). On remarque toutefois que les cas VD-SD (végétation et sol secs) et VW-SW 
(végétation et sol humides) donnent des résultats quasi-identiques. La variation de k avec le 
LAI est quant à elle opposée à celle de ΔTHS : c’est un minimum qui est atteint entre LAI=1 et 
LAI=2. De la même façon que pour ΔTHS, k augmente très nettement avec q. Toutes ces 
























Figure 5.4 - Idem que pour la figure 5.2 pour ΔTHS en fonction du LAI à 13:00 UTC. 
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Figure 5.5 - Idem que pour la figure 5.2 pour k en fonction du LAI à 13:00 UTC. 
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La figure 5.6 représente les variations de k 
en fonction de ΔTHS ajustés pour toutes les 
configurations simulées et pour tous les 
horaires (de 10:30 UTC à 15:00 UTC). Il 
semble d’après cette dernière que les deux 
paramètres ne soient pas totalement 
indépendants et une relation du type 
 tend à se dessiner. 
Dans l’approche initialement développée 
par Roujean 2000, k est un paramètre de 
structure étroitement relié au LADF et, de 
fait, au LAI. Dans le cas de couverts 
sphériques, k est asservi au LAI tel 
que . Même si les valeurs 
ajustées lors du calage du modèle sur les 
données SCOPE ne vont pas dans ce sens 
(on ne retrouve pas la 
relation malgré une relation 
nette entre k et le LAI), cette paramétrisation a quand même été testée. Le modèle a alors été 
calé en ajustant uniquement ΔTHS sur les données SCOPE. Les résultats obtenus sont très 
satisfaisants avec, toutes données confondues à 13:00 UTC, R²=0,85 et RMSE=0,32°C. 
La figure 5.7 illustre ces résultats en représentant l’anisotropie simulée par le modèle RL calé 
en ajustant les deux paramètres et en ajustant seulement ΔTHS en fonction de l’anisotropie 
simulée par SCOPE pour chacun des jours 79 et 174. On constate que le modèle RL à 1 
paramètre est également capable de reproduire avec succès l’anisotropie générée par SCOPE.  
 
  
Figure 5.7 – Anisotropie simulée par le modèle RL calé en ajustant les deux paramètres k et ΔTHS 
(symboles noirs vides) et en ajustant uniquement ΔTHS (k=LAI/4 – symboles gris pleins) pour les jours 79 
(a) et 174 (b) à 13:00 UTC en fonction de l’anisotropie générée par le modèle SCOPE. 
 
 
Figure 5.6 - Variations de k en fonction de ΔTHS 
pour toutes les configurations simulées entre 10:30 




La figure 5.8 illustre les variations de ΔTHS en fonction du LAI obtenues lors du 
processus de calage avec pour les cas q=0,01 et q=0,5 et pour les deux journées 
test. On retrouve ici encore une courbe en forme de  cloche avec un maximum atteint pour des 
valeurs de LAI comprises entre 1 et 2. L’impact du paramètre de hot spot est de nouveau 
notable. L’augmentation de ΔTHS atteint jusqu’à 3°C entre q=0.01 et q=0.5 pour le jour 79 
(figures 5.8a et 5.8b). Les effets d’humidité de la canopée sont limités lorsque q=0.01 mais ils 
augmentent lorsque q=0.5. La différence maximale atteinte est de 1,5°C entre la canopée 
totalement humide et la canopée totalement sèche (figure 5.8b). 
Cette paramétrisation, bien qu’efficace pour simuler l’anisotropie de couverts 
végétaux situés aux latitudes moyennes, et donc soumis à des conditions d’éclairement 
spécifiques (θs>21° tout au long de l’année), pourrait s’avérer inadaptée aux effets 
d’anisotropie rencontrés à certaines dates dans la zone intertropicale. Lorsque la géométrie 
d’illumination est telle que le soleil se trouve proche du zénith (θs→0°), ΔTHS est contraint, 
par définition, à tendre vers 0°C. De plus, dans cette configuration, le dénominateur du 
modèle tend lui aussi vers 0. En fixant k à LAI/4, le modèle serait alors totalement verrouillé. 
Nous n’avons pas exploré ce cas de figure ici, mais cette double contrainte (sur k et ΔTHS) 
pourrait donner des résultats incorrects. 
 












Figure 5.8 – Variations de ΔTHS ajusté par calage du modèle où k=LAI/4 en fonction du 
LAI. Les lignes correspondent, de haut en bas, aux ajustements effectués pour les jours 79 
et 174 à 13:00 UTC. Les colonnes représentent les valeurs ajustées dans les cas où q=0.01 






• Dans ce chapitre nous avons évalué les capacités du modèle paramétrique RL à simuler 
les effets d’anisotropie.  
 
• Dans un premier temps, le modèle a été comparé à des données expérimentales mesurées 
sur un couvert urbain et un couvert forestier. Le calage du modèle sur ces données, par 
ajustement de ses deux paramètres, montre des capacités très encourageantes 
(RMSE≤1°C).  
 
• Afin d’aller plus loin dans son évaluation, le modèle RL a été confronté à des données 
d’anisotropie générées avec le modèle SCOPE dans des conditions météorologiques et 
hydriques très variées. La qualité des signatures directionnelles de RL, en amplitude et en 
géométrie, est remarquable. On obtient R²=0 ,9 et RMSE=0,26°C toutes données 
confondues. 
 
• Dans un troisième temps, le modèle RL a été comparé au modèle de Vinnikov qui, à 
l’heure actuelle, est la seule méthode opérationnelle de correction des données 
directionnelles satellitaires. Le modèle RL présente de meilleurs résultats que l’approche 
de Vinnikov. Ce dernier souffre en effet de faiblesses dues à une mauvaise simulation du 
phénomène de hot spot.  
 
• Les satellites à orbite quasi-polaire héliosynchrones ainsi que les satellites 
géostationnaires peuvent observer certaines régions du globe en étant soumis à un effet 
de hot spot. Les approches simplifiées se doivent donc de simuler l’anisotropie 
correctement dans tous les plans d’observation, y compris dans le plan principal. 
 
• Le modèle RL répond favorablement aux exigences rigoureuses d'une chaîne de 
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Measurements of land surface temperature (LST) performed in the thermal infrared (TIR) 
domain are prone to strong directional anisotropy. Instead of detailed analytical physical TIR 
models requiring too much input information and computational capacities, simplified 
parametric approaches capable to mimic and correct with precision the angular effects on LST 
will be deemed suitable for practical satellite applications. In this study, we present a simple 
two parameters model, so-called RL (Roujean-Lagouarde), which shows capabilities to 
properly depict the directional signatures of both urban and vegetation targets within an 
accuracy better than 1°C. This latter value is the RMSE (root mean square error) obtained as 
the best adjustment of the RL model against in situ datasets. Then the RL approach was 
compared to a synthetic dataset generated by the model Soil Canopy Observation, 
Photochemistry and Energy fluxes (SCOPE) in which large variability in meteorological 
scenarios, canopy structure and water status conditions was accounted for. Results indicate 
RMSE ≤ 0.6°C which is a very hopeful result. Besides, the RL model performs even better 
than the popular parametric model of Vinnikov that encompasses two unknowns. The ability 
of RL model to better reproduce the hotspot phenomenon explains this feature. 
The RL model appears as potential candidate for future operational processing chains of TIR 
satellite data because it fulfills the requirements of both simple analytical formulation and 











THERMAL infrared (TIR) measurements are widely used to retrieve land surface temperature 
(LST) which is a useful proxy to derive surface fluxes, especially evapotranspiration. 
However these measurements are prone to strong directional anisotropic effects. Those can be 
defined as the difference between off-nadir and nadir temperatures. Such difference can reach 
up to 15°C according to various authors (Kimes and Kirchner 1983; Lagouarde et al. 2014).  
Efforts have been made in the past to model the TIR radiation anisotropy in following 
geometric, radiative transfer, 3-Dimensional and parametric approaches. A review can be 
found in Verhoef et al. 2007. Duffour et al. 2016b recently demonstrated the ability of the 
Soil-Vegetation-Atmosphere Transfer (SVAT) model SCOPE (Van der Tol et al. 2009) which 
combines a detailed description of both physical and physiological processes to simulate TIR 
directional anisotropy. Actually, TIR data processing is in need of simple models for several 
purposes. First reason is to be able to correct TIR remote sensing data from directional effects 
using a fast and computationally efficient method. For such, one must only consider 
algorithms (i) requiring a few input data and (ii) being analytically interpretable for ease of 
implementation into operational satellite data processing chains. Secondly, simple models are 
very helpful for a rapid assessment of the impact of the angular sampling, which is 
particularly relevant for the design of experimental campaigns with the concern of optimizing 
the instrumental protocol. 
Simple parametric models are attractive in many ways. Because of their limited number of 
input parameters, the inversion procedure is more certain. Another asset is that they can be 
relevant at any spatial scale, in particular when linearity of the model is possible. Moreover, 
parametric models may be more robust to noisy measurements noise compared to 
deterministic models which are affected by the cumulative uncertainties of the large input 
datasets they require. Parametric models can be totally empirical or based on physical 
assumptions. Although parametric models are widely used to correct optical BRDF (Bi-
directional Reflectance Distribution Function), such an approach has not yet been developed 
so far to process and analyze TIR data. One limitation however would be the prescription of a 
priori values for the input parameters, unless their physical meaning may be well determined 
through field experiments for instance.  
When approaching TIR satellite measurements through modeling, a primary assumption is 
that any sensor pixel is the sum of dissociated elementary photometric quantities. These latter 
can be further modeled as a linear combination of mathematical functions sketched by kernels 
being trigonometric functions of the geometry of observation. In the optical domain, the 
kernel approach has been successful to mimic the BRDF (Wanner et al. 1995; Jupp 2000, 
Bréon et al. 2002; Vermote et al. 2009).  In the TIR domain, it has been applied to simulate 
the directional anisotropy of surface emissivity (Snyder and Wan 1998; Su et al. 2002. In 
order to model the radiation anisotropy on TIR signal and further on temperature from 
geostationary satellites observations, Vinnikov et al. 2012 developed a parametric model of 
TIR anisotropy based on only two kernels. 
Generally speaking, the solution to the inverse problem may be obtained by generating first 
Look Up Tables (LUTs) issued from simulations of a sophisticated TIR model, at the cost of 
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some training for initiate some machine learning. Even so, and to our knowledge, this 
possibility has not been evaluated yet in the TIR domain. However, in the context of remote 
sensing applications, the robustness of the solution is indeed a real concern in order to comply 
with possibly noisy and sparse observations. 
This justifies for another approach here consisting in the derivation of analytical expressions 
departing from simplified assumptions on the physics. For instance Roujean 2000 and Bréon 
et al. 2002 have proposed two models of hot spot simplifying the radiative transfer processes 
inside canopies for optical remote sensing applications. In the TIR, Lagouarde and Irvine 
2008 adapted the Roujean 2000 model to derive a parametric expression of directional 
anisotropy requiring two parameters only to be known or adjusted. Lagouarde and Irvine 
2008Lagouarde and Irvine 2008Lagouarde and Irvine 2008A first favorable test was obtained 
against experimental measurements acquired over an urban canopy. The simplicity of the 
model makes it very attractive to characterize the directional anisotropy.  
Nevertheless it still requires to be extensively evaluated. Such is the goal of this paper. In a 
first section the model will be described and its ability to simulate DA over vegetation 
demonstrated. The scarcity of available experimental DA datasets providing both azimuth and 
zenith angular information led us to assess the reliability of the model in a second step by 
testing it against a synthetic dataset generated by a deterministic model, SCOPE, here used as 
a data generator, for a large range of realistic conditions that can be met: structure of the 
canopy, water status, meteorological forcing. A third section finally proposes a comparison 
with the Vinnikov's approach, the only parametric one which has practically been used to 





II. THE PARAMETRIC RL MODEL 
A. Mathematical development  
The RL model has been adapted from the reflectance model proposed by Roujean 2000 by 
replacing the reflectance (see expression 25 in Roujean's paper) by the surface temperature. 
To obey the definition of anisotropy we have adopted (i.e. difference between off-nadir and 
nadir temperatures), the nadir temperature (TN) is introduced which leads to the following 





The difference  (called ΔT) sizes the anisotropy for given zenith viewing 
angle (θv) and viewing azimuth (ϕv). The difference (called ΔTHS) is the 
anisotropy in the hot spot geometry (the subscript HS stand for Hot Spot). θs is the solar 
zenith angle, and ϕ the relative azimuth between sun (ϕs) and observer (ϕv). It is worth 
reminding that what is referred to as 'hot spot' here corresponds to the highest values of 
brightness temperature obtained when the viewing direction coincides with the Sun direction 
(Sun being backward): this is related to the fact that in the exact Sun direction, the target 
displays only sunlit elements which are also the warmest ones. When the viewing direction 
departs from the Sun one, more and more shaded elements can be seen by the sensor and 
contribute to decrease the measured directional temperature. Therefore both hot spot in the 
thermal and in the visible/near (VNIR) infrared spectral ranges are associated to the same 
geometric configuration though somewhat different physical meanings may arise. In the 
VNIR the directional anisotropy is governed mainly by the radiative transfer processes within 
the canopy. In the TIR domain the coupled energy transfers are further added to the physics of 
DA. Indeed these latter govern the vertical profile of the surface temperature within the 
canopy according to its attributes (leaf elements, stems, whorls, etc...) seen by the sensor, 
possibly down to the soil. This explains the dependence of TIR DA with all factors governing 
the energy exchanges: canopy structure (for radiation, but also wind penetration), 
meteorological forcing, water availability for soil evaporation and plant transpiration. In 
addition, thermal inertia effects could also affect the TIR directional anisotropy. But at the 
opposite to urban canopies where a small bias on hotspot vs Sun angles is observed (e.g., 
Lagouarde et al., 2010), there is no impact for vegetation canopies. In this paper, to be 
outlined we only focus on turbid vegetation canopies. We assume it is the case of the urban 
canopy for which Eq. (1) was originally proposed. We shall examine its applicability for 
vegetation in what follows. The case of discrete incomplete canopies such as savannahs for 
instance (Pinheiro et al., 2006), sparse vegetation (Kabsch et al., 2008; Guillevic et al., 2013) 
or row crops (such as vineyards, see Lagouarde et al., 2013) for which TIR directional 
anisotropy displays different patterns will not be investigated here. The function f measures 












In what follows ΔTHS and k are considered to be the two parameters of the model. 
   
Figure  1.  Polar plot (a) of anisotropy as simulated by RL with k=2 and ΔTHS=3°C (the white cross 
indicates the solar position) and corresponding anisotropy in principal plane (b) with k=0.1 (grey) and 2 
(black) and ΔTHS=1°C (full symbols) and 3°C (empty symbols). 
 
Fig. 1 is provided to illustrate the potential of analytical expression (3) to describe the 
anisotropy, with arbitrary prescribed values k=0.1 and 2 and ΔTHS = 1°C and 3°C, and with a 
Sun position (ϕs = 210°, θs = 25°) corresponding to an acquisition time in early afternoon. k 
and ΔTHS have here been chosen only to provide a realistic range of anisotropy values. Fig. 1a 
first shows the directional anisotropy (grey-color coded) simulated by RL (with k = 2 and 
ΔTHS = 3°C). The polar plot representation used in previous papers is adopted here. It 
indicates the viewing direction (relative to the observer position): the radii are oriented 
according to the azimuth view angle ϕv, and concentric circles correspond to zenith view 
angles θv. A way of easily figuring this representation is to imagine and hypothetic observer 
placed on the vertical axis passing through the center of the polar plot and looking at the 
surface in the directions corresponding to those of the polar plot. For instance, if this observer 
looks towards N-NE (ϕv = 30°, with a zenith view angle θv = 25°, a maximum of anisotropy 
will be caught. This is explained by the fact the canopy elements therefore seen are those 
directly facing Sun, which are the warmest ones because of radiation effect. The maximum 
anisotropy effect obtained when viewing the surface in the exact Sun direction, with the Sun 
in the back, is referred to as 'hot spot'. The Sun position is also indicated in Fig. 1a by a white 
cross occupying a position opposite to the hot spot in the polar diagram. The directional 




experimental results (see for instance polar plots of Fig. 2 in this paper, taken from Lagouarde 
et al., 2000 and 2010).  
Fig. 1b displays the anisotropy (i.e. ΔT(θs, θv , 0)  computed following Eq. 3) simulated 
with RL in the solar principal plane for the four cases (k=0.1 & ΔTHS=1°C; k=0.1 & 
ΔTHS=3°C; k=2 & ΔTHS=1°C ; k=2 & ΔTHS=3°C). As expected, ΔTHS governs the anisotropy at 
hotspot while k adjusts the shape of the variations of anisotropy with the viewing zenith 
angles. An increase of k results in a decrease of the anisotropy amplitude over the range of 
variation of θv, with a somewhat sharper shape of anisotropy around the hotspot. This 
behavior was expected, as it is related to the introduction of the f function and also illustrated 
in Fig. 3 of Roujean 2000 paper.  
 
The quantities k and ΔTHS, both referred to as 'parameters' of the RL model, have not 
exactly the same status. According to Roujean 2000 k in the optical domainRoujean 
2000Roujean 2000Roujean 2000 is closely related to the canopy structure, in particular leaf 
area index LAI, and can be approached by LAI/4 for a random foliage (i.e. spherical canopy). 
The possibility of using this approximation for TIR will be examined further in details in 
Section 3.3. The variable ΔTHS quantifying the hot spot phenomenon depends on the 
meteorological forcing imposed at the surface and on the surface water status. Therefore ΔTHS 
is perceived as a variable rather difficult to a priori prescribe. 
 
In this paper, we only focus on demonstrating the ability of the RL model to properly depict 
the directional anisotropy. This is a necessary preamble prior to a validation exercise which 
will have to be performed in a second round. Indeed, this would require us to calibrate the 
model first, i.e. be able to set the k and ΔTHS parameters to any conditions met, which is not 
the case yet; this is discussed at the end of the paper, where guidelines for inversion are 
suggested. Therefore the protocol we followed here simply consists in fitting the RL model on 
available either measured or simulated data by retrieving ΔTHS and k by inversion, to finally 




This section aims at demonstrating the consistency of RL model by a comparison exercise 
against available experimental datasets. The measurements were obtained during 2 field 
campaigns performed over a city (Lagouarde and Irvine, 2008) and a forest canopy 
(Lagouarde et al., 2000). The measurement protocol was based on the use of airborne TIR 
cameras embarked aboard a small aircraft. The cameras were equipped with wide angle lenses 
and were mounted aboard the aircraft with an inclined angle to increase the range of zenith 
viewing angles investigated. Several short flight lines were flown in opposite directions all 
crossing at the centre of the study area (city portion or forest stand). The first line was flown 
in the principal solar plane and the second one within the perpendicular plane. Two additional 
lines were then flown in directions ±45° from the principal plane. The combination of the 8 
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flight segments allows one to obtain TIR directional measurements for zenith viewing angles 
θv up to 60° with a total coverage of all azimuthal viewing directions. The originality of this 
protocol lies in the fact it operates an averaging of both spatial non-homogeneities of the 
study area (streets, yards, squares, small clearings, etc...) and temporal fluctuations (due to the 
turbulence of atmospheric flow, see also Lagouarde et al., 2015). Detailed descriptions of the 
protocol can be found in the 2 above-referenced papers of Lagouarde et al. (2000) and 
Lagouarde and Irvine (2008). 
The urban area was the city centre of Toulouse and was studied in the framework of the 
CAPITOUL experiment (Masson et al.,  2008).  The city centre of Toulouse spreads over an 
area of about 2×3 km. It is densely built with small yards or gardens inside the blocks, and 
only a little vegetation (about 8%) concentrated along a few streets or in parks. Most 
buildings are old and the materials most commonly used are brick for walls and tiles for roofs. 
The mean height of walls is about 15 m. Streets are oriented in all directions and display a 
large variety of widths. A homogeneous study area was arbitrarily delimited by interpreting 
airborne photos; the area was large enough to include all the characteristic elements of the city 
centre and to extract representative TIR anisotropy.  
The second experiment was performed over a pine stand, at Le Bray (44°43'N, 0°46'W), an 
INRA experimental site situated near Bordeaux. It was a large rectangular 350x500 m stand, 
26 years old, with a 17.6 m mean height of trees (in 1996). The density was 518 trees per 
hectare. The mean spacing between trees was 4.7 m. The LAI was about 3.1. The ground was 
not fully covered by the canopy, with a crown cover estimated to be about 70%. Moreover, 
the stand had been planted in rows (about 35° of azimuth from North), but the spacing 
between rows and trees (4 and 4.7 m respectively) being nearly similar, the stand was 
appearing rather homogeneous. 
For each surface 2 sequences of measurements acquired in the middle of the day were 
selected. Table 1 provides the position of the Sun at the beginning and the end of each 
sequence. For every sequence of measurements (i.e. for each experimental polar plot) the fit 
of the RL model and inversion of ΔTHS and k is made on the range [0-50°] of zenith viewing 
angles by step of 1° and in the range [0-360°] by step of 1° for azimuth directions. For this 
purpose, we used the automatic optimization “fminsearch” procedure, proposed in the 
MATLAB optimization toolbox. It is a multidimensional unconstrained non-linear 
minimization procedure, based on the Simplex algorithm (Nelder and Mead - 1965).  
2) Evaluation of RL over a urban canopy 
A first test of the RL model against experimental data had initially been proposed over the 
centre of Toulouse at 2 dates in 2004 and 2005 (October 4th, around 11:00 UTC1 and 
February 25th, around 14:10 UTC). The fall and winter dates made that the hot spot was 
corresponding to rather large zenith solar angles, about 50° and 60° respectively, and the 
model had been fitted against the measured anisotropy close to the principal plane only 
                                                           
1 in this paper, because of  location of sites close to 0° longitude, times can be expressed indifferently in UTC 




(assembling all the measurements in the planes comprised between the principal solar plane 
±3°). The agreement between the measurements and RL simulations as the result of a best fit 
was found quite satisfactory, with correlation coefficients R² of 0.96 and 0.93 and root mean 
square errors (RMSE) of 0.5°C and 1°C for October 4th and February 25th respectively (see 
Fig. 11 of Lagouarde and Irvine, 2008, paper). 
The new results presented here over the same city during the same CAPITOUL experiment, 
but on summer conditions (July 15, 2004) have been obtained by fitting the RL model on the 
whole experimental dataset, i.e. for all azimuth viewing directions (0 ≤ φv ≤ 359°), and for 
zenith viewing angles 0 ≤ θv ≤ 50°.  The results are illustrated in Fig. 2a and Fig. 2b for 11:30 
UTC, and in Fig. 2d and 2e for 14:00 UTC. The general agreement is excellent for both cases. 
The variation of position of the hot spot with the time of the day is also well depicted. 
Nevertheless a spread of high anisotropy values around the hot spot can be observed on the 
experimental data for azimuthal viewing directions towards North, West and East. This 
remains unexplained for time being but it could be related to a few prevailing street directions 
within the city (possibly the two perpendicular 'boulevards' oriented NW-SE and NE-SW 
clearly visible in the aerial photography of the city provided in Fig. 1 of the Lagouarde et al. 
2010 paper). The scatter plots also given (Fig. 2c and 2f) confirm the reliability of the RL 
model. It can be noticed a tendency of RL to underestimate the measurements for zenith 
viewing angles larger than 40°. The deviation of a group of points from the 1:1 line in Fig. 2c 
is clearly related to the spread of the experimental measurements around the hot spot, as 
mentioned just above. Despite this, the directional signatures are very well depicted with 
R²>0.8 and RMSE ≤1°C. 
3) Evaluation of RL over a forest canopy 
Fig. 2g and Fig. 2j display the polar plots of anisotropy measured during 2 flights between 
11:20 and 11:52, and between 12:52 and 13:36 UTC on September 4th 1996 (Lagouarde et 
al., 2000), whereas Fig. 2h and Fig. 2k are the corresponding RL simulations. As for urban 
canopies, the directional variations are correctly represented by RL. The anisotropy simulated 
in the immediate vicinity of the hotspot appears slightly lower than the measured one by 
0.75°C, as shown in the scatterplots provided in Fig. 2i and Fig. 2l. The statistics indicate 
R²=0.65 and 0.81 and RMSE=0.29°C and 0.26°C for the first and second flight respectively. 
The deviation between measured and fitted anisotropy above the 1:1 line noted in Fig. 2i 
corresponds to azimuth viewing directions φv around 320° for which a discontinuity appears 
in experimental data (Fig. 2g). The linear structure of this discontinuity suggests a 
measurement artefact appearing when combining the different axes flown successively and 
possibly affected by different ambient micrometeorological conditions -wind speed in 
particular- inducing variations in surface temperature. A possible effect of row direction (35° 
from North) could also be invoked. However RL fits quite well the experimental data. 
The preliminary consistency tests above presented over a city and a forest canopy 
demonstrate the potential of RL to describe DA, but the scarcity of similar anisotropy data 
over other surfaces and other conditions makes difficult evaluating the RL model further. 
Indeed a recent sensitivity study (Duffour et al., 2015a) demonstrated that TIR directional 
anisotropy is governed by several factors jointly: additionally to Sun position (i.e. season, 
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date, and time of day), canopy structure (i.e. Leaf Area Index, Leaf Angle Distribution 
Function and hotspot parameter), meteorological forcing and surface water status. An 
extensive evaluation of the RL model for a large variety of situations that can be met is 
therefore needed. This can only be based on large simulated datasets. Next section describes 












Figure 2.   Anisotropy measured above Toulouse city between 11:15-11:49 (a) and 13:48-14:23 UTC 
(d) and a maritime pine stand at Le Bray between 11:20–11:52 (g) and 12:52– 13:36 (j) with 
corresponding polar plots obtained with RL model (b-e-h-k) and scatterplots of RL anisotropy versus 
SCOPE anisotropy (c-f-i-l). In these latter, red, green, blue, grey and black points correspond to data 
located in the zenith intervals [0;10], [21;30], [31;40] and [41;50] respectively. The radii correspond 













III. SCOPE GENERALIZATION 
A. The SCOPE model 
The SCOPE model (Van der Tol et al. 2009) is a multi-layer SVAT model developed for the 
combined simulation of directional reflected solar radiation, emitted thermal radiation and 
sun-induced fluorescence signals at TOC (Top Of Canopy) of homogeneous canopies together 
with energy, water and CO2 fluxes. It is based on a combination of several models describing 
radiative, turbulent and mass transfers inside the canopy, taking into account leaf 
biochemistry and aerodynamic processes. The main features of the model are briefly recalled 
here, and for more details, the reader is referred to the original paper. 
The canopy is described through the prescription of 60 horizontal layers for vegetation, and 
1 layer for soil. Classical parameters are used to account for the canopy structure in vegetation 
layers, such as LAI, leaf angles distribution or gap fractions probabilities. Leaves are 
distributed in 13 zenithal per 36 azimuthal directions. The unified 4SAIL model (Verhoef et 
al. 2007) is used to simulate the radiative transfer. It computes net radiation and radiances 
within the [0.4 – 50] µm spectral range. In the optical range ([0.4 - 2.5] µm) the PROSPECT 
model (Jacquemoud and Baret 1990) is used to derive reflectance and transmittance spectra 
for vegetation. For wavelengths beyond 2.5 µm, leaves emissivity is prescribed to 0.97 and 
transmittance is assumed to be 0. For the soil, a reflectance spectrum must be provided. 
The computation of energy fluxes (sensible heat, latent heat, soil heat) and CO2 fluxes is 
based on biochemical and aerodynamic processes. Biochemical processes involve the 
Cowan’s model (Cowan 1977) to compute stomatal conductance and the Farquhar et al. 1980 
leaf photosynthesis model which uses the carboxylation capacity (Vcmo) as input, a parameter 
controlling the photosynthetic capacity. Aerodynamic resistances are computed from the 
Wallace and Verhoef 2000 approach and the soil surface resistance (rss) can be prescribed or 
slaved to soil moisture. 
Additionally to fluxes, SCOPE enables computing directional reflectances in the solar domain 
and directional brightness temperatures in the thermal domain (between 8 µm and 14 µm). 
The directionality results both from the combination of the probability of viewing - or not - a 
leaf or a soil element, and of the probability of being sunlit/shaded for soil or leaves. These 
probabilities are computed for each vegetation layer, which enables estimating the radiances 
emitted by shaded and sunlit leaves and soil seen by the observer in a given direction above 
the canopy. By summing these radiances (for more details see Eq. 28-35 in Van der Tol et al. 
2009) we obtain the directional radiance at top of canopy (TOC), L(θ,ϕ), which is 
transformed into a directional brightness temperature Tb(θ,ϕ)  according to the Stefan-
Boltzmann equation: 
 (4) 
where σ is the Stefan Boltzmann constant (5.67.10-8 W.m-2.K-4).  
The ability of SCOPE to simulate the energy fluxes as well as TIR directional brightness 
temperatures and directional anisotropy at TOC was evaluated by Duffour et al. 2015. These 
authors first compared the results of simulations to two ground experimental datasets 
azimuth angles are referred to north (ϕv=0) and counted clockwise. The black segment indicates the 
position of the Sun (opposite to the hot spot) during the measurements. 
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measured on winter wheat and a maritime pine stand for which latent and sensible heat fluxes 
with CO2 assimilation were available. Complementary to these data directional brightness 
temperatures were measured towards North and South on the winter wheat site. On the 
maritime pine stand, a set of measurements of the directional brightness temperature was 
made towards West, and a second set was made with measurements made at hot spot, the 
radiothermometer being mounted on a motorized platform slaved to Sun position all along the 
day. A mean RMSE of about 30 and 50 W.m-2 was found for latent and sensible heat fluxes 
respectively, while for directional brightness temperatures, the RMSE ranged between 1 and 
1.5°C. A second part of the study demonstrated that the SCOPE model could qualitatively 
simulate directional signatures of anisotropy (difference between off-nadir and nadir 
temperatures) successfully. This comparison was made against the forest canopy dataset used 
in Section II.2. 
B. Generation of a synthetic dataset 
Using SCOPE as a data generator we created a synthetic dataset of TIR directional 
anisotropy in a large range of conditions. This is the dataset which has been used by Duffour 
et al. 2016a to study the sensitivity of directional anisotropy to its governing factors. The 
values prescribed to these factors are recalled here for the sake of convenience. SCOPE 
simulations were made at 13:00 UTC for two days under cloud free conditions close to spring 
equinox (DoY 79) and to summer solstice (DoY 174). These dates were chosen to have a 
large change both in forcing global radiation and solar position. We also run simulations on 
DoY 354 (close to winter solstice) but anisotropy revealed to be very low at this season (no 
more than 0.5°C) on the range of zenith viewing angles considered in this study (θv<50°), due 
to a low global radiation and a position of hot spot located at large zenith angle (>65°); the 
results obtained on this day were considered as non-significant and therefore discarded here. 
We focused on the 13:00 time because it corresponds to the overpass time we anticipate for a 
future TIR spatial mission (Lagouarde et al., 2013). We consider that limiting the dataset to a 
single time does not alter its representativeness as the variability of forcing conditions 
throughout the day is likely to be partly reproduced through the variability between dates.  
The main input meteorological data (global radiation, longwave downward radiation, and air 
temperature and humidity) were taken from the Auradé station, located near Toulouse 
(France) (Béziat et al. 2009, http://www.cesbio.ups-
tlse.fr/data_meteo/index.php?perma=1378392362), which constrains our study at ~45° 
latitude. The wind speed was set at a constant value of 2 m.s-1 since Duffour et al. 2016a 
found that its impact on anisotropy was low, contrary to other conditions such as surface 
water status or global radiation. We simulated a 1 meter height canopy with a spherical leaf 
angle distribution function. Different canopy structures were created by prescribing 6 Leaf 
Area Index (LAI={0.5, 1, 1.5, 2, 3, 5}) and 4 values of the hot spot parameter q defined as the 
ratio between leaves size and height of the canopy (0.01, 0.05, 0.1 and 0.5). 4 water statuses 
are considered. For vegetation, the maximum of carboxylation, Vcmo (a parameter related to 
the photosynthetic activity and therefore to the stomatal conductance), is prescribed at 125 
and 25 µmol.m-2.s-1 to simulate high and low stomatal conductance respectively, i.e. to 
simulate well-watered and dry conditions. For the soil, the surface resistance (rss) is set at 200 
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and 2000 s.m-1, which corresponds to wet and dry conditions respectively. The resulting 
simulated dataset is composed of ~200 cases. For each of them the anisotropy is computed for 
all directions from 1° to 360° and from nadir to 50° zenith by steps of 1°. The limitation in 
zenith is justified since it corresponds to maximum scan angle of current large swath 




Figure 3. Anisotropy simulated with the adjusted RL model versus anisotropy simulated with SCOPE 
using q=0.01 (a), q=0.05 (b), q=0.1 (c) and q=0.5 (d). Black squares and grey points correspond to 
data simulated on DoY 79 and DoY 174 respectively. 
 
Fig. 3a-d exemplify the anisotropy obtained with the RL model adjusted on data from SCOPE 
model for the complete dataset, separating the results according to the hot spot parameter 





The strong impact of q parameter is conspicuous. It first appears that there is a global 
agreement between the RL and SCOPE simulated values, and that the range of anisotropy 
values increase with q. Nevertheless for q values up to 0.1 (Fig. 3a-c), and particularly for 
q=0.05 and q=0.1, we can observe that a deviation from the 1:1 line appears, which 
corresponds to SCOPE anisotropy values larger than 2°C. It has been checked that these 
correspond to points situated in the vicinity of the hot spot. This can be explained that, in 
those cases, the shape of the hot spot is rather sharp and cannot be accurately described with 
Eq. 1. Despite the representation may be misleading, the density of points within the greyish 
and black areas deviating from the 1:1 line in Fig. 3b and Fig. 3c, is in fact not so important. 
For q=0.5, the agreement between RL and SCOPE is excellent. The computation of the 
RMSE and the R² confirms the global quality of the fit of RL against SCOPE:  R² increases 
with q from 0.65 for q=0.01 to 0.98 for q=0.5, while RMSE decreases from 0.32°C for q=0.01 
to 0.19°C for q=0.5.  RMSE is equal to 0.28°C and 0.26°C for q=0.05 (Fig. 3b) and q=0.1 
(Fig. 3c) respectively. However, although a large range of values can be found in literature for 
the q parameter in the context of the simulation of directional reflectance in the solar domain, 
there are no indications about the possibility of prescribing them directly to the TIR domain. 
 
Another illustration of the ability of RL 
model to describe the anisotropy 
satisfactorily, and simultaneously a 
confirmation of the limited weight of 
discrepancies in the hot spot region is 
given in Fig. 4a which shows the histogram 
on the deviations between RL and SCOPE 
data (full dataset included). It is centered 
on 0°C and shows a slight asymmetry. The 
very small peak appearing on the left side 
corresponds to hot spot data and indicates 
that less than 1% of the differences 
between RL and SCOPE are lower than -
0.6°C. The other peak on the right side of 
the histogram corresponds to data for 
which RL overestimates SCOPE 
anisotropy by more than 0.6°C. 
Owing to an optimum retrieval of the two parameters of the RL model, TIR directional 
anisotropy is nicely reproduced compared to SCOPE data. A thorough analysis of the 
retrieved parameters ΔTHS and k shows that such information cannot be set to a priori values 
since they don’t follow obvious trends as a function of the main drivers of anisotropy, i.e. 
global radiation, canopy structure and water status. As mentioned previously, Roujean 2000 
demonstrated that in its expression derived to simulate optical hot spot BRDF, the parameter k 
could be set to LAI/4 for spherical canopies. In the present exercise the retrieved k values 
were varying with LAI and q without making possible to find a simple parameterization of k. 
Moreover k took negative values for some cases with q=0.01 on DoY 174 and with q up to 0.1 
 
Figure  4.  Cumulative histogram of the absolute 
difference between RL and SCOPE data. 
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on DoY 79. In the present status of our study we therefore could not prescribe k to LAI/4, 
which made necessary fitting both k and ΔTHS in the inversion of the RL model. Nevertheless 
we suggest further research to be done here. Indeed the attempts of inversion we made with 
k=LAI/4 were not accurate enough, but several reasons could be argued: is it because the 
input parameters have been crossed in SCOPE without any constraints, so generating 
unrealistic situations? Is it because of a lack of realism in the SCOPE simulated hot spot, 
which is difficult to assess because not documented in literature to our knowledge?  
We have shown that RL performs well in a case study with meteorological data (in particular 
Sun zenith angles) which can be met close to 45° latitude. One can wonder if it could be used 
in the inter-tropical zone where the sun is at zenith (θs=0°) twice a year. Indeed in such 
geometrical configuration, ΔTHS tends to 0°C since the hot spot position and the nadir 
coincide. This result must be studied more in details with real datasets measured at these 
latitudes but, in the framework of this study, we cannot conclude on the possibility to 




IV. COMPARISON BETWEEN RL AND VINNIKOV 
CAPABILITIES 
A. The Vinnikov kernel approach 
Vinnikov et al. 2012 developed a parametric model based on three kernels designed to 
normalize LST measured by satellites: 
 
(5) 
with T  the temperature (in Kelvins) measured off-nadir and Tnadir the temperature at 
nadir (in Kelvins). The first term ‘1’ plays the role of the ‘isotropic’ kernel, i.e. it enables 
setting the ratio  to 1 when  is measured at nadir. 
E(θv) and S  are described as an ‘emissivity’ kernel  as a ‘solar’ kernel respectively. 
They are given by: 
 (6) 
 (7) 
A and D are the corresponding coefficients of the emissivity and solar kernels. Vinnikov et al. 
2012 proposes a universal value for A (A=-0.0138 K-1) which results in a one parameter 
model, D becoming the only parameter to adjust. 
Currently this model is the only one which might correct satellite data from directional 
effects. RL could also appear as a candidate for this purpose. This is why the two approaches 
are now compared.  
B. A comparison between RL and Vinnikov capabilities 
This comparison aims at evaluating the differences between the two models and at studying 
the possible efficiency of RL to correct satellite LST measurements. The synthetic dataset 
generated with SCOPE and introduced in Section III.A is taken as the reference. 
Vinnikov et al. 2012 suggest the A parameter of their model to have a universal value, which 
makes this approach a 1- parameter approach contrary to RL which requires two parameters k 
and ΔT to be known. However, the Vinnikov model can also be used as a two parameters 
approach as done in Pires et al. 2015. Three results of modeled anisotropy are therefore 
compared: 
• RL adjusted by retrieving both k and ΔT  
• Vinnikov adjusted by retrieving only D (with A = -0.0138 K-1) 
• Vinnikov adjusted by retrieving A and D. 
The two approaches don’t use exactly the same definition of anisotropy: Vinnikov et al. 2012 
defines it as the ratio between off-nadir to nadir temperature while RL considers anisotropy as 
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the difference between these. For an easier interpretation of the results we preferred to use this 





Fig. 5. Anisotropy simulated with RL (black) and Vinnikov (grey) models against SCOPE simulated 
anisotropy for DoY 79 (a & c) and 174 (b & d). In (a) & (b) Vinnikov model is adjusted on D only 
(A=-0.0138 K-1) while in (c) & (d) it is adjusted with A and D free. 
 
Fig. 5 displays the anisotropy as simulated by the two models as a function of anisotropy 
simulated by SCOPE. The results obtained with Vinnikov's model adjusted on D only for  
DoY 79 and 174 are given in Fig. 5a-b respectively. The two corresponding lower figures (5c 
and 5d) are for Vinnikov adjusted with two parameters. Whatever the DoY, the model of 
Vinnikov displays much more dispersion than the RL model when A is prescribed to -0.0138 
K-1. Statistics confirm that RL performs better than Vinnikov with RMSE between SCOPE 





Vinnikov. Similarly the correlation coefficients R² between SCOPE and RL are 0.84 and 0.92 
for DoY 79 and 174 respectively (R²=0.9 for the whole dataset) against 0.59 and 0.65 between 
SCOPE and Vinnikov. The comparison of Fig. 5a-b on the one hand against Fig. 5c-d on the 
other hand clearly shows that prescribing A seems to be too much constraining in the general 
case. The fact it appeared satisfactory in the Vinnikov's paper could possibly be explained by 
the particular case study of geostationary satellite data for which the large pixel scale induces 
a smoothing effect and less dispersion in the resulting directional variability. This smoothing 
effect results from two different sources. First the spatial variability of the land use (patch of 
fields for instance) often being at a much lower scale than the pixel size, mixed geostationary 
satellites pixels tend to appear rather similar, which is likely to reduce possible impact of 
misregistration errors when associating pixels from two different satellites at different view 
angles. Second, as recently shown by Lagouarde et al. (2015), the limitation of surface 
temperature temporal fluctuations (i.e. uncertainty) induced by atmospheric flow turbulence 
over large pixels could also be invoked. Fig. 5c and 5d show that the performances of the 
Vinnikov's model are significantly improved when fitted using the two A and D parameters 
and RMSE become 0.23°C and 0.35°C for DoY 79 and 174  respectively (RMSE=0.3°C 
when the whole dataset is compared) and R²=0.86 for each day. For DoY 79, statistics of 
Vinnikov approach are even slightly better than for RL. Nevertheless the results remain better 
with the RL model. In particular, despite difficulties in both cases, the simulation of the 
anisotropy in the vicinity of the hot spot (which corresponds to the points deviating under the 
1:1 line) is of poor quality with the Vinnikov's model. Indeed, Eq. 5 fails to depict the hot spot 
correctly.  
 
Fig. 6 helps to understand this issue: it 
shows that the zenith angle for which the 
maximum of anisotropy is simulated does 
not correspond to the solar zenith angle, 
whereas it should according to the 
definition of the hot spot. 
Finally, it seems that the two models 
should rather be used as two parameters 
approaches. Indeed, with the prescription 
A=-0.0138K-1, the performances of the 
Vinnikov model are not satisfactory and 
lower than the RL model. We also note that 
Pires et al. 2015 don’t follow this 
prescription and they propose to use the 
Vinnikov model as a two parameters 
approach, with A and D to adjust. 
 
 
Figure 6. Zenith angle for which the maximum of 







The issue which prevents the Vinnikov approach from being efficient to correct anisotropy 
close to the hot spot is due to the fact it has been empirically derived and not tested in a large 
panel of cases. Even if the RL approach can also be considered as empirical (because based 
on the assumption that optical and TIR anisotropy behave identically), it has been derived 
from a model developed for the solar domain which is based on physical considerations, not 
wavelengths dependent, and fully justified in Roujean 2000. Especially the introduction of the 
‘distance’ between the sun and view directions (Eq. 2) seems to be essential for the quality of 
such a simplified method. This is confirmed by Jupp 2000, who discusses the interest of  
introducing the phase angle in kernels development. The lack of such an angle in Eq. 5 is 
likely to severely weaken the Vinnikov model. 
Nevertheless, a mathematical indetermination appears in RL formulation when the sun is at 
nadir (θs=0°) because the denominator in Eq. (1) becomes 0, which makes the computation of 
anisotropy impossible. This particular geometry occurs only twice a year only in the 
intertropical zone. In this case, the nadir viewing and hotspot position coincide, leading to 
ΔTHS = 0, with negative values of anisotropy for other viewing geometries. A study remains 
to be done in order to evaluate how to cope with this caveat for practical applications. 
Nevertheless, preliminary tests have been made fitting the RL model on a directional 
anisotropy dataset generated with SCOPE over Congo (4.5°S, 12°E) using an input 
meteorological dataset available at the laboratory, with a date and time chosen (DoY 228, 
October 8, 11:00) for having a solar zenith angle close to 1°. The results revealed very 
promising with an excellent fit of RL on SCOPE simulations still being possible, but further 
work is required for confirmation. 
A common caveat of RL and Vinnikov's approaches is their non-reciprocity. The reciprocity 
is a mathematical property which expresses that a multi-variables function remains invariant 
by inverting two of its variables. In our case the reciprocity should be verified by inverting 
solar and viewing zenith angles: the shadows created by the sun would become hidden 
elements for an observer, and conversely. Kernel models developed in the solar domain 
always verify this condition, and we might suppose that it is true in TIR. However, neither 
Vinnikov nor RL verifies the reciprocity. The first because of its empirical development, and 
the second, contrary to  the model initially developed by Roujean 2000, because of the 
definition of anisotropy which is referred to nadir. 
Finally, as both RL and Vinnikov's model have been tested against SCOPE-simulated 
anisotropy data, the question rises if the confidence in the results of this exercise cannot be 
biased by the quality of SCOPE. In particular the prescription of the hot spot parameter in 
SCOPE might be questionable. The definition of the thermal hot spot shape is little 
documented in literature and requires further research and experimental characterization. 
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Despite the aforementioned limitations we can notice that RL and Vinnikov's approaches 
implicitly take into account the main drivers of anisotropy (Duffour et al. 2016a), on the one 
hand the meteorological forcing (which governs ΔTHS and Tnadir) and on the other hand the 
canopy structure (through the k parameter and the ‘emissivity’ kernel). 
B. Applications of RL to field and satellite data 
1) Qualitative assessment of field measurements 
Additionally to remote sensing, several applications can be found to the RL model. By 
easily allowing one to qualitatively assess the directional variability of thermal anisotropy, it 
can help to design ground experiments for determining the optimum setting of TIR 
radiometers or cameras according to FOV, inclination angle of instruments, location and time 
of year for instance, and to anticipate the meaning and the quality of measurements. 
2) Qualitative assessment of anisotropy on satellite data 
The RL model can help to define some specifications for future LEO missions in the 
thermal infrared, in particular the combined choice of overpass time and orbit inclination. 
Figure 7 shows the possible positions of the hot spot throughout the day, between 8:00 and 
16:30 UTC, and throughout the year, between winter and summer solstices, at three latitudes, 
Equator, Northern Tropic and 45° North (the longitude is 0°). The positions of the hot spot at 
particular local times 10:30 (approximately Landsat and MODIS/TERRA overpass), 13:30 
(NOAA/AVHRR, MODIS/AQUA, SUOMI NPP and planned future missions overpass) and 
16:00 have been indicated by different symbols. Also indicated by arrows the direction of 
scan lines for a polar orbiting mission for two orbit inclinations. To reduce the impact of 
directional anisotropy effects on measurements it is preferable that the scan line be as close to 
the perpendicular solar plane as possible : it both minimizes the amplitude of anisotropy and 
makes it symmetrical on each side of the satellite ground track. In therefore can be seen in 
Fig. 7 that an orbit inclination according to a flight azimuth > 0 (resp. < 0) is recommended 
for an overpass in the beginning of the afternoon at 13:30 (resp. in the mid morning at 10:30). 
At the North Tropics (Fig. 2b), the same holds for winter months, but for summer months, the 
measurements are prone to hot spot effects whatever the orbit inclination. Similarly, close to 
the Equator the previous recommendation still holds, but for spring and autumn months. In 
the Southern hemisphere (figures not presented), the position of the hot spot displaces in the 
opposite direction so that the same analysis can be made and that the same recommendation 
remains valid.  
The RL model could reveal particularly useful to a first qualitative assessment of directional 
effects for the ECOSTRESS (http://ecostress.jpl.nasa.gov/) mission consisting of installing 
the Prototype HyspIRI Thermal Infrared Radiometer (PHyTIR) instrument aboard the 
International Space Station (ISS). Indeed its low inclination orbit (~51.6°) and the fact it is not 
Sun-synchronous make that a very large range of viewing geometries is met, with azimuth 
view angles in all directions and zenith view angles corresponding to the maximum scan 




Fig. 7. Hotspot position from 8:00 to 16:30 UTC for a pixel located at latitudes 0° (a), 23° North (b) 
and 45° North (c) for summer (dashed lines) and winter (solid lines) solstices. Circles, triangles and 
squares indicate the hot spot position at 10:30, 13:30 and 16:00 UTC. AA’ and DD’ are the scan 




The inversion problem remains to be solved before the RL model can be practically used 
for correcting satellite data from DA effects. In the VNIR domain, the assumption that -apart 
from some phenological stages- the vegetation canopy does not display too rapid changes 
over periods of a few days. This generally allows acquiring measurements from satellite of the 
same surface under different viewing angles, which facilitates the inversion of simple models 
such as kernels to estimate anisotropy effects and correct for them. This is not possible in the 
thermal infrared, because the surface temperature is continuously varying with forcing 
conditions (meteorological variables) and water status (rainfall, irrigation). Vinnikov could 
solve this problem by combing 3 measurements from geostationary satellites GOES E and 
GOES W over US, both at nighttime and daytime, to determine the 2 kernel coefficients and 
the nadir temperature. Such an approach is impossible for other locations, such as Europe or 
Africa, observed by only one geostationary satellite. The problem remains entire with LEO 
satellites for which only single measurements over a given pixel can be obtained and for 
which the combination with data from geostationary system is made unrealistic by the 
differences in spatial resolution. To cope with the problem of directional anisotropy in recent 
projects, such as MISTIGRI or THIRSTY, it has been proposed to set the orbit ground track, 
so that every point at the Earth surface is always observed under the same viewing angles. 
Despite the contribution of the variation of Sun angles throughout the year cannot be 
eliminated, this specification has been set to facilitate the analysis of temporal series of 
surface temperature at a given location. To correct for TIR DA with such an orbit, it could be 
suggested to take advantage of spatial variability instead of temporal variability as for VNIR 
domain, performing the inversion on a few pixels with the same vegetal canopy selected along 
the scan line; nevertheless this obviously requires some assumptions to be done -same water 
status, similar forcing conditions in particular- and to correct for differences in local time. 
Despite these assumptions appear rather constraining, it should be worth to be tested with the 






The need for correcting satellite LST measurements from the directional effects incites to 
develop simple methods which could be implemented into satellite data processing chains. 
The simple directional anisotropy model proposed in this paper (and referred to as 'RL') is 
adapted to continuous turbid canopies; it requires two parameters (ΔTHS representing the 
anisotropy at hotspot and k more related to the canopy structure) to be known. We first 
demonstrated its ability to reproduce TIR directional signatures by fitting it against 
experimental datasets over a urban canopy (Toulouse city) and over a forest canopy (maritime 
pine stand). Results were very encouraging with a satisfactory simulation of the hot spot and 
RMSE values estimated over a large range of viewing directions (all azimuth directions, 
zenith viewing angles up to 60°) lower than 1°C. Then, in a purpose of generalization, the RL 
model was tested against SCOPE simulated data crossing different input conditions of 
meteorological forcing, structure of the canopy and water status of soil and vegetation, to 
simulate most of the situations which can practically be met. On the range [0-50°] for θv and 
[0-360°] for φv, the agreement was rather good with a RMSE ≤ 0.6°C. Some discrepancies 
were observed in the vicinity of hot spot, the RL model being unable to simulate very sharp 
hot spot shapes accurately. However, the modeling of the hot spot and the extreme sensitivity 
of SCOPE to the hot spot parameter q still pose problem. A better knowledge of hot spot is 
therefore essential to assess the performance of RL. We also pointed out the fact that when the 
hotspot and the nadir coincide, i.e. when the Sun is at zenith (θs=0°), the RL model is 
undetermined. A study must be carried out to evaluate the behavior of the model in this 
particular configuration which occurs twice a year in the whole inter-tropical zone.  
Simple parametric approaches to correct satellite LST measurements are still rare and the 
method proposed by Vinnikov et al. (2012) is currently the only one available to our 
knowledge. This method was compared to the RL model using the same SCOPE simulated 
anisotropy dataset. The RL model reveals more efficient than Vinnikov's one to simulate DA, 
in particular close to the hot spot where the latter fails, probably because of unadapted 
kernels. Nevertheless, despite some constrains - study areas seen by 2 satellites 
simultaneously and far enough from hot spot - the Vinnikov's approach has the advantage of 
easy inversion and realistic results, and it has already been implemented for practical 
correction of geostationary satellite data. 
The RL model is more satisfactory on the conceptual plan and brings a much better 
description of DA close to hot spot. It has been shown that, in its present state, it can help to 
qualitative assessments of DA for various purposes : preparation of field experiments, critical 
analysis of measurements found in literature, help to the definition of spatial missions. 
Significant research work remains to be done to make it a practical tool for correcting DA on 
satellite data. Several directions currently explored at the laboratory are just briefly evoked 
here.  
First, ancillary data could be introduced to improve the RL model. The air temperature is a 
candidate as the water status is indirectly related to actual evaporation itself linked to the 
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difference between surface and air temperature. Similarly VNIR anisotropy derived from 
VNIR measurements could provide an information linked to the canopy structure.  
Second, efforts are made to improve the understanding of the hot spot phenomenon, and field 
experiments using UAVs are undertaken for this purpose. Finally, strategies to develop 
inversion methodologies of RL to correct DA for LEO satellites are studied to cope with the 
impossibility of acquiring imagery simultaneously in different viewing conditions. A possible 
approach could be to perform the inversion over fields with identical crops seen under 
different viewing angles, but assumed to have similar surface temperature. These studies 
should open up the way to the implementation of the RL algorithm in the processing of data 
from satellites such as MODIS, SUOMI NPP, or future high spatial resolution/high revisit 


















L’objectif de cette thèse était de modéliser les effets d’anisotropie directionnelle qui 
affectent les mesures de température de surface dans l’infrarouge thermique (IRT). La 
maîtrise de ces effets est indispensable pour améliorer l’interprétation des mesures satellitaires 
de température de surface, en particulier pour le suivi du bilan d’énergie des surfaces et 
l’estimation des flux convectifs (chaleur latente et chaleur sensible), avec, in fine, des 
applications au suivi du fonctionnement des agroécosystèmes. Pour cela, il est nécessaire de 
disposer d’outils de modélisation des effets directionnels, de caractériser l’anisotropie  
susceptible affecter les mesures satellitaires et de développer, évaluer et calibrer des 
approches simplifiées ayant pour but d’être intégrées dans des chaînes de traitements 
satellitaires. Le projet de mission spatiale CNES-NASA THIRSTY (Crebassol et al. 2014) 
dans l’IRT a fourni le cadre de ce travail de thèse. 
 
Si les effets directionnels ont fait l’objet de nombreuses études depuis les années 1960, 
l’analyse de l’état de l’art a permis d’évaluer les manques actuels et ainsi de dessiner les 
contours de ce travail.  
Malgré de très nombreuses études expérimentales, les jeux de données sur couverts végétaux 
continus sont disparates (directions de mesures privilégiées) et permettent difficilement 
d’explorer de larges gammes de variations des facteurs pilotant l’anisotropie. Il est ainsi 
clairement apparu la nécessité de disposer (i) d’un modèle déterministe qui permette d’étudier 
finement les effets d’anisotropie et (ii) de méthodes simplifiées qui soient faciles à mettre en 
œuvre afin de répondre aux contraintes des chaines de traitement satellitaires. Parmi les 
nombreux modèles disponibles dans la littérature, nous avons choisi d’utiliser le modèle 
déterministe SCOPE du fait de la prise en compte et de la description détaillée des 
interactions entre les divers processus énergétiques, radiatifs, turbulents et biochimiques qu’il 
propose. 
Dans ce travail de thèse, nous nous sommes concentrés sur la caractérisation des facteurs qui 
pilotent l’anisotropie dans l’IRT avec le modèle SCOPE et l’évaluation d’une méthode 
simplifiée de simulation des effets directionnels. Les travaux présentés dans cette thèse ont 
ainsi permis de : 
9 Évaluer l’impact relatif des facteurs qui pilotent l’anisotropie  
9 Documenter des ordres de grandeur d’anisotropie aux latitudes moyennes 
9 Montrer la faisabilité de la simulation de ces effets d’anisotropie à partir 
d’approches simplifiées.  
6.1. Résumé et résultats principaux 
La thèse s’est déroulée autour de trois chapitres articulés comme suit :  
• Dans un premier temps, le modèle déterministe multicouches SCOPE a été évalué à la 
fois sur ses capacités à simuler les flux d’énergie, les températures de brillance 
directionnelle et l’anisotropie directionnelle. (Chapitre III)  
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Les flux d’énergie et les températures de brillance directionnelles simulés avec 
SCOPE ont été comparées à des mesures effectuées sur du blé d’hiver et sur une forêt 
de pins maritimes. Les résultats se sont avérés très satisfaisants. Les RMSE n’excèdent 
pas 65 W.m-2 sur le flux de chaleur sensible, 20 W.m-2 sur le rayonnement net, 30 
W.m-2 sur le flux de chaleur latente et 5 µmol.m-2.s-1 pour l’assimilation de CO2. Pour 
les températures, les RMSE varient entre 1,1°C et 1,4°C. 
La capacité de SCOPE à simuler l’anisotropie directionnelle dans l’IRT a été évaluée 
de façon qualitative par comparaison à des mesures aéroportées réalisées au-dessus 
d’une forêt de pins maritimes. SCOPE s’est révélé capable de restituer les signatures 
directionnelles mesurées (position et largeur du hot spot, gammes de variation de 
l’anisotropie) de façon satisfaisante. SCOPE constitue ainsi un excellent outil d’étude 
de l’anisotropie mis en œuvre par la suite (Chapitre IV). 
 
•  Nous avons identifié et étudié la sensibilité relative de plusieurs paramètres et 
variables (reliés au forçage météorologique, à la structure de la canopée et à l’état 
hydrique du sol et de la végétation) sur l’anisotropie. Cette étude de sensibilité a été 
menée à partir de données expérimentales acquises sur un site français (situé près de 
Toulouse) membre du projet CarboEurope (Dolman et al. 2006). La situation 
géographique du site implique des contraintes sur les positions solaires (θs) et le 
rayonnement incident (Rg) à la surface. Les résultats sont donc représentatifs d’une 
canopée située aux latitudes moyennes. La structure est prise en compte au travers des 
angles d’insertion foliaire (LADF), du LAI et du paramètre de hot spot (q). Pour 
l’humidité, nous avons choisi d’investiguer des cas extrêmes de sols secs et humides 
associés à de la végétation sèche et humide. Pour les couverts planophiles et 
sphériques, l’impact relatif des facteurs testés peut se résumer ainsi : 
 
La gamme extrême des valeurs possibles d’anisotropie aux latitudes moyennes a pu 
être établie. L’amplitude des effets directionnels dans le plan perpendiculaire peut 
atteindre 3,5°C. Dans le plan principal, ces effets atteignent jusqu’à 11°C.  
 
• Finalement, un modèle paramétrique, issu de travaux dans l’optique et ayant fait 
l’objet d’un premier test d’adaptation dans l’IRT pour les milieux urbains, a été 
évalué. (Chapitre V) 
La capacité de ce modèle RL (du nom des auteurs Roujean 2000; Lagouarde and 
Irvine 2008) à reproduire les signatures directionnelles de couverts urbains et végétaux 
a été étudiée avec des données expérimentales mesurées sur la ville de Toulouse et sur 
un couvert de pins maritimes. Les résultats obtenus après calage du modèle, en 
ajustant ses deux paramètres, sur les données mesurées ont confirmé les qualités de 
cette approche. Afin d’aller plus loin dans son évaluation, nous avons utilisé un jeu de 
données d’anisotropie généré par le modèle SCOPE. La diversité des simulations a été 
obtenue en faisant varier les paramètres d’entrée dans une gamme la plus large 
possible, tout en restant réaliste. Ceci résulte en un jeu composé de 192 conditions 
pour lesquelles l’anisotropie est calculée dans toutes les directions d’observations, et 
pour des zéniths allant jusqu’à 50°. 
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Après calage des deux paramètres du modèle RL sur les données SCOPE, la 
comparaison des simulations montre que 60% des différences entre les deux modèles 
sont inférieures à 0,1°C et 90% sont inférieures à 0,4°C.  
Enfin, les capacités du modèle RL ont été comparées à celles du modèle de Vinnikov, 
une approche paramétrique de type kernel développée afin de corriger les données 
satellitaires de façon opérationnelle (la seule approche alternative à notre 
connaissance).  Les deux modèles ont été comparés sur le même jeu de 192 cas généré 
par SCOPE. 
L’approche RL présente des résultats statistiques légèrement meilleurs que 
Vinnikov (RMSE=0,26°C et R²=0,9 pour RL contre RMSE=0,3°C et R²=0,86 pour 
Vinnikov). De plus, l’approche de Vinnikov, contrairement à l’approche RL, est inapte 
à restituer le phénomène de hot spot.  
Ainsi, même si à l’heure actuelle elle n’est pas totalement opérationnelle, le modèle 
RL présente des qualités qui en font un candidat à la correction des effets directionnels 
dans les chaines de traitements satellitaires. Nous recommandons donc son utilisation 
dans les études ultérieures. 
 
 Les études menées lors de ce travail de thèse ont donné lieu à trois publications : 
[1] C. Duffour, A. Olioso, J. Demarty, C. Van der Tol, and J.-P. Lagouarde, “An 
evaluation of SCOPE: A tool to simulate the directional anisotropy of satellite-measured 
surface temperatures” Remote Sens. Environ., vol. 158, pp. 362–375, Mar. 2015. 
 
[2] C. Duffour, J.-P. Lagouarde, A. Olioso, J. Demarty, and J.-L. Roujean, “Driving 
factors of the directional variability of thermal infrared signal in temperate regions” Remote 
Sens. Environ., vol. Under revision. 
 
[3] C. Duffour, J.-P. Lagouarde, and J.-L. Roujean, “The RL parametric model as a 
simplified approach to simulate TIR directional effects for remote sensing applications” 
Remote Sens. Environ., vol. Submitted. 
6.2. Faits marquants ­ Highlights 
Ce travail de thèse a permis d’obtenir des résultats originaux récapitulés ci-après : 
• SCOPE simule avec succès les flux d’énergie, les températures de brillance 
directionnelle et l’anisotropie directionnelle dans l’IRT. Il est toutefois nécessaire 
de calibrer avec précaution certains paramètres clés. 
• Le modèle SCOPE peut être utilisé comme outil d’étude de l’anisotropie 
directionnelle dans l’IRT. Cette utilisation permet d’explorer les signatures 
directionnelles de nombreux types de couverts végétaux soumis à des conditions 
météorologiques et hydriques variées.  
• Le modèle SCOPE peut être utilisé en tant que générateur de données 
d’anisotropie directionnelle dans l’IRT. 
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• Le forçage météorologique, la structure de la canopée et l’état hydrique sont les 
pilotes de l’anisotropie dans l’IRT. Les variables couplées, rayonnement global et 
position solaire, sont les moteurs de l’anisotropie. Le LADF, le LAI et le 
paramètre de hot spot jouent un rôle clé sur les probabilités d’observation et 
d’éclairement des éléments de la canopée. Les états hydriques du sol et de la 
végétation contribuent à exacerber ou à réduire les écarts de température entre ces 
éléments. 
• Les effets d’anisotropie atteignent leur maximum pour des LAI compris entre 1 et 
2.  
• Les effets d’anisotropie auxquels sont soumises les observations satellitaires 
dépendent de la latitude et de l’orbite et de l’heure d’acquisition. 
• Le modèle paramétrique RL permet une excellente restitution des signatures 




La chute d’anisotropie à LAI<1 a été attribuée à un effet sol. Or, le sol génère lui-même 
de l’anisotropie. La prise en compte de cet effet par l’ajout d’un module de description de la 
rugosité du sol constituerait une amélioration à apporter au modèle. Ce modèle ‘sol’ devra 
tenir compte de la taille et de la forme géométrique de la topographie (mottes, sillons). 
Toutefois, ceci représente un travail lourd. Nous pouvons donc nous demander s’il est 
pertinent de complexifier le modèle en ajoutant une description détaillée de la couche de sol, 
ou s’il est préférable de se tourner vers d’autres approches de modélisation.  
Le manque de jeux de données d’anisotropie directionnelle dans l’IRT peut être pallié par 
la génération d’un grand nombre de signatures directionnelles avec SCOPE. L’étude de 
signatures simulées à des latitudes autres que les latitudes moyennes, et pour d’autres types de 
couverts (modification de la hauteur du couvert, de la réflectance des feuilles et du sol, etc.), 
permettrait de : 
¾ confirmer les résultats obtenus au cours de cette thèse (classement des facteurs qui 
pilotent l’anisotropie, évaluation du modèle RL), 
¾ affiner la gamme de variations des valeurs d’anisotropie qui affecte les mesures 
satellitaires.  
 
L’amélioration de la maîtrise des effets directionnels passe par une meilleure 
compréhension des variations d’anisotropie au voisinage du hot spot. Des campagnes 
expérimentales aéroportées avec des protocoles adaptés permettraient de documenter le hot 
spot et de créer des bases de données exhaustives afin de mieux contraindre cette source 
d’incertitudes. Les mesures aéroportées par avion sont toutefois lourdes et coûteuses. Pour 
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surmonter ces limitations, l'utilisation de drones légers équipés de caméras IRT miniatures est 
une piste à explorer et qui commence à faire l’objet de travaux à l’UMR ISPA.  
6.3.2. Le modèle RL et les approches simplifiées 
Le modèle paramétrique RL a démontré des qualités faisant de lui une méthode simple et 
fiable d’estimation des effets d’anisotropie. Il est notamment exploitable pour interpréter des 
données disponibles dans la littérature ou pour préparer des campagnes de mesures 
expérimentales. Néanmoins, son utilisation à des fins de correction des mesures satellitaires 
nécessite encore des travaux. 
Le modèle RL est présenté comme une approche à deux paramètres. Toutefois la 
formulation mathématique du modèle sous-entend que la température au nadir est connue, ce 
qui n’est pas toujours le cas. D’un point de vue opérationnel, on a donc affaire à un modèle à 
trois paramètres. Or, les mesures satellitaires sont ponctuelles. Nous devons donc résoudre un 
problème mal posé : un système d’une équation à trois inconnues.  
La calibration des deux paramètres du modèle permettrait de mieux contraindre le système. 
Cette étape de calibration a été évoquée dans le chapitre V (Duffour et al. 2016c) mais les 
relations entre les facteurs pilotes de l’anisotropie et les paramètres du modèle RL ne sont pas 
concluantes.  
Une autre piste serait d’analyser comment l’utilisation conjointe de plusieurs données 
satellitaires peut apporter de l’information, en particulier sur la température au nadir. Dans le 
cadre de la mission THIRSTY, on pourrait imaginer s’appuyer sur des données MODIS, 
VIIRS ou encore SEVIRI ; mais se poseraient alors des problèmes de comparaisons dus aux 
différences de résolution spatiale entre les capteurs. 
 
Dans sa forme actuelle, le modèle RL présente une indétermination mathématique : 
lorsque l’angle zénithal solaire tend vers 0°, le dénominateur de la fonction tend vers 0. Ce 
cas de figure est cependant très particulier puisqu’il a lieu seulement 2 fois par an et 
uniquement dans la zone intertropicale. Un test préliminaire effectué sur des données acquises 
au Congo montre que le modèle reste fiable à proximité immédiate du hot spot. Il reste 
néanmoins nécessaire de vérifier à l’aide de travaux plus poussés comment se comporte le 
modèle RL dans ces configurations. 
 
Dans le cadre de cette thèse, nous nous sommes focalisés sur l’utilisation des modèles 
paramétriques, mais d’autres approches simplifiées méritent d’être évaluées. 
Les réseaux de neurones sont des méthodes déjà utilisées dans le domaine de la  télédétection 
satellitaire. La qualité des réseaux de neurones repose sur leur apprentissage, qui, lui-même, 
dépend du jeu de données utilisé. Si la base d’apprentissage ne couvre pas assez de 
conditions, on crée un modèle peu efficace, car non-initié à de nombreuses configurations, et 
donc pas assez robuste pour extrapoler des cas inconnus. Au contraire, un sur-apprentissage 
fournira un modèle incapable de généraliser et de prédire les résultats sur de nouveaux 
échantillons. A condition de disposer de bases de données exhaustives de signatures 
directionnelles, l’application de ce type de méthode à des fins de correction des mesures 
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directionnelles satellitaires est une piste à explorer. SCOPE se trouverait être un générateur de 
données parfaitement adapté au cas des couverts végétaux continus. 
6.3.3. Implications pour la télédétection satellitaire 
Les résultats obtenus lors de ce travail de thèse trouvent une application immédiate 
pour évaluer les effets directionnels sur les mesures spatiales des capteurs à large champ 
(comme MODIS et VIIRS). La correction des effets directionnels permet en particulier 
d’améliorer l’analyse des séries temporelles. En permettant de dissocier l’information sur 
l’évolution temporelle et la contribution des effets angulaires, une meilleure maîtrise des 
effets directionnels faciliterait l’interprétation des acquisitions multi-capteurs effectuées sur 
un même site avec des angles de visée différents et à des heures différentes. 
 
L’étude des effets directionnels dans l’IRT a également un rôle à jouer pour la 
définition des spécifications des futures missions spatiales. La sensibilité de la mesure 
satellitaire va en effet être conditionnée par l’heure de passage et le choix d’orbite (ascendant-
descendant, la géométrie d’observation pour un site donné et la trace au sol). 
Ces effets sont très étroitement reliés à des paramètres de structure et de forçage 
météorologique. S’il s’avère que les effets d’anisotropie peuvent être évalués à partir de 
données telles que le rayonnement global, le LAI, ou encore l’humidité du sol, il sera alors 
utile de définir des méthodes permettant d’accéder à ces informations auxiliaires. Elles 
pourraient être obtenues par des réseaux d’observation au sol ou par des observations 
satellitaires annexes.  
Les mesures satellitaires effectuées dans le domaine optique sont elles aussi soumises 
à des effets directionnels (BRDF) qui sont de mieux en mieux maitrisés. On peut alors se 
demander comment la connaissance de la BRDF optique peut apporter de l’information sur 
les effets directionnels subis dans le thermique. La BRDF n’est pas dépendante des processus 
d’échanges énergétiques de surface mais elle est sensible aux effets de structure. Ainsi les 
mesures optiques directionnelles pourraient permettre de décorréler l’effet ‘structure’ des 
autres effets conditionnant l’anisotropie dans l’IRT. En spécifiant et caractérisant les bandes 
de fréquences complémentaires, de tels résultats pourraient orienter les futures missions 
spatiales vers des couplages entre capteurs thermiques et optiques. Ce type d’étude peut être 
mené avec des outils de modélisation tels que SCOPE. Cette voie semble très prometteuse et 
mérite d’être explorée. 
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