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INTRODUCCIÓN 
TITULO 
GPGPU, un cambio de paradigma para el diseño de programas de alto rendimiento en 
la Universidad Tecnológica de Pereira y sus áreas de influencia. 
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INTRODUCCION 
Una de las formas de calcular el número pi (π) es con el siguiente algoritmo: 
 Dibujar un círculo dentro de un cuadrado de tamaño 1. 
 Generar puntos aleatorios dentro del cuadrado. 
 Determinar el número de puntos que están dentro del círculo. 
 La variable r será igual al número de puntos en el círculo dividido por el número 
total de puntos. 
 El número Pi será aproximadamente igual a cuatro multiplicado por r (4 * r). 
Este algoritmo tiene una característica especial y es un gran número de cálculos que 
pueden ser ejecutados por partes en el mismo instante de tiempo y finalmente reunir 
los resultados parciales y obtener el resultado final. Este algoritmo se puede clasificar 
como un algoritmo paralelo. 
Al igual que este, muchos otros problemas como por ejemplo el cifrado de datos 
(Encryption), el cual se puede realizar por sustitución (cambiar unas letras por otras) o 
por transposición (cambiar el orden de las letras en una palabra), las consultas a bases 
de datos, los algoritmos de búsquedas de coincidencias y el alineamiento de 
secuencias en bioinformática, entre otros, se pueden solucionar más rápidamente a 
través de cálculos en paralelo que realizando operaciones en forma secuencial.  
En la actualidad existen sistemas que permiten utilizar muchas unidades de proceso de 
forma concurrente y aumentar la velocidad (cálculos por segundo), como por ejemplo 
los supercomputadores, pero estas son soluciones que tienen un alto costo comercial, 
además de necesitar software especializado, constante mantenimiento y manejo de 
personal calificado, siendo una opción no muy deseable para el sector comercial, 
educativo y científico.  
En búsqueda de una solución a ambos inconvenientes (Velocidad vs. Precio) se 
encontró que las unidades de procesamiento gráfico (Tarjetas Gráficas) actuales 
cumplían con este requisito (Múltiples unidades de proceso independientes) con un 
costo muy bajo en comparación con sistemas de alto desempeño, y se encontró en 
ellas una solución que permitía aumentar el rendimiento de la programación paralela 
en un sistema de cómputo actual, sin que esto significara una inversión demasiado alta 
y así es como nació la Programación de propósito General en Unidades de 
Procesamiento Gráfico o GPGPU. 
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FORMULACIÓN DEL PROBLEMA 
 ANTECEDENTES DEL PROBLEMA 
Algunas empresas como hospitales o universidades no tienen suficientes recursos 
como para adquirir ordenadores de alto desempeño o supercomputadores para 
aumentar el rendimiento de algoritmos especializados de alto rendimiento altamente 
paralelizables, ya que su costo puede llegar a los 130.000 Dólares (325’000.000 Pesos 
Colombianos), sin contar con los costos indirectos como instalaciones especiales, 
técnicos calificados y software especializado. Por otro lado se hace necesario aumentar 
la velocidad de ejecución de algoritmos de este tipo que permita mejorar tiempos de 
respuesta, aumentando así su productividad y dando una solución más rápida a sus 
clientes. 
Ejemplo de esto podemos citar a la reconocida empresa NERO® que hace poco integro 
la tecnología GPGPU, específicamente por medio de la tecnología NVIDIA CUDA. Ellos 
aseguran tener un aumento de rendimiento en conversión de archivos de video de 
alrededor de 3,8x permitiendo que una tarea antes monótona y que tomaba mucho 
tiempo pasara a ser mucho más rápida. 
“… Nero Move it utiliza CUDA para convertir vídeos en una mínima parte del tiempo habitual, 
lo que permite transferir contenido entre varios dispositivos móviles con una rapidez y 
comodidad increíbles”1. 
Otro ejemplo del uso de la GPGPU en problemas reales es el de la empresa de 
tecnología con base en Moscú, Rusia, llamada Elcomsoft que haciendo uso de una 
tarjeta nVidia GeForce 8800 Ultra, que tiene un costo aproximado de $200 dólares y 
también usando la tecnología nVidia CUDA ha logrado aumentar la velocidad de su 
programa para descifrar claves de seguridad en un factor de 25x, de acuerdo al 
director ejecutivo de la empresa, Vladimir Katalov. 
“The toughest passwords, including those used to log in to a Windows Vista computer, would 
normally take months of continuous computer processing time to crack using a computer’s 
central processing unit (CPU). By harnessing a $150 GPU – less powerful than the nVidia 8800 
card – Elcomsoft says they can cracked in just three to five days. Less complex passwords can 
be retrieved in minutes, rather than hours or days”. 2 
 
 
                                                          
1
NERO - http://www.nero.com/esp/moveit-nvidia-cuda.html  
2
 New Scientist – 24 Octubre del 2007 - http://www.newscientist.com/article/dn12825  
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 FORMULACION DEL PROBLEMA 
Existen problemas cuyas soluciones son altamente paralelizables y que pueden ser 
implementadas a bajo costo de inversión si se utiliza el paradigma de programación 
GPGPU. Este paradigma,  permite convertir una maquina común en un sistema de alto 
desempeño sin incurrir en costos excesivos de mantenimiento e instalación.  
Sin embargo,  debido a la poca información referente al tema, este tipo de recursos 
son desaprovechados. Por lo tanto, podemos plantear si es posible generar 
mecanismos, como guías de aprendizaje, que permitan a las empresas adquirir las 
técnicas de computación de alto desempeño basados en el paradigma de GPGPU que 
puedan ser utilizadas en la solución de problemas con técnicas de programación 
paralela. 
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JUSTIFICACIÓN 
La Computación de Propósito General en Unidades de Procesamiento Gráfico GPGPU 
constituye una tecnología de bajo costo en comparación con otras tecnologías, el costo 
de una Tarjeta gráfica que soporte esta tecnología ronda entre los 150.000 y los 
4’000.000 de Pesos Colombianos y son instaladas fácilmente en ordenadores comunes 
que tengan soporte para esta tecnología. Además algunas tarjetas madres tienen 
soporte para arreglos de 2 o más tarjetas gráficas, aumentando aún más la capacidad 
de procesamiento. 
Con este tipo de tecnología se pueden ver aumentos de velocidad desde 1.2x hasta 16x 
o más, dependiendo del algoritmo y de la tarjeta usada, ya que estas tarjetas vienen 
con varios procesadores internos (hasta 128 en la actualidad) cada uno con soporte 
para multi-hilo que permite realizar muchas operaciones simultáneamente, 
permitiendo que algoritmos altamente paralelizables y los respectivos procesos que 
realizan estos algoritmos en las empresas de la región se realicen de una manera 
eficiente.  
Gracias a que los costos de diseño, instalación y mantenimiento de esta tecnología son 
muy bajos en comparación con otras opciones de computación de alto desempeño, el 
tiempo de retorno de la inversión se reduciría al mínimo. 
En este documento guía se presentara la información pertinente, simplificada, en 
español y con un ejemplo de esta tecnología para permitir que este paradigma sea 
conocido y que pueda ser implementado para la solución de algoritmos de 
computación paralela. 
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OBJETIVOS 
 OBJETIVO GENERAL 
 
Elaborar una guía de aprendizaje básico sobre el paradigma GPGPU que permita a la 
pequeña y mediana empresa de la región el acceso a la computación de alto 
desempeño basado en técnicas de procesamiento paralelo. 
 OBJETIVOS ESPECIFICOS 
 
 Elaborar una guía de divulgación al paradigma de programación GPGPU con una 
pequeña introducción a la computación paralela. 
 
 Elaborar un cuadro comparativo de las ventajas y desventajas del concepto de 
GPGPU. 
 
 Identificar y documentar 2 de las principales librerías o lenguajes que permitan 
trabajar con el paradigma de programación GPGPU. 
 
 Diseñar un ejemplo básico de algoritmo paralelo e implementarlo en uno de los 
lenguajes anteriores. 
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MARCO REFERENCIAL 
 MARCO DE ANTECEDENTES 
Las unidades de procesamiento grafico o GPU son un tipo de procesadores 
especializados en el procesamiento de gráficos u operaciones de coma flotante que se 
usan para aligerar la carga de la unidad central de procesamiento o CPU, dejando esta 
última libre para la realización de otras tareas. Las GPU tienen ciertas primitivas que 
están especializadas en el manejo de los gráficos como el “antialiasing” que se encarga 
de suavizar los bordes de las figuras para darle mayor realismo o también primitivas 
para dibujar figuras, entre otras. 
Con la rápida evolución de las antiguas tarjetas gráficas a las actuales y teniendo en 
cuenta la alta capacidad de procesamiento de estas tarjetas, llego la Computación de 
Propósito General en Unidades de Proceso Grafico GPGPU, tema que ha sido de 
particular interés y que se ha venido desarrollando desde hace un tiempo. 
El termino GPGPU fue acuñado por Mark Harris en el 2002, él trabajó para la empresa 
NVIDIA y también fundó GPGPU.org, una página dedicada a la investigación y a la 
recopilación de trabajos realizados con ésta tecnología. Alrededor de finales del año 
2006 AMD presento la interfaz CTM3 (Close To Metal) que permitía acceso al conjunto 
de instrucciones nativas de las GPU de esta empresa. Luego alrededor del año 2007 la 
Empresa NVIDIA4 libero al mercado la plataforma CUDA5. Esta plataforma permite 
manejar programación paralela sobre las tarjetas gráficas marca NVIDIA. A partir de 
ese momento aumento el interés en la GPGPU. A pesar de que CUDA es la plataforma 
dominante en este momento también se encuentra en el mercado la tecnología ATI 
Stream de la empresa AMD6 y también algunos intentos de estandarización como 
OpenCL por parte del grupo Khronos (formado por una unión de varias empresas 
importantes del mercado, entre ellas 3Dlabs, ATI, Intel, Nvidia, SGI y Sun 
Microsystems7) y DirectX11 DirectCompute. Sin embargo CUDA ha sido el más 
aceptado en el mercado debido a su facilidad de uso.  
En este momento muchísimas personas alrededor del mundo están trabajando sobre 
proyectos relacionados con la tecnología GPGPU. Ejemplos de esto podemos 
encontrarlos en la página GPGPU.org8, la cual es el punto central de información y de 
                                                          
3
 AMD - http://www.amd.com/es/products/technologies/stream-technology/opencl/pages/gpgpu-
history.aspx  
4
 Nvidia - http://www.nvidia.es/page/companyinfo.html  
5
 Arquitectura de Calculo Paralelo. Permite a las GPU manejar datos numéricos. 
6
 Advanced Micro Devices, Inc. - http://www.amd.com/us/aboutamd/corporate-
information/Pages/timeline.aspx  
7
 Página oficial del Grupo Khronos - http://www.khronos.org/about/  
8
 http://www.GPGPU.org  
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novedades de esta tecnología y se espera que, gracias al bajo costo y altas 
prestaciones, en un futuro las empresas de todos los sectores se vean beneficiadas por 
esta tecnología. 
 MARCO INSTITUCIONAL 
En la actualidad en la Universidad Tecnológica de Pereira en el laboratorio SIRIUS se 
trabaja Computación Reconfigurable y Computación de Alto Desempeño bajo la 
tecnología de Supercomputación gracias a la adquisición del dispositivo SGI RASC Altix 
350 y se trabaja Aceleración de Algoritmos en Hardware en el Supercomputador y por 
medio de las Tarjetas FPGA Disponibles pero aún no se ha investigado ni 
implementado la tecnología GPGPU ni se cuenta con un material de apoyo para el 
momento en que se desee investigar en esta tecnología. 
 MARCO CONCEPTUAL 
A continuación se nombran algunos de los conceptos más importantes para tener en 
cuenta en la evaluación de la propuesta, los cuales van a ser desarrollados a lo largo 
del documento final. 
 
 GPU (Graphics Processing Unit): Unidad de Procesamiento de Gráficos. Tarjeta 
especializada en el manejo de los gráficos de un computador personal. 
 
 Operaciones de coma flotante: Operaciones realizadas con números en notación 
científica, por ejemplo 3.21342x103. 
 
 CPU (Central Processing Unit): Es la Unidad Central de Procesamiento, es decir el 
cerebro de un computador personal. Se encarga de la ejecución de todos los 
programas de un computador.9 
 
 GPGPU (General Purpose Computation on Graphics Processing Units): 
Computación de Propósito General en Unidades de Procesamiento de Gráficos. 
 
 Antialiasing: Proceso realizado a una señal para reducir el efecto que causa que 
señales continuas distintas se vuelvan irreconocibles al ser mostradas 
digitalmente, generalmente se realiza un efecto de suavizado con estas 
frecuencias que consiste en eliminar la información de frecuencia demasiado alta. 
 
                                                          
9
 http://www.masadelante.com/faqs/cpu  
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 CUDA (Compute Unified Device Architecture): Plataforma creada por la empresa 
NVIDIA para el manejo del paradigma GPGPU sobre las tarjetas gráficas de esta 
marca. Es la primera plataforma de fácil uso que permite acceder a la 
programación sobre tarjetas gráficas.10 
 
 Programación Paralela: Paradigma de programación en el cual se ejecutan 
muchas instrucciones simultáneamente. Actualmente con la introducción de 
procesadores de varios núcleos este paradigma tiene mucha relevancia ya que se 
centra en que un programa corra partes de su contenido en diferentes núcleos 
para aprovechar al máximo su diseño. 
 
 OpenCL (Open Computing Language): Interfaz para computador que permite la 
programación a alto nivel para crear aplicaciones con paralelismo a nivel de datos 
y de tareas que pueden ejecutarse tanto en CPU como en GPU.11 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                          
10
 http://www.nvidia.com/object/cuda_home_new.html  
11
 http://s08.idav.ucdavis.edu/munshi-opencl.pdf 
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DISEÑO METODOLÓGICO PRELIMINAR 
 HIPÓTESIS 
 
¿Es posible crear una guía de aprendizaje del paradigma de programación GPGPU que 
permita acceder, a bajo costo, a algunas técnicas usadas en la computación de alto 
desempeño para la solución de problemas de las empresas? 
 
 TIPO DE INVESTIGACIÓN 
Esta investigación será de tipo cualitativo-cuantitativo, requiere un profundo 
entendimiento en el funcionamiento de las tarjetas gráficas GPU y como hace el 
sistema operativo para intercambiar información con la misma, además se necesitan 
conocimientos básicos de programación paralela y de computación de alto 
desempeño. 
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1. PROCESAMIENTO PARALELO 
 
1.1. ¿QUÉ ES LA PROGRAMACIÓN PARALELA? 
 
El campo de la computación y la informática ha tenido un crecimiento exponencial en las 
últimas décadas, hemos pasado de tener computadores de gran tamaño con muy bajo nivel de 
computo a refinadas maquinas que, a pesar que tienen el tamaño de una mano humana, 
poseen muchísimas funciones y alto poder de computo. De igual manera se ha evolucionado 
en las arquitecturas de estos dispositivos pasando por “tuberías”12 de datos hasta altos niveles 
de paralelismo. 
En las arquitecturas de los computadores la meta siempre ha sido y será mayor velocidad, 
mayor poder de cómputo, mayor simplicidad, menor tamaño, menor consumo de energía y, 
por supuesto, menor costo. La actual computación de alto rendimiento basada en un solo 
procesador ha llegado a un punto en el cual aumentar el rendimiento significaría un aumento 
muy grande de precio, consumo de energía y complejidad. Por lo tanto la computación 
paralela puede ser la solución a estos problemas, ya que simplificando los núcleos y 
aumentando a varios el número de los mismos, aumentamos el rendimiento sin incurrir a un 
aumento demasiado alto en costos, consumo de energía o complejidad de diseño. 
Sin embargo la computación paralela tiene dos grandes inconvenientes en el camino que 
deben ser superados, el primero es el gran cuello de botella que se genera en la comunicación 
entre núcleos y segundo la dificultad en el desarrollo de aplicaciones que corran en estos 
sistemas paralelos. 
 
Pero ¿Qué es la computación paralela? 
La computación paralela es un paradigma de programación en el cual un algoritmo es dividido 
en n subprocesos o subprogramas que son ejecutados al mismo tiempo en p núcleos. Se basa 
en el principio de granularidad en el cual un problema se puede dividir en problemas más 
pequeños que, al ser solucionados de manera simultánea, permiten que el problema mayor 
sea resuelto a mayor velocidad y de manera más eficaz. 
 Pero en la definición vemos como surge la primera gran restricción de la computación paralela 
que es: 
 
“No todos los algoritmos se ejecutaran más rápido en una arquitectura paralela” 
 
Si tenemos un algoritmo que requiere que cada instrucción sea ejecutada antes de poder 
ejecutar la siguiente, es decir, si tiene alto nivel de proceso secuencial, no es lógico que se use 
en un sistema paralelo, ya que se ejecutara en el mismo o mayor tiempo de ejecución. 
 
Pero si por el contrario el problema tiene una alta independencia en sus iteraciones y 
realmente puede ser dividido y si cada parte puede ser ejecutada independientemente para 
                                                          
12
 Pipeline 
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luego tomar todos los resultados e integrarlos en un resultado final entonces este algoritmo si 
puede aprovechar las ventajas de la computación paralela. 
Algunos ejemplos de este paradigma de computación son la encriptación de datos, en la cual 
se realizan una serie de modificaciones a un archivo directamente en sus bytes para ocultar su 
contenido, el modelado físico, en el cual se trata de reproducir el comportamiento de un 
sistema a menor escala para comprobar datos como resistencia, dirección y velocidad, entre 
otros, y también en el trabajo multimedia, en el cual por ejemplo se divide un archivo de 
sonido y se realiza un tratamiento de reducción de ruido o una conversión a un formato 
diferente. 
Como vemos en estos ejemplos tenemos un comportamiento muy independiente, en el cual se 
puede dividir todo el trabajo en partes iguales que se pueden trabajar de manera 
independiente para finalmente unir los resultados. 
 
1.2. DEFINICIONES 
 
En el mundo de la computación se cuenta con una serie de términos que es necesario clarificar 
para entender mejor el concepto de computación paralela, algunos de estos son: 
 
 IPS (Instructions per second): Número de instrucciones por segundo que se ejecutan en 
un sistema de cómputo. 
 
 FLOPS (Floating-point operations per second): Número de operaciones de coma flotante 
por segundo. 
 
 Operaciones de coma flotante: Operaciones realizadas con números en notación 
científica, por ejemplo 3.21342x103. 
 
 Núcleo: En computación se refiere a una unidad de procesamiento independiente que 
puede correr una serie de instrucciones para entregar un resultado a una operación. 
 
 Pipelines (Tuberías): En computación se refiere a la arquitectura por medio de la cual se 
procesa una serie de instrucciones una detrás de otra dividiendo cada proceso de 
instrucción en varias etapas para que el uso de los dispositivos sea constante y continuo.  
 
 Algoritmo Secuencial: Algoritmo que se realiza en una maquina con un solo procesador y 
en el cual se realiza una instrucción a la vez. 
 
 Operación aritmética: Operación binaria que se ejecuta dentro de un procesador, incluye 
las 4 operaciones principales (suma, resta, multiplicación y división). 
 Operación lógica: Operación binaria que ejecuta un procesador que incluye el “y” lógico 
(AND), el “o” lógico (OR) y la negación (NOT), entre otros. 
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 Acceso a memoria: Operación que realiza un procesador y que consiste en acceder a un 
bloque de memoria para realizar una operación de lectura o escritura. 
 
 Puerto PCI-E: Bus de comunicaciones de alta velocidad específicamente diseñado para las 
tarjetas graficas (GPU). Está estructurado por carriles que van desde 1 hasta 16 y cada 
carril tiene un ancho de banda que va desde 250MB/s en la serie 1.1, pasando por 
500MB/s en su versión 2.0 y hasta un máximo de 1 Gb/s en la serie 3.0. 
 
 
1.3. ¿CUÁNDO SE APLICA EL PARADIGMA DE PROGRAMACIÓN PARALELA PARA RESOLVER 
UN PROBLEMA? 
 
El deseo de paralelizar un algoritmo se da principalmente por los siguientes motivos: 
 
 Mayor velocidad para resolver un problema de forma más rápida. 
 Mayor cantidad de trabajo resuelto, es decir  mayor cantidad de soluciones o iteraciones 
de un mismo problema. 
 Mayor poder de computación, es decir solución de problemas de mayor tamaño. 
 
Además, antes de poder aprovechar todas las ventajas de la programación paralela debemos 
tener en cuenta una serie de características básicas de nuestro problema para saber si es 
recomendable buscar una solución en este paradigma, estas principales características son: 
 
 Gran cantidad de cálculos. 
 Simplicidad de los mismos. 
 Independencia de los datos. 
 Baja cantidad de lecturas de memoria. 
 
Si se cumplen estas cuatro características podemos intentar paralelizar nuestro algoritmo y 
esperar mejores resultados de rendimiento y velocidad. 
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1.4. MODELOS DE COMPUTACION PARALELA 
 
Al realizarse un diseño de un algoritmo secuencial se usa un modelo llamado Random-access 
machine (RAM) que significa “maquina de acceso aleatorio” en el cual se tiene un núcleo y un 
bloque de memoria y en el cual se realiza una operación a la vez sin importar si es una 
operación aritmética, lógica o de acceso a la memoria. Este modelo está muy estandarizado en 
el mercado, por lo tanto en el diseño de un algoritmo secuencial no debemos preocuparnos 
demasiado por muchos detalles a la hora de conocer el hardware en el cual se va a ejecutar. 
El modelado de un problema con su respectiva solución en un sistema paralelo es mucho más 
complicado que eso debido a las múltiples diferencias presentes en los sistemas paralelos. 
Estos sistemas principalmente se dividen en 3 tipos dependiendo de la manera en que se 
maneja el acceso a memoria, a saber: 
i. Sistemas con acceso a memoria local. Este sistema multiprocesador consta de n 
procesadores, cada uno con su propio bloque de memoria local y que están conectados 
entre sí por medio de una red. En este tipo de sistemas cada procesador puede acceder 
de manera local a su bloque de memoria, pero si desea acceder a un bloque de memoria 
de otro procesador tiene que enviar una petición de lectura/escritura al procesador 
propietario a través de la red.  
Como en un sistema RAM todas las operaciones locales, incluyendo las de acceso a la 
memoria local toman una unidad de tiempo, mientras que el tiempo en acceso a la 
memoria de otro procesador depende de la congestión de la red y del acceso que se haga 
en ese bloque de memoria por parte de su procesador. A continuación vemos el esquema 
general de este tipo de modelo. 
 
 
 
Figura 1. Esquema general del Sistema con Acceso a Memoria Local 
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Un ejemplo de este tipo de sistema es la computación distribuida en el cual se 
interconectan varios computadores independientes con sus respectivos procesadores, 
memorias, entre otros, interconectados por medio de una red LAN. 
 
ii. Sistema con acceso a memoria modular. Este sistema multiprocesador consta de m 
módulos de memoria y n procesadores todos conectados a una red en común. Cuando un 
procesador necesita acceder a un bloque de memoria envía una petición de uso de la 
misma a la red, generalmente este sistema está organizado de manera que el tiempo de 
acceso de cualquier procesador a cualquier bloque de memoria sea uniforme. 
Al igual que en el sistema de acceso a memoria local, el tiempo usado depende de la red 
de comunicación y del protocolo usado para acceder a cada bloque. El esquema general 
de este modelo es: 
Figura 2. Esquema general del Sistema con acceso a Memoria Modular 
 
Un ejemplo de este sistema es en las mallas de sistemas reconfigurables por módulos 
donde tenemos módulos de memoria y módulos de procesamiento que se comunican por 
medio de una red de datos. 
  
iii. Sistema paralelo con acceso a memoria aleatorio (PRAM). El sistema PRAM (Parallel 
random-access machine) se compone de n procesadores todos conectados a una 
memoria compartida en común, por lo tanto cada procesador puede acceder a cualquier 
lugar de memoria en solo una unidad de tiempo y todos pueden acceder a esta al mismo 
tiempo. Este modelo es un ideal y aunque ninguna maquina real tiene el acceso ideal a 
memoria de el mínimo de tiempo que propone este sistema, aun así cumple con el 
objetivo de ayudar al diseñador del algoritmo a producir el mismo de una manera 
efectiva. A continuación el esquema general de este sistema. 
 
 
22 
 
Figura 3. Esquema general del Sistema Paralelo con acceso a memoria aleatorio. 
 
Ejemplo: la metodología GPGPU utiliza una memoria interna para cada núcleo y además 
utiliza una memoria cache compartida para que todos los núcleos puedan compartir 
información por allí. 
 
Como vemos en cada uno de los sistemas en los cuales se divide la computación paralela uno 
de los componentes principales de cada una es la Red de Interconexión. En la velocidad de esta 
red, en su topología, en su manera de manejar el tráfico y de conceder permisos de acceso 
depende mucho la latencia y la velocidad a la cual se comporte el sistema especifico. Estas 
topologías pueden ser investigadas de manera independiente y las ventajas y desventajas de 
las topologías de redes LAN reales se pueden admitir en el diseño de la Red de interconexión 
de múltiples procesadores. 
 
1.5. TECNOLOGÍAS DE COMPUTACIÓN PARALELA 
 
Existen diferentes tecnologías con las cuales se puede trabajar para realizar algoritmos 
paralelos, las principales de estas son: 
 
 COMPUTACION DISTRIBUIDA o GRID: Donde se interconectan diferentes computadores, 
cada uno completo (tiene Memoria RAM y Procesador). Esta interconexión se realiza por 
medio de cualquier tipo de red (LAN, WLAN, Coaxial, entre otros). 
 
 GPGPU: Paradigma de programación en la cual el trabajo de un algoritmo de uso general 
es enviado para que su proceso se realice en la tarjeta grafica del computador (GPU). 
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 Supercomputación: computación de alto desempeño que se realiza sobre un sistema 
llamado “Supercomputadora” que es un sistema especializado que tiene capacidad de 
computo mucho más alta que los computadores actuales. 
 
1.6. VENTAJAS Y DESVENTAJAS DE LA TECNOLOGIA GPGPU 
Cuadro 1. Ventajas y Desventajas de la tecnología GPGPU 
VENTAJAS DESVENTAJAS 
Gran Poder de computación gracias a la 
gran cantidad de núcleos disponibles en 
las tarjetas graficadoras. 
El diseño de los algoritmos es de 
dificultad alta debido a que los 
componentes de la tarjeta están 
diseñados para el tratamiento de 
gráficos. 
El hardware compatible para el uso de las 
tarjetas graficadoras ya está hecho y está 
disponible en la gran mayoría de las 
tarjetas madres actuales (puerto PCI-E). 
No se cuenta con la capacidad de trabajar 
con enteros, solo operaciones de coma 
flotante. 
La tecnología que permite realizar GPGPU 
es de fácil acceso y se puede conseguir 
múltiples opciones en el mercado. 
No todos los algoritmos paralelos se 
acomodan bien a las GPU debido a que 
las mismas ejecutan solo la misma 
operación una gran cantidad de veces. 
El costo de la implementación de la 
tecnología que permite diseñar en 
GPGPU es muy bajo, en comparación con 
otras tecnologías. 
Programas con una alta necesidad de 
computación intensiva de memoria no se 
verán beneficiados, por el contrario 
aumentaran su tiempo de ejecución. 
La GPU dedica más transistores al 
procesamiento de datos, de esta manera 
se aumenta la capacidad de computo. 
 
El procesador central de la maquina 
(CPU) y la tarjeta grafica (GPU) se 
comunican mediante un canal dedicado 
que tiene un gran ancho de banda.  
 
 
En resumen el cuadro comparativo nos indica que este paradigma de programación tienes 
muchas ventajas, como son su gran poder de computación, su bajo costo de instalación y 
mantenimiento, en comparación con otros sistemas de alto desempeño como los 
supercomputadores, y su facilidad de acceso, instalación y/o configuración. Las principales 
desventajas de este paradigma de programación son pocas, como por ejemplo la selección del 
tipo de problema a solucionar, el cual debe ser altamente paralelo, la restricción de uso de 
memoria y el alto  
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2. GPGPU 
 
2.1. INTRODUCCIÓN 
 
Las unidades de procesamiento grafico (GPU por las siglas en ingles de Graphics Processing 
Unit) son las piezas del hardware del computador u otros dispositivos que se encargan de 
presentar al usuario la parte grafica del software diseñado, hoy en día son dispositivos de alto 
rendimiento que son capaces de un alto nivel de paralelismo y que realizan el trabajo de 
manejar y modificar los gráficos de una manera mucho más rápida y efectiva que por medio de 
la CPU común del dispositivo. 
Generalmente las CPU realizan una serie de cálculos en su tubería de datos dividiendo un 
problema de muchos cálculos en partes y ejecutando la primera parte, luego la segunda, luego 
la tercera y así sucesivamente, es decir que la CPU divide el trabajo en el “tiempo”. Las GPU 
por otro lado  han tomado un camino diferente a las CPU en su evolución, la GPU divide sus 
recursos para que cada parte de la GPU ejecute las diferentes partes del problema, así que la 
división se realiza en el “espacio”, no en el tiempo, es decir que es altamente paralelizable y 
realiza una multitarea de hardware, no de software como la realizan las actuales CPU que se 
encargan de dedicar cierto tiempo a cada proceso. 
 
2.2. CONCEPTOS GENERALES 
El trabajo en sí de las GPU es el de tomar las figuras geométricas diseñadas en el computador y 
suavizarlas y mejorar todos sus atributos, típicamente la entrada a la GPU es una lista de 
primitivas geométricas, típicamente triángulos, a los cuales se les realiza un proceso de 
sombreado y mapeado en la pantalla, donde son ensamblados para crear una imagen final, 
este tratamiento que se le da a los gráficos para mejorarlos se llama renderizado y se realiza 
por medio de una serie de instrucciones de software llamadas shaders. 
La arquitectura tradicional de las GPU tiene 3 tipos de shaders: 
 
 Vertex shaders los cuales afectan solo a los contornos de los objetos, las primitivas de 
entrada se forman a partir de vértices individuales, cada vértice tiene que transformarse 
en espacio de la pantalla y en sombra, típicamente al computar su interacción con las 
luces de la escena. 
 
 Geometry shaders que se usan para combinar una serie de vértices en un objeto que 
luego podrá ser afectado por el pixel shader, toma la información de color, además de 
otra información de forma para realizar un sombreado de las texturas y los colores y 
generar el color final de las formas. En este shader y en el de vértices, cada fragmento 
puede ser computado en paralelo. 
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 Pixel shaders que afectan pixeles individuales para aplicar texturas y efectos al grafico 
final, en esta etapa se decide que color queda en cada pixel individual después de los 
cálculos realizados de sombras y colores de toda la geometría, usualmente se decide el 
color del pixel más cercano a la cámara (punto de vista de la imagen), usualmente este 
shader en conjunto con el geometry shader son configurables pero no programables, es 
decir, el tratamiento (algoritmo) que se le da a estos no puede ser modificado. 
Estos shaders son procesados dentro de la tubería de la GPU y el proceso general seria de la 
siguiente manera: 
 La CPU envía los datos de geometría a la GPU. 
 El vertex shader transforma esta geometría y algunos cálculos de luz son realizados. 
 Si está presente el geometry shader en la GPU se realizan algunos cambios a la geometría 
actual. 
 Los triángulos son transformados para que la figura pueda ser representada en 2d, que es 
como se muestra en la pantalla. 
 El pixel shader se aplica. 
 Se realizan pruebas de visibilidad y se realiza la escritura en memoria. 
Además después del proceso de aplicación del pixel shader se realiza un proceso de 
suavización de bordes, entre otros. Este proceso se realiza en el ROP (Raster Operation 
Processor) que tiene funciones como el Blending (Manejo de transparencias de las texturas), el 
antialiasing (suavizado de los bordes curvos de las imágenes), la compresión de color y la 
escritura final en el buffer de salida. 
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El proceso general de la tubería de una GPU tradicional sería el siguiente: 
Figura 4. Tubería de una GPU Tradicional 
 
 
Buscando mejorar este sistema aún más se llegó al uso de un modelo unificado de shader 
(Unified Shader Model) el cual usa el mismo conjunto de instrucciones para todos los tipos de 
shader y a partir de la especificación DirectX10 se unifica la programación realizada sobre los 
diferentes shaders. Como un solo procesador con capacidad de cálculo de coma flotante 
puede realizar tanto el trabajo de datos de pixeles como de geometría o vértices, se llego a 
una unificación del hardware de shaders en un solo procesador. 
La nueva tubería dela GPU quedaría como se ve a continuación: 
 
 
 
 
 
 
 
Tubería de la GPU 
Vertex Shader 
Geometry Shader 
Triángulos 
Pixel Shader 
ROP 
Acceso a Memoria 
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Figura 5. Tubería de una GPU moderna 
 
Tomando este principio en cuenta, las empresas creadoras de GPU se han concentrado en 
aumentar el poder de procesamiento de estas tarjetas aumentando el número de sus 
procesadores para que el proceso sea realizado muchos más rápido, permitiendo con este 
diseño no solo paralelismo a nivel de instrucción (Varios procesos realizándose al mismo 
tiempo en diferentes procesadores) sino también paralelismo a nivel de datos (Varios 
procesadores manejando el mismo proceso con diferentes datos). 
 
 
 
 
 
 
 
 
 
 
Tubería de la GPU 
ROP 
Acceso a Memoria 
Física 
Geometría 
Nuevos Tipos… 
Vértice 
Pixel 
Procesador 
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flotante 
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2.3. ARQUITECTURA DE LAS GPU 
 
Las GPU manejan una arquitectura basada en múltiples procesadores que se encargan del 
manejo de los datos de manera paralela, a continuación vemos un modelo básico de la 
arquitectura de una GPU: 
Figura 6. Arquitectura básica de una GPU. 
 
 
En esta figura podemos apreciar la arquitectura básica de una tarjeta grafica. En un principio 
tenemos una unidad de control de ejecución de hilos que se encarga de recibir los datos a 
manejar y los entrega a cada uno de los procesadores que internamente tienen varios 
procesadores de hilos (en el caso del ejemplo de la figura 6 tiene 8 procesadores de hilos por 
cada procesador). Estos procesadores están encargados de manejar los datos que reciben de 
igual forma, es decir que cada procesador de hilo ejecuta el mismo algoritmo con diferentes 
datos (SIMD – Single Instruction, Multiple Data) de manera que los tenemos trabajando en 
paralelo a nivel de programa ya que cada procesador puede estar realizando una o varias 
tareas diferentes y también tenemos paralelismo a nivel de datos porque podemos trabajar el 
mismo algoritmo con diferentes datos al mismo tiempo. 
También tenemos una memoria local a la cual pueden acceder todos los procesadores aunque 
no al mismo tiempo y finalmente se realiza la comunicación con la CPU por medio de un 
Acceso Directo a Memoria. 
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Figura 7. Arquitectura NVIDIA GeForce 8800 GTX. 
 
 
Más específicamente podemos ver un diagrama de una tarjeta NVIDIA GeForce 8800 GTX en la 
figura número 7 en donde podemos ver que esta tarjeta tiene 16 SM (Streaming 
Multiprocessors) que contienen 8 procesadores de hilos cada uno (Thread Stream Processors). 
Separando un par de SM (figura 8) vemos como cada uno contiene memorias cache para las 
instrucciones y los datos, lógica de control, una memoria de 16 Kb compartida, 8 procesadores 
de hilos y 2 unidades de funciones especiales. 
 
Figura 8. Un par de Stream Processors (SM). 
 
 
 
En esta arquitectura unificada tenemos más posibilidad de realizar una programación de 
determinadas unidades , ya que gracias a que el manejo de vértices y de fragmentos o 
geometrías (vertex and geometry shader) se volvió más general y gracias también al modelo 
unificado, las GPU evolucionaron de un modelo estrictamente paralelo de componentes a un 
modelo más programable en el cual todos las componentes de la GPU comparten una sola 
unidad de hardware que puede ser programada de diferentes maneras según la necesidad. 
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Mientras que la mayoría de las tuberías de datos de las GPU siguen siendo muy estáticas, las 
unidades programables de la GPU dividen su tiempo en trabajo de vértices, de fragmentos, de 
geometría y de pixeles permitiéndonos trabajar con esas unidades programables para realizar 
procesos que no son estrictamente gráficos. El beneficio que obtenemos los programadores de 
GPGPU es que con todo el poder de las GPU en una unidad programable de hardware 
podemos realizar cambios directamente en esta unidad para realizar los cálculos o procesos 
que necesitamos realizar sin demasiadas complicaciones de más. 
 
2.4. PROGRAMANDO UNA GPU, GRÁFICOS VS. PROGRAMAS DE USO GENERAL 
 
Debido a que las GPU son unidades muy especificas que se usan para tareas igualmente 
especificas es muy difícil entender el proceso de programación de las mismas debido a que el 
lenguaje utilizado es el de diseño de gráficos computarizados, una forma un poco más fácil de 
entender el proceso de programación de las GPU es explicar el proceso que realizan cuando se 
manejan gráficos y luego mostrar el proceso que se realiza para programarlo para un algoritmo 
de propósito general, así que primero que todo veamos cómo se programan gráficos en la 
GPU. 
 
 Programando una GPU para gráficos: 
1. El programador especifica la geometría que cubre una región en la pantalla. El 
rasterizador genera un fragmento por cada pixel cubierto por esta geometría. 
2. Cada fragmento es sombreado por el programa de fragmentos o de geometría. 
3. El programa de geometría computa el valor de los fragmentos con una combinación 
de cálculos matemáticos y lecturas a la memoria global de “texturas”. 
4. La imagen resultante puede ser usada ya como textura en futuros pasos a través de 
la tubería de la GPU. 
 
 Programando una GPU para propósito general 
1. El programador define directamente el dominio de computación que le interese 
calcular como una matriz de hilos. 
2. Un programa de propósito general estructurado de antemano con el modelo SPMD 
(Single Program, Multiple Data) computa el valor de cada hilo. 
3. El valor de cada hilo es combinado por una combinación de accesos “gather” 
(lectura) y “scatter” (escritura) a la memoria global (solo en las nuevas GPU, en las 
anteriores solo se podía hacer lectura). 
4. El buffer resultante en memoria global  puede ser luego usado como la entrada en 
futuros cálculos.  
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2.5. LENGUAJES ACTUALES 
 
En el pasado los trabajos de GPGPU eran pocos ya que la programación se debía realizar sobre 
APIs graficas directamente lo cual tenía un grado de dificultad muy alto ya que esta 
programación debía hacerse en términos netamente gráficos (i.e. texturas, filtros, pixeles, 
blending, entre otros). 
Estos procesos fueron mejorando a medida que llegaron las unidades programables que 
proveían lenguajes de ensamblador para el manejo de estos procesadores, de manera que la 
programación de shaders eran posibles a través de lenguaje de alto nivel para shading (HLSL – 
High-Level Shading Language) que presentaba una interfaz tipo lenguaje C. Nvidia también 
entro a proveer un lenguaje de alto nivel para programación Grafica con Cg (C for Graphics) 
pero se tenía el mismo problema para los programadores comunes de los primeros APIs, aun 
se realizaba en términos netamente gráficos. 
Lo que los desarrolladores realmente querían era un lenguaje de programación de alto nivel 
que fuera enfocado hacia la computación regular de propósito general y que realizara una 
abstracción de los elementos gráficos de la GPU.  
Los dos primeros avances académicos fueron los proyectos BrookGPU y Sh, los cuales 
abstraían el paradigma de la programación de las GPU como uno del tipo streaming processor 
(SIMD). El modelo de programación de basado en streams estructura los programas para 
expresar paralelismo y permite eficiencia en la comunicación y en la transferencia de datos, lo 
cual se acoplaba perfectamente al modelo GPU. 
Un programa consta de una serie de SMs, un conjuntos organizados de datos, y de unos 
kernels, que son las funciones que se van a aplicar a cada elemento en el conjunto 
produciendo uno o varios conjuntos más de datos como salida. 
Brook toma un acercamiento a soluciones de GPU netamente de computación de streams que 
representa los datos como streams y los cómputos realizados como los kernel, no existen pues 
aquí nociones graficas como texturas, vértices, geometría, renderizado ni nada por el estilo, los 
Kernels eran escritos en un subconjunto muy restringido de lenguaje C. 
Hoy en día AMD y NVIDIA ahora tienen sus propios lenguajes, AMD saco al mercado CTM 
(Close To the Metal), un sistema que permitía la programación de las GPU de su marca de las 
series R5XX y R6XX, CTM nos entregaba una abstracción de bajo nivel al hardware que 
permitía código tipo ensamblador con acceso al hardware casi directo y sin ningún tipo de 
lenguaje ni conocimiento grafico avanzado. 
Por otro lado Nvidia nos presenta CUDA, un sistema de más alto nivel que el CTM de AMD. 
CUDA presenta una sintaxis tipo lenguaje C para ser ejecutada en la GPU y la compilación se 
realiza offline13, además permite paralelismo a nivel de datos y a nivel de hilos 
(Multithreading). CUDA además permite el uso de diferentes niveles de memoria, como son: 
registros por cada hilo, memoria compartida por los hilos de cada bloque, memoria por tarjeta 
y memoria por host. Además los kernels en CUDA son más flexibles que los de Brook, ya que a 
diferencia del segundo CUDA permite el uso de apuntadores, carga y almacenamiento a la 
                                                          
13
 Se compila sin necesidad de tener conectada la Tarjeta Grafica 
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memoria permitiendo realizar procesos de scatter o almacenamiento desde un kernel y 
además sincronización entre hilos dentro de un bloque. 
Sin embargo, todos estos beneficios de CUDA tienen un costo y es el hecho de necesitar  que el 
programador entienda más del hardware a bajo nivel, uso de registros y manejo de hilos  y 
sincronización de los mismos. 
 
2.6. PRIMITIVAS COMPUTACIONALES 
 
El paradigma de GPGPU y la arquitectura paralela de las GPU requieren idiomas muy conocidos 
para aquellos programadores enfocados en supercomputadores pero que son relativamente 
nuevos para los programadores comunes de trabajo en CPU, por esto debemos discutir 4 
conceptos básicos y principales de la programación paralela, estos son los conceptos de 
scatter/gather, map, reduce y scan. Trataremos de definir estos términos básicos bajo 
programación grafica y bajo programación regular: 
 
Scatter/gather: Escribir o leer desde una ubicación en memoria. La computación grafica 
permite realizar una lectura o escritura eficiente a través del sistema de texturas, guardando 
los datos en formato de imagen (textura) y direccionando los datos para computar unas 
coordenadas específicas de la textura y realizando la lectura en ese punto. La computación 
general en GPU bajo CUDA permite lecturas y escrituras ilimitadas a ubicaciones arbitrarias en 
memoria y además permite el acceso a memoria usando tipos regulares de C (arreglos, 
apuntadores o variables), por su parte CTM de AMD permite accesos ilimitados pero bajo 
arreglos de 2 dimensiones. 
 
Map: El mapeo es la realización de una operación especifica a todos y cada uno de los 
elementos en un arreglo en memoria, típicamente es comparable a un for el cual se aplica a 
todos los elementos con la diferencia que el mapeo se realiza de forma paralela, es decir se 
realiza la misma tarea al mismo tiempo muchas veces permitiendo ahorrar tiempo. En la 
programación grafica el mapeo se realiza al aplicar un fragmento de programación a una 
colección de pixeles (un pixel por cada elemento en memoria), cada programa lee en memoria 
el pixel en determinada ubicación, le realiza el proceso correspondiente y luego lo almacena 
en un buffer de salida. 
Similarmente CTM y CUDA lanzan el programa o el hilo para realizar la operación de lectura, la 
ejecución del código y el almacenamiento del resultado en memoria de nuevo, además 
permitiendo que cada hilo pueda también realizar uno o varios loops sobre los mismos datos. 
 
Reduce: realiza una operación binaria repetidamente en un grupo de elementos, 
reduciéndolos a un resultado final, por ejemplo la suma de todos los elementos o el máximo o 
el mínimo de un grupo, entre otros. La programación grafica en las GPU realiza el proceso de 
rendering sobre un grupo de pixeles, en cada paso del programa de rendering, un fragmento 
del programa lee múltiples valores de una textura (realizando de cuatro a ocho lecturas de 
texturas), computa su suma y almacena ese valor en otra textura como pixeles de salida (con 
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un tamaño cuatro u ocho veces menor), el cual es luego marcado como entrada del mismo 
fragmento de programa y el proceso es repetido hasta que la salida consiste de un solo valor 
que es el valor final del pixel. 
CTM y CUDA expresan este mismo proceso más directamente, por ejemplo con el lanzamiento 
de hilos que leen dos elementos y entregan la suma de ambos, luego la mitad de los hilos 
realizan la misma operación y luego la mitad de estos hilos resultantes realizan la misma 
operación para al final solo sobreviva  un único hilo que entrega el resultado final. 
 
Scan: realiza un barrido a un arreglo A de elementos y retorna un arreglo B del mismo tamaño 
donde cada elemento B[i] representa una reducción del subarreglo A[1..i]. 
El escaneo es muy útil para la construcción de bloques de datos, como por ejemplo para 
ordenar un arreglo de datos o realizar una búsqueda en una matriz. 
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3. LENGUAJES 
 
Los principales lenguajes o librerías para el trabajo con GPGPU son dos, los cuales pertenecen 
a las dos principales empresas de venta y distribución de chips gráficos: la AMD en sus 
principios con CTM (Close To Metal), el cual pasó a continuar en colaboración con varias 
empresas en el proyecto OpenCL y la empresa NVidia con el lenguaje de programación CUDA. 
Una definición básica de ambos lenguajes la veremos a continuación. 
 
3.1. CUDA 
CUDA, ¿Qué es? CUDA es una arquitectura desarrollada por la empresa Nvidia para permitir la 
programación de tarjetas graficas de dicha empresa de una forma fácil y rápida, especial para 
el paradigma de GPGPU. CUDA viene en un ambiente de software con una sintaxis igual a C de 
alto nivel permitiendo que la curva de aprendizaje de los programadores que usan este 
lenguaje sea bastante baja. 
En el corazón de CUDA existen tres abstracciones claves que son expuestas a los 
programadores de manera sencilla como un grupo pequeño de extensiones del lenguaje, estas 
tres abstracciones son: 
 
 Una jerarquía de hilos agrupados, donde varios hilos pertenecen a un bloque (SP), varios 
bloques pertenecen a una malla (SM) y una tarjeta grafica puede tener varias mallas. 
 Memorias compartidas (Entre hilos, entre bloques y global). 
 Barrera de sincronización. 
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Figura 9. Jerarquía de hilos 
 
 
Dichas abstracciones permiten paralelismo a bajo nivel, permitiendo que varios hilos se 
ejecuten al mismo tiempo usando un grupo de datos para los mismos, y paralelismo a más alto 
nivel, permitiendo que varios bloques de hilos ejecuten la misma o diferente tarea al mismo 
tiempo cada uno con su grupo de datos. Debido a esta abstracción es recomendado a los 
programadores dividir los problemas en sub-problemas que puedan ser solucionados 
independientemente en paralelo por los bloques de hilos, y dividir cada sub-problema en 
pequeñas piezas que puedan ser resueltas de forma cooperativa en paralelo por cada hilo de 
un bloque. 
 
Éste modelo de trabajo permite a los hilos cooperar cuando están resolviendo un sub-
problema y al mismo tiempo permite la escalabilidad, ya que la asignación de bloques corre 
por parte del hardware propio y por lo tanto cada sub-problema puede ser asignado a 
cualquier procesador, en cualquier orden, concurrentemente o de manera secuencial. Esto 
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permite que el mismo problema sea ejecutado, tanto en una tarjeta grafica de alto nivel con 
muchos procesadores, como en tarjetas económicas con solo un par de los mismos. 
 
Figura 10. Escalabilidad automática en CUDA 
 
 
Esta asignación permite por lo tanto que un programa se amolde a cada tarjeta grafica sin 
necesidad de modificar el código fuente, es decir que no hay dependencia de hardware, ya que 
un mismo programa correría en cualquier tarjeta compatible con CUDA y a mayor número de 
procesadores mayor velocidad y rendimiento. 
 
3.1.1. Modelo de programación de CUDA. 
 
3.1.1.1. Kernel. CUDA C extiende del lenguaje C permitiéndole definir al programador 
funciones llamadas Kernels que, en el momento de ser llamados, son ejecutados N veces 
en paralelo por N diferentes Hilos de CUDA, a diferencia de las funciones regulares que se 
ejecutan solo una vez.  
Un kernel es definido usando el identificador de declaración “__global__” y en el 
momento de realizar el llamado a dicha función se usa una nueva sintaxis de configuración 
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donde se especifica el nombre del kernel a ejecutar y se agrega dentro de tres paréntesis 
angulados el número de bloques que se usarán y también el número de hilos de CUDA que 
se usaran de cada bloque. 
A cada hilo que ejecuta dicho kernel se le asigna un único ID que es accesible internamente 
desde el kernel a través de la variable threadIdx. Por conveniencia esta variable es un 
vector de 3 componentes, así se permite que dichos hilos puedan ser identificados en una, 
dos o tres dimensiones, permitiendo a su vez modelar un dominio como un vector, como 
una matriz o como un volumen. 
El indexado de un hilo y su ID están estrechamente relacionados y para facilidad de 
identificación los Ids de cada hilo se construyen de la siguiente manera: 
 Para un hilo de una dimensión el ID es igual a su índice (     ). 
 
 Para un hilo de dos dimensiones el ID es igual a la posición   más la multiplicación de 
la posición   y la dimensión de  , es decir, para un bloque de dimensiones (     ) e 
índice (   )el identificador será: 
          . 
 
 Para un hilo de tres dimensiones con dimensiones (        ) y con índice (     ) 
el identificador será:  
                 
Como se tiene un límite en cuanto al número de hilos por bloque determinado por cada 
tarjeta, se puede necesitar usar más de un bloque para resolver nuestro problema. Los 
bloques en una malla pueden accederse en una, dos o tres dimensiones (al igual que los 
Hilos) y para su identificación se usa un par de variables internas llamadas blockIdx, que 
me identifica cada bloque y blockDim, que me identifica las dimensiones del bloque 
(número de hilos). 
Cada bloque podrá correr de manera independiente, en paralelo o en serial. Esta 
independencia es lo que permite que se ejecuten los kernel en cualquier orden y en 
cualquier tarjeta, sin importar el número de procesadores que tenga, permitiendo el 
escalado automático de las aplicaciones. 
Finalmente se tiene la posibilidad de que los hilos cooperen en la ejecución del kernel, 
esto se logra compartiendo datos a través de la memoria compartida y realizando una 
sincronización para coordinar el acceso a dicha memoria. El programador puede 
especificar el punto de sincronización mediante la función __syncthreads(). Dicha función 
actúa como una barrera a la cual tienen que converger todos los hilos dentro de un 
bloque y donde deben esperar antes de que se les permita continuar con la ejecución. 
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3.1.1.2. Jerarquía de memoria 
Los hilos en CUDA tienen acceso a diferentes tipos de memoria durante su ejecución, en 
un principio cada hilo tiene acceso a su propio bloque de memoria local privado. Además 
de dicha memoria local cada bloque tiene un bloque de memoria visible para todos los 
hilos y el cual está activo mientras el bloque este activo y también existe una memoria 
global que es asequible para todos los hilos del dispositivo. 
Además de estos tipos de memoria existen 2 tipos de memoria de solo lectura al cual 
todos los hilos tienen acceso, la memoria constante y la memoria de texturas.  
Figura 11. Jerarquía de memoria de CUDA. 
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3.2. OpenCL.  
OpenCL es una especificación creada por el grupo de trabajo de OpenCL el cual trabaja bajo la 
denominación The Khronos Group, este grupo de trabajo es artífice de especificaciones como 
OpenGL. 
En el 2008 comenzaron a trabajar en definir la especificación OpenCL y consiguieron lanzar al 
mercado su versión 1.0 a finales del año 2008 (8 de diciembre del 2008), un tiempo record 
para este tipo de trabajos de estandarización. La versión 1.1 fue lanzada el 14 de Junio del 
2010 y la versión 1.2 (ultima) el 15 de noviembre del 2011 
 
3.2.1. Anatomía de OpenCL 
 
La especificación OpenCL v1.0 consta de tres partes: 
 
 La especificación del lenguaje: Describe la sintaxis y la interfaz de programación para 
los kernels de escritura que se ejecutaran en los dispositivos multinúcleo (GPU o CPU), 
el lenguaje es basado en C, el cual fue elegido debido a la gran acogida y familiaridad 
entre los desarrolladores. Se uso también el estándar IEEE 754 para el manejo de la 
precisión numérica en coma flotante y una variedad de funciones integradas. El 
desarrollador tiene la opción de pre compilar los kernels o dejar que la rutina de 
OpenCL los compile según la demanda. 
 
 La API de nivel de lenguaje: concede al desarrollador diferentes funciones y rutinas que 
preguntan por el número y tipos de dispositivos sobre los cuales correrán los kernels, 
además de iniciar los dispositivos específicos apropiados para su carga de trabajo. En 
este nivel se crean las solicitudes de colas para el envío de tareas y la transferencia de 
datos. 
 
 La API de Rutina: Permite al desarrollador ordenar los kernel para su ejecución y es 
responsable de la gestión de los recursos informáticos y de memoria del sistema 
OpenCL. 
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Figura 12. Anatomía de OpenCL. 
 
 
3.2.2. El modelo de Ejecución 
 
OpenCL no solo está definido para GPU sino también para CPU multinúcleo, así que se da 
flexibilidad en la definición de los kernels. Un kernel es la unidad básica de código 
ejecutable y es considerado como una función en C. La ejecución de estos kernel puede ser 
realizados en orden o no, dependiendo de una serie de opciones que debe especificar el 
desarrollador. Además se define el dominio de ejecución del kernel, de dimensión N, para 
permitir que el sistema tenga la magnitud completa de la carga de trabajo y los resultados 
al igual que el dominio se pueden agrupar para propósitos de sincronización y 
comunicación. 
 
 
 
 
 
 
 
 
41 
 
3.2.3. El modelo de Memoria 
 
OpenCL permite cuatro niveles de memoria: privada, local, constante y global. 
 
 Privada: memoria de tipo local que es usada únicamente por cada Stream Processor, 
generalmente se trata de un registro solo accesible por una unidad de procesamiento. 
 
 Local: memoria usada y compartida por varios procesadores los cuales están 
agrupados. Generalmente se trata de la memoria compartida dentro de un bloque de 
Stream Processors. 
 
 Constante: Parte de la memoria global usada para almacenar datos de solo lectura 
para uso de todos los procesadores y compartido por los kernels. 
 
 Global: Memoria de Lectura/escritura accesible por todos los procesadores. 
 
Figura 13. Modelo de memoria de OpenCL. 
 
 
3.2.4. El modelo de programación de OpenCL 
 
El modelo de programación de OpenCl, al igual que CUDA, se basa en los kernels, los cuales 
son pequeños bloques de código que se van a ejecutar en la tarjeta grafica. En el modelo 
de programación de OpenCL dichos kernels se leen a partir de texto asi que lo mas 
recomendable es guardarlos en un archivo de texto independiente y cargarlos desde el 
programa.  
Para comenzar con la definición de un kernel escribimos el identificador __kernel para 
especificar que el código a continuación es de este tipo y que será ejecutado en una GPU y 
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para los parámetros especificamos __global para decir que usaremos dicha memoria. Ya 
dentro de nuestro kernel podemos usar la función get_global_id() para capturar el id del 
hilo sobre el cual estamos. 
Por fuera del kernel y dentro del código fuente debemos declarar nuestras variables por 
separado, las que usan memoria del equipo Host (el equipo al cual pertenece la GPU) y las 
que usan memoria del dispositivo (la GPU). 
Luego debemos realizar la configuración del uso de recursos, donde vamos a seleccionar el 
dispositivo a usar (en nuestro equipo podríamos tener varias tarjetas graficas), luego 
configuramos un contexto, el cual será usado para el manejo de colas de comandos, el uso 
de memoria y la compilación del kernel y finalmente mediante el contexto creado 
podemos generar la cola de comandos, donde enviaremos todos los comandos a ejecutar 
por la GPU. 
Luego de este proceso de configuración pasamos a compilar el kernel, copiamos las 
variables del equipo al dispositivo mediante la cola de comandos y lanzamos la ejecución 
del kernel con el set de datos que tenemos en el dispositivo. Luego de este proceso solo 
nos queda marcar un punto de sincronización, en el cual esperaremos que se termine de 
ejecutar la cola de comandos y luego leemos los resultados arrojados por la ejecución del 
kernel y usamos estos resultados para realizar los cálculos que necesitemos a nivel de 
Host. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
43 
 
4. EJEMPLOS 
 
A manera de ejemplo se usara un algoritmo básico de adición de vectores, en una primera 
instancia se usara programación secuencial en lenguaje c para resolver el problema. Luego se 
pasara a migrar dicho algoritmo para solucionarlo de manera paralela mediante el uso de 
tecnología CUDA y mediante el uso de tecnología OpenCL con la respectiva explicación del 
proceso realizado. 
 
4.1. ALGORITMO DE ADICIÓN DE VECTORES (LENGUAJE C) 
 
El código fuente del algoritmo es el siguiente: 
 
#include <stdio.h>; 
#include <stdlib.h>; 
#include <math.h>; 
int main( int argc, char *argv[] ) 
{ 
    // Tamaño de los vectores 
    int n = 100000; 
    // Vectores de entrada 
    double *a; 
    double *b; 
    // Vector de salida 
    double *c; 
    // Tamaño de cada vector, en bytes 
    size_t bytes = n*sizeof(double); 
    // Reservar memoria para cada vector 
    a = (double*)malloc(bytes); 
    b = (double*)malloc(bytes); 
    c = (double*)malloc(bytes); 
// Inicializar contenido de vectores de entrada,  
a[i] = sin(i)^2 ; b[i] = cos(i)^2 
    int i; 
    for(i=0; i<n; i++){ 
        a[i] = sin(i)*sin(i); 
        b[i] = cos(i)*cos(i); 
    } 
    // Suma de componentes uno a uno y resultado en vector c 
    for(i=0; i<n; i++){ 
        c[i] = a[i] + b[i]; 
    } 
// Suma las componentes del vector c e imprime el resultado dividido 
por n, debería ser igual a 1 con un pequeño margen de error. 
    double sum = 0; 
    for(i=0; i<n; i++){ 
        sum += c[i]; 
    } 
    sum = sum/n; 
    printf(Resultado final: %f\n', sum); 
    // Liberar memoria 
    free(a); 
    free(b); 
    free(c); 
    return 0; 
}  
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La explicación del código es la siguiente: 
 
1. Incluimos librerías y abrimos función main (lenguaje c). 
#include <stdio.h>; 
#include <stdlib.h>; 
#include <math.h>; 
int main( int argc, char *argv[] ) 
{  
 
2. Especificamos el tamaño de los vectores en la variable n y declaramos los tres vectores a 
usar, a y b de entrada y c de salida. 
    // Tamaño de los vectores 
    int n = 100000; 
    // Vectores de entrada 
    double *a; 
    double *b; 
    // Vector de salida 
    double *c;  
 
3. Especificamos el tamaño en bytes que usara cada vector para poder pasar a reservar 
memoria suficiente para los 3 con la instrucción malloc. 
    // Tamaño de cada vector, en bytes 
    size_t bytes = n*sizeof(double); 
    // Reservar memoria para cada vector 
    a = (double*)malloc(bytes); 
    b = (double*)malloc(bytes); 
    c = (double*)malloc(bytes);  
 
4. Le asignamos valores a los dos vectores de entrada, en este caso el vector a contendrá 
        y el vector contendrá         con             . 
// Inicializar contenido de vectores de entrada,  
a[i] = sin(i)^2 ; b[i] = cos(i)^2 
    int i; 
    for(i=0; i<n; i++){ 
        a[i] = sin(i)*sin(i); 
        b[i] = cos(i)*cos(i); 
    }  
 
5. Este es el proceso principal del programa, se encarga de sumar los vectores uno a uno y 
guardar el resultado en el vector c en la posición especifica. 
    // Suma de componentes uno a uno y resultado en vector c 
    for(i=0; i<n; i++){ 
        c[i] = a[i] + b[i]; 
    }  
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6. Luego del proceso de adición pasamos a sumar los componentes del vector c y el 
resultado lo dividimos por n (número de datos) y el resultado deberá ser 
aproximadamente 1. 
// Suma las componentes del vector c e imprime el resultado dividido 
por n, debería ser igual a 1 con un pequeño margen de error. 
    double sum = 0; 
    for(i=0; i<n; i++){ 
        sum += c[i]; 
    } 
    sum = sum/n; 
    printf(Resultado final: %f\n', sum);  
 
7. Finalmente liberamos la memoria reservada para los vectores y finalizamos la ejecución 
del programa. 
    // Liberar memoria 
    free(a); 
    free(b); 
    free(c); 
    return 0; 
}  
 
Como vemos en la explicación del programa base la dificultad del proceso realizado es 
bastante baja, sin embargo debemos hacer la operación de suma de vectores   [ ]    [ ]  
  [ ]  un total de 100.000 veces de manera secuencial (obviando la inicialización y la suma del 
vector resultante para efectos de comparación), por lo tanto el tiempo de ejecución es 
bastante alto, a pesar que es una operación repetitiva, este problema es el que trataremos de 
atacar con los siguientes dos ejemplos del mismo algoritmo, uno bajo CUDA y el otro bajo 
OpenCL. 
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4.2. ALGORITMO DE ADICIÓN DE VECTORES (CUDA) 
 
El código fuente del algoritmo es el siguiente: 
 
#include <stdio.h> 
#include <stdlib.h> 
#include <math.h> 
// Kernel de CUDA. cada hilo se encargará de uno de los elementos de c 
__global__ void vecAdd(double *a, double *b, double *c, int n) 
{ 
    // Obtenemos nuestro ID de hilo 
    int id = blockIdx.x*blockDim.x+threadIdx.x; 
    // Nos aseguramos que no se salga de los limites (Tamaño) 
    if (id < n){ 
        c[id] = a[id] + b[id]; 
    } 
} 
int main( int argc, char* argv[] ) 
{ 
    // Tamaño de los vectores 
    int n = 100000; 
    // Vectores de entrada del Host 
    double *h_a; 
    double *h_b; 
    // Vector de salida del Host 
    double *h_c; 
    // Vectores de entrada de la GPU 
    double *d_a; 
    double *d_b; 
    //Vector de salida de la GPU 
    double *d_c; 
    // Tamaño en bytes de cada vector 
    size_t bytes = n*sizeof(double); 
    // Reserva de memoria para los vectores en el Host 
    h_a = (double*)malloc(bytes); 
    h_b = (double*)malloc(bytes); 
    h_c = (double*)malloc(bytes); 
    // Reserva de memoria para los vectores en la GPU 
    cudaMalloc(&d_a, bytes); 
    cudaMalloc(&d_b, bytes); 
    cudaMalloc(&d_c, bytes);  
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    int i; 
    // Inicializar contenido de vectores de entrada,  
    // a[i] = sin(i)^2 ; b[i] = cos(i)^2 
 
    for( i = 0; i < n; i++ ) { 
        h_a[i] = sin(i)*sin(i); 
        h_b[i] = cos(i)*cos(i); 
    } 
    // Copiar los vectores del Host a la GPU 
    cudaMemcpy( d_a, h_a, bytes, cudaMemcpyHostToDevice); 
    cudaMemcpy( d_b, h_b, bytes, cudaMemcpyHostToDevice); 
    int blockSize, gridSize; 
    // Número de hilos en cada Bloque 
    blockSize = 1024; 
    // Número de bloques de nuestra malla 
    gridSize = (int)ceil((float)n/blockSize); 
    // Ejecutar el kernel 
    vecAdd<<<gridSize, blockSize>>>(d_a, d_b, d_c, n); 
    // Copiar el arreglo de la GPU al Host  
    cudaMemcpy( h_c, d_c, bytes, cudaMemcpyDeviceToHost ); 
// Suma las componentes del vector c e imprime el resultado dividido 
por n, debería ser igual a 1 con un pequeño margen de error. 
    double sum = 0; 
    for(i=0; i<n; i++){ 
        sum += h_c[i]; 
    } 
    sum = sum/n; 
    printf("Resultado final: %f\n", sum); 
    // Liberar memoria de la GPU 
    cudaFree(d_a); 
    cudaFree(d_b); 
    cudaFree(d_c); 
    // Liberar memoria del Host 
    free(h_a); 
    free(h_b); 
    free(h_c); 
    return 0; 
}  
La explicación del código es: 
 
1. Incluimos librerías. 
#include <stdio.h> 
#include <stdlib.h> 
#include <math.h>  
 
2. Definimos el kernel que se va a usar con __global__ void. Le especificamos que se usaran 
las variables a, b y c de tipo doble y también la variable n (número de datos). Dentro de la 
función capturamos nuestro ID único y preguntamos si dicho ID esta dentro del dominio 
de nuestro programa, si es así entonces sumamos la posición número ID del vector a y del 
b y lo almacenamos en c. 
// Kernel de CUDA. cada hilo se encargará de uno de los elementos de c 
__global__ void vecAdd(double *a, double *b, double *c, int n) 
{ 
    // Obtenemos nuestro ID de hilo 
    int id = blockIdx.x*blockDim.x+threadIdx.x; 
    // Nos aseguramos que no se salga de los limites (Tamaño) 
    if (id < n){ 
        c[id] = a[id] + b[id]; 
    } 
}  
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3. Dentro de la función main declaramos el tamaño de los vectores y declaramos las 
variables a usar, tanto las del host (h_*) como las de la GPU (d_*). 
int main( int argc, char* argv[] ) 
{ 
    // Tamaño de los vectores 
    int n = 100000; 
    // Vectores de entrada del Host 
    double *h_a; 
    double *h_b; 
    // Vector de salida del Host 
    double *h_c; 
    // Vectores de entrada de la GPU 
    double *d_a; 
    double *d_b; 
    //Vector de salida de la GPU 
    double *d_c;  
 
4. Calculamos el tamaño de cada vector en bytes y reservamos memoria, tanto para los 
vectores del host (malloc) como para los vectores de la GPU (cudaMalloc). 
    // Tamaño en bytes de cada vector 
    size_t bytes = n*sizeof(double); 
    // Reserva de memoria para los vectores en el Host 
    h_a = (double*)malloc(bytes); 
    h_b = (double*)malloc(bytes); 
    h_c = (double*)malloc(bytes); 
    // Reserva de memoria para los vectores en la GPU 
    cudaMalloc(&d_a, bytes); 
    cudaMalloc(&d_b, bytes); 
    cudaMalloc(&d_c, bytes);  
 
5. Inicializamos los vectores de entrada con los valores respectivos (        y        ) 
    int i; 
    // Inicializar contenido de vectores de entrada,  
    // a[i] = sin(i)^2 ; b[i] = cos(i)^2 
 
    for( i = 0; i < n; i++ ) { 
        h_a[i] = sin(i)*sin(i); 
        h_b[i] = cos(i)*cos(i); 
    }  
 
6. Mediante la instrucción cudaMemcpy copiamos el contenido de los vectores desde el 
equipo hacia la GPU. 
    // Copiar los vectores del Host a la GPU 
    cudaMemcpy( d_a, h_a, bytes, cudaMemcpyHostToDevice); 
    cudaMemcpy( d_b, h_b, bytes, cudaMemcpyHostToDevice);  
 
7. Declaramos el número de hilos a usar en cada bloque (1024) y el número de bloques  a 
usar (el mayor entero necesario para cubrir el total de hilos necesarios, en este caso 
especifico serian 98). 
    int blockSize, gridSize; 
    // Número de hilos en cada Bloque 
    blockSize = 1024; 
    // Número de bloques de nuestra malla 
    gridSize = (int)ceil((float)n/blockSize);  
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8. Ejecutamos el kernel mediante los triples paréntesis angulados y usamos como variables 
los tres vectores declarados y el número de hilos n. la siguiente instrucción se encarga de 
copiar el resultado de la memoria de la GPU a la del equipo. La instrucción cudaMemcpy 
bloqueara el proceso hasta que la ejecución del kernel termine permitiendo así garantizar 
que todos los hilos hallan terminado la ejecución. 
    // Ejecutar el kernel 
    vecAdd<<<gridSize, blockSize>>>(d_a, d_b, d_c, n); 
    // Copiar el arreglo de la GPU al Host  
    cudaMemcpy( h_c, d_c, bytes, cudaMemcpyDeviceToHost );  
 
9. Sumamos uno a uno los componentes de c e imprimimos el promedio como resultado 
final. 
    double sum = 0; 
    for(i=0; i<n; i++){ 
        sum += h_c[i]; 
    } 
    sum = sum/n; 
    printf("Resultado final: %f\n", sum);  
 
10. Liberamos la memoria reservada, tanto del equipo Host como del dispositivo (GPU). 
    // Liberar memoria de la GPU 
    cudaFree(d_a); 
    cudaFree(d_b); 
    cudaFree(d_c); 
    // Liberar memoria del Host 
    free(h_a); 
    free(h_b); 
    free(h_c); 
    return 0; 
}  
 
En este acercamiento basado en CUDA vemos como el kernel que usamos se encarga del 
proceso repetitivo de adición y, a pesar que tenemos más instrucciones con la declaración de 
variables independientes y la configuración de las funciones especificas de CUDA, ya no 
tendremos que realizar la operación de suma n veces sino que n  hilos realizaran dicha 
operación en paralelo. 
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4.3. ALGORITMO DE ADICIÓN DE VECTORES (OPEN CL) 
El código fuente del algoritmo es el siguiente: 
 
#include <stdio.h> 
#include <stdlib.h> 
#include <math.h> 
#include <CL/opencl.h> 
// Activamos valores de precision doble 
#pragma OPENCL EXTENSION cl_khr_fp64 : enable 
// Kernel de OpenCL. Cada item (hilo) se encargará de un elemento de c 
const char *kernelSource =  
"__kernel void vecAdd(  __global double *a,     \n" + 
"                       __global double *b,     \n" + 
"                       __global double *c,     \n" + 
"                       const unsigned int n)   \n" + 
"{                                              \n" + 
"   //Conseguimos nuestro ID global             \n" + 
"   int id = get_global_id(0);                  \n" + 
"                                               \n" + 
"   //Nos aseguramos de estar dentro del rango  \n" + 
"   if (id < n)                                 \n" + 
"       c[id] = a[id] + b[id];                  \n" + 
"}                                              \n" + 
"                                               \n" ; 
int main( int argc, char* argv[] ) 
{ 
    // Tamaño de los vectores 
    unsigned int n = 100000; 
    // Vectores de entrada del equipo 
    double *h_a; 
    double *h_b; 
    // Vector de salida del equipo 
    double *h_c; 
    // Buffers de entrada de la GPU 
    cl_mem d_a; 
    cl_mem d_b; 
    // Buffer de salida de la GPU 
    cl_mem d_c; 
    cl_platform_id cpPlatform; // Plataforma OpenCL 
    cl_device_id device_id; // ID del dispositivo (GPU) 
    cl_context context; // contexto 
    cl_command_queue queue; // cola de comandos 
    cl_program program; // programa 
    cl_kernel kernel; // kernel 
    // Tamaño en bytes de cada vector 
    size_t bytes = n*sizeof(double); 
    // Reservamos memoria para cada vector den el equipo Host 
    h_a = (double*)malloc(bytes); 
    h_b = (double*)malloc(bytes); 
    h_c = (double*)malloc(bytes);  
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    // Inicializamos vectores en el Host 
    int i; 
    for( i = 0; i < n; i++ ){ 
        h_a[i] = sin(i)*sin(i); 
        h_b[i] = cos(i)*cos(i); 
    } 
    size_t globalSize, localSize; 
    cl_int err; 
    // Numero de items en cada grupo local 
    localSize = 1024; 
    // Numero total de items - Debe ser divisible por localSize (100352) 
    globalSize = ceil(n/(float)localSize)*localSize; 
    // Capturar la plataforma (depende del fabricante) 
    err = clGetPlatformIDs(1, &cpPlatform, NULL); 
    // Obtener el ID del dispositivo 
    err = clGetDeviceIDs(cpPlatform, CL_DEVICE_TYPE_GPU, 1, &device_id, 
NULL); 
    // Crear el contexto con el Id del dispositivo 
    context = clCreateContext(0, 1, &device_id, NULL, NULL, &err); 
    // Crear una cola de comandos 
    queue = clCreateCommandQueue(context, device_id, 0, &err); 
    // Crear el programa a partir del buffer (variable kernelSource) 
    program = clCreateProgramWithSource(context, 1, (const char **) & 
kernelSource, NULL, &err); 
    // Construir/Compilar el programa 
    clBuildProgram(program, 0, NULL, NULL, NULL, NULL); 
    // Crear el kernel a partir del programa que acabamos de crear 
    kernel = clCreateKernel(program, "vecAdd", &err); 
    // Crear los vectores de Entrada/Salida en la memoria de la GPU 
(Contexto actual) 
    d_a = clCreateBuffer(context, CL_MEM_READ_ONLY, bytes, NULL, NULL); 
    d_b = clCreateBuffer(context, CL_MEM_READ_ONLY, bytes, NULL, NULL); 
    d_c = clCreateBuffer(context, CL_MEM_WRITE_ONLY, bytes, NULL, NULL); 
    // Escribir los datos en los vectores de entrada del dispositivo 
    err = clEnqueueWriteBuffer(queue, d_a, CL_TRUE, 0, bytes, h_a, 0, 
NULL, NULL); 
    err |= clEnqueueWriteBuffer(queue, d_b, CL_TRUE, 0, bytes, h_b, 0, 
NULL, NULL); 
    // Asignar los argumentos para calcular el kernel 
    err = clSetKernelArg(kernel, 0, sizeof(cl_mem), &d_a); 
    err |= clSetKernelArg(kernel, 1, sizeof(cl_mem), &d_b); 
    err |= clSetKernelArg(kernel, 2, sizeof(cl_mem), &d_c); 
    err |= clSetKernelArg(kernel, 3, sizeof(unsigned int), &n); 
    // Ejecutar el kernel para todo el rango de elementos de los vectores 
    err = clEnqueueNDRangeKernel(queue, kernel, 1, NULL, &globalSize, 
&localSize, 0, NULL, NULL); 
    // Esperar a que la cola de comandos termine todas las ejecuciones 
    clFinish(queue); 
    // Leer los resultados desde el dispositivo 
    clEnqueueReadBuffer(queue, d_c, CL_TRUE, 0, bytes, h_c, 0, NULL, NULL 
); 
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    // Suma las componentes del vector c e imprime el resultado dividido 
por n, debería ser igual a 1 con un pequeño margen de error. 
    double sum = 0; 
    for(i=0; i<n; i++) 
        sum += h_c[i]; 
    sum = sum/n; 
    printf("final result: %f\n", sum); 
    // Liberar los recursos de OpenCL 
    clReleaseMemObject(d_a); 
    clReleaseMemObject(d_b); 
    clReleaseMemObject(d_c); 
    clReleaseProgram(program); 
    clReleaseKernel(kernel); 
    clReleaseCommandQueue(queue); 
    clReleaseContext(context); 
    //Liberar los vectores en el equipo Host 
    free(h_a); 
    free(h_b); 
    free(h_c); 
    return 0; 
}  
La explicación del código esta a continuación (Definición de funciones ver Anexo 1): 
 
1. Incluimos las librerías estándares, además incluimos la librería opencl.h la cual es la 
que nos permite trabajar con la GPU y activamos los valores de doble precisión para 
ser manejados dentro de la tarjeta.  
#include <stdio.h> 
#include <stdlib.h> 
#include <math.h> 
#include <CL/opencl.h> 
// Activamos valores de precisión doble 
#pragma OPENCL EXTENSION cl_khr_fp64 : enable  
 
2. Definimos el kernel a ejecutar. En este caso al ser solo 1 kernel y de tan corta longitud 
lo definimos dentro del mismo código encerrándolo en comillas y especificando los 
saltos de línea, pero lo ideal sería leer el mismo a partir de un archivo plano. 
// Kernel de OpenCL. Cada item (hilo) se encargará de un elemento de c 
const char *kernelSource = 
"__kernel void vecAdd(  __global double *a,     \n" +  
"                       __global double *b,     \n" + 
"                       __global double *c,     \n" + 
"                       const unsigned int n)   \n" + 
"{                                              \n" + 
"   //Conseguimos nuestro ID global             \n" + 
"   int id = get_global_id(0);                  \n" + 
"                                               \n" + 
"   //Nos aseguramos de estar dentro del rango  \n" + 
"   if (id < n)                                 \n" + 
"       c[id] = a[id] + b[id];                  \n" + 
"}                                              \n" + 
"                                               \n" ;  
 
 
 
 
 
 
 
53 
 
Este kernel se ejecuta de la siguiente manera: 
 
a. Primero se define que es un kernel de ejecución en la GPU (declaración __kernel). 
b. Definimos tres variables de tipo doble que serán almacenados en la memoria global 
de la GPU (__global) y un entero con el número de hilos. 
c. Dentro del kernel obtenemos el ID del hilo. 
d. Aseguramos que nuestro id de hilo este dentro del rango de escogido (n). 
e. Realizamos la instrucción de suma de los elementos del vector en la posición 
indicada (i). 
 
3. Comenzamos la ejecución del programa declarando las variables n, h_a, h_b, h_c, d_a, 
d_b y d_c, que contendrán el rango del problema, los vectores de entrada y salida del 
host y los buffers de entrada y salida de la GPU (cl_mem). 
int main( int argc, char* argv[] ) 
{ 
    // Tamaño de los vectores 
    unsigned int n = 100000; 
    // Vectores de entrada del equipo 
    double *h_a; 
    double *h_b; 
    // Vector de salida del equipo 
    double *h_c; 
    // Buffers de entrada de la GPU 
    cl_mem d_a; 
    cl_mem d_b; 
    // Buffer de salida de la GPU 
    cl_mem d_c;  
 
4. Declaramos las respectivas variables de configuración de OpenCL que nos permitirán 
identificar la plataforma, el dispositivo, el contexto a trabajar, la cola de comandos, el 
programa y el kernel respectivamente. Además declaramos el tamaño en bytes de 
nuestros vectores de trabajo. 
    cl_platform_id cpPlatform; // Plataforma OpenCL 
    cl_device_id device_id; // ID del dispositivo (GPU) 
    cl_context context; // contexto 
    cl_command_queue queue; // cola de comandos 
    cl_program program; // programa 
    cl_kernel kernel; // kernel 
    // Tamaño en bytes de cada vector 
    size_t bytes = n*sizeof(double);  
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5. Reservamos memoria para los vectores en el equipo Host e inicializamos dichos 
vectores con los valores respectivos. además declaramos dos variables que contendrán 
el número de ítems de trabajo (hilos por bloque en CUDA) y el número de grupos de 
ítems de trabajos a usar (bloques en CUDA) y un buffer que contendrá los posibles 
errores que se lancen durante la ejecución. 
    h_a = (double*)malloc(bytes); 
    h_b = (double*)malloc(bytes); 
    h_c = (double*)malloc(bytes); 
    // Inicializamos vectores en el Host 
    int i; 
    for( i = 0; i < n; i++ ){ 
        h_a[i] = sin(i)*sin(i); 
        h_b[i] = cos(i)*cos(i); 
    } 
    size_t globalSize, localSize; 
    cl_int err;  
 
6. Especificamos que el número de hilos será de 1024 y que el número de bloques será 
igual al menor número posible mayor al rango de trabajo y divisible por el número de 
hilos (100352). Otra posible solución para evitar desperdiciar recursos de la GPU seria 
definir el número de hilos como 64 por bloque (localSize) y de esta manera 
definiríamos globalSize con un valor de 100032 hilos en total (320 hilos menos). 
    // Numero de items en cada grupo local 
    localSize = 1024; 
    // Numero total de items - Debe ser divisible por localSize (100352) 
    globalSize = ceil(n/(float)localSize)*localSize;  
 
7. En este momento se comienza con la configuración de Open CL donde primero 
capturamos la plataforma, si tenemos un sistema con una GPU marca AMD y una con 
marca NVidia entonces podríamos obtener 2 plataformas diferentes. Luego 
obtenemos el identificador que nos apuntará a la GPU en dicha plataforma y con este 
id podemos crear un contexto para dicha GPU. Este contexto nos permitirá crear 
programas, colas de comandos, manejar la memoria del dispositivo, entre otros. 
    // Capturar la plataforma (depende del fabricante) 
    err = clGetPlatformIDs(1, &cpPlatform, NULL); 
    // Obtener el ID del dispositivo 
    err = clGetDeviceIDs(cpPlatform, CL_DEVICE_TYPE_GPU, 1, &device_id, 
NULL); 
    // Crear el contexto con el Id del dispositivo 
    context = clCreateContext(0, 1, &device_id, NULL, NULL, &err);  
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8. A partir del contexto creado anteriormente creamos una cola de comandos y un 
programa a partir del archivo de texto (en nuestro caso la variable declarada en un 
principio). Los programas en OpenCL tienen la funcionalidad de permitir al 
programador escoger si se quiere usar binarios precompilados o capturar el código 
fuente y compilarlo durante la ejecución, por ejemplo para que la primera vez se 
escoja el código dependiendo de dispositivo, de la plataforma y/o de los 
requerimientos de memoria y luego de compilado por primera vez continuar usando 
los binarios correspondientes. Luego construimos dicho programa y definimos la 
variable kernel con el kernel especifico llamado vecAdd declarado en el programa que 
acabamos de compilar. 
    // Crear una cola de comandos 
    queue = clCreateCommandQueue(context, device_id, 0, &err); 
    // Crear el programa a partir del buffer (variable kernelSource) 
    program = clCreateProgramWithSource(context, 1, (const char **) & 
kernelSource, NULL, &err); 
    // Construir/Compilar el programa 
    clBuildProgram(program, 0, NULL, NULL, NULL, NULL); 
    // Crear el kernel a partir del programa que acabamos de crear 
    kernel = clCreateKernel(program, "vecAdd", &err);  
 
9. Creamos el buffer por el cual enviaremos los datos del equipo Host a la GPU en el 
contexto actual, ponemos en cola el envío de los mismos (clEnqueueWriteBuffer para 
escribir en la memoria) y asignamos los valores respectivos de las variables de la GPU 
al kernel como argumentos para la ejecución del mismo. 
    // Crear los vectores de Entrada/Salida en la memoria de la GPU 
(Contexto actual) 
    d_a = clCreateBuffer(context, CL_MEM_READ_ONLY, bytes, NULL, NULL); 
    d_b = clCreateBuffer(context, CL_MEM_READ_ONLY, bytes, NULL, NULL); 
    d_c = clCreateBuffer(context, CL_MEM_WRITE_ONLY, bytes, NULL, NULL); 
    // Escribir los datos en los vectores de entrada del dispositivo 
    err = clEnqueueWriteBuffer(queue, d_a, CL_TRUE, 0, bytes, h_a, 0, 
NULL, NULL); 
    err |= clEnqueueWriteBuffer(queue, d_b, CL_TRUE, 0, bytes, h_b, 0, 
NULL, NULL); 
    // Asignar los argumentos para calcular el kernel 
    err =  clSetKernelArg(kernel, 0, sizeof(cl_mem), &d_a); 
    err |= clSetKernelArg(kernel, 1, sizeof(cl_mem), &d_b); 
    err |= clSetKernelArg(kernel, 2, sizeof(cl_mem), &d_c); 
    err |= clSetKernelArg(kernel, 3, sizeof(unsigned int), &n);  
 
10. Enviamos la ejecución del kernel a la cola de comandos para su ejecución con los 
argumentos anteriormente especificados, esperamos que termine de ejecutarse la 
cola de comandos y finalmente leemos el resultado de la ejecución en la variable h_c. 
    // Ejecutar el kernel para todo el rango de elementos de los vectores 
    err = clEnqueueNDRangeKernel(queue, kernel, 1, NULL, &globalSize, 
&localSize, 0, NULL, NULL); 
    // Esperar a que la cola de comandos termine todas las ejecuciones 
    clFinish(queue); 
    // Leer los resultados desde el dispositivo 
    clEnqueueReadBuffer(queue, d_c, CL_TRUE, 0, bytes, h_c, 0, NULL, NULL );  
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11. Sumamos uno a uno los componentes de c e imprimimos el promedio como resultado 
final. 
    // Suma las componentes del vector c e imprime el resultado dividido 
por n, debería ser igual a 1 con un pequeño margen de error. 
    double sum = 0; 
    for(i=0; i<n; i++) 
        sum += h_c[i]; 
    sum = sum/n; 
    printf("final result: %f\n", sum);  
 
12. Liberamos toda la memoria reservada, tanto la de la GPU como la del equipo Host. 
    // Liberar los recursos de OpenCL 
    clReleaseMemObject(d_a); 
    clReleaseMemObject(d_b); 
    clReleaseMemObject(d_c); 
    clReleaseProgram(program); 
    clReleaseKernel(kernel); 
    clReleaseCommandQueue(queue); 
    clReleaseContext(context); 
    //Liberar los vectores en el equipo Host 
    free(h_a); 
    free(h_b); 
    free(h_c); 
    return 0; 
} 
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5. CONCLUSIONES 
 
Después de dar un recorrido básico sobre la programación paralela y mas enfáticamente en la 
parte básica de las diferentes opciones con las cuales podemos programar bajo el paradigma 
GPGPU, nos damos cuenta que en un principio parece algo demasiado complicado debido a la 
alta complejidad de las definiciones, de la distribución de memoria tan diferente a la 
acostumbrada, de el hecho que ahora se tiene que mapear el proceso a la GPU tratando de 
reducir al mínimo los accesos a memoria, entre otros. Este pensamiento se debe a la diferencia 
de arquitecturas entre los dispositivos comunes y las tarjetas graficas y también a que la 
enseñanza de la programación hace que la forma de pensar se vuelva un poco lineal y/o 
secuencial, pero a medida que se investiga sobre la tecnología GPGPU y se adentra en el tema 
vemos que en realidad no es muy difícil y que con una buena fundamentación y una guía de 
fácil comprensión podemos comenzar a dar nuestros primeros pasos en este mundo. 
 
Esto permite que, al identificar un problema real que cumpla con las características de un 
algoritmo paralelo, podamos tomar en cuenta este paradigma de programación y podamos 
llegar a proponer una solución basada en dos puntos a favor, los cuales son: menor precio y 
menor dificultad que un dispositivo especializado y sin embargo mayor poder de 
procesamiento que un dispositivo secuencial (procesadores actuales). Esto permite también 
que las empresas de la región puedan apoderarse de tecnologías de última generación para 
solucionar problemas reales y aumentar la productividad y/o rendimiento de procesos 
específicos y pueda llegar a ser más competitivas en el mercado global. 
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