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In this paper we are concerned with 3-groups. We prove that an elementary abelian 3-
group of rank 5 is a CI(2)-group, and that an elementary abelian 3-group of rank greater
than or equal to 8 is not a CI-group. In Section 4, we present a conjecture.
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1. Introduction
We begin collecting in the next three paragraphs some definitions, and notations that are needed throughout the paper.
If X is a set, then 2X denotes the power set of X . We use the acronym ‘‘rea’’ for ‘‘regular elementary abelian’’.We denote by
ξ(G), the centre of a group G and by γi(G) the ith term of the lower central series of G, i.e. γ1(G) = G and γi(G) = [γi−1(G),G]
for every i ≥ 2. We denote by Sym(Ω) the symmetric group on the setΩ , and by Sym(n) the symmetric group on the set
{1, . . . , n}. Moreover, if Σ is a block system for the permutation group G on Ω , then GΣ denotes the permutation group
on Σ induced by G on the block system Σ . If V is a group and Ω is a set, then we denote by Fun(Ω, V ) the group, under
point-wise multiplication, of all functions fromΩ to V . Furthermore, ifW is a permutation group onΩ , thenW acts as an
automorphism group on Fun(Ω, V ). Namely, if f ∈ Fun(Ω, V ) and w ∈ W , then f w is the function in Fun(Ω, V )mapping
α into f (αw
−1
). The group U = Fun(Ω, V ) o W is denoted by V wrΩ W and is called the wreath product of V andW . The
subgroup Fun(Ω, V ) is called the base group of U . Finally, we recall that if V is a permutation group on ∆, then U has a
natural action on Ω × ∆. Namely, if wf ∈ U and (α, δ) ∈ Ω × ∆, then (α, δ)wf = (αw, δf (αw)). In this paper, the symbol
V wrW denotes the wreath product of V byW , whereW acts on itself by right multiplication.
Let G be a permutation group on Ω and σ be in Sym(Ω). We say that σ is in the 2-closure of G if for every α, β ∈ Ω ,
there exists g ∈ G such that (ασ , βσ ) = (αg , βg), i.e. the permutation σ preserves the orbitals of G (the orbitals of G are the
orbits of G in its action onΩ ×Ω). We denote by G(2) the set {σ ∈ Sym(Ω) | σ is in the 2-closure of G}. It is easy to check
that G(2) is the maximal (with respect to inclusion) subgroup of Sym(Ω) preserving the orbitals of G, see [8]. We say that
the group G is 2-closed if G = G(2). We note that the automorphism group of a graph or digraph is a 2-closed group, see [8].
Let H be a group and S a subset of H . The Cayley digraph of H with connection set S, denoted Cay(H, S), is the digraph
with vertex set H and edge set {(h1, h2) | h2h−11 ∈ S}. Two Cayley digraphs Cay(H, S) and Cay(H, T ) are said to be Cayley
isomorphic if there exists an element g in AutH such that Sg = T . A subset S of a group H is said to be a CI-subset (or Cayley
isomorphic subset) if for each T ⊆ H the digraphs Cay(H, S) and Cay(H, T ) are isomorphic if and only if they are Cayley
isomorphic. Finally, a group H is said to be a CI-group if every subset of H is a CI-subset.
In this paper we are concerned with the classification of CI-groups, and so with the Cayley isomorphism problem for the
class of digraphs. We refer the reader to the very detailed survey article [4] for most results on CI-groups. We remark that
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one of the core problems in the classification of CI-groups relies in understanding whether an elementary abelian p-group
of rank n is a CI-group, see [4].
The following characterisation of CI-subsets was proved by Babai, and will be used extensively in this paper.
Lemma 1 ([1, Lemma 3.1]). The subset S of the group H is a CI-subset if and only if any two regular subgroups of Aut(Cay(H, S))
isomorphic to H are conjugate in Aut(Cay(H, S)).
In [3] the authors proved that if H is a rea p-subgroup of rank n (n ≤ 4, p > 2) of a 2-closed permutation group G, then
any regular subgroup K of G isomorphic to H is conjugate to H in G. In particular, by Lemma 1, as the automorphism group
of a digraph is a 2-closed group, we have that an elementary abelian p-group of rank less than or equal to 4 is a CI-group.
Motivated by this result the authors of [3] gave the following definition, see [3, pp. 341].
Definition 1. The group H is said to be a CI(2)-group if for any 2-closed permutation group G on H containing the right
regular permutation representation of H , we have that any two regular subgroups of G isomorphic to H are conjugate in G.
Clearly, if H is a CI(2)-group, then H is a CI-group. It is known that if an elementary abelian p-group of rank n is a CI(2)-
group, then n < 4p − 2, see [6], and, if n ≤ 4, then an elementary abelian p-group of rank n is a CI(2)-group, see [3]. It is
interesting to point out that even if the class of CI(2)-groups is contained in the class of CI-groups, there is no known CI-group
that is not a CI(2)-group.
In Sections 2 and 3 we improve, for elementary abelian 3-groups, the results in [3,6]. Namely, in Section 2 we prove the
following theorem.
Theorem 1. An elementary abelian 3-group of rank 5 is a CI(2)-group.
We recall that, for classifying CI-groups, it is considered crucial to determine whether Z5p is a CI-group, see Section 8.4
and Problem 8.10 in [4]. In particular, Theorem 1 provides the first example of an odd elementary abelian p-group of rank 5
that is a CI(2)-group. This result might suggest that elementary abelian p-groups of rank 5 are CI(2)-groups.
In Section 3 we prove the following theorem.
Theorem 2. An elementary abelian 3-group of rank greater than or equal to 8 is not a CI-group.
Theorem2 is the result of a refinement of the argumentswhich have already appeared in [6]. The technique used to prove
Theorem 2might be applied to get similar results for other odd primes, but only for p = 3wemanaged to improve the upper
bound on the rank of a Cayley isomorphic elementary abelian p-group given in [6] (we note that in [6] it was proved that
an elementary abelian 3-group of rank greater than or equal to 10 is not a CI-group). We recall that the Sylow 3-subgroups
of a CI-group are elementary abelian, see [4, Theorem 8.8]. Therefore a CI-group of 3-power order is an elementary abelian
3-group. Hence, by Theorems 1 and 2, to classify the CI-groups (and CI(2)-groups) of 3-power order it remains to study the
elementary abelian 3-groups of rank 6 and 7.
Finally, in Section 4 we present a conjecture.
2. An elementary abelian 3-group of rank 5 is a CI(2)-group
Let G be a 2-closed group containing the right regular representation of a group H , we say that (G,H) has property (∗)
if any two regular subgroups of G isomorphic to H are conjugate in G. In particular, a group H is a CI(2)-group if and only if
(G,H) has property (∗) for every 2-closed group G containing the right regular representation of H . When H is a p-group,
we have the following proposition.
Proposition 1. Let H be a p-group. The group H is a CI(2)-group if and only if (G,H) has (∗) for any group of the form G = N (2),
where N is a permutation p-group on H which normalises and contains the right regular representation of H.
Proof. If H is a CI(2)-group, then any pair (G,H) has (∗) and so the forward implication holds. Vice versa, let G be a 2-closed
group containing the right regular representation of H . We have to prove that (G,H) has (∗), i.e. two regular subgroups
K1, K2 of G isomorphic to H , are conjugate in G.
Let P be a Sylow p-subgroup of G. Note that P is 2-closed (Sylow subgroups of a 2-closed group are 2-closed), see [8]. Now
by Sylow’s theorem there exist x, y ∈ G such that K x1 , K y2 ≤ P . In particular, it remains to prove that two regular subgroups
of P isomorphic to H are conjugate in P , i.e. (P,H) has (∗). So, without loss of generality, we may assume G = P .
Wemay assume that K1 is the right regular representation of H . Consider N = NG(K1) and G = N (2). We have G ⊆ G and,
byhypothesis, (G,H)has (∗).We claim thatG = G. Deny it. SinceG andG are p-groups, there exists g ∈ NG(G)\G. Now,K1, K g1
are two regular subgroups of G isomorphic to H , thus, there exists x ∈ G, such that K gx1 = K1. Hence, gx ∈ NG(K1) = N ⊆ G.
Thus, g ∈ G, a contradiction. This proves that G = G. Since (G,H) has (∗), we have that (G,H) has (∗). The proposition is
now proved. 
The following proposition is rather technical but useful.
Proposition 2. Let H be an elementary abelian p-group. Let G be a minimal (with respect to the inclusion) 2-closed p-group
containing the right regular representation of H, such that (G,H) does not have (∗). Let Σ be a block system of G on H. If GΣ
contains a unique conjugacy class of rea subgroups, then GΣ is regular.
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Proof. Assume GΣ contains a unique conjugacy class of rea subgroups. We have to prove that GΣ is regular. Denote by L the
kernel of the permutation representation of G onΣ , i.e. L = {g ∈ G | ∆g = ∆ for every∆ ∈ Σ}. Since (G,H) does not have
(∗), the group G contains two non-conjugate rea subgroups H1,H2. Now, HΣ1 ,HΣ2 are rea subgroups of GΣ . By hypothesis on
GΣ , we have (HΣ1 )
g = HΣ2 for some g ∈ G. In other words, (H1L)g = H2L. Set G = H2L ⊆ G. By Proposition 2.1(ii) in [3], the
group G is 2-closed. The group G contains two non-conjugate rea subgroups, namely Hg1 and H2. Thus (G,H) does not have
(∗). By minimality of G, we have G = G. Finally, GΣ = GΣ = (H2L)Σ = HΣ2 is regular onΣ . The proof is complete. 
Before proving Theorem 1 we recall some definitions. Let G be a finite group, L be an abelian normal subgroup of G and
W be a complement of L in G, i.e. G = WL and W ∩ L = 1. A function δ : W → L is called a derivation from W to L if
(w1w2)
δ = (wδ1)w2wδ2 for every w1, w2 ∈ W . The set of all derivations fromW to L is written Der(W , L). There is a natural
rule of addition of derivations, namely wδ1+δ2 = wδ1wδ2 . With this binary operation Der(W , L) becomes an abelian group.
If l ∈ L, we define a function δl : W → L by the rulewδl = [w, l] = w−1wl. The function δl is a derivation. Such derivations
are called inner. The set of all inner derivations is denoted by Inn(W , L), and is a subgroup of Der(W , L). We note that if Z is a
central subgroup of G contained in L, then the group homomorphisms fromW to Z are derivations fromW to L. In particular
Hom(W , Z) is a subgroup of Der(W , L). Therefore, using additive notation, we have Inn(W , L)+ Hom(W , Z) is a subgroup
of Der(W , L).
Proof of Theorem 1. The proof of this theorem is entirely computational, see [2].We explainwhat allowed us in succeeding
in an exhaustive search on permutation groups on 35 symbols.
Step 1: Consider a rea 3-group H in Sym(243). Compute the normalizer A of H in Sym(243). Determine a set S′ of
representatives of the A-conjugacy classes of 3-subgroups of A containing H . We put an order ≺ in S′, namely, N1 ≺ N2
if N1 ≤ N2 and N (2)1 = N (2)2 . Let S1 be the set of≺-maximal elements in S′. The set S1 turns out to have 219 elements.
Step 2: Compute the 2-closure of any group in the set S1 and store it in a set S2. There is a built-in function in GAP to perform
this task. This operation is fairly fast for permutation groups of degree 243. We claim that to prove Theorem 1, it is enough
to prove that (G,H) has (∗) for every G in S2. Indeed, by Proposition 1, it is enough to prove that (G,H) has (∗) for every
2-closed group G of the form N (2), where N is a permutation 3-group which normalizes and contains H . Now, by definition
of A, the group N is a subgroup of A. Therefore, by definition of S′ and S1, we get Ng ≺ M for some g in A and someM in S1.
Clearly, (N (2),H) has (∗) if and only if ((N (2))g ,H) = (M(2),H) has (∗). Now,M(2) lies in S2 and so the claim is proved.
Step 3: We have to prove that G contains a unique conjugacy class of rea subgroups for every G in S2. There is a very
efficient built-in command in magma for computing a set of representatives of rea subgroups of a permutation group G up
to conjugation (RegularSubgroups(G:IsElementaryAbelian)). We noticed that this command can deal with groups
up to 316 elements. Therefore, if G lies in S2 and |G| ≤ 316, then we can check with magma that (G,H) has (∗). We store the
remaining groups in a set S3.
Step 4: In this paragraph, we partition the set S3 in two subsets: S′3 and S4. LetG be an element in S2. The groupG is a 3-group,
therefore G is a nilpotent group of class cG, for some cG. Since γi(G) is a normal subgroup of G, the orbits of γi(G) form a block
system,Σi say, for the group G. We store the group G in the set S′3 if, for some i in {1, . . . , cG}, the group GΣi is not a regular
permutation group and GΣi satisfies one of the following conditions:
(a) |GΣi | ≤ 316 and GΣi has a unique conjugacy class of rea subgroups;
(b) GΣi is a 2-closed permutation group onΣi.
We store the remaining groups in the set S4. We point out that it is computationally easy to compute all the ingredients
needed to partition S3 in the required subsets. In fact, if |GΣi | ≤ 316, thenwe can use the built-in magma command described
in Step 3 to check whether (a) holds. Furthermore, we can check with the built-in command described in Step 2 whether
(b) holds. Also, we remark that in (a) and (b) the group GΣi has a unique conjugacy class of rea subgroups. Indeed, if (a)
holds, then by definition GΣi has a unique conjugacy class of rea subgroups. If (b) holds, then HΣi is an elementary abelian
3-subgroup of rank at most 4 of the 2-closed group GΣi . By [3], the group HΣi is a CI(2)-group, and so GΣi contains a unique
conjugacy class of rea subgroups.
We claim that (G,H) has (∗) for every group G in S3 if and only if (G,H) has (∗) for every group G in S4. In particular, in
our case-by-case analysis, we can disregard the groups in S′3, and study only the groups in S4. Since S4 ⊆ S3, the forward
implication is clear. Vice versa, assume that G is a minimal element in S′3 such that (G,H) does not have (∗) and let i be in{1, . . . , cG} such that GΣi is not regular. By Proposition 2, there exists a proper subgroup G′ of G such that (G′,H) does not
have (∗). By minimality, the group G′ lies in S4. Thus the claim is proved. We note that the set S4 has size 11.
Step 5: We recall that if G is a subgroup of U = V wrW containing Wξ(U), for some elementary abelian 3-groups V ,W ,
then (G,H) has (∗) if and only if
Der(W , L) = Inn(W , L)+ Hom(W , ξ(U)), (Ď)
where L = B ∩ G and B is the base group of U (see Lemma 2 in [6]).
In particular, it is computationally easy to check whether a permutation group is a subgroup of V wrW , for some
elementary abelian 3-groups V ,W . Furthermore, for these groups we checked through the GAP-command OneCocycles
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(G, L) that (Ď) holds. Therefore, we can disregard this class of groups from our analysis, and put the remaining groups in a
set S5. Now, we have |S5| = 5.
Step 6: Let G be in S5, Σ be the block system determined by the orbits of ξ(G), pi : G → Sym(Σ) be the
permutation representation of G on Σ and L be the kernel of pi . We claim that if |GΣ | ≤ 316 and |L||Σ | ≤ 316,
then it is computationally feasible to check whether (G,H) has (∗). Indeed, since |GΣ | ≤ 316, using the magma-
command RegularSubgroups(GΣ :IsElementaryAbelian), we can compute H1, . . . ,Ht the rea subgroups of GΣ up
to G-conjugation. Now, every rea subgroup of G is conjugate to a rea subgroup of Hi = pi−1(Hi), for some i (where pi−1(Hi)
denotes the preimage of Hi via the homomorphism pi ). So, to prove that (G,H) has (∗) it remains to prove that there exists
an i such that for i 6= i, the group Hi has no rea subgroups and H i has a unique conjugacy class of rea subgroups. Since
|Hi| = |Σ ||L| ≤ 316, we can check that with the magma-command RegularSubgroups(Hi:IsElementaryAbelian).
In S5 there are four groups with the required properties and, with the procedure described in the previous paragraph, it
was proved that (G,H) has (∗). Now, we have only one group G left to check.
Step 7: LetΣ be the block system determined by the orbits of ξ(G), pi : G→ Sym(Σ) be the permutation representation of
G on Σ and L be the kernel of pi . It can be checked that |Σ ||L| ≤ 316 and that GΣ is a subgroup of U = V wrW containing
Wξ(U), for some elementary abelian 3-groups V ,W . Let B be the base group of U and L = B∩GΣ . Using the GAP-command
OneCocycles (GΣ , L), we can see thatGΣ has three rea subgroupsH1,H2,H3 up toG-conjugation (wegetH1,H2,H3 through
theOneCocycles-optioncocycleToComplement). Now, every rea subgroupofG is conjugate to a rea subgroupofpi−1(Hi),
for i = 1, 2, 3. Since |pi−1(Hi)| = |Σ ||L| ≤ 316, we can check with the magma-command RegularSubgroups that, up
to relabelling the indices, pi−1(H1), pi−1(H2) have no rea subgroups, while pi−1(H3) has a unique conjugacy class of rea
subgroups. This proves that (G,H) has (∗). Since there are no more groups to check, the proof is complete. 
3. An elementary abelian 3-group of rank 8 is not a CI-group
This section uses [6]. Before proving Theorem 2, we recall the definition of Schur ring and simple quantity. Let G be a
finite group.We denote the group algebra of G over the fieldQ byQG. For B ⊆ Gwe define B to be the sum∑b∈B b, elements
of this form will be called simple quantities, see [7]. A subalgebraA of the group algebra QG, is called a Schur ring over G if
the following conditions are satisfied:
(i) there exists a basis ofA consisting of simple quantities T0, . . . , Tr ;
(ii) T0 = {1},⋃ri=0 Ti = H and Ti ∩ Tj = ∅ if i 6= j;
(iii) for each i there exists i′ such that Ti′ = {t−1 | t ∈ Ti}.
A subset S of G is said to be anA-subset if S = ∪ij Tij for some ij.
To keep this section self-contained, we also recall the main construction and the main results in [6]. Let V and W be
Fp-vector spaces. From Section 1, we have that the group U = V wrW acts naturally onW × V . Using additive notation,
the action is given by (w, v)xf = (w + x, v + f (w + x)). Denote by B the base group of U . If v lies in V , then the constant
map fv (the function mapping every element of W into v) lies in ξ(U). We recall that ξ(U) = {fv | v ∈ V }. In particular,
Wξ(U) ∼= W × V . Also, asWξ(U) acts semiregulary onW × V , we have thatWξ(U) is a rea subgroup of U .
Let G be a subgroup of U containing the rea subgroup Wξ(U) of U . We have G = WL, where L = B ∩ G. The group G
determines a map H : W → 2V given byw 7→ H(w) = {f (w) | f ∈ L, f (0) = 0}. Define
HomH(W , V ) = {f : W → V | f (w1 + w2)− f (w1)− f (w2) ∈ H(w1) ∩ H(w2) for everyw1, w2 ∈ W , f (0) = 0}.
Proposition 3 ([6, Lemma 4]). (G(2),W × V ) does not have (∗), if and only if, there exists f ∈ HomH(W , V ) such that there
exists no linear mapΛ such that (f +Λ)(w) ∈ H(w) for everyw ∈ W.
If v ∈ V , w ∈ W , then we denote by (w,H(w)+ v) the subset {(w, x+ v) | x ∈ H(w)} ofW × V . We recall that it was
proved in [5] that the linear span of the simple quantities {(w,H(w)+ v)}w∈W ,v∈V is a Schur ringAH in the group algebra
Q[W × V ] (the reader might use [5,7] for notation and terminology).
Now, let f be an element in HomH(W , V ) and E be a subset ofW such that there exists no linear function Λ such that
(f +Λ)(w) ∈ H(w) for everyw ∈ E.
Proposition 4 ([6, Proposition 1]). If S is anAH-subset such that
(w,H(w)) ∈ 〈〈S〉〉 for everyw ∈ E,
then S is not a CI-subset of W × V . In particular, W × V is not a CI-group (〈〈S〉〉 denotes the Schur ring generated by S).
We recall that Propositions 3 and 4 were first proved, in a slightly different context, in [5].
If we identify V with the additive group of a finite field with |V | elements, and we fix a basis e1, . . . , ek ofW , then it is
really convenient to represent the elements of B = Fun(W , V ) as polynomials f (x1, . . . , xk) ∈ V [x1, . . . , xk]. For example,
the polynomial ax1+ bx1x22 represents the function in Bmapping λ1e1+· · ·+λkek into aλ1+ bλ1λ22. In particular, it is well-
known that under this representation, every function in B can be uniquely written as a polynomial
∑
i1,...,ik
ai1···ikx
i1
1 · · · xikk ,
with ij ≤ p− 1 for every ij. It is easy to see that the elements of ξ(U) correspond to the constant polynomials.
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We note that under this correspondence it is easy to compute the commutator in U between an element f of B and a
basis element ei ofW . We have
[ei, f ](x1, . . . , xk) = (f − f ei)(x1, . . . , xk)
= f (x1, . . . , xk)− f (x1, . . . , xi−1, xi − 1, xi+1, . . . , xk).
For instance, [e2, ax1 + bx1x22] = ax1 + bx1x22 − (ax1 + bx1(x2 − 1)2) = 2bx1x2 − bx1.
In the rest of this section, we prove Theorem 2 using Propositions 3 and 4.
Take W an elementary abelian 3-group of rank 3 with basis e1, e2, e3. Consider V a field with 35 elements and with
F3-basis a122 , a132 , a223, a223 and a123 (the labels used would be shortly clear). Take
f = a122x1x22 + a132x1x23 + a223x22x3 + a232x2x23 + a123x1x2x3.
Set G = W (ξ(U) + [W , f ]). In particular, G is a subgroup of U containing the rea subgroupWξ(U) of U , furthermore,
L = B ∩ G = ξ(U) + [W , f ]. We leave it to the reader to check that [ei, f ] ≡ gi mod ξ(U) and [ei, [ej, f ]] ≡ gij mod ξ(U),
where the gi’s and the gij’s are defined in the following way:
g1 = a122x22 + a132x23 + a123x2x3,
g2 = 2a122x1x2 + 2a223x2x3 + a232x23 + a123x1x3 + 2a122x1 + 2a223x3,
g3 = 2a132x1x3 + a223x22 + 2a232x2x3 + a123x1x2 + 2a132x1 + 2a232x2,
g11 = 0, g22 = 2a122x1 + 2a223x3, g33 = 2a132x1 + 2a232x2,
g12 = 2a122x2 + a123x3, g13 = 2a132x3 + a123x2,
g23 = 2a223x2 + 2a232x3 + a123x1.
(1)
We have
g1 = 2x2g12 + 2x3g13,
g2 = 2x1g12 + 2x3g23 + (2x2 + 1)g22,
g3 = 2x1g13 + 2x2g23 + (2x3 + 1)g33.
This says that, ifw ∈ W , then
H(w) = {f (w) | f (0) = 0, f ∈ L} = 〈gi(w), gij(w) | 1 ≤ i ≤ j ≤ 3〉
= 〈gij(w) | 1 ≤ i ≤ j ≤ 3〉. (2)
Note that ifw = λ1e1 + λ2e2 + λ3e3, then
f (w) = 2λ22g22(w)+ 2λ23g33(w)+ a123λ1λ2λ3. (3)
So, f (w) ≡ a123λ1λ2λ3 mod H(w).
Proof of Theorem 2. Since the class of CI-groups is closed under taking subgroups, it is enough to prove that an elementary
abelian 3-group of rank 8 is not a CI-group.
Since the base group B is abelian,we have [G, f ] = [WL, f ] = [W , f ][L, f ] = [W , f ] ⊆ G. Hence, f normalizesG. Now, this
yields that f ∈ HomH(W , V ). Set E = {e1, e2, e3, e1+e2, e1+e3, e2+e3, e1+e2+e3, e1+e2+2e3, e1+2e2+e3, 2e1+e2+e3}.
We claim that there exists no linear functionΛ such that (f +Λ)(w) ∈ H(w) for everyw ∈ E. By Proposition 3, this yields
thatW × V is not a CI(2)-group.
Set f = a123x1x2x3. By Eqs. (2) and (3), it is enough to prove that there exists no linear functionΛ such that (f +Λ)(w) ∈
H(w) for everyw ∈ E. Deny it, and letΛ be a linear function such that (f +Λ)(w) ∈ H(w) for everyw ∈ E. The rest of the
proof requires several linear algebra computations, we just give a sketch of the proof giving the fundamental ingredients.
Using Eqs. (1) and (2), we have H(e1) = 〈a122 , a132 , a123〉. Since f is zero in e1, we have that (f + Λ)(e1) lies in H(e1) if
and only if Λ(e1) lies in H(e1). In other words, Λ(e1) = y1a122 + y2a132 + y3a123, for some y1, y2, y3 ∈ F3. Repeating the
same argument for the element e2 and e3 we have that
Λ = (y1a122 + y2a132 + y3a123)x1 + (y4a122 + y5a223 + y6a232 + y7a123)x2
+ (y8a132 + y9a223 + y10a232 + y11a123)x3,
for some y1, . . . , y11 ∈ F3.
Using again Eqs. (1) and (2), we get H(e1 + e2) = 〈a122 , a132 + a232 , a223, a123〉. So, we have
(f +Λ)(e1 + e2) = (y1 + y4)a122 + y2a132 + y5a223 + y6a232 + (y3 + y7)a123.
In particular, (f +Λ)(e1 + e2) ∈ H(e1 + e2), if and only if, y2 = y6.
The latter paragraph shows that imposing that (f +Λ)(w) ∈ H(w), yields a linear equation in y1, . . . , y11. The function f
and the set E have been chosen so carefully that the resulting set of linear equations (one for eachw in E) in y1, . . . , y11 does
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not have any solution. This is a straightforward but fruitful job in linear algebra that we leave to the reader. In particular,
this yields a contradiction and our claim is proved.
Now, we use Proposition 4 to prove thatW × V is not a CI-group. SinceW × V has rank 8, the proof would be complete.
We use the same notation as in [5] for computations inside the group algebra Q[W × V ]. Take
S = {(0, a122), (0, a223), (0, a232), (0, a123)} ∪
⋃
w∈E
(w,H(w)).
Clearly, S is anAH-subset. We claim that
(w,H(w)) ∈ 〈〈S〉〉 for everyw ∈ E. (Ě)
Let us compute the element C = (S + S) ◦ S of 〈〈S〉〉. We leave it to the reader to check that
C = 4(e1,H(e1)) unionmulti 6(e2,H(e2)) unionmulti 8(e3,H(e3)) unionmulti 76(e1 + e2,H(e1 + e2))
unionmulti 78(e1 + e3,H(e1 + e3)) unionmulti 76(e2 + e3,H(e2 + e3))
unionmulti 126(e1 + e2 + e3,H(e1 + e2 + e3)) unionmulti 108(e1 + e2 + 2e3,H(e1 + e2 + 2e3))
unionmulti 108(e1 + 2e2 + e3,H(e1 + 2e2 + e3)) unionmulti 72(2e1 + e2 + e3,H(2e1 + e2 + e3)).
By Proposition 22.1 in [7] (known as Schur–Wielandt principle), we have (e1,H(e1)), (e2,H(e2)), (e3,H(e3)) are in 〈〈S〉〉.
This is clearly enough to get (Ě). The proof is now complete. 
4. A conjecture
The problem of understanding CI-groups is related to the isomorphism problem of Cayley digraphs, i.e. understanding
whether two given Cayley digraphs are isomorphic. Namely, if H is a CI-group, then Cay(H, T ) ∼= Cay(H, S), if and only if,
T = Sϕ for some ϕ ∈ Aut(H). In particular, we note that it is computationally easier checking whether two subsets T , S
of H are conjugate in Aut(H), than checking whether Cay(H, T ) is isomorphic to Cay(H, S). Therefore, for Cayley digraphs
defined over a CI-group, the isomorphism problem has a clear answer. The drawback in dealing with CI-groups is that their
group structure is not very rich, for example the rank of an elementary abelian p-group contained in a CI-group is bounded.
In the hope of enlarging the class of Cayley digraphs where the isomorphism problemmight be computationally ‘‘easy’’, we
set the following problem.
Let H be an elementary abelian p-group of rank n. We define two equivalence relations∼1,∼2 on the power set of H . If
S, T are subsets of H , then we say that S∼1 T if Cay(H, S) ∼= Cay(H, T ). Similarly, if S, T are subsets of H , then we say that
S∼2 T if Sϕ = T , for some ϕ ∈ AutH . Let oi be the number of ∼i-equivalence classes, i = 1, 2. Note that if S∼2 T , then
S∼1 T , i.e.∼2 is a refinement of∼1. In particular, o1 ≤ o2. Define f (p, n) = o2 − o1. Note that f (p, n) = 0, if and only if, an
elementary abelian p-group of rank n is a CI-group. It is interesting to study the behaviour of the function f . For example, if
f turns out to be bounded by a function of the prime p, then it might be feasible to characterise explicitly the equivalence
relation ∼1 and so to understand when two Cayley digraphs defined over an elementary abelian p-group are isomorphic.
Unfortunately, we make the following conjecture.
Conjecture. limn→∞ f (p, n) = ∞.
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