The construction and evaluation of a spread-spectrum system for use in land mobile radio. by Shipton, Michael S.
        
University of Bath
PHD









Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Download date: 22. May. 2019
THE CONSTRUCTION AND EVALUATION OF A SPREAD-SFEGTRUM SYSTM 
FOR USE IN LAND MOBILE RADIO
submitted 1)7 Michael S.Shipton 
for the degree of Ph. D. 
of the University of Bath
1981
COPYRIGHT
"Attention is drawn to the fact that copyri^t of this thesis 
rests with its author. This copy of the thesis has "been supplied 
on condition that anyone idio consults it is understood to rec­
ognise that its copyri^t rests with its author and that no 
quotation from the thesis and no information derived from it 
may he published without the prior written consent of the author".
"This thesis may he made available for consultation within the 
University Library and may be photocopied or lent to other 




INFORMATION TO ALL USERS  
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a complete manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
uest.
ProQuest U336543
Published by ProQuest LLC(2015). Copyright of the Dissertation is held by the Author.
All rights reserved.
This work is protected against unauthorized copying under Title 17, United States Code.
Microform Edition ©  ProQuest LLC.
ProQuest LLC 
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, Ml 48106-1346
UNIVERSITY OF BATH
LIBRARY
lo 2 8 wnv 2001
1 r L / p ,
Acknowledgement
I would like to express my deepest gratitude to Dr. R.F. Ormondroyd 
for his guidance and helpful discussions given during the completion 
of the work reported in this thesis and also for his critical read­
ing of the completed text.
I would also like to express particular appreciation to my fiancee, 
Ms. J. Miserez, for the dedicated manner in idiich she carried out the 
long and arduous task of typing this entire thesis.
Acknowledgements also go to the Science Research Council for their 




1. SPREAD-SPECTHUM TECHNIQUES.............................. 1
1.1. Introduction .................................... 1
1.2. Spread-spectrum concept........................... 1
1.3* Direct-sequence spread-spectrum................... 11
1.3-1» Principles of operation.................. 11
(i) Time domain.......................... 11
(ii) Frequency domain..................... 18
1.3'2, Demodulation of a direct-sequence signal 24
1.3.3. System process gain.........................32
(i) Broadband Gaussian noise interference . . 33
(ii) Sinusoidal interference................. 34
(iii) Co-channel direct-sequence interference . 35
1.3.4. Baseband modulation systems.. ................ 40
1.3.5. Message secrecy of direct-sequence transmissions 43
1.3.6. Near-far problem........................... 46
1.3.7. Error probability of a direct-sequence spread- 
spectrum system under multipath propagation con­
ditions ...................................... 47
1.4. Frequency hopping systems........................... 58
1.4.1. Basic operation..............................59
1.4.2. Interference rejection properties of the frequency 
hopped system ..............................  6l
1.4.3. Baseband modulation systems for the frequency 
hopping technique...........................64
1.5. Time hopping systems................................ 69
1.6. Chirp systems...................................... 69
1.7. Hybrid systems...................................... 7I
1.8. Digital sequences in spread-spectrum systems . . . .  73
1.8.1. Pseudo-random maximal length sequences . . .  74
1.8.2. Gold sequences......................  80
1.8.3. Even and odd correlation parameters . . . .  84
1.9. References.........................................89
II.
2. THE IMPLEMENTATION OF SPREAD-SPECTRUM SYSTEMS IN THE LAND 
MOBILE RADIO ENVIRONMENT.................................91
2.1. Introduction  ................................91
2.2. The role of spread-spectrum systems in land mobile
radio  .................................91
2.2.1. Cellular schemes and network schemes . . . .  92
2.2.2. Channel occupancy . .   103
2.2.3. Bandsharing of spread-spectrum systems with ex­
isting services............................. IO5
2.3. Subjects for investigation.......................IO9
2.4. Conclusions.....................................Il4
2.5. References....................................... 115
3. THE EXPERIMENTAL SYSTEM................................11?
3.1. Introduction.....................................11?
3.2. Basic design considerations ......................  118
3.2.1. System operating frequency..................118
3.2.2. Spreading sequence length '..................II9
3.2.3. Conventional modulation system .............. 125
3.2.4. Choice of spreading technique .............. 126
3.2.5. Spreading bandwidth....................... 12?
3.3. System configuration............................. 128
3.3.1. PM baseband modulator...................  . 133
3.3.2. Sequence generator .........................  134
3.3.3. Noise source ..............................  135
(i) Gaussian noise  ............... 135
(ii) Sequence n o i s e ....................... 136
3.3.4. Amplification at the transmission frequency . 137
3.3.5. Bandpass filter at u h f .....................I38
3.3.6. Sequence correlator ......................  l43
3.3.7. Baseband demodulator ......................  l44
3.4. Experimental system performance.................... l44
3.4.1. System performance with Gaussian noise . . . l45
3.4.2. System performance with other-user interference 153
Ill,
3.5» Effect of synchronisation error on system performance 157
3.5.1' Degradation in system performance for a non­
aliased transmission with respect to synchron­
isation errors  ................ 158
3.5.2. Degradation in system performance for an aliased 
transmission with respect to synchronisation 
errors.................................... I65
3.6. Conclusions.....................................I69
3.7. References........................... ..  I7I
4. SYNCHRONISATION IN SPREAD-SPECTRUM SYSTEMS . . . . . . 172
4.1. Introduction.................................. 172
4.2. Initial synchronisation techniques ................  174
4.2.1. Serial synchronisation.................... 174
4.2.2. Synchronisation by sequential estimation . . . I83
4.2.3. Recursion aided locking of sequential estimation 
systems.................................... I9I
4.3. Sequence tracking  .............................. 193
4.3.1. Tau-dither tracking l o o p ................... I96
4.3.2. Delay lock l o o p ........................... I98
4.3.3. Alternative configurations of the delay lock
loop................... ..  208
4.4. Radio frequency delay lock l o o p ................. 215
4.5. Effect of data on synchronisation systems...........218
4.5.1. Code-burst synchronisation system ........... 220
4.5.2. Data-feedback synchronisation system . . . .  223
4.6. Delay lock loop implementation and performance . . . 227
4.6.1. Initial design of the delay lock loop . . . .  228
4.6.2. Steady state noise tests for digitally implemen­
ted delay lock l o o p s .................... 233
4.6.3. Comparison between a digital and an analogue im­
plemented delay lock loop under conditions of
both idiite and other-user noise............ 24l
4.6.4. Discriminator characteristics of the code-burst, 
envelope detection and data-feedback delay lock 
loop implementations.....................247
IV.
4.y. Comparison between the loop acquisition performances
of the code-burst envelope detection and data-feedback 
implementations.............................. .. 257
4.7.1. Measurement of the acquisition trajectories and 
locking transients for the code-burst, envelope 
detection and data-feedback loop implementations 262
4.7.2. Envelope detector delay lock loop acquisition 
behaviour  ............................... 264
4.7.3. Data-feedback delay lock loop acquisition be­
haviour .................................... 267
(i) With the data correlator using a hard limited 
input signal . . . " ....................267
(ii) With the data correlator using a 60^ main
lobe filtered signal................... 270
4.7.4. Code-burst acquisition behaviour..............274
4.8. In-lock jitter performance of a delay lock loop . • . 276
4.8.1. Code-burst implementation jitter performance . . 279
4.8.2. Envelope detector implementation jitter perform­
ance  .............................. 284
4.8.3. Data-feedback implementation jitter performance . 287
4.9. A synchronisation system using an external reference . 29O
4.9.1. Performance of a synchronisation system using an 
external reference ......................... 294
4.10. Conclusions.......................................297
4.11. References -.......................................303
5. PROTECTION MARGINS OF A UHF TELEVISION RECEIVER...........305
5.1. Introduction.......................................305
5.2. Protection margin definition  ................... 306
5.3. Assessment of television picture interference . . . .  308
5.4. Subjective assessment test procedure ................  313
5.5. Protection margin results from the subjective testing of 
television pictures ..............................  318
5.5.1. Comparison between protection margins of colour 
and monochrome receivers to cw interference using
a test card picture.........................321
V.
5.5*2. Protection margin comparison between typical
narrowband systems for subjective interference 
to a colour receiver using a test card picture . 326 
5.5*3» Protection margin comparison between cw, spread- 
spectrum and Gaussian noise for subjective inter­
ference to a colour receiver using a test card
picture..................................... 32?
5.5*4. Effect of changing sequence length and spreading
bandwidth on protection margins of spread-spectrum 
to a test card picture....................... 333
(i) Change in sequence l e n g t h ............... 333
(ii) Change in spreading bandwidth........... 338
5.5*5* Effect of spread-spectrum interference on live
television pictures.......................  340
5.5.6. Protection margin comparison between direct-
sequence and frequency hopping spread-spectrum 
systems..................................... 346
5.6. Conclusions........................................351
5.7. References...........................  353
6. THE ADOPTION OF A BANDBHARING SPREAD-SPECTRUM SYSTEM WITH THE 
TELEVISION BROADCAST CHANNELS .   355
6.1. Introduction........................................ 355
6.2. Development of a propagation model for television and 
mobile area coverage  ....................... 356
6.2.1. Strong direct component, weak reflections . . . 366
6.2.2. Strong direct component, strong specular reflec­
tion, weak background reflections . . . . .  367
6.2.3. Strong direct signal and strong reflections . . 368
6.2.4. Weak direct signals with relatively weak back­
ground reflections.......................... 369
6.3. Estimation of the television and mobile radio coverage
areas and the mobile radio interference range . . . .  369
6.3.1. Estimation of the television service range . . 370
6.3.2. Estimation of the mobile service range - base to 
m o b i l e ..................................... 375
VI
6.3.2.1. Service range of a conventional uhf fm
radio system.............  375
6.3.2.2. Service range of a spread-spectrum system 380
6.3.3. Mobile to television interference range . . . .  382
6.4. Estimation of the number of channels made available by
geographic bandsharing in the London area............ 386
6.4.1. Effect of the mobile transmitter power on the number
of channels available for bandsharing......... 395
6.5. Simultaneous area and frequency bandsharing.........396
6.5*1. Analysis of the restriction to the coverage area . 397
6.5.2. Discussion of simultaneous area and frequency 
sharing...................................   . 405
6.6. Conclusions....................................... 4o6
6.7. References................................   4 U
7. SUMMARY OF CONCLUSIONS.....................................4l3
APPENDIX A - Signal loss through a hard limiter in the presence of
n o i s e ........................................419
APPENDIX B - Signal loss through an age amplifier in the presence
of n o i s e ..................................... 427
APPENDIX C - Frequency allocation of the television broadcast
channels at u h f ................   428
APPENDIX D - Calculated service ranges of television broadcast
transmitters in the South Eastern a r e a ......... 429




The object of the work reported in this thesis is to construct and ex­
amine the performance of a direct-sequence spread-spectrum system and 
to investigate the feasibility of introducing the technique into the 
land mobile radio services, by means of bandsharing with the existing 
television services, as a means of improving spectrum utilisation. For 
comparative purposes, conventional modulation systems are also consid­
ered to be contenders for the scheme.
Chapter 1 summarises the concepts of spread-spectrum systems. It intro­
duces the modulation techniques that fall under this heading and des­
cribes the fundamental parameters associated with their operation.
Chapter 2 indicates the reason behind the need to investigate spread- 
spectrum systems for adoption into the land mobile radio service and 
gives a general survey of the work previously carried out towards re­
alising this aim.
Chapter 3 examines the choice of initial design parameters and base 
modulation technique for an experimental direct-sequence system and 
describes the component sections used. Performance figures are pre­
sented for operation under both Gaussian and * other-user* interference.
Chapter 4 is devoted to the synchronisation aspect of a direct-sequence 
spread-spectrum system. It gives a survey of the techniques available
VIII
for obtaining initial synchronisation and experimentally compares 
the operation of various delay lock loop implementations with respect 
to their ability to maintain accurate synchronisation.
Chapter 5 covers the subjective assessment of television picture qual­
ity, as dictated by untrained observers, when subjected to various 
forms of modulation interference.
Chapter 6 presents a feasibility study into the use of direct-sequence 
spread-spectrum or conventional modulation methods as possible con­
tenders for a mobile service operating on a bandsharing basis with the 
television broadcast services in London and the South-East.




In this chapter the concepts and fundamental parameters of spread- 
spectrum systems are introduced. A summary is given of the basic 
spread-spectrum techniques, including the hybrid combinations of 
these techniques, which together give a reasonably complete account 
of the systems presently available. Of the techniques, a more de­
tailed description of the two most prevalent forms is given, with 
more emphasis on the system that is of importance for the remainder 
of this thesis.
1.2. Spread-Spe ctrum Concept
As the name suggests, spread-spectrum systems are literally those in 
which the transmitted signal is spread over a wide band of frequen­
cies. Ihe total bandwidth of these signals is considerably wider 
than the minimum bandwidth required to transmit the information that 
is to be sent. A system which fits this categorisation and perhaps 
could therefore come under the group heading of • spread-spectrum* 
is wideband frequency modulation (wb f m). However, althou^ the 
transmission bandwidth of wbfm is considerably greater than the 
minimum bandwidth necessary for a transmission, it is not generally 
included, since one other criterion is usually required before it may 
be termed spread-spectrum.
The additional criterion is that the transmission bandwidth of the 
system must be defined by some function other than the information 
that is being sent and its modulation onto the required carrier. 
Obviously wbfm systems do not satisfy this additional requirement 
and therefore are not generally included in the spread-spectrum 
family.
Three general forms of modulation which satisfy both of the re­
quirements for being spread-spectrum systems are;
(a) modulation of a carrier by a digital sequence whose bit 
rate is much higher than the information rate. The high 
bit rate of the digital sequence achieves the signal 
spreading. These systems are generally called "direct- 
sequence spread-spectrum*.
(b) systems in which the carrier frequency is shifted in 
discrete increments with the order and pattern of these 
incremental jumps being defined by a digital sequence. 
These systems are called * frequency-hopping spread- 
spectrum* .
(c) modulation systems in which the carrier is swept over a 
wide bandwidth during a given pulse interval. Systems of 
this nature are commonly called "chirp systems*.
The concept of these spread-spectrum communication systems is summa­
rised with the expression derived by Shannon (l), relating channel 
capacity to signal-to-noise ratio and bandwidth;
c = W 1062(1+ s/h ) (1.1)
where C = the channel capacity in hits per second 
W = transmission bandwidth 
N = noise power 
S = signal power
This relates the ability of a channel to transfer error free infor­
mation under given signal-to-noise ratio conditions existing in the 
channel when using a given transmission bandwidth. If the s/n ratio 
is assumed to be small, then equation (l.l) reduces toi
~ S * 1.44 (1*2)
This demonstrates that if it is desired to operate a communication 
system in a channel under low signal-to-noise ratio conditions, 
which will be seen to be the condition applicable to most spread- 
spectrum systen^, then for a given| information rate it is necessary 
for the transmission bandwidth to be increased. This is the 
essence of spread-spectrum communication systems. It is necessary 
of course to employ a special receiver to make use of the broadband 
nature of the transmission in overcoming the poor signal-to-noise 
ratio conditions, so that Shannon's relationship is applicable ; 
but this will be dealt with at a later stage.
In addition to the ability of spread-spectrum systems to operate in 
channels with poor signal-to-noise ratios, it is necessary to consi­
der what additional properties are provided in exchange for the large
bandwidth that must be allocated to these systems. Some of the pro­
perties that are quoted (2) in favour of such broadband techniques 
are;
(a) selective addressing
(b) code-division multiplexing for a multi-user system
(c) low transmitted power spectral density for signal hiding
(d) message screening to provide a covert transmission
(e) ranging with possible high resolution
(f) interference rejection
(g) ideal for use in non-linear channels
These additional properties arise as a result of the coded signal 
format and the resultant wide transmission bandwidth. Selective ad­
dressing arises by the use of individual code sequences dedicated to 
each system user, and with the correct choice of the types of codes 
used then code division multiplexing also becomes available. The se­
quences commonly used, in conjunction with the specialised receivers 
used in these systems, make it possible to transmit such low power 
spectral density signals that it is possible to 'bury* the trans­
mission among existing hi^ power level transmissions , so as to pro­
vide a signal hiding capability. This enables a transmission to 
pass undetected by an eavesdropper, thereby providing a security as­
pect for the system. The security aspect can alternatively be pro­
vided without signal hiding by using special coding techniques to 
screen the message for a covert transmission. The transmission will 
now be detected, but not deciphered. Additional properties of the
sequences involved are also utilised for interference rejection and, 
if need be , hi^ resolution ranging.
Perhaps one of the most important of these features is the possibi­
lity of having a multi-user system by employing code-division multi­
plexing. The operation of this process can be demonstrated by consi­
dering the general spread-spectrum system of a carrier being direct­
ly modulated by a digital sequence, figure 1.1. Assume that the 
carrier has previously been modulated with information in a completely 
general manner to produce a modulated signal M^(t) where:
M^(t) = A^(t) cos (w^t + (1.3)
This representation applies equally to any form of amplitude or angle 
modulation. In a spread-spectzum type of transmission the information 
signal M^(t) is then directly modulated by a digital sequence S^(t).
In this example , assume the modulation to be direct linear multipli­
cation. The resulting signal M^(t)S^(t) is transmitted over the chan­
nel where it is linearly combined with all the other transmis­
sions in the multi-access system, i.e. M2(t)S^(t) + M^(t)S^(t) + ....
+ M^(t)S^(t). All these signals have the same nominal carrier 
frequency and simultaneously occupy identical bandwidths. The system 
is illustrated in figure 1.1 . The composite signal is applied 
to the spread-spectrum receiver, whose function is to extract only 
the wanted carrier while simultaneously rejecting the others. This 
is achieved by multiplying the received composite signal by an exact 































this example S^(t). The multiplication produces terms in the receiver 
of:
Mi(t)SiZ(t) + M2(t)Sj^ (t)S2(t) + + .....M^ (t)S^ (t)S^ (t)
Then, if the digital sequences can be chosen such that
and
s/(t) = 1
S (t)s (t) = 0 if n / mn^  ' m' ' '
each receiver will be able to extract its own information bearing 
carrier while rejecting all others. The process of multiplication 
at the receiver can be seen to be a correlation process. This demon­
strates that a general spread-spectrum receiver relies on correlation 
and the orthogonality between sequences for its operation , especially 
under the conditions of multi-access operation. It is the correla­
tion process that gives rise to the main features of a spread-spec­
trum system.
It is the ability of the code-division multiplexed signals to simul­
taneously operate in a common bandwidth with identical centre fre­
quencies that gives rise to the final quoted feature of these sys­
tems, i.e. being suited for operation in non-linear channels. Conven­
tional frequency division multiplexed channels can be unsuitable for 
use in such channels , as the channel non-linearity can cause the pro­
duction of intermodulation products which may produce significant 
channel interference to particular frequency slots, depending upon 
the degree of non-linearity. It is therefore necessary to leave
these frequency slots free , as they have become unusable and in the 
case of highly non-linear channels, such as mi^t be encountered 
>rfien using high efficiency amplifiers or repeaters, this can lead 
to a severe under -utilisation of the available channel bandwidth. As 
all spread-spectrum transmissions occupy a common frequency band, this 
problem does not arise, and so spread-spectrum can be effective when 
highly non-linear channels are used such as hard-limiting hi^ effi­
ciency satellite transponders (3).
In general all spread-spectrum systems have two main defining para­
meters . These are :
(a) the system process gain 
and (b) the jamming margin.
A spread-spectrum system develops its process gain by the sequential 
processes of spreading the information signal in the frequency domain 
at the transmitter and then despreading it at the receiver 1:^ correlation 
or matched filtering. The process gain, as in other systems, is de­
fined to be the difference in the input and output signal-to-noise 
ratios of the receiver. In spread-spectrum systems a general process 
gain may be estimated by using the spreading ratio as its measure.
The spreading ratio, as the name suggests, is the ratio of bandwidths 
from after and prior to the spreading operation at the transmitter.
The process gain can therefore he represented as;
BWrf
process gain Gp = — —  (1.4)
where = the transmission bandwidth
= the post-correlation filter bandwidth
This is only the process gain of the spread-despread process and 
does not include any additional process gain associated with the 
baseband modulation scheme. If frequency modulation is used as the 
scheme for example, then, if the fm demodulator is operating above 
its threshold limit, the overall system process gain becomes;
vhere b = the deviation ratio of the fm system 
= the information bandwidth
This definition of spread-spectrum process gain, however, is only an 
estimation, not taking into account actual signal properties and 
types. A more rigorous definition of process gain is therefore given 
in a subsequent section.
However, if a spread-spectrum system has a specific process gain,
G^ , available, this does not imply that the system can operate satis­
factorily Then subject to an interfering signal having a total power less 
than or equal to the wanted signal by an amount G^. An additional term has 
to be introduced which gives a measure of the ability of a system to 
operate under such conditions and that term is the 'jamming margin*.
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The jamming margin takes into account system losses and the desired 
minimum output signal-to-noise ratio for intelligible demodulation.
The jamming margin has been expressed (2) as*
jamming margin JM = - (L^ + (1.6)
where = the system losses
S/n = the minimum required output signal-to-noise ratio
In addition to this, the spread-spectrum system, as will most other 
systems, exhibits a jamming threshold, below which the output signal- 
to-noise ratio falls off considerably faster than the input signal-to- 
noise ratio. As the spread-spectrum process is essentially a linear 
operation, the threshold is caused by practical implementation draw­
backs such as tracking loss, finite dynamic range and non-linearities. 
Obviously any thresholding effects of non-linear information modula­
tion systems, such as fm, used in the spread-spectrum system would 
tend to predominate.
A more detailed description of the modulation systems that satisfy 
the criteria to be classed as spread-spectrum systems is now given.







Of these various systems the two most prevalent forms are direct- 
sequence and frequency hopping. As a consequence these two systems 
are given more attention. Detailed descriptions of the techniques in­
volved with the others is contained in (4).
1.3. Direct-Sequence Spread-Spectrum
Direct-sequence systems, sometimes referred to as pseudo-noise systems, 
are perhaps the most basic of all the spread-spectrum forms. These 
systems come under the general heading of direct modulation of a car­
rier by a digital sequence. The operation of these systems is exa­
mined from both the time and frequency domains. The demodulation pro­
cess is described with reference to the realisation of system process 
gain with the despreading of the received broadband signal by corre­
lation with a locally generated sequence identical to that used in the 
transmitter.
1.3.1. Principles of Operation
The system operation is looked at firstly from the time domain and 
secondly the frequency domain.
(i) Time domain
The rf carrier may be directly modulated by the digital sequence in 
a completely general fashion. However, so as to provide a constant 
envelope signal to give a low peak to mean power ratio, it is most
12
common to use phase shift keying. The phase shift keying can take 
many forms, typically:
(a) conventional hi-phase shift keying,
(h) four-phase shift keying to enable the data rate to be 
doubled with no increase in bandwidth or power, 
or (c) continuous phase-shift modulation (5), which has the
advantage of minimising the power in the sidelobes of 
the broadband transmitted spectrum, so as to reduce un­
necessary interfering power.
Continuous phase-shift modulation (c p s m ) operates in a manner si­
milar to that of pseudo four-phase shift keying. Pseudo four-phase 
shift keying is a system in which the input to the bi-phase modulator, 
in both the inphase and quadrature channel, is shaped when a phase 
transition is imminent so that the modulator output changes gradu­
ally, thus avoiding the phase discontinuity with its associated ex­
cessive spectrum spreading. To shape the input signal, the keying bit 
stream is multiplied by a half-sine wave, thus converting eadi keying 
element into a half-sine wave with the same polarity as the keying 
bit. Ihis system, however, compromises the efficiency of the transmitter 
power amplifier, as the transmitted signal envelope is not constant, 
but takes the half-sine wave as an envelope. Continuous phase shift 
modulation overcomes this by staggering the half-sine waves in the 
inphase and quadrative channels, so that the peak of one coincides 
with a zero crossing of the other. Ihis produces a constant envelope 
signal, unlike that found with pseudo four-phase shift keying.
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The most common of these phase shifting techniques is bi-phase keying 
because of its ease of generation by circuitry that is both simple 
and economical.
The basic operation of a direct-sequence spread-spectrum system with 
bi-phase shift keying can be seen from the block diagram with associa­
ted time waveforms shown in figure 1.2 . Ihe rf carrier, which may or 
may not have been previously modulated by information, is applied to 
a double balanced modulator. It is then directly phase switched by 
the use of a suitable high speed digital sequence. It is usual for the 
rate of the digital sequence to be considerably greater than the in­
formation rate. The process has the effect of spreading the signal 
energy over a bandwidth approximately equal to twice the bit rate of 
the sequence. With the use of a sequence with randomness properties 
this produces what, in a wideband sense, can be regarded as a * noise* 
like spectrum for transmission.
At the receiver the phase switched carrier is applied to a balanced 
modulator, where it is again phase keyed by a locally generated digital 
sequence. The original carrier therefore has now been phase keyed by 
two sequences. It can be seen that if the locally generated sequence 
is identical to that used in the transmitter and in addition, if it is 
in perfect phase and frequency synchronism with the phase reversals of 
the incoming signal, the receiver will remove the carrier phase rever­
sals that were introduced at the transmitter. Ihe result is the rege­
neration of the original carrier, which can then be demodulated in a 












































When signals from other users employing different sequences are re­
ceived, their phase reversals will not he removed; indeed additional ones 
will he added, and so the signals will remain noise-like. The majori­
ty of the power contained in these signals will then he filtered out 
hy the receiver filter, and their respective information carriers will 
not he regenerated for conventional demodulation.
The process that is heing carried out in this type of receiver is
one of correlation. Correlation in general is defined hy the follow­
ing integral;
1 T
R(u) = Lim ^  S g(t)f(t-u)dt (I.7)
T--00 -T
if g(t) = f(t), it is an auto-correlation
if g(t) / f(t), it is a cross-correlation
The implementation of this function can he approximated try the use of 
a modulator followed hy a bandpass or low pass filter to remove the 
double frequency components emanating from the modulator and also to 
provide the integration. It can he seen that such a function therefore 
applies to the spread-spectrum receiver in figure 1.2, so making it a 
correlation receiver. This is strictly only an approximation, because 
the filter does not provide perfect integration. The correlation func­
tion can he perfectly synthesised, however, hy the use of either matched 
filtering or an integrate and dump detector. A matched filter is one 
in which the filter is matched to the signal that is to he detected.
Ihe matched filter is defined as having an impulse response h(t) which
l6
is the time reverse of the signal to he matched f(t). The impulse 
response can he assumed to have a time delay T. ihe response is there­
fore;
h(t) = f(T-t) (1.8)
For any linear filter the output signal g(t) is related to the input 
signal f(t) and the impulse response h(t) hy the convolution integral:
t
g(t) = f f(u)h(t-u) du (1.9)
0
therefore for the matched filter;
t
g(t) = f f(u)f(T+u-t) du (1.10)
0
By interchanging the variables t and u it can he seen that this equa­
tion shows the output of the matched filter to he the exact auto­
correlation function of the desired signal f(t) as defined hy equa­
tion (1.7). The output of the matched filter takes its maximum value




g(T) = S f^(u) du (1.11)
The matched filter may he typically realised as a transversal filter
(6) or as a surface acoustic wave device (7)>
The ideal auto-correlation function can also he realised hy the inte­
grate and dump technique. This technique uses a modulator to multiply 
the received signal hy a replica sequence as previously described, hut 
instead of using a simple filter, the integration of the output of the
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modulator is provided by an integrator which is sampled at time inter­
vals of T seconds. The output of the integrate and dump detector is 
therefore a maximum at time T and again is numerically equal to the 
input signal energy as defined by equation (l.ll). As equation (l.ll) 
applies equally to both the matched filter and integrate and dump de­
tector, they can be considered to be exactly equivalent in operation. 
In spread-spectrum systems the integration time T is usually taken to 
be the spreading sequence period to enable the integration to be car­
ried out over the whole sequence length. In such systems it is there­
fore appropriate for an information bit to be equal in length to the 
spreading sequence period and to change state, if necessary, at the 
start of the sequence cycle. Then at time T the output of the integra­
tor or matched filter can be sampled amd a decision made on whether 
the data bit is high or low. This technique obviously makes these de­
tectors more appropriate when digital information is being transmitted. 
However, when analogue information is to be transmitted, it is appro­
priate in most cases to use a simple filter in the correlation detec­
tor to provide the integration. This avoids the alternative of having 
to sample the analogue information prior to its modulation by the 
spreading sequence. Therefore in the remainder of the thesis a corre­
lation detector will be assumed to have a filter providing its integ­
ration function.
Which ever of these forms of correlation detection used, however, a 
sufficiently clean output for demodulation will only be produced, if
18
the sequences involved exhibit sufficiently hi^ auto-correlation 
in conjunction with sufficiently low cross-correlation.
(ii) Frequency domain
Before examining the equivalent operation of a direct-sequence sys­
tem in the frequency domain it is necessary to establish the frequen­
cy spectrum of the sequences involved. Frequency spectra can be 
found in one of two ways. The usual technique is to use the well- 
known Fourier transform which is described by;
oo
F(w) = f f(t) exp (-jwt) dt (1.12)
-oo
where F(w) is the frequency spectrum of the corresponding time func­
tion f(t).
An alternative technique, which is more appropriate to spread-spectrum 
systems, is to use the Weiner-Khintchine relationships which relate 
the auto-correlation function of a time signal and its corresponding 
power spectrum , given by;
oo




R(u) = ^  J* G(w) exp (jwu) dw (l.l4)
where G(w) is the power spectrum in terms of angular frequency, w, and 
R(u) is the signal auto-correlation function as defined by equation
(1.7).
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The most common sequence used in spread-spectrum systems is the well- 
known pseudo-random binary sequence. Using the familiar two level 
auto-correlation function of these sequences, it is shown (3,8) that 
by using the Weiner-Khintchine relation the power spectrum can be ex­




TTUf ^ S S (1*15)v=-oo
v/0
There G(f) = the power spectrum as a function of frequency f 
D = the digit width of a single sequence bit
^ (f-f^) = the Dirac delta function defined by the operator 
equation;
oo
f H(f)S (f-fg) df = H(f^) (1.16)
-O O
The power spectrum represented by equation (I.I5) is shown in fi­
gure 1.3 •
These sequences result in a line spectrum with the spacing of the 
spectral lines equal to 1/1^ D, the sequence repetition rate. The spec­
tral lines are bounded id.thin an envelope described by the function
sin TfDf
ttDT
;hich produces nulls in the output spectrum at integer multiples of
1/d, the sequence clock rate. The last term in equation (I.15),
^r(O), gives the power content at zero frequency, i.e. the dc com- 
M
ponent. This dc component is produced by the fact that in a pseudo-
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Figure 1.4 Spread Spectrum Modulator and Associated Spectra
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random sequence there is always a mismatch of one between the number 
of highs and lows in a single sequence period. In the limit of a 
purely random sequence, i.e. a sequence with infinite period, the 
line structure of the spectrum vanishes and the spectrum envelope 
then bounds an ideal power spectrum density. If digital sequences 
other than those of a pseudo-random nature are used, the basic
line structure is preserved, but the envelope will no longer exactly
2
function.follow the sinTT DfuDf
Ihe operation of a direct-sequence modulator can now be examined in 
the frequency domain with reference to figure 1.4 . Ihis shows a carrier 
being modulated l%r a digital sequence to give the resultant transmission 
spectrum. As can be seen, the transmission spectrum takes the shape 
of the spectrum of the sequence used for the phase keying, but is 
shifted to the carrier frequency f^ . Ihe power in the original modu­
lated carrier has been spread over a considerably larger bandwidth as 
a result of the modulation. Ihe power spectral density on a watts/Hz 
basis has therefore been significantly reduced, so that the resultant 
transmission lends itself much more easily to signal hiding or any of 
the other features previously outlined. When the carrier is informa­
tion modulated prior to the spreading process, then each of the spec­
tral lines of the sequence's spectrum takes the original carri­
er's information sidebands as their own sidebands. Ihe information 
power is therefore distributed over the larger bandwidth and so pro­
vides frequency diversity for the system.
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In the converse 'despreading* operation at the receiver, each spectral 
line of the locally generated sequence is modulated with every side- 
hand carrying spectral line of the received broadband signal. Ihis 
has the effect of collapsing the broadband signal back down to the 
original signal bandwidth, as all the pairs of information sidebands 
fold back on top of each other to enhance the information spectral 
density at the original carrier frequency. If the two sequences in­
volved are not correlated, the information power is not collapsed 
back to the original bandwidth and thus remains at a low value of power 
spectral density.
In a practical system the entire siniT Df
2
shaped spectrum is notTTDf
transmitted, as this would cause unnecessary spectrum pollution due 
to the sidelobe power. Since typically of the signal power is con­
tained within the main lobe of the spectrum (2), it is usual to filter 
out the sidelobe power prior to transmission with only a small loss in 
information power resulting. Ihe bandwidth of a direct-sequence trans­
mission is therefore conventionally taken to be the main lobe band­
width of 2/d Hz , i.e. twice the sequence clock rate. It is typical for
3 4this transmission bandwidth to be of iiie order 10 to 10 times grea­
ter than the information bandwidth.
In addition, it has been suggested (2) that by restricting the trans­
mission bandwidth to even less than the main lobe bandwidth , a demod­
ulated signal-to-noise ratio improvement at the receiver might be achieved. 
Figure I.5 shows the power distribution of a direct-sequence signal and 
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Figure 1.6 Correlation Loss due to Filtering
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width is reduced to of the main lobe bandwidth, then the noise
power is reduced by 40^ compared to only a 10^  reduction in signal
power. Ihis yields a theoretical improvement in output signal-to- 
noise ratio of approximately 1.7 dB. However, by reducing the signal 
bandwidth, some loss of correlation performance will be incurred. This 
loss has been computed (3) and is shown in figure 1.6 . Clearly,
reducing the bandwidth to 60%  of the main lobe gives rise to a
0.66 dB loss in correlation performance. Therefore the 1.7 dB gain is 
not fully realised in general and the improvement is expected to be 
of the order of 1 dB.
The spreading ratio in conjunction with the despread process of a di­
rect-sequence receiver provides the spread-spectrum receiver with its 
process gain. The demodulation process will therefore be examined 
more closely under conditions of noise.
1.3.2. Demodulation of a Direct-Sequence Signal
The despreading process can be simply represented by its associated 
frequency spectra as shown in figure 1.7 .
The receiver shown in figure 1.7(a) is assumed to use a post-correla­
tion filter and not to be of the matched filter kind or integrate and 
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Figure I.7 Direct Sequence Receiver and Associated Spectra
under Multi-User Conditions
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Ihe received composite frequency spectrum shown in figure 1.7( h) 
is assumed to contain the wanted channel transmission, trans­
missions from the other spread-spectrum. users sharing the multi­
access facility and a thermal noise component. The wanted and 
unwanted signals are assumed to have identical bandwidth and spec­
tral envelope type. In practice the level of unwanted signals will 
be significantly larger than the power level of the wanted channel. 
This composite signal is applied to the receiver, where it is phase 
keyed by an exact replica of the digital sequence associated with 
the wanted channel. The phase reversals on the wanted signal will 
be removed by.this process, assuming ideal synchronisation, and, as 
previously described, the information power will be collapsed from 
a bandwidth of Z/DHz back to a post-correlation bandwidth B^ , 
as shown in figure 1.7(c). The information power spectral density 
is thereby significantly increased. All the wanted information power 
therefore now falls within the post-correlation filter bandwidth 
B^ Hz.
Assuming that the unwanted signal has been spread by a sequence 
lÆiich is totally uncorrelated with the local sequence of the re­
ceiver, the power spectrum of the unwanted signal will remain 
essentially unchanged by the process. Ihe exact effect on this spec­
trum is examined closely later in this section and depends mainly on 
the phase offset between the wanted and unwanted sequences , assuming 
no hi^ cross-correlation peaks. Ihe thermal noise component remains 
totally unaffected by the correlation process because of its truly 
random nature. Ihe final output from the post-correlation filter is 
then as shown in figure 1.7(d).
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Ihe mechanism by which the unwanted signals are rejected by the re­
ceiver and therefore how it achieves its process gain can now be seen. 
After having passed throu^ the correlator, only that portion of the' 
unwanted signal output spectrum that falls within the bandwidth of 
the post-correlation filter will appear as interference to the follow­
ing conventional demodulator. In contrast to this, all the signal 
power of the wanted channel falls within this bandwidth and is passed 
unattenuated. Ihe signal-to-noise ratio at iiie output of the correla­
tor has therefore been increased compared to that at its input. If an 
idealised spread-spectrum system is assumed viiere all the signal pow­
ers have been spread uniformly over the transmission bandwidth, then 
the increase in signal-to-noise ratio during correlation is equal to 
the ratio of the transmission and post-correlation filter bandwidths. 
The increase is equal to the process gain and is therefore;
®rf
process gain Gp = -g" (I.I7)
It can be seen that this definition of process gain only applies to 
an ideal system with uniform spreading. It is therefore only a guide 
to less ideal systems, in which sequence cross-correlation effects 
must be taken into account, as is discussed later.
A table of various spectra in a correlation receiver, as shown in 
figure 1.7(a), is given in figure 1,8. This gives the example of a 
wanted spectrum in comparison with various forms of interfering spec­
tra , ranging from broadband Gaussian noise to a single interfering
tone. It can be seen from these spectra that in a direct-sequence 
system the single interfering tone produces more interference at the
28
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Figure 1,8 Spectra during Correlation for Various Forms
of Input Signal and Noise
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output of the correlator compared to the broadband interference asso­
ciated with the signals from other multi-access users. Techniques 
exist therefore, which enhance the basic performance of a direct- 
sequence spread-spectrum system when subject to single tone inter­
ference. These techniques are prewhitening techniques (9)i in which 
a transversal filter broadens the input spectrum of the interfering 
tone prior to correlation and a phase-locked notch filtering tech­
nique (lO), in which a phase-locked loop can track the large cw 
interference and notch it out by adding an identical but antiphase 
cw component to the incoming signal prior to correlation.
Under the condition shown in figure 1.8(c), lAiere the interference 
signal is assumed to be from a co-channel multi-access user, 
the output spectrum from the modulator significantly depends upon 
the phase offset between the locally generated and incoming unwanted 
sequences. When the interfering sequence is in bit synchronism with 
the local sequence, then the interference power from the correlator 
is not spread over a larger bandwidth, but remains essentially un­
altered. If the sequences are half a bit out of synchronisation how­
ever, then the interference is spread out to exactly twice the band­
width of either sequence. This effect is demonstrated with reference
to figure 1.9 (a), which shows two sequences with a phase offset which 
is some arbitrary fraction *p* of one bit. Under these conditions the 
output of the modulator may be considered to be made up of two inter­
leaved pulse trains, one of characteristic bit width D and the other
(l-p) D . It has been shown (3) that the power spectra envelopes of 
these interleaved sequences normalised to a unity amplitude signal are;
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Gg(f) = (l-p) D
sin (l-p) Tr Df 
(l-p) TT Df (1.19)
respectively. These two spectra can now he linearly superimposed^ using 
the fact that the ratio of the total power in each of the spectra will 
he directly proportional to the ratio of p to (l-p) to give
%ombined(^'^) PG]^ (1') + (l-p)G2(f) (1.20)
and the result is an instantaneous combined spectrum, as shown in fig­
ure 1.9(h). As p varies, then so does the combined spectrum. With p 
increasing, the bandwidth of G^(f) decreases idiile its amplitude 
rises. Simultaneously the bandwidth of G^(f) increases while its amp­
litude decreases. The shape of the combined spectrum for values of p 
equal to zero and 0.5 are shown in figure 1.9 (c).
In a multi-access situation, as all users will be situated random 
distances from a single receiver and will also be varying, this 
combined spectrum will vary in shape from user to user. Therefore the 
average interference from any individual user can be found by aver­
aging the combined spectrum over all values of p, i.e. 0 :£”p ^ 1 .
The combined spectrum has been averaged (3), giving the result:
E combined(f.p) %TT
1 - sin 2rrfD 2irfD (1.21)
and this average spectrum is also shown in figure 1.9 (c) . The average 
spectrum gives rise to a I.76 dB reduction in power spectral density
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at the centre of the spectrum. Therefore on average the interference 
is reduced and the effect may he expressed as a 1.76 dB increase in pro­
cess gain compared to that shown hy equation (1,17)1 vhich assumes the 
broadband users spectra to remain essentially unchanged by the corre­
lation process.
1.3.3» System Process Gain
A number of definitions of process gain exist in current literature 
and therefore a consistent definition is provided here that will be 
used throughout the thesis.
As previously mentioned the process gain of the spread-spectrum 
system is the amount by which the signal-to-noise ratio is improved 
by the receiver from input to output. The process gain can be sepa­
rated into two sections, i.e.
(a) the process gain of the despread process by corre­
lation, Gp
(b) the inherent process gain associated with the conven­
tional demodulator section, Gs
The overall system process gain is then product of the two, i.e.
G = Gp ' G^ (1.22)
It is only the process gain G^ that is of interest here, as it is 
this gain which is attributed to the spread-spectrum process.
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In an ideal spread-spectrum system where all spectra are uniform and 
are power spectral densities, as opposed to line,structures, the 
process gain may he expressed in terms of the ratio of transmission 
to post-correlation bandwidths. It has been briefly mentioned that 
the process gain varies in value depending upon the type of interfe­
rence that the system is subject to. The process gain will therefore 
firstly be examined for an ideal system for the range of interference 
sources as shown in figure 1.8, i.e. broadband Gaussian interference, 
a single interfering tone and another interfering direct-sequence 
signal.
(i) Broadband Gaussian noise interference; This represents the ideal 
case of uniform spreading in the direct-sequence receiver. As a result, 
it is apparent that the reduction in interference power is simply the 
ratio of the pre- and post-correlation bandwidths, i.e. the spreading 







Gp = -3-  (1.23)
where = the total input noise power
Nout = the total output noise power
N = single sided ihite noise power spectral densityo
B „ = transmission bandwidthr f
B^ = post-correlation bandwidth
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The process gain may be expressed in terms of the spreading sequence 
clock rate f^ . As  ^ = Zf^, then:
2f '
%  = b7
Note that neither expression is yet related to the data rate.
(ii) Sinusoidal interference; As shown in figure 1.8(d), this repre­
sents the worst case interference for a direct-sequence system.
Under the conditions of a sinusoidal interfering tone, the inter-
2n w  I rr
ference power I of the tone is spread over a sinrr Dfru, power distri- Tr Dr
bution by the action of the receiver's correlation sequence. It is 
shown (3) that the equivalent noise bandwidth of such a spread signal 
is equal to the sequence clock rate f .^ Therefore the noise output 
from the correlation multiplier can be assumed to be flat over a band­
width f^ with a power spectral density equal to l/f^ watts/Hz.
The amount of interference power entering the post-correlation filter
bandwidth depends upon the frequency offset of the interfering tone
from the centre frequency of the receiver's spreading sequence. It
will be a maximum with zero offset and at other offsets the interfe-
sirnr Dfd~* ^rence power will fall off as 
offset.
TrDfd , where f^ is the frequency
The value of interference will be taken as worst case, i.e. no offset, 
and therefore the interference enters the post-correlation filter with
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a power spectral density of l/f^ watts/Hz. Therefore the reduction in 
noise power during correlation Gp is:
P "out
fc
Comparing this process gain with that found for the white noise con­
dition given in equation (1.23) shows that there is a 3 dB reduction 
in process gain under the conditions of a single sinusoidal inter­
fering tone with zero frequency offset. This is effectively brought 
about by the interference power no longer being uniform over the trans­
mission bandwidth.
(iii) Co-channel direct-sequence interference: Under this condition
the amount of interfering power that enters the post-correlation filter 
has been shown to vary with the phase offset between the local and 
interfering sequences in accordance with equation (l.20). When the 
phase offset is zero, the noise spectrum from the correlator is 
identical to that for the sinusoidal interference case and therefore 
the process gain can be equated with equation (1.25). With the random 
distribution of phase offsets arising from the total number of multi­
access users however, the output noise spectrum would on average be 
as described by equation (l.2l). This shaped spectrum gives rise to 
an average for the noise power spectral density at the centre of the 
spectrum of 2/3 f^ watts/Hz. This relates to an equivalent noise band-
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width of Hz, compared to only f^ Hz for the spectrum in the
sinusoidal interference condition. The reduction in interference 
power can now he represented as a ratio of bandwidths for an in­
terference power of I by;
G
P "out
Comparing this process gain with those found under the conditions of 
white noise and sinusoidal interference given in equations (1.23) and 
(1.25) respectively, it shows an improvement of I.76 dB compared to 
the sinusoidal case and a worsening of I.76 dB compared to the white 
noise case. This highlights the increased effect of, interference to 
a direct-sequence system as the interference is made increasingly 
more narrowband.
In all the expressions for process gain under different forms of in­
terference , as given in equations (1.23), (I.25) and. (1.26), none relate 
to the information or data rate. The bandwidth of the post-correlation 
filter, B^ , cannot be taken to equal the information rate, as this 
depends upon the form of baseband modulation used. It could be 
equated, if single sideband was used as the conventional modulation 
system prior to spreading, but if amplitude or frequency modulation 
was used, then the relationship would be B^ = 2B^ or B^ = 2(l>f-l) B^ 
respectively, where B^ is the information bandwidth and b is the de-
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viation ratio of the fm system. If the information is sent digitally 
"by being modulo-2 added to the spreading sequence prior to carrier 
phase keying; then the post-correlation filter bandwidth can be .taken 
to be the data rate as long as the data is directly reproduced at
baseband, which is the usual case.
Therefore, so as to make the definition of the spread-spectrum process
gain independent of the data modulation system used, the definition
that is used throu^out this thesis relates only to the post-correla- 
tion bandwidth and is taken to be that found for uniform spreading, i.e,
B= r f _ transmission bandwidth r
p post-correlation bandwidth ' ‘
and is equal to the spreading ratio.
The interpretation Of this process gain under conditions of white 
noise, say thermal noise for example, must be viewed with caution 
Then comparing it with that of a narrowband system under identical 
conditions. It does not mean, as it seems to suggest, that for a 
constant signal power the output signal-to-noise ratio of a spread- 
spectrum system is times greater than that from a narrowband linear 
system under identical white noise conditions. The spread-spectrum 
system does reduce the amount of noise power during the despread pro­
cess, but because its input bandwidth is times greater than the 
narrowband system, it is only reducing the amount of noise power by 
exactly the same amount that its larger input bandwidth allows the 
input noise to the system to increase by in the first instance. There­
fore , overall the direct-sequence system shows no improvement in output
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signal-to-noise ratio under white noise conditions compared to a con­
ventional narrowband linear system. The spread-despread process is 
therefore also linear. However, in the presence of narrowband or co­
channel interference from a multi-access user a significant improve­
ment over narrowband systems does result because of the interference 
power spreading action of the receiver and the associated reduction 
in interference power that can only then pass through the post- 
correlation filter to the conventional demodulator section.
All the definitions of process gain so far discussed have ^sumed 
that all spectra are ideal power spectral densities, that none of 
the sequences involved cross-correlate and that the despread process 
is transparent to the wanted signal power in that no signal power is 
lost during the process. Obviously these assumptions do not hold in 
a practical situation. Therefore in practice the process gain can 
only be established by evaluating the ratio:
snr /
“p =
>here snr / = the signal-to-noise ratio at the output of the
o/p
correlator
snr / = the signal-to-noise ratio at the input of the
i/P
receiver
Using equation (I.I5), the input signal-to-noise ratio of the system 
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(1.29)
= the peak power spectral density of the i^^ user
H^(f) = the input filter transfer function
N^/2 = the double sided white noise power spectral density
k = the total number of multi-access users
and the summation in f is taken in steps of 1/mD.
If H^(f) is assumed to be a brick wall filter equal to the main lobe 
bandwidth, then the summation limits of f and v could be replaced by 
1 i/d and t M respectively.
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JT |s2(f)| ^  (N/2+ R j(f)) df
(1.30)
Tiiere H_(f) = the post-correlation filter transfer function
Ry^(f) = the !Wiener-Khintchine transform of the correlation
function, r .(u), between the receiver code and the 
yi
i^^ signal
R _(f) = thel Wiener-Khintchine transform of the correlation
yl '
function, r^^(u), between the receiver replica code 
and the summation of all other interfering signals,
i.e.
k
R (f) = E E .(f) (1.31)
i=2 ^
The true process gain is then given as the ratio of equations (I.29) 
and (1.30). However, these equations assume a system noise figure of 
zero. If a noise figure is taken into account, then the output snr 
of equation (I.30) must be reduced by an amount equal to the system 
noise figure, thereby making a corresponding reduction in the effec­
tive system process gain.
The use of such a definition of process gain is obviously complex in 
normal usage and therefore the simple ratio of bandwidths as given 
in equation (I.27) is used as an approximation to the above under 
ideal conditions of uniform spreading.
1.3.4. Baseband Modulation Systems
The choice of the message modulation scheme used prior to the sprea­
ding process in a direct-sequence transmitter is obviously of impor­
tance. In the first instance the choice can be made so as to maximise
4l
the process gain G^of the spreading process. The more narrowband the 
modulation scheme, the larger this process gain will become in 
direct proportion as a result of the reduction in post-correlation 
bandwidth. However, the overall process gain of a spread-spectrum 
receiver, not only depends on the process gain of the spreading 
action but also upon the process gain associated with the conventional 
modulation system used, G^. It is of importance therefore to maximise 
its process gain as well. Usually this requirement is contrary to the 
initial requirement of making the modulation system as narrowband as 
possible. The maximisation of the overall process gain G^ yields the 
maximum number of possible users in a multi-access system.
An in depth study has been carried out by Matthews (ll) on many forms 
of baseband modulation schemes to identify that one which will pro­
duce the largest overall process gain by calculating the maximum num­
ber of multi-access users permitted. The results are reproduced in 
figure 1.10 for both analogue and digital techniques. It can be 
seen that for the analogue information schemes, excluding complex 
techniques such as vocoders and adaptive predictive coding, the highest 
user density for the transmission of speech is obtained by using wide­
band frequency modulation. It has been shown (2), however, that the use 
of suppressed carrier pulse duration modulation may be advantageous 
because of its superior threshold, about 5 IB, compared to fm, thus 
making it more tolerable to noise.
In addition to the transmission of voice information, spread-spectrum 
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Figure 1.10 Comparison of User Densities with respect to 
the Conventional Modulation Scheme Used
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It can be seen from figure 1.10 computed by Matthews (ll) that of 
the various methods used for digital transmission, the one that is 
most suited to direct-sequence spread-spectrum systems so as to pro­
vide a maximum user density is phase shift keying. This modulation 
scheme is easily incorporated into a direct-sequence system by first 
adding the data stream to the spreading sequence by modulo-2 addition 
and then phase keying the rf carrier with the composite bit stream.
Another advantage of either the digital transmission by psk or the 
analogue technique with fm is that they both produce constant enve­
lope signals to increase transmitter efficiencies in design from the 
point of view of peak to mean power ratios.
1.3.5* Message Secrecy of Direct-sequence Transmissions
Message secrecy is a property that has been widely attributed to 
direct-sequence transmissions. If the information has been spread by 
a pseudo-random sequence, then it is commonly assumed that this pro­
vides a covert transmission against a casual eavesdropper. The trans­
mission is never totally secure if linear sequences are used, because 
the sequence is decipherable once a short set of (2n+l) bits are known
(12), where n is the number of stages in the shift register generator. 
However, even message screening against a casual eavesdropper cannot 
be automatically assumed with a direct-sequence transmission. This can 
be seen by reference to figure 1.11 (a) . Here the information side­












(b) Direct“Sequence Signal with Non-Contiguous Sidebands
1+5
^ 1 / ™  (1-32)
^ere is the maximum frequency component of the information.
It is obvious from the illustration that assuming a conventional re­
ceiver has sufficient selectivity and dynamic range, there are 
(2M-l) possibilities of demodulating the information, where M is the 
sequence length. This can be accomplished without any knowledge of 
the spreading sequence whatsoever, by simply scanning the receiver 
across the main lobe bandwidth. This has been verified experimentally. 
Therefore the transmission is not secure to even the most casual of 
eavesdroppers. This of course only applies to the case of one spread- 
spectrum user operating in the common bandwidth, otherwise the signal- 
to-noise ratio would be too small for the conventional receiver with 
its lack of process gain.
If, however, the relationship of equation (1.32) is not maintained, 
then the spectrum appears as in figure 1.11 (b), where the sidebands 
now overlap considerably. Such a spectrum cannot be demodulated 
without the knowledge of the spreading sequence, by a conventional 
receiver as before, because it would now be subject to considerable 
aliasing noise. The transmission can therefore now be considered to 
be secure from the casual eavesdropper. As equation (1.32) is iden­
tical to the relationship given by Shannon in sampling theory, 
it can be said that message security in a direct-sequence sys­
tem to the casual eavesdropper can be achieved by breaking the sam­
pling law. However, the effect of this is to tighten up the require­
ments on the system synchronisation, as shall be shown later.
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1.3.6. Near-Far Problem
As all users share a common bandwidth and dentre frequency in a direct- 
sequence multi-access system, overloading of a spread-spectrum 
receiver by a nearby transmission from one of the unwanted multi-access 
users becomes a considerable problem. This effect is commonly called the 
*near-far* problem. The problem arises because of the inability of the 
spread-spectrum receiver to suppress the unwanted interference power 
from the strong nearby transmission, as a result of insufficient system 
process gain. The problem becomes critical in a mobile communication 
environment, if direct mobile-to-mobile communication is required 
without having to have a base station as a relay. This is because of 
the random positioning of all the mobiles with respect to each other, 
thereby resulting in the impossible task of controlling à single mo­
bile's transmitter power to prevent it from swamping a nearby receiver 
^ile still maintaining the required transmitter power for the mobile 
to communicate with the desired, and possibly distant, mobile receiver. 
Without having to severely restrict the area in which all the mobiles 
can operate, so as to limit the range of differential distances be­
tween any pair of mobiles, the operation of such a system would require 
process gains considerably in excess of That is realistically achiev­
able. The only feasible method of overcoming this problem of the 
direct-sequence transmission would be for all mobiles to communicate 
with each other on a duplex link via a centrally situated base station. 
Under this arrangement some measure of power control would then have 
to be exerted upon the transmitters of every mobile, so that all their 
transmissions would arrive at the base station with equal power, re­
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gardless of the radial distance of any single mobile from the base 
station. As reciprocity of transmission does not apply in general (13)» 
this control could not be simply linked to the signal strength of 
the transmission received by the mobile from the base station, and so 
the implementation of this power | control would in itself become a 
significant problem.
1.3*7' Error Probability of a Direct-sequence Spread-Spectrum 
System under Multipath Propagation Conditions
In urban areas, where the major usage of mobile radio schemes occurs, 
the existence of a multitude of reflectors, such as buildings, produces 
scattered waves from the original transmission, resulting in a diffuse 
multipath environment with a range of time delay spread. Because of 
the ability of a direct-sequence receiver to suppress unwanted signals, 
whether they be transmissions from other interfering users or from the 
multipath interference of the user himself, a spread-spectrum system 
offers the possibility of increased performance over conventional sys­
tems under such conditions. A comparison in performance between a con­
ventional phase shift keyed transmission and a phase shift keyed 
transmission enhanced by direct-sequence spread-spectrum modulation 
has been made by Cline (l4).
In order to evaluate the change in performance by the addition of the 
spread-spectrum modulation, it is assumed that the diffuse multipath 
energy is constituted of a large number of discrete paths. It is fur-
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ther assumed that each of these individual paths fade due to the motion 
of the mobile according to Rayleigh amplitude statistics and that all 
diffuse paths are uncorrelated. Assuming that the multipath consists 
of a specular component with diffuse multipath interference power time 
smeared uniformally over a differential time delay spread '^ min^  *
then, if the diffuse power is distributed over a time that is large com­
pared to the correlation aperture of the receiver, the diffuse interference 
will produce two distinct noise contributions at the correlator out­
put of the direct-sequence receiver. The two distinct contributions 
arise from the diffuse energy within the receiver's correlation aper­
ture and from that energy lying outside the aperture. The correlation 
aperture of a direct-sequence receiver is that differential time delay 
below which a multipath signal correlates to some degree with the 
receiver's locally generated sequence and above which no correlation 
is found. The differential time delay to define the receiver's corre­
lation aperture is therefore equal to the spreading sequence's chip . 
duration D. The two distinct interference contributions are different 
in nature. The indirect diffuse power falling whithin the corre­
lation aperture produces a noise component proportional to the total 
power of the diffuse signal and also to the degree of correlation 
of the signal with the specular component. The interference will be 
of a non-random nature identical to the information carried by the 
spread-spectrum transmission, which causes interference due to its 
random phase component. The remainder of the diffuse power falling 
outside the correlation aperture will produce interference essentially 
of a Gaussian nature due to its randomness. In addition to its randomness, 
because it falls outside the receiver's correlation aperture, then, unlike 
the previous noise contribution, it is also suppressed by the process
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gain of the spread-despread process as previously described in sec­
tion 1.3.3. Assuming a Gaussian input noise to the receiver,
Thich is also suppressed by process gain, the composite noise signal 
at the output of the receiver's correlator can therefore be expressed 
as:
P P s
There = Gaussian noise power at the input to the receiver
= indirect diffuse signal power 
r = voltage correlation coefficient between specular and
indirect diffuse paths 
D = sequence chip duration
= mean differential time delay spread of the diffuse 
signals : taken over all positions of the mobile 
Gp = spread-spectrum process gain
d/T^ = the fraction of the diffuse signal power that falls 
Tfithin the correlation aperture
If the signal power is obtained from the specular component of the 
multipath signal, the signal-to-noise ratio out of the correla­




There ^ the signal power of the specular component, and
is as defined by equation (1.33)•
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Now in a conventional psk system the probability of error can be 
expressed by the well-known relationship of:
IE
= 4erfc J N (1-35)
where = signal energy per bit associated with the specular
component
N^ = input power spectral density
erfc = complementary error function
Then by using the relationship:
% e c  “ (1.36)
where is the bit rate, the probability of error can be expressed
in terms of an input signal-to-noise ratio as:
o d
(1-37)
ierfo V P P  
i
(1.38)
where N^ is the total input power in a bandwidth equal to the bit
rate R,. d
In the spread-spectrum enhanced psk system the signal-tqrnoise 
■p_____




noise ratio at the output of the spread-spectrum correlator
out -
of equation (1.34), making the approximation that N^^^, as defined by
equation (1.33)» can be considered to be predominantly Gaussian in 
nature. This equating of signal-to-noise ratios then gives the proba­
bility of error, p^ ,- of a direct-sequence spread-spectrum enhanced psk 




+ r  ^ Inds
(1.39)












a signal-to-noise ratio defined by 
a power division factor between specular and diffuse 
signals, i.e.
0 ^ 1find = V , spec
a multipath time spreading factor relating the sequence 
chip duration to the mean differential time delay spread.
I.e.
D = % 0 < K 2
Equation (l.40) demonstrates that the error probability is dependent 
upon four parameters, G , K-, , Kp and r. Of these only G is a functionP d 6 p
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of the modulation system used while the other three parameters are
all associated with the multipath environment. The effects of these
parameters on the behaviour of the error probability as a function
[Pspecof the signal-to-noise ratio
Jo«dJ
are demonstrated in figure 1.12
for the case of uncorrelated multipath, i.e. r= 0, and in figures 
1.13 and l.l4 for parameter variation in a correlated multipath en­
vironment .
With no correlation between the specular and diffuse signals , the im­
provement in error probability between a spread-spectrum enhanced 
system with a process gain = 13 dB, figure 1.12(b), and a simple 
psk system, i.e. G^ = 0, figure 1.12(a), can easily be seen from 
these two illustrations. However, it must be noted from figure 1.12(c) 
that a further increase in spread-spectrum process gain, althou^ 
giving rise to a further improvement in error probability, does so by 
only a slight amount.
The effect on the error probability when the diffuse energy corre­
lates to some degree with the specular component, i.e. it is no longer 
a random background noise, is demonstrated in figure 1.13(a). As might 
be expected, the greater the correlation, the worse the performance, 
although the degradation can be lessened by some degree by ensuring 
that a majority of the diffuse power falls outside the receiver's cor­
relation aperture , as shown in figure 1.13(b). Figure l.l4 (a) hi^ilights 
that, as in the uncorrelated case, increased diffuse power degrades 
performance, but now the degree of degradation is increased. Under 












































































































































































trum still offers the possibility of increased performance over 
simple psk, as figure 1.14(b) demonstrates; the increase, however, 
is reduced compared to that found in the uncorrelated case of fi­
gure 1.12 (c).
So as to maximise the increased performance of a direct-sequence 
enhanced system over the basic psk modulation, it is apparent 
from these curves of error probability that the effect of a diffuse 
multipath interference possibly correlating with the strong specular 
or direct component must be reduced. As the power of this diffuse 
energy cannot be controlled, the only two parameters to provide 
any control are the correlation coefficient r and the diffuse multi- 
path time spreading factor • The error probability curves
show that a decrease in correlation r or spreading factor T/T^ both 
result in increased performance. The correlation could possibly be 
reduced by making use of the coherence bandwidth of the urban envi­
ronment that the system is to be operated in. The coherence band­
width is defined as the frequency separation between two tones, such 
that after multipath reflections the correlation between their fading 
envelopes is a half and the tones are then considered to be statisti­
cally 'independent*. If the frequency separation between the spectral 
lines of the direct-sequence signal was to be made greater than the 
coherence bandwidth i.e.
^  >  coherence bandwidth (l.4l)
then each spectral line would fade randomly and independently with re-
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spect to the strong direct or spectular component, so reducing the 
correlation r. This would be impractical in most cases however, be­
cause the existence of large coherence bandwidths in the uhf bands 
of interest would require prohibitively large spreading bandwidths 
to be used, as the spreading bandwidth must be greater than 2M times 
the coherence bandwidth. A more readily achievable approach, however, 
would be to ensure that most of the diffuse multipath energy falls 
outside the receiver's correlation aperture. This can be expressed 
by the following.
So as to keep the multipath energy outside the correlation apert­
ure, the minimum multipath delay, T^ . ^ , must be greater than or 
equal to a sequence chip width, i.e.
In addition to this, the maximum multipath delay, must be less
than the period of the sequence, otherwise the diffuse multipath 
mi^t correlate with a subsequent sequence period. Therefore
Combining these two criteria results in the spreading sequence having 




In general, however, the equality of equation (1.44) would apply, as it 
is desirable to keep the sequence length as short as possible (within 
bounds defined by interference considerations discussed in chapter 5), 
so as to aid synchronisation. If this criterion can be met, then the 
correlation coefficient r ceases to be of importance, as all the energy 
falls outside the correlation aperture, and so this results in a time 
spreading factor of zero which obviously nullifies any effect of r.
This predicted resistance to multipath fading would have the advantage 
in a mobile environment of giving rise to a reduced fading margin and 
therefore either providing a decreased data error rate for the same 
mobile transmitter power or alternatively maintaining the same data 
error rate while being able to reduce the mobile's transmitter power.
1.4. Frequency Hopping Systems
Perhaps the second most common form of spread-spectrum system is the 
frequency hopping system(Z). This system is not as relevant to the 
work reported in this thesis and will therefore not be reviewed in 
such detail as direct-sequence. However, this section will briefly 
cover the main points of a frequency hopping system and will outline 
the major differences from direct-sequence systems.
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1.4.1, Basic Operation
The basic system block diagrams of a frequency hopping transmitter 
and receiver are shown with associated time waveforms and a typical 
output frequency spectrum in figure I.15. The frequency hopping tech­
nique is a variant of the well-known frequency shift keying (fsk)
system, but instead of having only two frequencies available there
20are a large number. Some systems can use up to 2 discrete frequency 
choices. In these systems the pseudo-random sequence, instead of di­
rectly modulating the carrier as in direct-sequence, is applied in 
the form of an n-tuple binaiy word to a synthesiser, where n is related 
to the sequence length M by
M = 2^ - 1 (1.45)
The n-tuple is often the n parallel outputs from the n shift register 
elements in the sequence generator. Each word defines one discrete 
carrier frequency from the set of M. The carrier frequency then hops 
between all M discrete components in a pseudo-random manner. The in­
formation to be transmitted is then directly modulated onto this hop­
ping carrier. It is the hopping of the carrier that ensures a broad­
band transmission.
Clearly, if a suitable local oscillator in the receiver is frequency 
switched in an identical fashion to that of the transmitter with a 
synchronised replica sequence, then the incoming signal will be con­
















































































intermediate frequency. The dehopped signal can then be demodulated 
in a suitable conventional manner.
The bandwidth over which the energy is spread is now essentially in­
dependent of the sequence clock rate and is chosen by a combination 
of both the number and the size of the frequency hops. This is demon­
strated by the typical hopped spectrum shown in figure I.15.
1.4.2. Interference Rejection Properties of the Frequency Hopped System
In such a system interference from any unwanted channels or signals 
will only occur ^en a frequency component of the dehopped interfering 
signal falls within the bandwidth of the receiver’s post demodulation fil­
ter. This occurs from other co-channel frequency hopping users, when 
their own sequence defines an identical frequency for its instantaneous 
carrier as the wanted signal. It is apparent therefore that interfe­
rence in these systems is dependent upon the cross-correlation between 
the various sequences used in each independent link, as found for the 
case of direct-sequence. In frequency hopped systems, however, the in­
terference only lasts for a period equal to the time that the instanta­
neous carrier dwells on that specific frequency, but idie interference 
during that period corrupts totally.
As the transmission is now basically a large set of narrowband trans­
missions, then unlike direct-sequence systems frequency hopping can be 
prone to intermodulation problems if passed throu^ a non-linear chan­
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nel. If intermodulation products were to fall within the passband 
of the receiver's input filter, they themselves would cause interference 
in addition to other channel noise. As a result, frequency hopping 
systems, compared to direct-sequence modulation, are not so well suited 
to the ultimate non-linear channels of hard limiting amplifiers as 
found in satellites.
The frequency hopping modulation technique is prone to broadband 
white Gaussian noise in the same manner as any conventional modula­
tion technique. This is as a result of the noise appearing continu­
ously in the demodulated output even when the carrier is being hopped. 
Under such conditions therefore the only process gain that.can be 
attributed to the overall system is that process gain which is pro­
vided by the conventional modulation technique alone. For the case of 
narrowband interference the hopping scheme can be considered to be 
less susceptible than for broadband interference. The effect of the 
interfering tone will only become apparent , Tdien the frequency hopping 
system has hopped to an identical, or sufficiently close, frequency to 
the tone. The inteiference effect, as for the intermodulation case, 
will then be totally destructive, but will only last for a period equal 
to the dwell time of the frequency synthesiser, which is related to the 
sequence clock rate. This interference of course will then be repeti­
tive at a rate equal to the sequence repetition rate, assuming that 
there is only a tone interfering with one of the possible hopping po­
sitions ,
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As for direct-sequence systems, a process gain can also be defined 
for frequency hopping systems. If the information sidebands of each 
instantaneous carrier component do not overlap with the allocation 
for a different component, i.e. contiguous channel spacing, then the 
definition for process gain (2) is identical to that of direct- 
sequence , i.e.
®r f
%  = - i f
If the channels are not contiguous, it is usual (2) for the defini­
tion to be changed to;
= number of discrete frequency choices
Another major source of interference can be from multipath effects if 
the multipath signal is of an amplitude comparable to the direct or spe­
cular component, as in conventional systems. To try and overcome these 
multipath problems it would be advantageous for the frequency hopping 
receiver and transmitter to have hopped to another frequency before 
the multipath signal arrives at the receiver. This would make it ne­
cessary for the system to hop at a rate given by:
hop rate ^  (T^ - T^)"^ (1.4?)
vdiere T^ = multipath propagation time
T^ = direct path propagation time
Obviously though, in situations of small time delay spreads, this 
relationship might require that a prohibitively large hop rate be used.
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when most systems are only capable of hopping in the region of twen­
ties of kilo-hops per second.
However, in a multi-access situation, frequency hopping systems 
suffer considerably less from the near-far problem compared to direct- 
sequence modulation. This is as a result of the fact that, depending 
upon the cross-correlations between the sequences involved, at 
any particular instant in time it is hoped that all of the users within 
the system should be operating at different instantaneous carrier fre­
quencies. In this respect, the users would not strictly be 
operating on a co-channel basis. Therefore, as the near-far problem 
exists mainly because of co-channel operation of systems , its 
effect can be significantly reduced by the use of frequency hopping 
systems. The only interference produced by the near-far effect would 
again merely last for the period during which users had hopped to and 
remained on identical carrier frequencies. This is obviously reduced 
by the judicious choice of sequences having good cross-correlation 
properties,
1.4.3. Baseband Modulation Systems for the Frequency Hopping Technique
Unlike direct-sequence systems, frequency hopping systems can very 
rarely maintain carrier coherence over a transmission link. Problems 
arise because of the different path lengths of each discrete frequency 
channel in terms of the number of wavelengths, and thus at the recei­
ver different phases exist for each frequency involved. In addition to
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this the frequency synthesisers alone would have to maintain cohe­
rence between themselves during the random discrete frequency jumps.
In general therefore it can be assumed that carrier coherence does 
not exist. As a result, the dehopped signal that is to be fed to 
the conventional demodulator in the frequency hopping receiver 
will have an instantaneous phase change occurring each time the 
receiver transmitter combination hops to a new carrier frequency.
The input to the conventional demodulator will therefore have spu­
rious phase keying occurring at the hop rate. As a result, frequency 
hopping systems do not lend themselves to information systems that 
use any form of angle modulation, but instead more to amplitude de­
pendent systems, ^ere coherence is irrelevant.
Perhaps the most common modulation system used in conjunction with 
frequency hopping is the transmission of digital data by the use of 
frequency shift keying (fsk) . This is in effect an amplitude de­
pendent system, because it is only necessary to detect the two fre­
quencies, after dehopping, by the use of bandpass filters centred 
at f^ or f^ to detect a 'zero* or a 'one' respectively, as shown in 
figure 1.16.
If the system is coherent, the bandwidth of these respective
detector filters can be made small while still allowing most of the
energy of the f or f^  signals to be passed and detected. These small 
o J-
f il ter bandwidths would then give rise to an increased noise immunity. 
However, since it has been assumed that, in general, the system is 














Figure I.17 Dehopped Signal in an Incoherent Frequency
Hopping System
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width. The constant amplitude signal of either frequency will in ge-
modulation will produce a
neral be phase keyed at a rate equal to the hopping rate. This phase
^ fh shaped spectrum, where f is
y i j K ]
the system hop rate , as shown in figure I.17 . Now, so as to detect only 
90^  of the energy of either frequency, it is necessary to increase the 
detection filter bandwidths to value equal to twice the system hop 
rate, i.e. 2 f^ . The increase in detector filter bandwidths then re­
sults in a worsening of the system's noise immunity from interfering 
users, as now there is more chance of ah interfering frequency compo­
nent falling within these increased bandwidths. Because of this effect 
it is advantageous to make the hop rate small, so that the dehopped 
signal energy may be concentrated into a narrower bandwidth. This of 
course conflicts with the hop rate requirement for multipath rejection. 
Moreover, the use of a low hopping rate compared to the data rate 
offers the possibility of using angle modulated systems if required. 
Then spurious outputs caused by the phase error introduced during a 
hop will occur at a low rate, giving large periods of error free data 
in between.
As the majority of systems use amplitude related modulation, however, 
this lays down the criterion that the hopped spectrum, as previously 
illustrated in figure I.I5 » is as flat across its bandwidth as possible. 
Otherwise, unless compensation in some manner is used, with bit deci­
sions being made on the basis of signal power comparisons as described 
for fsk, errors could be produced by variations in Carrier power 
across the hopping bandwidth. This can pose severe practical difficul­
ties, especially in systems requiring hi^ hop rates. One aspect is
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that in these "broadband systems amplifiers must have an extremely 
flat frequency response across the entire band. More crucial , however, 
is the difficulty of maintaining a flat spectrum with a synthesiser 
hopping at a hi^ rate. A hop from one frequency to an adjacent fre­
quency can give two equal amplitude components, but a hop from a 
frequency at the bottom of the band to one at the top, or between 
any two of sufficient frequency separation, can cause severe distor­
tion of the ideal uniform spectrum.
In conclusion therefore it can be said that, compared to direct- 
sequence systems, frequency hopping has a major advantage in that 
the need for power control is not as great because of its relative 
insensitivity to the near-far problem, althou^ this is bought at 
the expense of considerably increased implementation complexity.
In addition, because a frequency hopping receiver does not operate 
as a correlation receiver in the same manner as a direct-sequence 
receiver does, its ability to extract a wanted transmission from a 
general noise interference is not as great as for direct-sequence 
systems, therefore making it more prone to destructive interference.
It is as a direct result of this and also of the related property 
that the frequency hopping signal is a less random and therefore a 
less noise-like transmission compared to direct-sequence, which 
makes this form of spread-spectrum modulation unsuitable for the 
kind of operation envisaged in this thesis, as is shown by results 
documentated in chapter 5*
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1.5» Time Hopping Systems
Time hopping systems are hasically a pulsed carrier modulation system 
where instead of using a simple square wave a random digital sequence 
is used to key the carrier both on and off, the resultant output being 
typically as shown in figure 1.18, with a typical transmitter and re­
ceiver shown in figure I.I9. This type of system is obviously employed 
for time division multiple access situations. The process gain similar 
to the other modulation methods has been defined (2) to be;
^p transmit duty cycle (1.48)
It is apparent, however, that such systems can offer little in the way 
of interference rejection, because for example a continuous interfe­
ring carrier at the signal centre frequency would effectively block 
any communications totally. Because of this vulnerability to interfe­
rence it is not common to use such systems in a channel with strong 
interference, but they are more commonly used in conjunction with the 
other spread-spectrum modulation techniques, where the advantages of 
each can be utilised. This is further outlined in section 1.? .
1.6. Chirp Systems
Chirp systems are fundamentally different from the previously dis­
cussed systems in that they do not use pseudo-random sequences in 

















Figure 1.19 Time Hopping Transmitter and Receiver
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are commonly used in radar systems (15). Their system of operation 
is that over a time period, say T^, the signal is swept over a fre­
quency range df, thus providing a broadband signal. At the receiver 
a dispersive delay line is used, so that when the signal leaves the 
delay line, every frequency component has been delayed by an appro­
priate amount and all the energy of each component add on top of 
one another in a small band. It is this compression process that 
then provides the system process gain which is expressed:
= compression ratio = T^df (1.49)
Such systems are only of little interest for data communication (l6) 
and will be considered no further.
1.7. Hybrid Systems
The most important spread-spectrum systems for data communication are 
direct-sequence, frequency hopping and time hopping. In a hybrid sys­
tem these individual systems are combined in various combinations, 
so as to combine the advantages of each individual system and as a 
result to produce perhaps a requirement that cannot be met by any of 
the individual systems alone.
Direct-sequence systems can be either combined with frequency or time 
hopping systems to produce two hybrid forms with special attributes. 
If an extremely large bandwidth is available for use, say 1 GHz for
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example, then this entire bandwidth can easily be totally utilised 
by the combination of direct-sequence with frequency hopping, whereas 
either of the individual systems, from a practical implementation point of 
view, in order to cover this bandwidth, would be much more complex, if it 
would not even be impossible to realise it practically. The process gain of 
the hybrid system becomes the product of the process gains of the individ­
ual systems and therefore significant increases in process gain can be 
achieved, if the bandwidth is available of course, with only a rela­
tively small increase in system complexity. In addition, such a hybrid 
system, even when not using such a vast bandwidth, can significantly 
reduce the near-far problem associated with a multiple access direct- 
sequence operation because of the diversity of carrier frequencies at 
any particular instant in time, with the resultant increased process 
gain producing an increased tolerability to swamping interference.
Direct-sequence can also be operated in conjunction with time hopping 
to add time-division multiplexing to aid the code-division multiplexed 
system. The accurate timing required to operate a time hopped system 
presents no problem, as accurate timing is already required by the 
direct-sequence system, and this can then be used to support the time 
hopping. The addition of time hopping to all transmitters in a commu­
nication net can alleviate the effect of the near-far problem, provi­
ding that sufficient care is taken to ensure that no two transmitters 
are operating at the same time. Even if the large number of trans­
mitters in the system does not allow this, the problem is nevertheless 
reduced in significance for a majority of the time. It can be seen 
therefore that the use of either of these hybrid systems can reduce 
the crippling near-far effect.
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An even more significant reduction in the near-far problem for ex­
tremely hi^ user density common bandwidth transmissions can be ob­
tained by the use of a frequency-time hopping hybrid system. This 
particular hybrid offers perhaps one of the best solutions to the 
near-far problem when a hi^ number of simultaneous transmissions 
are involved. This is because ^en there are so many users trans­
mitting that it is no longer possible to arrange time slots, so that 
no two transmitters are on at the same time, then the additional use 
of frequency, hopping can ensure that, even althou^ a number of 
transmitters are transmitting simultaneously, none of them operate 
on the same carrier frequency. If sequences are chosen such that the 
hybrid system is controlled accurately with little cross-correlation 
between time or frequency slots, it can be seen that this system goes 
a significant way to overcoming the near-far problem.
In general therefore, althou^ hybrid systems are more complex than 
individual systems, they do offer the possibility of providing fea­
tures or utilising bandwidth in a way that would be unachievable by 
the individual systems alone.
1.8. Digital Sequences in Spread-Spectrum Systems
Except for chirp systems, idiich only play a major role in radar sys* 
tems, a common denominator among spread-spectrum systems is the use 
of digital sequences to provide the spreading of the transmission 
energy, in which ever manner this is achieved. In providing message
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screening, low power spectral density transmissions and channel dis­
tinction, ELS in direct-sequence for example, it is required that the 
digital sequences involved are random in nature. The more random the 
sequences are, the more easily these requirements can be satisfied. 
Ideally the sequences should be perfectly random in nature, but this 
by definition poses the obvious problem of remotely generating an 
identical random sequence. It cannot be accomplished, if the sequen­
ces are purely random, and therefore sequences which are pseudo­
random in nature are used because of their repeatability at a remote 
site. Two families of sequences are generally used and these are now 
discussed.
1.8.1. Pseudo-Random Maximal Length Sequences
The most common form of digital sequence used in spread-spectrum sys­
tems is the pseudo-random sequence, commonly called a maximal length 
or m-sequence (17). An important feature of these sequences, apart 
from their properties of randomness, is their extreme ease of genera­
tion. They are generated by using a simple n-stage shift register with 
feedback, as shown in figure 1.20. Each shift register stage is fed to 
a modulo-2 adder after having been correctly wei^ted by a factor a^ 
which can take values of either 0 or 1, depending upon the sequence to 
be generated, and the resultant sum is then used as the new input 
state for the shift register. The states of each stage of the register 
are then cycled to produce the resultant sequence as the output. Each 
sequence generator and sequence can be described by the characteristic 
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Figure 1.21 Auto-Correlation Function of a Maximal Length Sequence
+D
MD
Figure 1,22 Typical Cross-Correlation Function Between
Two Maximal Length Sequences
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f(x) = 1 + a^x+a^x^+a^x^+................................ (l.^O)
where a^, a^, a^,.....   a^ are the tap weights!, x is the delay of a
I single stage and •+• is EX OR addition.
With a given characteristic polynomial f(x) the resultant se­




S t.x^ = l/f(x) (1.51)
j=0 J
is the sequence vector.
Not all the sequences, however, that can be generated from such an 
arrangement by using all the possible combinations of tap weights a^ 
are maximal length. To be maximal length the generated sequence must 
have a repetition period of 2^-1 bits, where n is the number of shift 
register stages, and not a factor of this. Using all the possible com­
binations of tap weights for an n-stage register, the number of the 
different maximal length sequences that can be generated is found by 
using the relation:
number of m-sequences - (1.52)
iÆiere 0 (2^-l) is the Euler number and is defined as the number of 
positive integers , including 1, that are relatively prime to and less 
than 2^-1.
Extensive tables of tap wei^ts exist (l8), so that for any practical 
shift register length the correct characteristic polynomials can be used to
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generate only maximal length sequences. As a further check it is found 
that for all maximal length sequences their characteristic polynomials 
are irreducible, although the converse does not hold.
Of all the properties of maximal length sequences perhaps the most im­
portant feature is the auto-correlation function. The general equation 
of the auto-correlation is an integral of the product of a sequence 
with its time shifted replica as given by equation (l*7) • This is then 
plotted for every value of time shift. However, as the sequence is a 
two level digital code, the auto-correlation can be found more simply 
by using the following relationship for the normalised correlation 
function:
\ _ number of bit agreements - number of bit disagreements
total number of sequence bits ^
This again is calculated over all integral bit shifts, with the sequen­
ces being compared bit by bit. All maximal length sequences produce an 
auto-correlation function R^ (u), as shown in figure 1.21. It can be 
seen that such a correlation function can approximate the ideal im­
pulse auto-correlation function of a purely random signal. The func­
tion itself is the familiar two level auto-correlation with normalised 
levels of 1 and -^ , where M = 2^-1 and is the sequence length. The auto-corre­
lation function is a maximum at the inphase position and is then both 
relatively small and invariant for all other possible bit cyclic shifts 
within a sequence period. This obviously makes this class of sequence 
ideal for synchronisation purposes. The shorter the duration of a 
single bit and the longer the sequence period, then from a corrélation
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cLspect the more ideal the sequences become. In contrast to this, the 
cross-correlation function between two maximal length sequences is 
far from ideal and is shown in a typical form in figure 1.22 . This 
can be viewed in comparison with a uniform and zero cross-correlation 
that would exist for ideally random signals.
The performance of a multiple-access spread-spectrum communication 
system has been shown (19) to depend upon the correlation between 
the sequences involved with all the respective users. This is because 
the cross-correlation function manifests itself as part of the inter­
fering signal power appearing as an unspread component in the recei­
ver's intermediate frequency stage, instead of being spread out to be­
come a more noise — like and low power spectral density interférer.
The effect of these sequence correlations on the receiver's output 
signal-to-noise ratio'has previously been discussed in section 1.3.3» 
and is quantified in equation (l.30), which leads to an effective re­
duction in system process gain. The interference produced by poor 
cross-correlation functions has two main characteristics. Firstly, 
the unspread interference produced by the poor correlation may cause 
coherent interference to the wanted signal which, from a subjective 
interference point of view of a listener, usually causes more degra­
dation to the wanted channel per unit of interference power than a 
random interference signal. Secondly, when the local receiver is 
attempting to synchronise with and then track its wanted user, false 
correlation peaks, occurring as a result of the poor cross-correlation 
functions, can cause delay to the initial synchronisation period and 
then also increase the tracking error of the receiver. It is shown
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in chapter 3 that an increase in tracking error in certain systems 
can result in a disastrous effect on the demodulated output signal- 
to noise ratio, which may not he expected from standard correlation 
considerations. Therefore it is necessary that a careful choice of 
sequences is made to make all cross-correlation functions as small 
and uniform as possible.
Apart from their nearly ideal auto-correlation function, other pro­
perties of maximal length sequences that occur as a result of their 
pseudo-randomness are of interest. These properties are;
(a) In one sequence period the number of 'ones* is always 
greater than the number of 'zeros' by only one.
number of 'ones' =
M-1number of 'zeros' = —^
This feature is important, because it gives rise to the 
amount of carrier suppression that can be obtained in a 
direct-sequence system where direct carrier modulation is 
used.
(b) The statistical distribution of 'ones' and 'zeros' is well 
defined and is always identical in all sequences of the 
same length. It has been shown (2) that there are exactly 
2^ (L+2) of length L for both 'ones' and 'zeros' , ex­
cept that there is only one run containing n 'ones' or 
(n-l) 'zeros' and there are no runs of (n-l) 'ones' or n
'zeros'.
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(c) The shift and multiply property which says that the modulo-2 
addition of a maximal length sequence with a phase shifted 
replica of itself results in another replica sequence with
a phase different from either of the originals, i.e.
s(t-fiD) s(trf jD) = -s (t+kD) iji^j/k Modulo-M
= all one sequence i-j=0 Modulo-M 
for +1 and -1 levels.
(d) Every possibleistate of the n-stage sequence generator 
exists in a complete cycle and exists only once* the ex­
ception of course being the all zero state which never 
exists, otherwise no new state could be generated by the 
shift register feedback.
1.8.2. Gold Sequences
Ihe major drawback with maximal length sequences is their relatively 
poor cross-correlation performance. Althou^ pairs of sequences can 
be chosen to provide good cross-correlation performance, the number 
of sequences available with good cross-correlation performance to 
form a complete set is restricted. A method of overcoming this prob­
lem has been devised by Gold (20), lAiere two maximal length sequences 
are used to generate a complete family of so-called Gold sequences.
A typical sequence generator, as described by Gold, is shown in fi­
gure 1.23. Two maximal length sequences of identical length but having 
different characteristic polynomials are modulo-2 added bit by bit 
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Figure 1.25 Typical Gold Sequence Cross-Correlation Function
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therefore maintain the same relationship with respect to each other.
The Gold sequence is produced at the output of. the modulo-2 summer 
and has the same period, of (2^-1), of each base sequence. Although 
the resultant sequence is the maximum possible length, it is not an 
m-sequence, because it no longer satisfies all the other properties 
that are associated with m-sequences.
If the phase relationship between the two maximal length base sequen­
ces of the generator is changed by using a different starting state 
for one of the base sequences, a new Gold sequence is produced by the 
modulo-2 addition. Furthermore, every new change in the phase relation­
ship between the two base sequences causes an additional new Gold se­
quence to be generated. As there are (2^-l) different phase relation­
ships between the two base sequences, the generator can therefore pro­
duce (2^ -1) different Gold sequences in addition to the two’ maximal 
length base sequences already generated. Therefore a large family of 
sequences can easily be generated from two simple base sequences. In 
addition. Gold has shown that by relaxing the conditions on the auto­
correlation functions of the sequences compared to the near ideal of 
the m-sequences, the cross-correlation between any two members of the 
family of (2^-l) sequences can be controlled and kept within strict 
bounds, unlike that for m-sequences.
Gold (20) has shown that since the primitive (2^-l)th roots of unity. I, 
are also roots of a characteristic polynomial f(x) , if f^(x) is the 
characteristic polynomial of m-sequence [^ aj corresponding to roots I,
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and if m-sequence |^b]] has a characteristic polynomial f^(x) corre­
sponding to roots I^ , where:
t =
2(“+1)/2 + 1 for n odd
2' + 1 for n even and n/ 0 Mod-4
then the cross-correlation between these two maximal length sequences 
l^ aj and jbj is bounded by the following;
R„. (u) - t (1*55)
|a,b
^ere t is defined by equation (1.5^). Furthermore, Gold has shown 
that if these two preferred maximal length sequences jaj and jbj are 
used as the base sequences in the Gold sequence generator, both the 
auto-correlation of each sequence and the cross-correlation between 
any sequence pair of the whole Gold sequence family also satisfy the 
correlation bounds, as expressed in equation (1.55)* Therefore, ly re­
laxing the constraints on the auto-correlation, which is now typically 
as shown in figure 1.24, the cross-correlations of a large family of 
sequences have been controlled, which is shown typically in figure I.25. 
It can be seen that the auto-correlation function is no longer of only 
two levels as for m-sequences, but the subsiduary peaks are kept within 
strict bounds. In contrast though , the cross-correlation performance is 
in general superior to most maximal length sequence pairs, as they now 
lie within bounds equal to the correlation between two preferred maxi­
mal length sequences which do not apply.for a large set of m-sequences 
as they do for Gold sequences.
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These reduced cross-correlations for a large sequence family are of 
use in a multi-access system supporting many users. The improved 
cross-correlation performance will make itself felt byjan increase 
in the output signal-to-noise ratio of the receiver correlator, as 
expressed by equation (l.30), thereby maJcing these sequences attrac­
tive for a large user system.
1.8.3* Even and Odd Correlation Parameters
The correlation parameters so far covered for both types of digital 
sequence are those where the integration can be considered to be 
over an infinite period. This is sufficient for the type of systems 
that are of interest in this thesis , which employ filters to perform 
the integration, as the integration can then be considered to be 
continuous. These systems are used for analogue systems, as previously 
described. However, when digital data is to be transmitted, it is 
conventional to use a sample and hold technique with close to pure 
integration being carried out over a single sequence period and then 
reset to zero and restarted at the start of each new period. A sample 
and hold then samples the value of integration over each sequence pe­
riod, This again has previously been outlined in section 1.3*1* for 
a matched filter type operation. Under the operation of such sampled 
systems new correlation parameters appear (2l). To demonstrate this 
effect, consider a binaiy spread-spectrum system transmitting a data 
sequence of;
& ]  = ..........  t.l- >^0’ \ .....
^ere b^ = +1 or -1
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Further designate the spreading sequence of the spread-spectrum trans­
mitter j by [x] , idiere:
W  = [^o’ ^z’  \] (1-57)
where x. = +1 or -11
Then the bandwidth expansion is achieved by designating each sprea­
ding sequence period to a single data bit. The actual transmitted se­
quence of bits can be expressed as;
transmission =  » ^ - i H  »   (I.58)
A correlation receiver then recovers the data from this transmission 
iy correlating it with an identical sequence Qxj. If the sequences 
are in phase, the output becomes for each individual bit;
(i>i&]) • b l = (1.59)
vdiere n = sequence length. This can be considered to be analogous to 
the case previously discussed of infinite integration Ty filtering. 
However, in the digital sampled sequence a different condition occurs 
T^en the receiver is say k (0-k<n) digits out of phase with the in­
coming sequence period. The output is then given by;
output = (b.  Vl] . \  f o......Vk-l] ) ' H
(1.60)
which can be expressed as;




F(k) = S x.x_ (1.62)
j=0 1 ^
>4iich is usually termed a non-periodic correlation, because it does 
not cover a complete sequence period for various values of k and also 
because the integration period changes with k.
As the receiver is now in an out of synchronisation state, it is de­
sirable for the ri^t hand side of equation (l,6l) to be as small as 
possible (i.e. analogous to the 1/m value of the continuous integra­
tion). This then aids synchronisation and multipath problems. Because 
of the unpredictable values of data bits b^ ^ and b^ , it is necessary 
to consider the correlation functions :
E(k) = F(k) + F(n-k) ’ (1.6])
and
0(k) = F(k) - F(n-k) (1.64)
The correlation function E(k) can be put into more familiar terms by 




E(k) = 2 x.x (1.66)
j=0 J
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•which can be recognised as the standard correlation function that has 
previously been discussed. It is sometimes referred to as the perio­
dic correlation function to distinguish it from F(k), the non-periodic 
function. However, it can be seen from equation (I.63) that;
E(n-k) = F(n-k) + F(k)
E(n-k) = E(k) (1.67)
T*ilch shows E(k) to he an even function. From equation (1.64) it 
appears that;
O(n-k) = F(n-k) -F(k)
= -fp(k) -p(n-k)1 
O(n-k) = - 0(k) (1.68)
which shows 0(k) to be an odd function. Therefore in this context the 
two correlation functions take their names;E(k), our 'standard* corre­
lation function, is the even correlation function and 0(k) is the odd 
correlation function. It can be seen therefore that in a digital spread- 
spectrum system with repetitive integration an additional correlation 
parameter 0(k) arises, when consecutive data bits change, in addition 
to the 'standard* periodic or even correlation function E(k), These 
correlation parameters have so far applied for the case of auto-corre­
lation, but they apply equally as well to the cross-correlation para­
meters occurring in a multi-user system, Peiiiaps the most important 
difference between the odd and even correlation parameters is that 
viiereas the well-known even (periodic) correlation is invariant of cy­
clic shifts, i,e, the starting state of the sequence is unimportant.
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the odd correlation function is critically dependent upon the 'phase* 
of the sequence involved (2l).
Therefore in a digital spread-spectrum system with sampled inte­
gration, besides having to optimise the even auto-correlation and 
cross-correlation parameters, as for any system, it is also necessary 
to optimise the odd auto-correlation and cross-correlation parameters 
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2. THE IMPLEMENTATION OF SPREAD-SPECTRUM SYSTEMS 
IN THE LAND MOBILE RADIO ENVIRONMENT
2.1. Introduction
This chapter examines the reasons behind investigating the use of 
spread-spectrum systems for land mobile radio. It also reviews the 
areas of previous investigation, which have been examined in the fcami 
of feasibility studies into the use of such systems in land mobile 
radio. From the results of the studies into specific implementa­
tions, the chapter then outlines the subjects of additional interest 
that this thesis will investigate. These additional areas of investi­
gation will be into alternative means of implementing a spread-spec­
trum system in a convenient and highly spectrum efficient manner.
2.2. The Role of Spread-Spectrum Systems in Land Mobile Radio
The ever increasing demand for communication, particularly in the mo­
bile radio sector, has created a burden on iiie frequency spectrum, 
T^ich has inspired a great deal of research into the problems of spec­
trum congestion and methods for its conservation and more efficient 
usage (l). Most of the effort towards this goal has been in the 
examination of extremely narrowband, spectrally efficient modulation 
schemes such as single sideband (2,3). These schemes show a great deal 
of promise in alleviating the spectrum congestion problems.
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The possible adoption of spread-spectrum systems as a further means 
to greater spectrum utilisation is an approach which is the antithesis 
of the idea behind narrowband schemes. Instead of dividing the avail­
able spectrum into small frequency slots which are made as narrow as 
possible to increase frequency usage, the spread-spectrum approach is 
to let all users occupy a bandwidth which is some orders of magnitude 
greater than the required minimum. Any increased frequency usage is 
then produced allowing all system users to occupy ihis bandwidth 
simultaneously on both an area and time basis (4). The use of such a 
technique does not provide for an improvement in spectrum efficiency 
over that found with conventional systems if adopted in all areas and 
applications of radio communications. However, improvements could be re­
alised if these broadband techniques were to be adopted in specific 
and specialised applications.
2.2.1. Cellular Schemes and Network Schemes
One such area that has attracted most attention for spread-spectrum 
systems is that of the cellular array scheme (5,6,7,8,9). The schemes 
are particularly suited to the spread-spectrum philosophy, as shall 
be seen. Cooper and Nettleton (5) have analysed the performance of 
these cellular operations, on a comparative basis, for both spread- 
spectrum and conventional frequency modulation. The mobile communica­
tion system considered in their analysis assumes a fixed base station 
centrally located in each cell with all base stations being connected 
to a central processor, so that calls originating in any cell may be
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terminated in any other cell (lO). The allocation of the frequency 
spectrum in the scheme depends upon whether spread-spectrum or fre­
quency modulation is used.
For spread-spectrum the available frequency spectrum is divided, so 
that half is used for base-to-mobile transmissions and the other half 
for the return mobile-to-base transmissions. However, all cells with­
in the scheme are allowed to operate on these channels with adjacent 
cell interference being avoided by use of the spread-spectrum inter­
ference rejection properties. In addition to this it is assumed that 
in a spread-spectrum coverage system the base station of each cell 
provides a measure of control over the powers transmitted from all 
mobiles within its own cell. This is to ensure that, regardless of 
the position of a mobile within the cell, the average received power 
level at the base station is constant and equal for all mobiles. The 
power control is necessary to overcome the severe near-far problem 
previously outlined in section 1.3.6. The form of spread-spectrum 
modulation chosen for the analysis is that of frequency hopping, as 
this reduces the severity of the near-far effect and thus the toler­
ance on any automatic power control system. The frequency hopping 
system of Cooper and Nettleton (5) has 32 time chips with a source 
infoimation rate of 48 kbs
In contrast to this, the frequency modulation cell scheme cannot op­
erate with all cells using the same two transmit and receive bands.
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Therefore all fm channels are operated in an N-cell channel re-usage 
pattern over the ihole area to be served. The frequency modulation 
system examined used channel spacings of 25 kHz with 5 kHz frequency 
deviation. In the calculations of Cooper and Nettleton for the fm sys­
tem, the smallest value of N , which gives the required output signal- 
to-noise ratio, is always used.
Cooper and Nettleton have calculated the user density per given area 
as a function of the cell radius, assuming that no traffic is blocked 
for the fm system and also that the area over which communication is 
to be established is large enou^, so that the fm is interference li­
mited even when frequency division is used. Therefore, with fm it is 
assumed that evezy channel is being used simultaneously in every cell 
in idiich it is available and that the interference is determined by 
the system geometry. The results of Cooper and Nettleton are shown in 
figure 2.1 .
As can be seen, the number of simultaneous users in a spread-spectrum 
system under such conditions, has been shown to be greater than the 
number possible in an fm system because of the interference limitation 
from nearly cells idien fm is used. The choice between systems, how­
ever, depends upon the required user density and cell size. If user 
density is not a problem and large cell sizes are acceptable, fm is 
the most economic solution. However, in a situation requiring a high 
user density, the resultant array of small area cells is ideally sui­
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Figure 2.1 Comparison in Spectrum Efficiency of a Cellular Array
System between fm and Spread Spectrum Systems
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ference. Under these conditions, the use of fm would require extremely 
complex channel changing facilities as a mobile crosses from one cell 
to another, with a hi^ probability of a loss of call when no channel 
is available in the new cell. Spread-spectrum systems, however, would 
require no channel changing facility as a mobile crosses through cells, 
only a requirement that each mobile has its own unique code address.
This analysis has been extended by Cooper and Nettleton (6) to take 
into account the effect of channel blocking and also the use of highly 
directional base station antennas, so as to divide a single cell into 
a number of sectors, each subtending an angle ^ from the base station. 
This use of sectors leads to a further increased user density in a 
given area. The results of this extended analysis for an fm blocking prob­
ability of 0.02 have been reproduced in tabular form and are given in 
figure 2.2 . The efficiencies are now presented as users per MHz, with 
no account taken of the geographic density aspect of the land mobile 
radio situation, unlike the previous figures. These results show an 
improvement ratio for spread-spectrum over fm, varying between 2.0 
and 4.7, depending upon the sector size in a single cell. The smaller 
the sector size, the greater the improvement has become, since this 
type of operation suits the operation of spread-spectrum in a manner 
analogous to the small cell size situation. Also because of the lower 
power spectral density of the spread-spectrum transmission, the sig­
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Apart from the increased spectral efficiency when used in a cellular 
scheme to satisfy an extremely hi^ user density per unit area, spread- 
spectrum can offer additional features for mobile use, It has been 
shown in section 1.3.7. that the use of spread-spectrum offers the 
possibility of reducing the effect of fading in a mobile environment.
As fading can pose a serious problem to mobile communications, any means 
by which its effects can be reduced are extremely valuable. It can also 
offer guaranteed transmission of priority messages (e.g. fire, ambu­
lance, police and other public safety vehicles) regardless of the load­
ing of the communication system by other simultaneous users, without 
the allocation of a dedicated under-used channel. This can be done 
quite simply by allowing such transmissions to operate on a higher pow­
er basis. The higher the power basis, the higher the priority of that 
message. Furthermore, messages can be made secure to the casual eaves­
dropper, and, perhaps most importantly, any user can access the system 
at any time without waiting for a free channel. Therefore there would 
be no blocked calls in the usual sense, but the output signal-to-noise 
ratio would tend to degrajde gradually as the system becomes overloaded. 
As previously mentioned, the problem of channel switching as a user 
crosses between cells is also reduced because of the co-channel opera­
tion. It is only necessary to know when the user leaves the cell, so that 
its power control as well as its reception can then be put under the in­
fluence of the new base station, but no dhannel switching is re­
quired. This knowledge of cell change is also necessary in conventio­
nal systems and so considerable simplification could be realised in 
this area.
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It is clear from the results of the analyses carried out by Cooper 
and Nettleton that, under the conditions assumed, the use of spread- 
spectrum can offer improvements in 'spectral efficiency over that of 
frequency modulation. However, one of the key assumptions leading to 
this result is that of overall control of the transmitter power out­
put of each mobile within a cell, so that all received powers at a 
base station are constant regardless of radial distance from that 
base station. Without this assumed solution to the near-far problem 
of the overloading of the base station receiver by a strong nearby 
transmission, their analysis does not hold. The arrangement in a 
practical system to ensure that this condition be satisfied is com­
monly assumed to be in one of two forms. The first method is to use 
the digital sequences involved in spread-spectrum transmissions as a 
means to vehicle location and then to set a vehicle transmitter out­
put power in accordance with this position. Such a solution obviously 
requires an intimate knowledge of the propagation law, and as this 
can vary between the bounds of 2 and 4, depending upon the geographic 
environment, even neglecting the added complication of shadow loss, 
this technique seems unsuitable. The second method is to use the pow­
er received at the mobile from the base station transmission as some 
form of control. This could be accomplished by either using an auto­
matic gain control in the receiver, not only to control the incoming 
signal level but also to control the transmitter* s output power in a 
similar manner. Alternatively, it has been proposed (8) with spread-spec­
trum to transmit a separate beacon signal from the base station which 
is then monitored by a separate receiver at each mobile. All beacon 
signals would be time staggered from each base station, and each sig­
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nal would be uniquely coded to identify the station from which it 
originated. Automatic power control would then be achieved by en­
suring that the product of the received beacon signal and the mo­
bile transmitter power is a constant. These two techniques are 
virtually identical, as they both operate on a signal received from 
the base station. They do not require any intimate knowledge of the 
propagation law or shadow losses as before, but they both rely hea­
vily upon reciprocity of transmission. That is to say that the pro­
pagation loss on the mobile-to-base transmission is identical to 
that found on the base-to-mobile transmission. However, as previ­
ously mentioned, Jakes (ll) has shown that this law of reciprocity 
does not hold in general in an urban environment. Therefore a straight­
forward and low cost solution to the problem of power control cannot 
be readily assumed, in contrast to the assumptions inmost of the literature.
As a result of the difficulty with power control and the fact that a 
totally interlinked densely packed cellular scheme is both complex 
and expensive, a further investigation into spread-spectrum systems 
has been carried out by Berry and HaaMnson (12) on a network inde­
pendence basis. This system relates more closely to the kind of 
scheme that would be more readily introduced compared to the extremely 
complex cell structure. An example of the network scheme is the busi­
ness land mobile service, where in a given area a number of networks 
would be operating, each network having a base station and several 
mobiles communicating with that base station. All the networks would 
be operating independently of each other. This network independence 
also implies that there is no central control of a mobile's radiated
101
power and that the base station's received powers are in fact distributed 
over a range of powers according to some probability distribution.
This more common type of scheme could be regarded as being one for 
a more fair comparison between systems. Berry and Haakinson have 
carried out a detailed study, cm a probability basis, of a multiple 
independent spread-spectrum duplex network system operating in a con­
gested urban environment. The analysis again compares the efficiency 
of spread-spectrum land mobile radio systems with conventional fre­
quency modulated systems. The approach is to assume that both types 
of system would operate in the same metropolitan area and handle the 
same amount and type of traffic. This traffic is required to be handled 
with equal reliability by both, with an equal output signal-to-noise 
ratio. The relative efficiency is then the ratio of the required radio 
bandwidth to provide the necessary service with each system. Under 
these conditions their analysis shows that a spread-spectrum service 
is less efficient than conventional frequency modulation. This result 
is a particular example of the effect of the near-far problem. The 
difference in efficiency between systems, as with the results of Coo­
per and Nettleton, changes with respect to the user density that either 
system has to accommodate. As before, the spread-spectrum system be­
comes more viable as more networks with higher user densities are in­
volved. However, with the assumed system independence the spread-spec­
trum system never becomes more efficient than frequency modulation.
As an example of Berry and Haakinson's results, assume an fm system 
with a 25 kHz channel spacing and a spread-spectrum system with 40 dB 
process gain. Then for a coverage scheme of 120 networks with an aver-
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age of 10 mobiles per network, each transmitting on average for 
1 min./hour, it is shown (12) that the spread-spectrum system re­
quires ten times more bandwidth than the fm. This compares with'
120 times more bandwidth required for spread-spectrum compared to 
fm if only 10 networks, each with its own base station, are used.
In these calculations intermodulation and adjacent channel inter­
ference of fm channels are not taken into account , and so in a 
practical situation the bandwidth, i.e. efficiency ratios, would 
not be as hi^, as not all the fm channels could be assigned because 
of these problems. Nevertheless, drastic reductions in efficiency 
have arisen as a result of the more common situation of network in­
dependence .
As the near-far problem is associated with the inability of a 
spread-spectrum receiver to extract its wanted signal from strong 
other-user interference. Berry and Haakinson have also examined 
•the effect on spectral efficiency of spread-spectrum systems under 
these conditions of network independence when the spread-spectrum 
process gain is increased by further expansion of the transmission 
bandwidth. Under the same conditions of network independence it has
been shown (12) that althou^ the number of possible users is increas^ 
by F , the actual spectral efficiency decreases ty a factor F ^
»
viiere F is the ratio of the new expanded transmission bandwidth to 
the original bandwidth and n is the propagation law. At best, the 
spectral efficiency would only remain constant if n could be assumed 
to take its minimum value of 2, whereas in a mobile situation in an 
urban environment n is generally in the region between 3 and 4. If
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it is assumed that the original transmission bandwidth is that of the 
information to be sent (i.e. a spread-spectrum system with unity pro­
cess gain Gp) and assuming a transmission law of n= 3, F can be re­
placed by Gp in this relationship of Berry and Haakinson, to lead to 
the result that the spectrum efficiency of these kinds of spread- 
spectrum systems is Inversely proportional to the cube root of the 
process gain. It should be emphasised again that these more pessimis­
tic predictions of spectrum efficiency only apply for an independent 
network system and say nothing about systems as described by Cooper 
and Nettleton, where there is a totally controlled scheme in every 
sense.
These two investigations show clearly that the effectiveness of spread- 
spectrum systems on an area coverage basis critically depends upon 
the type of application that is considered and the system specifica­
tion that one must satisfy. If a totally controlled environment is ac­
ceptable, spread-spectrum could offer significant improvements, whereas 
if only a traditionally independent network scheme is to be considered, 
ihen, as shown, spread-spectrum falls behind conventional fm on a spec­
trum efficiency basis.
2.2.2. Channel Occupancy
Another aspect of mobile radio ihich can be viewed as being compatible 
with the spread-spe ctrum philosophy is the actual channel occupancy of 
conventional channels in a mobile system. Channel occupancy is a meas-
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lire of the percentage transmission occupancy of a given radio channel 
over a period of time. More strict definitions require it to he a 
measure of message transmission occupancy as opposed to transmission 
occupancy, but this parameter definition is a less easily measured 
figure.
In a recent study Burke and Coyne (13) have monitored the channel occu­
pancy, in an urban environment (in their case Montreal), of 7?4 chan­
nels between frequencies of 138 MHz and 470 MHz over a ten-weekday 
period. The results of. this monitoring show that 52^ of all these chan­
nels exhibit a channel occupancy of less than ^  only, with the data 
from a further Z^o of these channels being uninterpretable. These fig­
ures tend to show extremely low usage of these dedicated channels. This 
low usage can be interpreted as a waste of frequency spectrum by its 
under-utilisation.
The problem of under-utilisation had previously been reported by Miller 
and Thompson (l4) after a limited study of channels allocated only to 
public safety vehicles in a given city. Again, they found under-utili­
sation, with the busiest channel only being utilised for about 40^ of 
the time and the least busy ones for less than 10^ of the time. In this 
study this only corresponds to between two and three simultaneous talk- 
ers using the public safety channels at any one time. Under such condi­
tions Miller and Thompson propose that spread-spectrum could bring 
about some economies in usage, in that as there is no channel separa­
tion with all users occupying a single bandwidth, there would be no de­
dicated channels left extremely under-utilised. They have shown that a
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spread-spectrum system Wiich only has to accommodate this number of 
simultaneous users can use less b^dwidth and therefore be more effi­
cient than the conventional channelisation of the spectrum. The added 
safeguard with spread-spectrum introduced on such a basis would be 
that if more users wanted to access the system for short periods of 
time, they could, with the penalty being a reduced noise performance 
at receiver outputs for that time, but they would not be denied access.
This aspect of channel occupancy demonstrates another specialised area 
in which spread-spectrum could aid spectrum efficiency.
2.2.3» Bandsharing of Spread-Sprectrum Systems with Existing Services
A further area in which spread-spectrum systems can be utilised in mo­
bile radio to increase overall spectrum efficiency is that of bandshar­
ing with existing users. This application does not rely upon the spread- 
spectrum system itself being more or less efficient than existing ser­
vices, but it relies upon increasing the utilisation of existing fre­
quency allocations, in addition to the existing service utilisation, by 
means of bandsharing. In this form of bandsharing it is assumed that 
both services are independent and that the bandsharing channels are op­
erated asynchronously.
One form of bandsharing that spread-spectrum systems can offer, vdiich 
is impossible for conventional modulation schemes, is that of simulta­
neous area and frequency bandsharing. This attractive possibility is
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brought about as a result of the extremely low power spectral density 
Wiich a direct sequence spread-spectrum system in particular has, be­
cause of the signal power being spread over a large bandwidth. Since 
this represents the interference power spectral density to the exist­
ing user, who is assumed to occupy a similar bandwidth or less, re­
duction of the power spectral density constitutes a reduction of the 
interference level. If the spreading is relatively uniform, and suffi­
ciently wideband, this enables the interference signal to be reduced 
to such a level that it only represents a sli^t increase in the back­
ground noise level. It is therefore feasible that the bandwidth may be 
expanded to such an extent that the spread-spe ctrum transmission may 
be overlaid on top of a conventional service, idiich as a consequence 
suffers only a marginal reduction in output signal-to-noise ratio. The 
limit on the level of interference tolerable before the interference 
becomes perceptible could , in a practical situation, be obtained by 
detailed subjective assessment tests.
Such systems of course must operate on a mutual non-interference basis, 
and therefore the interference of the conventional service to the spread- 
spectrum system must also be tolerable. The wanted spread-spectrum sig­
nal, received the spread-spectrum receiver, would be degraded by the 
existing service transmissions and also by the additional background 
noise level from its own co-channel users. The spread-spectrum receiver 
despreads its wanted broadband signal, either by correlation with a lo­
cal sequence identical to that in the transmitter or by matched filter­
ing, and recovers the wanted signal for demodulation by the appropriate 
conventional demodulator. Meanwhile however, the signals from the exist­
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ing service, which are simultaneously received by the spread-spectrum 
receiver, constitute an interference power to that receiver. If these 
signals do not correlate with the receiver's local sequence, they will 
he spread out in frequency by the receiver, with most of the interfer­
ence power then being suppressed by the post-coirelation and post­
demodulation filters. Under such conditions therefore, it would be 
possible to operate both the spread-spectrum and existing systems on 
a mutual non-interference basis.
Several proposals have been made for the use of spread-spectrum tech­
niques on a bandshared basis with existing users in this way (15,16,17) 
One such investigation (15) has examined the feasibility of using a 
direct-sequence spread-spectrum system on a simultaneous area and fre­
quency sharing basis with the existing frequency division multiplexed 
fm mobile radio service at vhf. This detailed study shows that the com­
patibility of even a single spread-spectrum transmitter, with a power 
comparable to the levels currently used in vhf mobile communications, 
would be difficult to achieve. The lack of protection, normally affor­
ded by signal spreading, is due principally to the reduction in fm re­
ceiver threshold sensitivity by the extra noise introduced from strong 
spread-spectrum signals. This occurs most prominently Tdien the fm re­
ceiver is close to a spread-spectrum transmitter, while also being at 
the extreme of its own base station's range. The paper argues that the 
extra protection which could be obtained by further signal spreading 
(approximately 3 dB for each doubling of the bandwidth assuming uni­
form spreading) would lead to impractically large bandwidths in the vhf 
mobile bands.
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The alternative solution, of spread-spectrum transmitter power re­
duction, would result in a limited area coverage scheme for the spread- 
spectrum system, necessitating the use of a small cell area coverage 
scheme as proposed, for example, tty Cooper and Nettleton (5). However, 
the operation of such a scheme in the GHz region could alleviate the 
incompatibility problem further by the availability of vast band­
widths allowing extremely large spreading ratios which would signifi­
cantly reduce the interfezence power spectral density at any fm receiv­
er. Other than under these conditions therefore, the use of such shar­
ing with conventional mobile radio bands is severely limited, unless 
more powerful schemes of combating interference can be developed.
In a similar manner Kochevar (17) has considered the possibility of 
bandsharing direct-seguence multi-access spread-spectrum systems with 
the television bands when transmitted throu^ a satellite link. He 
concluded, from practical measurements, that there was sufficient mu­
tual protection to prevent significant interference to either channel 
TÈien one spread-spectrum channel was sharing the allocated television 
channel. However, this application is considerably different from that 
found in mobile radio, since;
(a) the spread-spectrum and television transmitters are 
effectively co-sited
(b) the spread-spectzum and television receivers are 
also co-sited, idiich eliminates unequal attenuation 
of signals because of differing ranges and subsequent 
signal swamping of one bandsharer by the other
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(c) the spread-spectrum transmission is one-way only,
with no re-transmission to the base station possible
2.3» Subjects for Investigation
Of the techniques outlined in the previous sections for introducing 
spread-spectrum systems into land mobile radio so as to increase 
spectrum efficiency, the scheme which pezhaps shows considerable pro­
mise in increasing spectrum utilisation while being considerably under­
investigated is that of bandsharing with existing services. One sub­
ject that this thesis will investigate therefore, is the introduction 
of a bandsharing spread-spectrum system with conventional and existing 
channel allocations in order to improve the use of already congested 
frequency spectrum.
It is clear from the foregoing that, because of the additional complex­
ity of adopting a spread-spectrum system, the extra .bandwidth that 
mi^t be made available with bandsharing techniques must be signifi­
cant for the greater expense of the system to be worthwhile. One of 
the largest users of spectrum in this countzy is the television broad­
cast services. Althou^ it cannot be regarded as an inefficient user 
of spectrum if the total number of users that it serves is taken into 
account, it would still be advantageous to make extra use of this vast 
spectrum allocation. For 625 line television in the uhf bands, 44 channels, 
each 8 MHz wide, are used, totalling some 325 MHz of allocated bandwidth 
in all. This bandwidth is positioned between the frequency limits of
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4?0 - 582 MHz in band IV and 6l4-854 MHz in band V, as documented in 
appendix G. However, unlike Kochevar*s (17) preliminaiy measurements, 
ihich are only applicable for the limited and specialised case of 
satellite transmission as previously outlined, these television bands 
are investigated for possible bandsharing purposes with a mobile serv­
ice to cover a given area. The bandsharing is examined in two possible 
ways;
(a) simultaneous area and frequency bandsharing
(b) geographical bandsharing
The simultaneous area and frequency bandsharing system with the tele­
vision bands is outlined in references (16) and (l8) and is investigated in de­
tail in chapter 6 • The approach used is to examine the effect on the 
coverage area of the mobile system, given that priority must be attri­
buted to the existing television users ^en operating on a non-inter­
ference basis. Although the effect on the coverage area is of particu­
lar interest lAien the mobile system is employing spread-spectrum tech­
niques, the analysis is general and may be applied to any other modu­
lation sdieme that could be capable of such operation.
The other form of bandsharing, i.e. geographical bandsharing, relies 
to a much lesser extent upon the mutual protection provided by the or­
thogonality between the transmissions of the sharing channels, idien 
compared to the previously outlined simultaneous area and frequency 
sharing operation. The geographical bandsharing system also makes use 
of a frequency band, previously allocated to another service, employed
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in large area coverage schemes. However, this frequency allo­
cation would never normally "be used the original user in all geo­
graphic areas because of the need of that user to minimise the effect 
of co-channel or adjacent channel interference within its total area 
of coverage. In order to prevent the possibility of strong adjacent 
channel interference, the television services for example, in a given 
area, operate each main broadcast channel separated by two unused chan­
nel allocations containing only weak unwanted signals from outlying 
broadcast transmitters. Alternatively they may contain transmissions 
for the use of the broadcasters only. The channels used for broadcasting 
in one region are then only re-used in a region where, even under freak 
atmospheric conditions, the possibility of co-channel interference is 
negligibly small. Thus in any given region the amount of bandwidth ac­
tively being used for the reception of the various television channels 
is typically only 10^ of the total frequency allocation made to the 
broadcasters.
A new user could use these 'free* channel allocations in a given area 
for his own signalling, provided that non-interference requirements 
could be satisfied. It is shown in this thesis (chapter 6) that under 
these conditions the use of a spread-spectrum modulation scheme, idiich 
provides a measure of interference rejection, can significantly reduce 
the interference range of a mobile bandsharer for a given mobile cover­
age area. The effect of this reduction in interference range upon the 
allocation of extra frequency channels for bandsharing purposes is in­
vestigated in detail and reported in this thesis. A comparison with a 
conventional mobile radio system operating under identical conditions
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is also given in this thesis on the basis of the number of extra fre­
quency allocations possible for each system. Any extra channels that 
may be allocated, specifically l^y the use of spread-spectrum systems, 
may then be looked upon as a kind of * bonus bandwidth’. Such bandwidth 
would obviously lead to an increased spectrum utilisation by the adop­
tion of spread-spectrum, compared to conventional systems, when oper­
ated in such a scheme.
As briefly mentioned previously, either of the two bandsharing schemes 
must give priority to the existing service from the point of view of 
non-interference operation. Since the majority of the spectrum is al­
ready allocated to existing services, idiich would most probably be ret­
icent to shaire their allocation with a spread-spectrum service, the 
burden not only of achieving but also demonstrating a non-interference 
operation, and thus the practicability of such a scheme, lies with the 
spread-spectrum user. Sufficient proof must therefore be given of the 
non-interference criterion. As a consequence of this, and therefore as a 
means to carry out the study of bandsharing, this thesis also presents 
the results of the measurements necessary to ascertain the required 
protection between the proposed shared systems, so as to guarantee im­
perceptible levels of interference to the existing television users. 
Ihis is carried out by using extensive subjective testing, which is 
detailed in a later chapter. The results are presented for a wide va­
riety of modulation systems, operating on a bandsharing basis with the 
television services, so that meaningful comparisons can be made from 
these valuable measurements.
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In addition to the investigation into the application of a spread- 
spectrum system for mobile radio, a practical investigation into 
system performance in the presence of noise is also carried out.
The performance measurements are separated into two further sections:
(a) signal-to-noise ratio performance in terms of process gain
(b) synchronisation performance
The investigation into the signal-to-noise ratio performance examines 
the ability of the practical system to extract its wanted information 
from large amounts of noise. These figures then give an indication of 
the number of simultaneous users that could be supported in a real 
life situation. It also looks at the effect of synchronisation error 
on the system* s noise performance, as a function of the spreading se­
quence repetition rate compared to the maximum frequency component of 
the signal prior to spreading. In other words, it examines the effect 
of aliasing in a spread-spectrum system, which has not previously been 
documented.
Perhaps the most important aspect of any spread-spectrum system is its 
ability to synchronise the spreading sequences of both transmitter and 
receiver. Because of this fact, considerable emphasis in this thesis is 
placed upon the synchronisation performance of a real life system espe­
cially under conditions of large amounts of noise. In the chapter de­
dicated to this aspect, a number of conventional techniques are examined 
in detail with regard to their performance in a practical system. These 
measurements take into account the fact that in any system information
Il4
must be carried by the sequences involved. The information appears as 
"noise* to the synchronisation circuitry, and the effect of the "in­
formation interference" is investigated. In addition to the conven­
tional synchronisation systems used to reduce the effects of the infor­
mation interference, a new system is proposed.This system shows con­
siderable advantages in that it is both simple and straightforward to 
implement, yet its measured noise performance shows improvements over 
the conventional techniques examined.
2.4. Conclusions
The chapter has examined work previously carried into investigating 
means by TÉiich a spread-spectrum system may be implemented in a land 
mobile radio environment, as a technique to improve utilisation of the 
frequency spectrum. This examination has then highlighted the subjects 
requiring investigation which are to be covered in this thesis. The 
areas which have been brought out for investigation are the suitability 
and effects on spectrum utilisation of operating a spread-spectrum sys­
tem, in either a simultaneous area and frequency bandsharing mode, or 
simply geographical sharing, with the existing television broadcast 
channels. As a consequence, it has also shown the need for quantifying 
the measure of orthogonality between transmissions from various modu­
lation techniques and television broadcasts. Furthermore, an in depth 
study is also caixied out on the practical implementation of a spread- 
spectrum system and the performance of its component parts under con­
ditions of hi^ noise.
115
2.5» References
1. "Radio Spectrum Conservation Techniques", I EE Conference Publica­
tion, No.188, London, July I98O.
2. Gosling, W. and Weston, D. : "A quasi-synchronous VHF SSB system".
Proc.1ERE Conf. "Civil Land Mobile Radio", No.33, pp.75-82, 
London, November 1975»
3. Wells, R. : "The application of single sideband modulation in the
450 MHz and Ç60 MHz land mobile radio bands". Proc. 1ERE Conf. 
"Land Mobile Radio", No.44, pp.273-287, September 1979*
4. Utlaut, W.F.: "Spread spectiium principles and possible application
to spectrum utilization and allocation", ITU Telecommunication 
Journal, Vol.45, pp.20-32, January 1978.
5. Cooper, G.R. and Nettleton, R.W.: "A spread spectrum technique for
hi^ capacity mobile communications", Proc. 27th Annual Vehicular 
Technology Conference, pp.98-103, Orlando, Florida, March 1977»
6. Cooper, G.R. and Nettleton, R.W.: "Special efficiency of spread
spectrum land mobile communication systems", Proc. Intel COM*79 
Exposition, pp.267-270, Dallas, -Texas, 1979*
7. Eckert, R.P. and Kelly, P.M.: "Implementing spread spectrum tech­
nology in the land mobile radio services", IEEE Trans. Comms.,
Vol.COM-25, No.8, pp.867-869, August 1977.
8. Cooper, G.R., Nettleton, R.W. and Grybos, D.P.: "Cellular land-
mobile radio: why spread spectrum?", IEEE Comms. Magazine, Vol. 17, 
No.2, pp.17-23, March 1979*
9» Matthews, P.A. and Bajwa, A.S.: "Spread spectrum signalling in Home 
Office Radio Schemes", Home Office Directorate of Telecommunica­
tions, Technical Memorandum No.24, May 1979*
10. Young, W.R.: "Advanced mobile "phone service" introduction back­
ground and objectives". Bell System Technical Journal, Vol.58, 
No.l, pp.l-l4, January 1979-
11. Jakes, W.C.: "Microwave Mobile Communications", Wiley Interscience,
New York, 1974.
12. Berry, L.A. and Haakinson, E.J.: "Spectrum efficiency for multiple
independent spread spectrum land mobile radio systems", NTIA 
Report 78-11, No.PB 291539, November I978.
13. Burke, M.J. and Coyne, T.N.R. : "Monitoring land-mobile-radio usage",
Proc.IEE Conf. "Radio Spectrum Conservation Techniques", No.44, 
pp.17-21, London, July I98O.
116
14. Miller, L.S. and Thompson, W.* "Use of pseudo-noise concepts in
mobile communications", Proc.IEEE Conf. "Signal Processing 
Methods for Radio Telephony* , No.64, pp.150-159.» May 1970.
15. Dvorak, T. J. : "Compatibility of spread spectrum signals with
narrowband FM receivers in VHF mobile networks", IEEE Trans. 
Electromagnetic Compatibility, Vol.EMC-21, No.2, pp.131-136,
May 1979.
16. Ormondroyd, R.F.: "Spread spectrum communication in the land
mobile service", Proc. COM*78 Conference, No.162, pp.l56-l62, 
Birmin^am, April 1978.
17. Kochevar, H.J.: "Spread spectrum multiple access communications
experiment through a satellite", IEEE Trans. Comms., Vol.COM-25, 
No.8, pp.853-856, August 1977.
18. Ormondroyd, R.F. and Shipton, M.S.: "Spread-spectrum communication
systems for the land mobile service", Proc.1ERE Conf. "Land 
Mobile Radio", No.44, pp.273-287, September 1979»
CHAPTER 3
117
3. THE EXPERIMENTAL SYSTEM
3.1. Introduction
In chapter 2, the main areas that have previously been investigated 
with regard to the implementation of spread-spectrum techniques into 
the land mobile radio service were reviewed » From this review, it was 
proposed that the previously uninvestigated area of possible implementation 
of the techniques which this thesis would investigate, would be a band- 
sharing scheme with the existing television broadcast network at uhf. It 
was shown that the bandsharing schemed to be examined would be both geograph­
ical bandsharing and simultaneous area and frequency bandsharing. The investi­
gation of these areas of implementation into the land mobile service 
is to be of an experimental nature, and therefore the construction of 
an experimental spread-spectrum system is necessary. This chapter ex­
amines the implementation of the experimental system and its perform­
ance.
The chapter first investigates the initial design parameters for the 
experimental system and the reasons behind their choice. It then con­
tinues to describe the component sections used in the implementation 
of the experimental system. Finally, the performance figures for the 
overall system are presented. The system performance is presented pri­
marily with a measure of the system process gain under conditions of 
both white and other-user noise. In addition to this, the effect of 
synchronisation errors on the system performance are also presented
118
as a function of the degree of aliasing that is present. All these 
measurements assume that synchronisation can be and has been obtained. 
The performance of the synchronisation systems used is therefore not 
given in this chapter but is presented in full in chapter 4.
3.2. Basic Design Considerations
Before the construction of the experimental system can begin the basic 
parameters for that system must be decided upon. For this experimental 
spread-spectrum system these initial parameters are taken to be the 
centre frequency of operation, the length of the spreading sequence, 
the form of conventional modulation that is to be used prior to spread­
ing, the type of spread-spectrum process that will be used and also the 
system's spreading bandwidth.
3.2.1. System Operating Frequency
It has been outlined in the previous chapter that the eventual aim of 
this thesis is to examine the use of a spread-spectrum system on a 
bandsharing basis with the television broadcast channels. It is there­
fore necessary to operate the experimental system within the television 
broadcast frequency allocations to enable the effects to be observed 
and quantified. However, it must be ensured that in the case of any 
accidental stray transmissions from the experimental system, there must 
be no possibility of any interference being caused to the local tele­
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vision users. In the Bath broadcast area the television bands in use 
are channels 58, 64 and 6l for the main station, and channels 22, 28 
and 25 for the local directional repeater stations. As a result, the 
centre frequency of operation chosen for the experimental system is 
760 MHz, which lies in the television channel number 57* Therefore 
no interference can occur to the local television users, but the fre­
quency of operation is close enou^ to the actual television channels 
to make the spread-spectrum system realistic for its supposed band- 
sharing operation. An additional advantage of operating at these higher 
frequencies is that the necessary bandwidth for large signal spreading 
is more readily available.
3.2.2. Spreading Sequence Length
In the choice for the length of spreading sequence to be used, a num­
ber of conflicting requirements have to be considered.
The first consideration concerning the length of the spreading sequence 
is related to the initial synchronisation of the spread-spectrum system. 
The initial synchronisation procedures that can be used with spread- 
spectrum techniques are examined in chapter 4. From these procedures 
perhaps the most reliable in the presence of large amounts of multi-user 
noise is the serial synchronisation procedure. It is seen that in a given 
signal-to-noise ratio environment, the time for the system to ac­
quire initial synchronisation is directly proportional to the length of 
the spreading sequences involved. As it is extremely desirable to make
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the initial acquisition period as short as possible, this lays one 
requirement on the length of the spreading sequence in that it must 
also be as short as possible, while having regard for the other requirements.
Another consideration relating to the choice of sequence length is 
concerning the relationship between the sequence repetition rate and 
the maximum frequency component of the conventional modulation prior 
to spectrum spreading. It is shown later in this chapter that this 
relationship is important because one sequence period is, in effect, 
equivalent to a sampling pulse in a conventional sampled data system 
and therefore sampling theory holds, althou^ the effects manifest 
themselves differently. It has already been demonstrated in chapter 1 
that it can be advantageous in a direct-sequence spread-spectrum sys­
tem to break the sampling rules, as this provides message security to 
an otherwise easily intercepted transmission by only a casual eaves­
dropper. As message security is a desirable feature of a spread-spec­
trum system, it is therefore advantageous for the sequence length to 
be chosen accordingly, so that the sequence repetition rate is less 
than twice the highest frequency component of the signal to be spread.
A further consideration with regard to the sequence length concerns 
the performance of the system in a multipath environment. It has been 
shown in chapter 1 that it is desirable in a multipath environment 
to try and ensure that the multipath signal energy falls outside the 
correlation aperture of the spread-spectrum receiver. It has been de­
monstrated in section 1.3.7. that to try and satisfy the condition of 
maintaining the multipath energy outside the correlation aperture, the
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sequence length must be made greater than the ratio of the maximum mul­
tipath delay to the minimum multipath delay. If this condition is con­
sidered to be important, it will give a minimum bound on the sequence length,
A further aspect on the choice of sequence length is concerned with the 
mutual interference effects of sequences viien used in a common bandwidth 
multi-user situation. This obviously relates to the cross-correlations 
between all the sequences involved. The longer the sequences are made, 
the more like a truly random signal they become and therefore their 
cross-correlation properties improve. This is in conflict with the re­
quirement of the sequence length being as short as possible to aid in­
itial synchronisation procedure. However, it is apparent in this trade­
off between the two conditions that the criterion relating to the cross­
correlation properties of the sequences must take priority, as this is 
absolutely fundamental to the operation of a multi-user system. But af­
ter the cross-correlation consideration having taken priority, the 
choice of sequence length must still be made with regard for the requi­
rements of the other conditions.
Another requirement, which is closely linked to the condition of good 
cross-correlation performance, relates to the way in idiich the overall 
system is intended to be implemented in the land mobile service. As 
previously discussed in chapter 2, the aim of this thesis is to examine 
the feasibility of implementing the system on a bandsharing basis with 
the television broadcast channels. This form of implementation itself 
will lay certain conditions upon the sequence length. This foim of 
implementation requires that the spread-spectrum transmissions are as
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noise-like in nature as is possible. The noise-like characteristics are 
required when the system is to be used in a bandsharing mode, so as 
to make the interference caused to the other bandsharing system, in 
this case television transmissions, as nearly random as possible. By 
trying to achieve this condition, the orthogonality between the band- 
sharing systems can be made as large as possible, so optimising the 
bandsharing technique, as examined in detail in chapter 6 . This re­
quirement obviously overlaps with that of having good cross-correla­
tions between all the sequences involved. Although the conditions 
overlap, there is no requirement for them to be identical and therefore 
to be satisfied by identical constraints on the final sequence length.
It will be seen, however, that the requirements in this case are vir­
tually identical.
From the foregoing, the most important consideration is the cross­
correlation properties, Tdiich in turn relate to the maximisation of 
the orthogonality between the television and spread-spectrum trans­
missions for bandsharing purposes. The conflicting requirement with 
this is that for synchronisation purposes it is more advan­
tageous to have short sequences. These are the conditions therefore 
■vhich will be satisfied to give the required sequence length. As the 
sequence length is increased, the correlation properties improve, but 
is there a specific sequence length at ihich the improvement with respect to se­
quence length begins to flatten off. If so, this would correspond to
the shortest sequence that produces statistics close to that 
of ideally random noise. To see if such a sequence length existed, a 
computer program was written that would generate all the possible max-
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imal length sequences for a given sequence length and then would per­
form the cross-correlation between every combination of sequence pairs. 
Ihe mean, standard deviation and peak value of the resultant cross­
correlation functions for that specific sequence length were outputs. 
This process was repeated for sequences of lengths from 7 hits up to 
511 bits. The resultant variations in mean, standard deviation and 
peak values of these cross-correlations as a function of sequence 
length were plotted and are shown in figure 3.1 » If the sequences 
were perfectly random, there would be no cross-correlation between 
them and therefore the mean and standard deviation of the cross-corre­
lation peaks would both be zero. Thus the results shown in figure 3.I 
can be used as a measure of the randomness of sequences of a given 
length. Within the accuracy of the computation of the given results 
for the variation of the mean value, i.e. 0.1^ of the maximum possible 
correlation value, it can be seen from figure 3*1 that a sequence 
length of 255 bits corresponds to the shortest sequence at idiich the 
mean correlation value first becomes zero. The standard deviation, how­
ever, has not fallen to zero, but because the standard deviation is now 
falling off at a considerably reduced rate, increasing the se­
quence length any further seems unlikely to yield a worthwhile improve­
ment. Obviously an improvement can be obtained by going to considerably 
longer sequences, but this would be contrary to the requirement of the 
initial synchronisation procedure. Therefore a sequence length of 255 
bits is taken to satisfy the compromise between synchronisation consid­
erations and the required sequence randomness. Furthermore, it can be 
seen by reference to figure 5.10 in chapter 5 that from the point of 
























the television and spread-spectnim services, again 255 tit is the 
sequence length above which little improvement is found.
3.2.3. Conventional Modulation System
In addition to the choice of operating frequency and spreading se­
quence length, the conventional modulation system that is used prior 
to the spreading process must be chosen. A detailed investigation has 
been carried out by Matthews (l) into the the effect that the conven­
tional modulation system has upon the overall spectrum efficiency 
\hen used in conjunction with a spread-spectrum system. The results 
of this investigation have been reproduced in figures 1.10 (a) and 
1.10(b) for digital data and analogue speech respectively. As land 
mobile radio is at present more concerned with the transmission of 
speech, it is obvious that the use of techniques such as adaptive 
predictive coders or vocoders offer the greatest possible user den­
sity. However, such techniques would probably not be adopted on a 
large scale in a land mobile radio environment because of complexity 
and cost. From figure 1.10(b), therefore, it can be seen that the 
modulation system offering the next best spectral efficiency is con­
ventional frequency modulation. In addition to this, frequency mo­
dulation tends to be the modulation system used by conventional land 
mobile systems at present. Therefore the use of an fm spread-spectrum 
system enables a fair comparison between systems to be made ^en a 
comparative study of the suitability of conventional or spread-spec­
trum systems for bandsharing purposes with the television channels is
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carried out in chapter 6 . A further advantage of studying a spread- 
spectrum system employing fm is that, as a hi^ proportion of conven­
tional mobile radio equipment uses fm, if spread-spectirum were to be­
come a viable solution to spectrum congestion in certain areas, the 
modification of existing equipment could be carried out more readily. 
With the use of spread-spectrum systems such as direct-sequence, the 
modification would only require the addition of a sequence spreader 
at the front end of both transmitter and receiver. With the use of 
hi^ power switching modulators, these additions could take the form 
of simple plug-on units. This of course would be extremely attractive.
Therefore, from all these considerations frequency modulation will 
be used as the conventional modulation technique in the experimental 
system.
3.2.4. Choice of Spreading Technique
With regard to the choice of the type of spread-spectrum technique 
to be used in the experimental system, as the intent is to examine 
the suitability of using the system in a bandsharing scheme, the most 
suitable technique for this kind of operation must be employed. From 
the descriptions of the various spread-spectrum techniques given in 
chapter 1 it appears that, because of its low power spectral density 
of transmission compared to other techniques, direct-sequence spread- 
spectrum would be morre compatible with this kind of operation. The 
lower power spectral density and more noise-like transmission compaied
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to the other techniques would effectively increase the degree of or­
thogonality existing between the spread-spectrum and television 
broadcast transmissions. Thie initial assumption is shown to be va­
lid by the results of extensive subjective testing by impartial ob­
servers on the suitability of direct-sequence or frequency hopping.
These tests are reported in detail in chapter 5 • Also frequency syn­
thesisers with the range, speed and stability required in a frequency 
hopping system are likely to be too expensive for the mobile market. Therefore 
the experimental system is constructed around a direct-sequence implementation.
3.2.5. Spreading Bandwidth
Another parameter to be initially decided upon is the system's 
transmission or spreading bandwidth. Ideally, this bandwidth should 
be as large as possible because, as shown in chapter 1, this would 
increase the process gain of the overall spread-spe ctrum user, thus 
enabling him to operate in more adverse signal-to-noise ratio condi­
tions. However, as with the choice of spread-spectrum technique, the 
spreading bandwidth can only be chosen in the context of the manner 
in which the system is to be implemented. If the system were to op­
erate in the low frequency region, it is likely that the spreading 
bandwidth would be severely restricted due to the spectrum congestion 
and the hi^ bandwidth to centre frequency ratio of the spread-spectrum 
system. At hi^er frequencies, in the tens of gigahertz for example, 
bandwidth is more readily available and large spreading bandwidths can 
be used vAiile still having a relatively low bandwidth to centre fre-
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quency ratio. It has already been stated that the experimental system 
for examination in this thesis is to operate at a centre frequency of 
760 MHz and therefore relatively large spreading bandwidths could be 
used. However, the purpose of operating at this frequency is to band- 
share with the television broadcast channels and this must be consid­
ered idien selecting the spreading bandwidth.
The television broadcast authorities have divided the available band­
width into a number of channel allocations with each channel having a 
bandwidth of 8 MHz. It was decided to adopt a spreading bandwidth so 
that the spread-spectrum transmission could operate in one of these 
channels that might be fallow in a given geographical region, while 
not causing interference to adjacent channels that might be operatio­
nal. The spreading bandwidth was chosen to be a nominal 6 MHz, so that 
it could operate within the centre of a channel allocation and have 
1 MHz guardbands around it. The actual spreading bandwidth used was 
6.375 MHz, as this was synthesised from a 200 kHz off-air reference.
3.3. System Configuration
The direct-sequence spread-spectrum transmitter used for the experi­
mental system was as shown in figure 3.2. In this transmitter the 
0-3 kHz baseband information modulated an intermediate 
frequency f^ , using a conventional voltage controlled oscillator 
frequency modulator. The deviation ratio of the modulator was made 































intermediate frequency, f^ ,used by the modulator was also kept as a system pa­
rameter so as to examine aliasing effects, and was variable between 3 kHz and 
500 kHz. The resultant fm signal was then bi-phase modulated by a 
235 bit pseudo-random binary sequence by the use of a double bal­
anced modulator. So as to introduce noise effects into the system, 
the broadband output from the modulator was linearly summed in a 
broadband summing amplifier with the output of a noise generator.
In the system tests the noise could be chosen to be one of two forms. 
One was from a broadband white Gaussian noise generator and the other 
was from the linear addition of a number of different maximal length 
sequences summed together to form a random waveform. These two noise 
sources provided the basis for a comparison in system performance be­
tween hi^ levels of totally random interference and interference 
from other sequences vdiich would occur in a multi-user situation.
The combined broadband signal plus noise was then modulated with a 
carrier source of f^ Hz to raise the combined signal to the appro­
priate transmission frequency. This rf signal was amplified to the
appropriate level and filtered before transmission. The filtering
 -------2
that took place was to pass only the main lobe of the siriTrDf
irDf
envelope of the broadband signal while filtering out all the side 
lobe power. This was to prevent excessive spectrum pollution lÆien, 
as already shown in chapter 1, 90^ of the signal power is contained 
within the main lobe. No actual transmission took place with the ex­
perimental system however, and therefore the filtered output was ei­
ther terminated with a load or alternatively fed directly to the spread- 
spectrum receiver via a chain of attenuators.
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The receiver used in the experimental system was as shown in figure 3*3 • 
Here the broadband transmitter output was brou^t directly back to the 
intermediate frequency by the local oscillator of f^ Hz, The resultant 
output of the modulator was then separated into two paths. One path was 
used for the information demodulation section of the receiver and the 
other path was used by the receiver's synchronisation process. As pre­
viously outlined, the function of the synchronisation process waste 
force the locally generated digital sequence into coherence with the 
received sequence. The synchronisation process is examined in detail 
in chapter 4 . This locally generated sequence was correlated with the 
received broadband signal in the demodulation section of the receiver.
In this experimental system the correlator consisted of a balanced mo­
dulator , to Wiich the received signal and the locally generated sequence 
were inputs, followed directly by a bandpass filter. The bandwidth of 
the filter was nominally equal to the bandwidth of the fm signal but 
essentially was made a variable of the system, so as to observe its 
effect upon the overall system output. The output of the correlator 
was then applied directly to the conventional phase look loop fm demodula­
tor. The output of this demodulator was finally filtered by a low pass 
filter witn a 3 kHz cut off frequency in order to produce the demodula­
ted output signal.
This system was constructed in a manner idiich reflects its experimen­
tal nature. The construction was in a modular form, with each module 
performing a specific function and appropriately buffered from all the 
modules around it. The effect of any specific section of the system could 
therefore be examined in detail. It is now worth considering the most 
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3.3.1. FM Baseband Modulator
In section 3*2.3* the reasons governing the choice of frequency modu­
lation as the conventional modulation technique to be used in conjunc­
tion with the direct-sequence spread-spectrum system were given. The 
fm modulator was synthesised by the use of a vco, the output of which 
was a square wave of fundamental frequency f^ « The output levels of 
the square wave were made compatible with ttl logic levels, so that 
the bi-phase switching of the fm signal could easily be performed by 
the use of a simple exelusive-OR logic gate.
"Die centre frequency of the fm signal, i.e. the intermediate frequency 
f^ , was made a variable, as previously outlined, over the range 3 kHz 
to 500 kHz, so as to observe the effect of aliasing on the system per­
formance. In particular, the intermediate frequency was taken to be 
one of four discrete frequencies of 5 kHz, 36 kHz, ^6 kHz and ^00 kHz. 
Ihese frequencies were chosen in relation to the sequence repetition rate 
Tdiich is synonymous with the sampling rate in a conventional sampling 
system. With a spreading bandwidth of 6.375 MHz and a spreading sequence 
length of 255 bits, the sequence repetition rate in the experimental 
system was 12.5 kHz. Therefore of the four intermediate frequencies that 
the fm signal could take, the lowest frequency represents the condition 
of a non-aliased transmission and the other three represent an aliased 
condition with the degree of aliasing increasing with each higher fre­
quency taken.
The other system variable introduced by the fm modulator is the fm de­
viation ratio. The deviation ratio was variable over the range between
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1 and 8. This parameter was made variable, so that the bandwidth of 
the fm signal prior to spreading could be changed, resulting in a 
compatible change in post-correlation filter bandwidth. This enabled 
the effect of the post-correlation filter bandwidth in conjunction 
with a delay error between the two sequences to be examined in a sim­
ilar manner to the effect of aliasing. The effects of these two vari­
able conditions are reported in a later section.
3.3.2. Sequence Generator
It has already been stated that the sequence length used in the exper­
imental system was 255 bits. Since the length of the sequence from an 
n-stage feedback shift register generator, as previously shown in fig­
ure 1.20, is 2^-1 bits, an 8-stage shift register was necessary for the 
experimental system. This produces a maximal length sequence with all 
the attributes of this class of sequence for use in the spreading and 
synchronisation process. The maximal length sequence actually used in 
the experimental system can be defined its characteristic equation, 
idiich is x^ + x^ + x-^ + x^ -f 1 ,
The clock signals for each of the two generators necessary, one in the 
transmitter and one in the receiver,were derived from different sources. 
In the transmitter the clock frequency was derived from a locked off-air 
frequency standard and had a frequency of 3«1875 MHz. In the receiver 
the clock signal was derived from the voltage controlled oscillator from 
within the receiver's synchronisation system, idiich is dealt with in
135
detail in chapter 4, The nominal clock frequency of the receiver's 
sequence, however,was again 3*1875 MHz when synchronised to its in­
coming signal. This clocking frequency results in the duration of the 
narrowest sequence hit heing equal to 0,313 microseconds. This defines 
the correlation aperture of the spread-spectnm receiver.
3*3*3* Noise Source
To enable the experimental system to simulate the operation of a 
spread-spectrum system under multi-user conditions it was necessary to 
use a noise source. As previously described, this noise source was line­
arly summed with the broadcast direct-sequence signal prior to it being 
raised to the transmission frequency, as shown in figure 3*2. This is 
then equivalent to the transmission channel noise that would be encoun­
tered in an operational system, due to the linear process of the rf mo­
dulator. The noise source in the experimental system could be chosen 
to be one of two types. These are:
(i) Gaussian noise
In order to simulate a large number of other co-channel spread- 
spectrum users, a Gaussian noise source can be used, because 
the Central Limit Theorem states that the sum of n random vari­
ables approaches a Gaussian distribution if n is sufficiently large.
In this case the individual random variables are the maximal length se­
quences of each multi-access user, and n is the number of simultaneous 
users in operation. The Gaussian noise source therefore represents the
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Slim of all the interfering users. However, because of the limited dy­
namic range of a spread-spectrum receiver the actual number of simul­
taneous users that can be accepted is also limited. With this limita­
tion on *n*, the number of users, the Central Limit Theorem does not 
apply accurately and therefore the use of a Gaussian noise source can 
be considered to be an optimal condition when measuring system noise 
performance under other-user conditions.
(ii) Sequence noise
As Gaussian noise does not accurately represent the conditions that 
would be found in an operational system, an alternative noise source 
is also necessary. This alternative noise source is produced from the 
linear summation of a number of maximal length sequences. In this ex­
perimental system the noise source was composed of four different max­
imal length sequences, so as to simulate the operation of a five user, 
multi-access system. The characteristic polynomials of the four in­
terfering sequences used are;
x^+ x^+ x^+ x + 1 
x®+x^+x^+x^+l
Q M O
X + X ^ + X  + X + 1  
and. x^ + x^ + x-^  + x^ + 1
These four sequences were summed on an equal power basis with the wan­
ted channel so that one interfering sequence did not swamp any of the 
others. This is the case that would occur if some foim of automatic 
power control could be introduced into an overall operational system,
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so as to I avoid dynamic range and limited process gain problems, as 
previously outlined in chapter 1 . In addition to the sequences having 
equal power, they were also randomly encoded to simulate the informa­
tion that interfering signals would carry in practice. In the linear 
addition of these sequences it is crucial that the summing junction 
does not saturate, so that the full amplitude variation of the resul­
tant multi-level sequence can be achieved. The use of this noise source 
can then be considered to reflect more accurately the conditions that 
would exist in any operational system.
3.3*4. Amplification at the Transmission Frequency
Before the final signal from the transmitter can be transmitted, it 
has to be amplified to the appropriate level and filtered. Because of 
the broadband nature of the signals involved in the system, the uhf 
amplification has also to be broadband. The broadband amplification 
was achieved by the use of hybrid integrated circuit modules that are 
widely used in common antenna television distribution systems. The 
drawback associated with these modules is that, as they are designed 
primarily for use in television networks, their characteristic impedance 
is 75 ohms, and not 50 ohms as is conventional for the majority of radio 
systems. It was found that if used directly in the experimental system, 
this mismatch, in conjunction with the high gain and large bandwidth of 
760 MHz associated with the modules, caused them to be extremely un­
stable . To overcome this difficulty, the modules were mounted on a micro­
strip arrangement with signal track widths tapered appropriately to con­
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form with the respective characteristic impedances, and also standard 
screening techniques were used to isolate input and output.
In particular, the modules used were the Amperex ATF 417 and 4l4 small 
signal and hi^ level amplifiers respectively. It was found that when 
mounted as above, the combined gain produced was 42 dB at 7^0 MHz with 
a corresponding noise figure of 12 dB.
3.3*5' Bandpass Filter at uhf
As the spread-spectrum system is to be used in a bandsharing mode with 
the existing television broadcast channels, then, before the transmis­
sion of a direct-sequence signal can take place, the sidelobes of the
—I 2
shaped spectrum must be filtered out. The transmission of 
only the main lobe of the spectrum prevents unnecessary spectrum pollu­
tion, as 90^ of the signal power is contained within this lobe (2) , and 
therefore sidelobe transmission would represent a waste of available 
spectrum.
üie spreading bandwidth has previously been chosen to be 6.375 MHz and 
the system's centre frequency of transmission has been set to 76O MHz. 
This therefore gives rise to the uhf bandpass filter requiring an extremely 
small bandwidth to centre frequency ratio of only 8.4x10"’^. The tech­
nique used to realise this filter was stripline circuit techniques (3,4). 
In particular, the filter was realised by the use of parallel coupled 
lines techniques (5,6).
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Ihe typical construction of a stripline circuit is in a sandwich form, 
as shown in figure 3*4 . The sandwich consists of the two ground plane 
supports separated by a dielectric and thin conducting strips. The 
layout of these conducting strips so as to form a parallel coupled 
line resonator filter is shown in figure 3*5 •
The filter was a second order maximally flat design. It was construc­
ted by the use of machined aluminium ground planes separated by a di­
electric of perspex and using fine aluminium foil to form the conduct­
ing strips. Knowing the dielectric constant of perspex, i.e. e^=2.51, 
the conducting strip widths W and separation S can then be calculated 
(5,6) in relation to the ground plane separation b, shown in figuzre 3*4, 
for the required bandwidth of 6.375 MHz and centre frequency of 76O MHz. 
Ihe w/b and S/b ratios for the required filter were calculated and are 





The ground plane separation, b, used for the filter was 6.35 nun, and 
using this in conjunction with the above values gives the required 
track widths and separations. The filter was also designed to have a 
characteristic impedance of 50 ohms and from Young (5,6) the widths 
of the initial contact strips of the filter, as shown in figure 3*5,
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Figure 3*5 Conducting Strip Layout of a Parallel Coupled
Resonator Filter
l4l
can be calculated so as to produce a 50 ohm impedance. This is calcu­
lated from the relationship produced by Young that for a 50 ohm im­
pedance •
Y  = 0-75 (3.1)
= 4.83 mm
Ihe lengths of the parallel resonator strips must be a quarter wave­
length. The wavelength is that existing in the dielectric and not free 
space and can be calculated using the fact that the velocity of the 
signal in a dielectric of constant e^ is c/y/e^  , where c is the velocity 
in free space. Therefore, with a centre frequency of 76O MHz the reson­
ator strip lengths are 62.2? mm. However, Young has also shown that the 
strip lengths must be shortened by an amount d, so as to take into ac­
count fringe capacitance at the end of the resonators. Young has shown 
that an approximation for the shortening is given by d = 0.165 b, where 
b is the ground plane spacing. Therefore in the filter used here the 
resonator strip lengths must be shortened by an amount I.05 mm.
Using all these calculated lengths the filter was constructed and the 
resultant frequency characteristic, after sli^t trimming of the re­
sonator lengths to give the correct centre frequency, is shown in fig­
ure 3.6 . With the correct centre frequency, the actual 3 dB filter 
bandwidth of 7 MHz was marginally larger than required. The main prob­
lem associated with the filter is the inband insertion loss. With the 
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Figure 3*6 Frequency Characteristic of the Main Lobe Filter
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possibly be slightly improved by the use of higher quality connectors 
and dielectric, but the main contributory factor is the requirement 
for such a small bandwidth to centre frequency ratio of only 8.4x10 .
This small ratio results in relatively large separations S between con­
ducting strips, especially at the centre of the filter, as shown by the
table previously given, where S-, = 6.^^ mm. This loss therefore has to
1,2
be overcome by ensuring that the amplification stages have sufficient 
gain.
3.3*6' Sequence Correlator
As previously mentioned in chapter 1, the correlation process can either 
be implemented in a passive form as a matched filter or in an active 
form using multiplication with a locally generated sequence and integra­
tion. In the active correlator the integration itself can be performed 
in one of two ways also. It can either be achieved by simply filtering 
the output of the sequence multiplier or alternatively using a pure in­
tegration and dumping technique where the integrator is sampled and re­
set at the end of every sequence. It was previously shown in chapter I 
that matched filtering or the integrate and dump technique can only be 
used when the data is in a digital form and one data bit is made equal 
in length to a sequence period. As the information used in the experi­
mental system is a frequency modulated source, the most appropriate cor­
relator to use is one where the integration is approximated by the use 
of a filter. Iherefore the correlator in this experimental system per­
forms continuous correlation by multiplying the incoming signal by a lo­
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cally generated sequence and filtering the output with a bandpass fil­
ter of bandwidth equal to the fm signal bandwidth.
3.3.7. Baseband Demodulator
After the correlation process in the spread-spectrum receiver, the re­
sulting signal is that of the conventional modulation process used in 
tbe transmitter prior to spreading and therefore still needs to be de­
modulated. In the experimental system the conventional modulation pro­
cess used was frequency modulation and therefore the spread-spectrum 
receiver also needs an fm demodulator. The demodulator used was a 
conventional phase lock loop demodulator, where the demodulated signal 
is taken from the control signal of the loop's vco. This signal is fil­
tered with a 3 Wiz low pass filter to obtain the clean audio signal.
3.4. Experimental System Performance
The layout and construction of the experimental system to be tested 
has been described in the preceding sections of this chapter. This 
section now gives the performance of the experimental system under 
conditions of both Gaussian and the more realistic other-user noise. 
The performance measured is the system's process gain under conditions 
of perfect synchronisation.
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3.4.1. System Performance with Gaussian Noise
As shown in figure 3.2, the Gaussian noise is injected into the experi­
mental system by summation with the direct-sequence signal prior to it 
being raised to the transmission frequency. This Gaussian noise is then 
used to determine the system process gain under ideal conditions. The 
process gain measured also includes that of the fm demodulation process 
as discussed in chapter 1 .
Ihe process gain measurements are taken such that the relationship be­
tween the output demodulated signal-to-noise ratio of the system can 
be plotted as a function of the input signal-to-noise ratio at the re­
ceiver's rf input. The signal-to-noise ratios are expressed as total 
signal power to total noise power in the signal bandwidth. Therefore 
the bandwidth taken at the receiver's input is 6.375 MHz and at the 
audio output is taken as 3 kHz. In expressing the signal-to-noise ra­
tio it is also necessary to obtain the total signal power received in
the direct-sequence transmission. This is achieved by first measuring 
the power contained in the spectral line of the sinrrDf shapedirDf
spectrum corresponding to a frequency offset from the rf carrier of 
I/mD Hz. Then a constant value is added to this to take into account
the total 2 (M -1) spectral lines that exist within the main lobe of 
the signal's frequency spectrum bounded by the sinirDf envelope.
TTDf
When a 255 bit spreading sequence is used, it is found that the total 
signal power contained within the main lobe bandwidth of that signal 
is greater than the power contained in the spectral line of fre­
quency offset 1/mD Hz by 23.6 dB. Theoretically another term should
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be taken into account which corresponds to the dc power contained 
within the spectrum. However, as this term only has a power equal 
to 1/M^, where M is the sequence length, for a 255 bit spreading 
sequence it can be ignored. If considerably shorter sequences are 
used, this dc power can become extremely significant.
Using the definition of process gain as defined in chapter 1, an im­
portant factor in the process gain measurement is the post-correla- 
tion filter bandwidth. The post-correlation bandwidth is determined 
by the bandwidth of the conventional modulation system used prior to
frequency spreading in the transmitter. As the conventional modula-
tt
tion technique used in the experimental system is fm, it is necessary 
to know and set the fm signal bandwidth.
The modulating signal used throughout these tests was set to a constant 
frequency of f^ = 1.0 kHz. In addition to this, the fm modulator was 
fixed to have an output frequency deviation df of 6.7 MIz. Therefore, 
with a modulation index b of df/f^= 6.7» the fm signal bandwidth W can 
be approximated by the use of the modified Carson's rule for 2<b<10 as;
Wfti2{bf2)f^ (3.2)
W % 17.4 kHz
Therefore in the process gain measurements the post-correlation filter 
bandwidth is set to 17«4 kHz. With the post-correlation filter band­
width set, the process gain under white noise conditions can be found, 
as described in chapter 1, from the ratio of transmission bandwidth to
14-7
the post-correlation filter bandwidth. With the transmission bandwidth 
of 6.375 MHz the spread-despread process gain is;
G = 25.6 dB (3.3)
In addition, to this value of process gain must be added the extra
gain given by the fm demodulator so as to produce the overall system
process gain. The fm demodulator process gain can be calculated by
3 2using the expression G =^b (7) • With a modulation index b of 6.7,
P ^
the fm process gain is 18.2 dB. However, as the fm demodulator 
3 2process gain -^ b is derived on the basis of an equal input and out­
put noise bandwidth, a further 7*^ dB must be added to this figure 
vdien combining it with the process gain of the spread-despiread process 
to compensate for the change of input bandwidth from 17.4 kHz, the ac­
tual input bandwidth, to the required 3 kHz so as to validate the fm 
process gain equation. Using this with the spread-despread bandwidth 
ratio, the theoretical receiver process gain is then;
= 51.if dB (3.4)
This, however, is only a theoretical process gain for the overall sys­
tem and does not take into account system self-noise effects and the 
less than perfect operation of most systems. It is therefore necessary 
to examine the experimental system and to measure its process gain in 
reality.
The process gain of the fm demodulator was measured, and the results 
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experimental system, the fm demodulator shows a loss of process gain 
of approximately 1,3 dB. In addition to this loss, the effective noise 
figure of the spread-spectrum receiver's front end must also he taken 
into account. This itself will cause an effective loss in process gain 
of the overall system because of the extra noise introduced. As stated 
in section 3*3»^v the amplification used in the system for a gain of 
42 dB had a corresponding noise figure of 12 dB. In addition to these 
system losses other effects will also contribute to the loss in over­
all process gain performance. One major additional loss is. that in 
practice the correlation process cannot be considered to be transpar­
ent. It has already been demonstrated in chapter 1 that if input filtering is 
used, there is some loss in signal power throu^ the corelator due to 
correlation loss. It has been shown theoretically (6) that with 
main lobe filtering alone, the loss in signal power is of the order of 
1 dB and increases sharply with further reduction in input bandwidth. 
This theoretical loss, however, assumes that no additional correlation 
noise is produced in addition to the signal power loss. In a practical 
correlator this can no longer be assumed and a correlation noise term 
will also be present. With the system under test it was found that the 
combined effect of signal loss and noise increase throu^ the correla­
tor due to non-ideal filtering and the less than perfect correlator 
performance amounted to approximately a 4 dB loss in signal-to-noise 
ratio. Minor secondary effects can also be seen, due to the noise enter­
ing the fm demodulator being even less ^ite than that entering the sys­
tem, because of the effects of the correlation noise. This has the effect
3 2of invalidating the use of -^ b in calculating the fm demodulator pro­
cess gain, as it is only true for an ideally white noise input. The
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process gain of the overall system was measured for white noise inter­
ference over a range of input signal-to-noise ratios from +35 dB to 
-25 dB and the results are shown in figure 3»8 . It can be seen from 
these results that the overall system process gain has been signifi­
cantly reduced and was found to be only 31*5 dB.
It can also be seen from these results that a significant drawback 
with the use of frequency modulation is its severe threshold effect 
for input signal-to-noise - ratios of the order of 10 dB to 13 dB (?) • Below 
this point the process gain of the overall system falls rapidly, as 
indicated. It is seen, however, that the correlator has operated over 
a dynamic range of 60 dB without any loss of linearity. The limiting 
output signal-to-noise ratio also shown was due primarily to the cor­
relation noise in the system. This noise is produced by any slight 
mismatch between pulse widths of the sequences involved due to filter­
ing and is always present, even if perfect synchronisation has been 
achieved.
This test shows quite clearly that the limiting factor in the fm di­
rect-sequence system is the threshold effect. This has been made even 
more of a limiting factor because of the effective loss of process 
gain due to the receiver's noise figure. Even althou^ the fm system 
has introduced a threshold effect, it is clear that without the extra 
process gain provided by the fm, the usefulness of the spread-spectrum 
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An estimate of the nmher of possible users that the experimental sys­
tem could operate under can now he made from figure 3.8. Assuming that 
it is permissible to operate past the threshold of the system and that 
the maximum output signal-to-noise ratio required is 25 dB, the mini­
mum tolerable input signal-to-noise ratio is -2 dB. This therefore 
corresponds to a theoretical number of users in 6.375 MHz of only 2.6, 
corresponding to a spectrum utilisation of 0.4l users/MHz. It must be 
noted, however, that unlike conventional frequency division multi­
access systems, the actual number of users in a spread-spectrum sys­
tem is not a fixed quantity. The spread-spectrum system exhibits a 
'gradual degradation* foim of operation where, as the number of users 
is increased above the designed value, the new usezs are not denied 
access but cause overall degradation in performance. If for example 
an output signal-to-noise ratio of 10 dB is considered to be suffi­
cient, the number of possible users increases to 5*5» corresponding 
to an increased spectrum utilisation of 0.86 users/MHz.
An alternative method of increasing the total number of possible users 
is to either improve upon the system noise figure, improve the con­
ventional demodulation process or increase the overall spreading band­
width. Assuming that an increase in spreading bandwidth is not available, 
then the noise figure could be improved, but only to a small degree and pos­
sibly at ahi^ capital cost. However, the fm demodulation system could be 
improved with respect to its threshold effect, as shown in figure 3.8,
■by techniques such as feedback-fm (7). It has been demonstrated (7) 
that without degrading the system performance, the technique can give 
approximately a 6 dB extension in threshold. Such a system for a 25 dB
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output signal-to-noise ratio would increase the spectium utilisation 
from 0.4l users/toz to 0.82 users/MHz. Further improvements could he 
made by combining this with preemphasis and deemphasis (?)• The use 
of these gives further improvements in the demodulator's process gain 
of the order of 15 dB. This would further increase the spectrum utili­
sation to 1.73 users/MHz for a 25 dB output signal-to-noise ratio. If, 
as mentioned previously, a 10 dB output signal-to-noise ratio could 
be tolerated, the overall user density would become 4.1 users/MHz. 
Ihis shows that the use of these extension techniques to the fm demo­
dulation process yields large improvements in user density over the 
basic system. Therefore in any implemented system such techniques must 
be incorporated.
Ihese spectrum utilisations apply only for the optimal condition of 
idiite noise representing other users. It is therefore necessary to ex­
amine the effect of using more realistic other-user interference.
3.4.2. System Performance with Other^User Interference
\
To examine the input to output signal-to-noise ratio characteristic 
under more realistic conditions of a limited amount of other-user 
noise, it is necessary to use interference from other pseudo-random 
sequences, as previously outlined in section 3.3.3. The sequence noise 
was injected into the system in an identical manner to that used for 
the Gaussian noise and with all sequences having equal amplitude, as 
would be the case in a system under power control. All the interfering
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sequences were coded with random information and were run at exactly 
the same hit rate as the wanted channel sequence.
Ihe measurements were conducted in an identical manner to the Gaussian 
test, hut unlike the Gaussian test it is now not possible to vary the 
input signal-to-noise ratio over as wide a range as before. As only 
four interfering sequences were used, the input signal-to-noise ratio 
could only be reduced to -6 dB at minimum. To reduce the signal-to- 
noise ratio considerably further would require an excessive number of 
alternative sequence generators. Nevertheless, using four interferers 
represents a five user system in total, which, if tolerable, gives a 
user density of 0,78 users/MHz, which is of the same order as predic­
ted by the Gaiissian noise.
In contrast to the output noise being of a uniform power spectral den­
sity nature in the Gaussian test, the output noise spectrum with se­
quence interference is of a spectral line nature. This is as a result 
of the interference having some degree of correlation with the locally 
generated sequence. Therefore not only does another user's frequency 
modulated signal become an input to the fm demodulator at a low level, 
but also spurious phase shifts appear at the demodulator input. The 
interference on the wanted audio output from the fm demodulator there­
fore appears as inband interference and so cannot be filtered out.
Since the noise power in the 3 kHz demodulated audio bandwidth cannot 
now be measured in terms of a uniform power spectral density, it ismeas- 
inred in terms of the power contained in the interfering spectral lines. In
these tests therefore, the noise power is calculated by taking the summation 
of all the power contained within the interference spectral lines falling
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within the demodulated bandwidth. This, as before, is expressed in de­
cibels with respect to the wanted signal power. The signal-to-noise 
ratio characteristic for other sequence interference is shown, in re­
lation to that previously found for Gaussian interference, in figure 3*9 •
It can be seen from figure 3*9 that, unlike the characteristic for 
Gaussian interference, the fm demodulator has not exhibited a threshold 
effect at an input signal-to-noise ratio of 0 dB. The output signal-to- 
noise ratio has continued to fall linearly with respect to the input 
signal-to-noise ratio, and not at the increased rate of fall. The thresh­
old effect has not occurred, because the noise does not appear as an 
increase in the uniform background noise level, but as the spectral line 
interference. The interference has therefore appeared to the demodula­
tor as 'additional* information to be demodulated, and so does not cause 
the threshold to occur.
However, before the threshold effect occurs under the Gaussian inter­
ference conditions, the use of other-user interference to simulate a 
limited number of multi-access users shows a 4 dB degradation in sys­
tem noise performance. It will be seen in chapter 4 that a similar 
4 dB degradation occurs in synchronisation performance under the same 
conditions. As Gaussian noise is perfectly random and does not corre­
late with any other signal, it can be regarded as the ideal 'sequence' 
for use in a multi-access system. Therefore, at best an improvement of 
4 dB could only be expected by a more judicious choice of interference 
sequence. The improvement could never be achieved in practice however, 
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pseudo-random signals. Therefore any improvement must always be less 
than 4 dB with respect to the system performance shown in figure 3*9 • 
This demonstrates that in general, the system performance 
of direct-sequence spread-spectrum, with respect to the number of users 
it can support in a limited user system, is more dependent upon 
system losses such as receiver front end noise figure, signal correlation 
loss and system non-linearities. These losses cannot be compensated 
for by the use of more sophisticated sequences. Therefore, because a 
spread-spectrum system by its nature must operate in extremely low 
channel signal-to-noise ratio conditions, the system overall noise 
figure becomes of critical importance unlike conventional systems, 
and for this reason it is to be expected that the receivers may be­
come less economically attractive than conventional receivers because 
of this consideration.
3 •5* Effect of Synchronisation Error on System Performance
The performance of the system previously discussed and shown in fig­
ures 3.8 and 3*9 assumes perfect synchronisation between the locally 
generated sequence and the received remotely generated sequence. The 
effects of any synchronisation inaccuracy upon the performance has 
therefore not been considered. For these previous measurements, the 
synchronisation was achieved artificially and the sequence delay error 
could easily be set to zero. This, however, would not be the case in 
any implementation of the overall system. Synchronisation errors would 
occur, and as a result the system noise performance would be degraded
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try some degree. This is because of the output signal-to-noise ratio 
not only depends upon the prevailing input, conditions, in the main 
a linear dependence, but also on synchronisation performance and ac­
curacy. It is therefore necessary to examine the effect of synchroni­
sation inaccuracy on system performance under differing conditions.
The conditions examined are both the aliased and non-aliased direct- 
sequence transmissions and also the effect of post-correlation filter 
bandwidth.
The actual performance of a synchronisation system is not investigated 
as this is covered in detail in chapter 4. This section only examines 
the effects of synchronisation inaccuracies, and not possible causes 
of these inaccuracies.
3.5.1. Degradation in System Performance for a Non-Aliased 
Transmission with respect to Synchronisation Errors
If the receiver's correlator performed ideally, the output from the 
correlator would vary with respect to the sequence delay error as the 
correlation function. With maximal length sequences the correlation 
function is the well-known triangular function. This function decreases 
linearly between the phase errors of importance, i.e. zero and one single 
sequence bit. However, in a practical system the correlator does not 
perform ideally. As the sequence delay error increases, not only does 
the signal amplitude from the correlator decrease, but the background 
correlation noise also increases. This self-correlation noise is pro­
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duced by the instantaneous phase shifts that still exist in the signal from 
the correlator, due to the synchronisation inaccuracy producing a phase 
difference between sequence bit edges. When the two input sequences to the ,
correlator are offset by some delay error e, the output is a stream of 
pulses of width e. Although the long term average of the pulses provides 
the reduced signal component, correlation noise is also produced from the 
resultant spectrum. Assuming that no power is lost during the correlation 
process, the total power contained in the output spectrum must remain con­
stant regardless of delay error e.
As the delay error e increases towards one bit, the spectrum becomes less 
broadband. As the total power remains constant, this narrowing in bandwidth 
must correspond with an increase in the amplitude of the power spectrum and 
therefore also the power spectral density. Because of the increase in power 
spectral density, in addition to the falling long term average, denoting 
the wanted signal power, more noise power enters the post-correlation band­
width. This increasing correlation noise power gives rise to an increased 
rate fall-off of the demodulated output signal-to-noise ratio.
In the limit of one bit phase error the output noise spectrum becomes the least 
broadband of all. Because of the * shift and add* property of maximal length 
sequences, the noise output at the one bit delay error becomes an identical 
sequence to those applied to the correlator but of a different phase. The 
narrowest noise spectrum is therefore that of a maximal length sequence of 
bit width D.
The configuration used to measure the effect of delay error on the output 
signal-to-noise ratio is shown in figure 3.10 . The fm information 
is modulated onto the transmitter sequence and passed to the receiv­
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sequence is applied to the correlator via a variable delay element. 
This delay control enables the local sequence to be continuously phase 
shifted with respect to the transmitter sequence also arriving at the 
correlator, between zero and one sequence bit. The output of the cor­
relator is then demodulated by the conventional phase lock loop fm de­
modulator. For the preliminary examination of the effect of synchroni-
simrDf 'sation inaccuracy the sidebands of each spectral line of the 
shaped direct-sequence spectrum were kept non-overlapping and therefore 
not aliased. To ensure this, the highest frequency component of the fm 
signal was kept below 6.25 MIz. The results from the test with these, 
conditions are shown in figure 3.11 as the relative fall in signal amp­
litude above the correlation noise floor versus the phase offset between 
the two sequences involved. It can be seen from figure 3.11 that at 
small phase offsets the correlation noise increase is insignificant 
compared to the fall in signal amplitude. The fall is therefore linear 
at a rate equal to the ideal case of no correlation noise breakthrough. 
However, at a phase offset of 0.4 bits the correlation noise increase 
becomes significant and so at this point the rate of fall-off 
begins to increase compared to the ideal case. The signal amplitude 
above the noise floor then falls at approximately three times that of the 
ideal case. Therefore it is at a synchronisation delay error e of 
0.4 bits that the correlation noise passing throu^ the post-correla­
tion filter begins to become of significance.
As it is the noise entering the passband of the post-correlation filter 
that has caused this extra fall in the output, the bandwidth of this 
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the results shown in this figure, the fm signal /bandwidth was kept con­
stant, but the post-correlation filter bandwidth was increased with 
respect to it. The results presented are for post-correlation filter 
bandwidths of 1.0, 1.5 and 2.0 times the fm bandwidth and also for a 
value considerably greater than the signal bandwidth. As is expected, 
each increase in post-correlation bandwidth has brou^t about a reduc­
tion in the phase offset at which the breakthrou^ of correlation noise 
becomes significant. However, it can be seen that, irrespective of this 
phase offset break point, the rates of fall are equal within experimen­
tal accuracy. As the post-correlation bandwidth was increased, the 
phase error break points have tended towards a limiting value. It is 
seen from figure 3.12 that this is at a phase offset of approximately 
0.15 bits. A limiting value occurred because there was always a finite 
post-correlation bandwidth of 100 kHz. Therefore the phase error at 
i^ iich the correlation noise begins to become significant varies between 
0.4 and O.15 sequence bits, depending upon the post-correlation band­
width. As the post-correlation bandwidth is usually made equal to the 
signal bandwidth, the synchronisation delay error of importance under 
the non-aliased condition in a direct-sequence transmission is 0.4 se­
quence bits.
Now consider the aliased condition.
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3.5.2. Degradation in System Performance for an Aliased Trans­
mission with respect to Synchronisation Errors
As in conventional sampling systems, aliasing can also occur in direct- 
sequence systems, depending upon the relationship between the sequence 
repetition rate and the highest frequency component of the signal to 
be spread. In some cases an aliased transmission might be forced upon 
the user, by a restricted choice that could be made for the sequence 
length and spreading bandwidth, as highlighted in section 3.2. However, 
it may be that the aliased transmission is not forced upon the user, 
but that the user would actually select an aliased transmission in pre­
ference to a non-aliased transmission. The reason behind a user select­
ing this form of transmission in a direct-sequence system is to provide 
a covert transmission with regard to a casual eavesdropper. This is not 
necessarily provided with a non-aliased transmission, as previously 
discussed in section 1.3.5* If aliasing is used to provide an extra
degree of message security, its effect, if any, on the system noise
performance must be known.
The effect of aliasing with respect to the sequences' phase error was 
measured using the same system, shown in figure 3.10, as previously 
used for the other phase error measurements. For the aliasing tests, 
however, the measurements were repeated for various degrees of increas­
ing alias. The aliased direct-sequence transmission was produced by in­
creasing the centre frequency of the fm signal that was to be spread. 
Hie fm centre frequency was switchable between the four frequencies of
5 kHz, 36 kHz, 96 kHz and finally 5OO kHz. With the spreading sequence
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repetition rate being kept constant at its previous value of 12.5 kHz, 
the four ,fm signal centre frequencies represent an increasing degree 
of alias from the non-aliased condition with the 5 kHz centre frequency, 
The results are presented in the same format as the previously given 
phase error measurements and are shown in figure 3.13 for the aliased 
conditions.
With a zero phase error between the sequences being applied to the re­
ceiver's correlator, it was found that the output signal-to-noise ratio 
from the direct-sequence receiver was constant, regardless of idiether 
the transmission was aliased or of the degree of alias when an aliased 
transmission was selected. However, when a phase error exists between 
the two sequences, then it can be seen from figure 3.13 that aliasing 
of the transmission spectrum affects the system performance. As the 
phase error increases, the output signal level above the correlation 
noise level begins to fall more rapidly than was found for the non- 
aliased transmission, i.e. the 5 kHz centre frequency.In addition to 
this, it can also be seen that as the degree of alias in the transmis­
sion is increased, the phase error at Æ^iich the divergence from the 
non-aliased fall-off begins becomes smaller and smaller. This earlier 
fall-off is caused by the introduction of inband noise produced from 
the aliased data spectra. An important point with this type of inter­
ference is its subjective tolerability to the system user. Whereas the 
normal correlation noise produced by a phase error is random in nature, 
the aliased noise is of a coherent nature. Therefore this form of in­
terference is usually found to be less tolerable to the user than a 
random background noise of the same interference power.
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From the results found with the fm demodulator as shown in figure 3.13, 
it can be seen that under conditions of an aliased transmission spec­
trum with phase errors in excess of approximately 0.1 bits, the alias­
ing interference from a coherent modulation term becomes significant.
As subjectively this type of interference can be intolerable to a sys­
tem ..user, phase errors in excess of this value should be avoided. A 
similar effect is encountered if an fm system is not used, but is re­
placed by an integrate and dump detector with the spread-spectrum sys­
tem being used to transmit digital data. With a non-aliased transmission 
in clean conditions it is possible to detect the digital data with se­
quence phase errors up to 0.9bits. However, when an aliased transmission 
is present, then, because of the introduction of interference from an inband 
coherent modulation term, for phase errors in excess of 0.1 bits the 
sample and hold is not able to recognise the data bit and the output 
therefore collapses totally.
As an aliased transmission is likely to occur in practice because of the 
physical constraints upon the system and also because of its desirabi­
lity in an fm direct-sequence system to provide some degree of message 
security, then, because of the introduction of an interfering noise term 
vdien a sequence phase error exists,.the accuracy of the tracking cir- 
cuitzy must be increased. This is the penalty that must be paid so as to 
provide the message security. Since the coherent interference is subjec­
tively less tolerable to a user, then from figure 3.13» the accuracy of 
tracking imposed upon the synchronisation circuitry is 0.1 bits with the 
fm demodulator used in the experimental system.
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3.6. Conclusions
It has been shown that in the experimental system tested the main lim­
itation upon the system performance with respect to the user density 
that could be used is the system noise figure and other losses. The 
improvement that could be made by a more judicious choice of spreading 
sequence has been shown to be small compared to these system losses 
and has been shown to be only 4 dB at most. Compared to the possible 
improvements by the adoption of techniques such as preemphasis and de­
emphasis with a system using significantly improved front end amplifi­
cation, the improvement available by the choice of spreading sequence 
is limited
It has also been shown that because the correlation is not ideal in 
the receiver, the fall in signal level with phase offset is also ac­
companied by an increase in background correlation noise. With a non- 
aliased transmission it was found that the phase error at which the 
correlator departs from the ideal linear fall with phase error is
0.4 bits.At this phase error the system performance begins to be im­
paired, due to the increase in correlation noise entering the post­
correlation bandwidth. If, however, the direct-sequence transmission 
is aliased because of necessity or choice so as to provide a covert 
transmission to the casual eavesdropper, this tracking accuracy must 
be increased. The measurements of the effects of aliasing have shown 
that an aliased transmission does not unconditionally inhibit the de­
modulation of the baseband information, as would occur in a conven­
tional sampling system. If the sequences are in perfect phase synchro-
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nism, the aliasing of the data spectra has no effect on the system 
performance. However, when a phase error exists with an aliased 
transmitter spectrum, inband alias noise is produced at the output 
of the correlator. It has been shown that with an aliased spectrum 
the synchronisation accuracy must be increased to avoid phase 
errors of more than 0.1 bits. It is this maximum value of phase 
error that will be used in the following chapter as a condition in 
the design of the synchronisation system.
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4. SYNCHRONISATION IN SPREAD-SPECTRUM SYSTEMS
4.1. Introduction
The experimental system described in chapter 3 assumed that perfect 
synchronisation between the spreading sequence of the spread-spectrum 
transmitter and an identical sequence locally generated at the corre­
sponding receiver could be initially obtained and then maintained 
for the duration of the transmission. In any spread-spectrum system 
that uses an active correlator it is the performance of the receiver's 
synchronisation circuitry that will fundamentally determine the over­
all performance of any individual communication link. It can be argued
therefore that the synchronisation aspect is the most important of all
the constituant blocks of a spread-spectrum system. This does not 
apply to a system using a passive correlator, such as a matched fil­
ter, which is therefore not considered in this chapter.
The requirements of a synchronisation system are that it must ini­
tially obtain synchronisation between the two sequences and then main­
tain this with both a small error and small probability of losing 
lock. As a spread-spectrum system is intended to be operated in a 
multiple access mode, a further criterion is placed upon the synchro­
nisation system, in that it has to perform under conditions of ex­
tremely small signal-to-noise ratios, usually considerably less than 
0 dB.
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In chapter 3 the effects of synchronisation tracking errors have 
been documented under various conditions. It has been shown in this 
chapter that, even when initial synchronisation has been obtained, 
under certain operating conditions the output signal-to-noise ratio 
of the receiver critically depends upon the accuracy to which the 
synchronisation can be maintained. The fall in output signal-to- 
noise ratio, as a result of synchronisation tracking errors, could 
well lead to the receiver's output being unintelligible when the 
system is operating with its maximum number of simultaneous users.
The maximum tolerable tracking error found from chapter 3 then sets 
one bound on the performance of the synchronisation system used in 
its design.
This chapter first looks at the problems of obtaining initial syn­
chronisation and reviews a number of techniques that can be employed ' 
for this purpose. It then examines various methods that have previ­
ously been proposed for maintaining synchronisation, once the initial 
acquisition has been achieved. One of these methods, the delay lock 
loop, is further investigated in detail for its possible use in 
the context of the proposed mobile system. The standard form of delay 
lock loop is first examined, and then different forms of this method 
are investigated and their performances compared. For these compari­
sons the performance of the various forms are examined both for the 
static conditions of the loop during its steady state and also the 
transient conditions encountered during locking, after the initial 
synchronisation procedure has brought the sequences within the active 
range of the delay lock loop.
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4.2. Initial Synchronisation Techniques
This section reviews the techniques for obtaining initial synchro­
nisation from a random starting state.
4.2.1. Serial Synchronisation
Before tracking can occur, during which time message transmission 
takes place, the initial synchronisation has to be established. Be­
cause of the pseudo-random nature of the sequences involved, which 
gives rise to the two level auto-correlation function shown in fi­
gure 4.1, the two sequences must initially be brought to within an 
accuracy of t 1 sequence bit width, before there is any indication 
of the relative phases between the sequences, which is derived from 
the correlation triangle. Outside these bounds the sequences are un­
correlated, and because the auto-correlation function is uniform, 
no indication can be simply gained as to the size of the initial 
ihase offset between the two sequences to be synchronised. This 
gives rise to a time uncertainty T^, which must be searched so as 
to establish the initial synchronisation.
The search can be carried out by simply phase advancing or retar­
ding the locally generated sequence at a constant rate with respect 
to the received sequence, so as to 'slide* the two sequences past 
each other. As the delay error passes throu^ zero bits offset, the 
received output from the correlation of the two sequences is a car­
rier wave, the envelope of which is shaped like the auto-correlation
175
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triangle of figure 4.1. For the receiver to obtain initial synchro­
nisation, this triangular pulse of carrier must be detected, to enable 
the serial search to be halted. The search time of the system before 
obtaining synchronisation is therefore the time taken to examine all 
the time positions over the time uncertainty period to detect the 
position of correlation. This type of search procedure is therefore 
called serial synchronisation. The analysis of this method has been 
developed by Sage (l), thus enabling its performance under noise con­
ditions to be computed. The performance has been examined by Sage for 
two types of configuration to detect the pulse of the correlated car­
rier. These are for a carrier pulse detector using a) a coherent de­
tector and b) an incoherent detector, as shown in figure 4.2(a) and 
(b) respectively. The coherent detector modulates the carrier pulse 
with an oscillator of an identical frequency, and the output is then 
averaged by a filter to produce an exact replica of the triangular 
envelope of the carrier pulse. In contrast to this, the incoherent 
detector uses a simple square law device to detect the envelope di­
rectly, which, owing to the square law action, does not reproduce the 
triangular shape exactly. In both cases a threshold device is used 
at the output of the detector. If the signal plus noise from the de­
tector exceeds the threshold level used, a decision is made that the 
signal is present and the search can then be halted. If the signal 
plus noise is below the threshold, the search continues. With this 
system there is the probability that a false synchronisation mi^it 
occur, i.e. a probability of false alarm p^^, and also a probability 
that a true synchronisation may be missed, i.e. a probability of 
false dismissal p^ ^. The relative values of these two probabilities
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are set by the threshold level used in the threshold detector. This 
is demonstrated by figure 4.3, which shows a typical probability den­
sity of the input envelope. The probability of a false alarm is the 
probability that with no signal present a noise sample will exceed 
the threshold level and therefore halt the search. This probability 
is equal to the shaded area indicated under the noise probability 
density distribution and above the threshold level, shown in fi­
gure 4.3 • In a similar way the probability of a false dismissal is 
the probability that with the signal present, the noise is more ne­
gative than the excess of the signal over the threshold value, as 
shown in figure 4.3 by the shaded area lying below the threshold and 
signal plus noise distribution. Clearly, altering the threshold al­
ters both probabilities, which, if the probability distributions are 
known, can be set to a desired ratio.
For normally distributed noise Sage (l) has produced curves which 
give a relationship between the probability of false dismissal, the 
probability of false alarm, the signal-to-noise ratio at the input 
to the detector and the serial search time per sequence bit T^ . These 
are reproduced in figures 4.4 and 4.3 for the incoherent and coherent 
detectors respectively, idien a matched filter is used at the input to 
both detectors. These curves show that the coherent detector gives a 
3 db to 3 dB improved performance over that of the simple square law 
incoherent detector. Both sets of curves are produced idien a matched 
filter is used at the detector input. A matched filter, however, re­
quires an infinite number of filter elements to realise its design in 
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used. This does not significantly alter Sage's computed curves how­
ever, because it has been shown (l) that with an optimum 3 dB pre-
1
detector filter bandwidth of Hz there is only a 1.1 dB degra-
dation in performance, compared to that found with a matched filter.
A complete implementation for this serial search procedure using the 
simple envelope detector would then be as shown in figure 4.6. 
When the correlation threshold has been exceeded, the control logic 
switches the voltage controlled oscillator from search mode over 
to the tracking signal derived from the tracking circuitry. The syn­
chronisation confirmation circuitry then checks whether this correla­
tion threshold has remained exceeded for a certain duration, which 
would not be the case with an initial false synchronisation. If it 
has not remained above the level set, the vco is switched back to se­
rial search mode.
The curves produced by Sage, figures 4.4 and 4.5, are now applied to 
the conditions that would exist with the multiple access system that 
is being investigated. It has been shown in chapter 3 figure 3.8 that 
with a three user system the signal-to-noise ratio entering the 
synchronisation serial search detector would be 5 in 17.4 kHz.
This corresponds to a signal-to-noise spectral density of:
= 47.4 dB (4.1)
o
lAere is the single sided noise spectral density.
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For a probability of false alarm and a probability of false dismissal 
both equal to 10 figure 4.4 gives:
Tg = 13.4 dB (4.2)
o
for an incoherent detector preceded by a matched filter, or alter­
natively;
igiT = 14.5 dB (4.3)
O
if the matched filter is replaced by a simple bandpass filter. This 
then gives rise to a maximum search time per sequence bit of:
Tg = 0.51 microseconds (4.4)
Expressing this in a different form, as the search velocity of the 
serial synchroniser, it becomes:
search velocity = I.96 x 10^ bits s ^ (4.5)
The search time for the 255 bit spreading sequences that have been 
proposed then becomes:
search time = 0.13 s (4.6)
This value of search time must be considered to be optimum, because 
not only is the noise entering the detector considered to be idiite 
Gaussian noise and therefore a best case condition, but also the pro­
bability of false synchronisation has been chosen to be reasonably 
large.
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It is important to relate what the probability of false alarm means 
in terms of the actual number of false alam events. This is defined 
as the expected number of false alarm events per unit time. It has 
been shown (2) that an empirical relationship exists, where the false 
alarm rate can be. estimated by multiplying the probability of false 
alarm by the predetector filter bandwidth. In the case stated above 
the false alarm rate is therefore;
false alarm rate = 6.86 s  ^ (4.?)
Expressing this in an alternative form means that there would be ex­
pected to be approximately 0.9 false synchronisations per synchroni­
sation attempt, and therefore the time allowed for synchronisation 
would have to be sli^tly increased to allow for the confirmation. 
Depending upon the time taken for the confirmation, it may be advan­
tageous to increase the search rate and permit more false alarms to 
occur. If necessary, the false alarm rate could be reduced by decrea­
sing either the predetector bandwidth or the false alarm probability. 
Both of these reductions would of course result in a reduction of the 
search time per sequence bit and therefore the search velocity. It 
must be remembered that, depending upon the confirmation time, a hi^ 
false alarm rate can be tolerated, because it does not lead to a per­
manent false synchronisation, but only a temporary state ^ile the 
system waits for confirmation. For a low data rate system the serial 
search procedure could be controlled by a microprocessor (3)« A sys­
tem such as this has the advantage of being able to define the search 
procedure and relevant parameters by software and as a result to be adap­
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ted in a relevant manner as the prevailing signal-to-noise ratio at 
the input to the detector changes.
4.2.2. Synchronisation hy Sequential Estimation
ihe serial synchronisation procedure as outlined in section 4.2.1, 
makes no use of any phase information from the incoming sequences 
and starts with both sequences having a random phase relationship. 
Several methods have been proposed to improve on this technique by 
using the phase information of the incoming sequence, and these tech­
niques come under the general heading of sequential estimation sys­
tems. The initial sequential estimation system was first described 
by Ward (4). This system, called Rapid Acquisition by Sequential Es­
timation, was given the acronym of RASE,
In this system the phase of the incoming sequence is taken into ac­
count by making the best estimate possible, under the prevailing 
signal-to-noise conditions, of the first n received bits. This esti­
mate is loaded into the receiver's n-stage feedback shift register 
generator and then used as the initial starting state in the local 
generation of the 2^-1 sequence. The block diagram of a typical RASE 
system is shown in figure 4.7 . After the initial estimate has been 
loaded into the generator and the sequence set running, the correct­
ness of the estimate is indicated by the cross-correlation with the 
input sequence. The cross-correlation is performed by multiplying 
the two sequences bit by bit and then filtering. The decision upon 

















cross-correlation value exceeds the threshold level of the in-lock 
indicator. The output from the in-lock indicator dictates what action 
should he taken. If it indicates that a hi^ level of correlation ex­
ists, no further action is taken and the tracking |circuitry maintains 
the synchronisation. If the correlation indicates that an incorrect 
estimate was initially taken, a new estimate of the last n incoming 
hits is taken and the process repeated until a correct estimate is 
finally made.
The acquisition time of this system is obviously related to the pro­
bability of making a correct estimate of a sequence bit, the length 
of the shift register generator and the time period for the correla­
tion to be examined. Ward (4) has shown that for the RASE system the 
average acquisition time of the system T^ is;
Pc*(l-Pfa) (1-Pfd)
viiere T^ = the correlation examination period
p^ = the probability of correctly estimating an incoming
sequence bit 
p^^ = the probability of false alarm
p^^ = the probability of false dismissal
n = the number of shift register stages
For very small p^^and p^^, lÆiich is the case in hi^ signal-to-noise 





This can be compared with a serial synchronisation technique, as 
proposed by Sage (l). For the serial synchroniser with an examina­
tion time of T*^  the average acquisition time T^can be expressed as;
T* = T* (4.10)a 2 e
for negligible p^^ and p^ .^
Considering 2^ to be large with respect to unity, equation (4.10) re­
duces to;
T* = 2^"^T* (4.11)a e
With the use of equations (4.9) and (4.11) the acquisition perfor­
mance of the two systems can be compared. Firstly though, the possible 
range of values of p^ in equation (4.9) must be investigated.
The probability of correctly estimating an incoming sequence bit, p^ , 
will obviously vary with the input signal-to-noise ratio. At very low 
signal-to-noise ratios p^ will tend to 0.5 • This is because a deci­
sion becomes totally random with an even chance of making a correct 
or incorrect estimate. Under these low signal-to-noise ratios the ac­
quisition time of the RASE system becomes;
T = 2^ T (4.12)a e  ^ '
Comparing with equation (4.11), this can be seen to be twice the ac­
quisition time that could be obtained by the use of a serial synchro­
niser.
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However, at large signal-to-noise ratios p will tend to unity and 
the acquisition time of the BASE system will tend to:
T = T (4.13)a e '
This means that the system acquires synchronisation after the first
estimation. Under these conditions the RASE technique shows an ac-
(2^—1)quisition improvement over the serial synchroniser of which
is half the sequence length.
Therefore the acquisition time of a RASE system varies from being 
twice that of a serial synchroniser to being ^ times less de­
pending upon the input signal-to-noise ratio. Under certain signal- 
to-noise conditions therefore the acquisition performance of the 
two systems will be identical and so form a boundary condition be*- 
tween them. This is found by equating equations (4.9) and (4.11). 
This results in the acquisition times being equal when the probabi­
lity of obtaining a correct bit estimate in the RASE system, p^ , is:
(l-n)
P„ = 2 " (4.14)
For a 255 tit spreading sequence, as previously proposed, this yields 
a value of:
Pc = 0-5^5 (4.15)
This value of probability can be converted to an equivalent input sig­
nal-to-noise ratio by using the relationship established by Ward of:
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= 1 - Prob v^ >0 •Prob - Prob V °  K “ •Prob
(4.16)
vAiere P^ = the sequence signal power
the signal plus noise voltage at the input of the limi­
ter idiich forms the digital levels to pre-load the se­
quence generator
The relationship is shown in figure 4.8 as a function of the input
PgD
signal-to-noise ratio —  , assuming white Gaussian noise. As can be
o
seen, the probability of a correct bit decision varies between the 
two bounds of 0.5 and unity. From figure 4.8 the input signal-to- 
noise ratio which must exist to make the acquisition times of the 
serial synchronisation and RASE systems be equal, can then be found 
by using the value of p^ found in equation (4.15). This probability 
corresponds to an input signal-to-noise ratio of -20 dB, which sets 
a boundary condition between the two systems. Therefore in a signal- 
to-noise ratio environment which is better than -20 dB, the RASE 
system shows a theoretical advantage over the serial correlation for 
a 255 bit spreading sequence. The degree of improvement depends upon 
the degree to vhich the signal-to-noise ratio is greater than -20 dB.
With equation (4.8) it is now useful to examine the acquisition time 
of the RASE system in a low signal-to-noise ratio environment, vhen 
the probabilities of false alarm and dismissal begin to become signi­
ficant. This acquisition time can then be compared with that found 










been found that for a system using a 255 bit spreading sequence, for 
probabilities of false alarm and dismissal both equal to 10 ^ and 
with a detector input signal-to-noise ratio of 5 3^* the average 
search and acquisition time is 0.13 seconds. Before the acquisition 
time of a RASE system under similar conditions can be computed, it 
is necessary to convert the 5 dB detector input signal-to-noise ra­
tio into an equivalent system input signal-to-noise ratio. From the 
measured system noise performance, given in chapter 3, of the practical 
system of interest the equivalent RASE system input signal-to-noise ra­
tio is found to be -15 dB. Using figure 4.8, the RASE system input sig­
nal -to-noise ratio corresponds to p^ , the probability of a single bit de­
cision being correct in the RASE system, of p^ = O.58. With this 
value and using probabilities of false alarm and dismissal both be­
ing 10 ^as before, then from equation (4.8):
\  = 79.67 Tg (4.17)
Purtheimore, Ward (4) has found experimentally that an estimation period
Tg o± 50 microseconds is allowed when the false alarm and dismissal pro­
babilities just become significant; therefore for the RASE system the 
acquisition period becomes;
\  3.98 ms (4,18)
Comparing this with the 0.13 seconds for a serial synchroniser under 
the same conditions, the RASE system shows a significant improvement.
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4.2.3» Recursion Aided Locking of Sequential Estimation Systems
The EASE synchronisation system has the disadvantage that tracking is 
attempted after every estimate of the last n received sequence hits 
has been loaded into the local sequence generator as the initial star­
ting state. As time is needed for the estimate to be confirmed by 
checking the correlation between the sequences, then, if a large num­
ber of attempts had to be made under conditions of poor signal-to- 
noise ratios, the acquisition time could be significantly slowed down. 
A system to improve on the RASE technique by overcoming this disadvan­
tage has been proposed by Ward and Yiu (5) • It is called Recursion 
Aided Rapid Acquisition by Sequential Estimation, which is given the 
acronym RARASE. The block diagram of a typical RARASE system is shown 
in figure 4.9 .
In this technique the known recursion relationship of the incoming se­
quence is used to determine if the short estimate of the input sequence 
that is taken is probably correct or not. Ihis is done by checking if 
the estimate loaded into the generator would produce the correct feed­
back bit, so as to continue to emulate the incoming sequence. Conse­
quently the system can decide iheiher an attempt should be made to 
track with its then present estimate or not. Obviously the more bits 
it can check, the more accurate the system can be on deciding whether 
the estimate is correct or not. With this technique a high proportion 
of the incorrect initial estimates can be disregarded without the sys­
tem attempting permanent synchronisation. By disregarding a hi^ pro­
portion of incorrect estimates, the acquisition can therefore be spee­
ded up.
s,
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The improvement obtained with the RARASE technique over that of the 





p /  + 3 (1-Pc) ^
m
(4.19)
where p^ = the probability of a single bit of the estimate to be 
correct
m = the number of 3-input modulo-2 adders in the estimate
testing logic, i.e. the number of bits tested by re­
cursion
This relationship only holds idien no bits of the sequence generator 
are checked by more than one modulo-2 adder, so that each check can
be considered to be statistically independent of any other.
The RARASE system can now be compared with the RASE system by the 
use of equation (4.19) under the same conditions that were used to 
compare RASE with serial synchronisation. Therefore, using the same 
probability of a correct bit decision, p^ = 0,58, and an arbitrary 
value of m=4, equation (4,19) gives:
T^ RARASE = 0,56 T^ RASE (4.20)
This shows an approximate improvement of a factor of 1.8, and there­
fore the acquisition time of 3.98 ms found for the RASE system would 
be reduced to 2.23 ms for the RARASE technique. Other forms of recur­
sion aided techniques that exist (6,7) use the approach of correcting or
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improving upon the initial estimate by using error correcting net­
works, These systems, however, require a significant amount of logic 
hardware.
Although these sequential estimation techniques, RASE and RARASE, 
show an improvement in acquisition time compared with the simple se­
rial synchroniser, their main disadvantage is that they rely on the 
individual bits of the sequence being detected by a simple threshold 
device. In a white noise environment the probability of estimating n 
sequential bits correctly is p^ ,^ and because of the true random na­
ture of the interference, a correct estimate is therefore likely to 
occur eventually. However, under the conditions of other-user noise, 
which would be encountered in a multiple access situation, the chance 
of making a correct estimate would be severely reduced because of the 
degradation caused to the wanted sequence by all the other two level 
non-random sequences that would also be received. With such worse 
case conditions there is a chance that a totally correct estimate 
would never be made, therefore permanently denying any valid synchro­
nisation. However, because the serial synchroniser relies upon corre­
lation to detect lock and because it must always pass through the 
* in-lock* position due to the nature of its operation, then, althou^ 
its theoretical acquisition time is inferior to the sequential esti­
mation systems, it will always eventually find lock. This is of course 
subject to the conditions that it uses a suitable search velocity and 
that the prevailing signal-to-noise ratio conditions are not so bad as to 
make synchronisation impossible. As a result, this makes the serial 
synchroniser a preferred system for use in a multiple access system.
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4.3. Sequence Tracking
Once synchronisation, to within il hit, has been achieved by one of 
the initial procedures outlined in the preceding sections, it is imme­
diately necessary to provide control over the phase of the locally 
generated sequence. This control has to pull the two sequences toge- 
•tiier over the last sequence bit and then maintain the position by 
tracking any phase variations of the incoming sequence. This is ex­
tremely important, because any phase error caused by tracking inaccu­
racy will cause a direct fall in the output signal-to-noise ratio of 
the receiver, as shown earlier in chapter 3» Tracking is achieved by 
sensing the delay error between the sequences and then via a voltage 
controlled oscillator forcing the bit rate of the locally generated 
sequence to change, so that the error is minimised.
The two techniques for doing this are;
(a) tau-dither tracking (8,9) 
and (b) delay lock loop tracking (lO,ll)
Both systems are described in this section, but more attention is 
paid to the delay lock loop, as this is the technique that provides 
the basis for the synchronisation of the communication system under 
investigati on.
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4.3.1. Tau-Dither Tracking Loop
Tau-dither tracking makes use of the triangular auto-correlation 
function of a maximal length sequence. The principle of the opera­
tion of the system is that the correlation between the sequences is 
degraded by a known amount, the effect is observed and then used in 
comparison with the known degrading signal to improve the degree of 
correlation and, as a result, reduce tracking error. The system is 
shown in block diagram form in figure 4.10 . The tau-modulation sig­
nals and the respective envelope modulation due to the correlation 
loss are shown in figure 4.11 with respect to the relative phase po­
sitions of the two sequences to be locked. The phase of the modula­
tion produced at the output of the correlator with respect to the 
tan-modulation signal determines the necessary error signal, so as 
to reduce the tracking error that exists between the two sequences.
The one main advantage of this technique is that iiiere are some eco­
nomies of implementation compared with a delay lock tracking system. 
This is brought about by the fact that this technique produces a se­
quence locked with zero delay error with respect to the incoming se­
quence, and therefore any message demodulator can be connected di­
rectly to the output of the loop's correlator. This therefore results 
in the saving of an additional multiplier circuit.
The disadvantage of this system, and it can be quite major, is the 
fact that when the tau-dither system is synchronised, the correlator 

















Figure 4.10 Tau-Dither Tracking Loop
• denotes phase position of 
the signals to be locked
modulation produced
m . ~ n s
Tau-modulation
(a) in phase (b) phase retarded (c) phase advanced
Figure 4.11 Typical Tracking Signals of a Tau-Dither System
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two operating positions, advanced and retarded from the peak as de­
fined by the tau-modulation, always hold the sequences at a position 
sli^tly offset from the correlation peak and therefore the output 
signal-to-noise ratio is never at its maximum. If the tau-modulator 
introduces a total phase shift of l/d bits, for the perfect triangu­
lar correlation function the output signal-to-noise ratio will be re­
duced by a factor l/Zd of the maximum. If, however, the data has been 
aliased, then, as shown in chapter 3» the output will not fall off 
linearly up to a phase error of one bit. It has been shown that, de­
pending upon the degree of aliasing, the signal-to-noise ratio will 
fall off much more sharply than given by the perfect triangular cor­
relation function. It is under such conditions that the extra degra­
dation caused by the tau-modulation when the two sequences are syn­
chronised, could be intolerable. In addition to this it has also been 
shown (8,9) that, depending upon the post-correlation filter band­
width, the dithering loop requires between 1 dB and 3 dB more input 
signal-to-noise ratio than the delay lock loop for equal tracking 
performance. In a multi-user situation where the noise level is high, 
this could represent an intolerable loss, whereas in a single user 
application, as in tracking radar, this loss would not be as severe.
4.3.2. Delay Lock Loop
The delay lock loop was first described by Spilker and Magill (lO) as 
a device for tracking the delay difference between two correlated 
waveforms. This was then modified by Spilker (ll), so that the loop
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became particularly applicable to the tracking of binary sequences 
from feedback shift registers, As in the tau-dither technique, the 
delay lock loop also makes use of the triangular auto-correlation 
function of maximal length sequences. Unlike the tau-dither system 
however, where the correlation is regularly sampled at two values 
of delay, the delay lock loop has continuous correlation at two in­
dependent values of delay. The basic block diagram of a standard 
delay lock loop is shown in figure 4.12 . The loop equations are 
now developed for the steady state condition. The transient condi­
tion of the loop during locking is examined at a later stage in 
section 4.7 •
An n-stage feedback shift register generates two identical but time 
displaced versions of a maximal length sequence s(t). Each of these 
two versions s(t-T+D) and s(t-T-D) is simultaneously cross-correla­
ted with the received sequence s(t-T) and the additive Gaussian 
noise term n(t), where T denotes the time delay of the received se­
quence and T the estimate of this delay from the delay lock loop.
The outputs of the two independent correlators are then differenced 
and filtered, so as to provide an error signal to drive the vco of 
the local sequence generator. The characteristic of the discrimina­
tor can be found by examining the difference signal of the two cor­
relation outputs. This is expressed as;











The discriminator characteristic is then formed "by taking the long 
term average of equation (4.21), which is performed "by the loop fil­
ter. The discriminator characteristic then:
Dgg(e) = H^(e-D)-Eg(e+D) (4.22)
where R (u) is the auto-correlation function and e = T-T the loop s ' '
delay error.
The characteristic has an *inverted-N* form. The construction and fi­
nal form of the characteristic as expressed hy equation (4.22) are 
shown in figure 4.13 • This shows that for a delay error of |e| =^ 2D 
a discriminator characteristic is formed and then the loop will exert 
an influence upon the vco of the local sequence generator by produ­
cing an error signal whose amplitude variation about its steady state 
value will follow the shape of the characteristic. Outside this range 
of delay error no characteristic is formed, due to the uniformity of 
the sequence's auto-correlation function, and therefore no error sig­
nal is produced to force the sequence generator to take any specific 
value of delay error. Therefore, outside this range the local sequence 
is not controlled and the loop can thus be considered to be 
in an inactive state.
Ihe subscript of 2D on the discriminator characteristic notation 
D£j)(e) denotes that the time displacement between the two identical 
sequences within the delay lock loop is twice the period D of a single 
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203
other delay differences can he used, in particular ID, and the effect 
of this on the discriminator characteristic is shown in figure 4.l4 , 
The advantages of a ID or 2D tracking loop are discussed in a later 
section,
Spilker (ll) has analysed the loop when operating over the linear 
portion of its characteristic around the in-lock state, i.e. |e|<D, 
and has demonstrated that .the linearised eq^ uivalent circuit for the 
loop is as shown in figure 4.15 • The closed loop transfer function 
is;
gF(s/s )
H(p/s^) - s/s + gF(s/s ) (^.23)
vhere F(s/ s ^) = the loop filter transfer function
s = the loop filter frequency constant in rads”^
^og = —  = the normalised loop gain
o
g = the dc loop gain, such that a delay error of e
produces a change in sequence clock frequency
of
As shown in figure 4.15, this closed loop transfer function is defined 
for an equivalent loop input of;
• T +  • 4. Tequivalent inmit = 5 +   (4.24)
vdiere n^(t) = the equivalent white noise contribution at the out­
put of the cross-correlation network arising from
2C4
closed loop transfer function H(s/s )
Figure 4.15 Linearised Equivalent Network for the Delay
Lock Loop
Figure 4.l6 Loop Filter of the Delay Lock Loop
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the input noise n(t) 
ns(t,e) = the self-noise term of the loop produced hy the 
multiplication of the two local sequences with 
the incoming sequence, and therefore it is also 
a function of e.
Spilker has shown that when the loop is approaching the locked state, 
i.e. e«o, the self-noise term is negligible. Therefore, when the se­
quence length M ^ 1, the equivalent input becomes:
Tequivalent input = ^ —  (4.25)
For a tracking loop operating in white noise conditions, where the 
variation in the delay of the input sequence with respect to time, 
i.e. T(t), is a ramp function, it has been shown (12) that the opti­
mum performance of the loop is obtained with a closed loop transfer 
function of;
I + J2 s/s
H(s/sJ =
° 1+ #  s/s^ + (s/s^)^ (^.26)
The closed loop transfer function of the delay lock loop, as given in 
equation (4.23), can be made to approximate this ideal transfer func­
tion by using a loop filter transfer function F(s/s^), as shown in 
figure 4.16. The larger the normalised gain constant, g, is made, the 
closer the loop's transfer function becomes to that given in equation
(4.26).
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As with other systems, the influence of external noise on the track­
ing accuracy of the loop is defined by the mean sqare delay error or 
2jitter cr . This can be found by using the relationship for jitter 
of;
<r = S N(f) df (4.27)
ihere N(f) is the noise power spectral density. In a similar expression 
the useful parameter of the equivalent loop noise bandwidth is found 
from;
= i
H( jZ-rrf/s^ ) df (4.28)
For the 2D-tracking loop, using equation (4.24) in conjunction with 
equation (4.27) the loop mean square jitter becomes;
2cr M / G^(f) H(j2trf/s^ )
-O O
df (4.29)
ihere G^(f) is the power spectral density of the equivalent input n^(t).
As the equivalent noise input is the noise at the output of the cross­
correlation network, it can be expressed as;
n^(t) = rs(t-^+D) - s(t-$-D)1 n(t) (4.30)
If n(t) is uniform white noise, n^(t) is also uniform. If n(t) has a
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power spectral density of N^, then:
G„(f) = (4.31)
Then hy using the optimum tracking transfer function of equation
(4.26) with equation (4.29), the normalised mean square delay error 
2
for a 2D-loop is;
=  2 " 12
N s o o M
m-1 (4.32)
ihere is the signal power.
Similarly, the equivalent loop noise bandwidth of equation (4.28) be­
comes :
B = 1.06 s Hz n o (4.33)
As in most systems, the delay lock loop will encounter a threshold 
effect, if the mean square jitter becomes too large. Exper­
imental results by Spilker (ll) indicate that to maintain 
a negligible probability of loss of lock, the mean square de­
lay error must be cr- 0.3D. Using this value in equation (4.32) estab­
lishes a threshold signal-to-noise ratio for the 2D-loop of;
M 2
M+1 (4.34)
This defines the minimum signal-to-noise ratio that the loop can ope­
rate in , with a given equivalent loop noise bandwidth B^ , while having
a negligible probability of losing lock.
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4.3.3» Alternative Configurations of the Delay Lock Loop
The form of delay lock loop described in the previous section was 
termed a 2D-tracking loop, because the two identical sequences used 
within the loop were time displaced by a two sequence bit delay. As 
previously mentioned, the delay between these two sequences can be 
altered, resulting in a change in the loop's discriminator character­
istic, as shown in figure 4.l4 .
In particular the most, useful of these different time displacements 
is the one sequence bit delay. This therefore leads to idiat can be 
called a ID-tracking loop. The advantage of this configuration over 
that of the 2D-tracking loop lies in its improved performance under 
conditions of noise.
A detailed analysis by Magill (13) shows that the improvement arises 
because of the changing values of correlation within the differential 
correlator resulting in idiat can be considered to be a change in 
equivalent noise bandwidth. The analysis shows that there is a 3 dB 
improvement in the mean square tracking error when using a ID-tracking 
loop compared to that found when using a 2D-tracking loop, assuming 
identical locking sequence bit rates. However, this improved noise 
performance is achieved at the expense of a reduction in 
the strength of lock compared to the 2D-tracking loop. This reduc­
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tion in strength of lock is as a result of the loop now only being 
active over a , shorter delay error because of the reduction in the 
width of its discriminator characteristic. The loss in strength of 
lock results in the loop being less able to compensate for a fre­
quency offset between the incoming and locally generated sequences. 
This frequency offset between sequences may be that which exists 
to slide the sequences past each other, if the delay lock loop it­
self is being used as a serial synchroniser, or alternatively it 
may result from a change in velocity of a mobile transmitter or re­
ceiver, once lock has been achieved. This loss in strength of lock 
has been examined by Nielsen (l4). By means of a computer solution 
Nielsen has shown that the maximum frequency offset between sequen­
ces, if the loops are used in a serial search mode, is reduced from 
2.0 s^ Hz for the 2D-tracking loop to 1.0 s^ Hz for the ID-track- 
ing loop. Similarly the maximum permissible step change in frequency 
offset that can occur idien a delay lock loop is already in lock, as 
might occur with a change in relative velocity between transmitter
and receiver, is reduced from 2.2 s Hz to 1.1 s Hz. This can beo o
summarised by saying that the 3 dB increase in noise perfozmance of 
the ID-tracking loop results in an effective 3 dB loss in the strength 
of lock when the loop is subject to outside disturbances. Since in a 
mobile situation the ability to maintain lock is of paramount impor­
tance and it is likely that the data demodulation section will set 
the threshold on the minimum tolerable signal-to-noise ratio and not the 
synchroniser, the 2D-tracking loop becomes the more appropriate under 
the conditions. It is the 2D-tracking loop therefore that is examined 
in the later sections.
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As can be seen from the above, a reduced width discriminator charac­
teristic results in a reduction of the ability of the loop to main­
tain lock when subject to outside disturbances. With this in mind, 
a technique for broadening the discriminator characteristic of a de­
lay lock loop has been proposed by Davies (15). This is achieved by 
linearly summing together a number of time delayed versions of the 
local sequence, each version suitably amplitude scaled, to form a 
composite multi-level sequence. When this multi-level sequence is 
cross-correlated with the incoming sequence, the extended discrimi­
nator characteristic can be produced. This is shown in figure 4.1? (a), 
with an appropriate implementation in figure 4.17(b) for a delay 
lock loop correlator with a doubled lock range. This extension is at 
the expense of increased hardware complexity. It has been shown (I5) 
that for a discriminator characteristic width of iyD, y advanced 
and y retarded versions of the local sequence must be combined. A 
system to derive this, as is shown in figure 4.17(b), requires 2y 
balanced modulator multipliers and (y-l) multiplications by non­
unity scaling constants.
A disadvantage of all these forms of delay lock loop, however, is 
that they are sensitive to any gain imbalance between each aim of 
the cross-correlation network. Any imbalance between the two arms 
can distort the delay lock loop discriminator characteristic and 
as a result cause phase errors to occur during tracking. These 
phase errors would cause a fall in the demodulated signal-to-noise 
ratio from the spread-spectrum receiver. Unlike the delay lock loop 













correlator to give the discriminator characteristic
shown above
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absence of a two arm correlation network. It is advantageous, though, 
to use a delay lock loop implementation because of its improved noise 
performance over that of a| tau-dither system, the improvement lying 
between 1 dB and 3 dB, depending upon the post-correlation filter 
bandwidths (8,9).
Two implementations of the delay lock loop, designed to overcome the 
gain imbalance problem, have been proposed by La Flame (l6) and Hop­
kins (17) • These implementations are shown in figures 4.18 and 4.19 
respectively. The configuration proposed by La Flame, figure 4.18, 
overcomes the problem by differencing the local sequences prior to 
them being applied to the cross-correlation network and then multi­
plying the two arms together, so that a gain variation in either arm 
affects the overall error signal. However, the gain imbalance insen­
sitivity is achieved at the expense of increased hardware in terms 
of multipliers and summing junctions. Therefore, althou^ theoreti­
cally it has the same performance as a conventional delay lock loop, 
some loss of noise performance could arise in a practical implemen­
tation because of the increased complexity.
The double-dither system however, as shown in figure 4.19, does not 
have an increase in active hardware. This system is a direct hybrid 
of the basic delay lock loop with the tau-dither tracking technique. 
Ihe only increase in hardware are the dither switches, and so the 
system is attractive from the point of view of practical realisation 
with respect to noise performance. It has been shown (17) that this 
system eliminates the effects of any gain imbalance that mi^t exist
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ijnile still keeping the same noise performance as the simple delay 
lock loop. It therefore has an improved performance compared to the 
tau-dither system.
4.4. Radio Frequency Delay Lock Loop
In the preceding sections all the synchronisation systems have heen 
operating at "baseband. As a digital sequence can only be transmitted 
the use of an rf carrier, any tracking circuitry must "be able to 
operate under these conditions. To enable the tracking system to syn­
chronise to the rf signal, it is necessary to employ extra techniques 
in conjunction with the delay lock loop.
Hiree techniques used to operate with an rf signal are:
(a) envelope correlation
(b) phase-coherent correlation
(c) phase-lock demodulation followed by correlation
These techniques are shown in figures 4.20, 4.21 and 4.22 respec­
tively. The three techniques have been examined in detail by Gill 
(l8) on the "basis of their jitter performance in the presence of 
noise, and the results are reproduced in figure 4.23 • As mi^t be 
expected, the performances of the phase-coherent correlation system 
and the phase-lock demodulation followed by correlation are iden­
tical. The envelope detector system, however, follows the perfor-
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Figure 4.20 Envelope Correlation Delay Lock Loop
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Figure 4.23 Comparison of rf Delay Lock Loop Implementations
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mance of the other two systems down to an input signal-to-noise ratio 
in 6,375 MHz of -11 dB. Below this value the tracking perfomance of 
the envelope detector system begins to deteriorate, due to signal sup­
pression in the envelope detectors.
In any system to be introduced as a means of communication between 
remote sites one of these techniques would have to be employed.
Gill's results indicate that either of the phase-locked systems 
would be optimum, although they do exhibit a limiting threshold due 
to the phase-lock loop.
4.5. Effect of Data on Synchronisation Systems
In the previous systems the sequences involved do not carry informa­
tion, since they are usually only used for ranging and tracking pur­
poses. In a communication system the information to be transmitted 
is carried by the spreading sequence in the form of bi-phase keying. 
If such a composite sequence is applied to a delay lock loop, then, 
T^ ien every change in a data bit is encountered, the inverted 'N-type* 
characteristic of the delay lock loop discriminator will be inverted. 
This systematic inversion of the discriminator characteristic will 
cause the sense of the feedback in the delay lock loop to switch be­
tween positive and negative. If the data rate is slow compared to 
the delay lock loop's correlation bandwidth, this inversion will 
force the loop out of lock. However, if the data rate is hi^ com­
pared to the correlation bandwidth, vdiich is more usual, the process
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of repeated inversions of the discriminator characeristic is averaged 
out to zero by the loop filter. As a consequence no discriminator charac­
teristic would be foimed at all, and therefore the loop would be totally unable 
to hold an in-lock position of the sequences or even any other position, as no 
error signal would be produced. Obviously therefore, before any tracking can 
occur it is necessary to remove the influence of the data from the delay 
lock loop, so that a valid discriminator characteristic can form.
The conventional way of removing the data, so that a discriminator 
characteristic can be formed, is to use envelope detection in a si­
milar manner to that used in the rf delay lock loop shown in figure 
4.20 . If it is assumed that some phase-lock demodulation has been used 
in the receiver, so that the data encoded sequence entering the loop 
is at baseband, it is no longer necessary to incorporate a local 
oscillator as shown in figure 4,20, because the filter and envelope 
detector are now able to cope with the frequencies involved. The 
operation is such that the filters form the correlation function, 
but these correlation characteristics will be the envelope of the 
data signal. The correlation characteristics can be considered to 
be raised in frequency by the data frequency used. The correlation 
functions are then fully extracted by the envelope detectors before 
being differenced to form a valid discriminator characteristic, in 
order to enable tracking to be carried out.
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The following sections examine two completely different techniques 
(19) of overcoming the problem caused by data interference within 
a delay lock loop synchroniser. These techniques are:'
(a) code-burst synchronisation
(b) data-feedback synchronisation
These two techniques are to be investigated because, as shall be 
seen later, systems using envelope detection usually suffer from a 
loss of delay lock loop sensitivity when operating with small delay 
errors which occur near the in-lock position. This loss of sensiti­
vity leads to a loss of synchronisation accuracy. The above mentioned 
techniques would not suffer from the same reduced sensitivity and 
therefore synchronisation accuracy would still be maintained under 
conditions of small delay error. It has been shown in chapter 3 that 
synchronisation accuracy can be crucially important. Synchronisation 
systems able to maintain the required accuracy lead to an increase in 
performance of the overall system.
4.5.1. Gode-Burst Synchronisation System
In this technique -there is no alteration in the structure of the de­
lay lock loop synchroniser and this remains in its basic form as 
shown in figure 4.12 . In itself -this is an ad-vantage in terms of 
noise performance because of circuit simplicity. The difference with 
this technique, however, occurs at the spread-spectrum transmitter 
prior to transmission. Here the code-burst system diverts some of
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the signal energy into the synchronisation process alone by periodi­
cally interrupting the sequence modulated data and allowing only a 
short burst of pure code to be transmitted. Figure 4.24 illustrates 
the technique used. Depending upon the logical state of the control 
input the multiplexer either passes sequence modulated data or pure 
sequence to the rf modulation section for transmission. The period 
of the code-burst, or in other words the duty cycle, is dependent 
upon the mark-to-space ratio of the control signal input. An impor­
tant feature is that the sequence runs continuously and therefore no 
loss of phase is encountered during the bursts.
The result of this burst action at the delay lock loop is that during 
the burst of pure sequence a discriminator characteristic is formed, 
but during the burst of coded sequence the characteristic disappears 
because of the systematic inversion by the data. The resultant on-off 
nature of the discriminator characteristic is averaged over the whole 
code-burst period by the integrating action of the loop filter within 
the delay lock loop. This then results in the formation of a continu­
ous characteristic but reduced in amplitude. It is only continuous of 
course, provided that the burst rate is outside the delay lock loop 
bandwidth. Since the characteristic is linearly averaged over the 
code-burst period, the amplitude is in direct proportion to the ratio 
of the period of pure sequence to the total burst period, i.e. per­
centage code-burst, and is shown in figure 4.25 •
The burst signal is also being fed to the data demodulation section 
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at the output of the data correlator \toen the two sequences are in synchron­
ism is a series of samples of the data signal occurring at the code- 
burst rate. The signal therefore appears like a conventionally sam­
pled signal. In order to minimise the processing of this sampled 
signal within the data receiver section it is necessary that the 
sampling rate obeys the sampling law. The sampling law states that 
the sampling frequency must be at least twice the hipest frequency 
contained within the signal which is to be sampled before accurate 
signal reconstruction is possible. To satisfy this criterion the 
burst rate was nominally 200 kHz, as the signal to be sampled was 
an fm carrier variable between 5 kHz and 36 kHz. With this code­
burst frequency no additional circuitry is required within the re­
ceiver, as the reconstruction of the signal is, performed by the 
post-correlation filter of the data correlator.
4.5.2. Data-Feedback Synchronisation System
"Die alternative method of reducing the effect of the interference of 
the data upon the tracking action of the delay lock loop is to re­
move the data from the incoming sequence before that sequence rea­
ches the loop. The whole of the delay lock loop can then operate at 
baseband, as previously described. The method of accomplishing this 
data-feedback system is shown in block diagram form in figure 4.26 . 
The information is carried by the frequency modulation of a square 
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In order to explain the operation of the data-feedback synchroniser 
it is first assumed that the incoming and local sequences have been 
brought close to an accurate in-lock position by the action of some 
initial synchronisation procedure described earlier, such as serial 
synchronisation. At this stage the sequences will be sufficiently in 
synchronism, i.e. a delay error of less than 1 1 sequence bit, for 
some sort of signal to appear at the output of the data correlator, 
albeit a signal of poor signal-to-noise ratio. In this case of inte­
rest the signal is the fm modulated square wave which is fed to the 
conventional phase lock loop demodulator. The conventional phase 
lock loop demodulator can then lock onto this signal to produce an 
audio output and also, more importantly for synchronisation, a de­
layed version of the fm carrier, m(t-T^), from idie output of the 
loop's voltage controlled oscillator. The delay of iliis signal is 
due mainly to the phase delay around the phase lock loop, but also 
to the delays of the various circuit elements that the signal has 
passed through. The fm carrier from the phase lock loop vco is then 
fed to a modulator preceding the delay lock loop synchronisation cir­
cuitry. Meanwhile the signal which is the input to the data correla­
tor is also applied to a hard limiter, in order to produce a signal 
of binary levels. The output of the hard limiter is designated
output = m(t-T^) s(t-T^) (4.35)
where T^ is all delays in that signal path. This signal is passed through a 
delay equalisation network of delay T^ and applied to the other port of the 
modulator preceding the delay lock loop. The delay equalisation network is 
necessary to ensure that the signals arriving at the two ports of the modula­
tor have no net differential delay because of their different paths. Otherwise,
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in the case presented here of the information being carried on an 
fm carrier, the carriers at each input to the modulator would be of 
different frequencies. The output of the pre-delay-1 ock modulator is 
then;
output = m(t-T^-T^) s(t-T^-T^) m(t-T^) (4.36)
and when the delay equalisation network is correctly set, i.e.
T^ = T^-T^, the output becomes;
output = s(t-T^-T^)
= s(t-T^) (4.37)
Therefore, if the delay equalisation network correctly balances the 
different delays with the system, a clean unmodulated sequence is 
produced at the output of this modulator and is then used by the 
delay lock loop. The delay lock loop can now form a discriminator 
characteristic due to the lack of data interference and the loop 
commences tracking. This forces the sequences into accurate phase 
synchronisation, which in the process significantly increases the 
signal-to-noise ratio entering the conventional phase lock loop 
from the data correlator, so improving and strengthening the sys­
tem's hold on the in-lock position.
The advance of T^ seconds inserted into the path of the locked se­
quence from the delay lock loop is to ensure that the sequences 
arriving at the data correlator have no differential delay error 
vhen the delay lock loop synchroniser is in lock. This seemingly
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impossible requirement of an advance in time of seconds can easily 
be achieved by taking the sequence from an output one stage further down 
the shift register generator than normal, which corresponds to an advance 
of D seconds, and then delaying this output by an amount (D-T^) seconds. D 
is the time period of a single bit of the digital sequence.
Therefore in a data-feedback synchroniser, once initial synchronisa­
tion to within t 1 sequence bit has been achieved by some initial syn­
chronisation procedure, enough of the data signal is produced to be 
used to remove the data modulation from the incoming sequence before 
it is applied to the delay lock loop, A discriminator characteristic 
is then formed and tracking can take place.
4.6. Delay Lock Loop Implementation and Performance
This section of the thesis examines the piractical implementation of 
a delay lock loop using the various techniques described in the pre­
vious section, namely envelope detection, code-burst and data-feed­
back. Of these techniques the code-burst synchroniser is easiest to 
implement because of there being no Change in the structure of the 
delay lock loop from its basic form. As a result it is expected that 
the noise performance of this type of synchroniser will show improve­
ments over the other forms. Therefore the performances of each type 
of loop under various conditions of input noise, i.e. thermal white 
noise and other-user spread-spectrum noise, are critically compared. 
The use of other-user noise as an input to the loops is important.
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as this simulates moi’e closely the kind of conditions that would 
prevail if the systems were operated in a multi-user environment.
In addition to comparing the performances of the different types 
of loop, a comparison is also made between different forms of con­
struction of a synchronisation loop. The comparison is between ana­
logue and digital construction and these two alternatives will be 
compared by the use of the code-burst loop.
In particular, this section examines the steady state performances 
of the synchronisation loops concerned, and the transient perfor­
mance during acquisition of this steady state is examined in sec­
tion 4.7 .
4.6.1. Initial Design of the Delay Lock Loop
Before comparisons can be made the frequency constant s^ of the delay 
lock loop must be calculated, given ilie signal-to-noise ratio condi­
tions that the loop must operate under and the maximum tolerable 
jitter under such conditions. This then defines the equivalent loop 
noise bandwidth.
It was stated in section 4.3.2. that for a 2D-tracking loop the nor­
malised mean square tracking error is given by;
(4.38)
2 NO’ = 2.12 s MD P 0s M+1
N
^  = 2.12 s f o r M » l  (4.39)D °
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It was also stated in this section that the system threshold of rms 
jitter to give a negligibly small probability of loss of lock, i.e. 
|e| <D, is 0"= 0.3 D. It was shown in chapter 3, however, iiiat if 
aliasing is employed to make the direct-sequence transmission co­
vert, then, depending upon the degree of aliasing, the tolerable 
tracking error is considerably reduced before there is a significant 
fall in the demodulated output signal-to-noise ratio, although lock 
has not been lost. It was found that the maximum tolerable tracking 
error under such conditions would be of the order of |el<|0.1D . It 
is this criterion that will be used to establish the maximum toler­
able rms jitter so that there is no significant fall in demodulated 
signal-to-noise ratio, and not the criterion to define a small pro­
bability of loss of lock. However, it must be noted that an rms jit­
ter which satisfies this new criterion must obviously satisfy the 
criterion for a negligible probability of loss of lock as well.
So as to make any loss of demodulated output signal-to-noise ratio 
caused by aliasing negligible, the synchronisation loop will be de­
signed to have a ma^ cimum tolerable rms jitter of cr= 0.03 D . If tech­
niques such as preemphasis and de emphasis were used in the spread- 
spectrum system to increase the process gain of the overall receiver, 
then, as shown in chapter 3, it would be possible to operate down to 
received signal-to-noise ratios of -12 dB while still giving an 
adequate output signal-to-noise ratio in the region of 20 dB. This 
input signal-to-noise ratio, however, does not take into account 
the noise figure of the receiver front end. In the experimental sys­
tem this was found to be of the order of 12 dB for the carrier fre­
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quencies and bandwidths of interest. Therefore the synchronisation 
loop could well be subject to signal-to-noise ratios at its own in­
put of -24 dB. Using this figure with the rms jitter value previously 
defined; by the use of equation (4.39) the tracking loop filter con­
stant is found to be;
s^ ftj 10 rads ^ (4.40)
The 2D-tracking loop will then have an equivalent noise bandwidth of;
Bn = 1.06 s*
= 10.6 Hz (4.4l)
and the maximum tolerable search velocity to enable the loop to 
achieve the steady state, if it were to be used in a serial synchro­
nisation mode without any of the initial synchronisation techniques
previously discussed, would be;
V = 2.0 sm o
= 20 bits s ^ (4.42)
Having decided upon the equivalent noise bandwidth of the loops, they 
can then be compared on an equal basis.
In addition to comparing the performances of the different types of 
synchronisation loop, a comparison is also to be made between diffe­
rent constructional techniques, i.e. between digital and analogue 
construction. This comparison is to be made for the code-burst loop.
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The cross-correlation network of this synchronisation loop is con­
structed in such a way that it can easily be switched between digi­
tal and analogue operation, therety making the comparison between 
circuitry techniques both simple to achieve and accurate. When 
switched to the digital correlator, a hard limiter is necessary 
prior to the correlation network so as to bring the incoming signal 
level up to that required by the digital circuitry.
Theoretically it has been shown (ll,20) that hard limiting a signal 
in the presence of large amounts of noise produces a worsening in 
signal-to-noise ratio of typically 1 dB at the output of the limiter. 
Therefore the digital system should have a performance which is 1 dB worse 
than for the analogue case. However, this theoretical degradation 
should be more than compensated for by avoiding the deficiencies in 
the performance of analogue circuitry by the use of digital tech­
niques. It will remain to be seen if this assumption is valid.
In the construction of the envelope detection system it is conven­
tional in all the literature to use a square law device in the ac­
tual detector within the loop. The use of such a device in a 2D- 
tracking loop results in a discriminator characteristic as
shown in figure 4.27, as the function is now described by
Dgg(e) = Rg^(e-D)- E^^(e+D) (4.43)
and no longer by the function previously given in equation (4,22).
In the loop built and tested here, however, the envelope detection 
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gure 4.28 . With such a detector it is expected that the severe loss 
of loop sensitivity that occurs at small delay errors when using a 
square law device, which is apparent from figure 4.27» will now he 
avoided to a great extent. This loss of sensitivity would mean that 
a synchronisation loop employing a square law detector would have 
zero gain at a delay error of zero, i.e. the in-lock condition. This 
would he totally unacceptable for the purpose intended in the overall 
system described in this thesis, as a delay error of zero with an rms 
jitter of only cr= 0.03 D has to he maintained under conditions of 
noise because of the aliasing effect.
4.6.2. Steady State Noise Tests for Digitally Implemented 
Delay Lock Loops
As previously described, if a digital cross-correlation network is 
used, then a hard limiter must precede the network so as to produce 
the required digital switching levels from the incoming signal. The 
other effect of the limiter is that the average input power to the 
loop is held constant to a value of A , ^ere t A are the amplitudes 
of the signal coming from the limiter. This effect is also impor­
tant because it prevents the overloading of the tracking circuitry 
vàien eiilier more users enter the system or when large amounts of 
other random noise is encountered. This function must also be car­
ried out if an analogue loop is used, and this is achieved by the 
use of an automatic gain control amplifier preceding the loop in 
place of the hard limiter. The comparison between the different loop 
implementations, however, is done on the basis of a digital system
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employing a hard limiter prior to the loop itself, and therefore 
the performance of the limiter in noise is the feature which is of 
importance in these initial comparisons. The use of an age amplifier 
with an analogue loop is covered in section 4,6,3»
As the signal-to-noise ratio is varied at the input to the hard li­
miter, the useful signal component out of the limiter which then 
enters the loop will also vary. In the case of the delay lock loop 
the useful signal is -the input sequence. More particularly the de­
gree of usefulness of that signal is the degree to which it corre­
lates with the locally generated sequence, as it is this correlation 
that forms the loop's discriminator characteristic. If this correla­
tion varies, then so will the loop's characteristic and in particu­
lar the loop gain. The amount of useful signal entering the loop can 
therefore he determined hy the cross-correlation between the output 
of the limiter which enters the loop and the sequence signal compo­
nent s(t), It has been shown (ll) that for the case of the hard li­
miter under conditions of random Gaussian noise interference the 
useful signal component from the limiter entering the loop varies 
with respect to the input signal-to-noise ratio, as;
Rc(u) hard limiter R g W  (^.W)
n
lAere R^(u) = the cross-correlation between the output of the li­
miter and the signal component s(t), i,e, ttie useful 
signal component 
Rg(u) = the sequence s(t) auto-correlation function
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erf (x) = the error function
= the input signal power 
= the input noise power
Under conditions of small input signal-to-noise ratios equation (4.44) 
reduces to;
Ro(u)
Ihe expressions given in equations (4.44) and (4.45) are both verified 
in detail in appendix A.
As the gain of the synchronisation loop is dependent upon the ampli­
tude of the discriminator characteristic * then as the useful
signal component varies, so does the gain* The loop gain can therefore 
be expressed as a function of the input signal-to-noise ratio;
sJSo " 'Jw
or under the condition of a small input signal-to-noise ratio as;
vhere g^ = the loop gain under noise free conditions





Equation (4.47) shows that by the action of the hard limiter, under 
conditions of small input signal-to-noise ratios, the loop gain will 
fall proportionally to the square root of the input signal-to-noise ' 
ratio. Therefore, as a result of the average input power to the loop 
being fixed, the loop gain under noise free conditions should be made 
large enough to satisfy the search velocity requirements at the low­
est signal-to-noise ratio likely to be encountered.
It is this parameter g^ that will therefore be used as a means of 
comparing the performances of the different implementations of the 
delay lock loop under steady state conditions. The parameter is im­
portant, because it gives the amount to which the noise free loop 
gain must be increased.so that the loop gain takes the required va­
lue at the signal-to-noise ratio of interest due to its fall-off 
with respect to the input signal-to-noise ratio. It is valid to use 
it as a measure of comparison, because it will relate how severely 
each of the discriminator characteristics of different loop implemen­
tations is affected when each implementation is subject to identical 
input noise conditions. The parameter g^ is therefore measured ex­
perimentally for each of the digitally constructed loop implementa­
tions. Any fall-off in loop gain which then occurs at a rate grea­
ter than that predicted by equation (4.4/) can be solely attributed 
to an equivalent extra noise contribution introduced by the loop un­
der test. This would degrade the discriminator characteristic to a 
greater extent than that vhich is brought about by just the action of 
the limiter.
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The results of these signal-to-noise ratio measurements for each of the 
different implementations are shown in figure 4,29 • these tests 
the noise used is white Gaussian noise and so represents an optimum 
condtion for interference, compared to interference from other users, 
which is examined in section 4.6.3.
It can he seen from figure 4.29 that the loop gain of the code-burst 
implementation of the delay lock loop falls proportionally to the 
square root of the input signal-to-noise ratio. However, it can also 
be seen that the gain of both the envelope detection and data feed­
back configurations falls at a greater rate than the code-burst sys­
tem. The increased divergence from the code-burst characteristic, as 
the input signal-to-noise ratio is decreased, is caused by the more 
complex envelope detection and data feedback systems exhibiting an 
increased degradation in performance. This is brought about by their 
additional active elements performing less and less satisfactorily 
and also contributing their own noise effects as the input signal- 
to-noise ratio is continually decreased. For the envelope detector 
implementation this extra degradation over that of the simple code- 
burst system is produced by the introduction of the coherent envelope 
detectors into both arms of the delay lock loop configuration. The 
degradation in system performance produced by these active elements 
is such that at an input signal-to-noise ratio of -20 dB, which 
could be regarded as typical for these systems, there is an 8.3 dB 
worsening in performance compared to the more simply implemented 
code-burst system.
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Similarly, figure 4.29 shows that the data-feedback implementation 
also contributes an extra derogatory factor in the system perfor­
mance over and above that found in the basic implementation of the 
loop. This is caused by the fact that, as the input signal-to-noise 
ratio to the tracking loop is decreased, the signal-to-noise ratio 
at the input to the information demodulation section of the receiver 
will also fall in direct proportion to it. Therefore the data that 
is fed back to the modulator, so as to remove the data modulation 
from the input sequence prior to it being fed to the delay lock loop 
for tracking purposes, also has a reduced signal-to-noise ratio. Moreover, 
it is seen from figure 4.29 that the data-feedback has a break 
point at an input signal-to-noise ratio of -15 dB, beyond which the 
rate of fall of the normalised loop gain begins to increase. As the 
process gain of the data demodulation section has previously been 
shown to be 25 dB, this input signal-to-noise ratio therefore corre­
sponds with a signal-to-noise ratio at the input of the fm demodula­
tor of 10 dB. It is at an input signal-to-noise ratio in the region 
of 9 dB to 13 dB that fm demodulators exhibit their threshold effect. 
Therefore this further increased fall in normalised loop gain is pro­
duced by the fm demodulator being operated past its own threshold 
point. Increasing the system process gain would thus reduce the sig­
nal-to-noise ratio at ^ich this increased rate of fall of loop gain 
would occur.
In addition to this, the data-feedback system exhibits a threshold 
signal-to-noise ratio below which the tracking loop becomes totally 
inactive. It was found experimentally that this corresponds to an
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input signal-to-noise ratio of -20 dB with the same process gain as 
used above. At this input signal-to-noise ratio the output from the 
data demodulator was insufficiently pure to remove the modulation 
from the incoming sequence. As a result, because of the high level 
of noise entering the tracking loop, so reducing its gain, and also 
because of the many sequence inversions still remaining due to only 
a proportion of the data modulation being removed, the delay lock 
loop became incapable of forming any discriminator characteristic. 
Therefore any form of tracking ceases totally. The form of the dis­
criminator characteristic in a data-feedback implementation is exam­
ined in detail in section 4.6.4. and it is shown in this section 
that the dependence of the discriminator characteristic of the data- 
feedback system upon external influences severely limits its appli­
cation in real life systems.
From these preliminary measurements the most attractive system ap­
pears to be the code-burst implementation. However, during these 
tests the amount of code-burst was set to 100^ and therefore only 
pure code was applied to the receiver's delay lock loop. Obviously 
the situation of 100^ code-burst represents a special case, as this 
is of no practical use in any system, since there would be no data 
transmission taking place. The test was therefore repeated for 
the code-burst system alone, with values of code burst varying from 
100^ to 10% so that its performance under more representative con­
ditions could be measured. As was to be expected, the absolute va­
lue of loop gain is directly proportional to the percentage code­
burst value. That is to say that a code burst of ,$0% results in a
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loop gain that is one half of that found for a code burst of 100%. 
However, it is not the absolute value of loop gain that is of im­
portance, as this can easily be restored by the inclusion of addi­
tional loop amplification identical to the gain lost by using a 
code burst of less than 100%, i.e. a gain of l/(code-burst value).
The factor of importance is how this new loop gain will fall with 
respect to the input signal-to-noise ratio. The results of the test 
carried out to measure any effect of introducing a code burst of 
less than 100% are given in figure 4.30 . It can be seen from these 
results that there is no extra degradation introduced into the sys­
tem performance, within 0.5 dB experimental accuracy, for code bursts 
down to a value of 10%. The results could not be meaningfully taken for val­
ues of code burst below 10%, because of other factors becoming more domi­
nant, in particular jitter, and this will be covered in detail in sec­
tion 4.8.1. Ihsrefore, in general figure 4.30 indicates that percentage 
code burst does not have an adverse effect on the synchronisation system as 
far as loss of loop gain with falling input signal-to-noise ratio is concerned.
4.6.3. Comparison between a Digital and an Analogue Implemented Delay 
Lock Loop under Conditions of both White and Other User Noise
The results given in the previous section all relate to implementa­
tions of the delay lock loop realised by the use of digital circuitry 
aiid therefore requiring a front end hard limiter to produce the digi­
tal voltage levels. In this section the performance of these digitally 
constructed loops will be compared with the performance of a loop of 
analogue construction. As previously stated, it has been shown (20)
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that a hard limiter degrades system performance under conditions of 
small input signal-to-noise ratios by 1 dB. The comparison made here 
of the two types will show if this theoretical jdegradation is appar­
ent or whether the deficiencies of analogue circuitry will over­
shadow this expected degradation.
The action of the hard limiter, in addition to providing digital 
levels and fast edges, also maintains a constant input power to the 
digital delay lock loop under varying signal-to-noise ratio condi­
tions and signal levels. Therefore, to make the comparison meaning­
ful it is necessary that the total input power to the analogue loop 
is also kept constant. This can be achieved by using a front end 
automatic gain control amplifier (age) prior to the loop. In a si­
milar way as used for the digital hard limiter, it can be shown for 




viiere R^(u) = the cross-correlation between the output of the age
amplifier and the signal component s(t), i.e. the 
useful signal component 
R^(u) = the sequence s(t) auto-correlation function
Pg = the signal power
= the noise power
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Under conditions of small signal-to-noise ratios equation (4.48) 
reduces further to:
Rc(u) R.(u) V r  (4.49)
ago ®
Hie expressions given in equations (4.48) and (4.49) are both veri­
fied in appendix B.
These expressions show that, as for the digital loop with a 
hard limiter, the loop gain in the analogue implementation 
will also fall proportionally to the root of the input signal-to- 
noise ratio. However, comparing equations (4.49) and (4.47) shows 
that even althou^ the analogue system's gain falls at the same rate 
as the digital loop's, there should theoretically be a constant im­
provement in gain for the analogue loop over the digital of ^ /2, 
i.e. 0.98 dJB at low input signal-to-noise ratios.
To make the experimental comparisons in performance, the code-burst 
system was used. Hie results of the comparative measurements on sys­
tem performance are given in figure 4.31 . It can be seen from these 
results that in both types of implementation the gain falls at exactly 
the same rate, i.e. proportional to It is also apparent that
at low signal-to-noise ratios there is a constant separation between 
the two curves of IdB. However, instead of the digital implementation 
performing 1 dB worse than the analogue implementation, it was found 
that the reverse was true. That is, the digital loop shows a 1 dB im­
provement over the analogue loop, even although it uses a front end
24j
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hard limiter. This shows that the theoretical degradation of a digi­
tal system over an analogue system because of the use of a hard li­
miter, is more than compensated for by the deficiencies in the per­
formance of the analogue circuitry; in this case by an amount of 
2 dB. Therefore it is advantageous to construct the delay lock loop 
from digital techniques, thereby giving substantial circuit simpli­
fication while still having a slightly increased performance over 
an analogue system.
Also presented in figure 4.31 is the performance of both the analogue 
and digital systems, as discussed above, when subject to other-user 
sequence interference as opposed to random white noise. The other - 
user interference is provided by the linear summation of a number 
of different sequences, so as to simulate more closely the situation 
of a code division multiple access system with a limited number of 
users, so that the central limit theorem does not hold. It is imprac­
tical to extend the noise measurements over as large a range as for 
the white noise measurements because of the logarithmically increas­
ing number of sequence generators that would be required. The mea­
surements are therefore given for a range of one to six users on idie 
system. As the noise contribution of each sequence depends upon their 
relative phase shifts with respect to the locally generated sequence, 
the measurements given in figure 4.31 represent the average over a 
large number of phase shifts for equal power users of the system. As 
can be seen, the gain of both the analogue and digital systems still
falls proportionally to , as found under conditions of white
noise interference. It is apparent, however, that at equivalent sig-
24?
nal-to-noise. ratios the performance of the system under other-user 
interference is 3*5 dB to 4.5 dB worse than for vdiite noise, depen­
ding upon whether the loop is digital or analogue respectively.
This again underlines the point brought out in chapter 3 that the 
maximum achievable performance of a system by moving from easily ob­
tained codes to an optimal condition of white noise is only of the 
order of 4 dJB.
4.6.4. Discriminator Characteristics of the Code-Burst, Envelope
Detection and Data-Feedback Delay Lock Loop Implementations
Another useful means of comparing the code-burst, envelope detection 
and data-feedback implementations of the delay lock loop synchroniser 
is to compare the discriminator characteristics that each implementa­
tion will produce in practice. Theoretically, under good signal-to- 
noise conditions each implementation should produce an identical char­
acteristic , but this may not be fully achieved in practice. This sec­
tion examines the discriminator characteristics of the above mentioned 
implementations with all three implementations being of a digital con­
struction employing a front end hard limiter. The incoming sequence is
2
spectrumalso filtered to pass only the main lobe of its
TTDf
to the delay lock loop, so as to represent that >hich would occur in a 
practical communication system.
The discriminator characteristics of each implementation are produced 
by slowly sliding the received and locally generated sequences of the
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delay lock loop past each other and | monitoring the output of the 
delay lock loop filter. In all cases the incoming sequence is data 
modulated. The various discriminator characteristics can then he 
reproduced graphically by connecting the output of the loop filter 
to an X-Y recorder. The results of the tests are given in figures 
4.32; 4.33 and 4.34 for the envelope detection, code-burst and data- 
feedback systems respectively.
"Die discriminator characteristic of the envelope detector system 
over a narrow scan of delay error, illustrated in figure 4.32(a), 
shows that by the use of a coherent envelope detector in place of 
a simple square law detector, the total loss of sensitivity found 
at small delay errors with a square law detector, as previously de­
monstrated in figure 4.27, is avoided. However, some loss of sensi­
tivity at the in-lock position is still encountered. This corre­
sponds to the phase position where only an extremely small signal 
component, which is shrouded in noise, is entering the envelope de­
tectors, so causing their performance to be degraded and for them 
to operate in a non-linear mode. A major drawback with the envelope 
detection implementation becomes apparent iy refer*ence to the loop's 
discriminator characteristic outside the 1 2D delay error range, as 
shown in the wide scan of figure 4.32(b). Here large subsidiary 
pseudo correlation peaks have been produced by the action of the en­
velope detectors. These are produced, because at these phase offsets 
the envelope detectors are working under conditions of total noise, 
and variations in noise levels are also being detected. As can be 





Figure 4.32 Discriminator Characteristics of the Envelope
Detector System
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would significantly increase the probability of false locking and 
tracking. As a result, the envelope detection system is made highly 
unsuitable for synchronisation purposes.
In comparison to the envelope detector system, the code-burst imple­
mentation produces a clean discriminator characteristic, as can be 
seen in both the narrow and wide delay error scans shown in figures 
4.33(a) and (b) respectively. Figure 4.33(a) illustrates quite clearly 
that there is no loss of sensitivity at small delay errors, as found 
in the envelope detector system, and this therefore greatly improves 
the locking and tracking performance of the implementation. As can be 
seen from the discriminator characteristic displayed in the wide scan 
of delay error, shown in figure 4.33(b), the spurious correlation 
peaks have been greatly reduced and now correspond to true partial 
correlations between the sequences. These would therefore not signifi­
cantly contribute to the theoretical probability of false locking. 
Therefore, from the viewpoint of the discriminator characteristics, 
the code-burst system is more attractive in comparison with an imple­
mentation using envelope detection.
The discriminator characteristic associated with the data-feedback 
system shows a completely different form to those of "üie previous two 
implementations and is demonstrated in figure 4.34 for the case where 
the data correlator in the demodulation section of the receiver uses 
a hard limited version of the received signal as its input. Over the 
region of delay error it 0.8 D the discriminator characteristic is lin­














Figure 4.34 Discriminator Characteristic of a Data-Feedhack System
-D
Figure 4.35 Characteristic of the Data Correlator
with a Hard Limited Signal
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range therefore it behaves exactly like the code-burst implementation. How­
ever, instead of continuing to rise linearly to a peak at iD and then falling 
linearly to zero at Ï2D, as with a conventional characteristic, it reaches 
a discontinuity at i0.8D and falls rapidly to zero. Hierefore there is atotal 
collapse of the characteristic outside the delay error range of 1 0.8 D. 
These discontinuities in the discriminator characteristic are produced 
by the loss of signal in the data-feedback path from the data demodu­
lation section of the receiver. In this delay lock loop implementation 
the discriminator characteristic - can only be formed when the data de­
modulation section is able to produce a data signal which can be fed 
back to a modulator, in order to remove the data modulation from the 
incoming sequence prior to it being applied to the delay lock loop.
With reference to figure 4.35» "sdiich shows the correlation character­
istic of the data correlator vhen using a hard limited input signal, 
it can be seen that at sequence phase shifts of 1 0.8 D there is vezy 
little signal component being applied to the data demodulator. In fact 
the signal level is too low for data demodulation to take place. There­
fore the data-feedback signal becomes a random waveform and the data 
modulation is not removed from the incoming sequence before it is ap­
plied to the delay lock loop. As a result, the sequence inversions 
produced by the data modulation are still present on entering the de­
lay lock loop and therefore the discriminator characteristic collapses 
instantaneously at these values of delay error. This collapse in the 
discriminator characteristic does not make the loop unusable for 
tracking puip)oses, as it still maintains a linear characteristic 
about the zero delay error position. However, the delay lock loop's 
active region has been reduced from Ï 2D to only Ï 0.8 D, and althou^
254
this does not affect the steady state condition, it does affect the 
acquisition performance, as shall be seen in section 4.7.3. A wide 
-scan of the discriminator characteristic is not shown for the data- 
feedback system, because outside this small range of delay errors 
there is so much data modulation entering the loop that the effec­
tive loop gain remains at zero and subsidiary correlation peaks can­
not therefore form.
The major drawback with this implementation is that its operation is 
critically dependent upon the shape of the correlation characteristic 
of the data demodulation section. One aspect of this dependence has 
been demonstrated above, but an even more critical dependence can be 
seen by reference to the data-feedback discriminator characteristic 
that is shown in figure 4.36 . This characteristic is almost unrecog­
nisable as being that of a delay lock loop. In this characteristic 
the positive correlation triangle of the standard "inverted-N* type 
characteristic has been partially inverted and appears as a negative 
instead of a positive peak. This inversion is brought about by an in­
version of the sequence that is applied to the delay lock loop. The 
cause of this sequence inversion is that the data signal being fed 
back from the data demodulation section of the receiver has been in­
verted. The reason for the inversion of the data signal can be seen 
from figure 4.37» ^ich shows the changed correlation characteristic 
of the data correlator. This correlation characteristic is different 
from that previously shown in figure 4.35 in that instead of using a 
hard limited signal in the data demodulation section of the receiver, 







Figure 4.36 Discriminator Characteristic of a Data-Feedback System
Figure 4.37 Characteristic of the Data Correlator with a
% Main Lobe Filtered Sequence
256
9
with the input bandwidth to the correlator adjusted, so as to pass 
only 60^  of the main lobe of the received signal spectrum. This re­
duction in input bandwidth may be employed to improve the input sig­
nal-to-noise ratio, as previously outlined in section 1.3.1. However, 
it can be seen from figure 4.37 that, due to the subsequent rounding 
of the pulse edges, the correlation characteristic has become negative 
before the delay error of + D, and this then produces a data signal 
which is inverted with respect to the data modulation on the incoming 
sequence. As described above, this inversion of the data signal which 
is used in the feedback path produces the non-standard discriminator 
characteristic, as shown in figure 4.36 .
Therefore, althou^ data modulation is being removed from the input 
sequence, the inverted section of the discriminator characteristic 
could make tracking difficult to achieve and would severely affect 
the acquisition behaviour. As the exact form of the data correlator 
characteristic cannot be predicted in a practical implementation of 
the system, because of multipath and other sequence cross-correlation 
effects from co-channel users, the formation of a suitable discrimi­
nator characteristic for tracking purposes could never be guaranteed. 
It is this total dependence on such an unknown that makes this imple­
mentation of the delay lock loop unsuitable for use in a practical 
communication system.
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4.7. Comparison between the Loop Acquisition Performances of the
Code-Burst Envelope Detection and Data-Feedback Implementations
The comparisons made in the previous sections between three delay lock 
loop implementations under investigation for handling data modulated 
sequences have only been carried out with regard to iiie static behav­
iour of each implementation. Further comparisons can and must be made 
with regard to the dynamic behaviour of each implementation. In this 
section the dynamic behaviour is compared on the basis of acquisition 
trajectories. In section 4.8. the dynamic performances are further 
compared on the basis of loop jitter levels when the in-lock position 
has been achieved.
The differential equation to describe the acquisition trajectory of 
an optimally damped (damping factor of lA/2) second order delay lock 
loop has been derived by Spilker (ll) and is given by:
di
dx D(x ) + (72 D'(x) + l/g)x-|-y A  (4.jO)
viiere all the parameters and variables are normalised and are given by:
x=e/D, y-T/D, S = gys^, S=(l/s^)^, D ' ( x ) = ^ l
where e = delay error
D = sequence bit duration
T = absolute delay of the input sequence
g^ = loop gain
s^ = loop filter constant
D(x ) = loop discriminator characteristic
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The above equation has been solved computationally by Nielsen (l4) 
for the 2D-tracking loop for various initial search velocities, i.e. 
rate of change of delay error, for both the standard delay lock loop 
and for envelope correlation using a simple square law detector. The 
trajectories are presented as phase plane plots with axis of normal­
ised delay error e/D and normalised rate of change of delay error
1 de _ ..
F 3  I.e. velocity error.
o
The locking transient of a standard 2D-delay lock loop versus normal­
ised time s^ t, as calculated by Nielsen, is shown in figure 4.38 .
The corresponding acquisition trajectory for various initial veloci­
ties is reproduced in figure 4.39 for a normalised gain g = «>. If the 
delay error is assumed to be decreasing from the left, it can be seen 
that the loop does not start to become active and respond until a norm­
alised delay error of x= -2.0 is reached. At this point there is an increase 
in the delay error velocity until a delay error of x = -1.0 is 
reached. This increase in velocity is caused by the delay lock loop 
being in a state of positive feedback owing to the negative slope of 
the discriminator characteristic D^ jjCe) over this region. At the va­
lue of delay error x=-1.0 the sense of the feedback becomes negative 
and the rate of change of delay error starts to decrease. If the 
loop's transient should then overshoot sufficiently, so that the de­
lay error becomes x - 4-1.0, the feedback will again change and a simi­
lar cycle will begin. If the normalised search velocity |y| -2.0, the 
loop's trajectory will eventually converge to the stable position of 















Figure 4.39 Acquisition Trajectory for a 2D Loop
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For the initial search velocities where |y|>2.0 the loop fails 
to acquire initially, but it can be seen from figure 4.39 that after 
the synchronisation attempt the velocity error is less at the end of 
the transient than at its start. Since the discriminator characteris­
tic ^^^(e) is periodic with M being the sequence length, a new active 
region will be approached with this now reduced velocity error. In 
theory the loop will therefore eventually obtain lock when the velo­
city error is reduced to |y| -2.0. This is true, however, only for 
the condition of g = °o, because then tliere is no decay in the velocity 
error between the loop's active regions. In a practical system this 
velocity error decays back to its original value with a time constant 
of g/s^ seconds (ll). Therefore, if the period of the sequence is 
large, the loop will never obtain lock for a search velocity |y 2.0. 
More realistic trajectories for a normalised loop gain of g =10 are 
also computed by Nielsen and are shown in figures 4.40 and 4.4l for a 
standard delay lock loop and a loop with square law envelope detection 
respectively.
These trajectories not only give information about the maximum per­
missible search velocity, but they also give information about the 
maximum allowable change in frequency that can occur and for the loop 
to maintain lock. This can be used as an indication of the strength 
of lock of any loop. If the loop is in its stable position and there 
is a change in frequency of either of the sequences applied to the 
loop by y.s^Hz, the system response is described by that portion of 
the trajectory viiich begins at point (0,y). With a loop gain of g = 10 












Figure 4.4l Acquisition for a Square Law Detector Loop with g =10
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change that can be overcome is 2.2 s^Hz for the standard delay lock 
loop and 2.1 s^Hz for the square law envelope detector loop. This 
shows therefore that theoretically the basic delay lock loop config­
uration exhibits slightly more strength of lock compared to the en­
velope detector loop.
It is with such acquisition trajectories and delay error transients 
versus normalised time s^t that comparisons can be made between the 
three delay lock loop implementations under investigation. All the 
trajectories necessary for the comparisons are derived experimentally 
so as to take account of deficiencies in the practical implementation 
of each synchronisation system.
4.7.1. Measurement of the Acquisition Trajectories and Locking 
Transients for the Code-Burst, Envelope Detection and 
Data-Feedback Loop Implementations
In order to produce the acquisition trajectories for comparison, it 
is necessary to measure both thé normalised delay error transient 
and its derivative versus time. As the delay error is equivalent to 
the phase difference between the two sequences, a phase sensitive de­
tector can be used in a test system to measure the delay error, as 
shown in figure 4.42 . As the phase of each individual sequence is 
directly related to the phase of their respective clocks, the phases 
of the clocks can be compared with a conventional phase sensitive de­
tector, so as to find the sequence delay error e. Before being applied 












delay error de 
derivative dtdt
Figure 4.42 Test System to Measure Acquisition Transients
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fn counters to enable the gain of the phase sensitive detector, with 
respect to the phase difference between sequences, to be accurately- 
controlled. The delay error derivative ~  is formed by passing the 
filtered output of -the phase detector through a hardware differentia­
tor.
To measure the locking transients a constant frequency offset is pro­
duced between the sequences, by means of -the voltage so that
they will slide past each other at a constant rate. The offset voltage 
is adjusted until the rate at vdiich the sequences slip past each other 
is at a maximum while still enabling the delay lock loop to capture 
lock at -bhe inphase position. Under these conditions -the locking tran­
sients are then recorded and used to calculate the acquisition trajec­
tory. This test is repeated for all three delay lock loop implementa­
tions under investigation.
As each implemen-tation of the synchronisation system gives rise to a 
different loop gain, it is necessary that "the gain of each system is 
normalised before -the test, so that meaningful comparisons between the 
implementations can be made.
4.7.2. Envelope Detector Delay Lock Loop Acquisition Behaviour
The acquisition beha-viour of the coherent envelope detector system is 
given in figure 4.43 • The results comprise the normalised delay er­
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Figure 4.43 Acquisition Behaviour of the Envelope Detector System
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tory and the discriminator characteristic of the loop that produces 
these transients.
The similarity between the acquisition trajectory of this system and 
that of the square law detection system of figure 4.4l can be seen.
The main difference between the trajectories is caused by the fact 
that the coherent envelope detector loop no longer has a total loss 
of sensitivity at small delay errors. This results in the system no 
longer spiralling around the stable point but acquiring it easily.
The slight loss of sensitivity at small delay errors that this system 
has is still noticed, however, by the trajectory not converging to 
the origin but to a slight steady state error.
Because of the retained sensitivity over the small delay errors the
maximum permissible search velocity has been slightly increased. It
-1 -1has changed from being I.9 bits s to a new value of 2.0 s^ bits s
Tris tbierefore shows a slight improvement. The maximum step change in
frequency that the loop can tolerate when it is in its stable point
has also been altered because of the retained sensitivity. It has
been increased from 2.1 s Hz for the square law detector to 2.3 s Hzo  ^ o
for the coherent envelope detector system.
The transient response time can be ascertained from the delay error
transient versus normalised time s t. The transient time from the in-o
stant the loop becomes active to vAien it settles within a delay error 
of 0.1 D is 5-3/s  ^seconds.
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4.7.3. Data-Feedback Delay Lock Loop Acquisition Behaviour
Because of the dependence of the data-feedback system on the charac­
teristic of the data correlator this section will be separated into 
two. This is in order to show the effect on the acquisition perfor­
mance of the data-feedback system with the two data correlator cha­
racteristics as previously discussed in section 4.6.4.
(i) With the data correlator using a hard limited input signal
The acquisition performances of the data-feedback system using a 
data correlator preceded by a hard limiter are shown in figures 4.44 
and 4.45 . The performance results are separated into two, because 
the discriminator characteristic of the delay lock loop is now suffi­
ciently asymmetric for the acquisition transients to be slightly dif­
ferent, depending upon whether the loop's active region is approached 
from a phase advanced or retarded position. The main difference, with 
respect to the direction of approach, is a sudden drop in the velocity 
error when the delay error is 2.0D, figure 4.45, if the approach is 
from a phase retarded position. Other than this, the trajectories are 
of the same overall form. The most representative acquisition tran­
sients of the system are those of figure 4.44, when the approach is 
made from the phase advanced position. This yields a maximum permis­
sible search velocity of 2.0 s^bits s It is exactly the same as 
that found for the envelope detector system. It can now be seen, 
though, that the maximum permissible step increase in frequency that 
is allowed when the loop is in lock is only 1,0 s^Hz. This compares 




-1 -  
-2 -
bits
T I I I I I I
4 - 2  0 2 4 6 8










1 r 1 r
4 6—4 —2 0 i







Figure 4.44 Acquisition Behaviour of the Data Feedback System from
a Phase Advanced Position Using a Hard Limited Signal
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Figure 4.45 Acquisition Behaviour of the Data Feedback System fromIS
a Phase Retarded Position Using a Hard Limited Signal
to the Data Correlator
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fore indicates a far less strong hold on the in-lock position. The 
locking transient time to within 0.1 D has been increased compared 
with the envelope detector loop and'now stands at 6.0/s^ seconds.
If approached from the phase retarded position however, the loop 
gives slightly different performance figures. Because of the sharp 
drop in search velocity encountered at a delay error of 2.0 D, the 
initial approach velocity can be greater and was found to be 
2.4 s^bits s compared to the previous value of only 2.0 s^bits s 
In a similar manner to the approach velocities being asymmetric, the 
strength of lock of the loop to sudden changes in frequency is also 
asymmetric, depending upon whether it is a positive or negative fre­
quency change. The maximum allowed increase in frequency was seen 
from figure 4.44 to be 1.0 s^Hz, but the allowed drop in frequency, 
seen from figure 4.45, is only 0.7 s^Hz. Another result of the sharp 
drop in search velocity when the active region is approached from the 
phase retarded position is that the time to obtain lock is sli^tly 
increased to 6.3/s^ seconds.
(ii) With the data correlator using a 60^ main lobe filtered signal
The acquisition performances are again separated into two halves and 
are presented in figures 4.46 and 4.47, for an approach of the in­
lock position from a phase advanced and phase retarded position re­
spectively. Because of the inversion of the discriminator character­
istic over part of the active region, it can now be seen that the ac­
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Figure 4.46 Acquisition Behaviour of the Data Feedback System from
a Phase Advanced Position Using a 60% Main Lobe Filtered
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Figure 4.47 Acquisition Behaviour of the Data Feedback System from
a Phase Retarded Position Using a 60% Main Lobe Filtered
Signal to the Data Correlator
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If approached from the phase advanced position, figure 4,46, the 
overall form of the acquisition trajectory is seen to "be that ex­
pected from a delay lock loop. Although the overall shape|is a 
normal trajectory, the maximum allowable search velocity is ex­
tremely low, standing now at only 0.48 s^bits s This small ap­
proach velocity can be explained by the fact that, because of the 
part inversion of the discriminator characteristic, the allowable 
overshoot from the in-lock position is extremely small, being only 
about 0.33 D. The secondary effect of this is that the strength of 
lock is also reduced, so that the loop can only tolerate a positive 
step change in frequency of 0.7 s^Hz. The slow approach velocity 
also results in a long locking transient of 6.4/s^ seconds.
This is in contrast to the approach from the phase retarded position. 
As an approach from this position encounters a negative feedback 
slope on its first major contact with the discriminator character­
istic, there is a dramatic slowing down in the approach velocity.
This enables the actual approach velocity to be much larger than nor­
mal and it is found to have a maximum value of 3*3 bits s It al­
so produces a strong hold on the in-lock position for a drop in fre­
quency by being able to tolerate negative step changes of 2.8 s^Hz, 
vÆiich is four times greater than the maximum tolerable positive step 
change. The settling time for this approach is also significantly 
faster and stands at only 3.6/s^ seconds.
These acquisition trajectories of figures 4.44, 4.45, 4.46 and 4.47 
have served to underline the complete and critical dependence of the
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performance of the data-feedback implementation upon an unknown para­
meter, the correlation characteristic of the data correlator.
4.7.4. Code-Burst Acquisition Behaviour
The remaining results to be presented on acquisition behaviour are 
for the code-burst synchronisation system. The acquisition transients 
for this variant of the delay lock loop are given in figure 4.46 . The 
results presented here are only for the condition of 100^ code burst. 
It has been verified, however, that at other values of percentage 
code burst the performance is exactly the same, provided that the lin­
ear drop in loop gain, because of the reduced code burst, is compen­
sated for. There is only one proviso to this statement and that is 
that at low values of code burst some additional jitter is introduced 
at the stable position of the loop. This consideration is dealt with 
in full in the next section of the chapter.
The acquisition trajectory of the loop, as expected, is virtually 
identical to that predicted for the basic loop by Nielsen (l4); the 
advantage with this technique being that, because of the code-burst 
system, data can also be transmitted across the link without degrad­
ing the acquisition performance of the loop. This is a valuable ad­
vantage, because the acquisition performance of this loop is as good 
as that found for the envelope detector system without the disadvan­
tages of a reduction in loop sensitivity at small delay errors and 
large subsidiary cross-correlation peaks on the discriminator charac-
bits/second
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Figure 4.48 Acquisition Behaviour of the Code-Burst System
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teristic. In addition, as will be seen later, it also provides a su­
perior jitter performance.
The maximum tolerable search velocity is identical to that predicted 
for the basic delay lock loop and is 2.0 s^bits s The strength of 
lock is comparable with that of the envelope detector system, in that 
the loop can stand step changes in frequency, either positive or ne­
gative, up to a maximum value of 2.2 s^Hz. The acquisition transient 
settling time for this configuration is 5»3/s^ seconds. This is iden­
tical to that found for the coherent envelope detector loop.
This section has further confirmed the total unsuitability of the 
data-feedback variant of the delay lock loop as a synchronisation 
system under practical conditions. The acquisition performances of 
the coherent envelope detector system and code-burst system have 
been seen to be almost equal. It now remains to examine the in-lock 
jitter performances of the three variants to finalise the dynamic 
characterisation of the three loop implementations under investiga­
tion.
4.8. In-Lock Jitter Performance of a Delay Lock Loop
The jitter performance of a delay lock loop is of great importance, 
because it gives some measure of the random phase error of less than 
one bit that will exist when the two sequences are locked together. 
This in turn would determine the random fluctuations in output signal-
to-noise ratio of the demodulated data signal.
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It has already been shown that for the basic ZD video delay lock
loop the normalised rms jitter satisfies the relationship:
=  2.12






This shows that the normalised rms jitter is inversely proportional 
to ihe square root of the input signal-to-noise ratio.
It is the parameter, £D the normalised rms jitter, that is to be 
measured for the three variants of the delay lock loop already dis­
cussed. The jitter is measured by using the same test configuration, 
figure 4.42, as used for the acquisition performance of the loops. 
With this test configuration, Gaussian noise is summed with the input se­
quence to the delay lock loop under test and then the in-lock phase 
jitter can be monitored at the output of the phase detector. The jit­
ter is measured using a test instrument that will produce both the 
probability density function and the auto-correlation of the jitter 
signal. As the jitter is of low frequency, because of the small loop 
bandwidth, for accuracy each jitter measurement is produced by long 
term averaging of the jitter signal with the test correlator. Each 
measurement was averaged over a three-minute period. The Gaussian
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nature of the jitter can then be checked from the probability density 
distribution produced and a guide to the rms jitter value obtained 
from a value corresponding to a probability of 6l% of the probability 
of the mean jitter value. An accurate value of the rms jitter is found 
from the auto-correlation function of the jitter signal. The rms value 
is the square root of the auto-correlation value at zero time delay. 
These results are recorded for varying values of input signal-to-noise 
ratio.
Tlie tests are done on the digital loop construction with a hard limi­
ter under two separate conditions. The first condition is where the 
loop gain is allowed to drop as the signal-to-noise ratio is increased, 
as previously shown in figure 4.29, because of the age type action of 
the limiter. The second condition is that the total input power to the 
loop is not kept constant regardless of the input signal-to-noise ra­
tio. This condition will give the performance of a loop operating with 
no age control on its input. It is under this second condition, of no 
age action, that the loop should follow the trend of the jitter being 
inversely proportional to the square root of the input signal-to-noise 
ratio. It will be seen that the use of age significantly affects the 
loop's jitter performance.
The jitter performances under these conditions are now presented for 
the three variants of delay lock loop tested.
279
4.8.1. Code-Burst Implementation Jitter Performance
The rms jitter performance of the code-burst system with 100^ code 
burst is given in figure 4.49 . With 100^ code burst the loop is iden­
tical to the basic delay lock loop and as a result the measured values 
of rms jitter follow well those predicted by the relationship of equa­
tion (4.51). The inverse square law is demonstrated quite clearly for 
the condition where the loop is without age control. At both high and 
low values of signal-to-noise ratio the measured relationship departs 
from the theoretical logarithmically linear relationship. At high 
signal-to-noise ratios this is caused by the ever increasing dominance 
of the intrinsic jitter level of the loop. This intrinsic jitter con­
sists of a self-noise contribution inherent to the type of waveforms 
and discriminator used, and also a jitter contribution from the non­
ideal voltage controlled oscillator. This intrinsic jitter contribu­
tion can be compensated for by using the statistical relationship that 
the variances of random independent processes sum linearly. Therefore.:
Using this relationship to find the actual rms jitter contribution 
from the input noise, extends the linearity of the measured result at 
the high signal-to-noise ratios and so further emphasises the inverse 
square law relationship of the jitter versus input signal-to-noise 
ratio.
If the loop has an age control acting upon it, so keeping the total 
input power constant, then instead of the normalised rms jitter show-
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Figure 4.4^ Normalised Rms Jitter of a Code Burst System
With 100% Code Burst With Respect to the Input 
Signal -to-Noise Ratio
-  3 xlO"^









loop self - jitter 
compensation
intrinsic self-jitter level
•5 5 10-10 0-20
snr in 6.373MHz dB
281
ing a linear relationship on a logarithmic basis with input signal- 
to-noise ratio, the mis jitter tends to a limiting value at low sig­
nal-to-noise ratios. It is shown in figure 4,49 that under age con­
trol the rms jitter departs from the inverse square law at an input 
signal-to-noise ratio of +3.0 dB. At lower signal-to-noise ratios 
the rms jitter tends to a limiting value of 4.2x10  ^bits. The jit­
ter tends to a limiting value, because under age control there is a 
continuous loss in loop gain as the signal-to-noise ratio at the in­
put of the loop is reduced. Therefore atiever-decreasing values of 
input signal-to-noise ratio the loop gain of the delay lock loop 
tends to zero and so limits the mis jitter as the active region of 
the delay lock loop ceases to exist. This demonstrates that if a cer­
tain amount of gain loss can be tolerated, the use of age will limit 
the jitter at low signal-to-noise ratios.
The rms jitter results presented in figure 4.49 only apply for the 
condition of 100% code burst. As stated before, this is not a viable 
condition for a communication system, as no data is transmitted. It 
is therefore necessary to determine what effect a reduction in per­
centage code burst has upon the jitter performance of the loop. This 
will give the performance under more practical conditions. The per^ 
formance has been characterised by measuring the rms jitter of the 
synchronisation system versus the value of percentage code burst used 
under the condition of no additive input noise. The results are pre­
sented in figure 4.30 . The effect of reduced percentage code burst 
can then be taken into account by combining the jitter results of fig­
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jitter contribution of figure 4.4^. The combining of jitter effects 
can be done by summing the variances:
^combined
D + % code burst intrinsic
(4.54)
The rms jitter contribution from the effect of the code burst is seen 
from figure 4.50 to be small. Down to a code-burst value of 60^ there 
is no increase in the loop's intrinsic jitter level. Below this value 
of percentage code burst an increase in the intrinsic level is pro­
duced. At an input signal-to-noise ratio of -20 dB with 10^ code 
burst, the overall jitter is increased by O.58 dB if age is employed, 
or by 0.03 dB if age is not used. Taking the case where age is em­
ployed, as this represents the largest increase, it will be seen in 
the following sections that the now increased jitter level of 4.8 x 
10 bits is still significantly smaller than the corresponding jit­
ter levels of 1.8x10 bits and 1.2 x 10 bits for the envelope de­
tection and data-feedback loops respectively. Moreover, as age could 
not be employed to such an extent in a true synchronisation system 
because of the subsequent disastrous loss of loop gain, a more real­
istic comparison of jitter increase by using a 10^ code-burst level 
must be drawn from the jitter results where no age is used. Under 
these conditions ihe use of equation (4.54) shows that the jitter is 
only increased by 0.03 dB, from 2x10”^ bits to 2.013x10”  ^bits. As 
will be seen later, this is in comparison with the corresponding jit­
ter levels of the envelope detection and data-feedback implementations 
of 0.24 bits and 0.4 bits respectively. It is also seen from figure 4.49
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that at no reasonable level of noise interference does the loop reach 
its threshold level of 0.3 bits, where the probability of loss of lock 
starts to become significant.
This clearly demonstrates that jitter performance is not a limiting 
factor in the use of a code-burst synchronisation system.
4.8.2. Envelope Detector Implementation Jitter Performance
The normalised rms jitter of the synchronisation system employing co­
herent envelope detection to remove the data interference from the de­
lay lock loop is measured with the same technique as used for the 
code-burst system. The results of the tests for both the conditions 
of with and without age are presented in figure 4.51 • This variant of 
the delay lock loop shows a significant increase of 4,9 dB in the in­
trinsic jitter level of the loop at high signal-to-noise ratios. The 
increase in the intrinsic level of jitter is brought about by the 
sli^t loss of sensitivity at small delay errors. This loss in sensi­
tivity makes the loop less able to control the small perturbations in 
delay error produced from the loop oscillator jitter and loop self­
noise terms which both constitute the intrinsic jitter level. Again 
it can also be seen that the use of age limits the rms jitter. With 
this implementation the limiting value is approximately 2x10 bits 
compared with only 4.2x10  ^bits for the code-burst system, therefore 
showing a significant worsening. However, it is not only in these re­
spects that the envelope detector implementation exhibits a worsening
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Figure 4.51 Normalised Rms Jitter of an Envelope Detector
System With Respect to the Input Signal-to-Noise Ratio
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in performance. Down to a signal-to-noise ratio of -5 dB the jitter 
characteristic is linear if the intrinsic jitter term is compensated 
for by the use of equation (4.53)i but is of a slightly greater gra­
dient, -0.57» compared to the -0.5 gradient of the characteristic 
associated with the code-burst system, thus showing a greater depen­
dence on the input signal-to-noise ratio of the loop. This increase 
in the gradient of the characteristic is caused by the worsening in 
noise performance produced by the inclusion of active envelope detec­
tors within the loop and also the subsequent loss of sensitivity over 
the region of small delay error perturbations, which are of concern.
At an input signal-to-noise ratio of -5 dB there is a rise in the 
rate of increase of the loop jitter with respect to the input signal- 
to-noise ratio. This increase is caused by the dominance of the noise 
effects of the envelope detectors which are becoming subject to ever 
worsening signal-to-noise conditions with the result of their perfor­
mance falling rapidly. It can be seen from figure 4.51 that at an input 
signal-to-noise ratio of -11 dB the jitter level becomes greater than 
the desired maximum, under aliased conditions, of 0.03D, This com­
pares with an allowable input signal-to-noise ratio of -23 dB when 
using a code-burst implementation, i.e.a worsening of 12 dB. Further­
more, the loop then reaches its threshold level of jitter of 0.3D at 
an input signal-to-noise ratio of -21 dB. Below this level of input 
signal-to-noise ratio the probability of loss of lock can no longer be 
regarded to be negligible, therefore reliable synchronisation cannot 
be guaranteed, even if data could be extracted from the correlator. If 
the delay error fluctuations are assumed to be Gaussian, this corre-
-4sponds to a probability of loss of lock of 8.7x10
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These results show that employing envelope detectors to remove the 
data modulation from the incoming sequences significantly worsens 
the loop jitter performance compared to that obtained with the 
simpler and more easily implemented code-burst system.
4.8.3. Data-Feedback Implementation Jitter Performance
The rms jitter levels are again measured with the same technique and 
are presented for the data-feedback implementation in figure 4.52 .
Because of the restored sensitivity at extremely small values of de­
lay error, it can immediately be seen from figure 4.52 that the high
-3intrinsic jitter level of 4.7x10 found with the envelope detection 
system has been reduced to a value of only 1.2x10 , which is iden­
tical to that found with the code-burst implementation. This indicates 
that at high input signal-to-noise ratios the jitter contribution from 
the data-feedback signal is negligible compared to the intrinsic jit­
ter level already existing within the delay lock loop.
Again, as is expected, the use of age limits the maximum jitter at 
low values of input signal-to-noise ratio. The limiting level is
1.3x10 bits, which lies between the limiting jitter values for the 
other two loop implementations.
With the intrinsic jitter compensated for at the high input signal- 
to-noise ratios, the characteristic is again found to be linear, but
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now of a greater slope, -O.69, than either of the two previous syn­
chronisation loop implementations that were tested. This increased 
slope is brought about by the additional noise and random fluctua­
tions in loop gain that are introduced into the locking system by 
the data-feedback signal. Perhaps the more important of these two 
effects are the random fluctuations in the delay lock loop gain.
These fluctuations in gain are produced directly by the jitter level 
of the data signal being fed back, with respect to the data modulation ex­
isting on the incoming sequence prior to the sequence alone being 
applied to the loop. As this relative jitter level between data sig­
nals increases, the effectiveness of the modulator, prior to the loop, 
in removing the entire data modulation decreases. More residual 
modulation therefore remains on the sequence vdien it is applied to the 
loop. As this residual data modulation causes a reduction in loop gain, 
then, as the amount of residual modulation fluctuates, so does the de­
lay lock loop gain. The fluctuations in loop gain seriously affect the 
loop jitter performance.
Unlike the previous two forms of synchronisation, this variant exhib­
its two thresholds instead of just one. There is the threshold on jit­
ter produced by the delay lock loop, but in addition to this there is 
a threshold on the minimum tolerable input signal-to-noise ratio. This 
second threshold is introduced by the threshold of the phase lock loop 
in the data demodulation section of the receiver. The value of the 
threshold on signal-to-noise ratio will depend upon the process gain 
of the receiver section. With a process gain of 23 dB it was found 
that the signal-to-noise threshold was -20 dB. It is therefore impos­
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sible for this synchronisation loop to operate below that value. How­
ever, with a delay lock loop filter constant of 10 rs ^ the threshold 
jitter value of 0.3 bits is reached first, at an input signal-to-noise 
ratio of -19 dB. The lower threshold level of rms jitter, 0.03 hits 
for aliased data demodulation, sets the absolute limit on the loop, 
and this occurs at an input signal-to-noise ratio of only -12.5 dB.
This would then set the overall limit on the signal-to-noise ratio 
that the loop could operate in for an aliased transmission.
Therefore, even if this data-feedback implementation had not previously 
been shown to be impractical because of the dependence of its locking 
characteristic on the data correlator characteristic (section 4.6.4.), 
its jitter performance shows considerable degradation over that of the 
more easily implemented code-burst system and therefore would not be 
chosen in preference to it.
4.9. A Synchronisation System Using an External Reference
The three techniques for removing the data interference from the delay 
lock loop, Tdiich have been described and tested in the previous sec­
tions, have all been applied to a loop that derives its locking infor­
mation solely from the received sequence. This section looks at the 
possibility of using an external reference to provide frequency lock 
to all mobiles in a given area, with the phase locking information be­
ing provided by the received sequence. Such a system would provide the 
facility of external control over the communication network, such that
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all communication could be halted by interrupting the external refer­
ence. In the system testedthe external reference used is the 200 kHz 
Droitwich transmission, TAich is assumed to be a universally available 
standard. The block diagram of the external reference synchronisation 
loop is given in figure 4,53 •
The received 200 kHz Droitwich signal is fed to a conventional phase 
lock loop, incorporating the local sequence generator as a + 255 ele­
ment within that loop. The division ratios are chosen such that the 
voltage controlled oscillator which drives the sequence generator 
locks to a frequency of 3.1875 MHz, thus giving the required transmis­
sion bandwidth. This loop is common to both transmitter and receiver, 
so that the remotely generated sequences.are identical in frequency. 
Within the phase lock loop at the receiver a voltage controlled delay 
element is inserted in the loop, as shown in figure 4.53 • The voltage 
controlled delay is then controlled by the error voltage derived from 
a standard delay lock loop correlator. This delay lock loop correlator 
would also have to incorporate one of the three previously examined 
systems, so as to remove data modulation interference from the delay 
lock loop. With the 200 kHz phase lock loop providing frequency syn­
chronisation for the remote sequences, the delay lock loop, via the vol­
tage controlled delay, will provide the fine phase adjustments neces-t 
sary to maintain the inphase state. The voltage controlled delay can 
be realised with a configuration as shown in figure 4.54, so as to pro­
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Figure 4,55 Search Logic for External Reference
Synchronisation System
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As the sequences are always locked in frequency, it is impossible 
for this type of synchronisation system to acquire lock as in the 
conventional delay lock loop, idiich has no external reference, be­
cause it is impossible for the necessary sequence frequency offset 
to exist. To overcome this, a system similar to the serial synchro­
nisation method described in section 4.2,1, is used and is shown in 
figure 4.55 • The search procedure is produced by a ramping voltage, 
derived from an up-down counter, which is summed with the error vol­
tage from the delay lock loop and applied to the voltage controlled 
delay. The locally generated sequence is then ramped bacikwards and 
forwards in phase with respect to the incoming sequence. When the 
inphase position is located, the in-lock detector inhibits the clock 
to the up-down counter and the output remains at the required dc off­
set. Meanwhile synchronisation is being maintained by the error vol­
tage fluctuation from the delay lock loop correlator, which is centred 
about this dc voltage offset.
4,9.1. Performance of a Synchronisation System Using an External Reference
If an identical loop filter is used in the system employing an external 
reference, as previously used in the more conventional delay lock loop 
configurations, the two types of system would not be of the same type 
and order. This is because the integrating action of the vco is absent, 
therefore, when a voltage controlled delay element is used wilhin the 
system employing an external reference, the delay lock loop filter is de­
signed to have an integrator incorporated into it, so as to simulate the
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effect of the vco around the delay lock loop. The two systems then 
become identical in type and order.
It has previously been shown that with a spread-spectrum system using 
an aliased transmission in order to produce a covert transmission to 
the casual eavesdropper, the tolerable sequence phase error and jitter 
is small before a significant fall in demodulated signal-to-noise ra­
tio occurs. Because of this it is imperative that the 200 kHz frequency 
locking loop employed within the external reference system introduces 
only an insignificant amount of extra jitter compared to that produced 
by the delay lock loop.
The tests carried out on this configuration of the delay lock loop 
were exactly the same as those presented earlier in this chapter. It 
was found that in all the tests this off-air external reference syn­
chronisation system performed, within limits, exactly the same as the 
more conventional loop implementations already examined, and therefore 
the results are not presented again. This is to be expected, because 
the inclusion of the integrator within the loop filter of the external 
reference system has given it an identical transfer function to that 
of the other implementations.
There are however two major differences in the two loop implementations 
that make the external reference type of synchronisation system unsuit­
able for use in a practical mobile system. The first difference is that 
the voltage controlled delay within the synchronisation loop has only 
a finite range over which it can operate. The loop therefore can only
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track over a range of input sequence delay. In the case of the loop 
as shown in figure 4.53» with a voltage controlled delay as in fig­
ure 4.54, the range of delay is only one sequence length. Another 
effect of this limitation on the controllable delay range is the in­
ability of the system to handle a sustained offset in sequence fre­
quency over a period of time, regardless of how small that offset 
is. Although the sequences are locked to the same off-air standard, 
such a difference in sequence frequency can occur in a mobile situa­
tion, due to the Doppler effect upon the sequence transmission. The 
only way in which the synchronisation. loop can cope with this fre­
quency offset is by linearly ramping the delay element, so as to 
introduce a constant rate of change of sequence phase equal to the 
sequence frequency offset. However, due to the limited range of con­
trollable delay, the loop can only maintain this action for a limi­
ted period, depending upon the frequency offset it is required to 
compensate for,
Ihe second major drawback is that the maximum search velocity that 
the system can handle so as to carry out a serial search procedure (l), 
is severely limited by the action of the 200 kHz phase lock loop. This 
restriction is brou^t about by the fact that as the 200 kHz frequency 
loop has a small loop gain and bandwidth, so as to minimise additional 
jitter effects, it does not have sufficient frequency locking range 
necessary to provide the large frequency offset required to produce 
large search velocities. It was found that with an input signal-to- 
noise ratio of -5 dJB, the maximum tolerable search velocity was only 
133 bitss with the in-lock detector set to give a negligible prob-
297
ability of false locking. This compares with search rates of thou­
sands of bits per second that can be obtained with a serial search 
procedure with a conventional implementation (section 4.2.1.). The 
search velocity can be increased by changing the characteristics 
of the 200 kHz phase lock loop, but this only leads to an increase 
in sequence jitter, which under the condition of aliased data spec­
tra has been shown to be unacceptable.
Therefore, althou^ this synchronisation system can be useful as a 
laboratory tool for experimental purposes, it does not lend itself 
to use in truly practical situations because of its severely li­
mited acquisition time and its inability to compensate for any long 
term sequence frequency offset, as might occur as a result of Doppler 
shift.
4.10, Conclusions
In this chapter the performances of three systems for removing data 
interference from a delay lock loop and an alternative external re­
ference synchroniser have been given. The three variants of the de­
lay lock loop for removing data interference, namely
(a) envelope detection loop
(b) data-feedback loop
(c) code-burst loop
have been examined in detail with regard to the formation of their re-
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spective discriminator characteristics and also to their static and 
dynamic performances under conditions of noise. These results are 
summarised in tabular form for the key performance figures and are 
given in figure 4.56 . Using these results, the variants can be com­
pared for ease of implementation with respect to resultant perfor­
mance.
It has clearly been shown that the use of a data-feedback synchroni­
sation loop is unsuitable. Not only is the formation of a discrimi­
nator characteristic suitable for tracking purposes critically de­
pendent upon the unknown correlation characteristic of the data de­
modulator, but the noise performance is also unsatisfactory under 
both static and dynamic conditions. For both situations the loop 
shows the greatest degradation from the ideal performances compared 
to the other variants tested. In particular, the rms jitter perfor­
mance at low signal-to-noise ratios is sufficiently large to contri­
bute a significant loss in demodulated output signal-to-noise ratio 
under the condition of aliased information spectra necessary to pro­
vide message security. In contrast to the other variants, where the 
only threshold of the loop is the limit on rms jitter, so as to give 
a small probability of loss of lock, the data-feedback loop has an 
additional threshold on input signal-to-noise ratio, below idiich no 
discriminator characteristic is formed and hence giving a total loss 
of tracking.
With the envelope detector loop, the use of coherent envelope detec­
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loop sensitivity at small delay errors for the 2D-tracking correlator. 
However, there is still a sufficient loss in sensitivity at extremely 
small delay errors to give rise to a larger intrinsic self-jitter term 
for the loop than for the other variants. Although the noise perfor­
mances are improved over those of the data-feedback system, the use 
of active elements susceptible to noise within the loop ultimately de­
grades the performance. As seen, the use of these elements under con­
ditions of extreme noise when the sequences are phase offset by more 
than two bits, gives rise to numerous spurious correlation peaks of 
significant amplitude. These spurious peaks would give rise to an in­
creased probability of false locking and tracking. The performance 
could be improved by using a ID-tracking loop, so that any loss of 
sensitivity at delay errors close to zero bits is removed, but the 
spurious correlation peaks would still exist, and the loop's tolerance 
to changes in sequence frequency, while in lock, would be reduced com­
pared to the 2D-loop.
In contrast to these variants, the use of the newly proposed code­
burst system shows significant improvements. This loop is extremely 
simple to implement and provides an increased performance compared 
to the other loops. The rms jitter stays well within bounds and the 
system produces no spurious correlation peaks to disturb acquisition. 
The loop proves to be ideal for synchronisation purposes.
The drawback with this loop, and the penalty that must be paid for 
its use, is an effective reduction in the process gain of the infor­
mation demodulation section. This is brou^t about by the information
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power being reduced because of the effect of code burst, while the 
transmitter output power, and thus the interference power from other 
\:sers, remains constant. A drop in demodulated receiver output signal- 
to-noise ratio is therefore produced. As the effect on synchronisa­
tion performance of changing the value of percentage code burst has 
been shown to be small, the drop in output signal-to-noise ratio can 
itself be made small with a suitable choice of code burst. With a 
code-burst value of 10^ there is a fall in output signal-to-noise ra­
tio of only 0.46 dB, which is small compared to system losses. More­
over, the system could be made adaptive in that as the number of 
users on the system, and thus the noise, varied, the value of code 
burst could be made to change accordingly. This would in effect also 
provide remote control of the loop gain of the delay lock loop in the 
receiver, even with its input under age control. Therefore, under con­
ditions of only a limited number of users simultaneously, sharing the 
common bandwidth system, the value of percentage code burst would be 
increased,This would result in the demodulated output signal-to-noise 
ratio remaining constant, because the gain in output signal-to-noise 
ratio due to less users and therefore less interference on the sys­
tem could be balanced out by the loss in output signal-to-noise ratio 
due to the decreased signal power when using a hi^er value of code 
burst. The overall effect, however, is that while the output signal- 
to-noise ratio has remained constant, the delay lock loop gain has 
been increased. The increase in loop gain would then provide a greater 
tolerance to sequence frequency offsets, so as to provide a more se­
cure hold upon the in-lock position.
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The use of the external reference locking system, althou^ useful as 
a laboratory tool, is unsuitable for a practical system because of 
its restricted acquisition times and, more importantly, its inability 
to cope with a long term sequence frequency offset due to the limited 
range of its controllable delay.
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5. PROTECTION MARGINS OF A UHF TELEVISION RECEIVER
5.1. Introduction
It has been proposed in this thesis that in order to produce spectrum 
economies hy the use of spread-spectrum systems, the mode of opera­
tion under which the spread-spectrum communications should be used 
is in a bandsharing scheme with existing services. The controlling 
features of a bandsharing scheme, which is designed to operate on a 
mutual non-interference basis between services, are how tolerant each 
individual service is to interference produced by the other service 
viiich is sharing the frequency allocation. As it has been proposed in 
chapter 2 that the mobile service should share frequency allocations 
with the television broadcast channels, then for the spread-spectrum, 
or conventional mobile system, the controlling feature is the respec­
tive system process gain. The process gain is the system feature of 
importance, because it relates to the ability of the mobile system to 
reject interference that it would be subjected to from television 
broadcasts, regardless of whether they are nearby or distant trans­
missions. For the television receiver, however, the controlling feature 
is a subjectively assessed parameter relating to the tolerability of 
interference from the mobile service upon the displayed television 
picture. The assessment of this parameter is based upon the quality of 
the resulting demodulated picture as decided by the viewer of that 
picture. The picture quality is judged under various types and levels 
of interference and the parameter used for comparisons between the var-
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ious interference sources is termed the 'television's protection 
margin'. It is the protection margin parameter that gives a measure 
of the tolerance of a television -receiver to interference from a 
bandsharing mobile system, in a similar way to that of the process 
gain parameter of the sharing mobile service.
This chapter outlines the standard criteria used for subjective test­
ing of televisions under conditions of noise. Using these criteria, 
adapted to suit the r*equirements of this specific investigation, the 
necessary tests were carried out and their results for a spread-spec­
trum system under various conditions of bandwidth and spreading se­
quence length, together with results of more conventional systems, are 
presented in the following sections. The results of these tests then 
enable an investigation of a bandsharing system between a mobile ser­
vice and television broadcasts to be carried out in chapter 6.
5.2. Protection Margin Definition
Before proceeding to a discussion of the subjective assessment of the 
quality of television pictures, it is necessary to provide a strict 
definition of the protection margin parameter used in the results pre­
sented in this thesis. One technique (l) of expressing protection mar­
gins is to use a noise measurement procedure to replace subjective 
testing. The technique is to measure the actual signal-to-noise ratio 
present on the television screen, defined asi
display snr = 20 log,, (5-1)
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This parameter is measured by using a sampling power meter so that 
the discontinuities present in the video signal can be ignored. For 
a given picture quality the protection margin could then be defined 
as the display signal-to-noise ratio.
In the context of a bandsharing investigation however, this defini­
tion is not suitable, as mutual interference effects are being consid­
ered with separate transmissions occupying a common frequency alloca­
tion. The protection margin definition therefore is to be defined 
with reference to the signal and interference powers that are present 
at the aerial input of the television receiver's rf section. Before 
the definition of a protection margin can be finalised, it is necessary 
to decide upon the maximum tolerable television picture interference 
that is allowed, so that from this the minimum signal-to-interference 
level, and therefore the protection margin, can be measured. One defi­
nition of acceptable picture interference (2) is that level of inter­
ference 'vdiich "ultimately might be adopted in the interest of maximum 
spectrum sharing". This definition obviously suggests a lowering in 
picture quality as a trade-off against spectrum efficieny. As the broad­
casting authorities are highly unlikely to accept a system operating 
under this definition, the definition used in this investigation into 
system feasibility will provide a worst-case condition by stipulating 
an 'imperceptible' level of picture interference,
Therefore the definition of protection margin used in this investiga­
tion is;
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the ratio, in decibels, of the total television signal power re­
ceived, relative to the maximum total interference power allowed, 
before any degradation to the television picture is observed
5.3» Assessment of Television Picture Interference
Ihe assessment of television picture interference has been the topic 
for many publications (3,4,^,6,?). This range of literature has pro­
duced a number of different methods and criteria to be used for sub­
jective testing of television pictures. All the tests in the above 
literature, however, regardless of their specific method of carrying 
out the tests, fall into the method classification of psychometrics (8). 
Psychometrics is a method which uses gradings to represent either pic­
ture quality or impairment, so that observers used in the test have a 
set number of options into idiich they can categorise the picture under 
test. The method therefore attempts to quantify impairments which are 
psychophysical in nature. The grading scales used in such tests have 
tended to vary, not only in the number of categorisations available to 
the observer, but also in the classification of each category. As a 
consequence, the results of tests carried out by different organisations 
are of little use for comparative purposes. To try and overcome this 
limitation of testing methods, the GGIR have laid down recommendations 
(9,10) to cover both suggested grading scales and also the procedure to 
be used in carrying out the subjective testing. The scale recommended 
by the GGIR is a five point scale designed to categorise the quality of 
the picture, as opposed to the alternative method of categorising the im­
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pairment of the picture , which is more suitable for the judging of a 
single picture impairment. It has also been found by the GGIR that a 
five point grading scale is the optimum as far as ease of categorisa­
tion for the observer is concerned, against the loss of information 
caused by quantisation. Gompared to the complex categorisation origin­
ally specified (3) and also to other equally complex classifications 
as summarised in (4), the title of each category as suggested by the 
GGIR is kept simple. Such simple classifications make the task of the 
non-expert observers (i.e. observers having no contact with picture 
rating) easier and therefore more reliable and relatable among observ­
ers. With the more complex categorisations it was found by the GGIR 
that classifications could become ambiguous and that observers often 
ignored the exact classifications altogether and used the number of 
categories as their own quality rating scale. As a result the preferred 
classifications laid down have been ones that would generally occur 







With such a classification, the adjectives given to each grade are in­
tended to be hints rather than rigid definitions. As a result it is 
believed that this form of scale is resistant to variations of inter­
pretations.
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It is generally assumed (7) that these categories can be looked upon 
as lying on a psychological continuum. Therefore the categories are 
assumed to lie on a finite scale, with the extremities of the scale 
being defined by the individual categories corresponding to the 'ex­
cellent* and *bad* conditions. In order to analyse the results, the 
opinion categories are given numerical scores. These range from zero 
for the condition designated 'bad' to unity for the 'excellent* con­
dition, in steps of 0.25» The use of such a finite scale in order 
to rate quality is a major topic of discussion (7). An alternative 
method of rating picture quality is not to use a grading scale but 
to rate a picture with respect to its physical impairment. The physi­
cal impairments in a picture which affect its quality are virtually 
unrestricted as to magnitude, therefore in contrast to the finite 
scale of quality rating the magnitude of impairment scale must extend 
to infinity at one end, even thou^ it is defined ly zero at the other. 
Such a scale is termed by psychologists to be a 'ratio scale', because 
the magnitudes along it have meaning only so far as their relative 
values are concerned, and in the absence of an absolute reference, in 
addition to zero, are defined arbitrarily.
As the two scales of quality rating and impairment magnitude neverthe­
less represent the same picture, it is reasonable to assume that there 
is some relationship between them. The way in i&iich the actual observer 
can relate between the two scales is a topic of research for psycholo­
gists, but a relationship between the resulting scales has been pro­
posed (4,7) in the use of a mathematical function known as the logistic 
function (8,11). This function arises as a result of the postulation (4,7)
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that the relationship between the infinite impairment scale and the 
finite quality scale follows a skew-symmetrical sigmoid known as the 
logistic function.
The logistic function can be expressed (4) as;
^ 1+expt-Q)
viiere = the mean assessment score of the numerical scores given 
to each picture quality category on the finite scale
and Q x-mS
viiere x = the value of impairment magnitude
m = the 'mid-opinion* impairment given ly the value of im­
pairment magnitude x corresponding to a value of mean 
assessment score = 0 . (this is the point of inflec­
tion of the sigmoidal curve)
S = the ' slope index* and is proportional to the reciprocal 
of the logistic*s curve slope at the point of inflection. 
Numerically S is equal to the difference (in decibels) 
between m and the value of x corresponding to a mean 
assessment score A^ = 0.731
The finite quality scale and the infinite physical impairment scale 
described above are the most common scales used in subjective testing. 
However, both these scales are designed to yield information about ob­
servers' reactions to picture quality over a wide range of interference 
levels. A characterisation of picture quality such as this is not of
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prime importance in the context of a television/mobile bandsharing 
scheme. As discussed earlier in sections _$.l. and _$.2., the key para­
meter in such an investigation is the protection margin of the tele­
vision with respect to the particular type of interference of inter­
est. As a result of this, the scales given above are not used for the 
majority of the subjective tests carried out. Following on from the 
definition of protection margin given in section 5*2., the informa­
tion of interest is the television's rf input signal-to-interference 
ratio at lAich an impairment to the television picture first becomes 
visible. Therefore in the majority of the tests the observers were 
briefed only to pay attention in detail to this single effect. How­
ever, in some cases the television pictures were graded over a wide 
range of impairments using the five point quality grading scale sug­
gested by the GGIR. This then gives the opportunity to assess the 
validity of the logistic function in subjective testing methods, as 
■Üie measured signal-to-interference ratio at the television's aerial 
input is directly analogous to the infinite impairment scale previ­
ously discussed. Therefore the signal-to-interference ratios should 
be related to the finite quality grading scale by the logistic func­
tion. In addition to this, if the grading of pictures over a wide 
range of impairments relates closely to the logistic function, it also 
helps to establish the validity of the test procedure used.
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3.4. Subjective Assessment Test Procedure
The tests.were carried out by a viewing panel of eighteen people, 
equally split between male and female. The observers were classed 
as non-experts, as they were not previously connected with any tele­
vision or picture assessment. For the assessment of monochrome pic­
tures it is not thou^t necessary to check observers for normality 
of vision. For colour tests, however, the prevalence of unsuspected
defects in the colour vision of observers makes it necessary to
check their vision. This was done by using standard Ishihara (12) 
test charts and the observers were also checked by using a full eye­
sight test, which was made available to the school, in order to check 
for any other gross eyesi^t irregularities.
Ihe requirements for the viewing room were that no direct day light 
was allowed to fall on the television screen and the room was lit by 
well diffused general lighting. The luminance and contrast of the 
television picture were adjusted so that the majority of observers 
believed them to be within the range used by viewers under normal 
conditior^. The viewing distance at Tdiich observers were placed from 
the screen was considered in terms of the viewing ratio. The viewing
ratio is defined as the distance from the screen of a viewer divided
by the height of the screen. It has been found by the Television Allo­
cations Study Organisation (TASO) (13) that for general-purpose test­
ing a viewing ratio of 6 is preferred, so that the general line struc­
ture of the television picture is not a feature for the observer. 
Therefore this was the viewing ratio used for the general testing over
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a wide range of impairment magnitudes. However, in most of the tests, 
which were designed to establish the signal-to-interference ratio at 
which a picture impairment was first observed in order to give the 
protection margin, so as to present a worst-case condition on the 
measure of a protection margin,the viewing ratio was reduced from 6 
to between 1 and 2 . This then allows the most critical appraisal of 
the picture quality to be made, so that the protection margin results 
can readily be quoted to be worst-case.
As an observer's opinion of a given picture is conditioned, to some 
extent, by his general background experience in viewing television, 
cinema, photographic or other pictures, it was necessary for the ob­
servers to be shown suitable pictures before the tests started, as a 
control for the measurements. This consisted of displaying a picture 
with no interference as an example of an 'excellent' picture and also 
ones with suitably distinguishable levels of interference in order to 
demonstrate the effects of various interference signals.
An observer's opinion can also be modified during a test because he 
becomes conditioned, as the test proceeds, by his adaption to the gen­
eral standard of the pictures displayed. It has been shown (l4) that 
if a wide range of impairment magnitude is employed, the adaption of 
the observer acts in such a way as to compensate for any change in the 
mean level or range of impairment magnitudes used. This was found to 
be the case with preliminary tests carried out, as the observers tended 
to accept poorer pictures as being normal. A technique commonly ad­
vocated (8) for stabilising the opinions during tests is the introduc­
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tion of 'anchor stimuli'. This is to repeat the showing of the con­
trol pictures at intervals during a viewing session. However, it is 
assumed that the introduction of such ' anchor stimuli' would cloud 
any relation between laboratory tests and home viewing conditions, 
^ich lack these stimuli. Therefore, in the tests carried out over 
wide ranges of interference levels, and also the subjective tests 
iÉiich were used for the purpose of conparisons, the adaption process 
was minimised by randomising the order of pictures to be tested and, 
in addition, by making the duration of the tests as short as possible.
Even using the stringent rules as laid down by the GGIR, considerable 
differences in recordings from various establishments still result.
In a test carried out by the European Broadcasting Union in 1977i 
seven organisations made an identical test on television picture qual­
ity as laid down by the GGIR, and the results of the assessed impair­
ment caused Ty random noise ranged over 10 dB . This demonstrates the 
variability in results and so highli^ts the need that, in order to 
make true comparisons, all tests must be carried out by the same or­
ganisation.
The system arrangement used for the subjective testing was as shown 
in figure 5.I . The spread-spectrum source, or any other interference 
source used in the tests, was first raised to the required carrier 
frequency for demodulation ly the television receiver. The band used 
for the tests was band 57, idrich lies between the frequency bounds 
of 758 MHz and 766 MHz . A main lobe bandpass filter was also used 












































main lobe of the sin TrDf
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spectrum, thereby reducing the unnecessary
TTltf
spurious interference which would be caused by the sidelobe power.
The interférence signal was then combined, via a hybrid coupler, with 
the television picture source. The picture source was derived from 
either a PAL pattern generator (15) set so as to give a standard colour 
bar test picture, or alternatively the pictures were off-air live te­
levision broadcast transmissions. These two types of picture source 
were used for comparison purposes. When live pictures were used, the 
hybrid coupler ensured that the leakage power from the interference 
source , idiich would be re-transmitted via the television aerial , was 
at least 4^ dB below that entering the television receiver. The com­
bined television and interference signals were then simultaneously 
fed to the television monitor for subjective viewing and to a spec­
trum analyser for the signal-to-interference power measurements.
With the use of this system and small viewing ratios the protection 
margins for various types of interference could then be measured.
The protection margins of the television receiver were measured for 
a number of different interference signals. To establish a compre­
hensive view of the protection margins, each interference signal was 
stepped in intervals of O.5 MHz across the television broadcast chan­
nel. At each step the protection margin was then established using the 
testing procedures as outlined above.
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5.5- Protection Margin Results from the Subjective Testing 
of Television Pictures
Before presenting the protection margin results, it will be useful 
to show a typical frequency spectrum of a television picture used 
during the tests. In figure 5*2 the spectrum of the standard colour 
bar test card is shown, as this was the test picture used for the 
majority of the subjective interference measurements. The frequency 
scale of figure 3-2 is normalised to show frequency offset in MHz 
from the main television carrier. The picture corresponding to this 
spectrum is shown in figure 5-3 * The rf spectrum shown alongside 
the television picture in figure 5*3 was taken with an input band­
width of 30 kHz and this bandwidth is constant for all other pictures 
shown in this thesis. For pictures shown later in this chapter, and 
also in the next, where a corresponding audio spectrum from a demod­
ulated direct-sequence is given, the input bandwidth used for the 
audio spectrum was 50 Hz .
It was this picture that was used as a control during the subjective 
testing against which the interference degraded pictures could be com­
pared. The main regions of the television spectrum that are expected 
to be most susceptible to interference are the main picture carrier 
and also the colour sub-carrier.
The presentation of the protection margin results are given on a sim­
ilar normalised frequency scale as used in figure 5*2 to show the te­
levision picture frequency spectrum. The protection margin of the te-
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levision receiver to a particular type of interference can then be 
shorn as the assessed value found at interval steps of 0.5 MHz across 
the television spectrum as the interference's centre frequency is 
shifted. Results presented in this format give a clear interference 
susceptibility profile of the television receiver to each type of in­
terference signal used. The protection margin profiles are given for 
both spread-spectrum and conventional modulation systems, so that a 
comparative study can be made on the suitability of each type of mod­
ulation system in the proposed-bandsharing scheme with the television 
broadcast services.
5.5*1* Comparison between Protection Margins of Colour and Monochrome 
Receivers to CW Interference Using a Test Card Picture
The initial measurements were necessary to compare the protection mar-^  
gins of a monochrome and a colour receiver. Their respective protection 
margins versus frequency offset from the television video carrier are 
given in figure 5*^ •
As might be expected, for the colour receiver the maximum protection 
must be given at the video and colour sub-carriers. The protection 
margin required at the colour sub-carrier was found to be marginally 
greater than that required at the main video carrier. The protection 
margins were found to be ^6,0 dB and 53*5 dB respectively.
If the protection margin bound is exceeded around the region of the 
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white moire patterning of the video output, as shown in figure 5*3 • 
When the interference is centred around the colour suh-carrier, with 
the protection margin exceeded, then in addition to the moire pat­
terning, which is now coloured, there is also a break-up in the col­
our scale, not produced in the previous case, which is shown in fig­
ure • It is this colour break-up that has caused the need for 
a slightly higher protection margin at the colour sub-carrier. For 
both conditions the pitch and degree of patterning are dependent upon 
the frequency offset of the interfering source from the carrier in­
volved and the relative amplitude of the interference respectively.
The results of the protection margin tests of a monochrome receiver 
for an identical cw interference are also shown in figure 5*^ » so 
that a comparison can easily be made. The protection margin of the 
monochrome receiver follows that of the colour receiver vhen the in­
terference is in the region of the video carrier. However, as to be 
expected, the required protection margin continues to fall with in­
creasing frequency offset from the video carrier, instead of rising 
at a frequency offset of 3 MHz as found with the colour receiver. 
Obviously this is because interference in the region of 4.3 MHz offset 
is no longer as critical, for this region mainly carries the chromin­
ance information, which is no longer of importance to the monochrome 
picture.
Therefore in comparison, the colour receiver is overall more sensitive 
to interference than a monochrome receiver. The remainder of the sub­












colour receiver, as the extra sensitivity of the colour sub-carrier 
to interference will make the results worst-case, whidi is the in­
tention of these tests.
It will also be seen from results to be presented in section 
that the use of a stationary test card picture further emphasises 
this worst-case measurement of a protection margin.
5.5*2. Protection Margin Comparison between Typical Narrowband Systems 
for Subjective Interference to a Colour Receiver Using 
a Test Card Picture
As the reason behind this subjective testing is to use the protection 
margins of conventional narrowband systems, in a comparison with spread- 
spectrum, as contenders in bandsharing schemes for spectrum conservation, 
it is necessary to examine typical narrowband systems in addition to the 
cw case. The systems chosen for examination as being representative of 
present mobile schemes are narrowband frequency modulation (nbfm), wide­
band frequency modulation (wbfm), single-sideband (ssb) and amplitude 
modulation (am). For the case of am the protection margin is taken as 
being represented by the protection margin for the cw interference.
For these conventional modulation systems, 0.3-3 kHz filtered Gaussian 
noise was used to represent a modulating speech source which is partic­
ularly necessary for the case of ssb modulation. Although it is appre­
ciated that the statistics of the Gaussian noise and speech differ, it 
is felt that this would not have a significant impact on the results
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obtained. The results obtained for these various types of modulation 
systems are presented in figure 5*7 •
It is clear from the results that there is very little difference be­
tween these modulation techniques and the protection margin results 
found for cw . The only appreciable difference is that for the broader 
modulation systems, i.e. nbfm and wbfm, there is not as large a reduc­
tion in the required protection margin at an offset of 3 MHz. This is 
a result of the increased spreading of the interference power.
Between these conventional systems the advantage of course lies with 
modulation schemes such as ssb. Unlike am or fm, such schemes cause 
no interference when unmodulated and are therefore to be preferred 
as competitors to spread-spectrum modulation for bandsharing purposes.
As the protection margins of all the systems are very similar, for 
comparative purposes with spread-spectrum the protection margin of the 
cw interference shall be takén as being representative of all narrow­
band systems.
3.5*3. Protection Margin Comparison between GW. Spread-Spectrum and 
Gaussian Noise for Subjective Interference to a Colour 
Receiver Using a Test Card Picture
To enable the comparison to be made with spread-spectrum, an identical 
test as for the narrowband systems is carried out for spread-spectrum. 





























using a spreading sequence length of 255 "bits and a main lobe band­
width of 6.375 MHz. The effects of varying either of these spread- 
spectrum parameters is presented in a later section. The spread- 
spectrum protection margin is then expressed versus the offset of 
the centra frequency of the spread-spe ctrum transmission from the 
video carrier.
In addition to spread-spectrum, the protection margin was also meas­
ured for broadband Gaussian noise. This will then serve to compare 
the protection margins of two signal extremes, i.e. cw and Gaussian 
noise. The results of the subjective measurements are shown in fig­
ure 5*8 . It can clearly be seen from these results that the use of 
Gaussian noise as an interfering source gives rise to a significantly 
reduced protection margin result compared to cw. With the Gaussian 
noise power averaged over 6.375 MHz, the protection margin is found 
to be 36 dB and uniform across the television bandwidth. This gives 
an improvement of 17*5 (fB at the television video carrier and 20 dB 
at the colour sub-carrier over that found for cw interference. The 
reason for this significant improvement in protection margin is that 
the use of Gaussian noise produces a totally random "snow* effect on 
the video display when the protection margin is exceeded, compared 
to the very regular moiré" patterning for the cw case. Subjectively 
this random type of interference is less disturbing to the observer 
than the easily detected moiré patterning, and as a result the sub­
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In addition it can be seen from figure 5-8 that for co-channel operation 
the use of a spread-spe ctrum interference source also shows an improve­
ment compared to cw bry reducing the required protection margin. When 
this protection margin is exceeded, the spread-spectrum interference 
produces a snow effect, shown in figure 5*9, similar to that of white 
noise but of a slightly more regular structure, depending upon the 
spreading sequence length. The protection margin of the spread-spectrum 
is found to be 40.5 dB at the video carrier and 42.5 dB at the colour 
sub-carrier. The improvement in protection margin achieved "ty the use 
of spread-spectrum on co-channel operation is therefore not as much as 
that found with Gaussian noise, but is still appreciable. The improve­
ment over cw is 13 dB at the video carrier and 13*5 dB at the colour 
sub-carrier. This shows a virtually constant improvement at the two 
carriers. The reduced improvement compared to Gaussian noise is caused 
by the fact that the interference now is only pseudo-random in nature 
and thus is slightly more regular and easier to perceive. If adjacent 
channel interference is to be considered however, then spread-spectrum 
shows a degraded performance compared to narrowband systems because of 
its broadband nature. But as co-channel effects are a fundamental prob­
lem associated with the type of interference signal used and could not, 
as for the case of adjacent channel interference, be overcome by system 
optimisation and design, the co-channel effects therefore become the 
overriding factor. The reduction of adjacent channel interference 
system optimisation is discussed in chapter 6 .
The use of spread-spectrum has also removed the variation in protection 
margin across the television bandwidth for cw interference. Obviously
% % ' ! # #  :,'











this is as a result of the broad, nature of the interfering signal.
An interesting point to note is that at a frequency offset of 3 MHz 
from the video carrier the cw interference actually gives rise to a 
reduced protection margin compared to spread-spectrum. This again is 
caused ly the spread of interference power, by the use of spread- 
spectrum, onto the colour sub-carrier when the interference is posi­
tioned at the carrier frequency offset.
3.3.4. Effect of Changing Sequence Length and Spreading Bandwidth on 
Protection Margins of Spread-Spectrum to a Test Card Picture
The improvements in protection margin quoted previously for spread- 
spectrum modulation over that of cw obviously only apply for the con­
dition tested, where the spreading sequence length was 233 bits and 
the main lobe bandwidth was 6.373 MHz. It is important to know there­
fore, if and how these improvements vary with changing sequence length 
and spreading bandwidth.
(i) Change in sequence length
To examine the effect of changing sequence length, a variable length 
generator was used, which could be varied between 2 and 12 stages. 
This then produces sequence lengths of between 3 and 4093 bits in 
length. The protection margins of the various sequence lengths be­
tween these limits were then subjectively determined. The result of 
these tests, shown in figure 3.10, illustrates the variation in pro­
tection margin as a function of code length for spread-spectrum with 
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merits are presented for only two positions of the spread-spectrum in­
terference, They are
(a) centred directly over the video carrier 
and (b) centred at a frequency offset of 3 MHz from the video 
carrier
The results as presented in figure 5*10 may be considered to be sections 
taken throu^ the protection margin profiles at the two specific offset 
frequencies. As can be seen, both curves follow the same basic trend 
with increasing code length. It is clear that with increasing code length 
there is a reduction in the required protection margin of spread-spec­
trum to a colour test card. The results are interesting, because they 
illustrate the changes in the threshold of perception of the visual in­
terference, produced by the spread-spectrum, as the length of the spread­
ing sequence is increased. Ihe threshold of perception ‘Changes, because 
iiie form of the observed visual interference changes as the sequence 
length is progressively increased.
It was found that for sequence lengths of 63 bits or less the visual 
interference is primarily of the moire type because of the relatively 
small number of discrete frequency components contained within the 
noise signal. The interference signal therefore appears more like a 
cw interférer rather than a random spread-spectrum interférer. The 
moirS" is mainly monochrome when the interference is centred over the 
video carrier, and mainly coloured when centred at 3 MHz offset be­
cause of interference with the colour sub-carrier. The distinct edges 
associated with this sort of patterning make the interference easily 
discernible of course, as in the case of cw, and therefore give rise
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to a required hi^ protection margin which approaches that for cw in­
terference. As the code length, and hence the number of interfering 
frequency components, is allowed to increase, the patterning becomes 
increasingly complex and random with many more diffuse edges. As a 
consequence, the threshold of perception to the visual interference 
falls considerably. This increased randomness manifests itself by a 
reduction in the protection margin required by the television receiver 
to the spread-spectrum interférer. The slightly higher protection mar­
gin necessary when the interference is centred at a 3 MHz offset is 
due to the colour sub-carrier, with its slightly higher sensitivity 
to interference, having a large number of interfering components in 
its vicinity.
In contrast to the shorter sequences producing moire patterning, it 
is found that a sequence length of 255 bits is the minimum length 
permissible to produce wholly random interference giving the snow- 
like effect of Gaussian noise interference. Now with the greater num­
ber of interfering components giving the more random effect, the dif­
ference in protection margin measured for the two frequency offsets 
of the spread-spectrum interference from the video carrier becomes 
extremely small. This indicates the lack of variation in protection 
margin across the television bandwidth, as first demonstrated in fig­
ure 5*8 for the case of the 255 bit spreading sequence.
Also included in figure 5*10 is the protection margin required for 
Gaussian noise. This can be considered as being equal to the case of 
an infinitely long and thus perfectly random sequence, and as such
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sets the limit on the minimum achievable protection margin. It can be 
seen that as the sequence length is increased, the required protection 
margin tends towards the limiting value defined by the Gaussian noise 
source. It approaches this value for sequence lengths typically in 
excess of 6.4x 10^ bits. Although the minimum bound on the protection 
margin could be reached by using a spreading sequence of sufficient 
length, it can be seen from figure ^.10 that little is to be gained by 
the use of such extremely long spreading sequences.
It was found during the subjective testing with respect to sequence 
length that the form of picture interference fell into three distinct 
categories. As already mentioned, it was of a moire type at short se­
quence lengths, a random snow-like interference when long sequences 
were used and a combination of both interference effects with inter­
mediate sequence lengths. The bounds on these interference categories 
are shown in figure ^.10 to be 64 bit and 255 bit spreading sequence 
lengths respectively. It can be seen from figure 5-10 that up to a se­
quence length of 63 bits a considerable improvement in protection mar­
gin of 10 dB over cw can be achieved when the spread-spectrum is op­
erating on a co-channel basis with the television transmission. A 
further improvement of 2.5 dB is also available by increasing the se­
quence length further to 255 bits. However, it can be seen that fur­
ther increases in sequence length, while still maintaining sensible 
lengths, only yields a further I.5 dB improvement. Therefore from the 
results of subjective testing, a spreading sequence length of 255 bits 
is shown to be the shortest sequence length to provide random snow in­
terference and is also a length beyond which further increases show 
little gain in protection margin.
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This subjectively obtained length of 255 "bits also corresponds to the 
sequence length found in chapter 3 by computation to be the shortest 
length sequence whose mean cross-correlation with all other 255 tit 
pseudo-random sequences first becomes zero to within 0.1^ of the peak 
correlation. The subjective tests of picture quality and interference 
nature therefore further confirm the choice of this length of sequence 
in order to satisfy the compromise of having sufficient randomness 
lAile still being sufficiently short to aid the process of initially 
obtaining synchronisation in the spread-spectrum communication system.
(ii) Change in spreading bandwidth
The only remaining parameter to be varied in the spread-spectrum sys­
tem is the clock frequency of the spreading sequence and thus the 
spreading bandwidth. This was done for three lengths of sequence, 
namely 15, 255 and 2047 bits, with the interference constantly at an 
offset of 3 MHz from the television's video carrier. For each sequence 
length the spreading bandwidth is varied from 1 MHz to 12 MHz in dis­
crete steps of 1 MHz, and the required protection margin for subject­
ively assessed imperceptible interference to the television picture 
was found at each value. The results of protection margin versus spread­
ing bandwidth are given in figure 5*H •
It can be seen from these results that there is a great deal of scatter 
on the points. Each point can only be taken to be accurate to within 
about f 1 dB and therefore it is extremely difficult to plot the exact 
relationship. However, it is obvious from the results that there is a 
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width. This is caused hy the fact that at low spreading “bandwidths 
the interference power is concentrated in a relatively small frequency 
hand and thus tends to appear more like a narrowband signal, with the 
result of less random picture interference and the associated increased 
protection margin. At the large spreading handwidths, of course, not 
all the interference power is entering the television, as some of the 
frequency components will now lie outside its input bandwidth and this 
then causes an apparent fall in required protection margin.
Overall the change in protection margin with changing spreading band­
width is relatively so small that it can be regarded as being virtually 
independent of spreading bandwidth over the range that would be used 
for co-channel operation with television services. As a result no sig­
nificant errors occur when studying the feasibility of such bandsharing 
schemes in chapter 6 .
5.5«5* Effect of Spread-Spectrum Interference on Live Television Pictures
Ihe results presented so far have only been with regard to a colour bar 
test card as the television picture to be assessed. Also, they have only 
been concerned with the threshold level of imperceptible interference, 
so as just to give the protection margin and no other information. The 
results therefore do not show the subjective effect of spread-spectrum 
interference on the television picture when varied over a wide range of 
impairment magnitudes. As a result no information is available to check 
the validity of the logistic function as previously outlined in sec­
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tion 3»3« In addition to this, the use of a test card picture to assess 
the required protection margin is not wholly representative of the con­
ditions of home viewing, where obviously live pictures predominate.
These omissions to the set of results are combined in a single test 
T^ere live pictures are used with a wide range of impairment magnitudes. 
The test was carried out for various lengths of spreading sequence, and 
six sequence lengths in all were used, lying between the limits of 
7 bits and 5II bits. The use of this range of sequence lengths produces 
the complete range of possible television picture interference forms 
previously described, i.e. moiré" patterning, a random snow effect and 
also a combination of both. The procedure for the test was identical to 
that used in the previous measurements.
The results of this test are not presented in the same format as pre- 
vioulsy used; they are now expressed as picture quality rating, found 
from the mean assessment score of the five point grading scale, versus 
the input signal-to-interference ratio, i.e. impairment magnitude. So 
that a comparison can be made with the protection margins found in the 
previous tests, the grading corresponding to 'good* on the five point 
scale was defined for the observers as being the perceptible interfer­
ence limit. This definition enables a protection margin value to be 
found using the same criteria as before. The results of the test are 
shown in full in figure ^.12.
The bounds on the measured impairment magnitudes shown in figure 5.12 
indicate the variation in signal-to-interference power that occurred 
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main constant. It is interesting to note that these bounds are much 
larger for pictures of higher subjective quality than for those of 
lower quality. This is a result of the fact that at low levels of 
interference on the television screen the random patterning associated 
with the longer sequences is much more difficult to perceive than 
the less random moire patterning, which has all its interference 
effects concentrated into its dark narrowbands across the screen. The 
lower values of signal-to-interference power on these bounds to pro­
vide a given picture quality therefore correspond to longer sequences 
with the higher bound to the short sequences. As stated earlier, it 
has been postulated (4,7) that the relationship between an infinite 
impairment scale and a finite quality scale of objective opinions fol­
lows a skew-symmetrical sigmoid form of relationship described by the 
mathematical function known as the logistic. The results presented in 
figure 5*12 are in the fom of an infinite impairment scale, i.e. sig­
nal-to-interference ratio, against a finite scale, and therefore if 
the assumed logistic relationship is true, the subjectively assessed 
picture qualities should lie on a logistic curve.
Using the definition of the logistic function given in section 5»3*» 
a logistic curve is drawn throu^ the experimental points and is shown 
as the full-line curve in figure ^.IZ . As can be seen, the logistic 
curve fits the experimental points extremely well, within experimental 
accuracy. This shows that the observers are behaving as statistically 
predicted and therefore verifies the correctness of the subjective 
viewing procedure and also the validity of the subjective results pre­
sented in this thesis.
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When fitting this logistic function to the measured points, it was 
found that the results corresponding to the long sequences followed 
the logistic trend much more closely than those from the shorter se­
quences . This is due to the fact that the mean assessment score against 
impairment magnitude was found to be more continuous for the longer 
sequences showing a more * graceful* degradation in picture quality 
compared to the more sudden degradation observed with shorter sequen­
ces.
With the validity of the subjective testing procedures now fully estab­
lished, the protection margin found with live pictures can be compared
with that found with test card pictures. As the quality grading of 
'good* was defined to be the perceptible interference limit, the pro­
tection margin for live television pictures can be found from the sig­
nal-to-interference power corresponding to a mean assessment score of 
Ag = 0.75* Using the logistic curve of figure 5*12, it can be seen
that the protection margin to spread-spectrum interference on live pic­
tures is 3^ dB. This can be compared to the worst-case protection mar­
gin of 42.5 (tB found for long spreading sequences when using a test 
card picture. Therefore, with a spread-spectrum system using relatively 
long sequences there is a 7-5 reduction in the required protection 
margin to television receivers lÆien live pictures instead of test card 
pictures are used.
Ihe reduction in protection margin is brought about by an effect sim­
ilar to that which produces a reduction in protection margin of a test 
card picture to increasing sequence length. When the sequence length
34-5
is made longer, the increased randomness of the interference produces 
more diffuse edges to the picture interference patterning and as a 
result causes a reduction in the subjectively assessed protection mar­
gin. However, the converse of this was also found to be true in that 
T^en using live television transmissions, the increased randomness of 
the television picture itself also tends to break up the interference 
patterning, thereby making it more difficult to perceive and thus re­
ducing the subjectively assessed protection margin. Another factor 
that influences the protection margin and its subsequent reduction 
with live pictures is the observers* interest in the actual pictures 
being shown. Interest in the pictures, which obviously occurs more 
with live transmissions than with stationary test card pictures, 
slightly distracts the observers* attention away from the interfer­
ence; as a consequence the interference tends to become more tolerable 
and so reduces the subjectively assessed protection margin parameter.
The other effect of using live pictures is that in addition to there 
being a reduction in protection margin, the effect on the protection 
margin with changing sequence length is also different to that observed 
with test card pictures. The measured bounds corresponding to the mean 
assessed score of 0.75 shown in figure 5.12 are for sequence lengths 
variable between 7 bits and 511 bits. As can be seen, there is only a 
2 dB variation in signal-to-interference power, i.e. protection margin, 
between these extremes of sequence lengths when providing constant pic­
ture quality. This can be compared with an equivalent variation in pro­
tection margin, over the same sequence length variation, of 12 dB when 
test card pictures are used, as shown in figure 5*10 . As 2 dB is ap-
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preaching experimental accuracy for such subjective testing, the pro­
tection margin of a live television picture to spread-spectrum inter­
ference can be regarded as being independent of the spreading sequence 
length, unlike the dependence found for test card pictures.
It has been shown in this section that by using the condition of live 
pictures, there is an improvement in protection margin over stationary 
test card pictures of between 7*5 dB and 17*5 dB for long and short 
spreading sequences respectively. As this is the condition that pre­
dominates for home viewing, the use of these protection margins could 
provide an optimum result to the bandsharing calculations. In contrast 
to this optimum result, the protection margins found by the use of 
test card pictures may be considered as providing a worst-case con­
dition on any further calculations that involve their use. Althou^i 
live pictures do predominate in home viewing, test card-like patterns 
are still found in the form of captions, still pictures etc., and 
therefore to cover evezy eventuality the use of the test card pro­
tection margins, with the subsequent worst-case bandsharing calcula­
tions, is necessary.
5,5.6, Protection Margin Comparison between Direct-Sequence 
and Frequency Hopping Spread-Spectrum Systems
All the protection margins previously quoted in this chapter for spread- 
spectrum interference have been for the case of a direct-sequence trans­
mission. However, other forms of spread-spectrum exist, in particular 
the frequency hopping system. Frequency hopping is the main alternative
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to direct-sequence from among the other members of the spread-spectrum 
family and as a consequence it is necessary to establish whether it 
can provide an improvement in protection over that given by the direct- 
sequence form of modulation or not. To ascertain this an identical sub­
jective test was carried out for a frequency hopping system with a col­
our television receiver using a test card picture as previously des­
cribed.
In this subjective interference test the output frequency of the fre­
quency hopping transmitter was selected by the use of a 63 bit pseudo­
random sequence. This gave a random frequency hop at the output between 
any of 63 discrete frequency positions. The spacing between each dis­
crete frequency position was set at 100 kHz, which gave a transmission 
bandwidth of 6.2 MHz. This bandwidth is comparable to that previously 
used for the subjective testing of the direct-sequence system. The pro­
tection margin was periodically assessed, as the centre frequency of the 
frequency hopped interference signal was scanned across the television 
bandwidth in discrete steps of ^00 kHz. Because of the broad nature of 
the interference spectrum, it was scanned from 4 MHz below the tele­
vision video carrier to 8.5 MHz above. The protection margin results 
subjectively obtained are presented in figure 5*13 for frequency hop 
rates of 20 Hz, 5OO Hz and 1 kHz.
It can be seen from figure 5.13 that the protection margins found for 
the frequency hopping system with varying hop rate are extremely close 
at the centre of the television band, but tend to diverge slightly at 
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tection margin is produced by the fact that as the hop rate of the 
transmitter is increased, the squareness of the hopped output spectrum 
tends to be lost and the output power of each component of the hopped 
signal is no longer constant across the band. This loss of squareness 
and the variation in power introduced across the band is caused by 
the inability of the frequency synthesiser to switch frequencies in­
stantaneously as the hop rate approaches the settling time of the 
synthesiser. With the synthesiser used it was found that 1 Wiz was 
the maximum hop rate achievable while still maintaining an output 
spectrum with no more than a 10 dB power variation. As the protection 
margin curves show no appreciable difference within experimental ac­
curacy, the protection margin of the 20 Hz hop rate system gives the 
more accurate protection margin profile because of the almost uniform 
power in each of the possible output frequencies. To overcome the 
settling time effects, it would be necessary to use a synthesiser 
which employs direct frequency synthesis.
Figure 5*13 shows quite clearly that the protection margin of a broad­
band frequency hopping system is almost constant across the entire 
television bandwidth. The value of the required protection margin is 
shown to be equal to that of the peak cw protection margin found at 
the video and colour carriers. This is caused by the fact that at some 
particular time instant a single cw component of the hopped spectrum 
will fall on or close to either of the television's two carriers for 
a certain length of time. Within experimental accuracy, the increased 
hop rate does not show a consistent improvement in protection margin, 
and therefore over the range of hop frequencies chosen the protection
3jO
margin can be considered to be independent of hop rate. In addition 
to this, it was also found that because of the nature of the fre­
quency hopped interference signal an increase in the control sequence 
length produced no effect on the subjectively assessed protection 
margin, unlike that found for direct-sequence. There is no change in 
the protection margin because, unlike with a direct-sequence trans­
mission, liiere an increased spreading sequence length produces a 
more random noise-like transmission and therefore less disturbing in­
terference effects, an increase in sequence length with a frequency 
hopping system does not make the transmission appear like noise and 
it still remains a collection of instantaneous cw carriers. A reduc­
tion in hopping bandwidth, however, could give some improvement in 
protection margin, compared with the broadband hop, over certain 
aroas of the television bandwidth. Those areas would be defined as 
the areas where none of the hopped components, would interfere with 
either of the television carriers. In the limit, as the bandwidth is 
decreased, the protection margin profile of the frequency hopping 
system would approach that of the cw case and would still therefore 
require a large overall protection margin to guard against interfer­
ence to either of the two television carriers. In addition to this, 
the reduction in hopping bandwidth would cause a corresponding re­
duction in the process gain of the frequency hopping system, in partic­
ular against jamming by relatively narrowband interferers. The loss 
of process gain would also make the operation of the system in fallow 
television channels much more difficult, as the occupancy of these 
channels by stray television signals from outlying areas by anomalous 
propagation would become more of a problem with the now reduced in­
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terference rejection capability of the frequency hopping system. There­
fore the reduction in hopping bandwidth to produce a partial reduction 
in protection margin over certain areas of the television bandwidth 
offers no advantages at all.
As a result of the hi^ susceptibility of a colour receiver to frequency 
hopped interference, the use of the more noise-like’direct-sequence 
system is to be preferred.
5.6. Conclusions
Direct-sequence spread-spectrum interference on a colour television 
has been shown to have a protection margin for imperceptible interfer­
ence of 42.5 dB when a 255 bit spreading sequence with a 6.375 MHz 
main lobe bandwidth is used. This shows a significant improvement of 
13.5 dB over that protection margin found for a single interfering 
tone. In comparison, the use of a frequency hopping interférer shows 
little or no improvement over that found for the single interference 
tone.
Ttie measured protection margin value and its subsequent variation 
with spreading sequence length have both been shown to be dependent 
upon whether the television picture used is a stationary test card 
picture or a live off-air picture. With a test card picture there is 
a variation in protection margin of 12 dB, with a sequence length vary­
ing between 7 and 5II bits compared to only a 2 dB variation with live
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television pictures. The absolute value of protection margin is consist­
ently better for the live pictures by a factor of between 7*5 dB and 17.5 dB 
for code lengths between 5 Ü  and 7 bits respectively. These results 
demonstrate that stationary test pictures are considerably more susceptible 
to interference from the objective assessment point of view of the observer 
and as such should be used in providing information for a worst-case de­
sign of geographical bandsharing.
Hie protection margins quoted in this chapter apply only to picture 
transmissions and not information transmission services such as tele­
text. However, it was found that the susceptibility of pictures to 
interference is the dominant factor and that the effects to tele-text 
are of a similar nature in that the break-up of the picture structure 
occurs and not corruption of the data. This interference may or may 
not be considered objectionable to such services. Nevertheless, it 
further confirms that the adoption of these protection margin figures 
presents a worst-case investigation into bandsharing feasibility, as 
is the intent.
The results presented can now be used in an investigation of the feas­
ibility of using direct-sequence spread-spectrum on a bandsharing basis 
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6. THE ADOPTION OF A BANDSHARING SPREAD-SPECTRUM 
SYSTEM WITH THE TELEVISION BROADCAST CHANNELS
6.1. Introduction
In chapter 5 the results of detailed subjective testing of television 
receivers, subject to various interference signals, are presented in 
the form of protection margin figures. This chapter uses the protec­
tion margin figures as a basis for calculations on improvements in 
the use of congested frequency spectrum by means of bandsharing. The 
chapter examines the possibility of private mobile radio users sharing 
radio spectrum with the television broadcast channels, on a mutual 
non-interference basis, as a means of accomplishing these improvements. 
A comparison is made between the use of conventional narrowband modu­
lation methods, such as amplitude modulation, frequency modulation and 
single sideband modulation, with the broadband direct-sequence spread- 
spectrum modulation scheme, as all are contenders for such a bandshar­
ing scheme. The comparisons are made using the criteria for establish­
ing imperceptible visual interference on television screen for all the 
modulation schemes by the use of the protection margin figures reported 
in chapter 5* Bandsharing systems on both a simultaneous area and fre­
quency basis and a geograihical basis, as defined in chapter 2, are 
examined. The examination is carried out for a bandsharing scheme hav­
ing its base station sited in Central London with a service area typi­
cally that of the Greater London region. London is chosen, because it 
is hi^ily congested areas such as this that would suffer most from the
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spectrum congestion problem and would therefore be most in need of 
the introduction of any schemes to alleviate the problem.
6.2. Development of a Propagation Model for Television and 
Mobile Area Coverage
Firstly, it is necessary to define the terminology of the band shared 
system to be examined. This terminology is illustrated in figure 6.1 . 
Ihe model defines the mobile's base station service area in terms of 
the minimum field strength contour at a radius r^ necessary for ade­
quate communication. The required field strength, and therefore the 
service area, is dependent upon the mobile receiver sensitivity, the 
modulation scheme used and the minimum acceptable signal-to-noise ra­
tio or data error rate. To estimate the maximum interference range, 
shown in figure 6,1, the mobile is assumed to be at the limit of this 
service area and transmitting. The interference range of the mobile 
system, r^ , is the maximum distance beyond the base station for which 
interference from the mobile's transmitter is perceptible by a tele­
vision receiver within the service area of the broadcast transmitter. 
The television service range, r^ ,^ is the minimum field strength con­
tour necessary for acceptable television reception. The re-use distance 
is defined as the distance between the mobile's base station and the 
television transmitter, and this distance together with the interfer­
ence range dictates whether bandsharing is then possible or not. These 
















sharing scheme, especially on the geographic hasis, are used consist­
ently throughout this feasibility study.
A simple mathematical treatment of area coverage is now developed, so 
that a consistent comparison may be made between the coverage area of 
the spread-spectrum mobile radio, conventional mobile radio, their 
respective interference ranges, and the television coverage area, which 
is dealt with in section 6.3*
If it is assumed that propagation is over a plane earth, with small 
undulations and roughness, using the geometry of figure 6.2, the ex­
pression for received power derived by Bullington (l) may be modified, 
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R = the reflection coefficient of the n^^ reflector n
A. = the surface wave attenuation factor at the i^^ location 1
0^ = the phase difference between the direct wave and the 
th
D = direct wave attenuation factor o
The direct wave attenuation factor, D^ , takes into account macroscopic 
effects which occur when the amplitude of the surface roughness is of 
tiie same magnitude as the antenna hei^t above ground level. For sim­
plicity is assumed to be an attenuation factor, attributable only to 
the diffraction or shadow loss of the direct signal. Two extreme con­
ditions of propagation may be considered to exist. In the first case, 
the surface rou^ness is small compared with the antenna height and 
spacing. Here attenuation of the direct component due to diffraction 
around the obstructions is considered small; however, random reflec­
tions near the receiving antenna are assumed to exist in accordance 
with equation (6.1). Such a model is typified by the case of a tele­
vision broadcasting transmitter mounted high above ground, with a re­
latively smooth ground, and a domestic television antenna mounted at
a height of about 10 m. In this case the coefficient D = 1 .o
However, even in this case shadowing may occur because of an obstacle 
near the receiver antenna. In this case the attenuation factor Do
may be theoretically predicted from the diffraction of the signal 
around a sharp edged obstacle. Figure 6.3 shows the variation of the 
theoretical attenuation factor as a function of the separation between 
the receiver antenna and the obstacle for an obstacle height of 30 ft (2)
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Figure 6.3 Theoretical Shadow Loss Due to Knife-Edge Diffraction
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Ihe alternative situation is similar to that encountered in a mobile 
communication environment. In this case the strength of the direct 
component is very much dependent upon the environment and may well 
be of the same order of magnitude as the scattered signals.
The i ^  reflection coefficient, R^ , is dependent upon the angle of 
incidence, the polarisation of the transmitted wave and the character­
istics of the ground, such that:
sin (0. ) - Z.
«1 = (6 -2 )
Eq - cos^ (j^ .)
viiere Z. = 7 --- 5------  for vertical polarisation
or Z^ = y  - cos^ (.0^ for horizontal polarisation
and = the angle of incidence of the wave on the i^h obstacle
E^ = the complex permittivity of the earth
The surface wave factors, A^ , are given approximately by:
4. <7  ^ (^ *3)i 1+ j (z-rrd/x) (sinj^^ +Z^)
and are sufficiently small at uhf frequencies (l) that they are only 
significant for ranges of a few wavelengths and may be ignored for 
most practical cases at uhf. However, in a general model, but partic­
ularly applicable to mobile radio environments, it is necessary to
36]
take into account the possibility of a reflected signal component 
much stronger than the rest by virtue of a greater reflection co­
efficient, Rg. This specular reflected signal component may be sep­
arated from the other terms in equation (6,l), which collectively 














This may be further expanded into;
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Considering the terms within the modulus of equation (6.5), K^ ,
 are modified reflection coefficients from the i reflec­
tors or scatterers. Their values are dependent upon the position of 
the receiver relative to the transmitter and as such may be regarded 
as statistical parameters which are stationary but space dependent. 
As a consequence, the e^ '^i terms representing the signal phase delay
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due to the path difference between the direct component and i^^ com­
ponent are also random. If it may be assumed that the amplitudes
K g  K^ are independent random processes and the phase angles a^ ,
a g   a^ are uniformly distributed over 0 - 2 tt, the term inside
the modulus of equation (6.5) has Rician statistics (3) defined in 





q(r) = -  (r2 + A2)/2H T Ar
0 N (6.6)
r =
the average signal power of the reflected and scattered 
signals, N=(K^^ + Kg^+K^^+... K_^)
the modified Bessel function of the first kind and zero 
order
the specular component of the signal represented by the 
first term within the modulus of equation (6.5)» which in 
this case is A=l, having already been normalised by the 
removal of the specular component, S^e^^k^ from within 
the modulus
the magnitude of the composite envelope signal as received
Thus the expression indicates that there will be a variation in re­
ceived signal power as the position of the receiver is altered due to 
spacial variations in the field strength, brought about by a changing 
set of statistical values.
Thus the probability of the envelope signal level having a value greater
than some threshold level r^  is given by;
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P(r = J* q(r) dr (6.7)
This expression directly gives rise to the definition of a fading mar­
gin, Mp. This gives the relative amount of additional power needed at 
the transmitter to ensure that the received signal is greater than the 
threshold level for a guaranteed percentage of places within the area 
of interest. For a mobile situation in which the mobile is moving with 
a constant velocity, v^ , through the scattering environment, may 
also be defined as the relative amount of power required at the trans­
mitter to overcome fading for a given percentage of time.
Because of the complex nature of q(r) and P(r^r^) it is not easy to 
express in terms of P(r^r^). However, Norton (4) has tabulated 
as a function of the ratio (a/n) for a variety of confidence limits.




( 1 - S j 2  +  4S, sin2
e.
(6.8)
vdiere P^ now represents the receivable power necessary to give ade­
quate reception within the given confidence limits for ^ich is 
defined.
In the sections below, suitable simplifications will be made to the 
problem, so that may be estimated.
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6.2.1. Strong Direct Component, Weak Reflections
In this condition the factor D^ is approximately I. If all reflections 
are weak and there are no obvious specular components within the re­
flected signals, the Rician distribution of equation (6.6) tends to 
a Gaussian distribution centred around the direct component of vari­
ance (3): o^ = N.
Since the modified reflection coefficient representing a specular re­




T^rrd St^r VMp (6.9)
This represents the well-known case of radiation in an absorptive med­
ium, vdiich gives rise to a variation in the received power level ac­
cording to a (l/d)^ type of law. Assuming that over the coverage area 
of interest the received signal level has a Gaussian amplitude distri­
bution of standard deviation crabout a median received signal level,
X,  giving rise to a median power of P^, then the fading margin is de­
fined in dB as:
Mp = 20 log^Q (VXq) (6.10)
vdiere x^ is the minimum tolerable signal level for adequate reception 
defined on the basis of a suitable subjective assessment of signal im­
pairment, such that:
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f(x-Xo) = i 1 - erf
X -  X
(6.11)
gives the probability of adequate reception over the coverage area of 
interest.
6.2.2. Strong Direct Component, Strong Specular Reflection,
Weak Background Reflections
In this case D^ is assumed to be 1. If there is a reflected signal 
component, S^, which is relatively unattenuated, this corresponds 
to the case of a specular component of the reflected signal and 
S. = -1. In this case equation (6.8) reduces to;
St Sr (l/Mp) (6.12)
■vdiere h^ and h^ are the heights, above ground level, of the transmitter 
and receiver antennas respectively and it is assumed that the heights 
of each antenna are very much less than the range d.
This represents the well-known formula for transmission over a plane 
earth, illustrating the (l/d)^ variation of received power with range, 
with the additional factor, l/Mp, to take into account signal cancella­
tion because of weak reflections, which again are assumed to have a 
Gaussian-like distribution such that may be found according to equa­
tions (6.10) and (6.II).
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However, as the strength of the specular component varies, the range 
dependence of the received power changes from a (l/d)^ law to a 
(l/d)^  law as 8 varies from -1 to 0.
6.2.3* Strong Direct Signal and Strong Reflections
In this case there is no specific specular reflected component, hut 
S^ may still he approximately -1 since the reflected component is 
strong and equation (6.12) is appropriate. However, the distribution 
of received signal strengths, taken over the coverage area, is now 
more likely to take on the form of Rician statistics. However, if 
N — 1, this will tend to Rayleigh statistics because the reflected 
components are of the same order as the direct component. In this 
case may be obtained via;
P(x^ X ) = /Zcr (6.13)
T^ iere
Mp = -10 log^o (2log^ (l/p(x^ncr))) (6.l4)
It is clear that sections 6.2.2. and 6.2.3* represent typical cases 
for signal propagation in the mobile environment. The strength of 
the background reflections, relative to any specular component of 
reflected signal, dictates the statistics applicable in a particular 
area, and the level of the specular component, relative to the direct 
component, effectively gives the index of the power law dependence of 
the received power with range.
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6.2.4. Weak Direct Signals with Relatively Weak Background Reflections
In this case the lack of a specular reflection Would give rise to an 
equation of the type given in equation (6.9), but because the reflec­
tions are of the same order as the direct component, this would cause 
Mp to be defined by predominantly Rayleigh statistics rather than Gaus­
sian.
In the development of this model it has been tacitly understood that 
the phase delays of the reflected signals have been small. In the case 
of large phase delays, particularly for the specular components, the 
effects of this *echo* signal on the demodulated signal, audio or vis­
ual, can be ascertained from subjective assessment. Its detailed effect 
will not be considered here.
6.3. Estimation of the Television and Mobile Radio Coverage 
Areas and the Mobile Radio Interference Range
This section considers the worst case input signal-to-interference ra­
tio requirements of both the television receiver, a typical conventional 
mobile receiver and a spread-spectrum receiver so that lower bounds on 
receivable power may be made for each service. From the antenna heights, 
radiated power and antenna gains of each system, estimates of the ser­
vice ranges will be given. From the measured protection margins for im­
perceptible visual interference on the television for conventional mod­
ulation and spread-spectrum modulation the interference ranges for each
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type of system will then be estimated. In the case of the television 
service range the theoretically predicted range of a typical trans­
mitter is compared with that found in practice, to ensure consistent 
results.
6.3.1. Estimation of the Television Service Range
In the estimation of this service range it is assumed that most receivers 
have 'line of sight* reception between themselves and their main broadcast 
transmitter or a suitable repeater. However, allowance is made for the fact 
that there may be a strong specular reflection with weaker background 
reflections. Jakes (5) has shown for suburban environments that typical 
delay-spreads are of the order of I/8 - l/Z microseconds at 836 MHz.
The subjective assessment tests of Allnatt and Prosser (6) show that 
for such short delays the strength of the reflected signal can be com­
parable with the direct signal before the interference is objectionable, 
and so it is further assumed that complications due to delay echo are 
not important at uhf frequencies.
In chapter 5 the results of detailed assessment tests for typical colour 
televisions for a wide range of interference have been given and show 
that a protection margin of 36 dB defines the threshold of imperceptible 
interference for a receiver subjected to Gaussian broadband noise. This 
is in agreement with the results of Allnatt and Prosser (7), who have 
carried out very detailed analyses of subjective interference on televi­
sion pictures.
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This value of protection margin includes the effects of the uhf mixer/ 
tuner stages and the video stages, hut does not take into account the 
feeder loss and noise temperature of the receiver antenna.
For most television antennas an equivalent temperature of 290 K may he 
assumed. However, if roof mounted, a feeder loss of typically 2.8 dB 
may he assumed if high quality coaxial cable is used, and a further 
loss of about 1 dB may be expected to take into account connector los­
ses. This gives a combined noise figure of 5*3 dB for the antenna/ 
feeder section of the receiver, assuming that all sections are matched 
in impedance.
For an ambient temperature of 290 K and an equivalent noise bandwidth 
of 5*5 MHz for the receiver the input noise power is
k T ,B = 2.19x10"^^ W amb
= -136.6 dBW
Consequently the minimum acceptable signal power at the antenna must 
be 36+ 5*3 dB above the noise power. Thus
^min = -95-3 ™
= 2.95x 10"^9 W
in any geographic area. This figure may be used directly in equation 
(6.12) together with data regarding the antenna height and gain.
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From a large survey of domestic television receivers in bands IV and V 
Bell (2) has found that in the 3*3 m to 9*1 ini hei^t range the median 
hei^t-gain product of external receiver antennas is 13*5 dB; however, 
for indoor antennas this figure must be adjusted by 10.5 to I9 dB de­
pending on whether the antenna is loft or floor mounted respectively.
The adjustment to the received power by an amount to take into ac­
count signal fading is accomplished by assuming that the median signal 
level is ' significantly greater than the background ire flections, so that 
the Rician statistics are approximated by Gaussian statistics. This 
ratio is dependent upon the environment and the antenha gain pattern, 
but a worst case median signal level-to-background reflections ratio 
of 10 dB is assumed for most suburban environments. The television 
service range is now defined on the basis that under these conditions 
the minimum receivable power, calculated above, will be exceeded at 
98^  of the locations in the coverage area. Use of equations (6.10) and 
(6.11) gives an of
= 8.7 dB
'o
Thus the adjusted median value of minimum received power corresponds to
? .m m  med = 2.2xlO"9 W
This may be related to an equivalent median value of field strength by 




vhere X is the free space wavelength of the carrier and the antenna 
radiation resistance, R^= 73*2 ohms. This gives a median field strength 
at 10 m above ground level for imperceptible interference of 76.5 dB mi­
crovolts/m for band V transmission at 854 MHz. This compares well with
e
the 70 dB microvolts/m minimum field strength contour recommended by 
the CGIR for tolerable reception (8).
Since the susceptibility of the television to perceivable interference 
is dictated primarily by the video channel, under these conditions of 
field strength there will be more than adequate output signal-to-noise 
ratio for the sound channel.
From the data above, the principal service range, r_^ ,^ .defined on the
basis of a 98% probability of reception may be calculated as a function 
of the broadcast transmitter power, and its antenna height above
ground level. Figure 6.4 shows the estimated principal television serv­
ice range as a function of P and h, for the case of * table-top* an-erp t
tennas ( at 1 m) , which represents the worst-case coverage area applic­
able to the majority of users. The frequency chosen was 854 MHz.
The assumption of a plane earth can give rise to optimistic values for 
the service range. The maximum range is assumed to be given by the line 
of si^t range between transmitter and receiver antenna sited on a 
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vdiere r ,, is the earth Vs radius, earth
From published data on television service areas (9,10), figure 6.5 
shows that the simple calculations of service range do in fact fit 
the range found in practice hy the Engineering Departments of the 
Broadcasting Authorities extremely well. Other areas show a similarly 
close fit.
6.3*2, Estimation of the Mobile Service Range - Base to Mobile
6.3*2,1, Service Range of a Conventional UHF M4 Radio System
The calculation of the service range for a conventional fm mobile radio sys­
tem proceeds in a similar manner to the above. It is assumed that the mini­
mum tolerable input signal-to-noise ratio for the fm demodulator is 15 dB.
Ihis criterion ensures that the fm demodulator is operating above the 
second threshold (for deviation ratios, b% 2) and provides an adequate 
output signal-to-noise ratio of approximately 20-23 dB, A X/4 mono­
pole is assumed for the receiver, its radiation resistance of 36 ohms 
being matched to the receiver.
It is reasonable to assume that for high quality uhf equipment noise 
figures better than 8 dB are possible. However, 10 dB is a more prob­
able figure for average quality equipment. For an fm system having 
b= 2 within a 25 kHz channel spacing, the intermediate frequency band-
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•width will he 18 kHz for a maximum modulating frequency of 3 kHz. The 
thermal input noise within this bandwidth is then
N = kTB^^ = 7.15X ICT^? W at 290 K
-l6
and the equivalent noise at the discriminator input = 7*15x 10 W .
Consequently the minimum signal power required to give a 15 dB sig-
-1^nal-to-noise ratio at the discriminator input is thus 2,3x10 W. 
Ihis corresponds to a minimum required terminal sensitivity of 
1.07 microvolts into 50 ohms, yielding an emf across the monopole 
of 1.8 microvolts. This may be achieved by locating the antenna in 
a field strength of 30.2 dB microvolts/m at an 854 MHz carrier fre­
quency.
For typical base station transmitter powers of 25 W erp and mobile 
transmitter powers of 10 W erp this requires the base station to have 
a receiver sensitivity of 0.4 microvolts for two-way communication at 
extremes to the service area.
Under realistic propagation conditions it cannot be ass'umed •that the 
specular component is strong relative to the background reflections, 
and the Rician distribution of equation (6,6) may be approximated by 
the familiar Rayleigh distribution. The definition for the fading 
margin, M^, may now be defined on the basis of the minimum receivable 
power level being exceeded at 98^  of all locations, or, assuming the 
vehicle to be travelling at a constant speed, v^ , for 98^ of the time.
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For this situation, from equation (6,l4),
fL = 14 dB





= 5.8x 10"^^ W
From this value, assuming a mobile receiver antenna height of 2 m, 
the mobile service range may be calculated from equation (6.12), as 
a function of transmitter power and antenna height. This is shown in 
figure 6.6 . As in the previous case, the frequency used in the calc­
ulation was 854 MHz and the receiver antenna was a \/4 monopole.
it should be noted that in the model for mobile coverage, M^ has been 
assumed attributable purely to multipath fading. In reality shadow 
loss will also play a major part in determining M^ #ien vehicles are 
near very large buildings and beneath bridges etc. If, because of 
legislation, the base station and mobile transmitter powers are limi­
ted, then the effect of an increase in M^ would be to limit the mob­
ile service area and also the interference range. Because of this, 
there would be no worsening in the number of channels available to 
the bandsharing system. If, however, the transmitter powers are in­
creased to overcome the increased fading margin so that the coverage 
area may be maintained, then the interference range must increase.
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able for bandsharing by increasing the mobile transmitter power is 
given in section 6.4.1. of this chapter.
6.3.2.2. Service Range of a Spread-Spectrum System
For a true comparison between a conventional system and a spread- 
spectrum system the initial modulation of the carrier prior to band­
width spreading is assumed to be fm, using identical parameters to 
those used in section 6.3*2.1. Thus the only addition to the fm re­
ceiver is a signal despreader (correlator) within the intermediate 
frequency stage. This comprises of a double balanced modulator if 
conventional direct-sequence spreading is used.
It is worth noting that since the spread-despread operation is linear, 
there is no improvement in the overall thermal noise performance of 
the spread-spectrum system relative to the fm system, and the inser­
tion of another mixer actually worsens the thermal noise, albeit by 
a small amount. The advantage of the spread-spectrum system lies in 
the fact that the power spectral density of the transmitted signal is 
reduced by an amount which is approximately the system process gain, 
although the total transmitted power remains the same as before.
As a consequence, the service area for the spread-spectrum system is 
essentially unchanged when transmitting the same total power as the 
fm system, and figure 6.6 applies.
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It is, however, important to realise that there may be other benefits 
in adopting a spread-spectrum system. Cline (ll), for direct-sequence 
spread-spectrum systems, and Yue (12) for frequency hopped systems 
have shown theoretically that a certain resistance to multipath fad­
ing is experienced when psk data modulation is used by virtue of 
the inherent frequency diversity of these broadband systems. This 
effect is maximised for both systems when the spread bandwidth is 
significantly larger than the coherence bandwidth of the transmission 
medium. For a direct-sequence system this may be interpreted as oc­
curring when the mean multipath delay-spread is greater than the cor­
relation aperture. If the spreading bandwidth is of the same order as 
the coherence bandwidth, then negligible improvement in performance 
against fading is observed.
However, in their analyses both Cline and Yue have assumed that the 
receiver has either a relatively strong direct component or specular 
reflected component of signal, or a signal which fades very slowly. 
This requirement is necessary when the receiver has to obtain syn­
chronisation of the spreading codes directly from the incoming signal, 
since some loss of phase lock may be expected in a deep fade. This 
requirement is not so stringent if synchronisation is obtained via a 
separate synchronisation channel which is less prone to fading.
For a spreading bandwidth of 6.375 MHz the correlation aperture is 
0.63 microseconds. Thus, if time delay-spreads of the order of 0.25 - 
0.75 microseconds are assumed typical for the reflected signal in
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urban and suburban areas, we may assume very little improvement in 
the fading performance by the adoption of a spread-spectrum technique, 
Ihis conclusion is reinforced by the further, adverse, effect that a 
temporary loss of synchronisation would have during deep fades,
6.3.3. Mobile to Television Interference Range
Ihe interference range is measured from the mobile base station. Be­
yond this range it can be guaranteed that the signal strength from 
any mobile transmission is sufficiently low to give imperceptible 
visual interference on the television screen. This range is calcula­
ted using the protection margin, PM(f), a subjectively assessed para­
meter, which is defined as the ratio of the total television signal 
power received relative to the maximum total interference power 
allowed before any degradation to the television picture is observed. 
These protection margins PM(f) have been assessed subjectively for 
various interference sources by the use of viewing panels. A detailed 
description of the procedure used and the results obtained are given 
in chapter 5 • It is the experimental results quoted in chapter 5 
that are now used in calculating the various interference ranges.
Using the worst case protection margin figures for narrowband modula­
tion of 56 dB, i.e. those necessary to protect the colour subcarrier 
and video carrier, and 42.3 dB for spread-spectrum modulation, the mob­
ile to television interference range maybe calculated^ From the previ­
ously given sensitivity figures for a typical domestic television re­
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ceiver of 76.5 dB microvolts/m, the worst case field, strength contour 
from an interférer to establish the interference range of a narrow­
band. system will be 20.5 dB microvolts/m and 3^ dB microvolts/m for 
a spread-spectrum system.
As for the calculation of service area, the interference range is 
calculated under worst case conditions for a television antenna at 
10 m. In addition, it is not assumed that the television receiver 
antenna is directional and therefoare no improvement by the use of 
an antenna back-to-front ratio is assumed. Since the mobile's inter­
fering signal reaches the television antenna via a scattering process, 
no account will be taken of the polarisation of the antenna.
Figure 6.7 is a plot of the excess interference range of a mobile at 
ground level beyond the base station service range as a function of 
the mobile's effective radiated power in the range 0.1 W to 100 W, 
for a spread-spectrum system with 42.5 dB protection margin and a 
narrowband system with 56 dB protection margin for a transmission 
centre frequency of 854 MHz.
The effect of reducing the protection margin is to significantly re­
duce the interference range for a given effective radiated power, 
vhich can be interpreted either as allowing a greater mobile service 
area to give the same interference level at a fixed point outside 
the service area, or alternatively for a fixed mobile service area, 
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spread-spectrum system gives a considerably reduced interference range 
by virtue of its improved protection margin.
Where the re-use distance between the television transmitters is con­
siderably greater than the interference range of most mobile radio 
coverage schemes, there is little to be gained from using a spread- 
spectrum system because of the poor spectrum utilisation of multi-user 
spread-spectrum systems. In this case conventional mobile radio systems 
would be used, employing a transmitter power control system to ensure 
that a vehicle travelling significantly beyond its normal service area, 
but still transmitting, could not cause interference to a television 
transmission in a neighbouring area. However, a vast number of mobile 
schemes are required in heavily built-up urban environments. In 
such conditions the re-use distance between television trans­
mitters is such that very few additional channels may be opened up to 
mobile radio schemes using conventional modulation on account of their 
interference range. It is under such conditions that spread-spectrum 
modulation, by virtue of its reduced interference range, may be gain­
fully employed to open up more frequency channels in areas where they 
are most needed. In this work London is used as a basis for the calcu­
lations .
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6.4. Estimation of the Number of Channels Made Available 
by Geographic Bandsharing in the London Area
A theoretical coverage plan of a mobile radio scheme operating in the 
Central London area may be drawn using figures 6.4, 6.6 and 6.7, and 
is shown in figure 6.8 for uhf band V transmissions. The mobile serv­
ice areas are calculated on the basis of a 25 W erp base station trans­
mitter power and a 30 m antenna hei^t for the base station. The mini­
mum field strengths ai^ as calculated earlier. The interference range 
is calculated assuming a 10 W erp mobile transmitter power. Under 
these conditions the mobile base station service area is estimated to 
be 20 km . For narrowband modulation the television interference range 
is 49 km, compared with only 33 km for the spread-spectrum system. A 
table of the calculated television service ranges for each transmitter 
is given in appendix D.
For band IV transmissions operating at 470 MHz the gain of the antennas 
will be approximately 5 dB greater than the band V antenna, derived 
from the expression for antenna gain;
4rrgain = ' effective area (6,l6)
X
As a consequence, the modified minimum field strength contours are thus:
Television service area contour 71*5 dB microvolts/m
Base station service area contour 25 dB microvolts/m
Narrowband modulation, interference
















OBIi^bell Hill OFaversham 
^•-ightLord Hill
O Chart ham 
Dover Town
O Harmington
O Tuntxidge Wei Is
Haywards Heath.. 
O Midhurst II : O ; O Heathfie
Hastings
New haven
V e n t  n o r 10 2 0  3 0  Km
Television Service Range 
Services to be introduced 
— Base Station Service Range
Spread Spectrum Interference Range 
-Narrowband interference Range
Figure 6.8 UHF Band V Television Coverage Areas with
the Proposed Mobile Service
388
Spread-spectrum modulation,
interference contour 29 dB microvolts/m
These modified field strengths give rise to modified range curves, 
shown in figures 6.9, 6.10 and 6.11 .
Similar calculations to those for hand V transmissions reveal a com­
posite coverage plan, shown in figure 6.12 for an equivalent mobile 
coverage area.
The number of channels made available by geographic bandsharing may 
now be estimated from figures 6.8 and 6.12 . This is possible since 
it is clear from these coverage plans that any intersection of the 
maximum mobile interference range with a television service range 
boundary indicates that the frequency channels allocated to the tele­
vision transmitter serving that particular area are not available to 
a mobile radio bandsharer, since unacceptable interference to both 
television and mobile systems will occur in the area enclosed by these 
boundaries. The amount of bandwidth made available for bandsharing in 
the mobile service area of interest is, therefore, the bandwidth al­
located to the television broadcasters, less the number of 8 MHz chan­
nels allocated to every television service area ^ich is cut by the 
mobile interference range, subject to any additional channel require­
ments of the Broadcasting Authorities.
For example, from figure 6.8 it is clear that channels 53, 57, 60 and 
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lowed for the proposed mobile service in the Greater London area 
either for conventional or spread-spectrum modulation techniques, 
because their respective interference ranges intersect the Oxford 
service area. Similar channel restrictions apply from many other 
transmitters, e.g. Sudbury (4l, 44, , 51), Bluebell Hill (40, 43,
46, 65), Heathfield (49, 64, 67), Sandy Heath (31, 7^, 4^, 21 )
and Crystal Palace (26, 33, 23, 30) etc. However, the television 
service areas covered by transmitters such as Dover (50, 53, 5^ » 
66), Midhurst (55, 58, 61, 68) and Harmington (39, 42, 45, 66) etc. 
intersect the interference range of the conventional mobile radio 
scheme, automatically barring these channels from such a system, 
but do not cut the interference range boundary of the spread-spec­
trum scheme. Allocation of these channels to a spread-spectrum 
mobile radio system is no means automatic however, since some 
of these channels will have been barred already because of their 
re-use on different transmitters,
A careful examination of all existing and proposed transmitters op­
erating in and around the Greater London area reveals that 88 MHz 
of bandwidth, split into separate 8 MHz channels may be utilised 
for geographic bandsharing of a mobile radio system operating in 
Central London. This figure takes into account the channel alloca­
tions for the proposed 4th. television channel. Figure 6.13 shows 
the distribution of possible broadcast channels across the band IV 
and V frequencies, and also the proportion of channels available 
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6.4.1. Effect of the Mobile Transmitter Power on the Number 
of Channels Available for Bandsharing
It is apparent from figures 6.8 and 6.12 that an over-estimate of the 
television service area or interference range, in areas where the 
density of television transmitters is high, will yield a lower num­
ber of channels available for bandsharing than is actually available, 
because of the greater likelihood of the interference range cutting a 
television service boundary. In general, the estimates of television 
service range given in section 6.3.1. are slight overestimates. How­
ever, an underestimate of the interference range can reduce the number 
of channels available for bandsharing. The simple theoretical model 
predicting the whole mobile coverage area, given in section 6.3*2., 
assumed a Rayleigh fading channel, negligible shadow loss and <^Q% 
coverage of the required area, yielding a l4 dB fading margin. In 
some cases a much higher percentage of guaranteed area coverage may 
be required, particularly in mobile data transmission systems, or al­
ternatively shadow losses may contribute significantly to multipath 
effects. In either case the fading maigin must be increased to take 
these factors into account. If the original mobile coverage area is 
to be maintained, this may only be accomplished by raising the trans­
mitter powers of both mobile and base station. This increases the in­
terference range, and as a consequence the number of possible band- 
sharing channels might be expected to fall. Figure 6.13 shows the fall 
in the number of available bandsharing channels, and their distribu­
tion across the band IV and band V frequencies as the fading margin, 
and hence the transmitter power, is increased. Figure 6.13 also gives
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the percentage of guaranteed area coverage appropriate to the quoted 
fading margin for a Rayleigh fading channel.
6.5. Simultaneous Area and Frequency Bandsharing
Unlike the previous case, this section considers the case where no 
geographic separation exists between the bandsharers. Spread-spectrum 
modulation is the only possible contender in this situation because 
of its ability to extract the wanted signal, by correlation, from 
large noise powers. This poses much more severe problems since the 
effects of mutual interference must now be considered.
For the spread-spectrum signal to be received and demodulated with an 
acceptable signal-to-noise ratio, the spread-spectrum process gain 
must be sufficient to pull the wanted signal out of the televi­
sion signal. As the spread-spectrum signal must be below the televi­
sion signal by an amount equal to the protection mazgin PM, the re­
quired system process gain is then:
(6.17)
As an example for a 20 dB output signal-to-noise ratio and PM = 42.5 dB, 
is required to be 62.5 dB . However, since the television and sound 
carriers are the main source of interference to the spread-spectrum 
signal, this apparently large can be obtained in practice by using 
cw rejection techniques such as digital prewhitening (13) or phase lock
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notch filtering (l4) rather than by excessive and impractical band-
3 4width spreading which may be maintained at x 10 or 10 • Figure 6.l4 
shows that under such conditions a spread-spectrum receiver may re­
ceive and demodulate its signal with imperceptible interference to 
the television picture. However, as will be shown in the following 
section, the operation of such a scheme can lead to a severe restric­
tion of the mobile coverage area as a consequence of ensuring the adequate 
operation of both services. This fact alone, irrespective of any re­
duction in the sensitivity of the existing service (15), is a major 
consideration in a feasibility study of the suitability of this scheme. 
This restriction in mobile service area is examined generally, in terms 
of the process gain, protection margin and offset distance between the 
co-channel transmitters, and the practicality of such a scheme is dis­
cussed with regard to this restriction in service.
6.5.1. Analysis of the Restriction to the Coverage Area 
Assume a far field power transmission law in logarithmic form as:
p^(d) = -nd + + 0 (6.18)
to be applicable to both the television broadcast and mobile trans­
missions, where P^(d) is the power received at a distance d from the 
transmitter, P^^ is the effective transmitter power, G is a factor 
relating to the receiver's antenna gain-height product and n is the 
propagation law, dependent upon the environment, but typically bet­










the mobile and television systems respectively. Here and in the follow­
ing all variable parameters are assumed to be logarithmic with argu­
ments being the real value of their respective logarithms. In partic­
ular, powers are expressed in dBW, d is normalised to one metre, and, 
because of the restriction to far field operation, d is limited to the 
range 0 to oo .
Consider the base station transmitter to be located at a distance D 
from the television broadcast transmitter but within the principal 
television service area, as illustrated in figure 6.15, by using cones 
to represent the loci of power contours. For co-channel operation to 
be viable, sufficient protection must be given at all times to the te­
levision transmission by ensuring that the mobile service powers satis­
fy the protection margin criterion. Since equation (6.18) applies to 
both systems, any intersection of the power contours must satisfy the 
following relationships:
(a) for the mobile service to operate, the power received T%r 
a mobile can only be, at least, an amount equal to the 
spread-spectrum jamming margin, JM, below the television 
power at that point, i.e. at a point r^ from the televi­
sion transmitter and r^  from the mobile base station, 
then:
™  (6-19)
where JM may be expressed in more familiar terms of pro­
cess gain Gp and minimum tolerable output signal-to-noise
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(b) for non-interference to television reception over the 
entire area, however, the mobile base station can only 
transmit at a maximum power which is below the television 
received power at that point by an amount EM, the pro­
tection margin to spread-spectrum interference, i.e.
^erpBS “ W O ) - ™ (6.20)
where D is the offset distance between bandsharing transmitters
Now using equation (6.18) in conjunction with equation (6.I9) to elim­
inate I^ jrtv^ l^^  &iid ^  expression is obtained which relates
the intersections of the power contours satisfying equation (6.I9) and 
thus which defines the mobile coverage area. This is:
^erp tv ^erpBS ^  ^ tv ^m ^p^ ^ ^^o min
n (6.21)
To take into account the requirements of the television system, equa­
tion (6.20) is also combined with equation (6.I9) to extract an ex­
pression for the maximum permissible base station transmitter power
^errBS yielding:
BS tv °tv ” ™ (6.22)
Equation (6.22) is now combined with (6.21) to give the relationship 
between intersecting power contours to define the mobile coverage area 
vdiile satisfying the requirements of both systems, i.e.
r^ = r^ + (D - K) where K =
G - PM - snr . + G p______  o min m
n (6.23)
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The mobile service area may now be described in terms of logarithmic­
ally scaled x and y axes using the relationship of equation (6,23) 
and solving simultaneously with the equations defining the power con­
tours. These contours are assumed to be circular of the form;
+ y^ = for the television power contours (6.24)
(x-D)^ + y^ = for the mobile power contours (6.25)
Ihe base station is only assumed to be offset in the x direction.
The simultaneous solution of (6.23), (6.24) and (6.25) is:
Èz!—  = 1 (6.26)
(D-K)"^ (IT-2DK)
Thus for the condition where D>K/2 the coverage area is restricted 
to a hyperbolic boundary symmetrical about the axis between the trans­
mitters, with a total angle coverage of 2 tan ^^2DK-K^)^'^^/(D-K^. 
Outside this boundary the snr^ of the mobile system is inadequate, due 
to excessive television interference. When D — k/2 there are no direc­
tional restrictions on the coverage area which is now limited by the 
noise floor existing in that area.
As an example of the directional restrictions that can be imposed, fig­
ures 6.l6 and 6.17 respectively show the effects of maintaining a con­
stant process gain while altering the offset distance and vice versa.
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6.5'2. Discussion of Simultaneous Area and Frequency Sharing
It has been shorn that when an offset in distance exists between the 
co-channel transmitters, a mobile may only receive the transmission 
from its base station with more than the minimum tolerable output 
snr within a restricted area. It is anticipated that such restric­
tions would be unsuitable for most mobile radio applications, and as 
a result it must be ensured that in any such scheme the condition
D:!^ (G - PM - snr . +G )/2n applies, so that no directional restric-  ^p o min m" ^
tions in service area result.
Since in general all parameters in this expression, except for D
and G^ , are constant, the condition can be satisfied in one' of two
ways. The process gain can be increased from the minimum value,
G =PM+snr . -G , giving no usable service area (i.e. K=0 in p o min m' ° ^
figure 6.17) to a value above G =2nD + PM+snr . - G , so as to ^ p o min m
satisfy the above condition. Alternatively, since most spread- 
spectrum systems are process gain limited, the condition may be 
more readily satisfied by reducing the offset distance, D .
It can be seen from the foregoing that a mobile's own transmission 
would fall under similar restrictions and under most circumstances 
would not be able to contact its base station as an additional co­
channel user. It is possible that a space diversity (16) receiver 
at the base station may increase the range for two way communication. 
Ihis is because the television signal component in the received sig­
nals will be highly correlated in the diversity receiver and may
4o6
therefore he cancelled, whilst the received spread-spectrum signals 
will he relatively uncorrelated since they arrive at the hase station 
via a scattering process. However, it is probable that the extremely 
low permitted transmitter power at the extremes of the service area will 
ensure that the received spread-spectrum signal will be deeply buried 
in thermal noise. Therefore for two-way communication to operate under 
such conditions a duplex link would be required, with all mobiles op­
erating in different channels from the television broadcasts, which again are 
selected on a geographic bandsharing basis, as outlined in section 6.4.
6.6. Conclusions
It is clear from figure 6.13 that a total of 88 MHz of bandwidth split 
into separate 8 MHz channels may be utilised in geographic bandsharing 
in the London area, on the basis of ^Q% guaranteed coverage. These 
figures take into account channel allocations for the proposed 4^^ te­
levision channel, and also the new channels to be used for proposed 
repeater stations in the South East area. Of this total bandwidth, 
l6 MHz is available for use by either narrowband systems or spread- 
spectrum systems. However, the low spectral efficiency of co-channel 
multi-user direct-sequence spread-spectrum systems compared with con­
ventional schemes (17,18) would automatically preclude their use in 
favour of narrowband systems. Such a conclusion is further reinforced 
ty the additional complexity of the spread-spectrum system.
0^7
72 MHz of the available bandwidth, however, is only available for 
use by spread-spectrum modulation operating on the appropriate chan­
nels. This utilisation of otherwise unavailable frequency spectrum ' 
by the use of such techniques obviously results in an improved uti­
lisation of the spectrum in an area where there is significant 
spectrum congestion and may be regarded as 'bonus bandwidth*.
The distribution of available channels is spread relatively uniformly 
. across both band IV and band V, although the frequencies available to 
either cw or spread-spectrum systems are both found in band IV (chan­
nels 29 and 34). It is worth noting that a total of 64 MHz is still 
available for bandsharing even if the mobile transmitter powers were 
increased by 6 dB (equivalent to 28 W for the band IV transmitter and 
40 W for the band V transmitter) and a total of 40 MHz is still avail­
able if the mobile transmitter powers were increased by 11 dB. Per­
haps of more significance is the fact that I6 MHz of bandwidth is 
available even assuring a fading margin of 35 dB, corresponding to an 
equivalent increase in transmitter power by 21 dB if the mobile cover­
age area is to be maintained. The results show that the availability 
of bandwidth is not limited to low mobile transmitter powers, as might 
have been expected, although it must be stressed that frequency and/ 
or power control of the mobile is necessary when it exceeds the normal 
service area, to ensure that co-channel interference with a neighbour­
ing television transmitter cannot take place.
Much emphasis has been placed upon the use of direct—sequence spread- 
spectrum transmissions rather than the equally popular frequency hopped
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system. However, the use of frequency hopped systems will not yield 
any more bandwidth than the l6 MHz available to both narrowband and 
broadband techniques since experimental results, given in chapter 5> 
show the protection margin of a frequency hopped system to be gener­
ally identical to the cw protection margin. Therefore no reduction 
in interference range would be achieved by its adoption and only 
direct-sequence systems are expected to give the additional bandwidth.
The spectrum occupancy of the bandshared channels is still an impor­
tant factor in the adoption of these techniques, despite the fact 
that the bandwidth made available may be regarded as a bonus. The 
protection margin results have only been produced for a single inter­
férer, and as such apply to a single user in any specific shared 
channel. It should be remembered, however, that the interference 
range represents the extreme range of perceptible interference for 
users distributed about the perimeter of the mobile service area, 
giving a relatively uniform distribution of interference signal, and 
it is assumed that in general users are distributed about the service 
area.
For bandsharing schemes using conventional modulation , an fdm system 
would be used to accommodate each user within the service area. In 
the worst case, several users may be sufficiently close together to 
locally raise the interference power. It has now been shown (19) 
that for independent interference effects the overall effect can be 
expressed as a summation of the apparent impairment magnitudes of 
each single effect, where the apparent impairment magnitude is crit-
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ically dependent on the interference frequency as defined "by the pro­
tection margin function. As a result, the combined interference of the 
grouped users is dependent upon their frequency spread within the te­
levision bandwidth. From figure 5*7 it is obvious that a minimum in­
crease in impairment would be obtained by limiting the range of fre­
quencies for fdm operation to the centre of the television channel.
For bandsharing schemes using spread-spectrum techniques the number 
of users sharing any channel is limited primarily by the poor process­
ing gain of spread-spectrum receivers to other spread-spectrum signals. 
Matthews (I7) has shown that this number ranges between 1.2-11.4 
users/MHz of bandwidth, depending upon the speech modulation technique used, 
^ich agrees closely with the practical results previously given in chapter 3 •
It is clear that although the spectral efficiency of the bandshared 
narrowband system is reduced by restrictions on the frequency range 
available within the television band, it is still significantly larger 
than the spread-spectrum case.
The previous calculations only take into account the effect of the co­
channel interference of the bandsharer with the distant television 
service area and not adjacent channel interference. This is because 
co-channel effects are a fundamental problem associated with the struc­
ture of the transmission signals, whereas adjacent channel interference 
can be overcome by system design and optimisation. It is felt that any 
adjacent channel effects may be removed by introducing guardband fre­
quencies at the upper and lower frequencies of the bandshared channel.
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In the spread-spectrum system this is achieved quite effectively by 
restricting the spreading bandwidth to the order of 6 MHz and centreing 
it in the 8 MHz channel to' be shared. This then serves two purposes:
(a) it gives 1 MHz guard band 
and (b) it optimises the co-channel protection margin as signal 
nulls now appear at the video and sound carriers
The use of sharp cut-off bandpass filters in the spread-spectrum trans­
mitter at baseband will then ensure adequate adjacent channel inter­
ference. In addition to this, the adoption of a continuous phase shift 
modulation process (20) in the direct-sequence transmitter, as opposed 
to conventional bi-phase switching, will significantly reduce side 
lobe power and make it even easier to prevent stray transmissions, 
thus preventing excess spectrum pollution.
Therefore to summarise this bandsharing investigation; it has been 
shown that with careful engineering of the spectrum allocations the 
use of direct-sequence spread-spectrum modulation, bandshared with the 
television channels, can yield useful amounts of 'bonus bandwidths'.
In the London area this is shown to be some 72 MHz in addition to the 
l6 MHz available to narrowband systems.
It is apparent that the use of spread-spectrum transmissions on a 
simultaneous area and frequency basis is not viable because of the 
severely restricted coverage area and because only one-way communica­
tion is possible under most conditions.
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7. SUMMARY OF CONCLUSIONS
This thesis has examined both the performance of a direct-sequence 
spread-spectrum system and the feasibility of using such a modulation 
technique on a bandsharing basis with the television broadcast serv­
ices as a means of improving spectrum efficiency.
One major factor influencing the efficiency of a spread-spectrum sys­
tem, with respect to the total number of simultaneous users it can 
support, is the noise figure and associated system losses of the re­
ceiver, These system parameters play a less crucial role in conventional 
receivers, where the prevailing input signal-to-noise ratios are favour^ 
ably large and a loss in the ratio during reception can therefore be 
tolerated. In contrast however, the use of broadband receivers in spread- 
spectrum systems, which by necessity in a multi-access situation have to 
operate under conditions of extremely small input signal-to-noise ratios 
of usually considerably less than 0 dB, makes any further loss in sig­
nal-to-noise ratio critical. Improvements gained or lost in this area can 
dominate with respect to the improvements that can be made by the judi­
cious choice of spreading sequences. Under such conditions encountered 
in practice, the spectral efficiency of a direct-sequence spread-spec­
trum system using frequency modulation as its base is of the order of 
0.4l users/MHz if a large number of simultaneous users can be supported, 
or of 0.39 users/MHz for systems with a limited user capability. These 
figures assume that a 23 dB output signal-to-noise ratio is required
4l4
and that no additional fm process gain improvement techniques, such 
as preemphasis or threshold extension, are used. Under optimum con­
ditions,, and if only a 10 dB output signal-to-noise ratio is required, 
the achievable user densities increase to a maximum of 4.1 users/WHz.
Contrary to the. usual assumption that spread-spectrum techniques pro­
duce covert transmissions, using conventional analogue modulation 
methods as the base modulation in a direct-sequence spread-spectrum 
system does not necessarily provide message security from a casual 
eavesdropper. Spread-spectrum transmissions such as these can be re­
ceived and demodulated simply by the use of a conventional receiver 
of high selectivity, assuming the receiver is of the same type as the 
bane modulation system. In order to provide some degree of security 
against the possibility of such casual eavesdropping, it is necessaiy 
that spreading sequence length and also bit rate be chosen so as to 
alias the individual base modulation sidebands existing within the 
broadband spread-spectrum transmission. This is accomplished by choos­
ing the spreading sequence repetition rate to be less than twice the 
highest frequency component in the base modulation spectrum. However, 
a result of this message security by aliasing is to increase the re­
quired degree to which the spread-spectrum receiver must synchronise 
itself with respect to its received signal. For a spread-spectrum sys­
tem using frequency modulation as its base, the increased accuracy is 
typically to within 0.1 sequence bits. This therefore places more strin­
gent conditions upon the synchronisation system used than may originally 
have been thought necessary.
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As a result of the increase in synchronisation accuracy required, 
a comparative study between synchronisation systems based upon the 
delay lock loop has resulted in the proposal of a code-burst syn­
chronisation technique as the method most able to maintain the higher 
accuracy in the presence of a large interfering power and also inter­
ference caused by data. In comparison with the conventional synchron­
iser employing envelope detection as the means of overcoming the 
effects of data interference upon the synchronisation process, the 
use of the code-burst technique, with only 10^ bursts of pure code, 
shows a 12 dB improvement in the operating signal-to-noise ratio 
conditions possible vdiile still maintaining equal synchronisation 
accuracy, corresponding to that dictated by the requirement imposed 
by message security. On the basis of the synchronisation accuracy 
required simply to maintain lock, with no regard for the demodulated 
data output, the improvement in possible operating conditions found 
by using the code-burst technique lAen compared to envelope detection 
further increases from 12 dB, as quoted above, to 24.5 dB.
In a comparison between the conventional envelope detection system 
and a technique employing data feedback as a means of overcoming the 
effects of data, little is to be gained on the basis of synchronisa­
tion accuracy by the choice of one in preference to the other. The 
data feedback system shows an improvement over envelope detection of 
only 1.5 dB while maintaining the synchronisation accuracy required 
by a covert transmission, but on the basis of maintaining accuracy 
only to hold lock, the use of envelope detection then gives an im­
proved performance of IdB. However, even though the ability to main­
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tain synchronisation accuracy does not exclude the use of the data 
feedback technique, the demonstrated critical dependence of its 
operation upon the variable correlation function between the in­
coming and locally generated sequences makes its use extremely un­
desirable, except in limited specialised situations such as a labor­
atory tool for example.
The spectral efficiency of a spread-spectrum system, on the basis of 
operating in previously unused and unoccupied spectrum, is low com­
pared to conventional narrowband modulation techniques, especially 
single sideband. As a result, the best possibility of introducing 
spread-spectrum modulation into the land mobile services lies in its 
use in a bandsharing environment with an existing service. The degree 
to which such schemes can operate depends upon the degree of mutual 
orthogonality that exists between the two services involved. The pos­
sible adoption of a spread-spectrum system in this role, instead of 
conventional systems, lies in any improvement that spread-spectrum 
can offer with respect to the degree of mutual orthogonality. Con­
sidering the case of a bandsharing operation with the television 
broadcast services, as these services represent a large existing 
spectrum allocation, the measure of system orthogonality for all mod­
ulation techniques which could be considered to be contenders for 
such operation must be obtained by the subjective assessment of serv­
ice quality by television viewers. It is their opinion that must dom­
inate in an investigation into the feasibility of the scheme, because 
the television broadcasts are the existing service and the protection 
of television picture quality must be the overriding factor. By means
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of detailed subjective testing, it is found that the use of direct- 
sequence spread-spectrum transmissions offers an improvement in sys­
tem orthogonality over conventional narrowband techniquesjof 13*5 
Moreover, it is found that the use of the frequency hopping variant 
of spread-spectrum shows no improvement over conventional systems, 
contrary to what is commonly assumed. Measuring the degree of ortho­
gonality in terms of a protection margin and using the protection mar­
gin figures of 42.5 dB for direct-sequence transmissions and 56 dB 
for conventional transmissions, an investigation into the feasibility 
of the respective bandsharing operations has been carried out so as 
to reveal any resultant increase in spectrum utilisation that might 
be possible.
It is found that for the form of bandsharing where both systems simul­
taneously occupy the same frequency channels and geographic region, 
the operation is marginally feasible for direct-sequence operation. 
However, the resulting severely limited service range that can occur 
in particular directions, due to limitations in the spread-spectrum 
process gain and also ^en there is an offset in distance between the 
television and mobile base stations, makes the practical implementa­
tion and overall feasibility of the scheme totally unsuitable for mo­
bile operations. In contrast to this however, the feasibility study 
for the operation of a geographic bandsharing scheme shows the possi­
bility of considerable gain in spectrum. The study has shown that in 
London and the South-East, where spectrum congestion is first likely 
to become a problem, there is some 88 MHz of spectrum that could be 
opened up by the implementation of such a scheme. Of this bandwidth.
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l6 MHz is found to be available for both narrowband and direct-sequence 
operation, of which narrowband techniques would be preferred because of 
their improved spectral efficiency. However, this leaves a further 
72 MHz of bandwidth that could only be opened up if a direct-sequence 
system were to be used. This can therefore be considered to be a ' bonus 
bandwidth* which would otherwise be unobtainable and in itself represents 





Signal Loss through a Hard Limiter in the Presence of Noise
To calculate the useful signal component out of a hard limiter under 
conditions of noise, it is necessary to calculate the cross-correla­
tion between the output of the limiter w(t+u) and the signal com­
ponent s(t) .
The characteristic of a hard limiter is shown in figure A.l and is 
denoted by the standard operator sgn(x), The hard limiter, with typic­
al input and output signals, is shown in figure A.2.
Let the cross-correlation between the limiter output w(t) and the sig-
then;nal input s(t) be R^(u) o/p
R,(u) o/p = E Z(t) = w(t+u) s(t) (A.l)
vàiere E j is the expectation operator.
For two level sequences the cross-correlation can be calculated using;
_ number of *1* in Z(t)-number of *-1* in Z(t) / \
o/p total number of bits in Z(t)  ^ ^








sgn(x) = 1 
sgn(x) = -1
if X > 0 
if X <  0




w(t) = sgn 1^^ s(t) + n(t)j
Figure A.2 Input Hard. Limiter and Signals
define the notation:
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s(t) = s s(t-Hi) = su w(t+u) =,wu
and define probabilities;
Pr (s = l) = p = 'number of *1*1 M+1number of bits! 2M
Pr (s=-l) = q. = j^ l - p J
vdiere M = sequence length.
Now calculate
Pr(z=l) and Pr(z = -l)




Z = W^ • s
Pr(z=l) = Pr(s=l) Pr(w^=l) +Pr(s=-l) Pr (w^ = -l) (A.6)




Pr(z = l) = Pr(n^>-^)
(A.7)
pPr(s^-l| s-l) + qPr(s^=-l| s = -l)
+
(Su= -1 I s = 1) + qPr (s^= 1 | s = -l)
(A. 8)
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This simplification assumes that the probability density of the noise 
n(t) is symmetrical, i.e.
Pr (n> -x) = Pr(n<x) (A.9)
(ii) in a similar way;
Pr(Z = -l) = Pr(s = l) Pr(w^ = ~l) + Pr (s = -l) Pr(w^=l) (A.IO)
Pr (z = -l) = p Pr s = 1 + qPr s=-l
(A.ll)
Pr(z = -l) =Pr(n^<-.^) p Pr ( s^ = 1 I 8=1) + q Pr (s^ = -1 | s = -l)
pPr(s =-l s=l) + qPr(s = 1 I s = -l) u I u '
(A.12)
To find R (u) s'" 'o/p
subtract equation (A.12) from equation (A.8);
%s(") o/p
= Pr(Z = l) - Pr(Z = -l) (A.13)
E^ Cu)
o/p
p Pr (s^ = l I s = l) + q Pr (s =-l I s=-l)




Er(n^> -Pr (%<-^^) = Er (|nj < - j ^ (A.15)
and
Pr (n^ >  - Pr (n^ <V5T) = -Pr(|nJ < ^ )  (A. 16)
Substituting equations (A.15) and (a.16) into equation (A.14), then:
RgCu)
>/p
pEr (s^ =l| s=l) + qPr (s^=-l|s=-l) - pPr (s^ =-l| s=l) - qPr (s^=l|s=-l) Pr([nJ<J^)
(A.I7)
To express this in terms of the auto-correlation function of s(t), i.e.
R^(u), then:
R (u) = E (x - s * s ) s ' ”' '■ u' (A.18)
R (u) = Pr (x=l) - Pr (x = -l) (A.I9)
HgCu) = pPr (s^=l|s=l) + qPr (s^=-l |s=-l) - pPr (s^= -l] s=l) - qPr (s^ =l| s=-l)
(A.20)
Substituting equation (A.20) into equation (A.l?)
)/p
= Eg(u)-Pr(|nJ < ^ ) (A.21)
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This can now he expressed in terms of the error function erf (x). 
By the definition of erf (x) as shown in figure A.3» then:
1+ erf*Pr(x <x^) = i 




If the mean square noise power is P^, then:
= Pn or 0-= ^
Substituting equation (A.23) into equation (A.21) results in;
o/p
R C^u) erf 2P (A.24)n
For the condition of small input signal-to-noise ratio, i.e. P^<^P^, 








shaded area = 4 erf-X
2a-
-X




Gaussian curve shaded area = erfi 2P
-X
Figure A.4 Pictorial Representation of Small Signal-to-Noise
Ratio i.e. P <$c o^
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Signal Loss through an ago Amplifier in the Presence of Noise'
For an age amplifier the total output power must he kept constant. 
Therefore, if the input is expressed as
s(t) + ^  n(t) (B.l)
then the output can he written as
(B.2)
s n
To find the loss in useful signal component, the cross-correlation









T^ere R (u) is the auto-correlation function of the signal component s(t)
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APPENDIX G
Frequency Allocation of the Television Broadcast Channels at uhf
Band IV: 470 MHz - 582 MHz Band V: 6l4 MHz - 854 MHz
Channel Frequency - MHz Channel Frequency - MHz Channel Frequency - MHz
21 470 - 478 - 39 6l4 - 622 54 734 - 742
22 478 - 486 40 622 - 630 55 742 - 750
23 486 - 494 4l 630 - 638 56 750 - 758
24 494 - 502 42 638 - 646 57 758 - 766
25 502 - 510 43 646 - 654 58 766 - 774
26 510 - 518 44 654 - 662 59 774 - 782
27 518 - 526 ■ 45 662 - 670 60 782 - 790
28 526 - 534 46 670 - 678 61 790 - 798
29 534 - 542 47 678 - 686 62 798 - 806
30 542 - 550 48 686 - 694 63 806 - 8l4
31 550 - 558 49 694 - 702 64 814 - 822
32 558 - 566 50 702 - 710 65 822 - 830
33 566 - 574 51 710 - 718 66 830 - 838
34 574 - 582 52 718 - 726 67 838 - 846
53 726 - 734 68 846 - 854
In total there are 44,8MHz, channels in the uhf television bands. They 
are separated, as shown in the above table, into l4 channels in band IV 
and 30 channels in band V .
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APPENDIX D
Calculated Service Ranges of Television Broadcast Transmitters
in the South Eastern Area
Transmitter Site erp (kW) Antenna Height (m) Calculated Range (km)
Blue Bell Hill 40.0 231.0 37.6
Crystal Palace 1000.0 211.2 63.2 )^
Ghepping Wycombe 0.02 40.0 2.3
Chesham 0.1 48.0 3.8
Great Missenden 0.1 47.9 3.8
Guildford 10.0 , 50.0 12.4
Hemel Hempstead 10.0 88.4 16.5
Henley-on-Thames 0.1 48.0 3.8
Hertford 2.0 36.0 7.0
Hi^ Wycombe 0.5 57.0 6.3
Hu^enden 0.06 48.0 3.4
Reigate 10.0 50.6 12.5
Tunbridge Wells 10.0 50.0 12.4
Woobum 0.1 48.0 3.8
Woolwich 0.63 47.2 6.0
Dover 100.0 373.7 60.2
Chartam 0.1 48.0 5.1
Dover Town 0.1 48.0 5.1
Heathfield 100.0 140.5 36.7
Hastings 1.0 50.3 9.4
Newhaven 2.0 50.6 8.3
Oxford 500.0 158.6 56.0 )^
Hannington 250.0 138.4 46.1
Midhurst 100.0 111.3 32.8
Rowridge 500.0 279.5 71.0 )^
4]0
Transmitter Site erp (kW) Antenna Height (m) Calculated Range (km)
Ventnor 2.0 32.1 5.6
Brighton 2.0 50.0 8.3
Sandy Heath 1000.0 235.0 66.0
Luton 0.12 47*0 4.0
Sudbury 250.0 228.6 59.2
Woodbridge 0.1 48.0 3.8
Tacolneston 250.0 220.6 58.2
Aldeburgh 10.0 81.0 21.3
Thetford 0.02 48.1 3.5
Chatham Town 0.014 40.3 2.1
Bishops Stontford 0.03 40.0 2.6
Forest Row 0.12 48.0 4.0
Marlow Bottom 0.01 40.0 2.0
Otford 0.031 40.0 2.6
Haywards Heath 0.037 40.0 2.7
Ghingford 0.0075 30.2 1.6
Haselmere 0.015 42*1 2.4
Faversham 0.013 40.1 2.1
Hythe 0.05 48.0 4.2
Walthamstow North 0.002 30.0 1.6
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SPREAD SPECTRUM COMMUNICATION SYSTEMS FOR THE LAND MOBILE 
SERVICE
R F Ormondroyd, B.Eng, PhD, and M S Shipton, B.Sc. *
Summary
This paper examines the conditions under which a spread-spectrum land 
mobile radio, and television, can share spectrum. Two main aspects are 
considered; (a) the protection of the TV signal against spread spectrum 
and CW interference, together with the ability for the spread spectrum 
receiver to reject the TV signal, and (b) synchronisation of a spread 
spectrum system under conditions of "other user" noise. The results 
indicate that the spread spectrum signal must be at least 54dBs below the 
peak carrier level at the carrier frequency for the TV picture quality to 
be unaffected, and under these conditions an output signal with at least 
30dBs S/N ratio can be obtained from the spread spectrum receiver.
1. Introduction
By comparison with conventional narrowband communication systems very 
little has been published on spread spectrum communication systems, and 
even less has been published on the developments towards their practical 
implementation. However, several authors (refs.1-4) have illustrated the 
importance of spread spectrum communications in the service of land mobile 
radio, and some (refs.1-2) have ventured to point out that such systems 
may actually be more efficient in spectrum utilisation than conventional 
FM. These comparisons were based on small area cellular array mobile 
communication systems where the primary considerations for the comparison 
were co-channel interference from transmissions in other cells, frequency 
diversity capability to minimise the effects of fading, multi-access 
capability and no channel switching at the perimeter of each adjacent cell 
is necessary. These systems have tended to feature frequency hopping 
systems to spread the baseband information to the much broader trans­
mission bandwidth, but because of the complexity of implementation these 
have largely remained "think-tank" exercises. In general spread spectrum 
systems are not usually considered to be efficient from the standpoint of 
spectrum utilisation.
However, in the context of mobile radio there is a great advantage in 
adopting a spread spectrum communication system and this can actually yield 
spectrum economies. These schemes utilise the interference rejection 
properties of direct sequence and time-frequency coded spread spectrum 
systems which enables them to be used on a non-interference basis with 
existing users sharing the same channel allocations. In particular it 
has been proposed (ref.5) that spread spectrum could occupy the "fallow" 
channels that exist between the three main channels of the UHF television 
broadcast transmissions in any geographical region, since these bands 
normally only contain very weak signals from distant TV transmitters 
which are not used as part of the local broadcasting service and which 
are unlikely to cause interference to users of the spread spectrum systems. 
This will open up some 400MHz of bandwidth in bands IV/V of the UHF
+ The School of Electrical Engineering, University of Bath.
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spectrum for mobile radio use and should help to reduce the severe con­
gestion of the mobile communication spectrum in certain geographic areas.
Before such a system can be considered assurances must be given that the 
spread spectrum systems will not cause interference to local TV broad­
casts. This could happen when a mobile radio was transmitting in a 
geographic region distant from his base station where the normally 
"fallow" band of the user’s base statidn centre frequency is actually 
occupied with a TV signal in this particular region. The purpose of this 
paper is to present evidence to show that such systems are perfectly 
feasible from the point of view of mutual non-interference of spread 
spectrum systems with the TV transmission and vice-versa. From these 
results estimates of the protection margins that spread spectrum systems 
must have to ensure perfect TV reception will be given, and the perfor­
mance of two simple synchronisation schemes operating under the types of 
interference found with co-channel TV or multi-access spread spectrum 
signals will be presented.
2. Systems Considerations
2.1 General Principles of Spread Spectrum Communications
There are numerous broadband transmission techniques which fall into the 
category of "spread spectrum" (ref.6). Within the context of interference 
limited multi-access communication systems the choice falls into two main 
systems, direct sequence encoding, and frequency hopping encoding, with 
several hybrid forms sharing the attributes of both main systems. In 
multi-access systems all users share a common centre frequency and 
bandwidth. The baseband information of each user is spread out to the 
much broader transmission bandwidth. The spreading process provides the 
encoding necessary to define the wanted channel from the other users or 
interference, and the receiver separates and decodes the wanted channel 
using matched filtering or correlation techniques.'
In the direct sequence systems the baseband data, which may be digital, or 
AM or FM modulated information, is spread in bandwidth by multiplication 
by a broadband spreading function prior to translation to the RF frequency 
and transmission. The spreading function allocated to each user is one of 
a set of functions which are mutually orthogonal or quasi-orthogonal. For 
simplicity binary maximal length sequences and Gold codes are often used 
(refs.7-9) in direct sequence systems. The encoding may be by allocating 
a unique code to each user, or by allowing each user to share the same 
maximal length sequence, but ensuring that they are all time shifted 
relative to each other by more than one bit. Although synchronisation is 
normally difficult because of the low S/N conditions, the latter is more 
difficult because insufficient information is available for automatic 
tracking.
In the receiver, after translation back to a suitable IF the received 
signal is despread by correlating with a replica of the encoding sequence 
which collapses the wanted signal back to baseband. The measure of 
discrimination between users is effectively the ratio of the peak auto­
correlation value of the wanted user’s transmitted and replica codes 
(which thus requires perfect synchronisation) and the peak cross­
correlation value of the wanted code with the codes of all other users. 
Since the members of the code set used have imperfect cross-correlation 
properties, the signals of all other users appear as noise over the
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wanted signal. After despreading, this noisy signal is demodulated using 
conventional demodulators.
The ability to discriminate the wanted channel from other users or 
general interference, described earlier, is the primary reason for using 
a direct sequence spread spectrum system on a non-interference basis 
with other users. The spreading function spreads the signal energy over 
a broad bandwidth, reducing its effect over the narrow bandwidth used by 
any conventional narrowband system which might happen to have its centre 
frequency near that of the spread spectrum user. As a consequence, the 
spread spectrum interference can be made small. Similiarly, the narrow­
band transmission is received by the spread spectrum receiver, but this 
signal is spread over a wide bandwidth because it cannot be correlated 
with the code and only a small portion of this "noise" source passes 
through the post-correlation filter to the demodulator.
The ability to process a signal from those of other users or interference 
is governed by the processing gain and jamming margin of the system. The 
processing gain is often defined as:
Gp = [Transmission Bandwidth)/(Information Bandwidth)
However, this is a fairly arbitrary definition and is much more complex 
in practice, requiring knowledge of auto and cross-correlation perfor­
mance of the codes. For example, if the information is conventional FM 
modulated analogue information, a more suitable definition would be:
Gp = (BW transmission)/(BW past correlation) x 33^
where 3 = maximum FM deviation = deviation ratio of the analogue baseband
information.
The jamming margin essentially gives information about the lowest signal 
to noise level that a practical system can operate in due to circuit 
losses and non-linearities, etc. Reference (4) outlines some of the 
considerations that should be given to the design of a practical spread 
spectrum for mobile radio applications. Cox (ref.10) has examined in 
some detail the effect of multipath propagation in heavily built up urban 
areas. This is certainly a major problem, resolved to some extent in 
spread spectrum systems by correlating the perfectly synchronised, 
wanted, signal against the time shifted multipath signal. However, the 
cost of this is a reduction in the potential number of users within a 
given region. Another major consideration is the "near-far" problem.
This is effectively the swamping of the channel by a very strong signal 
which blocks weaker signals.
Frequency hopping systems are less prone to the near-far problem and are 
a variant of the well-known MFSK systems and several variants exist. 
Generally speaking, for multi-access use each user has a wide range 
frequency synthesiser. The frequency generated at any instant is 
determined by a digital code input, and this can be generated by a maxi­
mal length sequence (say). An identical synthesiser and code generator 
at the receiver are phase and frequency synchronised to the wanted 
channel. Thus the incoming signal, which has been suitably modulated by 
data (eg FM) can be mixed with a replica signal and the data recovered 
via a conventional demodulator. As with direct sequence systems, other 
channels may be coded via different sequences or via delaying the starting 
time of the common code by more than one bit for each user. The wanted 
channel is extracted in the correlation process prior to data demodulation. 
Figure 1 illustrates a typical FM system.
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2. 2 Experimental System
The spread spectrum on which the measurements described in this paper 
were taken was based on a direct sequence system using either a 255 bit 
maximal length sequence or a similar length Gold code. This bi-phase 
modulates a UHF carrier which is frequency modulated by the 0-3kHz 
baseband information with a deviation ratio of approximately 4, to give a 
total transmission bandwidth of 6.37MHz. The television signal for 
quantitative measurements is derived from a UHF PAL signal generator and 
mutual coupling of this with the spread spectrum transmission is achieved 
using wideband hybrid couplers. This ensures that the system is accu­
rately simulated in the laboratory without actual broadband transmission. 
Alternatively, the subjective tests of the effect of spread spectrum 
interference on an actual broadcast may be performed by returning the 
spread spectrum system to the T.V. antenna. The hybrid couplers ensure 
that the leakage of the spread spectrum signal transmitted via the T.V. 
antenna is at least 45dB below that entering the receiver. An RF band­
pass filter allows through only the main lobe of the (sin^X)/X^ spectrum, 
which is generated when a p.r.b.s. bi-phase modulates a C.W. carrier, to 
prevent excessive spectrum pollution. Figure 2a illustrates the 















Figure 2a. Dinpct Sequence, Spread Spectrum Transmitter
The receiver features RF and IF filtering to allow through only 60% of 
the transmitted main lobe. This maximises the received SNR (ref.6) to 
very broadband noise, but more importantly it removes the large signal 
powers of the TV carrier and FM sound channel from the TV signal. The 
synchronised replica code recovers the wanted signal from the TV inter­
ference, or other users. This signal is the FM modulated signal at an
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IF frequency of 30kHz. After post-correlation filtering to remove the 
wideband interference, which is spread further by the correlation process, 
the FM signal is demodulated using a conventional PLL demodulator. The 
post-correlation filter ultimately determines the performance of the 
receiver and this is particularly important for the FM system used here 
(ref.11). Figure 2b illustrates the receiver and typical spectra
ancenna
R.F. and I.F. amplifiers, 
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Figure 2b. Direct Sequence, Spread Spectrum Receiver
Synchronisation is achieved by frequency,locking the transmitter and 
receiver to an off-air standard COroitwich) and phase locking the 
received signal and replica sequence via a delay lock loop.
Figure 3 shows the performance of the system in terms of the input and 
output SNR. The noise source used for this test was an additive Gaussian 
white noise source. The degradation of the processing gain at low SNR 
due to system non-linearities in the FM modulation/demodulation processes 
and other system losses is clearly shown and occurs at an input SNR of 
-5dB. It is this jamming threshold, rather than the process gain, which 
limits the ultimate performance of the spread spectrum system, and work 
is continuing in this area to improve this figure. The process gain at 
an input of OdB SNR is h2 dB.
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The Gaussian white noise source is not representative of the noise found 
for co-channel multi-user operation within the fallow band, and to test 
the feasibility of the system. The noise source was replaced by several 
different maximal length binary sequences each added to the wanted 
channel prior to transmission, each codç ran at the same rate as the 
wanted channel. On the assumption that an output signal/interference 
ratio (SIR) of 15dB would be considered adequate, 3 users transmitting at 
equal power could be accommodated. The reason for this low figure can 
be accounted for by the relatively poor cross-correlation performance of 
the codes used, which each had a measure of discrimination of only 
This has a two-fold effect. Firstly, because the cross correlation 
performance does not reject all the interference of the other channels 
significant noise levels are presented at the input of the FM demodulator, 
and secondly, since phase synchronisation of this system is maintained 
via a delay lock loop the poor cross-correlation with unwanted channels 
causes false locking and optimum autocorrelation with the wanted channel 
cannot be maintained.
At first sight this figure for the number of users is very low. However, 
it can be considered as a lower bound, and a different code choice and 
transmission bandwidth should improve this figure. This follows recent 
theoretical work by Beale and Tozer (ref.12) which shows that the number 
of users/MHz, from the point of view of synchronisation, increases 
significantly for bandwidth spreading ratios greater than 10^. Examina­
tion of more suitable codes is currently being undertaken.
If channelisation of the various channels had been via the relative 
starting time of a specific code for all users, then for a 15dB output 
SNR approximately 10 users could be accommodated. This improvement is 
due to the significant improvement in the correlation performance of a 
code with its time shifted self, compared with the cross-correlation 
performance of two different codes.
3. Performance of the Spread Spectrum System over a TV channel
Figure 4. Typical Spectrum in the 





Although it is anticipated that a multi-user spread spectrum system 
would be operated within the 18MHz wide fallow bands between trans­
missions, as illustrated in 
figure 4, it is possible for 
a user to wander into a geo­
graphical region where that 
region's TV transmission is 
co-channel with his. It is 
thus necessary to fully 
examine the effect of a 
spread spectrum signal 
interfering with the TV 
transmission so that a pro­
tection margin may be 
established to prevent any 
reduction in the quality of 
the displayed TV signal.
For this reason the spread spectrum centre frequency was directly over 
that of the TV signal, so that the nulls of the Sin^X/X^ spectrum 
occurred at the video carrier frequency and at the FM channel. This 
is illustrated in figure 5.
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for this level of S.S. signal )
Combined TV and Spread 
Spectrum signals
As a basis for comparison, ""T Figures. Typical TV and Spread
co-channel C.W. sinusoidal -so- s^ra"^ Frequency
interference and also broad 
band Gaussian noise are used 
to obtain bounds on the 
protection margin of the TV.
The C.W. signal is assumed to 
be representative of narrow­
band transmissions such as 
SSB and narrowband FM, and 
also represents the worst 
case interference for a 
frequency hopping system.
Gaussian noise on the other hand, represents the effect of lots of 
spread spectrum users on the TV signal. The protection margin of the TV 
for all types of interference was determined on the basis that subjec­
tively there was no observable interference on the displayed signal.
The television used was a Decca Colour Monitor. The results of these 
tests are summarised in figure 6, and are compared wih the American CCIR 
and FCC recommended minimum protection ratios. The graphs are plots 
of the minimum total TV signal power relative to the total interference 
power necessary that still results in a perfect TV display as a function 
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As might be expected the results for the sinusoidal interference follow 
very closely the bounds set down by the FCC, with the greatest protec­
tion margin being found necessary at the video carrier, colour sub­
carrier and FM sound channel. If these bounds are exceeded the C.W. 
interference causes the familiar Moire patterning. Figure 7 illustrates 
this phenomenom with the C.W. interference superimposed across the colour 
sub-carrier, as the RF spectrum associated with figure 7 shows. The 
pitch and degree of patterning is dependent upon the relative amplitude 
of the interference and its frequency offset from the TV video carrier.
In contrast, broadband Gaussian noise superimposed over the TV signal 
causes a "snow” effect on the display when its protection margin is 
exceeded. Subjectively this type of interference is less disturbing to 
the viewer than Moire patterning to the extent that far greater degrees 
of interference can be tolerated. Because of the broadband nature of 
the interference, the total interference power averaged over the TV 
bandwidth is 31dB above that for the C.W. interference, or conversely 
the protection margin for broadband noise is reduced by that amount.
The interference caused by the spread spectrum signals when operating 
above its protection margin, defined by figure 6, causes a more regularly 
patterned snow effect. This is shown in figure 8. This type of inter­
ference is also much better tolerated by the viewer than C.W. interference. 
The optimum protection margin occurs when the spread spectrum system is 
centred in frequency directly over the TV channel. The input RF spectrum 
to the spread spectrum receiver and the resulting demodulated audio 
output are shown in figure 9 for a spread spectrum interference level just 
below the TV protection margin. The corresponding TV display is also 
shown in this figure, and clearly illustrates that a spread spectrum 
radio system can indeed operate on a mutual non-interference basis with 
the co-channel television broadcast since the SIR is 25 dBs, which is 
perfectly adequate for intelligible reception for the audio signal. It 
should be emphasised that under these conditions the delay lock loop 
synchroniser in the receiver maintains phase synchronisation of the 
received signal and the replica sequence.
It is clear from these results that the (Sin^X)/X^ type of power spectrum
is not the ideal function to be adopted if the protection margin is to
be optimised. The type of spectral domain function which should in fact
be used for transmission is the inverse of the protection margin function.
This can be achieved by using a frequency hopping type of system with 
suitable amplitude pre-emphasis in the transmitter to give the required 
shape to the spectrum. Work on such a frequency hopping system is now 
being carried out and the effect of such a system on TV interference will 
be reported in a subsequent publication.
4. System Synchronisation
The performance of any multi-user spread spectrum system is only as good 
as its ability to maintain the phase synchronisation of the receiver’s 
replica code with the received signal when it is immersed in the inter­
ference of the other users. Two systems which maintain phase synchroni­
sation have been examined. The basis of each system is a frequency 
locked transmitter and receiver sequence, to which only phase synchroni­
sation is required. In order to ensure rapid frequency lock and 
relative freedom from loss of lock due to fades and multipath signals, 
which is vital for mobile radio applications, both transmitter and
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receiver code clocks are frequency locked to an off-air standard CDroit- 
wich). This is achieved using a conventional tuned receiver with a phase 
locked loop tracking filter to clean up and square the 200kHz Droitwich 
carrier. This is then used to synthsize the code clock frequency of 
3.1875MHz. Also shared by each system is a conventional delay lock loop 
to maintain phase synchronisation. The code modulated FM data at the IF 
frequency to which the receiver replica code is to be locked is fed to 
both the delay lock loop correlator and the receiver correlators. Both 
correlators share the same replica code, so that when the delay lock loop 
is phase synchronised so then will be the receiver code. However in this 
system the error signal from the d.1.1. filter is fed to a voltage 
controlled pulse delay circuit rather than a VCO, as normal. Such a 
system is perfectly feasible and very convenient where Doppler frequency 
shifts will not be encountered. In a practical mobile radio system a 
conventional VCO will replace the VC delay. The delay lock circuit is 
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Figure 10. The Delay-Lock Loop Circuit
Figure 11 is a graph of the control 
voltage vs time delay characteristics 
of the voltage controlled time 
delay element in the delay lock 
loop. The purpose of this graph is 
to use it as a basis for the compa­
rison of the delay lock loop hold- 
in performance.
The following two schemes were 
examined to improve the hold-in 
range of the basic delay lock 
loop under noisy conditions.
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4.1 Code burst synchronisation
This system diverts some of the signal energy into the synchronisation 
process by periodically interrupting the code modulated FM data and 
allowing through only a short burst of pure code. Figure 12 illustrates 
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Figure 12. The Code Burst Generator
Depending upon the logical state of the control input, the multiplexer 
switches either FM data modulated by the code, or pure code into the RF 
modulator. The period of the pure code burst is dependent upon the mark- 
space ratio of the pulse to the control input. Since the code runs 
continuously, no loss of phase is encountered in the switching process.
In order to minimise the processing of this code-burst signal within the 
receiver section the rate at which the code burst occurs is at least 
twice the maximum frequency of the FM modulated data. This frequency was 
generally 2 0CkHz, derived from the received Droitwich signal. Effectively 
the FM is being sampled above the minimum sampling rate and accurate 
signal reconstruction, is possible using the post-correlation filter. 
Because of this, no additional circuitry was required within the receiver, 
and subject to low pass filtering the demodulated audio output the FM 
discriminator actually demodulated the complex code burst signal. The 
circuit, as yet, does not achieve phase synchronisation automatically 
and is manually phase locked by applying an external voltage to the 
voltage controlled delay element. Automatic locking is a fairly trivial 
exercise.
The hold-in performance of this type of delay lock loop is shown in 
figure 13 as a function of the period of the code burst and external 
interference, provided additively by another maximal length sequence.
This performance measurement was performed by forcing the delay lock 
loop out of phase lock by applying an external voltage to the VC delay 
element. Using the external voltage vs time delay characteristics of 
figure 11, the external voltage required to pull the loop out of lock 
was equated to the equivalent open loop delay variation (in terms of the 
bit length of the code).
As might be expected, the hold-in performance of the synchroniser is 
significantly weakened as the period of the code burst is decreased and 
also as the interference level increases. The shape of the curves is 
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4.2 Double loop synchronisation
The second system shows signifcant improvements over the code burst 
synchroniser and is shown schematically in figure 14.
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Figure 14. Delay-lock Loop with I.F Feedback
In this system, the FM modulation is removed from the received code used 
in the delay lock loop by mixing it with the output from the post­
correlation filter in the receiver section of the circuit. When the 
receiver is in perfect synchronism, which can be obtained manually, the 
instantaneous output frequency from the post-correlation filter will be 
almost the same as the code modulated frequency at the input to the 
delay lock loop and receiver correlators (this assumes that the circuit 
delays and FM modulation index are both small). Thus only noisy code
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is allowed to pass into the delay lock loop circuit. Figure 15 shows the 
hold-in performance of this type of loop as a function of the SIR at the 
input to the delay lock loop, measured at point A of figure 14.
eor
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As before the hold-in range is plotted as the equivalent range, in bits, 
that the external signal pulling the loop out of lock would have on an 
open loop system. As before, the noise source was spread spectrum inter­
ference provided by a different maximal length sequence. As a consequence 
the performance of the loop is considerably worse than if Gaussian noise 
had been used, but represents the performance under realistic multi-user 
conditions. The operation of this loop under SIR conditions < OdB is 
clearly shown. It should be pointed out that the interference performance 
of the loop is primarily determined by the cross-correlation performance 
of the codes used, and a better choice of codes should improve the inter­
ference rejection properties of the delay lock loop. Clearly the perfor­
mance of this scheme is very much better than the code burst synchroniser.
Although maintenance of initial synchronisation has been demonstrated under 
conditions of large interference, as yet characterisation of the dynamic 
performance of each loop, under conditions of fast deep fades together 
with doppler shift, has not been undertaken. This work is vital, since it 
is this sort of condition that a practical system will have to work under.
5. Conclusions
The results presented in this paper clearly illustrate the feasibility of 
using spread spectrum systems on a mutual non-interference basis with other 
users having the same frequency allocation. If adopted, such systems 
should open up a large amount of frequency spectrum for PMR use. Never­
theless, many practical problems still remain and spread spectrum systems
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cannot yet be regarded as the universal panacea to all PMR problems! 
However, from the results of these experiments we feel justified in 
continuing research into this technique so that the problems may be over­
come .
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SUMMARY
This paper examines the conditions which would allow 
land mobile radio systems using spread-spectrum 
techniques to share certain r.f. channel allocations on a 
mutual non-interference basis with the existing users of 
these channels, namely the television broadcasters.
An experimental spread-spectrum communication 
system has been developed and this has been used to 
examine the feasibility of bandsharing from the point of 
view of establishing protection for the television signal 
from the spread-spectrum interference for imperceptible 
visual interference on the screen, whilst still allowing 
adequate reception of the spread-spectrum signal under 
conditions of high television interference.
The results indicate that the spread-spectrum signal 
must be at least 42 dB below the peak television carrier 
level at the television carrier frequency for picture quality 
to be unaffected, and under these conditions an output 
signal with at least 25 dB signal-to-noise ratio can be 
obtained from the spread-spectrum receiver.
* Sc h o o l  of Electrical Engineering, University of Bath, Claverton 
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1 Introduction
There are numerous broadband transmission techniques 
which fall into the category of ‘spread-spectrum’. ’^  ^
Within the context of interference-limited multi-access 
communication systems the choice falls into two main 
systems, direct-sequence encoding, and frequency- 
hopping encoding. Several hybrid forms, and time 
hopping and frequency chirp also exist and these share 
the attributes of both main systems. In  multi-access 
systems all users share a common centre-frequency and 
transmission bandwidth. The baseband information of 
each user is spread out to the much broader transmission 
bandwidth; however, for it to be of any use in these 
multi-access systems the spreading process must provide 
Ihe encoding necessary to define the wanted user from all 
other spread-spectrum users, or other sources of 
interference which may exist in the band. Separation and 
decoding of the wanted channel in the receiver depends 
upon the original spreading technique adopted.
In  the direct-sequence systems, illustrated in Fig. 1 (a), 
the energy in the baseband signal or the modulated r.f. 
carrier is spread in bandwidth by multiplication by a 
broadband spreading function. Typically the baseband 
data will be spread by a factor of at least 10  ^or 10“". I f  the 
spreading process occurs at baseband, the spread 
signal is then translated to the r.f. transmission 
frequency. This may be achieved by one of the following 
techniques: (a) conventional bi-phase shift keying, (b) 
four-phase shift keying which handles the data twice as 
fast as bi-phase modulation for the same bandwidth and 
power, or (c) continuous phase-shift modulation, which 
minimizes the power in the sidelobes of the broadband 
spectrum.^ The source of the baseband information may 
be digital or digitally-encoded speech, or analogue 
amplitude or frequency modulated information. The 
spreading function allocated to each user is one of a set of 
functions which are mutually orthogonal or quasi- 
orthogonal. For simplicity binary maximal length 
sequences and Gold codes'*""^  are often used in direct 
sequence systems clocked at a very high rate, relative to 
the baseband data rate, to give the desired spreading 
ratio. The encoding may then be accomplished by 
allocating a unique code to each user, or by allowing 
each user to share the same maximal length sequence, 
but ensuring that they are all time-shifted relative to each 
other by one bit or more.
Figure 1(b) illustrates a typical direct-sequence 
spread-spectrum receiver. Because all users are co­
channel, the wanted signal will probably be buried in 
high levels of other user interference. After translation 
back to baseband or a suitable intermediate frequency, 
the received signal is multiplied by a replica of the 
encoding sequence of the wanted channel. I f  the replica 
sequence is perfectly synchronized with the received 
wanted code, then the code will be removed from this 
signal by coherent demodulation and the energy in the
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Fig. 1. (a) Direct-sequence, spread-spectrum transmitter.
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Fig. 1. (b) Direct-sequence, spread-spectrum receiver.
signal will be despread back to the original relatively 
narrowband signal at baseband (or the i.f.). However, 
since all other users are encoded with different sequences, 
these will not be coherently demodulated but will be 
further randomized by the multiplication process, where 
they exist as background interference. I f  the desired 
signal is digital, this may be extracted from the 
background interference by either filtering or using an 
integrate-and-dump technique, whilst for analogue 
signals filtering must be used. The noisy despread signal 
may then be demodulated via a conventional analogue 
or digital demodulator.
If  narrowband or c.w. interference is received, the 
energy in this signal will be spread by the receiver 
sequence in a manner analogous to signal spreading in 
the transmitter. In an idealized spread-spectrum system 
in which the energy of a c.w. signal is uniformly spread 
over the transmission bandwidth, and if the energies 
of the wanted and unwanted signals at the input to the 
receiver are equal, then the signal-to-noise improvement 
at the output of the narrowband filter, prior to 
demodulation, will be given by the ratio of the 
bandwidths, Gp =  BJB^, where Bj is the post-correlation 
filter bandwidth and 'Gp is the processing gain of the 
system.
However, this is a fairly arbitrary definition, confined 
to white noise or c.w. interference sources and relies on
continuous and uniform spreading. The overall 
processing gain must also include the processing gain 
associated with the final demodulation process. For 
example, if the information source prior to spreading is 
frequency modulated analogue information, a more 
suitable definition of overall processing gain when the 
f.m. demodulator is operating above its threshold signal- 
to-noise ratio would be;
^  (transmission bandwidth) /3  
(post correlation bandwidth) \ 2
where is the deviation ratio of the baseband 
information
and (3/2)^^ is the processing gain of an f.m. 
demodulator.
Again, this definition assumes uniform spreading. The 
processing gain determines the ability of a system to 
process a wanted signal from those of other users, or 
interference. In  a multi-user spread-spectrum system it is 
unlikely that the users will have white-noise 
characteristics. For direct-sequence spread-spectrum 
systems the signal power spectrum has components at 
frequencies which are integer multiples of 1/M d, i.e.:
1 °°
G .( /)  =  ^ G ( / )  I  0 ( f - v / M A )
where M  is the length of the sequence.
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A is the digit width,
ô { f —/o) is the Dirac delta function defined by the 
operator equation
{ H(f)S(f-fo)dF = HWo)
and G{f)  represents the ‘envelope’ of the signal 
spectrum. For a maximum length sequence G{f)  
takes the form :
Gif)  =  A 
A
sin (jiA f )  
rcA f
G{f) = M ’
, f o r / #  0, 
for /  =  0.
Since typically 90% of the transmitter power is 
contained in the main lobe of this spectrum, it is normal 
to filter out the sidelobes prior to transmission and 
transmit only the main lobe to prevent excessive 
spectrum usage. The measure of discrimination between 
users (i.e. the processing gain) is now given in terms of 
the correlation between the wanted user’s received code 
and the locally generated replica code (which thus 
requires perfect code synchronization for maximum 
output after despreading) and the cross-correlation of 
the wanted code with the codes of all other users. Since 
the members of the code set used have imperfect (i.e. 
non-zero) cross-correlation properties, the signals of all 
other users appear as correlation noise over the wanted 
signal.
For a non-coherent demodulation system in which all 
interferers are considered to be transmitting a code­
spread carrier which is not further modulated by data, 
then, if k users simultaneously use the spread-spectrum 
channel, each having the same spreading bandwidth but 
a different code, and if the peak power spectral density of 
each received user is then the signal-to-noise ratio 




s in  (iiA/ )  
nAf
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i = 2 /=  — l/APi
s in  (nA/ )  
nA f
2 1 M +
where P,  is the wanted user and P, is the ith interférer and 
where the summation in /is  taken in steps of l /M A , except 
for / =  0.
The output SNR is given by:
SNR
f  H { f ) R , A f ) d f
output ~  %
f  H i f )R ^ j i f )d f
R y i i f ) is the Fourier transform of the correlation 




where R y f f )  is the Fourier transform of the correlation 
between the replica code and all the interferers, ryj(t). 
The processing gain is then:
output
where H { f )  is the transfer function of the post­
correlation filter or integrate and dump system.
for an ideal system in which the noise figure of the 
receiver is zero.
The worst case output signal-to-noise ratio occurs 
when all the code delays, t,-, of the i users with the 
receiver code are such that the area under the Fourier 
transform of the composite cross-correlation function, 
within the post-correlation filter bandwidth, is a 
maximum. This then maximizes the correlation noise at 
the receiver.
This is a much more reliable definition of processing 
gain for multi-user systems. However, all practical 
receivers introduce additional noise and another 
important parameter in a practical system is the jamming 
margin. This essentially gives information about the 
maximum level of noise that a typical system can operate 
with before circuit losses and non-linearities cause a 
reduction in the processing gain. Since this is determined 
by the dynamic range and noise figure of the receiver 
‘front end’ anddespreading mixer this is often a more 
important design consideration than the processing gain 
in a multi-access system. Another consequence of finite 
dynamic range and poor processing gain in a multi-user 
spread-spectrum system is the ‘near-far’ problem. This is 
effectively the swamping of the wanted channel by a very 
strong signal which blocks the weaker signals. To date, 
the only satisfactory suggestion^ for overcoming this 
problem is to use a cellular area coverage scheme in 
which base stations in the centre of each cell monitor the 
received signal of each transmission and then control the 
power of each transmitter so that the received powers of 
all incoming signals to the base station are equal. 
However, it is quite clear that it is not possible to have 
power control between mobiles, and thus the capability 
of the system reduces to one of mobile-to-base/base-to- 
mobile only, or mobile-to-mobile communication via the 
base station and subsequent retransmission. Practical 
means for implementing this power control have not 
previously been considered by other researchers, but 
they generally assume it to be a trivial matter ! However, 
it is doubtful that power control may be regarded as a 
trivial matter.
Frequency-hopping spread-spectrum systems, which 
are a variant of the well-known m.f.s.k. systems, are 
much less prone to the near-far problem. Figures 2(a) 
and (b) illustrate a typical frequency-hopping transmitter
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Fig, 2. (a) Typical frequency hopping transmitter.
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(b) Typical frequency hopping receiver.
and receiver. Generally speaking, for multi-access use 
each user has a wide-range frequency synthesizer. The 
frequency generated at any instant from this synthesizer 
is determined by a digital code word. This can be 
generated as 2" — 1 different n-tuple words from the n 
parallel outputs of a maximal length sequence generator, 
for example. An identical synthesizer and code generator 
at the receiver are phase and frequency synchronized to 
the wanted channel. Thus the incoming signal, which has 
been suitably modulated by data (e.g. f.m.) can be mixed 
back to baseband or i.f. with a replica signal and the data 
recovered via a conventional demodulator and low-pass 
filter. As with direct-sequence systems, other channels 
may be coded via different sequences or via delaying and 
starting time of the common code by more than one bit 
for each user. This type of system is effective against c.w. 
(or jamming) interference, since if the system rapidly 
hops randomly between any of 1000 discrete frequencies, 
say, then the interference will only be effective for about 
x ^ t h  of the time.
2 The Role of Spread-spectrum Systems in the  
Land M obile Service
By comparison with conventional narrowband com­
munication systems very little has been published on 
spread-spectrum communication systems, and even less 
has been published on the developments towards their 
practical implementation. However, several authors^"^® 
have illustrated the importance of spread-spectrum 
communications in the service of land mobile radio, and 
some^’®’ ^^  have ventured to point out that such systems 
may actually be more efficient in spectrum utilization 
than conventional f.m. mobile radio systems.
These favourable comparisons were made on the basis 
that the design of land mobile radio systems is 
dominated by the need to re-use radio channels in 
adjacent areas to ensure maximum spectrum efficiency. 
The re-use distance between transmitters is limited 
primarily by co-channel interference under normal as 
well as anomalous propagation conditions, although 
adjacent channel interference may be a limiting factor 
when the e.r.p. of the transmitter is high and the out-of- 
band signal is also high.^^ Consequently, the assumption 
that narrowband systems are noise-limited rather than 
interference-limited does not hold when many
simultaneous transmissions are required in a given area 
on a limited number of frequency allocations. Cellular 
mobile radio area coverage schemes have been 
proposed^®' which offer a greatly improved number of 
simultaneous users. These schemes, using arrays of small 
area cells, each with its own low-power transmitter base 
station, are ideally suited to the spread-spectrum 
philosophy, primarily because the ‘near-far’ problem 
associated with spread-spectrum systems effectively 
limits the maximum range of the transmitter. In  the 
cellular schemes proposed each cell is allocated a set of 
frequencies which is different from the set of frequencies 
allocated to adjacent cells. Cells sufficiently far apart use 
the same set of frequencies. Conversations between 
mobiles in other cells are made between the base stations 
covering their respective cells, the base stations being 
interconnected via some other link, e.g. conventional 
telephone lines.
Cooper and Nettleton^’ have pointed out that the 
adoption of frequency-hopping spread-spectrum 
modulation would result in considerably improved 
spectrum efficiency for such cellular schemes. This is 
primarily because spread-spectrum systems, which are to 
some extent interference-tolerant, do not suffer from co­
channel interference from transmissions in other cells, 
and have a frequency diversity capability to minimize the 
effects of fading in urban environments. Furthermore, 
the ‘graceful degradation’ of the performance of the 
system as the number of simultaneous users exceeds the 
design value means that there is no hard limit on the 
numbers of active users that can be handled simul­
taneously by the system. Two other important factors are 
that since the spread-spectrum systems are co-channel 
users, they do not require channel changing facilities as 
the user moves from one cell to another, and they offer 
some measure of user security by virtue of their digital 
encoding. Despite this, however, because of the 
complexity of implementation such systems have largely 
remained theoretical exercises. In general, for normal 
area coverage schemes, spread-spectrum systems are not 
usually considered to be efficient from the standpoint 
of spectrum utilization.^^
However, in the context of mobile radio there is a 
great advantage in adopting a spread-spectrum com­
munication system, and this can actually yield spectrum
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economies. These schemes utilize the interference 
rejection properties of direct-sequence spread-spectrum 
systems which enables them to be used on a non­
interference basis with existing users sharing the same 
channel allocations. Because of the additional techno­
logical complexity, a band-sharing system such as this is 
only worthwhile if it yields relatively large amounts of 
bandwidth. It  is apparent that one of the largest users of 
r.f. spectrum is the television broadcast channel, 
covering some 400 M H z  of bandwidth in the v.h.f. and 
u.h.f. bands. For this reason it has been proposed^^’ 
that spread-sprectrum transmissions could occupy the 
‘fallow’ channels existing between the three main 
channels of the television broadcast transmissions in any 
geographical region, as illustrated in Fig. 3, since these 
bands contain very weak signals from distant television 
transmitters which are not used as part of the local 
broadcasting service and which are unlikely to cause 
interference to users of the spread-spectrum system.
Before such a system can be considered, assurances 
must be given that the spread-spectrum systems will not 
cause interference to local television broadcasts. This 
could happen when a mobile radio was transmitting in a 
geographic region distant from his base station where the 
normally fallow band of the user’s base station centre 
frequency is actually occupied with a television signal in 
this particular region, or equally likely, co-channel 







further complicated by signal fading. As a consequence 
reception is significantly impaired as synchronization is 
constantly lost.
3 The Experimental System
Although systems have been proposed e l s e w h e r e ^ i n  
which data is transmitted over the same bandwidth as 
the television broadcast by interweaving the data 
spectrum with the line spectrum of the video signal, such 
systems require accurate line and frame synchronization 
of the data encoder with the television transmission to 
prevent the data channel significantly interfering with the 
video channel. The interweaving of the data spectrum 
with the television spectrum is complicated by the ‘ultra- 
fine-detail’ line spectrum of the video signal, caused by 
the need to achieve frame synchronization, which is 
spaced at 12 5 Hz. To achieve a satisfactory data bit 
error rate under conditions of high television interference 
the data rate is much less than the frame rate. This would 
give a processing gain of the order 60 dB.
However, these systems are primarily ‘add-on’ systems 
giving extra capacity to the television broadcast system 
for subtitles or additional facsimile data transmissions, 
etc., and could not be easily extended to bandsharing for 
mobile radio use.
In the system proposed no such complex synchron­
ization with the line and frame scan is necessary, 
although it is still vital to synchronize the receiver code 
to the received wanted code, and this makes the system 
much more viable for mobile radio use.
The spread-spectrum system on which the measure­
ments described in this paper were taken was based on a 
direct-sequence system, using either a 255-bit maximal 
length sequence or a similar length Gold code. This bi­
phase modulates a u.h.f. carrier which itself is frequency 
modulated by the 0 -3  kHz baseband information with a 
deviation ratio of approximately 4, to give a total 
transmission bandwidth of 6-375 M Hz.
An r.f. strip-line bandpass filter allows through only 
sin {nA f )
the main lobe of the
Fig. 3. Typical spectrum in the Bath area, with anticipated spread- 
spectrum users.
The purpose of this paper is to present evidence to 
show that such systems are perfectly feasible from the 
point of view of mutual non-interference operation of 
spread-spectrum systems with the television transmission 
and vice versa. From these results estimates of the 
protection margins required of the spread-spectrum 
systems to ensure perfect television reception will be 
given.
In the description of the system above the importance 
of perfect code synchronization was stressed. Because of 
the poor signal/noise ratio at the receiver input this is 
difficult to achieve and the acquisition time relatively 
long. In the mobile environment code synchronization is
nAf
power spectrum
envelope to prevent excessive spectrum pollution. The 
television signal for quantitative measurements is derived 
from a u.h.f. PAL signal generator, and mutual coupling 
of this with the spread-spectrum transmission is achieved 
using wideband hybrid couplers. This ensures that the 
system is accurately simulated in the laboratory without 
actual broadband transmission. Alternatively, the 
subjective tests of the effect of spread-spectrum 
interference on an actual broadcast may be performed by 
coupling the spread-spectrum transmitter to the 
television antenna via a hybrid coupler, which ensures 
that the leakage power of the spread-spectrum signal re­
transmitted via the television antenna is at least 45 dB 
below that entering the television receiver. Figure 4 
illustrates the transmitter system used.
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Fig. 4. System used for subjective interference tests.
The receiver, illustrated in Fig. 1(b), features r.f. and 
i.f. filtering to allow through either 100% or 60% of the 
transmitted main lobe power spectrum. The choice of 
60% maximizes the improvement in the received s.n.r. 
with respect to very broadband noise by 18 dB^ but 
causes additional distortion to the received coded signal, 
which reduces the correlation between the received 
coded signal and the replica code by 09  dB. Although 
this distortion may be removed when f.m. or digital data 
modulation methods are used by hard limiting the 
incoming signal, this too can cause a worsening of the 
s.n.r. at the output of the limiter by typically 1 dB for 
broadband Gaussian noise when the s.n.r. at the input to 
the limiter is 0 dB or w o r s e . A s  a consequence the 
anticipated improvement of 18 dB because of 60% band 
limiting is not achieved in practice. In  a practical system 
the theoretical OT dB degradation in signal/noise 
performance by hard limiting is more than compensated 
by the use of binary logic circuits, thereby avoiding the 
deficiencies in the performance of analogue circuitry. 
However, some filtering is necessary to remove the large 
interfering signal powers containing in the television 
video carrier and sound channel and this contributes 
much to the system’s processing gain. The synchronized 
replica code recovers the wanted signal from the 
television interference, or other users. This is the
frequency modulation signal at an i.f. of 30 kHz. After 
post-correlation filtering to remove the wideband 
interference, the f.m. signal is demodulated using a 
conventional phase-lock-loop demodulator.
Three techniques have been examined to synchronize 
the transmitter and receiver codes. All three use a delay 
lock loop within the receiver to achieve phase lock 
between the sequences.
In the basic system the frequency lock of the codes is 
achieved by locking both the transmitter and the receiver 
sequences to a universally available off-air frequency 
standard. In our case this is the 200 kHz Droitwich 
transmission. The delay-lock-loop then tracks the phase 
shifts due to the motion of the mobiles by controlling a 
voltage controlled delay with the filtered error signal, as 
shown in Fig. 5. This basic system and the three 
techniques associated with it will be discussed in a future 
paper.
Figure 6 shows the performance of the system in terms 
of the input and output signal-to-noise ratios for additive 
Gaussian broadband noise. The bandwidth of the input 
to the system was taken as 6-375 M H z, the bandwidth of 
the r.f. strip line receiver filter, whilst the bandwidth of 
the audio output channel was 3 kHz. These bandwidths 
were used in evaluating the total input and output noise 
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Fig. 5. The delay-lock loop circuit.
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s.n.r. (less than 0 dB) due to the f.m. threshold is seen as 
the limiting factor in the f.m. spread-spectrum system. 
From this figure the process gain at 0 dB input s.n.r. is 
30 5 dB. However, it should be pointed out that the 
input noise is measured at the receiver antenna and 
includes the . noise figure of the u.h.f. amplifiers which 
contribute 8 dB to the input noise power for a power 
gain of 48 dB, consequently the process gain quoted is 
not representative of the spread/despread process, but of 
the entire system. In comparison with the noise figure of 
the r.f. amplifiers, the noise contribution from the mixers 
and despread multiplier contributed a negligible 
degradation to the overall process gain. Examination of 
the s.n.r. at the output of the post-correlation filter 
indicated that there was a negligible loss of processing 
gain over a 60 dB dynamic range.
saturation due to  correlation noise
- 5 0
10 15 2520 30
input S.N.R. in B MHz -  dB
Fig. 6, Performance of system with Gaussian noise.
Gaussian white noise is not representative of the noise 
found for co-channel and multi-user operation, and to 
test the feasibility of the system under these conditions 
the noise source was replaced by several different 
maximal-length binary sequences each of 255 bits. Each 
of these, suitably frequency modulated with test data, 
was added in equal power to the wanted channel prior to 
transmission. The codes each ran at the same rate as the 
wanted channel. On the assumption that an output 
signal/interference ratio of 25 dB would be considered 
adequate, it was found that the maximum number of 
simultaneous users which could be tolerated by the 
system was only three. Reference to Fig. 6 reinforces this 
result. The reason for this very low figure can be 
accounted for by the poor cross-correlation performance 
of the codes used, which each had a measure of 
discrimination of 4. This has a two-fold effect. First, 
because the cross-correlation performance does not 
reject all the interference of the other channels significant 
noise levels are presented at the input of the f.m. 
demodulator, and secondly, since phase synchronization
of this system is maintained via a delay lock loop the 
poor cross-correlation with unwanted channels causes 
false locking and optimum correlation with the wanted 
channel cannot be maintained.
For the system described here the loss of process gain 
due to the receiver noise figure has in fact set the limit on 
the number of users possible, and choice of a better code 
would not result in an improvement in the number of 
users. I t  is clear from this result that in order to double 
the number of simultaneous users it would be necessary 
to significantly improve the noise figure of the r.f. 
amplifiers by a further 4 or 5 dB, before any 
improvements due to improved cross-correlation 
performance of the codes would result in an increase in 
the number of users. Whilst this is perfectly feasible, the 
system is unlikely to be cost effective for private mobile 
use.
At first sight these figures for the numbers of users are 
very low, however, it is interesting to note that Matthews 
et have predicted theoretically that only Just over 
1 user/MHz may be expected for a narrowband f.m. 
spread spectrum system similar to the one we have 
described for an output SNR of 30 dB for a 3 kHz output 
bandwidth. For their model they assume a circular 
cellular array in which each base station can control the 
power of each user within the cell so that the received 
power levels may be equalized. It  should also be pointed 
out that they assumed an ideal, lossless system in which 
the interference is purely random. This optimizes the 
cross-correlation performance and therefore maximizes 
the number of users for a given system.
However, to put the situation into perspective. Cooper 
and Nettleton^ point out that, because of the need to re­
use frequencies, a conventional f.m. system used in a 
cellular array system may have as few as 01  
users/MHz km^ for a 1 km radius cell, and for normal 
mobile radio schemes a typical number of users may be 
approximately 1 user/MHz. As a consequence, this 
demonstrates that for a cellular scheme with power 
control, the spread-spectrum system can compete 
favourably with the f.m. system on a user density basis, 
and therefore this facet of the argument may be ignored 
when deciding which should be used. The special 
attributes of spread-spectrum systems described earlier 
may be an important factor in the ultimate choice.
4 Performance of the Spread-spectrum System
over a Television Channel
It  is anticipated that a multi-user spread-spectrum 
system would be operated within the 16 M H z  wide 
fallow bands between television channels. This would 
appear to offer no advantage in terms of spectrum 
utilization over the use of conventional narrowband 
modulation schemes, also placed in the fallowbands. 
However, it is possible for a user to wander into a 
geographical region where that region’s television
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transmission is co-channel with his, thus causing 
perceptible interference, or it is equally possible that 
television interference may occur because of anomalous 
propagation conditions. Since any interference to the 
existing television user is totally unacceptable, the use of 
a spread-spectrum system, because of the improved 
protection ratio that it offers to the television, begins to 
look attractive. The adoption of such a system should 
result in a significant reduction in the interference range 
of the mobile transmitter. Conversely, this would 
significantly reduce the minimum distance which must 
exist between the television transmitter and the base 
station serving the mobile radio system.
Although it is obvious that the system should be two­
fold compatible, in that the television should not cause 
unacceptable interference to the demodulated spread- 
spectrum signal, it is unlikely that both interference 
criteria will have to be met simultaneously, since the 
mobile and television areas do not overlap.
Before any estimates of the reduction of the 
interference range of the mobile transmitter relative to a 
narrowband system can be made, it is necessary to 
examine the effect of spread-spectrum signal interference 
on the television transmission. From this the protection 
ratio may be established and compared with the 
corresponding protection of a narrowband system.
As a basis for comparison, co-channel c.w. sinusoidal 
interference, and broadband Gaussian noise were used to 
obtain bounds on the protection margin of the television. 
Narrowband f.m., wideband f.m. and single-sideband 
modulation were used as direct comparisons for possible 
competitors of the spread-spectrum systems. In the latter 
cases, 0-3-3 kHz filtered Gaussian noise was used to 
represent the modulating speech source. Although it is 
appreciated that the statistics of the Gaussian noise and 
speech differ, it is felt that this should not have a
significant impact on the results. The c.w. interference 
was used to represent amplitude modulation, whilst the 
Gaussian noise represented the effect of a great many 
spread-spectrum users. The protection margin of the 
television for all types of interference was determined on 
the basis that subjectively there was no observable 
interference on the displayed signal. The results of these 
tests are summarized in Figs. 7 and 8.
Ifi these figures the protection margin is defined as the 
ratio of the total television signal power received relative 
to the maximum total interference power allowed before 
any degradation is observed, and this is plotted as a 
function of the frequency offset of the centre frequency 
of the interference from the video carrier frequency. 
Although alternative definitions of protection ratio for 
television have been made,^^ in the context of this work 
the definition given above is the most suitable since we 
are considering mutual interference effects. Reasons for 
this choice of definition are discussed more fully in 
Ref. 18.
As might be expected, the results for the sinusoidal 
interference show that maximum protection must be 
given at the video carrier, colour sub-carrier and f.m. 
sound channel. I f  these interference bounds are exceeded, 
the c.w. interference causes the familiar moiré patterning. 
Figure 9 illustrates this phenomenon with the c.w. 
interference superimposed across the colour sub-carrier, 
as the r.f. spectrum associated with Fig. 9 shows. The 
pitch and degree of patterning are dependent upon the 
relative amplitude of the interference and its frequency 
offset from the television video carrier.
In contrast, broadband Gaussian noise superimposed 
over the television signal causes a ‘snow’ effect on the 
display when its protection margin is exceeded. 
Subjectively this type of interference is less disturbing to 








Fig. 7. Protection margin for non-visible interference to a colour television with (a) c.w., (b) spread spectrum and (c) Gaussian noise
interference.
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Fig. 8. Protection margin for non-visibie interference to a colour 
television with C.W., S.S.B., W.B.F.M. and N .B.F.M . interference.
broadband nature of the interference, the total 
interference power averaged over the television 
bandwidth is 17-5 dB above the peak value for c.w. 
interference, before the interference is perceptible. The 
interference caused by the spread spectrum signals when 
above its protection margin, defined by Fig. 7, causes a 
more regularly patterned snow effect, shown in Fig. 10. 
This type of interference is also subjectively much better 
tolerated by the viewer than c.w. interference. From 
Fig. 10 it is also seen that the optimum protection 
margin occurs when the spread-spectrum system is 
centred in frequency directly over the television channel, 
due to the increased protection at the video carrier due to 
the sidelobe filtering of the spread-spectrum signal, but, 
as might be expected, does not fall as rapidly as the curve 
for the c.w. interference case because o f the broadband
nature o f the interference. It is also interesting to note 
that in terms o f the total interference power the 
improvement in protection margin over that for c.w. 
interference is a m inimum when the interference is 
approximately midband. The reason for this is that, for 
the clock rate employed, a significant number of 
frequency components in the spread-spectrum signal 
interfere with the colour subcarrier. This does not 
happen for c.w. or narrowband interference until the 
interference frequency corresponds within a narrowband 
o f frequencies, to the colour subcarrier.
Figure 11 shows the variation in protection margin as 
a function o f code length for spread-spectrum 
interference centred (a) directly over the video carrier, 
and (b) centred between the video carrier and f.m. sound 
channel, with the first null of the spread-spectrum signal
Fig. 9. Video output with sinusoidal interference directly on the colour sub-carrier.
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Fig. 10. Video output with spread-spectrum interference.
centred over the video carrier. For both measurements 
the spreading bandwidth was 6-375 M Hz, as before. The 
results may be considered as sections taken through the 
protection margin measurements shown in Fig. 7. Both 
curves follow the same basic trend with increasing code 
length. This is not surprising, since they both represent 
the effect o f spread-spectrum interference on (a) the video 
carrier, and (b) the colour sub-carrier, and the 
consequence of such interference might be expected to 
produce similar results for both carriers.
However, the results are interesting because they 
illustrate the changes in the threshold of perception of 
visual interference as the code length is increased. For 
code lengths of 63 bits or less the interference is prim arily 
of the moiré type because o f the relatively few number of
interfering frequency components w ithin the television 
receiver bandwidth. For curve (a) this is manifest as 
primarily monochrome moiré, whilst for curve (b) the 
patterning is coloured. The distinct edges to this sort o f 
patterning give rise to an easily discernible interference, 
irrespective of its colour, on the standard colour-bar test 
pattern obtained from the PAL generator.
As the code length, and hence the number of 
interfering frequency components, is allowed to increase 
the patterning becomes increasingly complex with much 
more diffuse edges. As a consequence the threshold of 
perception to the visual interference falls considerably. 
This is manifest by a reduction in the protection margin 
required by the television from the spread-spectrum 
interférer. It is instructive to note, however, that the
a -  S.S. centred over the video carrier, 
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Fig. 11. Variation of protection margin as a function of M-sequence length, 2 " -  1 bits.
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threshold o f perception to interference on the colour 
information channel on a colour television is higher for 
these short sequence lengths than for interference to the 
video carrier, illustrating the importance o f the colour 
information.
For code lengths o f 255 or greater the interference 
observed for test (a) and (b) is virtually identical to the 
‘snow’ observed for Gaussian broadband interference. 
Again the perception of interference on the colour sub­
carrier is higher than for the video carrier, but the 
difference becomes vanishingly small as the code length 
increases. Although it is clear from this figure that for 
sufficiently long codes (typically longer than 64000 bits) 
the Gaussian noise lim it is reached for both curves (a) 
and (b), there is only a lim ited improvement in 
protection margin by increasing code length much 
beyond 255 bits. This can be contrasted with the 
significant change in protection margin as the code 
length is shortened below 63 bits.
It should also be pointed out that the results are 
dependent upon the code clock frequency used.
For the choice o f code lengths and bit rate stated the 
optimum improvement in protection margin relative to 
c.w. by adopting a spread-spectrum modulation scheme 
is 13 dB. Figure 8 shows the protection margins 
obtained for broadband and narrowband f.m., and also 
s.s.b. modulation. It  is clear from a comparison with the
c.w. protection margin results that there is very little  
dilTerence in protection between these modulation 
schemes and c.w. interference. However, s.s.b. and
d.s.b.d.c. modulation schemes have the advantage that 
when unmodulated, unlike a.m. or f.m., they cause no 
interference and as competitors to spread-spectrum 
modulation are to be preferred.
Figure 12 illustrates the ability o f the spread-spectrum 
system to reject television interference. This Figure 
shows the input r.f. spectrum to the spread-spectrum 
receiver and the resulting demodulated audio output for 
a spread-spectrum interference level Just below the 
television protection range. The corresponding television 
display, also shown in this figure, is interference-free and 
the output from the spread-spectrum receiver shows an 
s.i.r. o f 25 dB. I t  should be emphasized that under these 
conditions the delay lock loop synchronizer in the 
receiver maintains phase synchronization o f the received 
signal and replica sequence.
The main point to note in the results is that, for the 
spread-spectrum system outlined, the protection margin 
afforded is 13 dB better than can be obtained for c.w. 
interference under worst case conditions, i.e. when the 
centre frequency is directly over the video carrier and 
colour sub-carrier, and marginally worse when centred 
directly between the carrier and f.m. sound channel. 
L im iting  the spread-spectrum bandwidth to approxi­
mately 4 M Hz to avoid interfering with the sub-carrier 
would remove this interference, but would also reduce 
the process gain of the system by approximately 18 dB. 
On the credit side, however, this would enable four 
spread-spectrum frequency allocations to be made w ithin 
each fallow band.
VIDEO OUTPUT W ITH SPREAD SPECTRUM INTERFERENCE
10dB/OIV dc marker
0 5  KHz/DIV
UPPER TRACE : R.F. SPECTRUM  
LOWER TRACE : AUDIO SPECTRUM
Fig. 12. Video output with spread-spectrum interference.
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5 Conclusions
The results presented in this paper clearly illustrate the 
feasibility of using spread-spectrum systems on a non­
interference basis within the television transmission 
bands. I t  is clear from the results that there is a 13 dB 
improvement in protection margin relative to c.w. 
interference when the interference is directly over a 
particular television video carrier. In a practical 
implementation this represents a reduction in adjacent 
channel interference. However, for pure co-channel 
interference there is little to be gained by way of 
improved protection. This is due primarily to the 
susceptibility of the television to interference at or near 
the colour sub-carrier frequency.
Under these latter conditions reception of the spread- 
spectrum signal is still possible, by virtue of the • 
processing gain of the spread-spectrum receiver. 
However, for the system described, the protection 
margin is insufficient to give the spread-spectrum system 
any significant range, particularly when signal fading is 
taken into account. For this reason it is not envisaged 
that the system will be operated co-channel with the 
television.
Adoption of a spread-spectrum system for small-area 
cellular schemes in the television fallow bands, utilizing 
the improved protection margin against primarily 
adjacent channel interferers should open up a large 
amount of frequency spectrum for mobile radio use. 
Nevertheless, many practical problems still remain, and 
spread-spectrum systems cannot yet be regarded as the 
universal panacea to all private mobile radio problems !
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THE DYNAMIC PERFORMANCE OF DELAY LOCK LOOP CODE SYNCHRONISERS USED IN 
SPREAD-SPECTRUM RECEIVERS OPERATED UNDER NOISY CONDITIONS IN LAND MOBILE 
SYSTEMS
R.F. Ormondroyd, B.Eng., Ph.D., and M.S. Shipton, B.Sc.*
Summary
The paper examines the observed dynamic behaviour of delay lock loops when 
the spread spectrum system operates in noisy conditions and compares it to 
that expected theoretically. Four basic delay lock loops are investigated: 
(i) DLL with envelope detection, for removal of data from the loop control 
signal; (ii) DLL with IF data feedback; (iii) DLL with code-burst synchron­
isation; and (iv) effect of age and hard limiters on DLL performance. The 
paper categorises each type of Idop by its phase-plane plot as a function 
of the ambient noise level, and attempts to illustrate the principal 
causes of deviations from the ideal behaviour and the effect of the data 
modulation on the acquisition rate of the loop.
1. Introduction
With the current and everworsening situation of rf spectrum overcrowding, 
principally in the private mobile sector, some interest has been shown of 
late in the use of spread-spectrum communication systems to try to improve 
the efficiency of spectrum usage (refs. 1-3). However, despite early 
exaggerated claims, there would appear to be very little to be gained in 
terms of "users/MHz of bandwidth allocated" by the direct allocation of 
free spectrum to spread-spectrum systems (ref. 4) and when compared with 
single sideband systems, the spectrum utilisation is very much worse.
Since the complexity of most spread spectrum systems is very much greater 
than conventional mobile radio system such direct allocation of frequency 
spectrum is unlikely to show cost benefits either.
However, some improvements in frequency spectrum utilisation may be gained 
by bandsharing (refs. 5,6). A bandsharing system has been proposed (ref.7) 
in which the spread-spectrum user is allocated the normally unused "fallow- 
band" found between TV broadcast channels in a given region to prevent 
adjacent channel interference problems. The greater protection margin 
offered to the TV channel by the use of "direct-sequence" type of spread- 
spectrum system compared with conventional AM or FM types of transmission 
minimises possible adjacent channel interference between the TV and the 
spread-spectrum users in the fallowband and also reduces the co-channel 
interference with TV transmissions in other areas, thereby improving the 
maximum mobile service area. It is in this situation that the spread- 
spectrum system is assumed to be operating.
Unfortunately, the performance of any multi-user spread-spectrum system, 
irrespective of whether it is of the direct sequence type, or the frequency 
hopping type (ref. 8) is only as good as its ability to maintain the phase 
synchronisation of the receiver's replica code with the wanted received 
signal when it is immersed in the interference of other users. In the 
systems proposed in references (6 and 7) this interference could equally 
be the local television transmission as well as the interference from 
other co-channel spread-spectrum operators.
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Because of the great importance of synchronisation in the successful 
operation of the system it is necessary to carefully examine the static 
behaviour of the synchronisation system in the presence of noise.
However, in the mobile environment where the signal is undergoing fast 
and slow fading the dynamic behaviour of the loop is of equal importance.
Three basic techniques are employed to achieve minimum delay error between 
the received encoded signal and the replica sequence used to decode the 
data. There are: (i) delay lock loop correlator (ref.9), (ii) Tau dither 
loop (ref. 10), (iii) convolving filters such as CCD or SAW matched 
filters (refs. 11,12). Whilst there is no doubt that there are positive 
advantages in using matched filters since they are essentially "passive" 
devices and do not have to be employed in a feedback loop, SAW devices 
require very stable code clock rates rf transmitter carrier frequencies 
and receiver local oscillator frequencies and CCD's are currently not 
fast enough and are cumbersome to implement for code lengths greater than 
255 bits, particularly if the filter is to be made programmable so that 
the same filter may be used to achieve synchronisation on a wide range 
of codes as would be required in a cellular, multi-access spread-spectrum 
system (ref. 13).
The delay lock loop and Tau dither loop are inherently programmable merely 
by changing the local receiver code to match the code used in the trans­
mitter and they are both relatively straight forward to implement using 
analogue or digital circuitry. For this reason they have found widespread 
use in existing spread-spectrum systems, found principally in military and 
aerospace applications.
The purpose of this paper is to show that practical implementations of the 
delay lock loop; and some of its variants, do not always perform as 
theoretically predicted due to the non ideal nature of the components 
used, and attempts to isolate the principal causes of this departure from 
the ideal. It further shows that the digital delay lock loop can out 
perform the conventional analogue/digital loop, despite being simpler to 
implement. Typical search velocities which may be expected under given 
signal/nbise conditions are also tabulated for the various delay lock 
loop systems described.
2. Constraints on the Worst Case Delay Error Between the Codes
Successful recovery of the required data at the receiver requires good 
correlation between the transmitter code and the receiver code, i.e. 
minimum delay error between identical codes clocked at the same rate. 
However, the degree by which the wanted signal may be extracted from the 
encoded signal depends not only on the relative delay error between the 
codes but also on the ratio between the data bandwidth and the code 
repetition frequency. This sets much more rigorous constraints on the 
tolerable delay error between the codes for correct recovery of the 
signal than might at first be thought. This is because one entire 
sequence of the code is, in effect, equivalent to a sampling pulse in 
a sampled data system and the sampling theory holds, although the effects 
manifest themselves differently. If the sampling rate (i.e. sequence 
repetition frequency) is not twice the data bandwidth then the signal 
becomes aliased. When the codes are in perfect synchronism correct 
despreading occurs; however, when the codes are not exactly in syn­
chronism aliasing occurs and the required output is badly distorted, 
and contains a modulated signal component which makes demodulation 
impossible.
To show the importance of this, consider a direct sequence system with 
data modulation. The receiver has a data-bit synchronisation system as 
well as a code synchronisation system. Data recovery is via a code 
correlator with integrate and dump filtering together with threshold 
detection and sample and hold, as shown in figure 1.
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Figurai. Typical Spread Spectrum Data Demodulator 
A system in which the data bandwidth is less than half the sequence repetition 
frequency would have a frequency spectrum similar to figure 2a. It is 
immediately apparent that such a system is not resistant against eaves­
droppers, who may tune into any of the sidebands using a conventional 
high selectivity receiver with an appropriate data demodulator. Figure 
2b shows the linear fall in output from the correlator or sample and hold 
integrator as the delay error between the codes increases. In clean 
conditions it is possible to detect digital data with delay errors in 
excess of 0.9 bit. In such conditions absolute phase synchronisation is 





Figure 2a. Typical spectrum 
when data bandwidth 
less than half code rate






Figure 2b. Typical Variation in output of data correlator as 
the delay beteen codes increases
Figure 3b shows that when the data bandwidth is greater than half the sequence 
rate the sidebands overlap. It is then difficult for an eavesdropper to 
receive and demodulate the data with a conventional receiver. However, 
the price paid is that even when synchronous data systems are used a 
significant number of data errors can be expected when the codes are out 
of synchronisation. The loss of data is dependent very critically upon 
the degree of sideband overlap. In extreme cases, found in systems using 
extremely long codes the worst case delay error has been found to be less 
than ±0.1 bit before the data bit could not be recognised. This measure­
ment was for an ideal channel with no external noise. It is clear that 
in the presence of noise the worst-case delay error must be reduced to 
below this value. The effect of phase errors on data recovery is equally 
valid for analogue and digital data. Figure 3b illustrates the loss of 
signal energy with code delay error for the FM modulation. For digital 
data the presence of a modulating signal for delay errors in excess of
0.1 bit prevents meaningful measurement.
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Figure 3a. Sideband overlap 
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Figure 3b. \/briation in output of data correlator, for the
case abcTve, as a funtion of code delay and overlap
3. Initial Acquisition
The autocorrelation function of the codes used is predominantly two 
valued and triangular in shape as shown in figure 5. Consequently no 
delay information is possible over an (m - 2)6 range of delays, (whose 
m is the code length and A the chip period) and the Tx and Rx codes must 
be initially synchronised to within 26. Many techniques exist for 
obtaining initial synchronisation. In the work reported in this paper a 
serial synchronisation system was used to achieve initial lock. However, 
it should be pointed out that the main aim of the work was to examine 
the tracking performance of the delay lock loop rather than the perfor­
mance of sequential estimators to obtain the initial synchronisation.
4. The Delay Lock Loop
4.1 General principles
As far as the code synchronisation system is concerned the incoming code 
(suitably translated to baseband or a suitable IF) is corrupted by data 
which must be removed. Failure to adequately remove the data at this 
stage results in the data modulating the VCO or VCXO of the loop. This 
dramatically reduces the performance of the loop in noise or even prevents 
the system from maintaining synchronism. The variants of the delay lock 
loop principally remove the data in slightly different ways. Figure 4 
shows the basic form of a tracking delay lock loop, which will both 
acquire and track an incoming code. There is no provision in this loop 
for removal of data from the correlated output. The received baseband 
code is correlated against two identical time displaced codes. The 
usual time displacement is 1 or 2 bits (the lA loop and 2A loop respect­
ively) achieved by delaying the code in a shift register; however,
Davies and Al-Rawas (ref. 14) have shown that the tracking range may be 
extended by time displacing the codes much further than this. The outputs 
of each correlator are differenced and the difference output is filtered 
to provide an error signal to drive the voltage controlled oscillator 
which is used to derive the code clock.
cfcff
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Figure 4 . The Qelay-Lock Loop Circuit
The characteristic of this discriminator can be found by looking at the 
output of the difference amplifier.
For the 2A loop this has an output:
x(t) = s(t - T + A) Æ "  s(t - T) + n(t) - s(t - T - A) / P ~  s(t - T) + n(t)
(1)
where T is the time delay of the received sequence
T is the delay estimate from the loop
A is the period of one bit delay of the sequence
n(t) is additive Gaussian noise
The long term average of this signal is then provided hy the loop filter, 
which forms the discriminator characteristics D^^Ce), such that:
Du (e) = R (£ - A) - R (c + A)ZA S S (2) (2)
where R (y) is the auto correlation function of the sequence and 
e = T -^T the delay error.
For maximal length sequences, having triangular auto correlation functions 
the discriminator characteristic becomes an inverted N shape, shown in 
figure 5.
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Figure 5. The Diacriminator 
Characteristics of the 1A , 
2A and 3a Loopa
For delay errors beyond the range ±2A the discriminator provides no delay 
error information and the loop is unable to synchronise the codes.
Similar expressions may be formulated for the nA loop. Figure 5 also 
shows the characteristics of the lA and 3A loops. For the 2A loop, 
synchronisation is effected when each code is approximately A out of 
synchronisation and code correlation is at a minimum, whilst the lA loop 
obtains zero delay error for a 50% correlation value. This is an 
important consideration when the incoming code is noisy. An immediate 
observation of equations 1 and 2 is that although the low pass filter 
performs the long term average the difference amplifier handles high speed 
codes and must provide an accurate pulse waveform to the filter if the 
correct discriminator characteristics are to be generated. As a 
consequence this amplifier must not band limit or slew, rate limit the 
codes to any appreciable extent. Failure to observe this results in non­
linear, non-monotonic slopes to the discriminator characteristics with 
the consequence of non-linear feedback and possible loop instability.
For a loop which acquires lock the effective signal at the correlator 
output comprises the wanted correlation signal, external noise plus a self 
generated noise term from the out of lock codes. Spilker (ref. 9) has 
shown that this term may be neglected for most tracking applications, 
and as a result analysis of the delay lock loop may be considered as a 
linear system of closed loop transfer function





where F(s/s^) is the loop filter transfer function 
g is the normalised loop gain
and s is Che loop filter frequency constant in radians/s and operates on 
the equivalent noisy signal
A * (m + l)/m--------
where m is the code length, n (t,e) is the self noise, n (t) is the noise 
contribution at the output of^the cross correlator network for an input 
noise of n(t) and is the wanted sequence level.
The optimum loop filter can be shown to be of the form:
1 + /2 s/s
* — *ss/s^
As a result, for a system with code signal power P and noise spectral 
density the mean square delay error (or jitter) is given by
where N(f) is the noise power spectral density.
For the 2A loop, neglecting the self-noise term and for small delay 
errors this becomes:
. 2^ 2.12 Vo (7)
s
where N is the noise spectral density of white noise.
This is valid for delay errors, -A < e < +A.
However, for large levels of noise the delay error may be such that the
-ve slopes of the discriminator characteristic are encountered and 
instability may arise, depending on the loop constants. Thus a threshold 
effect sets in, and beyond this limit the probability of loss of lock is 
high. Experimental results (ref. 9) indicate that for rms delay errors 
having a » 0.3A the probability of |e| > A, i.e. loss of lock, is then 
only 8.7 X 10"^ which is in accord with a Gaussian distribution. In this 
work such a probability for loss of lock is considered to be just tolerable 
As a consequence the minimum input SNR before the probability of losing 
lock becomes intolerable, i.e. P(e) > 8.7 x 10“** is:
o
However from a practical point of view the results of figure 3 show that 
IEI = O.IA for a non-contiguous system and under this condition for an 
identical probability for the loss of lock then a must be 0.03A. In
this case the worst case tolerable SNR is now only
f (9)
O
= 2355 for long codes
and since s^ defines the loop noise bandwidth via
B = 1.06 s Hz - valid for the 2A loop -
n o
this also sets the limit on the acquisition time of the loop. For the 
lA loop B - 0.53 s Hz which represents a 3 dB improvement in noise 
bandwidth. However^ this results in a limited range of the frequency 
offset between the transmitter code clock rate and receiver code clock 
rate. The acquisition performance of the loop is found from the 
differential equation defining the acquisition trajectory x,y such that
~  *  -  { d ( x )  + [ / 2  D* Cx) + ^] X - ^  - *y}/Xdx
where x - * | , y  = ^ , x »  (~) ^  (10)
o
Numerical solution of this expression yields the trajectory, in the form 
of a phase plane plot, as a function of frequency offset between the 
codes. From this, the maximum permissible clock frequency offset before 
it is impossible to achieve lock is
foff ' 2.0 Hz
The maximum search velocity is also given as
V * 2.0 s bit/smax o
Thus for the case of a spread spectrum system of process gain, G , 
immersed in noise by the Jamming Margin, JM, the maximum possibli search 
velocity for a 2A loop is thus:
^max * /  • * 8.5 x lo"* (ID
m
For the case of P /N = -24 dB and m * 255 bits as might be the case for 
a typical system immersed in white noise the search velocity to ensure lock 
to within |e| < A is 20 bit s”  ^ for the 2A loop
The lA loop would be about twice 
as fast as this, although the lock range is much less. These figures 
represent the fastest acquisition rate for any sliding correlator, based 
on this principle.
4.2 Effect of data on the loop performance
When data is modulated on to the code, as in a practical spread spectrum 
system, every change in the state of the data bit causes the sequence to 
be inverted, logically, and this inverts the *N* shaped discriminator 
characteristic. This causes the sense of the feedback to change at the 
rate of the data from -ve to +ve. For random data the discriminator 
characteristic will be averaged out to zero by the loop filter and the 
loop will be unable to acquire or maintain lock. Thus the effect of the 
data must be removed from the loop. Once this has been accomplished the
theory of the previous section remains valid. The following sections 
illustrate possible methods of removing the influence of the data.
4.2.1 Envelope detector
One method of removing data modulation from the codes is as shown in 
figure 6. The narrow^band filters form the autocorrelation function of 
each arm, raised in frequency by the data. The envelope detectors 
remove the data modulation and translate the autocorrelation function 
back to baseband. The circuit operation is then as before, however 
on a practical note the loop performance is very much dependent upon the 
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to remove the Data
Two further alternatives have been proposed in an earlier paper (ref. 3). 
These are reviewed below.
4.2.2 Code burst synchronisation
The attraction of this circuit is that no modifications are necessary in 
the receiver, and the only modification to the transmitter is the 
insertion of a "2 into 1" multiplexer. This periodically blanks the data 
and feeds raw code into the transmitter for a short duration. This is 
illustrated in figure 1 . The mark-space ratio of the control signal 
dictates the percentage of code burst allowed through. By using the 
multiplexer arrangement the correct phase of the code is preserved, since 
the code clock runs continuously. This type of circuit has been 
implemented on spread spectrum systems using analogue modulation. The 
signal controlling the code burst represents a data sampling signal, and 
so it is necessary that its frequency is very imich higher than twice the 
maximum modulating frequency for the sampling theorem to be upheld. In 
a system using FM data modulation (ref. 3) with a deviation ratio of 4 
and an (1) I = 3 kHz, a 200 kHz sampling pulse was used derived from them max
off-air standard. The degree of spreading that occurs because of signal 
sampling at 200 kHz is negligible compared with that produced by the high 
speed codes. In essence the discriminator characteristic is averaged to 
zero for the duration of the data because of the randomness of the data, 
but will be formed for the duration of the pure code signal. The overall
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effect is to give a net N shaped discriminator characteristic whose peak 
amplitude is averaged out in the ratio of the mark space ratio of the 
code-burst control signal. This is shown in figure 8 for a practical 
system using FM modulation.
balanced 
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Figure B. Discriminator Charscteriscics of 
the Code Burst Delay Lock Loop 
with FM date modulation
It is interesting to note the loss of system gain caused by rounding of 
the characteristics, caused by imperfect filtering (i.e. low pass) and 
finite rise time codes. The reduction in peak discriminator output varies 
linearly with mark space ratio, and represents a loss in delay-lock loop 
gain. However, theoretically this may be recovered merely by inserting 
an amplifier of appropriate gain within the loop and loop performance 
should not be affected. In practice external noise and self generated 
correlation noise will limit the lower value of percentage code-burst 
for which the discriminator characteristic may be adequately recovered 
from the noise, particularly for a loop in the process of acquiring lock.
The received signal, containing the code-burst is also fed to the data 
correlator. Assuming perfect code synchronisation the output of the data 
correlator is a sequence of the required data, followed by a period of 
zero data lasting for the duration of the code burst. By sampling above 
the Nyquist rate this blank period may be filtered out in the post­
correlation filter of data demodulator and fed to the data demodulator 
without any further processing. This has been verified experimentally.
4.2.3 Data Feedback Synchronisation
This system attempts to remove the data prior to feeding the signals to 
the delay lock loop. The aim here is to maximise the signal to noise 
ratio and dynamic range of the discriminator signal, and this is achieved 
by minimising the compression of the discriminator characteristics by the 
data. Figure 9 shows the system.
Assume initial acquisition has been achieved. Correct, but delayed 
estimates of the incoming data will emerge from the data correlator. This 
is fed to the data demodulator and is mixed with a delayed, hard limited, 
version of the received signal (at an IF or baseband) fed to the delay
I l

















Figure 9. Delay-lock Loop with Data Feectoack
lock loop. The delay element equalises delays between the data and 
synchronisation correlators. For perfect delay equalisation, this removes 
the data from the encoded signal, and raw code, clean, is fed to the 
delay lock loop. If the recovered estimate of the data is delayed by Tg
i.e. a message of the form m(t - t )^ and the output from the hard limiter 
is delayed by i.e. m(t - x-)s(t - r^), where s(t) is the undelayed 
sequence, then the output of the mixer is;
s(t') = mCt - - x)s(t - x^ - x)m(t - Xg) (12)
If the delay element has a fixed delay of x secs such that “ ”^ 2 ” ^1 
then the mixer output
s(t') = s(t - x^ - x)
= s(t - x^>
The result of this is that the code which is fed back to produce the
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data estimate is delayed by and must be advanced by thig amount before 
it is fed to the data correlator . This is achieved by taking the output 
from a stage earlier in the sequence generator and delaying this by 
(A - T^). It is obvious that the ability to track a signal is determined 
by the delay x inserted in the circuit and the data rate. Tfhe insertion 
of the loop delay can lead to loop instability principally because partial 
loss of code synchronisation results in an erroneous estimate of the data 
and incomplete removal of the data from the code.
5. Delay-Lock Loop Implementation and Performance
The practical implementation of a delay lock loop does not always have 
the predicted performance. In section 4, for example, it was shown that 
a high bandwidth, high slew rate difference amplifier was needed to 
maximise the acquisition rate and phase accuracy. The following sections 
examine deficiencies in other d.1.1 components.
5.1 Envelope detector
From a survey of the literature it appears common to use a non-linear 
device, such as a square law device, and a filter as the envelope detector 
In a 2A loop the use of such a device is disastrous since the loop gain is 
zero when the loop is in lock, as shown in figure 10. The result of this 
is that small delay errors, inevitable in a noisy system, would be 
corrd&ted at an ever decreasing rate as the initial delay error was 
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Figure 11. Coherent A.M.
Demodulator
A far better choice of envelope detector is the coherent envelope 
detector, shown in figure 11, which gives a greater range of linearity to 
the discriminator output by the use of a double balanced modulator.
5.2 Delay lock loop mixers and a.g.c. network
The delay lock loop performance relies on absolute balance between its two 
arms. At best, imbalance causes a delay error, at worst it may prevent 
synchronisation. However, the most common effect is an increase in code 
jitter and the subsequent loss of signal. Analogue double balanced 
modulators have a finite dynamic range, and need careful balancing to 
achieve optimum results. In order to counter the dynamic range problem.
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it is often necessary to incorporate an a.g.c. system, to ensure that the 
signal fed to the data correlator and delay lock loop correlator Is 
adequate to give the required code suppression. However the complexity 
and dynamics of the a.g.c. network can adversely affect the loop operation 
in noisy and fading environments. For digital data, or FM analogue 
modulation the a.g.c. network and the analogue modulators may be replaced 
by a limiter and exclusive OR mixers. Use of such techniques gives a 
theoretical 6 dB improvement in output SNR for limiter input SNR's of 
15 dB or greater. However, for input SNR's less than -10 dB, there is a 
1 dB worsening of the output SNR (refs. 9,15). It is this latter range 
of SNR's which are of greatest interest in multi-access direct-sequence 
spread-spectrum systems. However, as the following shows, in a 
practical spread-spectrum system, the deficiencies of the analogue 
circuitry overshadow the expected degradation of the digital system.
Both the a.g.c. system and hard limiter modify the noise performance of 
the loop predicted by equations 7 and 8 by effectively modifying the loop 
gain. Spilker has shown for the hard limiter case that the loop gain of 
a system in white noise, g^, is related to the noisefree case
gn/go = erf (13)
or = /2P / P for low snr
s n
where P^/P^ is the signal to noise power ratio at the limiter input.
For the a.g.c. system the gain reduction in low SNR conditions is
showing that the gain falls off as the square root of SNR.
5.3 Experimental performance of the D.L.L. configurations
5.3.1 Static noise performance
The following experimental data has been collected on all the variants of
the D.L.L. described earlier. In this test the signal into the synchron­
iser contains random data and externally generated noise to simulate a
noisy channel. The noise source was either a broadband Gaussian source 
or a number of prbs codes summed in an analogue summing network. The 
latter simulates a multi-user spread-spectrum system. In the experiment 
the loop is initially synchronised and locked. The loop gain is found by 
externally modulating the error signal to the VCXO and then measuring the 
delay error. Figure 12 shows the variation of normalised loop gain, 
g /g^t of an analogue loop, with a.g.c. as a function of input, SNR for 
tRe code-burst, envelope detector and data-feedback D.L.L.'s. The 
theoretical curve is also given. In each case the input bandwidth was 
6 MHz and the equivalent noise bandwidth was designed to be identical 
for each system. The noise source was broadband Gaussian. The code­
burst system performs as theoretically predicted in noise. The curve 
obtained is shown for 100% code burst (zero transmitted data). However, 
figure 13 shows that very little degradation in performance is found 
when the percentage code burst is decreased (typically 0.5 dB) and data 
is introduced.
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In this test an additional linear amplifier was inserted of gain,
Ay = 1 + l/(mark-space ratio). This may be contrasted with the premature 
fall in gain experienced by the data feedback system and the envelope 
detector system. This loss of gain at low snr dramatically worsens the 
dynamic performance of the loop, as will be shown.
The envelope detector used in this test was a coherent demodulator with 
hard limiter, however, the performance of the loop using non-linear feed­
back is considerably worse. It is interesting to note that the data- 
feedback system initially performs better than the envelope detector 
system, but falls off for input snr's less than -15 dB. The reason for 
this is unique to the data modulation employed in this test, which was 
fm analogue modulation of speech signals. Recovery of the fm signal is 
via a conventional spread-spectrum correlator followed by an fm 
demodulator. The effective process gain of the correlation process was 
25 dB. However the noise threshold of the fm demodulator was found to be 
+ 10 dB. Hence at an input SNR of -15 dB the SNR to the fm demodulator 
was 10 dB. For SNR’s below this figure the data signal fed back to the 
d.I.I. correlator is significantly corrupted. This serves to increase
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the effective noise signal in the d.1.1. and loop gain falls as a result. 
With digital data modulation it is possible, via suitable filtering, to 
obtain reliable data estimates in much worse input snr's and loss of loop 
gain does not fall off as rapidly. However, it appears to perform 
marginally better than the envelope detector system from the loop gain 
point of view the system has serious drawbacks from the dynamic perfor­
mance aspect.
5.3.2 Comparison between analogue and digital delay lock loop with 
noise and multi-user conditions
Figure 14 compares the degradation in the loop gain of an analogue loop 
using an age system, with the digital loop, which has an inpat hard 
limiter and exclusive OR multipliers under conditions of broadband noise 
and "other user" noise. It is noted that rather than the expected 1 dB 
loss in performance when using hard limiters there is actually a marginal 
improvement in performance, illustrating the importance of implementation 
losses in analogue systems. Under conditions of "other-user" noise, the 
improvement in performance of the digital circuit over the analogue 
circuit is much more marked, typically 2 dB. In this latter test between 
1 and 6 other spread-spectrum users were simulated to give the respective 
input SNR. In each case the power contribution from each user was 
normalised in the receiver to simulate the effect of a power controlled 
system (ref. 4). Each user was allocated a different code within the set 
of possible codes from an 8 bit sequence generator. The results for both 
digital and analogue loops represent the average of many tests performed 
with random phase shifts between each of the constituent codes. In this 
way the short term effects of correlation noise are averaged out. It is 
clear that the "non-white" nature of arithmetically summed finite length 
sequences gives rise to considerable correlation noise which degrades 
the loop gain. This significantly worsens the dynamic performance and 
acquisition trajectory of the loop.
5.3.3 Disciminator characteristics
Loss of loop performance may be traced back to the discriminator charac­
teristics of each type of loop, even under conditions of very low noise 
signals. Figure 15 compares and contrasts the observed discriminator 
characteristics of the various loop configurations. In these results, 
as in all others so far reported, the spread-spectrum signal is band 
limited to the main lobe bandwidth. This simple and necessary expedient 
is the culprit of many of the observed peculiarities. Since it is now 
much more difficult to accurately preserve the chip width of the original 
sequence, despite the use of hard limiters and retriggerable monostable 
chip width restorers. The small errors in the chip width of the restored 
sequence create spurious correlation peaks between the codes and reduce 
the peak correlation value when the codes have zero delay error. Two 
consequences of this are: (a) false locking on to one of the spurious 
correlation peaks; (b) flattening of the main correlation peak, giving 
imprecise delay locking. Imperfect removal of the data from the codes 
is also an important factor in the non-ideal nature of the discriminator 
characteristics. Figure 15a shows the discriminator characteristics of 
an envelope detector type of delay lock loop under narrow and wide time 
scans, showing the large spurious correlation peaks between two identical 
sequences after one had been band-limited and the data removed in the 
envelope detector. This figure shows that the use of a coherent envelope 
detector minimises the loss of sensitivity at zero delay error. However
16
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some loss of sensitivity is still encountered at small delay errors.
In comparison figure 15b shows the discriminator characteristic approp­
riate to the code-burst d.1.1. It is clear chat there is no loss of 
sensitivity at small delay errors, which greatly improves the locking 
and tracking performance, but equally important it is also clear from 
the wide time-scan trace that there are no significant spurious correl­
ation peaks and so false locking is greatly minimised.
Figure 15c shows the discriminator characteristics of the data feedback. 
This has a completely different form to the previous characteristics.
Over the region of delay error ±0.8A the characteristic is linear with no 
loss of sensitivity at zero delay error, as in the case of the code burst 
system. However, rather than peak at ±A, the characteristic has a dis­
continuity at ±0.86 and falls rapidly to a large -ve value. This collapse 
of the discriminator characteristic is produced by the poor estimate of 
the data (because of the large delay error) which is fed back to attempt 
to remove the data from the incoming signal to the d.1.1. Although the
17
collapse of the discriminator characteristic does not make the system 
unusable it reduces the tracking range of the loop from ±2A to ±0.8A. 
Unfortunately this has serious consequences on the dynamic and initial 
acquisition performance of the loop. The foldback in the discriminator 
characteristics is due entirely to the characteristic of the data 
correlator shown in figure 15d. The —ve data correlator output occurring 
at e = 40.8a is due to bandwidth limiting of the input signal to the 
receiver.
5.4 Conparison of the delay lock loop acquisition trajectories 
for the various loops
In this section the dynamic behaviour of the loops are conq>ared. In 
section 5.4.1 the initial acquisition trajectories of the loops will be 
compared and in section 5.4.2 the jitter performance of the loops will be 
compared.
5.4.1 Initial acquisition trajectories
The differential equation describing the acquisition performance of the 
optimally second order d.1.1., with damping Ç = 0.707, has been derived 
(ref.16) and is given by equation 10. The trajectories are presented as 
phase-plane plots with an axis of normalised delay error, e/A, and 
normalised rate of change of delay error, (1/s A) de/dt. Nielsen (ref.17) 
has computed typical 2A d.1.1. acquisition trajectories as a function of 
search velocity, y, and these are shown in figure 16. Figures 17-21 
compare and contrast the acquisition trajectories of the practical delay 
lock loops. Also shown in these figures are the delay transients and 
velocity transients associated with the phase plane plot and the 
discriminator characteristics of the d.1.1. correlator.
It should be noted that since the various d.1.1.*s have different loop 
gains the effect of loop gain has been removed from the trajectories by 
inserting appropriate loop amplification to normalise the loop gain of 
each system. The measured trajectories are thug attributable to the 
discriminator characteristics only. Figure 17d shows the acquisition 
trajectory of the envelope detector circuit using a coherent demodulator.
It is notable that there are some differences between the theoretical 
square law characteristics of figure 16 and the experimental results.
These are attributable to the sensitivity of the coherent envelope 
detector being maintained. Because of this the system no longer spirals 
around the stable point but acquires lock easily. The ultimate result 
is that the maximum permissible search velocity has been slightly increased 
from 1.9 s bit s  ^ to 2.0 s bit s~^. The maTinnmi step change in 
frequency that the loop can tolerate when it is in its stable point is also 
increased by the use of the coherent demodulator. This is increased from
2.1 s^ Hz for the square law detector to 2.35 s Hz for the coherent 
envelope detector. ®
The transient response time can be ascertained from the delay error 
transient. In terms of normalised time, s t, the transient acquisition 
time from the instant the loop becomes active to the time when it settles 
to within a delay error of O.IA is 5.3/s seconds under conditions of 
zero external noise. °
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Figures 18d and 18e show the acquisition trajectories of the data feed­
back system with hard limiter data feedback signal. Because of the 
asymmetric nature of the discriminator characteristics the trajectories 
are very much dependent upon whether the characteristics are approached 
from the "left or right". When acquiring lock from the phase retarded 
position (left) the maximum permissible search velocity is 2.0 s bit
i.e. the same as the coherent envelope detector. However the maximum 
step change in frequency is only 1.0 s^ Hz. The transient locking time 
is 6.0/s seconds. For acquisition from the phase advanced position the 
maximum Search velocity is somewhat higher at 2.4 s bit s"l, but this is 
traded against an even lower permitted step change in frequency of only
0.7 s^ Hz, but a similar acquisition time.
Figure 19d and 20d compare the performance of the same loop, using filtered 
analogue data feedback. The characteristics are, again, dependent on 
whether the incoming signal is phase retarded or advanced. When phase 
retarded, the maximum search velocity is extremely low, much lower than 
for the hard limiter case, typically only 0.48 s bit s“ .^ When phase 
advanced the maximum search velocity is considerably larger than the 
envelope detector case, typically 3.3 s bit s"^. In this latter case the 
acquisition time to e * 0.10 is only 3.^ s seconds and the maximum step 
change in frequency is 2.8 s Hz, which is^four times greater than for the 
phase retarded case and considerably better than the envelope detector type. 
The reason for this is that the complex nature of the data correlator 
causes a "slowing down" of the loop as shown in the velocity error 
transient of figure 20b. This enables the search velocity to be much 
higher. It is clear that it should be possible to optimise the dynamic 
performance of the delay lock loop by suitable tailoring of the data and 
d.1.1. correlator characteristics.
Figure 21d shows the acquisition trajectory of the code-burst type of 
d.1.1. This system performs exactly as theoretically predicted by 
Nielsen for the ideal d.1.1., with the advantage that the loop performance 
is not degraded by the introduction of data. The maximum search velocity 
for this case is 2.0 s bit s~l, the total acquisition time is 5.3/s 
seconds, and the maximum step frequency is 2.2 s Hz. No asymmetry of the 
trajectory is observed for this system.
It is clear from this section that the acquisition performance of the data 
feedback system is unsuitable for use in a practical spread-spectrum 
system, however the fact that acquisition time may be reduced by increasing 
the order of the system may be usefully employed.
5.4.2 In-lock jitter performance
The in-lock jitter performance of the loop ultimately decides the suita­
bility of the loop since it gives a measure of the random phase errors of 
less than one bit that will exist when the two sequences are locked to­
gether. This in turn would determine the random fluctuations in output 
SNR of the demodulated data signal.
The phase jitter was measured using a phase detector and Hewlett- 
Packard signal correlator. Checks were made to ensure that the phase 
jitter was Gaussian in nature. The averaging process was several 
minutes. The rms phase jitter was taken from the auto correlation 
function of the jitter signal.
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The jitter performance of the loops was measured as a function of the 
external signal to noise ratio. The tests were carried out on all the 
systems described under two slightly different conditions. In one case 
the loop gain was maintained at a constant value as the signal to noise 
ratio was worsened, thus simulating the action of a loop with age. In the 
second case the loop gain was allowed to fall as the input SNR worsened, 
simulating a system with no age. The performance of the loops under these 
conditions are summarised in figures 22-25.
It is clear from figure 22 for the code burst system that when age is not 
applied the jitter performance follows the inverse square root law with 
signal to noise ratio as theoretically predicted. However, it is also 
clear that jitter can be substantially reduced by employing age.
Figure 23 shows how much jitter is introduced into the code-burst loop as 
a function of Z code burst. Clearly for 0% code burst no code information 
is supplied, however it is interesting to note that even with 10% code 
burst the normalised rms jitter is only 6 dB worse than the intrinsic self­
jitter level.
Figure 22 may be compared with the jitter performance of an envelope 
detector system (coherent demodulator) shown in figure 24. The latter 
system is considerably worse in all respects, including intrinsic self 
jitter noise.
Finally figure 25 gives the jitter performance of the data feedback system. 
This system differs little in performance from the envelope detector 
system although its performance with age is marginally better, and its 
intrinsic self jitter is considerably better. It is clear that the code- 
burst system, even for % code bursts of only 50%, has the best jitter 
performance.
The overall conclusion with regard to jitter performance is that in order 
to minimise jitter an age system should be used in order to offset the 
loss in loop gain due to the effects of noise in the d.1.1. correlator.
On the basis that the designs of the loop all have s = 1 0  rad"^ it is 
clear that if the normalised rms jitter is not to exceed a / A  = 0.03 i.e. 
the value for which the probability of the delay error exceeding O.IA is 
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< -30 dB -23 dB
< -30 dB -11 dB
< -30 dB -12 dB
Table of worst case input SNR's for a —  < 0.03
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6. Conclusions
The work presented In this paper has shown that for spread-spectrum data 
transmission systems the worst case tolerable delay error is typically 
less than O.IA and this requires that the standard deviation in the 
phase jitter of the loop must be 0.03A or less. The paper shows the need 
for delay lock loops, of all kinds, to have an age network within the 
loop, so that the fall off in loop gain with increasing signal to noise 
ratio may be counterbalanced by an increase in loop amplification.
The use of an age network reduces the phase jitter to such an extent 
that the required a = 0.03A may be achieved at SNR less than.-30 dB, for 
all loops. The paper also shows that under SNR conditions of -25 dB's 
the search velocity of the code burst system of d.1.1. would be typically 
20 bit s~*.
It is clear from the results that the code burst system outperforms the 
envelope detector and data feedback systems in all respects, yet is by 
far the simplest to implement.
The paper also identifies the components in each system which are 
responsible for causing greatest degradation in the performance of a 
practical system. The chief problems were found to be lack of linearity 
in envelope detectors, loss of chip width through band pass filtering the 
spread-spectrum signal, lack of dynamic range on the mixers and finite 
bandwidth and slew rate of the d.1.1. discriminator.
It was also shown that in realistic multi-user systems, the noise from 
other spread-spectrum users is not particularly white, and can cause a 
significant worsening of the acquisition performance of the loop.
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Improvements in use of congested spectrum for 
land mobile radio service by adoption of 
bandsharing spread-spectrum system 
with TV broadcast channels
M.S. Shipton, B.Sc., and R.F. Ormondroyd, B.Eng., Ph.D., C.Eng., M.I.E.E.
Indexing terms: Sound broadcasting and audio, Modulation, Mobile radio systems
Abstract: The paper examines the possibility of private mobile radio users sharing the RF spectrum with 
the television broadcast channels on a mutual noninterference basis, with the aim of accommodating greater 
spectrum efficiency. A comparison is made between the use of conventional narrowband modulation 
methods, such as AM, PM and SSB, and the broadband direct-sequence spread-spectrum modulation schemes 
as contenders for a bandshared system. These comparisons are made using the criteria for establishing 
imperceptible visual interference on the TV screen for both modulation schemes. The results show that, for a 
base station sited in Central London with a service area typically that of the Greater London region, 16 MHz 
of bandwidth may be gained by the use of bandsharing, with either narrowband or spread-spectrum 
modulation schemes, for guaranteed interference-free TV reception. The paper also shows that, for tiie same 
base-station site covering the same area, a further 7 2 MHz of bandwidth could be opened up by the use of 
direct-sequence spread-spectrum transmissions, which would otherwise be unavailable for narrowband use.
Such a system would also have the advantage that it could be made covert to eavesdroppers using con­
ventional AM or FM receivers with only limited modification to existing transmitters and receivers. It is 
argued that spread-spectrum techniques can open up significant amounts of bandwidth, by bandsharing, not 
available to conventional modulation schemes in many urban environments where the normal TV-channel 
allocations are almost fully utilised, as they appear to be in the Greater London area.
1 Introduction
The ever increasing demand for communication, particularly 
in the mobile-radio sector, has created a burden on the 
frequency spectrum which has inspired a great deal of research 
into methods of spectrum conservation and more efficient 
usage. Although the use of spectrally efficient modulation 
schemes, such as single sideband (SSB) [1,2] and narrowband 
FM, should succeed in achieving spectrum economies, this 
paper examines the problem from the point of view of 
increasing the use made of existing frequency allocations by 
means of bandsharing, where it is understood that the band- 
sharing channels are operated asynchronously.
One form of bandsharing scheme which appears attractive 
from a spectrum-engineering point of view is simultaneous 
area and frequency bandsharing. The new users simultaneously 
share a common bandwidth with the existing service in the 
same geographical area, and this has the advantage that special 
precautions in base-station siting and area-coverage engineering, 
further to those necessary for the original user, are not 
required. However, somewhat unconventional modulation 
techniques must be employed to provide the orthogonality 
between the bandsharing services necessary to ensure the 
mutual protection required to prevent unacceptable inter­
ference to either user.
An alternative form of bandsharing system, which relies to 
a much lesser extent on the mutual protection provided by the 
orthogonality between sharing chaimels, also makes use of a 
frequency band already allocated to another service employed 
in large-area-coverage schemes. However, this allocation would 
never normally be used by the original user in a particular 
geographic area because of the need to minimise the effect of 
cochannel or adjacent-channel interference within the area of 
coverage. The new user makes use of this channel in a different 
geographic area. However, the use of a modulation scheme
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which provides a measure of interference rejection similar to 
that used in the bandsharing system described earlier can 
significantly reduce the interference range of a mobile 
bandsharer for a given mobile area coverage. This increases 
the protection given to the existing user, and, in some cases, as 
will be shown, can significantly increase the number of 
channels available for bandsharing, thereby improving 
spectrum utilisation. The feasibility of both types of 
bandsharing system will be considered in this paper.
A class of modulation which encodes the data in such 
a way that it provides a measure of mutual-interference 
rejection, allowing it to be considered as a possible bandsharer, 
is the class of spread-spectrum modulation. In these systems, 
the baseband information is spread out in the frequency 
domain to give a transmission bandwidth which is very much 
greater than the information bandwidth. The bandwidth 
spreading is achieved by encoding the baseband information 
with a broadband signal. There are various types of spread- 
spectrum systems, which are now widely documented [3 -5 ], 
but the one of interest for simultaneous bandwidth sharing is 
direct-sequence spread-spectrum modulation. The principal 
reason for this is that, in general, the protection afforded by 
a frequency-hopped system to the other user is less than that 
provided by a direct-sequence system [6].
/. 1 Direct-sequence spread-spectrum modulation 
In a direct-sequence system, the energy in the baseband signal, 
or in the modulated RF carrier, is spread in bandwidth by 
multiplication with a broadband spreading function. Typically, 
the baseband data will be spread by a factor of at least 10^  or 
10^  times by the use of binary sequences which have pseudo­
random statistical properties. If  the spreading process is carried 
out at baseband frequencies, the signal is then translated to 
the RF transmission frequency. The spreading process spreads 
out the baseband energy over a much larger bandwidth, and, as 
a consequence, the power spectral density is reduced. For a 
bandsharing system, this represents the interference power 
spectral density to the existing user, who is assumed to 
occupy a similar bandwidth or less, and so reduction of the
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power spectral density constitutes a reduction of the inter­
ference level. If  the spreading is relatively uniform, and 
sufficiently wideband, this allows the interference signal to be 
reduced to such a level that it only represents a slight increase 
in the background-noise level. It is therefore feasible that the 
bandwidth may be expanded to such an extent that the 
spread-spectrum transmission may be overlaid on top of a 
conventional service, which, as a consequence, suffers only a 
marginal reduction in output signal/noise ratio. The limit on 
the level of interference tolerable before the interference 
becomes perceptible would be obtained by detailed subjective- 
assessment tests. Fig. 1 is a block diagram of a typical direct- 
sequence spread-spectrum transmitter.
The wanted spread-spectrum signal received by the spread- 
spectrum receiver would be degraded by the interference from 
the TV transmissions and also by the background-noise level. 
The spread-spectrum receiver despreads the received broad­
band signal either by correlation with a local spreading 
sequence identical to that used in the transmitter, as illustrated 
in Fig. 2, or by matched filtering. This recovers the wanted 
signal, which may then be demodulated using an appropriate, 
but conventional, demodulator. However, the signal from the 
original user, which is simultaneously received by the spread- 
spectrum receiver, constitutes a mutual interférer to the 
spread-spectrum system. If  this signal is narrowband, then it 
is spread in frequency by the receiver code, and most of the
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The local sequence is delay locked to the incoming signal via a delay lock loop
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interference power is removed by the postcorrelation and post­
demodulation filters. If, however, the signal is random 
wideband noise, then the interfering signal will remain 
essentially unchanged, and its power will be reduced only by 
virtue of the postcorrelation and postdemodulation filtering, 
appearing as noise on the demodulated ‘add-on’ signal. 
Equally, the noise may be nonrandom wideband noise 
generated by other cochannel spread-spectrum users. In this 
case, the iriterference power is again given by the cross­
correlation of the wanted and other-user codes averaged over 
the correlation bandwidth prior to demodulation. References 
3-5 give more detailed accounts of spread-spectrum 
techniques.
Several proposals have been made for the use of spread- 
spectrum techniques on a bandshared basis with existing 
users [7 -9 ]. One such investigation [7] has examined the 
feasibility of using a direct-sequence spread-spectrum system 
on an area- and frequency-sharing basis with the existing 
frequency-division multiplexed NBFM VHP mobile radio 
service. This detailed study showed that the compatibility of 
even a single spread-spectrum transmitter witii a power 
comparable with the levels currently used in VHP mobile 
communications would ue difficult to achieve. The lack of 
protection normally afforded by signal spreading was due 
principally to the reduction in PM-receiver threshold 
sensitivity by the extra noise introduced from strong spread- 
spectrum signals which may occur when the PM system is 
close to a spread-spectrum transmitter and at the extreme of 
its own base station’s range. The paper argued that the extra 
protection which could be obtained by signal spreading 
(approximately 3dB for each doubling of the bandwidth, 
assuming uniform spreading) would lead to impractically 
large bandwidths in the VHP mobile bands, and that the 
alternative technique of spread-spectrum transmitter power 
reduction would result in a limited area-coverage scheme for 
the spread-spectrum system, necessitating the use of a small­
cell area-coverage scheme as proposed, for example, by Cooper 
and Nettleton [10]. In such a scheme, each cell is served by a 
centrally placed base-station repeater or, alternatively, by a 
message trunking scheme [11].
In a similar manner, Kochevar [9] has considered the 
possibility of bandsharing direct-sequence multiaccess spread- 
spectrum systems with the TV bands through a satellite link. 
He concluded that there was sufficient mutual protection to 
prevent significant interference to either channel when one 
spread-spectrum channel was sharing the allocated TV 
channel. However, this application is considerably different 
from that found in mobile-radio applications as:
(а) the spread-spectrum and TV transmitters are effectively 
cosited
(б) the spread-spectrum and TV receivers are also cosited, 
which eliminates unequal attenuation of each signal because of 
differing ranges and subsequent signal swamping of one 
bandsharer
(c) the spread-spectrum transmission is one way only.
In a mobile radio system, the random siting of the mobile’s 
base station within Üie service area of a TV transmission under 
extremes of transmitter power and service range impose much 
more stringent protection conditions than the frequency- 
sharing scheme outlined by Kochevar, as Section 5 shows. Of 
greater interest therefore is the use of geographical band- 
sharing, as outlined in the following Section.
2 Geographical bandsharing
It is clear from the preceding Section that, because of the 
additional complexity of adopting a spread-spectrum system.
the extra bandwidth made available must be significant for the 
greater expense of the system to be worth while. One of the 
largest users of spectrum in this country is the TV broadcast 
services. Por 625-line TV in the UHP band, 44 8 MHz-wide 
channels are used, which totals some 352 MHz of bandwidth. 
This is positioned between the frequency limits of 470- 
582 MHz in band IV  and 614—854 MHz in band V.
In a given area, to prevent the possibility of strong adjacent- 
channel interference, each main broadcast channel is separated 
by two unused-channel allocations containing only weak 
unwanted signals from broadcasting transmitters, or, 
alternatively, they may contain transmissions for the use of 
the broadcasters only. The channels used for broadcasting in 
one region are only reused in a region where the possibility of 
cochannel interference is negligibly small, even under freak 
atmospheric conditions. Thus, in any given region, the amount 
of bandwidth actually necessary for reception of the various 
TV channels is typically only 10% of the total allocation made 
to the broadcasters.
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Fig. 3  Geographic bandsharing model used in analysis illustrating the 
terminology adopted
Fig. 3 illustrates the terminology of the bandshared system 
examined in this paper. The model defines the mobile’s base- 
station service area in terms of the minimum field-strength 
contour for adequate communication, at a radius , which 
will be dependent on the mobile-receiver sensitivity, the 
modulation scheme used, and the minimum acceptable signal/ 
noise ratio or data error rate. To estimate the maximum 
interference range, the mobile is assumed to be at the limit of 
this area and transmitting. The interference range of the 
mobile system r, is then maximum distance beyond the base 
station for which interference from the mobile’s transmitter 
is perceptible by a TV receiver within the service area of the 
broadcast transmitter. The television service range is the 
minimum field-strength contour for acceptable TV reception. 
The reuse distance is deflned as the distance between the 
mobile’s base station and the TV transmitter, and this, 
together with the interference range, dlcatates whether 
bandsharing is possible.
3 Development of propagation model for TV and 
mobile area coverage
In this Section, a simple mathematical treatment of area 
coverage has been developed so that a consistent comparison 
may be made between the area coverage of the spread- 
spectrum mobile radio, conventional mobile radio, their 
respective interference ranges, and the TV coverage area, 
which will be dealt with in Section 4,
If  it is assumed that propagation is over a plane earth 
with small undulations and rou^ess, then, using the 
geometry of Pig. 4, the expression for received power derived
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by Bullington [12] may be modified as shown below to take 
into account the scattered components of the signal.
Pr=Pt Stir Dq + R i  exp(/0 i)
+ i?2 exp (162 ) + R 3 exp(/03) + jR, exp(;0 ,)+  . . .
4- (1 —/?i)y4i exp(y^i) + (1 •—/?2)i42 exp (/0 2 )4" • • •
4- {induction fields and secondary 
effects of the ground} (1)
where
d =  range between transmitter and receiver 
X = carrier wavelength in free space 
gt =  transmitter-antenna gain 
gr =  receiver-antenna gain 
Ri =  reflection coefficient of /th reflector 
Ai =  surface-wave attenuation factor at /th location 
di =  phase difference between direct wave and I’th 
reflected wave 
D q =  direct-wave attenuation factor
The direct-wave attenuation factor Dq takes into account 
macroscopic effects which occur when the amplitude of the 
surface roughness is of the same magnitude as the antenna
w e a k e r  re f l e c t e d
g ,  t r a n s m i t t e r  a n t e n n a s i g n a l s
D g  d i r e c t  c o m p o n e n t
g ^  r e c e i v e r  
a n t e n n a
■ g r o u n d  w i t h  
u n d u l a t i o n s
s p e c u l a r  c o m p o n e n t  
o f  r e f l e c t e d  s i g n a l
Fig .  4  Propagation model assumed to exist between transmitter and 
receiver antennas; a plane earth with undulations and roughness, 
giving rise to specular and scattered components o f  received signal
height above ground level. For simplicity, Dq is assumed to be 
an attenuation factor attributable only to the diffraction or 
shadow loss of the direct signal. Two extreme conditions of 
propagation may be considered to exist. In the first case, 
the surface roughness is small compared with the antenna 
height and spacing. Here attenuation of the direct component 
due to diffraction around the obstruction is considered 
small. However, random reflections near to the receiving 
antenna are assumed to exist in accordance with eqn. 1. Such 
a model is typified by the case of a television broadcasting 
transmitter mounted high above ground, with a relatively 
smooth ground, and a domestic television antenna mounted 
at a height of about 10 m. In this case, the coefficient Dq = \.
However, even in this case, shadowing may occur because 
of an obstacle near to the receiver antenna. In this case, the 
attenuation factor Dq may be theoretically predicted from the 
diffraction of the signal around a sharp-edged obstacle. Fig. 
5 shows the variation of the theoretical attenuation factor as 
a function of the separation between the receiver antenna and 
the obstacle for an obstacle height of 9.1 m (30 ft) [13].
The alternative situation is similar to that encountered in a 
mobile-communication environment. In this case, the strength
248
of the direct component is very much dependent on the 
environment and may well be of the same order of magnitude 
as the scattered signals.
The /th reflection coefficient Ri is dependent on the angle 
of incidence, the polarisation of the transmitted wave, and the 











for horizontal polarisationZi =  Vep -  cos* (0,)
and where is the angle of incidence of the wave on the /th 
obstacle, and ep is the complex permittivity of the earth.
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Fig .  S  Theoretical variation o f  shadow loss due to knife-edge diffrac­
tion as function o f  antenna spacing from obstacle
The surface wave factors are given approximately by 
1
1 4- J{2ndfK) (sin (j>i 4* Z,) (3)
and are sufficiently small at UHF frequencies [12] that they 
are only significant for ranges of a few wavelengths and may 
be ignored for most practical cases at UHF. However, in a 
general model, but particularly applicable to mobile-radio 
environments, it Is necessary to take into account the 
possibility of a refiected-signal component much stronger than 
the rest by virtue of a greater reflection coefficient /(x , as 
shown in Fig. 4. This specular refiected-signal component may 
be separated from the other terms in eqn. 1, which collectively 
represent weaker background reflected signals, to give
"r = And
|1 4-A'iexp (/Ai)4-/1:2 exp (/A ;) 4 - . . .  4-A‘,exp(/A,)P
(4)
where = R jD o  is the modified reflection coefficient of a 
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possible specular reflection, and 
This may be further expanded into
as
2 Ek
i 1+ /Ti exp (;Ai) + K2 exp(/Aj) + ... + À) exp (/Af)P
(5)
Considering the terms within the modulus of eqn. 5, K i , K 2 , 
K 2 , . . . , K i  are modified reflection coefficients from the i 
reflectors or scatterers. Their values are dependent on the 
position of the receiver relative to tlie transmitter and, as such, 
may be regarded as statistical parameters which are stationary 
but space dependent. As a consequence, the exp (/A,)-terms 
representing the signal phase delay due to the path difference 
between the direct com oonent and ith component are also 
random. If  it may be assumed that the amplitudes K i,  
K 2 , . . .  ,Ki are independent random processes and that the 
phase angles A i , A j , . . . ,  A,- are uniformly distributed over 
0—2 71 rad, then the term inside the modulus of eqn. 5 has 
Rician statistics [14] defined in general terms by the 
distribution function q(r), where
d(r) = l ^ j  [exp{-(r^ + ^ ^ ) /2 A ^ } ] /o (^ (6)
is appropriate, and N  represents the average signal power of 
the reflected and scattered signals,# = (Kj +  K \  A-K\ A-. . .  ■¥ 
K i) ,  lo(jif'rfN) is the modified Bessel function of the first 
kind and zero order, j / '  is the specular component of the 
signal represented by the first term within the modulus of 
eqn. 5, which, in this case, is j / ' =  1, having already been 
normalised by the removal of the specular component exp 
(f6k) from within the modulus, and r is the magnitude of the 
composite envelope signal as received.
Thus the expression indicates that there will be a variation 
in received signal power as the position of the receiver is 
altered owing to spatial variations in the field strength brought 
about by a changing set of statistical values.
Thus the probability of the envelope-signal level having a 
value greater than some threshold level ri is given by
P [ r > r i ]  = [ q(r)drjr, (7)
This expression directly gives rise to the definition of a fading 
margin Mp. This gives the relative amount of additional power 
needed at the transmitter to ensure that the receiver signal is 
greater than the threshold level for a guaranteed percentage 
of places within the area of interest. For a mobile situation in 
which the mobile is moving with a constant velocity 
through the scattering environment, Mp may also be defined 
as the relative amount of power required at the transmitter to 
overcome fading for a given percentage of time.
Because of the complex nature of q{r) and f  [r >  r, ] , it is 
not easy to express Mp in terms of P [ r > r i ] .  However, 
Norton [15] has tabulated Mp as a function of the ratio 
j /y #  for a variety of confidence limits.
Thus the expression for received power may be expressed
Pr = StsM |(1 + 4Sk sin^ là. U-
\ M p
(8)
where Pj. now represents the receivable power necessary to 
give adequate reception within the given confidence limits 
for y/hich Mp is defined.
In the following Sections, suitable simplifications will be 
made to the problem so that Mp may be estimated.
3.1 Strong direct component, weak reflections 
In this condition, the factor Dq is approximately 1. If all 
reflections are weak and there are no obvious specular 
components within the reflected signals, then the Rician 
distribution of eqn. 6 tends to a Gaussian distribution centred 
around the direct component of variance [14] = N .
As the modified reflection coefficient representing a 
specular reflection Sk is also small such that Sh<  1, eqn. 1 
collapses to
(9)
This represents the well known case of radiation in an 
absorptive medium, which gives rise to a variation in the 
received-power level according to a ( l l d f  type of law. 
Assuming that, over the coverage area of interest, the received- 
signal level has a Gaussian amplitude distribution of standard 
deviation 0 about a median received-signal level x, giving rise 
to a median power of Pf, then the fading margin is defined in 
decibels as
Mp = 201ogio (x /x q ) (10)
where Xq is the minimum tolerable signal level for adequate 
reception, defined on the basis of a suitable subjective 
assessment of signal impairment such that
(11)
gives the probability of adequate reception over the area 
coverage of interest.
3.2 Strong direct component, strong specular reflection, 
weak background reflections 
In this case, Dq is assumed to be 1. I f  there is a reflected signal 
component which is relatively unattenuated, then this 
corresponds to the case of a specular component of the 
reflected signal, and = — 1. In this case, eqn. 8 reduces to
P r  =  P t S t S r  1 ^ 1  (1 /^f) (12)
where hf and are the heights above ground level of the 
transmitter and receiver antennas, respectively, and it is 
assumed that the heights of each antenna are very much less 
than the range d.
This represents the well known formula for transmission 
over a plane earth, illustrating the (1/d)^ variation of received 
power with range, with the additional factor \IM p to take into 
account signal cancellation because of weak reflections, which, 
again, are assumed to have a Gaussian-like distribution such 
that Mp may be found according to eqns. 10 and 11.
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However, as the strength of the specular component varies, 
the range dependence of the received power changes from a 
(lid)* law to a ( \ ld Ÿ  law as Sk varies from — 1 to 0,
3.3 Strong direct signai, strong reflections 
In this case, there is no specific specular reflected component, 
but Sk may still be approximately — 1 as the reflected 
component is strong and eqn. 12 is appropriate. However, the 
distribution of received signal strengths, taken over the 
coverage area, is now more likely to take on the form of 
Rician statistics. However, if # >  1, this distribution will tend 
to Rayleigh statistics because the reflected components are of 
the same order as the direct component. In this case,Mp may 
be obtained via
P [x  >  x] = exp(-x^)/2a^ 
where
(13)
(14)Mp = -lOlogio 21n(l/P[x >  no])
It is clear that Sections 3.2 and 3.3 represent typical cases for 
signal propagation in the mobile environment. The strength of 
the background reflections relative to any specular component 
of reflected signal dictates the statistics applicable in a 
particular area, and the level of the specular component 
relative to the direct component effectively gives the index 
of the power-law dependence of the received power with 
range.
3.4 Weak direct signals, relatively weak background 
reflections
In this case, the lack of a specular reflection would give rise 
to an equation of the type given in eqn. 9, but, because the 
reflections are of the same order as the direct component, 
this would cause Mp to be defined predominantly by 
Rayleigh statistics rather than Gaussian.
In the development of this model, it has been tacitly 
understood that the phase delays of the reflected signals have 
been small. In the case of large phase delays, particularly for 
the specular components, the effect of this ‘echo’ signal on the 
demodulated signal, audio or visual, can be ascertained from 
subjective assessment. Its detailed effect will not be considered 
here.
4 Estimation of TV and mobile-radio coverage areas and 
mobile-radio interference range
This Section considers the worst-case input-signal/interference 
ratio requirement of the television receiver, a typical 
conventional mobile receiver and a spread-spectrum receiver so 
that lower bounds on receivable power may be made for each 
service. From the antenna heights, radiated power and antenna 
gains of each system, estimates of the service ranges will be 
given. From the measured protection margins for imperceptible 
visual interference on the TV for conventional modulation and 
spread-spectrum modulation, the interference ranges for each 
type of system will be estimated. In the case of the TV service 
range, the theoretically predicted range of a typical transmitter 
is compared with that found in practice in order to ensure 
consistent results.
4.1 Estimation of television service range 
In the estimation of this service range, it is assumed that most 
receivers have ‘line-of-sight’ reception between their main 
broadcast transmitter or a suitable repeater. However, 
allowance is made for the fact that there may be a strong 
specular reflection with weaker background reflections. Jakes 
[16] has shown for suburban environments that typical 
delay spreads are of the order 1/8-1/2 jus at 836 MHz. The 
subjective assessment tests of Allnatt and Prosser [17] show
that, for such short delays, the strength of the reflected signal 
can be comparable with the direct signal before the interference 
is objectionable, and so it is further assumed that complications 
due to delay echo are not important at UHF frequencies.
Ormondroyd and Shipton [18] have subjectively assessed 
typical colour TVs for a wide range of interference and have 
found that a protection margin of 36 dB defines the threshold 
of imperceptible interference for a receiver subjected to 
Gaussian broadband noise. This is in agreement with the 
results of Allnatt and Prosser [19], who have carried out very 
detailed analyses of subjective interference on TVs.
This value of protection margin includes the effects of the 
UHF mixer/tuner stages and the video stages but does not 
take into account the feeder loss and noise temperature of the 
receiver antenna.
For most TV antennas, an equivalent temperature of 290 K 
may be assumed. However, if the antenna is roof mounted, 
then a feeder loss of typically 2.8 dB may be assured if high- 
quality coaxial cable is used, and a further loss of about 
1 dB may be expected to take into account connector losses. 
This gives a combined-noise figure of 5.3dB for the anteima/ 
feeder section of the receiver, assuming that all sections are 
matched in impedance.
For an ambient temperature of 290 K and an equivalent 
noise bandwidth of 5.5 MHz for the receiver, the input noise 
power is
kT„m>,B =  2.19 X 10"‘^W
= -136.6dBW
Consequently, the minimum acceptable signal power at the 
antenna must be 36 + 5.3 dB above the noise power. Thus
P m i n  =  -95.3dBW
=  2.95 X 10'^ ® W
in any geographic area. This figure may be used directly in 
eqn. 12, together with data regarding the antenna height and 
gain.
From a large survey of domestic TV receivers in bands IV  
and V, Bell [13] has found that, in the 3.3-9.1 m height 
range, the median height-gain product of external receiver 
antennas is 13.5 dB; however, for indoor antennas this figure 
must be adjusted by 10.5-19 dB, depending on whether the 
antenna is loft or floor mounted, respectively.
The adjustment to the received power by an amount Mp to 
take into account signal fading is accomplished by assuming 
that the median signal level is significantly greater than the 
background reflections so that the Rician statistics are 
approximated by Gaussian statistics. This ratio is dependent 
on the environment and the antenna-gain pattern, but a 
worst-case median-signal-level/background-refiections ratio of 
lOdB is assumed for most suburban environments. The TV 
service range is now defined on the basis that, under these 
conditions, the minimum receivable power, calculated above, 
will be exceeded at 98% of the locations in the coverage area. 
Use of eqns. 10 and 11 gives an Mp of
M, = 8.7 dB
Thus the adjusted median value of minimum received power 
corresponds to
= 2-2 X lO-’W
This may be related to an equivalent median value of field 
strength by assuming the signal to be received on a simple 
X/2 dipole antenna of effective length
leff = X/7r
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where X is the free-space wavelength of the carrier, and the 
antenna radiation resistance =  73.2 O. This gives a median 
field strength at 10 m AGL for imperceptible interference of 
76.5 dBjuV/m for band V transmission at 854 MHz. This 
compares well with the 70dBjiiV/m minimum field-strength 
contour recommended by the CCIR for tolerable reception 
[20].
As the susceptibility of the TV to perceivable interference 
is dictated primarily by the video channel, under these 
conditions of field strength, there will be a more than 
adequate output signal/noise ratio for the sound channel.
From the data above, the principal service range 
defined on the basis of a 98%. probability of reception, may 
be calculated as a function of the broadcast transmitter power, 
Pgj.p and its antenna height, AGL. Fig. 6 shows the estimated
l O W  « O W  I k W  l O k W  T O O k W  1 M W
•Ç50C-
10 100 
television s e r v i c e  r a n g e  , k m
Fig .  6  Television service range predicted by eqns. 10-12 as function 
o f  transmitter antenna height and effective radiated power
Tliis is defined for a \ /2  dipole receiver antenna at a height of 1 m AGL 
on the basis o f a 98% probability o f reception at 854 MHz
principal TV service range as a function of Pgrp and hf for the 
case of ‘table-top’ antennas (at 1 m), which represents the 
worst-case coverage area applicable to the majority of users. 
The frequency chosen was 854 MHz.
The assumption of a plane earth can give rise to optimistic 
values for the service range. The maximum range is assumed 
to be given by the line-of-sight range between transmitter 
and receiver antennas sited on a curved surface. This is given 
by
dmax = ) (15)
where fearfh is the earth’s radius.
From published data on TV service areas [21, 22], Fig. 7 
shows that the simple calculations of service range do, in fact, 
fit the range found in practice by the engineering departments 
of the broadcasting authorities extremely well. Other areas 
show a similar close fit.
4.2 Estimation of mobile service range — base to mobile
4.2.1 Service range of conventional UHF FM radio system: 
The service range for a conventional FM mobile radio system 
proceeds in a similar manner to the above. It is assumed that 
the minimum tolerable input signal/noise ratio for the FM 
demodulator is 15 dB. This criterion ensures that the FM 
demodulator is operating above the second threshold 
(for deviation ratios, j3 — 2) and provides an adequate output 
signal/noise ratio of approximately 20-23 dB. AX/4 monopole 
is assumed for the receiver, its radiation resistance of 36.6 Î2 
being matched to the receiver.
It is reasonable to assume that for high-duality UHF 
equipment, noise figures better than 8dB are possible. 
However, 10 dB is a more probable figure for average-quality
equipment. For an FM system having |3 = 2 within a 25 kHz 
channel spacing, the IF bandwidth will be 18 kHz for a 
maximum modulating frequency of 3 kHz. The thermal input 
noise within this bandwidth is then
N  = k T B if = 7.15 X  10'^  ^W at 290 K
and the equivalent noise at the discriminator input = 7.15 x  
10“ ®^ W. Consequently, the minimum signal power required 
to give a 15 dB SNR at the discriminator input is thus
2.3 X  10”*“* W. This corresponds to a minimum required 
terminal sensitivity of 1.07 juV into 5012, yielding an EM F 
across the monopole of l.SpV. This may be achieved by 
locating the antenna in field strength of 30.2 dBjuV/m at an 
854 MHz carrier frequency.
For typical base-station transmitter powers of 25 W ERP 
and mobile transmitter powers of lOW ERP, this requires 
the base station to have a receiver sensitivity of 0.4 pV for 
two-way communication at extremes of the service area.
Under realistic propagation conditions, it cannot be 
assumed that the specular component is strong relative to the 
background reflections, and the Rician distribution of eqn. 6 
may be approximated by the familiar Rayleigh distribution. 
The definition for the fading margin Mp may now be defined 
on the basis of the minimum receivable power level being 
exceeded at 98% of all locations, or, assuming the vehicle to 
be travelling at a constant speed , for 98% of the time.
For this situation, from eqn. 14,Mp|%% =  14dB, and, as a 
consequence, the power to ensure this minimum acceptable 
signal isPrmin 1)8% = 5.8 X  10"^  ^W.
From this value, assuming a mobile-receiver antenna height 
of 2 m, the mobile service range may be calculated from eqn. 
12 as a function of transmitter power and antenna height. This 
is shown in Fig. 8. As in the previous case, the frequency used 
in the calculation was 854 MHz, and the receiver antenna was 
a X/4 monopole.
It should be noted that, in the model for mobile coverage, 
Mp has been assumed attributable purely to multipath fading. 
In reality, shadow loss will also play a major part in 
determining Mp when vehicles are near very large buildings 
and beneath bridges etc. If, because of legislation, the base- 
station and mobile-transmitter powers are limited, then the 
effect of an increase in Mp would be to limit the mobile 
service area and also the interference range. Because of this, 
there would be no worsening in the number of channels 
available to the bandsharing system. If, however, the 
transmitter powers are increased to overcome the increased 
fading margin so that the coverage area may be maintained, 
then the interference range must increase. The effect on the 
number and distribution of frequency channels available 
for bandsharing by increasing the mobile transmitter power is 
given in Section 4.4.1 of this paper.
4.2.2 Service range of spread-spectrum system: For a true 
comparison between a conventional system and a spread- 
spectrum system, the initial modulation of the carrier prior to 
bandwidth spreading is assumed to be FM, using identical 
parameters to those used in Section 4.2.1. Thus the only 
addition to the FM receiver is a signal despreader (correlator) 
within the IF stage. This comprises a double balanced 
modulator if conventional direct-sequence spreading is used.
It is worth noting that, as the spread-despread operation 
is linear, there is no improvement in the overall thermal- 
noise performance of the spread-spectrum system relative to 
the FM system, and the insertion of another mixer actually 
worsens the thermal noise, albeit by a small amount. The 
advantage of the spread-spectrum system lies in the fact that 
the power spectral density of the transmitted signal is reduced 
by an amount which is approximately the system process gain.
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Fig. 7 Typical comparison between measured and predicted television service areas 
Measured service area results courtesy of BBC Engineering Information Department
The service area is indicated by the unshaded part of the map, but the boundary should not be interpreted as a rigid limit. For all suvices trans­
mitted, the areas covered are very similar but there are bound to be slight variations because of the different channels used. As tie quality of 
reception on UHF can be very different at places only short distances apart, there are, inevitably, small pockets of poor reception vhich cannot 
be shown
Channels: BBC-1 57, BBC-2 63, IBA 60, fourth programme 53 
Maximum effective radiated power (vision): 500 kW 
Polarisation: horizontal 
Receiving aerial group: C/D
Mean height of transmitting aeiral: 158.8 m AGL, 288.3 m AOD 
Transmitter site: near Beckley 
National Grid reference: SP 567104
although the total transmitted power remains the same as 
before.
As a consequence, the service area for the spread-spectrum 
system is essentially unchanged when transmitting the same 
total power as the FM system, and Fig. 8 applies.
It is, however, important to realise that there may be other 
benefits in adopting a spread-spectrum system. Cline [23], for 
direct-sequence spread-spectrum systems, and Yue [24], for 
frequency-hopped systems, have shown theoretically that a 
certain resistance to multipath fading is experienced when PSK 
data modulation is used, by virtue of the inherent frequency 
diversity of these broadband systems. This effect is maximised 
for both systems when the spread bandwidth is significantly 
larger than the coherence bandwidth of the transmission 
medium. For a direct-sequence system, this may be interpreted 
as occurring when the mean multipath delay-spread is greater 
than the correlation aperture. If  the spreading bandwidth is 
of the same order as the coherence bandwidth, then negligible 
improvement in performance against fading is observed.





mobile service range , k m
Fig. 8 Mobile service range predicted by eqn. 12 as Jinction of 
transmitter antenrm height and effective radiated power
This is defined for a roof mounted X./4 monopole at a heght of 2 m 
AGL on the basis of 98% probability of reception at 854 MB
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However, in their analyses, both Cline and Yue have assumed 
that the receiver has either a relatively strong direct com­
ponent or specular reflected component of signal, or a signal 
which fades very slowly. This requirement is necessary when 
the receiver has to obtain synchronisation of the spreading 
codes directly from the incoming signal, as some loss of 
phase lock may be expected in a deep fade. This requirement 
is not so stringent if synchronisation is obtained via a separate 
synchronisation channel which is less prone to fading, or if 
synchronisation is obtained partially via a separate channel and 
partially via the incoming signal [25]. This latter technique 
provides some diversity in the method of synchronisation as 
it overcomes the problem of loss of lock due to Doppler shift 
via the movement of the mobile receiver, but it zdso gives 
protection against fast fading via the external channel.
For a spreading bandwidth of 6.375 MHz, the correlation 
aperture is 0.63 jus. Thus, if time delay spreads of the order 
0.25-0.75 MS are assumed typical for the reflected signal in 
urban and suburban areas, we may assume very little 
improvement in the fading performance by the adoption of a 
spread-spectrum technique. This conclusion is reinforced by 
the further, adverse, effect that a temporary loss of 
synchronisation would occur during deep fades.
4.3 Mobile-to-television interference range 
The interference range is measured from the mobile base 
station. Beyond this range, it can be guaranteed that the signal 
strength from any mobile transmission is sufficiently low to 
give imperceptible visual interference on the television screen. 
This range is calculated using the protection margin PM(/), a 
subjectively assessed parameter, which is defined as the ratio 
of the total television signal power received relative to the 
maximum total interference power allowed before any 
degradation to the television picture is observed.
Fig. 9 shows the experimentally determined protection 
margins which must be given to a typical UHF colour- 
television receiver operating in the band V frequencies, 
channel 48, for AM (CW), SSB and NBFM interference 
sources. These may be considered to cover all the interference 
effects of conventional modulation schemes which may be 
adopted for mobile radio communication systems. The 
protection margins required are plotted as a function of 
frequency offset of the interference source from the television 
video carrier. This then shows the variation in protection
/
- 2  1 0  1 2 3  A  5  6  7
f r e q u e n c y  o ffset of i n terference relative to v i d e o  
c a r r i e r , M H z
Fig. 9  Experimentally determined protection margins fo r  nonvisible 
interference to a UHF colour-television receiver under various con­
ditions
 SSB interference
margin across the whole television bandwidth. Clearly, colour- 
television receivers require maximum protection over a band 
of frequencies about the video and colour subcarriers, and the 
results indicate a marginally larger protection required at the 
colour subcarrier. These protection margins were established 
from subjective assessments made by 20 independent viewers 
using a multichoice assessment scale and viewing conditions 
similar to those detailed by Allnatt and Prosser [19]. The 
signal source was a PAL generator in this instance. The results 
also indicate that there is only a small variation in the required 
protection margins between the various modulation schemes 
tested. Therefore, for consistency, these ‘narrowband’ schemes 
will be grouped together, and the protection-margin profile as 
found for the CW case will be assumed to apply for all. A 
comparison between the protection margins found for colour 
and monochrome receivers is seen in Fig. 10. In general,
/ \ typical c o l o u r
. 5 0
typical \ 
p o r t a b l e  
splack-wfiite T V
c  3 0
f r e q u e n c y  o f f s e t  of C W  interference f r o m  T V  v i d e o
c a r r i e r , M H z
Fig. 1 0  Comparison o f  protection margins between typical 
monochrome-television and UHF colour-television receivers under CW 
interference conditions fo r nonvisible interference
across the television bandwidth, the monochrome receiver, as 
expected, is more tolerant of interference compared with a 
colour receiver, and, as a result, the protection margin found 
for the colour receiver is used in all calculations.
Fig. 11 shows the protection margin profile obtained using 
identical tests on the same colour television when direct- 
sequence spread-spectrum modulation is used as interference 
source, and this is compared with the CW result. In this 
particular case, the sequence length was 255 bits, clocked at 
a frequency of 3.1875 MHz giving a 3dB bandwidth of 
2.82 MHz and a mainlobe bandwidth of 6.375 MHz. The 
colour signal, as for the previous results, is derived from a PAL 
generator operating on the band V channel 48.
It is immediately clear that there is a 13.5 dB improvement
6 0 -
5 0
/ s p r e a d  spectrunfi^v 
% u s ^ n  n o i s e  ^
0 30
5 20-




The interference was superimposed onto received TV  signal. The signal 
source was a PAL generator
Fig .  1 1  Protection margins fo r typical UHF colour-television receiver 
under various conditions
 CW interference
 direct-sequence spread-spectrum interference (255 bit maximal-
length sequence clocked at 3.1875 MHz)
   broadband Gaussian noise
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Fig. 1 7  Video output with spread-spectrum interference
Main photograph shows the quality of picture which results when 
spread-spectrum interference is superimposed on the television signal to 
a level shown in the upper trace of the adjoining photograph. The lower 
trace shows the spectrum obtained from the spread-spectrum receiver 
under the effects of the mutus' interference from the television signal
apparently large Gp can be obtained in practice by using CW 
rejection techniques, such as digital prewhitening [26] or 
phase-lock notch-filtering [27], rather than by excessive and 
impractical bandwidth spreading which may stiU be maintained 
at X 10^  or 10*. The problem of base-station-to-mobile 
communication is then similar to the case considered by 
Kochevar [9]. The feasibility of this situation is illustrated 
in Fig. 17. In this Figure, the spread-spectrum and TV signals 
are superimposed at levels which allow mutual operation. The 
corresponding outputs show imperceptible interference to the 
television and acceptible output SNR to the spread-spectrum 
system. In this system, the ratio of the information bandwidth 
to the transmission bandwidth for the spread-spectrum 
channel was 2 x 10^ Much of the necessary process gain was 
achieved by suitable filtering at the IF stage of the receiver 
to remove the video carrier and FM sound channel.
However, the mobile transmitter must also satisfy the 
protection-margin criterion, and this is far more stringent. As 
a consequence, the mobile must always transmit at exactly 
the same power level as that which it receives from the base 
station. With such an arrangement, the signal received by the 
base station from the mobile would be swamped by the TV 
signal. This is because the TV power is increasing as d* in 
the direction of the mobile to the base station, whereas the 
power from the mobile transmitter decreases as c/* in the 
same direction. The narrowband interference-rejection 
techniques discussed above are then insufficient to give the 
process gain required.
In addition to the TV interference, general background 
interference is also present, and this raises the value of the 
jamming margin needed by the spread-spectrum system. 
It is shown in Reference 28 that the range for two-way 
communication under these conditions is extremely limited. 
The bounds on the coverage area are calculated in Reference 
28 as a function of the available process gain, background-noise 
level and television protection margin. Beyond this boundary, 
only one-way communication is possible; base to mobile.
It is possible that a space-diversity [29] receiver at the 
base station may increase tlie range for two-way communi­
cation. This is because the TV-signal component in the 
received signals will be highly correlated in the diversity 
receiver, and may therefore be cancelled, whereas the received 
spread-spectrum signal will be relatively uncorrelated as it 
arrives at the base station via a scattering process. However, 
it is probable that the extremely low permitted transmitter
power at the extremes of the service area will ensure that the 
received spread-spectrum signal will be deeply buried in 
thermal noise.
This problem could be overcome using a duplex link, in 
which the mobile communicated to the base station on a 
different channel to the TV, using a selection criterion 
outlined in Section 4.
5.2  Base station randomly sited within TV  coverage area 
When the base station is not cosited with the TV transmitter, 
it appears exactly like the mobile transmitter in Section 5.1. In 
this case, the base-station-mobile coverage area is illustrated 
by Fig. 18. The coverage area is critically dependent upon the 
process gain available to the receiver and the offset of the base 
station from the TV transmitter. The bounds on the coverage 
area for this case are also detailed in Reference 28. For 
virtually all cases where the base station is offset from the TV 
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Fig. 1 8  Schematic diagram o f  simultaneous area and frequency band- 
sharing system, showing the mobile coverage-area boundary as vertical 
projection from intersection o f power contours onto the x-y plane
is extremely directional. This highly directional service range 
severely restricts the mobile coverage area. In addition, even 
for mobiles within this area, the same problems of transmitting 
to the base station apply as before. Except in the case of small- 
area coverage, it is unlikely that significant bandwidth 
economies can be achieved by area and frequency bandsharing.
6 Discussion of results
It is clear from Table 1 that a total of 88 MHz of bandwidth 
split into separate 8 MHz channels may be utilised in geographic 
bandsharing in the London area on the basis of 98% 
guaranteed coverage. These figures take into account channel 
allocations for the proposed fourth television channel, and 
also the new channels to be used for proposed repeater 
stations in the South East area. Of this total bandwidth, 
16 MHz is available for use by either narrowband systems or 
spread-spectrum systems. However, thè low spectral efficiency 
of cochannel multiuser direct-sequence spread-spectrum 
systems compared with conventionad schemes [30] would 
automatically preclude their use in favour of narrowband 
systems. Such a conclusion is further reinforced by the 
additional complexity of the spread-spectrum system.
72 MHz of the available bandwidth, however, is only 
available for use by spread-spectrum modulation operating on 
the appropriate channels. This utilisation of the otherwise 
unavailable frequency spectrum by the use of such techniques 
obviously results in an improved utilisation of the spectrum in 
an area where there is significant spectrum congestion and 
may be regarded as ‘bonus bandwidth’.
The distribution of available channels is spread relatively 
uniformly across both band IV and band V, although the 
frequencies available to either CW or spread-spectrum systems
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are both found in band IV (channels 29 and 34), It is worth 
noting that a total of 64 MHz is still available for bandsharing, 
even if the mobile transmitter powers were increased by 
6 dB (equivalent to 28 W for the band IV  transmitter and 40 W 
for the band V transmitter), and a total of 40 MHz is still 
available if the mobile transmitter powers were increased by 
11 dB. Perhaps of more significance is the fact that 16 MHz of 
bandwidth is available, even assuring a fading margin of 
35 dB, corresponding to an equivalent increase in transmitter 
power by 21 dB if the mobile coverage area is to be maintained. 
The results show that the availability of bandwidth is not 
limited to low mobile-transmitter powers, as might have been 
expected, although it must be stressed that frequency and/or 
power control of the mobile is necessary when it exceeds the 
normal service area to ensure that cochannel interference with 
a neighbouring TV transmitter cannot take place.
Much emphasis has been placed upon the use of direct- 
sequence spread-spectrum transmissions rather than the equally 
popular frequency-hopped system. However, the use of 
fequency-hopped systems will not yield any more bandwidth 
than the 16 MHz available to both narrowband and broadband 
techniques as recent experimental results [6] show the 
protection margin of a frequency-hopped system to be 
generally identical to the CW margin. Therefore no reduction 
in interference range would be achieved by its adoption, and 
only direct-sequence systems are expected to give the 
additional bandwidth.
The spectrum occupancy of the bandshared chaimels is still 
an important factor in the adoption of these techniques, 
despite the fact that the bandwidth made available may be 
regarded as a bonus. The protection-margin results have only 
been produced for a single interférer, and, as such, apply to 
a sin^e user in any specific shared channel. It should be 
remembered, however, that the interference range represents 
the extreme range of perceptible interference for users 
distributed about the perimeter of the mobile service area, 
giving a relatively uniform distribution of interference signal, 
and it is assumed that, in general, users are distributed about 
the service area.
For bandsharing schemes using conventional modulation, 
an FDM system would be used to accommodate each user 
within the service area. In the worst case, several users may 
be sufficiently close together to locally raise the interference 
power. It has now been shown [31] that, for independent 
interference effects, the overall effect can be expressed as a 
summation of the apparent impairment magnitudes of each 
single effect, where tiie apparent impairment magnitude is 
critically dependent on the interference frequency as 
defined by the protection-margin function. As a result, the 
combined interference of the grouped users is dependent on 
their frequency spread within the television bandwidth. From 
Fig. 9, it is obvious that a minimum increase in impairment 
would be obtained by limiting the range of frequencies for 
FDM operation to the centre of the TV channel.
For bandsharing schemes using spread-spectrum techniques, 
the number of users sharing any chaimel is limited primarily 
by the poor processing gain of spread-spectrum receivers to 
other spread-spectrum signals. Matthews [30] has shown that 
this number ranges between 1.2-11.4 users/MHz of 
bandwidth, depending on the speech-modulation technique 
used.
It is clear that, although the spectral efficiency of the 
bandshared narrowband system is reduced by restrictions on 
the frequency range available within the TV band, it is 
still significantly larger than the spread-spectrum case.
The previous calculations only take into account the effect 
of the cochannel interference of the bandsharer with the 
distant television service area and not adjacent-chaimel
interference. This is because cochannel effects are a 
fundamental problem associated with the structure of the 
transmission signals, whereas adjacent-channel interference can 
be overcome by system design and optimisation. It is felt that 
any adjacent-channel effects may be removed by introducing 
guardband frequencies at the upper and lower frequencies of 
the bandshared chaimel. In the spread-spectrum system, this is 
achieved quite effectively by restricting the spreading 
bandwidth to the order of 6 MHz and centring it in the 8 MHz 
channel to be shared. This then serves two purposes; it gives 
1 MHz guardband and it optimises the cochannel protection 
margin as signal nulls now appear at the video and sound 
carriers. The use of sharp cutoff bandpass filters in the spread- 
spectrum transmitter at baseband will then ensure adequate 
adjacent-channel interference. In addition to this, the adoption 
of a continuous phase-shift modulation process [32] in the 
direct-sequence transmitter, as opposed to conventional 
biphase switching, will significantly reduce sidelobe power 
and make it even more easy to prevent stray transmissions, 
thus preventing excess spectrum pollution.
7 Conclusions
The paper has shown that, with careful engineering of the 
spectrum allocations, the use of direct-sequence spread- 
spectrum modulation, bandshared with the TV channels, can 
yield useful amounts of ‘bonus bandwidths’. In the London 
area, this was shown to be some 72 MHz in addition to the 
16 MHz available to narrowband systems.
It is apparent that the use of spread-spectrum transmissions 
on a simultaneous area and frequency basis is not viable 
because of the severely restricted coverage area, and because 
only one-way communication is possible under most 
conditions.
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