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Abstract.7
We introduce a new algorithm to solve the problem of detecting unknown cavities immersed in a stationary viscous fluid,8
using partial boundary measurements. The considered fluid obeys a steady Stokes regime, the cavities are inclusions and the9
boundary measurements are a single compatible pair of Dirichlet and Neumann data, available only on a partial accessible10
part of the whole boundary. This inverse inclusion Cauchy-Stokes problem is ill-posed for both the cavities and missing11
data reconstructions, and designing stable and efficient algorithms is not straightforward. We reformulate the problem as a12
three-player Nash game. Thanks to an identifiability result derived for the Cauchy-Stokes inclusion problem, it is enough to13
set up two Stokes BVP, then use them as state equations. The Nash game is then set between 3 players, the two first targeting14
the data completion while the third one targets the inclusion detection. We used a level-set approach to get rid of the tricky15
control dependence of functional spaces, and we provided the third player with the level-set function as strategy, with a cost16
functional of Kohn-Vogelius type. We propose an original algorithm, which we implemented using Freefem++. We present17
2D numerical experiments for three different test-cases.The obtained results corroborate the efficiency of our 3-player Nash18
game approach to solve parameter or shape identification for Cauchy problems.19
Keywords: Data completion, Cauchy-Stokes problem, shape identification, Nash games.20
Mathematics Subject Classifications (2010): 49J20, 65K10, 65N06, 90C3021
1. Introduction22
Fluid dynamics are central in many industrial, biological and biomedical processes. The good functioning of the23
involved systems could be dramatically damaged in the presence of undesired small obstacles (impurities) or inclusions24
(cavitation). For example, polymer material degradation is related to the formation of inclusions during polymer25
extrusion [1] ; as well, the mechanism of joint cracking is related to cavity formation [2].26
A large spectrum of the processes above can be considered as Stokes flows, though they should be taken unsteady27
and anisotropic to render satisfactorily the complex phenomenon of the formation of cavities [3]. The shape and28
location of the inclusions is generally out of reach for direct observation, hence the need for effective nondestructive29
monitoring solutions, known as geometric inverse problems when mathematics and algorithms are involved. Popular30
mathematical models build on the assumption that some specific measurements are available over the whole boundary31
of the structure under investigation, dealing with partial differential equations of boundary value -BVP- type. However,32
it should be noticed that from a technological point of view, when industrial devices are involved, the assumption33
above is in general impossible to fulfill, either because it is too expensive, or simply because part of the boundary is34
not accessible to probing, think of a heart valve [4]. Such restrictions lead to develop complex protocoles like for the35
detection of flaws in metal melts in foundry industry [5]. Industrial solutions use in general protocoles where emission36
and reception of the probing signals are set on the same location of the boundary. From a mathematical point of view,37
we have access to over specified boundary data (e.g. temperature and thermal flux) on the probing location, and no38
data elsewhere. Thus, we deal with partial differential equations, having access to over specified boundary data, and39
missing data to recover as well as unknown inclusions to detect. We are then in the framework of geometric inverse40
problems for the so called Cauchy-Stokes system. We shall restrict ourselves to the case of steady and Newtonian41
Stokes flows.42
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Figure 1: An example of the geometric configuration of the problem : the whole domain including cavities is denoted
by Ω. It contains an inclusion ω∗. The boundary of Ω is composed of Γc, an accessible part where over-specified data
are available, and an inaccessible part Γi where the data are missing.
Let us introduce a preliminary mathematical description of the problem. Consider a bounded open domain1
Ω ⊂ Rd (d=2, 3) occupied by an incompressible viscous fluid, see Figure-1. We assume that the boundary ∂Ω is2
sufficiently smooth and composed of two connected components Γc and Γi. Let ω∗ ⊂⊂ Ω be an unknown inclusion3
immersed in Ω. The Cauchy-Stokes geometric inverse problem considered here consists, then, from given velocity4
f and fluid stress forces Φ prescribed only on the accessible part Γc of the boundary, to identify ω∗ ∈ Dad (a set of5
admissible shapes defined later) such that the fluid velocity u and the pressure p are solution of the following Stokes6
problem:7 
ν∆u−∇p = 0 in Ω \ ω∗,
divu = 0 in Ω \ ω∗,
σ(u, p)n = 0 on ∂ω∗,
u = f on Γc,
σ(u, p)n = Φ on Γc,
(1)8
where n is the unit outward normal vector on the boundary, and σ(u, p) the fluid stress tensor defined as follows:
σ(u, p) = −pId + 2νD(u)
with D(u) = 1/2(∇u+∇uT ) being the linear strain tensor and Id the identity matrix.9
For the sake of simplicity, from now on, the viscosity ν of the fluid is set to ν = 1.10
11
Additionally to the geometric identification problem (i.e. detect the inclusions ω∗) one has to complete the bound-12
ary data, that is to recover the missing traces of the velocity u and of the normal stress σ(u, p).n over Γi the inaccessible13
part of the boundary. Remark that the difference between obstacles and inclusions amounts to which boundary con-14
dition is used : homogeneous Dirichlet one for the obstacles and homogeneous Neumann condition for the inclusions15
(considered as free surfaces).16
17
Even when restricted to elliptic equations, mostly Laplace and Stokes systems, there exists a prolific literature18
dedicated to each of these two problems separately, and because of their well known ill-posedness (in the sense of19
Hadamard) [6], most of the literature addresses as well (if not exclusively) the ensuing stability and other computa-20
tional issues. For the Cauchy problem, far from being exhaustive, an excerpt of popular approaches are the least-square21
penalty techniques used in [7] and in the earlier paper [8], Tikhonov regularization methods [9], quasi reversibility22
methods [10], alternating iterative methods [11] [12] and control type methods andrieux2006solving [13]. Recently,23
an approach based on game theory, using decentralized strategies, was proposed in [14].24
25
Let us mention that many of the papers dedicated to data completion or to obstacle detection and based on control26
or optimization approaches, minimize a so-called Kohn-Vogelius type functional, an energy error function introduced27
in the framework of parameter identification in [15].28
29
Regarding the obstacle identification problem, a more challenging geometric inverse problem, and again with a30
very partial on the existing literature, the authors in [16] address the obstacle detection problem for unsteady Stokes31
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and Navier-Stokes flows, quasi reversibility coupled to a level set approach is used in [17] for the Laplace equation,1
shape optimization [18] and topological gradient [19] are used for the Stokes system, and in [20] stability issues are2
addressed for the inverse obstacle problem in a Stokes flow.3
4
In contrast, rather a few papers address the joint geometric and data completion inverse problems, at least re-5
garding its computational aspects. Close to our present work, the inverse obstacle problem for the Cauchy-Laplace6
equation is studied in [21] where a control-type approach is used and applied to a Kohn-Vogelius functional. In [22]7
the authors use quasi reversibility coupled to a level set approach to solve the inverse obstacle problem for the Cauchy-8
Stokes equations. A formulation based on nonlinear integral equations arising from the reciprocity gap[23] principle9
is used in [24].10
11
Presently, we consider the inverse inclusion problem for the Cauchy-Stokes system. In order to solve the joint12
completion/detection problem, we reformulate it as a three players Nash game, following the ideas introduced earlier13
in [14] to solve the Cauchy-Laplace (completion) problem.14
The game is defined as follows: first, the Cauchy-Stokes problem is formulated as two boundary value problems15
(BVP). The first BVP defines the first player, it inherits the available Dirichlet data f specified on the boundary Γc, and16
has control on a Neumann data set over the inaccessible boundary Γi, the latter control being the first player’s strategy17
aimed at minimizing the gap over Γc between first player’s normal stress and the prescribed normal stress Φ. The18
second BVP defines the second player, as it inherits the available normal stress data Φ set over Γc, and uses Dirichlet19
data set over the inaccessible boundary Γi as strategy variables. The second player’s Dirichlet strategy is aimed at20
minimizing the gap over Γc between second player’s and the prescribed Dirichlet data f . The fading and regularizing21
difference between the solutions to these two BVPs is shared by the two players. The third player has no own BVP,22
but has access to the two previous ones, and uses as control variable the shape of the inclusion(s). The third player’s23
criteria to minimize is a Kohn-Vogelius type functional. The three players play a static Nash game with complete24
information, whose relevant solution concept is the so-called Nash equilibrium (NE).25
We shall present and prove some theoretical results for the Cauchy-Stokes problem, precisely that a Nash equi-26
librium exists and is unique, and coincides with the missing data as soon as the Cauchy problem has a solution (that is,27
when the over specified data are compatible). Then, we propose a new algorithm dedicated to the joint computation of28
the missing data and the obstacle shapes. In this algorithm, a Nash subgame is played by the completion first and sec-29
ond players in order to precondition the Cauchy problem and tackle its ill-posedness. A level set approach is used for30
the latter geometric identification problem. We lead a sensitivity analysis, and present several numerical experiments31
that corroborate the efficiency of our approach and its nice stability with respect to noisy data.32
33
The paper is organized as follows. In Section 2, we extend our previous [14] Nash game approach to the data34
completion for the steady Stokes flows. In view of the formulation of the geometric inverse problem, we first recall in35
Section 3 a now classical identifiability proof [16] usually established for obstacles, so with homogeneous Dirichlet36
boundary condition, with a minor adaption to fit the case of inclusions, whose boundary conditions are of homogeneous37
Neumann type. Then, we formulate in Section 4 the Nash game approach to tackle the joint completion and geometric38
identification problem. We detail our algorithm, and some numerical aspects of the level set method, used to capture39
the inclusion boundary. Section 5 is devoted to the presentation of three numerical 2D test cases which assess the40
ability of our algorithm to jointly recover the missing boundary data and the location and shape of the inclusions as41
well. We finally draw some concluding remarks in Section 6.42
2. Data completion for the Stokes problem43
We consider in the present section the case where possible obstacles or inclusions are known, which amounts to sim-44
ply not consider them, focusing solely on the data completion problem. In the following, we apply the Nash game45
formulation of [14] to the Stokes problem. Results and proofs in the cited reference extend easily to the present case.46
47
With the notations introduced previously, let be f ∈ (H 12 (Γc))d and Φ ∈ (H−
1
2 (Γc))
d given Cauchy data. The48
pressure field p being determined up to a constant, it s convenient to introduce the following space :49
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The Cauchy-Stokes problem is stated as follows : find u ∈ (H1(Ω))d and p ∈ L20(Ω) such that1 
∆u−∇p = 0 in Ω,
divu = 0 in Ω,
u = f over Γc,
σ(u, p)n = Φ over Γc,
2
The data completion problem, which is simply a reformulation of the Cauchy-Stokes one, amounts to find3
τ∗ ∈ (H 12 (Γi))d and η∗ ∈ (H−
1
2 (Γi))
d such that u = τ∗ and σ(u, p)n = η∗ over Γi.4
5
For any given η ∈ (H− 12 (Γi))d and τ ∈ (H
1
2 (Γi))
d, we define the states (u1(η), p1(η)) ∈ (H1(Ω))d×L20(Ω) and6
(u2(τ), p2(τ)) ∈ (H1(Ω))d × L20(Ω) as the unique weak solutions of the following Stokes boundary value problems7
(SP1) and (SP2) :8
(SP1)

∆u1 −∇p1 = 0 in Ω,
divu1 = 0 in Ω,
u1 = f on Γc,
σ(u1, p1)n = η on Γi,
(SP2)

∆u2 −∇p2 = 0 in Ω,
divu2 = 0 in Ω,
u2 = τ on Γi,
σ(u2, p2)n = Φ on Γc.































We are now in a position to formulate the two-player Nash game. The first player is defined by its strategy12
η ∈ (H− 12 (Γi))d and cost J1, while the second one has control on τ ∈ (H
1
2 (Γi))
d and aims at minimizing the cost13
J2. The two players play a static Nash game with complete information. The most popular solution concept for such14
games is the one of a Nash equilibrium (NE) given by the15
Definition 1 A strategy pair (ηN , τN ) ∈ (H−
1
2 (Γi))









The recourse to a game formulation and to a NE solution finds its justification in the following result :18
Proposition 1 Consider the Nash game defined above, with costs given by (2) and (3).19
20
(i) There always exists a unique Nash equilibrium (ηN , τN ) ∈ (H−
1
2 (Γi))
d × (H 12 (Γi))d, which is also the























(ii) If the Cauchy problem has a solution (u, p), then (u1(ηN ), p1(ηN )) = (u2(τN ), p2(τN )) = (u, p) and21
(ηN , τN ) are the missing data, i.e. ηN = σ(u, p)n|Γi and τN = u|Γi .22
Proof of (i). We first prove the uniqueness of a NE. It is easy to check that the potential L is strictly convex by23
computing its second order differential with respect to (η, τ), see [13]. Thus, L has at most a one minimum. Moreover,24
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if it exists, the minimum of L is a Nash equilibrium, and conversely. Indeed, let be (η0, τ0) the minimum of L, then,1
we have2 









Thanks to the specific structure of L, this is equivalent to write4 









That is, (η0, τ0) is a Nash equilibrium. Conversely, if (η0, τ0) is a Nash equilibrium then,6 




















second one, we get,9 













(η0, τ0) = 0,
∂L
∂τ
(η0, τ0) = 0,
13
thus, (η0, τ0) is the minimum of L, the uniqueness of which implies that of the Nash equilibrium.14
The proof of existence follows the same lines as in [14], the main ingredient being the uniform ellipticity of the15
convex partial maps η −→ J1(η, τ) and of τ −→ J2(η, τ) which allows for a direct application of the Nash Theorem,16
see ibidem references to the Nash games and theorem.17
18
Proof of (ii). If we assume that the Cauchy-Stokes problem has a solution (u, p), which is then unique by the Holmgren19
theorem, then let us define the following ηC = σ(u, p)n|Γi and τC = u|Γi . It is then straightforward to check that the20
solutions (u1(ηC), p1(ηC)) to (SP1) and (u2(τC), p2(τC)) to (SP2) coincide with the Cauchy solution (u, p), thanks21
to the uniqueness of the solution of the boundary value Stokes problem. Thus, L(ηC , τC) = 0 so that (ηC , τC) is a22
minimum of L ≥ 0. Thanks to the uniqueness result above, (ηN , τN ) = (ηC , τC).23
For the computation of the NE for the Cauchy-Stokes problem, we used a popular algorithm [25] which amounts
basically to solve iteratively the following coupled problem, using gradient descent methods,
(ηN , τN ) = argminηJ1(η, τN ),
(ηN , τN ) = argminτJ2(ηN , τ).
We describe in Algorithm 1 below the main steps of the method, with a version where the Cauchy data of the24
Dirichlet type f are possibly perturbed by a noise with some magnitude σ, yielding for the Cauchy problem a noisy25
Dirichlet data fσ :26
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Algorithm 1: Computation of a Cauchy-Stokes Nash equilibrium
Given : ε > 0 a convergence tolerance, Kmax a computational budget, σ a noise level and ρ(σ) a -tuned-
function which depends on the noise.
Choose an initial guess S(0) = (η(0), τ (0)) ∈ ((H− 12 (Γc))d × (H
1
2 (Γc))
d. Set k = 1.
• Step 1: Compute η(k) solution of minηJ1(η, τ (k−1))
and determine η(k) = tη(k−1) + (1− t)η(k) with 0 ≤ t < 1 .
• Step 2: Compute τ (k) solution of minτJ2(η(k−1), τ)
and determine τ (k) = tτ (k−1) + (1− t)τ (k) with 0 ≤ t < 1 .









2 = 0 in Ω,
divu
(k)









2 )n = Φ on Γc.
While sk ≥ ρ(σ)ε and k < Kmax set k = k + 1, return back to step 1.
1
The gradient descent methods used to solve steps 1 and 2 in the algorithm above do require the computation of2
the gradients of the costs J1 and J2, with respect to their respective strategies. The fast computation of the latter is3
classical, and led by means of an adjoint state method, as shown by the Proposition 2 below, see [13] for details.4
We shall use the following classical notation :5
H1Γ (Ω) = {ϕ ∈ (H1(Ω))d /ϕ|Γ = 0} whenever Γ is a non empty subset of the boundary of Ω.6












with (λ1, κ1) ∈ H1Γc(Ω)× L
2
0(Ω) solution of the adjoint problem:
∫
Γc







(∇γ +∇γT ) : ∇λ1dΩ−
∫
Ω




(σ(u1, p1)n− Φ)δndΓc −
∫
Ω













with (λ2, κ2) ∈ H1Γi (Ω)× L
2
0(Ω) solution of the adjoint problem:
∆λ2 −∇κ2 = 0 in Ω,
divλ2 = 0 in Ω,
λ2 = 0 on Γi,
σ(λ2, κ2)n = f − u2(τ) on Γc,
9
10
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The existence and uniqueness of the solutions to the problems (AP1) and (AP2), namely the adjoint states1
(λ1, κ1) ∈ H1Γc(Ω)×L
2
0(Ω) and (λ2, κ2) ∈ (H1(Ω))d×L20(Ω) is straightforward, thanks to the regularity assumption2
on the Cauchy data (f,Φ) ∈ (H 12 (Γc))d×(H−
1
2 (Γc))
d and to regularity results on the solutions to the Stokes problems3
(SP1) and (SP2), see e.g. [26] (or [27] Theorem 5.2).4
5
Later on, Algorithm 1 described above will be embedded into an overall algorithm with the specific task of6
processing the data recovery problem. We shall then use the partial derivatives given by Proposition 2. The overall7
algorithm stems from the Nash game played by the data recovery problem against the inclusion inverse problem. Next8
section is then devoted to a mandatory preamble for geometric inverse problems, that is the identifiability question.9
3. An identifiability result for the inverse inclusion Cauchy-Stokes problem10
In the present section, we adapt an identifiability result in [16], established for the case of obstacles, that is with a11
homogeneous Dirichlet condition, to the case of inclusions defined by Neumann (or free surface) boundary conditions.12
The set of admissible inclusions is definded by :
Dad = {ω ⊂⊂ Ω is open, Lipschitz and Ω \ ω is connected}.
We follow grosso modo the same proof technique of [16], noticing that, differently from the obstacle (Dirichlet)13
case, inclusions are not identifiable in case of over specified data f of affine free divergence form. Consequently, even14
if the over specified fluid stress Φ is identically zero, it is enough for the identifiability to hold, that the velocity data f15
be non affine.16
Theorem 1 Let be Ω ⊂ R2 an open bounded Lipschitz domain and Γc a non-empty open subset of the boundary ∂Ω.17
Assume there exists a pair of compatible data (f,Φ) ∈ (H 12 (Γc))d×(H−
1
2 (Γc))
d for the Cauchy-Stokes problem, such18
that either Φ 6≡ 0 or f is not the trace of an affine divergence free function.19
Consider two admissible open sets ω1 and ω2 in Dad. For i = 1, 2, let be (ui, pi) the solutions to the following20
Cauchy-Stokes inclusion problem :21 
∆ui −∇pi = 0 in Ω \ ωi,
divui = 0 in Ω \ ωi,
σ(ui, pi)n = 0 on ∂ωi,
ui = f on Γc,
σ(ui, pi)n = Φ on Γc.
(5)22
Then ω1 = ω2.23
Proof. Denote by ω = ω1 ∪ ω2 and define, over the set Ω \ ω, v = u1 − u2 and q = p1 − p2, where (u1, p1) and24
(u2, p2) are the solutions to the system (5).25
One sees that (v, q) satisfies 
∆v −∇q = 0 in Ω \ ω,
divv = 0 in Ω \ ω,
v = 0 on Γc,
σ(v, q)n = 0 on Γc.
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Thus, thanks to the Holmgren uniqueness theorem for the Stokes system, we have v = 0 and q = 0 in Ω \ ω and then1
u1 = u2 in Ω \ ω.2
3
Figure 2: Different situations
4
Let us suppose that ω1 6= ω2, and assume then (up to a swap in subscripts) that ω1 \ ω2 is an open non-empty subset5
of Ω. We know from system (5) that : ∆u2 −∇p2 = 0 in ω1 \ ω2.6
We multiply the equation above by u2 and take the integral over ω1 \ ω2. Observe then that, thanks to divu2 = 07
in ω1 \ ω2, one has ∆u2 = 2div(D(u2)) where we recall that D(u2) = 1/2(∇u2 +∇uT2 ).8


















Now, since σ(v, q) vanishes in Ω\ω, and thanks to the continuity of the involved -normal- traces, one has σ(v, q)n = 0
on ∂ω. From other part, one has σ(u1, p1)n = 0 on ∂ω1 thanks to equations (5). We then have σ(u2, p2)n = 0 on
∂ω1 \ ∂(ω1 ∩ ω2). Now, since we know that σ(u2, p2)n = 0 on ∂ω2 thanks to equations (5), we obtain∫
∂(ω1\ω2)







Since ||D(u2)||2L2(ω1\ω2) = 0, the components of the matrix of D(u2) are a.e. zero. Consequently, the velocity9
field u2 has an affine form in ω1\ω2, shortly given by u2(x) = Ax+bwhereA is a constant matrix with null diagonal.10
We know from above and from equations (5) that (u2, p2) satisfies the following system,
∆u2 −∇p2 = 0 in ω1 \ ω2,
divu2 = 0 in ω1 \ ω2,
σ(u2, p2)n = 0 on ∂(ω1 \ ω2).
Thus, by application (to u2(x)− (Ax+ b) which fulfills the system above) of the unique continuation theorem for the11
steady Stokes equation established in [28], we conclude that u2(x) = Ax+ b and p2 = 0 in the whole domain Ω \ω2.12
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Finally, reasoning with the traces on the boundary of the domain ∂Ω, we observe that u2(x) = Ax+b and p2 = 01
in Ω \ ω2 yields σ(u2, p2)n = Φ = 0 and u2(x) = f(x) = Ax+ b over Γc, which, by assumption, is impossible. We2
conclude that ω1 \ ω2 = ∅, and so ω1 = ω2. 3
The identifiability result suggests that there is no need for a third party state equation, the two state equations4
(SP1) and (SP2) formulated with inclusions and dedicated to the completion problem should suffice. Only a5
third player’s cost functional should be defined, playing with inclusions as strategies. Hence we enforced the data6
completion steps, by letting the first and second players lead a Nash subgame during the overall iterations, see next7
section. Numerical experiments show that this choice turned out to be efficient.8
4. Coupled data completion and geometry identification for the Stokes problem9
The aim of the present section is to introduce an algorithm dedicated to recover the missing boundary data while10
solving the inverse inclusion problem for steady Stokes flows. We extend the two-player Nash game set for the11
completion problem to a three-player Nash game, the third player being in charge of the inverse inclusion problem.12
We recall that the inverse inclusion problem amounts to find ω∗ ∈ Dad such that the fluid velocity u and the13
pressure p are solution to the following Cauchy-Stokes problem:14 
∆u−∇p = 0 in Ω \ ω∗,
divu = 0 in Ω \ ω∗,
σ(u, p)n = 0 on ∂ω∗,
u = f on Γc,
σ(u, p)n = Φ on Γc,
(6)15
Thanks to the identifiability result stated in section 3, a single pair of -compatible- measurements (f,Φ) is enough16
to recover the inclusion(s) as well as the missing data. Next, we shall set up a three-player Nash game following the17
same philosophy than in section 2 dedicated for the sole completion.18
For η ∈ (H− 12 (Γi))d , τ ∈ (H
1
2 (Γi))
d and ω ∈ Dad, let us define the following three cost functionals:19
J1(η, τ ;ω) =
1
2












J2(η, τ ;ω) =
1
2












J3(η, τ ;ω) = ||σ(uω1 (η), pω1 (η)− σ(uω2 (τ), pω2 (τ))||2L2(Ω\ω)d + µ|∂ω|, (9)22
where (uω1 (η), p
ω




2 (τ)) are the solutions of the respective BVP (P1) and (P2) :
(P1)

∆uω1 −∇pω1 = 0 in Ω \ ω,
divuω1 = 0 in Ω \ ω,
σ(uω1 , p
ω
1 )n = 0 on ∂ω,
uω1 = f on Γc,
σ(uω1 , p
ω
1 )n = η on Γi,
(P2)

∆uω2 −∇pω2 = 0 in Ω \ ω,
divuω2 = 0 in Ω \ ω,
σ(uω2 , p
ω
2 )n = 0 on ∂ω,
σ(uω2 , p
ω
2 )n = Φ on Γc,
uω2 = τ on Γi.
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In a few words, there are three players: Player (1) controls the strategy variable η ∈ (H− 12 (Γi))d and aims at1
minimizing the cost J1 and Player (2) controls the strategy variable τ ∈ (H
1
2 (Γi))
d and aims at minimizing the2
cost J2. These two players may be interpreted exactly the same way than in the completion game stated section3
2: they are given Dirichlet (resp. Neumann) data and try to minimize the gap with the Neumann (resp. Dirichlet)4
remaining condition. The player (3) controls the strategy variable ω ∈ Dad and aims at minimizing the Kohn-Vogelius5
type functional J3.6
Notice that the state variables (uω1 (η), p
ω




2 (τ)) belong to the space (H
1(Ω\ω))d × L2(Ω\ω),7
which obviously depends on ω, a variable intended to be a control. In order to circumvent this tricky dependence, we8
recourse to a level-set formulation, before stating the actual three-player Nash game effectively implemented.9
4.1. A level-set formulation10
The level-set approach is a very convenient tool in shape identification, see [29] for a general introduction, or [30]
where the approach is applied to detect obstacles in a Stokes flow. The boundary of the shape to be identified is
postulated to be a zero level-set of a smooth enough (say Lipschitz) function φ : Ω −→ R. In other words, when φ
varies in some -admissible- functional space, admissible open subsets ω ∈ Ω are those defined by the following
φ(x) < 0 in ω,
φ(x) > 0 in Ω \ ω,
φ(x) = 0 on ∂ω.
The open set Ω \ ω is then given in terms of the level-set function as follows:11
Ω \ ω = {x ∈ Ω such that H(φ(x)) = 1}, (10)12








where δ is the Dirac distribution.13
For regularity reasons, and for ensuring the well-posedness of the modified Stokes system as well, it is usual to14
use smoothed versions of the Heaviside and Dirac distributions. Given two small enough parameters ε > 0 and β > 0,15
we used smoothed versions denoted respectively by Hε,β(.) and δε,β(.), expressed as follows, for s ∈ R,16
Hε,β(s) =










)) if |s| ≤ ε,








) if |s| ≤ ε,
β if |s| > ε.
17




Vg = {v ∈ H1(Ω)d/divv = 0 and v|Γc = g} and Wψ = {v ∈ H
1(Ω)d /divv = 0 and v|Γi = ψ}.
Problems (P1) and (P2) are then rephrased in terms of the level-set, yielding the modified weak form :18
(P1ε,β )

Find (uφ1 , p
φ




1 ) : ∇v1)Hε,β(φ)dΩ =
∫
Γi
ηv1dΓ, ∀v1 ∈ H1Γc(Ω),
(11)
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(P2ε,β )

Find (uφ2 , p
φ




2 ) : ∇v2)Hε,β(φ)dΩ =
∫
Γc
Φv2dΓ, ∀v2 ∈ H1Γi (Ω),
(12)
It is not the scope of the present paper to discuss the dependence of the modified Stokes problems with respect to1
(ε, β), which is known to behave consistently [31] [32], so we still refer to problems (P1ε,β ) and (P1ε,β ) as (P1) and2
(P2), and we omit to underline the dependence of the state variables w.r.t. (ε, β) as well.3
4.2. Level-set sensitivity and optimality condition4
The player (3) in charge of the inverse inclusion problem has now control on the level-set function φ instead of the
open subset ω ∈ Dad. The new form of the third player’s cost functional is now as follows :













where (uφ1 , p
φ




2 ) solve respectively problems (11) and (12). We choose as convenient space for the level-5
set variables the Sobolev space S = H1(Ω) though it is not optimal (in the sense that it may introduce too much6
regularity requirement, hampering the capture of non H1 inclusions).7
In order to perform the partial optimization of J3(η, τ ;φ) w.r.t. φ for (η, τ) given by players (1) and (2), one8
needs to compute the derivative of J3 w.r.t. φ. We have the following :9
Proposition 3 If φ ∈ S satisfies the boundary condition ∂φ
∂n
= 0 over ∂Ω then the partial derivative of J3(η, τ ;φ)















1 )|2 − µdiv(
∇φ
|∇φ|
) + σ(uφ1 , p
φ




2 ) : ∇λ2
]
ψdx,
where (λ1, π1) ∈ H1Γc(Ω)× L
2
0(Ω) and (λ2, π2) ∈ H1Γi (Ω)× L
2






























































k2(divλ2)Hε,β(φ) = 0, ∀k2 ∈ L20(Ω),
(14)12
and where (uφ1 , p
φ




2 ) are the solutions to respectively (11) and (12).13
The proof of Proposition 3 above is given in Appendix.14
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The necessary optimality condition for the minimization problem minφ∈S J3(η, τ ;φ) is then formulated as the1







1 )|2 − µdiv(
∇φ
|∇φ|
) + σ(uφ1 , p
φ




2 ) : ∇λ2] = 0, in Ω,
∂φ
∂n
= 0, on ∂Ω.
(15)











1 )|2 − µdiv(
∇φ
|∇φ|
) + σ(uφ1 , p
φ




2 ) : ∇λ2] = 0 in R+ × Ω,
∂φ
∂n
= 0 on R+ × ∂Ω,
φ(0, x) = φ0(x) in Ω,
(16)
where φ0 ∈ S is a given initial condition.5
































)ψdx, ∀ψ ∈ H1(Ω).
7













































δ′ε,β(φ)|∇φ|ψdx, ∀ψ ∈ H1(Ω).
9






, where φn(.) = φ(tn, .) and tn = nδt, with δt > 0 a given time step.11
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1
with (un1 , p
n
1 ) = (u1(η, φ
n), p1(η, φ
n)), (un2 , p
n
2 ) = (u2(τ, φ
n), p2(τ, φ
n)) are solutions to (11) and (12) for a given2
φn, and λn{i=1,2} = λ{i=1,2}(φ
n) are the adjoint state solutions of the problems (13) and (14).3
In order to prevent the level set iterates from being too flat or too steep, we trigger from time to time a4
regularization pass that reinitializes the level set to a signed distance (see e.g. [33]). This step is mandatory in5
order to keep the iterated level sets smooth enough, but is also necessary to have a non vanishing |∇φn| that ensures6
the ellipticity of a(., .) in (17). The update is performed by solving the following equation :7 
∂ψ
∂t
+ sign(φn)(|∇ψ| − 1) = 0 in R+ × Ω,
∂ψ
∂n
= 0 on R+ × ∂Ω,
ψ(0, x) = φn(x) in Ω,
(18)
In practice, equation (18) above is solved for a few time steps (typically 5 or 6) then one reassigns the last8
computed ψ to φn(x).9
The six variational problems (11)–(14) (17) and (18) are solved by means of ad hoc Finite Element methods (see10
Section 5 below).11
4.3. The three-player Nash algorithm12
We are now ready to state the three-player identification/completion Nash game. As aforementioned in section 4,13
players (1) and (2) aim at solving the Cauchy problem, while player (3) is aimed at minimizing a Kohn-Vogelius type14
energy, intended to capture the shape of the inclusion. The game is of Nash type, which means that it is static with15
complete information [14] and hence its solution is a Nash equilibrium (NE), see Definition 4.16
Given a triplet (η, τ, φ) ∈ (H− 12 (Γi))d × (H
1
2 (Γi))
d × S , let (uφ1 (η), p
φ
1 (η)) be the solution to the approximate17
Stokes problem (11) and (uφ2 (τ), p
φ
2 (τ)) the solution to the approximate Stokes problem (12), then the three players18
and their respective costs are defined as follows:19
• Player (1) has control on the Neumann strategies η ∈ (H− 12 (Γi))d, and its cost functional is given by20











2 (τ)||2(H 12 (Γi))d
(19)21
• Player (2) has control on the Dirichlet strategies τ ∈ (H 12 (Γi))d, and its cost functional is given by22
J2(η, τ, φ) =
1
2






2 (τ)||2(H 12 (Γi))d)
(20)23
• Player (3) has control on the inclusion level-set strategies φ ∈ S, and its cost functional is given by24













In Algorithm 2 below, we describe the main steps in computing the Nash equilibrium. This algorithm is unusual26
in the sense that, first, it introduces a completion-oriented Nash subgame, solved incompletely (Kmax is small, around27
ten iterations), and second, it processes the third player’s minimization step by iterating on the necessary optimality28
condition. Classical algorithms compute Nash equilibria with Kmax=1. It is easy to check (by writing down the29
stationarity equations) that when the two algorithms converge, they lead to the same limit point, which is a Nash30
equilibrium of the three-player’s game defined above.31
As we shall see in section 5 below, Algorithm 2 outperforms the classical one.32
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Algorithm 2: Computation of the coupled inclusion-completion Nash equilibrium
Given : convergence tolerances εN > 0, εS > 0, Kmax a computational budget per Nash iteration, Nmax a
maximum Nash iterations, σ a noise level and ρ(σ) a -tuned- function which depends on the noise.
Set n = 0, choose an initial level-set φ(0) ∈ S.
• Step I: (a completion Nash subgame) Set k = 1.




• Step 1: Compute η(k) solution of minηJ1(η, τ (k−1), φ(n))
and set η(k) = αη(k−1) + (1− α)η(k) with 0 ≤ α < 1 .
• Step 2: Compute τ (k) solution of minτJ2(η(k−1), τ, φ(n))
and set τ (k) = ατ (k−1) + (1− α)τ (k) with 0 ≤ α < 1 .
• Step 3: While ‖S(k) − S(k−1)‖ > εS and k < Kmax, set k = k + 1, return back to step 1.




2 ) is the solution of the problem (12) with the
level-set φ = φ(n) and with the Dirichlet condition u(k)2 = τ
(k) over Γi.
• Step III: While rk ≥ ρ(σ)ε and n < Nmax update the level-set : compute φ(n+1) solution to the variational
problem (17) and set n = n+ 1, go back to step I.
1
5. Numerical experiments2
In this section, we provide and discuss the numerical results of experiments led for three test cases, named A, B and3
C. These 3 test-cases share the following common settings :4



















; Γc = ∂Ω \ Γi6
Normal stress: Φ(x, y) = −2(y2 − 1/4; 0) prescribed over ∂Ω7
8
Initial strategies: for Step I, we always used S(0) = (η0), τ (0)) = (0, 0) and took α = 0.109
Parameters: for Step III : we took δt = 0.02 for solving equation (17).10
The test-cases differ in the shape and/or number of connexe components of the inclusions.11
Given a known shape and location of the inclusion ω∗ ∈ Dad, we solve the following Stokes problem :12 
∆u−∇p = 0 in Ω \ ω∗,
divu = 0 in Ω \ ω∗,
σ(u, p)n = 0 on ∂ω∗,
σ(u, p)n = Φ on ∂Ω,
13
where the (phantom) exact solution (u, p) is used to build the remaining Cauchy data f = u|Γc , and the exact14
missing data u|Γi and σ(u, p)n|Γi . The two latter data together with the known inclusion shape ω
∗ are used to compute15
the following relative errors :16
errD =
||τN − u|Γi ||L2(Γi)
||u|Γi ||L2(Γi)
, errN =




mes(ω∗ ∪ ωN )−mes(ω∗ ∩ ωN )
mes(ω∗)
.
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where (ηN , τN , φN ) is the approximate Nash equilibrium output from Algorithm 2, and ωN = 1{φN < 0}.1
These metrics are used to assess the efficiency of our approach. The stability w.r.t. noise was stressed by solving the2
joint inverse inclusion/completion problem with noisy perturbations of the Dirichlet data fσ = f + σN with N being3
a Gaussian white noise.4
Two different initial level-sets were used : φ(0)1 has as zero level-set the disk B(c0, r0) where c0 = (0, 0) and5
r0 = 0.30, and φ
(0)
2 is a periodic function with as zero level-set 30 fairly uniformly distributed small holes filling the6
whole domain Ω, see Figures 3(a) and 4(a).7
The solvers for Stokes, equation (17) and adjoint systems, the sensitivity routines, and the minimization8
algorithms as well, were implemented using the Finite Element package FreeFem++ [34].9
Test-case A.10
The exact inclusion is a disk ω∗ = B(c, r) centered at c and with a radius r where c = (0, 0) and r = 0.10.11
The FreeFem++ implementation of Algorithm 2 was ran for two different initial contours, leading to very close12
results, both of them in good accordance with the exact solutions (inclusion and missing data). It can be however13
observed from Figure 3(c)(e) and Figure 4(c)(e) that the initial contour φ(0)2 outperforms φ
(0)
1 as the computed first14
component of the fluid velocity and normal stress are more accurate with the initial contour φ(0)2 . Indeed, in all our15
subsequent numerical experiments, the initial contour φ(0)2 outperformed φ
(0)
1 , so we shall later on present only those16
results obtained with φ(0)2 .17
For the case of noisy Dirichlet data fσ given over Γc, it can be seen from the profiles presented in Figure 5 that18
the boundary data recovery is remarkably stable with respect to the noise magnitude, and even more striking is the19
stability of the detected inclusion.20
The relative errors defined by formulas (22) are summarized in Table 1 for the test-case A.21
Noise level σ = 0% σ = 1% σ = 3% σ = 5%
errD 0.010 0.015 0.039 0.063
errN 0.031 0.033 0.051 0.07
errO 0.032 0.043 0.066 0.117
Table 1: Test-case A. L2 relative errors on missing data on Γi (on Dirichlet and Neumann data), and the error between
the reconstructed and the real shape of the inclusion for various noise levels.
Test-case B.22






 a sin θ
b cos θ




sin2 θ + 0.25 cos2 θ, (x0, y0) = (0, 0) and (a, b) = (0.15, 0.18).23
24
In this test-case, the shape of the inclusion is nonconvex. We observe from Figure 6(b) that while the computed25
zero level-set is in good accordance with the exact one, it is however unable to accurately capture the nonconvex26
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features of the real inclusion. This is not very surprising in view of the different smoothed approximations used1
for the inclusion Stokes problems as well as for the level-set equation. The data completion results are however very2
satisfactory, as shown by the velocity and normal stress profiles in Figures 6(c)-(e). There is also a remarkable stability3
with respect to noisy data of both the inclusion detected and the recovered boundary data, see Figure 7.4
Test-case C.5
The inclusion to be detected is the union of two separate disks ω∗1 = B(c1, r1) centered at c1 = (0.2, 0.2) and with a6
radius r1 = 0.10 and ω∗2 = B(c2, r2) centered at c2 = (−0.2,−0.2) and with a radius r2 = 0.12.7
This third and last test-case was set up to assess the ability of our algorithm to identify inclusions with several8
components. One observes from Figure 8(b) that the locations and the shapes of the two components of the inclusion9
are well detected, as well as the recovered data Figure 8(c)-(f). The recovery of missing boundary data is stable with10
respect to noisy Dirichlet measurements while there is a barely slight shift in the location of the detected approximation11
of ω∗1 for the noise levels 3% and 5%, as shown Figure 9.12
The relative errors presented in Table 2 corroborate the stability of the detected contours and missing data with13
respect to noisy Dirichlet measurements.14
Noise level σ = 0% σ = 1% σ = 3% σ = 5%
errD 0.042 0.044 0.046 0.08
errN 0.095 0.1 0.13 0.16
errO 0.099 0.11 0.13 0.15
Table 2: Test-case C. L2-errors on missing data over Γi (on Dirichlet and Neumann data), and the error between the
reconstructed and the real shape for various noise levels.
Algorithm 2 vs Classical.15
In a classical algorithm [35] dedicated to the computation of a Nash equilibrium, there would be no preconditioning16
step as step I in Algorithm 2, or in other words, Kmax=1. We have compared these two approaches, for two noise17
free test-cases. We used the same number of total calls (400) to the Stokes Finite Element solvers. We see from Table18
3 that, for both test-cases, Algorithm 2 outperforms the classical one. The preconditioning Nash subgame in Step I,19
which is dedicated to enforce the data completion part does indeed enforce the identifiability property as well, since20
from the result established in Proposition 3, it is enough for a candidate velocity u(ω), for some inclusion ω, to be a21
Cauchy solution for the pair of boundary measurements (f,Φ), to ensure that ω = ω∗, the real inclusion.22








Table 3: Relative errors on the reconstructed missing data and inclusion shape for the Stokes problem (with noise free
measurements), compared for a classical Nash algorithm and Algorithm 2 : (left) test-case A (right) test-case C.
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6. Conclusion1
We addressed in the present paper the delicate problem of detecting unknown cavities immersed in a stationary viscous2
fluid, using partial boundary measurements. The considered fluid obeys a Stokes regime, the cavities are inclusions3
and the boundary measurements are a single compatible pair of Dirichlet and Neumann data, available only on a partial4
accessible part of the whole boundary. This inverse inclusion Cauchy-Stokes problem is ill-posed for both the cavities5
and missing data reconstructions, and designing stable and efficient algorithms, which is the main goal of our work, is6
not straightforward.7
The ill-posedness is tackled by decentralization : we reformulate it as a three players Nash game, following the8
ideas introduced earlier in [14] to solve the Cauchy-Laplace (completion) problem. Thanks to a simple yet strong9
identifiability result for the Cauchy-Stokes system, it is enough to set up two Stokes BVP, then use them as state10
equations. The Nash game is then set between 3 players, the two first targeting the data completion while the third one11
targets the inclusion detection. The latter problem is formulated using a level-set approach, and we provided the third12
player with the level-set function as strategy, while its cost functional is of Kohn-Vogelius type.13
The class of algorithms we propose are summarized in Algorithm 2, the involved computational apparatus being14
rather classical : use of descent algorithms for the different minimizations, use of adjoint state method to compute the15
sensitivities, and use of Finite Element methods to solve the state and adjoint state equations, as well as to update the16
level-sets. We used Freefem++ to implement these routines.17
We led 2D numerical experiments for three different test-cases. For noise free, as well as for noisy -Cauchy18
data- Dirichlet measurements, we obtained satisfactory results, exhibiting very stable behaviour with respect to the19
noise level (1%, 3%, 5%). The obtained results favor our 3-player Nash game approach to solve parameter or shape20
identification for Cauchy problems. Finally, our approach rises difficult theoretical questions that we did not address21
here, such as the existence, uniqueness and convergence issues for the level-set solution to the implicit optimality22
condition (15) and, related to the game-theoretic approach, the existence and convergence issues for the 3-player Nash23
equilibrium.24
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Figure 3: Test case A. Reconstruction of the inclusion shape and missing boundary data with noise free Dirichlet data
over Γc. (a) initial contour is φ
(0)
1 (b) exact inclusion shape -green line- and computed one - blue dashed- (c) exact
-line- and computed -dashed line- first component of the velocity over Γi (d) exact -line- and computed -dashed line-
second component of the velocity over Γi (e) exact -line- and computed -dashed line- first component of the normal
stress over Γi (f) exact -line- and computed -dashed line- second component of the normal stress over Γi.
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Figure 4: Test case A. Reconstruction of the inclusion shape and missing boundary data with noise free Dirichlet data
over Γc.(a) initial contour is φ
(0)
2 (b) exact inclusion shape -green line- and computed one - blue dashed- (c) exact -line-
and computed -dashed line- first component of the velocity over Γi (d) exact -line- and computed -dashed line- second
component of the velocity over Γi (e) exact -line- and computed -dashed line- first component of the normal stress over
Γi (f) exact -line- and computed -dashed line- second component of the normal stress over Γi.
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Figure 5: Test case A. Reconstruction of the inclusion shape and missing boundary data with noisy Dirichlet data over
Γc with noise levels σ = {1%, 3%, 5%}.(a) initial contour is φ(0)2 (b) exact inclusion shape -green line- and computed
ones for different noise levels (c) exact and computed first components of the velocity over Γi (d) exact and computed
second components of the velocity over Γi (e) exact and computed first components of the normal stress over Γi (f)
exact and computed second components of the normal stress over Γi.
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Figure 6: Test case B. Reconstruction of the inclusion shape and missing boundary data with noise free Dirichlet data
over Γc. (a) initial contour is φ
(0)
2 (b) exact inclusion shape -green line- and computed one - blue dashed- (c) exact
-line- and computed -dashed line- first component of the velocity over Γi (d) exact -line- and computed -dashed line-
second component of the velocity over Γi (e) exact -line- and computed -dashed line- first component of the normal
stress over Γi (f) exact -line- and computed -dashed line- second component of the normal stress over Γi.
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Figure 7: Test case B. Reconstruction of the inclusion shape and missing boundary data with noisy Dirichlet data
over Γc with levels σ = {1%, 3%, 5%}.(a) initial contour is φ(0)2 (b) exact inclusion shape -green line- and computed
ones for different noise levels (c) exact and computed first components of the velocity over Γi (d) exact and computed
second components of the velocity over Γi (e) exact and computed first components of the normal stress over Γi (f)
exact and computed second components of the normal stress over Γi.
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Figure 8: Test case C. Reconstruction of the inclusion shape and missing boundary data with noise free Dirichlet data
over Γc. (a) initial contour is φ
(0)
2 (b) exact inclusion shape -green line- and computed one - blue dashed- (c) exact
-line- and computed -dashed line- first component of the velocity over Γi (d) exact -line- and computed -dashed line-
second component of the velocity over Γi (e) exact -line- and computed -dashed line- first component of the normal
stress over Γi (f) exact -line- and computed -dashed line- second component of the normal stress over Γi.
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Figure 9: Test case C. Reconstruction of the inclusion shape and missing boundary data with noisy Dirichlet data
over Γc with levels σ = {1%, 3%, 5%}.(a) initial contour is φ(0)2 (b) exact inclusion shape -green line- and computed
ones for different noise levels (c) exact and computed first components of the velocity over Γi (d) exact and computed
second components of the velocity over Γi (e) exact and computed first components of the normal stress over Γi (f)
exact and computed second components of the normal stress over Γi.
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Appendix : proof of Proposition 31
For fixed (η, τ) ∈ (H− 12 (Γi))d × (H
1
2 (Γi))
d, let us define the Lagrangian L by :2
3
L(φ, λ1, π1, λ2, π2, u1, p1, u2, p2) =
∫
Ω

























where the control φ ∈ S , the state variables (u1, u2, p1, p2) ∈ Vf × Wτ × L20(Ω) × L20(Ω), the adjoint variables
(λ1, λ2) ∈ H1Γc(Ω)×H
1
Γi
(Ω) and (π1, π2) ∈ L20(Ω)× L20(Ω).
A formal derivation of the functional J3(η, τ ;φ) with respect to φ in some direction ψ ∈ H1(Ω) yields
∂J3
∂φ
(η, τ ;φ).ψ =
∫
Ω
|σ(u2, p2)− σ(u1, p1)|2δε,β(φ)ψ + 2
∫
Ω










, ∀ψ ∈ H1(Ω),


















We know that (u1, p1) solves the variational equation7 ∫
Ω
(σ(u1, p1) : ∇v1)Hε,β(φ)dΩ =
∫
Γi
ηv1dΓi, ∀v1 ∈ H1Γc(Ω).8
Then, (u′1, p
′




1) : ∇v1)Hε,β(φ)dΩ +
∫
Ω
(σ(u1, p1) : ∇v1)δε,β(φ)ψdΩ = 0, ∀v1 ∈ H1Γc(Ω).10






(∇h1 +∇hT1 ) : (σ(u2, p2)− σ(u1, p1))Hε,β(φ) +
∫
Ω














= 0, ∀k1 ∈ L20(Ω).
(23)12
If the pair (h1, k1) is replaced by (u′1, p
′
1) in (23) and because of divu1 = 0 implies divu
′
1 = 0, using the weak13






(σ(u2, p2)− σ(u1, p1))σ(u′1, p′1)Hε,β(φ) =
∫
Ω
(σ(u1, p1) : ∇λ1)δε,β(φ)ψ, (24)15
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(σ(u2, p2)− σ(u1, p1))(k1I)Hε,β(φ)−
∫
Ω
k1divλ1Hε,β(φ) = 0, ∀k1 ∈ L20(Ω).
2




(σ(u2, p2)− σ(u1, p1))σ(u′2, p′2)Hε,β(φ) =
∫
Ω
(σ(u2, p2) : ∇λ2)δε,β(φ)ψ, (25)4















(σ(u2, p2)− σ(u1, p1))(k2I)Hε,β(φ)−
∫
Ω
k2divλ2Hε,β(φ) = 0, ∀k2 ∈ L20(Ω).
6
Using (24) and (25), we obtain
∂J3
∂φ
(η, τ ;φ).ψ =
∫
Ω
|σ(u2, p2)− σ(u1, p1)|2δε,β(φ)ψ +
∫
Ω
(σ(u1, p1) : ∇λ1)δε,β(φ)ψ +
∫
Ω


















































= 0, on ∂Ω,
one can conclude that
∂J3
∂φ
(η, τ ;φ).ψ =
∫
Ω
|σ(u2, p2)− σ(u1, p1)|2δε,β(φ)ψ +
∫
Ω
(σ(u1, p1) : ∇λ1)δε,β(φ)ψ +
∫
Ω
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