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Abstract
In this paper, we study a class of multi-dimensional reflected backward stochastic differential
equations when the noise is driven by a Brownian motion and an independent Poisson point process,
and when the solution is forced to stay in a time-dependent adapted and continuous convex domain
D = {Dt, t ∈ [0, T ]}. We prove the existence an uniqueness of the solution, and we also show that
the solution of such equations may be approximated by backward stochastic differential equations
with jumps reflected in appropriately defined discretizations of D, via a penalization method.
Keywords: Reflected backward stochastic differential equation; Poisson point process; Time–
dependent convex domain; Penalization method.
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1 Introduction
In this paper we consider multidimensional reflected backward stochastic differential equations (RBSDEs
for short) of Wiener– Poisson type (i.e whose noise is driven by a Brownian motion and an independent
Poisson point process) in time–dependent, random and continuous convex domains. RBSDEs in the
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case of fixed convex domains were for the first time studied in [3]. Actually, the authors study multi–
dimensional RBSDEs in the case of fixed convex domain C = {Ct, t ∈ [0, T ]}, of the form:
Yt = ξ +
∫ T
t
f(s, Ys, Zs) ds −
∫ T
t
Zs dWs +KT −Kt, t ∈ [0, T ], a.s.,
Yt ∈ Dt for t ∈ [0, T ] a.s., (1.1)∫ T
0
(Yt −Xt) dKt ≤ 0, for any continuous progressively–measurable process Xt in C,
where Kt is continuous, increasing and of bounded total variation |K| satisfying K0 = 0. The last
condition insures that K is minimal in the sense that it increases only when Y is at the boundary of
C. In fact, the process K is inward normal to C at Y , precisely Kt =
∫ t
0 ηsd|K|s such that ηs ∈ N (Ys)
and where N (Ys) is the inward normal unit vector to C at Ys. Actually, when Y is at the boundary
it is pushed into the domain along η ∈ N (Y ). The authors provide existence and uniqueness for such
RBSDEs via a penalization method. Later, [12] extended the result of [3] to the case of jumps (i.e.
whose noise includes a Poisson random measure part). The author studied RBSDE of Wiener–Poisson
type in fixed convex domain C, for which he established existence and uniqueness using a penalization
method. They considered RBSDEs of the following form:
Yt = ξ +
∫ T
t
f(s, Ys, Zs, Vs) ds −
∫ T
t
Zs dWs −
∫ T
t
∫
U
Vs(e)ν(de, ds) +KT −Kt, t ∈ [0, T ], a.s.,
Yt ∈ Ct for t ∈ [0, T ] a.s., (1.2)∫ T
0
〈Ys −Xs, dKs〉 ≤ 0 for every adapted ca`dla`g process X s.t. Xt ∈ Dt,
such that K is an absolutely continuous process of bounded variation |K|, verifying K0 = 0 and
increasing only when Yt ∈ ∂Ct. Note that the works of [3] and [12] are inspired by the theory for
reflected stochastic differential equations, see [10] and [14]. Recently, in [8] the authors generalized the
results of [3] to the case of time–dependent, random convex domains and at the same time extended to
the multidimensional case some one dimensional results for continous or discontinous barriers satisfying
the so–called Mokobodski’s condition (see [1] for its definition). More precisely, the authors considered
RBSDEs of type (1.1), but in the case of time–dependent, adapted and ca`dla`g convex domains with
respect to the Hausdorff metric, for which existence, uniqueness and approximation results are provided.
After this brief outline on the literature, we will now describe precisely the problem investigated in this
paper. Motivated by these works, we consider multidimensional RBSDEs of wiener–poisson type in
time–dependent convex random domains. In fact, we study RBSDEs of type (1.2) but in the case of
time–dependent, adapted and continuous closed convex domains {D = Dt, t ∈ [0, T ]}. In this work, we
mainly show the existence and uniqueness of RBSDE with jumps of type (1.2) in D under the following
assumptions made on ξ, f and D:
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• a terminal value ξ = (ξ1, . . . , ξd) ∈ DT , which is a square integrable random variable,
• a coefficient f(t;ω, y, z, v) which is a progressively measurable function, uniformly Lipschitz w.r.t.
(y, z, v),
• t→ Dt is adapted and continuous with respect to the Hausdorff metric,
• we can find a semi–martingale A = (At)0≤t≤T of the class B
2 ( for the definition see Section 2)
such that At ∈ IntDt for t ∈ [0, T ] and inft≤T dist(At, ∂Dt) > 0.
This last condition is assumed similarly as in [8], moreover note that it is an analogue of the Mokobodski’s
condition. In the proof of the existence, as in [8] we approximate the domain D by piecewise constant
time–dependent domains Dj, j ∈ N such that Dj → D in the Hausdorff metric uniformly in probability
as j → ∞. Then we prove that each random interval on which Dj is a constant random set there
exists a unique solution of some local RBSDE. Piecing the local solutions together we obtain a solution
(Y j , Zj, V j,Kj) of RBSDE (1.2) in Dj. Finally we show that the sequence {(Y j, Zj , V j,Kj)}j∈N
converges as j →∞ to (Y,Z, V,K) solution of RBSDE (1.2) in D.
We also approximate (Y,Z, V,K) solution of RBSDE (1.2) in D, by backward stochastic differential
equations with jumps reflected in an appropriately dicretizations of D by using the penalization method.
In fact our paper generalize on the one hand the results of [3] as well as [8] to the case of jumps
when the domain is time–dependent random and continuous. On the other hand it extends also the
work of [12] to the case of time–dependent random domains. Furthermore, our work generalizes also
to the multi-dimensional case, results on one-dimensional RBSDEs with jumps with time dependent
continuous barriers assuming the Mokobodski’s condition which is considered up to now only in the
one-dimensional case (see e.g. [4, 5, 6], and the references therein).
The paper is organized as follows: Section 2 contains the setting of the problem and assumptions.
Moreover, we give an Itoˆ–Tanaka formula for ca`dla`g processes and the function x → |x|q such that
q ∈ (1, 2] which is not smooth enough. This result is an extension of [2, Lemma 2.2], [9, Lemma 7]
and [7, Proposition 2.1] to our framework. In Section 3 we show the existence and uniqueness of the
solution of RBSDE with jumps in D. Finally, Section 4 is devoted to the approximation of the solution
by a Penalization method.
2 Setting of the problem and assumptions
Throughout this paper T > 0 is a fixed time horizon, (Ω,F , (Ft)t≤T ,P,Wt, νt, 0 ≤ t ≤ T ) is a complete
Wiener-Poisson space in IRd × IRn\{0}, with Le´vy measure λ, i.e., (Ω,F ,P) is a complete probability
space, (Ft, 0 ≤ t ≤ T ) is a right continuous increasing family of complete sub σ- algebras of F ,
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(Wt, 0 ≤ t ≤ T ) is a standard Wiener process in IR
d with respect to (Ft, 0 ≤ t ≤ T ), and (νt, 0 ≤ t ≤ T )
is a martingale measure in IRn\{0} independent of (Wt, 0 ≤ t ≤ T ), corresponding to a standard Poisson
random measure p(t, A). In fact, for any Borel measurable subset of IRn\{0} such that λ(A) < ∞, we
have:
νt(A) = p(t, A)− λ(A),
where p(t, A) satisfies that
E(p(t, A)) = tλ(A).
λ(A) is supposed to be a σ-finite measure on IRm\{0} with its Borel field, satisfying that∫
IRn\{0}
(1 ∧ |x|2)λ(dx) <∞.
From now on, U denotes IRn\{0} and U its Borel field. Moreover, we assume that
Ft = σ
(∫ ∫
A×[0,s]
p(ds, dx) : s ≤ t, A ∈ U
)
∨ σ(Ws, s ≤ t) ∨ N ,
where N denotes the totality of the P-null sets of F , and for two given σ-fields σ1 and σ2, σ1 ∨ σ2
denotes the σ-field generated by σ1 ∪σ2. All the measurability notions will refer to the above filtration.
Let P denote the σ–algebra of predictable sets on Ω× [0, T ], and let us introduce the following spaces
of processes:
• S (respectively Sc): the space of of IR
m–valued, Ft–adapted and ca`dla`g (respectively continuous)
processes equipped with the metric
ρ(Y, Y ′) = E
[(
sup
0≤t≤T
|Yt − Y
′
t |
2
)
∧ 1
]
.
• M: the space of IRm×d–valued, F–progressively measurable processes (Zt)0≤t≤T such that∫ T
0 ‖Zs‖
2ds <∞ P–a.s, and equipped with the metric
θ(Z,Z ′) = E
[(∫ T
0
‖Zs − Z
′
s‖
2ds
)
∧ 1
]
.
• L: the set of mappings V : Ω × [0, T ] × U → IRm which are P ⊗ U–measurable, such that∫ T
0
∫
U |Vs(e)|
2λ(de)ds <∞ P–a.s, and equipped with the metric
̟(V, V ′) = E
[( ∫ T
0
∫
U
|Vs(e) − V
′
s(e)|
2λ(de)ds
)
∧ 1
]
.
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• L2: the space of Rm–valued processes ξ , such that
||ξ||L2 := E
[
|ξ|2
]1/2
< +∞.
• S2 (respectively S2c ): the space of R
m–valued, Ft–adapted and ca`dla`g (respectively continuous)
processes (Yt)0≤t≤T such that
||Y ||S2 := E
[
sup
0≤t≤T
|Yt|
2
]1/2
< +∞.
• A2: is the subspace of S2c of non-decreasing processes null at t = 0.
• Md,2: the set of Rm×d–valued, F–progressively measurable processes (Zt)0≤t≤T such that
||Z||Md,2 := E
[∫ T
0
|Zs|
2ds
]1/2
< +∞.
• L2: the set of mappings V : Ω× [0, T ] × U → IRm which are P ⊗ U–measurable, such that
||V (e)||L2 := E
[∫ T
0
∫
U
|Vs(e)|
2λ(de)ds
]1/2
< +∞.
• C: the space of all bounded closed convex subsets of IRm with nonempty interiors endowed with
the Hausdorff metric δ, i.e. any H,H ′ ∈ C,
δ(H,H ′) = max
(
sup
x∈H
dist(x,H ′), sup
x∈H′
dist(x,H)
)
, (2.1)
where dist(x,H) = inf
y∈H
|x− y|.
• B2: the space of m–dimensional semimartingales X which has the following canonical decompo-
sition X =M +B. This space is equipped with the following norm
||X||B2 = ||[M ]
1
2
T ||L2 + |||B|T ||L2 ,
where [M ]T is the quadratic variation of M at T and |B|T is the variation of B on the interval
[0, T ].
Let D be a time-dependent convex domain (Dt is convex for every t ∈ [0, T ]) with non empty interior.
Let Ny denote the set of inward normal unit vectors at y ∈ ∂D. It is well known that n ∈ Ny iff
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〈y − x,n〉 ≤ 0. Let ΠD(x) denote the projection on D of x ∈ IR
d.
Next, we will summarize some properties on convex domains that will be used along the paper:
Lemma 2.1 (see [11]) (a) Let y ∈ ∂D, for every x ∈ D, it holds that
α ∈ Ny if and only if 〈y − x, α〉 ≤ 0.
(b) If moreover a ∈ IntD then for every α ∈ Ny, it holds that
〈y − a, α〉 ≤ −dist(a, ∂D).
(c) If dist(x,D) > 0 then there exists a unique y = ΠD(x) ∈ ∂G such that |y − x| = dist(x,D).We
can observe that (y − x)/|y − x| ∈ Ny. Moreover, for every a ∈ IntD, it holds that
〈x− a, y − x〉 ≤ −dist(a, ∂D)|y − x|.
(d) For all x, x′ ∈ IRm, it holds that
〈x− x′, (x−ΠD(x))− (x
′ −ΠD(x
′))〉 ≥ 0.
Now, we state a result on the class of semimartingales defined above.
Lemma 2.2 (see [13]) (a) For a special semimartingale X,
‖X‖B2 ≤ 3 sup
H predictable, |H|≤1
∣∣∣∣∣
∣∣∣∣∣ sup0≤r≤T
∣∣∣∣∫ r
0
Hs dXs
∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
L2
≤ 9‖X‖B2 . (2.2)
(b) ‖X‖S2 ≤ c‖X‖B2 and ‖[X]
1/2
T ‖L2 ≤ ‖X‖B2 . Moreover, for any predictable and locally bounded H,∣∣∣∣∣∣∣∣∫ ·
0
Hs dXs
∣∣∣∣∣∣∣∣
B2
≤ ‖H‖S2‖X‖B2 . (2.3)
In this paper, we aim to study existence and uniqueness of solutions to RBSDEs with jumps in time
dependent convex domains. Next, let us give the notion of such RBSDE.
A RBSDE with jumps in time dependent convex domains is characterised by the following objects:
• A family D = {Dt; t ∈ [0, T ]} of time-dependent random closed convex subsets of IR
m with
nonempty interiors, such that the process [0, T ] ∈t 7→ Dt ∈ C is Ft–adapted.
• An m–dimensional terminal value ξ which is FT -measurable and takes values in DT .
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• A driver function f : [0, T ] × Ω × IRm × IRm×d × L2(U,U , λ; IRd) → IRm which is P ⊗ B(IRm) ⊗
B(IRm×d)⊗ U–measurable.
A solution to the corresponding RBSDE with jumps in D is a quadruple (Yt, Zt, Vt,Kt)0≤t≤T ∈ S
2 ×
Md,2 × L2 ×A2 satisfying that
(i)
Yt = ξ +
∫ T
t
f(s, Ys, Zs, Vs) ds −
∫ T
t
Zs dWs
−
∫ T
t
∫
U
Vs(e)ν(de, ds) +KT −Kt, t ∈ [0, T ], a.s., (2.4)
(ii) Yt ∈ Dt, t ∈ [0, T ], a.s.,
(iii) K is a process of locally bounded variation |K| increasing only when Yt ∈ ∂Dt, and for every Ft–
adapted ca`dla`g process X such that Xt ∈ Dt, t ∈ [0, T ], it holds that∫ T
0
〈Ys −Xs, dKs〉 ≤ 0. (2.5)
Assumptions
In the paper, we will assume the following assumptions.
(H1) ξ ∈ DT , ξ ∈ L
2.
(H2) E
∫ T
0 |f(s, 0, 0, 0)|
2 ds <∞.
(H3) For some C ≥ 0 and all y, y′ ∈ IRm, z, z′ ∈ IRm×d, v, v′ ∈ L2 and t ∈ [0, T ], we have
|f(t, y, z, v) − f(t, y, z′, v′)| ≤ C(|y − y′|+ ‖z − z′‖+ |v − v′|).
(H4) For each N ∈ N the mapping t → Dt ∩ B(0, N) ∈ C is continuous P -a.s., and there is a semi-
martingale A = (At)0≤t≤T ∈ B
2 such that At ∈ IntDt for t ∈ [0, T ] and
inf
t≤T
dist(At, ∂Dt) > 0.
In the proof of the existence, we will use the method of penalization, where the approximation of the
domain D is done by discrete time-dependent process described below in Lemma 2.4. As explained in
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Lemma 2.4, studying existence and uniqueness of RBSDE (2.4) turns out to studying existence and
uniqueness of solutions of local RBSDEs on random intervals in discrete time-dependent domains. First
let us make precise the notion of local RBSDEs.
Definition 2.3 Let τ and σ be two stopping times such that 0 ≤ τ ≤ σ ≤ T . We say that a quadruple
(Y,Z, V,K −Kτ ) of Ft-progressively measurable processes on [τ, σ] is a solution of the following local
RBSDE on [τ, σ]
Yt = ζ +
∫ σ
t
f(s, Ys, Zs, Vs) ds −
∫ σ
t
Zs dWs
+Kσ −Kt −
∫ σ
t
∫
U
Vs(e)ν(de, ds), t ∈ [τ, σ], a.s., (2.6)
if moreover it satisfies that
(a) Yt ∈ Dt, t ∈ [τ, σ],
(b) Kτ = 0, K is a continuous process of locally bounded variation |K|
σ
τ on the interval [τ, σ] such
that
∫ σ
τ 〈Ys −Xs, dKs〉 ≤ 0 for every Ft-adapted ca`dla`g process X with values in D.
We will assume that
(H1∗) ζ ∈ D, ζ ∈ L2,
(H2∗) E
∫ σ
τ |f(s, 0, 0, 0)|
2 ds <∞,
(H3∗) For some C ≥ 0 and all y, y′ ∈ IRm, z, z′ ∈ IRm×d, v, v′ ∈ L2 and t ∈ [τ, σ], we have
|f(t, y, z, v) − f(t, y, z′, v′)| ≤ C(|y − y′|+ ‖z − z′‖+ |v − v′|).
(H4∗) There is an Fτ -measurable random variable A ∈ L
2 such that A ∈ IntD.
Now, we propose Lemma 2.4.
Lemma 2.4 Let σ0 = 0 ≤ σ1 ≤ . . . ≤ σk+1 = T be stopping times and let D
0,D1, . . . ,Dk be random
closed convex subsets of IRm with nonempty interiors such that Di is Fσi-measurable. Let (Y,Z, V,K)
be a quadruple of Ft–progressively measurable processes such that
(a) ξ = YT ∈ D
k, K is a continuous process of locally bounded variation such that K0 = 0,
(b) on each interval [σi−1, σi), i = 1, . . . , k + 1, we have
Yt = ΠDi−1(Yσi)+
∫ σi
t
f(s, Ys, Zs, Vs) ds−
∫ σi
t
Zs dWs−
∫ σi
t
∫
U
Vs(e)ν(de, ds)+Kσi −Kt, (2.7)
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where Yt ∈ D
i−1,
(c)
∫
[σi−1,σi)
〈Ys − Xs , dKs〉 ≤ 0 for every Ft–adapted ca`dla`g process X such that Xt ∈ D
i−1 for
t ∈ [σi−1, σi).
Then, (Y,Z, V,K) is the unique solution of (2.4) with terminal value ξ and {Dt; t ∈ [0, T ]} such that
Dt = D
i−1, t ∈ [σi−1, σi), i = 1, . . . , k + 1 .
Proof. We should check that (Y,Z, V,K) satisfies conditions of the definition of a solution of (2.4).
First, note that Yσi = ΠDi−1(Yσi), i = 1, . . . , k, so (Y,Z, V,K) satisfies (2.4). Since Yt ∈ Dt, we only
have to check the last condition, which is
∫ T
0 〈Ys − Xs, dKs〉 ≤ 0, for every Ft-adapted ca`dla`g process
X such that Xt ∈ Dt, t ∈ [0, T ]. Clearly, by (c) we deduce that
k+1∑
i=1
∫
[σi−1,σi)
〈Ys −Xs , dKs〉 ≤ 0. (2.8)
Finally, the continuity of the process K ends the proof.
Further, we will need to apply Itoˆ’s formula to the function x→ |x|q for q ∈ (1, 2] which is not smooth
enough. That is why we give the following Itoˆ–Tanaka formula which extends some existing results to our
framework (precisely, [2, Lemma 2.2] without jumps, [9, Lemma 7] without reflection and [7, Proposition
2.1] in dimension one). Let us introduce the following notation sgn(x) = x|x|1 {x 6=0}, x ∈ IR
d.
Lemma 2.5 Let X be a semimartingale of the form:
Xt = X0 +
∫ t
0
fs ds+
∫ t
0
Zs dWs +
∫ t
0
dKs +
∫ t
0
∫
U
Vs(e)ν(de, ds), 0 ≤ t ≤ T. (2.9)
such that t→ ft ∈ M
1,2, Z ∈ Md,2, V ∈ L2 and K ∈ A2. Then, for any q ≥ 1 we have
|Xt|
q = |X0|
q + Lt1 {q=1} + q
∫ t
0
|Xs|
q−1〈sgn(Xs), fs〉 ds + q
∫ t
0
|Xs|
q−1〈sgn(Xs), Zs dWs〉
+q
∫ t
0
|Xs−|
q−1〈sgn(Xs−), Vs(e)〉ν(de, ds) + q
∫ t
0
|Xs|
q−1〈sgn(Xs), dKs〉 (2.10)
+
∫ t
0
∫
U
[
|Xs− + Vs(e)|
q − |Xs−|
q − q|Xs−|
q−1〈sgn(Xs−), Vs(e)〉
]
p(de, ds)
+
q
2
∫ t
0
|Xs|
q−21 {Xs 6=0}
[
(2− q)
(
‖Zs‖
2 − 〈sgn(Xs), ZsZ
∗
s sgn(Xs)〉
)
+ (q − 1)|Zs|
2
]
ds,
where {Lt, t ∈ [0, T ]} is a continuous, nondecreasing process such that L0 = 0, and which increases only
on the boundary of the random set {t ∈ [0, T ]; Xt = Xt− = 0}.
Proof. Since the function x → |x|q is not smooth enough for q ∈ (1, 2] to apply Itoˆ’s formula we use
an approximation. Let ε > 0 and consider the function uε(x) = (|x|
2+ ε2)1/2, x ∈ IRm which is smooth.
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Then, ∇uqε(x) = qu
q−2
ε (x)x and Hess u
q
ε(x) = qu
q−2
ε (x)I+q(q−2)(x⊗x)u
q−4
ε (x), where I is the identity
matrix of IRm. Applying Itoˆ’s formula for X, we get
uqε(Xt) = u
q
ε(X0) + q
∫ t
0
uq−2ε (Xs)〈Xs, fs〉 ds + q
∫ t
0
uq−2ε (Xs)〈Xs, ZsdWs〉
+q
∫ t
0
∫
U
uq−2ε (Xs−)〈Xs−, Vs(e)〉ν(de, ds) + q
∫ t
0
uq−2ε (Xs)〈Xs, dKs〉
+
1
2
∫ t
0
trace
[
ZsZ
∗
sHess u
q
ε(Xs)
]
ds (2.11)
+
∫ t
0
∫
U
[
uε(Xs− + Vs(e))
q − uε(Xs−)
q − quq−2ε (Xs−)〈Xs−, Vs(e)〉
]
p(de, ds).
Next, we have to pass to the limit when ε→ 0 in the above identity. As in [2, Lemma 2.2], the following
holds for the terms including the first derivative of uε∫ t
0
quq−2ε (Xs)〈Xs, fs〉 ds→
∫ t
0
q |Xs|
q−1〈sgn(Xs), fs〉 ds,
∫ t
0
quq−2ε (Xs)〈Xs, Zs dWs〉 →
∫ t
0
q |Xs|
q−1〈sgn(Xs), Zs dWs〉,∫ t
0
∫
U
quq−2ε (Xs−)〈Xs−, Vs(e)〉ν(de, ds) →
∫ t
0
q |Xs|
q−1〈sgn(Xs−), Vs(e)〉ν(de, ds).
Moreover, by the dominated convergence theorem we have P–a.s for t ∈ [0, T ]
∫ t
0
quq−2ε (Xs)〈Xs dKs〉 →
∫ t
0
q |Xs|
q−1 〈sgn(Xs), dKs〉.
On the other hand, thanks to the convexity of uε and using Fatou’s lemma, the following converge also
holds at least uniformly on [0, T ] in probability
∫ t
0
∫
U
[
uε(Xs− + Vs(e))
q − uε(Xs−)
q − quq−2ε (Xs−)〈Xs−, Vs(e)〉
]
p(de, ds)
−→
∫ t
0
∫
U
[
|Xs− + Vs(e)|
q − |Xs−|
q − q|Xs−|
q−1〈sgn(Xs−), Vs(e)〉
]
p(de, ds).
It remains to study the convergence of the term involving the second derivative of uε, which will be
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treated as in [2, Lemma 2.2].
1
2
∫ t
0
trace
[
ZsZ
∗
sHess u
q
ε(Xs)
]
ds
=
1
2
∫ t
0
q(2− q)
|Xs|
uqε(Xs)
4−q
|Xs|
q−21 {Xs 6=0}
(
‖Zs‖
2 − 〈sgn(Xs), ZsZ
∗
s sgn(Xs)〉
)
ds
+
1
2
∫ t
0
q(q − 1)
|Xs|
uqε(Xs)
4−q
|Xs|
q−21 {Xs 6=0}‖Zs‖
2 ds + Lεt (q),
where, Lεt (q) =
q
2
∫ t
0 ε
2|Zs|
2uq−4ε (Xs) ds. Observe that,
‖Zs‖
2 ≥ 〈sgn(Xs), ZsZ
∗
s sgn(Xs)〉,
and
|Xs|
uqε(Xs)
ր 1 {Xs 6=0}, as ε→ 0.
As a by-product, by monotone convergence, as ε→ 0
q
2
∫ t
0
|Xs|
uqε(Xs)
4−q
|Xs|
q−21 {Xs 6=0}
[
(2− q)
(
‖Zs‖
2 − 〈sgn(Xs), ZsZ
∗
s sgn(Xs)〉
)
+ (q − 1)‖Zs‖
2
]
ds,
converges to
q
2
∫ t
0
|Xs|
q−21 {Xs 6=0}
[
(2− q)
(
‖Zs‖
2 − 〈sgn(Xs), ZsZ
∗
s sgn(Xs)〉
)
+ (q − 1)‖Zs‖
2
]
ds.
In view of (2.11) and the above convergence results, it follows from arguments in the proofs of [2, Lemma
2.2] and [9, Lemma 7] that lim
ε→0
Lεt(q) = Lt(q) = Lt(q)1 {q=1}. Finally, by putting Lt = Lt(1) we obtain
(2.10), which completes the proof of Lemma 2.5.
Corollary 2.1 If (Y,Z, V,K) is a solution of RBSDE (2.4), q ≥ 1, c(q) = q[(q−1)∧1]2 and 0 ≤ t ≤ r ≤ T .
Then
|Yt|
q ≤ |Yr|
q + q
∫ r
t
|Ys|
q−1〈sgn(Ys), f(s, Ys, Zs, Vs)〉 ds − q
∫ r
t
|Xs|
q−1〈sgn(Xs), Zs dWs〉
−q
∫ r
t
|Xs−|
q−1〈sgn(Xs−), Vs(e)〉ν(de, ds) + q
∫ r
t
|Xs|
q−1〈sgn(Xs), dKs〉 (2.12)
−c(q)
∫ r
t
∫
U
|Vs(e)|
2
[
|Ys−|
2 ∨ |Ys− + Vs(e)|
2
] q
2
−1
1 {Ys− 6=0} p(de, ds)
−c(q)
∫ r
t
|Ys|
q−21 {Ys 6=0}‖Zs‖
2 ds.
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Proof. By Lemma 2.5, it follows immediately that
|Yt|
q ≤ |Yr|
q + q
∫ r
t
|Ys|
q−1〈sgn(Ys), f(s, Ys, Zs, Vs)〉 ds − q
∫ r
t
|Ys|
q−1〈sgn(Ys), Zs dWs〉
−q
∫ r
t
|Ys−|
q−1〈sgn(Ys−), Vs(e)〉ν(de, ds) + q
∫ r
t
|Ys|
q−1〈sgn(Xs), dKs〉 (2.13)
−
∫ r
t
∫
U
[
|Ys− + Vs(e)|
q − |Ys−|
q − q|Ys−|
q−1〈sgn(Ys−), Vs(e)〉
]
p(de, ds)
−c(q)
∫ r
t
|Ys|
q−21 {Ys 6=0}‖Zs‖
2 ds.
On the other hand, by [9, Lemma 8] it holds that∫ r
t
∫
U
[
|Ys− + Vs(e)|
q − |Ys−|
q − q|Ys−|
q−1〈sgn(Ys−), Vs(e)〉
]
p(de, ds) (2.14)
≥ c(q)
∫ r
t
∫
U
|Vs(e)|
2
[
|Ys−|
2 ∨ |Ys− + Vs(e)|
2
] q
2
−1
1 {Ys− 6=0} p(de, ds).
Finally, combining (2.13) with (2.14) yields (2.12), which completes the proof.
After these preliminaries, in the following section we are going to tackle the issue of the existence
and uniqueness of the solution of RBSDE (2.4) in D.
3 Existence of solutions of RBSDE (2.4)
The aim of this section is to show the following result which is the existence and uniqueness of the
solution of RBSDE (2.4).
Theorem 3.1 Assume (H1)–(H4) are satisfied. Then, there exists a unique solution (Y,Z, V,K) ∈
S2 ×Md,2 × L2 ×A2 of the RBSDE (2.4) in D.
Firstly, we establish a priori estimates of the solution of RBSDE (2.4) in D.
3.1 A priori estimates
Lemma 3.2 Assume (H1)–(H4). If (Y,Z, V,K) is a solution of (2.4) such that Y ∈ S2 then there exists
C > 0 depending only on the Lipschitz constant and T such that
E
[
sup
0≤t≤T
|Yt|
2 +
∫ T
0
‖Zs‖
2 ds+
∫ T
0
∫
U
|Vs(e)|
2λ(e)(ds)
+ sup
0≤t≤T
|Kt|
2 +
∫ T
0
dist(As , ∂Ds) d|K|s
]
(3.1)
≤ C
[
E
(
|ξ|2 +
∫ T
0
|f(s, 0, 0)|2 ds
)
+ ‖A‖2B2
]
.
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Proof. We first show the following:
E
(∫ T
0
‖Zs‖
2 ds+
∫ T
0
∫
U
|Vs(e)|
2λ(e)(ds) + sup
0≤t≤T
|Kt|
2 +
∫ T
0
dist(As, ∂Ds)d|K|s
)
≤ C
[
E
(
sup
0≤t≤T
|Yt|
2 +
∫ T
0
|f(s, 0, 0, 0)|2ds
)
+ ‖A‖2B2
]
,
where C > 0 is a constant. Since there is a lack of integrability of the processes (Z, V ) we are proceeding
by localization. Actually, for k ∈ N let us set:
τk = inf{t > 0;
∫ t
0
‖Zs‖
2ds+
∫ t
0
∫
U
|Vs(e)|
2λde(ds) > k} ∧ T.
By Itoˆ’s formula,
|Y0|
2 +
∫ τk
0
‖Zs‖
2 ds+
∫ τk
0
∫
U
|Vs(e)|
2p(de, ds)
= |Yτk |
2 + 2
∫ τk
0
〈Ys, f(s, Ys, Zs, Vs)〉 ds − 2
∫ τk
0
〈Ys, Zs dWs〉 (3.2)
−2
∫ τk
0
∫
U
〈Ys, Vs(e)〉ν(de, ds) + 2
∫ τk
0
〈Ys, dKs〉.
By the Lipschitz property of f , we have that
2〈Y ns , f(s, Ys, Zs, Vs)〉 ≤ (1 + 2C + 4C
2)|Ys|
2 + |f(s, 0, 0)|2 +
1
2
|Zs|
2 +
1
2
∫
U
|Vs(e)|
2λ(de). (3.3)
Note that ∫ τk
0
〈Ys, dKs〉 =
∫ τk
0
〈Ys −As, dKs〉+
∫ τk
0
〈As, dKs〉. (3.4)
Next, note that by Lemma 2.1 (b) and the fact that dKt = nYtd|K|t, we get∫ τk
0
〈Ys −As, dKs〉 ≤ −
∫ τk
0
dist(As, ∂Ds)d|K|s. (3.5)
Moreover, by the integration by parts formula, we obtain∫ τk
0
〈As, dKs〉 = AτkKτk +
∫ τk
0
〈Ks, dAs〉. (3.6)
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Now going back to (3.2), and in view of (3.3), (3.4), (3.5) and (3.6) we deduce, for some constant C1 > 0
|Y0|
2 +
1
2
∫ τk
0
‖Zs‖
2 ds+
1
2
∫ τk
0
∫
U
|Vs(e)|
2p(de, ds)
≤ |Yτk |
2 +C1
∫ τk
0
|Ys|
2ds+
∫ τk
0
|f(s, 0, 0, 0)|2ds− 2
∫ τk
0
〈Ys, Zs dWs〉
−2
∫ τk
τ
∫
U
〈Ys−, Vs(e)〉ν(de, ds) − 2
∫ τk
0
dist(As, ∂Ds)d|K|s
+2AτkKτk + 2
∫ τk
0
〈Ks, dAs〉,
which implies that
2|Y0|
2 +
∫ τk
0
‖Zs‖
2 ds +
∫ τk
0
∫
U
|Vs(e)|
2p(de, ds) + 4
∫ τk
0
dist(As, ∂Ds)d|K|s
≤ 2|Yτk |
2 + C1
∫ τk
0
|Ys|
2ds+ 2
∫ τk
0
|f(s, 0, 0, 0)|2ds+ 4 sup
0≤t≤τk
|Kτk | sup
0≤t≤T
|At| (3.7)
+4
∫ τk
0
〈Ks, dAs〉 − 2
∫ τk
0
〈Ys, Zs dWs〉 − 2
∫ τk
0
∫
U
〈Ys−, Vs(e)〉ν(de, ds).
But since Kt = Y0−Yt−
∫ t
0 f(s, Ys, Zs, Vs) ds+
∫ t
0 Zs dWs+
∫ t
0
∫
U Vs(e)ν(de, ds), then using the Lipschitz
property of f , we get
sup
0≤t≤τk
|Kt| ≤ (2 + C1T ) sup
0≤t≤τk
|Yt|+
∫ T
0
|f(s, 0, 0, 0)|ds + C
∫ τk
0
|Zs| ds+ C
∫ τk
0
∫
U
|Vs|λ(e)(ds)
+ sup
0≤t≤τk
∣∣∣∣∫ t
0
Zs dWs
∣∣∣∣+ sup
0≤t≤τk
∣∣∣∣∫ t
0
∫
U
Vsν(de, ds)
∣∣∣∣ .
Thus, taking the square and then the expectation in both sides of the last inequality and making use
of Jensen inequality, yields
E
(
sup
0≤t≤τk
|Kt|
2
)
≤ (2 + C1T )E
(
sup
0≤t≤τk
|Yt|
2
)
+ E
(∫ T
0
|f(s, 0, 0, 0)|2ds
)
ds+ CE
(∫ τk
0
|Zs|
2 ds
)
+CE
(∫ τk
0
∫
U
|Vs|
2λ(e)(ds)
)
+ E
(
sup
0≤t≤τk
∣∣∣∣∫ t
0
Zs dWs
∣∣∣∣2
)
+ E
(
sup
0≤t≤τk
∣∣∣∣∫ t
0
∫
U
Vsν(de, ds)
∣∣∣∣2
)
.
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Since
∫ t∧τk
0 〈Ys, Zs dWs〉 and
∫ t∧τk
0
∫
U 〈Ys−, Vs(e)〉ν(de, ds) are uniformly integrable martingales, we de-
duce by applying Burkholder-Davis-Gundy’s inequality that, for some constant C2 > 0
E
(
sup
0≤t≤τk
|Kt|
2
)
(3.8)
≤ C2E
(
sup
0≤t≤τk
|Yt|
2 +
∫ T
0
|f(s, 0, 0, 0)|2ds +
∫ τk
0
|Zs|
2 ds+
∫ τk
0
∫
U
|Vs|
2λ(e)(ds)
)
.
On the other hand, note that ∣∣∣∣E ∫ τk
0
〈Ks, dAs〉
∣∣∣∣ ≤ c‖K‖τkS2c ‖A‖2B2 . (3.9)
Next, taking expectation in (3.7), and in view of (3.8) and (3.9), we obtain that there is a constant
C3 > 0 such that
E
(∫ τk
0
‖Zs‖
2 ds+ 2
∫ τk
0
∫
U
|Vs(e)|
2λ(e)(ds) + 4
∫ τk
0
dist(As, ∂Ds)d|K|s
)
≤ C3
[
E
(
sup
0≤t≤τk
|Yt|
2 +
∫ T
0
|f(s, 0, 0, 0)|2ds + sup
0≤t≤T
|At|
2
)
+ ‖A‖2B2
]
(3.10)
+(2C2)
−1
E
(
sup
0≤t≤τk
|Kt|
2
)
,
note that, we have used above the fact that E
[∫ τk
0 〈Ys, Zs dWs〉
]
and
E
[∫ τk
0
∫
U 〈Ys, Vs(e)〉ν(de, ds)
]
are equal to zero, since
∫ t∧τk
0 〈Ys, Zs dWs〉 and∫ t∧τk
0
∫
U 〈Ys, Vs(e)〉ν(de, ds) are uniformly integrable martingales. Therefore, in view of (3.8) and (3.10),
and having in mind that E[ sup
0≤t≤T
|At|
2] ≤ ‖A‖2B2 then letting k → +∞, we get
E
(∫ T
0
‖Zs‖
2 ds+
∫ T
0
∫
U
|Vs(e)|
2λ(e)(ds) + sup
0≤t≤T
|Kt|
2 +
∫ T
0
dist(As, ∂Ds)d|K|s
)
≤ C4
[
E
(
sup
0≤t≤T
|Yt|
2 +
∫ T
0
|f(s, 0, 0, 0)|2ds
)
+ ‖A‖2B2
]
, (3.11)
where C4 > 0 is a constant, which is the desired result.
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Next we will estimate E
(
sup
0≤t≤T
|Yt|
2
)
. To this end, we apply Itoˆ’s formula to |Yt|
2 for t ∈ [0, T ],
gives
|Yt|
2 +
∫ T
t
‖Zs‖
2 ds+
∫ T
t
∫
U
|Vs(e)|
2p(de, ds)
= |ξ|2 + 2
∫ T
t
〈Ys, f(s, Ys, Zs, Vs)〉 ds − 2
∫ T
t
〈Ys, Zs dWs〉+ 2
∫ T
t
〈Ys, dKs〉
−2
∫ T
t
∫
U
〈Ys−, Vs(e)〉ν(de, ds).
From (3.3), (3.4) and (3.5), we get
|Yt|
2 +
∫ T
t
‖Zs‖
2 ds+
∫ T
t
∫
U
|Vs(e)|
2p(de, ds) (3.12)
≤ |ξ|2 +
∫ T
0
|f(s, 0, 0, 0)|2 ds+ C1
∫ T
t
|Ys|
2 ds+ 2 sup
0≤t≤T
∣∣∣∣∫ t
0
〈As, dKs〉
∣∣∣∣+ 12
∫ T
t
‖Zs‖
2 ds
+
1
2
∫ T
t
∫
U
|Vs(e)|
2λ(e)(ds) − 2
∫ T
t
〈Ys, Zs dWs〉 − 2
∫ T
t
∫
U
〈Ys−, Vs(e)〉ν(de, ds).
Since
∫ t
0 〈Ys, Zs dWs〉 and
∫ t
0
∫
U 〈Ys, Vs(e)〉ν(de, ds) are uniformly integrable martingales, then taking
expectation in the last inequality yields
E|Yt|
2 +
1
2
E
∫ T
t
‖Zs‖
2 ds+
1
2
E
∫ T
t
∫
U
|Vs(e)|
2λ(de)(ds)
≤ E|ξ|2 + E
∫ T
0
|f(s, 0, 0, 0)|2 ds+ C1E
∫ T
t
|Ys|
2 ds+ 2 sup
0≤t≤T
|
∫ t
0
〈As, dKs〉|.
Consequently,
E
∫ T
t
‖Zs‖
2 ds+ E
∫ T
t
∫
U
|Vs(e)|
2λ(de)(ds)
≤ 2E
[
|ξ|2 +
∫ T
0
|f(s, 0, 0, 0)|2 ds +C1
∫ T
t
|Ys|
2 ds+ 2 sup
0≤t≤T
∣∣∣∣∫ t
0
〈As, dKs〉
∣∣∣∣
]
. (3.13)
Going back to (3.12), we obtain
E
(
sup
t≤s≤T
|Ys|
2
)
≤ 2E
[
|ξ|2 +
∫ T
0
|f(s, 0, 0, 0)|2 ds+ C1
∫ T
t
|Ys|
2 ds+ 2 sup
0≤t≤T
∣∣∣∣∫ t
0
〈As, dKs〉
∣∣∣∣
]
(3.14)
+E
(
sup
t≤s≤T
∣∣∣∣∫ T
s
〈Yr, Zr dWr〉
∣∣∣∣
)
+ E
(
sup
t≤s≤T
∣∣∣∣∫ T
s
∫
U
〈Yr−, Vr(e)〉ν(de, dr)
∣∣∣∣
)
.
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Then, by applying the Burkholder-Davis-Gundy’s inequality to the two last terms of the right hand side
of the previous inequality, we get
E
(
sup
t≤s≤T
∣∣∣∣∫ T
s
〈Yr, Zr dWr〉
∣∣∣∣
)
+ E
(
sup
t≤s≤T
∣∣∣∣∫ T
s
∫
U
〈Yr, Vr(e)〉ν(de, dr)
∣∣∣∣
)
≤ C5E
(∫ T
t
|Ys|
2‖Zs‖
2ds
)1/2
+C6E
(∫ T
t
∫
U
|Ys−|
2‖Vs‖
2λ(de)(ds)
)1/2
≤
1
2
E
(
sup
t≤s≤T
|Yt|
2
)
+ 4C25E
∫ T
t
‖Zs‖
2ds + 4C26E
∫ T
t
∫
U
‖Vs‖
2λ(de)(ds).
Then, substituting the above estimate in (3.14), then taking in consideration (3.13), we obtain
E
(
sup
t≤s≤T
|Ys|
2
)
≤ 2E
[
|ξ|2 +
∫ T
0
|f(s, 0, 0, 0)|2 ds+ C1
∫ T
t
|Ys|
2 ds+ 2 sup
0≤t≤T
|
∫ t
0
〈As, dKs〉|
]
+
1
2
E sup
t≤s≤T
|Yt|
2 + 4C25E
∫ T
0
‖Zs‖
2ds+ 4C26E
∫ T
0
∫
U
‖Vs‖
2λ(de)(ds).
≤ (2 + 4C25 + 4C
2
6 )E
[
|ξ|2 +
∫ T
0
|f(s, 0, 0, 0)|2 ds+ C1
∫ T
t
|Ys|
2 ds+ 2 sup
0≤t≤T
∣∣∣∣∫ t
0
〈As, dKs〉
∣∣∣∣
]
+C1(2 + 4C
2
5 + 4C
2
6 )
∫ T
t
|Ys|
2 ds+
1
2
E
(
sup
t≤s≤T
|Yt|
2
)
.
Thus, there are positive constants C7 and C8 such that
E
(
sup
t≤s≤T
|Ys|
2
)
≤ C7E
[
|ξ|2 +
∫ T
0
|f(s, 0, 0, 0)|2 ds+ 2 sup
0≤t≤T
∣∣∣∣∫ t
0
〈As, dKs〉
∣∣∣∣
]
+C8
∫ T
t
E
(
sup
s≤r≤T
|Yr|
2
)
ds.
As a by-product applying Gronwall’s Lemma and letting t = 0, we deduce that
E
(
sup
0≤s≤T
|Ys|
2
)
≤ C7e
C8TE
[
|ξ|2 +
∫ T
0
|f(s, 0, 0, 0)|2 ds+ 2 sup
0≤t≤T
∣∣∣∣∫ t
0
〈As, dKs〉
∣∣∣∣
]
. (3.15)
From earlier arguments, the following estimate holds true, for some constant C9 > 0
E
(
sup
0≤t≤T
∣∣∣∣∫ t
0
〈As, dKs〉
∣∣∣∣
)
≤
1
4C4C7
e−C8TE
(
sup
0≤t≤T
|Kt|
2
)
+ C9‖A‖
2
B2 . (3.16)
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Finally, combining (3.15) together with estimates (3.16) and (3.11), it follows that
E
(
sup
0≤s≤T
|Ys|
2
)
≤
(
C7e
C8T +
1
2
)
E
(
|ξ|2 +
∫ T
0
|f(s, 0, 0, 0)|2 ds
)
+
1
2
E
(
sup
0≤s≤T
|Ys|
2
)
+
1
2
C7C9e
C8T ‖A‖2B2 .
Consequently, we deduce that
E
(
sup
0≤s≤T
|Ys|
2
)
≤ C˜
[
E
(
|ξ|2 +
∫ T
0
|f(s, 0, 0, 0)|2 ds
)
+ ‖A‖2B2
]
,
for some constant C˜ > 0 independent of n. This completes the proof of Lemma 3.2 .
Let D′ = {D′t, t ∈ [0, T ]} be another family of time-dependent convex domains with nonempty
interiors satisfying (H4) with some semimartingale A′. Let us consider RBSDE in D′ of the form
Y ′t = ξ
′ +
∫ T
t
f(s, Y ′s , Z
′
s, V
′
s ) ds −
∫ T
t
Z ′s dWs
+K ′T −K
′
t −
∫ T
t
∫
U
V ′s (e)ν(de, ds), 0 ≤ t ≤ T. (3.17)
Lemma 3.3 Let (Y,Z, V,K), (Y ′, Z ′, V ′,K ′) be solutions of (2.4) and (3.17), respectively, such that
Y, Y ′ ∈ S2. Set Y¯ = Y − Y ′, Z¯ = Z − Z ′, V¯ = V − V ′ and K¯ = K −K ′. If f satisfies (H3) then for
every q ∈ (1, 2] there exists a constant C > 0 depending only on the Lipschitz constant and T such that
for every stopping time σ such that 0 ≤ σ ≤ T , we have
E
(
sup
t<σ
|Y¯t|
q +
∫ σ
0
|Y¯s|
q−21 {Y¯s 6=0}‖Z¯s‖
2 ds+
∫ σ
0
∫
U
|Y¯s−|
q−21 {Y¯s− 6=0}|V¯s(e)|
2λ(e)(ds)
)
≤ CE
(
|Y¯σ|
q +
∫ σ
0
|Y¯s|
q−2|ΠDs(Y
′
s )− Y
′
s |1 {Y ′s /∈Ds}d|K|s +
∫ σ
0
|Y¯s|
q−2|ΠD′s(Ys)− Ys|1 {Ys /∈D′s}d|K
′|s
)
.
Proof. Applying Corollary 2.1, for q ∈ (1, 2] on [t ∧ σ, σ] such that t ∈ [0, T ], we obtain:
|Y¯t∧σ|
q +
q(q − 1)
2
∫ σ
t∧σ
|Y¯s|
q−21 {Y¯s 6=0}‖Z¯s‖
2ds+
q(q − 1)
2
∫ σ
t∧σ
∫
U
|Y¯s−|
q−21 {Y¯s− 6=0}|V¯s|
2 p(de, ds)
≤ |Y¯σ|
q + q
∫ σ
t∧σ
|Y¯s|
q−1〈sgn(Y¯s), f(s, Ys, Zs, Vs)− f(s, Y
′
s , Z
′
s, V
′
s )〉 ds
−q
∫ σ
t∧σ
|Y¯s|
q−1〈sgn(Y¯s), Z¯s dWs〉 − q
∫ σ
t∧σ
∫
U
|Y¯s−|
q−1〈sgn(Y¯s−), V¯s(e)〉ν(de, ds) (3.18)
+q
∫ σ
t∧σ
|Y¯s|
q−1〈sgn(Y¯s), dK¯s〉.
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Thanks to the Lipschitz property of f , we have for some C1 > 0
q
∫ σ
t∧σ
|Y¯s|
q−1〈sgn(Y¯s), f(s, Ys, Zs, Vs)− f(s, Y
′
s , Z
′
s, V
′
s )〉 ds
≤ C1
∫ σ
t∧σ
|Y¯s|
q ds+
q(q − 1)
4
∫ σ
t∧σ
|Y¯s|
q−21 {Y¯s 6=0}‖Z¯s‖
2 ds (3.19)
+
q(q − 1)
4
∫ σ
t∧σ
∫
U
|Y¯s−|
q−21 {Y¯s− 6=0}|V¯s(e)|
2λ(de) ds.
Note that, ∫ σ
t∧σ
|Y¯s|
q−1〈sgn(Y¯s), dK¯s〉 =
∫ σ
t∧σ
|Y¯s|
q−21 {Ys 6=Y ′s}〈Y¯s, dK¯s〉. (3.20)
Next, rearranging (3.18) in view of (3.19) and (3.20), yields that for t ∈ [0, T ]
|Y¯t∧σ |
q +
q(q − 1)
4
∫ σ
t∧σ
|Y¯s|
q−21 {Y¯s 6=0}‖Z¯s‖
2ds+
q(q − 1)
4
∫ σ
t∧σ
∫
U
|Y¯s−|
q−21 {Y¯s− 6=0}|V¯s|
2p(de, ds)
≤ |Y¯σ|
q + qC1
∫ T
t
|Y¯s∧σ|
q ds− q
∫ σ
t∧σ
|Y¯s|
q−1〈sgn(Y¯s), Z¯s dWs〉 (3.21)
−q
∫ σ
t∧σ
∫
U
|Y¯s−|
q−1〈sgn(Y¯s−), V¯s(e)〉ν(de, ds) + q
∫ σ
t∧σ
|Y¯s|
q−21 {Ys 6=Y ′s}〈Y¯s, dK¯s〉.
Now, we focus on the last term of the right hand side of the above inequality. We have
〈Y¯s, dK¯s〉 = 〈Ys −ΠDs(Y
′
s ), dKs〉+ 〈Y
′
s −ΠD′s(Ys), dK
′
s〉
+〈ΠDs(Y
′
s )− Y
′
s , dKs〉+ 〈ΠD′s(Y
n
s )− Ys, dK
′
s〉
≤ |ΠDs(Y
′
s )− Y
′
s |d|K|s + |ΠD′s(Ys)− Ys|d|K
′|s. (3.22)
Consequently, we deduce that
sup
0≤t≤T
∫ σ
t∧σ
|Y¯s|
q−21 {Ys 6=Y ′s}〈Y¯s, dK¯s〉
≤
∫ σ
0
|Y¯s|
q−2|ΠDs(Y
′
s )− Y
′
s |1 {Y ′s /∈Ds}d|K|s +
∫ σ
0
|Y¯s|
q−2|ΠD′s(Ys)− Ys|1 {Ys /∈D′s}d|K
′|s. (3.23)
Going back to (3.21), and taking into account estimate (3.23), we get
q(q − 1)
4
∫ σ
t∧σ
|Y¯s|
q−21 {Y¯s 6=0}‖Z¯s‖
2ds+
q(q − 1)
4
∫ σ
t∧σ
∫
U
|Y¯s−|
q−21 {Y¯s− 6=0}|V¯s|
2p(de, ds)
≤ |Y¯σ|
q + qC1
∫ T
t
|Y¯s∧σ|
q ds− q
∫ σ
t∧σ
|Y¯s|
q−1〈sgn(Y¯s), Z¯s dWs〉
−q
∫ σ
t∧σ
∫
U
|Y¯s−|
q−1〈sgn(Y¯s−), V¯s(e)〉ν(de, ds) + q
∫ σ
0
|Y¯s|
q−2|ΠDs(Y
′
s)− Y
′
s |1 {Y ′s /∈Ds}d|K|s
+q
∫ σ
0
|Y¯s|
q−2|ΠD′s(Ys)− Ys|1 {Ys /∈D′s}d|K
′|s.
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Since
∫ t∧σ
0 |Y¯s|
q−1〈sgnY¯s, Z¯s dWs〉 and
∫ t∧σ
0
∫
U |Y¯s−|
q−1〈sgn(Y¯s−), V¯s(e)〉ν(de, ds) are uniformly integrable
martingales, then taking expectation in the last inequality yields that
q(q − 1)
4
∫ σ
t∧σ
|Y¯s|
q−21 {Y¯s 6=0}‖Z¯s‖
2ds+
q(q − 1)
4
∫ σ
t∧σ
∫
U
|Y¯s−|
q−21 {Y¯s− 6=0}|V¯s|
2p(de, ds)
≤ E|Y¯σ|
q + qC1E
∫ T
t
|Y¯s∧σ|
q ds + qE
[∫ σ
0
|Y¯s|
q−2|ΠDs(Y
′
s )− Y
′
s |1 {Y ′s /∈Ds}d|K|s
]
(3.24)
+qE
[∫ σ
0
|Y¯s|
q−2|ΠD′s(Ys)− Ys|1 {Ys /∈D′s}d|K
′|s
]
.
Going back to (3.21), we have
E
(
sup
t≤s≤T
|Y¯s∧σ|
q
)
≤ E|Y¯σ|
q + qC1E
∫ T
t
|Y¯s∧σ|
q ds+ q
∫ σ
0
|Y¯s|
q−2|ΠDs(Y
′
s )− Y
′
s |1 {Y ′s /∈Ds}d|K|s (3.25)
+q
∫ σ
0
|Y¯s|
q−2|ΠD′s(Ys)− Ys|1 {Ys /∈D′s}d|K
′|s + qE
(
sup
t≤s≤T
∣∣∣∣∫ σ
s∧σ
|Y¯r|
q−1〈sgn(Y¯r), Z¯r dWr〉
∣∣∣∣
)
+qE
(
sup
t≤s≤T
∣∣∣∣∫ σ
s∧σ
∫
U
|Y¯r−|
q−1〈sgn(Y¯r−), V¯r(e)〉ν(de, dr)
∣∣∣∣
)
.
Again, since
∫ t∧σ
0 |Y¯s|
q−1〈sgnY¯s, Z¯s dWs〉 and
∫ t∧σ
0
∫
U |Y¯s−|
q−1〈sgn(Y¯s−), V¯s(e)〉ν(de, ds) are uniformly
integrable martingales, then applying Burkholder-Davis-Gundy’s inequality to the last terms of the
above inequality, yields that for some constants C2, C3 > 0
E
(
sup
t≤s≤T
∣∣∣∣∫ σ
s∧σ
|Y¯r|
q−1〈sgn(Y¯r), Z¯r dWr〉
∣∣∣∣
)
+ E
(
sup
t≤s≤T
∣∣∣∣∫ σ
s∧σ
∫
U
|Y¯r−|
q−1〈sgn(Y¯r−), V¯r(e)〉ν(de, dr)
∣∣∣∣
)
≤ C5E
(∫ σ
t∧σ
|Y¯s|
2q−21 {Y¯s 6=0}‖Z¯s‖
2ds
)1/2
+ C3E
(∫ σ
t∧σ
∫
U
|Y¯s−|
2q−21 {Y¯s− 6=0}‖V¯s‖
2λ(de)(ds)
)1/2
≤
1
2
E
(
sup
t≤s≤T
|Y¯s∧σ|
2
)
+ 4C22E
∫ σ
t∧σ
|Y¯s|
q−21 {Y¯s 6=0}‖Zs‖
2ds (3.26)
+4C23E
∫ σ
t∧σ
∫
U
|Y¯s−|
q−21 {Y¯s− 6=0}‖Vs‖
2λ(de)(ds).
Therefore, substituting (3.26) in (3.25) and taking into accout (3.24), we deduce that there exist con-
stants C4, C5 > 0 such that
E
(
sup
t≤s≤T
|Y¯s∧σ|
q
)
≤ C4E
[
|Y¯σ|
q +
∫ σ
0
|Y¯s|
q−2|ΠDs(Y
′
s)− Y
′
s |1 {Y ′s /∈Ds}d|K|s
+
∫ σ
0
|Y¯s|
q−2|ΠD′s(Ys)− Ys|1 {Ys /∈D′s}d|K
′|s
]
+ C5
∫ T
t
E
(
sup
s≤r≤T
|Y¯r∧σ|
q
)
ds.
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Finally, by Gronwall’s lemma we conclude that
E
(
sup
0≤t≤T
|Y¯t∧σ|
q
)
≤ C4e
C5TE
[
|Y¯σ|
q +
∫ σ
0
|Y¯s|
q−2|ΠDs(Y
′
s )− Y
′
s |1 {Y ′s /∈Ds}d|K|s
+
∫ σ
0
|Y¯s|
q−2|ΠD′s(Ys)− Ys|1 {Ys /∈D′s}d|K
′|s
]
.
Observing that E
(
sup
t<σ
|Y¯t|
q
)
= E
(
sup
0≤t≤T
|Y¯t∧σ |
q
)
, and putting t = 0 in (3.24) completes the proof of
Lemma 3.3.
In order to study the problem of existence of solutions of RBSDE (2.4), we shall first study the issue
of existence and uniqueness of local RBSDEs on closed random intervals. An existence and uniqueness
results as well as bounds of such RBSDEs are given in the next subsection.
3.2 Local RBSDE
3.2.1 A priori estimate
In this subsection, we give estimates for the solutions of local RBSDEs (2.6). We refrain from giving
the proofs of the following Lemmas, since they can be obtained respectively by mimicking the same
argumentation as in Lemmas 3.2 and 3.3 for q = 2.
Lemma 3.4 Assume (H1∗)–(H4∗) hold true. If (Y,Z, V,K −Kτ ) is a solution of (2.6) such that
supτ≤t≤σ |Yt| ∈ L
2 then there exists C > 0 depending only on the Lipschitz constant and T such that
E
(
sup
τ≤t≤σ
|Yt|
2 +
∫ σ
τ
‖Zs‖
2 ds+
∫ σ
τ
∫
U
|Vs(e)|
2λ(e)(ds) +
∫ σ
τ
dist(As, ∂Ds)d|K|s/Fτ
)
≤ CE
[
|ζ|2 + |A|2 +
∫ σ
τ
|f(s, 0, 0, 0)|2ds/Fτ
]
. (3.27)
Let D′ be another Fτ -measurable random convex set with nonempty interior, ζ
′ ∈ L2 be an Fσ-
measurable random variable such that ζ ′ ∈ D′ P -a.s. and there is an Fτ -measurable random variable
A′ ∈ L2 such that A′ ∈ IntD′. Consider the local RBSDE on [τ, σ] of the form
Y ′t = ζ +
∫ σ
t
f(s, Y ′s , Z
′
s, V
′
s ) ds −
∫ σ
t
Z ′s dWs
+K ′σ −K
′
t −
∫ σ
t
∫
U
V ′s (e)ν(de, ds), t ∈ [τ, σ]. (3.28)
21
Lemma 3.5 Let (Y,Z, V,K), (Y ′, Z ′, V ′,K ′) be solutions of (2.6) and (3.28) respectively, such that
Y, Y ′ ∈ S2. Set Y¯ = Y − Y ′, Z¯ = Z − Z ′, V¯ = V − V ′ and K¯ = K −K ′. If f satisfies (H3) then there
exists C > 0 depending only on the Lipschitz constant and T such that
E
(
sup
τ≤t≤σ
|Y¯t|
2 +
∫ σ
τ
‖Z¯s‖
2 ds+
∫ σ
τ
∫
U
|V¯s(e)|
2λ(e)(ds)/Fτ
)
≤ CE
(
|ξ¯|2 + sup
τ≤t≤σ
|ΠDt(Y
′
t )− Y
′
t | |K|
σ
τ + sup
τ≤t≤σ
|ΠD′t(Yt)− Yt| |K
′|στ /Fτ
)
.
Now we are able to state the main result of this subsection which is the existence and uniqueness of
solutions of local RBSDE (2.6), but we will need the following additional assumption:
There exists N ∈ N such that D ⊂ B(0, N). (3.29)
Theorem 3.6 Assume that (H1∗)−(H4∗) and (3.29) are satisfied. Then there exists a unique solution
(Y,Z, V,K) ∈ S2 ×Md,2 × L2 ×A2 of the RBSDE (2.6) in D.
Proof. The uniqueness follows immediately from Lemma 3.5. Let us now, prove the existence. To do
so we shall first consider the particular case where D is nonrandom, then we will treat the general case
where this time D is a random time-dependent convex domain.
The particular Case: D is fixed and nonrandom.
To prove the existence, we first assume that D is nonrandom, i.e., D = G, where G is some fixed convex
set with nonempty interior. Set g(s, ·, ·, ·) = f(s, ·, ·, ·)1[0,σ[(s). By [12, Theorem 2.1] there exists a
solution (Y,Z, V,K) of the following RBSDE in G
Yt = ζ +
∫ T
t
g(s, Ys, Zs, Vs) ds −
∫ T
t
Zs dWs +KT −Kt −
∫ T
t
∫
U
Vs(e)ν(de, ds), t ∈ [0, T ]. (3.30)
Moreover, since Yt = ζ, Zt = 0, Vt = 0 and KT = Kt for t ≥ σ, it is clear that for any τ ≤ σ the triple
(Y,Z, V,K −Kτ ) is also a solution of the local RBSDE (2.6) on [τ, σ].
The general case: D is random and time-dependent.
It is well known that in the space C ∩B(0, N) there exists a countable dense set {G1, G2, . . . } of convex
polyhedrons such that Gi ⊂ B(0, N), i ∈ N. Actually we have already shown in the first part of the
proof that, for each i ∈ N there exists a solution (Y i, Zi, V i,Ki) of the local RBSDE in Gi with terminal
value ζi = ΠGi(ζ). Set C
j
1 = {ρ(G1,D) ≤ 1/j} and
Cji = {ρ(Gi,D) ≤ 1/j, ρ(G1,D) > 1/j, . . . , ρ(G
j
i−1,D) > 1/j}, i = 2, 3, . . .
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Furthermore, for j ∈ N set
ζj =
∞∑
i=1
ΠGi(ζ)1Cji
, Dj =
∞∑
i=1
Gi1Cji
.
Since Cji ∈ Fτ for i ∈ N, (Y
j , Zj, V j,Kj) =
∑∞
i=1(Yi, Zi, Vi,Ki)1Cji
is a solution of the local RBSDE in
Dj with terminal value ζj. Set
Aj =
 A, if dist(A, ∂D) > 1/j,ai ∈ IntGi, if dist(A, ∂D) ≤ 1/j and Dj = Gi, i ∈ N,
and observe that |ζj| ≤ N and |Aj | ≤ N , j ∈ N. We will approximate (Y,Z, V,K) solution of RBSDE
(2.6) in D by (Y j, Zj , V j,Kj) solution of the following local RBSDE in Dj
Y jt = ζ +
∫ σ
t
f(s, Y js , Z
j
s , V
j) ds−
∫ σ
t
Zj,ns dWs −
∫ σ
t
∫
U
Vs(e)ν(de, ds) +K
j
σ −K
j
t , t ∈ [τ, σ]. (3.31)
By Lemma 3.4, we have the following estimates of the solutions
E
(
sup
τ≤t≤σ
|Y jt |
2 +
∫ σ
τ
‖Zjs‖
2 ds+
∫ σ
τ
∫
U
|V js (e)|
2λ(e)(ds)
)
≤ C
[
N2 + E
(∫ σ
τ
|f(s, 0, 0, 0)|2ds/Fτ
)]
,
and
E
(
|Kj |στ /Fτ
)
≤ C
(
inf
τ≤t≤σ
dist(Ajt , ∂D
j
t )
)−1 [
N2 + E
(∫ σ
τ
|f(s, 0, 0, 0)|2ds/Fτ
)]
. (3.32)
Since P(dist(A, ∂D) > 1/j) ↑ 1 and dist(Aj , ∂Dj) > dist(A, ∂D)− 1j if dist(A, ∂D) >
1
j , then
{E
(
|Kj |στ /Fτ
)
, j ∈ N} is bounded in probability. (3.33)
Next, we show that (Y j, Zj , V j,Kj) is a Cauchy sequence.
For any i, j ∈ N, we get by Lemma 3.5 that
E
(
sup
τ≤t≤σ
|Y jt − Y
j+i
t |
2 +
∫ σ
τ
‖Zjs − Z
j+i
s ‖
2ds+
∫ σ
τ
∫
U
|V js (e)− V
j+i(e)|2λ(e)(ds)/Fτ
)
≤ C
[
E
(
|ζj − ζj+i|2/Fτ
)
+ δ(Dj ,Dj+i)E
(
|Kj|στ + |K
j+i|στ /Fτ
)]
. (3.34)
Now, since for i ∈ N |ζj− ζj+i| < 2j and δ(D
j ,Dj+i) < 2j . As a by-product, combining (3.33) and (3.34)
then letting j and i goes to infinity yields that (Y j , Zj, V j,Kj) is a Cauchy sequence on [τ, σ] in the
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space S × P × L × Sc. Setting Y := lim
j→+∞
Y j , Z := lim
j→+∞
Zj and V := lim
j→+∞
V j such that
E
(
sup
τ≤t≤σ
|Y jt − Yt|
2 +
∫ σ
τ
‖Zjs − Zs‖
2ds+
∫ σ
τ
∫
U
|V js (e)− V (e)|
2λ(e)(ds)/Fτ
)
−→j→+∞ 0.
Moreover, by Lemma 3.4 the limit triple of processes (Y,Z, V ) satisfies the following
E
(
sup
τ≤t≤σ
|Yt|
2 +
∫ σ
τ
‖Zs‖
2 ds+
∫ σ
τ
∫
U
|Vs(e)|
2λ(e)(ds)/Fτ
)
< +∞.
Now, returning to RBSDE (3.31) satisfied by (Y j, Zj , V j), and using the above discussions, we deduce
that there exists a limit Kt such that Kt = lim
j→+∞
Kjt . That is,
E
(
sup
τ≤t≤σ
|Kjt −Kt|
2
)
= 0, as j goes to +∞.
Thus, since (Kjt )τ≤t≤σ is continuous then (Kt)τ≤t≤σ is continuous, and (Yt)τ≤t≤σ is ca`dla`g . Obviously,
(Y,Z, V,K) satisfies the following equation:
Yt = ζ +
∫ σ
t
f(s, Ys, Zs, Vs) ds −
∫ σ
t
Zs dWs +Kσ −Kt −
∫ σ
t
∫
U
Vs(e)ν(de, ds), t ∈ [τ, σ].
Next, since Y j ∈ Dj and δ(Djt ,Dt) ≤
1
j then
dist(Y jt ,Dt) ≤ dist(Y
j
t ,D
j
t ) +
1
j
.
Letting j → +∞, it follows that Y n ∈ D.
By Fatou’s Lemma and (3.32), we get by arguments already used that
{E (|K|στ /Fτ ) , j ∈ N} is bounded in probability. (3.35)
It remains to show that, for every (Ft)-adapted ca`dla`g process X with values in D, the following relation
holds ∫ σ
τ
〈Ys −Xs, dKs〉 ≤ 0. (3.36)
Clearly, for every (Ft)-adapted ca`dla`g process X with values in D
j, it holds that
〈Y jt −Xt, dK
j
t 〉 ≤ 0, t ∈ [τ, σ].
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Hence, we have that
∫ σ
τ 〈Y
j
t − Xt, dK
j
t 〉 ≤ 0. We can easily show that, by arguments used previously
that when letting j → +∞ we obtain that X ∈ D. Then, applying Lemma 5.8 in [3] when j goes to
+∞ yields that ∫ σ
τ
〈Y jt −Xt, dK
j
t 〉 →
∫ σ
τ
〈Yt −Xt, dKt〉.
Consequently, (3.36) follows. The proof of Theorem 3.6 is now complete.
Now, we are able to prove the main result of this section which is the existence of solution of RBSDE
(2.4) in D.
3.3 Proof of Theorem 3.1
We will first give the proof of existence and then the uniqueness one.
3.3.1 Existence
The proof of existence is performed in two steps. First we begin by proving the theorem under the
additional assumption (3.29), then in the second step we show how to dispense with it.
Step 1. Let D = {Dt; t ∈ [0, T ]} ∈ C such that t 7→ Dt is continuous with respect to the Hausdorff
metric δ. We make the additional assumption (3.29).
Let us define, for every j ∈ N, {Djt ; t ∈ [0, T ]} the discretization of {Dt; t ∈ [0, T ]} by setting
Djt =

D
σji−1
, t ∈ [σji−1, σ
j
i ), i = 1, . . . , kj − 1,
D
σj
kj
, t ∈ [σjkj , T ].
where
σj0 = 0 and σ
j
i =
(
σji−1 +
1
j
)
∧ T, i ∈ N.
By the continuity of t 7→ Dt, we get that
sup
t≤σj
kj
δ(Djt ,Dt)→ 0, P–a.s as j →∞.
Thus, for every ǫ > 0 letting j goes to infinity we obtain
P
(
sup
t≤T
δ(Djt ,Dt) > ǫ
)
≤ P
 sup
t≤σj
kj
δ(Djt ,Dt) > ǫ
+ 1
j
→ 0.
Consequently,
sup
t≤T
δ(Djt ,Dt)→ 0 in probability as j 7→ ∞. (3.37)
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Using (3.37) and assumption (H4), one can find a sufficiently decreasing sequence ηj ↓ 0 such that the
following sequence {λj} defined by
λj = inf{t; dist(At, ∂D
j
t ) < δj} ∧ T, j ∈ N,
such that P(λj < T ) → 0. By Lemma 2.4 and Theorem 3.6 for each j ∈ N there exists a solution
(Y j , Zj, V j,Kj) of RBSDE in the stopped time-dependent region Dj,λj = {D
j,λj
t = D
j
t∧λj
; t ∈ [0, T ]}
with terminal value ξj = Π
Dj
λj
(ξ). Set Ajt = A
λj
t , t ∈ [0, T ], and observe that inf
t≤T
dist(Ajt , ∂D
j
t ) ≥ δj > 0.
Since for any predictable locally bounded process H,(∫ ·
0
〈Hs, dA
j
s〉
)∗
T
=
(∫ ·
0
〈Hs, dAs〉
)∗
λj
,
it follows from Lemma 2.2 that there is c > 0 such that ‖Aj‖B2 ≤ c‖A‖B2 , j ∈ N. Hence, by Lemma
3.2, there exists C > 0 such that for every j ∈ N,
E
[
sup
0≤t≤T
|Y jt |
2 +
∫ T
0
‖Zjs‖
2 ds+
∫ T
0
∫
U
|V js (e)|
2λ(e)(ds) +
∫ T
0
dist(Ajs , ∂D
j
s) d|K
j |s
]
≤ C
[
E
(
|ξ|2 +
∫ T
0
|f(s, 0, 0, 0)|2 ds
)
+ ‖A‖2B2
]
.
For every ǫ > 0 there is M > 0, a stopping time σj ≤ T and j0 ∈ N such that for every j ≥ j0,
P(σj < T ) ≤ ǫ, |K
j|σj ≤M. (3.38)
Indeed, by (H4) there is β > 0 such that P
(
inf
t≤T
dist(At, ∂Dt) ≤ δ
)
≤ ǫ/4. On the other hand, by
(3.37), there is j0 such that for j ≥ j0, P
(
sup
t≤T
δ(Djt ,Dt) > β
)
≤ ǫ/4. Therefore for every j ≥ j0,
P
(
inf
t≤T
dist(Ajt , ∂D
j
t ) ≤ β
)
≤ P
(
inf
t≤T
dist(At, ∂Dt) ≤ 2β
)
+ P
(
sup
t≤T
δ(Djt ,Dt) > β
)
≤
ǫ
2
.
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Set c = C
(
E(N2+
∫ T
0 |f(s, 0, 0, 0)|
2 ds)+ ‖A‖2B2
)
, M = (2c)/(ǫβ) and σj = inf{t; |K
j |t > M}∧T . If we
set also σ = σj ∧ σj+k ∧ λj , then by Lemma 3.3,
E
(
sup
t<σ
|Y jt − Y
j+k
t |
2 +
∫ σ
0
‖Zjs − Z
j+k
s ‖
2 ds+
∫
U
∫ σ
0
|V js (e) − V
j+k
s (e)|
2λ(e)(ds)
)
≤ C
(
E(|Y jσ − Y
j+k
σ |
2 +
∫ σ
0
δ(Djs ,D
j+k
s ) d(|K
j |s + |K
j+k|s)
)
≤ C
(
E|ξj − ξj+k|2 + 2ǫN2 + 2M min
(
sup
s≤T
δ(Djs,D
j+k
s ), N
))
.
Since, lim
j 7→∞
sup
k
E|ξj − ξj+k|2 = 0 and by (3.37),
lim
j→∞
sup
k
Emin
(
sup
s≤T
δ(Djs,D
j+k
s ), N
)
= 0,
it follows that {(Y j , Zj, V j ,Kj)}j∈N is a Cauchy sequence in S ×M× L× Sc. Its limit (Y,Z, V,K) is
a solution of RBSDE (2.4).
Step 2. We will show how to dispense with assumption (3.29). Set λj = inf
{
t ≥ 0 : sup
s≤t
|As| > Nj
}
∧T ,
j ∈ N, where Nj ↑ ∞ and
Djt = D
λj
t ∩B(A
λj
t , Nj), t ∈ [0, T ].
Clearly Djt ⊂ B(0, 2Nj) and P(λj < T ) ≤ P(supt≤T |At| > Nj) ↓ 0. By Step 1 for each j ∈ N there
exists a solution (Y j, Zj , V j ,Kj) of RBSDE in {Djt ; t ∈ [0, T ]} with terminal value ξ
j = Π
Dj
T
(ξ). Set
Ajt = A
λj
t , t ∈ [0, T ].
Ajt =
 At, if t < τj,0, otherwise.
Since, by Lemma 2.2 there is c > 0 such that ‖Aj‖B2 ≤ c‖A‖B2 for j ∈ N, using Lemma 3.2 we obtain
E
(
sup
t≤T
|Y jt |
2 +
∫ T
0
‖Zjs‖
2 ds+
∫ T
0
∫
U
|V js (e)|
2λ(e)(ds) +
∫ T
0
dist(Ajs, ∂D
j
s) d|K
j |s
)
≤ C
(
E
(
|ξ|2 +
∫ T
0
|f(s, 0, 0, 0)|2 ds
)
+ ‖A‖B2
)
.
Set τj,k = inf{t; sups≤t |Y
j+k
s | > 2Nj} ∧ T for j, k ∈ N and observe that by Tschebyshev’s inequality,
P(τj,k < T ) ≤ P
(
sup
t≤T
|Y j+kt | > 2Nj
)
≤ (2Nj)
−2C
(
E
(
|ξ|2 +
∫ T
0
|f(s, 0, 0, 0)|2 ds
)
+ ‖A‖B2
)
,
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which implies that lim
j→∞
sup
k
P(τj,k < T ) = 0. Applying Lemma 3.3 for the stopping time τj,k yields that
E
(
sup
t<τj,k
|Y jt − Y
j+k
t |
q +
∫ τj,k
0
‖Zjs − Z
j+k
s ‖
q ds+
∫ τj,k
0
∫
U
|V js (e) − V
j+k
s (e)|
qλ(e)(ds)
)
≤ CE
(
|Y jτj,k − Y
j+k
τj,k
|q +
∫ τj,k
0
|Π
Djs
Y j+ks )− Y
j+k
s | d|K
j |s +
∫ τj,k
0
|Π
Dj+ks
(Y js )− Y
j
s | d|K
j+k|s
)
.
Since Y jt ∈ D
j+k
t for t ∈ [0, T ] and Y
j+k ∈ Djt for t < τj,k, we deduce from (3.39) that for q < 2,
E
(
sup
t<τj,k
|Y jt − Y
j+k|q +
∫ τj,k
0
‖Zjs − Z
j+k
s ‖
q ds+
∫ τj,k
0
∫
U
|V js (e)− V
j+k
s (e)|
qλ(e)(ds)
)
≤ CE|Y jτj,k − Y
j+k
τj,k
|q
≤ C
(
E|ξj − ξj+k|q1 {τj,k = T}+ E
[
|Y jτj,k − Y
j+k
τj,k
|q1 {τj,k < T}
])
≤ C
(
E|ξj − ξj+k|q +
(
E|Y jτj,k − Y
j+k
τj,k
|2
) q
2
(P{τj,k < T})
2−q
2
)
.
Hence, the following holds for q < 2,
lim
j 7→∞
sup
k
E
[
sup
t<σ
|Y jt − Y
j+k
t |
q
]
= 0,
from which we deduce that {(Y j, Zj , V j ,Kj)}j∈N is a Cauchy sequence in S ×M × L × Sc. Using
standard arguments, as in the proof of Theorem 3.6 one can show that its limit (Y,Z, V,K) is a solution
of RBSDE (2.4). This ends the proof of the existence part.
Remark 1 Mimicking the same argumentation as in Step 2 of the above proof, one can dispense
similarly with assumption (3.29) in the proof of Theorem 3.6. That is, one can show the existence of a
unique solution of RBSDE (2.6) in D under only (H1∗)− (H4∗).
Remark 2 As noticed in [8, Remark 3.9], one can use in Step 1 of the proof of Theorem 3.1, stopping
times σji defined as follows: For j ∈ N, σ
j
0 = 0 and
σji = (σ
j
i−1 + a
j
i ) ∧ T, i ∈ N,
where aji ∈ [
1
j ,
2
j ]. This is due to the fact that, even if we use this sequence of stopping times to define
the process Dj , then convergence (3.37) still holds true. This remark will be used in Section 4.
Next, we will show that the solution of RBSDE in D is unique under assumptions (H1)–(H4) made
on the data ξ, f and D.
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3.3.2 Uniquenesss
Let (Y,Z, V,K) and (Y ′, Z ′, V ′,K ′) be two solutions of RBSDE (2.4). Set, Y¯ = Y − Y ′, Z¯ = Z − Z ′,
V¯ = V − V ′ and K¯ = K −K ′. Then applying Itoˆ’s formula to |Y¯t|
2 we get
|Y¯t|
2 +
∫ T
t
‖Z¯s‖
2ds+
∫ T
t
∫
U
|V¯s|
2p(de, ds)
= 2
∫ T
t
〈Y¯s, f(s, Ys, Zs, Vs)− f(s, Y
′
s , Z
′
s, V
′
s )〉 ds − 2
∫ T
t
〈Y¯s, Z¯s dWs〉 (3.39)
−2
∫ T
t
∫
U
〈Y¯s−, V¯s(e)〉ν(de, ds) + 2
∫ T
t
〈Y¯s−, dK¯s〉.
Since K¯s is continuous, then it holds that:∫ T
t
〈Y¯s−, dK¯s〉 =
∫ T
t
〈Y¯s, dK¯s〉, a.s. (3.40)
On the other hand, inequality (2.5) leads to
∫ T
t
〈Y¯s, dK¯s〉 ≤ 0. (3.41)
Now, rearranging (3.39) in view of (3.40) and (3.41) then taking expectation leads to
E|Y¯t|
2 + E
∫ T
t
‖Z¯s‖
2ds+ E
∫ T
t
∫
U
|V¯s|
2λ(de)(ds)
≤ 2E
∫ T
t
〈Y¯s, f(s, Ys, Zs, Vs)− f(s, Y
′
s , Z
′
s, V
′
s )〉 ds,
since
∫ t
0 〈Y¯s, Z¯s dWs〉 and
∫ t
0
∫
U 〈Y¯s, V¯s(e)〉ν(de, ds) are uniformly integrable martingales. Next, using the
Lipschitz property of f we obtain
E
[
|Y¯t|
2 +
∫ T
t
‖Z¯s‖
2ds+
∫ T
t
∫
U
|V¯s|
2λ(de)(ds)
]
≤ 2CE
∫ T
t
|Y¯s|(|Y¯s|+ ‖Z¯s‖+ |V¯s|) ds
≤ (2C + Cα2 + Cβ2)E
∫ T
t
|Y¯s|
2 ds+
C
α2
E
∫ T
t
‖Z¯s‖
2ds+
C
β2
E
∫ T
t
∫
U
|V¯s|
2λ(de)(ds),
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where, α and β are nonnegative constants. Now, if we choose w.l.o.g that C
α2
= C
β2
= 12 , then it follows
that
E
[
|Y¯t|
2 +
1
2
∫ T
t
‖Z¯s‖
2ds+
1
2
∫ T
t
∫
U
|V¯s|
2λ(de)(ds)
]
≤ (2C + Cα2 + Cβ2)E
∫ T
t
|Y¯s|
2 ds.
Using Gronwall’s lemma and the right continuity of Y¯t we get that for every t ∈ [0, T ] Yt = Y
′
t .
Consequently, we have also that for every t ∈ [0, T ] Zt = Z
′
t and Vt = V
′
t a.s. Furthermore, by RBSDE
(2.4) we deduce that for every t ∈ [0, T ] Kt = K
′
t a.s., whence the uniqueness of the solution of RBSDE
(2.4). This completes the proof of the uniqueness part, as well as the proof of Theorem 3.1.
4 Approximation by penalization of solutions of RBSDE (2.4)
In this section we consider approximation of solutions of RBSDE (2.4) by the penalization method. The
approximation scheme is defined as follows:
For n ∈ N, we have
Y nt = ξ +
∫ T
t
f(s, Y ns , Z
n
s , V
n
s ) ds −
∫ T
t
Zns dWs
−
∫ T
t
∫
U
V ns (e)ν(de, ds) +K
n
T −K
n
t , (4.1)
where
Knt = −n
∫ t
0
(Y ns −ΠDs(Y
n
s )) ds, t ∈ [0, T ]. (4.2)
Note that Kn is a continuous process of locally bounded variation. In fact, setting as in Lemma 2.4,
some stopping times σ0 = 0 ≤ σ1 ≤ . . . ≤ σk+1 = T , and D
0,D1, . . . ,Dk some random closed convex
subsets of IRm with nonempty interiors such that Di is Fσi -measurable. Then, on any interval [σ
i−1, σi),
i = 1, . . . , k, the triplet (Y n, Zn, V n) is a solution of the classical BSDEs with Lipschitz coefficients of
the form
Y nt = ΠDσn,i (Y
n
σn,i) +
∫ σn,i
t
f(s, Y ns , Z
n
s , V
n
s ) ds −
∫ σn,i
t
Zns dWs
−
∫ σn,i
t
∫
U
V ns (e)ν(de, ds) − n
∫ σn,i
t
(Y ns −ΠDs(Y
n
s )) ds, t ∈ [σ
n,i−1, σn,i). (4.3)
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First, we give precise estimates for solutions of the penalized BSDE (4.1). Then, we will tackle the
problem of approximation of solutions of local RBSDEs of type (4.3), which is done in Subsection 5.2.
4.1 A priori estimate
Lemma 4.1 Assume (H1)–(H4). If (Y n, Zn, V n,Kn) is a solution of (4.1) such that Y n ∈ S2. Then,
there exists C > 0 depending only on the Lipschitz constants and T such that
E
[
sup
0≤t≤T
|Y nt |
2 +
∫ T
0
‖Zns ‖
2 ds+
∫ T
0
∫
U
|V ns (e)|
2λ(e)(ds)
+ sup
0≤t≤T
|Knt |
2 +
∫ T
0
dist(As ∂Ds) d|K
n|s
]
≤ C
[
E
(
|ξ|2 +
∫ T
0
|f(s, 0, 0, 0)|2 ds
)
+ ‖A‖2B2
]
.
Proof. The proof is obtained by repeating step by step arguments from the proof of Lemma 3.2. The
only difference lay in obtaining a similar estimate of (3.5). To be more precise, we have to show that
∫ t
0
〈Y ns −As, dK
n
s 〉 ≤ −
∫ t
0
dist(As, ∂Ds)d|K
n|s.
Note that by Lemma 2.1 (c) combined with (4.2), we get
∫ t
0
〈Y ns −As, dK
n
s 〉 = n
∫ t
0
〈Y ns −As, (ΠD(Y
n
s )− Y
n
s )〉 ds
≤ −n
∫ t
0
dist(As, ∂Ds)|ΠD(Y
n
s )− Y
n
s |
≤ −
∫ t
0
dist(As, ∂Ds)d|K
n|s, (4.4)
which shows the desired result.
Let D′ = {D′t, t ∈ [0, T ]} be another family of time-dependent convex domains with nonempty
interiors satisfying (H4) with some semimartingale A′. Let us consider RBSDE in D′ of the form
Y ′nt = ξ
′ +
∫ T
t
f(s, Y ′ns , Z
′n
s , V
′n
s ) ds−
∫ T
t
Z ′ns dWs
+K ′nT −K
′n
t −
∫ T
t
∫
U
V ′ns (e)ν(de, ds), (4.5)
where
K ′nt = −n
∫ t
0
(Y ′ns −ΠD′s(Y
′n
s )) ds, t ∈ [0, T ]. (4.6)
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Lemma 4.2 Let (Y n, Zn,Kn), (Y ′n, Z ′n,K ′n) be solutions of (4.1) and (4.5), respectively, such that
Y n, Y ′n ∈ S2. Set Y¯ n = Y n − Y ′n, Z¯n = Zn − Z ′n, V¯ n = V n − V ′n and K¯n = Kn −K ′n. If f satisfies
(H3) then for every q ∈ (1, 2] there exists a constant C > 0 depending only on the Lipschitz constant
and T such that for every stopping time σ such that 0 ≤ σ ≤ T , we have
E
(
sup
t<σ
|Y¯ nt |
q +
∫ σ
0
|Y¯ ns |
q−21 {Y¯ ns 6=0}‖Z¯
n
s ‖
2 ds +
∫ σ
0
∫
U
|Y¯ ns−|
q−21 {Y¯ ns− 6=0}|V¯
n
s (e)|
2λ(e)(ds)
)
≤ CE
(
|Y¯ nσ |
q +
∫ σ
0
|Y¯ ns |
q−2|ΠDs(ΠD′s(Y
′n
s ))−ΠD′s(Y
′n
s )| d|K
n|s
+
∫ σ
0
|Y¯ ns |
q−2|ΠD′s(ΠDs(Y
n
s ))−ΠDs(Y
n
s )| d|K
′n|s
)
Proof. The proof can be obtained by repeating step by step the proof of Lemma 3.3 except for an
analogue of (3.22) which is the only difference. In fact, it suffices to apply Corollary 2.1 to |Y¯ n|q for
q ∈ (1, 2], to obtain
|Y¯ nt∧σ |
q +
q(q − 1)
2
∫ σ
t∧σ
|Y¯ ns |
q−21 {Y¯ ns 6=0}‖Z¯
n
s ‖
2ds+
q(q − 1)
2
∫ σ
t∧σ
∫
U
|Y¯ ns−|
q−21 {Y¯ ns− 6=0}|V¯s|
2p(de, ds)
≤ |Y¯ nσ |
q + q
∫ σ
t∧σ
|Y¯ ns |
q−1〈sgn(Y¯ ns ), f(s, Y
n
s , Z
n
s , V
n
s )− f(s, Y
′n
s , Z
′n
s , V
′n
s )〉 ds
−q
∫ σ
t∧σ
|Y¯ ns |
q−1〈sgn(Y¯ ns ), Z¯
n
s dWs〉 − q
∫ σ
t∧σ
∫
U
|Y¯ ns−|
q−1〈sgn(Y¯ ns−), V¯
n
s (e)〉ν(de, ds) (4.7)
+q
∫ σ
t∧σ
|Y¯ ns |
q−1〈sgn(Y¯ ns ), dK¯
n
s 〉.
Note that, ∫ σ
t∧σ
|Y¯ ns |
q−1〈sgn(Y¯ ns ), dK¯
n
s 〉 =
∫ σ
t∧σ
|Y¯ ns |
q−21 {Y ns 6=Y ′ns }〈Y¯
n
s , dK¯
n
s 〉. (4.8)
Now, we focus on the last term of the right hand side of the above inequality. Actually, we have to show
that
〈Y¯ ns , dK¯
n
s 〉
≤ |ΠDs(ΠD′s(Y
′n
s ))−ΠD′s(Y
′n
s )|d|K
n|s + |ΠD′s(ΠDs(Y
n
s ))−ΠDs(Y
n
s )|d|K
′n|s.
Note that, the above estimate is an analogue of (3.22). To see this, we first observe that
〈Y¯ ns , dK¯
n
s 〉 = 〈Y¯
n
s −ΠDs(Y
n
s ) + ΠD′s(Y
′n
s ), dK¯
n
s 〉︸ ︷︷ ︸
≤0
+〈ΠDs(Y
n
s )−ΠD′s(Y
′n
s ), dK¯
n
s 〉
≤ 〈ΠDs(Y
n
s )−ΠD′s(Y
′n
s ), dK¯
n
s 〉, (4.9)
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because
〈Y¯ ns −ΠDs(Y
n
s ) + ΠD′s(Y
′n
s ), dK¯
n
s 〉
= −n〈Y¯ ns −ΠDs(Y
n
s ) + ΠD′s(Y
′n
s ), Y¯
n
s −ΠDs(Y
n
s ) + ΠD′s(Y
′n
s )〉 ds
= −n|Y¯ ns −ΠDs(Y
n
s ) + ΠD′s(Y
′n
s )|
2 ds ≤ 0.
But,
〈ΠDs(Y
n
s )−ΠD′s(Y
′n
s ), dK¯
n
s 〉 = 〈ΠDs(Y
n
s )−ΠD′s(Y
′n
s ), dK
n
s 〉+ 〈ΠDs(Y
n
s )−ΠD′s(Y
′n
s ),−dK
′n
s 〉. (4.10)
By Lemma 2.1(b),
〈ΠDs(Y
n
s )−ΠD′s(Y
′n
s ), dK
n
s 〉
= −n〈ΠDs(Y
n
s )−ΠDs(ΠD′s(Y
′n
s )), Y
n
s −ΠDs(Y
n
s )〉 ds + 〈ΠDs(ΠD′s(Y
′n
s ))−ΠD′s(Y
′n
s ), dK
n
s 〉
≤ 〈ΠDs(ΠD′s(Y
′n
s ))−ΠD′s(Y
′n
s ), dK
n
s 〉. (4.11)
Treating 〈ΠDs(Y
n
s )−ΠD′s(Y
′n
s ),−dK
′n
s 〉 similarly, then combining the estimate obtained together with
(4.9), (4.10) as well as (4.11), we obtain the following relation
〈Y¯ ns , dK¯
n
s 〉
≤ |ΠDs(ΠD′s(Y
′n
s ))−ΠD′s(Y
′n
s )|d|K
n|s + |ΠD′s(ΠDs(Y
n
s ))−ΠDs(Y
n
s )|d|K
′n|s, (4.12)
which is the desired result. The details of the rest of the proof are left for the reader.
4.2 Local RBSDEs
In this subsection, we will approximate solutions of local RBSDE (2.6) by the penalized scheme defined
below.
Let τ, σ be stopping times such that 0 ≤ τ ≤ σ ≤ T , and D an Fτ -measurable random convex set with
nonempty interior and let ζ ∈ L2 be an Fσ-measurable random variable. We consider equations of the
form
Y nt = ζ +
∫ σ
t
f(s, Y ns , Z
n
s , V
n
s ) ds−
∫ σ
t
Zns dWs+K
n
σ −K
n
t −
∫ σ
t
∫
U
V ns (e)ν(de, ds), t ∈ [τ, σ], (4.13)
where
Knt = −n
∫ t
τ
(Y ns −ΠDs(Y
n
s )) ds, t ∈ [τ, σ]. (4.14)
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Next, we establish a priori estimates for the solutions of local BSDEs (4.13). We refrain from giving
the proofs of the following Lemmas, since they can be obtained respectively by mimicking the same
argumentation as in Lemmas 4.1 and 4.2.
Lemma 4.3 Assume (H1∗)–(H4∗) hold. If (Y n, Zn, V n,Kn −Knτ ) is a solution of (4.13) such that
supτ≤t≤σ |Y
n
t | ∈ L
2 then there exists C > 0 depending only on the Lipschitz constant and T such that
E
(
sup
τ≤t≤σ
|Y nt |
2 +
∫ σ
τ
‖Zns ‖
2 ds+
∫ σ
τ
∫
U
|V ns (e)|
2λ(e)(ds) +
∫ σ
τ
dist(As, ∂Ds)d|K
n|s/Fτ
)
≤ CE
[
|ζ|2 + |A|2 +
∫ σ
τ
|f(s, 0, 0, 0)|2ds/Fτ
]
.
Let D′ be another family of Fτ -measurable random convex set with nonempty interior and let ζ
′ ∈ L2
be an Fσ-measurable random variable. We consider equations of the form
Y ′nt = ζ+
∫ σ
t
f(s, Y ′ns , Z
′n
s , V
′n
s ) ds−
∫ σ
t
Z ′ns dWs+K
′n
σ −K
′n
t −
∫ σ
t
∫
U
V ′ns (e)ν(de, ds), t ∈ [τ, σ], (4.15)
where
K ′nt = −n
∫ t
τ
(Y ′ns −ΠD′s(Y
′n
s )) ds, t ∈ [τ, σ].
Lemma 4.4 Let (Y n, Zn, V n,Kn), (Y ′n, Z ′n, V ′n,K ′n) be solutions of (4.13) and (4.15), respectively,
such that Y n, Y ′n ∈ S2. Set Y¯ n = Y n − Y ′n, Z¯n = Zn − Z ′n, V¯ n = V n − V ′n and K¯n = Kn −K ′n. If
f satisfies (H3) then there exists C > 0 depending only on the Lipschitz constant and T such that
E
(
sup
τ≤t≤σ
|Y¯ nt |
2 +
∫ σ
τ
‖Z¯ns ‖
2 ds+
∫ σ
τ
∫
U
|V¯ ns (e)|
2λ(e)(ds)/Fτ
)
≤ CE
(
|ξ¯|2 + sup
τ≤t≤σ
|ΠDt(ΠD′t(Y
′n
t ))−ΠD′t(Y
′n
t )| |K
n|στ
+ sup
τ≤t≤σ
|ΠD′t(ΠDt(Y
n
t ))−ΠDt(Y
n
t )| |K
′n|στ /Fτ
)
.
Next, we state a result on approximation of local RBSDE (2.6) by the penalized BSDE (4.13).
Proposition 4.5 Assume that (H1∗)−(H4∗) and (3.29) are in force. Let (Y n, Zn, V n,Kn) be solution
of the penalized BSDE (4.13), and (Y,Z, V,K) the unique solution of the local RBSDE (2.6). Then the
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followings convergence hold
sup
τ≤t≤σ
|Yt − Y
n
t |
2 →P 0,
∫ σ
τ
‖Zs − Z
n
s ‖
2 ds→P 0,
∫ σ
τ
∫
U
|Vs(e)− V
n(e)|2λ(e)(ds)→P 0, (4.16)
and
sup
τ≤t≤σ
|Kt −K
n
t |
2 →P 0. (4.17)
Proof. To prove these convergence, we shall first consider the particular case where D is nonrandom,
then we will treat the general case where this time D is a random time-dependent convex domain.
The particular Case: D is fixed and nonrandom.
We first assume that D is nonrandom, i.e. D = G, where G is some fixed convex set with nonempty in-
terior. Set g(s, ·, ·, ·) = f(s, ·, ·, ·)1[0,σ[(s). By [12, Theorem 2.1] there exists a solution (Y
n, Zn, V n,Kn)
of the following RBSDE in G
Y nt = ζ+
∫ T
t
g(s, Y ns , Z
n
s , V
n
s ) ds−
∫ T
t
Zns dWs+K
n
T −K
n
t −
∫ T
t
∫
U
V ns (e)ν(de, ds), t ∈ [0, T ]. (4.18)
Moreover, (Y n, Zn, V n,Kn) converge to (Y,Z, V,K) in S2 ×Md,2 × L2 × S2c as n goes to ∞, where
(Y,Z, V,K) is solution of the following RBSDE in G
Yt = ζ +
∫ T
t
g(s, Ys, Zs, Vs) ds −
∫ T
t
Zs dWs +KT −Kt −
∫ T
0
∫
U
Vs(e)ν(de, ds), t ∈ [0, T ].
Furthermore, since Y nt = Yt = ζ, Z
n
t = Zt = 0, V
n
t = Vt = 0 and K
n
T = K
n
t for t ≥ σ, it is clear that for
any τ ≤ σ the triple (Y n, Zn, V n,Kn −Knτ ) is also a solution of the local RBSDE (4.13) on [τ, σ]. We
deduce also that (Y n, Zn, V n,Kn) converge in S2 ×Md,2 × L2 × S2c as n goes to ∞, to the solution of
the local RBSDE on [τ, σ] and which has the following form
Yt = ζ +
∫ σ
t
f(s, Ys, Zs, Vs) ds −
∫ σ
t
Zs dWs +Kσ −Kt −
∫ σ
t
∫
U
Vs(e)ν(de, ds), t ∈ [τ, σ].
The general case: D is random and time-dependent.
It is well known that in the space C ∩ B(0, N) there exists a countable dense set {G1, G2, . . . } of
convex polyhedrons such that Gi ⊂ B(0, N), i ∈ N. By what has already been proved for each i ∈ N
there exists a solution (Yi, Zi, Vi,Ki) of the local RBSDE in Gi with terminal value ζi = ΠGi(ζ). Set
Cj1 = {ρ(G1,D) ≤ 1/j} and
Cji = {ρ(Gi,D) ≤ 1/j, ρ(G1,D) > 1/j, . . . , ρ(G
j
i−1,D) > 1/j}, i = 2, 3, . . .
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Furthermore, for j ∈ N set
ζj =
∞∑
i=1
ΠGi(ζ)1Cji
, Dj =
∞∑
i=1
Gi1Cji
.
Since Cji ∈ Fτ for i ∈ N, (Y
j , Zj, V j,Kj) =
∑∞
i=1(Yi, Zi, Vi,Ki)1Cji
is a solution of the local RBSDE in
Dj with terminal value ζj. Set
Aj =
 A, if dist(A, ∂D) > 1/j,ai ∈ IntGi, if dist(A, ∂D) ≤ 1/j and Dj = Gi, i ∈ N,
and observe that |ζj | ≤ N and |Aj | ≤ N , j ∈ N. We will approximate (Y n, Zn, V n,Kn) solution of
RBSDE (4.13) in D by (Y j,n, Zj,n, V j,n,Kj,n) solution of the following local BSDE on Dj
Y j,nt = ζ +
∫ σ
t
f(s, Y j,ns , Z
j,n
s , V
j,n) ds−
∫ σ
t
Zj,ns dWs −
∫ σ
t
∫
U
Vs(e)ν(de, ds) +K
j,n
σ −K
j,n
t , t ∈ [τ, σ],
(4.19)
where
Kj,nt = −n
∫ t
τ
(Y j,ns −ΠDj (Y
j,n
s )) ds, t ∈ [τ, σ]. (4.20)
By Lemma 4.3, we have the following estimates of the solutions
E
(
sup
τ≤t≤σ
|Y j,nt |
2 +
∫ σ
τ
‖Zj,ns ‖
2 ds+
∫ σ
τ
∫
U
|V j,ns (e)|
2λ(e)(ds)
)
≤ C
[
N2 + E
(∫ σ
τ
|f(s, 0, 0, 0)|2ds/Fτ
)]
,
and
E
(
|Kj,n|στ /Fτ
)
≤ C
(
inf
τ≤t≤σ
dist(Ajt , ∂D
j
t )
)−1 [
N2 + E
(∫ σ
τ
|f(s, 0, 0, 0)|2ds/Fτ
)]
. (4.21)
Using the first part of the proof we have that, for every j ∈ N
(Y j,n, Zj,n, V j,n,Kj,n)→ (Y j, Zj , V j ,Kj) in S ×M×L× Sc as n→∞, (4.22)
where (Y j , Zj, V j,Kj) is solution of the local RBSDE in Dj with terminal value ξj.
Since P(dist(A, ∂D) > 1/j) ↑ 1 and dist(Aj , ∂Dj) > dist(A, ∂D)− 1j if dist(A, ∂D) >
1
j , then
{E
(
|Kj,n|στ /Fτ
)
, j ∈ N} is bounded in probability. (4.23)
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By Lemma 4.4, we have
E
(
sup
τ≤t≤σ
|Y nt − Y
j,n
t |
2 +
∫ σ
τ
‖Zns − Z
j,n
s ‖
2ds+
∫ σ
τ
∫
U
|V ns (e)− V
j,n(e)|2λ(e)(ds)/Fτ
)
≤ C
[
E
(
|ζ − ζj|2/Fτ
)
+ δ(D,Dj)E
(
|Kn|στ + |K
j,n|στ /Fτ
)]
≤ C
[ 4
j2
+
2
j
E
(
|Kn|στ + |K
j,n|στ /Fτ
)]
, (4.24)
since |ζj − ζj+i| < 2j and δ(D
j ,Dj+i) < 2j . By Lemma 4.3, we have
E (|Kn|στ /Fτ ) ≤ C
(
inf
τ≤t≤σ
dist(At, ∂Dt)
)−1 [
N2 + E
(∫ σ
τ
|f(s, 0, 0, 0)|2ds/Fτ
)]
. (4.25)
Having in mind that, on the set {dist(A, ∂D) > 1j } we have that dist(A
j , ∂Dj) > dist(A, ∂D)− 1j . This
implies that inf
τ≤t≤σ
dist(Ajt , ∂D
j
t )) > inf
τ≤t≤σ
dist(At, ∂Dt))−
1
j
. Then, combining the above with estimate
(4.21) yields that
E
(
|Kj,n|στ /Fτ
)
≤ C
(
inf
τ≤t≤σ
dist(At, ∂Dt)−
1
j
)−1 [
N2 + E
(∫ σ
τ
|f(s, 0, 0, 0)|2ds/Fτ
)]
. (4.26)
Since P(dist(A, ∂D) > 1/j) ↑ 1, then combining (4.24) together with (4.25) and (4.26) yields, for every
ǫ > 0
lim
j 7→∞
lim sup
n 7→∞
P
[
E
(
sup
τ≤t≤σ
|Y nt − Y
j,n
t |
2 +
∫ σ
τ
‖Zns − Z
j,n
s ‖
2 ds
+
∫ σ
τ
∫
U
|V ns (e) − V
j,n(e)|2λ(e)(ds) | Fτ
)
≥ ε
]
= 0. (4.27)
On the other hand, noting that by Theorem 3.6 the following convergence holds
(Y j, Zj , V j ,Kj)→ (Y,Z, V,K) in S ×M×L× Sc as j 7→ ∞. (4.28)
Finally, using (4.22) and (4.27) as well as (4.28) ends the proof.
Proposition 4.6 Assume (H1∗)–(H4∗). Let 0 = σ0 ≤ σ1 ≤ · · · ≤ σk+1 = T be stopping times and
let D0,D1, . . . ,Dk be random closed convex subsets in IRm such that Di is Fσi-measurable and there
is m ∈ N such that Di ⊂ B(0, N), i = 1, . . . , k. Let (Y,Z, V,K) be a unique solution of RBSDE (2.4)
in {Dt; t ∈ [0, T ]} such that Dt = Di−1, t ∈ [σi−1, σi[, i = 1, . . . , k + 1, and let (Y n, Zn, V n,Kn) be a
solution of (4.1). Then
(Y n, Zn, V n,Kn)→ (Y,Z, V,K) in S ×M×L× Sc.
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Proof. By Proposition 4.5 we have the following relations
sup
σk≤t≤T
|Y nt − Yt| →P 0,
∫ T
σk
‖Zns − Zs‖
2 ds→P 0,
∫ T
σk
∫
U
|Vs(e)− V
n(e)|2λ(e)(ds)→P 0
and
sup
σk≤t≤T
∣∣∣∣n ∫ t
σk
(Y ns −ΠDk(Y
n
s )) ds − (Kt −Kσk)
∣∣∣∣→P 0.
Since
Y nσk =
 ΠDk−1(Y nσk), if dist(Dk,Dk−1) > 1/n , n ≥ N,Y nσk , otherwise,
it is clear that Y nσk →P ΠDk−1(Yσk) = Yσk .
Similarly, if Y nσi → Yσi for i = k, k − 1, . . . , 1 then by Proposition 4.5,
sup
σi−1≤t≤σi
|Y nt − Yt| →P 0,
∫ σi
σi−1
‖Zns − Zs‖
2 ds→P 0,
∫ σi
σi−1
∫
U
|Vs(e)− V
n(e)|2λ(e)(ds)→P 0,
and
sup
σi−1≤t≤σi
∣∣∣∣∣n
∫ t
σi−1
(Y ns −ΠDk(Y
n
s )) ds − (Kt −Kσi−1)
∣∣∣∣∣→P 0.
Consequently, Y nσi−1 →P ΠDi−2(Yσi−1) = Yσi−1 for i ≥ 2. Using backward induction completes the proof.
Next, we give the main result of this section.
4.3 Main result
Theorem 4.7 Assume (H1)–(H4). Let (Y n, Zn, V n,Kn) be a sequence of solutions of (4.1), and let
(Y,Z, V,K) be the unique solution of RBSDE (2.4). Then, the following convergence holds
(Y n, Zn, V n,Kn)→P (Y,Z, V,K) in S ×M×L× Sc. (4.29)
Proof. The proof is performed in two steps.
Step 1. As in the proof of Theorem 3.1 we first assume additionally that (3.29) is satisfied. For j ∈ N
set σj,0 = 0 and
σji = (σ
j
i−1 + a
j
i ) ∧ T, i ∈ N,
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where aji ∈ [
1
j ,
2
j ] is a constant chosen via the following procedure. Suppose that τ ≡ σ
j
i−1 is such that
τ + 1j < T . By Lemma 4.1 there is c > 0 such that, for every n ∈ N
∫ 2/j
0
E(dist(Aτ+s, ∂Dτ+s)|Y
n
τ+s −ΠDτ+s(Y
n
τ+s)| ds ≤ E
∫ T
0
dist(As, ∂Ds)|Y
n
s −ΠDs(Y
n
s )| ds
≤ cn−1.
Therefore we can find s ∈ [1/j, 2/j], which we denote by aji , such that E(dist(Aτ+s, ∂Dτ+s)|Y
n
τ+s −
ΠDτ+s(Y
n
τ+s)| → 0 as n → ∞. Since dist(Aτ+s, ∂Dτ+s) > 0, Y
n
τ+s − ΠDτ+s(Y
n
τ+s) →P 0 for s = a
j
i . It
follows that the stopping times σji have the property that
Y nσj,i−1+ai,j −ΠDσj
i−1
+a
j
j
(Y n
σji−1+a
j
j
)→P 0, j, i ∈ N. (4.30)
Now let us define Dj = {Djt ; t ∈ [0, T ]}, ξ
j , Aj = {Ajt ; t ∈ [0, T ]} as in Step 1 of the proof Theorem 3.1,
so we have |ξj | ≤ N and |Ajt | ≤ N , j ∈ N. Let (Y
j,n, Zj,n,Kj,n) denote the solution of the BSDE
Y j,nt = ξ
j+
∫ T
t
f(s, Y j,ns , Z
j,n
s , V
j,n
s ) ds−
∫ T
t
Zj,ns dWs−
∫ T
t
∫
U
V j,ns (e)ν(de, ds)+K
j,n
T −K
j,n
t , t ∈ [0, T ],
(4.31)
where
Kj,nt = −n
∫ t
0
(Y j,ns −ΠDjs(Y
j,n
s )) ds, t ∈ [0, T ].
By Proposition 4.6, we deduce that for any j ∈ N
(Y j,n, Zj,n, V j,n,Kj,n)→ (Y j, Zj , V j ,Kj) in S ×M×L× Sc, (4.32)
where (Y j, Zj , V j ,Kj) is a solution of RBSDE in Dj with terminal value ξj . By Lemma 4.1, there
exists a positive constant C > 0 such that for j, n ∈ N
E
[
sup
0≤t≤T
|Y j,nt |
2 +
∫ T
0
‖Zj,ns ‖
2 ds+
∫ T
0
∫
U
|V j,ns (e)|
2λ(e)(ds)
+ sup
0≤t≤T
|Kj,nt |
2 +
∫ T
0
dist(Ajs , ∂D
j
s) d|K
j,n|s
]
≤ C
[
E
(
N2 +
∫ T
0
|f(s, 0, 0, 0)|2 ds
)
+ ‖A‖2B2
]
.
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Consequently, by the same arguments as in the proof of Theorem 3.1 we deduce that for every ǫ > 0
there exist M > 0, stopping times σnj ≤ T and j0 ∈ N such that for every j ≥ j0 and n ∈ N,
P(σnj < T ) ≤ ǫ, |K
j,n|σnj ≤M. (4.33)
Similarly, by Lemma 4.1 we show that for every ǫ > 0 there exist M > 0 and stopping times τn ≤ T
such that for every n ∈ N,
P(τn < T ) ≤ ǫ, |Kn|τn ≤M. (4.34)
Hence, using Lemma 4.2 for σ = σnj ∧ τ
n and q = 2, we obtain
E
(
sup
t<σnj ∧τ
n
|Y j,nt − Y
n
t |
2 +
∫ σnj ∧τn
0
‖Zj,ns − Z
n
s ‖
2 ds+
∫ σnj ∧τn
0
∫
U
|V ns (e) − V
j,n(e)|2λ(e)(ds)
)
≤ C
(
E(|Y j,nσnj ∧τn
− Y nσnj ∧τn |
2 +
∫ σnj ∧τn
0
δ(Djs ,Ds) d(|K
j,n|s + |K
n|s)
)
≤ CE
(
|ξj − ξ|2 + 2ǫN2 + 2M min
(
sup
s≤T
δ(Djs ,Ds), N
))
.
Since limj→∞ sup
k
E|ξj − ξ|2 = 0 and E supt≤T δ(D
j
t ,Dt)→ 0 thanks to (3.29), (3.37) as well as Remark
2. Then, we deduce that
lim
j 7→∞
lim sup
n→∞
E
(
sup
τ≤t≤σnj ∧τ
n
|Y nt − Y
j,n
t |
2 +
∫ σnj ∧τn
τ
‖Zns − Z
j,n
s ‖
2 ds
+
∫ σnj ∧τn
τ
∫
U
|V ns (e) − V
j,n(e)|2λ(e)(ds)
)
≤ 2CǫN2. (4.35)
Furthermore, by the Step 1 of the proof of Theorem 3.1 and Remark 2,
(Y j, Zj , V j,Kj)→P (Y,Z, V,K) in S ×M×L× Sc, (4.36)
where (Y,Z, V,K) is the unique solution of (2.4). Combining (4.32) with (4.35) and (4.36) we conclude
that (Y n, Zn, V n,Kn)→P (Y,Z, V,K) in S ×M×L× Sc under the additional assumption (3.29).
Step 2. In the general case we will use arguments from Step 2 of the proof of Theorem 3.1. Let Nj , λj ,
Dj = {Djt ; t ∈ [0, T ]}, ξ
j , Aj = {Ajt ; t ∈ [0, T ]} be defined as in that step. Note that D
j
t ⊂ B(0, 2Nj).
Let (Y j,n, Zj,n,Kj,n) be a solution of (4.31). From the first part of the proof we know that for each
j ∈ N,
(Y j,n, Zj,n, V j,n,Kj,n)→ (Y˜ j, Z˜j , V˜ j , K˜j) in S ×M×L× Sc, (4.37)
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where (Y˜ j, Z˜j , V˜ j , K˜j) is a solution of RBSDE in Dj with terminal value ξj . By Lemma 4.1, there
exists a positive constant C > 0 such that for j, n ∈ N
E
[
sup
0≤t≤T
|Y j,nt |
2 +
∫ T
0
‖Zj,ns ‖
2 ds+
∫ T
0
∫
U
|V j,ns (e)|
2λ(e)(ds)
+ sup
0≤t≤T
|Kj,nt |
2 +
∫ T
0
dist(Ajs , ∂D
j
s) d|K
j,n|s
]
≤ C
[
E
(
N2j +
∫ T
0
|f(s, 0, 0, 0)|2 ds
)
+ ‖A‖2B2
]
.
Set τj,n = inf{t; sups≤t |Y
j,n
s | > 2Nj} ∧ T for j, k ∈ N and observe that by Chebyshev’s inequality,
P(τj,k < T ) ≤ P
(
sup
t≤T
|Y j,nt | > 2Nj
)
≤ (2Nj)
−2C
(
E
(
|ξj |2 +
∫ T
0
|f(s, 0, 0, 0)|2 ds
)
+ |‖A‖H2
)
,
which implies that limj→∞ sup
k
P(τj,n < T ) = 0. Applying Lemma 3.3 for the stopping time τj,n ∧ λj ,
yields that
E
(
sup
t<τj,n∧λj
|Y nt − Y
j,n
t |
q +
∫ τj,n∧λj
0
‖Zns − Z
j,n
s ‖
q ds +
∫ τj,n∧λj
0
∫
U
|V ns (e) − V
j,n
s (e)|
qλ(e)(ds)
)
≤ CE
(
|Y nτj,n∧λj − Y
j,n
τj,n∧λj
|q +
∫ τj,n∧λj
0
|Π
Djs
Y j,ns )− Y
j,n
s | d|K
n|s +
∫ τj,n∧λj
0
|Π
Djs
(Y ns )− Y
n
s | d|K
j,n|s
)
.
(4.38)
Since Y nt ∈ B(0, 2Nj) for t < τj,n ∧ λj , we may and will assume that D
j,τj,n∧λj = Dτj,n∧λj . Therefore,
we deduce from (4.38) that for q < 2,
E
(
sup
t<τj,n∧λj
|Y nt − Y
j,n|q +
∫ τj,n∧λj
0
‖Zns − Z
j,n
s ‖
q ds+
∫ τj,n∧λj
0
∫
U
|V ns (e)− V
j,n
s (e)|
qλ(e)(ds)
)
≤ CE|Y nτj,n∧λj − Y
j,n
τj,n∧λj
|q
≤ C
(
E|ξ − ξj |q1 {τj,n∧λj=T} + E
[
|Y nτj,n∧λj − Y
j,n
τj,n∧λj
|q1 {τj,n∧λj<T}
])
≤ C
(
E|ξ − ξj|q + E
(
|Y nτj,n∧λj − Y
j,n
τj,n∧λj
|2
) q
2
(
P [τj,n ∧ λj < T ]
) 2−q
2
)
.
Thus, the following holds for q < 2
lim
j→∞
sup
n
E
[
sup
t<τj,n∧λj
|Y nt − Y
j,n
t |
q
]
= 0.
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As a by product, we get that for every ε > 0,
lim
j→∞
lim sup
n→∞
P
(
sup
0≤t≤T
|Y nt − Y
j,n
t |+
∫ T
0
‖Zns − Z
j,n
s ‖
2 ds
+
∫ T
0
∫
U
|V ns (e)− V
j,n(e)|2λ(e)(ds) > ε
)
= 0. (4.39)
On the other hand, note that by Step 2 of the proof of Theorem 3.1 the following convergence holds
(Y˜ j , Z˜j, V˜ j, K˜j)→P (Y,Z, V,K) in S ×M×L× Sc as j →∞, (4.40)
where (Y,Z, V,K) is the unique solution of RBSDE (2.4). Finally, using (4.39) and (4.37) together with
(4.40) we deduce convergence (4.29), which completes the proof of Theorem 4.7.
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