SUMMARY This paper analytically formulates both the optimal quantization noise allocation ratio and the coding gain of the two-dimensional morphological Haar wavelet transform. The two-dimensional morphological Haar wavelet transform has been proposed as a nonlinear wavelet transform. It has been anticipated for application to nonlinear transform coding. To utilize a transformation to transform coding, both the optimal quantization noise allocation ratio and the coding gain of the transformation should be derived beforehand regardless of whether the transformation is linear or nonlinear. The derivation is crucial for progress of nonlinear transform image coding with nonlinear wavelet because the two-dimensional morphological Haar wavelet is the most basic nonlinear wavelet. We derive both the optimal quantization noise allocation ratio and the coding gain of the two-dimensional morphological Haar wavelet transform by introducing appropriate approximations to handle the cumbersome nonlinear operator included in the transformation. Numerical experiments confirmed the validity of formulations.
Introduction
Wavelet transform is an important concept that provides a unified interpretation among filter bank, multi-resolution analysis, and time-frequency analysis [1] - [4] . A wavelet transform is constructed by defining a certain linear mapping from a linear space to its subspace. Recently, Goutsias and Heijmans [5] , [6] systematized a nonlinear multiresolution analysis based on a nonlinear mapping. In addition, they constructed the morphological Haar wavelet transform (MHWT) using two nonlinear operators: maximal and minimal value selectors. They actually proposed both oneand two-dimensional MHWT; they insisted upon the applicability of two-dimensional MHWT to nonlinear transform coding of images.
Linear wavelet transforms are very useful for transform image coding as evidenced by its use as a global standard in MPEG-4 image coding [7] . Two problems should be solved to apply a transformation to transform coding. One problem is determination of the optimal ratio of quantization noise allocated into an image of the transformation. In † † The author is with the Graduate School of Engineering, Gifu University, Gifu-shi, 501-1193 Japan.
a) E-mail: yokota@info.gifu-u.ac.jp DOI: 10.1093/ietisy/e88-d. 3.636 this paper, we use image in two senses: image by mapping or transformation, as often used in mathematics, and image as a two-dimensional signal. Quantization with the optimal quantization ratio (OQR) provides maximal coding performance in transform coding using the transformation. The second problem is to determine the coding gain (CG) of the transformation. CG is useful because it represents the expected maximal coding performance in transform coding using transformation for a given coding object [8] . Therefore, both OQR and CG have been formulated for various transforms, such as arbitrary orthogonal transform [8] , arbitrary non-orthogonal transform [9] , and one-dimensional MHWT [10] . Those for two-dimensional MHWT (2D-MHWT) have not been formulated. Derivation of OQR and CG for 2D-MHWT is very important not only for achieving transform image coding with 2D-MHWT, but also for providing the basis of nonlinear transform image coding because 2D-MHWT is the most simple nonlinear wavelet transform that has its inverse transform. Unfortunately, OQR and CG for 2D-MHWT cannot be obtained by directly extending those for onedimensional MHWT that have already been formulated because 2D-MHWT is not defined as a Tensor product form of one-dimensional MHWT.
Furthermore, MHWT is a transform closed in the set of integers, in contrast to general wavelet transforms. For that reason, in transform coding with MHWT, lossless coding, which has no quantization process, is also possible if the coding object is an image that only takes an integer for the value of a pixel. Nevertheless, derivations of OQR and CG are required to control the tradeoff relation between the bit rate and reconstruction error in image coding. This paper formulates both OQR and CG for 2D-MHWT by introducing a few appropriate approximations to simply handle nonlinear operators included in 2D-MHWT. Numerical experiments confirm the validity of these formulations.
where ∧ indicates the binary operator that chooses the minimum value. The transformation φ has the inverse transformation φ −1 because the following equations hold when using the other binary operator ∨, which chooses the maximum value.
Let I ≡ {x i, j | i, j ∈ {0, 1, 2, . . .}} be a two-dimensional signal that takes real numbers. Considering i and j as vertical and horizontal coordinates, respectively, we denote I as an image. Image I is divided into blocks of 2 × 2 pixels,
H}. Furthermore, the transformation φ transforms the just generated image I 1,LL into new four images I 2,uv , u, v ∈ {L, H}. Repeating this process K times decomposes an original image I into 3K + 1 sub-band images:
This transformation is called K-layered 2D-MHWT [6] . Transform coding with 2D-MHWT is achieved if these sub-band images are quantized and then entropy-encoded appropriately. Decoding, i.e., reconstructing, the original image I can also be realized by performing those processes inversely.
OQR and CG on Transform Coding
The following two problems should be solved to develop a transform coder using a transformation. One is determination of the optimal ratio of quantization width for the image of the transformation, e.g., sub-band images expressed in Eq. (3) in 2D-MHWT. Generally in transform coding, coding performance is evaluated with the relation between entropy of quantized sub-band images and reconstruction error because these have a tradeoff relation. Setting quantization width for each sub-band images can control such coding performance. However, there exists a certain optimal ratio of quantization width, OQR, which minimizes the entropy of quantized sub-band images under the condition of an admitted reconstruction error. This OQR depends only on the transformation used [8] . For that reason, we must determine OQR for effective transform coding using a new transformation.
The second problem is to determine CG of the given transformation for typical coding objects, for example, stationary Gaussian stochastic images. CG was proposed as a criterion that represents coding performance of the transformation itself for a coding object in transform coding [8] . CG is defined as the ratio of reconstruction error when transform coding is performed using the identity transformation † at bit rate to that when transform coding is performed using the given transformation at the same bit rate under the condition that both an optimal quantizer and an optimal entropy coder are adopted. Derivation of CG is vital because investigating CG provides knowledge related to the transformation, for example, which coding objects the transformation is suitable to.
Though both OQR and CG depend on bit rate after coding, their formulations as functions of the bit rate are generally very difficult because the optimal quantizer varies depending on the bit rate. However, if sufficiently high bit rate region is assumed, OQR and CG become stable measures independent of the bit rate because an optimal quantizer can be obtained by a uniform quantizer. Therefore, OQR and CG are usually discussed in that region. This paper also supposes OQR and CG in sufficiently high bit rate region, assuming that quantization error is sufficiently small compared to the variance of the quantized image itself.
Let z i , i = 1, . . . , N be the quantization error in each element of image by the transformation in a transform coder. We assume that reconstruction error is defined as the mean squared error between the coding object and the reconstructed one. If the reconstruction error can be represented as the following using z i :
OQR is expressed as 1/b i , i = 1, . . . , n, in the variance order [8] , [10] . In other words, if a uniform quantizer is adopted, quantization with widths whose ratio is 1/ √ b i , i = 1, . . . , N attains maximal coding performance. In Eq. (4), E[·] represents the expectation of ·. Furthermore, CG can be expressed as [8] , [10] CG = (20 log 10 2)
where H x and H y indicate the averaged differential entropy of the coding object and that of the image by transformation, respectively. Therefore, derivation of OQR is reduced to obtain b i for the transformation. Derivation of CG is reduced to obtain b i , H x , and H y for the transformation and † An identity transformation is defined as a transformation that assigns every element of a set to the equal element. Therefore, transform coding using an identity transformation is identical to a PCM coder.
the stochastic property of the coding object. We here should mention the relation of OQR and CG to an optimal reconstruction, or decoding, problem. We consider a reversible transformation f that has the inverse transformation f −1 . An signal y is assumed to be observed, or received, as y = f (x) + z, in which x and z are a source signal and an additive noise, respectively. In a reconstruction problem of x using y when z exists,x that minimizes the recon-
2 ] is given byx = g(y; n) depending on z; g(y; n) is generally different from f −1 (y). In transform coding, f , x, and z can be considered as a transformation, a coding object, and a quantization noise, respectively. Therefore, the inverse 2D-MHWT φ −1 expressed in Eq. (2) is not optimal in the meaning of minimizing the reconstruction error D in Eq. (4). However, such an optimal reconstruction is usually ignored as far as OQR and CG are discussed because of assumption of sufficiently small quantization noise. For that reason, we use the inverse 2D-MHWT φ −1 expressed in Eq. (2) instead of the optimal reconstruction transform in the following derivation of OQR and CG for 2D-MHWT.
Stochastic Image Model for an Objective Image
For this study, we assume that a coding object, an image I, has the following statistics: The image is shift-invariant. Every pixel follows a multidimensional Gaussian distribution with zero mean and σ 2 variance. Correlation coefficients between neighboring pixels in horizontal and in vertical are ρ h and ρ v , respectively. Consequently, their covariances are C h = σ 2 ρ h and C v = σ 2 ρ v , respectively. In addition, the correlation coefficient between pixels x i, j and x i+m, j+n is ρ A two-dimensional AR(1) model can describe such a stochastic image; such a model is often used for evaluating image coding performance [8] .
We will have to explain the reason for introducing the assumption of Gaussianity of a coding object in this paper. First, Gaussianity is preserved before and after an arbitrary linear transformation; the differential entropy of a stochastic variable is determined only by its variance if the variable has Gaussianity. Therefore, in linear transform coding, if Gaussianity of the coding object is assumed, we only have to trace the variance change before and after the linear transformation to derive CG because H x and H y in Eq. (5) are determined from the variance change. For that reason, Gaussianity of a coding object is usually assumed for convenience to derive CG in a linear transform coding, even though almost all natural images do not show Gaussianity. However, the assumption of Gaussianity can provide sufficient approximation of CG in most cases. That reason is considered as follows: Differential entropy of an arbitrary distribution can be represented as a sum of two terms: one only depends on its variance, and the other only depends on the shape of the distribution. Though both changes of variance and shape of the distribution before and after a transformation influence CG, the variance change affects CG more strongly than the shape change. As the result, a rough assumption of a coding object, i.e., Gaussianity, results in sufficient approximation. The importance of variance change compared to the shape of distribution is expected for nonlinear transform coding as well as linear transform coding. Therefore, this paper assumes Gaussianity of a coding object.
Two Important Properties Regarding Transformation φ
This section describes derivation of two important properties with respect to transformation φ: the influence of quantization noise upon reconstruction error and probability density distribution of image by the transformation φ. They will be used in the following section to formulate OQR and CG for multi-layered 2D-MHWT.
Influence of Quantization Noise on Reconstruction Error
Consider transform coding with transformation φ defined by Eq. (1). After transformation by φ, the images y i, j , i, j ∈ {l, h} are quantized. This quantization process can be considered as certain quantization noises z i, j , i, j ∈ {l, h} are added to y i, j , i, j ∈ {l, h}. Hence, the quantized images y i, j , i, j ∈ {l, h} are represented as:
Letx i, j , i, j ∈ {1, 2} be the inverse transform ofỹ i, j , i, j ∈ {l, h} by φ −1 . Substituting y i, j , i, j ∈ {l, h} in Eq. (2) with y i, j + z i, j , i, j ∈ {l, h} gives
This section of the study is first intended to investigate how
. The nonlinear operator ∨ in Eq. (7) renders various analyses excessively difficult. This study overcomes this obstacle by adopting two techniques mentioned bellow. We first assume that quantization noise z i, j is relatively small compared to the object y i, j to be quantized. Under the assumption, we introduce the following approximation with respect to maximum value selector ∨. Consider mutually independent stochastic variable y i , y j , z i and z j with zero mean; variances of z i , z j are relatively small to those of y i , y j . In this condition, the binary operator ∨ is approximated as
The approximation represented as Eq. (8) is newly adopted for the purpose of further simplified formulation of CG in this paper. That approximation was not utilized in the formulation of CG for one-dimensional MHWT [10] .
In analysis of a nonlinear transform, dividing plural cases in which the nonlinear transform can be treated as a linear transform often simplifies various analyses. There are four cases in which each of x i, j , i, j ∈ {1, 2} becomes minimum in Eq. (7) . For that reason, we analyze the transformation φ in each case.
(i) For the case of x 11 being minimum, y ll = x 11 from Eq. (1). Applying the approximation shown in Eq. (8) to the right-hand term in the first equation in Eq. (7), then utilizing the fact that (x 11 −x 22 ), (x 11 −x 12 ), and (x 11 −x 21 ) are negative value, we havẽ
Similarly, each of the second, third, and fourth equations in Eq. (7) gives
respectively. Similarly, (ii) in the case of x 12 being minimum,x 11 = x 11 + z ll + z hl + z hh x 12 = x 12 + z ll x 21 = x 21 + z ll − z lh + z hl x 22 = x 22 + z ll − z lh + z hh are given. In addition, (iii) in the case of x 21 being minimum,x Cases (i)-(iv) occur with equal probability 1/4 because of the assumption that image x i, j has shift-invariant properties, i.e., x i, j , i, j ∈ {1, 2} have identical stochastic properties. In addition, if quantization noises z i, j , i, j ∈ {l, h} are mutually independent, mean squared error between x 11 andx 11 , i.e.,
An identical expression to Eq. (9) is obtained for each of x 12 ,x 21 , andx 22 . These results are summarized as
Probability Density Distribution of the Image by Transformation φ
We next investigate the probability density distribution of image y i, j , i, j ∈ {l, h} by the transformation φ. We first focus on y ll . Calculation y ll = x 11 ∧ x 12 ∧ x 21 ∧ x 22 is considered to be performed as follows. First, x i, j , i, j ∈ {1, 2} are divided arbitrarily into two groups with size two. A minimum value is selected in each group. Then, the minimum value is selected by comparing the two minimum values from each group. Possible combinations in that calculation process are
These occur with equal probability 1/3 because of the assumption that the coding object I is shift-invariant. We next investigate the probability density distribution of y ll when it is calculated by Eq. (11). Let X 1 and X 2 be stochastic variables that follow a two-dimensional Gaussian distribution whose mean, variance, and covariance are zero, a, and c, respectively. If correlation coefficient c/a is close to 1, the probability density distribution of X 1 ∧ X 2 can be approximated well by a Gaussian distribution whose mean and variance are zero and ((π − 1)a + c)/π, respectively [10] . Consequently, if x 11 and x 12 are highly correlated, the probability density distribution of x 11 ∧ x 12 can be approximated as a Gaussian distribution with zero mean and variance of ((π − 1)σ 2 + C h )/π because x 11 and x 12 follow two-dimensional Gaussian distributions with zero mean, variance of σ 2 , and covariance of C h = σ 2 ρ h . The probability density distribution of x 21 ∧ x 22 can also be approximated by the identical Gaussian distribution to that of x 11 ∧ x 12 because of the assumption that an image I is shift-invariant. Consequently, we obtain
The operation (x 11 ∧ x 12 ) ∧ (x 21 ∧ x 22 ), i.e., selecting minimum value from (x 11 ∧ x 12 ) and (x 21 ∧ x 22 ), is considered to be performed as the following four cases of operation:
, and x 12 ∧ x 22 . These cases occur with equal probability 1/4 because of the assumption that an image I is shift-invariant. Therefore, the covariance between (x 11 ∧ x 12 ) and (x 21 ∧ x 22 ) is given as the average of covariances over those four cases:
Using variances of (x 11 ∧ x 12 ) and (x 21 ∧ x 22 ) expressed in Eq. (14) and their covariance expressed in Eq. (15), we can approximate the probability density distribution of y ll = (x 11 ∧ x 12 ) ∧ (x 21 ∧ x 22 ) with a Gaussian distribution with zero mean and variance of
Similarly, variances of y ll that are calculated by Eqs. (12) and (13), are derived, respectively, as:
Because the variance of y ll is the average of variances for all cases shown in Eqs. (11), (12), and (13), we ultimately obtain the variance of y ll by averaging Eqs. (16), (17), and (18), as
Otherwise because each of y lh , y hl , and y hh is represented as a linear combination of x i, j , i, j ∈ {1, 2}, each clearly follows a Gaussian distribution with zero mean and the following variances, respectively.
OQR and CG for 2D-MHWT
This section presents derivation of OQR and CG on transform image coding with 2D-MHWT using the findings in Sect. 3.
OQR for 2D-MHWT
Let us denote sub-band images generated by K-layered 2D-MHWT for an original image I as
As mentioned in 3.1, their quantization is considered to be performed by adding mutually independent quantization noises
. . , K to these sub-band images. We represent the resultant quantized sub-band images as 
Equation (24) is squared and then averaged for s, t ∈ {0, 1, 2, 3}. By applying Eq. (23), the expected result is
Repeating these process until reaching the first layer derives the equivalent quantization noise z i, j ≡ z (4) and (26), we obtain these coefficients for 2D-MHWT as
Finally, we obtain OQR in transform image coding with Klayered 2D-MHWT as the inverse of these coefficients. . We then denote these functions as:
Let σ 2 (k) be the variance of kth-layer sub-band image x k,LL i, j . Let ρ h (k) and ρ v (k) be the correlation coefficients between neighboring pixels horizontally and vertically, respectively, in image x k,LL i, j . We should note here that σ 2 (k), ρ h (k) and ρ v (k) are independent of the image coordinate (i, j) because x k,LL i, j is also shift-invariant as well as the original image I. Variance of kth-layer sub-band images x k,st i, j , s, t ∈ {L, H} are written using the functions g st (σ 2 , ρ h , ρ v ), s, t ∈ {L, H} defined above, as
especially,
Because zeroth-layer image x is the minimum value among {x 2 k i+u,2 k ( j+1)+r } u,r∈{0,1,. ..,2 k −1} . The probability for each pixel to be chosen as the minimum value is 1/4 k because of the shift-invariant properties of the original image I. Therefore, the covariance C h (k) is given as the average of covariances for all combinations extracted from two sets {x 2 k i+s,2 k j+t } s,t∈{0,1,...,2 k −1} and {x 2 k i+u,2 k ( j+1)+r } u,r∈{0,1,...,2 k −1} . That is,
Cov(x 2 k i+s,2 k j+t ,
to Eq. (29), we obtain
Similarly, the correlation coefficient ρ v (k) between vertically neighboring pixels x k,LL i, j and x k,LL i+1, j can be formulated as
Each pixel x i, j , i, j ∈ {1, 2, 3, . . .} in the original image I follows the identical Gaussian distribution with variance σ 2 . Therefore, their differential entropy is represented as
On the other hand, K-layered 2D-MHWT decomposes the original image x i, j , i, j ∈ {1, 2, . . . , 2 K L} into the following 3K + 1 sub-band images:
Probability density distributions of these sub-band images are well approximated by Gaussian distributions as mentioned before. Their variances can be calculated by recursively using Eqs. (28), (30) and (31). The averaged entropy H y per pixel over all sub-band images is obtained by a weighted mean of the entropy for these sub-band images to the number of pixels included in the corresponding subband image. Therefore, H y is represented as
Substituting Eq. (27) into Eq. (5), we obtain the coding gain CG of K-layered 2D-MHWT as
where H x and H y are given using Eqs. (32) and (33), respectively.
Numerical Experiments and Analysis

Validation of the Formulated CG
The theoretical value of CG given by Eq. (34) was formulated by introducing several approximations. To evaluate the validity of the formulation, we compare the theoretical value of CG calculated by Eq. (34) to the experimental value obtained through the following numerical experiment. We assume that each pixel of an original image I follows a Gaussian distribution with zero mean, variance σ 2 = 1, and correlation coefficient ρ = ρ h = ρ v in the numerical experiment. Solid lines in Figs. 1 (a)-1 (e) show the theoretical value of CG on K = 1, 2, . . . , 5-layered 2D-MHWT, respectively, for the original image I as functions of correlation coefficient ρ. To measure the experimental value of CG, the original image I was generated by random numbers; then it was transformed by K-layered 2D-MHWT. Resultant subband images were quantized with OQR, which is obtained from the coefficient expressed in Eq. (27). Then the original image was reconstructed from the quantized sub-band images. The measured experimental values of CG are depicted in Figs. 1 (a)-1 (e) with symbol •. These figures show that the theoretical value of CG represented as Eq. (34) is highly consistent with their experimental values even though various approximations were adopted. For that reason, we conclude that the theoretical value of CG formulated as Eq. (34) is valid. Furthermore, Fig. 1 (a) implies that 2D-MHWT has negative CG when correlation coefficient ρ is less than 0.6 approximately. Negative CG suggests that entropy of the image by such a transformation is larger than that by the identical transformation. In other words, such a transformation is useless for a transform coder.
CG is Difficult to Improve for a Deep-Layered 2D-MHWT
The theoretical values of CG that are shown in Figs. 1 (a) -1 (e) as solid lines are drawn together in Fig. 1 (f) to illustrate CG of 2D-MHWT in terms of the depth of layer K: CG does not appear to be improved in approximately K ≥ 2 in Fig. 1 (f Figure 2 shows the calculated correlation coefficient ρ h (k) as a function of the depth of layer k. The correlation coefficient ρ h (k) decreases rapidly according to the increase of the depth of layer k. Subsequently, it decreases to less than 0.6. The CG of 2D-MHWT takes a negative value at approximately ρ < 0.6, as shown in Fig. 1 . For that reason, CG is difficult to improve for a deep-layered 2D-MHWT.
Validity of the Derived OQR
The following numerical experiment confirms the validity of OQR derived as Eq. (27). The highest coding performance is attained in a transform coder with 2D-MHWT when quantization width is set, followed by OQR. Setting another ratio of quantization width engenders worse coding performance. We then investigated that the ratio of quantization width given by Eq. (27) presents the highest coding performance in all ratios of quantization width.
We assumed that a coding object I follows a Gaussian distribution having zero mean, variance σ 2 = 1, and correlation coefficient ρ h = ρ v = 0.95. The number of layers is chosen as K = 2 because the coding performance in 2D-MHWT does not improve even though K > 2. Coding performance in a transform coder is specified by a tradeoff relationship between the reconstruction error D and the averaged entropy for all quantized sub-band images. We then estimated this relationship for various ratios of quantization width chosen by random numbers. Figure 3 shows these results with a symbol • on the plain of the reconstruction error D and the averaged entropy. The solid line in Fig. 3 depicts the relation when the quantization ratio is set by Eq. (27). Figure 3 shows that the highest coding performance is achieved when the ratio of quantization width given by Eq. (27) is used. For that reason, we conclude that Eq. (27) gives OQR. 
Estimation Results of CG on 2D-MHWT for Natural Images
We performed a numerical experiment to determine that the formulated CG of 2D-MHWT is useful to predict coding performance for natural images and for artificial images generated by the AR(1) model. First, we prepared four standard images: Lena, peppers, airplane, and Tiffany, and two artificial images generated using the AR(1) model with ρ h = ρ v = 0.99 and ρ h = ρ v = 0.90. These six test images have 512× 512 (pixels); they are normalized to 1.0 of standard deviation. We estimated correlation coefficients ρ h , ρ v . Then we estimated CG for each test image using the estimated ρ h , ρ v . Coding performance in transform coding with two-layered 2D-MHWT was predicted using the estimated CG. The solid lines in Figs. 4 (a)-4 (f) show the predicted coding performance for six test images as a relation between entropy after coding and reconstruction error. Each test image is transform-coded by two-layered 2D-MHWT followed by uniform quantizers while maintaining the OQR obtained by this study. The relation of the measured averaged entropy for all quantized sub-band images and the measured reconstruction error in transform coding for various quantization widths are plotted in Fig. 4 as • symbols. Figure 4 shows that the formulated CG can predict coding performance of 2D-MHWT not only for artificial images generated by AR(1) model but also for natural images when quantization width is sufficiently small, or entropy after coding is approximately greater than 3 (bits).
Conclusions
This study formulated the optimal ratio of quantization width in transform image coding with two-dimensional morphological Haar wavelet. Utilizing the formulated optimal ratio of quantization width, the coding gain of that transform image coder was also formulated for a typical coding object that can be generated by a two-dimensional AR(1) model and which follows a Gaussian distribution. Numerical experiments verified the validity of these formulations.
Analysis by the formulated coding gain clarified that improvement of the coding performance in transform image coding with a multi-layered two-dimensional morphological Haar wavelet cannot be expected even if using more than two layers. Furthermore, analyses indicated that this transform image coder is useless if the coding object has less than approximately 0.6 of the correlation coefficient between neighboring pixels.
