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1. Introduction and preliminaries
In the last decade or so, many research works have appeared based on Ostrowski’s Theorem, see,
e.g., [6,4,16,2,5] and others. In this direction, the background given by Varga’s Book “Geršgorin and
His Circles” [15] served as an excellent source of reference. In this work we make some contribution
towards extensions of Ostrowski’s Theorem, which is mainly concerned with complex square irre-
ducible matrices A of order n  2. For A reducible, the corresponding results are based on those for
the irreducible case provided one will consider the Frobenius normal form of A.
Some terminology used throughout this paper is presented which mostly follows that used in
[13,1]:
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Given A ∈ Cm×n, |A| denotes the matrix whose elements are the moduli of the corresponding
elements of A. Let the set of the first n positive integers be denoted by N := {1, 2, . . . , n} and
let A ∈ Cn×n. The comparison matrix of A, denoted by 〈A〉 = (〈aij〉), is the matrix with 〈aij〉 =
|aij|, ∀ i = j ∈ N, and 〈aij〉 = −|aij|, ∀ i = j ∈ N. A ∈ Rn×n is a (nonsingular) M-matrix if and
only if (iff) aii > 0, ∀ i ∈ N, aij  0, ∀ i = j ∈ N, and the Jacobi iteration matrix associated with
〈A〉 converges, ρ
(
I − (diag(〈A〉))−1 〈A〉
)
< 1, with ρ(·) denoting spectral radius. A ∈ Cn×n is a
(nonsingular) H-matrix iff its comparison matrix is a (nonsingular) M-matrix (see, also, [10,14]). For
A ∈ Cn×n let ri := ∑j∈N\{i} |aij|, ∀ i ∈ N, and cj := ∑i∈N\{j} |aij|, ∀ j ∈ N. A ∈ Cn×n is a diagonally
dominant (by rows) matrix, (DD matrix), iff |aii|  ri, ∀ i ∈ N. A ∈ Cn×n is a strictly diagonally
dominant (by rows) matrix, (SDD matrix), iff |aii| > ri, ∀ i ∈ N. An SDD matrix is a (nonsingular)
H-matrix. Also, it can be proved that given an H-matrix A ∈ Cn×n there exists a diagonal matrix D,
with positive diagonal (dii > 0, ∀ i ∈ N), such that AD is an SDD matrix. Finally, A ∈ Cn×n is an
irreducibly diagonally dominant (by rows) matrix (IDD matrix) if it is irreducible and DD with at least
one inequality being strict; such a matrix is also a (nonsingular) H-matrix.
2. Main results
We begin this section with the following famous inequality in the form that is used in our main
statement.
Lemma 2.1 (Hölder inequality (see Theorem 10 in [8] or Proposition 14.1.2 in [9])). Let y, z ∈ Rn be
vectors in the first hyperoctant, and let p and q be two positive real numbers such that 1
p
+ 1
q
= 1. Then
the Hölder inequality, the way it will be used, is the following
(y, z)2  ||y||p||z||q ⇐⇒
∑
i∈N
(yizi) 
⎛
⎝∑
i∈N
y
p
i
⎞
⎠
1
p
⎛
⎝∑
i∈N
z
q
i
⎞
⎠
1
q
, (2.1)
with equality holding iff either of the vectors is the zero vector or their components raised to the indicated
powers are proportional, meaning that y
p
i = Czqi with C (= 0) being independent of i ∈ N.
2.1. Irreducible matrices
We also state and prove a proposition before we present the main result of this section.
Lemma 2.2. Let A ∈ Cn×n, n  2, be irreducible, with aii = 0, ∀ i ∈ N, and let its comparison matrix
(〈A〉) be singular. If for a vector x= [x1, x2, . . . , xn]T ∈ Cn\{0} there holds 〈A〉|x| = 0, then none of the
components of x is zero.
Proof. Due to irreducibility the row (column) sums ri (ci), ∀ i ∈ N, of A and therefore those of 〈A〉 are
positive. Let that one of the components of x is zero. Without loss of generality we may assume that
xn = 0. This is because, we may use an appropriate permutation matrix Pn ∈ Rn×n that permutes
the n rows (and columns) of 〈A〉, obtain (Pn〈A〉PTn )(Pn|x|) = 0, so that (Pn|x|)n = 0 and relabel
Pn〈A〉PTn , Pn|x|, as well as all the entities associated with them, as 〈A〉, |x|, etc. Then, from the last
equation of 〈A〉|x| = 0 we obtain∑n−1j=1 |anj||xj| = |ann||xn| = 0. Hence |anj||xj| = 0, ∀ j ∈ N\{n}.
Since 0 < rn = ∑n−1j=1 |anj| at least one, up to n − 2, of the xj ’s involved will be zero. Note that we
did not consider k = n − 1 because then |x| would be 0 which is not possible since x = 0. Let
xj1 = xj2 = · · · = xjk = 0, 1  k  n − 2. Next, we use again a permutation matrix Pn−1 ∈
R
n×n that permutes the first n − 1 rows (and columns) of 〈A〉 so that the aforementioned k zero
xj ’s occupy the last k but one positions in Pn−1|x| and work as before. Then, the situation will be as
follows
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
〈A〉11 〈A〉12
−|an−k,1| . . . −|an−k,n−k−1|
0 . . . 0
...
...
...
0 . . . 0
|an−k,n−k| . . . −|an−k,n|
−|an−k+1,n−k| . . . −|an−k+1,n|
...
...
...
−|an,n−k| . . . |ann|
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
|x1|
...
|xn−k−1|
0
0
...
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0.
(2.2)
Now, considering the (n − k)th row we have ∑n−k−1j=1 |an−k,j||xj| = an−k,n−k · 0 = 0. Since
0  ∑n−k−1j=1 |an−k,j|  rn−k we may have the following three cases. (i) Each an−k,j = 0, ∀ j =
1, 2, . . . , n − k − 1. Then the matrix at hand, which is a similarity permutation of the original 〈A〉,
would be reducible which contradicts the irreducibility of A and also of 〈A〉. (ii) If xj = 0, ∀ j =
1, . . . , n − k − 1, then x = 0 which is not possible. (iii) If only one or more of the above xj ’s are zero.
Then, if k = n − 2, n − k = 2 and |a21||x1| = 0 implying that x1 = 0 and also x = 0. If, on the other
hand, k < n− 2 then the process is repeated and after at most n− 1 steps we are led by contradiction
to the desired result. 
The reader is reminded that the classical Ostrowski’s Theorem extends the concept of strictly di-
agonal dominance. One of our main results, which is an extension of Ostrowski’s Theorem, stated and
proved below, extends in the same sense the concept of irreducibly diagonal dominance.
Theorem 2.1. Let A = [aij] ∈ Cn×n, n  2, be irreducible and let
|aii|  rαi c1−αi (∀ i ∈ N) (2.3)
hold for some α ∈ [0, 1], with at least one inequality being strict. Then A is nonsingular.
Remark 2.1. The case where all inequalities in (2.3) are strict and α is either 1 or 0 is the well-known
Geršgorin Theorem (see [7] or Theorem 1.20 in [13]) applied to thematrix A or AT , respectively; while if
α ∈ [0, 1] for some α it is the well-known Ostrowski Theorem (see [10] or Theorem 1.16 in [15]). The
idea of the extension given in Theorem 2.1 comes from an analogous proposition due to Taussky [12]
(see also Exercise 3 in Section 1.5 of [13]).
Proof. The proof goes mainly along the lines of Theorem 1.16 in [15].
First, note that all row and column sums of A are positive due to the irreducibility property since
then there will exist at least one nonzero off-diagonal element per row and column of A. Therefore,
relations (2.3) imply that aii = 0, ∀ i ∈ N. Having in mind Remark 2.1 we can restrict to considering
only α ∈ (0, 1).
Suppose, contrary, that A satisfies (2.3) and is singular. Then, there exists a vector x=[x1, x2, . . . ,
xn]T ∈ Cn\{0} such that Ax = 0. From Ax = 0 it is implied that
aiixi = −
∑
j∈N\{i}
(
aijxj
)
(∀ i ∈ N). (2.4)
From (2.4), it is readily obtained that
|aii||xi| 
∑
j∈N\{i}
(|aij||xj|) (∀ i ∈ N). (2.5)
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Note that, by convention, we write the summation symbol and the notation ∀ i ∈ N even for rows
where only one nonzero off-diagonal element exists and for which an equality of the general form
aiixi = −aijxj for some j ∈ N\{i} holds.
Using our assumption in (2.3) we obtain from (2.4) that
rαi c
1−α
i |xi| 
∑
j∈N\{i}
(
|aij|α
(
|aij|1−α|xj|
))
(∀ i ∈ N), (2.6)
with strict inequality holding for those i’s for which both xi = 0 and strict inequality in (2.3) hold.
Setting p = 1
α
and q = 1
1−α so that
1
p
+ 1
q
= 1, the previous inequalities are written as
r
1
p
i c
1
q
i |xi| 
∑
j∈N\{i}
(
|aij|
1
p
(
|aij|
1
q |xj|
))
(∀ i ∈ N). (2.7)
Applying Hölder inequality (2.1) to the right side of (2.7) we obtain
r
1
p
i c
1
q
i |xi| 
⎛
⎝ ∑
j∈N\{i}
|aij|
⎞
⎠
1
p
⎛
⎝ ∑
j∈N\{i}
|aij||xj|q
⎞
⎠
1
q
(∀ i ∈ N). (2.8)
Note that theHölder inequality is employedonly to rows that havemore thanonenonzero off-diagonal
element despite what, by convention as before, we write.
Obviously, the first factors in the products of both sides are equal, and different from zero (because
of irreducibility), and so we can cancel them. Next we raise both members of the resulting inequality
to the qth power; then, keeping j fixed, we sum over all i ∈ N, and thus (2.8) yields
∑
i∈N
(
ci|xi|q)  ∑
i∈N
⎛
⎝ ∑
j∈N\{i}
(|aij||xj|q)
⎞
⎠ . (2.9)
Interchanging the order of summation in the double sum on the right side we have that
∑
i∈N
(
ci|xi|q)  ∑
j∈N\{i}
⎛
⎝
⎛
⎝∑
i∈N
|aij|
⎞
⎠ |xj|q
⎞
⎠ . (2.10)
Note that the index i, in i ∈ N in the sum of the right side, does not take the value j because of the
restriction in the outside sum. Therefore,∑
i∈N
(
ci|xi|q)  ∑
j∈N\{i}
(
cj|xj|q) . (2.11)
It is obvious that the twomembers in (2.11) are identically the same, meaning that all the inequalities
in the series of relations so far must be equalities for all i ∈ N. Let us see whether this can hold for all
i ∈ N, when going from relations (2.5) to (2.8).
The series of inequalities used for a certain i ∈ N are the following
r
1
p
i c
1
q
i |xi|
R1
 |aii||xi|
R2

∑
j∈N\{i}
(
|aij|
1
p
(
|aij|
1
q |xj|
)) R3

⎛
⎝ ∑
j∈N\{i}
|aij|
⎞
⎠
1
p
⎛
⎝ ∑
j∈N\{i}
|aij||xj|q
⎞
⎠
1
q
.
(2.12)
We denoted by R1, R2 and R3 the three relations in (2.12) from left to right. To prove what we
want it suffices to prove that there exists an i ∈ N such that one of the three relations in (2.12) is a
strict inequality. So, let us assume that R1, ∀ i ∈ N, are equalities, denoted for obvious reasons by
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R1=, ∀ i ∈ N. For any i ∈ N we can have r
1
p
i c
1
q
i |xi| = |aii||xi| iff
(
|aii| − r
1
p
i c
1
q
i
)
|xi| = 0 or iff either
|aii| = r
1
p
i c
1
q
i or xi = 0 holds. Since either of the last two relations are possible no conclusion is drawn
at this stage. We move on and examine whether we can have R2=, ∀ i ∈ N. Assuming that this is
true we collect all these equalities and obtain that 〈A〉x  0. However, by Lemma 2.2 equality in the
previous relation, if it holds, implies that all the components of x are different from zero. (Note that
in the case we are examining not only A is singular but so must be 〈A〉.) Therefore, we go back to
R1, ∀ i ∈ N. Since the components xi = 0, ∀ i ∈ N, and since |aii| > r
1
p
i c
1
q
i holds for at least one
i ∈ N our proof is complete.
Note: The completion of the proof has been achieved since there is at least one strict inequality in
relations (2.3) and then from (2.5) onwards at least for one i ∈ N,R1 will beR1<. Hence∑
i∈N
(
ci|xi|q) < ∑
j∈N\{i}
(
cj|xj|q) . (2.13)
Strict inequality (2.13) constitutes an obvious contradiction. Consequently, our main assumption
that A is singular is not true which completes the proof of the nonsingularity of the matrix A. 
Below we give an example:
Example 1. Let
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
√
3eıθ11 eıθ15√
8eıθ22 2eıθ25√
35eıθ33 7eıθ35√
48eıθ44 8eıθ45
3eıθ51 4eıθ52 5eıθ53 6eıθ54 (18 + )eıθ55
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, (2.14)
where ı is the imaginary unit, θij any real numbers for all i, j ∈ {1, 2, 3, 4, 5} and  any positive real
number. As is readily checked A in (2.14) is irreducible and the inequalities
|aii|  r
1
2
i c
1
2
i , (2.15)
are satisfied, with equalities holding for i = 1, 2, 3, 4 and strict inequality for i = 5. Note that the
parameter α of Theorem 2.3 is α = 1
2
in our example.
Let any x = [x1, x2, . . . , xn]T > 0 inRn and X = diag(x1, x2, . . . , xn). Then for thematrix X−1AX ,
denoting by rxi (c
x
i ) its row (column) sums, Theorem 2.1 gives the following statement.
Corollary 2.1. For any A ∈ Cn×n irreducible, any x > 0 inRn and any α ∈ [0, 1], assume that
|aii|  (rxi )α(cxi )1−α (∀ i ∈ N), (2.16)
with strict inequality holding for at least one i ∈ N. Then, A is nonsingular.
For the spectrum of any irreducible matrix A ∈ Cn×n we have that the following set inclusion
holds. Specifically:
Corollary 2.2. For anyA∈Cn×n irreducible, any x>0 inRn and anyα ∈ [0, 1], forwhich (2.16) hold, then
σ(A)⊂ ∪i∈N1
{
z ∈ C : |z − aii|  (rxi )α(cxi )1−α
}
∪i∈N\N1
{
z ∈ C : |z − aii|<(rxi )α(cxi )1−α
}
,
(2.17)
where N1 is the set of indices for which strict inequality holds in (2.16).
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2.2. Reducible matrices
It is noted that Theorem 2.1 can cover reducible classes of matrices provided ri, ci, ∀ i ∈ N, are
interpreted in a different way.
For this letF(A) be the Frobenius normal form (Fnf) (see, e.g., [13]) of a givenmatrix A ∈ Cn×n, n 
2. Let the Fnf ofAbe in its upperblock triangular form,which isnotnecessarilyunique,with Fii ∈ Cni×ni
for i ∈ Q := {1, 2, . . . , q} such that∑qi=1 ni = n and where each Fii is irreducible unless it is a 1× 1
zero block. If q = 1 the matrix is irreducible; hence under the appropriate assumptions, Theorem 2.1
holds. Since any zero on the diagonal makes Theorem 2.1 to not hold we consider matrices A with
nonzero diagonal elements.
Obviously,
σ(A) ≡ σ (blockdiag(F(A))) ≡ σ (diag(F11, F22, . . . , Fqq)) . (2.18)
So, it suffices to consider only the diagonal blocks Fii of F(A). For each of the blocks Fii of order ni  2,
the corresponding rj, cj are given by the expressions
rj =
k+ni−1∑
l=k, l =j
|(Fii)jl| and cj =
k+ni−1∑
l=k, l =j
|(Fii)lj| (2.19)
and where k = ∑i−1m=1 nm + 1. In case any Fii is a 1 × 1 block then it satisfies, by assumption, that
|(Fii)jj| > rj = cj = 0 for j = ∑i−1m=1 nm + 1, therefore it should be considered as being deleted.
So, the analog of Theorem 2.1 is as follows:
Theorem 2.2. Let A = [aij] ∈ Cn×n, n  2, with aii = 0, ∀ i ∈ N, be reducible and already in its Fnf,
as described previously. Let that for each Fii block of order ni  2 relations
|(Fii)jj|  rαj c1−αj (∀ j = k, k + 1, . . . , k + ni − 1, with k =
i−1∑
m=1
nm + 1) (2.20)
hold for some α ∈ [0, 1], with at least one inequality being strict. Then A is nonsingular.
The reader is reminded that Tarjan’s Algorithm [11] (or even part of the main algorithm in [3]) can
determine the block diagonal of an Fnf of any matrix A ∈ Cn×n, n  2. To make clear how things
work we present an example.
Example 2. Let the matrix A be given by
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
625eıθ11 0 x 0 eıθ15 0
x 48eıθ22 x 243eıθ24 x 0
0 0 eıθ33 0 0 0
x 0 x (81 + 1)eıθ44 x eıθ46
3125eıθ51 0 x 0 (5 + 2)eıθ55 0
x 32eıθ62 x 0 x 2eıθ66
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ C6,6, (2.21)
where its pattern was taken from Example 4 of [3]. In (2.21), the θij ’s are any real numbers, 1, 2 are
any positive real numbers and the x’s represent any complex numbers no matter how large they are
in modulus. One of the Fnf’s of A corresponding to the similarity permutation (6 4 2 5 1 3) is
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F(A) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2eıθ66 0 32eıθ62 x x x
eıθ46 (81 + 1)eıθ44 0 x x x
0 243eıθ24 48eıθ22 x x x
0 0 0 (5 + 2)eıθ55 3125eıθ51 x
0 0 0 eıθ15 625eıθ11 x
0 0 0 0 0 eıθ33
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (2.22)
It can be readily checked that the three blocks in (2.22) are irreducible of respective orders 3 × 3,
2 × 2 and 1 × 1. (Note: According to what was mentioned in the statement of Theorem 2.2 the
corresponding 1 × 1 block may not be considered at all as being deleted or it can be considered as
satisfying |a66| > r6 = c6 = 0.) Relabeling F(A) as A, it is readily found that
|a11| = 2, r1 = 32, c1 = 1, |a22| = 81 + 1, r2 = 1, c2 = 243,
|a33| = 48, r3 = 243, c3 = 32,
|a44| = 5 + 2, r4 = 3125, c4 = 1, |a55| = 625, r5 = 1, c5 = 3125, |a66| = 1.
It can also be checked that for α = 1
5
we have
|a11| = 2 = 32 15 · 1 45 = r
1
5
1 c
4
5
1 , |a22| = 81 + 1 > 1
1
5 · 243 45 = r
1
5
2 c
4
5
2 ,
|a33| = 48 = 243 15 · 32 45 = r
1
5
3 c
4
5
3
and also
|a44| = 5 + 2 > 3125 15 · 1 45 = r
1
5
4 c
4
5
4 , |a55| = 625 = 1
1
5 · 3125 45 = r
1
5
5 c
4
5
5 ,
|a66| = 1 > 0.
From the above it is seen that in each (irreducible) diagonal block there is at least one strict inequality
in one of the corresponding relations (2.3) while the others are equalities. Therefore,F(A) is invertible
and so is A.
3. Completing recent Ostrowski-type results
3.1. α2-Matrices
To the best of our knowledge, Ostrowski in his famous theorem (Theorem 2.1 without the irre-
ducibility assumption and with all the inequalities in (2.3) being strict) did not determine values of α
for which it holds. This problem had remained open until recently when the works by Bru et al. [2]
and Cvetkovic´ et al. [5] appeared. In Theorem 5 of [5], necessary and sufficient conditions were given
which determined a range of values for the parameter α for which strict inequalities in (2.3) hold.
Before we exhibit this theorem we borrow a definition and some of the notation in [5].
Definition 3.1. A matrix A ∈ Cn×n, n  2, is said to be a “(strictly) α2-matrix” iff it satisfies
Ostrowski’s Theorem [10], that is: “If for A ∈ Cn×n, n  2, |aii| > rαi c1−αi , ∀ i ∈ N, for some
α ∈ [0, 1], then A is nonsingular”.
Also, given A ∈ Cn×n the set of indices N is partitioned into three subsets:
R := {i ∈ N : ri > ci}, C := {i ∈ N : ri < ci}, E := {i ∈ N : ri = ci}. (3.1)
Based on all of the above, the aforementioned proposition in [5] reads as follows.
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Theorem 3.1 (Theorem 5 of [5]). Let A ∈ Cn×n, n  2. Then, A is a (strictly) α2-matrix iff the following
two conditions hold
(i) |aii| > min{ri, ci}, ∀ i ∈ N,
(ii) log ri
ci
|aii|
ci
> log cj
rj
cj
|ajj| ∀ i ∈ R, for which ci = 0, and ∀ j ∈ C, for which rj = 0.
Remark 3.1. It is reminded that under the two conditions of Theorem 3.1 the range of values for α
found in [5] for which the theorem in Definition 3.1 holds is the following
max
{
0, max
j∈C and rj =0
log cj
rj
cj
|ajj|
}
< α < min
{
min
i∈R and ci =0
log ri
ci
|aii|
ci
, 1
}
. (3.2)
It should be said that the terms α2-matrix, and also α1-matrix, were introduced by Lj. Cvetkovic´
in [4]; she also introduced the term “generalized α-matrices”. Results about admissible values of α for
α1- and α2-matrices were first communicated by R. Bru, Lj. Cvetkovic´, V. Kostic´ and F. Pedroche in
two Conferences (Mat-Triad 2007 and ILAS-2007). These results appeared in [2], where it is explained
how to obtain them based on the study of α1-matrices since that of α2-matrices is then straightfor-
ward. The same researchers applied the characterization of α1- and α2-matrices to obtain eigenvalue
localization in [5].
Theorem 3.1 can be extended in the spirit of Section 2. For this, we note that if E ≡ N, that is
ri = ci, ∀ i ∈ N, then if |aii| = ri = ci, ∀ i ∈ N, no matter whether A is irreducible or reducible,
there exist matrices A that are singular. Take for example the comparison matrix 〈A〉 of such a matrix
A. However, if there exists at least one i ∈ N such that |aii| > ri = ci > 0 then we have the following
proposition, a trivial extension of Taussky’s Theorem [12], whose proof is immediate.
Theorem 3.2. Let A = [aij] ∈ Cn×n, n  2, be irreducible and such that |aii|  ri = ci, ∀ i ∈ N, with
at least one inequality being strict. Then (2.3) hold for all α ∈ [0, 1] and A is nonsingular. (In fact A is an
irreducibly diagonally dominant matrix and so an H-matrix.)
If we assume that ∅ ⊆ E ⊂ N then, because∑i∈N ri = ∑j∈N cj , there exists at least one pair of
indices i ∈ R and j ∈ C. So, in the analysis that follows we examine the possible orderings of |aii|, ri,
ci, ∀ i ∈ N. In this way we can find sharper bounds, if any, for α in (3.2). We leave aside the case where
ri or ci is zero since conclusions will be obvious and will be mentioned later on.
In our analysis we have to distinguish cases. First, we consider the equivalent inequalities
|aii|  rαi c1−αi ⇔
|aii|
ci

(
ri
ci
)α
(3.3)
and note that if |aii| < min{ri, ci} there is no value of α ∈ [0, 1] for which (3.3) is satisfied. So, we
restrict to |aii|  min{ri, ci}(> 0), distinguish the eight cases of Table 1, andfind ranges forα ∈ [0, 1],
for each i ∈ N, for which the right inequality in (3.3) holds as a strict inequality or as an equality.
Case (i): (3.3) becomes 1  1α . Obviously, this can only hold as an equality for all α ∈ [0, 1].
Case (ii): (3.3) gives
|aii|
ci
>
(
ri
ci
)α
. Because
|aii|
ci
> 1, (3.3) can only hold as a strict inequality for all
α ∈ [0, 1].
Case (iii): (3.3) is equivalent to 1 
(
ri
ci
)α
. Since
ri
ci
> 1, (3.3) can only hold as an equality for α = 0.
Case (iv): Since 1 <
|aii|
ci
<
|ri|
ci
, taking logarithms in (3.3), we find out that it holds as a strict inequality
for all α ∈
[
0,
log
( |aii |
ci
)
log
(
ri
ci
) ≡ log ri
ci
|aii|
ci
(< 1)
)
and as an equality for α = log
( |aii |
ci
)
log
(
ri
ci
) .
Case (v): Due to the fact that
|aii|
ci
= |ri|
ci
> 1, (3.3) holds as a strict inequality for all α ∈ [0, 1) and as
an equality only for α = 1.
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Table 1
Values of α for which (3.3) hold for each i ∈ N.
Cases Values of α for which relation
|aii |
ci

(
ri
ci
)α
holds as:
A strict inequality An equality
(i) |aii| = ri = ci – α ∈ [0, 1]
(ii) |aii| > max{ri, ci} α ∈ [0, 1] –
(iii) ri > |aii| = ci – α = 0
(iv) ri > |aii| > ci α ∈
[
0,
log
( |aii |
ci
)
log
(
ri
ci
) (< 1)
)
α = log
( |aii |
ci
)
log
(
ri
ci
)
(v) |aii| = ri > ci α ∈ [0, 1) α = 1
(vi) ci > |aii| = ri – α = 1
(vii) ci > |aii| > ri α ∈
(
(0 <)
log
( |aii |
ci
)
log
(
ri
ci
) , 1
]
α = log
( |aii |
ci
)
log
(
ri
ci
)
(viii) |aii| = ci > ri α ∈ (0, 1] α = 0
Case (vi): (3.3) holds only as an equality for α = 1.
Case (vii): This is analogous to case (iv) with the only difference being that 1 >
|aii|
ci
>
|ri|
ci
and,
therefore, the logarithms of the fractions involved are negative. So, (3.3) holds as a strict inequality for
all α ∈
(
(0 <)
log
( |aii |
ci
)
log
(
ri
ci
) ≡ log ci
ri
ci|aii| , 1
]
and as an equality only for α = log
( |aii |
ci
)
log
(
ri
ci
) .
Case (viii): (3.3) holds as a strict inequality for all α ∈ (0, 1] and as an equality only for α = 0.
All the results obtained from the eight cases examined above are illustrated in Table 1.
Note that if A ∈ Cn×n and ri or ci is zero, |aii| = min{ri, ci} = 0 implies that A has a zero
row or column and so it is singular. The case |aii| = min{ri, ci} > 0, ∀ i ∈ N, as this was noted
before Theorem 3.2, cannot guarantee nonsingularity for all A ∈ Cn×n. If either ri or ci is zero then|aii| > min{ri, ci} = 0 does not affect any (non)singularity of A since the latter property is the same
as that of the submatrix yielded after the deletion of the ith row and column of A.
Besides whatever has been discussed we assume that |aii| > min{ri, ci}, ∀ i ∈ N, and investigate
all the cases appearing in Table 1. The produced results are summarized in the six cases below.
Case A. Strict inequality on the left of (3.2), for α = 0, occurs in Cases (ii), (iv) and (v) of Table 1 (AT
is SDD), and on the right, α = 1, in Cases (ii), (vii) and (viii) (A is SDD).
Case B. Strict inequality on an interval of the form (0, y), with y ∈ (0, 1), occurs in Cases (ii), (iv),
(v) and (viii), for
α ∈
⎛
⎝0, min log
( |aii|
ci
)
log
(
ri
ci
)
⎞
⎠ ,
where both Cases (iv) and (viii) must be present.
Case C. Also, strict inequality on an interval of the form (y, 1), with y ∈ (0, 1), is yielded from
Cases (ii), (v), (vii) and (viii), for
α ∈
⎛
⎝max log
( |aii|
ci
)
log
(
ri
ci
) , 1
⎞
⎠ ,
where Case (vii) must be present.
Case D. Provided there exist i’s and j’s satisfying the restrictions of Cases (vii) and (iv) of Table 1,
respectively, so that max
log
( |ajj |
cj
)
log
(
rj
cj
) < min log
( |aii |
ci
)
log
(
ri
ci
) , then
α ∈
⎛
⎜⎝max log
( |ajj|
cj
)
log
(
rj
cj
) , min log
( |aii|
ci
)
log
(
ri
ci
)
⎞
⎟⎠ .
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Case E. If either such j’s or such i’s, as in Case D above, donot exist, then the corresponding endpoint
of the interval becomes 0or 1, respectively;while if neither such j’s nor such i’s exist then the endpoints
of the interval become 0 and 1, respectively.
Case F. Finally, there is one more case provided that there exist i’s and j’s satisfying Cases (vii) and
(iv) of Table 1, respectively, and are such that max
log
( |ajj |
cj
)
log
(
rj
cj
) = min log
( |aii |
ci
)
log
(
ri
ci
) , then
α = max
log
( |ajj|
cj
)
log
(
rj
cj
) = min log
( |aii|
ci
)
log
(
ri
ci
) .
Remark 3.2. It is noted that in most Cases A–E the corresponding interval may be closed at either or
both endpoints.
Remark 3.3. It is understood that in cases of equality as in Cases (iv) or (vii) we should not usually
expect to have more than one equality unless there are more than one row indices that give precisely
the same value for α. For example, let row i ∈ N and row j ∈ N\{i} be such that the conditions
of Case (iv) are satisfied and also that
log
( |aii |
ci
)
log
(
ri
ci
) = log
( |ajj |
cj
)
log
(
rj
cj
) . Then, if the restrictions satisfied by all
other row indices k ∈ N\{i, j} are such that strict inequalities hold then α may well be equal to the
aforementioned common ratios (see, e.g., Example 1).
Having in mind Table 1 and the results in Cases A–F above, then, following the notation, the def-
inition, the theorem and the remark given in the beginning of this paragraph we can present, in the
spirit of Section 2, analogous statements to those in [5]. Specifically:
Definition 3.2. An irreducible matrix A ∈ Cn×n, n  2, is called “(non-strictly) α2-matrix” if it
satisfies Theorem 2.1.
Then the following (sharper) extension of Theorem 3.1 can be stated.
Theorem 3.3. Let A ∈ Cn×n, n  2, be irreducible. Then, A is a non-strictly α2-matrix iff the following
three conditions hold
(i) |aii|  min{ri, ci}, ∀ i ∈ N,
(ii) log ri
ci
|aii|
ci
 log cj
rj
cj
|ajj| ∀ i ∈ R and ∀ j ∈ C,
(iii) Relations |aii| = rαi c1−αi , if they exist, do not hold ∀ i ∈ N.
Remark 3.4. Under the conditions of Theorem 3.3 the range of values for the parameter α is
max
{
0,max
j∈C log
cj
rj
cj
|ajj|
}
 α  min
{
min
i∈R log
ri
ci
|aii|
ci
, 1
}
. (3.4)
Note: Instead of the terms “strictly” and “non-strictly” α2-matrices (resp. α1-matrices) we could
use the terms “strictly diagonally dominant (SDD)” α2-matrices (resp. α1-matrices) and “irreducibly
diagonally dominant (IDD)” α2-matrices (resp. α1-matrices) to be in accordance with the terminology
SDD and IDD used in Varga [13].
In concluding, we could say that Theorem 3.1 is moderately extended to cover the distinguished
class of irreduciblematrices. Some of the results for irreduciblematrices can cover, with caution, every
matrix no matter whether it is irreducible or reducible as this was done in [5].
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Remark 3.5. For reducible α2-matrices whatever was said in Section 2.2 holds.
3.2. α1-Matrices
In [5] one more definition and a corresponding proposition were given besides those presented in
the beginning of this section. More specifically:
Definition 3.3. A matrix A ∈ Cn×n, n  2, is said to be a “(strictly) α1-matrix” iff it satisfies the
following Ostrowski’s Theorem [10]: “If for A ∈ Cn×n, n  2, |aii| > αri + (1 − α)ci, ∀ i ∈ N, for
some α ∈ [0, 1], then A is nonsingular”.
Based on Definition 3.3, Theorem 4 in [5] is as follows.
Theorem 3.4 (Theorem 4 of [5]). Let A ∈ Cn×n. Then, A is a (strictly) α1-matrix iff the following two
conditions hold
(i) |aii| > min{ri, ci}, ∀ i ∈ N,
(ii)
|aii|−ci
ri−ci >
cj−|ajj|
cj−rj , ∀ i ∈ R and ∀ j ∈ C.
Remark 3.6. Under the two conditions of Theorem 3.4 a range of values for the parameter α is found
in [5] for which A is a (strictly) α1-matrix. This range is the following
max
j∈C
{
0,
cj − |ajj|
cj − rj
}
< α < min
i∈R
{ |aii| − ci
ri − ci , 1
}
. (3.5)
It is pointed out that one can follow step by step the analysis in the case of α2-matrices of the
previous paragraph concentrating, instead of on inequality (3.3), on the inequality
|aii| − ci  α(ri − ci). (3.6)
The eight cases to be considered are exactly the same as those in Table 1 and the conclusions are
identically the same provided that we will give the following interpretation to the various inequalities
involved.Whenever an expression like, e.g., the one on the left of (3.7) is encountered in the preceding
analysis, now it will be interpreted simply as the one on the right
log
( |aii|
ci
)
log
(
ri
ci
) = log(|aii|) − log(ci)
log(ri) − log(ci) ←→
|aii| − ci
ri − ci . (3.7)
As a mnemonic rule, we may have the following: A difference of logarithms, like the one on the left of
(3.7), in the theory of α2-matrices, it is simply replaced by the difference of their arguments, like the
one on the right of (3.7), in the case of α1-matrices.
So, analogous intervals for α from the corresponding cases to those from Cases A–F obtained pre-
viously can be determined. Consequently, Theorem 4 of [5] as well as the analogous range for the
parameter α in (3.6) can be completed. In concluding, statements completely analogous to those of
Section 3.1 can be stated and proved.
Remark 3.7. For reducible α1-matrices, a remark similar to Remark 3.5 can be made.
3.3. Application of the generalized arithmetic–geometric mean inequality
As is known there exists an inequality that generalizes the classical arithmetic–geometric mean
one (see, e.g., Theorem 9 in [8]) which is as follows
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αa + (1 − α)b  aαb1−α, with a, b  0 and α ∈ [0, 1], (3.8)
with equality holding for a = b or for α = 0 or for α = 1.
Assuming that relations (2.3) of Theorem 2.1 were
|aii|  αri + (1 − α)ci (∀ i ∈ N), (3.9)
then using inequality (3.8) we can obtain a new proposition with its corollaries. These statements are
not to be given, as being trivial, except one that differs from whatever we are familiar.
Theorem 3.5. Let A ∈ Cn×n, n  2, be irreducible and assume that, for some α ∈ (0, 1), equalities of
the type |aii| = ri = ci may hold for some but not for all i ∈ N. Then, even if all the relations in (3.9) are
equalities, A is nonsingular.
Proof. Assume that all relations in (3.9) are equalities. Then, use of (3.8) gives that
|aii| = αri + (1 − α)ci  rαi c1−αi (∀ i ∈ N). (3.10)
By our assumption α ∈ (0, 1), equality on the right relation in (3.10) holds iff ri = ci. Suppose that for
at least one i ∈ N, ri = ci. (In fact for at least two i’s since∑i∈N ri = ∑j∈N ci.) The combination of the
last assumption and those of α = 0 and 1, makes the corresponding right relation in (3.10) be a strict
inequality. Therefore, there holds that |aii| = αri + (1 − α)ci  rαi c1−αi , ∀ i ∈ N, with at least two
of the relations on the right being strict inequalities. Consequently, due to the irreducibility of A, the
matrix A is invertible by Theorem 2.1. 
Example 3. Let
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2eıθ11 eıθ15
3eıθ22 2eıθ25
6eıθ33 7eıθ35
7eıθ44 8eıθ45
3eıθ51 4eıθ52 5eıθ53 6eıθ54 18eıθ55
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3.11)
where theθij ’s are any real numbers. As is readily seen thepresent example is closely related toExample
1, except that for α = 1
2
we have
|aii| > r
1
2
i c
1
2
i , i = 1, 2, 3, 4, |a55| = r5 = c5 = r
1
2
5 c
1
2
5 . (3.12)
Therefore, the first four relations are strict inequalities, instead of equalities, and the last one is an
equality, instead of a strict inequality. However, we also see that
|aii| = 1
2
ri +
(
1 − 1
2
)
ci, ∀ i = 1, 2, 3, 4, 5. (3.13)
So, since A is irreducible then based on Theorem 3.5 we conclude that A is nonsingular.
Remark 3.8. Although it has already been realized we should mention that due to the validity of the
generalized arithmetic–geometric mean inequality an α1-matrix is also an α2-matrix. The converse is
not true except when α = 1 or α = 0 or ri = ci, ∀ i ∈ N, with |aii| > ri = ci, ∀ i ∈ N, or when A is
irreducible and |aii|  ri = ci, ∀ i ∈ N, with at least one inequality being strict.
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4. Concluding remarks
In this paper we dealt with a couple of issues and succeeded in extending older and most recent
results. Specifically:
– In Section 2, the classical Ostrowski’s Theorem, which constitutes an extension of the class of
strictly diagonally dominant (SDD) matrices, was extended in the same way the class of SDD
matrices is extended to the class of irreducibly diagonally dominant (IDD) matrices. Moreover,
the new result was extended to cover the class of reducible matrices.
– In Section 3, we completed, mainly for irreducible matrices, the most recent results regarding
the class of α2- and α1-matrices and determined cases where the possible range of values for
the parameter α involved can be sharp at either of the two ends of the corresponding interval.
– Finally, in Section 3.3, we used the generalized arithmetic–geometric mean inequality and suc-
ceeded, in some cases, in extending even further, the theory for the class of α1-matrices.
– In addition, numerical examples given in most of the cases in the text, and also Table 1, made
the theory developed become clearer.
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