The attractiveness of a tourist destination is partly dependent on its environmental and climatic resource base. Climate change can be expected to have an effect on this attractiveness and will subsequently alter patterns of demand. An application of the pooled travel cost model using survey data on the destination choices of German tourists is presented in this study. Data on the climate, beach length and indicators of cultural, natural resource and economic attractiveness of the destination countries are used in the regression analysis.
INTRODUCTION
An increase in the globally averaged surface temperature of between 1.4 and 5.8°C by 2100 is predicted by the IPCC (2001b) . Based on such predictions, climate change impact studies have been produced for many different economic sectors. However, the impact on the world's largest industry, tourism, has been examined by only a few studies. Studies on the measurement of destination attractiveness (Hu and Ritchie, 1993; Shoemaker, 1984) have shown that climate is one of the most important destination attributes. Typically, when estimating tourism demand the attributes of destinations are not included. However, these attributes, according to Morley (1991) , will determine the utility of a visit to a certain destination with a certain set of characteristics. This study looks further than just to the different spatial attributes of destinations but also to the temporal ones; different months have different climatic conditions. Moreover, climate change implies that these attributes will change over the long term and so utility and the resulting patterns of demand will change.
With the above in mind, the purpose of this research is to examine, by way of a case study, the demand of German tourists in terms of destination characteristics. The estimated relationships between the climate variables can then be used to examine the impact of climate change on demand. The pooled travel cost method, which is used in this study, had been developed in other case studies for the UK and the Netherlands. However, in this study, the set of destination attributes used in the regression analysis is extended and the temporal aspect is examined at the monthly scale as opposed to the quarterly scale. This paper will be structured as follows. In the next section, the literature on the impact of climate change on tourism will be reviewed. In the third section, the pooled travel cost method is discussed. The data used in this study and the results of the regression analysis are presented in the fourth section. The implications of these are discussed in the fifth section.
The sixth section concludes.
LITERATURE REVIEW
Despite its global economic importance and regional and, in some cases, national dependency on tourism revenues, comparatively little work has been carried out on the impacts of climate change on tourism. In the Intergovernmental Panel on Climate Change reports (IPCC 1998 and IPCC 2001a ) the possible impacts on tourism and possible adaptation measures were discussed very generally with an emphasis on the ski industry and on the effects of sea level rise on recreationally important beaches.
Impact analyses have been carried out for different scales and for different sectors. For winter tourism in the Alps, Abegg (1996) analysed the impact of changes in temperature on snow depth and coverage and the consequences of these changes on ski season length and ski facilities. The influence of climate change on city tourism in North America has been analysed by Scott and McBoyle (2001) using the relationship between a tourism climate index and accommodation prices for each city.
1 Through changes in climate, the index scores change and the changes in attractiveness of different cities can be predicted. The authors argue that for Canada, climate change would result in an overall increase in the income generated through accommodation.
At a regional scale, several studies of a qualitative nature have been carried out. Nicholls and Hoozemann (1996) look at the vulnerability of Mediterranean countries to climate change. 1 The tourism climate index used in this study is a weighted index of several climatic factors that are known to influence human comfort, and a ranking is used to signify suitability for city tourism.
They argue that tourism is an important factor to be considered when planning adaptation responses, particularly because tourism development can aggravate existing problems in the coastal zone. Perry (2000) A few studies have looked at the impacts in terms of demand from particular countries for certain destinations. Viner and Agnew (1999) describe, for a range of destinations popular with UK tourists, the current climate and tourism market situation, the likely impacts on ecosystems under a scenario of climate change and the consequences for tourism demand.
Only two studies have examined quantitatively the sensitivity of tourism demand to climate and climate change. Maddison (2001a and 2001b) examined climate as a determinant of the destination choices of British tourists and estimated a demand function that included climate variables and beach length for each country. The estimated function was then used to examine changes in the number of tourists as well as changes in welfare using projected changes in temperature and precipitation under a "business as usual" greenhouse gas emissions scenario. Lise and Tol (2002) adapted Maddison's model and applied it to data on the destination choices of Dutch tourists. They compared the results from the Dutch data with those from the British study and presented the results from a much cruder study of OECD tourists. The case study presented here uses the pooled travel cost method (PTCM) developed in these two studies. The basic concepts of which are discussed in the following section.
METHODOLOGY: THE POOLED TRAVEL COST METHOD
The studies by Maddison and Lise and Tol used a technique called the pooled travel cost method, which is based on microeconomic theory and includes characteristics of destinations which Morley (1992) and Papatheodorou (2001) argue to be necessary. This technique is a variant of the family of travel cost models, which have been widely used for estimating the demand for recreation sites. Two different types of these models exist: those that focus on single sites and those that examine multiple sites. In the former case, the purpose is to calculate the total economic value of the site and in the latter case, the object is to obtain a measure of the change in value when site characteristics change. It is this second set of models that is useful for examining the impact of climate change.
The basic premise of both types of model, however, lies in the fact that in order to use services provided by a certain site you have to travel there. This will involve a cost in terms of travel expenditure and the opportunity cost of time. Assuming that recreation is a normal good then sites with a higher travel cost will be visited less than those with the same characteristics but a lower travel cost. In the case of single sites, individuals who incur a lower travel cost for a certain site will visit that site more frequently than those individuals with a higher travel cost will. Using data on the number of visits and the cost of these visits, a demand function can be estimated. The total value of the site can be measured by the area under the demand curve. In the case of multiple sites, the characteristics of sites are included in the demand function.
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As travel is necessary for the consumption of the environmental amenities at a particular site, it is said to be a complement to them. That is, changes in the price of travel will affect the number of trips and through this, the quantity consumed of the amenities. Further, travel cost exhibits the quality of weak complementarity for the environmental amenities. Weak complementarity exists when there is a price where demand for the market good will be zero and changes in the public good, the environmental quality, will have no effect on welfare. In terms of travel to a site, this means that if the price of travel to a particular place is so high that no one wants to go there then changes in the qualities of that site do not bring any benefits to consumers. This enables the use of the demand curve for the market good to estimate the value of the non-market good, which in this case is the environmental quality of a site. When certain characteristics of a site improve, the demand curve for the market good, in this case travel cost, will shift outwards and to the right and so more of the favoured amenities are available at the same travel cost. To value this change, the difference in the area under the demand curves but above the market price for the original level of amenities and for the improved level is calculated. analyse the impact of changes in environmental quality, in this case changes in climate. The model described by Maddison will be used in this study to examine the sensitivity of the demand of German tourists to climate and other destination factors.
CASE STUDY: THE DESTINATION CHOICE OF GERMAN TOURISTS
German tourists make up the second largest market in terms of expenditure (after the USA) and account for 10% of world spending on tourism (WTO 2001) . Their market importance means that an examination of the possible impacts of climate change on the patterns of demand is of particular interest. Not only does a further application of the PTCM model allow a comparison of the British, Dutch and German tourism preferences, it is also an opportunity to extend the model to include climate and other variables that have never been used in tourism demand estimation. Whereas previous PTCM studies have used quarterly data and focussed on outbound tourism, this study uses monthly data and the origin country Germany is included as a destination option. This section describes the application of the pooled travel cost model to the case of the destination choices of German tourists.
Data and model specification
The dependent variable data were taken from a representative survey of 7780 German citizens who were asked about their holidays of more than 5 days that they took in 1997 (F.U.R.
1998). The respondents provided information on the region, country or group of countries where they took their holiday. They also specified in which month it took place. From the individual responses, visitation rates for each country (or group of countries) and month combination were calculated. The countries included in the analysis are presented in tables 1 and 2. Information was also provided on total holiday expenditure but not on travel cost. It was considered too time consuming to estimate the travel cost as many different modes of transport were used to reach the chosen destinations. For this reason, distance between the destination and origin capital city was taken as a proxy for travel cost.
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Country specific variables were included in the analysis. There are many groups of countries in the data set and so for each of the variables a group value was calculated using market shares for 1995 (WTO 2002) . Table 2 contains the country groups. GDP per capita, population and population density are taken from the World Resources Institute (2000).
Richer countries are more likely to have the basic facilities necessary for tourism, such as quality transport infrastructure and banking services. Richer countries will also have a developed network for domestic tourism and recreation and so the necessary tourist specific infrastructure will be in place. Such countries are more likely to be favoured as international tourist destinations. For population density, it is unclear what effect on tourism demand they have. Densely populated countries may be attractive as they will contain many towns and cities but on the other hand, if this implies a lack of natural areas, they may then be unattractive for tourism. The stability index compiled by Kaufmann (1999) is a proxy for the perception of citizens of the likelihood that their government will be overthrown by nonconstitutional means. This has been included in the specification of the model to capture the influence of tourists' concerns about safety on the demand for a destination. Of course, the internal perception may be different from that of the tourists.
At a national scale, it is difficult to find comparable data on resource characteristics that are relevant to tourism. One of the key tourist markets is the "sun, sand and sea" holiday. For this particular type of holiday, the availability of beaches is important. To capture the effect of this on demand, the length of beach for each country, taken from Delft Hydraulics (1990) , was included in the country dataset. Existing studies used population density and population as proxies for the existence of untouched natural areas and the number of cultural attractions respectively. Both population and population density are included in this analysis, as they may have an independent effect, however other variables are used as a proxy for natural and cultural attractions. In this study, the total area of all protected areas in a country is taken as a proxy for the availability of undeveloped land. The attractiveness of the landscape and the scope for outdoor recreation will depend on this. Climate data were taken from a data set on the recent climate in countries (Mitchell, 2002) .
For each country monthly averages for the period 1961-1991 are available for the following:
daily temperature (mean, minimum and maximum), precipitation, number of wet days, cloud cover, vapour pressure, and the number of ground frost days. Some of the climate variables show a strong correlation with each other. Vapour pressure and temperature, ground frost days and temperature and wet days and cloud cover are highly correlated (0.87, -0.9 and 0.87 respectively.) On the one hand, this is because of the natural relationship between them and on the other hand because data on vapour pressure and the number of ground frost days was estimated using temperature 4 . For this reason two possible specifications of only three climate variables each were analysed. Both contain mean monthly temperature and average monthly precipitation, as in the two previous studies for the UK and the Netherlands.
The first specification contains the number of wet days per month and in the second wet day frequency is replaced by cloud cover. A wet day is defined as any day with rainfall greater than 0.1mm and the use of this variable in conjunction with precipitation provides more information on the spread of rainfall over the month. As an alternative to the inclusion of wet day frequency, the average cloud cover as a percentage was used in the second specification.
The effects of sunlight on the psychological balance have been documented by Parker (2001) and the variable cloud cover has been included to capture the effect of sunlight at the destination country.
To examine the possibility of optimal levels of the climate variables the square of each of these variables was included. In the study by Maddison (2001b) , the cubic and quartic terms 4 See New et al (1999) for more details on the calculation of the different variables of the temperature variable are included in the regression analysis, to examine the possibility that more than one temperature optimal exists because of winter sports tourism. This is examined in the third specification and the fourth specification is a refinement of the third.
There are certain disadvantages to using country aggregated climate data, particularly for large countries. Tourist destinations within a country may have a particular climate that is quite different from that of the national average and areas with extreme conditions, such as deserts or mountain ranges, which may be of little interest for tourists, will have an effect on the country average. Country data was preferred to capital city climate data, which is also inaccurate. As far as the author knows, a data set containing the climate of only tourist destinations in each country does not exist.
As Germany was included as a destination, a dummy was used to control for it being chosen more frequently. It is usual that domestic tourism makes up a large part of total tourism, as familiarity of culture and language or visits to friends and relatives will make the origin country a popular destination. Besides climate, other factors may influence temporal choice, such as public holidays or school holidays. To control for this, monthly dummies are included in the analysis. The variables and their definitions are contained in Table 3 . The summary statistics of the variables used in the regression analysis are shown in Table 4 .
The log of the number of visits was used, as this was found to fit the data better than the linear form. It also conveniently prevents the model predicting negative numbers of visits. The majority of recreation studies use this functional form, as did the aforementioned tourism and climate studies. As the error components from same country observations are likely to be correlated, panel corrected least squares regression analysis was used instead of ordinary least squares. It is expected that the following variables have a positive relationship with the dependent variable: Stability, GDP per capita, temperature, beach length and the "HOME" dummy variable. Whereas the coefficients of distance, precipitation and cloud cover are expected to be negatively signed. For the other variables, it is unclear what sign to expect.
Results
The results of the regression analysis are presented in Table 5 . For specification 1, the regression explains 58.4% of the variation in the log of the number of visits. The number of heritage sites, length of beach and the level of GDP per capita are all highly significant and signed as expected. The stability variable "STAB" has a positive relationship to the dependent variable but it is not significant. The coefficient for "PROTECT" is negatively signed but is significant only at the 10% level. Although protected areas may be an attraction for tourists many of these protected areas may not in fact be accessible for tourists or tourist development has been restricted because the land has been protected. The coefficient on "DIST" is as expected, highly significant and negatively signed. The popularity of domestic tourism is reflected in the positive and highly significant coefficient for the variable "HOME". The coefficients on population and population density are not significant. From the monthly dummies, the months February and November are found to be negative and significant. This result is plausible considering that these two months lie either side of the Christmas and New
Year holiday period, when many people take holidays and also a large portion of the household budget will be used during the festive period.
Temperature is highly significant. However, the square of temperature is not significant.
Therefore, the optimal temperature cannot be calculated. Here we have a positive relationship between demand and temperature; as temperature increases so will demand. Purely from the human physiological point of view, this is rather unlikely, as at high temperatures, particularly in combination with high levels of humidity, a state of discomfort will occur. For precipitation, a minimum turning point is found at 137mm per month, which is much higher than the observed values for any month in Germany or in Northern Europe. Before this point, any increase in precipitation will have a negative effect on demand. There is an optimal number of wet days at 11.5 days per month. The Northern European countries have more wet days per month all year round and such a value is typical of a Mediterranean winter. The calculated optimal values for each specification are shown in Table 6 .
For the second specification containing the variable cloud cover, the greatest changes are seen in the climate variables. Temperature and precipitation are no longer significant and therefore no turning points can be estimated. The square of cloud cover is negative and significant. For the majority of the other variables there are no changes in sign and significance. However, the monthly dummy for August is positive and significant; this is plausible as it is the time of school holidays and the traditional holiday month.
As in the study by Maddison (2001b), a third specification including the quartic terms of temperature was analysed. There are no changes in the significance or signs of the other variables. The turning points do not change significantly either. The turning points are 134mm for precipitation and for 11.6 days for wet day frequency. However, from the four temperature terms the square and the quartic of temperature are significant. A fourth regression is carried out dropping the least significant term, the linear temperature term. The results with this specification are very similar to those of the first and third specification.
Again, the turning points for precipitation and wet day frequency are 133 mm and 11.6
respectively. Optimal mean temperatures of 24°C for the values above zero and for those below zero an optimal mean of -11°C.
DISCUSSION

Comparison with other studies
A comparison with the UK and Netherlands studies shows broadly similar results. 5 In contrast to the case study presented here, the two previous studies were carried out using quarterly visitation rates and climate data. The significant variables from all three studies are shown in Table 7 . In all studies, distance is negatively signed but only significant when a travel cost variable is not included as well as a variable for distance. In both the German and the Dutch study, the square of temperature is not significant. Whereas, the optimal temperature in the UK study (maximum daytime temperature was used) was found to be 29°C. Precipitation was not significant in the Dutch and British studies. Maddison (2001a) also finds beach length to be an important factor in determining demand. However, in the study by Lise and Tol (2002) coast length was not found to be significant. For the variable population, the result from this study is very different from the other two. In this case study, the coefficient on population is negative but not significant. In the Dutch and British studies, population was used as a proxy for cultural resources and the coefficient was positive, as was the coefficient on the number of heritage sites in this case study. Whether this difference is caused by the additional variables or that German tourists have different preferences to the Dutch and British tourists is not clear. Not included in the German study, but in the others, was a variable to measure the price level in each country. Variables to examine the influence of age and income were also used in the Dutch study, which improved the R 2 . 
The climate attractiveness index and a scenario of climate change
Limitations of the method
This study has further investigated the relationship between climate and demand for particular destinations. There are, however, some limitations of this study with regard to the method.
The usefulness of the pooled travel cost method is limited because of the omission of substitution effects. As the substitute site qualities and prices are not included in the demand function in the model presented here, the effect of these on the demand for a destination are not known. If for example the model predicts an increase in the number of visits to a certain destination, after a change in one or more characteristics, it is not possible to say which destinations are now avoided because they have become relatively less attractive. Moreover, the failure to account for substitution effects in the model poses a further problem when changes occur at all sites. This would be the case with climate change, which will occur globally. The decision to go on holiday or not is not included in this model, therefore increases in the total number of tourists cannot be predicted. This method is also less useful for a single country or a region to examine the importance of climate or other factors in the attractiveness for tourism. Suitable variation in the parameters used will be needed in order to carry out the statistical analysis, although with a large monthly variation in the data it would still be possible.
The implications of climate change were examined only for the summer months in Europe using an arbitrary scenario. This is of limited use, as the relative attractiveness of the climate of the different months and of other continents is also of interest. Modelled scenario changes are available for all countries of the world (Mitchell et al, 2003) . In of the arbitrary scenario is useful to illustrate the effect of climate change on a range of countries for a particular month, the work of this paper could be refined by using the detailed country climate change data. This task will be left for a subsequent paper.
CONCLUSIONS
A limited amount of research has been undertaken on the relationship between tourism demand and the natural resource, climate. The pooled travel cost method, employed here, exploits the necessity of travel to a destination and the associated costs of this travel to analyse the effect destination characteristics, such as climate, have on demand. Expanding on the work of previous studies, a tourism demand function, which included economic, climatic and other country characteristics as explanatory variables, was estimated using data from a survey on the destination choices of German tourists. Moreover, this study examined destination choice at the monthly level, extended the set of country characteristics used and examined domestic and outbound tourism. Proxy variables to measure safety and cultural attractiveness were included and two specifications with different climate variables were examined. The specification including wet day frequency was found to perform better than the specification with the variable cloud cover. The former specification was extended to include cubic and quartic terms. In addition to the optimal wet day frequency and precipitation levels, two optimal temperature values were estimated. For temperatures above zero, the optimal was found to be at 24°C. 1 "ne" denotes the variables that were not included in the particular analysis and "ns" indicates that the variables were included but were not found to be significant. G e r m a n y N e t h e r l a n d s P o l a n d R o m a n i a I t a l y P o r t u g a l F r a n c e G r e e c e H u n g a r y S p a i n G e r m a n y N e t h e r l a n d s P o l a n d R o m a n i a I t a l y P o r t u g a l F r a n c e G r e e c e H u n g a r y Figure 2 
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