A class of problems in turbomachinery is characterized by unsteady interactions at low reduced frequencies.
INTRODUCTION
Turbomachines are inherently unsteady. Unsteady Reynolds-averaged Navier-Stokes (U-RANS) solvers are widely used to capture the unsteadiness caused by blade passing. This unsteadiness is deterministic with a length-scale on the order of a blade pitch. U-RANS codes will also capture non-deterministic unsteadiness such as that caused by trailing edge vortex shedding, shear layer instability or stall cell propagation, provided that the time step employed is small enough to resolve the frequencies involved. These solvers can also be used to capture unsteadiness with a longer length-scale, on the order of the circumference of the machine, but these simulations are computationally expensive. The origin of the challenge is that the solvers require a time step set by the dominant frequency of unsteadiness (blade passing frequency) but the frequency of interest is much lower. In this paper, we propose a spatial filtering approach to remove the unwanted high frequencies, leaving the user free to select a larger time step to capture the long length-scale unsteady flow features of interest.
The parameter that characterises the class of problems under consideration is the reduced frequency,
where f is the frequency of the unsteadiness, V x is a representative axial velocity and c x the axial chord. If β ≪ 1 the flow is quasi-steady; unsteady effects become important when β ≈ 1 and are likely to dominate at β ≫ 1 (It has also been demonstrated [1] that turbine wakes expected to have a high value of β can mix and merge prior to the leading edge of the next blade row, leading to a limited unsteady interaction). For a frequency arising from a circumferential perturbation of length-scale λ and blade speed U, the reduced frequency is given by:
where φ is the flow coefficient. Taking φ ≈ 0.5 and c x /λ ≈ 0.01 for a core compressor with a once-per-rev inlet distortion gives β ≈ 0.02 and we expect quasi-steady behavior in the compressor rotor rows. In certain design situations, such as non-axysmmetric intake design or the arrangement of a non-uniform row of stator blades, the primary concern of the aerodynamicist is the transfer of the long length-scale perturbation and it is this type of low reduced frequency analysis that is the motivation for the current work.
Using a "direct unsteady" U-RANS approach to compute low reduced frequency problems is feasible but wasteful of computational resource as reduced frequencies of order 1 are likely to be resolved. Frequency domain methods, as developed by He and Ning [2] and Hall et al. [3] are an efficient alternative for low reduced frequency problems. A thorough review of these methods is provided by He [4] . As well as the disconnect between the frequency domain approach and the time-domain methods that are prevalent in turbomachinery aerodynamic analyses, an additional challenge is that the user must prescribe the set of frequencies to be resolved; this is particularly challenging for a domain comprized of many stages or that contains unsteadiness at non-deterministic frequencies (shedding from separated regions, for example).
The method proposed in this paper is direct unsteady U-RANS, in the temporal domain, employing spatial filtering at the interface planes to remove higher harmonics that are not of interest. Based on the problem under consideration, the user sets the filter threshold such that only frequency content below this limit passes through the interface plane. The unwanted frequencies are mixed-out, hence the new approach forms a continuum between conventional mixing planes (where no harmonics are retained across the interface) and sliding planes (where all available harmonics are preserved). The paper is organized as follows. The filtering mixing plane concept is first developed with a simple two-dimensional, single equation advection solver. Next, the entropy production during the mixing out of unwanted harmonics is demonstrated analytically.
Introduction
Before discussing the implementation of the filtering mixing plane technique in a turbomachinery U-RANS code, some initial concept development can be done using a simple, one equation, two-dimensional advection solver. In this section we will test the fundamental premise governing the filtering mixing plane strategy, that the size of the time step required scales with the time period of the unsteadiness. Transport of a sinusoidal "distortion" and a Gaussian "wake" is presented, followed by a combination of both of these perturbations.
2D Advection Solver and Test Case
The advection equation for f in integral conservation form is,
where the first integral is over the control volume, the second is over the surface bounding the control volume, v is the velocity vector and dA is the area vector. In the cases presented here, the velocity field is fixed. In anticipation of the target compressible flow solver, TBLOCK [5] , we use a second order vertex storage scheme with quadrilateral cells. Jameson's dual time stepping approach [6] is used to discretise the time derivative (with a second-order, 3-point backwards difference stencil) and Denton's explicit "scree" scheme [7] is used to drive the inner iterations to convergence.
The test case used to develop the concept comprises three blocks, shown as a schematic in Fig. 1 . Blocks 1 and 3 are stationary, but block 2 moves at speed U, simulating a rotor row between two stator rows. The upper and lower edges of the domain are periodic. There are 101 × 51 uniformly spaced grid points in each block. The scalar f is initially set to zero everywhere and a profile of f is specified at the inlet boundary. The velocity field v (in the absolute frame) is fixed to < 1, 0 > throughout, so we anticipate that the profile of f will advect straight though the domain, without deflection. At values of N ∆t less than 25, the sinusoidal disturbance mixes and the phase (vertical alignment in Fig. 2 ) is shifted. The problems seen at these low values of N ∆t occur in block 2, where the flow is unsteady; they are caused by the dispersion error of the second order, 3-point, approximation to the time derivative. 
Gaussian Profile
A wake is modelled using a Gaussian profile of f at the inlet of the computations shown in Fig. 3 . The Gaussian profile is composed of a range of spatial frequencies. Based on the sinusoidal profile results, we expect N ∆t = 25 will be sufficient to resolve the 1 st harmonic (wavelength equal to the distance between the periodic boundaries of the computation) but higher harmonics will be mixed and subject to a shift in phase. The exit profiles in Fig. 4 show that this is the case and that, for this simulated wake, N ∆t = 100 is required to transfer the wake correctly through the domain. The test case is now extended by duplicating the domain 50 times in the pitchwise direction. The inlet boundary condition is now 50 sinusoidal "wake" profiles combined with a sinusoidal "distortion" of wavelength equal to the full 50 wake pitches.
The above studies have shown that 100 time steps are needed to resolve each wake, so N ∆t = 5000 (for the full pitchwise extent of block 2 to move past a point in the absolute frame) would be required to resolve the transport of the wakes, and the distortion, through the domain. If the user is primarily concerned with distortion transfer, however, then N ∆t = 50 would suffice. Figure 5 (a) shows a simulation with N ∆t = 50. The sinusoidal distortion is transferred through the domain, but a serious problem occurs with the wakes. Since N ∆t = 50, at each time step, a grid point at the inlet of block 2 is always at the same position relative to the wakes leaving block 1; if a grid point at the inlet of block 2 is initially in a wake, it stays in a wake at all times. This means the wakes are stationary in the relative frame and are therefore incorrectly transferred across block 2. This is an aliasing effect. The aliasing problem is cured by applying a spatial filter at the block boundaries so that the wakes are removed. In Fig 
FLUX FILTERING AND MIXING
The preceding section developed the case for filtering to reduce the number of time steps required in a U-RANS computation of a low reduced frequency problem while avoiding aliasing. In a turbomachinery flow solver the most appropriate choice of variables for filtering is the conservative fluxes of mass, momentum and energy. For a two-dimensional domain (x, y), at an interface boundary normal to the x direction, these fluxes are,
The filtering process filters out all spatial harmonics (in the pitchwise direction) above a user-specified threshold. This is achieved by pre-multiplying F by the filtering matrix Y (a N × N matrix where N is the number of pitchwise mesh points at the interface),
The derivation of Y is given in Appendix A.
Since the 0 th harmonic (the "DC level") is always retained, the total fluxes are conserved. The chosen number of retained harmonics dictates how much mixing occurs. As an example, a Gaussian V x wake profile (ρ, p and T 0 are all constant, V y = 0)
is filtered analytically. The filtered profiles are shown in Fig. 6 . A mixing loss coefficient can be evaluated by computing the non-dimensional drop in mass-averaged stagnation pressure, p 0 between the non-filtered ("upstream") value, p 01 and the filtered ("downstream") value, p 02 :
The variation of Y p,mix with the number of harmonics retained is shown in Fig. 7 . The value for a conventional mixing plane (n harm = 0) is Y p,mix = 0.014. As the number of retained harmonics is increased, Y p,mix decreases monotonically until the value is negligible (less than 1% of the n harm = 0 case) for n harm > 8. Also shown in Fig. 7 is the fully mixed-out loss,
i.e. the value of Y p,mix obtained after the filtered profile is further mixed to pitchwise uniformity. Since the filtering process conserves the fluxes of mass, momentum and energy, the mixed-out loss is unchanged as n harm is varied.
n harm = 0 n harm = 1 n harm = 2 n harm = 3 n harm = 4 n harm = 5 n harm = 6 "inlet" profile 
IMPLEMENTATION
The filtering mixing plane concept has been implemented in the Denton multi-block structured U-RANS solver, TBLOCK [5] . The principal requirement is that the difference in the filtered fluxes on each side of the interface plane drives the changes to the boundary conditions for the adjacent blocks. The boundary conditions are then updated, at each iteration, until the filtered fluxes are converged.
The 3-step process followed is shown in the flow chart of Fig. 8 . The steps are, for each spanwise location:
Mixing loss due to the filter Fully mixed-out loss 
F is evaluated on the upstream (F 1 ) and downstream (F 2 ) sides of the interface. The flux vectors are filtered, using a matrix Y that is computed once on start-up, to obtain F 1 and F 2 .
2. At each pitchwise grid point, the difference in the filtered flux vectors is evaluated,
If the blocks on either side of the interface are in relative motion, a conservative interpolation procedure is required to find ∆ F.
3. The difference in the filtered flux vectors is transformed into a change, ∆BC, that is applied to the exit boundary condition of the upstream block and the inlet boundary condition of the downstream block. Before the modified boundary condition is applied, it is filtered using the same matrix Y.
In this way, the downstream block sees only the filtered harmonics of the information arriving from the upstream block, and vice versa.
The process of connecting a desired change in filtered flux ∆ F with the associated change in boundary condition ∆BC (Step 3) follows the Holmes non-reflecting mixing plane treatment that is carefully described in [8] . The procedure is reproduced here for completeness, using the same notation as Holmes. The vector ∆ F is transformed into the vector of changes to the primitive variables,
by premultiplying ∆ F by the inverse of matrix A,
where A is given in Appendix B. The change in primitive variables is transformed into a change of characteristic variables ∆λ by the multiplying by B (see Appendix B):
where
This allows the upstream propagating characteristics to be separated from the downstream propagating characteristics. Assuming a case of positive and subsonic V x , the change made to the upstream block's boundary condition comes only from ∆λ 4 (∆λ 1 , ∆λ 2 , ∆λ 3 , ∆λ 5 are set to zero); the change to the boundary condition of the downstream block is made after ∆λ 4 is set to zero. The change in the boundary condition variables is obtained by transforming back into the primitive set and then finally to the boundary condition variables themselves:
where U is given in Appendix B and
APPLICATIONS Introduction
Three test applications of the filtering mixing plane implementation are presented: a two-dimensional wake profile; a 1.5
stage two-dimensional compressor with inlet distortion; and a three-dimensional turbine stage with a 1:5 stator:rotor bade count ratio. Four cases are shown in Fig. 9 , each with a different number of retained harmonics, n harm . As the number of retained harmonics is increased, the amount of mixing that takes place at the filtering mixing plane reduces and the wake in the downstream block becomes qualitatively similar to that in the upstream block. The mass-averaged mixing loss coefficient, Fig. 10 , illustrates that the quantitative behavior seen in the analytic case (Fig. 7) is reproduced with a smooth, monotonic reduction in Y p,mix as n harm is increased. To accomplish this, the fluxes must be closely conserved at the filtering mixing plane; the mass conservation error, for example, was less than 0.0005% in all cases. The fully mixed-out line in Fig. 10 shows a small fluctuation (standard deviation is 1.5% of the mean). Compressor inlet distortion is a classic low reduced frequency problem that the filtering mixing plane method is designed to tackle. The geometry for the present case comes from the mid-span of a low-speed research compressor designed to be representative of current industrial gas turbines [9] . A half-annulus domain is used: 30 inlet guide vanes, 29 rotor blades and 30 stators. The blade-to-blade mesh had a total of 1.3 million grid points and there were 5 points in the spanwise direction. The purpose of the computation is to capture distortion transfer and the quasi-steady behavior of the compressor.
Two-Dimensional Wake

Two-Dimensional Compressor Stage
In tackling the problem using a time-step based on the unsteadiness arising from the long length-scale perturbations, the user acknowledges that the wake interaction process will not be resolved (including any "wake recovery" effects, for example) and is content to mix out the wakes at the row interfaces. 11(b) eliminates the wakes but tests with the simple advection solver indicated that N ∆t = 50 is required to resolve even a sinusoidal perturbation. To illustrate this, N ∆t = 100 is used in Fig. 11(c) and there is a discernible phase shift in the transferred distortion as compared to Fig. 11(b) .
In performing these computations, the same convergence criterion was applied to the inner dual time stepping iterations for the filtered cases as would be used in a conventional sliding plane computation. It was observed that the N ∆t = 100 case typically required twice the number of inner iterations compared to a wake-resolving N ∆t = 3000 case. The total number of steps (physical time steps multiplied by inner iterations) was, therefore, an order of magnitude smaller for the N ∆t = 100 case.
This test application has demonstrated the computational efficiency of the filtering mixing plane technique when applied to a low reduced frequency problem (β ≈ 0.05). We now turn to a configuration in turbine aerodynamics for which the present method is also appropriate.
Three-Dimensional Turbine Stage
Low aspect ratio vanes, or mid-frame struts, are a feature of many aero-engine turbines. It is not uncommon for the vane pitch to be 5 times that of the downstream blade rows, as shown in Fig. 13 . In such a case, the reduced frequency of the rotor will be, approximately β ≈ 0.4.
The vane loss core is of the order of a rotor pitch in circumferential extent and it is known that this leads to secondary flows at rotor exit that are both stationary in the absolute frame and also, due to the low reduced frequency, quasi-steady.
The 2. The filtering mixing plane treatment mixes out the unwanted higher harmonics at the interface plane. The number of retained harmonics can be set by the user so that a continuum is formed between zero retained harmonics (conventional mixing plane) and all harmonics retained (conventional sliding plane). Having eliminated the higher spatial harmonics which the user deems are of secondary importance, a larger time step can then be chosen to resolve the low reduced frequency of interest.
3. The proposed implementation of the filtering mixing plane is based on the core principal that the difference in the filtered conservative fluxes on each side of the interface drives the changes to the boundary conditions in the adjacent blocks. x, r, θ Axial, radial, tangential 0 Stagnation
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APPENDIX A
In the following, the circumferential grid spacing is assumed to be uniform, for simplicity. The development of the spatial filter employed in this paper is based on the mathematics of the discrete Fourier series. A function that is assumed to have a known circumferential periodicity (the full circumferential extent, or "sector size", of the domain) can be expressed by the discrete Fourier series,
where x n is the function at a discrete location n, and N is the number of points at which x is defined. The coefficients A k and B k , which will also be functions of radius, are the Fourier coefficients. Since x n is real, A k and B k must also be real. A k and B k can be obtained from the N known values of x using
The filter is developed by omitting spatial components from Equation (A1) above a pre-determined value. At a particular location, the filtered variable x n is then given by
where M is the number of spatial components to be retained and can take values between 1 and N (note that this includes the "zero", or DC, harmonic). The choice for the value of M is based on the spatial length-scales to be resolved and is set by the 
The filtered variable at location n, x n is thus related to the known values of the unfiltered variable x via 
