A streaming algorithm to compute the spectral proper orthogonal decomposition (SPOD) of stationary random processes is presented. As new data becomes available, an incremental update of the truncated eigenbasis of the estimated cross-spectral density (CSD) matrix is performed. The algorithm converges orthogonal sets of SPOD modes at discrete frequencies that are optimally ranked in terms of energy. We define measures of error and convergence, and demonstrate the algorithm's performance on two datasets. The first example is that of a high-fidelity numerical simulation of a turbulent jet, and the second optical flow data obtained from high-speed camera recordings of a stepped spillway experiment. For both cases, the most energetic SPOD modes are reliably converged. The algorithm's low memory requirement enable real-time deployment and allow for the convergence of second-order statistics from arbitrarily long streams of data.
. In this work, we build on Brand's [13] incremental singular value decomposition (SVD) by specializing the method to updates of the estimated CSD matrix. Originally developed for computer vision and audio feature extraction [14] , the algorithm has been employed for recommender systems [15] , semantics [16] , design optimization [17] , and a wide spectrum of other machine learning and data mining applications.
The paper is organized as follows. We first introduce standard or batch SPOD in §2 before deriving the streaming algorithm in §3. Measures of error and convergence are defined in §4. In §5, we demonstrate streaming SPOD on two datasets: a high-fidelity large eddy simulation (LES) of a turbulent jet and experimental optical flow from high-speed camera data of a stepped spillway.
The effect of eigenbasis truncation is addressed in §6. In §7, we conclude with a discussion of the algorithm's computational efficiency and utility in real-time and big data settings.
Batch SPOD
SPOD is the frequency-domain counterpart of standard time-domain or spatial POD. SPOD yields time-harmonic modes that represent structures that evolve coherently in both time and space. The method is based on an eigendecomposition of the CSD, which in turn is estimated from an ensemble of realizations of the temporal discrete Fourier transform (DFT) in practice. The CSD can be estimated using standard spectral estimation techniques such as Welch's method [see e.g. 18] from an ensemble of snapshots. The SPOD formalism is derived from a space-time POD problem under the assumption of wide-sense stationarity. The reader is referred to [7] for the derivation of the method and an assessment of its properties. In particular, the method's relations to DMD and the resolvent operator are interesting from a modeling perspective, as they link SPOD to concepts from hydrodynamic stability theory and dynamical systems. ensemble of n t snapshots q i = q(t i ) ∈ R n of a wide-sense stationary process q(t)
sampled at discrete times t 1 , t 2 , . . . , t nt ∈ R. By q we denote the state vector.
Its total length n is equal to the number of grid points n x = n dim i n xi times the number of variables n var , where n dim is the number of spatial dimensions.
The temporal mean corresponds to the ensemble average defined as
We collect the mean-subtracted snapshots in a data matrix
of rank d ≤ min{n, n t − 1}. With the goal of estimating the CSD, we apply
Welch's method to the data by segmenting Q into n blk overlapping blocks
containing n freq snapshots each. If n ovlp is the number of snapshots by which the blocks overlap, then the j-th column of the l-th block Q (l) is given as
We assume that each block can be regarded as a statistically independent realization under the ergodicity hypothesis. The purpose of the segmentation step is to artificially increase the number of ensemble members, i.e. Fourier realizations. This method is useful in the common scenario where a single long dataset with equally sampled snapshots is available, for example from a numerical simulation. In situations where the data presents itself in form of independent realizations from the beginning, segmenting is not applied. This is the case, for example, if an experiment is repeated multiple times. Next, the temporal (row-wise) discrete Fourier transform
of each block is calculated. A windowing function can be used to mitigate spectral leakage. All realizations of the Fourier transform at the k-th frequency are subsequently collected into a new data matrix
At this point, we introduce the weighted data matrix
where W ∈ R n×n is a positive-definite Hermitian matrix that accounts for quadrature and possibly other weights associated with the discretized inner product
The inner product (8) induces the spatial energy norm · E = ·, · E by which we wish to rank the SPOD modes. The product
defines the weighted CSD matrix of the k-th frequency. A factor of 1 n blk seen in other definitions of the CSD is absorbed into our definition of the weighted data matrix in equation (7) .
SPOD is based on the eigenvalue decomposition
of the CSD matrix, where Λ k = diag(λ k1 , λ k2 · · · , λ kn blk ) ∈ R n blk ×n blk is the matrix of ranked (in descending order) eigenvalues and U k = [u k1 , u k2 , . . . , u kn blk ] ∈ R n×n blk the corresponding matrix of eigenvectors. Equivalently, we may consider the economy SVD of the weighted data matrix
assume that all Fourier realizations of the flow are linearly independent, which is the case for any truly random process. In the final step, the SPOD modes φ and modal energies σ are found as
and
respectively. The weighting of the eigenvectors in equation (12) guarantees
under the inner product (8).
Streaming SPOD
Our goal is to develop an algorithm that recursively updates the d most energetic SPOD modes for each frequency from a streaming dataset. We require the algorithm to converge a fixed number of modes d to be able to operate within a strictly limited amount of memory. We start by adapting Brand's [13] incremental SVD algorithm to the special case of updating the eigendecomposition of the estimated CSD matrix. The best rank-d approximation used to truncate the eigenbasis and the initialization of the algorithm are discussed later in §3.1 and §3.2, respectively. A graphical illustration of the streaming algorithm is shown in figure 2 .
The block-wise sample mean is readily updated through the recursive relation
Analogously, a rank-1 update of the CSD takes the form
and can be performed once the m-th Fourier realizationq Note that we use the sample CSD as an unbiased estimator for the unknown population CSD. The Fourier transform requires storage of n freq snapshots during runtime, preferably in memory. The computational requirements of the batch and streaming algorithm are compared in more detail in §7. The update formula for the CSD, equation (16) , can be rewritten in terms of the data matrix
by using definition (9) . Analogous to equation (7), we denote by
the data matrix containing the first m weighted Fourier realizations at the k-th frequency. We now insert the SVD of the data matrix
into the update formula (17) to obtain an updating scheme
for the eigendecomposition of the CSD at iteration level m in terms of the eigendecomposition at level m − 1 and the newly arrived data x (m)
k . For brevity, we factorize equation (20) and consider the data matrix
. With the goal in mind to update (21) is factored into the matrix product given by equation (22) . We seek to find the updated set of left singular vectors U 
Using equation (23), the multiplicand is recast into a product of a modified
with orthonormal columns and a matrix as
Inserting equation (24) into equation (22) yields the expression
for the updated data matrix. Multiplying equation (25) with its conjugate transpose yields the updated CSD
where
is a m×m Hermitian matrix. The remaining task is to recast the right-hand side of equation (26) into SVD form. This is achieved through an eigendecomposition M =ŨΣ 2Ũ * of M. Equivalently, we may factor M as M = KK * first, where
and compute the SVD of K. Inserting the eigendecomposition M = KK * = UΣ 2Ũ * into equation (26) yields
By noting thatŨ is a rotation matrix that preserves orthonormality, the spectral theorem guarantees that this decomposition is unique, and therefore corresponds to the updated eigendecomposition of the CSD matrix. The updates of the eigenbasis and eigenvalues hence take the form
respectively. Besides the rotation (30), the implementation of the algorithm requires the MGS step (23) and the construction and SVD of K, as defined in equation (28). Note that the large matricies X
appearing in the derivation are never computed in the actual algorithm. Up to this point, no approximations have been made.
Eigenbasis truncation
The recursive rank-1 updates described by equation (30) 
respectively, and letting
as we update the basis during runtime. At this point, a truncation error is introduced as the vector component u k d+1 that is orthogonal to the retained d eigenvectors is discarded. The batch SPOD algorithm, on the contrary, guarantees that every eigenvector is orthogonal to all other n blk − 1 eigenvectors. We address the error resulting from the basis truncation in §4.
As before, the final step of the algorithm consists of obtaining the SPOD modes by weighting the CSD eigenvectors according to Φ
Initialization
Once the first Fourier realization becomes available, the eigenbasis is ini-
k2 , 0, . . . , 0] at iteration level m = 2, and so on. Correspondingly, the singular value matrix is initialized with the first Fourier realization as Σ
k2 , 0, . . . , 0). The truncation of the eigenbasis is performed once the iteration level exceeds the number of desired SPOD modes, i.e. when m ≥ d + 1.
Alternatively, the eigenbasis can be initialized from a previously computed SPOD basis as U 
Errors and convergence
The errors of the approximation can be quantified by comparing the rank-d solutions at the m-th iteration level to the reference solution Φ batch k and Σ batch k obtained from the batch algorithm described in §2.
Errors with respect to batch solution. We define two error quantities 
for the j-th eigenfunction and eigenvalue, respectively, can be monitored during runtime.
Examples
This section demonstrates the performance of the proposed streaming SPOD algorithm on two examples. The first example is a high-fidelity numerical simulation of a turbulent jet [19] , and the second example optical flow obtained from a high-speed movie of a stepped spillway experiment [20, 21] . An overview of the databases and SPOD parameters is presented in Table 1 : Parameters for the two example databases and the SPOD. The spectral estimation parameters n freq , n ovlp and n blk are identical for batch and streaming SPOD. d is the number of desired modes for the streaming algorithm.
Example 1: large eddy simulation of a turbulent jet
The turbulent jet is a typical examples of a stationary flow. A number of studies, see e.g. [22] for an early experimental and [23] for a recent numerical example, use SPOD to analyse jet turbulence. Our first is example is a LES of a Mach 0.9 jet at a jet diameter-based Reynolds number of 1.01·10 6 [19] . The LES was calculated using the unstructured flow solver "Charles" [24] . The database modes. This low-rank behavior has important physical implications discussed elsewhere [25, 26] . The spectra of the five leading modes are replicated in figure   4 (b) and compared to the results obtained using streaming SPOD (• symbols).
It can be seen that both results are almost indistinguishable. This provides a first indication that the streaming SPOD algorithm accurately approximates the SPOD eigenvalues. We will quantify this observation in the context of figure   6 below.
After establishing that the modal energies are well approximated by the streaming algorithm, we next examine the modal structures. Figure 5 shows a side-by-side comparison of the first (j = 1), third (j = 3) and fifth (j = 5) modes at two representative frequencies (f = 0.1, top half and f = 0.6, bottom half).
The leading modes (first and fourth row) computed using streaming SPOD are almost indistinguishable from the reference solution for both frequencies.
The third modes (second and fifth row) still compare well. More differences become apparent for the fifth modes. It has to be kept in mind though, that the subdominant modes are in general more difficult to converge. This exemplifies the importance of being able to converge second-order statistics from long data sequences.
In figure 6 , we next investigate the errors and convergence behavior for the jet example in terms of the quantities defined in equations (34) by the small error of 0.6%. Similarly, the differences in the fifth modes result in a 25% error according to the metric. Since the eigenvalue is accurately predicted at the same time, we conclude that this large error is primarily a result of the slow statistical convergence of the subdominant modes. The inset in figure 6(d) exemplifies this slow convergence. After about 50 iterations, the convergence rates of most modes are below 1%.
Example 2: optical flow of a stepped spillway
The second example is that of a laboratory stepped spillway [20] . Stepped spillways are hydraulic structures designed to control flow release and to achieve high energy dissipation. The two-phase flow of the laboratory spillway is filmed using a high-speed camera and an optical flow algorithm [27, 21] was used to estimate the streamwise and normal velocity components of the air-water mixture. The parameters of the optical flow database are summarized in table 1. The comparison in figure 9 shows that the SPOD modes computed using the streaming algorithm closely resemble their batch SPOD counterparts. At the lower frequency (left), the SPOD modes are comprised of surface waves and oscillations of the shear-layer between the step ridges. Surface waves are the dominant structures at higher frequencies (right). Increasingly high noise levels are observed in the less energetic modes, in particular for the higher frequency case.
The eigenvalue error is studied in figure 10(a) . Initially, the error is significantly larger as compared to the turbulent jet case shown in figure 6 (a). eigenvector in the truncated basis gets replaced by a different structure. The re-orthogonalization of the eigenbasis after such an event leads a better correspondence with the batch solution. At the same time, the convergence measure spikes as a result of the change in modal structure. The error ranges between 10% (first mode) and 44% (fifth mode). The similarity of the modes depicted in figure 9 and the lower errors in the jet case, as seen in figure 6 , strongly suggest that these relatively high errors are mainly associated with measurement noise.
Effect of eigenbasis truncation
Spectral estimation parameters aside, the desired number of SPOD modes and 2% for d = 20. As discussed in the context of figure 9, this discrepancy is mainly related to data noise.
After establishing that retaining only a few eigenvectors is sufficient to minimize the truncation error, we now focus on the effect of truncation on the suboptimal modes. Analogous to figure 11 , we compare the truncation errors of the fifth mode in figure 12 . Its error characteristics are similar to the ones of the first mode. This can be seen by comparing figure 12(a,b) to figure 11(a,b) .
By increasing the basis size to d = 10, the final truncation errors are notice-ably reduced, but adding more vectors does not lead to further reduction of the already low errors. For the spillway case shown in figure 12(c,d) , the effect of noise in the data becomes apparent once more. Here, increasing the basis size from d = 10 to d = 25 reduces both the eigenvalue and eigenvector errors. At the same time, however, the earlier comparison of the mode shapes in figure 9 demonstrated that the coherent large-scale structures are accurately captured,
The truncation error analysis suggests that the basis size d should be chosen somewhat larger than the desired number of modes. It is also important to emphasize that the definitions of the truncation errors rely on the batch solution as a reference, which itself may not be statistically fully converged.
Discussion
In this work, we introduce an algorithm that recursively updates the SPOD of large or streaming datasets. In § §4-6, we demonstrate that the algorithm is capable of converging the most energetic SPOD modes while lifting the requirement to store potentially prohibitively large amounts of data.
The batch algorithm requires storage of n x × n var × n t data points plus another n x × n var × n freq 2 + 1 × n blk points for the spectral estimation of a real signal. In its simplest implementation, all data is loaded into memory simultaneously. If the data too large to be stored in memory, the n blk temporal Fourier transforms can be computed a priori and stored, fully or partly, on hard drive, and then be reloaded and processed frequency by frequency. The drawbacks of this approach are the significantly longer computing time resulting from the read/write operations, and the additional storage requirements. For higherdimensional data, e.g. with n dim ≥ 2, snapshots totaling multiple terabytes are likely to be required to converge the second-order statistics, in particular those of subdominant modes. In such cases, batch SPOD may become computationally intractable altogether.
The streaming SPOD algorithm, on the other hand, has a much lower storage requirement of n x × n var × n freq + n x × n var × A useful implication of the ergodicity assumption is that it offsets the need to store a single long time-series. In §3, we used overlapping blocks to increase the number of Fourier samples in cases where the total number of snapshots is limited. A quite different scenario occurs when dealing with fast data streams. In such a scenario, we can take advantage of the fact that ergodicity permits arbitrarily long gaps between sampling periods of two consecutive data blocks X 
