The main goal is to mitigate the CT imaging time and, thus, X-ray radiation dosage without compromising the image quality. The utilized compressive sensing approach is based on radial Fourier sampling. Thanks to the intrinsic relation between captured radon samples in a CT imaging process and the radial Fourier samples, partial Fourier sampling could be implemented systematically. This systematic compressive sampling helps in better control of required conditions such as incoherence and sparsity to guarantee adequate image quality in comparison to previous CS-based CT imaging structures. Simulation results prove the superior quality of the proposed approach (about 4% improvement in peak signal-to-noise ratio), achieving the smallest CT scan time and the best image quality.
Introduction
Three-Dimensional (3D) bio-imaging has many applications in medical diagnostics and therapy. Computerized Tomography (CT) is a powerful tool among existing bio-imaging techniques for capturing threedimensional bio-images. In fact, CT imaging systems have attracted great attention in last decades because of their fast and high-quality reconstruction, which results in low-complexity and low-cost hardware solutions.
In a CT scan procedure, several linear sensors receive X-ray radiations passed through the patient's body; then, special algorithms are utilized in order to reconstruct 2D and 3D images from the collected data. The quality of the reconstructed image is essentially in uenced by the number of captured line projections. Nevertheless, gathering the required large amount of data requires the patient to be exposed to X-ray radiations for a long time. On the other side, the *. Corresponding author. Tel.: +98 21 66165927 E-mail address: Kavehvash@sharif.edu (Z. Kavehvash) intensi cation of X-ray radiations potentially leads to ionization of body cells, which in turn raises the risk of cancer. Thus, one of the most important challenges in using the CT technique for biomedical imaging is to reduce the required samples without degrading the image quality. Traditionally, image reconstruction requires a number of samples (measurements or observations), which are dictated purely by Nyquist limits. Due to the Nyquist constraint, image capturing with fewer samples than the Nyquist rate leads to a performance degradation. In traditional CT imaging systems, after data gathering in the form of radon coe cients, image reconstruction is performed through traditional algorithms such as Filtered Back Projection (FBP), which needs a complete set of radon coe cients determined by the Nyquist criteria. The main challenge of traditional algorithms is that by going under the Nyquist rate, the quality of the reconstructed image degrades signi cantly. For example, FBP [1, 2] is one of the renowned CT reconstruction algorithms requiring a large number of lownoise projections to yield an accurate reconstruction. Still, in a large number of applications, a complete projection cannot be obtained because of practical limitations such as short exposure time and detector's slip. To overcome these challenges, algebraic methods have been introduced, which su er from high computational complexity, requiring a long time for reconstruction.
Recently, several works have been reported trying to reduce the sampling duration as well as image reconstruction time by interpolating the less-than-Nyquist captured samples [3] . These algorithms are based on the Fourier Slice Theorem (FST) to obtain data in the Fourier domain by mapping the 1D Fourier transform of radon measurements into the regular rectangular system. Yet, the estimation of Fourier samples on the rectangular system is errorprone due to subsequent interpolations. Furthermore, the density of radial points becomes sparser as one gets farther away from the center. This implies that the interpolation error of high-frequency components is greater than that of lowfrequency ones. To reduce the interpolation error, the sampling rate along the radial and angular directions should be chosen to be large enough. However, since a high sampling rate requires more projections, gathering enough measurements translates to additional exposure time and, thus, the main fundamental challenge still remains.
More recently, other solutions have been introduced, trying to reduce the CT scanning time with the aid of Compressive Sensing (CS). The compressive sensing concept utilizes the sparseness of the natural signals and images in di erent domains such as time, space, and frequency in order to reconstruct the desired signal with less-than-Nyquist samples [4] [5] [6] . Specically, the Compressed Sensing (CS) method has found its application in CT imaging, being able to provide a low-radiation CT image reconstruction platform [7] [8] [9] [10] [11] [12] [13] . In fact, by using the CS approach in CT algorithms, the reconstruction process can be done with small number of data, reducing the health risk.
In a group of CS-based CT methods, Adaptive Steepest Descent Fourier Transform (ASD-FT) has been introduced that brings the projection data into the image's Fourier space by using FST, ensuring the consistency of the transformed projection data with Fourier transform of the reconstructed image [7] . However, this approach encounters some challenges in mapping data from polar coordinate into the regular rectangular system, which in turn degrades the quality of the reconstructed images. To solve this problem, ASD-Projection Onto Convex Sets (ASD-POCS) is proposed, which substitutes the Fourier transform with Gradient Magnitude Image (GMI) [8] . This approach employs the steepest-descent method, which su ers from a low convergence rate. Therefore, the slow convergence speed is the major drawback of the ASD-POCS algorithm.
Another problem of the steepest-descent method is dependence on the initialization points and parameters, meaning that if the optimality conditions are violated, it should be re-executed with new parameters.
Another group of CS-based CT image reconstruction approaches use Total Variation (TV) for image reconstruction with incomplete set of measurements [9] [10] [11] . Bian et al. exploited the sparsity of objects in the Total Variation (TV) domain, naming it the CSTV model [9] . This work was completed later in [10, 11] where the priori information was introduced as constraints that assisted the TV minimization formula to provide a high-quality image reconstruction.
Still, there are generally two di culties in existing applications of CS to CT image reconstruction systems. The rst problem arises from the fact that most CT images may not be piecewise smooth, thus not being sparse in the spatial domain. The second issue is that for a stable reconstruction, the fundamental CS theory requires the compressed sampling scheme to have an incoherence property in terms of the Restricted Isometry Property (RIP) of the CS matrix.
So far, there have been no results on the CS reconstruction of CT images under the RIP condition, though there are several works on the analysis of RIP [14] and empirical study of the incoherence property in terms of the phase transition map [15] .
To solve these issues, recently, an adaptive CS approach has been introduced for the CT reconstruction, which updates the sampling matrix in each iteration [12] . The requirement for updating the sampling matrix in this approach obliges the patient to be under radiation of X-ray for a long time, which is contrary to the main goal of the exposure time reduction. In another recently reported work, a CT structure is proposed, which performs the compressive sampling in the Fourier domain [13] . This is done through random sampling in the Fourier domain, where the RIP constraint is better satis ed. Consequently, image reconstruction is done with a rate less than Nyquist while having a better image quality. However, the resulting image reconstruction performance is not adequate and the distortion of reconstructed image results in a non-smooth reconstruction output. This is mainly because of their random sampling in the radon Fourier domain, which has no guarantee for the consequent random sampling in spatial or Fourier domain of Cartesian coordinates. Also, this algorithm has high sensitivity to noise because of using ramp lter for weighting high frequency elements.
In this paper, a new CS-based CT image reconstruction is introduced in order to utilize the decent properties of the Fourier sampling in a more systematic manner. This is done by performing the compressive sampling based on the theory of partial Fourier sampling [16] [17] [18] . This sampling is possible by taking an advantage from the relation between radon coe cients and radial Fourier samples based on the Fourier slice theorem [19] .
The paper is organized as follows. The proposed CT image reconstruction structure is addressed in Section 2, where also a brief review on the compressive radial Fourier sampling is presented. Section 3 presents simulation results, proving that the proposed approach reconstructs CT images with considerably low samples while, at the same time, keeping the image quality better than previous similar approaches. Finally, Section 4 concludes the paper.
Proposed CT imaging structure
As mentioned, the main foundation of this work is to minimize the CT scanning time through the partial Fourier sampling. Radial Fourier sampling is here possible because of the intrinsic relation between radial Fourier samples and the captured radon coe cients through the Fourier slice theorem [19] . Thus, in this section, rst, the concept of the compressive sensing with speci c emphasis on the radial Fourier sampling is brie y discussed and, then, the proposed structure will be introduced and analyzed.
A short review on compressive sensing
In the last decade, the concept of Compressive Sensing (CS) has opened new windows to reconstruct signals with fewer-than-Nyquist number of measurements through unifying sampling and compression process. In traditional compression techniques, a complete set of samples, dictated by the Nyquist rate, is acquired and then, the reconstructed image is compressed due to the limitations on the memory and transmission rate. In contrast, the compressive sensing approach tries to reduce the number of captured samples making the sampling faster and more e cient.
With respect to the sparsity of conventional signals in a speci c domain, the reconstruction with a low data-rate is possible; thus, the sampling domain and sampling pattern are two of the main challenges for better CS reconstruction. In addition, another requirement for a successful compressive sampling approach is the satisfaction of the RIP condition. In other words, in order to guarantee the lossless image reconstruction through the CS theory, the acquisition matrix must satisfy the Restricted Isometry Property (RIP) [5, 20, 21] . The most well-known matrices satisfying the RIP condition with a high probability should have matrix elements drawn from Gaussian independent and identically distributed (iid) random numbers. Yet, another recently proposed high performance sampling pattern is the radial sampling in the Fourier domain [16] [17] [18] .
A compressive sampling procedure can be modeled as follows:
where y 2 R (m 1) is the incomplete set of samples to be captured, denotes the compressive sampling matrix that determines the method and structure of sampling such that m << n, and v 2 R (n 1) is the original signal that should be reconstructed. The formulation in (1) is an ill-posed problem whose number of equations is less than the number of variables. Thus, without extra information, this problem does not converge. However if v is a sparse signal, using this formula, it could be completely reconstructed with a high probability (see [5] for detail). Nevertheless, most natural images are not sparse in spatial domain while a majority of them have sparse representation in the Fourier or Wavelet domain. Therefore, the desired image, u, is sparse in a special basis like v, meaning that v = u, where v is the sparse representation of u and is the transformation matrix, which transforms the image u into the sparse basis v.
There exist various compressive sampling techniques, which yield a high-quality reconstructed image from a few number of captured samples. In fact, the sampling method determines the sampling pattern, , and the sampling domain, . Thus, Eq. (1) could be edited as follows:
Incoherent property of and is one of the main constraints that should be satis ed for a proper signal reconstruction [5] . The reconstruction process is indeed an optimization procedure, which tries to minimize a well de ned cost function based on Eq. (2) and the signal sparsity constraint. It has been shown that an acceptable reconstruction can be obtained by using appropriate nonlinear recovery algorithms applied to only one part of the Fourier coe cients given on a set of L radial lines in the Fourier plane [5] . In this case, the matrix has a pattern such as the one shown in Figure 1 where the matrix represents the Fourier transformation. Apart from the satisfaction of RIP and IP constraints, in a Radial Fourier sampling scheme, lowfrequency components are sampled more densely than high-frequency components. This fact resembles the concept behind the common digital compression techniques where the most useful information from an object is gathered around the center of the Fourier plane.
Given that in a CT scan structure data are gathered as radon coe cients, the Radial Fourier sampling could be utilized due to the direct relations between radial Fourier samples and radon coe cients based on FST. This property is here utilized in order to perform CS-based CT imaging through the radial Fourier sampling where the RIP condition could be analyzed more systematically. The presented approach is described in the sequel.
Proposed structure
In this paper, the main goal is to implement a fast CSbased CT imaging structure based on radial Fourier sampling in order to satisfy the RIP condition more systematically. This is done through exploiting the relation between radon coe cients and radial Fourier samples. The main framework of the proposed structure for Radial Fourier CT scan is illustrated in Figure 2 .
Let I(x; y) represent a compactly supported continuous function on R 2 that shows an m n image. The CT imaging system works based on capturing the radon samples. The radon transform, < I (:), is a function de ned on the space of straight lines L in R 2 by the line integral along each such line:
Concretely, parametrization of any straight line, L, with respect to arc length, t, can always be written as: (x(t); y(t))=((t sin + s cos );( t cos +s sin )); (4) Figure 2 . Proposed structure of the compressive sensing-based CT imaging structure.
where s is the distance of L from the origin and is the angle between the normal vector to L and the x axis. It follows that the quantities (s; ) can be considered as coordinates on the space of all lines in R 2 , and the radon transform can be expressed in these coordinates by: < I (s; )= Z Z I(x; y) (x cos + y sin s)dxdy: (5) Based on this, in order to make the CT scan procedure faster, we propose to reduce the number of samples through the partial Fourier sampling. To this end, we should rst select the required radial Fourier samples of the object based on the chosen radial Fourier sampling pattern. This pattern has di erent models such as uniform or golden-angle as shown in Figure 1 [17] . The next step is to relate the selected radii in the Fourier domain to the corresponding radon coe cients through the Fourier slice theorem. With respect to FST, the 1D Fourier transform of line projections in an arbitrary angle, , (named as F R (!; )) is equal to a 1D slice of the 2D Fourier transform of the image in the same angular direction. This theorem could be modeled as follows:
F < (!; ) = F I (! cos ; ! sin );
where F I (:) represents the 2D Fourier transform of the original image. With this relation in hand, the corresponding required radon coe cients, < I (s; ), could be obtained from the selected radial Fourier samples. Then, the CT structure scans the object to capture the obtained desired radon coe cients. The schematic of the recording procedure is shown in Figure 3 . These captured radon coe cients should be converted to the corresponding radial Fourier samples in order to run the CS optimization step and reconstruct the full image. However, before performing the conversion procedure, the radon coe cients should undergo a zero-padding step as shown in Figure 3 , where the schematic of the capturing process for obtaining the required Fourier radii is demonstrated. The 1D Fourier transforms of the zero-padded radon coe cients are computed in the next step, which yield the required Fourier radii.
With these radial Fourier samples in hand, the optimization procedure based on the wellknown method of alternating direction of multiplier [22] is run in order to reconstruct the whole image in the Cartesian coordinate. After choosing the optimization method, the nal goal is to nd the image, which has the minimum total variation with the maximum accuracy. This goal results in the following minimization problem: min i kD i uk 2 + j uj + =2k u yk 2 2 ; (7) where the rst term is the discretization of the Total Variation (TV) of u over its all pixels across vertical and horizontal directions, the second term is l1-norm of the sparse representation of u under , and the last term denotes the relaxation term. Moreover, and are regularization parameters. The main challenge to nd the solution of Relation (7) is the non-di erentiability of its rst and second terms. By de ning two auxiliary variables z and w, Relation (7) can be rewritten as: min i kw i k 2 + j zj + =2k u yk 2 2 ; s.t. w i = D i u 8 i; z = T u: (8) In order to solve Relation (8) linearly, the augmented Lagrangian term is used as the minimization goal. By means of the augmented Lagrangian of Relation (8) and using an Alternating Direction Method (ADM), this equation could be simply converted to a least squares problem. Therefore, the reconstruction time is decreased by using ADM algorithm for solving the optimization problem. The algorithm uses one-and two-dimensional shrinkage to compute w and z in each iteration in parallel. Then, the value of u is updated until the relative error becomes small enough (less than a prede ned threshold value) (see [22] for details).
Therefore, there are three main tasks in each iteration for the ADMM algorithm: computing the variables z and w, obtaining a new output, and updating the required variables for the next iteration. To support our proposed CT imaging structure, we design a VLSI architecture for the reconstruction algorithm, which provides a real-time prototype. The block diagram of its top module is depicted in Figure 4(a) . It is composed of three processing units and one memory management unit, working in accordance with a control unit. The control unit sends the necessary control signals to the processing units to initiate their operations, and generates the address values to do the read and write operations on the memory unit. In addition, this design includes the infrastructure overheads such as memory and Ethernet controller to run on the Xilinx Virtex-6 FPGA ML605 Evaluation Kit. The overall data-path of this design is shown in Figure 4(b) .
Thus, the proposed structure reduces the sampling points signi cantly compared to common scanning structures such as FBP, which in turn reduces the whole scanning time.
In order to quantitatively demonstrate the improved performance of the proposed structure, three metrics are utilized in this paper. The rst metric is the Mean Square Error (MSE) between the original, I O , and reconstructed, I R , images with the following formula:
The second evaluation metric is the Peak Signal-to- Noise Ratio (PSNR) of the reconstructed image. The PSNR metric is de ned as follows:
where I represents the maximum intensity of the reference image. PSNR results are complemented by another well-known evaluation metric, i.e. Structure Similarity Index Metric (SSIM), which measures the similarity between the original and reconstructed images [23] . The SSIM metric is de ned as follows: 
where m I and I represent the image mean and variance, respectively, I1I2 shows the covariance of the original and reconstructed images, and c 1 and c 2 are stabilization parameters. In order to demonstrate superiority of the proposed structure in reducing the CT scan time while, at the same time, yielding a high quality image, exhaustive simulations are performed, reported in the next section. The performed simulations compare the quality of the proposed method with those of other interpolation-based and CS-based approaches, intended to reduce the CT scan time.
Results and compariosn
In this section, the proposed structure is compared with three other CT image reconstruction methods, which try to lessen the CT scan time. These methods are CSTV [9] , interpolation [3] , and WL1 [13] . The CT image of a sample SheppLogan phantom is obtained through MATLAB simulations. The considered sample is an image of size 256 256 pixels while the value of the regularization parameters in each algorithm is selected empirically. The reconstructed image resulted from each algorithm is shown in Figure 5 . As it is clear from the colormap results of MATLAB and enlarged part of each image, shown in Figure 6 , for CS-based algorithms, the proposed structure performs better in saving the image high-frequency contents while, at the same time, not adding considerable distortion.
In order to evaluate the reconstructed images based on these metrics, two simulation scenarios were performed. In the rst simulation, the reconstruction process was done with 5 di erent algorithms including CSTV, WL1, FBP, interpolation, and the proposed algorithm, where the quality of the reconstructed images versus the number of projections was fully compared. The evaluated PSNR for this simulation is shown in Figure 7 . This gure clearly demonstrates the superior performance of the proposed method based on PSNR metric. In the second simulation scenario, the results of the CS-based CT image reconstruction algorithms including CSTV, WL1, and our proposed method are compared for various numbers of iterations. The measured PSNR values for all algorithms are depicted versus the iteration numbers in Figure 8 . It is clear that the proposed structure has better quality with the same number of iterations, i.e. in 400 iterations.
With regard to this gure, it is obvious that the proposed method performs better based on the PSNR metric for di erent iteration numbers. Furthermore, the superior performance of the image reconstructed from the proposed structure is also con rmed through SSIM and MSE metrics. The numerical results are shown in Table 1 . As it is clear in this table, the result of the proposed structure is better than the other result (about 4% in PSNR). Also, this structure has the minimum MSE and better SSIM.
As mentioned in the Introduction, the high sensitivity to noise is one of the important shortcomings of WL1. In contrast, CSTV and the proposed structure have low sensitivity to noise by using the total variation and minimizing the gradient of image. Figure 9 shows the results of reconstructed images with noisy data. As can be seen clearly, distortion in the texture of the result of WL1 is obvious while CSTV and the proposed structure perform better in the presence of noise.
Finally, in order to have a more reliable comparison between the performances of the proposed structure and other CS-based methods, real projection data are employed and analyzed. Figure 10 shows the reconstructed images with real dataset [24] . As is clear from this gure, the proposed algorithm has a better reconstruction quality than CSTV and WL1 algorithms. CSTV has di culty in the reconstruction of edges due to the nature of the total variation and WL1 has distortion in the speci ed parts. In summary, both the qualitative visual performance and the quantitative metrics con rm the superiority of the proposed CS-based CT imaging structure in preserving the image quality while, at the same time, lessening the CT scan time.
Conclusion
In this paper, an e cient CT imaging structure based on compressive sensing is proposed in order to mitigate the CT scanning time. In order to satisfy the requisite of the compressive sampling algorithms in a systematic manner, partial Fourier sampling was utilized. Thanks to the intrinsic relation between captured radon samples and radial Fourier samples, 
