Current researches usually employ single order setting by default when dealing with sequence labeling tasks. In our work, "order" means the number of tags that a prediction involves at every time step. High order models tend to capture more dependency information among tags. We first propose a simple method that low order models can be easily extended to high order models. To our surprise, the high order models which are supposed to capture more dependency information behave worse when increasing the order. We suppose that forcing neural networks to learn complex structure may lead to overfitting. To deal with the problem, we propose a method which combines low order and high order information together to decode the tag sequence. The proposed method, multi-order decoding (MOD), keeps the scalability to high order models with a pruning technique. MOD achieves higher accuracies than existing methods of single order setting. It results in a 21% error reduction compared to baselines in chunking and an error reduction over 23% in two NER tasks. The code is available at https://github.com/ lancopku/Multi-Order-Decoding.
Introduction
Most existing methods for sequence labeling problem make predictions only considering the tag of the current token, which is termed the single order setting in our work. Although the characteristic of RNN helps memorize history information, structured dependencies of output tags are not explicitly captured. This limitation is harmful to the model accuracies (Collobert et al., 2011; Huang et al., 2015) .
For clarity, we give some detailed explanations of the term "order" and other relative terms. In our work, "order" means the number of tags that a prediction involves at every time step. As shown in Figure 1 , an order-2 tag at a certain time step is a bigram which contains the previous tag and the current tag. Higher order tags are defined in a similar way. A model that is trained with an order-n tag set and uses only order-n information to decode is treated as a naive order-n model. Recently, methods have been proposed to capture tag dependencies for recurrent neural networks (Collobert et al., 2011; Huang et al., 2015) . For example, Collobert et al. (2011) proposed a method based on convolutional neural networks, which can use dynamic programming in training and testing stage (like a CRF layer) to capture tag dependencies. Furthermore, Huang et al. (2015) proposed LSTM-CRF by combining LSTM and CRF for structured learning, which can explicitly capture the tag dependencies between two adjacent tags.
However, it is not explicit how to model the dependency of three or even more tags or use the dependency information in these work. We first propose a simple method to implement high order models which are supposed to capture more tag dependency information. To our surprise, as the order of models increases, these models behave worse and worse. We suppose that forcing the model to learn complex structures may lead to overfitting problem according to Sun (2014) . We then propose a method, MOD, which combines multi-order information from these naive models to decode. MOD keeps the scalability with a proposed pruning technique and performs well in our tasks. Experiments show that MOD results in a 21% error reduction in chunking and an error reduction over 23% in two NER tasks compared to baselines.
The contributions of this work are as follows:
• We propose a simple method to implement naive high order models. Surprisingly, our experiments reveal that naive high order models will lead to poor performance.
• We propose a method that combines low order and high order information to decode. The proposed method becomes scalable from low order models to high order models with the pruning technique.
• MOD achieves an obvious error reduction in chunking and NER tasks. It can produce the state-of-the-art F1 score on chunking.
Naive High Order Models
We first propose a simple training and decoding method which enables the existing models to extend to higher order models. Take the order-2 model as an example, for every word we combine its previous tag and its current tag to produce a bigram tag as its new tag to predict. Hence the model can be trained with the "new" bigram (order-2) tag set. When decoding, we can get the distribution of bigram tags from the softmax output of RNN models for every word. Then we obtain the bigram tag with max probability for every word. The final predicted tag of current word is the second tag taken from the bigram tag with max probability. Higher order models are training and decoding in a similar way. In our work, a high order model is considered to be "naive" when it only uses the corresponding order-n information to decode. Thus models described above are naive high order models.
As the order of models increases, the models are supposed to learn more tag dependencies. However, the performance of models is getting worse. Related results are given in experiment section. An intuitive reason to explain this is that the increasing size of tag set raises the difficulty to make a correct tag prediction of a word. Another potential reason is that the complex structure leads to overfitting problem. Sun (2014) suggests that complex structures are actually harmful to generalization ability in structured prediction.
Multi-Order Decoding
The performance of naive high order models deteriorated as the order increases. To deal with the problem, we propose to combine low order and high order information together to decode. Since both low order information and high order information is used when decoding, the proposed method is called multi-order decoding (MOD). In this section, we first give the derivation of the method and then introduce the proposed pruning technique to implement MOD.
Derivation of the Multi-Order Decoding
We propose a novel decoding method. For a RNN model, our goal is to find a tag sequence of maximum probability. Given a sequence of observations (e.g., words in NLP), x 1 , x 2 , · · · , x T , and a sequence of labels, y 1 , y 2 , ..., y T , where T denotes the sentence length, we want to estimate the joint probability of the labels conditioned on the observations as follows:
where y t denotes the observed tag at time-step t.
If we model the above joint probability directly, the number of parameters that need to be estimated is extremely large, which makes the problem intractable. Most existing studies make Markov assumption to reduce the parameter space. We also make an order-n Markov assumption. Different from typical existing work, we decompose the original joint probability into localized order-n joint probabilities. The multiplication of these localized order-n joint probabilities is used to approximate the original joint probability. Further, we decompose each localized order-n joint probability into probabilities from order-1 to order-n, such that we can efficiently combine the multiorder information.
where x t,n denotes a length-n subsequence of x started from x t , i.e., x t , x t+1 , . . . , x t+n−1 , and p(y t+1 |y t , x t,2 ) denotes the transition probability from tag y t to tag y t+1 when given x t,2 . The first step of this derivation illustrates how we decompose the original joint probability into localized joint probabilities. The multiplication of those localized joint probabilities is used to approximate the original joint probability. The intuition behind the assumption is as follows: the higher the probability of every part of a sequence is, the higher the whole tag sequence probability gets. Further, by the 2nd step, we decompose each localized joint probability into probabilities of different orders, such that we can effectively combine the multiorder information.
Furthermore, we can derive the formula for a general order-n case as follows:
where y t,n denotes a length-n subsequence of y started from y t , similar to the notation of x t,n . As we can see, with this decoding derivation, all of the different level information from order-1 to order-n can be jointly modeled.
Scalable Decoding with Pruning
A dynamic programming algorithm is used to implement the MOD. It is an extension of Viterbi decoding algorithm. Multi-order dependencies are jointly considered in this algorithm. Originally, we should consider all possible transition states for every position, which means the search space is very large because there are often too many high order tags.
For scalability, we adopt a pruning technique to greatly reduce the search space. We use low order information to prune the search space of high order information. We simply use the order-1 probability to prune the tag candidates at each position, such that only top-k candidates at each position are used to generate the search space for higher order dependencies. For example, suppose a task has 50 tags and only top-5 tags on each position are used to generate search space for order-3 dependencies, then the search space is reduced from 50 3 to 5 3 . In practice we find that top-5 pruning gives no loss on accuracy at all.
Experiments
We aim to offer better solutions for those sequence labeling tasks that are sensitive to tag dependencies. We conducted our experiments on the following tasks.
Text Chunking (Chunking): The chunking data is from CoNLL-2000 shared task . The training set consists of 8,936 sentences, and the test set consists of 2,012 sentences. This data has no development data, thus we randomly sampled 5% of the training data as development set for tuning hyper-parameters. The test metric is F1-score.
English Named Entity Recognition (English-NER): This English NER data is from CoNLL-2003 shared task (Sang and Meulder, 2003) . There are four types of entities to be recognized: PERSON, LOCATION, ORGANIZATION, and MISC. This data has 14,987 sentences for training, 3,466 sentences for development, and 3,684 sentences for testing. The test metric is F1-score.
Dutch Named Entity Recognition (Dutch-NER): We use the D-NER dataset (Nothman et al., 2013) from the shared task of CoNLL-2002. The dataset concentrates on four types of named entities: PERSON, LOCATION, ORGANIZATION, and MISC. This data has 15,806 sentences for training, 2,895 sentences for development, and 5,195 sentences for testing. The test metric is F1score.
Experimental Settings
LSTMs (Hammerton, 2003) have been employed in a variety of tasks. In sequence labeling task, we have access to both past and future input features for a given time, we can thus utilize a bidirectional LSTM network in our experiments. For BLSTM, we set the dimension of input layer to 200 and the dimension of hidden layer to 300 for all the tasks. The experiments on BLSTM are based on the Adam learning method (Kingma and Ba, 2014) . We use the default hyper parameters recommended by Kingma and Ba (2014) .
Following previous work (Huang et al., 2015) , we extract some spelling features and context features. We did not use extra data for chunking and NER tasks, with the exception of using Senna 
Effect of MOD
We apply the proposed multi-order decoding method on BLSTM (BLSTM-MOD). The results of MOD on development sets are shown in Table 1 . The order-1 BLSTM-MOD model actually is the BLSTM. As the order increases, MOD achieves obvious improvements compared to order-1 models.
We conduct experiments by comparing the results of MOD and naive single-order BLSTM models. The results on test sets are shown in Table 2 . Naive single-order BLSTM models get worse results as the order increases. MOD combines information of these relatively poor models and achieves obvious improvements compared to 1 Downloaded from http://ronan.collobert.com/senna/ baselines (order-1 models). In chunking, the order-3 MOD results a 21% error reduction compared to BLSTM. It also performs well in the NER tasks. The order-3 MOD results a 23.8% and a 23.2% error reductions in English-NER and Dutch-NER respectively. Table 3 shows the performances of MOD and other existing methods. We notice that MOD achieves better results than these popular methods. The order-2 MOD outperforms BLSTM-CRF in these tasks and the order-3 MOD gets much more higher scores than these methods. The advantage of MOD is more obvious in NER tasks. Table 5 shows the results on chunking tasks compared to previous work. We achieve the stateof-the-art performance in all-phrase chunking. Shen and Sarkar (2005) achieves the same score as ours. However, they conduct experiments in Model F1 (Kudoh and Matsumoto, 2000) 93.48 (Kudo and Matsumoto, 2001) 93.91 (Sha and Pereira, 2003) 94.30 (Shen and Sarkar, 2005) † 95.23 (McDonald et al., 2005) 94.29 (Sun et al., 2008) 94.34 (Collobert et al., 2011) 94.32 (Sun, 2014) 94.52 (Huang et al., 2015) 94.46 This paper 95.23 Table 5 : Comparison with previous work on All-Phrase-Chunking. † indicates results of noun phrase chunking. Shen and Sarkar (2005) achieves the highest score while the result is based on noun phrase chunking. However, our result is based on all phrase chunking, which has more tags to predict and is more difficult.
Comparison with State-of-the-art Systems
noun phrase chunking (NP-chunking). All phrase chunking task contains much more tags to predict than NP-chunking. Hence it is more difficult. Related work of chunking includes Sun et al. (2009 ), Florian et al. (2003 , Collobert et al. (2011), and . MOD also achieves better results on English NER and Dutch NER than existing methods. Huang et al. (2015) employed a BLSTM-CRF model in the English NER task and achieves a F1 score of 90.10%. The score is lower than our best F1 score. Chiu and Nichols (2016) presented a hybrid BLSTM with F1 score of 90.77%. The model slightly outperforms our method, which may due to the external CNNs they used to extract word features. Gillick et al. (2015) keeps the best result of Dutch NER. However, the model is trained on multilingual languages. Their model trained with single language gets 78.08% on F1 score and performs worse than ours. Nothman et al. (2013) reached 78.6% F1 score with a semi-supervised approach in Dutch NER. Our model can outperform the method without the help of extra corpus.
Related work of Named Entity Recognition includes Chieu and Ng (2002) , Lample et al. (2016) , Ando and Zhang (2005) , Florian et al. (2003) , and Carreras et al. (2002) .
Analysis: Effect of Pruning
The pruning technique has shown a great ability to save time with no loss of accuracy. Table 4 shows the effect of pruning on speeding up the decoding. We then give a detailed analysis of the effect of pruning. First, pruning greatly reduces the time to do dynamic programming in testing stage. We usually do a Cartesian product on loworder tags to obtain high-order tags. Extending the model to high-order will lead to much more tags to be predicted. Dynamic programming is usually done in a complete search space which in our case is very large with multi-order tags. So the cost of dynamic programming has increased dramatically. However, most low-order tags have been assigned very low probabilities by low-order models and they will form almost impossible high-order tags. Thus, we only keep a small subset of all loworder tags, which makes the possible combinations shrink rapidly. Then the decoding time is greatly reduced. Second, the pruning technique will not hurt the accuracy of models. We suppose it is almost unlikely that the best tag sequence is out of the pruned search space. Hence, the accuracy is kept to the full extent, as shown in our experiments.
Conclusions
We propose an efficient method for capturing high-order structural dependencies for recurrent neural networks. The conclusions are as follows.
First, the naive high order models will lead to poor performance as order increases.
Second, MOD is more scalable in both training and testing stage than existing methods with the pruning technique.
Third, MOD captures multi-order information, rather than single order information. It results obvious error reductions in chunking and NER tasks.
