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Abstract
The ambiguities inherent in renormalization are considered when using mass independent
renormalization in massless theories that involve two coupling constants. We review how un-
like models in which there is just one coupling constant there is no renormalization scheme in
which the β-functions can be chosen to vanish beyond a certain order in perturbation theory,
and also the β-functions always contain ambiguities beyond first order. We examine how the
coupling constants depend on the coefficients of the β-functions beyond one loop order. A
way of characterizing renormalization schemes that doesn’t use coefficients of the β-function is
considered for models with either one or two couplings. The renormalization scheme ambigu-
ities of physical quantities computed to finite order in perturbation theory are also examined.
The renormalization group equation makes it possible to sum the logarithms that have ex-
plicit dependence on the renormalization scale parameter µ in a physical quantity R and this
leads to a cancellation with the implicit dependence of R on µ through the running couplings,
thereby removing the ambiguity associated with the renormalization scale parameter µ. It
is also shown that there exists a renormalization scheme in which all radiative contributions
beyond lowest order to R are incorporated into the behavior of the running couplings and the
perturbative expansion for R is a finite series.
1 Introduction
In order to excise divergences arising in the perturbative evaluation of physical quantities using
quantum field theory, it is necessary to perform a subtraction to “renormalize” the parameters that
1
characterize the theory1. Ambiguities in perturbative results arise both from the introduction of
an unphysical scale parameter µ and from the possibility of performing a finite renormalization in
addition to what is required to eliminate the divergence. The requirement that the exact expression
for physical quantities be unambiguous leads to the renormalization group (RG) equations [2-4].
The renormalization scheme (RS) ambiguities when one uses a mass independent RS [5,6] in
theories with a single coupling constant a can be parameterized by the coefficients ci(i ≥ 2) of the
RG β-function that arise beyond two loop order, with the one and two loop coefficients being RS
invariant [7]. It is possible to find a function Bi(a, ck) that shows how this coupling a depends on
these coefficients ci [8]. Furthermore, it is possible to use the RG equation associated with µ to sum
these terms which in perturbation theory explicitly depend on µ through lnµ so that this explicit
dependence of a physical quantity R on µ cancels against implicit dependence on µ through a(µ)
[9-11].
In this paper, we extend these considerations to deal with the situation in which there are two
coupling constants in a massless theory. It turns out there are significant differences when one goes
from one to two couplings. We first review how when using mass independent renormalization the
β-functions associated with these couplings are RS dependent at two loop order and beyond. This
is unlike the situation in which there is only one coupling where at two loop order the β-function is
RS independent. (This has been noted in ref. [12] and again in ref. [19].)
A second feature of a theory in which there are two couplings is that, unlike the situation in
which there is but one coupling, there is no RS in which the β-functions can be terminated beyond
two loop order. When there is only one coupling, the β-function receives only one and two loop
contributions when the ’t Hooft [13] RS is used.
At N loop order the β-functions in a model with two couplings involve 2(N + 2) parameters.
We show how the RS used can be characterized by 2(N +1) of these parameters; in general the two
other parameters are dependent on these 2(N +1) parameters. This motivates developing a way of
characterizing a RS by use of parameters that arise in the expansion of the coupling in one RS in
terms of the coupling in another RS.
The RS dependence of perturbative expressions for a physical quantity R is considered when
there are two couplings. It is demonstrated how R is independent of µ when RG summation is
performed and once this is done, how R depends on parameters that characterize the change in RS.
It is shown that when there are either one or two coupling constants, a RS can be chosen so that
the perturbative expansion for R terminates and the effect of all higher loop effects is absorbed into
the behavior of the running coupling.
In the next section we review some features of RS dependence when there is one coupling. By
way of contrast, the analogous results when there are two couplings are presented.
In this paper we do not consider models when there are more than two couplings. However, we
1Analytic continuation can be used to avoid explicit occurrence of divergences [1].
believe that there is no significant qualitative difference in the RS dependence of models with two
and models with more than two couplings. As noted above though, there are qualitative differences
in the RS dependence of models with one and models with two couplings.
We wish to emphasize that we are exclusively using mass independent renormalization schemes.
When using a mass dependent RS, there are non-trivial differences in the RS ambiguities in the
theory [26,27].
2 Renormalization Scheme Dependence With One Cou-
pling
Quantum chromodynamics (QCD) is characterized by a single couplant a. When using the notation
of ref. [8], the dependency of a on the renormalization scale parameter µ is given by
µ
da
dµ
= β(a)
= −ba2
(
1 + ca+ c2a
2 + . . .
)
(1)
when using a mass independent renormalization scheme [5,6].
If a finite renormalization is performed [12], then
a = a+ x2a
2 + x3a
3 + . . . (2)
obeys an equation like (1). We find that since
µ
da
dµ
= β(a)
(
1 + 2x2a + 3x3a
2 + . . .
)
(3a)
as well as
= −b
(
a+ x2a
2 + x3a
3 + . . .
)2 [
1 + c
(
a + x2a
2 + . . .
)
(3b)
+ c2
(
a+ x2a
2 + . . .
)2
+ . . .
]
then by eqs. (3a, 3b) we find that [23]
b = b (4a)
c = c (4b)
c2 = c2−cx2 + x3 − x
2
2 (4c)
c3 = c3 − 3cx
2
2+2 (c2 − 2c2) x2 + 2x4 − 2x2x3 (4d)
c4 = c4 − 2x4x2 − x
3
2+c
(
x4 − x
3
2 − 6x2x3
)
+ 3x3c2 − 4x3c2 (4e)
− 6x22c2 + 2x2c3 − 5x2c3 + 3x5
etc.
From eqs. (4a-4e) we find
x3 = c2 − c2 + cx2 + x
2
2 (5a)
x4 =
1
2
[
c3 − c3 + (6c2 − 4c2) x2 + 5cx
2
2 + 2x
3
2
]
(5b)
x5 =
1
3
{
c4 − c4 + (5x2c3 − 2x2c3) + (4c2 − 3c2 + 6x2c) (5c)(
c2 − c2 + cx2 + x
2
2
)
+
(
c2 − c2 + cx2 + x
2
2
)2
+ 6x22c2
+ x32c+ (2x2 − c)
[1
2
(c3 − c3) + x2 (3c2 − 2c2)
+
5
2
cx22 + x
3
2
]}
etc.
We see that the renormalization of a in eq. (2) leads to a change in ci(i ≥ 2) that fix xi(i ≥ 3) with
x2 not determined. In ref. [23,24], some restrictions on the transformation of eq. (2) are considered.
The fact that a RS is characterized by ci means that a itself is dependent on ci. If
da
dci
= Bi(a, ck) (6)
then the function Bi can be determined by the consistency condition[
µ
∂
∂µ
,
∂
∂ci
]
a = 0 (7)
which leads to [8]
Bi(a, ck) = −bβ(a)
∫ a
0
dx
xi+2
β2(x)
≈
ai+1
i− 1
[
1 +
(
(−i+ 2)c
i
)
a +
(
(i2 − 3i+ 2)c2(−i2 + 3i)c2
(i+ 1)i
)
a2 + . . .
]
. (8)
If now
µ
d
dµ
a (µ, ci) = 0 =
(
µ
∂
∂µ
+ β(a)
∂
∂a
)(
a (µ, ci) + (σ21ℓ) a
2 (µ, ci) + . . .
) (
ℓ ≡ b ln
(
µ
µ
))
(9)
then we have
σ21 = 1, σ31 = c, σ32 = 1, σ41 = c2, σ42 =
5
2
c, σ43 = 1 (10)
σ51 = c3, σ52 = 3c2 +
3
2
c2, σ53 =
13
3
c, σ54 = 1
σ61 = c4, σ62 =
7
2
(cc2 + c3) , σ63 =
1
6
(
35c2 + 36c2
)
, σ64 =
77
12
c, σ65 = 1
σ71 = c5, σ72 = 2
(
c22 + 2cc3 + 2c4
)
, σ73 =
1
6
(
15c2 + 92cc2 + 48c3
)
,
σ74 =
5
6
(
17c2 + 12c2
)
, σ75 =
87
10
c, σ76 = 1
Knowing these coefficients σmn gives a(µ¯, ci) in terms of a(µ, ci); this amounts to having a pertur-
bative solution of eq. (1) [28]. If one defines Sn(a) =
∑
∞
k=0 σk+n+1,ka
k+n+1 (n=0,1,2...), one can
solve sequentially for Sn using eq. (9).
Similarly, if
a (µ, ck) = a (µ, ck) + λ2 (ck, ck) a
2 (µ, ck) + λ3 (ck, ck) a
3 (µ, ck) + . . . (11)
with λi(ck, ck) = 0, then the equation
d
dci
a (µ, ck) = 0 =
(
∂
∂ci
+Bi (a, ck)
∂
∂a
)(
a(µ, ck) + λ2 (ck, ck) a
2 (µ, ck) + . . .
)
(12)
results in
λ2 = (c2 − c2), λ3 =
1
2
(c3 − c3), λ4 =
1
6
(
c22 − c
2
2
)
+
3
2
(c2 − c2)−
c
6
(c3 − c3) +
1
3
(c4 − c4) (13)
etc.
Eqs. (11-13) is essentially a series solution of eq. (6) [28].
If in eq. (2) we eliminate xn(n ≥ 3) in favour of x2, ci, ci(i ≥ 2) using eq. (5) and then set
ci = ci, we end up with the series of eq. (9) for a(µ, ci) provided x2 = b ln
(
µ
µ
)
[11]. This shows
that x2 can be identified with b ln
(
µ
µ
)
as postulated in ref. [8].
If now a physical quantity, such as the cross section Re+e− for e
+e− −→ (hadrons), is expanded
in the form
R =
∞∑
n=0
An(a)L
n (14)
where L = b ln µ
Q
and [9, 10]
An(a) =
∞∑
k=0
Tn+k,na
n+k+1, (15)
then from the RG equation (
µ
∂
∂µ
+ β(a)
∂
∂a
)
R = 0
it follows that
An(a) = −
β(a)
bn
d
da
An−1(a) (16)
so that since by eq. (1) [8]
ln
(µ
Λ
)
=
∫ a(ln µΛ)
0
dx
β(x)
+
∫
∞
0
dx
bx2(1 + cx)
(17)
we find from eqs. (14-17)
R = A0
(
a
(
ln
Q
Λ
))
(18)
and the explicit and implicit dependence of R on the unphysical scale parameter µ has cancelled
[10].
By eqs. (15, 18) we see that
R =
∞∑
n=0
Tn
(
a
(
ln
Q
Λ
))n+1
(Tn ≡ Tn,0) . (19)
so that from the requirement that (
∂
∂ci
+Bi(a)
∂
∂a
)
R = 0 (20)
we find that
T0 = τ0, T1 = τ1, T2 = −c2 + τ2, T3 = −2c2τ1 −
1
2
c3 + τ3 (21)
T4 = −
1
3
c4 −
c3
2
(
−
1
3
c+ 2τi
)
+
4
3
c22 − 3c2τ2 + τ4
etc.
where the τi are constants of integration and hence are RS invariants [9, 10]. One RS of particular
interest is the one in which Ti = 0(i ≥ 2) so that R is represented by a perturbative series that
terminates. A second interesting RS due to ’t Hooft has ci = 0(i ≥ 2) [13, 14], so that the β function
is a finite series in the coupling.
We will now see how the results obtained in this section are modified when one considers models
in which there are two coupling constants. Again, we will deal with massless theories and employ
mass independent renormalization schemes.
3 Renormalization Scheme Dependence With Two Cou-
plings
We now will consider the consequences of having two couplings ga(a = 1, 2) in a model with the
β-functions
µ
dga
dµ
= βa(g1, g2) =
∞∑
i=2
i∑
j=0
caij(g1)
i−j(g2)
j (22)
in place of eq. (1). In order to compute caij , a calculation of diagrams involving i-1 loops is required.
For example, in the limit of the Standard Model in which there is only the SU(2) gauge field and
the Higgs doublet, with the gauge coupling g and the Higgs self coupling λ, the coefficient caij are
to two loop order [15] in the MS RS if g2 = 16π2g1 and λ = 16π
2g2,
c120 = −
19
3
, c130 =
35
3
, c220 =
27
4
, c221 = −9, c
2
22 = 4 (23)
c230 =
915
8
, c231 = −
73
8
, c232 = 18, c
2
33 = −
26
3
.
The analogue to eq. (2) for a finite renormalization of ga is
ga = ga +
∞∑
i=2
i∑
j=0
xaij(g1)
i−j(g2)
j . (24)
In analogy with eqs. (3a) and (3b) we then see that
µ
dga
dµ
= βa(gb) +
∞∑
i=2
i∑
j=0
xaij
[
(i− j)gi−j−11 g
j
2β1(gb) + jg
i−j
1 g
j−1
2 β2(gb)
]
(25a)
and
µ
dga
dµ
=
∞∑
i=2
i∑
j=0
caij
[
g1 +
∞∑
k=2
k∑
ℓ=0
x1kℓg
k−ℓ
1 g
ℓ
2
]i−j [
g2 +
∞∑
m=2
m∑
n=0
x2mng
m−n
1 g
n
2
]j
. (25b)
Upon comparing terms in eqs. (25a) and (25b) that are quadratic in the couplings (ie, that are of
one loop order) we find that much like eq. (4a)
ca2j = c
a
2j (j = 0, 1, 2) (26)
and so one loop contributions to βa(gb) are RS independent. However, terms in eqs. (25a) and
(25b) that are cubic in the couplings (ie, that are at two loop order) show that at order g32, g
3
2, g
2
1g2
and g1g
2
2 respectively [19]
ca30 = c
a
30 + 2x
a
20c
1
20 − 2c
a
20x
1
20 + x
a
21c
2
20 − c
a
21x
2
20 (27a)
ca33 = c
a
33 + 2x
a
22c
2
22 − 2c
a
22x
2
22 + x
a
21c
1
22 − c
a
21x
1
22 (27b)
ca31 = c
a
31 + 2x
a
20c
1
21 − 2c
a
20x
1
21 + x
a
21
(
c120 + c
2
21
)
− ca21
(
x120 + x
2
21
)
+ 2xa22c
2
20 − 2c
a
22x
2
20 (27c)
ca32 = c
a
32 + 2x
a
20c
1
22 − 2c
a
20x
1
22 + x
a
21
(
c121 + c
2
22
)
− ca21
(
x121 + x
2
22
)
+ 2xa22c
2
21 − 2c
a
22x
2
21 (27d)
with a = 1, 2. From eq. (27) it is immediately apparent that the two loop contributions to βa(g1, g2)
are RS dependent, unlike what happens when there is one coupling (see. eq. (4b)) [12, 19]. However,
as there are now eight equations fixing changes in the eight quantities ca3i(a = 1, 2; i = 0, 1, 2, 3)
in terms of just the six independent coefficients xa2i(a = 1, 2; i = 0, 1, 2), it is evident that it is
in general not possible to vary each of the quantities ca3i independently. Only if the coefficients
ca2i(a = 1, 2; i = 0, 1, 2) were to have special values would it be possible to find values of x
a
2i so
that each of the ca3i equals zero, which would be the analogue of the ’t Hooft RS when there is one
coupling [13,14].
When one goes beyond two loop order, equations much like eq. (27) can be found. At N loop
order, caN+1,i − c
a
N+1,i(a = 1, 2; i = 0 . . .N + 1) is related to x
a
N,i(a = 1, 2; i = 0 . . . N) through
2(N + 2) equations. Consequently, in general, 2 of the 2(N + 2) quantities caN+1,i cannot be varied
independently by altering the RS by adjusting only the 2(N + 1) independent parameters xaN,i.
However, there is the intriguing possibility that for some choice of xai,j that either β1(g1, g2) or
β2(g1, g2) vanishes beyond one loop order.
Since not all of the coefficients camn can be varied independently by a change of RS, it is apparent
that these coefficients are no longer suitable for characterizing a RS where there is more than one
coupling. In the next section we show how the coefficients xi in eq. (2) (when there is one coupling)
or xaij in eq. (24) (when there are two couplings), all of which are independent, can be used to
characterize a RS.
RS ambiguities are of practical importance, as is illustrated by the discrepancy between the
calculations presented in refs. [20] and [21]. This is discussed in ref. [22].
4 An Alternate Way to Characterize a Renormalization
Scheme
We begin by considering the case of one coupling a and showing how the parameters xi in eq. (2)
can be used to characterize a RS. Suppose that a refers to the coupling in some “base scheme” such
as MS, and the a is the coupling in some other scheme with a and a related by eq. (2). If now
a = a + y2a
2 + y3a
3 + . . . (28)
then eqs. (2, 28) are consistent provided
a = a− x2a
2 +
(
2x22 − x3
)
a3 +
(
5x2x3 − 5x
3
2 − x4
)
a4 + . . . . (29)
It is clear that a depends on xi; from eq. (2) we see that
da
dxn
= an (a(xn = 0) = a) (30a)
which by eq. (29) becomes
da
dxn
≡ Bn(a, xm) =
(
a− x2a
2 +
(
2x22 − x3
)
a3 + . . .
)n
. (30b)
There are two consistency checks on eq. (30b). First of all, we have
da
dxn
= 0 (31a)
which by (29) and (30b) leads to[
∂
∂xn
+
(
a− x2a
2 +
(
2x22 − x3
)
a3 + . . .
)n ∂
∂a
] (
a− x2a
2 +
(
2x22 − x3
)
a3 + . . .
)
= 0 (31b)
which can be verified. A second test follows from eq. (1)
µ
da
dµ
= −ba2(1 + ca+ c2a
2 + . . .); (32a)
if we eliminate a in eq. (32a) by eq. (29) and use
µ
da
dµ
= −ba2(1 + c a+ c2a
2 + . . .) (32b)
we recover eq. (4).
We can now employ this approach to characterizing a RS to the situation in which there are two
couplings. In this case, a RS is defined in terms of a “base scheme” in which the couplings are given
by (g1, g2) and the coefficients x
a
mn appearing in eq. (24). The advantage of this approach is that
all of the xamn can be independently varied. We have shown that it is not possible to independently
vary the coefficients caij appearing in the functions βa in eq. (22) by use of eq. (2).
We begin by noting that from eq. (24), it follows that if
ga = ga +
∞∑
m=2
m∑
n=0
Y amng
m−n
1 g
n
2 (33)
then
Y a2k + x
a
2k = 0 (a = 1, 2; k = 0, 1, 2) (34)
and
Y 130 = 2(x
1
20)
2 + x121x
2
20 − x
1
30; Y
2
33 = 2(x
2
22)
2 + 2x221x
1
22 − x
2
33 (35a,b)
Y 133 = 2x
1
22x
2
22 + x
1
21x
1
22 − x
1
33; Y
2
30 = 2x
2
20x
1
20 + x
2
21x
2
20 − x
2
30 (35c,d)
Y 131 = 2x
1
20x
1
21+x
1
21(x
1
20+x
2
21)+2x
1
22x
2
20−x
1
31; Y
2
32 = 2x
2
22x
2
21+x
2
21(x
2
22+x
1
21)+2x
2
20x
1
22−x
2
32 (35e,f)
Y 132 = 2x
1
22x
2
21+x
1
21(x
2
22+x
1
21)+2x
1
20x
1
22−x
1
32; Y
2
31 = 2x
2
20x
1
21+x
2
21(x
1
20+x
2
21)+2x
2
22x
2
20−x
2
31. (35g,h)
etc.
The inversion of series with several variables is discussed in, for example, ref. [18].
It also follows from eq. (24) that
dga
dxbmn
≡ B
a
b;m,n(ga) = δ
a
b g
m−n
1 g
n
2 (36)
so that, for example
dg1
dx121
= g1g2 = g1g2 − x
2
20g
3
1 −
(
x120 + x
2
21
)
g21g2 (37)
−
(
x121 + x
2
22
)
g1g
2
2 − x
1
22g
3
2 . . .
We now can consider the RS dependence of a physical quantity using the parameters xn when
there is one coupling a and xamn when there are two couplings g1, g2.
Again considering R given by eq. (19), we take a
(
ln Q
Λ
)
to be the coupling in a “base scheme”
(such as MS). Under a renormalization such as in eq. (2) we must have
d
dxn
R = 0 =
(
∂
∂xn
+Bn(a, xm)
∂
∂a
)
∞∑
n=0
T n
(
a
(
ln
Q
Λ
))n+1
. (38)
In eq. (38), T n ≡ T n,0 are the coefficients of an expansion of R in powers of a, a coupling related to
the coupling a through the renormalization of eq. (2). Using eq. (30b), we find that for k = 2, 3 . . .
∞∑
n=0
[
∂T n
∂xk
an+1 + (n + 1)an
(
a− x2a
2 +
(
2x22 − x3
)
a3 + . . .
)k
T n
]
= 0. (39)
From eq. (39) it follows that
∂T 0
∂x2
=
∂T 0
∂x3
=
∂T 0
∂x4
= 0 (40a-c)
∂T 1
∂x2
+ T 0 =
∂T 1
∂x3
=
∂T 1
∂x4
= 0 (41a-c)
∂T 2
∂x2
+ 2T 1 − 2x2T 0 =
∂T 2
∂x3
+ T 0 =
∂T 2
∂x4
= 0 (42a-c)
∂T 3
∂x2
+ 3T 2 − 4x2T 1 + T 0
(
5x22 − 2x3
)
=
∂T 3
∂x3
+ 2T 1 − 3x2T 0 =
∂T 3
∂x4
+ T 0 = 0. (43a-c)
Since when xi = 0, a = a and T n = Tn, we see that from eqs. (40-43) that
T 0 = T0 (44a)
T 1 = T1 − x2T0 (44b)
T 2 = T2 +
(
−x3 + 2x
2
2
)
T0 + (−2x2)T1 (44c)
T 3 = T3 +
(
−x4 + 5x2x3 − 5x
3
2
)
T0 +
(
−2x3 + 5x
2
2
)
T1 − 3x2T2 (44d)
etc.
One interesting feature of eq. (44) is that x2, x3 . . . can all be selected so that T 1 = T 2 = T 3 · · · = 0,
leaving R given by the single term
R = T0a
(
ln
Q
Λ
)
. (45)
In eq. (45), a runs according to eq. (32b) with b, c, ck given by eq. (4) once xk is computed in terms
of Tn from eq. (44). As is apparent upon comparing eqs. (19,45), the solution for xk is xk =
Tk−1
T0
.
If there are two couplings g1, g2 then the general form of R is
R =
∞∑
m=1
m∑
n=0
m−1∑
k=0
Tm,n;kg
m−n
1 g
n
2L
k (46)
where L = ln
(
µ
Q
)
and g1, g1 satisfy eq. (22) so that ga = ga
(
ln µ
Λ
)
. Since R is independent of the
unphysical renormalization mass scale µ, then
µ
d
dµ
R =
(
µ
∂
∂µ
+ βa
∂
∂ga
)
∞∑
k=0
Ak(g1, g2)L
k = 0 (47)
where
Ak =
∞∑
m=0
m+k+1∑
n=0
Tm+k+1,n;kg
m+k+1−n
1 g
n
2 . (48)
By eqs. (47) and (22), we find that
Ak+1
(
ga
(
ln
µ
Λ
))
=
−1
k + 1
d
d
(
ln µ
Λ
)Ak (ga (ln µ
Λ
))
(49)
so that R in eq. (46) becomes
R =
∞∑
k=0
(−L)k
k!
(
d
d
(
ln µ
Λ
)
)k
A0
(
ga
(µ
Λ
))
= A0
(
ga
(
Q
Λ
))
. (50)
As in eq. (18), all implicit and explicit dependence on µ has cancelled once the RG has been used
to sum the logarithmic contributions to R.
In analogy with eq. (38) we now have
dR
dxamn
= 0 =
(
∂
∂xamn
+B
b
a;m,n(gb)
∂
∂gb
)
∞∑
k=0
k+1∑
ℓ=0
T k+1,ℓ;0(g1)
k+1−ℓ(g2)
ℓ. (51)
Using eq. (36) for B
b
a;m,n, eq. (51) becomes (with T¯m,n ≡ T¯m,n;0)
∞∑
k=0
k+1∑
ℓ=0
{
∂T k+1,ℓ
∂xamn
(g1)
k+1−ℓ(g2)
ℓ + T k+1,ℓ
[
B
1
a;m,n(k + 1− ℓ)(g1)
k−ℓ(g2)
ℓ (52)
+B
2
a;m,n(ℓ)(g1)
k+1−ℓ(g2)
ℓ−1
]}
= 0.
From eq. (52) it follows
∂T 1ℓ
∂xamn
= 0 (ℓ = 0, 1) (53)
∂T 20
∂xamn
+ T 10 (δ
a
1δm2δn0) + T 11 (δ
a
2δm2δn0) = 0 (54a)
∂T 22
∂xamn
+ T 11 (δ
a
2δm2δn2) + T 10 (δ
a
1δm2δn2) = 0 (54b)
∂T 21
∂xamn
+ T 10 (δ
a
1δm2δn1) + T 11 (δ
a
2δm2δn1) = 0 (54c)
etc.
with T kℓ = Tkℓ when x
a
mn = 0. Eqs. (53, 54) lead to
T 1ℓ = T1ℓ (55)
T 20 = T20 − x
1
20T10 − x
2
20T11 (56a)
T 22 = T22 − x
2
22T11 − x
1
22T10 (56b)
T 21 = T21 − x
1
21T10 − x
2
21T11 (56c)
etc.
It is evident that xamn can be selected so that Tmn(m ≥ 2) are all zero so that R is given by just
two terms
R = T10g1
(
ln
Q
Λ
)
+ T11g2
(
ln
Q
Λ
)
(57)
and no higher powers of ga contribute to R. The functions βa(gb) that govern the evolution of ga
with ln Q
Λ
can be found using eq. (27) once xaij has been determined.
5 Discussion
In this paper we have considered some aspects of RS ambiguities when using mass independent
renormalization in a theory in which there are no physical mass scales and two coupling constants.
Unlike what happens when there is but one coupling, the βa-functions that dictate how the couplings
vary with the renormalization mass scale µ when there are two couplings are ambiguous at two loop
order (and beyond). Furthermore, these ambiguities do not permit one to vary the coefficients of the
expansions of these functions independently, making these coefficients unsuitable for characterizing
a RS when using mass-independent renormalization. Instead, it is convenient to parameterize a RS
by directly using the coefficients of an expansion of the couplings used in a “new” RS in terms of
the couplings used in a base RS.
A change in RS can affect the perturbative expansion for a physical quantity R in powers of the
coupling. When there is a single coupling a, one can change the coefficients ci (i ≥ 2) in eq. (1)
by a renormalization of the form of eq. (2), as is apparent from eq. (4). This means that one can
characterize a RS by the values of ci (i ≥ 2). If one chooses a RS in which ci = 0 (i ≥ 2) then
the power series for β(a) in eq. (1) terminates (the ’t Hooft scheme [13,14]) and the behavior of
the running coupling found exactly in terms of a Lambert function. A second choice of ci (i ≥ 2)
can be made using eq. (21) so that only T0 and T1 in the expansion of eq. (19) is non-zero, which
means that the perturbative expansion for R in powers of a terminates.
A different situation arises when there are two couplings, g1 and g2. In this case, the expansion
coefficients caij in eq. (22) cannot be used to characterize a RS as a renormalization like that of eq.
(24) does not allow all of the caij to independently vary, as can be seen by eq (27).
It is, however, possible to use the coefficients xi of eq. (2) (when there is one coupling) and the
coefficients xaij of eq. (24) (when there are two couplings) to characterize how a change of RS from
some ”base scheme” (such as minimal subtraction) can be affected. In the former case, a choice of
the xi so that ci = 0 (i ≥ 2) can be made, while in the latter case it is not in general possible to
choose the xaij so that the expansion of eq. (22) is finite. However, in both the cases of one and
two couplings, the xi and x
a
ij respectively can be chosen so that the perturbative expansion for a
physical quantity R in powers of the coupling terminates, as can be seen from eqs. (45,47). With
such a choice of renormalization, the expansion coefficients of the β function (ci and c
a
ij) are now
dependent on the physical quantity being considered and all higher order loop effects are absorbed
into the behavior of the running coupling.
The fixed point in such a RS is clearly important. In ref. [16] the behavior of the running
couping a when the quantity R in eq. (19) is the total cross section (e+e− →hardrons) is discussed.
There it is shown that in a RS in which Tn = 0 (n ≥ 2), the four-loop contribution to β(a) results
in an infrared fixed point and a well defined low energy limit for R. Since the perturbative series
for R terminates, its convergence need not be considered. It would be quite interesting to see if
fixed points arise in models with more than one coupling when a finite series is used to compute
particular physical quantities.
It would be appropriate to extend these considerations to the case in which there are more than
two couplings (for example, the anomalous magnetic moment of the muon in the Standard Model
[25]) using the techniques outlined in the preceeding section. The RS ambiguities associated with
a mass parameter in models with more than one coupling is also of interest. A study of how the
presence of several renormalization scales [17] affects this discussion would also be worthwhile.
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Appendix - Evolution of the running couplings
When there is one coupling a(µ) whose evolution under changes in the renormalization mass scale
µ is given by eq. (1), the relationship between a(µ) and a(µ) can be found using eqs. (9-11). In this
appendix we consider the same problem when there are two couplings ga(µ)(a = 1, 2) that satisfy
eq. (24). We begin by making the expansion
ga(µ) = ga(µ) +
∞∑
i=2
i∑
j=0
i−1∑
k=1
σai,j;kg
i−j
1 (µ)g
j
2(µ)ℓ
k. (l ≡ ln(
µ
µ¯
)) (A.1)
It follows from the condition
µ
dga(µ)
dµ
= 0 (A.2)
=
(
µ
∂
∂µ
+ βb(g1, g2)
∂
∂gb
)
ga(µ)
where βb is given by eq. (24). Substitution of eq. (A.1) into eq. (A.2) results in
σ120,1 = −c
1
20, σ
1
21,1 = −c
1
21, σ
1
22,1 = −c
1
22 (A.3a-c)
σ130,1 = −c
1
30, σ
1
31,1 = −c
1
31, σ
1
32,1 = −c
1
32, σ
1
33,1 = −c
1
33 (A.4a-d)
σ130,2 =
1
2
[
2(c120)
2 + c121c
2
20
]
, σ131,2 =
1
2
[
3c121c
1
20 + c
1
21c
2
21 + 2c
1
22c
2
20
]
(A.5a-d)
σ132,2 =
1
2
[
(c121)
2 + 2c122c
1
20 + c
1
21c
2
22 + 2c
1
22c
2
11
]
σ133,2 =
1
2
[
c122c
1
21 + 2c
1
22c
2
22
]
.
The values of σa4j,k can similarly be computed in terms of c
a
ij,k. We note that since eqs. (21, A.1)
are symmetric between g1 and g2, we have symmetry in (c
1
ij , c
2
i,i−j) and (σ
1
i,j;k, σ
2
i,i−j;k). Computing
all of the coefficients σai,j;k amounts to integrating eq. (24) with a fixed boundary value for g
a(µ).
