Underresolved numerical schemes for hyperbolic conservation laws with sti relaxation terms may generate unphysical spurious numerical results or reduce to lower order if the small relaxation time is not temporally well-resolved. We design a second order Runge-Kutta type splitting method that possesses the discrete analogue of the continuous asymptotic limit, thus is able to capture the correct physical behaviors with high order accuracy even if the initial layer and the small relaxation time are not numerically resolved.
Introduction
Hyperbolic systems with relaxations occur in the study of a variety of physical phenomena, for example in linear and nonlinear waves 42, 36] , in relaxing gas ow with thermal and chemical nonequilibrium 41, 9] , in kinetic theory of rare ed gas dynamics 6], in viscoelasticity 33], multiphase and phase transitions 15, 38] . These problems can be described mathematically by the system of evolutional equations @ t U + r F(U) = 1 Q(U) ; U 2 R N : ( 
1.1)
We will call this system the relaxation system. Here we use the term relaxation in the sense of Whitham 42] and Liu 29] to denote the relaxation term Q(U) that determines uniquely the local equilibria U = E(u) for n (n < N) independent conserved quantities u. is called the relaxation time. As ! 0, u formally satis es an n n equilibrium system @ t u + r f(u) = 0 : (1.2) A system of conservation laws with relaxation is sti when is small compared to the time scale determined by the characteristic speeds of the system and some appropriate length scales.
Theoretical study for these relaxation problems began by Whitham for linear problems 42] . For nonlinear hyperbolic systems of two equations the stability of the equilibrium equation and the zero relaxation limit were proved by Liu 29] and Chen, Levermore and Liu 7] under an interlace condition between the characteristic speeds of the relaxation system and those of the equilibrium system. Such an interlace condition was referred to as the subcharacteristic condition by Liu 29] .
We are interested in high order numerical methods for the sti relaxation system (1.1). In particular we would like to investigate the possibility of obtaining the macroscopic behavior described by the equilibrium system (1.2) by solving the original relaxation system (1.1) with coarse grids ( t; x >> ). Short of resolution of the small relaxation time , this approach is usually referred to as the underresolved numerical method. Of course one can just solve directly the equilibrium system, which may often be a simpli cation. However, in many circumstances, the relaxation time varies from order one to much smaller than unity. There it is usually impossible to split the problem into separated regimes and solve directly the equilibrium system in the sti regime. The appearance of a wide range of relaxation time occurs in, for example, relaxing gases 9] and the hypersonic computations in reentry problems 12] .
Thus one has to use one system, i.e., the original relaxation system, in the whole domain. Here, as a rst, yet di cult and crucial, step toward developing a scheme that works for all range of the relaxation time, we will focus on the sti regime. In this regime, a reasonable scheme should allow the usage of time and spatial increments that are much bigger than the small relaxation time .
We call a numerical scheme for the sti relaxation system (1.1) robust in the following sense:
i. They should have a stability constraint independent of the small relaxation time.
The Courant-Friedrichs-Lewy (CFL) number should be determined solely by the nonsti convection part. ii. They should be modern high resolution shock capturing that can properly handle the discontinuous features of the problem, yielding correct shock location and speed without numerical oscillations. iii. They should give the correct macroscopic behavior with high order accuracy by using coarse grids that do not resolve the small relaxation time .
Usually in a sti source problem one can overcome the severe stability constraint by using implicit source terms during the time integration. In doing so one can expect a scheme with a CFL number independent of the small relaxation time , i.e., the CFL number will depend solely on the convection part. Since the only sti ness appears in the source term, it is very natural to use explicit convection terms 43] . Therefore numerical stability is not the central issue here. Critical to hyperbolic systems with sti source terms is that underresolved numerical methods, though stable, may yield spurious numerical solutions that are totally unphysical. High order schemes may also reduce to lower order when the mesh fails to resolve the small relaxation time.
In this article we implement a second order Godunov scheme (the MUSCL scheme by van Leer 40] ) for the sti relaxation system (1.1) under the subcharacteristic condition. The choice of MUSCL is not essential here, for other high resolution methods, such as the PPM method of Collela and Woodward 11] or ENO scheme of Harten, Engquist, Osher and Chakravarthy 19] may also serve our purpose. Here the Godunov scheme is meant for the convection part of the relaxation system only, and the Riemann problem does not take the e ect of the source term into account. A method of line approach is considered here, combined with a Runge-Kutta method for time marching. The purpose of this paper is to show how a splitting second order time discretization can be done to obtain a robust shock capturing method in the sense described above.
Earlier Pember studied similar problems in 30, 31] . Our understanding of this problem is that poor numerical results may be generated if the numerical scheme does not have the correct asymptotic limit. A scheme for the relaxation system (1.1)
is said to have the correct asymptotic limit if for xed x and t, as ! 0, the limiting scheme is a good (consistent, stable and high order) discretization of the equilibrium system (1.2). In other words, the numerical scheme possesses a discrete analogy of the asymptotic limit that leads from the relaxation system (1.1) to the equlibrium system (1.2). We illustrate our idea through a model relaxation system to be speci ed below, and design a second order time integration that works for the general relaxation systems de ned in the begining of this section.
The sti source problem also arises in the computations of reacting ows. There the smeared numerical shock pro le may trigger the reaction to the wrong equilibrium, thus cause incorrect shock speed 10, 28] . Various numerical methods are suggested in the literature, which requires some sort of resolution in the reacting front ( 1, 2, 14, 17, 18, 39] ). The sti source terms in these problems have both stable and unstable local equilibria, thus have essential di erences from the relaxation systems we study here.
An important class of relaxation problems lie in the kinetic theory of rare ed gas dynamics. There the relaxation describes the interactions of particles, and the relaxation time is the mean free path. When the mean free path is small, the kinetic equation approximate the compressible Euler or Navier-Stokes equations, known as the uid dynamic limit. Numerical simulations of kinetic equations with small mean free path lead to the development of Boltzmann schemes or kinetic schemes for the compressible Euler equations 20, 32] that do not use the solution of the Riemann problem.
The correct asymptotic limit analysis was applied earlier in the literature. It was used to study and develop numerical schemes for the neutron transport equation in di usive regimes 25, 26, 21, 22] . The di usive behavior of spatially underresolved, semidiscrete high order Godunov schemes for hyperbolic systems with sti relaxation terms was studied in 23] applying a combination of the correct asymptotic limit analysis and the modi ed equation analysis. The underresolved numerical method was also studied for hyperbolic systems in oscillatory elds, see for example 13] .
We choose to analyze in details the numerical discretizations of a prototypical relaxation model 7] @ t h + @ x w = 0 ; (1.3a) @ t w + @ x p(h) = ? 1 (w ? f(h)) ; > 0 ; p 0 (h) > 0 : (1.3b) This system is hyperbolic with two distinct real characteristic speeds p p 0 (h). The positive parameter is the relaxation time for the system. The relaxation term is sti when << 1; that is, the relaxation time is much shorter than the time it takes for a hyperbolic wave (sound wave) to propagate over a gradient length. 2 )@ x h ; (1.5b) provided that the characteristic speed f 0 (h) interlaces with those of system (1.3),
This is the subcharacteristic condition of Liu ( 29] ) for (1.3).
The asymptotic expansion here is analogous to the Chapman-Enskog expansion in rare ed gas dynamics modeled by the nonlinear Boltzmann equation close to its uid dynamic limit when the mean free path is small ( 5, 6] ). Adopting the terminology of kinetic theory, the leading term approximation (1.4) is referred to as the Euler limit, while approximation (1.5) is usually called the Navier-Stokes limit. Eq.(1.5a) can be called the local Maxwellians or local equilibria. As the Chapman-Enskog expansion is formal in the sense that it may not be valid when the solution is near regions with large gradients, our numerical asymptotic analysis is only valid when the solution is smooth.
In section 2 we perform a detailed initial layer analysis for (1.3). The result indicates that the initial layer projects the initial data to the local equilibrium. This information is needed since we want a scheme that does not resolve the initial layer. In section 3 we begin our study with the rst order splitting method and the Strang's splitting method. First we show that, by doing the rst time step fully implicitly, the scheme automatically projects the initial data into the local equilibrium, thus the scheme needs not to resolve the initial layer nor to preprocess the initial data. We then show that the Strang splitting may fail to maintain its second order accuracy as ! 0, thus does not have a good limit when the mesh does not resolve . A second order splitting scheme is developed which combines the high order Godunov schemes with an implicit ODE solver in a second order total-variation-diminishing (TVD) RungeKutta formulation. This scheme is robust in the sense described above. In contrast to the conclusion of Pember in 31], where he conjectures that unsplit schemes must be used for the relaxation system, our analysis indicates that it is not the splitting that causes the spurious or poor solutions. Rather, any schemes, split or unsplit, violating the correct asymptotic limit lead to spurious or poor solutions. In section 4 we show some numerical examples that seem to agree with our analysis.
Although the analysis and experiment are carried out on the model problem (1.3), the result extends far beyond this model. In section 5 we apply the new splitting scheme developed in section 3 to two more general relaxation systems, including the Broadwell model of the rare ed gas dynamics, and the Eulerian gas dynamics with heat transfer. Numerical results show that for these problems the new splitting scheme does give the correct equilibrium behavior without resolving the small relaxation time. Since our analysis concentrates on the time integrator, which is dimension independent, thus also works for higher dimensional problems 24].
The Initial Layer Analysis
Since the underresolved numerical schemes exhibit spurious behavior in the presence of the initial layer, such as the incorrect local equilibria and the worng shock location, which do not appear if there is no initial layer, it is important to understand the initial layer behavior of the relaxation system. In this section we perform an initial layer analysis on the model system (1.3). The analysis here is in analogy to the similar analysis performed by Ca isch and Papanicolaou ( 5] The existence of a unique exponential decay solution w IL 0 is obvious from (2.7). The statement about x-derivative follows similarly after di erentiating (2.7) with respect to x which is just a parameter here. The proof of the lemma is complete. // Remark: Lemma U(t n ; x) dx :
Consider the one-dimensional relaxation system
A spatial discretization in conservation form can be written as
2 ) = 1 Q j ; where the numerical ux F j+ 1 2 is to be de ned in terms of the known cell-average numerical quantities U j 's, and the averaged source term is de ned by 
During the reconstruction step slope limiters 40] are applied in order to eliminate unphysical numerical oscillations. Note here the reconstruction and the Riemann solver do not account for the presence of the source terms.
The Correct Asymptotic Limit Analysis
For the relaxation system, it is natural to require that the numerical scheme possesses a discrete analogy of the continuous asymptotic limit. Here the asymptotic analysis is de ned in the following sense. First, the asymptotic expansion is carried out in terms of under the coarse scaling x t = O(1), t >> 1. Second, since the Chapman-Enskog expansion for the continuous relaxation system is valid only for smooth solution, in our discrete system we have to impose the same assumption. Thus all the discrete spatial derivatives, including f 0 (h), are assumed to be O(1). Therefore, unless otherwise speci ed, we always have + = O( t). We do not, however, assume the time derivative to be O(1). This allows us to determine the e ect of the initial layer. Under these assumptions our asymptotic expansion illustrates the numerical behavior only in the smooth region.
A (high order) scheme is said to have the correct asymptotic limit if as ! 0, under the above assumptions, the limiting scheme becomes a good (high order) approximation of the equilibrium equations. The initial layer analysis in section 3 suggests that the initial layer projects the initial data into a local equilibrium. This same projection also leads from the relaxation system to the equilibrium equation away from the initial layer. In order to have the correct asymptotic limit without resolving the initial layer, the numerical scheme should intrinsically have the same mechanism, that is to say, the scheme should project the numerical data, in or not in local equilibrium, into a local equilibrium at every time step. Such a projection in the rst time step simulates the initial layer behavior without resolving the initial layer. At later times this same projection guarantees the correct numerical passage from the relaxation system to the equilibrium equation. Mathematically such a projection is realized through Q(U n ) 0 ; for all n 1 ; up to some approximation error which is a function of and t. For the model problem (1.3), this implies W n ? F(H n ) 0 ; for all n 1 :
A First Order Splitting Scheme
By examining the asymptotics that leads from the relaxation system (1.1) to the equilibrium system (1.2), it is natural to design numerical schemes that simulate the same asymptotics. The simplest way is to use a rst order splitting scheme that combines a backward Euler method for the sti source term with a forward Euler method for the convection term. It is given by U (1) = U n + t Q(U (1) Roughly speaking, the rst step being fully implicit always gives a projection into a local equilibrium Q(U) 0 independent of the initial data. This local equilibrium, after applied to the second step, should give an equilibrium scheme that is consistent to the equilibrium system (1.2). The ODE solver being used here is the backward Euler method, which is both A-stable and L-stable. We show that this scheme has the correct asymptotic limit. ) . Thus, the splitting scheme always has the correct asymptotic limit independent of the initial data.
Remark: We use the rst order splitting method just to carry out the analysis and to illustrate the basic ideas. It does not mean that we advocate the use of a rst order scheme.
The Strang Splitting
A frequently used splitting method for an inhomogeneous hyperbolic system is Strang's splitting 37]. If we call the sti ODE operator as S 1 (t), and the homogeneous convection operator S 2 (t), then the Strang splitting takes the form U n+1 = S 1 ( t 2 )S 2 ( t)S 1 ( t 2 )U n : (3.14) This is a second order splitting for = O(1) and t; x << , as long as both S 1 and S 2 are of second order discretizations. In this section we will show that as ! 0 while holding t and x xed, the Strang splitting becomes only rst order approximation to the equilibrium equation (1.4b Remark 1: Similar argument shows that one can not improve the result by using higher order Runge-Kutta methods in the convection step.
Remark 2: If one uses a Godunov type integration in time in the convection step
rather than a method of line approach, then such deterioration of numerical results do not appear 27]. The reason for this is that the Godunov type time marching scheme is a one step scheme, that only uses the initial data obtained from the rst step of the ODE solver (3.15a-b), which is a good approximation of the local equilibrium. Thus the result of this paper applies only to method of line approaches. To x the problom associated with the Runge-Kutta approach one just need to add a good sti ODE step between t = t (1) and t = t (2) in (3.17) . This will reduce the error term in (3.18) . This motivates the development of our second order splitting scheme in the next section.
A Second Order Splitting Scheme
In this section we introduce a second order Runge-Kutta Godunov splitting scheme which combines two explicit steps for the convection terms and two implicit steps for the source terms. If one views (3.1) as a splitting method in the Euler setting, then this new splitting scheme is a natural second order extension in the Runge-Kutta setting. It is a second order method when is xed, and not only has the correct asymptotic limit but the limiting scheme, as ! 0, is again a second order approximation to the equilibrium system. The scheme is as follows: U = U n + a t Q(U ) ; (3.19a) U (1) (2) ) : (3. 19e)
The coe cients a; b and c are to be determined. Roughly speaking, this scheme has projections into the local equilibrium at two intermediate time steps t (which is the very rst step!) and t , immediated followed by two convection steps. Due to the projection at t and t , these two convection steps will relax to a limiting equilibrium scheme for the equilibrium system. (3.27) for all n 1, where t ; t 2 (t n?1 ; t n ).
Proof. By (3.24), for all n 1, are de ned the same way as in (3.13c) . This is the second order TVD Runge-Kutta method for the equilibrium equation (1.4) , with the spatial discretizations f j? 1 2 being W j+ 1 2 evaluated at the local equilibrium W = f(H). Thus this new splitting method limits to a second order method to the equilibrium equation as ! 0, which is the major di erence from the Strang splitting. By (3.27) , the splitting scheme (3.20) approaches (3.29a-c) with an error of O( t ), and to (3.29d) with a decay rate of 1 2 up to an error of O( t + t ). In conclusion, the splitting scheme (3.20) always has the correct asymptotic limit in long time independent of the initial data, and the limiting scheme remains its second order accuracy, thus should perform better then the Strang splitting.
Numerical Examples
We now test these methods on the following example: In this example = 10 ?8 . We use re ecting boundary conditions. In all numerical examples presented in this section we always take x = 10 ?2 . Given the initial condition (4.2a) the solution of the equilibrium equation (4.2b), to the leading order, forms a shock moving to the right with speed 0:6 determined by the Rankine-Hugoniot jump condition. Note that for this problem the CFL number
We now test the three splitting schemes discussed in last section. In all the schemes we use CFL=0:37 ( t = 0:0025), and output the numerical solutions at t = 0:5 in Fig.1 . Fig.1(a), Fig.1(b) and Fig.1(c) show the results of h; w and w ? f(h) given by the rst order splitting scheme (3.1), the Strang splitting (3.15) and the new splitting (3.20) respectively. All the scheme captures the correct equilibrium behavior, but Strang's splitting gives inferior results compared with the other two splittings. In Fig.1(b) we do not plot w ? f(H) for the Strang splitting since that is O( ) by the exact ODE solver that we use.
In the next example we still solve (4.1) but with the initial condition given by h I (x) = 1 + 0:2 sin(8 x) (4.4a) and the local equilibrium condition for w
The boundary condition is periodic. We choose t = 0:005 and output the solutions of the Strang splitting and the new splitting at t = 0:3 in Fig.2 . One can clearly see that the Strang splitting exhibits a typical rst order nature for a solution with complicated structures, while the new splitting gives a results of a typical second order TVD (total-variation-diminishing) behavior.
Some Applications
In this section we apply the second order splitting scheme (3.19) to two more general relaxation systems. These include the Broadwell model of the nonlinear Boltzmann equation of rare ed gas dynamics, and the Eulerian gas dynamics with heat transfer. We believe that the scheme (3.19) is also applicable to other discrete velocity kinetic equations and gas dynamics with thermo-nonequilibrium.
The Broadwell Model
A simple discrete velocity model for a gas was introduced by Broadwell 3] . It can be derived by looking for one dimensional solutions of a four-velocity model. The gas is de ned by a density function in phase space satisfying the equation In this system, is the density, u the velocity, E = e+u 2 =2 the energy per unit mass, e the internal energy, T the temperature, and p the pressure. Away from equilibrium we assume the gas is a -law gas, i.e., p = ( ? 1) e. We choose units of temperature 
Conclusions
In this article we analyzed some underresolved, splitting schemes for hyperbolic systems with sti relaxation terms. We indicate that such a sti source problem is not merely a stability problem, and classical high order splitting method may fail to maintain the higher order accuracy when the relaxation time is not temporally resolved. To design high order scheme that gives correct physical behavior, yet also maintains high order accuracy in the underresolved regime, the scheme should have a discrete analogue of the asymptotic limit of the continuous system. A new second order splitting scheme is developed which has the correct asymptotic limit even if the initial layer and the small relaxation time is not resolved, and limits to a second order scheme as the relaxation time shrinks to zero.
The asymptotic analysis carried out here is for an one-dimensional 2 2 p-systems. It is also applicable to general N N relaxation systems in higher dimensions. Similarly, the second order splitting scheme (3.19) can also be used for general hyperbolic systems with sti relaxation terms (1.1) in any dimension. Besides the model problem (1.3), we have tested this splitting scheme on two more general one-dimensional relaxation systems in which the numerical results do have the correct asymptotic limit.
More importantly, the studies here also led to the development of the relaxation schemes for nonlinear systems of hyperbolic conservation laws ( 24] With this choice of coe cients we get a second order ODE solver. 
