I. INTRODUCTION
With the explosive growth of both the wireless industry and the Internet, the demand for mobile data access is expected to increase dramatically in the near future. As a result, the ability to support higher capacities will be paramount. Capacity can be pushed by exploiting the space dimension inherent to any wireless communication system. Nonetheless, due to economical and environmental aspects, it is highly desirable not to increase the density of base stations. Under such constraint, antenna arrays are the tools that enable spatial processing on a per-base-station basis. Recognizing this potential, the use of arrays at base-station sites is becoming universal. Array-equipped terminals, on the other hand, had not been contemplated in the past because of size and cost considerations. However, recent results in information theory have shown that, with the simultaneous use of multiple transmit and receive antennas, very large capacity increases can be unleashed [1] - [4] . At the same time, it is reasonable to expect that terminals supportive of progressively higher data rates will tend to be naturally larger in size and, consequently, they will be able to accommodate multiple closely spaced antennas. Hence, the deployment of arrays at both base stations and terminals appears as an attractive scenario for the evolution of mobile data access. Great progress has been made toward understanding the information-theoretical capacity and the performance of multiple-antenna architectures with thermal noise as the only impairment (see [5] - [16] ). Within the context of a wireless system, however, the dominant impairment is typically not thermal noise, but rather cochannel interference. Thus, the objective of the present work is to extend this understanding to the realm of spatially colored interference. We invoke, as central tool, recent results on the asymptotic distribution of the singular values of random matrices and their application to randomly spread code-division multiple access (CDMA) [17] - [19] . Although these distributions pertain asymptotically in the number of antennas, the results we derive therefrom become virtually universal under ergodic conditions.
Since the focus is on mobile systems, we consider only "open-loop" architectures wherein the transmitter does not have access to the instantaneous state of the channel. Only large-scale information-defined as information that varies slowly with respect to the fading rate-is available to the transmitter.
This correspondence is organized as follows. In Section II, the metrics and models are introduced. In Section III, the noise-limited capacity is reviewed using the tools of asymptotic analysis. Such analysis is generalized, in Section IV, to environments containing spatially colored interference. The main result therein is an expression of the asymptotic capacity in the presence of both noise and interference. Finally, Section V concludes the correspondence.
II. DEFINITIONS AND MODELS

A. Propagation Model
With M transmit and N receive antennas, the channel responses from every transmit antenna to every receive antenna can be assembled into an N 2 M random matrix G whose underlying random process is presumed zero-mean and ergodic. The propagation scenario and the spatial arrangement of the antennas determine the correlation among the entries of G. The scenario we consider, typical of a mobile system, is based on the existence of an area of local scattering around each terminal. Accordingly, the power angular spread is expected to be very large-possibly as large as 360 -at the terminals rendering the antennas therein basically uncorrelated. At the base station, the angular spread tends to be small [20] , [21] but the antennas can be also decorrelated by spacing them sufficiently apart [22] - [25] . Consequently, we focus on channel matrices containing only independent entries.
Since the elements of G are identically distributed, it is possible to define a normalized channel matrix H with unit-variance entries such that G = p g H.
B. "Open-Loop" Capacity
Perfect channel estimation at the receiver [26] - [28] is presumed. 1 The impairment comprises additive white Gaussian noise (AWGN) as well as interference, which-conditioned on its fading-is also presumed Gaussian. 2 As a consequence, we are interested in the spatial covariance of the impairment conditioned on the fading of the interference. Such spatial covariance, which we define as Q, is also presumed to be estimated perfectly at the receiver (but unknown to the transmitter). Notice that, since Q depends on the random fading of the interference, it can be viewed as a random variable itself. Furthermore, given that Q is-in general-not proportional to the identity, it follows that the interference is spatially colored.
When the entries of G are independent and unknown to the transmitter, the mutual information is maximized by transmitting a Gaussian signal with spatial covariance
given a total radiated power P [2] . Since the channel is time varying in nature, such mutual information fluctuates with it. With a sufficiently long coding horizon, it is possible to code over the short-term channel fluctuations and approach the ergodic capacity given by [11] C = E log 2 det I N + P M gHH y Q 01 (2) with expectation over the distributions of H and Q. It is also possible to code over the short-term channel randomness in the frequency domain, whereby the ergodic capacity is approached as the signal bandwidth increases [30] .
If it is not possible to code over the short-term channel variations, one must resort to the idea of outage capacity, wherein the capacity itself is regarded as a random variable that fluctuates with the channel. As we shall see, nonetheless, the outage capacity hardens around its average as the number of antennas increases and thus the outage and ergodic capacities coincide asymptotically.
III. NOISE-LIMITED CAPACITY
A. Nonasymptotic Noise-Limited Capacity
When the impairment consists exclusively of AWGN, we have 
as the average signal-to-noise ratio (SNR), we can write
B. Asymptotic Noise-Limited Capacity
As the number of antennas increases, the empirical distribution of the eigenvalues of the random matrix HH y converges to a deterministic function [31] . Defining the ratio of transmit and receive antennas as 
we now look into finding C as the number of antennas is driven to infinity with a constant ratio .
Fundamentally, we are faced with a multiple-input multiple-output problem that is akin to that of a synchronous CDMA channel with random spreading. The dimensionality of such a channel, represented by the spreading factor, corresponds in our case to the number of receive antennas, while the number of users corresponds to the number of transmit antennas. There are, nonetheless, significant differences.
• The spatial signatures for the different transmit antennas are not chosen by the system designer, as in CDMA, but rather imposed by nature. Moreover, their distribution depends on the type of fading being experienced. Remarkably, though, the distribution of the eigenvalues of HH y converges to the same exact function regardless of the distribution of its entries so long as those are independent and identically distributed [17] .
• Because of the total power constraint imposed at the transmitter, the SNR typically used in CDMA has to be normalized by the dimensionality ratio .
• The transmit antennas are colocated and part of a single transceiver whereas, in CDMA, the multiple users are geographically dispersed. Hence, joint coding of the transmit signals is feasible in our problem, but not in CDMA.
With these considerations, the asymptotic capacity per dimension derived in [17] and [32] for synchronous CDMA can be modified to express the noise-limited asymptotic capacity per receive antenna as C (; SNR) = log 2 1 + SNR 0 F ; 
The asymptotic capacity is solely a function of and the SNR. Furthermore, it yields an extremely accurate approximation to the ergodic capacity even when the number of antennas is very small (see Table I ).
Next, we particularize C for a number of special cases and study in detail its dependence on both and SNR.
1)
Dependence on : C is maximized by letting ! 1.
Hence, the capacity with an optimal receiver 3 increases monotonically with , as seen in Fig. 1 . Although additional antennas thus increase capacity regardless of whether they are added to the transmitter or to the receiver, they add different value depending on where they are deployed. Such difference stems from the fact that the total radiated power is bounded whereas the total captured power increases with additional receive antennas. Therefore, the capacities corresponding to and to 1= are different. 4 Additionally, Fig. 1 hints that there is little incentive in increasing beyond unity. This result is formalized in the next section. Of particular interest is C with = 1, which can be expressed 
which can be obtained by taking the limit on (8) or, alternatively, by observing [2] that the channel decouples asymptotically
Notice that, for N = 1, this configuration reverts to that of transmit diversity, which has been actively researched in recent times [33] - [35] .
Conversely, if M is kept fixed while N ! 1, the capacity per receive antenna behaves as
and the channel again decouples
Interestingly, this decoupling also implies that the capacity would not increase if the channel realization H were known at the transmitter [11] . Hence, the "open-loop" and "closed-loop" capacities coincide for ! 0. Intuitively, as the number of channel dimensions becomes much larger than the number of modes, none of these gets favored over the others. Moreover, as can be inferred from [19] for the corresponding multiuser problem, capacity can be approached for small with scalar coding at every transmit antenna and a simple linear receiver.
2) Dependence on SNR:
Insightful expressions can be obtained by particularizing C at high SNR, wherein a series expansion of (8) 
which, for = 1, particularize to
as derived in [1] . Therefore, the high-SNR capacity is proportional to min(M; N) and grows logarithmically with the SNR. As shown in For an in-depth study of the low-SNR capacity, the reader is referred to [36] , [37] .
C. How Many Antennas Should be Used?
The asymptotic expressions derived thus far can be used to quantify the benefit of pushing beyond unity. The largest gain, which occurs for SNR ! 1 is lim SNR!1 C (1; SNR) 0 C (1; SNR) = log 2 (e) (17) or merely the equivalent of a 4.34-dB increase in SNR (Fig. 2) , a vanishingly small improvement in capacity per receive antenna as the SNR grows.
Given the cost associated with deploying multiple antennas with separate radio-frequency chains, it is important to ensure that those antennas are as effective as possible. Ineffective antennas raise the cost and add unnecessary complexity.
In "open-loop" noise-limited conditions, the following applies.
• Given a number of receive antennas, at most as many transmit antennas should be used.
• Given a number of transmit antennas, at least as many receive antenna should be used. Additional receive antennas are always advantageous. However, if we denote by R the highest rate that can be supported with a realizable constellation by each transmit antenna, there is little point in further increasing the number of receive antennas once
As we will see next, these conclusions vary in the presence of colored interference.
IV. CAPACITY IN THE PRESENCE OF INTERFERENCE
A. Nonasymptotic Capacity
Within the context of a mature system, the dominant impairment is usually not thermal noise, but rather cochannel interference. Furthermore, most emerging data systems feature time-multiplexed downlink channels, certainly those evolving from time-division multiple access (TDMA) [38] , but also those evolving from CDMA [39] - [41] . Hence, same-cell users are mutually orthogonal and thus the downlink interference arises exclusively from other cells. This holds also for a code-multiplexed downlink in frequency-flat fading channels 5 and, of course, for a time-multiplexed uplink.
In order to simplify the analyses, it is not unusual that such outside interference be regarded as additional AWGN [44] . In single-antenna systems, this approximation assumes the interference to be Gaussian. In multiple-antenna systems, it has a second-and more profound-implication: it assumes the interference to be spatially white and it thus neglects the fact that interference does have a spatial structure, or color, that can be exploited by a multiple-antenna receiver. This structure tends to be particularly strong in the downlink, wherein the entire interference contribution of every cell emanates from the base station, a single localized source.
In the presence of outside interference, the covariance of the impairment conditioned on the fading of the interference can be expressed as
with K the number of outside interferers (assumed mutually independent) and with P k and M k the total radiated power and number of transmit antennas for the kth interferer, respectively. In the downlink, each interferer would correspond to a neighboring base station; in the uplink, it would correspond to a terminal in a neighboring cell. Each N 2 M k channel matrix G k contains the transfer coefficients between every transmit antenna of interferer k and every receive antenna at the desired user. We denote by H k the normalized counterpart of each channel matrix so that G k = p g k H k . Defining the signal-to-interference ratio (SIR) with respect to each interferer as
we can rewrite the capacity as
with expectation over the distribution of the various channels and with the aggregate SIR and signal-to-interference-and-noise ratio (SINR) being
The performance of receive antenna arrays in interference-limited conditions has been thoroughly studied, but mostly for single-antenna transmitters [45] - [47] . With the addition of transmit arrays, the problem becomes much more complex (see [11] as well as [48] - [51] for related work). In general, the individual channel matrices H k cannot be estimated, but only the aggregate covariance Q, and thus the receiver can only perform linear processing against the outside interferers while optimally detecting the desired signals [52] . Hence, we find it convenient to distinguish between two classes of interference.
• The mutual interference among the transmit antennas of the desired user, which we shall refer to as multiantenna interference.
• The outside interference that those antennas suffer from the K interferers within Q.
B. Asymptotic Capacity
The asymptotic capacity in the presence of both AWGN and outside interference (derived in the Appendix) constitutes the main result of the correspondence. Although we present it next for a homogeneous system, wherein the number of transmit antennas is the same for the user of interest as well as each of the outside interferers, the solution in its most general form is included in the Appendix. In a homogeneous system, the asymptotic capacity per receive antenna is given by 
Because of the implicit nature of these equations, obtaining explicit expressions therefrom requires solving for 1 and 2 in equations of order K + 2 and K + 1, respectively. Hence, the complexity of the solution is directly determined by the number of outside interferers.
Fortunately, the equations containing 1 and 2 are decoupled and thus, as we shall see, it is possible to obtain meaningful expressions for a large number of cases. If the number of outside interferers is set to K = 0, it is rather straightforward to solve for 1 and 2 as
and, substituting them into (23), obtain the asymptotic noise-limited capacity per receive antenna of (8) . Therefore, the above solution is a generalization of the one presented in Section III.
The roles of 1 and 2 can be interpreted by relating them to the multiuser efficiency, a quantity commonly used in multiuser detection problems [19] , [43] . Specifically, the following holds.
• 1 represents the asymptotic ratio between i) the SNR at the output of a linear minimum mean-square error (MMSE) receiver detecting the signal transmitted from any of the desired antennas in the presence of multiple-antenna as well as outside interference, and ii) the SNR at the output of a matched filter detecting that same antenna without any interference. Hence, it quantifies how the detection (by a linear MMSE receiver) of each of the transmit signals is impaired by the presence of the other transmit antennas plus the outside interference.
• 2 represents the asymptotic ratio between i) the SNR at the output of a linear MMSE receiver detecting the signal transmitted from any outside antenna in the presence of the rest of outside antennas (excluding the desired user), and ii) the SNR at the output of a matched filter detecting that same antenna without any interference. Although it may seem intriguing that 2 plays a role in the computation of the capacity given that the actual receiver does not make any attempt to decode the outside interference, a justification is given in the Appendix. (26) indicating that both efficiencies become independent of the composition of the outside interference; they become a function of only the aggregate SIR and SINR. These efficiencies, in turn, yield lim !1 C +K (; SNR; fSIR k g) = log 2 (1 + SINR) (27) which has the exact same form of the asymptotic noise-limited capacity obtained in (11) for ! 1. Hence, as the number of interfering antennas grows much larger than the number of receive antennas, the progressively fine color of the interference cannot be discerned and it thus appears white to the receiver. The capacity depends only on the total impairment power, irrespective of how it breaks down into noise and outside interference.
On the other hand, for diminishing and finite K 1 = 1 + O()
confirming that the penalty due to a fixed number of interfering antennas vanishes as the number of receive antennas grows without bound. With that, C +K behaves as C +K (; SNR; fSIR k g) = log 2
and becomes determined only by the underlying AWGN, irrespective of the SIR. 
2) Low-SNR Behavior:
The behavior of the asymptotic efficiencies at low SNR is given by 3) Interference-Limited Behavior: Single Outside Interferer: High-capacity wireless systems are typically designed to operate in interference-limited conditions [53] . In the remainder, we concentrate, therefore, on studying the asymptotic capacity at high SNR. We begin by evaluating the capacity in the presence of a single outside interferer. 
which requires solving cubic and quadratic equations for 1 and 2 , respectively. Fig. 3 depicts C +1 as function of for various levels of SNR and SIR corresponding to SINR = 10 dB.
At high SNR, the asymptotic efficiencies can be found to be 
In terms of asymptotic capacity, the above efficiencies yield We observe the following.
• As the SNR grows, C +1 becomes independent of the SIR for 1 2 . Hence, while the combined number of desired plus outside transmit antennas does not exceed the number of receive antennas, the receiver approaches capacity by suppressing-purely through linear processing-the outside interference while simultaneously detecting the desired signals. Once that interference is suppressed, capacity becomes limited only by the underlying noise.
• For 1 2 < 1, the number of receive antennas exceeds the number of desired antennas, but not the combined number of desired plus outside interfering antennas. Therefore, the receiver must compromise between assigning its degrees of freedom to interference suppression and to signal detection. As the SNR increases without bound, such compromise favors sacrificing a fraction of the receive antennas for interference suppression. 
• For 1, the dependence on the SNR becomes weak. Once the number of outside interfering antennas has exceeded the number of receive antennas, the receiver can no longer suppress the totality of that interference and thus even the high-SNR performance is determined mostly by the SIR. Nonetheless, the colored interference renders the capacity higher than in equivalent noise-limited conditions. Only as ! 1 does this advantage dissipate (Fig. 3 ).
• Particularly revealing is C +1 at = 1 which, in interference- 
corresponding, to first order, to the equivalent of a 4.34-dB improvement in SINR. Hence, as illustrated in Fig. 4 , operating over colored impairment is noticeably beneficial even when the receiver has no spare degrees of freedom. Interestingly, the advantage appears to hold throughout the entire range of SINR levels.
• Unlike in the noise-limited case, the interference-limited C +1 does not increase monotonically with . It grows with up to = 1 2 and it diminishes thereafter. Hence, C +1
is maximized-in these conditions-by having the number of transmit antennas equal half the number of receive antennas just so the receiver has enough spare antennas to suppress the outside interference in its entirety while decoding the desired signals.
Notice that this holds only if the SNR is sufficiently large with respect to the SIR (Fig. 3) , specifically-from (16) and (40) 
If this condition is not met, the underlying noise influences the capacity sufficiently to render it monotonic in . Hence, (42) can be used as a criterion to assess whether the system is effectively interference-limited when the interference arises from a single outside transmitter.
In the presence of colored interference, the capacity clearly depends not only on the number of transmit and receive antennas and the SINR, but also on the degrees of freedom of the interference. Specifically, a given amount of interference is more benign if it occupies fewer degrees of freedom. 
• The lower bound corresponds to forcing the K outside interferer to be of equal strength while preserving the aggregate SIR. Since 
In general, the tightness of both bounds depend on the specific set of fSIR k g. indicating that an increasing number of equal-strength outside interferers will progressively whiten the impairment. Hence, C can also serve as a lower bound, but it is never as tight as C +K for finite K.
An example corresponding to a simple downlink scenario with two outside interferers is illustrated in Fig. 5 . A multiantenna terminal is illuminated by its serving base as well as two nearby interfering bases, all of them equipped with the same number of transmit antennas. Accounting for different range and shadow fading to every base, a typical set of SIR and SNR levels are chosen. The corresponding asymptotic capacity appears in Fig. 6 along with its upper and lower bounds. Also shown is the corresponding noise-limited capacity at the same aggregate SINR.
Note how neglecting the fact that the interference is colored can lead to gross miscalculations of the actual capacity or, conversely, of the SINR required to achieve a certain level of capacity. This converse look is provided in Fig. 7 , which displays curves of constant capacity on a SNR-SIR plane. Specifically, the curves shown correspond to C +K = 2.5 b/s/Hz per receive antenna with = 0:5, = 1, and = 2. For each configuration, the SNR-SIR combinations that achieve such capacity are depicted as a function of the number of equal-strength outside interferers.
C. How Many Antennas Should be Used?
It was shown in Section III that, in noise-limited conditions, there is little incentive in pushing beyond unity. From the results presented throughout this section, it is clear that the presence of interference can only lessen that incentive, at least in homogeneous systems wherein all transmitters are equipped with the same number of active antennas. In such conditions, the presence of a dominant outside interferer can actually render the capacity for > 1 smaller than for = 1 (Fig. 3) . On the other hand, the capacity with K outside interferers increases monotonically for < 1 K+1 . The best choice for will thus usually lie somewhere within [ 1 K+1 ; 1] depending on the structure of the interference and, therefore, on the geometry and propagation environment of the corresponding system. The following applies.
• If each transmitter is interfered by a small number of dominant outside interferers, the best will lie around 1 K+1 with no advantage-or even possibly a loss-in pushing it any further. A similar conclusion is reached in [54] . • With a large number of comparable-strength outside interferers, the best will lie close to = 1.
As in the noise-limited case, practical considerations preclude making so small that C +K > R (50) with R the highest realizable rate per transmit antenna.
V. SUMMARY
The main result of the correspondence is the asymptotic capacity of multiple-transmit multiple-receive antenna architectures impaired by AWGN as well as spatially colored interference. From the asymptotic capacity, we gathered insight on how the capacity behaves. Although the derivation of the asymptotic capacity requires driving the number of transmit and/or receive antennas to infinity, the asymptotic solution applies to virtually any number of antennas under ergodic conditions.
While in noise-limited conditions, the asymptotic capacity depends only on the number of antennas and the SNR, the capacity in the pres-ence of interference depends also on the color thereof. At any given SINR, the capacity increases with such color. The lowest capacity at any SINR is attained in the presence of AWGN exclusively.
APPENDIX
The starting point for our derivation is (21) , which can be manipulated into Both C 1 and C 2 have meaningful interpretations.
• C 1 corresponds to the capacity of the entire set of desired plus outside transmit antennas and the receiver. Hence, it regards the outside interfering antennas as additional desired signals that could be decoded with proper knowledge of their corresponding channel matrices.
• C 2 corresponds to the capacity of the outside transmit antennas and the receiver, excluding the desired user transmit antennas.
The difference between both terms yields the actual capacity for the desired user in the presence of outside interferers of which only the aggregate covariance is known.
In order to obtain the asymptotic value of C 1 and C 2 as the dimensions of H H H1 and H H H2 are driven to infinity, we apply [19, Theorem IV.1].
With this result, derived within the context of randomly spread CDMA in fading channels, Shamai and Verdú obtained the asymptotic capacity of an optimum receiver using the Tse-Hanly equation [18] whose solution is the asymptotic SNR at the output of an MMSE receiver. Defining 
where the expectation is with respect to the nonnegative random variables B1 and B2 whose distribution is identical to the asymptotic em- 
With (54) and (55), we can now calculate the asymptotic capacity per receive antenna, in its most general form, as C +K = C1-C2. (54) and (55) would, in this case, be with respect to the asymptotic empirical distribution of the eigenvalues of B1 and B2 If, on the other hand, we wanted to take into account antenna correlation at the receiver as well, we would have to resort to more sophisticated tools [55] , but that is beyond the scope of this correspondence.
In most instances, the number of transmit antennas is the same for the user of interest as well as for every outside interferer (that is, k = 
