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In this Supplemental Material we provide proofs and fur-
ther details of the results of the main text. Section A- C de-
velop the prerequisites to prove the recovery guarantee, Theo-
rem 2, in Section D. The optimality of this result is addressed
in Section E. The expansion of unital maps in terms of a uni-
tary 2-design, Proposition 1, is derived in Section F. In Sec-
tion G, we show that the unitarity of a hermiticity preserving
map can be expressed as the variance of its average gate fi-
delity with respect to a unitary 2-design. We also discuss pos-
sible implications. Finally, Section H provides further details
and results of the numerical demonstration of the protocol.
We start by specifying the notation that is used subse-
quently. For a vector space V we denote the space of its
endomorphisms by L(V ). In particular, let Hd denote the
space of hermitian operators on a d-dimensional complex
Hilbert space. We label the vector space of endomorphisms
on Hd by L(Hd) and denote its elements with calligraphic
letters. For every map X ∈ L(Hd), we define its adjoint
X † ∈ L(Hd) with respect to the Hilbert-Schmidt inner prod-
uct (·, ·) on Hd. We denote the subset of completely positive
maps by CP(Hd) ⊂ L(Hd). Quantum channels are elements
of CP(Hd) that are trace preserving (TP), i.e. Tr (E(X)) =
Tr(X) for all X ∈ Hd. This condition is equivalent to the
identity matrix Id ∈ Hd being a fixed point of the adjoint
channel, E†(Id) = Id. Similarly, a map (or channel) E that
itself has the identity as a fixed-point, E(Id) = Id, is called
unital. The affine subspace of TP and unital maps is denoted
by Lu,tp(Hd) ⊂ L(Hd). We further denote the linear hull of
Lu,tp(Hd) by Lu,tp(Hd).
Most of our results feature a norm on L(Hd), which is nat-
urally induced on by the average gate fidelity (AGF) (1) in the
following way. We define the inner product on L(Hd) as
(X ,Y) = d+ 1
d
Favg(X ,Y)− 1
d2
(X (Id),Y(Id)) (S.1)
and denote the induced norm on L(Hd) by ‖X‖2 = (X ,X ).
The pre-factors are chosen such that unitary channels U ∈
L(Hd) have unit norm.
Note that this inner product is proportional to the previously
defined Hilbert-Schmidt inner product applied to the Choi and
Liouville representations:
(X ,Y) = (J(X ), J(Y)) = 1
d2
(L(X ),L(Y)) , (S.2)
see Refs. [1, 2] and also [3, Proposition 1]. We choose the
convention that Choi matrices of quantum channels have unit
trace, i.e. Tr(J(X )) = 1. Furthermore, for X ∈ Hd we will
encounter the Schatten norms ‖X‖1 = Tr[
√
XX†], ‖X‖2 =√
Tr(XX†) and ‖X‖∞ =
√
µmax(XX†), where µmax(Y )
denotes the maximum eigenvalue of a Hermitian matrix Y .
For a vector y ∈ Rm and q ∈ N the `q-norm is defined by
‖y‖`q = (
∑m
i=1 |yi|q)1/q .
For a map T : Hd → Hd we define the random variable
ST = d2(T ,U) (S.3)
where U is a unitary channel U(X) = UXU† with U either
chosen uniformly at random from the full unitary group U(d),
or the Clifford group Cl(d), depending on the context. The
main technical ingredients for the the proofs of our main re-
sults are an expression for the second and fourth moment of
ST . To this end, an integration formula for the first four mo-
ments over the Clifford group is developed in Section A. We
then derive an explicit expression for the second moment of
ST in Section B and an upper bound on the fourth moment of
ST in Section C. These bounds are essential prerequisites for
2applying strong techniques from low-rank matrix reconstruc-
tion to prove our recovery guarantee, Theorem 2, for unitary
gates in Section D.
A. An integration formula for the Clifford group
One of the main technical ingredients of the proof is an ex-
plicit formula for integrals of the diagonal action of the Clif-
ford group Cl(d). More precisely, for a unitary representation
R : G → L(V ) of a subgroup G ⊂ U(d) carried by a vector
space V , we define ER : L(V )→ L(V ) (“twirling”) as
ER(A) =
∫
G
R(g)AR(g)†dµ(g), (S.4)
where µ is the invariant measure induced by the Haar measure
on U(d).
For V = (Cd)⊗n we denote the diagonal action of a sub-
group G of GL(Cd) by ∆nG : G→ GL(V ), i.e.
∆nG : U 7→ U ⊗ . . .⊗ U︸ ︷︷ ︸
n times
. (S.5)
Note that if G is a subgroup of the unitary group U(d) then
∆nG is a unitary representation. The main result of this chap-
ter is an explicit expression for E∆4
Cl(d)
(A) for arbitrary A ∈
L(V ).
For E∆n
U(d)
(A), where the integration is carried out over
the entire unitary group, an explicit formula was derived in
Refs. [4, 5]. It is instructive to review the result of Ref. [5]
and its proof first. Our derivation of the analogous expression
for the Clifford group follows the same strategy and makes
use of many of the intermediate results.
1. Integration over the unitary group U(d)
To state the result we have to introduce notions from the
representation theory of ∆nU(d) which can be found, e.g., in
Refs. [4–7]. Schur-Weyl duality relates the irreducible repre-
sentations of the diagonal action of GL(V ) to the irreducible
representations of the natural action of the symmetric group
Sn on V . Recall that the representation ∆nU(d) decomposes
into irreducible representations ∆λU(d) : U(d)→ GL(Wλ) la-
belled by partitions λ = (λ1, λ2, . . . , λl(λ)) of n into l(λ) ≤ d
integers, i.e.
∑l(λ)
i=1 λi = n. For short, we denote a partition
of n by λ ` n and dimensions of the Weyl-modules Wλ by
Dλ.
Let { |i 〉}di=1 be an orthonormal basis of Cd. We define the
representation pidSn : Sn → GL(V ) by linearly extending
pidSn(τ) : |i1 〉 ⊗ . . .⊗ |ik 〉 7→
∣∣iτ−1(1) 〉⊗ . . .⊗ ∣∣iτ−1(k) 〉 .
(S.6)
The irreducible representations of pidSn , pi
λ
Sn
: Sn →
GL(Sλ) are also labelled by partitions λ ` n. The dimen-
sions of the Specht-modules Sλ are denoted by dλ. Since the
actions of ∆nU(d) and pi
d
Sn
commute, they induce a representa-
tion of U(d)×Sn on (Cd)⊗n that decomposes into irreducible
representations as follows:
Theorem S.1 (Schur-Weyl decomposition). The action of
U(d)×Sn on (Cd)⊗n is multiplicity free and (Cd)⊗n decom-
poses into irreducible components as
(Cd)⊗n ∼=
⊕
λ`n,l(λ)≤d
Wλ ⊗ Sλ (S.7)
on which U(d)× Sn acts as ∆λU(d) ⊗ piλSn .
We denote the orthogonal projections on Wλ ⊗ Sλ by Pλ
and the character on the irreducible representation piλSn of Sn
by χλ(pi) := Tr(piλSn(pi)). The orthogonal projectors can be
written as
Pλ =
dλ
n!
∑
σ∈Sn
χλ(σ)pidSn(σ), (S.8)
see, e.g. Ref. [8, Eq. (12.10)]. In terms of these projectors
E∆n
U(d)
(A) can be calculated using the following theorem.
Theorem S.2 (Integration over the unitary group U(d)). Let
A ∈ L(V ). Then, for R = ∆nU(d) and G = U(d),
E∆n
U(d)
(A)
=
1
n!
∑
τ∈Sn
Tr(ApidSn(τ))pi
d
Sn(τ
−1)
∑
λ`n, l(λ)≤d
dλ
Dλ
Pλ.
(S.9)
This formula differs slightly from the original statement
presented in Ref. [5]. The more common formulation pre-
sented there follows from evaluating the expression of Theo-
rem S.2 using a standard tensor basis of L(V ) [9]. However,
here we have opted for a presentation of Theorem S.2 that is
easier to generalise beyond the full unitary group.
In the remainder of this section, we present a proof of The-
orem S.2 following the strategy of Ref. [5]. The commutant
of a subset A ⊂ L(V ) is the subset of L(V ) defined by
Comm(A) = {B ∈ L(V ) | BA = AB ∀A ∈ A}. (S.10)
It is straight-forward to verify the following well-known
properties of ER:
Lemma S.3 (Properties of ER). Let R be a unitary represen-
tation of a subgroup G ⊆ U(d). Then, for all A ∈ L(V ) and
B ∈ Comm(R(G)), the map ER (defined in Eq. (S.4)) fulfils
Tr(ER(A)) = Tr(A), (S.11)
ER(AB) =ER(A)B, (S.12)
ER(A) ∈Comm(R(G)). (S.13)
The last statement of Lemma S.3 implies that En∆U(d)(A)
is in the commutant of ∆nU(d) for all A ∈ L(V ). Using the
3decomposition of Theorem S.1 and Schur’s Lemma we there-
fore conclude thatE∆n
U(d)
(A) acts as the identity on the Weyl-
modules,
E∆n
U(d)
(A) =
∑
λ`n,l(λ)≤d
IdDλ ⊗Eλ (S.14)
with Eλ ∈ L(Sλ). In general, the direct sum of endomor-
phisms acting on the irreducible representations of a group is
isomorphic to the group ring which consists of formal (com-
plex) linear combinations of the group elements [7, Proposi-
ton 3.29]. We denote the group ring of Sn by C[Sn].
To derive an explicit expression of the coefficient of the
expansion of E∆n
U(d)
(A) in C[Sn], we introduce the map
Φ : L(V )→ L(V )
Φ(A) =
∑
σ∈Sn
Tr(ApidSn(σ
−1))pidSn(σ). (S.15)
We will make use of the following properties of the map Φ.
Lemma S.4 (Properties of Φ). For all A ∈ L(V ) and B ∈
Comm(∆nU(d))
Φ(A) =Φ(E∆n
U(d)
(A)), (S.16)
Φ(B) =BΦ(Id), (S.17)
Φ(Id)−1 =
1
n!
∑
λ`n,l(λ)≤d
dλ
Dλ
Pλ. (S.18)
Proof. 1. Since pidSn(σ
−1) is in Comm(∆nU(d)) for all σ ∈
Sn, we can apply Lemma S.3 to get
Tr(E∆n
U(d)
(A)pidSn(σ
−1)) = Tr(E∆n
U(d)
(ApidSn(σ
−1)))
= Tr(ApidSn(σ
−1)) ,
(S.19)
which establishes the first statement.
2. Since the commutant is isomorphic to the group ring, it
suffices to proof the statement for all B = pidSn(τ) with
τ ∈ Sn. In this case, using the cyclicity of the trace for
the first equality, we find
Φ(pidSn(τ)) =
∑
σ∈Sn
Tr(pidSn(σ
−1)pidSn(τ))pi
d
Sn(σ)
=
∑
σ∈Sn
Tr(pidSn(τσ
−1))pidSn(σ)
=
∑
σ∈Sn
Tr(pidSn(σ
−1))pidSn(στ)
= pidSn(τ)
∑
σ∈Sn
Tr(pidSn(σ
−1))pidSn(σ).
(S.20)
Here we have used that pidSn(τσ) = pi
d
Sn
(σ)pidSn(τ) for
all τ, σ ∈ Sn.
3. Using Theorem S.1 (Schur-Weyl duality), we can
rewrite Φ(Id) as
Φ(Id) =
∑
σ∈Sn
Tr(pidSn(σ
−1))pidSn(σ)
=
∑
σ∈Sn
∑
λ`n,l(λ)≤d
Dλ Tr(piλ(σ
−1))pidSn(σ)
=
∑
λ`n,l(λ)≤d
Dλ
∑
σ∈Sn
χλ(σ)pidSn(σ).
(S.21)
The explicit expression (S.8) for the projectors identi-
fies Φ(Id) as
Φ(Id) = n!
∑
λ`n,l(λ)≤d
Dλ
dλ
Pλ. (S.22)
Since the {Pλ} are a complete set of orthogonal projec-
tors, the inverse of Φ(Id) is given by
Φ(Id)−1 =
1
n!
∑
λ`n,l(λ)≤d
dλ
Dλ
Pλ. (S.23)
We are now in position to give a concise proof of Theo-
rem S.2:
Proof of Theorem S.2. From Eqns. (S.16) and (S.17) we con-
clude Φ(A) = Φ(E∆n
U(d)
(A)) = E∆n
U(d)
(A)Φ(Id) and, thus,
E∆n
U(d)
(A) = Φ(A)Φ(Id)−1. Inserting the expression (S.18)
for Φ(Id)−1 and the definition (S.15) of Φ yields the expres-
sion of the theorem.
2. Integration over the Clifford group
We now turn our attention to the Clifford group and aim
at an analogous result to Theorem S.2 for E∆4
Cl(d)
(A) with
A ∈ L(V ). As the former result for the unitary group, the re-
sult for the Clifford group heavily relies on a characterisation
of the commutant of ∆4Cl(d). The required results for the Clif-
ford group were derived in Ref. [10] and apply to multi-qubit
dimensions d = 2n. This paper introduces the orthogonal
projection
Q =
1
d2
d2∑
k=1
W⊗4k (S.24)
where W1, . . . ,Wd2 ∈ L
(
Cd
)
are the multi-qubit Pauli ma-
trices. In fact, the d2-dimensional range of Q forms a partic-
ular stabiliser code. We denote by Q⊥ = Id−Q the orthog-
onal projection onto the complement of this stabiliser code.
The orthogonal projection Q commutes with every pidS4(σ),
σ ∈ S4. Thus, Q acts trivially on the Specht modules Sλ
in the Schur-Weyl decomposition (S.7). Following the nota-
tion conventions from Ref. [10], we denote the subspace of
4the Weyl module Wλ that intersects with the range of Q by
W+λ and its dimension as D
+
λ . Analogously, the orthogonal
complement of W+λ shall be W
−
λ with dimension D
−
λ . We
are now ready to state the main result of this section.
Theorem S.5 (Integration over the Clifford group Cl(d)). Let
A ∈ L(V ). Then,
E∆4
Cl(d)
(A) =
1
4!
∑
λ`4,l(λ)≤d
dλ
∑
σ∈S4
×
[
1
D+λ
Tr(AQpidS4(σ
−1))Q
+
1
D−λ
Tr(AQ⊥pidS4(σ
−1))Q⊥
]
× pidS4(σ)Pλ.
(S.25)
To set-up the proof we summarise the necessary results of
Ref. [10] in the following theorem:
Theorem S.6 (Representation theory of the Clifford group
[10]). WheneverW±λ are non-trivial, the action of Cl(d)×S4
on (Cd)⊗4 is multiplicity free and (Cd)⊗4 decomposes into ir-
reducible components
(Cd)⊗4 ∼=
⊕
λ`4,l(λ)≤d
(W+λ ⊗ Sλ)⊕ (W−λ ⊗ Sλ), (S.26)
on which Cl(d)× S4 acts as ∆λCl(d) ⊗ piλS4 .
The dimensions of W+λ are of polynomials in d of degree 4
and the dimensions of W−λ are either vanishing or polynomi-
als in d of degree 2.
From Theorem S.6 we learn that an element of the commu-
tant of the diagonal action of the Clifford group ∆4Cl(d) can be
written in the form
B = Q
⊕
λ`4,l(λ)≤d
(IdDλ ⊗B+λ )+Q⊥
⊕
λ`4,l(λ)≤d
(IdDλ ⊗B−λ ),
(S.27)
where B±λ ∈ L(Sλ) are linear operators acting on the Specht
modules Sλ.
To expand elements of Comm(∆4Cl(d)), we define the map
Φ˜ : L(V )→ L(V ), Φ˜(A) = Φ(AQ)Q+Φ(AQ⊥)Q⊥ with Φ
from (S.15). The map Φ˜ has properties comparable to the map
Φ, but is adapted to the diagonal representation of the Clifford
group.
Lemma S.7. For all A ∈ L(V ) and B ∈ Comm(∆4Cl(d))
Φ˜(A) =Φ˜(E∆4
Cl(d)
(A)), (S.28)
Φ˜(B) =BΦ˜(Id), (S.29)
Φ˜(Id)−1 =
1
4!
∑
λ`4,l(λ)≤d
dλPλ
[
1
D+λ
Q+
1
D−λ
Q⊥
]
. (S.30)
Proof.
1. Since QpidS4(σ
−1) and Q⊥pidS4(σ
−1) are in
Comm(∆4Cl(d)) for all σ ∈ S4, we can again ap-
ply Lemma S.3 to get Tr(E∆4
Cl(d)
(A)QpidS4(σ
−1)) =
Tr(E∆4
Cl(d)
(AQpidS4(σ
−1))) = Tr(AQpidS4(σ
−1)) and
likewise for Q⊥ instead of Q. Inserting this in the
definition of Φ˜ yields the first statement.
2. From the expansion of elements B ∈ Comm(∆4Cl(d))
in (S.27), we conclude that B can be expressed as
B = QB1 + Q
⊥B2, where B1 and B2 are in the
group ring C[S4]. Hence, it suffices to show the state-
ment, Φ˜(B) = BΦ˜(Id), for B = QpidS4(σ) and B =
Q⊥pidS4(σ). In the first case, we find
Φ˜(QpidS4(σ)) = Φ(Qpi
d
S4(σ))Q
= Φ(Q Id)QpidS4(σ)
= Φ˜(Id)QpidS4(σ) ,
(S.31)
where property (S.12) from Lemma S.3 has been used
in the second step. The proof of Q⊥ is analogous.
3. Using the decomposition (S.26) of Theorem S.6, we can
calculate
Φ˜(Id) =
∑
λ`4,l(λ)≤d
∑
σ∈S4
χpidS4
(σ−1)pidS4(σ)
× [D+λQ+D−λQ⊥λ ]
= 4!
∑
λ
1
dλ
Pλ
[
D+λQ+D
−
λQ
⊥] ,
(S.32)
where the last line follows again from the expression
(S.8) for the projectors. Inverting this expression yields
Φ˜(Id)−1 =
1
4!
∑
λ
dλPλ
[
1
D+λ
Q+
1
D−λ
Q⊥
]
. (S.33)
With these statements for the Clifford group at hand, we
can proceed to prove Theorem S.5.
Proof of Theorem S.5. Eq. (S.28) in Lemma S.7 and S.29
in Lemma S.7 can be combined to conclude Φ˜(A) =
Φ˜(E∆4
Cl(d)
(A)) = E∆4
U(d)
(A)Φ˜(Id) and, thus, E∆4
Cl(d)
(A) =
Φ˜(A)Φ˜(Id)−1. The expression for Φ˜(Id)−1 was derived in
Lemma S.7, Eq. (S.30). Together with the definition of Φ˜
the expression of the theorem follows after some simplifica-
tion.
B. The second moment
The main result of this section is the following expression
for the second moment of ST defined in Eq. (S.3). We shall
use this statement multiple times in the proofs of our main
results.
5Lemma S.8 (The 2-nd moment for U(d)). Let T : Hd → Hd
be a map. Then
EU∼Haar(U(d))[S2T ]
=
1
d2 − 1
{
d2 ‖T ‖2 + Tr(T (Id))2
− 1
d
(
‖T (Id)‖22 +
∥∥T †(Id)∥∥2
2
)}
,
(S.34)
for ST defined in Eq. (S.3).
For trace-annihilating and Id-annihilating maps, one arrives
at a much simpler expression:
Corollary S.9 (Expression for trace-annihilating and
Id-annihilating maps). Let T ∈ Vu,tp,0 be a map that is
trace-annihilating and Id-annihilating. Then the second
moment of ST is
EU∼Haar(U(d))[S2T ] =
d2
d2 − 1 ‖T ‖
2
. (S.35)
Proof. This follows directly from Lemma S.8 and the
observation that T being trace-annihilating translates to
Tr(T (Id))) = 0 and ∥∥T †(Id)∥∥
2
= 0 and T being Id-
annihilating further requires ‖T (Id)‖2 = 0.
Before proving Lemma S.8, we derive a general expression
for the k-th moment of ST . To this end, recall that by Choi’s
theorem an endomorphism T ofHd (i.e. a hermiticity preserv-
ing map) can be decomposed as
T (X) =
r∑
i=1
λiTiXT
†
i , (S.36)
where λi ∈ R and T1, . . . , Tr are linear operators with unit
Frobenius norm. In this decomposition, the random variable
ST from Eq. (S.3), with U(X) = UXU† takes the form
ST = d2(T ,U) =
r∑
i=1
λi|Tr(U†Ti)|2 (S.37)
and its k-th moment can be expressed as follows:
Lemma S.10 (k-th moment of ST ). For k ∈ N and Ti defined
by Eq. (S.36) we have
EU∼Haar(U(d))[SkT ]
=
r∑
i1,...,ik=1
λi1 · · ·λik
1
k!
∑
τ∈Sk
∑
λ`k, l(λ)≤d
dλ
Dλ
× Tr
 k⊗
j=1
T †iτ(j)Pλ
k⊗
j=1
Tij
 .
(S.38)
Proof. We can rewrite the k-th unitary moment of ST as
EU∼Haar(U(d))[SkT ]
= EU
r∑
i1,...,ik=1
λi1 · · ·λik |Tr(U†Ti1)|2 · · · |Tr(U†Tik)|2
= EU
r∑
i1,...,ik=1
λi1 · · ·λik
× Tr
 k⊗
j=1
T †ij U
⊗k
Tr
U†⊗k k⊗
j=1
Tij

=
r∑
i1,...,ik=1
λi1 · · ·λik
×
dk∑
m,n=1
〈m |
k⊗
j=1
T †ijE∆kU(d)( |m 〉〈n |)
k⊗
j=1
Tij |n 〉
(S.39)
where in the last line we evaluated the trace in an orthonor-
mal basis { |m 〉 | m ∈ {1, . . . , dk}} for (Cd)⊗k. Using the
expression for E∆k
U(d)
of Theorem S.2 we get
EU∼Haar(U(d))[SkT ]
=
r∑
i1,...,ik=1
λi1 · · ·λik
1
k!
∑
τ∈Sk
∑
λ`k, l(λ)≤d
dλ
Dλ
× Tr
pidSk(τ) k⊗
j=1
T †ijpi
d
Sk
(τ−1)Pλ
k⊗
j=1
Tij

=
r∑
i1,...,ik=1
λi1 · · ·λik
1
k!
∑
τ∈Sk
∑
λ`k, l(λ)≤d
dλ
Dλ
× Tr
 k⊗
j=1
T †iτ(j)Pλ
k⊗
j=1
Tij
 .
(S.40)
Proof of Lemma S.8. We evaluate the expression of
Lemma S.10 for the case k = 2. To this end recall that
the irreducible representations of S2 are the symmetric ( )
and antisymmetric representation ( ). The central projections
are given by P = 12 (1 + F) and P =
1
2 (1 − F) [7],
where F is the bipartite flip operator F : (Cd)⊗2 → (Cd)⊗2,
|x 〉 ⊗ |y 〉 7→ |y 〉 ⊗ |x 〉. The dimensions are d = d = 1,
D = d(d−1)2 and D =
d(d+1)
2 . For A,B ∈ H⊗2d we
introduce the following short-hand notation
ΓAB :=
r∑
i,j
λiλj Tr
[
A(T †i ⊗ T †j )B(Ti ⊗ Tj)
]
. (S.41)
Rearranging the terms in the first statement of the Lemma S.10
6then yields
EU∼Haar(U(d))[S2T ] (S.42)
=
1
4
{[
1
D
+
1
D
]
[ΓId Id + ΓFF] (S.43)
+
[
1
D
− 1
D
]
[ΓF Id + ΓId F]
}
(S.44)
=
1
d2 − 1
{
ΓId Id + ΓFF − 1
d
(ΓId F + ΓF Id)
}
. (S.45)
The four Γ-terms can be evaluated explicitly. For the first
term, we obtain
ΓId Id =
r∑
i,j=1
λiλj ‖Ti‖22 ‖Tj‖22
=
(∑
i
λi Tr(Ti IdT
†
i )
)2
= Tr(T (Id))2.
(S.46)
The second terms reads
ΓFF =
r∑
i,j=1
λiλj |Tr(T †i Tj)|2
= d2 ‖T ‖2
(S.47)
and the third term can be written as
ΓF Id =
r∑
i,j=1
λiλj Tr
(
T †i TiT
†
j Tj
)
=
∥∥T †(Id)∥∥2
2
.
(S.48)
Moreover, a computation that closely resembles this reformu-
lation yields ΓId F = ‖T (Id)‖22 and the claim follows.
C. A fourth moment bound
The main result of this section is an upper bound for the
fourth moment of ST when U is a Clifford operation drawn
uniformly at random. To gain some intuition, let us first derive
an upper bound on the fourth moment taken with respect to the
full unitary group. Note that a similar bound has already been
derived in Ref. [11].
Lemma S.11 (4-th moment bound for U(d)). Let T : Hd →
Hd be a map. Then for ST defined in Eq. (S.3)
EU∼Haar(U(d))[S4T ] ≤ C ‖J(T )‖41 (S.49)
with some constant C > 13 independent of the dimension d.
Proof. Applying Cauchy-Schwarz to an individual summand
on the right hand side of Lemma S.10 yields for all k∣∣∣∣∣∣Tr
 k⊗
j=1
T †iτ(j)Pλ
k⊗
j=1
Tij
∣∣∣∣∣∣ ≤
∥∥∥∥∥∥Pλ
k⊗
j=1
Tiτ(j)
∥∥∥∥∥∥
2
∥∥∥∥∥∥Pλ
k⊗
j=1
Tij
∥∥∥∥∥∥
2
≤
∥∥∥∥∥∥
k⊗
j=1
Tiτ(j)
∥∥∥∥∥∥
2
∥∥∥∥∥∥
k⊗
j=1
Tij
∥∥∥∥∥∥
2
=
k∏
j=1
∥∥Tij∥∥22 ,
(S.50)
which is independent of the permutation τ ∈ Sk. We may
therefore conclude
EU∼Haar(U(d))[SkT ]
≤
r∑
i1,...,ik=1
k∏
j=1
∣∣λij ∣∣ ∥∥Tij∥∥22 ∑
λ`k, l(λ)≤d
dλ
Dλ
.
(S.51)
From Theorem S.6 we observe that for k = 4∑
λ`4, l(λ)≤d
dλ
Dλ
≤ C
d4
(S.52)
for some constant C > 13 independent of d. Thus, Eq. (S.51)
implies the desired bound.
In an analogous way we can derive a sufficient bound on
the fourth moment of ST when the average is performed over
the Clifford group. The result will be stated in Lemma S.15.
To get the correct dimensional pre-factors in the bound, we
have to rely on particular properties of the projection Q of
Eq. (S.24) appearing in the representation theory of the fourth
order diagonal action of Clifford group in Theorem S.5. The
following technical result takes care of this issue.
Lemma S.12 (Properties of the projectionQ). For {Tl}rl=1 ⊂
L(Cd) and Q defined in Eq. (S.24)∥∥∥∥∥∥Q
4⊗
j=1
TijQ
∥∥∥∥∥∥
2
≤ 1
d
4∏
j=1
∥∥Tij∥∥2 . (S.53)
This bound is tight. In fact, one can show that it is saturated
if all Ti’s are chosen to be the same stabiliser state. The proof
of Lemma S.12 requires two other properties of multi-qubit
Pauli matricesW1, . . . ,Wd2 . The first property is summarised
by the following lemma.
Lemma S.13 (Magnitude of multi-qubit Pauli matrices). For
A,B ∈ L(Cd),
Tr(WjAWkB) ≤ ‖A‖2 ‖B‖2 (S.54)
for all j, k ∈ {1, . . . , d2}.
7Proof. This statement follows directly from Cauchy-Schwarz
and the unitary invariance of the Frobenius norm:
Tr (WjAWkB) =
(
B†,WjAWk
)
≤ ‖B†‖2‖WjAWk‖2
= ‖B‖2‖A‖2.
(S.55)
The second property is that the two multi-qubit flip oper-
ator F can be expanded in terms of tensor products of Pauli
matrices.
Lemma S.14 (Multi-qubit flip operator in terms of Pauli ma-
trices).
F =
1
d
d2∑
i=1
W⊗2i . (S.56)
Proof. The re-normalised Pauli matrices form an orthonormal
basis of Hd:
X =
1
d
d∑
k=1
Wk Tr (WkX) ∀X ∈ H(Cn). (S.57)
We can extend this to a basis of H⊗2d by considering all pos-
sible tensor products of Pauli matrices. Expanding the flip
operator in this basis yields
F =
1
d2
d2∑
k,l=1
Wk ⊗Wl Tr (FWk ⊗Wl)
=
1
d2
d2∑
k,l=1
Wk ⊗Wldδk,l = 1
d
d2∑
k=1
W⊗2k
(S.58)
as claimed.
We are now equipped to prove Lemma S.12.
Proof of Lemma S.12. We start by inserting the definition of
Q, (S.24). Fixing w.l.o.g. an order of the indices, we obtain
Tr
Q 4⊗
j=1
TjQ
4⊗
j=1
T †j
 (S.59)
=
1
d4
d2∑
k,l=1
4∏
j=1
Tr
[
WkTjWlT
†
j
]
(S.60)
=
1
d4
d2∑
k,l=1
ck,l(T1)ck,l(T2)ck,l(T3)ck,l(T4), (S.61)
where we defined ck,l(Tj) := Tr(WkTjWlT
†
j ) ∈ C. These
numbers obey
ck,l(Tj) =Tr
(
WkTjWlT
†
j
)
= Tr
((
WkTjWlT
†
j
)†)
= Tr
(
TjW
†
l T
†
jWk
)
= ck,l(T
†
j ).
(S.62)
In addition, Lemma S.13 implies
|ck,l(Tj)|2 =
∣∣∣Tr(WkTjWlT †j )∣∣∣2 ≤ ‖Tj‖42. (S.63)
Equation (S.61) can be viewed as a complex-valued inner
product between two d2-dimensional vectors indexed by k
and l. This expression can be upper bounded by the Cauchy-
Schwarz inequality:
1
d4
d2∑
k,l=1
ck,l(T1)ck,l(T2)ck,l(T3)ck,l(T4) (S.64)
=
1
d4
d2∑
k,l=1
ck,l(T
†
1 )ck,l(T
†
2 )ck,l(T3)ck,l(T4) (S.65)
≤ 1
d2
√
1
d2
∑
k,l
∣∣∣ck,l(T †1 )ck,l(T †2 )∣∣∣2
×
√
1
d2
∑
k,l
|ck,l(T3)ck,l(T4)|2. (S.66)
The first square-root can be bounded in the following way√
1
d2
∑
k,l
|ck,l(T3)ck,l(T4)|2
≤
√
‖T †1 ‖42
1
d2
∑
k,l
ck,l(T
†
2 )
= ‖T1‖22
√
1
d2
∑
k,l
Tr
(
WkT
†
2WlT2
)2
= ‖T1‖22
√√√√Tr(1
d
∑
k
W⊗2k (T
†
2 )
⊗2 1
d
∑
l
W⊗2l T
⊗2
2
)
= ‖T1‖22
√
Tr
(
F (T †2 )⊗2 FT
⊗2
2
)
= ‖T1‖22
√
Tr
(
T †2T2
)2
= ‖T1‖22‖T2‖22.
(S.67)
Here, we have applied the magnitude bound (S.63) for
ck,l(T
†
1 ) in the second line and applied Lemma S.14.
The second square root can be bounded in a complete anal-
ogous fashion, i.e.√
1
d2
∑
k,l
|ck,l(T3)ck,l(T4)|2 ≤ ‖T3‖22‖T4‖22. (S.68)
Inserting both bounds into Eq. (S.66) yields the desired claim.
Having established Lemma S.12, we will now state the
bound on the fourth moment of ST when the average is per-
formed over the Clifford group.
8Lemma S.15 (4-th moment bound for Cl(d)). Let T : Hd →
Hd be a map. For ST defined in Eq. (S.3), it holds
EU∼Haar(Cl(d))[S4T ] ≤ C ‖J(T )‖41 , (S.69)
where ‖ · ‖1 denotes the trace (or nuclear) norm and the con-
stant C > 0 is independent of d.
Proof. As for the unitary group, we can rewrite the k-th mo-
ment of ST for the Clifford group as
EU∼Haar(Cl(d))[SkT ]
=
r∑
i1,...,ik=1
λi1 · · ·λik
dk∑
m,n=1
× 〈m |
k⊗
j=1
T †ijE∆kCl(d)( |m 〉〈n |)
k⊗
j=1
Tij |n 〉
(S.70)
using a basis { |m 〉 | m ∈ {1, . . . , dk}} for (Cd)⊗k. The ex-
pression for E∆4
Cl(d)
with k = 4 was derived in Theorem S.5.
It implies that
EU∼Haar(Cl(d))[S4T ]
=
r∑
i1,...,ik=1
λi1 · · ·λik
1
4!
∑
τ∈Sk
∑
λ`k, l(λ)≤d
dλ
×
{
1
D+λ
Tr
Q 4⊗
j=1
T †iτ(j)QPλ
4⊗
j=1
Tij

+
1
D−λ
Tr
Q⊥ 4⊗
j=1
T †iτ(j)Q
⊥Pλ
4⊗
j=1
Tij
}.
(S.71)
We may bound the first trace term by∣∣∣∣∣∣Tr
Q 4⊗
j=1
T †iτ(j)QPλ
4⊗
j=1
Tij
∣∣∣∣∣∣
≤
∥∥∥∥∥∥PλQ
4⊗
j=1
Tiτ(j)Q
∥∥∥∥∥∥
2
∥∥∥∥∥∥PλQ
4⊗
j=1
TijQ
∥∥∥∥∥∥
2
≤
∥∥∥∥∥∥Q
4⊗
j=1
Tiτ(j)Q
∥∥∥∥∥∥
2
∥∥∥∥∥∥Q
4⊗
j=1
TijQ
∥∥∥∥∥∥
2
≤ 1
d2
4∏
j=1
∥∥Tij∥∥22 ,
(S.72)
where we have used Cauchy-Schwarz and applied
Lemma S.12 in the last line. For the second trace term
a looser bound suffices:∥∥∥∥∥∥Q⊥
k⊗
j=1
Tiτ(j)Q
⊥
∥∥∥∥∥∥
2
≤
k∏
j=1
∥∥Tij∥∥2 (S.73)
for all τ ∈ S4. This follows directly from Cauchy-Schwarz.
Altogether we conclude that
EU∼Haar(Cl(d))[S4T ]
≤
r∑
i1,...,i4=1
4∏
j=1
|λij |
∥∥Tij∥∥22 ∑
λ`k, l(λ)≤d
dλ
[
1
d2D+λ
+
1
D−λ
]
≤ C ‖J(T )‖41
(S.74)
with some constant C > 0 independent of d. The last step
follows from the dimensions given in Theorem S.6.
D. Proof of Theorem 2 (recovery guarantee)
We consider the following measurements: For a map X ∈
L(Hd) the measurement outcomes f ∈ Rm are given by
fi = Favg(Ci,X ) + i
=
1
d+ 1
[
d (Ci,X ) + 1
d
Tr(X †(Id))
]
+ i,
(S.75)
where Ci are random Clifford channels and  ∈ Rm accounts
for additional additive noise.
To make use of the proof techniques developed for low rank
matrix reconstruction [12, 13], we will in the following work
in the Choi representation of channels. This has the advan-
tage, that the Kraus rank directly translates to the familiar ma-
trix rank. We define the Choi matrix of a map X ∈ L(Hd) as
J(X ) = (X ⊗ Id)( |ψ 〉〈ψ |), (S.76)
where |ψ〉 = d−1/2∑dk=1 |k 〉 ⊗ |k 〉 ∈ Cd ⊗ Cd is the max-
imally entangled state vector. The Choi matrix of a map is
positive semi-definite if and only if the map is completely pos-
itive. We denote the cone of positive semi-definite matrices
by Posd2 . A channel X is trace-preserving and unital if and
only if both partial traces of the Choi matrix yield the maxi-
mally mixed state, i.e. Tr1(J(X )) = Tr2(J(X )) = Id /d. We
will denote the set of Choi matrices that correspond to chan-
nels in Lu,tp by J(Lu,tp). Furthermore, we define J(Vu,tp,0) as
the set of Choi matrices corresponding to trace- and identity-
annihilating channels, i.e., both partial traces of operators in
J(Vu,tp,0) vanish. Moreover, recall that the inner product
on Lu,tp we introduced in (S.1) coincides with the Hilbert-
Schmidt inner product of the corresponding Choi matrices
(S.2). Adhering to this correspondence, we slightly abuse no-
tation and use (X ,Y) and (J(X ), J(Y)) interchangeably.
To formalise the robustness of our reconstruction we need
to introduce the following notation. For a Hermitian matrix
Z ∈ Hd let λ be the largest eigenvalue with an eigenvector v.
We write Z|1 = λ |v 〉〈v | for the best unit rank approximation
to Z and Z|c := Z − Z|1 denotes the corresponding “tail”.
In terms of the Choi matrix of X the measurement out-
comes f ∈ Rm read
fi =
1
d+ 1
[d (J(Ci), J(X )) + Tr(J(X ))] + i, (S.77)
9The underlying linear measurement map A : Hd2 → Rm is
given by
Ai(X) = 1
d+ 1
[d(J(Ci), X) + Tr(X)] . (S.78)
Since unital and trace preserving maps X have trace nor-
malised Choi matrices the second trace-term of the measure-
ment map is just a constant shift. We also define the set of
measurement matrices {Ai}bi=1 that encode the measurement
map as Ai(X) = (Ai, X): Ai = dd+1 [J(Ci) + Id /d], where
each Ci is a gate that is chosen uniformly at random from the
multi-qubit Clifford group.
In the Choi representation, we want to consider the optimi-
sation problem
minimise
Z
‖A(Z)− f‖`q
subject to Z ∈ J(Lu,tp) ∩ Posd2 ,
(S.79)
where we allow the minimisation of an arbitrary `q-norm. The
optimisation problem (3) is equivalent to (S.79) for q = 2.
We are interested in using the optimisation procedure (S.79)
for the recovery of unitary quantum channels. In this section,
we will derive the following recovery guarantee:
Theorem S.16 (Recovery guarantee). Let A : Hd2 → Rm be
the measurement map (S.78) with
m ≥ cd2 log(d). (S.80)
Then, for all X ∈ J(Lu,tp) ∩ Posd2 given noisy observations
f = A(X) +  ∈ Rm, the minimiser Z] of the optimisation
problem (S.79) fulfils for p ∈ {1, 2}∥∥Z] −X∥∥
p
≤ C˜1 ‖X|c‖1 + 2C˜2d2m−1/q ‖‖`q (S.81)
with probability at least 1− e−cfm over the random measure-
ments. The constants C˜1, C˜2, c, cf > 0 only depend on each
other.
The recovery guarantee of Theorem 2 is the special case of
Theorem S.16 for q = 2 and p = 2 restricted to measure-
ments of a unitary quantum channel. In contrast, the more
general formulation of Theorem S.16 allows for a violation
of the unit rank assumption. The first term (S.81) is meant
to absorb violations of this assumption into the error bound.
We note in passing that the choice of p = 1 actually yields a
tighter bound compared to p = 2.
More generally, one can ask for a recovery guarantee if the
measured map X can not be guaranteed to be unital or trace
preserving. From Eq. S.164 one observes that as long as the
map X is trace normalised the measured AGFs are identical
to the average fidelities of the projection Xu,tp of X onto the
affine space of unital and trace-preserving maps. But since
Xu,tp is not necessarily positive, it is not straight-forward to
apply Theorem S.16 to Xu,tp. We expect the reconstruction
algorithm to recover the trace-preserving and unital part of
an arbitrary map. The reconstruction error (S.81) is expected
to additionally feature a term proportional to the distance of
X to the intersection of Lu,tp with the cone Posd2 of positive
semi-definite matrices.
Another way to proceed is to use a trace-norm minimisation
subject to unitality, trace-preservation and the data constraints
‖A(Z)− f‖`q < η. The derivation of Theorem S.16 readily
yields a recovery guarantee for the trace-norm minimisation
that is essentially identical to Theorem S.16. See Ref. [13]
for details on the argument. The main difference is that such
a recovery guarantee does not need to assume complete posi-
tivity of the map that is to be reconstructed. Correspondingly,
the result of the trace-norm minimisation is not guaranteed
to be positive semi-definite. This implies that the robustness
of this algorithm against violations of the unitality and trace-
preservation is different compared to (S.79). For example,
the AGFs of a not necessarily unital or trace-preserving map
X to unitary gates coincide with the AGFs of its unital and
trace-preserving part Xu,tp as long as X is still normalised in
trace-norm. This is a consequence of Eq. S.164. Thus, a trace-
norm minimisation will reconstruct Xu,tp up to an error given
by ‖J(Xu,tp)|c‖1 and noise. We leave a more extensive study
of the robustness of the discussed reconstruction algorithms
against violations of this particular model assumption to fu-
ture work.
The proof of the recovery guarantee relies on establishing
the so-called null space property (NSP) for the measurement
map A. We refer to Ref. [14] for a history of the term. The
NSP ensures injectivity, i.e. informational completeness, of
the measurement map A restricted to the matrices that should
be recovered. Informally, for our purposes, a measurement
map A : Hd2 → Rm obeys the NSP if no unit rank matrix in
J(Vu,tp,0) is in the kernel (nullspace) of A.
Definition S.17 (Robust NSP, Definition 3.1 in Ref. [13]).
A : Hd2 → Rm satisfies the null space property (NSP) with
respect to `q with constant τ > 0 if for all X ∈ J(Vu,tp,0)
‖X|1‖2 ≤
1
2
‖X|c‖1 + τ‖A(X)‖`q . (S.82)
The factor 1/2 in front of the first term of (S.82) is only one
possible choice. In fact, one can instead introduce a constant
with value in (0, 1). The constants appearing in Theorem S.16
then depend on the specific value of the pre-factor. In partic-
ular, the different choices of the pre-factor in the definition of
the NSP result in different trade-offs between the constant c
that appears in the sampling complexity and the constant C˜1
that decorates the model-mismatch term in the reconstruction
error. For the simplicity, we leave these dependencies implicit.
The main consequence of the NSP that we require is cap-
tured by the following reformulation of Theorem 12 of [13].
Theorem S.18. Fix p ∈ {1, 2} and letA : Hd2 → Rm satisfy
the NSP with constant τ > 0. Then, for all Y,Z ∈ J(Lu,tp)
‖Z − Y ‖p ≤
9
2
[‖Z‖1 − ‖Y ‖1 + 2 ‖Y |c‖1]
+ 7τ ‖A(Z − Y )‖`q .
(S.83)
In fact, the measurement A of (S.77) obeys the NSP. More
precisely:
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Lemma S.19. Let A : Hd2 → Rm be the measurement map
defined in (S.78) with m ≥ cd2 log(d). Then A obeys the
NSP property with constant τ = C−1d(d + 1)m−1/q with
probability of at least 1 − e−cfm. The constants C, c, cf > 0
only depend on each other.
The proof of Lemma S.19 is developed in the subsequent
section.
Proof of Theorem S.16. With the requirements of
Lemma S.19 we can apply Theorem S.18 and set Z = Z],
the reconstructed result of the algorithm, as well as Y = X .
The theorem’s statement then reads∥∥Z] −X∥∥
p
≤ 9 ‖X|c‖1
+ 7τ
∥∥A(Z] −X)∥∥
`q
,
(S.84)
because ‖X‖1 = ‖Z‖1 = 1 is true for arbitrary Choi matrices
of (trace-preserving) quantum channels. The second term is
dominated by∥∥A(Z] −X)∥∥
`q
≤
[∥∥A(X − Z]) + ∥∥
`q
+ ‖‖`q
]
≤ 2 ‖‖`q ,
(S.85)
where the last step follows from Z] being the minimiser of
(S.79). Thus, we can replace it by any point in the feasible set
including X on the right hand side of the first line. Inserting
(S.85) and the NSP constants of Lemma S.19 into (S.84) the
assertion of the theorem follows.
In the remainder of this section, we will establish the NSP
for our measurement matrixA as summarised in Lemma S.19.
Establishing the null space property
To prove Lemma S.19 at the end of this section we start
with deriving a criterion for the NSP property following the
approach taken in Refs. [13, 15].
Lemma S.20. A map A : Hd2 → Rm obeys the null space
property with respect to `q-norm with constant τ > 0 if
inf
X∈Ω
‖A(X)‖`1 ≥
m1−1/q
τ
(S.86)
with
Ω := {Z ∈ J(Vu,tp,0) | ‖Z|1‖2 ≥
1
2
‖Z|c‖1 , ‖Z‖2 = 1} .
Proof. For matrices X with the property ‖X|1‖2 ≤ 12 ‖X|c‖1
the NSP condition (S.82) is satisfied independently of the map
A. Hence, to establish the NSP for a specific map A it suffice
to show that the condition (S.82) holds for allX ∈ Ω = {Z ∈
J(Vu,tp,0) | ‖Z|1‖2 ≥ 12 ‖Z|c‖1 , ‖Z‖2 = 1}. The additional
assumption of ‖Z‖2 = 1 is no restriction since both sides
of (S.82) are absolutely homogeneous functions of the same
degree. By definition, for all X ∈ Ω we have ‖X|1‖2 ≤‖X‖2 ≤ 1. Therefore, for X ∈ Ω
‖A(X)‖`q ≥
1
τ
(S.87)
implies the NSP condition (S.82). Using the norm inequality
‖x‖`q ≥ m1/q−1 ‖x‖`1 yields the criterion of the lemma.
Recall that every rank-rmatrixX obeys ‖X‖21 / ‖X‖22 ≤ r.
This motivates thinking of the matrices of Ω as having effec-
tive unit rank since the norm ratio bounded in O(1). More
precisely, the following statement holds:
Lemma S.21 (Ratio of 1 and 2-norms). Every matrix X ∈ Ω
has effective unit rank in the following sense:
‖X‖21
‖X‖22
≤ 9. (S.88)
Proof. From ‖X|1‖2 ≤ 1 and the definition of Ω it follows
that ‖X|1‖2 + 12‖X|1‖1 ≤ 32 . Hence 12‖X|1‖2 +‖X|1‖1 ≤ 3.
Therefore, we have that ‖X‖1 ≤ ‖X|1‖1 + ‖X|c‖1 ≤ 3 from
which the assertion follows, because every X ∈ Ω has unit
Frobenius norm.
In summary, we want to prove a lower bound on the `q-
norm of the measurement outcomes for trace- and identity
annihilating channels with effective unit Kraus rank. The
proof uses Mendelson’s small ball method. See Ref. [15,
Lemma 9] for details of the method as it is stated here, which
is a slight generalisation of Tropp’s formulation [16] of the
original method developed in Refs. [17, 18]. Mendelson’s
proof strategy requires multiple ingredients. These necessary
ingredients will become obvious from the following theorem,
which can be found in Ref. [16] and lies at the heart of the
small ball method.
Theorem S.22 (Mendelson’s small ball method). Suppose
that A contains m measurements of the form fk = Tr[AkX]
where each Ak is an independent copy of a random matrix A.
Fix E ⊆ J(Vu,tp,0) and ξ > 0 and define
Wm(E;A) := E
[
sup
Z∈E
Tr (ZH)
]
, H =
1√
m
m∑
k=1
kAk,
(S.89)
Qξ(E;A) := inf
Z∈E
P [|Tr [AZ]| ≥ ξ] , (S.90)
where the k’s are i.i.d. Rademacher random variables, i.e.
are uniformly distributed in {−1, 1}. Then, with probability
of at least 1− e−2t2 , where t ≥ 0,
inf
Z∈E
‖A(Z)‖`1 ≥
√
m
(
ξ
√
mQ2ξ(E;A)− 2Wm(E;A)− ξt
)
.
A lower bound of ‖A(X)‖`1 thus requires two main in-
gredients: 1.) a lower bound on the so-called mean empir-
ical width Wm(E;A) and 2.) an upper bound on the so-
called marginal tail function Q2ξ(E;A). We will derive those
bounds for E = Ω and our measurement map A at hand.
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Bound on the mean empirical width. With a different nor-
malisation the following statement is derived in Ref. [11].
Lemma S.23. Fix d = 2n and suppose that the measurement
matrices are given by Ai = dd+1 [J(Ci) + Id /d] with a gateCi chosen uniformly from the Clifford group for all i. Also,
assume that m ≥ d2 log(d). Then
Wm(Ω, A) ≤ 24
d+ 1
√
log(d). (S.91)
The proof is analogous to the one in Refs. [11, 12, 15]. In
order to adjust the normalisation we provide a short summary.
Proof. For Z ∈ Ω it holds that
(Ai, Z) =
d
d+ 1
(J(Ci), Z). (S.92)
The constant shift by the identity matrix does not appear
hear since every Z ∈ Ω is trace-less. Thus, we can set
H = d√
m(d+1)
∑m
i=1 iJ(Ci). Applying Hölder’s inequal-
ity for Schatten norms to the definition of the mean empirical
width yields
Wm(Ω, A) ≤ sup
Z∈Ω
‖Z‖1E‖H‖∞ ≤ 3E‖H‖∞, (S.93)
where we have used the effective unit rank of Z, Lemma S.21.
Also, the i’s in the definition of H form a Rademacher se-
quence. The non-commutative Khintchine inequality, see e.g
[19, Eq. (5.18)], can be used to bound this sequence
Ei,Ci‖H‖∞ ≤
d
d+ 1
√√√√2 log(2d2)
m
ECi
∥∥∥∥∥
m∑
i=1
J(Ci)2
∥∥∥∥∥
∞
(S.94)
and J(Ci)2 = J(Ci) further simplifies the remaining expres-
sion. Moreover, E [J(Ci)] = 1d2 I, ‖J(Ci)‖∞ = 1 and a
Matrix Chernoff inequality for expectations (with parameter
θ = 1), see e.g. [20, Theorem 5.1.1] implies
ECi
∥∥∥∥∥
m∑
i=1
J(Ci)
∥∥∥∥∥
∞
≤ (e− 1) m
d2
+ log(d2) ≤ 4m
d2
, (S.95)
where the second inequality follows from the assumptionm ≥
d2 log(d). Inserting this bound into Eq. (S.94) yields
Ei,Ci‖H‖∞ ≤
d
d+ 1
√
8 log(2d2)
d2
(S.96)
and the claim follows from combining this estimate with the
bound (S.93) and log(2d2) ≤ 4 log(d).
Bound on the marginal tail function. Here, we establish
an anti-concentration bound to the marginal tail function. The
precise result is summarised in the following statement.
Lemma S.24. Suppose the random variable A ∈ Hd is given
by A = dd+1 [J(C) + Id /d], where C is a Clifford channel
drawn uniformly from the Clifford-group Cl(d). For 0 ≤ ξ ≤
1
d(d+1) it holds that
Qξ(Ω, A) ≥ 1
Cˆ
(
1− d2(d+ 1)2ξ2)2 , (S.97)
where Cˆ is the constant from Lemma S.25.
This statement follows from applying the Paley-Zygmund
inequality to the non-negative random variable S2T defined in
Eq. (S.3). For this purpose, we will make use of the bounds
on the second and fourth moment of ST derived in Section B
and Section C, respectively. In particular, we establish the
following relation between the second and fourth moment of
ST . This is one of the technical core result of this work.
Lemma S.25. Let T ∈ Vu,tp,0 be a map with J(T ) of effective
unit rank, i.e. ‖J(T )‖22 ≤ c ‖J(T )‖21 with some constant c >
0, then
EU∼Haar(Cl(d))[S4T ] ≤ Cˆ EU∼Haar(Cl(d))[S2T ]2 (S.98)
for some constant Cˆ independent of the dimension d.
Proof. Since the Clifford group is a unitary 3-design [21, 22],
Corollary S.9 implies
EU∼Haar(Cl(d))[S2T ] ≥ ‖J(T )‖22 . (S.99)
Furthermore, the effective unit rank assumption, ‖J(T )‖21 ≤
c ‖J(T )‖22, together with Lemma S.15 yields for the fourth
moment
EU∼Haar(Cl(d))[S4T ] ≤ Cˆ ‖J(T )‖42 (S.100)
for some constant Cˆ = cC > 0 independent of d. Combining
these two equations, the statement of the proposition follows.
Note that with the help of Lemma S.11 one arrives at the
same conclusion for the moments of ST when the average is
taken over the unitary group. This reproduces the previous
technical core result of Ref. [11].
Proof of Lemma S.24. In the following we always understand
by T the map in L(Hd) with Choi matrix T = J(T ). In
terms of the random variable ST = d2 Tr[TJ(C)], Eq. (S.3),
the marginal tail function can be expressed as
Qξ(Ω, A) = inf
T∈Ω
P
[ |ST |
d(d+ 1)
≥ ξ
]
. (S.101)
Here we again used that every Z ∈ Ω is trace-less. Conse-
quently, the shift by the identity matrix in the measurements
Ai vanishes. Using Lemma S.25, the theorem follows by a
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straight-forward application of the Paley-Zygmund inequality,
inf
T∈Ω
P
[
1
d(d+ 1)
|ST | ≥ ξ
]
= inf
T∈Ω
P
[
1
d2(d+ 1)2
S2T ≥
E[S2T ]
d2(d+ 1)2
ξ˜2]
]
≥ (1− ξ˜2)2E[S
2
T ]
2
E[S4T ]
≥ 1
Cˆ
(1− ξ˜2)2,
(S.102)
where Cˆ > 0 and ξ˜ = d(d+1)√
E[S2T ]
ξ is required to fulfil ξ˜ ∈ [0, 1].
According to Corollary S.9 and the normalisation of T ∈ Ω
we have ξ˜ = d(d+1) ξ‖T‖2 = d(d+ 1) ξ.
Completing the proof of Lemma S.19 We are finally in po-
sition to deliver the proof for the NSP of A. With the bounds
on the mean empirical width, Lemma S.23, and the marginal
tail function, Lemma S.24, Mendelson’s small ball method,
Theorem S.22, yields the following lemma:
Lemma S.26. Suppose that A contains
m ≥ m0 = c d2 log(d) (S.103)
measurements of the form fk = Tr[AkX] where each Ak =
d
d+1 [J(Ci) + Id /d] is given by an independent and uniformly
random Clifford unitary channel Ci. Fix Ω ⊂ J(Vu,tp,0) as
defined in Lemma S.20. Then
inf
Z∈Ω
‖A(Z)‖`1 ≥ C
m
d(d+ 1)
(S.104)
with probability at least 1− e−cfm over the random measure-
ments. The constants C, c, cf > 0 only depend on each other.
Proof. Combining the Lemmas S.22, S.23, and S.24 yields
with probability at least 1− e−2t2 that
inf
Z∈Ω
‖A(Z)‖`1
≥ √m
(
ξ
√
m
Cˆ
(
1− (d(d+ 1)ξ)2)2 − 48
d+ 1
√
log(d)− ξt
)
≥
√
m
d+ 1
(
c1
√
m
d
− 48
√
log(d)− t
2d
)
(S.105)
where we have chosen ξ = 12d(d+1) . The statement follows
from the scaling (S.103) of m.
From Lemma S.26 and Lemma S.20 the assertion of
Lemma S.19 directly follows.
E. Sample optimality in the number of channel uses
The compressed sensing recovery guarantees, Theorem 2
and Theorem S.16, focus on the minimal number of AGFs m
that are required for the reconstruction of a unital and trace-
preserving quantum channel using the reconstruction proce-
dure (3) and (S.79), respectively. This can be regarded as the
number of measurement settings. But already the measure-
ment of single fidelities up to some desired additive error will
require a certain number of repetitions of some experiment.
Therefore, to quantify the total measurement effort a more rel-
evant figure of merit is the minimum number of channel uses
M required for taking all the data used in a reconstruction.
We will show that the equivalent algorithms (3) and (S.79)
reach an optimal parametric scaling of the required number
of channel uses in a simplified measurement setting. To this
end, we first combine the direct fidelity estimation protocol of
Ref. [23] with our recovery strategy to provide an upper bound
on the number of channel uses required for the reconstruction
of a unitary gate up to a constant error. Second, following
the proof strategy of Ref. [24, Section III], we derive a lower
bound on the number of channel uses required by any POVM
measurement scheme of AGFs with Clifford gates and any
subsequent reconstruction protocol that only relies on these
AGFs.
1. Measurement setting
In order to obtain an optimality result we consider a mea-
surement setting that is arguably simpler than the one in ran-
domised benchmarking and more basic from a theoretical per-
spective. We consider a unitary channel U given by a unitary
U ∈ U(d) and measurements given by Clifford channels Ci
with Ci ∈ Cl(d). Using the identities (S.1) and (S.2) the
AGFs Favg(Ci,X ) are determined by
fi = (J(Ci), J(X )) = 1
d2
|Tr[CiU ]|2 . (S.106)
In this section, we consider U/
√
d as a pure state vector in
Cd ⊗ Cd, i.e., as the state vector corresponding to the Choi
state of the channel U . This state can be prepared by applying
the operation U to one half of a maximally entangled state.
2. An upper bound from direct fidelity estimation
We will now derive an upper bound on the number of chan-
nel uses required in the reconstruction scheme (S.79). We
note that our measurement values (S.106) are also fidelities
of the quantum state vectors U/
√
d and Ci/
√
d and use direct
fidelity estimation [23] (see also [25]) to estimate these fideli-
ties. Importantly, eachCi/
√
d is a stabiliser state and we view
it as the “target state” in the direct fidelity estimation protocol
[23]. Then Ci/
√
d is a well-conditioned state with parameter
α = 1. One of the main statements of Ref. [23] is that the
fidelity fi can hence be estimated from µ ≥ µ0 many Pauli
measurements, where µ0 ∈ O
(
log(1/δ0)
ε2F
)
. Here, δ0 > 0 is
the maximum failure probability, and εF > 0 is the accuracy
up to which the fidelity fi is estimated. This implies that the
estimation error is bounded as
εF ∈ O
(√
log(1/δ0)√
µ0
)
. (S.107)
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For our channel reconstruction, we measure m ∈ O˜(d2)
many fidelities, each up to error εF, see Theorem 2. For a
maximum failure probabilities of the single fidelity estima-
tions δ0 and a desired failure probability δ of all the m esti-
mations it is sufficient to require δ ≤ mδ0, since (1− δ0)m ≥
1 −mδ0. Moreover, in order for the reconstruction error (5)
to be bounded as
Cˆ
d2√
m
‖‖`2 ≤ εrec , (S.108)
where ‖‖`2 ≤
√
mεF, we require
Cˆ
d2√
m
‖‖`2 ≤ C2d2
√
log(m/δ)√
µ0
≤ εrec . (S.109)
Thus, a constant bound εrec of the reconstruction error can be
achieved with a number of channel uses M in
O
(
d4 log(m/δ)
ε2rec
)
⊂ O˜
(
d4
ε2rec
)
. (S.110)
3. Information theoretic lower bound on the number of channel
uses
In this section we derive a lower bound on the number of
channel uses that holds in a general POVM framework. Up to
log-factors, it has the same dimensional scaling as the upper
bound (S.110) from direct fidelity estimation.
We extend the arguments of Ref. [24, Section III] to prove
a lower bound on the number of channel uses required for
QPT of unitary channels from measurement values of the form
(S.106). We consider each of these values to be an expectation
value in a binary POVM measurement setting given by the
unit rank projector J(Ci) are applied to the Choi state J(U).
Then we are in the situation of [24, Section 3], which proves
a lower bound for the minimax risk – a prominent figure of
merit for statistical estimators.
Let us summarise this setting. We denote by S ⊂ Hd
the set of density matrices and by M the set of all two-
outcome positive-operator-valued measurements (POVMs),
each of them given by a projector pi ∈ Hd. Next, we as-
sume that we measure M copies of an unknown state ρ ∈ S
in a sequential fashion. By Yi we denote the binary ran-
dom variable that is given by choosing the i-th measurement
pii ∈ M and measuring ρ. These are mapped to an esti-
mate ρˆ(Y1, . . . , YM ) ∈ Hd. Any such estimation protocol
is specified by the estimator function ρˆ and a set of functions
{Πi}i∈[M ] that correspond to the measurement choices, where
Πi(Y1, . . . Yi−1) ∈ M, i.e., the i-th measurement choice Πi
only depends on previous measurement outcomes. Let ε > 0
be the maximum trace distance error we like to tolerate be-
tween the estimation ρˆ and ρ. Then the minimax risk is defined
as
R∗(M, ε) := inf
ρˆ
Π1,...,ΠM
sup
ρ∈S
P [‖ρˆ(Y )− ρ‖1 > ε] , (S.111)
where we denote by Y the vector consisting of all random
variables Yi. An estimation protocol (ρˆ, {Πi}i∈[M ]) min-
imising the minimax risk has the smallest possible worst-case
probability over the set of quantum states.
The following theorem provides a lower bound on the mini-
max risk for the estimation of the Choi matrix of a unitary gate
from unit rank measurements.
Theorem S.27 (Lower bound, unit rank measurements). Fix
a setM of rank-1 measurements. For ε > 0 the minimax risk
(S.111) of measurements of M copies is bounded as
R∗(M, ε) ≥ 1− c1 log(d) log(|M|)
d4(1− ε/2)2 M −
c2
d2(1− ε2) ,
(S.112)
where c1 and c2 are absolute constants.
Before providing a proof for this theorem let us work out
its consequences. If the measurements project onto Clifford
unitaries, we get the following lower bound on the minimax
risk.
Corollary S.28 (Lower bound, Clifford group). Let ε > 0 and
consider measurements of the form (S.106) given by Clifford
group unitaries on M copies. Then the minimax risk (S.111)
is bounded as
R∗(M, ε) ≥ 1− c3 log(d)
3
d4(1− ε/2)2M −
c2
d2(1− ε2) , (S.113)
where c3 and c2 are absolute constants.
Proof. The cardinality of the n-qubit Clifford group (d = 2n)
is bounded as
|Cl(d)| = 2n2+2n
n∏
j=1
(4j − 1) < 22n2+4n (S.114)
[26]. This implies that in case of our Clifford group measure-
ments we have log(|M|) < 2 log(d)2 + 4 log(d).
In every meaningful measurement and reconstruction
scheme the minimax risk needs to be small. The corollary
implies that, in the case of Cliffords, the number of copies M
need to scale with the dimension as
M ∈ Ω
(
d4
log(d)3
)
, (S.115)
where we have assumed ε > 0 to be small. This establishes a
lower bound on the number of channel uses that every POVM
measurement and reconstruction scheme requires for a guar-
anteed successful recovery of unitary channels from AGFs
with respect to Clifford unitaries.
From the argument as it is presented here it is not possi-
ble to extract the optimal parametric dependence of the num-
ber of channel uses M on the desired reconstruction error ε.
For quantum state tomography such bounds were derived in
Ref. [27] by extending the argument of Ref. [24] and con-
structing different ε-packing nets. By adapting the ε-packing
net constructions of Ref. [27] to unitary gates one might be
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able to derive a optimal parametric dependence of M on ε.
But it is not obvious how one can incorporate the restriction
of the measurements to unit rank in the argument of Ref. [27].
We leave this task to future work.
In the remainder of this section we prove Theorem S.27.
The proof proceeds in two steps. At first we derive a more
general bound on the minimax risk, Lemma S.29, that fol-
lows mainly from combining Fano’s inequality with the data
processing inequality, see e.g. [28]. This is a slight generaliza-
tion of Lemma 1 of Ref. [24] adjusted to the situation where
the outcome probabilities of the POVM measurements do not
necessarily concentrate around the value 1/2. Lemma S.29 as-
sumes the existence of an ε-packing net for the set of unitary
gates whose measurement outcomes are in a small interval to
establish a lower bound on the minimax risk. Hence, in order
to complete the proof, we have to establish the existence of
a suitable packing net, Lemma S.33, in a second step. Com-
bining the general bound of Lemma S.29 and the existence of
the packing net of Lemma S.33, the proof of Theorem S.27
follows.
We begin with the general information theoretic bound on
the minimax risk.
Lemma S.29 (Lower bound to the minimax risk). Let ε > 0
and 0 < α < β ≤ 1/2. Assume that there are states
ρ1, . . . , ρs ∈ PosD and orthogonal projectors pi1, . . . , pin ∈
PosD such that
‖ρi − ρj‖1 ≥ ε (S.116)
Tr[pikρi] ∈ [α, β] (S.117)
for all i 6= j ∈ [s] and k ∈ [n]. Then the minimax risk (S.111)
of M single measurements is bounded as
R∗(M, ε) ≥ 1− M(h(β)− h(α)) + 1
log(s)
, (S.118)
where h denotes the binary entropy.
Proof. We start by following the proof of [24, Lemma 1]: Let
X be the random variable uniformly distributed over [s] and
let Y1, . . . , YM be the random variables describing the M sin-
gle POVM measurements performed on ρX . Consider any es-
timator ρˆ of the state ρX from the measurements Y and define
Xˆ(Y ) := arg min
i∈[s]
‖ρˆ(Y )− ρi‖1 . (S.119)
Then, for all i ∈ [s],
P[‖ρˆ(Y )− ρi‖1 ≥ ε] ≥ P[Xˆ(Y ) 6= X]. (S.120)
Following Ref. [24], we combine Fano’s inequality and
the data processing inequality for the mutual information
I(X;Z) = H(X) −H(X|Z), where H denotes the entropy
and conditional entropy, to obtain
P[Xˆ(Y ) 6= X] ≥ H(X|Xˆ(Y ))− 1
log(s)
(S.121)
≥ 1− I(X;Y ) + 1
log(s)
. (S.122)
Now we start deviating from Ref. [24]. We use that
I(X;Y ) = I(Y ;X), the chain rule, and the definition of the
conditional entropy to obtain
P[Xˆ(Y ) 6= X] (S.123)
≥ 1− H(Y )−H(Y |X) + 1
log(s)
(S.124)
= 1− 1
log(s)
( M∑
j=1
{
H(Yj |Yj−1, . . . , Y1) (S.125)
− 1
s
s∑
i=1
H(Yj |Yj−1, . . . , Y1, X = i)
}
+ 1
)
.
(S.126)
Now we use that
H(Yj |Yj−1, . . . , Y1, X = i) ≥ h(α) (S.127)
and
H(Yj |Yj−1, . . . , Y1) ≤ h(β) , (S.128)
where h is the binary entropy, to arrive at
P[Xˆ(Y ) 6= X] ≥ 1− M(h(β)− h(α)) + 1
log(s)
(S.129)
≥ 1− M(h(β)− h(α)) + 1
log(s)
. (S.130)
To apply Lemma S.29 we need to proof the existence of
an ε-packing net {ρi}si=1 consisting of unitary quantum gates
with the properties (S.116) and (S.117). The construction of
such a suitable ε-packing net will use the fact that the modulus
of the trace of a Haar random unitary matrix is a sub-Gaussian
random variable. This can be viewed as a non-asymptotic ver-
sion of a classic result by Diaconis and Shahshahani [29]: the
trace of a Haar random unitary matrix in U(d) is a complex
Gaussian random variable in the limit of infinitely large di-
mensions d.
The trace of Haar random unitaries is sub-Gaussian. The
statement follows from the fact that the moments of the mod-
ulus of the trace of a Haar random unitary are dominated by
the moments of a Gaussian variable.
Proposition S.30. For all d, k ∈ Z+
EU∼Haar(U(d))
[|Tr[U ]|2k] ≤ k!, (S.131)
with equality if k ≤ d.
Proof. Denote by S := |Tr(U)|2 the random variable with
U ∈ U(d) drawn from the Haar measure. Let { |n 〉}dkn=1 be an
orthonormal basis of (Cd)⊗k. The k-th moment of S is given
by
E[Sk] =
dk∑
n,m=1
〈n|U⊗k |n〉 〈m| (U†)⊗k |m〉 . (S.132)
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Applying Theorem S.2, we get
E[Sk] =
1
k!
dk∑
n,m=1
∑
τ∈Sk
∑
λ`k,l(λ)≤d
dλ
Dλ
(S.133)
× 〈m|pidSk(τ) |n〉 〈n|pidSk(τ−1)Pλ |m〉 (S.134)
=
1
k!
∑
τ∈Sk
∑
λ`k,l(λ)≤d
dλ
Dλ
Tr(pidSk(τ)pi
d
Sk
(τ−1)Pλ)
(S.135)
=
∑
λ`k,l(λ)≤d
dλ
Dλ
Tr(Pλ). (S.136)
Since Tr(Pλ) = dλDλ, we conclude
E[Sk] =
∑
λ`k,l(λ)≤d
d2λ ≤
∑
λ`k
d2λ = k! . (S.137)
The last equality can be seen from the orthogonality relation
of the characters of the symmetric group, see e. g. Ref. [7,
Chapter 2] for more details. Note that the second inequality
is saturated in the case where k ≤ d since in this case the
restriction l(λ) ≤ d is automatically fulfilled.
As a simple implication of the previous lemma is that the
random variable S = |Tr(U)|2 has subexponential tail decay.
Lemma S.31. Let S be a real-valued random variable that
obeys E
[|S|k] ≤ k! for all k ∈ N. Then, the right tail of X
decays at least subexponentially. For any t ≥ 0,
P [S ≥ t] ≤ e−κt+2,
with κ = 1− 12e .
This is a consequence of a standard result in probability
theory that can be found in many textbooks, e.g. [19] and [14,
Section 7.2]. We present a short proof here in order to be self-
contained.
Proof. We use Markov’s inequality, Proposition S.30, and
Stirling’s bound k! ≤ e√k kk e−k to obtain for any k ∈ N
P[S ≥ k] ≤ E[|S|
k]
kk
≤ k!
kk
≤ e
√
ke−k. (S.138)
In order to prove the tail bound, we choose t ≥ 0 arbitrary
and let k be the largest integer that is smaller or equal to t
(k = btc). Then
Pr [S ≥ t] ≤ Pr [S ≥ k] ≤ e
√
ke−k ≤ e−κk+1 ≤ e−κt+1+κ.
Here, we have used
√
ke−k ≤ e−κk and t ≤ k + 1.
Random variables with subgaussian tail decay – subgaus-
sian random variables – are closely related to random vari-
ables with subexponential tail decay: X is subgaussian if and
only if X2 is subexponential.
Thus, Proposition S.30 highlights that the trace of a Haar-
random unitary is a subgaussian random variable. This is the
aforementioned generalization of the classical result by Dia-
conis and Shashahani.
A packing net with concentrated measurements. The
proof of existence of an ε-packing net to apply Lemma S.29
uses a probabilistic argument as in Ref. [24]. Here, the strat-
egy is the following: We assume we are already given an ε-
packing net of a size s − 1 that satisfies the desired concen-
tration condition (S.117). We then show that a Haar random
unitary gate also fulfils the concentration condition and is ε-
separated from the rest of the net with strictly positive proba-
bility. Consequently, if one can be lucky to randomly arrive at
a suitable ε-packing net of size s in this way then it must also
exist.
We start by deriving an anti-concentration result for the
Choi matrix J(U) of a unitary channel given by a Haar ran-
dom unitary U in U(d).
Lemma S.32. Let V be a unitary gate. For all ε > 0
PU∼Haar(U(d))[‖J(U)− J(V)‖1 ≤ ε] ≤ e−κd
2(1−ε/2)2+2
(S.139)
with κ > 0 being the constant from Lemma S.31.
Proof. Due to the unitary invariance of the trace-norm and
the Haar measure, it suffice to show the statement for
V = Id. For a unitary channel with Choi-matrix J(U) =
d−1 vec(U) vec(U†)t and Kraus-operator U ∈ U(d) we have
‖J(U)− J(Id)‖1 = 2
√
1− 1
d2
|Tr(U)|2 ≥ 2
(
1− 1
d
|Tr(U)|
)
.
(S.140)
For the first equation we calculate the set eigenvalues of
J(U) − J(Id), which is {±√1− d−2|Tr(U)|2}. Introduc-
ing the random variable SU := |Tr(U)|2, we can rewrite the
probability as
P[‖J(U)− J(Id)‖1 ≤ ε] ≤ P
[
2
(
1− 1
d
√
SU
)
≤ ε
]
(S.141)
= P
[
SU ≥ d2
(
1− ε
2
)2]
.
(S.142)
From Lemma S.31 we know that
P
[
SU ≥ d2
(
1− ε
2
)2]
≤ e−κd2(1−ε/2)2+2 (S.143)
from which the assertion follows.
The anti-concentration result of Lemma S.32 implies the
existence of a large ε-packing net Nε of unitary quantum
channels. The desired concentration of the measurement out-
comes can be established using Lemma S.31. In summary we
arrive at the following assertion:
Lemma S.33 (Packing net with concentrated measurements).
Let 0 < ε < 1/2, κ = 1 − 12e , and C1, . . . , CK ∈ U(d).
Then, for any number s < 12e
κ(1−ε/2)2d2−2, there exist
U1, . . . , Us ∈ U(d) such that for all i, j ∈ [s] with i 6= j
and for all k ∈ [K]
‖J(Ui)− J(Uj)‖1 ≥ ε , (S.144)
1
d2
|Tr[C†kUi]|2 ≤
log(2K) + 2
κd2
. (S.145)
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Proof. As outlined above the existence of the described ε-
packing net follows inductively from the fact that if one adds
a Haar random unitary gate U to an ε-packing N˜ε of size s−1
that already fulfils all requirements of the lemma the resulting
set N˜ε ∪ {U} has still a strictly positive probability to be an
ε-packing net with the desired concentration property (S.145).
We start with bounding the probability that the resulting
set N˜ε ∪ {U} fails to be an ε-packing net. Let us denote the
probability that a Haar random U is not ε-separated from N˜ε
by p¯ε. In other words, p¯ε is the probability that there exists
V ∈ N˜ε with
‖J(U)− J(V)‖1 ≤ ε. (S.146)
Taking the union bound for all V ∈ N˜ε, Lemma S.32 implies
that
p¯ε ≤ se−κd2(1−/2)2+2 (S.147)
with κ = 1− 12e . Thus, for s < 12e−κd
2(1−/2)2+2 we ensure
that p¯ε < 12 .
We now also have to upper bound the probability p¯c of U
not having a concentration property
1
d2
|Tr[C†kUi]|2 ≤ β (S.148)
with respect to K different unitaries C1, . . . , CK .
Using the unitary invariance of the Haar measure and taking
the union bound, the tail-bound for the squared modulus of the
trace of a Haar random unitary, Lemma S.31, yields
p¯c ≤ Ke−κβd2+2 (S.149)
for β ≥ 2. In order for p¯c to be at most 1/2, we need that
β ≥ log(2K) + 2
κd2
. (S.150)
In summary, we have established that p¯ε + p¯c < 1 as long
as s < 12e
−κd2(1−/2)2+2 and the achievable concentration is
β ≥ (log(2K) + 2)/(κd2). Hence, in this parameter regime
there always exist at least one additional unitary gate extend-
ing the ε-packing net. Inductively this proves the existence
assertion of the lemma.
Having established a suitable ε-packing net, we can now
apply Lemma S.29 to derive the lower bound on the minimax-
risk for the recovery of unitary gates from unit rank measure-
ments of Theorem S.27, the main result of this section.
Proof of Theorem S.27. We will apply Lemma S.29 with α =
0 and
β =
log(2|M|) + 2
κd2
(S.151)
and we use that h(β) ≤ 2β log(1/β) for β ≤ 1/2. Combining
the Lemmas S.29 and S.33 we obtain
R∗(M, ε) ≥ 1− Mh(c/d
2) + 1
(κ(1− ε/2)2d2 + 2)/ log(2)− 2
(S.152)
≥ 1−
2 log(2|M|)+2κd2 log
(
log(2|M|)+2
κd2
)
M + 1
d2(κ(1− ε/2)2d2 + 2)/ log(2)− 2 ,
(S.153)
where, in Lemma S.33 we have chosen s to be the strict upper
bound minus one. Finally, we simplify the bound by choosing
large enough constants c1 and c2.
F. Expansion of quantum channels in average gate fidelities
In this section, we give a instructive proof of the result of
[30] that the linear span of the unital channels coincides with
the linear span of the unitary ones, even if one restricts to the
unitaries from a unitary 2-design. We also link this finding
to AGFs. On the way, we establish the simple formula of
Proposition 1 that allows for the reconstruction of unital and
trace-preserving maps from measured AGFs with respect to a
arbitrary unitary 2-design, e.g. Clifford gates.
In Lemma S.8 we derived an explicit expression for the sec-
ond moment of the random variable ST = d2(T ,U). For
T ∈ Lu,tp, the linear hull of unital and trace-preserving maps,
and U uniformly drawn from a unitary 2-design the expression
in fact indicates that a unitary 2-design constitutes a Parseval
frame for Lu,tp. More abstractly, this observation stems from
the general fact that irreducible unitary representations form
Parseval frames on the space of endomorphisms of their rep-
resentation space. For this reason it is instructive, to derive the
connection explicitly in the ‘natural’ representation-theoretic
language. We begin with formalising the connection between
irreducible representations and Parseval frames.
Lemma S.34 (Irreps form a Parseval frame). Let R : G →
L(V ) be an irreducible unitary representation of a group G.
Then the set {√dimV R(g)}g∈G forms a Parseval frame for
the space L(V ) equipped with the Hibert-Schmidt inner prod-
uct A,B 7→ Tr[A†B], in the sense that
TG(A) := dim(V )
∫
G
R(g) Tr[R(g)†A] dµ(g) = A
(S.154)
for all A ∈ L(V ).
Proof. Since L(V ) is generated as an algebra by {R(g)}g∈G
(see e.g. [7, Proposition 3.29]), it suffices to show the state-
ment for A = R(g) with g ∈ G. Due to the invariance of
the Haar measure, the map TG is covariant in the sense that
TG(R(g)B) = R(g)TG(B) for all B ∈ L(V ). In particular,
for B = Id, we thus get TG(R(g) Id) = R(g)TG(Id). With
χ(g) = TrR(g) the character of the representation, we have
TG(Id) = dim(V )
∫
G
R(g)χ¯(g) dµ(g) = Id (S.155)
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from the well-known expression for projection onto a rep-
resentation space in terms of the character, see e.g. Ref. [7,
Chapter 2.4]. Thus, we have established that SR(R(g)) =
R(g) for all g ∈ G.
Applying this lemma to unitary channels, we can derive the
following expression for the orthogonal projection onto the
linear hull of unital and trace-preserving maps.
Theorem S.35. Let {Uk}Nk=1 be a unitary 2-design. The or-
thogonal projection onto the linear hull of unital and trace-
preserving maps Lu,tp(Hd) is give by
Pu,tp(X ) =
1
N
N∑
k=1
cUk(X ) Uk (S.156)
with coefficients
cU (X ) = CFavg(U ,X )− 1
d
(
C
d
− 1
)
Tr(X (Id)) ,
(S.157)
where C := d(d+ 1)(d2 − 1).
Proof. Throughout the proof, we denote the unitary channel
representing the unitary U ∈ U(d) on space of Hermitian op-
eratorsHd by U : ρ 7→ UρU†. The vector spaceHd is a direct
sum of the space K0 of trace-less hermitian matrices, and of
K1 = {z Id}z∈C. The group of unitary channels acts triv-
ially on K1, and irreducibly on K0. In particular, U is “block-
diagonal” U = U0 ⊕ 1 with respect to this decomposition,
where U0 ∈ L(K0) is the irreducible (d2 − 1)-dimensional
block. More generally, the projection of a map X onto the
linear hull of unital and trace-preserving maps Lu,tp(Hd) is of
the form X0 ⊕ x1. The map X0 ⊕ x1 is trace-preserving and
unital if and only if x1 = Tr(X (Id /d)) = 1. For the map
X ∈ L(Hd) we have
Tr[U†X ] = Tr[U†0X0] + x1. (S.158)
Using this formula, Lemma S.34 for the choice V = K0, and
the fact that a group integral over a non-trivial irrep vanishes
[31] , we find
(d2 − 1)
∫
U(d)
U Tr [U†X ] dµ(U)
= (d2 − 1)
∫
U(d)
(U0 ⊕ 1)(Tr[U†0X0] + x1) dµ(U)
= (d2 − 1)
∫
U(d)
U0(Tr[U†0X0] + x1) dµ(U)
⊕ (d2 − 1)
∫
U(d)
(Tr[U†0X0] + x1) dµ(U)
= X0 ⊕ (d2 − 1)x1. (S.159)
Hence, forX ∈ Lu,tp(Hd) we obtain the completeness relation∫
U(d)
U
(
(d2 − 1) Tr[U†X ] + 2− d
2
d
Tr[X (Id)]
)
dµ(U)
= X .
(S.160)
For X in the ortho-complement of Lu,tp(Hd) the left hand side
of Eq. (S.160) vanishes. The expression, thus, defines the or-
thogonal projection Pu,tp onto Lu,tp. The projection can be re-
expressed in terms of the AGF. With the help of Eqs. (S.1,
S.2),
Tr[U†X ] = (L(U),L(X )) = d2(U ,X )
= d(d+ 1)Favg(U ,X )− Tr(X (Id)).
(S.161)
Hence,
Pu,tp(X ) =
∫
U(d)
cU (X )U dµ(U), (S.162)
with expansion coefficients
cU (X ) = d(d+ 1)(d2 − 1)Favg(U ,X )
− 1
d
(
(d+ 1)(d2 − 1)− 1)Tr(X (Id))
= CFavg(U ,X )− 1
d
(
C
d
− 1
)
Tr(X (Id)).
Since the integrand in Eq. (S.162) is linear in U⊗2 ⊗ U¯⊗2,
the completeness relation continues to hold if the Haar integral
is replaced by the average
1
N
N∑
k=1
cUk(X )Uk = Pu,tp(X ) (S.163)
over any unitary 2-design {Uk}Nk=1.
In the proof, we have used that linear hull of the unital and
trace-preserving maps Lu,tp is given by the space of block di-
agonal matrices L(K0)⊕ L(K1). If X is not unital and trace-
preserving, the image Xu,tp will thus be equal to X , with the
off-diagonal blocks set to zero. In particular, the two-norm
deviation of a map X from its projection onto Lu,tp is given by
‖X − Pu,tp(X )‖2 =
1
d3
(
‖X (Id)‖22
+ ‖X †(Id)‖22 −
2
d
Tr (X (Id))2
)
.
(S.164)
Based on the arguments used to establish Theorem S.35, we
can derive the following variant, which includes a converse
statement.
Theorem S.36 (Informational completeness and unitary de-
signs). Let {Uk}Nk=1 be a set of unitary channels. Then the
following are equivalent:
(i) Every unital and trace-preserving map X can be writ-
ten as an affine combination X = 1N
∑N
k=1 ck(X )Uk
of the Uk, with coefficients given by ck(X ) =
CFavg(Uk,X )− Cd + 1, where C = d(d+ 1)(d2 − 1).
(ii) The set {Uk}Nk=1 forms a unitary 2-design.
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Proof. To show that (ii) implies (i) we apply Theorem S.35.
From Eq. (S.160) we can read of that
1
N
N∑
k=1
ck(X ) = Tr[X (Id /d)] = 1. (S.165)
Thus, the linear expansion of X in terms of the unitary 2-
design is affine.
It remains to establish the converse statement. Let {Uk}Nk=1
be a set of unitary channels fulfilling
1
N
N∑
k=1
Uk
(
(d2 − 1) Tr[U†kX ] + 2− d2
)
= X (S.166)
for all X ∈ Lu,tp(Hd).
A handy criterion for verifying that {Uk}Nk=1 is a unitary
2-design can be formulated in terms of its frame potential
P =
1
N2
N∑
k,k′=1
|Tr(U†kUk′)|4, (S.167)
where againUk is the unitary matrix defining the unitary chan-
nel Uk. A set of unitary gates is a unitary 2-design if and only
if P = 2 [32, Theorem 2]. In fact, Eq. (S.166) allows to cal-
culate the frame potential as follows.
InsertingX = 0⊕1 (the depolarising channel), we find that
1
N
N∑
k=1
Uk = 0⊕ 1. (S.168)
Note that this implies that the set {Uk}Nk=1 constitutes a uni-
tary 1-design. Therefore, Eq. (S.166) takes the form
1
N
N∑
k=1
Uk(d2 − 1) Tr[U†kX ] + 0⊕ (2− d2) = X (S.169)
for all X ∈ Lu,tp(Hd). Let the left hand side of Eq. (S.169)
define a linear operator F : X 7→ F (X ). Then Eq. (S.169)
implies
1
N
N∑
k′=1
Tr[U†k′F (Uk′)] (S.170)
=
d2 − 1
N2
N∑
k,k′=1
|Tr(U†k′Uk)|4 + 2− d2 (S.171)
= d2 (S.172)
and hence
1
N2
N∑
k,k′=1
|Tr(U†k′Uk)|4 = 2. (S.173)
This completes the proof.
Note that for quantum channels, the affine expansion is al-
most convex in the sense that ck(X ) ≥ 2− d2/N ≥ −1/d2.
G. A new interpretation for the unitarity
In this section, we provide a proof for Theorem 3 and elab-
orate on its implications. The proof is most naturally phrased
by decomposing the linear hull of unital and trace preserv-
ing maps Lu,tp into endomorphism acting on the spaces that
carry irreducible representations of the unitary channels. In
the proof of Theorem S.35 we have explicitly seen that the
projection of any map X onto Lu,tp has the block-diagonal
structure:
Pu,tp (X ) = X0 ⊕ x1,
where x1 = Tr (X (Id /d)). For channels that are already uni-
tal and trace preserving, this projection acts as the identity and
x1 = 1. Particular examples of this class are unitary channels
U = U0 ⊕ 1 and the depolarizing channel D = O ⊕ 1 acting
as D(X) = Tr(X)d Id on X ∈ Hd. Unitary channels are also
special in the sense that they are normalised with respect to
the inner products defined in Eqs. (S.1), (S.2) and (S.161):
d2 = Tr
[U†U] = (L(U),L(U)) = d2 (U ,U) .
In fact, unitary channels are the only maps with this property
(provided that we also adhere to our convention of normaliz-
ing maps with respect to the trace-norm of the Choi matrix).
Combining this feature with the “block diagonal” structure of
unitary channels yields
d2 = Tr
[U†U] = Tr [U†0 ⊕ 1 U0 ⊕ 1] = 1 + Tr [U†0U0] .
This computation implies that a map X is unitary if and only
if
u(X ) :=
Tr
[
X †0X0
]
d2 − 1
equals one. Otherwise the unitarity u(X ) ∈ [0, 1] is strictly
smaller. For instance, u(D) = 0 for the depolarizing chan-
nel. This definition of the unitarity is equivalent to the one
presented in Eq. (6), see [33, Proposition 1]. The argument
outlined above succinctly summarises the main motivation for
this figure of merit: it captures the coherence of a noise chan-
nel X .
Equipped with this characterisation of the unitarity, we can
now give the proof for the interpretation of the unitarity as the
variance of the AGF with respect to a unitary 2-design.
Proof of Theorem 3. The unitarity u(X ) may be expressed as
Tr
[
X †0X0
]
d2 − 1 =
Tr
[(X0 ⊕ (d2 − 1)x1)† X ]
d2 − 1 − x
2
1. (S.174)
Eq. (S.168) allows us to rewrite x1 as an average over a unitary
1-design {Uk}Nk=1:
x1 = Tr
[
(O⊕ 1)† X
]
=
1
N
N∑
k=1
Tr
[
U†kX
]
= ETr
[U†X ]
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Let us now assume that the set {Uk}Nk=1 is also a 2-design.
Then, Eq. (S.159) implies(X0 ⊕ (d2 − 1)x1)†
d2 − 1 =
n∑
k=1
U†kTr
[
U†kX
]
= E U† Tr [X †U]
Inserting both expressions into Eq. (S.174) yields
u(X ) = Tr [X †E U Tr [U†X ]]− (ETr [X †U])2
=E
∣∣Tr [X †U]∣∣2 − (ETr [X †U])2
=Var
[
Tr
[X †U]] ,
where we have used linearity of the expectation value and the
fact that the random variable Tr
[X †U] is real-valued. Finally,
we employ the relation between Tr
[U†X ] and Favg(U ,X )
presented in Eq. (S.161) to conclude
u(X ) =Var [Tr [U†X ]]
=Var [d(d+ 1)Favg(U ,X )− Tr(X (Id))]
= (d(d+ 1))
2
Var [Favg(U ,X )] ,
because variances are invariant under constant shifts and de-
pend quadratically on scaling factors. This establishes Theo-
rem 3.
We conclude this section with a more speculative note re-
garding the possible applications for Theorem 3. A direct es-
timation procedure for the unitarity has been proposed in Ref.
[33]. Inspired by randomised benchmarking, this procedure
is robust towards SPAM errors, but has other drawbacks: Es-
timating the purity of outcome states directly is challenging,
because the operator square function is not linear. Although
Wallman et al. have found ways around this issue, their ap-
proaches are not yet completely satisfactory.
We propose an alternative approach based on Theorem 3.
It might be conceivable that techniques like importance sam-
pling could be employed to efficiently estimate this variance –
and thus the unitarity – from “few” samples. The fourth mo-
ment bounds computed here could potentially serve as bounds
on the “variance of this variance” and help control the conver-
gence.
H. Numerical demonstrations
We emphasise that the main contributions of this work are
of theoretical nature (we prove several Theorems). Nonethe-
less, we would also like to demonstrate the practical feasibil-
ity of our reconstruction procedure (3) and discuss some of
its subtleties. The Matlab code for our numerical experiments
can be found on GitHub [34].
Let X denote a unitary quantum channel. Given measure-
ments fi from Eq. (S.77) with Clifford unitaries Ci we ap-
proximately recoverX using the semi-definite program (SDP)
(S.79) with q = 2. In the numerical experiments we draw
a three-qubit unitary channel X uniformly at random, the m
Clifford unitaries for the measurements uniformly at random,
and the noise  ∈ Rm uniformly from a sphere with radius η,
i.e., ‖‖`2 = η.
Then we solve the SDP using Matlab, CVX and SDPT3.
The resulting average reconstruction error is plotted against
the number of measurement settings m and the noise strength
η in Figure 1 and Figure S.1 (left), respectively. As a com-
parison we run simulations for Haar random unitary measure-
ments, see Figure S.1 (right). We find that the measurements
based on random Clifford unitaries perform equally well as
measurements based on Haar random unitaries. This is in
agreement with a similar observation made for the noiseless
case by two of the authors in Ref. [11].
We observed that sometimes the SDP solver cannot find a
solution. We also tested the use of Mosek instead of SDPT3.
We find that the Mosek solver is faster but has more prob-
lems finding the correct solution. For the cases where the
SDP solver does not exit with status “solved” we relax the ma-
chine precision on the equality constraints in the SDP (S.79)
and change the measurement noise by a machine precision
amount. More explicitly, for an integer j ≥ 0 we try to solve
minimise
Z
‖A(Z)− f‖`2
subject to Z ≥ 0,∥∥∥Tr1(Z)− 1
d
∥∥∥
2
≤ 10j eps,∥∥∥Tr2(Z)− 1
d
∥∥∥
2
≤ 10j eps
(S.175)
where eps denotes the machine precision and Tr1 and Tr2 the
partial traces on L(Cd ⊗ Cd). We successively try to solve
these SDPs for j = 0, 1, 2, . . . , 6. Moreover, we change the
measurement noise  to ′ + ζ in each of these trials, where
each ζi = eps · gi with gi ∼ N (0, 1) is an independent nor-
mally distributed random number. For the Clifford type mea-
surement (Figures 1 and S.1 left) a total of 24 400 channels
were reconstructed and j was increased 1 865 many times in
total. For the Haar random measurement unitaries (Figure S.1
left) a total of 12 900 channels were reconstructed and j was
increased 950 times. So, we observed that with a probability
of ∼ 7.5% the SDP solver cannot solve the given SDP with
machine precision constraints.
Some of the error bars in the plots in Figures 1 and S.1
might seem quite large, which we would like to comment on.
Note that in compressed sensing it is typical to have a phase-
transition from having no recovery for too small numbers of
measurements m to having a recovery with very high proba-
bility once m exceeds a certain threshold. This phase transi-
tion region becomes smeared out if the noise strength ‖‖`2
is increased. For those m in the phase transition region the
reconstruction errors are expected to fluctuate a lot, which we
observe in the plots.
The slope of the linear part of plots εrec(m) in Figure 1 is
roughly δεrec(m)/δm ≈ −1.3. This means that the recon-
struction error scales like εrec(m) ∼ m−1.3, which is better
than Theorem 2 suggests. The reason for this discrepancy is
that the theorem also bounds systematic errors and even ad-
versarial noise  whereas in the numerics we have drawn i
uniformly from a sphere, i.e., i are i.i.d. up to a rescaling.
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Figure S.1. Comparison of the reconstruction (3) from AGFs (2) with random Clifford unitaries (left) and Haar random unitaries (right). The
plots show the dependence of the observed average reconstruction error εrec :=
∥∥Z] −X∥∥, on the noise strength η := ‖‖`2 for 3 qubits and
different numbers of AGFs m. The error bars denote the observed standard deviation. The averages are taken over 100 samples of random
i.i.d. measurements and channels (non-uniform). The Matlab code and data used to create these plots can be found on GitHub [34].
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