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Representation of solutions to Helmholtz's equation 
A. G. Ramm 
Mathematics Department, Kansas State University, Manhattan, Kansas 66506 
(Received 14 December 1982; accepted for publication 15 April 1983) 
It is proved that any potential of a single layer u is identically equal to a potential of a double layer 
w in the bounded domain, g, and a necessary and sufficient condition for u=w in n = R 3 \9, 
the exterior domain, is given. 
PACS numbers: 02.30.Jr 
I. INTRODUCTION 
Let 9J C R3 be a bounded domain with a smooth closed 
boundary F (an obstacle) and n = R3 \9J be the exterior 
domain. Let 
u(u) = ig(x,t)U dt, wlj.t) = i ag(x,t );tt(t )dt, 
r ran, 
g = exp(ik Ix - yl),k>O; (1) 
41Tlx - yl 
n, is the exterior unit normal to F at point t. The following 
questions are discussed in this paper: given a potential u (u), 
can one find a potential wlj.t) such that u=w in 9J? u=w in 
n? 
Since the potentials solve Helmholtz's equation in 9J 
and in n, the above question is connected with the represen-
tation of solutions to Helmholtz's equation. Some basic 
properties of the potentials and some results on the represen-
tation of solutions to Helmholtz's equation are given in Ref. 
1. These questions are also of interest in the singularity and 
eigenmode expansions methods.2 Below, N (A ) = ! f A I 
= 0 I denotes the nullity of a linear operator A, 
(u,u) = f rUv ds,Qu = f rg(s,t )ait )dt,Hq = W 2•q (F) is the 
Sobolev space. 
II. RESULTS 
Theorem 1: For any wlj.t) [u(u)], there exists a u(u) [wlj.t)] 
such that u(u)=wlj.t) in 9J. The u(u) [wlj.t)] is uniquely de-
fined. 
Theorem 2: A necessary and sufficient condition for a 
u(u) to be identically equalto a wlj.t) inn is (u, vj ) = 0, 1 <j<r', 
where! Vj I forms a basis of N(l + A), AI=f r(ag(s,t)1 
ans )/(t )dt. A necessary and sufficient condition for a wlj.t) to 
be identically equal to a u(u) in n is Ij.t,uj ) = 0,1 <j<r, where 
! uj I forms a basis of N(l - A). 
Corollary 1: If a problem (V2 + k 2)U = 0 in 9J, k;;.O, 
u+ = lis solvable, then the solution can be represented as 
u = u(u) and also as u = wlj.t). 
III. PROOFS 
A. Auxiliary results 
Let us denote by v ± , au ± Ian the limit values on F 
from the interior ( + ) and exterior ( - ) of a function and its 
normal derivative. It is well known 1 that 
Au+u 
2 
A' , 
w± = fl,fl 
2 ' (2) 
where the operator A is defined in Theorem 2, and A 'fl 
= f r (ag(s, t )/an,) flIt )dt. Note that A * = A', where the 
star denotes the adjoint in operator H = L 2(F ) and the bar 
denotes complex conjugation. 
Lemma 1: If(V2 + k 2)U = 0 in n, u = 0, or au-I 
an = 0 on F, k>O, and Ixl(aulalxl- iku)-O as Ixl-ClO, 
then U=O. 
Lemma 2: Let the problem 
au+ (V2 + k 2)U = 0 in 9J, -- = 0 
an 
(3) 
have r' linearly independent solutions uj , I <j<r'. Then the 
equation 
A~+fl=O ~ 
has precisely r' linearly independent solutions flj = uj + , 
1 <j<r', uj = w( flj). Let the problem 
(V2 +k 2)u=Oin9J, u+=O (5) 
have r linearly independent solutions ¢j' I <j<r. Then the 
equation 
Au-u=O (6) 
has precisely r linearly independent solutions uj = a¢ j + 1 
an, ¢j = u(uj ). 
Lemma 3: If (5) has only the trivial solution, then 
Q:Hq _Hq + 1 is an isomorphism. 
Lemma 4: If (5) has r linearly independent solutions, 
then equation Qu = lis solvable iff (J,uj ) = 0, 1 <j<r. 
Lemmas 1 and 2 are proved, e.g., in Ref. 1. Lemmas 3 
and 4 are proved in the Appendix. 
B. Proof of Theorem 1 
(i) Assume first that (*) problem (5) has only the trivial 
(zero) solution. Ifu(u) = wlj.t) in 9J, then (2) implies that (**) 
A 'fl - fl = 2u(u). Ifwlj.t) is given, then the above equation is 
an equation for u. This equation is uniquely solvable (by 
Lemma 3) because of (*). If u is its solution, then the corre-
sponding u(u) satisfies (***)u+(u) = w+lj.t) and, again by (*), 
u(u)-wlj.t) in 9J. Ifu(u) is given, then (**) isan equation for fl. 
If this equation is solvable, then the corresponding wlj.t) sat-
isfies (***), and, by (*), u(u)=wlj.t) in 9J. It remains to be 
proved that (**) is solvable for fl. By Fredholm's alternative, 
it is so if (u(u), vj ) = 0, where Vj are all linearly independent 
solutions to the equation Av - v = O. [Notice that 
A = (A 'l*]. By Lemma 2, thefunctionsvj = uj = """"a¢--:--7/-/:-::a:-n, 
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v ± (aj ) = 0 = v ± (vj ). Therefore 
(v+(a),vj ) = (a,v+(Vj)) = O. (OrS rv+(a)(J<p / IJn)ds = S r 
(av+ lan)<p / ds = 0). Thus (**) is solvable. In the proof of 
the solvability of (**), the assumption (*) was not used. 
(ii) Assume now that (5) has r> 0 linearly independent 
solutions. Ifv(a) is given then w(P), whereJ.l solves (**), satis-
fies (***). Therefore w(P) = via) + ~; = I Cj <Pj (x) in 9, where 
cj = const. By Lemma 2, Eq. (6) has precisely r linearly inde-
pendent solutions. Thus the equations A *1j - 1j = 0, 
A '1/ - 1/ = 0 (7) 
have precisely r linearly independent solutions. Let 1/j' 
1 <J<r, be r such solutions of (7), w(1/j) be the corresponding 
potentials. Then w(1/j) = <Pj are r linearly independent solu-
tions to (5). Thereforev(a) = w(p - ~;= ICj1/j). Thusifv(a)is 
given, one can find a J.l' = J.l - ~; = I cj 1/j such that 
w(p')=v(a) in 9. This J.l is uniquely defined by the require-
ment w(p')=v(a) in 9. 
Consider now the case when w(P) is given and v(a) is to 
be found such that w(p)=v(a) in 9. In this case (**) is an 
equation for a ofthe type Qa = f =(A 'J.l - J.l )/2. By Lemma 
4, this equation is solvable iff (J,aj ) = 0, where aj , 1 <J<r 
solve (6). One has (A 'J.l - J.l,aj) = (p,(A - I)aj) = O. Thus 
(**) is solvable for a. As above, the requirement w(p)=v(a) in 
9 defines a uniquely. Theorem 1 is proved. 
C. Proof of Theorem 2 
(i) Assume that (5) has only the trivial solution. Given 
w(P), one can find the unique a from the equation 
(8) 
Because of Lemma 1, w(p)-v(a) in n. Suppose now that via) 
is given. Then J.l is to be found from (8). If this equation is 
solvable, then as above, wlJ.t)=v(a) in fl. Equation (8) is solv-
able for J.l iff (v-(a),vj ) = 0,1 <J<r, whereAvj + Vj = O. No-
ticethatAvj + Vj = 0, v(vj ) solve (3). If(3) has only the trivial 
solution, then (8) is uniquely solvable for J.l, and v(a)=w(p) in 
n. If(3) has r'linearly independent solutions, then (4) has r' 
linearly independent solutions, and, by Fredholm's alterna-
tive, the equation AV + v = 0 has r' linearly independent so-
lutions: vj , v(vj ) solve (3), v(Vj) = w(Pj) in 9. Therefore 
(v-(a),vj ) = (a,v-(vj )) = (a,w+(pj)) 
-,-,-~----c~-;-
= (a,w + (Pj)) = (a, !(A ' - I )J.lj ) 
= - (a,jij)' 
Thus (a,jij) = 0, 1 <J<r' is a necessary and sufficient condi-
tion for a potential v(a) to be identically equal to w(P) in n in 
the case when (3) has r' linearly independent solutions. 
(ii) Assume that (5) has r linearly independent solutions. 
Given w(P) one has to find a from (8). By Lemma 4, (8) is 
solvable for a iff (A 'J.l + J.l,aj ) = 0, 1 <J<r, i.e. (p, (A + I)aj ) 
= 0, or (p,aj) = 0, 1 <J<r, because aj = Aaj . Ifv(a) is given, 
the analysis does not depend on the assumption about the 
number of the linearly independent solutions of (5) and is 
given above in part (i). In the case when problem (5) [(3)] has a 
nontrivial solution and w(P) [v(a)] is given, the density a(p) is 
not uniquely defined. But the difference between two densi-
tiesaandu(p andit) generates v=Oinn (p_Oinn ) because 
of Lemma 1. 
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ProofofCorollary 1: If the Dirichlet problem in Corol-
lary 1 is solvable, then its solution by Green's formula is of 
the form u(x) = v(a) + w(P).ByTheorem l,v(a)[w(p)] can be 
substituted by w(fl) [v(U)]. Thus u = w(p + it) = via + u). 
APPENDIX 
A. Proof of Lemma 3 
If problem (5) has only the trivial solution then 
N(Q) = 10J and Qisinjective. The fact that Q:Hq-+Hq + I is 
bounded follows from the known results about the smooth-
ness of solutions to Helmholtz's equation. Indeed, if aEHq , 
then 
av+ 
--£Hq, VVEHq + 1/2(D), vEHq + 3/2(D), v ± EHq + I. 
an 
Here, the well-known trace theorem is used: uEHq (D ) 
~u + EHq - 112 IF). It remains to be proved that Range Q 
-R(Q) = Hq + I . Take any fEHq. Solve the problem 
(v2 + k2)V = 0 in n, 
au- ( av .) Tn = J, Ixl alxl - lkv ~, Ixl-+oo. (AI) 
The solution exists, is unique, and can be found as v(a) be-
cause problem (5) [and therefore Eq. (6)] has only the trivial 
solution, and (*)Aa - a = 2 f Since A is a smoothing opera-
tor, a has the same smoothness asJ, i.e., aEHq. Therefore 
Qa = V-E~+ I . It is now easy to show that R(Q) = Hq+ I. 
Take any hEHq + I and solve the exterior Dirichlet problem 
with the data u- = h. Calculate au-lan=fEHq. Find (the 
unique) a from (*). By the uniqueness theorem (Lemma 1), 
v(a) = u in n, Qa = v- = u- = h. Thus Q:Hq-+Hq+ I is a 
linear, injective, surjective, and continuous mapping. From 
the Banach theorem (about inverse operator) it follows that 
Q -1:Hq + I -+Hq is continuous. Lemma 3 is proved. 
B. Proof of Lemma 4 
If Qa = J, Qaj = 0, then (J,aj ) = (Qa,aj) = (a, Qaj ) 
= O. This proves the necessity. The operator Q:Hq -+Hq + I 
is a Fredholm operator and ind Q = 0, ind Q =index Q 
-dimN(Q) - dimN(Q*) = dimN(Q) - codimR(Q). 
Therefore there are r = dim N (Q) necessary and sufficient 
conditions of the type (J,hj)q + 1 = 0, 1 <J<r, where (u,v)q 
is the inner product in ~ . Suppose that the r conditions 
(J,bj)o = 0 are necessary forfER(Q). Since Hq CHo, q>O, 
and 11·110< 11·llq , one has (J,bj)o = (J,aj)q. Let 
L, = span(hl, ... ,h,), M, = span(al, ... ,a,). ThenL, = Mr· 
Indeed, suppose there exists am a,. Then the number of the 
necessary conditions forf to belong to R(Q ) would be at least 
r + 1, namely, (J,hj)q = 0, 1 <J<r, and (J,am)q = O. This 
contradiction proves that Lr = M,. Thus the conditions 
(J,aj ) = 0, 1 <J<r, where I aj l; = I form a basis of N (Q), are 
necessary and sufficient for fER(Q ). 
A. G. Ramm 808 
Downloaded 22 Apr 2013 to 129.130.37.237. This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://jmp.aip.org/about/rights_and_permissions
c. Solution of the scattering problem via an 
Indetermlned equation 
Consider the problem 
(\72 + k 2)U = 0 in n, k > 0, 
u- = f, Ixl(aulalxl- iku~, Ixl-oo. (A2) 
The existence and uniqueness of the solution to this problem 
were studied extensively and a complete analysis is given in 
Ref. l.1t follows from the arguments in Sec. IIIthat if(S) has 
only the trivial solution, then (A2) is (uniquely) solvable by a 
potential of the single layer u = v(u), while if(3) has only the 
trivial solution then (A2) is (uniquely) solvable by a potential 
of the double layer u = w(P). Since it is known! that (A2) is 
(uniquely) solvable for any k>O, one sees from Green's for-
mula that the representation (*)u = v(u) + w(P) holds for all 
k~O. The aim ofthis Section is to give a short proof of the 
existence ofthe solution to (A2) following Ref. 3, p. 98. The 
idea in Ref. 3 is very elegant. Let us look for a solution to (A2) 
of the form (*). Then 
Qu + (A 'J.L + J.L)l2 = f, J.L + A 'J.L + 2Qu = 2/ (A3) 
This is an equation in H = L 2(r) for the two unknown func-
tions J.L and u. 
Lemma A }3: Let A and B be compact operators on a 
Hilbert space H, and N (I + A *)nN (B *) = 10}. Then the 
equation (I + A lJl + Bu = f is solvable for any fEH. 
Let us postpone a proof of this lemma and show that Eq. 
(A3) is solvable. In our case, B_2Q, A_A I. Thus one should 
check that N (I + A '*)nN (Q *) = 10}. Assume that 
uEN(I + A '*), u:;60, and consider v(u). By assumption, 
v-(u) = O. Thus v(u)=O in n. On the other hand, A '* = A 
and u + Au = 0 implies that av+ Ian = O. Since 
(\72 + k 2)V = 0 in D, v+ = av+ Ian = 0, one concludes that 
V=O in D. Thus from (2) it follows that u = O. From Lemma 
Al it now follows that Eq. (A3) is solvable for any fEH. 
809 J. Math. Phys., Vol. 25, No.4, April 1984 
ProofofLemmaA 1: Let T _I + A. Since A is compact, 
R (T)isclosedanddim N(T*) = codim R(T) < 00. It is clear 
that a necessary and sufficient condition for the dense solv-
ability of the equation TJ.L + Bu =fisN(T*)nN(B *) = 10}. 
The dense solvability means the solvability for allfin a dense 
set of H. It remains to be proved that this condition is suffi-
cient for everywhere solvability (solvability for any fEH). Let 
Pbe a projection onto R(T) in H. Then 
TJ.L + PBu = P f (A4) 
(I-P )Bu = (I - P)J, (A5) 
If (AS) is solvable then (A4) and 
TJ.L +Bu= f (A6) 
are solvable. Indeed, let usolve (AS) and let TJ.L = P(f - Bu). 
Since the right-hand side belongs to R( T), this equation has a 
solutionJ.L. The pair (P,u) solves (A6): 
TJ.L +Bu=Pf-PBu+Bu=Pf+ (I -P)f=/ Let us 
show that (AS) is everywhere solvable if N(T*)nN(B *) 
= 10}. This condition implies dense solvability of (A6) and 
therefore dense solvability of the equivalent to (A6), system 
(A4), (AS); in particular, dense solvability of (AS). But (AS) is 
an equation in the finite-dimensional space (I - P )H. If such 
an equation is densely solvable, then it is everywhere solv-
able. But then, as was shown above, Eqs. (A4) and (A6) are 
everywhere solvable. Lemma A I is proved. 
Remark. All we used in the proof are the following as-
sumptions: (i) R (T) is closed, and (ii) dim N(T*) < 00. 
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