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Abstract
Visual attributes, which refer to human-labeled semantic an-
notations, have gained increasing popularity in a wide range
of real world applications. Generally, the existing attribute
learning methods fall into two categories: one focuses on
learning user-specific labels separately for different attributes,
while the other one focuses on learning crowd-sourced global
labels jointly for multiple attributes. However, both cate-
gories ignore the joint effect of the two mentioned factors:
the personal diversity with respect to the global consensus;
and the intrinsic correlation among multiple attributes. To
overcome this challenge, we propose a novel model to learn
user-specific predictors across multiple attributes. In our pro-
posed model, the diversity of personalized opinions and the
intrinsic relationship among multiple attributes are unified
in a common-to-special manner. To this end, we adopt a
three-component decomposition. Specifically, our model in-
tegrates a common cognition factor, an attribute-specific bias
factor and a user-specific bias factor. Meanwhile Lasso and
group Lasso penalties are adopted to leverage efficient fea-
ture selection. Furthermore, theoretical analysis is conducted
to show that our proposed method could reach reasonable per-
formance. Eventually, the empirical study carried out in this
paper demonstrates the effectiveness of our proposed method.
Introduction
Visual attributes, which describe human labeled properties
(like open, fashionable) for a given image, have shown its
great potential as a mid-level semantic cue to enhance a va-
riety of applications including face verification (Song, Tan,
and Chen 2014), person re-identification(Su et al. 2016;
Su et al. 2017), and zero-shot learning (Ji et al. 2017;
Wang et al. 2017; Zhang and Saligrama 2016), etc. Gen-
erally speaking, there are two types of attributes: i) binary
attributes express whether a property is absent or present in
a given image (like A is/is not open); ii) relative attributes
show the strength of an attribute conveyed in one image with
respect to another image (like A is more/similarly/less open
than B) (Parikh and Grauman 2011).
On one hand, the attribute predictors are often trained with
the crowd-sourced global labels. The justification of such
an approach is that there is only one unique ground truth
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Figure 1: Illustration of the three-component decomposition.
Here a1, a2 and a3 are the three mentioned attributes: high
heeled, open and feminine. We assume that, for each at-
tribute, there are two annotators who labeled the correspond-
ing images. Note that we extend θ and P to match the size
of U .
and the majority of annotators have to recognize this “cor-
rect answer” simultaneously. However, different annotators
might very well have distinct preferences, such that partic-
ipants of the crowdsourced experiments might vote under
different criteria or conditions. It might be misleading to
merely look at a global consensus while ignoring personal
diversity. On the other hand, practical visual applications of-
ten involve simultaneously learning multiple attributes to-
gether. In such a case, different attributes may intrinsically
share some common patterns. One reason is that these at-
tributes convey similar semantic meaning. Another reason is
that they use common subsets of low level image features.
In that sense, training multiple attribute predictors indepen-
dently might not be an appropriate protocol.
Based on the discussion above, our goal is to solve two
problems simultaneously in this paper: 1) learning user-
specific attributes, 2) learning multiple attributes together
with their shared information.
For 1), (Kovashka and Grauman 2013) regard user-
specific attribute learning as an adaption process. In this
work, a generate model is first trained based on a large pool
of crowd-sourced labels. Then a small user-specific dataset
is employed to adapt the generic model to user-specific pre-
dictors. Meanwhile, (Kovashka and Grauman 2015) argue
that one attribute may fit to different shades (interpretations)
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for different groups of persons. Correspondingly, the authors
proposed an automatic shade discovery method to leverage
group-wise user-specific attributes. Though these existing
works are designed to deal with user-specific attributes, they
neglect the mutual interactions between different attributes.
Multi-task learning framework is well known as a stan-
dard solution for 2). Recently, many efforts have been made
to improve multi-task learning. (Ando and Zhang 2005) pro-
posed an alternating structure optimization algorithm to de-
compose the predictive model of each task into two compo-
nents: the task-specific feature mapping and task-shared fea-
ture mapping. For robust multi-task learning, (Chen, Zhou,
and Ye 2011) proposed a corresponding method with a low-
rank structure and a column-wise sparse structure. In (Gong,
Ye, and Zhang 2012), the low rank structure proposed in
(Chen, Zhou, and Ye 2011) was replaced by a row-wise
sparse structure to leverage selection of a common subset
of features. Since the tasks from the same group are closer
to each other than those from a different group, (Zhou, Chen,
and Ye 2011) proposed a clustering based multi-task learn-
ing framework. Motivated by the fact that the tasks should be
related in terms of subsets of features, (Xu et al. 2015) pro-
posed a novel multi-task learning method via task-feature
co-clustering. As for applications, (Huang et al. 2014) pro-
posed a robust dynamic multi-task method for trajectory re-
gression.
There are also some existing works that focus on apply-
ing multi-task frameworks to attribute learning. One typical
way to do this is to extend the existed multi-task algorithms
to match attribute learning. For instance, in (Chen, Zhang,
and Li 2014) the model proposed in (Gong, Ye, and Zhang
2012) was generalized to learn multiple relative attributes
with their shared information. Meanwhile, some works em-
ploy deep learning methods to solve this problem by par-
tially sharing the learned weights among different attributes.
(Ehrlich et al. 2016) proposed a multi-task restricted boltz-
man machine so as to learn a shared feature representation
for multiple facial attribute learning. (Hsieh, Hsu, and Chen
2017) incorporates identity and human attributes in learn-
ing discriminative face representations through a multi-task
method. A deep multi-task learning approach was proposed
in (Han et al. 2017) to jointly estimate multiple heteroge-
neous attributes from a single face image. (Hand and Chel-
lappa 2017) also proposed a multi-task deep convolutional
neural network with an auxiliary network at the top to cap-
ture attribute relationships. Though these works have suc-
cessfully improved attribute learning with multi-task mod-
els, as was mentioned previously in this section, they all em-
ploy crowdsourced labels to train attribute predictors and ig-
nore the disagreement among users.
Note that, except learning global labels for multiple at-
tributes, multi-task frameworks are also suitable for learning
user specific attributes where global patterns are necessary
for capturing the public opinion, and task-specific patterns
are indispensable as well for capturing user bias toward that
public opinion. With such belief in mind, different with most
of the previous works which partially met the requirement
of our goal, we propose a hierarchical multi-task framework
where task relationships are modeled on both the attribute
level and the user level.
The main contributions of this paper are two-fold:
• To match the hierarchical nature of the underlying prob-
lem, we propose a common-to-special decomposition of
the model weights, which captures the general cognition
patten, attribute level bias and user specific bias, respec-
tively. An optimization method is established based on the
accelerated proximal gradient method.
• Theoretical analysis is performed in this paper. The corre-
sponding results show that our proposed algorithm could
attain reasonable performance.
Methodology
In this section, we’ll present an attribute learning method to
learn user specific labels across multiple attributes. We first
introduce the notations used in this paper. Secondly, we pro-
pose our model formulation, which includes a common-to-
special decomposition of the model weights and the corre-
sponding objective function. Thirdly, we introduce our op-
timization method based on the accelerated proximal gradi-
ent method. Finally, the theoretical analysis is carried out to
show the performance bound of our method.
Notations
In this paper, scalars, vectors, and matrices are denoted
as lowercase letters (a), bold lower case letters (a), and
bold upper case letters (A). Xk denotes the kth row of X .
xij denotes the (i, j) entry of a matrix X . P(·) denotes
a probability measure. [a] denotes the set :{1, 2, · · · , a}.
Given an index set I, AI denotes a matrix that contains
all the corresponding rows of A, while aI represents the
vector that contains the corresponding elements of vector
a. ‖·‖p denotes the `p norm : ‖x‖p = (
∑
i
xpi )
(1/p). ‖·‖p,q
denotes the `p,q norm :
(∑
i
(∑
j
(xqij)
(1/q)
)p)(1/p)
. ‖·‖
denotes the `2 norm. 〈·, ·〉 denotes the inner product for
two matrices or two vectors. If f(x) = o(g(x)), we have
lim
x→+∞
f(x)
g(x)
= 0 .⊕ denotes the direct sum of two matrices.
Model Formulation
Assume that we have na attributes to be evaluated, and that,
for the ith attribute, we are given user-specific labels from
nui different workers. Then the training data could be repre-
sented as:
T =
{
(X(1,1),y(1,1)), · · · , (X(na,nuna ),y(na,nuna ))
}
where nij is the number of images the jth user for the ith
attribute labeled. The input feature is preprocessed such that
nij∑
k=1
(
x
(i,j)
k,l
)2
= 1 (1)
, where x(i,j)k,l is the (k, l)th entry ofX
(i,j).
For binary attributes, X(i,j) ∈ Rnij×d is the correspond-
ing feature matrix for the images that the jth user of the ith
attribute labeled. Each row ofX(i,j) represents the low-level
feature for a corresponding image. y(i,j) ∈ {−1, 1}nij is
the corresponding label vector 1. If y(i,j)k = 1, then the user
thinks that the corresponding attribute is present in the kth
image, otherwise it will be labeled as -1.
For relative attributes, we need to solve a ranking prob-
lem. The corresponding users are given a set of image pairs
{(x(i,j)1,k ,x(i,j)2,k )}nijk=1. Since we adopt linear models in this
paper, we define the kth row of X(i,j) as X(i,j)k = x
(i,j)
1,k −
x
(i,j)
2,k . For the kth pair y
(i,j)
k = 1 if the user thinks that the
corresponding attribute has a stronger expression in the for-
mer image (say 1 is more open than 2); y(i,j)k = 0 if the user
thinks that both images show similar strength for the cur-
rent attribute (say 1 is as open as 2); y(i,j)k = −1 if the user
thinks that the corresponding attribute has a weaker expres-
sion in the former image (say 1 is less open than 2).
As mentioned in the introduction section, our goal is to
learn a predictor f (i,j) for each of the personalized label
vectors y(i,j). In this paper, we assume that f (i,j)(·) has a
linear form :
f (i,j) = X(i,j)w(i,j) (2)
where w(i,j) is the corresponding model weight.
Now we are ready to introduce the modeling of w(i,j).
Note that our underlying problem could be comprehended
in a common-to-special manner: there is a common pat-
tern that captures the general cognition of a given object;
an attribute-specific pattern is also necessary to express the
attribute-level common pattern; finally, a user-specific factor
is necessary to describe the personalized preference. As a re-
sult, we adopt a three-component additive decomposition of
w(i,j) :
w(i,j) = θ + p(i) + u(i,j) (3)
The practical meaning of these three components could be
explained as follows:
• θ(General Cognition Factor): θ ∈ Rd×1 is the global fac-
tor that captures the overall cognition for the given class
of object (say for shoes dataset, this factor captures the
overall cognition about shoes). θ is shared among all sub-
tasks.
• p(i)(Attribute Specific Bias Factor): An attribute-specific
factor that captures the bias of the i th attribute with re-
spect to the global cognition. For mathematical conve-
nience, we denote P = [p(1), · · · ,p(na)], and we have
P ∈ Rd×na .
• u(i,j) (User Specific Bias Factor): A user specific fac-
tor that captures the personal bias for the jth user of the
ith attribute. In order to simplify the mathematical ex-
pressions, we define U (t) = [u(t,1), · · · ,u(t,nut )], U =
1If not explained, A(i,j) denotes the corresponding variable of
A for the jth user of the ith attribute; A(i) denotes the correspond-
ing variable for the ith attribute.
[U (1), · · · ,U (na)], thus we have U ∈ Rd×nu , where
nu =
na∑
i=1
nui .
Since we adopt a linear form for f (i,j), it is natural to as-
sume that the real response y(i,j) could be interpreted as the
true predictor in our proposed model :f∗
(i,j)
= x(i,j)w∗
(i,j)
plus a Gaussian noise δ(i,j) ∼ N (0, σ2I):
y(i,j) = f∗
(i,j)
+ δ(i,j) (4)
where w∗
(i,j)
= θ∗ + p∗
(i)
+ u∗
(i,j)
.
As for the objective function, we adopt the least square
loss as our empirical loss: L(W ) and a general regularizer
Ω(·). We could thus formulate our problem as (P1) as:
(P1) : min
W
na∑
i=1
nui∑
j=1
‖y(i,j) −X(i,j)w(i,j)‖2︸ ︷︷ ︸
L(W )
+Ω(W )
whereW := {w(i,j)}(i,j) is the set of all parameters.
For our problem, user annotated labels are often limited.
Furthermore, the low level features for an image are located
in a high dimensional space. Then it is necessary to encour-
age sparse models to reduce model complexity. To preserve
the relationship among subtasks, we also need to leverage
a shared feature subset. Consequently, we penalize θ and
P with `1 norm and `1,2 norm, respectively. Meanwhile,
u(i,j) 6= 0 only when the corresponding user has a specific
bias with respect to the popular opinion. We penalize U>
with `1,2 norm to leverage column-wise sparsity. Above all,
Ω(W ) could be represented as follows :
Ω(W ) = λ1‖θ‖1 + λ2‖P ‖1,2 + λ3‖U>‖1,2
Putting all together, (P1) could be reformed as :
min
W
na∑
i=1
nui∑
j=1
‖y(i,j) −X(i,j)(θ + p(i) + u(i,j))‖2
+λ1‖θ‖1 + λ2‖P ‖1,2 + λ3‖U>‖1,2
(5)
Figure 1 illustrates the expected structure of the three com-
ponents in the proposed model. It could be seen that both
the attribute level and the user level task correlations are in-
cluded in our proposed model.
To end this section, we introduce two important mathe-
matical properties of (P1) as proposition 1 and proposition
2. Refer to our supplementary materials for a detailed proof
of proposition 1 and proposition 2.
Proposition 1 (Global Optimality). P1 is jointly convex
with respect to θ, P , U
Proposition 2 (Lipschitz Continuous Gradient). Given two
arbitrary feasible solutions W and W ′, we have :
‖∇L(W˜ )−∇L(W˜ ′)‖ ≤ ρ‖W˜ − W˜ ′‖
where:
ρ = 6nu
√
(nu + na + 1) max
i,j
[
σ1
(
X(i,j)
)]2
W˜ = [vec(θ)>, vec(P )>, vec(U)>]>
W˜ ′ = [vec(θ′)>, vec(P ′)>, vec(U ′)>]>, nu =
na∑
i=1
nui
Optimization Method
According to proposition 1 and proposition 2, L(W ) is a
convex and smooth function while Ω(W ) is a convex non-
smooth function. Similar as the related literatures (Beck and
Teboulle 2009; Chen, Zhou, and Ye 2011; Gong, Ye, and
Zhang 2012), the accelerated proximal gradient method is
employed to solve (P1).
According to proposition 1, L(·) is differentiable with
Lipschitz continuous gradient. According to the basic
mathematical properties of Lipschitz continuous functions,
at iteration step k, for any reference point W refk =
(θrefk ,P refk ,U refk), ∃ρk > 0, such that :
L(W ) ≤ L(W refk) +
〈
∇PL(W refk),∆P
〉
+
〈
∇θL(W refk),∆θ
〉
+
〈
∇UL(W refk),∆W
〉
+
ρk
2
‖∆P ‖2F +
ρk
2
‖∆θ‖22 +
ρk
2
‖∆U‖2F
def
= LˆW refk ,ρ(W )
(6)
Following the Majorization-Minimization (MM) (Hunter
2004) scheme, at the k-th iteration, we could then solve (P2)
instead of updating the weights based on original problem:
(P2) : (θk,P k,Uk) := argmin
θ,P ,U
LˆW refk ,ρk(W ) + Ω(W )
It is obvious that θ,P ,U are decoupled in LˆW refk ,ρk(W ).
Hence, solving (P2) is equivalent to solving the following
three proximal subproblems simultaneously:
θk := argmin
θ
1
2
∥∥∥θ − ˜θk∥∥∥2 + λ1
ρk
‖θ‖1 (7)
P k := argmin
P
1
2
∥∥∥P − P˜ k∥∥∥2 + λ2
ρk
‖P ‖1,2 (8)
Uk := argmin
U
1
2
∥∥∥U − U˜k∥∥∥2 + λ3
ρk
‖U>‖1,2 (9)
where
θ˜
k
= θrefk − 1
ρk
∇θL(W refk)
P˜
k
= P refk − 1
ρk
∇PL(W refk)
U˜
k
= U refk − 1
ρk
∇UL(W refk)
All of these subproblems admit closed-form solutions :
θki := sign(θ˜
k
i )
(∣∣∣θ˜ki ∣∣∣− λ1ρk
)
+
(10)
Algorithm 1: The accelerated proximal gradient method
for solving (P1)
Input: T , λ1,λ2,λ3,ρ0 > 0 ,η > 1
Output: θ,P ,U
1 Initialize θ0,P 0,U0;
2 θref := θ0, P ref := P 0, U ref := U0,t1 := 1,k := 1;
3 while Not Converged do
4 SolveW k = (θk,P k,Uk) with Eq.(10)-Eq.(12);
5 Find the smallest ik such that when ρ˜ = ηik ρ˜k−1 :
L(W k) ≤ LˆW refk ,ρ˜(W k) ;
6 ρk := ρ˜;
7 updateW k again;
8 tk+1 =
1 +
√
1 + 4t2k
2
;
9 dt :=
tk − 1
tk+1
;
10 θref := θk + dt(θk − θk−1);
11 P ref := P k + dt(P k − P k−1);
12 U ref := Uk + dt(Uk −Uk−1);
13 k := k + 1;
14 end
P ki :=
(
1− λ2
ρk‖P˜ ki ‖
)
+
P˜
k
i (11)
(
u(i,j)
)k
:=
1− λ3
ρk
∥∥∥∥(u˜(i,j))k∥∥∥∥

+
(
u˜(i,j)
)k
(12)
Furthermore, the nestrov’s acceleration strategy is employed
to update the reference point W ref . Integrating all the re-
sults, an efficient algorithm to solve (P1) is introduced as
Algorithm 1. According to the theoretical analyses proposed
in (Beck and Teboulle 2009),W k could converge to a global
optimal solution with rate O( 1
k2
), which is the provable op-
timal rate for first-order methods.
Theoretical Analysis
Following (Gong, Ye, and Zhang 2012), we will propose the
performance bound of our algorithm based on assumption
1.
Here we define a set N (A) for a matrix (vector) A as
the indexes for zero rows (entries): N (A) = {i : Ai =
0}, and N⊥(A) as the complement of N (A): N⊥(A) =
{i : Ai 6= 0}. |N (A)| is the number of zero rows (entries)
of a matrix(vector) A, and we have similar definition for
|N⊥(A)|. Now we provide the basic assumption of the main
result as assumption 1.
Assumption 1. It is defined that :X def= ⊕i,jX(i,j),
W¯
def
= [w(1,1)
>
,w(1,2)
>
, · · · ,w(na,nuna )> ]>
Let 0 ≤ nθ ≤ d be the upper bound of |N⊥(θ∗)|,
0 ≤ np ≤ d be the upper bound of |N⊥(P ∗)|,
0 ≤ nu,a ≤ nu be the upper bound of |N⊥(U∗
>
)|.
We assume that there exists nonnegative κθ, κp, κu,a:
κθ = min
Γθ,ΓP ,ΓU
‖XΓW ‖√
nminnu‖ΓN⊥(θ)θ ‖2
κp = min
Γθ,ΓP ,ΓU
‖XΓW ‖√
nminnu‖ΓN⊥(P )P ‖F
κu,a = min
Γθ,ΓP ,ΓU
‖XΓW ‖√
nminnu‖(ΓU )>N⊥(U>)‖F
where Γθ ∈ Rd is a function of θ; ΓP ∈ Rd×na
is a function of P ; ΓU ∈ Rd×nu is a function
of U . Define Γw(i,j) = Γθ + Γp(i) + Γu(i,j) , then
: ΓW = [Γ
>
w(1,1)
,Γ>
w(1,2)
, · · · ,Γ>
w
(na,nuna
) ]
>. Further-
more, it is assumed that the following inequalities hold :
‖ΓN (θ)θ ‖1 ≤ βθ‖ΓN⊥(θ)θ ‖1, ‖ΓN (P )P ‖1,2 ≤ βp‖ΓN⊥(P )P ‖1,2,
‖Γ>UN (U
>)‖1,2 ≤ βu,a‖Γ>U
N⊥(U>)‖1,2. where βθ, βp, βu,a
are positive scalars.
Note that the assumption on κθ, κp, κu,a is based on the
restricted eigenvalue assumption (Bickel, Ritov, and Tsy-
bakov 2008), which has been widely used in existing multi-
task literatures (Chen, Zhou, and Ye 2011; Gong, Ye, and
Zhang 2012).
According to the notations in assumption 1, the squared
error between the predicted value x>w and the real value f
could be formed as : ‖XW − F ‖, where F is defined as :
F = [f∗
(1,1)>
,f∗(1,2)
>
, · · · ,f∗(na,nuna )> ]>
Let Wˆ = (θˆ, Pˆ , Uˆ) be an optimal solution of (P1). Ac-
cording to Eq.(4), we defineW ∗ = (θ∗,P ∗,U∗). Our main
result could be presented as Theorem 1.
Theorem 1 (Performance Bounds). Define α =
2σ
√
dnu + t, choose λ1, λ2, λ3 as : λ1 ≥ nuα, λ2 ≥ n˜α,
λ3 ≥ α , where nu =
na∑
i=1
nui and n˜ =
√∑
i
n2ui . Given
Assumption 1, let
ζ =
λ1
√
nθ
κθ
+
λ2
√
np
κp
+
λ2
√
nu,a
κu,a
for t > 0, we have :
P
(
1
nminnu
‖XW − F ‖2 ≤ ( 2ζ
nminnu
)2
)
≥ δ(t) (13)
P
(
‖θˆ − θ∗‖1 ≤ 2(βθ + 1)
√
nθ
κθnminnu
ζ
)
≥ δ(t) (14)
P
(
‖Pˆ − P ∗‖1,2 ≤
2(βp + 1)
√
np
κpnminnu
ζ
)
≥ δ(t) (15)
P
(
‖Uˆ> −U∗>‖1,2 ≤
2(βu,a + 1)
√
nu,a
κu,anminnu
ζ
)
≥ δ(t)
(16)
where δ(t) = 1− 1√
2piZdnu(t)
exp
(
−Zdnu(t)
2
)
; nmin =
min
i,j
nij and Zdnu(t) = t− dnulog(1 + tdnu ).
Remark 1. According to theorem 1, if
ζ = o
(
nminnu min
{
1,
κθ√
nθ
,
κp√
np
,
κu,a√
nu,a
})
We have : E(X(i,j)wˆ(i,j) − f∗(i,j)) → 0, θˆ `1→ θ∗, Pˆ `1,2→
P ∗, and Uˆ>
`1,2→ U∗> hold with high probability when
nmin → ∞. Furthermore, though the proof of theorem 1
uses standard techniques developed in (Gong, Ye, and Zhang
2012), δ(t) in theorem 1 is a tighter probability bound than(
1− exp(−Zdnu(t)
2
)
)
proposed in (Gong, Ye, and Zhang
2012) and
(
1− nuexp(−Zdnu(t)
2
)
)
proposed in (Chen,
Zhou, and Ye 2011), for sufficiently large t.
According to theorem 1 and remark 1, we see that our
proposed method could both leverage good performance and
estimate the parameters well with high probability.
Experiment
Now in this section, we show our experiment results on a
simulated dataset, and two real world datasets respectively.
Experiment Setting
For each subtask, we randomly split the corresponding sam-
ples into a training subset and test subset, with 40% and 80%
of the samples selected as traning set respectively. For each
involved algorithm, the hyper-parameters are tuned based on
a 3 fold cross validation on the training set, and the average
performance of the test set on 5 different splits are recorded.
It is important to note that, different with the setting of (Ko-
vashka and Grauman 2013), we will not use any extra dataset
for pre-training in this paper. Furthermore, the training data
is preprocessed according to Eq.(1)
Simulated Dataset
Data Generation For simulated dataset, our goal is to ver-
ify that the proposed algorithm could reach reasonable per-
formance based on our theoretical analysis. We here define
a regression problem for this dataset. To this end, we gener-
ate simulated features and continuous user scores (but not
discrete labels) for 5 attributes, and all nuis are fixed as
10. Furthermore, we set the dimensionality d as 50. For
the (i, j)th subtask, 300 samples are generated such that
X(i,j) ∼ N (0, 4I) and y(i,j) = X(i,j)w(i,j) + N (0, I).
To leverage group sparsity of W : θ is generated as θ ∼
N (1, 4 ∗ 1), and the first 15 elements are set as zero; P is
generated as P ∼ N (1, 5I) and the 20-35 th rows of P are
set as 0; U is generated as U ∼ N (1, 10I) and the first 2
columns of each U (t) are set as 0.
Competitors and Evaluation Metric To verify the effec-
tiveness of our proposed algorithm, we compare our algo-
rithm with four benchmark algorithms for regression: Sup-
port Vector Regression (SVR), Lasso regression (Lasso),
Ridge regression (Ridge), and the Elastic Net. Meanwhile,
all of these four benchmark algorithms are employed in a
user-exclusive manner : the predictors for all the subtasks
are trained separately as independent tasks. To evaluate the
generalized performance of the algorithms, for a given at-
tribute, we adopt NMSE, the average value of normalized
mean square error (NMSE) on all users for a given attribute,
as the evaluation metric.
Table 1: Performance comparison for the simulated dataset
with 40% samples selected as training data
SVR Ridge Lasso Elastic Net ours
1.000 0.830 2.99E-05 9.96E-05 2.70E-05
1.000 0.830 3.20E-05 9.92E-05 2.82E-05
1.000 0.830 3.15E-05 1.07E-04 2.78E-05
0.998 0.829 4.20E-05 1.14E-04 3.75E-05
1.005 0.834 2.88E-05 9.34E-05 2.72E-05
1.001 0.830 3.28E-05 1.03E-04 2.95E-05
Table 2: Performance comparison for the simulated dataset
with 80% samples selected as training data
SVR Ridge Lasso Elastic Net ours
1.005 0.884 2.27E-05 5.19E-05 2.11E-05
1.009 0.888 2.37E-05 5.27E-05 2.17E-05
1.009 0.887 2.30E-05 5.14E-05 2.12E-05
1.010 0.889 2.79E-05 5.64E-05 2.60E-05
1.019 0.896 2.03E-05 4.79E-05 1.89E-05
1.010 0.889 2.35E-05 5.20E-05 2.18E-05
Performance Comparison According to Table 1 and Ta-
ble 2, we could draw the following conclusions. The six
rows in these two tables records the performance for at-
tributes 1-5 and their average, respectively. On one hand,
due to the inability to leverage sparse parameters, we see
that performance of SVR and Ridge couldn’t outperform
the other three algorithms. On the other hand, our proposed
algorithm reaches the best performance based on NMSE,
which verifies the effectiveness of our proposed algorithm.
T
Parameters Recovery Now we show the ability of our al-
gorithm to recover the structured parameters. With the same
simulated dataset, we select 80% the samples as training
data. According to theorem 1, we set t = 10, λ1 = 2nuα,
λ2 = 2.5n˜α, λ3 = 32α. Figure 2 shows the resulting pa-
rameters of our algorithm. Note that we extend θ and P to
Rd×nu , so that they could match the size of U . As is shown
in this figure, we conclude that all of these three sets of pa-
rameters could roughly reach their expected structure.
(a) θ (b) P (c) U
Figure 2: Figures for the magnitude of θ,P and U . For com-
parison convenience, both θ and P are extended to Rd×nu
matrix
(a) 40% (b) 80%
Figure 3: Effect of nestrov’s Acceleration with (a) 40% ran-
dom selected samples as training data and (b) 80% samples
as training data. The y axis represents the average loss func-
tion of (P1) on 10 repetitions, and the x axis represents the
iteration number.
Effect of Nestrov’s Acceleration Strategy Next, we con-
duct empirical study the on the effect of Nestrov’s Acceler-
ation. To do this, we randomly select 40% and 80% samples
as training data respectively. For each ratio, we run our algo-
rithm 10 times for 100 iterations with different initial param-
eters. The average loss function per iteration both with and
without the nestorv’s acceleration strategy are presented in
Figure 3. According to this figure, we conclude that, for both
ratios, the accelerated algorithm starts to converge before the
50th iteration, which is much earlier than that of the ordi-
nary proximal algorithm. We thus draw the conclusion that
this acceleration strategy could successfully leverage faster
convergence of our algorithm.
Shoes Dataset with Binary Attributes
Dataset Description For attribute learning, we use the
shoes Dataset (Kovashka and Grauman 2013; Kovashka,
Parikh, and Grauman 2015) which contains 14,658 online
shopping images. Here we choose 6 user labeled attributes
from the original dataset: bright, ornate, shiny, high, long,
formal. For each of the attribute, user specific binary labels
were collected on 60 images from 10 workers (Kovashka
and Grauman 2013). In other words, we have na = 6,
nui = 10 and nij = 60. To form the feature of the images,
we concatenate the GIST and color histograms provided by
the original dataset.
Competitors and Evaluation Metric To show the effec-
tiveness of our proposed algorithm on binary personal at-
tribute learning, we compare our algorithm with three kinds
of algorithms: global algorithms, user-specific algorithms
Table 3: Performance comparison for the binary attribute
dataset
algorithm
accuracy
40% 80%
SVM 0.6278 0.6756
MLP 0.5057 0.4997
user exclusive 0.6549 0.6913
user adaptive 0.6771 0.6956
rMTFL-G 0.6421 0.6941
rMTFL-U 0.6659 0.7056
ours 0.6894 0.7121
and multi-task algorithms. For global algorithms, during the
training phase, user specific labels are first processed to
global labels via majority voting. For valid set and test set
the user specific labels are used directly for performance
evaluation. This kind of algorithms include: the Support
Vector Machine(SVM), and Multi Layer Perceptron with
single hidden layer (MLP). For user specific algorithms, we
employ the user exclusive method where one SVM classifier
is trained for each user independently and the user adap-
tive method proposed in (Kovashka and Grauman 2013).
For multi-task algorithms, we employ rMTFL (Gong, Ye,
and Zhang 2012), which shares similar model assumption as
the proposed model, as the benchmark, and both the global
version (rMTFL-G) and the user specific version (rMTFL-
U) are considered. The setting of rMTFL-G is the same as
that of the other global algorithms, except that the global
classifiers for different attributes are trained in a multi-task
manner. While for rMTFL-U, we regard all the user-specific
classifiers as subtasks of rMTFL. To evaluate the general-
ized performance of different algorithms, the average value
of the classification accuracy among all users is adopted as
the performance metric.
Results Table 3 shows the average performance on 5 splits
for all these algorithms when 40% and 80% of the samples
are chosen as training data respectively. We could observe
Table 4: Performance comparison for the relative attribute
dataset
algorithm
accuracy
40% 80%
rel attr 0.4797 0.5195
RankNet 0.4791 0.4721
RankBoost 0.4669 0.5251
user exclusive 0.4753 0.5303
user adaptive 0.4777 0.5336
rMTFL-G 0.4807 0.5074
rMTFL-U 0.4838 0.5433
ours 0.5119 0.5546
that our proposed algorithm reaches the best average accu-
racy.
Shoes Dataset with Relative Attributes
Dataset Description Here we use the same shoes dataset
as the binary attribute experiment. The only difference is
that the user specific labels are collected based on relative
attribute between a pair of shoes images. For this task, we
choose 6 attributes : pointy, bright, ornate, shiny, sporty
and feminine. Similar as the previous subsection, we have
na = 6, nui = 10, nij = 60.
Competitors and Evaluation Metric For relative at-
tribute learning, we also adopt the aforementioned three
kinds of algorithms as benchmarks. The global models in-
clude: ranksvm models for relative attribute learning (Parikh
and Grauman 2011) (rel attr), ranknet (Burges et al. 2005),
and rankboost (Freund et al. 2003). For the user exclusive
model we train one rel attr model for each user indepen-
dently. And user adaptive model is the same as (Kovashka
and Grauman 2013) except that we do not use any extra data
for pre-training. rMTFL-G and rMTFL-U are the same as
that used in the previous subsection except that the input fea-
ture for an image pair is processed as what mentioned in the
“Model Formulation” section to fit these algorithms to rank-
ing problems. We use the average ranking accuracy among
all users for all tasks as our evaluation metric.
Results Table 4 show the performance comparison when
40% and 80% of the samples are chosen as training data re-
spectively. It is concluded that our proposed algorithm could
reach reasonable improvements with respect to the bench-
marks, which demonstrate its effectiveness.
Conclusion
In this paper, we propose a hierarchical multi-task model
for user specific attribute learning across multiple attributes
with a common-to-special decomposition of the model
weights. Specifically, our model weights include a common
cognition factor, an attribute-specific factor and a user spe-
cific factor. The well-known accelerated proximal gradient
method is employed to solve this model. Based on assump-
tion 1, we prove theoretically that the proposed algorithm
could both leverage good performance and estimate the true
parameters well with high probability. The experiment re-
sults further verify the effectiveness of our proposed model.
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Appendix
Proof of Propositions
Proof of Proposition 1. The proof directly follows the op-
erations that preserves the convexity of a function (Boyd and
Vandenberghe 2004)
Proof of Proposition 2. Denote ∆ij as :
∆ij = 2(X
(i,j)>X(i,j)w(i,j) −X(i,j)>y(i,j)) (17)
We could reach :
∇θL(W ) =
na∑
i=1
nui∑
j=1
∆i,j
∇p(i)L(W ) =
nui∑
j=1
∆i,j
∇u(i,j)L(W ) = ∆i,j
We further denote
dLi,j = 2X
(i,j)>X(i,j)(w(i,j) −w′(i,j))
dθ = ∇θL(W )−∇θ′L(W ′)
dp(i) = ∇p(i)L(W )−∇p′(i)L(W ′)
du(i,j) = ∇u(i,j)L(W )−∇u′(i,j)L(W ′)
It thus follows that
‖∇L(W˜ )−∇L(W˜ ′)‖
=
√
‖dθ‖2 +
∑
i
‖dp(i)‖2 +
∑
i
∑
j
‖du(i,j)‖2
(I)
≤ ‖dθ‖+
∑
i
‖dp(i)‖+
∑
i
∑
j
‖du(i,j)‖
= ‖
na∑
i=1
nui∑
j=1
dLi,j‖+
na∑
i=1
(‖
nui∑
j=1
dLi,j‖) +
na∑
i=1
nui∑
j=1
‖dLij‖
≤ 6C
na∑
i=1
nui∑
j=1
‖(w(i,j) −w′(i,j))‖
≤ 6C
(∑
i
nui‖p(i) − p′(i)‖+ nu‖θ − θ′‖
+
∑
i,j
‖u(i,j) − u′(i,j)‖
)
(II)
≤ 6Cnu
√
na + 1 + nu‖W˜ − W˜ ′‖
(18)
where C = max
i,j
[σ1(X
(i,j))]2; (I) follow that
√∑
i
ai ≤∑
i
√
ai, ∀a ∈ Rn; (II) is due to the fact that ‖a‖1 ≤
√
n‖a‖2, ∀a ∈ Rn
Proof of the main result
We first proof three fundamental lemmas which are the pre-
cursors of our main result.
Lemma 1. ∀A, Aˆ ∈ Rd×m, m ≥ 1, we have :
‖Aˆ−A‖` + ‖A‖` − ‖Aˆ‖` ≤ 2‖(Aˆ−A)N⊥(A)‖`
holds for all norm ‖·‖` such that ∀ C ⊂ [d] and C⊥ = [d]\C :
‖A‖` = ‖AC‖` + ‖AC⊥‖` (19)
Proof. Since AN (A) = 0, we have : ‖(Aˆ − A)N (A)‖` =
‖(Aˆ)N (A)‖`
Hence :
‖(Aˆ−A)N (A)‖` + ‖A‖` − ‖Aˆ‖`
(∗)
= ‖A‖` − ‖AˆN⊥(A)‖`
(∗∗)
≤ ‖(Aˆ−A)N⊥(A)‖`
(20)
where (∗) follows Eq.(19) and (∗∗) follows the fact that
|‖A‖ − ‖B‖| ≤ ‖A−B‖.
With Eq.(19) and Eq.(20), the correctness of lemma 1 is
straightforward
Lemma 2. Let χ2(d) be a chi-square random variable with
degree of freedom d, then the following inequality holds :
P
(
χ2(d) ≥ d+ t) ≤ 1√
2piZd(t)
exp
(
−Zd(t)
2
)
,∀t > 0
where Zd(t) = t− dlog(1 + t
d
),
Proof. According to the Wallace inequality (Wallace 1959),
we have :
P
(
χ2(d) ≥ d+ t) ≤ P(N0,1 ≥√Zd(t)) (21)
where N0,1 is a random variable subject to N (0, 1).
Moreover, let u =
√
Zd(t) :
P (N0,1 ≥ u) =
+∞∫
u
1√
2pi
exp
(
−x
2
2
)
dx
≤
+∞∫
u
x
u
1√
2pi
exp
(
−x
2
2
)
dx
=
1√
2piu
exp
(
−u
2
2
)
(22)
It is obvious that lemma 2 directly follows (21) and (22).
Lemma 3. Let α = 2σ
√
dnu + t, choose λ1, λ2, λ3 as :
λ1 ≥ nuα, λ2 ≥ n˜α, λ3 ≥ α , where nu =
na∑
i=1
nui and
n˜ =
√∑
i
n2ui . let Wˆ = (θˆ, Pˆ , Uˆ) be an optimal solution of
(P1), andW = (θ,P ,U) be an arbitrary feasible solution
such thatW 6= Wˆ , then∑
i,j
∥∥∥x(i,j)wˆ(i,j) − f∗(i,j)∥∥∥2 ≤∑
i,j
∥∥∥x(i,j)w(i,j) − f∗(i,j)∥∥∥2
+2λ1
∥∥∥(θˆ − θ)N⊥(θ)∥∥∥
1
+ 2λ2
∥∥∥(Pˆ − P )N⊥(P )∥∥∥
1,2
+2λ3
∥∥∥(Uˆ> −U>)N⊥(U>)∥∥∥
1,2
(23)
holds with probability at least:
1 − 1√
2piZdnu(t)
exp
(
−Zdnu(t)
2
)
, ∀t > 0 where nu =
na∑
i=1
nui
Proof. Since Wˆ is an optimal solution of (P1), for any fea-
sible solutionW 6= Wˆ , we have :∑
i,j
∥∥∥x(i,j)wˆ(i,j) − y(i,j)∥∥∥2 ≤∑
i,j
∥∥∥x(i,j)w(i,j) − y(i,j)∥∥∥2
+ λ1(‖θ‖1 − ‖θˆ‖1) + λ2(‖P ‖1,2 − ‖Pˆ ‖1,2)
+ λ3(‖U>‖1,2 − ‖Uˆ>‖1,2)
(24)
Let ∆wij = (θˆ − θ)︸ ︷︷ ︸
∆θ
+ (pˆ(i) − p(i))︸ ︷︷ ︸
∆p(i)
+ (uˆ(i,j) − u(i,j))︸ ︷︷ ︸
∆u(i,j)
,
according to Eq.(4), we have :∑
i,j
∥∥∥x(i,j)wˆ(i,j) − f∗(i,j)∥∥∥2 ≤∑
i,j
∥∥∥x(i,j)w(i,j) − f∗(i,j)∥∥∥2
+ λ1(‖θ‖1 − ‖θˆ‖1) + λ2(‖P ‖1,2 − ‖Pˆ ‖1,2)
+ λ3(‖U>‖1,2 − ‖Uˆ>‖1,2) + 2
∑
i,j
〈Zi,j ,∆wij〉︸ ︷︷ ︸
∆L
(25)
where Zij = X(i,j)
>
δ(i,j) ∈ Rd
Let Z = [Z11, Z1,2, · · · , Zna,nuna ], we could bound ∆L
further as:
∆L = 2
∑
i,j
〈Zij ,∆θ〉+ 2
∑
i,j
〈
Zij ,∆p
(i)
〉
+ 2
∑
i,j
〈
Zij ,∆u
(i,j)
〉
(a)
≤ 2‖Z‖F
(
nu‖∆θ‖1 + n˜‖∆P ‖1,2 + ‖∆U>‖1,2
)
(26)
where (a) is the result of the fact that ‖x‖2 ≤ ‖x‖1,∀x ∈ Rn
and the cauchy-schwarz inequality.
For Zij,k :the kth element of Zij , we have :
Zij,k =
nij∑
l=1
x
(i,j)
lk δ
(i,j)
l
Based on Eq.(1), it is easy to show that
Z2ij,k
σ2
∼ χ2(1).
Hence, we get :
‖Z‖2F
σ2
∼ χ2(dnu)
where nu =
na∑
i=1
nui .
It follows lemma 2 that
P [2‖Z‖F ≤ α] ≥ 1− 1√
2piZdnu(t)
exp
(
−Zdnu(t)
2
)
,∀t > 0
Suppose that 2‖Z‖F ≤ α holds, based on the requirement
of this lemma and (26), we attain :
∆L ≤ λ1‖∆θ‖1 + λ2‖∆P ‖1,2 + λ3‖∆U>‖1,2 (27)
Now we could end the proof, since (23) follows (25), (27),
and lemma 1.
Now we’re ready to proof the main result based on as-
sumption 1 and lemma 3.
Proof of Theorem 1. Let w(i,j) = w∗(i,j), with lemma3, if
(23) holds, then we have :
‖XW − F ‖2 ≤ 2λ1‖(θˆ − θ∗)N⊥(θ∗)‖1
+ 2λ2‖(Pˆ − P ∗)N⊥(P ∗)‖1,2
+ 2λ3‖(Uˆ> −U∗
>
)N⊥(U
∗> )‖1,2
Take Γθ∗ = θˆ − θ∗, ΓP∗ = Pˆ − P ∗, ΓU∗ = Uˆ − U∗,
ΓW¯ = Wˆ −W
∗
according to assumption 1, we attain :
‖(θˆ − θ∗)N⊥(θ∗)‖1 ≤ √nθ‖(θˆ − θ∗)N⊥(θ∗)‖2
≤
√
nθ
κθ
√
nminnu
‖XW − F ‖ (28)
Similarly, we could reach :
‖(Pˆ − P ∗)N⊥(P ∗)‖1,2 ≤
√
np
κp
√
nminnu
‖XW − F ‖
(29)
‖(Uˆ> −U∗>)N⊥(U∗
>
)‖1,2
≤
√
nu,a
κu,a
√
nminnu
‖XW − F ‖
(30)
Combining lemma3, (28)-(30), we could reach that (12)
holds.
Following assumption 1, we get :
‖(θˆ − θ∗)‖1 ≤ (βθ + 1)‖(θˆ − θ∗)N⊥(θ∗)‖1 (31)
‖(Pˆ − P ∗)‖1,2 ≤ (βp + 1)‖(Pˆ − P ∗)N⊥(P ∗)‖1,2 (32)
‖(Uˆ> −U∗>)‖1,2
≤ (βu,a + 1)‖(Uˆ> −U∗
>
)N⊥(U
∗> )‖1,2
(33)
Then (13)-(15) directly follows lemma 3 and (31)-(33).
