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Abstract 
 
Bandgap Engineering of Zinc Oxide Sulfide and Gallium Oxide Sulfide Highly Mismatched Alloys   
by 
 
Maribel Jaquez-Nunez 
 
Doctor of Philosophy in Mechanical Engineering 
 
University of California, Berkeley 
 
Professor Chris Dames, Co-Chair 
Dr. Wladyslaw Walukiewicz, Co-Chair 
 
Binary oxide materials exhibit a wide range of technologically relevant behaviors (i.e. 
magnetism, superconductivity, and ferroelectricity). For this reason, there is much interest in 
oxides due to their potential in applications ranging from batteries and solar cells to power 
electronics and more. Unfortunately, oxide materials are hindered by experimental and physical 
challenges such as sample growth, control of the bandgap, and doping —processes that are well 
understood and realized in traditional semiconductors (i.e., Si, Ge).  Band structure engineering is 
one method that modifies semiconductor properties providing a means to control the performance 
of a wide range of electronic materials to meet device requirements. 
Highly mismatched alloys are semiconductor alloys formed through isoelectronic substitution 
of anions with very different ion size and electronegativity, which allows drastic band structure 
modification with dilute alloy content. In this work, ZnO and Ga2O3 were alloyed with S to study 
the drastic band structure modification with alloy content. 
Alloys from ZnO and ZnS were synthesized by radio-frequency magnetron sputtering and 
pulsed-laser deposition over the entire alloying range. Sputtering is a favorable deposition 
technique for an industrial production line due to better process integration with currently used 
methods. Pulsed-laser deposition is suitable for the growth of materials with large miscibility gaps 
arising from the large differences in atomic size and electronegativity due to the potential for both 
stoichiometric transfer of target materials to the substrate and the use of non-equilibrium growth 
conditions. Using X-ray diffraction, the ZnO1-xSx films were found to be highly textured with a 
columnar-like structure that remains throughout the entire composition range (determined by 
transmission electron microscopy). The optical absorption edge of these alloys decreases rapidly 
with small amount of added sulfur (x ~ 0.02) and continues to red shift to a minimum of 2.6eV at 
x=0.45. At higher sulfur concentrations (x > 0.45), the absorption edge shows a continuous blue 
shift. The strong reduction in the bandgap for O-rich alloys is the result of the upward shift of the 
valence-band edge with x as observed by X-ray photoelectron spectroscopy. As a result, the room 
temperature bandgap of ZnO1-xSx   alloys can be tuned from 3.7 eV to 2.6 eV. The observed large 
bowing in the composition dependence of the energy bandgap arises from the anticrossing 
interactions between (1) the valence-band of ZnO and the localized sulfur level at 0.30 eV above 
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the ZnO valence-band maximum for O-rich alloys and (2) the conduction-band of ZnS and the 
localized oxygen level at 0.20 eV below the ZnS conduction-band minimum for the S-rich alloys. 
The ability to tune the bandgap and knowledge of the location of the valence and conduction-band 
can be advantageous in applications, such as heterojunction solar cells, where band alignment is 
crucial.  
Stoichiometric gallium oxide sulfide Ga2(O1-xSx)3  thin-film alloys were synthesized by pulsed-
laser deposition with x≤0.35.  One challenge has been synthesizing Ga2(O,S)3 crystalline films, as 
these samples have been determined to be amorphous through X-ray diffraction and transmission 
electron microscopy measurements. Despite the amorphous structure, the films have a well-
defined, room-temperature optical bandgap tunable from 5.0 eV down to 3.0 eV. Similar to the 
amorphous GaN1-xAsx system, the band structure behavior of amorphous Ga2(O,S)3 alloys is in 
agreement with the predictions of the band anticrossing model. In the case for amorphous 
Ga2(O,S)3 alloys, the addition of sulfur at a merely 0.013 ratio shows a reduction in bandgap of 
about 1 eV suggesting that the localized sulfur level is located roughly 1 eV above the valence 
band of Ga2O3, a value that is comparable to the sulfur level location found in ZnO1-xSx alloys. The 
optical absorption data are interpreted using a modified valence-band anticrossing model that is 
applicable for highly mismatched alloys. The model provides a quantitative method to more 
accurately determine the bandgap as well as insight to how the band edges are changing with 
composition.  
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Chapter 1 
 
1 Introduction 
 
 
Semiconductor materials are everywhere, e.g., smartphones, computers, cars. We are moving 
towards an even more connected world where objects embedded with electronic devices collect 
and exchange data while being connected to the internet –Internet of Things (IoT). The number of 
IoT connections is expected to reach 125 billion by 2030 [1]. At the same time, as the population 
and economy grows, so does the energy demand. The U.S. Energy Information Administration 
projects that world energy consumption will grow by 28% between 2015 and 2040 [2]. Therefore, 
it is crucial that devices utilize energy and other resources efficiently while decreasing in cost. This 
development would be unimaginable without the invention of the transistor in 1947 at Bell Labs. 
In 1965, Gordon Moore, co-founder of Intel Corporation, predicted that the number of transistors 
on a piece of silicon would double every couple of years  [3]. His insight later coined  “Moore’s 
Law” became the golden rule for the electronics industry which has driven advancements in 
technology for over 50 years and continues to have a significant impact. Today’s chips can perform 
more complicated tasks while getting smaller, enabling their use in devices that improve our lives.  
 
Germanium (Ge) and silicon (Si) are traditional elemental semiconductors that have been 
heavily studied since the invention of the transistor. For Si and Ge, the  sample growth, control of 
the bandgap, and doping processes are well understood and realized [4]. Silicon has been the go-
to material for microelectronics and semiconductor technologies due to its large abundancy (~28 
percent of the Earth’s crust is Si) and low cost [5]. Unfortunately, Si and Ge are not the best 
materials for all applications. Compound semiconductors consisting of two or more elements are 
widely used in high speed applications and in devices that require the absorption or emission of 
light.  The III-V materials have dominated compound semiconductor research resulting in 
successful implementation in optoelectronic applications. For example, gallium arsenide (GaAs) 
and gallium nitride (GaN) are commonly found in light emitting diodes (LEDs) for energy-
efficient lighting. In addition, GaAs-based and indium phosphide (InP)-based materials are used 
in high-speed circuits due to high electron mobilities. In addition, ternary and quaternary III-V 
materials have found applications in photovoltaic technologies due to the ability to tune the 
electronic properties.  
 
Research in compound semiconductors has also been focused on the development of II-VI 
technologies, two dimensional (2-D) materials (e.g. molybdenum disulfide (MoS2), tungsten 
diselenide (WSe2)  and more complex semiconductor compounds (e.g. hybrid organic-inorganic 
perovskites, copper indium gallium diselenide). Despite the increase in research on novel 
semiconductor materials, we are currently only using a small portion of available semiconducting 
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materials. In order for novel materials to be commercially viable, it is important to understand their 
structural, electrical and chemical properties. Doing so will aid in the ability to design materials 
for specific applications such as high power electronics and photovoltaics (Figure 1.1). 
 
 
 
 
Figure 1.1: (Left) CIGS thin film photovoltaic layer structure adopted from [6] and (Right) Flexible 
CIGS solar cell [7].  
 
1.1 Band Structure Engineering Through Alloying  
 
Band structure engineering through the alloying of two or more semiconductor compounds is 
one method that modifies semiconductor properties providing a means to control the properties of 
a wide range of electronic materials to meet device requirements. It does this by modifying the 
bandgap (Eg), lattice constants, and the location of the band edges (conduction band and valence 
band edges) relative to vacuum for the material.  
 
The electronic bandgap is defined as the minimum energy required to excite (relax) an electron 
from a bound (free) state to a free (bound) state. In semiconductors this is the difference between 
the conduction band minimum and the valence band maximum (Figure 1.2). Direct 
semiconductors have the location of the conduction band minimum and the valence band 
maximum at the same k-vector (conservation of momentum) which involves the absorption or 
emission of a photon. On the other hand, in indirect semiconductors the conduction band minimum 
and the valence band maximum are at different  k-vectors. Therefore, in indirect bandgap 
semiconductors, the optical transitions between the valence and conduction band must also involve 
the absorption or emission of a phonon in addition to the  absorption or emission of a photon.   
3 
 
 
Figure 1.2: Schematic dispersion relation of a direct versus that of an indirect bandgap 
semiconductor.  
 
The Eg is important as it determines the color of light that is emitted in light-emitting diodes 
(and lasers) and the onset of absorption in photovoltaic devices. The lattice constants are important 
because they provide information on the structure of the semiconductor material and the system of 
materials that can be grown to form heterojunction-based devices. The conduction-band and 
valence-band edge locations relative to vacuum are important for understanding the electronic 
behavior at the interface that will form with other insulating, semiconducting or metallic materials. 
Discontinuities between the valence-band maximum or the conduction-band minimum between 
two semiconductors—also known as band offsets—can act as a barrier for charge transfer across 
the interface. Therefore, the band offsets are an important property that determines the feasibility 
and performance of heterostructure devices with respect to efficiency. Band offsets for a few 
semiconductors can be seen in Figure 1.3 and in Figure A.1.  
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Figure 1.3: The conduction-band and valence-band edge locations relative to vacuum for ZnO, 
ZnS, Ga2O3 and Ga2S3.  
 The simplest way to predict these properties is to assume that they vary linearly between 
the endpoint compounds. This approach works well to predict the lattice parameters of 
semiconductor alloys – known as Vegard’s law [8]. A simplified approach used to predict the  
electronic band edges and bandgap of a randomly distributed alloy is known as the virtual crystal 
approximation (VCA). The VCA assumes that the alloy is randomly distributed throughout and it 
replaces the crystal potential that the valence electrons experience with the linear interpolation of 
the crystal potential of the end compounds at each composition.  This approach predicts little 
deviation from the linear interpolation of the bandgap and band edges from those of the end 
compounds [9].  Unfortunately, the VCA approach is too simplistic, and most alloys deviate from 
it. For this reason, an empirical quadratic term known as the bowing parameter has been used to 
fit the bandgap dependence as a function of composition to describe how much it deviates from 
VCA. Thus for the alloy of A1-xBx of two semiconductors A and B, the bandgap is given by 
 																																												𝐸'()(𝑥) = 𝐸'( ∙ (1 − 𝑥) + 𝐸') ∙ 𝑥 − 𝑏 ∙ 𝑥 ∙ (1 − 𝑥).	                                  ( 1.1 ) 
Where 𝑏 is the bowing parameter, 𝑥 is the composition, 𝐸'( and 𝐸') are the bandgaps of the end 
point compounds, and 𝐸'()(𝑥) is bandgap of the alloy at a specified composition. Semiconductor 
alloys that consist of isoelectronic elements that are well-matched with regard to atom size, 
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electronegativity and ionicity (e.g. AlGaAs, ZnSeS) tend to have little or no deviation from the 
linear interpolation of the end point compounds as predicted by the VCA model [3]. On the other 
hand, semiconductor alloys that consist of isoelectronic elements that are not well-matched with 
regard to atom size, electronegativity and iconicity, are not well described with the VCA or with 
the bowing parameter model [10], [11]. 
 
 
1.2 Highly Mismatched Alloys  
 
 
The semiconductor alloys of interest in this research are highly mismatched alloys (HMA), a 
class of semiconductors alloys that contain isovalent anions of considerably different size and/or 
electronegativity which result in a restructuring of the electronic band structure. Due to the high 
mismatch, the bandgap of these materials cannot be easily predicted with the VCA model or 
modified VCA models [12].  The bandgap of HMA drastically decreases by the substitution of a 
small fraction (few percent) of anions with an isovalent element [12]-[18]. It is possible to 
preferentially tune the conduction band or valence band of an HMA by properly selecting the 
alloying anion in a semiconductor matrix. This is advantageous in applications, such as 
heterojunction solar cells and photoelectrodes for photoelectrochemical water splitting, where 
band alignment is crucial for efficient operation of the device.  
 
There have been numerous theoretical investigations focused on understanding the unusual 
reduction in bandgap [19], [20]. A phenomenological model, called the conduction band 
anticrossing (BAC) model was proposed to explain the  experimental observations of the splitting 
of the conduction band in Ga1-xInxN1-yAsy alloys with dilute-As content [13].   
 
1.2.1 The Conduction Band Anticrossing Model 
 
 
For the dilute-N Ga1-xInxN1-yAsy  alloys, the conduction BAC model considers a repulsive 
interaction between the highly electronegative localized states of the dilute element (in this case 
nitrogen) and the extended states of the semiconductor matrix (GaInAs) conduction band. It was 
assumed that the interaction of these two states can be treated as a perturbation, therefore,  it 
becomes the following eigenvalue problem:  
 																																																									4𝐸56 − 𝐸(𝑘) 𝐶√𝑥𝐶√𝑥 𝐸: + 𝑖Γ: − 𝐸(𝑘)4 = 0                                                  ( 1.2 ) 
where 𝐸56 is the conduction band energy of the matrix material, 𝐸(𝑘) is the dispersion relation of 
the band, Γ:  is a broadening parameter,  𝑥  is the anion alloy composition, 𝐶√𝑥  describes the 
interaction between the localized states and the extended states, and 𝐸:	is the energy of the 
localized level. If broadening can be neglected, we can take Γ: = 0, therefore, equation 1.2 
reduces to the standard BAC Hamiltonian.  
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																																																														4𝐸56 − 𝐸(𝑘) 𝐶√𝑥𝐶√𝑥 𝐸: − 𝐸(𝑘)4 = 0                                                        ( 1.3 ) 
The result of this interaction leads to a splitting of the conduction band into two subbands 
labelled as E-(k) and E+(k) given by solving equation 1.4.  
 																																				𝐸±(𝑘) = ?@ A(𝐸: + 𝐸(𝑘)) ± B(𝐸(𝑘) − 𝐸:)@ + 4𝐶@𝑥D                            ( 1.4 ) 
where E+(k) is the matrix-like conduction band since it is composed of mostly delocalized states, 
and  E-(k) is the mostly localized band derived state. The E-(k) and E+(k) subbands have been 
confirmed experimentally through photomodulated reflectance measurements [13].  
 
The conduction band anticrossing model is only valid when  
1. The localized states (dilute anion element) are much more electronegative than the 
matrix anion element; 
2. The alloying anion element‘s concentration << 1, therefore only valid in the dilute 
region. 
In instances where the dilute anion element is much more electronegative than the matrix anion 
element, it acts as a weak acceptor and localizes electrons at s-like states. According to Koster-
Slater theory, these localized electron states tend to lie near the conduction band of the matrix 
semiconductor material [21], [22].  For the case of dilute-N Ga1-xInxN1-yAsy , the dilute anion 
element is nitrogen and the matrix anion element is As. Since N is much more electronegative than 
As, the N localized states lie near the conduction band of GaInAs.   
 
1.2.2 The Valence Band Anticrossing Model  
 
The most well-known and studied HMA is the GaN1-xAsx system. In the As-rich region, 
incorporating 0.10 of N (x=0.9) decreases the bandgap of GaAs from 1.42 eV down to ~0.95 eV; 
while in the N-rich region with x=0.01 there’s an abrupt reduction in the bandgap from 3.4 eV to 
~2.8 eV (Figure 1.4). Applying equation 1.1 to these results, a bowing parameter of 16.2 eV would 
be needed, predicting a negative bandgap in a wide range of compositions as seen in Figure 1.4.  
 
As more studies were performed on GaN1-xAsx throughout the composition range, it was found 
that in the dilute N region the bandgap dependence could be explained with the conduction BAC 
model (Figure 1.5).   In addition, in the As-rich region the bandgap dependence suggested that the 
band anticrossing phenomena was also applicable to dilute concentration of less electronegative 
anions compared to the matrix anion. Due to the lower electronegativity, the dilute anions act as 
donors and localize holes at p-like states. Therefore, the dilute anion states tend to lie near the 
valence band of the semiconductor matrix. Therefore, an anticrossing interaction will also induce 
a restructuring of the valence band similar to the conduction band anticrossing case. Due to the p-
like nature of the localized states near the  3 top valance bands (heavy hole, light hole and spin-
orbit split off band), the interaction results in a 12x12 Hamiltonian matrix [23]. Fortunately, further 
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studies were able to show that the  12x12 Hamiltonian could be approximated using a single 
valance band and a single localized level [24].   
 
 
Figure 1.4: Bandgap  of dilute As-rich and N-rich GaN1-xAsx  alloys as a function of x. The solid 
line is the calculated bandgap of dilute GaN1-xAsx  alloys based on the BAC model interpolated 
over the entire composition range. Bandgaps by VCA and by a forced quadratic fitting to the 
experimental gap energies using a single bowing parameter of b=16.2 eV are also shown. Adopted 
from [11]. 
 
The observed large bowing in the composition dependence of the energy bandgap arises from 
the anticrossing interactions between (1) the valence-band of GaN and the localized As-level close 
to the GaN valence-band maximum for N-rich alloys (valence BAC) and (2) the conduction-band 
of GaAs and the localized N-level close to the GaAs conduction band minimum for the As-rich 
alloys (conduction BAC). The BAC model has been successful in explaining the restructuring of 
the electronic band structure of numerous HMA in the dilute regions (e.g., GaN1-xSbx, ZnO1-xSex, 
ZnO1-xTex, ZnTe1-xSx alloys) [12], [13], [24]-[26].  
 
In most cases, the growth of HMA are difficult, a major challenge that has limited the ability 
to obtain good quality crystalline materials, typically only achieved in the dilute alloy limit due to 
solubility limits. Therefore, the deposition technique and growth temperature are important for the 
growth of these types of alloys. In the case for the GaN1-xAsx system, a linear interpolation between 
the valence BAC and conduction BAC was used to estimate the bandgap across the entire 
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composition range. GaN1-xAsx alloys in the mid-range region are amorphous, and although the 
BAC model was not intended to apply to amorphous semiconductor alloys due to the lack of long-
range order, there seems to be qualitative agreement between the BAC model and experimental 
results as seen in Figure 1.5 [10]. 
 
Figure 1.5: Bandgap dependence of GaN1-xAsx alloys with the BAC model [10].  
 
1.3 Structure of the Dissertation 
 
In this dissertation there are five chapters. The first chapter was an introduction that discusses 
the importance of semiconductor materials and why it is important to continue studying novel 
semiconductor materials for emerging technologies. In addition, it provided an introduction to 
HMA materials and the BAC model vital to the work presented in the remaining chapters.  
 
Chapters 2 and 3 are dedicated to the ZnO1-xSx material system. Chapter 2 describes two growth 
methods, PLD and RF magnetron sputtering, and how the growth conditions affect the structural 
properties. Chapter 3 discusses the optical properties and the electronic band structure of ZnO1-xSx 
alloys.  
 
Chapter 4 is dedicated to the Ga2O3-Ga2S3 material system. This chapter describes the material 
synthesis and its structural, optical and electronic band structure properties of Ga2O3-Ga2S3 alloys. 
Chapter 5 is the conclusion and future work.   
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Chapter 2 
 
2 ZnO1-xSx Material Synthesis and Structural Analysis 
 
 
The high demand and need for renewable energy have triggered a vast exploration of potential 
materials for energy applications. As Si solar cells reach their theoretical efficiency limit, 
researchers have focused on developing alternative technologies. These efforts have allowed for 
new solar cells technologies to enter the market such as copper indium gallium diselenide (CIGS) 
and  CdTe thin film solar cells. Unfortunately, CIGS utilizes indium (In), a relatively rare element 
that due to the success of indium tin oxide (ITO) as a transparent conducting oxide (ITO) in high 
demand for applications such as solar cells and flat panel displays,  increase the price and demand 
for indium. On the other hand, CdTe technology utilizes cadmium (Cd), a toxic material that is 
known to cause cancer [27].   
 
Other materials of interest for solar cell technologies include copper zinc tin sulfide (CZTS), 
hybrid organic-inorganic perovskites as absorber materials, zinc oxide (ZnO) and zinc sulfide 
(ZnS) as buffer layers. CZTS-based solar cells are of interest because they utilize more abundant 
and cheap elements, yet progress in improving solar cell efficiency has been slow [28]. Hybrid 
organic-inorganic perovskites solar cells have garnered the interest of researchers as the efficiency 
of these cells have increased from 3.9% to more than 22% since 2009 [29] [30], yet they face 
challenges with material stability, the use of lead, and experience hysteresis effects [31]-[36].   
 
Zinc oxide is a material of great interest because it is non-toxic, earth abundant, and relatively 
inexpensive [37]. ZnO has great potential for high-power electronics, ultra violet optical devices, 
and transparent conductors for photovoltaic applications due to its wide bandgap of 3.37 eV[38]. 
There have been challenges to the development of oxide-based devices, especially the inability to 
obtain reliable p-type conductivity in ZnO has led to studies focused on understanding how its 
electronic structure, native defects, and unintentional impurities affect its electrical behavior. In 
addition, oxide-based alloy studies have also emerged (e.g. ZnO1-xTex, ZnO1-xSex, Cd1-xZnxO, Mg1-
xZnxO), but there remains much to be learned, especially since the alloy properties are drastically 
affected by the growth conditions. It is important to study the  materials synthesis of alloys 
throughout various compositions in order to enable the operation of oxide optoelectronics over a 
broad spectrum of wavelengths [39]. In the case for ZnO1-xSex and ZnO1-xTex alloys, the difficulty 
in synthesizing them was overcome by lower growth temperatures and non-equilibrium growth 
conditions[16], [17], [40], [41].  
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Zinc sulfide  is another wide bandgap semiconductor with a bandgap of 3.6–3.8 eV that is 
currently used in optoelectronic devices such as blue light-emitting diodes and n- window layers 
for thin-film solar cells [42]. It has been found that alloying ZnO with ZnS allows the room-
temperature bandgap of ZnO to be modified [38], [43], [44], making it useful as a material for 
solar applications [18], [45]-[47]. ZnO1-xSx alloys have been synthesized using rf magnetron 
sputtering [38], [44], PLD[48], chemical bath deposition, ALD [49], aerosol assisted chemical 
vapor deposition  (AACVD)  [50].  Despite various reports on the growth of ZnO1-xSx alloys, only 
limited information is known about their electronic structures [18].  
 
This chapter presents the growth of ZnO1-xSx using RF magnetron sputtering and PLD. Section 
2.1 provides an overview of sputtering. Section 2.1.1 focuses on the RF magnetron setup and 
growth parameters used in this work. Section 2.2 provides an overview of PLD. Section 2.2.1 
focuses on the PLD setup and growth parameters used in this work. Section 2.3 discusses the 
thickness and composition characterization results obtained from Rutherford backscattering 
spectrometry (RBS). Section 2.4 discusses structural characterization through X-ray diffraction 
(XRD) and transmission electron microscopy (TEM).  
 
2.1 Sputtering Overview 
 
Sputtering is a physical vapor deposition (PVD) method in which atoms are ejected or 
sputtered from a target by bombarding the surface with energetic ions [51].  The sputtering process 
can be divided into four major categories: direct current (DC), alternating current (AC) –though 
primarily radio frequency (RF), reactive and magnetron sputtering.  Hybrids between categories 
(e.g. RF magnetron sputtering) also exist. A simple DC sputtering geometry is shown in Figure 
2.1 in which the anode is the substrate (which can be grounded, biased positively or negatively) 
and the cathode is the target (connected to the negative terminal of a DC  power supply). After 
evacuating the chamber to an appropriate pressure (i.e. <10-5 torr), a gas (typically argon (Ar) ) is 
introduced to a few to a hundred millitorr to initiate and sustain a plasma (visible glow) between 
the anode and the cathode.  A plasma in this context is a  weakly ionized gas consisting of electrons, 
ions, and neutral atomic and molecular species. The creation of a plasma begins with a stray 
electron close to the cathode being accelerated to the anode by the applied electric field. After 
gaining enough energy, the accelerating electron  collides with a neutral Ar gas atom which 
transforms it into an Ar+ ion while also releasing two electrons. The two electrons then go on to 
form additional ions which release more electrons thus sustaining a plasma. Positive Ar+ ions in 
the plasma strike the cathode ejecting/sputtering target atoms through momentum transfer. The 
sputtered target atoms pass through the plasma eventually reaching and depositing on the substrate.   
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Figure 2.1: Simple DC sputtering geometry  
 
 
2.1.1 RF Magnetron Sputtering Experimental Setup and Growth 
Parameters 
 
RF magnetron sputtering was utilized for this work because it is a technique that allows for the 
synthesis of materials from highly resistive targets and non-equilibrium growth conditions. RF 
sputtering alternates the electrical potential which prevents charge accumulation on the surface of 
the target since the impendence of capacitors drop with increasing frequency [51]. In RF 
magnetron sputtering, magnets are placed behind the target to help keep electrons close to the 
target, allowing for faster deposition rates in addition to preventing electrons from bombarding the 
substrate surface. The setup used in this study had two sputtering guns enabling co-sputtering from 
two different targets. Figure 2.2  is a schematic and Figure 2.3 is an image of the RF magnetron 
co-sputtering setup used to deposit ZnO1-xSx alloys located at Lawrence Berkeley National 
Laboratory.   
 
In this work, undoped ZnO1-xSx thin films were deposited on glass, double-side polished c-
plane sapphire, ZnSe  and silicon substrates using RF magnetron co-sputtering.  Adjusting the 
sputtering power and target-substrate distance for two separate ZnO and ZnS targets controlled the 
alloy compositions of the films. Figure 2.4 is a sample calibration plot that shows how the sulfur 
composition was controlled by modifying the ZnO power while keeping the ZnS power, the Ar 
flow rate, chamber background pressure, substrate temperature, and both ZnO and ZnS  target-
substrate distance unchanged. Figure 2.5 is a sample calibration plot that shows how the sulfur 
composition was controlled by modifying the ZnS power while keeping all other growth 
parameters unchanged throughout the runs.  The base vacuum pressure of the tool ~10-6 torr was 
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achieved through a turbomolecular pump. Argon flow into the growth chamber was controlled 
using a mass flow controller set to a flow rate of 10 SCCM. Igniting the Ar plasma was achieved 
by partially closing the gate valve on the turbo pump to reach a chamber pressure of ~20 mTorr. 
Once the plasma was ignited, the background pressure was then modified to 5 mTorr and 
maintained at that pressure during growth. The substrate was heated to the desired temperature and 
was allowed to stabilize at the desired temperature for ~ 30 min prior to any film deposition. The 
substrate temperature was measured through a thermocouple embedded in the chamber and is 
therefore, an estimate to the temperature at the surface of the substrate. The substrate was rotated 
throughout the film growth.  
 
The growth conditions for these ZnO1-xSx thin films were optimized to  yield stoichiometric 
and crystalline films. Crystallinity was of concern due to a few results found in the literature   
reporting a miscibility gap in ZnO1-xSx  films where they could not be grown crystalline throughout 
the entire composition range or had an intermediate phase between the two materials  [38], [48].  
 
 
  
 
Figure 2.2: Simple schematic of RF magnetron co-sputtering setup used to deposit ZnO1-xSx alloys.  
 
Substrate 
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Figure 2.3: Image of RF magnetron co-sputtering setup used in this work.  
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Figure 2.4: Sample calibration plot that shows how to control the sulfur composition by modifying 
the ZnO target power during growth. The ZnO target-substrate distance was kept at 4cm, the ZnS 
target-substrate distance was kept at 4cm, the Ar flow rate was kept at 10 SCCM,  the background 
growth pressure was kept at 5 mTorr,  and the ZnS power was kept at 100W for all runs shown.  
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Figure 2.5: Sample calibration plot that shows how to control the sulfur composition by modifying 
the ZnS target power during growth. The ZnO target-substrate was kept at 4cm, the ZnS target-
substrate was kept at 6cm, the Ar flow rate was kept at 10 SCCM,  the background growth pressure 
was kept at 5 mTorr, and the ZnO power was kept at 120W for all runs shown. 
 
2.2 PLD Overview 
The pulsed laser deposition process is another physical vapor deposition (PVD) method that 
focuses a pulsed laser  inside a vacuum chamber to strike onto a target surface that serves as the 
evaporation source. Most nonmetallic materials that are evaporated tend to have strong absorption 
in the ultraviolet spectral range reducing the penetration depths. Once the pulsed laser strikes the 
target surface, the absorbed beam energy is converted into thermal, chemical, and mechanical 
energy, causing electronic excitation of target atoms, ablation of the surface, and plasma (plume) 
formation [51]. The plume is highly directional onto the substrate where it forms a film. 
Background gases such as O2, Ar, and N2, are often introduced during deposition to help maintain 
film stoichiometry or aid in surface reactions.  
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Figure 2.6: Schematic of PLD deposition 
 
 
2.2.1 PLD Experimental Setup and Growth Parameters 
In addition to RF magnetron sputtering, ZnO1-xSx alloy samples were also grown by PLD on 
glass and double-side polished c-plane sapphire. PLD is another technique suitable for the growth 
of HMA oxide materials due to the potential for both stoichiometric transfer of target materials to 
the substrate and being able to deposit using non-equilibrium growth conditions [52]. A schematic 
of a PLD growth system is shown in Figure 2.6. 
The SVTA PLD system used in this work is maintained by the Electronic Materials Group 
(EMAT) at Lawrence Berkeley National Laboratory. The PLD system was designed with a load-
lock chamber separated from the growth chamber by a gate valve. The growth and load-lock 
chambers in this system are individually evacuated (< 10-4 Torr) with a roughing pump followed 
by a turbomolecular pump which pumps them down to ~10-7 Torr. The load-lock chamber design 
allows one to load a substrate without having to break vacuum in the main growth chamber.  
Venting the growth chamber can take up to an hour and pumping down the chamber  to a 
background pressure of ~10-7 Torr takes ~8 hrs (compared to 15 minutes to vent and 40 min to 
pump the load-lock to ~10-7 Torr). 
 
17 
 
A high-energy pulsed laser, in this case a 248 nm KrF excimer laser with a 20ns laser pulse 
duration, is directed by two UV mirrors, focused through a lens, passing through a chamber port 
window and a sacrificial window to finally  strike onto a pressed powder target. A Molectron 
Energy Max 400 laser energy meter was used to measure the laser intensity that reaches the pressed 
powder target location. It was found that ~75% of the output laser power actually reaches the target 
due to energy losses at the mirrors, lens, and windows. The laser energies presented in this work 
reflect the laser energy setpoint of the laser, representing the laser output of the laser and not what 
actually reaches the target.  The laser spot area was measured to be 0.06 cm2.  
 
This PLD system has a wide parameter space to deposit thin film materials.  The substrate 
temperature can be adjusted from room temperature (RT) to 800°C. The laser energy can be 
adjusted from 60 mJ to 700 mJ. The laser repetition rate can be adjusted from 0.25 to 50 Hz. The 
substrate to target distance can be modified from 5 to 9 cm. This system has the following 
background gas options: O2, N2, Ar, Ar/O2, Ar/N2 with an adjustable background pressure from 
the growth chamber base pressure ~10-7 to about 75 mTorr.  
 
For the growth of ZnO1-xSx, cold-pressed powder targets with varying compositions of ZnO 
and ZnS were used. Samples were grown from a 10% (atomic percent) ZnS with 90% ZnO target, 
and a pure ZnO target. It is also important to note that the surface of the target affects the final 
composition of the films. Ablation during growth alters the composition of the target surface. To 
maintain target composition, PLD targets were sanded to remove damage.  
2.3 Thickness and Composition Characterization        
 
Rutherford backscattering spectrometry (RBS) is a non-destructive technique, also known as 
high-energy ion scattering, that can be used to determine the thickness and composition of thin 
film samples. It detects the energy of the backscattered ions with a solid-state detector (Si surface 
barrier detector) positioned at a backscattering angle relative to the incident ion beam. The amount 
of backscattered ions measured from an element is proportional its concentration in the sample. 
For these ZnO1-xSx thin films, the film thickness and compositions were determined by RBS with 
a 3.04 MeV He+ beam at a backscattering angle of 168° and using the SIMNRA simulation 
package to model the data [26].  
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Figure 2.7: RBS spectra with the SIMNRA simulation for sample R489 with 31%S. The red line 
is the RBS data and the blue line is the simulated fit using SIMNRA.  
Figure 2.7 shows an RBS spectrum with the SIMNRA simulation. From the SIMNRA 
simulation it is possible to extract the areal density (atom/cm2) and composition of the films in 
atomic percent (at%). SIMNRA simulates the RBS spectrum based on the experimental conditions 
of the incident He-ion beam and spectrometer.  
 
2.4 Structural  Characterization 
 
 
2.4.1 X-Ray Diffraction  
 
The structural properties of ZnO1-xSx thin films were investigated using standard powder X-
ray diffraction techniques with Cu 𝐾F radiation. This setup provides the ability to probe the phase, 
lattice constant, and texture of films, especially for polycrystalline thin-film samples. All films 
grown on glass were textured along the c axis and only the (0002) diffraction peak is visible in the 
XRD patterns. The XRD (0002) peaks were fitted using a Gaussian to obtain the 2θ angle as shown 
in Figure 2.8. Figure 2.9 shows XRD (0002) diffraction peaks for select ZnO1-xSx films across the 
composition range. We note that ZnS exists in both zinc-blende and wurtzite structures. The 
structure of the S-rich films was not determined since the (111)zincblende peak coincides with the 
(0002)wurtzite peak of ZnS. Using grazing incidence phi scans, Meyer et al. [44] reported a wurtzite 
structure for ZnO1-xSx films throughout the composition range. Because our ZnO1-xSx films were 
synthesized using a similar method, they likely crystallize in the wurtzite structure as well. The 
XRD results show a monotonic shift of the (0002)wurtzite ZnO reflection towards smaller 2θ with 
increasing sulfur content. This indicates an increase of the lattice parameter of ZnO1-xSx as 
Oxygen 
Sulfur 
Zinc 
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expected due to the substitution of larger S atoms with O. Using Vegard’s law, the composition of 
the alloy can be determined.  
 
 
 
 
Figure 2.8: Gaussian fit of XRD 2θ scan for sample R490 with 37%S.  
 
Using Bragg’s law, the d-spacing was calculated:  
 
                                    𝑛𝜆 = 2𝑑𝑠𝑖𝑛𝜃.                                           ( 2.1 ) 
 
The lattice parameter, c, was found using the d-spacing relation for hexagonal structures.  
 
                                 ?:M = NO PQMRQ5R5MSM T + UM6M                                      ( 2.2 ) 
 
Since all of the ZnO1-xSX samples were textured along (0002), Equation 2.2  simplifies to   
 
31 31.5 32 32.5 33
a.
u.
2q (Degrees)
Student Version of MATLAB
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                                           ?:M = UM6M .                                                    ( 2.3 ) 
The concentration of substitutional sulfur in ZnO (or O in ZnS) was calculated from shifts in the 
XRD (0002) peak using a linear extrapolation of the lattice parameter between that of wurtzite 
ZnO (c=0.52 nm) and ZnS (c=0.626 nm) known as Vegard’s law (Equation 2.4). Note that this 
may be different from RBS concentration which measures the total elemental composition in the 
films.  
 
                                     𝑐WXYZ = 𝑐WXZ𝑥 + 𝑐WXY(1 − 𝑥)                          ( 2.4 )  
 
 
Figure 2.9: Normalized XRD (0002) diffraction peak of ZnO1-xSx alloys over nearly the entire 
composition range (x from 0 to 0.99). The composition listed on the diffraction peaks was found 
using Vegard’s law.  
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The concentration of sulfur determined through RBS and XRD using Vegard’s law are compared 
in Figure 2.10. The good agreement of alloy composition measured by XRD and RBS suggests 
that all the samples are, indeed, random alloys with S and O in the group VI sublattice.  
 
 
Figure 2.10: Comparison between RBS and XRD calculated concentration of sulfur.  
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2.4.2 Transmission Electron Microscopy and Energy Dispersive X-
Ray Spectroscopy  
 
Transmission electron microscopy and scanning TEM experiments were performed on four 
samples listed in Table 2.1 using an FEI Titan microscope operating at 300 kV. Standard cross-
section thin foils were prepared by mechanical thinning and dimpling followed by Ar+ ion polish 
at 6°. A final polish using 0.5 keV at 2° was performed before the samples were analyzed. 
Conventional TEM Micrographs were acquired with a Gatan UltraScan 1000 camera, while 
Selected Area diffraction patterns were recorded using a Gatan Orius 830. SAD patterns were 
analyzed using MATLAB custom codes for STEM images. The scattered electrons were captured 
by a Fischione Model 3000 ADF detector. Energy dispersive X-ray (EDX) spectra were collected 
using an FEI SuperX quad windowless detector based on silicon drift technology with a solid angle 
of 0.7 steradians for about 10 min. EDX data processing was performed by using elemental Kα-
lines applying Cliff-Lorimer approach within the Bruker ESPRITÒ software. This method is based 
on the intensities of measured peaks of L-lines relative to calculated or measured intensities of 
standards. 
 
 
Table 2.1: Sulfur content measured through RBS for the four samples studied using TEM 
Sample x (sulfur 
content) 
1 0.04 
2 0.44 
3 0.76 
4 0.98 
 
 
Transmission electron microscopy reveals a crystalline film with a columnar-like structure that 
remains throughout the entire composition range.  A size reduction of the column together with an 
increase of planar defects is observed as the S content increases (Fig. 2.11). Energy dispersive X-
ray spectroscopy shows atomic species uniformly distributed through the layers, consistent with 
the XRD and RBS results that all the samples are, indeed, random alloys with S and O in the group 
VI sublattice (Fig. 2.12). 
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Figure 2.11: Pairs of Bright- and Dark-Field micrographs of the samples 1 to 4. (a)–(b) correspond 
to the sample with x=0.04 S content, (c)–(d) to the sample with x=0.44 S content, (e)–(f) to the 
sample with x=0.76 S content (g)–(h) to the sample with x=0.98 S content. A columnar-like 
structure is observed for the whole range of composition x of the synthesized ZnO1-xSx layers with 
a considerable increasing of column size for the sample with an intermediate composition x = 0.44. 
Bar scales are 20 nm for (a)–(b) and 40 nm for (c)–(h). 
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Figure 2.12: EDX element mapping for the detected 3 elements, Zn, O, and S, respectively, 
columns 2 to 4, alongside with simultaneously acquired HAADF survey image. (a) correspond to 
the sample with x=0.04 S content, (b) to the sample with x=0.44 S content, (c) to the sample with 
x=0.76 S content, and (d) to the sample with x=0.98 S content. 
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Chapter 3 
3 Optical and Electronic Properties of ZnO1-xSx Films 
 
This chapter presents the optical and electronic properties of ZnO1-xSx films grown through 
PLD and RF magnetron sputtering as discussed in Chapter 2. Optical absorption (Section 3.1) and 
photoreflectance spectroscopy (Section 3.2) are used to characterize the optical properties of the 
alloys.  Shifts in the valence band were probed with X-ray Photoelectron Spectroscopy (XPS) in 
Section 3.3. Section 3.4 combines the results of the optical characterization with the band 
anticrossing model to determine the band structure of the ZnO1-xSx alloys. Finally, Section 3.5 tests 
the performance of CdTe thin film solar cells with ZnO1-xSx buffer layers. 
A better understanding of the band structure and offsets with other semiconductors is essential 
for device applications using these ZnO1-xSx alloys. One potential application for these ZnO1-xSx 
alloys is replacing the toxic cadmium sulfide (CdS) buffer layer in copper indium gallium selenide 
(CIGS) and copper zinc tin sulfide (CZTS) solar cells. Various reports have replaced the CdS layer 
with ZnO1-xSx alloys, but not knowing the position of the conduction band has made it difficult to 
choose a composition for the best conduction band alignment [53].  
 
3.1 Optical Absorption Spectroscopy of ZnO1-xSx Films 
 
When a photon strikes a material, one of three processes occurs: 1) reflection: the photon is 
returned when it hits a surface or while it passes through the material 2) transmission: the photon 
passes through the material,  3) absorption: the photon is transformed to another form of energy 
by interacting with the material. One point to note: both reflection and transmission can be 
accompanied by scattering, the process of deflecting a unidirectional beam into many directions.  
In semiconducting materials, the energy-dependent absorption coefficient is sensitive to 
optical transitions allowed between energy states. These allowed optical transitions can be due to 
direct and indirect interband transitions from filled valence bands and unfilled conductions bands. 
Therefore, in semiconductors photons with energies smaller than the bandgap  (light with longer 
wavelengths) are transmitted through because they do not provide enough energy for the electrons 
in the valence band to reach the unoccupied states at the bottom of the conduction band.  
For a semiconductor with parabolic bands which occur in most IV, II-VI and III-V 
semiconductors, and direct optically-allowed interband transitions, the absorption coefficient, 𝛼	(𝐸),	 is proportional to the square root of the photon energy, E : 
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																																																																		𝛼	(𝐸) 		∝ 			^𝐸 − 𝐸':_`  .                                                             ( 3.1 )                       
Therefore, for simple cases, it is customary to estimate the direct bandgap,  𝐸':_`, of a material by 
linearly fitting the absorption coefficient squared 𝛼@	(𝐸) vs. energy.  
 
On the other hand, for some indirect semiconductors, the absorption coefficient is proportional 
to the photon energy squared: 																																																																𝛼	(𝐸) 		∝ 			 a𝐸 − 𝐸'_X:_`b6cd@.                                                            ( 3.2 )                     
For simple cases it is possible to estimate  the indirect bandgap, 𝐸'_X:_`b6c , by linearly fitting the 
square root of the absorption coefficient B𝛼	(𝐸)   vs. energy. There are instances when 
intermediate states in the bandgap (typically due to defects) lead to optical transitions that are less 
in energy than the optical bandgap of the semiconductor.  
Being able to calculate the absorption coefficient can provide insight into direct, indirect and 
intermediate optical transitions in semiconductor materials. Assuming that the intensity of 
reflected, transmitted and absorbed light add up to the incident intensity, normalized to 𝐼f = 1; the 
absorption is calculated as: 																																																														𝛼(𝐸) = 1 − 𝑇(𝐸) − 𝑅(𝐸)	.																																																							( 3.3 ) 
Back-reflection from the film-substrate interface is not considered here. Since these films were 
grown on transparent substrates and the film thickness d << substrate thickness it was possible to 
treat the substrate as an infinite substrate. Modeling the system as a single layer that absorbs, the 
absorption coefficient of the film can be calculated using the following relation 																																																											𝑇(𝐸) = [1 − 𝑅(𝐸)]exp	(−𝛼(𝐸)	𝑑).                                    ( 3.4 ) 
Solving for 𝛼(𝐸) leads to: 																																																																	𝛼(𝐸) = − ?: 𝑙𝑛 A o(p)?qr(p)D		.						                                             ( 3.5 ) 
 
3.1.1 Optical Absorption Properties of ZnO1-xSx 
From Equation 3.5, the absorption coefficients 𝛼(𝐸) of the alloy films were obtained using 
transmission and reflection spectra taken from a Perkin-Elmer Lambda 950 Spectrophotometer in 
the spectral range of 250nm-2500nm.  Reflectance data was collected at 8° from the direction of 
the surface normal.  
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Bandgaps of alloys with compositions in the range of 0.16<x<0.9 were estimated by the 
extrapolation of the square of 𝛼(𝐸) assuming parabolic dispersion relations. One example plot 
with the linear extrapolation of 𝛼@(𝐸) is shown in Figure 3.1 to determine the bandgap for a 
sample with x=0.87. The absorption spectra for samples grown by RF magnetron sputtering with 
sulfur <0.27 or oxygen <0.11 films are shown in Fig. 3.2. The incorporation of sulfur into the ZnO 
matrix results in a shift of the absorption edge from ultraviolet into the visible spectrum in Fig. 
3.2(a) and is indicated by the arrow.  On the other hand, incorporation of O into ZnS matrix leads 
to a red shift in the absorption edge in Fig. 3.2(b) also indicated by the arrow. The bandgaps of the 
dilute sulfur (oxygen) samples were determined by fitting the absorption coefficient spectra using 
the valence BAC [24] and the conduction BAC [54] model, respectively. 
 
 
 
 
Figure 3.1: Sample plot with linear extrapolation of a2(E) used to determine the bandgap of a 
sample with x=0.87.  
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Figure 3.2: (a) Absorption spectra for select films with dilute sulfur in a ZnO matrix. The arrow 
indicates the direction the absorption edge shifts with the increase in sulfur content. (b) 
Absorption spectra for select films with dilute oxygen in a ZnS matrix. The arrow indicates the 
direction the absorption edge shifts with an increase in oxygen content. The compositions listed 
were found through RBS. These films were grown by rf magnetron sputtering.  
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3.2 Photomodulated Reflectance (PR) Spectroscopy 
 
In the method of photomodulated reflectance (PR) spectroscopy, modulation of the electric 
field of the sample is caused by photo-injection of electron-hole pairs. In order to create electron-
hole pairs, the energy of photons in the pump beam must exceed the bandgap of  the material. PR 
spectroscopy provides a direct measure of interband transitions in semiconductors. PR has been 
instrumental in providing evidence for the BAC model by being able to measure both 𝐸R and 𝐸q 
transitions [55].  
The PR spectra are shown in Figure 3.3 for the ZnO1-xSx films. The ZnO1-xSx films that were 
measured with PR were grown on ZnSe substrates by RF magnetron sputtering to minimize the 
refractive index contrast at the film and substrate interface and thus reduce Fabry–Perot 
oscillations. Large Fabry–Perot oscillations were observed on ZnO1-xSx films grown on glass and 
sapphire substrates, therefore PR signals were not visible.  
 
PR spectra were measured at T=10 K (black line)  and at T=300 K (purple line). All possible 
spectra have been fitted (see red line in Figure 3.3 ) using Aspnes’ critical point (CP) model 
described in ref [55], [56] given by equation  
 																																																																∆rr = 𝑅𝑒a𝐶𝑒_uv𝐸 − 𝐸' + 𝑖ΓwqXd.                                        ( 3.6 ) 
Where ∆rr  is the energy dependence of the PR signal, C and 𝜃 are the amplitude and phase of the 
resonance which determine the amplitude and asymmetry of the line shape, and 𝐸'  and Γ are the 
energy and the broadening parameter of the optical transition. The term n depends on the nature 
of the optical transition, specifically the type of critical point: for an excitonic transition n = 2, for 
a three-dimensional one electron transition, n = 5/2, and for a two-dimensional one electron 
transition m = 3 [56]. For the fits shown in Figure 3.3,  n is assumed to be n = 2.5 as it corresponds 
to the band-to-band transition [55].	 
In the 10 K spectra, signal from the ZnSe substrate can be observed. For two samples with 
composition of x=0.62 and x=0.8) measured at 10 K, signal from the film layer could not been 
resolved due to overlap with the strong signal from the ZnSe substrate (grey line 2.8 eV at 10 K). 
Also for two samples with x=0.44 and x=0.98) measured at 300 K, signal related to an interband 
transition could not been observed. All measurements were performed with a laser excitation line 
of 266nm. 
 
There is a clear redshift in the transition energy with increased sulfur alloying up to x=0.44 as 
show in Figure 3.4. For sulfur contents of x>0.44 there is a clear blue shift in the interband 
transition energy. This is in agreement with the absorption coefficient results shown in Figure 3.2. 
From the interband transitions measured from PR as a function of sulfur content in Figure 3.4, it 
can be seen that there is noticeable bowing.  
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 Figure 3.3: PR results for ZnO1-xSx films grown on ZnSe substates grown by RF magnetron 
sputtering.   
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Figure 3.4: Bandgap determined from PR measurements versus sulfur content determined by RBS.  
 
3.3 X-Ray Photoelectron Spectroscopy  
 
X-ray photoelectron spectroscopy (XPS) is a surface sensitive technique that measures the 
photo- induced ejection of electrons to probe the filled electronic states of a material. It does this 
by irradiating the sample surface with low energy X-rays. The x-rays excite the electrons of the 
sample and if the binding energy is lower than the X-ray energy, the electrons will be ejected as a 
photoelectron. Only photoelectrons at the surface can escape the surface of the sample (typically 
10-100 Angstroms), therefore making this technique surface sensitive. The XPS measurements 
taken on the ZnO1-xSx samples were used to probe the elemental core levels (O1s, Zn2p, and S2p) 
and changes in the valence band structure.  
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Figure 3.5: Schematic of XPS showing how the sample and detector are connected in order to 
measure the binding energy of states in a sample.    
 
In standard XPS measurements, the sample and detector are in electrical contact with each other, 
causing a constant EF (Figure 3.5). The binding energy is calculated with the following relation  																																																		            𝐸x = ℎ𝑣 − (𝐸{p + Φ:bc), 																																																											 ( 3.7 ) 
where h𝜈	is the incident X-ray photon energy, EKE is the measured kinetic energy of the ejected 
photoelectrons, and Φ:bc 	is the detector work function (Φ:bc=	𝐸~S6−	𝐸).	 
 
3.3.1 Composition Calculation Using XPS  
 
To calculate the surface composition using XPS, the Zn2p3/2 and the S 2p3/2 photoemission 
intensity peaks were normalized with atomic cross sections using the following relation 
                                          = (M/M)M/MM/M(M/M) = 𝑥,                                       ( 3.8 ) 
where 𝐼(@O/@)	is the peak area of the s2p3/2 peak, 𝜎@O/@ is the atomic cross section for sulfur, 𝐼WX(WX@O/@)	is the peak area of the Zn2p3/2 peak and 𝜎WX@O/@  is the atomic cross section for zinc.  
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3.3.2 XPS of ZnO1-xSx Films 
 
A few samples with x≤0.27 grown by RF magnetron sputtering were examined by XPS in 
order to verify shifts in the valence-band maximum and to estimate the sulfur composition with 
the relative intensities between the Zn2p and S2p peaks. XPS spectra were measured using a 
monochromated Al Kα X-ray source (hν = 1486.6 eV) with a Kratos Axis Ultra DLD 
hemispherical electron analyzer. XPS spectra were charge corrected to the adventitious C1s 
spectral component binding energy set to 284.8 eV [57].  
In order to characterize the effects of sulfur incorporation on the electronic structure of the 
ZnOx-1Sx alloys, valence-band spectra were collected by XPS for a range of compositions from 
pure ZnO to 0.27 sulfur as measured by RBS (see Fig. 3.7). The pure ZnO material has the top of 
the valence band composed of O2p states. The introduction of sulfur in the alloys causes a shift of 
the valence band closer to the Fermi level with increasing S concentration as well as a depression 
in the slope of the band edge. Comparing the spectra measured for ZnO and the alloy films in Fig. 
3.6(b), one sees that S incorporation into the ZnO lattice increases the intensity of the S 2p peaks 
without any appreciable energy shift. The Zn2p peaks in Fig. 3.6(a) do not broaden or shift in 
energy for the samples measured, indicating that the upward shifting of the valence band is due to 
the incorporation of S and not defects [21].Therefore, as the sulfur concentration increases, the 
density of states increases above the valence band of ZnO [22]. The surface sensitivity of XPS 
allows to relate the observed shifts to a common energy reference since the Fermi level at the 
surface of each sample is located at the Fermi Level stabilization energy (EFS), ~4.9 eV below 
vacuum level in all semiconductors [39]. Since the conduction band minimum of ZnO is located 
close to EFS, the binding energy measured through XPS is close to the bandgap of ZnO. The relative 
VBE position is taken from linearly extrapolating the XPS valence band spectra edge from Figure 
3.7 and a sample fit is shown in Figure 3.8.  
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Figure 3.6: (a) XPS Zn2p spectra of several films with labeled sulfur content, (b) XPS S2p 
spectra of several films with labeled sulfur content. The composition listed is the surface 
composition found using the Zn2p and S2p XPS spectra.  
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Figure 3.7: XPS valence band spectra for x ≤ 0.27, the compositions listed were found through 
RBS. The arrow indicates the monoatomic upward shift in the valence band as sulfur content 
increases.  
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Figure 3.8: Sample plot with linear extrapolation of XPS valence band spectra edge used to 
determine the binding energy a sample with x=0.16.  
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Figure 3.9: The VBE positions determined from linearly extrapolating the XPS valence band 
spectra. The VBE positions are plotted with respect to vacuum level.  
Taking the relative VBE positions from linearly extrapolating the XPS valence band spectra, it 
was possible to plot them with respect to the vacuum level. The valence band position was assumed 
to be ~ -8.1 eV as found in the collected band offsets of various semiconductors (found in 
Appendix A).   
 
3.4 Band Anticrossing in ZnO1-xSx 
 
The absorption spectra for samples with sulfur <0.27 or oxygen <0.11 films are shown in Fig. 
3.2. The incorporation of sulfur into the ZnO matrix results in a shift of the absorption edge from 
ultraviolet into the visible spectrum (Fig. 3.2(a)).  Substituting S into the O sublattice in ZnO 
introduces a localized level close to the valence band edge of ZnO. The interaction of the localized 
S level with the extended valence-band states of ZnO results in valence BAC (VBAC) effect when 
a significant amount of S atoms are incorporated into the lattice. When this occurs, the valence 
band splits into two subbands (E+and E-).  On the other hand, the incorporation of O into ZnS 
matrix leads to a red shift in the absorption edge (Fig. 3.2(b)). In this case, oxygen forms a localized 
level at ~0.2eV below the conduction band of ZnS [23], resulting in conduction BAC (CBAC), 
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splitting the conduction band into two subbands (E+ and E-).  These anticrossing effects at the dilute 
sulfur (dilute oxygen) compositions produce narrow, non-parabolic S (O) derived bands with the 
total number of states dependent on the S (O) content.  Hence, estimating the bandgap of these 
alloys using the conventional method of extrapolating 𝛼@ to zero will result in significant error. 
Here, we adopt the procedure based on the BAC model previously used to fit absorption curves in 
ZnO1-xSexand ZnO1-xTex HMA [16], [24].   
 
3.4.1 Valence Band Anticrossing of ZnO1-xSx Dilute Sulfur Films 
 
As mentioned previously, the valence BAC effect occurs when sulfur substitutes oxygen in the 
ZnO rich side. We adopt the simplified version of the valence BAC [24] that represents the BAC 
model given by equation (1.4). In this case, Ed is the energy of the localized S level above the ZnO 
valence band edge, E(k)=EV(k) is the ZnO matrix valence band dispersion, C=CVB is the coupling 
parameter, and x is the S composition. We take into consideration optical transitions from 3-fold 
degenerate valence bands including the spin orbit split off band to the conduction band with the 
spin orbit splitting energy of S [25]. Therefore to calculate the absorption coefficient, we consider 
three optical transitions: the S derived band to conduction band [E+(k)], the S spin orbit split band 
to conduction band [E+SO(k)], and the heavy and light hole derived bands of the ZnO matrix to 
conduction band  [E-(k)].  
 
The optical joint-density of states (JDOS) were convolved with a Gaussian function at each 
wave vector, k, an approach used in [17] to account for the broadening in the bands. Therefore, the 
optical absorption coefficient from a single valence band (VB), e.g. [𝐸R(𝑘)], can be written as an 
integral of the JDOS with respect to k:    
                                                                                                      																							𝑔R(ħ𝜔) = ∫ A−sin	(u(5)@ )D@ ?∆√@ exp	(− (ħq[p(5)qp(5)])M@∆M )𝑘@𝑑𝑘q ,            ( 3.9 ) 
where	𝑔R(ħ𝜔)	is in terms of the number of states per unit volume per unit frequency, EC(k) is the 
conduction band (CB) dispersion, the first term under the integral represents the fraction of the 
contribution of the delocalized states to the optical transition, where  
 																																																									𝜃(𝑘) = tanq? P @√pqp(5)T,                                                    ( 3.10 ) 
and 𝛥+ is the broadening parameter. The limits of integration are from S to − S		(in units of cm-1), 
which represents the first Brillouin zone, where a is the lattice constant.  The expression for the 
calculated total absorption coefficient includes the three transitions discussed above, with each 
transition weighted by their degeneracy factor: 
 																																					𝛼(ħ𝜔) = 𝛼f A@O 𝑔R(ħ𝜔) + ?O 𝑔R, (ħ𝜔) + 𝑔q(ħ𝜔)D,                       ( 3.11 ) 
where	𝛼f is an overall scaling constant. The coupling parameter, CVB, scaling constant, 𝛼f, and ES 
were found by fitting the absorption curve of the sample with the lowest sulfur content. This 
approach was used, since the highest anti-crossing interaction is expected at low sulfur content.  
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These three values were kept constant for the remaining samples to find the broadening parameters 
for each transition (𝛥+, 𝛥-, 𝛥+SO). The best-fit broadening parameters were found by minimizing 
the root mean square error between the experimental absorption curve and the calculated 
absorption. 
 
Figure 3.10 shows the experimental result and the fitting of the absorption coefficient using 
the VBAC for the 0.04 sulfur film, which also shows the three optical transition contributions. 
These fittings were done for all the dilute sulfur samples and it was possible to extract the sulfur 
level, ES, of 0.30 eV above the valence band edge of ZnO and the coupling parameter, CVB of 0.60 
eV. These values are consistent with previous reports on ZnO1-xSex where the selenium level was 
found to be 0.90 eV above the ZnO valence band edge, and the coupling parameter was found to 
be 1.2eV [24]. Since the difference in electronegativity and ion size is smaller between sulfur and 
oxygen than the difference between selenium and oxygen, a smaller coupling parameter is 
expected. Using the coupling parameter, and the sulfur level, it was possible to calculate the band 
structure (Fig. 3.11) and determine the bandgap of the ZnO1-xSx alloys from the maximum of the 
E+ subband to the conduction band minimum. The observed upward shift of the VB edge is in a 
good agreement with the XPS data of Fig. 3.7 that clearly shows an appearance of additional 
density of states above the VB edge of ZnO.  This method for calculating the bandgap was used 
for samples with sulfur content less than 0.14. 
 
Figure 3.10: Measured absorption spectra for 0.04 sulfur film (determined by RBS) and the 
calculated theoretical fit using the VBAC model. The separate absorption contributions are also 
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shown. The sulfur level is 0.30 eV above the ZnO valence band and the coupling parameter, CVB, 
is 0.60eV.  
 
 
3.4.2 Conduction Band Anticrossing of ZnO1-xSx Dilute Oxygen 
Films  
 
The CBAC effect was used to obtain the composition dependence of the bandgap for ZnO1-xSx 
samples with dilute amount of O substituting S. In this case, Ed in Equation (1.4) is the energy of 
localized O level EO, E(k)=Ec(k) is the ZnS matrix conduction band dispersion, C=CCB is the 
coupling parameter, and x is the O composition. Here we consider only two optical transitions: the 
valence band to the O derived band [E-(k)], and the valence band to the ZnS matrix derived band 
[E+(k)]. Therefore, the expression for the calculated total absorption coefficient includes the two 
transitions discussed above, with each transition weighted by their degeneracy factor: 
 																																																										𝛼(ħ𝜔) = 𝛼f[𝑔R(ħ𝜔) + 𝑔q(ħ𝜔)],                                  ( 3.12 ) 
where 	𝛼f  is an overall scaling constant. By fitting the experimental absorption coefficient, a 
coupling parameter, CCB of 1.50 eV was obtained. Note that the coupling parameter reported here 
is 10% larger than the value of CCB=1.35 eV reported previously for dilute oxygen ZnO1-xSx alloys 
[27]. The location of the localized O level was fixed to EO=3.5eV above the ZnS valence band as 
previously found in [23]. Figure 3.12 shows the experimental result and the fitting of the absorption 
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Figure 3.11: Calculated band structure for the 0.04 sulfur film. 
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coefficient using the conduction BAC for the 0.02 oxygen film (0.98 sulfur), which also shows the 
two optical transition contributions. Figure 3.13 shows the calculated band structure that was used 
to determine the bandgap of the ZnO1-xSx alloys from the maximum of the E+ subband to the 
conduction band minimum. This method for calculating the bandgap was used for samples with 
oxygen content less than 0.10 (sulfur content more than 0.90).   
 
Figure 3.12: Measured absorption spectra for 0.10 oxygen film (determined by RBS) and the 
calculated total absorption using the CBAC model. The separate absorption contributions are 
also shown. The coupling parameter, CCB, is 1.5 eV.  
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Figure 3.13: Calculated band structure for the 0.10 oxygen film (x=0.9).  
 
 
3.4.3 Bandgap Dependence on Composition 
 
Using the values of ES, CVB, and CCB obtained in this work and the known EO value, we also 
calculated the dependence of the conduction band and valence band edges of the ZnO1-xSx alloys 
across the whole composition range. These calculations were performed using the compositional 
weighting method proposed in [28] and the results are shown in Fig. 3.14.  
 
The BAC calculations show that the reduction in the bandgap of O-rich and S-rich ZnO1-xSx 
films is due to the upward movement of the valence band and the downward movement of the 
conduction band, respectively.  In Fig. 3.14(b), the bandgaps in this work are calculated from:  
 
1) the absorption fitting using valence BAC for samples with sulfur x< 0.16 (blue 
filled circles).   
2) linear extrapolation of the square of absorption coefficient (α2) for samples with 
0.16>x<0.90 sulfur (blue open circles)  
3) the absorption fitting using conduction BAC for samples with x>0.90 sulfur 
(blue filled circles) 
4) the PR results from Section 3.2 (green filled diamonds (10 K) and green unfilled 
diamonds (100 K)) 
The compositional weighting method is labeled as BAC since it utilizes the values ES, CVB, EO, 
CCB, determined through the absorption fittings described earlier.  The bandgaps found in this work 
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are plotted alongside the experimental data found in [44] labeled as open black squares. It can be 
noted that in the dilute S region, the bandgaps reported in [44] deviate from the calculated BAC 
bandgap and the absorption fitting bandgaps.  This indicates that using the standard method to 
determine the bandgap from the extrapolation of α2 leads to significant error due to the non-
parabolic dispersion of the S-derived at dilute S contents.  In the middle region it is assumed that 
at higher sulfur content the S-derived band becomes more delocalized thus becoming more 
parabolic, making the standard method (α2) valid in this region. There is good agreement between 
the BAC, α2, and the values reported in [44]. 
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Figure 3.14: (a) Calculated conduction band and valence band edges. (b) Composition dependence 
of the bandgap of ZnO1-xSx alloys. BAC line was determined by subtracting the calculated valence 
band edge from the calculated conduction band edge shown in (a). The experimental bandgaps 
found using the absorption fittings are plotted alongside the experimental data of Meyer et al [44]. 
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3.5 ZnO1-xSs as a Buffer Layer in CdTe Thin Film Solar 
Cells 
 
These ZnO1-xSx alloys are of interest as they offer a possibility to tune not only the bandgap 
but also more importantly the valence band and conduction band edges, specifically through 
alloying. In Fig. 3.14(a) the conduction-band edge of CdS is illustrated showing that it lies between 
the conduction-band edge of ZnO and ZnS. Therefore, with alloying, it is possible to align the 
conduction band edge of a ZnO1-xSx alloy to that of CdS. From the calculated valence-band and 
conduction-band edges in Fig. 3.14(a), we have determined that the composition of ZnO1-xSx for 
which its conduction-band edge aligns to that of CdS is x~0.75.  ZnO0.25S0.75 has a bandgap of 
~2.8eV, the larger bandgap of this alloy compared to CdS (2.4 eV) will allow more light to 
penetrate the absorber layer that can lead to an increase in efficiency as more light energy can be 
converted into electricity. Replacing CdS in thin film solar cells is of interest due to the toxicity of 
cadmium, since cadmium is one of the most toxic metals. Cadmium containing solar cells currently 
have stringent recycling procedures for this matter [29]. 
 
The goal of this section is to test the performance of CdTe thin film solar cells with a ZnO1-xSx 
buffer layer. I collaborated with the Ferekides group at the University of South Florida that focuses 
on studying and developing  thin film photovoltaic technologies. The group was interested in 
replacing the CdS layer in thin film PV technologies with a  ZnO1-xSx layer. A ZnO1-xSx sample 
with x~0.75 sulfur has a bandgap of  2.8 eV, and from the BAC model calculations its conduction 
band edge is aligned to that of CdS. The ZnO0.25S0.75  layer can potentially help make thin film 
solar cells more efficient due to the larger bandgap that will allow more light to reach the absorber 
layer underneath to generate more electricity and the proper band alignment that can aid in better 
charge transfer. 
 
Together we fabricated 8 Cadmium Telluride (CdTe) solar cells with 4 varying sulfur content 
ZnO1-xSx layers  to see how the fill factor, current-voltage (J-V)  characteristics and quantum 
efficiency  (QE) changed with varying sulfur composition. The CdTe solar cells were fabricated 
in the superstrate configuration, meaning that the substrate is transparent, typically glass and the 
active layers are deposited above. Therefore, during operation, light passes through the substrate 
down through the active layers (Figure 3.15). The cell configuration consisted of an EAGLE2000TM 
glass substrate, an indium tin oxide (ITO) layer, a ZnO1-xSx layer, the CdTe active layer, and copper 
doped graphite as a back contact.  
 
Table 3.1 lists the thickness and sulfur composition for the varying ZnOS layers. Two 
substrates were loaded at each condition  to yield 8 samples all together.  After depositing the 
ZnOS layers on the ITO coated EAGLE2000 TM glass substrate, the samples were sent to the 
Ferekides group to finish the processing steps and test the solar cells.  
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Table 3.1: List of sulfur content and thickness for the solar cells that were fabricated 
 
 
 
The short-circuit current (JSC) is the current that flows through the solar cell when the voltage 
across the solar cell is zero.  It is an important parameter as it represents the largest current that 
can be drawn from the solar cell. The JSC is dependent on the optical properties of the material, 
minority carrier lifetimes, the incident light intensity and spectrum.  The open circuit voltage is 
the maximum voltage in a solar cell and occurs when the net current is equal to zero. The VOC is 
dependent on the bandgap of the material, and is also limited by recombination.  The fill factor 
(FF) is a measure of the squareness of the J-V curve for solar cells (Figure 3.16).  Quantum 
efficiency (QE) is a measure of the ratio of the number of carriers collected by the solar cell to the 
Glass Subst
rate
  Front Cont
act
  ZnOS
  CdTe
   Back Cont
act
Light 
Figure 3.15: Superstrate configuration for the fabricated solar cells.  
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number of photons incident on the solar cell at a given energy. Therefore, if all the incident photons 
at a specific energy are absorbed and all of the carriers are collected, then the QE at that energy 
will be equal to 100%. The open-circuit voltage, short-circuit current, fill factor and quantum 
efficiency are key performance measurements for solar cells. Understanding the mechanisms that 
limit these measurements in real devices is critical to their optimization. 
 
 
Figure 3.16: Visual representation of a current-voltage curve for a solar cell. At zero voltage the 
current is equal to JSC. At zero current the voltage is equal to VOC. The FF is defined as the ratio 
of the maximum power of the cell over the product of VOC and JSC.   
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3.5.1 Cell with ZnO0.95S0.05 Buffer Layer  
 
Table 3.2: The Open Circuit Voltage (VOC), fill factor (FF) and short circuit current (JSC) results 
for a CdTe solar cell with a ZnO0.95S0.05 layer.  
 
 
 
      Figure 3.17: J-V (left) and Q.E. (right) results for solar cell with a ZnO0.95S0.05 layer. 
For the two CdTe cells with a  ZnO0.95S0.05 layer, the VOC, JSC, FF and QE were found to 
be similar indicating the stability and reproducibility of these layers (Table 3.2 and Figure 
3.17).  The reduction of QE can be attributed to reflection and recombination (surface, interface 
and low diffusion lengths).  
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3.5.2 Cell with ZnO0.82S0.18 Buffer Layer  
 
 
Table 3.3: The Open Circuit Voltage (VOC), fill factor (FF) and short circuit current (JSC) results 
for a CdTe solar cell with a ZnO0.82S0.18  layer with 18% sulfur.  
 
 
 
 
Figure 3.18: J-V (left) and Q.E. (right) results for solar cell with a ZnO0.82S0.18 layer.  
For the two CdTe cells with a  ZnO0.82S0.18   layer, the VOC, JSC, FF and QE were found to differ 
slightly indicating some variability in the cells with the ZnO0.82S0.18   layers (Table 3.3 and Figure 
3.18).  The reduction of QE can be attributed to reflection and recombination (surface, interface 
and low diffusion lengths).  
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3.5.3 Cell with ZnO0.25S0.75 Buffer Layer  
 
Table 3.4: The Open Circuit Voltage (VOC), fill factor (FF) and short circuit current (JSC) results 
for a CdTe solar cell with a ZnO0.25S0.75  layer. 
 
 
 
Figure 3.19: J-V (left) and Q.E. (right) results for solar cell with a ZnO0.25S0.75  layer. 
For the two CdTe cells with a  ZnO0.25S0.75  layer, the cell performance was found to be poor. 
In addition, the low VOC, JSC, FF values and poor QE indicate a stability issue with the ZnO0.25S0.75  
layers (Table 3.4 and Figure 3.19). The degraded QE can be attributed to reflection and 
recombination (surface, interface and low diffusion lengths).  It may be possible that inter diffusion 
between ZnO0.25S0.75 and CdTe has degraded the interface and thus causing poor cell performance.  
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3.5.4 Cell with ZnO0.05S0.90 Buffer Layer  
 
Table 3.5: The Open Circuit Voltage (VOC), fill factor (FF) and short circuit current (JSC) results 
for a CdTe solar cell with a ZnO0.05S0.90  layer. 
 
 
Figure 3.20: J-V (left) and Q.E. (right) results for solar cell with a ZnO0.05S0.90  layer. 
 
For the two CdTe cells with a  ZnO0.05S0.90  layer, the cell performance was found to be poor. 
In addition, the low VOC, JSC, FF values and poor QE indicate a stability issue with the ZnO0.05S0.90  
layers (Table 3.5 and Figure 3.20). The degraded QE can be attributed to reflection and 
recombination (surface, interface and low diffusion lengths).  It may be possible that inter diffusion 
between ZnO0.05S0.90  and CdTe has degraded the junction interface and thus causing poor cell 
performance.  
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3.5.5 Overall Cell Comparison  
 
 
Figure 3.21: Overall J-V (left) and Q.E.(right) results. Using the best cell from every condition.  
 
The cells with lower sulfur content layers (x=0.05 & x=0.18) had higher fill factors, open 
circuit voltages, short circuit currents, and better quantum efficiency than cells with higher sulfur 
content (x=0.75 & x=0.90) as shown in Figure 3.21. The trend that we obtained was opposite of 
what we were expecting. Films with x=0.75 and a bandgap of ~2.8 eV were calculated to have the 
CBE aligned to that of CdS with a bandgap of 2.4 eV. Films with a similar CBE to that of CdS 
were expected to be more efficient than films not matching the CBE of CdS. Similar band 
alignment to CdS and a larger bandgap was expected to allow more light to penetrate the absorber 
layer that can lead to an increase in efficiency as more light energy can be converted into 
electricity.  
 
The world record CdTe cell from First Solar has a Voc=0.8759 V, Jsc =30.25 mA/cm2 and 
FF=79.4%[58]. For the record CZTS cell,  Voc =0.7083 V, Jsc = 21.77 mA/cm2 and FF = 65.1 [58]. 
For the record CIGS cell, Voc=0.744 V, Jsc =38.77 mA/cm2 and FF=79.5% [58]. The solar cells in 
this work had significantly lower Voc, Jsc and FF values compared to the record CdTe, CZTS, and 
CIGS solar cells, and it is mainly due to non-optimized processing. A comparison of the cells in 
this work compared to the record CdTe, CZTS and GIGS is shown in Table 3.6. Despite the poor 
cell performance, these fabricated solar cells were a first step in integrating these materials into  
devices and have demonstrated that additional studies are needed to improve the overall device.  
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Table 3.6: Overall cell comparison of cells fabricated in this work compared to the record CdTe, 
CZTS and CIGS cells [58].  
 
Cell  VOC (mV) JSC (mA/cm2) FF (%) 
5% S 650 23.05 47% 
18% S 500 23.09 54% 
75% S 640 3.46 18.8% 
90% S 440 13.84 19.8% 
Record CdTe cell 875.9  30.25 79.4% 
Record CZTS cell 708.3  21.77 65.1% 
Record CIGS cell 744 38.77 79.5% 
 
 
In order to understand what caused the poor performance of the solar cells with high sulfur 
content ZnO1-xSx layers, it is important to study the junction interface, in this case the ZnO1-xSx 
and CdTe interface. This will be able to determine if the high processing temperature above 600°C 
caused sulfur inter diffusion between the ZnO1-xSx and the active layer. In addition, achieving n-
type conductivity of these layers can potentially improve the carrier transport properties and aid in 
cell performance. 
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Chapter 4  
 
4 Ga2(O,S)3 Material Synthesis 
 
Silicon-based technology continues to be the leader in power electronics, communications and 
digital signal processing devices [59], [60] [61]. However, silicon faces limitations, particularly 
with scalability for power applications [59]. Silicon technologies in use today are already scaled 
close to the maximum operating voltages [61] that are limited by the maximum critical electric 
field strength.  There has been a great deal of focus on wide bandgap semiconductors, especially 
SiC and GaN [62]-[66], leading to enormous progress in power switching and/or power amplifier 
applications. Further progress in this area requires new materials for devices that operate at higher 
voltages and higher energy density such as electrified vehicles [62]. The ultra-wide bandgap 
semiconductors such as diamond, high Al content AlGaN and Ga2O3 have shown promising device 
performance; yet, many challenges exist, including growth maturity, thermal management, cost, 
and reliability [62], [63], [67].  
 
Gallium oxide is a material of great interest due to its large bandgap (4.8-5.0 eV) [3], [6], [7], 
[10]-[12] ideal for wide-band-gap optoelectronics, semiconducting lasers, and high-power 
electronics [62], [66] [68], [69]. Specifically, it will allow power electronic devices to be smaller, 
faster, more reliable and efficient than current silicon-based counterparts [61]. Baliga’s figure of 
merit (BFOM), commonly used to compare materials for power semiconductor devices, is 
proportional to the cube of the breakdown field yet only linearly proportional to the electron 
mobility and dielectric constant [70], [71]. b-Ga2O3 has a high breakdown field estimated to be ~8 
MV/cm, close to three times larger than those of 4H-SiC and GaN [59], [61], [62], [71], leading 
to a much higher BFOM.  
 
Several techniques such as MOCVD [72]-[74], PLD [75]-[78] and MBE [71], [79]-[83] have 
been used for the epitaxial growth of Ga2O3-based materials on various substrates. In addition, the 
ability to obtain high quality bulk substrates from floating zone (FZ) and edge-defined film-fed 
growth (EFG) methods offer a potential for scalable, cost effective Ga2O3 technology which could 
compete with other high-power materials such as SiC, GaN and diamond [61], [62], [64], [13], 
[26].   
Despite this promise of Ga2O3 as a wide band gap semiconductor, it lacks p-type 
conductivity necessary for most electronic device applications [84], [85]. Bandgap engineering by 
alloying may be a route to overcome this challenge. Previous alloying studies have been focused 
on alloying Ga2O3 with Al2O3 and In2O3. The alloying of Ga2O3 with Al2O3 has been shown to 
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increase the bandgap and has potential to be used in high-sensitive wavelength tunable 
photodetectors [86] and in addition further enhance the breakdown voltage [87]. Alloying Ga2O3 
with In2O3 enables tuning of the bandgap to lower energies mainly attributed to shifts in the 
conduction band edge [88] also making them advantageous for solar blind photodetectors with 
tunable absorption edges [89].  The ability to form heterostructures and alloys greatly increase the 
range of potential applications for Ga2O3-based technologies; hence we report the alloying of 
Ga2O3 with Ga2S3. Alloying Ga2O3 with isolectronic anions are expected to have a drastic change 
in the electronic band structure analogous to various HMA such as GaN1-xAsx   
 
This chapter is focused on the growth of stoichiometric Gallium Oxide (Ga2O3) and Gallium 
Oxide Sulfide (Ga2(O,S)3) thin films by PLD. Section 4.1 focuses on the growth of Ga2O3 by 
PLD. Section 4.2 focuses on the growth of Ga2(O,S)3 alloys. Section 4.3 combines the results of 
the optical characterization with the band anticrossing model to explain the reduction in bandgap 
for the Ga2(O1-xSx)3 alloys. To the author’s knowledge, this is the first report on the growth and 
characterization of Ga2(O1-xSx)3 alloys. 
 
 
4.1 Growth of 𝜷-Ga2O3 
 
The growth of b-Ga2O3 was first achieved before the growth of Ga2(O1-xSx)3 alloys. The films 
were targeted to grow stoichiometrically. This was accomplished with a background O2 pressure 
of 7.4x10-4 Torr and a substrate to target distance of 20 mm. After obtaining stoichiometric films, 
the substrate temperature was varied to understand the effect of temperature on the crystallinity of 
the Ga2O3 films. Normal θ–2θ X-ray diffraction on three samples with varying substrate 
temperatures are shown in Figure 4.1.  Consistent with previous reports [68] [73] the films were 
found to be (-2 0 1) oriented for growth with a substrate temperature of 650 °C  with (-2 0 1) 
(2θ=18.9°), (-4 0 2) (2θ=38.3°) and (-6 0 3) (2θ=59°) . The film grown at 600 °C  had an additional 
peak at (400) (2θ=30.45°), the structure of this film can be presumed to be polycrystalline with 
multi-orientations.  These particular films were found to be insulating with a bandgap ~5 eV found 
by extrapolating a2 to zero.  
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Figure 4.1: θ–2θ X-ray diffraction of Ga2O3 films grown at different substrate temperatures. 
Films at 650C were shown to be (-2 0 1) b-Ga2O3 films. All unlabeled peaks correspond to 
sapphire.
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4.2 Growth of Ga2(O,S)3 
 
The Ga2(O1-xSx)3 thin films were deposited on double-side polished, c-plane sapphire 
substrates by PLD using a KrF laser ( l = 248 nm) with a 20 ns laser pulse duration and a laser 
spot size of 6 mm2 . The laser fluence used in this work was fixed at 2.3 J/cm2 with a laser repetition 
rate of 1 Hz. Three Ga2(O1-xSx)3 PLD targets composed with varying S content were used in this 
study: x=0, 0.1, 0.4 and 0.5. The films were grown at various temperatures ranging from 450°C to 
650 °C with a background gas environment of vacuum, O2 and Ar. The film thickness and alloy 
composition were measured by RBS using a 3 MeV He2+ ion beam.  The Ga2(O,S)3 alloys have 
been determined to be amorphous through XRD and TEM measurements. The absorption 
coefficient of the Ga2(O1-xSx)3  films was obtained from transmission and reflection measurements 
taken in the spectral range of 250 to 2500 nm. The bandgaps of the dilute-sulfur samples were 
determined by fitting the absorption coefficient spectra using a modified valence band anticrossing 
(BAC) model [12]-[15].  
After achieving the growth of crystalline b-Ga2O3 films, the growth was focused on Ga2(O1-
xSx)3 alloys. Cold-pressed powder targets with varying compositions of Ga2O3 and Ga2S3 were 
used. One major challenge of growing Ga2(O1-xSx)3 alloys was achieving stoichiometric films.  The 
initial growths were found to be Ga-rich presumably due to sulfur high vapor pressure (i.e., low 
sticking coefficient) at temperatures above 600 °C [90] and this effect can be seen in Figure 4.2. 
Targets with an additional 7 at% of S led to stoichiometric Ga2(O1-xSx)3 films with sulfur ratios, 
[S]/([S]+[O]) from 0.013-0.35 measured through RBS and grown at various temperatures ranging 
from 450°C to 650 °C. In Figure 4.3, the ([S]+[O])/[Ga] ratio is shown to be close to 1.5  indicating 
that these films are stoichiometric.   
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Figure 4.3: Shows the ([S]+[O])/[Ga] ratio is close to 1.5 indicating stoichiometric films. S, O and 
Ga quantities determined by RBS. 
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Figure 4.2: The sulfur ratio of films grown at varying substrate temperatures. As the substrate 
temperature increases the sulfur ratio decreases due to outgassing.   
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All Ga2(O1-xSx)3 films with x>0 were found to be amorphous via XRD. The θ–2θ X-ray 
diffraction pattern of a (-2 0 1) b-Ga2O3 film is shown in Figure 4.4 alongside two Ga2(O1-xSx)3 
films shown to be amorphous via XRD. Figure 4.5(a) shows a HR-TEM image of a Ga2(O1-xSx)3 
film with x= 0.013 and a thickness of 65 nm with the chromium (Cr) layer, Ga2(O1-xSx)3 film and 
sapphire substrate indicated in the image. The image was taken with a TEAM microscope with 
single atom sensitivity. Figure 4.5(b) presents a fast Fourier transform (FFT)  that is a diffused 
ring pattern of the Ga2(O1-xSx)3 layer indicating that the film is amorphous.  The red arrows indicate 
dots in the FFT that are from adjacent crystalline layers. Additional shapes in the FFT are from 
residual aberration parameters.  
 
 
 
Figure 4.4: θ–2θ X-ray diffraction patterns of a (-2 0 1) b-Ga2O3 film compared to two Ga2(O1-
xSx)3 films shown to be amorphous via XRD.  
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The absorption spectra for samples with sulfur x<0.35 films are shown in Figure 4.6.  Despite 
the amorphous structure all the samples show very well-defined optical absorption edges that shift 
abruptly to lower energies upon S incorporation.  This is similar to the amorphous HMA GaNAs 
system where replacement of N with As atoms results in a rapid reduction of the optical bandgap 
[10], [11].  The shift of the bandgap is especially rapid at low S content; as is seen in Fig. 4.6, 
replacing O with only 1 % S reduces the absorption energy by almost 1 eV indicating that, similarly 
to the GaNAs alloy system, the band structure of Ga2(O1-xSx)3 alloys is determined by the 
anticrossing interaction between localized S level and the bands of the Ga2O3 host matrix [10], 
[11].   
 
 
 
FFT
Al2O3
Cr
Ga2(O1-xSx)3
 FFT
 
Figure 4.5: a) HR-TEM image of a Ga2(O1-xSx)3 film with x= 0.013 and a thickness of 65 nm. 
Three layers are indicated in the image. b) Fast Fourier Transform (FFT) that shows a diffused 
ring pattern of the Ga2(O1-xSx)3 layer indicating that film is indeed amorphous. The red lines 
indicate dots in the FFT that are from adjacent crystalline layers.  
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Figure 4.6: Absorption coefficient for various Ga2(O1-xSx)3 with x<0.35. 
 
4.3 Band Anticrossing in Ga2(O1-xSx)3  
 
In the BAC model, the substitution of O with less electronegative S introduces a localized 
level above the valence band edge of Ga2O3 host.  The interaction of the localized S level with the 
extended valence-band states of Ga2O3 results in a splitting of the valence band into two subbands 
(E+and E-).  At the dilute sulfur compositions, the valence BAC (VBAC) effect produces a narrow, 
non-parabolic S-derived band with the total number of states dependent on the S content.  In a 
simplified version of the VBAC model the dispersion relations for the E+(k) and E-(k)  subbands 
are given by  Equation 1.4. Here	𝐸:  refers to the S localized level, 𝐸¢(𝑘) corresponds to the 
dispersion relation of the band that is undergoing an anticrossing effect (i.e. valence band of 
Ga2O3), CS is the coupling parameter which represents the coupling strength between the localized 
and delocalized states, and 𝑥 is the S ratio.  
 
As mentioned previously, the valence BAC effect occurs when S substitutes O in the Ga2O3 
matrix. Previously reported deviations of the BAC fit in the midrange region were primarily due 
to the assumption of constant coupling parameters in the BAC calculations [15]. Here, we adopt a 
modified BAC model that uses composition dependent coupling parameters in which composition 
dependence is included within the virtual crystal approximation. The modified BAC model 
improved the fitting of experimental data in the mid-range region for the GaN1-xSbx and ZnO1-xTex  
systems [15], [17].     
 
 
2 3 4 5 6
Energy (eV)
0
0.5
1
1.5
2
2.5
3
Ab
so
rp
tio
n 
 (c
m-
1 )
105
Ga2O3
x=0.01
x=0.07
x=0.21
x=0.3
x=0.32
x=0.35
62 
 
The VB and CB matrix band edges (i.e. wavevector k = 0), and effective masses are given by 
the linear interpolation between the end point compounds:  																																																					𝐸¢ = (1 − 𝑥)𝐸¢,WXY + 𝑥𝐸¢,WXZ                                                    ( 4.1 ) 
 																																																					𝐸 = (1 − 𝑥)𝐸,WXY + 𝑥𝐸,WXZ                                                   ( 4.2 ) 
 where 𝐸¢,WXY and 𝐸¢,WXZ are the VBEs, and 𝐸,WXY and 𝐸,WXZ are the CBE of ZnO and ZnS 
respectively. The effective masses are similarly written:  																																																								𝑚Q∗ = (1 − 𝑥)𝑚Q,WXY∗ + 𝑥𝑚Q,WXZ∗                                                       ( 4.3 ) 
 																																																							𝑚b∗ = (1 − 𝑥)𝑚b,WXY∗ + 𝑥𝑚b,WXZ∗                                                     ( 4.4 ) 
where 𝑚Q∗  and 𝑚b∗  are the effective mass of holes and electrons respectively. Also the 
composition dependencies of the coupling parameter for Ga2(O1-xSx)3 is given by:  																																																															𝐶Z(𝑥) = (1 − 𝑥)𝐶Zf                                                            ( 4.5 ) 
where 𝐶Zf is the coupling constant determined in the dilute S composition limits [126][101].  
This study has been intentionally limited to amorphous stoichiometric films which show  
relatively sharp and well-defined absorption edges. This can be understood in terms of the highly 
localized nature of the potentials responsible for the BAC interaction. Thus, as long as the 
coordination number of the O (S) site remains constant the energy levels of the localized states 
and their contribution to the anticrossing interaction are well defined. In contrast, for non-
stoichiometric films, we found them to have absorption at much lower energies. We attribute this 
low energy absorption to possible variations in the coordination number of  O (S) sites and thus 
also to a spread in the energy and the strength of the BAC interaction.   
Since this work is focused on Ga2(O1-xSx)3 films with x<0.35, we adopt the simplified version 
of the valence BAC [24].  We take into consideration optical transitions from the various valence 
subbands to the conduction band. We also include optical transitions from the spin-orbit split S 
band to the conduction band with a spin-orbit splitting energy of 0.06 eV [91].  
The calculated absorption  for a Ga2(O1-xSx)3 alloy film consists of four optical transitions:  
1. From S derived band (𝐸¢R) to matrix-like conduction band (𝐸).  
2. From S spin orbital band (𝐸ZYR ) to matrix-like conduction band (𝐸).   
3. From S spin orbital band (𝐸ZYq ) to matrix-like conduction band (𝐸).    
4. From matrix-like valence band (𝐸¢q)  to matrix-like conduction band (𝐸).    
The optical joint density of states (JDOS) were convolved with a Gaussian function at each wave 
vector k, an approach used in [15], [16], [18], [24] to account for the broadening in the bands. The 
calculated absorption coefficient includes all four transitions and is denoted by: 
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																														𝛼(ħ𝜔) = 𝛼f A@O 𝑔R(ħ𝜔) + ?O 𝑔R, (ħ𝜔) + ?O 𝑔q, (ħ𝜔) + @O 𝑔q(ħ𝜔)D.                 ( 4.6 ) 
The coupling parameter 𝐶Zf and ES were found by fitting the measured absorption coefficient 
with the BAC calculations. The best-fit broadening parameters were found by minimizing the root-
mean-square error between the experimental absorption curve and the calculated absorption. The 
broadening parameters (∆¢R, 	∆¢q, ∆ZYR , 	∆ZYq 	) ranged from 0.01 eV to 0.6 eV. 
Figure 4.7(a) shows the experimental result and the fitting of the absorption coefficient 
using the VBAC for the film with x=0.067 sulfur ratio whereas Figure 4.7(b) shows the 
contributions of different optical transitions to the total absorption. These fittings were done for 
all the dilute-S samples, and it was possible to extract the energy of the S level, ES, at 1 eV above 
the valence-band edge of Ga2O3 and 𝐶Zf	of 1.6 eV. The location of the sulfur energy level is 
consistent with previous reports on ZnO1-xSx where the S level was found to be at 0.3 eV above 
the ZnO valence-band edge [18]. This translates to the S level being about 1.0 eV above the 
valence-band edge of Ga2O3 [92]as illustrated in Figure 4.8. Using the values of the coupling 
parameter and the S level energy, we calculate the band structure (Fig. 4.9) and determine the 
bandgap of the Ga2(O1-xSx)3 alloys given by the energy separation between the maximum of the 
E+ subband and the conduction band minimum. The BAC calculations show that the reduction in 
the bandgap of O-rich Ga2(O1-xSx)3 films is mainly due to the upward movement of the highest 
valence-band edge.   
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Figure 4.7: (a) Measured and calculated absorption coefficient for Ga2(O1-xSx)3  with x=0.067.  The 
calculations were performed using the VBAC model. (b) Contributions of different optical 
transitions to the total calculated absorption coefficient (dashed line) using the VBAC. The sulfur 
level is located 1 eV above the Ga2O3 valence band and the coupling parameter, CS(x=0), is 1.8 
eV. 
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Figure 4.8: Band edges of ZnO, ZnS, Ga2O3 [92]and Ga2S3 [93]relative to vacuum with the 
sulfur level found to be consistent with previous ZnO1-xSx work [18].  
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Using the values of ES, and CS obtained in this work we also calculated the dependence of the 
conduction band and valence band edges of the O-rich Ga2(O1-xSx)3 films with x<0.51. These 
calculations were performed using the compositional weighting method proposed in [11], [12], 
[15]-[18], [24]. In Fig. 4.10(a), the bandgaps calculated from the absorption fitting using valence 
BAC for samples with sulfur x< 0.35 are shown as blue unfilled circles. The compositional 
weighting method is labeled as BAC since it utilizes the values ES, and CS determined through the 
absorption fittings described earlier. It is seen in Fig. 4.10(a) that the BAC model provides a very 
good description of the composition dependence of the bandgap of the alloy including an initial 
abrupt reduction. Figure 4.10(b) shows the dependence of the conduction band edge and valence 
band edge as a function of sulfur ratio. As the sulfur ratio increases the reduction in bandgap  is 
shown to be due to an upward shift of the upper valence band.   
 
 
 
Figure 4.9: (a) Calculated BAC electronic band structure of a Ga2(O1-xSx)3 film with x=0.067 sulfur 
ratio. It shows the various valence bands that resulted from the interaction of the S states with the 
matrix valence band. (b) The (a) zoomed in to illustrate the details of valence band structure.   
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The amphoteric defect model has been used to predict maximum free carrier concentration 
attained through doping [94]. Additionally, the model relates the location of the band edges relative 
to the Fermi-level stabilization (EFS~4.9eV below vacuum level) to the doping concentration and 
type [95]. In the case of Ga2O3 , the conduction band edge lies very close to EFS while the valence 
band edge is far below EFS, indicating the ease of n-type doping and difficulty in p-type doping 
respectively. Therefore the ability to shift the valence band edge towards EFS may enable p-type 
doping in Ga2O3-based technologies.  
 
Figure 4.10: Composition dependence of the bandgap of Ga2(O1-xSx)3 alloys. BAC bandgap was 
determined by subtracting the calculated valence band edge from the calculated conduction band 
edge shown in (b).    
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Ga2(O1-xSx)3 stoichiometric amorphous films were synthesized with x≤0.35 using PLD. 
All deposited films, even with very small S content, were found to be amorphous. Despite being 
amorphous, these alloys Ga2(O1-xSx)3 show relatively sharp absorption edges that could be tuned 
from 5 eV down to 3 eV by changing S content in the range 0≤x≤0.35. The absorption properties 
of the alloy are well explained by the band anticrossing model. Fitting the absorption coefficient 
of this alloy system yields the coupling parameters and the location of the localized level of S 
relative to the valence-band edge of the Ga2O3 host matrix. The results show that replacing a small 
amount of O with S produces a large upward shift of the valence-band edge. The effect could be 
used to control band offsets of this alloy with other oxides.   
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Chapter 5 
 
5 Conclusion and Future Work 
 
 
5.1 ZnO1-xS Conclusions 
 
ZnOxS1-x films were synthesized over the whole composition range using radio frequency 
magnetron sputtering and PLD. ZnO and ZnS are miscible and alloys from them are likely 
isocrystalline (wurtzite) for all compositions. The bandgap of ZnO1-xSx was tuned from 3.7 eV 
down to 2.6 eV, and the band anticrossing model explains these optical results. Fitting the 
absorption coefficient of this system, the coupling parameters and the S localized level within the 
ZnO bandgap were found. These values were used to predict the energies of the conduction-band 
and the valence-band edges relative to the vacuum level. The ZnO1-xSx sample with x~0.75 sulfur 
has a band gap of 2.8 eV, and from model calculations its conduction band edge is aligned to that 
of cadmium sulfide (CdS)-a material used as the buffer/n-type layer in thin film solar cells with a 
bandgap of 2.4 eV. The x=0.75 sulfur ZnO1-xSx layer can help make thin film solar cells more 
efficient due to the larger bandgap that will allow more light to reach the absorber layer underneath 
to generate more electricity and the proper band alignment that can aid in better charge transfer.  
 
 
5.1.1 Future Work  
 
Before these films can be used in a device, the film properties have to be fully understood 
throughout the entire composition range. Since the band edges are important for implementing 
semiconducting materials in devices, it is vital to experimentally determine the valence-band and 
conduction-band edges through techniques such X-ray absorption spectroscopy (XAS) and X-ray 
emission spectroscopy (XES).  This will also experimentally validate the valence-band and 
conduction-band edges calculated with the BAC model.  
 
The films deposited were all highly resistive; therefore, achieving n-type doping of these alloys 
will aid in understanding how to modify the electrical properties of ZnO1-xSx alloys through either 
material synthesis (adding dopants during the growth) or post-processing methods (e.g. 
implantation, annealing). This will also aid in creating alternative indium-free transparent 
conducting oxides to reduce costs in several optoelectronic devices.  
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In order to understand what caused the poor performance of the solar cells with high sulfur 
content ZnO1-xSx layers, it is important to study the junction interface, in this case the ZnO1-xSx 
and CdTe interface. This will be able to determine if the high processing temperature above 600°C 
caused sulfur inter diffusion between the ZnO1-xSx layer and the absorber layer.  
 
 
5.2 Ga(O,S)3  Conclusions 
 
Ga2(OxS1-x)3 stoichiometric amorphous films were synthesized with x≤0.35 using PLD. 
All deposited films, even with very small S content, were found to be amorphous. Despite being 
amorphous, these alloys Ga2(OxS1-x)3 show relatively sharp absorption edges that could be tuned 
from 5 eV down to 3 eV by changing S content in the range 0≤x≤0.35. The absorption properties 
of the alloy are well explained by the band anticrossing model. Fitting the absorption coefficient 
of this alloy system yields the coupling parameters and the location of the localized level of S 
relative to the valence-band edge of the Ga2O3 host matrix. The results show that replacing a small 
amount of O with S produces a large upward shift of the valence-band edge. The effect could be 
used to control band offsets of this alloy with other oxides.   
 
5.2.1 Future Work 
 
One method that can address the challenge of synthesizing crystalline Ga2(O,S)3 films is 
by utilizing a buffer layer of crystalline b-Ga2O3 to minimize the lattice mismatch between the 
substrate and Ga2(O,S)3 film which will encourage the formation of a crystalline film. XRD, 
S/TEM (scanning TEM and TEM) techniques are vital for studying the film microstructure such 
as crystallinity, growth orientation and defects. Energy dispersive spectroscopy (EDS) and electron 
energy loss spectroscopy (EELS) commonly found in S/TEM systems provide the ability to 
examine the local chemical composition to determine if the alloys are homogeneous.  
 
The Ga2(O,S)3 films were highly insulating, therefore, studying the role of defects and doping 
of these alloys to enable high electrical conductivity is of importance to be able to utilize them in 
devices.  Pure Ga2O3 can be doped n-type with Si and Sn; therefore, attempting to introduce 
dopants through materials synthesis and post-processing methods (e.g. rapid thermal annealing, 
annealing) will be of importance.  
 
Using a similar approach to explore band structure engineering in other oxide materials such 
as alloys of gallium oxide with other group VI (Se and Te) elements to form Ga2(O,VI)3 alloys 
would be very interesting as there is few if any literature regarding these alloys. Therefore, being 
able to investigate the fundamental materials properties of these alloys will determine if these 
materials can find useful applications.  In addition, quaternary alloys of gallium oxide with Al2O3 
and In2O3 to form (Ga,Al)2(O,VI)3  and (Ga,In)2(O,VI)3 alloys will allow the ability control both 
conduction-band and valence-band edges simultaneously. Being able to tune the conduction band 
and valence band edges is ideal for designing new device concepts with these materials.   
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5.3 Overall Conclusions 
 
In both ZnO and Ga2O3 the introduction of S causes an abrupt reduction in the optical bandgap 
which has been attributed to an upward shift of the valence band. In both cases, the BAC model 
works in similar fashion despite the different crystallographic structure. All ZnOxS1-x were found 
to be miscible and crystalline throughout the entire composition. On the other hand, all Ga2(OxS1-
x)3 films (with the exception of b-Ga2O3 ) were found to be amorphous. Despite the amorphous 
nature, stoichiometric Ga2(OxS1-x)3 films show relatively sharp absorption edges. Applying the 
band anticrossing model to both systems resulted in a sulfur level located at ~ -7.8 eV with respect 
to vacuum (~0.3 eV above the VB of ZnO and ~1 eV above the VB of Ga2O3).  
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Appendix A 
 
A.1 Band Offsets of Various Semiconductors  
The band offsets of various semiconductors compiled from various references [96]-[99], are shown 
in Figure A.1. The position of cation d donor and acceptor levels is included from Vesely and 
Langer [98].  
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Figure A.2: Band offsets of various semiconductors along with the position of cation d levels. 
Compiled from Refs. [96]-[99]. 
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