In the paper, the quasidifferentiable vector optimization problem with the inequality constraints is considered. The Fritz John-type necessary optimality conditions and the Karush-Kuhn-Tucker-type necessary optimality conditions for a weak Pareto solution are derived for such a nonsmooth vector optimization problem. Further, the concept of an F-convex function with respect to a convex compact set is introduced. Then, the sufficient optimality conditions for a (weak) Pareto optimality of a feasible solution are established for the considered nonsmooth multiobjective optimization problem under assumptions that the involved functions are quasidifferentiable F-convex with respect to convex compact sets which are equal to Minkowski sum of their subdifferentials and superdifferentials at this point.
Introduction
Vector optimization problems, also known as multiobjective programming problems, have been applied in various fields of science, where optimal decisions need to be B T. Antczak antczak@math.uni.lodz.pl 1 Faculty of Mathematics and Computer Science, University of Łódź, Banacha 22, Poland In the paper, we consider a quasidifferentiable multiobjective optimization problem with inequality constraints. The main object of this paper is, therefore, to establish the Fritz John-type necessary optimality conditions and the Karush-Kuhn-Tuckertype necessary optimality conditions for a weak Pareto solution for such a nonsmooth vector optimization problem. Further, we introduce in the paper the definition of an F-convex function with respect to a convex compact set. Then, we prove sufficient optimality conditions for (weak) Pareto optimality of a feasible solution in the considered nonsmooth multiobjective optimization problem under assumptions that the involving functions are quasidifferentiable F-convex with respect to convex compact sets which are equal to the Minkowski sum of their subdifferentials and superdifferentials at this point.
The paper is organized as follows. Next section is devoted to recall some basic definitions related to the quasidifferential calculus. We recall the definition of a scalar quasidifferentiable function and its fundamental properties. Then, we extend this concept to the vectorial case. In Sect. 3, we formulate the quasidifferentiable multiobjective optimization problem that we deal with throughout this paper. The Fritz John-type necessary optimality conditions for a weak Pareto solution are proved for a feasible point in the considered nonsmooth vector optimization problem with quasidifferentiable functions. Under the constraint qualification (see, Kuntz and Scholtes [20] , Luderer and Rösiger [26] ), the Karush-Kuhn-Tucker-type necessary optimality conditions for a weak Pareto optimal solution are also established for such nondifferentiable vector optimization problems. In Sect. 4, we introduce the definition of an F-convex function at a point with respect to a nonempty, convex and compact set. Further, the sufficient optimality conditions for (weak) Pareto optimality of a feasible point are proved under assumptions that the functions constituting the considered nonsmooth multiobjective optimization problem are quasidifferentiable F-convex with respect to convex compact sets which are equal to the Minkowski sum of their subdifferentials and superdifferentials at this point. This result established in the paper is illustrated by an example of a nonconvex quasidifferentiable vector optimization problem with F-convex functions with respect to such convex compact sets.
Preliminaries
The following convention for equalities and inequalities will be used throughout the paper.
For any x = (x 1 , x 2 , . . . , x n ) T , y = (y 1 , y 2 , . . . , y n ) T , we define: We say that a mapping f : IR n → IR is directionally differentiable at u ∈ IR n in the direction d ∈ IR n iff, the limit
We say that f is directionally differentiable or semi-differentiable at u, iff its directional derivative f (u; d) exists finite for all d ∈ IR n . A vector-valued function f : IR n → IR k is said to be directionally differentiable at u ∈ IR n in the direction d ∈ IR n iff its each component f i , i = 1, . . ., k, is directionally differentiable at u in the direction d ∈ IR n . Definition 2.1 [18] A real-valued function f : IR n → IR is said to be quasidifferentiable at u ∈ IR n iff f is directionally differentiable and there exists an ordered pair of convex compact sets
where ∂ f (u) and ∂ f (u) are called subdifferential and superdifferential of f at u, respectively. Further, the ordered pair of sets
Let us note that the pair of sets, constituting the quasidifferential to a function f at a certain point u,
is a quasidifferential of f at u, then, for any compact set V , the ordered pair of sets
is also its quasidifferential.
Definition 2.2 It is said that a vector-valued function
f := ( f 1 , . . ., f k ) : IR n → IR k is quasidifferentiable at u ∈ IR n iff each its component f i , i = 1, . . ., k, is a quasidifferentiable function at u, with its quasidifferential D f i (u) = [∂ f i (u), ∂ f i (u)] at u.
Necessary Optimality Conditions
In the paper, consider the following nonsmooth vector optimization problem:
are quasidifferentiable functions on IR n . We call (VOP) a quasidifferentiable vector optimization problem. We will write f := ( f 1 , . . . , f k ) : IR n → IR k and g := (g 1 , . . . , g m ) : IR n → IR m for convenience.
For the purpose of simplifying our presentation, we will introduce some notations, which will be used frequently throughout this paper.
Let Ω := {x ∈ IR n : g j (x) 0, j ∈ J } be the set of all feasible solutions in problem (VOP). Further, we denote by J (x) the set of inequality constraint indexes that are active at pointx ∈ Ω, that is,
The solution concept of a vector optimization problem is referred in the literature as efficient solution, or Pareto solution (also weakly efficient solution, or weak Pareto solution).
Definition 3.1 (i) A feasible pointx is said to be a Pareto solution (efficient solution)
in problem (VOP) if and only if there exists no x ∈ Ω such that
(ii) A feasible pointx is said to be a weak Pareto solution (weakly efficient solution, weak minimum) in problem (VOP) if and only if there exists no x ∈ Ω such that
In order to prove the Fritz John-type necessary optimality conditions for the considered quasidifferentiable vector optimization problem (VOP), we use the ε-constraint method introduced by Haimes et al. [31] (see also Chankong and Haimes [32] , Miettinen [13] ).
In this method, one of the objective functions of the vector optimization problem is selected to be optimized and all other objective functions are covered into constraints by setting an upper bound to each of them. Hence, for problem (VOP), the associated scalar optimization problem to be solved is now of the form:
Theorem 3.1 [13] x ∈ Ω is a Pareto solution in the considered (VOP) if and only if it is an optimal solution of the ε-constraint optimization problem (P r ) ε for every r = 1, . . ., k, where ε i = f i (x) for all i ∈ I, i = r.
Taking into account the above theorem, we denote the above problem by (P r (x)) and re-write it in the following way:
We now prove the Fritz John-type necessary optimality conditions for the considered quasidifferentiable (VOP). 
Proof Assume thatx ∈ Ω is a weak Pareto solution of (VOP). Then, by Theorem 3.1, it follows thatx is a minimizer in the scalar optimization problem (P r (x)) for each r = 1, . . ., k. Sincex is an optimal solution in the quasidifferentiable scalar optimization problem (P r (x)), by Proposition 2.1 (Gao [25] ), it follows that, for any
whereλ
Note that (2) follows directly from (5), whereas (6) and (7) are the conditions (3) and (4), respectively. This completes the proof of this theorem.
In order to prove the following Karush-Kuhn-Tucker-type necessary optimality conditions for the considered quasidifferentiable multiobjective optimization problem, we need some suitable constraint qualification. We use the constraint qualification given by Luderer and Rösiger [26] for quasidifferentiable optimization problems and analyzed by Kuntz and Scholtes [20] for such nonsmooth extremum problems.
The constraint qualification (CQ) It is said that the constraint qualification (CQ) is fulfilled for the considered quasidifferentiable (VOP) atx if there exists d ∈ IR n such that max
In Kuntz and Scholtes [20] , this constraint qualification is stated in terms of quasidifferentials as follows: It is said that the constraint qualification (CQ) is fulfilled
Theorem 3.3 (Karush-Kuhn-Tucker-type necessary optimality conditions) Letx ∈ Ω be a weak Pareto solution for the considered (VOP). Further, assume that
If the constraint qualification (CQ) is satisfied at x for (VOP), then, for any sets of
Proof By assumption,x ∈ Ω is a weak Pareto solution for the considered quasidifferentiable (VOP). Hence, the Fritz John-type necessary optimality conditions (2)-(4) for (VOP) are fulfilled atx. In order to prove this theorem, therefore, it is needed to show thatλ(z) = 0 for all z. We proceed by contradiction. Suppose, contrary to the result, that there exists z * such thatλ(z * ) = 0. In other words, there exist v * j ∈ ∂ g j (x), j ∈ J, such that, by the Fritz John-type necessary optimality condition (2), we have
By the Fritz John-type necessary optimality condition (4), it follows thatμ(z * ) ≥ 0.
Hence, this implies that
Thus, dividing (13) by m t=1μ t (z * ), we get
Let us denote
Hence, by (16) , it follows that 0 α j (z * ) 1, and, moreover, j∈J (x) α j (z * ) = 1. Thus, (15) and (16) yield
By the definition of a convex hull of a set, (16) and (17) imply that the following relation
holds. Since the constraint qualification (CQ) is satisfied atx for problem (VOP), by (9) , it follows that (19) implies that the following relation
holds, contradicting (18) . This means thatλ(z) = 0 for any choice of z and completes the proof of this theorem.
Sufficient Optimality Conditions
In this section, we prove the sufficiency of the Karush-Kuhn-Tucker necessary optimality conditions introduced in the previous section. In order to do this, we introduce the definition of an F-convex function with respect to a convex compact set. Then, we establish the sufficient optimality conditions for a (weak) Pareto optimality of a feasible solution in the considered quasidifferentiable vector optimization problem under assumption that the involved functions are F-convex with respect to convex compact sets which are equal to the Minkowski sum of their subdifferentials and superdifferentials at this point.
By (ii), clearly,
In recent years, the concept of convexity has been generalized in many directions and it has potential and important applications in various fields. One of the significant generalizations of convex functions is the definition of an F-convex function, which was introduced by Hanson and Mond [33] for differentiable functions. Now, we introduce the definition of an F-convex function with respect to a convex and compact set.
Let u be a given arbitrary point of IR n and S f (u) be a nonempty, convex and compact subset of IR n . Further, let F : IR n × IR n × IR n →IR be a sublinear functional (with respect to the third component).
Definition 4.2
Let f : IR n → IR be a function defined on IR n . If there exists a functional F of the type described above such that the inequality
holds for all x ∈ IR n , then f is said to be an F-convex function at u on IR n with respect to the convex compact set S f (u).
If inequality (21) is strict for all x ∈ IR n , x = u, then f is said to be a strictly F-convex function at u on IR n with respect to the convex compact set S f (u).
If inequality (21) is satisfied at every u ∈ IR n , then f is said to be an F-convex function on IR n with respect to the convex compact set S f (u).
We will say that f is an F-convex function at u ∈ X on a nonempty subset X of IR n with respect to the convex compact set S f (u) if inequality (21) is fulfilled for all x ∈ X . Remark 4.2 Note that we have the special cases of the definition of an F-convex function with respect to a convex compact set. Namely, in the case when f : IR n → IR is a locally Lipschitz function at each u ∈ IR n and a set S f (u) is equal to the Clarke subdifferential [5] of f at u, then we obtain the definition of a locally Lipschitz F-convex function on IR n (see [1] ). In the case when f is differentiable at each u ∈ IR n and S f (u) = {∇ f (u)}, then Definition 4.2 reduces to the definition of a differentiable F-convex function (see [32] ). . Note that f is quasidifferentiable at u = 1. Indeed, by definition, we have that f (1; d) = max v∈∂ f (1) 
Then, by Definition 2.1, f is a quasidifferentiable function. Further, by Definition 4.2, it follows that it is a quasidifferentiable F-convex function at u = 1 on IR with respect to the convex compact set S f (u) which is equal to the Minkowski sum of its subdifferential and superdifferential at this point given above, that is, with respect to S f (1) = ∂ f (1) + ∂ f (1).
Remark 4.4
As it is mentioned above, for every quasidifferentiable function, its quasidifferential is not unique
(which is equal to the Minkowski sum of its subdifferential and superdifferential at this point defined in this example). However, it is not difficult to see that f is not a quasidifferentiable F-convex function at u = 1 with respect to the convex compact set
equal to the Minkowski sum of its subdifferential and superdifferential at this point, but other subdifferential and superdifferential at this point than its subdifferential and superdifferential considered in Example 4.2). Even from this example, the fact that the given function is quasidifferentiable F-convex at the given point with respect to the Minkowski sum of its subdifferential and superdifferential at this point does not mean that this function is also quasidifferentiable F-convex at this point with respect to the Minkowski sums of its other subdifferentials and superdifferentials at this point. Further, as it also follows from Definition 4.2, a quasidifferential of a given function with respect to which it is F-convex at the given point (more exactly, with respect to the Minkowski sum of its subdifferential and superdifferential at this point) should be given a priori, and moreover, F-convexity property with respect to the given convex compact set equal to the Minkowski sum of its subdifferential and superdifferential does not mean that this function has this property with respect to other convex compact sets equal to the Minkowski sums of its other subdifferentials and superdifferentials at this point. Now, we generalize Definition 4.2 to the vectorial case. = ( f 1 , . . ., f k ) : IR n → IR k be a vector-valued function and u be a given arbitrary point of IR n . Further, every S f i (u), i = 1, . . ., k, be a nonempty, convex and compact subset of IR n . If each component f i of f, i = 1, . . ., k satisfies inequality (21) with respect to S f i (u), then f i is said to be an F-convex function at u on IR n with respect to the convex compact set S f i (u), and moreover, f is said to be an F-convex function at u on IR n with respect to S f (u)
Now, for the considered quasidifferentiable (VOP), we prove the sufficient optimality conditions for a (weak Pareto) Pareto optimality of a feasible solutionx under the assumptions that the functions involved are quasidifferentiable F-convex with respect to convex compact sets which are equal to the Minkowski sum of their subdifferentials and superdifferentials at this point. 
Then,x is a weak Pareto solution in (VOP).
Proof Assume thatx ∈ Ω and the Karush-Kuhn-Tuker-type necessary optimality conditions (10)- (12) are satisfied atx with the quasidifferentials
This means that, for given sets of w i ∈ ∂ f i (x), i ∈ I , and v j ∈ ∂ g j (x), j ∈ J , there existλ(z) ∈ IR k and μ(z) ∈ IR m such that the conditions (10)-(12) are satisfied. Suppose, contrary to the result, thatx is not a weak Pareto solution in (VOP). Then, by Definition 3.1(ii), there existsx ∈ Ω such that
By assumption, each f i , i ∈ I , is a quasidifferentiable F-convex function atx on Ω with respect to
, is a quasidifferentiable F-convex function atx on Ω with respect to S g j (x) = ∂ g j (x) + ∂ g j (x). Hence, by Definition 4.2, the following inequalities
hold for all x ∈ Ω. Therefore, they are also fulfilled for x =x ∈ Ω. Hence, (23) and (24) yield, respectively,
Combining (22) and (25), we get
Thus, by the Karush-Kuhn-Tucker-type necessary optimality condition (12), the above inequalities implȳ
and for at least one i ∈ I.
By the definition of S f i (x), i ∈ I, (27) and (28) yield
Since F is sublinear (with respect to the third component), (29) gives
Usingx ∈ Ω andx ∈ Ω together with the Karush-Kuhn-Tucker-type necessary optimality conditions (11) and (12), we obtain
By the Karush-Kuhn-Tuker-type necessary optimality condition (12) , (26) gives
Thus, (31) and (32) yield
By the definition of S g j (x), j ∈ J (x), inequalities (33) imply
Using the sublinearity of F with respect to the third component, we get
Hence, (30) and (35) yield
By (36), it follows that the relation
holds, which is a contradiction to the Karush-Kuhn-Tucker-type necessary optimality condition (10) . This completes the proof of this theorem. In order to prove Pareto optimality of the feasible solution satisfying the Karush-Kuhn-Tucker-type necessary optimality conditions, a stronger hypothesis of quasidifferentiable strict F-convexity with respect to convex compact sets imposed on the objective function is needed. 
, is a quasidifferentiable F-convex function atx on Ω with respect to S g j (x) = ∂ g j (x) + ∂ g j (x). Then, x is a Pareto solution in (VOP).
Proof Proof of this theorem is similar to the proof of Theorem 4.1, and therefore, it is omitted in the paper. Now, in order to illustrate the result established in Theorem 4.2, we present an example of a nonsmooth vector optimization problem with quasidifferentiable F-convex functions with respect to convex compact sets which are equal to the Minkowski sum of their subdifferentials and superdifferentials. Further, we also illustrate the fact that the Lagrange multipliers for such nonsmooth vector optimization problems may not be constant. 
Note that Ω = {x ∈ IR 2 : |x 2 + |x 1 || 0} andx = (0, 0) is a feasible solution in problem (VOP1). Further, it can be proved that f = ( f 1 , f 2 ) and g 1 are quasidifferentiable atx. Indeed, by definition, we have f 1 (x; d) = |d 1 − |d 2 || + d 1 , f 2 (x; d) = |d 1 | − d 1 − d 2 , and therefore,
Hence, by Definition 2.1, f is a quasidifferentiable function atx = (0, 0). Further, by definition, we have g 1 (x; d) = ||d 1 | + d 2 |, and therefore,
Now, we prove that the Karush-Kuhn-Tucker necessary optimality conditions are fulfilled atx with the Lagrange multipliers which are not constant.
Indeed, it can be shown that, for any sets of (a) if w 1 = (0, 1), w 2 = (0, 1) and v 1 = (−1, −1), then we putλ 1 (w) = 1,λ 2 (w) = 3,μ 1 (w) = 1; (b) if w 1 = (0, −1), w 2 = (0, 1) and v 1 = (1, −1), then we putλ 1 (w) = 1,λ 2 (w) = 1,μ 1 (w) = 1.
Note that the Karush-Kuhn-Tucker necessary optimality condition (10) is satisfied in the above cases (a) and (b). The conditions (11) and (12) are obvious. Now, we illustrate the considered above cases (a) and (b). We show, moreover, that the Karush-Kuhn-Tucker necessary optimality condition (10) is not satisfied in the case b) with the same Lagrange multipliersλ(z) andμ(z) as in the case a). We denote by Z z the set appearing in the right side of the Karush-Kuhn-Tucker necessary optimality condition (10) . Hence, in the considered (VOP1), we have that
for the given chosen z = (w 1 , w 2 , v 1 ) and, therefore, it depends on the Lagrange multiplierλ(z) andμ(z). Since we putλ 1 (z ) = 1,λ 2 (z ) = 3,μ 1 (z ) = 1 in the case a) z = (w 1 , w 2 , v 1 ) = ((0, 1), (0, 1), (−1, −1)), the set Z z is illustrated on Fig. 1 .
Note that in this case 0 ∈ Z z , in other words, the Karush-Kuhn-Tucker condition (10) is satisfied. Now, we illustrate on Fig. 2 (i) the set Z z for z = (w 1 , w 2 , v 1 ) = ((0, −1), (0, 1), (−1, −1)) with the same Lagrange multipliersλ 1 (z ) = 1,λ 2 (z ) = 3,μ 1 (z ) = 1 as in the case a). Note that 0 / ∈ Z z , in other words, the Karush-Kuhn-Tucker condition (10) is not satisfied. Further, the set Z z in the case (b) for the Lagrange multipliers λ 1 (z ) = 1,λ 2 (z ) = 1,μ 1 (z ) = 1 is illustrated on Fig. 2(ii) . Note that 0 ∈ Z z , in other words, the Karush-Kuhn-Tucker condition (10) is satisfied.
Further, in order to show that the sufficient optimality conditions formulated in Theorem 4.2 are applicable for problem (VOP1), we have to prove that the objective functions f i , i = 1, 2, are quasidifferentiable strictly F-convex function atx on Ω with respect to S f i (x) = ∂ f i (x) + ∂ f i (x) and the constraint function g 1 is quasidifferentiable F-convex atx on Ω with respect to S g 1 (x) = ∂ g 1 (x) + ∂ g 1 (x). In order to this, we define F as follows: F(x,x; q) = (q 1 + q 2 ) [(|x 1 | + x 2 ) − (|x 1 | +x 2 )]. Then, it can be proved, by Definition 4.2, that f i , i = 1, 2, are quasidifferentiable strictly F-convex function atx on Ω with respect to S f i (x) = ∂ f i (x) + ∂ f i (x) and the constraint function g 1 is quasidifferentiable F-convex atx on Ω with respect to S g 1 (x) = ∂ g 1 (x) + ∂ g 1 (x). Since all hypotheses of Theorem 4.2 are fulfilled atx, therefore,x is a Pareto solution in the considered nonsmooth vector optimization problem with quasidifferentiable convex functions with respect to convex compact sets that are equal to the Minkowski sum of their subdifferentials and superdifferentials atx.
Conclusions
In this paper, the class of nonsmooth multiobjective optimization problems with quasidifferentiable functions has been considered. Both the necessary optimality conditions of Fritz John type and the necessary optimality conditions of Karush-Kuhn-Tucker type have been established for such nonsmooth vector optimization problems. Further, the definition of an F-convex function with respect to a convex compact set has been introduced in the paper. Then, the sufficient optimality conditions for (weak) Pareto optimality of a feasible solution for the considered nonsmooth multiobjective optimization problem have also been established under assumptions that the functions involved are quasidifferentiable F-convex with respect to convex compact sets that are equal to the Minkowski sum of their subdifferentials and superdifferentials at this point. The results established in the paper show that quasidifferential calculus can be extended to the vectorial case. Finally, we have illustrated the results established in the paper by an example of a nonsmooth multiobjective optimization problem with quasidifferentiable F-convex functions with respect to convex compact sets that are equal to Minkowski sum of their subdifferentials and superdifferentials. By utilizing this example, it was also analyzed the fact that, for such nonsmooth vector optimization problems, the Lagrange multipliers may not be constant.
However, some interesting topics for further research remain. It would be of interest to investigate whether it is possible to prove the sufficient optimality conditions for a larger class of quasidifferentiable nonconvex vector optimization problems than those ones with F-convex functions with respect to convex compact sets. Also it would be interesting to prove similar optimality results for other classes of quasidifferentiable vector optimization problems. We shall investigate these questions in subsequent papers.
