MAX CLIQUE problem (MCP) is an NPO problem, which asks to find the largest complete sub-graph in a graph G, G = (V, E) (directed or undirected). MCP is well known to be N P − Hard to approximate in polynomial time with an approximation ratio of 1 + ǫ, for every ǫ > 0 [9] (and even a polynomial time approximation algorithm with a ratio n 1−ǫ has been conjectured to be non-existent [2] for MCP). Up to this date, the best known approximation ratio for MCP of a polynomial time algorithm is O(n(log 2 (log 2 (n))) 2 /(log 2 (n)) 3 )
Introduction
MAX CLIQUE problem (MCP) is concerned on finding the largest complete sub-graph in the given graph G = (V, E). The complete sub-graph is a subgraph of G, whose every vertex is adjacent to every other vertex in the same sub-graph. MCP is related to NP-complete problem k-clique problem, which asks whether G contains a complete sub-graph of size exactly k (some variants of k-clique problem ask whether G contains a complete sub-graph of size ≥ k). NP-completeness of k-clique was shown by Karp [3] through the polynomial time reduction from SAT. Whereas k-clique is NP-complete, MCP is in NPO. Not surprisingly, no polynomial time algorithm has been proven to exists for either one of the problems and what is more, it has been shown that MCP is hard to approximate: [9] shows that only if P = NP , then there exists a polynomial time approximation algorithm with an approximation ratio 1 + ǫ where ǫ > 0. It has been conjectured that there cannot be even n 1−ǫ approximation ratio algorithm of polynomial time for every ǫ > 0 [2] .
Nevertheless, many attempts to approximate MCP in polynomial time have been made. Currently, the highest approximation ratio is achieved by Feige [1] with O(n(log 2 (log 2 (n))) 2 /(log 2 (n)) 3 )
Moreover, the algorithm by Feige can find the cliques size of (log 2 (n)/log 2 (log 2 (n))) 2 if the given graph has a clique size of ≥ n/log 2 (n) b , for some constant b. Byungki et al. [8] proved that MCP can be reduced to partial MAX SAT where the hard clauses are the pairs formed by non-adjacent vertices and the soft clauses are singletons (v 1 )∧(v 2 )∧...∧(v n ). However, up to this date, this reduction does not lead to better approximation ratio than the algorithm of Feige [1] .
In this paper, we show that MCP can be reduced first to MAX DNF [5] problem while preserving the approximation ratio of MCP and then MAX DNF can be reduced to MIN SAT. Again preserving the approximation ratio of MAX DNF: Escoffier, Bruno and Paschos showed the latter reduction in their work in [5] . Kohli, Rajeev, Krishnamurti, and Mirchandani, while introducing MIN SAT problem, gave 2-approximation algorithm based on probabilistic heuristics [6] . We show that by using the algorithm in [6] , MCP has a polynomial time 2-approximation algorithm. The approximation ratio preserving reduction from MIN SAT to min vertex cover was discussed by Marathe, Madhav and Ravi [7] , who also showed that there exists 2-approximation polynomial algorithm for min vertex cover. Karakostas showed in [10] that min vertex cover can be approximated with a constant ratio of 2 − Θ(1/ n). Hence, we improve the current best ratio by Feige [1] and ultimately prove that constant factor approximation algorithm for MCP exists, which has polynomial time upper bounds.
MAX CLIQUE to MAX DNF
In this section, we show how to reduce MAX CLIQUE (MCP) to MAX DNF [5] . We also show that the reduction preserves the approximation ratio of MCP when the produced MAX DNF is solved.
DNF (disjunctive normal form) is a form of boolean statement where the clauses of literals and conjunctions (∧) are separated by disjunctions (∨). The satisfiability of a given DNF is trivially decided. DNF instance is satisfiable iff there exists a clause without literals being both positive and negative. However, deciding whether a given DNF is a tautology is co − NPcomplete and deciding whether there exists an assignment of the literals, which satisfies k clauses is NP -complete. MAX DNF is NPO problem, which asks the assignment that satisfies the largest number of the clauses in DNF.
The main idea behind of the reduction f x is that from a set S of satisfied clauses in DNF, the vertices presented as literals are either assigned to true implying that the vertex is in the clique or assigned to false implying that the vertex cannot be in the clique.
The reduction f x from MCP to MAX DNF is as follows:
Let G be a graph (either directed or undirected) and let V be the set of vertices, G = (V, E). Each vertex v i ∈ V contains 0 to |V | − 1 adjacent vertices. Let the set of non-adjacent vertices of some v i be N i . Every vertex v j ∈ N i is also in V , and every v j = v i . For each vertex v i ∈ V , add v i as a positive literal l i to an empty clause and every non-adjacent vertex of v i , which is in N i , to the same clause as negative literals separated by conjunctions (∧). Hence, for v i the clause is (l i ∧ ¬l 1 ∧ ¬l 2 ∧ ... ∧ ¬l n ), the negative literals in the clause correspond to The adjacent vertices of v i are not included in the clause for v i → l i . After DNF has been created, the maximum clique is the maximum set of clauses satisfied in the produced DNF, where only the vertices corresponding to positive literal from each satisfied clause is selected to clique: if a vertex v i is a part of the maximum clique, then the non-adjacent vertices of v i , which are in N i , cannot be in the maximum clique. That is, if the literal l i (corresponding to v i ) is set to true and the literals corresponding the non-adjacent vertices of v i are set to false (evaluates a clause to true for v i → l i ), then the other clauses where non-adjacent vertices of v i are presented as positive literals cannot evaluate to true. Reduction f x is presented in Algorithm 1. From Algorithm 1, it is easy to see that each literal occurs as positive only in one clause but literals can occur as negative in multiple clauses; the nonadjacent vertices corresponding to negative literals can be non-adjacent to multiple vertices. Also, each clause in the created DNF contains one and only one positive literal.
In Figure 1 , an example is illustrated how f x reduces G = (V, E) to MAX DNF. Clearly, the maximum number of satisfied clauses equals to 3 where l 1 → true, l 2 → true, l 3 → true and l 4 → f alse. Such assignment satisfies clauses 1., 2., and 3. and hence, the vertices in the maximum clique correspond to literals l 1 , l 2 and l 3 (v 1 , v 2 and v 3 ).
for v j ∈ N i do 8:
end if
11:
end for
12:
DNF ← DNF + ∨ clause 13: end for 14: return DNF The number of clauses produced through the reduction is equal to |V |. Each produced clause has a length from 1 (the case where the vertex is adjacent to every other vertex ∈ V ) to |V | (the case where the vertex is not adjacent to any vertex ∈ V . Below we prove that the approximation ratio of MCP through f x is preserved. Lemma 2.1. When using the reduction f x , then selecting the vertices corresponding the positive literals from a set of satisfied clauses in the produced DNF forms a clique.
Proof. Let S be a set of satisfied clauses ∈ DNF reduced by f x from G = (V, E). Each clause contains a positive literal l i for vertex v i and negative literals for vertices in N i separated by conjunctions. A literal l i occurs as positive only in one clause but can occur as negative in multiple clauses. Vertices in N i represent the non-adjacent vertices of v i .
S contains only satisfied clauses, and thus, any literal, which is positive l i in a clause of S, cannot occur as negative ¬l i in any clauses of S (and each literal, which is negative ¬l i , in a clause of S cannot occur as positive l i in any clauses of S). Otherwise S would contain a literal as positive and negative and would not be satisfied.
The clauses in
Proof. A set of vertices is not a clique, if there exists two or more vertices in the set, which are not adjacent. If S is satisfied and would not correspond to a clique ∈ G, G = (V, E) then S would contain (at least) two non-adjacent vertices (the positive literals), say, l 1 (v 1 ) and l 2 (v 2 ), but because v 1 and v 2 are not adjacent then the clause containing l 1 would also contain ¬l 2 . Because assigning l 2 to true would unsatisfy the clause with ¬l 2 , then S cannot be satisfied. Hence, there cannot exist a set of satisfied clauses where selecting the vertices corresponding to positive literals would not result in a clique ∈ G. Lemma 2.3. With the reduction f x , all cliques ∈ G correspond to a set of positive literals from a set of satisfied clauses in the produced DNF.
Proof. All clauses in DNF from f x contain a positive literal l i for vertex v i and negative literals for the vertex's non-adjacent vertices ∈ N i . Hence, there exists a positive literal l i with one occurrence for each vertex v i ∈ V . For each vertex v i ∈ V there can exist a negative literal with 0 to |V | − 1 occurrences. This implies that there exists at least one literal for each vertex v i in DNF.
If there exists a clique that cannot be generated by selecting the positive literals from the set of satisfied clauses in DNF, then let the set of literals corresponding to that clique's vertices be L. The literals ∈ L may be either positive or negative. Because all vertices are presented as literals in DNF, L must contain a literal for every vertex in that clique.
All vertices corresponding to literals in L have to be adjacent to each others (to form a clique). Because all vertices corresponding to literals in L are adjacent to each others, then the clauses containing these vertices as positive literals cannot contain the literals corresponding to other vertices ∈ L as negative (because they are indeed adjacent since they form a clique and the clauses contain a positive literal for vertex v i and negative literals for its non-adjacent vertices). Hence, there exists a set of clauses S, which contains the clique vertices as positive literals and none of the clique vertices as negative literals. The negative literals in S correspond to the non-adjacent vertices of the clique vertices and hence, are not included as positive literals because they are at least non-adjacent to one clique vertex and thus, not in L; this satisfies S.
From the proof of Lemma 2.1 we shall conclude that from such S, we can select the positive literals to form the same clique as the literals ∈ L would form. This implies that there exists, for all cliques, a set of satisfied clauses, from where the selection of positive literals forms the clique. In the proof of Lemma 2.1, we showed that selecting the vertices corresponding to the positive literals from the satisfied clauses of DNF, results in clique. Because a literal cannot occur as positive in more than one clause, and each clause has exactly one positive literal, then for the set of satisfied clauses S, |S| = size of clique holds. This also implies that the maximum number of satisfied clauses equals to the size of a maximum clique (in the proof of Lemma 2.2 we showed that every set of satisfied clauses forms a clique and in the proof of Lemma 2.3 we showed that all cliques ∈ G are presented as a set of satisfied clauses in DNF).
Lemma 2.5. Reduction f x takes polynomial time in the input G = (V, E) Proof. Reduction f x (Algorithm 1) iterates the vertices V ∈ G and for each v i ∈ V , the algorithm iterates every v j , v j ∈ V to verify that either v i = v j and that v j is not adjacent to v i . For each v i ∈ V , a DNF clause is created, which has a length of 1 (v i is adjacent to every vertex v j ∈ V ) to |V | (v i is not adjacent to any vertex v j ∈ V ). Hence T (n) = O(|V | 2 ).
MIN SAT
It has been proven by Escoffier, Bruno and Paschos [5] that MAX DNF can be reduced to MIN SAT while preserving the approximation ratio of MAX DNF. The reduction f y is quite simple as shown in Algorithm 2.
Algorithm 2 MAX DNF to MIN SAT 1: input: DNF 2: output:
clause ← ∅ 6:
clause ← clause + ¬l i ∨
8:
9:
CNF ← CNF + clause ∧ 10: end for 11: return CNF The number of clauses in DNF and CNF is equal and so is the length of each corresponding clauses. MIN SAT asks the minimum number of clauses satisfied by an assignment (or the maximum number of clauses unsatisfied by an assignment). The clauses, which are unsatisfied must have all literals assigned with l i → f alse and ¬l i → true. The case for the corresponding DNF is exactly the same but as a complement. A clause in DNF is satisfied iff all positive literals are assigned with l i → true and all negative literals ¬l i → f alse. This leads to the situation where the unsatisfied clauses in CNF are actually satisfied in the corresponding complement DNF [5] .
In Figure 2 , the reduction f y reduces MAX DNF presented in Figure 1 to MIN SAT. Again, the maximum number of satisfied clauses in DNF is 3 where l 1 → true, l 2 → true, l 3 → true and l 4 → f alse. The assignment satisfies only one clause in the produced CNF (4.), which is the global optimum for this MIN SAT, and the unsatisfied clauses (1., 2. and 3.) contain the negative literals for the clique vertices (¬l 1 → v 1 , ¬l 2 → v 2 and ¬l 3 → v 3 ); the assignment, which satisfies the most clauses in the corresponding DNF.
When the MIN SAT is reduced to MAX DNF, the approximation ratio of MIN SAT is preserved through f z :
Figure 2: Reduction f y example of MAX DNF presented in Figure 1 • For every clause c i ∈ CNF , negate every literal l i ∈ c i and replace the disjunctions with conjunctions and conjunctions with disjunctions.
Then we have the unsatisfied clauses in CNF satisfied in the produced DNF. [6] gave a probabilistic and heuristic algorithm with a approximation ratio guaranteed of 2 for MIN SAT where the approximation ratio is not dependent on the clause sizes. The algorithm can be seen in Algorithm 3 with our modification where the algorithm returns the set of unsatisfied clauses.
The analysis of the approximation ratio is more deeply discussed in [6] . The approximation ratio of Algorithm 3 is not dependent on the number of literals in the clauses as proven in [6] . In Algorithm 3, the clause set returned by the function contains the clauses which are unsatisfied. Hence, we can use the set directly to solve the MAX CLIQUE (MCP) by selecting the negated literal from each clause of the set. The negated literal in the clause set (CNF) is equal to only positive literal (in DNF) and hence, the vertex in G, G = (V, E).
Because the approximation ratio, through reduction f x from MCP to MAX DNF and from MAX DNF to MIN SAT through f y is preserved, the Algorithm 3 2-approximation for MIN SAT 1: input: φ 2: output: unsatisfied clauses 3: literals ← every literal ∈ φ 4: clause set ← every clause ∈ φ 5: for l i ∈ literals do 6:
x ← clauses ∈ φ satisfied with l i → true 7: y ← clauses ∈ φ satisfied with l i → f alse 8: probX ← |y|/(|x| + |y|)
probY ← 1 − probX 10: randomly select either l i → true or l i → f alse based on probX and probY
11:
remove either x or y from clause set based on the selection 12: end for 13: return clause set f x , f y and Algorithm 3 give approximation ratio of 2. This implies that MCP can be approximated with the constant ratio. That is, the algorithm finds a clique, which is at least 1/2 size of the global optimum in G, G = (V, E). The implementation of the algorithm with the reductions f x and f y can be found in 1 The problem closely related to MIN SAT is min vertex cover problem, which asks the minimum sized set of vertices such that each edge of the graph G, G = (V, E) is incident to at least one vertex of the set. MIN SAT is trivially reduced to min vertex cover with the preserved approximation ratio [7] . Currently the best approximation ratio for min vertex cover is 2 − Θ(1/ √ n) [10] . This implies directly that there exists 2 − Θ(1/ √ n)-approximation algorithm, which has polynomial time upper bounds, also for MCP.
Conclusions
In this paper we have proven that there exists (through approximation ratio preserving reductions f x and f y ) a polynomial time algorithm, which solves MAX CLIQUE (MCP) with approximation ratio 2. First, we showed how the reduce MCP to MAX DNF while preserving the approximation ratio for MCP. Second, we showed that it was previously proven that MAX DNF can be reduced to MIN SAT, which in turn has 2-approximation ratio. Finally, we referred to the research where MIN SAT was reduced to min vertex cover, which has an approximation ratio of 2 − Θ(1/ (n). The previously highest approximation ratio for MCP was given by Feige [1] with O(n(log 2 (log 2 (n))) 2 /(log 2 (n)) 3 )
