Disaggregation methods are designed to produce finer temporal scale data from coarser temporal scale data. An example of this need is the modification of monthly scale precipitation data to drive dynamic hydrological models operated at daily scale. Such issues occur for dynamic hydrological forecasts in which the General Circulation Models (GCMs) are used to generate the required precipitation data but the GCM outputs are only be reliable at coarser temporal scales. Stochastic weather generation methods together with simple adjustment of the total amounts provide a simple and efficient way for data disaggregation. However, the success of stochastic weather generation depends critically on whether the chain-dependent process can mimic the transient property between dry and wet days and whether the specified statistical distribution for amounts on wet days can capture the distributional properties of the amounts. Note that there are many small precipitation events within the catchment data which are treated differently for different purpose. Simple elimination by using different threshold values to define dry/wet days was frequently used in practice. A single statistical distribution may not be sufficient to capture the characteristics of amounts on positive data. Furthermore, the performance of dynamic hydrological model depends also on whether the specified statistical distribution for amounts can capture large precipitation events. Various proposals have been developed to better capture the precipitation pattern, including the use of high-order Markov Chain model for the occurrence pattern and the use of a mixed distribution for the amounts.
INTRODUCTION
Daily precipitation is a critical input for hydrological models, especially for dynamic hydrological models, as well as related models in other researches such as environment and agriculture. From a forecasting point of view, hydrological models rely heavily on precipitation at the same daily scale. While general circulation models (GCMs) are probably the only tools to generate the required precipitation data for using hydrological models to make streamflow forecasting, it is hard to produce reliable precipitation data at daily scale for the future seasons, mainly due to low skills in GCMs at daily scale, especially for precipitation. In order to use precipitation data with large temporal scale in hydrological models requiring daily data, the large temporal scale outputs need to be disaggregated into finer temporal scales.
Data disaggregation of precipitation series is a difficult task due to its unique characteristics, especially at daily and finer scales. As the main purpose of our disaggregation is to generate daily precipitation values for a given monthly value, we do not need to specify the (auto-)correlation structure in the monthly series but treat them as observed. Stochastic weather generation directly models the binary indicator variable of dry or wet event by well-known "chain-dependent process" model defined by transient matrix and precipitation amounts on wet day by a statistical distribution (see, for example, Richardson, 1981; Wilks, 1999) . From statistical point of view, stochastic weather generator provides a simple and direct way to simulate the daily precipitation data.
The success of a stochastic weather generator depends critically on whether the chain-dependent process can mimic the transient property between dry and wet days and whether the specified statistical distribution can capture the distributional properties of the amounts. The use of first-order Markov Chain for the occurrence may not be enough to capture the transition pattern between dry and wet states (Wilks, 1999) . Various proposals have been developed to better capture the occurrence pattern, including the use of high-order Markov Chain model (see, Lennartsson et al., 2008 for example) and the inclusion of external drivers and seasonality (Furrer and Katz, 2007) .
In this paper, we propose a stochastic weather generation by using a multiple state Markov chain model for occurrences to handle large number of small amounts for catchment data and using truncated and censored distributions for the amounts in different rain states. The method considers seasonality by constructing individual models for different months and monthly variation by incorporating the low-frequency amounts as a model predictor. The proposed method is demonstrated by catchment data used in our project in Australia.
DATA AND PRELIMINARY ANALYSIS
Six catchments located in eastern Australia are investigated (as provided by the Bureau of Meteorology), covering different climate regions (summer rainfall, winter rainfall and non-seasonal rainfall) and having different sizes (from tens to thousand km2). Due to the page limit, we only present the results for the catchments numbered as "204041" (Orara River @ Bawden Bridge in New South Wales, covering 1637km 2 , with summer rainfall pattern) as a representative for demonstration. The catchment rainfall data is determined by averaging the data from the Australian Water Availability Project (AWAP) 0.05 degree x 0.05 degree gridded dataset (Jones et al., 2009 ).
Unlike station data, catchment data are obtained by interpolation which causes a noticeable proportion of smaller values. There is no common agreement on the choice of threshold to define rainy days. have precipitation amounts between 0-1mm. It is obvious that different threshold values can affect statistical models significantly, especially the transition probabilities. Furthermore, a higher threshold value results in less number of values in the lower end, causing more emphasis on larger values which are frequently missed in simulation (see Katz, 2007 and 2008 for discussions) . Furthermore, clear seasonality can be viewed in the occurrence probability at different threshold values, confirming the importance of considering seasonality in both occurrence and amount models.
METHODOLOGY DEVELOPMENT
Throughout the paper, the daily precipitation series at catchment scale is measured in millimeter (mm) and denoted as t z ( 1, 2, , t n =  ) with n being the number of daily observations.
Model the occurrences of rain status
Instead of artificial definition of the threshold for wet/dry day and with intention to better capture the characteristics of amounts on wet day, we define a three-state process for the precipitation occurrence as 0 if 0,
and name them as dry, moist and wet day, respectively. As usual, we treat c as pre-defined. The advantage of doing this is that we can model the distribution of precipitation amount in the moist day and has a better chance to simulate large amount in wet day. Let 1, if the -th category is observed at time , 0, otherwise.
Here only
) is needed with m being the number of category (which is 3 in the above setting). Unlike the traditional specification of Markov Chain defined by conditional probability of wet day, we use the following probability
where the sequence of past occurrence values yet to be specified. The multinomial logit model defined by Agresti (1990, Section 9 .2), defined as
is frequently employed in the analysis of categorical data series. Here ,1
) are the vectors of regression coefficients with q yet to be determined and 1 t U − is the collection of covariates and possible lag variables. In this paper, we specify the past events as the rain state in the previous day. The multinomial logit model is formed by linear relationships of
Note that our target is to disaggregate monthly data to daily and that the correlations between months are possibly dominated seasonality. Therefore, one can simply construct a model for each month by eliminate the smoothness between month. That is, we construct separate models for each month.
Model the amount distribution for moist days
Note that the precipitation amounts are bounded between 0 and c. The statistical distribution modeling the amounts should have a finite support and flexible enough to capture the distributional pattern. Following the traditional use of Gamma distribution, we propose the use of the called truncated Gamma distribution defined by density function (Chapman, 1956 ) with 1 0 α > and 2 0 α > being the parameters, where
, 
is the truncated gamma function which can be evaluated directly in many software package. For a given c, the distributional parameters can be estimated by the maximum likelihood estimation.
Model the amount distribution for wet days
In order to capture the possible long-tail properties in precipitation amounts, we need a distribution with flexible tail properties. The Extended Burr XII distribution was proposed for modeling flood frequency distribution (Shao et al., 2004 and 2006) has been used for distribution modeling where the tail properties are important, including rainfall depth (Gargouri-Ellouze and Chebchoub 2008) and flow duration curve (Shao et al., 2009) . We then propose the censored Extended Burr XII distribution with density function 
Let ( ) 
Selection between GPD/Weibull and EBXII
Given that one prefers the simple GPD or Weibull to EBXII, a statistical support is needed for the use of simple models. The likelihood ratio test has been used widely for this purpose. Let
be the ratio of two likelihood functions: the sample distribution s (GPD or Weibull) having fewer parameters S θ and the general distribution g (EBXII) having more parameters g θ with s g θ θ ⊂ , where ˆs θ and ˆg θ are the maximum likelihood estimates for corresponding distributions, respectively. Asymptotically, the test statistic is distributed as a chi-square random variable with degree of freedom equal to the difference in the number of parameters between the two candidate distributions. Therefore, the p-value is given as 2 1
Pr( ) LRT χ > and the simple distribution will be accepted if the computed p-value is greater than the pre-determined confidence level (0.05 say). Table 1 , from which the seasonality is also clearly shown. In order to see the model performance, we conducted 1000 simulations for the three state model and summarized the results in Figure 2 by boxplot with the empirical probabilities from the observation. It is clearly seen that the model performance is quite good. The monthly variation is also clearly indicated from the empirical probabilities based on observations.
RESULTS

Due
For the rain amount modeling, Table 2 gives the estimated distributional parameter values for different threshold values when Gamma distribution is used to model the rain amount on rain day. It can be seen that the estimates change greatly for different threshold values. It again support that the small rain amounts should be treat carefully.
Based on three state model for occurrences with "moist" for amounts between (0, 2mm) and "wet" for amounts>2mm, and using the truncated Gamma distribution for moist day and censored extended Burr XII distribution for wet day, Table 3 gives the estimates of the distributional parameters.
For the censored extended Burr XII distribution, we also include the parameter estimation for the special cases of Weibull distribution (with α 5 =0) and Generalized Pareto distribution (with α 4 =1). The likelihood ratios test concludes that the censored extended Burr XII distribution should be used for all cases. For the truncated Gamma distribution, the shape parameter (α 2 ) is relatively stable while the scale parameter (α 2 ) varies from month to month. The parameter values for the censored extended Burr distribution change greatly because the distribution is used to capture the tail behavior which changes from month to month. The fitted density distributions together with the histograms from the observations for individual months are plotted in Figure 3 for the moist days and Figure 4 for the wet days. It can be seen that the fitted distributions capture the empirical ones very well for both states. The seasonality is also clearly shown in the fitting distributions for amounts. 
CONCLUSIONS
In this paper, we developed a multi-state Markov model for rainfall status in order to better capture the transition from state to state. For moist state, we use the Gamma distribution to model the precipitation amounts as usual but in the sense of truncation due to its upper limit. For the wet state, we use the censored extended Burr XII distribution due to its flexibility capability to capture different tail behaviors. The examples demonstrate the necessity of monthly modeling in order to capture seasonality which is an inherit property in many cases.
