[1] Remotely sensed, multiannual data sets of shortwave radiative surface fluxes are now available for assimilation into land surface schemes (LSSs) of climate and/or numerical weather prediction models. The RAMI4PILPS suite of virtual experiments assesses the accuracy and consistency of the radiative transfer formulations that provide the magnitudes of absorbed, reflected, and transmitted shortwave radiative fluxes in LSSs. RAMI4PILPS evaluates models under perfectly controlled experimental conditions in order to eliminate uncertainties arising from an incomplete or erroneous knowledge of the structural, spectral and illumination related canopy characteristics typical for model comparison with in situ observations. More specifically, the shortwave radiation is separated into a visible and near-infrared spectral region, and the quality of the simulated radiative fluxes is evaluated by direct comparison with a 3-D Monte Carlo reference model identified during the third phase of the Radiation transfer Model Intercomparison (RAMI) exercise. The RAMI4PILPS setup thus allows to focus in particular on the numerical accuracy of shortwave radiative transfer formulations and to pinpoint to areas where future model improvements should concentrate. The impact of increasing degrees of structural and spectral subgrid variability on the simulated fluxes is documented and the relevance of any thus emerging biases with respect to gross primary production estimates and shortwave radiative forcings due to snow and fire events are investigated.
Introduction
[2] Land surface schemes (LSS) in climate and weather prediction models, that attempt to accurately represent the energy, water and carbon balances between the vegetation and soil layers, are becoming increasingly complex [e.g., Dai et al., 2003; Dickinson, 1983] . Among others, this is because physically based surface representations require a correct specification of the amount or fraction of vegetation, soil, and water (in all its physical states) at the scale of individual grid cells in the model [e.g., Zeng et al., 2000; Dai et al., 2004] . The partitioning of solar radiation between these various compartments constitutes an essential step to further quantify the role of vegetation in redistributing solar radiation and drive land surface related processes. Models should be capable to represent surface variability at spatial scales that are smaller than a grid cell and, ideally, also account for the three-dimensional (3-D) heterogeneity of canopy architectures (sometimes referred to as clumping) at the foliage, tree and stand level scales [Baldocchi et al., 2000; Smolander and Stenberg, 2003; Dickinson et al., 2008] . The latter 3-D effects are of particular relevance for accurate treatments of (1) boreal regions in the presence of snow, where the shadowing induced by spatially distributed 1 vertical plant structures diminishes the surface albedo in comparison with a closed-canopy/bare-snow scenario of identical cover fractions [e.g., Viterbo and Betts, 1999; Jin et al., 2002; Oleson et al., 2003; Zhou et al., 2003] , and (2) Savanna landscapes, which are inhabited by about 20% of mankind and are among the ecosystems most sensitive to future climate and land use changes [Bond et al., 2003] .
[3] Spaceborne observations of land surfaces play a critical role in improving climate models either by defining their initial state, by specifying changes in forcings, by allowing to evaluate the pertinence and accuracy of the model simulations, or by providing information about the processes at work and helping in their parameterization [e.g., Bonan et al., 2002; Dai et al., 2003; Pitman, 2003] . Land surface albedos, in particular, are a prime source of information for the partitioning of solar radiation between the vegetation and the background layers in LSSs [Pinty et al., 2011a [Pinty et al., , 2011b . Various space agencies now provide decade long time series of high-quality surface albedo products at medium resolution (close to a kilometer). These products are derived either from polar orbiting or geostationary satellites and are characterized by a global coverage and a one to two week repeat interval [e.g., Martonchik et al., 1998; Schaaf et al., 2002] or by regional coverages and very short temporal intervals [e.g., Govaerts et al., 2004] , respectively. In addition to providing a strong constraint for the solving of the radiation partitioning problem, surface albedos also include crucial information about the spatial and temporal changes in surface brightness due to snow (fall and melting) events. Albedo-derived information thus should be used as further constraint by climate models to improve their capability in addressing the impact of snow related events, in particular, with respect to the water balance.
[4] The interfacing of climate models with information derived from space measurements thus becomes a rather critical and urgent issue. Based on current knowledge and expertise, assimilation techniques optimizing the physical processes implemented in land surface models on the basis of actual observations are a most promising way to statistically infer the state of the surface systems. This strategy, however, requires that the formulations, which are adopted in LSSs to represent the observations, are (1) physically consistent with the inverse schemes adopted when deriving surface products such as the surface albedo and the leaf area index (LAI) for instance and (2) accurate enough to fully benefit from the high quality of the space observations.
[5] In this context, the Project for Intercomparison of Land-Surface Parameterizations (PILPS), which is now an element of the Global Land Atmosphere Surface System (GLASS) under the auspices of the Global Energy and Water cycle Experiment (GEWEX) and the World Climate Research Panel, has to be mentioned. Since 1992, PILPS has evaluated the parameterizations of energy and water fluxes to and from the land-atmosphere interface [e.g., HendersonSellers et al., 1995; Pitman et al., 1999] . In most model intercomparison efforts the target characterization (and other model input data) are typically derived from in situ measurements whereas the quality of the resulting simulations (i.e., the model output) is established by comparison with (1) local measurements, (2) information derived from spaceborne observations, and (3) the mean and spread of model ensemble simulations [e.g., Liang et al., 1998; Cahalan et al., 2005; Essery et al., 2009] . The latter approach, in particular, is often chosen when dealing with a wide range of simulation results arising from models having unknown relative qualities due to (often large but) unquantified uncertainties in the modeling process [Giorgi and Francisco, 2000] .
[6] Ideally, the evaluation of computer simulation models should be designed such as to eliminate all sources of uncertainty that may affect the outcome of such verification efforts but that do not pertain to the quality of the models/ parameterisations themselves. This concerns both the input to the models as well as the evaluation of their output data. When focusing on the accuracy of shortwave radiative transfer (RT) formulations in LSSs, it is thus necessary to provide models with accurate and spatially explicit descriptions of (1) the canopy architecture and background topography, (2) the directional scattering properties of all canopy and background constituents, and (3) the directional distribution of the incident solar radiation field at every point in (or above) the canopy volume of interest. Similarly, the output of the models should only be compared against an accurate and reliable reference data set of the quantities of interest. Model verification efforts on the basis of comparisons with actual observations are typically affected by errors and uncertainties (that are often difficult to quantify and) that may arise in any one of the above three contexts. These ambiguities can be largely avoided if model performances are evaluated in a virtual environment, using fully controlled experimental conditions, and with respect to reference solutions generated by thoroughly benchmarked simulation tools on the basis of identical input data.
[7] A series of three-dimensional RT models suitable to generate reference data sets for the evaluation of shortwave RT formulations were identified during the Radiative transfer Model Intercomparison (RAMI) initiative (http:// rami-benchmark.jrc.ec.europa.eu/). RAMI was first launched in the late 1990s to provide a platform for the systematic evaluation of physically based models that simulate the transfer of solar radiation in terrestrial (plant) environments [Pinty et al., 2001 [Pinty et al., , 2004b Widlowski et al., 2007] . Within RAMI, models are evaluated under perfectly controlled experimental conditions; that is, all structural, spectral, illumination and observation related characteristics are known without ambiguity. Deviations between model simulations can thus only be due to (explicit or implicit) assumptions and shortcuts entering model-specific implementations of the radiative transfer equation. Despite these optimal test conditions, it took almost a decade and numerous tests, assessing the internal consistency of models as well as their performance with respect to analytical solutions, before it was possible to identify a series of "credible" 3-D Monte Carlo radiation transfer models . These state-of-the-art canopy RT models (having a common uncertainty of about 1%) now serve as reference tools to the canopy radiative transfer modeling community via the RAMI On-line Model Checker (ROMC) facility (http://romc.jrc.ec. europa.eu/).
[8] Accounting for the above developments and in order to minimize all sources of uncertainty that are not directly related to the RT process but that could impact the magni-tude and analysis of the simulation results it was chosen that all RAMI4PILPS test cases should be virtual in nature. This allows to provide unambiguous descriptions of their structural, spectrodirectional and illumination related characteristics to the participating models. Furthermore, since the quality of simulations is subject to the degree by which a given set of experimental conditions satisfies the architectural, spectrodirectional and illumination related premises on which the model is built only the two most prominent canopy conceptualization used in LSSs, i.e., spatially infinite plane-parallel media [Meador and Weaver, 1980; Sellers, 1985 Sellers, , 1987 Pinty et al., 2006] and spherically shaped entities [Kobayashi and Iwabuchi, 2008; Dickinson et al., 2008] , were used to generate the 1-D and 3-D test cases of RAMI4PILPS. A 3-D Monte Carlo RT model, identified during the third phase of RAMI, was applied to the thus prescribed canopy targets to generate the reference solutions. Any significant biases with respect to the reference simulations must therefore originate in the RT formulations of the candidate models provided that their internal canopy architecture conceptualizations are identical to those of RAMI4PILPS. With this setup, it thus becomes possible to focus exclusively on the numerical precision of the shortwave RT models, namely, by assessing their performance with respect to the 1% uncertainty margin of the reference data set.
[9] The above RAMI4PILPS concept was endorsed by the GLASS panel at the first Pan-GEWEX meeting in late 2006. RAMI4PILPS is organized around two sets of exercises featuring levels of abstraction that are similar (or less) than those typically used at the level of the single grid cell in most soil-vegetation-atmosphere transfer (SVAT), numerical weather prediction (NWP), and global circulation models (GCM). The first set of RAMI4PILPS experiments intends at comparing and verifying the performances of the radiative transfer formulations/parameterisations under canopy conceptualizations similar to those implemented in most LSSs. Accordingly, it is essentially a forward simulation exercises with all inputs required by the RT models being given. The second set of exercises invites participants to tackle structurally abstracted heterogeneous (3-D) environments by making available accurate estimates of the surface albedo (potentially available through remote sensing products) in addition to some prior knowledge on the surface state. Although quite demanding, the proposed scenarios are reasonable since it has already been shown that the partitioning of solar radiation can be achieved very accurately irrespective of (1) the subgrid cell variability of the vegetation attributes and (2) the dimensionality of the canopy representation in the RT models [Pinty et al., 2004a] .
[10] This paper is organized as follows. Section 2 will present the setup of the RAMI4PILPS suite of experiments and provide a brief description of the various participating models. Section 3 assesses the quality of these data with respect to energy conservation, model consistency, modelto-model and model-to-reference differences. Section 4 evaluates the relevance of biases with respect to (1) studies of gross primary production (GPP) and radiative forcing at the surface and (2) the realism of the prescribed test cases. Finally, in section 5 the main outcome of RAMI4PILPS is summarized and recommendations for follow-on activities are provided.
Methods and Materials

The RAMI4PILPS Suite of Experiments
[11] Each RAMI4PILPS test case provides experimental conditions that pertain to a single grid cell in a GCM, NWPM or SVAT model. More specifically, the RAMI4PILPS suite of experiments deals only with shortwave radiative fluxes and this in vegetated environments void of topography. Radiative quantities pertinent to longwave radiation (i.e., latent and specific heat or energy arising from phase changes, heat transfer and surface emissions, etc.) are not relevant here.
[12] The proposed experiments focus solely on the partitioning of instantaneous shortwave radiation in the visible (400 nm ≤ l ≤ 700 nm) and near-infrared (700 nm ≤ l ≤ 3000 nm) spectral regions into a reflected (R), absorbed (A) and transmitted (T) flux ratio component. Neglecting horizontal fluxes this allows to write the energy balance equation as A = 1 − R − (1-a)T, where a is the background albedo and T includes all orders of scattered radiation that reach the background. Thus, for a canopy with a vanishing leaf area index and no woody constituents, the canopy transmission in the above equation would approach unity (T → 1), the canopy reflectance would become identical to the background albedo (R → a) and the absorption in the canopy would tend toward zero (A → 0). As mentioned previously, the suite of RAMI4PILPS experiments was set up to assess the quality of the physics contained in the participating models when being applied (1) in forward mode over structurally homogeneous (1-D) plant environments and (2) in inverse mode over structurally heterogeneous (3-D) plant environments. These two sets of RAMI4PILPS experiments were organized as follows.
[13] 1. Structurally homogeneous (1-D) test cases required participants to deliver all three radiative surface fluxes, i.e., canopy reflectance, absorption and transmission, on the basis of detailed descriptions of a canopy's architecture, its spectral properties and illumination conditions. Two structurally different plant canopies were proposed within this category, namely, grasslands (GRA), that are characterized by a small height and predominantly vertically oriented foliage elements covering the underlying background in a uniform manner, and closed forest canopies (CFC), that are characterized by a large height and uniformly oriented foliage elements (no woody components) covering the underlying background in a uniform manner.
[14] 2. Structurally heterogeneous (3-D) test cases provided participants with a detailed description of the architectural, spectral and illumination related properties of the canopy and, in addition, also with the surface reflectance, R which is often available in real applications via remote sensing observations [e.g., Martonchik et al., 1998; Schaaf et al., 2002] . Participants were then requested to deliver estimates as to how the remaining energy was partitioned into an absorbed (A) and transmitted (T) flux component. Again, two architecturally different plant environments were proposed: "shrublands" (SHR), that were characterized by relatively small spherical structures, containing uniformly distributed and uniformly oriented infinitesimally small foliage elements (but no wood), that were randomly distributed in space, with little vertical variability between them, such as to hover closely over the partially covered underlying (flat) background, and "open forest canopies" (OFC), that were characterized by relatively large spherical structures, containing uniformly distributed and uniformly oriented infinitesimally small foliage elements (and no wood), that were randomly distributed in space and located at variable heights above the partially covered (flat) background.
[15] One should note that the structural, spectral and illumination related characteristics were deliberately simplified in all of the above experiments in an attempt to minimize the differences between the prescribed experimental conditions and the internal canopy conceptualizations of the shortwave RT models used in LSSs. As such, RAMI4PILPS experiments are devoid of woody material, contain only Lambertian scatterers, have flat backgrounds and feature only one type of foliage. This setup may result in differences between model-simulated and field-measured fluxes but was deemed appropriate here in order to increase the range of LSS radiation models/modules capable of participating in RAMI4PILPS. For each one of the four canopy architecture scenarios in RAMI4PILPS the participants were asked to provide model simulations for three canopy LAI values (sparse, medium and dense), three background brightness values (black, medium, and snow) and four different illumination conditions (composed of three direct-only conditions with 0 ≈ 27°, 60°, 83°and one perfectly diffuse case) in both the visible (VIS) and nearinfrared (NIR) domains. An overview of the complete set of structural, spectral and illumination related specifications for the various RAMI4PILPS experiments can be found in Table 1 . In addition, Figure 1 provides a graphical view of the background brightness conditions and canopy architectures associated with the shrublands (SHR) and open forest canopy (OFC) test cases.
[16] On the RAMI4PILPS website (access via http:// rami-benchmark.jrc.ec.europa.eu/) the canopy reflectance R was provided for all of the 3-D test cases belonging to the OFC and SHR groups. However, only one of the participating models (JRCTIP) made use of this information. The JRCTIP simulations, originally were based on generic information about the background and foliage brightness, and predicted, in inverse mode and without using any target specific knowledge, the partitioning of the solar energy into a transmitted and absorbed component on the basis of the available canopy albedo in both the VIS and NIR. None of the other participating models addressed the heterogeneous canopies in that manner. Instead, 3-D test cases were run just like the 1-D cases in forward mode, that is, the models generated simulations of A, R and T based on the available spectral, structural and illumination related information only. As such the JRCTIP operator was asked to rerun the model to make also use of the target specific information regarding the background brightness.
[17] Within RAMI4PILPS, the participants were requested to simulate the following flux quantities.
[18] 1. Canopy reflectance, which is defined as the ratio of reflected to incident radiation at the top-of-canopy level (spectral albedo). This flux ratio was to be carried out with respect to all radiation passing through a (virtual) planar reference surface oriented parallel to the underlying background level at an elevation that is just above the maximum height of the target.
[19] 2. Canopy absorption, which is defined as the fraction of radiation, entering the canopy via a virtual reference plane at the top-of-canopy height level, that has been absorbed by the scatterers in the scene. Here the scatterers refer to all objects that are associated with the foliage elements in the scene.
[20] 3. Canopy transmission, which is defined as the ratio of the transmitted to incident radiation fluxes. Transmission thus includes contributions from the uncollided, singlecollided and multiple-scattered radiation reaching the background level. Incident radiation is defined with respect the top-of-canopy height level.
[21] One of the specificities of the RAMI4PILPS suite of experiments is that model simulations can be compared against a reference data set of relatively well known uncertainty. The latter was provided by the 3-D Monte Carlo ray-tracing model known as raytran [Govaerts and Verstraete, 1998 ]. The raytran model has been compared extensively against goniometer measurements [Govaerts, 1995] , field observations [Widlowski et al., 2005a] and, more systematically, against other RT models in the context of the RAMI activity [Pinty et al., 2001 [Pinty et al., , 2004b Widlowski et al., 2007] . Due to its excellent performance with respect to energy conservation, and its matching of analytical solutions to within 10 −4 on average, the raytran model was identified as one of six credible 3-D canopy RT models and chosen to contribute to the development of a reference data set against which other radiative transfer models could then be evaluated. This reference data set is based on the RAMI simulations of all six credible 3-D Monte Carlo models (having a mutual divergence of less than 1% over many thousands of model runs) and has become the cornerstone of the RAMI On-line Model Checker (http://romc.jrc.ec. europa.eu/) a web-based facility for the autonomous benchmarking of canopy reflectance models .
[22] By running the raytran model on the various RAMI4PILPS experiments using the same specifications as were given to other participants, it becomes possible to address model performance without the impact of improperly or incompletely specified target characteristics whether these are of a structural, spectrodirectional or illumination related nature. Hence, unlike comparison efforts between model simulations and field measurements, the outcome of RAMI4PILPS will provide a direct indicator as to the quality of the physics that is contained in the participating RT models and modules.
Models Participating in RAMI4PILPS
[23] The following alphabetical list provides a short summary of the broad range of radiative transfer models that participated in RAMI4PILPS. The simplest "layer" models represent any vegetation domain by an idealized homogeneous plane-parallel approach (similar to what is being done for clouds [e.g., Davis and Marshak, 2010] . The most complex model participating in RAMI4PILPS is a 3-D Monte Carlo model that is essentially capable of simulating arbitrary complex canopy architectures.
[24] 1. The AddingS model (AddingS) of Kallel et al. [2008] combines the formalism of the SAIL canopy reflectance model [Verhoef, 1984] and the "adding" method [van de Hulst, 1957] . Given a thick vegetation layer, AddingS divides it into thin sublayers of LAI = 0.01. Then, the adding operators (reflectance and transmittance) of a thin sublayer are estimated based on the SAIL model's bidirectional reflectance distribution function (BRDF) and bidirectional transmission distribution function (BTDF). Although SAIL underestimates the reflectance due to its semi-isotropic diffuse flux assumption, the estimation is accurate since for a thin layer the contribution of the diffuse fluxes to the BRDF and BTDF is very small. Indeed, BRDF and BTDF depend mainly on the direct flux scattering and extinction which are accurately computed in SAIL. Finally, to compute the original thick layer operators, AddingS uses the adding-doubling method allowing sublayer concatenation. Energy closure is thus not enforced. In practice the operators are matrices of size 200 × 200. They correspond to a sphere tessellation dividing it into 400 samples (20 samples for both zenithal and azimuthal angles). The AddingS model is written in MATLAB and, when run on a DELL OPT. GX 620 workstation with a PENTIUM 4 processor with 1 Gb of RAM, it takes about 40 s to do the closed forest canopy (3-D) or grasslands (1-D) simulations.
[25] 2. The Analytical Clumped Two-Stream (ACTS) model Yang et al., 2010 ] is a simple but physically based canopy RT scheme, which accounts for the effect of hierarchical foliage clumping on the light environment of vegetation canopies by combining a two-stream scheme with geometric optical (GO) theory. The GO component yields a well-described actual vertical foliage profile and an analytically derived clumping factor allowing to account for the impact of the vertical and horizontal vegetation structure. This scheme has the same computational cost as the schemes currently being used in GCMs, but provides better photosynthesis, radiative fluxes and surface albedo estimates for the ENT Dynamic Global Terrestrial Ecosystem Model [Kiang et al., 2006] . The ACTS model generates vertical profiles of reflectance, transmittance and absorbance within the canopy. The reflectance at the top level is selected as canopy reflectance, the transmittance at the bottom level is selected as canopy transmittance, and the absorbance profile is integrated under consideration of the sunlit/shaded components to generate the canopy absorption. Since the embedded two-stream scheme cannot accept zero as input value for the background albedo, the black background cases were run with an albedo value of a = 10 −8 instead. A typical RAMI4PILPS run took less than 1 s on a i386 Linux workstation with 8 Gb of RAM and a 3.2 GHz processor. The source code of ACTS is written in Fortran 95.
[26] 3. The Common Land model (CoLM) [Dai et al., 2003 [Dai et al., , 2004 features an improved two-stream approximation model of radiation transfer of the canopy, with attention to singularities in its solution and with separate integrations of radiation absorption by sunlit and shaded fractions of canopy. To perform the various RAMI4PILPS experiments, the CoLM model solved the two-stream functions to get the reflected (R veg ) and transmitted (T veg ) fluxes in those areas covered by vegetation (assuming that the woody content was zero). It then used the fractional vegetation cover (f veg ) to obtain the total reflected flux, R = f veg · R veg + (1 − f veg ) a, and transmitted flux, T = f veg · T veg + 1 − f veg , where a is the background albedo. From these results the canopy absorption was then derived using the energy balance equation: A = 1 − R − (1-a)T. The computer language of the CoLM implementation is Fortran 90. It took less than 0.05 s to execute a single run on an ia64 machine with a SUSE Linux operating system and eight 1.4 GHz Intel Itanium processors having 8 Gb of RAM.
[27] 4. The Forest Light Environmental Simulator (FLiES) is a 3-D Monte Carlo canopy radiative transfer model written in Fortran 77 [Kobayashi and Iwabuchi, 2008] . Radiative transfer simulation are conducted by injecting photons via the top-of-canopy level and by tracing their trajectories (in accordance with the spectral and structural properties of the medium). Photon tracing continues until a photon exits from the scene or until the weight of a photon becomes less than 10 −6 (which thus can affect energy conservation). Reflected/absorbed/transmitted fluxes were calculated by counting the photon weight when a photon exited the canopy via the top-of-canopy level. The RAMI4PILPS scenes were implemented using a scene size of 100 × 100 m 2 for the SHR, GRA, CFC scenes and 250 × 250 m 2 for the OCF scene. Phase functions were precalculated for uniform and erectophile foliage orientations. One-dimensional canopies were modeled as a horizontal slab of foliage whereas 3-D canopies were simulated using explicit representations of spheres as outlined on the RAMI4PILPS website. For each run FLiES used 10,000 photons and took 1 to 2 s to execute on a MacBook (Mac OS 10.5.4) with 4 GB SDRAM and an Intel Core Duo 2.2 GHz processor.
[28] 5. The Ecological Assimilation of Land and Climate Observations (EALCO) model [Wang, 2005 [Wang, , 2008 Wang et al., 2007 Wang et al., , 2009 ] is a process-based land surface model developed to simulate ecosystem-atmosphere interactions. EALCO physically integrates remote sensing and other geospatial data using up-to-date ecological theories. EALCO focuses on the mechanistic coupling of ecosystem physical, physiological and biogeochemical dynamics. The main components of the EALCO model include land surface radiation, energy, water, carbon, and nitrogen cycles. The radiation module of EALCO uses a gap probability-based successive orders of scattering approach [Wang, 2005; Wang et al., 2007] . It explicitly includes the heterogeneities of stands and crown elements and the multiple scattering of radiation. The model treats vegetation canopy as being composed of 3-D crowns and separates canopy into userdefined vertical layers (10 in this experiment) for ray tracing. The EALCO model is based on the optical parameters of ecosystem elements and physically represents ecosystem processes in radiation transfer. The model takes into account three processes when radiation impinges onto a canopy element: reflection, transmission, and absorption. The model simulates direct and diffuse solar radiation separately at userspecified number of wavelengths or wave bands. To carry out the RAMI4PILPS experiments the radiation module was run in stand-alone mode (i.e., decoupled from the other surface processes in EALCO). The total CPU processing time was a few seconds. The source code of EALCO is written in Fortran and it was executed under the Windows XP operating system on a machine with 3.25 Gb of RAM.
[29] 6. The Institut d'Astronomie et de Géophysique Georges Lemaître (IAGL) model [de Ridder, 1997] is based on the two-stream approximation which consists of dividing the diffuse radiation into isotropic upwelling and downwelling components. The main difference with the twostream model of Dickinson [1983] is that instead of adopting the single scattering and semi-infinite canopy approximation, the direct beam upscatter coefficient is calculated explicitly. The motivation for the development of IAGL was to replace simpler schemes in mesoscale atmospheric models and topographic vorticity-mode mesoscale models. IAGL enforces energy closure. Having been developed for 1-D canopies the IAGL model was nevertheless also run on the 3-D test cases of RAMI4PILPS. Pinty et al. [2004a] and Widlowski et al. [2005b] showed that 1-D canopy representations can match all of the radiative properties of 3-D canopies provided that effective instead of true model parameter values for the vegetation layer are specified. Since the model was, however, run with true instead of effective parameters one may expect larger deviations of the IAGL model over the 3-D test cases of RAMI4PILPS.
[30] 7. The Joint UK Land Environment Simulator (JULES) used here is the radiative transfer scheme of both the TRIFFID (Top-down Representation of Interactive Foliage and Flora Including Dynamics) and JULES (Joint UK Land Environment Simulator) [Cox, 2001; Essery et al., 2003] . JULES is the UK community land surface model designed to be interfaced with the UK Met Office Unified Model. TRIFFID is (optionally) used within JULES to provide vegetation dynamics. The radiative transfer scheme is based on the two-stream model of Sellers [1985] . In order to participate in RAMI4PILPS the radiative transfer scheme was isolated from the main body of the JULES code (written in Fortran) and an interface was wrapped around it (in C) to allow it to be run for arbitrary scenarios. Since JULES provided only absorbed and reflected fluxes the canopy transmission had to be generated by enforcing energy closure.
[31] 8. The Joint Research Centre Two-stream (JRC2S) model has been designed to improve on current 1-D formulations implemented in climate models to accurately estimate the fractions of radiation absorbed separately by the vegetation canopy and the underlying background. Its analytical formulation ensures the correct balance between the scattered, transmitted and absorbed radiation fluxes irrespective of the structural and spatial heterogeneity of the canopy provided that effective values for the model parameters of the vegetation layer are adopted. The two-stream solutions, as well as their approximations, for estimating the three radiant fluxes are decomposed into separate contributions, namely the Black Background (no scattering from the background), the Black Canopy (no scattering by canopy elements) and the remaining contribution involving multiple scattering events between the canopy and the background. This decomposition facilitates the identification of the physical processes intervening in the various components. The Black Background solutions follow Meador and Weaver's [1980] original two-stream solutions for direct illumination conditions of an atmospheric layer. It was shown that the latter deliver very accurate results provided they account for the canopy structure factor. The solution to the Black Canopy problem is accurately represented via an approximate function involving the value of the canopy structure factor estimated at 60°Sun zenith angle. Finally the coupled canopy-background scattering processes are parameterized on the basis of Meador and Weaver's [1980] two-stream solutions but extended to address the case of an external isotropic source of illumination. Specific attention was given to limiting the maintenance of the software and the JRC2S can be easily implemented in large-scale host models via the addition of a vertical layer having radiative properties that mimic those from the vegetation-soil canopy system.
[32] 9. The Joint Research Centre Two-stream Inversion Procedure (JRCTIP) [Pinty et al., 2007 ] is a computer efficient software package allowing to assimilate remote sensing flux products into a two-stream radiation transfer scheme suitable for climate models. This package implements the adjoint and Hessian codes, generated using automatic differentiation techniques , of a cost function balancing (1) the deviation from the a priori knowledge on the model parameter values and (2) the misfit between the observed remote sensing fluxes and the two-stream model simulations. The individual weights of these contributions are specified notably via covariance matrices of the uncertainties in the prior knowledge on the JRC2S model parameters and the measurements. The proposed procedure delivers a Gaussian approximation of the PDFs of the retrieved model parameter values. The posterior covariance matrix is further exploited to evaluate, in turn, the posterior probability density functions of the radiant fluxes, e.g., scattered, transmitted and absorbed that are simulated by the two-stream model, including those that are not measured, e.g., the fraction of radiation absorbed in the ground. The JRCTIP solutions can eventually be computed offline for selected sets of prior conditions and stored in look-up tables [Clerici et al., 2010] . In the context of RAMI4PILPS the inversion is performed on the basis of the eight available top-of-canopy albedos (four illumination conditions, two spectral bands), for the type of vegetation (SHB or OFC), LAI and background albedos specified in the RAMI4PILPS experiment name. The JRCTIP took about 0.05 s per inversion on a workstation with the Linux Suse 11.1 operating system (Kernel 2.6.27.19-3.2-default) having 3.9 Gb RAM and a 2.5 GHz processor. The code is written in C.
[33] 10. The MixFor-3D (MixFor3D) model [Olchev et al., 2009] consists of several closely coupled 3-D submodels describing the structure of a forest stand; the radiative transfer in a forest canopy; the turbulent transfer of sensible heat and water vapor between ground surface, trees and the atmospheric surface layer; and the heat and moisture transfer in soil. Mixfor3D has a horizontal resolution of 2 × 2 m 2 , a vertical canopy resolution of 1 m, a vertical soil resolution of 0.1 m and a primary time step of 1 h. The model algorithm describing solar radiation transfer through a forest canopy considers direct and diffuse radiation penetrating through gaps in the canopy, transmitted by leaves and reflected from leaves, bark and soil surface. It uses information about the 3-D structure of each tree species in the forest stand, and about the optical properties of their leaves and bark. It takes into account clumping and gapping of foliage, spatial variations in leaf orientation angles and site topography. The calculation of the direct solar radiation fluxes within the canopy is based on estimating the probability that a ray of light passing through the foliage reaches a given level within the canopy without interception [e.g., Myneni et al., 1989] . Hemispheric transmission and reflection for photosynthetically active and near-infrared radiation are calculated for each grid unit of a plant canopy with the two-stream approximation approach [e.g., Dickinson, 1983; Pinty et al., 2006] taking into consideration the local PAD and LAD, as well as optical spectral properties of the grid phytoelements. Total radiation fluxes for each grid point of a forest canopy are calculated using a "step-by-step" algorithm going from the upper canopy layers to the lower canopy layers. Since it is well established that canopy structure affects the radiative properties [e.g., Cescatti, 1988; Rautiainen et al., 2004; Smolander and Stenberg, 2005; Widlowski et al., 2005b] , one can anticipate that the approximation of spherical objects with box-shaped 1 m 3 voxels will have an impact on the simulation results of the MixFor3D model (for 3-D cases).
Results
[34] Submitted model simulations were subject to a series of sanity checks prior to the in-depth analysis presented here. In some cases this lead to the operator of a given model being asked to rerun a given set of experiments.
Energy Conservation
[35] Energy conservation is a fundamental principle that should be obeyed by all models dealing with radiation transfer. In the context of shortwave radiation regimes the conservation of energy requires that A + R + (1 − a)T = 1, where a is the background albedo. Hence, the capacity of a given model (m) to conserve energy in the VIS and/or NIR spectral bands can be described using
is the total number of spectral l, structural z, and illumination W related conditions for which flux simulations were performed by model m. Figure 2 shows the maximum, minimum and mean deviation from energy conservation (multiplied by 100) for models that simulated the necessary flux quantities in structurally homogeneous (Figure 2 , left) and structurally heterogeneous (Figure 2 , right) plant environments. It can be seen that model deviations are relatively minor. On average, the models deviate by less than 0.0001 in the 1-D case and less than 0.007 in the 3-D case from perfect energy conservation. The largest deviations were of the order of 0.0006 for the 1-D and 0.04 for the 3-D test cases. In some models, like CoLM, EALCO, IAGL, JRC2S and JULES, energy closure is enforced analytically. In the case of the FLiES model the deviations in the 1-D case are sufficiently small to be due to rounding errors in the simulations. In the heterogeneous case, some of the models featuring implicit/explicit 3-D descriptions of the canopy structure may deviate by up to 0.01-0.02 from energy conservation. Almost all of the models were run in forward mode when dealing with the 3-D cases. The only exception is the JRCTIP model which was run in inverse mode, namely, once with (black bar) and once without (gray bar) target-specific a priori information on the background and foliage properties. One can see that the simulations of JRCTIP deviate more from energy conservation when obtained without a priori information about the canopy target. In the remainder of this contribution only JRCTIP results that make use of target-specific a priori information for the background brightness are presented. Last but not least, one should also note that AddingS (0 ≤ D F ≤ −0.00062) consistently generated (small amounts of) additional energy, whereas both ACTS (0 ≥ D F ≥ 0.0155) and MixFor3D (0 ≥ D F ≥ 0.0225) consistently lost (small amounts of) energy.
Model Consistency
[36] In this section model consistency is evaluated by verifying whether certain relationships and inequalities between model generated quantities hold true or not. For example, the different illumination conditions of the RAMI4PILPS setup can be used to evaluate whether models are consistent in the way they generate flux quantities under perfectly diffuse and direct only illumination conditions. Since, within the RAMI4PILPS suite of experiments (1) the foliage orientations are azimuthally invariant, (2) the scattering properties of the canopy and background are all Lambertian, and (3) the scenes are sufficiently large to exhibit stationary properties one can express the flux quantities under isotropic illumination conditions (F iso ) as
where F can be any one of A, R and T and m = cos ( 0 ) is the cosine of the direct illumination zenith angle. The three direct illumination zenith angles proposed within RAMI4PILPS are the Gaussian quadrature angles (for n = 3) such that it is possible to compute an estimate of F iso on the basis of the model-generated fluxes under direct illumination conditions only. This latter quantity (F iso GQ ) can then be compared against the model-simulated flux under isotropic illumination conditions to compute DF iso = |F iso GQ − F iso |. If for any given model m the DF iso (m) value exceeds DF iso (r), generated in exactly the same manner from the reference model simulations, then some inconsistencies in the handling of different illumination conditions must exist within model m. [37] In fact, for the 1-D case both the models AddingS and EALCO feature DF iso values that are very close to that of the reference model. The model FLiES (and, in the canopy transmission case, also the model JRC2S) feature only small deviations from DF iso (r). The remaining models (CoLM, IAGL, JRC2S and Jules) exhibit average differences between F iso GQ and F iso of 0.015-0.035 in the case of canopy absorption, 0.01-0.025 in the case of canopy reflection, and 0.035-0.07 in the case of canopy transmission. In the 3-D cases, the models FLiES, EALCO and in the case of A (T) also CoLM (JRCTIP) exhibit only minor deviations between F iso GQ and F iso . MixFor3D on the other hand has DF iso values of about 0.011 for R and 0.06 for A and T on average. Since the reference model simulations can be assumed to have an uncertainty of 1% or better it may be appropriate to say that all models that lie above 0.01 × 100 = 1.00 in Figure 3 are somewhat inconsistent in the way they The mean, minimum, and maximum values of the absolute difference, DF iso between (left) the simulated canopy absorption, (middle) the reflectance, and (right) the transmission under isotropic diffuse illumination conditions F iso and a Gaussian quadrature approximation of that flux quantity (F iso GQ ) for (top) homogeneous and (bottom) heterogeneous canopies. The Gaussian quadrature approximation is computed from model simulations for three direct illumination conditions. The horizontal white line (gray area) indicates the mean value (range of) DF iso (r) derived from simulations of the reference 3-D Monte Carlo ray-tracing model. Note the logarithmic scale on the abscissa. deal with different illumination conditions. It is, however, not possible to identify whether any of these inconsistencies (i.e., DF iso^0 .01) originates from the simulation of the isotropic flux quantities, F iso or is due to simulations of one (or more) of the direct illumination fluxes that contributed to F iso GQ . This particular aspect will be addressed in section 3.5 when the simulations of individual models are compared directly against those of the reference model.
Model-to-Model Deviations
[38] Differences between the simulation results of two models (c and m), when averaged over a variety of spectral (l), structural (z), and illumination (W) conditions, can be quantified as
where N is the total number of flux simulations that were performed by both the models c and m; the quantity F is any one of the simulated fluxes A, R or T; and the normalized model-to-model deviation d m↔c is expressed in percent.
[39] Figure Figure 4 ). This trend is repeated when looking at absolute rather than normalized flux differences (not shown) and may be explained by increasing levels of shading occurring between neighboring tree crowns (at least in the case of the heterogeneous canopies). The statistics shown in Figure 4 are somewhat biased toward test cases exhibiting rather small levels of absorption, reflectance or transmission. This is because in such cases minor deviations between models will result in inflated values of d m↔c due to the normalization in equation (1) . The small LAI values of the shrubland cases (0.25 ≤ LAI ≤ 1.0) thus favor the occurrence of large values of d m↔c for both the canopy absorption (in the NIR) and the canopy albedo (in the VIS especially when the background is black), whereas, the relatively large LAI values of the 1-D cases (1 ≤ LAI ≤ 4) will result in increased model-to-model biases for the canopy transmission only. Open forest canopies with their intermediate range of LAI values (0.5 ≤ LAI ≤ 2.5) fall somewhat in between these two extremes as can be seen from the predominant colors in the OFC panels of Figure 4 . Absolute model biases (not shown) do confirm, however, that model deviations are on average largest for canopy transmission simulations.
[41] One should mention here that the JULES canopy transmission values (obtained via closure of the energy balance equation) are found to be somewhat different from those generated by other models in the closed forest canopy case. A closer analysis revealed that this appears to be caused by only a few outliers that affect the overall statistics. Also noteworthy is that, in the 3-D case, the models EALCO, FLiES and JRCTIP generate very similar radiative quantities. In particular, the open forest canopy cases are characterized by a large deviation between all but these three models and this irrespective of the flux quantities that were simulated.
Model-to-Ensemble Deviations
[42] In the absence of an absolute truth or reference standard, the output from individual models is typically evaluated against ensemble averages computed from the simulation results of several/all models participating in intercomparison exercises [e.g., Pinty et al., 2001 Pinty et al., , 2004b Cahalan et al., 2005] . In this way, models that are very different from all other models can be identified and, although not wrong in any absolute sense, they may then be excluded from further investigations, if this is deemed appropriate. The model-to-ensemble deviation can be computed for any spectral (l), structural (z), and illumination (W) condition using [43] One will notice that the range of the model-toensemble values is smaller for the 1-D cases than for the 3-D cases (with the exception of the canopy transmission). The minimum deviation is typically close to zero except for simulations of the canopy reflectance in the 1-D case and simulations of the canopy absorption in the 3-D case. Further analysis showed that the former is primarily due to model results in the VIS whereas the latter arise from model deviations in the NIR. Interestingly, the coefficient of variation; that is, CV = s dm / m is close to or larger than unity for canopy transmission simulations whereas for both the canopy absorption and reflectance simulations CV tends to be smaller than unity. In the 1-D case EALCO and JULES, and for canopy reflectance simulations also CoLM, lie above the mean deviation from the ensemble mean (gray area) while in the 3-D case CoLM, IAGL and MixFor3D, and for canopy absorption simulations also ACTS, exceed the mean deviation from the ensemble average (i.e., they lie outside the gray area in Figure 5 ).
Model-to-Reference Deviations
[44] Simulations by the three-dimensional Monte Carlo model, raytran [Govaerts and Verstraete, 1995] were utilized as reference data in the context of the RAMI4PILPS exercise. Based on the extensive analysis of tens of thousands of simulations acquired during the third phase of RAMI the uncertainty associated with this reference model can be assumed to be of the order of 1% . Here the relative difference of a given model (m) with respect to the reference solution (r) for any particular set of spectral (l), structural (z), and illumination (W) conditions, is defined as
where F can be any one of the simulated fluxes A, R or T, and d m↔r is expressed in percent.
[45] The various panels in Figure 6 (Figure 6 , bottom) plant environments. Almost all of the histograms of d m↔r peak close to zero. At the same time, however, many of the histograms are highly skewed indicating a tendency of the models to over or underestimate the reference values. The exact cause for these patterns may be difficult to identify due to the large amount of structural, spectral and illumination related conditions contained in these statistics. For example, the JULES model has a tendency to overestimate canopy absorption and to have a large variability in the bias of the canopy transmission simulations (that were derived on the basis of its canopy absorption and albedo simulations and a forced closure of the energy balance equation). The IAGL and MixFor3D models have a tendency to overestimate canopy absorption (and also reflectance) and to underestimate canopy transmission in the 3-D case. CoLM and ACTS have a tendency to underestimate absorption and to overestimate both canopy albedo and transmission in the 3-D case. Opposite tendencies in the bias of canopy absorption and transmission may be linked by the fact that A ≈1 − T in the visible spectral domain [Widlowski, 2010] although the bias in canopy reflectance may also play a role here. In addition, both CoLM and IAGL show very wide model-to-reference deviation histograms in the case of 3-D canopy reflection simulations. In the case of IAGL this may not come as a surprise since the 3-D test cases were run using actual rather than effective input parameters. The latter are however needed if 1-D model formulations are to be capable of matching the radiative properties of 3-D plant environments [Pinty et al., 2004a] .
[46] The narrowest model-to-reference deviation histograms relate to the models FLiES, EALCO and JRCTIP in the 3-D case and AddingS and FLiES in the 1-D case. When excluding these four models a detailed analysis of the results (not displayed here) reveals that the spread of the model deviation histograms is (1) larger in the NIR than in the VIS for canopy absorption simulations in 1-D and 3-D vegetation canopies, (2) larger in the VIS than in the NIR for canopy reflectance simulations in 3-D environments, and (3) larger in the VIS than in the NIR for canopy transmission simulation in both the 1-D and 3-D plant environments. Some of the models deviate by more than 200% from the reference solution on some occasions (such data are grouped in a gray colored histogram bin at d m↔r = 100 in Figure 6 ). One possible cause for these observations may be the increased sensitivity of equation (1) to deviations from the reference data when the latter is rather small. This hunch would also allow to explain the double peaked absorption histograms for EALCO (in the 1-D case) and ACTS (in the 3-D case) where the left most peak is due to simulation results in the NIR where absorption is generally small. When using absolute rather than normalized model-toreference differences (results not shown) the maximum deviations for the 1-D test cases amounted to 0.1 (with most differences being less than 0.025) whereas for the 3-D cases the maximum difference was around 0.6 (with most deviations being less than0.05).
[47] In addition to histograms of model-to-reference deviations one can define the mean of the absolute values of the above relative deviations from the reference data as
where N = N l · N z · N W is the total number of spectral, structural and illumination related conditions included in the averaging process, and hd |m↔r| i is expressed in percent.
[48] Table 2 provides an overview of the hd |m↔r| i values (together with their standard deviations) derived from the data displayed in Figure 6 . With the exception of the transmission simulations the model agreement is in general very good with respect to the reference data in the 1-D case. The very large deviation of the transmission simulations of the JULES model is entirely due to the dense closed forest canopy case (LAI = 4) in the visible spectral region when the illumination zenith angle is at 83°and the background is covered by snow (a = 0.9640). Here the canopy absorption (A JULES = 0.914706) and reflectance (R JULES = 0.058007) differ by only a few percent from the reference simulations (A raytran = 0.948706 and R raytran = 0.051178) but due to the high albedo of the background surface this will have a large effect on the canopy transmission (when calculated via energy closure) with the consequence that T JULES ≈ 0.757972 while T raytran = 0.003207. Similarly, the large deviations of the CoLM model for transmission simulations in 3-D vegetation canopies is primarily due to the biases that are present for dense OFC (and to a lesser extent also SHR) canopies in the visible spectral domain when the 0 = 83°. The results in Table 2 indicate, however, that there are also models that deviate between 25 and 45% with respect to the reference solution in the case of the 3-D vegetation canopies. At the same time, the bias of the model FLiES, and to a lesser extend also JRCTIP/JRC2S, does not change much between the 1-D and 3-D cases. In fact, for the EALCO model the bias is decreasing when going from 1-D to 3-D canopy architectures.
Trends in Model-to-Reference Deviations
[49] Each panel in Figure 7 shows the mean absolute deviation between the fluxes simulated by model m and reference model r. The corresponding metric is
More specifically results are shown for models (columns) that simulated the fluxes F = A, R and T (rows) in the case of 1-D (Figure 7 , top) or 3-D (Figure 7 , bottom) canopies. Each panel displays h|dF m r |i computed from N c = N l · N z test cases exhibiting particular combinations of background albedo (a = black, medium, snow) and solar zenith angle ( 0 = 27°, 60°, 83°, isotropic).
[50] Figure 7 confirms that several models match the reference solution better in the 1-D case than in the 3-D case. One notable exception to this is the EALCO model which has been designed to mimic actual (3-D) forest canopies and thus is closer to the reference solutions in the 3-D case. The performance of FLiES, which uses spherical and slab-like geometric primitives to describe the architecture of the 3-D and 1-D scenes, respectively, is not affected by the dimensionality of the test cases. To a lesser extent, the same can also be said about the JRCTIP/JRC2S results especially for high (medium) values of 0 (a). The results of MixFor3D, on the other hand, may have been biased by the fact that it approximates spherical crown structures with a series of box-shaped voxels. In the 1-D scenarios the models JULES, IAGL and CoLM have a tendency to deviate more from the reference solution for simulations under isotropic illumination conditions. This is also the reason for their nonzero DF iso values during the internal consistency tests in section 3.2 (compare with Figure 3) . Alternatively, the ACTS, MixFor3D and interestingly also the CoLM model show a distinct trend of increasing h|dF m r |i values as 0 becomes larger in the 3-D case. In addition, almost all models have the tendency to deviate more from the reference canopy albedo as the background brightness increases.
[51] Tables 3 and 4 document the mean absolute modelto-reference bias (expressed in W m −2 ) in the absorbed (DA), reflected (DR), and transmitted (DT) solar fluxes. These results were obtained by multiplying the h|dF m r |i values corresponding to medium bright background conditions in Figure 7 by the amplitude of the direct (S 0 dir ) or diffuse (S 0 dif ) solar radiation reaching the Earth's surface (W m −2 ), where
and
as given by Wang et al. [2002] . Here, S noon dir = f dir · S noon tot and S noon dif = (1 − f dir ) · S noon tot are the direct and diffuse incoming shortwave radiation components, respectively, that reach the Earth's surface at noon (W m −2 ). The sum of these two contributions is equal to the total incident shortwave radiation at noon (S noon tot = S noon dir + S noon dif ) which can, however, also be written as [e.g., Stull, 1988] S tot noon ¼ S T k cos noon ð Þ Thus, it is possible to solve equations (2) and (3) if suitable values are available for (1) the fraction of direct radiation at the Earth's surface ( f dir ), (2) the net sky transmissivity (T k ), The solar zenith angle at noon is set given the season and latitude of the canopy target (here local summer conditions apply). The solar zenith angle at noon is set given the season and latitude of the canopy target (here local summer conditions apply).
(3) the solar constant (S = 1373 W m −2 ), and (4) the solar zenith angle at local noon ( noon ).
[52] The results provided in Table 3 were generated for typical clear sky conditions, i.e., by using equation (2) with f dir = 0.9 and T k = 0.8, and by specifying one or two geolocations and/or seasons ( noon ) for each one of the four architectural RAMI4PILPS categories. The resulting mean absolute model-to-reference solar flux deviations vary between 0.01 and 148 W m −2 with the mean bias over all test cases and participating models amounting to 8.3 W m −2 . With the exception of EALCO, FLiES and to a lesser extent also JRCTIP/JRC2S, the model-to-reference deviations for the 3-D cases are generally higher than those for the 1-D cases. Since the incoming direct solar radiation decreases as 0 becomes larger the results of Table 3 do not mirror the trend (of increasing h|dF m r |ideviations with increasing solar zenith angle) that was noticeable for some of the models in Figure 7 . More specifically, at 0 = 27.4°the mean bias of all three fluxes in Table 3 was 14.1 W m −2 , whereas at 0 = 60°it was 9.7 W m −2 and at 0 = 83.5°it was 1.0 W m −2 . Some deviations to this pattern occurred for the 3-D cases where models like CoLM, JRCTIP and EALCO occasionally showed their largest biases at 0 = 60°.
[53] The results in Table 4 were generated for overcast sky conditions, that is by using equation (3) with f dir = 0.1 and T k = 0.4 , and by multiplying the resulting S 0 dif with the h|dF m r |i from Figure 7 under isotropic illumination and medium background brightness conditions. The resulting model-to-reference deviations of the solar fluxes were found to vary between 0.03 and 75.3 W m −2 with the mean bias over all test cases and participating models being equal to 5.6 W m −2 . Again, for most models the deviations for the 3-D cases are higher than those for the 1-D cases but these differences (8.30 W m −2 versus 2.96 W m −2 , respectively) are less pronounced under overcast conditions than for the clear day scenarios (13.7 W m −2 versus 3.38 W m −2 , respectively) that were reported in Table 3 . It should also be mentioned here, that the magnitude of the bias for cloudy days, while being largest at 0 = 60°, was found to exceed the bias for clear days only at the largest solar zenith angle, i.e., for 0 = 83.5°.
[54] Last but not least, the spectral bias of the various model simulations can be investigated with the c 2 approach of Pinty et al. [2004b] . For any given spectral range (l) one can define the deviation between model (m) and the reference (r) as
where N = N z · N W is the total number of structural and illumination related conditions included in the averaging process, and s 2 = f m 2 · F m 2 + f r 2 · F r 2 is the sum of the errors associated with the model ( f m = h|dF m t |i/F t ) and reference ( f r = h|dF r t |i/F t = 0.01) fluxes. Here F t is the true value of the flux quantity of interest and h|dF m t |i and h|dF r t |i are the mean absolute model-to-truth and reference-to-truth deviations, respectively. As mentioned previously, the error associated with the reference data is typically of the order of 1% .
[55] Figure 8 
Analysis and Discussion of Results
[56] The main outcomes of the RAMI4PILPS intercomparison exercise can be summarized as follows.
[57] 1. Models adhere closely to energy conservation. The maximum deviations were of the order of 0.06% for the 1-D test cases and ∼2.3% for the 3-D test cases assuming the models were run in forward mode. The JRCTIP model, being the only one to address the 3-D test cases in inverse mode, lay on average within 0.5% of the perfect energy conservation scenario and at worst was off by 4%.
[58] 2. Model-to-model agreements generally deteriorate as the plant canopies become more complex in their structure. Simulation results were most similar for homogeneous canopies with uniform foliage orientations and most diverging for heterogeneous canopies with large variations in the vertical position of the tree crowns. Contrary to this, the simulations of FLiES, EALCO and the JRCTIP/JRC2S models agreed closely for the 3-D cases and somewhat less so for the 1-D cases.
[59] 3. Histograms of model-to-reference deviations were generally unimodal and relatively narrowly distributed around the zero deviation line. Some of the models, e.g., CoLM, IAGL, JULES and MixFor3D, exhibited relatively wide or even skewed model-to-reference deviation histograms, in particular, for the 3-D vegetation canopies and the transmitted fluxes in the 1-D case.
[60] 4. The mean absolute model-to-reference deviation for 1-D test cases was 3% for canopy absorption, 5.3% for canopy reflectance, and 9.7% for canopy transmission (the latter value excludes the JULES model). For the 3-D cases the model-to-reference deviations were higher on average than for the 1-D cases and amounted to 19% for canopy absorption, 21% for canopy reflection and 26.7% for canopy transmission. When expressed in W m −2 these biases were estimated as 4.92, 2.58 and 4.81 W m −2 in the 1-D case and 19.9, 5.42 and 16.3 W m −2 in the 3-D case. [61] 5. Not all model-to-reference deviations increased from homogeneous to heterogeneous canopy architectures. In fact, the bias for all of the fluxes simulated by the EALCO model was consistently lower for 3-D than for 1-D test cases while that of the FLiES and JRCTIP/JRC2S models remained rather similar on average. In the 3-D case the average bias of the simulated fluxes was 1.49% for FLiES, 2.43% for EALCO and 6.21% for the JRCTIP models.
[62] 6. Irrespective of the complexity of the canopy architecture, model performance was generally better in the visible than in the NIR for canopy absorption simulations, whereas for canopy reflectance and transmission simulations the opposite was true.
Relevance of Results
[63] Global-and regional-scale simulations of the impact of anthropogenic activities on the climate and carbon cycle inevitably deal with simplified representations of terrestrial environments [e.g., Lobell et al., 2006] . This does not, however, make their scenario simulations and forecasting results less relevant for policy makers and the general public [e.g., Intergovernmental Panel on Climate Change, 2007] . Similarly, the results from the RAMI4PILPS suite of experiments, although based on rather abstract plant environments, do allow to suggest areas requiring further model developments. The JULES, IAGL and CoLM models, for example, consistently showed their largest biases for canopy absorption and transmission simulations when dealing with diffuse illumination conditions (in the 1-D cases). This finding is certainly of relevance when it comes to the reliability of studies assessing the role of diffuse radiation in the context of the terrestrial carbon sink [e.g., Mercado et al., 2009] . But even under clear sky conditions, where the deviations with respect to the RAMI4PILPS reference solutions are smaller on average, it is of interest to look at the impact that this variability may have with respect to gross primary production (GPP) estimates. The latter quantity relates to the mass of CO 2 or carbon that is fixed by plants within a given area and for a given time interval. GPP is often estimated using the approach of Monteith [1972 Monteith [ , 1977 , that is, " · FAPAR · PAR, where PAR is the incident radiation at the surface in the wavelength range 400-700 nm, FAPAR is the fraction of PAR radiation that is absorbed by photosynthetically active plant material, and " is the light use efficiency expressed in units of CO 2 or Carbon per units of incident PAR radiation. In the next two paragraphs, some of the RAMI4PILPS canopy absorption simulations in the VIS spectral domain (which are thus equivalent to the FAPAR) will be used to compute GPP on the basis of " and PAR data available in the scientific literature.
[64] Focusing on alpine meadows first, the information provided in Figures 2, 3, and 6 of Chen et al. [2009] ). Assuming no diffuse PAR in equation (5) ) that is within 2% of the observations. Repeating this exercise with the canopy absorption data generated by the RAMI4PILPS models results in the following GPP estimates (and their relative deviation with respect to the raytran reference GPP): 0.454 (0.0%) for AddingS, 0.452 (0.4%) for CoLM, 0.449 (1.1%) for EALCO, 0.452 (0.4%) for FLiES, 0.452 (0.4%) for IAGL, and 0.450 (0.9%) for JRC2S. One may thus conclude that for homogeneous plant canopies, under direct illumination conditions only, the various model simulations agree rather well with the observed values of GPP.
[65] Looking at heterogeneous canopies next, Figure 2 of Xiao et al. [2004] indicates that LAI ≈ 2.5 and FAPAR ≈ 0.67 for the Harvard forest test site on 15 May 1999. From Figure 1 of Xiao et al. [2004] one can deduce that " ≈ 0.15 for the nearest 10 day period around that date since the incident PAR ≈ 400 (mol/m 2 ) and the GPP is given as ∼40 (g C/m
2 ) during that period. The RAMI4PILPS reference model yields an FAPAR of 0.72 for the open forest canopy test case with LAI = 2.5 and 0 = 60°(the latter is close to the mean solar zenith angle at the location of Harvard forest on 15 May). The corresponding GPP estimate would thus be equal to 43.2 (g C/m
2 ) which lies within 10% of the 10 day GPP value provided by Xiao et al. [2004] . The GPP estimates (and relative deviations from the RAMI4PILPS reference) generated on the basis of FAPAR simulations from other RAMI4PILPS models amount to: 33.39 (−22.7%) for ACTS, 28.79 (−33.4%) for CoLM, 41.97 (+2.8%) for EALCO, 43.40 (+0.5%) for FLiES, 52.68 (+21.9%) for IAGL, 41.28 (+4.4%) for JRCTIP and 50.83 (+17.7%) for MixFor3D. At least in the case of JRCTIP, which was the only RAMI4PILPS model to provide uncertainty estimates for its simulation results, i.e., s FAPAR = 0.0355, one can conclude that the above GPP deviation is not significant (c JRCTIP 2 = 0.77).
[66] In Figure 7 the bias of models ACTS and CoLM has a tendency to increase both with the solar zenith angle (in particular for canopy absorption and transmission simulations) and with the brightness of the underlying background (this is most noticeable for canopy albedo simulations). The latter tendency, which is also present in the EALCO, JRCTIP, FLiES and MixFor3D model simulations over 3-D canopies, in turn, raises concerns about the reliability of modelbased studies assessing the radiative response to changes in surface albedo. In fact, Nair et al. [2007] noted recently that the accuracy of radiative forcing estimates associated with land use change depended on the robustness of the vegetation characterization used in global circulation models.
[67] This is a crucial issue since the radiative response to changes in shortwave surface albedo is now recognized as one of the two main negative forcings that can counteract (to some extent) the positive radiative forcings from greenhouse gases [Betts et al., 2007; Myhre and Myhre, 2003] . Shortwave surface albedo changes may be due to natural or man-made causes and arise, for example, in the form of inundation, desertification, fire and snow events. Anthropogenic land cover change, in particular, is a spatially highly heterogeneous perturbation where regional effects often differ in sign, so that they may cancel out on global averages despite possibly large regional climate impacts [e.g., Pongratz et al., 2009; Menon et al., 2010; Campra et al., 2008] .
[68] In the following paragraphs, some of the simulations performed in the context of RAMI4PILPS will be compared to observational evidence quantifying the shortwave radiative forcings at the surface in the case of (1) fire events in northern Australia and (2) snow events in central Alaska.
[69] Jin and Roy [2005, hereinafter JR05] utilized atmospherically corrected and cloud free shortwave surface albedo data from MODIS (Collection 4) to estimate the radiative forcing due to fire-induced surface albedo changes within woody savannas of northern Australia. In RAMI4PILPS the overall shortwave albedo is simply the mean of the VIS and NIR canopy albedos. The most suitable RAMI4PILPS test case to mimic a woody Savanna fire event is the OFC scenario with LAI = 2.5, 0 = 60°and both black and medium bright backgrounds. This choice allows (1) to simulate fire events in woody savannas that affect only the lower vegetation strata, (2) to account for preburn conditions where senescent plant material has increased the background brightness while the evergreen, brevideciduous or partly deciduous overstory retains all or most of its foliage [Williams et al., 1997] , and (3) to match the magnitude of preburn (0.151 ± 0.001 raytran versus 0.151 ± 0.008 JR05) and postburn (0.126 ± 0.001 raytran versus 0.130 ± 0.007 JR05) surface albedos together with the albedo change observed by JR05 for all of the fire events occurring in woody savannas during the month of July (0.025 ± 0.002 raytran versus 0.021 ± 0.011 JR05).
[70] Figure 4a of JR05 indicates that in July the incoming solar radiation at the surface was about 203 ± 6 W m −2 . The fire induced albedo change of JR05 thus translates into a mean positive forcing of about 4.263 ± 0.322 W m [72] The next case study looks at the radiative forcing arising from snow-on and snow-off conditions in Alaska. Using Figure 3b of Lyons et al. [2008] one can determine that the multiannual average of high-quality MODIS shortwave albedo values over forested areas not affected by fire events is ∼0.36 at day 100 (early April) and ∼0.12 at day 200 (late July). The same graph shows also that the peak in shortwave albedo occurs around day 80 such that one can assume that most of the tree crowns are effectively snowfree on day 100 whereas the ground may still be covered by snow. In addition, Figure 8a of Lyons et al. [2008] 
Impact of the Realism of Test Cases
[73] RAMI4PILPS was designed to focus on the quality of the physics embedded in the shortwave RT formulations of land surface schemes. This goal can only be achieved (1) by eliminating all uncertainties related to the specification of structural, spectral and illumination properties of a given canopy target and (2) by having access to accurate and reliable reference data sets generated by independent means on the basis of identical input parameters. A further complication lies in the fact that every shortwave RT model relies on an explicit representation or implicit conceptualization of the canopy architecture which, if different between models, will impact the magnitude of the simulated radiative quantities even if generated from the same set of input parameters. Rather than working with architecturally complex 3-D canopy scenarios, for which each model would have to adapt the prescribed canopy parameters to "effective" values in line with its internal canopy representation, RAMI4PILPS opted for test cases build with the most prominent canopy conceptualizations contained in the shortwave RT formulations of land surface schemes, i.e., plane-parallel vegetation layers and canopies composed only of spherical tree crowns. A consequence of this choice is that both the structural and spectral realism of the RAMI4PILPS experiments is rather poor when compared to actual plant environments. This in turn may result (1) in different variance structures compared to those observed in real campaigns with field instruments operating at spatial scales much finer than the domain of the overall canopy target (or an individual grid cell in a LSS) and (2) in different canopy level (or upscaled) solar flux quantities compared to those present in real plant environments experiencing similar light conditions and having the same inventory statistics, e.g., leaf area index, foliage spectra, canopy height and density, etc. The setup of RAMI4PILPS, however, has permitted to document the quality of shortwave RT models on an absolute scale and this without ambiguity as to the origin of the observed differences. This is quite different from efforts comparing model simulations to in situ observations which inevitably suffer from ambiguities as to the origin of the observed agreements or disagreements. In fact, Oreskes et al. [1994] argue that one can never generalize the usefulness of a given model even if it provides excellent agreement between simulated and observed data sets.
[74] The goal of RAMI4PILPS is thus conceptually different from model verification efforts that focus on how well a given shortwave RT formulation in a land surface scheme can match reality. Nevertheless, the quality of (some of) the RAMI4PILPS simulation results was shown to allow for good agreements with the FAPAR and canopy albedo quantities (as well as with the corresponding GPP and shortwave radiative forcings) retrieved by other scientific studies on the basis of field measurements and/or remote sensing observations. Most of the participating RAMI4PILPS models, however, generated model-to-reference biases that were larger for heterogeneous canopy architectures than for homogeneous test cases. This trend may be due to shortcomings in the RT formulations of these models, or alternatively, attributable to the increasing relevance of effective parameters capable to translate the actual canopy characteristics to the conceptualization used within the models. For actual forest stands, where woody structures, foliage clumping and background topography are present, and, where the scatterers are typically non-Lambertian and their shapes, sizes and orientation are spatially highly variable, one can thus expect the performance of the latter type of models to worsen with respect to the 1-D and 3-D test cases of RAMI4PILPS.
[75] To illustrate the performance of simplified RT models when facing truly complex canopy conditions, the JRCTIP model was inverted against reflectance simulations generated, in two narrow bands centered in the red (631 nm) and near-infrared (872 nm) spectral region, by the raytran reference model for a series of highly detailed 3-D canopy descriptions (available via http://rami-benchmark.jrc.ec. europa.eu/). Figure 9 displays the relative bias (d m↔r ) of the JRCTIP canopy absorptions for four of the above mentioned RAMI-IV forest stands (the JRCTIP canopy reflectances were always within ∼1% of the raytran reference). Also included in Figure 9 are the relative absorption biases of the JRCTIP and JRC2S models for RAMI4PILPS test cases of different complexity featuring either 0 = 27°and a medium background brightness (summer conditions), or else, 0 = 60°and a snow-covered background (winter conditions). In absolute terms, the results show that the retrieved absorption estimates for the highly detailed canopy scenarios do not differ by more than the corresponding broadband simulations for the 3-D test cases of RAMI4PILPS, although the sign of the absorption bias under snow conditions in the red spectral band is perhaps different. This result highlights the potential of some of the simpler RT models to deliver accurate and reliable surface flux estimates.
[76] Traceable methodologies for the verification of RT models and remote sensing products may require to combine the advantages of model-based quality assurance efforts (like RAMI and RAMI4PILPS) with those of observationbased evaluation schemes (like PILPS). Recent progress in both field instrumentation and associated retrieval algorithms may in the near future enable model benchmarking schemes based on the comprehensive 3-D reconstruction of existing test sites. For example, the approach of Côté et al. [2009] enables the faithful reconstructions of individual tree architectures on the basis of terrestrial lidar scans. Similarly, field goniometers with outward pointing detectors now permit the acquisition of hyperspectral information about the anisotropy of incident solar radiation at a given test site [e.g., Pegrum-Browning et al., 2008] . Perhaps, the main obstacle still preventing verisimilar test site reconstructions is our current inability to sample the spatial variability of the scattering anisotropy of foliage, wood and background elements in a speedy, accurate and comprehensive manner. The advent of multispectral terrestrial laser scanners may however provide a means to address some of these issues [e.g., Gaulton et al., 2010] . In any case, once such verisimilar virtual validation sites become available, both the field protocols currently used to establish "ground truth" at the scale of the canopy and the fast but often approximative shortwave RT models that simulate these quantities in land surface schemes can then be compared against each other and with respect to 3-D Monte Carlo reference models capable of ingesting the full details of the test site characterization efforts. The results of such an undertaking will allow (1) to identify possible gaps in in situ site characterization efforts, (2) to discover limitations in traditional field validation methodologies, and (3) to quantify the biases arising from simplified representations of actual plant canopies in the land surface schemes used by NWP and GCMs.
Conclusion
[77] All of the models participating in RAMI4PILPS were found to comply well with energy conservation. Histograms of the model-to-reference deviations for canopy absorption, reflectance and transmission simulations in both the visible and near-infrared spectral regions were generally unimodal Figure 9 . Relative model-to-reference deviation (%) for canopy absorption simulations of the JRC2S and JRCTIP models in plant environments of increasing structural and spectral complexity. The symbol shapes identify similar illumination and also spectral conditions. The RAMI4PILPS scenarios relate to absorbed fluxes in the visible (VIS) and near-infrared (NIR) spectral regions for canopies with different LAI conditions (gray level) and snow-covered (SNW) or medium-bright (MED) background conditions with 0 = 60°or 27°, respectively. The RAMI-IV simulations relate to canopy absorption estimates, in narrow spectral bands centered at 631 and 872 nm, for summer (SUM) and winter (WIN) reconstructions of four actual forest stands in Europe (symbol color). and relatively narrowly distributed around the zero deviation line. The models CoLM, IAGL, JULES and MixFor3D exhibited rather wide or even skewed model-to-reference deviation histograms, in particular, for the 3-D vegetation canopies and the transmitted fluxes in the 1-D case. The mean absolute model-to-reference deviation for all of the 1-D test cases was 3% for canopy absorption, 5.3% for canopy reflectance, and 9.7% for canopy transmission (the latter value excludes the JULES model). On average the model-to-reference deviations were higher for the 3-D cases and amounted to 19% for canopy absorption, 21% for canopy reflection and 26.7% for canopy transmission. When expressed in W m −2 these biases were been estimated as 4.92, 2.58 and 4.81 W m −2 in the 1-D case and 19.9, 5.42 and 16.3 W m −2 in the 3-D case.
[78] The JULES, IAGL and CoLM models were found to show their largest model-to-reference deviations under isotropic illumination conditions (for canopy transmission and absorption quantities in the 1-D case). The bias of the ACTS and CoLM models, on the other hand, had a tendency to increase both with the solar zenith angle (in particular for canopy absorption and transmission simulations) and with the brightness of the underlying background (this was most noticeable for canopy reflectance simulations). Most of the model-to-reference deviations increased from homogeneous to heterogeneous canopy architectures. The bias associated with simulations of the EALCO model, however, was consistently lower for 3-D than for 1-D cases, while, the deviations of the FLiES and JRCTIP/JRC2S models remained rather similar on average. The latter trend was confirmed during a sensitivity study using highly detailed canopy representations from RAMI-IV.
[79] Future quality assurance efforts of shortwave RT formulations in land surface schemes should strive to combine the benefits of model-based approaches and observation-based schemes. More specifically, they should (1) make use of verisimilar reconstructions of actual plant environments in order to carry out a comprehensive assessment of the performance of simple shortwave RT models under realistic architectural, spectral and illumination related conditions and (2) place more emphasis on test cases requiring the usage of RT models in inverse mode also accounting for conditions where remotely sensed surface albedo products (and other input parameters) are characterized by nonzero uncertainties.
