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a b s t r a c t
Thiswork dealswith the efficient numerical solution of a class of nonlinear time-dependent
reaction–diffusion equations. Via themethod of lines approach, we first perform the spatial
discretization of the original problem by applying a mimetic finite difference scheme. The
system of ordinary differential equations arising from that process is then integrated in
timewith a linearly implicit fractional stepmethod. For that purpose,we locally decompose
the discrete nonlinear diffusion operator using suitable Taylor expansions and a domain
decomposition splitting technique. The totally discrete scheme considers implicit time
integrations for the linear terms while explicitly handling the nonlinear ones. As a result,
the original problem is reduced to the solution of several linear systemsper time stepwhich
can be trivially decomposed into a set of uncoupled parallelizable linear subsystems. The
convergence of the proposed methods is illustrated by numerical experiments.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
This paper is focused on the efficient numerical solution of time-dependent partial differential equations of reaction–
diffusion type in which both the reaction and diffusion terms are assumed to be nonlinear. Within this framework, let us
consider a nonlinear parabolic initial-boundary value problem governed by the following equation:
∂ψ(x, t)
∂t
= div(K(ψ)gradψ)+ g(x, t, ψ)+ f (x, t), (x, t) ∈ Ω × (0, T ], (1)
together with suitable initial and Dirichlet boundary data, denoted by ψ0(x) and ψD(x, t), respectively. We assume that
Ω ⊆ R2, K(ψ) ≡ (kij(ψ))2×2 is a nonlinear symmetric positive-definite tensor, g(x, t, ψ) is a nonlinear reaction term and
f (x, t) denotes the source/sink term. For the sake of simplicity, we shall restrict our study to the Dirichlet problem.
The original parabolic problem is first discretized in space by using a mimetic finite difference method formulated on
logically rectangular grids. The method constructs discrete operators that preserve certain underlying properties of the
continuous differential operators, such as conservation laws and fundamental identities of vector calculus. Based on the
support-operator technique introduced in [1], this method has been successfully applied to numerically solve linear elliptic
and parabolic problems (see [2,3] and references therein). In the present work, we adapt such a technique to deal with
nonlinear equations like (1) by introducing a quadratic bivariate interpolation approach in the discretization process. The
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resulting system of nonlinear ordinary differential equations is locally decomposed by applying suitable Taylor expansions
to the discrete nonlinear diffusion operator. The linear part of the new operator, together with the source/sink term, is
then partitioned by using a domain decomposition operator splitting. This kind of splitting was studied in [4] for linear
parabolic problems and has been recently surveyed by [5] in the context of regionally-additive schemes. Here, we combine
such a technique with an extension of the family of fractional step Runge–Kutta methods designed and analyzed in [6] for
semilinear problems. These methods belong to the class of so-called linearly implicit schemes, which avoid the solution
of nonlinear systems of algebraic equations by explicitly handling the nonlinear terms. Two particular methods from this
family are proposed: a first-order unconditionally stable scheme based on the fractional implicit Eulermethod and a second-
order scheme involving a mild stability restriction that may be considered as a generalization of the Peaceman–Rachford
method (cf. [7,8]).
The rest of the paper is organized as follows. Section 2 introduces themain features of the spatial discretization technique,
emphasizing its extension to approximate nonlinear diffusion terms. In Section 3, the basis of the domain decomposition
operator splitting is outlined and its combination with the linearly implicit fractional step method is fully detailed. Further-
more, two specific subsections describe the proposed schemes. Comparison with existing linearly implicit time integrators
of Rosenbrock type and implicit–explicit Runge–Kutta methods is also provided. Finally, in the last section, some experi-
ments illustrate the numerical behaviour of our proposals.
2. Spatial discretization
The spatial discretization of problem (1) is carried out by means of a mimetic finite difference method based on the
support-operator technique. This technique, which was initially proposed in [1] and subsequently discussed in [2,3], pro-
vides a methodology for constructing discrete analogues of invariant first-order differential operators that appear in (1)
(i.e., divergence and gradient).
Let us first discretizeΩ by means of a logically rectangular gridΩh, where h denotes the spatial mesh size. The structure
of such a grid is indexed as follows: if Nx and Ny are positive integers, then the (i, j)-node is given by the coordinates
(x˜i,j, y˜i,j), for i ∈ {1, 2, . . . ,Nx} and j ∈ {1, 2, . . . ,Ny}. Moreover, the quadrangle defined by the nodes (i, j), (i + 1, j),
(i, j+ 1) and (i+ 1, j+ 1) is called the (i, j)-cell and its center is given by the coordinates (xi,j, yi,j), which can be obtained
as xi,j = (x˜i,j + x˜i+1,j + x˜i,j+1 + x˜i+1,j+1)/4 and yi,j = (y˜i,j + y˜i+1,j + y˜i,j+1 + y˜i+1,j+1)/4, for i ∈ {1, 2, . . . ,Nx − 1} and
j ∈ {1, 2, . . . ,Ny−1}. Here and henceforth, any coordinate, function, tensor or vector space denoted with an over-tilde will
be assumed to be defined at the mesh nodes; if they lack such a symbol, they will be considered to be at the cell centers of
Ωh.
In the mimetic finite difference method, the continuous scalar functions ψ(x, t), g(x, t, ψ) and f (x, t) are either
approximated (in the first two cases) or evaluated (in the last one) at the cell centers of themesh. The resulting semidiscrete
vector functions are denoted byψh(t), gh(t, ψh) and fh(t), respectively. By contrast, any continuous vector functionw(x, t) ≡
(wx(x, t), wy(x, t)) involved in the spatial semidiscretization process is approximated at the mesh nodes by a semidiscrete
vector function denoted by w˜h(t) ≡ (w˜xh(t), w˜yh(t)).
Following [2], we first derive a discrete approximation to the divergence operator, divh : V˜h × V˜h → Vh, which we shall
refer to as the prime operator. Both V˜h and Vh are vector spaces of semidiscrete functions defined at the nodes and cell centers
ofΩh, respectively. Note that the dimensions of these spaces equal either the number of mesh nodes or the number of mesh
cells. The Gauss divergence theorem gives the expression of the discrete divergence at the (i, j)-cell:
(divhw˜h(t))i,j =
1
2σi,j
(((w˜xh)i+1,j+1 − (w˜xh)i,j)(y˜i,j+1 − y˜i+1,j)− ((w˜xh)i,j+1 − (w˜xh)i+1,j)(y˜i+1,j+1 − y˜i,j)
− ((w˜yh)i+1,j+1 − (w˜yh)i,j)(x˜i,j+1 − x˜i+1,j)+ ((w˜yh)i,j+1 − (w˜yh)i+1,j)(x˜i+1,j+1 − x˜i,j)), (2)
for i ∈ {1, 2, . . . ,Nx−1} and j ∈ {1, 2, . . . ,Ny−1}, whereσi,j is the area of the (i, j)-cell and (w˜zh)i,j denotes the ((j−1)Nx+i)-
th component1 of w˜zh(t)which approximatesw
z(x˜i,j, y˜i,j, t), for z = x, y.
The discrete gradient operator, gr˜adh : Vh → V˜h× V˜h, is constructed to be the negative adjoint of the discrete divergence,
divh. Thus, since gr˜adh is somehow deduced from the so-called prime operator, we shall call it the derived operator. At the
(i, j)-node, its components are given by:
(gr˜adxh ψh(t))i,j =
1
2ηi,j
((y˜i,j+1 − y˜i+1,j) (ψh)i,j + (y˜i−1,j − y˜i,j+1) (ψh)i−1,j
+ (y˜i+1,j − y˜i,j−1) (ψh)i,j−1 + (y˜i,j−1 − y˜i−1,j) (ψh)i−1,j−1),
1 Here, we assume that the components of vector w˜zh ≡ w˜zh(t) are stored by ordering the mesh nodes in a row-wise fashion, i.e.:
w˜zh = ((w˜zh)1,1, (w˜zh)2,1, . . . , (w˜zh)Nx,1, (w˜zh)1,2, (w˜zh)2,2, . . . , (w˜zh)Nx−1,Ny , (w˜zh)Nx,Ny )T.
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(gr˜adyh ψh(t))i,j =
1
2ηi,j
((x˜i,j+1 − x˜i+1,j) (ψh)i,j + (x˜i−1,j − x˜i,j+1) (ψh)i−1,j
+ (x˜i+1,j − x˜i,j−1) (ψh)i,j−1 + (x˜i,j−1 − x˜i−1,j) (ψh)i−1,j−1), (3)
for the internal values i ∈ {2, . . . ,Nx − 1} and j ∈ {2, . . . ,Ny − 1}, where ηi,j = (σi,j + σi−1,j + σi,j−1 + σi−1,j−1)/4 and
(ψh)i,j denotes the ((j− 1)(Nx − 1)+ i)-th component of ψh(t)which approximates ψ(xi,j, yi,j, t) (with the same ordering
as for vector w˜zh(t)). Similar equations can be derived for the boundaries of the domain.
Let us next describe the discretization of tensor K(ψ). In the linear case studied in [3] (i.e., when K ≡ K(x) does not
depend on ψ), the matrix-vector multiplication (K gradψ) is approximated at the (i, j)-node by:
(K˜h gr˜adh ψh(t))i,j =
(
(k˜11h )i,j (gr˜ad
x
h ψh(t))i,j + (k˜12h )i,j (gr˜adyh ψh(t))i,j
(k˜12h )i,j (gr˜ad
x
h ψh(t))i,j + (k˜22h )i,j (gr˜adyh ψh(t))i,j
)
, (4)
where (k˜11h )i,j, (k˜
12
h )i,j and (k˜
22
h )i,j denote the nodal evaluations of the elements of K . The discrete linear operator divh(K˜h
gr˜adh · ) is then obtained by combining (2)–(4), with w˜h(t) = K˜h gr˜adh ψh(t). Therefore, (divh(K˜h gr˜adh ψh))i,j will have a
local nine-cell stencil involving the cell-centered approximations (ψh)i−1,j−1, (ψh)i,j−1, (ψh)i+1,j−1, (ψh)i−1,j, (ψh)i,j, (ψh)i+1,j,
(ψh)i−1,j+1, (ψh)i,j+1 and (ψh)i+1,j+1, besides the evaluations of tensor K at the nodes (i, j), (i+1, j), (i, j+1) and (i+1, j+1).
For the more general case considered here, where K ≡ K(ψ), the discretization of (K gradψ) is the nonlinear analogue
of (4). Since the new tensor depends on the unknown ψ , the nodal evaluations of the elements of K(x) which appeared
in (4) must be replaced by suitable evaluations of K(ψ) at certain approximations of ψ defined at the mesh nodes. Let
us denote these approximations by ψ˜h. Now, the discretization of div(K(ψ) gradψ) at the (i, j)-cell will be given by
(divh(K˜h(ψ˜h) gr˜adh ψh))i,j, whose local stencil will involve not only the cell-centered approximations in ψh from the linear
case, but also the nodal approximations (ψ˜h)i,j, (ψ˜h)i+1,j, (ψ˜h)i,j+1 and (ψ˜h)i+1,j+1 due to the discrete tensor K˜h(ψ˜h). In order
to estimate these values, we shall apply a quadratic bivariate interpolation method of the form:
(ψ˜h)i,j =
1∑
k,`=−1
c i,jk,` (ψh)i+k,j+`, (ψ˜h)i+1,j =
1∑
k,`=−1
c i+1,jk,` (ψh)i+k,j+`,
(ψ˜h)i,j+1 =
1∑
k,`=−1
c i,j+1k,` (ψh)i+k,j+`, (ψ˜h)i+1,j+1 =
1∑
k,`=−1
c i+1,j+1k,` (ψh)i+k,j+`, (5)
fromwhich the nodal unknowns ψ˜h are expressed as linear combinations of the nine values ofψh at the cell centers (with c
i,j
k,`
denoting the interpolation coefficients). As a result, we obtain the discrete diffusion operator Ah(·) ≡ divh(K˜h(·) gr˜adh · ) :
Vh → Vh. Fig. 1 shows the structure of the local nine-cell stencil corresponding to Ah(ψh).
The spatial discretization of problem (1) gives rise to a stiff nonlinear initial-value problemof the form: Findψh : [0, T ] →
Vh such that{dψh(t)
dt
= Ah(ψh)+ gh(t, ψh)+ fh(t) = Fh(t, ψh), t ∈ (0, T ],
ψh(0) = ψ0h,
(6)
where gh(t, ψh), fh(t) and ψ0h are vectors from Vh whose components at the (i, j)-cell are given by (gh(t, ψh))i,j = g(t,
(ψh)i,j), (fh(t))i,j = f (xi,j, yi,j, t) and (ψ0h)i,j = ψ0(xi,j, yi,j), respectively, for i ∈ {1, 2, . . . ,Nx − 1} and j ∈ {1, 2, . . . ,
Ny − 1}. The mimetic finite difference method described in this section has been theoretically proved to be second-order
convergent when applied to linear elliptic problems with either Dirichlet or Neumann conditions discretized on smooth
grids (see [2] and references therein). Also if linear parabolic problems are considered, the numerical behaviour of this
spatial discretization technique shows convergence of order 2 (cf. [3]).
2.1. The mimetic finite difference method on a rectangular grid
In order to give an explicit formula for the nonlinear discrete operator Ah(·), we shall first rewrite (2) and (3) and the
nonlinear analogue of (4) on a uniform rectangular gridwith spatialmesh sizes hx and hy. The non-orthogonal case described
above gives rise to a rather lengthy expression which is not included here due to space limitations.
On one hand, the discrete divergence operator defined in (2) at the (i, j)-cell takes the form:
(divh w˜h(t))i,j =
((w˜xh)i+1,j + (w˜xh)i+1,j+1)− ((w˜xh)i,j + (w˜xh)i,j+1)
2hx
+ ((w˜
y
h)i,j+1 + (w˜yh)i+1,j+1)− ((w˜yh)i,j + (w˜yh)i+1,j)
2hy
, (7)
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Fig. 1. Nine-cell stencil for (Ah(ψh))i,j ≡ (divh(K˜h(ψh) gr˜adh ψh))i,j .
for i ∈ {1, 2, . . . ,Nx − 1} and j ∈ {1, 2, . . . ,Ny − 1}. Note that the area of such a cell is now σi,j = hxhy. On the other hand,
the components of the discrete gradient (3) at the (i, j)-node reduce to:
(gr˜adxh ψh(t))i,j =
((ψh)i,j−1 + (ψh)i,j)− ((ψh)i−1,j−1 + (ψh)i−1,j)
2hx
,
(gr˜adyh ψh(t))i,j =
((ψh)i−1,j + (ψh)i,j)− ((ψh)i−1,j−1 + (ψh)i,j−1)
2hy
,
(8)
for the internal values i ∈ {2, . . . ,Nx− 1} and j ∈ {2, . . . ,Ny− 1}, where we have considered ηi,j = hxhy. In order to obtain
the formula for the discrete diffusion operator Ah(·), we shall apply the discrete divergence (7) to a vector w˜h(t) whose
components at the (i, j)-node are given by:
(w˜xh)i,j = k˜11h ((ψ˜h)i,j) (gr˜adxh ψh(t))i,j + k˜12h ((ψ˜h)i,j) (gr˜adyh ψh(t))i,j,
(w˜
y
h)i,j = k˜12h ((ψ˜h)i,j) (gr˜adxh ψh(t))i,j + k˜22h ((ψ˜h)i,j) (gr˜adyh ψh(t))i,j,
(9)
where (ψ˜h)i,j is obtained from (5) and the components of the discrete gradient are those defined in (8). Using the stencil
notation, wemaywrite (Ah(ψh))i,j =∑1k,`=−1 Sk,` (ψh)i+k,j+`, where Sk,` denotes an element of the stencil matrix, S, defined
to be:
S =
(S−1,1 S0,1 S1,1
S−1,0 S0,0 S1,0
S−1,−1 S0,−1 S1,−1
)
.
If we properly combine expressions (7)–(9), we get:
S−1,−1 = k˜
11
h ((ψ˜h)i,j)
4h2x
+ k˜
12
h ((ψ˜h)i,j)
2hxhy
+ k˜
22
h ((ψ˜h)i,j)
4h2y
,
S−1,0 = k˜
11
h ((ψ˜h)i,j)+ k˜11h ((ψ˜h)i,j+1)
4h2x
− k˜
22
h ((ψ˜h)i,j)+ k˜22h ((ψ˜h)i,j+1)
4h2y
,
S−1,1 = k˜
11
h ((ψ˜h)i,j+1)
4h2x
− k˜
12
h ((ψ˜h)i,j+1)
2hxhy
+ k˜
22
h ((ψ˜h)i,j+1)
4h2y
,
S0,−1 = − k˜
11
h ((ψ˜h)i,j)+ k˜11h ((ψ˜h)i+1,j)
4h2x
+ k˜
22
h ((ψ˜h)i,j)+ k˜22h ((ψ˜h)i+1,j)
4h2y
,
S0,1 = − k˜
11
h ((ψ˜h)i,j+1)+ k˜11h ((ψ˜h)i+1,j+1)
4h2x
+ k˜
22
h ((ψ˜h)i,j+1)+ k˜22h ((ψ˜h)i+1,j+1)
4h2y
,
S1,−1 = k˜
11
h ((ψ˜h)i+1,j)
4h2x
− k˜
12
h ((ψ˜h)i+1,j)
2hxhy
+ k˜
22
h ((ψ˜h)i+1,j)
4h2y
,
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S1,0 = k˜
11
h ((ψ˜h)i+1,j)+ k˜11h ((ψ˜h)i+1,j+1)
4h2x
− k˜
22
h ((ψ˜h)i+1,j)+ k˜22h ((ψ˜h)i+1,j+1)
4h2y
,
S1,1 = k˜
11
h ((ψ˜h)i+1,j+1)
4h2x
+ k˜
12
h ((ψ˜h)i+1,j+1)
2hxhy
+ k˜
22
h ((ψ˜h)i+1,j+1)
4h2y
.
The central element is obtained as S0,0 = −(S−1,−1+ S−1,1+ S1,−1+ S1,1) and it holds that S−1,0+ S0,−1+ S0,1+ S1,0 = 0, so
that the sum of all the elements of the stencil matrix is equal to zero. Recall that the nodal approximations (ψ˜h)i,j, (ψ˜h)i,j+1,
(ψ˜h)i+1,j and (ψ˜h)i+1,j+1 are defined by the quadratic bivariate interpolation method introduced in (5), thus giving rise to a
compact nine-cell stencil for (Ah(ψh))i,j.
3. Time integration
In this section, we introduce a family of linearly implicit time integrators based on a splitting of the semidiscrete problem
derived in (6). For that purpose, let us first consider a partition of the spatial domain Ω into m overlapping subdomains,
i.e., Ω = ⋃mi=1Ωi, where Ωi = ⋃mij=1Ωij such that Ωij ∩ Ωik = ∅ if j 6= k. The key point of our approximation lies in the
construction of a sufficiently smooth partition of unity consisting ofm functions ρi : Ω → [0, 1], for i = 1, 2, . . . ,m, which
satisfy the following properties:
ρi(x) =

0, if x ∈ Ω \Ωi,
hi(x), if x ∈
m⋃
j=1
j6=i
(Ωi ∩Ωj),
1, if x ∈ Ωi \
m⋃
j=1
j6=i
(Ωi ∩Ωj),
(10)
where 0 6 hi(x) 6 1 and
∑m
i=1 hi(x) = 1 ∀ x ∈
⋃m
j=1
j6=i
(Ωi ∩ Ωj). Note that, with this definition, supp (ρi(x)) ≡ Ωi, for
i = 1, 2, . . . ,m.
To carry out the time integration, we divide the time interval [0, T ] into subintervals [tn, tn+1] of the same length, where
tn = nτ , for n = 0, 1, . . . ,NT ≡ [T/τ ], and τ > 0 denotes the constant time step. In the following, we shall consider
numerical approximations ψh,n to the semidiscrete solution values ψh(tn).
Before setting the basis for the proposed schemes, certain assumptions on the discrete operator Ah(·) should be
established. If applied to linear problems, the mimetic method described in the previous section performs well even when
considering non-smooth tensors K(x) (see [2], where the method is tested for linear elliptic equations involving non-
diagonal tensors with jump discontinuities). Nevertheless, we shall restrict the study of the nonlinear problem to the case of
a smooth tensor K(ψ). Such an assumption entails the existence of continuous partial derivatives for the discrete operator
Ah(·). As a consequence, its Jacobianmatrix is well-defined, thus enabling the construction of our locally linearized schemes.
Within this framework, the Taylor expansion of Ah(ψh) around ψh,n is given by:
Ah(ψh) = Ah(ψh,n)+ dAh(ψh)dψh
∣∣∣∣
ψh=ψh,n
(ψh − ψh,n)+ Bh(ψh, ψh,n). (11)
Hence, we can express the discrete diffusion term as:
Ah(ψh) = f˘h(ψh,n)+ Jh(ψh,n) ψh + Bh(ψh, ψh,n), (12)
where Jh(ψh,n) ≡ dAh(ψh)/dψh|ψh=ψh,n is the Jacobian matrix and f˘h(ψh,n) ≡ Ah(ψh,n)− Jh(ψh,n) ψh,n is going to be treated
as an additional source/sink term. Note that the first two terms in (12) are linear in ψh, whilst the last one is nonlinear.
Recalling the partition of unity introduced in (10), we may split Jh(ψh,n), f˘h(ψh,n) and fh(t) in such a way that:
Jh(ψh,n) =
m∑
i=1
Ji,h(ψh,n), where Ji,h(ψh,n) = Rh(ρi(x)) Jh(ψh,n),
f˘h(ψh,n) =
m∑
i=1
f˘i,h(ψh,n), where f˘i,h(ψh,n) = Rh(ρi(x)) f˘h(ψh,n),
fh(t) =
m∑
i=1
fi,h(t), where fi,h(t) = Rh(ρi(x)) fh(t),
(13)
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where Rh(ρi(x)) is a diagonal matrix whose diagonal entries contain the evaluations of ρi(x) at the cell centers ofΩh. Using
the local decomposition of Ah(ψh) given in (11), the right-hand side of system (6) can be locally rewritten at each time
interval [tn, tn+1] as:
Fh(t, ψh) = F0,h(t, ψh)+ F1,h(t, ψh)+ · · · + Fm,h(t, ψh), (14)
where F0,h(t, ψh) ≡ gh(t, ψh)+Bh(ψh, ψh,n) comprises the nonlinear part of Fh(t, ψh), whereas Fi,h(t, ψh) ≡ Ji,h(ψh,n) ψh+
f˘i,h(ψh,n)+ fi,h(t), for i = 1, 2, . . . ,m, are linear non-homogeneous terms.
Extending the ideas proposed in [6] for semilinear parabolic problems, the previous system is discretized by means of a
linearly implicit fractional step Runge–Kutta method withm levels and s internal stages:
ψh,0 = ψ0h,
For n = 0, 1, . . . ,NT − 1 :
For k = 1, 2, . . . , s :
ψkh,n = ψh,n + τ
k∑
`=1
ai`k` Fi`,h(tn,`, ψ
`
h,n)+ τ
k−1∑
`=1
am+1k` F0,h(tn,`, ψ
`
h,n),
ψh,n+1 = ψh,n + τ
s∑
`=1
bi`` Fi`,h(tn,`, ψ
`
h,n)+ τ
s∑
`=1
bm+1` F0,h(tn,`, ψ
`
h,n),
(15)
where i` ∈ {1, 2, . . . ,m}∀` = 1, 2, . . . , s and tn,` = tn+c`τ . Coefficients aik`, bik and ck, for 1 6 ` 6 k 6 s and 1 6 i 6 m+1,
depend on the chosen method.
Since (15) is a linearly implicit scheme, it considers implicit contributions of the linear terms {Fi,h(t, ψh)}mi=1, while
explicitly handling the nonlinear term F0,h(t, ψh). Recall that this term involves both the nonlinear reaction term gh(t, ψh)
and the nonlinear remainder Bh(ψh, ψh,n). It is important to remark the fact that the former is, in general, a non-stiff term,
whereas the latter is stiff. Hence, when applying an explicit time integration to these terms, there will be no stability
limitations due to the reaction term (whenever it satisfies a Lipschitz condition, cf. [6]), but a mild stability restriction will
reveal if the remainder is non-zero. A deeper insight on the stability properties of these methods will be provided later on.
The domain decomposition splitting (13) chosen for Jh(ψh,n)makes each internal stage in (15) consist of a linear system
which involves the unknowns lying just on one of the subdomains {Ωi}mi=1. Moreover, since each subdomainΩi comprises
mi disjoint connected components, this system can be easily decomposed into mi uncoupled subsystems which allow a
straightforward parallelization. For those points lying outside subdomain Ωi, we have that Ji,h(ψh,n) ≡ 0 (recall that
supp (ρi(x)) ≡ Ωi) and so, in this case, the solution of the ith internal stage simply requires an explicit evaluation of the
right-hand side. As a difference with respect to classical domain decomposition methods, artificial boundary conditions are
not required on each subdomain and, hence, no Schwarz iterative procedures are involved in the computations.
The following subsections describe two linearly implicit fractional step Runge–Kutta methods of type (15) that will be
shown to be first- and second-order convergent, respectively. Both methods share the feature of being formulated for an
arbitrary number of levels, what makes them likely to be combined with an operator splitting in an arbitrary number of
terms. Furthermore, these terms are not required to commute for the convergence analysis of the algorithm and, hence,
our proposal preserves a rather general splitting framework. It is also possible to design higher-order methods belonging
to the family (15). For the case of semilinear parabolic problems, third- and fourth-order schemes have been proposed and
analyzed in [9] and [10], respectively. Although still being suitable for non-commuting operator splittings (at least from
the computational point of view), these methods are formulated for just two levels, thus restricting their use to domain
decompositions into two overlapping subdomains (e.g., strip-type partitions).
3.1. A first-order unconditionally stable method
The first method to be described is a one-step scheme with m levels and m internal stages. Because of its structure, it
may be seen as a linearly implicit variant of the fractional implicit Euler method:
ψh,0 = ψ0h,
For n = 0, 1, . . . ,NT − 1 :
ψ1h,n = ψh,n + τF1,h(tn+1, ψ1h,n)+ τF0,h(tn, ψh,n),
For k = 2, 3, . . . ,m :
ψkh,n = ψk−1h,n + τFk,h(tn+1, ψkh,n),
ψh,n+1 = ψmh,n.
(16)
In this case, since the nonlinear remainder Bh(ψh, ψh,n) is explicitly evaluated only at ψh = ψh,n (at the first internal
stage), it vanishes and, hence, F0,h(tn, ψh,n) = gh(tn, ψh,n). According to [6], provided that the nonlinear reaction term is
Lipschitz continuous, (16) will be an unconditionally stable method. Due to its relation to the backward Euler scheme, the
time integrator is of classical order 1.
The unconditional stability of (16) makes it an alternative to existing linearly implicit one-step schemes. For illustration,
we shall first consider a modified Rosenbrock method of order 1 discussed in [11]. Rosenbrock methods are well-known
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linearly implicit one-step methods designed for the approximation of stiff nonlinear differential equations. The basic idea
behind these methods is to insert an approximation to the Jacobian matrix into the integration formula, thus obtaining a
system of linear algebraic equations at each internal stage (avoiding the use of Newton-type iterative methods). In order to
simplify the solution of such a system, it is possible to factorize the systemmatrix in a number of terms. This factorization is
based on a splitting of the originalmatrix into a sumof simplermatrices and is usually called approximatematrix factorization
(AMF). The application of this technique to a classical Rosenbrock method leads to the so-called Rosenbrock AMF methods
(also known as factorized Rosenbrock methods, cf. [12]). Within this framework, Hundsdorfer and Verwer proposed in [11]
a Rosenbrock AMF method of order 1 that, applied to our locally linearized differential system, leads to:
ψh,0 = ψ0h,
For n = 0, 1, . . . ,NT − 1 :
dϕ0h,n = τFh(tn, ψh,n),
For k = 1, 2, . . . ,m :
dϕkh,n = dϕk−1h,n + γ τ Jk,h(ψh,n) dϕkh,n + γ τ 2∂tFk,h(tn+γ , ψh,n),
ψh,n+1 = ψh,n + dϕmh,n,
(17)
where ∂tFk,h(tn+γ , ψh,n) = f ′k,h(tn+γ ) + Jk,h(ψh,n)Fh(tn+γ , ψh,n). Note that (17) is formulated in a recursive way for certain
increments dϕkh,n. As compared to the modified fractional implicit Euler scheme (16), this method shows the disadvantage
of being conditionally stable while preserving a first-order convergence for any value of γ . We shall see in the last section
that strong stability restrictions between h and τ arise when (17) is applied to time-dependent reaction–diffusion equations
of type (1).
Finally, we shall refer to another alternative for the time integration of reaction–diffusion problems: the so-called
implicit–explicit (IMEX) methods. These methods consist of suitable mixtures of implicit and explicit schemes which can
be used to integrate in time evolutionary equations involving both stiff and non-stiff (or mildly stiff) terms. In the context
of time-dependent reaction–diffusion problems, IMEX schemes are typically applied to spatial discretizations of those
equations which combine a nonlinear reaction term with a linear diffusion term. The non-stiff nature of the reaction term
enables its explicit handling, whilst the stiffness of the diffusion term requires an implicit treatment (cf. [13,14]). In our case,
since the diffusion term is also nonlinear, we need to apply a linearization procedure similar to (11) in order to avoid the
solution of nonlinear systems. As a difference with the proposed fractional step methods, IMEX schemes involve splittings
into just two parts and, thus, the decomposition given in (14) is now replaced by Fh(t, ψh) = F0,h(t, ψh) + F̂h(t, ψh),
where F̂h(t, ψh) ≡ Jh(ψh,n) ψh + f˘h(ψh,n) + fh(t). This fact reveals a disadvantage of IMEX with respect to fractional step
methods, since the parallel capabilities of the latter are no longer preserved by the former. In order to test the behaviour of
our proposal (16), we shall establish a comparison with its IMEX analogue: a combination of forward and backward Euler
schemes reported in [13]. Such a method has the form:ψh,0 = ψ0h,For n = 0, 1, . . . ,NT − 1 :
ψh,n+1 = ψh,n + τ F̂h(tn+1, ψh,n+1)+ τF0,h(tn, ψh,n),
(18)
where F0,h(tn, ψh,n) = gh(tn, ψh,n) as in (16). Last section provides a numerical comparison between (16) and (18) in terms
of global errors and CPU times.
3.2. A second-order conditionally stable method
In order to design a second-order scheme for solving (14), we consider the class of methods initially proposed in [7] for
linear parabolic problems and subsequently extended in [8] to the semilinear case. Taking into account the local linearization
procedure previously described, such methods may be reformulated to obtain a linearly implicit one-step scheme with m
levels and (2m− 1) internal stages:
ψh,0 = ψ0h,
For n = 0, 1, . . . ,NT − 1 :
ψ1h,n = ψh,n,
ψ2h,n = ψ1h,n + τ
2∑
`=1
α` Fi`,h(tn,`, ψ
`
h,n)+
1
2
τF0,h(tn,1, ψ1h,n),
For k = 3, 4, . . . , 2m− 2 :
ψkh,n = ψk−1h,n + τ
k∑
`=k−1
α` Fi`,h(tn,`, ψ
`
h,n),
ψ2m−1h,n = ψ2m−2h,n + τ
2m−1∑
`=2m−2
α` Fi`,h(tn,`, ψ
`
h,n)−
1
2
τF0,h(tn,1, ψ1h,n)+ τF0,h(tn,m, ψmh,n),
ψh,n+1 = ψ2m−1h,n ,
(19)
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Fig. 2. Logically rectangular grids used in Examples 1 (left) and 2 (right), for N = 17.
where i` = `, for ` = 1, 2, . . . ,m, and i` = 2m − `, for ` = m + 1,m + 2, . . . , 2m − 1. The intermediate times are
tn,1 = tn, tn,` = tn + 12 τ , for ` = 2, 3, . . . , 2m − 2, and tn,2m−1 = tn + τ = tn+1, whereas the method coefficients are
α1 = αm = α2m−1 = 12 and α` = 14 ∀ ` ∈ {2, 3, . . . ,m− 1} ∪ {m+ 1,m+ 2, . . . , 2m− 2}.
By contrast to the previousmethod (16), the nonlinear term Bh(ψh, ψh,n) is evaluated in (19) atψh = ψ1h,n andψh = ψmh,n
(at the second and (2m − 1)-th internal stages, respectively). Since Bh(ψ1h,n, ψh,n) ≡ 0, we have that F0,h(tn,1, ψ1h,n) =
gh(tn,1, ψ1h,n). However, the term Bh(ψ
m
h,n, ψh,n) is non-zero and, therefore, the resulting scheme turns to be conditionally
stable. Moreover, following [8], it can be proved to be of classical order 2. In fact, if we consider the case inwhich the number
of levelsm = 2 and apply the method to a linear parabolic problem, we recover the time integration process involved in the
classical Peaceman–Rachford alternating direction implicit scheme.
The conditional stability of (19) involves a mild stability restriction (to be estimated in the last section), which makes it
competitive with other linearly implicit one-step methods of order 2. We shall mention here the second-order Rosenbrock
AMF method connected with the explicit trapezoidal rule (cf. [11]) or the so-called Hundsdorfer and Verwer scheme
analyzed in [15,16] (a splitting scheme based on stabilizing corrections), both formulated for an arbitrary number of levels
and also conditionally stable when applied to (14). A numerical comparison between (19) and the latter is provided in [17].
4. Numerical results
In this section, the proposed methods are tested on two problems of type (1) which are naturally discretized on smooth
logically rectangular grids. On one hand, themodified fractional implicit Euler scheme (16) is comparedwith the Rosenbrock
AMF method (17) and the IMEX Euler method (18). On the other, we study the numerical behaviour of the linearly implicit
generalization (19) of the Peaceman–Rachford method. For either of them, the global error at time t = tn is defined
as Eh,τ = rhψ(x, tn) − ψh,n, for n = 1, 2, . . . ,NT . Here, rh denotes the restriction operator to the cell centers of Ωh,
i.e., (rhψ(x, t))i,j = ψ(xi,j, yi,j, t) for the (i, j)-cell. Under certain discrete norm ‖ · ‖h to be defined below, it holds that∥∥Eh,τ∥∥h 6 C(hq + τ p). As usual, q and p denote the orders of convergence of the space and time discretization processes,
respectively, and C is a positive constant independent of h and τ .
Example 1. The first example solves the nonlinear problem (1) posed on a spatial domainΩ with a curvilinear top boundary,
given by Ω ≡ {x = (x, y) ∈ R2 : 0 < x < 1, 0 < y < 1 + 1/2 sin(2pix)}. Tensor K(ψ) is a symmetric positive-definite
nonlinear matrix defined as K(ψ) = Q (θ)D(ψ)Q (θ)T, where Q (θ) is a 2×2 rotationmatrix with angle θ = pi/4 and D(ψ)
is a 2 × 2 diagonal matrix whose diagonal entries are 1 + ψ2 and 1 + 8ψ2. The nonlinear reaction term is chosen to be
g(ψ) = 1/(1+ψ3), whereas the source/sink term f (x, t) and both initial and Dirichlet boundary conditions are defined in
such a way that ψ(x, y, t) = e−2pi2t sin(pix) sin(piy) is the exact solution of the problem.
The spatial domain Ω is first discretized by means of a smooth logically rectangular grid Ωh ≡ {(x˜i,j, y˜i,j)}Ni,j=1 with
coordinates x˜i,j = x˜i = (i− 1) h and y˜i,j = Y (x˜i) (j− 1) h, where h = 1/(N− 1) and Y (x˜i) = 1+ 1/2 sin(2pi x˜i). Fig. 2 shows
an example of such a grid for N = 17. Afterwards, we consider a decomposition ofΩ into m = 4 overlapping subdomains
{Ωi}mi=1, each of which involves mi = 4 disjoint connected components, for i = 1, 2, 3, 4. Related to such a decomposition,
we define a smooth partition of unity consisting of four functions {ρi(x)}4i=1 of type (10). Both the domain decomposition
and the partition of unity are displayed on Fig. 3.
In order to solve this example, we shall apply our linearly implicit variant (16) of the fractional implicit Euler method,
as well as both the Rosenbrock AMF scheme (17), with γ = 1, and the IMEX Euler scheme (18). Tables 1 and 2 show the
asymptotic behaviour of the global errors (upper row) and numerical orders of convergence (lower row), whenmethod (16)
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Fig. 3. Decomposition ofΩ intom = 4 overlapping subdomains and corresponding functions ρi(x), for i = 1, 2, 3, 4 (Example 1).
is used for different values of h and τ . Global errors are measured by using the discrete L2-norm in space and the discrete
maximum norm in time, i.e.:
∥∥Eh,τ∥∥2 = maxn∈{1,2,...,NT }
(
N−1∑
i=1
N−1∑
j=1
(
(ψh,n)i,j − ψ(xi,j, yi,j, tn)
)2
σi,j
)1/2
, (20)
and the orders of convergence q and p are thus approximated by the expressions q2 = log2(‖Eh,τ‖2/‖Eh/2,τ‖2) and
p2 = log2(‖Eh,τ‖2/‖Eh,τ/2‖2), respectively. The numerical results show that scheme (16) is unconditionally convergent
of second order in space (see Table 1) and first order in time (see Table 2).
By contrast, Table 3 shows the stability restrictions arising when method (17) is applied to this example. Here, we
compute the maximum time steps τ ∗h which make the method stable for different mesh sizes h. As expected from its
connection with the explicit Euler method (cf. [11]), the scheme is conditionally stable under the severe restriction τ 6 Ch2,
which implies a slow time integration for small values of h.
Finally, Table 4 presents a comparison between methods (16) and (18) in terms of accuracy and efficiency. In particular,
both global errors and CPU times are given. We start the experiment with a value h = 2−4 and consider τ to satisfy
τ/h2 = 1.6 × 10−2, in such a way that the spatial discretization and time integration contribute to global errors in a
similar proportion. Since the tested schemes are second-order convergent in space and first-order convergent in time, h is
successively halved while τ is divided by 4. The first two rows contain the results of the modified implicit Euler method
(acronymedMFIE) and the last two ones refer to the IMEX scheme. It is observed that global errors are quite similar for both
methods, but, as expected, our proposal shows smaller CPU times along the experiment.
Example 2. The second numerical experiment also considers a nonlinear problem of type (1) posed on the unit square
Ω ≡ {x = (x, y) ∈ R2 : 0 < x < 1, 0 < y < 1}. For this example, K(ψ) is chosen to be the same as in Example 1, but the
nonlinear reaction term is given by g(ψ) = −(1+ψ2)e−ψ . Again, f (x, t), ψ0(x) andψD(x, t) are defined in such a way that
the exact solution is ψ(x, y, t) = e11−4tx4(1− x)4y4(1− y)4.
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Table 1
Global errors and numerical orders of convergence for method (16) (τ = 10−7).
h h0 = 2−4 h0/2 h0/4 h0/8 h0/16∥∥Eh,τ∥∥2 5.336E−3 1.294E−3 3.170E−4 7.470E−5 1.834E−5
q2 2.0439 2.0293 2.0853 2.0261 –
Table 2
Global errors and numerical orders of convergence for method (16) (h = 2−7).
τ τ0 = 10−3 τ0/2 τ0/4 τ0/8 τ0/16 τ0/32∥∥Eh,τ∥∥2 3.709E−2 2.687E−2 1.746E−2 1.057E−2 6.123E−3 3.442E−3
p2 0.4650 0.6219 0.7241 0.7877 0.8310 –
Table 3
Maximum time steps τ ∗h permitted for different mesh sizes h for method (17).
h h0 = 2−4 h0/2 h0/4 h0/8 h0/16 h0/32
τ ∗h 4.35E−5 9.08E−6 2.09E−6 4.97E−7 1.24E−7 3.10E−8
Table 4
Global errors and CPU times (seconds) for methods (16) and (18) (τ/h2 = 1.6× 10−2).
h h0 = 2−4 h0/2 h0/4 h0/8 h0/16
MFIE
∥∥Eh,τ∥∥2 4.905E−3 1.204E−3 3.983E−4 1.226E−4 3.237E−5
CPUh,τ 0.86 7.59 120.56 1966.57 32448.41
IMEX
∥∥Eh,τ∥∥2 5.315E−3 1.293E−3 3.213E−4 8.020E−5 2.004E−5
CPUh,τ 2.16 23.61 376.66 6055.57 99069.13
Table 5
Global errors and numerical orders of convergence for method (19) (τ = 5× 10−8).
h h0 = 2−4 h0/2 h0/4 h0/8 h0/16
‖Eh,τ‖2 4.530E−2 3.305E−3 5.028E−4 1.120E−4 2.639E−5
q2 3.7768 2.7166 2.1665 2.0854 –
The discretization of the spatial domainΩ is based on the definition of a smooth curvilinear gridΩh ≡ {(x˜i,j, y˜i,j)}Ni,j=1 with
coordinates:
x˜i,j = ξi,j + 10ξi,j(1− ξi,j)(1/2− ξi,j)ηi,j(1− ηi,j),
y˜i,j = ηi,j + 10ηi,j(1− ηi,j)(1/2− ηi,j)ξi,j(1− ξi,j),
where ξi,j = (i − 1) h, ηi,j = (j − 1) h and h = 1/(N − 1). This grid is obtained from a uniform grid by using an analytical
transformation. Fig. 2 shows an example of such a grid for N = 17. As we did in the previous experiment, we consider
a decomposition of Ω into m = 4 overlapping subdomains {Ωi}mi=1, each of which involves mi = 4 disjoint connected
components, for i = 1, 2, 3, 4.We also define its related smooth partition of unity {ρi(x)}4i=1. Fig. 4 displays both the domain
decomposition and the partition of unity used for this example.
As mentioned above, this test studies the numerical behaviour of the second-order conditionally stable method (19).
Tables 5 and 6 have the same structure as Tables 1 and 2, with the exception that global errors in Table 6 are estimated by
comparing the numerical solution obtained for the parameters h and τ with that obtained for h and τ/2 (instead of using
the exact solution included in (20)), i.e.:
‖E∗h,τ‖2 = maxn∈{1,2,...,NT }
(
N−1∑
i=1
N−1∑
j=1
(
(ψτh,n)i,j − (ψτ/2h,2n)i,j
)2
σi,j
)1/2
.
The order of convergence p is approximated by p∗2 = log2(‖E∗h,τ‖2/‖E∗h,τ/2‖2). From the numerical results displayed on the
tables, we can conclude that method (19) shows conditional convergence of second order in both space (see Table 5) and
time (see Table 6). Finally, Table 7 establishes the stability restrictions arising between h and τ . We have performed several
experiments assuming different types of solutions on both smooth and non-smooth grids and we can conclude that, in fact,
the observed restrictions preserve a similar behaviour. Therefore, the proposed scheme (19) is second-order convergent
under a mild stability limitation, thus being a remarkable alternative to other existing linearly implicit one-step methods of
order 2.
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Fig. 4. Decomposition ofΩ intom = 4 overlapping subdomains and corresponding functions ρi(x), for i = 1, 2, 3, 4 (Example 2).
Table 6
Global errors and numerical orders of convergence for method (19) (h = 2−7).
τ τ0 = 10−4 τ0/2 τ0/4 τ0/8 τ0/16 τ0/32
‖E∗h,τ‖2 1.424E−5 3.562E−6 8.908E−7 2.227E−7 5.568E−8 1.392E−8
p∗2 1.9991 1.9991 2.0000 1.9999 2.0000 –
Table 7
Maximum time steps τ ∗h permitted for different mesh sizes h for method (19).
h h0 = 2−4 h0/2 h0/4 h0/8 h0/16 h0/32
τ ∗h 2.30E−3 1.90E−3 7.30E−4 3.00E−4 1.25E−4 5.10E−5
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