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Suma´rio:
Seja X uma varia´vel positiva, com func¸a˜o de distribuic¸a˜o F e valor me´dio µ. E´
o´bvio que f∗ = 1−F (x)µ e´ uma func¸a˜o densidade de probabilidade no caso de X ser
absolutamente cont´ınua, e p∗k =
1−F (x)
µ , k ∈ N, e´ uma func¸a˜o massa de probabilidade
no caso de X ser discreta; dizemos que f e f ∗ sa˜o func¸o˜es dendidade de probabilidade
duais, e pk e p
∗
k sa˜o func¸o˜es massa de probabilidade duais. Se X for Exponencial, f =
f∗, uma propriedade caracter´ıstica que tem interesse investigar no aˆmbito mais geral
das densidades duais de func¸o˜es densidade de probabilidade Pareto generalizadas, e
outras densidades de Pearson - betas, F de Fischer-Snedecor - que lhes esta˜o associadas
de forma simples. No caso das discretas, propriedade ana´loga e´ va´lida no que respeita
varia´veis Geome´tricas.
Na interpretac¸a˜o deste tipo de dualidade encontram-se algumas aplicac¸o˜es inter-
essantes. A dual da Poisson pode ser interpretada num esquema de filtragem com
filtro uniforme discreto. Filtros uniformes cont´ınuos sa˜o investigados no aˆmbito de
dualidade de varia´veis absolutamente cont´ınuas.
Abstract:
Let X be a random variable with distribution function F and mean value µ. It
is obvious that f∗ = 1−F (x)µ is a probability density function in the case of X being
absolutely continuous and p∗k =
1−F (x)
µ , k ∈ N is a probability mass function in the
case os X being discrete; we say that f e f ∗ are dual probability density functions
and pk and p
∗
k are dual probability mass functions. If X is exponencial, f = f
∗, a
characteristic insteresting to be investidated within the range of the dual densities of
general Pareto’s density probability functions and other Pearson’s densities – betas,
F of Fisher-Snedecor – which are associated to them in a simple form. In the case of
discrete similar property is valid as far as Geometric variables are concerned.
In the interpretation of this kind of duality there can be found some more inter-
esting applications. The Poisson dual can be interpreted in a frame of filtering with a
uniform discrete filter. Uniform continuous filters are investigated within the duality
of absolutely continuous variables.
Palavras-chave: Func¸a˜o densidade probabilidade dual, func¸a˜o massa probabilidade
dual, densidades ”auto-duais”, distribuic¸a˜o conjugada, modelos hiera´rquicos,fo´rmulas
de Pollaczeck-Khinchine e de Beckman.
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21. Introduc¸a˜o
Comecemos por observar que se X for uma varia´vel aleato´ria positiva com valor
me´dio finito µ
X
, func¸a˜o de distribuic¸a˜o F
X
e func¸a˜o densidade de probabilidade f
X
,
enta˜o
f
∗
X
(x) =
1− F
X
(x)
µ
X
e´ uma func¸a˜o densidade de probablidade, que denominamos dual de f
X
; analogamente,
chamamos duais a`s correspondentes varia´veis aleato´rias, func¸o˜es de distribuic¸a˜o,
func¸o˜es caracter´ısticas, transformadas de Laplace, etc.
De facto, basta recordar que se X > 0, existindo µ
X
= E (X) este pode ser
calculado como µ
X
=
∞∫
0
(1− F
X
(x)) dx. Esta expressa˜o — que tem a vantagem
de ser gene´rica, transformando o integral de Stiletjes num integral de Riemann —
estabelece-se imediatamente usando integrac¸a˜o por partes, uma vez que a existeˆncia
de valor me´dio garante que lim
x→∞
x [1− F
X
(x)] = 0.
Analogamente, no caso de uma varia´vel aleato´ria discreta com suporte natural, e´
o´bvio que definindo p
∗
k
=
1−F
X
(k−1)
µ
X
se obte´m uma func¸a˜o massa de probabilidade
dual.
E´ imediato estabelecer que se X _ Exponencial(δ) ou Y _ Geome´trica(p),
f
∗
X
= f
X
e p
∗
Y
= p
Y
, sa˜o ”auto-duais”. Adiante usaremos func¸o˜es caracter´ısticas para
estabelecer que se trata de uma caracterizac¸a˜o da exponencial entre as absolutamente
cont´ınuas, e da geome´trica entre as discretas, respectivamente. Tem, no entanto,
interesse considerar relac¸o˜es menos fortes na famı´lia das Paretos generalizadas, e
outras famı´lias com esta relacionadas, que abordamos adiante.
No caso de X _ Poisson(λ), a conjugada X
∗
tem uma interpretac¸a˜o simples em
termos de modelos hiera´rquicos: corresponde a uma filtragem (“thinning”) da Poisson
por uma uniforme discreta. O objectivo desta nota e´ relacionar a dualidade, enten-
dida na acepc¸a˜o que aqui apesentamos, com somas aleato´rias, um tema de crescente
importaˆncia em modelac¸a˜o estat´ıstica.
2. Densidades Duais — Alguns Exemplos
Apresentamos seguidamente, com os comenta´rios adequados, algumas densidades
(no sentido geral: func¸a˜o densidade de probabilidade no caso absoluamente cont´ınuo,
func¸a˜o massa de probabilidade no caso discreto) duais.
1. Famı´lia das Pareto
• Pareto cla´ssica
De seguida vamos tentar encontrar a func¸a˜o dual para a distribuic¸a˜o
Pareto. A func¸a˜o densidade de probabilidade da Pareto e´ dada por:
f(x) =


βαβ
xβ+1
se x ≥ α
0 se x < α
como α, β > 0 .
3A me´dia de uma v.a. com distribuic¸a˜o Pareto de paraˆmetros α e β e´ dada
por
E(X) =
βα
β − 1
.
A func¸a˜o de distribuic¸a˜o e´ dada por
F (x) = 1−
αβ
xβ
.
Calculemos agora a func¸a˜o dual.
f∗(x) =
1− 1 + α
β
xβ
βα
β−1
=
αβ
xβ
βα
β−1
⇔ f∗(x) =
β − 1
xβ
(
βαβ
α
)
=
β − 1
xβ
(
α
β−
1
β−1
)β−1
Ou seja, a varia´vel X∗ tem distribuic¸a˜o Pareto
(
β − 1, α
β
−
1
β−1
)
.
• Pareto Generalizada
Consideremos agora uma v.a. X com distribuic¸a˜o de Pareto, i.e., X _
Pareto(α). Consideremos a seguinte reprametrizac¸a˜o da func¸a˜o de dis-
tribuic¸a˜o
FX(x) = 1− (1 + γx)
−1/γ com x > 0 , δ ∈ R e 1 + γx > 0 .
Vamos calcular a E(X) recorendo ao resultado para v.a. positivas em que
µX =
∫ ∞
0
(1− FX(x)dx) .
Prova-se que a esperanc¸a deX so´ existe no caso em que 0 < γ < 1, tendo-se
neste caso
µ =
∫ ∞
0
(1− γx)dx =
1
γ − 1
[
(1 + γx)−1/γ
]
⇔ µ =
1
1− γ
.
Podemos agora calcular a func¸a˜o dual de fX tendo-se
f∗X(x) =
1− FX(x)
µ
=
1− 1 + (1 + γx)−1/γ
1− γ
⇔ f∗X(x) = (1− γ)(1 + γx)
−1/γ .
Quando 0 < x < 1|γ| , as expresso˜es que se obte´m para a esperanc¸a e func¸a˜o
dual sa˜o iguais a`s obtidas para o caso 0 < γ < 1 .
No modelo Pareto generalizado apresentado anteriormente destinguem-se
os treˆs submodelos seguintes :
– γ → 0 submodelo Exponencial
ω0(X) = 1− e
−x , x ≥ 0 ,
4– γ > 0 a pareto usual
ω1,α(X) = 1− x
−α , x ≥ 1 ,
– γ < 0 uma subclasse da famı´lia Beta
ω2,α(X) = 1− (−x)
−α , −1 ≤ x ≤ 0 .
Note que α e´ o paraˆmetro de escala e e´ tal que, α ∈ R+ .
2. • Geome´trica
Consideremos o caso de uma varia´vel aleato´ria com distribuic¸a˜o
Geome´trica, i.e., X ∼ G(p) . Se X ∼ G(p) enta˜o a func¸a˜o massa de
probabilidade e´ dada por
P(X = x) = pqx, x = 0, 1, 2, ...
e a me´dia da varia´vel e´
E(x) =
q
p
,
onde p e´ a probabilidade de sucesso e q=1-p . A func¸a˜o de distribuic¸a˜o de
X e´ dada por
F (x) = p
1− qx+1
1− q
.
Calculando agora a func¸a˜o dual obtemos
f∗(x) =
1− p 1−q
x+1
1−q
q
p
⇔ f∗(x) =
1−q−p+pqx+1
1−q
q
p
⇔ f∗(x) =
p(p− p+ pqx+1)
pq
f∗(x) =
p2qx+1
pq
⇔ f∗(x) = pqx .
Tambe´m neste caso a func¸a˜o dual coincide com a func¸a˜o massa de proba-
bilidade da varia´vel aleato´ria.
3. • Betas
Quando no caso 1b) trabalhamos com a Pareto generalizada surgiu-nos
,quando γ < 0, uma subfamı´lia importante— a famı´lia das betas. Neste
ponto vamos calcular a func¸a˜o dual para duas betas particulares, o caso
em que α = 1 e o caso em que β = 1 .
Se X ∼ Be(α, β) a func¸a˜o densidade de probabilidade e´ dada por:
f(x) =


xα−1(1− x)β−1
B(α, β)
se 0 < x < 1
0 outros casos
,
com
B(α, β) =
∫ 1−
0+
xα−1(1− x)β−1dx .
A func¸a˜o distribuic¸a˜o e´ dada por:
F (x) =


0 se x ≤ 0
1
B(α, β)
∫ x
0+
yα−1(1− y)β−1dy se 0 < x < 1
1 se x ≥ 1
,
5sendo a me´dia dada por
E(X) =
α
α+ β
.
Vamos tentar calcular a func¸a˜o dual de f(x) quando α = 1 . Neste caso
f(x) =


(1− x)β−1
B(1, β)
se 0 < x < 1
0 outros casos
,
e
E(X) =
1
1 + β
.
Como
B(1, β) =
∫ 1
0
(1− x)β−1 ⇔ B(1, β) =
[
−
1
β
(1− x)β
]1
0
⇔ B(1, β) =
1
β
,
tem-se
F (x) = β
∫ x
0
(1− y)β−1dy ⇔ F (x) = β
[
−
1
β
(1− y)β
]x
0
⇔ F (x) = 1− (1− x)β .
Sendo a func¸a˜o dual dada por
f∗(x) =
1− F (x)
µ
⇔ f∗(x) =
1− 1 + (1− x)β
1
1+β
f∗(x) = (β + 1)(1− x)β
Assim a func¸a˜o dual de uma func¸a˜o densidade de probabilidade de uma
beta com α = 1, e´ ainda uma beta , i.e.,
X∗ _ Beta(1, β + 1) .
De seguida vamos ver o que acontece quando X _ Beta(α, 1) . Neste caso
f(x) =


xα−1
B(α, 1)
se 0 < x < 1
0 outros casos
,
e
E(X) =
α
α+ 1
,
tendo-se
B(α, 1) =
∫ x
0
xα−1 ⇔ B(α, 1) =
[
1
α
xα
]1
0
⇔ B(α, 1) =
1
α
,
e
F (x) = α
∫ x
0
yα−1dy ⇔ F (x) = [yα]
x
0
6⇔ F (x) = xα .
A func¸a˜o dual e´ dada por
f∗(x) =
1− F (x)
µ
=
1− xα
α
α+1
=
α+ 1
α
(1− xα)
f∗(x) =
α+ 1
α
((1− xα)α)
1
α
Neste caso podemos dizer que
X∗ = (1−Xα)α _ Beta(1,
α+ 1
α
) .
Note-se que
0 < x < 1⇒ 0 < xα < 1⇒ −1 < −xα < 0⇒ 0 < 1−xα < 1⇒ 0 < (1−xα)α < 1 .
4. • Famı´lia F de Fisher–Snedecor
Se X _ F (m,n) , enta˜o a v.a.
Y =
1
1 + mnX
_ Beta
(n
2
,
m
2
)
com 0 < y < 1 .
E consequentemente para cada x > 0 ,
FX(x) = 1− FY
[
1
1 + mn x
]
.
Para n > 2 a esperanc¸a de X e´ dada por
µX = E(X) =
n
n− 2
.
Calculando a func¸a˜o dual de X para n > 2 obte´m-se
f∗X(x) =
1− FX(x)
µ
⇔ f∗x(x) =
1− 1 + FY
[
1
1+m
n
x
]
n
n−2
, se n > 2
⇔ f∗X(x) =
n− 2
n
FY
[
1
1 + mn x
]
para x > 0 .
A menos da constante n−2n a func¸a˜o dual de fX e´ func¸a˜o de distribuic¸a˜o
de uma Beta
(
n
2 ,
m
2
)
no caso em que n > 2 , pois caso contra´rio X na˜o tem
esperanc¸a .
3. Poisson dual e filtragem uniforme discreta
Consideremos a varia´vel aleato´ria X com distriuic¸a˜o de Poisson , i.e., X ∼ P (λ),
a func¸a˜o massa de probabilidade e´ dada por :
P(X = k) =
e−kλk
k!
, k = 0, 1, 2, ...
7A func¸a˜o de distribuic¸a˜o e´ dada por
F (x) = P (X ≤ x) =
x∑
k=0
e−kλk
k!
,
e a esperanc¸a de X e´ dada por
E(X) = λ .
Consideremos a varia´vel aleato´ria
Y |X=k _ Uniforme discreta no conjunto {0,1,...,k} .
Tem-se
P(Y = j) =
1
λ
P (X > j) .
Ou seja, a varia´vel aleato´ria Y tem func¸a˜o de probabilidade dada por
P(Y = j) =
1
λ
P (X > j)
e o conjunto suporte de Y e´ {0, 1, ..., k} . Ou seja,
P(Y = j) =
cauda direita da Poisson
valor me´dio da Poisson
.
Pegando na igualdade anterior tem-se
pj =
1
λ
(1− FX(j))⇔ λpj = 1− FX(j)⇔ FX(j) = 1− λpj
onde pj = P(Y = j) .
A dual da func¸a˜o f e´ dada por
f∗(x) =
1− FX(x)
µ
⇔ f∗(x) =
1− 1 + λpx
λ
⇔ f∗(x) = px = P(Y = x) .
Mas ,
P(Y = x) =
1
λ
pb(X > x) ,
ou seja ,
f∗(x) =
cauda direita da Poisson
valor me´dio da Poisson
.
Note-se que esta interpretac¸a˜o viabiliza o ca´lculo do valor me´dio e variaˆncia por
condicionamento:
E(Y ) = E(E[Y |X]) = E
(
X
2
)
=
λ
2
e ,
V ar(Y ) = E(V ar(Y |X)) + V ar(E(Y |X))
⇔ V ar(Y ) = E
(
(X + 1)2 − 1
12
)
+ V ar
(
X
2
)
⇔ V ar(Y ) = E
(
X2
12
)
+ E
(
X
6
)
+
1
4
V ar(X)
8⇔ V ar(Y ) =
(λ+ λ2) + 2λ+ 3λ
12
⇔ V ar(Y ) =
λ2 + 6λ
12
.
4. Func¸o˜es caracter´ısticas e dualidade
As varia´veis duais tambe´m podem ser caracterizadas pelas suas func¸o˜es carac-
ter´ısticas .
Seja X ≥ 0 com func¸a˜o densidade FX(x) , func¸a˜o caracter´ıstica ϕx(t) , e suponha-
se que existe µX = E(x) < ∞ . Enta˜o existe uma varia´vel aleato´ria Y com func¸a˜o
densidade de probabilidade
fY (x) =
1− FX(y)
µX
I(0,∞) .
Calculemos a func¸a˜o caracter´ıstica de Y .
ϕY (t) =
∫ ∞
0
eity
1− FX(y)
µX
dy =
1
µX
[[
eity
it
(1− FX(y))
]∞
0
+
1
it
∫ ∞
0
eityfX(y)dy
]
⇔ ϕY (t) =
1
µX
[
−
1
it
+
1
it
ϕX(t)
]
⇔ ϕY (t) =
ϕX(t)− 1
itµx
.
No caso discreto tem-se que X ≥ 0 com func¸a˜o densidade FX , func¸a˜o carac-
ter´ıstica ϕX e suponhamos que existe µX = E(X) < ∞ . Enta˜o existe uma varia´vel
aleato´ria com func¸a˜o massa de probabilidade dada por
pk = p(xk) =
P(X ≥ xk)
µ
=
1− FX(xk−1)
µ
, com xk = 0, 1, 2, ... .
Calculando a func¸a˜o caracter´ıstica de Y vamos obter
ϕY (t) =
∞∑
k=0
eitk
µ
P(X ≥ K) =
∞∑
k=0
akz
k ,
com
ak =
P(X ≥ k)
µ
e z = eit .
A se´rie anterior e´ uma se´rie de poteˆncias , logo os coeficientes ak sa˜o u´nicos . Assim ,
os coeficientes ak determinam completamente a distribuic¸a˜o de X atrave´s da relac¸a˜o
P(X ≥ k) = µak ,
supondo que X e´ discreta de suporte nos inteiros na˜o negativos .
Se X _ Exponencial(α)a sua func¸a˜o caracter´ıstica e´ dada por :
ϕX(t) =
∫ ∞
0
eitxαe−αxdx
⇔ ϕX(t) = α
∫ ∞
0
e−(α−it)x
⇔ ϕX(t) =
[
−α
α− it
e−(α−it)x
]∞
0
⇔ ϕX(t) =
α
α− it
.
9Vamos calcular a func¸a˜o caracter´ıstica de X _ Geome´trica(p)
ϕX(t) =
∞∑
k=0
eitkp(1− p)k ⇔ ϕX(t) = p
∞∑
k=0
eitk(1− p)k ,
que e´ uma se´rie de poteˆncias de raza˜o igual a eit(1− p) e cujo primeiro termo e´ um.
A soma da se´rie e´ dada por
ϕX(t) =
p
1− eit(1− p)
.
Ou seja ,
a0 = p , a1 = p(1− p) , a2 = p(1− p)
2...
a Caracterizac¸a˜o da exponencial e geome´trica pela auto-dualidade
Vamos provar que a exponencial e´ a u´nica distribuic¸a˜o cont´ınua tal que f(x) =
f∗(x). Consideremos uma varia´vel aleato´ria X positiva, com func¸a˜o distribuic¸a˜o
F (x) e valor me´dio α, vamos provar que se f(x) = 1−F (x)α enta˜o X _ EXP (α).
Tem-se
1− F (x)
α
= f(x)⇔
1
α
=
f(x)
1− F (x)
.
Se integrarmos a expressa˜o anterior obtemos
−ln(1− F (x)) =
x
α
+ c⇔ ln(1− F (x)) = −
x
α
+ c′
⇔ 1− F (x) = e−
x
α
+c′ ⇔ F (x) = 1− e−
x
α ec
′
Seja k = ec, temos que
F (x) = 1− ke−
x
α .
Mas F (0) = 0 donde
F (0) = 1− k = 0⇔ k = 1,
ou seja,
F (x) = 1− e−
x
α I(0,+∞),
isto e´,
X _ EXP (
1
α
).
Provemos agora que a distribuic¸a˜o geome´trica e´ a u´nica distribuic¸a˜o discreta
que verifica f(x) = f∗(x). Para tal vamos recorrer a um teorema que diz o
seguinte:
Seja X uma varia´vel aleato´ria de valores inteiros na˜o negativos que satisfaz
P(X > m+ n \X > m) = P(X ≥ n)
para quaisquer m e n inteiros positivos.Enta˜o X tem distribuic¸a˜o geome´trica.
Tem-se que
f(x) =
1− F (x)
µ
⇔ F (x) = 1− µf(x)⇔ P(X ≤ x) = 1− µP(X = x)
Por outro lado,
P(X > m+ n \X > m) =
P(X > m+ n
⋂
X > m)
P(X > m)
=
P(X > m+ n)
P(X > m)
10
=
1− P(X ≤ m+ n)
1− P(X ≤ m)
=
1− 1 + µP(X = m+ n)
1− 1 + µP(X = m)
=
pm+n
pm
.
Como,
pk = P (X = k) = P(X > k−1)−P(X > k)⇔ pk =
∞∑
i=k
P(X = i)−
∞∑
j=k+1
P(X = j)
⇔ pk = qk−1 − qk com P(X > m) = qm =
∞∑
k=m+1
pk .
Tem-se que
P(X > m+ n \X > m) =
qm+n−1 − qm+n
qm−1 − qm
.
Atendendo a` notac¸a˜o introduzida anteriormente podemos escrever
P(X > m+ n \X > m) =
P(X > m+ n)
P(X > n)
= P(X ≥ n) =
qm+n
qn
donde
qm+n = qmqn−1 e qm+1 = qmq0,
com
q0 = p(X > 0) = p1 + p2 + p3 + ...+ = 1− p0 ⇔ q0 = 1− p0.
Prova-se que
qk = (1− p0)
k.
Assim,
qk−1 − qk = (1− p0)
k−1 − (1− p0)
k = (1− p0)
k−1(1− 1 + p0) ,
ou seja,
pk = qk−1 − qk = p0(1− p0)
k−1.
Tem-se enta˜o que
P(X > m+n\X > m) =
qm+n−1 − qm+n
qm−1 − qm
=
p0(1− p0)
m+n
p0(1− p0)m
= (1−p0)
n = qn−1.
⇔ P(X > m+ n \X > m) = P(X > n)
Ou seja, X∗ tem distribuic¸a˜o geome´trica.
b Fo´rmulas de Pollaczeck–Khinchine e de Beckman, e interpretac¸a˜o
probabil´ıstica da dualidade
SejaN _Geometrica(1-p) comN a tomar os valores 0, 1, 2, ... com probabilidade
pk = (1− p)p
k e SN =
∑N
k=0 yk , onde os yk sa˜o re´plicas independentes de Y, e
N e´ independente dos yk. Enta˜o
ϕS(t) = E(e
itSN ) =
N∑
k=0
E[eitSN |N = n](1− p)pn =
1− p
1− pϕX(t)−1iµXt
.
Esta e´ a ce´lebre fo´rmula de Pollaczeck–Khinchine por eles deduzida num con-
texto completamente diferente : seja o tempo de servic¸o numa fila de espera
(FIFO) T , com E(T ) = µT <∞ e nµT = p o per´ıodo de ocupac¸a˜o me´dio numa
11
unidade de tempo . ( Assume-se que p < 1 , caso contra´rio a fila de espera
crece indefinidamente) . Um cliente que se junte a` fila de espera no instante
t > 0 , tem que esperar W (waiting time) ate´ ser servido . A caracterizac¸a˜o
do tempo de espera W foi feita por Pollaczeck–Khinchine em termos de func¸a˜o
caracter´ıstica
ϕW (t) =
1− p
1− pϕT (t)−1iµT t
.
Assim, o que estabelecemos acima foi que o problema de Pollaczeck–Khinchine
tem a mesma soluc¸a˜o que a soma aleato´ria (geome´trica) de parcelas com dis-
tribuic¸a˜o conjugada no sentido de
fY (y) =
1− FX(y)
µX
.
Considere-se, agora, o processo de risco cla´ssico
Z(t) = ct−
N(T )∑
k=1
XK ,
com Z(0) = 0 ,
∞∑
k=1
XK = 0 , N(t) e X
′
ks independentes. Z(t) e´ a reserva de
uma companhia de seguros no instante t , os Xk sa˜o as indeminizac¸o˜es pagas
em [0,t] . Note-se que N(t) e´ um processo de Poisson homoge´neo .
Consideremos Xk co´pias independentes de X com f.d. FX e E(X) = µ < ∞.
Seja u o capital inicial da companhia de seguros. A probabilidade de ru´ına,
como func¸a˜o de u , e´
ψ(u) = P[u+ Z(t) < 0 para algum t > 0] .
Reescreva-se c = (1 + θ)µXλ na definic¸a˜o Z(t) = ct−
∑N(T )
k=1 XK , e defina-se
L = supt>0
N(t)∑
i=1
−(1 + θ)µXt = supt>0−Z(t) ,
que e´ a perda agregada ma´xima. Como Z(0) = 0 , L ≥ 0 q.c. . Notando que
1− ψ(u) = P[u+ Z(t) ≥ 0 para algum t > 0]
= P[u+ (1 + θ)µXλt−
N(t)∑
i=1
Xi ≥ 0,∀t > 0]
= P[
N(t)∑
i=1
Xi − (1 + θ)µXλt ≤ u,∀t > 0] = P[L ≤ u] .
A probabilidade de ru´ına pode enta˜o ser representada sob a forma
P[L > u] = 1−
θ
1 + θ
∞∑
n=0
H∗n(u)
(1 + θ)n
,
onde H∗0(u) = H(u) e´ a func¸a˜o de Heaviside e para n = 1, 2, ...
H∗n =
1
µX
∫ u
0
H∗(n−1)(u− x)[1− FX(x)]d(x), u ≥ 0,
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que e´ fo´rmula de Beckman para a probabilidade de ru´ına .
A fo´rmula de Beckman implica que
L = L1 + ...+ L
∗
N em distribuic¸a˜o ,
com N∗, L!, ..., L
∗
N independentes e N _ Geome´trica(p) com p =
θ
1+θ i.e.,
N∗ =


j j=0,1,...
θ
(1 + θ)j+1
,
onde as varia´veis aleato´rias LK sa˜o i.i.d com densidade
fL(x) =
1− FX(x)
µX
,
i.e., LK teˆm distribuic¸a˜o conjugada.
Agradecimento: Agradecemos as sugesto˜es de S. Velosa, que permitiram ultrapassar de forma
simples um ponto obscuro.
Bibliografia
Pestana, D.D. e Velosa, S.F.(2002). Introduc¸a˜o a` Probabilidade e Estat´ıstica,
Fundac¸a˜o Calouste Gulbenkian, Lisboa.
Khintchine,A.Y. (1960), Mathematical Methods in the Theory of Queueing, M.G.
Kendall,Sc.D.,London.
Rohatgi,V.K.(1975).An Introduction to Probability Theory and Mathematical
Statistics, John Wiley and Sons, New York.
