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A CHARACTERIZATION OF TRIANGLE-FREE GORENSTEIN
GRAPHS AND COHEN-MACAULAYNESS OF SECOND POWERS
OF EDGE IDEALS
DO TRONG HOANG AND TRAN NAM TRUNG
Abstract. We graph-theoretically characterize triangle-free Gorenstein graphs G.
As an application, we classify when I(G)2 is Cohen-Macaulay.
Introduction
Throughout this paper let G be a simple graph (i.e., a finite, undirected, loopless
and without multiple edges) with vertex set V (G) and edge set E(G) and let k be a
fixed field. Two vertices u, v of G are adjacent if uv is an edge of G. An independent
set in G is a set of vertices no two of which are adjacent to each other. An independent
set in G is maximal (with respect to set inclusion) if the set cannot be extended to
a larger independent set. The independence number of G, denoted by α(G), is the
cardinality of the largest independent set in G. The girth of a graph G, denoted
by girth(G), is the length of any shortest cycle in G or in the case G is a forest we
consider the girth to be infinite. If G has girth at least 4, then G is triangle-free.
In a 1970, Plummer [14] introduced the notion of considering graphs in which
each maximal independent set has the same size α(G); he called a graph having this
property a well-covered graph. In general, to compute α(G) of a graph G is an NP-
complete problem (see [10]), but it is polynomial for well-covered graphs. Characterize
well-covered graphs is a difficult problem and the work on well-covered graphs that
has appeared in the literature has focused on certain subclasses of well-covered graphs
(see [15] for the survey).
Recently, well-covered graphs with the Cohen-Macaulay property have been studied
from an algebraic point of view. Let R = k[x1, . . . , xn] be a polynomial ring of n
variables over the field k. Let G be a simple graph on the vertex set {x1, . . . , xn}. We
associate to the graph G a quadratic squarefree monomial ideal
I(G) = (xixj | xixj ∈ E(G)) ⊆ R,
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which is called the edge ideal of G. We say that G is Cohen-Macaulay (resp. Goren-
stein) if I(G) is Cohen-Macaulay (resp. Gorenstein). Since G is well-covered whenever
it is Cohen-Macaulay (see e.g., [25, Proposition 6.1.21]), it is a wide open problem
to characterize graph-theoretically the Cohen-Macaulay graphs. Unfortunately, the
Cohen-Macaulayness of graphs depends on the characteristic of the base field k (see,
e.g., [25, Exercise 5.3.31]), so the characterization now has focused on certain families
of Cohen-Macaulay graphs, such as trees, chordal graphs, bipartite graphs, graphs of
girth at least 5, circulant graphs and so on (see [24], [6], [5], [9], [22]).
If we focus on Gorenstein graphs G without isolated vertices, then not only is G
well-covered, but isG\x also well-covered, with α(G) = α(G\x) for any vertex x. Such
graphs form the so-called class W2 (see [20]). Thus in order to characterize Gorenstein
graphs we should classify the class W2, but this problem is also difficult (see [15]).
Note that the Gorenstein property of graphs is also dependent on the characteristic
of the base field k (see Proposition 2.1), so we cannot graph-theoretically characterize
all Gorenstein graphs. In this paper, we are interested in triangle-free Gorenstein
graphs. The answer is amazing: a triangle-free graph G is Gorenstein if and only if
every non-trivial connected component of G belongs to W2.
Let ∆ be a simplicial complex over the vertex set {x1, . . . , xn}. A classical result
in [2] implies that Im∆ is Cohen-Macaulay (over k) for all m > 1 if and only if ∆ is a
complete intersection; where I∆ is the Stanley-Reisner ideal of ∆. Recently, Terai and
Trung [21] showed that ∆ is a complete intersection whenever Im∆ is Cohen-Macaulay
for some m > 3. By contrast with this situation we have not known a characterization
of ∆ for which I2∆ is Cohen-Macaulay yet (see [8], [12], [16], [21]). On the other hand,
Vasconcelos (see [23, Conjecture (B)]) suggests that ∆ must be Gorenstein if I2∆ is
Cohen-Macaulay.
For edge ideals, we will prove that I(G)2 is Cohen-Macaulay if and only if G is
triangle-free Gorenstein . The main result of the paper is the following theorem.
Theorem 3.4. Let G be a simple graph without isolated vertices. Then, the following
conditions are equivalent:
(1) G is a triangle-free Gorenstein graph;
(2) G is a triangle-free member of W2;
(3) I(G)2 is Cohen-Macaulay.
The paper is organized as follows. In Section 1, we recall some basic notations,
terminology of the simplicial complexes. In Section 2, we characterize triangle-free
Gorenstein graphs. In the last section, we prove the main result.
2
1. Preliminaries
Let ∆ be a simplicial complex on the vertex set V (∆) = [n] = {1, 2, . . . , n}. Given
any field k, we attach to ∆ the Stanley-Reisner ideal I∆ of ∆ to be the squarefree
monomial ideal
I∆ = (xj1 · · · xji | j1 < · · · < ji and {j1, . . . , ji} /∈ ∆) in R = k[x1, . . . , xn]
and the Stanley-Reisner ring of ∆ to be the quotient ring k[∆] = R/I∆. This provides
a bridge between combinatorics and commutative algebra (see [17]). Then, we say
that ∆ is Cohen-Macaulay (resp. Gorenstein) over k if k[∆] has the same property.
The dimension of a face F ∈ ∆ is given by dimF = |F | − 1; the dimension of
∆, denoted dim ∆, is the maximum dimension of all its faces. Note that dim k[∆] =
dim ∆ + 1. The link of F inside ∆ is the subcomplex of ∆:
lk∆ F = {H ∈ ∆ | H ∪ F ∈ ∆ and H ∩ F = ∅}.
The most widely used criterion for determining when a simplicial complex is Cohen-
Macaulay is due to Reisner, which says that links have only top homology (see [17,
Corollary 4.2, Page 60]).
Lemma 1.1. ∆ is Cohen-Macaulay over k if and only if for all F ∈ ∆ and all
i < dim(lk∆ F ), we have H˜i(lk∆ F ; k) = 0.
Let fi be the number of faces of ∆ of dimension i for each i, and let d := dim ∆+1.
Then the f -vector of ∆ is f(∆) = (f−1, f0, f1, . . . , fd−1); and this vector is related to
the dimensions of H˜i(∆; k) via the reduced Euler characteristic of ∆:
χ˜(∆) :=
d−1∑
i=−1
(−1)i dimk H˜i(∆; k) =
d−1∑
i=−1
(−1)ifi =
∑
F∈∆
(−1)|F |−1.
We call ∆ a pure simplicial complex if all its facets have the same dimension; and ∆
is an Eulerian complex if ∆ is pure and χ˜(lk∆ F ) = (−1)dim lk∆ F for all F ∈ ∆. In
this case, note that χ˜(lk∆ F ) = χ˜(Sd−1−|F |) (see [18, Proposition 3.3]).
The restriction of ∆ to a subset S of V (∆) is ∆S := {F ∈ ∆ | F ⊆ S}. The star
of a vertex v in ∆ is st∆(v) := {F ∈ ∆ | F ∪ {v} ∈ ∆}. Let core(V (∆)) := {x ∈
V (∆) | st∆(x) 6= ∆}, then the core of ∆ is core(∆) := ∆core(V (∆)). If ∆ = st∆(v)
for some vertex v, then ∆ is a cone over v. Thus ∆ = core(∆) means ∆ is not
a cone. Let ∆ and Γ be simplicial complexes with disjoint vertex sets V (∆) and
V (Γ), respectively. Define the join ∆ ∗ Γ to be the simplicial complex on the vertex
set V (∆) ∪ V (Γ) with faces F ∪ H, where F ∈ ∆ and H ∈ Γ. It follows that
∆ = core(∆)∗ 〈V (∆) \ core(V (∆))〉, where for a finite set P , we denote 〈P 〉 to be the
simplex over the set P .
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We then have a criterion for determining when Cohen-Macaulay complexes ∆ are
Gorenstein due to Stanley (see [17, Theorem 5.1, Page 65]).
Lemma 1.2. ∆ is Gorenstein if and only if core(∆) is an Eulerian complex which is
Cohen-Macaulay.
For a subset S of the vertex set of ∆, let ∆ \ S := {F ∈ ∆ | F ⊆ V (∆) \ S}. If
S = {x}, we write ∆ \ x to mean ∆ \ {x}. Clearly, ∆ \ x = {F ∈ ∆ | x /∈ F}.
∆ is called doubly Cohen-Macaulay (see [1]) if ∆ is Cohen-Macaulay, and for every
vertex x of ∆ the subcomplex ∆ \ x is Cohen-Macaulay of the same dimension as ∆.
If ∆ is Cohen-Macaulay, then k[∆] has a minimal free resolution of the form:
0 −→ Rβn−d(k[∆]) −→ · · · −→ Rβ1(k[∆]) −→ Rβ0(k[∆]) −→ k[∆] −→ 0
where d = dim k[∆] and βi(k[∆]) is the i-th Betti number of k[∆] for each i. The
number βn−d(k[∆]) is called the type of k[∆] and is denoted by type(k[∆]). We then
have ∆ is Gorenstein if and only if type(k[∆]) = 1 (see [17, Theorem 12.5, Page 50])
and ∆ is doubly Cohen-Macaulay if and only if type(k[∆]) = (−1)d−1χ˜(∆) (see [1]).
If ∆ is Gorenstein with ∆ = core(∆), then χ˜(∆) = (−1)d−1 by Lemma 1.2. Hence,
Lemma 1.3. If ∆ is a Gorenstein simplicial complex with ∆ = core(∆), then ∆ is
doubly Cohen-Macaulay.
The following lemma is the key to investigate Cohen-Macaulay simplicial complexes
in this paper.
Lemma 1.4. Let ∆ be a Gorenstein simplicial complex with ∆ = core(∆). If S is a
subset of V (∆) such that ∆S is a cone, then we have H˜i(∆ \ S, k) = 0 for all i.
Proof. We prove the lemma by induction on |S|. If |S| = 1, then S = {v} for some
vertex v of ∆. Let d := dim(∆) + 1. By Lemma 1.3 we have ∆ is doubly Cohen-
Macaulay, so ∆\v is Cohen-Macaulay of dimension d−1, and so by Reisner’s criterion
we have H˜i(∆ \ v; k) = 0 for all i < d − 1. Hence it remains to prove, in this case,
that H˜d−1(∆ \ v; k) = 0. By [7, Lemma 2.1] we have the following exact sequence:
0 −→ H˜d−2(lk∆(v); k) −→ H˜d−1(∆; k) −→ H˜d−1(∆ \ v; k) −→ 0.
This yields dimk H˜d−1(∆\v; k) = dimk H˜d−1(∆; k)−dimk H˜d−2(lk∆(v); k). By Lemma
1.2 we obtain dimk H˜d−1(∆; k) = dimk H˜d−2(lk∆(v); k) = 1. Thus, dimk H˜d−1(∆ \
v; k) = 0, and thus H˜d−1(∆ \ v; k) = 0, as claimed.
If |S| > 2. Assume that for all Gorenstein simplicial complexes Γ with Γ = core(Γ),
and for all subsets T of V (Γ) such that |T | < |S| and ΓT is a cone; then we have
H˜i(Γ \ T, k) = 0, for all i.
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Assume that ∆S is a cone with vertex v. Take any x ∈ S \ {v} and then let T :=
S \{x} and Λ := ∆\T . Since ∆T is also a cone with vertex v and |T | = |S|−1, by the
induction hypothesis we have H˜i(Λ; k) = H˜i(∆ \ T ; k) = 0. Let T ′ := T ∩ V (lk∆(x)),
so that lkΛ(x) = lk∆(x) \ T ′. From Lemma 1.2 we imply that lk∆(x) is Gorenstein
with lk∆(x) = core(lk∆(x)). Note that lk∆(x)T ′ is a cone over v and |T ′| 6 |T | < |S|,
so H˜i(lkΛ(x); k) = H˜i(lk∆(x) \ T ′; k) = 0 by the induction hypothesis.
Finally, [7, Lemma 2.1] gives rise to the following exact sequence:
H˜i(Λ; k) −→ H˜i(Λ \ x; k) −→ H˜i(lkΛ(x); k).
Together with the facts H˜i(lkΛ(x); k) = 0 and H˜i(Λ; k) = 0 we obtain H˜i(Λ\x; k) = 0.
As Λ \ x = ∆ \ S, which implies H˜i(∆ \ S; k) = 0, as required. 
The lemma 1.4 has an interesting consequence.
Corollary 1.5. Let ∆ be a Gorenstein simplicial complex. Then the simplicial com-
plex ∆ \ F is Cohen-Macaulay for every face F of ∆.
Proof. Assume that ∆ = core(∆) ∗ 〈P 〉 where P = V (∆) \ core(V (∆)). Let F1 :=
F ∩ V (core(∆)) and F2 := P \ F . Then we have ∆ \ F = (core(∆) \ F1) ∗ 〈F2〉,
hence ∆ \ F is Cohen-Macaulay if so is core(∆) \ F1. Therefore, we may assume that
∆ = core(∆).
We now claim that for all faces S of ∆\F and for all integers i < dim(∆\F )−|S|,
then H˜i(lk∆\F (S); k) = 0. Indeed, by Lemma 1.2 we deduce that lk∆(S) is Gorenstein
with core(lk∆(S)) = lk∆(S). Next, we note that lk∆\F (S) = lk∆(S) \ F ′ where F ′ =
F ∩V (lk∆(S)). Now if F ′ = ∅, then lk∆\F (S) = lk∆(S). Since dim(∆ \F ) 6 dim(∆),
the claim follows from Reisner’s criterion. If F ′ 6= ∅, then lk∆(S)F ′ is a cone because
F ′ is also a face of lk∆(S). By Lemma 1.4 we have
H˜i(lk∆\F (S); k) = H˜i(lk∆F (S) \ F ′; k) = 0,
as claimed.
Together with Reisner’s criterion, this claim yields ∆ \ F is Cohen-Macaulay. 
2. A Characterization of Triangle-free Gorenstein Graphs
In this section we will graph-theoretically characterize triangle-free Gorenstein graphs.
For a graph G, let ∆(G) be the set of all independent sets of G. Then, ∆(G) is a
simplicial complex and it is the so-called independence complex of G. We can see
that I(G) = I∆(G) and dim(∆(G)) = α(G)− 1, where α(G) denotes the independence
number of G. Notice that ∆(G) = core(∆(G)) if and only if G has no isolated vertices;
and G is well-covered if and only if ∆(G) is pure.
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We now start by showing that the Gorenstein property of graphs in general depends
on the characteristic of k . Gra¨be[4] showed that the Gorenstein property of a certain
triangulation of RP3 depends on the characteristic of the base field k. Actually, any
triangulation of RP3 is Gorenstein if and only if char(k) 6= 2. Using this fact, we can
prove the following fact.
Proposition 2.1. The Gorenstein property of graphs depends on the characteristic
of the base field.
Proof. In order to get such a graph let us take a minimal triangulation ∆ of the pro-
jective space RP3 with the f -vector f(∆) = (1, 11, 51, 80, 40) constructed by Walkup
[26]. Let Λ be the barycentric subdivision of ∆, i.e., Λ is the simplicial complex
on ground set ∆ \ {∅} whose simplices are flags F0 ( F1 ( · · · ( Fi of elements
Fj ∈ ∆ \ {∅}, j 6 i. Clearly, the minimal non-faces of Λ are subsets of ∆ with exactly
two non-comparable elements, therefore IΛ is an edge ideal of a graph, say G. Since
Λ is a triangulation of RP3, G is Gorenstein if and only if char(k) 6= 2. Notice that G
has 182 vertices since f(∆) = (1, 11, 51, 80, 40). 
The neighborhood of a vertex x of G is the set NG(x) := {y ∈ V (G) | xy ∈ E(G)}.
For an independent set S of G we denote the neighborhood of S by NG(S) := {x ∈
V (G) \ S | NG(x) ∩ S 6= ∅} and the localization of G with respect to S by GS :=
G \ (S ∪NG(S)); so that ∆(GS) = lk∆(G)(S); where for a subset U of V (G) we denote
G \ U to be the induced subgraph of G on the vertex set V (G) \ U .
Note that GS is Cohen-Macaulay (resp. Gorenstein) if so is G by Lemma 1.1 (resp.
Lemma 1.2).
Lemma 2.2. [3, Lemma 1] If G is a well-covered graph and S is a set of independent
vertices of G, then GS is well-covered. Moreover, α(GS) = α(G)− |S|.
The same holds for graphs in W2. Recall that a graph G is a member of W2 if G is
well-covered and G \ x is well-covered with α(G) = α(G \ x) for all x ∈ V (G).
Lemma 2.3. If a graph G is in W2 and S is an independent set of G, then GS is in
W2 whenever |S| < α(G).
Proof. The proof follows immediately by induction on |S| and using [13, Theorem
5]. 
We say that G is locally Cohen-Macaulay (resp. Gorenstein) if Gx is Cohen-
Macaulay (resp. Gorenstein) for all vertices x.
Lemma 2.4. Let G be a locally Gorenstein graph in W2 and let S be a nonempty
independent set of G. Then we have GS is Gorenstein and ∆(GS) is Eulerian with
dim(∆(GS)) = dim(∆(G))− |S|.
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Proof. We have GS is Gorenstein since G is locally Gorenstein and S is nonempty.
We now claim that GS has no isolated vertices. Indeed, if |S| < α(G) then GS is in
W2, so by definition of the class W2 we imply that GS has no isolated vertices. If
|S| = α(G), then S is a maximal independent set of G, and then GS is the empty
graph. Therefore, GS also has no isolated vertices, as claimed. From this claim we
have ∆(GS) = core(∆(GS)), so ∆(GS) is Eulerian by Lemma 1.2. Finally, by Lemma
2.2 we have α(GS) = α(G)− |S|, hence dim(∆(GS)) = α(GS)− 1 = α(G)− 1− |S| =
dim(∆(G))− |S|, as required. 
We next show that the class W2 indeed contains all Gorenstein graphs without
isolated vertices.
Lemma 2.5. If G is a Gorenstein graph without isolated vertices, then G is in W2.
Proof. Since G is Gorenstein, it is well-covered. So it remains to prove that for any
vertex x, we have G \ x is well-covered and α(G) = α(G \ x). As G has no isolated
vertices, core(∆(G)) = ∆(G). Hence, by Lemma 1.3 we have ∆(G) is doubly Cohen-
Macaulay. It follows that ∆(G\x) = ∆(G)\x is Cohen-Macaulay and dim(∆(G\x)) =
dim(∆(G)). In other words, G \ x is Cohen-Macaulay with α(G \ x) = α(G). Thus,
G is in W2, as required. 
In general, members of W2 need not be Gorenstein and an example is the 3-cycle,
but any triangle-free member of W2 is Gorenstein. In order to prove this, we first
show that the independence complex of a triangle-free member of W2 is Eulerian.
Lemma 2.6. If G be a triangle-free graph in W2, then ∆(G) is Eulerian.
Proof. We prove the lemma by induction on α(G). If α(G) = 1, then G is complete.
Since G is a triangle-free graph without isolated vertices, G must be an edge. It
follows that ∆(G) is Eulerian.
Assume that α(G) > 2. Let ∆ := ∆(G) and d := dim ∆(G)+1. For each vertex x of
G, by Lemma 2.3 we have Gx is in W2. Since lk∆(x) = ∆(Gx) and α(Gx) = α(G)−1,
by the induction hypothesis we have lk∆(x) is Eulerian. So in order to prove ∆ is
Eulerian it remains to show that χ˜(∆) = (−1)d−1.
Let a be a vertex of G, and let A := NG(a); so that A is a nonempty independent
set of G because G is triangle-free.
Let
Γ := {F ∈ ∆ | F ∩ A 6= ∅},
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so that ∆ can be partitioned into ∆ = st∆(a) ∪ Γ. Note that χ˜(st∆(a)) = 0 as st∆(a)
is a cone over a. Thus,
χ˜(∆) =
∑
F∈∆
(−1)|F |−1 =
∑
F∈st∆(a)
(−1)|F |−1 +
∑
F∈Γ
(−1)|F |−1
= χ˜(st∆(a)) +
∑
F∈Γ
(−1)|F |−1 =
∑
F∈Γ
(−1)|F |−1.
Let Λ := 〈A〉 be the simplex over the vertices in A, and let Ω := Λ \ {∅}. For each
S ∈ Ω, we define
g(S) :=
∑
F∈Γ,S⊆F
(−1)|F |−1 and τ(S) :=
∑
F∈Γ,F∩A=S
(−1)|F |−1.
Then,
(1) χ˜(∆) =
∑
S∈Ω
τ(S) and g(S) =
∑
F∈Ω,S⊆F
τ(F ).
For every S ∈ Ω, since S is a nonempty face of ∆, we have ∆(GS) is Eulerian with
dim(∆(GS)) = dim(∆(G))−|S| = d−1−|S|. It follows that χ˜(∆(GS)) = (−1)d−1−|S|.
Therefore,
g(S) =
∑
F∈Γ,S⊆F
(−1)|F |−1 =
∑
F∈∆,S⊆F
(−1)|F |−1 =
∑
F∈∆(GS)
(−1)|F |+|S|−1
= (−1)|S|
∑
F∈∆(GS)
(−1)|F |−1 = (−1)|S|χ˜(GS) = (−1)|S|(−1)d−1−|S| = (−1)d−1.
We consider Ω as a poset with the partial order 6 being inclusion. Then, by (1) we
have
g(S) =
∑
F∈Ω,F>S
τ(F ).
Let µ be the Mobius function of the poset Ω. By the Mobius inversion formula (see
[18, Proposition 3.7.2]) we have
τ(S) =
∑
F∈Ω,F>S
µ(S, F )g(F ) =
∑
F∈Ω,F>S
µ(S, F )(−1)d−1 = (−1)d−1
∑
F∈Ω,F>S
µ(S, F ).
Observe that for S, F ∈ Ω with S ⊆ F , we have T ∈ Ω and S 6 T 6 F if and only if
S ⊆ T ⊆ F , so µ(S, F ) = (−1)|F |−|S|. Hence,
τ(S) = (−1)d−1
∑
F∈Ω,F>S
(−1)|F |−|S| = (−1)d−1
∑
F∈Λ,S⊆F
(−1)|F |−|S|
= −(−1)d−1
∑
F∈lkΛ(S)
(−1)|F |−1 = −(−1)d−1χ˜(lkΛ(S)).
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Thus, by (1) we get
χ˜(∆) =
∑
S∈Ω
τ(S) =
∑
S∈Λ,S 6=∅
τ(S) = −(−1)d−1
∑
S∈Λ,S 6=∅
χ˜(lkΛ(S)).
On the other hand, if S ∈ Λ and S 6= A, then lkΛ(S) = 〈A \ S〉, which implies
χ˜(lkΛ(S)) = 0. Together with the equality above, this fact yields
χ˜(∆) = −(−1)d−1χ˜(lkΛ(A)) = −(−1)d−1χ˜({∅}) = −(−1)d−1(−1) = (−1)d−1,
as required. 
In what follows we use the exterior product to describe the homology groups of
simplicial complexes. Assume that ∆ is a simplicial complex over the vertex set [n].
Then the exterior products eF = ej0 ∧ · · · ∧ eji , where F = {j0, . . . , ji} ∈ ∆ with
j0 < · · · < ji, form a basis of C˜i(∆; k). The differentials ∂i : C˜i(∆; k) −→ C˜i−1(∆; k)
of the reduced chain complex C˜•(∆; k) are given by
∂i( ej0 ∧ · · · ∧ eji) =
i∑
s=0
(−1)sej0 ∧ · · · ∧ êjs ∧ · · · ∧ eji ,
and the ith homology group of ∆ is H˜i(∆; k) = ker(∂i)/ im(∂i+1). For simplicity, if
ω ∈ C˜i(∆; k), we write ∂ω instead of ∂iω. With this notation we have
(2) ∂(ω ∧ ν) = ∂ω ∧ ν + (−1)i+1ω ∧ ∂ν for all ω ∈ C˜i(∆; k) and ν ∈ C˜j(∆; k).
In the sequel we also need a concrete representation for elements of C˜i(∆; k). Let
ω ∈ C˜i(∆; k). Then, ω =
∑
F∈Fi(∆) λFeF , where Fi(∆) = {F ∈ ∆ | dimF = i} and
λF ∈ k for all F . Note that for two faces V and F of ∆ with V ⊆ F , by the alternative
property of the wedge product we can write eF = eV ∧ aV,FeF\V where aV,F = −1 or
aV,F = 1. Let A be a face of ∆. Then, we can rewrite ω as
ω =
∑
V⊆A
 ∑
F∈Fi(∆), F∩A=V
λFeF
 = ∑
V⊆A
eV ∧
 ∑
F∈Fi(∆), F∩A=V
λFaV,FeF\V
 .
For each V ⊆ A, let
ωV :=
∑
F∈Fi(∆), F∩A=V
λFaV,FeF\V
so that ωV ∈ C˜i−|V |(lk∆(V ) \ A; k). Then,
(3) ω =
∑
V⊆A
eV ∧ ωV .
We are now ready to prove the main result of this section.
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Proposition 2.7. If G is a triangle-free graph without isolated vertices, then G is
Gorenstein if and only if G is in W2.
Proof. If G is Gorenstein, then G is in W2 by Lemma 2.5.
Conversely, we prove that G is Gorenstein when G ∈ W2 by induction on α(G). If
α(G) = 1, then G is a complete triangle-free graph. As G is in W2, it has no isolated
vertices, so G is an edge. Thus, G is Gorenstein.
Assume that α(G) > 2. Let ∆ := ∆(G). By Lemma 2.6 we have ∆ is Eulerian.
For each vertex x of G, by Lemma 2.3 we have Gx is in W2. Since α(Gx) = α(G)− 1,
by the induction hypothesis Gx is Gorenstein. So, G is locally Gorenstein.
Since ∆ is Eulerian, by Lemma 1.2 we have ∆ is Gorenstein whenever ∆ is Cohen-
Macaulay. As G is well-covered and locally Gorenstein, by Reisner’s criterion, G is
Cohen-Macaulay if
H˜i(∆; k) = 0, for all i < dim(∆).
Let a be any vertex ofG and let A := NG(a). Notice that A is a nonempty independent
set of G since G is a triangle-free member of W2.
Given any i with i < dim(∆), in order to prove H˜i(∆; k) = 0 we will prove that
for every ω ∈ C˜i(∆; k) such that ∂ω = 0, there is ζ ∈ C˜i+1(∆; k) such that ω = ∂ζ.
Indeed, by Equation (3) we write ω as
ω =
∑
V⊆A
eV ∧ ωV
where ωV ∈ C˜i−|V |(∆(GV \ A); k).
If ωF = 0 for any ∅ 6= F ⊆ A, then ω ∈ C˜i(∆(G \ A); k) = C˜i(st∆(a); k). Note
that H˜i(st∆(a); k) = 0 because st∆(a) is a cone over a, so ω = ∂ζ for some ζ ∈
C˜i+1(st∆(a); k) ⊆ C˜i+1(∆; k).
Assume that ωF 6= 0 for some ∅ 6= F ⊆ A. Take such an F such that |F | is maximal.
By Equation (2) we have
∂ω =
∑
V⊆A
(
∂eV ∧ ωV + (−1)|V |eV ∧ ∂ωV
)
= 0,
which implies ∂ωF = 0.
We now claim that H˜i−|F |(∆(GF \ A); k) = 0. Indeed, if F = A, then ∆(GF \
A) = ∆(GF ) is Gorenstein with dim(∆(GF )) = dim(∆) − |F | by Lemma 2.4. Note
that i − |F | < dim(∆) − |F | = dim(∆(GF \ A)), so by Reisner’s criterion we have
H˜i−|F |(∆(GF \ A); k) = 0.
If F is a proper subset of A, then GF \ A = GF \ (A \ F ) and GF is a Gorenstein
with ∆(GF ) = core(∆(GF )) by Lemma 2.4. Since A \F is an independent set of GF ,
by Lemma 1.4 we have H˜i−|F |(∆(GF \ A); k) = 0, as claimed.
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By our claim we have H˜i−|F |(∆(GF \A); k) = 0, hence there is ηF ∈ C˜i−|F |+1(∆(GF \
A); k) such that ωF = ∂(ηF ). Write F = {a1, . . . , as} where a1 < · · · < as. Then,
∂eF =
s∑
i=1
(−1)i−1ea1 ∧ · · · ∧ êai ∧ · · · ∧ eas =
s∑
i=1
(−1)i−1eF\{ai}.
Since
∂(eF ∧ ηF ) = ∂eF ∧ ηF + (−1)|F |eF ∧ ∂ηF = ∂eF ∧ ηF + (−1)|F |eF ∧ ωF ,
we have
ω − ∂((−1)|F |eF ∧ ηF ) =
s∑
i=1
eF\{ai} ∧ ((−1)|F |+iηF ) +
∑
V⊆A,V 6=F
eV ∧ ωV .
Note that (−1)|F |eF ∧ ηF ∈ C˜i+1(∆; k). By repeating this process after finitely many
steps, we get an element η ∈ C˜i+1(∆; k) such that
ω − ∂η ∈ C˜i(∆(G \ A); k) = C˜i(st∆(a); k).
Since H˜i(st∆(a); k) = 0 and ∂(ω− ∂η) = ∂ω− ∂2η = 0, there is ξ ∈ C˜i+1(st∆(a); k) ⊆
C˜i+1(∆; k) such that
ω − ∂η = ∂ξ, i.e., ω = ∂(η + ξ),
as required. 
3. Cohen-Macaulayness of the second power of edge ideals
In this section we complete the proof of the main result by characterizing graphs
G such that I(G)2 is Cohen-Macaulay. If e is an edge of a given graph G, we can
obtain a new graph by deleting e from G but leaving the vertices and the remaining
edges intact. The resulting graph is denoted by G \ e. An edge e in G is said to be
α-critical if α(G \ e) > α(G). If every edge of G is α-critical, G is called α-critical.
Staples [19] proved that every triangle-free member of W2 is α-critical. We will use
this property to give a characterization of triangle-free members of W2. For an edge
ab of G, let Gab be the induced subgraph G \ (NG(a) ∪NG(b)) of G.
Lemma 3.1. Let G be a graph. Then we have:
(1) If Gx is well-covered with α(Gx) = α(G) − 1 for all vertices x, then G is
well-covered;
(2) If Gab is well-covered with α(Gab) = α(G) − 1 for all edges ab, then G is
well-covered.
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Proof. (1) is obvious.
We now prove (2) by induction on α(G). If α(G) = 1, then G is a complete graph,
and then α(Gab) = 0 for every edge ab. Clearly, G is well-covered.
Assume that α(G) > 2. We may assume that G has no isolated vertices. Let
xy be an edge of G. Since Gxy is an induced subgraph of Gx, we have α(G) − 1 =
α(Gxy) 6 α(Gx). On the other hand, the inequality α(G)− 1 > α(Gx) is obvious, so
α(Gx) = α(G) − 1. Note that (Gx)ab = (Gab)x for all edges ab of Gx. Since Gab is
well-covered with α(Gab) = α(G) − 1, by Lemma 2.2 we have (Gx)ab is well-covered
with α((Gx)ab) = α((Gab)x) = α(Gab)− 1 = α(G)− 2 = α(Gx)− 1. Therefore, Gx is
well-covered by the induction hypothesis. By part (1) we have G is well-covered. 
Lemma 3.2. Let G be a triangle-free graph without isolated vertices. Then G is in
W2 if and only if Gab is well-covered with α(Gab) = α(G)− 1 for all edges ab.
Proof. Assume that G is in W2. We will prove by induction on α(G) that Gab is
well-covered with α(Gab) = α(G)− 1 for all edges ab. Indeed, if α(G) = 1, then G is
an edge. In this case, Gab is empty, so it is well-covered.
Assume that α(G) > 2. We first prove α(Gab) = α(G) − 1. Indeed, since G is
α-critical by [19, Theorem 3.10], we have α(G \ ab) > α(G). Let F be a maximal
independent set in G \ ab such that |F | = α(G \ ab). Then, F \ {a} and F \ {b} are
independent sets in G. Consequently, |F | − 1 6 α(G). This implies α(G) = |F | − 1,
so α(G \ ab) = |F | = α(G) + 1.
Since {a, b} is an independent set G \ ab, we have Gab = (G \ ab){a,b} and F \ {a, b}
is an independent set in Gab. Thus, α(Gab) > |F | − 2 = α(G) − 1. On the other
hand, since Gab is an induced subgraph of Ga, we have α(Gab) 6 α(Ga) = α(G)− 1.
Therefore, α(Gab) = α(G)− 1, as claimed.
Next, we prove that Gab is well-covered. For any vertex x of Gab, by Lemmas 2.2
and 2.3 we have Gx is in W2 and α(Gx) = α(G) − 1. Note that (Gab)x = (Gx)ab, so
by the induction hypothesis we have (Gab)x is well-covered with
α((Gab)x) = α((Gx)ab) = α(Gx)− 1 = α(G)− 2 = α(Gab)− 1.
Hence, Gab is well-covered according to Lemma 3.1.
Conversely, assume that Gab is well-covered and α(Gab) = α(G) − 1 for all edges
ab. We now prove by induction on α(G) that G is in W2. Note that G is well-covered
by Lemma 3.1. Moreover, α(G \ x) = α(G) for all vertices x since G is well-covered
without isolated vertices. Therefore, it remains to prove that G \ x is well-covered.
Now, if α(G) = 1, then G is an edge. In this case, G \ x is one vertex, so it is
well-covered.
Assume that α(G) > 2. We first claim that Gy has no isolated vertices for any
vertex y of G. Assume on contrary that Gy has an isolated vertex z. Let Y := NG(y)
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and Z := NG(z), so that Z ⊆ Y . Note that Y 6= ∅ and Z 6= ∅ because G has
no isolated vertices. Since {y, z} is an independent set of G and G is well-covered,
α(G{y,z}) = α(G)−2 by Lemma 2.2. On the other hand, for any w in Z, we have Gyw
is an induced subgraph of G{y,z}, hence α(Gyw) 6 α(G{y,z}) = α(G)− 2 < α(G)− 1,
a contradiction. Thus, Gy has no isolated vertices, as claimed.
Now we return to prove that G \ x is well-covered. It suffices to show that (G \ x)y
is well-covered with α((G \ x)y) = α(G \ x)− 1 by Lemma 3.1. Indeed, if y and x are
adjacent in G, then (G\x)y = Gy, and then (G\x)y is well-covered with α((G\x)y) =
α(Gy) = α(G)−1 = α(G\x)−1. If y and x are not adjacent in G, then x is a vertex of
Gy and (G\x)y = (Gy)\x. For every edge ab of Gy we have (Gy)ab = (Gab)y, so (Gy)ab
is well-covered and α((Gy)ab) = α((Gab)y) = α(Gab)− 1 = α(G)− 1− 1 = α(Gy)− 1.
Since Gy has no isolated vertices as the claim above and α(Gy) = α(G) − 1, by the
induction hypothesis we have Gy is in W2. In particular, (G \ x)y = (Gy) \ x is well-
covered with α((G \ x)y) = α((Gy) \ x) = α(Gy) = α(G) − 1 = α(G \ x) − 1, as
required. 
Lemma 3.3. If G is a triangle-free Gorenstein graph, then I(G)2 is Cohen-Macaulay.
Proof. We may assume that G has no isolated vertices. By Proposition 2.7 we have
G is in W2. As G is Gorenstein, by [8, Corollary 2.3] it suffices to show that Gab is
Cohen-Macaulay with α(Gab) = α(G) − 1 for every edge ab of G. Let ab be an edge
of G. By Lemma 3.2 we have α(Gab) = α(G) − 1. So it remains to prove that Gab
is Cohen-Macaulay. Let A := NG(a) \ {b}, so that A is a face of ∆(Gb) since G is
triangle-free. Note that Gab = Gb \A, so ∆(Gab) = ∆(Gb \A) = ∆(Gb) \A. Since Gb
is Gorenstein, by Corollary 1.5 we have ∆(Gb) \A is Cohen-Macaulay. It follows that
Gab is Cohen-Macaulay, as required. 
Now we are ready to prove the main result of this paper.
Theorem 3.4. Let G be a simple graph without isolated vertices. Then, the following
conditions are equivalent:
(1) G is a triangle-free Gorenstein graph;
(2) G is a triangle-free member of W2;
(3) I(G)2 is Cohen-Macaulay.
Proof. (1)⇐⇒ (2) follows from Proposition 2.7. (1) =⇒ (3) follows from Lemma 3.3.
(3) =⇒ (2) follows from [8, Corollary 2.3] and Lemma 3.2 since every Cohen-Macaulay
graph is well-covered by [25, Lemma 6.1.21]. 
Remark 3.5. LetG be a connected graph inW2. IfG is notK2 or C5, then girth(G) 6
4 by [13, Theorem 6]. Therefore, all connected Gorenstein graphs of girth at least 5
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are only K1, K2 and C5; so that the structure of triangle-free Gorenstein graphs is non
trivial only for the ones of girth 4. Using the classification of the planar graphs of girth
4 in W2 due to Pinter [13] we obtain the family of the connected planar Gorenstein
graphs of girth 4 is {Gn}n>3 where Gn is the graph on the vertex set {1, . . . , 3n− 1}
with the edge ideal I(Gn) being
{x1x2, {x3k−1x3k, x3kx3k+1, x3k+1x3k+2, x3k+2x3k−2}k=1,...,n−1, {x3l−3x3l}l=2,...,n−1}.
(see also [9] for another proof)
x1
x2
x3
x4
x5
x6
x7
x8
x9
x10
x11
x3n−6
x3n−5
x3n−4
x3n−3
x3n−1
x3n+1
x3n+2
x3n
x3n−2
Figure 1. The graph Gn.
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