Outline
Let (Ω, F , P ) be a probability space and H ∈ (0, 1).{ B H (t), t ≥ 0} is said to be a fractional Brownian motion if (i): P {B H (0) = 0} = 1, (ii): for each t ∈ R + ≡ [0, ∞), B H (t) is an Fmeasurable random variable having Gaussian distribution with E{B H (t)} = 0.
(iii): for t, s ∈ R + , E{B H (t)B H (s)} = (1/2){t 2H + s 2H − |t − s| 2H }.
Fractional Brownian motion can be constructed from the classical Brownian motion by a linear transformation of the form B H (t) ≡ 
It can be easily shown that, for all t, s ∈ R + ,
and for all Borel measurable real valued functions {f } defined on R + satisfying
L 2 ϕ (R + ) is a Hilbert space. Stochastic integrals, with respect to the fractional Brownian motion B H , of deterministic integrands from the class L 2 ϕ are well defined.
A Fractional n−dimensional Brownian motions is
where B is an n dimensional Brownian motion
B H is an R n -valued Gaussian random process having mean and covariance
Clearly it follows from (B2) that
Now we can define stochastic Wiener integrals with respect to the FBM.
For simplicity we consider finite intervals I ≡ [0, T ], T < ∞. Let M (k × n) denote the vector space of k × n matrices with entries real. For any H ∈ (0, 1), let L 2 H (I, M (k × n)) denote the Hilbert space with the scalar product defined by
and the norm by
Clearly this Hilbert space is related to the FBM B H .
, the element Z is a well defined Gaussian random variable with values in R k satisfying the following properties
The Filtering Problem
Filtering Statement: For Hurst parameter H > 1/2, the system is
where the processes {x, y} take values in R n , R m , respectively, and
The filtering problem is to find a process z so that z(t) is F y t measurable and
Optimal Linear Filter
That is, we want an unbiased minimum variance filter.
The process {x(t), t ≥ 0}, satisfies the two requirements. The objective is to find the best (unbiased-minimum variance = UMV) linear filter driven by the observed process y as described by
where B and Γ are suitable matrix valued functions to be determined.
Assumptions of the Filtering Problem
Basic assumptions:
(A2): The matrices A and H are locally integrable while σ ∈ L 2
(A3) The random elements {x 0 , B H (t), V H (t), t ≥ 0} are mutually statistically independent. For unbiased estimate, it follows that B must satisfy the identity B = A − ΓH., and the filter equation becomes
The Filtering Problem as a Control Problem Lemma 3.1 Suppose the assumptions (A1)-(A3) hold. Then, for each Γ ∈ L ∞ (I, M (n × m)), the error covariance K, satisfies the following functional differential equatioṅ
For minimum variance estimate, we must now choose Γ so that T rK(t) is minimum.
The Filtering Problem as a Control Problem
Consider a more general problem which covers the filtering problem, I ≡ [0, T ], and Σ any real positive definite symmetric matrix valued function, for example,
The optimum filtering problem is equivalent to finding Γ ∈ G which imparts a minimum to the functional J subject to the dynamic constraint of K.
Theorem 3.2. Suppose the assumptions (A1)-(A3) hold and Σ ∈ L 1 (I, M + s ((n × n)). Then, the optimal control problem as stated above has a solution.
For the necessary conditions of optimality we shall need the Gateaux differential of K with respect to Γ on G. In general we may assume that G is any closed convex subset of L ∞ (I, M (n× m)).
Let Γ o ∈ G be the optimal control and Γ ∈ G any other arbitrary element.
which satisfies the following differential equation
Next we present the optimal filter equations. Define the following functionals
and
where C Γ is given by
Theorem 4.3 Suppose the assumptions of Theorem 3.2 hold. Then, the optimum linear filter is given by the stochastic differential equation
where the pair {Γ o , K o } satisfies the following functional differential equationṡ
Remark. If σ 0 (t) is nonsingular, the filter equation (30) can be rewritten as
where ν H , given by
0 (s){dy(s) − H(s)z(s)ds}, t ≥ 0.
Algorithm for Computing the Gain
Here we present an algorithm for computing the optimum filter gain, using the result of theorem 4.3. Suppose the nth stage of iteration has been reached and Γ n has been determined.
Step 1: Use Γ = Γ n to solve for K n using the first equation of (13).
Step 2: Use K n in the second equation of (13). If F 2 (t, K n , Γ n ) = 0, solve the corresponding functional equation given by F 2 (t, K n , Γ) = 0, and call the solution Γ n+1 .
Step 3: Use a suitable metric, for example the metric induced by the standard L ∞ norm, to compute
and stop if a predetermined level of accuracy has been met, and print, if not, go to step 1.
