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Le problème d'observation et d'estimation des variables caractéristiques d'un système dynamique 
est au cœur de nombreux problèmes relevant des sciences de l'ingénieur. Dans le champ 
disciplinaire de l'Automatique, ce problème constitue une étape fondamentale pour la synthèse 
des systèmes de commande  et de diagnostic à base de modèle, ou pour l'analyse du 
comportement dynamique des systèmes ouverts ou réactifs. 
 
Historiquement, ces problèmes ont été souvent formalisés dans un contexte bayésien où des 
composantes stochastiques affectant le comportement dynamique du système sont caractérisées  
par  leurs moments d'ordre un et deux (et dans certains cas, des moments d'ordre supérieur). Le 
filtre de Kalman et ses variantes, largement utilisés et répandus dans la littérature, en sont 
l'exemple par excellence : les incertitudes sur l'état et l'observation sont caractérisées par des 
entrées stochastiques. Dans le cas linéaire, et si les hypothèses stochastiques faites sont vérifiées, 
le filtre de Kalman fournit une estimation optimale de l’état au sens de minimum de variance. Ce 
problème devient plus délicat lorsque l’on s’intéresse aux systèmes non linéaires. Dans ce cas, 
l’on dispose en général que des solutions portant sur des formes particulières de modèles des 
systèmes non linéaires. Dans le cas général, une approximation des équations de filtrage est 
nécessaire pour aboutir à une solution utilisable sur le plan pratique. Dans certains cas, les erreurs 
dues à la linéarisation du modèle non linéaire ou aux dynamiques négligées sont difficilement 
modélisables par des distributions stochastiques. 
 
Une autre vision pour aborder les problèmes d’observation et d’estimation correspond au 
contexte « erreurs inconnues mais bornées ». Les premiers travaux fondateurs dans ce domaine 
remontent au début des années 1970 [135], époque où le monde de l’estimation était largement 
dominé par l’influence de l’école de Kalman. L’idée de base repose sur la propagation 
d’incertitudes bornées afin de fournir une couverture ensembliste minimale des variables que l’on 
cherche à caractériser ou estimer. 
 
L’approche ensembliste pour l’estimation des variables d’un système apporte des solutions à la 
fois au problème de précision des opérations de calcul et à la prise en compte des incertitudes et 
perturbations externes afin de garantir les résultats fournis. Dans ce cas, les perturbations et 
incertitudes sont considérées comme appartenant à des domaines ou ensembles bornés. Le choix 
d’une forme géométrique décrivant ces ensembles est déterminé par la nature linéaire ou non du 




ellipsoïdes [20] seront privilégiés alors que les intervalles ([127], [156], [88]) seront préférés dans 
le cas non linéaire. 
L’estimation d’état dans un contexte à erreurs bornées constitue alors une alternative où l’objectif 
est de caractériser à chaque instant, d’une manière garantie, toutes les valeurs du vecteur d’état 
compatibles avec les mesures et avec les bornes d’erreurs supposées connues a priori.  
L’estimation d’état dans un contexte à erreurs bornées a été largement traitée pour des modèles 
linéaires à temps discret (voir par exemple [27], [135]) où l’ensemble des solutions compatibles 
avec les mesures et avec les bornes d’erreur est un polyèdre convexe qui peut être exactement 
déterminé lorsque la dimension du vecteur d’état est faible. Pour les systèmes non linéaires 
([127], [77]), des techniques d’estimation d’état ont été développées grâce à l’analyse par 
intervalles ([146], [116], [60]) et à la propagation des contraintes ([117], [72], [73], [71], [18], 
[25], [100]). Elles sont réparties suivant deux approches : 
 
• La première ([74], [127]) est basée sur le mécanisme prédiction/correction comme dans le 
filtre de Kalman. La prédiction consiste à déterminer le domaine admissible de l’état à 
l’instant	>?&	ayant un encadrement à >? en effectuant une résolution numérique garantie 
d’une équation différentielle ordinaire (EDO) incertaine [121]. Lors de la phase de 
correction, l’ensemble prédit est contracté en supprimant un ensemble de valeurs du 
vecteur d’état incohérentes avec les mesures prélevées à l’instant >?&.  
 
• La deuxième approche (voir par exemple [115], [55], [10]) est basée sur une structure en 
boucle fermée où le gain de l’observateur est choisi afin d’imposer une dynamique 
coopérative pour l’erreur d’observation [55]. Dans ce cas, des bornes inférieure et 
supérieure du domaine d’état peuvent être déterminées tout en maîtrisant le conservatisme 
dû à l’analyse par intervalles. 
 
Il existe différentes approches d’estimation d’entrées inconnues, souvent pour des systèmes 
linéaires. On peut distinguer deux grandes classes d’observateurs à entrées inconnues : les 
observateurs basés sur une connaissance a priori d’un modèle des entrées inconnues et les 
observateurs basés sur des changements de coordonnées permettant de s’affranchir totalement ou 
partiellement des entrées inconnues. Cette dernière catégorie utilise alors des observateurs 
d’ordre réduit, d’ordre plein ou des observateurs à modes glissants couplés à des techniques 
d’identification. 
 
L’estimation des entrées se révèle très utile pour la détection des défauts actionneurs additifs ou 
multiplicatifs. C’est d’ailleurs l’objet de la première partie de cette thèse qui se place globalement 




contribution porte donc sur l’estimation d’entrées avec des techniques de satisfaction de 
contraintes pour le contrôle de cohérence des systèmes non linéaires à temps continu.  
L’estimation d’état réalisée grâce aux observateurs intervalles est l’objet de  la deuxième partie 
de ce manuscrit. Notre contribution en la matière réside principalement dans l’élargissement de la 
classe des systèmes pour lesquels il est possible de construire des observateurs intervalles et en 
leur amélioration grâce à une association aux observateurs à modes glissants. Cette association 
permet de tirer profit de deux approches robustes : observateurs intervalles et observateurs à 
modes glissants. 
 
Ce manuscrit est structuré de la façon suivante : 
 
Dans le chapitre 1, nous développons une technique d’estimation d’entrées [137] basée d’une 
part sur des transformations de systèmes non linéaires à temps continu (relations de redondance 
analytique) et d’autre part sur la satisfaction de contraintes (CSP). Les relations de parité 
nécessitent la connaissance des dérivées successives des sorties mesurées du système qui, 
lorsqu’elles ne sont pas directement accessibles, doivent être estimées avec un différentiateur 
numérique. Nous commençons donc par présenter tous ces outils (différentes approches de 
l’espace de parité, CSPs, différentiation numérique) avant de détailler la technique d’estimation 
d’entrées et son algorithme associé. Le cas des systèmes plats est étudié également dans ce 
chapitre car les propriétés de platitude explicite sont basées sur des relations de parité entre les 
entrées, les sorties et leurs dérivées successives. 
Dans la seconde partie du chapitre 1, nous illustrons cette technique à travers un procédé 
hydraulique de laboratoire (maquette 3-tanks) pour lequel des tests de cohérence sont construits à 
partir des entrées estimées pour détecter des défauts de type actionneur sur les pompes du 
système. Une application à un système aéronautique vient clore ce chapitre. Il s’agit de la 
détection de certaines situations de défaillance dans la chaine d’asservissement d’une surface de 
contrôle (gouverne de profondeur) d’un avion civil. Pour cette application, un jeu de données 
enregistré par Airbus lors d’un essai en vol sera utilisé. Ce jeu de données et les valeurs 
numériques des paramètres du modèle étant la propriété d’Airbus, et pour des raisons de 
confidentialité, tous les résultats seront présentés en unité normalisée (sans dimension). 
 
Le chapitre 2 est consacré à l’estimation d’état à base d’observateurs intervalles. Nous y 
rappelons tout d’abord quelques travaux majeurs donnant les conditions nécessaires 
(détectabilité, stabilité et coopérativité) pour la construction d’un observateur intervalle en boucle 
fermée. L’extension à la classe des systèmes LPV ou qLPV, grâce à une linéarisation jacobienne 
garantie du modèle non linéaire, est également détaillée. Nous présentons ensuite certains de nos 
résultats ([31], [32]) qui permettent d’améliorer la précision des observateurs intervalles, pour des 




sur l’analyse de l’observabilité ou de la détectabilité d’un système afin d’isoler sa partie 
fortement observable/détectable pour laquelle il est possible d’utiliser les modes glissants pour 
l’estimation des états et de leurs dérivées. Ces informations sont ensuite réinjectées lors de la 
construction de l’observateur intervalle pour l’estimation des états dans la partie non fortement 
observable/détectable. Il est démontré que l’observateur mixte peut être utilisé pour l’estimation 
d’état de systèmes à non minimum de phase. Cette technique est illustrée à travers l’exemple du 
pendule inversé sur un chariot.  
 
Enfin, nous traiterons dans le chapitre 3 de la relaxation des observateurs intervalles. En effet, la 
construction des observateurs intervalles pose, outre la condition d’observabilité/détectabilité, 
celle de la coopérativité de l’erreur d’observation. Or, il est généralement impossible de satisfaire 
cette condition tout en assurant la stabilité de l’observateur dans la base de départ. Un 
changement de coordonnées est nécessaire pour remplir simultanément ces deux exigences. Les 
travaux ([105], [106], [107]) ont servi de base à notre contribution [136] pour la relaxation de ces 
contraintes. C’est donc tout naturellement que nous commençons par rappeler la construction du 
changement de coordonnées variant dans le temps permettant de transformer tout système LTI 
asymptotiquement stable en un système stable et coopératif. Un observateur intervalle peut donc 
être construit pour cette classe de systèmes linéaires. Nous étendons ensuite cette technique aux 
systèmes non linéaires localement observables au sens de la condition du rang. Grâce à un 
changement de coordonnées basé sur un difféomorphisme, il est possible de linéariser 
partiellement le système avec un difféomorphisme [68]. La forme canonique observable obtenue 
servira pour la construction de l’observateur intervalle. Afin de compléter notre étude des 
observateurs intervalles et mettre en exergue des perspectives de recherche, des résultats récents 
sur le sujet sont donnés dans ce chapitre. Ces travaux ont permis de trouver un changement de 
coordonnées invariant dans le temps en résolvant une équation de Sylvester pour relaxer  les 
conditions de coopérativité/stabilité ou encore d’appliquer les structures d’observateurs 
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Chapitre 1 Redondance analytique et estimation d’entrées 





Les relations de parité, ou encore relations de redondance analytique, permettent de représenter 
des relations, de nature statique ou dynamique, entre les entrées et les sorties d’un système 
physique. Ces relations ont été utilisées pour la détection et la localisation des défauts de type 
capteur ou actionneur dans [104]. Historiquement,  elles ont été élaborées dans un premier temps 
dans [112], [113] et formalisées dans le cadre des systèmes linéaires à temps discrets dans [22]. 
L’extension au domaine temporel continu et aux systèmes non linéaires est plus récente [141], 
[142], [94], [93] et se confronte très souvent au problème de la différentiation numérique de 
signaux bruités.  
On trouve dans la littérature de nombreuses techniques de diagnostic à base de modèle exploitant 
les relations de parité pour la génération de résidus [42], [49], [50], [124]. Dans une moins grande 
proportion, il existe aussi des approches à base d’estimation d’entrées [23], [56] où l’observateur 
converge asymptotiquement et simultanément vers l’entrée et l’état. Dans [123], Park et Stein 
construisent un observateur d’entrées en s’appuyant sur des relations de parité reliant l’entrée, la 
sortie mesurée et ses dérivées successives 
 
Afin d’élargir ce spectre, nous présentons dans ce chapitre une technique d’estimation d’entrées 
pour les systèmes non linéaires à temps continu et basée sur des relations de parité. Il s’agit ici de 
reconstruire l’ensemble des entrées consistantes avec les mesures disponibles. L’estimation 
d’entrées est alors formulée en termes de problème de satisfaction de contraintes (Constraint 
Satisfaction Problem : CSP) [118], [8], [157]. Les contraintes du CSP sont alors définies par les 
relations de parité. Ces relations, dans le cas des systèmes continus, posent la question de la 
différentiation numérique pour l’estimation des dérivées des mesures. Le problème de la 
différentiation numérique est traité dans ce chapitre grâce aux différentiateurs à modes glissants 
qui offrent d’une part une grande robustesse aux perturbations et d’autre part la possibilité de 
construire des bornes (précision) sur les estimées des dérivées. Ces deux points sont très 
importants dans cette thèse qui porte sur des techniques ensemblistes pour le diagnostic où les 
incertitudes sont modélisées par des intervalles. Les bornes déterminées lors de la différentiation 
permettront d’établir des domaines d’appartenance (intervalles) pour ces dérivées. 
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Dans la section 2 de ce chapitre, les relations de parité sont d’abord rappelées pour des systèmes 
linéaires puis pour des systèmes non linéaires. La troisième partie de ce chapitre traitera de la 
satisfaction de contraintes et des techniques de consistance existantes pour la résolution des 
CSPs. Puis, en section 4, nous développerons une technique d’estimation d’entrées basée sur la 
résolution de CSPs et l’algorithme qui y est associé. Nous présenterons aussi une version de 
l’algorithme d’estimation d’entrées pour une classe particulière de systèmes non linéaires, les 
systèmes plats [39], [1], [103], [134]. La particularité principale des systèmes plats est la 
possibilité d’écrire l’entrée et l’état comme étant fonction uniquement des sorties dites « plates » 
et de leurs dérivées successives. Ce sont donc des relations de parité très intéressantes à exploiter 
et les systèmes plats feront l’objet, en sections 5 et 6, d’une application pour la détection de 
défauts dans une maquette hydraulique de laboratoire et dans un système actionneur 
aéronautique. 
 
2. Espace de parité  
 
Dans [124], Patton et Chen décrivent les relations de parité comme étant des équations qui 
génèrent un résidu. Ces relations de redondance analytique lient différentes variables du système 
et peuvent être de deux types : 1) statiques : ce sont des relations entre les différentes sorties du 
système à un instant . Ce type de relations permet de détecter l’apparition d’un défaut capteur 
par la déviation du résidu. Idéalement, en l’absence de défaut le résidu est nul. Toute déviation 
est synonyme de l’apparition d’un défaut, 2) dynamiques : ce sont des fonctions traduisant le lien 
dynamique entre les sorties mesurées et les entrées du système à différents instants. 
 
Dans le cadre du diagnostic, les relations de parité sont très utiles pour la détection et la 
localisation de défauts uniques ([65], [67]) dont l’effet sur le système est (ou peut être approximé 
comme) une entrée additive. Elles offrent également un meilleur temps de détection par rapport 
aux défauts abrupts, comparativement à l’estimation paramétrique [65], [79]. 
Nous nous intéressons dans cette thèse aux  relations de redondance analytique dynamiques car 
elles offrent la possibilité de détecter aussi bien des défauts de type capteur que des défauts de 
type actionneur [22]. Dans cette section, nous allons rappeler la technique de l’espace de parité, 
d’abord pour les systèmes linéaires discrets et à temps continu, puis pour les systèmes non 
linéaires à temps continu qui sont l’objet de notre étude. 
 
2.1 Systèmes linéaires à temps discret  
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L’exploitation des relations de redondance dans les équations d’état des systèmes linéaires à 
temps discret permet, par élimination des variables d’état, de générer des résidus sensibles et 
robustes [22], [124] dans le cadre du diagnostic.  
 
On considère un système linéaire discret décrit par : 
 
@( + 1) = C() + DE() + F1G() + H1I()	"() = J() + F0G() + H0I()																										 K (1) 
 
où  ∈ ℝM , E ∈ ℝN , " ∈ ℝO , G ∈ ℝP , I ∈ ℝQ représentent respectivement les vecteurs d’état, 
d’entrées, de sortie, de perturbations et de défaut. Les matrices C,D, J, H1, H0, F1 et F0 sont  des 
matrices de distribution réelles, constantes et de dimensions appropriées. Dans [22], on retrouve 
les bases de la technique de l’espace de parité pour des systèmes discrets. Cette approche consiste 
à observer ( + 1) échantillons de mesures et à réécrire les équations d’état (1) sous une forme 
entrées/sorties.  
 
En utilisant une récurrence sur les équations d’état et de sortie (1), nous pouvons réécrire ce 
système sous la forme : 
 
R
ST "( − )"( −  + 1)⋮"() W
XY
Z[[[[\[[[[]^(−,)
= _`a	() + _bc
R
















où _`a		est la matrice d'observabilité d'ordre	, et _bc, _be et _bg sont respectivement 
les matrices de Hankel des quadruplés (C, D, J, f), (C, F1, J, F0) et	(C, H1, J, H0), voir [22] pour 
plus de détails. Le résidu est alors défini par : 
 i() = jk^( − , ) − _bcd( − , ). (3) 
où le vecteur de parité j doit vérifier dans le cas idéal : 
 
ljk_be = 0jk_bg ≠ 0K. (4) 




Les conditions issues de (4) impliquent un découplage parfait avec les perturbations. Le critère de 
découplage approximatif revient à minimiser le rapport : 
 o/ = qjrstuPq0qjrstuQq0. (5) 
 
On montre que ce problème d'optimisation peut être formulé comme un problème de valeurs 
propres/vecteurs propres généralisés qui peut être résolu à l'aide du théorème de Gantmacher 
(voir par exemple [42]). Plus précisément, on peut réécrire le critère précédent de la manière 
suivante : 
 o/ = qvrjwstuPq0qvrjwstuQq0. (6) 
 
où jx est une solution de : 
 jxk_`a = 0. (7) 
Très souvent, on choisit la solution orthonormale parmi une infinité de solutions possibles. En 
appliquant le théorème de Gantmacher [42], on trouve ainsi le "sélecteur" optimal vk , qui fournit 
la meilleure solution en termes de robustesse vis à vis de G et de sensibilité vis à vis de	I. Les 
limitations d'une telle approche proviennent essentiellement de la modélisation utilisée, qui ne 
permet pas de considérer les dynamiques négligées dans le modèle, ni d'intégrer dans le critère 
des objectifs sur la dynamique d'évolution du vecteur de résidus. Certains travaux tentent de 
contourner le problème des dynamiques mal connues et/ou inconnues en utilisant des seuils 
adaptatifs dans la phase d'évolution des signaux indicateurs de défauts (voir par exemple [125]). 
 
Dans les systèmes de commande moderne, le traitement de l’information se fait par 
échantillonnage des signaux. Cependant, la plupart des systèmes physiques sont décrits par des 
équations différentielles (temps continu). La question du choix de la modélisation des systèmes, à 
temps continu ou discret, s’est souvent posée car un grand nombre d’outils mathématiques a 
surtout été développé pour le domaine continu. La modélisation discrète s’appuie sur des 
prélèvements et traitements d’informations à des intervalles de temps plus ou moins réguliers. La 
modélisation continue, quant à elle, voit ce flux d’informations comme étant continu en prenant 
les intervalles de temps infiniment petits. Des outils de discrétisation étant disponibles dans la 
plupart des logiciels de simulation et cartes d’acquisition, il nous semble judicieux de considérer 
la modélisation continue des systèmes comme étant plus générale. Pour cette raison, nous 
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traiterons dans la suite de ce chapitre et aussi de cette thèse le cas des systèmes continus. Comme 
transition vers les systèmes non linéaires à temps continu, nous présentons dans le paragraphe 
suivant les relations de parité pour les systèmes linéaires continus. 
 
2.2 Formulation dans le cas des systèmes linéaires à temps continu  
 
Deux approches principales permettent de construire des relations de parité pour les systèmes 
linéaires à temps continu : une première approche directe qui est une extension de l’espace de 
parité pour les systèmes linéaires discrets aux systèmes linéaires à temps continu et une seconde 
approche dite intégrale et basée sur la résolution de l’équation d’état du système considéré. 
 
2.2.1 Technique directe 
Tout comme dans le cas linéaire et discret, il est possible de décrire l’espace de parité à partir des 
mesures et grâce, non plus à une récurrence sur les équations de sortie, mais à des différentiations 
successives du vecteur de sortie. En effet, il existe à ce jour des techniques robustes pour la 
différentiation numérique des signaux bruités offrant de très bons résultats. C’est le cas par 
exemple des différentiateurs à modes glissants [95], [96] que nous avons utilisés dans cette thèse. 
 
On considère  un système linéaire continu décrit par : 
 
@y (>) = C(>) + DE(>) + fI(>)"(>) = J(>)																																	 K (8) 
 
avec  ∈ ℝM , E ∈ ℝN , " ∈ ℝO, I ∈ ℝQ. Les matrices C, D, J et	f sont réelles, constantes et de 
dimensions appropriées.  
 
Partant du système (8), les dérivées successives du vecteur de sortie " sont données par :  
 "(>) = J(>) 
 "(&)(>) = J(&)(>) = JC(>) + DE(>) + fI(>) = JC(>) + JDE(>) + JfI(>) 
 
 "()(>) = J()(>) = JC(&)(>) + DE(&)(>) + fI(&)(>)										 "()(>) = JCC(>) + DE(>) + fI(>) + DE(&)(>) + fI(&)(>)							 
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																		= JC(>) + JCDE(>) + JCfI(>) + JDE(&)(>) + JfI(&)(>) 
 ⋮ 
 "(z)(>) = J(z)(>) = JC(z)(>) + JC(z&)DE(>) + fI(>) + JC(z)DE(&)(>) +fI1>	+	…	+	JDE	(−1)	>+fI	(−1)(>). (9) 
 















|} 2 2 ⋯ 2 2JD 2 ⋯ 2 2JCD⋮JCz&D
JD⋮JCzD







|} 2 2 ⋯ 2 2Jf 2 ⋯ 2 2JCf⋮JCz&f
Jf⋮JCzf









où	_`a		est la matrice d'observabilité d'ordre	,	_bc	et	_bg sont des matrices de 
commandabilité.  Le résidu, comme dans le cas discret, est défini par : 
 i(>) = jk z^(>) − _bcdz(>). (11) 
 
avec	j		le vecteur de parité choisi tel que jk_`a = 0. 
 
Le système (10) fait apparaître les dérivées de l’entrée u qui peut être connue et mesurable mais 
aussi celles du défaut f que l’on chercherait à détecter dans une procédure de diagnostic. Les 
dérivées de l’entrée u, si cette dernière est connue, sont estimables par un algorithme de 
différentiation numérique. Le défaut f peut alors être déduit des équations (11) et ses dérivées 
seront autant d’indications sur l’évolution du défaut et son impact sur le système. 
 
Quand l’entrée u n’est pas mesurable, il se pose alors un problème d’estimation simultanée de 
deux entrées inconnues : u et f, et de leurs dérivées successives. Les techniques ensemblistes de 
satisfaction de contraintes (section 3) peuvent apporter des solutions à ce problème. 
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La deuxième technique que nous avons évoquée au début de cette section est dite intégrale car, à 
la place des étapes de différentiations successives de la sortie mesurée, il est proposé d’établir des 
relations de parité basées sur des intégrales liant l’entrée u à la sortie y.  
2.2.2 Technique intégrale  
Dans [111], une extension de l’espace de parité au cas des systèmes linéaires à temps continu est 
proposée suivant une approche déterministe basée sur une formulation intégrale.  
 
La résolution de l’équation d’état du système (8) donne la solution suivante : 
 
(>) = C(w)x + C()DE()w  
(12) 
 
où x	est l’état initial à l’instant >x. Il vient donc que la sortie " peut être réécrite comme étant : 
 
"(>) = J(>) = J C(w)x + C()DE()w . 
(13) 
 
En introduisant un retard x dans l’équation (13), on obtient : 
 





et la relation de Chasles pour les intégrales permet de réécrire : 
 






où x = JC(w). 
 
L’équation (14) peut se réécrire comme suit : 
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"(> − x) −  xC()DE()
w

= xC(w)x + xC()DE()w  
"(> − x) +  xC()DE()w = x C
(w)x + C()DE()w  
 
 "(> − x) + E(>, x) = x(>) (15) 
  
Une itération de l’équation (15) avec un retard ,	 = 0,… , , permet d’obtenir les relations de 
parité (16) : 
 z(>) = ^z (16) 
 
avec z = (x, … , z) et ^z = "(> − x) + E(>, x)⋮"(> − z) + E(>, z). 
 
 
L’espace de parité d’ordre  est défini par : 
 z = | ∈ ℝO(z&), kz = 0 (17) 
 
où  est le vecteur de parité. Le résidu i  est ici défini par : 
 i() = k z^ . (18) 
En l’absence de tout défaut dans le modèle (8), ce résidu tend idéalement vers 0. 
A condition que la matrice z soit de plein rang colonne, i.e. (z) = , l’état  peut 
également être estimé à partir des équations (16) : 
 
 = z&k("(> − ) + E(>, ))z x , 
(19) 
avec z = ∑ kz x , une matrice symétrique définie positive. 
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La condition du rang de la matrice z est assurée par le théorème 1. 
 
Théorème 1. [111]  
 
Si la paire (C, J) est observable, alors tout intervalle de temps fini ℐ ∈ [0, +∞[	contient un 
ensemble de valeurs ,	 = 0,… ,  ≥  − 1 telles que la matrice z	soit de plein rang colonne, 
i.e. (z) =  
 
Il existe donc un système d’équations (16) offrant une indépendance maximale entre les colonnes 
de la matrice z . Lorsque le système (8) n’est que partiellement observable, le corollaire suivant 
s’applique. 
 
Corollaire 1. [111]  
 
Si l’espace observable du jème capteur est de dimension	? , alors tout intervalle de temps fini ℐ ∈ [0, +∞[	contient un ensemble de valeurs ,	 = 0,… , ? − 1 telles que : 
 
¤ ¥?C(w)⋮¥?C¦§¨©ª«¬ = ? , 
 
avec Jk = ¦¥&k		¥k 	⋯	¥Ok« 	. 
 
Le nombre		d’équations indépendantes contenues dans le système (16) est défini par la 
dimension de l’espace observable offert par les ­ capteurs, i.e. : 
 
 =? − 1O? & . 
 
Il est à noter que le choix des valeurs	 ,	 = 0,… ,  n’influe pas sur l’optimalité, au sens de 
l’indépendance maximale des colonnes de	z, des équations de parité car il est démontré dans 
[111] que les ensembles de valeurs ,	 = 0,… ,  sont tous équivalents dès lors que la matrice z est non singulière. 
 
Cette approche a été reprise dans [143] et a pour objectif principal d’établir des relations de parité 
entre les entrées et sorties d’un système sans pour autant passer par la case « différentiation 
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numérique » de signaux bruités. Néanmoins, les algorithmes d’intégration numérique présentent 
également des inconvénients. Ce sont en général des approximations des équations différentielles 
et il se pose souvent le problème de la connaissance exacte des conditions initiales. Les solutions 
retournées peuvent alors être imprécises. 
 
Les systèmes physiques sont souvent modélisés par des équations différentielles non linéaires. La 
linéarisation ou l’approximation des systèmes fortement non linéaires par des modèles linéaires 
est souvent complexe et quelque fois sujette à une perte d’informations. L’extension des relations 
de parité aux systèmes non linéaires a donc permis de traiter la question du diagnostic à base de 
redondance analytique pour une plus grande classe de systèmes. 
 
2.3 Formulation dans le cas des systèmes non linéaires à temps continu 
 
Dans cette sous-section, nous présenterons deux techniques pour établir des relations de parité 
dans le cas d’un système non linéaire à temps continu. La première technique est classique et 
consiste à obtenir des relations de parité en dérivant successivement jusqu’à l’ordre  − 1 la 
sortie "(>)	d’un système décrit par : 
 
ly(>) = 9®(>)¯ + °®(>)¯E(>)"(>) = ±®(>)¯																												 K  , (20) 
 
avec  ∈ ℝM , E ∈ ℝN , " ∈ ℝO. Pour établir les relations de parité entre l’entrée E et la sortie	", 
cette approche nécessite l’élimination de l’état	, grâce au théorème des fonctions implicites1 
(voir Annexe A), dans les équations obtenues par dérivation de la sortie "(>). 
 
La seconde méthode, présentée par Shumsky dans  ([142], [143]), se base sur une transformation 
du système (20) sous une forme triangulaire inférieure (strict feedback form [91]) via un 
changement de coordonnées (retour de sortie). Puis, des relations entrées-sorties similaires à (16) 
seront établies. Cette technique a été développée pour des systèmes décrits par (20) où les 
fonctions	9,	° et ± sont des polynômes du vecteur d’état pouvant s’écrire sous la forme : 
 ²³() =  µ´¶&·ª,¸µ ¶·¹,¸ …¶·º,¸ 
 
avec	 µ´, »?, ∈ ℝ et 1 ≤ , ½ ≤ . 
                                                 
1
 L’état x, sous certaines conditions, est exprimé en fonction de l’entrée u, de la sortie y et de leurs dérivées 
successives. 




Il y a donc, dans l’expression des fonctions	9,	° et	±, une première limitation quant à la classe 
des systèmes non linéaires concernés par cette technique. La difficulté principale de cette 
technique réside dans la détermination du changement de coordonnées.  
 
2.3.1 Technique directe 
Cette approche est basée sur des dérivations successives jusqu’à l’ordre  − 1 de la sortie "	du 
système (20) sous la condition d’observabilité non linéaire (voir annexe A). aLes dérivations 
successives de la sortie "	font apparaître l’état . Grâce au théorème des fonctions implicites, 
nous pouvons éliminer l’état dans ces relations. Ces dernières deviennent alors des équations liant 
uniquement les dérivées successives des entrées et des sorties.  
 
Afin d’établir des relations de parité pour le système (20), dérivons successivement la sortie 
mesurée 	"(>). Nous obtenons : 
 " = "(x) = ±() 
 "(&) = ∂±()∂> = ∂±()∂ . ∂∂> = ∂±()∂ . [9() + °()E] = 	¿9±() + ¿°±(). E 
 "(0) = ∂∂> [¿9±() + ¿°±(). E] = ∂∂ [¿9±() + 		¿°±(). E]. ∂∂> + ¿°±(). E(1)= ∂∂ [¿9±()]. [	9() + °()E] + ∂∂ ¿°±(). E	. [	9() + °()E]+ ¿°±(). E(1)= ¿9±() + ¿°¿9±(). E + ¿9¿°±(). E + ¿°±(). E. EÀ + ¿°±(). E(1) ⋮ (21) 
 
Les équations (21) sont équivalentes au système suivant : 
 ^ = Á + Â, (22) 
 
où: 
^ = ¤ ""(1)"(0)⋮ ¬,            Á = ¤
Ãw9±()Ãª9±()Ã¹9±()⋮
¬ 




Ä = Å EE.EÀE(1)⋮ Æ et  Â = ¤
0 0 ⋯ ⋯ ⋯¿°±() 0 ⋯ ⋯ ⋮¿°¿9±() + ¿9¿°±() ¿°±() ¿°±() 0 ⋮⋮ ⋮ ⋮ ⋮ ⋮ ¬ 
 
Les équations du système (22) illustrent une relation de parité entre les dérivées successives de la 
sortie et celle de l’entrée	E. Nous pouvons réécrire  la relation (22) sous la forme suivante : 
 Ç®, E, … , E(), "(&)¯ = "(&) − ¿È&±() = 0,  = 1,… ,  (23) 
 
avec	Ç une fonction non linéaire d’arguments	, E, … , E(), "(&)	et	È(, E) = 9() + 	°()E. 
 
Partant de la relation (23) et en appliquant le théorème des fonctions implicites, nous obtenons 
une expression pour le vecteur d’état : 
  = ²®E(2), "(x)… , E(M), "(M&)¯ (24) 
 
Ainsi, le vecteur d’état  peut s’écrire comme étant une fonction polynômiale des dérivées des 
entrées et sorties du système (20). La relation (23) est alors équivalente à : 
 
 É 	®E, ", E(&), "(&), … , E(Ê¸&), "(Ê¸)¯ =Ç®²®E(2), "(x)… , E(M&), "(M&)¯, E, … , E(M), "(M&)¯ = 0 , Ë <  (25) 
 
où É	est une fonction non linéaire de ses arguments. 
Les équations (25) sont des relations de parité incluant des dérivées des vecteurs d’entrée E et de 
sortie ". Nous retiendrons, dans la suite de ce document, ce type d’expressions pour décrire des 
relations de parité pour des systèmes non linéaires à temps continu.  
 
Dans la suite, nous présenterons de manière synthétique la technique intégrale et le lecteur 
intéressé trouvera plus de détails dans les références citées.  
2.3.2 Technique intégrale  
Cette méthode a été développée dans [142], [143]. Elle a pour objectif principal d’établir des 
relations de parité tout en contournant l’étape de la différentiation numérique. Mais comme nous 
l’avons mentionné dans le paragraphe 2.2.2, les algorithmes d’intégration numérique posent 
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également certains problèmes dont celui de la définition des conditions initiales. Dans cette 
approche, des intégrales similaires à (15) sont établies. Cependant, un changement de 
coordonnées est préalablement nécessaire et le système non linéaire initial est mis sous une forme 
triangulaire inférieure. 
 
2.3.2.1 Transformation non linéaire   
La représentation "strict feedback" ou forme triangulaire inférieure (voir Figure 1) est surtout 
utilisée en commande avec des techniques du type "backstepping" [91]. Il est donc possible de 
contrôler état par état et non pas le système en sa globalité. Ici, cette propriété est utilisée pour 
effectuer un changement de coordonnées état par état avec retour de sortie. 
 
Ainsi, grâce au changement de coordonnées : 
 Ì(>) = Íµ®(>)¯,  = 1,… ,  et Î(>) = Ï®"(>)¯, (26) 
 
le système (20) est mis sous la forme triangulaire inférieure (27)-(29) (Figure 1) : 
 																Ìy&(>) = Ð1®"(>)¯ + Ñ1®"(>)¯E(>)																																																																	 (27) 																Ìy(>) = Ðµ®"(>), Ì&(>),… , Ì&(>)¯ + Ñµ®"(>), Ì&(>),… , Ì&(>)¯E((>),	 = 2,… ,  
 
(28) 
 															Î(>) = Ó®Ì&(>), … , Ìz(>)¯																																																																															 (29) 
 
où les fonctions	Ðµ, Ñµ, Ó, Íµ et Ï sont polynomiales et ne contiennent aucun coefficient inconnu.  
 
Les fonctions Ðµ, Ñµ	et Ó sont respectivement déterminées à partir des fonctions Í et Ï dont nous 
détaillerons le calcul dans le paragraphe suivant.  
 
2.3.2.2 Changement de base Íµ 
Partant de l’équation (26), la dérivation de Ì	par rapport au temps donne :  
 Ìy(>) = ÔÍµÔ 	Ô®()¯Ô = ÔÍµÔ 9®(>)¯ + °()E	. (30) 
 
 








Par identification avec les équations (27)-(28), nous avons : 
 Ìy&(>) = Ð1®"(>)¯ + Ñ1®"(>)¯E(>) = ÔÍ1Ô 9®(>)¯ + °()E	. 
 
et 
 Ìy(>) = Ðµ®"(>), Ì&(>), … , Ì&(>)¯ + Ñµ®"(>), Ì&(>), … , Ì&(>)¯E((>),	 = 2,… ,  = ÕÍµÕ 9®(>)¯ + °()E(>)	 
 
Ces relations  conduisent aux égalités suivantes : 
 
 																																								Ð1®"(>)¯ = ÔÍ1Ô 9®(>)¯		et	Ñ1®"(>)¯ = ÔÍ1Ô °®(>)¯												 (31) 














Figure 1.1. Forme triangulaire inférieure (27)-(29) 
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          Ðµ®"(>), Ì&(>), … , Ì&(>)¯ = ÕÍµÕ 9®(>)¯	 
 
(33) 
En remplaçant "(>) par ±®(>)¯ et les termes Ì(>) par Íµ®(>)¯ dans les équations (31)-(33) et 




ÜÜÞ Ð1 ¦±®(>)¯« =




Pour déterminer les termes Íµ, on considère tout d’abord la distribution2 ∆ définie par : 
 ∆=  @âã ÕÍµÕ â = 0ä (35) 
 
La détermination des distributions ∆ est une étape intermédiaire au calcul des termes Íµ et le 
théorème de Frobenius 3 en donne la condition d’intégrabilité. Les distributions ∆ sont calculées 
récursivement suivant un algorithme donné dans [142], [143]. 
 
Un second algorithme, après calcul des ∆, permet alors de déterminer les termes Íµ du 
changement de variables (26). 
Connaissant les termes Íµ, il est donc possible de calculer les expressions des fonctions Ðµ et Ñµ  
grâce à (34). La dernière étape dans la définition du changement de base est le calcul de la 
fonction Ó grâce à la détermination de la fonction Ï. 
Calcul de la fonction Ó 
On considère une fonction vectorielle å définie par :  
 å®(>)¯ = Ï®±((>))¯. 
 
La fonction å est calculée en intégrant la distribution minimale et involutive ∆å= (Õå/Õ) 
satisfaisant : 
                                                 
2
 La définition d’une distribution est donnée en annexe A de ce document. 
3
 Théorème de Frobenius : Pour qu'une distribution ∆ soit intégrable, il faut et il suffit qu’elle soit involutive. 
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∆æ⊇ (Õ±/Õ) + ⋂ ∆z & . 
 
Les termes Íµ et la fonction Ï étant connus, on peut alors calculer la fonction : 
 Ó ¦Í1®(>)¯, … , Íà®(>)¯« = Ï ¦±®(>)¯«. 
 
2.3.2.3 Équations de parité  
La représentation triangulaire (27) obtenue à l’aide du changement de variables (26) permet 
d’obtenir, par des intégrations successives, des relations de parité : 
 Ï®"(>∗)¯ = Ó®&(>, >∗), … , z(>, >∗)¯,  (36) 
 
avec 
&(>, >∗) = Ì&(>∗) = Ì&(>) + ®Ð1®"()¯ + Ñ1®"()¯ê()¯,∗  
 (>, >∗) = Ì(>∗) 
(>, >∗) = Ì(>) + ®Ðµ®"(), &(>, ), … , &(>, )¯ + Ñµ("(), &(>, ), … , &(>, ) )ê()¯.∗  
 
2.3.2.4 Génération de résidus 
Dans la technique intégrale, le temps > est discrétisé lors de la génération du résidu : 
  >z = . ∆>, (37) 
avec ∆> la période d’échantillonnage. 
 
Le résidu est défini à partir des relations de parité (36) qui peuvent se réécrire sous la forme : 
 Ï®"(>∗)¯ = ë(>)Ä(>, >∗),  (38) 
 
où la matrice ë(>) est fonction de coefficients inconnus et des états inconnus Ì(>∗) ,  = 1, … , .. 
Cette représentation est possible car toutes les fonctions sont supposées être sous forme 
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polynomiale. Les composantes du vecteur Ä(>, >∗) sont des fonctions dépendant des entrées et 
sorties du système. 
 
Le vecteur résidu est alors décrit par : 
 i(>z) = ìí(>z)j(>z),  (39) 
 
avec ìí(>z) = ¦Ï ¦"®>zí¯« Ï ¦"®>zí&¯« ⋯ Ï®"(>z)¯« , îz =  − ï + 1 et j(>z) un 
vecteur non nul tel que j(>z) ∈ ker (òí(>z)).  
 
La matrice òí(>z) est composée des vecteurs colonnes Ä(>, >∗) discrétisés : 
  òí(>z) = (Ä(>zí , >zí) Ä(>zí , >zí&) ⋯ Ä(>zí , >z)). 
 
La discrétisation du temps lors de la génération du résidu est utilisée pour l’implémentation des 
algorithmes. Dans cette technique, le vecteur des résidus est indépendant des coefficients des 
polynômes du système initial. Cette invariance du résidu par rapport aux coefficients lui procure 
une certaine robustesse face aux incertitudes paramétriques.  
 
 
Face à la complexité de cette technique, notamment l’étape de la transformation non linéaire, 
nous avons choisi dans cette thèse la première approche (2.3.1), plus classique, pour établir des 
relations de parité pour les systèmes non linéaires.  
 
Dans le tableau suivant, nous proposons une comparaison entre les différentes étapes de 
l’approche espace de parité basée sur les équations aux différences ou la différentiation des 
signaux. Nous rappelons donc les cas des systèmes linéaires discrets, à temps continu et non 
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ü( + 1) = C() + DE() + F1G()+H1I()"() = J() + F0G() + H0I()      K 
 
 @y (>) = C(>) + DE(>) + fI(>)      "(>) = J(>)                                       
 












 ^( − , ) = _`a() + _bcd( − , ) +_bef( − , ) + _bgh( − , ) 
 
ý( − , ) =
RS
T þ( − )þ( −  + 1)⋮þ() WX
Y
 




|} 2 2 ⋯ 2 2J 2 ⋯ 2 2JC⋮JCz&
J⋮JCz
⋯ ⋮  2⋱ ⋮   2⋯ J 2~

 
 (i, ) = (E, D) (i, ) = (I, f) (i, ) = (G, F) 
 














|} 2 2 ⋯ 2 2J 2 ⋯ 2 2JC⋮JCz&
J⋮JCz
⋯ ⋮  2⋱ ⋮   2⋯ J 2~

 
 (i, ) = (E, D) (i, ) = (I, f) 
 


















= ¤ 0 0 0 ⋯ ⋯¿°±() 0 0 ⋯ ⋯¿°¿9±() + ¿9¿°±()⋮ ¿°±()⋮ ¿°±()⋮ 0⋮ ⋯⋮ ¬ 
 
 
Résidu i() = jk[^( − , ) − _bcd( − , )] jk_`a = 0. 
i(>) = jk[ z^(>) − _bcdz(>) jk_`a = 0. É  ®E, ", E(&), "(&), … , E(Ê¸), "(Ê¸)¯ = 0                = 1,2, …                  
 
 
Tableau 1.1. Tableau synthétique des équations de parité  
 
Remarque 1. Pour un système linéaire, discret ou à temps continu, le résidu est obtenu par 
projection des équations du système dans l’espace de parité grâce à une matrice ou un vecteur de 
parité décrivant l’espace nul de la matrice d’observabilité et permettant d’éliminer l’état x. Dans 
le cas non linéaire, on n’obtient pas une expression explicite du résidu comme dans les deux cas 
précédents mais plutôt une fonction-contrainte indépendante de l’état x. L’état x, dans le cas non 
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linéaire, est éliminé grâce au théorème des fonctions implicites. Cette fonction-résidu est 
idéalement nulle en l’absence de tout défaut. 
 
Remarque 2. Un parallèle peut être fait entre le vecteur Á et les matrices d’observabilités _`a et _`a. En effet, pour les systèmes non linéaires à temps continu, la matrice d’observabilité locale 
est définie par le gradient de Á. 
 
Dans cette première section, nous avons présenté des techniques pour établir des relations de 
parité tout d’abord pour des systèmes linéaires à temps discret et à temps continu puis pour des 
systèmes non linéaires à temps continu. On distingue deux types d’approches principales, une 
approche assez classique basée sur des équations aux différences ou la différentiation numérique 
et une approche orientée intégration numérique. Nous faisons le choix, pour les systèmes non 
linéaires à temps continu que nous étudierons, de la technique directe présentée dans le 
paragraphe 2.3.2. Nous présentons dans la section 3 de ce chapitre, des outils ensemblistes qui 
seront utilisés au même titre que les relations de parité pour construire une technique d’estimation 
d’entrées. 
 
3. Inversion ensembliste et satisfaction de contraintes 
 
Grand nombre de systèmes physiques sont décrits par des modèles mathématiques comportant 
des paramètres incertains dont le domaine est connu a priori. Dans ce cas, le comportement 
dynamique peut être caractérisé par une couverture ensembliste englobant l’ensemble des 
comportements du système engendrés par des variations paramétriques. Les méthodes 
d’estimation basées sur les ensembles permettent de propager les domaines d’incertitude afin de 
déterminer une enveloppe contenant d’une manière garantie la vraie trajectoire du système. Dans 
le cas non linéaire, la majorité des méthodes ensemblistes pour l’estimation sont basées sur 
l’analyse par intervalles4. Sunaga, Moore ou encore Hansen ont introduit les bases de l’analyse 
par intervalles dans [116], [60], [146]. L’objectif principal est de parvenir à apporter des solutions 
à certains problèmes non résolus par les méthodes classiques d’analyse numérique. L’apport 
considérable de l’analyse par intervalles est l’aspect « garanti » des résultats fournis. En effet, 
cette théorie se fonde principalement autour de la représentation d’une valeur (respectivement 
d’un vecteur de valeurs) par un intervalle (respectivement un vecteur d’intervalles ou pavé).   
 
Au sein de l’analyse par intervalles, on distingue d’une part les opérations usuelles portant sur les 
ensembles comme l’union, l’intersection, l’inclusion, le produit cartésien, l’image et d’autre part 
                                                 
4
 Un intervalle réel [¶] est un sous-ensemble connexe et borné de ℝ défini par : [¶] = ¶, ¶	 ≜ ¶ ∈ ℝ| ¶ ≤ ¶ ≤ ¶. 
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les opérations mathématiques classiques telles que l’addition, la soustraction, la multiplication et 
la division. Toutes ces opérations définissent trois notions très importantes dans l’analyse par 
intervalles : les fonctions d’inclusion5, les tests d’inclusion et les contracteurs (voir annexe C). 
Ces trois éléments permettent de réaliser des opérations d’inversion ensembliste notamment à 
travers l’algorithme SIVIA (Set Inverter Via Interval Analysis) [69], [70] ou sa version améliorée 
SIVIAP (SIVIA with constraint Propagation) [72]. Ces algorithmes permettent de résoudre des 
problèmes de satisfaction de contraintes. Un CSP est décrit par un ensemble de variables 
appartenant chacune à un domaine initial et reliées entre elles par un ensemble de contraintes. Le 
paragraphe 3.1 est consacré à l’inversion ensembliste, utilisée pour la résolution des CSPs 
présentés dans le paragraphe 3.2.  
 
3.1 Inversion ensembliste 
 
L’inversion ensembliste permet de retrouver l’ensemble des éléments d’un ensemble de départ à 
partir de la connaissance de l’ensemble d’arrivée et de la relation (fonction) liant ces deux 
ensembles. De manière plus formelle, soit 9: ℝ → ℝ une fonction (linéaire ou non linéaire) et  un sous-ensemble de ℝ. L’inversion ensembliste permet de caractériser le sous-ensemble  
de ℝ défini par : 
  =  ∈ ℝ|9() ∈ 	 = 91().   (40) 
 
Pour tout  ⊆ ℝ et pour toute fonction  9 ayant une fonction d’inclusion convergente [9], il est 
possible de définir deux sous-pavages réguliers  et  tels que : 
  ⊂  ⊂ . (41) 
 
L’algorithme SIVIA permet de caractériser   et  [72]. 
Algorithme SIVIA 
 
On suppose que le domaine de recherche initial x est assez large afin de contenir . SIVIA est 
basé sur un test d’inclusion (voir Annexe B) qui peut prendre différentes valeurs pour un pavé [], quatre cas de figure peuvent se présenter : 
                                                 
5
 Soit 9 ∶  ℝ → ℝ une fonction vectorielle et [] un pavé (vecteur d’intervalles). Une fonction intervalle [9]: ℝ → ℝ est dite fonction d’inclusion pour 9 si : 9([]) ⊆ [9]([]), ∀ [] ∈ ℝ. Voir [72] et l’annexe B 
pour plus de détails. 
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- [9]([]) ⊆ ["], [] est dit acceptable et il est ajouté à l’approximation intérieure  de  ; 
 
- [9]([]) ∩  = ∅, [] ne contient aucune solution admissible et il est rejeté ;  
- [9]([]) ∩  ≠ 0, le pavé est dit « indéterminé » ou « ambigu ». Cela signifie que [x] 
pourrait contenir des solutions sans en être certain. Dans ce cas, il convient de bissecter le 
pavé [x] et de relancer un test d’inclusion sur chacun des sous-pavés. Une valeur limite  de la largeur de pavé à bissecter est préalablement fixée afin de déterminer le nombre 
maximum de bissections réalisables et donc un point d’arrêt de l’algorithme.  
 
- Si ([]) < , le quatrième cas est envisagé. Les sous-pavés ont une largeur inférieure à 
la valeur limite , ils sont alors compris dans un ensemble ∆ tel que :  = ∆ ∪ .  est 
donc l’approximation extérieure de . 
 
 Algorithme SIVIA (Entrées: 9, [] ⊂ x,  | Sorties: , )   
1. Si [9]([]) ∩  = ∅,  , rejeter [x] ; retour. 
2. Si [9]([]) ⊆ ["],   ∶=   ∪ [];   ∶=   ∪ [] ; retour. 
3. Si ([]) < , alors   ∪ [] 
4. Sinon : 
               Bissecter ([x]) en [1], [0] 
               SIVIA(9, [1], $, , ) ; 
              SIVIA(9, [0], $, , ) ; 
5. Fin Si 
 
 
Au départ de l’algorithme,  et  sont initialisés avec l’ensemble vide ∅. L’inconvénient majeur 
de l’algorithme SIVIA réside dans sa complexité calculatoire due au nombre important de 
bissections. En effet, il a été démontré dans [69] que le nombre de bissections réalisées lors d’une 
procédure est de l’ordre de : 
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' = Ù([x])ε + 1Ú
, (42) 
 
où  est la dimension du vecteur [x], ([x]) est la largeur du pavé [x] et  la largeur limite 
des pavés bissectés. L’efficacité de l’algorithme SIVIA est alors limitée par le nombre de 
variables (dimension du pavé initial). Pour réduire la complexité calculatoire de SIVIA, il 
convient d’y adjoindre des techniques de consistance telles que les « contracteurs » [72], [118]. 
C’est le but de la sous-section suivante où le problème de la satisfaction de contraintes dans un 
contexte ensembliste est posé.  
 
3.2 Satisfaction de contraintes 
 
Les problèmes de satisfaction de contraintes (CSPs) sont des problèmes mathématiques relevant à 
l’origine du domaine de l’Intelligence Artificielle et de la Recherche Opérationnelle. Une 
définition formelle des CSPs est donnée ci-dessous. 
 
 
Définition 1. [8], [78], [118] 
 
Un Problème de Satisfaction de Contraintes (CSP) se définit par le triplet : 
 
-  = {¶&, ¶, … , ¶}, un ensemble de variables  à déterminer 
 
- ë = {&, , … , }, un ensemble de contraintes qui peuvent être des équations 
différentielles ou des relations statiques ; 
 
- [] = [¶&] × [¶] ×⋯× [¶], un domaine initial d’appartenance pour chacune des 
variables.  
 
Nous noterons désormais le triplet précédent par :  
 
ℋ(, ë, []).  (43) 
La résolution d’un CSP a pour but de trouver l’ensemble des valeurs de variables satisfaisant à un 
ensemble de contraintes. De nombreuses méthodes de résolution des CSP [91] existent et le choix 
d’une technique est déterminé en général par sa complexité calculatoire.  
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Un principe qui est bien connu et souvent utilisé est celui de la « Séparation-Evaluation », 
«Branch and bound» en anglais [8], [118], [51]. Il s’agit de subdiviser récursivement le problème 
initial en sous-problèmes plus simples à résoudre. On retrouve ce principe dans l’algorithme 
SIVIA présenté dans le paragraphe (3.1). 
La propagation de contraintes [118], [72], [73], [71], [18], [25], [100] permet de réduire les 
domaines de « faisabilité » via l’utilisation de la séparation des contraintes initiales en contraintes 
élémentaires plus simples à satisfaire. Les fonctions représentant ces sous-contraintes sont 
souvent de simples expressions d’une seule variable ou bien plus complexes. La propagation de 
contraintes permet d’accélérer les algorithmes de type branch and bound.   
 
3.2.1 Propagation de contraintes  
La propagation de contraintes [117], [72], [73], [71], [18], [25], [100] est utilisée dans des 
techniques de consistance comme un moyen pour accélérer la recherche de solutions cohérentes 
avec un ensemble de contraintes. La propagation de contraintes sur des intervalles [71], [18], 
[25], [100] est un outil efficace pour la résolution de problèmes non linéaires et dans un contexte 
à erreurs bornées. En effet, cette technique permet de manière simple et assez rapide la réduction 
des domaines de recherche sans perdre de solutions. Cependant, il n’est pas possible de prouver 
que ces intervalles réduits sont minimaux. Dans l’exemple suivant, la propagation des contraintes 








Þ(&): % =  ¶           (): ¶% = 1           (*): % = −2¶ + 1(¶, %) ∈ ℝ × ℝ        
K. 
 
La propagation de contraintes consiste à projeter les contraintes (&, , *) sur les 
variables (¶, %) jusqu’à « l’équilibre » : 
 (&)  →  % ∈ ] − ∞, +∞[  =  [0, +∞[  
() →  ¶ ∈ 1[0, +∞[ = ]0, +∞[  
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(*)  →  % ∈  [0, +∞[ ∩  (−2 ∗ ]0, +∞[ + 1)                      =  [0, +∞[ ∩ ]K − ∞, 1[ =  [0, 1[  
                ¶ ∈  ]0, +∞[  ∩  Ù− [0, 1[2  + 12Ú =  +0, 12+  
(&)  → % ∈  [0, 1[ ∩  [0, 12 [ =  [0, 14 [  
()  → ¶ ∈ +0, 12+  ∩ 1,0, 14,  =  ∅  
% ∈ ,0, &-,  ∩ &∅ =  ∅. 
 
La propagation des contraintes (&, , *) génère un ensemble solution vide pour les variables ¶ 
et %. Il n’y a donc pas de solutions dans ℝ × ℝ pour ce CSP. 
Les contracteurs font partie des techniques de consistance basées sur la propagation de 
contraintes. Un contracteur ℭ [72], [75], [76] est un opérateur permettant de réduire un domaine 
en le « contractant » sans pour autant perdre de solutions. Il permet ainsi de réduire le nombre de 
bissections dans les algorithmes de type branch and bound. Nous choisissons dans cette thèse 
d’utiliser le contracteur propagation-rétropropagation présenté dans le paragraphe suivant. 
 
3.2.2 Contracteur propagation–rétropropragation  
En écrivant les équations des contraintes sous la forme : /(¶) =  % ,  la propagation– 
rétropropagation (forward-backward en anglais, voir par exemple [18], [72], [73], [75]) consiste à 
propager les intervalles d’appartenance des variables dans le sens ¶ vers % pour la propagation 
puis % vers ¶ pour la rétropropagation. Dans un sens comme dans l’autre, la méthode intervalle 
de propagation de contraintes illustrée dans l’exemple 1 est appliquée et l’ordre dans lequel les 
contraintes sont propagées n’influe pas sur le résultat final. Cependant, cet ordre peut jouer sur le 




Considérons le CSP suivant : 
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ℋ = ü  =  (¶&, ¶, ¶* )                                                          /() = % = ¶&¶(¶) + sin(¶*) ∈ [%]                 [¶&] = [3, 8], [¶] = ℝ, [¶*] = ℝ, [%] = [−5, 10] K, 
              
avec & = exp(¶) ,  = ¶&& et * = sin(¶*) des contraintes primitives. 
 
La propagation se fait de  =  (¶&, ¶, ¶* ) vers  % : 
 
1. [&] = exp([¶]) ;  → [&] = exp( ] − ∞, +∞[ ) = ]0, +∞[ 
2. [] = [¶&][&];  →  [] = [3, 8]  ∗ ]0, +∞[ = ]0, +∞[  
3. [*] = sin([¶*]) ;→ [*] = sin( ] − ∞, +∞[  ) = [−1, 1] 
4. [%] = [%] ∩ [] + [*];→ [%] = [−5,10] ∩ ]0, +∞[  +  [−1, 1] = ]−1, 11] 
La rétropropagation se fait de % vers  =  (¶&, ¶, ¶* ) : 
 
5. [] = ([%] − [*]) ∩ []; → [] = (]−1, 11]  − [−1, 1]) ∩ ]0, +∞[ = ]0, 12] 
6. [*] = ([%] − []) ∩ [*]; → [*] = (]−1, 11]  − ]0, +∞[) ∩ [−1, 1] = ]−1, 1] 
7. [¶*] = sin&([*]) ∩  [¶*];→ [¶*] = sin&(]−1, 1]) ∩] − ∞, +∞[= 2− 3 , + 32 
8. [&] = ([]/[¶&]) ∩ [&];→ [&] = (]0, 12] / [3, 8]) ∩ ]0, +∞[ = ]0, 4] 
9. [¶&] = ([]/[&]) ∩ [¶&]; → [¶&] = (]0, 12]/ ]0, 4]) ∩ [3, 8] = [3, 8] 
10. [¶] = log([&]) ∩ [¶]; → [¶] = log(]0, 4]) ∩] − ∞, +∞[=] − ∞, log (4)]. 
Les domaines contractés  [¶&] = [3, 8], [¶] =] − ∞, log (4)] et [¶*] = 2− 3 , + 32 des variables ¶&, ¶, ¶* contiennent les solutions du CSP ℋ. 
 
L’algorithme SIVIA peut être amélioré en y intégrant des contracteurs pour réduire le domaine 
des variables. Le nombre de bissections à effectuer s’en trouve alors réduit. Le nouvel algorithme 




On considère le CSP ℋ(, ë, []) où les contraintes ë peuvent  s’écrire sous la forme :  
 9() ∈ ["] . 
Dans l’algorithme SIVIAP, la phase de contraction précède la bissection. Les nouveaux domaines 
de recherche obtenus après bissection sont donc plus petits et la recherche de solutions s’en 
trouve alors accélérée. 
Redondance analytique et estimation d’entrées via l’analyse par intervalles 
 
39 
  Algorithme SIVIAP (Entrées: ℭ, ℋ(, ë, []), 4 | Sorties: 5,5)  
1. [x]= 6([]) ; 
2. Si [] = ∅, rejeter [X]; retour. 
3. Si [9]([x])⊂ ["], { 5:=  5 ∪ [];  5:=  5 ∪ []} ; retour. 
4. Si ([]) < 4, alors {5 ∪ []} 
5. Sinon : 
               Bissecter ([x]) en [1], [0] 
               SIVIAP (Entrées:  6, 8 (1, ë, [1]),  4, Sorties: 5, 5) ; 
              SIVIAP (Entrées:  6, 8 (0, ë, [0]),  4, Sorties: 5, 5) ; 




L’algorithme SIVIAP, grâce à ses propriétés intéressantes (convergence accélérée, solutions 
affinées), va permettre de résoudre des CSPs construits à partir des relations de parité (25). La 
résolution de ces CSPs est la clé de la technique d’estimation d’entrée présentée dans la section 
suivante.  
Cependant, une étape est encore nécessaire dans la construction des CSPs. Il s’agit de la 
détermination des domaines d’appartenance des dérivées successives de la sortie y dans les 
relations de parité (25).  
 
4. Estimation d’entrées par la résolution de CSPs  
 
Cette section est dédiée à l’estimation des entrées de systèmes non linéaires à temps continu en se 
basant sur les différents éléments présentés dans les sections précédentes : relations de parité, 
inversion ensembliste et satisfaction de contraintes. Nous commençons par présenter brièvement 
des techniques de différentiation numérique parmi lesquelles les observateurs à modes glissants 
pour l’estimation des dérivées des sorties. Nous utiliserons ensuite la possibilité qu’offrent les 
différentiateurs à modes glissants de borner ces dérivées pour construire leurs domaines 
d’appartenance. Ainsi, la construction du CSP sera complète avec 1) les variables que sont les 
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entrées, les sorties et leurs dérivées successives 2) les relations de parité comme contraintes 
reliant ces variables et 3) les domaines d’appartenance de ces variables. 
 
4.1 Différentiation numérique pour l’estimation des dérivées  
 
La mise en place de la démarche algorithmique pour l’estimation d’entrées requiert l’estimation 
des dérivées successives de la sortie mesurée (voir les équations de parité (25)). Ce signal est 
porteur de deux informations : une information utile pour la détection et un bruit qui résulte, dans 
ce cas, de la propagation des incertitudes et bruits de différentes natures et origines. 
 
Dérivateur filtré  
 
L'estimateur le plus simple de la dérivée est la différence finie. Cet estimateur est rarement 
utilisable en milieu bruité, car il conduit à une amplification du bruit. En effet, la différence finie 
vise à trouver la dérivée du signal sans bruit en connaissant uniquement le signal bruité, ce qui est 
impossible sans connaissance a priori des caractéristiques du bruit affectant le signal. Si l’on 
dispose des informations sur ces caractéristiques (par exemple séparation des spectres 
signal/bruit), on peut utiliser un filtrage passe bas pour atténuer l’effet du bruit. Cette opération 
permet d'obtenir une estimation de la dérivée exploitable, mais avec un retard induit par le filtre, 
d'autant plus grand que le filtre est efficace. Ce retard peut être gênant pour l’application 
considérée car aucune décision ne peut être prise tant que le régime transitoire du filtre n’est pas 
complètement éteint. De plus, lorsqu’il est nécessaire d’estimer des dérivées successives d’un 
même signal, un retard supplémentaire est induit par l’attente du résultat de l’estimation de la 
dérivée d’ordre inférieur. 
 
Dérivation par observation et filtrage H2/H∞ 
 
Il existe d’autres techniques qui sont basées sur la construction d’un observateur alimenté par le 
signal bruité, et dont la sortie estimée est la dérivée du signal. Les paramètres de cet observateur 
sont généralement calculés par une procédure d’optimisation (minimisation de l’énergie de 
l’erreur d’estimation dans le cas classique, ou par exemple minimisation d’une norme pondérée). 
Il n’est pas toujours évident d’obtenir un bon compromis en termes d’erreur, de déphasage, de 
robustesse par rapport au bruit et surtout de garantir une bonne précision pour une certaine plage 
de fréquence. 
Forts des résultats robustes de la commande par modes glissants (voir annexe B), des travaux 
[95], [96], [122], [97], [45], [24] ont porté sur l’utilisation de cette technique à d’autres fins telles 
que la mise en place d’observateurs notamment pour estimer les états inconnus d’un système 
mais aussi pour la différentiation numérique.  
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La question majeure se posant ici est celle de l’estimation simultanée des dérivées successives 
d’un signal bruité, sans les hypothèses stochastiques des filtres numériques. Dans [96], les 
notions de différentiateurs à modes glissants d’ordre 1, 2 puis d’ordres supérieurs ont été définies. 
La  principale difficulté réside dans la détermination des paramètres de réglage du différentiateur 
avec toutefois un compromis possible et détaillé dans les lignes qui suivent. 
 
4.1.1 Différentiateurs à modes glissants 
On considère un signal numérique % à dériver et Ìx, Ì& … Ì les estimées respectives du signal % 
et de ses dérivées successives. Le signal % peut être décomposé comme suit :  
 % = %x + , (44) 
avec    un bruit borné et mesurable au sens de Lebesgue (annexe A) et %  un signal de base (non-
bruité) ayant sa -ième dérivée lipschitzienne de constante ¿ > 0. Le différentiateur numérique à 





ÜÞ Ìyx = :x, :x = −;x|Ìx − %|
& (Ìx − %) + Ì&                                   Ìy& = :&,  :& = −;&|Ì& − :x|&  (Ì& − :x) + Ì                              …Ìyz = :z,  :z = −;z|Ìz −  :z&| zz& (Ìz −  :z&)                       +Ìz&                                       …Ìy& = :&,                                                                                                    





Lorsque les mesures ne sont pas bruitées, le théorème 2 assure la convergence du différentiateur 
(45) en un temps fini vers les dérivées exactes de %x. 
 
Théorème 2.  [96], [97] 
 
Le signal %x est supposé  fois continûment différentiable et le bruit de mesure  ∈ ℒ.  
Il existe alors un instant fini  >& , 0 ≤ >& < +∞ et des constantes positives <z ,  = 0 …  (qui 
dépendent uniquement de  ;z) tels que : 
 
=Ìz(>) − %x(z)(>)= ≤ <z=||=¦º>ª©º>ª «,∀> ≥ >& 
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Les paramètres ;,  = 1 …  sont donnés par la relation ; = ;x¿ ªº©¸>ª. Les valeurs ;x  sont 
données dans [97], [98] pour un différentiateur HOSM d’ordre 5 : 
 ;x? = 1.1, ;x- = 1.5, ;x* = 3, ;x = 5, ;x& = 8, ;xx = 12. 
 
La constante de Lipschitz ¿ peut être choisie très grande pour assurer une meilleure estimation 
des dérivées. Cependant cet accroissement dans la valeur de la constante ¿ rend le différentiateur 
plus sensible au bruit avec une possible apparition du phénomène de chattering (voir annexe B) 
notamment pour les signaux variant très lentement.  Pour remédier à ce problème, il a été proposé 
dans [98] de travailler avec un paramètre ¿(>) variant dans le temps. Les applications (sections 5 
et 6 de ce chapitre) illustrant nos travaux de thèse ont été réalisées avec un paramètre ¿ constant 
et le plus souvent avec un différentiateur d’ordre 11. Le paramètre ¿ est choisi itérativement, de 
manière à minimiser  l’erreur d’estimation |Ìx − %x|. 
 
4.1.2 Précision du différentiateur et bornes des dérivées 
Dans cette thèse, les observateurs à modes glissants ont été choisis pour réaliser la différentiation 
numérique pour deux raisons principales : leur robustesse aux bruits [95], [96] et la possibilité 
d’estimer les bornes (précision de l’observateur) sur les dérivées successives du signal mesuré. 
 
Proposition 1.  [96] 
 
On suppose que les paramètres ;x,  = 0,… ,  assurent une estimation exacte des dérivées à 
l’ordre  du signal %x(>) avec ¿ = 1. Alors, les paramètres ; = ;x¿ ªº©¸>ª , avec ¿ > 0, assurent 
une différentiation avec la précision suivante : 
 
=Ìz(>) − %x(z)(>)= ≤ <z¿ z&=||=¦&z& «,<z > 0. (46) 
 
 
La précision du différentiateur (45) est donc proportionnelle à la valeur : 
 
AAz = <z . ¿ º>ª.  (º>ª©º>ª ) ,  = 0, … ,   avec <z > 0. (47) 
 
Ainsi, on peut considérer que chaque dérivée d’ordre  vérifie : 
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 %(z)B [%CD(z) − AAz, %CD(z) + AAz]  (48) 
 
L’expression (48) décrit le domaine d’appartenance pour chaque dérivée estimée du signal bruité %. Dans la technique d’estimation d’entrées que nous présentons en 4.2, les dérivées de la sortie 
mesurée " seront déterminées grâce à un différentiateur à modes glissants et les bornes des 
domaines de ces dérivées seront définies conformément à (48).  
 
4.2 Technique d’estimation d’entrées  
 
Le principe général de cette technique  consiste à transformer le problème d’estimation d’entrées 
en un CSP « statique » et à le résoudre via la propagation de contraintes avec l’algorithme 
SIVIAP. 
 
Pour cela, il est nécessaire dans un premier temps d’écrire des relations de parité en se servant de 
la technique  présentée en 2.3.1. Ces relations de parité nous permettent alors de définir un CSP 
dynamique de la forme : 
 
EÉ  ®E, ", E(&), "(&), … , E(Ê¸&), "(Ê¸)¯ = 0,    = 1, . . , " B ["], "(&)B "(&)	, … , "(Ê¸)B "(Ê¸)	                                E B [Ex],  E(&) ∈ [Ex]&, … , E(Ê¸&) ∈ [Ex]Ê¸&                 K 
(49) 
 
Le passage à un CSP « statique » se fait en estimant à chaque instant d’échantillonnage >? les 
dérivées successives des mesures dont on dispose. Les estimées des dérivées sont obtenues grâce 
au différentiateur à modes glissants (45).  
 
Enfin, nous procédons à  la résolution du CSP à chaque instant >?  grâce à l’algorithme SIVIAP 
pour déterminer les valeurs consistantes des entrées vis-à-vis des contraintes et des autres 
variables bornées imposées à travers le CSP. Ces principales étapes sont résumées dans 
l’algorithme Estimation_entrées. 
 
Un des avantages de cette technique est le fait de pouvoir utiliser le modèle original du système 
sans passer par une étape de linéarisation. En effet la linéarisation d’un système lorsqu’il s’agit en 
particulier d’utiliser une transformation non linéaire, comme le montre la section 2.3.2, peut se 
révéler être une tâche assez complexe. De plus, les résultats d’estimation sont garantis grâce à 
l’analyse par intervalles. L’inconvénient qui découle alors de cette modélisation intervalle est le 
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pessimisme induit lors de la détermination des domaines des dérivées avec le choix du 
paramètre <z. 
 
  Algorithme Estimation_entrées (Entrées : "?,  j =1..N, D.I.R *: [Ex], [Ex]&, … , [Ex]Ê¸&|                                                                Sorties : E?	, E?	&, … , E?	Ê¸&)  1. Ecrire les relations de parité (25) 2. Pour j allant de 1 à N,                 Estimer les dérivées "L(+), p = 1, 2… Mµ (45)                 Estimer les bornes  accp et construire les domaines "L	 et ["L(+)] de "L                  et "L(+)    (47)-(48) 3. Résoudre le CSP (49) en utilisant SIVIAP pour obtenir EL	, EL	1, … , EL	Mµ1 * D.I.R: Domaines Initiaux de Recherche pour l’entrée u et ses dérivées successives   
 
 
Lorsque les contraintes font également apparaître les dérivées successives de l’entrée à estimer, le 
problème devient plus complexe car il s’agit dans ce cas d’une estimation simultanée des 
domaines de E, E(&), … , E(Ê¸&).  
Dans cette thèse, le cas particulier des systèmes plats a été étudié dans [136]. Cette classe 
particulière de systèmes offre un avantage très intéressant pour l’estimation des entrées 
notamment grâce à la possibilité d’exprimer le vecteur d’entrée comme étant une fonction 
uniquement de la sortie plate et de ses dérivées successives.  
 
Définition 2. [39], [134] 
 
Le système (20) est dit plat (et " est une sortie plate) si et seulement si il est possible d’écrire : 
  = S®", "(&), … , "(T)¯  et  E = 3®", "(&), … , "(T&)¯, (50) 
avec  ∈ ℝM , E ∈ ℝN , " ∈ ℝO et  c = ­, S et 3 sont des fonctions vectorielles régulières. 
 
Dans la théorie des systèmes plats, les relations de parité sont donc associées à la définition 
même de la platitude. Comme le montrent les équations (50) avec les dérivées de la sortie " 
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jusqu’à l’ordre (U + 1), la question de la différentiation numérique, pour les systèmes plats, est 
donc plus que jamais présente dans le problème d’estimation des entrées. Dans le paragraphe qui 
suit, nous présentons les différentes étapes de l’algorithme d’estimation d’entrées pour les 
systèmes plats. 
 
4.3 Cas des systèmes plats 
La technique d’estimation d’entrées détaillée dans la section précédente est ici reprise dans le cas 
des systèmes plats. Les relations (50) définissent les contraintes du CSP à résoudre pour 
l’estimation de l’entrée u et elles sont obtenues par des dérivations successives du vecteur des 
sorties plates. Pour les systèmes plats, le nombre de sorties plates est égal à celui des entrées du 
système. Le nombre de contraintes du CSP est donc donné par le nombre de sorties plates.  
Le nouveau CSP est alors décrit par : 
 
üÉ  ®E, ", "(&), … , "(T&)¯ = 0,    = 1, . . , ­" ∈ ["], "(&) ∈ "(&)	, … , "(T&) ∈ "(T&)	 E B [Ex]                                                               K. 
(51) 
 
La complexité de l’algorithme se trouve alors réduite grâce à la propriété (50) des systèmes plats. 
Ainsi, dans ce nouvel algorithme, il n’y a plus besoin d’estimer simultanément les domaines 
admissibles des dérivées successives de l’entrée u.  
 
  Algorithme CSP_PLAT (Entrées : "?,  j =1..N, D.I.R *: ,Ex?2 | Sorties : [E?])  1. Equations de la platitude et Formulation CSP (50)-(51) 2. Pour j allant de 1 à N,                 Estimer les dérivées "L(+), p = 1, 2 ... q+1 (45)                 Estimer les bornes  accp et construire les domaines "L	 et ["L(+)] de "®*L¯                                               et "L(+)(*L).  (47)-(48) 3.  Résoudre le CSP (51) en utilisant SIVIAP pour obtenir [EL] * D.I.R: Domaine Initial de Recherche 
 
Redondance analytique et estimation d’entrées via l’analyse par intervalles 
 
46 
Un exemple d’utilisation de cet algorithme est traité dans la section suivante avec l’estimation 
d’entrées pour le système hydraulique 3-tanks dans le cadre de la détection de défauts. 
 
5. Application à la détection de pannes actionneur dans un système 
hydraulique de laboratoire 
 
Dans cette section, le système hydraulique 3-tanks qui est un benchmark bien connu de la 
communauté Automatique (voir par exemple [81], [147], [163]) est utilisé pour illustrer nos 
travaux sur l’estimation d’entrée et leur application à la détection de défauts. La platitude du 
système [162] permettra dans un premier temps  de reconstruire l’entrée du système grâce à 
l’algorithme CSP_PLAT, puis des tests de consistance sur l’entrée reconstruite permettront de 
détecter l’apparition éventuelle de défauts.  
5.1 Modélisation et platitude du système  
 
Le système se compose de trois cuves cylindriques X&,  X et X* de sections identiques a. Le 
liquide s’écoulant de la cuve X, à travers un tube cylindrique doté d’une vanne x de section a, 
est recueilli dans le réservoir Xx qui approvisionne les deux pompes Y& et Y. Ces deux pompes 
alimentent les cuves X& et X avec des débits Z& et Z. Les trois niveaux d’eau dans les trois 
cuves sont notés par [&,[ et [*. Les tubes d’interconnexion entre les différentes cuves et le 
réservoir Xx sont dotés de trois vannes &,  et * de sections ajustables permettant de simuler 
diverses défaillances telles que des fuites plus ou moins importantes sur chaque cuve. 
 
 
Figure 1.2. Maquette 3-tanks 




Le modèle mathématique de ce procédé est donné par les équations suivantes : 
 
Ea[y&(>) = −\&*a]2([&(>) − [*(>)) + Z&(>)                                       a[y (>) = \*a]2([*(>) − [(>)) − \xa]2[(>) + Z(>)      a[y*(>) = \&*a]2([&(>) − [*(>)) − \*a]2([*(>) − [(>))   K, 
(52) 
 
où [&(>) > [*(>) > [(>), \x = 0.7, \&* = \* = 0.5,  a = 5. 10?^, a = 0.0154^,  = 9.81 ^. 
 
L’équation (52) peut se réécrire dans l’espace d’état de la façon suivante : 
 
 ¶y& = − _ª` ]¶& − ¶* + & ê& (53) 
              ¶y = _`¹ ]¶* − ¶ − _¹w √¶ + & ê (54) 
            ¶y* = _ª` ]¶& − ¶* − _`¹ ]¶* − ¶ (55) 
 %& = ¶& (56) 
 % = ¶* (57) 
 
où  = (¶&, ¶, ¶*)k  = ([&,[,[*)k représente le vecteur d’état et E =  (ê&, ê)k  =  (Z&,Z)k 
est le vecteur de commande. * = \*a]2, x = \xa]2 et &* = \&*a]2. Les 
sorties à commander sont données par %& et %. 
5.1.2 Platitude du modèle  
Considérons le vecteur þ = (%&, %)k de sorties plates candidates. La platitude du système (53)-
(57) est prouvée à travers les équations suivantes : 
 
- les états en fonction des sorties plates et de leurs dérivées  
 
¶& = %&  (58) ¶* = % (59) 
  ¶ = % − ¦_ª`√­ª­¹­y¹_`¹ « (60) 
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- les entrées en fonction des sorties plates et de leurs dérivées 
ê& = a%y& + &*]%& − % (61) 
 
ê =  − 2a* ®&*]%& − % − a%y¯* Ù&*(%y& − %y)2]%& − % − a%bÚ − &*]%& − %
+ xc% − Ù&*]%& − % − a%y* Ú . 
(62) 
 
La platitude du système (53)-(57) étant établie, l’algorithme CSP_PLAT est à présent utilisé 
pour la reconstruction de l’entrée E.  
 
5.2 Estimation d’entrées et détection de défauts 
5.2.1 Reconstruction de l’entrée  
Dans l’étape 1 de CSP_PLAT, les contraintes du CSP (51) sont définies par les équations (61) et 
(62). Le domaine initial de recherche de l’entrée est : 
 [Ex] = ([êx ]&, [êx ])k = ([−0.01, 0.01], [−0.01, 0.01])k^*/ 
 
et correspond à une plage de variations possible pour les débits des pompes Y& et Y. 
 
L’étape 2 de l’algorithme CSP_PLAT porte sur l’estimation des dérivées de la sortie þ et la 
détermination de leur domaine grâce à un différentiateur à modes glissants. 
 
5.2.1.1 Différentiation numérique 
L’équation (61) pour la reconstruction de l’entrée ê&, nécessite l’estimation de la dérivée 
première %y& de la sortie plate %&.   
 
Pour la reconstruction de l’entrée ê (62), il nous faudrait estimer les dérivées premières %y& et %y 
des deux sorties plates %& et % ainsi que la dérivée seconde %b de %. 
Pour contrôler le conservatisme induit par les multiples occurrences des variables %&, %, %y&, %y et %b dans l’équation (62), nous proposons d’utiliser dans un premier temps l’équation (60) pour 
estimer l’état ¶. Puis, en nous basant sur l’équation (54) réécrite comme suit : 
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                 ê = a ¶y − ®*]¶* − ¶ − x]¶¯ (63) 
 
nous pouvons reconstruire l’entrée ê. L’équation (63) nécessite l’estimation de la dérivée 
première ¶y de l’état ¶. 
 
Pour résumer les dérivées premières %y&, %y et ¶y doivent être estimées pour la reconstruction des 
entrées  ê& et ê. 
 
Un différentiateur à modes glissants d’ordre 1 est alors utilisé pour estimer ces dérivées : 
 
E Ìyx = −;x|Ìx − %|&(Ìx − %) + Ì&                                                           Ìy& = −;&(Ì& − Ìx)                                                                                     ;x  = 1.5 ∗ ¿&/ ,;& =   1.1 ∗ ¿  , ¿& = 25. 10d ,   ¿ = 80. 10e K 
(64) 
 
Le paramètre ¿ du différentiateur prend des valeurs différentes pour l’estimation de %y&, %y (¿&) et ¶y (¿) pour une plus grande précision des dérivées. Il est déterminé de manière itérative afin de 
minimiser l’erreur d’estimation (|Ìx − %|). 
 
Le bruit de mesure est borné par f = (0.002, 0.002)k^. La sortie  þ = (%&, %)k appartient donc 
au domaine : 
 [þ]  ∈  ([%& − 0.002,  %& + 0.002], [% − 0.002,  % + 0.002])k^. (65)  
 
La relation (47) donne alors les bornes de la dérivée première %y& qui sont définies par :  
 AA­yªghi = <&. ¿& ªª>ª.  (ª>ª©ªª>ª ) = 1.√25. 10d.√0.002 ≈ 224. 10d^ /s . (66)  
 
Les bornes de la dérivée première %y ne sont pas nécessaires car cette dérivée sert à estimer l’état ¶. L’état estimé ¶CD  sera lui-même différentié, pour reconstruire l’entrée ê, et des bornes 
seront alors définies sur l’estimée de sa dérivée ¶yCD . 
Nous faisons à présent l’hypothèse que l’état ¶ peut être considéré comme une mesure au même 
titre que ¶& et ¶*. Ainsi, on peut supposer que l’état estimé ¶CD appartient au domaine : 
 [¶] ∈ ¶CD − 0.002,  ¶CD + 0.002	^. (67)  
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Les bornes  de la dérivée première ¶yCD  de l’état estimé ¶CD sont alors données par : 
 AAy¹ghi . = <.  ªª>ª.  (ª>ª©ªª>ª ) = 1.√80. 10e.√0.002 ≈ 13. 10d^ /s . (68) 
 
Pour déterminer le paramètre <z, nous partons d’une valeur légèrement supérieure à 0 et nous 
l’incrémentons tant que la résolution du CSP ne génère pas un domaine non vide pour l’entrée E. 
Cette itération pour fixer <z  se fait dans un cas de simulation de fonctionnement normal, c’est-à-
dire sans défaut. 
D’après (66), la dérivée première %y& appartient donc au domaine : 
 [%y&] = %y&CD − 224. 10d, %y&CD + 224. 10d	^/.  (69) 
 
Le domaine de la dérivée ¶y  est décrit par : 
 [¶y] = ¶yCD − 13. 10d, ¶yCD + 13. 10d	^/.  (70) 
5.2.1.2 Reconstruction de l’entrée 
Lors des simulations que nous avons réalisées, les défauts /_& et /_ sont respectivement 
introduits aux instants >& = 300 et > = 250.  L’algorithme CSP_PLAT converge alors, dans 
les différents cas de simulations présentés dans le tableau ci-dessous vers les domaines décrits par 

































Tableau 1.2. Cas de défauts simulés sur les pompes P1 et P2 









Figure 1.4 Reconstruction des domaines de l’entrée 80 et du défaut 9,0. 








Domaine reconstruit de l'entrée u1
 
 








borne inf. u1, biais 3.5ml/s
borne inf. u1, biais 6 ml/s
borne sup. u1, biais 3.5 ml/s
borne sup. u1, biais 6 ml/s
borne inf. défaut 3.5ml/s
borne sup. défaut 3.5ml/s
borne inf. défaut 6 ml/s
borne sup. défaut 6 ml/s






Domaine reconstruit de l'entrée u2
 
 








borne inf. défaut 7ml/s
borne sup. défaut 7ml/s
borne inf. défaut 6ml/s
borne sup. défaut 6ml/s
borne inf. u2, biais 7ml/s
borne sup. u2, biais 7ml/s
borne sup. u2, biais 6ml/s
borne inf. u2, biais 6ml/s
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Remarque 3. Les domaines des défauts /_& et /_ sont déduits simplement de ceux de ê& et ê car nous avons fait l’hypothèse de biais additifs sur les entrées. On a donc [/_&] = [ê&] −ê&k et [/_] = [ê] − êk. On définit ê&k et êk comme les entrées nominales du 
système et on a Ek = (ê&k, êk)k. 
 
5.2.2  Tests de cohérence et détection de défauts  
Dans une procédure “classique”, la détection est en général basée sur le dépassement, par le 
résidu, d’un seuil préalablement défini. Dans notre cas, à chaque instant, un test de consistance 
sera conduit sur le domaine de l’entrée reconstruite. En l’absence de tout défaut, le domaine [E?] contient l’entrée nominale Ek? . Cette assertion n’est plus vérifiée dès lors qu’un défaut 
apparaît.  
 
>? = l0, Ek?  ∈  [E?]1, Ek?  ∉ [E?] K . (71) 
 
avec >?  la valeur booléenne indicatrice d’un défaut. 
Les résultats du test (71) donnent les instants de détection des défauts (voir les figures 1.5 et 1.6) 





Figure 1.5 Détection de défauts sur 81. 



























Nous pouvons constater dans les résultats (Tableau 1.3) que le retard à la détection diminue avec 
l’amplitude croissante du défaut à détecter. En effet, il est évident que plus grande sera 
l’amplitude d’un défaut, plus « rapide » sera sa détection.  
 
On remarque également que les défauts sur la pompe Y& sont détectables à des amplitudes plus 
faibles que celles des défauts affectant la pompe Y. Cela peut être expliqué par le conservatisme 
de l’équation (54) utilisée pour l’estimation de l’entrée ê. La relation (54) est en effet plus 
complexe que l’équation (53) qui a permis d’estimer l’entrée ê&. 












































Tableau 1.3. Résultats de la détection. 
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De plus, les effets d’un biais d’amplitude 6^ï/ sur la pompe Y ne sont pas persistants car entre > = 300 et > = 350, le signal indicateur de défaut revient à 0 signifiant une absence de défaut. 
Il faut noter aussi que les perturbations dans le signal indicateur de défaut dans l’intervalle de 
temps [0,80] sont dues aux dynamiques  transitoires du système. Ce n’est pas un cas de fausses 
alarmes car la surveillance n’est pas vraiment pertinente durant cette phase transitoire. 
 
6. Application à un système aéronautique 
6.1 Introduction 
 
Dans la section 5, la technique d’estimation d’entrées a été utilisée pour construire des tests de 
cohérence à des fins de détection de défauts. Le procédé hydraulique 3-tanks a permis d’illustrer 
cette méthodologie. Il serait alors intéressant d’utiliser cette procédure de contrôle de cohérence 
entre le modèle d’un système et les mesures disponibles sur des données réelles afin d’en évaluer 
plus concrètement les performances. Pour cela, nous allons travailler sur un jeu de données 
réelles 6 issu de la chaîne d’asservissement d’une gouverne de profondeur d’un avion (voir figure 
1.7). Différents scénarii de pannes susceptibles d’apparaître dans cette boucle de commande 
seront simulés sur ce jeu de données. 
 
 
Figure 1.7 Chaîne d’asservissement de la gouverne de profondeur intérieure 
                                                 
6
 Les données et les paramètres numériques utilisés dans cette section sont la propriété d’Airbus. Les calculs sont 
normalisés et les résultats graphiques sont illustrés sans unité pour des raisons de confidentialité. 
% ê
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De façon générale, en aéronautique, les techniques utilisées pour la détection de défaillances sont 
basées sur l’exploitation des informations redondantes provenant de différentes sources et plus 
rarement sur des techniques à base de redondance analytique ou de filtrage. Quelle que soit la 
démarche utilisée, pour la prise de décision, il est nécessaire de fixer un seuil au-delà duquel une 
situation de défaillance est détectée. Le choix de ce seuil doit satisfaire le difficile compromis 
« très faible taux de fausses alarmes » et « très fort taux de détection », et ceci dans des 
configurations extrêmes.  
 
La technique que nous proposons contourne cette difficulté car les seuils sont implicitement fixés 
par la propagation des incertitudes bornées dans les équations du modèle. Le paragraphe 6.2 porte 
sur la présentation du système aéronautique étudié, l’actionneur de la gouverne de profondeur 
intérieure, et sur la description brève des types de pannes pouvant survenir dans la chaîne 
d’asservissement.  La procédure de détection des pannes sera explicitée dans le paragraphe 6.3. 
 
6.2 Description du système 
6.2.1 Actionneur de la gouverne de profondeur 
Les tests de détection seront réalisés grâce à un jeu de données prélevées sur un avion. Sur cet 
avion, deux principaux types d'actionneurs sont présents : des actionneurs hydrauliques et des 
actionneurs à technologie mixte plus récente : les EHA (Electro-Hydraulic Actuator). Pour notre 




Figure 1.8 Modèle physique de l’actionneur hydraulique 
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Nous nous intéressons à la gouverne de profondeur intérieure dont le modèle non linéaire est basé 
sur le comportement physique de l'actionneur hydraulique (voir Figure 1.8). La mise en équations 
donne la vitesse de la tige du vérin comme une fonction de la pression hydraulique présente aux 
bornes de l'actionneur, de l'actionneur passif de la chaine d'asservissement secondaire en parallèle 
et des forces antagonistes exercées sur la gouverne. Le modèle non-linéaire de la chaine 











• ¶, % sont la position de la tige de l'actionneur, 
 
• ê est l'ordre issu des lois de pilotage, c'est-à-dire la position de commande vraie de 
l'actionneur. 
 
• m est le gain de régulation de la servocommande, 
 
•  m est la fonction par morceaux de conversion du courant de commande en vitesse 
comportant des saturations, 
 
• sx = m.m®ê(>) − ¶(>)¯ est la vitesse commandée par le calculateur, correspondant à la 
vitesse maximale d'un actionneur seul sans charge, 
 
• a est la section du vérin, 
 
• ∆Yrég est la différence de pression de référence, à laquelle sont calculées les performances 
du vérin, 
 
• ∆Y est la différence de pression hydraulique disponible aux bornes de l'actionneur, 
 
• m_ est le coefficient d'amortissement de la servocommande amortie, 
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• bop est le moment de charnière aérodynamique créé par les forces aérodynamiques 
appliquées à la gouverne en son centre de rotation, 
 
• `q est le bras de levier entre le centre de rotation de la gouverne et le point d'application 
des forces aérodynamiques tu définies par : 
 tu = bop(>)q`®¶(>)¯. 
 
Ce modèle non linéaire sera utilisé pour les tests de cohérence réalisés dans le paragraphe 6.3 en 
faisant des hypothèses sur les paramètres physiques. En effet, ces paramètres physiques qui sont 
en réalité variants dans le temps, sont considérés fixes afin de simplifier les calculs. Ainsi, le 
coefficient d'amortissement de la servocommande amortie m_  et la différence de pression 
hydraulique disponible aux bornes de l'actionneur ∆Y sont figés à leurs valeurs nominales, tandis 
que les forces aérodynamiques tu  sont elles définies comme nulles.  
Dans le paragraphe qui suit, nous présentons deux types de défaillances susceptibles d’apparaître 
dans la chaîne d'asservissement en position de la gouverne. Les situations de défaillance 
correspondent à une position anormale de la surface de contrôle. 
6.2.2 Défaillances considérées 
Les défaillances que nous chercherons à détecter se situent entre le calculateur de vol (Flight 
Control Computer, FCC) et la surface à actionner (voir figure 1.7). Il s’agit de l’embarquement 
ou runaway et du grippage ou jamming. Ces défaillances ont de multiples origines et peuvent 
provenir des composants intervenants dans les ANI (ANalogic Input) ou les ANO (ANalogic 
Output), des capteurs de position et éventuellement de la connectique et du câblage, ainsi que des 
calculateurs de vol ou de la rupture d'une pièce mécanique dans l'actionneur. 
6.2.2.1 Grippage 
Le grippage ou jamming (voir figure 1.9) correspond à une situation où la gouverne reste bloquée 
mécaniquement pendant une manœuvre.  Pour le grippage, le but est de détecter la position 
bloquée de la gouverne car une gouverne bloquée peut avoir des influences sur les charges 
structurales de l’avion, mais aussi sur la pilotabilité et les performances de l’avion.  
6.2.2.2 Embarquement 
L’embarquement rapide et lent (voir figure 1.9) provoque un mouvement non-commandé d’une 
gouverne qui pourrait atteindre les butées mécaniques de l’actionneur si la défaillance n’est pas 
détectée avant ([17], [53]). Il est nécessaire de détecter les embarquements rapides (avant que la 
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gouverne atteigne une position trop élevée) car ils peuvent avoir un grand impact sur la 




Figure 1.9 Évolution de la position d’une gouverne en cas d’embarquement rapide/lent      
et en situation de grippage 
 
Comme le montre la figure 1.9, en cas d’embarquement, la position de la gouverne augmente, se 
stabilise au moment de la détection d’une panne pendant un certain temps (reconfiguration du 
système) et revient ultérieurement à sa position commandée grâce à l’actionneur adjacent.  
Après avoir présenté l’actionneur hydraulique de la gouverne de profondeur et les défaillances 
pouvant survenir dans sa chaîne d’asservissement, nous allons appliquer, comme dans le cas de la 
maquette hydraulique 3-tanks, notre technique d’estimation d’entrées pour la détection de pannes 
dans les deux cas : grippage et embarquement. 
 
6.3 Reconstruction de l’entrée u et tests de consistance 
6.3.1 Reconstruction de l’entrée u 
On remarque que le modèle (72) est plat car il traduit une relation de parité comprenant 
uniquement l’entrée ê (ordre pilote), la sortie % (position de la gouverne) et sa dérivée première. 
En effet, l’entrée ê peut être exprimée comme étant une fonction de la sortie plate candidate % et 
de sa dérivée première %y  : 
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ê = % + %ym.m c a∆Yréga∆Y − m_%y² 
 
(73) 
De même, d’après le modèle (72),  l’état ¶ s’exprime très simplement en fonction de la sortie 
plate % : ¶ = %. 
 
L’exécution de l’algorithme CSP_PLAT nécessite donc, au préalable, la détermination des 
domaines des variables ê, % et %y . 
 
6.3.1.1 Différentiation numérique et domaines des variables 
 
Un différentiateur d’ordre 1 est utilisé pour l’estimation de la  dérivée première %y  : 
 
EÌyx = −;x|Ìx − %|&(Ìx − %) + Ì&                    Ìy& = −;&(Ì& − Ìx)                                             ;x  = 1.5 ∗ ¿&/ ,;& =   1.1 ∗ ¿ , ¿ = 0.05     K 
 
(74) 
Les informations liées à la précision des capteurs nous ont permis de définir des bornes pour le 
bruit de mesure. Nous avons fait le choix de considérer la plus grande des valeurs d’incertitude 
des capteurs comme étant cette borne et nous avons alors :  = 0.0025. La sortie % appartient 
donc au domaine : 
 [%] ∈  [% − 0.0025, % + 0.0025]. (75) 
 
Les bornes de la dérivée première de la sortie sont obtenues grâce à l’équation (47), et elles sont 
définies par :  
 AA­yghi = <&. ¿ ªª>ª.  (ª>ª©ªª>ª ) = 0.27√0.05.√0.0025 ≈ 0.003  . (76) 
La dérivée première %y  de la sortie appartient donc au domaine : 
 [%y ] = [%yCD − 0.003, %yCD + 0.003].  (77) 
 
Le domaine initial de l’ordre ê est fixé à : [êx] = ,êx, êx2 = [−0.4,0.4]. 
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6.3.1.2 Reconstruction de l’ordre u 
La relation (73) ainsi que le système (72) vont nous permettre de construire le contracteur 
propagation-rétropropagation (voir section 3.2.2) pour la contraction du domaine initial [êx] de 
l’ordre ê. C’est la première étape de l’algorithme SIVIAP, lui-même utilisé dans l’algorithme 
CSP_PLAT. 
 
Dans un premier temps (propagation), les bornes du domaine initial de l’ordre (êx et êx) et celles 
de la sortie (% et %) sont propagées dans la relation : 
 
%y (>) = m.m®ê(>) − %(>)¯c a∆Ya∆Yrég + m_m.m®ê(>) − %(>)¯	 
 
(78) 
afin d’obtenir des bornes sur la dérivée de la position : 
 




Puis, nous faisons l’intersection entre le domaine estimé de la dérivée de la position [%y ] et le 
domaine de la dérivée [%y ]&, obtenu à l’étape précédente : 
 [%y ] = [%y ] ∩ [%y ]&. 
 
(80) 
Les bornes de la position (75) et celles de sa dérivée (80) sont enfin propagées dans la relation 
(73) pour obtenir de nouvelles bornes pour le domaine initial de l’ordre. C’est l’étape de 
rétropropagation : 
 
[êx]& = [%] + [%y ]m.m c a∆Yréga∆Y − m_[%y ]² 
 
(81) 
Le domaine initial de recherche de l’ordre étant contracté, les autres étapes de l’algorithme 
SIVIAP sont exécutées pour déterminer le domaine des valeurs admissibles de l’ordre. 
 
Redondance analytique et estimation d’entrées via l’analyse par intervalles 
 
61 
6.3.2 Tests de cohérence pour la détection des pannes 
Pour les situations de grippage ou d’embarquement, la détection sera basée sur le test de 
cohérence (71). Il s’agit de vérifier à chaque instant >? si l’ordre êwq?  délivré par le calculateur 
(disponible dans le jeu de données) appartient au domaine de l’ordre reconstruit ê?	 (sortie de 




Les résultats de la détection, dans les différents cas de pannes simulées, sont donnés dans les 
figures et tableaux ci-dessous. 
 
Embarquement 
La figure 1.12 illustre l’apparition d’un défaut de type embarquement. En effet, à l’instant 
indiqué par une flèche sur la figure 1.12, le domaine reconstruit de l’ordre fait un saut et reste 
inchangé le reste du temps. Cela correspond au blocage de la gouverne à la position indiquée 
dans le scénario d’embarquement. La position % étant bloquée, sa dérivée première est nulle. 
 
D’après l’expression (73), l’ordre ê est alors décrit par : 
 
ê = % + %ym.m c a∆Yréga∆Y − m_%y² = %. 
 
Les résultats du test de cohérence (tableau 1.4) correspondent aux instants de détection de la 
panne introduite à l’instant >w_C = 921000. A ces instants, la gouverne n’est pas en butée 
mais se situe à des positions tolérables comprises entre 1.95° avec une vitesse de 5°/s et 4.368° 
avec une vitesse de 40°/s.  










Figure 1.11 Zoom sur le domaine reconstruit de l’ordre, scénario d’embarquement. 
 
 














Domaine reconstruit de l'ordre pilote, embarquement
 
 
borne inf de l'ordre
borne sup de l'ordre 
ordre pilote













Domaine reconstruit de l'ordre u, embarquement
 
 
borne inf de l'ordre
borne sup de l'ordre
ordre pilote











Tableau 1.4 Délais de détection dans différentes situations d’embarquement,  *+,--. = /012223. 
 
Le tableau 1.5 donne des résultats de détection lorsque la panne est introduite à l’instant  >w_C = 920578. On constate ici que les retards sont un peu plus importants (1 à 2 pas 
d’échantillonnage en plus) pour les vitesses allant de 20 à 40°/s (embarquement rapide) mais 
restent les mêmes, voire inférieurs, pour l’embarquement lent. La gouverne se situe globalement 
entre 1.64° et 4.99° à l’instant de détection.  
 







Tableau 1.5 Délais de détection dans différentes situations d’embarquement,  *+,--. = /024563. 





Dans le cas du grippage (figures 1.12 et 1.13), la gouverne se bloque lors d’une manœuvre à une 
position qu’elle a atteinte sur un ordre pilote. Dans un cas d’embarquement, la défaillance se 
produit de manière évolutive avec une certaine vitesse (°/s) avant le blocage de la gouverne. 
Suivant donc la vitesse, la gouverne se positionnera plus ou moins vite à la position où la 
défaillance sera détectée. C’est la raison principale pour laquelle, pour tous les cas de grippage 
détectables, le retard à la détection (voir tableaux 1.6 et 1.7) reste le même contrairement aux 
scénarii d’embarquements (voir tableaux 1.6 et 1.7). 
 
 
Figure 1.12 Domaine reconstruit de l’ordre, scénario de grippage.  
 
 
Figure 1.13 Zoom sur le domaine reconstruit de l’ordre, scénario de grippage. 













Domaine reconstruit de l'ordre pilote, grippage
 
 
borne sup ordre reconstruit
borne inf ordre reconstruit
ordre pilote













borne inf de l'ordre
borne sup de l'ordre
ordre pilote
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Tableau 1.6 Délais de détection dans différentes situations de grippage *+,--. = /012223. 
 
Le cas 3.5° (tableau 1.6) présente un important retard dans la détection et donne une première 
indication, pour cette technique, sur l’amplitude du plus petit défaut détectable. Par contre, dans 
le tableau 1.7, pour un défaut introduit à >w_C = 920562, un grippage à la position 2° est 
détectable.  
 









Tableau 1.7 Délais de détection dans différentes situations de grippage, *+,--. = /024703. 
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A partir de ces deux cas de figures, nous pouvons dire que selon l’instant d’apparition de la 
panne, l’amplitude du plus petit défaut détectable varie. Globalement, cette amplitude 
caractéristique se situe de manière garantie entre 3.5° et 5° en valeur absolue (pour ce jeu de 
données). Une meilleure précision pourrait être obtenue en réalisant un plus grand nombre de 
scénarii avec différents instants d’apparition de la panne. Pour tirer des conclusions plus 
générales, il est nécessaire de tester la technique proposée à d’autres jeux de données, prélevées 
lors des conditions opératoires différentes. 
 
Ces résultats expérimentaux sont encourageants et suggèrent un fort potentiel de la technique 
d’estimation d’entrées appliquée à la détection précoce et robuste ce type de défauts. Il faut 
rappeler également que les paramètres du modèle (72) ont été figés pour simplifier le traitement 
des données. Cependant ce sont des paramètres variant dans le temps. Il est évident que 
l'application des techniques d'estimation paramétriques pourrait permettre, à travers l'estimation 
des paramètres physiques, d’obtenir des domaines plus précis pour les différentes grandeurs 




Dans ce chapitre, nous nous sommes intéressés à l’estimation des entrées d’un système non 
linéaire à temps continu en utilisant des relations de parité. Ainsi, dans un premier temps, il a été 
rappelé quelques techniques de construction de relations de parité pour des systèmes linéaires 
discrets ou à temps continu puis pour des systèmes non linéaires à temps continu. Ces relations 
de parité, dans le domaine continu, requièrent très souvent la connaissance des dérivées 
successives des mesures. Ces dérivées sont rarement disponibles à la mesure et il est alors 
indispensable de les estimer de la manière la plus précise possible. Pour cela, nous avons choisi 
dans cette thèse d’utiliser des différentiateurs à modes glissants pour leurs propriétés de 
robustesse et de convergence en temps fini. 
 
Le problème d’estimation des entrées est ensuite posé en termes de satisfaction de contraintes 
(CSP) et résolu grâce à l’analyse par intervalles (algorithme SIVIAP). Il faut aussi retenir que 
l’utilisation d’un différentiateur numérique permet d’obtenir un CSP statique avec des contraintes 
à résoudre à chaque instant. Enfin, l’estimation ensembliste des entrées a permis d’élaborer un 
test de consistance pour la détection de défaut et cette technique a été illustrée avec le système 
hydraulique 3-tanks.  
Enfin, une application aéronautique portant sur la détection de pannes (embarquement, grippage) 
d’une surface de contrôle, réalisée à l’aide d’un jeu de données réelles, a été présentée. Les 
résultats expérimentaux ont montré un fort potentiel des techniques proposées. 










Dans le chapitre précédent, nous avons présenté une technique d’estimation d’entrées, pour des 
systèmes non linéaires, basée sur des relations de redondance analytique et de satisfaction de 
contraintes. La connaissance de certaines variables externes du système (les mesures) nous a 
permis de construire un algorithme pour reconstruire le domaine des entrées cohérentes avec les 
mesures disponibles. La surveillance complète d’un système requiert également la connaissance 
de variables internes telles que l’état et les paramètres du système qui ne sont pas toujours 
mesurables. Il est donc indispensable de les estimer ou de les reconstruire. Les techniques 
d’estimation d’état (voir un état de l’art dans [11], [19]) sont nombreuses et peuvent être classées 
en deux grandes familles : les approches déterministes ([101], [47]) et les approches 
stochastiques ([85], [3]). Dans ce dernier groupe, en général, il est nécessaire de connaître des 
informations de nature stochastique sur les bruits de mesure et les perturbations (corrélation, 
distribution, stationnarité, etc.).  
 
Historiquement, le problème général de l'estimation de l'état d'un système dynamique (complet, 
partiel ou augmenté de paramètres inconnus) a été posé et formulé dans un contexte bayésien [99] 
où l'estimation est faite par l’intermédiaire de la densité de probabilité a posteriori de l'état. Dans 
ce contexte, certaines techniques de résolution globale ont été établies ([92], [4]). En raison de la 
complexité des méthodes globales, plusieurs solutions locales ont été développées dans la 
littérature pour résoudre les équations de filtrage en dimension finie. Ces solutions sont très 
souvent basées sur le mécanisme de Kalman ([82], [83], [158]). Le fait d'utiliser une 
approximation qui transforme le problème d'estimation non linéaire de départ, pose la question de 
gestion de cette approximation par les équations de filtrage en fonction des paramètres libres de 
l'algorithme. De façon générale, il est relativement difficile d'établir et d'analyser les conditions 
de convergence [36]. 
 
Une autre solution, développée plus récemment, est le contexte "erreurs inconnues mais bornées" 
où les signaux mesurés, les perturbations et les incertitudes sont supposés bornés et appartenir à 
des intervalles déterminés a priori. Ces intervalles sont souvent liés aux caractéristiques des 
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chaînes d’instrumentation et de mesure et en considérant les incertitudes propagées à travers les 
blocs fonctionnels. Les structures d’observateurs intervalles (voir par exemple [54], [55], [10], 
[115], [128]) appartiennent à cette famille et sont en général basées sur des observateurs 
classiques de type Luenberger. Pour les observateurs intervalles en boucle fermée, il s’agit de 
déterminer de manière garantie un encadrement au fil du temps pour l’état inconnu. Pour cela, 
deux estimateurs ponctuels sont définis, constituant ainsi les bornes supérieure et inférieure de 
l’observateur intervalle. Ces bornes sont obtenues par la propagation des incertitudes et peuvent 
constituer des seuils de tolérance dans le cadre d’une procédure de diagnostic [154]. 
 
Un observateur intervalle doit remplir deux conditions essentielles [54] : 
 
• en présence d’incertitudes même importantes, il doit permettre d’encadrer les variables 
inconnues ; 
• quelles que soient les conditions initiales, l’observateur intervalle converge vers un 
intervalle de faible amplitude (précision). 
Dans ([55], [10], [115]), un observateur intervalle a été réalisé pour une classe particulière de 
systèmes partiellement linéaires avec un terme non linéaire traduisant l’injection de la sortie et/ou 
de l’état. Le choix du gain de l’observateur intervalle se fait tout en assurant la coopérativité 
[144] de l’erreur d’observation. Les techniques des observateurs intervalles ont également été 
adaptées au cas des systèmes qLPV (quasi Linéaire à Paramètres Variant) dans [128]. L’idée de 
base consiste d’abord à transformer le modèle non linéaire en un modèle qLPV, puis le gain de 
l’observateur est choisi afin d’imposer une dynamique coopérative pour l’erreur d’observation.  
Ces deux types d’observateurs intervalles seront présentés dans la section 2 de ce chapitre. 
 
La précision des observateurs intervalles est conditionnée par la largeur des domaines bornés des 
incertitudes qui sont ensuite propagées dans les équations du modèle. Il est possible d’améliorer 
cette précision par l’utilisation des modes glissants. Les observateurs à modes glissants ([44], 
[45], [41]) sont également un moyen d’estimer de manière robuste les variables de systèmes 
fortement observables ou détectables [15]. En effet, ils présentent une certaine insensibilité face 
aux incertitudes dites co-incidentes 7 (voir [28], [5], [126] pour plus de détails). L’autre avantage 
considérable des observateurs à modes glissants est la convergence en temps fini de l’erreur 
d’estimation vers zéro sous certaines hypothèses. Une idée serait alors de combiner ces deux 
types d’observateurs afin d’estimer d’une part tous les états fortement observables grâce aux 
modes glissants et d’autre part d’estimer des bornes pour les états détectables avec les 
                                                 
7
 Une incertitude (ou perturbation) co-incidente (matched uncertainty/perturbation) est une incertitude qui agit sur le 
système au même niveau que la commande. Pour un système monovariable sous la forme canonique de Brunovsky, 
elle agit uniquement sur la dynamique de l’état. 
Observateurs intervalles et modes glissants 
 
69 
observateurs intervalles. La partie de l’état reconstruite grâce aux modes glissants est alors 
réinjectée dans l’observateur intervalle afin de l’améliorer.  
Dans la section 3, nous rappellerons tout d’abord les notions d’observabilité/détectabilité forte 
pour un système. Ces notions permettront de définir plus précisément le cadre dans lequel 
s’inscrit la construction des observateurs mixtes. Puis, nous présenterons une de nos contributions 
qui porte sur la réalisation d’observateurs mixtes pour des systèmes incertains de type LPV avec 
un vecteur d’ordonnancement appartenant à un domaine supposé borné.  
 
2. Observateurs intervalles classiques  
 
L’estimation d’état dans un contexte à erreurs bornées repose sur le principe de reconstruction de 
l’ensemble des trajectoires admissibles de l’état, compatibles avec les mesures dont on dispose. 
Dans le cas général des systèmes non linéaires à temps continu, on distingue trois approches 
principales : 
 
- la première technique de prédiction/correction (voir par exemple [74], [127]) semblable 
au principe du filtre de Kalman, 
 
- la deuxième technique de prédiction/correction [87] où l’étape de prédiction est réalisée 
grâce au théorème de comparaison ([144], [155]) qui pose les bases pour l’encadrement 
garanti de toutes les trajectoires d’état possibles, 
 
- les observateurs intervalles qui sont des observateurs de type Luenberger permettant de 
décrire deux bornes, supérieure et inférieure, garantissant un encadrement au fil du temps 
de la trajectoire de l’état. 
Dans l’approche prédiction/correction, la taille de l’encadrement de l’état ne peut pas être 
contrôlée par un paramètre extérieur qui, dans le cas des observateurs intervalles, se trouve être le 
gain. Nous nous intéressons ici à la technique des observateurs intervalles pour lesquels le gain 
permet de contrôler la vitesse de convergence. En pratique, pour les systèmes incertains, il est 
difficile de quantifier l’erreur d’estimation avec des observateurs classiques même si la 
convergence est prouvée. Dans le cas des observateurs intervalles, cette erreur peut être bornée et 
quantifiée. Les observateurs intervalles sont également robustes face aux incertitudes du modèle 
et aux bruits de mesures qui sont supposés bornés puis propagés dans les équations différentielles 
traduisant la dynamique du système.  
Dans la suite de cette section, nous commençons par définir deux notions importantes pour la 
construction de systèmes bornants : la monotonie et la coopérativité. Puis nous rappellerons des 
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résultats de la littérature ([55], [154]) qui expliquent les étapes de la construction d’un 
observateur intervalle. 
 
2.1 Définitions de base  
Définition 1. [144] 
Monotonie   
On considère l’équation différentielle ordinaire (EDO) suivante : 
 y = 9(>, ) (1) 
 
avec 9:ℝ × ℝ- → ℝ- une fonction localement lipschitzienne. Pour tout couple  (>x, x) ∈ ℝ ×ℝ-, on pose la condition initiale (>x) = x. 
Le système (1) est monotone si :  
 ∀ x, &  ∈ ℝ-, x ≤ &8 ⇒ (>, >x, x) ≤ (>, >x, &),∀> ≥ >x, (2) 
    
avec (>, >x, þ) la solution de (1) obtenue à partir des conditions initiales (>x, þ). 
  
Le champ de vecteur 9 est dit quasi-monotone (QM) si : 
 ∀ (>, ), (>,y) ∈ ℝ × ℝ,  ≤ " ⇒ 9(>, ) ≤ 9(>,y) (3) 
 
Définition 2. [144]  
 
La dynamique non linéaire décrite par : 
 y = 9(), (4) 
est dit coopérative sur l’intervalle [] si tous les termes non-diagonaux de la matrice jacobienne 
de 9 sont non négatifs sur [], autrement dit si : 
 
                                                 
8
 La relation d’ordre ≤ entre deux vecteurs doit être interprétée élément par élément. 
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Õ/Õ¶? () ≥ 0        ∀   ≠ ½, > ≥ >x, (>) ∈ []. (5) 
 
Proposition 1. [55]  
 
Soit le système linéaire suivant : 
 y = z + Ñ(>);    (0) = x (6) 
 
avec { une matrice Metzler (? ≥ 0, ∀ ≠ ½) et Ñ(>) ≥ 2. Si x ≥ 2 alors on a : (>) ≥ 2,∀ > ≥ >x. 
 
2.2 Observateurs intervalles  
 
La théorie des systèmes monotones [144] peut être utilisée pour la synthèse des observateurs 
intervalles. Ces derniers ont été très utilisés pour l’estimation de variables inconnues de systèmes 
biologiques ou chimiques ([57], [55], [58]). En effet, dans ces domaines les données manipulées 
sont toutes positives (densité d’une population, concentration moléculaire,…). Les solutions 
recherchées sont donc toutes positives et très souvent les propriétés de monotonie et de 
préservation d’ordre (2) sont respectées. Ces propriétés permettent par exemple de déterminer, à 
partir de conditions initiales bornées, un encadrement de la trajectoire d’état. Nous présentons 
dans ce paragraphe les différentes étapes et les conditions nécessaires pour la construction d’un 
observateur intervalle avec gain en se basant sur la théorie des systèmes monotones.  
 
Considérons un système non linéaire décrit par : 
 
ü y = 9(, E)               " = ±()          .          2 ∈  2, 2	            K 
(7) 
 
Le système dynamique suivant : 
 
ü¦y k , y k« = È|®, , >¯                 ®(>x)k, (>x)k¯ = (2k, 2k)K (8) 
 
où È| est un champ vectoriel régulier, est un observateur intervalle pour (7) si : 
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1. le système (8) admet une solution pour tout > ≥  0; 
 
2. pour toute condition initiale xx | xx ≤ xx ≤ xx, les solution de (8) vérifient −∞ < (>) ≤(>) ≤ (>) < +∞. 
 
Pour expliquer les étapes de la construction d’un observateur intervalle, nous choisissons de 
présenter un cas relativement simple qui est celui des systèmes partiellement linéaires avec retour 
de sortie [55].  
 
2.3 Systèmes linéaires à une injection de sortie près 
 
Dans [55], un observateur intervalle a été présenté pour des systèmes partiellement linéaires 
décrits par : 
 ly (>) = {(>) + Ç®>, "(>)¯     "(>) = ë(>)                              K (9) 
 
où { ∈ ℝ× et ë ∈ ℝ×w. La fonction Ç:ℝ × ℝw → ℝ est non linéaire par rapport au vecteur 
de sortie ".   
 
L’observateur intervalle développé dans [55] nécessite les hypothèses suivantes : 
 
Hypothèse 1. La paire ({, ë) est détectable.  
 
Hypothèse 2. Il existe un gain } tel que la matrice ({ − }ë) soit Metzler. 
 
Hypothèse 3. Il existe deux fonctions connues Ç et Ç mesurables par rapport au temps >, 
lipschitziennes, telles que : 
 Ç®>, "(>)¯ ≤ Ç®>, "(>)¯ ≤ Ç®>, "(>)¯,∀ ®>, "(>)¯ ∈ ℝ × ℝw. (10) 
Sous les hypothèses 1, 2 et 3, le système : 
 
üy (>) = {(>) + Ç®>, "(>)¯ + }®"(>) − ë(>)¯      y (>) = {(>) + Ç®>, "(>)¯ + }®"(>) − ë(>)¯      (>x) ≤ (>x) ≤ (>x)                                                        K 
(11) 
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est un observateur intervalle pour (9) si les erreurs d’observation f(>) = (>) − (>) et f(>) = (>) − (>) restent toujours non négatives.  
 
 
Positivité de l’erreur d’observation f(*) = (*) − (*) 
 
La dynamique de l’erreur d’observation f(>) est donnée par : 
 fy (>) = y (>) − y(>)= ¦{(>) + Ç®>, "(>)¯ + }®"(>) − ë(>)¯«− ¦{(>) + Ç®>, "(>)¯«= ({ − }ë)®(>) − (>)¯ + ¦Ç®>, "(>)¯ − Ç®>, "(>)¯«                                        = ({ − }ë)f(>) + v(>),                                                                              
(12) 
 
avec v(>) = Ç®>, "(>)¯ − Ç®>, "(>)¯. 
 
D’après l’hypothèse 2, la matrice ({ − }ë) est supposée Metzler et le terme v est positif selon 
l’hypothèse 3 (Ç®>, "(>)¯ ≤ Ç®>, "(>)¯,∀ ®>, "(>)¯). Ainsi, les conditions de la proposition 1 
sont remplies et l’erreur e est toujours non négative. Pour la borne inférieure, un raisonnement 
similaire sur l’erreur d’observation  f(>) = (>) − (>) permet de prouver que f(>) ≥2,∀> ≥ >x. 
 
Convergence de l’observateur  
 
Le lemme 1 présente les conditions nécessaires pour assurer la convergence de l’observateur (11) 
vers un domaine dont la largeur dépend de la précision de l’encadrement (10).  
 
Lemme 1. [114], [55] 
 
Soit le système : 
 fy (>) = ~f(>) + (>), f(0) = f2,(>) ≥ 0,∀> ≥ >x. (13) 
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Si la matrice ~ ∈ ℝ× est Metzler et stable et s’il existe un vecteur constant D ∈ ℝ  tel que (>) ≤ D, alors la solution du système (13) est bornée par la solution du système þy(>) = ~þ(>) +D, þ(0) = þ2 qui admet un point d’équilibre stable fCT = −~1D. 
 
Rappelons que la dynamique de la borne supérieure de l’erreur d’estimation est décrite par : 
 fy (>) = ({ − }ë)f(>) + v(>)  
 
où la matrice ({ − }ë) est Metzler et le terme v(>) est positif. En choisissant un gain } tel que 
la matrice ({ − }ë) soit également Hurwitz, alors les conditions de coopérativité, de stabilité et 
de bornitude (les fonctions Ç®>, "(>)¯ et Ç®>, "(>)¯ sont bornées d’après (10)) du lemme 1 sont 
donc satisfaites. L’erreur d’observation admet alors une borne supérieure – ({ − }ë)&, où  est un vecteur constant bornant v(>).   
 
 
Exemple 1.                             
 
Afin d’illustrer les différentes étapes de synthèse, prenons l’exemple présenté dans [55] qui porte 
sur l’étude d’une population (de poissons par exemple) représentée par sa biomasse modélisable 
par le système suivant : 
 
ÛÝ
Þ ¶y&(>) = −(^& + ;&)¶&(>) + (>, ¶*)          ¶y(>) = ;&¶&(>) − (; + ^)¶(>)             ¶y*(>) = ;¶(>) − ^*¶*(>) − A(>)¶*(>)    %(>) = ¶*(>)                                                       K 
(14) 
 
Les états ¶&, ¶ et ¶* représentent respectivement les trois stades de développement de cette 
population : larves, jeunes et adultes. Ce sont donc par définition des quantités strictement 
positives de même que les taux de mortalité ^  et d’accroissement (natalité) ;. La loi de 
reproduction (le groupe est engendré par le groupe) est définie par la relation suivante : 
 (>, ¶*) = (>)¶* + ¶* , (>) > 0,  > 0. (15) 
 
Le terme −A(>)¶* dans la troisième équation d’état correspond à un prélèvement dans la 
population adulte et la seule mesure disponible correspond logiquement à celle de la population 
adulte ¶*. Les paramètres (>) et A(>) sont incertains mais bornés : 
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 ≤ (>) ≤ , A ≤ A(>) ≤ A,∀> > 0. (16) 
Vérification de l’hypothèse 1  
 
Nous pouvons réécrire le système (14) sous la forme partiellement linéaire suivante : 
 @y (>) = {(>) + Ç(>, )"(>) = ë(>)                   K 
 
 
où { = Å−(^& + ;&) 0 0;& −(; + ^) 00 ; −^*Æ, ë = (0 0 1),    Ç(*, ) = Ù r(,`)x()`Ú. 
 
La matrice d’observabilité  ëë{ë{0 = Å
0 0 10 ; −^*
;&; −;(; + ^ + ^*) ^*²Æ est de rang 3, la  
 
paire ({, ë) est observable et donc détectable. 
 
 
Vérification de l’hypothèse 2  
 
La matrice ({ − }ë) = Å−(^& + ;&) 0 0;& −(; + ^) 00 ; −^* − ï*Æ où le gain } = (0 0 ï*)k, 
avec ï* > 0, est stable et Metzler. En effet, les termes hors diagonale ;& et ; sont les taux 
d’accroissement tous positifs et les valeurs propres (situées sur la diagonale) de la matrice ({ − }ë) sont toutes négatives. 
 
 
Vérification de l’hypothèse 3  
On peut  déduire de  (15) et (16) un encadrement pour le terme (>, ¶*) ∶ 
 ¶* + ¶* ≤ (>, ¶*) ≤ ¶* + ¶*. (17) 
 
Il existe donc deux fonctions Ç(, , A, A, ) et Ç (, , A, A, ) telles que :  




Ç(, , A, A, ) = ¤ ¶* + ¶*0−A¶*¬ ≤ Ç(*, ) ≤ Ç(, , A, A, ) = ¤
¶* + ¶*0−A¶*¬. 
 
Nous pouvons alors construire un observateur intervalle pour le modèle (14) avec un gain  =  (0 0 ï*)k ,    ï* > 0 : 
 @y  = ({ − }ë) + Ç(, , A, A, ) + (0 0 ï*)k"y  = ({ − }ë) + Ç(, , A, A, ) + (0 0 ï*)k"K. (18) 
 
 
Convergence de l’observateur  
 
La convergence de l’observateur  (18) est assurée par le lemme 1 car l’erreur totale f − f est 
majorée par la quantité – ({ − }ë)&D = −({ − }ë)& Ù _>_©x(>©)`MÚ. Le vecteur D est obtenu 
par majoration de la différence Ç − Ç = Ù>M`>M`x© Ú − Ù
©M`>M`x> Ú.  
 
La monotonie de la fonction Ç par rapport à ses arguments a permis de construire un 
encadrement avec les fonctions Ç et Ç. La fonction Ç peut par exemple contenir, en plus du 
retour de sortie, un vecteur de paramètres θ borné ( ∈ [, ]) et la présence de et 	engendre un couplage entre les fonctions Çet Ç. La construction de l’observateur intervalle 
est alors plus complexe ([114], [115], [129]). Dans l’observateur (11) le bruit de mesure est 
négligé. Dans une approche à erreurs bornées, le bruit est supposé borné et de bornes connues a 
priori. La prise en compte de ces bornes peut être effectuée dans (11) sans développements 
supplémentaires. 
 
La classe de systèmes décrits par (9) est assez restrictive. Afin de rendre possible la construction 
d’observateurs intervalles pour une plus grande classe de systèmes et notamment les systèmes 
fortement non linéaires, il est possible grâce à une linéarisation intervalle de les transformer en 
systèmes LPV ou qLPV. C’est le cas des travaux ([154], [128]) que nous présentons dans le 
paragraphe suivant. Le choix de la transformation d’un système non linéaire sous une forme LPV 
(plutôt qu’une forme LTI ou LTV) est motivé par la possibilité qu’offre la représentation LPV de 
définir des paramètres décrivant des systèmes dont les caractéristiques dynamiques évoluent en 
fonction des conditions de fonctionnement.   
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2.4 Observateurs intervalles pour des systèmes LPV ou qLPV  
 
La description de dynamiques non linéaires par des modèles LPV a suscité, au sein de la 
communauté commande/diagnostic, un intérêt croissant  qui est motivé par la disponibilité de 
techniques de synthèse pour cette classe de modèles. Dans les modèles LPV, les matrices dans les 
équations d’états (matrice d’état et/ou de commande) dépendent d’un vecteur d’ordonnancement Ð variant dans le temps. Ce paramètre peut être connu en étant directement mesurable ou fonction 
de variables mesurables. Lorsque Ð dépend du vecteur d’état non mesurable, le système est dit 
qLPV. Dans un contexte à erreurs bornées, le vecteur Ð est supposé inconnu mais variant dans un 
domaine compact connu a priori. Les systèmes LPV sont décrits par la représentation d’état 
suivante : 
 
ly(>) = {®Ð(>)¯(>) + ®Ð(>)¯E(>)"(>) = ë®Ð(>)¯(>) +®Ð(>)¯E(>)K. (19) 
 
Nous rencontrons dans la littérature deux principales classes de modélisation LPV et qLPV. La 
première, basée sur des approximations, consiste à construire un ensemble de modèles Linaires à 
Temps Invariant (LTI) obtenus autour de points d’équilibre ou de points de fonctionnement. 
Ensuite ces modèles LTI sont interpolés à l’aide de fonctions d’interpolation afin de reproduire 
une approximation du fonctionnement du système non linéaire. La seconde classe utilise des 
transformations permettant de capturer les non linéarités en choisissant convenablement des 
variables d’état mesurables en tant que vecteur d’ordonnancement. Les techniques les plus 
utilisées sont : 
 
– méthode de linéarisation jacobienne (voir par exemple [35], [102], [148]) ; 
– méthode de « transformation d’état »  [138] ; 
– méthode de la "fonction de substitution" qui a été proposée notamment pour des applications 
aéronautiques [139] ; 
– méthode de transformation polytopique convexe [120]. 
 
La plupart de ces techniques de linéarisation sont basées sur des approximations d’où une perte 
d’informations. Dans [154], une méthodologie basée sur  une linéarisation intervalle garantie est 
proposée pour la transformation qLPV d’un système non linéaire et la synthèse d’un observateur 
intervalle utilise une démarche similaire à celle de la sous-section 2.3. Le calcul ensembliste 
permet d’effectuer une linéarisation autour de la trajectoire du vecteur d’état au lieu d’une 
linéarisation ponctuelle. Nous rappelons ici cette technique présentée dans [154] pour des 
systèmes non autonomes. 
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2.4.1 Linéarisation garantie pour des systèmes non linéaires 
Considérons un système non linéaire décrit par : 
 @y(>) = 9((>), E(>))"(>) = °((>), E(>))K. (20) 
 
En utilisant les fonctions d’inclusion moyennes des fonctions 9	et ° et moyennant un 
changement de variables sur l’état 	et l’entrée E,  il est possible de tranformer le système (20) 





Fonction d’inclusion moyenne  
 
On appelle fonction d’inclusion moyenne de 9, la fonction intervalle : 
 [9(Ð(>))] ∈ 9( , E) + gM 		([], [E])((>) − ) + [gN]([], [E])(E(>) − E) (21) 
 
où Ð(>) = ((>), E(>)),  ∈ [], gM = Ô9®Ð()¯Ô() 	et gN = Ô9®Ð()¯ÔE() 	sont respectivement les matrices  
 
jacobiennes de la fonction 9 par rapport à  et E, gM 			et gN 			sont respectivement une fonction 
d’inclusion pour gMet gN. Le point  	est généralement choisi comme étant le centre de []. 
 
Après un changement de variables : (>) = (>) −  ,(>) = E(>) − E et l’évaluation des 
domaines gM 		, gN 			nous obtenons la représentation qLPV suivante pour l’équation d’état de  
(20) : 
 y (>) = {®Ð(>)¯(>) + ®Ð(>)¯(>). (22) 
 
Un raisonnement identique sur l’équation de mesure du système (20) permet d’obtenir la 
représentation LPV suivante : 
 y(>) = "(>) − °( , E) = ë®Ð(>)¯(>) +®Ð(>)¯(>). (23) 
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Les matrices {®Ð(>)¯,®Ð(>)¯, ë®Ð(>)¯	et	®Ð(>)¯	dépendent de l’état (>)	à travers le 
paramètre	Ð(>). Pour cette raison, le système décrit par (22) et (23) est dit quasi-LPV (qLPV). A 
partir de cette forme qLPV, un observateur intervalle est construit en utilisant une structure 
similaire à (11). 
2.4.2 Observateur intervalle pour des systèmes qLPV  
On considère le système qLPV constitué par les équations (22) et (23). Par souci de clarté, les 




ÜÞy(>) = {(>) + (>) + }®y(>) − y(>)¯	y(>) = {(>) + (>) + }®y(>) − y(>)¯		y(>) = ë(>) +(>)																																						y(>) = ë(>) +(>)																																						 K 
(24) 
 
est un observateur intervalle pour (22) - (23) si la relation d’ordre  (25) est assurée : 
 (>) ≤ (>) ≤ (>),∀> ≥ >x. (25) 
On note { et {	les bornes supérieure et inférieure (élément par élément) de  la matrice { (idem 
pour les matrices , ë, et le gain }). 
 
En supposant que la sortie y	est affectée par un bruit de mesure borné par la valeur 4 (a priori 
connue), on obtient l’encadrement suivant : 
 [y(>)] = [y(>) − 4,y(>) + 4	], (26) 
avec y	le vecteur de mesure. 
 
En utilisant (26), le système (24) devient : 
 
ÛÜÝ
ÜÞ y(>) = ®{− }ë¯	(>) + ®− }¯(>) + }(y(>) + 4)										y(>) = ®{− }ë¯	(>) + ® − }¯(>) + }(y(>) − 4)											
y(>) = ë(>) +(>)																																																																										
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Dans la suite, nous allons étudier la positivité des erreurs d’observation ainsi que la convergence 
de (27). Afin de simplifier les preuves, les gains } et } sont choisis égaux, soit } = } = }. 
 
Positivité de l’erreur 
 
La dynamique de l’erreur d’observation pour la borne supérieure de l’observateur intervalle 
est établie dans ([154], [128]) ; elle est définie par : 




 v(>) = ® − }¯(>) + }(y(>) + 4) − {®Ð(>)¯(>) − ®Ð(>)¯(>). (29) 
 
Pour la borne inférieure de l’observateur intervalle, la dynamique de l’erreur d’observation est 
donnée par : 
 
fy(>) = y (>) − y(>) = −®{− }ë¯f −v(>). (30) 
avec  
 v(>) = ® − }¯(>) + }(y(>) + 4) − {®Ð(>)¯(>) − ®Ð(>)¯(>). (31) 
 
Dans les lignes qui suivent, les matrices {,, ë	et  seront indifféremment désignées par une 
matrice générique	. Nous n’étudierons ici que le cas de la borne supérieure, un raisonnement 
analogue pouvant être fait pour la borne inférieure. Les matrices désignées par 	étant toutes 
supposées bornées, nous pouvons écrire : 
 
 = + ∆ =  − ∆. (32) 
 
La relation (32) nous permet d’écrire : 
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 − =  − ®− ∆¯ 																																																				= ( − ) + ∆ = f + ∆. (33) 
 
En injectant la relation (33) dans l’équation (28), la dynamique de l’erreur d’observation sur la 
borne supérieure s’écrit : 
 
  




fy = ®{ − }ë¯f + [(∆{ − }∆ë)+ (∆ − }∆)+ }4]= ®{− }ë¯f +v, (34) 
 
avec v = (∆{ − }∆ë)+ (∆ − }∆)+ }4. 
 
Ainsi, d’après le lemme 1, le choix d’un  gain }	tel que : 
 
• la matrice ®{− }ë¯ soit stable et Metzler et 
• le terme v	soit positif, 
conduit à une erreur d’observation f	non négative. L’ensemble 1 des gains remplissant cette 
double condition est défini par : 
 
& = } ∈ ℝ- × ℝ-"|®{− }ë¯?,? ≥ 0, () ≥ 0	. (35) 
 
Suivant un raisonnement similaire, l’ensemble 2 des gains assurant la positivité de l’erreur 
d’observation pour la borne négative est défini par : 
 
 = } ∈ ℝ- × ℝ-"|®{− }ë¯?,? ≥ 0, () ≥ 0	, (36) 
 
avec v = (∆{ − }∆ë)+ (∆ − }∆)+ }4. 
 
L’intersection  = & ∩ 	 donne alors l’ensemble des gains assurant la coopérativité de l’erreur 
d’observation pour l’observateur (27). La garantie d’estimation de bornes encadrant les 
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trajectoires des états inconnus est ainsi assurée et il est possible également d’agir sur la vitesse de 
convergence de l’observateur (27) en choisissant des gains adéquats dans l’ensemble . 
 
Convergence de l’observateur 
 
Il s’agit plus précisément de prouver que les bornes inférieure et supérieure de cet observateur 
convergent asymptotiquement vers un intervalle dont l’amplitude dépend de la précision de la 
linéarisation (23) - (24). Pour cela, il est judicieux de s’intéresser à la dynamique des estimées du 
centre 	(>)	et du rayon f(>) de cet intervalle. 
 
ÛÜÝ
ÜÞ(>) = ®(>) + (>)¯0 																																																																										





ÜÞf(>) = ®(>) − (>)¯0 																																																																												
y f(>) = 10Ù®{− }ë¯	(>) + ® − }¯(>) + }(y(>) + 4) −®{− }ë¯	(>) + ®− }¯(>) + }(y(>) − 4) Ú
K. 
(38) 
               
Par définition, les bornes supérieure et inférieure de la matrice générique  ∈ {{,, ë,} 
peuvent être écrites sous la forme : 
 
 = Ù^[] + []0 Ú , = Ù^[] − []0 Ú. (39) 
En intégrant les relations (39) dans les équations (37) - (38), on obtient des équations régissant la 
dynamique des estimées du centre (>)	et du rayon f(>) :  
 
Ù y (>)y f(>)Ú = 0(^[{] − }^[ë]) ([{] − }[ë])([{] − }[ë]) 0(^[{] − }^[ë])Z[[ [[[[[[[[[\[[[ [[[[[[ []
{.
 (>)f(>)+vf(>), (40) 
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    avec vf(>) = ¦([]}[])([]}[])«(>) + ¦}®u[]­()¯}[] «. 
 
Si {.	est Metzler et asymptotiquement stable et si vf(>)	est borné par un vecteur positif f, 
alors le lemme 1 garantit la convergence de l’estimation vers une boule de centre	_ et de 
rayon f_ tels que : 
 
Ù _f_Ú = −{.1f. (41) 
 
La technique de construction d’un observateur intervalle pour des systèmes qLPV suppose la 
connaissance a priori de certaines informations sur le domaine de l’état inconnu . En effet, la 
synthèse du gain } prend en compte le fait qu’il doit permettre d’obtenir un terme v positif. Or, 
ce terme v est fonction de l’état inconnu  via la variable	(>) = (>) − .  
Le gain } permet certes de maîtriser la convergence de l’observateur intervalle, mais cette 
précision dans l’estimation reste limitée par la taille du domaine borné des incertitudes. Pour 
améliorer l’estimation, nous avons évoqué dans la section 1 l’idée d’associer aux observateurs 
intervalles, une technique robuste à base de modes glissants reconnus pour leur insensibilité face 
aux incertitudes d’un modèle et la convergence en temps fini de ces observateurs.  
 
3. Observateurs mixtes 
 
L’approche que nous allons proposer [31] consiste à utiliser un différentiateur numérique HOSM 
(voir chapitre 1) pour estimer la partie fortement observable du vecteur d’état ainsi que sa 
dérivée. Ces dernières sont alors injectées dans les équations de l’observateur intervalle pour 
améliorer l’estimation de la partie non fortement observable de l’état. Il est possible, sous 
certaines conditions d’observabilité ou de détectabilité fortes, de réécrire un système sous une 
forme canonique, en général partiellement linéaire, où l’état est séparé en deux parties : sa partie 
fortement observable ou détectable et une deuxième partie qui ne l’est pas. Le paragraphe 3.1 qui 
suit sert à rappeler les notions d’observabilité/détectabilité forte et nous y présenterons aussi la 
transformation permettant de scinder ainsi l’état du système initial en deux parties. 
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3.1 Observabilité et détectabilité fortes  
 
Considérons un système LTI décrit par : 
 @y(>) = {(>) + (>)									%(>) = ë(>)																											K (42) 
 
où	 ∈ ℝ, % ∈ ℝ,  ∈ ℝ	sont respectivement l’état, la sortie et une entrée inconnue. Les matrices 








Le système (42) est dit fortement observable si pour toute condition initiale (>x) et toute entrée 
inconnue (>), la sortie %(>) 	≡ 	0, ∀>	 ≥ 	0, implique que (>) 	≡ 	0,∀>	 ≥ 	0.	
 
D’après [43], les assertions suivantes sont équivalentes : 
 
• Le système (42) est fortement observable. 
 
• Le triplet ({,, ë) ne possède aucun zéro invariant9. 
 
• Le système a un degré relatif  par rapport à l’entrée inconnue	(>). 
 




Le système (42) est dit fortement détectable si pour toute condition initiale (>x) et pour toute 
entrée inconnue	(>), la sortie %(>) 	≡ 	0,∀>	 ≥ 	 >x, implique que (>) → 0, > → 		∞. 
 
                                                 
9
 x 	 ∈ 	ℂ	 est appelé un zéro invariant de ({,, ë) si ((x)) 	≤ 	 + 	(), où () est la matrice de 
Rosenbrock du système (42)  donnée par :	() = ¦ − { −ë 2 «. 
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Nous avons également les équivalences suivantes : 
 
• Le système (42) est fortement détectable. 
 
• Les zéros invariants du triplet ({,, ë)  satisfont () < 0. 
 
Pour les systèmes présentant partiellement des propriétés d’observabilité ou de détectabilité forte, 
il est prouvé dans ([63], [7]) qu’il est possible de trouver une transformation linéaire À qui permet 
d’isoler la partie fortement observable/détectable.  
 
3.1.2 Transformation linéaire et forme canonique 
Dans ce paragraphe, nous allons présenter la transformation linéaire À pour les systèmes 
partiellement fortement détectables (voir par exemple [63], [7]). Cette transformation de l’état 
permet également de découpler l’entrée inconnue  d’une partie de l’état x. 
 
Soit une matrice À définie par : 
 À = +(ë)ë , (43) 
 
où   = 2 et la matrice  (ë) = [(ë)k(ë)]&(ë)k 	 est la pseudo-inverse à gauche de ë. 
Le scalaire ë ≠ 0 dans (42) et de manière générale, on a 	(	ë) = 	(). 
 
L’inverse À	&	de À	est donnée par : 
 À	1 = [ − ((ë)ë)]((ë)ë). (44) 
Soit la transformation	þ = À, il est alors possible de partitionner le vecteur d’état þ	en deux 
parties þ&		et þ	telles que : 
 
üþ = [þ&		þ]k 													þ& = (ë)ë										þ = 																			 K 
 
avec þ& ∈ ℝª , þ ∈ ℝ¹ 	et & +  = . 
 
La dynamique du système dans la base z est décrite par : 
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0 ⋯ 0⋮ ⋱ ⋮⋮ ⋯ ⋮0 ⋯ 0δ ⋯ 0WX
Y
, 
 ë& = (1	0	⋯ 	0), 	& = (0	0	⋯)k,  ≠ 0. 
 
Les matrices {&	et {	sont de dimensions appropriées et on a δ = 1 si le degré relatif10  du 
système (42) est inférieur au rang x de la matrice d’observabilité ² définie par : 
 
² = ¤ ëë{⋮ë{&¬. 
 
Pour  = x,	on a δ = 0. Quand la sortie % ≡ 0,	la dynamique du système (45) se trouve réduite à þy = {þ. Les valeurs propres de la matrice {	correspondent alors aux zéros invariants du 
système. Si la matrice {	est Hurwitz, alors le système (45) est dit à minimum de phase et % ≡ 0	implique que z(>)	tend vers 0. 
La transformation linéaire À	est ici utilisée pour des systèmes invariants dans le temps. Dans le 
paragraphe qui suit, nous l’appliquerons à des systèmes LPV pour obtenir une forme canonique 
semblable à (45) nous permettant de construire un observateur mixte. 
3.2 Observateur mixte 
 
Nous allons à présent construire un observateur mixte pour des systèmes LPV décrits par : 
 ∑ ∶ l y (>) = {®Ð(>)¯(>) + ®Ð(>)¯E(>)			"(>) = ë(>),			(>) = " + (>)											K, (46) 
                                                 
10
 Le degré relatif d’un système est défini dans l’annexe A. 
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avec  ∈ ℝ, " ∈ ℝw, E ∈ ℝ l’état, la sortie, l’entrée et Ð ∈  ⊂ ℝT ,		le vecteur des 
paramètres. Ici, nous supposons que le domaine  est connu et borné, les paramètres ne sont pas 
forcément mesurables. 	est le signal mesurable affecté par le bruit de mesure . Les matrices { ∶ 	 → ℝ×,:	 → ℝ× sont de dimensions appropriées et connues. 
 
Le choix de la modélisation LPV a déjà été motivé dans le paragraphe 2.4 et permet une 
éventuelle extension aux systèmes non linéaires moyennant, par exemple, une linéarisation 
jacobienne. 
 
Nous faisons l’hypothèse générale que l’état, l’entrée et le bruit de mesure sont bornés et de 
bornes connues entraînant que  est également borné (de borne connue). 
 
 
Hypothèse 4. Les signaux	, E	et  sont bornés et on a : 
  ‖‖ ≤ , ‖E‖ ≤  , ‖‖ ≤ s; 			, ,s > 0. (47) 
 
Dans la suite de ce paragraphe et pour plus de clarté dans la présentation, nous allons considérer 
le cas mono-sortie ( = 1) sans aucune perte de généralité. 
 
3.2.1 Transformation linéaire pour les systèmes LPV 
Nous faisons une deuxième hypothèse sur l’existence d’une transformation semblable à celle 
définie en 3.1.2 qui permet de décomposer le système (46) en deux sous-systèmes interconnectés. 
 
 
Hypothèse 5. Il existe une matrice inversible	¡(Ð) ∈ 	ℝ×, pour tout	Ð	 ∈ , telle que (46) peut 
être représenté sous la forme : 
  = ¡(Ð)þ, % = ëxþ&, þ = [þ&k , þk]k 
 
 																																		∑&:		þy& = {xþ& + ¢x[,&&(Ð)Àþ& + ,&(Ð)Àþ + ¢&(Ð)ÀE(>)] 
 
(48) 
									∑: þy = {&(Ð)þ& + {(Ð)þ + (Ð)E(>)									 (49) 
où 
 





T0 1 0 ⋯ 0⋮ 0 1 ⋮ ⋮⋮ ⋮ ⋱ ⋱ 00 ⋮ ⋱ ⋱ 10 0 ⋯ ⋯ 0WX
Y
, ëx = (1	0	⋯ 	0),¢x = (0	0	⋯1)k  
 
est une représentation canonique. Les fonctions	,&&(Ð),	,&(Ð),	¢&(Ð) et les matrices {&(Ð), {(Ð), (Ð) sont de dimensions adéquates. 
 
Le sous-système (48) est fortement observable étant donné qu’il est sous une forme canonique 
définie par (ëx,{x,¢x). Par ailleurs, le système (46) n’est pas nécessairement détectable et sa 
dynamique peut être à non-minimum de phase (voir [140] pour plus de détails) étant donné 
qu’aucune hypothèse n’a été faite sur la stabilité de la matrice {(Ð). Dans ce cas, l’approche 
intervalle se révèle utile, car il est difficile d’appliquer la technique classique des modes glissants 
aux systèmes n’étant pas à minimum de phase. Notons que lorsque & = 1 et en choisissant Ì& = %,		il s’agit d’une linéarisation par retour de sortie et l’hypothèse 5 est donc toujours valable. 
Toutes ces considérations justifient l’existence d’un sous-système fortement observable. 
 
La matrice {(Ð)	peut donc être instable et nous faisons l’hypothèse d’un retour de sortie 
permettant de la stabiliser. 
 
Hypothèse 6. Il existe une fonction vectorielle 9(Ð) ∈ ℝ¹  telle que : 
 [{(Ð)þ + (Ð)E(>)] − 	9(Ð)[,&(Ð)Àþ + ¢&(Ð)ÀE(>)] = 	∆&þ 	+ 	∆(Ð)E(>).	
 ∆&∈ ℝ¹×¹ 	est une matrice stable et indépendante de Ð	; 	∆(Ð) ∶  → ℝ¹×	est une fonction 
vectorielle. 
 
3.2.2 Synthèse de l’observateur mixte 
Après avoir isolé la partie fortement observable du système (46), nous allons à présent montrer 
les différentes étapes de la synthèse de l’observateur mixte. L’hypothèse 7 qui suit est générale 
dans la théorie des observateurs intervalles. Une matrice de passage non-singulière P  est utilisée 
pour rendre ∆&	stable et Metzler. 
 
 
Hypothèse 7. Il existe une matrice ² ∈ ℝ¹×¹ 	telle que la matrice 	 = ²&∆&² soit stable et 
Metzler. 
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En se basant sur ces hypothèses, nous proposons d’utiliser le différentiateur HOSM (45) présenté 
au chapitre 1 pour estimer la partie þ& du vecteur d’état et sa dérivée þy&. L’injection de ces 
informations dans l’équation (48) permettent de fournir une estimation du signal ,&(Ð)Àþ +¢&(Ð)ÀE(>), qui peut être utilisée dans la construction d’un observateur intervalle pour le sous-
système (49) dans la base i = ²&þ.  
 
D’après l’hypothèse 5, la sortie % du sous-système (48) possède & dérivées. En utilisant le 
théorème 2 du chapitre 1 et l’hypothèse 4, il existe des paramètres ;z , 	 = 	0, … , & dans le 









et X > 0 tels que pour tout > ≥ X : 
 =Uz(>) − %(z)(>)= ≤ <zs¦ª&zª& «, 	 = 	0, … , & 
 
pour des constantes <z > 0	; 	Uz(>) est l’estimée de la dérivée %(z)(>). 
 
Ainsi, 




ÜÞ þ&,(>) = ¤&(>)																																					=f&,(>)= ≤ <&s¦ªª& «,  = 1, … , &|f(>)| ≤ <ªs¦ &ª&«																													 K. 
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Les variables þ& et ¤ª sont calculées à l’aide du différentiateur HOSM et sont donc utilisées 
dans l’observateur intervalle comme des entrées. Les erreurs f&	et f sont bornées par une 
fonction dépendant de la constante s. 
 
La substitution de ces variables dans la dernière équation de (48) donne : 
 ¤ª(>) + f(>) = ,&&(Ð)À[þ&(>) + f&(>)] + ,&(Ð)Àþ + ¢&(Ð)ÀE(>) 
 
qui peut également se réécrire sous la forme : 
 ,&(Ð)Àþ + ¢&(Ð)ÀE(>) = ¤ª(>) + f(>) − ,&&(Ð)À[þ&(>) + f&(>)]. (50) 
 
La substitution de (50) dans (49) conduit à : 
 þy = {&(Ð)þ& + [{(Ð)þ + (Ð)E(>)]= {&(Ð)[þ&(>) + f&(>)] + ∆&þ 	+ 	∆(Ð)E(>)+ 9(Ð)[,&(Ð)Àþ + ¢&(Ð)ÀE(>)]= {&(Ð)[þ&(>) + f&(>)] + ∆&þ 	+ 	∆(Ð)E(>)+ 9(Ð) ,¤ª(>) + f(>) − ,&&(Ð)À[þ&(>) + f&(>)]2 
 þy = ∆&þ + [{&(Ð) − 9(Ð),&&(Ð)À][þ&(>) + f&(>)] + 9(Ð)¤ª(>) + f(>)	+	∆(Ð)E(>) 
 
(51) 
D’après l’hypothèse 6, le système (51) est stable. En utilisant la transformation de 
coordonnées	i = ²&þ, le système (51) peut être réécrit sous la forme :  
 iy = i + Â&(Ð)[þ&(>) + f&(>)] + Â(Ð)¤ª(>) + f(>)	 +	Â*(Ð)E(>) (52) 
avec 
 
	üÂ&(Ð) = 	²&[{&(Ð) − 9(Ð),&&(Ð)À]	Â(Ð) = 	²&9(Ð)																																				.		Â*(Ð)	= ²&∆(Ð)																																					 K 
 
La dynamique (52) est coopérative et stable, et toutes les variables de la partie droite de 
l’équation (52) sont bornées pour Ð ∈  : 
 




ÜÞ Â? ≤ Â?(Ð) ≤ ÂL, ½ = 1, 2,3, ‖E‖ ≤  										=f&,(>)= ≤ f&, = <&s¦ª¥ª& «,  = 1,… , &|f(>)| ≤ f = <ªs¦ &ª&«																																
K ,∀> > X 
 
où les matrices Â?, ÂL, ½ = 1, 2,3	sont connues.  
 
Un observateur intervalle pour (52) est alors proposé en se basant sur une majoration des termes Â?(Ð). Il est décrit par :  
 iy = i + ¦Â& − Â&« þ& + ¦Â& − Â&« þ& + ¦Â& + Â&« f&+ ¦Â − Â«¤ª + ¦Â − Â«¤ª + ¦Â + Â« f+ ¦Â* + Â*«  
(53) 
 
 iy = i + ¦Â& − Â&« þ& + ¦Â& − Â&« þ& − ¦Â& + Â&« f&+ ¦Â − Â«¤ª + ¦Â − Â«¤ª − ¦Â + Â« f− ¦Â* + Â*«  
 
(54) 
avec { = max(2,{)	 et { = { − {. 
 
Positivité de l’erreur d’observation ¦(>) = i(>) − 	i(>)	: 
 
La dynamique de l’erreur d’observation ¦	est décrite par : 
 ¦y (>) = iy (>) −	iy(>) = 	¦(>) + §(>) 
 
où : 
 §(>) = ¦Â& − Â&« þ&(>) + ¦Â& − Â&« þ&(>) + ¦Â& + Â&« f& + ¦Â − Â«¤ª(>)+ ¦Â − Â«¤ª(>) + ¦Â + Â« f + ¦Â* + Â*« − ¦Â&(Ð)[þ&(>) + f&(>)] + Â(Ð)¤ª(>) + f(>)	 +	Â*(Ð)E(>)«. 








La matrice  étant Metzler, il nous faut prouver que § > 2	afin d’assurer la positivité de l’erreur ¦. 
 
• Termes en 	þ&	et ¤ª 
Posons å = ¦Â? − Â?« ¨ + ¦Â? − Â?« ¨ − Â?(Ð)¨(>)	où ½ = 1,2 pour ¨ = þ&, ¤ª. 
 å = ¦Â? − Â?« ¨ + ¦Â? − Â?« (¨ − ¨) − Â?(Ð)¨ 
											= ¦Â? − Â? + Â? − Â?« ¨ − ÙÂ? − Â? + Â?(Ð)Ú ¨ 
																																					= ¦Â? − Â?«Z[\[[]å1 ¨ − Ù−Â? + Â?(Ð)ÚZ[[[[\[[[[]å0 ¨. 
 
Or 	å1 > å0 > 0 car on a  Â? ≤ Â?(Ð) ≤ ÂL et	¨ ≥ ¨. Le terme å est donc positif.  
∑  
∑0,	þ2  
∑1	 Différentiateur HOSM þ&  
þ&,¤ª  E 
 
	i = ²&þ 
 i, i 
Observateur 
intervalle 
" = ë 
=¡(
Ð)þ	
Figure 2.1 Schéma récapitulatif de l’observateur mixte. 
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• Termes en f&, f	et u 
 
Posons  © = ¦Â? + Â?«ª − Â?(Ð)ª(>) où ½ = 1,2,3 pour ª = f&, f	et u. 
On a d’une part : Â? ≤ Â?(Ð) ≤ ÂL ≤ Â? = max(2, ÂL) et d’autre part	=f?(>)= ≤ f? , ‖E‖ ≤  . 
De plus la matrice Â? ne contient, par définition, que des termes positifs ou nuls. On déduit donc 
que : ¦Â? + Â?«ª ≥ Â?(Ð)ª(>). 
Par suite, le terme © est positif. 
 
Les termes å et © étant positifs, alors §	est aussi positif. Nous avons donc démontré la positivité 
de l’erreur ¦. Par un raisonnement similaire, on montre aussi que l’erreur	¦ = i − i	 est positive. 
L’état i est donc borné et on a : 
 −∞ < i(>) 	≤ i(>) ≤ i(>) < ∞. 
 
à partir des conditions initiales : 
 i(X) 	≤ 	i(X) 	≤ 	 i(X). (55) 
 
L’instant X correspond à la convergence du différentiateur HOSM et donc à l’initialisation de 
l’observateur intervalle. L’encadrement du vecteur d’état i est alors vérifié à partir de cet instant. 






þ(>) ≤ þ(>) = ²i(>) ≤ þ(>)þ(>) = ²i(>) − ²i(>)									þ(>) = ²i(>) − ²i(>)									þ&(>) ≤ þ&(>) ≤ þ&(>)																þ&(>) = þ&(>) − f&(>)																þ&(>) = þ&(>) + f&(>)																
K. 
 
On pose þ = ,þ&k , þk2k et þ = þ&k , þk	k. Le lemme suivant permet d’effectuer le retour dans 
la base initiale x. 
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Lemme 2.  
Soit un vecteur « ∈ ℝ borné par « et « (i.e.	« 	≤ 	«	 ≤ 	«), et {	 ∈ ℝ× une matrice constante, 
alors : {« 	− 	{« 	≤ 	{«	 ≤ 	{« 	− 	{«. 
 
Si {	 ∈ ℝ×	est une matrice variable telle que :	{ 	 ≤ 	{	 ≤ 	{, avec	{, { ∈ ℝ× ,	alors on a : 
 {« − {« − {« + {« ≤ « = {« ≤ {« − {« − {« + {« 
 
 
Preuve du lemme 2 : 
 
1. Les relations { = max(2,{) et { = { − { permettent de réécrire 	{ = { − {.  
L’encadrement de l’état  est multiplié d’une part par la matrice {	: 
 {« ≤ {« ≤ {«, 
et d’autre part par la matrice {	:  {« ≤ {« ≤ {«. 
 
La différence entre ces deux dernières relations conduit à : 
 {«− {« ≤ {« = ({« − {«) ≤ {«−	{«. 
 
2. Il est possible de réécrire l’encadrement précédent sous la forme : 
 { ¦« − «« − {®« − «¯ ≤ {« = ({«− {«) ≤ {®« − «¯ −	{ ¦« − ««. 
 
En considérant la relation { 	≤ 	{	 ≤ 	{	appliquée aux matrices {	et {, il vient que : 
 {« − {« − {« + {« ≤ « = {« ≤ {« − {« − {« + {«.  
  
Ainsi, d’après le lemme 2, les bornes du vecteur d’état  sont données par : 
 ¡þ − ¡þ − ¡þ + ¡þ ≤  = ¡(Ð)þ ≤ ¡þ − ¡þ − ¡þ + ¡þ (56) 
 
L’observateur mixte (53)-(54) peut alors être résumé par le théorème 1. 




Théorème 1. On suppose que les signaux E,  et % sont bornés et les hypothèses 5, 6, 7 valides 
pour le système (46). Alors, il existe un ensemble de paramètres ;z , 	 = 	0, … , & pour le 
différentiateur HOSM (45) (chapitre 1) et une constante X > 0 tels que pour tout > ≥ X, 
l’encadrement (56) soit vrai après l’initialisation de (53) et (54) avec (55). 
 
Remarque 1. Les hypothèses 6 et 7 peuvent être relaxées s’il existe une fonction 9(Ð) ∈ ℝ¹  
telle que : 
 [{(Ð)þ + (Ð)E(>)] − 	9(Ð)[,&(Ð)Àþ + ¢&(Ð)ÀE(>)] = 	∆&(Ð)þ 	+ 	∆(Ð)E(>) 
 
pour une matrice ∆&(Ð) ∶  → ℝ¹×¹ 	Metzler et stable et ∆(Ð) ∶  → ℝ¹×. Les résultats du 
théorème 1 peuvent alors s’obtenir en utilisant la même méthodologie et un observateur intervalle 
semblable à celui proposé dans [128]. 
 
Remarque 2. La condition de bornitude du vecteur d’état peut être relaxée étant donné que 
l’observateur intervalle est valide seulement au bout d’un temps fini. Nous avons donc besoin de 
la bornitude du vecteur d’état sur un horizon >	 ∈ 	 [0,X] avec X ≤ X, où X est donné dans le 
théorème 1. 
 
Les conditions du théorème 1 sous-entendent que l’observateur intervalle (53)-(54) ne commence 
à fournir des résultats garantis qu’à partir de l’instant	> = X. L’instant T se détermine en ligne en 
vérifiant la propriété :  
 ê¬k|Ux(>) 	− 	­(>)| 	≤ 	:,	 
où : > 0 est une constante qui dépend du pas de discrétisation utilisé pour l’implémentation du 
différentiateur HOSM. Dans le cas où il n’y a pas d’erreur de calcul, nous avons :	 = 	0	[97]. 
Exemple 2. 
L’exemple que nous allons traiter est celui d’un pendule inversé (voir figure 2.2) dont le modèle 
linéarisé est décrit par : 
 												¶y& = ¶, ¶y = −^¶* − &(®)¶ + ê(>), ­ = ¶& + ´. 
 
(57) 
¶y* = ¶-, ¶y- = ï&[(b +^)¶* − ¶- + ê(>)]. 
 
(58) 
autour de sa position haute d’équilibre instable. ¶& ∈ ℝ, 	¶ ∈ ℝ	sont respectivement la position 
et la vitesse du chariot,	¶* ∈ ℝ, ¶- ∈ ℝ sont respectivement la position et la vitesse angulaires; b 
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et ^ sont les masses connues du chariot et du pendule, ï est la longueur fixe et connue de la tige 









Les paramètres  > 0	 et & ≤ &(®) ≤ & sont des coefficients de friction (& est inconnu et  
varie dans le temps). 
 
L’entrée est décrite par : 
 ê(>) = êx + , êx ∈ ℝ 
 
avec  une perturbation externe bornée : − ≤  ≤ . Les valeurs des paramètres positifs &, &	et 	sont connues. 
 
On pose þ& = [¶&	¶]k et þ = [¶*	¶-]k. Le sous-système þ&	constitué par le chariot est fortement 
observable et l’unique mesure disponible est la position du chariot ¶& affectée par le bruit de 
mesure ´. Le sous-système est instable mais peut être stabilisé en boucle fermée en utilisant un 






Figure 2.2 Pendule inversé sur un chariot mobile 
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synthèse d’un observateur mixte, nous considérons une fenêtre temporelle sur laquelle les 
variables sont bornées (hypothèse 4). 
 
Un différentiateur numérique d’ordre 1 ( = 1) : 
 
E Ìyx = −;x|Ìx − %|&(Ìx − %) + Ì&                      Ìy& = −;&(Ì& − Ìx)                                               ;x  = 1.5 ∗ ¿&/ ,;& =   1.1 ∗ ¿ , ¿ = 20000     K 
 
nous permet d’estimer l’état ¶ et sa dérivée première ¶y : 
 ¶(>) =  U&(>) +  &(>);  ¶y(>) =  U(>) +  (>). 
 
(59) 
En substituant les équations (59) dans (57), on obtient :  
 U(>) + (>) = −^¶*  − &(®)[U&(>) + &(>)] + êx +  
 
ou encore 
 U(>) + (>) + &(®)[U&(>) + &(>)] + êx =  − ^¶*. (60) 
La relation (60), réinjectée dans les équations (58), conduit à : 
            ¶y* = ¶- + /&[ − ^¶*] − /&[U(>) + (>) + &(®)[U&(>) + &(>)] + êx], (61) 
            ¶y- = ï&[(b + ^)¶* − ¶- + êx + ]. 
 
(62) 
Le terme /& est choisi positif et il doit rendre stable la matrice Metzler : 
 
 −/&^ 1ï&(b + ^) −ï&, 
 
décrivant la dynamique du sous-système þ. 
 
En posant /(®) = [/& 0]k, toutes les conditions du théorème 1 sont donc réunies et nous pouvons 
construire l’observateur intervalle suivant : 
 
 











Les valeurs numériques des différents paramètres sont données dans le tableau 2.1 : 
 
 
Paramètres Valeurs  5kg ° 1kg ± 2m à1 0.1 
à1 0.4 ² 0.02m/s² à0 0.2 91 45 .1 0.1m/s .0 19m/s² 
 
Tableau 2.1. Valeurs des paramètres pour le pendule inversé et l’observateur associé. 
 
Lors des simulations, les paramètres et fonctions variant dans le temps sont choisis comme étant : 
 êx(>) = 0.15 sin(20³>) , (>) = 0.02 sin(2³>). 
 & = 0.25 + 0.15 sin(¶*) , ´(>) ∈ [−0.01,0.01]. 
 




Figure 2.3. Domaine estimé de l’état :; avec l’observateur mixte. 
 
 
D’après les figures 2.3 - 2.5, le système du pendule inversé est instable. Grâce à la combinaison 
modes glissants-observateurs intervalles, nous avons pu estimer les domaines auxquels 
appartiennent les états ¶* et ¶- de manière garantie. L’observateur pour ¶- converge très 
rapidement et celui dédié à l’estimation de ¶* converge après > ≈ 0.01 (voir le zoom figure 





Figure 2.4. Zoom sur le domaine estimé de l’état :;. 









































Figure 2.5. Domaine estimé de l’état :< avec l’observateur mixte. 
 
Pour comparaison, on peut construire un observateur intervalle basé sur le théorème de Müller 
[119] et la construction de systèmes bornants (voir [87], [155], [156]) pour (57)-(58). En effet, 
bien qu’il soit possible de mettre le système sous une forme qLPV (le paramètre & dépend de 
l’état ¶), il n’existe pas de gain } permettant de construire un observateur intervalle semblable à  













































Figure 2.7 Domaine estimé de l’état :< avec la construction de systèmes bornants. 
 
On constate une nette amélioration de l’estimation des états ¶* et ¶- grâce à l’utilisation de 
l’observateur mixte. En effet, les domaines estimés de ¶* et ¶-  construits à l’aide des systèmes 
bornants (voir figures 2.6 et 2.7) sont beaucoup plus « larges » et donc moins précis.  
 






































Dans ce chapitre nous avons tout d’abord rappelé quelques travaux importants sur les 
observateurs intervalles à base de gain. Cette technique a été appliquée à une certaine classe de 
systèmes partiellement linéaires et invariants dans le temps. Une première extension à la classe 
des systèmes LPV a été possible grâce à une linéarisation jacobienne mais les propriétés de 
monotonie ou de coopérativité restent nécessaires.   
 
Nous nous sommes ensuite intéressés à la question de l’observabilité/détectabilité du système 
étudié qui peut être une limitation à la construction des observateurs intervalles. La solution que 
nous avons proposée consiste à associer un observateur, plus précisément un différentiateur, à 
modes glissants à la technique classique des observateurs intervalles. Cette association des 
techniques a également permis d’améliorer la précision de l’estimation tout en élargissant la 
classe des systèmes LPV pour lesquels un observateur intervalle peut être envisagé. Il faut noter 
que le cas des systèmes à non-minimum de phase a pu également être traité. 
 
Une autre limitation, que nous avons déjà mentionnée, est la satisfaction des conditions de 
Metzler et de stabilité par l’observateur. Dans le chapitre suivant, des solutions seront proposées 





























Le chapitre 2 a permis, dans un premier temps, de rappeler des travaux récents sur les 
observateurs intervalles avec une erreur d’estimation coopérative. La synthèse de ces 
observateurs y est alors conditionnée d’une part par l’observabilité ou tout au moins la 
détectabilité des systèmes. Les observateurs mixtes que nous avons ensuite développés sont un 
moyen d’assouplir cette première condition pour l’estimation d’état des systèmes n’étant pas 
fortement observables ou détectables. D’autre part, il se pose une autre limitation qui est celle de 
la satisfaction de la double condition de Metzler et de stabilité de l’observateur. Souvent, il n’est 
pas possible de déterminer un gain assurant la coopérativité de l’erreur d’observation dans la base 
initiale.  
 
Afin de lever cette limitation d’application des observateurs intervalles à la classe spécifique des 
systèmes LTI (Linéaires à Temps Invariant), il a été proposé dans [105], [106], [107] un 
changement de coordonnées variant dans le temps. Grâce à cette transformation, il a été démontré 
que n’importe quel système LTI asymptotiquement stable peut être transformé en un système 
stable et coopératif pour lequel un observateur intervalle peut être construit. 
 
Dans les travaux [136] que nous allons présenter dans ce chapitre, nous avons utilisé les résultats 
sur les systèmes LTI asymptotiquement stables pour étendre la construction des observateurs 
intervalles à une classe particulière de systèmes non linéaires. Une linéarisation partielle exacte 
[68] nous permet dans un premier temps de transformer le système non linéaire initial sous une 
forme canonique puis nous procédons à un changement de coordonnées basé sur les travaux 
[105], [106], [107] pour garantir la coopérativité et la stabilité de l’observateur. Ainsi, il est 
possible de construire un observateur intervalle pour tout système non linéaire localement 
observable.  
 
Nous présenterons à la fin de ce chapitre d’autres résultats récents sur les observateurs intervalles. 
L’idée d’un double changement de coordonnées a également été exploitée dans [129] pour 
construire des observateurs intervalles pour une classe de systèmes non linéaires. Comme dans 
[136], une linéarisation partielle exacte est opérée pour la mise sous forme canonique. Néanmoins 
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dans [129], la matrice du  second changement de coordonnées est obtenue à travers la résolution 
d’une équation de Sylvester. Enfin, nous soulignerons les travaux [29], [30] pour étendre la 
construction d’observateurs intervalles aux systèmes variant dans le temps.  
 
2. Relaxation des observateurs intervalles   
2.1 Position du problème 
Dans le chapitre 2, nous avons présenté des observateurs intervalles pour lesquels nous avons 
supposé que les conditions de stabilité et de coopérativité de la matrice { − }ë étaient remplies. 
Or, il est souvent difficile pour des systèmes physiques réels de conjuguer simultanément et de 
prime abord ces deux propriétés (stabilité et coopérativité, voir exemple 1). Il serait donc 
intéressant de pouvoir relaxer cette contrainte afin d’élargir la classe de systèmes pour lesquels il 
est possible de construire des observateurs intervalles. C’est l’objet de cette section où différentes 
techniques sont proposées pour des systèmes LTI, LTV (Linéaires à Temps Variant) et non 
linéaires. 
2.2 Observateur intervalle pour les systèmes LTI asymptotiquement stables 
 
La double condition stabilité/coopérativité nécessaire pour la construction d’un observateur 
intervalle entraîne une limitation dans la famille des systèmes linéaires ou partiellement linéaires 
qui peuvent être traités. Comme l’illustre l’exemple 1, il est difficile de satisfaire à cette double 
condition dans une même base pour un système. 
 
Exemple 1. On considère un système linéaire décrit par y  =  { +  ê, % =  ë, avec : 
 { = ¦0 10 0« , = 01 , ë = (1 0). 
 
La matrice { − }ë = −ï& 1−ï 0, avec } = ¦qªq¹«, est stable si et seulement si ï > 0. Pour que la 
matrice { − }ë soit Metzler, il faut ï ≤ 0. Il y a donc incompatibilité entre ces deux propriétés 
dans la même base x. 
 
2.2.1 Transformation LTI et LTV  
 
Considérons la dynamique linéaire : 
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y = { (1) 
où  ∈  ℝ et { ∈  ℝ× est une matrice constante et stable.  
 
Il a été prouvé dans [105] que tout système LTI stable peut être transformé en un système LTI 
coopératif et stable. En effet, toute matrice réelle possède une forme canonique de Jordan. Si la 
matrice stable { a toutes ses valeurs propres réelles, alors le problème de coopérativité est 
directement résolu par le changement de coordonnées LTI que représente la jordanisation. Si la 
matrice { possède aussi des valeurs propres complexes, la forme de Jordan n’est plus coopérative 
et un deuxième changement de coordonnées, cette fois ci variant dans le temps, est nécessaire 
pour obtenir une forme coopérative.  
 
Le théorème 1 résume les lignes précédentes et suivant donc la nature réelle ou complexe des 
valeurs propres de la matrice {, l’observateur intervalle sera construit après un simple 
changement de coordonnées LTI (jordanisation) ou un double changement de bases LTI puis 
LTV.  
 
Théorème 1 [107]  
 
Soit un système décrit par (1). Alors, il existe un changement de base ´ =  ²(>) variant dans le 
temps, où ² est une fonction matricielle dont les éléments sont de classe  et bornés, 
transformant (1) en un système LTI coopératif et exponentiellement stable. 
 
Preuve du théorème 1 
 
Nous montrons dans ce paragraphe les différentes étapes du raisonnement aboutissant au 
théorème 1. Nous rappelons tout d’abord la définition du bloc et de la matrice de Jordan afin de 




Définition 1. Bloc de Jordan, Matrice de Jordan 
 




Tâ 1 0 ⋯ 00 â 1 ⋯ ⋮⋮ 0 ⋱ ⋱ 0⋮ ⋮ ⋱ ⋱ 10 ⋯ ⋯ 0 âWX
Y ∈  ℝz×z 
(1)  
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On appelle matrice de Jordan, une matrice  décrite par : 
 
 = RT
ª,µª 0 ⋯ 00 ¹,µ¹ ⋱ 0⋮ ⋱ ⋱ ⋮0 ⋯ 0 ,µWY, 
(2)  
 
où les matrices ¸,µ¸ ,  = 1 …  sont des blocs de Jordan. Si  ∈ ¶-(ℂ) (ensemble des matrices carrées  ×   complexes), on a alors & +  + ⋯ + z = . 
 
Théorème 2. [159] 
 
Pour toute matrice  { ∈ ¶-(ℂ), il existe une matrice non singulière ¡ ∈ ¶- telle que : 
 { = ¡¡&. (3)  
Les valeurs propres â ne sont pas forcément toutes distinctes et si { est une matrice réelle avec des valeurs 
propres réelles, alors ¡ peut être choisie réelle. 
 
 
Forme de Jordan 
 
D’après le théorème 2, il existe donc un changement de coordonnées invariant dans le temps ^ = ·  transformant le système (1) en : 
 
y^ = ^ = ¤& 0 ⋯ 00  ⋱ 0⋮ ⋱ ⋱ ⋮0 ⋯ 0 D¬ ^. 
(4) 
 
La matrice de Jordan  = ·{·1 est composée de  blocs de Jordan correspondant aux  valeurs 
propres réelles de multiplicité q et de  −  blocs de Jordan pour les valeurs propres complexes 
de multiplicité ^q . On a alors ∑ q rq & + ∑ 2^q Dr& = . 
 




T−μq 1 0 ⋯ 00 −μq 1 ⋯ ⋮⋮ 0 ⋱ ⋱ 0⋮ ⋮ ⋱ ⋱ 10 0 ⋯ 0 −μqWX
Y ∈ ℝ¹ ×¹ , ï = 1. .  
(5) 
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Λq  0 ⋯ 00 Λq  ⋯ ⋮⋮ 0 ⋱ ⋱ 0⋮ ⋮ ⋱ ⋱ 0 0 ⋯ 0 ΛqWX
Y ∈ ℝ¹ × ℝ¹ , ï =  + 1 . . .  
(6) 
 
pour les valeurs propres complexes avec Λq = ¦−кq ¼q−¼q −кq« ∈ ℝ× et  = ¦1 00 1«.   
 
Les valeurs кq  sont réelles et positives et les ¼q  sont des termes réels non-nuls. Les  premiers 
blocs de Jordan de la matrice  constituent la partie coopérative de cette matrice. Cependant, les 
blocs complexes ne sont pas coopératifs et il est prouvé dans [106] qu’il est impossible de trouver 
un changement de coordonnées invariant dans le temps permettant de rendre coopérative la partie 
complexe de la matrice . Un changement de coordonnées variant dans le temps a donc été 
proposé dans  [105], [107]. 
 
 
Changement de coordonnées LTV  
 
On considère un système linéaire décrit par : 
 
y = ½ =
R
ST




avec  ∈ ℝw, ½ ∈ ℝw×w et Λ = ¦−к ¼−¼ −к« ∈ ℝ×,¼ ≠ 0, к > 0.  
 
Lemme 1   
 
Le changement de coordonnées variant dans le temps : 
 
¾ = ¿(>) (8) 
 
avec 
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¿(>) = ¤À(>) 0 ⋯ 00 À(>) ⋱ 0⋮ ⋱ ⋱ ⋮0 ⋯ 0 À(>)¬ ∈ ℝw×w, 
 
et 
À(>) = AÁ(¼>) −(¼>)(¼>) AÁ(¼>)  ∈ ℝ×, 
 
transforme le système (7) en : 
 




T−к  0 ⋯ 00 −к  ⋯ ⋮⋮ 0 ⋱ ⋱ 0⋮ ⋮ ⋱ ⋱ Â0 0 ⋯ 0 −кWX
Y ∈ ℝw×w. 
 
 
Le lecteur intéressé pourra consulter [107] pour la preuve de ce lemme. 
 
Par construction, la matrice ¶ est Metzler. Ainsi, pour chaque bloc de Jordan q,q r&..D, nous 
pouvons trouver un changement de coordonnées LTV transformant la matrice q,q r&..D en une 
matrice stable et coopérative ¶q,q r&..D. En désignant par Â la partie de la matrice de Jordan 
constituée par les blocs oq,q &,…,r, nous pouvons construire une matrice Ã telle que : 
 







T& 0 ⋯ ⋯ 00 ⋱ 0 ⋯ 0⋮ 0 q ⋱ ⋮⋮ ⋮ ⋱ ⋱ 00 ⋯ ⋯ 0 rWX
Y ∈ ℝT×T et ∑ q rq & = U. 
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La matrice Ã regroupe la partie Â correspondant aux valeurs propres réelles et la partie liée aux 
valeurs propres complexes (q,q r&..D) nécessitant un changement de coordonnées LTV pour 
devenir coopérative (¶q,q r&..D). Ã est donc coopérative et stable. Le changement de 
coordonnées LTV est alors défini par : 









et qui transforme le système (4) en  
    y´ = Ã´. (12) 
 
Le double changement de coordonnées LTI-LTV qui est défini par : 
 ´ = ²(>), (13) 
 
avec ²(>) = Ä(>)·, permet alors de transformer le système LTI asymptotiquement stable (1) en 
un système stable et coopératif (12). 
 
2.2.2 Structure de l’observateur intervalle 
On considère un système linéaire asymptotiquement stable décrit par : 
 y = { + v(>) (14) 
 
avec  ∈  ℝ, v ∈  ℝ et { ∈  ℝ× est une matrice constante et Hurwitz. 
 
Théorème 3 [107]  
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Soit un système décrit par (14) où v(>) est une fonction lipschitzienne et supposée bornée par 
deux fonctions v(>) et v(>) ayant les mêmes propriétés que v(>) et telles que : 
 ∀> ≥ 0, v(>) ≤ v(>) ≤ v(>). 
 
Il existe alors une fonction matricielle ²:ℝ → ℝ× de classe  dont les éléments sont bornés 
en norme et telle que pour tout > ∈ ℝ, ²(>) soit invertible. Il existe aussi une matrice constante et 
Hurwitz Ã ∈  ℝ× telle que : ∀> ∈ ℝ, ²y (>) = Ã²(>) − ²(>){. 
L’observateur intervalle associé à (14) après la transformation ²(>) est alors donné par : 
 
ÛÝ
Þþy  = Ãþ + ²(>)v(>) − ²(>)v(>)þy  = Ãþ + ²(>)v(>) − ²(>)v(>)þ(>x) = ²(>x)2 − ²(>x)2             þ(>x) = ²(>x)2 − ²(>x)2            K, 
(15) 
 
Le retour vers la base de départ  est assuré par : 
 
@ = (>)þ − (>)þ = (>)þ − (>)þ K, (16) 
 
avec (>) une matrice telle que : 
(>) = ²&(>), ²(>) = max®2, ²(>)¯,  (>) = max®2,(>)¯, ²(>) = ²(>) − ²(>),(>) = (>) − (>). 
 
Les travaux [105], [106], [107] ont permis de généraliser l’application des observateurs 
intervalles à tous les systèmes LTI asymptotiquement stables en assurant la positivité de l’erreur 
d’observation. Dans [129], le principe d’un changement de coordonnées a également été adopté 
pour satisfaire aux conditions de Metzler et de stabilité. La matrice ² est invariante dans le temps 
et est déterminée grâce à la résolution d’une équation de Sylvester. La technique est tout d’abord 
appliquée au cas des systèmes linéaires, puis une extension à une classe particulière de systèmes 
non linéaires est proposée. 
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Dans le paragraphe qui suit, nous présentons les travaux récents [129] pour les systèmes LTI.  
Nous nous intéressons plus particulièrement à l’étape de détermination du changement de 
coordonnées via le calcul de la matrice ². 
 
2.3 Transformation des systèmes LTI : Formulation de Sylvester  
 
Dans[130], l’équation de Sylvester 11 est utilisée afin de calculer la matrice ² d’un changement 
de coordonnées après avoir fixé un gain }. Pour établir l’équation de Sylvester, nous considérons 
tout d’abord le système linéaire décrit par : 
 @y = { + E         " = ë                    K (17) 
 
Le changement de coordonnées þ = ², où ² est une matrice non singulière, transforme le 
système (17) en : 
 @þy = ²{²&þ + ²E         " = ë²&þ                           K (18) 
 
 et le système 
 þy = ²{²&þ + ²E + ²}(" − ë²&þ)                                       = ²({ − }ë)²&Z[[[[\[[[[]

þ  + ²E + ²}"      (19) 
 
est un observateur pour (18) avec  une matrice stable et Metzler. Nous posons alors : 
 
 = ²({ − }ë)²& (20) 
                                                 
11
 Les équations de Sylvester sont très fréquentes dans de nombreuses théories (automatique, traitement du signal, 
filtrage) relevant du domaine des mathématiques appliquées. Elles ont une forme générale décrite par : {Å + Å =ë, où { ∈ ℝ×,  ∈ ℝ×, ë ∈ ℝ× et Å ∈ ℝ× est la matrice inconnue à déterminer.  
Il existe de nombreuses méthodes de résolution pour ce type d’équations dont certaines sont basées sur la 
décomposition de Schur [52], [34], une itération newtonienne [6], [66], [133], ou factorisée [9]. D’une manière 
générale, l’équation matricielle de Sylvester admet une solution unique si et seulement si les matrices { et  n’ont 
aucune valeur propre commune, i.e. : Ó({) ∩ Ó() = ∅, avec Ó({) l’ensemble des valeurs propres de { et Ó() 
celui des valeurs propres de .   
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La matrice de passage ² n’étant pas singulière, une multiplication à droite de l’équation (20) par ² nous donne : 
² = ²{ − ²} ⇔  ²{ − ² = Æë, Æ = ²} (21) 
 
L’équation (21) est une équation de Sylvester d’inconnue ² et dont une procédure de résolution 
peut être donnée en utilisant le lemme suivant [130].  
 
Lemme 2. Soit une matrice ({ −  }ë) et une matrice Metzler  ayant les mêmes valeurs propres 
pour un gain }. S’il existe deux vecteurs f& et f tels que les paires ®{ –  }ë,f&¯ et (, f) sont 
observables, alors les matrices 
 ² = Ç&Ç& et Æ = ²} (22) 
satisfont (21) où 
 
Ç& =  fª⋮fª({  }ë)º©ª ,Ç =  f¹⋮f¹º©ª. 
 
Preuve du lemme 2 : L’observabilité des paires ®{ –  }ë, f&¯ et (, f) impliquent la non 
singularité des matrices d’observabilité Ç& et Ç. Nous avons supposé que les matrices ({ − }ë) et  avaient les mêmes valeurs propres, leurs formes canoniques observables sont donc les 
mêmes et on a : 
 
Ç&({ −  }ë)Ç&& = Ç Ç& . (23) 
 
Dans la relation (23), nous remplaçons la matrice  par son expression dans (20). Nous avons 
alors : 
 
Ç&({ −  }ë)Ç&& = Ç ²({ − }ë)²&Ç& . (24) 
Par identification, nous obtenons : Ç ² = Ç& et ²&Ç& = (Ç ²)& = Ç&&. Ces deux relations 
sont équivalentes à ² = Ç&Ç&. 
   
Le lemme 2 nous permet donc de calculer une matrice de passage ² après avoir fixé un gain } 
assurant la stabilité de la matrice { –  }ë. Le gain } peut être choisi de manière à ce que la 
matrice { –  }ë ait des valeurs propres uniquement réelles. La matrice ² permet alors un 
changement de coordonnées projetant le système (17) dans une base z où la coopérativité est 
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aussi assurée. Les conditions de stabilité et de Metzler étant réunies, il est ainsi possible de 
construire un observateur intervalle. L’extension à une classe particulière de systèmes non 
linéaires est ensuite réalisée en linéarisant partiellement ces derniers.  
 
Dans la section suivante, nous allons présenter des travaux développés dans le cadre de cette 
thèse afin d’étendre l’observateur (15) à une classe de systèmes non linéaires. 
 
2.4 Cas des systèmes non linéaires 
 
Nous présentons dans ce paragraphe une de nos contributions qui a porté sur la relaxation des 
contraintes pour la construction d’un observateur intervalle. Il s’agit dans un premier temps de 
linéariser partiellement le système avec un premier changement de variables puis de construire un 
observateur intervalle remplissant les conditions de stabilité et de coopérativité grâce à un 
deuxième changement de variables semblable à (13). 
Nous allons considérer dans cette partie des systèmes mono-entrée mono-sortie pour simplifier la 
présentation de la méthode proposée. 
 
Soit un système non linéaire décrit par : 
 
@ y = 9() + °()ê% = ℎ()                   K, (25) 
 
avec  ϵ ℝ le vecteur d’état et l’état initial 2 appartient à un intervalle [2] = 2, 2	. % ϵ ℝ et ê ϵ ℝ sont respectivement la sortie et l’entrée du système. Enfin, 9: É ⊆ ℝ → ℝ et °: É ⊆ℝw →  ℝ sont deux champs de vecteurs suffisamment dérivables et [:ℝ → ℝ est une fonction 
scalaire à plusieurs variables suffisamment dérivable.  
2.4.1 Linéarisation partielle  
L’objectif ici est de transformer le système (25) en une forme partiellement linéaire avec un 
retour d’état. Il sera alors possible de construire un observateur intervalle pour le système (25) 
avec une erreur d’observation présentant une dynamique linéaire. C’est le problème de 
linéarisation de l’erreur d’observation ([12], [38], [89], [90]). Pour le résoudre, il est nécessaire 
de trouver une forme canonique d’observabilité non linéaire (Nonlinear Canonical Observable 
form : NCOF).  
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Les travaux [14] présentent quelques résultats sur les conditions d’existence de 
difféomorphismes permettant la transformation d’un système non linéaire en une NOCF. Ils se 
basent notamment sur les théorèmes de Krener-Isidori [89], [68] et Krener-Respondek [90] que 
nous rappelons ici.  
 
 
Formes canoniques observables pour les systèmes non linéaires  
 
On considère un système non linéaire mono-sortie décrit par : 
 @y = 9()% = [()K, (26) 
 
où l’état  ∈ ℝ  et la sortie % ∈ ℝ. 
 
• Travaux de Krener et Isidori (1983) 
 
On suppose qu’il existe un changement de coordonnées þ = Ê() permettant de transformer le 
système (26) sous la forme partiellement linéaire : 
 @þy = {þ + å(ëþ)% = ëþ                K, (27) 
 
Où la non linéarité dépend uniquement de la sortie. 
Les matrices { et ë seront définies dans (32) et å est une fonction vectorielle réelle.  
La question qui se pose alors est de déterminer les conditions suﬃsantes et nécessaires 
d’existence d’un diﬀéomorphisme local Ê qui transforme le système dynamique (26) sous la 
forme (27). Dans [89], des conditions pour une linéarisation de l’erreur d’observation sont 
fournies ; elles sont données dans le théorème 4. 
 
Théorème 4. [89], [68] 
 
 Le problème de linéarisation de l’erreur d’observation de (26) et (27) a une solution si et 
seulement si : 
 
1) le système (26) est localement observable au sens de la condition du rang donnée dans 
l’annexe A, 
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et tel que ,9  Í, 9?Í2 = 0,∀0 ≤ , ½ ≤  − 1. 
 
Les crochets de Lie [. , . ] et l’opérateur  sont définis dans l’annexe A de ce manuscrit. 
 
Sous réserve que les deux conditions du théorème 4 soient remplies, le difféomorphisme Ê est 
alors construit à travers les étapes suivantes : 
 
1) la résolution de (28) pour déterminer le champ de vecteurs Í ; 
 
2) la résolution de l’équation  
 ÕÈÕþ = [Í()  − gÍ() ⋯ (−1)-19 &Í()] È(þ) 
 
(29) 
pour trouver une fonction È définie dans un voisinage sx de þx et telle que È(þx) = x. 
L’inverse de cette fonction définit alors le difféomorphisme Ê = È&. 
Une extension de ces travaux est donnée dans [90] où la transformation de l’espace d’état est 
associée à un difféomorphisme sur la sortie. 
 
• Travaux de Krener et Respondek (1985) 
 
Les travaux de Krener et Respondek [90] relaxent les conditions du théorème 4 en considérant 
deux difféomorphismes Ê  et  ­ qui transforment la dynamique du système (26) en : 
 @þy = {þ + å(%)% = ­(%) = ëþK  , (30) 
 
où ­ est un difféomorphisme local sur la sortie. 
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Nous donnons ici une version mono-sortie du théorème original de Krener et Respondek qui 
donne les conditions nécessaires et suffisantes de l’existence d’un difféomorphisme þ = Ê() 
transformant (26) en (30). 
 
Théorème 5.  
 
Il existe un diﬀéomorphisme local qui transforme le système dynamique (26) sous la forme (30) 
si et seulement si il existe une fonction ï(%) ≠ 0 telle que : 
 Ó, Ó?	 = 0,∀ 1 ≤ , ½ ≤  
 








XXY Ó&() = RS
T 00⋮0ï(%)WX
Y




Remarque 1. Le cas ï(%) = 1 et ­ =  dans le théorème 5 nous renvoie à la première assertion 
du théorème 4.  
 
Le difféomorphisme Ê est calculé en résolvant (29) où le champ vectoriel Í est remplacé par Ó.  
 
Dans [68], un  difféomorphisme permettant de linéariser partiellement le système (25) est fourni 
en se référant au degré relatif. 
 
Proposition 1. [68] 
 
Soit un système décrit par (25) et de degré relatif   =  au voisinage q  d’un point x. Le 
changement de coordonnées défini par le difféomorphisme : 
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transforme le système (25) sous la forme partiellement linéaire : 
 
ÛÜÝ
ÜÞÌy& = Ì                     Ìy = Ì*                     …                     Ìy& = Ì                Ìy = (þ) + (þ)ê% = Ì&                     
K ⇔ ÛÝ











, ë = (1 0 … 0) et la fonction ,(þ) est non-nulle au voisinage de  
 
tout point þq = Ê(q). 
 
 
Remarque 2. Lorsque le degré relatif est inférieur à la dimension du système ( <  ),  il est 
possible d’utiliser une forme canonique partielle [80], [132] : 
 
üþyÑ = {,þÑ + ,((þÑ, þ) + (þÑ, þ)ê) þy = Ç(þÑ, þ)                                                 % = ëþÑ                                                            K (33) 
 
où {, ∈ ℝr×rest une matrice réduite de dimensions inférieures à celles de { définie dans (32), ë =  (1 0 . . . 0) ∈  ℝ&×r  et , = (0 ⋯ 0 1)À ∈  ℝr. Les fonctions (. ), (. ) et Ç(. ) sont 
données par : 
 
ÛÜÝ




Un observateur intervalle peut alors être construit en utilisant ce partitionnement si la partie non 
observable þ est stable. 
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2.4.2 Synthèse d’un observateur intervalle 
Pour la construction d’un observateur intervalle, nous supposons dans (32) que les fonctions ,(. ) 
et ¢(. ) sont lipschitziennes et le système (32) est localement observable. 
 
On commence d’abord par construire un observateur conventionnel de Luenberger, décrit par : 
 þy  =  ({ −  }ë)þ  +  ,(þ)ê +  ¢(þ) +  }%, (35) 
 
avec la matrice ({ −  }ë) stable et le terme ,(þ)ê +  ¢(þ) +  }% est supposé borné. 
 
Hypothèse 1. Nous supposons que les fonctions ,(. ) et ¢(. ) sont bornées et qu’il est possible de 
construire des fonctions ,(. ), ,(. ),¢(. ) et ¢(. ) telles que : 
 ,(þ, þ) ≤ ,(þ) ≤ ,(þ, þ) et ¢(þ, þ) ≤ ¢(þ) ≤ ¢(þ, þ). 
 
Sous l’hypothèse 1, nous pouvons donc réécrire l’équation (35) sous la forme : 
 þy  =  {} þ  +  v(þ), (36) 
 
avec {} = { − }ë et v(þ) =  ,(þ)ê +  ¢(þ) +  }%. 
 
La matrice {} étant supposée stable et le terme v borné (les termes ,(þ) et  ¢(þ) sont supposés 
bornés), il nous faut satisfaire à la condition de coopérativité afin de pouvoir construire un 
observateur intervalle. Or, comme le démontre l’exemple 1, il n’est pas possible d’assurer la 
condition de Metzler et la stabilité pour des formes normales. 
 
Pour palier à ce problème, nous procédons à un second changement de base afin de réaliser un 
observateur intervalle. Ainsi, nous nous basons sur les résultats [107] pour projeter l’équation 
(36) dans une nouvelle base ´ offrant simultanément les propriétés de stabilité et de coopérativité 




Soit le changement de coordonnées défini par : ´ = ²þ  et  = ²{}²&, où ² est la matrice de 
transition définie dans (13) et   la matrice de Jordan de {}. Grâce à ce changement de base, il est 
possible de construire un observateur intervalle stable et coopératif :  





ÜÞ y´ = ´ + (²v) y´ = ´ + (²v)
´Ò = ²þÒ − ²þÒ´Ò = ²þÒ − ²þÒ K , 
(37) 
 
avec ² = max(2, ²), ² = ² − ² et 
 @(²v) = ²v(´, ´, %, ê) − ²v(´, ´, %, ê)(²v) = ²v(´, ´, %, ê) − ²v(´, ´, %, ê)K , (38) 
 
où v(´, ´, %, ê) et v(´, ´, %, ê) sont deux fonctions telles que : 
 
üv(´, ´, %, ê) ≤ v(´, %, ê) ≤ v(´, ´, %, ê)            (² + ²)®v(´, ´, %, ê) − v(´, ´, %, ê)¯ ≤ vx v(´, %, ê) = ,(²&´)ê +  ¢(²&´) +  %                        K . 
(39) 
 
Les bornes supérieure et inférieure du vecteur d’état ´ sont respectivement représentées par ´ et ´.  
 
La construction de l’observateur intervalle (37) a nécessité deux changements de coordonnées 
pour satisfaire aux conditions de stabilité et coopérativité. Il faut à présent, par des changements 
de base inverses successifs, projeter l’observateur intervalle (37) dans les bases þ et . 
 
Le premier changement de coordonnées pour retourner dans la base þ est donné par : 
               
ü þ =  Ó´ −  Ó´  þ =  Ó´ −  Ó´ þ2 ∈ [þ2, þ2]            K 
(40) 
 
et le retour vers la base de départ  est assuré par : 
 
ü  = ÔÕI®Ê&([ þ, þ])¯  = ÖE×®Ê&([ þ, þ])¯2 ∈ [2, 2]                       K 
(41) 
 
avec  = ²&,  = max (2,) et  =  − . 
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Le système (37) - (41) est un observateur intervalle pour (25) si l’erreur d’estimation des bornes 
inférieure (Ø´ = ´ − ´) et supérieure (Ø´ = ´ − ´) reste positive et si le système (37) converge 




Positivité de l’erreur d’estimation  
 
D’après l’hypothèse 1, les fonctions ,(. ) et ¢(. ) sont bornées et lipschitziennes, par conséquent 
w est bornée et lipschitzienne. D’après (39) on a : 
 v(´, ´, %, ê) ≤ v(´, %, ê) ≤ v(´, ´, %, ê). 
 
De plus, les relations ² = max(2, ²) et ² = ² − ² nous permettent de réécrire ² = ² −².  
 
L’encadrement de la fonction v est multiplié d’une part par la matrice ² :  
 ²v ≤ ²v ≤ ²v, 
 
et d’autre part par la matrice ² : 
 ²v ≤ ²v ≤ ²v. 
 
La différence entre ces deux dernières relations nous conduit à : 
 ²v − ²v ≤ ²v − ²v ≤ ²v − ²v. 
 
Nous pouvons donc écrire dans la base ´ : 
 (²v) ≤ (²v) ≤ (²v). (42) 
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Ø´y = y´ − y´ = ´ + (²v)  − ²þy                                              = ´ + (²v)  − ²({þ +  v) 
                                                         = ´ + (²v)  − ²{²&´ − (²v) 
                                                         = (´ − ´) + (²v) − (²v) 
                                                         =  Ø´ + (²v) − (²v). 
(43)    
 
L’encadrement (42) assurant la positivité de la quantité [(²v) − (²v)] et la  matrice  étant 
Metzler, alors la positivité de Ø´ est garantie d’après le lemme 1 du chapitre 2 (idem pour la 
borne inférieure). 
 
Convergence de l’observateur  
 
Le lemme 1 du chapitre 2 nous permet de prouver la convergence de l’observateur intervalle. La 
matrice  étant stable et coopérative, il faut alors prouver que le vecteur [(²v) − (²v) est 
borné par un vecteur positif pour remplir les conditions du lemme 1 du chapitre 2. Or, les 
fonctions ,(. ) et ¢(. ) sont supposées bornées et lipschtziennes, il vient donc que w est bornée et 
la matrice ² est constante et réelle.  
 
Par suite, il existe un vecteur positif  B ℝ   tel que (²v) − (²v) ≤  ∀> ≥ 0. On en déduit 





On considère un système non linéaire décrit par : 
 
E ¶y& = ¹ê         ¶y = ¶& + ¹ê¶y* = ¶& − ¶     % = ¶*                 K. 
 
On suppose que l’entrée ê = − Ù¥Ú ()CM¹  et que les conditions initiales exactes sur l’état sont :  
 (¶&x, ¶x, ¶*x)k = (1, 1, 1)k. 
 
Le domaine initial de l’état est : [x] = ([0.8, 1.2], [0.9, 1.5], [0.8, 1.2])k. 
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Le degré relatif du système est  =  = 3, on construit un changement de coordonnées Ê()  décrit par : 
 
Ê():ü Ì& = [() = ¶*               Ì = ¿9[() = ¶& − ¶  Ì* = ¿9[() = −¶&        .K 
La représentation d’état (32) est donc définie par les matrices : { = Ù0 1 000 00 10Ú , ë = (1  0  0) 
et les fonctions ,(þ) = (\¹  \`) et ¢(þ) = 0. 
 
Un observateur classique de Luenberger peut être ainsi construit : 
 @þy = ({ − ë)þ + ¢(þ) + ,(þ). ê +  %% = ëþ                                                          K. 
 
Le gain  = (ï&, ï, ï*)k  est obtenu par le placement de pôles suivant : × = (−1, −2, −4)k.  
Ce choix permet d’obtenir une matrice { − ë diagonalisable et de valeurs propres réelles les 
composantes du vecteur p. 
 
Les conditions initiales sur x nous permettent de déduire un encadrement de l’état initial :   
 [þx] = ([0.8, 1.2], [−0.7, 0.3], [−1.2, −0.8])k 
 
en utilisant les formules du changement de coordonnées Ê(). 
 
 
Le changement de coordonnées þ ↦ ´ = ²þ est défini par : 
 
-  la matrice de transition ² =  3.5901 −3.5901 3.5901−15.0997 7.5498 −3.774914.3604 −3.5901 0.8975  qui est constituée des 
vecteurs propres de  { − ë ; 
 
- les conditions initiales sur  
 
´ : @ ´Ò = ´Ò = ²þÒ − ²þÒ = (3.9491, −5.2849, 19.0276)k ´Ò = ´Ò = ²þÒ − ²þÒ = (−2.5131, −20.3845,9.3343)k K. 
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Le bruit de mesure rajouté sur la sortie est supposé borné et appartenir au domaine : [−0.4,0.4]. 
Les figures 3.1 et 3.2 représentent les domaines estimés pour les états inconnus ¶& et ¶. Pour les 
observateurs intervalles, l’amplitude du domaine décrit par les bornes supérieure et inférieure 
donne une indication sur la performance de l’estimation et plus particulièrement sur le choix du 
gain. 
 




Figure 3.2 Estimation des bornes pour  :0. 
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Il faut aussi noter qu’un certain pessimisme est induit ici lors de la double phase de changements 
de coordonnées inverses pour le retour vers la base initiale x. En effet, le premier changement de 
coordonnées inverse, ´ vers þ, est source de pessimisme lors de l’évaluation des relations (40) par 
les opérations de l’arithmétique intervalle (voir annexe B). Puis vient le deuxième changement de 
coordonnées inverse, þ vers , qui nécessite l’inversion du difféomorphisme Ê. Cette inversion 
est triviale lorsque Ê est monotone par rapport au vecteur d’état. Dans le cas contraire, des 
techniques d’inversion ensembliste et de propagation de contraintes basées sur l’analyse par 
intervalles peuvent être utilisées afin de caractériser le domaine des valeurs admissibles du 
vecteur d’état.  
 
Cette technique a surtout porté sur la relaxation des contraintes stabilité/coopérativité, cependant 
la question du choix du gain  n’a pas été clairement abordée. Dans l’exemple 2, nous avons 
calculé ce gain par placement de pôles. Cependant, il existe dans la littérature d’autres techniques 
(Formule de Bass et Gura [160], Loop Transfer Recovery LTR [145], LMI [15], etc.) pour la 
détermination du gain en fonction des objectifs de synthèse de l’observateur : taux de 
convergence, précision de l’estimation (réduire l’effet du bruit), stabilité/coopérativité du 
système, etc. Toujours dans l’exemple 2, nous avons calculé un gain  offrant des valeurs propres 
réelles à la matrice { − ë. Ce qui permet d’éviter un changement de coordonnées et un 
observateur intervalle variant dans le temps comme décrit dans la sous-section 2.2.  
 
 
La majeure partie des travaux portant sur la construction des observateurs intervalles concerne 
des systèmes invariants dans le temps et très peu [29], [30] traitent des systèmes variant dans le 
temps. Le paragraphe suivant présente un observateur intervalle pour les systèmes non linéaires 
variant dans le temps notamment grâce à une procédure qui permet de transformer une matrice 
intervalle quelconque en une matrice intervalle Metzler.  
 
 2.5 Observateur intervalle pour des systèmes variant dans le temps 
On considère un système non linéaire décrit par : 
 
@y = {(>, ", E) + 9(>, , E, )" = ë(>, E)                              K (44) 
 
où  ∈ ℝ, E ∈ ℝ et " ∈ ℝw sont respectivement l’état, l’entrée et la sortie du système (44).  ∈ Ü ⊂ ℝT  est un vecteur de paramètres incertains et l’ensemble compact Ü est connu. Les 
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matrices { ∶  ℝw&  →  ℝ×, ë ∶  ℝ&  → ℝw× et la fonction 9 ∶  ℝT&  →  ℝ varient 
dans le temps.  
Les signaux E(>) et "(>) sont disponibles. Le bruit de mesure est ici omis afin de simplifier la 
présentation.  
 
Hypothèse 2. L’état  et l’entrée E sont bornés, i.e. ‖‖ ≤ Ý, ‖E‖ ≤ d avec Ý et d des 
constantes positives données. 
 
Hypothèse 3. En supposant les bornes  et  de l’état  connues, il est possible de construire 
deux fonctions majorante  9 et minorante 9 pour la fonction 9 quelque soit  ∈ Ü, > ≥ 0 et telles 
que : 9®>, , , E¯ ≤ 9(>, , E, ) ≤ 9®>, , , E¯. 
 
Hypothèse 4. Il existe des fonctions matricielles } :ℝw&  →  ℝ×w et ² :  ℝ → ℝ×, ²(. )  = ²(. )k ≻ 0 (²  est une matrice définie positive) telles que ∀ > ≥ 0, ‖"‖ ≤ ^, ‖E‖ ≤ d : 
 
ü & ≼ ²(>) ≼ ,    &,  > 0;                                           ²y (>) + (*, ", E)k²(>) + ²(>)(*, ", E) + ²(>) + Æ ≼ 0(>, ", E) = {(>, ", E) − }(*, ", E)ë(*, E) ≻ 0,Æ = ÆÀ ≻ 0K. (45) 
 
Lorsque le gain } permet de rendre  Metzler, nous pouvons construire un observateur intervalle 
pour (44) et décrit par : 
 
ày = {(>, ", E) + 9®>, , , E¯ + }(*, ", E)" − ë(>, E)	y = {(>, ", E) + 9®>, , , E¯ + }(*, ", E)[" − ë(>, E)]K. (46) 
                           
Remarque 3. Lorsque la matrice (>, ", E) = (>), l’hypothèse 4 correspond à une formulation 
classique d’un observateur ponctuel pour des systèmes LTV. 
 
Le théorème 6 présente les conditions nécessaires pour assurer un encadrement de l’état  pour 
tout > > 0 avec l’observateur intervalle (46). 
 
Théorème 6.  
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On suppose que les hypothèses 2, 3 et 4 sont vérifiées, que la matrice (>, ", E) est Metzler pour 
tout > ≥  0 et que l’une des conditions suivantes est satisfaite : 
 
1. |9®>, , , E¯| < +∞, |9®>, , , E¯| < +∞ pour tout > ≥  0, ||E||  ≤  d et tout   ∈ ℝ ,   ∈  ℝ ; 
2. pour tout > ≥  0,  
 |9(>, , E,)  −  9®>, , , E¯|  +  |9®>, , , E¯  −  9(>, , E,)|                                                         ≤  á| −  |  +  á|  −  |  +  ;  
pour ; ∈ ℝ,á ∈  ℝ, et á − Æ +  ≼  0, = k ≻  0.  
Alors les variables (>) et (>) dans (44) et (46) restent bornées pour tout > > 0 et 
 (>) ≤ (>) ≤ (>),  
 
en partant des conditions initiales 
 (0) ≤ (0) ≤ (0). 
 
Le lecteur intéressé trouvera la preuve du théorème 6 dans [29]. 
 
Remarque 4. Pour une matrice constante  stable, la condition de Metzler peut être relaxée  en 
se basant sur le lemme 2 de la section 2.3. En effet, il existe un changement  de base 
statique  ¡ tel que ¡&¡ soit stable et Metzler. 
 
L’observateur (46) permet d’estimer le domaine de l’état lorsqu’il est possible de déterminer un 
gain } tel que la matrice (>, ", E) soit Metzler. Dans la suite, nous allons chercher à relaxer cette 
dernière condition.  
 
Lemme 3.  
 
Soit â ∈  ã ⊂  ℝ× une matrice variable avec ã =  {â ∈  ℝ× ∶  â_ − ∆ ≤  â ≤  â_  + ∆} 
pour deux matrices â_k = â_ ∈  ℝ× et ∆ ∈  ℝ×.  
Si pour une constante < ∈  ℝ et une matrice diagonale ä ∈  ℝ×, la matrice Metzler  =< − ä possède les mêmes valeurs propres que ý_, alors il existe une matrice orthogonale 
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¡ ∈ ℝ× telle que toutes les matrices ¡kâ¡, â ∈ Ξ soient Metzler, à condition que < > ||∆||_. 
 
Le lemme 3 assure donc l’existence d’un changement de base þ = ¡k qui projette le système 
(44) dans une base þ où toutes les matrices (>, ", E) deviennent Metzler.  
 
Hypothèse 5. Soit (>, ", E)  ∈  ã  pour tout > ≥ 0, ||E|| ≤ d et ||"|| ≤ ^, où ã = { ∈ ℝ×| _ − ∆ ≤  ≤  _ + ∆} pour _k = _ ∈  ℝ× et ∆ ∈  ℝ×.  
Pour une constante < > ||∆||_ et une matrice diagonale ä ∈  ℝ×, la matrice Metzler  = < − ä possède les mêmes valeurs propres que  _. 
 
Grâce au lemme 3, le  système (44)  est projeté dans la base þ où il est décrit par : 
 
@ þy = ¡k{(>, ", E)¡þ + ¡k9(>, þ, E, ) = ¡k{(>, ", E)¡þ + Ç(>, þ, E, )" = ë(>, E)¡þ                                                                                                      K, (47) 
 
et un observateur intervalle pour (47) est décrit par : 





ÜÞÇ®>, þ, þ, E, , ¯ = ¡k9®>, , , E¯ − ¡k9®>, , , E¯       Ç®>, þ, þ, E, , ¯ = ¡k9®>, , , E¯ − ¡k9®>, , , E¯  ,     Ç®>, þ, þ, E, , ¯ ≤ Ç(>, þ, E, ) ≤ Ç®>, þ, þ, E, , ¯            K 
(49) 




ÜÞ = ¡ þ − ¡ þ      = ¡ þ − ¡ þ     þ ≤ þ ≤ þ                 ≤  ≤                K. 
(50) 
 
A l’instar du théorème 6, le théorème 7 [29] définit les conditions pour assurer un encadrement 
de l’état þ pour tout > > 0 lorsque (>, ", E) n’est pas Metzler. 
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Théorème 7.  
 
On suppose que les hypothèses 2, 3, 4 et 5 sont vérifiées et l’une des conditions suivantes est 
satisfaite : 
1. |9®>, , , E¯| < +∞, |9®>, , , E¯| < +∞ pour tout > ≥  0, ||E||  ≤  d et tout   ∈ ℝ ,   ∈  ℝ ; 
 
2. pour tout > ≥  0,  
 |9(>, , E, )  −  9®>, , , E¯|  +  |9®>, , , E¯  −  9(>, , E, )|  ≤  á| −  |  +  á|  −  |  +  ;  
pour ; ∈  ℝ,á ∈  ℝ, et á  −  ¡kÆ¡ +   ≼  0, =  k  ≻  0.  
Alors les variables (>) et (>) dans (44),  (48) et (50) restent bornées pour tout > > 0 et 
 (>) ≤  (>) ≤  (>),  
 
en partant des conditions initiales 
 þ(0) ≤ þ(0) ≤  þ(0). 
 
La preuve du théorème 7 est donnée dans [29], [30]. 
 
Ce théorème présente un observateur intervalle pour des systèmes à temps variant, aussi bien 
linéaires que non linéaires (mis sous une forme canonique observable). La condition de Metzler 
sur la matrice (>, ", E) est relaxée en la supposant stable au sens de Lyapunov (voir équation 
(45)) et en opérant un changement de base statique pour obtenir la coopérativité de (>, ", E).  
 
Une procédure itérative pour la construction de l’observateur consiste à déterminer d’abord un 
gain } assurant la stabilité de l’erreur puis calculer _ et ∆ pour (>, ", E) permettant de garantir 





Soit le système LTV décrit par : 
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y = {(>) + ¢(>), % = ë = ¶, (51) 
 
où  = ¦ª¹« est le vecteur d’état et la matrice d’état  {(>) est définie par : 
 {(>) = −0.632 − 0.8sin (>) 0.5cos (3>)−0.7cos (2>) 0.3sin (>) . 
 
La matrice de mesure est ë = (0 1). 
 
Lors des simulations, l’entrée incertaine ¢(>) est définie par : 
 
¢(>) = [0.1 + 0.2 sin(0.5>)    0.1 + 0.5 cos(1.5>)]k. 
 
L’entrée ¢(>) est donc bornée par deux vecteurs   et  tels que : 
 
 = ®x.&x.-¯ ≤ ¢(>) ≤   = ®x.*x.d¯. 
 
La matrice {(>) est instable et n’est pas Metzler, mais l’hypothèse 2 est satisfaite sur une durée 
finie.  
 
Pour } =  [0, 4.368]k, la matrice (>)  =  {(>)  −  ë permet d’assurer les conditions de 
l’hypothèse 4 avec 0.01  ≤  ²(>)  ≤   et Æ =  0.1.  
 
L’hypothèse 5 est vérifiée pour : 
 
, = ¦−0.632 00 −4.368« , ∆= ¦0.8 0.80.8 0.8« 
 
 
 = ¦−2 1.81.8 −3« ,¡ = ¦0.796 −0.6050.605 0.796 « 
 
L’observateur intervalle (48) pour le système (51) est alors défini par : 
 
lþy = ¡k{(>)¡þ + ª + ¡k" − ë(>, E)¡þ	þy = ¡k{(>)¡þ + ª + ¡k[" − ë(>, E)¡þ]K, (52) 
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Figure 3.4 Estimation des bornes pour =0. 
 
Les figures 3.3 et 3.4 représentent les domaines estimés (bornes supérieure et inférieure) de l’état 
z. Le retour dans la base initiale x se fait grâce à la relation (50) et est illustré par les figures 3.5 
et 3.6. Il est à noter que l’évolution des bornes est assez différente de celle observée pour les 
systèmes LTI où les deux systèmes bornant ont la même dynamique à un offset près. Cette 
différence de dynamique s’explique en effet par les termes ª et ª bornant l’entrée incertaine 
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Ç(>) qui est la fonction ¢(>) projetée dans la base z. Malgré l’instabilité du système (51), il est 
donc possible de construire un observateur intervalle sur un temps fini où la bornitude de l’état x 









Figure 3.6 Estimation des bornes pour :0. 
 







































A travers ce chapitre, nous avons présenté des observateurs intervalles pour des systèmes 
partiellement linéaires et aussi pour des systèmes non linéaires moyennant une mise sous forme 
canonique observable. Les conditions d’existence et de calcul de cette transformation ont 
également été rappelées dans ce chapitre. La satisfaction des conditions de Metzler et de stabilité 
est souvent restrictive lors de la construction d’un observateur intervalle. Cette question a été 
traitée dans nos travaux et avec d’autres techniques récentes par un changement de coordonnées. 
Ce changement de base peut être variant dans le temps, ce qui suggère l’inversion d’une matrice ²(>) à chaque pas de simulation rendant ainsi cette technique coûteuse en temps de calcul. Une 
matrice de passage ² invariante dans le temps peut être obtenue en choisissant un gain } offrant 
des valeurs propres réelles à la matrice { − }ë ou en résolvant une équation de Sylvester 
d’inconnue ².  
 
Ces techniques de relaxation permettent d’élargir le champ d’applicabilité des observateurs 
intervalles. Ainsi, un observateur intervalle peut être construit pour tout système LTI 
asymptotiquement stable et aussi pour certains systèmes de type LTV ou non linéaires et variant 
dans le temps. Pour ces derniers, il faut souligner que des observateurs intervalles ont été 
construits sans avoir besoin explicitement des propriétés de coopérativité. L’approche proposée 
utilise le domaine de la matrice {(>) au lieu de la dépendance explicite du temps. Cette technique 
semble prometteuse et il serait intéressant de pouvoir formaliser la construction du gain 


















Conclusion générale et perspectives 
 
Nous avons présenté dans ce manuscrit deux approches principales pour l’estimation de variables 
(entrées, états) qui peuvent être utilisées pour le contrôle de cohérence des systèmes non linéaires 
à temps continu. Le contexte à erreurs inconnues mais bornées dans lequel sont situés nos travaux 
a permis de construire des méthodologies robustes, vis-à-vis des perturbations externes et des 
incertitudes du modèle, qui pourraient servir de base à des procédures de diagnostic robuste. 
 
 La première approche que nous avons développée dans le chapitre 1 conjugue différents outils et 
notions tels que les relations de parité dynamiques, la satisfaction de contraintes, les 
différentiateurs à modes glissants ou encore la platitude pour l’estimation des entrées d’un 
système dynamique non linéaire. En construisant des relations de parité liant les entrées, les 
sorties et leurs dérivées successives, nous avons défini les contraintes qui régissent les domaines 
d’évolution des variables du système. Les domaines des entrées compatibles avec les mesures 
sont alors reconstruits grâce à l’analyse par intervalles et aux techniques de satisfaction de 
contraintes. Un des avantages principaux de cette technique est la possibilité d’étudier un système 
non linéaire sans passer par la case « linéarisation » partielle ou complète. Un différentiateur à 
modes glissants a été utilisé pour l’estimation des dérivées de la sortie et l’une de ses propriétés 
caractéristiques est la convergence en temps fini. De plus, l’estimation des dérivées successives 
est faite simultanément, il n’y a donc pas de retard induit par l’attente du résultat de l’estimation 
de la dérivée d’ordre inférieur. 
Ainsi, toute anomalie, de nature interne ou externe, affectant le système se répercute sur les 
entrées. Nous nous sommes basés sur cette modélisation pour construire un test de cohérence où, 
à chaque instant, nous vérifions si l’entrée nominale du système (disponible à la mesure) 
appartient bien au domaine reconstruit de l’entrée. Nous avons ensuite illustré cette technique sur 
un procédé hydraulique de laboratoire pour détecter des pannes actionneurs. Enfin, nous avons 
appliqué la méthodologie développée à un système aéronautique pour détecter la position 
anormale d’une surface de contrôle. Le modèle, les valeurs numériques des paramètres et le jeu 
de données réelles utilisés lors des simulations ont été fournis par Airbus. 
 
Les chapitres 2 et 3 nous ont permis de présenter tout d’abord un rapide état de l’art des 
observateurs intervalles qui constituent la deuxième piste principale de recherche vers laquelle 
nous nous sommes orientés dans cette thèse. Le fil conducteur de cette étude est essentiellement 
la relaxation des contraintes qui existent dans la construction d’un observateur intervalle. Les 
solutions trouvées ont alors permis d’élargir la classe des systèmes linéaires et non linéaires pour 
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lesquels il est possible d’établir ce genre d’observateurs. L’extension aux systèmes non linéaires 
passe par un changement de coordonnées. Il est donc désormais possible, en présence de 
perturbations bornées, de construire un observateur intervalle pour : 
 
• des systèmes LTI asymptotiquement stables ;  
• des systèmes LPV (avec des conditions restrictives) ou qLPV ; 
• des systèmes LTV ou non linéaires variant et invariant dans le temps  
La relaxation des contraintes de stabilité/coopérativité pour la construction d’un observateur 
intervalle a été possible grâce à des changements de base déterminés de différentes manières et 
pouvant être variants ou invariants dans le temps. Les différentiateurs à modes glissants sont à 
nouveau utilisés, cette fois-ci, pour accroître la précision de l’estimation d’état en les associant 
aux observateurs intervalles. La question de l’observabilité/détectabilité forte ou non des 
systèmes a été abordée ici car elle conditionne cette combinaison des techniques ; l’utilisation des 




Les travaux présentés dans ce mémoire laissent entrevoir des perspectives intéressantes pour des 
développements ultérieurs. Dans le même ordre d’idée que celle développée pour les systèmes 
variant dans le temps (chapitre 3, section 2.5), une piste à explorer serait la relaxation des 
contraintes de stabilité et de coopérativité pour  la construction d’observateurs intervalles pour les 
systèmes LPV. En effet, les travaux ([128], [154]) se placent dans le cas de figure où il n’y a pas 
besoin de trouver un changement de coordonnées assurant la condition de Metzler pour la matrice {(Ð) − }ë. Il s’agissait de trouver un gain } assurant les conditions de stabilité et de Metzler 
dans la même base initiale. Cette technique présente deux inconvénients majeurs :  
 
• La synthèse du gain nécessite la connaissance a priori du domaine de l'état ; 
• Si ce gain existe, il n'est pas certain qu’il assure la propriété de Metzler. 
Plus généralement, il est nécessaire de trouver un changement de coordonnées rendant la matrice {(Ð) − }ë Metzler et le gain } doit assurer sa stabilité au sens de Lyapunov. Une autre difficulté 
réside dans la détermination de la matrice de Lyapunov qui peut dépendre du vecteur des 
paramètres Ð.  
 
De même il serait intéressant d’étudier la synthèse d’observateurs intervalles en boucle fermée 
pour l’estimation d’entrées inconnues.  
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Enfin, une autre idée serait de construire une procédure de diagnostic complète en se basant sur 
les tests de cohérence pour la détection des défaillances et en choisissant une modélisation 
hybride (en fonctionnement normal et dans les différents modes de défaillance identifiés) comme 
une solution pour la localisation des défauts. En amont de la procédure de diagnostic, des 
modèles hybrides ou à commutation pourraient donc être construits à partir de jeux de données en 































Définition 1.  
 
Dérivée de Lie, crochets de Lie 
 
• La dérivée de Lie est la dérivation d’une fonction scalaire suivant un champ vectoriel.  
Soit 9: ℝM  → ℝM une fonction vectorielle et [: ℝM  → ℝ une fonction scalaire. La dérivée de 
Lie de f  par rapport à h est définie par : 
 
¿9[ = ∇[. 9 = Õ[Õ 9 =  Õ[Õ¶ /µ &  (1) 
 
• On appelle crochet de Lie l’opération : 
 [9, °] = ÔçÔ 9 − ÔgÔè °. (2) 
 








Définition 2. [64] 
 
Observabilité locale non linéaire 
 




 @y = 9() + °()ê  % = [()                   K. (3) 
 








est appelée matrice d’observabilité locale pour (3) et ¿9±() est la dérivée de Lie de la fonction 
vectorielle ± le long du champ vectoriel 9 et ¿9±() représente le gradient ÔÃ9±()Ô  . Le système 
(3) est dit localement observable en un point x s’il satisfait la condition du rang, i.e. : 
  (é()) =  . (5) 
 
Définition 3.  
 
Degré relatif  S 
 
Le degré relatif  d’un système décrit par (3) est défini comme étant le nombre nécessaire de 
dérivations de la sortie " par rapport au temps pour faire apparaître une première fois le vecteur 
d’entrée E dans l’expression des dérivées. Mathématiquement, le système (3) est de degré relatif  pour tout  dans un voisinage de x ∈ ℝ si : 
 




Distribution, codistribution vectorielles 
 





Considérons {/&, … , /e} un ensemble de d fonctions vectorielles régulières (de classe ) définies 
sur É ⊆ ℝM  . Soit  ∈ É, ∆() est l’espace vectoriel engendré par : 
 {/&(), … , /e()} ∶ ∆() = {/&(), … , /e()}. 
 
Une distribution régulière ∆ est donc engendrée par {/&, … , /e} ∶ 
 ∆= {/&, … , /e}. (7) 
 
et son évaluation en un vecteur est donnée par ∆(). A chaque vecteur  on associe donc un 
espace vectoriel ∆(). Une distribution est une application linéaire : 
 (∆& + ;∆)() = ∆&() + ;∆().  (8) 
 
 L’intersection ∆& ∩ ∆ entre deux distributions ∆& et ∆ est définie par : 
 (∆& ∩ ∆)() = ∆&() ∩ ∆(). (9) 
 
Une distribution ∆ est dite involutive si : 
 ∀ & ∈ ∆,  ∈ ∆, [&, ] ∈ ∆  (10) 
 
où & et  sont des fonctions vectorielles et [&, ] désigne l’opération « crochets de Lie » pour & et . Pour plus de détails sur les distributions, le lecteur peut se référer à [68]. 
 
• Codistribution vectorielle  
Une codistribution vectorielle ê est le dual de la distribution vectorielle ∆ et peut être définie 
par : 
 ê(¶) = ∆(¶) = { ∈ ℝ| < , : > = 0,∀ : ∈ ∆()}. (11) 
Où <. , .> désigne l’opérateur produit scalaire. 
 
La codistribution ê est l’annihilateur de ∆. Les mêmes propriétés énoncées pour une distribution 







Fonction mesurable de Lebesgue  
 
Soit ë un sous-espace de ℝ, et soit (Â?)?∈ì un recouvrement de ë par un ensemble fini ou infini 
dénombrable d’intervalles ouverts de ë. 
 
On appelle « mesure extérieure » de ë la quantité bC(ë) = inf(î¨)¨∈ï  ®∑ (Â?)?∈ì ¯ où ®Â?¯ est 
la largeur de l’intervalle Â?. 
 
La mesure extérieure de ë est supposée finie et on note ℱ(ë) l’ensemble des parties fermées de ë. La mesure intérieure de ë est b(ë) = supñ⊂ℱ(ò)®bC(m)¯. 
 
Si bC(ë) = b(ë), alors ë est mesurable au sens de Lebesgue et <(ë) = bC(ë) =b(ë) est la mesure de ë. 
 








Théorème des fonctions implicites (cas scalaire) 
 
Soit ó un ensemble ouvert de ℝ, /:ó ⊂ ℝ → ℝ une application de classe z ( ≥ 1)sur ó et Ñ = (&, … , ) ∈ ó. On suppose que /(Ñ) = 0 et  Ô9Ôº (Ñ) ≠ 0. 
 
Il existe alors un voisinage ouvert   de ÑÒ = (&, … , &), un voisinage ouvert s de  et une 
application ô:  → s de classe z telle que : 
 





2. ∀  ∈   × s, ÔgÔº () ≠ 0. 




Théorème des fonctions implicites (cas vectoriel) 
 
Soit ó un ouvert de ℝ, 9:ó ⊂ ℝ × ℝw → ℝw une application de classe z ( ≥ 1) sur ó et Ñ = (&, … , w) ∈ ó. On suppose que 9(Ñ) = 0 et  
 
 
ö(gª,…,g÷)ö(º>ª,…,º>÷) (Ñ) = > Ù Ôg¸Ôº>¨ (Ñ)Ú,? ∈ℕ÷ ≠ 0 
 
où l’on note 9 = ®/&, … , /w¯. Il existe alors un voisinage ouvert   de ÑÒ = (&, … , ), un 
voisinage ouvert s de (&, … , w) et une application ô:  → s de classe z telle que : 
 
1. ∀  ∈   × s, 9() = 0 ⇔ (¶&, … , ¶w) = ô(¶&, … , ¶) 
 
2. ∀  ∈   × s, ö(gª,…,g÷)ö(º>ª,…,º>÷) () ≠ 0. 
 
3. La matrice jacobienne o de la fonction ô au point  (¶&, … , ¶) ∈   est o = −Z&Y où : 
 
Z = Ù Ôg¸Ôº>¨ ()Ú,? ∈ℕ÷  et Y = ÙÔg¸Ô? ()Ú ∈ℕ÷,?∈ℕº  
 











Généralités sur les modes glissants 
Les modes glissants 
 
On considère un système non linéaire décrit par : 
 ¶y = /(¶, ê). (1) 
 
Les modes glissants sont à la base une technique élaborée pour résoudre le problème de 
commande discontinue des systèmes [28], [152], [153], [126]. Il s’agit principalement de générer 
une loi de commande permettant d’amener et maintenir la trajectoire d’un système (vecteur 
d’état) sur une surface a dite « surface de glissement » en un temps fini (temps de convergence). 
La surface de glissement a est définie par une contrainte (¶) = 0 et l’espace est ainsi divisé en 
deux sous-espaces où (¶) < 0 et (¶) > 0. Une loi de commande discontinue u est décrite par 
une commutation entre deux champs vectoriels ê et ê telle que : 
 ê = @ê,   > 0ê,   < 0K. (2) 
 





Figure 1.  Commande discontinue entraînant un glissement 







Selon le type de systèmes étudiés, naturellement discontinus ou avec retour d’état discontinu, on 
distingue respectivement deux approches :  
 
• le régime glissant au sens de Filippov [37], [62] où, pour une famille de champs vectoriels È, la dynamique en un point ¶ de la surface est l’intersection entre l’espace tangent à la 
surface en ¶ et l’enveloppe convexe de È. 
 
• la dynamique glissante telle que définie dans [59], [98], [149], [150], [151] qui est liée à 
la « commande équivalente ». Cette dernière est définie comme étant la commande qui, 
sous l’action du champ /(¶, ê), rend la surface invariante. 
L’exemple suivant permet d’expliquer le principe des modes glissants. Soit un système du second 
ordre décrit par :  
 ¶b = ê + /(>) , (3) 
 
avec ê = −b(). Soit une surface de glissement  définie par : (¶) = ¶y + A¶. 
 
Les paramètres b et A sont constants et /(>) est une perturbation inconnue mais bornée. 
 
Le système (3) est étudié dans le plan de phase (¶, ¶y ) (voir figure 2). 
 () = +1,         > 0 −1,      < 0 K. (4) 
 
La commande ê est discontinue sur (¶) = 0 et les trajectoires de l’état ¶ sont réparties entre 
deux sous-espaces : un premier sous-espace commandé par ê = −b pour  > 0 et un deuxième 
sous-espace avec ê = +b pour  < 0. Toutes ces trajectoires sont orientées vers la ligne (¶) = 0 et l’état ¶ atteint la surface de glissement a en un temps fini >&.  
 
A partir de >& > >x, l’état adopte un mouvement de glissement continu le long de a et sa 
trajectoire est donc régie par l’équation : 







    
Figure 2. Surface et mouvement de glissement 
 
Une fois la surface de glissement atteinte, un mouvement de glissement se crée et l’état solution 
de (5) est ¶(>) = ¶(>&)(ª). Son expression est indépendante de la perturbation /(>). La 
robustesse de la commande est donc assurée.  
 
La condition « d’attractivité » vers l’origine est : y < 0 et un régime idéal de glissement est 
atteint pour  = 0. 
Nous venons de présenter à travers cet exemple simple le principe de base de la commande par 
modes glissants d’ordre 1 dont l’existence est assurée par le théorème 1.  
 
Théorème 1.  
 
Un régime glissant d’ordre 1 existe sur la surface S si et seulement si le système (3) est de degré 
relatif  = 1 par rapport à la variable de glissement s. 
 
L’inconvénient majeur des modes glissants d’ordre 1 est le phénomène bien connu de 
« A[>> » engendré par la réalité physique qu’est le délai de commutation dans la 
commande. Idéalement le temps de commutation est nul (fréquence infinie) mais il est 
physiquement impossible de générer une telle commande (Figure 3) d’où l’apparition du 







A[>> au niveau de la surface de glissement (Figure 4) qui se traduit par un phénomène 





Figure 3. Approximation continue (tirets) de la commande discontinue (trait plein) 








Figure 4. Phénomène de chattering autour de la surface de glissement 
 






Une solution à ce problème réside dans l’utilisation de modes glissants d’ordre supérieurs [152], 
[153], [28], [24], [45], [126]. 
 
 
Définition 1.  
 
Modes glissants d’ordres supérieurs 
 
On considère une contrainte »(¶) = 0 avec » ∶ ℝ → ℝ une fonction régulière dont les dérivées 
par rapport au temps »(x), »(&), »(), … , »(r&) existent et sont continues. Le régime glissant 
d’ordre  est déterminé par l’ensemble a défini par les égalités suivantes :  






Figure 5. Modes glissants d’ordre 2 
 
Si a est un ensemble non vide et localement intégrable au sens de Filippov (solution de Filippov 








»y = 0 
» = 0 





Analyse par intervalle : outils de base 
 
1. Les intervalles 
 
Les intervalles permettent de représenter de manière garantie un domaine d’appartenance pour 
une grandeur dont la valeur exacte n’est pas connue. Par exemple, la constante ³ = 3.141592 … 
est un nombre irrationnel qui peut être encadré par la double inégalité : 3.141≤ ³ ≤ 3.142 ou 
encore ³ B [3.141,3.142]. Les lignes ci-dessus formalise la définition d’un intervalle. 
 
Définition 1. Un intervalle réel [¶] est un sous-ensemble connexe et borné de ℝ défini par : 
 [¶] = ¶, ¶	 ≜ ¶ ∈ ℝ| ¶ ≤ ¶ ≤ ¶.  (1) 
 
L’ensemble des intervalles de ℝ est noté par ℝ. Un intervalle dans lequel ¶ = ¶ est dit dégénéré 
et correspond à une valeur réelle représentable sur une machine. 
1.1 Caractéristiques des intervalles  
 
Soient deux intervalles réels  Â = [, ] et o = [A, ]. On définit : 
 
- la borne supérieure : ê(Â) =  ; 
- la borne inférieure : /(Â) =  ;  
- le milieu ou la valeur médiane : ^ = ( + )/2 ; 
- la largeur : (Â) = ( − ) ; 
- l’amplitude : |[, ]| = max (||, ||) ; 
- l’égalité : Â = o ⇔  = A >  = . 
 





Les intervalles étant des ensembles, les opérations ensemblistes pures peuvent leur être 
appliquées : 
 
- Intersection : Â ∩ o ≜ {Ì ∈ ℝ|(Ì ∈ Â) ⋀ (Ì ∈ o)}, son résultat est toujours un intervalle ; 
 
- union : Â ∪ o ≜ {Ì ∈ ℝ|(Ì ∈ Â) ⋁ (Ì ∈ o)}, ce n’est pas forcément un intervalle borné tel 
qu’il l’a été défini plus haut. Cependant, on peut définir l’union connexe des intervalles 
(donnant un intervalle borné) qui sera notée Â ⊔ o ≜ [Â ∪ o];  
 
- de même la différence entre deux intervalles est  Â [\] o ≜ [Â \  o] = [{¶ ∈ Â|¶ ∉ o}]. 




Un vecteur d’intervalles [×], appelé aussi pavé, est le produit Cartésien de  intervalles : 
 [×] = [¶&] × [¶] × … × [¶] = ¶&, ¶&	 × ¶ ¶	 × … × ¶, ¶	.  (2) 
 
Une matrice intervalle est une matrice dont les éléments sont des intervalles :  
 
[z] =  Â&& ⋯ Â&⋮ ⋱ ⋮
Â& ⋯ Â.  
(3) 
 
2. Arithmétique des intervalles 
 
Les opérations de base de l’arithmétique classique ont été étendues à l’arithmétique des 
intervalles. De manière générale, pour deux intervalles Â = [, ] et o = [A, ] et un opérateur  
 
Á ∈  {+, −,∗,/} on a : Â þ o = {¶ Á %|¶ ∈  Â > % ∈  o} (4) 
 





- Soustraction: Â − o = [, ] − [A, ] = [a − d, b − c] 
 
- Multiplication: Â ∗  o = [min (a × c, a × d, b × c, b × d), max (a × c, a × d, b × c, b × d)] 
 
- Division: Â ÷  o = Â ∗ ,&e , &2 , si 0 ∉  [A, ]. 
Généralement, le résultat d’une suite d’opérations entre plusieurs intervalles n’est pas minimal. 
Le pessimisme engendré est dû aux phénomènes de dépendance et d’enveloppement. 
 
2.1. Dépendance   
L’arithmétique des intervalles suppose implicitement l’occurrence de chaque variable comme 
étant indépendante des autres. Cela entraîne une surévaluation de l’intervalle résultat comme le 
démontre l’exemple 1. 
Exemple 1. Soit  Å = [−1, 0] 
 
 =  ∗  = {¶ × %|¶ ∈ , % ∈ } =  [^(−2,1,4),^¶(−2,1,4)] = [−2,4]. 
Or, il est possible d’écrire  = {¶² | ¶ ∈ } = [0,4]. 
 
Ce résultat illustre le phénomène dit de dépendance occasionné par l’occurrence multiple de la 
même variable . Pour réduire le nombre d’occurrences, il convient de factoriser les expressions 
lorsque cela est possible. De même, il peut être judicieux de retarder le plus longtemps possible 




La représentation d’un ensemble de forme géométrique quelconque par un pavé présente 
l’avantage d’être adapté à l’étude des systèmes non linéaires ayant plusieurs variables. Chaque 
variable étant représentée par un intervalle. Ce choix de représentation entraîne un certain 
pessimisme car cette nouvelle  enveloppe (pavé) contient également des éléments n’appartenant 







Figure 1. Enveloppement d’un ensemble 5 par un pavé [p] 
 
 
3. Fonctions d’inclusion 
 
Soit une fonction vectorielle 9:ℝ → ℝ. L’évaluation de 9 sur un pavé [x] est donnée par : 
 9([]) = {9()| ∈ []}.  (5) 
 
Une fonction intervalle [9]: ℝ → ℝ est dite fonction d’inclusion pour 9 si :  
 9([]) ⊆ [9]([]),∀[] ∈ ℝ. (6) 
3.1 Monotonie 
 
Une fonction d’inclusion [9] est dite monotone au sens de l’inclusion si : 












 limz→ ®[]()¯ = 0 ⇒ limz→ ([9]([]())) = 0 . (8) 
 
L’objectif principal dans le choix de la  « meilleure » fonction d’inclusion est la réduction du 
pessimisme induit.  
 
3.3 Fonction d’inclusion naturelle 
 
Définition 3. [72] 
 
Soit une fonction / ∶ ℝ → ℝ composée d’opérateurs Á ∈ {+, −,/,∗} et de fonctions 
élémentaires {, AÁ, ¶, U, … }. La fonction d’inclusion naturelle [/]: ℝ → ℝ pour / est obtenue en remplaçant chaque occurrence de ¶ par l’intervalle [¶ ] auquel elle appartient. 
Si cette fonction ne comporte que des fonctions élémentaires et continues alors elle est monotone 
et convergente.  
Une fonction d’inclusion n’est pas unique comme le démontre l’exemple 2. 
 
Exemple 2. Soit la fonction / pouvant s’écrire sous les formes : 
 /&(¶) = ¶(¶ + 1) /(¶) = ¶² + ¶ /*(¶) = ¶ ∗ ¶ + ¶ /-(¶) = ¦¶ + &« − &-. 
 
Toutes ces formes de / sont équivalentes dans ℝ. Cependant, l’évaluation intervalle sur [¶] =[−1,1] de la fonction d’inclusion naturelle  de ces quatre formes ne donne pas le même résultat : 
 [/&]([¶]) = [¶]([¶] + 1) = [−2,2]. [/]([¶]) = [¶] + [¶] = [−1,2]. [/*]([¶]) = [¶] ∗ [¶] + [¶] = [−2,2]. [/-]([¶]) = [¶] + 12 − 14 = +− 14 , 2. 
 





Un test > peut être défini comme étant une fonction >:ℝ → , où  est un ensemble de valeurs 
binaires ou booléennes {0, 1}/ {vrai, faux}. De la même manière, un test d’inclusion pour >, noté [>], peut être défini par : 
 [>] ∶  ℝ → , avec  = {0, 1, [0,1]} (9) 
 
où [0,1] représente un cas d’indétermination. L’extension de > vérifie :                   
 ∀ [] ∈ ℝ : ([>]([]) = 1) ⇒ (∀  ∈ [], >() = 1), 
                       
([>]([]) = 0) ⇒ (∀  ∈ [], >() = 0), 
  
([>]([]) ∈ [0,1]), Á. 
 
 
Exemple 3. Soit un test > défini par >() = @1, 3¶& + ¶ ≤ 20, 3¶& + ¶ > 2K. 
 
Soit [] = ¶&, ¶&	 × ¶, ¶	.  
Le test d’inclusion minimal 
 
[>]([]) = ü1, 3¶& + ¶ ≤ 20, 3¶& + ¶ > 2[0,1] Á K 
 
associé à la fonction > est appliqué aux pavés : 
 
- [Ñ] = ([0,2], [0,10])k      
- [] = ([1,3], [−20, −15])k   
- [¥] = ([4,5], [15,20])k   
- [G] = ([−4, −2], [15,25])k   
- [f] = ([−9, −7], [10,15])k   
L’intersection entre les deux demi-plans d’équations 3¶& + ¶ ≤ 2 et 3¶& + ¶ > 2 est une 
droite D d’équation 3¶& + ¶ = 2. 
 
Le test d’inclusion retourne 1 pour les pavés [], [f] et 0 pour les pavés [¥], [G]. Le pavé 







Figure 2. Illustration du test d’inclusion [*]([]) sur les pavés [Ñ], [], [¥], [G] f£ [f]. 
 
 
5. Bissection d’intervalles  
 
Soit [] = [¶&] × [¶] × … × [¶] = ¶&, ¶&	 × ¶, ¶	 × … × ¶, ¶	.   
                   
La bissection du pavé [] est l’opération qui consiste à scinder [] en deux sous-pavés []Ã et [] suivant une direction privilégiée d’indice , qui est ici celle de la composante intervalle ayant 
la plus grande largeur. On obtient donc deux sous-pavés : 
 
ÛÜÝ
ÜÞ[]Ã  = ¶&, ¶&	 × ¶, ¶	 × … × ¶ , ¶ + ¶2  × … × ¶, ¶	[] = ¶&, ¶&	 × ¶, ¶	 × … × ¶ + ¶2 , ¶ × … × ¶, ¶	
K. (10) 









Satisfaction de contraintes 
1. Consistance 
Un intervalle ou un pavé est dit consistant par rapport à une ou des contraintes lorsqu’il n’est plus 
réductible par l’utilisation d’un contracteur.  
Il existe deux types de consistance pour un intervalle : la consistance globale et la consistance 
locale qui sont définies à l’aide de la notion de projection d’un ensemble. 
 
Définition 1.  
 
Projection d’un ensemble 
 
Soient  et  deux ensembles et ℤ leur produit cartésien tel que : 
 
ℤ =  ×   = {(¶, %)|¶ ∈ , % ∈ }. 
 
La projection d’un sous-ensemble ℤ de ℤ sur  par rapport à  est définie par : 
 Á½®ℤ¯ = ¶ ∈ =∃% ∈ , (¶, %) ∈ ℤ.  (11) 
 
1.1 Consistance locale  
 
On considère un pavé [] = [¶&] × [¶] × … × [¶] et 5? l’ensemble solution de la contrainte ?. 
L’intervalle [¶] est dit localement consistant avec le CSP ℋ(, ë, []) si : 
 [¶] = ⋂ ³(5? ∩ [])	∈{&,…,Ú}  (12) 
 
où ³(5? ∩ []) représente la projection de 5? ∩ [] sur ¶. Ainsi, il y a consistance locale pour le 
domaine [¶], si toutes les valeurs de ¶ ∈ ¶ , ¶	 sont consistantes avec chacune des contraintes ?  prise séparément. 
 





Le domaine [¶] est dit globalement consistant si tout ¶ ∈ ¶, ¶	 est consistant avec toutes les 
contraintes ?  prises simultanément, i.e : 
 
[¶] = ³®5? ∩ []¯ = ³ Å 




La consistance locale est plus simple à vérifier pour un domaine continu. Ces deux notions de 
consistance sont illustrées sur la figure 3. 
 
 
Figure 3. Illustration de la consistance locale et globale avec deux ensembles 5& et 5. 
 
Les intervalles [¶] et [¶] représentent respectivement la projection des ensembles 5& et 5 sur 
l’axe ¶&. [¶e] est l’intersection entre [¶] et [¶] et traduit la notion de consistance locale. La 












Définition 2.  
  
Soit 5  l’ensemble des solutions du CSP ℋ(, ë, []). Si 6  est un contracteur pour 5, alors nous 
avons : 
 5 ⊆ ℭ5([]) ⊆ []  (14) 
 
où ℭ5: @ ℝ → ℝ[] ↦ ℭ5([]) ⊆ [] ∩ 5	K. 
 
Monotonie ℭ5 est monotone si :  
 ∀ [] ⊆ ["] ⇒ ℭ5([]) ⊆ ℭ5(["]). (15) 
 
 
Définition 3.  
 
Contracteur local  [73] 
 
Soient ¶ et % deux variables reliées par la contrainte ­. Un contracteur local pour le domaine 
ℿ par rapport à la variable % est défini par :  
 lℭ(ℿ) = ¶ ∈ ℿ|∃ % ∈ ℿ­,(¶, %) ∈ ­ ℭ(ℿ) ⊂ ℿ                                                      K . (16) 
 
En supposant que la contrainte ­ est décrite par : % = /­(¶), on a alors : 
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Résumé : Cette thèse traite du problème d'observation et d'estimation des variables 
caractéristiques des systèmes dynamiques. Il s’agit d’une problématique fondamentale qui est au 
cœur de nombreux domaines relavant des sciences de l'ingénieur. Les travaux sont conduits dans 
un contexte ensembliste. Les techniques développées pour l’estimation de l’état et des variables 
d’entrées ont pour objectif final le contrôle de cohérence des systèmes non linéaires à temps 
continu. Une première approche conjugue les relations de parité et les différentiateurs à modes 
glissants pour l’estimation des entrées d’un système non linéaire. Les domaines des entrées 
compatibles avec les mesures sont alors reconstruits grâce à l’analyse par intervalles et aux 
techniques de satisfaction de contraintes. Il est montré que la relaxation des contraintes de 
stabilité/coopérativité pour la construction d’un observateur intervalle peut se faire grâce à des 
changements de base déterminés de différentes manières et pouvant être variants ou invariants 
dans le temps. Des simulations numériques illustrent les techniques proposées. Une application à 
un système aéronautique est également présentée à l’aide d’un jeu de données réelles. 
 
Mots-clés : Estimation d’entrées, inversion ensembliste, relations de parité, systèmes non 
linéaires à temps continu, platitude, observateurs intervalles, différentiateurs à modes glissants, 
observateurs mixtes, relaxation de contraintes.  
 
 
Abstract: This thesis deals with the problem of a dynamical system observation and the 
estimation of its characteristic variables; the latter point constitutes the core element in many 
engineering science fields. The final aim is to build a general framework for integrity control and 
fault detection of such systems within a bounded error context. The developments offered herein 
make use of parity relations, sliding mode differentiators, interval observers and constraint 
satisfaction problems. Input reconstruction techniques are developed for a general class of 
nonlinear continuous-time systems. Domains are reconstructed for the input values which are 
consistent with the measurements using interval analysis and constraint satisfaction techniques. It 
is shown that time-varying or invariant coordinate changes may relax the applicability conditions 
(stability/cooperativity) of the interval observer design methods. Sliding mode differentiators 
were also used to enhance interval observer accuracy. The proposed approaches are illustrated 
through computer simulations and they have been applied to aircraft servo loop control surface 
for robust and early detection of abnormal positions.   
 
Keywords: Input estimation, set inversion, parity relations, continuous-time nonlinear systems, 
flatness, interval observers, sliding mode differentiators, mixed observers, constraint relaxation.
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