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Chapter 1
Introduction
In this thesis, efficient and robust methods are developed for resolving the effect of
physical uncertainties on the solution of numerical flow and fluid-structure simulations
reliably and at low computational costs. This chapter starts with a general introduction
into the topic of uncertainty quantification in section 1.1. In section 1.2 recent advances
in the development of uncertainty quantification methods for computational fluid dy-
namics (CFD) and fluid-structure interaction (FSI) are sketched. In parallel an outline
of this thesis is given.
1.1 Uncertainty quantification
The nature of the physical uncertainties present in practically all engineering problems
is discussed in section 1.1.1. In section 1.1.2 a probabilistic framework is selected to
describe the physical variations. The resulting mathematical formulation of the uncer-
tainty quantification problem is given in section 1.1.3.
1.1.1 Physical uncertainty
Analytical solutions of the Navier-Stokes equations of fluid mechanics have so far been
found only for a limited number of relatively simple cases. Engineering flow problems
are usually solved numerically, which gives rise to discretization and iteration errors.
In contrast with analytical solutions, these numerical approximations contain no in-
formation about the influence of parameter variations on the solution. The increasing
availability of computational resources and fast algorithms has until now, however,
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mainly been invested into reducing the numerical errors in computational predictions.
As a result, numerical errors in industrial simulations nowadays start to reach accept-
able engineering accuracy levels. The effect of variations in physical parameters is
usually not quantified in a systematic way. Instead, computations are performed for a
set of fixed input parameter values only.
Physical uncertainties are, however, present in virtually all engineering applica-
tions. These uncertainties originate from, for example, varying atmospheric conditions
(free stream velocity, angle of attack), wear and tear, and production tolerances affect-
ing material properties (mass, stiffness, internal damping distributions) and the geome-
try (shape, surface roughness). They enter the computational problem through physical
input parameters, and initial and boundary conditions. These inherent physical varia-
tions in the system and its environment are known as aleatoric uncertainties [71]. Other
uncertainties are caused by a lack of knowledge or insufficient available experimental
data to characterize input values. This second type of uncertainty is called epistemic
uncertainty.
If the system is sensitive to changes in the input data, even small variations can have
a significant effect on the solution. This can result in substantial performance degenera-
tion of deterministically optimized designs. Especially discontinuous solutions of non-
linear problems and unsteady behavior of dynamical systems can be highly sensitive to
input variability. Discontinuities are encountered in fluid dynamics and fluid-structure
interaction as, for example, shock waves in transonic flows and bifurcation phenomena
of structural responses. Dynamic fluid-structure interaction systems are also known to
amplify input variations with time [78]. Since the asymptotic behavior of aeroelastic
systems is usually of practical interest in post-flutter analysis, the effect of small input
variations can be important. Flutter refers here to the onset of an unstable oscillatory
aeroelastic response, which can lead to fatigue damage and structural failure [25].
As a consequence, the effect of physical uncertainties can be larger than numer-
ical and modeling errors in computational predictions of engineering flow and fluid-
structure interaction problems. It is then vital to quantify the effect of physical input
variations in order to obtain reliable computational predictions. These can be used in
robust design optimization and reducing design safety factors, which eventually con-
tributes to the development of aerodynamically more efficient and environmentally
friendly transportation and renewable energy technologies. Results for the effect of
epistemic uncertainties can be used to reduce the most important sources of this type
of uncertainty.
2
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1.1.2 Probabilistic description
Physical variability can be described in a number of ways with different degrees of de-
tail. The description of physical variations has to be sufficiently quantitative, in order
for the uncertainty analysis to significantly improve the reliability of simulation results.
Sensitivity derivatives give limited first-order results on the amount of amplification of
input variation to the output of interest [83, 99]. Uncertainty intervals do not lead to
quantitative information within the interval and they are sensitive to the often difficult
to define extreme values of uncertain input [47, 68]. A fuzzy set description in terms of
a membership function within an interval is more suitable for vague epistemic uncer-
tainties [67, 121]. Low-order moment approximations of perturbation techniques are
often not reliable in case of large input variations [45, 103].
In this thesis, a probabilistic description of physical variations is selected. Input
variability is described in terms of probability distributions and covariance functions
for random input parameters and random fields of spatially correlated data. This re-
sults in quantitative and detailed information on the effect of physical uncertainties.
Second-order random processes with finite variance are considered, which includes
most practical cases [40].
In most applications the required probability distributions for the random input
parameters are available from measurements or expert opinion. Methods for fitting
probability distributions through available experimental data are well established [41].
Otherwise an educated guess of the input statistical moments and the type of probability
distribution by a senior engineer is a good starting point.
This thesis focuses on the quantification of the effect of input randomness on the
probability distribution and the statistical moments of an output of interest such as
aerodynamic drag or total structural energy. In contrast, in structural reliability analysis
input randomness is propagated to compute the probability of failure [13]. Failure
probabilities are often small such that in reliability analysis the tails of the distribution
are pursued instead of the central moments.
1.1.3 Mathematical formulation
The resulting mathematical formulation of the uncertainty quantification problem for
a flow or fluid-structure interaction system with random input and output of interest
u(x, t, ω) is given by
L(x, t, ω;u(x, t, ω)) = S(x, t, ω), (1.1)
with appropriate initial and boundary conditions. Operator L and source term S are
defined on domain D × T × Ω, where x ∈ D and t ∈ T are the spatial and temporal
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dimensions with D ⊂ Rd, d = {1, 2, 3}, and T = R. The argument ω empha-
sizes that u(x, t, ω) is a random event with the set of outcomes Ω of the probability
space (Ω, F , P ) with F ⊂ 2Ω the σ-algebra of events and P a probability measure.
The probability space originates from n uncorrelated second-order random parameters
a(ω) = {a1(ω), . . . , an(ω)} ∈ A with probability density fa(a) in equation (1.1)
and its initial and boundary conditions, with parameter space A ⊂ Rn. Random
fields are expressed in a countable set of uncorrelated random parameters using the
mean-square error minimizing Karhunen-Loe`ve expansion of the covariance function
C(x1,x2) [52]. Random fields and stochastic processes with sufficiently high correla-
tion are considered here, otherwise Markov chain Monte Carlo can be a more suitable
discretization [85].
For a single realization ω = ω˜, u(x, t, ω) reduces to the deterministic function
u˜(x, t) = u(x, t, ω˜) in terms of the spatial coordinates x and time t. The numerical
approximation of u˜(x, t) can be obtained using standard spatial discretization methods
and time marching schemes. An increasing number of realizations u˜(x, t) for randomly
varying ω˜ approaches the probability distribution function Fu of u(x, t, ω)
u(ω) = F−1u (ω), Fu(u) = ω, (1.2)
where the arguments x and t are omitted for simplicity of the notation. Since the ran-
domness ω is introduced into (1.1) by the random parameters a(ω), the uncertainty
quantification problem is to find the response surface u∗(x, t,a) of the output of inter-
est u as function of the parameters a in parameter space A. Sorting (1.2) and integra-
tion of u∗(x, t,a) then results in the distribution function Fu(u,x, t) and the statistical
moments µui(x, t)
µui(x, t) =
∫
A
u∗(x, t,a)ifa(a)da =
∫
Ω
u(x, t, ω)idω, (1.3)
which is an integral weighted by the probability density fa(a) of the random input.
Therefore, a weighted integrable approximation of the response surface u∗(x, t,a)
in parameter space A is considered the solution of uncertainty quantification prob-
lem (1.1).
1.2 Uncertainty quantification methods for CFD and
FSI
The main recent advances in the development of uncertainty quantification methods
for computational fluid dynamics and fluid-structure interaction are described below. In
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parallel the contribution of this thesis to these developments is outlined as treated in the
succeeding chapters. The developments are sketched roughly in chronological order
following the changing focus of the uncertainty quantification community over the last
decades from method efficiency, intrusivity, and robustness, to unsteady problems and
high-dimensional probability spaces, respectively.
1.2.1 Efficiency
Initially the renewed attention for uncertainty quantification method development in
structural mechanics in the early 1990s [27, 91] and in fluid mechanics a decade later
[57, 104, 115] was primarily motivated by reducing the computational burden of an
uncertainty analysis based on Monte Carlo simulation. The resulting additional com-
putational costs for uncertainty quantification equivalent to many deterministic solves,
is significant for deterministically already computationally intensive flow and fluid-
structure simulations. Polynomial Chaos methods have, therefore, been proposed as
more efficient alternatives for Monte Carlo simulation.
1.2.1.1 Monte Carlo simulation
A classical approach to determine the effect of random parameters is Monte Carlo
simulation [65], in which deterministic problems are solved for randomly sampled
parameter values, see Appendix A.1. However, the relatively low convergence rate
of O(N1/2s ) leads to a large number of required samples Ns. Monte Carlo simula-
tion results, therefore, in impractically high computational costs for problems which
are already computationally intensive in the deterministic case. More sophisticated
sampling strategies and variance reduction techniques improve the efficiency to some
extent [32, 64].
1.2.1.2 Galerkin Polynomial Chaos
The Galerkin Polynomial Chaos method was pioneered by Ghanem and Spanos [27]
in the context of structural mechanics as a more efficient alternative to Monte Carlo
simulation. Later applications of Polynomial Chaos in computational fluid dynamics
problems can be found in [58, 59, 69, 119]. Galerkin Polynomial Chaos, based on
the Homogeneous Chaos theory of Wiener [110], is a spectral method in probability
space that approximates the response surface by a global polynomial function, see Ap-
pendix A.3. The approximation is constructed using a weighted Galerkin projection of
an expansion of orthogonal polynomials. This results in a coupled set of deterministic
equations, each of which is similar to the original deterministic problem. The efficiency
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of the homogeneous Galerkin Polynomial Chaos formulation with classical Hermite
polynomials is based on its spectral convergence for Gaussian input randomness [10].
The spectral convergence was generalized to a number of other standard distributions,
such as the beta distribution, by Xiu and Karniadakis [114] using classical polynomials
of the Askey scheme [90].
1.2.1.3 Gram-Schmidt Polynomial Chaos
In practice often other input probability distributions are encountered than those which
correspond to classical polynomials, for example, the lognormal distribution. Due to
the limited convergence of Galerkin Polynomial Chaos for these input distributions,
its extension to arbitrary probability distributions is essential. In Chapter 2 a Gram-
Schmidt Polynomial Chaos formulation for arbitrary input distributions is developed.
Gram-Schmidt orthogonalization is employed to construct a suitable set of basis poly-
nomials orthogonal with respect to any given input distribution instead of using classi-
cal polynomials. The Gram-Schmidt algorithm has the advantage that the polynomials
can be constructed analytically based on the moments of the random input. The spec-
tral convergence of Gram-Schmidt Polynomial Chaos is illustrated in Chapter 2 for
advection-diffusion problems of heat transfer in one-dimensional and two-dimensional
pipe flows. Other extensions to arbitrary input distributions can be found in [92, 108].
1.2.1.4 Monomial Chaos
An important characteristic of flow problems is that they are governed by nonlinear par-
tial differential equations in contrast to the often linear modeling in structural mechan-
ics. The originally in the context of structural mechanics developed Galerkin Polyno-
mial Chaos results for flow problems in a computationally intensive system of coupled
nonlinear equations. It is, therefore, important for efficient uncertainty quantification in
flow applications to develop methods which can deal with the nonlinearities in a more
efficient way. In Chapter 3 a Monomial Chaos approach is proposed which results in
an uncoupled set of linear equations for problems involving polynomial nonlinearities.
In Monomial Chaos the coefficients of the Polynomial Chaos expansion with monomi-
als as basis functions are solved for using differentiation of the governing equations,
instead of a Galerkin projection. The computational work per additional Polynomial
Chaos order of the equivalence of a single linear Newton iteration results in faster error
convergence compared to other Polynomial Chaos methods for sufficiently small in-
put variations. Results for the Burgers equation and a two-dimensional boundary layer
flow in Chapter 3 demonstrate that the additional computational costs for a Monomial
Chaos uncertainty quantification can be smaller than a single deterministic solve.
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1.2.2 Intrusivity
The subsequent application of efficient Polynomial Chaos methods to more advanced
practical applications, for example in [88, 113], revealed that also the intrusivity of
the implementation of uncertainty quantification methods is of practical importance.
Solving the coupled Polynomial Chaos equations requires significant alterations to ex-
isting deterministically optimized computer codes. This elaborate process may not
even be possible when the source code of a commercial software package is unavail-
able or when the deterministic equations are highly nonlinear [112]. The attention has,
therefore, shifted to non-intrusive Polynomial Chaos methodologies [36, 84], which
construct the global polynomial approximation of the response by interpolating Monte
Carlo samples, see Appendix A.4. Lagrange interpolation of samples located in suit-
able Gauss quadrature points employed in Probabilistic Collocation or Stochastic Col-
location approaches [54, 62, 96] can under moderate assumptions also result in spec-
tral convergence [5]. In these non-intrusive methods an existing deterministic solver is
reused as a black-box, while significantly reducing the number of deterministic solves
compared to Monte Carlo simulation. The computational costs for performing the un-
certainty quantification interpolation of the samples are usually negligible compared to
the computationally intensive deterministic solves.
1.2.3 Robustness
The global polynomial spectral approximation of intrusive and non-intrusive Polyno-
mial Chaos methods can for more challenging problems with discontinuous solutions
give unreliable results. Oscillatory approximations resulting from the stochastic Gibbs
phenomenon [14, 114] can even lead to unphysical realizations. Since the principal
motivation for uncertainty quantification is to assure more reliable computational pre-
dictions, much attention has been devoted to further develop Polynomial Chaos towards
a more robust multi-element formulation.
1.2.3.1 Adaptive Stochastic Finite Elements
Several finite elements discretizations of probability space with a piecewise polyno-
mial approximation of the response have been proposed. One such Stochastic Finite
Elements method is the Wiener-Haar expansion introduced by Le Maıˆtre et al. [60],
which results in a piecewise constant approximation based on a multi-resolution Haar
wavelet discretization. Higher-order piecewise polynomial approximations in hyper-
cube elements are developed by Deb et al. [19], Le Maıˆtre et al. [61], and Wan and
Karniadakis [105]. These methods include adaptive refinement strategies in probabil-
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ity space [63] to limit the additional computational costs associated with multi-element
discretizations.
Higher-order multi-element approximations can, however, still result locally in un-
physical oscillations in elements which contain the, in general, a priori unknown dis-
continuity location. The adaptation is usually also performed by completely recomput-
ing the solution in the refined domains. After several successive refinement steps the
intermediate solutions in the refined domains represent a significant part of the compu-
tational efforts, even though they are not directly reflected in the final approximation.
The computational costs of Adaptive Stochastic Finite Elements (ASFE) methods are,
therefore, equivalent to solving a large number of uncoupled single-element problems
on the different refinement levels.
1.2.3.2 Newton-Cotes quadrature in simplex elements
An alternative Adaptive Stochastic Finite Elements (ASFE) method based on Newton-
Cotes quadrature in simplex elements is developed in Chapter 4. The piecewise polyno-
mial approximation of the response is constructed by performing deterministic solves
for parameter values corresponding to Newton-Cotes quadrature points in simplex el-
ements. The stochastic grid is adaptively refined using a refinement measure based on
the curvature of the response surface approximation weighted by the probability con-
tained in the elements. The required number of deterministic solves is relatively low,
since the samples are used in approximating the response in multiple elements and
reused after refinements. Results for a piston problem, a stall flutter model, and tran-
sonic flow over a NACA0012 airfoil in Chapter 4 illustrate that these highly sensitive
problems with discontinuous solutions lead to amplification of the input randomness.
In the field of deterministic finite volume methods there has been much attention
for the robust approximation of discontinuities in physical space, which has resulted in
the introduction of the total variation diminishing (TVD) [33] and extrema diminishing
(ED) [42] concepts. In that context these properties ascertain that no unphysical solu-
tions are predicted due to overshoots and undershoots near, for example, shock waves.
The total variation diminishing and extrema diminishing properties are extended to
probability space in Chapter 9 as basis for the development of robust uncertainty quan-
tification methods. In probability space the extrema diminishing property assures that
an uncertainty quantification method does not predict non-zero probabilities for un-
physical realization due to overshoots and undershoots in the vicinity of discontinu-
ities. It is proven in Chapter 9 that the ASFE method with Newton-Cotes quadrature in
simplex elements is an extrema diminishing uncertainty quantification method in prob-
ability space. It is also shown that the method is total variation diminishing for one
random parameter and for multiple random parameters for first degree Newton-Cotes
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quadrature.
1.2.4 Unsteady problems
The trends toward unsteady simulations in computational fluid dynamics and high fi-
delity post-flutter predictions in fluid-structure interaction dictate also an increasing
application of uncertainty quantification in time-dependent problems. However, uncer-
tainty quantification methods usually result in a fast increasing number of samples with
time to resolve the effect of random parameters in dynamical systems with a constant
accuracy. Resolving the asymptotic stochastic effect, which is of practical interest in
post-flutter analysis [7], can in these long time integration problems lead to thousands
of required samples [107]. The increasing number of samples is caused by the in-
creasing nonlinearity of the response surface for increasing integration times [105].
This effect is especially profound in problems with oscillatory solutions in which the
frequency of the response is affected by the random parameters [77, 78, 86]. The fre-
quency differences between the realizations lead to increasing phase differences with
time, which in turn result in an increasingly oscillatory response surface and more
required samples. A Fourier Chaos basis for approximating oscillatory responses is
proposed by Millman et al. [66]. Frequency domain methods have been considered
for solving linear stochastic operator equations using Polynomial Chaos expansions by
Sarkar and Ghanem [87].
1.2.4.1 Probabilistic Collocation for Limit Cycle Oscillations
In Chapter 5 a special uncertainty quantification methodology for oscillatory problems
is developed, which achieves a constant uncertainty quantification interpolation accu-
racy in time with a constant number of samples, in contrast to the usually fast increasing
number of samples required by other methods. The uncertainty quantification interpo-
lation is performed at the level of a time-independent parameterization of oscillatory
samples instead of the time-dependent samples themselves. The approach is applicable
to the asymptotic range of period-1 limit cycle oscillation responses, for which a suit-
able parameterization consists of the time-independent functionals frequency, relative
phase, amplitude, a reference value, and the normalized period shape. This parameter-
ization was later adopted by Hosder et al. [38]. A period-1 limit cycle oscillation is a
stable oscillation which repeats itself after one orbit around a fixed point in phase space
[101]. For the actual interpolation of the time-independent functionals the global poly-
nomial approximation and the Gauss quadrature points of Probabilistic Collocation are
employed. The methodology is, therefore, referred to as Probabilistic Collocation for
Limit Cycle Oscillations (PCLCO). Results for a harmonic oscillator, a two-degree-
9
Chapter 1. Introduction
of-freedom airfoil flutter model, and the fluid-structure interaction of an elastically-
mounted cylinder in Chapter 5 illustrate that 3 deterministic samples can already be
sufficient for PCLCO to resolve the asymptotic effect of a random input parameter.
1.2.4.2 Unsteady Adaptive Stochastic Finite Elements
The applicability of PCLCO is extended in Chapter 6 by the development of an Un-
steady Adaptive Stochastic Finite Elements (UASFE) formulation. In UASFE the
time-independent parameterization extended with a damping factor and higher-period
shape functions is combined with the Adaptive Stochastic Finite Element interpolation
based on Newton-Cotes quadrature in simplex elements developed in Chapter 4. Due
to the introduction of the damping parameter, asymptotically non-periodic responses
can be parameterized. Higher-period oscillations are captured by using an algorithm
for parameterizing more complex shape functions. The robust ASFE interpolation can
resolve non-smooth time-independent functionals, which occur at the stochastic bi-
furcation of dynamical systems. The illustration of these improved properties for a
mass-spring-damper system, the Duffing equation, and a rigid-airfoil fluid-structure
interaction in Chapter 6 shows that a non-zero probability of negative damping results
asymptotically in a diverging output standard deviation.
1.2.4.3 Unsteady Adaptive Stochastic Finite Elements with interpolation at con-
stant phase
In Chapter 7 a second methodology for achieving a constant accuracy in time with a
constant number of samples is developed to further improve the accuracy and extend
the applicability of UASFE. The approach is based on interpolation of the oscillatory
samples at constant phase instead of at constant time. The scaling of the samples with
their phase eliminates the effect of the increasing phase differences in the response,
which usually leads to the fast increasing number of samples with time. The resulting
formulation is not subject to a parameterization error, which improves the convergence
behavior of the method. It can also resolve time-dependent functionals that occur,
for example, due to transient behavior, which is seen in virtually all nonlinear practi-
cal applications. The actual uncertainty quantification interpolation at constant phase
is performed using the ASFE method with Newton-Cotes quadrature in simplex ele-
ments. The application to a mass-spring-damper system, the damped nonlinear Duff-
ing oscillator, and an elastically mounted airfoil with nonlinearity in the flow and the
structure in Chapter 7 shows a fourth-order error convergence. In Chapter 9 it is proven
that the UASFE method with interpolation at constant phase results in a bounded error
as function of the phase for periodic responses and under certain conditions also in a
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bounded error in time. The method is also applied to a transonic airfoil flutter problem
in Chapter 9.
1.2.4.4 Unsteady Adaptive Stochastic Finite Elements for multi-frequency aeroe-
lastic responses
The interpolation of the samples at constant phase limits the application of UASFE to
single-frequency responses of which the phase is well-defined. The dynamic response
of fluid-structure interaction problems of practical importance contains, however, often
multiple frequencies. The different frequencies can originate from a combination of
the natural frequency of the structure and the dominant frequency of the fluid forcing.
A continuous structure also naturally exhibits a multi-frequency response in terms of
its eigenmodes and eigenfrequencies.
In Chapter 8 the Unsteady Adaptive Stochastic Finite Elements framework is ex-
tended to resolve the effect of randomness on fluid-structure interaction systems with
multi-frequency responses and continuous structures by employing a wavelet decom-
position. The multi-frequency samples are first converted into their single-frequency
components in a standard wavelet decomposition pre-processing step. The effect of the
input randomness on the different frequency components is then resolved using UASFE
interpolation of the single-frequency signals at constant phase. The final effect of the
randomness on the multi-frequency response is obtained by summing the contributions
of the single-frequency components. The multi-frequency response of a continuous
structure is first projected onto either the nodal basis of a finite elements discretization
or the modal basis of the natural modes of the structure in vacuum, before the wavelet
decomposition is performed. Results for multi-frequency responses and continuous
structures in a harmonically forced oscillator, a flutter panel problem, and the three-
dimensional transonic AGARD 445.6 wing aeroelastic benchmark in Chapter 8 show
a reduction of computational costs of 3 orders of magnitude compared to Monte Carlo
simulation.
1.2.5 High-dimensional probability spaces
Another challenge for uncertainty quantification in computationally intensive flow and
fluid-structure simulations is the case of many random input parameters. Monte Carlo
simulation maintains a constant but relatively slow error convergence of O(N1/2s ) in-
dependent of the number of random parameters. Other methods usually suffer from
the curse-of-dimensionality, which refers to a decreasing order of convergence with
increasing number of random parameters. Currently there is much attention for sparse
grid [28, 117] and other approaches [37, 55] to improve the scalability of non-intrusive
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approaches with the dimensionality of the random input. Local adaptation in proba-
bility space for multi-element methods is seen as another alternative for efficient un-
certainty quantification in high-dimensional probability spaces. Kleiber and Hien state
in their standard work on perturbation methods [45] that the large number of random
inputs in practical engineering problems in the order of hundreds of parameters does
not allow for more advanced methods than perturbation and sensitivity techniques. Es-
pecially the adjoint based sensitivity method looks promising in this respect, because
its computational costs are virtually independent of the number of random input pa-
rameters [11].
In this thesis, a relatively low number of random parameters are considered up to
a maximum of six, under the assumption that the total number of possible random
parameters is reduced to a selection of the most important ones based on, for exam-
ple, a sensitivity analysis or expert opinion [53]. In Chapter 2 a number of alternative
strategies is explored for resolving the effect of multiple random inputs efficiently in
the context of Gram-Schmidt Polynomial Chaos applied to heat transfer in pipe flow.
First, the effect of the separate parameters is determined using one-dimensional Poly-
nomial Chaos expansions and a multi-dimensional expansion is employed to resolve
the combined effect of the most important parameters. Second, the dimensionality of
the probability space is reduced by combining multiple random parameters into fewer
ones. Third, a first-order estimate of the combined effect of multiple random parame-
ters is established by summing the variance resulting from one-dimensional Polynomial
Chaos expansions for the parameters separately. A combination of the three strategies
approximates the effect of six random parameters in the channel flow heat transfer
problem of Chapter 2 using a two-dimensional probability space.
In the example problems, random fields and random input parameters with various
probability distributions for physical parameters, geometrical parameters, and bound-
ary and initial conditions are considered. Their effect on the probability distribution
and the statistical moments of an output of practical interest is resolved. Results are
compared in error convergence studies to Monte Carlo reference solutions based on
uniform sampling in ω. This thesis is concluded in Chapter 10 with a summary of the
main conclusions and recommendations for future work. The uncertainty quantifica-
tion methods presented here for flow and fluid-structure interaction simulation are also
applicable to other nonlinear and unsteady problems.
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Gram-Schmidt Polynomial
Chaos
Galerkin Polynomial Chaos formulations based on classical polynomials achieve spec-
tral convergence for a limited number of standard input probability distributions only.
In this chapter a Gram-Schmidt Polynomial Chaos method is proposed to contribute
to the extension of the spectral convergence of Galerkin Polynomial Chaos to arbitrary
input probability distributions. Gram-Schmidt orthogonalization is employed to ana-
lytically construct a set of suitable orthogonal basis polynomials using the statistical
moments of random input instead of using classical polynomials. Since the computa-
tional work of an uncertainty analysis can increase rapidly with the number of uncer-
tain parameters, three strategies for reducing the computational costs in case of many
random input parameters are also studied: (1) select only the most important parame-
ters; (2) combine multiple parameters into fewer ones; and (3) estimate their first-order
combined effect. The second approach usually results in non-standard probability dis-
tributions. Due to the development of Gram-Schmidt Polynomial Chaos, this approach
can be used effectively. Results for advection-diffusion problems of heat transfer in
one-dimensional and two-dimensional pipe flows show spectral convergence for non-
standard distributions.
Based on: J.A.S. Witteveen, H. Bijl, Efficient quantification of the effect of uncertainties in advection-
diffusion problems using Polynomial Chaos, Numer. Heat Tr. B-Fund. 53 (2008) 437–465.
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2.1 Introduction
Uncertainty in heat transfer problems is usually modeled using sensitivity methods
[8, 17] or perturbation techniques [24, 103], which result in first and second order ap-
proximations of the mean and the variance [45], see Appendix A.2. In this chapter the
stochastic Galerkin approach is employed since we are interested in high order approxi-
mations of the effect of multiple uncertain input parameters in advection-diffusion heat
transfer problems in pipe flows. The resulting detailed knowledge about the effect of
uncertainties can lead to more basic understanding of the influence of physical variabil-
ity on the outputs of interest in the designs of, for example, industrial heat exchangers.
The effect of uncertainties in physical parameters, boundary conditions, geometrical
parameters, and combinations of those is considered.
The analysis of the combined effect of many uncertain parameters based on stan-
dard multi-dimensional Galerkin Polynomial Chaos expansions can result in a fast in-
crease of the computational costs. There is, therefore, a need for alternative strategies
to quantify the effect of multiple uncertain parameters in computationally intensive
problems more efficiently. Three approximation strategies are studied here:
1. The first approach is to select only the most important uncertain parameters for a
multi-dimensional Polynomial Chaos analysis based on the results of their one-
dimensional Polynomial Chaos expansions.
2. The second strategy is based on reducing the dimensionality of probability space
by combining multiple uncertain parameters into fewer ones. Input uncertainty
is usually given in terms of standard distributions for the uncertainty in physical
model parameters. Often these uncertain input parameters can be combined into
fewer ones, for example, into similarity parameters. These combined parameters
have in general non-standard distributions for which a basis of classical polyno-
mials does not result in optimal spectral convergence. Due to the recent devel-
opment of the Polynomial Chaos formulation for arbitrary input distributions by
constructing an appropriate orthogonal basis using Gram-Schmidt orthogonal-
ization [92, 108, 111], this second approach can be used effectively.
3. The third approach is to estimate the combined effect of multiple uncertain pa-
rameters by summing the variances resulting from one-dimensional Polynomial
Chaos expansions for the separate uncertain parameters.
These strategies for efficient quantification of multiple uncertainties can also be used in
combination with non-intrusive Polynomial Chaos formulations. The first and the third
approach can be applied in all problems which involve multiple uncertain parameters.
14
2.2. Polynomial Chaos formulation for multiple uncertain parameters
The second strategy is problem dependent, since it is not always possible to combine
multiple uncertain parameters into fewer ones.
The Polynomial Chaos formulation and the three strategies for quantifying the
effect of multiple uncertain parameters efficiently are discussed in section 2.2. The
three Polynomial Chaos strategies are applied to advection-diffusion problems of heat
transfer in one-dimensional and two-dimensional pipe flows in sections 2.3 and 2.4.
The effect of the uncertain parameters on the solution is analyzed and the effective-
ness of the three strategies is studied. Error convergence studies are presented for
a one-dimensional advection-diffusion model problem. For heat transfer in a two-
dimensional Poisseuille channel flow the effect of six uncertain parameters in the model,
the boundary conditions, and the geometry is studied. Firstly, the effect of the uncertain
parameters separately and the combined effect of the four most important parameters is
predicted. Secondly, the dimensionality of probability space is reduced by combining
three of the most important uncertain parameters into one similarity parameter. Thirdly,
the additional effect of the other two parameters on the variance of the temperature field
is estimated by summing the variance fields resulting from the one-dimensional Poly-
nomial Chaos expansions for these parameters. Results are compared to Monte Carlo
reference solutions. The conclusions are summarized in section 2.5.
2.2 Polynomial Chaos formulation for multiple uncer-
tain parameters
Application of the Polynomial Chaos expansion to a differential equation with uncer-
tain input parameters is considered in section 2.2.1. In section 2.2.2 the construction of
the polynomial basis using Gram-Schmidt orthogonalization is described. The efficient
strategies to handle multiple uncertain parameters in the Polynomial Chaos formulation
are detailed in section 2.2.3.
2.2.1 Polynomial Chaos applied to a differential equation with un-
certainty
Consider differential equation (1.1) subject to uncertain input parameters in the form
of
L(x, t, ω;u) = S(x, t, ω). (2.1)
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The Polynomial Chaos expansion of u(x, t, ω) is then
u(x, t, ω) =
∞∑
j=0
uj(x, t)Ψj(ξ(ω)), (2.2)
with uj(x, t) the deterministic Polynomial Chaos coefficients and Ψj(ξ) orthogonal
polynomials in terms of the vector of random variables ξ(ω) = (ξ1(ω), ..., ξn(ω)). The
random variables ξ(ω) are linear transformations of the uncertain input parameters to
standard domains [−1, 1], [0,∞), or (−∞,∞). The resulting probability density of
the random variables ξ(ω) is denoted by fξ(ξ). For the numerical implementation the
infinite summation in (2.2) is truncated at the (N + 1)th term, with
(N + 1) =
(n+ p)!
n!p!
, (2.3)
where p is the highest order of the polynomials. Substituting the truncated Polynomial
Chaos expansion (2.2) into the governing equation (2.1) results in
L

x, t, ω; N∑
j=0
ujΨj

 ≈ S(x, t, ω). (2.4)
A Galerkin projection [122] of (2.4) onto each polynomial basis {Ψj(ξ)}Nj=0 is em-
ployed to obtain a system of N + 1 equations〈
L

x, t, ω; N∑
j=0
ujΨj

Ψk
〉
≈ 〈S,Ψk〉, k = 0, 1, . . . , N. (2.5)
This coupled system of deterministic equations can be discretized and solved using
standard methods, see for example [31, 35].
2.2.2 Construction of the polynomial basis
The polynomial basis {Ψj(ξ)}Nj=0 of the Polynomial Chaos expansion in (2.2) satisfies
the following orthogonality relation
〈Ψj(ξ)Ψk(ξ)〉 = 〈Ψ2j(ξ)〉δjk , j, k = 0, 1, . . . , N, (2.6)
where δjk is the Kronecker delta and 〈.〉 denotes the inner product
〈Ψj(ξ)Ψk(ξ)〉 =
∫
Sξ
Ψi(ξ)Ψj(ξ)w(ξ)dξ. (2.7)
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where w(ξ) is the weighting function corresponding to the polynomials {Ψj(ξ)}Nj=0
and Sξ is the support of ξ. Exponential convergence can be obtained for sufficiently
smooth solutions by a polynomial basis which is orthogonal with respect to a weighting
function which equals the probability density of the random variables: w(ξ) = fξ(ξ).
This results for several standard distributions in a basis of classical orthogonal polyno-
mials of the Askey scheme [90], for example, Hermite polynomials correspond to the
normal distribution [27] and Legendre polynomials correspond to the uniform distribu-
tion [114].
For other input distributions the polynomial basis {Ψj(ξ)}Nj=0 can be constructed
by solving the orthogonal basis problem given by (2.6) and (2.7) using Gram-Schmidt
orthogonalization [26, 30]. A set of one-dimensional (n = 1) monic orthogonal poly-
nomials, i.e. {Ψj(ξ)}pj=0 with Ψj(ξ) = ξj + O(ξj−1), j = 0, 1, . . . , p, can be con-
structed using the Gram-Schmidt algorithm by recursively generating
Ψj(ξ) = ej(ξ)−
j−1∑
k=0
cjkΨk(ξ), cjk =
〈ej(ξ)Ψk(ξ)〉
〈Ψk(ξ)Ψk(ξ)〉 , (2.8)
for j = 1, 2, . . . , p, where Ψ0 = 1 and the polynomials {ej(ξ)}Nj=1 are polynomials of
exact degree j, for example, ej(ξ) = ξj with j = 1, . . . , p. The inner products in (2.8)
can be evaluated efficiently using the raw moments µ′ξ,i of the random variable ξ(ω)
µ′ξ,i = 〈ξ(ω)i〉 =
∫ 1
0
ξ(ω)idω, i = 0, 1, . . . , 2p− 1, (2.9)
with dω = w(ξ)dξ and ω ∈ [0, 1]. Since the polynomials {Ψj(ξ)}pj=0 can be written
as a summation of monomial terms
Ψj(ξ) =
j∑
j′=0
cj,j′ξ
j′ , j = 0, 1, . . . , p, (2.10)
the inner products of the polynomials, for example 〈Ψj(ξ)Ψk(ξ)〉, can be written as
double summations over the raw moments µ′ξ,i
〈Ψj(ξ)Ψk(ξ)〉 =
j∑
j′=0
k∑
k′=0
cj,j′ck,k′µ
′
ξ,j′+k′ . (2.11)
The raw momentsµ′ξ,i are, in general, known from the linear relation between ξ(ω) and
the uncertain input parameter. They can be expressed in terms of the raw moments of
17
Chapter 2. Gram-Schmidt Polynomial Chaos
the uncertain input parameter or they can be derived analytically from the known input
distribution. For example the raw moments for the lognormal distribution are given
by µ′ξ,i = exp(iMln + (iSln)2/2), with Mln and Sln parameters of the lognormal
distribution. In other cases, the raw moments can be computed numerically for the
method to be applicable to arbitrary input distributions by numerically integrating (2.9)
using Gauss quadrature integration. The computational work of the one-dimensional
numerical integration is negligible compared to solving the uncertainty quantification
problem (2.5) itself for problems which are already computationally intensive in the
deterministic case. The same approach can be used to determine the inner products
involving more than two basis polynomials such as 〈ΨiΨjΨk〉, which can occur in the
Polynomial Chaos formulation (2.5).
A basis of multi-dimensional orthogonal polynomials {Ψj(ξ)}Nj=0 in case of mul-
tiple independent uncertain parameters is constructed using the tensor product of the
one-dimensional polynomials {Ψj,i(ξi)}pj=0, with i = 1, . . . , n. Inner products of mul-
tiple polynomials, such as 〈Ψj(ξ)Ψk(ξ)〉, can be written in terms of one-dimensional
integrals. The modified Gram-Schmidt algorithm with one reorthogonalization step is
used for increased numerical stability, see for example [29, 109]. For multiple depen-
dent uncertain parameters, multidimensional integrals have to be evaluated in (2.9),
which can become computationally intensive for many uncertainties.
2.2.3 Efficient strategies for multiple uncertain parameters
The computational work for solving (2.5) can increase rapidly with the number of
uncertain parameters n to the equivalence of many deterministic simulations. To keep
uncertainty analysis for computationally intensive problems economically feasible in
case of many uncertain parameters, alternative strategies to determine their combined
effect are needed. Efficient approximations can be made by reducing the number of
uncertain parameters or by estimating the combined effect based on results of one-
dimensional Polynomial Chaos expansions for the separate parameters. The following
three strategies are considered:
1. To analyze the separate effect of the n uncertain parameters using one-
dimensional Polynomial Chaos expansions and to select them uncertain parame-
ters with the largest effect on the variance of the output for the multi-dimensional
analysis with m ≤ n. This results in resolving the combined effect of the most
important uncertainties, while reducing the number of parameters from n to m.
2. To reduce the dimensionality of probability space by combining the n uncer-
tain parameters into l parameters with l ≤ n. Usually the input uncertainty is
known in terms of standard distributions for physical model parameters, such
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as the diffusion coefficient or the advection velocity. These parameters can be
combined into, for example, similarity parameters such as the Pe´clet number.
The probability distributions of the combined parameters are, however, in gen-
eral non-standard. Since recently, these non-standard distributions can be han-
dled efficiently in the Polynomial Chaos framework by constructing a basis of
suitable orthogonal polynomials {Ψj(ξ)} using Gram-Schmidt orthogonaliza-
tion (2.8). This results in a reduction of the dimensionality of probability space
from n to l, while the spectral convergence of the Polynomial Chaos expansion
is maintained. The computational work involved in solving the orthogonaliza-
tion is in practical applications negligible compared to solving the uncertainty
quantification problem (2.5) itself.
3. To estimate the combined effect of the n uncertain parameters on the variance of
the solution based on the one-dimensional Polynomial Chaos approximations of
their separate effects in analogy to the perturbation method. In the perturbation
method [45] the variance of the solution σ2u,i due to the uncertain parameter ξi(ω)
is given by
σ2u,i ≈

 ∂u
∂ξi
∣∣∣∣∣
µξ,i


2
σ2ξ,i, (2.12)
with µξ,i and σ2ξ,i the mean and variance of ξi(ω), respectively. The variance of
the solution σ2u due to the combined effect of n independent uncertain parameters
is in the perturbation method then given by a summation of their separate effects
σ2u,i
σ2u ≈
n∑
i=1
σ2u,i. (2.13)
In the third strategy, (2.13) is used in the Polynomial Chaos framework to esti-
mate the variance σ2u due to n uncertain parameters based on one-dimensional
Polynomial Chaos expansions of the separate parameters. The effect of uncer-
tain parameter ξi(ω) on the variance σ2u,i in (2.13) is then given by the one-
dimensional Polynomial Chaos approximation of the variance
σ2u,i =
p∑
j=1
u2j(x, t)〈Ψ2j (ξi)〉. (2.14)
instead of by the perturbation approximation (2.12). Approximation (2.13) re-
sults in a first order estimate of the combined effect of multiple uncertain pa-
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rameters on the variance of the solution, while avoiding solution of a multi-
dimensional Polynomial Chaos formulation. Since the variance σ2u,i is a positive
variable, estimate (2.13) shows that in first order approximation the variance due
to the combined effects of multiple parameters is always larger than their sepa-
rate effects.
The three strategies can also be combined by selecting the m most important parame-
ters and reducing the dimensionality of probability space further from m to l by com-
bining the m parameters into l parameters with l ≤ m. The additional effect of the
other n − m parameters on the variance σ2u can then be estimated by summing their
separate effects on the variance σu,i for i = m + 1, . . . , n according to (2.13). In the
next sections, the strategies are studied and applied to advection-diffusion heat transfer
problems in one-dimensional and two-dimensional pipe flows.
2.3 Results for one-dimensional advection-diffusion
In this section, a standard test problem for advection-diffusion phenomena in one di-
mension is considered. The one-dimensional advection-diffusion equation is discussed
in section 2.3.1. Two physical model parameters, the flow velocity u(ω) and the dif-
fusion parameter κ(ω), are assumed to be uncertain with a uniform distribution. The
standard approach based on a two-dimensional Polynomial Chaos expansion with Leg-
endre polynomials is considered in section 2.3.2. The strategy of reducing the dimen-
sionality of the probability space by combining the two uncertain parameters into one
similarity parameter, the Pe´clet number Pe(ω), is studied in section 2.3.3. The ap-
proach of estimating the combined effect of the two uncertain parameters based on
their one-dimensional Polynomial Chaos expansions is considered in section 2.3.4.
2.3.1 One-dimensional advection-diffusion equation
Steady-state heat transfer in one-dimensional flow in an adiabatic pipe is considered as
a standard test problem for advection-diffusion in one dimension, see Figure 2.1a. The
problem is governed by the steady linear advection-diffusion equation for nondimen-
sional temperature T (x, ω) = (T˜ − T˜0)/(T˜L − T˜0) in one-dimension
u(ω)
∂T
∂x
− κ(ω)∂
2T
∂x2
= 0, x ∈ [0, L], (2.15)
where the length is L = 1 and the boundary conditions for the temperature T˜ (x, ω) are
T˜ (0, ω) = T˜0 and T˜ (L, ω) = T˜L. The two physical model parameters, the advection
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Figure 2.1: The steady state heat transfer problem in a one-dimensional pipe flow with
the exact solution for Pe = {0; 1; 5; 10; 20;∞}.
velocity u(ω) and the diffusion parameter κ(ω), are considered to be uncertain and
independent. The parameters are assumed to have a uniformly distributed uncertainty
with mean µu = 1 and µκ = 0.1, and coefficients of variation CVµ = CVκ = 10%.
This corresponds to the assumption of an interval uncertainty with uniform probability,
which is often used in practical applications in case not enough information is avail-
able to prescribe an uncertainty distribution. The output variable of interest is assumed
to be the nondimensional temperature T (xsl, ω) at sensor location xsl = 12 , see Fig-
ures 2.1a and 2.1b. It has been verified that the choice of the sensor location xsl does
not qualitatively affect the results. In nondimensional form the advection-diffusion
equation (2.15), which is used in section 2.3.3, reads in terms of the Pe´clet number
Pe(ω)
∂T
∂x˜
− ∂
2T
∂x˜2
= 0, x˜ ∈ [0, 1], (2.16)
with Pe(ω) = u(ω)Lκ(ω) and x˜ = x/L. The analytical solution of the deterministic
variant of (2.16) is shown in Figure 2.1b for several values of the Pe´clet number
Pe = {0, 1, 5, 10, 20,∞}. The nonstandard probability distribution of Pe(ω) can be
determined from the combination of the independent uniform distributions of u(ω) and
κ(ω), see Figure 2.2.
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Figure 2.2: Probability distribution function for the Pe´clet number Pe(ω) resulting
from the independent uniform distributions of advection velocity u(ω) and diffusion
parameter κ(ω).
2.3.2 Standard two-dimensional Polynomial Chaos approach
The standard approach to solve uncertainty quantification problem (2.15) with two un-
certain parameters, u(ω) and κ(ω), is to use a basis of two-dimensional polynomials
{Ψj(ξ)}Pj=0, which are tensor products of one-dimensional orthogonal polynomials.
Two-dimensional Legendre polynomials are employed, because the Legendre polyno-
mials are orthogonal with respect to the uniform input probability density functions
of u(ω) and κ(ω). The vector of random variables ξ(ω) = (ξ1(ω), ξ2(ω)) consists
of uniformly distributed random variables ξi ∈ U(−1, 1) with i = 1, 2. The Poly-
nomial Chaos expansions of the unknown temperature T (x, ω) and the two uncertain
parameters u(ω) and κ(ω) are
T (x, ω) =
N∑
i=0
Ti(x)Ψi(ξ(ω)),
u(ω) =
1∑
j=0
ujΨj(ξ(ω)), (2.17)
κ(ω) =
2∑
l=0
l 6=1
κlΨl(ξ(ω)).
The number of terms in the expansion of T (x, ω), N + 1, is a function of the polyno-
mial order p and the number of uncertain parameters n as given by (2.3). Substituting
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Figure 2.3: Mean value µT(x) of the non-dimensional temperature T (x, ω) and the un-
certainty bars based on ±σT(x) by the two-dimensional Polynomial Chaos expansion
with p = 2 for uncertain u(ω) and κ(ω) for the steady state heat transfer problem in a
one-dimensional pipe flow.
the Polynomial Chaos expansions of (2.17) into (2.15) and performing a Galerkin pro-
jection onto each polynomial basis {Ψj(ξ)}Nj=0 results in a system of deterministic
equations
N∑
i=0
[
u˜ik
∂Ti
∂x
− κ˜ik ∂
2Ti
∂x2
]
= 0, k = 0, 1, . . . , N, (2.18)
with
u˜ik =
1∑
j=0
uj〈ΨiΨjΨk〉, κ˜ik =
2∑
l=0
l 6=1
κl〈ΨiΨkΨl〉, (2.19)
for i, k = 0, 1, . . . , N . Eqs. (2.18) and (2.19) are solved numerically by using a second-
order finite volume discretization of the spatial domain. The number of spatial volumes
is 1 · 104 to ensure that the spatial error is smaller than the approximation error in
probability space. The system of coupled equations (2.18) is solved using block Gauss-
Seidel iteration. An error convergence study is performed with respect to a Monte
Carlo reference solution based on the analytical solution of (2.16) with 106 realizations
of Pe(ω) evenly spaced in sample space ω ∈ [0, 1]. The following error measures
are used for the approximation error in the mean µT(x) and the variance σ2T(x) of the
temperature T (x, ω)
εµT(x) =
∣∣∣∣µT(x) − µT,exact(x)µT,exact(x)
∣∣∣∣ , εσ2T(x) =
∣∣∣∣∣σ
2
T(x) − σ2T,exact(x)
σ2T,exact(x)
∣∣∣∣∣ . (2.20)
23
Chapter 2. Gram-Schmidt Polynomial Chaos
0 0.5 1 1.5 2 2.5 310
−6
10−5
10−4
10−3
10−2
10−1
100
polynomial order p
e
rr
o
r
 
 
standard: mean
standard: variance
(a) with respect to Polynomial Chaos order p
1 2 3 4 5 6 710
−6
10−5
10−4
10−3
10−2
10−1
100
# terms N+1
e
rr
o
r
 
 
standard: mean
standard: variance
(b) with respect to number of terms N + 1
Figure 2.4: Error convergence of the two-dimensional Polynomial Chaos expansion
for uncertain u(ω) and κ(ω) with respect to the polynomial order p and the number of
terms N + 1 for the steady state heat transfer problem in a one-dimensional pipe flow.
In Figure 2.3 the Polynomial Chaos approximation of the mean value µT(x) and the
uncertainty bars based on ±σT(x) are given for p = 2. The range of T (x, ω) agrees
with the combination of the deterministic solutions of Figure 2.1b and the variation of
the Pe´clet number given by the distribution in Figure 2.2. The uncertainty vanishes near
the deterministic boundary conditions at x = 0 and x = L. The standard deviation has
a maximum of σT = 0.052 at x = 0.9.
The error convergence of the two-dimensional Polynomial Chaos expansion is
given as function of polynomial order p and number of expansion terms N + 1 in
Figure 2.4. In terms of the Polynomial Chaos order p the error in the mean µT and
the variance σ2T in the sensor location converges exponentially fast, see Figure 2.4a. In
Figure 2.4b the error convergence is given as function of the number of terms N + 1
which are required for an approximation up to p = 2. The number of termsN+1 in the
expansion increases rapidly with the order p as given by (2.3), which reduces for n = 2
to N = 12p(p + 3). Although the error convergence in terms of N + 1 is less regular
than in terms of p, it is of interest, since the computational work for solving (2.18) is
proportional with N + 1 instead of p+ 1.
2.3.3 Reduction of the dimensionality of probability space
An alternative approach is to combine the uncertain parameters u(ω) and κ(ω) into
one similarity parameter, the Pe´clet number Pe(ω). The advantage of this approach is
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that it reduces the dimensionality of probability space. On the other hand, the resulting
probability distribution of Pe(ω) is no longer a standard distribution, such that classical
polynomials do not result in exponential convergence. Due to the recent development
of a Polynomial Chaos formulation for nonstandard input distributions, this reduction
of the dimensionality of probability space can now be applied efficiently.
For the uncertain parameter the Pe´clet number Pe(ω), an appropriate basis of one-
dimensional polynomials {Ψj(ξ)}pj=0 is constructed that is orthogonal with respect
to the probability density of Pe(ω) using Gram-Schmidt orthogonalization (2.8). The
number of terms of the expansion is p + 1, since N = p in this case of one uncertain
parameter n = 1. The computational work for constructing the polynomials using
the raw moments of the uncertain input parameter (2.9) is negligible compared to the
computational work for solving the coupled system of equations for determining the
Polynomial Chaos coefficients. The one-dimensional Polynomial Chaos expansions
for T (x, ω) and the uncertain parameter Pe(ω) are
T (x, ω) =
p∑
i=0
Ti(x)Ψi(ξ(ω)), Pe(ω) =
1∑
j=0
PejΨj(ξ(ω)), (2.21)
which are substituted in the governing equation in the form of (2.16). A Galerkin
projection onto each polynomial basis {Ψj(ξ)}pj=0 results in
min{k+1,p}∑
i=max{k−1,0}
P˜eik
∂Ti
∂x
− ∂
2Tk
∂x2
= 0, k = 0, 1, . . . , p, (2.22)
where for P˜eik holds
P˜eik =
1
〈Ψ2k〉
1∑
j=0
Pej〈ΨiΨjΨk〉, k = 0, 1, . . . , p. (2.23)
The results of the one-dimensional Polynomial Chaos (PC) expansion for the Pe´clet
number Pe(ω) are given in Figure 2.5. In Figure 2.5a, the approximation of the distri-
bution function of the temperature FT(T ) at the sensor location xsl = 12 is compared
to the Monte Carlo (MC) result. The linear deformation of the input distribution for
p = 1 is inadequate to capture the output distribution FT(T ) accurately. This first or-
der approximation allows unphysical negative realizations of the nondimensional tem-
perature T (ω). The higher order approximation for p = 4 matches with the Monte
Carlo result. This example illustrates that it is important for a robust approximation to
choose a sufficiently high Polynomial Chaos order to avoid unphysical predictions. In
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Figure 2.5: Results of the one-dimensional Polynomial Chaos expansion of the un-
certain Pe´clet number Pe(ω) for the steady state heat transfer problem in a one-
dimensional pipe flow.
Figure 2.5b the exponential error convergence for the mean and the variance as func-
tion of the polynomial order p is shown. For this one-dimensional Polynomial Chaos
expansion, the computational work is proportional to N + 1 = p+ 1.
In Figure 2.5a also the distribution function approximation of the two-dimensional
Polynomial Chaos expansion with p = 2 of section 2.3.2 is shown. Although the
two-dimensional Polynomial Chaos expansion with p = 2 contains more terms N +
1 than the one-dimensional Polynomial Chaos expansion for Pe(ω) with p = 4, its
approximation of the distribution function is less accurate. This observation is also
illustrated by the next figure.
The computational work in terms of the number of termsN +1 is compared to the
standard two-dimensional Polynomial Chaos approach of the previous section in Fig-
ure 2.6. The Polynomial Chaos expansion reduced to one uncertain parameter Pe(ω)
converges exponentially as function of the number of terms N + 1, see Figure 2.5b.
The convergence of the standard two-dimensional Polynomial Chaos expansion is less
regular, see Figure 2.4b. This results for the reduced approach for a computational
work equivalent to N + 1 = 4 terms in a two orders of magnitude smaller error. This
demonstrates that reducing the dimensionality of probability space by combining mul-
tiple uncertain parameters into fewer ones can in combination with Gram-Schmidt or-
thogonalization be an efficient strategy to handle multiple uncertain input parameters.
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Figure 2.6: Error convergence of the one-dimensional (n = 1) and two-dimensional
(n = 2) Polynomial Chaos expansions as function of the number of terms N + 1
as measure of the computational work for the steady state heat transfer problem in a
one-dimensional pipe flow.
2.3.4 Estimation of the combined effect of the uncertain parame-
ters
The other strategy to avoid solving a two-dimensional Polynomial Chaos formulation
is to estimate the combined effect of u(ω) and κ(ω) based on their one-dimensional
Polynomial Chaos expansions. The Polynomial Chaos approximations of the effect of
two uncertain parameters separately on the variance, σ2T,u and σ2T,κ, is given by (2.14).
Their combined effect on the variance σ2T can then be estimated by their sum according
to (2.13). In Figure 2.7 the results of this estimate are given in terms of the standard
deviation of the temperature σT as function of x. The result of the two-dimensional
Polynomial Chaos expansion for the combination of u(ω) and κ(ω) of section 2.3.2 for
p = 2 is given by the dashed line. It shows the same behavior as the uncertainty bars in
Figure 2.3. The standard deviations due to the separate uncertain parameters u(ω) and
κ(ω) are also shown. Combining the results of the two one-dimensional Polynomial
Chaos approximations using (2.13) results in the estimate given by the bold line in
Figure 2.7. Relation (2.13) gives in this case a good estimate of the combined effect
of the two parameters without solving a two-dimensional Polynomial Chaos problem.
It can be seen that the estimate of the combined effect of the two parameters on the
standard deviation is larger than their separate effects.
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Figure 2.7: Estimate of the combined effect of u(ω) and κ(ω) compared to their two-
dimensional Polynomial Chaos expansion results with p = 2 for the steady state heat
transfer problem in a one-dimensional pipe flow.
2.4 Uncertainty analysis of heat transfer in a two-
dimensional channel flow
In this section Polynomial Chaos is applied to the uncertainty analysis of heat trans-
fer in a two-dimensional channel flow. The deterministic problem is briefly addressed
in section 2.4.1. Six input parameters are considered to be uncertain including physi-
cal model parameters, boundary conditions, and geometrical parameters. A variety of
probability distributions for the uncertain parameters is selected mainly to demonstrate
the generality of the approach. The separate effects of the uncertain parameters are
studied in section 2.4.2 using one-dimensional Polynomial Chaos expansions. These
results are used in sections 2.4.3 and 2.4.4 in the strategies to determine the effect
of multiple uncertain parameters efficiently. The combined effect of the four most
important parameters resulting from the analysis in section 2.4.2 is determined in sec-
tion 2.4.3. The dimensionality of the probability space is reduced further by combining
three of those parameters into the Pe´clet number and applying a two-dimensional Poly-
nomial Chaos expansion to the four most important parameters. These three parameters
could also have been combined into the Pe´clet number for the analysis in section 2.4.2,
which would have made the importance analysis more efficient in terms of computa-
tional costs and integration of the Polynomial Chaos formulation into the deterministic
code. However, we are also interested here in studying the separate effects of un-
certainty in the physical parameters and their different probability distributions. In
section 2.4.4 the one-dimensional Polynomial Chaos results for the other two param-
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Figure 2.8: Two-dimensional Poisseuille channel flow along a heating element.
eters are used to estimate their additional effect, which results in an approximation of
the effect of all six uncertain parameters. The results are compared with Monte Carlo
simulations.
2.4.1 Heat transfer in a two dimensional channel flow
Steady-state heat transfer in a two-dimensional Poisseuille channel flow along a heating
element is considered, see Figure 2.8. This problem is selected as an example of a heat
transfer problem in multiple spatial dimensions in a simple geometry with sufficient
multidimensional effects. The velocity component in the x-direction u is assumed to
be a function of y only
u(y) = − 1
2µ
dp
dx
(h2 − y2), (2.24)
with dynamic viscosity µ, constant pressure gradient dp/dx, and height of the channel
2h. The velocity component in the y-direction is assumed to be zero. The heating
element located at the lower wall at L1 ≤ x ≤ L1 + Lhe maintains a constant wall
temperature The. The other walls are adiabatic. At the inflow boundary x = 0 the tem-
perature is given by T = T0 = 273.15K. Outflow boundary conditions are prescribed
at x = L, with L = 0.1m. It is assumed that the temperature distribution does not
influence the flow field. The heat transfer is then given by
u(y)
∂T
∂x
− κ
(
∂2T
∂x2
+
∂2T
∂y2
)
= 0, (2.25)
with heat conduction parameter κ, and u(y) given by (2.24). The deterministic values
of the parameters for air at standard sea level conditions and their assumed uncertain-
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Table 2.1: Uncertain parameters in the heat transfer problem in the two-dimensional
channel flow: deterministic value and uncertainty distribution.
parameter symbol value unit distribution cov/interval
conduction κ 2.595 · 10−2 J/kgK lognormal 0.25
viscosity µ 1.7894 · 10−5 kg/ms uniform 0.25
pres. grad. dp/dx -2.0 kg/m2s2 polynomial [−3.5;−.5]
h.e. temp. The 373.15 K uniform 0.05
height h 0.01 m lognormal 0.025
h.e. length Lhe 0.025 m cosine [0.025; 0.026]
ties are given in Table 2.1. These settings are chosen based on a parameter study for
determining a parameter combination for which the temperature field is sensitive to
small variations. A variety of input probability distributions is chosen to demonstrate
the generality of the approach. Six parameters are assumed to be uncertain described by
the following probability distributions, see Table 2.1: heat conduction κ(ω), viscosity
µ(ω), pressure gradient dp/dx(ω), heating element temperature The(ω), height h(ω),
and heating element length Lhe(ω). Note that both distributions which correspond to
classical polynomials and non-standard distributions are selected. The probability dis-
tributions of the uncertain parameters and their separate effects are further detailed in
section 2.4.2. The outputs of interest are (1) the standard deviation of the temperature
field; (2) the uncertainty in the temperature at the upper wall; and (3) the uncertainty
distribution of the average outflow temperature.
The governing equation (2.25) is discretized using a second-order finite volume
method with an upwind and central discretization of the advection and diffusion terms,
respectively. Based on a grid refinement study spatial stepsizes of ∆x,∆y = 10−2
have been chosen, which results for the deterministic case in a discretization error of
approximately 10−5 in the L2-norm. Grid convergence also for the stochastic problem
is an important issue in uncertainty quantification as discussed in [79]. In Figure 2.9
the deterministic solution for the temperature field T (x, y) and the temperature on the
lower and the upper wall are given for the mean values of the uncertain parameters. The
temperature increases downstream of the inflow boundary from 273.15K to 373.15K
at the heating element. Downstream of the heating element the temperature is increas-
ingly uniform in the y-direction due to the conduction of heat. The temperature at the
lower wall is at each x larger than or equal to the temperature at the upper wall. The
average outflow temperature of the deterministic solution is Tout = 346.95K.
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Figure 2.9: Deterministic solution of the heat transfer in the two-dimensional channel
flow.
2.4.2 Influence of the uncertain parameters separately
The Polynomial Chaos formulation of the governing system (2.25) is different for ev-
ery uncertain parameter. Here, the formulation for the uncertain dynamic viscosity
µ(ω) is considered as an example. The flow velocity u(y) is inversely proportional to
the dynamic viscosity µ(ω), see (2.24). The inverse µ∗(ω) = 1/µ(ω) is, therefore,
considered as the uncertain input parameter. Although the dynamic viscosity µ(ω) is
assumed to have a uniform distribution which can be linked to Legendre polynomials,
the uncertain parameter µ∗(ω) has a distribution which cannot be linked to classical
polynomials. The basis polynomials corresponding to the uncertainty distribution of
µ∗(ω) are constructed using Gram-Schmidt orthogonalization (2.8). After substitution
of the Polynomial Chaos expansions into (2.25) and a Galerkin projection onto each
polynomial basis {Ψj(ξ)}pj=0, the resulting system of equations is
u∗(y)
min{k+1,p}∑
i=max{k−1,0}
µ˜∗ik
∂Ti
∂x
− κ
(
∂2Tk
∂x2
+
∂2Tk
∂y2
)
= 0, k = 0, 1, . . . , p, (2.26)
with
u∗(y) = −1
2
dp
dx
(h2 − y2), (2.27)
and
µ˜∗ik =
1
〈Ψ2k〉
1∑
j=0
µ∗j 〈ΨiΨjΨk〉, i, k = 0, 1, . . . , p. (2.28)
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In a similar way the system of equations for the other uncertain parameters can be
derived. Below, the separate effects of the six uncertain parameters on the outputs of
interest are analyzed based on Figures 2.10 to 2.12. In Figure 2.10, the solution for
the standard deviation of the temperature field resulting from the six uncertain param-
eters separately is given. The analysis focuses on the standard deviation field, since the
mean value of the temperature field for the uncertain parameters is qualitatively similar
to the deterministic solution of Figure 2.9a. The mean and the standard deviation of the
temperature on the upper wall are compared to a convergence analysis of Monte Carlo
simulation for 10, 100, and 1000 evenly spaced samples in ω ∈ [0, 1] in Figure 2.11. In
Figure 2.12 the probability distribution of the average outflow temperature is compared
to Monte Carlo results based on 1000 samples. For each uncertain parameter a conver-
gence study is performed to determine the required Polynomial Chaos order ranging
from p = 1 to p = 4.
Heat conduction The heat conduction parameter κ(ω) is assumed to have a lognor-
mal uncertainty distribution, because the heat conduction parameter is a positive phys-
ical parameter. The coefficient of variation is CVκ = 0.25. The Polynomial Chaos
approximation with p = 4 of the effect on the standard deviation of the temperature
field is given in Figure 2.10a. The effect of the uncertainty in κ(ω) on the temperature
field vanishes near the inflow boundary and the heating element, since the temperature
is prescribed on these boundaries. The uncertainty has the largest effect on the upper
wall opposite of the heating element, since the heat conduction κ(ω) affects the rate
at which the heat of the heating element is transported through the fluid to the upper
wall. Due to the heat conduction, the standard deviation of the temperature field is also
increasingly uniform further downstream of the heating element.
The mean and the standard deviation of the temperature on the upper wall are com-
pared with Monte Carlo simulations with 10, 100, and 1000 samples in Figure 2.11a.
The mean temperature on the upper wall is a monotonically increasing function of x.
The standard deviation has a maximum on the upper wall of σT = 7.5K at x/L = 0.42.
The results of the Monte Carlo simulations converge to the Polynomial Chaos results
for increasing number of samples. For the mean value, the Monte Carlo results con-
verge faster to the Polynomial Chaos result than for the standard deviation. The Monte
Carlo simulation with 1000 samples matches the fourth order Polynomial Chaos solu-
tion. The Polynomial Chaos formulation is solved by Gauss-Seidel iteration, which
results, in this case, in a computational work equivalent to an average of 3 times
N+1 = p+1 deterministic solves. Therefore, the computational work for the Polyno-
mial Chaos method is more than a factor 50 smaller than for the Monte Carlo method.
The Polynomial Chaos approximation of the probability distribution function of the
32
2.4. Uncertainty analysis of heat transfer in a two-dimensional channel flow
(a) uncertain conduction κ (b) uncertain viscosity µ
(c) uncertain pressure gradient dp/dx (d) uncertain heating element temperature The
(e) uncertain channel height h (f) uncertain heating element length Lhe
Figure 2.10: Polynomial Chaos results for the standard deviation of the temperature
field σT for the heat transfer in a two-dimensional channel flow.
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(a) uncertain convection κ
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(f) uncertain heating element length Lhe
Figure 2.11: Polynomial Chaos (PC) and Monte Carlo (MC) results for the mean and
standard deviation of the temperature on the upper wall Tw(x, ω) for the heat transfer
in a two-dimensional channel flow.
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Figure 2.12: Polynomial Chaos (PC) and Monte Carlo (MC) results for the probability
distribution of the average outflow temperature Tout for the heat transfer in a two-
dimensional channel flow.
35
Chapter 2. Gram-Schmidt Polynomial Chaos
average outflow temperature Tout(ω) is compared to a Monte Carlo simulation with
1000 samples in Figure 2.12a. Fourth order Polynomial Chaos captures the nonlinear
deformation of the input distribution and matches the Monte Carlo result. The linear
deformation of the first order Polynomial Chaos approximation with p = 1 is not
sufficient to capture the output probability distribution accurately.
Viscosity The dynamic viscosity µ(ω) is assumed to be uniformly distributed with
coefficient of variation CVµ = 0.25. The viscosity affects the advection-diffusion
of the temperature through the velocity profile of the flow (2.24). The Polynomial
Chaos formulation for the uncertain viscosity µ(ω) is given above in (2.26) to (2.28).
The uncertainty in the viscosity µ(ω) results in a qualitatively similar, but slightly
higher, uncertainty in the temperature field than the conductivity κ(ω) unless their
equal coefficient of variation (Figure 2.10b). The maximum of the standard deviation
is σT = 8.1K at x/L = 0.43 on the upper wall (Figure 2.11b). A Polynomial Chaos
order of p = 3 is sufficient to resolve the effect of µ(ω) compared to p = 4 for κ(ω).
The Monte Carlo method also converges faster to the Polynomial Chaos results for the
mean and standard deviation of the temperature on the upper wall for the uncertain
viscosity µ(ω) than for the uncertain conductivity κ(ω). This is caused by the finite
probability interval of the uniform distribution of µ(ω) compared to the semi-infinite
domain of the lognormal distribution of κ(ω). In Figure 2.12b it can be seen that
the polynomial order p = 3 is also sufficient for the approximation of the probability
distribution of the outflow temperature Tout(ω).
Pressure gradient In practice, often only a small set of measurements is available
for describing the input uncertainty. In that case a functional fit can be made to obtain
an approximation of the distribution function of the uncertain parameter. Assume that
in this case a fifth order polynomial fit for the distribution function of the pressure gra-
dient dp/dx(ω) on the domain [−3.5;−0.5] is available. The third order Polynomial
Chaos expansion shows that uncertainty in the pressure gradient has a slightly larger
effect on the standard deviation of the temperature field than the two previous uncertain
parameters (Figure 2.10c). The three uncertain parameters, κ(ω), µ(ω), and dp/dx(ω)
have a qualitatively similar effect on the standard deviation field, since they affect the
balance between advection and diffusion of the heat element temperature, see (2.24)
and (2.25). The standard deviation reaches a maximum of σT = 8.9K on the upper
wall at x/L = 0.39 (Figure 2.11c). The uncertainty distribution of the outflow tem-
perature Tout(ω) is only a slight nonlinear deformation of the input distribution of the
pressure gradient, since the approximation for p = 1 is already close to the Monte
Carlo result (Figure 2.12c).
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Heating element temperature The uncertain heating element temperature The(ω) is
an example of an uncertain boundary condition. The probability distribution of The(ω)
is assumed to be uniform with a coefficient of variation CVThe = 0.05. A first order
Polynomial Chaos expansion is employed, since in this case the temperature field de-
pends linearly on the temperature boundary conditions. The standard deviation field of
the temperature (Figure 2.10d) is qualitatively similar to the deterministic temperature
field of Figure 2.9a. The effect of the uncertain The is largest at and downstream of the
heating element, and smallest near the inflow boundary and the upper wall. The stan-
dard deviation of the temperature on the upper wall increases monotonically with x to
σT = 12.9K (Figure 2.11d). Due to the linear dependence on the boundary conditions
the probability distribution of the outflow temperature is uniform just as the input dis-
tribution (Figure 2.12d). The linear deformation is captured exactly by the first order
Polynomial Chaos expansion.
Channel height Finally, two geometrical uncertainties are considered. Geometrical
uncertainties are often examples of epistemic uncertainty, which can be controlled in
the production process. The input variation in the geometric parameters is, therefore,
assumed to be smaller than in the other input parameters. The channel height h is
assumed to be lognormally distributed with coefficient of variation CVh = 0.025. The
channel height effects the heat transfer geometrically directly and indirectly through
the velocity profile. The standard deviation field predicted by a third order Polynomial
Chaos expansion for h(ω) is qualitatively slightly different from those resulting from
the uncertainty in κ(ω), µ(ω) and dp/dx(ω), especially in front of the heating element
(Figure 2.10e), due to the double effect of h(ω). The uncertainty of the temperature on
the upper wall is similar to that of the first three uncertain parameters (Figure 2.11). The
maximum of the standard distribution of σT = 3.03K is significantly lower due to the
smaller input coefficient of variation CVh. The effect on the uncertainty distribution
of the outflow temperature is smaller and accurately resolved by a first order expansion
(Figure 2.12e).
Heating element length The heating element length Lhe is another example of a
geometrical uncertainty. It is assumed to have a cosine distribution on the domain
Lhe(ω) ∈ [0.025; 0.026]. The resulting standard deviation field is very different com-
pared to that of the other uncertainties (Figure 2.10f). The uncertain heating element
length has only a local effect on the uncertainty in the temperature field near the end
of the heating element. The uncertainty has, therefore, a small effect on the standard
deviation field and the standard deviation of the temperature on the upper wall with
a maximum of σT = 0.03K at the outflow boundary (Figure 2.11f). Although the
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uncertainty in the outflow temperature is small, it requires a fourth order Polynomial
Chaos approximation to obtain a comparable relative accuracy compared to the other
uncertainties (Figure 2.12f).
2.4.3 Combined effect of the four most important parameters
In case of multiple uncertain parameters it is important to determine their combined
effect, since their combined first order effect on the variance is always larger than their
separate effects. To reduce the computational costs of a multi-dimensional Polyno-
mial Chaos analysis, the three efficient strategies for multiple uncertain parameters
described in section 2.2.3 are combined to solve the current problem. First, the re-
sults of the one-dimensional Polynomial Chaos expansions for the separate uncertain
parameters of the previous section are used to select the four most important parame-
ters. Based on the maximum standard deviation of the temperature field, the four most
important uncertain parameters are: (1) heat conduction κ(ω); (2) viscosity µ(ω); (3)
pressure gradient dp/dx(ω); and (4) heat element temperature The(ω). Second, the
dimensionality of probability space is further reduced by combining the first three un-
certain parameters into the Pe´clet number Pe(ω) = u(y)L/κ. This results in a further
reduction of the dimensionality of probability space from n = 4 to n = 2. The Pe´clet
number has a non-standard uncertainty distribution, which can be determined from the
uncertainty distribution of κ(ω), µ(ω) and dp/dx(ω). The appropriate polynomial ba-
sis for the Pe´clet number is constructed using Gram-Schmidt orthogonalization (2.8).
The third strategy for reducing the computational costs of the multidimensional analy-
sis by estimating the additional effect of the other uncertain parameters is considered
in section 2.4.4.
A two-dimensional Polynomial Chaos expansion (n = 2) is employed for the un-
certain parameters: (1) the Pe´clet number Pe(ω), and (2) the heat element temperature
The(ω). Writing (2.25) in terms of the Pe´clet number results in
Pe(ω)
∂T
∂x˜
−
(
∂2T
∂x˜2
+
∂2T
∂y˜2
)
= 0, (2.29)
with x˜ = x/L and y˜ = y/L. The Polynomial Chaos formulation forPe(ω) and The(ω)
is then
P∑
i=0
P˜eik
∂Ti
∂x˜
−
(
∂2Tk
∂x˜2
+
∂2Tk
∂y˜2
)
= 0, k = 0, 1, . . . , N, (2.30)
with
P˜eik =
1
〈Ψ2k〉
1∑
j=0
Pej〈ΨiΨjΨk〉, i, k = 0, 1, . . . , N, (2.31)
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and heat element temperature
The(ω) =
2∑
i=0
i6=1
The,iΨi(ξ(ω)). (2.32)
A second order Polynomial Chaos approximation (p = 2) is employed, which results
in an expansion with N + 1 = 6 terms, see (2.3). The standard deviation of the
temperature field due to the four uncertain parameters is shown in Figure 2.13a. The
four uncertain parameters result in local maxima of the standard deviation field at the
heating element and on the upper wall. The uncertainty of the temperature field is
maximal at the heating element with σT = 18.7K. The uncertainty at the heating
element is caused by the uncertain heating element temperature, since the effect of the
other uncertain parameters vanishes at the heating element. The three uncertain model
parameters combined in the Pe´clet number result in a local maximum of the standard
deviation field of σT = 15.0K on the upper wall at x/L = 0.66. This is approximately
two times higher than the standard deviations resulting from κ(ω), µ(ω), and dp/dx(ω)
separately. Also the average standard deviation at the outflow boundary σT = 14.3K
is larger than for the uncertain parameters separately, see Figure 2.10.
In Figure 2.13b the mean value of the temperature on the upper wall Tw and the
uncertainty bars based on ±σT are compared with Monte Carlo simulation results.
The Monte Carlo results are based 104 samples obtained by the tensor product of 100
evenly spaced samples in ω ∈ [0, 1] in both dimensions of probability space, Pe(ω)
and The(ω). The mean value of the temperature on the upper wall is a monotoni-
cally increasing function of x. The length of the uncertainty bars shows a fast increase
starting from the inflow boundary up to x/L = 0.54 after which their length reduces
only slightly. The two-dimensional Polynomial Chaos expansion for p = 2 shows
good agreement with the Monte Carlo results. The Polynomial Chaos order p = 4 re-
quired to resolve the effect of an uncertain Pe´clet numberPe(ω) in the one-dimensional
advection-diffusion problem of Figure 2.5a, suggests that the effect of Pe(ω) in the
one-dimensional problem is more nonlinear.
2.4.4 Estimation of the additional effect of the other parameters
The additional effect of the other two parameters, h(ω) and Lhe, is approximated using
estimate (2.13) and the one-dimensional Polynomial Chaos expansion results for h(ω)
andLhe of section 2.4.2. First the accuracy of (2.13) is studied by comparing the results
of the estimate with those of the multi-dimensional Polynomial Chaos expansion for
the four most important uncertain parameters of section 2.4.3.
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Figure 2.13: Polynomial Chaos results for the heat transfer in a two-dimensional chan-
nel flow for the combined effect of the four most important uncertain parameters κ, µ,
dp/dx and The.
In Figure 2.14 the estimate of the combined effect of the four most important pa-
rameters κ(ω), µ(ω), dp/dx(ω), and The(ω) on standard deviation field σT based
on estimate (2.13) and their one-dimensional Polynomial Chaos expansions of sec-
tion 2.4.2 is given. The estimate results without solving system (2.30) for the multi-
dimensional Polynomial Chaos expansion in a reasonable approximation of the actually
computed effect of the four parameters by Polynomial Chaos shown in Figure 2.13a.
The two predictions match close to the heating element and the inflow boundary. In the
rest of the domain the standard deviation is slightly overpredicted by estimate (2.13).
In Figure 2.15 the three strategies for efficient Polynomial Chaos approximations
are combined to determine the joint effect of all six uncertain parameters. The one-
dimensional Polynomial Chaos approximations for the separate parameters of section
2.4.2 are used to select the four most important parameters κ(ω), µ(ω), dp/dx(ω), and
The(ω). Three of the uncertain parameters are combined into the Pe´clet number Pe(ω)
and a two-dimensional Polynomial Chaos expansion is employed for the resulting two
uncertain parameters as in Figure 2.13a. The additional effect of the other two uncertain
parameters h(ω) and Lhe(ω) is estimated by using (2.13).
The two less important parameters have indeed a small effect on the standard de-
viation field, see Figure 2.15, compared to the Polynomial Chaos result for the four
most important parameters of Figure 2.13a. After adding the additional effect of the
other two uncertain parameters, the maximum uncertainty on the upper wall is slightly
increased from σT = 15.0K to σT = 15.2 mainly due to the additional effect of h(ω).
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Figure 2.14: Estimate of the combined effect of the uncertain parameters κ, µ, dp/dx,
and The on the standard deviation of the temperature field σT based on their one-
dimensional Polynomial Chaos expansions for the heat transfer in a two-dimensional
channel flow.
Estimate (2.13) is, therefore, appropriate to approximate the additional effect of less
important uncertain parameters.
This result is obtained by resolving six one-dimensional Polynomial Chaos ex-
pansions and one two-dimensional expansion instead of performing a six-dimensional
Polynomial Chaos analysis. This example illustrates that using alternative strategies
to reduce the computational burden of uncertainty quantification with many uncertain
parameters can be an accurate and efficient approach to increase the understanding of
the complex effects of physical variability on the performance of engineering designs.
2.5 Summary
A Gram-Schmidt Polynomial Chaos formulation is developed to contribute to the ex-
tension of the spectral convergence of Galerkin Polynomial Chaos to arbitrary input
probability distributions. Gram-Schmidt orthogonalization is employed to analytically
construct a set of suitable orthogonal basis polynomials using the statistical moments of
random input. The method is applied to resolve the effect of uncertainties in advection-
diffusion heat transfer in pipe flows.
The analysis of the combined effect of many uncertain parameters based on multidi-
mensional Polynomial Chaos expansions results in a fast increase of the computational
costs. Three alternative strategies to quantify the effect of multiple uncertain parame-
ters more efficiently are studied. The first approach is to select only the most important
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Figure 2.15: Standard deviation of the temperature field σT by the combination of
the three strategies for selecting the four most important uncertain parameters κ(ω),
µ(ω), dp/dx(ω), and The(ω), combining them into two uncertain parameters Pe(ω)
and The(ω), and estimating the additional effect of the less important parameters h(ω)
and Lhe(ω) for the heat transfer in a two-dimensional channel flow.
uncertain parameters for a multi-dimensional Polynomial Chaos analysis based on the
results of their one-dimensional Polynomial Chaos expansions. The second strategy is
based on reducing the dimensionality of probability space by combining multiple un-
certain parameters into fewer ones. This second approach can be used effectively due to
the extension of the Polynomial Chaos formulation to arbitrary input distributions. The
third approach is to estimate the combined effect of multiple uncertain parameters by
summing the variances resulting from one-dimensional Polynomial Chaos expansions
for the separate uncertain parameters in analogy with the perturbation method.
The three Polynomial Chaos strategies are applied to a one-dimensional advection-
diffusion model problem and a heat transfer problem in a two-dimensional Poisseuille
channel flow. An error convergence study with respect to a Monte Carlo reference
solution illustrate the effectiveness of the second approach for a one-dimensional prob-
lem. For the heat transfer in a two-dimensional Poisseuille channel flow the effect of
six uncertain parameters in the model, the boundary conditions, and the geometry is
studied successfully. The Polynomial Chaos results and Monte Carlo reference solu-
tions demonstrate that different uncertain parameters can have significantly different
quantitative and qualitative effects on the temperature field. Their combined effect is
determined efficiently by a combination of the three alternative strategies for multi-
ple uncertain parameters, instead of performing a six-dimensional Polynomial Chaos
analysis. The combined effect is found to be larger than that of the separate parameters.
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Monomial Chaos
Propagating uncertainty through nonlinear equations can be computationally intensive
for Polynomial Chaos methods. It results in a set of nonlinear equations, which is
coupled in the Galerkin Polynomial Chaos formulation. A Monomial Chaos approach
is presented in this chapter for efficient uncertainty quantification in nonlinear com-
putational problems. The proposed Monomial Chaos approach employs a Polynomial
Chaos expansion with monomials as basis functions. The expansion coefficients are
solved for using differentiation of the governing equations, instead of a Galerkin pro-
jection. This results in a decoupled set of linear equations for problems involving
polynomial nonlinearities. This reduces the computational work per additional Poly-
nomial Chaos order to the equivalence of a linear Newton iteration. Error estimates
are derived, and Monomial Chaos is applied to uncertainty quantification of the Burg-
ers equation and a two-dimensional boundary layer flow problem. Monomial Chaos
results compared to those of the Monte Carlo method, perturbation method, Galerkin
Polynomial Chaos method, and a non-intrusive Polynomial Chaos method show a 2–3
times faster error convergence as function of computational work.
3.1 Introduction
Parametric uncertainty is considered in a physical model described by the differential
equation (1.1) in the form of
L(x, t, α(ω);u(x, t, ω)) = S(x, t, α(ω)), (3.1)
Based on: J.A.S. Witteveen, H. Bijl, A Monomial Chaos approach for efficient uncertainty quantification in
nonlinear problems, SIAM J. Sci. Comput. 30 (2008) 1296–1317.
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where α(ω) is an uncertain parameter with known probability distribution. In ap-
pendix A, four widely used uncertainty quantification methods are briefly reviewed for
comparison with the proposed Monomial Chaos approach: the Monte Carlo method,
the perturbation method [45], the Galerkin Polynomial Chaos method [27], and a non-
intrusive Polynomial Chaos method [36].
These uncertainty quantification methods result in a significant increase of the com-
putational costs compared to a deterministic simulation. The non-intrusive Polynomial
Chaos method results, for example, in a multiplication of computational work by a
factor (p + 1), where p is the Polynomial Chaos order. For computationally very in-
tensive problems this increase of computational work can be a major drawback for the
application of uncertainty quantification. Consider, for example, practical applications
of nonlinear computational fluid dynamics in time dependent problems involving com-
plex geometries. These deterministic problems can already take weeks or even longer
to solve. An increase of this amount of computational work by a factor (p+1) is signif-
icant. Especially in iterative design processes of industrial applications this can make
uncertainty quantification impractical. On the other hand, uncertainty quantification is
in these cases essential for robust design optimization. Therefore, there is a need for a
further reduction of the computational costs of uncertainty quantification methods.
In this chapter, a Monomial Chaos approach is proposed to reduce the costs of
uncertainty quantification in computationally intensive nonlinear problems. The com-
putational work per Monomial Chaos order is equivalent to a linear Newton iteration
due to the differentiation of the governing equations for obtaining the coefficients of the
Polynomial Chaos expansion with Monomials as basis functions. Therefore, Monomial
Chaos can be a computationally efficient alternative for existing uncertainty quantifi-
cation methods in nonlinear problems. The Monomial Chaos approach is introduced
in this chapter for one uncertain input parameter to demonstrate the properties of the
method and to make a basic comparison with other uncertainty quantification methods.
The extension of Monomial Chaos to multiple uncertain parameters and random fields
is briefly addressed.
The Monomial Chaos is introduced and error estimates are derived in section 3.2.
In section 3.3 the Monomial Chaos is applied to the Burgers equation to demonstrate
the properties of the proposed approach for a standard nonlinear advection-diffusion
test problem in one dimension. The results are compared with results of the pertur-
bation method, the Galerkin Polynomial Chaos method, and the non-intrusive Polyno-
mial Chaos method in section 3.4. In section 3.5 the Monomial Chaos is applied to a
two-dimensional boundary layer flow problem as an example of a standard nonlinear
test problem from two-dimensional incompressible fluid dynamics. In section 3.6 the
conclusions are summarized.
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3.2 The Monomial Chaos approach
In this section the Monomial Chaos approach is proposed. In section 3.2.1 the Mono-
mial Chaos approach is introduced in general as applied to (3.1). Error estimates are
given in section 3.2.2.
3.2.1 The Monomial Chaos formulation
The Monomial Chaos approach employs a Polynomial Chaos expansion with mono-
mials as basis functions to determine the uncertainty distribution of the output. The
equations for the Monomial Chaos expansion coefficients are obtained by differenti-
ating the deterministic equation with respect to the uncertain input parameter. This
results in a decoupled set of (p+1) equations for the (p+1) coefficients of a pth-order
Monomial Chaos expansion, in which each equation solves for a Monomial Chaos
coefficient sequentially. Due to the product rule the differentiation of the governing
equations also results in a set of linear equations even for problems involving polyno-
mial nonlinearities. This reduces the additional computational work per Polynomial
Chaos order to the equivalence of a single Newton iteration. Therefore, Monomial
Chaos can be an efficient alternative for uncertainty quantification in computationally
intensive nonlinear problems.
Consider the application of Monomial Chaos to a physical model involving poly-
nomial nonlinearities and parametric uncertainty given by (3.1),
L(x, t, α(ω);u(x, t, ω)) = S(x, t, α(ω)).
The uncertain parameter α(ω) and the solution u(x, t, ω) are expanded into a Polyno-
mial Chaos expansion
α(ω) =
1∑
j=0
αjΨj(ξ(ω)), u(x, t, ω) =
∞∑
i=0
ui(x, t)Ψi(ξ(ω)), (3.2)
where the random variable ξ(ω) is given by a linear transformation of the uncer-
tain input parameter α(ω) to an appropriate standard domain, i.e., [−1, 1], [0,∞), or
(−∞,∞) [114]. Due to this linear transformation the Polynomial Chaos expansion
of α(ω) in (3.2) is exact within the first two terms. In the Monomial Chaos the basis
polynomials {Ψi(ξ)}∞i=0 are monomials around ξ(ω) = µξ with µξ ≡ E[ξ(ω)]:
Ψi(ξ(ω)) = (ξ(ω)− µξ)i, i = 0, 1, . . . . (3.3)
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These monomials are chosen as basis functions because they satisfy the property
djΨi
dξj
∣∣∣∣
ξ=µξ
=
{
i!, i = j,
0, i 6= j, (3.4)
which says that taking the jth derivative of the monomials {Ψi(ξ)}∞i=0 with respect
to ξ at ξ(ω) = µξ results in a nonzero term for i = j only. This property of mono-
mials results in the decoupled set of equations for the Monomial Chaos coefficients
{ui(x, t)}. Substitution of the Monomial Chaos expansions (3.2) with (3.3) into the
governing equation (3.1) results in
L

x, t, 1∑
j=0
αjΨj(ξ);
∞∑
i=0
ui(x, t)Ψi(ξ)

 = S

x, t, 1∑
j=0
αjΨj(ξ)

 . (3.5)
To obtain a set of equations for the expansion coefficients of the solution {ui(x, t)},
(3.5) is differentiated with respect to ξ for ξ(ω) = µξ . Taking the kth derivative of (3.5)
results in an equation for the kth expansion coefficient uk(x, t),
∂k
∂ξk
L

x, t, 1∑
j=0
αjΨj(ξ);
∞∑
i=0
ui(x, t)Ψi(ξ)


∣∣∣∣∣
ξ=µξ
=
∂k
∂ξk
S

x, t, 1∑
j=0
αjΨj(ξ)


∣∣∣∣∣
ξ=µξ
(3.6)
for k = 0, 1, . . . . This set of equations can be discretized using standard discretization
techniques [35]. Due to the combination of differentiation of (3.5) and property (3.4),
all higher-order coefficients {ui(x, t)}∞i=k+1 drop out of the equation, which results in
a decoupled set of equations for uk(x, t) in terms of {ui(x, t)}k−1i=0 . This is illustrated in
section 3.3 where the Monomial Chaos is applied to the Burgers equation. Furthermore,
the decoupled set of equations (3.6) is linear in uk(x, t) due to the product rule in
differentiation, even if the governing equation (3.1) contains polynomial nonlinearities
(except for k = 0). The equation for k = 0 coincides with the deterministic problem
for the expected value of the uncertain parameter µα. For nonlinear problems solved
using Newton linearization, the additional computational work per Polynomial Chaos
order is proportional to one Newton iteration.
A pth-order Monomial Chaos approximation of the solution u(x, t, ω) is given by
truncating the Monomial Chaos expansion for u(x, t, ω) in (3.2) at p. The Monomial
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Chaos coefficients {αj}1j=0 of the uncertain parameter α(ω) with a known uncertainty
distribution can be determined by differentiating the Monomial Chaos expansion for
α(ω) in (3.2) with respect to ξ for ξ(ω) = µξ, which results, using property (3.4), in
αj =
1
j!
djα
dξj
∣∣∣∣
ξ=µξ
, j = 0, 1, (3.7)
where d
jα
dξj |µξ is known and α0 = µα.
Equations (3.6) are similar to the continuous sensitivity equations (A.4) of the
perturbation method, which are obtained by implicit differentiation. The Monomial
Chaos method can be viewed as an extension of the perturbation method, which is usu-
ally limited to second-order approximations of the first two moments. The Monomial
Chaos approach can be employed for obtaining higher-order approximations of the un-
certainty distribution and the statistical moments of the output at computational costs
equivalent to those of the perturbation method.
On the other hand, in the Monomial Chaos approach the uncertain parameter and
variables are expanded in a polynomial expansion as in the Polynomial Chaos method,
using monomials instead of orthogonal polynomials in the Polynomial Chaos method.
The Monomial Chaos approach can therefore be applied to the same set of arbitrary
input probability distributions as the Polynomial Chaos method. The outputs of the
Monomial Chaos approach are higher-order approximations of the distribution and the
statistical moments by solving a decoupled set of linear equations, instead of a possibly
coupled set of nonlinear equations in the Polynomial Chaos method.
Next to the relatively low computational work per Polynomial Chaos order the
Monomial Chaos has additional advantages which are important for practical appli-
cations. First, the Polynomial Chaos order of the Monomial Chaos approximation
can be determined during the computation while solving for the higher-order coeffi-
cients sequentially. Second, the equations (3.6) depend only on the mean value of the
uncertain input parameter µα. Therefore, the influence of different input uncertainty
distributions and variances can be studied after solving (3.6) once. This is an important
property since in practical problems the input distribution itself can also be subject to
uncertainty.
The Monomial Chaos is moderately intrusive, since for solving (3.6) the summation
of the matrix and vector entries in the deterministic solver have to be modified. For de-
creasing the intrusiveness of the Monomial Chaos, the differentiation of the governing
equations can be replaced by finite difference differentiation in random space.
Here, the Monomial Chaos approach is considered for a single uncertain input pa-
rameter. The Monomial Chaos approach can be extended to multiple uncertain input
parameters by introducing a vector of random variables ξ(ω) = (ξ1(ω), . . . , ξn(ω)),
47
Chapter 3. Monomial Chaos
where n is the number of uncertain input parameters. The basis consists in that case of
multidimensional monomialsΨi(ξ(ω)), which are tensor products of one-dimensional
monomials Ψi(ξj(ω)). The set of equations for the Monomial Chaos
coefficients (3.6) is then derived using mixed partial derivatives of (3.5) with respect to
the random variables {ξj(ω)}nj=0.
The uncertainty quantification methods reviewed in section 3.1 can also be ex-
tended to multiple uncertain input parameters. For comparison, in the extension of the
perturbation method to multiple uncertain input parameters, the statistical moments
of the output are expanded around the expected value of the uncertain parameters us-
ing multidimensional Taylor series expansions. The Polynomial Chaos method can
be extended to n uncertain parameters by using a multidimensional Polynomial Chaos
expansion in (A.5). The multidimensional Polynomial Chaos expansion is based on a
vector of random variables ξ(ω) = (ξ1(ω), . . . , ξn(ω)) and multidimensional orthog-
onal polynomialsΦi(ξ(ω)).
A random field can be handled by the Monomial Chaos method by first representing
the random field in terms of a finite number of independent random input parameters
using a Karhunen-Loe`ve expansion [52] as in the Polynomial Chaos method. For a
random field with a relatively high spatial correlation, the number of random input pa-
rameters needed to reach a reasonable accuracy with the Karhunen-Loe`ve expansion
can be small. In that case the Monomial Chaos method can be applied to the random
input parameters to resolve the effect of the random field. For random fields and ran-
dom processes with low correlation the required number of random input parameters
can be much higher, and approaches other than the Monomial Chaos method or the
Polynomial Chaos method can be more competitive.
3.2.2 Error estimates
In this section error estimates for the Monomial Chaos approach are derived. For sim-
plicity the arguments x and t are dropped. After computing the Monomial Chaos co-
efficients in (3.6), approximations of the mean µu, variance σ2u, higher-order moments,
and the distribution function can be derived. If the uncertain variable u(ω) is expanded
in an infinite Monomial Chaos series, the mean µu is given in terms of the Monomial
Chaos coefficients {ui}∞i=0 by
µu =
∞∑
i=0
uiµξ,i, (3.8)
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with µξ,i the ith central statistical moment of ξ(ω),
µξ,i =
∫
supp(ξ)
Ψi(ξ)pξ(ξ)dξ, (3.9)
with µξ,0 = 1, µξ,1 = 0 and where supp(ξ) and pξ(ξ) are the support and the proba-
bility density of ξ(ω), respectively. The variance σ2u is given by
σ2u =
∞∑
i=0
∞∑
j=0
u˜iu˜jµξ,i+j , (3.10)
with
u˜i =
{
ui − µu, i = 0,
ui, i = 1, 2, . . . .
(3.11)
In the numerical implementation the infinite series in (3.8) and (3.10) are truncated at
a Polynomial Chaos order p. The errors in the approximation in the mean εµu and the
variance εσ2u due to the truncation of the Monomial Chaos expansion are then given by
εµu = −
∞∑
i=p+1
uiµξ,i, (3.12)
and
εσ2u = −2
∞∑
i=p+1
∞∑
j=p+1
uiujµξ,i+j . (3.13)
If the Monomial Chaos coefficients ui decrease fast enough with i for i = p + 1, p+
2, . . . , such that the leading truncation error term is due to neglecting the (p + 1)th
coefficient, then the truncation errors can be estimated as
εµu ≈ −up+1µξ,p+1 (3.14)
and
εσ2u ≈ −2u2p+1µ2ξ,p+1, (3.15)
which says that the leading error term in the approximation of the variance σ2u results
in an underestimation. These a posteriori error estimates can be used in a stopping
criterion for determining the Polynomial Chaos order p of the Monomial Chaos ap-
proximation.
Another contribution to the error in the mean µu and the variance σ2u can be due to
the divergence of the Monomial Chaos expansion in a part of the domain of ξ(ω). In
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case of an input distribution with an infinite support, i.e., ξ(ω) ∈ (−∞,∞), there is
always a domain ξ(ω) ∈ (−∞, ξ−]∪[ξ+,∞) in which the Monomial Chaos expansion
of u(ω), (3.2), diverges. However, it is demonstrated in the following propositions
that the divergence of the Monomial Chaos expansion in ξ(ω) ∈ (−∞, ξ−] ∪ [ξ+,∞)
results in errors ε˜µu , ε˜σ2u which are in general small with respect to the truncation errors
εµu and εσ2u , and the mean µu and variance σ
2
u.
Proposition 1. Let ξ(ω) ∈ (−∞,∞) and let ξ(ω) ∈ (ξ−, ξ+) be the domain of
convergence of the Monomial Chaos expansion of u(ω), (3.2). If the probability density
pξ(ξ) of ξ(ω) decreases fast enough as ξ → ±∞ such that
∞∑
i=0
|ui|
∣∣∣∣∣
∫
(−∞,ξ−]∪[ξ+,∞)
Ψi(ξ)pξ(ξ)dξ
∣∣∣∣∣≪
∣∣∣∣∣∣
∞∑
i=p+1
ui
∫ ξ+
ξ−
Ψi(ξ)pξ(ξ)dξ
∣∣∣∣∣∣ , (3.16)
then the error in the Monomial Chaos approximation of the mean µu due to the di-
vergence of the Monomial Chaos expansion in ξ(ω) ∈ (−∞, ξ−] ∪ [ξ+,∞) is small
compared to the truncation error; i.e., |ε˜µu | ≪ |εµu |.
Proof. The error ε˜µu in the Monomial Chaos approximation of the mean µu due to the
divergence in ξ(ω) ∈ (−∞, ξ−] ∪ [ξ+,∞) is defined as
ε˜µu =
∞∑
i=0
ui
∫
(−∞,ξ−]∪[ξ+,∞)
Ψi(ξ)pξ(ξ)dξ, (3.17)
with ∣∣∣∣∣
∞∑
i=0
ui
∫
(−∞,ξ−]∪[ξ+,∞)
Ψi(ξ)pξ(ξ)dξ
∣∣∣∣∣ ≤
∞∑
i=0
|ui|
∣∣∣∣∣
∫
(−∞,ξ−]∪[ξ+,∞)
Ψi(ξ)pξ(ξ)dξ
∣∣∣∣∣ .
The truncation error εµu in the Monomial Chaos approximation of the mean µu due to
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the truncation of the Monomial Chaos expansion at p is given by (3.12),
εµu = −
∞∑
i=p+1
ui
∫ ∞
−∞
Ψi(ξ)pξ(ξ)dξ
= −
∞∑
i=p+1
ui
∫
(−∞,ξ−]∪[ξ+,∞)
Ψi(ξ)pξ(ξ)dξ
−
∞∑
i=p+1
ui
∫ ξ+
ξ−
Ψi(ξ)pξ(ξ)dξ, (3.18)
with ∣∣∣∣∣∣
∞∑
i=p+1
ui
∫
(−∞,ξ−]∪[ξ+,∞)
Ψi(ξ)pξ(ξ)dξ
∣∣∣∣∣∣ ≤
∞∑
i=0
|ui|
∣∣∣∣∣
∫
(−∞,ξ−]∪[ξ+,∞)
Ψi(ξ)pξ(ξ)dξ
∣∣∣∣∣ .
According to the assumption, |ε˜µu | ≪ |εµu |.
Proposition 2. Let ξ(ω) ∈ (−∞,∞), and let ξ(ω) ∈ (ξ−, ξ+) be the domain of
convergence of the Monomial Chaos expansion of u(ω), (3.2). If (i) the probability
density pξ(ξ) of ξ(ω) decreases fast enough as ξ → ±∞ such that∣∣∣∣∣
∞∑
i=0
ui
∫
(−∞,ξ−]∪[ξ+,∞)
Ψi(ξ)pξ(ξ)dξ
∣∣∣∣∣≪
∣∣∣∣∣
∞∑
i=0
ui
∫ ξ+
ξ−
Ψi(ξ)pξ(ξ)dξ
∣∣∣∣∣ , (3.19)
or (ii) the probability density pξ(ξ) of ξ(ω) decreases fast enough as ξ → ±∞ such
that (3.16) holds and the probability density pξ(ξ)of ξ(ω) decreases fast enough as
ξ → ±∞ such that∣∣∣∣∣∣
∞∑
i=p+1
ui
∫ ∞
−∞
Ψi(ξ)pξ(ξ)dξ
∣∣∣∣∣∣≪
∣∣∣∣∣
p∑
i=0
ui
∫ ∞
−∞
Ψi(ξ)pξ(ξ)dξ
∣∣∣∣∣ , (3.20)
then |ε˜µu | ≪ |µu|.
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Proof. The error ε˜µu in the Monomial Chaos approximation of the mean µu due to the
divergence in ξ(ω) ∈ (−∞, ξ−] ∪ [ξ+,∞) is given by (3.17),
ε˜µu =
∞∑
i=0
ui
∫
(−∞,ξ−]∪[ξ+,∞)
Ψi(ξ)pξ(ξ)dξ.
The mean µu is given by (3.8) and (3.9), which can be written as
µu =
∞∑
i=0
ui
∫
(−∞,ξ−]∪[ξ+,∞)
Ψi(ξ)pξ(ξ)dξ +
∞∑
i=0
ui
∫ ξ+
ξ−
Ψi(ξ)pξ(ξ)dξ. (3.21)
According to assumption (i), |ε˜µu | ≪ |µu|. The mean µu based on an infinite Mono-
mial Chaos series expansion of u(ω) is given by (3.8) and (3.9), which can also be
written as
µu =
p∑
i=0
ui
∫ ∞
−∞
Ψi(ξ)pξ(ξ)dξ +
∞∑
i=p+1
ui
∫ ∞
−∞
Ψi(ξ)pξ(ξ)dξ. (3.22)
The error εµu in the Monomial Chaos approximation of the mean µu due to the trun-
cation of the Monomial Chaos expansion at p is given by (3.12),
εµu = −
∞∑
i=p+1
ui
∫ ∞
−∞
Ψi(ξ)pξ(ξ)dξ. (3.23)
According to assumption (ii), we have |εµu | ≪ |µu|. The result of Proposition 3.1
gives |ε˜µu | ≪ |µu|.
An example of a probability distribution that can satisfy the assumptions of Propo-
sitions 1 and 2 is the Gaussian distribution with density function pξ(ξ) = (1/
√
2piσ2ξ )
exp(−(ξ − µξ)2/(2σ2ξ )), and µξ and σ2ξ the mean and variance of ξ(ω), respectively.
This probability density function is exponentially decreasing as ξ → ±∞. Whether a
given Gaussian probability distribution satisfies the assumptions depends on the com-
bination of a not too large variance of the uncertain input parameter through σ2ξ and
sufficient regularity of the uncertain variable u(ω) through {ui}∞i=0, ξ−, and ξ+. One
can use (3.16), (3.19), and (3.20) to verify whether the Monomial Chaos expansion of
a certain order p is appropriate to use in a particular application. Similar propositions
hold for the variance σ2u and the errors ε˜σ2u and εσ2u .
52
3.3. Application of Monomial Chaos
3.3 Application of Monomial Chaos
In this section the Monomial Chaos is applied to the Burgers equation. The test prob-
lem is intended for demonstrating the properties of Monomial Chaos applied to a non-
linear problem and for comparing the results to those of other methods. The Burgers
equation is often used to study the nonlinear advection-diffusion phenomena of fluid
dynamics in one dimension [1], and also in combination with the effect of uncertainty
[63, 103, 116]. The efficiency of uncertainty quantification in computational fluid dy-
namics applications is important, since deterministically fluid dynamics simulations
can already result in high computational costs. The Monomial Chaos formulation for
the Burgers equation is given in section 3.3.1. In section 3.3.2 numerical results for
Monomial Chaos are presented.
3.3.1 Burgers’ equation
In this section the one-dimensional steady nonlinear advection-diffusion problem
known as the viscous Burgers equation is considered [1]. The Burgers equation for
the velocity u(x, ω) in one dimension is given by
u
∂u
∂x
− ν ∂
2u
∂x2
= 0, x ∈ [0, 1], (3.24)
with an uncertain viscosity ν(ω). The deterministic boundary conditions are u(0, ω) =
1 and u(1, ω) = 0. The solution of the deterministic variant of (3.24) is shown in
Figure 3.1 for several values of the viscosity ν = {0; 0.25; 0.5; 1; 2;∞}. In Figure 3.1
also the sensor location xsl = 0.5 is shown. The Monomial Chaos expansions for the
uncertain viscosity ν(ω) and the velocity u(x, ω) are
ν(ω) =
1∑
j=0
νjΨj(ξ(ω)), u(x, ω) =
∞∑
i=0
ui(x)Ψi(ξ(ω)), (3.25)
where ξ(ω) is a linear transformation of ν(ω) to a standard domain and {Ψi(ξ)}∞i=0
are monomials around ξ(ω) = µξ given by (3.3). The expansion coefficients {νj}1j=0
of the viscosity with a known uncertainty distribution are given by
νj =
1
j!
djν
dξj
∣∣∣∣
ξ=µξ
, j = 0, 1, (3.26)
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Figure 3.1: Deterministic solution of the nonlinear advection-diffusion problem for
several values of the viscosity parameter ν = {0; 0.25; 0.5; 1; 2;∞}.
where d
jν
dξj |µξ is known. Substituting the Monomial Chaos expansions (3.25) into the
Burgers equation (3.24) results in
∞∑
i=0
∞∑
j=0
Ψi(ξ)Ψj(ξ)uj
dui
dx
−
∞∑
i=0
1∑
j=0
Ψi(ξ)Ψj(ξ)νj
d2ui
dx2
= 0. (3.27)
Taking the kth derivative of (3.27) with respect to ξ for ξ(ω) = µξ and using the
Leibniz identity and property (3.4) results in a differential equation for uk(x),
k∑
l=0
(
k
l
)
uk−l(x)
dul
dx
−
k∑
l=max{0,k−1}
(
k
l
)
νk−l
d2ul
dx2
= 0, (3.28)
for k = 0, 1, . . . . Terms without uk(x) can be brought to the right-hand side of (3.28),
which results in
u0
du0
dx
− ν0 d
2u0
dx2
= 0, (3.29)
for k = 0 and
uk
du0
dx
+ u0
duk
dx
− ν0 d
2uk
dx2
= −
k−1∑
l=1
(
k
l
)
uk−l(x)
dul
dx
+ kν1
d2uk−1
dx2
, (3.30)
for k = 1, 2, . . . . As mentioned before, the equation for k = 0, (3.29), coincides
with the deterministic problem for the mean value of the uncertain viscosity ν0. Equa-
tions (3.30) form a decoupled set of equations for the higher-order Monomial Chaos
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coefficients uk(x), with k = 1, 2, . . . , as function of {uj(x)}k−1j=0 which can be solved
sequentially for increasing k. These equations are linear in uk(x). The computational
work for solving each equation of (3.30) is equivalent to one Newton iteration for solv-
ing (3.29). Therefore, Monomial Chaos results in relatively low computational costs
per additional Polynomial Chaos order compared to the deterministic solve.
A pth-order approximation of the solution for u(x, ω) can be obtained by trun-
cating the monomial expansion for u(x, ω) in (3.25) at p. The error estimates (3.14)
and (3.15) can be used to determine a suitable Polynomial Chaos order p of the approx-
imation. Equations (3.8) and (3.10) can be used to determine the approximation of the
mean and the variance of the velocity u(x, ω).
3.3.2 Results for Burgers’ equation
In this section results of the Monomial Chaos for the Burgers equation are presented.
In section 3.4, the results of the Monomial Chaos approach are compared to results of
the perturbation method, the Galerkin Polynomial Chaos method, and a non-intrusive
Polynomial Chaos method as reviewed in appendix A. For this comparison two error
measures are used for the error in the mean εµu(x) and the variance εσ2u(x) at the sensor
location xsl = 0.5:
εµu =
∣∣∣∣µu(xsl)− µu,ref(xsl)µu,ref(xsl)
∣∣∣∣ , εσ2u =
∣∣∣∣∣σ
2
u(xsl)− σ2u,ref(xsl)
σ2u,ref(xsl)
∣∣∣∣∣ . (3.31)
The reference solution is a Monte Carlo simulation based on 106 realizations of the
uncertain parameter ν(ω) evenly spaced in sample space ω ∈ [0, 1]. Approximations
of the probability distribution function and the probability density function are also
presented. A second-order finite volume method is used to discretize the spatial do-
main. The nonlinear problem is solved using Newton linearization with an appropriate
convergence criterion εnl = 10−9 for the L∞-norm of the residual, which results for
this problem in four Newton iterations.
The mean value of the uncertain input is assumed to be µν = 1. Probability distri-
butions with either a finite or a (semi-)infinite support of the uncertain viscosity ν(ω)
are considered. The uniform distribution is chosen for the distribution on the finite
domain. This corresponds to the assumption of an interval uncertainty, which is often
used in practical applications in case not enough information is available to prescribe
an uncertainty distribution. The input coefficient of variation for the uniform distribu-
tion is covν = 0.3. Physical uncertainties are often described using a normal distri-
bution. Since the viscosity is a positive physical parameter, the lognormal distribution
is selected instead of the normal distribution for the distribution on the (semi-)infinite
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Figure 3.2: Monomial Chaos (MCh) results for the uniform input distribution.
domain. For the lognormal distribution an input coefficient of variation of covν = 0.2
is considered to limit the main parameter variations to the same range as for the uni-
form distribution. It has been verified that variation of the input coefficient of variation
covν and the choice of the sensor location xsl do not affect the results significantly in
comparison with the other methods.
3.3.2.1 Results for the uniform input distribution
In Figure 3.2 the Monomial Chaos results for the uniform input distribution are pre-
sented. In Figure 3.2a the mean µu and the 90% uncertainty intervals are given as
function of x. The uncertainty is largest in the interior of the domain due to the deter-
ministic boundary conditions. The uncertainty bars are asymmetrical with respect to
the mean, which was expected from the deterministic parameter study of Figure 3.1.
In Figure 3.2b the approximation of the probability distribution function at the sensor
location xsl is shown. The Monomial Chaos approximations for p = 3 and p = 7
are compared to the reference solution. The 7th-order approximation is very accurate,
and the 3rd-order approximation results in a less accurate resolution of the tails of the
distribution.
In Figure 3.3 the error convergence of the Monomial Chaos is given as a function
of both the Polynomial Chaos order and the computational work for the uniform input
distribution. In the same figure results for the perturbation method are given, which are
discussed in section 3.4. The mean and the variance converge on average exponentially
as functions of Polynomial Chaos order; see Figure 3.3a. The odd coefficients do
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Figure 3.3: Error convergence of the Monomial Chaos (MCh) and the perturbation
method (PM) for the uniform input distribution.
not contribute to the approximation of the mean (3.8), since the central moments µν,i
of ν(ω) are zero for odd i. This is the reason for the staircase convergence of the
approximation of the mean.
In Figure 3.3b, the error convergence as a function of the computational work is
given in terms of the equivalent number of deterministic solves. The error conver-
gence with respect to computational work is four times faster than the convergence
with respect to Polynomial Chaos order. For p = 0 the Monomial Chaos results in
a deterministic solve for the mean value of the uncertain input µν . In this case four
Newton iterations are required to solve the nonlinear problem. Per additional Polyno-
mial Chaos order a linear problem has to be solved. The computational work for these
linear solves is equivalent to one Newton iteration for the nonlinear problem. For an
8th-order Monomial Chaos approximation of the mean with an error of 1 · 10−5 this
results in computational costs equivalent to three deterministic solves. These results
depend on the number of Newton iterations required for the deterministic problem.
3.3.2.2 Results for the lognormal input distribution
The results of the Monomial Chaos for the lognormal input distribution are given in
Figure 3.4. In Figure 3.4a the Monomial Chaos approximation of the probability den-
sity function for p = 3 and p = 7 is compared to the reference solution at the sensor
location xsl. Especially near the tails of the distribution the 7th-order approximation
is more accurate than the 3rd-order approximation. In Figure 3.4b the weighted error
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Figure 3.4: Monomial Chaos (MCh) results for the lognormal input distribution.
in the approximation of the probability density function is shown. The error weighted
with its probability is small near the point of highest probability, which corresponds
approximately to µν , and it vanishes in the tails.
In Figure 3.5 the error convergence of the Monomial Chaos is given for the lognor-
mal input distribution. The mean and the variance converge, but the error convergence
is less regular than for the uniform input distribution. Initially the convergence is less
smooth due to the alternating over- and underestimation in combination with the asym-
metrical input distribution. The first-order coefficient u1(xsl) has no contribution to
the approximation of the mean, since the first-order central moment µν,1 of ν(ω) is
by definition zero. The error convergence with respect to computational work is again
four times faster than with respect to polynomial order; see Figure 3.5b.
3.4 Comparison with other methods
In this section the results of the Monomial Chaos for the Burgers equation are compared
to the results of the perturbation method [45], the Polynomial Chaos method [27], and a
non-intrusive Polynomial Chaos method [36]. An error convergence study with respect
to the Monte Carlo reference solution is performed as a function of Polynomial Chaos
order and computational work. For the Galerkin Polynomial Chaos method an optimal
polynomial basis is constructed based on the input uncertainty distribution. For a non-
intrusive Polynomial Chaos method the solution is not unique since the samples ξk in
random space in (A.8) can be chosen arbitrarily [36]. Here the sampling points are
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Figure 3.5: Error convergence of the Monomial Chaos (MCh) and the perturbation
method (PM) for the lognormal input distribution.
chosen uniformly distributed in ω.
3.4.1 Comparison with the perturbation method
In contrast with the Monomial Chaos approach, the perturbation method results only in
low-order approximations of the mean and the variance. These results are compared to
the results of the Monomial Chaos in Figures 3.3 and 3.5 for the uniform and lognormal
input distribution, respectively. The results of the perturbation method are similar to
those of the Monomial Chaos for p = 0, 1, 2. Higher-order Monomial Chaos approxi-
mations for the uniform input distribution are orders of magnitude more accurate than
those of the perturbation method. This demonstrates that the Monomial Chaos method
can be viewed as an extension of the perturbation method to higher-order approxima-
tions of the mean, the variance, and the distribution function. Also the computational
costs of the Monomial Chaos approach and the perturbation method of the same order
are similar; see Figures 3.3b and 3.5b. For higher-order approximations the Monomial
Chaos approach maintains these low computational costs per additional Polynomial
Chaos order.
3.4.2 Comparison with the Galerkin Polynomial Chaos method
The mean and variance approximations of the Monomial Chaos approach and the
Galerkin Polynomial Chaos method are compared in Figures 3.6 and 3.7 for the uni-
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Figure 3.6: Error convergence of the Monomial Chaos (MCh) and the Galerkin Poly-
nomial Chaos (PC) for the uniform input distribution.
form and lognormal input distribution, respectively. In terms of Polynomial Chaos
order, the Galerkin Polynomial Chaos method results in exponential and faster conver-
gence than the Monomial Chaos approach; see Figures 3.6a and 3.7a. However, solving
the coupled set of nonlinear equations in the Galerkin Polynomial Chaos method re-
sults in a relatively fast increase of computational work per Polynomial Chaos order in
comparison with the Monomial Chaos approach. Let p be the Polynomial Chaos order,
nN be the number of Newton iterations for solving the nonlinear problem, and nGS be
the number of Gauss-Seidel iterations for solving the coupled system of the Galerkin
Polynomial Chaos. Then the Monomial Chaos approach results in an amount of com-
putational work equivalent to ( pnN + 1) deterministic solves. The computational work
for the Galerkin Polynomial Chaos is equivalent to nGS(p + 1) deterministic solves.
Therefore, in this case the Monomial Chaos approach converges as a function of com-
putational work by approximately a factor of three faster than the Galerkin Polynomial
Chaos method; see Figures 3.6b and 3.7b.
3.4.3 Comparison with a non-intrusive Polynomial Chaos method
In Figures 3.8 and 3.9 the error convergence of the Monomial Chaos and a non-intrusive
Polynomial Chaos method is compared for the uniform and lognormal distribution, re-
spectively. The non-intrusive Polynomial Chaos method achieves a slightly higher
error convergence rate as a function of the Polynomial Chaos order; see Figures 3.8a
and 3.9a. The absolute errors are approximately of the same order of magnitude as
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Figure 3.7: Error convergence of the Monomial Chaos (MCh) and the Galerkin Poly-
nomial Chaos (PC) for the lognormal input distribution.
those of the Monomial Chaos. The computational work of the non-intrusive Polyno-
mial Chaos method per additional Polynomial Chaos order is equivalent to a nonlinear
deterministic solve. So, the non-intrusive Polynomial Chaos results in an amount of
computational work equivalent to (p + 1) deterministic solves compared to ( pnN + 1)
for the Monomial Chaos approach. This results in this case in an approximately two
times higher error convergence rate as a function of computational work for the Mono-
mial Chaos approach compared to the non-intrusive Polynomial Chaos method; see
Figures 3.8b and 3.9b.
3.5 Application to two-dimensional boundary layer flow
In this section the Monomial Chaos approach is applied to a two-dimensional incom-
pressible boundary layer flow as a standard test problem of computational fluid dynam-
ics [89]. Uncertainty quantification in computational fluid dynamics can be highly ex-
pensive in practical applications due to the large computational work already involved
in solving the deterministic problem. Monomial Chaos can be a computationally effi-
cient alternative for uncertainty quantification in this type of problem.
For two-dimensional flow along a flat plate the Navier-Stokes equations of viscous
fluid dynamics reduce to the nonlinear two-dimensional incompressible boundary layer
equations
∂u
∂x
+
∂v
∂y
= 0, (3.32)
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Figure 3.8: Error convergence of the Monomial Chaos (MCh) and a non-intrusive Poly-
nomial Chaos method (NIPC) for the uniform input distribution.
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Figure 3.9: Error convergence of the Monomial Chaos (MCh) and a non-intrusive Poly-
nomial Chaos method (NIPC) for the lognormal input distribution.
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Figure 3.10: The two-dimensional boundary layer flow problem.
ρu
∂u
∂x
+ ρv
∂u
∂y
− µ∂
2u
∂y2
= 0, (3.33)
where u and v are the velocity components parallel and perpendicular to the plate,
respectively. The flow is assumed to be laminar, the pressure gradient normal to the
plate is neglected, and the density ρ and viscosity µ are assumed to be uniform and
independent of temperature. The boundary layer equations describe the conservation of
mass (3.32) and the conservation of momentum in the free stream direction (3.33). The
flat plate is aligned with the free stream direction x; see Figure 3.10. The free stream
velocity u∞ equals unity, and the density at standard sea level conditions, ρISA =
1.225kg/m3, is used. The computational domain has length 1m and height 0.05m and
is discretized with cells of length ∆x = 1 · 10−3m with an aspect ratio of 2. A mixed
upwind-central discretization is used. The flat plate of length 0.9m starts at x = 0.1m.
To solve the deterministic problem, eight Newton iterations were required to reach the
convergence criterion of εu = 1 · 10−4 in the L1-norm.
The uncertainty is introduced in terms of an uncertain dynamic viscosity coeffi-
cient µ(ω). The uncertainty is described by a lognormal distribution, since viscosity
is a positive physical parameter. The mean value is the viscosity at standard sea level
conditions, µISA = 1.789 · 10−5kg/ms, and the coefficient of variation is covµ = 5%.
The effect of the uncertainty in the viscosity on the velocity field and the drag of the
flat plate are considered.
A third-order Monomial Chaos expansion is employed to solve for the uncertainty
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(a) mean µu(x, y) (b) standard deviation σµ(x, y)
Figure 3.11: Uncertain u-velocity field in the two-dimensional boundary layer flow
problem subject to uncertain viscosity.
propagation in the boundary layer flow. The uncertain velocity components u(x, y, ω)
and v(x, y, ω) and the viscosity µ(ω) are expanded in a Monomial Chaos expansion.
After substitution and differentiation of the governing equations (3.32) and (3.33), the
uncertainty quantification problem is given by
∂uk
∂x
+
∂vk
∂y
= 0, (3.34)
k∑
l=0
(
k
l
)
uk−l
∂ul
∂x
+
k∑
l=0
(
k
l
)
vk−l
∂ul
∂y
−
k∑
l=max{0,k−1}
(
k
l
)
µk−l
∂2ul
∂y2
= 0, (3.35)
for k = {0, 1, 2, 3}. In Figure 3.11 the results for the mean µu(x, y) and the stan-
dard deviation σu(x, y) of the u-velocity field are shown. The presence of the flat
plate results in a typical boundary layer behavior of the mean u-velocity field; see Fig-
ure 3.11a. The standard deviation of the u-velocity field has local maxima inside the
boundary layer and near the leading edge of the flat plate. It vanishes both near the
flat plate further downstream and in the outer flow; see Figure 3.11b. The error esti-
mates (3.14) and (3.15) estimate a maximum error of 4 · 10−6 and 8 · 10−5 in the mean
and variance field, respectively.
The drag Fdrag(ω) of the two-sided flat plate is a function of the uncertain viscosity
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Figure 3.12: Uncertainty distribution of the drag in the two-dimensional boundary layer
flow problem subject to uncertain viscosity.
µ(ω) and the uncertain velocity gradient at the wall ∂u∂y |y=0(ω),
Fdrag(ω) = 2
∫
L
τw(ω)dx = 2
∫ 1
0.1
µ(ω)
∂u
∂y
∣∣∣∣∣
y=0
(ω)dx, (3.36)
where τw(ω) is the skin friction. In Figure 3.12 the third-order Monomial Chaos ap-
proximation of the uncertainty distribution of the drag is shown. In Figure 3.12a the
probability distribution function is compared to a Monte Carlo simulation based on
100 realizations uniformly sampled in ω. The results show good agreement. In Fig-
ure 3.12b the error in the distribution function weighted by its probability is given.
The error is minimal for the drag corresponding to the mean value of the viscosity and
vanishes in the tails.
The additional computational costs of the presented uncertainty quantification are
equivalent to less than a deterministic solve. As mentioned before, solving the nonlin-
ear deterministic problem requires eight Newton iterations. The third-order Monomial
Chaos results in three linear solves in addition to the deterministic solve for the mean
value of the uncertain input parameter. So, the additional computational costs for the
uncertainty quantification using Monomial Chaos are in this case equivalent to 38 of
the computational cost for solving the deterministic problem. Performing uncertainty
quantification in computationally intensive practical applications is economically fea-
sible with this order of computational costs.
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3.6 Summary
A Monomial Chaos approach is proposed for efficient uncertainty quantification in
computationally intensive nonlinear problems. The proposed approach employs a Poly-
nomial Chaos expansion with monomials as basis functions. The equations for the de-
terministic coefficients are obtained by differentiating the governing equations. Prop-
agating uncertainty through nonlinear equations can be computationally intensive for
other Polynomial Chaos methods. It usually results in a set of nonlinear equations
which can be coupled. The proposed Monomial Chaos approach results in a decoupled
set of linear equations for problems involving polynomial nonlinearities. This reduces
the computational work per additional Polynomial Chaos order to the equivalence of
a linear Newton iteration. Error estimates for the Monomial Chaos approach have
been presented. It has been demonstrated numerically that the Monomial Chaos ap-
proach can achieve a 2–3 times faster convergence as a function of computational work
than other Polynomial Chaos methods. Application to a two-dimensional flow prob-
lem demonstrated that the additional computational work for performing an uncertainty
quantification using Monomial Chaos can be smaller than a single deterministic solve.
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Adaptive Stochastic Finite
Elements with Newton-Cotes
quadrature in simplex elements
Discontinuous solutions of shock waves in supersonic flow and bifurcations phenom-
ena of aeroelastic systems can lead to a high output sensitivity to small input variations.
Global polynomial approximations of Polynomial Chaos methods can for these cases
result in unreliable predictions of unphysical realizations due to oscillatory overshoots
and undershoots at the singularity. More robust multi-element Polynomial Chaos meth-
ods based on Gauss-quadrature in hyperrectangular elements can still result locally in
unphysical oscillations in the elements and they require completely recomputing the so-
lution in adaptively refined domains. In this chapter an alternative non-intrusive Adap-
tive Stochastic Finite Elements (ASFE) method based on Newton-Cotes quadrature in
simplex elements is developed. The method does not result in unphysical predictions
since it preserves the extrema of the samples. The required number of deterministic
solves is relatively low, since the samples are both used in approximating the response
in multiple elements and reused after refinements. Fourth-order convergence results
for a piston problem, a stall flutter model, and transonic flow over a NACA0012 airfoil
illustrate that the method resolves the amplification of the input randomness in these
problems with discontinuous solutions reliably.
Based on: J.A.S. Witteveen, G.J.A. Loeven, H. Bijl, An Adaptive Stochastic Finite Elements ap-
proach based on Newton-Cotes quadrature in simplex elements, Comput. Fluids (2009) in press,
DOI:10.1016/j.compfluid.2008.12.002.
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4.1 Introduction
In the proposed Adaptive Stochastic Finite Elements approach based on Newton-Cotes
quadrature in simplex elements the response is represented by a piecewise polyno-
mial approximation by subdividing probability space into multiple elements. In the
elements the response is approximated by collocating the problem in Newton-Cotes
quadrature points. Simplex elements are employed, since they are the natural elements
for Newton-Cotes quadrature in multiple dimensions. The quadrature approximation
in the elements leads to a non-intrusive approach, in which uncoupled deterministic
problems are solved for varying parameter values. The required accuracy is obtained
by adaptively refining the elements using a refinement measure based on the curvature
of the approximation of the response surface weighted by the probability represented
by the elements. As measure for the curvature the largest absolute eigenvalue of the
Hessian in the elements is used.
The required number of deterministic solves is relatively low compared to a Gauss
quadrature adaptive multi-element method based on hypercube elements with respect
to the following three points:
1. The tensor grid of Gauss quadrature points for constructing a polynomial ap-
proximation of order p results for n uncertain parameters in (p + 1)n samples
per element. For Newton-Cotes quadrature in simplex elements the number of
samples per element of (n+ p)!/n!p! increases less rapidly with p and n.
2. In the Gauss quadrature discretization the decoupled elements all contain (p+1)n
samples. In contrast, most Newton-Cotes quadrature points are located on the
boundaries of the elements. The samples are, therefore, used in approximating
the response in multiple elements. In the examples it is illustrated that this re-
duces the average number of samples per element to approximately 2 instead of
(n+ p)!/n!p!.
3. Refining an element using Gauss quadrature points, requires the computation
of (p + 1)n new samples in every new element. The deterministic solves on
intermediate refinement levels are, therefore, not directly used in the final ap-
proximation. The Newton-Cotes quadrature points in the new elements include
those of the refined element, such that all samples are reused after successive
refinements.
These advantages of Newton-Cotes quadrature typically come forward in a multi-
element discretization. For a single-element approximation Gauss quadrature can be
more favorable. The number of 3n samples for the initial grid of n! simplex elements
can become large for higher dimensional probability spaces.
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Since lower-order expansions are efficient for complex problems [61], the degree
of the Newton-Cotes quadrature is limited in this chapter to two, which is known in
one-dimension as Simpson’s rule. This results in a piecewise quadratic approximation
of the response. To preserve extrema of the samples in the piecewise polynomial ap-
proximation, the elements are subdivided in subelements with a linear trapezoidal rule
approximation of the response where necessary.
The Stochastic Finite Elements formulation considered in this chapter is developed
in section 4.2. The adaptive Stochastic Finite Elements approach with Newton-Cotes
quadrature in simplex elements is in section 4.3 applied to typical flow problems in-
volving shock waves and bifurcations, which result in singularities in probability space.
The properties of the adaptive Stochastic Finite Elements approach are first studied us-
ing a one-dimensional piston problem. Separate cases with a discontinuity, a discontin-
uous derivative, and a smooth response are considered. The input uncertainty is given
by up to three independent uncertain parameters. The extension to more than three ran-
dom dimensions is a geometrical exercise. The effect of the adaptive grid refinement
and the degree of the Newton-Cotes quadrature is investigated. The results are com-
pared to those of a global polynomial Stochastic Collocation method and Monte Carlo
simulation. The comparison with the global polynomial approximation of the Stochas-
tic Collocation method should be interpreted as mainly a qualitative comparison. Next
the method is applied to the bifurcation behavior of an airfoil stall flutter problem with
a lognormally distributed external forcing to study the effect of uncertainty on the bi-
furcation plot. Finally, the adaptive Stochastic Finite Elements approach is applied to
transonic flow over a NACA0012 airfoil. The transonic flow field proves to be sensitive
to the free stream conditions. The conclusions are summarized in section 4.4.
4.2 Adaptive Stochastic Finite Elements
In this section the adaptive Stochastic Finite Elements approach with Newton-Cotes
quadrature in simplex elements is developed. The stochastic adaptive grid refinement
strategy is considered in section 4.2.2.
4.2.1 Newton-Cotes quadrature in simplex elements
In a probabilistic description of uncertainty, one is typically interested in the statistical
moments of the response. Themth moment E(u(x, t, ω)m) of the probability distribu-
tion of the response u(x, t, ω) given by
E(u(x, t, ω)m) =
∫
Ω
u(x, t, ω)mdω, (4.1)
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is an integral quantity over probability space. The space of functions mapping prob-
ability space Ω onto parameter space A is denoted by Θ. The mapping Θ gives the
parameter values which correspond to a realization in probability space Ω. This map-
ping is defined by the probability distribution of the uncertain parameters.
Stochastic Finite Elements methods divide the integral (4.1) over probability space
Ω in a summation of integrals overNΩ non-overlapping elements Ωi for i = 1, . . . , NΩ
E(u(x, t, ω)m) =
NΩ∑
i=1
∫
Ωi
u(x, t, ω)mdω. (4.2)
To obtain an uncoupled non-intrusive sampling based approach the integrals over the
elements Ωi are approximated by a quadrature integration rule based on Ns determin-
istic samples in each element
E(u(x, t, ω)m) ≈
NΩ∑
i=1
Ns∑
j=1
ci,jui,j(x, t)
m, (4.3)
where ci,j are the quadrature weights and ui,j(x, t) are the realizations of the response
u(x, t, ω) for the parameter values {a1(ω), . . . , an(ω)}i,j in the Ns quadrature points
in element i.
Here Newton-Cotes quadrature points are employed, since most of these points are
located on the boundaries of the elements. In this way the samples at the quadrature
points are used to construct the approximation in multiple elements. The choice of
Newton-Cotes quadrature points also implies that some of the samples are located on
the outer boundary of parameter domain. If the probability approaches zero at the
parameter domain boundary as for a unimodal beta distribution, the sampling points
on the domain boundary contribute nonetheless to the construction of the response
approximation in the interior of the parameter domain.
The quadrature weights ci,j are defined by the mapping Θ−1 of the n-dimensional
Newton-Cotes formula of degree d from parameter spaceA to probability spaceΩ. The
Newton-Cotes quadrature weights are normally given by the integrals of the Lagrange
basis polynomials through the quadrature points. Here the weights ci,j are given by the
integrals weighted by the probability density of the uncertain input parameters
ci,j =
∫
Ai
Li,j(a1, . . . , an)fa(a1, . . . , an)da, (4.4)
for i = 1, . . . , NΩ, where a = {a1, . . . , an} is the vector of uncertain input parameters
and Ai is the mapping Θ of the element Ωi to parameter space. This results in a
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“Polynomial Chaos” formulation of the Newton-Cotes formulas. The values for the
weights ci,j are computed numerically for each element using “normal” Newton-Cotes
integration in the elementAi on a fine subgrid withNAsub n-simplex subelements with
Nssub quadrature points
ci,j ≈
NAsub∑
k=1
Nssub∑
l=1
elLi,j,k,lfa(a1, . . . , an)i,k,l, (4.5)
for i = 1, . . . , NΩ and j = 1, . . . , Ns, where el are the “normal” Newton-Cotes
quadrature weights, and Li,j,k,l and fa(a1, . . . , an)i,k,l are the values of the Lagrange
polynomial Li,j(a1, . . . , an) and the probability density of the uncertain parameters
fa(a1, . . . , an) in the quadrature points on the fine subgrid in element Ai. The weights
ci,j can be different for every element, since the mapping Θ−1 between A and Ω is in
general different for different elements.
The elements Ωi in probability space are defined by discretizing parameter spaceA
byNΩ n-simplex elementsAi, with i = 1, . . . , NΩ. An n-simplex is the n-dimensional
analogue of a triangle, which results for one-dimensional parameter space in a line seg-
ment, for two-dimensions in a triangle, for three-dimensions in a tetrahedron, etc, see
Figure 4.1. For more random parameters (n > 3) n-dimensional simplex elements can
be used. The n-simplex elements are the natural elements for Newton-Cotes quadra-
ture in n dimensions. The volume Vi of the n-simplex elements in parameter space A
is given by
Vi =
1
n!
|det(ai,0 − ai,1 ai,1 − ai,2 . . . ai,n−1 − ai,n)|. (4.6)
where ai,j are the n+ 1 vertices of the n-simplex Ai in parameter space A.
The choice of the degree of the Newton-Cotes quadrature is a balance between
high-order accuracy in smooth regions and the effectiveness of lower-order approxima-
tions near singularities. For complex problems lower-order representations are there-
fore more effective than higher-order ones. In most of the paper second-degree (d = 2)
Newton-Cotes quadrature is used, which is known as Simpson’s rule. This corresponds
to a piecewise quadratic approximation of the response. Extensions to higher orders
are possible by using Newton-Cotes quadrature rules of higher degree such as Boole’s
rule. Second-degree Newton-Cotes quadrature results in Ns =
(
n+2
2
)
samples per ele-
ment Ai, see Figure 4.1. Most the quadrature points are located on the boundary of the
elements ∂Ai such that they can be used for approximating the response in multiple
elements.
Near singularities the piecewise quadratic approximation of the second-degree
Newton-Cotes quadrature can result in unphysical oscillations. To preserve the ex-
trema of the samples in the piecewise polynomial approximation, where necessary the
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one−dimensional two−dimensional three−dimensional
Figure 4.1: The n-simplex elements in parameter space A with the
(
n+2
2
)
samples of
the second-degree Newton-Cotes quadrature approximation.
one−dimensional two−dimensional three−dimensional
Figure 4.2: The 2n subelements given by the dashed lines with n + 1 samples for the
linear trapezoidal rule approximation of the response for preserving the extrema of the
samples.
elements are subdivided in n-simplex subelements with a linear trapezoidal rule ap-
proximation of the response. The 2n subelements each contain n + 1 of the
(
n+2
2
)
samples of the original element, see Figure 4.2. An element is split into subelements
when the polynomial approximation of the response has an extremum in the element
other than in a quadrature point.
4.2.2 Stochastic adaptive grid refinement
For complex, high-dimensional problems multi-element approaches may result in large
computational costs. An adaptive refinement strategy can lead to more efficient approx-
imations of complex situations. Here the refinement measure is based on the curvature
of the approximation of the response surface in the elements weighted by the probabil-
ity represented by the elements. As measure for the curvature of the approximation of
the response surface the largest absolute eigenvalue of the Hessian in the elements is
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used, which is common in adaptive refinement of deterministic finite element methods.
The Hessian of the polynomial approximation in the element Ai in parameter space is
given by
Hi(u(x, t, ω)) =


∂2u
∂a21
∂2u
∂a1∂a2
· · · ∂2u∂a1∂an
∂2u
∂a2∂a1
∂2u
∂a22
· · · ∂2u∂a2∂an
.
.
.
.
.
.
.
.
.
.
.
.
∂2u
∂an∂a1
∂2u
∂an∂a2
· · · ∂2u∂a2n


i
, (4.7)
which is constant in the element for the piecewise quadratic approximation of the
second-degree Newton-Cotes quadrature. The second-order derivatives are derived
from the quadratic approximation of the response through the sampled quadrature
points in the elements. In one-dimension the Hessian reduces to the absolute value
of the second-order derivative of the response. This refinement measure can be ex-
tended to higher-order approximations (d > 2) by using the maximum of the Hessian
in the elements or by employing higher-order derivatives. In the step of determining
the Hessian, no elements are subdivided into subelements with a linear trapezium rule
approximation.
The refinement measure is weighted by the probability Pi represented by the ele-
ments. For the refinement measure this probability is approximated by a similar rela-
tion as (4.6), since the probability of an element is equivalent to its volume in proba-
bility space
Pi =
1
n!
|det(ωi,0 − ωi,1 ωi,1 − ωi,2 . . . ωi,n−1 − ωi,n)|, (4.8)
where ωi,j is given by the mapping Θ−1 of the the vertices ai,j of element Ai to
probability space Ω. The refinement measure ri in the ith element is then defined as
ri = PiV
NV
i max(|eig1(Hi(u))|, . . . , |eign(Hi(u))|), (4.9)
where, the factor V NVi compensates for the, in general, increase of the second-order
derivatives in smaller elements if they contain a singularity.
The value of NV is chosen here based on the following theoretical argument. Con-
sider an element ∆a in a one-dimensional parameter space a ∈ A, which contains
the discontinuity of a step function response surface u(a), see Figure 4.3a. The Hes-
sian (4.7) then reduces to the second derivative in finite difference approximation
∂2u
∂a2
=
u−1 − 2u0 + u+1
∆a2
. (4.10)
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(a) Element ∆a
a^∆
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u^1
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Figure 4.3: Sketch of two elements of size ∆a and ∆aˆ containing the discontinuity of
a step function for deriving the general value NV = 2.
Assume that the element is refined to a smaller element ∆aˆ for which holds uˆ−1 =
u−1, uˆ0 = u0, and uˆ+1 = u+1, see Figure 4.3b. The Hessian in the new element is
∂2uˆ
∂a2
=
uˆ−1 − 2uˆ0 + uˆ+1
∆aˆ2
. (4.11)
Factor NV is then chosen such that the contribution of the Hessian to refinement mea-
sure (4.9) in the element with the discontinuity is independent of the size of the element
∆aNV
u−1 − 2u0 + u+1
∆a2
= ∆aˆNV
uˆ−1 − 2uˆ0 + uˆ+1
∆aˆ2
, (4.12)
(
∆a
∆aˆ
)NV
=
uˆ−1 − 2uˆ0 + uˆ+1
u−1 − 2u0 + u+1
∆a2
∆aˆ2
=
(
∆a
∆aˆ
)2
, (4.13)
which results in NV = 2. The rigorous derivation for this abstract example results
in a general value for NV, since every discontinuous response surface can locally be
approximated by a step function.
The element with the highest value of the refinement measure is then refined into
two n-simplex elements, see Figure 4.4. The longest edge of the element is split into
two halves of equal length. An alternative is to use the eigenvector corresponding to
the highest absolute eigenvalue to determine which edge to split.
Due to the Newton-Cotes quadrature points there is no need to completely recom-
pute the solution in the refined elements. In fact, only a maximum of n+1 new samples
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one−dimensional two−dimensional three−dimensional
Figure 4.4: Refinement of the n-simplex elements into two elements with the n + 1
new samples and the
(
n+2
2
)
samples of the original element given by the dots and the
open circles, respectively, for second-degree Newton-Cotes quadrature.
has to be computed for the refinement of second-degree Newton-Cotes quadrature, even
though both new elements contain
(
n+2
2
)
quadrature points each. First, all samples in
the original element are reused in the refined elements. Second, part of the new sam-
ples is used by both refined elements, since most Newton-Cotes quadrature points are
located on the boundaries of the elements. Furthermore, the new samples are located
on the boundary of the original element can already have been computed while refining
neighboring elements.
For comparison, a standard multi-element, piecewise quadratic Stochastic Collo-
cation approach based on the tensor product of Gauss quadrature points in hexahedral
elements would require 2 · 3n new deterministic solves for refining an element into
two new elements instead of a maximum of n+ 1 for Newton-Cotes quadrature. This
would result for three uncertain input parameters in 54 deterministic solves instead of
a maximum of 4 for Newton-Cotes quadrature. A sparse grid approach can reduce the
number of deterministic solves required in Stochastic Collocation [117]. Due to the
adaptive stochastic grid refinement the number of required Newton-Cotes quadrature
samples for discretizing an n dimensional parameter space of n random parameters
scales with less than the n-dimensional tensor product.
After the refinement the new refinement measure is computed in the refined ele-
ments and the element with the largest refinement measure is again refined, etc. The
refinement is stopped when a threshold value for the maximum refinement measure or
the maximum number of samples is reached.
The initial grid is given by the coarsest discretization of the n-dimensional rect-
angle describing the ranges of parameter space using n! n-simplex elements, see Fig-
ure 4.5. For more than n = 3 random parameters the n-dimensional hyperrectangle
describing parameter space is divided in n! n-dimensional simplex elements. Finding
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one−dimensional two−dimensional three−dimensional
Figure 4.5: Initial discretization of the n-dimensional cuboid describing the ranges of
parameter space A with n! n-simplex elements and 3n second-degree Newton-Cotes
quadrature points.
the initial grid discretization for more than n = 3 random parameters is a geometrical
exercise in the n-dimensional parameter space. Finite ranges of parameter space can
reasonably be obtained by truncating an infinite domain at a threshold value for the
distribution without affecting the accuracy significantly in practical applications. The
number of samples in the initial grid is given by 3n.
The algorithm for adaptive Stochastic Finite Elements with Newton-Cotes quadra-
ture in simplex elements can be summarized as follows:
1. Solve the 3n deterministic problems for the parameter values corresponding to
the collocation points in the initial grid of Figure 4.5;
2. Determine the refinement measure (4.9) in the elements of the initial grid;
3. Refine the element with the highest value of the refinement measure according
to Figure 4.4;
4. Solve the maximal n + 1 deterministic problems for the parameter values cor-
responding to the new collocation points in the refined element, if they have not
been computed before;
5. Determine the refinement measure in the two new elements;
6. Return to step 3 if the threshold value of the maximum refinement measure or
the maximum number of samples has not been reached;
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7. Split the elements into subelements as in Figure 4.2 with a linear approximation
of the response if the quadratic approximation has a maximum in the element
other than in a quadrature point;
8. Determine the Ns quadrature weights ci,j in the NΩ elements using (4.5), with
i = 1, . . . , NΩ and j = 1, . . . , Ns;
9. Determine the statistical moments of the output E(u(x, t, ω)m) using (4.3).
The probability distribution function can be found by sorting the response u(x, t, ω)
to a monotonically increasing function in ω, with ω ∈ [0, 1]. The algorithm can be
parallelized by solving the maximal n + 1 deterministic problems in step 4 in parallel
and by refining multiple elements with the highest value of the refinement measure
simultaneously instead of a single element in step 3.
4.3 Numerical results
In this section numerical results of the adaptive Stochastic Finite Elements approach
with Newton-Cotes quadrature in simplex elements are presented for a piston problem,
a stall flutter model and transonic flow over a NACA0012 airfoil with uniformly and
lognormally distributed random parameters. These test problems are typical examples
of practical flow applications involving shock waves and bifurcations, which result in
singularities in probability space. The effect of the adaptive grid refinement and the
degree of the Newton-Cotes quadrature rule is investigated. The results are compared
to those of a Stochastic Collocation approach based on a global polynomial approx-
imation of the response through Gauss quadrature points. The comparison with the
Stochastic Collocation approach has mainly to be considered as a qualitative assess-
ment. Reference solutions are obtained by Monte Carlo simulation.
4.3.1 Piston problem
The properties of the adaptive Stochastic Finite Elements approach with Newton-Cotes
quadrature in simplex elements are studied for a one-dimensional piston problem with
discontinuities and discontinuous derivatives in the response. The effect of a single up
to three uncertain input parameters on the instantaneous and total mass flow is consid-
ered.
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Figure 4.6: The piston problem.
4.3.1.1 Problem description
The piston problem, see Figure 4.6, consists of a one-dimensional flow domain filled
with air enclosed by a piston at its left. The piston starts to move to the right at t = 0
with a velocity upiston > 0. A shock wave runs with velocity ushock into the ideal gas
with constant initial conditions for the pressure ppre, density ρpre and velocity upre =
0. Neglecting the effects of viscosity the uniform pressure ppost, density ρpost and
velocity upost = upiston behind the shock wave are governed by the Euler equations.
The pressure ppost is given by the Rankine-Hugoniot relation
ppost − ppre = ρprecpre(upost − upre)
√
1 +
γ + 1
2γ
ppost − ppre
ppre
, (4.14)
with initial speed of sound cpre =
√
γppre
ρpre
and the ratio of specific heats γ = 1.4.
The other flow conditions can be determined from the one-dimensional shock wave
relations [15] using the Mach number of the shock wave Mashock given by
Mashock =
√
1 +
γ + 1
2γ
(
ppost
ppre
− 1
)
. (4.15)
The instantaneous and total mass flow,m(t) andM(t), are the outputs of interest. Their
behavior is considered at a sensor location at a distance L to the right of the initial posi-
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tion of the piston. The response surfaces form(t) andM(t) contain a discontinuity and
a discontinuous derivative, respectively. In terms of the pre- and post-shock conditions
the instantaneous mass flow m(t) can be written as
m(t) =
{
ρpreupre, t <
L
ushock
,
ρpostupost, t >
L
ushock
.
(4.16)
The total mass flow M(t) is then given by
M(t) =
∫ t
0
m(τ)dτ. (4.17)
In the following the variables are nondimensionalized using apre, ρpre and the mean
sensor position L. The mean piston velocity and the mean initial pressure are chosen
to be upiston = 1 and ppre = 1 for simplicity. The instantaneous and total mass flow
are considered at t = 0.5.
4.3.1.2 Uncertain piston velocity
First the piston velocity upiston is assumed to be uncertain with a lognormal distribution
and coefficient of variation CVupiston = 10%. The infinite domain of the probability
distribution is truncated at a threshold value ε for the distribution. A convergence
study demonstrated that the effect of the threshold value of ε = 10−4 on the results is
negligible.
Instantaneous mass flow m In Figure 4.7 the response surface upiston–m and the
resulting probability distribution function of m are given. The adaptive Stochastic
Finite Elements approximation with second-degree Newton-Cotes quadrature is com-
pared with the exact solution for 2, 4 and 8 elements. The samples are given by the
dots and the boundaries of the elements are denoted by the bars. The exact solution
shows a discontinuity in probability space for the upiston value at which ushock = Lt ,
see (4.16). In the approximation with 2 elements, the second element is split into two
subelements with a linear approximation of the response, see Figures 4.7a and 4.7b.
Even for this coarse approximation the solution preserves the monotonicity of the sam-
ples, and no artificial oscillations or unphysical values are predicted. The error due to
the coarse approximation of the discontinuity is restricted to the subelement containing
the discontinuity.
The results of using stochastic adaptive grid refinement are given in Figures 4.7c
to 4.7f for an approximation with 4 and 8 elements. The region around the discontinuity
is refined with smaller elements while the elements in the rest of the domain remain
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Figure 4.7: Response surface and probability distribution of the instantaneous mass
flow m at t = 0.5 with an uncertain piston velocity upiston by adaptive Stochastic
Finite Elements (ASFE) for the piston problem.
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Figure 4.8: Response surface and probability distribution of the instantaneous mass
flow m at t = 0.5 with an uncertain piston velocity upiston by Stochastic Finite Ele-
ments (SFE) based on a uniform grid for the piston problem.
relatively large. This results in an efficient discretization of probability space, which
gives for 8 elements a sharp resolution of the discontinuity in both the response surface
and the probability distribution function, see Figures 4.7e and 4.7f. The approximation
with 8 elements requires 17 deterministic samples.
The effectiveness of the stochastic adaptive grid refinement is demonstrated in com-
parison with results for a uniform grid. In Figure 4.8 the approximation of the response
surface and the probability distribution for a uniform grid of 8 elements is given. The
solution is less accurate than the result of stochastic adaptive grid refinement with the
same number of elements, see Figures 4.7e and 4.7f. The elements are less refined near
the discontinuity, which results in a larger error.
The results of the commonly used Stochastic Collocation approach for the instan-
taneous mass flow are shown in Figure 4.9. The approximation of the response sur-
face and the probability distribution for 8 samples is shown. The global polynomial
approximation of the response surface results in an oscillatory solution due to the dis-
continuity in probability space. This behavior, which is known as the stochastic Gibbs
phenomenon [114], results in an inaccurate approximation of the response surface and
the probability distribution. It results in the prediction of unphysical negative values
of the instantaneous mass flow m for positive values of the piston velocity upiston. In
this case an over 30% probability of unphysical negative m values is predicted, see
Figure 4.9b. Increasing the number of samples increases the oscillatory behavior.
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Figure 4.9: Response surface and probability distribution of the instantaneous mass
flow m at t = 0.5 with an uncertain piston velocity upiston by Stochastic Collocation
(SC) for the piston problem.
Effect of the degree of the Newton-Cotes quadrature The effect of the degree of
the Newton-Cotes quadrature is studied by considering, next to Simpson’s rule, also
the midpoint rule and the trapezoid rule approximations in the elements. In Figure 4.10
the approximation of the response surface and probability distribution of m for the
midpoint rule and the trapezoid rule are shown for 8 uniformly distributed elements.
Employing the midpoint rule in the elements results in a piecewise constant approxima-
tion of the response and distribution similar to results of Wiener-Haar expansions [60].
The trapezoid rule results in a piecewise linear approximation of the mass flow. This
results for the part of probability space behind the shock wave upiston > 1.1 in a more
accurate approximation for one additional deterministic solve compared to using the
midpoint rule in this case of a single uncertain parameter.
The effect of the degree of the Newton-Cotes quadrature on the error convergence
is studied and compared to that of the Stochastic Collocation approach in Figure 4.11
for the instantaneous mass flow m at t = 1 instead of t = 0.5 and with a mean piston
velocity of upiston = 0.5. At t = 1 the shock wave has passed the sensor location
for all upiston > 0, since ushock > apre. This results in a smooth response surface
m–upiston. The approximations with the midpoint rule (d = 0), trapezoid rule (d = 1),
and Simpson’s rule (d = 2) are considered. The error convergence for the mean and
variance of the instantaneous mass flow m at t = 1 without stochastic adaptive grid
refinement is shown.
Both the midpoint rule and the trapezoid rule converge with second-order accu-
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Figure 4.10: Response surface and probability distribution of Stochastic Finite Ele-
ments (SFE) based on the midpoint rule and trapezoid rule on a uniform grid of 8 ele-
ments for the instantaneous mass flow m at t = 0.5 with an uncertain piston velocity
upiston for the piston problem.
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Figure 4.11: Error convergence of Stochastic Finite Elements (SFE) with the mid-
point rule, trapezoid rule, and Simpson’s rule, and Stochastic Collocation (SC) for the
instantaneous mass flow m at t = 1 with an uncertain piston velocity upiston with
µupiston = 0.5 for the piston problem.
racy with respect to the number of samples, see Figure 4.11. For the mean the error
of the midpoint rule and the trapezoid rule are similar, but for the variance the trape-
zoid rule is two orders of magnitude more accurate. Simpson’s rule results for both
the mean and the variance in fourth-order error convergence due to the asymmetri-
cal weighting of the probability distribution in the elements. In the rest of this work
the Simpson’s rule is employed for fourth-order error convergence in elements with a
smooth response. The subelements with a trapezoid rule approximation of the response
for a robust extrema preserving approximation result in a local second-order error con-
vergence. The Stochastic Collocation approach results in superior convergence for the
mean and the variance, since it can achieve exponential convergence for a sufficiently
smooth response, see Figure 4.11.
The convergence results for the discontinuous response surface for µupiston = 1
at t = 0.5 of Figure 4.12 lead to different observations. The convergence rate of the
Stochastic Finite Elements methods with uniform refinement based on the midpoint,
trapezium, and Simpson’s rule reduce to first-order due to the first-order error in the
approximation of the unknown discontinuity location between the samples. The dis-
continuity leads also to a first-order error in the Stochastic Collocation results. The
effectiveness of adaptive grid refinement for discontinuous solutions is demonstrated
by Adaptive Stochastic Finite Elements with Simpson’s rule, which maintains fourth-
order error convergence.
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Figure 4.12: Error convergence of Stochastic Finite Elements (SFE) with the midpoint
rule, trapezoid rule, and Simpson’s rule, Adaptive Stochastic Finite Elements (ASFE)
with Simpson’s rule, and Stochastic Collocation (SC) for the instantaneous mass flow
m at t = 0.5 with an uncertain piston velocity upiston with µupiston = 1 for the piston
problem.
Total mass flow M The discontinuity in the response surface of the instantaneous
mass flow m given by (4.16) results in a discontinuous derivative in the response sur-
face of the total mass flow M at t = 0.5, see (4.17). In Figure 4.13 the approximation
of the response surface and the probability distribution of the total mass flow M by
Stochastic Finite Elements with and without stochastic adaptive grid refinement for 8
elements and Stochastic Collocation for 8 samples is given.
The adaptive Stochastic Finite Elements algorithm refines probability space near
the discontinuous derivative and in the post-shock region upiston > 1.1 with the con-
tinuous variation of M , see Figures 4.13a and 4.13b. It results in an accurate represen-
tation of the response and the distribution. Stochastic Finite Elements with a uniform
grid result in a larger local error near the discontinuous derivate than with adaptive
stochastic grid refinement, see Figures 4.13c and 4.13d. The discontinuous derivative
in probability space results in oscillations in the global polynomial approximation of
the Stochastic Collocation approach, see Figures 4.13e and 4.13f. The amplitude of the
oscillations is smaller than in the case of a stochastic discontinuity, nonetheless, a 40%
probability of unphysical negative values of the total mass flow is predicted.
The refinement measure for the adaptive refinement of Stochastic Finite Elements
is shown in Figure 4.14 for the approximation of the total mass flow M . The measure
ri given by (4.9) is shown for 4 and 8 elements. For the coarse grid of 4 elements
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Figure 4.13: Response surface and probability distribution of Stochastic Finite El-
ements with (ASFE) and without (SFE) stochastic adaptive grid refinement, and
Stochastic Collocation (SC) for the total mass flow M at t = 0.5 with an uncertain
piston velocity upiston for the piston problem.
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Figure 4.14: Refinement measure for the adaptive refinement of Stochastic Finite El-
ements (ASFE) with 4 and 8 elements for the total mass flow M at t = 0.5 with an
uncertain piston velocity upiston for the piston problem.
the refinement measure is highest in the element which contains the discontinuous
derivative in the response surface for M , see Figure 4.14a. After 4 more refinement
steps for a grid of 8 elements, see Figure 4.14b, the refinement measure in the element
that contains the discontinuous derivative is no longer dominant. This results in the
refinement of also elements in the region with the continuous variation ofM , upiston >
1.1. The value NV = 2 in (4.9) determines the balance between the refinement near
the discontinuous derivative and in the smooth region.
Two uncertain parameters In this section two independent input parameters are
assumed to be uncertain. Next to the uncertain piston velocity upiston, also the initial
pressure ppre is assumed to be uncertain described by a lognormal distribution with
mean µppre = 1 and coefficient of variation CVppre = 10%. This results in a two-
dimensional probability space Ω, to which two-dimensional Stochastic Finite Elements
are applied for resolving the effect on the instantaneous mass flow m.
In Figure 4.15 the adaptive Stochastic Finite Elements approximation of the in-
stantaneous mass flow m at t = 0.5 as function of the uncertain parameters upiston
and ppre is given for a discretization with 100 elements. For relatively low values of
upiston and ppre the mass flow is identically zero. For higher values of upiston and ppre
the shock wave passes the sensor location, which results in a discontinuous change of
the instantaneous mass flow. For even higher parameter values, m varies continuously
with upiston and ppre. These results agree with the results of the Monte Carlo simula-
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Figure 4.15: Response surface of the instantaneous mass flow m at t = 0.5 as function
of the uncertain piston velocity upiston and initial pressure ppre by adaptive Stochastic
Finite Elements (ASFE) with 100 elements for the piston problem.
0.8
1
1.2
1.4
1.6
0.5
1
1.5
0
1
2
3
4
5
uncertain piston
velocity upiston
uncertain initial
pressure ppre
in
st
an
ta
ne
ou
s 
m
as
s 
flo
w 
m
Figure 4.16: Response surface of the instantaneous mass flow m at t = 0.5 as function
of the uncertain piston velocity upiston and initial pressure ppre by Monte Carlo (MC)
simulation with 1000 samples for the piston problem.
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tion with 1000 samples of Figure 4.16. The stochastic adaptive grid refinement results
in relatively small elements near the discontinuity. The smallest elements in this dis-
cretization with 100 elements are 1024 times smaller than the elements in the initial
grid. The elements are especially refined where also the probability density of upiston
and ppre is high, i.e. upiston, ppre ≈ 1, where the density of the Monte Carlo real-
izations in Figure 4.16 is also high. The subelements which contain the discontinuity
are subdivided into subelements with a linear approximation of the response. These
subelements are given by the dotted lines.
The adaptation of the solution and the grid is shown for a discretization with 2,
10, and 50 elements in Figure 4.17. The results for the initial grid with 2 elements
are given in Figures 4.17a and 4.17b. One of the two elements with a quadratic ap-
proximation of the solution is split into four subelements with a linear approximation
of the response. In Figure 4.17c and 4.17d the refinement of the grid to 10 elements
is shown. The elements are mainly refined to better capture the discontinuity. For the
discretization with 50 elements also the domain where the instantaneous mass flow m
changes continuously is refined, see Figure 4.17e and 4.17f.
In Figure 4.18 the grid in probability space is given for a discretization with 50
elements. The grid in Figure 4.18 is the result of the mapping Θ−1 of the grid in pa-
rameter spaceA of Figure 4.17f to probability space Ω. The grid in probability space is
considerably different from the grid in parameter space. For example, the elements that
capture the discontinuity are approximately of the same size, since in parameter space
the elements are more refined in the region where the uncertain parameters upiston and
ppre have a higher probability density, near upiston, ppre ≈ 1. The topology of both
grids is the same.
The approximation of the mean and the variance of the instantaneous mass flow
m of adaptive Stochastic Finite Elements is compared in Tables 4.1 and 4.2 to the
result of Monte Carlo simulations. In Table 4.1 the results are given for a smooth
response surface with t = 1 and µupiston = 0.5. Adaptive Stochastic Finite Elements
are converged already for a discretization with 10 elements to a mean of µm = 0.750
and a variance of σ2m = 0.011. The Monte Carlo results converge to the same values for
the mean and variance at a much higher number of samples. Minor differences with
the Monte Carlo results can be explained by the inherent variability in Monte Carlo
simulations.
The results for the case with t = 0.5 are given in Table 4.2. Both methods converge
less fast than for the case with t = 1 due the high output variance and the presence of
the discontinuity in the response surface. Adaptive Stochastic Finite Elements predict
µm = 0.566 and σ2m = 1.087 using 103 second-degree elements. This result is ob-
tained using 2217 deterministic solves. It can be seen in Table 4.2 that standard Monte
Carlo simulation for approximately the same number of deterministic solves results in
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Figure 4.17: Response surface and the grid for the instantaneous mass flow m at t =
0.5 as function of the uncertain piston velocity upiston and initial pressure ppre by
adaptive Stochastic Finite Elements (ASFE) with 2, 10, and 50 elements for the piston
problem.
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Figure 4.18: Grid in probability space for the instantaneous mass flow m at t = 0.5
as function of the uncertain piston velocity upiston and initial pressure ppre by adaptive
Stochastic Finite Elements (ASFE) with 50 elements for the piston problem.
Table 4.1: Mean and the variance of the instantaneous mass flow m at t = 1 with
an uncertain piston velocity upiston with µupiston = 0.5 and initial pressure ppre by
adaptive Stochastic Finite Elements (ASFE) and Monte Carlo (MC) simulations.
adaptive Stochastic Finite Elements (ASFE) Monte Carlo (MC)
elements samples mean variance samples mean variance
10 31 0.750 0.011 10 0.808 0.009
102 230 0.750 0.011 102 0.741 0.009
103 2084 0.750 0.011 103 0.754 0.012
104 0.749 0.011
105 0.749 0.011
106 0.749 0.011
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Table 4.2: Mean and the variance of the instantaneous mass flow m at t = 0.5 with
µupiston = 0.5 and initial pressure ppre by adaptive Stochastic Finite Elements (ASFE)
and Monte Carlo (MC) simulations.
adaptive Stochastic Finite Elements (ASFE) Monte Carlo (MC)
elements samples mean variance samples mean variance
10 30 0.863 0.879 10 0.793 1.654
102 232 0.562 1.044 102 0.693 1.261
103 2217 0.566 1.087 103 0.549 1.081
104 0.573 1.100
105 0.561 1.085
106 0.563 1.088
a significantly less accurate approximation. Monte Carlo simulation requires 105−106
samples to obtain a comparable accuracy.
Even though every second-order element contains 6 quadrature points, for this case
the average number of deterministic solves per element seems to approach 2. This
number of samples is relatively low, since the samples which are located on the bound-
aries of the elements are used for the polynomial approximation in multiple elements.
Furthermore, all samples are reused in the successive refinement steps. For complex
computational problems in the order of 103 deterministic solves may result in high
computational costs, however, already an approximation with a realistic 5% error for
practical applications is obtained with between 10 to 100 elements.
The relatively high coefficient of variation of the instantaneous mass flow CVm =
1.842 compared to the input coefficients of variation CVupiston , CVppre = 0.1 demon-
strates that singularities in probability space can result in a high output sensitivity on
the input uncertainty.
Three uncertain parameters In this section the sensor location L is assumed to be
uncertain with a lognormal distribution with mean µL = 1 and coefficient of variation
CVL = 10%. In combination with the uncertain piston velocity upiston and initial pres-
sure ppre, it results in three independent uncertain input parameters. Three-dimensional
adaptive Stochastic Finite Elements are employed to approximate the mean and the
variance of the instantaneous mass flow m at t = 0.5. For this case the problem is
made dimensionless using the mean sensor location µL.
The three-dimensional Stochastic Finite Elements grid is given in Figure 4.19.
In Figure 4.19a the initial grid with 6 tetrahedral elements is shown. The result of
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Table 4.3: Mean and the variance of the instantaneous mass flow m at t = 1 with an
uncertain piston velocity upiston with µupiston = 0.5, initial pressure ppre, and sensor
location L with µL = 0.75 by adaptive Stochastic Finite Elements (ASFE) and Monte
Carlo (MC) simulations.
adaptive Stochastic Finite Elements (ASFE) Monte Carlo (MC)
elements samples mean variance samples mean variance
10 27 0.749 0.011 10 0.699 0.019
102 241 0.751 0.011 102 0.754 0.010
103 1943 0.751 0.011 103 0.751 0.012
104 0.747 0.011
105 0.749 0.011
106 0.749 0.011
the stochastic adaptive grid refinement for 10, 50, and 100 elements is given in Fig-
ures 4.19b to 4.19d.
In Tables 4.3 and 4.4 the convergence of the solution for the mean and the variance
of the instantaneous mass flow m is compared to results of Monte Carlo simulations.
For the smooth response surface with t = 1, µupiston = 0.5, and µL = 0.75 the results
are given in Table 4.3. Adaptive Stochastic Finite Elements results in an accurate
approximation already for a discretization of 10 elements and 27 deterministic solves
for the smooth response surface.
The results for the case with t = 0.5 are given in Table 4.4. Adaptive Stochas-
tic Finite Elements needs for this complex problem with a discontinuity in a three-
dimensional probability space 104 elements for an accurate approximation. It results
in a mean µm = 0.851 and variance σ2m = 1.198, which corresponds with a relatively
high coefficient of variation CVm = 1.286. Also for three uncertain parameters the
average number of deterministic solves per element is close to 2 even though each el-
ement contains 10 quadrature points on its boundary. This demonstrates that also in
multiple dimensions adaptive Stochastic Finite Elements with Newton-Cotes quadra-
ture in simplex elements require a relatively low number of deterministic solves to
approximate complex problems with singularities.
In Figure 4.20 the Adaptive Stochastic Finite Elements error convergence for an
increasing number of uncertain parameters is compared with one to three uncertain
parameters for the discontinuous response surface of the instantaneous mass flow m
at t = 0.5. In a one-dimensional probability space with one uncertain parameter the
method gives a fourth-order error convergence as shown in Figure 4.12. For two and
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Figure 4.19: Grid for the instantaneous mass flow m at t = 0.5 as function of the
uncertain piston velocity upiston, initial pressure ppre and sensor locationL by adaptive
Stochastic Finite Elements (ASFE) with 6, 10, 50, and 100 elements for the piston
problem.
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Table 4.4: Mean and the variance of the instantaneous mass flow m at t = 0.5 with
an uncertain piston velocity upiston, initial pressure ppre, and sensor location L by
adaptive Stochastic Finite Elements (ASFE) and Monte Carlo (MC) simulations.
adaptive Stochastic Finite Elements (ASFE) Monte Carlo (MC)
elements samples mean variance samples mean variance
10 38 0.578 0.371 10 1.506 1.729
102 235 0.811 0.895 102 0.761 1.191
103 1946 0.854 1.111 103 0.831 1.181
104 17786 0.851 1.198 104 0.820 1.191
105 0.845 1.204
106 0.847 1.208
three uncertain parameters the convergence rate decreases, which results in an increas-
ing number of required samples to discretize the higher dimensional probability space
with sufficient accuracy. It is expected that this trend continues for further increasing
the number of uncertain parameters up to the point that for many parameters Monte
Carlo simulation can be a more viable option. On the other hand, the adaptive scheme
is more efficient than a tensorial extension of an uncertainty quantification method to
multiple dimensions. It is also observed that due to the robust adaptive scheme the
method remains convergent for this complex problem with a sharp discontinuity in a
three-dimensional probability space.
4.3.2 Stall flutter model
In this section adaptive Stochastic Finite Elements are used to study the effect of uncer-
tainty on the bifurcation behavior of a two-dimensional airfoil stall flutter model, see
Figure 4.21. Bifurcation behavior of a fluid-structure interaction system is a practical
engineering example of an application with a singularity in probability space.
A structure surrounded by fluid flow can exhibit an unsteady motion due to the
interaction of the pressure forces of the flow and the motion of the structure. In a
stable situation the unsteady motion results in a damped oscillation. Beyond a critical
fluid velocity, nonlinear fluid-structure interaction systems can exhibit a time periodic
instability that can grow in an unbounded fashion, which is known as flutter [22, 25].
Nonlinearities in the flow and the structural stiffness can limit the unbounded motion
to a periodic response, which is called a limit cycle oscillation. Stall is a nonlinear
phenomenon in the flow which corresponds to a sudden loss of lift force and an increase
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Figure 4.20: Error convergence of Adaptive Stochastic Finite Elements (ASFE) with
one to three uncertain parameters, n = {1, 2, 3}, for the instantaneous mass flow m at
t = 0.5 in the piston problem.
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Figure 4.21: The pitching airfoil stall flutter model with free stream velocity V , an-
gle of attack α, half chord b = c/2, and the spatial coordinates y and z parallel and
perpendicular to the airfoil chord, respectively.
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of the drag force due to separation of the flow from the surface of the airfoil. The critical
velocity at which the stable damped response changes into a periodic response is the
bifurcation point.
For engineering applications a standard approach is to model fluid-structure inter-
action systems by a two-dimensional rigid airfoil with a concentrated structural mass
and stiffness [22, 25]. The aerodynamic forces are commonly modeled by an aero-
dynamic model. This approach results in a system of differential equations, which
governs the motion of the airfoil.
Since the predominant vibration mode in stall flutter is in the torsional direction, a
single-degree-of-freedom pitch motion is considered in contrast with the common two-
degree-of-freedom pitch-plunge flutter problem [22, 25]. The nondimensional equation
of motion for the pitch angle α(τ) of the rigid airfoil is given by [25]
d2α
dτ2
+
α(τ)
U2
+Knlα
3 = Fext + 2
Cm(τ)
piµr2α
, (4.18)
where τ = tV/b is the nondimensional time, U = V/bωα is the nondimensional
velocity, Knl is the nondimensional structural stiffness, Fext is a nondimensional ex-
ternal forcing, Cm(τ) is the aerodynamic moment coefficient, and µ = m/(piρb2) and
rα = Iα/(mb
2) are the mass ratio and the radius of gyration, with velocity V , semi-
chord b, ωα the natural pitch frequency,m the structural mass, ρ the air density, and Iα
the pitch moment of inertia. The initial condition is αinit.
The aerodynamic moment coefficient Cm(τ) is described by the Onera dynamic
stall model [23, 25, 98]. This is a semi-empirical, dynamical aerodynamic model which
takes the complex unsteady stall phenomena into account in the form of a set of dif-
ferential equations for the inviscid and the viscous contribution to the aerodynamic
moment Cm1 and Cm2 , respectively:
Cm(τ) = sm
dα
dτ
+ kvm
d2α
dτ2
+ Cm1 + Cm2 , (4.19)
dCm1
dτ
+ λmCm1 = λm
(
aomα+ σm
dα
dτ
)
+ αm
(
aom
dα
dτ
+ σm
d2α
dτ2
)
, (4.20)
d2Cm2
dτ2
+2dw
dCm2
dτ
+w2(1+d2)Cm2 = −w2(1+d2)
(
∆Cm + e
d∆Cm
dτ
)
, (4.21)
where sm, kvm, λm, aom, αm, σm, d, w, and e are constants associated with the aero-
dynamic forces and ∆Cm accounts for the effects of stall on the aerodynamic moment
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Table 4.5: Parameter values for the pitching airfoil stall flutter model.
Knl 0
µ 100
rα 0.5
αinit 10 [deg]
sm −pi4
kvm − 3pi16
λm 0
aom 0
σm −pi4
αm 1
aol 5.73
αstall,l 16 [deg]
αstall,m 12 [deg]
∆Cl 0 |α| < αstall,l
(aol + 10.02)(α− αstall,l) α > αstall,l
(aol + 10.02)(α+ αstall,l) α < −αstall,l
∆Cm 0 |α| < αstall,m
(0.3/(0.3142− αstall,m))(α − αstall,m) α > αstall,m
(0.3/(0.3142− αstall,m))(α + αstall,m) α < −αstall,m
a 0.25 + 0.1(∆C2l )
r (0.2 + 0.1(∆C2l ))
2
d a/(
√
4r − a2)
w 1/(2d)
e −0.6(∆C2l )
above the static stall angle. Here the empirically determined values of these constants
from Dunn and Dugundji [23] for the NACA0012 airfoil are used.
The external forcing Fext is assumed to be uncertain with a lognormal distribution.
The mean of the nondimensional external forcing is µFext = 0.002 and the coefficient
of variation is CVFext = 10%. The time integration is performed with the explicit
fourth-order Runge-Kutta algorithm with a stepsize of ∆τ = 0.01 up to τ = 800. The
other parameter values can be found in Table 4.5.
In Figure 4.22 the deterministic bifurcation plot for the pitch angle α as function
of bifurcation parameter U is given for the mean value of the external forcing µFext .
The minimum and maximum pitch angles αmin and αmax of one period of the periodic
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Figure 4.22: Deterministic bifurcation plot for µFext for the pitching airfoil stall flutter
model.
response are shown. For a damped response, i.e. for U < 10, αmin and αmax are equal.
For U > 10 the dynamic stall model gives a periodic limit cycle oscillation response,
of which the amplitude increases for increasing U . Between U = 10 and U = 10.5 a
supercritical Hopf bifurcation occurs.
The effect of uncertainty in the external forcing Fext on the bifurcation plot of Fig-
ure 4.22 is shown in Figure 4.23. The mean values of the minimum and maximum
pitch angles αmin and αmax, and their uncertainty bars based on ± one standard de-
viation are shown. Results of both adaptive Stochastic Finite Elements and Stochastic
Collocation are given.
After including the uncertainty the bifurcation occurs already between U = 9 and
U = 9.5 instead of between U = 10 and U = 10.5 for the deterministic case. Below
the bifurcation point, i.e. U < 9.5, the mean values and the uncertainty bars of αmin
and αmax are equal. Beyond the bifurcation point, i.e. U > 9.5, the uncertainty bars
increase in length, while the uncertainty in αmin is larger than the uncertainty in αmax.
The results of adaptive Stochastic Finite Elements and Stochastic Collocation are
approximately equal before the bifurcation and for αmax after the bifurcation. The
two methods predict a slightly different effect of the uncertainty on the mean and the
standard deviation of αmin especially near the bifurcation point at U = 10. To under-
stand this difference the results of adaptive Stochastic Finite Elements and Stochastic
Collocation for the response αmin and αmax as function of Fext, and their probability
distributions are shown forU = 10 in Figure 4.24. In Figure 4.24a the Stochastic Finite
Elements approximation of the response αmin,αmax–Fext with 7 elements is compared
to a Monte Carlo simulation with 1000 uniformly sampled realizations. The pitch
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Figure 4.23: Effect of uncertainty in the external forcing Fext on the bifurcation plot
in terms of the mean and the uncertainty bars based on ± a standard deviation by
adaptive Stochastic Finite Elements (ASFE) and Stochastic Collocation (SC) for the
pitching airfoil stall flutter model.
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angle shows a supercritical Hopf bifurcation also as function of the external forcing
Fext. The stochastic adaptive grid refinement, based on the response of αmin, results in
smaller elements near the bifurcation point, which results in an accurate approximation
of the response of αmin and αmax. In Figure 4.24b the results of Stochastic Colloca-
tion with 7 samples are shown. The global polynomial approximation of Stochastic
Collocation results in an oscillatory approximation of the response of αmin caused by
the bifurcation as function of Fext. Especially near the outer collocation points the os-
cillatory prediction results in large errors. The approximation of the response of αmax
shows smaller oscillations, because the bifurcation affects the behavior of αmax less
than αmin.
The accuracy of the approximation of the probability distribution of αmin and αmax
is mainly determined by that of the response, see Figures 4.24c to 4.24f. Adaptive
Stochastic Finite Elements result in accurate approximations of the distribution func-
tions. The less accurate approximation of the response of αmin for Stochastic Collo-
cation leads to relatively large errors in the approximation of the distribution function,
see Figure 4.24d.
The oscillatory approximation of the response by Stochastic Collocation has an
effect on the convergence behavior for the mean and the standard deviation. In Fig-
ure 4.25 the convergence of the mean and standard deviation of αmin and αmax of
adaptive Stochastic Finite Elements and Probabilistic Collocation is given as function
of the number of elements and samples, respectively. Stochastic Finite Elements show
a smooth convergence behavior, see Figures 4.25a and 4.25c. Stochastic Collocation
results especially for αmin in an undesirable oscillatory convergence behavior due to
the oscillations in the approximation of the response, see Figures 4.25b and 4.25d. This
results in a less accurate prediction of the mean and uncertainty bar of αmin at U = 10
in Figure 4.23 for Stochastic Collocation than for adaptive Stochastic Finite Elements.
4.3.3 Transonic flow over a NACA0012 airfoil
In this section transonic Euler flow over a NACA0012 airfoil subject to an uncertain
free stream Mach number Ma∞ is considered. This is an example of uncertainty in a
practical flow problem with a shock wave, which results in a discontinuity in probabil-
ity space. A transonic flow problem is also of interest since it is known that a transonic
flow field can be sensitive to small input variations. The distribution of Ma∞ is as-
sumed to be lognormal with a mean Mach number of µMa∞ = 0.8 and a coefficient
of variation of CVMa∞ = 1%. Due to the small input coefficient of variation, the free
stream Mach numbersMa∞ with a significant probability are restricted to the transonic
range. The angle of attack is equal to 1.25o and the airfoil has a chord with length c.
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(e) ASFE, distribution αmax
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Figure 4.24: Response and probability distribution of the minimum and maximum
angle of attack, αmin and αmax, for U = 10 by adaptive Stochastic Finite Elements
(ASFE) and Stochastic Collocation (SC) for the pitching airfoil stall flutter model.
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Figure 4.25: Convergence of the mean and standard deviation of the minimum and
maximum angle of attack, αmin and αmax, for U = 10 by adaptive Stochastic Finite
Elements (ASFE) and Stochastic Collocation (SC) for the pitching airfoil stall flutter
model.
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Figure 4.26: Transonic flow over a NACA0012 airfoil for the mean free stream Mach
number µMa∞ with the deterministic shock wave positions of x = 0.6c and x = 0.35c
on the upper and lower surface, respectively.
The two-dimensional flow problem is discretized using a second-order upwind spatial
finite volume scheme on a unstructured hexahedral mesh with 3 · 104 spatial volumes.
The steady state solution is found by time integration with a CFL number of 0.5. In
Figure 4.26 the flow field in terms of the local Mach number is shown for the mean
value of the free stream Mach number µMa∞ . Above the wing a large supersonic do-
main is present for which Ma > 1, which ends at a shock wave at x = 0.6c. Under the
wing a small supersonic region and a weak shock wave at x = 0.35c are present.
The effect of the uncertainty in Ma∞ is given in Figure 4.27 in terms of the Mach
number along the airfoil surface. The mean Mach number and the 99% uncertainty
range are shown. Stochastic Finite Elements are applied with 4 elements, which results
in 9 deterministic solves. The output variables are the Mach numbers at all 6 · 102
volumes on the airfoil surface. Uniform grid refinement is applied, since refining adap-
tively based on a combination of 6 · 102 output variables effectively results in uniform
refinement as well. The results are compared with Stochastic Collocation based on 5
deterministic solves.
Stochastic Finite Elements predict that the uncertainty smears the shock wave in
the mean Mach number along the upper surface around its deterministic location, see
Figure 4.27a. The 99% uncertainty range shows that the position of the shock wave
is sensitive to the 1% uncertainty in the free stream Mach number. The shock wave
strength is nearly unaffected. Stochastic Collocation predicts less sensitivity of the
shock position and a much larger effect on the possible Mach numbers near the shock
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(c) SFE, lower surface
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Figure 4.27: Mean Mach number and 99% uncertainty range along the surface by
Stochastic Finite Elements (SFE) and Stochastic Collocation (SC) for the uncertain
free stream Mach number Ma∞ in the transonic flow over a NACA0012 airfoil.
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Figure 4.28: Response of the local Mach number in x = 0.65c on the upper surface
by Stochastic Finite Elements (SFE) and Stochastic Collocation (SC) for the uncertain
free stream Mach number Ma∞ in the transonic flow over a NACA0012 airfoil.
wave, see Figure 4.27b. The large uncertainty range given by Stochastic Collocation
includes unrealistically high Mach numbers of up to 3 and unphysical negative Mach
numbers. Increasing the number of collocation points in Stochastic Collocation in-
creases the oscillatory behavior. In Figures 4.27c and 4.27d qualitatively the same
characteristics can be seen for the Mach number along the lower surface.
The difference in the results of Stochastic Finite Elements and Stochastic Collo-
cation is studied by considering the response surface approximations in x = 0.65c
on the upper surface in Figure 4.28. Due to the uncertainty in the free stream Mach
number, location x = 0.65c can be either in the subsonic or supersonic domain. This
results in a discontinuity in probability space between Ma∞ = 0.80 and Ma∞ = 0.81.
Stochastic Finite Elements result in a monotonicity preserving approximation of the
response surface through the samples without artificial oscillations, see Figure 4.28a.
The resolution of the shock wave can be improved by increasing the number of ele-
ments. The global polynomial approximation of Stochastic Collocation results in an
oscillatory response approximation due to presence of the discontinuity. This results in
a prediction including too high Mach numbers and unphysical negative Mach numbers,
which are not reflected in the samples themselves. Increasing the number of samples
would increase the oscillatory behavior of the response surface approximation. These
results show that the 99% uncertainty range prediction of Stochastic Finite Elements in
Figure 4.27 is more reliable than that of Stochastic Collocation.
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4.4 Summary
An adaptive Stochastic Finite Elements approach based on Newton-Cotes quadrature
in simplex elements is developed. A piecewise polynomial approximation of the re-
sponse is obtained by solving uncoupled deterministic problems in quadrature points
in elements in probability space. The elements are refined adaptively to be able to re-
solve singularities in probability space effectively. Resolving singularities is important
since they can result in high output sensitivity on input uncertainty, and oscillatory or
unphysical predictions. The refinement measure consists of the highest absolute eigen-
value of the Hessian of the approximation of the response in the elements scaled by
their volume and weighted by the probability represented by the elements.
Due to the Newton-Cotes quadrature the required number of deterministic solves is
relatively low, since (i) the deterministic samples are reused in successive refinement
steps due to the location of the quadrature points, and (ii) the samples are used in
approximating the response in multiple elements, because most quadrature points are
located on the boundaries of the elements. The extrema of the samples are preserved in
the piecewise polynomial approximation of the response by subdividing the elements
where necessary in subelements with a linear approximation of the response.
The method is applied to a piston problem, a stall flutter model and transonic flow
over a NACA0012 airfoil with random input parameters with a lognormal distribu-
tion, which involve shock waves and bifurcations in probability space. The results for
the piston problem are compared to those of Monte Carlo simulations for one up to
three independent uncertain input parameters, piston velocity upiston(ω), initial pres-
sure ppre(ω), and sensor location L. For random piston velocity, results for zeroth,
first, and second degree Newton-Cotes quadrature are compared to global polynomial
Stochastic Collocation. The importance of singularities in probability space has been
demonstrated by an output variation of 184% caused by input coefficients of variation
of 10% for random piston velocity and initial pressure. It is observed in the piston
problem that the average number of deterministic solves per element is close to 2 only,
which seems to be independent of the dimension of probability space.
Results of second-degree Newton-Cotes quadrature for random external forcing
Fext(ω) in the stall flutter model and random free stream Mach number Ma(ω) in the
transonic flow problem demonstrate that Adaptive Stochastic Finite Elements based on
Newton-Cotes quadrature in simplex elements are capable of resolving complex situ-
ations involving singularities in probability space in practical applications effectively.
These results are compared to Stochastic Collocation approximations and for the stall
flutter model also Monte Carlo reference simulations are performed. Artificial oscilla-
tions or unphysical predictions have not been encountered.
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Chapter 5
Probabilistic Collocation for
Limit Cycle Oscillations
Polynomial Chaos methods usually require a fast increasing polynomial chaos order
with time to resolve the effect of random parameters in dynamical systems with a con-
stant accuracy. Resolving the asymptotic stochastic effect can for non-intrusive and
multi-element Polynomial Chaos methods result in thousands of required samples or
elements. This effect is especially profound in problems with oscillatory solutions in
which the frequency of the response is affected by the random parameters. The fre-
quency differences between the realizations lead to increasing phase differences with
time, which in turn result in an increasingly oscillatory response surface and more re-
quired samples. In this chapter Probabilistic Collocation for Limit Cycle Oscillations
(PCLCO) is developed, which achieves a constant uncertainty quantification interpo-
lation accuracy in time with a constant number of samples. The method is based on
performing uncertainty quantification interpolation for a time-independent parameteri-
zation of periodic samples instead of the time-dependent samples themselves. Numer-
ical results for the harmonic oscillator, a two-degree-of-freedom airfoil flutter model,
and the fluid-structure interaction of an elastically-mounted cylinder show that a low
number of 3 samples can be sufficient to resolve the asymptotic effect of a random
input parameter.
Based on: J.A.S. Witteveen, G.J.A. Loeven, S. Sarkar, H. Bijl, Probabilistic Collocation for period-1 Limit
Cycle Oscillations, J. Sound Vib. 311 (2008) 421–439.
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5.1 Introduction
In this chapter a Probabilistic Collocation formulation for modeling the long-term
stochastic behavior of limit cycle oscillations (PCLCO) in linear and nonlinear prob-
lems is proposed. The idea is to apply Probabilistic Collocation to a time-independent
parameterization of the response instead of to the time-dependent response itself. Due
to the time-independent parameterization the accuracy of the PCLCO interpolation is
independent of time, which enables it to resolve the long-term stochastic behavior of
dynamical systems. For limit cycle oscillations a suitable parameterization of the pe-
riodic response consists of the frequency, the relative phase, the amplitude, a refer-
ence value and the normalized period. A Probabilistic Collocation approach is em-
ployed since it can approximate these functionals of the response more effectively than
a Stochastic Galerkin method.
In flutter analysis, one is usually interested in the effect of uncertainty on the bifur-
cation point from a damped response to a limit cycle oscillation. At the flutter point
the damped response often changes to a period-1 oscillation with one main frequency.
An initial quantification of the effect of uncertainty usually focuses on the effect of in-
dividual parameters. The application of the formulation of PCLCO is therefore limited
to period-1 limit cycle oscillations with one main frequency subject to one uncertain
parameter. It is assumed that these oscillations exist in the relevant parameter domain.
In practical applications it might not be trivial to ensure a priori that periodic solu-
tions exist for the relevant input parameter range. It is therefore determined a posteriori
whether the deterministic samples are periodic. The response is considered to be pe-
riodic, if after sufficiently long integration time, tmax, the response results within a
threshold value in identical orbits in phase-space. The effect of the threshold on the ap-
proximation with PCLCO at tmax is small, since the parameterization is extracted from
the last full period before tmax. If all samples have a periodic response, then PCLCO
post-processing is applied to the samples. Otherwise normal Probabilistic Collocation
post-processing applied, since both PCLCO and Probabilistic Collocation are based on
the same deterministic samples.
The Probabilistic Collocation approach for limit cycle oscillations is introduced in
section 5.2. Numerical results are presented for the harmonic oscillator, the airfoil flut-
ter model and the elastically-mounted cylinder in section 5.3. A harmonic oscillator
problem with an uncertain spring stiffness is considered to demonstrate that PCLCO is
able of capturing the long-term stochastic behavior of limit cycle oscillations success-
fully. This model problem, which is similar to the sinusoidal model problem stud-
ied by Pettit and Beran [78], does not involve a transient part in the deterministic
response. An error convergence study up to a Polynomial Chaos order of 8 is per-
formed. Subsequently, PCLCO is applied to other engineering applications involving
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periodic response. A two-degree-of-freedom airfoil flutter model is considered subject
to uncertainty in the structure. This problem is used to study the effect of a determin-
istic transient behavior on the PCLCO approach. Finally, a combination of PCLCO
and Probabilistic Collocation is employed to propagate the uncertainty through a fluid-
structure interaction simulation of an elastically-mounted cylinder with an uncertain
free stream velocity. In that case, Probabilistic Collocation is applied for short-term
integration in the transient part of the deterministic time series. The stochastic tran-
sient behavior and the long-term stochastic response are resolved using PCLCO. This
chapter is concluded in section 5.4.
5.2 Probabilistic Collocation for limit cycle oscillations
In this section the Probabilistic Collocation method for limit cycle oscillations is intro-
duced. It is based on the time-independent parameterization of limit cycle oscillations
given in section 5.2.2. First the general Probabilistic Collocation framework is briefly
reviewed in section 5.2.1.
5.2.1 Probabilistic Collocation method
Probabilistic Collocation is based on collocating the stochastic problem in Gauss quadra-
ture points in the probability space [5, 54]. Suitable Gauss points are the zeros of
polynomials orthogonal with respect to the probability density of the uncertain input.
The stochastic moments of the output are computed by Gauss quadrature based on a
polynomial approximation of the response and a Polynomial Chaos description of the
probability distribution.
Differential equation (1.1) is considered subject to parametric input uncertainty
with a probabilistic description in the form of
L(a)u = 0. (5.1)
The uncertain variable u(x, t, ω) is then approximated in the Probabilistic Collocation
method as
u(x, t, ω) =
N∑
k=1
uk(x, t)lk(a(ω)), (5.2)
where N is the number of collocation points {ak}Nk=1 in probability space and N − 1
is the Polynomial Chaos order of the approximation (5.2). The collocation points
{ak}Nk=1 are the zeros of the polynomial piN+1(a), where {pii(a)}N+1i=0 is the set of
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polynomials up to orderN +1 orthogonal with respect to the probability density func-
tion pa(a) of the uncertain input parameter a(ω). The polynomials {pii(a)}N+1i=0 are
given by the orthogonality relation
〈pii(a)pij(a)〉 =
∫
pii(a)pij(a)pa(a)da = 〈pii(a)2〉δij , (5.3)
for i, j = 1, . . . , N +1, where 〈.〉 denotes an inner product. For several standard input
distributions the polynomials {pii(a)}N+1i=0 in (5.3) are (scaled) classical polynomials
[90] of which the roots are tabulated to full accuracy. For other input distributions the
collocation points can be computed numerically [54].
The deterministic coefficients {uk(x, t)}Nk=1 in (5.2) are then the deterministic so-
lutions of (5.1) for the parameter values {ak}Nk=1. The basis polynomials {lk(a)}Nk=1
of the expansion (5.2) are Lagrange polynomials with respect to the collocation points
{ak}Nk=1 for which holds
lk(aj) = δjk, j, k = 1, . . . , N, (5.4)
where δjk is the Kronecker delta. The mean µu(x, t) and variance σ2u(x, t) of the solu-
tion u(x, t, ω) are computed using Gauss quadrature integration based on the quadra-
ture points {ak}Nk=1, for example,
µu(x, t) =
N∑
k=1
wkuk(x, t), (5.5)
where wk are Gauss quadrature weights. Multidimensional collocation points can be
obtained from tensor products of the one-dimensional collocation points or a sparse
grid approach [117].
5.2.2 Time-independent parameterization of limit cycle oscillations
In long-term time integration of unsteady problems subject to uncertainty the uncer-
tainty response surface u(x, t, ω) can be a highly nonlinear function of the uncertain
input parameter a(ω) [78]. In that case, the global polynomial representation in the
Polynomial Chaos description is not adequate for approximating the response surface.
Increasing the Polynomial Chaos order in Probabilistic Collocation or the number of
elements in the multi-element generalized Polynomial Chaos extends the valid integra-
tion time [105]. However, the Polynomial Chaos approximation fails asymptotically
due to the growing nonlinearity of the response surface in time.
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The long-term periodic response u(x, t, ω) can be parameterized by a vector of
time-independent parameters z(x, ω) than time t. For a periodic response z(x, ω) can
consist of the frequency, the relative phase, the amplitude, a reference value and the
normalized period. This results in a time-independent parameterization of the periodic
response uperiodic(x, z(x, ω), ω). Probabilistic Collocation can then be applied to the
parameterization z(x, ω) instead of the time-dependent response u(x, t, ω) itself. The
realizations of the parameterization zk(x, ω) are extracted from the same time series
uk(x, t, ω) as in Probabilistic Collocation obtained from solving (5.1) at the collocation
points {ak}Nk=1. This enables the use of existing deterministic time integration solvers.
The accuracy of the Polynomial Chaos approximation of the parameterization z(x, ω):
z(x, ω) =
N∑
k=1
zk(x)lk(a(ω)). (5.6)
is then independent of time t. If the parameterization z(x, ω) depends not too non-
linearly on the uncertain input parameter a(ω), the Polynomial Chaos order of the
approximation of the long-term behavior can be relatively low. The PCLCO approxi-
mation of the response u(x, t, ω) is given by substitution of (5.6) into a parameterized
description of the response. This formulation of Probabilistic Collocation for limit cy-
cle oscillations is capable of resolving the effect of the uncertain input parameter a(ω)
on the long-term stochastic response.
As mentioned before, a suitable time-independent parameterization of the asymp-
totic periodic response of limit cycle oscillations is a parameterization in terms of the
frequency f(x, ω), the relative phase φ(x, ω), the amplitudeA(x, ω), a reference value
u0(x, ω) and the normalized period uperiod(x, τ, ω), with τ ∈ [0, 2pi]. The time series
uk(x, t, ω) for the N collocation points {ak}Nk=1 in probability space result in N real-
izations of the frequency fk(x), the phase φk(x), the amplitude Ak(x), the reference
value u0k(x) and the normalized period uperiodk(x, τ) of the periodic response:
• the frequency fk(x) is defined as the inverse of the period length, which is the
smallest time tperiodk(x) > 0 for which holds in the asymptotic region uk(x, t+
tperiodk(x)) = uk(x, t);
• The relative phase φk(x) of the time series is defined as the phase of the oscil-
lation at t = tmax with respect to the time of the latest maximum tumaxk(x) by
φk(x) = nperiodsk(x) + (tmax − tumaxk(x))fk(x) with nperiodsk(x) the integer
number of completed cycles;
• The amplitude Ak(x) is equal to half the difference between the minimum and
the maximum of the period Ak(x) = 12 (umaxk(x) − umink(x));
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Figure 5.1: Definition of parameters to describe limit cycle oscillation in PCLCO.
• the reference value u0k(x) is chosen to be the average of the minimum and max-
imum of the period u0k = 12 (umink(x) + umaxk(x)).
This parameterization is obtained from the last full period of the simulation after es-
tablishing a sufficiently long integration time for the development of the periodic oscil-
lation, see Figure 5.1. The Polynomial Chaos approximation of the parameterization
f(x, ω), φ(x, ω), A(x, ω) and u0(x, ω) is then determined using (5.6). The PCLCO
approximation of the response is given by substituting (5.6) into the parameterized
description of the response given by
u(x, t, ω) = u0(x, ω) +A(x, ω)uperiod(x, τ(x, ω), ω), (5.7)
with τ(x, ω) = 2pi(φ(x, ω) + (t − tmax)f(x, ω)) (mod 2pi). This results in a non-
polynomial response surface approximation. For this expression also an expansion of
the normalized period uperiod(x, τ, ω) similar to (5.6) is required. The shape of the
period of the deterministic time series u′periodk(x, t
′
k(x)) with t′k(x) = [0, tperiodk(x)]
is extracted from the last full period of the functions uk(x, t). The normalized period
uperiodk(x, τ), with τ ∈ [0, 2pi], is obtained by scaling the periods u′periodk(x, t′k(x))
by their frequency fk(x), amplitude Ak(x) and equilibrium u0k(x)
uperiodk(x, τ) =
1
Ak(x)
(
u′periodk
(
x,
τ
2pifk(x)
)
− u0k(x)
)
, (5.8)
with k = 1, . . . , N and τ ∈ [0, 2pi]. The Polynomial Chaos approximation of
uperiod(x, τ, ω) based on the representations uperiodk(x, τ) is given by
uperiod(x, τ, ω) =
N∑
k=1
uperiodk(x, τ)lk(a(ω)). (5.9)
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In practice uperiod(x, τ, ω) is determined at nτ discrete angles {τj}nτj=1 ∈ [0, 2pi] and
interpolation can be employed to obtain uperiod(x, τ, ω) from {uperiod(x, τj , ω)}nτj=1.
One could also use a Fourier transform to discretize the normalized period. In pseudo
algorithmic form PCLCO can be represented as follows:
1. Solve N deterministic problems for the parameter values corresponding to the
N collocation points in probability space;
2. Extract fk(x), φk(x), Ak(x), u0k(x), and uperiodk(x, τ) for k = 1, . . . , N from
the N deterministic solutions;
3. Construct the global polynomial approximations f(x, ω), φ(x, ω), A(x, ω),
u0(x, ω), and uperiod(x, τ, ω) using (5.6) and (5.9);
4. Substitute f(x, ω), φ(x, ω), A(x, ω), u0(x, ω), and uperiod(x, τ, ω) into (5.7) to
find the approximation of the response u(x, t, ω).
The mean and variance of the response u(x, t, ω) are determined by numerically inte-
grating of the response surface (5.7). The distribution function is given by sorting the
function u–ω, with ω ∈ [0, 1], to a monotonically increasing reconstruction.
5.3 Numerical results
In this section numerical results of PCLCO are presented for the analytical harmonic
oscillator problem, a two-degrees-of-freedom airfoil flutter model and a fluid-structure
interaction simulation of an elastically mounted cylinder. The results are compared
to those of Probabilistic Collocation (PC), see section 5.2.1, and Monte Carlo (MC)
simulations.
5.3.1 Harmonic oscillator
The analytical harmonic oscillator problem with an uncertain spring stiffness is con-
sidered to demonstrate the properties of PCLCO for a problem with no transient part
in the deterministic response. PCLCO is compared to Probabilistic Collocation in an
error convergence study with respect to an MC reference solution. The motion of the
harmonic oscillator is described by
m
∂2x(t, ω)
∂t2
+ k(ω)x(t, ω) = 0, t ∈ [0,∞), (5.10)
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with deterministic initial conditions x(0) = x˜0 = 1 and ∂x∂t (0) = x˜1 = 1, mass m = 1
and uncertain spring stiffness k(ω) with a lognormal distribution with mean µk = 1
and coefficient of variation CVk = 10%. The analytical solution of (5.10) can be
written as
x(t, ω) = x0(ω) +A(ω) cos(2pif(ω)t+ φ(ω)), (5.11)
with frequency f(ω) = 12pi
√
k(ω)
m , phase tanφ =
x˜1
x˜0
√
k/m
, amplitude A = x˜0cosφ and
reference value x0(ω) = 0. The response x(t, ω) given by (5.11) is a periodic function
of time with no transient part. The solution is considered until tmax = 100 which
corresponds to approximately 16 periods for µk.
PCLCO is employed with three collocation points {ki}Ni=1, withN = 3, for the un-
certain parameter k(ω). The time series xi(t) are parameterized by fi, φi, Ai and x0i .
For this simple model problem the scaled periodic motion xperiod(τ, ω) is independent
of ω since xperiod(τ, ω) = cos(τ) with τ ∈ [0, 2pi]. The parameterization describes the
time series xi(t) for t > 0 exactly.
In Figure 5.2 the three samples {xi(t)}Ni=1 are shown. The periodic responses start
at the deterministic initial condition without transient behavior. The uncertainty affects
the amplitude and the frequency of the response α. The effect on the frequency results
in an increasing phase difference between the time series. The functions diverge from
each other in time, since the frequency and amplitude of the time series depend on the
sample value ki.
The mean µx(t) and the variance σ2x(t) of the response x(t, ω) are shown in Fig-
ure 5.3 as function of time t. The approximations of PCLCO and Probabilistic Collo-
cation for N = 3 are compared to a MC simulation with 1000 uniformly distributed
samples. In contrast to the periodic deterministic solutions, the MC solution for the
mean µx(t) is a damped oscillation, see Figure 5.3a. The decaying oscillation is caused
by the effect of the uncertainty on the frequency of the time series. Due to the increas-
ing phase difference in time, time series with opposite signs increasingly cancel each
other.
The result of PCLCO is indistinguishable from the MC result for all times t ∈
[0, tmax]. The PC approximation of the mean is accurate up to approximately t = 25.
For later times the error of the Probabilistic Collocation approximation rises to unac-
ceptable levels. Using a higher Polynomial Chaos order or a multi-element approach
elongates the domain in which the approximation is accurate. However, without contin-
uously increasing the order the approximation would fail asymptotically for long-term
integration at some t [78, 107].
The variance σ2x(t) shows a transient oscillatory behavior until it damps to the
steady value of σ2x(t) = 1.0 for t > 50, see Figure 5.3b. Although the samples shown
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Figure 5.2: The three deterministic realizations at the collocation points for the har-
monic oscillator.
in Figure 5.2 do not exhibit transient behavior and are unsteady for all t, the stochastic
solution has a transient behavior due to the deterministic initial condition and reaches
a steady solution for long-term integration. PCLCO resolves both the transient and the
asymptotic stochastic solution as the results of MC and PCLCO are indistinguishable
also for the variance. The accuracy of Probabilistic Collocation deteriorates for the
variance at approximately t = 15 which is earlier than for the mean. Probabilistic
Collocation is unable to predict the asymptotic steady solution of the variance which
results in large errors.
The reason that PCLCO accurately approximates the long-term stochastic behavior
already with N = 3 is that in PCLCO the polynomial approximation of Probabilistic
Collocation is not applied to the response in terms of the time series xi(t) directly, but
to the parameterization fi, φi and Ai. This parameterization of the periodic response
is independent of time which enables for an approximation of the asymptotic behavior.
In addition, the parameterization f(ω), φ(ω) and A(ω) depends almost linearly on
the uncertain input parameter k(ω) which results in an accurate approximation with
N = 3.
In Figure 5.4 the approximation of the frequency f(ω) is given in terms of its re-
sponse surface with respect to k(ω) and its probability distribution function. The com-
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Figure 5.3: Response of the harmonic oscillator by Monte Carlo (MC), PCLCO and
Probabilistic Collocation (PC).
parison of the PCLCO approximation and the MC results in Figure 5.4a shows that the
frequency f(ω) depends almost linearly on k(ω). The polynomial PCLCO approxima-
tion based on the collocation points results forN = 3 in an adequate approximation of
the frequency response surface. Therefore, also the probability distribution function of
the frequency is accurately resolved, see Figure 5.4b. Similar results are obtained for
the phase φ(ω) and amplitude A(ω).
Based on the time-independent approximations of f(ω), φ(ω), and A(ω), the an-
alytical solution (5.11) gives the time-dependent approximation of x(t, ω). In Fig-
ure 5.5 the approximations of the response surface x(t, ω)–k(ω) and the probability
distribution of x(t, ω) are given for t = {1, 20, 100} for MC, PCLCO and Probabilis-
tic Collocation. The response surface is almost linear after short-term integration, see
Figure 5.5a. For this case both PCLCO and Probabilistic Collocation result in accurate
approximations of the response surface at t = 1. This time interval corresponds to
approximately 0.16 periods for µk. The approximation of the probability distribution
of x(t, ω) at t = 1 is also accurate in Figure 5.5b.
After long-term integration the response surface is increasingly nonlinear, see Fig-
ures 5.5c and 5.5e for the results at t = 20 and t = 100, which corresponds to ap-
proximately 3.2 and 16 periods for µk, respectively. The PCLCO approximation based
on the three collocation points and the parameterization (5.11) maintains a similar ac-
curacy in the approximation of the response surface independent of the time t. The
polynomial approximation of Probabilistic Collocation through the three collocation
points is clearly not adequate to represent the increasingly nonlinear response surface.
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Figure 5.4: Frequency of the harmonic oscillator by Monte Carlo (MC) and PCLCO.
In Figures 5.5d and 5.5f the probability distribution of x(t, ω) after long-term integra-
tion is shown for t = 20 and t = 100. The probability distribution function reaches a
steady solution asymptotically. PCLCO resolves the detailed features of the probability
distribution function also near x = ±1.5 for all times t ∈ [0, tmax].
An error convergence study is performed to compare the accuracy of PCLCO and
Probabilistic Collocation for a range of Polynomial Chaos orders up to N = 9 at dif-
ferent times t, see Figure 5.6. The convergence study focuses on the contribution of
the Polynomial Chaos expansion to the error in the long-term behavior of the stochas-
tic system, since in this analytical test problem numerical time integration errors are
absent. The time-averaged L1-errors in the approximation of the mean and the vari-
ance in different time intervals are considered. In Figure 5.6a the error convergence
of PCLCO and Probabilistic Collocation up to t = 1 is shown for the error in the
mean µx(t). Probabilistic Collocation results for this short-term integration problem
in fast exponential convergence which reaches machine precision for N = 7. PCLCO
convergences three orders of magnitude to an error lower than 10−6 at N = 9.
In Figure 5.6c the error convergence for the mean at t = 20 is shown. PCLCO
convergences again to an error lower than 10−6 for N = 9. Probabilistic Colloca-
tion convergences significantly slower than for the t = 1 case to an error of 10−3,
which is higher than for PCLCO. This is also demonstrated by the error convergence
of the mean for t = 100 in Figure 5.6e, for which Probabilistic Collocation hardly
convergences, but PCLCO still convergences beyond an error of 10−6 for N = 9. In
Figures 5.6b, 5.6d and 5.6f similar results are shown for the error in the approximation
of the variance at t = 1, t = 20, and t = 100.
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(c) Response at t = 20
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(d) Distribution at t = 20
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(e) Response at t = 100
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(f) Distribution at t = 100
Figure 5.5: Response surface x(t, ω)–k(ω) and its probability distribution by Monte
Carlo (MC), PCLCO and Probabilistic Collocation (PC) for the harmonic oscillator.
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(b) Error variance at t = 1
1 2 3 4 5 6 7 8 910
−8
10−6
10−4
10−2
100
e
rr
o
r 
m
e
a
n
# collocation points
 
 
t=20
PCLCO
PC
(c) Error mean at t = 20
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(d) Error variance at t = 20
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(f) Error variance at t = 100
Figure 5.6: Error convergence of PCLCO and Probabilistic Collocation (PC) for the
mean and variance for the harmonic oscillator.
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Figure 5.7: Error of PCLCO and Probabilistic Collocation (PC) as function of time for
the harmonic oscillator.
To demonstrate that the accuracy of PCLCO is nearly independent of time, the er-
rors in the approximation of the mean and the variance of PCLCO and Probabilistic
Collocation are given as function of time in Figure 5.7 for N = 1, N = 5, and N = 9.
For N = 1 both PCLCO and Probabilistic Collocation reduce to a deterministic solve
for the mean value of the uncertain input parameter µk. For higher Polynomial Chaos
orders N = 5 and N = 9 PCLCO results in a error which is nearly constant in time
and decreases for increasing N . The error in the approximation of the variance even
decreases with time for short-term integration t < 20, see Figure 5.7b. The accuracy of
Probabilistic Collocation depends strongly on time. For long-term integration the error
in the Probabilistic Collocation approximation even increases with an increasing Poly-
nomial Chaos order. The post-processing of the samples is in PCLCO computationally
more intensive than in Probabilistic Collocation. However, the computational costs in
engineering applications are dominated by computing the deterministic samples. The
number of samples in the PCLCO computation is over a factor 102 smaller than in the
MC simulation.
5.3.2 2 DOF flutter model
In this section PCLCO is applied to a relevant model for flutter analysis. Flutter models
are often used instead of full unsteady fluid-structure interaction simulations. Here a
two-degree-of-freedom model for the pitch and plunge motion of an airfoil, see Fig-
ure 5.8, is used which was studied deterministically for example by Lee et al. [49] and
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Figure 5.8: The two-degree-of-freedom airfoil flutter model.
stochastically using Fourier Chaos by Millman et al. [66]. The aeroelastic equations of
motion with cubic restoring springs in both pitch and plunge are given in [49] as
ξ′′ + xαα
′′ + 2ζξ
ω¯
U∗
ξ′ +
( ω¯
U∗
)2
(ξ + βξξ
3) = − 1
piµ
CL(τ), (5.12)
xα
r2α
ξ′′ + α′′ + 2
ζα
U∗
α′ +
1
U∗2
(α+ βαα
3) =
2
piµr2α
CM(τ), (5.13)
where α is the pitch angle, ξ = h/b is the non-dimensional plunge displacement of the
elastic axis, with b = c/2 the half-chord, βξ and βα are the nonlinear spring constants,
rα is the radius of gyration about the elastic axis, and ζξ and ζα are the viscous damping
coefficients in plunge and pitch, respectively. The ratio of natural frequencies is ω¯ =
ωξ/ωα, where ωξ and ωα are the natural frequencies of the uncoupled plunging and
pitching modes, respectively. The bifurcation parameter is defined as U∗ = U/(bωα).
The non-dimensionalized time is τ = Ut/b. The expressions for the aerodynamic
force and moment coefficients, CL(τ) and CM(τ) are given by Fung [25] as
CL(τ) = pi(ξ
′′ − ahα′′ + α′) + 2pi
{
α(0) + ξ′(0) +
[
1
2
− ah
]
α′(0)
}
φ(τ) +
2pi
∫ τ
0
φ(τ − σ)
[
α′(σ) + ξ′′(σ) +
(
1
2
− ah
)
α′′(σ)
]
dσ, (5.14)
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CM(τ) = pi
(
1
2
+ ah
){
α(0) + ξ′(0) +
(
1
2
− ah
)
α′(0)
}
φ(τ) +
pi
(
1
2
+ ah
)∫ τ
0
φ(τ − σ)
{
α′(σ) + .
ξ′′(σ) +
(
1
2
− ah
)
α′′(σ)
}
dσ +
pi
2
ah(ξ
′′ − ahα′′)−
(
1
2
− ah
)
pi
2
α′ − pi
16
α′′, (5.15)
where the elastic axis is located at a distance ahb from mid-chord, the mass center is
located at a distance xαb from the elastic axis and φ(τ) is the Wagner function
φ(τ) = 1− ψ1e−ε1τ − ψ2e−ε2τ , (5.16)
with the constants ψ1 = 0.165, ψ2 = 0.335, ε1 = 0.0455 and ε2 = 0.3 given by
Jones [43]. Based on (5.12) to (5.16), a set of first-order ordinary differential equations
for the motion of the airfoil is derived in [49]. Following [66, 49], these equations
are integrated numerically until τ = 2000 using the explicit fourth-order Runge-Kutta
method with a time step of ∆τ = 0.1, which is approximately 1/256 of the smallest
period.
The following parameter values are used: µ = 100, ah = −0.5, xα = 0.25,
rα = 0.5 and ζα = ζξ = 0, as in [66, 49]. For a hard spring model in the pitch degree
of freedom (βα > 0) the system exhibits a limit cycle oscillation [48]. The nonlinear
torsional spring stiffness parameter is set to βα = 3. The ratio of uncoupled plunging
and pitching modes natural frequencies ω¯ is assumed to be uncertain described by
a lognormal distribution. The mean value µω¯ = 0.2 is chosen to be equal to the
deterministic value used in [66, 49] with a coefficient of variation of CVω¯ = 10%. The
effect of the input uncertainty on the mean and variance of the pitch angle α(ω) and its
bifurcation plot is considered. Results for the plunge deflection ζ(ω) are qualitatively
similar.
The bifurcation parameter U∗ is set to 6.6 as in [66]. PCLCO is applied with
N = 3 and the results are compared to those of Probabilistic Collocation, and MC
based on 1000 uniformly sampled realizations. To cancel the effect of the finite number
of MC samples, the mean and variance of PCLCO and Probabilistic Collocation are
determined based on the same sampling in their response surface approximation as
MC. The collocation samples of PCLCO are shown in Figure 5.9. The samples show
a periodic response with a transient behavior for τ < 100. The uncertainty in ω¯ affects
the frequency and the amplitude of the samples. The periodic reconstruction of the
time series samples by PCLCO, see (5.7), is given by the dashed lines. The periodic
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Figure 5.9: The three deterministic realizations and their PCLCO reconstruction at the
collocation points for the airfoil flutter model.
oscillations for τ > 100 are exactly represented. The transient behavior of the samples
for τ < 100 is not modeled in the periodic reconstruction.
In Figure 5.10 the mean pitch angle µα(τ) is given. It shows a transient behavior
for τ < 100 after which the mean develops a decaying oscillation. PCLCO results in an
excellent match of the long-term MC results. The mean for τ < 100 is not accurately
resolved by PCLCO, since it does not model the transient part of the deterministic
samples. Probabilistic Collocation gives an accurate approximation of the mean for
τ < 800. For higher values of the non-dimensional time τ , Probabilistic Collocation
does not predict the asymptotic damped oscillation.
The variance of the pitch angle σ2α(τ) is given in Figure 5.11. The variance is an
oscillating increasing function of τ until τ ≈ 1000 at which it reaches a steady asymp-
totic value of approximately σ2α = 1.96 · 10−2. PCLCO gives an accurate approxima-
tion of the steady behavior for τ > 1000. The transient behavior of the variance for
τ ∈ [100, 1000] is also accurately resolved, since the stochastic transient behavior is
due to the deterministic initial condition and not due to the transient behavior of the de-
terministic samples. The variance for τ < 100 for which the deterministic samples are
in their transient is not accurately resolved by PCLCO. However, the transient of the
deterministic samples takes less than one-tenth of the stochastic transient part. Prob-
abilistic Collocation does give an accurate approximation for τ < 100, but it fails for
long-term integration for τ > 500.
So, PCLCO and Probabilistic Collocation seem complementary, where a Proba-
bilistic Collocation post-processing should be used for the initial time interval in which
the deterministic samples exhibit transient behavior. To the long-term periodic behav-
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Figure 5.10: Mean pitch angle by Monte Carlo (MC), PCLCO and Probabilistic Col-
location (PC) for the two-degree-of-freedom airfoil flutter model.
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Figure 5.11: Variance of the pitch angle by Monte Carlo (MC), PCLCO and Proba-
bilistic Collocation (PC) for the two-degree-of-freedom airfoil flutter model.
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Figure 5.12: Stochastic bifurcation plot of the pitch angle amplitudeAα with the mean
and 90% uncertainty bars compared to the deterministic case as function of the bifur-
cation parameter U∗.
ior of the deterministic samples after their transient, PCLCO post-processing should be
applied. This combined approach is demonstrated in the next test problem.
In Figure 5.12 the stochastic bifurcation plot of the pitch angle α(t, ω) is given
in terms of the amplitude Aα(ω) at τ = 2000 with U∗ as bifurcation parameter and
ω¯ uncertain. The PCLCO approximation of the mean amplitude µAα and uncertainty
bars based on the 90% confidence interval are shown. The results are compared to the
deterministic bifurcation plot for ω¯ = µω¯. The stochastic bifurcation plot is shown in
this way, since it is of practical interest to visualize the distortion of the deterministic
bifurcation as a result of the input uncertainty. A supercritical Hopf bifurcation [97]
is observed in the deterministic bifurcation plot between U∗ = 6.2 and U∗ = 6.3,
which is the transition of a damped solution to a limit cycle oscillation. The damped
oscillation of the response α(t, ω) below the bifurcation point results in very small
amplitudes at τ = 2000.
The interpretation of the bifurcation of the stochastic system is more complex in
terms of D-bifurcation and P-bifurcation [3, 80]. D- or dynamical-bifurcation is con-
cerned with the loss of stability of an equilibrium point at a qualitative change of its
eigenvalues or largest Lyapunov exponent. Phenomenological- or P-bifurcation is as-
sociated with a qualitative change in the output probability distribution. For a deter-
ministic system the D- and P-bifurcation point coincide.
The stochastic problem is here solved using PCLCO based on N = 3 samples,
ω¯i = {0.172; 0.204; 0.243}, and a global polynomial interpolation of the response.
Near the bifurcation point the true response surface contains a discontinuity in the
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first derivative. This kink is not resolved as a discontinuity by the global polynomial
approximation. Near the bifurcation point the method gives approximate results, which
capture the qualitative bifurcation behavior correctly.
The mean of the amplitude Aα(ω) and the 90% scatter given in Figure 5.12 are
functionals of probability space. The bifurcation behavior of these functionals appears
to be consistent with a deterministic bifurcation. Below U∗ = 6.0 PCLCO resolves
that both the mean and the 90% interval vanish. The uncertainty in the ratio of natural
frequencies ω¯ has no effect on the pre-bifurcation amplitudes Aα(ω).
Between U∗ = 6.0 and U∗ = 6.1, one of the three time-series α(t, ω¯3), for the
sample ω¯3 = 0.243, bifurcates from a damped oscillation to a limit cycle oscillation.
This results in a bifurcation in the mean and the 90% interval between U∗ = 6.0 and
U∗ = 6.1. The uncertainty in ω¯ has reduced the flutter point from U∗ ∈ [6.2; 6.3]
in the deterministic case to U∗ ∈ [6.0; 6.1]. For U∗ > 6.1 the amount of uncertainty
in Aα(ω) increases rapidly until it starts to decrease at U∗ = 6.4 to an uncertainty
bar with a length of approximately 0.07 for U∗ > 6.8. The mean value µAα differs
significantly from the deterministic case in the domain U∗ ∈ [6.0, 6.5] around the
deterministic bifurcation point.
In addition to the bifurcation of the mean and the 90% interval, the probability
density function (PDF) of the amplitudeAα(ω) exhibits a P-bifurcation. Because near
the bifurcation point the approach gives qualitatively correct answers, the qualitative
P-bifurcation behavior of the PDF of Aα(ω) is described below. Below U∗ = 6.0
the PDF is a delta function in the origin. After the bifurcation point of α(t, ω¯3) in
U∗ ∈ [6.0; 6.1] the PDF has a maximum in the origin and decays monotonically for
larger Aα(ω). This P-bifurcation point coincides with the bifurcation of the mean of
Aα(ω) and the 90% interval. The PDF shows a bell-shape with a maximum at a positive
Aα(ω) value after the bifurcation of the second sample α(t, ω¯2), with ω¯2 = 0.204, in
U∗ ∈ [6.2; 6.3].
5.3.3 Flow past an elastically-mounted cylinder
The two-dimensional fluid-structure interaction problem of an elastically-mounted cir-
cular cylinder in a laminar Navier-Stokes flow is considered in this section, see Fig-
ure 5.13. Another study of stochastic cylinder flow can be found in [56]. The gas flow
around the cylinder with diameter d is governed by the two-dimensional compressible
Navier-Stokes equations [2]:
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Figure 5.13: The elastically-mounted cylinder in a uniform free stream flow.
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ρ
Du
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∂τxy
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ρ
Dv
Dt
= −∂p
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DE
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∂
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)
+
∂
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(
k
∂T
∂y
)
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−∂pu
∂x
− ∂pv
∂y
+
∂τxyv
∂x
+
∂τxyu
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(5.20)
with density ρ, velocity components u and v in the x-direction and y-direction, respec-
tively, static pressure p, total energy E, Newtonian viscous stress τxy = µ(∂v/∂x +
∂u/∂y), dynamic viscosity µ, and thermal conductivity k. The ideal gas equation of
state is given by p = ρRT , with specific gas constant R. The cylinder is only free
to move in the cross flow y-direction. The structural stiffness is modeled by a linear
spring:
∂2ycyl
∂t2
+ ω2nycyl = Fy(t), (5.21)
where ycyl(t, ω) is the y-position of the center of the cylinder, ωn =
√
0.1 ≈ 0.316
is the angular natural frequency of the structure, and Fy(t) is the y-component of the
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resulting pressure force of the flow onto the structure given by
Fy(t) = −
∫
∂Dcyl
p(x, y, t)ncyl · eyds, (5.22)
with ncyl the outward pointing normal of the cylinder surface ∂Dcyl and ey the unit
vector in the y-direction.
The field equations (5.17) to (5.20) are discretized on a circular spatial domain D
with diameter 40d using a second-order finite volume method on a grid of 1.2 · 104
volumes. An Arbitrary Lagrangian-Eulerian formulation is employed to couple the
fluid mesh with the movement of the structure. Time integration is performed using a
BDF-2 method with a stepsize of ∆t = 0.25 until t = 250. The boundary conditions
on the surface of the cylinder ∂Dcyl are u = 0 and v = ∂ycyl/∂t. The uniform
undisturbed flow conditions u = V and v = 0 are imposed on the outer boundary of
the fluid domain ∂D. Initially the flow field is uniform and the cylinder is at rest with
an initial deflection of ycyl = 0.5d with respect to its equilibrium position.
The undisturbed velocity in the x-direction, V , is assumed to be uncertain described
by a truncated lognormal distribution with a coefficient of variation of CVV = 10%.
The mean value of the velocity µV = 0.3 corresponds to a Reynolds number of Re =
1000. The truncated lognormal distribution limits the variation of the Reynolds number
to the range for which the frequency of the periodic fluid motion is typically given by
a Strouhal number of St = fd/V = 0.2. This corresponds for µV to an angular
frequency of ωflow = 0.38. For this range the cylinder exhibits a period-1 oscillation.
The variation in V affects the frequency of the vortex pattern behind the cylinder and,
therefore, influences the frequency of the motion of the cylinder.
A combination of PCLCO and Probabilistic Collocation is used to solve for the
stochastic response of the cylinder in the whole time domain. For the short-term in-
tegration in the transient part of the deterministic time series Probabilistic Collocation
is applied. PCLCO is employed for resolving the stochastic transient behavior and
the long-term stochastic response. In Figures 5.14 and 5.15 the evolution of the mean
and the variance of the cylinder displacement y(t, ω) is shown. To demonstrate the
convergence of the combined approach for short-term and long-term integration, the
approximations for N = 2 to N = 4 are shown. Probabilistic Collocation is applied
to the deterministic samples in an initial time interval starting at t = 0. From the time
where the PCLCO and Probabilistic Collocation approximations match, the PCLCO
approach is applied. These points are in Figures 5.14 and 5.15 denoted by the symbols.
A similar behavior of the mean and the variance can be seen as for the previous test
problem. The mean is a decaying oscillation after the transient part of the deterministic
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Figure 5.14: Mean deflection of the elastically-mounted cylinder for the combination
of PCLCO and Probabilistic Collocation (PC).
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Figure 5.15: Variance of the deflection of the elastically-mounted cylinder for the com-
bination of PCLCO and Probabilistic Collocation (PC).
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solves, see Figure 5.14. The variance approaches an asymptotic value of approximately
9.6 · 10−2 after an oscillatory stochastic transient, which extends beyond the determin-
istic transient, see Figure 5.15.
In the initial time interval Probabilistic Collocation gives a converged solution al-
ready for the low order approximations, which is demonstrated by the coinciding ap-
proximations for N = {2, 3, 4}. PCLCO also shows a converging solution, especially
for the long term integration results t > 150. In the stochastic transient t ∈ [50, 150]
the results of PCLCO seem to converge less rapidly.
5.4 Summary
A Probabilistic Collocation formulation for modeling the long-term stochastic behavior
of limit cycle oscillations (PCLCO) is proposed. In PCLCO, Probabilistic Collocation
(PC) is applied to a time-independent parameterization of the periodic time series at
the collocation point in probability space. Due to its independence of time the PCLCO
approximation is capable of modeling the long-term stochastic behavior of dynamic
systems. For limit cycle oscillations (LCO) a suitable parameterization of the periodic
deterministic solutions consists of the frequency, relative phase, amplitude, reference
value and normalized period. PCLCO is applied to period-1 oscillations with one main
frequency subject to an uncertain parameter. Numerical results are presented for the
harmonic oscillator, an airfoil flutter model and the flow around an elastically-mounted
cylinder.
It has been demonstrated that standard Polynomial Chaos computed using Proba-
bilistic Collocation is initially accurate, but that it is unable to predict the long-term
stochastic behavior as its accuracy depends strongly on time. PCLCO accurately pre-
dicts the long-term stochastic response and the stochastic transient solution caused by
deterministic initial conditions. The accuracy of the PCLCO approximation of the
mean and the variance is shown to be independent of time. In practice the error can
slightly increase with time due to numerical integration errors. PCLCO does however
not resolve the stochastic solution in the transient part of the deterministic response,
since it does reconstruct the periodic behavior of the collocation samples. PCLCO
and Probabilistic Collocation therefore seem complementary, where Probabilistic Col-
location should be used to model the stochastic response for the initial time interval in
which the deterministic functions are in their transient part. For resolving the long-term
stochastic solution after the transient behavior of the deterministic samples, PCLCO
should be employed.
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Unsteady Adaptive Stochastic
Finite Elements
The Probabilistic Collocation for Limit Cycle Oscillations (PCLCO) approach devel-
oped in the previous chapter results in a constant uncertainty quantification interpola-
tion accuracy for smooth period-1 responses. Dynamical systems with bifurcations to
higher-period oscillations and non-periodic responses are know to be especially sensi-
tive to input variations. In this chapter the applicability of PCLCO is extended by intro-
ducing a damping factor and higher-period shape functions into the time-independent
parameterization, and by combining it with robust Adaptive Stochastic Finite Elements
(ASFE) based on Newton-Cotes quadrature in simplex elements developed in Chap-
ter 4. The resulting Unsteady Adaptive Stochastic Finite Elements (UASFE) formu-
lation based on time-independent parameterization is able to resolve non-periodic re-
sponses, higher-period oscillations, and bifurcation phenomena, while it maintains a
constant uncertainty quantification interpolation accuracy. The extended applicability
of UASFE is illustrated by applications to a mass-spring-damper system, the Duffing
equation, and a rigid-airfoil fluid-structure interaction problem with multiple random
input parameters.
Based on: J.A.S. Witteveen, H. Bijl, An Unsteady Adaptive Stochastic Finite Elements formulation for
rigid-body fluid-structure interaction, Comput. Struct. 86 (2008) 2123–2140.
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6.1 Introduction
An Adaptive Stochastic Finite Elements approach for unsteady problems is developed
based on a combination of the robust ASFE formulation with Newton-Cotes quadra-
ture in simplex elements and an extension of the time-independent parameterization
of PCLCO to damped and higher-period oscillations. The applicability of Unsteady
Adaptive Stochastic Finite Elements (UASFE) extends beyond that of PCLCO with
respect to the four points mentioned below:
1. The robustness of ASFE enables the application of the proposed approach to
problems with bifurcations, in which the time-independent functionals are non-
smooth;
2. The effect of positive and negative damping is resolved by the inclusion of a
damping parameter in the time-independent parameterization, such that there is
no need to ensure the existence of periodic solutions;
3. The proposed UASFE formulation includes an algorithm for parameterizing
higher-period oscillations;
4. Applications to dynamical systems with inputs consisting of multiple random
parameters are presented.
UASFE is applicable to problems with oscillatory solutions in which the functionals
frequency, phase, amplitude, reference value, damping, and period shape are well de-
fined in the asymptotic range.
The proposed approach is applied to a linear mass-spring-damper system, the non-
linear Duffing equation, and a rigid-airfoil fluid-structure interaction simulation with
random input parameters. The results are compared to those of Monte Carlo simula-
tions. The mass-spring-damper system is considered to study the effect of positive and
negative damping on the stochastic results. Input randomness is assumed in the spring
stiffness parameter, damping parameter, and a combination of both. The effect of ran-
dom initial conditions is studied for the Duffing equation. The bifurcation behavior of
the Duffing system results in a long-term solution which is highly sensitive to varia-
tions in the initial conditions. The rigid-airfoil fluid-structure interaction application
shows in the asymptotic range a diverging mean and standard deviation of the system
energy in case of a non-zero probability of flutter. The current applications are limited
to the asymptotic behavior of single-frequency rigid-body motions.
Unsteady Adaptive Stochastic Finite Elements are introduced in section 6.2. Nu-
merical results for the mass-spring-damper system, the Duffing equation, and the rigid-
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(a) Element (b) Refinement (c) Initial grid (d) Subelements
Figure 6.1: The 2-simplex element Ai in parameter space A and the second-degree
Newton-Cotes quadrature points given by the dots.
airfoil fluid-structure interaction subject to random parameters are presented in sec-
tion 6.3. The chapter is concluded in section 6.4.
6.2 Unsteady Adaptive Stochastic Finite Elements
In this section Unsteady Adaptive Stochastic Finite Elements (UASFE) with Newton-
Cotes quadrature in simplex elements are developed. The employed Adaptive Stochas-
tic Finite Elements (ASFE) framework is discussed in section 6.2.1. In section 6.2.2
the formulation for unsteady problems is introduced.
6.2.1 Adaptive Stochastic Finite Elements
Consider that the effect of the random parameters a(ω) on dynamical system (1.1)
L(x, t;u(x, t, ω)) = S(x, t), (6.1)
is resolved using the Adaptive Stochastic Finite Elements method based on Newton-
Cotes quadrature in simplex elements developed in chapter 4, see Figure 6.1.
The formulation for unsteady problems developed below is independent of the type
of non-intrusive Stochastic Finite Elements method used. Other non-intrusive Stochas-
tic Finite Elements methods than the one used here can also be employed in the time-
independent formulation. A non-intrusive approach is chosen, since it can approximate
the functionals in the time-independent parameterization more effectively than a cou-
pled method.
The central moments are integral quantities over probability space. The conse-
quence of the partition of probability space at the level of the central moments is that
135
Chapter 6. Unsteady Adaptive Stochastic Finite Elements
these integrals are evaluated in every element of the partition separately. The approxi-
mation of the moments is then obtained by summing the contributions of all elements.
This results in a piecewise division of the whole probability space and element refine-
ment in important regions of high probability. In contrast, in reliability assessment
one is interested in approximation of the limit state function of failure, which usually
occurs at low probability values.
The proposed Adaptive Stochastic Finite Elements method has in some sense a re-
lationship to Latin Hypercube Sampling [39, 64], in which probability space is also
divided into elements. Latin Hypercube Sampling approximates the statistical mo-
ments of the output using random sampling in square elements such that each row and
column contains a single sample. On the other hand, Adaptive Stochastic Finite Ele-
ments result in a higher-order approximation of the response surface using a piecewise
polynomial interpolation of deterministic samples in Newton-Cotes quadrature points
in triangular elements.
6.2.2 Adaptive Stochastic Finite Elements for unsteady problems
Adaptive Stochastic Finite Elements methods can in unsteady problems result in a fast
increasing number of elements with time. The Unsteady Adaptive Stochastic Finite
Elements (UASFE) formulation proposed here is based on a time-independent parame-
terization of the sampled time series to enable a constant interpolation accuracy in time
with a constant number of samples. The time-independent parameterization developed
below is an extension of the parameterization employed in Probabilistic Collocation
for Limit Cycle Oscillations (PCLCO) to damped and higher-period oscillations. For
the parameterization, u(t, ω) is approximated by the following representation u˜(t, ω):
u˜(t, ω) = u0(ω) + e
γ(ω)(tstop−t)A(ω)uperiod(τ(t, ω), ω), (6.2)
with τ(t, ω) = 2pi(φ(ω) + (t − tstop)f(ω)) (mod 2pi), with tstop the end time of the
numerical time integration. The argument x has been dropped here for convenience
of the notation. The response u(t, ω) is parameterized by (6.2) in terms of the time-
independent functionals: frequency f(ω); relative phase φ(ω); amplitude A(ω); refer-
ence value u0(ω); damping γ(ω); and normalized period shape uperiod(τ(ω), ω), with
τ(ω) ∈ [0, 2pi]. These functions of ω are constructed using ASFE interpolation of the
time-independent parameterization of the sampled time series uk(t) for the parameter
values ak in the quadrature points
u˜k(t) = u0k + e
γk(tstop−t)Akuperiodk(τk(t), ω), (6.3)
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with τk(t) = 2pi(φk+(t− tstop)fk) (mod 2pi) and k = 1, . . . , Ns. The approximation
of the mth statistical moment of, for example, frequency f(ω) is then
E(f(ω)m) =
∫
Ω
f(ω)mdω ≈
Ne∑
i=1
N˜s∑
j=1
ci,jf
m
k˜i,j
. (6.4)
In the UASFE approach (6.2) to (6.4), the ASFE interpolation (6.4) is performed at
the level of the time-independent functional f(ω), instead of at the level of the time-
dependent function u(t, ω). UASFE, therefore, result in a time-independent interpola-
tion error.
The approximations of the statistical moments of u(t, ω) are then computed using
Newton-Cotes integration of u˜(t, ω) on a uniform subgrid of N˜esub simplex subele-
ments per element without performing additional deterministic solves. The distribu-
tion function is given by sorting the function u˜–ω, with ω ∈ [0, 1], to a monotonically
increasing function.
The 11 steps of the UASFE algorithm are listed below and, subsequently, the defini-
tions using in the description of the UASFE algorithm, and the algorithm for detecting
higher-period oscillations are detailed.
1. Compute the Nsini deterministic time series uk(t) by solving (6.1) for the pa-
rameter values ak corresponding to the quadrature points in the initial stochastic
grid with k = 1, . . . , Nsini ;
2. Extract the local optima from the function uk(t) for k = 1, . . . , Nsini ;
3. Determine the last completed period of uk(t) based on its local optima for k =
1, . . . , Nsini ;
4. Extract the time-independent functionals fk, φk, Ak , u0k , γk, and uperiodk(τ)
from the last completed period of uk(t) for k = 1, . . . , Nsini , see Figure 6.2;
5. Compute parameterization error εuk(t) of the reconstruction u˜k(t) given by (6.3)
of the sample uk(t) for k = 1, . . . , Nsini ;
6. Determine time interval T˜k in which reconstruction u˜k(t) is valid, i.e. εuk(t)
smaller than a threshold value ε¯, for k = 1, . . . , Nsini ;
7. Determine valid time interval T˜ for the combination of the Nsini samples;
8. Construct the response approximation u˜(t, ω) on the initial stochastic grid us-
ing (6.2) and its mean µu˜(t) and standard deviation σu˜(t) using (6.4);
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Figure 6.2: Time-independent parameterization of oscillatory time series employed in
Unsteady Adaptive Stochastic Finite Elements.
9. Determine the refinement measure ρi in the elements for i = 1, . . . , Ne and
refine the element with the highest value for refinement measure ρi;
10. Compute the deterministic time series uk(t) by solving (6.1) for the parameter
values ak corresponding to the new quadrature points in the refined element and
repeat steps 2 to 9 for the new samples uk(t) with k = Nsold + 1, . . . , Nsnew ;
11. Stop the adaptive stochastic grid refinement based on convergence in the L∞-
norm or threshold N¯s for the maximum number of samples.
The definitions used in the 11 steps of the UASFE algorithm are given below in relation
with the steps in which they are first presented.
4. Damping γk is iteratively computed in combination with amplitude Ak and ref-
erence value u0k by solving
uk(t) = u0k ±Akeγk(tstop−t), (6.5)
for the local optima of the last completed period for k = 1, . . . , Ns, where the
minus sign holds for a local minimum, see Figure 6.2. Damping is also accounted
for in normalizing the period shape function u′periodk(tl) according to
uperiodk(τl) =
1
Ak
e
−γk
“
tstop−
“
tkmax,2+
τl
2pifk
””
·
[
u′periodk
(
tkmax,2 +
τl
2pifk
)
− u0k
]
, (6.6)
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which is interpolated on a discrete grid of τl = l∆τ for l = 0, . . . , Nτ , with
∆τ = 2pi/Nτ . Frequency fk and phase φk are obtained as in Chapter 5;
5. Parameterization error εuk(t) of the reconstruction u˜k(t) of the sample uk(t) is
defined as
εuk(t) =
|u˜k(t)− uk(t)|
|uk(t)|∞ , (6.7)
for k = 1, . . . , Ns;
6. The reconstruction u˜k(t) is considered to be a valid representation of uk(t) in
the time interval T˜k, for which εuk(t) is smaller than a threshold value ε¯ for all
t ∈ T˜k:
T˜k = {t ∈ T | εuk(t˜) < ε¯ ∀t˜ ≥ t},
for k = 1, . . . , Ns;
7. UASFE are applied to time interval T˜ , in which theNs reconstructions u˜k(t) are
valid:
T˜ = T˜1
⋂
. . .
⋂
T˜Ns .
Outside time interval T˜ ASFE post-processing is applied to the samples uk(t)
for k = 1, . . . , Ns;
9. Refinement measure ρi in the elements is a combination of the refinement mea-
sures for the time-independent parameters according to
ρi = ρfi + ρφi + ρAi + ρri + ργi +
1
Nτ
Nτ∑
l=1
ρuperiod,i(τl), (6.8)
where refinement measures ρfi , ρφi , ρAi , ρri , ργi , and ρuperiod,i(τl) for l =
1, . . . , Nτ and i = 1, . . . , Ne are defined as (4.9) in chapter 4.
11. Stochastic grid refinement is terminated when δNe < δ¯, where δNe is defined as
δNe = max
( |µu⌊Ne/2⌋(t)− µuNe (t)|∞
|µuNe (t)|∞
,
|σu⌊Ne/2⌋(t)− σuNe (t)|∞
|σuNe (t)|∞
)
, (6.9)
or when a threshold for the maximum number of samples N¯s is reached.
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The following parameter values are used for the numerical results presented in this
paper: NV = 2, Nτ = 90, ε¯ = 10%, c¯ = 2, Nmax = 7, δ¯ = 5 · 10−2, and N¯s = 200.
The algorithm for detecting higher-period oscillations uses the last Nmax local
maxima of the function uk(t) for k = 1, . . . , Ns. Period-1 oscillations can be iden-
tified using Nmax = 2, multi-period motions require Nmax > 2. The analysis of steps
4 to 6 is performed for all combinations of two of the Nmax selected local maxima and
a local minimum at an intermediate time level. If the valid time interval T˜k determined
in step 6 is larger than a threshold value c¯tperiodk , then it is assumed that the correct
period has been found. In order to ensure that the algorithm results in a unique period
shape uperiodk(τ), two additional criteria are required. The unique period is defined as
the period which possesses: (1) the smallest time interval between its local minimum
and its latest local maximum; and (2) the latest local minimum. If none of the periods
results in a T˜k larger than c¯tperiodk , then steady ASFE post-processing is applied to the
samples uk(t) for k = 1, . . . , Ns and t ∈ T .
The proposed UASFE method is not subject to stability issues in either the time
domain nor in probability space. In the time domain the time step of the UASFE post-
processing is not limited by stability requirements. The post-processing time step can,
therefore, be chosen based on time resolution requirements and can be much larger
than in the actual deterministic simulations. In probability space the robust ASFE
interpolation ensures a stable monotonicity and extrema preserving solution.
In reliability analysis, the results are subject to an approximation error and a pure
random error, which are both taken into account in the extended response surface
method [12, 13]. The approximation of the response surface using a simpler func-
tion introduces an interpolation error due to a systematic lack of fit. This error can
be assessed using the error variance of a least-square fit of enough experiments. Ran-
dom variability in experimental results leads to the pure random error contribution.
The random error variance is found through repeated central point experiments. The
replication of central points is not useful for computer experiments, since its repetition
leads to exactly the same result. In a numerical context, the pure error is introduced by
the random effect of discretization and simplification assumptions. Initially neglected
less important random input parameters are, therefore, varied in numerical experiment
replications in order to determine the pure random error.
In the proposed approach the approximation error and the random error are dealt
with in the following way. The approximation error of the adaptive scheme is moni-
tored by measure δNe for the convergence of successive refinements. The refinement
stop criterion δNe < δ¯ ensures that the approximation error of the final discretization
is sufficiently small. The random error is caused by modeling only the most impor-
tant random input parameters and neglecting the less important sources of randomness.
This approach is allowed here, since the effect of this simplification error on the ac-
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curacy of the global probability distribution approximation is relatively small. In reli-
ability analysis the random error has a significantly larger relative effect on the small
probability of failure, which results in the need of experiment replications.
6.3 Results
The Unsteady Adaptive Stochastic Finite Elements (UASFE) formulation is applied to
a mass-spring-damper system, the Duffing equation, and a rigid-airfoil fluid-structure
interaction problem with random parameters in sections 6.3.1, 6.3.2, and 6.3.3, respec-
tively. The properties of the proposed method and the effect of the random parameters
are studied. The discussion of the applications concentrates on the approximation of
the response surface of the output, and the resulting probability distribution function
and stochastic moments, i.e. the mean and variance. The results are compared to those
of Monte Carlo (MC) simulations. The required number of samples in the Monte Carlo
simulations is established in convergence studies.
6.3.1 Mass-spring-damper system
A mass-spring-damper system of a mass attached to a spring and a damper is con-
sidered with randomness in the spring stiffness parameter K(ω) and the damping
constant C(ω). The governing equation for the motion of the mass is given in sec-
tion 6.3.1.1. The effects of randomness in K(ω) and C(ω) separately are considered
in sections 6.3.1.2 and 6.3.1.3. In section 6.3.1.4 their combined effect is studied.
6.3.1.1 Governing mass-spring-damper equation
Consider a mass attached to a spring and a damper as shown in Figure 6.3. This can
be a model for a more complex structure with internal damping and stiffness. The
test problem is used here to illustrate the properties of the proposed approach and to
study the effect of damping in a dynamical system with randomness. The mass-spring-
damper system is governed by
M
∂2x
∂t2
+ C(ω)
∂x
∂t
+K(ω)x = 0, t ∈ [0,∞), (6.10)
with mass M = 1, position of the mass x(t, ω), and initial conditions x(0) = 1 and
∂x/∂t(0) = 1. The randomness in the positive spring stiffness K(ω) is given by a
lognormal distribution with mean µK = 1 and coefficient of variation COVK = 10%.
A normal distribution is assumed for C(ω) with mean µC = 0 and standard deviation
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x
K
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M
Figure 6.3: The mass-spring-damper system.
σC = 0.01. As is common in multi-element methods, the tails of the probability dis-
tributions for K(ω) and C(ω) are truncated such that the resolved parameter domains
account for 99.8% of the realizations. The resulting truncation error is small com-
pared to the usual discretization and time integration errors in solving computational
engineering problems. The results below are based on the analytical solution of (6.10)
x(t, ω) = c1e
c2t sin(c3t) + c4e
c5t cos(c6t), (6.11)
where ci with i = 1, . . . , 6 are functions of M , K(ω), C(ω), x(0), and ∂x/∂t(0).
Eq. (6.11) is evaluated at discrete time levels tl = l∆t, with l = 0, . . . , Nt, Nt =
tstop/∆t, tstop = 100, and ∆t = 0.01, for the results to be comparable with the results
of the other test problems obtained by numerical time integration. The time interval
corresponds to approximately 16 periods for the deterministic case with K = µK and
C = µC.
6.3.1.2 Random spring stiffness parameter K(ω)
The effect of randomness in the spring stiffness parameter K(ω) in combination with
a deterministic value of the damping parameter C is studied in this section. Cases with
zero damping C = 0, and positive and negative damping C = ±0.03 are considered.
Zero damping First the mass-spring-damper system is considered with zero damp-
ing C = 0 and random K(ω). The one-dimensional Unsteady Adaptive Stochastic
Finite Elements formulation for random parameter K(ω) is applied with an initial
stochastic grid of Neini = 1 element with Nsini = 3 samples xk(t) for 3 parameter
values Kk. The samples xk(t) are periodic oscillations due to C = 0 as shown in
Figure 6.4a by the bold lines. The algorithm extracts the frequency fxk , phase φxk ,
amplitude Axk , reference value rxk , damping γxk , and period shape uperiodxk from
the last full period of the samples xk(t) and uses parameterization (6.3) to develop re-
constructions x˜k(t) of the time histories. The reconstructed time histories are given in
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Figure 6.4: Samples xk(t), reconstructions x˜k(t), and reconstruction error εxk(t) for
Neini = 1 (Nsini = 3) for the mass-spring-damper system with random spring stiffness
K(ω) and C = 0.
Figure 6.4a by the dashed lines. The time series x˜k(t) are accurate approximations of
the samples xk(t), since the samples can in this case be described exactly by the form
of (6.3). The parameterization error εxk(t) given by (6.7) is shown in Figure 6.4b. The
error εxk(t) slightly increases with decreasing time t due to the amplification of the
numerical error in extracting the optima of the last completed period from the discrete
time series xk(t). The parameterization error εxk(t) stays well below the threshold
value of ε¯ = 10% for t ∈ [0, tstop].
The approximation of the mean µx(t) and standard deviation σx(t) for Ne = 2
elements and Ns = 5 samples is given in Figure 6.5. The solution for Ne = 2 is
converged below δ¯ = 5 · 10−2 according to (6.9). The results are compared to a Monte
Carlo (MC) simulation with Ns = 1000 samples. The UASFE approximation shows a
good agreement with the Monte Carlo results for the mean µx(t) and standard deviation
σx(t) on the whole time domain t ∈ [0, tstop]. The relative error in the L∞ norm in the
approximation of µx(t) and σx(t) compared to the Monte Carlo results is 1.34 · 10−2
and 0.898 · 10−2, respectively. The error seems, therefore, of the same order as the
convergence criterion δ¯. The approximation errors are caused by the reconstruction
error εxk(t) shown in Figure 6.4b and the error due to using a finite number of Ne
elements.
The mean µx(t) is a damped oscillation to zero in contrast to the periodic oscilla-
tions of the deterministic samples xk(t) of Figure 6.4a. The standard deviation σx(t)
shows initially an oscillation with an increasing amplitude until it damps out to a steady
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Figure 6.5: Mean µx(t) and standard deviation σx(t) by Unsteady Adaptive Stochastic
Finite Elements (UASFE) with Ne = 2 (Ns = 5) and Monte Carlo (MC) simula-
tion with Ns = 1000 for the mass-spring-damper system with random spring stiffness
K(ω) and C = 0.
value of σx = 1.0 at approximately t = 50. These results can be explained by the effect
of the random spring stiffness parameterK(ω) on the frequency of the periodic oscilla-
tions, see Figure 6.4a. Realizations with opposite signs increasingly cancel each other
due increasing phase differences with increasing time. The finite asymptotic value of
the standard deviation is caused by the finite amplitude of the sampled time series.
The solution for Ne = 2 elements and Ns = 5 samples is examined further in
Figure 6.6 by considering the approximations of the frequency fx(ω), phase φx(ω),
amplitude Ax(ω), and the resulting response surface of x(tstop, ω) as function of ran-
dom parameter K(ω). The response surface of the position of the mass at t = tstop,
x(tstop, ω), is highly oscillatory as shown in Figure 6.6a. The UASFE solution results
in a close approximation of the oscillatory response predicted by Monte Carlo simula-
tion. The UASFE result is based on the piecewise quadratic approximation of the rel-
atively smooth response surfaces of the frequency fx(ω), phase φx(ω), and amplitude
Ax(ω) shown in Figures 6.6b to 6.6d. The damping γx(ω) and reference value rx(ω)
are not shown, since they are identically zero. The probability distribution Fx(x, t)
of the response x(tstop, ω) can be determined by sorting the function x(t, ω)–ω with
ω ∈ [0, 1] to a monotonically increasing function, see Figure 6.7.
Positive and negative damping Next the effect of randomness in the spring stiffness
parameter K(ω) is considered for a positive and negative damping parameter C =
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Figure 6.6: Response surface approximations of x(tstop, ω), fx(ω), φx(ω), and Ax(ω)
by Unsteady Adaptive Stochastic Finite Elements (UASFE) withNe = 2 (Ns = 5) and
Monte Carlo (MC) simulation with Ns = 1000 for the mass-spring-damper system
with random spring stiffness K(ω) and C = 0.
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Figure 6.7: Probability distribution function Fx(x, t) of x(t, ω) at t = tstop by Un-
steady Adaptive Stochastic Finite Elements (UASFE) with Ne = 2 (Ns = 5) and
Monte Carlo (MC) simulation with Ns = 1000 for the mass-spring-damper system
with random spring stiffness K(ω) and C = 0.
±0.03. The Nsini = 3 sampled time series xk(t) of the initial grid with Neini =
1 are shown in Figure 6.8 for both positive and negative damping. The time series
are damped oscillations for C = 0.03 and diverging oscillations for C = −0.03.
The randomness of spring stiffness K(ω) affects the frequency of the samples. The
parameterization error εxk(t) is smaller than ε¯ for all t ∈ [0, tstop].
The resulting UASFE approximations of the mean µx(t) and standard deviation
σx(t) are compared to Monte Carlo results in Figures 6.9 and 6.10, respectively. The
results for Ne = 2 elements and Ns = 5 samples are converged below δ¯ = 5 · 10−2.
In both cases the mean µx(t) is a damped oscillation to zero due to the effect of the
randomness in K(ω) on the frequency and the phase of the oscillation. Damping C
influences the rate at which µx(t) decays. For C = 0.03 the mean decays faster than
for the case with zero damping of Figure 6.5a and vise versa forC = −0.03. The close
agreement with the Monte Carlo results show that UASFE can successfully resolve the
effects of positive and negative damping.
For the zero damping problem the standard deviation σx(t) showed an oscillating
transient up to t = 50 where it reached a steady value, see Figure 6.5b. After including
damping, see Figure 6.10, σx(t) has initially still an oscillating behavior, however, it
results at approximately t = 50 in a monotonically decreasing function for C = 0.03
and in a monotonically increasing behavior for C = −0.03. This difference is caused
by the decreasing and increasing amplitudes of the samples xk(t) with increasing time
for positive and negative damping, respectively. In Figure 6.10a it can be seen that the
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Figure 6.8: Samples xk(t) and reconstructions x˜k(t) for Neini = 1 (Nsini = 3) with
positive and negative damping C = ±0.03 for the mass-spring-damper system with
random spring stiffness K(ω).
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Figure 6.9: Mean µx(t) by Unsteady Adaptive Stochastic Finite Elements (UASFE)
with Ne = 2 (Ns = 5) and Monte Carlo (MC) simulation with Ns = 1000 with
positive and negative damping C = ±0.03 for the mass-spring-damper system with
random spring stiffness K(ω).
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(a) positive damping C = 0.03
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Figure 6.10: Standard deviation σx(t) by Unsteady Adaptive Stochastic Finite Ele-
ments (UASFE) with Ne = 2 (Ns = 5) and Monte Carlo (MC) simulation with
Ns = 1000 with positive and negative damping C = ±0.03 for the mass-spring-
damper system with random spring stiffness K(ω).
error in the UASFE approximation of σx(t) for C = 0.03 is slightly larger for smaller
t, due to parameterization error εxk(t). UASFE predicts a maximum standard deviation
of σx = 0.691 at t = 21.2.
6.3.1.3 Random damping parameter C(ω)
In order to study the effect of random damping, the damping parameter C(ω) is as-
sumed to be a normally distributed random parameter with a mean µC = 0 and stan-
dard deviation σC = 0.01 such that the interval C(ω) ∈ [−0.03; 0.03] accounts for
99.7% of the realizations. The spring stiffness parameterK is assumed to be determin-
istic with K = µK. The Nsini = 3 samples xk(t) of the initial grid with Neini = 1
element are shown in Figure 6.11. Their reconstructions x˜k(t) have an error εxk(t)
smaller than the threshold ε¯ for all t ∈ [0, tstop]. In contrast to random stiffness K(ω),
randomness in the damping C(ω) has mainly an effect on the amplitude of the motion
and only a small effect on the frequency given by the factor (1− C2/4KM)1/2.
Due to the small effect of the damping C(ω) on the frequency of the motion, the
mean µx(t) does in the considered time interval not develop a decaying oscillation,
see Figure 6.12a. In fact, the mean µx(t) is a slightly diverging oscillation due to the
asymmetric effect of positive and negative damping on the amplitude. The frequency
of µx(t) is comparable to that of the samples of Figure 6.11. For this problem a dis-
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Figure 6.11: Samples xk(t) and reconstructions x˜k(t) for Ne = 1 (Ns = 3) for the
mass-spring-damper system with random damping C(ω) and K = µK.
cretization with Ne = 4 elements and Ns = 9 samples is required to obtain a UASFE
approximation which is converged below δ¯ = 5 ·10−2. The standard deviation σx(t) is
a diverging oscillation with half the period of µx(t), see Figure 6.12b. Due to the effect
of C(ω) on the amplitude of the motion, σx(t) increases rapidly with time. A non-zero
probability of negative damping, therefore, results asymptotically in a diverging stan-
dard deviation of the position of the mass x(t, ω). The effect of the parameterization
error εx(t) can be observed in the UASFE result for σx(t) at t < 10.
6.3.1.4 Random K(ω) and C(ω)
Next the combined effect of randomness in both the spring stiffness parameter K(ω)
and the dampingC(ω) is considered. To this end, a two-dimensional UASFE formula-
tion is employed to discretize the two-dimensional probability space. The approxima-
tions of the response surface of x(t, ω) at tstop as function of the random parameters
K(ω) and C(ω) by UASFE and Monte Carlo simulation are given in Figure 6.13. The
UASFE approximation on the initial grid of Neini = 2 elements andNsini = 9 samples
is shown and the Monte Carlo simulation result for Ns = 1.2 · 105 samples is consid-
ered. The chosen number of Monte Carlo samples required for a converged solution
has been established after a convergence study. The response surface shows an oscilla-
tory behavior in the K(ω)-dimension. In the C(ω)-dimension the initial deflection of
x0(0) = 1 is damped for C(ω) > 0 and amplified for C(ω) < 0. UASFE capture this
complex nonlinear behavior already for the Nsini = 9 samples of the initial grid. In the
post-processing of UASFE, Nesub = 46 subelements are employed per element for the
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Figure 6.12: Mean µx(t) and standard deviation σx(t) by Unsteady Adaptive Stochas-
tic Finite Elements (UASFE) withNe = 4 (Ns = 9) and Monte Carlo (MC) simulation
with Ns = 1000 for the mass-spring-damper system with random damping C(ω).
result of Figure 6.13a without performing additional deterministic solves.
The results of UASFE and Monte Carlo simulation for mean µx(t) and standard
deviation σx(t) are shown in Figure 6.14. UASFE converge for Ne = 16 elements and
Ns = 47 samples below δ¯ = 5 · 10−2. The post-processing converges for Nesub = 44
subelements per element. The parameterization of the Ns = 47 samples results in
an error εx(t) smaller than ε¯ for all t ∈ [0, tstop]. The mean µx(t) is a decaying
oscillation and the standard deviation σx(t) has initially an oscillatory behavior until
approximately t = 50 due to the random spring stiffness K(ω). For t > 50, σx(t)
shows a monotonically increasing behavior due to the non-zero probability of negative
values for the dampingC(ω). The standard deviation σx(t) is for all t ∈ [0, tstop] larger
than or equal to the standard deviations due to the random parameters separately. The
results match with those of the Monte Carlo simulation at a reduction of the number of
samples Ns by a factor of 2.6 · 103.
6.3.2 Duffing equation
In this section the effect of random initial conditions for the Duffing differential equa-
tion is studied. The Duffing equation is a model for an oscillator with a cubic nonlinear
spring. Parameter variations are selected for which the response shows a discontinu-
ous change to a qualitatively different behavior. The Duffing differential equation is
described in section 6.3.2.1. The effect of one and two random initial conditions is
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(a) UASFE, Ns = 9 samples
(b) Monte Carlo, Ns = 1.2 · 105 samples
Figure 6.13: Two-dimensional response surface of x(t, ω) at tstop = 100 as function of
the random stiffness K(ω) and dampingC(ω) by two-dimensional Unsteady Adaptive
Stochastic Finite Elements (UASFE) with Ne = 2 (Nesub = 46, Ns = 9) and Monte
Carlo (MC) simulation with Ns = 1.2 · 105 for the mass-spring-damper system.
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Figure 6.14: Mean µx(t) and standard deviation σx(t) by two-dimensional Unsteady
Adaptive Stochastic Finite Elements (UASFE) with Ne = 16 (Ns = 47) and Monte
Carlo (MC) simulation with Ns = 1.2 · 105 for the mass-spring-damper system with
random spring stiffness K(ω) and damping C(ω).
considered in sections 6.3.2.2 and 6.3.2.3, respectively.
6.3.2.1 Duffing system of differential equations
The Duffing system of equations is given by the following differential equations:
∂x
∂t
= y, (6.12)
∂y
∂t
= ω20x− βx3 − δy + γ cos(ωγt+ φ), (6.13)
for t ∈ [0,∞) with initial conditions x(0) = x0 and y(0) = y0. The Duffing equa-
tion is a model for a nonlinear oscillator with a cubic nonlinear spring stiffness term
with parameter β, damping δ, and a harmonic forcing with amplitude γ. According
to (6.12), x(t) can be interpreted as a deflection of a mass with velocity y(t). The
acceleration ∂y/∂t is then governed by (6.13). A hard spring with increasing spring
stiffness as function of deflection x(t) is modeled by β > 0 and β < 0 holds for a
soft spring. Structural stiffness behaves as a cubic hard spring in, for example, the tor-
sional direction of wing structures [113]. Here, the cubic spring stiffness parameter is
assumed to be β = 1. The undamped and unforced Duffing equation is considered, i.e.
δ = 0 and γ = 0, and ω0 is chosen to be unity.
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Figure 6.15: Phase diagram for the Duffing equation in terms of fixed points (±1, 0)
and (0, 0), and trajectories for β = 1, δ = 0, γ = 0, and ω0 = 1.
The resulting dynamical system has fixed points (x, y) in (−1, 0), (0, 0), and (1, 0).
The fixed point (0, 0) is unstable, and (−1, 0) and (1, 0) are linearly stable, see the x–y
phase diagram in Figure 6.15. The solution exhibits a periodic trajectory around either
the linearly stable points (−1, 0) or (1, 0), or around all three fixed points. Which type
of system response is found, depends on the initial conditions x0 and y0. Since the
qualitative behavior of the solution is sensitive to the initial conditions, randomness is
considered in x0(ω) and y0(ω). The system (6.12) and (6.13) is solved numerically
up to tstop = 100 using fourth-order explicit Runge-Kutta time integration with a time
step of t = 0.01.
6.3.2.2 Random x0(ω)
First, the randomness in initial condition x0(ω) is studied in combination with a deter-
ministic value for y0. The initial conditions consist of a uniform distribution x0(ω) =
U(1.4; 1.45) and y0 = 0. This corresponds for x0(ω) in a mean of µx0 = 1.425 and
a standard deviation of σx0 = 1.4 · 10−2. The variation of the initial condition x0(ω)
is chosen such that the trajectories can be either period-1 oscillations around (1, 0) or
more complex periodic solutions around all three fixed points.
The effect of the initial condition x0(ω) on the response x(t, ω) is illustrated in
Figure 6.16. The response surface of x(t, ω) at tstop = 100 as function of x0(ω)
is shown in Figure 6.16a. For x0 < 1.414, x(t, ω) is positive, which corresponds
to periodic solutions around fixed point (1, 0). The time series x(t, ω) are periodic
solutions around all three fixed point for x0 > 1.414, which results in both positive
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and negative values of the response x(t, ω). Since the solutions for all samples are
periodic, the parameterization error εxk(t) is smaller than threshold value ε¯ for all
t ∈ [0, tstop]. The UASFE approximation has converged below δ¯ = 5 · 10−2 for
Ne = 16 elements and Ns = 33 samples. Resolving the bifurcation at x0 = 1.414
results in a larger number of required samples Ns than for the mass-spring-damper
system In Figure 6.16a the UASFE response approximation matches with that of a
Monte Carlo simulation of Ns = 1000 samples.
In Figures 6.16b to 6.16f the UASFE approximations of the period shape func-
tions xperiodk(τ, ω), frequency fx(ω), relative phase φx(ω), amplitude Ax(ω), and
reference value rx(ω) are given. The period shapes xperiodk(τ, ω) are shown for the
Nsini = 3 samples of the initial grid with x0k = {1.4; 1.425; 1.45} in Figure 6.16b.
A qualitative change in the shape function can be observed for samples below and
above x0 = 1.414, which can also be recognized in the response of Figure 6.16a. The
discontinuous change of the solution at x0 = 1.414 is clearly illustrated by fx(ω),
φx(ω), Ax(ω), and rx(ω) in Figures 6.16c to 6.16f. The frequency fx(ω) and rela-
tive phase φx(ω) change from monotonically decreasing to monotonically increasing
at x0 = 1.414. The frequency for x0 > 1.414 results in twice the period length of that
for x0 < 1.414, which is typical for a period-doubling bifurcation. The reference value
rx(ω) vanishes and the amplitude Ax(ω) increases discontinuously at x0 = 1.414.
The UASFE discretization captures this discontinuous behavior without over- or un-
dershoots by refining the elements near x0 = 1.414. The solution in the continuous
subdomains is also refined for a balance between the approximation error at the dis-
continuity and in the smooth regions due to exponent NV in refinement measure 4.9.
The damping γx is not shown, since the periodic solutions have zero damping.
The resulting UASFE approximations of the mean µx(t) and the standard deviation
σx(t) are compared to Monte Carlo results in Figure 6.17. The results of UASFE
with Ns = 33 samples show a good agreement with those of Monte Carlo simulation
with Ns = 1000 samples. The mean is a decaying oscillation to a positive value
of approximately µx = 0.2. This result is a combination of the asymptotically zero
mean oscillations around the origin for x0 > 1.414 and the positive x(t, ω) values for
x0 < 1.414. The standard deviation σx(t) shows a complex oscillatory behavior in
Figure 6.17b. UASFE capture this highly oscillatory solution accurately. The standard
deviation approaches a finite asymptotic value of approximately σx = 0.75 due to the
finite amplitude of the periodic trajectories. The asymptotic output standard deviation
σx is a factor 52.0 larger than the input standard deviation of its initial condition σx0 .
These results illustrate that UASFE can successfully be applied to dynamical systems
with bifurcations which are extremely sensitive to random initial conditions.
The results for the effect of the random initial condition x0(ω) on y(t, ω) are given
in Figure 6.18. In Figure 6.18a, a qualitative change in the response of y(tstop, ω) as
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Figure 6.16: Response surface approximations of x(tstop, ω), xperiodk(τ), fx(ω),
φx(ω), Ax(ω), and rx(ω) by Unsteady Adaptive Stochastic Finite Elements (UASFE)
with Ne = 16 (Ns = 33) and Monte Carlo (MC) simulation with Ns = 1000 for the
Duffing equation with random initial condition x0(ω).
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Figure 6.17: Mean µx(t) and standard deviation σx(t) of x(t, ω) by Unsteady Adaptive
Stochastic Finite Elements (UASFE) with Ne = 16 (Ns = 33) and Monte Carlo (MC)
simulation with Ns = 1000 for the Duffing equation with random initial condition
x0(ω).
function of x0(ω) can be seen at x0 = 1.414. Period-doubling can be recognized in the
period shape functions yperiodk(τ) of the Nsini = 3 samples on the initial grid given in
Figure 6.18b. UASFE capture both the period-1 and the higher-period oscillations ef-
fectively. The UASFE approximation of the complex oscillatory behavior of the mean
µy(t) and the standard deviation σy(t) is in agreement with the Monte Carlo results.
The mean is a decaying oscillation to zero and the standard deviation approaches a
positive asymptotic value of approximately σy = 0.46. The results for the frequency,
phase, amplitude, reference value, and damping are not shown, since they are similar
to those of x(t, ω).
6.3.2.3 Random x0(ω) and y0(ω)
Assuming randomness in both initial conditions x0(ω) and y0(ω) results in a two-
dimensional probability space, to which two-dimensional Unsteady Adaptive Stochas-
tic Finite Elements are applied. The initial conditions x0(ω) and y0(ω) are assumed
to be uniformly distributed in the interval [0.45; 0.55]. This interval corresponds to a
mean of µx0 = µy0 = 0.5 and standard deviation of σx0 = σy0 = 2.9 · 10−2. This
parameter domain is chosen since it contains a bifurcation of the Duffing equation.
Since the time series are periodic solutions, the UASFE reconstruction is valid for all
t ∈ [0, tstop]. The presented results are converged below δ¯ = 5 · 10−2.
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Figure 6.18: Response surface approximations of y(tstop, ω), yperiod,k(τ), and mean
µy(t) and standard deviation σy(t) by Unsteady Adaptive Stochastic Finite Elements
(UASFE) withNe = 16 (Ns = 33) and Monte Carlo (MC) simulation withNs = 1000
for the Duffing equation with random initial condition x0(ω).
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The bifurcation of the solution is illustrated by the two-dimensional response sur-
faces of x(t, ω) and y(t, ω) at t = tstop as function of the random initial conditions
x0(ω) and y0(ω) shown in Figure 6.19. In Figures 6.19a and 6.19b the approximation
of the response surface of x(t, ω) by UASFE with Ne = 64 elements (Nesub = 44)
and Ns = 151 samples, and Monte Carlo with Ns = 104 samples are given, respec-
tively. For y(t, ω) the corresponding results are shown in Figures 6.19c and 6.19d. The
UASFE approximation agrees well with the Monte Carlo results at a reduction of the
number of samples Ns by a factor 66.2. The response surfaces for x(t, ω) and y(t, ω)
are highly oscillatory due to the alternating positive and negative values of both x(t, ω)
and y(t, ω). In the response of x(t, ω) a bifurcation can be recognized approximately
at the line between (x0, y0) equal to (0.475; 0.45) and (0.55; 0.5), see Figures 6.19a
and 6.19b. Below this line, only positive values of x(t, ω) are found, which corre-
sponds to periodic trajectories around fixed point (1, 0). Positive and negative values
of x(t, ω) occur above the bifurcation line, which corresponds to periodic solutions
around all three fixed points. In the response surface of y(t, ω) the bifurcation can be
identified at the same location.
UASFE capture the discontinuous bifurcation behavior by refining the elements
near the bifurcation line. In Figure 6.20 the grid of UASFE with Ne = 64 elements
in probability space is given. The Ns = 151 samples are denoted by the dots. The
elements are clearly more refined near the bifurcation than in the continuous domains.
The smallest elements in the grid are 16 times smaller than the largest ones.
In Figure 6.21 it is demonstrated that UASFE agrees with the Monte Carlo results
also for the mean and the standard deviation of x(t, ω) and y(t, ω) for t ∈ [0, tstop]. The
results are comparable to those for the random initial condition x0(ω) of Figures 6.17
and 6.18. The mean µx(t) of x(t, ω) is a damped oscillation with a positive asymptotic
value of µx = 0.15, see Figure 6.21a. The mean µy(t) of y(t, ω) is an oscillation which
decays to zero. Both standard deviations σx(t) and σy(t) are irregular oscillations
which approach finite asymptotic values of σx(t) = 0.75 and σy(t) = 0.46. The
results show an amplification of the standard deviation of the random initial conditions
by factors 26.0 and 15.9 for x0(ω) and y0(ω), respectively. The differences between
the UASFE results and those of Monte Carlo simulation are slightly higher than for
one random initial condition. These differences decrease further by decreasing δ¯. The
slower convergence for smaller values of t is due to the parameterization errors εxk(t)
and εyk(t).
6.3.3 Rigid-airfoil fluid-structure interaction
The rigid-body fluid-structure interaction of an elastically mounted airfoil in an Euler
flow subject to a random parameter is studied in this section. This is a practical example
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(a) UASFE x(t, ω) (b) MC x(t, ω)
(c) UASFE y(t, ω) (d) MC y(t, ω)
Figure 6.19: Two-dimensional response surface approximations for x(tstop, ω) and
y(tstop, ω) as function of random initial conditions x0(ω) and y0(ω) by Unsteady
Adaptive Stochastic Finite Elements (UASFE) with Ne = 64 (Nesub = 44, Ns = 151)
and Monte Carlo (MC) with Ns = 104 for the Duffing equation with random initial
conditions x0(ω) and y0(ω).
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Figure 6.20: Unsteady Adaptive Stochastic Finite Elements (UASFE) grid in two-
dimensional parameter space x0(ω)–y0(ω) with Ne = 64 and Ns = 151 samples
given by the dots for the Duffing equation with random initial conditions x0(ω) and
y0(ω).
of an aeroelastic system which is subject to negative aerodynamic damping beyond
the flutter speed. The governing equations for the motion of the structure and the
aerodynamic forces are given in section 6.3.3.1. In section 6.3.3.2 numerical results
are presented for a random center of mass location.
6.3.3.1 Two-degree-of-freedom airfoil model with Euler flow
The structure dynamics is governed by a two-degree-of-freedom linear model for cou-
pled pitch and plunge motion. The aerodynamic forces are computed by solving the
two-dimensional unsteady Euler equations for compressible flow. The structure model
is given by [25]:
ξ′′ + xαα
′′ +
( ω¯
U∗
)2
ξ = − 1
piµ
Cl(τ), (6.14)
xα
r2α
ξ′′ + α′′ +
1
U∗2
α =
2
piµr2α
Cm(τ), (6.15)
where ξ(τ) = h/b is the non-dimensional plunge displacement of the elastic axis, α(τ)
is the pitch angle, and (′) denotes differentiation with respect to nondimensional time
τ = Ut/b, with half-chord length b = c/2 and free stream velocity U . The frequency
ratio ω¯ is defined as ω¯ = ωξ/ωα, U∗ is defined as U∗ = U/(bωα), the radius of
gyration around the elastic axis is rαb, and the airfoil/air mass ratio is µ = m/piρb2,
with ωξ and ωα the natural frequencies in pitch and plunge, respectively, m the airfoil
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Figure 6.21: Mean µx(t) and µy(t), and standard deviation σx(t) and σy(t) by Un-
steady Adaptive Stochastic Finite Elements (UASFE) with Ne = 64 (Ns = 151) and
Monte Carlo (MC) with Ns = 104 for the Duffing equation with random initial condi-
tions x0(ω) and y0(ω).
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Figure 6.22: The rigid-airfoil fluid-structure interaction system.
mass, and ρ the free stream air density. The elastic axis is located at a distance ahb
from the mid-chord position and the mass center is located at a distance xαb from
the elastic axis, see Figure 6.22a. Pitch rotation α(τ) is defined positive in the nose
up direction and plunge deflection ξ(τ) is defined positive in the downward direction.
The nondimensional aerodynamic lift and moment coefficients, Cl(τ) and Cm(τ), are
computed by solving the Euler equations for inviscid flow [15]:
∂U
∂t
+
∂F (U)
∂x
+
∂G(U)
∂y
= 0, (6.16)
U =


ρ
ρu
ρv
E

 , F =


ρu
p+ ρu2
ρuv
u(E + p)

 , G =


ρv
ρuv
p+ ρv2
v(E + p)

 ,
with u(x, t) and v(x, t) the velocities in x and y direction, respectively, p(x, t) the
static pressure of the gas, E(x, t) the internal energy, which for a perfect gas reads
E(x, t) = p(x, t)/((γ − 1)ρ(x, t)) + (u(x, t)2 + v(x, t)2)/2, with γ the ratio of spe-
cific heats. Field equation (6.16) is discretized using a second-order finite volume
scheme on an unstructured hexahedral mesh with 7.5 · 103 volumes in spatial domain
D with dimensions 30c × 20c. An Arbitrary Lagrangian-Eulerian formulation is em-
ployed to couple the fluid mesh with the movement of the structure. The fluid mesh is
deformed using radial basis function interpolation of the boundary displacements [9].
Time integration is performed using the BDF-2 method with stepsize ∆τ = 0.22 until
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τstop = 110, which corresponds to approximately 10 period lengths for the determin-
istic case.
6.3.3.2 Effect of a random center of mass location
Randomness is considered in the airfoil center of mass location xα(ω)b, which affects
both the aerodynamic damping and the frequency of the airfoil motion. The random-
ness is given by a symmetric unimodal beta distribution for xα(ω)b in the domain
xα(ω)b ∈ [0.2; 0.4] with parameters β1 = β2 = 2. The free stream Mach num-
ber is chosen to correspond to the flutter speed for the mean center of mass location
xαb = 0.3. The parameter values ω¯ = 0.2, rα = 0.5, µ = 100, and ah = −0.5
are taken from [49]. Initially the airfoil is at rest at a deflection of α(0) = 5o and
ξ(0) = −0.026 from its equilibrium position, which corresponds to a zero ξ-deflection
of the center of mass for its mean location xαb = 0.3 at t = 0. The static pressure field
of the flow around the airfoil at τstop is shown in Figure 6.22b for xα = µxα and free
stream pressure p∞ = 1.0 · 105 Pa. The output of interest is the effect of the random
xα(ω)b on the time evolution of the energy of the system. The potential energy, the
kinetic energy, and the combination of both are considered as measures for the amount
of positive or negative aerodynamic damping of practical importance. Results for the
single-frequency motion in the pitch degree of freedom are presented.
The nondimensional potential energy Ep(τ, ω), kinetic energy Ek(τ, ω), and total
energy Etot(τ, ω) at τstop are given in Figure 6.23 as function of random parameter
xα(ω)b forNe = 3 elements andNs = 7 samples. Both Ep(τstop, ω) and Ek(τstop, ω)
show an oscillatory dependence on xα(ω)b. The potential energy Ep(τstop, ω) van-
ishes at xα(ω) values at which the kinetic energy Ek(τstop, ω) reaches a maximum,
and vise versa. The total energy of the system Etot(τstop, ω) is continuously trans-
ferred between Ep(τstop, ω) and Ek(τstop, ω). The oscillations in the response surface
of Etot(τstop, ω) are caused by the transfer of energy between the flow and the struc-
ture within one oscillation and between the pitch and plunge degree of freedom of the
structure.
Overall, the energies Ep(τstop, ω), Ek(τstop, ω), and Etot(τstop, ω) have an in-
creasing trend with increasing xα(ω)b. This trend is caused by a decreasing aerody-
namic damping with increasing xα(ω)b. For xα(ω)b = 0.3 the total energy
Etot(τstop, ω) at tstop is equal to the initial total energy of Etot(0, ω) = 0.123, since
the free stream Mach number corresponds to the flutter speed for xα(ω)b = 0.3. Total
energy Etot(τstop, ω) has decreased at τstop for xα(ω)b < 0.3 and has increased for
xα(ω)b > 0.3. The aeroelastic system is, therefore, subject to a 50% probability of
flutter.
Both the time evolutions of the nondimensional mean µE(τ) and standard devia-
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Figure 6.23: Nondimensional potential energy Ep(τ, ω), kinetic energy Ek(τ, ω), and
total energy Etot(τ, ω) as function of random parameter xα(ω) at τstop by Unsteady
Adaptive Stochastic Finite Elements (UASFE) with Ne = 3 (Ns = 7) for the rigid-
airfoil fluid-structure interaction.
tion σE(τ) of Ep(τ, ω), Ek(τ, ω), and Etot(τ, ω) show an increasing behavior in Fig-
ure 6.24. Until τ = 50 the mean values are oscillations with decreasing amplitude. For
τ > 50 the mean values show a slight increase in time due to the asymmetric effect of
positive and negative damping. The mean value of non-negative energy Etot(τ) does
not decay to zero like the mean of the pitch angle α(τ, ω), which attains both positive
and negative values as it oscillates around its equilibrium angle α = 0o. System en-
ergy is, therefore, a more intuitive measure to illustrate the effect of randomness on the
system response than deflection.
The standard deviation of Ep(τ, ω), Ek(τ, ω), and Etot(τ, ω), shown in Figure
6.24b, have an initial transient until τ = 30− 60 due to the deterministic initial condi-
tions. In the asymptotic range for τ > 60 the standard deviations show an increasing
trend in time due to the nonzero probability of negative aerodynamic damping. The
standard deviation of the total energy Etot(τ, ω) is smaller than those of Ep(τ, ω) and
Ek(τ, ω), since its value varies less with variations of xα(ω), see Figure 6.23.
The convergence of UASFE is illustrated for the mean and standard deviation of
the total energy, µEtot(τ) and σEtot(τ) in Figure 6.25. Results are shown for Ne =
{1, 2, 3} elements and Ns = {3, 5, 7} samples. The approximations with Neini = 2
and Neini = 3 almost coincide. It can be seen that the solution on the initial grid with
Neini = 1 gives already a good approximation.
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Figure 6.24: Nondimensional mean µE(τ) and standard deviation σE(τ) of potential
energy Ep(τ, ω), kinetic energy Ek(τ, ω), and total energy Etot(τ, ω) as function of
nondimensional time τ by Unsteady Adaptive Stochastic Finite Elements (UASFE)
with Ne = 3 (Ns = 7) for the rigid-airfoil fluid-structure interaction.
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Figure 6.25: Convergence of Unsteady Adaptive Stochastic Finite Elements (UASFE)
with Ne = {1, 2, 3} (Ns = {3, 5, 7}) for nondimensional mean µEtot(τ) and stan-
dard deviation σEtot(τ) as function of nondimensional time τ for the rigid-airfoil fluid-
structure interaction.
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6.4 Summary
An Unsteady Adaptive Stochastic Finite Elements (UASFE) formulation for unsteady
problems is developed based on a time-independent parameterization of sampled de-
terministic time series. Stochastic Finite Elements methods usually require an im-
practically high number of samples for resolving the asymptotic stochastic behavior
of dynamical systems. Due to the time-independent parameterization, UASFE main-
tain a constant interpolation accuracy in time with a constant number of elements.
The parameterization of the samples consists of the frequency, phase, amplitude, ref-
erence value, damping, and period shape. The parameters are interpolated using a
robust Adaptive Stochastic Finite Element (ASFE) method based on Newton-Cotes
quadrature in simplex elements. This approach requires a relatively low number of de-
terministic solves and preserves monotonicity and optima of the samples. In order to
ensure the robustness of the method, (1) the elements are refined adaptively until L∞-
convergence criterion δ¯ is reached, and (2) parameterization error εuk(t) is computed
to determine the time interval in which the UASFE approximation is valid.
The robustness of the ASFE interpolation enables the application of the proposed
approach to problems with bifurcations, in which the time-independent functionals are
non-smooth. The effect of positive and negative damping is resolved using a damping
parameter in the time-independent parameterization. The proposed UASFE formula-
tion includes an algorithm for parameterizing multi-period oscillations. The applica-
tion of the proposed approach is limited to the asymptotic range of single-frequency
rigid-body motions in which the time-independent parameterization is well-defined.
UASFE is successfully applied to a mass-spring-damper system, the Duffing equa-
tion, and a rigid-airfoil fluid-structure interaction simulation with multiple random in-
put parameters. For the mass-spring-damper system the effect of positive and negative
damping on the stochastic results is studied. Input randomness assumed in the spring
stiffness parameter, the damping parameter, and a combination of both, shows that a
non-zero probability of negative damping results asymptotically in a diverging output
standard deviation. In case of two random parameters, the required number of samples
for UASFE has shown to be up to a factor 2.6 · 103 smaller than for Monte Carlo sim-
ulation. The study of one and two random initial conditions for the Duffing equation
illustrates that nonlinear dynamical systems with discontinuous solutions can be ex-
tremely sensitive to random initial conditions. An amplification factor of 52.0 has been
observed for the standard deviation. The application to the rigid-airfoil fluid-structure
interaction problem shows in the asymptotic range a diverging mean and standard de-
viation of the system energy in case of a non-zero probability of flutter.
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Unsteady Adaptive Stochastic
Finite Elements with
interpolation at constant phase
The Unsteady Adaptive Stochastic Finite Elements method based on time-independent
parameterization developed in the previous chapter resolves the effect of random pa-
rameters in unsteady simulations efficiently. In this chapter an alternative Unsteady
Adaptive Stochastic Finite Elements formulation based on interpolation at constant
phase is developed to further improve the accuracy and extend the applicability com-
pared to time-independent parameterization. In order to emphasize the difference be-
tween the two methods, in this chapter Unsteady Adaptive Stochastic Finite Elements
based on time-independent parameterization is referred to as UASFE-ti and UASFE-
cp refers to Unsteady Adaptive Stochastic Finite Elements based on interpolation at
constant phase. In addition to achieving a constant number of samples in time, in-
terpolation at constant phase: (1) eliminates the parameterization error of the time-
independent parameterization; (2) resolves time-dependent functionals, which cannot
be modeled by the parameterization; and (3) captures transient behavior of the samples,
which is an important special case of time-dependent functionals. These three points
are illustrated by the comparison of UASFE-cp results to those of UASFE-ti for random
parameters in a mass-spring-damper system, the damped nonlinear Duffing oscillator,
and an elastically mounted airfoil with nonlinearity in the flow and the structure.
Based on: J.A.S. Witteveen, H. Bijl, An alternative Unsteady Adaptive Stochastic Finite Elements formula-
tion based on interpolation at constant phase, Comput. Method Appl. M. 198 (2008) 578–591.
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7.1 Introduction
In this chapter, an alternative Unsteady Adaptive Stochastic Finite Elements formu-
lation based on interpolation at constant phase (UASFE-cp) is developed to further
improve the accuracy and extend the applicability of the UASFE-ti formulation based
on time-independent parameterization. The usual increase of the number of samples
with time is caused by increasing phase differences between the realizations. Scaling
the samples with their phase and performing the uncertainty quantification interpola-
tion of the samples at constant phase instead of at constant time, eliminates the effect
of the phase differences. The increase of the number of samples with time due to
an increasingly oscillatory response surface is, therefore, avoided by interpolation at
constant phase. In addition to the constant number of samples in time, the proposed
UASFE-cp formulation has the following three advantages over UASFE-ti:
1. Parameterization error is eliminated
The time-independent parameterization of the samples in UASFE-ti is subject
to numerical discretization and interpolation errors. UASFE-cp uses an exact
representation of the samples, which improves the convergence behavior of the
method.
2. Time-dependent functionals can be resolved
The application of UASFE-ti is limited to time series which can be represented
by time-independent functionals such as frequency and damping. UASFE-cp
is applicable to time series in which these functionals change in time. Time-
dependent functionals are encountered in practice in, for example, damped non-
linear systems.
3. Transient behavior can be captured
Deterministic transient behavior is an important special case of time-dependent
functionals that cannot be captured by the time-independent parameterization
of UASFE-ti. The UASFE-cp formulation is capable of resolving the effect of
random parameters in both the asymptotic and transient regime of the samples.
Transient behavior is seen in virtually all nonlinear practical applications.
UASFE-cp can be applied to problems in which the phase of the oscillatory samples is
well-defined.
The Unsteady Adaptive Stochastic Finite Elements formulation based on interpola-
tion at constant phase is introduced in section 7.2. The effect of the elimination of the
parameterization error on the convergence of UASFE-cp is studied for a mass-spring-
damper system in section 7.3.1. In section 7.3.2 UASFE-cp is employed to resolve
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the effect of multiple random parameters on a response with time-dependent function-
als of the damped nonlinear Duffing oscillator. The stochastic bifurcation behavior of
the fluid-structure interaction system of nonlinear flow around an elastically mounted
airfoil with nonlinear structural stiffness is analyzed in section 7.3.3. This application
involves transient behavior in the post-bifurcation region. Results for various probabil-
ity distributions are compared to those of UASFE-ti and Monte Carlo simulations. The
chapter is concluded in section 7.4.
7.2 Unsteady Adaptive Stochastic Finite Elements based
on interpolation at constant phase
The procedure for interpolation at constant phase in the Unsteady Adaptive Stochas-
tic Finite Elements framework is developed in section 7.2.1. The Adaptive Stochastic
Finite Elements formulation employed for the interpolation is briefly reviewed in sec-
tion 7.2.2. In section 7.2.3 the resulting UASFE-cp algorithm is summarized.
7.2.1 Interpolation at constant phase
Consider dynamical system (1.1) subject to random input parameters, which governs
an oscillatory response u(x, t, ω)
L(x, t;u(x, t, ω)) = S(x, t). (7.1)
Assume that the phase of the oscillatory samples uk(t) ≡ u(t, ωk) for realizations of
the random parameters ak ≡ a(ωk) is well defined for k = 1, . . . , Ns. The argument
x has been dropped here for convenience in the notation. In order to interpolate the
samples uk(t) at constant phase, first, their phase as function of time φk(t) is extracted
from the deterministic solves uk(t). Second, the time series for the phase φk(t) are
used to transform the samples uk(t) to functions of their phase u∗k(φk) instead of time,
see Figure 7.1. The initial Nsini = 3 samples of UASFE-cp with Neini = 1 element
for the mass-spring-damper system. For discrete time histories the vectors uk and u∗k
are identical. Third, the transformed samples u∗k(φk) are interpolated to the function
u∗(φ, ω) using Adaptive Stochastic Finite Elements interpolation. This step involves
both the interpolation of the sampled phases φk(t) to the function φ(t, ω) and the inter-
polation of the samples u∗k(φ˜) to the function u∗(φ˜, ω) at constant phase φ˜. Repeating
the latter interpolation for all phases φ˜ results in the function u∗(φ, ω). Finally, trans-
forming u∗(φ, ω) back to u(t, ω) using φ(t, ω) yields the unknown response surface of
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uk
time t
(a) samples uk(t)
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*
φkphase
(b) samples u∗
k
(φk)
Figure 7.1: Oscillatory samples as function of time and phase.
the system response as function of the random parameters a(ω) and time t. Integrat-
ing this response surface approximation results in an approximation of the statistical
moments of the response.
The phase φk(t) is extracted from the samples based on the local extrema of the
time series uk(t). A trial and error procedure identifies a cycle of oscillation based on
two or more successive local maxima. The selected cycle is accepted if the maximal
error of its extrapolation in time with respect to the actual sample is smaller than a
threshold value ε¯k for at least one additional cycle length. The function for the phase
φk(t) in the whole time domain t ∈ T is constructed by identifying all successive
cycles of uk(t) and extrapolation to t = 0 and t = tmax before and after the first and
last complete cycle, respectively. The phase is normalized to zero at the start of the
first cycle and a user defined parameter determines whether the sample is assumed to
attain a local extremum at t = 0. If the phase φk(t) cannot be extracted from one of the
samples k = 1, . . . , Ns, Adaptive Stochastic Finite Elements interpolation can directly
be applied to the time-dependent samples uk(t).
7.2.2 Adaptive Stochastic Finite Elements interpolation
The interpolation of the samples at constant phase is performed in parameter space
A using the non-intrusive Adaptive Stochastic Finite Elements (ASHE) interpolation
based on Newton-Cotes quadrature points in simplex elements developed in Chap-
ter 4. The ASFE formulation employs a piecewise quadratic approximation of the
response surface by dividing parameter space A into Ne simplex elements Ai with
i = 1, . . . , Ne. The quadratic approximation in the elements is constructed by perform-
ing deterministic solves for the values of the random parameters a(ω) that correspond
to the
(
n+2
2
)
second-degree Newton-Cotes quadrature points in the elements shown in
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(a) Element (b) Initial grid (c) Adapted grid
Figure 7.2: Discretization of two-dimensional parameter space A using 2-simplex ele-
ments and second-degree Newton-Cotes quadrature points given by the dots.
Figure 7.2.
7.2.3 UASFE-cp algorithm summary
The Unsteady Adaptive Stochastic Finite Elements algorithm based on interpolation at
constant phase can be summarized as follows:
1. Solve (7.1) for the parameter values ak corresponding to the quadrature points
in the initial stochastic grid to obtain the deterministic time series uk(t) with
k = 1, . . . , Nsini ;
2. Extract the phase φk(t) from the time histories uk(t);
3. Transform the samples uk(t) to functions of their phase u∗k(φk);
4. Use ASFE to interpolate the sampled phases φk(t) to the function φ(ω, t) and
the samples u∗k(φ˜) to the function u∗(φ˜, ω) for all phases φ˜;
5. Transform u∗(φ, ω) back to the unknown response surface as function of time
u(t, ω);
6. Determine the refinement measure ρi in the elements for i = 1, . . . , Neini and
refine the element with the highest value for refinement measure ρi;
7. The ASFE interpolation is performed for both the sampled phases from φk(t) to
φ(t, ω) and the samples at constant phase from u∗k(φ˜) to u∗(φ˜, ω). Repeat steps
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1 to 6 for the parameter values ak corresponding to the new quadrature points in
the refined element with k = Nsold + 1, . . . , Nsnew ;
8. Stop the adaptive stochastic grid refinement based on a threshold for convergence
δ¯ or the maximum number of samples N¯s.
Since each sample reaches a different minimum and maximum phase in the time do-
main t ∈ T , the ASFE interpolation at constant phase is restricted to the range of phases
that is reached by all samples in an element. The UASFE-cp interpolation is then lim-
ited to the time domain which corresponds to φ˜ ∈ [maxkφk(0),minkφk(tmax)] in
the elements. The time domain of approximation approaches [0, tmax] as the number
of elements Ne increases. Outside this domain, ASFE can directly be applied to the
time-dependent samples uk(t).
7.3 Results
The results of the Unsteady Adaptive Stochastic Finite Elements method based on
interpolation at constant phase (UASFE-cp) and time-independent parameterization
(UASFE-ti) are compared with those of converged Monte Carlo simulations with evenly
spaced realizations in sample space ω ∈ [0, 1]. The methods are applied to a linear
mass-spring-damper system in section 7.3.1, the damped nonlinear Duffing oscilla-
tor in section 7.3.2, and the flow around an elastically mounted airfoil with nonlinear
structural stiffness in section 7.3.3.
7.3.1 Mass-spring-damper system
Consider a mass attached to a spring and a damper as shown in Figure 7.3. The govern-
ing equation for the motion of the mass is given in section 7.3.1.1. Randomness is here
assumed in the spring stiffness parameterK(ω), since the frequency of the response is
sensitive to variations in K(ω). The effect of the elimination of the parameterization
error εk(t) on the error convergence of UASFE-cp is studied in section 7.3.1.2.
7.3.1.1 Governing mass-spring-damper equation
The mass-spring-damper system is governed by
M
∂2x
∂t2
+ C
∂x
∂t
+K(ω)x = 0, t ∈ [0,∞), (7.2)
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x
K
C
M
Figure 7.3: The mass-spring-damper system.
with mass M = 1, damping parameter C = 0.03, position of the mass x(t, ω), and
initial conditions x(0) = 1 and ∂x/∂t(0) = 1. This can be a model for a more complex
structure with internal damping and stiffness. The randomness in the positive spring
stiffness K(ω) is given by a lognormal distribution with mean µK = 1 and coefficient
of variation cvK = 10%. As is common in multi-element methods, the tails of the
probability distribution are truncated such that the resolved parameter domain accounts
for 99.8% of the realizations. The resulting 0.2% truncation error is small compared
to the usual discretization and time integration errors in engineering simulations. The
results below are based on the analytical solution of (7.2) evaluated at discrete time
levels tl = l∆t, with l = 0, . . . , Nt, Nt = tmax/∆t, tmax = 100, and ∆t = 0.01, to
be able to analyze the parameterization error εk(t) as for problems solved by numerical
time integration. The considered time interval corresponds to approximately 16 cycles
of the decaying oscillation for the deterministic case with K = µK.
7.3.1.2 Parameterization error eliminated
The initial UASFE-cp approximation of the effect of random spring stiffness K(ω) on
the position of the mass x(t, ω) is constructed on a coarse grid in probability space
with Neini = 1 element and Nsini = 3 samples. The Nsini = 3 initial samples for
varying spring stiffness are shown as function of time in Figure 7.4a. The realizations
xk(t) for k = 1, . . . , Nsini are decaying oscillations due to the moderate positive value
of damping parameter C. The random K(ω) affects the frequency and the amplitude
of the samples. The differences in frequency result in increasing phase differences in
time starting from the deterministic initial condition as shown in Figure 7.4b for the
phase of the samples φk(t) in radians. Plotting the samples x∗k(φk) as function of their
phase φk(t) as in Figure 7.4c reveals that the effect of K(ω) on the samples is much
more regular as function of their phase φk than as function of time t. This illustrates
the effectiveness of interpolating the samples at constant phase to eliminate the effect
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Figure 7.4: The initial Nsini = 3 samples of UASFE-cp with Neini = 1 element for the
mass-spring-damper system.
of increasing phase differences.
The UASFE interpolation at constant phase is constructed by first interpolating
the phase of the samples φk(t) to the function φ(t, ω) in terms of K(ω) at a certain
time t. Consider, for example, the phase of the Nsini = 3 samples at t = 70 given
by the dots in Figure 7.5a. The ASFE interpolation of the sample values φk(t) gives
then at, for example, K = 0.9 a phase of φ˜ = 65.5. The corresponding position of
the mass x at φ˜ = 65.5 is found by using ASFE interpolation of the samples x∗k(φ˜)
at constant phase φ˜ = 65.5. Figure 7.5b shows that for K = 0.9 this interpolation
predicts a position of x = −0.461. Repeating these two interpolations for all K(ω) ∈
A results in an approximation of the response surface of the position x(t, ω) as function
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of K(ω) at t = 70, see Figure 7.5c. The highly oscillatory response surface which is
resolved using only Nsini = 3 samples matches the one predicted by a Monte Carlo
simulation with Ns = 1000 samples. Applying the quadratic ASFE interpolation at
constant time directly in Figure 7.5c would obviously give a much larger interpolation
error. The mean, standard deviation, and higher statistical moments of x(t, ω) can be
determined by integrating over the approximation of the response surface. By repeating
this procedure for all t ∈ [0, tmax] the time evolution of the mean µx(t) and standard
deviation σx(t) can be determined.
The results for the mean µx(t) and the standard deviation σx(t) for Ne = 4 ele-
ments and Ns = 9 samples shown in Figure 7.6 are converged up to δNe = 1 · 10−3.
The mean µx(t) is a decaying oscillation to zero due to dampingC and the effect of the
randomK(ω) on the increasing phase differences with time. The importance of taking
the random parameter into account is illustrated by the standard deviation σx(t), which
shows a fast oscillatory increase from the deterministic initial condition to a maximum
of σx = 0.70 after which it decays due to damping C.
Since each sample reaches a different minimum and maximum phase in t ∈ [0, 100],
the interpolation at constant phase is for Ne = 4 limited to the time domain t ∈
[0, 90.7]. The UASFE-cp results match those of the Monte Carlo simulation up to a
maximum error of ε = 2.0 ·10−4 for the discretization withNs = 9 samples compared
to Ns = 1000 samples in the Monte Carlo simulation.
In contrast with UASFE-cp, the accuracy of UASFE-ti is limited by parameteriza-
tion error εk(t) in constructing the time-independent parameterization of the samples
xk(t). The error εk(t) of UASFE-ti reaches for this problem a maximum of 0.091 as
shown in Figure 7.7a for the Nsini = 3 samples of the initial grid of Neini = 1 ele-
ment. The parameterization error is small near t = tmax, since the time-independent
parameterization is extracted from the last completed cycle to minimize the influence
of transient behavior. The parameterization error is caused by numerical inaccuracies
in retrieving the time-independent functionals such as frequency and amplitude from
the discrete time series solutions xk(t). These errors amplify with decreasing time.
The effect of the parameterization error can be recognized in the increasing error in the
mean µx(t) and σx(t) with decreasing time in Figures 7.7b and 7.7c. The error reaches
a maximum of ε = 4.5 · 10−2 for UASFE-ti with Ne = 4 elements, which is 2 orders
of magnitude larger than for UASFE-cp with the same number of elements.
The effect of the elimination of the parameterization error on the error conver-
gence of UASFE-cp compared to UASFE-ti is illustrated in Figure 7.8 for c = 0 and
∂x/∂t(0) = 0. UASFE-cp shows a linear error convergence rate of order 4, which is
in line with the Adaptive Stochastic Finite Elements discretization based on second-
degree Newton-Cotes quadrature in simplex elements developed in Chapter 4. The
error convergence of UASFE-ti is limited by the parameterization error εk = 0.091.
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Figure 7.5: UASFE-cp interpolation with Neini = 1 element and Nsini = 3 samples
compared to Monte Carlo simulation results with Ns = 1000 for the mass-spring-
damper system.
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Figure 7.6: Results of UASFE-cp with Ne = 4 elements and Ns = 9 samples com-
pared to those of Monte Carlo simulation with Ns = 1000 for the mass-spring-damper
system.
The elimination of the parameterization error has, therefore, a significant effect on the
accuracy of the UASFE-cp formulation.
The correspondence between the maximal error ε of UASFE-cp and the conver-
gence measure δNe is given in Table 7.1. The results illustrate that the definition of the
convergence measure is sufficiently robust to control the error in this example, since ε
is for all refinements smaller than δNe . Our experience is that, in general, the maximal
error ε is of the same order or smaller than convergence criterion δNe . The table also
contains the time interval in which the UASFE-cp approximation can be constructed.
This time interval approaches [0, tmax] as the number of elements Ne increases.
7.3.2 Damped nonlinear Duffing oscillator
A model for a damped oscillator with nonlinear structural stiffness is the damped Duff-
ing equation given in section 7.3.2.1. The response of the damped nonlinear Duffing os-
cillator cannot be represented by the time-independent parameterization of UASFE-ti.
In section 7.3.2.2 it is studied how this affects the comparison of the results of UASFE-
cp and UASFE-ti for random initial condition x0(ω). The effect of randomness in both
initial condition x0(ω) and damping parameter δ(ω) is considered is section 7.3.2.3.
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Figure 7.7: Results of UASFE-ti with Neini = 1 elements and Nsini = 3 samples, and
Ne = 4 and Ns = 9 for the mass-spring-damper system.
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Figure 7.8: Error convergence of UASFE-cp and UASFE-ti for the mass-spring-damper
system.
Table 7.1: Convergence measure δNe , maximal error ε in the approximation of the
mean µx(t) and standard deviation σx(t), and approximation time interval of UASFE-
cp as function of the number of elements Ne and number of samples Ns for the mass-
spring-damper system.
Ne Ns µx σx time interval
δNe ε δNe ε
1 3 - 5.70 · 10−3 - 6.43 · 10−3 [0.2; 73.3]
2 5 6.43 · 10−3 1.17 · 10−3 6.59 · 10−3 9.52 · 10−4 [0; 83.6]
4 9 1.18 · 10−3 1.53 · 10−4 9.55 · 10−4 1.99 · 10−4 [0; 90.7]
8 17 1.53 · 10−4 1.20 · 10−5 1.99 · 10−4 3.34 · 10−5 [0; 95.0]
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Figure 7.9: Phase diagram of the damped Duffing oscillator with the trajectory for
initial condition x0 = 1.4.
7.3.2.1 Duffing equation
The nonlinear Duffing oscillator is governed by the following system of differential
equations:
∂x
∂t
= y, (7.3)
∂y
∂t
= ω20x− βx3 − δy + γ cos(ωγt+ φ), (7.4)
for t ∈ [0,∞) with linear natural frequency ω0 = 1, damping δ = 0.02, forcing
amplitude γ = 0, and initial conditions x(0) = x0(ω) and y(0) = 0. The structural
nonlinearity is modeled as a hard spring by a cubic nonlinear spring stiffness parameter
β = 1. Structural stiffness behaves as a cubic hard spring in, for example, the torsional
direction of wing structures [113]. Initial condition x0(ω) is assumed to be random
with a uniform distribution U(1.3; 1.4), which corresponds to a standard deviation of
σx0 = 0.029. For this parameter setting the trajectories are damped oscillations around
the fixed point (x, y) = (1, 0), see Figure 7.9 for part of the trajectory for initial con-
dition x0 = 1.4. Due to the nonlinearity of the system, the shape of the trajectory
changes as it approaches the fixed point. This change of shape is not captured by the
time-independent parameterization of UASFE-ti. The system (7.3) and (7.4) is solved
numerically up to tmax = 100 using fourth-order explicit Runge-Kutta time integration
with a time step of t = 0.01. Only the results for x(t, ω) are shown as those for y(t, ω)
lead to the same observations.
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Figure 7.10: Results of UASFE-cp with Ne = 2 elements and Ns = 5 samples, and
UASFE-ti parameterization of the sample for x0 = 1.4 for the damped Duffing oscil-
lator with random initial condition x0(ω).
7.3.2.2 Time-dependent functionals resolved
When the phase φk(t) of the samples xk(t) is plotted against time for t ∈ [0, 20] the
result of Figure 7.10a is obtained for UASFE-cp with Ne = 2 elements and Ns = 5
samples. The phase φk(t) is a slightly curved function of time, which indicates that
the frequency of the response is a function of time. The time-independent description
of the samples of UASFE-ti in terms of a constant frequency and shape function is
not able to parameterize the samples xk(t) as shown in Figure 7.10b for x0 = 1.4.
The UASFE-ti parameterization captures the sample close to t = tmax, since the time-
independent parameterization is based on the last complete cycle, but it is unable to
match the sample in the whole time domain.
Since the UASFE-ti parameterization is unable to model the samples xk(t), one
cannot expect UASFE-ti to resolve the correct behavior of the mean µx(t) and standard
deviation σx(t) as demonstrated in Figure 7.11. The UASFE-cp solution for Ne = 4
elements and Ns = 9 samples has converged up to δNe = 1 · 10−2 and matches the
Monte Carlo results withNs = 1000 samples up to a maximum error of ε = 7.3 ·10−4.
The mean µx(t) is initially a fast decaying oscillation for t ∈ [0, 40] and later a slower
decaying oscillation towards the fixed point x = 1. The standard deviation σx(t)
shows a more irregular oscillatory behavior from the random initial condition x0(ω)
with standard deviation σx0 = 0.029 at t = 0 to a maximum of σx = 0.31 at t = 14.8,
after which it decays due to damping δ. This corresponds to a maximal amplification
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Figure 7.11: Results of UASFE-cp and UASFE-ti with Ne = 4 elements and Ns = 9
samples compared to those of Monte Carlo simulation with Ns = 1000 for the damped
Duffing oscillator with random initial condition x0(ω).
of the initial standard deviation σx0 by a factor 10.7.
7.3.2.3 Combined randomness in initial condition x0(ω) and damping δ(ω)
Considering next to random initial condition x0(ω) also randomness in damping pa-
rameter δ(ω) results in a two-dimensional probability space. The two-dimensional
UASFE-cp response surface approximation of x(ω, t) as function of random parame-
ters x0(ω) and δ(ω) at t = 50 is shown in Figure 7.12a for a UASFE-cp grid Ne = 16
elements and Ns = 45 samples, see Figure 7.13. The approximation is compared to
that of Monte Carlo simulation based on Ns = 104 samples in Figure 7.12b. The
UASFE-cp results are converged up to δNe = 2 · 10−2 and have a maximum error
with respect to the Monte Carlo results of ε = 3.1 · 10−3. The response surface shows
an oscillatory behavior which is not aligned with one of the axes. For low values of
damping δ(ω) the response is sensitive to variations in initial condition x0(ω) as x(ω)
alternately reaches values below 0.4 and above 1.2. As damping δ(ω) increases the re-
sponse surface gets less oscillatory and x(ω) approaches fixed point x = 1. UASFE-cp
captures this behavior accurately while the number of samples has been reduced with
two orders of magnitude compared to Monte Carlo simulation.
The resulting time histories for the mean µx(t) and standard deviation σx(t) by
UASFE-cp match those of Monte Carlo simulation as well, see Figure 7.14. Compared
to the results of Figure 7.11 for random initial condition x0(ω) in combination with
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Figure 7.12: Response surface x(ω, t) at t = 50 as function of random initial condition
x0(ω) and damping δ(ω) by UASFE-cp with Ne = 16 elements, Ns = 45 samples,
and Nesub = 44 post-processing subelements compared to Monte Carlo simulation
with Ns = 104 for the damped Duffing oscillator.
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Figure 7.13: UASFE-cp grid in two-dimensional parameter space x0(ω)–δ(ω) with
Ne = 16 elements and Ns = 45 samples given by the dots for the damped Duffing
oscillator.
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Figure 7.14: Results of UASFE-cp and UASFE-ti withNe = 16 elements andNs = 45
samples compared to those of Monte Carlo simulation with Ns = 104 for the damped
Duffing oscillator with random initial condition x0(ω) and damping δ(ω).
deterministic damping parameter δ = 0.02, the oscillations in the mean µx(t) decay
faster with time, see Figure 7.14a. This is caused by the higher mean value of the
random damping parameter µδ = 0.05 than its deterministic value. A similar effect
can be observed in the time history of the standard deviation σx(t), which reaches a
maximum of σx = 0.25 at t = 14.5 compared to σx = 0.31 for case with deterministic
damping. This illustrates that the combined effect of multiple random parameters is
not necessarily larger than that of a single parameter, especially when the mean of one
of the parameters does not correspond to its deterministic value. The samples up to
tmax = 100 result in a smaller UASFE-cp approximation interval of t ∈ [0; 72.4] than
t ∈ [0; 97.5] in the one-dimensional case due to larger phase differences between the
larger number of samples in the elements. In order to obtain an approximation of the
stochastic solution in a larger time domain, longer deterministic simulations can be
performed up to a later tmax.
7.3.3 Stochastic bifurcation behavior of an elastically mounted air-
foil
A special class of responses that cannot be represented by time-independent parame-
terization consists of responses with a transient part. An application of practical inter-
est with transient behavior is the (post-)bifurcation analysis of an elastically mounted
airfoil with nonlinear structural stiffness. The governing equations for a two-degree-
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of-freedom airfoil in an inviscid flow are outlined in section 7.3.3.1. In section 7.3.3.2
the effect of randomness in the ratio of natural frequencies ω(ω) at the deterministic
bifurcation point is studied. The P-bifurcation behavior of the probability distribution
of the system response is analyzed in section 7.3.3.3.
7.3.3.1 Governing equations
The nonlinear structural stiffness is modeled by a cubic spring stiffness term in the
following two-degree-of-freedom model for coupled pitch and plunge motion of the
airfoil [25]:
ξ′′ + xαα
′′ +
( ω¯
U∗
)2
(ξ + βξξ
3) = − 1
piµ
Cl(τ), (7.5)
xα
r2α
ξ′′ + α′′ +
1
U∗2
(α+ βαα
3) =
2
piµr2α
Cm(τ), (7.6)
where βξ = 0m−2 and βα = 3rad−2 are nonlinear spring constants, ξ(τ) = h/b is
the nondimensional plunge displacement of the elastic axis, see Figure 7.15a, α(τ)
is the pitch angle, and (′) denotes differentiation with respect to nondimensional time
τ = Ut/b, with half-chord length b = c/2 = 0.5m and free stream velocity U =
103.6m/s, which corresponds to a Mach number of M∞ = 0.3 for free stream density
ρ∞ = 0.12kg/m3 and pressure p∞ = 1.0 · 105Pa. The radius of gyration around the
elastic axis is rαb = 0.25m, bifurcation parameter U∗ is defined as U∗ = U/(bωα),
and the airfoil-air mass ratio is µ = m/piρ∞b2 = 100, with m the airfoil mass. The
elastic axis is located at a distance ahb = −0.25m from the mid-chord position and the
mass center is located at a distance xαb = 0.125m from the elastic axis. These values
for the structural parameters are taken from [49]. Randomness is introduced in the ratio
of natural frequencies ω(ω) = ωξ/ωα, with ωξ and ωα the natural frequencies of the
airfoil in pitch and plunge, respectively. The randomness is described by a symmetric
unimodal beta distribution with parameters β1 = β2 = 2 around a mean of µω = 0.2
in the domain ω(ω) ∈ [0.15; 0.25].
The nondimensional aerodynamic lift and moment coefficients, Cl(τ) and Cm(τ),
are determined by solving the nonlinear Euler equations for inviscid flow [15] using a
second-order finite volume scheme on an unstructured hexahedral mesh with 7.5 · 103
volumes in spatial domain D with dimensions 30c × 20c. An Arbitrary Lagrangian-
Eulerian formulation is employed to couple the fluid mesh with the movement of the
structure. The fluid mesh is deformed using radial basis function interpolation of the
boundary displacements [9]. Time integration is performed using the BDF-2 method
with stepsize ∆τ = 0.4 until τmax = 1000. Initially the airfoil is at rest at a deflection
of α(0) = 0.1deg and ξ(0) = 0 from its equilibrium position. The initial condition
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Figure 7.15: The elastically mounted airfoil in uniform Euler flow.
of the flow field is given by the steady state solution for the initial deflection shown
in Figure 7.15b in terms of the static pressure p. The output of interest is the angle of
attack α(τ, ω). The plunge deflection ξ(τ, ω) gives equivalent results.
In the deterministic case, the airfoil exhibits an oscillation which either decays to
zero or diverges until it reaches a limit cycle oscillation after a transient, depending on
the value of bifurcation parameter U∗. The deterministic bifurcation behavior of the
system for the mean frequency ratio µω is given in Figure 7.16 in terms of the amplitude
Aα of pitch angle α(τ) as function of normalized bifurcation parameter U∗/U∗L. The
linear flutter point U∗L is determined numerically by a trial and error procedure for
the linear system with βα = 0. The location of the flutter point U∗/U∗L = 1 is not
affected by the nonlinear term, since the onset of flutter is a linear phenomenon. For
U∗/U∗L = 1 the response is a linearly stable periodic motion of which the amplitudeAα
is approximately equal to the initial condition α(0). The system shows a supercritical
Hopf-bifurcation with zero amplitudes Aα below the flutter point for U∗/U∗L < 1 and
finite amplitudes Aα increasing with U∗/U∗L for U∗/U∗L > 1. In the next section the
effect of randomness in ω(ω) on the response at the deterministic bifurcation point
U∗/U∗L = 1 is resolved. The stochastic system bifurcation as function of bifurcation
parameter U∗/U∗L is analyzed in section 7.3.3.3.
7.3.3.2 Transient behavior captured
The large effect of randomness in the frequency ratio ω(ω) on the linearly stable re-
sponse in the deterministic bifurcation point is illustrated by the Nsini = 3 initial sam-
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Figure 7.16: Deterministic bifurcation diagram of the elastically mounted airfoil.
ples for ωk ∈ {0.15; 0.2; 0.25} in Figure 7.17. Sample αk(τ) for the mean value of
the frequency ratio µω = 0.2 is periodic with amplitude Aα ≈ α(0) as expected. De-
creasing the frequency ratio to ω = 0.15 results in a qualitative change to a damped re-
sponse. On the other hand, increasing ω to 0.25 leads to the onset of unstable behavior,
which a single deterministic simulation for the mean value µω would have missed. The
corresponding realization shows a transient diverging oscillation until τ = 400 where
it reaches a periodic limit cycle oscillation with a constant amplitude of Aα = 8.0deg
due the hard spring structural nonlinearity. The system, therefore, shows a supercritical
Hopf bifurcation as function of ω(ω) as well.
The effect of the transient behavior of part of the realizations on the time histories
of the mean µα(τ) and standard deviation σα(τ) is shown in Figure 7.18 for UASFE-
cp withNe = 5 andNe = 10 elements. The results are compared to those of UASFE-ti
withNe = 10. In contrast to the other examples, in this case the mean µα(τ) is initially
a diverging oscillation due to diverging transient oscillation of part of the realizations.
For τ > 600 the mean shows a decaying oscillation due to the effect of ω(ω) on the
frequency of the response in combination with the constant limit cycle oscillation am-
plitude of the post-flutter realizations beyond their transient. The transient contributes
also to the fast initial increase of the standard deviation σα(τ) to 2.3deg at τ ≈ 1000,
which is more than a factor 20 larger than the deterministic amplitudeAα ≈ 0.1deg of
the periodic oscillation for µω. The successive UASFE-cp approximations for Ne = 5
and Ne = 10 elements display the convergence of the adaptive refinement. It has been
verified that it requires Ne = 16 elements to obtain a comparable degree of conver-
gence using uniform grid refinement. The adaptive refinement, therefore, results here
in a 36% reduction of the required number of samples from Ns = 33 to Ns = 21. The
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Figure 7.17: The initial Nsini = 3 samples of UASFE-cp with Neini = 1 element for
the elastically mounted airfoil.
UASFE-ti formulation does not predict the initial increase of µα(τ) and σα(τ), since
it is unable to model the transient behavior of the samples αk(τ). The large errors
in the UASFE-ti approximation compared to the UASFE-cp results demonstrate the
importance of capturing transient behavior.
7.3.3.3 Stochastic bifurcation behavior
By repeating the preceding analysis for a range of values of bifurcation parameter
U∗/U∗L, the stochastic bifurcation behavior of the system can be explored. Due to
the random frequency ratio ω(ω), the system bifurcation can no longer be described by
a single deterministic flutter point, but rather by a P-bifurcation region for the proba-
bility distribution. The response surface approximation of α(ω) at τ = 800 as func-
tion of ω(ω) for U∗/U∗L ∈ [0.95; 1.05] is shown in Figure 7.19. The bifurcation of
the probability distribution as function of U∗/U∗L is here the primary output of inter-
est. The two-dimensional surface of Figure 7.19 is, therefore, constructed using one-
dimensional approximations as function of ω(ω) at discrete steps ∆U∗/U∗L = 0.0125
given by the black lines instead of a full two-dimensional response surface approxi-
mation. A bifurcation line in the ω-U∗/U∗L plane can clearly be identified between
(ω,U∗/U∗L) = (0.25; 0.975) and (ω,U∗/U∗L) = (0.15; 1.025). For lower values
of ω(ω) and U∗/U∗L the response is a pre-bifurcation decaying oscillation which re-
sults at τ = 800 in a pitch angle α(ω) close to zero. The bifurcation region starts
at U∗/U∗L = 0.975 for ω = 0.25 and extends to U∗/U∗L = 1.025, after which
the system develops a fully oscillatory response. In the post-bifurcation domain for
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Figure 7.18: Results of UASFE-cp with Ne = 5 elements and Ns = 11 samples, and
Ne = 10 and Ns = 21 compared to those of UASFE-ti with Ne = 10 and Ns = 21 for
the elastically mounted airfoil with U∗/U∗L = 1.
U∗/U∗L > 1.025 the maximum deflection |α(ω)| continues to increase with increasing
U∗/U∗L.
These results are reflected in the P-bifurcation behavior of the cumulative probabil-
ity distribution function of |α(ω)| at the discrete values of U∗/U∗L and τ = 800 in Fig-
ure 7.20. The cumulative distribution is shown here since it enables quantitative obser-
vations about the probability of flutter. The solutions based on two different grids with
Ne and ⌊Ne/2⌋ elements as used in the convergence criterion are shown to display the
convergence of the approximations. In order to capture the stochastic bifurcation the
required number of elementsNe is in the bifurcation region ofU∗/U∗L ∈ [0.975; 1.025]
up to 5 times larger than in the pre- or post-bifurcation domain. In the pre- as well as
the post-bifurcation range a discretization with a single element is actually already suf-
ficient.
When we define the bifurcation point as the absolute pitch angle |α(ω)| which cor-
responds to a 50% probability of flutter at the deterministic flutter point U∗/U∗L = 1 in
Figure 7.20e, then we can determine the probability of flutter as function of bifurcation
parameter U∗/U∗L. The pre-bifurcation domain of U∗/U∗L < 0.975 shows a 100%
probability of a damped response in Figures 7.20a and 7.20b. The 3.8% probability of
post-flutter behavior at U∗/U∗L = 0.975 indicates the start of the P-bifurcation. The
probability of flutter increases further with increasing U∗/U∗L to 24.2% and 94.5% at
U∗/U∗L = 0.9875 and U∗/U∗L = 1.0125, respectively. The maximal possible pitch
angle |α(ω)| continues to increase with U∗/U∗L in the post-bifurcation domain for
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Figure 7.19: Response surface approximation of α(ω) at τ = 800 as function of ran-
dom ω(ω) and bifurcation parameterU∗/U∗L by UASFE-cp for the elastically mounted
airfoil.
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Figure 7.20: Cumulative probability distribution of absolute pitch angle |α(ω)| for
U∗/U∗L ∈ [0.95; 1.05] at τ = 800 for the elastically mounted airfoil.
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U∗/U∗L ≥ 1.025, in which the probability of flutter is larger than 99.5%. These re-
sults indicate that based on the assumed input probability distribution the acceptance
of 24.2%, 3.8%, or 0% probability of flutter would reduce the location of the stochastic
bifurcation point by 1.25%, 2.5%, or 3.75% compared to its deterministic position, re-
spectively. The availability of this quantitative probabilistic information can be utilized
in practice in reducing the safety factors in actual designs.
A typical P-bifurcation can also be recognized in the evolution of the probability
density of amplitude Aα(ω) for increasing U∗/U∗L at τ = 800 in Figure 7.21. In the
pre-bifurcation domain of U∗/U∗L < 0.975 the probability density resembles a Dirac
delta function at Aα = 0. At U∗/U∗L = 0.9875 the probability still has a maximum
at Aα = 0 and decays monotonically to zero for positive values of Aα. The prob-
ability density develops a local maximum at a positive amplitude Aα = 5.7deg for
U∗/U∗L = 1. The local maximum increases and occurs at increasing values of Aα
until it turns into the global most probable point at U∗/U∗L = 1.025. In the post-
bifurcation domain of U∗/U∗L ≥ 1.025 the unimodal probability density function al-
lows for positive Aα values only. The increased insight into the bifurcation behavior
of the elastically mounted airfoil through these detailed stochastic results demonstrates
the additional value of a stochastic analysis compared to a deterministic simulation for
complex physical systems.
7.4 Summary
An Unsteady Adaptive Stochastic Finite Elements formulation based on interpolation
at constant phase (UASFE-cp) is developed to further improve the accuracy and extend
the applicability of UASFE based on time-independent parameterization (UASFE-ti).
UASFE-ti already achieves a constant accuracy in time with a constant number of sam-
ples for resolving the effect of random parameters in unsteady simulations. In addition
to the constant number of samples, interpolation at constant phase (1) eliminates the
parameterization error of the time-independent parameterization, which improves the
convergence behavior; (2) resolves time-dependent functionals, which cannot be mod-
eled by the parameterization; and (3) captures transient behavior of the samples, which
is an important special case of time-dependent functionals. The proposed UASFE-cp
approach is based on scaling sampled oscillatory time series with their phase and per-
forming the uncertainty quantification interpolation of the samples at constant phase in-
stead of at constant time. This eliminates the effect of increasing phase differences with
time, which results for other methods usually in a fast increasing number of samples
with time. UASFE-cp can be applied to problems in which the phase of the oscillatory
samples is well-defined.
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Figure 7.21: Probability density of amplitude Aα(ω) for U∗/U∗L ∈ [0.95; 1.05] at
τ = 800 for the elastically mounted airfoil.
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The three points mentioned above are illustrated in applications of UASFE-cp to
a mass-spring-damper system, the damped nonlinear Duffing oscillator, and an elasti-
cally mounted airfoil with nonlinear structural stiffness subject to random input param-
eters. Results for different types of probability distributions are compared to those of
UASFE-ti and Monte Carlo simulations. For the mass-spring-damper system, UASFE-
cp shows a fourth-order linear error convergence rate, while the error convergence of
UASFE-ti is limited by the parameterization error. The importance of resolving the
effect of random parameters in unsteady problems is illustrated by the maximum am-
plification of the input standard deviation by a factor 10.7 in the damped nonlinear
Duffing oscillator. UASFE-cp results match those of Monte Carlo for two random in-
put parameters in the Duffing system, while reducing the number of samples by two
orders of magnitude to Ns = 45. UASFE-ti is in this problem unable to resolve the
time-independent functionals of the response of the damped nonlinear system.
The results for the elastically mounted airfoil demonstrate that randomness in the
frequency ratio ω(ω) can leads to the onset of unstable behavior, which a single de-
terministic simulation for mean value µω would have missed. The UASFE-ti formu-
lation does not capture the fast initial amplification of the standard deviation σα(τ) of
the pitch angle α(ω) caused by the transient behavior of the samples to more than a
20 times its deterministic amplitude. The adaptive refinement of UASFE-cp results,
for this problem, in a 36% reduction of the required number of samples to Ns = 21
compared to uniform grid refinement. The bifurcation of the cumulative probability
distribution of the absolute pitch angle |α(ω)| shows that due to the random ω(ω) a
2.5% reduction of the flutter boundary compared to its deterministic location still re-
sults in a 3.8% probability of flutter. A stochastic bifurcation analysis of the probability
density of pitch amplitudeAα(ω) reveals a typical P-bifurcation behavior from a Dirac
delta function at zero amplitude to a unimodal probability density function for positive
amplitudes.
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Chapter 8
Unsteady Adaptive Stochastic
Finite Elements for
multi-frequency aeroelastic
responses
The interpolation of the samples at constant phase limits the application of the UASFE
formulation developed in the previous chapter to single-frequency responses of which
the phase is well-defined. The fluid-structure interaction of continuous structures, how-
ever, naturally contains multiple frequencies. In this chapter, the UASFE method based
on interpolation at constant phase is extended to multi-frequency responses and contin-
uous structures by employing a wavelet decomposition pre-processing step. The effect
of randomness on the multi-mode signal is then resolved by applying UASFE inter-
polation to the single-frequency components obtained by the wavelet decomposition.
Results for multi-frequency responses and continuous structures show a 3 orders of
magnitude reduction of computational costs compared to Monte Carlo simulations in a
harmonically forced oscillator, a flutter panel problem, and the three-dimensional tran-
sonic AGARD 445.6 wing aeroelastic benchmark subject to random fields and random
parameters with various probability distributions.
Based on: J.A.S. Witteveen, H. Bijl, Effect of randomness on multi-frequency aeroelastic responses resolved
by Unsteady Adaptive Stochastic Finite Elements, J. Comput. Phys. (2009) submitted.
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8.1 Introduction
In this chapter the Unsteady Adaptive Stochastic Finite Elements framework is further
extended to resolve the effect of randomness on multi-frequency aeroelastic responses
by employing a wavelet decomposition. The multi-frequency samples are first con-
verted into their single-frequency components in a standard wavelet decomposition
pre-processing step. The effect of the physical variations on the different frequency
components is then resolved using UASFE interpolation of the single-frequency sig-
nals at constant phase. The final effect of the randomness on the multi-frequency re-
sponse is obtained by summing the contributions of the single-frequency components.
The multi-frequency response of a continuous structure is first projected onto either the
nodal basis of a finite elements discretization or the modal basis of the natural modes
of the structure in vacuum, before the wavelet decomposition is performed.
The proposed UASFE formulation for multi-frequency responses is developed in
section 8.2. The effect of randomness on the multi-frequency response of a single-
degree-of-freedom mass-spring system with harmonic external forcing is resolved and
the error convergence is assessed in section 8.3.1. In section 8.3.2 the stochastic multi-
frequency response of a continuous panel structure in supersonic flow is analyzed us-
ing a modal projection of the structural response. The three-dimensional transonic
AGARD 445.6 wing subject to random free stream flow conditions is studied in sec-
tion 8.3.3. A nodal representation of the continuous structure shows based on the tip-
node displacement that the randomness causes a non-zero probability of flutter. The
results for input random fields and random parameters with various probability distri-
butions are compared to those of Monte Carlo simulations. This chapter is concluded
in section 8.4.
8.2 Unsteady Adaptive Stochastic Finite Elements for
multi-frequency responses
The wavelet decomposition of multi-frequency time series is briefly reviewed in sec-
tion 8.2.1. In section 8.2.2 the procedure for multi-frequency responses of continuous
structures is detailed. The UASFE interpolation of the single-frequency components
is developed in section 8.2.3. The resulting UASFE algorithm for multi-frequency re-
sponses is summarized in section 8.2.4.
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8.2.1 Wavelet decomposition of multi-frequency signals
Assume that dynamical system (1.1)
L(x, t;u(x, t, ω)) = S(x, t), (8.1)
results in an oscillatory response u(x, t, ω), which consists of multiple frequency com-
ponents. The stochastic behavior of multi-frequency response u(x, t, ω) is resolved
using UASFE by computing Ns deterministic samples ui(x, t) for varying parameter
values ai, with i = 1, . . . , Ns. The multi-frequency samples ui(x, t) are first de-
composed into their different modes using wavelets [18, 102]. The discrete wavelet
transform of a signal f(t) is given by
f(t) =
∑
a
∑
b
γa,bψa,b(t), (8.2)
with wavelet transform coefficients γa,b and wavelet
ψa,b(t) =
1√
a
Ψ
(
t− b
a
)
, (8.3)
scaled and translated versions of the mother waveletΨ(t), with positive scale parameter
a and real shift parameter b. The discrete wavelet transform is used here to divide the
multi-frequency samples ui(t) into Nf single-frequency components u˜i,k(t)
ui(t) =
Nf∑
k=1
u˜i,k(t), (8.4)
see Figure 8.1. The argument x has been dropped here for convenience in the nota-
tion. UASFE interpolation of the single-frequency signals u˜i,k(t) is then performed to
resolve the effect of the randomness on the different frequency components given by
the functions u˜k(t, ω). In order to obtain an approximation of the stochastic behav-
ior of the multi-frequency response u(t, ω) the contributions of the different frequency
components are summed
u(t, ω) =
Nf∑
k=1
u˜k(t, ω), (8.5)
from which the probability distribution and statistical moments of the output, e.g.
mean µu(t) and standard deviation σu(t), can be determined using sorting and numer-
ical integration. In order to effectively decompose a multi-mode signal using wavelet
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Figure 8.1: Decomposition of multi-frequency samples ui(t) into single-frequency
components.
transformation, the different frequencies need to be sufficiently distinct. The wavelet
decomposition is performed using the Matlab Wavelet Toolbox. In the applications
Coifman’s wavelets [16] are employed, which give the best results for the considered
examples.
8.2.2 Treatment of continuous structures
Continuous structures in vacuum exhibit in general a multi-frequency response in terms
of their natural modes and natural frequencies. The coupling of the structure with a
flow field in a fluid-structure interaction alters the eigenmodes of the complete system.
Usually the natural modes and frequencies of the coupled system are unknown due to
the nonlinearity of the flow. Therefore, both a nodal and a modal description of the
structural response in terms of, respectively, the degrees-of-freedom of a finite element
discretization or the natural modes of the structure in vacuum result in multi-frequency
signals. The nodal description results in multi-frequency responses due to the multiple
natural frequencies of the system. The modal description gives rise to multi-frequency
signals due to the change of the natural modes and frequencies of the system caused by
the coupling with the flow.
The stochastic response of a continuous structure is analyzed by, firstly, projecting
the sampled responses ui(t) onto either a nodal or modal basis, resulting in multi-
frequency signals ui,j(t) with j = 1, . . . , NDOF and NDOF the number of degrees-of-
freedom of the discretized structure. Secondly, the multi-frequency nodal or modal re-
sponse signals ui,j(t) are decomposed into their single-frequency components u˜i,j,k(t),
with k = 1, . . . , Nf , using the wavelet analysis based on (8.2) and (8.3). UASFE in-
terpolation is then, thirdly, performed for the single-frequency components u˜i,j,k(t) of
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the nodal or modal response to obtain u˜j,k(t, ω). Finally, the UASFE results for the
components u˜j,k(t, ω) are summed together
u(t, ω) =
NDOF∑
j=1
Nf∑
k=1
u˜j,k(t, ω), (8.6)
to determine the stochastic response surface u(t, ω).
8.2.3 Unsteady Adaptive Stochastic Finite Elements sampling in-
terpolation
The single-frequency signals u˜i,j,k(t) which result from the wavelet decomposition of
multi-frequency signals ui,j(t) are interpolated using Unsteady Adaptive Stochastic Fi-
nite Elements (UASFE) with interpolation of the samples at constant phase developed
in chapter 7. The values of the n random parameters a(ω) for the Ns deterministic
computations are selected using a non-intrusive Adaptive Stochastic Finite Elements
(ASFE) method based on Newton-Cotes quadrature points in simplex elements devel-
oped in chapter 4. The ASFE formulation employs a piecewise quadratic approxima-
tion of the response surface by dividing parameter space A into Ne simplex elements
Al with l = 1, . . . , Ne. The quadratic approximation in the elements is constructed by
performing deterministic solves for the values of the random parameters a(ω) that cor-
respond to the
(
n+2
2
)
second-degree Newton-Cotes quadrature points in the elements
shown in the two-dimensional example of Figure 7.2a. The formulation can geometri-
cally be extended to arbitrarily higher-dimensional parameter spaces A.
The single-frequency signals u˜i,j,k(t) are interpolated at constant phase by scal-
ing them with their phase φi,j,k(t) to u˜∗i,j,k(φi,j,k(t)). The time series of the phases
φi,j,k(t) and the scaled signals u˜∗i,j,k(φi,j,k(t)) are interpolated using the piecewise
quadratic interpolation of ASFE to the functions φj,k(t, ω) and u˜∗j,k(φj,k(t, ω), ω), re-
spectively. The result of the ASFE interpolation u˜∗j,k(φj,k(t, ω), ω) is scaled back to
a function of time u˜j,k(t, ω) using φj,k(t, ω). The approximation of the stochastic
response surface u(t, ω) is finally obtained by summing the contributions of the single-
frequency components u˜j,k(t, ω) according to (8.6).
The phase φi,j,k(t) is extracted from the single-frequency signals using a trial-
and-error procedure based on the local extrema of the time series u˜i,j,k(t) detailed in
Chapter 7. The UASFE interpolation is restricted to the time domain that corresponds
to the range of phases that is reached by all samples in each of the elements. UASFE
can be applied to problems in which the phase of the single-frequency signals u˜i,j,k(t)
is well-defined. In other cases the ASFE interpolation is applied directly to the samples
ui(t).
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The initial discretization of parameter spaceA consisting of the minimum ofNeini =
n! simplex elements and Nsini = 3n samples, see Figure 7.2b, is adaptively refined as
illustrated in Figure 7.2c. The refinement measure ρl in element Al is the total of the
absolute eigenvalues of the Hessians of the quadratic approximations of φj,k(t, ω) and
u˜∗j,k(φj,k(t, ω), ω) for j = 1, . . . , NDOF and k = 1, . . . , Nf weighted by the proba-
bility contained by element Al. The stochastic grid refinement is terminated when a
convergence criterion for the approximation δNe of the mean µu(t) and standard devia-
tion σu(t) defined in chapter 6 is reached or when a threshold for the maximum number
of samples N¯s is exceeded.
8.2.4 Algorithm summary
The resulting Unsteady Adaptive Stochastic Finite Elements algorithm for resolving
the effect of random parameters on fluid-structure interaction systems with multi-frequency
responses and continuous structures is listed below:
1. Compute the deterministic system responses ui(t) by solving (8.1) for the pa-
rameter values ai corresponding to the quadrature points in the initial stochastic
grid for i = 1, . . . , Nsini ;
2. Project the deterministic responses of the continuous structure onto a nodal finite
element representation or onto the natural modes of the structure in vacuum,
which results in the time series ui,j(t) with j = 1, . . . , NDOF;
3. Decompose the multi-frequency signals ui,j(t) into single-frequency compo-
nents u˜i,j,k(t) using wavelet decomposition based on Equations (8.2) and (8.3);
4. Interpolate the single-frequency time series u˜i,j,k(t) to the functions u˜j,k(t, ω)
using UASFE interpolation of the signals u˜i,j,k(t) at constant phase;
5. Determine the stochastic response surface u(t, ω) by summing the contributions
of the single frequency components u˜j,k(t, ω) according to Equation (8.6);
6. Refine the element of the stochastic grid with the largest value of refinement
measure ρl with l = 1, . . . , Neini ;
7. Repeat steps 1 to 6 for the parameter values ai corresponding to the new quadra-
ture points in the refined element with i = Nsold + 1, . . . , Nsnew ;
8. Stop the adaptive stochastic grid refinement based on convergence of the mean
µu(t) and standard deviation σu(t), or threshold N¯s for the maximum number of
samples.
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K M
F(t)
x
Figure 8.2: Forced mass-spring system.
For single-degree-of-freedom structural systems step 2 can obviously be omitted.
8.3 Results
The UASFE method is applied to multi-frequency signals and continuous structures in
a harmonically forced oscillator in section 8.3.1, a flutter panel in section 8.3.2, and the
transonic three-dimensional AGARD 445.6 wing in section 8.3.3. The results are com-
pared to those of converged Monte Carlo simulations with evenly spaced realizations
in sample space ω ∈ [0, 1].
8.3.1 Harmonically forced oscillator
The mass-spring system with a harmonic forcing as described in section 8.3.1.1 is a
simple model problem for a structural system with aerodynamic forcing. The resulting
multi-frequency response contains the forcing frequency and the natural frequency of
the structure. The effect of a random spring stiffness on the multi-frequency response
is resolved in section 8.3.1.2. In section 8.3.1.3 the effect of independent randomness
in a combination of spring stiffness and forcing frequency is studied.
8.3.1.1 Forced mass-spring system
The forced mass-spring system of Figure 8.2 is governed by
M
∂2x
∂t2
+K(ω)x = AF sinωF(ω)t, t ∈ [0,∞), (8.7)
with initial conditions x(0) = 0 and ∂x/∂t(0) = 0 for the position and velocity of
mass M = 1, and forcing amplitude AF = 1. Randomness is assumed in the posi-
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tive parameters spring stiffness K(ω) and forcing frequency ωF(ω) given by truncated
lognormal distributions with mean values µK = 1 and µωF = 5 and coefficients of
variation of 10%. The forcing frequency ωF has been chosen here to differ sufficiently
from the structural eigenfrequency for the mean structural stiffness
√
µK/M = 1 for
the wavelet decomposition to be effective. The tails of the probability distribution are
truncated such that the resolved parameter domain accounts for 99.8% of the realiza-
tions as is common for multi-element methods. The resulting 0.2% truncation error is
small compared to the usual discretization and time integration errors in engineering
simulations. The Nf = 2 frequencies in the time evolution of x(t, ω) can clearly be
recognized in the analytical solution of (8.7)
x(t, ω) =
AF
K(ω)−MωF(ω)2
(
sinωF(ω)t− ωF(ω)√
K(ω)/M
sin
√
K(ω)
M
t
)
. (8.8)
The frequency of the first sinusoidal term equals the forcing frequency ωF and the
second term is governed by the natural frequency of the structure
√
K(ω)/M . Analyt-
ical solution (8.8) is evaluated at discrete time levels tm = m∆t, with m = 0, . . . , Nt,
Nt = tmax/∆t, and ∆t = 0.01 for the results to be comparable with those of problems
solved by numerical time integration. The samples are computed until tmax = 100 to
determine the stochastic solution until t = 50. The considered time interval corre-
sponds to approximately 80 and 16 periods for the mean harmonic forcing frequency
µωF and the structural eigenfrequency for the mean value of the stiffness µK, respec-
tively.
8.3.1.2 Multi-frequency response resolved
First randomness is assumed in the spring-stiffnessK(ω) in combination with the mean
value of the forcing frequency µωF . According to analytical solution (8.8),K(ω) influ-
ences the frequency and amplitude of the second sinusoidal term originating from the
eigenmotion of the structure. The randomness has no effect on the frequency and only
a small effect on the amplitude of the term induced by the forcing. These observations
are illustrated by the Ns = 3 samples of the initial UASFE discretization of probabil-
ity space with Ne = 1 element for t = [0, 20] in Figure 8.3a. The multi-frequency
responses consist of a varying large amplitude and low frequency eigenmotion super-
imposed with a small amplitude and constant forcing frequency signal. It is essential
to decompose these multi-frequency signals into single-frequency components, since
the phase of the samples is determined by the UASFE algorithm by identifying periods
of oscillation based on the continuation of the signal after a local maximum.
The separate frequency components can be recognized in the level 7 wavelet de-
composition of the samples xi(t) into two single-frequency signals x˜i,k(t) shown in
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(a) samples xi(t)
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(b) decomposed samples x˜i,1(t)
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(c) decomposed samples x˜i,2(t)
0 10 20 30 40 50
−0.25
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2
0.25
phase φi
1
fir
st
 s
am
pl
ed
 m
od
e 
x i 1
 
 
i=1 i=2 i=3
(d) decomposed samples x˜∗i,1(φi,1)
Figure 8.3: The Ns = 3 samples of UASFE with Ne = 1 element for the harmonically
forced oscillator with random K(ω).
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Figure 8.4: Results for the harmonically forced oscillator with random K(ω).
Figures 8.3b and 8.3c. It can be seen that the wavelet decomposition does not exactly
reconstruct the single-frequency components as periodic sinusoidal functions. This
results in a slightly different decomposition of each sample, which can affect the con-
vergence behavior of the method. These effects decrease as the difference between
the frequencies increases. The UASFE interpolation of the samples is performed at
constant phase φ after extracting the phase as function of time φi,k(t) from the single-
frequency signals x˜i,k(t). In Figure 8.3d the single-frequency signals as function of
their phase x˜∗i,k(φi,1) are shown for j = 1. It can be observed that scaling the signals
x˜i,k(t) with their phase φi,k(t) eliminates the effect of the increasing phase differences
with time, which results in the time-independent accuracy of UASFE. For j = 2 the
plot of the single-frequency signals in terms of their phase x˜∗i,2(φi,2) resembles that
of the time histories x˜i,2(t) of Figure 8.3c, since their frequency is not affected by the
randomness in K(ω).
Combining the UASFE interpolations of the decomposed single-frequency compo-
nents x˜k(t, ω) according to (8.5) results in the approximation of the mean µx(t) and
standard deviation σx(t) given in Figure 8.4 for Ne = 1 and Ns = 3. The results
match those of a converged Monte Carlo simulation with Ns = 1000 samples up to a
maximum error of ε = 3.4 · 10−2, while reducing the computational costs in terms of
the number of deterministic solves by 3 orders of magnitude.
In the time history of the mean µx(t) the two frequency components are clearly
present in terms of a decaying low frequency oscillation superimposed by a high fre-
quency periodic oscillation. The low-frequency component with approximately the
natural frequency of the structure decays due the effect of K(ω) on the frequency and
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Figure 8.5: UASFE error convergence for the harmonically forced oscillator with ran-
dom K(ω).
the increasing phase differences between the low-frequency components of the sam-
ples x˜i,1(t). The high-frequency forcing component of µx(t) does not decay with
time, since the forcing frequency is unaffected by K(ω). The mean of this stochastic
multi-frequency response does, therefore, not reach an asymptotically steady value, in
contrast with single-frequency periodic responses subject to a random frequency.
The standard deviation σx(t) shows, on the other hand, the typical behavior of
single-frequency signal with a random frequency and deterministic initial condition.
The initially oscillatory increase to a steady asymptotic value of σx = 0.148 originates
from the effect ofK(ω) on the frequency and amplitude of the eigenmotion component
of the response x˜i,1(t). The forcing component x˜i,1(t) does not significantly contribute
to σx(t), since K(ω) has only a small effect on the amplitude on the forcing mode.
In Figure 8.5 the error convergence of UASFE based on the components of analyti-
cal solution (8.8) is given. The relative maximum error in the mean µx(t) and standard
deviation σx(t) with respect to the Monte Carlo reference solution are shown. The
UASFE discretization maintains asymptotically a fourth-order error convergence also
for multi-frequency responses, which is in accordance with the underlying Adaptive
Stochastic Finite Elements method based on second-degree Newton-Cotes quadrature
of Chapter 4.
8.3.1.3 Combination of randomness in structure and forcing
Randomness in an independent combination of spring stiffness K(ω) and forcing fre-
quency ωF(ω) results in a qualitatively different stochastic solution. The UASFE ap-
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Figure 8.6: Results for the harmonically forced oscillator with random K(ω) and
ωF(ω).
proximation of the mean µx(t) and standard deviation σx(t) for Ne = 4 elements and
Ns = 13 given in Figure 8.6 is converged up to δNe = 5 · 10−2. The comparison with
a converged Monte Carlo result based on Ns = 6.3 · 104 samples shows that UASFE
leads to a maximum error of ε = 1.5 · 10−2 while achieving a reduction of samples by
3 orders of magnitude. The large sample size required by the Monte Carlo method to
converge illustrates the complexity of this multi-scale stochastic example. The mean
µx(t) shows for this case a decaying oscillation to zero due to the effect of K(ω) and
ωF(ω) on the frequency of both modes x˜i,1(t) and x˜i,2(t). The contribution of the
high frequency component x˜i,2(t) to µx(t) decays fast and can only be identified for
t < 5. The standard deviation σx(t) shows a more complex initial behavior due to the
additional randomness in ωF(ω). For t > 5 the standard deviation σx(t) is slightly
higher compared to the results for deterministic forcing with an asymptotic value of
σx = 0.154.
8.3.2 Flutter panel
The two-dimensional panel problem is a relatively simple example of a continuous
structure which exhibits a multi-frequency response as a result of aerodynamic loads
[51]. A modal representation of the response of the panel problem described in sec-
tion 8.3.2.1 is used here in terms of the eigenmodes of the structure. The effect of
randomness in the panel density on the energy of the structure is analyzed in sec-
tion 8.3.2.2. In section 8.3.2.3 a random field for the modulus of elasticity of the plate
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Figure 8.7: Two-dimensional flutter panel problem.
is considered.
8.3.2.1 Panel problem
The dynamical behavior of a fully clamped plate subject to a supersonic flow sketched
in Figure 8.7 is a standard test problem in aeroelasticity [21, 100]. The material of
the plate with length L = 1m has a Poisson ratio of νp = 0.35. The air flow with
unperturbed density ρ∞ = 1.225kg/m3 and pressure p∞ = 1.0 · 105Pa has a free
stream Mach number of M∞ = 2.5 and ratio of specific heats γ = 1.4. The effect
of randomness in the density ρp and the modulus of elasticity Ep(x, ω) of the plate
is considered. Parametric randomness is assumed in the plate density ρp given by a
uniform distribution around mean µρp = 2700kg/m3 with coefficient of variation cvρp
of 10%. The randomness in the modulus of elasticity of the plateEp(x, ω) is described
in terms of a random field with local mean µE = 70 · 109Pa and local coefficient
of variation of 0.1% for the linear physical modeling to remain valid. The spatial
correlation is given by the exponential covariance function
C(x1, x2) = e
−
|x1−x2|
Lc , (8.9)
with correlation length Lc = L. The thickness of the plate h = 4.38 · 10−3m is chosen
such that it corresponds to the deterministic flutter point.
The equations of motion of the plate are discretized by a finite element discretiza-
tion with 3 spatial elements with Hermitian basis functions for the nodal displacements
and rotations. Piston theory is used to determine the aerodynamic pressure pu(x, t) on
the upper side of the panel
pu(x, t) = ρ∞c∞
(
∂w
∂t
+ V∞
∂w
∂x
)
, (8.10)
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with vertical plate displacement w(x, t, ω), and free stream speed of sound c∞ and
velocity V∞. First-order relation (8.10) is a valid approximation for supersonic flow
with Mach numbers from 2 to 5 [21]. The discretization of the flow and the structure
results in a matrix equation governing the coupled aeroelastic system
M
∂2u
∂t2
+D
∂u
∂t
+Ku = 0, (8.11)
with u(t, ω) the nodal degrees of freedom of the structure, structural mass matrix M ,
aerodynamic damping matrix D, and stiffness matrix K with a symmetric and asym-
metric contribution of the structure and the flow, respectively. The random field for
the modulus of elasticity Ep(x, ω) is discretized in terms of a finite number of random
parameters using a Karhunen-Loe`ve (KL) expansion [52] truncated after the second
term. Time marching is performed until t = 0.5 using a second-order implicit time
integration scheme with a time step of ∆t = 1 · 10−4.
Since the aerodynamic forces are modeled here using linear piston theory, the
eigenfrequencies and eigenmodes of the coupled fluid-structure system can, in prin-
ciple, be determined. However, this example is used here as a test problem for an
aeroelastic system with, in general, nonlinear aerodynamics. It is, therefore, assumed
in the stochastic analysis that only the eigenmodes of the linear structure in vacuum
are known. The motion of the structure is here described in terms of the structural
eigenmodes. The initial condition is given by the first eigenmode of the plate with a
maximum deflection of 0.01m.
8.3.2.2 Continuous structure analyzed
The difference between the eigenmodes of the structure and those of the coupled fluid-
structure interaction system for the mean values of the random parameters are shown
in Figure 8.8. Due to these differences the initial deflection of the first structural eigen-
mode excites all eigenmodes of the coupled system. In the resulting dynamical re-
sponse the coupled eigenmodes oscillate at their coupled eigenfrequencies, which dif-
fer from the structural natural frequencies as given in Table 8.1. Projecting the plate
motion back onto the structural eigenmodes results in multi-frequency signals for the
dynamical behavior of the plate described in terms of its structural eigenmodes. Also
a nodal description of the structure in terms of the degrees-of-freedom of the finite
element discretization gives rise to multi-frequency signals.
The multi-frequency response of the structural eigenmodes is illustrated in Fig-
ure 8.9 for the example of the velocity component of the fourth eigenmode v4(t)
for randomness in the plate density ρp(ω) and a deterministic modulus of elasticity
Ep = µEp . The Ns = 3 UASFE samples v4i(t) for Ne = 1 element show the effect of
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Figure 8.8: Deterministic eigenmodes of the structure and the coupled fluid-structure
interaction system for the panel problem.
Table 8.1: Deterministic eigenfrequencies of the structure and the coupled fluid-
structure interaction system for the panel problem.
eigenmode eigenfrequency [Hz]
structure fluid-structure
1 24.49 53.81
2 68.05 59.78
3 135.0 133.3
4 255.4 254.8
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Figure 8.9: The Ns = 3 sampled velocity components of the fourth eigenmode v4i(t)
of UASFE with Ne = 1 element for the panel problem with random plate density
ρp(ω).
the randomness on the multi-frequency response up to t = 0.1s. The multi-frequency
signals for the eigenmode deflections and velocities are here decomposed into single-
frequency signals using a level 5 wavelet decomposition.
The influence of the random ρp(ω) on the mean µ(t) and standard deviation σ(t) of
the total energy of the structure is shown in Figure 8.10. Results for the potential and
kinetic energy, U(t, ω) and T (t, ω), of the plate are also given. The UASFE results for
Ne = 1 element and Ns = 3 samples agree up to a maximum error of ε = 7.7 · 10−3
with converged Monte Carlo results based on Ns = 500 samples, while reducing the
computational costs by 2 orders of magnitude. In Figure 8.10a also the deterministic
total structural energy is shown, which exhibits initially a fast increase due to trans-
port of energy from the flow to the structure. The asymptotically periodic oscillation
for the total structural energy illustrates that the deterministic parameter settings corre-
spond to the deterministic flutter point. The mean total energy is initially close to the
deterministic result for t < 0.05. However, for larger t the random ρp(ω) results in
an asymptotically diverging mean total energy. This observation is in correspondence
with the well know fact that randomness can trigger the onset of unstable behavior of
aeroelastic systems. The mean total energy is approximately equally divided between
mean potential and kinetic energy.
Random ρp(ω) results also in an increasing standard deviation for the total, poten-
tial, and kinetic energy of the plate as shown in Figure 8.10b. Initially the variation of
the potential and kinetic energy partially cancel each other, which results in a smaller
standard deviation for the total energy. For t > 0.3 the standard deviation of the total
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Figure 8.10: Results for the panel problem with random plate density ρp(ω).
energy is larger than those of the potential and kinetic energy. The coefficient of varia-
tion of the total energy increases to a value of 62.5% at t = 0.4, which corresponds to
an amplification factor of the input randomness of 6.25.
8.3.2.3 Random field for modulus of elasticity
The random field for the modulus of elasticity Ep(x, ω) results in a different behavior
of the mean and standard deviation of the potential and kinetic energy, U(t, ω) and
T (t, ω), of the plate than random ρp(ω), see Figure 8.11. The mean and the standard
deviation of U(t, ω) and T (t, ω) oscillate alternately between zero and the value of
the mean and standard deviation of the total energy, respectively. This indicates that
the randomness in Ep(x, ω) does not significantly affect the frequency of oscillation
of the plate. The 0.1% variation in the modulus of elasticity has, however, a similar
quantitative influence on the mean and standard deviation of the total energy of the
plate as the 10% variation of ρp(ω). The total energy of the plate is, therefore, 2 orders
of magnitude more sensitive to variation in E(x, ω) than in ρp(ω). The mean and
standard deviation increase in time to a coefficient of variation of 48.5% at t = 0.4,
which corresponds to an amplification factor for the coefficient of variation of 485.
The UASFE results shown for Ne = 8 elements and Ns = 25 samples are con-
verged up to 1 · 10−3. In Figure 8.12 the mean and standard deviation of the total
energy approximation of UASFE are compared to those of Monte Carlo simulation
based on the same Karhunen-Loe`ve expansion as used for UASFE to eliminate the
Karhunen-Loe`ve discretization error. The Monte Carlo results for 103, 104, and 105
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Figure 8.11: Results for the panel problem with random modulus of elasticity field
E(x, ω).
samples converge to the UASFE results, although Monte Carlo simulation with 105
samples has not yet reached the accuracy of UASFE based on Ns = 25 samples. The
comparison for the potential and kinetic energy results in the same observations.
8.3.3 Three-dimensional transonic wing
The transonic AGARD 445.6 wing [120] is a standard benchmark case for the fluid-
structure interaction of a three-dimensional continuous structure. The discretization of
the aeroelastic configuration is described in section 8.3.3.1. In section 8.3.3.2 random-
ness is introduced in the free stream velocity. The stochastic response of the system
and the flutter probability are determined.
8.3.3.1 AGARD 445.6 wing benchmark problem
The AGARD aeroelastic wing configuration number 3 [120] known as the weakened
model is considered here with a NACA 65A004 symmetric airfoil, taper ratio of 0.66,
45o quarter-chord sweep angle, and a 2.5-foot semi-span subject to an inviscid flow.
The structure is described by a nodal discretization using an undamped linear finite
element model in the Matlab finite element toolbox OpenFEM [73]. The discretization
contains in the chordal and spanwise direction 6× 6 brick-elements with 20 nodes and
60 degrees-of-freedom, and at the leading and trailing edge 2×6 pentahedral elements
with 15 nodes and 45 degrees-of-freedom as in [125]. The orthotropic material proper-
212
8.3. Results
0 0.1 0.2 0.3 0.4 0.50
500
1000
1500
time t
to
ta
l e
ne
rg
y 
m
ea
n 
µ
 
 
UASFE (N
e
=8,N
s
=25)
MC (N
s
=103)
MC (N
s
=104)
MC (N
s
=105)
(a) mean µ(t)
0 0.1 0.2 0.3 0.4 0.50
100
200
300
400
500
600
700
800
900
1000
time t
to
ta
l e
ne
rg
y 
st
an
da
rd
 d
ev
ia
tio
n 
σ
 
 
UASFE (N
e
=8,N
s
=25)
MC (N
s
=103)
MC (N
s
=104)
MC (N
s
=105)
(b) standard deviation σ(t)
Figure 8.12: Results for the panel problem with random modulus of elasticity field
E(x, ω).
ties are obtained from [6] and the fiber orientation is taken parallel to the quarter-chord
line.
The Euler equations for inviscid flow [15] are solved using a second-order central
finite volume discretization on a 60 × 15 × 30m domain using an unstructured hex-
ahedral mesh. The free stream conditions for the density ρ∞ = 0.099468kg/m3 and
pressure p∞ = 7704.05Pa are taken from [120]. Time integration of the samples is
performed using a third-order implicit Runge-Kutta scheme [44] until t = 1.25s to
determine the stochastic solution until t = 1s. The first bending mode with a verti-
cal tip displacement of ytip = 0.01m is used as initial condition for the structure, see
Figure 8.13.
The coupled fluid-structure interaction system is solved using a partitioned IMEX
scheme [123, 124] with explicit treatment of the coupling terms without sub-iterations.
An Arbitrary Lagrangian-Eulerian formulation is employed to couple the fluid mesh
with the movement of the structure. The flow forces and the structural displacements
are imposed on the structure and the flow using nearest neighbor and radial basis func-
tion interpolation [125], respectively. The fluid mesh is also deformed using radial
basis function interpolation of the boundary displacements [9]. A convergence study
has been performed to determine a suitable flow mesh discretization and time step size.
Deterministic results for the selected flow mesh with 3.1 ·104 volumes and time step of
∆t = 2.5 · 10−3s agree well with experimental and computational results in the liter-
ature [46, 120, 125]. The deterministic flutter velocity is found to be Uflut = 313m/s,
which corresponds to a Mach number of M∞ = 0.951.
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Figure 8.13: Initial condition and grid for the AGARD 445.6 wing for mean free stream
velocity µU∞ .
8.3.3.2 Randomness causes non-zero flutter probability
In the following, the effect of randomness in the free stream velocity U∞(ω) is stud-
ied. The mean free stream velocity is chosen 5% below the actual deterministic flutter
velocity, µU∞ = 0.95Uflut, to assess the effectiveness of a realistic design safety fac-
tor. The coefficient of variation of the assumed unimodal beta distribution is set to
cvU∞ = 3.5%. The outputs of interest are the lift L(t, ω) and the vertical tip displace-
ment of the tip-node ytip(t, ω).
The first Ns = 3 sampled time series of the lift Li(t, ω) of the UASFE discretiza-
tion with Ne = 1 element show in Figure 8.14a that the first bending mode is the dom-
inant mode in the system response. A second mode which is initially present in the
response, damps out quickly, such that a wavelet decomposition pre-processing step is
in this case not necessary to obtain the stochastic solution using UASFE. The samples
illustrate that the free stream velocity has a significant effect on the frequency and the
damping of the system response, which results in a diverging oscillation for i = 3, and
decaying oscillations for i = 1 and mean value µU∞ at i = 2. The same conclusions
can be drawn from Figure 8.14b in which the response surface approximation of the
lift L(t, ω) at t = 1 is given for Ne = 5 elements and Ns = 11 samples. The response
surface has an oscillatory character due to the effect of the random U∞(ω) on the fre-
quency of the lift oscillation and consequently on the phase differences in L(t, ω) at
t = 1. The adaptive UASFE grid refinement results automatically in a gradually finer
mesh in the region of large lift amplitudes at large values of U∞(ω).
Results for the time evolution of the mean µL(t) and the standard deviation σL(t)
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Figure 8.14: Results for the AGARD 445.6 wing with random free stream velocity
U∞(ω).
of the lift are given in Figure 8.15 for Ne = 4 and Ne = 5 elements. The two approx-
imations are converged with respect to each other up to 5 · 10−3. The time history for
the mean lift µL(t) shows a decaying oscillation up to t = 0.4s from the initial value
of µL = −23.9N. This behavior can be explained by the decaying lift oscillation for a
large range of U∞(ω) values and the effect of U∞(ω) on the increasing phase differ-
ences with time. For t > 0.4 the decay is approximately balanced by the exponentially
increasing amplitude of the unstable part of the U∞(ω) parameter domain. In contrast,
the standard deviation shows an oscillatory increase from the initial σL = 2.46N up to
a local maximum of σL = 18.3N at t = 0.31s due to the increasing phase differences
with time. For t > 0.31 the standard deviation slightly decreases due to the decreasing
lift amplitude in part of the parameter domain. Eventually, the unstable realizations re-
sult in an increasing standard deviation which reaches at t = 1 values between σL = 14
and σL = 19, which corresponds to an amplification of the initial standard deviation
with a factor 6 to 8.
The nodal description of the structure directly returns the vertical tip-node dis-
placement ytip(t, ω). The approximations of the mean µytip(t) and standard deviation
σytip(t) of ytip(t, ω) show in Figure 8.16 a qualitatively similar behavior as the lift
L(t, ω). The standard deviation σytip(t) vanishes, however, initially due to the de-
terministic initial condition for the structure in contrast with the non-zero σL(t) at
t = 0. The standard deviation reaches values between σytip = 4.2 · 10−3m and
σytip = 5.6 · 10−3m at t = 1, which corresponds to a standard deviation equal to
42% and 56% of the deterministic initial vertical tip deflection.
215
Chapter 8. Unsteady Adaptive Stochastic Finite Elements for multi-frequency aeroelastic responses
0 0.2 0.4 0.6 0.8 1−40
−30
−20
−10
0
10
20
30
40
time t [s]
m
e
a
n
 li
ft 
µ L
 
[N
]
 
 
UASFE (N
e
=5,N
s
=11)
UASFE (N
e
=4,N
s
=9)
(a) mean µL
0 0.2 0.4 0.6 0.8 10
5
10
15
20
25
time t [s]
st
an
da
rd
 d
ev
ia
tio
n 
lift
 σ
L 
[N
]
 
 
UASFE (N
e
=5,N
s
=11)
UASFE (N
e
=4,N
s
=9)
(b) standard deviation σL
Figure 8.15: Results for the AGARD 445.6 wing with random free stream velocity
U∞(ω).
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Figure 8.16: Results for the AGARD 445.6 wing with random free stream velocity
U∞(ω).
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Figure 8.17: Results for the AGARD 445.6 wing with random free stream velocity
U∞(ω).
The probability of flutter can be determined by constructing the probability distri-
bution of the damping factor of the system given in Figure 8.17. The damping factor
is here extracted from the last period of oscillation of the sampled vertical tip node
displacements. Positive and negative damping factors denote unstable and damped os-
cillatory responses, respectively. Even though the mean free stream velocity µU∞ is
fixed at a safety margin of 5% below the deterministic flutter velocity Uflut, the non-
zero probability of positive damping indicates a non-zero flutter probability. The 3.5%
variation in U∞(ω) results actually in a probability of flutter of 6.19%. Taking phys-
ical uncertainties into account in numerical predictions is, therefore, a more reliable
approach than using safety margins in combination with deterministic simulation re-
sults.
8.4 Summary
The Unsteady Adaptive Stochastic Finite Elements (UASFE) method based on interpo-
lation at constant phase is extended to resolve the effect of randomness in aeroelastic
simulations with multi-frequency responses and continuous structures by employing
a wavelet decomposition pre-processing step. The sampled multi-frequency signals
are decomposed into their single-frequency components in the wavelet analysis. The
effect of the randomness on the single-mode components is determined by employing
UASFE interpolation of the single-frequency signals at constant phase. This eliminates
the effect of the increasing phase differences between the samples and consequently the
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increasing number of samples with time usually required by uncertainty quantification
methods in time-dependent problems. The stochastic behavior of the multi-frequency
response is, finally, obtained by summing the separate effects of the single-mode com-
ponents. The actual interpolation is performed using a non-intrusive higher-order total
variation diminishing Adaptive Stochastic Finite Elements (ASFE) approach based on
Newton-Cotes quadrature in simplex elements. The resulting UASFE method is an
efficient and robust approach for resolving the stochastic response of multi-frequency
systems and continuous structures.
The application of UASFE to the multi-frequency response of a harmonically forced
oscillator with randomness in the spring stiffness and the forcing frequency illustrates
the effectiveness of the approach for this complex multi-scale stochastic problem by
reducing the required number of samples by 3 orders of magnitude compared to Monte
Carlo simulations. The UASFE discretization achieves a fourth-order error conver-
gence with respect to the Monte Carlo reference solution for random spring stiffness.
The study of a multi-mode response of a continuous plate structure in supersonic flow
with a random plate density and a random field modulus of elasticity shows a qualita-
tively different stochastic behavior of the potential and kinetic energy of the plate for
the two sources of randomness. The diverging mean and standard deviation of the total
structural energy are 2 orders of magnitude more sensitive to variations in the modu-
lus of elasticity than the plate density, which results in an amplification of the input
coefficient of variation by a factor 485 at t = 0.4. The results for the aeroelastic simu-
lation of the three-dimensional transonic AGARD 445.6 wing with random free stream
velocity illustrate that, although the mean free stream velocity is a safety margin of
5% below the deterministic flutter velocity, a 3.5% variation still results in a non-zero
flutter probability of 6.19%.
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Chapter 9
Derivation of total variation
diminishing, extrema
diminishing, and bounded error
properties
In Chapters 5 to 8 an efficient Unsteady Adaptive Stochastic Finite Elements (UASFE)
method is developed for uncertainty quantification in time-dependent simulations based
on interpolation at constant phase. The underlying Adaptive Stochastic Finite Elements
(ASFE) method based on Newton-Cotes quadrature in simplex elements is introduced
in Chapter 4 for robust uncertainty quantification in steady problems. In this chapter
the total variation diminishing (TVD), extrema diminishing (ED), and bounded error
properties of the presented methods are derived. These properties are demonstrated in
application to a steady transonic airfoil flow and a transonic airfoil flutter problem.
9.1 Introduction
Global polynomial approximations of discontinuities in probability space can result
in oscillatory predictions and unphysical realizations. Since the main motivation for
Based on: J.A.S. Witteveen, H. Bijl, A TVD uncertainty quantification method with bounded error applied
to transonic airfoil flutter, Commun. Comput. Phys. 6 (2009) 406–432.
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performing uncertainty analysis is to obtain reliable computational predictions, it is
important to assure the robustness of uncertainty quantification methods. In the deter-
ministic finite volume community the total variation diminishing (TVD) and extrema
diminishing (ED) properties [33, 42] of finite volume methods ascertain that no un-
physical solutions are predicted due to overshoots and undershoots near discontinuities.
It is, therefore, useful to extend these concepts to uncertainty quantification methods in
probability space.
In unsteady problems, uncertainty quantification methods usually require a fast in-
creasing number of samples with time to maintain a constant accuracy. This effect
is especially profound in problems with oscillatory solutions in which the frequency
of the response is affected by the random parameters. As a consequence, the error in
an approximation based on a constant number of samples increases rapidly with time.
The derivation of an error bound for an uncertainty quantification method for unsteady
problems is, therefore, important to establish its reliability.
It is shown that the Adaptive Stochastic Finite Elements method with Newton-Cotes
quadrature in simplex elements is an extrema diminishing uncertainty quantification
method in section 9.2. It is also shown that the method is total variation diminishing
for one random parameter and for multiple random parameters for first degree Newton-
Cotes quadrature. It is proven in section 9.3 that the Unsteady Adaptive Stochastic
Finite Elements method with interpolation at constant phase results in a bounded error
as function of the phase for periodic responses and under certain conditions also in a
bounded error in time. The two methods are applied to a steady transonic airfoil flow
and a transonic airfoil flutter problem in section 9.4. The conclusions are summarized
in section 9.5.
9.2 Adaptive Stochastic Finite Elements
The Adaptive Stochastic Finite Elements method based on Newton-Cotes quadrature
in simplex elements is presented in section 9.2.1. It is shown under which conditions
the approach is total variation diminishing in probability space in section 9.2.2. In
section 9.2.3 it is proven that the method is extrema diminishing in probability space.
9.2.1 Newton-Cotes quadrature in simplex elements
Adaptive Stochastic Finite Elements with Newton-Cotes quadrature and simplex el-
ements evaluate integral (1.3) by dividing parameter space A in ne non-overlapping
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simplex elements Aj
µui(x, t) =
ne∑
j=1
∫
Aj
u∗(x, t,a)ifa(a)da. (9.1)
A piecewise polynomial approximation w∗(x, t,a) of the response u∗(x, t,a) is con-
structed based on ns deterministic solutions vj,k(x, t) = u∗(x, t,aj,k) for the values of
the random parameters aj,k that correspond to the n˜s Newton-Cotes quadrature points
of degree d in the element Aj
µui(x, t) ≈ µwi(x, t) =
ne∑
j=1
n˜s∑
k=1
cj,kvj,k(x, t)
i, (9.2)
where cj,k is the weighted integral of the Lagrange interpolation polynomial Lj,k(a)
through Newton-Cotes quadrature point k in element Aj
cj,k =
∫
Aj
Lj,k(a)fa(a)da, (9.3)
for j = 1, . . . , ne and k = 1, . . . , n˜s.
Here, first and second degree Newton-Cotes quadrature is considered, d = 1 and
d = 2. The second degree Newton-Cotes formulation is combined with adaptive mesh
refinement in probability space. The initial discretization of parameter space A for the
second degree adaptive scheme consists of the minimum of neini = na! simplex ele-
ments and nsini = 3na samples, see Figure 7.2. The example of Figure 7.2 for two
random input parameters can geometrically be extended to higher dimensional proba-
bility spaces. The elements Aj are adaptively refined using a refinement measure ρj
based on the largest absolute eigenvalue of the HessianHj , as measure of the curvature
of the response surface approximation in the elements, weighted by the probability fj
contained by the elements
fj =
∫
Aj
fa(a)da, (9.4)
with
∑ne
j=1 fj = 1. The stochastic grid refinement is terminated when δne < δ¯, where
convergence measure δne is defined as
δne = max
( |µu⌊ne/2⌋(x, t) − µune (x, t)|∞
|µune (x, t)|∞
,
|σu⌊ne/2⌋(x, t) − σune (x, t)|∞
|σune (x, t)|∞
)
, (9.5)
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with µu(x, t) and σu(x, t) the mean and standard deviation of u(x, t, ω), or when a
threshold for the maximum number of samples n¯s is reached. Convergence measure
δne can be extended to include higher statistical moments of the output.
Due to the location of the Newton-Cotes quadrature points the deterministic sam-
ples are reused in successive refinements and the samples are used in approximating the
response in multiple elements. In elements where the quadratic second degree interpo-
lation results in an extremum other than in a quadrature point, the element is subdivided
into n˜e = 2na subelements with a linear first degree Newton-Cotes approximation of
the response without performing additional deterministic solves.
As is common in multi-element methods, the probability of the random parameters
a(ω) is assumed to be zero outside a finite domain. Probability distributions on infinite
domains are truncated at a small enough threshold value for the probability, such that
the truncation error is small compared to other numerical errors that occur in practical
applications.
9.2.2 Total variation diminishing
It is shown that Adaptive Stochastic Finite Elements based on Newton-Cotes quadra-
ture in simplex elements is total variation diminishing for one random parameter in
section 9.2.2.1. In section 9.2.2.2 it is argued that the method is also total variation
diminishing in higher dimensional probability spaces up to first degree Newton-Cotes
quadrature.
9.2.2.1 One-dimensional probability space
Consider uncertainty quantification problem (1.1) with one random input parameter
a(ω), na = 1, on a bounded connected domain a ∈ A, with one-dimensional pa-
rameter space A = [min(a),max(a)]. Let response surface u∗(x, t, a) be a continu-
ously differentiable function. The arguments x and t, and the index ∗ are omitted in
the following for simplicity of the notation. Let sampling method g result in a dis-
crete set of ns samples v = {v1, . . . , vns} = g(u(a)) of response surface u(a), with
vk = gk(u(a)) = u(ak), ak = a(ωk), k = 1, . . . , ns, and
a1 ≤ a2 ≤ · · · ≤ ans , (9.6)
with a1 = min(a) and ans = max(a). Let interpolation method h of the samples v
result in a piecewise continuously differentiable interpolation function w(a) = h(v)
with w(ak) = vk, which is continuously differentiable on subdomains Aj of A and
continuous on the subdomain boundaries ∂Aj with j = 1, . . . , ne. Let uncertainty
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quantification method l evaluate (1.3) by approximating response surface u(a) with
interpolation w(a) = l(u(a)) = h(g(u(a))) of the samples v. Then the concepts
total variation, total variation diminishing, and total variation conserving are defined
in probability space as follows in correspondence to their definitions for finite volume
methods in physical space in [33].
Definition 1. (Total variation) The total variation TV of response surface u(a) in the
space A of random parameter a(ω) is
TV(u) =
∫
A
∣∣∣∣∂u∂a
∣∣∣∣ da. (9.7)
The total variation of the continuous and piecewise continuously differentiable approx-
imation w(a) is
TV(w) =
ne∑
j=1
TV(wj) =
ne∑
j=1
∫
Aj
∣∣∣∣∂wj∂a
∣∣∣∣ da. (9.8)
The total variation of the discrete set of samples v is
TV(v) =
ns−1∑
k=1
|vk+1 − vk| . (9.9)
Definition 2. (Total variation diminishing) A set of samples v is total variation di-
minishing (TVD) with respect to response surface u(a) if
TV(v) ≤ TV(u). (9.10)
Sampling method g is TVD if the resulting set of samples v is TVD for all u(a).
Approximationw(a) of response surface u(a) is TVD if
TV(w) ≤ TV(u). (9.11)
Uncertainty quantification method l is TVD if the resulting approximationw(a) is TVD
for all u(a).
Definition 3. (Total variation conserving) Interpolation w(a) of samples v is total
variation conserving (TVC) if
TV(w) = TV(v). (9.12)
Interpolation method h is TVC if the resulting interpolation w(a) is TVC for all v.
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Based on these definitions it is proven below that Stochastic Finite Elements with
Newton-Cotes quadrature in simplex elements is a TVD uncertainty quantification
method for random parameter a(ω).
Lemma 1. Sampling method g is TVD for random parameter a(ω).
Proof. For the total variation of the samples v = g(u(a)) holds according to Defini-
tion 1
TV(v) =
ns−1∑
k=1
|vk+1 − vk| =
ns−1∑
k=1
|u(ak+1)− u(ak)|
≤
ns−1∑
k=1
∫ ak+1
ak
∣∣∣∣∂u∂a
∣∣∣∣ da =
∫
A
∣∣∣∣∂u∂a
∣∣∣∣ da = TV(u). (9.13)
Since (9.13) holds for all u(a), sampling method g is TVD according to Definition 2.
Consider Stochastic Finite Elements uncertainty quantification method l1 with first
degree Newton-Cotes quadrature in simplex elements. Sampling method g1 then re-
sults in ns samples v1 in the vertices of the ne simplex elements. Interpolation method
h1 results in a linear interpolation w1j (a) of the samples v1j in the elements Aj . For
one random parameter a(ω) sampling method g1 results in ns = ne + 1 samples v1.
Interpolation method h1 then results in the piecewise linear interpolation w1(a)
w1(a) = w1j (a) =
v1j (aj+1 − a) + v1j+1(a− aj)
aj+1 − aj , (9.14)
for a ∈ Aj = [aj , aj+1] and j = 1, . . . , ne.
Theorem 1. Uncertainty quantification method l1 based on first degree Newton-Cotes
quadrature in simplex elements is TVD for random parameter a(ω).
Proof. The total variation of w1(a) is according to Definition 1 and (9.14)
TV(w1) =
ne∑
j=1
∫
Aj
∣∣∣∣∣∂w
1
j
∂a
∣∣∣∣∣da =
ne∑
j=1
∣∣∣∣∣v
1
j+1 − v1j
aj+1 − aj
∣∣∣∣∣ (aj+1 − aj)
=
ns−1∑
k=1
∣∣v1k+1 − v1k∣∣ = TV(v1). (9.15)
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Since (9.15) holds for all v1, interpolation method h1 is TVC according to Definition 3.
Lemma 1 gives
TV(w1) = TV(v1) ≤ TV(u). (9.16)
Since (9.16) holds for all u(a), uncertainty quantification method l1 is TVD according
to Definition 2.
Consider Stochastic Finite Elements uncertainty quantification method l2 with sec-
ond degree Newton-Cotes quadrature in simplex elements. Sampling method g2 then
results in ns samples v2 in the middle of the edges and in the vertices of the ne sim-
plex elements. Interpolation method h2 results in a quadratic interpolation w2j (a)
of the samples v2j in the elements Aj . For one random parameter a(ω) sampling
method g2 results in ns = 2ne + 1 samples. Interpolation method h2 then results
in quadratic approximation w2j (a) in the element Aj through the samples v2k for k =
{2j−1, 2j, 2j+1}, j = 1, . . . , ne. If the quadratic approximationw2j (a) in an element
Aj has an extremum other than in a quadrature point ak, i.e.,
min
Aj
(w2j (a)) < min(v
2
2j−1, v
2
2j , v
2
2j+1) ∨
max
Aj
(w2j (a)) > max(v
2
2j−1, v
2
2j , v
2
2j+1), (9.17)
then element Aj is subdivided into n˜e = 2 subelements with a linear first degree
Newton-Cotes approximation based on the samples vk with k = {2j − 1, 2j, 2j + 1}
w2j (a) =


v22j−1(a2j−a)+v
2
2j(a−a2j−1)
a2j−a2j−1
, a ∈ [a2j−1, a2j],
v22j(a2j+1−a)+v
2
2j+1(a−a2j)
a2j+1−a2j
, a ∈ [a2j , a2j+1],
(9.18)
Theorem 2. Uncertainty quantification method l2 based on second degree Newton-
Cotes quadrature in simplex elements is TVD for random parameter a(ω).
Proof. Two cases have to be considered to prove Theorem 2. In case (i) the quadratic
approximation w2j (a) in element Aj has an extremum other than in a quadrature point
ak (9.17)
min
Aj
(w2j (a)) < min(v
2
2j−1, v
2
2j , v
2
2j+1) ∨ max
Aj
(w2j (a)) > max(v
2
2j−1, v
2
2j , v
2
2j+1).
The approximationw2j (a) in element Aj is then given by the piecewise linear function
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(9.18). The total variation of w2j (a) in element Aj is then according to Definition 1
TV(w2j (a)) =
∫
Aj
∣∣∣∣∣∂w
2
j
∂a
∣∣∣∣∣da = ∣∣v22j − v22j−1∣∣+ ∣∣v22j+1 − v22j ∣∣
= TV(v22j−1, v
2
2j , v
2
2j+1). (9.19)
In case (ii) the quadratic approximationw2j (a) has its extrema in elementAj in quadra-
ture points
min
Aj
(w2j (a)) = min(v
2
2j−1, v
2
2j , v
2
2j+1) ∧ (9.20)
max
Aj
(w2j (a)) = max(v
2
2j−1, v
2
2j , v
2
2j+1). (9.21)
The total variation of w2j (a) in element Aj is then
TV(w2j (a)) =
∫
Aj
∣∣∣∣∣∂w
2
j
∂a
∣∣∣∣∣da =
∣∣v22j − v22j−1∣∣+ ∣∣v22j+1 − v22j ∣∣
= TV(v22j−1, v
2
2j , v
2
2j+1), (9.22)
which is equal to the result of case (i). For the interpolation w2(a) of the samples v2
over all ne elements then holds
TV(w2) =
ne∑
j=1
TV(w2j ) =
ne∑
j=1
TV(v22j−1, v
2
2j , v
2
2j+1) = TV(v
2). (9.23)
Since (9.23) holds for all v2, interpolation method h2 is TVC according to Definition 3.
Lemma 1 gives
TV(w2) = TV(v2) ≤ TV(u). (9.24)
Since (9.24) holds for all u(a), uncertainty quantification method l2 is TVD according
to Definition 2.
Similarly, it can be proven that zero degree Newton-Cotes quadrature in simplex
elements is also a TVD uncertainty quantification method for random parameter a(ω).
9.2.2.2 Multi-dimensional probability space
Consider an uncertainty quantification problem with an arbitrary number of na ran-
dom input parameters a(ω) = {a1(ω), . . . , ana(ω)} on a bounded connected domain
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a ∈ A. In this section it is argued that Stochastic Finite Elements with Newton-Cotes
quadrature in simplex elements is also a TVD uncertainty quantification method in the
resulting multi-dimensional probability space for first degree Newton-Cotes.
Also for an arbitrary number of random parameters a(ω) holds that a sampling
method g is TVD, since the resulting set of samples v cannot result in larger total
variation than response surface u(a).
Uncertainty quantification method l1 based on first degree Newton-Cotes quadra-
ture in simplex elements is also TVD in multi-dimensional probability spaces. The
linear interpolation w1j (a) of the samples v1j in the vertices of simplex element Aj
conserves the total variation of the samples vj in element Aj . Since the piecewise lin-
ear interpolation w1(a) of the samples v1 is continuous over the element boundaries
∂Aj , interpolation w1(a) is TVC with respect to the TVD samples v.
Uncertainty quantification method l2 based on second degree Newton-Cotes quadra-
ture in simplex elements results for multi-dimensional probability spaces in an approx-
imation w2(a), which is not everywhere continuous on the element boundaries ∂Aj .
Uncertainty quantification method l2 is, therefore, not TVD for multi-dimensional
probability spaces.
Zero degree Newton-Cotes quadrature in simplex elements also results in an ap-
proximation which is discontinuous at the element boundaries ∂Aj .
9.2.3 Extrema diminishing
Another important property for uncertainty quantification methods is the extrema di-
minishing concept. This property eliminates the possibility of predicting non-zero
probabilities for unphysical outcomes due to overshoots and undershoots near disconti-
nuities. Consider again an uncertainty quantification problem with an arbitrary number
of na random input parameters a(ω) = {a1(ω), . . . , ana(ω)} ∈ A. The concepts ex-
trema diminishing and extrema conserving are defined for probability space below in
accordance with their definitions in the context of finite volume methods for physical
space [42].
Definition 4. (Extrema diminishing) A set of samples v is extrema diminishing (ED)
with respect to response surface u(a) if
min(v) ≥ min
A
(u(a)) ∧ max(v) ≤ max
A
(u(a)). (9.25)
Sampling method g is ED if the resulting set of samples v is ED for all u(a). Approx-
imation w(a) of response surface u(a) is ED if
min
A
(w(a)) ≥ min
A
(u(a)) ∧ max
A
(w(a)) ≤ max
A
(u(a)). (9.26)
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Uncertainty quantification method l is ED if the resulting approximation w(a) is ED
for all u(a).
Definition 5. (Extrema conserving) Interpolationw(a) of samples v is extrema con-
serving (EC) if
min
A
(w(a)) = min(v) ∧ max
A
(w(a)) = max(v). (9.27)
Interpolation method h is EC if the resulting interpolation w(a) is EC for all v.
It is proven below that the Stochastic Finite Elements method with Newton-Cotes
quadrature in simplex elements satisfies the definition of an ED uncertainty quantifica-
tion method.
Lemma 2. Sampling method g is ED.
Proof. For the minimum of the samples v holds
min(v) = min
k
(vk) = min
k
(u(ak)) ≥ min
A
(u(a)), (9.28)
and equivalently for the maximum
max(v) ≤ max
A
(u(a)). (9.29)
Since (9.28) and (9.29) hold for all u(a), sampling method g is ED according to Defi-
nition 4.
Theorem 3. Uncertainty quantification method l1 based on first degree Newton-Cotes
quadrature in simplex elements is ED.
Proof. For the minimum of the linear interpolation w1j (a) of the samples v1j in the
vertices of simplex element Aj holds
min
Aj
(w1j (a)) = min(v
1
j ). (9.30)
For the minimum of the piecewise linear interpolation w1(a) of the samples v1 then
holds
min
A
(w1(a)) = min
j
(
min
Aj
(w1j (a))
)
= min
j
(min(v1j )) = min(v
1), (9.31)
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and equivalently for the maximum
max
A
(w1(a)) = max(v1). (9.32)
Since (9.31) and (9.32) hold for all v1, interpolation method h1 is EC according to
Definition 5. Lemma 2 gives
min
A
(w1(a)) = min(v1) ≥ min
A
(u(a)), (9.33)
max
A
(w1(a)) = max(v1) ≤ max
A
(u(a)). (9.34)
Since (9.33) and (9.34) hold for all u(a), uncertainty quantification method l1 is ED
according to Definition 4.
Theorem 4. Uncertainty quantification method l2 based on second degree Newton-
Cotes quadrature in simplex elements is ED.
Proof. The two cases (i) and (ii) again have to be considered to prove Theorem 4. In
case (i) the quadratic approximationw2j (a) in element Aj has an extremum other than
in a quadrature point ak (9.17)
min
Aj
(w2j (a)) < min(v
2
j ) ∨ max
Aj
(w2j (a)) > max(v
2
j ). (9.35)
The approximation w2j (a) in element Aj is then given by a piecewise linear interpola-
tion of the samples v2j , for which holds according to (9.31) and (9.32)
min
Aj
(w2j (a)) = min(v
2
j ), max
Aj
(w2j (a)) = max(v
2
j ). (9.36)
In case (ii) the quadratic approximationw2(a) in elementAj has its extrema in quadra-
ture points
min
Aj
(w2j (a)) = min(v
2
j ) ∧ max
Aj
(w2j (a)) = max(v
2
j ), (9.37)
which is equivalent to the result of case (i). For the minimum and maximum of inter-
polation w2(a) of samples v2 on A then holds
min
A
(w2(a)) = min(v2), max
A
(w2(a)) = max(v2). (9.38)
Since (9.38) holds for all v2, interpolation h2 is EC according to Definition 5. Lemma 2
gives
min
A
(w2(a)) = min(v2) ≥ min
A
(u(a)), (9.39)
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max
A
(w2(a)) = max(v2) ≤ max
A
(u(a)). (9.40)
Since (9.39) and (9.40) hold for all u(a), uncertainty quantification method l2 is ED
according to Definition 4.
Similarly, it can be shown that zero degree Newton-Cotes quadrature in simplex
elements is also ED.
9.3 Unsteady Adaptive Stochastic Finite Elements
The Unsteady Adaptive Stochastic Finite Elements method based on interpolation of
oscillatory samples at constant phase φ is introduced in section 9.3.1. In section 9.3.2
it is proven that the method results in a bounded error as function of the phase for
periodic responses. It is also shown under which conditions the error is bounded in
time.
9.3.1 Interpolation at constant phase
Assume that solving equation (1.1) for realizations of the random parameters ak re-
sults in oscillatory samples vk(t) = u(ak), of which the phase vφk(t) = φ(t, ak) is a
well-defined function of time t. In order to interpolate the samples v(t) = {v1(t), . . . ,
vna(t)} at constant phase, first, their phase as function of time vφ(t) = {vφ1(t), . . . ,
vφna (t)} is extracted from the deterministic solves v(t). Second, the time series for
the phase vφ(t) are used to transform the samples v(t) to functions of their phase
vˆ(vφ(t)) = {vˆ1(vφ1(t)), . . . , vˆna(vφna (t))} instead of time, see Figure 7.1. Third, the
transformed samples vˆ(vφ(t)) are interpolated to the function wˆ(wφ(t, a),a). This
step involves both the interpolation of the sampled phases vφ(t) to the function
wφ(t, a) = h(vφ(t)) and the interpolation of the samples vˆ(ϕ) to the function wˆ(ϕ, a) =
h(vˆ(ϕ)) at constant phase φ = ϕ. Repeating the latter interpolation for all phases ϕ
results in the function wˆ(ϕ, a). Finally, transforming wˆ(ϕ, a) back to w(t, a) using
wφ(t, a) yields an approximation the unknown response surface u(t, a) of the system
response as function of time t and the random parameters a(ω). The actual sampling
and interpolation is performed using the Adaptive Stochastic Finite Elements uncer-
tainty quantification method l based on Newton-Cotes quadrature in simplex elements.
The phases vφ(t) are extracted from the samples based on the local extrema of the
time series v(t). A trial and error procedure identifies a cycle of oscillation based on
two or more successive local maxima. The selected cycle is accepted if the maximal
error of its extrapolation in time with respect to the actual sample is smaller than a
threshold value ε¯k for at least one additional cycle length. The functions for the phases
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vφ(t) in the whole time domain T are constructed by identifying all successive cycles
of v(t) and extrapolation to t = 0 and t = tmax before and after the first and last
complete cycle, respectively. The phase is normalized to zero at the start of the first
cycle and a user defined parameter determines whether the sample is assumed to attain
a local extremum at t = 0. If the phase vφ(t) cannot be extracted from one of the
samples vk(t) for k = 1, . . . , ns, uncertainty quantification method l is directly applied
to the time-dependent samples v(t).
9.3.2 Bounded error
It is shown below that the uncertainty quantification interpolation of periodic samples
at constant phase results in a bounded error. Let u(t, a) be a periodic response as
function of time t for t ∈ R
u(t+ zT (a),a) = u(t, a), for all z ∈ Z and a ∈ A, (9.41)
with T (a) = 1/f(a) > 0 the period length and f(a) the frequency affected by the
random input a(ω). The phase φ(t, a) of the response u(t, a) is given by
φ(t, a) = φ0(a) +
t
T (a)
, (9.42)
with φ0(a) = φ(0,a). Consider uncertainty quantification method l which results in an
approximationw(t, a) of u(t, a) based on applying interpolation method h at constant
phase to ns samples v(t) = {v1(t), . . . , vns} for parameter values ak for k = 1, . . . , ns
resulted from sampling method g.
Theorem 5. The error εˆ(ϕ, a) = wˆ(ϕ, a) − uˆ(ϕ, a) in approximation wˆ(ϕ, a) with
respect to periodic response surface uˆ(ϕ, a) as resulted from uncertainty quantification
method l applied at constant phase ϕ is bounded for all ϕ ∈ R and a ∈ A by δ for
which holds
εˆ(ϕ, a) < δ, for all ϕ ∈ [0, 1] and a ∈ A. (9.43)
Proof. Sampling method g results in samples
vk(t) = gk(u(t, a)) = u(t, ak), (9.44)
for k = 1, . . . , ns. The samples vk(t) are periodic signals with period length vTk =
T (ak), since using (9.41)
vk(t+ zvTk) = u(t+ zT (ak),ak) = u(t, ak) = vk(t) for all z ∈ Z, (9.45)
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for k = 1, . . . , ns. The phase vφk(t) = φ(t, ak) of the samples vk(t) is then in corre-
spondence with (9.42) given by
vφk(t) = vφ0k +
t
vTk
, (9.46)
for k = 1, . . . , ns, with vφ0k = vφk(0). Scaling the samples vk(t) with their phase
vφk(t) results in
vk(t) = vˆk(vφk(t)) = vˆk
(
vφ0k +
t
vTk
)
, (9.47)
for k = 1, . . . , ns. Periodicity of vk(t) gives
vˆk(vφk(t) + z) = vˆk
(
vφ0k +
t
vTk
+ z
)
= vˆk
(
vφ0k +
t+ zvTk
vTk
)
= vk(t+ zvTk) = vk(t) = vˆk(vφk(t)), for all z ∈ Z, (9.48)
for k = 1, . . . , ns. Uncertainty quantification method l results in approximation wˆ(ϕ, a)
by applying interpolation method h of the samples v(t) at a constant phase ϕ
wˆ(ϕ, a) = h(vˆ(ϕ)) = h(vˆ1(ϕ), . . . , vˆns(ϕ)). (9.49)
The error εˆ(ϕ, a) as function of phase ϕ in approximation wˆ(ϕ, a) with respect to
uˆ(ϕ, a) is defined as
εˆ(ϕ, a) = wˆ(ϕ, a)− uˆ(ϕ, a), (9.50)
with
u(t, a) = uˆ(φ(t, a),a), (9.51)
and
uˆ(φ+ z,a) = uˆ
(
φ0(a) +
t+ zT (a)
T (a)
,a
)
= u(t+ zT (a),a)
= u(t, a) = uˆ(φ,a), for all z ∈ Z and a ∈ A. (9.52)
For error εˆ(ϕ, a) then holds using (9.48), (9.49), and (9.52)
εˆ(ϕ+ z,a) = wˆ(ϕ+ z,a)− uˆ(ϕ+ z,a)
= h(vˆ1(ϕ+ z), . . . , vˆns(ϕ+ z))− uˆ(ϕ+ z,a)
= h(vˆ1(ϕ), . . . , vˆns(ϕ))− uˆ(ϕ, a)
= wˆ(ϕ, a) − uˆ(ϕ, a)
= εˆ(ϕ, a), for all z ∈ Z and ϕ ∈ R and a ∈ A. (9.53)
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Error εˆ(ϕ, a) is, therefore, a periodic function of ϕ. Define δ for which holds (9.43)
εˆ(ϕ, a) < δ for all ϕ ∈ [0, 1] and a ∈ A,
then holds
εˆ(ϕ+ z,a) = εˆ(ϕ, a) < δ for all z ∈ Z and ϕ ∈ [0, 1] and a ∈ A, (9.54)
and
εˆ(ϕ, a) < δ for all ϕ ∈ R and a ∈ A, (9.55)
Error εˆ(ϕ, a) in approximation wˆ(ϕ, a) is, therefore, bounded by δ for all ϕ ∈ R and
a ∈ A.
Notice that the proof of Theorem 5 is independent of uncertainty quantification
method l, sampling method g, and interpolation method h.
The bounded error εˆ(ϕ, a) as function of phase ϕ also results in a bounded error
ε(t, a) in time for the Unsteady Adaptive Stochastic Finite Elements method l1 based
on first degree Newton-Cotes quadrature, if initial phase φ0(a) and frequency f(a)
depend linearly on a. Let initial phase φ0(a), therefore, depend linearly on the random
parameters a
φ0(a) = cφ0,0 + cφ0,1 · a. (9.56)
where · denotes the vector inner product, with cφ0,0 constant and cφ0,1 a vector con-
taining na constants. And let frequency f(a) also depend linearly on a(ω)
f(a) = cf,0 + cf,1 · a, (9.57)
with cf,0 constant and cf,1 an na-dimensional constant vector. Consider uncertainty
quantification method l1 based on piecewise linear interpolation method h1 of samples
in the first degree Newton-Cotes quadrature points in the vertices of simplex elements
of sampling method g1.
Theorem 6. The error ε(t, a) = w(t, a) − u(t, a) in approximation w(t, a) with re-
spect to periodic response surface u(t, a) as resulted from uncertainty quantification
method l1 applied at constant phase ϕ is bounded for all t ∈ R and a ∈ A by δ for
which holds (9.43)
εˆ(ϕ, a) < δ, for all ϕ ∈ [0, 1] and a ∈ A,
if initial phase φ0(a) and frequency f(a) depend linearly on a.
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Proof. The phase φ(t, a) of the periodic response u(t, a) is given by (9.42)
φ(t, a) = φ0(a) +
t
T (a)
= φ0(a) + f(a)t.
The linear dependence of φ0(a) and f(a) on a given by (9.56) and (9.57) results in
φ(t, a) = cφ0,0 + cf,0t+ (cφ0,1 + cf,1t) · a (9.58)
The ns sampled phasesv1φ(t) = {vφ1(t), . . . , vφns (t)} resulting from sampling method
g1 are, therefore,
v1φk(t) = cφ0,0 + cf,0t+ (cφ0,1 + cf,1t) · ak, (9.59)
for k = 1, . . . , ns. The resulting w1φ(t, a) of piecewise linear interpolation h1 of the
samples v1φ(t) then exactly reconstructs the function φ(t, a)
w1φ(t, a) = h
1(v1φ(t)) = cφ0,0 + cf,0t+ (cφ0,1 + cf,1t) · a = φ(t, a). (9.60)
Therefore, error εˆ(φ(t, a),a) in the approximation wˆ1(w1φ(t, a),a) of response
uˆ(φ(t, a),a) becomes
εˆ(φ(t, a),a) = wˆ1(w1φ(t, a),a) − uˆ(φ(t, a),a)
= wˆ1(φ(t, a),a) − uˆ(φ(t, a),a)
= w1(t, a) − u(t, a)
= ε(t, a) < δ for all φ ∈ R and a ∈ A, (9.61)
according to Theorem 5. Using (9.42) gives
ε(t, a) < δ for all t ∈ R and a ∈ A. (9.62)
Unsteady Adaptive Stochastic Finite Elements method l2 based on a piecewise
quadratic interpolation method h2 of samples in the second degree Newton-Cotes
quadrature points in simplex elements of sampling method g2 consequently gives ε(t, a) <
δ for all t ∈ R and a ∈ A up to quadratic dependence of φ0(a) and f(a) on a.
For periodic responses the interpolation of the samples at constant phase elimi-
nates the effect of the increasing phase differences in time, which usually causes the
fast increase of the number of required samples. The error is even bounded in time
for periodic problems with an up to quadratic dependence of initial phase φ0(a) and
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Figure 9.1: Deterministic pressure for mean angle of attack µα = 2o for the steady
transonic airfoil flow.
frequency f(a) on random parameters a. For non-periodic responses the interpolation
at constant phase also eliminates the effect of the increasing phase differences on the
increase of the number of required samples. The error is for non-periodic responses
not bounded in time due to, for example, increasing amplitudes with time. In practice,
interpolation of oscillatory samples in time results, however, in an approximately con-
stant accuracy in time with a constant number of samples for periodic and non-periodic
responses of which the phase is well-defined.
9.4 Numerical results
The developed uncertainty quantification methods are applied to transonic airfoil flows.
Adaptive Stochastic Finite Elements with Newton-Cotes quadrature in simplex ele-
ments is applied to a steady transonic airfoil flow in section 9.4.1. A transonic airfoil
flutter problem is analyzed in section 9.4.2 using Unsteady Adaptive Stochastic Finite
Elements with interpolation at constant phase.
9.4.1 Steady transonic airfoil flow
The steady transonic flow over a NACA0012 airfoil is considered with randomness in
the angle of attack α(ω). The randomness around the mean angle of attack µα = 2o
is given by a symmetrical beta distribution with β1 = β2 = 2 in domain α ∈ [1o, 3o],
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which corresponds to an input coefficient of variation of cvα = 22.4%. Standard
atmospheric free stream pressure p∞ = 101300Pa and temperatureT∞ = 293K results
for free stream velocity V∞ = 276.27m/s in a Mach number of M∞ = 0.8. The flow
is modeled here by the compressible Euler equations [15] mainly to demonstrate the
properties of the uncertainty quantification method. The two-dimensional flow domain
is discretized by an unstructured hexahedral mesh of 12 · 103 cells, which was selected
based on a grid convergence study. The Euler equations are discretized using a second
order central finite volume discretization stabilized with artificial dissipation [35]. The
steady state solution is obtained by time integration with a CFL number of 1.5.
The deterministic flow for the mean angle of attack µα = 2o is transonic with a
shock wave at 70.2% of the upper surface, as can be identified in the pressure field
and the pressure distribution over the airfoil surface in Figure 9.1. This shock wave
in physical space results in a discontinuity in probability space. On the lower surface
there is also a small supersonic region present.
Adaptive Stochastic Finite Elements with first and second degree Newton-Cotes
(NC) quadrature in simplex elements are employed to resolve the response surfaces
and probability distributions of the functionals lift, drag, pitching moment, and shock
location in Figures 9.2 and 9.3. The first and second degree Newton-Cotes approxi-
mations of the response surfaces based on ns = 17 samples are in close agreement in
Figure 9.2. Both discretizations result in an interpolation that preserves the extrema
of the samples. The response surface of the shock location is less smooth than that of
the other functionals, because the shock location attains discrete values of the locations
of the volume faces on the airfoil surface. Since the multi-element approximations
are piecewise continuously differentiable, it is more appropriate to study the variation
in the functionals in terms of the resulting cumulative probability distributions in Fig-
ure 9.3 than in terms of their probability densities. The convergence for the mean and
standard deviation of the lift, drag, pitching moment, and shock location given in Ta-
bles 9.1 to 9.4 shows a higher accuracy for second degree Newton-Cotes quadrature
compared to first degree Newton-Cotes especially for the mean. The standard devia-
tion ranges from 4.6% of the mean for the shock location to 27.4% for the pitching
moment.
The effect of the random α(ω) on the surface pressure distribution in terms of the
mean and the 99% uncertainty interval is given in Figure 9.4 for the more accurate sec-
ond degree Newton-Cotes quadrature. The discretization based on ns = 17 samples
and ne = 8 elements in Figure 9.4a shows that the shock wave on the upper surface
is smeared out in the mean sense compared to the deterministic case of Figure 9.1b.
The uncertainty interval in the shock region indicates that α(ω) has more effect on the
shock wave location than on the shock wave strength. This Euler computation also
indicates a significantly larger uncertainty interval upstream of the shock than down-
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Figure 9.2: Response surfaces of lift, drag, pitching moment, and shock location for
the steady transonic airfoil flow with random angle of attack α(ω).
Table 9.1: Mean and standard deviation of liftL(ω) for the steady transonic airfoil flow
with random angle of attack α(ω).
1st degree NC 2nd degree NC
ns ne mean µL st.dev. σL ne mean µL st.dev. σL
2 1 2.244 · 104 4.676 · 103 - - -
3 2 2.290 · 104 4.679 · 103 1 2.303 · 104 4.679 · 103
5 4 2.299 · 104 4.703 · 103 2 2.302 · 104 4.710 · 103
9 8 2.301 · 104 4.711 · 103 4 2.302 · 104 4.714 · 103
17 16 2.302 · 104 4.712 · 103 8 2.302 · 104 4.712 · 103
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Figure 9.3: Cumulative probability distributions of lift, drag, pitching moment, and
shock location for the steady transonic airfoil flow with random angle of attack α(ω).
Table 9.2: Mean and standard deviation of drag D(ω) for the steady transonic airfoil
flow with random angle of attack α(ω).
1st degree NC 2nd degree NC
ns ne mean µD st.dev. σD ne mean µD st.dev. σD
2 1 2.108 · 103 5.132 · 102 - - -
3 2 2.010 · 103 5.146 · 102 1 1.982 · 103 5.143 · 102
5 4 1.988 · 103 5.231 · 102 2 1.981 · 103 5.256 · 102
9 8 1.982 · 103 5.254 · 102 4 1.981 · 103 5.261 · 102
17 16 1.981 · 103 5.258 · 102 8 1.981 · 103 5.259 · 102
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Table 9.3: Mean and standard deviation of pitching moment M(ω) for the steady tran-
sonic airfoil flow with random angle of attack α(ω).
1st degree NC 2nd degree NC
ns ne mean µM st.dev. σM ne mean µM st.dev. σM
2 1 −3.479 · 103 9.003 · 102 - - -
3 2 −3.406 · 103 9.008 · 102 1 −3.386 · 103 9.007 · 102
5 4 −3.390 · 103 9.219 · 102 2 −3.385 · 103 9.279 · 102
9 8 −3.385 · 103 9.275 · 102 4 −3.383 · 103 9.292 · 102
17 16 −3.384 · 103 9.282 · 102 8 −3.384 · 103 9.285 · 102
Table 9.4: Mean and standard deviation of shock location sshock(ω) for the steady
transonic airfoil flow with random angle of attack α(ω).
1st degree NC 2nd degree NC
ns ne mean µs st.dev. σs ne mean µs st.dev. σs
2 1 6.908 · 10−1 3.108 · 10−2 - - -
3 2 6.976 · 10−1 3.120 · 10−2 1 6.995 · 10−1 3.117 · 10−2
5 4 6.985 · 10−1 3.118 · 10−2 2 6.988 · 10−1 3.118 · 10−2
9 8 6.994 · 10−1 3.166 · 10−2 4 6.997 · 10−1 3.181 · 10−2
17 16 6.992 · 10−1 3.184 · 10−2 8 6.991 · 10−1 3.190 · 10−2
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stream of the shock. The 99% uncertainty interval falls within the range of the sampled
minimum and maximum given by the dotted line in Figure 9.4a, which demonstrates
the extrema diminishing property of the method. The result for the pressure distribu-
tion on the lower surface of Figure 9.4b predicts a shock wave only for a fraction of the
realizations. Discretizations with ns = {3, 5, 9} show in Figure 9.4c convergence of a
staircase approximation of the mean and the uncertainty interval to a smooth behavior.
Uniform stochastic grid refinement is used here in the examples.
Figure 9.5 shows an approximation of the mean and standard deviation of the pres-
sure field relative to the airfoil. In the mean pressure field the smearing of the shock
wave can again be identified. The standard deviation field shows that standard de-
viation is produced in the shock region with a maximum coefficient of variation of
cvp = 37.1% at 68.9% of the upper surface. This corresponds to a maximum amplifi-
cation of input randomness α(ω) by 65.6%.
9.4.2 Transonic airfoil flutter
The combined effect of independent randomness in the ratio of natural frequencies
ω¯(ω) and the free stream velocity U∞(ω) on the post-flutter behavior of an elastically
mounted airfoil is analyzed. The structural model of the pitch-plunge airfoil with cubic
nonlinear spring stiffness is given (7.5) and (7.6), see Figure 7.15a. The nonlinear
spring constant for the pitch degree of freedom is here βα = 3rad−2. The randomness
in ω¯(ω) is described by a uniform distribution around mean value µω¯ = 0.25 with
a coefficient of variation of 10%. The free stream velocity U∞(ω) is subject to a
symmetric unimodal beta distribution with β1 = β2 = 2 with a coefficient of variation
of 1% around mean µU∞ = 276.27m/s, which corresponds to M∞ = 0.8.
The non-dimensional aerodynamic lift and moment coefficients, Cl(τ) and Cm(τ),
are determined by solving the Euler equations as for the steady transonic airfoil flow.
An Arbitrary Lagrangian-Eulerian formulation is employed to couple the fluid mesh
with the movement of the structure. The fluid mesh is deformed using radial basis func-
tion interpolation of the boundary displacements [9]. Time integration is performed
using the second order BDF-2 method until t = 3 with time step ∆t = 0.002, which
was established after a time step refinement study. Initially the airfoil is at rest at a
deflection of α(0) = 0.1deg and ξ(0) = 0 from its equilibrium position. In order to
study the post-bifurcation behavior, the bifurcation parameter U∗ is fixed at 130% of
the deterministic linear bifurcation point for the mean values of the random parameters.
The stochastic behavior of the angle of attack α(t, ω) is resolved as indicator for the
post-flutter airfoil behavior.
The Unsteady Adaptive Stochastic Finite Elements response surface approximation
of the angle of attack α(t, ω) as function of the random parameters ω¯(ω) and U∞(ω)
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Figure 9.4: Mean surface pressure and 99% uncertainty interval of second degree
Newton-Cotes quadrature for the steady transonic airfoil flow with random angle of
attack α(ω).
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(a) Mean (b) Standard deviation
Figure 9.5: Mean and standard deviation of the pressure field for second degree
Newton-Cotes quadrature with ns = 17 for the steady transonic airfoil flow with ran-
dom angle of attack α(ω).
at t = {0.5; 1.5; 2.5} given in Figure 9.6 shows an increasingly oscillatory response
surface with time. The 10% variation in ω¯(ω) has a larger effect on the frequency
of the response than U∞(ω) with 1% variation. Both parameters have a small effect
on the amplitude of the oscillation of α(t, ω) of approximately 3o. At t = 0.5 the
airfoil exhibits transient behavior from its initial perturbation of α(0) = 0.1o, which is
indicated by the smaller amplitude of the response surface variations of approximately
2o. These results are obtained using the time-independent grid in probability space
shown in Figure 9.6d with ns = 9 samples, ne = 2 elements, and nesub = 4096
post-processing subelements.
The resulting UASFE approximation of the mean µα(t) and standard deviation
σα(t) of the angle of attack α(t, ω) in Figure 9.7 shows two frequency signals due to
the effect of the two random parameters on the frequency of the response. The mean
µα(t) exhibits initially an increasing oscillation caused by the deterministic transient
of the samples, after which it develops a decaying oscillation due to the effect of the
random parameters on the frequency of the response. The large effect of the random
parameters on the dynamical system is illustrated by the fast initial increase of the stan-
dard deviation σα(t) from its deterministic initial condition. Although the determin-
istic post-flutter behavior is highly unsteady, the stochastic response reaches a steady
asymptotic behavior with a standard deviation of σα = 1.6o, which is a factor 16 larger
than the initial angle of attack α(0) = 0.1o. The discretizations with ns = {9, 13, 25}
samples and ne = {2, 4, 8} uniformly refined elements, respectively, indicate that the
results are uniformly converged in time. The approximation with ns = 25 is converged
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(a) t = 0.5 (b) t = 1.5
(c) t = 2.5 (d) Stochastic grid
Figure 9.6: Response surface of angle of attack α(ω) as function of random natural
frequency ratio ω¯(ω) and free stream velocity U∞(ω) for transonic airfoil flutter.
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Figure 9.7: Mean and standard deviation of angle of attack α(ω) for transonic airfoil
flutter with random natural frequency ratio ω¯(ω) and free stream velocity U∞(ω).
Table 9.5: Convergence measure δne for mean angle of attack α(t, ω) for transonic air-
foil flutter with random natural frequency ratio ω¯(ω) and free stream velocity U∞(ω).
ns ne t = 0.5 t = 1.0 t = 1.5 t = 2.0 t = 2.5
13 4 0.64 · 10−3 3.71 · 10−3 4.43 · 10−3 7.21 · 10−3 4.33 · 10−3
25 8 0.27 · 10−3 2.46 · 10−3 3.14 · 10−3 4.42 · 10−3 2.68 · 10−3
up to δne = 6.2 · 10−3, where δne is defined by (9.5). The local convergence for µα(t)
and σα(t) at t = {0.5; 1.0; 1.5; 2.0; 2.5} given in Tables 9.5 and 9.6 for ns = {13, 25}
shows no clear increase of convergence measure δ with time. This illustrates that the
convergence and the accuracy of the UASFE approximation are in practice constant in
time.
9.5 Summary
A robust and efficient Unsteady Adaptive Stochastic Finite Elements (UASFE) method
is developed for uncertainty quantification in time-dependent simulations. The un-
derlying Adaptive Stochastic Finite Elements (ASFE) discretization based on Newton-
Cotes quadrature in simplex elements is extrema diminishing (ED) in probability space.
The method is also total variation diminishing (TVD) in probability space for one
244
9.5. Summary
Table 9.6: Convergence measure δne for the standard deviation of angle of attack
α(t, ω) for transonic airfoil flutter with random natural frequency ratio ω¯(ω) and free
stream velocity U∞(ω).
ns ne t = 0.5 t = 1.0 t = 1.5 t = 2.0 t = 2.5
13 4 2.94 · 10−3 3.28 · 10−3 7.50 · 10−3 5.38 · 10−3 3.90 · 10−3
25 8 0.97 · 10−3 4.39 · 10−3 0.86 · 10−3 2.19 · 10−3 3.34 · 10−3
random parameter and for multiple random parameters for first degree Newton-Cotes
quadrature. These properties eliminate the possibility of predicting non-zero proba-
bilities for unphysical outcomes due to overshoots and undershoots at discontinuities.
The interpolation of the oscillatory samples at constant phase in the UASFE method
results in a bounded error as function of the phase for periodic responses. The UASFE
method also results in a bounded error in time, if the initial phase and the frequency of
the response depends linearly or quadratically on the random parameters. In practice
this results in a constant uncertainty quantification accuracy in time with a constant
number of samples for both periodic and non-periodic responses.
The applications to a transonic airfoil flow and a transonic airfoil flutter problem
show a significant effect of input randomness. In the steady transonic airfoil flow ran-
domness in the angle of attack results in production of standard deviation in the shock
region with a maximum coefficient of variation cvp = 37.1% at 68.9% of the upper
surface, which corresponds to an amplification of input randomness by 65.6%. The
unsteady transonic airfoil flutter problem shows a steady asymptotic stochastic behav-
ior with a standard deviation of 1.6o, which is a factor 16 larger than the deterministic
initial condition.
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Conclusions and
recommendations
Efficient and robust uncertainty quantification methods are presented for resolving the
effect of physical randomness in computationally intensive flow and fluid-structure
simulations including discontinuities and unsteadiness. The main conclusions of this
thesis are summarized in section 10.1. In section 10.2 recommendations for future
work are given.
10.1 Conclusions
The properties of the developed uncertainty quantification methods are summarized
in section 10.1.1. The physical observations that result from the application of these
methods are resumed in section 10.1.2.
10.1.1 Developed uncertainty quantification methods
A number of uncertainty quantification methods are derived that result in a significant
improvement over existing methods in terms of efficiency and robustness. These devel-
opments show the potential to advance uncertainty quantification for computationally
intensive unsteady problems with discontinuities from practically impossible to a rou-
tine analysis. The proposed Gram-Schmidt Polynomial Chaos method improves the
efficiency of the Galerkin Polynomial Chaos method by contributing to the extension
of the spectral convergence to arbitrary distributions. The introduced Monomial Chaos
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method leads to an efficient construction of the Polynomial Chaos expansion using an
uncoupled set of linear equations for problems with polynomial nonlinearities. Dis-
continuities can robustly be resolved by the developed non-intrusive Adaptive Stochas-
tic Finite Elements method based on Newton-Cotes quadrature in simplex elements,
which is total variation diminishing and extrema diminishing in probability space. The
efficient methods developed for oscillatory unsteady problems are Probabilistic Collo-
cation for Limit Cycle Oscillations, and Unsteady Adaptive Stochastic Finite Elements
with time-independent parameterization, with interpolation at constant phase, and with
wavelet decomposition for multi-frequency responses. They result in a bounded uncer-
tainty quantification error for periodic responses, which results in practice in a constant
accuracy in time with a constant number of samples. Three strategies for resolving the
effect of multiple random inputs efficiently are studied in the context of Gram-Schmidt
Polynomial Chaos.
10.1.1.1 Gram-Schmidt Polynomial Chaos
A Gram-Schmidt Polynomial Chaos method is proposed to contribute to the extension
of the spectral convergence of Galerkin Polynomial Chaos to arbitrary input probability
distributions. Gram-Schmidt orthogonalization is employed to analytically construct a
set of suitable orthogonal basis polynomials using the statistical moments of random
input with an arbitrary distribution. Three strategies for reducing the computational
costs in case of many random input parameters are also studied in this context: (i)
select only the most important parameters; (ii) combine multiple parameters into fewer
ones; and (iii) estimate their first-order combined effect. The second approach can be
used effectively due to the extension of the Polynomial Chaos formulation to arbitrary
input distributions. A combination of the three strategies approximates the effect of six
random parameters in a channel flow heat transfer problem using a two-dimensional
probability space.
10.1.1.2 Monomial Chaos
A Monomial Chaos approach is developed which results in an uncoupled set of lin-
ear equations for constructing the Polynomial Chaos expansion in problems involving
polynomial nonlinearities. This reduces the computational work per additional Polyno-
mial Chaos order to the equivalence of a single linear Newton iteration. The proposed
approach employs a Polynomial Chaos expansion with monomials as basis functions.
The equations for the Monomial Chaos coefficients are obtained by differentiating the
governing deterministic equations. Results for the Burgers equation with small input
variation lead to a 2 to 3 times faster error convergence as function of computational
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work compared to other Polynomial Chaos methods. It is illustrated for a boundary
layer flow problem that the additional computational costs for a Monomial Chaos un-
certainty quantification can be smaller than that of a single deterministic solve.
10.1.1.3 Adaptive Stochastic Finite Elements with Newton-Cotes quadrature in
simplex elements
An Adaptive Stochastic Finite Elements (ASFE) method is presented based on Newton-
Cotes quadrature in simplex elements. The method is an extrema diminishing (ED) un-
certainty quantification method in probability space. It is also shown that the method is
total variation diminishing (TVD) for one random parameter and for multiple random
parameters for first degree Newton-Cotes quadrature. These properties assure that no
non-zero probabilities of unphysical realizations can be predicted due to overshoots and
undershoots near discontinuities. The error convergence rate for one random parameter
is of second and fourth order for first and second degree Newton-Cotes, respectively.
The second degree Newton-Cotes method is extended to an adaptive scheme in proba-
bility space. The stochastic grid is refined based on the largest absolute eigenvalue of
the Hessian weighted by the probability contained in the elements until a robust conver-
gence criterion is reached. The second degree Newton-Cotes quadrature points result
for uniform refinement in approximately 2 samples per element by reusing samples
in successive refinement steps and by using samples in approximating the response in
multiple elements. If the quadratic interpolation in an element results in an extremum
other than in a quadrature point, then the element is divided into subelements with a
linear approximation of the response.
10.1.1.4 Probabilistic Collocation for Limit Cycle Oscillations
For unsteady problems the concept of interpolating a time-independent parameteriza-
tion of periodic samples instead of the time-dependent samples themselves is intro-
duced. This results in a time-independent uncertainty quantification interpolation ac-
curacy of the time-independent parameters for a constant number of samples. The ap-
proach is applicable to the asymptotic range of period-1 limit cycle oscillations (LCO),
for which a suitable parameterization consists of the time-independent functionals fre-
quency, relative phase, amplitude, a reference value, and the normalized period. In the
developed Probabilistic Collocation for Limit Cycle Oscillations (PCLCO) approach
the global polynomial approximation and the Gauss quadrature sampling of Probabilis-
tic Collocation are employed for the actual interpolation. A number of 3 deterministic
samples is found to be already sufficient for PCLCO to resolve the asymptotic effect of
random free stream velocity on an elastically mounted cylinder.
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10.1.1.5 Unsteady Adaptive Stochastic Finite Elements
The applicability of the uncertainty quantification interpolation of a time-independent
parameterization is extended in the Unsteady Adaptive Stochastic Finite Elements
(UASFE) method. Stochastic bifurcations of dynamical systems are resolved by the
ASFE interpolation with Newton-Cotes quadrature in simplex elements of non-smooth
time-independent functionals. Asymptotically non-periodic responses are parameter-
ized by the inclusion of a damping parameter. Higher-period oscillations are resolved
by an algorithm for parameterizing more complex shape functions. The parameteriza-
tion error is used to determine the time interval in which the UASFE approximation is
valid. Results for the Duffing oscillator show a reduction of computational costs by 3
orders of magnitude compared to Monte Carlo simulation.
10.1.1.6 Unsteady Adaptive Stochastic Finite Elements with interpolation at con-
stant phase
A second UASFE concept for uncertainty quantification of oscillatory responses is de-
veloped based on interpolation of the samples at constant phase. The scaling of the
samples with their phase eliminates the effect of the increasing phase differences in
the response. It is shown that this formulation results in a bounded error as function
of the phase for periodic responses. The UASFE method also results in a bounded
error in time, if the initial phase and the frequency of the response depend linearly
or quadratically on the random parameters. In practice this results in a constant uncer-
tainty quantification accuracy in time with a constant number of samples. The resulting
formulation is not subject to a parameterization error, which improves the convergence
behavior of the method, and it can resolve time-dependent functionals such as in tran-
sient behavior. The method is applicable to responses of which the phase is well-
defined. Results show a fourth-order convergence, in line with the underlying second
degree Newton-Cotes ASFE interpolation.
10.1.1.7 Unsteady Adaptive Stochastic Finite Elements for multi-frequency aero-
elastic responses
The Unsteady Adaptive Stochastic Finite Elements framework is further extended to
fluid-structure interactions with multi-frequency responses and continuous structures
by employing a wavelet decomposition preprocessing step. The effect of the input ran-
domness on the single-frequency components obtained by the wavelet decomposition
is determined by employing UASFE interpolation at constant phase. The stochastic be-
havior of the multi-frequency response is finally determined by summing the separate
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effects of the single-mode components. The multi-frequency response of a continuous
structure is first projected onto either the nodal basis of a finite elements discretiza-
tion or the modal basis of the natural modes of the structure in vacuum. Fourth-order
convergence leads also for multi-frequency responses and continuous structures to a 3
orders of magnitude reduction of computational costs compared to Monte Carlo simu-
lation.
10.1.2 Physical observations
The developed methods are applied to steady problems in channel flow heat transfer,
boundary layer flow, and transonic flow around a NACA0012 airfoil. Unsteady appli-
cations include a piston problem, airfoil flutter models, the Duffing oscillator, and fluid-
structure interaction of an elastically mounted cylinder and airfoil, a flutter panel, and
the three-dimensional transonic AGARD 445.6 wing aeroelastic benchmark. Random
fields and random input parameters with various probability distributions in physical
parameters, geometrical parameters, and boundary and initial conditions are consid-
ered. Their effect on the probability distribution and statistical moments of an output
of practical interest is resolved. The main physical observations resulting from these
applications are summarized below:
• The various random parameters in the channel flow heat transfer problem have
significantly different qualitative and quantitative effects on the standard devia-
tion temperature field. The combined effect of the parameters is larger than their
separate effects.
• Nonlinear advection-diffusion problems with discontinuities can be highly sen-
sitive to input variation with amplification of the input coefficient of variation
up to a factor 18.4 for the piston problem. The transonic airfoil flow shows a
variation of the shock wave location from 50% to 80% of the chord due to a 1%
variation in free stream Mach number.
• A random parameter that affects the frequency of a periodic oscillation results
in steady asymptotic stochastic behavior. The mean structural displacement ex-
hibits a decaying oscillation to its equilibrium position. The standard deviation
shows an initially oscillatory increase from a deterministic initial condition to a
steady asymptotic value.
• Oscillatory linear problems with a non-zero probability of negative damping re-
sult asymptotically in a diverging output standard deviation. The mean system
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energy also diverges asymptotically in that case in contrast with the mean dis-
placement. In that respect, system energy is a more intuitive measure to illustrate
the effect of randomness on the system response.
• Dynamical systems with bifurcations can be extremely sensitive to random initial
conditions with an amplification of input randomness by a factor 52.0 for the
standard deviation in the Duffing oscillator.
• Randomness leads to the onset of unstable behavior in the elastically mounted
airfoil problem, which a single deterministic simulation for the mean value would
have missed. The probability density of the pitch amplitude exhibits a typical P-
bifurcation behavior from a Dirac delta function at zero amplitude to a unimodal
probability density function for positive amplitudes. The bifurcation of the prob-
ability distribution of the absolute pitch angle shows that a 2.5% reduction of
the flutter boundary compared to its deterministic location still results in a 3.8%
probability of flutter.
• The potential and kinetic energy of the flutter panel show a qualitatively different
stochastic behavior as a result of random plate density and random field modulus
of elasticity. The diverging mean and standard deviation of the total structural
energy are 2 orders of magnitude more sensitive to variations in the modulus of
elasticity than the plate density, which results in an amplification of the input
coefficient of variation by a factor 485.
• Even though the mean free stream velocity in the AGARD 445.6 wing problem is
fixed at a realistic safety margin of 5% below the deterministic flutter velocity, a
3.5% velocity variation results in a non-zero flutter probability of 6.19%. Taking
physical uncertainties into account in numerical predictions is, therefore, a more
reliable approach than using safety margins in combination with deterministic
simulation results.
10.2 Recommendations
Based on this thesis a number of recommendations for future work are formulated for
the further development of the proposed methods in section 10.2.1 and for additional
applications to interesting physical problems in section 10.2.2.
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10.2.1 Uncertainty quantification methods
Directions of further improvement of the robustness, efficiency, and applicability of
the proposed Monomial Chaos, Adaptive Stochastic Finite Elements, and Unsteady
Adaptive Stochastic Finite Elements methods are suggested below.
10.2.1.1 Monomial Chaos
The robustness of the Monomial Chaos approach can be improved by extending it to a
multi-elements framework. Since the elements would represent only a fraction of the
total input variation, a multi-element Monomial Chaos formulation would be applica-
ble to larger input variations. A non-intrusive Monomial Chaos formulation can also
be developed for a more straightforward implementation by computing the Monomial
Chaos coefficients using finite differences in probability space. This would, however,
result in performing a series of deterministic solves, which would compromise the ef-
ficiency of the approach.
10.2.1.2 Adaptive Stochastic Finite Elements
The convergence of the Adaptive Stochastic Finite Elements method with Newton-
Cotes quadrature in simplex elements can be further improved by implementing higher-
order Newton-Cotes quadrature rules than second-degree quadrature used in this thesis.
The adaptive grid refinement can also be improved by using the eigenvectors of the
Hessian to determine in which direction refinement is most important. Applications to
more than 3 random parameters would be interesting to study the effectiveness of the
adaptive scheme in high-dimensional probability spaces.
10.2.1.3 Unsteady Adaptive Stochastic Finite Elements
The applicability of Unsteady Adaptive Stochastic Finite Elements can be further ex-
tended by integrating it with steady Adaptive Stochastic Finite Elements. Oscillatory
samples of which the phase can be determined can then be handled by UASFE and the
other samples can be interpolated using steady ASFE. This method adaption can be
applied in probability space, physical space, and the temporal dimension.
10.2.2 Applications
Further applications to challenging physical problems including chaotic systems, high-
dimensional probability spaces, weakly correlated stochastic processes, geometric vari-
ations, validation studies, and model uncertainties are indicated below:
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• Chaotic dynamical systems are an interesting application for uncertainty quan-
tification due to their high sensitivity to input variations [93]. At this moment,
Monte Carlo simulation seems the most suitable method for this application due
to the lack of sufficient regularity in chaotic responses.
• The application of uncertainty quantification to high-dimensional probability
spaces forms an important challenge due to the curse-of-dimensionality for most
methods. The scalability of methods with the number of random parameters is
essential in that respect [20, 70]. More specifically a constant order of conver-
gence independent of the dimensionality of probability space is required.
• For weakly correlated stochastic processes Markov chain Monte Carlo is a more
suitable approach than the Karhunen-Loe`ve expansion. It would be interesting to
develop more efficient alternatives for Markov chain Monte Carlo of stochastic
processes in analogy to the more efficient methods developed as alternatives for
Monte Carlo simulation of random parameters. This problem appears to have
similarities to the problem of high-dimensional probability spaces.
• In this thesis a number of relatively simple random geometric parameters is con-
sidered. More complex geometric variations pose a particular challenge for in-
trusive Polynomial Chaos formulations in terms of domain definition [75, 118]
and the computational mesh [79]. For non-intrusive methods, geometric varia-
tions lead to practical issues of generating the different computational domains
for the deterministic solves [74] and presenting the results on stochastic domains.
• Validating numerical uncertainty quantification results based on measured physi-
cal input variability and the resulting output variations would increase the aware-
ness of the additional value of uncertainty quantification in numerical simula-
tions [82]. This is obviously not a straightforward exercise due to difficulties
in, for example, measuring the input variations, quantifying the degree of match
between the numerical and experimental results [72, 76], and accounting for ex-
perimental and numerical errors.
• Next to the well-established quantification of numerical errors and the quantifi-
cation of the effect of physical randomness also other sources of uncertainty
should be incorporated in a complete analysis. Model uncertainties are an im-
portant third factor which affects the reliability of computational predictions.
For example, the model uncertainty in RANS turbulence models results in sig-
nificant variation in the prediction of flow phenomena. Model uncertainty can
be taken into account using non-parametric uncertainties [94] or in a multimodel
approach based on evidence theory [81].
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Appendix A
Standard uncertainty
quantification methods
Below, four widely used uncertainty quantification methods are briefly reviewed for
comparison with the methods developed here: the Monte Carlo method, the pertur-
bation method [45], the Galerkin Polynomial Chaos method [27], and a non-intrusive
Polynomial Chaos method [36]. For simplicity, the methods are reviewed for the case
of a single uncertain parameter α(ω). They all have extensions to higher dimensions.
A.1 The Monte Carlo method
A robust approach to solving (3.1) is the Monte Carlo method. It is based on solving
the deterministic problem multiple times for a set of N realizations of the uncertain
parameter {αk}Nk=1 with αk ≡ α(ωk),
L(x, t, αk;uk(x, t)) = S(x, t, αk), k = 1, . . . , N, (A.1)
with uk(x, t) ≡ u(x, t, ωk). The stochastic properties of the output can be obtained
from the set ofN realizations of the uncertain variable {uk(x, t)}Nk=1. Due to the slow
convergence rate, the standard Monte Carlo approach can be impractical when solving
a single deterministic problem already involving a large amount of computational work.
Methods exist to improve the convergence rate of standard Monte Carlo, such as Latin-
hypercube sampling and variance reduction techniques; see, for example, [32].
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A.2 The perturbation method
A fast method for determining low-order statistics is the perturbation method (also
called the moment method) [34, 45, 95]. It has recently been applied to problems in
computational fluid dynamics [57, 99]. In the perturbation method the statistical mo-
ments of the output are expanded around the expected value of the uncertain parameter
using Taylor series expansions. These expansions are usually truncated at second or-
der, since for higher orders the equations become extremely complicated [27, 45]. The
second-order estimate of the mean value is given by [45] as
E[u(x, t, ω)] ≈ u(x, t, ω)
∣∣∣∣
α=µα
+
1
2
Var(α(ω))
∂2u
∂α2
∣∣∣∣
α=µα
, (A.2)
with µα ≡ E[α(ω)]. For the first-order approximation, this relation reduces to
E[u(x, t, ω)] ≈ u(x, t, ω)|µα . The first-order estimate of the variance is given as
Var[u(x, t, ω)] ≈
(
∂u
∂α
∣∣∣∣
α=µα
)2
Var[α(ω)]. (A.3)
The moment approximations require the computation of the first and second sensitivity
derivatives of the solution u(x, t, ω) with respect to the uncertain parameter α(ω) for
α(ω) = µα. A method for evaluating these sensitivity derivatives is the continuous
sensitivity equation method [34, 95]. In the continuous sensitivity equation method a
differential equation for the ith sensitivity derivative ∂
iu
∂αi |µα is obtained by implicit
differentiation of the governing equation (3.1) with respect to α for α(ω) = µα. The
resulting equation is called the ith continuous sensitivity equation
∂i
∂αi
L(x, t, α(ω);u(x, t, ω))
∣∣∣∣
µα
=
∂i
∂αi
S(x, t, α(ω))
∣∣∣∣
µα
. (A.4)
The application of the perturbation method is limited to low-order approximations for
small perturbations, i.e., inputs with a small variance. Furthermore, the method cannot
readily be extended to compute the probability distribution function of the response
process [27, 45].
A.3 The Galerkin Polynomial Chaos method
A method that is not limited to low-order statistics and small perturbations is the Poly-
nomial Chaos expansion introduced by Ghanem and Spanos [27], which can approxi-
mate any functional in L2(C) and converges in the L2(C) sense [10]. The Polynomial
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Chaos expansions of the uncertain input parameter α(ω) and the uncertain solution
u(x, t, ω) are
α(ω) =
1∑
j=0
αjΦj(ξ(ω)), u(x, t, ω) =
∞∑
i=0
ui(x, t)Φi(ξ(ω)), (A.5)
where {Φi(ξ)}∞i=0 is a set of orthogonal polynomials and the random variable ξ(ω)
is given by a linear transformation of α(ω) to an appropriate standard domain, i.e.
[−1, 1], [0,∞), or (−∞,∞). Due to this linear transformation the Polynomial Chaos
expansion of α(ω) in (A.5) is exact within the first two terms. For the numerical im-
plementation the Polynomial Chaos expansion for u(x, t, ω) in (A.5) is truncated to
(p+ 1) terms, where p is the Polynomial Chaos order of the approximation. Substitut-
ing the truncated expansions into (3.1) and performing a Galerkin projection onto each
polynomial basis {Φi(ξ)}pi=0 results in a coupled set of (p+1) deterministic equations
〈
L

x, t, 1∑
j=0
αjΦj ;
p∑
i=0
uiΦi

 ,Φk
〉
=
〈
S

x, t, 1∑
j=0
αjΦj

 ,Φk
〉
(A.6)
for k = 0, 1, . . . , p. This system of equations can be solved using standard iterative
methods [31]. The Galerkin Polynomial Chaos method can be intrusive to implement
and computationally intensive to solve, due to the coupled set of equations (A.6).
A.4 A non-intrusive Polynomial Chaos method
To avoid solving a coupled set of equations, a non-intrusive Polynomial Chaos method
can be used. It approximates the Polynomial Chaos coefficients by solving a series of
deterministic problems. An example of a non-intrusive Polynomial Chaos method is
the method of Hosder and Walters (see [36, 104]). The Polynomial Chaos expansion
coefficients {uk(x, t)}pk=0 in (A.5) are approximated by evaluating the deterministic
problem at (p+ 1) points in random space {ξk}pk=0, with ξk ≡ ξ(ωk),
L(x, t, αk;u∗k(x, t)) = S(x, t, αk), k = 0, 1, . . . , p, (A.7)
where u∗k(x, t) is the realization of u(x, t, ω) for α(ω) = αk. The Polynomial Chaos
coefficients {uk(x, t)}pk=0 are then approximated by the following relatively small lin-
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ear system:


Φ0(ξ0) Φ1(ξ0) · · · Φp(ξ0)
Φ0(ξ1) Φ1(ξ1) · · · Φp(ξ1)
.
.
.
.
.
.
.
.
.
.
.
.
Φ0(ξp) Φ1(ξp) · · · Φp(ξp)




u0(x, t)
u1(x, t)
.
.
.
up(x, t)

 =


u∗0(x, t)
u∗1(x, t)
.
.
.
u∗p(x, t)

 , (A.8)
which can be solved using a single LU decomposition. This non-intrusive Polynomial
Chaos method can be shown to converge to the Galerkin Polynomial Chaos expansion
coefficients under certain conditions [36]. As for the Monte Carlo method (A.1), non-
intrusive Polynomial Chaos results in a set of equations (A.7) which coincide with the
deterministic problem for varying parameter values. However, the number of determin-
istic evaluations can be orders of magnitude smaller than for a standard Monte Carlo
simulation due to the combination with the Polynomial Chaos expansion.
In non-intrusive Probabilistic Collocation or Stochastic Collocation approaches [5,
54, 62, 96] the sampling points {ξk}pk=0 are suitable Gauss quadrature points, which
are the zeros of the polynomials orthogonal with respect to in input probability density.
The interpolation through the quadrature points is then obtained by using Lagrange
interpolation polynomials, which decouple system (A.8).
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Summary
Robust and efficient methods are presented for resolving the effect of physical varia-
tions in computationally intensive flow and fluid-structure simulations including dis-
continuities and unsteadiness. The effect of inherent physical uncertainties due to, for
example, varying atmospheric conditions and production tolerances can in sensitive
engineering problems be larger than the numerical error in computational predictions.
Detailed and quantitative probabilistic information on the effect of physical variability
modeled by random parameters can be utilized in reducing design safety factors and
robust design optimization, which eventually contributes to the development of aero-
dynamically more efficient and environmentally friendly transportation and renewable
energy technologies.
In order to determine the effect of physical randomness reliably and at low com-
putational costs a number of uncertainty quantification methods is developed. The
introduced uncertainty quantification methods result in a significant improvement over
existing methods in terms of efficiency and robustness. The proposed Gram-Schmidt
Polynomial Chaos method contributes to the extension of the spectral convergence of
Galerkin Polynomial Chaos to arbitrary input probability distributions. The developed
Monomial Chaos approach results in an uncoupled set of linear equations for construct-
ing the Polynomial Chaos expansion in problems involving polynomial nonlinearities.
It is shown that the computational work per additional Monomial Chaos order of the
equivalence of a linear Newton iteration can reduce the additional computational costs
for a Monomial Chaos uncertainty quantification to less than that of a deterministic
solve. The presented Adaptive Stochastic Finite Elements (ASFE) method based on
Newton-Cotes quadrature in simplex elements is an extrema diminishing (ED) scheme
in probability space. The method also satisfies the total variation diminishing (TVD)
concept extended to probability space for first-degree Newton-Cotes quadrature.
For unsteady problems the concept of interpolating a time-independent parameter-
ization of periodic samples instead of the time-dependent samples themselves is intro-
duced in Probabilistic Collocation for Limit Cycle Oscillations (PCLCO). This results
275
Summary
in a time-independent uncertainty quantification interpolation accuracy for the time-
independent parameters with a constant number of samples for period-1 limit cycle
oscillations. The applicability of the time-independent parameterization is extended
to non-smooth time-independent functionals, asymptotically non-periodic responses,
and higher-period oscillations in the Unsteady Adaptive Stochastic Finite Elements
(UASFE) method.
A second UASFE concept for uncertainty quantification of oscillatory responses is
developed based on interpolation of the samples at constant phase. It is shown that this
formulation results in a bounded error as function of the phase for periodic responses
and under certain conditions also in a bounded error in time. In practice this leads to
a constant uncertainty quantification accuracy in time with a constant number of sam-
ples. The resulting formulation is not subject to a parameterization error and it can
resolve time-dependent functionals. The method is applicable to responses of which
the phase is well-defined. The UASFE framework is further extended to fluid-structure
interactions with multi-frequency responses and continuous structures by employing
a wavelet decomposition preprocessing step. Fourth-order convergence results for one
random parameter show a 3 orders of magnitude reduction of computational costs com-
pared to Monte Carlo simulation.
The developed methods are applied to steady and unsteady problems with discon-
tinuities subject to random fields and multiple random input parameters with various
probability distributions in physical parameters, geometrical parameters, and boundary
and initial conditions. Problems with discontinuities are found to be sensitive to input
variations with an amplification factor of 18.4 for the coefficient of variation in a piston
problem and a varying shock wave location from 50% to 80% of the chord in transonic
airfoil flow due to a 1% variation in free stream Mach number.
The unsteady applications illustrate that the developed methods have the potential
to advance uncertainty quantification for computationally intensive unsteady problems
with discontinuities from practically impossible to a routine analysis. It is demonstrated
that a random parameter which affects the frequency of a periodic oscillation results
in steady asymptotic stochastic behavior. Oscillatory linear problems with a non-zero
probability of negative damping are shown to result asymptotically in a diverging out-
put standard deviation. Dynamical systems with bifurcations are found to be extremely
sensitive to random initial conditions with an amplification of input randomness by a
factor 52.0 for the standard deviation in the Duffing oscillator.
The fluid-structure interaction of a two-dimensional airfoil shows a typical P-
bifurcation behavior for probability density of the pitch amplitude from a Dirac delta
function at zero amplitude to a unimodal probability density function for positive am-
plitudes. A 2.5% reduction of the flutter boundary compared to its deterministic loca-
tion still results in a 3.8% probability of flutter.
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In the three-dimensional transonic AGARD 445.6 wing aeroelastic benchmark a
mean free stream velocity fixed at a realistic safety margin of 5% below the determin-
istic flutter velocity in combination with a 3.5% velocity variation results in a non-zero
flutter probability of 6.19%. This illustrates that randomness can lead to the onset of
unstable behavior, which a single deterministic simulation for the mean value would
have missed. Taking physical uncertainties into account in numerical predictions is,
therefore, a more reliable design practice than using safety margins in combination
with deterministic simulation results.
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Robuuste en efficie¨nte methoden worden gepresenteerd voor het bepalen van het effect
van fysische variaties in reken-intensieve stroming en stroming-constructie simulaties
met discontinuı¨teiten en tijdsafhankelijkheid. Het effect van inherente fysische onze-
kerheden ten gevolge van bijvoorbeeld varie¨rende atmosferische condities en produc-
tietoleranties kunnen in gevoelige ingenieursproblemen groter zijn dan de numerieke
fout in rekenkundige voorspellingen. Gedetailleerde en kwantitatieve probabilistische
informatie over het effect van fysische variabiliteit gemodelleerd door stochastische
parameters kan worden gebruikt in het reduceren van ontwerp veiligheidsfactoren en
in robuuste ontwerp optimalisatie, wat uiteindelijk bijdraagt aan de ontwikkeling van
aerodynamisch efficie¨ntere en milieuvriendelijk vervoer en duurzame energie technolo-
gie.
Ten einde het effect van fysische variaties betrouwbaar en met lage rekenkosten te
bepalen, worden verscheidene onzekerheidskwantificeringsmethoden ontwikkeld. De
geı¨ntroduceerde methoden resulteren in een significante verbetering ten opzichte van
bestaande methoden in termen van efficı¨entie en robuustheid. De voorgestelde Gram-
Schmidt Polynomische Chaos methode draagt bij aan de uitbreiding van de spectrale
convergentie van Galerkin Polynomische Chaos naar willekeurige kansverdelingen. De
ontwikkelde Monomische Chaos aanpak resulteert in een ontkoppelde set van lineaire
vergelijkingen voor het construeren van de Polynomische Chaos expansie in proble-
men met polynomische niet-lineariteiten. Er is aangetoond dat het rekenwerk per addi-
tionele Monomische Chaos orde equivalent aan een lineaire Newton iteratie het addi-
tionele rekenwerk voor een Monomische Chaos onzekerheidskwantificering kan redu-
ceren tot minder dan dat van een deterministische berekening. De gepresenteerde
Adaptieve Stochastische Eindige Elementen (Adaptive Stochastic Finite Elements,
ASFE) methode gebaseerd op Newton-Cotes kwadratuurpunten in simplex elementen
is een extrema verlagend (extrema diminishing, ED) schema in de kansruimte. De
methode voldoet ook aan de totale variatie verkleinende (total variation diminishing,
TVD) conditie uitgebreid naar de kansruimte voor eerstegraads Newton-Cotes kwadra-
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tuurpunten.
Voor instationaire problemen wordt het concept van interpolatie van een tijdsafhan-
kelijke parameterisatie van periodieke realisaties in plaats van de tijdsafhankelijke
realisaties zelf geı¨ntroduceerd in Probabilistische Collocatie voor Limietcykel Oscil-
laties (Probabilistic Collocation for Limit Cycle Oscillations, PCLCO). Dit resulteert in
een tijdsonafhankelijke onzekerheidskwantificeringsinterpolatienauwkeurigheid voor
de tijdsafhankelijke parameters met een constant aantal realisaties voor periode-1 li-
mietcykel oscillaties. De toepasbaarheid van de tijdsafhankelijke parameterisatie wordt
uitgebreid tot niet-gladde tijdsafhankelijke functionalen, asymptotisch niet-periodieke
responsen en hogere-periode oscillaties in de Instationaire Adaptieve Stochastische
Eindige Elementen (Unsteady Adaptive Stochastic Finite Elements, UASFE) methode.
Een tweede UASFE concept voor onzekerheidskwantificering van oscillatorische
responsen wordt ontwikkeld gebaseerd op interpolatie van de realisaties bij constante
fase. Het is aangetoond dat deze formulering resulteert in een begrensde fout als func-
tie van de fase voor periodieke responsen en onder zekere condities ook in een be-
grensde fout in de tijd. In de praktijk leidt dit tot een constante onzekerheidskwantifi-
ceringsnauwkeurigheid in de tijd met een constant aantal realisaties. De resulterende
formulering heeft geen parameterisatiefout en kan tijdsafhankelijke functionalen be-
handelen. De methode is toepasbaar op responsen waarvan de fase goed gedefinie¨erd
is. De UASFE methode wordt verder uitgebreid naar stroming-constructie interacties
met meerdere-frequentie responsen en continue constructies door gebruik te maken van
een wavelet ontbindingsstap. Vierde orde convergentie resultaten voor een stochasti-
sche parameter laten een 3 ordes van grootte reductie van de rekenkosten zien in verge-
lijking met Monte Carlo simulaties.
De ontwikkelde methoden zijn toegepast op stationaire en instationaire proble-
men met discontinuı¨teiten en met stochastische velden en meerdere stochastische para-
meters met verscheidene kansverdelingen in fysieke parameters, geometrische para-
meters, en rand- en beginvoorwaarden. Het is gevonden dat problemen met discon-
tinuı¨teiten gevoelig zijn voor variaties met een versterkingsfactor van 18,4 voor de
variatiecoe¨fficie¨nt in een zuiger probleem en een varie¨rende schokgolf locatie van 50%
tot 80% van de koorde in transsonische profielstroming ten gevolge van een 1% vari-
atie in het ongestoorde Machgetal. De instationaire toepassingen laten zien dat de
ontwikkelde methoden de potentie hebben om onzekerheidskwantificering voor reken-
intensieve instationaire problemen met discontinuiteiten te transformeren van praktisch
onmogelijk tot een routine analyse. Er is gedemonstreerd dat een stochastische para-
meter die effect heeft op de frequentie van een periodieke oscillatie resulteert in een
stationair asymptotisch stochastisch gedrag. Er is aangetoond dat oscillerende lineaire
problemen met een positieve kans op negatieve demping asymptotisch resulteren in een
divergerende standard deviatie. Er is ook gevonden dat dynamische systemen met bi-
280
Samenvatting
furcaties extreem gevoelig zijn voor stochastische begincondities met een amplificatie
van variabiliteit met een factor 52,0 voor de standaard deviatie in de Duffing vergelij-
king.
De stroming-constructie interactie van een twee-dimensionaal profiel laat een ty-
pisch P-bifurcatiegedrag zien voor de kansdichtheid van de stamp amplitude vanuit een
Dirac delta functie voor een amplitude van nul tot een mode-1 kansdichtheidsfunctie
voor positieve amplitudes. Een 2,5% reductie van de fluttergrens ten opzichte van zijn
deterministische locatie resulteert nog steeds in een 3,8% kans op flutter.
In het drie-dimensionale transsone AGARD vleugel 445.6 aero-elastisch standaard-
probleem resulteert een gemiddelde ongestoorde snelheid op een realistische veilig-
heidsmarge van 5% beneden de deterministische fluttersnelheid in combinatie met een
3.5% snelheidsvariatie in een positieve kans of flutter van 6,19%. Dit illustreert dat
variaties kunnen leiden tot het ontstaan van instabiel gedrag, dat een deterministische
simulatie voor de gemiddelde waarde zou hebben gemist. Het meenemen van fysi-
sche onzekerheden in numerieke voorspellingen is daarom een betrouwbaardere ont-
werpmethodologie dan het gebruiken van veiligheidsmarges in combinatie met deter-
ministische simulatie resultaten.
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