Of numerous proposals to improve the accuracy of naive Bayes by weakening its attribute independence assumption, both LBR and Super-Parent TAN have demonstrated remarkable error performance. However, both techniques obtain this outcome at a considerable computational cost. We present a new approach to weakening the attribute independence assumption by averaging all of a constrained class of classifiers. In extensive experiments this technique delivers comparable prediction accuracy to LBR and Super-Parent TAN with substantially improved computational efficiency at test time relative to the former and at training time relative to the latter. The new algorithm is shown to have low variance and is suited to incremental learning.
Introduction
Due to its simplicity, efficiency and efficacy, naive Bayes (NB) is widely deployed for classification learning. It delivers optimal classification subject only to the accuracy of the estimation of the base conditional probabilities on which it relies and to the constraints of its simplifying attribute independence assumption. Notwithstanding the fact that some violations of the attribute independence assumption do not matter (Domingos & Pazzani, 1996) , it is clear that many do, and there is an increasing body of work developing techniques to retain NB's desirable simplicity and efficiency while alleviating the problems of the attribute independence assumption (Friedman, Geiger, & Goldszmidt, 1997; Keogh & Pazzani, 1999; Kohavi, 1996; Kononenko, 1991; Langley, 1993; Langley & Sage, 1994; Pazzani, 1996; Sahami, 1996; Singh & Provan, 1996; Webb & Pazzani, 1998; Webb, 2001; Xie et al., 2002; Zheng & Webb, 2000; Zheng, Webb, & Ting, 1999) .
Of these techniques, two have demonstrated remarkable accuracy. Lazy Bayesian Rules (LBR) (Zheng & Webb, 2000) has demonstrated accuracy comparable to boosting decision trees (Zheng, Webb, & Ting, 1999) and Super-Parent TAN (SP-TAN) (Keogh & Pazzani, 1999) , a variant of Tree Augmented Naive Bayes (TAN) (Friedman, Geiger, & Goldszmidt, 1997) , has demonstrated accuracy comparable to LBR (Wang & Webb, 2002) . However, these two techniques have high computational overheads, SP-TAN having high computational complexity at training time and LBR having high computational complexity at classification time. This reduces their usefulness as an alternative to NB. This paper first introduces NB, LBR, TAN and SP-TAN. An analysis of the sources of strength of each algorithm together with the determinants of their computational profiles leads to the development of AODE, a new efficient technique that utilizes a weaker attribute independence assumption than NB, thereby improving prediction accuracy without undue computational overheads. We present an experimental comparison of performance on selected UCI data sets together with a bias-variance analysis. AODE demonstrates comparable error to LBR and SP-TAN coupled with a computational profile that avoids the high training cost of SP-TAN and the high classification cost of LBR.
Naive Bayes
We wish to predict from a training sample of classified objects the class of an example x = x 1 , . . . , x n , where x i is the value of the ith attribute. We can minimize error by selecting argmax y P(y | x), where y ∈ c 1 , . . . c k are the k classes. To this end we seek an estimateP(y | x) of P(y | x) and perform classification by selecting argmax yP (y | x).
From the definition of conditional probability we have
P(y | x) = P(y, x)/P(x) (1) ∝ P(y, x).
(2)
Hence, argmax y P(y | x) = argmax y P(y, x), and the latter is often calculated in practice rather than the former. Further, as P(x) = 
In consequence, in the remainder of this paper we consider only the problem of estimating Eq. (2). Assuming the training sample is a representative sample of the joint distribution from which it is drawn, the frequency with which any event occurs in the sample will be a reasonable approximation of the probability of that event. In practice a minor adjustment is made to the observed frequency, such as the Laplace estimate, in order to allow for possible sampling error. However, if the number of attributes, n, is large, for most x, P(y, x) is likely to be extremely small, and hence for any y, (y, x) is unlikely to occur in the sample. In consequence, an estimate of P(y, x) from the sample frequencies will be uninformative. One way around this problem is to estimate P(y, x) by a function from other probability estimates that we can derive with greater confidence from the sample frequencies.
By application of the product rule we have the following.
If the number of classes, k, is small, it should be possible to obtain a sufficiently accurate estimate of P(y) from the sample frequencies. However, we still have the problem that x may not occur in the training data and hence P(x | y) cannot be directly estimated from the sample. NB circumvents this problem by assuming that the attributes are independent given the class. From this assumption it follows that
Hence NB classifies by selecting
whereP(y) andP(x i | y) are estimates of the respective probabilities derived from the frequency of their respective arguments in the training sample, with possible corrections such as the Laplace estimate. At training time NB need only compile a table of class probability estimates and a table of conditional attribute-value probability estimates. The former is one-dimensional, indexed by class and the latter two-dimensional, indexed by class and attribute-value. The resulting space complexity is O(knv), where v is the average number of values per attribute. To calculate the estimates requires a simple scan through the data, an operation of time complexity O(tn), where t is the number of training examples. At classification time, to classify a single example has time complexity O(kn) using the tables formed at training time with space complexity O(knv).
LBR and TAN
Equation (6) is simple to calculate leading to efficient classification. However, violations of the attribute independence assumption Eq. (5) can lead to undesirably high error. Of the many approaches to obviating this problem cited in the introduction, two have demonstrated very low error: LBR (Zheng & Webb, 2000) and SP-TAN (Keogh & Pazzani, 1999) . Both rely on weaker attribute independence assumptions than NB.
LBR uses lazy learning. For each x = x i , . . . , x n to be classified, a set W of the attribute values is selected. Independence is assumed among the remaining attributes given W and y. Hence, x can be classified by selecting
Thus, every attribute depends both on the class and the attributes chosen for inclusion in W . W is selected by a simple heuristic wrapper approach that seeks to minimize error on the training sample. At training time, LBR simply stores the training data, an operation of time and space complexity O(tn). At classification time, however, LBR must select the attributes for inclusion in W , an operation of time complexity O(tkn 3 ). In practice, the cumulative computation is reasonable when few examples are to be classified for each training set. When large numbers of examples are to be classified, the computational burden becomes prohibitive.
In contrast to LBR, TAN and SP-TAN allow every attribute x i to depend upon the class and at most one other attribute, p(x i ), called the parent of x i . Hence, x is classified by selecting
The parent function p(·) is developed at training time. TAN (Friedman, Geiger, & Goldszmidt, 1997) uses conditional mutual information to select the parent function. SP-TAN (Keogh & Pazzani, 1999 ) uses a simple heuristic wrapper approach that seeks to minimize error on the training sample. At training time both TAN and SP-TAN generate a three-dimensional table of probability estimates for each attribute-value, conditioned by each other attribute-value and each class, space complexity O(k(nv) 2 ). SP-TAN must also store the training data, with additional space complexity O(tn). The time complexity of forming the three dimensional probability table required by both TAN and SP-TAN is O(tn 2 ) as an entry must be updated for every training case and every combination of two attribute-values for that case. To create the parent function TAN must first calculate the conditional mutual information, requiring consideration for each pair of attributes, every pairwise combination of their respective values in conjunction with each class value O(kn 2 v 2 ). A maximal spanning tree is then generated, time complexity O(n 2 log n). The time complexity of forming the parent function for SP-TAN is O(tkn 3 ), as the selection of a single parent is order O(tkn 2 ) and parent selection is performed repeatedly, potentially being repeated until every attribute has a parent. At classification time both TAN and SP-TAN need only store the probability tables, space complexity O(knv 2 ). This compression over the table required at training time is achieved by storing probability estimates for each attribute-value conditioned by the parent selected for that attribute, and the class. The time complexity of classifying a single example is O(kn).
Averaged One-Dependence Estimators
LBR and SP-TAN appear to offer competitive error to boosting decision trees (Zheng, Webb, & Ting, 1999; Wang & Webb, 2002) . However, except in the case of applying LBR to classify small numbers of examples for each training set, this is achieved at considerable computational cost. In the current research we seek techniques that weaken NB's attribute independence assumption, achieving the error performance of LBR and SP-TAN, without their computational burden.
Analysis of LBR and SP-TAN reveals that the computational burden can be attributed mainly to two factors: -model selection: W for LBR, and p(·) for SP-TAN, and -probability estimation: generated on the fly for LBR, and via the three-dimensional conditional probability table for SP-TAN.
Considering first the issue of probability estimation, it is clearly desirable to be able to pre-compute all required base probability estimates at training time, as does SP-TAN. Sahami (1996) introduces the notion of x-dependence estimators, whereby the probability of each attribute value is conditioned by the class and at most x other attributes. In general, the probability estimates required for an x-dependence estimator can be stored in an (x +2)-dimensional table, indexed by the target attribute-value, the class value, and the values of the x other attributes by which the target is conditioned. To maintain efficiency it appears desirable to restrict ourselves to 1-dependence classifiers.
This leaves the issue of model selection. One way to minimize the computation required for model selection is to perform no model selection, as does NB.
In addition to the desire to minimize computation, a second motivation for avoiding model selection is that selection between alternative models can be expected to increase variance. This is because selection between models allows a learning system to more closely fit the training data. In consequence, changes in the training data will lead to greater changes in the model formed, which leads in turn to greater variance (see, for example, Hastie, Tibshirani, & Friedman, 2001 ). In contrast, under approaches such as naive Bayes where there is no choice in the form of the model, all that changes when the training data changes is the underlying conditional probability tables which tends to result in relatively gradual changes in the pattern of classification. Model selection avoidance may minimize the variance component of a classifier's error.
However, while avoiding model selection appears desirable, it appears to conflict with the desire to use 1-dependence classifiers. These require each attribute to depend on one other attribute and the precise such attribute must surely be selected. Our solution is to select a limited class of 1-dependence classifiers and to aggregate the predictions of all qualified classifiers within this class. The class we select is all 1-dependence classifiers where there is a single attribute that is the parent of all other attributes. However, we wish to avoid including models for which the base probability estimates are inaccurate. To this end, when classifying an object x = x 1 , . . . , x n , we exclude models where the training data contain fewer than m examples of the value for x of the parent attribute x i . In the current research we use m = 30, this being a widely utilized minimum on sample size for statistical inference purposes.
By application of the product rule it follows that for any attribute value
As this equality holds for every x i , it follows that it also holds for the mean over any group of attribute values. Hence,
where F(x i ) is a count of the number of training examples having attribute-value x i and is used to enforce the limit m that we place on the support needed in order to accept a conditional probability estimate. In the presence of estimation error, if the inaccuracies of the estimates are unbiased the mean can be expected to factor out that error. Equation (10) provides a new strategy for estimating class probabilities. We call the resulting classifiers Averaged One-Dependence Estimators (AODE). As the denominator of Eq. (10) is invariant across classes it need not be calculated. In consequence, substituting probability estimates for the probabilities in Eq. (10) and seeking the class that maximizes the resulting term, these classifiers select the class
AODE can be extended to provide direct class probability estimates by normalizing the numerator of Eq. (10) across all classes:
At training time AODE need only form the tables of joint attribute-value, class frequencies from which the probability estimatesP(y, x i ) andP(y, x i , x j ) are derived that are required for estimatingP(y, x i ) andP(x j | y, x i ). The space complexity of these tables is O(k(nv) 2 ). Derivation of the frequencies required to populate these tables is of time complexity O(tn 2 ). There is no model selection. Classification requires the tables of probability estimates formed at training time of space complexity O(k(nv) 2 ). Classification of a single example requires calculation of Eq. (11) and is of time complexity O(kn 2 ). Table 1 displays the relative complexity of each of the algorithms discussed. 
k is the number of classes. n is the number of attributes. v is the average number of values for an attribute. t is the number of training examples.
A further computational advantage of AODE compared to TAN or SP-TAN is that it lends itself directly to incremental learning. To update an AODE classifier with evidence from a new example requires only incrementing the relevant entries in the tables of joint attribute-value and class frequencies.
We expect AODE to achieve lower classification error than NB for the following reasons. First, as it involves a weaker attribute independence assumption, P(y, x i )
Hence, the estimates from each of the one-dependence models over which AODE averages should be better than the estimate from NB, except insofar as the estimates of the base probabilities P(y, x i ) and P(x j | y, x i ) in the one-dependence models are less accurate than the estimates of the base probabilities P(y) and P(x i | y) used by NB. The only systematic cause for such a drop in accuracy might result from the smaller numbers of examples from which the AODE base probabilities are estimated. We seek to guard against negative impact from such a cause by restricting the base models to those for which the parent attribute-value occurs with sufficient frequency. Due to the extent to which AODE's estimates can be expected to grow in accuracy as the amount of data increases, we expect the magnitude of the advantage over NB to grow as the number of training examples grows. Second, there is a considerable evidence that aggregating multiple credible models leads to improved prediction accuracy (Ali, Brunk, & Pazzani, 1994; Breiman, 1996; Freund & Schapire, 1997; Nock & Gascuel, 1995; Oliver & Hand, 1995; Wolpert, 1992) , and we expect to benefit from such an effect. Third, like NB, AODE avoids model selection and hence avoids the attendant variance.
Evaluation
We here evaluate our hypotheses that AODE will deliver efficient and accurate classification. We also evaluate our expectation that any one-dependence estimator should be more accurate than NB so long as there is sufficient data to accurately estimate the required probabilities. To this end we also consider ODE, a variant of AODE where, instead of averaging over all x i : F(x i ) ≥ m as in Eq. (11), one x i : F(x i ) ≥ m is randomly selected and we classify using
To assess the account of AODE as an approach to ensembling one-dependence estimators, we also consider bagged ODE. We compare the prediction error, bias, variance, training time and classification time of AODE to those of NB, ODE, bagged ODE, LBR, TAN, and SP-TAN. In order to provide comparators with which many researchers will be familiar, we also provide results for a standard decision tree learner and a boosted decision tree learner. To this end we implemented AODE, ODE, TAN and SP-TAN in the Weka workbench version 3.35 (Witten & Frank, 2000) . We used Weka's implementations of NB, LBR, the decision tree learner J48 (a reimplementation of C4.5), boosting and bagging. For all algorithms we employed Weka's default settings, in particular forming ensembles of ten base classifiers each for boosting and bagging. In keeping with Weka's NB and LBR, we estimated the base probabilities P(y), P(y, x i ) and P(y, x i , x j ) using the Laplace estimate as follows:
where F(·) is the frequency with which a combination of terms appears in the training data, K is the number of training examples for which the class value is known, K i is the number of training examples for which both the class and attribute i are known, K i j is the number of training examples for which all of the class, and attributes i and j are known, and v a is the number of values for attribute a.
As LBR, TAN, SP-TAN and AODE require discrete valued data, all data were discretized using MDL discretization (Fayyad & Irani, 1993) . MDL discretization was used in preference to techniques specifically optimized for naive Bayes (Yang & Webb, 2003) because the latter rely on the attribute independence assumption and hence are poorly adapted to the semi-naive approaches of LBR, TAN, SP-TAN and AODE that weaken that assumption. We evaluated J48 and boosted J48 with both discretized and the raw data. We report only results for the raw data as these are more favorable to those algorithms.
As we expect AODE to exhibit low variance, we compared the performance of the system using Weka's bias-variance decomposition utility which utilizes the experimental method proposed by Kohavi and Wolpert (1996) . The training data are divided into training and test sets each containing half the data. 50 local training sets are sampled from the training set, each local set containing 50% of the training set, which is 25% of the full data set. A classifier is formed from each local training set and bias, variance, and error estimated from the performance of those classifiers on the test set.
Experiments were performed on a dual-processor 1.7 GHz Pentium 4 Linux computer with 2 Gb RAM. All algorithms were applied to the 37 data sets described in Table 2 . These data sets are formed around a core of twenty-nine data sets used in previous related research (Domingos & Pazzani, 1996; Zheng & Webb, 2000) augmented by eight larger data sets added because the original data sets were all relatively small and AODE, LBR, TAN and SP-TAN have greatest scope to improve upon NB when more data is available. However, it should be noted that the bias-variance experimental method results in very small training sets, each only 25% of the size of the data set. Previous research suggests that NB enjoys particularly low relative error on small data sets (Zheng & Webb, 2000) and hence this experimental method can be expected to favor NB.
Error, bias and variance results
Table 3 presents for each data set the mean error for each algorithm. Tables 4 and 5 provide the mean bias and variance results respectively. For each algorithm the mean of each measure across all data sets is also presented. The mean error, bias or variance across multiple data sets provides at best a very gross measure of relative performance as it is questionable whether error rates are commensurable across data sets. The geometric mean ratio is also presented. This is a standardized measure of relative performance. This is obtained by taking for each data set the ratio of the performance of the alternative algorithm divided by the performance of AODE. The geometric mean of these ratios is presented as this is the most appropriate average to apply to ratio data. A geometric mean ratio greater than 1.0 represents an advantage to AODE and a value lower than 1.0 represents an advantage to the alternative algorithm. We do not apply significance tests to pairwise comparisons of performance on a data set by data set basis, as the 888 (37 data sets × 3 metrics × 8 comparator algorithms) such comparisons would result in substantial risk of a large number of false positive outcomes. Nor do we present the standard deviations of the individual error outcomes as the number of outcomes makes interpretation of such information infeasible. Rather, we perform a win/draw/loss summary to compare overall performance of AODE against each other algorithm on each measure. The results are presented in Table 6 . For each pairwise comparison we present first the number of data sets for which AODE obtained lower average error than the comparator algorithm, the number for which the algorithms obtained the same average error, and the number for which the alternative algorithm obtained lower average error. The Table 6 . Win/draw/loss records, AODE vs. alternatives. p value is the outcome of a binomial sign test and represents the probability that AODE would obtain the observed or more extreme ratio of wins to losses. The p value for NB is one-tailed because a specific prediction is made about the direction of the result. For all other algorithms the reported p value is the result of a two-tailed test because no specific prediction about relative performance has been made. We assess a difference as significant if p ≤ 0.05. Using only one-tailed or only two-tailed tests would in each case only change one assessment of significance, each of which is noted below. Considering first the error outcomes, AODE achieves the lowest mean error, its mean error being substantially (0.010 or more) lower than that of NB, ODE, TAN and J48 and the geometric mean error ratio showing a substantially (1.10 or greater) advantage with respect to NB, ODE and J48. The win/draw/loss record indicates a significant advantage over NB, ODE, TAN and J48. While the mean and geometric mean ratios might suggest marginal advantage over the remaining algorithms, the win/draw/loss tables do not reveal any of these to be statistically significant. Note, however, that a one-tailed p for the win/draw/loss record with respect to SP-TAN is 0.029, which would be accepted as significant.
With respect to bias and variance, all measures indicate that AODE obtains lower bias and higher variance than NB, the win/draw/loss records being significant in each case. Note, however, that the two-tailed p for the win/draw/loss record with respect to variance is 0.052, which is only marginally significant. Compared to LBR, TAN and SP-TAN, AODE obtains lower mean and geometric mean ratio outcomes for variance and similar outcomes for bias. Turning to the win/draw/loss records, the advantage in variance is significant with respect to TAN and SP-TAN, but not LBR. The win/draw/loss records for bias do not indicate a significant difference with respect to any of these algorithms.
All measures suggest that AODE has higher bias but lower variance than J48 and Boosted J48, the win/draw/loss outcomes being significant in all cases except for bias with respect to J48.
ODE, and bagged ODE were included in the experiments in order to evaluate the interpretation of the power of AODE in terms of ensembling one-dependence classifiers. Comparing ODE first to NB, ODE has lower mean error and bias but higher mean variance. The win/draw/loss records of NB compared to ODE show that the advantage is not significant (11/7/19, one-tailed p = 0.100) for error but is significant for bias (21/6/10, one-tailed p = 0.035) and variance (4/9/24, one-tailed p < 0.001). Bagging ODE can be seen to bring the error, bias and variance toward that of AODE, lending credibility to an explanation of the effectiveness of AODE in terms of ensembling one-dependence estimators.
Learning curves
Cross data set experimental studies of the traditional form presented above are of only limited value for gaining deep understanding of the relative prediction characteristics of alternative algorithms. Demonstrating a significant benefit for one algorithm across a group of data sets provides evidence only that the algorithm is likely to perform better with respect to subsequent data sets with similar characteristics. Unfortunately, however, the science of machine learning has made little progress in identifying characteristics that are likely to affect relative classification performance, and hence we have limited ability to generalize from results on one group of data sets to expected results on further data. One proposal that has been made is that data set size interacts with the bias-variance characteristics of an algorithm to affect prediction performance (Brain & Webb, 2002) . In particular, it is hypothesized that low variance algorithms tend to enjoy an advantage with small data sets while low bias algorithms tend to enjoy an advantage with larger data sets. The descriptors 'small' and 'large' here are clearly imprecise and impossible to exactly quantify, as the rate at which bias comes to dominate error will depend upon the complexity of each classification task. Nonetheless, this framework does provide us with a precise expectation, that for two algorithms one with lower bias and the other with lower variance, the lower variance algorithm will exhibit lower error at very small data set sizes and that learning curves for the algorithms will eventually cross so that at some larger data set size the low bias algorithm will achieve lower error.
The experiments reported above suggest that AODE, LBR, TAN and SP-TAN all share similar levels of bias. However, as already noted, the data sets are primarily small and the bias-variance evaluation procedure utilizes training sets containing only 25% of each data set. Hence many of the training sets are quite small. We expect the bias of LBR, TAN and SP-TAN to decrease as training set sizes increase, as more data will lead to more accurate probability estimates and hence to more appropriate model selection. Of these three algorithms LBR has the greatest potential to benefit from increases in the quantity of training data as it is able to utilize higher order conditional probabilities where there is sufficient data to obtain accurate estimates thereof. As NB and AODE do not perform model Table 8 . Win/draw/loss records for ten largest data sets. selection we do not expect their bias to decrease with increased data in the same manner. In an attempt to assess these predictions we recalculated the mean, geometric mean ratio and win/draw/loss records of NB, LBR, TAN and SP-TAN relative to AODE over the ten largest data sets (those with 1000 or more cases and hence for which the training sets contained 250 or more cases). The mean and geometric mean ratios are presented in Table 7 and the win/draw/loss records are presented in Table 8 . All p values are one-tailed as specific predictions are made. However, in no case would the use of two-tailed in place of one-tailed tests affect significance at the 0.05 level. As can be seen, the mean bias over these larger data sets does favor LBR, TAN and SP-TAN, although with the small number of data sets the win/draw/loss records are not significant. If our reasoning about the expected bias profiles of these algorithms is accepted, it leads to the expectation that naive Bayes should excel compared to AODE, LBR, TAN and SP-TAN at very small data set sizes and then as the quantity of data increases AODE should then come to the fore (with intermediate bias and variance) and then at even larger data set sizes LBR, TAN and SP-TAN should achieve the lowest error, with LBR enjoying an advantage for very large data sets.
To assess this expectation we formed learning curves for the largest data set in our collection, adult, starting with training sets of size 23 and then doubling up to 47104, this particular sequence being contrived to maximize the final term within the constraint that the final term must be less than the total data set size. We repeated 50 experiments. For each experiment 1000 objects were selected at random as a test set and then successive training sets were sampled from the remaining objects and each algorithm was evaluated on the resulting training-test set pairs. The learning curves thereby generated are presented in figure 1 , with each point representing the mean error over all 50 experiments and bounded by error bars that delimit one standard deviation from the mean. Note, due to the large number of comparators, the upper bound of each error bar is indicated by ∧ and the lower bound by ∨, with the point of the arrow in each case resting on the bound.
At the smallest training set size AODE defaults to NB and shares equal error lower than TAN and SP-TAN and marginally lower than LBR. At the next two larger sizes there is little separation between the error of NB, AODE, LBR and SP-TAN, all of which have substantially lower error than TAN. At the fourth and fifth training set sizes AODE comes to the fore with error more than one standard error below the next best algorithm. LBR, TAN and SP-TAN then come to overtake AODE, with LBR attaining error that is one standard error below the next closest algorithm at data set sizes 2944 and 47104 and LBR and TAN both exhibiting similar low error rates at the data set sizes in between.
These learning curves correspond well to our predictions, with AODE achieving lower error than NB, LBR, TAN and SP-TAN at intermediate data set sizes but being overtaken by LBR and TAN at larger data set sizes.
Compute time results
Tables 9 and 10 present summaries of the average CPU time in seconds for each of AODE, NB, LBR, TAN and SP-TAN on each task, broken down into training time and test time. Note that the Weka bias-variance evaluation method results in the use of test sets that are twice the size of the training sets, and hence that the test time is greatly amplified compared with most alternative evaluation methods. Note further that both training and test times include a substantial overhead for discretization. It should also be emphasized that there may be differences in the efficiency of the various implementations, and hence that specific timing results should be regarded at best as broadly indicative. Importantly, the implementation of LBR does not include caching that can very substantially reduce classification time (Zheng & Webb, 2000) . The first row of these tables presents the mean time across all data sets. The next row presents the geometric mean across all data sets of the ratio obtained by dividing the training or test time on a data set for the alternative algorithm by that of AODE. A value less than 1.0 indicates that AODE tends to be slower than the alternative while a value greater than 1.0 indicates that AODE tends to be faster. The next row presents the number of data sets for which AODE obtained lower compute time than the alternative algorithm and the final row the number of data sets for which the time for AODE was higher. The final row presents the outcome of a two-tailed binomial sign test presenting the probability that the observed or more extreme record of wins and losses would be obtained if wins and losses were equiprobable.
Comparing AODE to NB, all measures indicate that AODE is slower than NB, being slightly slower at training time and substantially slower at test time. Note that while AODE scores a number of wins over NB, particularly with respect to training time, these are very marginal and represent data sets with small numbers of attributes for which the difference in compute time between the two algorithms is so small that random variations in the compute time dominate the result.
Comparing AODE to LBR, there is little difference between the compute times of the algorithms at training time. In contrast there is a very clear and substantial advantage to AODE at test time.
This profile is reversed when AODE is compared to TAN. AODE has a consistent advantage over TAN at training time and a consistent and substantial disadvantage at test time.
AODE enjoys an even greater advantage at training time compared to SP-TAN, while the suffering the same test-time disadvantage as for TAN.
Conclusion
Naive Bayes delivers fast and effective classification with a clear theoretical foundation. It is hampered, however, by the limitations of the attribute independence assumption. The current work is motivated by the desire to obtain the accuracy improvements derived by LBR and SP-TAN from weakening the attribute independence assumption without those techniques' high computational overheads. Our new classification technique averages all models from a restricted class of one-dependence classifiers, the class of all such classifiers that have all other attributes depend on a common attribute and the class. Our experiments suggest that the resulting classifiers have substantially lower bias than naive Bayes at the cost of a very small increase in variance. AODE appears to deliver lower variance but higher bias than LBR, TAN, SP-TAN, a decision tree learner and a boosted decision tree learner. This error profile is achieved without the prohibitive training time of SP-TAN or test time of LBR. In all, we believe that we have been successful in our goal of developing a classification learning technique that retains the simplicity and direct theoretical foundation of naive Bayes while alleviating the limitations of its attribute independence assumption without incurring the same order of computational overhead as LBR and SP-TAN. AODE is particularly suited to incremental learning. Its low variance leads to an expectation of relatively low error for small data sets. Its low training time complexity may be computationally desirable when learning from large data sets.
The success of this approach suggests that it might be profitable to explore approaches to aggregating all of other restricted classes of models, as this strategy avoids model selection and hence minimizes variance, allowing the favorable bias of a low bias class of models to be exploited while reducing the high variance with which low bias is often accompanied.
