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Abstract In this paper we deal with uniformly distributed direction of mo-
tion or isotropic motion at random speed or velocity where the direction
alternations occur according to the renewal epochs of a general distribution.
We derive the renewal equation for the characteristic function of the tran-
sition density of the multidimensional motion. Then, by using the renewal
equation, we study the behavior of the transition density near the sphere of
its singularity for one-, two-, three-, and four-dimensional cases. To illustrate
our solution methodology we present detailed calculations of many solvable
examples.
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1 Introduction
Most of the papers on random motion with uniformly distributed directions,
or isotropic motion, on the mutidimensional space are devoted to the analysis
of models in which motions are driven by the homogeneous Poisson process
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2and constant speed or constant velocity, so their processes are Markov-
ian, e.g., [1,2], and references therein. One-dimensional non-Markovian ran-
dom evolutions generalizes these results by changing the underlying Pois-
son process, where motion is driven by an alternating semi-Markov process
with Erlang distributed interrenewal times [3–6]. Random flights in Rn with
K−Erlang distributed displacements and uniformly distributed directions
have been analyzed in [7]. A planar random motion performed by a parti-
cle that changes direction at even-valued Poisson epochs is studied in [8]. A
random walk with steps of Dirichlet distributed lengths and uniformly dis-
tributed changes of direction is reported in [9,10]. Closed-form expressions
for the transition densities in the cases of two- and four-dimensional Markov-
ian random motions have been derived by E. Orsingher and A. de Gregorio
in [1], and by A. Kolesnik in [2].
In this work, we consider multidimensional random motions with uni-
formly distributed directions and having random velocity. Thus, we are ex-
tending some of the results found in [1,2,7]. Furthermore, we consider this
random motion in one-, two-, three-, and four-dimensions, and we show that
the transition densities in some of the cases have an explosive growth near
the sphere of their singularity.
Let {ν(t), t ≥ 0} be a renewal process such that ν(t) = max{m ≥ 0 :
τm ≤ t}, where τm =
∑m
k=1 θk, τ0 = 0 and θk ≥ 0, k = 1, 2, ..., are non-
negative iid random variables denoting the interarrival times. We assume
that these random variables have a cdf G(t) and that there exists the pdf
g(t) = ddt G(t). In most of the worked examples in this paper, we have consid-
ered exponentially distributed interrenewal times, i.e., g(t) = λe−λtI{t≥0}.
We will study the random motion of a particle that starts from the co-
ordinate origin 0 = (0, 0, . . . , 0) of the space Rn, at time t = 0, and con-
tinues its motion with a velocity γ0 > 0 along the direction η
(n)
0 , where γi,
i = 0, 1, 2, . . ., are iid random variables that have the same cdf Z(t) and
pdf z(t) = ddt Z(t), t > 0, and η
(n)
i = (xi1, xi2, · · · , xin) = (x1, x2, · · · , xn),
i = 0, 1, 2, . . ., are iid random n-dimensional vectors uniformly distributed on
the unit sphere Ωn−11 = {(x1, x2, . . . , xn) : x21+ x22+ · · ·+ x2n = 1}. The ran-
dom variables γi are independent of the random vectors η
(n)
i , i = 0, 1, 2, . . ..
At instant τ1 the particle changes its direction to η
(n)
1 = (x11, x12, · · · , x1n),
and the particle continues its motion with a velocity γ1 > 0 along the
direction of η(n)1 . Then, at instant τ2 the particle changes its direction to
η
(n)
2 = (x21, x22, · · · , x2n), and continues its motion with a velocity γ2 along
the direction of η(n)2 , and so on.
Denote by X(n)(t), t ≥ 0, the particle position at time t. We have that
X(n)(t) =
ν(t)∑
j=1
η
(n)
j−1 γj−1 (τj − τj−1) + η(n)ν(t) γν(t) (t− τν(t)). (1)
Basically, Eq. (1) determines the random evolution in the semi-Markov (or
renewal) medium ν(t).
Thus, ν(t) denotes the number of velocity alternations occurred in the
interval (0, t).
3The probabilistic properties of the random vector X(n)(t) are completely
determined by those of its projection X(n)(t) =
∑m
j=1 η
(n)
j−1γj−1(τj − τj−1) +
η
(n)
ν(t)γν(t)(t− τν(t)) on a fixed line, where η(n)j is the projection of η(n)j on the
line.
Indeed, let us consider the cdf FX(y) = P
(
X(n)(t) ≤ y). Then, the char-
acteristic function (Fourier transform) H(t, α) = H(t) of X(n)(t), where
α = ‖α‖ =
√
α21 + α
2
2 + · · ·+ α2n, is given by
H(t) = E
[
exp
{
i
(
α,X(n)(t)
)}]
= E exp
{
i ‖α‖
(
e,X(n)(t)
)}
= E exp
{
i αX(n)(t)
}
=
∫ ∞
0
exp {i αy} dFX(y),
where X(n)(t) is the projection of X(n)(t) onto the unit vector e and it has
a cdf FX(y).
Let us denote by fη(n)(x) the pdf of the projection η
(n)
j of the vector η
(n)
j
onto a fixed line. It is shown in [5] that fη(n)(x) is of the following form
fη(n)(x) =

Γ
(
n
2
)
√
pi Γ
(
n−1
2
) (1− x2)(n−3)/2, if x ∈ [−1, 1],
0, if x /∈ [−1, 1].
(2)
Hence, it is not hard to verify that the cdf Fη(n)γ(x) = P [η(n)γ ≤ x] is of
the following form
Fη(n)γ(x) =

1
2
+
Γ
(
n
2
)
√
pi Γ
(
n−1
2
) ∫ 1
0
Z
(x
t
)
(1− t2)(n−3)/2dt, if x ≥ 0,
1
2
− Γ
(
n
2
)
√
pi Γ
(
n−1
2
) ∫ 1
0
Z
(
−x
t
)
(1− t2)(n−3)/2dt, if x < 0.
(3)
Let us denote the characteristic function of η(n)j γj as
ϕ(t) = E exp
{
itαγjη
(n)
j
}
=
∫ ∞
−∞
eitαxdFη(n)γ(x).
We should notice that the function ϕ(·) is also used in [2,7], and we have
ϕ(t) = 2
n−2
2 Γ
(n
2
) Jn−2
2
(αtv)
(αtv)
n−2
2
when γj = v > 0 is a deterministic constant.
However, when γj is a random variable with pdf z(v), v ≥ 0, then
ϕ(t) = Ee
{
itαγjη
(n)
j
}
= 2
n−2
2 Γ
(n
2
) ∫ ∞
0
Jn−2
2
(αtv)
(αtv)
n−2
2
z(v) dv.
42 A renewal equation for the characteristic function
As we know, the characteristic function H(t) of the random motion X(n)(t)
is given by
H(t) = E
[
exp
{
i
(
α,X(n)(t)
)}]
,
and it fulfills the following theorem
Theorem 1 H(t), t ≥ 0, is a solution of the following Volterra integral
equation
H(t) = (1−G(t))ϕ(t) +
∫ t
0
g(u)ϕ(u)H(t− u) du, (4)
or in the convolution form
H(t) = (1−G(t))ϕ(t) + (g × ϕ) ∗H(t).
Proof It follows from Eq. (1) that
H(t) = E
[
exp
{
i
(
α,X(n)(t)
)}]
= E
i
α, ν(t)∑
j=1
η
(n)
j−1 γj−1 θj + η
(n)
ν(t) γν(t) (t− τν(t))

= (1−G(t))Eeitγ0(α,η(n)0 ) +
∫ t
0
g(u)Eeiuγ0(α,η
(n)
0 )H(t− u) du.
We should observe that ϕ(t) = Eeitγ0(α,η
(n)
0 ), and passing to the Laplace
transform Ĥ(s) = L(H(t)) = ∫∞
0
H(t)e−st dt we obtain
Ĥ(s) =
∫∞
0
(1−G(t))ϕ(t)e−stdt
1− ∫∞
0
g(t)ϕ(t)e−stdt
,
and it completes the proof.
Denote by fn(t,X) the pdf of the particle position at time t. It is easily
seen that fn(t,X) = F−1(H(t)), where F−1(·) is the n−dimensional inverse
Fourier transform with respect to α. We will proceed to find fn(t,X) =
F−1(H(t)) for some interesting cases from one− to four−dimensions.
53 One-dimensional case
Let us consider the 1-D case, i.e., n = 1, with constant velocity v > 0, and
ϕ(t) = cos(αtv). We have, for the exponential pdf g(t) = λe−λtI{t≥0}, the
renewal equation
H(t) = e−λt cos(αtv) + λ
∫ t
0
e−λu cos(αuv)H(t− u) du. (5)
We should notice that the process X(1)(t) is not the telegrapher process
because at renewal epochs the particle may not change its direction.
Denote by h(t) = H(t)e−λt, then it follows from Eq. (5) that
h(t) = cos(αtv) + λ
∫ t
0
cos(αuv)h(t− u) du.
Since L(cos(αtv)) =
∫ ∞
0
e−su cos(αuv)du =
s
s2 + v2α2
, then after apply-
ing the Laplace transform to Eq. (5) (or its equivalent in h(t)) we obtain
L(h(t)) =
∫ ∞
0
e−sth(t)dt =
s
s2 − λs+ v2α2 .
Thus, the inverse Laplace transform gives
H(t) = e−λth(t)
= e−λt/2
(
cosh
(
t
2
√
λ2 − 4v2α2
)
+
λ sinh
(
t
2
√
λ2 − 4v2α2 )√
λ2 − 4v2α2
)
. (6)
We should recall the formula [12], p. 57, no. 47,
sinh(t
√
1− α2 )√
1− α2 =
1
2
∫ t
−t
I0
(√
t2 − x2
)
eixαdx,
which can be tailored to our case as
λ sinh( t2
√
λ2 − 4v2α2 )√
λ2 − 4v2α2 =
λ
2v
∫ tv
−tv
I0
(
λ
2v
√
(tv)2 − x2
)
eixαdx.
Therefore, by applying the inverse Fourier transform (with respect to α) to
Eq. (6), we obtain
f1(t, x) = e−λt/2
(
δ
(
(vt)2 − x2)+ λ
2v
I0
(
λ
2v
√
(tv)2 − x2
)
+
λt
4
I1(
√
(tv)2 − x2 )√
(tv)2 − x2
)
.
6However, we should notice that in some situations the dependence with
λ disappears in f1(t, x), as it is elaborated in the following random velocity
case.
Suppose that γj is a random variable with pdf
z(v) =
2
pi(1 + v2)
, v ≥ 0.
Then, we obtain
ϕ(t) =
∫ ∞
0
2
pi(1 + v2)
cos(αtv) dv = e−t|α|.
Hence, we have the following renewal equation for the characteristic function
H(t) = e−λt e−t|α| + λ
∫ t
0
e−λu e−u|α|H(t− u) du. (7)
The solution of Eq. (7) is given by
H(t) = e−t|α|.
Now, by obtaining the inverse Fourier transform with respect to α we have
f1(t, x) =
t
pi(t2 + x2)
.
As we can see, in this case the pdf of X(1)(t) does not depend on λ.
Now, let us present a third example where the corresponding pdf f1(t, x)
has an explosive behavior.
Suppose that the velocity γj is a random variable with pdf z(v) =
2
pi
√
1− v2 ,
0 ≤ v ≤ 1. Then,
ϕ(t) =
∫ ∞
0
cos(αtv)
2
pi
√
1− v2 dv = J0(αt).
Now, let us assume an exponential pdf for the interrenewal times, i.e.,
g(t) = λe−λtI{t≥0}, then we have the renewal equation
H(t) = e−λtJ0(αt) + λ
∫ t
0
e−λ(t−u)J0(α(t− u))H(u) du. (8)
or its equivalent form
h(t) = J0(αt) + λ
∫ t
0
J0(α(t− u))h(u) du, (9)
7where h(t) = eλtH(t) as above.
As it is well-known the Laplace transform of the Bessel function J0(αt)
with respect to t is given by
L(J0(αt)) = 1√
s2 + α2
.
We obtain, after applying the Laplace transform to the renewal equation (9),
L(h(t)) = 1√
s2 + α2
+
λ√
s2 + α2
L(h(t)),
or equivalently,
L(h(t)) = 1√
s2 + α2 − λ =
1
λ
∞∑
m=1
(
λ√
s2 + α2
)m
.
On the other hand, we have the following inverse Laplace transform
L−1
(
1
λ
(
λ√
s2 + α2
)m)
=
√
pi
Γ (m/2)
(
λ2t
2
)m−1
2 Jm−1
2
(αt)
α
m−1
2
.
Therefore,
H(t) = e−λt
∞∑
m=1
√
pi
Γ (m/2)
(
λ2t
2
)m−1
2 Jm−1
2
(αt)
α
m−1
2
,
Thus, we can calculate the corresponding pdf, after using the Hankel
transform in [11], p. 75, for the one-dimensional case,
f1(t, x) = F−1(H(t)) = e−λt
∞∑
m=1
λm−1
(Γ (m/2))22m−1
(t2 − x2)m−22
(2t)
m−1
2
I{t>|x|},
(10)
where the inverse Fourier transform is taken with respect to α.
The inverse Fourier transform of the first term, i.e. m = 1 in Eq. (10), is
given by
F−1(e−λtJ0(αt)) = e−λt 1
pi
√
t2 − x2 I{t>x}
Hence, we should notice that f1(t, x) → +∞ as |x| ↑ t. So, we have an
explosive effect close to the line x = t.
It seems that this explosive effect is absent in the cases of constant velocity
for the one-dimensional random motion. However, it has been observed in
two-dimensional cases [14] and in three-dimensional cases [2] for constant
velocity for the absolute continuous part of the distribution of the particle
position. In this paper we also include a four-dimensional case where this
phenomenon is present as well.
84 Two-dimensional case
Now, let us suppose that the velocity γj is a random variable with the fol-
lowing heavy-tail pdf
z(v) =
v
(1 + v2)3/2
; v ≥ 0.
Then,
ϕ(t) =
∫ ∞
0
J0(αtv)z(v)dv = e−tα.
Now, let us assume an exponential pdf g(t) = λe−λtI{t≥0}, hence we have
the renewal equation
H(t) = e−λte−αt +
∫ t
0
e−λ(t−u)e−α(t−u)H(u)du. (11)
By solving Eq. (11) we obtain
H(t) = e−tα.
Now, we can obtain the two-dimensional inverse Fourier transform of H(t)
with respect to α, and we can apply the Hankel transform [11] to obtain the
pdf of X(2)(t)
f2(t, x) =
1
2pi
∫ ∞
0
e−tααJ0(αx)dα =
t
2pi(t2 + x2)3/2
.
We should notice that this pdf does not depend on λ.
Now, we will consider that the random velocity γj has the pdf z(v) = 2v,
0 ≤ v ≤ 1. Then,
ϕ(t) =
∫ ∞
0
J0(αtv)z(v)dv =
∫ 1
0
J0(αtv) 2v dv = 2
J1(αt)
αt
.
Let us assume an exponential pdf for g(t), i.e., g(t) = λe−λtI{t≥0}, then
we have the renewal equation
H(t) = 2e−λt
J1(αt)
αt
+ 2λ
∫ t
0
e−λ(t−u)
J1(α(t− u))
α(t− u) H(u)du,
or equivalently,
h(t) = 2
J1(αt)
αt
+ 2λ
∫ t
0
J1(α(t− u))
α(t− u) h(u)du, (12)
where h(t) = eλtH(t). We should recall the following Laplace transform (with
respect to t)
L
(
J1(αt)
αt
)
=
s−√s2 + α2
α2
.
9Thus, we can apply the Laplace transform to Eq. (12), and it gives
L(h(t)) = 2 s−
√
s2 + α2
α2
+ 2λ
s−√s2 + α2
α2
L(h(t)),
or
L(h(t)) = 2 s−
√
s2 + α2
α2
+4λ
(s−√s2 + α2 )2
α4
+8λ2
(s−√s2 + α2 )3
α6
+· · · .
We should recall the inverse Laplace transform
L−1
(
(2λ)m
(s−√s2 + α2 )m
λα2m
)
= m(2λ)m
Jm(αt)
λtαm
.
Therefore,
h(t) =
∞∑
m=1
m(2λ)m
Jm(αt)
λtαm
,
and
H(t) = e−λt
∞∑
m=1
m(2λ)m
Jm(αt)
λtαm
.
We need to calculate the two-dimensional inverse Fourier transform of
H(t) (with respect to α) by using the Hankel transform and Formula 6.575
of [13]. Namely,
F−1
(
Jm(αt)
λtαm
)
=
1
2pi
∫ ∞
0
Jm(αt)
λtαm
αJ0(αx)dα =
(t2 − x2)m−1
pi2mλtm+1m!
.
Hence,
f2(t, x) = F−1(H(t)) = e−λt
∞∑
m=1
m(2λ)m
(t2 − x2)m−1
pi2mλtm+1m!
=
e−λt
pit2
∞∑
m=1
λm−1(t2 − x2)m−1
tm−1(m− 1)! =
e−λt
pit2
e
λ
t (t
2−x2) =
1
pit2
exp
(
−λx
2
t
)
.
5 Three-dimensional case
We need to find the pdf of X(3)(t), i.e., f3(t, x). Let us remember the case of
constant velocity, v =constant > 0. In this case we have
ϕ(t) =
√
pi
2
J1/2(αtv)√
αtv
=
sin(αtv)
αtv
.
Then, the corresponding renewal equation is given by
H(t) = (1−G(t)) sin(αtv)
αtv
+
∫ t
0
g(t)
sin(αuv)
αuv
H(t− u) du.
10
Now, suppose that the random velocity γj is distributed according to the
Maxwell distribution with pdf z(v) =
√
2
pi v
2e−
1
2 v
2
, v > 0. Then, it follows
that
fη(n)γ(x) =
dFη(n)γ(x)
dx
=
1√
2pi
e−
1
2 x
2
.
Hence,
ϕ(t) = E
[
exp
(
itαγjη
(n)
j
)]
=
1√
2pi
e−
1
2 t
2α2 .
For the random velocity we can calculate ϕ(t) in an equivalent manner
as follows
ϕ(t) =
∫ ∞
0
√
2
pi
v2e−
1
2 v
2 sin(αtv)
αtv
dv = e−
1
2 t
2α2 .
Therefore, the renewal equation for the characteristic function H(t) is given
by
H(t) = e−λt e−
1
2 t
2α2 + λ
∫ t
0
e−λu e−
1
2 u
2α2H(t− u) du, (13)
where we have assumed an exponential pdf for g(t). In our opinion Eq. (13)
is the equation for the characteristic function of an alternative to the Wiener
process model of the Brownian motion. Unfortunately, we were no able to
solve Eq. (13) in a closed-form. We state this opinion since that the substi-
tution of e−
1
2 tα
2
for e−
1
2 t
2α2 into Eq. (13) yields a solvable renewal equation
H(t) = e−λt e−
1
2 tα
2
+ λ
∫ t
0
e−λu e−
1
2 uα
2
H(t− u) du, (14)
with solutionH(t) = e−
1
2 tα
2
which corresponds to the characteristic function
of a Brownian motion.
Now, we can apply the Hankel inversion formula [11] to obtain the inverse
Fourier transform of H(t) with respect to α
f3(t,X) =
1
(2pi)3/2
∫ ∞
0
e−
1
2 tα
2
α2
J1/2(αx)√
αx
dα =
1
(2pit)3/2
e−x
2/(2t), (15)
where x = ‖X‖.
We should observe that the pdf f3(t,X) does not depend on λ and this
fact reflects that the Wiener process has zero length of free path. In our view,
this is a drawback of the Wiener process as a model of Brownian motion. In
addition, we should remark that there is no a pdf such that∫ ∞
0
z(v)
sin(αtv)
αtv
dv = e−
1
2 tα
2
.
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6 Four-dimensional case
We have that ϕ(t) =
J1(αtv)
αtv
when v = constant > 0 in the four-dimensional
case. Now, let us assume that the velocity γj is a random variable with the
pdf z(t) =
2
pi
√
1− v2 , 0 ≤ v ≤ 1. Then, for the random velocity we have that
ϕ(t) is given by
ϕ(t) =
∫ ∞
0
J1(αtv)
αtv
2
pi
√
1− v2 dv =
1
2pi
(
sin(αt)
αt
)2
,
with the corresponding renewal equation
H(t) =
e−λt
2pi
(
sin(αt)
αt
)2
+
λ
2pi
∫ t
0
e−λ(t−u)
(
sin(α(t− u))
α(t− u)
)2
H(u) du. (16)
for an exponential pdf g(t).
We cannot solve Eq. (16) but it is easily seen that
f4(t, x) = F−1(H(t)) ≥ e
−λt
2pi
F−1
((
sin(αt)
αt
)2)
.
We have, by using the Hankel transform, that
F−1
((
sin(αt)
αt
)2)
=
1
4pi2
∫ ∞
0
J1(αtv)
αtv
α3
(
sin(αt)
αt
)2
dα
=
1
4pi2tx2
1√
t2 − x2 , |x| < t.
Therefore,
f4(t, x)→∞ as |x| → t.
This explosive effect phenomenon was not observed in the four-dimensional
case for constant velocity [2], for the absolute continuous part of the distri-
bution of the particle position.
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