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where {pj(x)}∞j=0 is a set of orthonormal polynomials with respect to some measure,
supported on the real line, and {cj}∞j=0 is a set of i.i.d. (independently identically






where {cj}∞j=0 is a set of i.i.d. Gaussian coefficients, have only (2/π + o(1)) log n
expected real zeros in terms of the degree n. If the basis {pj(x)}∞j=0 is given by the
orthonormal polynomials associated with a compactly supported Borel measure µ on
the real line or associated with a Freud weight defined on the whole real line, then
random linear combinations have n/
√
3+o(n) expected real zeros. We also prove that
the same asymptotic relation holds for all random orthogonal polynomials on the real
line associated with a large class of exponential weights. It reveals the universality of
the expected number of real zeros for random orthogonal polynomials. On the other
hand, we give local results on the expected number of real zeros in all considered
cases and show that the normalized counting measures of (properly scaled) real zeros
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N Set of natural numbers: 1, 2, 3, . . .
R Set of real numbers
C Set of complex numbers
Rn n-dimensional real vector space
zn ∼= wn Two sequences zn and wn of complex numbers have the property
that wn 6= 0 and zn/wn → 1 as n→∞
C,C1, C2, . . . Positive constants independent of n, x, t and polynomials P of
degree at most n unless otherwise stated
f(x) ∼ g(x) There are positive constants C1, C2 such that for the relevant
range of x, C1 ≤ f(x)/g(x) ≤ C2. Similar notation is used for





If an > 0 and zn/an is bounded as n→∞
zn = o(an) If an > 0 and zn/an tends to 0 as n→∞




I(z) The imaginary part of a complex number z
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CHAPTER 1
Development of Random Polynomials
1.1 Zeros of random polynomials
Let {cj}∞j=0 be a sequence of independent and identically distributed (i.i.d.) ran-












for polynomials with coefficients selected from the set {−1, 0, 1} with equal probabil-
ities. Their method can be extended to other discrete distributions such as Bernoulli
(uniform on the set {−1, 1}); see [22]. This upper bound is not sharp, and it was a
surprise that random algebraic polynomials actually have a remarkably small number
of real zeroes. In a series of fundamental papers [55, 56, 57, 58], published between
1938 and 1948, Littlewood and Offord proved the strong bounds
log n
log log log n
 Nn(R) log2 n
with probability 1 − o(1) as n → ∞, for coefficients from many basic distributions
(such as Bernoulli, real Gaussian, and uniform on [−1, 1]).
During that time, in 1943, Kac [44] established the important asymptotic result
E[Nn(R)] = (2/π) log n+ o(log n), (1.1.2)
1
for random polynomials with standard real Gaussian coefficients. In fact, Kac [44]-[45]





















It took much effort to extend (1.1.2) to other distributions. In a subsequent paper
[46], Kac managed to extend (1.1.2) to the uniform distribution on [−1, 1]. Stevens
[81] extended it further to cover a large class of continuous and smooth distributions
with certain regularity properties (see [81, page 457] for details).
Jamrom [41, 42] improved the Kac asymptotic result and showed that
lim
n→∞
{E[Nn(R)]− (2/π) log(n+ 1)} = A0, (1.1.3)































1− y2 − 2y log y
1− y2 + 2y log y
)−1
dy.
(The substitution y = e−t and some simple manipulations show that the two values
of A0 are the same.) Wilkins [94] gave an asymptotic series expansion for E[Nn(R)]









where A1 = A3 = A5 = 0; A0 (as defined above), A2, A4 are explicitly defined con-
stants by integrals whose numerical values are approximately 0.625735815, −0.24261274,
2
and −0.08794067, respectively. More refined forms of the Kac asymptotic were de-
veloped by Hammersley [33], Edelman and Kostlan [20], and others.
In 1956, Erdős and Offord [21] found a new approach to handle discrete dis-
tributions. Considering Bernoulli coefficients, they proved that with probability
1− o((log log n)−1/2),
Nn(R) = (2/π) log n+ o((log n)2/3 log log n).
In late 1960s and early 1970s, Ibragimov and Maslova [35, 36, 37] successfully refined
Erdős-Offord method. They extended the result to all distributions in the domain of
attraction of the normal law: if each E[cj] = 0, then the same asymptotic holds:
E[Nn(R)] = (2/π) log n+ o(log n),
though, if E[cj] 6= 0, one expects half as many zeros as in the previous case. In
2015, H. Nguyen, O. Nguyen and Vu [68] improved Ibragimov and Maslova’s result





Many additional references and further directions of work on the expected number of
real zeros may be found in the books of Bharucha-Reid and Sambandham [7], and of
Farahmand [24].
In all these instances cited above, the main focus is real roots of a random algebraic
polynomial. It is natural to generalize the study to consider complex roots of a
random algebraic polynomial. Shparo and Shur [79], Arnold [2], and many other
authors showed that most of zeros of random algebraic polynomials are accumulating
near the unit circumference, being equidistributed in the angular sense, under mild
conditions on the probability distribution of the coefficients. Introducing modern







where {Zk}nk=1 are the zeros of a polynomial of degree n, and δZk is the unit point mass
at Zk. The fact of equidistribution for the zeros of random polynomials is expressed
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Figure 1.1: Zeros of a random Kac polynomial of degree 500.







Namely, we have that τn → µT weakly with probability 1 (abbreviated as a.s. or
almost surely). More recent work on the global limiting distribution of zeros of random
polynomials (1.1.1) include papers of Hughes and Nikeghbali [34], Ibragimov and
Zeitouni [38], Ibragimov and Zaporozhets [39], Kabluchko and Zaporozhets [47, 48],
etc. In particular, Ibragimov and Zaporozhets [39] proved that if the coefficients are
independent and identically distributed, then the condition
E[log+ |c0|] <∞
is necessary and sufficient for τn → µT weakly almost surely. The results of Shepp
and Vanderbei [82] provide asymptotics for the expected number of complex zeros,
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when random polynomials have real standard Gaussian coefficients. Ibragimov and
Zeitouni [38] obtained generalizations of those results for random coefficients from the
domain of attraction of a stable law. A Java program that computes and plots the
complex roots of random polynomials may be found on the web page of Vanderbei
[92].
The majority of available results on the equidistribution of zeros of random alge-
braic polynomials require the coefficients {cj}nj=0 to be independent and identically
distributed (i.i.d.) random variables. This assumption is certainly natural from prob-
abilistic point of view. However, it is not necessary as Pritsker pointed out in his pa-
per [69]. He proved results on the zero distribution of random algebraic polynomials
whose coefficients need not have identical distributions and may be even dependent.
Pritsker and Sola [71] showed that the expected discrepancy of roots of a random al-
gebraic polynomial of degree n, with not necessarily independent coefficients, decays
like
√
log n/n. This result was further generalized by Pritsker and Yeager [72].
Another interesting line of investigation involves the local scaling limit results on
the complex zeros of random polynomials which we do not discuss in details but refer
to Bleher and Di [6], Tao and Vu [91], and Sinclair and Yattselev [83].





cj cos(jx), x ∈ [0, 2π], (1.1.4)
with real standard Gaussian coefficients was considered by Dunnage [19] in 1966. He
proved that
E[Nn([0, 2π])] ∼= (2/
√
3)n as n→∞.










he has shown that for large n,
















. More precisely, Wilkins proved that for
large n,
E[Nn([0, 2π])] = 3−1/2(2n+ 1)
3∑
r=0





where D0 = 1 and D1, D2, and D3 are explicitly defined constants whose numerical
values are approximately 0.232423, −0.25973, and 0.2172, respectively.






(cj sin(jx) + dj cos(jx)) , x ∈ [0, 2π], (1.1.5)
where both {cj}∞j=0 and {dj}∞j=0 are sequences of independent and identically dis-
tributed real standard Gaussian coefficients, was first considered by Qualls [74] in
1970. He found that







He also proved that
|Nn([0, 2π])− E[Nn([0, 2π])]| ≤ Cn3/4
for some C > 0 with probability 1− o(1).
1.2 Random orthogonal polynomials
Let µ denote a positive Borel measure on the real line, with infinitely many points in
its support, and with finite power moments of all orders. For n ≥ 0, let
pn (x) = γnx
n + ...
6
denote the nth orthonormal polynomial for µ, with γn > 0, so that∫
pnpmdµ = δmn.
We consider
dµ = w dx,
where w = W 2 is the weight function. Using the orthonormal polynomials {pj}∞j=0 as




cjpj(x), n ∈ N, (1.2.1)
where the coefficients c0, c1, . . . , cn are i.i.d. random variables. Such a family is
often called random orthogonal polynomials. Interesting computations and pictures
of zeros of random orthogonal polynomials may be found on the chebfun web page
of Trefethen [90].
The case where µ has compact support was first studied. Das [16] considered
random Legendre polynomials (that is, dµ(x) = dx on [−1, 1]), and found that
E[Nn(−1, 1)] is asymptotically equal to n/
√
3. Wilkins [96] improved the error term




Figure 1.2: Zeros of a random Legendre polynomial of degree 200.
in this asymptotic relation by showing that E[Nn(−1, 1)] = n/
√
3 + o(nε) for any
ε > 0. Farahmand [24, 25, 27] considered various generalizations of these results for
the level crossings of random Legendre polynomials with coefficients that may have
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different distributions. Das and Bhatt [18] proved that for random Jacobi polynomi-
als (that is, dµ(x) = (1 − x)α(1 + x)β dx on [−1, 1], where α, β > −1), E[Nn(−1, 1)]
is asymptotically equal to n/
√
3 as well. Finally, Lubinsky, Pritsker, and Xie [59]






Figure 1.3: Zeros of a random Chebyshev polynomial of degree 200.
studied the case of any compactly supported weights on the real line (in particular,
including Jacobi weights) and proved that these random linear combinations have
n/
√
3 + o(n) expected real zeros under mild conditions. We also gave local results on
the expected number of real zeros. Detailed exposition of these results is contained
in Chapter 2 (for example, see Theorem 2.1.1 and Theorem 2.1.2).
Weights with unbounded support have been studied as well. Das and Bhatt [18]
provided estimates for the expected number of real zeros of random Hermite polyno-
mials (that is, dµ(x) = e−x
2
dx on R), and concluded that E[Nn(−1, 1)] is asymptoti-
cally equal to n/
√
3. They also provided estimates for random Laguerre polynomials
(that is, dµ(x) = xαe−x dx on [0,∞), where α > −1), but those arguments contain
significant gaps.
As a special case of weights with unbounded support, Pritsker and Xie [73]
have studied the case of Freud weights (in particular, including Hermite weights)
W (x) = e−c|x|
λ
, x ∈ R, where c > 0 and λ > 1 are constants. We showed that these
random linear combinations have n/
√
3 + o(n) expected real zeros, and gave local
results on the expected number of real zeros. We also proved that the counting mea-
sures of properly scaled zeros of random Freud polynomials converge weakly to the
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Ullman distribution. Details of these results are contained in Chapter 3 (for example,
Theorem 3.1.1, Theorem 3.1.2 and Theorem 3.1.3). Later on, Lubinsky, Pritsker,
and Xie [60] considered the general exponential weights (that is, weights in the form
of W = e−Q). We proved that the same asymptotic relation still holds for a wide
class of exponential weights, and gave local results on the expected number of real
zeros. We also showed that the counting measures of properly scaled zeros of these
random polynomials converge weakly to either the Ullman distribution or the arcsine
distribution. For detailed statements of these results, see Theorem 4.1.1, Theorem
4.1.2 and Theorem 4.1.3 in Chapter 4. Note that the work of Lubinsky, Pritsker,
and Xie revealed the universal phenomenon on the expected number of real zeros for
random orthogonal polynomials - there is on average n/
√
3 number of real zeros for
such polynomials.
Another interesting direction is related to the study of the limiting distribution of
the zeros of random polynomials spanned by various general bases, e.g., by orthog-
onal polynomials over a contour or over an area. These questions were considered
by Shiffman and Zelditch [85, 86, 87], Bloom [11] and [12], Bloom and Shiffman [14],
Bloom and Levenberg [13], Bayraktar [4] and others. Many of the mentioned papers
used potential theoretic approach to study the limiting zero distribution, which is
well developed for deterministic polynomials, see Blatt, Saff and Simkani [9], and
Andrievskii and Blatt [1]. Pritsker [69] considered random polynomials spanned by
general bases which include random orthogonal polynomials and random Faber poly-
nomials on various sets in the plane. He showed almost sure convergence of the zero
counting measures to the corresponding equilibrium measures for associated sets in
the plane, and quantified this convergence. Those results were further generalized in
his work [70]. We point out that in his results, random coefficients may be dependent
and need not have identical distributions.
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1.3 The variance of the number of real zeros of random polynomials
The variance Var[Nn(R)] of the number of real zeros of a random algebraic polynomial
(1.1.1) was first studied by Maslova [63] in 1974, who treated any distribution of the
coefficients cj as long as they belong to the domain of attraction of the normal law.






) lnn as n→∞.
In her next paper [64], she went further to establish an even more striking result,
proving the normal limiting distribution for Nn(R) as n→∞.
In 1996, the variance Var[Nn([0, 2π]) of the number of zeros of a random trigono-
metric polynomial (1.1.5) with real standard Gaussian coefficients on [0, 2π] was
shown by Bogomolny, Bohigas, and Leboeuf to satisfy
Var[Nn([0, 2π])] ∼= c1n as n→∞,
where c1 is a positive constant approximated by c1 ≈ 0.55826. Later in 1997, the
variance Var[Nn([0, 2π])] of the number of zeros of a random trigonometric polynomial





in [26]. In 2010, Granville and Wigman [32] found the asymptotic
variance Var[Nn([0, 2π]) for a random trigonometric polynomial (1.1.5) in the case of
real standard Gaussian coefficients, as well as the central limit theorem for Nn([0, 2π]):
Var[Nn([0, 2π])] ∼= c2n as n→∞, where c2 ≈ 0.55826,
Nn([0, 2π])− E[Nn([0, 2π])]√
c2n
d→N (0, 1).
The latest result on the variance of the number of zeros for a random trigonometric
polynomial (1.1.4) was found by Su and Shao [78] in 2012. They proved in the case
of real standard Gaussian coefficients that
lim
n→∞
Var[Nn([0, 2π])]/n = c0 as n→∞,
where the complicated constant c0 ≈ 3.148 is explicitly defined.
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1.4 Plan of this dissertation
The main focus of this dissertation will be on examining the expected number of
real zeros of random orthogonal polynomials associated with different weights. For
the orthonormal polynomials {pj(x)}∞j=0 associated with the measure µ, define the













j (y), k, l ∈ N∪{0}. (1.4.1)















where (a, b) is an interval on the real line. We will use universality limits for the
reproducing kernels of orthogonal polynomials (see Levin and Lubinsky [52, 53, 54],
Lubinsky [61]-[62], and Totik [88]-[89]), and asymptotic results on zeros of random
polynomials (cf. Pritsker [69]) to give asymptotics for the expected number of real
zeros for a wide class of random orthogonal polynomials. We will begin by considering
weights with compact support in Chapter 2. We will introduce some potential theory
background there. In Chapter 3, we will discuss Freud weights which have unbounded
support. In Chapter 4, we consider general weights with unbounded support which
include Freud weights as special cases. In chapter 5, we study the variance of the
number of real zeros of random orthogonal polynomials.
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CHAPTER 2
Random Orthogonal Polynomials for Weights with Compact Support
This chapter is based on the joint work with D. S. Lubinsky and I. E. Pritsker [59].






where the coefficients c0, c1, · · · , cn are i.i.d. Gaussian random variables with distri-
bution N (0, σ2), σ > 0, and {pj}∞j=0 are orthonormal polynomials with respect to a
compactly supported measure µ: ∫
pnpm dµ = δmn.
2.1 The expected number of real zeros
Before we state our main results on the expected number of real zeros of random
orthogonal polynomials, we state a result on the number of real zeros for the random
linear combinations of rather general functions. It originated in the papers of Kac [44]-
[46], who used the monomial basis, and was extended to trigonometric polynomials
and other bases, see Adler and Taylor [3], Cramér and Leadbetter [15, p. 284],
Farahmand [24], Ibragimov and Zaporozhets [40, Theorem 2], and Das [16]-[17]. For
any set E ⊂ C, we use the notation Nn(E) for the number of zeros of random functions
(2.1.1) (or random orthogonal polynomials of degree at most n) located in E. The
expected number of zeros in E is denoted by E[Nn(E)], with E[Nn(a, b)] being the
expected number of zeros in (a, b) ⊂ R.
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Proposition 2.1.1 Let [a, b] ⊂ R, and consider real valued functions gj(x) ∈ C1([a, b]), j =





where the coefficients cj are i.i.d. random variables with Gaussian distribution N (0, σ2), σ >
0. If there is M ∈ N such that G′n(x) has at most M zeros in (a, b) for all choices of

























Clearly, the original formula of Kac follows from this proposition for gj(x) =
xj, j = 0, 1, . . . , n. We note that multiple zeros are counted only once by the standard
convention in all our results on real zeros. However, the probability of having a
multiple zero for a polynomial with Gaussian coefficients is equal to 0, so that we
have the same result on the expected number of zeros regardless whether they are
counted with or without multiplicities.
Theorem 2.1.1 Let K ⊂ R be a finite union of closed and bounded intervals, and let
µ be a positive Borel measure supported on K such that dµ(x) = w(x)dx and w > 0
a.e. on K. If for every ε > 0 there is a closed set S ⊂ K of Lebesgue measure
|S| < ε, and a constant C > 1 such that C−1 < w < C a.e. on K \ S, then the









A simple example of the orthogonality measure µ satisfying the above conditions is
given by the density w that is continuous on K except for finitely many points, and
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has finitely many zeros on K. More specifically, one may consider the generalized
Jacobi weight of the form w(x) = v(x)
∏J
j=1 |x − xj|αj , where v(x) > 0, x ∈ K, and
αj > −1, j = 1, . . . , J.
Theorem 2.1.1 is a consequence of more precise and general local results given
below. In order to state them, we need the notion of the equilibrium measure νK of




log |z − t| dν(t)dν(z)
amongst all probability measures ν with support on K. The logarithmic capacity of
K is
cap(K) = exp (−I[νK ]) .
When we say that a compact set K is regular, this means regularity in the sense of
Dirichlet problem (or potential theory). See Ransford [75] for further orientation.
We also need the notion of a measure µ regular in the sense of Stahl, Totik, and







where γn is the leading coefficient of pn, then we say that µ is STU-regular. A sufficient
condition for this is that K consists of finitely many intervals and µ′ = w > 0 a.e. in
those intervals.
Theorem 2.1.2 Let µ be an STU regular measure with compact support K ⊂ R,
which is regular in the sense of potential theory. Let O be an open set in which µ is
absolutely continuous, and such that for some C > 1
C−1 ≤ µ′ ≤ C a.e. in O. (2.1.5)










where νK is the equilibrium measure of K.
This is a special case of the following result, where µ does not need to be STU
regular. The asymptotic lower bound requires very little of µ.
Theorem 2.1.3 Let µ be a measure on the real line with compact support K.




















where the inf is taken over all regular compact sets L ⊂ K such that L ⊃ [a, b], and
the restriction µ|L of µ to L is STU regular.
It is plausible that the right hand sides of (2.1.7) and (2.1.8) are equal under mild
assumptions such as the one of part (a). An interesting open problem is to find rates
of convergence in the limit relations (2.1.4) and (2.1.6).
2.2 Proofs
Proof of Proposition 2.1.1. Various generalizations of Kac’s integral formula for the
expected number of real zeros were obtained by many authors; see e.g. Cramér and
Leadbetter [15, p. 284], Ibragimov and Zaporozhets [40, Theorem 2]. We sketch the
proof of Proposition 2.1.1 using ideas of Kac [44, pp. 318–320] and Das [17]. The
joint probability density of c = (c0, c1, · · · , cn) is
dP (c) = (2π)−(n+1)/2σ−(n+1)e−
‖c‖2
2σ2 dc0dc1 · · · dcn,
where ‖c‖2 = c20 + c21 + · · ·+ c2n. Since Gn(x) has at most M + 1 zeros in (a, b) for all
c by Rolle’s theorem, Nn(a, b) is integrable over Rn+1 with respect to dP (c). Define





1 if Gn(x) = 0,
0 otherwise.




N∗n(a, b) dP (c).
We state the following result from Kac [45, Theorem 1]. This lemma has been gener-
alized by many authors; see e.g. Farahmand [24, p. 11], Leadbetter [50], Cramér and
Leadbetter [15].
Lemma 2.2.1 If f(x) is continuous for α ≤ x ≤ β and continuously differentiable
for α < x < β, and f ′(x) vanishes only at a finite number of points in α < x < β,
then the number of zeros of f(x) in α < x < β (multiple zeros are counted once and








cos(yf(x)) |f ′(x)| dx dy.
Note that P.V. throughout this proof is understood in the Cauchy principal value
sense. In our notation, this gives







cos(yGn(x)) |G′n(x)| dx dy.
Thus



















Rn(x, y) dy dx, (2.2.1)
where










2σ2 cos(yGn(x)) |G′n(x)| dc0dc1 · · · dcn. (2.2.2)
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du = |v| (2.2.3)
to write (2.2.2) as


















2σ2 (cos(yGn(x))− cos(yGn(x)) cos(uG′n(x))) dc0dc1 · · · dcn,
(2.2.4)





























































































































































































































where the integral exists as a principal value, in the sense indicated in (2.2.5). If
C(x) = 0 for some x then B(x) = 0 and R(x, y) = 0 for the same x and all y. Thus



















































































































































































































































where AC −B2 ≥ 0 by (2.1.3) and the Cauchy-Schwarz inequality. 













j (y), k, l ∈ N ∪ {0},
we also use their weighted versions in the proofs below:
K̃(k,`)n (x, y) = µ








Lemma 2.2.2 Let µ be a measure with compact support and with infinitely many
points in its support. Let O be an open set in which µ is absolutely continuous, and











Kn+1(x, x) dµ(x). (2.2.6)
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Kn+1 (x, x) <∞.





∣∣∣∣∣ K̃(j,k)n+1 (x, x)K̃n+1(x, x)j+k+1 − πj+kτj,k
∣∣∣∣∣ dx = 0. (2.2.7)
Here
τj,k =
 0, j + k odd,(−1)(j−k)/2 1
j+k+1
, j + k even.
Applying (2.1.2) in a modified form, we obtain that
1
n

















K̃n+1 (x, x) dx. (2.2.8)
Since 1
n
























Proof of Theorem 2.1.2. Note that since µ′ > 0 a.e. in [a, b], this interval is contained
in supp νK . In [88, p. 287, Theorem 1], under weaker conditions, Totik proved that

















(x)µ′(x) = ν ′K(x),







and Lemma 2.2.2 then give the result.

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Proof of Theorem 2.1.3. We start with part (a). Given r > 0, and j, k ≥ 0, with τj,k















− sin (π (u− v))
π (u− v)
∣∣∣∣∣∣ .
Next, using that µ′ > 0 a.e. in [a, b], we have from [62, p. 223, Theorem 1.1] that
meas















as n→∞, for any given ε, r > 0. Thus also
meas
{
x ∈ [a, b] :




as n→∞. Now let ε > 0, and for n ≥ 1, let
En =
x ∈ [a, b] :














Then it follows that
meas (En)→ 0 as n→∞.





K̃n+1 (x, x) ≥ ν ′K (x) .
It then follows, that given ε > 0,
Fn =
{
x ∈ [a, b] : 1
n
K̃n+1 (x, x) ≤ ν ′K(x)− ε
}
has
meas (Fn)→ 0 as n→∞. (2.2.9)
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K̃n+1(x, x)− ν ′K(x), 0
}
,
then by Totik’s result,
lim
n→∞
fn(x) = 0 a.e. in [a, b],






fn ≤ lim inf
n→∞
(−ε)meas (Fn) .
Thus (2.2.9) holds. Then by (2.1.2), (2.2.8) and the definitions of En and Fn, we have
1
n

































(ν ′K (x)− ε) dx as n→∞.
Now we can let ε→ 0.
We pass to the proof of part (b). Let L ⊂ K be a regular compact set such that
the restriction µ|L of µ to L is STU regular, and L contains [a, b] in its interior. By
monotonicity of the reproducing kernel (Christoffel function), if Kn (µ|L, ·, ·) denotes
the reproducing kernel of the measure µ|L, then for a.e. x ∈ [a, b] ⊂ L, Totik’s result
















Kn+1 (µ|L, x, x)µ′(x)
}∞
n=1












Finally, taking the inf over all L gives the result. 
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Lemma 2.2.3 Let µ be an STU regular measure on the real line with compact support
K, and let νK be the equilibrium measure of K. Suppose that the coefficients of
random orthogonal polynomials (2.0.1) are complex i.i.d. random variables such that





E [Nn(E)] = νK(E). (2.2.10)




k=1 δzk for a polynomial
(2.0.1), where {zk}nk=1 are the zeros of that polynomial, and δz denotes the unit point
mass at z. Theorem 2.2 of [69] implies that measures τn converge weakly to νK with
probability one. Since νK(∂E) = 0, we obtain that τn|E converges weakly to νK |E
with probability one by Theorem 0.5′ of [49] and Theorem 2.1 of [8]. In particular, we
have that the random variables τn(E)→ νK(E) a.s. Hence this convergence holds in
Lp sense by the Dominated Convergence Theorem, as τn(E) are uniformly bounded
by 1, see Chapter 5 of [31]. It follows that
lim
n→∞
E[|τn(E)− νK(E)|] = 0
for any compact set E such that νK(∂E) = 0, and
|E[τn(E)− νK(E)]| ≤ E[|τn(E)− νK(E)|]→ 0 as n→∞.
But E[τn(E)] = E[Nn(E)]/n and E[νK(E)] = νK(E), which immediately gives (2.2.10).

Proof of Theorem 2.1.1. Given any ε > 0, we find a closed set S satisfying the as-









for any interval [a, b] ⊂ K◦ \ S, where K◦ is the interior of K. Note that both
E [Nn (H)] and νK(H) are additive functions of the set H. Moreover, they both
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vanish when H is a single point by (2.2.10), because νK is absolutely continuous with










We can find finitely many open intervals Ik ⊂ R, k = 1, . . . ,m, covering S, with total
length
∑m
k=1 |Ik| < 2ε. Let Rk = {x + iy : x ∈ Ik, |y| < 1}, k = 1, . . . ,m, so that





















Absolute continuity of νK with respect to dx implies that the last term in the above
estimate tends to 0 as ε→ 0. Thus (2.1.4) follows. 
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CHAPTER 3
Random Freud Orthogonal Polynomials
This section is based on the joint work with I. E. Pritsker [73]. In Chapter 2, we
considered weights with compact support on the real line. It is natural to study
weights with unbounded support as well. In this chapter, we consider the Freud
weights
W (x) = e−c|x|
λ
, x ∈ R,
where c > 0 and λ > 1 are constants. For n ≥ 0, let






denote the nth orthonormal polynomial with γn > 0, so that∫
pnpmW
2 = δmn.
Using the orthonormal polynomials {pj}∞j=0 as the basis, we consider the ensemble of




cjpj(x), n ∈ N, (3.0.1)
where the coefficients c0, c1, . . . , cn are i.i.d. random variables. We call such a family
random Freud orthogonal polynomials. Note that when λ = 2, we have random
Hermite orthogonal polynomials.
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3.1 The expected number of real zeros
Theorem 3.1.1 The expected number of real zeros of random Freud orthogonal poly-









We note that asymptotic relation (3.1.1) is new even in the classical case of Hermite
weight W (x) = e−
1
2
x2 , x ∈ R. Theorem 3.1.1 is a combination of two results on











and the contracted version of Pn:
P ∗n(s) := Pn(ans), n ∈ N, (3.1.3)







λ is a positive number.
For any set E ⊂ C, we use the notation N∗n(E) for the number of (complex) zeros
of the random function P ∗n(s) located in E. The expected number of (complex) zeros
of P ∗n(s) in E is denoted by E[N∗n(E)], with E[N∗n ([a, b])] being the expected number
of (real) zeros of P ∗n(s) in [a, b] ⊂ R.
Theorem 3.1.2 If [a, b] ⊂ (−1, 1) is any closed interval, then for P ∗n(s) with mean-




















ds, s ∈ [−1, 1].
Note that µw is the weighted equilibrium measure for the weight w(x) = e
−γλ|x|λ
on R, see [80] and the next section for details. This measure is often called the Ullman
distribution.
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for the scaled polynomial P ∗n(s) defined by (3.1.3), where {zk}nk=1 are its zeros, and δz
denotes the unit point mass at z. We can determine the weak limit of τn for random
polynomials with quite general random coefficients {ck}∞k=0.
Theorem 3.1.3 If the coefficients {ck}∞k=0 of random Freud orthogonal polynomials
(3.0.1) are complex i.i.d. random variables such that E[| log |c0||] < ∞, then the
normalized zero counting measures τn for the scaled polynomials P
∗
n(s) converge weakly
to µw with probability one.
Closely related results on the asymptotic zeros distribution of random orthogonal
polynomials with varying weights were proved by Bloom [11] and Bloom and Lev-
enberg [13], but they are not directly applicable to our case because of different
normalization. Theorem 3.1.3 allows us to find asymptotics for the expected number
of zeros in various sets. In particular, we need the following corollary for the proof of
Theorem 3.1.1.
Corollary 3.1.1 Suppose that the coefficients {ck}∞k=0 of random Freud orthogonal
polynomials (3.0.1) are complex i.i.d. random variables such that E[| log |c0||] < ∞.





E [N∗n(E)] = µw(E). (3.1.5)
It is of interest to develop similar results with relaxed conditions on random coeffi-
cients ck, e.g., by considering probability distributions from the domain of attraction
of normal law as in [35, 36].
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3.2 Potential theory with external fields generated by Freud weights
We consider the general Freud weights
W (x) = e−c|x|
λ
, x ∈ R,
where c > 0 and λ > 1 are constants. Set Q(x) := − logW (x) = c |x|λ , x ∈ R.
The weighted equilibrium measure µW associated with the weight W is the unique




log |z − t| dν(t)dν(z) + 2
∫
Qdν









dµW (t) +Q(z) ≥ C, z ∈ R,
where C is a constant. In the case of the standard Freud weight w(x) = e−γλ|x|
λ
,











ds, s ∈ [−1, 1],
by Theorem 5.1 of [80, p. 240].
The Mhaskar-Rakhmanov-Saff number
an > 0









Existence and uniqueness of these numbers is established in the monographs [51], [65],
[80], but goes back to earlier work of Mhaskar, Saff, and Rakhmanov. Let P be any
28
polynomial of degree at most n, then one illustration of the Mhaskar-Rakhmanov-Saff
number’s role is the Mhaskar-Saff identity:
||PW ||R = ||PW ||[−an,an],
where ‖ · ‖ is the supremum norm. For a Freud weight W (x) = e−c|x|λ , where c > 0










See [80, p. 308] for further details. We define the Mhaskar-Rakhmanov-Saff interval




, x ∈ R,
maps ∆n onto [−1, 1]. Its inverse is
L[−1]n (s) = ans, s ∈ R.
For ε ∈ (0, 1), we let
Jn(ε) = L
[−1]
n [−1 + ε, 1− ε] = (1− ε)[−an, an].
Then the equilibrium density is defined as
σn(x) =
√







(an + s)(an − s)
, x ∈ ∆n.











σn(s) ds+Q(x) ≥ C, x ∈ R.
Note that the measure σn(x)dx has total mass n:∫ an
−an
σn(x) dx = n.
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σn(ans), s ∈ [−1, 1].
Note that ∫ 1
−1
σ∗n(s) ds = 1.
For details on σn, one should consult the book [51] by Levin and Lubinsky.
3.3 Proofs
Lemma 3.3.1 For a Freud weight W (x) = e−c|x|
λ
, where c > 0 and λ > 1 are
constants, the normalized equilibrium density satisfies









dy for all n ∈ N, s ∈ [−1, 1].











σn(y) dy + c |x|λ ≥ C1, x ∈ R,







λ . The changes of variables x = ans and y = ant reduce the





σ∗n(t) dt+ γλ |s|






σ∗n(t) dt+ γλ |s|
λ ≥ C2, s ∈ R.
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Invoking Theorem 3.1 of [80, p. 43], we deduce that
σ∗n(s) ds = dµw(s) for all n ∈ N, s ∈ [−1, 1].




















dy for all n ∈ N, s ∈ [−1, 1].

Proof of Theorem 3.1.2. In this case, W (x) = e−c|x|
λ
, x ∈ R, where c > 0 and λ > 1
are constants. The strategy is to apply Theorem 1.6 of [52]. It states that for all



















uniformly for x ∈ Jn(ε), where
τj,k =
 0, j + k odd,(−1)(j−k)/2 1
j+k+1
, j + k even.



























+ o(1) as n→∞.
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Notice that applying Proposition 2.1.1 with gj = pj gives us that
A(x) = Kn+1(x, x), B(x) = K
(0,1)
n+1 (x, x) and C(x) = K
(1,1)
n+1 (x, x).
Applying (2.1.2), we obtain that
1
n





















































































































o(1) + o(1) dx as n→∞.




of real zeros of P ∗n(s) in E
∗ := E/an+1, since Ln+1 is a bijection. Since [a, b] ⊂ (−1, 1)
is a closed interval, we have that [an+1a, an+1b] ⊂ Jn+1(ε) = (1 − ε)[−an+1, an+1]
provided max{|a| , |b|} ≤ 1− ε for some constant ε ∈ (0, 1). Hence
1
n
E [N∗n([a, b])] =
1
n








































We show that |Q′(x)/σn+1(x)| ≤ C on x ∈ [an+1a, an+1b] for some constant C > 0
independent of n. Recall that [an+1a, an+1b] ⊂ Jn+1(ε) = (1−ε)[−an+1, an+1], for some
ε ∈ (0, 1). It is clear that Q′(x)/σn+1(x) is an odd function of x ∈ [an+1, 0)∪ (0, an+1],
so that we only need to consider the interval (0, an+1(1 − ε)]. First note that for





























Using this estimate, we see that for x ∈ (0, an+1(1− ε)],∣∣∣∣ Q′(x)σn+1(x)










Applying (3.3.3) and Lemma 3.3.1, we obtain that
1
n







































µw ([a, b]) .

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Proof of Theorem 3.1.3. Following [80], we call a sequence of monic polynomials
{Qn}∞n=1, with deg(Qn) = n, asymptotically extremal with respect to the weight





where ‖ · ‖R is the supremum norm on R and Fw = log 2 + 1/λ is the modified Robin
constant corresponding to w, see [80, p. 240]. Theorem 4.2 of [80, p. 170] states
that any sequence of such asymptotically extremal monic polynomials have their
zeros distributed according to the measure µw. Namely, the normalized zero counting





n), n ∈ N,
are asymptotically extremal in this sense with probability one, so that the result of
Theorem 3.1.3 follows.
Using orthogonality, we obtain for polynomials defined in (3.0.1) that∫ ∞
−∞












≤ (n+ 1) max
0≤k≤n
|ck|.















with probability one. Applying the Nikolskii-type inequalities of Theorem 6.1 and

















by Theorem 1.2 of [80, p. 362]. We also use below that limn→∞ |cn|1/n = 1 with


























= e−(log 2+1/λ) = e−Fw .






for the scaled polynomial P ∗n(s) defined by (3.1.2), where {zk}nk=1 are the zeros of that
polynomial, and δz denotes the unit point mass at z. Theorem 3.1.3 implies that mea-
sures τn converge weakly to µw with probability one. Since µw(∂E) = 0, we obtain
that τn|E converges weakly to µw|E with probability one by Theorem 0.5′ of [49] and
Theorem 2.1 of [8]. In particular, we have that the random variables τn(E) converge
to µw(E) with probability one. Hence this convergence holds in L
p sense by the Dom-
inated Convergence Theorem, as τn(E) are uniformly bounded by 1, see Chapter 5 of
[31]. It follows that
lim
n→∞
E[|τn(E)− µw(E)|] = 0
for any compact set E such that µw(∂E) = 0, and
|E[τn(E)− µw(E)]| ≤ E[|τn(E)− µw(E)|]→ 0 as n→∞.
But E[τn(E)] = E[N∗n(E)]/n and E[µw(E)] = µw(E), which immediately gives (3.1.5).










for any interval [a, b] ⊂ (−1, 1). Note that both E [N∗n (H)] and µw(H) are additive
functions of the set H. Moreover, they both vanish when H is a single point by (3.1.5)
35
and the absolute continuity of µw with respect to Lebesgue measure on Sw = [−1, 1].





E [N∗n (R \ (−1, 1))] = µw(R \ (−1, 1)) = 0.












To complete the proof, observe that N∗n(R) = Nn(R), so that E[N∗n(R)] = E[Nn(R)],
since Ln+1 is a bijection for each fixed n. Therefore (3.1.1) is proved. 
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CHAPTER 4
Random Orthogonal Polynomials for Exponential Weights
The chapter is based on the joint work with D. S. Lubinsky and I. E. Pritsker [60]. We
studied Freud weights whose support is R in Chapter 3. In this chapter, we will study
general weights with unbounded support. Let W = e−Q, where Q : R −→ [0,∞) is
continuous, and assume that all moments∫
R
xjW 2(x) dx, j = 0, 1, 2, . . . ,
are finite. For n ≥ 0, let





n + . . .
denote the nth orthonormal polynomial with γn > 0, so that∫
pnpmW
2 = δmn.
Using the orthonormal polynomials {pj}∞j=0 as the basis, we consider the ensemble of




cjpj(x), n ∈ N, (4.0.1)
where the coefficients c0, c1, . . . , cn are i.i.d. random variables.
We will use the weight class F(C2) from [51].
Definition 4.0.1 Let W = e−Q, where Q : R→ [0,∞) satisfies the following condi-
tions:
(a) Q′ is continuous in R and Q(0) = 0.
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, t 6= 0,
is quasi-increasing in (0,∞), in the sense that for some C1 > 0,
0 < x < y ⇒ T (x) ≤ C1T (y).
We assume an analogous restriction for y < x < 0. In addition, we assume that for
some Λ > 1,
T (t) ≥ Λ in R \ {0}.






, x ∈ R \ {0}.
Then we write W ∈ F(C2).
Note that Freud weights we considered in Chapter 3 are in this weight class.
4.1 The expected number of real zeros
Theorem 4.1.1 Let W = e−Q ∈ F(C2), where Q is even. If the function T in the
definition of F(C2) satisfies
lim
x→∞
T (x) = α ∈ (1,∞], (4.1.1)
then the expected number of real zeros of random orthogonal polynomials (4.0.1) with










Theorem 4.1.1 is a combination of Theorem 4.1.2 and Corollary 4.1.1 given below.










dt, x ∈ [−1, 1],








, x ∈ [−1, 1],
see [80] and [51]. We use the contracted version of Pn:
P ∗n(s) := Pn(ans), n ∈ N, (4.1.3)
where an is the Mhaskar-Rakhmanov-Saff number associated with the weight W , see
[51], [65], [80] and the next section below.
For any set E ⊂ C, N∗n(E) denotes the number of (complex) zeros of a random
polynomial P ∗n(s) located in E. The expected number of (complex) zeros of P
∗
n(s)
in E is denoted by E[N∗n(E)] with E[N∗n ([a, b])] being the expected number of (real)
zeros of P ∗n(s) in [a, b] ⊂ R. We now state the local result on the asymptotic of
E[N∗n ([a, b])] for intervals [a, b] ⊂ (−1, 1).
Theorem 4.1.2 Let W = e−Q ∈ F(C2), where Q is even. Assume that the function










We will establish a generalization of Theorem 4.1.2 for non-even weights in the







for the scaled polynomial P ∗n(s) defined by (4.1.3), where {zk}nk=1 are its zeros, and
δz denotes the unit point mass at z. We determine the weak limit of τn for random
polynomials with quite general random coefficients {cj}∞j=0.
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Theorem 4.1.3 Let the coefficients {cj}∞j=0 of random orthogonal polynomials (4.0.1)
be complex i.i.d. random variables such that E[| log |c0||] <∞. If W = e−Q ∈ F(C2),
where Q is even, and if the function T in the definition of F(C2) satisfies (4.1.1), then
the normalized zero counting measures τn for the scaled polynomials P
∗
n(s) converge
weakly to µα with probability one.
Theorem 4.1.3 permits us to find asymptotics for the expected number of zeros in
various sets. In particular, we need the following corollary for the proof of Theorem
4.1.1.
Corollary 4.1.1 Suppose that the assumptions of Theorem 4.1.3 hold. If E ⊂ C is





E [N∗n(E)] = µα(E). (4.1.5)
It is of interest to relax conditions on random coefficients cj, e.g., by considering
probability distributions from the domain of attraction of the normal law as in [35, 36].
4.2 Potential theory with external fields
Let W be a continuous nonnegative weight function on R such that W is not iden-
tically zero and lim|x|→∞ |x|W (x) = 0. Set Q(x) := − logW (x). The weighted equi-
librium measure µW associated with the weight W is the unique probability measure


















dµW (t) +Q(z) ≥ C, z ∈ R,
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where C is a constant.
For a weight function W (x) = e−Q(x), where Q is often assumed convex on R, the
Mhaskar-Rakhmanov-Saff numbers
a−n < 0 < an


































dt = n. (4.2.1)
Existence and uniqueness of these numbers are established in the monographs [51],
[65], [80], but go back to earlier work of Mhaskar, Saff, and Rakhmanov. Let P be any
polynomial of degree at most n, then one illustration of the Mhaskar-Rakhmanov-Saff
numbers’ role is the Mhaskar-Saff identity:
‖PW‖L∞(R) = ‖PW‖L∞([a−n,an]).





, x ∈ R,
maps ∆n onto [−1, 1]. Its inverse is
L[−1]n (s) = βn + δns, s ∈ R.
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For ε ∈ (0, 1), we let
Jn(ε) = L
[−1]
n [−1 + ε, 1− ε] = [a−n + εδn, an − εδn].
The equilibrium density is defined as
σn(x) =
√







(s− a−n)(an − s)
, x ∈ ∆n.











σn(s) ds+Q(x) ≥ C, x ∈ R.
Note that the measure σn(x) dx has total mass n on ∆n:∫ an
a−n
σn(x) dx = n.






n (s)), s ∈ [−1, 1].
Note that σ∗n(s) ds is a unit measure supported on [−1, 1]:∫ 1
−1
σ∗n(s) ds = 1.
For details on σn and σ
∗
n, one should consult the book [51].
In particular, the Ullman distribution µ′α is the normalized equilibrium density
for the standard Freud weight w(x) = e−γα|x|
α








































For n ≥ 1, we also define the square root factor
ρn(x) =
√
(x− a−n)(an − x), x ∈ ∆n. (4.2.3)
For more detailed knowledge of potential theory with external fields, see [51] and
[80].
4.3 Proofs
We start with a general result, our only one that allows non-even weights. In this
more general setting, P ∗n is given by





rather than by (4.1.3).
Theorem 4.3.1 If W = e−Q ∈ F(C2) and [a, b] ⊂ (−1, 1) is any given closed inter-
val, then as n→∞,
1
n






Proof. The strategy is to apply Theorem 1.6 of [52]. It states that for all r, s ≥ 0,




















 0, j + k odd,(−1)(j−k)/2 1
j+k+1
, j + k even.









































































o(1) + o(1) dx as n→∞.









so that ∣∣∣∣ Q′(x)σn+1(x)
∣∣∣∣ ≤ C3 δn+1ρn+1(x) ≤ C3√ε(2− ε) , x ∈ Jn+1(ε).
Thus, uniformly for all intervals [l, q] ⊂ Jn+1(ε), as n→∞,
1
n





















of real zeros of P ∗n(s) in E
∗ := Ln(E) = {Ln(x) : x ∈ E}, since Ln is a bijection. We



























→ s as n→∞,
uniformly for s in compact subsets of R. If [a, b] ⊂ (−1, 1), then for large n ∈ N,
L[−1]n ([a, b]) = [a−n + δn(1 + a), an − δn(1− b)] ⊂ Jn+1(ε),
provided 0 < ε < min{1 + a, 1− b}. It follows that
1
n


































σ∗n+1(s) ds as n→∞,




, s ∈ (−1, 1),
by Theorem 1.11(V) of [51, p. 18]. 
Lemma 4.3.1 Let W = e−Q ∈ F(C2), where Q is even. Let α ∈ (1,∞]. If the
function T in the definition of F(C2) satisfies
lim
x→∞






α(x), x ∈ (−1, 1) \ {0}.
Remark 4.3.1 An equivalent form of
lim
x→∞
T (x) = α ∈ (1,∞)
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−(α + o(1)) log 1
t
)
= tα−1(1 + o(1)).
Given any ε ∈ (0, 1), this holds uniformly for t ∈ [ε, 1].
Proof of Lemma 4.3.1. We prove the case 1 < α <∞ first:



















dt = Bα. (4.3.2)
Indeed, the integrand converges pointwise, and because Q is convex, so
Q′(ant)/Q
′(an) ≤ 1,
and we can apply Lebesgue’s Dominated Convergence Theorem. In particular, for
n ≥ 1, and some C1 > 1 independent of n,
C−11 n ≤ anQ′(an) ≤ C1n. (4.3.3)
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We need a bound on the integrand so as to apply dominated convergence. First, T (u)














































Thus, for all t ∈ (0, 1), ∣∣∣∣antQ′(ant)− anxQ′(anx)n(t2 − x2)
∣∣∣∣ ≤ C5x ,
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Next, we deal with the case α =∞:

















=: I1 + I2. (4.3.4)
We shall show that the main contribution to σ∗n comes from I2. Since the integrand





































































































































by (4.2.1) and using (4.3.6). Now we deal with I1 - it clearly suffices to show only an





































′(anu)T (anu) as n→∞.
Using the fact that T is quasi-increasing and the lower bound in (3.5) of [51, p. 64],
we continue this as

























y = o(1) as n→∞,
by (4.3.7) and as s/ρ < 1. Together with the fact that I1 ≥ 0, and using (4.3.4),



























Proof of Theorem 4.1.2. We know from Theorem 4.3.1 that
1
n











α(y), y ∈ (−1, 1) \ {0}.




, s ∈ (−1, 1).





















Proof. Lemma 3.5(c) of [51, p. 72] implies that there is a constant C > 0 such that
1 ≤ an
a1
≤ Cn1/Λ for all n ≥ 1,
which immediately gives the needed result. 
Lemma 4.3.3 Let W = e−Q ∈ F(C2), where Q is even. If the coefficients {cj}∞j=0 of
random orthogonal polynomials (4.0.1) are complex i.i.d. random variables such that
E[| log |c0||] <∞, then
lim
n→∞
‖PnW‖1/nL∞(R) = 1 with probability one.
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Proof. Using orthogonality, we obtain for polynomials defined in (4.0.1) that∫ ∞
−∞












≤ (n+ 1) max
0≤j≤n
|cj|.















with probability one. That is,
lim
n→∞
‖PnW‖1/nL2(R) = 1 with probability one. (4.3.9)












Since T (an) = O(n






‖PnW‖L2(R) ≤ ‖PnW‖L∞(R) ≤ C3n ‖PnW‖L2(R) ,
and the result follows by applying Lemma 4.3.2 and (4.3.9). 
Lemma 4.3.4 Let W = e−Q ∈ F(C2), where Q is even. If the function T in the







γ1/nn an = 2,
where γn is the leading coefficient of the orthonormal polynomial pn(x) associated with
the weight W 2.
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(1 + o(1)) as n→∞,
so that











(1 + o(1)) as n→∞. (4.3.10)
































and (4.3.10) together with Lemma 4.3.2 imply the result. 
Lemma 4.3.5 Let W = e−Q ∈ F(C2), where Q is even. If the function T in the
definition of F(C2) satisfies
lim
x→∞




γ1/nn an = 2e
1/α,
where γn is the leading coefficient of the orthonormal polynomial pn(x) associated with
the weight W 2.




































Using our assumption that
lim
t→∞
T (t) = α ∈ (1,∞),


































































































and show that the normalized zero counting measures τn for the scaled polynomials
P ∗n(s) converge weakly to the arcsine distribution µ∞ with probability one. Theorem
2.1 of [9, p. 310] states that if {Mn}∞n=1 is any sequence of monic polynomials of







then the normalized zero counting measures τn for the polynomials Mn converge
weakly to µ∞. Note that 1/2 in the above equation is the logarithmic capacity of





n), n ∈ N,
53
satisfy (4.3.13) with probability one, so that the result of Theorem 4.1.3 follows for
α =∞. We know from Lemma 4.3.3 that
lim sup
n→∞
‖PnW‖1/nL∞(R) ≤ 1 with probability one.




W (ans) = e
−Q(ans)
n , s ∈ R,
and the properties of an [51, p. 4], we obtain that






L∞([−1,1]) ≤ 1 with probability one.











with probability one. We use below that limn→∞ γ
1/n
n an = 2 by Lemma 4.3.4, and
that limn→∞ |cn|1/n = 1 with probability one by Lemma 4.2 of [69]. This implies that
lim sup
n→∞



















Next, we prove the case
lim
x→∞
T (x) = α ∈ (1,∞).
Recall that the standard Freud weight with index α is given by
w(s) = e−γα|s|
α




















see [80, p. 239]. Since γα+1 = Bαπ/2, we apply Γ(1/2) =
√
































Note that by [80, p. 240], Fw = log 2 + 1/α is the modified Robin constant and
µw = µα is the equilibrium measure corresponding to w. Following [80], we call a
sequence of monic polynomials {Mn}∞n=1, with deg(Mn) = n, asymptotically extremal




−Fw = e−1/α/2. (4.3.14)
Theorem 4.2 of [80, p. 170] states that asymptotically extremal monic polynomials
have their zeros distributed according to the measure µw. Namely, the normalized
zero counting measures of Mn converge weakly to µw = µα. On the other hand, by
Corollary 2.6 of [80, p. 157] and Theorem 5.1 of [80, p. 240],
‖wnMn‖L∞(R) = ‖wnMn‖L∞([−1,1]).










n), n ∈ N,
are asymptotically extremal in this sense with probability one, so that the result of
Theorem 4.1.3 follows. Note that
lim
n→∞
‖PnW‖1/nL∞(R) = 1 with probability one
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by Lemma 4.3.3, and that
‖P ∗nwnn‖L∞([−1,1]) = ‖PnW‖L∞([−an,an]) = ‖PnW‖L∞(R)





L∞([−1,1]) ≤ 1 with probability one.
By Lemma 4.3.5, and since limn→∞ |cn|1/n = 1 with probability one by Lemma 4.2 of
[69], it follows that
lim sup
n→∞





























































(1 + o(1)) = γαs
α(1 + o(1)) as n→∞.









→ 1 as n→∞.







We finish the proof by letting ε→ 0. 
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for the scaled polynomial P ∗n(s) of (4.1.3), where {zk}nk=1 are the zeros of that poly-
nomial, and δz denotes the unit point mass at z. Theorem 4.1.3 implies that the
measures τn converge weakly to µα with probability one. Since µα(∂E) = 0, we
obtain that τn|E converges weakly to µα|E with probability one by Theorem 0.5′ of
[49] and Theorem 2.1 of [8]. In particular, we have that the random variables τn(E)
converge to µα(E) with probability one. Hence this convergence holds in L
p sense
by the Dominated Convergence Theorem, as τn(E) are uniformly bounded by 1, see
Chapter 5 of [31]. It follows that
lim
n→∞
E[|τn(E)− µα(E)|] = 0
for any compact set E such that µα(∂E) = 0, and
|E[τn(E)− µα(E)]| ≤ E[|τn(E)− µα(E)|]→ 0 as n→∞.
But E[τn(E)] = E[N∗n(E)]/n and E[µα(E)] = µα(E), which immediately gives (4.1.5).










for any interval [a, b] ⊂ (−1, 1). Note that both E [N∗n (H)] and µα(H) are additive
functions of the set H. Moreover, they both vanish when H is a single point by (4.1.5)






E [N∗n (R \ (−1, 1))] = µα(R \ (−1, 1)) = 0.
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To complete the proof, observe that N∗n(R) = Nn(R), so that E[N∗n(R)] = E[Nn(R)],
since Ln(x) = x/an is a bijection for each fixed n. Therefore (4.1.2) is proved. 
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CHAPTER 5
The Asymptotic Variance of the Number of Real Zeros
We study the asymptotic variance of the number of real zeros for the following en-





where the coefficients c0, c1, · · · , cn are i.i.d. Gaussian random variables with dis-
tribution N (0, 1), and {pj}∞j=0 are orthonormal polynomials with respect to a finite
positive Borel measure µ supported on [−1, 1], with all finite power moments:∫ 1
−1
pnpm dµ = δmn.
We write pj(x) as
pj(x) = kjx
j + · · · , kj > 0.
For this ensemble (5.0.1),
E[Pn(x)] = 0, Var[Pn(x)] =
n∑
j=0
p2j(x) = Kn+1(x, x) > 0, x ∈ R.
That is, for fixed x ∈ R [43, chapter 16],
Pn(x) has Gaussian distribution N (0, Kn+1(x, x)).
Let Nn(a, b) denote the number of real zeros of Pn(x) in the interval (a, b) ⊂ R with
Nn(R) being the total number of zeros of Pn(x) on R. It is known that for the










see Theorem 2.1.1. Our goal is to study the variance Var[Nn(R)] of the number of
real zeros for this ensemble and determine its behavior as n→∞.
The ensemble Pn(x) is a centered non-stationary Gaussian process with covariance
function






where we used the fact that
E[cjck] =

1 if j = k,
0 otherwise,
(5.0.2)











We also use the so-called differentiated kernels:
K
(k,l)



















j (y), k, l = 0, 1, 2, . . . .
From the Cauchy-Schwarz inequality, it follows
∣∣∣K(k,l)n+1 (x, y)∣∣∣ ≤√K(k,k)n+1 (x, x)K(l,l)n+1(y, y),
where equality holds if and only if x = y.
5.1 Variance formulas
We begin by stating the following result from Farahmand [24, p. 22] (below x, y, y1, y2
denote four distinct parameters).
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Lemma 5.1.1 If (a, b) ⊂ R, then








|y1y2| px,y(0, 0, y1, y2) dy1 dy2 dx dy,







D(ε) = {(x, y) ∈ R2| a < x, y < b, |x− y| > ε}, ε > 0.
Here and below T denotes the transpose of a matrix. We give a more explicit repre-
sentation of the above expectation below.
Proposition 5.1.1 Let (a, b) and D(ε) be the same as in Lemma 5.1.1. Then
























is the covariance matrix of the random vector (P ′n(x), P
′
n(y))
T , conditional upon Pn(x) =











− 2Kn+1(x, y)K(0,1)n+1 (x, x)K
(0,1)
















− 2Kn+1(x, y)K(0,1)n+1 (x, y)K
(0,1)






















−Kn+1(x, y)K(0,1)n+1 (x, x)K
(0,1)







Proposition 5.1.1 indicates that we need to study the asymptotics of the kernels in
order to know the asymptotic of Var[Nn(R)].
5.2 The asymptotic variance of the number of real zeros for random
orthogonal polynomials
Using Proposition 5.1.1, we can prove the following result.
Theorem 5.2.1 Let µ be a positive Borel measure supported on [−1, 1] such that
dµ(x) = w(x)dx and w > 0 a.e. on [−1, 1]. Let w(cos θ) |sin θ| , θ ∈ [−π, π] satisfy
the Lipschitz-Dini condition
|w(cos(θ + δ)) |sin(θ + δ)| − w(cos θ) |sin θ|| < L |log δ|−1−λ ,
where L > 0 and λ > 0 are fixed numbers. Assume that O ⊂ [−1, 1] is an open set
and that there exists a constant C > 1 such that a.e. in O,
C−1 ≤ w ≤ C.
















, x ∈ [−1, 1],
is the equilibrium measure of (−1, 1). Moreover, as n→∞,
Var[Nn([a, b])] = o(n
2).
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Applying Theorem 5.2.1, we have the following result.
Theorem 5.2.2 Let µ be a positive Borel measure supported on [−1, 1] such that
dµ(x) = w(x)dx and w > 0 a.e. on [−1, 1]. Let w(cos θ) |sin θ| , θ ∈ [−π, π] satisfy
the Lipschitz-Dini condition
|w(cos(θ + δ)) |sin(θ + δ)| − w(cos θ) |sin θ|| < L |log δ|−1−λ ,
where L > 0 and λ > 0 are fixed numbers. If for any closed interval [a, b] ⊂ (−1, 1)










Var[Nn([−1, 1])] = o(n2).











I believe that the orthogonality measure µ, produced by the density w that is contin-
uous on [−1, 1] except for finitely many points, and has finitely many zeros on [−1, 1],
will also give the above results . More specifically, one may consider the generalized
Jacobi weight of the form dµ(x) = v(x)
∏J
j=1 |x−xj|αj dx, where v(x) > 0, x ∈ [−1, 1],
and αj > −1, j = 1, . . . , J.
5.3 Proof of Proposition 5.1.1
Since we do not assume to have a stationary process in our setting, we cannot apply
Lemma 2.2 and Corollary 2.5 from [32] directly. Instead, we adapt ideas of [32] in
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the proof. For fixed x, y ∈ R, define the random vector














It is clear that
E[P ′n(x)] = E[P ′n(y)] = 0,
Var(P ′n(x)) = K
(1,1)




n+1 (y, y) > 0.
Summarizing,
Pn(x) has Gaussian distribution N (0, Kn+1(x, x));
Pn(y) has Gaussian distribution N (0, Kn+1(y, y));
P ′n(x) has Gaussian distribution N (0, K
(1,1)
n+1 (x, x));
P ′n(y) has Gaussian distribution N (0, K
(1,1)
n+1 (y, y)).
The covariance matrix Σ of V is defined by
Σ = Σ(x, y)
:=































When x = y, the first row of Σ is the same as the second row, and hence det Σ = 0.
Before we start the proof of Proposition 5.1.1, we state a lemma which implies that
when x 6= y and n ≥ 3, det Σ > 0.
Lemma 5.3.1 Let {pj(x)}nj=0 be a polynomial basis for the vector space of all poly-






where cj’s are i.i.d. real random variables with zero mean and unit variance. Let Σ
be the covariance matrix of the random vector







If x 6= y and n ≥ 3, then Σ is positive definite (hence det Σ > 0).
Proof. By definition of positive definite matrix, we only need to show that ~aTΣ~a > 0,
for all ~a ∈ R4 \ {~0}. Note that any covariance matrix is positive semi-definite [43,
Theorem 12.4]: ~aTΣ~a ≥ 0, for all ~a ∈ R4 \ {~0}. This means that we only need to
demonstrate that ~aTΣ~a = 0 implies ~a = ~0. Indeed, observe that ~aTΣ~a = Var(~aTV ),
and write the column vector
~a =
[
a1 a2 a3 a4
]T
.
Then we see that
~aTV =
[




























+ · · ·+ [a1pn(x) + a2pn(y) + a3p′n(x) + a4p′n(y)]cn.
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Thus


















+ · · ·+ [a1pn(x) + a2pn(y) + a3p′n(x) + a4p′n(y)]2.
Now it is clear that ~aTΣ~a = 0 if and only if




























where {bj}nj=0 ⊂ R is any sequence, then the system of equations (5.3.1) implies that




n(y) = 0. (5.3.2)
Since {pj(x)}nj=0 is a polynomial basis for the vector space of all polynomials with
real coefficients of degree at most n and {bj}nj=0 ⊂ R is any sequence, Qn(t) can be
any polynomial in t with real coefficients of degree at most n. In particular, since
n ≥ 3 and x 6= y, because of (5.3.2),
Qn(t) = (t− x)(t− y)2 ⇒ a3 = 0;
Qn(t) = (t− x)2(t− y)⇒ a4 = 0;
Qn(t) = t− y ⇒ a1 = 0;
Qn(t) = t− x⇒ a2 = 0.
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That is, the system of equations (5.3.1) has only trivial solution ~a = ~0, as required.

Now it is clear that Lemma 5.3.1 implies that for n ≥ 3, det Σ = 0 if and only if
x = y.
Proof of Proposition 5.1.1. By Lemma 5.3.1 and [43, Corollary 16.2], V has a multi-
variate normal distribution with mean zero and the covariance matrix Σ, given by






























We will express all entries of the matrix Σ through the reproducing kernels. From
(5.0.2) and (5.0.3), it immediately follows that
Σ =

Kn+1(x, x) Kn+1(x, y) K
(0,1)
n+1 (x, x) K
(0,1)
n+1 (x, y)
Kn+1(x, y) Kn+1(y, y) K
(0,1)





n+1 (x, x) K
(0,1)
n+1 (y, x) K
(1,1)





n+1 (x, y) K
(0,1)
n+1 (y, y) K
(1,1)








where A, B and C are the corresponding 2 × 2 matrices. Note that detA = ∆ = 0
if and only if x = y by the equality case in the Cauchy-Schwarz inequality. Thus we








The latter implies that
det Σ = detA det Ω = ∆ det Ω.
Since Σ is invertible in D(ε) by Lemma 5.3.1, so is Ω and thus det Ω > 0 in D(ε). It
also follows from (5.3.3) by direct algebraic manipulations that the elements of the
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matrix




are defined as stated in Proposition 5.1.1.
As the random vector V = V (x, y) has the multivariate normal distribution
N (0,Σ) with a non-singular covariance matrix Σ, we find the density of its dis-
tribution [43, p. 130] to be





(0, 0, y1, y2) Σ















Using matrix algebra, we further obtain that
Σ−1 =
 [A−BC−1BT ]−1 −A−1B[C −BTA−1B]−1
−C−1BT [A−BC−1BT ]−1 [C −BTA−1B]−1
 .
Lemma 5.1.1 now gives that
































































Note that in D(ε),


































δ = − Ω12√
Ω11Ω22
.
Finally, putting everything together, we obtain





















































5.4 Proofs of the main theorems
Throughout this section, [a, b] ⊂ (−1, 1) is a fixed interval independent of n.
5.4.1 Preliminary results on kernels and equilibrium measures
We first recall some useful facts about weak* convergence from Totik’s paper [88,
Theorem 1 and Corollary 1]:


































∣∣∣∣∣ K̃(j,k)n+1 (x, x)K̃n+1(x, x)j+k+1 − πj+kτj,k









j + k even.
This implies the following lemma.























We recall an important fact proved by Rakhmanov [76], and later reproved by Mate,
Nevai, and Totik in [66] (see also [51, page 3, (1.10)]).









where kj is the positive leading coefficient of pj(x).
Finally we give a lemma about the various asymptotics of kernels K
(k,l)
n+1 (x, y) with
x 6= y.
Lemma 5.4.4 Under the assumptions of Theorem 5.2.1, for a.e. x ∈ [a, b], a.e.

























Note that the exceptional set in the above Lemma is a dimension-two null set.

















, |z| < 1.
Here and below σ′ is defined by
σ′(θ) := w(cos θ) |sin θ| , θ ∈ [−π, π].








+ o(1), as n→∞, (5.4.2)
where x = cos θ, z = eiθ. The Szegő condition guarantees that (5.4.2) holds in
L2 sense, but not necessarily pointwise. For pointwise or uniform asymptotics, one
typically needs some smoothness on σ′(θ), such as a Lipschitz condition. The following
theorem is a modified version of a theorem of Szegő [84, pp. 297–299].
Theorem 5.4.1 Let w be positive a.e. in (−1, 1), and satisfy the Lipschitz-Dini
condition
|w(cos(θ + δ)) |sin(θ + δ)| − w(cos θ) |sin θ|| < L |log δ|−1−λ ,
where L > 0 and λ > 0 are fixed numbers. Then, uniformly for x = cos θ ∈ [−1, 1],












[log σ′(t)− log σ′(θ)] cot θ − t
2
dt,
and the constant factor in the O-term depends only on L, λ, the minimum and max-
imum of σ′(θ).
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This theorem says that under the assumptions of Theorem 5.4.1, uniformly for x =







2/π cos(nθ + γ(θ)) + o(1)
)
. (5.4.3)
The next theorem is based on a recent result from Levin and Lubinsky [54, Theorem
2 and Corollary 3].
Theorem 5.4.2 Under the assumptions of Theorem 5.4.1, if [a, b] ⊂ (−1, 1), and












Note that f is a bounded function on {z = eiθ : θ ∈ [0, π], cos θ ∈ [a, b]}. In other
























are both bounded. Now we finish the proof














































Making use of (5.4.3), we have for x = cos θ1 6= y = cos θ2,
pn+1(y)pn(x)− pn+1(x)pn(y) = (1− x2)−1/4(1− y2)−1/4(w(x)w(y))−1/2×(
2
π
cos((n+ 1)θ2 + γ(θ2)) cos(nθ1 + γ(θ1))
− 2
π
cos((n+ 1)θ1 + γ(θ1)) cos(nθ2 + γ(θ2)) + o(1)
)
.







In the same fashion, we can justify the other limits in Lemma 5.4.4 by exploiting
(5.4.4), (5.4.1), and the other three Christoffel-Darboux formulas from the above. 
5.4.2 Behavior of ∆,Ω11,Ω12 and Ω22
Proposition 5.4.1 Under the assumptions of Theorem 5.2.1, for a.e. x ∈ [a, b], a.e.
































Applying Lemma 5.4.1, 5.4.2, and 5.4.4 gives us the desired limit. 
Proposition 5.4.2 Under the assumptions of Theorem 5.2.1, for a.e. x ∈ [a, b], a.e.

















































































Applying Lemma 5.4.1, 5.4.2, and 5.4.4, we derive the first limit. A similar approach
can be used to justify the second limit. 
Proposition 5.4.3 Under the assumptions of Theorem 5.2.1, for a.e. x ∈ [a, b], a.e.
















































































To complete the proof, we apply Lemma 5.4.1, 5.4.2, and 5.4.4. 
5.4.3 Proofs of the main theorems
Proof of Theorem 5.2.1. By Proposition 5.1.1,






















Invoking the Dominated Convergence Theorem, we see that we only need to compute












is not identically zero. Note also that the arcsine function is uniformly bounded.
Applying Proposition 5.4.1, 5.4.2, and 5.4.3 gives us that
lim
n→∞

















D(ε) = {(x, y) ∈ R2|x, y ∈ [a, b], x 6= y}.
The set
{(x, y) ∈ R2|x, y ∈ [a, b], x = y}
has (dimension two) Lebesgue measure zero. Thus,
lim
n→∞


































Var[Nn([a, b])] = E[N2n([a, b])]− (E[Nn([a, b])])
2 ,
we have as n→∞,




In order to prove Theorem 5.2.2 and Theorem 5.2.3, we give a lemma first.
Lemma 5.4.5 Under the assumptions of Theorem 5.2.1, if E ⊂ C is any set satis-














k=1 δzk for a polynomial
(5.0.1), where {zk}nk=1 are the zeros of that polynomial, and δz denotes the unit point
mass at z. Theorem 2.2 of [69] implies that measures τn converge weakly to ν[−1,1]
with probability one. Since ν[−1,1](∂E) = 0, we obtain that τn|E converges weakly
to ν[−1,1]|E with probability one by Theorem 0.5′ of [49] and Theorem 2.1 of [8]. In
particular, we have that the random variables τn(E) → ν[−1,1](E) a.s. Then the
random variables τ 2n(E) → ν2[−1,1](E) a.s. Hence in both cases convergence holds
in Lp sense by the Dominated Convergence Theorem, as τ 2n(E) and τn(E) are both
uniformly bounded by 1, see Chapter 5 of [31]. It follows that
lim
n→∞
E[|τn(E)− ν[−1,1](E)|] = 0, lim
n→∞
E[|τ 2n(E)− ν2[−1,1](E)|] = 0
for any set E such that ν[−1,1](∂E) = 0, and
∣∣E[τn(E)− ν[−1,1](E)]∣∣ ≤ E[|τn(E)− ν[−1,1](E)|]→ 0 as n→∞;
∣∣E[τ 2n(E)− ν2[−1,1](E)]∣∣ ≤ E[|τ 2n(E)− ν2[−1,1](E)|]→ 0 as n→∞.
But E[τ 2n(E)] = E[N2n(E)]/n2, E[τn(E)] = E[Nn(E)]/n, E[ν[−1,1](E)] = ν[−1,1](E), and
E[ν2[−1,1](E)] = ν2[−1,1](E), which immediately gives the desired results. 























for any closed interval [a, b] ⊂ (−1, 1). Now we take a sequence of nested closed
intervals
[−1 + 1/m, 1− 1/m] ,m = 2, 3, 4, · · · ,
converging to (−1, 1). Note that E [Nn (H)] , E [N2n (H)], and ν[−1,1](H) vanish when
H is a single point by (2.2.10) and Lemma 5.4.5, because ν[−1,1] is absolutely con-
tinuous with respect to Lebesgue measure on [−1, 1], see [80, Lemma 4.4.1, p. 117].





































































Var[Nn([−1, 1])] = o(n2)























Applying Lemma 5.4.5, since ν[−1,1](∂(R \ [−1, 1])) = ν[−1,1](R \ [−1, 1]) = 0 and the
support of ν[−1,1] is [−1, 1],
lim
n→∞
E[N2n(R \ [−1, 1])]
n2
= ν2[−1,1](R \ [−1, 1]) = 0.




E[N2n((R \ [−1, 1]) ∪ [−1, 1])]
n2
=






E[Nn([−1, 1])Nn(R \ [−1, 1])]
n2
,
and for all n,
0 ≤ E[Nn([−1, 1])Nn(R \ [−1, 1])]
n2
≤ E[Nn(R \ [−1, 1])]
n
.
Using Lemma 5.4.5 and noting that the support of ν[−1,1] is [−1, 1], we get
E[Nn(R \ [−1, 1])]
n
= ν[−1,1](R \ [−1, 1]) = 0.
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