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1. INTRODUCTION 
The graphs considereh in this paper are finite and, unless we indicate 
otherwise, lack loops but may have multiple edges. We denote the vertex 
set of any graph G by VG, and the edge set by EG. Distinct edges incident 
on a common vertex are called neighbows. Paths and circuits are identified 
with their respective edge sets, although we may also occasionally refer to 
their vertices. Vector spaces are always over the field of residue classes 
modulo 2, and addition of sets is defined as their symmetric difference. The 
cycle space of a graph G is denoted by ‘%‘(G), and the number of com- 
ponents by c(G). 
The combinatorial maps we study are those introduced by Vince [9], 
except that ours are not necessarily connected. Thus a combinatorial map 
of rank r is a graph G, regular of degree r, whose edges are coloured 
with r colours so that neighbours receive distinct colours. We call such a 
colouring a proper edge colouring. In this paper, G is always cubic, and the 
colours are called red, yellow and blue. They are denoted in diagrams by 
R, Y, B, respectively. An edge may be identified with an ordered pair of the 
form (S, c) where S is an unordered pair of vertices and c is a colour. 
A special kind of combinatorial map, called by Lins a gem, has been 
introduced by Robertson [6, pp. 34, 351 and Ferri [ 1 ] and studied in some 
detail by Lins in [3] and [4]. The aim of Lins was to use a gem as a 
model for a 2-cell embedding of a graph in a closed surface. This idea has 
been generalized by Vince [9]. Our goal in this paper is to push Lins’ 
theory a little further in an attempt to portray gems as a useful tool in 
topological graph theory. 
A number of recent authors, notably Tutte and Stahl, have been 
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developing an entirely combinatorial approach to topological graph theory. 
In this spirit, we employ only combinatorial arguments in this paper also. 
Since most of this paper consists of reproving known results, it may be 
classed as expository. 
2. COMBINATORIAL MAPS AND EMBEDDINGS 
A fully combinatorial account of the elementary theory of 2-cell embed- 
dings of graphs in closed surfaces has been given by Tutte in [S], using the 
idea of a premap. In [3] Lins relates gems to the classical, non- 
combinatorial approach to such embeddings. We shall begin by showing, 
in this section, the relationship between gems and Tutte’s premaps. We also 
prove some results needed in the rest of the paper. 
Observe that in a cubic combinatorial map, the graph obtained by the 
deletion of all edges of a specified colour has as its edge set a union of dis- 
joint circuits. Following Lins, we call these circuits bicoloured polygons, or 
bigons. If the red-blue bigons are all squares (circuits of length 4) then we 
call the combinatorial map a graph-encoded map (gem). In this case, the 
red-blue bigons are sometimes called bisquares. 
Now let S be a set such that /SI is divisible by 4. Let 0 and 4 be 
permutations on S satisfying the conditions %2 = 4’ = I and 04 = 49, and 
suppose that x, 6x, dx, &5x are distinct for each x E S. Let P be another 
permutation on S such that P% = %P-‘, and for each x let the orbits of P 
through x and 9x be distinct. Then (S, 8, I$, P) defines a premap, M. Tutte 
also defines YK as the permutation group generated by a non-empty set K 
of permutations of S. Then the premap M is a map if for each x E S and 
y E S there is a permutation 71 E YYje,e,p) such that XX = y. 
We now show how to construct a gem G(M) that represents a premap 
M. Each element of S is represented by a vertex. For each x E S, let us draw 
a red edge joining x to 0x, a blue edge joining x to 4x and a yellow edge 
joining x to P%x. (See Fig. 1.) Since O2 = q? =1 and (P%)‘= %P-‘P%= 
O2 = I, we find that every vertex is incident with only one edge of a given 
colour. Hence the resulting graph is cubic. Moreover, each red-blue circuit 
is a square, and so the construction has yielded a gem. Note also that the 
two orbits of P containing x and 8x, respectively, correspond in an obvious 
way to the two senses of the red-yellow bigon containing the edge 
({x, 0x}, R). For the red-blue bigons we can regard the permutation 64 as 
analogous to the permutation P for the red-yellow bigons. 
Conversely for any gem G it is easy to construct a premap A4 for which 
G = G(M). S is the vertex set of G, and the red and blue edges determine 
the involutions 6 and 4 respectively. Moreover, for any vertex x, Px is the 
unique vertex joined to Ox by a yellow edge. 
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Evidently the premap A4 is a map if and only if G(M) is connected. 
Let A4 be a map. It is shown in [S, p. 2571 that the number of 
equivalence classes determined by !PI/iBI.Pl is either 1 or 2, where two 
objects are regarded as equivalent if some permutation in YC08,P) maps one 
onto the other. We call these equivalence classes the orientation classes of 
M. The premap M is orientabZe if the number of orientation classes is 2, 
and non-orientable otherwise. Tutte also shows that for each x E S and y E S 
there is an element II/ E !P{,+,,) such that $x = y or $x = 0~. Thus if M is 
orientable then x is in one orientation class and 0x, POX and Qx = &$0x are 
all in the other. We deduce that G(M) is bipartite, as no edge joins vertices 
of the same orientation class. On the other hand, suppose that A4 is not 
orientable. Then there is a permutation $ E !PiBI,Pj such that $x = 8x for 
some x E VG(M). Note that any vertex y E VG(M) is joined to Py and to 
(34~ by paths of length 2. Therefore there is a path of even length joining x 
to P./IX. Since x is adjacent to 9-x = $x, we find that G(M) contains a circuit 
of odd length, and therefore is not bipartite. Thus we have a combinatorial 
proof of the following theorem, found in 131. (See also [9] for a 
generalisation of it.) 
THEOREM 1. A map M is orientable if and only if G(M) is bipartite. 
Given a premap M= (S, 0, 4, P), its dual M* is defined by Tutte as 
(S, 4,8, P&h). This is another premap. In G(M*) a vertex x is adjacent to 
0x, dx and P8&x = POX, and so G(M) and G(M*) are isomorphic as 
graphs. They differ only in that the colours red and blue are interchanged. 
This notion of duality has been carried further by Lins [3]. 
Let IIRYII, IIRBII, and l/BY11 denote, respectively, the numbers of 
red-yellow, red-blue, and blueeyellow bigons of G(M). Following Lins 
C41, we define the Euler characteristic X(M) of A4 to be 
IIRYII - IIRBII + IIW. Thus xW)=x(M*). 
The next theorem is of considerable importance in this paper. We 
prepare for it with 
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LEMMA 1. Let M be a premap. Then there exists a set of linearly 
independent bigons of G(M) comprising all the bigons except for exactly one 
arbitrarily chosen bigon in each component. 
ProoJ: Let C be a component of G(M). Clearly the set 3? of all bigons 
in C is linearly dependent, as each edge belongs to exactly two bigons. Sup- 
pose that some non-empty proper subset J$ of 98 is linearly dependent. If 
d is minimal with these properties, then its sum is empty. Since each edge 
belongs to only two bigons, these bigons are either both in d or both in 
9? - d. Since d # 4 and 37 - d # 4, the fact of C being connected shows 
that there is a vertex v incident with an edge x belonging to two bigons in 
d and an edge y belonging to no bigon of &. This conclusion is 
impossible, for y must belong to one of the two bigons containing X. Thus 
any non-empty proper subset of Pi? is linearly independent. 1 
COROLLARY. The dimension of the space spanned by the bigons of M is 
IIRYII + IIRBII + IWII - c(G(M)). 
THEOREM 2. Let M be a premap such that G(M) has k components. Then 
(i) x(M) < 2% 
(ii) x(M) = 2k if and only if the bigons of G(M) spai? %?(G(M)); 
(iii) if x(M) = 2k, then M is orientable. 
ProoJ By Lemma 1, there exists a linearly independent set of bigons 
comprising all the bigons except for exactly one arbitrarily chosen bigon in 
each component. Therefore the number of bigons cannot exceed 
dim %?(G(M)) + k. Thus, since G(M) is cubic, 
IJRYII + IIRBII + IlBYll d I-UWf)I - I WMI + k +k 
=y- ISI +2k 
L 
=?+2k. 
Hence 
X(M) = IIRYII - IIWI + IIBYII 
@+2k-2 llRBl[ 
2 
= 2k. 
582b/44/1-4 
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FIGURE 2 
This proves (i) and (ii), since equality holds if and only if the bigons span 
V(G(M)). If this is the case, then every circuit of G(M) must, like the 
bigons, have even length. Thus G(M) is bipartite, so that n/r is orientable 
by Theorem 1. 1 
Two maps are said to have the same orientability character if both are 
orientable or neither is. A surface is defined as the class of all maps with a 
given Euler characteristic and a given orientability character. It is not dif- 
ficult to translate the work on classification of surfaces in [S, pp. 275-2811 
into terms of gems. Handles and cross-caps are represented by the gems in 
Figs. 2a and b, respectively, where the perimeter of each figure is a 
red-yellow bigon. 
3. MACLANE'S THEOREM 
As our next example of the applicability of combinatorial maps in the 
study of embeddings, we devote this section to a proof of MacLane’s 
theorem characterising planar graphs. 
A premap M is defined to be planar if x(M) = 2k, where k = c(G(M)). 
Equivalently M is planar if and only if the bigons of G(M) span V(G(M)), 
by Theorem 2. 
We define the graph underlying A4 as the graph G’(M) whose vertices are 
the red-yellow bigons of G(M) and whose edges are the red-blue bigons of 
G(M) and join the vertices they meet. G’(M) may therefore have loops. A 
graph is planar if it underlies a planar map. 
Let C be a circuit of G’(M). A circuit D of G(M) is said to represent C if 
(i) the red-yellow bigons it meets are the vertices of C, (ii) the red-blue 
bigons containing a blue edge of D are the edges of C, and (iii) each red- 
blue bigon contains at most one blue edge of D. Similarly terminology will 
be used if C and D are paths instead of circuits. The following lemma is 
obvious. 
LEMMA 2. (a) If D represents C and meets a red-yellow bigon X, then 
D + X also represents C. 
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(b) If D represents C and contains a blue edge of a red-blue bigon Y, 
then D + Y also represents C. 
THEOREM 3 (MacLane [S]). A 2-connected graph G is planar if and 
only if there exist circuits C,, C2,..., Cm (not necessarily distinct) in G such 
that they span S’(G) and each edge belongs to Ci for exactly two values of i. 
ProojI Suppose first that G is planar. Then G = G’(M) for some planar 
map M. Let X and Y be a blue-yellow bigon and a red-yellow bigon, 
respectively, of G(M). Let A be the set of all blue edges joining a vertex of 
Y to a vertex not in Y. Then IXn A\ is even. Thus the number of red-blue 
bigons which include exactly one edge of each of X and Y is even. 
Therefore Z(X) is the edge set of an Eulerian subgraph of G’(M), where 
5?‘(X) is the set of all red-blue bigons that contain exactly one edge of X. 
Hence the set T(X) of edges of G’(M) may be written as the union of a 
collection F(X) of disjoint circuits of G’(M). As X runs through the set of 
all blue-yellow bigons of G(M), the sets F(X) therefore define a family 9 
of circuits of G’(M). Since the number of blue-yellow bigons that contain 
exactly one blue edge of a given red-blue bigon is either 0 or 2, it follows 
that no edge belongs to more than two circuits in 9. It therefore suffices to 
show that B spans %?(G’(M)). 
Let C be a circuit of G’(M), represented by a circuit D of G(M). Since M 
is planar, D is the sum of a set Y of bigons. Let Y’ be the set of all 
blue-yellow bigons in Y. Let B’ denote the family comprising all the sets 
P(X) as X runs through the bigons in Y’. Recall that, for any XE F, 
P(X) is a collection of disjoint circuits of G’(M) whose sum is the set 
b(X) of all red-blue bigons containing exactly one edge of X, necessarily a 
blue one. The sum C of the members of the family 9’ is therefore the set of 
all red-blue bigons in which exactly one (blue) edge belongs to a bigon in 
Y’. In other words, C is the set of all red-blue bigons which contain 
exactly one edge in the sum of the sets in Y’. Since every bigon in Y - Y’ 
contains an even number of blue edges of every red-blue bigon, C may 
also be characterised as the set of all red-blue bigons which contain a blue 
edge of D. Thus C = C, and we find that F spans %‘(G’(A4)). 
Now suppose that there exist the circuits Ci, Cl,..., C,, in G specified in 
the statement of the theorem. We construct a gem G(M) as follows. Its ver- 
tices are the ordered triples of the form (e, j, u), where e E EG, j is one of 
the two integers for which e E Cj and v is one of the two vertices on which e 
is incident. Hence 1 VG(M)I = 4 (EGI. Two vertices of G(M) are adjacent if 
and only if they differ in exactly one component. The unique edge joining 
adjacent vertices is coloured yellow, red, or blue according to whether the 
vertices differ in their first, second, or third components. The red-blue 
bigons are therefore squares, and so G(M), easily seen to be cubic, is a 
gem. Moreover, lEG( = 6 lEGI. 
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The next step is to show that the graph G’(M) is isomorphic to G. The 
required vertex-isomorphism 4 maps each red-yellow bigon onto the com- 
mon third component of its vertices. The required edge-isomorphism $ 
maps each red-blue bigon onto the common first component of its vertices. 
The red-blue bigon of G(M) with vertex set { (e, i, u), (e, i, v), (e, j, u), 
(e, j, u)} is an edge X of G’(M) joining red-yellow bigons Y and Z of G(M) 
for which 4(Y) = u and Q(Z) = 0. Moreover $(X) = e. Since e joins u and v 
in G, the isomorphism is established. 
It now suffices to show that the premap M, represented by G(M), is 
planar. Recall that in any red-yellow bigon the vertices have identical third 
components. Hence 
IIW a I W. (1) 
Next let us compute m. Since the circuits in the family C,, C2,..., C, are 
linearly dependent and span g(G), it follows that 
madim%?( 
=(EGl-(l’G(+2. 
Moreover in any blue-yellow bigon the vertices have identical second com- 
ponents, and so 
lIBYIl3m3 lEGI- IVGl +2. 
It is also clear from the construction that 
(2) 
IIWI = VW. (3) 
From (l)-(3) and the corollary of Lemma 1, we find that 
dim %‘(G(M)) >, IIRYII + I/RBlj + IIBYII - 1 
> 2 lEGI+ 1. 
But in fact 
dim %(G(M)) = lEG( - 1 VG(M)I + 1 
=2lEGl+l. 
These results force equality in (1) and (2), and also reveal M to be 
planar, by Theorem 2 and Corollary of Lemma 1. Hence G’(M) is planar, 
and so is G. 1 
The second half of the above proof is essentially that of Theorem XL24 
of [S] recast in the language of gems. 
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4. PERMUTATION PAIRS 
In this section we use cubic combinatorial maps to provide another 
proof of a theorem of Stahl [7]. We consider permutations of a fixed set S. 
Any permutation P on S can be factored uniquely into disjoint cycles. 
These cycles induce a partition of S whose cells are the orbits of P. We 
write i/Pli for their number. 
A permutation pair is an ordered pair (P, Q) of permutations on S. We 
shall use cubic combinatorial maps to study them. 
Let the Cartesian product S x ( - 1, 1 > be the vertex set VG of a graph 
6. For each s E S, let us draw a red edge joining the vertices (s, - 1) and 
(s, 1). We then complete the representation of the permutation Q by 
drawing a yellow edge joining (s, 1) and (Qs, - 1) for each s E S. Similarly 
we draw a blue edge joining (s, - 1) and (Ps, 1) for each s E S. The 
construction of a cubic combinatorial map G(P, Q) which represents (P, Q) 
is now complete. The orbits of Q are in 1: 1 correspondence with the 
red-yellow circuits in G(P, Q), and the orbits of P are in 1: 1 correspon- 
dence with the red-blue circuits of G(P, Q). Observe that each red edge 
appears in a unique red-yellow circuit and in a unique red-blue circuit. 
Moreover if the lengths of these circuits are each greater than 4, then the 
senses induced on them by Q and P, respectively, disagree on every red 
edge found in both of them. This observation makes clear the existence of a 
1: 1 correspondence between the orbits of PQ and the blue-yellow circuits 
of G(P, Q). (See Fig. 3.) 
Clearly G(P, Q) is bipartite, as each edge joins two vertices with distinct 
second components. Conversely every bipartite cubic graph G with a 
proper edge colouring represents a permutation pair. 
Note that if P is an involution the red-blue bigons are squares, so that in 
this case G is a gem. Since G is bipartite, we therefore see that the notion of 
a permutation pair generalises the concept of a 2-cell imbedding of a graph 
in an orientable surface. 
We denote by c(P, Q) the number of orbits in the group generated by P 
and Q. This is clearly the number c(G(P, Q)) of components of G(P, Q). 
The genus y(P, Q) of (P, Q) is defined by Jacques [Z] as c(P, (2) - 
( 1) PII + jlQl/ + /I PQ I\- ) SI )/2. It has been proved by Jacques [2] and Stahl 
(OS, 1) 
R 
A 
(OS&-l) 
6 Y 
(PO% 1) (s, 1) 
FIGURE 3 
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[7] to be a non-negative integer. Perhaps the easiest way to see that it is 
an integer is to note first that the number of odd permutations in 
{P, Q, PQ} is necessarily even. If we recall that any permutation R of S is 
even if and only if 11 R/I _= ISI mod 2, it follows that lIPI + llQl/ + i/PQll = ISi 
mod 2 as required. In order to see that y(P, Q) 2 0, note first that 
by the argument of Lemma 1 the number of bigons cannot exceed 
dim U(P, Q) + c(P, Q), where we have written V(P, Q) for V(G(P, Q)). 
Therefore 
IIPII + IIQII + II~QII - ISI 6dimWP, Q)+c(P, Q)- ISI 
= IEG(P, Q,l - I f’G(P, (211 + WC Q, - ISI 
= W’, Q, 
since G is cubic. Hence y(P, Q) 3 0. 
From this proof we make the following observation. 
THEOREM 4. y(P, Q) = 0 if and only if the bigons of G(P, Q) span 
+W’, PI. 
In fact, since every edge appears in just two bigons, Theorem 3 yields the 
following corollary. 
COROLLARY. If y(P, Q) = 0, then G(P, Q) is planar. 
We say that the pair (P, Q) is planar if y(P, Q) =O. 
Let X be a red-yellow bigon, and let u and u be two distinct vertices of 
X. Let eR and eY be the red edge and yellow edge, respectively, incident on 
U. If the second component of u is - 1, let X(u, v) denote the path in 
X- {eY} joining u and v. Otherwise let X(u, v) denote the path in X- (eR} 
joining u and v. Intuitively, X(u, v) is obtained by travelling along X from u 
to v in the sense induced on X by the permutation Q, provided that a uni- 
que sense is in fact induced by (2. This is the case if the length of X is 
greater than 4. In any case, if X(u, v) is traversed from u to v, then for each 
red edge the end-vertex whose second component is - 1 is encountered 
first. 
Similar notation may be used for the other bigons. If X is red-blue 
instead of red-yellow, X(u, v) is defined so that the edge of X(u, V) incident 
on u is red if the second component of u is 1, and blue otherwise. Similarly 
if X is blue-yellow then the edge of X(u, v) incident on u is blue if the 
second component of u is 1, and yellow otherwise. 
With reference to the above definitions, it is worth observing that the 
colour of the edge of X(u, v) incident on u is red if the second component of 
u is - 1, and yellow otherwise, whereas the opposite is the case for v. 
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Now choose a circuit C in G(P, Q) that contains a blue edge. Suppose 
that in each red-yellow bigon there exist at most two vertices incident with 
blue edges of C. Then C is called a semicycle of G(P, Q). Semicycles C and 
C’ are said to be equivalent if C’ is of the form C + U for some union U of 
red-yellow bigons. An equivalence relation is herein defined. A unique 
element of each equivalence class is designated as a normal semicycle. It has 
the property that its intersection with any red-yellow bigon X is either 
empty or of the form X(u, v), where u and v are vertices of X incident with 
blue edges of C. Normal semicycles enjoy the following property. 
LEMMA 3. Let e, be a blue edge of a normal semicycle C, and let e, aJzd 
e2 be the neighbours of e, in C. Then e, and e2 have the same colour. 
Proof: Recall that the vertices joined by e, differ in their second com- 
ponents. The lemma is now obvious from our earlier comments about the 
colours of the edges of X(u, v) incident on vertices u and v of a red-yellow 
bigon X. i 
A red edge is said to be neutral with respect to a semicycle C if it belongs 
to a reddblue digon (circuit of length 2) which meets C, or if it belongs to a 
red-blue square containing a blue edge of C. A red edge is lateral with 
respect to C if it is not neutral with respect to C. 
The necklace of a semicycle C is the set of red-yellow bigons it meets, 
The beads of C are the elements of its necklace. The Zeft side Y(C) of C is 
the set of all edges in C which are lateral with respect to C. The right side 
B(C) of C is the set of all edges which are lateral with respect to C and 
belong to a bead of C but not to C itself. 
An edge e E C which is neutral with respect to C has the property that 
there exists another normal semicycle C* having the same necklace as C 
and satisfying the conditions { Y( C*), 9(C*)} = {9(C), 9(C)} and 
e 4 C*. It is therefore inappropriate to assign e to 9(C) or to 9(C). A 
similar comment applies if e 4 C. 
Similar definitions will be made for paths. Let D be a path in G(P, Q) 
that contains a blue edge. Suppose that D has the following properties: 
(a) the terminal edges e and e’ of D are both red edges adjacent to 
blue edges of D; 
(b) if IDI > 3, then there exist red-yellow bigons W and X such that 
e E Wn D c {e, e’> and e’ E Xn D c {e, e’}, and for any other red-yellow 
bigon 2 which meets D there exist exactly two blue edges of D incident on 
vertices of Z. 
Then D is called a semipath. (The terminology has been chosen to be 
analogous to that of Stahl [7].) 
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Necklaces and bea& of D are defined as for C. A bead of D is terminal if 
it contains a terminal edge of D. The other beads of D are internal beads of 
D. Semipaths D and D’ are equivalent if D’ is of the form D + U for some 
union U of internal beads of D (and therefore of D’). 
A semicycle C and a semipath D are said to miss if no internal bead of D 
is a bead of C, and no blue edge of D belongs to C. If C and D miss, then 
D is said to link the sides of C if one terminal edge of D belongs to 9(C) 
and the other belongs to 92(C). We say that C separates G(P, (2) if no 
semipath links its sides. We shall show that the condition y(P, Q) = 0 is 
necessary and sufficient for each normal semicycle to separate G(P, Q). 
Let us now suppose that (P, (2) is planar and that G(P, Q) is connected. 
Let Z be a circuit in G(P, Q). By Theorem 4, Z is the sum of a set 2” of 
bigons. 3 is not unique: its complement 3%“’ also has Z for its sum, since 
the sum of all the bigons is empty. On the other hand, choose XE 2“. Then 
(auT’)- {X] . 1’ is mearly independent since G(P, Q) is connected, and so 
2” is the only set of bigons which does not contain X and has Z as its sum. 
It is now evident that 3 and 2%” are the only sets of bigons with sum Z. 
We call one of them the interior, Y(Z), of Z, and the other we call the 
exterior, E(Z), of Z. We sometimes refer to them as the regions of Z. 
LEMMA 4. Let y(P, Q) = 0 and let G(P, Q) be connected. Let e, be a blue 
edge of a circuit Z in G(P, Q). Let e, and e2 be the neighbours of e, in Z, 
and let X0 and X2 be the red-yellow bigons in which they respectively appear. 
Then X0 and X, are in the same region of Z if and only if e, and e, haue the 
same colour. 
ProoJ Let e, join vertices u0 and v2, where e, is incident on u,, and e2 
on v2. Let eb and eH be the edges of EG( P, Q) - {e,, e, , e2 > incident on v0 
and v2, respectively. Without loss of generality suppose that X0 E Y(Z). We 
also suppose that e, # e2 and e& # e;, the lemma being obvious otherwise. 
First we consider the case where e, and e2 have the same colour. Since 
{e,, e,> c Z, eb#Z and X,EY(Z), there must be a bigon A E Y(Z) 
containing eb and e,. As e; has the colour of eb, we have e; E A, and this 
conclusion forces X2 Ed, as required. Had e, and e2 been of distinct 
colours, we should have had e2 E A and consequently X2 $9(Z). 1 
Now let Z be a circuit of G(P, Q) where y(P, Q) = 0, and let e E 
EG(P, (2) -Z. We say that e is in the interior of Z if the bigons containing 
it are in 4(Z). The only other possibility is that these bigons are in 8(Z), 
in which case we say that e is in the exterior of Z. We describe two edges as 
being on the same side of Z if both are in the interior of Z or both are in 
the exterior of Z. Clearly two adjacent edges not in Z must be on the same 
side of Z. Proceeding inductively, we have 
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LEMMA 5. Let Z be a circuit in a graph G( P, Q), where y( P, Q) = 0. Let 
D be a path in G(P, Q) such that Z n D = 0. Then all edges of D are on the 
same side of Z. 
If x and y are two vertices or two edges of a path X, we denote by 
X[.X, y] the path in X for which x and y are the terminal vertices or ter- 
minal edges, respectively. 
We define G,(P, Q) to be a graph whose vertices are the red-yellow 
bigons of G(P, Q) and whose edges are the blue edges of G(P, Q). The end- 
vertices in G,(P, Q) of an edge e are to be the red-yellow bigons which 
contain an end-vertex of e in G(P, Q). Thus G,(P, Q) may kave loops. The 
set C, of blue edges of a semicycle C of G(P, (2) is therefore a circuit of 
G,(P, Q) whose vertices are the beads of C. We use this notation in the 
next lemma. 
LEMMA 6. Let C be a semicycle in G(P, Q). Let S be a set of edges of 
G(P, Q) with the following properties. 
(1) The graph spanned by the edges of S is connected. 
(2) Exactly two edges of S belong to the union of the beads of C. Of 
these edges, one belongs to dip(C) and the other to W(C). 
(3) At most two blue edges of S have a neighbour in a bead qf C. 
Then C does not separate G(P, Q). 
Proof Let e E Sn 9(C) and f E Sn 9%?(C). Depending on whether or 
not e and f belong to distinct beads of C, the hypotheses then imply that 
the set of blue edges in S includes either (a) a non-empty path K in 
GB( P, Q) - C, whose internal vertices belong to VG,( P, Q) - VC,, and 
whose terminal vertices belong to I/C,, or (b) a circuit Kin G,(P, Q) - C, 
which contains exactly one vertex v of VC,. 
Let VK= (uO, v~,..., v,}, where v. and u, are the terminal. vertices of K if 
K is a path, and v. = v if K is a circuit. If K is a path, then u. is a 
red-yellow bigon of G(P, Q), of which just one red edge e, E {e, f > is a 
neighbour of an edge of K, and we define K, = {eo). Similarly in this case 
just one red edge e, of the red-yellow bigon u, is a neighbour of an edge of 
K, and we define K, = (e,}. If K is a circuit, then there are two red edges, e 
and f, in v adjacent to edges of K, and we define K, = {e, f }. For the 
integer i = n if K is a circuit, and for any positive integer i < n in either case, 
there exist just two vertices, xi and yi, of vi incident with edges of K. Define 
Ki to be a path in vi joining xi and yj. Finally define K* = Ku (Jr=0 K,. 
Then K* is a semipath which, by conditions (2) and (3), links the sides 
of c. 1 
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THEOREM 5. Every normal semicycle separates G(P, Q) if and only if 
Y(P, Q,=O. 
Proof: Suppose that y(P, Q) = 0 and there exists a normal semicycle C 
which does not separate G(P, Q). Then there is a semipath D, with one 
terminal edge e, E 2?(C) and the other terminal edge e2 E W(C), such that 
no internal bead of D is a bead of C. Let X, and X2 be the terminal beads 
of D containing e, and e2, respectively. 
Case I. Suppose X, #X2. Let Z be the circuit C+ Xi. Without loss of 
generality, let X, E Y(Z). Lemmas 3 and 4 then show that &(Z) contains all 
the other beads of C. Thus A’, E 8(Z). Since Z n D = @, this conclusion 
contradicts Lemma 5. 
Case II. Suppose X, =.X2. Writing X=X,, we have {e,, e2} c X, 
e,EC and e,#C. Let e,=((u,,v,},R) and e,=({u,,v,},R), where ui 
and u2 are the terminal vertices of D. For each x E (u, , vi, u2, u2 >, let us 
denote by XX the path obtained from X by deletion of the edges incident 
on x. 
Now C - X is a path T which touches X only at the terminal vertices of 
T. We call these terminal vertices u and v, respectively, where 
VE VXU1[vI, u2] - {v,, vz}. Then 
is a circuit Z. (See Fig. 4 for the two possible configurations.) 
Let &, A 1 ,..., A, be the beads of D, where A, = X, and define A,, 1 = X. 
For each i > 0, let there be a blue edge gi of D joining a vertex of Ai- 1 to a 
vertex of Aj. (We may choose g, to be incident on vz.) 
“2 
U2 
e2 “2 
2 
e2 
U2 
2 
” ZD ” ” ZD V 
Z Z 
Fx!3 
Ul Ul 
e, v, el “1 
T T 
z i! 
a b 
FIGURE 4 
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Letf, be the edge of XD,[u, u2] incident on v2, and for each i> 1 letfi be 
the edge of A,- i n D adjacent to gj. For each i > 0 let hi be the edge of 
A,nD adjacent to gi. (Hence h,+i=e,.) Observe that since AO=As+i, 
Lemma 4 forces f, to be coloured differently from h, for an even number of 
values of i. We now examine the two possible configurations separately. 
Subcase A. Suppose that fi # e2. (See Fig. 4a.) Then fi is yellow 
and h,+l red. Therefore in traversing the sequence fi, hl, f2, h2,..., 
.fs+l, hs+l we encounter an odd number of changes of colour. An even 
number of these colour changes are accounted for by pairs of the form 
(f!, hi), and so hi must be coloured differently from A.,, for an odd 
number of values of i. Note that hi and fj+ i have the same colour if and 
only if / VA, n I/D] is even. Hence C;= r 1 VA, n VDI is odd. Since the 
terminal edges of the path XUl[ul, u2] have the same colour, 1 VXUl[ul, u2]l 
is even. We deduce that the circuit XU,[ul, u2] u (D - (e, , e2} ) has odd 
length, in defiance of the fact that G(P, Q) is bipartite. 
Subcase B. If fi = e2 the argument is the same as that for Sub- 
case A, except that CT= 1 I I/A i n I/D1 is even and I 1/X,, [v, , u2] I is odd. 
Let us now move on to the converse. Suppose that every normal 
semicycle separates G(P, Q). By Theorem 4, we must show that any circuit 
in G(P, Q) is a sum of bigons. We may suppose that G(P, Q) is connected. 
Let C be a circuit that is not a bigon. For any red-yellow bigon X, define 
cc(C, X) to be the number of vertices of X incident with a blue edge of C. 
Define p(C) = C, cc(C, X)-20(C) where the summation is over all 
re’d-yellow bigons and o(C) is the number of red-yellow bigons that C 
meets. Since M(C, X) 9 2 for each red-yellow bigon X that C meets, we have 
c, a(C, X) 3 24C), and so fl( C) 3 0. We employ induction on /3(C). 
Suppose first that p(C) = 0. Then a( C, X) = 2 for each red-yellow bigon 
X that C meets, and it follows that C is a semicycle. Being equivalent to a 
normal semicycle C’, it is of the form C’+ U where U is a sum of 
red-yellow bigons. It therefore suffices to treat the case where C is a nor- 
mal semicycle. 
Suppose there exists a red-blue digon Y of which C contains the blue 
edge. The red edge x of Y belongs to a bead A of C, and C n A = A - {x} 
since C is a semicycle. In this case we have C = A + Y, and A and Y are 
bigons. We may therefore suppose that no such digon Y exists. 
Suppose next that some red-blue square Y contains an edge that is 
neutral with respect to C. Then both of its red edges are neutral with 
respect to C. By Lemma 3, if either of these red edges belongs to C, then so 
does the other. Suppose that both blue edges of Y belong to C. Then 
neither red edge belongs to C, for otherwise C is a bigon. Thus if X, and X, 
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are the beads of C containing the two red edges of Y, then X, # X, since C 
is a semicycle, and C = Y + X, + X,. Hence we may assume that C contains 
only one blue edge of Y. Now if 9 is the set of all red-blue squares which 
contain a blue edge of C but not a red edge of C, then the addition to C of 
the bigons of 9’ yields another normal semicycle. 
The results of the last two paragraphs show that we can assume C to 
contain ail its neutral edges. 
Let us now define a set 9 of bigons inductively by the following rules: 
(1) Any red-blue bigon which includes an edge of 9(C) is in 9%. 
(2) Any bigon containing an edge of X- C, where XE 9, is in 9. 
If 9 = 4, then P’(C) = (b, and so any red edge of C must be neutral with 
respect to C. The addition to C of all red-blue bigons containing an edge 
that is neutral with respect to C therefore yields a blue-yellow bigon. 
Hence C is a sum of bigons in this case. 
Let us suppose then that 9 # #. We shall show that no bigon in 9 can 
be a bead of C. 
Suppose some bigon A E 9 contains an edge which belongs to a bead of 
C but not to C. The construction of 9 shows the existence of a sequence 
(A,, AL,..., A,) of distinct bigons in G(P, Q) such that 
(i) A, is a red-blue bigon which includes an edge e, E 3(C), 
(ii) for each i > 0 there exists an edge e, E (A i _ 1 n A ;) - C, and 
(iii) A,, = A. 
We show first that Ajn a(C) = 4 whenever Aj is a red-blue bigon 
meeting P(C). If not, then Aj contains a path Y = ( y,, yz,..., yl}, of 
minimal length, such that y, E 9(C), Y/E g(C) and, for each i > 1, y, is a 
neighbour of yip r. Note that since y, is not neutral with respect to C, it 
follows that no edge of Aj is neutral with respect to C. Thus if 1 < k < I then 
yk does not belong to a bead of C. Hence by Lemma 6 applied to Y, C does 
not separate G(P, Q). This contradiction shows that A, n&?(C) = 4. In 
particular A0 n 9?(C) = 4. Moreover n > 0. 
We may now assume as an induction hypothesis that, for some i> 0, 
every edge of lJ)ib Aj which belongs to a bead of C also belongs to C. 
Suppose that, for some positive integer j< i, Aj has only one edge not in 
C. By (ii) this edge must belong to both Ajp r and Aj+ 1 and we obtain the 
contradiction that Aj_ I = Aj+ i. Hence j Ai-- C( > 1. Therefore Aj is not a 
digon that meets C. Note that this conclusion applies also to A,, since e, is 
not neutral. 
Suppose now that Ai contains an edge belonging to a bead of C but not 
to C. Then i > 0. Note that ei does not belong to a bead of C since e, $ C, 
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for otherwise the induction hypothesis is contradicted for the edge e, of 
A i- i . Thus Ai is a red-blue bigon or a blue-yellow bigon. 
Now let j be the largest integer less than i such that Ai meets C. This 
integer exists because i> 0 and A0 meets C. Note that e,+ I 4 C, by 
definition, and Aj is not a digon. Let K be a shortest path in Aj whose ter- 
minal edges are ej+ i and an edge of C. We write K= (x1, x2 ,..., x,), where 
x,=e- ~ + 1 and, for all k < Y, xk is a neighbour of xk + I Hence xi E C. If x1 
were blue, then x2 would belong to a bead of C and therefore to C itself. 
Thus x1 cannot be blue. Since Aj is not a bead of C, it follows that x2 is 
blue. Let 2=x1 if x1 is red, and let z be the red neighbour of x1 and x2 
otherwise. Then z E C since x1 E C and x2 4 C. 
Suppose that z is neutral with respect to C. If Y > 2, we obtain the con- 
tradiction that x3 E C. Thus r = 2 in this case. Furthermore we then have 
x,=e,,,. It follows that either Aj or Ai+ 1 contains the edge z and 
therefore contains only one edge (namely, x2) not in C, since z is neutral 
with respect to C. We deduce that Aj+ 1 has this property, that j + 1 = i, 
and that Ai is a red-blue digon or square. Thus every edge of Ai which 
belongs to a bead of C also belongs to C, and so the induction can con- 
tinue in this case. 
We may therefore assume that z E 9(C). The definition of K shows that 
no edge of K- (x1 > belongs to a bead of C. Moreover if we define 
K* = K-t (z} + Ix,}, then K* is a path. 
Suppose that Ai is a red-blue bigon. Then Ai contains an edge in 9(C), 
and so no edge of Ai is in 9(C) or is neutral with respect to C. Hence 
Ai n C = 4. Let J be a path in Ai, of minimal length, having ei and an edge 
of 9?!(C) as terminal edges. No internal edge of J then belongs to a bead of 
C, and neither does ei. The induction hypothesis and the definition of j 
show that no edge of lJL:\+ i A, belongs to a bead of C, and no edge of 
K* - (z} belongs to a bead of C. Therefore by applying Llemma 6 to the 
set K* u Ju ui:\+ i A, we obtain the contradiction that C does not 
separate G(P, (2). 
The remaining possibility is that Ai is a blue-yellow bigon. Once again 
let J be a path in Ai, of minimal length, having as terminal edges ei and an 
edge f in a bead of C but not in C. Let J= {zl, z~,..., z,}, whlere z1 = f and, 
for each k > 1, zk is a neighbour of zk-, . Thus z, = ei. Note that m > 1 
since ei is not in a bead of C. Moreover z1 is yellow and z2 is blue. Let a be 
the red neighbour of z, and z2. If a E C, then we have z2 E C, so that m > 2 
since ei$ C, and so z3 $ C since C is normal. This result contradicts the 
minimality of m. Hence a E B(C) and z2 $ C. 
Suppose next that some internal edge of J belongs to a bead of C. Let r 
be the smallest integer greater than 1 such that z, belongs to a bead of C. 
Then Z,E C by the minimality of m. If z,- I E C, then Y > 5 and the 
minimality of Y is contradicted by the edge z,-~. Similarly the red 
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neighbour b of z, and z,- i cannot be neutral with respect to C. We deduce 
that b E 9(C). An application of Lemma 6 to the set J[z,, z,_ i] u {a, b) 
now yields the contradiction that C does not separate G(P, Q). 
We deduce that no internal edge of J belongs to a bead of C. Hence 
an application of Lemma 6 to the set K* u J* u U;=t+ L A,, where 
J*=J+ (n,f}, h s ows that C does not separate G(P, Q). 
Thus every edge of Ai belonging to a bead of C also belongs to C. By 
induction we infer that this statement holds also for A, = A, and so for any 
bigon in 9. Since C is not a bigon, it follows that no bigon in 9 is a bead 
of c. 
We now know that some, but not all, bigons belong to 9. Since G(P, Q) 
is connected, the sum of the bigons in 9 must therefore be non-empty, This 
sum must be a union of disjoint circuits. On the other hand, the construc- 
tion of 9 shows that all edges in this sum belong to C. Hence C is the sum 
of the bigons in 9. 
The proof is now complete in the case where /I(C) = 0. 
Now let /?(C) = 2k for some k > 0, and suppose that c’ is a sum of 
bigons for any circuit C’ for which /3( C’) < 2k. Since j(C) > 0, there exists a 
red-yellow bigon Z containing four vertices vi, v2, v3, u4 incident with blue 
edges of C. Without loss of generality, let v3 E Z(v,, v,), V?E Z(v,, v,), 
Z(v,, v2) u Z(v,, vq) c C and Z(U 2, v3)n C=qL Let Di=C- (vi} for each 
in { 1, 2, 3, 4). There are then two cases: either VIE VD,[v,, vq] or 
vq E I’D, [v,, v3]. In the former case, define C, = Z(v,, vX) u D,[v,, v3] and 
C, = Z(v,, v4) u D2[v4, v,]; in the latter case define C, = Z(v,, vq) u 
D,[v,, v2] and C,=Z(v,,v,)uD,[v,, vi]. SinceZ(v,, t~)nC=& welind 
that C, and C2 are circuits. Moreover /?(C,) < p(C) and /3(C,) < p(C), so 
that each of C, and C2 is a sum of bigons by hypothesis. Since 
C= C, + C,, C is also a sum of bigons, and the proof is complete. 1 
The interested reader may now compare this theorem with Theorem 1 of 
[7]. Translation of our theorem into the language of permutation pairs in 
fact yields Stahl’s theorem. Stahl’s semicycles actually correspond in our 
terminology to equivalence classes of semicycles. In our work, a normal 
semicycle should be thought of as a representative for such an equivalence 
class. 
5. REDUCTION OF COMBINATORIAL MAPS TO GEMS 
We conclude with a discussion of the main theorem in [lo]. 
Let G be a combinatorial map with c(G) components and b(G) bigons. 
We define the map-genus of G to be 
2b(G) - 1 VGI 
Y(G)=c(G)- 4 
CUBIC COMBINATORIAL MAPS 61 
if G is orientable, and 
IW 
y(Gj=2c(G)-b(G)+T 
otherwise. In the former case, this definition agrees with that of the genus 
of the corresponding permutation pair. 
We now describe an operation which we call generation of bisquares. Let 
c be a red edge joining vertices u and v. Let a and d be the yellow edges 
incident on u and v, respectively. Let b and e be the blue edges incident 
on u and v, respectively. Let w and x be the ends, other than U, of a 
and b, respectively. Let y and z be the ends, other than v, of d and e, 
respectively. If U, v, w, x, y, z are distinct then to the graph G - {u, v} we 
append four new vertices u,, u2, vi, v2 and eight new edges 
a,, bl, dl, cl, cI1, c12, czl, c22 joining the vertex pairs {w, u,}, {x, u,}, 
(Y, Vl}, (4 v*>, (4, fQ)> (Ul> uz}, {u i , v, }, { u2, v2}, respectively. Edges 
a,, b,, d,, e, are coloured yellow, cii and c12 are coloured blue and c2i and 
cz2 are coloured red. (See Fig. 5a.) If u, v, w, x, y, z are not distinct, then we 
may assume without loss of generality that u is a vertex of a digon. Some 
obvious modifications then need to be made to the construction, and the 
possibilities are illustrated in Fig. 5. 
We apply this operation to each red edge of G. If we denote the new 
graph by G*, then, except for the colours, a graph isomorphic to G is 
recovered from G* by contraction of the blue edges. Observe that G* is a 
gem. 
Suppose G is bipartite. We shall show that G* is bipartite. Let 
C* = { ef, e2*,..., en*} be a circuit in G*, where e? is a neighbour of e,*_ i for 
each i> 1. We must show that n is even. We consider the cyclic sequence 
(e:, e2*,..., ef). The edges of this sequence that are not blue induce a 
corresponding cyclic sequence (e,, e2,..., e,) in G, and m must be even since 
G is bipartite. It remains to show that C* has an even number of blue 
edges. But this is clear, for the set of blue edges in G* is a coboundary. 
Indeed, an edge of G* is blue if and only if exactly one end-vertex is 
incident with an edge that corresponds to a blue edge of G. Hence G* is 
bipartite. 
Similarly if G is not bipartite then G* is not bipartite. In other words, the 
generation of bisquares preserves orientability character. A straightforward 
computation therefore shows that it also preserves the genus. If we define a 
hypersurface as the class of all cubic combinatorial maps with a given 
genus and orientability character, then the generation of bisquares trans- 
forms a map in a hypersurface into another map in the same hypersurface. 
We may think of it as a superficial operation, in the terminology of Tutte 
[S]. Since the image of a cubic combinatorial map under this operation is 
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a gem, the generation of bisquares provides a natural extension to hyper- 
surfaces of the familiar classification of surfaces. 
Finally let us note that there are obvious 1: 1 correspondences mapping 
the red-yellow bigons and red-blue bigons of G onto the red-yellow bigons 
of G*, the blue-yellow bigons of G onto those of G*, and the red edges of 
G onto the bisquares of G *. This observation establishes the main theorem 
of [lo]. 
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