In this article, we show how to apply our previously proposed Deletion/Substitution/Addition algorithm in the context of right-censoring for the prediction of survival. Furthermore, we introduce how to incorporate bagging into the algorithm to obtain a cross-validated bagged estimator. The method is used for predicting the survival time of patients with diffuse large B-cell lymphoma based on gene expression variables.
Introduction

Motivation
In some medical studies, data are collected on newly diagnosed cancer patients in hopes of finding significant prognostic factors. A time to event, where for example the event might be death from disease, can be measured along with many covariates. Covariates usually include epidemiological and histological variables, but now it is common to include measurements on expression levels for thousands of genes as additional covariates. Gene expression profiling is being used in the prognosis of breast cancer, colon cancer, ovarian cancer, and lymphoma to name a few. For instance, there has been a number of studies using gene expression to predict cancer survival in patients with non-Hodgkin's lymphoma.
Non-Hodgkin's lymphoma is a cancer of the lymphatic system. There are more than 20 different types of non-Hodgkin's lymphoma. Diffuse large B-cell lymphoma (DLBCL) is a common type, making up about 40 percent of all cases. With chemotherapy, about 40 percent of patients with DLBCL can have long-term, disease-free survival; some may even be cured. Untreated, however, it may lead to death in one to two years (Rosenwald et al., 2002) .
In this article, we propose a method to predict time to event by the measured covariates. We apply this method to a data set where we model survival time of patients with DLBCL by their gene expression levels.
Methods for Prediction of Survival
Survival analysis is concerned with the distribution of lifetimes, and the major distinguishing feature of survival analysis is censoring. A subject may not be observed for its entire lifetime, so that we may only know, for example, that the subject survived to the end of the trial. At the time of a study, a patient may have dropped out of the study, been lost to follow-up, or not had the particular event, in which case the last date of follow-up is recorded and referred to as the censored time to event. Let T denote a lifetime random variable. Right-censoring occurs when the subject leaves the trial at time C where we know either T if T≤C or that T > C.
Proportional hazards models (Cox regression ) are commonly used to predict survival based on observed covariates. A number of other methods have been proposed for nonparametric regression of survival outcomes. Kooperberg et al. (1995) developed an adaptive hazard regression (HARE) methodology for estimating the conditional log-hazard function based on (censored) survival data with one or more covariates. Hastie and Tibshirani (1990) fit additive proportional hazards models where survival is modelled through sums of univariate smooth functions of the observed covariates. There are also many modifications to classification and regression trees (CART) (Breiman et al., 1984) that are specific to censored survival data (Gordon and Olshen, 1985; Davis and Anderson, 1989; LeBlanc and Crowley, 1992; Segal, 1988) . In particular, introduced a procedure for tree-structured estimation of censored data based on the unified loss-based estimation methodology of van der .
In this paper, we propose to extend the Deletion/Substitution/Addition (D/S/A) algorithm of Sinisi and van der Laan (2004) for the prediction of survival based on the approach introduced by to handle right-censored data. In addition, we propose an aggregation scheme for bagging the D/S/A algorithm.
First, we summarize the loss-based estimation methodology with right censored data for prediction of survival as introduced in van der and . We then provide an overview of its application with the cross-validated D/S/A algorithm introduced in Sinisi and van der Laan (2004) . In Section 4, we propose the aggregation scheme for bagging the D/S/A algorithm. We apply the newly proposed algorithm to survival data from patients with DLBCL for predicting patient survival with gene expression levels in Section 5. We describe the companion software in Section 6 and then discuss the results of this paper in Section 7.
2 Loss-based estimation with right censored data for prediction of survival
Data and Model
Ideally for predicting the survival times of patients with DLBCL, we would like to observe the true survival time for each patient. Let the full-data structure (of interest) be X =¯X(T )≡(X(t) : t≤T ) indexed by time t where T denotes a random survival time, and let Z = log T . Denote the distribution of the full data structure X by F X,0 . The full-data structure incorporates covariates which may contain both time-dependent and time-independent covariates. However, in realistic settings the observed data structure is given by O≡ ˜T = min(T,C),∆=I(T≤C),¯X(˜T) . Genetics and Molecular Biology, Vol. 5 [2006 ], Iss. 1, Art. 12 DOI: 10.2202 /1544 -6115.1180 We observe the full data process X(t) up to the minimum˜T of the survival time T and a right-censoring variable C, with conditional distribution G 0 (·|X) given the full data structure X. The missing, or censored, survival data can be due to drop out or the end of follow-up, for example. By convention, if T occurs prior to C (T < C), then we set C = ∞. Thus, C is always observed and one can rewrite the observed data structure as O = (C,¯X(C)). The distribution, P 0 = P F X,0 ,G 0 , of the observed data structure O is indexed by the full data distribution F X,0 and the conditional distribution G 0 (·|X) of the censoring variable C. G 0 (·|X) is referred to as the censoring or coarsening mechanism. The survival function for the censoring mechanism is denoted bȳ G 0 (c|X) = P r 0 (C≥c|X). We assume that G 0 satisfies the coarsening at random (CAR) assumption:
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If X does not include time-dependent covariates, then CAR is equivalent to assuming that C is conditionally independent of the survival time T , given baseline (or time-independent) covariates. For details, we refer to van der Laan and Robins (2003) .
When observing right-censored data, we have a learning set of n independent and identically distributed (i.i.d.) observations, O 1 , . . . , O n , from the right-censored data structure, O i ∼ P 0 = P F X,0 ,G 0 . Let the empirical distribution of O 1 , . . . , O n be denoted by P n .
Parameter of Interest
Our goal is to find a predictor of log survival time Z based on covariates W . In the loss-based estimation methodology of van der , this problem corresponds to estimating the parameter ψ 0 defined in terms of the risk for a full data loss function L(X, ψ):
where Ψ is the set of candidate predictors.
Note that the parameter of interest is a function of the full data which is not observed. The methodology presented in van der Laan and Robins (2003) suggests substituting an observed (censored) data loss function for the full (uncensored) data loss function to allow the definition and thus estimation of ψ 0 with observed data. We refer the reader to for details on two substitution alternatives. One proposed substitution relies on the application of inverse probability of censoring weights (IPCW) estimation (van der Laan and Robins, 2003) . IPCW estimation derives its name from the fact that the full data function is weighted by the inverse of a censoring probability. For univariate prediction, predictors of survival are the conditional expectations, ψ(W ) = E(Z|W ), and the predictor of interest is defined by the squared error loss function L(X, ψ) = (Z −ψ(W ))
2 . The IPCW observed data loss function for the squared error loss is (van der Laan and Robins, 2003) :
where ∆ = I(T≤C) and¯G 0 is the conditional survival function for the censoring time C given full data X. The full data loss function is weighted by the inverse probability of being censored after time˜T given the covariates. Under the CAR assumption,¯G 0 (·|X) is a function of only the observed data structure O. We can thus define the parameter of interest based on observed data:
Note that the conditional censoring survivor function¯G 0 is typically unknown and needs to be replaced by an estimate¯G n before estimating ψ 0 . The simplest choice is the Kaplan-Meier estimate, but other procedures (e.g., Cox model) are available. We discuss the estimation of the censoring survivor function in Section 3.1.
Other substitutions of a full data loss function are possible as well, such as the optimal doubly robust inverse probability of censoring weighted (DR-IPCW) loss function (van der Laan and Robins, 2003) . In this paper, we consider the IPCW loss function to define the parameter of interest. For insight on how to choose the observed data loss function to define the parameter of interest in practice, we refer the reader to van der and Keleş et al. (2003) where finite sample and asymptotic results regarding the cross-validation selector based on these loss functions are described.
We now present two estimation procedures for ψ 0 . The first corresponds to the cross-validated D/S/A algorithm introduced in Sinisi and van der Laan (2004) , and we provide an overview of this procedure. The second builds on the former algorithm and corresponds to an aggregation scheme for bagging the D/S/A algorithm.
Estimation with cross-validated D/S/A algorithm
The Deletion/Substitution/Addition algorithm, or D/S/A algorithm (Sinisi and van der Laan, 2004) , is a data-adaptive learning methodology which can be used to predict the conditional expectation of an outcome or response Z given a set of inputs or explanatory variables W , where W is a d-dimensional vector. The parameter of interest is defined as the risk minimizer of an observed data loss function:
where ψ 0 (W ) = E P 0 (Z|W ). The algorithm estimates the minimizer of the expectation of an observed data loss function over the parameter space for the parameter of interest. It can be summarized as follows:
1. Parameterization and selection of sieve: define a collection of subspaces Ψ s ⊂Ψo fincreasing dimension approximating the complete parameter space Ψ.
2. Estimator construction: generate a sequence of candidate estimators by minimizing the empirical risk over the subspaces Ψ s . For each choice of subspace s, we denote our candidate estimators withˆΨ s (P n ).
3. Cross-validation selector: selectŝ with cross-validation.
4. Final estimator construction: estimate ψ 0 by minimizing the empirical risk over the subspace Ψŝ.
Given the choice of loss function, the algorithm requires specification of the choice of basis functions, or in other words the particular way aimed to parameterize the space of all allowed functions of W . In our implementation, the basis functions are tensor products of polynomials powers. In addition, one needs to specify the fine tuning parameters which define the allowed set of regressions (i.e., a subparameter space of the parameter space consisting of all functions of W ). The fine tuning parameters, s = (s 0 , s 1 , s 2 , s 3 ) are the size s 1 (i.e., number of basis functions), a dimension reduction of W to a vector of size s 0 described below, the order s 2 of the interactions, and the sum of powers s 3 of each term.
The user can specify a set of constraints over which to search: s 0 = {1, 2, . . .}, s 1 = {1, 2, . . .}, and s 2 = {1, 2, . . .}. Let s 3 be fixed in the following description. Assume a fixed ordering of W = W 1 , . . . , W d . We proposed to obtain this ordering data-adaptively using ordered T -statistics based on marginal regressions, but other orderings (and transformations) are possible such as dimension reduction using principal components.
To reduce the dimension:
1. compute each T -statistic corresponding to the main effects of W j , j = 1, . . . , d by fitting d univariate regressions 2. rank these statistics (in absolute value) in decreasing order
yielding the ordered covariates
which we will refer to as W 1 , . . . , W d 3. input the set (W 1 , . . . , W s 0 : s 0 ≤d) of length s 0 as the vector of searchable covariates
The algorithm starts by fitting a model with the main term, W 1 or W 2 or . . . W s 0 , which minimizes the empirical risk of the observed data loss function. Next, the algorithm cycles through a set of deletion, substitution, and addition moves. For a description of the moves, please refer to Sinisi and van der Laan (2004) .
The process can be summarized as follows: iv. Otherwise, find an optimal updated index set I = of the same size s 1 as I 0 , among all allowed substitution moves. If this update improves on I 0 , then set I 0 = I = and go back to (*).
v. Otherwise, find an optimal updated index set I + of size s 1 + 1 among all allowed addition moves. Set I 0 = I + and go back to (*). vi. Stopping rule. Run the algorithm until the current index set size s 1 = |I 0 | is larger than a user-supplied maximum size.
Throughout this process, the algorithm is keeping track of the best estimators for all choices of s,ˆΨ s (P n ). If we were to select s 3 with cross-validation, then the above process can be repeated for s 2 = 1, 2, . . . and s 3 = 1, 2, . . .. However, we will treat s 3 as a fixed value such that the search algorithm only will allow tensor products with a maximal sum of powers to be less than or equal to s 3 .
Cross-validation Selector
Cross-validation divides the available learning set into a training set and a validation set. Observations in the training set are used to construct (or train) the estimators, and observations in the validation set are used to assess the performance of (or validate) these estimators. The cross-validation selector is chosen to have the best performance on the validation sets.
The algorithm uses v-fold cross-validation to select the fine-tuning parameters. To derive a general representation for cross-validation, let B n ∈ {0, 1} n be a random vector whose observed value defines a split of the observed data O 1 , . . . , O n , the learning sample, into a validation sample and a training sample. If B n (i) = 0 then observation i is placed in the training sample and if B n (i) = 1, it is placed in the validation sample. With v-fold cross-validation, we have v different B n split vectors. The empirical distribution of the data in the training sample and validation sample are denoted by P 0 n,Bn and P 1 n,Bn , respectively. The proportion of observations in the validation sample is denoted by p = ˆi B n (i)/n. The cross-validation selector of s is now defined as
Final Estimator
The algorithm builds estimatorsˆΨ s for all choices of s 0 , s 1 , and s 2 on each of the v training sets. It evaluates the cross-validated risk of these estimators on the corresponding validation set. This results in a three-dimensional matrix of cross-validated risks. The values of (s 0 , s 1 , s 2 ) that correspond to the minimal cross-validated risk are selected:ŝ(P n ). The algorithm is now run on the learning set forŝ 0 andŝ 2 and the best estimator of sizeŝ 1 is reported. The final estimator is denoted byˆΨŝ (Pn) (P n ). Assume that G n =ˆG(P n ) is known. The estimation of G 0 is subsequently discussed in Section 3.1. The D/S/A algorithm for the prediction of survival can be summarized as:
n,Bn ) and form weights for respective training sets; insert into the weight argument 2. Run dsa (for all s = (s 0 , s 1 , s 2 )) on training sample to obtainˆΨ s (P 4. Choose the cross-validation selector,ŝ(P n )
5. EstimateˆG(P n ) and form weights for learning set; insert into the weight argument 6. Run dsa on learning sample 7. Final estimator is given byˆΨŝ (Pn) (P n )
Estimating the Survival Function for the Censoring Mechanism
As described in Section 2.2, the prediction of survival relies on an observed loss function derived from the full data loss function based on an IPCW mapping. The resulting observed data loss function depends on a nuisance parameter¯G 0 which represents the survival function for the censoring time conditionally on the full data. This survival function is in fact a function of the observed data under the CAR assumption and is unknown in practice. Thus, consistent data-adaptive estimation of survival with the D/S/A algorithm, i.e., proper prediction of survival with the proposed procedure, requires:
• consistent estimation of¯G 0 with the observed data and
• the following assumption about G 0 :
This result is a consequence of the consistency properties of the inverse probability of action weighted (IPAW) estimation detailed in van der Laan and Robins (2003) and Neugebauer and van der Laan (2005) . We denote an estimate of¯G 0 with¯G n . In the case of non-informative censoring, a consistent estimator of¯G 0 is the Kaplan-Meier estimator. Otherwise, consistent estimation of¯G 0 with a Cox proportional hazard model can account for informative censoring. A model selection technique for hazard regression is available from the R function hare in the polspline library (Kooperberg et al., 1995) . Hare fits a hazard regression model by using linear splines to model the baseline hazard, covariates, and interactions. The function phare estimates the conditional probabilities from the fitted hazard regression model and yields an estimate of¯G n .
Estimation with cross-validated bagged D-/S/A algorithm 4.1 Brief Review of Bagging
Bagging, or "bootstrap aggregating", was introduced by Breiman (1996b) as a tool for reducing the variance of a predictor. The general idea is to generate multiple versions of a predictor and then using these to get an aggregated predictor. The multiple predictors are obtained by using bootstrap replicates of the data, and bagging is meant to yield gains in accuracy. The stability of the procedure that constructs each predictor is related to whether bagging will improve accuracy (Breiman, 1996b) . Breiman (1996a) studied instability and found that bagging works well for unstable methods such as subset selection in linear regression. Several approaches have been offered to combine different classifiers, for example, (Breiman, 1996c; LeBlanc and Tibshirani, 1996) . In addition, modifications of bagging have been proposed: "nice" bagging (Skurichina and Duin, 1998) , sub-bagging or sub-sample aggregating (Buhlmann and Yu, 2002) , iterated bagging or de-biasing (Breiman, 2001 ). Friedman and Hall (2000) show that bagging reduces variability when applied to highly nonlinear estimators such as decision trees and neural networks and can also reduce bias for certain types of estimators. Breiman (2001) show that iterated bagging is effective in reducing both bias and variance. Bagging has been viewed from its ability to reduce instability (Buhlmann and Yu, 2002) and its success with nonlinear features of statistical method (Friedman and Hall, 2000; Buja and Stuetzle, 2002) . Hall and Samworth (2005) address the way its performance depends on re-sample size. Finally, ensemble methods have been used in the presence of censoring: bagging survival trees and random forests for censored data (Hothorn et al., 2005) .
The motivation for bagging the D/S/A algorithm came from data applications where the resulting estimator was a low dimensional fit relative to the number of candidate variables. Although such an estimator is based on a sensible trade off between bias and variance, the resulting fit was disappointing because it gave no information about the variables that did not appear in the estimator. Thus, we wanted to construct nonparametric regression estimators that 1) are high dimensional, so that the majority of variables contribute to the obtained regression, and 2) still correspond with a sensible trade-off between bias and variance. To accomplish this, we propose the cv-bagged dsa algorithm described in the next subsection.
CV-Bagged D/S/A Algorithm
In van der , a general method for cross-validated bagging such that the cross-validation is performed external to the aggregation was proposed. This is suggested in order to achieve the correct trade-off between bias and variance for the aggregated estimators. In this section, we will show how to employ "bagging" into our D/S/A algorithm and detail how crossvalidation enters our approach.
We begin by describing how to generate candidate bagged estimators on a single data set. Let dsa refer to the process outlined in Section 3 used to generate s-specific candidate estimators. We will view each bagged dsa (indexed by s) as candidates, and use cross-validation to select amongst these candidate bagged estimators. 2. Average these estimators:
For each choice of s, we now have an aggregated predictor. In other words, this results in a set of candidate bagged estimators˜Ψ s (P n ) indexed by s. Our goal is to data-adaptively select the s which minimizes the risk of˜Ψ s (P n ), and we need to use cross-validation appropriately to do so: for this, we propose cv − bagged − dsa.
Recall that we are using B n to define the v-fold cross-validation scheme. P 0 n,Bn denotes the empirical distribution of the observations in the training set, and P The final fit is the bagged estimator corresponding toŝ, and the crossvalidated bagged estimator is defined as:
For the prediction of survival, two steps need to be expanded in order to estimate the IPCW's. First, we need G n based on the training sample: Second, similarly we need G n based on the learning sample:
3. For b = 1 to B (a) Draw bootstrap learning sample P # n,b from the learning sample P n (b) Estimate (e.g., Kaplan-Meier or hazard regression) weights using the drawn learning sample; input to weight argument
Proceed with cv − bagged − dsa as defined above using weights estimated from the bootstrap sample when appropriate. The process with the expanded steps that allow for estimation of weights will be referred to as cv − bagged − survdsa. Genetics and Molecular Biology, Vol. 5 [2006] , Iss. 1, Art. 12 DOI: 10.2202 /1544 -6115.1180 In the following section, we illustrate our method on a survival data set involving patients with diffuse large B-cell lymphoma.
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Data Description
Diffuse large B-cell lymphoma (DLBCL) is the most common type of lymphoma in adults (Lossos et al., 2004) . Anthracycline-based chemotherapy can successfully treat only 35 to 40 percent of patients with DLBCL (Rosenwald et al., 2002) . A well-established predictor of outcome in DLBCL is the International Prognostic Index (IPI) which is based on five clinical characteristics: age, tumor stage, serum lactate dehydrogenase concentration, Eastern Cooperative Oncology Group (ECOG) performance status, and number of extranodal disease sites, but the outcome in patients with DLBCL who have identical IPI values varies considerably (Lossos et al., 2004) . As a result, Rosenwald et al. (2002) hypothesized that gene-expression profiles of DLBCL could be used independently of the IPI to predict survival after chemotherapy. Alizadeh et al. (2004); also considered an analysis of censored survival time based on microarray gene expression profiles, and they found that it is possible to identify subgroups of patients with different survival rates based on gene expression data.
The raw data came from Rosenwald et al. (2002) where tumor-biopsy specimens were obtained from 240 patients with untreated DLBCL who had no previous history of lymphoma. A survival time ranging between 0 and 21.8 years was recorded for each patient, where 138 of the patients died during the study (uncensored) and 102 patients were alive (censored) at the end of the study. Rosenwald et al. (2002) randomly divided the patients into two groups: 160 patients in the "preliminary group," and 80 patients in the test group. For each patient, the survival time was recorded along with the censoring indicator and gene-expression measures for 7399 features. Further description of the data is in Rosenwald et al. (2002) .
The data used in our analysis was obtained directly from Bair and Tibshirani (2004) (see http://www-stat.stanford.edu/˜tibs/superpc/staudt.html). Bair and Tibshirani (2004) used the R function pamr.knnimpute to impute the missing expression data. Five of the patients had a recorded survival time of 0.0 years. The median survival time was 2.8 years, and the mean survival time was approximately 4.4 years.
Previous Analyses
Others have analyzed the DLBCL data set, and their approaches can be divided into two categories: methods for survival prediction (Bair and Tibshirani, 2004; Gui and Li, 2004) and methods for identifying subgroups (Rosenwald et al., 2002; Bair and Tibshirani, 2004) . Rosenwald et al. (2002) used hierarchical clustering to group the genes into gene-expression signatures (for further reference on gene signatures see Alizadeh et al. (2000) ; Shaffer et al. (2001) ). Based on those gene clusters, they built a Cox proportional hazards model to predict time to death in the patients with DLBCL. Bair and Tibshirani (2004) applied various semi-supervised methods to this data. combined principal components analysis and sliced inverse regression to identify linear combinations of genes that are used as covariates in a predictive Cox model. Gui and Li (2004) applied a procedure they call LARS-Lasso, where they used the L 1 penalized estimation for the Cox model to select genes that are relevant to survival and to build a predictive model. Note that Segal (2005) evaluates the methods that have been applied to this data set. A summary of these other approaches is given by Sinisi and van der Laan (2005) .
D/S/A Results
The D/S/A algorithm was used to estimate E(Z|W ) where W is the 7399-dimensional vector of gene expression measurements. The outcome in our analysis is Z = log(T + 1) because five of the 240 patients had a recorded survival time of zero. We assumed that there was non-informative censoring in this data and used the Kaplan-Meier estimator to compute¯G n (T ). The fine-tuning parameters s = (s 0 , s 1 , s 2 , s 3 ) were set at different levels and s 0 , s 1 , and s 2 were selected via 5-fold cross-validation.
• s 0 represents the number of initial gene features to be used as input in the model, i.e., the dimension of the vector of covariates (number of candidate variables)
• s 1 represents the maximum number of tensor products or the size of the index sets (number of terms in the model)
• s 2 represents the maximum order of interaction of tensor products (maximum order of interactions)
• s 3 represents the maximum sum of powers of tensor products (maximum sum of powers in each term in the model) ˆT he D/S/A algorithm was applied two separate ways: (1) data-adaptively performing dimension reduction using cv −survdsa and (2) performing dimension reduction a priori and then applying cv − bagged − survdsa. Both will be described in the following subsections. Kaplan-Meier was used to estimatē G n for the respective learning, training, and validation samples. One patient's estimate of¯G n (T i ) was less than 0.1 and set to 0.1 which gave that individual a weight of 1/0.1 = 10, see Section 3.1 for a description on how to estimate weights. All analyses were done on public Sun workstations at the Department of Statistics, University of California, Berkeley with UltraSparc II processors ranging in speed from around 200 MHz to 440 MHz. They typically have 128 MB to 256 MB of RAM.
cv − survdsa
First, we applied cv − survdsa to a learning set of 240 patients using the 7399 features. We used 5-fold cross-validation to select s 0 , s 1 , and s 2 where we let s 0 = {1, . . . , 100}, s 1 = {1, . . . , 10}, s 2 = {1, . . . , 3}, and s 3 was held fixed at 3. The runtime to selectŝ 1 andŝ 2 for a given value of s 0 was about 12 minutes so that it took about 20 hours (100 × 12 = 1200 min.) to chooseŝ 0 , s 1 , andŝ 2 . The selected parameters wereŝ 0 = 20,ŝ 1 = 2, andŝ 2 = 3 and the corresponding cross-validated risk was 0.41.
cv − bagged − survdsa
The next step was to apply cv − bagged − survdsa to this data set. Instead of selecting s 0 data-adaptively with the bagged version, we reduced the 7399 features based on a multiple testing procedure to control false discovery rate (FDR). We used Cox regression models to obtain the 7399 unadjusted p-values, computed the adjusted p-values controlling FDR, and retained the 78 features with an adjusted p-value less than 0.05. cv − bagged − survdsa was then applied using these 78 variables. The fine-tuning parameters (s 0 , s 1 , s 2 , s 3 ) were set at (78, 10, 3, 3) , where s 1 and s 2 were selected via 5-fold cross-validation, allowing s 1 to range between 1 and 10 and s 2 to range between 1 and 3. The bagged estimator was based on 100 bootstrap replications. This resulted in two estimators: (1) an un-bagged estimator and (2) a bagged estimator, both based on 78 features selected a priori.
The following un-bagged estimator was selected: 1.017 − 1.211[W which is similar to a feature found in the proliferation signature.
The corresponding bagged estimator consisted of the average across 100 bootstrap replications of the best predictor of size nine (and maximum order of interactions one) in each bootstrap replication (ŝ 1 = 9,ŝ 2 = 1). As a result of the constraint on interactions, this produced an aggregated predictor with 140 terms. The terms are either main terms (e.g., w 1 ) or powers of up to three (e.g., w 2 1 , w 3 1 ) because s 3 = 3. The bagged estimator produced a fit with an R 2 of 0.67 and RSS of 40.85. It took about 13 hours to compute the complete bagged estimator. The cross-validated risks for the estimators corresponding to different choices of s 1 and s 2 are given in Tables 2 (un-bagged) and 3 (bagged). These numbers provide a rough estimate of the standard error of the predictor, e.g., √ 0.35 = 0.6. The outcome log(T + 1) ranges from 0 to 3.13. Comparing Table 3 to Table 2 , it is clear that the bagging forms more stable estimators because its estimates of cross-validated risk are less variable. However, bagging did not result in an improvement in cross-validated risk. In addition to using cross-validation to select the fine tuning parameters s, we can use cross-validation to select between an un-bagged and bagged estimator. In this case, we would select the un-bagged estimator as the optimal estimator (0.286 versus 0.353). This un-bagged estimator is also optimal when compared to the estimator found in Section 5.3.1 (0.286 versus 0.410). (2004) fit a Cox proportional hazards model to the covariates they identified by sliced inverse regression to evaluate how their method works in predicting survival risk. To illustrate, we fit a Cox proportional hazards model with the selected covariates in our optimal fit. The three terms were all significant with a respective p-value = 0.013, 1.3 × 10 −4 , and 5.3 × 10 −5 . The Cox model is λ(t|W ) =λ 0 (t)exp(0.797W 3 46 − 0.312W 35 − 0.306W 71 ). If we assign the patients to two groups, high and low risk, based on the score function from this model, the corresponding log-rank test of the difference between the survival curve of each group yields a p-value of 9.87 × 10 −7 .
Companion Software
The data-adaptive estimation procedure with the D/S/A algorithm as described in Section 3 for prediction of survival has been implemented in an R package which can be found on the world wide web at:
http://www.stat.berkeley.edu/users/laan/Software
This package has been used in Section 5 and its use is documented in R help files. Almost all the components of this package have been implemented in C due to the computationally intensive nature of the proposed procedure 18 Statistical Applications in Genetics and Molecular Biology, Vol. 5 [2006] , Iss. 1, Art. 12 DOI: 10.2202 /1544 -6115.1180 while R provides a user-friendly interface and a wide distribution of this opensource code. Binaries for Linux and Windows are also available at the internet address provided above.
Note that implementation of the bagged D/S/A procedure is ongoing and is not currently available as an R package.
Discussion
In this paper, we presented an algorithm that extends the previously proposed D/S/A algorithm with polynomial basis functions (Sinisi and van der Laan, 2004) to handle censored data problems and extended it further as an aggregation technique (bagging). The proposed method was applied to the DLBCL data of Rosenwald et al. (2002) .
Inspiration for developing the D/S/A algorithm came from the loss-based estimation methodology of van der . In (van der Laan and Robins, 2003) , they handle censored data by mapping the full (uncensored) data loss function into an observed (censored) data loss function. developed and applied this rational based on the IPCW loss function for prediction with survival trees demonstrating the relationship between full data and censored data estimators. Furthermore, the IPCW loss function allows for informative censoring. This allowed for a straight-forward extension of the D/S/A algorithm proposed in Sinisi and van der Laan (2004) for the prediction of survival.
A common idea in all of the methods used to analyze the DLBCL data is first to reduce the data dimension (in a manner that takes into account rightcensoring) and then build a predictor using the reduced data. The number of features is a tunable parameter of the D/S/A algorithm. Bair and Tibshirani (2004) and used principal components as a way to reduce the dimension. Similarly, we can use principal components to transform and reduce the data instead of using univariate regressions at the start of the algorithm. The choice of s 0 would then correspond to the cut-off of principal components used in our search algorithm. The principles of our approach allow us to mimic other methods. It is easy to foresee that the dimension reduction can be done in other ways. Our approach is general as discussed in Sinisi and van der Laan, 2004; Durbin et al., 2005) and based on the choice of loss function, basis functions, and sets of deletion, substitution, and addition moves. It might be worthwhile to pursue more general implementations that allow the user to decide on more options such as the strategy for dimension reduction.
In , they introduce how to apply the crossvalidation selector external to candidate bagged estimators when selecting finetuning parameters. This led to our proposal of the cross-validated bagged dsa estimator. When bagging is applied to survival data, it is necessary to estimate the conditional censoring survivor function with the observed data. We recommended estimating this for each bootstrap sample, but we did not do this in our analyses for computational considerations. 
