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Abstract
Using the theory of corings, we generalize and unify Morita contexts introduced by Chase and
Sweedler [Hopf Algebras and Galois Theory, in: Lecture Notes in Math., vol. 97, Springer-Verlag,
Berlin, 1969], Doi [Generalized smash products and Morita contexts for arbitrary Hopf algebras, in:
J. Bergen, S. Montgomery (Eds.), Advances in Hopf algebras, in: Lecture Notes in Pure and Appl.
Math., vol. 158, Dekker, New York, 1994], and Cohen, Fischman, and Montgomery [J. Algebra 133
(1990) 351]. We discuss when the contexts are strict. We apply our theory to corings arising from
entwining structures, and this leads us to the notion of cleft entwining structure.
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Introduction
Let H be a Hopf algebra, A an H -comodule algebra, and B the subring of coinvariants.
Generalizing a construction due to Chase and Sweedler [8], Doi [12] gave a Morita context,
connecting B and #(H,A), and applied this to the theory of Hopf Galois extensions. In
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H -comodule algebra is an H -Galois extension.
A similar Morita context has been constructed by Cohen, Fischman, and Montgomery
in [11]. They start from a finite dimensional Hopf algebra H over a field (or a Frobenius
Hopf algebra over a commutative ring, see [10]), an H -module algebra, and give a Morita
context connecting the smash product A # H and the ring of invariants.
For a finite dimensional Hopf algebra H , a left H -module algebra is the same as a
right H ∗-comodule algebra, so it seems obvious that both contexts then coincide. That this
is the case has been pointed out by Beattie, Daˇscaˇlescu, and Raianu [3]. However, it is
not just a straightforward application of duality principles, since the connecting bimodules
are different in both cases, and since the Cohen–Fischman–Montgomery structure relies
heavily on the fact that a finite dimensional Hopf algebra is Frobenius (the actions on the
connecting bimodules are defined using the distinguished grouplike).
In this paper, we will generalize both contexts. The advantages of our approach are the
following: first, all computations become straightforward and elementary; secondly, the
duality relation between the two contexts and the connecting bimodules becomes clear, and
the role of Frobenius type arguments is made clear; in third place, our theory can be applied
in some other particular situations, for examples to generalized smash products, and to
categories of entwined modules; finally, in the infinite dimensional case, it is clarified why
Doi’s Morita context is never strict.
Our approach is based on a key observation made by Takeuchi [17], that entwined
modules, and, in particular, many kinds of modules such as relative Hopf modules, Yetter–
Drinfeld modules, Doi–Hopf modules etc., can be viewed as comodules over a certain
coring. Takeuchi’s observation has lead to a revived interest in the theory of corings,
which goes back to Sweedler [16]. It became clear that corings provide a unifying and
simplifying framework to various topics, such as Galois theory, descent theory, Frobenius
functors, and Maschke type theorems (see [5,13,18]). Following this philosophy, we can
generalize Doi’s results, and associate a Morita context to a coring C with a fixed grouplike
element x over a ring A (Section 3). In Section 2, we will show that there is a dual
result, which is even more elementary: to a morphism of rings i :A → R, and a right
R-linear map χ :R → A with χ(χ(r)s) = χ(rs) for all r, s ∈ R, and χ(1R) = 1A, we can
associate a Morita context, which can in fact be viewed as the Morita context associated
to the right R-module A, following [2]. This Morita context is a generalization of the
Cohen–Fischman–Montgomery context; if R/A is Frobenius, then the second connecting
bimodule in the context is isomorphic to A (see Theorem 2.7). We can give necessary and
sufficient conditions for this Morita context to be strict.
To a coring with a fixed grouplike element, we can now associate two Morita contexts:
one to the coring, as mentioned above, and another one to the dual of the coring, which
is a ring. There exists a morphism between the two contexts, and we have some sufficient
conditions for the two contexts being isomorphic: this is the case when the coring is finitely
generated and projective as an A-module, and also when one of the connecting maps in the
Morita context coming from the coring is surjective, cf. Corollary 3.4.
In Section 4, we focus attention to the case where the coring C arises from an entwining
structure (A,C,ψ). We introduce the notion of cleft entwining structure, and show that
cleftness is equivalent to C being Galois in the sense of [18], and A being isomorphic
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contexts of the previous sections. Surprisingly, we were not able to generalize the notion
of cleftness to arbitrary corings with a fixed grouplike element. In Sections 5 and 6, we
look at factorization structures and the smash product, and introduce the notion of cleft
factorization structure.
For a coring that is projective, but not necessarily finitely generated, as an A-module,
we expect that there is a third Morita context, connecting the coinvariants and the rational
dual of the coring, generalizing one of the Morita contexts discussed in [3]. This will be
discussed in a forthcoming paper.
At the time when the first version of this paper was finished, we found out that some of
our results were discovered independently by Abuhlail, see the forthcoming [1].
1. Preliminaries
1.1. Corings and comodules
Let A be a ring. The category AMA of (A,A)-bimodules is a monoidal category, and an
A-coring C is a coalgebra in AMA, that is an (A,A)-bimodule together with two (A,A)-
bimodule maps
∆C :C→ C ⊗A C and εC :C→ A
satisfying the usual coassociativity and counit properties, namely
(∆C ⊗A IC) ◦ ∆C = (IC ⊗A ∆C) ◦ ∆C and (εC ⊗A IC) ◦∆C = (IC ⊗A εC) ◦∆C = IC .
Corings were introduced by Sweedler, see [16]; a detailed treatment of recent applications
of the theory of corings appeared recently in [6]. A right C-comodule is a right A-module
M together with a right A-module map ρr :M → M ⊗A C such that (ρr ⊗A IC) ◦ ρr =
(IM ⊗A ∆C) ◦ ρr and (IM ⊗A εC) ◦ ρr = IM . In a similar way, we can define left
C-comodules and (C,C)-bicomodules. We will use the Sweedler–Heyneman notation for
corings and comodules over corings:
∆C(c) = c(1) ⊗A c(2), ρr (m) = m[0] ⊗A m[1],
etc. A map f :M → N between (right) C-comodules is called a C-comodule map if f is
a right A-linear, and ρr(f (m)) = f (m[0]) ⊗A m[1] for all m ∈ M . The category of right
C-comodules and C-comodule maps will be denoted byMC . In a similar way, we introduce
the categories CM, CMC , AMC . For example, AMC is the category of right C-comodules
that are also (A,A)-bimodules such that the right C-comodule map is left A-linear. If C is
an A-coring, then its left dual ∗C = A Hom(C,A) is a ring, with (associative) multiplication
given by the formula
f # g = g ◦ (IC ⊗A f ) ◦ ∆C or (f # g)(c) = g
(
c(1)f (c(2))
) (1)
S. Caenepeel et al. / Journal of Algebra 276 (2004) 210–235 213for all left A-linear f,g :C→ A and c ∈ C . The unit is εC . We have a ring homomorphism
i :A → ∗C , i(a)(c)= εC(c)a. We easily compute that
(
i(a) # f
)
(c) = f (ca) and (f # i(a))(c) = f (c)a, (2)
for all f ∈ ∗C , a ∈ A, and c ∈ C . We have a functor F :MC →M∗C , where F(M) = M
as a right A-module, with right ∗C-action given by m · f = m[0]f (m[1]), for all m ∈ M ,
f ∈ ∗C . If C is finitely generated and projective as a left A-module, then F is an
isomorphism of categories: given a right ∗C-action on M , we recover the right C-coaction
by putting ρ(m) = ∑j (m · fj ) ⊗A cj , where {(cj , fj ) | j = 1, . . . , n} is a finite dual
basis of C as a left A-module. ∗C is a right A-module, by (2): (f · a)(c) = f (c)a, and
we can consider the double dual (∗C)∗ = HomA(∗C,A). We have a canonical morphism
i :C → (∗C)∗, i(c)(f ) = f (c), and we call C reflexive (as a left A-module) if i is an
isomorphism. If C is finitely generated projective as a left A-module, then C is reflexive.
For any ϕ ∈ (∗C)∗, we then have that ϕ = i(∑j ϕ(fj )cj ).
1.2. Galois corings and descent theory
Let C be an A-coring. Recall that x ∈ C is called grouplike if ∆C(x) = x ⊗A x
and εC(x) = 1. G(C) is the set of all grouplike elements in C . We have the following
interpretations of G(C) (see, e.g., [7, Section 4.8], [5]):
G(C) ∼= {ρr :A → A⊗A C ∼= C ∣∣ ρr makes A into a right C-comodule}
∼= {ρl :A → C ⊗A A ∼= C ∣∣ ρl makes A into a left C-comodule}.
Fix a grouplike element x in C . We will call (C, x) a coring with fixed grouplike element.
The associated coactions on A are given by
ρr(a) = xa, ρl(a) = ax.
For a right C-comodule M , we define the submodule of coinvariants
McoC = {m ∈ M | ρ(m) = m ⊗A x}.
Now let B ⊂ AcoC = coCA = {b ∈ A | bx = xb}. We have a pair of adjoint functors (F,G)
between the categoriesMB andMC , namely, for N ∈MB and M ∈MC ,
F(N) = N ⊗B A and G(M) = McoC .
The unit and counit of the adjunction are
ηN :N → (N ⊗B A)coC , ηN(n) = n⊗B 1,
ζM :M
coC ⊗B A → M, ζM(m ⊗B a) = ma.
214 S. Caenepeel et al. / Journal of Algebra 276 (2004) 210–235We say that (C, x) satisfies the Weak Structure Theorem if ζM is an isomorphism for all
M ∈MC , that is, G = •coC is a fully faithful functor. (C, x) satisfies the Strong Structure
Theorem if, in addition, all ηN are isomorphisms, or F is fully faithful, and therefore
(F,G) is an equivalence between categories. Notice that the Strong Structure Theorem
implies that B = AcoC .
Let i :B → A be a ring homomorphism. It can be verified easily thatD= A⊗B A, with
structure maps
∆D :A⊗B A → (A ⊗B A)⊗A (A ⊗B A) ∼= A ⊗B A⊗B A and
εD :A⊗B A → A
given by
∆D(a ⊗B b) = (a ⊗B 1) ⊗A (1 ⊗B b) = a ⊗B 1 ⊗B b, εD(a ⊗B b) = ab
is an A-coring. The element 1 ⊗B 1 is grouplike, and (D,1 ⊗B 1) is called the canonical
coring associated to the ring morphism i . Observe that ∗D = AHom(A ⊗B A,A) ∼=
BEnd(A)op. If A is finitely generated projective as a left B-module, then D is reflexive.
A right D-comodule consists of a right A-module M together with a right A-module map
ρM :M → M ⊗A (A ⊗B A) ∼= M ⊗B A such that
m[0][0] ⊗B m[0][1] ⊗B m[1] = m[0] ⊗B 1 ⊗B m[1] and m[0]m[1] = m (3)
for all m ∈ M . If A is faithfully flat as a B-module, then (D,1 ⊗B 1) satisfies the Strong
Structure Theorem (see [9]); in [7, Section 4.8], a proof in the coring language is presented.
In fact it is the basic result of descent theory: an A-module M is isomorphic to N ⊗B A
for some B-module N if and only if we can define a right D-coaction on M . In the
situation where A and B are commutative, there is an isomorphism between the category
of comodules over the canonical coring, and the category of descent data, as introduced
by Knus and Ojanguren in [14], we refer to [7, Section 4.8] for details. An unpublished
result by Journal and Tierney states that, in the situation where A and B are commutative,
(D,1 ⊗B 1) satisfies the Strong Structure Theorem if and only if i :B → A is pure as a
morphism of B-modules. For a proof, we refer to [15].
Now we return to the general situation, and take an arbitrary coring (C, x), with fixed
grouplike element. Let B = AcoC , and consider the canonical coring D = A ⊗B A. We
have a canonical coring morphism can :D→ C , can(a ⊗B b) = axb. We say that (C, x) is
a Galois coring if can is an isomorphism of corings. In this situation, we obviously have
an isomorphism between the categoriesMcoC andMcoD .
Proposition 1.1. Let (C, x) be an A-coring with fixed grouplike element, B = AcoC , and
D = A⊗B A. We then have a ring homomorphism
∗can : ∗C→ ∗D ∼= B End(A)op, ∗can(f )(a) = f (xa).
(1) If (C, x) is Galois, then ∗can is an isomorphism.
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generated and projective, respectively as a left A-module and a left B-module), then
(C, x) is Galois.
(3) If (C, x) is Galois, and (D, x) satisfies the Strong (respectively Weak) Structure
Theorem (e.g., A is faithfully flat (respectively flat) as a right B-module), then (C, x)
also satisfies the Strong (respectively Weak) Structure Theorem.
(4) If (C, x) satisfies the Weak Structure Theorem, then (C, x) is Galois.
Proof. (1)–(3) follow immediately from the observations made above. C is a right
C-comodule, using ∆C , and we have a right B-module map i :A → CcoC , i(a) = ax . It
is easily verified that the restriction of εC to CcoC is an inverse for i , so A and CcoC are
isomorphic inMB . Now ζC = can :A⊗B A → C is an isomorphism. 
1.3. Entwined modules
Let k be a commutative ring, A a k-algebra, C a k-coalgebra, and ψ :C ⊗ A → A ⊗ C
a k-linear map satisfying the following four conditions:
(1A)ψ ⊗ cψ = 1A ⊗ c, εC
(
cψ
)
aψ = εC(c)a, (4)
(ab)ψ ⊗ cψ = aψbψ ′ ⊗ cψψ ′ , aψ ⊗ ∆C
(
cψ
)= aψψ ′ ⊗ cψ ′(1) ⊗ cψ(2). (5)
Here we used the notation (summation implicitly understood)
ψ(c ⊗ a) = aψ ⊗ cψ = aψ ′ ⊗ cψ ′ .
We then call (A,C,ψ) a (right–right) entwining structure. To an entwining structure
(A,C,ψ), we can associate an A-coring C = A ⊗ C. The structure maps are given by
the formulas
a′(b ⊗ c)a = a′baψ ⊗ cψ,
∆C(a ⊗ c) = (a ⊗ c(1)) ⊗A (1 ⊗ c(2)), εC(a ⊗ c) = aεC(c).
An entwined module M is a k-module together with a right A-action and a right
C-coaction, in such a way that ρr(ma) = m[0]aψ ⊗ mψ[1], for all m ∈ M and a ∈ A. The
categoryM(ψ)CA of entwined modules and A-linear C-colinear maps is isomorphic to the
category of right C-comodules.
1.4. Factorization structures and the smash product
Let A and S be k-algebras, and ρ :S ⊗ A → A ⊗ S a k-linear map. We will write
ρ(s ⊗ a) = aρ ⊗ sρ = ar ⊗ sr
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(a # s)(b # t) = abρ # sρt. (6)
It is straightforward to verify that this multiplication is associative with unit 1A # 1S if and
only if
ρ(s ⊗ 1A) = 1A ⊗ s, ρ(1S ⊗ a) = a ⊗ 1S, (7)
ρ(st ⊗ a) = aρr ⊗ sr tρ, ρ(s ⊗ ab) = aρbr ⊗ sρr , (8)
for all a, b ∈ A and s, t ∈ S. We then call (A,S,ρ) a factorization structure, and A #ρ S the
smash product of A and S.
2. The general Morita context
Let A and R be rings and i :A → R a ring morphism. We also consider a map χ :R → A
satisfying the following three conditions, for all r, s ∈ R:
(1) χ is right A-linear;
(2) χ(χ(r)s) = χ(rs);
(3) χ(1R) = 1A.
It follows from the second condition that χ2 = χ . A is a right R-module, with structure
a ↼ r = χ(ar). The three conditions on the map χ can be explained as follows: R is an
algebra in the monoidal category AMA of A-bimodules. A map χ :A ⊗A R = R → A
makes A into a right module over this algebra R if and only if it satisfies these three
conditions. This is the dual result of the fact that grouplike elements of an A-coring C are
in one-to-one correspondence with right (or left) C-comodule structures on A.
For any right R-module M , we define
MR = {m ∈ M | m · r = mχ(r)}∼= HomR(A,M).
Then B = AR = {b ∈ A | bχ(r) = χ(br) for all r ∈ R} is a subring of A, and MR is
a right B-module. In fact we obtain a functor G = (•)R :MR →MB , which is a right
adjoint of F = • ⊗B A. The unit and counit of the adjunction are ηN :N → (N ⊗B A)R ,
ηN(n) = n ⊗B 1 and ζM :MR ⊗B A → M , ζM(m ⊗B a) = ma. Now consider
Q = RR = {q ∈ R | qr = qχ(r) for all r ∈ R} (9)
and the map ζR = µ :Q ⊗B A → R, µ(q ⊗B a) = qa. χ(Q) ⊂ B since χ(q)χ(r) =
χ(qχ(r)) = χ(qr) = χ(χ(q)r) for all q ∈ Q and r ∈ R. Also recall that R∗ =
HomA(R,A) is an (A,R)-bimodule:
(a · f · r)(s) = af (rs)
for all a ∈ A, r, s ∈ S, and f ∈ R∗.
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A → R∗ is given by
can(a ⊗B a′)(r) = aχ(a′r)
for all a, a′ ∈ A and r ∈ R.
Proof. First observe that f ∈ (R∗)R if and only if f (rs) = f (χ(r)s) for all r, s ∈ R.
Define
j :A → (R∗)R, j (a)(r) = aχ(r), and p : (R∗)R → A :p(f ) = f (1).
It is clear that j (a) is right A-linear. Also
j (a)(rs) = aχ(rs) = aχ(χ(r)s)= j (a)(χ(r)s)
so j (a) ∈ (R∗)R . j and p are inverses, since p(j (a)) = j (a)(1) = aχ(1) = a and
j (p(f ))(r) = f (1)χ(r) = f (χ(r)) = f (r). Now we compute
(
j (a) · a′)(r) = j (a)(a′r) = aχ(a′r).
From this formula, it follows that, for b ∈ B ,
(
j (a) · b)(r) = aχ(br) = abχ(r) = j (ab)(r)
so j is right B-linear. 
The proof of the following result is now an easy exercise, left to the reader.
Proposition 2.2. With notation as above, A ∈ BMR and Q ∈ RMB , and we have a
Morita context (B,R,A,Q,τ,µ). The connecting maps µ = ζR :Q ⊗B A → R and
τ :A ⊗R Q → B are given by
µ(q ⊗B a) = qa and τ (a ⊗R q) = a ↼ q = χ(aq). (10)
Remark 2.3. Let R be a ring. Recall from [2, II.4] that we can associate a Morita context
to any right R-module P . If we consider i :A → R and χ :R → A as above, then the
Morita context associated to the right R-module A is isomorphic to the Morita context
from Proposition 2.2. It suffices to observe that
B ∼= EndR(A) and Q ∼= HomR(A,R).
It is easy to establish when the Morita context is strict. First, let us investigate when τ
is surjective.
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lent:
(1) τ is surjective (and, a fortiori, injective);
(2) there exists Λ ∈ Q such that χ(Λ) = 1;
(3) for all M ∈MR , the map ωM :M ⊗R Q → MR , ωM(m ⊗R q) = m · q is an isomor-
phism;
(4) A is finitely generated and projective as a right R-module.
Proof. (1) ⇒ (2). If τ is surjective, then there exist aj ∈ A and qj ∈ Q such that
τ
(∑
j
aj ⊗R qj
)
= χ
(∑
j
ajqj
)
= 1.
Λ =∑j ajqj ∈ Q, since Q is a left ideal in R.
(2) ⇒ (3). For all m ∈ M and q ∈ Q, we have that (m · q) · r = m · (qr) = m · qχ(r),
for all r ∈ R, so m · q ∈ MR . Consider the map
θM :M
R → M ⊗R Q, θM(m) = m ⊗R Λ.
For all m ∈ MR , we easily compute that ωM(θM(m)) = m · Λ = mχ(Λ) = m for all
m ∈ MR , and, for all m ∈ M and q ∈ Q,
θM
(
ωM(m ⊗R q)
)= m · q ⊗R Λ = m ⊗R qΛ = m ⊗R qχ(Λ) = m ⊗R q,
so θM and ωM are inverses.
(3) ⇒ (1). Observe that ωA = τ .
(1) ⇔ (4) follows from [2, Proposition II.4.4], taking Remark 2.3 into account; we also
give an easy direct proof.
(2) ⇒ (4). Let f ∈ HomR(A,R) be given by f (a) = Λa. Then for all a ∈ A, we have
a = χ(Λ)a = χ(Λa) = 1 ↼ f (a), hence {(1, f )} is a finite dual basis of A as a right
A-module.
(4) ⇒ (1). Let {(aj , fj ) | j = 1, . . . , n} be a finite dual basis of A as a right R-module,
and take fj (1) = qj ∈ Q. Then
1 =
∑
j
aj ↼ fj (1) = χ
(∑
j
aj qj
)
= τ
(∑
j
aj ⊗R qj
)
,
hence τ is surjective. 
If τ is surjective, then we can apply [2, Theorem II.3.4]. It then also follows that
F = •⊗B A :MB →MR is fully faithful (see the proof of [2, Theorem II.3.5]). Moreover,
we have the following proposition.
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surjective. Take Λ ∈ Q such that χ(Λ) = 1. Then we have the following properties:
(1) Λ2 = Λ and ΛRΛ = ΛB ∼= B .
(2) B is a direct summand of A as a left B-module.
Proof. (1) Since χ(Λ) = 1 and Λ ∈ Q, we have Λ2 = Λχ(Λ) = Λ. For all r, s ∈ R, we
have
χ(rΛ)χ(s) = χ(rΛχ(s))= χ(rΛs) = χ(χ(rΛ)s),
so χ(rΛ) ∈ B , and ΛrΛ = Λχ(rΛ) ∈ ΛB . It follows that ΛRΛ ⊂ ΛB .
Now in the above arguments, take r = i(b), with b ∈ B . It follows that ΛbΛ =
Λχ(bΛ) = Λbχ(Λ) = Λb, and ΛB ⊂ ΛRΛ. Finally, the right B-module generated by
Λ is free since Λb = 0 implies that 0 = χ(Λb) = χ(Λ)b = b.
(2) We define the map Tr :A → B , Tr(a) = τ (a ⊗R Λ) = χ(aΛ). Tr is left B-linear,
because τ is left B-linear. Tr is a projection, since Tr(b) = χ(bΛ) = bχ(Λ) = b, for all
b ∈ B . 
We recall from Morita theory [2, II.3.4] that we have ring morphisms
π :R → B End(A)op, π(r)(a) = a ↼ r = χ(ar),
π ′ :R → EndB(Q), π ′(r)(q) = rq.
We also have an (R,B)-bimodule map
κ :Q → B Hom(A,B), κ(q)(a) = χ(aq)
and a (B,R)-bimodule map
κ ′ :A → HomB(Q,B), κ ′(a)(q)= χ(aq).
If µ is surjective, then π , π ′, κ , and κ ′ are isomorphisms, and A and Q are finitely
generated and projective as respectively a left and right B-module, and a generator as
respectively a right and left R-module.
Proposition 2.6. Consider the Morita context from Proposition 2.2. The following
assertions are equivalent:
(1) µ :Q⊗B A → R is surjective;
(2) the functor G = (•)R :MR →MB is fully faithful, that is, for all M ∈MR , the counit
map ζM :MR ⊗B A → M is an isomorphism;
(3) A is a right R-generator;
(4) A is projective as a left B-module, and π is bijective;
(5) A is projective as a left B-module, π is injective, and κ is surjective;
(6) Q is projective as a right B-module, π ′ is injective, and κ ′ is surjective.
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of ζM is the map θM :M → MR ⊗B A, θM(m) =∑j mqj ⊗ aj .
(2) ⇒ (1). εR = µ.
(1) ⇒ (3)–(6). Morita theory (see above).
(1) ⇔ (3) follows from [2, Proposition II.4.4], taking Remark 2.3 into account.
(4) ⇒ (1). Let {(aj ,pj )} be a (not necessarily finite) dual basis of A as a left B-module,
and put qj = π−1(pj ) ∈ R. Then χ(aqj ) = π(qj )(a) = pj (a) ∈ B and π(qjχ(r))(a) =
χ(aqjχ(r)) = χ(aqjr) = π(qjr)(a). π is injective, so it follows that qjχ(r) = qj r , and
qj ∈ Q = RR . Now µ(∑j qj ⊗B aj ) =∑j qj aj = 1 since π is injective and
π
(∑
j
qj aj
)
(a) =
∑
j
χ(aqjaj ) =
∑
j
χ(aqj )aj =
∑
j
pj (a)aj = a.
It follows that µ is surjective.
(5) ⇒ (1). Let {(aj ,pj )} be a dual basis of A as a left B-module, and take qj ∈ Q such
that κ(qj ) = pj . Then proceed as in (4) ⇒ (1).
(6) ⇒ (1). Let {(qj ,pj )} be a dual basis of Q as a right B-module, and take aj ∈ A
such that κ ′(aj ) = pj . Then we have for all q ∈ Q that pj (q) = κ ′(aj )(q) = χ(ajq) and
q =
∑
j
qjpj (q) =
∑
j
qjχ(ajq) =
∑
j
qj ajq
so π ′(
∑
j qjpj ) = π ′(1R), and, since π ′ is injective, µ(
∑
j qj ⊗B aj ) =
∑
j qj aj = 1.
Therefore µ is surjective. 
Recall that the ring extension R/A is called Frobenius if there exists an A-bimodule
map ν¯ :R → A and e = e1 ⊗A e2 ∈ R ⊗A R (summation implicitly understood) such that
re1 ⊗A e2 = e1 ⊗A e2r (11)
for all r ∈ R, and
ν¯
(
e1
)
e2 = e1ν¯(e2)= 1. (12)
This is equivalent to the restrictions of scalars MR →MA being a Frobenius functor,
which means that its left and right adjoints are isomorphic (see [7, Sections 3.1 and 3.2]).
(e, ν¯) is then called a Frobenius system.
Theorem 2.7. Let i :A → R be a morphism of rings, and χ :R → A a map satisfying
the conditions stated at the beginning of this section. If R/A is Frobenius, with Frobenius
system (e, ν¯), then A is an (R,B)-bimodule, with left R-action
r · a = ν¯(raχ(e1)e2).
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(B,R,A,A, τ,µ)
with connecting maps
µ :A⊗B A → R :µ(a ⊗B a′) = aχ
(
e1
)
e2a′,
τ :A ⊗R A → B : τ (a ⊗R a′) = χ
(
aa′χ
(
e1
)
e2
)
.
Proof. Define α :A → Q by α(a) = aχ(e1)e2. α(a) ∈ Q since
α(a)r = aχ(e1)e2r = aχ(re1)e2 = aχ(χ(r)e1)e2 = aχ(e1)e2χ(r) = α(a)χ(r),
for all r ∈ R. The restriction of ν¯ to Q is the inverse of α:
ν¯
(
α(a)
)= ν¯(aχ(e1)e2)= aχ(e1)ν¯(e2)= aχ(e1ν¯(e2))= aχ(1) = a and
α
(
ν¯(q)
)= ν¯(q)χ(e1)e2 = ν¯(qχ(e1))e2 = ν¯(qe1)e2 = ν¯(e1)e2q = q,
for all a ∈ A and q ∈ Q. α is right B-linear, since
α(ab) = abχ(e1)e2 = aχ(be1)e2 = aχ(e1)e2b = α(a)b,
for all a ∈ A and b ∈ B . It is easy to see that the left R-action on Q is transported into the
required left R-action on A. The rest follows easily from Proposition 2.2. 
Remark 2.8. Another possible approach to Theorem 2.7 is the following: if R/A is
Frobenius, then R∗ = HomA(R,A) and R are isomorphic as (A,R)-bimodules (see [7,
Theorem 28]). Consequently Q = RR ∼= (R∗)R = A as right B-modules. The isomorphism
transports the left R-action on Q into a left R-action on A.
3. A Morita context associated to a coring
In this section, A is a ring and (C, x) is an A-coring with a fixed grouplike element. Let
R = ∗C and consider χ :R → A, χ(f ) = f (x). Using (2), we can easily compute that χ
is right A-linear, χ(i(χ(f )) # g) = χ(f # g), and χ(εC) = 1. Any right C-comodule M
is also a right ∗C-module (see Section 1), and it is easy to prove that McoC ⊂ M∗C . If C
is finitely generated and projective as a left A-module, then the converse implication also
holds, and the coinvariants coincide with the invariants. We put
B ′ = AcoC = {b ∈ A | bx = xb} ⊂ B = A∗C = {a ∈ A ∣∣ f (xa) = af (x) for all f ∈ ∗C}.
AEnd(C) is a left ∗C-module: for all f ∈ ∗C and ϕ ∈ AEnd(C), and c ∈ C , we define
(f # ϕ)(c) = ϕ(c(1)f (c(2))).
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Q′ = CHom(C,A) = {q ∈ ∗C ∣∣ q # IC = ρl ◦ q}
= {q ∈ ∗C ∣∣ c(1)q(c(2)) = q(c)x for all c ∈ C}. (13)
Observe that Q′ ⊂ Q = (∗C)∗C and Q′ = Q if C is finitely generated and projective as a
left A-module.
Applying the results of the previous section, we find a Morita context connecting B
and ∗C . We will now show that there is another Morita context connecting B ′ and ∗C , and
that there is a morphism between the two Morita contexts. We already know that A is a
(B, ∗C)-bimodule, and this implies that it is also a (B ′, ∗C)-bimodule. We also have the
following lemma.
Lemma 3.1. Q′ is a (∗C,B ′)-bimodule.
Proof. For all f ∈ ∗C , q ∈ Q′, and c ∈ C , we have
(
(f # q) # IC
)
(c) = (f # (q # IC))(c) = (f # (ρl ◦ q))(c) = (ρl ◦ q)(c(1)f (c(2)))
= q(c(1)f (c(2)))x = (f # q)(c)x. 
Now we define maps
µ′ :Q′ ⊗B ′ A → ∗C, µ′(q ⊗B ′ a) = q # i(a), (14)
τ ′ :A ⊗∗C Q′ → B ′, τ ′(a ⊗∗C q) = a · q = q(xa). (15)
It is clear that µ′ is well-defined. τ ′ is also well-defined: for all f ∈ ∗C , a ∈ A, and q ∈ Q′,
we have
τ ′
(
a ⊗∗C (f # q)
)= a · (f # q) = (a · f ) · q = τ ′((a · f ) ⊗∗C q)
and for all q ∈ Q′ and a ∈ A, we have that q(xa)∈ B ′, since xq(xa)= q(xa)x .
Theorem 3.2. With notation as above, (B ′, ∗C,A,Q′, τ ′,µ′) is a Morita context, and we
have a morphism of Morita contexts
(B ′, ∗C,A,Q′, τ ′,µ′) → (B, ∗C,A,Q, τ,µ).
Proof. We have to show that the following two diagrams are commutative:
A⊗∗C Q′ ⊗B ′ A
τ ′⊗IA
IA⊗µ′
B ′ ⊗B ′ A
∼=
A ⊗∗C ∗C
∼=
A
Q′ ⊗B ′ A ⊗∗C Q′
µ′⊗IQ′
IQ′⊗τ ′
∗C ⊗∗C Q′
∼=
Q′ ⊗B ′ B ′
∼=
Q′.
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a ·µ′(q ⊗ a′) = a · (q # i(a′))= (q # i(a′))(xa) = q(xa)a′ = τ ′(a ⊗ q)a′
and this proves that the first diagram commutes. The second diagram commutes if
(q # i(a)) # q ′ = q # i(q ′(xa)). Indeed, for all c ∈ C ,
(
q # i
(
q ′(xa)
))
(c) = q(c)q ′(xa) = q ′(q(c)xa)= q ′(c(1)q(c(2))a)= ((q # i(a)) # q ′)(c).
The second statement is obvious: the morphism is given by the inclusion maps B ′ ⊂ B ,
Q′ ⊂ Q, and the identity maps on A and ∗C . 
We now give necessary and sufficient conditions for τ ′ to be surjective. It will follow
that our two Morita contexts coincide if τ ′ is surjective.
Theorem 3.3. Consider the Morita context (B ′, ∗C,A,Q′, τ ′,µ′) of Theorem 3.2. The
following statements are equivalent:
(1) τ ′ is surjective (and, a fortiori, bijective);
(2) there exists Λ ∈ Q′ such that Λ(x) = 1;
(3) for every right ∗C-module M , the map ωM :M ⊗∗CQ′ → M∗C , ωM(m⊗∗C q) = m ·q ,
is bijective.
Proof. (1) ⇒ (2). If τ ′ is surjective, then there exist aj ∈ A and qj ∈ Q′ such that
1 = τ ′
(∑
j
aj ⊗∗C qj
)
=
∑
j
qj (xaj ) =
∑
j
(
i(aj ) # qj
)
(x).
Now Λ =∑j i(aj ) # qj ∈ Q′ because Q′ is a left ideal in ∗C .
(2) ⇒ (3). Consider ηM :M∗C → M ⊗∗C Q′, ηM(m) = m ⊗∗C Λ. It is clear that
ωM ◦ ηM = IM∗C . Furthermore, for all m ∈ M and q ∈ Q′,
ηM
(
ωM(m ⊗∗C q)
)= (m · q)⊗∗C Λ = m⊗∗C q # Λ = m ⊗∗C q,
since q # Λ = qΛ(x) = q .
(3) ⇒ (1). ωA = τ ′ is bijective. 
Corollary 3.4. Consider the Morita context (B ′, ∗C,A,Q′, τ ′,µ′) of Theorem 3.2. Assume
that τ ′ is surjective, and take Λ ∈ Q′ such that Λ(x) = 1. Then we have:
(1) For all M ∈MC , M∗C = McoC . In particular, B = B ′.
(2) Q = Q′.
(3) The two Morita contexts in Theorem 3.3 coincide.
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m ∈ M∗C . Then m = mΛ(x) = m ·Λ = m[0]Λ(m[1]) and
ρ(m) = ρ(m[0]Λ(m[1]))= m[0] ⊗A m[1]Λ(m[2]) = m[0] ⊗A Λ(m[1])x
= m[0]Λ(m[1]) ⊗A x = m ⊗A x,
so it follows that m ∈ McoC .
(2) Look at the commutative diagram
A⊗∗C Q′ τ
′
B ′
=
A ⊗∗C Q τ B.
From the fact that B = B ′ and τ ′ is surjective, we easily deduce that τ is surjective.
Applying [2, Theorem II.3.4], we find that Q ∼= Hom∗C(A, ∗C) ∼= Q′.
(3) now follows immediately from (1) and (2). 
Now let us look at the map µ′. We assume that C is finitely generated and projective
as a left A-module. As we already noticed, this implies that MC ∼= M∗C , the two
Morita contexts coincide, and we can apply Proposition 2.4. Let us state the result, for
completeness sake. From [2, II.3.4], recall that we have ring morphisms
π : ∗C→ B End(A)op, π(f )(a) = f (xa),
π ′ : ∗C→ EndB(Q), π ′(f )(q) = f # q.
In fact π = ∗can, cf. Proposition 1.1. We also have a (∗C,B)-bimodule map
κ :Q → B Hom(A,B), κ(q)(a)= q(xa)
and a (B, ∗C)-bimodule map
κ ′ :A → HomB(Q,B), κ ′(a)(q) = q(xa).
If µ is surjective, then π , π ′, κ , and κ ′ are isomorphisms, and A and Q are finitely
generated and projective, respectively as left and a right B-module. We now state some
necessary and sufficient conditions for µ to be surjective.
Theorem 3.5. Assume that C is finitely generated and projective as a left A-module, and
consider the Morita context (B = B ′, ∗C,A,Q = Q′, τ = τ ′, µ = µ′) of Theorem 3.2.
Then the following assertions are equivalent:
(1) µ :Q⊗B A → ∗C is surjective (and, a fortiori, bijective);
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(3) A is a right ∗C-generator;
(4) A is projective as a left B-module and π is bijective;
(5) A is projective as a left B-module, π is injective, and κ is surjective;
(6) Q is projective as a right B-module, π ′ is injective, and κ ′ is surjective;
(7) A is projective as a left B-module and (C, x) is a Galois coring.
Proof. The equivalence of (1)–(6) follows immediately from Proposition 2.6.
(4) ⇔ (7) follows from Proposition 1.1, using the fact that C is finitely generated and
projective as left A-module. 
4. Cleft entwining structures
In this section, we look at the particular situation where C = A ⊗ C arises from an
entwining structure (A,C,ψ). First observe that ∗C = AHom(A⊗C,A) ∼= Hom(C,A) as
a k-module. The ring structure on ∗C induces a k-algebra structure on Hom(C,A), and this
k-algebra is denoted #(C,A). The product is given by the formula
(f # g)(c) = f (c(2))ψg
(
c
ψ
(1)
)
. (16)
We have a natural algebra homomorphism i :A → #(C,A), i(a)(c) = εC(c)a, and we
have, for all a ∈ A and f :C → A:
(
i(a) # f
)
(c) = aψf
(
cψ
)
and
(
f # i(a)
)
(c) = f (c)a. (17)
Hom(C,A) will denote the k-algebra with the usual convolution product, that is
(f ∗ g)(c) = f (c(1))g(c(2)). (18)
The fact that we have two multiplications on Hom(C,A), namely the usual convolution
∗ and the smash product # creates a difference between the general coring theory and the
theory of entwined modules. We fix a grouplike element x ∈ G(C). Then 1 ⊗ x ∈ G(C),
and the results of Section 4 can be applied to this situation. We have that A ∈M(ψ)CA ,
with right C-coaction ρr(a) = aψ ⊗ xψ . The ring of coinvariants is
B ′ = AcoC = {b ∈ A ∣∣ bψ ⊗ xψ = b ⊗ x} (19)
and the bimodule Q′ is naturally isomorphic to
Q′ = {q ∈ #(C,A) ∣∣ q(c(2))ψ ⊗ cψ(1) = q(c)⊗ x}.
We have maps
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τ ′ :A⊗#(C,A) Q′ → B ′, τ ′(a ⊗ q) = aψq
(
xψ
)
and (B ′,#(C,A),A,Q′, τ ′,µ′) is a Morita context.
For M ∈M#(C,A), the module of invariants is given by
M#(C,A) = {m ∈ M ∣∣mf = mf (x) for all f ∈ #(C,A)}.
From Theorem 3.3, we obtain immediately the following theorem.
Theorem 4.1. With notation as above, the following assertions are equivalent:
(1) τ ′ is surjective;
(2) there exists a Λ ∈ Q′ such that Λ(x) = 1;
(3) for all M ∈M#(C,A), the map
ωM :M ⊗#(C,A) Q′ → M#(C,A), ωM(m ⊗ q) = m · q
is bijective.
Now assume that C is finitely generated projective as a k-module, and let {cj , c∗j } be
a finite dual basis. Then Hom(C,A) ∼= A ⊗ C∗, and the multiplication # on Hom(C,A)
can be translated into a multiplication on A ⊗ C∗. The k-algebra that we obtain in this
way is denoted A # C∗, and is a smash product arising from a factorization structure: the
corresponding ρ :C∗ ⊗ A → A ⊗ C∗ is given by
ρ(c∗ ⊗ a) = aρ ⊗ c∗ρ =
∑
j
〈
c∗, cψj
〉
aψ ⊗ c∗j .
We have maps
µ :Q⊗B A → A # C∗, µ(q ⊗B a) =
∑
j
〈q, cj 〉a # c∗j ,
π :A # C∗ → EndB(A), π(b # c∗)(a) = 〈c∗, xa〉b,
can :A ⊗B A → A ⊗C, can(a ⊗ b) = abψ ⊗ xψ.
For every M ∈M(ψ)CA , we have
ζM :M
coC ⊗B A → M, ζM(m ⊗ a) = ma.
From Theorem 3.5, we immediately obtain the following theorem.
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that C is finitely generated and projective as a k-module. Then the following assertions are
equivalent:
(1) µ is surjective (and a fortiori bijective);
(2) ζM is bijective, for every M ∈M(ψ)CA;
(3) A is a right A # C∗-generator;
(4) A is projective as a left B-module, and π is bijective;
(5) A is projective as a left B-module, and can is bijective, i.e., A is a C-coalgebra Galois
extension in the sense of [4].
Proposition 4.3. Assume that λ :C → A is convolution invertible, with convolution
inverse λ−1. Then the following assertions are equivalent:
(1) λ ∈ Q′;
(2) for all c ∈ C, we have
λ−1(c(1))λ(c(3))ψ ⊗ cψ(2) = ε(c)1A ⊗ x; (20)
(3) for all c ∈ C, we have
λ−1(c(1)) ⊗ c(2) = λ−1(c)ψ ⊗ xψ. (21)
Notice that condition (3) means that λ−1 is right C-colinear. If such a λ ∈ Q′ exists, then
we call (A,C,ψ,x) cleft.
Proof. (1) ⇒ (2).
λ−1(c(1))λ(c(3))ψ ⊗ cψ(2) = λ−1(c(1))λ(c(2)) ⊗ x = εC(c)1A ⊗ x.
(2) ⇒ (3).
λ−1(c)ψ ⊗ xψ = ε(c(1))1Aλ−1(c(2))ψ ⊗ xψ
(20)= λ−1(c(1))λ(c(3))ψ ′λ−1(c(4))ψ ⊗ cψ
′ψ
(2)
(4)= λ−1(c(1))
(
λ(c(3))λ
−1(c(4))
)
ψ
⊗ cψ(2) = λ−1(c(1)) ⊗ c(2).
(3) ⇒ (1).
λ(c(2))ψ ⊗ cψ(1) = λ(c(1))λ−1(c(2))λ(c(4))ψ ⊗ cψ(3)
(21)= λ(c(1))λ−1(c(2))ψ ′λ(c(3))ψ ⊗ xψ ′ψ
(4)= λ(c(1))
(
λ−1(c(2))λ(c(3))
)
ψ
⊗ xψ = λ(c) ⊗ x. 
228 S. Caenepeel et al. / Journal of Algebra 276 (2004) 210–235Proposition 4.4. Assume that (A,C,ψ,x) is a cleft entwining structure. Then the map τ ′
in the associated Morita context is surjective.
Proof. Let λ be as in Proposition 4.3. From condition (3) in Proposition 4.3, we deduce
that λ−1(x) ⊗ x = λ−1(x)ψ ⊗ xψ , hence λ−1(x) ∈ B ′, and Λ = λ # i(λ−1(x)) ∈ Q′,
since Q′ is a right B ′-module. Now Λ(x) = λ(x)λ−1(x) = εC(x) = 1 and it follows from
Theorem 4.1 that τ is surjective. 
We say that the entwining structure (A,C,ψ,x) satisfies the right normal basis property
if there exists a left B ′-linear and right C-colinear isomorphism B ′ ⊗C → A. (A,C,ψ,x)
satisfies the Strong (respectively Weak) Structure Theorem if (A ⊗ C,1 ⊗ x) satisfies the
Strong (respectively Weak) Structure Theorem. We can now state our main result.
Theorem 4.5. Let (A,C,ψ,x) be an entwining structure with a fixed grouplike element.
The following assertions are equivalent:
(1) (A,C,ψ,x) is cleft;
(2) (A,C,ψ,x) satisfies the Strong Structure Theorem and the right normal basis proper-
ty;
(3) (A,C,ψ,x) is Galois, and satisfies the right normal basis property;
(4) the map ∗can : #(C,A) → EndB(A)op is bijective and (A,C,ψ,x) satisfies the right
normal basis property.
Proof. (1) ⇒ (2). We take λ ∈ Q′ as in Proposition 4.3, and M ∈M(ψ)CA . For any m ∈ M ,
we have
ρ(m · λ) = ρ(m[0]λ(m[1]))= m[0]λ(m[2])ψ ⊗mψ[1] = m[0]λ(m[1]) ⊗ x = m · λ ⊗ x,
hence m · λ ∈ McoC , and we have a well-defined map
γM :M → McoC ⊗B ′ A, γM(m) = m[0] · λ⊗B ′ λ−1(m[1]).
We compute easily that
ζM
(
γM(m)
)= m[0] · (λ # i(λ−1(m[1])))= m[0]λ(m[1])λ−1(m[2]) = m.
Recall that
τ (a ⊗ λ) = aψλ
(
xψ
) ∈ B ′. (22)
Take a ∈ A and m ∈ McoC . Then
γM
(
ζM(m ⊗B ′ a)
)= γM(ma) = maψ · λ⊗B ′ λ−1(xψ)
= maψψ ′λ
(
xψ
′)⊗B ′ λ−1(xψ) (22)= m ⊗B ′ aψψ ′λ(xψ ′)λ−1(xψ)
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((
xψ
)
(1)
)
λ−1
((
xψ
)
(2)
)= m ⊗B ′ aψε(xψ) (5)= m ⊗B ′ a
and this proves that (A,C,ψ,x) satisfies the Weak Structure Theorem. From Proposi-
tion 4.4, we know that the map τ ′ in the Morita context is surjective, and it follows from
general Morita theory that the functor • ⊗B A is fully faithful, which then implies that
(A,C,ψ,x) satisfies the Strong Structure Theorem.
Take M ∈M(ψ)CA , and consider the maps
k :M → McoC ⊗C, k(m) = m[0] · λ ⊗m[1] = m[0]λ(m[1]) ⊗m[2] and
k−1 :McoC ⊗C → M, k−1(m ⊗ c) = mλ−1(c).
It is clear that k−1(k(m)) = m, for all m ∈ M . If m ∈ McoC , then ρ(ma) = maψ ⊗xψ , and
we compute
k
(
k−1(m ⊗ c))= mλ−1(c)ψ · λ⊗ xψ (21)= mλ−1(c(1)) · λ ⊗ c(2)
= mλ−1(c(1))ψλ
(
xψ
)⊗ c(2) (21)= mλ−1(c(1))λ(c(2)) ⊗ c(3) = m ⊗ c.
It is obvious that k is right C-colinear. Now A ∈M(ψ)CA , so we find a right C-colinear
isomorphism A ∼= B ⊗ C. It is also left B-linear, since the right C-coaction on A is left
B-linear.
(2) ⇒ (3) follows from part (4) of Proposition 1.1.
(3) ⇒ (4) follows from part (1) of Proposition 1.1.
(4) ⇒ (1). From the right normal basis property, we know that there exists a left
B ′-linear, right C-colinear isomorphism h :B ′ ⊗C → A. We consider the maps λ :C → A,
λ(c) = h(1 ⊗ c) and j = (IB ′ ⊗ εC) ◦ h−1 :A → B ′ Clearly λ is right C-colinear and j is
left B ′-linear. Take a ∈ A, and write h−1(a) =∑i bi ⊗ ci . Then
∑
i
bih(1 ⊗ ci(1)) ⊗ ci(2) =
∑
i
h(bi ⊗ ci(1)) ⊗ ci(2) = (h⊗ IC)ρ
(∑
i
bi ⊗ ci
)
= ρ
(
h
(∑
i
bi ⊗ ci
))
= ρ(a) = aψ ⊗ xψ.
Apply j ⊗ IC to both sides:
j (aψ) ⊗ xψ =
∑
i
bi(j ◦ h)(1 ⊗ ci(1)) ⊗ ci(1)
=
∑
bi(IB ⊗ εC)(1 ⊗ ci(1)) ⊗ ci(1) =
∑
bi ⊗ ci = h−1(a).
i i
230 S. Caenepeel et al. / Journal of Algebra 276 (2004) 210–235Now let q = (∗can)−1(j). We are done if we can show that λ is the convolution inverse
of q , by Proposition 4.3. The fact that λ is right C-colinear means
λ(c(1)) ⊗ c(2) = λ(c)ψ ⊗ xψ (23)
and we compute, for all c ∈ C,
(λ ∗ q)(c) = λ(c(1))q(c(2)) = λ(c)ψq
(
xψ
)= ∗can(q)(λ(c))= j(λ(c))
= ((IB ′ ⊗ εC) ◦ h−1 ◦ h)(1 ⊗ c) = εC(c)1A
as needed. For all a ∈ A, we have
∗can(q ∗ λ)(a) = aψ(q ∗ λ)
(
xψ
)= aψq((xψ)(1))λ((xψ)(2))
= aψψ ′q
(
xψ
′)
λ
(
xψ
)= ∗can(q)(aψ)λ(xψ)= j (aψ)λ(xψ)
= j (aψ)h
(
1 ⊗ xψ)= h(j (aψ) ⊗ xψ)= h(h−1(a))= a.
(5)
This proves that ∗can(q ∗ λ) = IA = ∗can(ηA ◦ εC), and q ∗ λ = ηA ◦ εC by the injectivity
of ∗can. Thus λ is the convolution inverse of q , as needed. 
5. Factorization structures and the CFM Morita context
Let (A,S,ρ) be a factorization structure, and consider the smash product R = A #ρ S.
We fix an algebra map χ :S → k. Then the map
X :R = A #ρ S → A, X(a # s) = χ(s)a
satisfies the conditions of Section 2 (with right replaced by left): X is left A-linear,
X(rX(s)) = X(rs), and X(1) = 1. We can therefore apply the results of Section 2. In
particular, we obtain that A is a left R-module
(a # s) ⇀ b = X((a # s)b)= X(abρ # sρ) = χ(sρ)abρ
and b ∈ B = AR if and only if χ(sρ)bρ = χ(s)b for all s ∈ S. Also ∑i ai # si ∈ Q
if and only if
∑
i aiρ # tρsi = χ(t)
∑
i ai # si , for all t ∈ S. We have a Morita context
(B,A # S,A,Q, τ,µ) with
µ :A⊗B Q → A # S, µ
(
a ⊗B
(∑
i
ai # si
))
=
∑
i
aai # si,
τ :Q⊗R A → B, τ
((∑
ai # si
)
⊗R a
)
=
∑
aiaρχ(siρ).i i
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H -module algebra, and ρ :H ⊗ A → A ⊗ H , ρ(h ⊗ a) = h(1) · b ⊗ h(2). We also take
χ = εH . The above formulas take the following form: (a#h) ⇀ b = a(h · b); b ∈ B if and
only if h · b = ε(h)b; ∑i ai # hi ∈ Q if and only if ∑i h(1) · ai # h(2)hi = ε(h)∑i ai # hi ,
for all h ∈ H .
In the particular situation where H is a finite dimensional Hopf algebra over a field k,
there exists another Morita context connecting B and A # H , due to Cohen, Fischman,
and Montgomery (see [11]). The construction can be generalized to the case where H is a
Frobenius Hopf algebra over a commutative ring k (see [10]). This Morita context can be
described as follows. Take a free generator t of the space of left integrals in H , and let λ be
the distinguished grouplike element in H ∗. Then we have that ht = ε(h)t and th = λ(h)t
for all h ∈ H ; λ is an algebra map, and A is a (B,A #H)-bimodule, the right A #H -action
is given by
a ↼ (b # h) = λ(h(2))S(h(1)) · (ab)
and we have a Morita context
(B,A # H,A,A, τ˜ , µ˜)
with
τ˜ :A⊗ρ A → B, τ˜ (a ⊗ρ b) = t · (ab),
µ˜ :A⊗B A → R, µ˜(a ⊗B b) = a(t(1) · b) # t(2).
We refer to [11] for the details. We will now show that this Morita context can be obtained
using Proposition 2.2 and Theorem 2.7.
If H is Frobenius, then there exists a left integral ϕ in H ∗ such that 〈ϕ, t〉 = 1. ϕ is
a free generator of the space of left integrals in H ∗, and (t(2) ⊗ S(t(1)), ϕ) is a Frobenius
system for H/k (see, for example, [7, Theorem 31]). This means that
ht(2) ⊗ S(t(1)) = t(2) ⊗ S(t(1))h and 〈ϕ, t(2)〉S(t(1)) = t(2)
〈
ϕ,S(t(1))
〉= 1 (24)
for all h ∈ H .
Proposition 5.1. Let H be a Frobenius Hopf algebra, let t and ϕ be as above, and take a
left H -module algebra A. Then A # H/A is Frobenius, with Frobenius system
(
e = (1 # t(2)) ⊗A
(
1 # S(t(1))
)
, ν¯ = IA#ϕ
)
.
Proof. For all a ∈ A and h ∈ H , we have
(
(1 # t(2)) ⊗A
(
1 # S(t(1))
))
(a # h) = (1 # t(3)) ⊗A
(
S(t(2)) · a # S(t(1))h
)
= ((t(3)S(t(2))) · a # t(4))⊗A (1 # S(t(1))h)
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(
1 # S(t(1))h
)
= (a # h)((1 # t(2)) ⊗A (1 # S(t(1)))).
It is obvious that ν¯ is left A-linear. It is also right A-linear since
ν¯
(
(1 # h)a
)= ν¯(h(1)a # h(2)) = 〈ϕ,h(2)〉h(1)a = 〈ϕ,h〉a.
Finally, using (24), we find that
ν¯(1 # t(2))
(
1 # S(t(1))
)= 1#S(〈ϕ, t(2)〉t(1))= 1 # S(〈ϕ, t〉1)= 1 # 1 and
(1 # t(2))ν¯
(
1 # S(t(1))
)= 1 # t(2)〈ϕ,S(t(1))〉= 1 # 1. 
Corollary 5.2. As in Proposition 5.1, let H be a Frobenius Hopf algebra, and A a left
H -module algebra. Then A and Q are isomorphic as (A,A#H)-bimodules and the Morita
contexts from Proposition 2.2 and [10,11] are isomorphic.
Proof. The fact that A and Q are isomorphic follows immediately from Theorem 2.7 and
Proposition 5.1. The connecting isomorphisms are α :A → Q, α(a) = t(1) · a # t(2), and
α−1 = IA #ϕ|Q. Let us check that the right A #H -action on A transported from the one on
Q coincides with the A # H -action from [11]:
a ⇀ (b # h) = ν¯(α(a)(b # h))= ν¯(((t(1) · a) # t(2))(b # h))
= ν¯((t(1) · a)(t(2) · b) # t(3)h)= 〈ϕ, t(2)h〉t(1) · (ab)
= 〈ϕ, t(2)h(3)〉
(
t(1)h(2)S(h(1))
) · (ab) = 〈ϕ, th(2)〉S(h(1)) · (ab)
= 〈λh(2)〉〈ϕ, t〉S(h(1)) · (ab)= 〈λh(2)〉S(h(1)) · (ab)
as needed. 
6. Cleft factorization structures
As in the beginning of Section 5, let (A,S,ρ) be a factorization structure, and χ :S → k
an algebra map. Recall that q =∑i ai # si ∈ Q if and only if
∑
i
aiρ # tρsi = χ(t)
∑
i
ai # si (25)
for all t ∈ S. Take q =∑i ai # si ∈ Q, and assume that q is invertible in Aop ⊗S, i.e., there
exists q¯ =∑j a¯j # s¯j ∈ A # S such that
∑
i,j
aia¯j # s¯j si =
∑
i,j
a¯jai # si s¯j = 1A # 1S. (26)
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q¯ =∑j a¯j # s¯j . Then the following assertions are equivalent:
(1) q ∈ Q;
(2) ∑i,j (aj )ρa¯i#s¯i tρsj = χ(t)1A # 1S , for all t ∈ S;
(3) ∑j χ(tρ)(a¯j )ρ # s¯j =∑j a¯j # s¯j t , for all t ∈ S.
In this situation, we call (A,S,ρ,χ) a cleft factorization structure.
Proof. (1) ⇒ (2). Using (25) and (26), we find, for all t ∈ S:
∑
i,j
(aj )ρ a¯i # s¯i tρsj = χ(t)
∑
i,j
aj a¯i # s¯i sj = χ(t)1A # 1S.
(2) ⇒ (3). For all t ∈ S, we compute
∑
j
χ(tρ)(a¯j )ρ # s¯j =
∑
j
χ(tρ)(a¯j )ρ1A # 1S s¯j
(2)=
∑
i,j,k
(a¯j )ρ(ak)r a¯i # s¯i tρr sks¯j
(8)=
∑
i,j,k
(a¯j ak)ρ a¯i # s¯i tρsk s¯j
(26)=
∑
i
(1A)ρa¯i # s¯i tρ1S
(7)=
∑
i
a¯i # s¯i t .
(3) ⇒ (1).
∑
i
(ai)ρ # tρsi =
∑
i,j,k
(ai)ρa¯j ak # sk s¯j tρsi
(3)=
∑
i,j,k
χ(tρr )(ai)ρ(a¯j )rak # sks¯j si
(8)=
∑
i,j,k
χ(tρ)(ai a¯j )ρak # sk s¯j si
(26)=
∑
k
ak # sk. 
Proposition 6.2. Assume that (A,S,ρ,χ) is cleft. Then we have an equivalence of cate-
gories
F : BM→ RM, F (N) = A ⊗B N, G : RM→ BM, G(M) = RM.
Consequently, the map can :A ⊗B A → Hom(S,A), can(a ⊗ a′)(s) = a′ρχ(sρ)a is
bijective.
Proof. We first prove that the functor F is fully faithful. This follows from Proposition 2.5
after we show that the map τ from the Morita context from Proposition 2.2 is surjective. It
suffices to show that there exists Λ ∈ Q with (IA ⊗ χ)(Λ) = 1 (Proposition 2.4).
Take q ∈ Q as in Proposition 6.1. Then
∑
χ(tρ)χ(s¯j )(a¯j )ρ =
∑
χ(t)χ(s¯j )a¯j ,j j
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∑
j χ(s¯j )a¯j ∈ B . Q is a left B-module, so Λ =
∑
i,j χ(s¯j )a¯jai # si ∈ Q,
and it follows from (26) that
(IA ⊗ χ)
(∑
i,j
χ(s¯j )ajai # si
)
=
∑
i,j
χ(s¯j )χ(si)a¯j ai = 1.
Now we show that G is fully faithful, or, equivalently, the counit of the adjunction
(F,G) is an isomorphism. Recall that, for M ∈ RM, ζM :A ⊗B RM → M is given by
ζM(a ⊗ m) = am. Take q ∈ Q as in Proposition 6.1, and m ∈ M . Then q ·m ∈ RM since
(1 # t)q ·m =
∑
i
(1 # t)(qi # si ) ·m =
(∑
i
(qi)ρ # tρsi
)
· m (25)= χ(t)q ·m.
Now let γM :M → A⊗B RM be defined by γM(m) =∑j a¯j ⊗B qs¯jm. For all m ∈ M , we
have, by (26), that ζM(γM(m)) =∑j a¯jqs¯jm = m. Finally, for all b ∈ A and m ∈ RM ,
γM
(
ζM(b ⊗B m)
)= γM(bm) =∑
j
a¯j ⊗B qs¯j bm =
∑
j
a¯j ⊗B X(qs¯j b)m
=
∑
j
a¯jX(qs¯j b)⊗B m =
∑
i,j
a¯j aiχ(si s¯j )b ⊗B m = b ⊗B m,
where we used the fact that X(qs¯jb) ∈ Im(τ ) ⊂ B . 
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