The uncertainty product of a function is a quantity that measures the trade-off between the space and the frequency localization of the function. Its boundedness from below is the content of various uncertainty principles. In the present paper, functions over the n-dimensional sphere are considered. A formula is derived that expresses the uncertainty product of a continuous function in terms of its Fourier coefficients. It is applied to a directional derivative of a zonal wavelet, and the behavior of the uncertainty product of this function is discussed.
Introduction
Similarly as in physics (the Heisenberg uncertainty principle), several uncertainty principles are valid in mathematics -for functions on distinct domains. They state that a function cannot be sharp simultaneously in the space and the momentum domain. This is expressed quantitatively by boundedness from below of an uncertainty constant, defined depending on the function domain. The present paper deals with functions over the n-dimensional sphere. An uncertainty principle for spherical functions was for the first time formulated and proved in [28] for signals (functions) over the two-dimensional sphere. An extension to higher dimensions appeared in [29] , though only for zonal (rotationinvariant) functions. The result from [12] is a generalization of the theorems from [28, 29] and it is now regarded as the canonical version of an uncertainty principle on the sphere. Further papers yield different proofs for this result resp. its weaker version
see [13] resp. [6] together with [5] . The term ∇ S n F 2 in equation (1) is equal to and it is often replaced by −∆ S n F, F . A slightly modified version of Theorem 1.1 is a special case of a general result for compact manifolds [31] . A different uncertainty principle for functions over the two-dimensional sphere can be obtained with operator approach [30] . A study of an uncertainty principle for signal on the unit sphere in the Clifford algebra setting is the content of the paper [7] . The left-hand-side of (1) divided by the module of • F (•), F (•) is called the uncertainty product (or constant) of the function F . In a series of publications [27, 26, 25] Noemí Laín Fernández computes the uncertainty products for certain families of functions and shows their optimality. For this purpose, she derives a series representation of the uncertainty product of a function in terms of its Fourier coefficients, in her doctoral thesis [26] for zonal functions over the twodimensional sphere (the result was later generalized by the author of the present paper to the case of n-dimensional spheres [21] ), and in [25] for functions over the n-dimensional sphere with the gravity center S n x |F (x)| 2 dσ(x) directed along the (n + 1) st axis. The latter result is sufficient for the purpose of finding of optimal functions with respect to the uncertainty product. However, if a function is given, an orthogonal transformation is required in order to shift the gravity center to the required direction. This orthogonal transform cannot be found unless the actual direction of the gravity center is known. The purpose of the present paper is to derive a series representation for the center of gravity of a fuction over S n , as well as for the so-called space and the momentum the variances. Further, the formulas are applied to the second directional derivative of the Poisson wavelet g 1 ρ . This function is an example of directional wavelets, introduced by Hayn and Holschneider in [15] and intended for analyzing of spherical signals with directional features. The result is compared to that obtained for the zonal Poisson wavelets [24] and discussed in view of the general result for zonal wavelets [22] . The paper is organized as follows. Section 2 contains basic information about functions over n-dimensional spheres. In Section 3 series representation of the gravity center, as well as the variances in the space and the momentum domains are derived. Finally, in Section 4 directional wavelets are briefly characterized and the formulas obtained previously are applied to a representative of this function family.
Preliminaries

Functions on the sphere
By S n we denote the n-dimensional unit sphere in n + 1-dimensional Euclidean space R n+1 with the rotation-invariant measure dσ normalized such that
The surface element dσ is explicitly given by
ordinates satisfying
. . .
x n = r sin ϑ 1 sin ϑ 2 . . . sin ϑ n−2 sin ϑ n−1 cos ϕ,
The L p (S n )-norm of a function is given by
such that F 2 2 = F, F . Gegenbauer polynomials C λ l of order λ ∈ R and degree l ∈ N 0 , are defined in terms of their generating function
A set of Gegenbauer polynomials C λ l l∈N0
builds a complete orthogonal system on [−1, 1] with weight (1 − t 2 ) λ−1/2 . Consequently, it is an orthogonal basis for zonal functions on the (2λ + 1)-dimensional sphere. Thus, the number
is used interchangeable with n. The following relations are valid for Gegenbauer polynomials:
cf. [14] , formulas 8.933.1-2 and 8.939.8. Let Q l denote a polynomial on R n+1 homogeneous of degree l, i.e., such that
for all a ∈ R and z ∈ R n+1 , and harmonic in R n+1 , i.e.,
harmonic of degree l. The set of hyperspherical harmonics of degree l restricted to S n is denoted by H l (S n ). Hyperspherical harmonics of distinct degrees are orthogonal to each other. The number of linearly independent hyperspherical harmonics of degree l is equal to
The hyperspherical harmonics are eigenfunctions of the operator ∆ * ,
where the spherical Laplace-Beltrami operator ∆ * is the tangential part of the Laplace operator,
In this paper, we will be working with the orthonormal basis for L 2 (S n ) = ∞ l=0 H l , consisting of hyperspherical harmonics given by
. . , k n−1 ) of integer numbers, and normalization constants
compare [32, Sec. IX.3.6, formulas (4) and (5)]. The set of non-increasing sequences k in N n−1 0 × Z with elements bounded by l will be denoted by M n (l). Any function F ∈ L 2 (S n ) has a unique representation as a mean-convergent series
where
for proof cf. [32] .
, are the Fourier coefficients of the function F .
The uncertainty product
Definition 3.1. Suppose, F ∈ C(S 2 ) is a nonzero function. The quantity
is called its center of gravity in the space domain. 
respectively. The quantity
is called the uncertainty product (or constant) of F .
With this notation, the uncertainty principle (1) can be expressed as
In the following, let F be given by its Fourier expansion,
Localization in the space domain
Substitute (9) into (7) to see that the center of gravity in the space domain of the function F is given by
for
The notation will be simplified to
Computation of I( k, m)
The components of I are products of the following single integrals:
More exactly,
for τ = 1, 2, . . . , n − 1 and
where the superscript ι is used instead of the set of variables (ι, k ι−1 , k ι , m ι−1 , m ι ) and the variables of I τ and C ϕ are omitted.
For C ϑ use (4) as well as the following two lemmas.
Proof. According to (2) , t · C λ l1 (t) can be expressed as
Thus, by (4),
Proof. According to (3), C λ l1 can be written as
and further, by (2),
The assertion follows by (4).
Summarizing,
The values of C ϑ for other sets of arguments are not needed in the computation of the space localization of a function. It is a consequence of Theorem 3.5. C ϕ can be obtained by a simple computation. They are given by
and
as well as
After this preparation we are able to prove the following theorem. 
If ν < n, then I ν = 0 and I ι = 0 for ι = ν. If ν = n, then I n = 0, I n+1 = 0, and I ι = 0 for ι < ν. Non-vanishing components of I are given by (12) or (13) together with (14) .
Proof. The structure of the components of I, given by (12), (13) and (14) is obtained directly from (11).
Case 1: Suppose I τ = 0 for τ < n.
Then, by (12), C ϕ,1 = 0. It follows from (15) that m n−1 = k n−1 .
Further, C ι ϑ,1 = 0 for ι = τ +1, τ +2, . . . , n−1. Using this fact, we shall show by induction that m ι = k ι for ι = n − 2, n − 3, . . . , τ . For ι = n − 1, n − 2, . . . , τ + 1 suppose, m ι = k ι (the assumption is satisfied for ι = n − 1 by the previous consideration). Then, in the integral representing C Finally, C ι ϑ,s = 0 for ι = 1, 2, . . . , τ − 1. Thus, by induction, m ι − k ι = ±1 for ι = τ − 2, τ − 3, . . . , 1. More exactly, suppose for ι = τ − 1, τ − 2, . . . , 2 that m ι − k ι = ±1 (this condition is satisfied for ι = τ − 1). In the case m ι − k ι = 1 it follows from (??) and Lemma 3.4 that
Consequently,
For m ι − k ι = −1 change the roles of k and m.
Summarizing, (18) is satisfied with ν = τ . Thus, I ι = 0 for ι = τ , ι < n.
(Otherwise, if I ι = 0, then (18) would be satisfied for ν = ι = τ .) Further, I n = I n+1 = 0 since C ϕ,c = C ϕ,s = 0 for m n−1 = k n−1 .
Case 2: Suppose, I n = 0 or I n+1 = 0.
Then, C ϕ,c = 0. Consequently, by (16) , m n−1 − k n−1 = ±1 and therefore C ϕ,1 = 0. This implies I ι = 0 for ι < n. It follows from C ϕ,s = 0 and m n−1 − k n−1 = ±1 by induction that m ι − k ι = ±1 for ι = n − 2, n − 3, . . . , 1.
Computation of ξ O (F ) and var S (F )
Definition 3.6. Let k = (k 0 , k 1 , . . . , k n−1 ) and m = (m 0 , m 1 , . . . , m n−1 ) be sequences in N n 0 ×Z such that (k 1 , k 2 , . . . , k n−1 ) ∈ M n−1 (k 0 ) and (m 1 , m 2 , . . . , m n−1 ) ∈ M n−1 (m 0 ). We call k and m ν-conjugate if they satisfy (18) for a constant ν ∈ {1, 2, . . . , n}.
In view of Theorem 3.5, the summation in (10) goes over ν-conjugate sequences k and m for ν = 1, 2, . . . , n. Theorem 3.7. Let F be a continuous functions over S n with F = 0. Then,
Components with distinct ν are orthogonal to each other. The values of the non-vanishing component(s) of I are given by (12) for ν < n and (13) together with (14) for ν = n.
By computation of the space the variance of F note that by (16) and (17),
Hence,
Further, for each ν symmetries in the values of I with respect to the sign of m ι − k ι can be exploited in order to simplify the calculation, see, e.g., Subsection 4.1.
Variance in the momentum domain
The the variance in the momentum domain can be calculated directly from the definition (8) using the eigenfunction property of the hyperspherical harmonics (5) and the orthonormality of Y k l .
Theorem 3.8. For F ∈ C(S n ),
Example: directional wavelets
The idea to construct a not rotation invariant spherical wavelet by a directional derivative of the Poisson kernel was described in [15] . In this case, 'directional derivative' means that the source of the field, or the defining position, is rotated around an axis that is perpendicular to the symmetry axis, and the derivative of this transform is computed. Functions constructed in that way are wavelets according to the definition given in [16] . This concept -generalized to the n-dimensional case -was also studied by the author of the present paper. I showed in [19] that directional derivatives of some zonal wavelets satisfy a slightly modified definition of wavelets derived from approximate identities (see [11, 10, 9, 1, 8, 3, 2] for the origins of this concept and [18] for a comprehensive survey). In [20] I proposed further relaxation on the constraints on wavelets derived from approximate identities and showed that directional derivatives of a wide class of functions are wavelets according to the new definition. In [19, Theorem 4 .3] a recipe is given how to compute the Fourier coefficients of directional derivatives of a zonal function. We shall apply it to the Poisson wavelet g 1 ρ over S n , n = 2λ+1 (see [4, 17, 23] for details on the Poisson wavelets).
Consider the second directional derivative of g 1 ρ ,
see [19, formula (20) l . Formula (6) yields
The norm of the considered function is given by
i.e.,
Similarly as in [24] (see the second formula on page 352) we shall introduce the following quantity
According to [24, formula (6) ], for µ ≥ 3 it behaves like
For values of µ less than 3, another asymptotic can be found in [24] . Here, we shall concentrate only on the one case. The squared norm of G given by (20) can be expressed as
. (23) Substituting (22) into (23) we obtain
Localization in the space domain
In order to find the gravity center of G, note that the only ν-conjugate sequences k, m with non-vanishing product G k k0 · G m m0 are those with
Consequently, by Theorem 3.5, the gravity center is directed along the x 1 -axis. (Note that by the structure theorem for directional derivatives of zonal functions [19, Theorem 4.3] , the non-vanishing Fourier coefficients F k k0 appearing in the series representation of such a directional derivative F satisfy either k 1 ∈ 2N or k 1 ∈ 2N + 1 and k ι = 0 for ι > 1. Therefore, the only ν-conjugate sequences k, m with non-vanishing product F k k0 · F m m0 are those with ν = 1, and the center of gravity of such a function is necessarily directed along the x 1 -axis.) Since the Fourier coefficients of G are real,
In this formula, the second and the fourth arguments of I, denoted by a number k 1 , are to be interpreted as sequences (k 1 , 0, 0, . . . , 0). Now,
Further,
Cϕ, 1(0) and
Cϕ,1(0)
Using the doubling formula for the gamma function [14, formula 8.335 .1],
one can simplify the terms C ϑ,1 ,
Thus, by the doubling formula for the gamma function (26),
In a similar way one obtains
Using notation (21),
l+1 vanish for l = 0 resp. l = 0 and l = 1 such that the range of summation in (25) can be extended to N 0 . Consequently, by (25) and (22) 
This, together with (24) yields
Localization in the momentum domain
Using formula (19) we obtain for the variance in the momentum domain of the function G the following expression
(A 0 l ) 2
= 2ρ
2 Σ 2 n (2λ + 1)(2λ + 3)
l + 2λ l l 4 (l + λ)(l + 2λ)(3l 2 − 4λ + 6λl) e −2ρl .
It can be written as 
The uncertainty product
The square root of the product of the variances in the space and the momentum domains yields the uncertainty product of G. For ρ → 0 it behaves like U (G) = (λ + 4)(2λ + 7)(6λ 2 + 13λ + 9) 6(λ + 3)(2λ + 5) − λ(9λ 2 + 5λ − 18) (λ + 2)(λ + 3) 2λ + 7 6(λ + 3)(λ + 4)(2λ + 5)(6λ 2 + 13λ + 9) · ρ + O(ρ 2 ).
Note that this quantity tends to a finite value for ρ → 0. In view of the discussion in [22, Section 4] this feature seems to be rare. Further, . The discussed ratio is monotonously decreasing for λ ≥ 2 (all of the roots of the derivative of its square are less than 1) and tends to 1 for λ tending to infinity.
