Abstract-We report on a beam-based experiment performed at the SPEAR3 storage ring of the Stanford Synchrotron Radiation Lightsource at the SLAC National Accelerator Laboratory, in which a model-independent extremum-seeking optimization algorithm was utilized to minimize betatron oscillations in the presence of a time-varying kicker magnetic field, by automatically tuning the pulsewidth, voltage, and delay of two other kicker magnets, and the current of two skew quadrupole magnets, simultaneously, in order to optimize injection kick matching. Adaptive tuning was performed on eight parameters simultaneously. The scheme was able to continuously maintain the match of a five-magnet lattice while the field strength of a kicker magnet was continuously varied at a rate much higher (±6% sinusoidal voltage change over 1.5 h) than typically experienced in operation. The ability to quickly tune or compensate for time variation of coupled components, as demonstrated here, is very important for the more general, more difficult problem of global accelerator tuning to quickly switch between various experimental setups.
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I. INTRODUCTION
P ARTICLE accelerators are large, complex systems, with nonlinear coupling between many components, and time varying, uncertain disturbances, including magnet power source fluctuations, thermal cycling, magnet and sensor position and alignment perturbations during maintenance, and hysteresis, to name a few. Accelerators are high precision machines, with high frequency (hundreds of megahertz to a few gigahertz) electromagnetic fields used for particle acceleration, whose electric field amplitude and phase rms errors must be controlled within ±0.01% and 0.01°, respectively [1] . Because of their complexity, following initial simulation/theory-based design, accelerators are continuously tuned by hand (can take up to 10 h), especially when switching between different experimental setups [2] .
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real-time tracking of many parameter time-varying nonlinear systems [3] - [6] . This ES algorithm is especially well suited for the many coupled parameter time-varying problems faced by accelerator tuning. And, in this proof of principle experiment, we demonstrate the first use of the ES approach for inhardware tuning of a time-varying magnetic lattice to optimize electron beam properties. This experiment is a first step toward the more general problem of quickly, optimally tuning an accelerator between different experiment setups and maintaining optimal accelerator performance, despite uncertain, time varying, machine components. The experiment described in this brief was performed on the SPEAR3 storage ring, a three-GeV third-generation light source at the SLAC National Accelerator Laboratory, which offers over 30 experimental stations, including crystallography, X-ray microscopy, X-ray scattering, and diffraction. SPEAR3 is a relatively modern and stable machine with good diagnostics, without much time variation. Because of its stability, SPEAR3 was an ideal testing ground for this algorithm, as we had the ability to quickly vary specific parameters with time and test the ES algorithm's ability to respond. Our focus was the injection system, which utilizes three kicker magnets (K 1 , K 2 , and K 3 ) to bump beam into and out of the ring, in order to replenish the electron beam. If the magnets are not perfectly matched, the beam performs oscillations about its design orbit, known as betatron oscillations, which can take thousands of orbits around the ring to damp down to an amplitude at which time the beam is useable again for experiments. As part of the injector system, there are also two skew quadrupole magnets (S 1 and S 2 ), which help to decrease the coupling between horizontal (x) and vertical (y) oscillations of the electron beam (see the following for a description of the coordinate system). In this brief, we demonstrate the ability of ES to minimize betatron oscillations, by purposely mismatching the injection kicker bump by continuously, quickly varying the magnetic field strength of the third kicker, K 3 (t), changing its power source voltage (and thereby its magnetic field strength) ±6% via a sinusoidal trajectory over 1.5 h. The ES feedback was able to continuously retune the four other magnets, maintaining minimal betatron oscillations, without knowledge of the voltage of the third kicker K 3 (t), based only on the measured variance of the electron beam's betatron oscillations over 256 turns.
This demonstration is significant because of the following.
1) Unlike other accelerator tuning methods (mentioned in the following), ES approach can handle time-varying systems. 2) Adaptive magnet tuning in particle accelerators is dangerous, and high energy beams can damage and radioactively activate machine components. Therefore, it is particularly important to demonstrate any adaptive scheme's robustness, especially to measurement noise and an ability to handle time-varying components, as demonstrated in this experiment.
II. BETATRON OSCILLATIONS
The dynamics of a charged particle are governed by the Lorentz force equation
where e is the electron charge, v is the particle velocity,
is the Lorentz factor, c is the speed of light, E is the electric field, and B is the magnetic field. Throughout a particle, accelerator sources of E and B include electromagnetic accelerating fields, the motion and proximity of other charged particles, and various magnets used for steering and focusing of the charged particle beams. While electric fields are designed to accelerate bunches of particles around and accelerator, magnetic fields are used to guide the particles along a desired trajectory and to keep them from flying apart. In this brief, we will assume that particles are correctly accelerated and maintained near their desired kinetic energies and focus on magnetic fields. In particular, we are concerned with betatron oscillation, a form of bounded oscillatory motion about a design trajectory, which is common to all particle accelerators [1] , [8] - [12] . Betatron oscillations are a general phenomenon that occurs in all particle accelerators and is of particular importance in circular machines. Betatron motion is described through a set of coupled differential equations, which govern the transverse motion of charges and equations, which are derived from (1) by considering the magnetic fields that are present in typical accelerators. For a particle traveling at exactly the designed beam energy, p = p 0 , the equations of motion take on the form of the well-known Hill's equation
where z = x or y, (x, y) are transverse particle locations relative to the accelerator axis (see Fig. 1 ), s is a parametrization of particle location along the length of the accelerator, and
is a periodic function, which depends on magnetic field strengths, with L being the length of one round trip around a circular accelerator. Equation (2) can be interpreted as a simple harmonic oscillator with position-dependent spring constant K z (s), and has a solution of the form
where β(s) is the periodic solution of the system of equations
Referred to as betatron oscillations, the solutions of (3) are oscillations with varying amplitude and frequency, which are the periodic functions of s [8] .
In general, betatron motion is more complicated, governed by the equations of the form
For example, in a simple, idealized system, while quadrupole magnets are used to focus the beam transversally, trying to maintain a tight bunch along the accelerator axis, dipole magnets with only a y-component are used to keep the particles moving in a circular orbit in the (x, s) plane. With only linear magnetic field components from quadrupole and dipole magnets, (6) and (7) may take on the form
where K 1 (s) is a periodic function proportional to quadrupole field strength, p = (E 2 /c 2 − m 2 c 2 ) 1/2 is the total kinetic momentum, p 0 is the designed kinetic momentum, and ρ is the local radius of curvature [8] .
In practice, many nonlinear and higher order terms exist, which lead to nonlinear functions F x and F y and other coupling terms in (6) and (7) . Sources of nonlinearity and coupling include misaligned magnets, magnetic field errors, solenoid fields, nonlinear magnetic field components, higher order terms in transverse components of the vector potential, which are necessary to satisfy Maxwell's equations, and skew components of magnetic field gradients, all of which may be time-dependent due to the fluctuation of magnet power sources or diurnal thermal variations. All nonideal, physically built magnets introduce nonlinear field components, which can be summed up as [11] 
Furthermore, some nonlinear magnets are introduced into the accelerator lattice on purpose. One particular example is sextuple magnets, which are placed in regions of high dispersion to cancel chromatic effects (particles with different momentums experience different forces from the same magnetic fields and, therefore, their trajectories diverge) and introduce nonlinear coupling terms of the form (x 2 − y 2 ) and (1 − )x y, where
Another example of coupling occurs when considering a region of an accelerator, where a horizontal dipole and skew quadrupole magnetic fields are overlapped. In this case, we present the transfer matrix formalism, in which all magnets are treated as thin lens approximations and the differential equations-based dynamics of particle-magnet interactions are replaced with input-output matrix equations of the form
where P x/y are the x-and y-components of momentum and δ is proportional to the deviation of particle energy from the design energy [11] , [13] . For the case of the dipole-skew quadrupole, the transfer matrix, M, in (11) 
To illustrate the complex coupling that takes place between various components of particle motion, we write out the details of some of the nonzero, nondiagonal terms
where k is proportional to magnet strength. Complex, coupled betatron motion is a reality in any accelerator, due to the nature of magnetic focusing. Magnetic lattices are carefully designed for a specific form of minimal betatron oscillations. However, there are certain regions of accelerators in which large transverse particle motion is required, which, if done incorrectly can result in excessive betatron oscillations, which must then naturally decay to a manageable amplitude before the beam is useful for experiments. One such particular section is a group of pulsed kicker magnets, which are periodically used to horizontally (x-direction) kick the particle beam out and then inject back into the machine. From the above-mentioned discussion, any such motion clearly couples into vertical (y-direction) motion as well, which is compensated for by skew quadrupole magnets. During such injection kicks, the imperfect match of parameters (voltage, pulsewidth, and so on) of any of the magnets involved results in the extremely large betatron oscillations of the particle beam first in the x-direction, which then couples into the y-direction, as can be seen in the not tuned trajectory of Fig. 7 . In this brief, we utilized ES for continuous retuning of the eight-parameter system shown in Fig. 2 , in which the delay, pulsewidth, and voltage of two injection kickers, K 1 and K 2 , as well as the current of two skew quadrupoles S 1 and S 2 , were tuned in order to optimize the injection kicker bump match, minimizing betatron oscillations.
III. TUNING AND OPTIMIZATION METHODS
For the problem of tuning many coupled components whose effect on particle beam quality can be modeled, or for systems which are time invariant, there exist a large family of optimization schemes, such as genetic algorithms (GAs), which take place off-line, during the design stage [14] or online for fixed machine parameters by doing very large parameter space searches. GAs and multiobjective GAs (MOGA) have been very successful for the design and optimization of radio frequency cavities [15] , photoinjectors [16] , damping rings [17] , storage ring dynamics [18] , lattice design [19] , neutrino factory design [20] , simultaneous optimization of beam emittance and dynamic aperture [21] , free electron laser linac drivers [22] , and various other accelerator physics applications [23] . Furthermore, multiobjective particle swarm optimization, an extension of MOGA, has recently been demonstrated for emittance reduction, with convergence rates exceeding those of MOGA approaches [24] . GAs are able to search over a large parameter space and result in global optimization, however, model-based results are optimal only relative to a known model. In most cases, once the machine is actually built, further tweaking is required due to imperfect models and finite precision of construction. Recently, the GA method has been demonstrated online, on an actual accelerator rather than based on a model, successfully minimizing the vertical beam size of the SPEAR3 storage ring [25] . Another optimization method is Robust conjugate direction search (RCDS), a local (may be trapped in local minima) model-independent algorithm, which is able to optimize many parameter noisy systems, which have been utilized for optimization by kicker bump matching [26] , [27] . RCDS and particle swarm have also been used for online optimization of nonlinear storage ring dynamics [28] .
Although SPEAR3 is a very well behaved machine, which can be optimized with any of the methods mentioned earlier, and once at steady state, the operation would not require the kind of fast retuning that was performed in this brief, the goal of this brief was to demonstrate the ES algorithm's ability to handle quickly time-varying systems, based only on scalar measurements, rather than a detailed knowledge of the system dynamics. If any of the methods mentioned earlier were used, they would have to be repeated every time components significantly changed and it is highly unlikely that they would converge or be well behaved during unmodeled, fast timevariation of components. ES is a model-independent approach for the optimization of dynamic systems [29] - [32] and has been used in diverse applications with unknown/uncertain systems, such as steering vehicles toward a source in GPS-denied environments [33] , active flow control [34] , [35] , PID tuning [36] , control of a tunable thermoacoustic cooler [37] , wind energy [38] , a novel ES method for controlling Tokamak plasmas without using external dithers [39] , velocity profile regulation in magnetically confined plasmas [40] , optimizing engine fuel consumption [41] , electromechanical valve actuation [43] , and enhancing mixing in magnetohydrodynamic channel flows [44] . Recent developments include its application for control of uncertain nonlinear systems [45] , a nongradient approach to global ES [46] , a multivariable Newton-based ES scheme for the power optimization of photovoltaic microconverters [47] , Newton-based stochastic ES [48] , a time-varying ES control approach for discrete-time systems [49] , constrained ES [50] , gradient seeking [51] , and recently a novel proportional integral-type ES approach [52] . A broad review of developments of ES is summarized in [53] .
The ES algorithm utilized in this brief is a recently developed general approach for the stabilization of noisy, uncertain, open-loop unstable, time-varying systems [3] , [5] . This method has been implemented in simulation to automatically tune large systems of magnets and RF set points to optimize beam parameters [4] , and it has been utilized in hardware at the proton linear accelerator at the Los Alamos Neutron Science Center to automatically tune two RF buncher cavities to maximize the RF system's beam acceptance, based only on a noisy measurement of beam current [54] , and it has been utilized at the Facility for Advanced Accelerator Experimental Tests, to nondestructively predict electron bunch properties via a coupling of simulation and machine data [6] .
The ES feedback scheme is designed for dynamic systems with many coupled parameters
with the goal of minimizing an analytically unknown, timevarying, user-defined "cost function," C(p, t), whose minimization corresponds to the optimization of certain system properties (such as a beam loss monitor). The parameter adaptation takes place based on a possibly noise-corrupted measurement of this function
All of the parameters are initialized with physics-based estimates of their optimal settings, p i (1) . The discrete, iterative feedback parameter update law is then implemented as (14) so that each new parameter setting is based only on the previous parameter setting and the previous, possibly noisecorrupted, cost function measurement
The iterative scheme (14) is based on dynamic feedback (16) by utilizing the finite-difference approximation
Therefore, for large ω i and small , the iterative update law (14) results in average parameter dynamics of the form dp(t) dt
which is a gradient descent toward a minimizing value of C(p(t), t), which does not require analytic knowledge of the function C, and does not perform any kind of finite-difference gradient estimation, which is especially problematic in noisy environments [56] . Several important features of this feedback scheme are as follows. 1) On average, the gradient descent, (18) , takes place relative to the actual, unknown function C(p(t), t), despite being based only on its noise-corrupted measurement [56] . 2) Despite operating on a noisy measurement of an analytically unknown function,Ĉ, this feedback has the robust (safe) feature of having analytically known bounds on parameter variation and update rates, because the unknown function enters the parameter dynamics as the argument of a known, bounded function, with the change in parameter at any step n,
Enforcing bounds on parameters is easily accomplished by checking that each parameter is within prescribed bounds and forcing it to remain within bounds if it tries to diverge by applying the simple digital logic
A. Choosing the Parameters k, α, ω i , and
The parameter k > 0 acts as feedback gain, with the velocity of the on-average gradient descent (18) being proportional to k. If gradient ascent is desirable (maximization instead of minimization), k > 0 may simply be replaced with k < 0.
The parameter α > 0 also acts as a feedback gain, as it shows up in (18) , but more importantly, as feedback takes place, the size of the dither of each parameter is proportional to √ α, as shown in (14) and (16) . Therefore, increasing α may help one to escape local minima by introducing larger perturbations of parameter values. Once α and k are chosen, the dithering frequencies, ω i , must be chosen to be distinct (19) so that the perturbing functions are orthogonal in the frequency domain. Orthogonality in the frequency domain means that the products of the functions uniformly converge to zero in the L 2 norm on compact sets of the form [0, T ], as ω is increased to infinity The cos(·) functions in (14) and (16) may be replaced by sin(·) functions or any orthogonal functions, including triangle or square waves or mixtures of sines and cosines [56] . The analytical result giving the average system (18) is based on an assumption that ω is chosen large enough so that it dominates any other time-varying components of the system. Therefore, in practice, the first α and k are chosen and then ω is increased until the desired performance is achieved. The term must be chosen small enough relative to ω i , so that the finite-difference approximation (17) is reasonable and the various dithering frequencies are distinguishable. For example, a typical value of may be = (2π/(20 max{ω i })).
B. Intuitive Explanation of Convergence
Consider a two-parameter systeṁ
where C(x, y, t) is an analytically unknown, available for measurement function which we hope to minimize, v is the constant speed of motion
and θ(t) is the direction in which the system is pointing
When k = 0, the system dynamics arė
which can be integrated, resulting in rapid circular motion of radius (α/ω) 1/2 . However, for k > 0, as the system begins to move, the rate of change of the pointing direction, θ(t), evolves according to (dθ/dt) = ω + k(dC/dt). Therefore, when the system is heading in a direction such that the value of C is decreasing, then k(∂C/∂t) < 0, and the rotation rate is decreased, so the system spends more time pointing toward the minimum. When the system is heading in a direction such that the value of C is increasing, then k(∂C/∂t) > 0 and the rotation rate is increased, so the system quickly turns away from the directions of increasing C. On average, the system spends more time approaching the minimum and quickly turns away from the maximum, resulting in a gradient descent of the unknown function C. At steady state, once a minimum of C has been reached, the system parameters will continue to oscillate with magnitude of oscillation ∼ (α/ω) 1/2 , which will typically be a very small displacement for large ω. However, in some cases, it may be beneficial to turn OFF or decrease the oscillations once optimization is achieved. The simplest ways to do this are as follows.
1) For a time-invariant system, set α = 0 after convergence.
2) For a time-varying system, create a dead band.
3) Multiply α by some function of C, which naturally decays with C. See [55] for ES controllers, which turn themselves OFF as equilibrium is approached.
C. Implementation at SPEAR3
At SPEAR3, we simultaneously tuned eight parameters: 1) p 1 = K 1 delay; 2) p 2 = K 1 pulsewidth; 3) p 3 = K 1 voltage; 4) p 4 = K 2 delay; 5) p 5 = K 2 pulsewidth; 6) p 6 = K 2 voltage; 7) p 7 = S 1 current; and 8) p 8 = S 2 current. The parameters are shown in Figs. 2 and 3 . While controlling the voltage for the kicker magnets K 1 and K 2 , and the current for the skew quadrupole magnets S 1 and S 2 , in each case, a change in the setting resulted in a change in magnetic field strength. The cost used for tuning was a combination of the horizontal, σ x , and vertical, σ y , variances of beam position monitor readings over 256 turns, and the minimization of which resulted in decreased betatron oscillations (27) where the factor of 3 was added to increase the weight of the vertical oscillations, which require tighter control, since the vertical beam size is much smaller and, therefore, users are more sensitive to vertical oscillations. The cost itself came from beam position monitor (BPM) measurements at a fixed location in the SPEAR3 ring. Each revolution, when the beam traversed the BPM location, the centroid x and y positions of the beam were recorded, as shown in Figs. 2 and 4 , for a few thousand turns of the beam. These data were received by our computer and the variances σ x and σ y were calculated, as in (27) . The data were received utilizing the experimental physics and industrial control system architecture network, over which all machine data and component set points are transmitted [57] .
IV. EXPERIMENTAL RESULTS

A. Tuning of a Time-Invariant System
We started by demonstrating the ability to tune the eightparameter system without adding artificial time-varying perturbations. The ES scheme was implemented by setting parameter values, kicking an electron beam out and back into the ring, and recording BPM data for a few thousand turns. Based on this data, the cost was calculated as in (27) , based on a measurement of the horizontal and vertical variances of BPM readings. The magnet settings were then adjusted, according to (14) , the beam was kicked again, and a new cost was calculated. This process was repeated and the cost was iteratively, continuously minimized.
Minimization of the cost resulted in better matched magnet settings and smaller residual betatron oscillations. The results are shown in Fig. 5 , where ES is turned ON at step 75 and the cost is quickly minimized within ∼150 steps of the algorithm, after which the parameters continued to oscillate about their steady-state values. In order to prevent persistent parameter oscillation, a dead zone based on desired performance may easily be implemented, so that the feedback turns ON only when if system drifts out of some predetermined bounds. . Initially, the cost quickly settles to a minimum value. Once the magnetic field strength of the third kicker magnet, K 3 , begins to vary, the adaptive scheme retunes all parameters in real time to maintain a low cost and, therefore, low oscillations. The cost has visible bumps at those places, where the rate of change of K 3 is the highest. Such bumps can be further reduced by increasing the controller gains k, α, and perturbing frequency ω.
B. Tuning of a Time-Varying System
In the second experiment, to demonstrate the scheme's ability to compensate for an uncertain, time-varying perturbation of the system, we purposely varied the voltage (and, therefore, resulting magnetic field strength) of the third kicker magnet, K 3 (t). The kicker voltage was varied sinusoidally over a range of ±6% over the course of 1.5 h, which is a very dramatic and fast change relative to actual machine parameter drift rates and magnitudes.
The left-hand side of Fig. 6 shows the influence that varying the magnetic field strength, K 3 (t), has on the variance of the vertical and horizontal BPM readings as the kicker settings, and therefore, from the point of view of the beam, the injection lattice is repeatedly brought in and out of match. The righthand side of Fig. 6 shows the result when the feedback ES scheme is activated. Despite a quickly time varying K 3 (t), the ES is able to continuously retune the other kicker and lattice parameters to maintain a good match. Fig. 7 shows a typical BPM reading without and with ES tuning, during variation of K 3 (t), over 500 turns. As the ES maintains a better match between magnets, despite time varying K 3 (t), the oscillations are clearly initially smaller and, therefore, decay within fewer turns. Fig. 8 shows the evolution of all parameters, cost, and K 3 (t) over 1.5 h. Finally, Fig. 9 shows the cost, which is a function of betatron oscillation, versus magnet setting K 3 (t), with and without ES feedback. For large magnetic field deviations, the improvement is roughly a factor of 2.5.
V. CONCLUSION AND FUTURE WORK
We have demonstrated in hardware, a very simple, robust, model-independent feedback scheme for the tuning of many coupled parameters for the optimization of an uncertain, timevarying systems via betatron oscillation minimization in a time-varying magnetic lattice. We believe that this scheme can be useful for any complex, noisy, time-varying system, which typically requires operator-based retuning by hand or for systems for which accurate, real-time analytic models do not exist or are prohibitively computationally expensive.
