A method is presented for computing maximum likelihood, or Gaussian, estimators of the structural parameters in a continuous time system of higherorder stochastic differential equations. It is argued that it is computationally efficient in the standard case of exact observations made at equally spaced intervals. Furthermore it can be applied in situations where the observations are at unequally spaced intervals, some observations are missing and/or the endogenous variables are subject to measurement error. The method is based on a state space representation and the use of the Kalman-Bucy filter. It is shown how the Kalman-Bucy filter can be modified to deal with flows as well as stocks.
INTRODUCTION
A good deal of attention has been paid to the estimation of continuous time models in econometrics; see, for example, Wymer [14] , Robinson [12] and the various papers in the book edited by Bergstrom [1] . In a more recent contribution, Bergstrom [2] presents a method for carrying out maximum likelihood (ML), or Gaussian, estimation of a closed higher-order system in the time domain. This article presents an alternative approach to ML estimation of such models which is more general and more attractive computationally.
The model contains N variables contained in a vector y(t). These variables are assumed to be generated by a pth-order stochastic differential equation of the form DPy(t) = A1DDP y(t) + + AP 1Dy(t) + Apy(t) + ;(t),
This paper was written when the authors were, respectively, visiting professor and doctoral candidate in the Department of Economics, University of California, Berkeley. We would like to thank Richard Jones and Rex Bergstrom for their comments on a preliminary draft, though we remain responsible for errors. .01 (6) Application of the Kalman-Bucy filter then offers the possibility of constructing the likelihood function via the prediction error decomposition. This approach has been adopted by Jones [8, 9] . However, Jones does not consider the problem of estimating unknown initial conditions in a nonstationary model, and his analysis does not cover flow variables. Both of these problems are of considerable importance in econometrics. The attractions of a state space approach in the present context can be summarized as follows:
1. As already noted, the repeated construction and inversion of the NT x NT matrix, V is avoided. 2. The method can be extended very easily to handle situations where the data are measured at unequally spaced intervals. 3. It is not necessary to have observations on all the variables at any particular measurement point, i.e., there may be missing observations. 4. The model can be extended to allow for measurement error. 5. The estimation of nonstationary models and models with exogenous variables, (i.e., open systms) can be carried out by an appropriate treatment of the initial conditions.
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In order to allow for the possibility of unequally spaced observations, the points at which observations are made will be indexed by T. Thus the Tth set of observations will be regarded as arising at time tT z = 1, . . ., T, while the time interval between the Tth and (T -l)th observations will be denoted by r= trt-1 Missing observations can be handled by defining the Z matrix in the measurement equation (6) in such a way that the rows corresponding to missing observations are deleted. Note that with a flow variable, an alternative situation can arise in which the value of a missing observation is included in a future observation. This is known as temporal aggregation in a discrete model. While this problem can be handled in a continuous time model, to do so would complicate the exposition and so it will not be covered explicitly.
Measurement error has not usually been incorporated into continuous time models in econometrics. However, it can be allowed for by adding a disturbance term to the measurement equation. Whether it is worth introducing this additional source of error into the econometric model in practice is debatable, but it is certainly worth including it in the formulae presented below for the sake of generality. 
ESTIMATION FROM A SAMPLE OF OBSERVATIONS AT DISCRETE POINTS IN TIME
where q(t) is a multivariate continuous white noise process, defined by q(t) = G`-'R(t), which has mean zero and covariance matrix 
Evaluation of the Likelihood Function for Stationary Models
The process generated by ( whr a1 assumes that the derivatives in cx*(tl) are fixed and equal to zero. An alternative approach would be to treat these unknown derivatives as additional parameters to be estimated nonlinearly along with those in V. This approach can also be used when some of the observations in y(tl) are missing, and if all the unobserved elements in y(tl) are fixed it yields the exact ML estimator of f.
Neither of the preceding methods is entirely satisfactory. The first because it introduces an approximation into the likelihood function and the second because it increases the uncertainty associated with the numerical optimization procedure. However, the second procedure can be modified by observing that the unknown parameters in oc*(tj) are linear in the observations, and hence can be concentrated out of the likelihood function. This makes it considerably more attractive.
An algorithm enabling unknown elements in an initial state vector to be concentrated out of the likelihood function was first given by Rosenberg 
where dT is a multivariate white noise disturbance term with mean zero and covariance matrix H, and the subscripts on Z, and H, indicate the possibility of missing observations. As before, 5 can vary with T, but the subscript 
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Thus, on letting k -soo, the updating equations for ax become (30a) and (30b) with 
and evaluating the integrals gives (31).
MIXTURES OF STOCKS AND FLOWS
In many models, y(t) will consist of both stocks and flows. In order to develop the appropriate formulas for this case it will be assumed that there will normally be regarded as coming from nonstationarity in the elements of x(t), it will usually be reasonable to constrain the roots of A to have negative real parts.
The difficulty in applying ML to an open system, even a first-order one, is that the exogenous variables will not normally be analytic functions of time. Hence c. cannot be evaluated exactly. However, various approximations can be made to cT and if the elements of x(t) are reasonably smooth, the ML estimators will tend to have satisfactory properties; see, for example, References 1 (Chs. 4, 7, and 8), 11 , and 14. 
ASYMPTOTIC PROPERTIES OF ESTIMATOR
Expression (52) can be used in the numerical optimization procedure, as can (51), although the complexity of the recursions suggests that this may not be worthwhile in practice. Nevertheless, (51) can be expected to yield a more acceptable asymptotic covariance matrix than an estimate based on numerical derivatives.
