disagreement on a fair price for the instruments. In turn, this translates into higher volatility and a larger bid-ask spread. 4 The absence of a universally accepted pricing model for weather derivatives is the result of the absence of an agreed approach to deriving the expected value of the weather-related spot price at maturity. For temperature-based contracts, the spot price level is represented by the monthlyaccumulated Heating Degree Day (AccHDD) or the monthly-accumulated Cooling Degree Day (AccCDD) Index. However, the value of the AccHDD or AccCDD Index reverts to zero at the beginning of each month. Thus, in contrast to other financial indices, the compounded value of the spot price at the time a contract is purchased does not represent the expected value of the spot price at maturity. Hence, in pricing AccHDD or AccCDD derivative contracts, the ability to accurately derive the expected value of a particular month's AccHDD or AccCDD Index is crucial.
Temperature forecasting models are used to provide interval forecasts of temperature based on simulation and, as a consequence, expected values of the abovementioned temperature-based weather indices.
This study examines six different forecasting models of temperature embedded in the valuation for weather derivatives proposed by prior studies. It is important to recognise that the temperature forecasting models examined in this study do not represent those that are used by the meteorological bureau around the world. Rather, this study limits its analysis to the temperature forecasting models that serve as the underlying model for valuing weather derivatives contracts. By examining six different forecasting models of temperature proposed by prior studies, this paper provides a number of insights. First, during the model estimation (in-sample) period, most models exhibit a tendency to under-forecast the AccHDD and AccCDD indices, as well as the average daily temperature. Second, resorting to Monte Carlo simulations over the forecasting horizon (the out-ofsample period), consistently results in over-forecasting of the AccHDD Index and under-forecasting of the AccCDD Index. On the other hand, the AutoRegressive Moving Average (ARMA) time series modelling approach consistently under-forecasts the AccHDD Index and over-forecasts the AccCDD Index. Third, of the two approaches, time series models provide a better fit for in-sample periods than do Monte Carlo simulations. Fourth, the forecasting error was generally higher for the CDD months than for the HDD months, signifying greater difficulty in forecasting the CDD than the HDD. This is consistent with Roustant, Laurent, Bay and Carraro (2001) , who document a higher price uncertainty for CDD months than for HDD months. A fifth insight is that the accuracy of the proposed forecasting models decreases for forecasts beyond a 30-day, one month-ahead period.
Although controlling for long-term trend in temperature does not markedly improve forecast accuracy, seasonality is documented as a factor influencing forecast quality. Additionally, the best forecasting model varies between months and cities. Also, by comparing the expected prices derived from interval forecasts with the corresponding market prices of AccHDD and AccCDD futures contracts traded on the Chicago Mercantile Exchange (CME), we demonstrate that the expected prices are closer to the settlement levels of the AccHDD contracts than are the corresponding market prices. However, this finding does not hold when expected prices of the settlement level of AccCDD contracts are compared to market prices. Potentially, these findings could result from different levels of risk premiums incorporated by the market participants for the AccHDD and AccCDD contracts. Additionally, as previously mentioned, it is understood that the forecasting models examined in this study are primarily constructed to serve as the underlying models for pricing weather option and, therefore, might not represent the best model for forecasting the settlement level of futures contracts.
This article is outlined as follows. Section I defines the institutional details of the weather derivatives traded on the CME, while Section II provides an overview of prior literature. Section III sets out the methodology employed and Section IV reports the documented results. Section V concludes by discussing directions for future research.
I. Institutional Details
Prior to the introduction in 1997 of weather contracts on the Chicago Mercantile Exchange (CME), all such derivatives were traded on the Over-The-Counter (OTC) market. The CME introduced both futures and options contracts on temperature-based derivatives for ten major cities in the U.S:
namely, Atlanta, Chicago, Cincinnati, Dallas, Des Moines, Las Vegas, New York, Philadelphia, Portland and Tucson. Table 1 (Panel A) below reports the CME code for all 10 cities.
<INSERT TABLE 1 ABOUT HERE>
Generally, the value of temperature-based derivatives is derived from the monthly-accumulated HDD (AccHDD) and CDD (AccCDD) Indices. The temperature-based contracts have been noted
by Moreno (2000) as the most widely traded weather contracts. A degree day is a measure of the disparity between a day's average temperature and a specified threshold. The daily average temperature, T t , is defined to be the arithmetic average between the daily's maximum, T max,t and minimum, T min,t temperature recorded between 12:01 A.M. and 12:00 P.M. midnight.
Daily HDD and CDD measures the coldness and warmness, respectively, of the daily temperature compared to a threshold level, G:
The standard value for G is 65 o F or 18 o C. Alaton, Djehiche and Stillberger (2002) point out that the choice of 65 o F as the industry standard for the threshold level is due to the belief that, for every degree above and below this threshold level, increasing amounts of energy are required for cooling and heating, respectively.
For the most part, HDD and CDD contracts are written on the accumulation of HDD (X HDD,t ), or CDD (X CDD,t ) over a defined period which is typically a calendar month.
The summation limits, u and v, denote the start and the end of the accumulation period, respectively. Similar to other futures contracts, the monthly-accumulated HDD or monthlyaccumulated-accumulated CDD index futures are legally binding agreements to purchase or sell the value of the HDD or CDD index for a specified price and date. Consistent with other traded derivative contracts, the CME Clearing House performs the service of novation. In order to protect itself against assumed risk, the CME Clearing House imposes daily marking-to-market. The full value of the contract is not transferred but rather, a final marking-to-market on the expiry date is based on the level of the cumulative value of the HDD or CDD Index, accumulated over the months of the contract. This method is known as cash settlement. 
II. Literature Review
In pricing temperature-based weather derivatives, the ability to determine an interval forecast of daily average temperature is fundamental in deriving the expected value of the spot price at maturity. This can be understood by examining the supply and demand sides of the weather derivatives market.
As pointed out by Campbell and Diebold (2001) The key question concerning the supply side of this market is how to price weather derivatives. As previously noted, with a non-tradable underlying physical measure (temperature),
and an illiquid market in written AccHDD and AccCDD contracts, it is not possible to construct a portfolio of traded assets that replicates the payoff for monthly-accumulated HDD and CDD. By not being able to use a Black-Scholes approach, Davis (2001) notes that pricing is facilitated on an "expected discounted value" basis whereby the underlying (temperature) is used to forecast accumulated weather noise. This is discounted at the risk-free rate. To justify the use of the risk-free rate, Cao and Wei (2003) demonstrate numerically that the market price of risk associated with temperature or, by extension with AccHDD and AccCDD, is insignificant in most cases. The exceptional cases for which it gains importance will be for high levels of risk aversion and random behaviour of the aggregate dividend process. This is unlikely to be the case for a risk-neutral firm with an aggregate dividend process that usually exhibits mean reversion. Further, for the case of a firm, Campbell and Diebold (2001) point out that the generally reliable method of pricing these options by combining temperature forecasts with a utility function to estimate the demand curve for the derivative, reverts to simply using the forecasts. Dropping the utility function corresponds to the assumption of firm risk-neutrality, with a reliance now on the forecasts to estimate the demand function using the joint distribution of future temperature and revenues. The final estimate of the settlement price is the dollar value of the estimate of the AccHDD or the AccCDD, based on the conditional forecast made on the purchase date of the contract and compounded at the risk-free rate until the settlement date.
Prior researchers have confronted the challenge of developing a forecasting model which can be integrated into the options pricing framework while, at the same time, providing accurate estimates and forecasts. These models can be categorised into two distinct groups. The first group relies on the standard Stochastic Brownian Motion framework similar to the approach proposed by Hull and White (1990) . Studies from this group include those of Dischel (1998a Dischel ( , 1998b Dischel ( , 1999 ) that were later improved on by Alaton, Djhiche and Stillberger (2002) . The second group which encompasses the work of Cao and Wei (2003) and Campbell and Diebold (2000) , focus on the use of time series analysis. 6 The study by Dischel (1998b) 
T is defined as temperature and t as time. θ is a measure of the average daily historical measure of temperature over time, while τ and σ represent the distribution of T and ∆T, respectively.
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∆T signifies the one period change of T. Using the technique of finite differencing, equation (6) is reduced to a one-parameter discrete analogue that is given by equation (7) below.
is an estimate of the projected temperature for period n+1, while ∆T n,n+1 represents the variation in temperature between period n and n+1. The parameter δ is restricted to be less than or equal to one, as is the sum of α and β. The parameter, θ n , is the value to which the simulated temperature reverts to in the absence of randomness. The value of θ n is calculated for each date through the averaging of all temperatures on the same day from historical data using the following equation (8) :
where N is the number of years of observations, and n the specific date which takes a value between 1 and 365. Dornier and Queruel (2000) argued that direct adaptation of the Hull and White model, as utilized by Dischel (1998a Dischel ( , 1998b , is undesirable because the mean value of simulated temperature from the Hull and White model deviates from the historical mean. Further, they demonstrated the need to include the term dθ t in the adapted model given by equation (9) below:
Later studies improved on Dischel's (1998b) model by incorporating Dornier and Queruel's (2000) suggestion, as well as mean-reversion and seasonality effects. In the study by Alaton, Djhiche and
Stillberger (2002), the seasonality effect was modelled by a linear oscillation model which follows a sine function. However, the use of sinusoids to control for the seasonality effect was discouraged by
Moreno (2000) who argued that the regularity of the sinusoids prevented an adequate fit of the asymmetric evolution of temperature in summer relative to winter. Furthermore, Moreno (2000) demonstrated that the distribution of the noise is not homogenous throughout time. This induces a bias in the out-of-sample forecasts despite a satisfactory goodness of fit. 9 This aspect is controlled for in the Alaton, Djhiche and Stillberger's (2002) model by relaxing the constant variance assumption via the use of month-specific variances.
As an alternative method of temperature forecasting, Cao and Wei (2003) proposed the use of a time series approach which results in an ARMA model with periodic variance. Their model incorporated the sine wave function to model the seasonality effect. The criticism put forward by Moreno (2000) regarding the regularity of sinusoids, still persists with their time-series forecasting model. Additionally, the historical average is adjusted for long-term trend to accommodate global warming effects as well as abnormally cold or warm years. Despite its ability to accommodate most of the required features of temperatures, Cao and Wei (2003) argued against the use of a diffusion process, especially a mean-reverting process. They pointed out that a one-factor diffusion process is unable to incorporate autocorrelations in temperature innovations beyond a lag of one period.
Recently, Campbell and Diebold (2001) proposed an extension to the conventional ARMA model utilized by Cao and Wei (2003) . Their model also incorporated both long-term trend and seasonality. Seasonality is controlled for by utilising Fourier transforms. Additionally, the autoregressive lag structure is based on both the Akaike Information Criteria (AIC) and Schwarz Information Criteria (SIC). Their documented results, based on both these approaches, were consistent.
III. Data
The data set utilized in this study covers the period from 1 st January, 1979, to 31 th December, 2002, covering contracts for all ten cities listed on the Chicago Mercantile Exchange (CME). The data set consists of the daily minimum, maximum and average temperature, as well as the daily and monthly-accumulated HDD and CDD indices.
10 Table 2 compares the descriptive statistics of the daily average temperature, monthlyaccumulated HDD and monthly-accumulated CDD for all ten cities that comprised the sample.
Consistent with Dischel (1998b) and Cao and Wei (2003) , the evidence presented in Table 2 indicates disparities in the average temperature experienced by different cities in the United States.
<INSERT TABLE 2 ABOUT HERE> Figure 1 graphs the average daily temperature for the three year period between 1 st January, 1984, and 31 st December, 1986, for Atlanta and Chicago. Consistent with prior studies, the daily average temperature is seasonal and appears to follow a sine-wave pattern. For clarity of presentation, the graphical analysis in Figure 1 focuses on Atlanta (ATL), while analysis on Chicago (ORD) is presented solely for the purpose of comparison. After observing this randomly selected set of 3-year periods for each city, it is apparent that the daily average temperature exhibits a full seasonal cycle of one calendar year. This seasonal behaviour is consistent throughout the full observation period from 1979 to 2002.
<INSERT FIGURE 1 ABOUT HERE>
IV. Methodology
Six different approaches to temperature forecasting are examined in this article. The first three approaches utilize Monte Carlo simulations, while the last three incorporate models established under an autoregressive moving average (ARMA) process. For each of the models that rely on an ARMA process, 5000 forecast realisations were simulated using an error distribution extracted from the historical data. 11 The forecasts reported for these models are represented by the expected values of the 5000 forecast realisations generated for each time period over the forecast horizon. The six models are defined below.
• Model 1 represents a naïve temperature forecasting model which relies on the distribution of the historical average temperature. Simulations of 5000 iterations each are generated for each city and for each month. A list of the resultant distributions is reported in Panel A of Table 3 .
• Model 2 follows the methodology proposed by Dischel (1998b) as outlined by equation (6) to (8) in Section II. Parameter estimates are reported in Panel B of Table 3 .
• Model 3 reports the forecasted temperature based on Alaton et. al (2002) and outlined by equation (A.1) to (A.5) in the Appendix. The parameter estimates are reported in Panel C of Table 3 .
<INSERT 
The parameter estimates are reported in Panel D of Table 3 .
• Model 5 follows the approach of Cao and Wei (2003) . Derivations of the model are reported in equation (A.6) to (A.10) in the Appendix. The parameter estimates are reported in Panel E of Table 3 .
• Model 6 relies on Campbell and Diebold's (2001) methodology as described by equations (A.11) to (A.14) in the Appendix. 12 Parameter estimates for this model are found in Table 4 .
In order to compare the models outlined above, both in-sample and out-of-sample tests are performed. Recall that the in-sample period is the estimation period, while the out-of-sample period covers the forecasting horizon. A five-year period covering the period between 1st January, 1998, and 31st December, 2002, is reserved for out-of-sample testing as this period covers the time from commencement of trading on the CME. Temperature data between the period of 1979 and 1998 is utilized to estimate the parameters of the models that generate the forecasts for the out-of-sample period. 13 The parameter estimates reported in Tables 3 are based on analysis within the in-sample period.
Weather derivatives are predominantly written in terms of the monthly-accumulated sum of the daily HDDs and CDDs and can be written and traded months prior to the settlement date.
Therefore, market-makers and other participants are required to forecast in advance estimates of both the AccHDD and AccCDD indices. To address this issue, the forecast accuracy of the forecasted indices was tracked over the out-of-sample period. Unless specified, the forecasted indices for the out-of-sample period were generated using a dynamic forecasting approach for up to one year or 365 days-ahead. For this approach, the forecast for the t+1 period was generated using the in-sample information included at period t. The forecasts for t+2 and subsequent time periods over the forecasting horizon, however, are generated conditional on all information up to and including period t, as well as forecasted values extending from period t+1.
To examine forecast accuracy, forecasting error is computed as:
where FE t,i is the forecast error from model i at time t, and is given by the deviations between the actual and the forecasted values. Obviously, examination of the forecast accuracy is not limited to the daily average temperature, but is also extended to the monthly-accumulated HDD and CDD.
Analysis on the monthly-accumulated HDD covers the months of January, February, March, April, October, November and December, while the analysis on the monthly-accumulated CDD covers the months of April, May, June, July, August, September and October. As outlined in Panel B of Table   1 , these months are the months for which these contracts are traded.
Three measures of forecasting error are utilized in this study, namely, RE (Relative Error), Theil U-statistics and UAPE (Unbiased Absolute Percentage Error).
The use of Relative Error (RE) is limited to the examination of a model's propensity to over-and Chatfield (1988) , Armstrong and Collopy (1992) , Fildes (1992) ]. Makridakis (1993) proposed the use of the UAPE measure as an unbiased measurement with respect to the scale of the error.
V. Results
Recall that Model 1 is a naïve temperature forecasting model while Model 2 is based on the methodology proposed by Dischel (1998b) . <INSERT TABLE 4 ABOUT HERE> Table 4 reports the descriptive statistics of actual and forecasted values for both in-sample and out-of-sample periods of the daily average temperature and the monthly-accumulated HDD (AccHDD) and CDD (AccCDD) indices for all models. For each model, we report the summary statistics aggregated over all ten cities for which weather derivatives are listed on the CME.
<INSERT TABLE 5 ABOUT HERE>
After examination of the means of the in-sample Relative Error (RE), averaged over all ten cities and reported in Table 5 , we concluded that all models (with the exception of Model 6 ) significantly under-forecast the AccHDD and AccCDD indices, as well as the daily average temperature. Model 6 was found to over-forecast the AccHDD Index, but not the AccCDD Index and the daily average temperature. and Model 5 were found to under-forecast that index, while the remainder over-forecast. Again, the mean RE corresponding to Model 4 and Model 5 is statistically significant, which is in contrast to that of the other models.
<INSERT FIGURE For the in-sample period specifically, Figure 2 demonstrates that models that rely on an ARMA process had lower UAPE's for the AccHDD Index than the daily average temperature, while the UAPE's for models that rely on Monte Carlo simulation had higher values. Additionally, Figure 2 also demonstrates that models that rely on an ARMA process had lower UAPE's for both indices and the daily average temperature than those based on Monte Carlo simulation.
For the out-of-sample period as depicted in Figure 3 , all models were characterized by a higher UAPE for the forecasted AccHDD and AccCDD indices than for the forecasted daily average temperature. However, the relatively better goodness-of-fit of the ARMA-type models when compared to the others in the in-sample period, was reduced markedly out-of-sample. This is consistent with Moreno (2000) , who states that the heterogeneity of the noise distribution induces a bias in the out-of-sample forecasts while providing an adequate goodness-of-fit for the in-sample period.
After comparing the in-sample UAPE's of the AccHDD and AccCDD indices for Model 1 with those from Model 2 in Figure 2 , it was clear that the forecasting error for each index generated from Model 2 is higher than that of Model 1 . Additionally, relative to Model 1 , the estimation error from fitting Model 2 to the daily average temperature was only marginally improved. A consistent finding to that above was observed from Figure 3 for the out-of-sample period. We concluded that, after controlling for long-term trend as proposed by Dischel (1998b), forecast accuracy was not significantly improved. Controlling for seasonality however, generated some improvement in the quality of the forecast for the AccCDD Index. This was evident when comparing the UAPE's for Figure 4 and 5 were higher for the transition months, namely April and October. This finding is to be anticipated. Due to the method of calculating both the daily HDD and CDD by truncating the temperature at 65 o F, the error distribution of the daily HDD and CDD will no longer be white noise. Hence, the greater the likelihood of the temperature crossing the threshold level, the greater will be the error generated by the forecast. This explains the higher UAPE documented for the transition months, where the average daily temperature is most likely to be close to the threshold level. Models that rely on the ARMA process exhibited a better in-sample fit relative to those that rely on the Monte Carlo simulation.
<INSERT FIGURE 6 ABOUT HERE> <INSERT FIGURE 7 ABOUT HERE> Figure 6 and 7 illustrate the UAPE of all six models partitioned by month for the out-ofsample period. While the results reported in Figure 6 and 7 still exhibited relatively higher forecasting error during the transition months, the evidence was less pronounced when compared to the in-sample period. Additionally, while models that relied on an ARMA process consistently exhibited an improved goodness-of-fit for the in-sample period relative to those that relied on Monte Carlo simulation, the results from the out-of-sample period were mixed. The results illustrated in Figure 6 and 7 demonstrated that the best forecasting model varied across months.
<INSERT TABLE 6 ABOUT HERE> Table 6 reports the best forecasting model for each U.S. city. For each city, the best model was defined to be the one that generated the lowest UAPE. Importantly, the preferred forecasting model varied between cities. Further, the best model (based on the UAPE) for the in-sample months is not consistent with that for the out-of-sample months. This could be driven by the disparity in temperature behaviour between cities, as previously documented by Cao and Wei (2003) and Campbell and Diebold (2001) and reported in Table 2 The results demonstrated that the one month-ahead forecasts for all models provided improved forecasting ability relative to those forecasts over the longer time horizon. As illustrated in Figures 9 and 10 , the one month-ahead forecasts for the AccCDD Index and the daily average temperature resulted in better quality forecasts than those three months-ahead.
These results were less pronounced for the AccHDD Index depicted in Figure 8 .
Up to this point, comparative analyses have been performed relative to the naïve model, Model 1, using the settlement level as the benchmark. In order to fairly evaluate and compare the forecasting models, it is important to compare the estimated price generated by each model against the market price of the contract. Based on this analysis, the results would provide an insight into the ability of models to forecast the settlement level relative to that of the market. In order to perform the analysis, 212 CDD futures contracts and 158 HDD futures contracts traded on CME between 1 st January, 1998, and 31 st December, 2002, were extracted from Reuters. 14 For each contract, we obtained information on the type of the contract, the date the contract was traded, the settlement date of the contract and the price of the contract. Temperature data up to and including the date the contract was traded was used to forecast the price of the contract. The RMSE of each of the forecasts relative to the settlement level was computed. Similarly, the RMSE of the traded price relative to the settlement level was also computed. The comparison was performed using the Theil U-Statistic illustrated in equation (13), with the RMSE of the traded price utilized as the denominator. This approach compared the accuracy of the forecasting models relative to the traded price. A Theil value below 1 signified that the price generated using the forecasting models was more accurate relative to those traded on the market. Conversely, a Theil value above 1 inferred that the price generated by the models was less accurate than those traded on the market.
<INSERT FIGURE 11 ABOUT HERE> <INSERT FIGURE 12 ABOUT HERE>
The out-of-sample results illustrated in Figure 11 demonstrated that all six models were able to provide a more accurate forecast of the true value of the AccHDD contract relative to the market.
With the exception of perhaps the November contracts, the forecasted settlement levels generated by all six models were more accurate than those inferred by the market. However, the results from the AccCDD contracts given in Figure 12 show that market price was a more accurate representation of the settlement level.
<INSERT FIGURE 13 ABOUT HERE> <INSERT FIGURE 14 ABOUT HERE> Similar results are documented in Figures 13 and 14 where the analysis was performed on city-by-city basis. From Figure 13 , with the exception of contracts that are traded for Dallas and New York, all six forecasting models examined in this study were able to provide significantly better forecasts of the AccHDD Index. On the other hand, from Figure 14 we observed that for the AccCDD Index, the forecasts generated by the models were generally less accurate when compared to the traded price. This finding confirmed that the models examined in this study, while able to adequately forecast the AccHDD Index, generated a forecast of relatively poor quality when utilized to estimate the AccCDD Index. This could have resulted from the use of the risk-free rate as a discount rate when, in fact, a non-zero risk premium existed in this market.
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VI. Conclusions
After examining six different temperature forecasting models, no one model was able to constantly outperform the others. Relative to models that relied on Monte Carlo simulations, relying on an ARMA process produced a better goodness-of-fit for the in-sample estimates. However, the superiority of these forecasts was not reflected in the out-of-sample period. For the in-sample period, all models with the exception of Model 6 , the model proposed by Campbell and Diebold (2001) , exhibited a tendency to under-forecast all three underlying variables. For the out-of-sample period, models that relied on Monte Carlo simulations were more likely to over-forecast the AccHDD Index and under-forecast the AccCDD Index. For the models that relied on an ARMA process, the conventional model (Model 4 ) and the Cao and Wei (2003) model (Model 5 ) both under-forecasted the AccHDD. Conversely, Model 6 over-forecasted the AccHDD. The exact opposite result held for the AccCDD Index. Both types of models, however, exhibited a tendency to underforecast the daily average temperature.
The accuracy of forecasts, certainly beyond 30 days (one month), is unreliable. Controlling for seasonality tends to increase forecast quality but controlling for long-term trend did not significantly improve forecast accuracy. It also appeared more difficult to forecast the AccCDD Index than the AccHDD Index. The most appropriate forecasting model varied between cities and months as well as across the estimation and forecasting samples. The forecasting models examined in this study were able to provide a more accurate forecast of the price of the AccHDD futures contracts than the actual traded price. However, relative to the market, these models performed poorly when utilized to price the AccCDD futures contracts.
This study is limited to examining the temperature forecasting models that have been proposed by prior studies as the underlying models for valuing weather derivatives contracts. It is important to reiterate that the temperature forecasting models examined in this study are not directly comparable to models utilized by meteorological bureaus around the world for their temperature forecasts. Therefore, the results and conclusions derived in this study need to be interpreted with cautious.
Appendix.
This section details the steps undertaken in order to generate the forecasts analysed in this study.
For the naïve model, Model 1 , temperature is estimated by simulating from a temperature distribution obtained from historical data. That is, the distribution of temperature for each month is estimated using the temperature data up to 31 st December 1997. This distribution is then utilized to simulate the temperature for the year 1998. Similarly, temperature data up to 31 st December 1998 is used to simulate the temperature for the year 1999 and so on.
The second model, Model 2 , replicates the method of Dischel (1998b). Following Dischel (1998b), equation (7) is estimated and the best estimates are obtained using trial and error. For each city, we run equation (7) using different combinations of α, β and δ, where all three parameters take the value between 0 and 1. Consistent with Dischel (1998b), we restricted α and β, so that the sum of the two parameters is equal to 1. The model is estimated by taking the value of α = 0.1, β = 0.9 and δ = 0.1. The model is then re-estimated by taking α = 0.2, β = 0.8 and δ = 0.1. All combinations of α, β and δ are estimated and the one with the lowest forecasting error is used as the specified model.
The third model, Model 3 , is introduced by Alaton et. al (2002) , which extends Dischel's (1998b) temperature-forecasting model. Alaton et. al (2002) proposed the use of the OrnsteinUhlenbeck process to model the average temperature in order to obtain a process that reverts to the mean as proposed by Dornier and Queruel (2000) . In order to estimate Model 3 , the following regression was run: Then, the following process is estimated:
where .5) ϕ is included in order to control for annual minimum and maximum mean temperatures that do not occur at January 1 and July 1 respectively. a represents the speed of mean reversion, while µ, which represents a specific month, is included in order to control for month specific volatility. Applying the temperature forecasting model above on the option-pricing model leads Alaton et. al (2002) to conclude that the proposed model exhibits a greater degree of desirability relative to a straight Monte Carlo simulation.
Model 4 is estimated by using a direct ARMA (Autoregressive Moving Average) approach.
Following Cao and Wei (2003) , an ARMA (3,3) model is specified. Model 5 represents an alternative approach to temperature forecasting. It relies on the use of an ARMA (Autoregressive Moving Average) model as proposed by Cao and Wei (2003) . Their rationale for this approach is based on the inability of a one-factor diffusion process to incorporate autocorrelation into temperature innovations for lags beyond one. The de-meaned and de-trended residual of the daily temperature, U t , is given by the difference between the actual temperature, Y ,t , and the de-meaned and de-trended historical daily average temperature, t Y : 2,…,22 and t = 1,2,…,365. (A.10) Model 6 represents a similar approach that was suggested by Campbell and Diebold (2001) .
A Fourier transform is used to control for seasonality in temperature. The choice of number of lags to be included into the model is selected based on the AIC (Akaike Information Criteria) and SIC (Schwarz Information Criteria). 
The forecasts generated based on the models that rely on an ARMA process, namely, Model 4 , Model 5 and Model 6 , represent the expected value of the 5,000 forecast paths created. For each model, the error distribution of the in-sample period is estimated. We then create 5,000
forecast paths using errors that are simulated based on the obtained distribution. $100 times the respective CME HDD/CDD index Minimum tick size: 1.00 HDD/CDD index point = $100
Contract Month:
Oct, Nov, Dec, Jan, Feb, Mar and Apr for HDD. Apr, May, Jun, Jul, Aug, Sep and Oct for CDD.
Termination day:
9:00 am (Chicago time) on the first exchange business day that is at least two calendar days after the contract month Final settlement day:
The first exchange business day that is at least two calendar days after the contract month Final settlement price:
The exchange will settle the contract to the respective CME HDD/CDD Index of the contract month as calculated by EarthSat Trading hours:
24 hour access to Globex electronic-trading system 
