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Empirical Likelihood in Missing Data Problems
Jing QIN, Biao ZHANG, and Denis H. Y. LEUNG
Missing data is a ubiquitous problem in medical and social sciences. It is well known that inferences based only on the complete data may
not only lose efficiency, but may also lead to biased results if the data is not missing completely at random (MCAR). The inverse-probability
weighting method proposed by Horvitz and Thompson (1952) is a popular alternative when the data is not MCAR. The Horvitz–Thompson
method, however, is sensitive to the inverse weights and may suffer from loss of efficiency. In this paper, we propose a unified empirical
likelihood approach to missing data problems and explore the use of empirical likelihood to effectively combine unbiased estimating
equations when the number of estimating equations is greater than the number of unknown parameters. One important feature of this
approach is the separation of the complete data unbiased estimating equations from the incomplete data unbiased estimating equations. The
proposed method can achieve semiparametric efficiency if the probability of missingness is correctly specified. Simulation results show that
the proposed method has better finite sample performance than its competitors. Supplemental materials for this paper, including proofs of
the main theoretical results and the R code used for the NHANES example, are available online on the journal website.
KEY WORDS: Empirical likelihood; Estimating functions; Missing data; Surrogate end point.
1. INTRODUCTION
Missing data is a problem commonly found in medical sci-
ences, social sciences, and many other disciplines. In the past
decade, there has been a great deal of interest in statistical meth-
ods for studying missing data problems, including missing re-
sponse, missing covariate, or both. Past works have focused
mainly on three different missing data mechanisms: missing
completely at random (MCAR), where missingness does not
depend on any observed or missing quantities; missing at ran-
dom (MAR), where missingness depends only on the observed
quantities; nonignorable missing, where missingness depends
on the unobserved quantities—this mechanism is the most dif-
ficult to handle. For a review on missing data problems, we refer
the readers to Little and Rubin (2002).
One commonly used method in missing data analysis is to re-
move those observations with incomplete data and then perform
a regression-based or likelihood based analysis with the remain-
ing, complete, data. However, this method may introduce bias if
the data is not MCAR. Horvitz and Thompson’s (1952) inverse-
probability weighting method is another very popular method.
Their method assigns a weight to each complete observation by
the inverse probability of it being completely observed. Even
though the Horvitz–Thompson (HT) method is unbiased under
MAR, it may not be stable due to the use of inverse probabil-
ities, when the probabilities are very small. Furthermore, the
HT method may also suffer from efficiency loss because the in-
complete data are discarded. Thus, the question arises as how
to incorporate the incomplete data into the data analysis, a chal-
lenging task that we will explore in detail in this paper using the
method of empirical likelihood.
The empirical likelihood method for constructing confi-
dence regions in nonparametric settings was introduced by
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Owen (1988, 1990). It has sampling properties similar to the
bootstrap, but instead of resampling, it works by profiling a
multinomial likelihood supported on the sample. The standard
empirical likelihood method for the mean can be briefly de-
scribed as follows. Let t1, . . . , tn be independent and identically
distributed observations from an r-dimensional distribution F
having mean μ. By discretizing F at each of the observed
data points (even if the underlying distribution F is continu-
ous) with pi = dF(ti) for i = 1, . . . ,n, Owen (1990) defined
the empirical likelihood as L(F) = ∏ni=1 pi and showed that−2 log R(μ) → χ2r in distribution as n → ∞, where R(μ) =
supp1,...,pn{
∏n
i=1 npi|pi ≥ 0,
∑n
i=1 pi = 1,
∑n
i=1 pi(ti − μ) = 0}
is the profile empirical likelihood ratio function. This result al-
lows construction of confidence regions for μ that enjoy the
desirable properties of range preserving and transformation
respecting. In the context of linking the empirical likelihood
method and unbiased estimating equations, where the number
of estimating equations may be greater than the number of pa-
rameters, Qin and Lawless (1994) showed that the empirical
likelihood method provides an effective way of combining un-
biased estimating equations and that the maximum empirical
likelihood estimation achieves the semiparametric information
lower bound, and is thus asymptotically efficient. For a com-
prehensive review of the empirical likelihood method we refer
the readers to Hall and La Scala (1990) and Owen (2001).
Recently, there has been considerable interest in the sta-
tistical literature on analysis of missing data using the em-
pirical likelihood method; see, for example, Wang and Rao
(2002a, 2002b), Liang, Wang, and Carroll (2007), and Stute,
Xue, and Zhu (2007), among others. These approaches impute
the missing data by a kernel regression function of the ob-
served data and then use empirical likelihood to constructing
confidence intervals from the observed and the imputed data.
Zhou and Liang (2005) used empirical likelihood for right cen-
sored data problems. Wu (2003) used a calibration-type em-
pirical likelihood method for estimating population totals and
other related quantities used in survey sampling, whereas Qin
and Zhang (2007) considered a calibration-type empirical like-
lihood method in the context of the estimation of a response
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mean. Zhu et al. (2008) studied the robustness property of em-
pirical likelihood. Chen, Leung, and Qin (2003) used a two-
sample empirical likelihood method to combine the complete
and incomplete observations, but their method only works un-
der MCAR.
In this paper, we use a different empirical likelihood ap-
proach than those in the literature. We consider three missing
data problems. In each problem, we explore the use of empiri-
cal likelihood to effectively combine unbiased estimating equa-
tions when the number of estimating equations is greater than
the number of unknown parameters. One important feature of
this approach is the separation of the complete data unbiased
estimating equations from the incomplete data unbiased esti-
mating equations. The proposed method can achieve semipara-
metric efficiency if the underlying missing data mechanism is
correctly specified.
The rest of this paper is organized as follows. In Section 2, we
discuss three missing data problems. In all three cases, we con-
struct a system of unbiased estimating equations, where there
are more estimating equations than the number of unknown pa-
rameters. The general methodology of empirical likelihood can
be used to optimally combine these unbiased estimating equa-
tions. In Section 3, we establish asymptotic results for the co-
variate missing data problem. Simulation results are given in
Section 4. The method is applied to a real dataset in Section 5.
Proofs of the main theoretical results and the R program used
to analyze the example in Section 5 are placed under Supple-
mental Materials on the journal website.
2. UNBIASED ESTIMATING EQUATIONS IN THREE
MISSING DATA PROBLEMS
2.1 Covariates Missing at Random in Regression Model
Wang et al. (1997) considered a HT-type estimator when
the missingness probability function is estimated by a kernel
method. Lipsitz, Ibrahim, and Zhao (1999) proposed a class of
weighted estimating equations that is almost identical to the
class of maximum-likelihood based estimating equations. For
more on missing-covariate data problems we refer readers to
Ibrahim et al. (2005).
Let Y be a response variable and (X,Z) be a vector of random
covariates. Consider modeling the joint distribution of Y and
(X,Z), as discussed in Little and Schluchter (1985), Ibrahim
(1990), Ibrahim and Lipsitz (1996), Lipsitz and Ibrahim (1996),
and Ibrahim et al. (2005). Assume that Y and (X,Z) are related
by a regression model
Y = μ(X,Z,β) + ,
where μ(X,Z,β) is a possibly nonlinear link function indexed
by an unknown p×1 vector parameter β and  is a random error
that satisfies E(|X,Z) = 0 so that E(Y|X,Z) = μ(X,Z,β).
Suppose a sample of n observations is collected where
(Y,X,Z) are completely observed on a subset of the sample
but only (Y,X) are observed on the remaining sample. Let D
be an indicator variable, which equals 1 if Z is observed and 0
if Z is missing. The missing data mechanism associated with
the missingness of Z is characterized by the conditional distri-
bution of D given (Y,X,Z), which is assumed to satisfy
P(D = 1|Y,X,Z) = P(D = 1|Y,X) = w(Y,X,η), (2.1)
where w is a specified probability distribution function for given
η, a q × 1 unknown vector parameter. Under (2.1), the data is
MAR.
Let (yi,xi, zi,di) be a generic symbol for an observation on
(Y,X,Z,D). We are interested in estimating the regression pa-
rameter β . Let U(Y,X,Z,β) be a set of unbiased estimating
functions for β , that is, E[U(Y,X,Z,β)] = 0. In the absence
of missing data, so that di = 1, i = 1, . . . ,n, we may estimate
β by solving
∑n
i=1 U(yi,xi, zi,β) = 0. A common choice for
U(Y,X,Z,β) is a(X,Z,β){Y − μ(X,Z,β)} where a(X,Z,β)
is a vector of known functions of (X,Z), up to the unknown
parameter β .
When data is MAR, the commonly used HT estimator βˆHT
of β is the solution to
n∑
i=1
g1(di, yi,xi, zi,β, ηˆ) ≡
n∑
i=1
diU(yi,xi, zi,β)
w(yi,xi, ηˆ)
= 0, (2.2)
where ηˆ is a consistent estimate of η based on the data
{(di, yi,xi), i = 1, . . . ,n} under the missing probability model
w(Y,X,η).
By augmenting the HT estimating equations in (2.2), Robins,
Rotnitzky, and Zhao (1994) proposed estimating β using βˆRRZ,
which is obtained by solving
n∑
i=1
{
diU(yi,xi, zi,β)
w(yi,xi, ηˆ)
− di − w(yi,xi, ηˆ)
w(yi,xi, ηˆ)
h(yi,xi,β,γ )
}
= 0, (2.3)
where h is a p×1 vector of known functions of (Y,X), up to the
unknown parameter β and another unknown (vector) parameter
γ . The optimal choice for h is given by E{U(Y,X,Z,β)|Y,X}.
Since this optimal function is unknown, it needs to be esti-
mated using the observed data. One possible approach is to
fit a flexible regression model for h(Y,X,β,γ ) by regressing
U(Y,X,Z,β) on (Y,X) using the data with complete informa-
tion on (Y,X,Z). By noting the fact that the observations with
missing Z only depend on Y and X, it follows that
E{U(Y,X,Z,β)|Y,X} = E{U(Y,X,Z,β)|Y,X,D}.
Therefore, the complete case analysis does in fact yield a
consistent estimate of β if the optimal h function is cor-
rectly specified. In theory, it is possible to proceed as if h
were known completely. By observing the fact that E[{D −
w(Y,X,η)}h(Y,X,β,γ )|Y,X] = 0, it can be shown that even
if h is misspecified, the resulting estimate of β will still be con-
sistent, albeit inefficient. Write
g1(D,Y,X,Z,β,η) = D × U(Y,X,Z,β)
w(Y,X,η)
,
(2.4)
g2(D,Y,X,β,η,γ ) = D − w(Y,X,η)
w(Y,X,η)
h(Y,X,β,γ ).
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Since E{g1(D,Y,X,Z,β,η)} = 0 and E{g2(D,Y,X,β,η,
γ )} = 0, we can also estimate β based on the following sys-
tem of estimating equations:
n∑
i=1
g1(di, yi,xi, zi,β, ηˆ) = 0,
(2.5)
n∑
i=1
g2(di, yi,xi,β, ηˆ,γ ) = 0.
Since E[g2(D,Y,X,β,η,γ )] = 0 for any choice of h(Y,X,β,
γ ), therefore, g2 is not sensitive to the underlying parameter
β and by itself, g2 cannot be used to estimate β . However, g2
can be used for improving upon the HT estimating function, g1,
as follows. Since the number of estimating functions in (2.5) is
2p, which is greater than the dimension, p, of β , the question
arises as how to combine the two sets of estimating functions
in (2.5). In (2.5), g1 and g1 − g2 yield, respectively, the system
of estimating equations in (2.2) and (2.3), but other linear com-
binations are also possible. The empirical likelihood method of
Owen (1988, 1990) and Qin and Lawless (1994) provides an
effective method for combining estimating equations when the
number of estimating equations is greater than the number of
parameters.
2.2 Surrogate Response
Surrogate response data arise frequently in medical and so-
cial science research. Utilizing surrogate response to improve
estimation efficiency is a challenging statistical problem. For
reviews of statistical methods for clinical studies in the pres-
ence of surrogate response, see, for example, Leung (2001),
Burzykowski, Molenberghs, and Buyse (2005) and references
therein.
Let Y be a response variable, X be a covariate vector, and
S be a surrogate for Y . Suppose S and X can always be ob-
served, but Y may be missing in some of the observations. Let
D = 1 if Y is observed and D = 0 if Y is missing. We as-
sume a parametric model f (Y|X,β) for the conditional den-
sity of Y given X, where β is an unknown p × 1 vector para-
meter. Furthermore, we assume P(D = 1|Y,S,X) = w(S,X,η),
where w is a known function and η is a q × 1 vector of un-
known parameters. If Y is continuous, a practical example is
when S = I(Y < c), for a known constant c. In this case, the
missingness probability of Y depends on the value of S. Based
on the data {(di, si,xi), i = 1, . . . ,n}, the parameter η can be
estimated using the binomial log-likelihood
B(η) =
n∑
i=1
di log w(si,xi,η) + (1 − di) log{1 − w(si,xi,η)}.
Moreover, based on all the observed data, the full likelihood can
be written as
L =
n∏
i=1
{w(si,xi,η)f (yi, si,xi)}di
× {(1 − w(si,xi,η))f (si,xi)}1−di . (2.6)
The conditional density of S given X can be written as
f (S|X) =
∫
f (Y|X,β)f (S|Y,X)dY,
where f (S|Y,X) is the conditional density of S given Y and
X. Since, in general, f (S|Y,X) is unknown, it is unclear how
to maximize the likelihood (2.6). When data is MCAR, Pepe
(1992) replaced f (S|Y,X) by a kernel estimate based on the ob-
served data. However, kernel estimation of f (S|Y,X) may suf-
fer from the curse of dimensionality since, in general, X may
be high dimensional (see, e.g., Silverman 1986). Due to this
problem, we use the following approach. For an initial guess
f (S|Y,X,γ ) of f (S|Y,X), where γ is an unknown (vector of)
parameter(s) to be determined using the data, write
f (S,X,β,γ ) =
∫
f (Y|X,β)f (S|Y,X,γ )dY,
ψ(S,X,β,γ ) = ∂ log f (S,X,β,γ )
∂β
.
In general, it is not necessary that E{ψ(S,X,β,γ )} = 0
since the guess f (S|Y,X,γ ) may be incorrect. However, if
f (S|Y,X,γ ) is not too far away from the true f (S|Y,X), we
expect to extract some information from the additional data
{(di = 0, si,xi)}. In order to use ψ(S,X,β,γ ), we need to
remove the bias induced by the possible incorrect guess of
f (S|Y,X). Since
E
{
Dψ(S,X,β,γ )
w(S,Xη)
}
= E
{
E(D|Y,S,X)ψ(S,X,β,γ )
w(S,X,η)
}
= E{ψ(S,X,β,γ )},
the estimating function
n∑
i=1
diψ(si,xi,β,γ )
w(si,xi,η)
−
n∑
i=1
ψ(si,xi,β,γ )
has zero mean. As a result, we consider the following unbiased
estimating equations:
n∑
i=1
g(di, yi, si,xi,β,η,γ ) = 0,
where g(D,Y,S,X,β,η,γ ) = {gT1 (D,Y,S,X,β,η),gT2 (D,S,
X,β,η,γ ),gT3 (D,S,X,η)}T with
g1(D,Y,S,X,β,η) = D
w(S,X,η)
∂ log f (Y|X,β)
∂β
,
g2(D,S,X,β,η,γ ) = D − w(S,X,η)
w(S,X,η)
ψ(S,X,β,γ ),
g3(D,S,X,η) = D − w(S,X,η)
w(S,X,η){1 − w(S,X,η)}
∂w(S,X,η)
∂η
.
It is easy to verify that E{g(D,Y,S,X,β,η,γ )} = 0. If η
is known, the last estimating function g3(D,S,X,η) is not
needed. Again, the number of estimating equations is greater
than the number of parameters.
2.3 Regression Analysis Under
Double-Sampling Designs
As a technique for stratification, the two-stage design was
originally introduced by Neyman (1938). The two-stage design
is a convenient and economical method when some of the vari-
ables under study are expensive or difficult to obtain. It has
been widely adapted for estimating regression parameters; see,
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for example, Breslow and Cain (1988), Breslow and Holubkov
(1997), and Chen and Chen (2000), among others.
Let Y and X be the response variable and a covariate vector,
respectively. In a two-stage design, rough or proxy data (Y˜, X˜)
of (Y,X) are collected in the first stage. The exact information
on (Y,X) is then ascertained for only a subset of the observa-
tions obtained in the first stage. Denote D as the indicator vari-
able for this ascertainment, where D = 1 for ascertainment in
the second stage and D = 0 otherwise. We assume the selection
process depends on the available rough or proxy data through
P(D = 1|Y,X, Y˜, X˜) = w(Y˜, X˜,η),
where w is a known function and η is a q×1 vector of unknown
parameters. The goal is to find the relationship between Y and
X by postulating a regression model E(Y|X) = μ(X,β), where
β is an unknown p×1 vector parameter. Assuming η is known,
we may construct the following unbiased estimating equations:
n∑
i=1
g(di, yi,xi, y˜i, x˜i,β,η) = 0,
where g(D,Y,X, Y˜, X˜,β,η) = {gT1 (D,Y,X, Y˜, X˜,β,η),gT2 (Y˜,
X˜,β,η)}T with
g1(D,Y,X, Y˜, X˜,β,η) = D × a(X,β) × {Y − μ(X,β)}
w(Y˜, X˜,η)
,
g2(D, Y˜, X˜,β,η) = D − w(Y˜, X˜,η)
w(Y˜, X˜,η)
× a(X˜,β){Y˜ − μ(X˜,β)}.
Here, a(X,β) is a suitably chosen p × 1 vector of known
functions of (X,β) and we implicitly assume that E(Y˜|X˜) =
μ(X˜,β). It is easy to see that g2 is unbiased as long as w is
correctly specified. In that case, even if E(Y˜|X˜) is not equal to
μ(X˜,β), using (Y˜, X˜) may still lead to efficiency gain.
3. INFERENCE FOR THE COVARIATE–MISSING
DATA PROBLEM
In this section, we focus on the covariate-missing data prob-
lem described in Section 2.1. The problems in Sections 2.2
and 2.3 can be handled similarly. We consider empirical-
likelihood-based estimation of the regression parameter β in
Sections 3.1–3.3, according to whether the missing-data mech-
anism parameter η is known or how η is estimated if it is un-
known. We first introduce some notations. Let (β0,η0) denote
the true values of (β,η). For two nonnegative definite matrices
M1 and M2, we write M2 ≥ M1 if M2 − M1 is nonnegative
definite. We also write
Q1n(β,η) = 1
n
n∑
i=1
g(di, yi,xi, zi,β,η),
Q1n = Q1n(β0,η0),
B1(β,η) = E
{
U(Y,X,Z,β)UT(Y,X,Z,β)
w(Y,X,η)
}
,
B1 = B1(β0,η0),
B2(β,η) = E
[ {1 − w(Y,X,η)}U(Y,X,Z,β)hT(Y,X,β)
w(Y,X,η)
]
,
B2 = B2(β0,η0),
B3(β,η) = E
[ {1 − w(Y,X,η)}h(Y,X,β)hT(Y,X,β)
w(Y,X,η)
]
,
B3 = B3(β0,η0),
B4(β) = −E
{
a(X,Z,β)
∂μ(X,Z,β)
∂βT
}
,
B4 = B4(β0),
B5(β,η) = −E
[
a(X,Z,β){Y − μ(X,Z,β)}wT1 (Y,X,η)
w(Y,X,η)
]
,
B5 = B5(β0,η0), (3.1)
B6(β,η) = −E
{h(Y,X,β)wT1 (Y,X,η)
w(Y,X,η)
}
,
B6 = B6(β0,η0),
S11(β,η) =
(
B1(β,η) B2(β,η)
BT2 (β,η) B3(β,η)
)
,
S11 = S11(β0,η0),
S12(β) = ST21(β) =
(
B4(β)
0
)
,
S12 = S12(β0),
S13(β,η) =
(
B5(β,η)
B6(β,η)
)
,
S13 = S13(β0,η0),
w1(Y,X,η) = ∂w(Y,X,η)
∂η
,
S33(η) = E
[
w1(Y,X,η)wT1 (Y,X,η)
w(Y,X,η){1 − w(Y,X,η)}
]
,
S33 = S33(η0).
For the sake of parsimony, in (3.1) and in the rest of this paper,
where possible, we suppress γ from all the quantities since γ
can be estimated consistently and the large sample results are
unaffected by an estimated γ .
3.1 Maximum Empirical Likelihood Estimation of β
When η= η0 Is Known
For estimating functions g1(D,Y,X,Z,β,η) and g2(D,Y,
X,β,η) defined in (2.5), let
g(D,Y,X,Z,β,η) =
(
g1(D,Y,X,Z,β,η)
g2(D,Y,X,β,η)
)
,
then E{g(D,Y,X,Z,β0,η0)} = 0. Since the dimension of
g(D,Y,X,Z,β,η) is higher than the dimension of β , which
is p, we employ the empirical likelihood method (Qin and
Lawless 1994) to seek an optimal combination of the esti-
mating functions g1(D,Y,X,Z,β,η) and g2(D,Y,X,β,η). To
this end, suppose (D,Y,X,Z) ∼ F and let L =∏ni=1 pi, where
pi = dF(di, yi,xi, zi), i = 1, . . . ,n, are nonnegative jump sizes
with total mass that sums to 1. For fixed β , we need to maxi-
mize L subject to the constraints
n∑
i=1
pi = 1, pi ≥ 0,
n∑
i=1
pig(di, yi,xi, zi,β,η0) = 0.
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After profiling the pi’s, the profile empirical log-likelihood of
β is given by
1(β) = −
n∑
i=1
log{1 + λTg(di, yi,xi, zi,β,η0)} − n log n,
where λ= λ(β) is determined by
0 = 1
n
n∑
i=1
g(di, yi,xi, zi,β,η0)
1 + λTg(di, yi,xi, zi,β,η0)
.
Let βˆEL1 denote the empirical likelihood estimator of β that
maximizes 1(β), then following theorems 1 and 2 of Qin and
Lawless (1994), we have the following results:
Theorem 1. Suppose the missing-data mechanism w(Y,X,η)
is correctly specified. Under the regularity conditions (A1)–
(A8) stated in Supplemental Materials,
(a)
βˆEL1 − β0 = (S21S−111 S12)−1S21S−111 Q1n + op
(
n−1/2
)
.
As a result, as n → ∞,
n1/2(βˆEL1 − β0) → Np(0,1)
in distribution, where 1 is equal to
1 = (S21S−111 S12)−1 = BT4 (B1 − B2B−13 BT2 )−1B4. (3.2)
(b) The empirical likelihood ratio statistic for testing
H0 :β = β0 is given by R1(β0) = 2{1(βˆEL1) − 1(β0)}. When
H0 is true, R1(β0) → χ2p in distribution as n → ∞.
According to theorem 3 of Qin and Lawless (1994), for given
U(Y,X,Z,β) and h(Y,X,β), βˆEL1 is asymptotically efficient
for estimating β in the semiparametric model defined by the
restriction E{g(D,Y,X,Z,β,η0)} = 0, in the sense of Bickel
et al. (1993).
3.2 Maximum Empirical Likelihood Estimation of (β, η)
When η Is Unknown
When η is unknown, since the observations (di, yi,xi) are
available for each subject, it is natural to estimate η by the bi-
nomial likelihood estimator ηˆML which maximizes the binomial
likelihood
LB(η) =
n∏
i=1
{w(yi,xi,η)}di{1 − w(yi,xi,η)}1−di .
It is seen that ηˆML is a solution to the following system of score
equations
Q3n(η) = 1
n
∂ log LB(η)
∂η
= 1
n
n∑
i=1
{di − w(yi,xi,η)}w1(yi,xi,η)
w(yi,xi,η){1 − w(yi,xi,η)} . (3.3)
Under the regularity conditions (A1)–(A8) stated in Supple-
mental Materials,
ηˆML − η0 = S−133 Q3n + op
(
n−1/2
) (3.4)
and n1/2(ηˆML − η0) → Nq(0,S−133 ) in distribution as n → ∞,
where Q3n = Q3n(η0). Moreover, ηˆML is asymptotically effi-
cient for estimating η0 in parametric models. Let
g3(D,Y,X,η) = {D − w(Y,X,η)}w1(Y,X,η)
w(Y,X,η){1 − w(Y,X,η)} ,
G(D,Y,X,Z,β,η) =
(
g(D,Y,X,Z,β,η)
g3(D,Y,X,η)
)
=
⎛
⎝g1(D,Y,X,Z,β,η)g2(D,Y,X,β,η)
g3(D,Y,X,η)
⎞
⎠ .
Then E{G(D,Y,X,Z,β0,η0)} = 0. The dimension of G(D,Y,
X,Z,β,η) is 2p + q, which is higher than p + q, the dimension
of (β,η). For fixed (β,η), we need to maximize L =∏ni=1 pi
subject to the constraints
n∑
i=1
pi = 1, pi ≥ 0,
n∑
i=1
piG(di, yi,xi, zi,β,η) = 0.
After profiling the pi’s, the profile empirical log-likelihood of
(β,η) is
2(β,η) = −
n∑
i=1
log{1 + λTG(di, yi,xi, zi,β,η)} − n log n,
where λ= λ(β,η) is determined by
0 = 1
n
n∑
i=1
G(di, yi,xi, zi,β,η)
1 + λTG(di, yi,xi, zi,β,η) . (3.5)
Let (βˆEL2, ηˆEL) denote the maximum empirical likelihood es-
timator of (β,η) that maximizes 2(β,η). The following theo-
rem summarizes the large-sample results of (βˆEL2, ηˆEL).
Theorem 2. Suppose the missing-data mechanism w(Y,X,η)
is correctly specified. Under the regularity conditions (A1)–
(A8) stated in Supplemental Materials,
(a)(
βˆEL2 − β0
ηˆEL − η0
)
=
( {ST12(S11 − S13S−133 ST13)−1S12}−1ST12(S11 − S13S−133 ST13)−1Q4n
S−133 Q3n
)
+ op
(
n−1/2
)
, (3.6)
where Q4n = Q1n + S13S−133 Q3n. As a result, as n → ∞,
n1/2
(
βˆEL2 − β0
ηˆEL − η0
)
→ Np+q(0,) (3.7)
in distribution, where
 =
(
2 0
0 S−133
)
,
2 = 1 −1ST12S−111 S13 (3.8)
× {S33 − ST13S−111 S13 + ST13S−111 S121ST12S−111 S13}−1
× ST13S−111 S121,
with 1 defined in (3.2).
Qin, Zhang and Leung: Empirical Likelihood in Missing Data Problems 1497
(b) βˆEL2 and ηˆEL are asymptotically independent. Moreover,
as n → ∞, n1/2(βˆEL2 − β0) = {ST12(S11 − S13S−133 ST13)−1 ×
S12}−1ST12(S11 − S13S−133 ST13)−1n1/2Q4n + op(1) → Np(0,2)
in distribution and n1/2(ηˆEL − η0) = S−133 n1/2Q3n + op(1) →
Nq(0,S−133 ) in distribution.
(c) The empirical likelihood ratio statistic for testing H0 :
β = β0 is given by R2(β0) = 2{2(βˆEL2, ηˆEL) − 2(β0,
ηˆEL(β0))}, where ηˆEL(β0) is the maximum empirical like-
lihood estimator of η subject to β = β0. When H0 is true,
R2(β0) → χ2p in distribution as n → ∞.
According to theorem 3 of Qin and Lawless (1994), for
given U(Y,X,Z,β), h(Y,X,β,γ ), and w(Y,X,η), the maxi-
mum empirical likelihood estimator (βˆEL2, ηˆEL) is asymptoti-
cally efficient for estimating (β,η) in the semiparametric model
defined by the restriction E{G(D,Y,X,Z,β,η)} = 0. Further-
more, since βˆEL2 and ηˆEL are asymptotically independent, it
follows from parts (a) and (b) of Theorem 2 that βˆEL2 is asymp-
totically efficient for estimating β in the semiparametric model
and that ηˆEL is asymptotically efficient for estimating η in the
semiparametric model. Moreover, since it can be shown that
S33 − ST13S−111 S13 ≥ 0, (3.2) and (3.8) together imply 1 ≥2,
which means that the maximum empirical likelihood estima-
tor βˆEL2 of β when η is estimated is more efficient than the
maximum empirical likelihood estimator βˆEL1 of β when η is
fixed at its known value. This counterintuitive fact suggests that
even when η is known, it would be advantageous to estimate
it rather than to use its known value when estimating β in the
current semiparametric model. A similar phenomenon has been
observed in the literature (Pierce, 1982; Robins, Rotnitzky, and
Zhao 1994; Henmi and Eguchi 2004; Prokhorov and Schmidt
2008, among others). As far as we know, this counterintuitive
phenomenon does not exist in regular parametric models and is
an important feature of semiparametric models.
It follows from (3.4) and (3.6) that ηˆEL = ηˆML + op(n−1/2)
and consequently, n1/2(ηˆEL − η0) = n1/2(ηˆML − η0) + op(1) =
S−133 n1/2Q3n + op(1) → Nq(0,S−133 ). Therefore, ηˆEL is also as-
ymptotically efficient for estimating η in parametric models.
Since ηˆEL and ηˆML are asymptotically equivalent, η can be es-
timated equally well regardless of whether β is known. Conse-
quently, ηˆEL is an adaptive estimator of η in the sense of Bickel
et al. (1993). On the other hand, βˆEL2 is not adaptive. These
facts suggest an alternative procedure to estimate β: substitute
ηˆML into 2(β,η) and then seek an estimator of β by maximiz-
ing 2(β, ηˆML) over β . This procedure can significantly reduce
the number of parameters in 2(β,η) to be maximized, and is
particularly useful when the number of covariates is large. This
consideration motivates the pseudo maximum empirical likeli-
hood estimation of β in Section 3.3.
3.3 Pseudo Maximum Empirical Likelihood
Estimation of β (Part 1)
For high-dimensional covariates, joint maximization of 2(β,
η) with respect to (β,η) may be difficult to accomplish. Since
ηˆEL and ηˆML perform equally well asymptotically, η may be
estimated by the maximum binomial likelihood estimator ηˆML
based on {(di, yi,xi), i = 1, . . . ,n}. Then L =∏ni=1 pi can be
maximized subject to the constraints
n∑
i=1
pi = 1, pi ≥ 0,
n∑
i=1
pig(yi,xi, zi,β, ηˆML) = 0.
After profiling the pi’s, the profile empirical log-likelihood of
β is given by
3(β) = −∑ni=1 log{1 + λTg(di, yi,xi, zi,β, ηˆML)} − n log n,
(3.9)
where λ= λ(β) is determined by the constraint equation
1
n
n∑
i=1
g(di, yi,xi, zi,β, ηˆML)
1 + λTg(di, yi,xi, zi,β, ηˆML)
= 0. (3.10)
Let βˆEL3 denote the value of β that maximizes 3(β). We call
βˆEL3 the pseudo maximum empirical likelihood estimator of β .
Gong and Samaniego (1981) considered pseudo maximum like-
lihood estimation in parametric models. The following theorem
summarizes the asymptotic behavior of βˆEL3.
Theorem 3. Suppose the missing-data mechanism w(Y,X,η)
is correctly specified. Then under the regularity conditions
(A1)–(A8) stated in Supplemental Materials,
(a)
βˆEL3 − β0 = (S21S−111 S12)−1S21S−111 Q4n + op
(
n−1/2
)
, (3.11)
where Q4n = Q4n(β0,η0) with Q4n(β,η) = Q1n(β,η) +
S13(β,η)S−133 (η)Q3n(η). As a result, as n → ∞,
n1/2(βˆEL3 − β0) → Np(0,3)
in distribution, where 3 = 1 − 1ST12S−111 S13S−133 ST13S−111 ×
S121.
(b) βˆEL3 and ηˆML are asymptotically independent. More-
over, 1 ≥3 ≥2.
(c) The empirical likelihood ratio statistic for testing H0 :
β = β0 is given by R3(β0) = 2{3(βˆEL3) − 3(β0)}. When
H0 is true, R3(β0) →
∑p
k=1 γkck in distribution as n →∞, where γ1, . . . , γp are eigenvalues of the matrix (S11 −
S13S−133 ST13)1/2S
−1
11 S121S21S
−1
11 (S11 − S13S−133 ST13)1/2 and
c1, . . . , cp are independent and identically distributed χ21 ran-
dom variables.
Note that βˆEL2 is based on the expanded estimating functions
G given in Section 3.2. Based on corollary 1 and theorem 3 in
Qin and Lawless (1994), part (b) of Theorem 3 indicates that for
estimating β in semiparametric models, the maximum empiri-
cal likelihood estimator βˆEL2 is asymptotically more efficient
than the pseudo maximum empirical likelihood estimator βˆEL3,
which in turn is asymptotically more efficient than βˆEL1. Thus,
asymptotically, even though the estimation of β with ηˆML sub-
stituted for η in 2(β,η) is not as efficient as the estimation of β
with (β,η) being estimated simultaneously, it is more efficient
than the estimation of β with η fixed at its known value.
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3.4 Pseudo Maximum Empirical Likelihood
Estimation of β (Part 2)
As indicated in part (b) of Theorem 3, the pseudo maxi-
mum empirical likelihood estimator βˆEL3 is less efficient than
the maximum empirical likelihood estimator βˆEL2. Since the
maximum empirical likelihood estimator ηˆEL and the maxi-
mum likelihood estimator ηˆML are asymptotically equivalent,
we can adopt an alternative pseudo empirical likelihood pro-
cedure for estimation of β: substitute ηˆML into 2(β,η) and
then seek an estimator of β by maximizing 2(β, ηˆML) over
β . This procedure can reduce the number of arguments to be
maximized in 2(β,η), so it is particularly useful when the di-
mension of η is high. Let βˆEL4 denote the value of β that max-
imizes 2(β, ηˆML). The following theorem shows that βˆEL4 is
asymptotically as efficient as βˆEL2.
Theorem 4. Under the conditions of Theorem 2, βˆEL4 =
βˆEL2 + op(n−1/2) as n → ∞.
Remark 1. Based on corollary 1 and theorem 3 in Qin and
Lawless (1994), Theorems 1 to 4 demonstrate that both βˆEL2
and βˆEL4 are asymptotically more efficient than βˆEL3. Also
based on corollary 2 in Qin and Lawless (1994), βˆEL2 is the
optimal estimator in the class of unbiased estimating func-
tions that are linear combinations of G(D,Y,X,Z,β,η) =
(g1,g2,g3)T . Note that the HT estimator can be written as the
solution to
n∑
i=1
CHT(β,η)G(di, yi,xi, zi,β,η) = 0,
CHT =
(
Ip×p 0p×p 0p×q
0q×p 0q×p Iq×q
)
,
which implies the proposed estimator βˆEL2 is asymptotically
more efficient than the HT estimator βˆHT. Similarly, βˆRRZ is
the solution to the equations
1
n
n∑
i=1
g1(di, yi,xi, zi,β,η) − g2(di, yi,xi, zi,β,η) = 0,
1
n
n∑
i=1
g3(di, yi,xi,η) = 0.
These equations can be written as
n∑
i=1
CRRZ(β,η)G(di, yi,xi, zi,β,η) = 0,
CRRZ =
(
Ip×p −Ip×p 0p×q
0q×p 0q×p Iq×q
)
.
As a result, the optimal estimator βˆEL2 is asymptotically more
efficient than βˆRRZ.
For theoretical completeness, as suggested by an associate
editor, we may consider E[G(D,Y,X,Z,β,η0)] = 0 where η0
is the true value of η. Then we can maximize the empirical like-
lihood L =∏ni=1 pi with respect to the pi’s and β subject to the
constraints
n∑
i=1
pi = 1, pi ≥ 0,
n∑
i=1
piG(di, yi,xi, zi,β,η0) = 0
to arrive at another estimator of β , which we denote by βˆEL5.
Note that the empirical likelihood weights will be affected by
the additional equations even though they do not involve β .
Prokhorov and Schmidt (2008) also noticed this result in the
generalized method of moments context.
Theorem 5. Under the regularity conditions (A1)–(A8) stated
in Supplemental Materials,
n1/2(βˆEL5 − βˆ) → N(0,5),
where
5 =
[
E
(
∂G(β,η0)
∂β
)T
{EG(β,η0)GT(β,η0)}−1
× E
(
∂G(β,η0)
∂β
)]−1
.
Furthermore, βˆEL5 is asymptotically more efficient than βˆEL2.
In conclusion, letting  stand for “asymptotically more effi-
cient than,” we have the following relationships:
βˆEL5  βˆEL2 = βˆEL4  βˆEL3  βˆEL1,
βˆEL5  βˆEL2 = βˆEL4  βˆHT, (3.12)
βˆEL2 = βˆEL4  βˆRRZ.
If h(Y,X) = E[U(Y,X,Z,β)|Y,X] ≡ h0(Y,X) is the true con-
ditional score, we obtain
βˆEL5 = βˆEL2 = βˆEL4 = βˆEL3 = βˆRRZ  βˆHT.
In practice, it would be difficult to know h0. However, a prudent
choice of h that is close to h0 should lead to an estimator of β
that is more efficient than the HT estimator.
4. A SIMULATION STUDY
In this section, we report the results of a simulation study.
Other than the HT estimator and the RRZ estimator, we intro-
duce two other methods.
The first method is the generalized method of moments
(GMM, Hansen 1982, and Hansen, Heaton, and Yaron 1996).
It is worth noting that the empirical likelihood method in Sec-
tion 3 is asymptotically equivalent to the GMM. The GMM
considered here involves minimizing
{ n∑
i=1
g(di, yi,xi, zi,β, ηˆML)
}
ˆ
−1
×
{ n∑
i=1
g(di, yi,xi, zi,β, ηˆML)
}T
,
where
ˆ = n−1
n∑
i=1
g(di, yi,xi, zi, βˆHT, ηˆML)gT
× (di, yi,xi, zi, βˆHT, ηˆML).
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The second method is a two-sample empirical likelihood
method introduced by Chen, Leung, and Qin (2003) for han-
dling MCAR situations. This method maximizes
n∏
i=1
pdii {1 − pi}1−di
with respect to pi’s, qi’s, and β , subject to the constraints
n∑
i=1
dipi = 1, pi ≥ 0,
n∑
i=1
(1 − di)qi = 1, qi ≥ 0,
n∑
i=1
dipih(yi,xi,β, γˆ ) =
n∑
i=1
(1 − di)qih(yi,xi,β, γˆ ),
where γˆ is an estimator of γ using a “working regression
model” based on the observed data. This method is expected
to perform well in the case of MCAR. However, it may produce
biased results when the data are not MCAR.
To implement the proposed empirical likelihood estimators,
we adopt the algorithm of Chen, Sitter, and Wu (2002) with the
following modifications:
(i) For fixed β and η (or ηˆML), we find the Lagrange mul-
tiplier λˆ from the constraint equations in (3.5):
n∑
i=1
G(di, yi,xi, zi,β,η)
1 + λTG(di, yi,xi, zi,β,η) = 0
using an iterative method such as the Newton–Raphson method.
In finding the Lagrange multiplier, in each iteration, we need to
check if the condition 1 + λTG(di, yi,xi, zi,β,η) > 0 holds for
each i = 1, . . . ,n, otherwise, we reduce the step size by half
until this condition is satisfied.
(ii) Once λˆ is found, we minimize the negative log profile
empirical likelihood with λ fixed at λˆ using the optimization
algorithm optim (another possibility is nlm) in R.
(iii) (i) and (ii) are then iterated until convergence.
The 10 estimators of β in the covariate-missing data problem
used in the simulation study are:
(1) The estimator βˆC of β that solves
∑n
i=1 U(yi,xi, zi,
β) = 0, assuming no missing data. This is the ideal
case, but it is not feasible in practice. Nevertheless, we
used it as a benchmark for comparison.
(2) The estimator βˆHT that solves (2.1), with ηˆ= ηˆML.
(3) The estimator βˆRRZ that solves (2.2), with ηˆ= ηˆML.
(4) The proposed empirical likelihood estimator βˆEL1 with
known η.
(5) The proposed empirical likelihood estimator βˆEL2 with
unknown η.
(6) The proposed empirical likelihood estimator βˆEL3 with
unknown η.
(7) The proposed empirical likelihood estimator βˆEL4 with
unknown η.
(8) The proposed empirical likelihood estimator βˆEL5 with
known η.
(9) The two-sample empirical likelihood estimator βˆCLQ
with unknown η.
(10) The generalized method of moments estimator βˆGMM
with unknown η.
All methods occasionally have convergence problems in fi-
nite samples. When that happens, we replace the estimate by
a one-step approximation. In this study, we use univariate co-
variates X and Z. Throughout the study, we use the following
probability of missingness:
P(D = 1|Y,X,Z) = P(D = 1|Y,X)
= exp{(1,Y,X)η}
1 + exp{(1,Y,X)η} , (4.1)
where η= (η1, η2, η3)T . We consider two models:
Model 1. Y is a binary random variable such that
P(Y = 1|X,Z) = exp{(1,X,Z)β}
1 + exp{(1,X,Z)β} ≡ψ(X,Z,β),
where β = (β1, β2, β3)T . The corresponding score equations
are U(Y,X,Z,β) = (1,X,Z)T{Y − ψ(X,Z,β)}. We assume
the covariates X and Z are independent with X ∼ N(0,1) and
Z ∼ Bernoulli(0.5). Under the “working model”
P(Z = 1|Y,X) = exp{(1,X,Y)γ }
1 + exp{(1,X,Y)γ } = π(Y,X,γ ),
where γ = (γ1, γ2, γ3)T , we estimate γ by γˆ based on the ob-
served data {(yi, xi, zi), i = 1, . . . ,n}. The “working regression
function” is
h(yi, xi;β, γˆ ) = (1, xi, πˆi)
{
yi − exp{(1, xi, πˆi)β}1 + exp{(1, xi, πˆi)β}
}
, (4.2)
where πˆi = exp{(1, xi, yi)γˆ }/[1 + exp{(1, xi, yi)γˆ }], γˆ = (γˆ1,
γˆ2, γˆ3)T .
Model 2. Y follows a linear model
Y = β(1,X,Z)T + ,
where β = (β1, β2, β3)T , X and  are independent N(0,1) vari-
ables and Z ∼ Bernoulli(0.5). Under this setup, U(Y,X,Z,β) =
{Y − β(1,X,Z)T}(1,X,Z)T . The “working regression model”
is
h(Y,X,β, γˆ ) = [Y − β(1,X, πˆ)T , {y − β(1,X, πˆ)T}X,
{y − β(1,X, πˆ)T}πˆ]T , (4.3)
where πˆ = π(Y,X, γˆ ). We note that for both Models 1 and 2,
the working regression model is not the optimal choice for h.
In our simulation study, a sample size of 1000 is used
and the number of replications is 2000 in each case. The
HT estimator βˆHT is used as an initial value. In order to
see how the estimators (2)–(10) depend on the distribution
of the missing-data mechanism, we choose (η1, η2, η3) =
(−1,0,0), (−1,0.5,0.5), (−1,1,1) in (4.1). These choices of
(η1, η2, η3) lead to a missingness probability that depends in-
creasingly on the observed data, with (−1,0,0) corresponding
to MCAR. It is anticipated that the estimation of β becomes
more difficult with larger values of η2 and/or η3. The simula-
tion results for Models 1 and 2 are reported in Tables 1 and 2,
respectively. We summarized the results below:
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Table 1. Bias and SD (in parentheses) based on 2000 simulations with sample size n = 1000,
P(Y = 1|X,Z) = exp(β1 + β2X + β3Z)/{1 + exp(β1 + β2X + β3Z)}, P(Z = 1) = P(Z = 0) =
0.5, X ∼ N(0,1), and P(D = 1|Y,X) = exp(η1 + η2Y + η3X)/{1 + exp(η1 + η2Y + η3X)}.
The “working regression model” (4.2) is used
Method β1 = 2 β2 = −2 β3 = 1
(η1, η2, η3) = (−1,0,0), missing % = 73%
βˆC 0.01699 (0.19791) −0.01922 (0.29009) −0.00071 (0.17196)
βˆHT 0.02893 (0.37619) −0.03355 (0.59568) 0.01737 (0.34100)
βˆRRZ 0.01912 (0.22054) −0.02619 (0.30985) 0.01693 (0.34063)
βˆEL1 0.01888 (0.22190) −0.02579 (0.31121) 0.01745 (0.34405)
βˆEL2 0.02088 (0.22309) −0.02893 (0.31138) 0.01785 (0.34683)
βˆEL3 0.01927 (0.22140) −0.02630 (0.31039) 0.01740 (0.34435)
βˆEL4 0.02088 (0.22309) −0.02895 (0.31138) 0.01788 (0.34683)
βˆEL5 0.02082 (0.22311) −0.02878 (0.31142) 0.01780 (0.34681)
βˆCLQ 0.01955 (0.22217) −0.02673 (0.31225) 0.01737 (0.34417)
βˆGMM 0.02891 (0.22439) −0.04074 (0.31469) 0.02412 (0.34667)
(η1, η2, η3) = (−1,0.5,0.5), missing % = 58%
βˆC 0.00984 (0.20374) −0.01357 (0.30396) 0.00945 (0.17510)
βˆHT 0.03970 (0.33693) −0.05963 (0.52053) 0.03069 (0.30131)
βˆRRZ 0.00862 (0.21788) −0.01557 (0.31247) 0.03007 (0.30092)
βˆEL1 0.00927 (0.21836) −0.01661 (0.31305) 0.03031 (0.30259)
βˆEL2 0.00974 (0.21831) −0.01717 (0.31319) 0.03050 (0.30597)
βˆEL3 0.00915 (0.21815) −0.01662 (0.31337) 0.03088 (0.30284)
βˆEL4 0.00974 (0.21831) −0.01718 (0.31318) 0.03051 (0.30597)
βˆEL5 0.00980 (0.21831) −0.01729 (0.31313) 0.03053 (0.30601)
βˆCLQ 0.00235 (0.22852) −0.00241 (0.33401) 0.03050 (0.30305)
βˆGMM 0.02193 (0.22082) −0.03401 (0.31749) 0.03470 (0.30335)
(η1, η2, η3) = (−1,1,1), missing % = 43%
βˆC 0.01598 (0.20310) −0.02705 (0.29479) 0.01128 (0.17283)
βˆHT 0.04081 (0.33345) −0.05356 (0.49661) 0.01212 (0.27406)
βˆRRZ 0.02147 (0.21000) −0.02924 (0.30130) 0.01190 (0.27428)
βˆEL1 0.02163 (0.21185) −0.02918 (0.30325) 0.01125 (0.27324)
βˆEL2 0.02308 (0.21138) −0.03245 (0.30353) 0.01302 (0.27574)
βˆEL3 0.02201 (0.21081) −0.03024 (0.30216) 0.01228 (0.27392)
βˆEL4 0.02310 (0.21138) −0.03249 (0.30351) 0.01302 (0.27575)
βˆEL5 0.02305 (0.21145) −0.03239 (0.30366) 0.01301 (0.27575)
βˆCLQ −0.02782 (0.28215) 0.07062 (0.45407) 0.01260 (0.27546)
βˆGMM 0.03693 (0.21361) −0.04973 (0.30542) 0.01480 (0.27432)
(1) Under Model 1, the empirical likelihood estimators
βˆEL1, βˆEL2, βˆEL3, βˆEL4 perform similarly to βˆRRZ and
βˆGMM. Compared to the βˆHT, these estimators have
standard deviations (SDs) reduced by up to a factor
of 2/3 for estimation of β1 and β2, but there is not
much improvement for estimation of β3. As an exmaple,
for (η1, η2, η3) = (−1,0.5,0.5), the SDs for estimating
(β1, β2, β3) are 0.37619, 0.59568, and 0.34100, respec-
tively, using βˆHT but the average SDs for the other eight
estimators (excluding the infeasible estimator βˆC) are
0.21788, 0.31247, and 0.30092, respectively. The dif-
ferences are significant considering that the Monte Carlo
standard errors of the SDs are 0.00012, 0.00021, 0.00021
for βˆHT and the average Monte Carlo standard error of
SDs for the other eight estimators are 0.00001, 0.00001,
and 0.00001.
Interestingly, there is no appreciable bias for βˆCLQ un-
der the two non-MCAR cases [(η1, η2, η3) = (−1,0.5,
0.5), (−1,1,1)]. For the MCAR case, βˆCLQ performs
just as well as the other non-HT estimators.
The estimators βˆEL1, βˆEL2, βˆEL3, βˆEL4, βˆRRZ and
βˆGMM achieve almost full efficiency for estimation of β1
and β2, when compared to the estimator βˆC that assumes
no missing data.
(2) Under Model 2, if the selection biases, η2 and η3, are
small, then the estimators βˆEL1, βˆEL2, βˆEL3, βˆEL4, and
βˆRRZ perform almost equally well. For these estimators,
there is a large reduction in standard deviation, when
compared to the HT estimator, for all three parameters
β1, β2, and β3. However, when the selection bias is large,
βˆRRZ does not perform well and could be worse than
βˆHT. Ibrahim et al. (2005, p. 340) reported a similar phe-
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Table 2. Bias and SD (in parentheses) based on 2000 simulations with sample size n = 1000,
Y = β1 + β2X + β3Z + ,  ∼ N(0,1), P(Z = 1) = P(Z = 0) = 0.5, X ∼ N(0,1), and
P(D = 1|Y,X) = exp(η1 + η2Y + η3X)/{1 + exp(η1 + η2Y + η3X)}.
The “working regression model” (4.3) is used
Method β1 = −2 β2 = 1 β3 = 2
(η1, η2, η3) = (−1,0,0), missing % = 73%
βˆC 0.00010 (0.04427) 0.00029 (0.03130) −0.00079 (0.06205)
βˆHT −0.00142 (0.07635) −0.00076 (0.06099) 0.00012 (0.11925)
βˆRRZ −0.00351 (0.06008) −0.00069 (0.04648) 0.00436 (0.08019)
βˆEL1 −0.00334 (0.06033) −0.00047 (0.04680) 0.00391 (0.08031)
βˆEL2 −0.00324 (0.06017) −0.00060 (0.04680) 0.00392 (0.08056)
βˆEL3 −0.00285 (0.06017) −0.00063 (0.04669) 0.00320 (0.08037)
βˆEL4 −0.00326 (0.06017) −0.00060 (0.04680) 0.00395 (0.08056)
βˆEL5 −0.00320 (0.06025) −0.00063 (0.04680) 0.00385 (0.08062)
βˆCLQ −0.00440 (0.06066) −0.00058 (0.04701) 0.00694 (0.08343)
βˆGMM −0.00206 (0.06017) −0.00062 (0.04648) 0.00413 (0.08019)
(η1, η2, η3) = (−1,0.5,0.5), missing % = 77%
βˆC 0.00010 (0.04427) 0.00029 (0.03130) −0.00079 (0.06205)
βˆHT 0.01610 (0.16715) −0.02051 (0.11891) −0.00632 (0.20950)
βˆRRZ −0.01605 (0.22687) −0.00100 (0.17461) 0.03252 (0.32204)
βˆEL1 −0.01026 (0.07720) −0.00208 (0.08602) 0.02051 (0.11769)
βˆEL2 −0.01058 (0.07778) 0.00001 (0.08343) 0.01907 (0.11900)
βˆEL3 −0.00993 (0.07727) −0.00033 (0.08426) 0.01885 (0.11874)
βˆEL4 −0.01062 (0.07778) 0.00011 (0.08343) 0.01901 (0.11908)
βˆEL5 −0.01074 (0.07778) 0.00029 (0.08450) 0.01908 (0.11975)
βˆCLQ −0.17974 (0.09960) 0.25177 (0.07629) 0.54195 (0.15040)
βˆGMM −0.00747 (0.07543) −0.00366 (0.08689) 0.02112 (0.11811)
(η1, η2, η3) = (−1,1,1), missing % = 75%
βˆC 0.00010 (0.04427) 0.00029 (0.03130) −0.00079 (0.06205)
βˆHT 0.13202 (0.32184) −0.09564 (0.19545) −0.08676 (0.34742)
βˆRRZ −0.02335 (0.58392) −0.00135 (0.70741) 0.05560 (1.58706)
βˆEL1 −0.03825 (0.13506) 0.00682 (0.12869) 0.04614 (0.21427)
βˆEL2 −0.05497 (0.13557) 0.01948 (0.11756) 0.04971 (0.19887)
βˆEL3 −0.04593 (0.13004) 0.01481 (0.11900) 0.04443 (0.20216)
βˆEL4 −0.05437 (0.14223) 0.02157 (0.11489) 0.04430 (0.21744)
βˆEL5 −0.05390 (0.14738) 0.02168 (0.11554) 0.04254 (0.22405)
βˆCLQ −0.19325 (0.11005) 0.28862 (0.09844) 0.63096 (0.09295)
βˆGMM −0.01916 (0.16691) −0.01136 (0.17539) 0.06472 (0.29170)
nomenon in a simulation study. It is seen that the pro-
posed empirical likelihood method always produces im-
proved estimators over βˆHT.
As expected, there is considerable bias for βˆCLQ un-
der the two non-MCAR cases [(η1, η2, η3) = (−1,0.5,
0.5), (−1,1,1)].
(3) In all cases, the empirical likelihood estimator βˆEL1
with known η and the empirical likelihood estimators
βˆEL2, βˆEL3, and βˆEL4 with unknown η perform almost
equally well. Although βˆEL2 and βˆEL4 are asymptot-
ically the most efficient estimators, our simulation re-
sults indicate that the finite-sample performance of βˆEL3
is quite good and is sometimes better than βˆEL2 and
βˆEL4. When the selection bias is large, empirical like-
lihood is clearly better than generalized method of mo-
ments.
Even though in theory, βˆEL2 and βˆEL4 are asymptotically
better than βˆEL3, in practical applications, we recommend
βˆEL3. The main reason for our suggestion is that g2 and g3 are
E-ancillary estimating functions (Small and McLeish 1989). In
theory, including more estimating functions leads to more effi-
cient estimator, asymptotically (Qin and Lawless 1994). How-
ever, in finite samples, including too many estimating functions
that are not sensitive to the unknown parameter may actually
hurt efficiency.
5. A REAL DATA EXAMPLE
To illustrate the proposed methods, we analyze a dataset
from the National Health and Nutrition Examination Sur-
vey [NHANES 1999, the United States Centers for Disease
Control and Prevention (CDC)]. The data may be obtained
at http://www.cdc.gov/nchs/about/major/nhanes/dxx/dxa.htm.
NHANES is a program of studies designed to assess the health
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Table 3. Point estimate and SD (in parentheses) for the NHANES dataset
Estimates
Estimator βˆ1 βˆ2 βˆ3
HT 96.56094 (1.38333) 0.95161 (0.05727) 1.66690 (0.69456)
RRZ 98.54832 (1.11579) 0.86799 (0.04604) 2.05885 (0.70102)
EL2 98.32562 (1.23966) 0.88815 (0.05138) 1.35723 (0.75206)
EL3 98.45616 (1.22621) 0.87484 (0.05070) 1.84040 (0.71737)
EL4 98.16169 (1.26217) 0.89808 (0.05225) 1.12292 (0.73660)
CLQ 97.30631 (1.36980) 0.92218 (0.05648) 1.35271 (0.73376)
GMM 98.05912 (1.20763) 0.89083 (0.05000) 1.79900 (0.70865)
and nutritional statuses of adults and children in the United
States. In this paper, we use the data to study the association
between obesity and high blood pressure. One of the most com-
monly used methods to measure obesity is the body mass index
(BMI), which is calculated as the weight in kilograms over the
height in meters squared. BMI is a popular measure of pop-
ulation obesity because it is easy to use. However, BMI does
not measure body fat directly. Dual-energy X-ray absorptiom-
etry (DXA) has long been accepted as the gold standard direct
measure of body fat. In this example, we study the correla-
tion of high blood pressure, with BMI and DXA data from
the NHANES dataset. In the NHANES dataset, the high blood
pressure and BMI data are complete, however, some of the
DXA data are missing.
Typically, NHANES datasets with missing data/variables are
released without statistical adjustments because the amount of
missing data is usually small and the data items are usually
MCAR. However, examination of missing items in the DXA
data files indicates that the amount of missing DXA data is
somewhat larger than for other data files and there seems to
be systematic, nonrandom patterns to the missing data. There-
fore, the direct use of the measured variables without any ad-
justments may lead to biased results.
In our application, the variables are systolic blood pressure
(variable name BPXSAR ≡ Y), DXA measure of fat (variable
name DXDTOPF ≡ Z) and body mass index (variable name
BMXBMI ≡ X). In total, there are 5,678 observations and they
all have complete information on BPXSAR and BMXBMI.
However, information on DXDTOPF is missing in approxi-
mately 20% of the observations. We dichotomize DXA at the
median (= 32.2) and we consider a linear model
BPXSAR = β1 + β2BMXBMI
+ β3I(DXDTOPF ≤ median) + .
With the same logistic regression missing probability function
and “working model” used in Model 2 in Section 4, the analy-
sis results based on seven methods: HT, EL2, EL3, EL4, RRZ,
CLQ, and GMM are reported in Table 3. Even though we may
use the asymptotic formula to find standard deviation estimate,
we find that bootstrap resampling from the original data works
best. We use 500 bootstrap resamples in the calculation of the
SDs.
In this example, the range of wi’s is between 0.0694 to
0.9624. As we have observed in Section 4, if wi is not too
close to 0 then the performance (SD) of the empirical likeli-
hood based methods, GMM and RRZ are all similar. For all
estimators, the point estimates are very similar for β1, β2 but
there are some differences in the point estimation of β3.
SUPPLEMENTAL MATERIALS
Appendix: Proofs. The Appendix contains proofs for Theo-
rems 2, 3, and 5 in Section 3. R-package for the NHANES
example. The R-package contains the R code for analyzing
data in Section 5. (paper-supp.pdf)
[Received March 2008. Revised April 2009.]
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