We give formulas for local densities of diagonal integral ternary quadratic forms at odd primes. Exponential sums and quadratic Gauss sums are used to obtain these formulas. These formulas (along with 2-adic densities and Siegel's mass formula) can be used to compute the representation numbers of certain ternary quadratic forms.
Introduction
Mathematicians have been interested in sums of squares and quadratic forms for several centuries. For example, Hilbert stated in his 11th problem, "[S]olve a given quadratic equation with algebraic numerical coefficients in any number of variables by integral or fractional numbers belonging to the algebraic realm of rationality determined by the coefficients" [9, p. 458] .
In this paper, we add to our understanding of quadratic forms by giving formulas for local densities of diagonal integral ternary quadratic forms at odd primes. By a diagonal integral ternary quadratic form, we mean a quadratic form of the form ax 2 + by 2 + cz 2 , where a, b, c are integers. Let Q be a diagonal integral ternary quadratic form such that Q(v) = ax 2 + by 2 + cz 2 , where a, b, and c are integers and v = (x, y, z) T .
Let m be an integer. In order to better understand when Q(v) = m has a solution in the integers, we study the congruence Q(v) = ax 2 + by 2 + cz 2 ≡ m (mod n) (1.1) for a positive integer n, because a necessary condition for Q(v) = m to have a solution in the integers is for the congruence in (1.1) to have a solution for every positive integer n. Due to the Chinese Remainder Theorem, it suffices to look only at the congruence in (1.1) when n is a prime power. For a positive integer n, we define the local representation number r n (m, Q) as r n (m, Q) = # v ∈ (Z/nZ) 3 : Q(v) ≡ m (mod n) .
With a prime p, we use a p-adic density to encode information about r p k (m, Q) for all positive integers k. For a prime p, let Z p denote the set of p-adic integers with the usual Haar measure, and define the local (representation) density α p (m, Q) at the prime p by
where U is an open set in Z p containing m, Vol Z 3 p (Q −1 (U )) is the volume of Q −1 (U ) in Z 3 p , and Vol Zp (U ) is the volume of U in Z p . The local density α p (m, Q) is also called a p-adic density. It can be shown that A number of formulas for local densities have been stated over the years. Unlike some previous formulas for local densities, it is fairly easy to tell when one of the formulas in our Theorem 1.2 (which is stated below) is equal to zero. In 1998, Yang [13] computes some local densities, but some work is needed to determine whether one of his formulas is equal to zero. In 2004, Hanke [7] does some computations of local representation numbers, but it can be difficult to tell when some of his formulas are equal to zero due to their recursive nature. The formulas for the local densities in our Theorem 1.2 can be easily computed with only knowing the prime factorizations of a, b, c, and m and the values of certain Legendre symbols. Therefore, it is relatively easy for one to state when one of these formulas is zero.
Some other formulas for local densities are explicit but are not very general when it comes to diagonal ternary quadratic forms. In 1935, Siegel [ [2] ). Let p be an odd prime and u be any
In this paper, only local densities at odd primes are computed since computing 2-adic densities of quadratic forms tends to be more complicated. Our main result is the following theorem. Theorem 1.2. Let Q be the integral quadratic form ax 2 + by 2 + cz 2 , where a, b, and c are integers. Let p be an odd prime.
Suppose m is a nonzero integer and m = m 0 p m 1 , where gcd(m 0 , p) = 1.
If m 1 ≥ c 1 and b 1 is even, then
if c 1 and m 1 are even,
if c 1 is even and m 1 is odd,
if c 1 is odd and m 1 is even,
if c 1 and m 1 are odd.
(1.5)
If m 1 ≥ c 1 and b 1 is odd, then
(1.6) Furthermore,
if b 1 and c 1 are even,
if b 1 is even and c 1 is odd,
if b 1 is odd and c 1 is even, As can be seen by Eq. (1.2), a p-adic density encodes some information about r p k (m, Q) for all positive integers k. In fact, in some cases, local densities are almost enough to compute the number of integral solutions to Q(v) = m. Define the representation number r(m, Q) by
In 1935, Siegel [12] proved a formula (now often called Siegel's mass formula) that can be used to compute the representation numbers of certain quadratic forms. We state a specialized version of Siegel's mass formula here. Theorem 1.4 (Specialized Version of Siegel's Mass Formula). Let m be an integer and Q be a positive definite quadratic form of rank 3. If Q is in a genus of one class, then
where the product is taken over all primes
For more information about Siegel's formula in English, see [11] . In 1939, Jones and Pall [10, p. 167] proved that there are 82 primitive quadratic forms of the form ax 2 + by 2 + cz 2 with 0 < a ≤ b ≤ c such that each is in a genus of one class. In the future, the author would like to compute 2-adic densities and use The remainder of this paper sets up and gives a proof of Theorem 1.2. Section 2 relates local representation numbers to exponential sums and quadratic Gauss sums. Section 3 states some lemmas that are useful in the proof of Theorem 1.2. A proof of Theorem 1.2 is given in Section 4.
Local Representation Numbers, Exponential Sums, and Quadratic Gauss Sums
We compute local densities by computing certain local representation numbers. In this section, we give some formulas for local representation numbers using Gauss sums and exponential sums. Throughout this paper, we abbreviate e 2πiw as e(w). For an integer a and a positive integer q, the quadratic Gauss sum g(a; q) over Z/qZ is defined by
Unless otherwise specified, the term "Gauss sum" is taken to refer to a quadratic Gauss sum.
We begin this section by computing an exponential sum that comes up frequently in number theory.
Proof. Note that q−1 t=0 e at q is a geometric sum. The lemma follows from an application of a formula for geometric sums.
Alternatively, since e at q is a character of a group of order q, the lemma also follows from the orthogonality of characters [1, Theorem 6.10, p. 136].
Using the previous lemma, we prove the following theorem, which shows why Gauss sums are useful in computing local representation numbers. e −mt n g(at; n) g(bt; n) g(ct; n) .
Proof. By Lemma 2.1,
Therefore,
e −mt n g(at; n) g(bt; n) g(ct; n) .
The next result is a special case of Theorem 2.2, describing what happens when n is a prime power. Corollary 2.3. Let a, b, and c be integers, let k be a positive integer, and let p be a prime. Let Q(v) = ax 2 + by 2 + cz 2 . Then
This may also be written as
Proof. Take n = p k in Theorem 2.2 to get (2.8).
If t = 0, a fairly simple computation tells us that g 0; p k = p k , so
Substituting p 2k for the t = 0 term in (2.8), we get (2.9).
Knowing this, it would be useful to evaluate Gauss sums. Most formulas for a Gauss sum g a; p k assume that a is coprime to the prime p. The next lemma relates g a; p k to another Gauss sum g a 0 ; p k , where a 0 is coprime to p. Proof. By the definition of a quadratic Gauss sum,
The following lemma states a formula for a Gauss sum g a; p k with a being coprime to the prime p. where · p k is the Jacobi symbol and
Proof. The lemma is a special case of Theorem 1.5.2 in [3, p. 26].
The following lemma helps us evaluate a Gauss sum g(a; q) with q being an odd prime power.
Lemma 2.6. Suppose k is a positive integer, p is an odd prime, and a = 0. Let a = a 0 p ℓ so that gcd(a 0 , p) = 1. Then
Proof. Suppose k ≤ ℓ. By the definition of a quadratic Gauss sum,
Suppose k > ℓ. By Lemma 2.4, g a; p k = p ℓ g a 0 ; p k−ℓ . We apply Lemma 2.5 to see that
Remark 2.7. A simple calculation shows that ε 2
We now provide a link between Gauss sums and exponential sums. Proof. Let t be an integer. As noted by Cohen [4, p. 27 ], the number of solutions modulo p of the congruence
When a ≡ 0 (mod p),
t p e at p follows from (2.11) and Lemma 2.1.
Some Supporting Lemmas
This sections contains many lemmas used in our computations for local densities at odd primes. This first lemma gives the value of a certain exponential sum and follows immediately from Lemma 2.1. It gives the value of the exponential sum This next lemma says that the value of a Gauss sum can be determined by certain residue classes and valuations. For a prime p, we say p ℓ a if p ℓ | a but p ℓ+1 ∤ a. Lemma 3.2. Suppose k is a positive integer, p is an odd prime, a = 0, and b = 0. Suppose p ℓ a and p ℓ b for some ℓ ≥ 0 so that there exist a 0 , b 0 ∈ Z such that gcd(a 0 , p) = 1, gcd(b 0 , p) = 1, a = a 0 p ℓ , and b = b 0 p ℓ . If a 0 ≡ b 0 (mod p), then g a; p k = g b; p k .
Proof. By Lemma 2.6,
Since a 0 ≡ b 0 (mod p), we have that a 0 p = b 0 p , and we see that g a; p k = g b; p k . This next lemma allows us to compute sums of periodic functions with sums with fewer summands. 
If m is even, then t p m = 1 for t ∈ (Z/p k Z) * , so
Sums with Legendre symbols and exponentials occur frequently in calculations of representation numbers. The following lemma helps us compute them. if n is odd.
The following lemma gives the sum of certain powers of Legendre symbols that are useful in computing local densities. Lemma 3.6. Let n 1 , n 2 , and r be integers such that 0 ≤ n 1 ≤ n 2 ≤ k and gcd(r, p) = 1. Then
By a simple counting argument, one can see that the number of even integers in the set {n ∈ Z :
. In a similar manner, we can see that the number of odd integers in the set {n ∈ Z : n 1 ≤ n ≤ n 2 } is
. Thus,
Proof of Theorem 1.2
Since we have stated some supporting lemmas in the previous section, we can now give a proof of Theorem 1.2 in this section. This section is split up into a proof of the formulas of α p (m, Q) when m = 0 and a proof of the formulas for α p (0, Q). In this section, let a, b, b 0 , b 1 , c, c 0 , c 1 , and p be the same as in the statement of Theorem 1.2.
4.1.
Proof of Formulas for α p (m, Q) for Nonzero m. This subsection proves the formulas of α p (m, Q) when m = 0. In this subsection, let m, m 0 , and m 1 be the same as in the statement of Theorem 1.2. Suppose k > m 1 for this entire subsection and its lemmas. Towards computing α p (m, Q), we compute r p k (m, Q) and then take the appropriate limit.
By Eq. (2.9),
Now the problem of computing r p k (m, Q) becomes the problem of computing s k,τ for 0 ≤ τ ≤ k − 1. Our first lemma tells us that we only need to be concerned with m 1 + 1 values of τ . Proof. Suppose that 0 ≤ τ ≤ k − m 1 − 2. Then let t 0 = t 1 + t 2 p, where 1 ≤ t 1 ≤ p − 1 and 0 ≤ t 2 ≤ p k−τ −1 − 1, so by Lemma 3.2, 
Thus, by Eq. (4.15),
In our next lemma, we evaluate s k,τ when τ is greater than or equal to k − min(m 1 , b 1 ).
Then p k | −m 0 t 0 p m 1 +τ for all t 0 ∈ (Z/p k−τ Z) * and k ≤ b 1 + τ ≤ c 1 + τ . Therefore, for all t 0 ∈ (Z/p k−τ Z) * , e −m 0 t 0 p m 1 +τ p k = 1. By Lemma 2.6,
By Lemma 3.4,
The following lemma gives the value of the sum k−1 τ =k−min(m 1 ,b 1 ) s k,τ . where ⌊x⌋ is the greatest integer less than or equal to x.
Proof. The first equality in Eq. (4.16) follows from Lemma 4.2.
It remains to prove the second equality in Eq. (4.16). Let τ 1 = k−τ 2 . Then
Using formulas for geometric sums, we see that
We start with computing formulas for α p (m, Q) when m 1 < b 1 by computing r p k (m, Q) when m 1 < b 1 . The next lemma helps us compute r p k (m, Q) when m 1 < b 1 by determining the value of s k,k−m 1 −1 when
. By Lemma 3.5, 
By dividing by p 2k and computing the limit as k → ∞, we obtain
We start with computing formulas for α p (m, Q)
Thus, by Lemma 2.6,
Thus,
by Lemma 3.5. Now suppose that b 1 is odd. Then ε p m 1 +1 ε p m 1 −b 1 +1 = ε p , and
The next lemma gives a formula for s k,τ when b 1 ≤ m 1 < c 1 and k − m 1 ≤ τ < k − b 1 .
By Lemma 3.4, 
if b 1 ≤ m 1 < c 1 . By dividing by p 2k and computing the limit as k → ∞, we conclude Eq. 
By Lemma 4.11, By Lemma 4.7, we see that
