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GEOMETRY OF LIMIT SETS FOR EXPANSIVE MARKOV
SYSTEMS
KATRIN GELFERT AND MICHA L RAMS
Abstract. We describe the geometric and dynamical properties of ex-
pansive Markov systems.
1. Introduction
Consider a smooth map of an interval into itself. If the map is uniformly
expanding, then its geometry and dynamical properties are well understood
(see [11] for a contemporary view and references). The case that there
exist attracting periodic points simply leads to the appearance of basins of
attraction with a rather simple dynamics.
The situation which lies in-between those two cases is yet of considerable
interest. In the field of dynamical systems, a certain class of such interval
maps have been studied by Urban´ski [15]. His results include, in particu-
lar, the calculation of the Hausdorff and packing dimensions and Lebesgue,
Hausdorff, and packing measures of the limit set. Maps of this type appear
also in the study of so-called Markov exceptional minimal sets in foliation
theory (see for example [3], [9], [1], see [8] or [18] for extensive surveys of
the field).
The goal of this paper is to describe the geometric properties of the general
class of systems studied by Cantwell and Conlon [3]. It includes maps that
may have marginally stable periodic orbits and hence are not (uniformly)
expanding. As our main working assumption we require the map to be
expansive (though not necessarily everywhere expanding). We describe its
geometric properties such as the Hausdorff dimension of the limit set in terms
of dynamical quantities like entropy, topological pressure, and conformal
measures (see Section 2 for the definition and notations). The following is
our main result.
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Theorem 1. Let ΛQ be the limit set of a C
1+Lip expansive and transitive
Markov system (ΛQ, f). Then the Hausdorff dimension of ΛQ satisfies
dimH ΛQ =inf{t ≥ 0: P (−t log|f
′|) = 0}
=inf{t ≥ 0: there exists a t-conformal measure supported on ΛQ}
=sup{dimH µ : µ ∈ME, hµ(f) > 0}.
Moreover, ΛQ is of zero Lebesgue measure.
Under the additional assumption that f is (piecewise) real analytic, we
have dimH ΛQ < 1 and the packing measure in this dimension is positive.
Under the assumption of Theorem 1, the zero Lebesgue measure property
has been proved by Cantwell and Conlon [3]. The analogous dimension
formulae of Theorem 1 have been shown in the C1+ε case by Urban´ski [15]
under additional geometric assumptions. We note that we require that f
is of class C1+Lip because our main tool for the proof of Theorem 1 is the
A. Schwartz lemma. The additional analyticity assumption is necessary, as
the following example shows.
Example 1. There exists a C∞ parabolic iterated function system in R
with a limit set with Hausdorff dimension equal to 1, but of zero Lebesgue
measure. (Full details are given at the end of Section 5.)
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Figure 1. The iterated function system given by (32).
Note that there exists an iterated function system in R of smoothness C1
with positive Lebesgue measure (see the example by Bowen [2]).
In Section 3 we introduce the main concept for our approach, so-called
hyperbolic instants. We introduce the set H of points which have infinitely
many hyperbolic instants and we prove some of its immediate properties.
The conclusions in this section are quite general and, in fact, are valid for a
much bigger class of dynamical systems than those considered in this paper.
For expansive and transitive Markov systems, most points belong to the set
H. Namely we have the following theorem.
3Theorem 2. Under assumptions of Theorem 1, a point belongs to ΛQ \H
if and only if it is either a parabolic periodic point or parabolic preperiodic
point.
We now sketch the contents of the paper. In Section 2 we introduce the
main objects of our study, namely Markov systems, topological pressure,
and conformal measures. In Section 3 we define the set H and prove some
of its main properties. In Section 4 we prove Theorem 2. The proof is
based on ideas from Cantwell and Conlon [3] and Matsumoto [9]. Finally,
in Section 5 we prove Theorem 1. For this we use Theorem 2 together with
now-standard methods from [15, 5].
2. Preliminaries
We consider a general geometric construction of a Cantor-like set, mod-
elled on a Markov geometric construction (a subshift of finite type).
2.1. Iterated function systems. Let I ⊂ R be a closed interval and I1,
. . ., Ip be a finite collection of pairwise disjoint closed subintervals of I.
Let {gi}
p
i=1 be a collection of bijective C
1+Lip diffeomorphisms with range
R(gi) ⊂ int(Ii) and domain D(gi) =
⋃p
j=1 Ij . Such a collection is called an
iterated function system. We will denote
gi1...in
def
= gi1 ◦ · · · ◦ gin .
We consider the associated topological Markov chain σ : Σ → Σ defined
by σ(i1i2 . . .) = (i2i3 . . .) on the set
Σ
def
= {1, . . . , p}N.
We denote Σn = {1, . . . , p}
n and Σ∗ =
⋃∞
n=0 Σn, where we use the con-
vention Σ0 = {∅}. For each (i1 . . . in) ∈ Σn we define
∆i1...in
def
= gi1...in−1(Iin)
and ∆∅ = I.
We define
Λ
def
=
∞⋂
n=1
⋃
(i1...in)∈Σn
∆i1...in .
We set
f(x)
def
= g−1i (x) when x ∈ R(gi).
Given x ∈ Λ, we denote by ∆n(x) the unique set ∆i1...in containing x.
Given an iterated function system, for each (i1i2 . . .) ∈ Σ the sets ∆i1...in
form a descending sequence of non-empty compact sets, and in general the
set
⋂∞
n=1∆i1...in is either a singleton or a non-degenerate interval. We always
assume that
⋂∞
n=1∆i1...in is a singleton, that is, that
(1) dn
def
= max
(i1...in)
|∆i1...in | → 0 as n→∞,
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and in particular that f |Λ is an expansive map. Recall that f |Λ is called
expansive if there exists a positive constant δ such that, for any x, y ∈ Λ
satisfying |fk(x)− fk(x)| ≤ δ for every k ≥ 1, we have x = y. We obtain a
coding map π : Σ→ Λ given by
π(i1i2 . . .) =
∞⋂
n=1
gi1 ◦ · · · ◦ gin−1(Iin) =
∞⋂
n=1
∆i1...in .
We call the sequence π−1(x) the symbolic expansion of x ∈ Λ.
We remark that for an iterated function system for which the maps g1,
. . ., gp are not uniformly contracting on Λ, the thermodynamic formalism
of the associated symbolic dynamics does not apply since the coding map π
does not in general preserve the Ho¨lder continuity of potentials.
We further remark that it would be enough to assume only that gi(
⋃
Ij) ⊂
Ii. For such systems one can increase all Ii and expand domains of gi in
such a way as to obtain C1+Lip (but not necessarily C2, even if the original
system was smoother!) expansive iterated function system (Iˆi, gˆi) with the
same Λ and satisfying gˆi(
⋃
Iˆj) ⊂ int Iˆi.
2.2. Markov systems. We call an n-tuple (i1 . . . in) ∈ Σn a word of length
n. Let Q ⊂ Σ∗ be a finite set and denote by l(Q) the maximal length of
words from Q. We denote by ΣQ the set of all infinite sequences from Σ
that do not contain any of the words from Q as a sub-word:
ΣQ
def
= {(i1i2 . . .) ∈ Σ: (inin+1 . . . in+k−1) /∈ Q for every n, k ∈ N} .
Naturally, the same set ΣQ may be obtained for different choices of Q.
We will denote
l(ΣQ)
def
= min l(Q),
where the minimum is taken over all possible choices of Q resulting in the
same ΣQ. We call the (not necessarily unique) set Q for which the minimum
is achieved a representation of ΣQ. The proof of the following lemma is left
to the reader.
Lemma 1. Assume Q is a representation of ΣQ. For every Q
′ ⊃ Q satis-
fying l(Q′) = l(Q) we have
l(ΣQ′) ≤ l(ΣQ).
From the definition of ΣQ it follows that σ(ΣQ) ⊂ ΣQ, but this inclusion
needs not to be an equality. We say that ΣQ is completely invariant if
and only if σ(ΣQ) = ΣQ, and we call σ|ΣQ a subshift of finite type in this
case. Given (j1 . . . jm) ∈ Σ∗, we denote by j1 . . . jmΣQ the set of all infinite
sequences from Σ given by
j1 . . . jmΣQ
def
= {(j1 . . . jmi1i2 . . .) : (i1i2 . . .) ∈ ΣQ}.
5Proposition 1. For any ΣQ there exists a completely invariant set ΣQ′ with
l(ΣQ′) ≤ l(ΣQ), and there exists a finite set Q˜ ⊂ Σ∗ such that
ΣQ′ ⊂ ΣQ ⊂
⋃
(j1j2...jm)∈ eQ
j1j2 . . . jmΣQ′.
Proof. Let ΣQ (with representation Q) be not completely invariant, that
is, let us assume that there exists such (i1i2 . . .) ∈ ΣQ that (i i1i2 . . .) /∈
ΣQ for all i ∈ {1, . . . , p}. Denoting n = l(Q), we see that all the words
(i i1i2 . . . in−1), i ∈ {1, . . . , p}, must contain a word from Q as a sub-word.
At the same time, (i1i2 . . . in−1) does not contain any word from Q as a
sub-word. Let Q′ = Q ∪ {(i1i2 . . . in−1)}. Note that we have l(Q
′) = l(Q)
and
ΣQ′ ⊂ ΣQ ⊂ ΣQ′ ∪ i1ΣQ′ .
Moreover, by Lemma 1
l(ΣQ′) ≤ l(ΣQ).
If ΣQ′ is not completely invariant then we can repeat this procedure.
As there exist only finitely many choices of finite sets Q′′ ⊂ Σ∗ satisfying
l(Q′′) ≤ n, we can repeat this procedure only finitely many times. This
proves the proposition. 
Denote
(2) ΛQ
def
= π(ΣQ).
We have f(ΛQ) ⊂ ΛQ (with equality if and only if ΣQ is completely invari-
ant). Given Q and x ∈ ΛQ, we call the sequence (i1i2 . . .) ∈ Σ admissible
for x if
(3) gin...i1(x) ∈ ΛQ for all n ∈ N.
If ΣQ is completely invariant, then for every point x ∈ ΛQ there exists an
admissible sequence. The proof of the following lemma will be left to the
reader.
Lemma 2. If a sequence is admissible for x, then it is admissible for every
y ∈ ∆n(x) ∩ ΛQ with n = l(ΣQ)− 1.
The system (ΛQ, f, g1, . . . , gp) is called a Markov system. The partition
ΛQ =
⋃p
k=1 Jk, where Jk = Ik ∩ ΛQ, has the property that f(Jk) either
contains Jℓ or is disjoint with Jℓ for every k, ℓ. A partition with this property
is called Markov. We note that, in the context of dynamical systems theory,
one usually considers Markov systems which are topologically conjugate to a
subshift of finite type. Wheras here we also want to include the more general
case, which in particular will be part of our constructions in Section 4.
From now on we will always assume that ΣQ is completely invariant.
The Markov system needs not, in general, to be transitive. However, if the
system is not transitive then it is a disjoint union of finitely many transitive
Markov systems and we can study each of them separately. In what follows,
we consider only transitive Markov systems.
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2.3. Topological pressure. Let ϕ be a continuous function on ΛQ. The
topological pressure of ϕ (with respect to f |ΛQ) is defined by
(4) P (ϕ)
def
= lim
n→∞
1
n
log
∑
(i1...in)
exp max
x∈∆i1...in
Snϕ(x),
where here and in the sequel the sum is taken over the cylinders with non-
empty intersection with the set ΛQ. The existence of the limit follows easily
from the fact that the sum constitutes a sub-multiplicative sequence. More-
over, the value P (ϕ) does not depend on the particular Markov partition
that we use in its definition.
Denote by M the family of f -invariant Borel probability measures on ΛQ.
By the variational principle we have
(5) P (ϕ) = max
µ∈M
(
hµ(f) +
∫
ΛQ
ϕdµ
)
,
where hµ(f) denotes the entropy of f with respect to µ (see [17]).
Lemma 3. f has tempered distortion on ΛQ, that is, there exists a positive
sequence (ρn)n decreasing to 0 such that for every n we have
(6) sup
(i1...in)
sup
x,y∈∆i1...in
|(fn)′(x)|
|(fn)′(y)|
≤ enρn .
Proof. By Lipschitz continuity of f |ΛQ we have
log sup
(i1...in)
sup
x,y∈∆i1...in
|(fn)′(x)|
|(fn)′(y)|
≤ c
n∑
k=1
dk,
for some positive number c and for dk defined in (1). By the condition (1) the
sequence (dk)k is decreasing to 0, which implies the claimed property. 
Given t ∈ R, we define the function ϕt : ΛQ → R by
(7) ϕt(x)
def
= −t log|f ′(x)|.
The tempered variation property (6) ensures in particular that in the def-
inition of P (ϕt) in (4) one can replace the maximum by the minimum or,
in fact, by any intermediate value. Given x ∈ ΛQ we denote by χ(x) the
Lyapunov exponent at x
χ(x)
def
= lim sup
n→∞
1
n
log|(fn)′(x)| .
Proposition 2. The function t 7→ P (ϕt) is a continuous, convex, and non-
increasing function of R. P (ϕt) is negative for large t if and only if there
exist no f -invariant probability measures with zero Lyapunov exponent.
Proof. The claimed properties follow immediately from general facts about
the pressure together with the variational principle (5). 
7We define
t0
def
= inf{t > 0: P (ϕt) ≤ 0}.
Proposition 3. Suppose that f |ΛQ is transitive, then for every t
(8) P (ϕt) = lim
n→∞
1
n
log
∑
fn(x) = x,
x ∈ ΛQ
|(fn)′(x)|−t.
Proof. By transitivity, for each Ij , j = 1, . . ., p, there exists a cylin-
der ∆(j)
def
= ∆i1...isj ⊂ Ij such that f
sj(∆i1...isj ∩ ΛQ) = ΛQ. Put s
def
=
max{sj : 1 ≤ j ≤ p}. For every n ≥ 1 denote
Σ0n
def
= {(i1 . . . in) : f
n(∆i1...in ∩ ΛQ) = ΛQ}.
Recall the choice of the sequence (ρn)n given in (6). Notice that by the
tempered distortion property, for any n ≥ 1 we have∑
fn(x) = x,
x ∈ ΛQ
|(fn)′(x)|−t ≥
∑
(i1...in)∈Σ0n
min
x∈∆i1...in
|(fn)′(x)|−t
≥ e−ntρn
∑
(i1...in)∈Σ0n
|(fn)′(xi1...in)|
−t,(9)
where xi1...in ∈ ∆i1...in is arbitrarily chosen.
Given k > 1, we have∑
(i1...ikj1...js)∈Σ
0
k+s
|(fk+s)′(xi1...ikj1...js)|
−t
=
∑
(i1...ik)
∑
(j1 . . . js) ∈ Σ
0
s,
fk(∆i1...ik ) ⊃ ∆j1...js
|(fk+s)′(xi1...ikj1...js)|
−t
≥
∑
(i1...ik)
∑
(j1 . . . js) ∈ Σ
0
s,
fk(∆i1...ik ) ⊃ ∆j1...js
min
x∈∆i1...ik
|(fk)′(x)|−t |(f s)′(fk(xi1...ikj1...js))|
−t
≥ C
∑
(i1...ik)
min
x∈∆i1...ik
|(fk)′(x)|−t
≥ Ce−ktρk
∑
(i1...ik)
max
x∈∆i1...ik
|(fk)′(x)|−t
(remember that each sum is taken over the cylinders which intersect ΛQ),
where C is some positive constant depending entirely only on f s.
Since every ∆i1...in contains at most one periodic point of period n, we
have
(10)
∑
fn(x) = x,
x ∈ ΛQ
|(fn)′(x)|−t ≤
∑
(i1...in)
max
x∈∆i1...in
|(fn)′(x)|−t.
From here the claimed property follows. 
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We remark that the above proof used some ideas from [19, Section 5].
2.4. Conformal measures. Denote by Lϕψ(x)
def
=
∑
f(y)=x,y∈ΛQ
eϕ(y)ψ(y),
x ∈ ΛQ, the Ruelle-Perron-Frobenius transfer operator associated to ϕ,
which is acting on the space of continuous functions ψ : ΛQ → R. By the
Schauder-Tychonov theorem, there exists a fixed point of the map ν 7→
(L∗ϕν(1))
−1
L
∗
ϕν. This fixed point, say ν, is a conformal measure with re-
spect to the function exp(P (ϕ)− ϕ), that is, it satisfies
ν(f(A)) =
∫
A
eP (ϕ)−ϕ(x)dν(x).
for every Borel subset A of ΛQ such that f |A in injective (see [4] for more
details on conformal measures) .
In the particular case that in the definition of the transfer operator we
consider the potential ϕt defined in (7) with t such that P (ϕt) = 0, such a
measure νt satisfies
(11) νt(f(A)) =
∫
A
|f ′(x)|tdνt(x).
A measure satisfying (11) is called t-conformal for f |ΛQ. The following
lemma follows immediately from the definition, the proof will be left to the
reader.
Lemma 4. If f |ΛQ is transitive, the t-conformal measure is strictly positive
on every cylinder.
We denote by
tc
def
= inf{t ≥ 0: t-conformal measure exists on ΛQ}.
3. Points with infinitively many hyperbolic instants
We will a priori not require that f |ΛQ is expanding neither that f |ΛQ
has bounded distortion. However, in the following, we derive that a rather
large set of points has already good expanding and distortion properties.
Let us denote by
Dist g|Z
def
= sup
x,y∈Z
|g′(x)|
|g′(y)|
the maximal distortion of a map g on a set Z. We denote by H the set of
points x in ΛQ which have the property that there exist positive constants
c1, c2, a monotonously increasing sequence of natural numbers (nk)k and
a positive sequence (rk)k decreasing to 0 (all, in general, depending on x)
such that for every k ≥ 1 the map fnk is defined on B(x, rk) and we have
diam fnk(B(x, rk)) > c1 and Dist f
nk |B(x,rk) < c2.
We call the numbers nk hyperbolic instants for x. We remark the follow-
ing statements of this section remain true if we consider Λ instead of ΛQ,
however, we keep our restricted point of view.
9We want to relate the above concept to the concept of hyperbolic times,
which requires slightly stronger expansion properties of a given orbit. A
number n ∈ N is called a hyperbolic time for a point x ∈ ΛQ with exponent
α if
|(fk)′(fn−k(x))| ≥ ekα for every 1 ≤ k ≤ n.
We denote byHHT(α) the set of points x ∈ ΛQ for which there exist infinitely
many hyperbolic times with exponent α. Obviously, HHT(α) ⊂ HHT(α
′) if
α′ < α.
The following is an immediate consequence of the generator condition (1)
and Lemma 3.
Lemma 5. We have χ(x) ≥ 0 for every x ∈ ΛQ.
We now show some immediate properties of the set H.
Proposition 4. We have
{x ∈ ΛQ : χ(x) > 0} =
⋃
α>0
HHT(α) ⊂ H.
A periodic point x or its preimage is in H if and only if χ(x) > 0.
Remark 1. Under the prerequisites of Urban´ski in [15] every point in Λ
except parabolic fixed points and their preimages belong to H. Thus, H
can contain points with zero Lyapunov exponent.
Remark 2. It follows from the proof of Proposition 4 that the constants c1
and c2 can, in fact, be chosen uniformly on any of the sets {x ∈ H : χ(x) ≥
χ0 > 0}.
Proof of Proposition 4. Since f locally extends to a C1+Lip diffeomorphism,
for a given α > 0 there exists c1 > 0 such that
(12) sup
y,z∈Ii
max
|f(y)−f(z)|≤c1
|f ′(y)|
|f ′(z)|
≤ eα/2.
We choose c1 so small that two points from ΛQ in distance smaller than c1
must belong to the same Ii.
Let n be a hyperbolic time for x ∈ ΛQ with exponent α > 0. We now
prove by induction that for every y such that fn(y) ∈ B(fn(x), c1) for every
0 ≤ k ≤ n we have
(13) |fn−k(x)− fn−k(y)|ekα/2 ≤ |fn(x)− fn(y)|.
For y, (13) is true for k = 0. Assume now that we have this property for
each k = 0, . . ., ℓ, and hence that
|fn−ℓ(x)− fn−ℓ(y)| ≤ |fn(x)− fn(y)|e−ℓα/2 < c1e
−ℓα/2 < c1.
With (12) and the fact that |(f ℓ+1)′(fn−ℓ−1(x))| ≥ e(ℓ+1)α this implies that
|fn−ℓ−1(x)− fn−ℓ−1(y)| ≤ |fn(x)− fn(y)|e−(ℓ+1)α/2. This shows (13).
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In particular, (13) with k = n implies the first claimed property since by
setting r(n)
def
= c1e
−nα/2 we have
c1 ≤ diam f
nB(x, c1r(n)).
We now prove the bounded distortion property. By (13) and by Lipschitz
continuity of log|f ′| with some Lipschitz constant c > 0 we have
logDist fn|B(x,r(n)) = sup
y,z∈B(x,r(n))
log
|f ′(y)||f ′(f(y))| · · · |f ′(fn−1(y))|
|f ′(z)||f ′(f(z))| · · · |f ′(fn−1(z))|
≤
n−1∑
k=0
ce−(n−k)α/2|I| ≤
∞∑
k=0
ce−kα/2|I|
def
= c2 <∞
which proves the inclusion HHT(α) ⊂ H.
To show that
⋃
α>0HHT(α) coincides with the set of points with positive
Lyapunov exponent, one can apply an auxiliary result due to Pliss (see, for
example, [12]). However, we prefer to give a direct proof. Let x ∈ ΛQ be a
point with positive Lyapunov exponent. Let us assume that x /∈ HHT(χ0)
for some 0 < χ0 < χ(x), in other words, that it has at most finitely many
hyperbolic times ni with exponent χ0. Let N
def
= maxi ni. Let n > N . Since
n is not a hyperbolic time, there exists k1 < n such that
|(fn−k1)′(fk1(x))| ≤ e(n−k1)χ0 .
If k1 > N , we can continue and find numbers kℓ ≤ N < kℓ−1 < · · · < k1 < n
such that
|(fki−1−ki)′(fki(x))| ≤ e(ki−1−ki)χ0 , i = 2, . . . , ℓ.
Hence, we have
|(fn−ki)′(fki(x))| ≤ e(n−ki)χ0 .
But this implies that there exists some positive constant C = C(N,χ0) such
that
|(fn)′(x)| ≤ Cenχ0 for every n > N
and hence χ(x) ≤ χ0, which is a contradiction. Thus, we can conclude that
x has infinitely many hyperbolic times with any exponent smaller than χ(x).
It follows obviously from the first part of this proof that a preimage of a
periodic point x is in H if χ(x) > 0. We finally prove that if a periodic point
x or its preimage is in H then we must have χ(x) > 0. Let x = fk(x) be a
point satisfying |(fk)′(x)| = 1. Let y = gin...i1(x) be in H and let c1 and c2
be associated constants and (nk)k and (rk)k the associated sequences. Then
diamB(y, rk) ≥ |(f
nk)′(y)|−1c−12 c1 = |(f
n)′(y)|−1|(fnk−n)′(x)|−1c−12 c1
is uniformly bounded from below by some positive constant. In particular
this means that |∆k(y)| stays bounded away from zero for all k ∈ N (a
contradiction with (1)). This finishes the proof of Proposition 4. 
Proposition 5. We have dimHH ≤ tc.
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Proof. Let t ≥ tc such that there exists a t-conformal measure µt for f |ΛQ.
Let x ∈ H and consider the sequences (nk)k and (rk)k and positive constants
c1 and c2 associated to x. Note that
(14) 2rk · inf
y∈B(x,rk)
|(fnk)′(y)| ≤ diam fnk(B(x, rk)) ≤ |I|.
By t-conformality of the measure µt, we have
µt(f
nk(B(x, rk))) =
∫
B(x,rk)
|(fnk)′(y)|tdµt(y)
≤ c2
t inf
y∈B(x,rk)
|(fnk)′(y)|tµt(B(x, rk)),
where for the second inequality we used the bounded distortion property of
the map fnk at the point x. With (14) we obtain
µt(f
nk(B(x, rk))) ≤
(
c2
2rk
|I|
)t
µt(B(x, rk)).
As diam(fnk(B(x, rk))) > c1, µt(f
nk(B(x, rk))) is bounded away from zero
uniformly in k by some constant c (by Lemma 4 and a compactness argu-
ment) and hence
log µt(B(x, rk))
log rk
≤
−t log(c2|I| 2
−1) + c
log rk
+ t.
This implies that the lower pointwise dimension of the measure µt at x can
be bounded by dµt(x) ≤ t. Since x ∈ H was arbitrary, we obtain dimHH ≤ t
(see for example [6]). 
Note that the conformal measure µt is not necessarily concentrated on
the set H. But we do not need this property in order to obtain the upper
bound of dimHH.
Proposition 6. The set H has zero Lebesgue measure.
Proof. We will show that no x ∈ H is a Lebesgue-density point of H, that
is, we have
(15) lim inf
r→0
Leb(H ∩B(x, r))
Leb(B(x, r))
< 1 for every x ∈ H,
where Leb denotes the Lebesgue measure on R. Since a set is nowhere dense
if and only if it has zero Lebesgue measure, the assertion then follows.
Let x ∈ H with associated sequences (nk)k and (rk)k and numbers c1 > 0
and c2 ≥ 1. There exists a positive number c3, which depends only on c1 but
neither on nk nor rk, such that for every number nk there exists an interval
gap Gk ⊂ f
nk(B(x, rk)) \ ΛQ of length at least c3. Denote G˜k = f
−nk(Gk).
Analogously to (14), by bounded distortion of the map fnk we have
2rk · |(f
nk)′(x)| · c−12 ≤ diam f
nk(B(x, rk) ∩ Λ) ≤ |I|
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which implies
c3 ≤ |Gk| ≤ |G˜k| sup
y∈B(x,rk)
|(fnk)′(y)| ≤ |G˜k||(f
nk)′(x)|c2 ≤ |G˜k| |I|
c22
2rk
.
Thus we obtain
Leb(H ∩B(x, rk))
Leb(B(x, rk))
≤
rk(1− c3c
−2
2 |I|
−1)
rk
< 1
for a sequence (rk)k. From here (15) follows. 
4. Points with infinitely many hyperbolic instants - geometric
description
Our goal in this section is to prove Theorem 2, that is, to prove that a
point belongs to ΛQ \H if and only if it is either a parabolic periodic point
or a parabolic preperiodic point.
We briefly sketch how we are going to prove this result. We first formu-
late the A. Schwartz lemma in our setting. We then identify the family of
intervals to which this lemma is applicable. The main step in the proof is
done by a bootstrapping argument: by using of the A. Schwartz lemma we
are able to cut out all points that visit a certain cylinder infinitely many
times. By doing so, we can restrict ourself to a new, strictly smaller, Markov
system and use the A. Schwartz lemma again. This procedure terminates
after finitely many steps.
Proof of Theorem 2. Since x ∈ H if and only if f(x) ∈ H, by Proposition 1
we can restrict ourself to the case that ΣQ is irreducible. We assume that
Q is a representation of ΣQ.
We start with a distortion result which is based on the A. Schwartz
lemma [13]. Denoting by Lip g the Lipschitz constant of g, let
θ
def
= max
1≤i≤p
Lip log |g′i|
and
(16) λ
def
= exp(4θ|I|).
Lemma 6. Let G and K be two intersecting intervals which are contained
in some Ii, 1 ≤ i ≤ p, and which satisfy λ|K| ≤ |G|. If (i1i2 . . .) ∈ Σ
satisfies
∞∑
k=1
diam gik...i1(G) ≤ 2|I|,
then for every n ∈ N we have
diam gin...i1(K) ≤ diam gin...i1(G) and Dist gin...i1 |G∪K ≤ λ.
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Proof. We prove the statement by induction over n. The assertion is true
for n = 1 because we have |K| < |G| and
log(|g′i(x)||g
′
i(y)|
−1) ≤ θ|x− y| < 2θ|I|
for every x, y ∈ G ∪K.
Let us assume that the assertion is true for all n < N . We have
Dist giN ...i1 |G∪K ≤ exp(θ
N−1∑
k=0
diam gik...i1(G ∪K)).
By the inductive hypothesis, for all k < N we have
diam gik...i1(G ∪K) ≤ 2 diam gik...i1(G).
This implies that
Dist giN ...i1 |G∪K ≤ exp(4θ|I|) = λ
and that
diam giN ...i1(K)
diam giN ...i1(G)
≤
|K|
|G|
Dist giN ...i1 |G∪K ≤ 1.
This proves the lemma. 
We will call an open interval G contained in one of the intervals Ii a gap
if G ∩ ΛQ = ∅ and if at least one of endpoints of G belongs to ΛQ.
We will apply Lemma 6 to the following geometrical situation:
Lemma 7. Let G ⊂ Ii be a gap, x ∈ ΛQ be an endpoint of G and let
(i1i2 . . .) ∈ Σ be an admissible sequence for x. Assume that the points
gik...i1(x) are all distinct for k ∈ N. Then
∞∑
k=1
diam gik...i1(G) ≤ 2|I|.
Proof. We will prove that gik ...i1(G) are pairwise disjoint for all such k for
which gik...i1 are both orientation preserving or both orientation reversing
(on Ii).
Assume that it is not true, i.e., that gik ...i1(G) intersects gil...i1(G) for
gik...i1 and giℓ...i1 both orientation preserving or both orientation reversing.
The points gik ...i1(x) and giℓ...i1(x) are both right endpoints (or both left
endpoints) of gik...i1(G) and giℓ...i1(G), correspondingly. Assume that k < ℓ.
There are three possible cases.
Case 1: y = gik ...i1(x) ∈ giℓ...i1(G). In this situation f
ℓ(y) ∈ G. However,
f ℓ(y) = f ℓ−k(x) ∈ ΛQ, which is a contradiction.
Case 2: y = giℓ...i1(x) ∈ gik ...i1(G). In this situation f
k(y) ∈ G. However,
fk(y) = giℓ−k ...i1(x) ∈ ΛQ (by definition of admissible sequence), which is
again a contradiction.
Case 3: gik ...i1(x) = giℓ...i1(x) is excluded by the assumption of the lemma.
We are done. 
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Recall the definition of dn in (1). Let G be a gap and let n be so big that
(17) dn ≤
|G|
3λ
.
We also assume that
(18) n ≥ l(Q).
Let x be an endpoint of G which is contained in ΛQ. Denote by K the
dn-neighbourhood of ∆n(x) = ∆j1...jn . Let Q
′ def= Q ∪ {(j1 . . . jn)}.
Remark 3. Before continuing the proof, let us remind you that the range
of gi lies strictly inside Ii. Hence, Λ is strictly contained in the interior of⋃
gi(
⋃
Ij). In particular, if gik ...i1 |K has distortion bounded by λ then for
any y ∈ gik...i1(∆n(x)) the map f
k is well defined on B(y,D|∆n+k(y)|/λ)
for some D not depending on k.
Lemma 8. If the assertion of Theorem 2 is true for ΛQ′, it is also true for
ΛQ.
Proof. We denote by K∗ the set of points y ∈ ΛQ for which f
k(y) ∈ ∆n(x)
for infinitely many k ∈ N. We are going to show first that every point in K∗
which is not a preimage of a parabolic periodic point is contained in H.
Note first that by Lemma 2 any sequence admissible for x is necessarily
admissible for all the points in ∆n(x). There are two cases.
Case 1: x is not a periodic point of f . Then for any sequence (i1i2 . . .)
which is admissible for x, the points gik ...i1(x), k ≥ 1, are pairwise distinct.
Hence, by Lemma 7 we can apply Lemma 6 to the sets G and K and to the
maps gik ...i1 . In particular we have
(19) Dist gik...i1 |G∪K ≤ λ
for every k ∈ N.
For any y ∈ ΛQ, if y ∈ gik ...i1(∆n(x)) for some k-tuple (ik . . . i1) then
fk(∆n+k(y)) = ∆n(x). It follows from (19) that we have
diam fk
(
B
(
y,
D|∆n+k(y)|
λ
))
≥
D
λ2
|∆j1...jn |
and
Dist fk|
B
“
y,
D|∆n+k(y)|
λ
” ≤ λ.
Hence, if fk(y) ∈ ∆n(x) for infinitely many k, then y ∈ H. We conclude
K∗ ⊂ H in Case 1.
Case 2: x is a periodic point of f of periodm. We have x = π((ℓ1 . . . ℓm)
N)
for some m-tuple (ℓ1 . . . ℓm) and
(20) ℓk = jk for k ≤ min{m,n}.
Let y ∈ K∗.
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Assume for a moment that there exists M0 > 0 such that f
k(y) ∈ ∆j1...jn
implies that
(21) fk−m(y) ∈ ∆ℓ1...ℓm
for every k > M0. It means that in the symbolic expansion of y from
some moment on any appearance of (j1 . . . jn) is immediately preceded by
(ℓ1 . . . ℓm), that is
y = π( ∗ . . . ∗
k−m symbols
ℓ1 . . . ℓm j1 . . . jn . . .).
From (20) it then follows that the word (ℓ1 . . . ℓmj1 . . . jn) must be preceded
by (ℓ1 . . . ℓm) again, and so on. As y ∈ K∗, the word (j1 . . . jn) appears
infinitely many times, hence the symbolic expansion of y is of the form
(i1 . . . ik(ℓ1 . . . ℓm)
N), that is, y is a preimage of the periodic point x.
If y is a preimage of x, then, by Proposition 4, y ∈ H if and only if x is
an expanding periodic point.
If y is not a preimage of x then (21) is not satisfied, that is, there exist
infinitely many numbers k such that fk(y) ∈ ∆n(x) and f
k−m(y) /∈ ∆ℓ1...ℓm .
For any such k, the sequence (ik . . . i1) which satisfies y = gik ...i1(f
k(y)) is
admissible for all points in ∆n(x) and does not begin with (ℓm . . . ℓ1). Hence,
the points giℓ...i1(x) are pairwise distinct for every 1 ≤ ℓ ≤ k. By Lemma 7,
we can apply Lemma 6 to the sets G and K and to the maps gik...i1 . We
obtain
diam fk
(
B
(
y,
D|∆n+k(y)|
λ
))
≥
D
λ2
|∆j1...jn |
and
Dist fk|
B
“
y,
D|∆n+k(y)|
λ
” ≤ λ
like in Case 1. This implies that all the points in K∗ which are not preimages
of parabolic periodic points belong to H if we consider the Case 2.
Consider now a point y ∈ ΛQ for which f
ki(y) ∈ ∆n(x) for only finitely
many ki. Then f
k(y) ∈ ΛQ′ for every k > maxi ki. Hence,
ΛQ ⊂ K∗ ∪
⋃
(i1...im)
gi1...im(ΛQ′),
where the union is taken over some infinite but countable subset of Σ∗. In
such a situation, to obtain the assertion of Theorem 2 for ΛQ it is enough
to prove this assertion for ΛQ′ . 
Lemma 8 gives us the inductive step for the proof of Theorem 2. We start
by choosing p gaps (one in each Ii) and n ∈ N such that (17) is satisfied
for each gap and that (18) is satisfied as well. To a chosen gap G ⊂ Ii we
apply Lemma 8. We see that to prove the assertion of Theorem 2 for ΛQ
it is enough to prove it for some subsystem ΛQ′ . Using Proposition 1 we
might well assume that ΣQ′ is irreducible.
Either ΛQ′ is disjoint from Ii (in this case we proceed to another gap) or
we can find a new gap G′ ⊃ G. Its diameter is obviously not smaller than
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the diameter of G and hence (17) is satisfied for G′. Lemma 1 implies that
(18) is satisfied for ΛQ′ . Hence, we can repeat the inductive step.
Since every Markov system which we consider in this chain is strictly
contained in the previous one and since l(ΣQ) is bounded from above, the
procedure must eventually terminate. In other words, at some moment we
will obtain ΛQ′ = ∅. This will end the proof of Theorem 2. 
Corollary 1. There exist at most finitely many parabolic periodic points.
Proof. In the proof of Theorem 2 we used an inductive procedure that pro-
duces at most one parabolic periodic point at every step. All other periodic
points (not the endpoints of gaps on some step of our procedure) belong
to H and thus cannot be parabolic. As the inductive procedure terminates
after finitely many iterations, the number of parabolic periodic points can
be at most finite. 
The next corollary follows in the case that f is C2 from the Man˜e hyper-
bolicity theorem as well, see [10] for the formulation.
Corollary 2. If there exist no parabolic periodic points, the system is uni-
formly hyperbolic.
Proof. If there exist no parabolic periodic points, then, by Theorem 2, we
have H = ΛQ. Every point x ∈ H has a cylinder neighbourhood U(x) and
a time k(x) such that fk(x)|U(x) is uniformly expanding. As ΛQ = H is
compact, from sets U(x) one can choose a finite covering of ΛQ. Hence, ΛQ
is equivalent (under a change of symbolic description) to a finite uniformly
expanding Markov system. 
We say that the Markov system (ΛQ, f) is C
1 robustly expansive if and
only if any map g which is a sufficiently small C1 smooth perturbation of f
also satisfies (1).
Corollary 3. The Markov system (ΛQ, f) is C
1 robustly expansive if and
only if f |ΛQ is uniformly hyperbolic.
Proof. Let (ΛQ, f) be a C
1+Lip expansive and transitive Markov system. By
Corollary 1 there can exist at most a finite number of parabolic periodic
points for f |ΛQ. Let us assume that there exists at least one parabolic
periodic point x ∈ ΛQ, and we may assume that x is a fixed point. Then we
can find a perturbation g of f , which keeps x fixed, which is arbitrarily
C1 close to f and for which there is a neighborhood U of x such that
g(U) ⊂ int(U), violating (1). Hence f |ΛQ must be uniformly hyperbolic
by Corollary 2.
If f |ΛQ is uniformly hyperbolic, then any small C
1 perturbation is also
hyperbolic, and hence expansive. 
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5. Proof of Theorem 1
Given µ ∈M, we denote by
χ(µ)
def
=
∫
log|f ′|dµ
the Lyapunov exponent of µ.
By Theorem 2, the set ΛQ \H is at most countable and hence has zero
Lebesgue measure. Thus, it follows from Proposition 6 that the Lebesgue
measure of ΛQ is zero.
We now prove the dimension results. From Theorem 2 we know that
dimH ΛQ \H = 0, and hence
(22) dimH ΛQ ≤ tc
follows from Proposition 5.
Note that f |ΛQ is an open and expansive map. By [4, Theorem 3.12], for
every t ≥ 0 satisfying P (−t log|f ′|) = 0 there exists a t-conformal measure.
This implies that
(23) tc ≤ t0.
Denote
D
def
= sup
µ
dimH µ,
where the supremum is taken over all ergodic f -invariant measures sup-
ported on ΛQ with positive entropy. D is commonly refered to as the dy-
namical dimension of f |ΛQ. Assume that D > 0 and consider 0 < t < D.
It follows from [7] that there exists an ergodic f -invariant measure µ with
positive entropy such that t < hµ(f)/χ(µ). This implies
0 < hµ(f)− tχ(µ) ≤ P (−t log|f
′|)
and hence t < t0. Note that 0 ≤ t0 trivially holds true. This implies D ≤ t0.
Notice that for every ergodic f -invariant measure ν we have χ(ν) ≥ 0, by
Lemma 5. Suppose now that P (−t log|f ′|) > 0 for some t ≥ 0. Then, by
the variational principle, there exists an ergodic f -invariant measure ν such
that hν(f)− tχ(ν) > 0 and thus hν(f) > 0. It follows then from [7] that
t <
hν(f)
χ(ν)
= dimH ν ≤ D.
This implies that P (−t log|f ′|) ≤ 0 for every t ≥ D, and hence we have
shown that
(24) t0 = D.
Notice that, by definition, we have
(25) D ≤ dimH ΛQ.
With (22)–(25) this proves the first part of the assertion.
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The following construction of conformal measures omitting exceptional
points is nowadays standard (see [15] or [4]). We repeat it here because it
will be used for Example 1.
Proposition 7. If f is (piecewise) real analytic, then there exists a t0-
dimensional conformal measure ν such that ν(ΛQ \H) = 0.
Proof. Given n ≥ 1, define
Qn
def
= Q ∪
⋃
(i1 . . . in),
where the union is taken over all words (i1 . . . in) for which ∆i1...in = ∆n(x)
for some parabolic periodic point x ∈ ΛQ. Recall the definition (2). By
Proposition 1 there exists a set Λn ⊂ ΛQn which is non-empty for large
enough n and which is f -invariant and, by construction and by Corollary 2,
uniformly expanding with respect to f . By [16] there exists a tn-conformal
measure supported on Λn, denote
tn
def
= dimH Λn.
Notice that (tn)n is non-decreasing sequence. Moreover, tn is the unique
zero of the equation Pf |Λn(ϕt) = 0, where Pf |Λn denotes the topological
pressure with respect to f |Λn. It follows that tn ≤ t0 for every n ≥ 1. There
exists a subsequence (νnk)k and a number t such that νnk converges to some
probability measure ν in the weak∗ topology and that tnk converges to t.
Let A ⊂ ΛQ be a Borel set such that f |A is injective. Note that, by weak∗
convergence and by conformality, we have
ν(f(A)) = lim
k→∞
νnk(A) = lim
k→∞
∫
A
|f ′(x)|tnk dνnk =
∫
A
|f ′(x)|tdν,
and hence ν is t-conformal. Since there is no t′-conformal measure for t′ < t0,
we must have t = t0.
We now prove that ν(ΛQ \H) = 0. It is sufficient to prove that there are
no atoms at parabolic points. We consider a parabolic fixed point x ∈ ΛQ at
which f is locally orientation preserving, and show that we have ν(x) = 0.
The general case then follows from the consideration of some iterate of the
map f . Let us assume that there exists such a point x ∈ ΛQ. Given n ≥ 1,
denote by D±n (x) the right and the left interval of the set ∆n(x) \∆n+1(x),
respectively. Note that
(26) f(D±n (x)) = D
±
n−1(x).
In particular, we have
∞∑
k=0
|D±k (x)| < |I|.
Given some number M ≥ 1, from Lemma 6 we can conclude that for every
k ≥ 1
Dist fk|D±
M+k(x)
≤ λ,
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where λ is given in (16). Using this property together with the conformality
of each of the measures νn, for every k ≥ 1 we derive that
(27) νn(D
±
M (x))) = νn(f
k(D±M+k(x))) =
∫
D±
M+k(x)
|(fk)′|tndνn
≥
1
λ
|D±M (x)|
tn
|D±M+k(x)|
tn
νn(D
±
M+k(x))
if M + k ≤ n and νn(D
±
M+k(x))) = 0 else, and analogously that
(28) νn(D
±
M (x))) ≤ λ
|D±M (x)|
tn
|D±M+k(x)|
tn
νn(D
±
M+k(x)).
The same estimations are valid for (ν, t0) in place of (νn, tn). For fixed j ≥ 1,
with (26) we can conclude that
ν(∆j(x)) = lim
n→∞
νn(∆j(x)) = lim
n→∞
 ∞∑
ℓ=j
νn(D
−
ℓ (x)) +
∞∑
ℓ=j
νn(D
+
ℓ (x))
 .
For every j > M we obtain from (27) and (28)
νn(D
±
M (x))
λ|D±M (x)|
tn
n∑
ℓ=j
|D±ℓ (x)|
tn ≤
n∑
ℓ=j
νn(D
±
ℓ (x)) ≤ λ
νn(D
±
M (x))
|D±M (x)|
tn
n∑
ℓ=j
|D±ℓ (x)|
tn
and hence
(29) ν(∆j(x))
≤ λ
ν(D−M (x))
|D−M (x)|
t0
∞∑
ℓ=j
|D−ℓ (x)|
tn +
ν(D+M (x))
|D+M (x)|
t0
∞∑
ℓ=j
|D+ℓ (x)|
tn
 ,
together with the analogous lower bound. If we know that each of the two
series in (29) converges then we can conclude that limj→∞ ν(∆j(x)) = 0 and
hence that ν(x) = 0.
If f is piecewise real analytic then we can expand it into a power series
inside some one-sided neighbourhood of x:
f(y) = y + c(y − x)b +O((y − x)b+1)
for y ∈ (x, x+ ε) and similarly (possibly with different c and b) in (x− ε, x).
It implies
(30) C1ℓ
−β ≤ |D+ℓ (x)| ≤ C2ℓ
−β
for β = b/(b − 1) and for some positive numbers C1, C2, for ℓ big enough.
We assume that M was big enough so that (30) is true for all ℓ ≥M .
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Existence and finiteness of t0-conformal measure ν together with (27)
implies that βt0 > 1. Given ε > 0 such that β(t0 − ε) > 1, we obtain
∞∑
ℓ=M
|D+ℓ (x)|
t0−ε < +∞,
hence the second series in (29) converges. The first series converges for the
analogous reason and we are done. 
The real analyticity assumption is only necessary to obtain (30). We do
not want to assume (30) outright, however, because we have a priori no
control on the location of the parabolic points.
We denote by P s the s-dimensional packing measure.
Corollary 4. If f is (piecewise) real analytic then P t0(H) = P t0(ΛQ) > 0.
Proof. The proof is analogous to Proposition 5. By Proposition 7, there
exists a t0-conformal measure ν supported on H. Let x ∈ H and consider
the sequences (nk)k and (rk)k and positive constants c1 and c2 associated
to x. We have
(31) 2rk · sup
y∈B(x,rk)
|(fnk)′(y)| ≥ diam fnk(B(x, rk)) ≥ c1.
By t0-conformality of the measure ν, we have
ν(fnk(B(x, rk))) =
∫
B(x,rk)
|(fnk)′(y)|t0dν(y)
≥ c−t02 sup
y∈B(x,rk)
|(fnk)′(y)|t0ν(B(x, rk)).
With (31) we obtain
1 ≥ ν(fnk(B(x, rk))) ≥
(
c1c
−1
2 r
−1
k
)t0 ν(B(x, rk))
and hence
lim inf
rց0
ν(B(x, r))
rt0
≤
(
c−11 c2
)t0 .
The assertion follows from the Frostman Lemma, see [6]. 
Corollary 5. If f is (piecewise) real analytic then t0 < 1.
Proof. This is an immediate consequence of Proposition 6 and Corollary 4.

We finally give the details to the example claimed in Section 1. We
demonstrate that the existence of a t0-conformal measure which is supported
on the complement of the parabolic points is not guaranteed if the map is
not real analytic. Consider the map
(32) f(x)
def
=
{
x+ x2e−1/x if x ∈ [0, a]
10x− 9 if x ∈ [ 910 , 1]
,
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where a ≈ 0.8095 is the solution of the equation a2e−1/a + a = 1.
Note that for n ≥ 1 large enough we have
1
log(n− 1)
∼
1
log n− 1n
=
1
log n
(
1− 1n logn
) ∼ 1
log n
+
1
n(log n)2
= f
(
1
log n
)
.
More precisely,
1
log(n− 12)
< f
(
1
log n
)
<
1
log(n− 2)
for n big enough. Hence, from (27) we derive that |D+k (0)| ∼
1
k(log k)2
for
every k large enough. Obviously,
∞∑
k=1
|D+k (0)| < +∞,
but, for any t < 1 we have
∞∑
k=1
|D+k (0)|
t = +∞.
and hence there cannot exist any t-conformal measure for t < 1. This implies
that the Hausdorff dimension of the limit set ΛQ equals 1. However, the one-
dimensional packing measure, which is equal to its Lebesgue measure, is 0.
We note that a slightly different version of the above example was studied
in [14].
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