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The variational quantum eigensolver (VQE) algorithm combines the ability of quantum computers to effi-
ciently compute expectation values with a classical optimization routine in order to approximate ground state
energies of quantum systems. In this paper, we study the application of VQE to the simulation of molecular
energies using the unitary coupled cluster (UCC) ansatz. We introduce new strategies to reduce the circuit depth
for the implementation of UCC and improve the optimization of the wavefunction based on efficient classical
approximations of the cluster amplitudes. Additionally, we propose an analytical method to compute the energy
gradient that reduces the sampling cost for gradient estimation by several orders of magnitude compared to
numerical gradients. We illustrate our methodology with numerical simulations for a system of four hydrogen
atoms that exhibit strong correlation and show that the circuit depth of VQE using a UCC ansatz can be reduced
without introducing significant loss of accuracy in the final wavefunctions and energies.
INTRODUCTION
The solution to the time-independent Schro¨dinger equation
for molecular systems allows for the prediction of chemical
properties, holding the key to materials discovery and catalyst
design [1–4]. Despite advances in the field of quantum chem-
istry, many relevant problems such as the prediction of chemi-
cal rates and the description of transition-metal complexes re-
main challenging [5, 6]. These difficulties stem from the ap-
proximate nature of classically tractable quantum chemistry
approaches, which often fail in the description of strongly
correlated systems [7, 8]. In addition, the application of ex-
act methods, such as exact diagonalization of the electronic
Hamiltonian, require exponential resources with current clas-
sical algorithms, limiting the exact simulation of molecular
energies to systems comprising only a few atoms [9, 10].
Feynman envisioned that quantum computers could pro-
vide a tractable way to simulate quantum systems [11]. This
idea, formalized by Abrams and Lloyd a decade later [12],
has been developed into a series of quantum algorithms for
quantum simulation [13–15]. The first algorithm extending
these approaches to the calculation of molecular energies was
proposed by Aspuru-Guzik et al. [16]. This first proposal, fur-
ther developed in [17], combines Trotterization of the molec-
ular Hamiltonian and phase estimation (PEA) to compute the
ground state energy of a molecule.
Early studies on the quantum resources required by this al-
gorithm showed that the circuit depth scales as O(N8) [18],
where N the total number of spin-orbital functions. Fortu-
nately, numerical studies indicated that the scaling for real
molecules is closer to O(N6) [19] or O(Z3maxN
4) when try-
ing to simulate ground states. Here, Zmax is the largest nu-
clear charge of the molecule [20]. Recent proposals have de-
veloped new algorithms for this problem by considering sim-
ulation based on Taylor series methods as opposed to Trot-
∗ Corresponding author: aspuru@chemistry.harvard.edu
terization [21, 22], performing simulations in a fixed particle
number manifold [23–27], and considering specialized basis
functions [28, 29]. Despite these recent theoretical improve-
ments, all phase estimation based algorithms for this problem
are unlikely to solve classically intractable molecules with-
out error-correction. The variational quantum eigensolver
(VQE) [30–32] is a an alternative algorithm that is closer to
near-team applicability due to lower coherence time require-
ments.
The VQE algorithm finds the best variational approxima-
tion to the ground state of a given Hamiltonian for a particular
choice of ansatz. This task is achieved by two subroutines.
The first subroutine employs a quantum computer to prepare
a parameterized wavefunction ansatz and measure the expec-
tation value of the Hamiltonian given a set of values for the pa-
rameters. The second subroutine consists of an optimization
algorithm running on a classical computer. The optimization
algorithm employs the quantum subroutine as an objective
function and finds the parameters that minimize the energy
of the ansatz. This procedure offers several advantages that
make it a candidate for exploiting the performance of near-
future quantum devices: adaptability to different quantum ar-
chitectures, intrinsic robustness to quantum errors [33, 34] and
a smaller coherence time requirements [31].
The VQE approach was first applied to the simulation of
molecular energies. In this case, a trial wavefunction is pre-
pared by the application of a parametrized unitary, followed
by the calculation of the energy via Hamiltonian averaging
[31, 35]. The value of the energy is minimized using a clas-
sical optimization routine that updates the variational param-
eters. Accordingly, the final cost of the calculation depends
on the number of iterations required for convergence and the
amount of operations involved in each preparation and mea-
surement cycle of the quantum subroutine. This optimization
scheme has been experimentally demonstrated in different
quantum platforms, including photonic chips [30], ion traps
[36, 37] and superconducting circuits [34, 38].
Traditionally, a unitary coupled cluster (UCC) approach has
been used as the ansatz for the state preparation [30, 31, 39].
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2This method provides a hierarchy of wavefunctions that can be
prepared on a quantum computer using a polynomial number
of gates and it is believed to provide better accuracy than clas-
sical coupled cluster [40–44], which is generally regarded as
the “gold standard” of quantum chemistry [45]. Despite these
advantages, recent studies have pointed out that the number of
parameters in UCC might be still too large to allow practical
calculations for large molecules [32].
In this paper, we aim to describe in more detail the im-
plementation of VQE approaches for molecular systems us-
ing a UCC ansatz and introduce strategies to improve its ef-
ficiency. In Section I, we describe the approaches commonly
used in classical quantum chemistry calculations and intro-
duce the UCC ansatz in this context. In Section II, we dis-
cuss in detail the implementation of VQE with a UCC ansatz,
including the generation of initial guesses and the reduction
of computational resources using pre-screening of the cluster
amplitudes and active space approaches. In addition, we intro-
duce a method to compute the gradient of the energy with re-
spect to the variational parameters that can be combined with
gradient-based optimization methods. In Section III, we illus-
trate the proposed strategies through numerical simulations of
the VQE approach for a variety of chemical systems. Finally,
in Section IV we present a brief discussion of the results.
I. BACKGROUND
A. Quantum chemistry in second quantization
Within the Born-Oppenheimer approximation, a molecule
is comprised of a system of η electrons interacting in the po-
tential produced by nuclei located at fixed positions. We may
describe this problem using the formalism of second quantiza-
tion, whereN single-particle spin orbitals can be either empty
or occupied. Any interaction between electrons can be repre-
sented using annihilation and creation operations, ap and a†p,
that obey the following anti-commutation relations, associated
with fermionic statistics:
[aj , ak]+ = 0 [a
†
j , a
†
k]+ = 0 [aj , a
†
k]+ = δjk (1)
where [a, b]+ ≡ ab+ ba. In the absence of external fields the
non-relativistic molecular Hamiltonian can be written as:
H = hnuc +
∑
pq
hpqa
†
paq +
1
2
∑
pqrs
hpqrsa
†
pa
†
qaras (2)
where hnuc corresponds to the classical electrostatic repulsion
between nuclei, and the constants hpq and hpqrs correspond to
the one- and two-electron integrals. Using atomic units, where
the electron mass me, the electron charge e, Bohr radius a0,
Coulomb’s constant and ~ are unity, we may write:
hpq =
∫
dσϕ∗p(σ)
(
−∇
2
~r
2
−
∑
i
Zi
|~Ri − ~r|
)
ϕq(σ) (3)
hpqrs =
∫
dσ1 dσ2
ϕ∗p(σ1)ϕ
∗
q(σ2)ϕs(σ1)ϕr(σ2)
|~r1 − ~r2| (4)
hnuc =
1
2
∑
i 6=j
ZiZj
|~Ri − ~Rj |
(5)
Here Zi represents the nuclear charge, ~r and ~R denote elec-
tronic and nuclear spatial coordinates, respectively, and σ is
now a spatial and spin coordinate with σi = (~ri; si). Sum-
mations run over all nuclei. The function ϕ(σ) represent one-
electron functions (spin-orbitals) that are often obtained from
a mean field calculation such as Hartree-Fock (HF).
After removing the translational and rotational degrees of
freedom, the electronic energy of a molecular system is a
function of 3q−6 parameters (3q−5 for linear molecules) that
we will denote by ~R, where q is the number of atoms. The
function E(~R) is called the potential energy surface (PES).
The accurate calculation of the PES is one of the main chal-
lenges of quantum chemistry as it is required for predicting
and understanding a wide range of chemical processes, such
as reaction dynamics, bond-breaking and chemical kinetics.
The prediction of thermochemical properties such as reac-
tion rates determines the accuracy required from ab initio cal-
culations of the PES [46]. Chemical rates, for instance, are
exponentially sensitive to changes in the Gibbs free energy,
and thus changes in the PES. This sensitivity can be seen from
the Erying equation for chemical rates,
rate ∝ e
−β∆G‡
β
, (6)
where ∆G‡ is the difference in free energy between reactants
and transition state and β is the inverse temperature in atomic
units. At room temperature and atmospheric pressure, an error
 in ∆G‡ of 1.4 kcal/mol translates to a chemical rate error of
a factor of ten. This leads to the definition of chemical accu-
racy which sets  to the order of 1 kcal/mol or approximately
1.59× 10−3 Hartrees (43.3 meV) [10].
B. Classical ab initio approaches to quantum chemistry
The inherent difficulty of solving the Schrodinger equation
for many-electron systems has motivated the development of
a series of standard models for the construction and calcu-
lation of approximate electronic wavefunctions in quantum
chemistry. The simplest approach is to represent the wave-
function as a single anti-symmetrized product of one-electron
functions, known as a Slater determinant. The Hartree-Fock
method provides such a single-determinant solution. In this
scheme, the molecular orbitals are expressed as a linear com-
bination of atomic orbital functions. The combination coeffi-
cients are then optimized by a self-consistent variational pro-
3cedure in which each particle is made to interact with the av-
erage density of the other particles. The output of this calcu-
lation provides a mean-field approximation to the molecular
wavefunction. Unfortunately, the Hartree-Fock method is in-
capable of approximating the electron correlation effects that
are essential for computing energies within or close to chemi-
cal accuracy [10].
To correct for this problem, one can expand the wave-
function as a superposition of all the determinants in the η-
electron Fock space. The coefficients in the expansion can
be parametrized in different ways, defining different mod-
els for the description of electron correlation. Two popular
parametrizations are the configuration interaction (CI) and the
coupled-cluster (CC) methods.
In the full configuration interaction (FCI) approach, which
is exact within a given basis, the wavefunction is expanded
as a linear combination of all the determinants in the η-Fock
space. The coefficients of the expansion can be solved for
by variational minimization of the energy, providing the exact
wavefunction for a given orbital basis. Unfortunately, the FCI
wavefunction becomes rapidly intractable due to the factorial
dependence on the number of determinants N related to the
total number of spin orbitals [10].
To generate classically-tractable CI approaches one can
truncate the CI expansion to include only determinants with
a fixed number of excitations with respect to a reference con-
figuration. The reference is usually chosen to be the Hartree-
Fock state. This idea can be formalized by defining excitation
operators as follows:
T =
η∑
i=1
Ti (7)
T1 =
∑
i∈occ
a∈virt
tiaa
†
aai (8)
T2 =
∑
i>j∈occ
a>b∈virt
tijaba
†
aa
†
baiaj (9)
. . .
where the occ and virt spaces are defined as the occupied
and unoccupied sites in the reference state. In this construc-
tion, the operator T1 generates single excitations from the ref-
erence, T2 generates double excitations and the definition of
higher order excitations follows naturally. tia and t
ij
ab corre-
spond to expansion coefficients. The exact full CI wavefunc-
tion is thus,
|FCI〉 = (1 + T ) |HF〉 (10)
EFCI = min
~t
〈FCI|H |FCI〉
〈FCI|FCI〉
where |HF〉 is the reference state (for instance, the Hartree-
Fock solution) and ~t is the vector comprising the expansion
coefficients. The maximum number of excitations allowed,
defines the order of truncation, k. The FCI solution can be
systematically approached by increasing k. The computa-
tional cost of truncated single-reference CI approaches scales
as O(ηk(N − η)k+2), assuming N, η >> k. Tractable clas-
sical CI truncation is generally limited to single and double
excitation operators, which define the CI singles and doubles
method (CISD).
The truncated CI expansion suffers from two major prob-
lems. First, the method converges slowly when applied to
highly correlated systems. To circumvent this problem we can
use an entangled reference state that captures the main com-
putational states contributing to the total wavefunction. This
is the base of multireference methods in quantum chemistry
[8, 10], which are generally more involved than truncated sin-
gle reference CI approaches.
The second complication is that configuration interaction is
not size-extensive. A method that is size-extensive for a sys-
tem of non-interacting fragments has a wavefunction that is
multiplicatively seperable and an energy that is proportional
to the size of the system [10]. This means that the total wave-
function factorizes as a product of the wavefunctions of the
independent fragments and the corresponding energy is the
sum of the energies of the fragments. These conditions as-
sure that the energy scales linearly with the size of the system.
Size-extensivity is a desirable feature for approximate meth-
ods in quantum chemistry because many chemical properties,
such as the atomization energy, are obtained by subtracting
the energy of systems with different sizes. In addition, we
expect that higher order expansions must be used for larger
molecules if the method is not size-extensive.
The lack of size-extensivity of the truncated CI wavefunc-
tion can be overcome by recasting the linear FCI parametriza-
tion in the form of a product wavefunction. This is done in the
CC method by means of an exponential ansatz:
|Ψ〉 = eT |HF〉 (11)
where the operator T is defined as for CI. Notice that in this
scheme the parameters ~t constitute excitation amplitudes in-
stead of expansion coefficients. As with CI, CC is usually
truncated at some fixed level of excitation. For instance, the
method known as coupled cluster singles and doubles (CCSD)
is based on the ansatz,
|CCSD〉 = eT1+T2 |HF〉 . (12)
Whereas truncated CI wavefunctions contain contributions
from a polynomial number of determinants at a given trun-
cation level, truncated CC wavefunctions have support on all
the determinants in the η-Fock space. Tractable implemen-
tations of the coupled-cluster theory rely on projecting the
Schro¨dinger equation in the form
e−THeT |HF〉 = ECC |HF〉 (13)
against a set of configurations {〈µ|}. This set spans the space
of all the states that can be reached by applying the truncated
cluster operator T linearly to the reference state [45]. This
treatment generates the following set of non-linear equations
for the CC energy and amplitudes:
〈HF| e−THeT |HF〉 = E (14)
〈µ| e−THeT |HF〉 = 0 (15)
4The key point in establishing the size-extensivity of CC theory
is to note that the operator e−THeT , known as the similarity-
transformed Hamiltonian, is additively separable and pro-
duces additively separable energies. Similarly, it can be shown
that the operator eT is multiplicatively separable and thus gen-
erates multiplicatively separable wavefunctions [10].
In practice, the similarity-transformed Hamiltonian is ex-
panded using the Baker-Campbell-Hausdorff (BCH) formula:
e−THeT =H + [H,T ] +
1
2
[[H,T ] , T ]
+
1
3!
[[[H,T ]T ] , T ] +
1
4!
[[[[H,T ]T ] , T ] , T ] .
(16)
The expansion terminates at fourth order due to the commuta-
tion properties of excitation operators for the special case that
the reference is a single determinant [10, 45]. This fact al-
lows for an efficient evaluation of the projected CC equations
without further approximation.
While truncated CC is classically tractable and more accu-
rate than truncated CI, there are two substantial weaknesses
to the theory. The first weakness is the BCH expansion of the
similarity-transformed Hamiltonian is only convergent under
the assumption of a single reference state. Consequently, sin-
gle reference coupled cluster generally performs poorly for
strongly correlated systems. This means that coupled cluster
is fairly reliable when computing energies at equilibrium con-
figurations but likely to fail for transition states or near disso-
ciation limits of multiple bonds. At those geometries, excited
surfaces may become nearly degenerate with the ground state
and a single determinant (e.g. the Hartree-Fock state) may
have very small overlap with the ground state. Although the
field of multireference coupled cluster methods has expanded
in the last years, current approaches are still far from being
practical for large molecular systems [7].
The second weakness of the projected coupled-cluster for-
mulation is that the operator eT is not unitary and therefore
the energy obtained from Eq. (14) is not variational. In the
next section we discuss a formulation of coupled cluster the-
ory that is variational and can be made multireference. While
this formulation is not classically tractable, it can be imple-
mented using a quantum computer.
C. Unitary coupled cluster
The shortcomings of the traditional coupled cluster ansatz
described in the previous section can be overcome by redefin-
ing the excitation operator to be unitary, an approach known
as unitary coupled cluster (UCC) [40–42]:
|Ψ〉 = eT−T † |HF〉 . (17)
the total energy of the system is obtained from the variational
principle as:
E = min
~t
〈HF| e−(T−T †)HeT−T † |HF〉 (18)
Figure 1. Schematic representation of the Variational Quantum
Eigensolver algorithm applied to the UCC ansatz. The classical op-
timization routine adds the expectation values of the Hamiltonian
terms to calculate the energy and estimates a new value for the cou-
pled cluster amplitudes, ~t. The process is repeated until achieving
convergence on the total energy and ~t.
while this ansatz is variational and spans the same Hilbert
space as the original coupled cluster ansatz, Eq. (17) does not
lead to equations which can be tractably solved on a classi-
cal computer [47, 48]. To see this we can examine the BCH
expansion of the similarity transform hamiltonian for UCC:
eT
†−THeT−T
†
=H + [H,T ] +
[
T †, H
]
+
1
2
([[H,T ] , T ]
+
[
T †,
[
T †, H
]]
+
[
H,
[
T, T †
]]
) + · · ·
(19)
In contrast with the expansion for CC (Eq. (16)), Eq. (19) in-
volves terms that depend on the commutators between T and
T † operators, for which there is no natural termination point
[47, 48]. Therefore, the BCH series for UCC is infinite and
thus there is currently no known method for efficiently evalu-
ating the energy and amplitude equations on a classical com-
puter without further approximation.
Nonetheless, the minimization of the UCC ansatz is of great
interest to the quantum chemistry community that has been
trying to develop tractable approximations to this theory for
many years [40–44]. Fortunately, the operator eT−T
†
can be
readily applied on a quantum computer, which makes it possi-
ble to prepare UCC wavefunctions with truncated cluster ex-
pansions, as shown in [30, 31, 39].
II. VARIATIONAL QUANTUM EIGENSOLVER FOR UCC
The VQE algorithm comprises three iterative steps: 1)
preparation of the wavefunction by application of parameter-
5ized state preparation unitaries; 2) determination of the expec-
tation value of every term in the Hamiltonian via an efficient
partial tomography [35] and 3) calculation of the total energy
and determination of a new set of state preparation parame-
ters in a classical computer. This scheme avoids the substan-
tial overhead of quantum phase estimation that causes other
quantum algorithms for chemistry to require very long coher-
ent evolution. It also offers flexibility in the length of the cir-
cuit for state preparation, that depends on the choice of ansatz
for the state preparation.
In the specific case of UCC, the preparation of the wave-
function encompasses two steps: preparation of the reference
state, |Φ0〉, and application of the UCC unitary, U(~t), that
prepares the UCC wavefunction. The algorithm starts with a
guess of the UCC amplitudes, ~t (0), and iteratively converges
to a final set of parameter by variationally minimizing the en-
ergy. At the n-th iteration, the UCC wavefunction is prepared
using~t (n) and the expectation value of the Hamiltonian,H , is
obtained as the sum of the expectation values of all the terms,
〈H〉 = ∑i〈Hi〉. The classical optimization routine produces
a new estimate of the UCC amplitudes, ~t (n+1). The algo-
rithm convergences when the changes in both, total energy and
~t, become smaller than suitable thresholds. In the following
sections, we describe in detail the steps involved in the VQE
implementation of the UCC ansatz. A graphical summary of
the procedure is shown in Figure 1.
A. Implementation of UCC on a quantum computer
To prepare the UCC ansatz on a quantum computer we need
to map the UCC operator (Eq. (17)) onto operations that can
be performed on the quantum computer. We start by rewriting
the cluster operator as
U(~t) = e
∑
j tj(τj−τ†j ) (20)
where τj represent an excitation operator and tj the corre-
sponding CC amplitude. Since excitation operators do not
necessarily commute, the UCC unitary can be approximated
using trotterization:
U
(
~t
) ≈ UTrot (~t) =
∏
j
e
tj
ρ (τj−τ†j )
ρ (21)
where ρ is the trotter number. The error associated with the
trotter approach depends among other factors, on the norm of
the terms being simulated,
∥∥∥tj(τj − τ †j )∥∥∥, which we expect to
be small given a reference state with a good overlap with the
exact wavefunction. Furthermore, unlike quantum algorithms
based on phase estimation, the variational optimization of the
parameters in VQE can potentially compensate for the errors
associated to the trotterization scheme [32]. In this work we
will employ the approximations with ρ = 1 and ρ = 2 as our
state preparation unitaries. For ρ = 1:
U1
(
~t
) |Φ0〉 = ∏
j
etj(τj−τ
†
j ) |Φ0〉 (22)
In the following section we will present numerical evidence
that shows that these types of ansatz are as effective as the
one in Eq. 20. To implement Eq. 22 on a quantum computer,
we need to map every unitary in the previous product to op-
erations in the quantum computer. For this purpose we can
use either the Jordan-Wigner (JW) or the Bravyi-Kitaev (BK)
mappings [49–51], obtaining:
(τj − τ †j ) = i
22lj−1∑
k
P jk (23)
where P ij represents a product of Pauli matrices with real co-
efficients and i is the imaginary unit. The index k runs over
22lj−1 products, where lj is the excitation rank of the j-th ex-
citation operator τi (See Appendix A). We will refer to each
P jk in Eq. 23 as a subterm. For instance, a double excitation
operator minus its complex conjugate will comprise eight sub-
terms. Using the previous notation we can write:
U1
(
~t
)
=
∏
j
exp
itj 22lk−1∑
k
P kj
 (24)
Furthermore, we can show that the subterms derived from the
same (τj − τ †j ) operator commute (See Appendix A), which
allow us to simplify the expression of the complex cluster uni-
tary as follows:
U1
(
~t
)
=
∏
j
22lk−1∏
k
exp(itjP
j
k ) (25)
The terms in Eq. 25 can be implemented in a quantum com-
puter using the digital model of quantum computation. In this
paper we will focus on the universal sets of gates typically
employed for superconducting circuit (SQC) and trapped ion
(TI) quantum computers [52, 53]: single qubit rotations and
CNOT or Mølmer-Sørensen (MS) gates, respectively. Thanks
to their capabilities in number of qubits and coherent control,
the SQC and TI architectures have allowed the first scalable
demonstrations of digital quantum simulation [54–56].
Using the first set of gates, the exponentiation of a n-fold
tensor product of Pauli-Z matrices can be done with O(N)
CNOT gates and a single single qubit (SQ) rotation. If there
are Pauli-X or Y matrices in the tensor product we must apply
the single-qubit Hadamard or Rx(pi2 ) gate to rotate to the X or
Y basis, respectively, before we compute the parity of the set
of qubits with CNOTs, and also apply the inverse gates as part
of the uncomputing stage [17, 50, 51].
We point out that employing the BK transformation, the
number of operations required for implementing a single
τj−τ †j term scales asO(log(N)) [50], which represent a most
advantageous mapping when compared to the JW transforma-
tion that scales asO(N). However, for architectures with lim-
ited connectivity (e.g. SQC), we will need extra SWAP oper-
ations to implement the exponentiation, which may eliminate
the advantage of the BK transformation. In addition, there is
recent evidence that the JW implementation is more robust to
6errors due to noise in the quantum computer, compared to BK
[57].
The key for retaining a polynomial number of operations to
perform VQE with a UCC ansatz is to truncate the CC expan-
sion. A popular truncation in quantum chemistry is to con-
sider only single and double excitations (UCCSD):
T ≈ T1 + T2 (26)
This approximation suffices to accurately describe many
molecular systems and is exact for systems with two elec-
trons. Employing UCCSD, the number of parameters grows
as
(
N−η
2
)(
η
2
)
+
(
N−η
1
)(
η
1
)
< O(N2η2) where N is the num-
ber of spin orbitals (mapped to qubits) and η the number of
electrons in the system. Combining the scaling of the number
of parameters with upper bounds for the number of gates re-
quired to implement a single parameter we can estimate upper
bounds for the total number of operations involved in prepar-
ing the UCCSD ansatz for single iteration of the VQE algo-
rithm. In the case of the BK transformation, the number of
gates scales as O(N2η2), up to logarithmic factors, compared
to O(N3η2) using the JW transformation. If non-local gates
are available (e.g. in TI), the circuit depth for the JW im-
plementation can be reduced by a factor of O(N) using the
ordering and parallelization techniques described in [58].
An equivalent alternative to CNOT gates, specifically de-
veloped for ion trap architectures, is the Mølmer-Sørensen
(MS) gate [59, 60]. Its unitary evolution can be represented
by the sum over all joint rotations on qubit j and k of the
register for an angle θ around an axis φ, which can be freely
chosen:
UMS(θ, φ) = exp
−iθ
2
∑
j<k
σφj σ
φ
k
 , (27)
where σφj = cos(φ)σ
x
j + sin(φ)σ
y
j . For θ = pi/2 and φ = 0
the action of UMS creates a fully entangled state under σxσx
operation. This non-local gate can be made to act on arbitrary
subsets of qubits in various ways: (a) by spectroscopic de-
coupling of unwanted qubits from the interaction [61], (b) by
selectively focussing laser beams on the desired qubits [62] or
(c) the use of refocussing techniques [63].
Depending on the way in which the entangling operations
on subregisters are implemented, this leads to a scaling of two
entangling operations per parameter, largely reducing their
number with respect to the implementation using CNOTs.
This is a significant advantage as they remain the limiting fac-
tor in the current-day leading architectures, while single qubit
operations can already be achieved with very high fidelities far
beyond fault-tolerance thresholds. In addition, MS gates are
particularly attractive when used with the Bravyi-Kitaev trans-
formation, because the gate only needs to act on O(logN)
qubits rather than O(N) for the Jordan-Wigner transforma-
tion.
|q3〉
|q2〉 Rx(pi2 )
|q1〉
|q0〉 H
Figure 2. Circuit illustrating the measurement of the term σz3σ
y
2σ
z
1σ
x
0
in the Z basis. We must apply H or Rx(−pi2 ) gates (or equivalent) to
change basis when measuring Pauli-Y and Pauli-X operations.
B. Choice and preparation of the reference state
In the limit of the complete cluster expansion, the UCC
ansatz provides the exact solution for the many body problem.
In practice, having a reference state with a high overlap with
the exact wavefunction facilitates convergence [7]. Generally,
the Hartree-Fock solution of the many-body problem provides
such reference. The Hartree-Fock state can be written as:
|Φ0〉 = a†ηa†η−1 . . . a†1|〉 (28)
where |〉 is the fermionic vacuum state. Using the molecular
orbital basis, the Hartree-Fock state corresponds to a single
product state in the computational basis after the BK or JW
mappings are applied. For instance, in the JW mapping the
HF state corresponds to the state |0〉⊗N−η ⊗ |1〉⊗η , where
the the single-particle basis is organized according to the one-
particle energy from lowest to highest, the so-called canonical
order. In this case the Hartree-Fock state can be constructed
by initializing the qubit register with the first η qubits in |1〉
and N − η in |0〉.
In cases where the molecular wavefunction exhibits strong
correlations, the Hartree-Fock state provides a poor starting
guess. This problem can be helped by using a multirefer-
ence approach. One possibility is to employ an entangled ref-
erence states obtained from a classical Multiconfigurational
Self-Consistent Field (MCSCF) calculation [8] or a DMRG
calculation with a small active space. As long as this state
comprises of only a polynomial number of computational
states, it can be prepared efficiently on a quantum computer
[64–66]. Using these reference states, Eq. (17) can be applied
without modification after redefining the space of virtual or-
bitals according to the occupation of each orbital, which can
be determined by measuring the corresponding occupation-
number operator. The UCC approach can be also extended to
multireference cases by adopting an agnostic unitary coupled
cluster ansatz, where the definition of the excitation operators
is not linked to a specific reference state, as described in [31].
C. Energy measurement
Once the state preparation has been performed, the next
step in the VQE algorithm is the calculation of the objec-
tive function that corresponds to the energy measurement
7E = 〈Φ0|e−(T−T †)HeT−T † |Φ0〉. To avoid performing phase
estimation, which has a prohibitively large circuit depth for
current and near-future quantum devices, we employ the
Hamiltonian averaging procedure, introduced in [31, 35]. In
this case the energy is calculated by measuring the expecta-
tion value of every term in the Hamiltonian and adding them
to obtain the total energy:
E =
M∑
i
hi〈Oi〉 (29)
where every Hamiltonian term, Oi, comprises of a tensor
product of Pauli matrices obtained from the JW or the BK
transformations, multiplied by the corresponding Hamiltonian
coefficient, hi. The expectation value of a string of Pauli ma-
trices, can be measured as illustrated in Figure 2 using projec-
tive measurements.
We can estimate the number of measurements required to
converge the total energy to a precision  following a frequen-
tist approach, as shown in [32]. Assuming each term in the
Hamiltonian is measured mi times, the precision achieved in
each term, i, is given by:
2i =
|hi|2Var[〈Oi〉]
mi
(30)
where Var[〈Oi〉] represents the variance of the expectation
value of the operator Oi, which is upper-bounded by 1 in the
case of Pauli terms. To achieve precision  in the total en-
ergy we can choose 2i =
|hi|∑M
j |hj |
2. Taking into account the
bound in the variances, we can estimate the total number of
measurements, m, as:
m =
∑M
j |hj |
∑M
i |hi|Var[〈Oi〉]
2
≤ (
∑M
j |hj |)2
2
(31)
D. Parameter optimization
The final step of the VQE algorithm involves the minimiza-
tion of the total energy with respect to the wavefunction pa-
rameters, that in the case of UCC correspond to the cluster
amplitudes, ~t. This is a non-linear optimization problem for
which a variety of optimization algorithms has been proposed
[67]. However, we note that in early demonstration of the
VQE algorithm the objective function might exhibit a highly
non-smooth character due to experimental noisy conditions.
In this scenario, we might expect that direct search algorithms,
which are more robust to noise, have an advantage over opti-
mization methods that rely on gradients [68].
The optimization performance will also depend on the qual-
ity of the starting parameters. Fortunately, it is possible to gen-
erate starting guesses for the cluster amplitudes based on clas-
sical quantum chemistry approaches. For instance, classical
CCSD employ the CC amplitudes obtained from second order
Møller-Plesset perturbation theory (MP2) as starting guesses
to solve for the CC equations. The MP2 guess amplitudes are
given by the equations:
tai = 0; t
ab
ij =
hijba − hijab
i + j − a − b (32)
where p stands for the Hartree-Fock energy of the orbital p
and hpqrs represent the two electron integrals (Eq. (4)). This
information is obtained directly from the Hartree-Fock calcu-
lation. As the solutions of truncated CC or truncated CI are
also efficient, it is possible to use cluster amplitudes obtained
from methods such as CCSD. One can easily compute both
cluster amplitudes and MP2 amplitudes using modules pro-
vided in OpenFermion [69].
Classical approximations to the cluster amplitudes also
serve as a criteria to reduce the number of parameters in the
optimization. Before starting the VQE optimization, we can
remove from the UCC unitary those excitation operators that
have a small amplitude according to the classical estimate,
as they are likely to also have a small contribution to the fi-
nal wavefunction. Once the first optimization has been com-
pleted, we might include more excitation operators and re-
peat the optimization until a desired convergence threshold
is achieved. The same strategy could be employed during the
optimization process, discarding those operators for which the
cluster amplitudes remain small after certain number of VQE
iterations.
E. Gradient evaluation for UCC
Direct search algorithms can be more robust to noise than
gradient-based approaches, but this generally comes at the
cost of demanding a larger number of function evaluations to
achieve convergence [68]. As the accuracy of quantum com-
puters increases, the possibility of computing energy gradi-
ents in the quantum computer becomes more feasible. One
possibility is to compute the gradient numerically, using for
instance a finite difference formula. In this case, the accuracy
of the gradient depends on the step size chosen, which would
be limited by the precision of the experimental control over
the parameters and by shot-noise limited measurements.
Alternatively, one might evaluate the gradient directly on
the quantum computer given that an analytical implemen-
tation is available. Here we propose a method to com-
pute the analytical gradient of the energy when a product of
parametrized unitaries is employed in the state preparation.
Consider a unitary ansatz analogous to the one defined in
Eq. (25):
U
(
~t
)
=
NP∏
j
NjS∏
k
exp(icjktjP
j
k ) (33)
whereNP stands for the number of parameters andN
j
S stands
for the number of subterms that depend on the j-th parameter.
P jk is a string of Pauli matrices. c
j
k is a constant, that in the
case of the UCC ansatz corresponds to the constant factors
obtained arising from the mapping of fermionic operators to
qubit operators. Consider the state Ψ
(
~t
)
, prepared as Ψ
(
~t
)
=
8|0〉 H • • H Rx(pi2 )
|Φ0〉 / eit1P11 · · · eitjP jk P jk eitjP jk+1 · · · Oi
Figure 3. Circuit for measuring the imaginary part of 〈Φ0|V j†k (~t)OiU(~t)|Φ0〉 required in the calculation of the partial derivative ∂E(
~t)
∂tj
. The
Rx(
pi
2
) gate rotates to the Y -basis.
U
(
~t
) |Φ0〉, where |Φ0〉 is a reference wavefunction that do
not depend on ~t. Also consider a Hamiltonian, H , which is
independent of the parameters ~t. In this case, the derivative of
the expectation value of the energy, E(~t) = 〈Ψ (~t) |H|Ψ (~t)〉,
with respect to the parameter tj will be given by
∂E(~t)
∂tj
= 〈Φ0|U†(~t)H∂U(
~t)
∂tj
|Φ0〉+ 〈Φ0|∂U(
~t)†
∂tj
HU(~t)|Φ0〉
(34)
= i
NjS∑
k
〈Φ0|U†(~t)HV jk (~t)|Φ0〉 − 〈Φ0|V j†k (~t)HU(~t)|Φ0〉
(35)
= 2
NjS∑
k
cjk Im(〈Φ0|V j†k (~t)HU(~t)|Φ0〉) (36)
Where the operator V jk (~t) is defined as the unitary of Eq. (33)
but with the operator P jk interleaved between the unitaries
exp(itjP
j
k−1) and exp(itjP
j
k ). Explicitly:
V jk (~t) = exp(itjP
1
1 ) · · · exp(itjP jk−1)P jk exp(itjP jk )
exp(itjP
j
k+1) · · · exp(itNPPNPNNPS ) (37)
Combining Eq. (36) with the decomposition of the Hamilto-
nian in Eq. (29), we obtain a working expression for comput-
ing ∂E(
~t)
∂tj
:
∂E(~t)
∂tj
= 2
M∑
i
hi
NjS∑
k
cjk Im(〈Φ0|V j†k (~t)OiU(~t)|Φ0〉)

(38)
We can evaluate the imaginary part of 〈Φ0|V j†k HiU(~t)|Φ0〉
with the circuit of Figure 3. Here, we use a state register
initialized with the reference state tensor an ancilla qubit ini-
tialized in a superposition. First, we apply the unitaries of
Eq. (33) to the state register up to exp(itjP
j
k ), after which we
apply the operator P jk controlled by the ancilla qubit. Subse-
quently, we apply the remaining unitaries to the state register,
followed by the local operator Hi controlled by the ancilla
qubit. Finally, we apply a Hadamard gate in the ancilla qubit
to obtain the state
|0〉 ⊗ (U |Φ0〉+OiV jk (~t) |Φ0〉) + |1〉 ⊗ (U |Φ0〉 −OiV jk (~t) |Φ0〉)
2
(39)
The imaginary part of 〈Φ0|V j†k (~t)OiU(~t)|Φ0〉 can be recov-
ered by measuring the ancilla qubit in the Y -basis. The vari-
ance of the j-th component of the gradient as computed with
the circuit of Figure 3 will be given by:
Var
[
∂E(~t)
∂tj
]
= 4
M∑
i
|hi|2
NjS∑
k
|cjk|2Var
[
〈σy〉Oi,P jk
]
(40)
where
〈σy〉Oi,P jk =
〈
0⊗ Φ0
∣∣∣C†
Oi,P
j
k
(σy ⊗ I)COi,P jk
∣∣∣ 0⊗ Φ0〉
(41)
and COi,P jk represents the circuit for gradient estimation for
the subterm P jk and the observable Oi. To estimate the num-
ber of measurements required to achieve precision ˜j in the
j-th component of the gradient, we will first consider the num-
ber of measurements required to estimate the contribution of
the circuit COi,P jk to precision ˜
i
j,k:
m˜ij,k =
|cjk|2Var
[
〈σy〉Oi,P jk
]
(˜ij,k)
2
(42)
For the UCC ansatz, the constants cij,k have the same norm,
|cij,k| = |cj | and fulfill
∑NjS
k |cij,k| = 1. Therefore we
can choose (˜ij,k)
2 = |cj |(˜ij)2, where ˜ij is the precision
for estimating the contribution of the operator Oi to the gra-
dient variance. In addition, we can apply the same sam-
pling strategy chosen for estimating the energy (Eq. (31)), and
choose (˜ij)
2 =
|hi|˜2j∑M
l |hl|
. Introducing these considerations
into Eq. (42), we obtain:
m˜j =
(
4
M∑
l
|hl|
) ∑M
i
∑NjS
k |hi||cjk|Var
[
〈σy〉Oi,P jk
]
˜2j
(43)
We can get an upper bound to Eq. (43) by considering the
upper bound of the variance and including the properties of
the coefficients cij,k:
m˜j ≤ 4
(∑M
i |hi|
)2
˜2j
(44)
For comparison, consider the simplest central finite difference
formula that requires two energy evaluations to compute each
9gradient component:
∂E(~t)
∂tj
≈ E(t1, .., tj + δ, .., tNP )− E(t1, .., tj − δ, .., tNP )
2δ
(45)
where δ is the step size. As in the case of the analytical gra-
dient, we choose to estimate the j-th gradient component to
precision ˜j . The precision in the numerical gradient will de-
pend on the precision of the numerator and denominator of
Eq. (45). Assuming no error in the denominator and a non-
zero numerator, the precision for estimating the energies in
the numerator, j , can be chosen to guarantee that the relative
precisions of the gradient component and the numerator are
the same. This condition requires j =
2δ˜j√
2
. Combining this
requirement with Eq. (31), we can bound the number of mea-
surements for estimating the j-th component of the gradient
as:
m˜j ≤ 4
(
(
∑M
i |hi|)2
(2δ)2˜2j
)
, (46)
where the estimate considers two energy evaluations per gra-
dient component. To achieve precision ˜ in the norm of the
gradient, we could choose ˜2j =
˜2
NP
, allowing us to bound the
sampling cost of gradient approximations as:
m˜ ≤ CNP
(
(
∑M
i |hi|)2
˜2
)
, (47)
where C = 4(2δ)2 for the simplest central difference formula
and C = 4 for the analytical gradient estimated using Fig-
ure 3. The same bounds can be derived for the UCC approxi-
mations with more than one Trotter step, ρ > 1. In this case,
the factor 1ρ appears multiplying the constants c
i
j,k, but the
number of circuits contributing to N jS also increases by factor
of ρ, canceling out the 1ρ factor in the estimation of the bound.
The previous analysis indicates that the sampling cost of
the numerical gradient increases quadratically with decreas-
ing the step size. From the analysis of Eq. (47), we expect that
for δ < 0.5 the numerical gradient will have a larger sampling
cost than the analytical gradient approach. In addition, the ac-
curacy of the numerical gradient depends on the step size used
in the central difference formula and sets a lower bound to the
precision that can be obtained from the numerical gradient.
From Eq. (47), we also conclude that the gradient estima-
tion is more expensive than estimating the energy by a factor
proportional to the number of parameters. However, the rel-
ative cost of gradient-based and gradient-free optimization is
ultimately determined by the number of iterations required for
convergence. Usually, gradient based methods employ a num-
ber of gradient evaluations much smaller than the number of
energy evaluations employed by derivative-free methods.
Finally, we point out that the sampling cost can be reduced
by adapting the precision required in each optimization step
according to the norm of the gradient, instead of employ-
ing a fixed gradient precision throughout the optimization.
With this strategy, the first steps would require less measure-
ments compared to the final steps, where the gradient norm is
smaller.
F. VQE-UCC with an active space approximation
Several approximations that have been designed to reduce
the computational cost of classical quantum chemistry algo-
rithms can be extrapolated to the quantum implementation. A
particular strategy that could be exploited to reduce the num-
ber of quantum resources for a VQE-UCC calculation is the
complete active space (CAS) approach [70]. The CAS ap-
proximation consists in dividing the orbital space into a set
of inactive (I) and active (A) orbitals such as the occupation
of the orbitals in the inactive space remains unchanged. This
idea exploits the fact that for most of the quantum chemistry
Hamiltonians, including those cases with a strong multiref-
erence character, the wavefunction is qualitatively dominated
by a relatively small number of Slater determinants that can
be effectively captured by expanding the wavefunction in a
subspace defined by the active orbitals.
In most quantum chemistry applications, the CAS approxi-
mation is employed to treat static correlation effects, meaning
that a relatively small active space is selected to obtain a qual-
itatively correct wavefunction that serves as reference state
for further perturbation theory or Coupled Cluster refinements
[7, 8]. Nonetheless, one might also consider the choice of an
active space that is sufficiently large such as both static and
dynamical correlation effects can be described up to certain
accuracy.
In the case of the CAS approximation applied to single ref-
erence UCC, one selects an active space comprised of ηA elec-
trons distributed among NA spatial orbitals. This choice of
active space is denoted as CAS(ηA, NA). The active orbitals
usually correspond to a selection of the highest occupied or-
bitals and the lowest virtual orbitals. The cluster operators
are then redefined such as excitations are only allowed among
active orbitals,
TA =
ηA∑
i
Ti (48)
Considering the separation between active and space orbitals,
we can rewrite the reference state as |Φ0〉 = |ΦA0 〉 ⊗ |ΦI0〉,
where |ΦI0〉 and |ΦA0 〉 are defined over the inactive space and
active space, respectively. Consequently we can write the total
energy as:
E = 〈ΦA0 |e−(T
A−TA†)H˜AeT
A−TA† |ΦA0 〉 (49)
where the effective Hamiltonian H˜A is obtained by evaluating
the following expression:
H˜A = 〈ΦI0|H|ΦI0〉 (50)
Since the reference state corresponds to a product state, the
calculation of the effective Hamiltonian can be performed ef-
ficiently on a classical computer. In this case, we can ob-
tain an approximate solution to the VQE problem by per-
forming a VQE-UCC calculation for the effective active space
Hamiltonians, HAjj′ . The CAS-UCC approach reduces the
number of qubits required for a calculation by a factor of
10
NA/N . Similarly, the number of parameters for the prepa-
ration of the UCCSD wavefunction is reduced by a factor of
(ηANA)
2/(Nη)2 with respect to full-UCCSD, as the scaling
becomes O(ηA2N2A).
A number of strategies for selecting active spaces to de-
scribe static correlation have been proposed in the context of
quantum chemistry. Generally, these strategies employ the
occupation of approximate natural orbitals, which are the or-
bitals that diagonalize the one particle density matrix, as a
criteria to choose the active space. Orbitals with integer occu-
pation are generally discarded, and only those with fractional
occupation within certain thresholds are considered as part of
the active space. The approximate one particle density matrix
is obtained from methods that include some amount of corre-
lation and that are relatively inexpensive, such as MP2 [71].
Another commonly used approach employs the unrestricted
natural orbitals (UNO) obtained from unrestricted Hartree-
Fock calculations [72, 73]. More recently, a scheme based
on entanglement measurement among orbitals has been also
proposed [74].
We can take advantage of one of these approaches to define
an initial active space in a suitable basis for the UCC calcu-
lation. The solution obtained with the initial active space can
be employed as an initial guess for another CAS-UCC calcu-
lation with a larger active space. This process can be repeated
until the simulation is performed on the entire basis, in which
case we expect the algorithm to converge faster as in each it-
eration a better approximation to the exact UCC wavefunction
is obtained. One can also stop the optimization after the en-
ergy does not improve beyond a pre-defined threshold. In the
later case, we also achieve a reduction in the number of qubits
required for the calculation.
III. NUMERICAL ASSESSMENT
A. Classical simulation of VQE-UCC
To illustrate the algorithmic details of the the scalable
VQE-UCC algorithm, we simulated the VQE-UCC calcula-
tion of small molecules. The molecular integrals were ob-
tained using the PSI4 package [75] and the molecular Hamil-
tonian was mapped using the Jordan-Wigner transformation.
The UCC unitary was constructed with a truncated cluster
operator and the symbolic representation was transformed
into unitaries comprising strings of Pauli matrices, follow-
ing the same procedure employed for the Hamiltonian. To
assist these transformations, we employed the OpenFermion
(www.openfermion.org) library [69].
The simulation of the circuit proceeds by calculation of the
UCC wavefunction from the the matrix representation of the
UCC unitary and the reference state. The optimization was
performed using three direct search algorithms available in the
scipy.optimize library, namely the Nelder-Mead [76], Powell
[77] and COBYLA [78] algorithms. We also employed the L-
BFGS-B method [79] with numerical gradients for compari-
son, using the central finite difference formula (Eq. (45)). The
energy and parameter thresholds for convergence were fixed at
Figure 4. Description of geometries for the H4 model systems stud-
ied in this work. The potential energy surfaces are defined as a func-
tion of the variable r for the rectangular (R) and linear (L) geometries
and as a function of θ for the trapezoidal (T) geometry. The value of
the parameter d is kept fixed at 2.0 A˚.
10−5 a.u 10−4 a.u respectively. For the L-BFGS-B algorithm,
the convergence threshold for the projected gradient was fixed
at 10−4. In all cases the maximum number of function eval-
uations was fixed to 20,000. Finally, we point out that all
our numerical experiments assume that function evaluations
are performed in double precision arithmetic, unless indicated
otherwise.
B. VQE-UCC results for H4 molecular systems
A practical and informative assessment of quantum chem-
istry simulation involves the study of chemical transforma-
tions, such as bond-breaking, isomerization or configurational
changes. These processes are generally described through
scanning geometries along certain directions of a PES. Along
the PES, the amount of entanglement of the wavefunction
varies greatly and this impacts the performance of the ansatz
employed to approximate the wave function.
In order to illustrate these aspects, we selected a model in
which the amount of entanglement in the wavefunction can
be continuously varied and which is simple enough to enable
simulations. We have considered the PES of a system com-
prising four hydrogen atoms investigated along three differ-
ent paths: rectangular (R), trapezoidal (T), and linear (L), as
described in Figure 4. These systems have been widely em-
ployed by the quantum chemistry community as a benchmark
for multireference methods [7, 80]. We studied 19 different
geometries for the trapezoidal path generated by varying the
parameter θ between 90◦ and 180◦. For the linear and the par-
allel paths, we studied 24 different geometries generated by
varying the parameter r between 0.6A˚ and 5.0A˚.
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1. Influence of the optimization method in the VQE performance
We evaluated the effectiveness of the strategies proposed to
generate the initial guess for the cluster amplitudes and opti-
mization methods based on three criteria:
1. the error in the calculated energy with respect to the FCI
solution, EFCI − EVQE,
2. the accuracy of the wavefunction evaluated as the infi-
delity (1− |〈ΨVQE|ΨFCI〉|2) and
3. the number of function evaluations required for conver-
gence.
We compared the four optimization methods described in the
previous section using three different starting guesses:
1. random, in which random values are chosen uniformly
in the interval -0.25 to 0.25,
2. starting with all the amplitudes set to zero, which cor-
responds to using the Hartree-Fock solution as initial
guess and
3. the MP2 approximation to the cluster amplitudes.
The full optimization is comprised of a total of 52 parameters.
To evaluate the performance of the random guess approach we
ran the algorithm 10 times and averaged the results.
Figure 5 compares the average number of function evalua-
tions and energy error along the rectangular, trapezoidal, and
linear paths of the H4 system. We observe that the Nelder-
Mead and the Powell methods exhibit a high variability in
their performances when the parameters are initialized at zero
or randomly, as indicated by the large standard deviations in
the wavefunction accuracy. In particular, Nelder-Mead fails to
converge in less than 20000 function evaluations and performs
poorly, with energy errors beyond 10 kcal/mol and overlaps
with the exact wavefunction below 0.8. The Powell method
has a better performance in the number of function evaluations
but is still outperformed by L-BFGS and COBYLA. On the
other hand, the COBYLA and the L-BFGS-B methods con-
verge to almost the same minimum for most of the points of
the PES, independent of the method employed to generate the
initial guess. This is indicated by the much larger energy ac-
curacies compared to the results of Nelder-Mead and Powell.
The use of the MP2 guesses for the cluster amplitudes sig-
nificantly reduces the number of function evaluations for all
the optimization methods as observed in the left panel of Fig-
ure 5. MP2 guesses also improve the average accuracy of the
energy obtained with the Nelder-Mead and Powell methods,
as observed in the right panel of Figure 5. We point out that
for systems that experience strong correlation the MP2 am-
plitudes might be a poor starting point, although still better
than the random or zeros guesses. In those cases, more reli-
able methods such as Density Matrix Renormalization Group
(DMRG) with a small active space and a small bond dimen-
sion could provide better initial guesses at the expense of clas-
sical computation time [81]. These results illustrate how the
incorporation of classical approaches can improve the perfor-
mance of quantum simulation by providing physically mean-
ingful starting guesses and also highlight the importance of
the choice of the optimization method.
2. Effect of trotterization in the optimization
Table I compares the performance of the trotterized UCC
ansatz (Eq. (21)) using 1 and 2 trotter steps with the perfor-
mance of the non-trotterized ansatz (Eq. (20)). For these cal-
culations we employed the COBYLA and the L-BFGS-B op-
timization methods with the MP2 guess. To measure the qual-
ity of the results we use the average infidelity with respect to
the FCI wavefunction as well the non-paralellism error (NPE).
The NPE is calculated according to the formula:
NPE = max(EUCCSD − EFCI)−min(EUCCSD − EFCI)
(51)
which quantifies the maximum error obtained when comput-
ing energy differences between points in the PES using the
UCCSD approach. As observed in Table I, the quality of the
results obtained with the trotterized unitaries is almost identi-
cal to the that of the exact implementation of Eq. (20) when
using the L-BFGS-B optimization method. We also notice
that the approximation with 2 trotter steps converges faster in
average than the unitary with only one trotter step.
Using COBYLA, the trotterized unitaries produce results
similar to those obtained with Eq. (20) for the trapezoidal and
the parallel paths. In contrast, COBYLA exhibits a lower
average performance for the linear system, as shown in Ta-
ble I. A better insight into this result is offered by Figure 6,
where we plot the error in the wavefunction along r for the
linear path as computed with the COBYLA and the L-BFGS-
B methods. The error in the wavefunction is quantified as the
difference between 1.0 and the absolute value of the overlap
of the UCCSD and the FCI wavefunctions. We observe that
the COBYLA algorithm provides wavefunctions with over-
laps below 0.95 and as low as 0.78 between 0.8−1.6 A˚, which
corresponds to a section of the PES with strong multirefer-
ence character. For these geometries, the COBYLA algorithm
reaches the maximum number of functions evaluations when
using Eq. (21) with 1 trotter step. Increasing the number of
trotter steps seems to partially alleviate this problem. In con-
trast, a gradient based approach such as L-BFGS-B provides
better results in the 0.8−1.6 A˚ range. Interestingly, as the dis-
tance increases beyond 2.6 A˚, the difference between the trot-
terized and the exact unitary becomes more prominent. We
point out, however, that in all these cases the overlap is larger
than 0.999 with a single trotter step.
3. Reduction in the number of parameters by pre-screening of
cluster amplitudes
Classical approximations can provide a criterion to discard
excitation operators with small amplitudes, which have a mi-
nor contribution to the wavefunction expansion. MP2 ampli-
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b)
c)
Figure 5. Average performance of the VQE algorithm applied to the H4 system along the a) trapezoidal b) linear and c) parallel paths using four
optimization methods (L-BFGS-B, COBYLA, Powell and Nelder-Mead) and three different methods to initialize the parameters: Randomly
(Random), set to zero (Zeros) and set to the MP2 amplitudes (MP2). We compare the number of function evaluation required for convergence
(left panel) and the error in the final energy with respect to the FCI solution (right panel). Error bars indicate one standard deviation. The range
in the energy plots is truncated to 35 kcal/mol to facilitate comparison.
(a) (b)
Figure 6. Comparison between the error in the wavefunctions obtained using a) COBYLA and b) L-BGFG-B optimizations along the linear
path of the H4 system. The UCCSD wavefunctions were obtained using the exact UCC unitary (Eq. (20), red dots) and the trotterized version
(Eq. (25)) with one trotter step (blue triangles up) and two trotter steps (green triangles down). The error in the wavefunction is quantified as
1− |〈ΨUCCSD|ΨFCI〉|.
13
Figure 7. Number of parameters in the VQE unitary for different
values of the threshold d for some molecules. We employed two dif-
ferent basis sets: a) STO-6G and b) 3-21G. The results are plotted
against the product of the number of basis set functions and elec-
trons, ηN . The correlation coefficient (R) and slope (m) of the linear
regressions are shown in the legend. The list of molecules include:
hydrocarbons (C1-C8), BeH2, Benzene, N2, O2, B2H6, ethanol and
water.
tudes, for instance, provide an approximation of the ampli-
tudes of double excitation operators, which are responsible
for the scaling of the number of parameters in the UCCSD
method as a function of the system size. Given the set of MP2
amplitudes, {tab(MP2)ij }, we can discard all the excitation op-
erators such as |tab(MP2)ij | < d, where d is a suitable threshold.
Table II displays the average performance of UCCSD calcula-
tions in the H4 systems using a reduced number of parameters
for different values of d.
For the H4 systems, only 10 out of the 34 double excitation
operators have a significant effect on the total energy. The er-
rors in the energy associated to the discarded parameters are
in all cases smaller than chemical accuracy. Through the pre-
screening process we reduce the circuit depth of the VQE al-
gorithm by reducing the number of parameters involved in the
preparation. The smaller number of parameters also facilitates
the convergence of the optimization method. For the H4 sys-
tems, the number of function evaluations decreases by a factor
of 3.
To gain insights into the effect of the screening in the scal-
Figure 8. Average error of the numerical gradient as a function of
the number of measurement employed for the gradient estimation.
We compare the analytical gradient and the the numerical gradient
for several step sizes. Averages were calculated over 100 random
amplitudes drawn uniformly from the interval [0, 2pi] for the linear
H4 system with r = 1.2A˚. Error bars correspond to one standard
deviation.
ing of the number of parameters for UCC, we applied our re-
duction strategy to a series of small molecules for different
values of the threshold d. The results are shown in Figure 7
as a function of the product of the number of electrons and
the number of orbitals of the system, Nη. We observe that the
number of parameters, and consequently the depth of the VQE
circuit, decreases by almost one order of magnitude using a
threshold of 10−5. In addition, for thresholds above 10−5,
it is also possible to achieve a subquadratic scaling in Nη,
compared to the formal quadratic scaling of the full UCCSD
ansatz.
4. Gradient based optimization
Finally, we studied the performance of UCC optimizations
with the analytical and numerical gradient approaches pro-
posed in Section II E. First, we compared the sampling cost
of the analytical and numerical gradient via numerical simu-
lation. We calculated the error in the estimated gradient, ∆g,
as a function of the number of samples employed in the gra-
dient estimation. The gradient error is quantified as the norm
of the difference between the estimated gradient, g˜, and the
exact gradient, g, ∆g = ||g˜ − g||2. In our numerical simula-
tions, the exact gradient corresponds to the analytical gradient
computed to machine precision. To compute the number of
measurements, we employed the equality of Eq. (31) for the
numerical gradient and Eq. (43) for the analytical one.
Figure 8 illustrates the behavior of the error in the gradient
as a function of the number of measurements for a single in-
stance of the H4 system in a linear configuration. Each point
in the plot corresponds to an average over 100 gradient esti-
mations for randomly sampled amplitudes. We compare the
numerical gradient with different values of the step size, δ,
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Figure 9. Average error of the numerical gradient as a function of
the standard deviation of control errors in the quantum circuit (∆Θ).
m and b correspond to the slope and intercept of the linear regres-
sion. Averages were calculated over 100 random amplitudes drawn
uniformly from the interval [0, 2pi] for the linear H4 system with
r = 1.2A˚. The same scaling was observed for other instances of the
H4 system.
and the analytical gradient. For δ = 0.5 and high error rates,
the numerical gradient has a sampling cost comparable to the
analytical gradient. However, increasing the sampling cost
beyond 108 does not further improve the quality of the nu-
merical approach as the the method reaches its accuracy limit.
A similar behavior is observed for the numerical gradient with
δ = 0.1 for errors below 10−3. Using smaller step sizes guar-
antees the same error rate achieved with analytical gradient
but with an exceedingly larger sampling cost. Our results con-
firms the analysis presented in Section II E, indicating that the
analytical gradient might be order of magnitudes cheaper than
numerical gradients in experimental realizations of VQE.
To further understand the relative performance of the ana-
lytical and numerical gradients, we numerically simulated the
impact of control errors on these methods. Control errors refer
to the difference between the formal specification of a varia-
tional circuit U(~p), and the actual operation that this specifi-
cation effects on the quantum computer, U˜(~p). For simplicity,
we will model the control errors as U˜(~p) = U(~p + ∆~p). In
our numerical simulations, ∆~p is described as a normal ran-
dom variable with standard deviation ∆Θ.
Figure 9 shows the magnitude of ∆g for the analytical and
the numerical gradients as a function of the parameter ∆Θ.
We fixed the value of δ such as the contribution of the control
errors is dominant in the numerical gradient for the ranges of
∆Θ explored. Our results show that ∆g scales linearly with
∆Θ, in contrast with the quadratic scaling in δ. In experimen-
tal implementations of VQE, ∆Θ imposes a practical lower
bound to the value of δ employed in the estimation of the nu-
merical gradient and consequently the contribution of control
errors will dominate ∆g.
Finally, we explore how control errors influence the opti-
mization with numerical and analytical gradients. Assuming
that control errors dominate ∆g, we performed 150 runs of
the VQE optimization under the influence of control errors,
with ∆Θ = 0.01. Our results, summarized in Table III, com-
pare the average error in the final energy and average number
of gradient calls for carrying out the optimization. We ob-
serve that the analytical and the numerical gradients provide
accuracies in similar ranges. However, the optimization with
analytical gradients requires 20% less gradient evaluations in
average compared to optimization with numerical gradients.
These results suggest that the analytical gradient might have
a better convergence under the influence of control errors, in
addition to a much lower sampling cost.
IV. DISCUSSION
We have presented a series of strategies for the calcula-
tion of molecular energies using the VQE algorithm combined
with a UCC ansatz for carrying out the state preparation. The
UCC method provides a hierarchy of wavefunction ansatze
that can be prepared using quantum circuits with a size that
scales polynomially in the number of orbitals and particles
of the system. In particular, the approximation up to double
cluster operators provides a good compromise between cost
and accuracy for applications in quantum chemistry, with a
number of parameters that scales as O(N2η2). The number
of parameters in the approximation determines the size of the
circuit and impacts the cost of the classical optimization re-
quired for wavefunction optimization.
Additionally, we have illustrated how efficient classical ap-
proximations to the amplitudes of the cluster operators, such
as those obtained from perturbation theory, can be used to re-
duce the cost of the VQE algorithm for chemistry. In par-
ticular, we showed that classical amplitudes provide effective
initial guesses for the optimization process and serve as a pre-
screening mechanism to remove cluster operators that have
negligible contribution to the optimal wavefunction. This
strategy is an example of a hybrid quantum-classical scheme
for quantum simulation, where efficient classical approxima-
tions are employed to reduce quantum resources and boost the
efficiency of the quantum subroutine. These hybrid schemes
are more likely to be the first quantum algorithms to exploit
the power of small quantum computers for quantum simula-
tion.
Our numerical analysis also highlights the deficiencies of
some derivative-free methods, such as Nelder-Mead and Pow-
ell, that have been previously employed in numerical and ex-
perimental demonstrations of VQE [30, 32]. These methods
performs poorly for a relatively large number of parameters,
failing to converge to the correct wavefunctions unless a phys-
ically meaningful initial guess is employed. Among the meth-
ods tested, COBYLA showed a much better performance.
Finally, we introduced an analytical approach to compute
the energy gradient for variational circuits and evaluated its
performance for the UCC ansatz. This approach allows us to
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employ gradient based methods to minimize the energy. Our
numerical simulations show that our analytical approach pro-
vides solutions of the same quality obtained with derivative-
free and numerical gradient approaches. In addition, analyti-
cal gradients have a much smaller sampling cost than numer-
ical gradients as well as better convergence behavior under
the effect of control noise. We point out that our formulation
of the analytical gradient can be adapted to other algorithms
that employ a quantum-classical hybrid scheme such as the
quantum approximate optimization algorithm [82] and some
methods proposed in the context of quantum machine learning
[83–85]. Future work will be devoted to evaluating the perfor-
mance of gradient-based and gradient-free optimizations un-
der non-coherent errors and state preparation and measure-
ment (SPAM) errors.
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Appendix A: Commutativity of subterms in excitation operators
Assuming real cluster amplitudes, the JW transformation of
the single and double cluster operators for UCC can be written
as follows:
tai (a
†
aai − h.c.) ≡
itai
2
a−1⊗
k=i+1
σzk(σ
y
i σ
x
a − σxi σya) (A1)
tabij (a
†
ba
†
aajai − h.c.) ≡
itabij
8
j−1⊗
k=i+1
σzk
b−1⊗
l=a+1
σzl
(σxi σ
x
j σ
y
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x
b + σ
y
i σ
x
j σ
y
aσ
y
b
+σxi σ
y
j σ
y
aσ
y
b + σ
x
i σ
x
j σ
x
aσ
y
b
−σyi σxj σxaσxb − σxi σyj σxaσxb
−σyi σyj σyaσxb − σyi σyj σxaσyb ), (A2)
where we assume without lost of generality that b > a >
j > i. The commutativity among the terms in Eq. (A1) and
Eq. (A2) can be verified by inspection. In general, the JW
transformation of an UCC operator of order n will comprise
22n−1 terms, composed by the same string of Z operators mul-
tiplying the sum of all the possible strings of X and Y oper-
ators acting on 2n qubits, such as the numbers of X and Y
operators are both odd. The commutativity between any of
this terms reduces to the commutativity of the strings contain-
ing X and Y operators only.
Consider two arbitrary strings of X and Y operators of
length 2n, PA =
⊗2n
i=1 σ
ai
i and PB =
⊗2n
i=1 σ
bi
i , acting on
the same set of qubits. The commutator is given by:
[PA, PB ] =
2n⊗
i=1
(σaii σ
bi
i )−
2n⊗
i=1
(σbii σ
ai
i ) (A3)
where the product σaii σ
bi
i can take three values:
σaii σ
bi
i =

1 if ai = bi
iσz if ai = x bi = y
−iσz if ai = y bi = x.
(A4)
Applying Eq. (A4) to Eq. (A3), we can write:
[PA, PB ] =[
(−i)nAy −cy (i)nAx−cx − (−i)nBy −cy (i)nBx −cx
]
P, (A5)
where P is the string of Pauli matrices obtained from the mul-
tiplication and nAx and n
A
y are the numbers of X and Y oper-
ators in string A, respectively. nBx and n
B
y are defined analo-
gously. cx is the number of times ai = bi = x; cy is defined
accordingly. Rearranging Eq. (A5) we obtain:
[PA, PB ] = (−1)nAy −cy
(
1− (−1)nBy −nAy
)
i2n−cx−cyP
(A6)
Now recall that for the UCC operators, nAy and n
B
y are both
odd and thus nBy − nAy is even. Consequently, [PA, PB ] is
zero. We conclude that the subterms comprising a single UCC
operator commute.
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Table I. Comparison of the VQE results obtained with the ansatz from Eq. (20) and Eq. (25) with one and two trotter steps, for the calculation
of the PES of the H4 systems. We compared the average overlap with the FCI wavefunction, non-parallelism error and average number of
function evaluations along the trapezoidal, parallel and linear paths of the H4 system, obtained using the L-BFGS-B and COBYLA optimization
methods. The molecular Hamiltonian was obtained with a STO-6G basis set.
Optimization
method
System Approximation Average Overlap
NPE in PES∗
(kcal/mol)
Number of energy
evaluations
L-BFGS-B Trapezoidal Eq. (25) ρ = 1 0.994 ± 0.006 1.4 861 ± 73
Eq. (25) ρ = 2 0.995 ± 0.005 1.5 615± 32
Eq. (20) 0.995 ± 0.005 1.5 703 ± 51
Parallel Eq. (25) ρ = 1 0.996 ± 0.008 2.0 590 ± 144
Eq. (25) ρ = 2 0.997 ± 0.007 2.0 436 ± 149
Eq. (20) 0.997 ± 0.006 2.0 467 ± 142
Linear Eq. (25) ρ = 1 0.998 ± 0.006 7.1 710± 99
Eq. (25) ρ = 2 0.999 ± 0.005 6.9 487 ± 158
Eq. (20) 0.999 ± 0.005 6.5 534 ± 182
COBYLA Trapezoidal Eq. (25) ρ = 1 0.994 ± 0.006 1.0 3703 ± 1023
Eq. (25) ρ = 2 0.995 ± 0.005 1.5 2753 ± 340
Eq. (20) 0.995 ± 0.005 1.5 3468 ± 622
Parallel Eq. (25) ρ = 1 0.998 ± 0.006 2.0 2431 ± 857
Eq. (25) ρ = 2 0.999 ± 0.005 2.0 2047 ± 665
Eq. (20) 0.999 ± 0.005 2.0 2820 ± 1086
Linear Eq. (25) ρ = 1 0.968 ± 0.068 5.1 5115 ± 5475
Eq. (25) ρ = 2 0.990 ± 0.030 6.9 2882 ± 3620
Eq. (20) 0.997 ± 0.006 6.5 4231 ± 3880
∗ Non-parallelism error.
Table II. Results of VQE calculations for the H4 systems using prescreening with the MP2 amplitudes. We compared the results obtained for
different values of the threshold (d) with the calculation including all the parameters. The L-BFGS-B optimization method was used. For
d < 10−3 the results are the same as for d = 10−3.
System Number of parameters Max. difference in PES ∗ (kcal/mol) Energy evaluations x 103
d = 10−2 d = 10−3 All d = 10−2 d = 10−3 d = 10−2 d = 10−3 All
Trapezoidal 24 26 52 <7x10-4 <7x10-4 1.17±0.11 1.20±0.13 3.5±0.6
Parallel 24 26 52 0.07 <7x10-4 1.12±0.44 1.17±0.43 2.8±1.0
Linear 24 26 52 0.76 0.20 1.26±0.43 1.37±0.37 4.2±3.8
∗ Maximum difference between the PES calculated with all the parameters and the PES obtained from the pre-screened calculation.
Table III. Average error in the UCC energy (hartrees) and average number of gradient calls employed for the optimization using analytical and
numerical gradients (with δ = 0.05 and δ = 0.10) under the effect of control errors. The error in the energy corresponds to the difference
between the optimal energy obtained for 150 VQE runs under control noise and the optimal value for the noiseless optimization with the
analytical gradient. All the calculations employed a trotterized ansatz with one trotter step and the same stopping criteria for L-BFGS-B.
The UCC amplitudes were initialized with the MP2 amplitudes. The parameter ∆Θ was fixed to 0.01. The calculations were performed for
instances of the trapezoidal, linear and parallel H4 system with the UCC ansatz (r = 1.2A˚ and θ = 135.0o).
Trapezoidal Parallel Linear
Grad.
calls
Energy
error
Grad.
calls
Energy
error
Grad.
calls
Energy
error
Gradient Grad. 26±4 0.024±0.008 33±9 0.083±0.086 32±8 0.13±0.08
Numerical Grad. (δ = 0.05) 32±8 0.019±0.006 42±13 0.083±0.095 40±11 0.13±0.08
Numerical Grad. (δ = 0.1) 32±8 0.019±0.007 41±13 0.074±0.083 40±12 0.11±0.07
