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Abstract
We classify the homotopy types of the connected components of Map(S4; BSU(2)). Since
4(BSU(2)) = Z, the components are Mapk(S4; BSU(2)) consisting of maps of degree k ∈ Z.
Clearly, Mapk(S
4; BSU(2)) is homotopy equivalent to Map−k(S
4; BSU(2)), by composition with
the antipodal map. We prove the converse, i.e. Mapk(S
4; BSU(2))  Mapl(S4; BSU(2))⇒ k=±l.
The result is of interest in gauge theory because the Mapk(S
4; BSU(2)) are the classifying spaces
of the gauge groups of SU(2) bundles over S4. c© 2001 Elsevier Science B.V. All rights
reserved.
MSC: Primary: 54C35; secondary: 55P15
1. Introduction
Let X be an oriented simply connected closed 4 manifold, Pk;X the principal SU(2)
bundle over X with c2(Pk;X ) = k ∈ Z, and Mapk(X; BSU(2)) the connected compo-
nent of Map(X; BSU(2)) including the map inducing Pk;X where Map(X; BSU(2)) is
the space of continuous maps from X to BSU(2). We would like to know when
Mapk(X; BSU(2))  Mapl(X; BSU(2)). In [6], we give the complete answer to this
question when the second betti number of X is positive. In this paper we treat the case
of X = S4. We cannot use the method used in [6] for X = S4 and the method of this
paper does not work well if the second betti number of X is positive.
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Theorem 1.1. The following three conditions are equivalent:
(1) |k|= |l|.
(2) Mapk(S
4; BSU(2))  Mapl(S4; BSU(2)).
(3) Mapk(S
4; BSU(2))(p)  Mapl(S4; BSU(2))(p) for any prime p.
Here Mapk(S
4; BSU(2))(p) is Mapk(S
4; BSU(2)) localized at p.
Let Gk ; be the gauge group of Pk;S4 and BGk its classifying space. It is known ([3,
Part I], see also [1]) that BGk  Mapk(S4; BSU(2)). Since S4 admits the antipodal map,
it is clear that Gk is isomorphic to G−k as a topological group. Therefore, the theorem
asserts that BGk is homotopy equivalent to BGl if and only if Gk is isomorphic to Gl.
Remark 1.2. In [5], it is shown that Gk is homotopy equivalent to Gl if and only if
(k; 12) = (l; 12) where (k; 12) is the GCD of k and 12. Moreover, in [2], it is shown
that Gk is homotopy equivalent to Gl as an H -space if and only if (k; 180) = (l; 180).
Remark 1.3. In the case of based gauge groups, G∗k ∼= G∗0 and BG∗k  BG∗0 .
Remark 1.4. It is known that two compact Lie groups G and H are isomorphic as Lie
groups if and only if BG and BH are homotopy equivalent [8], but this does not always
hold for non-compact groups. For example, BC×  BSL(2;R) because the maximal
compact subgroup in both of them is S1, but C× ∼= SL(2;R).
Moreover if |k| = |l|, then G˜k ∼= G˜l, where G˜k is the universal covering group of
the identity component of Gk . More precisely we have the following result.
Theorem 1.5. The following four conditions are equivalent:
(1) |k|= |l|.
(2) G˜k ∼= G˜l.
(3) B G˜k  B G˜l.
(4) B G˜k(p)  B G˜l(p) for any prime p.
For a Gxed prime p, put (cf. [4])
Mk =Mapk(S
4; BSU(2))(p)  Mapk(S4;HP∞(p)):
In [7], Masbaum showed that if Mk  Ml then (k; p) = (l; p) (see also the author’s
paper [10]). Therefore, we must detect the maximal power of p dividing k and l. We
improve the method used in [10]. We have the following Gbration:
4HP∞(p) → Mk evk−→ HP∞(p); (1)
where evk : Mk → HP∞(p) is the evaluation map at the basepoint of S4 and we study the
largest n such that Gbration (1) has a section over the n skeleton of HP∞.
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2. Proof of Theorem 1.1
Since S4 admits a degree −1 map, 1 implies 2. It is clear that 2 implies 3.
The next proposition shows that 3 implies 1.
Proposition 2.1. Let p be a prime. If Mk  Ml then (k; pr) = (l; pr) for any r ∈ N.
In the rest of the paper, we prove this proposition.
Lemma 2.2. If (p; q) = 1; then Mk  Mqk .
Proof. Let q: S4 → S4 be a map of degree q. This map induces a homotopy equiva-
lence
4HP∞(p)
→ 4HP∞(p)
and a map Mk → Mqk . The result follows from the following commutative diagram:
4HP∞(p) −−→ Mk −−→ HP∞(p)



∥∥∥
4HP∞(p) −−→ Mqk −−→ HP∞(p)
:
By [5], 3(BGk) ∼= Z=(12; k). Therefore for p = 2; 3, if Mk  Ml and (k; p) = 1,
then (l; p)= 1 and (k; pr)= 1= (l; pr) for any r ∈ N. If (k; 4)= 2, then (l; 4)= 2 and
(k; 2r) = (l; 2r).
Hereafter we assume 4|k if p= 2 and 3|k if p= 3 unless otherwise stated.
Let dp(k) be the maximal number n such that there exists a map f: HPn → Mk and
(evk ◦ f)∗ : H 4(HP∞(p);Z(p))→ H 4(HPn;Z(p))
is an isomorphism. If there exists a map f : HP∞ → Mk satisfying this condition, we
deGne dp(k) =∞. Note that if p ≥ 5, we have
4(Mk)
(evk )∗−→∼= 4(HP
∞
(p))
by the homotopy exact sequence for Gbration (1) because 3(4HP∞(p))=4(4HP∞(p))=
0. This homomorphism is epic for p = 2; 3 if 4|k; 3|k, respectively, by the result of
Kono [5]. Therefore, there exists a map f : HP1 = S4 → Mk satisfying the condition
and dp(k) is well deGned. Note that dp(0) =∞.
Lemma 2.3. If there exists a map f : HPn → Mk such that
(evk ◦ f)∗ : H 4(HP∞(p);Z(p))→ H 4(HPn;Z(p))
is an isomorphism; then there exists a map g : HPn → Mk such that evk ◦ g is
homotopic to the map
HPn i→ HP∞ l→ HP∞(p);
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where l is a localization and i is the inclusion. (We need not assume that 4|k nor
3|k in this lemma.)
Proof. By the cellular approximation theorem we may assume evk ◦f maps into HPn(p)
and by the deGnition of the localization evk ◦ f factors through HPn(p) thus evk ◦ f
decomposes as follows:
evk ◦ f: HPn l→ HPn(p) h→ HPn(p) i→ HP∞(p):
By the assumption h induces an isomorphism of the Z(p) cohomology. Since HPn(p) is
p local and simply connected h is a homotopy equivalence. Since Mk is p local, f
factors through HPn(p),
f: HPn l→ HPn(p)
Lf→ Mk:
Thus we have evk ◦f˜ ◦ l= evk ◦ f= i ◦ h ◦ l. Since l is a localization and HP∞(p) is p
local, we have evk ◦f˜  i ◦ h:
HPn(p)
Lf−−→ Mk
h
 |
 evk
HPn(p) −−→
i
HP∞(p)
Put g=f˜ ◦ h−1 ◦ l : HPn → Mk then evk ◦ g= evk ◦f˜ ◦ h−1 ◦ l  i ◦ l and i ◦ l  l ◦ i.
Lemma 2.4. If k = 0; then dp(k)¡∞.
Proof. Assume pr-k. If there exists a map f: HPn → Mk such that
(evk ◦ f)∗: H 4(HP∞(p);Z(p))→ H 4(HPn;Z(p))
is an isomorphism, by Lemma 2.3, we may assume that evk◦f is the composition of the
inclusion and a localization. Hence taking adjoint of f, we obtain a map  :HPn×S4 →
HP∞(p) such that the following commutes:
HPn × S4 −−−−−→ HP∞(p)
 ∇
HPn ∨ S4 (l◦i)∨k−−−→ HP∞(p) ∨HP∞(p)
;
where ∇ is the folding map. There exists an element x ∈ K(HP∞(p);Z(p)), the uni-
versal bundle over HP∞, such that ch(x) =
∑
j≥1  ju
j, where  j = 2=(2j)! and u ∈
H 4(HP∞(p);Z(p)) is a generator. Let a; b be generators of K(S4); H 4(S4;Z), respectively,
such that ch(a) =−b. Then in the Z(p) coeNcient K theory we have
∗(x) = x − ka+
∑
j≥1
$jx ja;
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where $j ∈ Z(p) and in the Z(p) coeNcient cohomology
∗(u) = u+ kb:
We have
∗ch(x) =∗
(∑
 juj
)
=
∑
 j(u+ kb) j
=
∑
 j(uj + jkuj−1b)
and for l ≤ n the coeNcient of ulb is
(l+ 1)k l+1 =
k
(2l+ 1)!
:
Since ch(x j) = ch(x) j = (
∑
 iui) j, the coeNcient aj; l of ul of ch(x j) is
aj; l =
∑
%nk ik=l;%nk=j
 n1i1 · · ·  
nq
iq =
∑
%nk ik=l;%nk=j
2l
(2i1)!n1 · · · (2iq)!nq
and hence (2l)!aj; l ∈ Z. Therefore, the coeNcient of ulb of ch∗(x) is −
∑
$jaj; l and
−(2l)!∑ $jaj; l ∈ Z(p). Thus we have
(2l)!
k
(2l+ 1)!
=
k
2l+ 1
∈ Z(p):
Since pr-k we have n¡ (pr − 1)=2.
Lemma 2.5. If Mk  Ml; then dp(k) = dp(l).
Proof. Consider a map f :HPdp(k) → Mk realizing the maximal number dp(k). Since
i(HPn) = i(HP∞(p)) = 0 (i = 1; 2; 3), by the deGnition of dp(k) we have
(evk ◦ f)∗ : 4(HPdp(k))⊗ Z(p)
∼=→ 4(HP∞(p))
and hence
f∗ : 4(HPdp(k))⊗ Z(p)
∼=→ 4(Mk)
if p ≥ 5. Therefore, the composite map
HPdp(k) f→Mk →Ml evl→HP∞(p)
induces an isomorphism
4(HPdp(k))⊗ Z(p)
∼=→ 4(HP∞(p)):
This shows that dp(k) ≤ dp(l), and by symmetry it follows that dp(k) = dp(l). If
p= 2; 3, we can show this lemma similarly using the fact that the map
4(Mk)
(evk )∗−→ 4(HP∞(p))
is epic and the kernel is a Gnite group.
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Lemma 2.6. If k = 0 and p ≥ 3; then dp(k)¡dp(pk).
Proof. Put n=dp(k). By the deGnition of dp(k), similarly to the proof of Lemma 2.4,
we have the following commutative diagram:
HPn × S4 −−−−−→ HP∞(p)
 ∇
HPn ∨ S4 (l◦i)∨k−−−→ HP∞(p) ∨HP∞(p)
:
Since ◦(id×∗)=l◦ i,  extends to HPn+1×{∗}∪HPn×S4. Let o be the obstruction
to extend this map to HPn+1 × S4. The only obstruction to extend the map
HPn+1 ∨ S4 id∨p−→HPn+1 ∨ S4 (l◦i)∨k−→ HP∞(p) ∨HP∞(p) → HP∞(p)
to HPn+1 × S4 is (id× p)∗(o) = po,
H 4n+8(HPn+1 × S4;HPn+1 × {∗} ∪HPn × S4; )
(id×p)∗=p×

H 4n+8(HPn+1 × S4;HPn+1 × {∗} ∪HPn × S4; );
where  = 4n+7(HP∞(p)). If p ≥ 3 and i¿ 3, by Selick [9], the order of elements of
i+1(HP∞(p)) ∼= i(S3(p)) is p, this obstruction vanishes. Taking adjoint of the extended
map, we obtain a map g :HPn+1 → Mpk such that evpk ◦ g = l ◦ i :HPn+1 → HP∞(p).
Therefore dp(pk) ≥ dp(k) + 1.
By these lemmas we can prove Proposition 2.1 for odd primes.
Recall that dp(0) =∞ hence, by Lemmas 2.4, 2.5, M0  Mk for every k = 0.
Let s; t be integers prime to p such that sk = pntl. We may assume n ≥ 0. If
Mk  Ml, by Lemma 2.2, Msk  Mtl. By Lemma 2.5, dp(pntl) = dp(sk) = dp(tl) and
by Lemma 2.6, n must be 0. Therefore (k; pr) = (sk; pr) = (tl; pr) = (l; pr) for any
r ∈ N.
If p=2, it is conceivable that there is a k for which d2(k)=d2(2k) (we do not know
whether it does happen or not). Hereafter, we assume that p=2. Let ’n:S4n+3 → HPn
be the attaching map of the top cell of HPn+1. Put X nr =HPn ∪2r’n e4n+4. Then there
are natural maps  r , jr such that the following commutes:
where j is the inclusion. For each nonzero integer k divisible by 4 and n ≤ d2(k),
deGne rn(k) to be the minimal number r such that there exists a map f,
HPn j→X nr
f→Mk evk−→HP∞(2);
which satisGes that evk◦f◦j induces an isomorphism H 4(HP∞(2);Z(2))→ H 4(HPn;Z(2)).
Since 4n+3(HP∞(2)) is Gnite, rn(k)¡∞. Of course if n¡d2(k), rn(k) = 0 and if
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n = d2(k), rn(k)¿ 0. We can prove the following lemma quite similarly to the case
of dp(k).
Lemma 2.7. If Mk  Ml; then for all n ≤ d2(k) = d2(l); rn(k) = rn(l).
Lemma 2.8. If there exists a map f :X nr → Mk such that
(evk ◦ f ◦ j)∗ :H 4(HP∞(2);Z(2))→ H 4(HPn;Z(2))
is an isomorphism; then there exists a map g :X nr → Mk such that evk ◦ g is homo-
topic to the map X nr
 r→HPn+1 i→HP∞ l→HP∞(2); where l is a localization and i is the
inclusion.
Proof. Let F be the homotopy Gber of the map
cn+12 :HPn+1 → K(Z=2r ; 4n+ 4);
F4n+4 its 4n+ 4 skeleton. Consider the following diagram:
Since  ∗r (c
n+1
2 )=0 in the Z=2r cohomology,  r factors through F and by the cellular
approximation theorem  r factors through F4n+4. It is easy to see that, for suitable CW
complex structure of F , the map X nr → F4n+4 is a homotopy equivalence.
We localize this picture and consider the following diagram:
Note that the 4n + 4 skeleton of F(2) is contained in (F4n+4)(2). By the cellular
approximation theorem, we may assume evk◦f maps into HPn+1(2) and by the assumption
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on f, evk ◦f factors through F(2). Again by the cellular approximation theorem evk ◦f
factors through (F(2))4n+4. Therefore, the map evk ◦ f is homotopic to a map
X nr → X nr(2)
i◦ r−→HP∞(2):
Since X nr(2) is 2 local, the Grst map of the above line factors through X
n
r(2),
X nr
l→X nr(2) h→X nr(2)
i◦ r−→HP∞(2):
where l is a localization and, similar to the proof of Lemma 2.3, h is a homotopy
equivalence. The rest of the proof is similar to that of Lemma 2.3.
Lemma 2.9. If n= d2(k); rn(k)¿rn(2k).
Proof. Put r = rn(k). Let f :X nr → Mk be a map realizing r. We may assume that
evk ◦ f is the composition of the inclusion and a localization by Lemma 2.8 hence,
taking adjoint, we have a map  :X nr × S4 → HP∞(2) such that  ◦ (id×∗)= l ◦ i ◦  r =
l ◦ i ◦  r−1 ◦ jr :X nr → HP∞(2). Consider the following diagram:
where vertical arrows are inclusions and horizontal arrows are induced by jr×id. When
restricted to X nr ×{∗} ∪HPn × S4,  naturally factors through X nr−1 ×{∗} ∪HPn × S4
and we also write this map . Let o be the obstruction class to extend  to X nr−1×S4.
Consider the following commutative diagram
H 4n+8(X nr−1 × S4; X nr−1 × {∗} ∪HPn × S4; 4n+7(HP∞(2))) 4n+7(HP∞(2))
(id×2)∗

 ↑2×
H 4n+8(X nr−1 × S4; X nr−1 × {∗} ∪HPn × S4; 4n+7(HP∞(2))) 4n+7(HP∞(2))
( jr×id)∗

 2×
H 4n+8(X nr × S4; X nr × {∗} ∪HPn × S4; 4n+7(HP∞(2))) 4n+7(HP∞(2)):
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Since (jr × id)∗(o) = 0, the order of o is 2, hence (id × 2)∗(o) = 0. Therefore, the
composite map
 ◦ (id× 2) :X nr−1 × {∗} ∪HPn × S4 → HP∞(2)
extends to X nr−1 × S4. Taking adjoint, we have a map g :X nr−1 → M2k with ev2k ◦ g =
l ◦ i ◦  r−1, hence rn(2k) ≤ r − 1.
Using these lemmas, we can prove Proposition 2.1 for p = 2 quite similarly to the
odd prime case.
Proof of Theorem 1.5. Let M˜ k be the two connected cover of Mk , then M˜ k  B G˜k .
Using M˜ k , we can deGne d˜p(k) and r˜n(k) similar to dp(k) and rn(k). It is easy to verify
that these are homotopy invariant. Moreover, since HPn is 3-connected, d˜p(k) = dp(k)
and r˜n(k) = rn(k). Then we can prove this theorem similarly to Theorem 1.1.
Acknowledgements
The author is grateful to Prof. A. Dold and the referee for valuable suggestions and
comments.
References
[1] M.F. Atiyah, R. Bott, The Yang–Mills equations over Riemann surfaces, Proc. Roy. Soc. London A
308 (1982) 523–615.
[2] M.C. Crabb, W.A. Sutherland, Counting homotopy types of gauge groups, preprint.
[3] D.H. Gottlieb, Applications of bundle map theory, Trans. Amer. Math. Soc. 7 (1972) 23–50.
[4] P. Hilton, G. Mislin, J. Roitberg, Localization of Nilpotent Groups and Spaces, North-Holland,
Amsterdam, 1975.
[5] A. Kono, A note on the homotopy type of certain gauge groups, Proc. Royal Soc. Edinburgh 117 A
(1991) 295–297.
[6] A. Kono, S. Tsukuda, 4-manifolds X over BSU(2) and the corresponding homotopy types Map(X;
BSU(2)), J. Pure and Appl. Algebra 151 (2000) 227–237.
[7] G. Masbaum, On the cohomology of the classifying space of the gauge group over some 4-complexes,
Bull. Soc. math. France 119 (1991) 1–31.
[8] D. Notbohm, On the ‘classifying space’ functor for compact Lie groups, J. London Math. Soc. 52
(1995) 185–198.
[9] P.S. Selick, Odd primary torsion in k (S3), Topology 17 (1978) 407–412.
[10] S. Tsukuda, A remark on the homotopy type of the classifying space of certain gauge groups, J. Math.
Kyoto Univ. 36 (1996) 123–128.
Further reading
H. Toda, Composition methods in homotopy groups of spheres, Ann. Math. Stud. 49.
