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In den letzten Jahren wurde die Theorie von Minimalflächen und Flächen
konstanter mittlerer Krümmung in homogenen 3-Mannigfaltigkeiten ein-
gehend studiert, angeregt durch die Arbeiten Abresch/Rosenberg [AR04]
und Hauswirth/Rosenberg/Spruck [HRS08]. Die vorliegende Arbeit behan-
delt Flächentheorie in den 3-dimensionalen sogenannten E(κ, τ)-Räumen.
Dies sind Riemannsche Faserungen pi : E → Σ mit einem 3-dimensionalen
Totalraum E und einer 2-dimensionalen Basisfläche Σ.
Im ersten Kapitel der Arbeit wird ein einfacher Beweis für den vertikalen
Halbraumsatz von Daniel und Hauswirth im Heisenbergraum Nil3 = E(0, τ)
angegeben (vgl. [DH09]). Im Beweis der Autoren wird zunächst die Exis-
tenz von horizontalen Katenoiden mit Hilfe von Weierstraß-Daten gezeigt.
Danach überträgt sich das ursprüngliche Argument im Beweis des Halb-
raumsatzes in R3 von Hoffman und Meeks (vgl. [HM90]). Das Argument
in dieser Arbeit basiert auf der Konstruktion einer Sublösung für die Mini-
malflächengleichung in Nil3, die explizit angegeben wird. Der Beweis ist in
[Ale16] veröffentlicht.
Der Hauptteil dieser Dissertation im zweiten Kapitel besteht in der
Konstruktion neuer Minimalflächen in E(κ, τ) für τ 6= 0. Eine reguläre
Pflasterung der Basisfläche führt zu einer Pflasterung des Totalraums durch
Vollzylinder oder Volltori. Eine geeignet gewählte geschlossene Kurve mit
einem Doppelpunkt in Σ wird zu einer bezüglich pi horizontalen, geschlosse-
nen Jordankurve im Totalraum geliftet. Die zugehörige Plateaulösung wird
durch Schwarzspiegelung zu einer eingebetteten Fläche fortgesetzt. Die
Konstruktion führt zu neuen eingebetteten Minimalflächen in der 3-Sphäre,
die nicht in den bisher bekannten Familien von Lawson [Law70], Karcher /
iii
Zusammenfassung
Pinkall / Sterling [KPS88], Kapouleas / Yang [KY10] oder Choe / Soret
[CS16] enthalten sind.
Im letzten Teil werden vertikale Projektionen von Multigraphen konstan-
ter mittlerer Krümmung untersucht. Daniel / Hauswirth [DH09] zeigen in
ihrer Arbeit, dass vollständige minimale Multigraphen im Heisenbergraum
ganze Graphen sind, das heißt auf ganz R2 projizieren. Der Grund dafür ist,
dass Projektionsgebiete solcher Multigraphen von Geraden in R2 berandet
werden. Existierte also ein minimaler Multigraph, der kein ganzer Graph
wäre, so läge er einseitig von einer vertikalen Ebene, im Widerspruch zum
Halbraumsatz. Ein ähnliches Resultat für Multigraphen konstanter mittler-
er Krümmung H = 1/2 erzielen auch Hauswirth / Rosenberg / Spruck in
H2 × R (vgl. [HRS08]). Wir behandeln im allgemeinen Fall Projektionen
von Multigraphen konstanter mittlerer Krümmung H in vollständigen Rie-
mannschen Faserungen mit geodätischen Fasern. Das Hauptresultat zeigt,
dass diese lokal einseitig von Kurven konstanter Krümmung liegen, wobei
die Krümmung dieser Kurven genau 2H entspricht. Insbesondere folgt in
Räumen, in denen ein Halbraumsatz für H-Flächen gilt, dass vollständige
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In recent years, there has been increased interest in surface theory in ambient
homogeneous 3-manifolds (cf. Abresch / Rosenberg [AR04], Hauswirth /
Rosenberg / Spruck [HRS08]). The main topic of this thesis is the study
of minimal and constant mean curvature surfaces in the so-called E(κ, τ)-
spaces. Let us mention two reasons why these are natural ambient spaces
for surface theory.
The spaces are homogeneous, which means that their isometry group acts
transitively. Therefore, the geometry of the space does not depend on the
point and the curvature can be encoded in just two real numbers, namely
the base curvature κ and the bundle curvature τ .
Another important property is that they are Riemannian fibrations
pi : E → Σ of a 3-dimensional total space onto a 2-dimensional base surface.
The fibration gives rise to a natural notion of graphs f : U → E, U ⊂ Σ, by
requiring pi ◦ f = id|U . Therefore, the aspects of surface theory which are
formulated for graphs and multigraphs can be discussed for these ambient
spaces.
A well-known method for finding complete minimal surfaces is to solve a
Plateau problem with respect to a Jordan curve and to extend the solution
using Schwarz reflection. In E(κ, τ), there are isometric 180◦ rotations
around certain geodesics, allowing us to use this very technique to construct
minimal surfaces in these ambient spaces. Our surface patches are bounded
by geodesic arcs that are horizontal with respect to the Riemannian fibration
pi : E → Σ.
We now give an overview over the contents of this thesis.
vii
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Fibrations and half-space theorems
The original half-space theorem by Hoffman and Meeks [HM90] states that
a properly immersed minimal surface contained in a half-space of Euclidean
3-space is a plane. This property is sometimes called maximum principle at
infinity since properly immersed minimal surfaces contained in a half-space
H are asymptotic to a translate of the plane ∂H. In the proof given by
Hoffman and Meeks, the family of catenoids plays a central role.
A vertical plane in a Riemannian fibration pi : E → Σ is defined as the
inverse image of a complete geodesic of Σ under the projection map. In order
to prove vertical half-space theorems in other homogeneous 3-spaces, the
existence of minimal surfaces replacing the catenoid family in R3 is crucial.
Daniel and Hauswirth [DH09] establish the existence of horizontal catenoids
in Heisenberg space Nil3 by using a Weierstraß-type representation and
obtain a half-space theorem for minimal surfaces with respect to vertical
planes.
Hauswirth, Rosenberg and Spruck [HRS08] discovered a family Cr of
surfaces with constant mean curvatureH = 1/2 inH2×R with two boundary
components, each of which is contained in a horocylinder. As r →∞, one
of the boundaries is fixed, whereas the other boundary tends to the ideal
boundary of H2×R. With these surfaces replacing the catenoid family, the
proof of Hoffman and Meeks applies to show a vertical half-space theorem
for surfaces with constant mean curvature H = 1/2 in H2 × R. For certain
other E(κ, τ)-spaces, vertical half-space theorems have also been established
(cf. [Pn10], [DMR11], [DMR10]).
In our first chapter, after a brief review of Riemannian fibrations and the
E(κ, τ)-spaces, we exhibit a simple proof for a vertical half-space theorem
in Heisenberg space. Our proof uses only elementary methods to obtain a
subsolution of the mean curvature equation in terms of a Euclidean surface
of revolution. Provided we can choose a family of surfaces whose mean
curvature normal points into the half-space, the original maximum principle
argument of Hoffman and Meeks proves the theorem. Our approach is
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based on an idea by Bergner [Ber10], who generalized the classical half-
space theorem to surfaces with negative Gaussian curvature such that the
principal curvatures satisfy a certain inequality, and Sá Earp/Toubiana
[SET95], who consider special Weingarten surfaces with mean curvature
satisfying an inequality. The results of this chapter are published in [Ale16].
Minimal surfaces in S3
Minimal and constant mean curvature surface theory is a traditional subject
in mathematics, going back as far as the 18th century. Many existence and
uniqueness results regarding minimal and constant mean curvature surfaces
in Euclidean 3-space have been established since.
The Hopf Theorem [Hop56] states that a sphere of constant mean
curvature H immersed in R3 is the standard round sphere of radius 1/H.
Alexandrov [Ale62] showed that compact constant mean curvature surfaces
embedded in R3 are spheres as well. There is a complete classification of
constant mean curvature surfaces of revolution by Delaunay. There are no
closed minimal surfaces in R3, but there are many complete, non-compact
minimal surfaces known.
The main part of this thesis is dedicated to the construction of new
embedded minimal surfaces in spaces with positive bundle curvature. The
3-sphere is a special case of these ambient spaces, so in particular, we obtain
new minimal surfaces in S3.
Before we introduce our results in detail, let us give some background and
discuss why minimal surfaces in the 3-sphere are a particularly interesting
subject. Almgren proved that the only immersed minimal surface in S3
with genus 0 is the equatorial great sphere. A famous conjecture by Lawson,
which was proven by Brendle [Bre12], states that embedded minimal surfaces













defined for a surface S ⊂ S3 with mean curvature H, was introduced by
Blaschke [Bla23] and Thomsen [Tho24] in the 1920s. The Clifford torus
has a Willmore energy of 2pi2, and Willmore conjectured that every surface
S ⊂ S3 of genus 1 has at least this much Willmore energy. His conjecture
was proven by Marques and Neves [MN12].
Stereographic projection maps minimal surfaces in S3 to critical points of
the Willmore functional in R3, which are called Willmore surfaces. There-
fore, the construction of compact embedded minimal surfaces in the 3-sphere
yields examples of embedded Willmore surfaces in R3.
Our approach to constructing minimal surfaces in E(κ, τ) is based on the
fact that for τ 6= 0, closed loops in the base manifold Σ do not necessarily
have closed horizontal lifts. Indeed, the Lie bracket [X, Y ] of two horizontal
unit vector fields in E does not vanish, but has vertical component 2τ .
Consider a loop γ in the base Σ. The endpoints of its horizontal lift to E
do not agree, but are contained in a single fibre. Their vertical distance is
proportional to 2τ and the algebraic area γ encloses.
We exploit this fact in the following way. We take a regular tessellation
of the base surface Σ, that is, of S2, R2 or H2. Consider a figure-8-like
closed loop γ in Σ such that reflections across its bounding geodesic arcs
generate the tessellation and such that the algebraic area it encloses vanishes.
Although γ itself is not embedded, by the property discussed above, γ has a
closed embedded horizontal lift J . The Jordan curve J spans a non-trivial
minimal surface.
The inverse images of the tessellating cells in Σ under the projection
map pi are tessellating solid tori or solid cylinders. Schwarz reflection
then extends the minimal surface spanned by J since the tessellation has
reflection symmetry.
Our result are complete, embedded minimal surfaces in E(κ, τ) for τ 6= 0.
In particular, this construction leads to new embedded minimal surfaces in
the 3-sphere, which is a Riemannian fibration pi : S3 → S2, where pi is the
Hopf projection.
In fact, for each regular tessellation of S2, we obtain 2 distinct minimal
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surfaces. We determine the genera of the resulting surfaces with the Gauß-
Bonnet Formula. For example, the tessellation by cubes leads to one surface
of genus 25 and another surface with genus 49.
Let us conclude this part of the introduction by an account of all other
known examples of minimal surfaces in S3.
Lawson [Law70] constructed embedded minimal surfaces ξm,k in S3 with
arbitrary genus. Starting out with a tessellation of the 3-sphere by geodesic
tetrahedra, he solves a Plateau problem with respect to a fundamental
geodesic quadrilateral Γ with two angles pi/(k+1) and two angles pi/(m+1),
the edges of which are contained in a generating tetrahedron. Using Schwarz
reflection to extend the Plateau solution across the edges of Γ, Lawson
obtains a complete embedded minimal surface. The angles of Γ determine
the genus g = mk of the surface. Lawson also found further families of
immersed and unoriented minimal surfaces. We investigate which of the
surfaces we construct in this thesis are not contained in Lawson’s families.
About 20 years later, Karcher, Pinkall and Sterling [KPS88] used a
similar technique to obtain more examples of embedded minimal surfaces
that are not contained in the family constructed by Lawson. They divide
the 3-sphere into tessellating cells with the symmetries of a platonic solid in
R3. Each of these platonic solids is generated by a fundamental tetrahedron.
They solve a free boundary value problem to obtain a Plateau solution
with boundary contained in the boundary of a generating tetrahedron in S3.
Schwarz reflection then generates a complete embedded minimal surface.
Again about 20 years later, Kapouleas and Yang [KY10] established
the existence of another family of embedded minimal surfaces in S3, using
desingularization. Two tori, given as graphs over a Clifford torus, are placed
close to each other within S3. They are joined by a large number of catenoid
bridges. Close to this configuration, they find embedded minimal surfaces
of high genus.
Further families of embedded minimal surfaces in S3 were recently con-
structed by Choe / Soret [CS16]. One family is obtained by applying
Lawson’s technique to pentagons contained in the boundary of triangular
xi
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prisms which again tessellate the sphere. The resultung surface can be
regarded as a desingularization of a finite number of Clifford tori intersecting
along a great circle.
Constant curvature multigraphs and their
projections
The topic of the third chapter deals is constant curvature multigraphs.
By definition, these are surfaces of constant mean curvature transversal
to the fibre direction in a Riemannian fibration. Daniel and Hauswirth
[DH09] use the vertical half-space theorem in Heisenberg space to show
that complete minimal multigraphs in Nil3 are entire graphs. In H2 × R,
the same proof applies to conclude that complete multigraphs of constant
curvature H = 1/2 are also entire graphs.
In their proof, the authors investigate the vertical projection of constant
curvature multigraphs in the respective ambient spaces. The main result is
that complete minimal multigraphs in Nil3 project to a region Ω ⊂ R2 that
is bounded by straight lines. Therefore, if ∂Ω 6= ∅, minimal multigraphs
are contained in a half-space of Nil3, and the half-space theorem yields
a contradiction. In H2 × R, the projection of constant mean curvature
H = 1/2-multigraphs is a region bounded by horocycles.
We generalize the projection property to complete Riemannian fibrations
pi : E → Σ with geodesic fibres. The projection of a complete H-multigraph
locally lies to one side of a complete curve with constant curvature 2H.
Therefore, in any space where a vertical half-space theorem holds with
respect to H-surfaces, we can conclude that complete H-multigraphs are in
fact entire graphs.
The proof follows the arguments of Daniel and Hauswirth, but we need
to adapt some techniques to our more general setting. In particular, we




I would like to express my heartfelt gratitude to my advisor, Prof. Karsten
Große-Brauckmann. From the first lecture I heard in my first semester
(which was about space-filling curves) up to the completion of this thesis,
he guided me on my way to become a mathematician. Whenever I was
experiencing difficult times he found the right words to encourage and
motivate me. I was very fortunate to have a patient and kind teacher like
him.
Besides my advisor, I am very grateful that Prof. Steffen Fröhlich agreed
to examine my thesis. The first time I had the opportunity to talk about my
research at a conference was when Prof. Fröhlich invited me as a speaker
to a colloquium on differential geometry in Mainz. This was at the very
beginning of my PhD studies, so I am excited to have him as one of my
examiners. Moreover, I am indebted to Prof. Nils Scheithauer and PD Dr.
Robert Haller-Dintelmann for their role on the thesis committee.
During the last five years, I had the pleasure to work with wonderful
colleagues. I would like to mention Susanne Kürsten, Miroslav Vržina,
Arthur Windemuth and my brother Jerome Alex. Besides their continuous
advice during my research and especially their insightful comments to this
thesis, we also spent many hours playing Doppelkopf. Fortunately, there
were always at least four of us.
My sincere thanks goes to the Friedrich-Ebert-Stiftung, who supported
me financially during my graduate research as well as my undergraduate
studies and facilitated many fruitful contacts.
xiii
Introduction
I will be forever grateful to my mother Ulrike, my father Jürgen and
my brother Jerome (who now appears here twice). Throughout the years
I could always count on their support for my studies and for my life in
general.
Last but not least, I would not have been able to finish this dissertation
without my girlfriend Jeanette Forster. She might not have had a great
influence on the contents of this thesis, but certainly on my life.
xiv
1. Riemannian fibrations
The goal of this chapter is to establish a simple proof for the vertical half-
space theorem in Heisenberg space Nil3. A half-space theorem states that the
only properly immersed minimal surface which is contained in a half-space
is a parallel translate of the boundary of the half-space, namely a plane.
Hoffman and Meeks first proved it for R3 ([HM90]). It fails in Rn or Hn,
n ≥ 4.
The original proof of Hoffman and Meeks also works in Heisenberg
space Nil3 with respect to umbrellas, which are the exponential image
of a horizontal tangent plane ([AR05], cf. Definition 2.4.1). Daniel and
Hauswirth extended the theorem to vertical half-spaces of Heisenberg space,
where vertical planes are defined as the inverse image of a straight line in
the base of the Riemannian fibration Nil3 → R2 ([DH09]).
Essential for the proof of half-space theorems is the existence of a family
of catenoids or generalized catenoids. Their existence is simple to establish
in spaces where they can be represented as ODE solutions. For instance,
horizontal umbrellas in Heisenberg space are invariant under rotations
around the vertical axis, so they lead to an ODE. However, the lack of
rotations about horizontal axes means that the existence of analogues of
a horizontal catenoid amounts to establishing true PDE solutions. Daniel
and Hauswirth use a Weierstraß-type representation to reduce this problem
to a system of ODEs. Only after solving a period problem they obtain the
desired family of surfaces and establish Theorem 1.3.4. In this chapter we
introduce a simpler approach: we take a coordinate model of Heisenberg
space and consider coordinate surfaces of revolution.
In the first two sections of this chapter, we state well-known properties
1
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of homogeneous Riemannian fibrations that we will need in this thesis.
Our focus is on the so-called E(κ, τ)-spaces, which are special Riemannian
fibrations with a constant curvature base manifold and constant bundle
curvature.
The last section of this chapter, where we give our simple proof for the
vertical half-space theorem in Heisenberg space, is published in [Ale16].
1.1. Fibrations with geodesic fibres
In this section, we state definitions and properties of Riemannian fibrations
with geodesic fibres, which are the main object of study in this thesis.
Definition 1.1.1. A submersion pi : E → Σ is a smooth surjective mapping
such that dpip is surjective for all p ∈ E. A Riemannian fibration pi : E → Σ
is a submersion of Riemannian manifolds such that dpip, restricted to tangent
vectors normal to fibres, is an isometry.
We usually denote both Riemannian metrics by 〈·, ·〉. The fibres of a
Riemannian submersion are submanifolds, since every value of dpi is regular.
We call vectors tangent to a fibre vertical and vectors orthogonal to a fibre
horizontal. A vector field is X called horizontal (resp. vertical) if X(p) is






Figure 1.1.: Riemannian fibrations. The horizontal space at p is isometric
to Tpi(p)Σ.
At every point p ∈ E, we have an orthogonal decomposition of the tangent
space in a vertical space
Vp := ker dpip,
2
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and a horizontal spaceHp := V⊥p , so we can write any vector fieldX uniquely
as X = Xh + Xv, Xh ∈ Hp, Xv ∈ Vp. Since Riemannian submersions
preserve the scalar product of horizontal vectors, the map dpip is a linear
isometry between Hp and Tpi(p)Σ.
A curve c : I → E is called horizontal (resp. vertical), if c′(t) is horizontal
(resp. vertical) for all t ∈ I. We often relate the geometry of the base
manifold Σ with the geometry of E by the notion of a horizontal lift.
Lemma 1.1.2. Let pi : E → Σ be a Riemannian fibration, p ∈ E and let
X, Y ∈ TΣ be vector fields.
1. There is a unique horizontal vector field X such that dpiX = X ◦ pi,
and 〈X(p), Y (p)〉 = 〈X(pi(p)), Y (pi(p))〉.
2. Let c : I → Σ be a smooth curve and let p ∈ E such that pi(p) = c(t0).
Then there is a unique horizontal smooth curve c : (t0− ε, t0 + ε)→ E
with c(t0) = p such that pi ◦ c = c. The curve c is called the local







Figure 1.2.: The lift of c in the base Σ is the horizontal curve c in E.
Proof.
1. This is immediate from the fact that dpip is an isometry on the
horizontal space.
2. Let I be an interval such that c(I) is a submanifold of Σ with a
non-vanishing vector field X := c′. The projection pi is a submersion,
so pi−1(c(I)) is a submanifold of E. Let X be the horizontal lift of X,
3
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which exists by statement (1). We integrate X to obtain a curve c
through p = c(t0), satisfying dpipc′(t0) = c′(t0).
Since c′(t0) 6= 0, there is a small neighbourhood of t0 in which a
function h with h ◦ c = id is defined (in particular, dhX ≡ 1). Hence,
(h ◦ pi ◦ c)′ = dhdpi(X ◦ c) = dh(X ◦ pi ◦ c) = 1 = dhX ◦ c = (h ◦ c)′
on the whole neighbourhood and therefore pi ◦ c = c on the whole
neighbourhood.
Before we can derive a geometric correspondence between the total space
and the base, we need some algebraic properties of vector fields.
Lemma 1.1.3. Let pi : M → N be a smooth map between differentiable
manifolds. Furthermore, let X,Y be vector fields on M and X, Y be vector
fields on N .
1. If Xf = Y f for every smooth map f : M → R, then X = Y .
2. dpiX = X ◦ pi if and only if X(f ◦ pi) = (Xf) ◦ pi for every smooth
map f : M → R.
3. If dpiX = X ◦ pi and dpiY = Y ◦ pi, then dpi[X,Y ] = [X, Y ] ◦ pi.
Proof.
1. Choose f(p) = pj in local coordinates.
2. We have X(f ◦ pi) = (dpiX)f and (Xf) ◦ pi = (X ◦ pi)f , so
X(f ◦ pi) = (Xf) ◦ pi ⇐⇒ (dpiX)f = (X ◦ pi)f ⇐⇒ dpiX = X ◦ pi
by statement (1).
3. By statement (2), we have
XY (f ◦ pi) = X((Y f) ◦ pi) = (XY f) ◦ pi
4
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and the same formula for Y X(f ◦ pi). This implies
dpi[X,Y ]f = (XY f) ◦ pi − (Y Xf) ◦ pi
= ((XY − Y X)f ◦ pi) = ([X, Y ]f) ◦ pi.
Now, we can relate the Levi-Civita connections of the base and the total
space to each other.
Proposition 1.1.4. Let ∇ and ∇Σ be the Levi-Civita connections of E
and Σ, respectively, and let X, Y be vector fields in Σ.
1. [X,Y ]h = [X, Y ]
2. If Z is vertical, then so is [Z,X]
3. ∇XY −∇ΣXY = 12 [X,Y ]v
Proof.
1. We have dpiX = X ◦ pi and dpiY = Y ◦ pi, so
dpi[X,Y ] = [X, Y ] ◦ pi = dpi[X, Y ].
2. Since dpiZ = 0, we have that dpi[Z,X] = [0, X] ◦ pi = 0.
3. By the well-known Koszul formula, for any vector field V we have
2〈V,∇XY 〉 = X〈V, Y 〉+ Y 〈V,X〉 − V 〈X,Y 〉
+ 〈X, [V, Y ]〉+ 〈Y , [V,X]〉 − 〈V, [Y ,X]〉.
Let V = U be horizontal, then
X〈U, Y 〉 = X〈dpiU, dpiY 〉 = (X ◦ pi)〈U ◦ pi, Y ◦ pi〉,
5
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and similarly for the second term and the third term. For the other
three terms, observe that
〈X, [U, Y ]〉 = 〈X, [U, Y ]h〉 = 〈X, [U, Y ]〉 = 〈X ◦ pi, [U, Y ] ◦ pi〉.
So for V horizontal, we obtain
2〈V ,∇XY 〉 = 2〈V,∇ΣXY 〉.
Now let V be vertical. The first two terms in the Koszul formula
vanish, since V is orthogonal to horizontal vectors. The third term
vanishes as well, since 〈X ◦ pi, Y ◦ pi〉 is constant along the fibres.
By statement (2), [V,X] and [V, Y ] are vertical, so two of the three
remaining terms vanish as well. We are left with
2〈V,∇XY 〉 = −〈V, [Y ,X]〉 = 〈V, [X,Y ]v〉,
so (∇XY )v = [X,Y ]v/2 in this case.
Combining the two cases for V horizontal and V vertical, we conclude




We will often make use of the fact that geodesics lift to geodesics.
Proposition 1.1.5. A smooth curve c : I → Σ is a geodesic if and only if
its horizontal lift is a geodesic in E.
Proof. Since [c′, c′] = 0, Proposition 1.1.4 implies that ∇c′c′ = ∇Σc′c′.
In this thesis, we study special Riemannian fibrations pi : E → Σ. Let
E be oriented, 3-dimensional and complete, and let Σ be oriented and
2-dimensional. Proposition 1.1.5 implies that Σ is complete as well.
We also assume that the 1-dimensional fibres are geodesics in the total
space E. By [GBKon], there exists a unit vector field ξ tangent to the fibres
6
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which is a Killing field. In particular, for any vector fields X, Y , the Killing
equation
〈∇Xξ, Y 〉+ 〈X,∇Y ξ〉 = 0 (1.1)
holds. A vector field is Killing if and only if the flow generated by the field
is an isometry, so ξ induces a one-parameter family of ambient isometries
fixing the fibres.
Later, we will use vertical planes, which are the inverse image of a geodesic
under pi. In fact, the inverse image of any curve is flat.
Proposition 1.1.6. If c : I → Σ is an immersed curve, then pi−1(c) is a
flat surface.
Proof. Let F = pi−1(c). The lifts of the tangent vectors of c induce a
horizontal vector field X on F , since F is foliated by geodesic fibres for
which X is a variational vector field. However, X is constant along the
fibres, so the Jacobi equation
0 = X ′′ +R(X, c′)c′ = R(X, c′)c′
implies that the curvature tensor vanishes.
The base manifold Σ is orientable, so at every x ∈ Σ, there is a 90◦
rotation in the tangent space. This induces a rotation in Hp for p ∈ pi−1(x),
which we denote by R.
Definition 1.1.7. The bundle curvature τ : E → R is defined by
τ(p) := 12〈[X(p), RX(p)], ξ(p)〉,
where X is an arbitrary horizontal unit vector field.
Since all horizontal spaces along a single fibre are isometric, the bundle
curvature only depends on pi(p), so it can be regarded as a function Σ→ R.
It measures the non-integrability of the horizontal distribution (see the next




Proposition 1.1.8. Let X be horizontal. Then ∇Xξ = −τRX. If dpiX is
constant (X is called a base vector field in this case), then
∇ξX = ∇Xξ = −τRX. (1.2)
Proof. Replace X by its parallel extension along the fibre through p. Then,
〈∇Xξ,X〉 = X〈ξ,X〉 − 〈ξ,∇XX〉 = 0,
so ∇Xξ is parallel to RX. Hence,
〈∇Xξ, RX〉 = X〈ξ, RX〉 − 〈ξ,∇XRX〉 = −〈ξ,∇XRX〉
= −〈ξ,∇XRX + [X,RX]v/2〉 = −〈ξ, [X,RX]v〉 = −τ.
If X is a horizontal base vector field, take a curve c with c′(0) = dpiX. Then
pi−1(c) is a flat surface, foliated by fibres tangent to ξ by Proposition 1.1.6.
So [X, ξ] vanishes along the fibres, which means that
∇ξX = ∇Xξ − [X, ξ] = ∇Xξ = −τRX.
This means that τ can be interpreted in the following way. If you
move along a fibre with constant speed, the 2-dimensional tangent spaces
passing through the fibre rotate with speed τ . The second statement of the
proposition shows that lifted base vectors form Σ turn with speed τ relative
to parallel fields, so τ indicates how non-parallel base vector fields are.
1.2. E(κ, τ )-spaces
The E(κ, τ) spaces are Riemannian fibrations pi : E → Σ with constant
bundle curvature τ , where Σ is a two-dimensional homogeneous manifold
with constant curvature κ. The E(κ, τ)-spaces are homogeneous, which
means that the isometry group acts transitively. The geometry of these
spaces does not depend on the point. Additionally, the isometry group
contains a continuous 1-dimensional subgroup of rotations fixing the fibre
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direction ξ. Therefore, Isom(E(κ, τ)) is (at least) 4-dimensional.
There is also a discrete subset of isometries fixing horizontal geodesics
and reversing fibre direction: 180◦ rotations around horizontal geodesics.
We apply the Schwarz Reflection Principle to these rotations in Chapter 2.
In this chapter, we obtain a vertical half-space theorem for E(κ, τ), κ = 0,
τ 6= 0. We exhibit the properties we need in order to obtain these results
in this section.
For τ 6= 0, there are no surfaces with a horizontal tangent space at every
point. This follows directly from the definition of the bundle curvature,
since for an orthonormal frame (E1, E2, ξ), we have that
〈[E1, E2], ξ〉 = 2τ 6= 0.
So the horizontal distribution is not integrable by Frobenius’ theorem.
The values for κ and τ determine the sectional curvatures of vertical and
horizontal tangent planes.
Proposition 1.2.1. In E(κ, τ), horizontal tangent planes have a sectional
curvature of κ− 3τ 2 and vertical tangent planes have a sectional curvature
of τ 2.
Proof. By O’Neill’s formula [O’N66], for any horizontal vector fields V,W ∈
TE, we have that
KE(V,W ) = KΣ(dpiV, dpiW )− 34‖[V,W ]
v‖2.
Therefore, we conclude
KE(V,W ) = κ− 34‖2τξ‖
2 = κ− 3τ 2.
Now, let V be a horizontal base vector field and let ξ be the vertical Killing
field tangent to the fibre direction. Observe that
0 = ξ〈∇V ξ, V 〉 = 〈∇ξ∇Hξ,H〉+ 〈∇V ξ,∇ξV 〉 (1.3)
9
1. Riemannian fibrations
since ξ is Killing. Therefore,
KE(V, ξ) = 〈R(V, ξ)ξ, V 〉 = 〈∇V∇ξξ −∇ξ∇V ξ −∇[V,ξ]ξ, V 〉
(1.1)= −〈∇ξ∇V ξ +∇[V,ξ]ξ, V 〉
= −〈∇ξ∇V ξ, V 〉
(1.1)= 〈∇V ξ,∇ξV 〉
(1.2)= τ 2.
For the third line, we used the fact that [V, ξ] is vertical by Proposition
1.1.4.
We give a short description of the models for E(κ, τ). Table 1.1 shows
an overview of their geometries.
τ = 0: product spaces. For τ = 0, the space E(κ, τ) is isometric to a
Riemannian direct product Σ(κ) × R. These are the standard R3
with a 6-dimensional isometry group and the two spaces S2 × R and
H2 × R.
τ 6= 0, κ < 0: ˜PSL2(R). The universal covering of the projective special
linear group fibres over the hyperbolic plane H2. The notation S˜L2(R)
is also often used (both groups have the same universal covering).
Since PSL2(R) is the group of orientation preserving isometries of the
hyperbolic plane, it is uniquely determined by the image of a base point
and the image of a unit tangent vector under its differential. Hence,
PSL2(R) can be described as an S1 bundle over H2 and ˜PSL2(R)
as an R bundle over H2. This naturally defines a projection map
˜PSL2(R) → H2. From this description, explicit coordinates can be
derived (cf. [You10]), but we will not need them in this thesis.
τ 6= 0, κ = 0: Heisenberg space. The model for Heisenberg space we use
10
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in this thesis is
Nil3 := (R3, ds2), ds2 = dx2 + dy2 + (2τxdy − dz)2 with τ ≥ 0.
An orthonormal frame of the tangent space given by
E1 = ∂x, E2 = ∂y + 2τx∂z, E3 = ξ = ∂z.
We will need the Levi-Civita connection
∇E1E2 = −∇E2E1 = τE3, ∇E1E3 = ∇E3E1 = −τE2,
∇E2E3 = ∇E3E2 = τE1, ∇EiEj = 0 in all other cases,
(1.4)
explicitly. Heisenberg space fibres over R2 with a projection
pi : E(0, τ)→ R2, (x, y, z) 7→ (x, y).
We always use these coordinates and refer to them as standard co-
ordinates. In particular, all figures of the new minimal surfaces we
construct in Chapter 2 are generated in the model of Heisenberg space
described here.
Nil3 is a Lie group of which our coordinates arise from taking a
left-invariant Riemannian metric. In fact, for τ = 1/2, the matrix





 : (x, y, z) ∈ R3

induces the standard coordinates given above: the differential of the
left translation Lp : Nil3 → Nil3 at p = (x, y, z) satisfies
dLp(∂x) = E1(p), dLp(∂y) = E2(p), dLp(∂z) = E3(p).
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The notation Nil3 is justified by the fact that it is a nilpotent group,
which means that the upper central series of Nil3 terminates after
finitely many steps. It is easy to verify that it is in fact given by








 : z ∈ R

denotes the center of Nil3.
τ 6= 0. κ > 0: Berger spheres. The Berger spheres are the only compact
E(κ, τ)-spaces. They are diffeomorphic to the standard 3-sphere and
are endowed with a so-called Berger metric 〈·, ·〉B. For κ = 4 and
τ = 1, we recover the standard 3-sphere with a 6-dimensional isometry
group and its standard metric 〈·, ·〉, which fibres over S2(1/2). For
κ = 4τ 2, the space E(κ, τ) is a dilation of S3.
For κ 6= 4τ 2, if we identify S3 = {(z, w) ∈ C2 | |z|2 + |w|2 = 1}, then
the Berger metric is given by

















is the vertical Killing field. The vertical projection pi : E(κ, τ) →
S2(1/
√
κ) is called Hopf projection and is given by






For κ = 4τ 2, there is no natural vertical direction, since the isometry
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group is 6-dimensional. Any direction in the tangent space can be
chosen as the vertical direction and induces a different Hopf projec-
tion. The function g in (1.5) vanishes for κ = 4τ 2, so this equation
reproduces the standard metric in S3 which does not depend on ξ.
In any case, we claim that the length of a vertical fibre is L(κ, τ) =
8piτ/κ and for the standard S3, the fibre length is 2pi. To see this,
consider the curve










Clearly, c′(t) = ξ(c(t)) for all t and in particular, c is a vertical geodesic
parametrized by arclength, which shows that the fibre projecting to
(1, 0) has the desired length. Since E(κ, τ) is homogeneous, this length
does not depend on the base point, which proves the claim.
κ < 0 κ = 0 κ > 0
τ = 0 H2 × R R3 S2 × R
τ 6= 0 ˜PSL2(R) Nil3 S3B
Table 1.1.: Overview of the E(κ, τ)-spaces. All entries have an at least
4-dimensional isometry group. S3B for κ = 4τ 2 and R3 have a
6-dimensional isometry group.
Remark 1.2.2. Thurston [TL97] studied the eight 3-dimensional model
geometries, which classify the local geometric behaviour of any Riemannian
3-manifold. Six of these eight model geometries appear in Table 1.1. The
two missing geometries are the hyperbolic 3-space H3 with a 6-dimensional
isometry group, which is not a Riemannian fibration, and the so-called
solvegeometry with a 3-dimensional isometry group, which fibres over the
line.
An important geometric property of E(κ, τ), τ 6= 0, is that the horizontal
lift of a closed curve is not closed. Instead, the endpoints of the horizontal
13
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lift are contained in the same fibre and have a vertical distance proportional
to the area the curve encloses. To see this, we have to prove a technical
Lemma concerning the so-called connection 1-form
ωp : TpE → R, X 7→ 〈X(p), ξ(p)〉p.
Lemma 1.2.3 (Connection 1-form). Let pi : E(κ, τ) → Σ(κ) be a Rie-
mannian fibration with vertical Killing field ξ and let X, Y be vector fields.
Then for ω as defined above the following holds:
1. dω(X, Y ) = 2〈∇Xξ, Y 〉.
2. For the horizontal parts Xh, Y h we have dω(Xh, Y h) = dω(X, Y ).
3. (pi−1)∗dω = −2τ volΣ.
Proof.
1. We compute
dω(X, Y ) = ∂Xω(Y )− ∂Y ω(X)− ω([X, Y ])
= 〈∇XY, ξ〉+ 〈Y,∇Xξ〉 − 〈∇YX, ξ〉
− 〈X,∇Y ξ〉 − (〈∇XY, ξ〉 − 〈∇YX, ξ〉)
= 〈∇Xξ, Y 〉 − 〈∇Y ξ,X〉 ξ Killing= 2〈∇Xξ, Y 〉.




h, Y h) = 〈∇Xhξ, Y h〉 = 〈∇X−Xvξ, Y − Y v〉
= 〈∇Xξ, Y 〉 − 〈∇Xξ, Y v〉 − 〈∇Xvξ, Y 〉+ 〈∇Xvξ, Y v〉
= 〈∇Xξ, Y 〉 − 〈∇Y vξ,X〉 − 〈∇Xvξ, Y 〉+ 〈∇Xvξ, Y v〉
= 〈∇Xξ, Y 〉,




(pi−1)∗dω(X, JX) = dω(X˜, RX˜) = −2τ = −2τ volΣ(X, JX)
for all unit vectors X ∈ TΣ.
Now the claimed property of horizontal lifts follows from Stokes’ theorem.
Lemma 1.2.4 ([TL97,Ple12]). Let γ : [0, 1]→ Σ be a closed Jordan curve.
Then, the horizontal lift γ˜ with pi(γ˜(0)) = pi(γ˜(1)) satisfies
dist(γ˜(0), γ˜(1)) = 2τ area(∆),
where ∆ is the compact disc bounded by γ and dist denotes the signed
vertical distance in the fibre pi−1(γ(0)), positive in fibre direction (cf. Figure
1.3). The vertical distance is called vertical displacement of γ or γ˜.
Proof. Take a curve c : [0, v]→ E(κ, τ) parametrized by arclength, so that
c(0) = γ˜(L), c(v) = γ˜(0) and c′ = −ξ. Denote by ∆˜ a horizontal lift of ∆
with pi(∂∆˜) = Γ.






















(pi−1)∗dω Lemma 1.2.3= 2τ
∫
∆
volΣ = 2τ area(∆),
which proves the claim.
In many parts of this thesis, we make use of the maximum principle for
hypersurfaces in a Riemannian manifold, a complete proof of which can be
found in [Esc].
Theorem 1.2.5 (Maximum principle). Let U1 ⊂ U2 be open sets in a
Riemannian manifold and let S1 = ∂U1, S2 = ∂U2 be immersed C2 hyper-
surfaces with respective mean curvature functions H1, H2 (measured with












Figure 1.3.: The vertical displacement of γ or γ˜ is proportional to the bundle
curvature τ and the area of ∆.
Then, if S1 and S2 touch at an interior point p ∈ S1 ∩ S2, it follows that
H1(p) > H2(p).
We normally use the converse: if H1(p) ≤ H2(p) at an interior touching
point p ∈ S1 ∩ S2, then S1 = S2. In Chapter 2, we define barriers in a way
that allows us to utilize this maximum principle (cf. Definition 2.1.1).
Vertical half-space theorems, one of which is proven in the next section,
are sometimes called maximum principle at infinity, since minimal surfaces
contained in a half-space are asymptotic to a vertical plane, and so they
"touch" a vertical plane at infinity. This means that we cannot invoke the
maximum principle as given in Theorem 1.2.5 directly.
1.3. Vertical half-space theorem in Heisenberg
space
In this section, we will give an elementary proof of the vertical half-space
theorem in Heisenberg space. The results are published in [Ale16].
Our proof for the vertical half-space theorem in Heisenberg space uses
the same technique as the original proof by Hoffman and Meeks for the
Euclidean half-space theorem. We state their proof here.
Theorem 1.3.1 (Hoffman/Meeks 1990). A properly immersed minimal
surface S in R3 lying in a half-space H is a plane parallel to P = ∂H.
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Proof. By the standard maximum principle we can assume dist(S, P ) = 0
but S ∩ P = ∅.
Let Cr ⊂ R3 \ H be a half catenoid with necksize r and ∂Cr ⊂ P . By
the properness of S, we can translate S by ε > 0 towards C1 such that S
intersects P but stays disjoint to ∂Cr for all r ∈ (0, 1].
As r tends to 0, the family of catenoids Cr converges to P minus a point.
We claim that the set I of parameters for which Cr does not intersect S is
open. Consider a catenoid Cr0 that does not intersect S. For each r ∈ (0, 1)
there exists a compact set K such that the distance between Cr and P is
larger than 2ε in the complement of K. We may choose K in a way that this
property holds for all r in a small neighbourhood of r0. This implies that
the distance between S and all these Cr is larger than ε in the complement
of K.
However, within the compact set K, the distance between S and Cr0
is positive, so for all r in a (possibly smaller) neighbourhood of r0, this
distance is still positive, cf. Figure 1.4.
We conclude that in a small neighbourhood of r0,
dist(Cr, S) ≥ min(dist(Cr ∩K,S ∩K), dist(Cr ∩Kc, S ∩Kc)) > 0,
thereby proving our claim.
Therefore, the set of parameters for which Cr and S do intersect is closed,
so there is a first catenoid Cr1 touching S at a point p. Since the boundaries
of all Cr with r ∈ (0, 1] are disjoint from S, the touching point p is an
interior point, contradicting the maximum principle (Theorem 1.2.5).
By constructing a familiy of minimal surfaces in Heisenberg space as a
substitute for Cr, we can apply the same proof in Nil3(τ). The details of
the computations in this section are given in the appendix (Chapter A), so
we will only cite the results here.
In the standard coordinates as in Section 1.2, we consider a curve c(t) =









Figure 1.4.: Surfaces near Cr0 stay disjoint from S within a compact set K.
By rotating around the y-axis, we get an immersion






With the Heisenberg space metric, these rotations are not isometric, because
the 4-dimensional isometry group of Nil3 contains only translations and
rotations around the vertical axis. Therefore, the mean curvature of such
a surface will depend on the angle of rotation ϕ. We will need to find a
surface with mean curvature vector pointing to the half-space to arrive at
the desired contradiction with the maximum principle.
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The tangent space of M := f([t0,∞)× [0, 2pi)) is spanned by
v1 = −r′(t) sinϕE1 + E2 + (2τr(t) sinϕ+ r′(t) cosϕ)E3,
v2 = −r(t) cosϕE1 − r(t) sinϕE3,
so the inner normal of M is
N = 1
W
(sinϕE1 + (r′(t) + 2τr(t) sinϕ cosϕ)E2 − cosϕE3),
where W =
√
1 + (2τr(t) sinϕ cosϕ+ r′(t))2.
We refer the reader to the appendix (Chapter A) for the calculation of
the mean curvature H of our coordinate surface of revolution.
Lemma 1.3.2. The mean curvature H = H(t, ϕ) of f is given by
H = G22B11 −G12B21 −G21B12 +G11B222r(t)2W 2
= 1 + r
′(t)2 − r(t)r′′(t) + 4τ 2r(t)2 sin4 ϕ+ 2τr(t)r′(t) sinϕ cosϕ
2r(t)W 3/2 .
As expected, for τ = 0 Lemma 1.3.2 recovers the mean curvature for
surfaces of revolution in Euclidean space. For τ 6= 0, the two additional
terms depending on ϕ in the nominator of H arise because the horizontal
rotation is not an isometry of Heisenberg space. Our goal is to exhibit a
family of surfaces of revolution satisfying H ≤ 0 with respect to the normal
N , so we have to find a solution for H ≤ 0 in terms of the meridian function
r.







with c > c0 := 4τ 2 + 2τ + 1. We claim that this surface satisfies H ≤ 0 for
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t > 0. Indeed, the following estimate for the denominator of H holds:
2r(t)W 3/2H ≤ 1 + r′c(t)2 − rc(t)r′′c (t) + 4τ 2rc(t)2 + 2τrc(t)r′c(t)
= 1 + rc(t)2(exp(ct)(2τ − c) + 4τ 2)
≤ 1 + rc(t)2(4τ 2 + 2τ − c) ≤ 1 + 4τ 2 + 2τ − c ≤ 0.
Since we consider a surface of revolution with an embedded meridian, the
embeddedness of Mc := fc([t0,∞)× [0, 2pi)) is obvious. Also, the boundary
∂Mc = {exp(1/c) · (sinϕ, 0, cosϕ) : ϕ ∈ [0, 2pi)} is explicitly known.
It is also important to note that for each c and any given ε > 0, there
exists a compact set such that the distance between Mc and the plane
{y = 0} is larger than ε in the complement of this compact set.
Let us summarize the result:
Lemma 1.3.3. The coordinate surface of revolution whose meridian is
defined by (1.6) satisfies for c > c0
1. H ≤ 0 with respect to the normal N ,
2. for c→∞, the surface Mc converges uniformly to a subset of {y = 0}
on compact sets,
3. Mc is properly embedded,
4. ∂Mc = {exp(1/c) · (sinϕ, 0, cosϕ) : ϕ ∈ [0, 2pi)} for all c.
Using the surfaces Mc, our proof of the Euclidean half-space theorem
literally applies to Heisenberg space and we obtain the theorem by Daniel
and Hauswirth.
Theorem 1.3.4 (Daniel/Hauswirth 2009). Let S be a properly immersed
minimal surface in Heisenberg space. If S lies to one side of a vertical plane
P , then S is a plane parallel to P .
Clearly, the same strategy can be used to obtain vertical half-space
theorems in other Riemannian fibrations. The main problem is to establish
20
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2. New minimal surfaces
In this chapter we construct new embedded minimal surfaces by using the
Schwarz Reflection Principle in the Riemannian fibrations pi : E(κ, τ)→ Σ.
The idea of the construction is as follows.
Consider a regular tessellation of Σ by n-gons, k of which are incident
at each vertex. The inverse image under the projection map pi of this
tesselation induces a tessellation of E(κ, τ). It consists of solid cylinders
in the case that E(κ, τ) is diffeomorphic to R3, cf. Section 2.5, or of solid
tori in the Berger spheres, cf. Section 2.6. Within these polygonal columns,
we construct helicoid-like minimal discs. We obtain them by solving a
Plateau problem with respect to a suitable Jordan curve, and extending
them within the polygonal columns by Schwarz reflection. Their boundaries
are contained in the boundaries of the polygonal columns. Reflections
across their boundaries respect the tessellation of E(κ, τ) by the polygonal
columns, so we obtain complete, embedded minimal surfaces in E(κ, τ).
First, we briefly describe the Schwarz Reflection Principle for minimal
surfaces. In the next section, we study regular tessellations in Σ(κ) leading to
tessellations of E(κ, τ) by polygonal columns. Then, we discuss barriers for
the Plateau solutions and prove the main existence results. For τ 6= 0, we can
use Jordan curves consisting enitrely of horizontal geodesics. Lemma 1.2.4
implies that they lead to nontrivial minimal surfaces resembling helicoids,
and the reflection process itself is simple for horizontal boundary curves.
We present the details of the construction in Section 2.3. For τ = 0,
the approach is similar to the construction of the triply periodic Schwarz
minimal surfaces in R3. The main problem here is to find suitable Jordan
curves leading to nontrivial examples. In Section 2.9, we will briefly discuss
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how we use the tessellation of the base to obtain complete, embedded
minimal surfaces in R3 and H2 × R.
2.1. Construction method
The construction follows the classical example of the Schwarz D surface, or
Lawson’s construction of minimal suraces in S3: the Plateau solution to a
polygonal boundary value problem can be extended to a complete surface
by Schwarz reflection. Morrey [Mor48] showed that the Plateau problem
can be solved in homogeneous ambient manifolds, and Osserman [Oss69]
and Gulliver [Gul73] excluded interior branch points for area-minimizing
solutions under weak assumptions satisfied in our case.
Boundary branch points are generally harder to exclude. However, the
Jordan curves we use in this chapter consist exclusively of horizontal and
vertical geodesics with angles of the form pi/n, n ≥ 2 (they are called special
polygons by Plehnert [Ple12] and Große-Brauckmann / Kusner [GBKon]).
For this case, suitable barriers can rule out boundary branch points.
Definition 2.1.1. Let M be a manifold with piecewise smooth boundary
∂M = N1 ∪ · · · ∪Nk. Then M is mean convex if for all Ni we have H ≥ 0
with respect to the normal pointing into M , each Ni is smooth, and the
intersection Ni ∩Nj are transversal with interior angles less than pi. Each
Ni is called a barrier.
Theorem 2.1.2 (The Schwarz Reflection Principle). Consider a minimal
surface that is smooth in the interior and contains a horizontal or vertical
geodesic segment of E(κ, τ) in its boundary. Then there is an isometry of
E(κ, τ) fixing this geodesic and extending the minimal surface smoothly. The
horizontal or vertical boundary curve is an asymptotic line of the extended
minimal surface.
For special polygons, the Schwarz Reflection Principle extends Plateau
solutions smoothly.
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Lemma 2.1.3 (Barriers exclude branch points, [GBKon]). Let M be a
Plateau solution with respect to a Jordan curve boundary consisting only
of horizontal and vertical geodesics of E(κ, τ), such that the angle at each
vertex is pi/n, n ≥ 2. Assume that there are barriers for M and for the
surfaces obtained by successively reflecting M around each of the vertices
and that these barriers are transversal to the tangent space at each vertex.
Then M extends to an embedded minimal surface via the Schwarz reflec-
tion principle.
2.2. Tessellations of the base surface
In this section, we consider the base Σ(κ) of the Riemannian fibrations
E(κ, τ).
Let n, k ∈ N, n ≥ 2, k ≥ 2. A tessellation of type (n, k) is a tessellation
by regular n-gons such that k polygons are incident to each vertex. The
type is sometimes called Schläfli symbol. For an example of a tessellation
of type (3, 7), see Figure 2.1. All possible tessellations of type (n, k) in R2
are shown in Figure 2.2.
Figure 2.1.: Tessellation of type (3, 7) in the hyperbolic plane. At each
vertex 7 triangles are incident.
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(3, 6) (6, 3)(4, 4)
Figure 2.2.: Tessellation of all types in R2.
We subdivide each n-gon into 2n right-angled triangles. The interior
angles of each triangle are pi/2, 2pi/(2n) at p, and 2pi/(2k) because exactly
k faces meet there. We also introduce the notion of the star at a vertex,
which consists of all right triangles incident at p, for later use.
Definition 2.2.1. Consider a tessellation with triangles and let p be a
vertex. We define star(p) as the polygon consisting of all triangles containing
p.
The following classification is well-known:
Proposition 2.2.2.
1. A tessellation of H2 of type (n, k) exists iff (n− 2)(k − 2) > 4.
2. The only tessellations of R2 are by triangles (type (3, 6)), quadrilaterals
(type (4, 4)) or hexagons (type (6, 3)).
3. The only tessellations of S2 are the ones induced by the hosohedron
(type (2, k)), tetrahedron (type (3, 3)), octahedron (type (3, 4)) or
icosahedron (type (3, 5)) and their duals (of type (n, 2), (4, 3) and
(5, 3)).
Proof. We apply the Gauß-Bonnet-Theorem to a triangle ∆ of the sub-
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divided tessellation and conclude
2pi = pi2 + pi −
pi
n















= 2pi − pi2nk (4− (n− 2)(k − 2)) + κ area(∆),
that is,
κ area(∆) = pi2nk · (4− (n− 2)(k − 2)).
Therefore, a necessary condition for a tessellation is
4− (n− 2)(k − 2)

< 0 in H2,
= 0 in R2,
> 0 in S2,
(2.1)
which permits exactly the cases we claim in the statement.
On the other hand, for R2 and H2, a triangle satisfying (2.1) leads to a
tessellation by reflection. For S2, a group theoretic proof that this condition
is sufficient can be found in [Knö96, Theorem 1.7].
A given tessellation of type (n, k) induces a tessellation by rhombi. Each
rhombus consists of four right triangles of the subdivided tessellation adja-
cent to an edge of an n-gon, cf. Figure 2.3.
Corollary 2.2.3. For each tessellation of type (n, k) by regular n-gons,
denoted P (n, k), there is a tessellation by rhombi, denoted R(n, k). These
rhombi have two interior angles of 2pi/n and two interior angles of 2pi/k.
Proof. Consider the tessellation P (n, k) and the corresponding subdivided
tessellation. Let p be a vertex with four right angles. Then star(p) is a
rhombus consisting of 4 right triangles, so it has the interior angles claimed
above. Since P (n, k) is a tessellation, these rhombi define a tessellation as
well.
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Figure 2.3.: Tessellation R(3, 6) by rhombi in R2.
Note that for R2, the lengths are parameters, and so the tessellation can
be scaled, but for H2 and S2, the two parameters n and k determine the
lengths of the edges of a polygon (cf. Prop 2.2.4). In particular, for κ 6= 0,
the area of a tessellating polygon is determined:
Proposition 2.2.4.
1. For κ 6= 0, the area of an n-gon P in the tessellation P (n, k) is given
by
area(P ) = pi
κ
· 4− (n− 2)(k − 2)
k
(2.2)
and the area of a rhombus R in the tessellation R(n, k) is given by
area(R) = n area(P )/2.
2. For κ = 1, the lengths of the sides of ∆ satisfy
cos a = cospi/nsin pi/k , cos b =
cos pi/k
sin pi/n , cos c = cos a cos b,
where a, b, c are the sides of the triangle as in Figure 2.4. For any





2.2. Tessellations of the base surface
1. Each n-gon in P (n, k) consists of exactly 2n right triangles of the
subdivided tessellation. Therefore,
area(P ) = 2n area(∆) = pi
κ
· 4− (n− 2)(k − 2)
k
.
The rhombi consist of 4 right triangles of the subdivided tessellation,
so
area(R) = n2 · area(P ).

































which proves the first formula. The other two lengths are calculated
similarly.
Scaling κ corresponds to a dilation of the sphere S2 by a factor of
1/
√
κ, so the lengths transform as claimed.
In the following sections, we construct minimal surfaces by solving a
Plateau problem and extending it by means of Schwarz reflection. The
Jordan curves for which we solve the Plateau problems consist exclusively
of vertical and horizontal geodesics.
Start with a tessellation P (n, k) or R(n, k). Let 0 ∈ Σ be the midpoint of
P or R in this tesselation. In the subdivided tessellation into right triangles,
there are 2n (resp. 4) right triangles incident at 0 for P (resp R). We
pick one of these right triangles ∆1. The extension of the two edges of ∆1
passing through 0 are the boundary of another right triangle ∆2. We define
the bowtie-shaped set B := ∆1 ∪∆2 (cf. Figure 2.4). In particular, the
area of B agrees for P (n, k) and R(n, k).
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Figure 2.4.: The union of two opposite right triangles in the tessellation
P (n, k) defines the shaded set B.
2.3. Positive bundle curvature
Although the geometry of E(κ, τ) in case of nonzero bundle curvature is
more complicated than the product case (τ = 0), it permits more freedom
in the construction of a fundamental polygon.
For our purposes it will be a useful feature that the horizontal lift of a
closed curve in Σ in general is not closed (cf. Lemma 1.2.4). We make
use of this fact by constructing a horizontal quadrilateral consisting of an
embedded Jordan curve and projecting to the boundary of the bowtie-shaped
set B as defined in Section 2.2.
Consider now the bowtie-shaped set B, consisting of the two triangles
∆1 and ∆2, as in Section 2.2.
Lemma 2.3.1 (cf. Figure 2.5). There is a closed Jordan curve J(n, k)
projecting onto ∂B and consisting only of horizontal geodesic arcs. The two
points of J projecting onto 0 have vertical distance
h = τpi
κ
· 4− (n− 2)(k − 2)
nk
.
Proof. Consider a horizontal lift J of ∂∆1 with endpoints q˜1, q˜2 projecting
onto 0. Since the area of B agrees for P (n, k) and R(n, k) (in both cases,
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B consists of two right triangles in the subdivided tessellation), by Lemma
1.2.4, the points q˜1 and q˜2 have a positive signed vertical distance
h = dist(q˜1, q˜2) = 2τ area(∆1)
(2.2)= 2τ pi
κ
· 4− (n− 2)(k − 2)2nk > 0,
since each n-gon P consists of exactly 2n right triangles as in Proposition
2.2.4.
On the other hand, the boundary curve of ∆2, starting and ending at
0, has a horizontal lift starting at q˜2 and ending at q˜1, since ∆2 encloses
the same area as ∆1. Therefore, the union of those two horizontal lifts is
a closed Jordan curve consisting only of horizontal geodesic arcs with all
claimed properties.
Another way to see that the curve J exists is to observe that the bowtie-
shaped region B encloses an algebraic area of 0, since the two triangles ∆1
and ∆2 are taken with opposite orientations.
We denote the Jordan curve from Lemma 2.3.1 by J1 = J1(n, k) for the
tessellation P (n, k) and by J2 = J2(n, k) for the tessellation R(n, k). In the
remainder of this chapter, we will prove the existence of a Plateau solution
S˜i = S˜i(n, k) bounded by Ji, i ∈ {1, 2}, and extend these solutions by
Schwarz reflection to complete embedded minimal surfaces Si = Si(n, k) ⊂
E(κ, τ). Note that for κ > 0, the space E(κ, τ) is compact, and inverse
images of base polygons are solid tori instead of solid cylinders. This slightly
more involved case is treated in Section 2.6.
2.4. Horizontal umbrellas
In order to ensure existence and embeddedness of the Plateau solution
bounded by Ji, we have to identify suitable barriers. In case τ = 0, the
use of horizontal planes as barriers is straightforward. In case τ 6= 0,
horizontal planes do not exist, as the horizontal distribution span{E1, E2}
is not integrable, see Section 1.2.
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Instead, we use the exponential image of a horizontal plane in the tangent
space.
Definition 2.4.1. Let p ∈ E(κ, τ). The horizontal umbrella at p is defined
as
umbr(p) := {expp(v) | v ∈ ker dpi⊥p }.
In Lemma 2.4.3, we use umbrellas through points in the fibre above the
center 0 of the polygon P to define a mean convex set. Let p ∈ pi−1(0) be
such a point. We claim that umbr(p) ∩ pi−1(P ) is a surface. For v ∈ Hp,
let f(v) = expEp (v). Then pi ◦ f = expΣpi(p), which is an immersion for
‖v‖ < pi/√κ, since P is contained in the hemisphere around its midpoint.
Hence f itself must be an immersion.
Proposition 2.4.2. The horizontal umbrella umbr(p) ⊂ E(κ, τ) is mini-
mal. It is invariant by arbitrary rotations around the vertical fibre pi−1(p),
and by 180◦ rotations around horizontal geodesics passing through p.
Proof. Let q = expp(v) ∈ umbr(p) and let ϕ : E(κ, τ)→ E(κ, τ) be a rota-
tion around pi−1(p). Since ϕ is an isometry of E(κ, τ), it maps geodesics to
geodesics and dϕ maps horizontal tangent vectors to horizontal tangent vec-
tors. Therefore, ϕ induces a rotation ϕ¯ : TpE(κ, τ)→ TpE(κ, τ), satisfying
ϕ(q) = expp(ϕ¯(v)). This implies that ϕ leaves umbr(p) invariant.
By a similar argument, a 180◦ rotation around a horizontal geodesic
passing through p and containing q = expp(v) induces a reflection across
the line spanned by v in the horizontal tangent plane at p, so it also leaves
umbr(p) invariant.
Let H(q) be the mean curvature at q = expp(v). The 180◦ rotation
around the horizontal geodesic c(t) = expp(tv) leaves umbr(p) invariant
and fixes q. But it is an isometry reversing the orientation of umbr(p), and
so H(q) = −H(q), that is, H(q) = 0.
Note that umbrellas are not horizontal surfaces in the sense that their




























Figure 2.5.: Right: The curve in the base Σ(κ) on the boundary of a bowtie,
with double point at 0, in P (n, k). The Jordan curve J in the
total space E(κ, τ) is its closed horizontal lift, shown left.
Horizontal umbrellas can serve as barriers for the existence of the Plateau
solution, just as horizontal planes do in product manifolds. With notation
as in Figure 2.5 we have:
Lemma 2.4.3. The horizontal umbrellas umbr(q˜2), umbr(q˜1) are disjoint
to the horizontal arc p˜1p˜2.
Proof. Let J be one of the curves J1 or J2 and let r˜1 be a point contained
in the interior of the horizontal arc p˜1p˜2. We show that the intersection of
the fibre containing r˜1 with umbr(q˜2) is a point r˜2 with a nonzero vertical
distance to r˜1.
Consider the horizontal lift of a geodesic connecting 0 and pi(r˜1) contained
in umbr(q˜2) and ending at r˜2. The positively oriented triangle obtained
by joining r˜1p˜2 and p˜2q˜2 with this horizontal lift (cf. Figure 2.6) consists
entirely of horizontal geodesics, so
0 ≤ dist(r˜1, r˜2) = 2τ area(∆r1) ≤ h,
where ∆r1 is the triangle given by the vertices 0, pi(r˜1) and p2 in the
projection. The distance is positive with respect to the fibre direction, since
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Figure 2.6.: The horizontal umbrella at q˜2 has a positive vertical distance
above any point r˜1 contained in the horizontal arc p˜1p˜2.
the horizontal triangle is positively oriented.
We conclude that umbr(q˜2) lies above the horizontal edge p˜1p˜2. The same
reasoning applies to show that umbr(q˜2) lies above the horizontal edge p˜3p˜4
and that umbr(q˜1) lies below those two horizontal arcs.
2.5. Existence and embeddedness for κ ≤ 0
For κ ≤ 0, the spaces E(κ, τ) are diffeomorphic to R3. Let F be a funda-
mental polygon, that is, an n-gon in the tessellation P (n, k) or a rhombus in
the tessellation R(n, k). The minimal surfaces we construct resemble helic-
oids above F , so they are helicoids contained in solid cylinders projecting
to F .
For κ > 0, which we will treat in the next section, they are contained in
solid tori, which leads to an additional divisibility condition on the heights
of helicoidal pieces (see Section 2.6).
The first step is to solve a Plateau problem for a horizontal lift of the
bowtie-shaped region B. The horizontal umbrellas, together with vertical
planes passing through the horizontal edges of Ji, define a mean convex
domain, so the Plateau solution indeed exists and is embedded. By J and
S, we denote any of the two curves Ji or the surfaces Si, respectively.
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Lemma 2.5.1. Consider a tessellation of type (n, k) in Σ(κ) and let τ > 0.
Let J be one of the horizontal Jordan curves J1 or J2 defined in Section 2.3.
Then there exists a unique embedded Plateau solution S˜(n, k) with boundary
curve J .
Proof. Take the fundamental polygon F containing the bowtie-shaped
region B. The vertical planes defined by the edges of F are minimal
surfaces bounding the infinite cylinder pi−1(F ). Lemma 2.4.3 implies that
the umbrellas umbr(q˜1) and umbr(q˜2) each lie to one side of J and intersect
the vertices of J transversally.
Therefore, the region bounded by those two umbrellas and the vertical
planes is a mean convex set with piecewise smooth boundary. By Lemma
2.1.3, there exists an embedded Plateau solution S˜(n, k) bounded by J .
Since the boundary of this Plateau solution is contained in a convex set,
the Plateau solution is unique.
Figure 2.7.: The surface generated by J2(4, 4) in Heisenberg space (using
standard coordinates as in Section 1.2).
The fundamental piece generated by the Jordan curve J2(4, 4) in Heis-
enberg space is shown in Figure 2.7. The Schwarz Reflection Principle
implies that this solution can now be extended by 180◦ rotations across
its boundary geodesics. We start by extending it to a surface SF (n, k)
contained in the polygonal column pi−1(F ).
Lemma 2.5.2. The fundamental piece S˜(n, k) of Lemma 2.5.1 can be
extended to an embedded minimal disk SF (n, k) contained in the cylinder
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C := pi−1(F ). The boundary of SF (n, k) consists of two curves, which are
piecewise horizontal geodesics in ∂C, one sitting exactly halfway (in the
vertical direction) between the other.
Proof. In this Lemma, we only consider the reflections across the edges
meeting the fibre pi−1(0). The boundary curve of S˜(n, k) consists only of
horizontal geodesics enclosing angles of the form pi/`, so they are special
polygons and the Schwarz Reflection Principle 2.1.2 applies to extend the
minimal surface.
S˜ is contained in the slab defined by the two horizontal umbrellas umbr(q˜1)
and umbr(q˜2), and all copies of S˜ are contained in vertical translates of this
slab since the umbrellas are invariant under reflection across their horizontal
geodesic rulings (Proposition 2.4.2). Continuing this process defines points
q˜i ∈ pi−1(0), i ∈ Z, satisfying dist(q˜i, q˜i+1) = h. The umbrellas umbr(q˜i)
divide C into components Ui, each containing a copy S˜i of the reflected
surface, since ∂S˜i ⊂ ∂Ui.
Therefore, all reflections across the edges meeting pi−1(0) preserve em-
beddedness and we obtain an embedded minimal disk SF (with boundary)
contained in pi−1(F ).
A piece of the surface obtained by extending J2(4, 4) in Heisenberg space
across one of its boundary geodesics is shown in Figure 2.8. Continuing this
process as in Lemma 2.5.2 leads to a helicoid as in Figure 2.9. It remains
to reflect the helicoid across the horizontal geodesics making up for its
boundary.
Lemma 2.5.3. Let F˜ be a fundamental polygon in the tessellation of type
(n, k) adjacent to F . The helicoid SF (n, k) can be extended to an embedded
minimal surface SFF˜ (n, k) contained in pi−1(F ∪ F˜ ) such that ∂SFF˜ is
contained in pi−1(∂(F ∪ F˜ )).
Proof. We have to check the reflections across geodesics projecting to the
boundary of F . In the projection, this reflection maps the fundamental
polygon F whose interior contains 0 to a different fundamental polygon F˜
with center q in the tessellation of type (n, k) we started with.
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Figure 2.8.: Reflecting S˜(4, 4) in Heisenberg space across one boundary
geodesic.
Consider the helicoid SF . Its boundary is a horizontal, piecewise smooth
double helix on the boundary of the polygonal column pi−1(F ). Schwarz
reflection across any of its edges leaves the fibres of E(κ, τ) invariant since
these edges are horizontal, so it projects to a reflection across an edge of
the tessellation of type (n, k) in Σ. The tessellation is invariant under any
such reflection, and it maps F to an adjacent fundamental polygon F˜ .
Reflecting a polygonal column across a horizontal boundary edge maps
its boundary double helix again to a horizontal double helix contained in
the boundary of the adjacent column. Since the two vertical interspaces
of the helices are equal, the reflected copies match with the original (cf.
Figure 2.10).
So the reflection process across any boundary geodesic of SF is compatible
with the tessellation by polygonal columns in E(κ, τ) and the resulting
surface after continuing this process has no self-intersections.
The main result of this chapter follows from combining the three lemmas:
Theorem 2.5.4. Consider a tessellation of type (n, k) (by regular n-gons
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Figure 2.9.: One helicoid for S2(4, 4) in Heisenberg space.
or rhombi) in Σ(κ) and let τ > 0. Let J be one of the horizontal Jordan
curves J1 or J2 defined in the beginning of this section.
Then there is an embedded Plateau solution Si(n, k) with boundary curve
Ji. The Plateau solution extends to a complete, embedded, orientable
minimal surfaces in E(κ, τ) by means of Schwarz reflection.
Proof. Lemma 2.5.1 implies that there exists an embedded minimal surface
bounded by J . We first extend it to a helicoid contained in the polygonal
column pi−1(F ) by Lemma 2.5.2. This helicoid is then reflected across
its boundary geodesics into the other polygonal columns defined by the
tessellation of type (n, k) in Σ (Lemma 2.5.3). Therefore, the extended
surface S(n, k) is a complete, embedded minimal surface. It is orientable,
since it is complete and embeds into a simply connected ambient manifold
([Sam69]).
This completes the proof for κ ≤ 0.
For example, consider the surface S2(4, 4) ⊂ E(0, τ) = Nil3(τ), a piece of
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Figure 2.10.: Reflecting one helicoid across a boundary geodesic.
which is shown in Figure 2.8), with the coordinates described in Chapter 1.
We start out with a tessellation of type (4, 4) in R2, that is, a tessellation
by squares. In this case, J2 is determined by the vertices (−1, 0, 0), (1, 0, 0),
(0, 1, τ) and (0,−1, τ) or any of their vertical translations. Indeed, the
height is h = 2τ area ∆1 = τ . Above each square, the surface S2(4, 4) is
helicoidal with pitch 2τ . The surface contains the arcs
[−1, 1]× {0} × {2τk} and {0} × [−1, 1]× {2τk + τ}
for all k ∈ Z. We can also describe this helicoid by its boundary curve: it
is a double square helix.
2.6. Existence and embeddedness for κ > 0
For κ > 0 and τ 6= 0, the spaces E(κ, τ) are diffeomorphic to S3, a compact
space, and the fibre above each point has finite length L(κ, τ) = 8piτ/κ (cf.
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Section 1.2). Therefore, a divisibility condition has to be satisfied in order
for the resulting surface to be embedded.
By Lemma 2.3.1 and 2.4.3, the Plateau solution with respect to Ji lies
between two horizontal umbrellas with a vertical distance h in the fibre
above 0. Note that this height h agrees for J1 and J2, since it only depends
on the area of the projection, which is identical.
Consider the curve J1. As we have seen in the proof of Theorem 2.5.4,
after reflecting the Plateau solution across the horizontal geodesics contained
in the interior of pi−1(P ) exactly n times, the resulting surface is contained
between two horizontal umbrellas with a vertical distance of `1 := nh in
the fibre above 0. For the curve J2, this distance is `2 := 2h, since the star
at p1 consists of only 4 right triangles.
This means that it is necessary for our construction to work that ` divide
the length L(κ, τ) = 8piτ/κ of the fibres. As it turns out, this is true for all
tessellations (n, k).
Lemma 2.6.1. Let κ > 0, τ > 0, and consider the tessellation of type
(n, k) in S2(1/
√















= 4nk4− (n− 2)(k − 2) ∈ N,
where f1 is the number of n-gons in the tessellation and f2 is the number
of rhombi in the tessellation.
Proof. The base manifold S2(1/
√
κ) has a total area of 4pi/κ and it is






Therefore, the vertical distance in the fibre above the doublepoint in each
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bowtie is given by


























= 8k4− (n− 2)(k − 2) .
For J2, note that the area of each quadrilateral is just 2/n times the area







= nf1 = 2f2.
Note that nothing in this Lemma depends on κ or τ , so it holds for all
Berger spheres and in particular for S3 = E(4, 1).
2.7. Isometry groups and periodicity
In E(κ, τ), τ 6= 0, the notion of periodicity is more subtle than in the
product case. We call a surface in E(κ, τ) periodic if there is a cofinite
discrete group of isometries of E(κ, τ) under which it is invariant (a group
Γ ⊂ Isom(E(κ, τ)) is called cofinite if E(κ, τ)/Γ has finite volume). By
[TL97], we can rely on tessellations of the base manifold.
Theorem 2.7.1 ([TL97]). A discrete group of isometries of E(κ, τ), κ < 0,
is cofinite if and only if its action on H2 is discrete, cofinite, and has infinite
kernel. The action of a discrete group of isometries of Heisenberg space on
R2 is either discrete, or preserves some line or some point in R2.
This allows us to obtain isometries in E(κ, τ) leaving a surface invariant
by lifting the group of isometries of the base manifold Σ(κ) which respects
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a tessellation. Therefore, the surfaces we constructed are invariant under
a discrete and cofinite group of isometries, given by reflections fixing the
tessellation of the base, so they are periodic.
For κ > 0 and τ > 0, we constructed minimal surfaces in the compact
Berger spheres. Here, the Euler characteristics and genera are defined in
the usual way. We find them by counting the number of vertices, edges and
faces of the surfaces and using Euler’s formula
χ = #vertices−#edges + #faces = 2− 2g,
where χ and g denote the Euler characteristic and the genus of S, respect-
ively.
Theorem 2.7.2. Let κ > 0, τ > 0 and let Si = Si(n, k) ⊂ E(κ, τ),
i ∈ {1, 2}, be the minimal surfaces constructed in Theorem 2.5.4. Then the
Euler characteristics and genera of Si are given by
χ(S1) = − 16nk(k − 2)(4− (n− 2)(k − 2))2 , g(S1) = 1 +
8nk(k − 2)
(4− (n− 2)(k − 2))2 ,
χ(S2) = − 8n
2k(k − 2)
(4− (n− 2)(k − 2))2 , g(S2) = 1 +
4n2k(k − 2)
(4− (n− 2)(k − 2))2 .
Proof. We calculate the Euler characteristic by counting vertices and edges
of the fundamental quadrilaterals for which we solved the Plateau problem.
We consider S1 first. Let f1 denote the number of n-gons in the tessellation
of S2 and let N1 = L(κ, τ)/`1 denote the number of helicoids above each
n-gon. By Lemma 2.6.1, we therefore have
nN1f1 = nN21/2 =
32nk2
(4− (n− 2)(k − 2))2
faces in total. Each of those faces has four edges, but every edge belongs to
two faces, so
#edges = 2#faces.
Furthermore, each of those faces has two vertices with angle pi/k, but these
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vertices belong to 2k faces, so





and the two vertices with right angles belong to 4 faces, so
#vertices at angle pi2 =
#faces
2 .




+ #faces2 − 2#faces + #faces
= 32nk
2
(4− (n− 2)(k − 2))2 ·
(1
k
+ 12 − 1
)
= 32nk − 16nk
2
(4− (n− 2)(k − 2))2 = −
16nk(k − 2)
(4− (n− 2)(k − 2))2 .
Then, since χ(S1) = 2− 2g(S1), we conclude
g(S1) = 1− χ(S1)2 = 1 +
8nk(k − 2)
(4− (n− 2)(k − 2))2 .
The formulae for S2 then simply follow from the fact that according to
Lemma 2.6.1, we have N2 = 2f2 = nN1/2, so












2 ·#faces of S1.
Therefore, all terms in the Euler characteristic are scaled by n/2.
Since there are only finitely many regular tessellations (cf. Proposition
2.2.2), we can now list the Euler characteristics and genera of all minimal
surfaces we construct in Table 2.1.
For κ 6= 0, the area of an n-gon in the tessellation of type (n, k) is
determined, cf. Lemma 2.2.4. For κ = 0, we can scale the tessellation by
any positive factor, so there actually is a one-parameter-family of solutions
in Nil3. For τ → 0, the surfaces degenerate to horizontal planes. The
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Tessellation (n, k) χ(S1) g(S1) χ(S2) g(S2)
Dihedron (`, 2) 0 1 0 1
Hosohedron (2, `) 2`(2− `) 1 + `(`− 2) 2`(2− `) 1 + `(`− 2)
Tetrahedron (3, 3) −16 9 −24 13
Cube (4, 3) −48 25 −96 49
Octahedron (3, 4) −96 49 −144 73
Dodecahedron (5, 3) −240 121 −600 301
Icosahedron (3, 5) −720 361 −1080 541
Table 2.1.: Genera of the minimal surfaces as in Theorem 2.7.2.
examples for τ 6= 0 are new minimal surfaces arising with bundle curvature:
for κ ≤ 0, they do not arise as perturbations of examples from Σ× R.
2.8. Comparison with Lawson’s minimal
surfaces
Lawson [Law70] proved the existence of three distinct families of minimal
surfaces in S3 by solving a Plateau problem and using the Schwarz Reflection
Principle. Torralbo [Tor12] observed that his construction works literally
in all Berger spheres E(κ, τ), κ > 0, τ 6= 0. The purpose of this section is
to establish that we constructed new minimal surfaces in Theorem 2.5.4
not arising as special cases of Lawson’s method.
One of the families Lawson constructs contains only surfaces that are
not embedded (he denotes them by τ`,m), and one familiy contains only
non-orientable surfaces (denoted η`,m). By Theorem 2.5.4, our surfaces are
embedded and orientable, so they cannot be contained in either of those
families.
It remains to investigate the third family ξ`,m, `,m ∈ N0 for possible
agreement with our surfaces. We will briefly describe Lawson’s surfaces
to establish that this family does not contain the surfaces we obtained in
Theorem 2.5.4. We use the properties of the Berger spheres S3B we described
in Section 1.2.
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on a great circle, for instance mapping to {(0, 0, z) | z ∈ R} in stereographic






on a polar great circle, whose stereographic projection could be the equator
{(x, y, 0) | x2 + y2 = 1}. Then, Lawson’s fundamental quadrilateral is the
polygon Γ`,m = P1Q1P2Q2.
The four geodesics of this quadrilateral have length pi/
√
κ, are horizontal
and project to geodesics in S2(1/
√
κ) connecting the north pole and the

































This vertical distance agrees with the distance in which those points were
chosen on the two great circles.
Now, the Plateau solution for this fundamental quadrilateral is reflected
across its four horizontal boundary geodesics to obtain a compact orientable
minimal surface with genus `m.
Theorem 2.8.1. The complete, embedded minimal surfaces S(n, k) con-
structed in Theorem 2.5.4 arising from cube, octahedron, dodecahedron or
icosahedron are not contained in the families constructed by Lawson.
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Proof. As explained above, only the family ξ`,m has to be checked. By
construction, the minimal surfaces from Theorem 2.5.4 contain 2k horizontal
geodesics of length pi/
√
κ intersecting at the north pole of S2(1/
√
κ) at an
angle of pi/k. Hence, if they arise from Lawson’s construction, we have that
m+ 1 = k or `+ 1 = k, so m, k ≤ 4.
This implies that the genus g = `m of the resulting surface has to be at
most 16. This excludes all surfaces we construct in Theorem 2.5.4, since
their genus is at least 25.
2.9. Product manifolds
Our construction in the previous sections was based on the fact that for τ 6= 0,
we can lift the curve ∂B ⊂ Σ with a doublepoint to an embedded horizontal
curve. This is impossible in the product spaces E(κ, 0) = Σ(κ)× R, since
the lift of a curve in the base is just a copy of that curve at a certain height.
To adapt the construction of minimal surfaces into the setting of product
spaces E(κ, 0) = Σ(κ)×R we will include vertical geodesic segments in the
boundary of a Plateau solution.
In this section, we include vertical segments into an otherwise horizontal
lift of our Jordan curve. Our strategy is as follows. Consider the tessellation
P (n, k), n even, and the curve J given by two opposite edges of P , joined
diagonally by geodesics at height 0 and h, as in Figure 2.11. Its projection
B consists of four right triangles in the subdivided tessellation and it
is contained in the edgeset of the prism B × [0, h]. After solving the
corresponding Plateau problem, the resulting minimal surface with boundary
S˜(n, k, h) is repeatedly reflected across all its boundary geodesics. We obtain
a complete minimal surface S(n, k, h). Our goal is to identify contours such
that the resulting surface is embedded.
Obtaining a Plateau solution bounded by J is simple, since we can use
horizontal and vertical planes as barriers.
Lemma 2.9.1. Consider the tessellation P (n, k) in Σ. Then there exists





Figure 2.11.: The Jordan curve J , projecting to the union of 4 right triangles
in the subdivided tessellation.
J(n, k, h). If n is even, S˜(n, k, h) is symmetric with respect to 180◦ rotations
around the vertical line passing through the doublepoint of B.
Proof. The set M := P × [0, h] is mean convex, since it is bounded by n
vertical planes passing through edges of P and the two minimal horizontal
planes P ×{0} and P ×{h}. The curve J is contained in ∂M , so by Lemma
2.1.3, there exists a unique embedded Plateau disk bounded by J whose
interior is contained in M .
If n is even, J is symmetric with respect to a 180◦ rotation around the
vertical line passing through the doublepoint of B, which means that the
Plateau solution S˜ permits a 180◦ rotation around this line.
Consider the tessellation P (8, 4) in H2. We extend the Plateau solution
S˜(8, 4, h) by Schwarz reflection across its boundary geodesic arcs. In order
to determine if the resulting surface S(8, 4, h) ⊂ H2 × R is embedded, we
introduce a colorable tessellation in the following way.
We assign colors to the regular 45◦ quadrilaterals in the tessellation
P (4, 8), so 8 of them are incident at each vertex, in a way that any two
adjacent quadrilaterals have a different color. We also assign colors to their
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Figure 2.12.: Coloring of the (8, 4)-tessellation. Arcs at heights 4kh, k ∈ Z,
are colored in blue, the red arcs are at height (4k+2)h, k ∈ Z.
In this figure, only three octagons are shown with all their
edges colored (actually, all edges are assigned a color).
vertices such that any two adjacent vertices have a different color (cf. Figure
2.13).
We say that a tessellation P1 is inscribed in a different tessellation P2 if
all vertices of P1 are vertices of P2. We claim that if an inscribed, colorable
tessellation exists, the resulting minimal surface S(8, 4, h) is embedded.
Theorem 2.9.2. Consider the tessellation P (8, 4) in H2 ×R. If there is a
colorable inscribed tessellation P (4, 8), then S˜(8, 4, h) extends to a complete,
embedded minimal surface in H2 × R.
Proof. We give a global description of the extended curve J˜ in terms of
the (8, 4)-tessellation we started with. To each geodesic in the tessellation
we assign the color blue if J˜ contains the edge at heights 4kh, k ∈ Z, and
the color red if J˜ contains the edge at height (4k + 2)h, k ∈ Z. Similarly,
vertices in the tessellation are colored blue (resp. red), if two blue (resp.
red) edges intersect in the given vertex (cf. Figure 2.12). The problem of
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Figure 2.13.: Coloring of quadrilaterals arising from Figure 2.12 by con-
necting adjacent colored vertices. Quadrilaterals containing
no edges are blue, those containing an intersection are red.
Each quadrilateral has two red vertices and two blue vertices,
and adjacent vertices have different colors.
embeddedness then reduces to the question whether there is a consistent
coloring of the tessellation according to the rules we described here.
We claim that this follows from the existence of a colorable inscribed
P (4, 8)-tessellation. To see this, assign to each edge of the tessellation
P (8, 4) the color of the vertex of the colorable inscribed tessellation P (4, 8)
it passes through. Then, the quadrilaterals of one color contain no edges,
and quadrilaterals of the other color contain intersections of edges with
different color.
Therefore, the extended minimal surface S(8, 4, h) is embedded.
We expect that there are more choices of n and k so that this Jordan
curve leads to an embedded surface in H2 × R. Less specific arguments are
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needed to treat the general case.
Remark 2.9.3. Let B be the bowtie-shaped region as defined in Section
2.2. We can define a Jordan curve projecting to the boundary of B by
placing vertical arcs above vertices of B.
Proposition 2.9.4. If J contains a vertical arc above a vertex of B with
angle pi/2, then a resulting minimal surface cannot be embedded.
Proof. We show that reflecting J along its edges leads to a self-intersection
of the reflected curve.
If J contains a vertical arc above a vertex p of B with angle pi/2, then
above ∆1 or ∆2, the curve J has to enclose an angle of pi/k. Let d and s
be the legs adjacent to the angle pi/k (cf. Figure 2.14). Now, let Rotp be
the 180◦ rotation around the vertical line through p and let Rots be the
rotation around the line s. Then
d′ := (Rotp ◦Rots)(d) 6= d,
since for example the vertex q at the angle pi/k of B is fixed by Rots
but not by Rotp. On the other hand, the doublepoint of B is mapped to
itself. Therefore, d′ intersects d in this point, which means that the Plateau







Figure 2.14.: If J contains a vertical arc above a right angle (here at p),
















Figure 2.15.: The two curves J1 (left) and J2 (right), in the case of n
even (top) and n odd (bottom). The numbers next to edges
represent their height. The dashed edges are not included in
J1.
It is easy to check that this leaves us with two choices J1 and J2 for a
Jordan curve J potentially leading to embedded minimal surfaces, cf. Figure
2.15. In R3, they lead to the well-known CLP-surface (Crossed Layers of
Parallels) and a version of the Schwarz D surface with fundamental cell
contained in a rectangular box (their fundamental cells are shown in Figure
2.17).
Proposition 2.9.5. Consider the three tessellations of type (n, k) in R2
and let h > 0. The minimal discs S˜1(n, k, h) and S˜2(4, 4, h) extend to
complete embedded minimal surfaces in R3 by means of Schwarz reflection.
Proof. Let us take care of J1 first. If n is even, by the previous Lemma, S˜1
is symmetric with respect to a vertical line passing through the doublepoint
of B, which divides J1 into two parts. Each part of the Jordan curve J1 is
contained in the boundary of a rectangular box, so after applying a motion
and scaling by these three lengths, the transformed curve J ′1 is contained
in the edges of the unit cube in R3 leading to the well-known embedded
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CLP-surface in R3. Therefore, S˜1(n, k, h) extends to the CLP-surface with
possible scalings.
Figure 2.16.: Reflecting one part of J2(4, 4, h) across the diagonal leads to
a fundamental piece of the Schwarz D surface. The curve J2
is depicted in red, its reflection in blue.
If n is odd, the whole curve J1 lies on the edges of a rectangular box, so
the same argument applies.
Now consider J2. As above, the curve J2 splits into two symmetric halves
to each side of a fibre. We take one of those two parts and apply a 180◦
rotation around the diagonal at height h (cf. Figure 2.16). Again, the
resulting polygon lies on the edges of a rectangular box, leading to the
claimed version of the Schwarz D surface.
Figure 2.17.: Fundamental pieces leading to the well-known Schwarz D
surface (left) and CLP-surface (right).
For J2, we only allowed n = k = 4. This is due to the fact that the
vertical arc above the angle pi/k induces a 180◦ rotation, so it is necessary
that this rotation leaves the tessellation invariant. On the other hand, the
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angles of J1 do not depend on n and k, so this construction leads to a scaled





In this chapter we study properties of H-surfaces in a Riemannian fibration
that are nowhere vertical. Daniel and Hauswirth [DH09] proved that in
Heisenberg space Nil3, minimal multigraphs are entire graphs. Their two
main ingredients are a vertical half-space theorem (we give a simple proof
for this theorem in Section 1.3) and the fact that projections of minimal
multigraphs are bounded by complete geodesics of the base surface.
In the main part of this chapter, we study projections of multigraphs with
constant curvature. This generalizes the result of Daniel and Hauswirth in
two ways. The total space Nil3 is replaced with a 3-dimensional Riemannian
fibration pi : E → Σ where E has bounded sectional curvature, the base
manifold is 2-dimensional, and the fibres are geodesics. Moreover, instead
of minimality, we allow for constant mean curvature H. Our main result is
that the projection of a complete H-multigraph locally lies to one side of
a curve of constant curvature 2H in Σ. We follow Daniel and Hauswirth
whenever possible, but we need to generalize some of their arguments to
our more general case.
The last section of this chapter draws consequences of this projection
property, mainly in the E(κ, τ)-spaces we introduced in Section 1.2.
3.1. Multi-valued graphs
The term multigraph is motivated by the idea that over every point p ∈ Σ,
there may be several points of the surface that project onto p, but each point
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is contained in a graphical neighbourhood. The original term multigraph is
derived from multi-valued graph and used in this thesis (another notion is a
graph that is nowhere vertical).
Definition 3.1.1. Let pi : E → Σ be a 3-dimensional Riemannian fibration
with geodesic fibres over a 2-dimensional surface Σ. We assume that E and
Σ are complete, orientable and connected. A multigraph S ⊂ E is a surface
that is transversal to the fibre direction ξ.
As we have seen in Section 1.1, the fibre direction ξ is a unit Killing field
and induces a 1-parameter family of isometries of E. Since multigraphs are
nowhere vertical, they are orientable, which allows us to find a Gauß map
ν of S satisfying
u := 〈ν, ξ〉 > 0. (3.1)
The main theorem of this chapter describes the projection of multigraphs
with constant curvature H. In Section 3.3, we prove a local description of
pi(S): if S becomes vertical for a sequence pn, then the H-multigraph is
locally contained to one side of the inverse image of a curve of constant
curvature 2H under pi.
Definition 3.1.2. A vertical H-cylinder in E is the inverse image of a
complete curve with constant curvature 2H in Σ; in particular, 0-cylinders
are vertical planes.
We claim that for a sequence of points pn in the multigraph S where the
normal ν(pn) becomes horizontal, S is locally given as an exponential graph
that lies to one side of an H-cylinder:
Proposition 3.1.3. Let S ⊂ E be a complete H-multigraph and let q ∈ Σ.
Furthermore, let pn ∈ S be a sequence so that ν(pn) becomes horizontal and
pi(pn) converges to q. Assume that E has bounded sectional curvature.
Then there exists δ > 0 and N ∈ N such that for n > N , the surface can
locally be written as an exponential graph G(pn) over a disc of radius 2δ
in the tangent space TpnS and this exponential graph lies to one side of an
H-cylinder C through q.
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As a consequence, locally the boundary of the projection pi(S) lies to one
side of a curve with constant curvature 2H with midpoint q and length 2δ.
Note that δ is uniform. In Section 3.4, we apply Proposition 3.1.3 to a
leaf of the multigraph along the H-cylinder C and obtain that the set of
points in q ∈ Σ for which there exists a sequence pn ∈ S such that pi(pn)
converges to q and the normal of S at pn becomes horizontal consists of
complete 2H-curves in Σ.
3.2. Multigraphs and stability
In order to prove Proposition 3.1.3, we need some preliminaries on stability.
Let S ⊂ E be an orientable immersed surface with Gauß map ν and let
u : S → R be a smooth function with compact support. Then there is ε > 0
such that the map
φu : (−ε, ε)× S → E, (t, p) 7→ expp(t · u(p) · ν(p))
is an immersion satisfying φu(0, ·) = idS, called a variation of S. It allows
us to define an area and a volume difference by




where dV is the volume element of E. Then S has constant mean curvature






for all smooth u : S → R with compact support.
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where LS is the so-called stability operator of S.
We denote the Laplace-Beltrami operator of S by ∆S. We also define the





where e1(p), e2(p) are an orthonormal base of TpS.
Definition 3.2.1. Let S be an H-surface with Gauß map ν. The operator
LS defined by
LSu = ∆Su+ (|A|2 + Ric(ν))u,
where Ric denotes the Ricci-tensor on S, is called the stability operator of




u · LSu dS ≥ 0
holds for all smooth functions u : S → R with compact support.
Proposition 3.2.2. Let pi : E → Σ be a Riemannian fibration with geodesic
fibres and let S be an H-multigraph in E. Then S is stable.
Proof. Consider the positive function u as defined in (3.1). Since ξ is Killing,
it induces a 1-parameter family of ambient isometries which leave A and V
unchanged, so that LSu = 0.



















Here, ∇S is the Riemannian gradient on the surface S in the Riemannian
manifold E and div denotes the Riemannian divergence.










3.2. Multigraphs and stability
Together, we obtain
∆Sw = −q − |∇Sw|2.
Multiplying both sides with f 2, where f is an arbitrary smooth function
with compact support, we get
∫
S
f 2q dS +
∫
S















where we integrated by parts to obtain the first inequality. We conclude
∫
S







f · LSf dS =
∫
S
f∆Sf + f 2q dS =
∫
S
−|∇Sf |2 + f 2q dS ≤ 0,
as desired.
There is a maximum principle for the stability operator:
Lemma 3.2.3 ([MPR08, Assertion 2.2]). Let Ω ⊂ S be a relatively compact
domain and let u : Ω→ R be a function that satisfies u ≥ 0 and LSu = 0.
Then either u > 0 or u ≡ 0.
Proof. Again, let q := |A|2 + Ric(ν). Assume that there is p ∈ Ω such that
u(p) = 0. We show that u ≡ 0.
Define v := −u and c := min{0, infΩ q}. Since Ω is relatively compact, we
have −∞ < c := min{0, infΩ q} ≤ 0. Clearly, c ≤ q. The function v := −u
has a local maximum in p and we have
∆Sv + cv = −∆Su− cu ≥ −∆Su− qu = −LSu = 0.
Since c ≤ 0, the operator ∆S + c is elliptic, and by the maximum principle
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for elliptic equations as in [GT83, Theorem 3.5], we conclude v ≡ 0 and
u ≡ 0.
A well-known blow-up argument shows that the norm squared of the
second fundamental form of a stable H-graph is bounded if the ambient
space has bounded sectional curvature:
Lemma 3.2.4 ([RST10, Main Theorem]). Let S be a complete stable
orientable H-surface in E. Assume that E has bounded sectional curvature.




Corollary 3.2.5 ([PR93, Lemma 4.1.1], [CM11, Lemma 2.4]). There exists
a uniform δ > 0, such that at any point p, the surface S can be written as
an exponential minimal graph G(p) with bounded derivatives over a disc
D2δ(p) ⊂ TpS of radius 2δ.
3.3. Proof of Proposition 3.1.3
Let S be a complete H-multigraph in E. Assume S is not an entire graph.
By Corollary 3.2.5, there is δ > 0 such that for all p ∈ S, a piece of S can
be written as an exponential graph over a disk of radius 2δ in the tangent
space at p.
Since S is not an entire graph, we can choose a maximal geodesic ball
B ( Σ around a point O in Σ over which a part of S is a graph given by
some function f : B → E satisfying pi ◦ f = idΣ. We choose this ball such
that the boundary ∂B of this ball contains the point q over which f does
not extend.
For any vertical H-cylinder C passing through a point p ∈ E, we will call
a set Cδ ⊂ C a delta-piece of C if it is a geodesic disc of radius δ around p in
C such that the projection pi(Cδ) is the unique curve of constant curvature
2H centered at pi(p) with length 2δ and whose orientation is induced by the
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curvature normal of C. Since Σ is complete, there exists a complete curve
Γ with constant curvature 2H passing through q and tangent to ∂B at q.
Lemma 3.3.1. Let qn ∈ B be a sequence converging to q. Then the normal
vectors ν(f(qn)) become horizontal for n→∞.
Proof. If this were not the case, we pick n ∈ N large enough, such that
the distance between qn and q is smaller than δ. Then, the exponential
graph G(f(qn)) could be extended to an H-graph with projection beyond
q, contradicting our choice of q.
Let q˜ ∈ pi−1(q) and consider the horizontal umbrella umbr(q˜) through
q˜. The vertical Killing field induces a 1-parameter family of isometries.
Therefore, over a neighbourhood U ⊂ Σ of q, there is a well-defined vertical
translation of the exponential graph G(p), mapping p ∈ pi−1(U) along a
fibre to its intersection with umbr(q˜). We denote the translated graph by
T (p).
By the previous Lemma, (a subsequence of) ν(f(qn)) has a horizontal
limit N . Furthermore, let C be the H-cylinder passing through q˜ with
normal vector N at q˜.
Lemma 3.3.2. There exists a subsequence of T (f(qn)) that converges to a
subset of Cδ.
Proof. Since the T (f(qn)) have bounded curvature and are exponential
graphs over D2δ(f(qn)) they are also bounded exponential graphs over a
disc around q˜ contained in C with radius δ. Therefore, a subsequence of
these graphs converges (in the C2-topology) to an H-surface F tangent
to this disc at q˜ that is also an exponential graph over the disc (Corollary
3.2.5). We have to show that this limit surface F is contained within C.
Let us assume the contrary. Since N is horizontal, F defines a function




cannot have one sign. Assume that u
∣∣∣
V
≥ 0. Since F and C are both
H-surfaces, the maximum principle then implies u
∣∣∣
V
≡ 0, so F is contained
in C, contradicting our assumption.
61






Figure 3.1.: Proof of Lemma 3.3.3.




Since the graphs T (f(qn)) converge to F in the C2-topology, this property
also has to hold for T (f(qn)) for large n, so there are points p1, p2 of
T (f(qn)) where
〈ν(p1), ξ(p1)〉 > 0 and 〈ν(p2), ξ(p2)〉 < 0.
This implies that the T (f(qn)) must have a horizontal normal for n large.
This contradiction to the multigraph property proves F is contained in
C.
In fact, the limiting normal N projects to the unique horizontal vector
NΣ normal to ∂B at q and pointing into B:
Lemma 3.3.3. There exists a unique horizontal vector NE, such that
the normal vectors ν(f(qn)) converge to NE for n → ∞. Furthermore,
NΣ = dpi(NE).
Proof. Suppose in the contrary, that ν(f(qn)) converges to a horizontal
vector v 6= NE. By the previous lemma, we can extract a subsequence of
T (f(qn)) that converges to a piece of Cδ having v as a unit normal vector
at q˜. Since NE 6= v, its projection pi(Cδ) intersects the ball B in a point p
(cf. Figure 3.1).
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We consider a sequence pn ⊂ B converging to p. The exponential graphs
around f(pn), together with their normal vectors, converge (after a vertical
translation to umbr(f(p)) as before) to a δ-piece of an H-cylinder through
f(p). This means that S has a horizontal normal at f(p), which contradicts
the multigraph property of S.
Consider a curve γ : I → Σ connecting γ(0) = O and γ(1) = q. Let
c : [0, 1)→ E, c = f ◦ γ, be its lift to the multigraph S. The next Lemma
shows that near pi−1(q), the curve c becomes vertical.
Lemma 3.3.4. The angle between the curve c and the vertical Killing field
satisfies ϕ := 〈c′, ξ ◦ c〉 6= 0 for t > 1 − δ/2. Moreover, the length of c is
infinite.
Proof. Let us first show that ϕ(t) 6= 0 for t > 1 − δ/2 by contradiction.
Let t0 > 1 − δ/2 satisfy ϕ(t0) = 0. Then c′(t0) is a horizontal vector
contained in the disc D2δ(c(t0)) ⊂ Tc(t)S over which the exponential graph
G(c(t0)) is defined. Therefore, the projection pi(G(c(t0))) contains an open
neighbourhood of
U := {γ(t) | t0 − δ < t < t0 + δ} ⊃ {γ(t) | 1− 3δ/2 < t < 1 + δ/2}
and q = γ(1) ∈ U . Consequently, the function f can be extended to a
neighbourhood of q, which contradicts the maximal choice of q.
We will now show that c has infinite length. Suppose on the contrary
that c has finite length. Then, there is a subsequence of ti → 1 with a limit
point limi→∞ c(ti) = qˆ. Since S is complete, we have qˆ ∈ S. Furthermore,
S has a vertical tangent plane at qˆ (otherwise, a similar argument as above
yields an extension of f beyond q). But this means that 〈ν(qˆ), ξ(qˆ)〉 = 0,
contradicting the multigraph property of S.
Let Γ be a 2H-curve tangent to ∂B at q, parametrized by a regular
function γ : R → Σ with γ(0) = q, so that (NΣ, γ′) forms a positively
oriented orthonormal frame of TqΣ. We will denote by Γ⊥(s, ε) the geodesic
perpendicular to Γ and originating from γ(s) with length 2ε. The portion
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Figure 3.2.: The curve Γ⊥(s, ε) is represented by the dashed line through
γ(s). The red part of this curve is Γ⊥+.
of Γ⊥ that lies to the side of Γ into which NΣ points shall be denoted with
Γ⊥+(s, ε) (cf. Figure 3.2).
Let ε0 > 0 and let qn ⊂ B be a sequence converging to q as t → ∞.
We choose successive elements qn to be close enough, namely such that
the union of their respective exponential graphs G = ⋃n∈NG(f(qn)) is
connected and such that all curves
Bs := pi−1(Γ⊥(s, ε0)) ∩G
with s ∈ [−δ, δ] are connected.
By the previous lemmas, the graph G is asymptotic to a piece of the
vertical H-cylinder C := pi−1(Γ) with unit normal vector NE at pi−1(q).
Therefore, by choosing qn sufficiently close to q, we can make sure that
none of these curves have a horizontal tangent. By the multigraph property
of S, they also cannot have vertical tangents.
Lemma 3.3.5. The exponential graphs G(f(qn)) are disjoint from C. For
every s ∈ [−δ, δ] there exists ε(s) ∈ (0, ε0] such that the curve Bs is a graph
over Γ⊥+(s, ε(s)). The function ε(s) can be chosen to be continuous.
Proof. If G(f(qn)) intersected C, then f could be extended beyond q. This
contradiction shows the first claim.
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Since the curves Bs are connected, they are graphs over an interval
contained in the curve Γ⊥(s, ε(s)). We will now show that this interval
actually lies in Γ⊥+(s, ε(s)). Assume this is not the case for some s0 ∈ [−δ, δ].
Let HE be the component of E \ C defined by NE. Then the curve Bs0
contains points from E \HE. However, the curve B0 can only contain points
lying in HE, because otherwise f could be extended beyond q, which would
contradict the maximal choice of q. Therefore, there exists s1 ∈ (0, s0] such
that Bs1 contains points from HE as well as E \ HE.
The graph G is asymptotic to C, so the curve Bs1 is asymptotic to the
vertical geodesic pi−1(γ(s1)). Therefore, the vertical part of its tangent
tends to ±∞. However, Bs1 is connected and also contains points from
E \ HE, so it must have a vertical tangent, which is a contradiction.
It remains to show that ε(s) can be chosen to be continuous. Since all
the curves Bs are contained in G, and G is C2-asymptotic to the vertical
H-cylinder C, we see that there exists a uniform lower bound ε˜ such that
Bs has no horizontal tangent over Γ⊥+(s, ε˜) for all s ∈ [−δ, δ], so it is a graph
over this domain. Therefore, the function ε is bounded from below and
thus it can be chosen to be continuous.
We have shown that for any sequence qn of points converging to q, the
uniform exponential graphs G(f(qn)) lie to one side of a vertical H-cylinder
passing through q. This completes the proof of Proposition 3.1.3.
3.4. Global projections
In this section, we extend the result of Proposition 3.1.3 along theH-cylinder
C where the exponential graph becomes vertical.
Theorem 3.4.1. Let S ⊂ E be a complete H-multigraph and let q ∈ Σ.
Furthermore, let pn ∈ S be a sequence so that ν(pn) becomes horizontal and
pi(pn) converges to q. Assume that E has bounded sectional curvature.
Then there is a region Ω contained to one side of a complete curve Γ with
constant curvature 2H in Σ passing through q over which a part of S is the
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graph of a function
h : Ω→ E.
Furthermore, this graph is asymptotic to the vertical cylinder pi−1(Γ).
Proof. We keep the notation introduced in the previous section, where we
have shown that the union of the curves, ⋃s∈[−δ,δ] Bs, can be written as the
graph of a function





f |Ωδ = gδ
by construction. For each s ∈ [−δ, δ], the restriction of gδ to Γ⊥+(s, ε(s)) is
the curve Bs and the graph of gδ is asymptotic to the H-cylinder C.
We repeat the process of Lemma 3.3.5 with respect to the curves Bδ and
B−δ. This extends f to obtain a function g2δ, defined on Ω2δ. We continue
to apply this process to the curves Bs with s ∈ {. . . ,−δ, 0, δ, . . .} to obtain
a function
h : Ω→ E,




Γ⊥+(s, ε(s)) ⊂ HΣ
that is an open neighbourhood to the side of Γ defined by NΣ. For any
sequence pn ∈ Ω converging to a point of Γ, the graph of h is asymptotic
to the cylinder C.
We parametrize the curves Γ⊥+(s, ε(s)) perpendicular to Γ by
γ⊥+(s, ε(s)) : (1− ε(s), 1)→ Σ












Figure 3.3.: Situation of Theorem 3.4.1. The shaded set Ω defines a one-
sided neighbourhood of Γ.
For any s ∈ R, let




be the restriction of h to the curve Γ⊥+(s, ε(s)) (so its graph is the curve
Bs). All these functions are asymptotic to a vertical line as t tends to 1.
Without loss of generality, we assume 〈h′s, ξ ◦ hs〉 > 0 as t→ 1.





is contained in Ω, then the graph of h indeed lies to one side of the complete
curve Γ and is asymptotic to C. So let us assume that there is s0 ∈ R such
that ε(s0) < ε1.
We claim that the curve c := hs0 : (1− ε(s0), 1)→ E has no horizontal
tangent. If this were the case at a time t0, then since G(c(t0)) would be
defined over the disc D2δ(c(t0)) and since ε(s0) < δ, the curve c would
have points on the other side of C, which is a contradiction. So c has no
horizontal tangent – clearly, it also does not have a vertical tangent since it
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is contained in the multigraph S.
We now consider the curve c for t tending to 1− ε(s0). The curve must
have infinite length in any neighbourhood of 1 − ε(s0), since otherwise
it would extend beyond 1 − ε(s0). But c has no horizontal tangent, so c
satisfies 〈c′, ξ ◦c〉 > 0. Thus c mus be asymptotic to a vertical line as t tends
to 1− ε(s0). We conclude that a δ-neighbourhood of c in S is asymptotic to
a δ-strip of another vertical H-cylinder C˜, whose projection passes through
the point Γ⊥+(s0, ε(s0)). We already know that this δ-neighbourhood is
asymptotic to the cylinder C on the other side.
This means that each curve Bs with s ∈ [s0 − δ, s0 + δ] is asymptotic to
a vertical geodesic contained in C˜ on one side and asymptotic to a vertical
geodesic contained in C on the other side.
It remains to show that C and C˜ do not intersect. So let us assume that
C and C˜ intersect in some vertical geodesic
pi−1(p) = pi−1(γ(s1)), s1 ∈ R.
Let p˜ ∈ pi−1(p). Consider a section of the bundle at p˜, for instance the
horizontal umbrella umbr(p˜). Let p˜(s) be the intersection of umbr(p˜) and
Bs.
Since C and C˜ intersect, there are points of p˜(s) on both sides of C˜, that
is, there are s, s ∈ R such that p˜(s) and p˜(s) lie to different sides of C˜ and
are contained in umbr(p˜) ∩ S. Furthermore, the curve p˜ has finite length,
so there is s2 ∈ R such that p(s2) ∈ S ∩ C˜. This means that the graph
becomes vertical at p(s2), contradicting the multigraph property.
Let us conclude this section with a remark on the global geometry of Ω.
Theorem 3.4.1 characterizes the projections of H-multigraphs as regions
bounded by curves with constant curvature 2H. Proposition 3.1.3 implies
that locally, the uniform exponential graphs in S project to a region Ω
with the following property: through every point p ∈ ∂Ω there is a curve of








Figure 3.4.: Proof of Proposition 3.4.2. At P , the curvature of ∂Ω with
respect to N is non-positive but larger than the curvature of
Γ(T ), which gives a contradiction.
disjoint to Ω. If Ω is bounded by exactly one C2-curve, there is a geometric
property of this set reminiscent of convexity.
Proposition 3.4.2. Let Ω be a connected set with a C2-boundary that has
constant curvature κ ≥ 0 with respect to the inner normal of Ω. Then, for
all p, q ∈ Ω, there exists a geodesic Γ ⊂ Ω connecting p and q.
Proof. Take any C2-curve between p and q and apply the curve shortening
flow, defined on a maximal interval [0, T ), see [Gra89, Theorem 0.1]. If the
flow exists for all times, then the limit curve is a geodesic connecting p and
q. So assume there is a time T when the flow ceases to exist. Then there
must be a point P in the limit Γ(T ) contained in the boundary of Ω with
K(P ) < 0 (cf. Figure 3.4), where K(P ) is the curvature of Γ(T ) at P with
respect to the inner normal.
Then at P , the curvature vector of Γ(T ) points to the outside of Ω, so
K(P ) < 0 and the maximum principle implies the contradiction
0 ≤ κ(P ) ≤ K(P ) < 0.
In case κ < 0 the same proof still shows an inequality κ − ε ≤ K ≤ 0,
where ε is needed to account for the limit curve not being smooth (the
solution to the obstacle problem is only C1,1).
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3.5. Entire graphs
In Chapter 1, we proved a vertical half-space theorem in Heisenberg space
Nil3. Theorem 3.4.1 characterizes the boundaries of minimal multigraphs, so
this vertical half-space theorem implies that complete minimal multigraphs
in Heisenberg space are in fact entire graphs. We generalize this argument
by Daniel / Hauswirth to our case.
We will say that a half-space theorem for H-surfaces holds in E if each
H-surface S that is asymptotic to a vertical H-cylinder C agrees with C.
Corollary 3.5.1. Suppose a vertical half-space theorem for H-surfaces
holds in E and that Σ is simply connected. Then a complete H-multigraph
S is an entire graph.
Proof. Let Ω be the projection of S. If ∂Ω 6= ∅, then by Theorem 3.4.1, Ω
lies to one side of a complete 2H-curve. This means that S is asymptotic
to a vertical H-cylinder. So by the Half-Space Theorem, S itself is an
H-cylinder, which contradicts the multigraph property.




: S → Σ is a covering map. Now assume there is a point p ∈ Σ
such that pi−1(p) contains at least two distinct points p˜1, p˜2.
Since S is connected, there exists a curve c in S connecting p˜1 to p˜2 and
projecting onto a loop pi ◦ c at p. The base surface Σ is simply connected,
so pi ◦ c can be contracted to the constant loop p in Σ.
The unique path lifting property gives on the one hand a lift of p, which
must be constant. On the other hand, the endpoints of the lifts of the
homotopic paths are constant and so must agree with p˜1 and p˜2, which
gives a contradiction.
Consider the E(κ, τ)-spaces defined in Section 1.2. The critical mean
curvature of E is defined as
H(E) := inf{|H| : there exists a compact, orientable surface in E
with constant mean curvature H}.
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It is also sometimes called the magic number of the space E.
The critical mean curvature depends only on the base curvature κ. In
case κ ≤ 0 it is given by H(E) = √−κ/2 and for κ ≥ 0, it vanishes (this
follows from a description of E(κ, τ) as a metric Lie group, cf. [DMR10]).
For example, H(R3) = 0 and H(H2 × R) = 1/2.
For κ ≤ 0, the E(κ, τ)-spaces are all known to satisfy a half-space theorem
with respect to their critical mean curvature: Euclidean 3-space ([HM90]),
Heisenberg space ([DH09]), H2×R ([HRS08]) and PSL2(R) ([Pn10]). Here,
multigraphs with critical mean curvature are entire graphs:
Corollary 3.5.2. Let κ ≤ 0 and let S ⊂ E(κ, τ) be a multigraph with






A. Mean curvature of surfaces of
revolution in Heisenberg
space
In this section we compute the mean curvature of a surface of revolution in
Heisenberg space Nil3(τ). We use this formula to obtain a vertical half-space
theorem in Section 1.3.
Since this computation is long and tedious, we excluded it from the main
part of this thesis and placed it in the appendix. All of the results were
checked in Wolfram Mathematica.
A.1. Construction
Consider the standard coordinates of Nil3 as given in section 1.2. Heisenberg
space is a Riemannian fibration pi : E(0, τ)→ R2.
Let us consider a curve c(t) = (0, t, r(t)) with a positive function r and
t ≥ 0. By rotating around the y-axis, we get an immersion






For the remainder of this chapter, we will omit the function arguments t
and ϕ to shorten the formulae. We also allow page breaks inside equations
within this chapter.
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Lemma A.1.1. The mean curvature H of f with respect to the inner
normal is given by
H = 1 + r
′2 − rr′′ + 4τ 2r2 sin4−2τrr′ sin cos
2r(1 + (r′ + 2τr sin cos)2)3 .
In the following sections, this formula is established by calculating the
first and second fundamental forms of the immersion f .
A.2. First fundamental form
Let us first compute the tangent vectors of the immersion. They are given
by
v1 = ∂tf(t, ) = −r′ sin ∂x + ∂y + r′ cos ∂z
= −r′ sinE1 + E2 + (r′ cos +2τr sin)E3 and
v2 = ∂f (t, ) = −r cos ∂x − r sin ∂z
= −r cosE1 − r sinE3.
Then, the entries of the first fundamental form G satisfy
G11 := 〈v1, v1〉 = r′2 sin2 +1 + (r′ cos +2τr sin)2
G12 := 〈v1, v2〉 = rr′ sin cos−rr′ sin cos−2τr2 sin2 = −2τr2 sin2
G22 := 〈v2, v2〉 = r2 cos2 +r2 sin2 = r2.
The determinant of G is given by
detG = G11G22 −G212
= (r′2 sin2 +1 + (r′ cos +2τr sin)2)r2 − 4τ 2r4 sin4
= r2(1 + r′2 + 4τrr′ sin cos +4τ 2r2 sin2(1− sin2))
= r2(1 + (r′ + 2τr sin cos)2) = r2W 2,
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where we define
W 2 := 1 + (r′ + 2τr sin cos)2 (A.1)
to shorten notation.
A.3. Levi Civita connection
The most tedious part of the calculation arises when determining the Levi
Civita tensor. As expected, for τ → 0, all terms of the form ∇viEj vanish
and ∇vivj = ∂ijf , i ∈ {1, 2}, j ∈ {1, 2, 3}.
We start by observing that
∇v1E1 = −r′ sin∇E1E1 +∇E2E1 + (r′ cos +2τr sin)∇E3E1
= (−τr′ cos−2τ 2r sin)E2 − τE3,
∇v1E2 = −r′ sin∇E1E2 +∇E2E2 + (r′ cos +2τr sin)∇E3E2
= (τr′ cos +2τ 2r sin)E1 − τr′ sinE3,
∇v1E3 = −r′ sin∇E1E3 +∇E2E3 + (r′ cos +2τr sin)∇E3E3
= τE1 + τr′ sinE2.
The other three terms ∇v2Ej, j ∈ {1, 2, 3}, are easier:
∇v2E1 = −r cos∇E1E1 − r sin∇E3E1 = τr sinE2,
∇v2E2 = −r cos∇E1E2 − r sin∇E3E2 = −τr sinE1 − τr cosE3,
∇v2E3 = −r cos∇E1E3 − r sin∇E3E3 = τr cosE2.
Using this, we find
∇v1v1 = ∇v1(−r′ sinE1 + E2 + (r′ cos +2τr sin)E3)
= −r′′ sinE1 − r′ sin∇v1E1
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+∇v1E2 + (r′′ cos +2τr′ sin)E3
+ (r′ cos +2τr sin)∇v1E3
= −r′′ sinE1 − r′ sin((−τr′ cos−2τ 2r sin)E2 − τE3)
+ (τr′ cos +2τ 2r sin)E1
− τr′ sinE3 + (r′′ cos +2τr′ sin)E3
+ (r′ cos +2τr sin)(τE1 + τr′ sinE2)
= (−r′′ sin +2τr′ cos +4τ 2r sin)E1
+ (2τr′2 sin cos +4τ 2rr′ sin2)E2
+ (r′′ cos +2τr′ sin)E3,
as well as
∇v1v2 = ∇v1(−r cosE1 − r sinE3)
= −r′ cosE1 − r cos∇v1E1 − r′ sinE3 − r sin∇v1E3
= −r′ cosE1 − r cos((−τr′ cos−2τ 2r sin)E2 − τE3)
− r′ sinE3 − r sin(τE1 + τr′ sinE2)
= (−r′ cos−τr sin)E1
+ (τrr′ cos2 +2τ 2r2 sin cos−τrr′ sin2)E2
+ (τr cos−r′ sin)E3
and
∇v2v2 = ∇v2(−r cosE1 − r sinE3)
= r sinE1 − r cos∇v2E1 − r cosE3 − r sin∇v2E3
= r sinE1 − r cos(τr sinE2)
− r cosE3 − r sin(τr cosE2)
= r sinE1 + (−2τr2 sin cos)E2 + (−r cos)E3.
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A.4. Second fundamental form
We claim that
N := sinE1 + (r
′ + 2τr sin cos)E2 − cosE3
W
,
where W is defined as in (A.1), is the inner normal field of f . Indeed,
〈N, v1〉 = 1
W
(
− r′ sin2 +r′ + 2τr sin cos−r′ cos2−2τr sin cos
)
= 0,




2 +(r′ + 2τr sin cos)2 + cos2
W 2
= 1.
Since 〈N,E3〉 < 0, it is the inner normal. This allows us to determine the
entries of the second fundamental form. They are




sin(−r′′ sin +2τr′ cos +4τ 2r sin)
+ (r′ + 2τr sin cos)(2τr′2 sin cos +4τ 2rr′ sin2)





− r′′ sin2 +2τr′ sin cos +4τ 2r sin2
+ 2τr′3 sin cos +4τ 2rr′2 sin2 +4τ 2rr′2 sin2 cos2





− r′′ + 4τ 2rr′2 sin2 +8τ 3r2r′ sin3 cos
+ 4τ 2r sin2 +2τr′3 sin cos +4τ 2rr′2 sin2 cos2
)
,





+ (r′ + 2τr sin cos)(τrr′ cos2−τrr′ sin2 +2τ 2r2 sin cos)
+ (− cos)(τr cos−r′ sin)
)
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− r′ sin cos−τr sin2 +τrr′2 cos2
− τrr′2 sin2 +2τ 2r2r′ sin cos +2τ 2r2r′ sin cos3−2τ 2r2r′ sin3 cos





− τr + τrr′2(cos2− sin2)





r′2(cos2− sin2)− 1 + 4τrr′ cos3 sin +4τ 2r2 sin2 cos2
)
,








(r sin2−2τr2r′ sin cos−4τ 2r3 sin2 cos2 +r cos2)
= 1
W
(r − 2τr2 sin cos(r′ + 2τr sin cos)).
Note that for τ → 0, the second fundamental form reduces to the well-known







Now we can finally compute the mean curvature. Note first that
W · (B11G22 +G11B22 − 2G12B12)
= −r2r′′ + 4τ 2r3r′2 sin2 +8τ 3r4r′ sin3 cos
+ 4τ 2r3 sin2 +2τr2r′3 sin cos +4τ 2r3r′2 sin2 cos2
+ rr′2 sin2 +r + r(r′ cos +2τr sin)2
− 2τr2r′2 sin3 cos(r′ + 2τr sin cos)
− 2τr2 sin cos(r′ + 2τr sin cos)
− 2τr2 sin cos(r′ + 2τr sin cos)(r′ cos +2τr sin)2
80
A.5. Mean curvature
− 2(−2τr2 sin2)(τr)(r′2(cos2− sin2)− 1
+ 4τrr′ cos3 sin +4τ 2r2 sin2 cos2)
= Iτ 0 + IIτ 1 + IIIτ 2 + IV τ 3 + V τ 4,
where we split the terms according to their power of τ in the last step. As
it turns out,
I = −r2r′′ + rr′2 sin2 +r + rr′2 cos2,
II = 2r2r′3 sin cos +4r2r′ sin cos−2r2r′3 sin3 cos
− 2r2r′ sin cos−2r2r′3 sin cos3
= −2r2r′ sin cos,
III = 4r3r′2 sin2 +4r3 sin2 +4r3r′2 sin2 cos2
+ 4r3 sin2−4r3r′2 sin4 cos2−4r3 sin2 cos2
− 4r3r′2 sin2 cos4−8r3r′2 sin2 cos2
+ 4r3 sin2(r′2(cos2− sin2)− 1)
= 4r3 sin4,
IV = 8r4r′ sin3 cos−8r4r′ sin3 cos−16r4r′ sin3 cos3 +16r4r′ sin3 cos3 = 0,
V = −16r5 sin4 cos2 +16r5 sin4 cos2 = 0.
Using this, we obtain
H = 12 tr(G








= B11G22 +G11B22 − 2G12B122 detG
= −r
2r′′ + rr′2 + r − 2τr2r′ sin cos +4τ 2r3 sin4
2r2W 3
= 1 + r
′2 − rr′′ + 4τ 2r2 sin4−2τrr′ sin cos
2rW 3 .
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