This paper addresses classifying different common partial discharge (PD) types under different acoustic emission (AE) measurement conditions. Four types of PDs are considered for the multi-class classification problem, namely; PD from a sharp point to ground plane, surface discharge, PD from a void in the insulation, and PD from semi parallel planes. The collected AE signals are processed using pattern classification techniques to identify their corresponding PD types. The measurement conditions include the influences of various PD locations, oil temperatures, and having a barrier in the line-of-sight between the PD source and the AE sensor. A recognition rate of 94% is achieved when classifying the different PD types measured at the same conditions. In addition, it has been found that the different PD source locations, oil temperatures, and barrier insertion have an impact on the recognition rate. However, by including AE samples at these different conditions in the training process, a recognition rate around 90% for all cases is achieved.
INTRODUCTION
Power transformers are the most important assets in any transmission and distribution systems. In most countries, these systems have existed for more than a century [1] [2] . According to a recent report prepared for the U.S. Department of Energy (DOE), "the average age of installed large power transformers (LPTs) in the United States is approximately 40 years, with 70 percent of LPTs being 25 years or older" [3] . Due to their high cost and critical role in delivering uninterrupted power, large power transformers cannot be easily replaced and usually serve for more than half a century. In case of a failure, beside businesses interruption and environmental damage, a typical 100 MVA transformer can cost millions of dollars and an interval of 1.5-2 years to manufacture or substitute [4] . It has been reported in the U.S. that the main and most costly cause of power transformer failure was the failure of its insulation system [5] .
The aging of the transformer insulation system during its operational life is a natural phenomenon [6] . However, insulation aging can be accelerated when transformers are subjected to abnormal electrical, mechanical, and thermal stresses [7] . An important consequence of such stresses on transformer insulation is partial discharge (PD) activities [7] , [8] . As a result, it is crucial to continuously monitor and assess PD activities as an indicator to potential catastrophic transformer failure. PD inside an oil-paper insulated transformer can be initiated by different sources that are different in terms of severity. An important aspect of PD monitoring is to identify the source of the PD, which provides vital information to asset managers to schedule maintenance [1] .
When PD activities are initiated, the resulting energy is transformed into different forms as mechanical, electrical, thermal and chemical energy [8] . As a result, a wide range of sensors and techniques can be used to detect PD activities as presented in [9] . However, in oil-paper insulated power transformers, not all measurements are applicable due to their complicated internal structure and large outside dimensions [9] . In practice, three detection methods are usually used for online PD monitoring in oil-paper insulated power transformers; namely, Ultra High Frequency (UHF), Dissolved Gas Analysis (DGA), and acoustic emission (AE) [8] [9] .
UHF has high sensitivity for the electromagnetic pulses that accompany PD activities. However, UHF has very high bandwidth spans from hundreds of MHz and up to the GHz range, which is relatively expensive to capture and process. In addition, UHF probes can be hard to install and the number of probes are limited by the available dielectric windows or oil valves of the transformer. DGA has a very high sensitivity for PD detection. However, with DGA analysis, it is not possible to determine the location of PD. Furthermore, DGA analysis is usually performed by taking oil samples periodically, which may not be effective for continuous PD monitoring. AE sensors; on the other hand, has many advantages as compared to the other mentioned methods. AE sensors are cost effective compared to the previous methods. In addition, this type of sensors is easy to install while the transformer is energized by simply sticking the sensor on the transformer tank's wall using a magnetic holder. Furthermore, AE sensors are insusceptible to external electrical and electromagnetic interferences. On the other hand, AE sensors can be sensitive to external mechanical noises.
Identifying sources of PD activities has been an important research area due to the PD's direct effect on insulation failure [10] [11] [12] [13] [14] [15] [16] [17] [18] . There are many attempts to achieve high recognition rate using AE signals for different PD types in the literature [1] , [14] [15] [16] [17] [18] . In [16] , a wide band piezoelectric transducer, DC-1 MHz, was used to measure eight simulated PD types. An artificial neural network was applied on both power spectrum density (PSD) and short time Fourier transform (STFT) features. Recognition rates of more than 90% were achieved. However, there were no considerations of practical measurement condition when simulating the PD types such as the oil age or temperature, which could influence the recognition rates. In [17] , three types of PD were investigated inside a test oil tank of 50 cm × 50 cm × 80 cm dimensions; namely, PD due to surface discharge in pressboard, floating metal in the pressboard and bubbles in the pressboard. Three AE sensors were used to measure the signals.
For feature extraction, time-frequency transformation is proposed from the short time Fourier transform using seven descriptors as described in [13] . It shows different descriptors values based on averaging 11 training samples for each PD model. There is no testing provided for classification and the training is performed with a low number of samples. A recent work [18] used a low bandwidth acoustic emission (AE) sensor, 20-80 kHz, to study the effect of increasing the tank size, the presence of barriers between the PD source and the AE sensor, and oil age on PD detection capability. The results of this work showed a recognition rate in the range of 96-100% for a small tank dimensions using both spectral and statistical features. When barriers were placed between the PD source and the AE sensor, the recognition rate stays high. However, the recognition rate dropped to 50-78% and 60-88% when a large tank with dimension of 1 m × 1 m × 0.5 m and old oil were used, respectively. Moreover, the classification problem in this work was for only two classes presented as PD (from sharp electrode) or no PD.
In this work, the main contribution, besides achieving high recognition rate for different simulated PD types using AE signals, is considering practical measurement conditions. The measurement conditions include having aged insulation material (oil/paper), and tank size of 1 m × 1 m × 0.5 m dimensions. In addition, other practical conditions that may influence the recognition rate are studied such as considering different PD locations, oil temperatures, and having a barrier in the line-of-sight of the PD source and the AE sensor. Figure 1 shows the overall setup used to generate and measure different types of PD's. Four common types of PDs are considered for the multi-class classification problem as shown in Figure 2 ; PD from a sharp point to ground plane, surface discharge, PD from a void in the insulation, and PD from semi parallel planes. The tank used has 1 m × 1 m × 0.5 m dimensions filled with aged oil received from a local utility company. The high voltage source is a 40 kV, 10 mA 50/60 Hz AC tester. The high voltage source is connected to an electrode system that is adjustable to generate the desired PD types. The AE sensor used has a bandwidth of 100-450 kHz with a resonance frequency at 150 kHz. The data acquisition equipment used is a 60 MHz bandwidth oscilloscope interfaced with Matlab™ with a sampling frequency set to 10M sample/sec for a window of 2500 samples (250 µsec). The AE sensor is fixed on the tank's wall with a magnetic holder. In addition, silicone grease is applied between the tank surface and AE sensor to increase the quality of the transferred AE signal and reduce the reflections on the contact interface. 
MATERIAL AND METHODS

EXPERIMENT SETUP
PD SOURCE LOCATION
PD activities can be initiated at any point in the insulation system. Therefore, the different PD types have been simulated at two different locations with respect to the location of the AE sensor; that are, location 'a' that is 36 cm away from the AE sensor and location 'b' that is 95 cm away from the AE sensor.
OIL TEMPERATURE
Power transformer's oil has different temperatures based on the loading condition. The oil temperature during heavy loading can reach 80 0 C. AE waves in oil have different propagation speeds at different oil temperatures. Table 1 shows the effect of increasing the oil temperature on the acoustic wave speed. The speed of AE waves has a direct relationship with the acoustic impedance (Z) of the medium. The acoustic impedance determines the ease of AE propagation through the medium [19] . The acoustic impedance can be expressed as the product of the equilibrium density of the medium (ρ), and the AE wave speed (V) [19] : (1) To study the oil temperature effect, different data sets are taken at around 23 and 70 0 C.
BARRIER INSERTION
Power transformers contain different materials or mediums like oil, pressboard, metallic core and conductors. The speed of the AE wave varies depending on the material it propagates through. Table 2 shows the acoustic wave speed in different transformer materials. Consequently, the acoustic field inside the transformer tank is very complex because of waves reflection and diffraction caused by having acoustic impedance mismatch in the different mediums [8, 19] . To simulate the barrier effect, a metallic obstacle made of transformer core silicon steel is inserted in the line-of-sight between the AE sensor and the PD source at location 'b'. 
(2) Only a small subset of the frequencies corresponding to the largest amplitudes of the DFT coefficients are used as feature vectors for the different PD classes. Figure 3 demonstrates applying DFT on an AE PD sample signal. 
WAVELET DECOMPOSITION
Wavelet decomposition is a very useful technique for analyzing non-stationary or transient signals whose frequency response varies with time like an AE PD signal. The method is based on signal windowing within a variable-sized region. In other words, it processes a time domain signal with consecutive high-pass and low-pass filters. The high-pass filters reveal the high frequency contents referred to as the detail coefficients, whereas low-pass filters reveal the low frequency contents referred as approximation coefficients. Figure 4 illustrates three-level wavelet decomposition algorithm where S, H, L, ai, and di stand for signal, high-pass filter, low-pass filter, signal approximation at level i, and signal detail at level i, respectively. The wavelet decomposition is usually represented by scales and time axes. The scales are related to frequencies by a relation that is governed mainly by the mother wavelet used. The mother wavelet used is 'db 15' with five-level decomposition. Figure 5 demonstrates typical decomposed coefficients of an AE signal. Figure 5 shows the original Acoustic PD signal x (n), the third detail d3, the fourth detail d4, the fifth detail d5, and the fifth approximation a5 respectively. The extracted features from the wavelet decomposed coefficients are based on the calculated sub-band entropy, which is "a statistical measure of the energy dispersion among different spectral bands" [18] . The sub-band entropy used is log-energy described by the following formula:
where s i is a decomposed coefficient.
PRINCIPLE COMPONENT ANALYSIS (PCA)
PCA is a reduction technique that preserves data information in the reduced space with minimum loss. It does that by projecting the data on the direction of the largest variance in a lower dimension, which maximizes the scatter of all projected samples [20] . Therefore, PCA analysis can be a good feature extractor for classification only if the direction of the maximum variance carries distinguished class information. However, not all dimensions can carry such discriminant information. Figure 6 demonstrates how projecting two classes' data, green and red, into 2 principle components dimension can be separable and ideal for classification while applying PCA further caused the classes to be not separable. Figure 6 . Influence of PCA components number [20] .
Therefore, the choice of the new dimension order is critical to achieve high recognition rate.
PCA method works by processing all training samples regardless of the class [21] . Assume we have m training feature vectors or samples from different classes as {x 1 , x2,….,x m } T with each sample x i of size d. The first step of the method is to subtract the sample mean from the data as following:
where the sample mean is defined as following:
Moreover, a linear transformation matrix E of dk size is assumed to project the samples from d dimension to k dimension where k < d. The new reduced feature vectors of size k are defined as follow:
(5) The transformation matrix E is derived from the data scatter matrix that is defined as:
(6) The PCA as stated earlier maximize the scatter of all projected samples. Therefore, the transformation matrix E is:
where is the eigenvectors corresponding to the k largest eigenvalues of the scatter matrix. The testing samples should be shifted by the same sample mean of the training data before using the obtained transformation matrix E to project them into the new reduced diminution k.
CLASSIFICATION
Different classifiers were investigated in this study such as K-nearest neighbor (KNN), polynomial classifier, quadratic discriminant analysis (QDA) and support vector machine (SVM).
K-NEAREST NEIGHBOR CLASSIFIER
Although simple and easy to implement, K-Nearest Neighbor (KNN) is a classification algorithm that has been reported as one of the top 10 algorithms in data mining [22] . The KNN is a non-parametric technique that is convenient for practical real-world data which do not follow theoretical assumptions as being linearly separable or mixtures of Gaussian distributions. The implementation of KNN is based on comparing each test sample with the entire training data set, and then making a classification decision based on certain algorithmic parameters. An important parameter for the KNN algorithm is the choice of the comparison method, which is usually referred to as the distance measure. There are several types of these measures that can be used to calculate the similarity or distance between two points; nevertheless, it is always preferable to choose the distance type that can achieve the smallest distance that implies a larger likelihood of being the correct class. In this work, Euclidean, cityblock, cosine and distance correlation measures were used.
POLYNOMIAL CLASSIFIER
The polynomial classifier expands an incoming feature vector by adding all pairwise products of the individual elements. For example, a quadratic expansion for X containing 2-dimensional training feature vectors of different classes can be expressed as: (7) Hence the augmented features are defined as (8) Assuming each row of X corresponds to a different class, the target matrix can be defined as: (9) The weight matrix W is achieved by multiplying the Pseudo-inverse of X aug by the target matrix. Each incoming test feature vector Y has to undergo the same expansion of the training data. The class label of the test vector is then determined using the obtained weight matrix as follows: (10) 
QUADRATIC DISCRIMINANT ANALYSIS (QDA)
Quadratic discriminant analysis (QDA) is a typical classifier used in supervised learning problems [23] . The method is based on modeling the different classes as Gaussian distributions. The Gaussian distribution parameters can be estimated using maximum likelihood (ML) on the training data of the different classes. After that, the posterior distributions are used to estimate the class of any testing sample. A typical formula for the quadrature discriminant function can be described as:
where W, w t , and w i0 are derived from the Gaussian distributions parameters. As can be seen from the first term of Equation (11), the function is quadratic in terms of x. Therefore, the resulting decision boundaries are quadratic, such as ellipses and parabolloids.
SUPPORT VECTOR MACHINE (SVM)
SVM classifier, developed in 1995, aims to construct the best hyperplane that separates the data corresponding to two classes [11] . The best hyperplane constructed by SVM is the one with the biggest margin among the different classes. The margin represents the maximal width of the slab parallel to the hyperplane that does not contain any internal data points. The data points located on the boundary of the slab are referred to as support vectors. Figure 7 demonstrates the previous descriptions where "-" and "+" represent data points from two different classes [24] . The concept of SVM is mainly intended for two-class problems; however, it can be expanded to multiclass problems by reducing it to several binary problems. 
RESULTS AND DISCUSSION
Each recorded AE signal sample consists of 2500 raw points, which can be considered as a raw feature vector. In this work, different feature extraction techniques are applied directly on the AE signals including DFT, wavelet decomposition, and PCA. In addition, the different feature extraction techniques are used by polynomial, QDA, SVM, and KNN classifiers. PCA extracted features used by KNN showed high and stable recognition rates in all studied cases. The following results are based on the described methods.
3.1 PD TYPE CLASSIFICATION One objective of this work is to study the effect of practical AE measurement conditions when recognizing common PD types. In addition, the work aims at achieving high recognition rates in all cases by the proposed pattern recognition system.
The basic classification problem includes all the four PD classes measured at the same conditions as depicted in Table 3 .
The data are processed using different combinations of feature extraction techniques and classifiers. The recognition rates of the different combinations are summarized in Table 4 . As can be seen from Table 4 , PCA resulted in higher recognition rates with most classifiers. This implies that applying PCA produced separable representation suitable for classification. The dimension or the number of principle components used is tuned to achieve the highest recognition rate. Figure 8 depicts the tuning process where the best number of principle components to classify all the four PD types found to be 9. In addition, DFT followed by Euclidean KNN and wavelet decomposition followed by a QDA classifier showed good results, which indicates that the different PD types have different AE frequency patterns.
PRACTICAL MEASUREMENT CONDITIONS
The next subsections examine the impact of practical AE measurement conditions on the recognition rate. The simulated practical conditions as mentioned earlier are: a) Changing PD location b) Changing oil temperature c) Having a barrier in the line-of-sight between the PD source and the AE sensor.
PD TYPE RECOGNITION AT DIFFERENT PD LOCATIONS
In this study, the effect of training the recognition system from one location and testing it with another is addressed. Therefore, the systems are trained with data at PD location 'a' and tested at PD location 'b' keeping all other conditions fixed. The three types of PD are investigated here: sharp, surface and void PD's. The recognition rates of the different classification methods combined with this condition are summarized in Table 5 . As can be seen from Table 5 , the recognition rate dropped significantly when the system was tested with data from different location than the training. AE signals from PD location 'b' had to undergo a long propagation path that caused them to suffer either additive or subtractive interferences. For example, such interferences are obvious when comparing a void discharge at PD location 'a' as depicted in Figure 9 with another sample taken from PD location 'b' as shown in Figure 10 . To ensure that data of PD location 'b' is not the main reason for misclassification; the classifiers are trained and tested only from that location. Most combinations classify the PD types effectively as shown in Table 6 . Since different classifiers can effectively classify data trained and tested from the same location and poorly classify data trained from certain position and tested at another position, a comprehensive system is needed to train equally from both PD locations 'a' and 'b'. Table 7 indicates the improvement on the recognition rates when training and testing equally from both locations. Based on the presented results, it can be concluded that PD location has an impact on recognition rate. However, including training data from different PD locations can reduce the PD location effect.
PD TYPE RECOGNITION AT DIFFERENT OIL
TEMPERATURES AE waves in oil, as discussed earlier, have different propagation speeds at different oil temperatures, which have a direct relationship with the acoustic impedance (Z) of the oil.
The first step in the analysis of the temperature effect is to test the recognition system by testing and training it at the same oil temperature. Two types of PD's are investigated here: surface and void PD's. 215 samples are considered per PD type with about 60% used for training and 40% for testing. The following recognition rates are presented when:
1-Training and testing with data taken at 23 0 C as shown in Table 8 . 2-Training and testing with data taken at 70 0 C as shown in Table 9 . PCA combinations with the different classifiers effectively recognized the PD types when it is trained and tested at the same temperature. However, different data scatters can be noticed when comparing the first main three principle components of PCA for the data at 23 0 C depicted in Figure 11 and the components for the data at 70 0 C presented in Figure 12 . Therefore, it would be expected to have a drop in the recognition rate if the system is trained from one temperature and tested at the other. Table 10 confirms this expectation when training at 23 0 C and testing at 70 0 C. As previously discussed, minimizing the recognition error can be achieved by training using the data at the different temperatures. Table 11 presents enhancement on the recognition rates when training and testing equally at the different temperatures. 
PD TYPE RECOGNITION WITH BARRIER INCLUSION
The core of the transformer can act as a barrier between the AE waves emitted from a PD source and the AE sensor. Now, the effect of inserting a barrier between the PD source and the AE sensor is examined. Two types of PD's are investigated here: surface and void PD's that have data "with" and "without" a barrier. 270 samples are collected per PD type with about 60% used for training and 40% for testing. Table 12 presents the recognition rates when the barrier is inserted in the line-of-sight of the PD source. The results in Table 12 indicate high recognition rate, yet they are a bit lower when there is no barrier inserted as shown in Table 13 . This could be justified by the fact that adding the barrier increases the acoustic field complexity inside the tank with extra wave reflections and diffractions. Table 12 . Recognition rates with barrier inserted in the line-of-site of the PD source. 
CONCLUSION
The experimental results indicate the effectiveness of using PCA as a feature extractor in general with KNN as a classifier. In addition, the utilization of high frequency AE sensors, 100-450 kHz, proved to provide good detection for the different PD sources. Furthermore, the results show the effect of each simulated practical condition on the recognition rate as follows:
1-PD location has an impact on the recognition rates since PD at different locations includes different amounts of interferences. However, by including training data from different PD locations, the recognition error is minimized.
2-A great impact can be noticed on the recognition rates when training the data at one temperature and testing it from another temperature. In addition, AE waves in oil have different propagation speeds at different oil temperatures, which have a direct relationship with the oil acoustic impedance. Therefore, data taken at different temperatures must be considered in the training phase to achieve a high recognition rate.
3-An insertion of a barrier increases the acoustic field complexity inside the tank with extra wave reflections and diffractions, which causes misclassification when training with data at one condition and testing with data at the other condition. However, by training with data taken "with" and "without" a barrier, high recognition rates are achieved. So in conclusion, to achieve a high recognition rate the artificial intelligent system should be trained with the PD signals at different conditions.
