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Late blight, caused by the oomycete pathogen  Phytophthora infestans  (Mont.)de  Bary  remains  a  severe  threat  to  potato  production  in  temperate  regions  andnecessitates a high volume of fungicide inputs. A recent focus of research has beento improve the application of Integrated Pest Management (IPM) principles to thecontrol of late blight. Extensive monitoring programmes and warning systems arecurrently  delivered  via  online  platforms,  and  growers  also  have  access  toinformation on fungicide properties and the relative resistance of different cultivarsto  the  pathogen.  Growers  and agronomists  would  benefit  from additional  toolswhich aid the decision-making process and allow improved integration of availablecontrol strategies.
A strong example of this is the use of curative fungicides. Fungicides which canact  curatively  (within  the  incubation  period  of  pathogen  development)  are  anincreasingly  important  component  of  late  blight  control,  and  there  is  scope  toimprove their deployment. The aim of this study was to produce a simple decisionaid that can be used by growers and agronomists to inform their decision to use afungicide with curative properties following weather conditions associated with ahigh risk of infection. Guidance available before the development of this decisionaid was somewhat subjective, and did not take into account factors that may modifythe  efficacy  of  curative  fungicides  for  which  there  is  very  little  publishedinformation.
Several contemporary  P. infestans isolates were characterised in this study fortheir growth rates, both visually and sub-clinically using a qPCR assay. These datawere then used to test a range of potential pathogen growth models which havebeen used by previous authors to model temperature-dependent growth in otherbiological systems. Many of these models provided good descriptions, and the bestperforming was used to predict pathogen development with the decision aid.
xi
Characterisations  of  the  curative  effect  for  a  representative  curative  fungicide
(propamocarb-HCl  +  fluopicolide)  were  generated  for  selected  isolates  in  both
laboratory assays and under field conditions. Within the laboratory bioassay, more
frequent sampling (4 hour intervals) than is usually reported in experiments of this
nature was used to assess the nature of the curative effect over a time frame of up to
72  hours  post  inoculation.  Curative  control  declined  rapidly  with  increasing
pathogen development, with the relationship best described by a logistic function.
This function, and the parameters generated from the bioassays, were used within
the decision aid to predict the likely outcome of curative treatments.
xii
Lay summary
Potato crops in temperate climates such as the UK are at high risk from the lateblight pathogen  Phytophthora infestans.   Late blight of which  P.  infestans is thecausal  agent is  one of the most  destructive plant diseases known. It  can rapidlydestroy the foliage and stems of potato crops and is also capable of infecting potatotubers. The crops can be protected from this disease, but, in order to achieve this,they must be treated with fungicide many times (on average 12 in the UK) withinthe  same  season.   This  makes  potato  a  challenging  crop  for  the  application  ofIntegrated Pest Management (IPM). IPM is a set of principles and practices aimed atreducing the use of chemical control interventions to a level that is economically andenvironmentally justifiable by careful consideration of the available control optionsin conjunction with regular monitoring.
This project focuses on late blight fungicides which can act curatively; they canmove  into  plant  tissue  after  they  have  been  applied  and  prevent  very  earlyinfections  from developing.  This  is  not  the  chief  way that  they  are  used,  as  allfungicides are applied to prevent infection, but it is an important component of lateblight  control.  Currently,  there  is  sparse  information  on  the  ‘curative  controlwindow’,  i.e. the  period  of  time  over  which  curative  control  is  effective.  Theexperiments in this project set out to gather information about this window: howlong it lasts, and how different factors such as temperature or the variety of potatoaffect it.
A mix of experiments using controlled conditions in the laboratory, and fieldtrials, was used to gather data. The results of the laboratory experiments were usedto build two models:  one of how rapidly the pathogen grows depending on thetemperature; and a second which describes how the control provided by a curativefungicide declines with increasing time. As well as using classical plant pathology,methods such as  estimating the  size of  visible  disease symptoms,  the  moleculartechnique  quantitative  polymerase  chain  reaction  (qPCR)  was  used  to  estimate
xiii
pathogen growth before any visible symptoms had developed. This is the period(the incubation period) in which curative control  is  possible and which had notbeen explored in detail before this study.
The  project  has  generated useful  datasets  for  late  blight  development  in  theincubation period in greater detail than is typical and also includes descriptions ofhow the disease control given by a representative curative fungicide declines withtime  at  higher  resolution  than  was  previously  available.  The  experiments  alsodemonstrated that  the degree of disease resistance in the host plant could help toextend the curative window in some circumstances.
Finally,  a  decision  aid  to  help  growers  make  choices  around using  curativeproducts in their spray programmes is specified and then validated against datafrom  the  field.  The  decision  aid  is  designed  to  complement  existing  diseaseforecasting and monitoring programmes which are used for potato late blight IPM,and  suggestions  are  made  on  how  the  aid  could  be  further  improved  andimplemented.
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Chapter 1 General introduction, background and literature review
1.1 IntroductionSustainable  control  of  pests  and  diseases  which  damage  agricultural  cropspresents a number of challenges, and the use of a single method without regard tolocal conditions or the biology of the target organism (and its host) may lead todisappointing  results.  Several  studies  have  demonstrated  both  theoretically  andpractically  (Carolan  et al.,  2017;  Fernandez-Cornejo,  1998;  Tang  et al.,  2005) thatIntegrated Pest  Management (IPM) can lead to improvements in disease controlwhen compared to less subtle strategies – for example, an IPM strategy may involveonly treating a crop with a pesticide when a disease warning is issued or when theproblem organism’s population reaches a threshold amount. Treatments before thismay be wasteful in economic terms, and misused or excessive pesticide applicationshave  the  potential  to  cause  harm  to  human  health  and  non-target  organisms(Margni et al., 2002). Conventional pest and disease management is also beset withissues  arising  from  resistance  to  pesticides  in  target  organisms;  and  poorstewardship  of  the  available  control  options  only  increases  the  probability  ofresistance developing (Alyokhin et al., 2008). 
 The term IPM has its origins in entomological research (Stern et al., 1959), butmany of the tactics it  prescribes were present in the phytopathological  literaturebefore  references  to  IPM  became widespread  (Jacobsen,  1997).  IPM  has  severaldefinitions (Bajwa and Kogan, 1996), but it is generally taken to mean an approachthat uses a diverse range of control measures (cultural, biological, chemical, etc.) inconcert, with the ultimate aim of reducing the reliance on conventional pesticides,whilst maintaining economically sustainable levels of crop protection (Ehler, 2006).It should be noted that conventional crop protection products such as fungicides arean integral part of IPM, but a well formulated programme should contribute to theamelioration of some of their well-documented (Wilson and Tisdell, 2001) issues.
IPM  is  promoted  by  the  regulatory  authorities  of  several  nations  andintergovernmental bodies  (Brewer and Goodell, 2012), for example, the European
1
Union mandates in Council  Directive 2009/128/EC  (2009) that its member statesdevelop  action  plans  which  promote  the  use  of  IPM.  The  Sustainable  Use  ofPesticides directive sets out general principles of IPM which should be adopted,including the use of non-chemical methods where appropriate, the monitoring ofharmful organisms, and the reduction of pesticide applications to levels that areeconomically and environmentally justified. The formulation and implementation ofIPM  programmes  can  be  challenging and uptake  has  been,  at  best,  variable,  asgrowers can view novel strategies with scepticism (Lefebvre  et al., 2015); many ofthese difficulties are exemplified by the late blight-potato pathosystem.  Late blightis caused by the oomycete phytopathogen Phytophthora infestans (Mont.) de Barywhich  is  infamous  for  its  capacity  to  cause  explosive  and  severely  damagingepidemics over short time frames (Kromann et al., 2014). P. infestans was one of thefirst  plant  pathogens  formally  studied  and  explicitly  targeted  with  biocidalcompounds  on  an  industrial  scale  (Johnson,  1935),  but  control  remains  both  achallenge  and a  significant  economic  investment  (Cooke  and  Andersson,  2013),particularly  in  areas  with extensive  potato  production.  Recent  reviews rank lateblight as amongst the most important potato diseases extant in the United Kingdom,with losses (excluding costs of control measures) per annum in the region of £55 M(Twinin et al., 2009).
1.2 Pathogen biology and infection cycleP. infestans belongs to the class Oomycota, whose members have a superficiallysimilar filamentous appearance and analogous life history (heterotrophic nutrition,wind-dispersed  spores,  possession  of  an  asexual  reproductive  pathway,  etc.)  tomany true  fungi.  Indeed,  they  are  often referred to  as  fungi  for  pragmatic  andhistorical reasons (Barr, 1992). However, the oomycetes have a distinct evolutionaryhistory  from the  true  fungi,  which  is  evident  from molecular  evidence  and thepresence  of  several  distinguishing  cytological  characteristics  such  as:  cell  wallslacking significant quantities of chitin  and which are instead composed primarily ofβ-glucans and cellulose  (Mélida  et al., 2013); motile biflagellate asexual zoospores(Beakes  et  al.,  2011);  and  a  typically  diploid  vegetative  state  (Judelson,  1997).
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Modern taxonomies place oomycetes with the Stramenopiles, a group which alsoconsists of diatoms (Bacillariophyceae) and brown algae (Phaeophyceae) (Baldauf,2008).
Oomycetes occupy a range of ecological niches (Marano et al., 2016) and severalare important plant pathogens.  They span the full range of pathogenic strategieswith some species such as Phytophthora cinnamomi acting mainly necrotrophically(Delgado et al., 2012, but see Crone et al., 2013 for a discussion of the evidence forhemibiotrophy under some circumstances) through to obligate biotrophs such asBremia lactucae the causal agent of downy mildew of lettuce (Judelson et al., 1990).P. infestans is classified as a hemibiotroph as it displays phased behaviour wherebythe  initial  interaction  with  the  host  is  asymptomatic  biotrophy,  followed  by  atransition  to  necrotrophy.  This  secondary  necrotrophic  phase  is  particularlydamaging, and is often lethal to the host plant  (Mingora et al., 2014). While somephytopathogenic  oomycetes  have  a  wide  host  range,  such  as  Phytophthoraramorum, with over a  hundred host  species  observed to date  (Grünwald  et  al.,2008),  P. infestans  is limited to a small number of Solanaceous plants, although ithas  been  recently  demonstrated  that  co-infection  of  Arabidopsis  thaliana in  thepresence of the oomycete Albugo laibachii is also possible (Belhaj et al., 2017). 
In common with several oomycetes,  P. infestans is capable of both sexual andasexual reproductive cycles and produces both sexual and asexual spores (Judelsonand  Blanco,  2005).  In  potato  production  systems  within  the  United  Kingdom,primary  infection  is  typically  via  wind-borne,  asexually  produced  sporangia(Warren and Colhoun, 1975). Sporangia are multinucleate (Maltese et al., 1995) andhave two potential germination pathways – either directly via the formation of agerm tube,  or  indirectly  through the  release  of  a  variable  number  of  zoospores(generally  six,  (Marks,  1965)).  Zoospores  are  motile  and  possess  twomorphologically distinct flagella: an anterior flagellum adorned with mastigonemes,and a posterior flagella which is unadorned, typical of Stramenopiles  (Riisberg etal.,  2009).  There  is  a  well-established  relationship  between  temperature  and
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germination pathway: lower temperature (< 14 °C) favouring indirect germination,which  is  the  release  of  zoospores  (Bain  and Convery,  2011).  Zoospores  displaychemotaxis to host exudates such as glutamic acid (Latijnhouwers et al., 2004), andthose which locate host tissue then encyst; forming a cell wall which they initiallylack,  produce  a  germ tube and subsequently  an appresorium,  which is  used tobreach  the  host  epidermis  (Grenville-Briggs  et  al.,  2005).  In  both  cases,  sporesrequire  free  water  in  order for  infection  to  take  place,  making high humidity  acritical  risk factor  for  infection  (Hartill  et  al.,  1990).  Several  potato  host  tissues,including foliage, stems, and tubers, are viable sites for the pathogen to gain entry(Hirst and Stedman, 1960), and the existence of the indirect germination pathwayallows infection to occur at some distance from loci where sporangia settle (Appiahet  al.,  2005) and is  of  epidemiological  significance,  as  the presence of  zoosporeswithin soil has the potential to translate to tuber infection (Zan, 1962).
Amongst the most remarkable of P. infestans characteristics is the rapidity of itsasexual life cycle; infection can take place in a matter of hours (Kandel, 2014) and,once  within  the  apoplast,  hyphae  proliferate  and  ramify.  During  the  initialbiotrophic phase (which is asymptomatic), finger-like haustoria are formed withinhost cells and are thought to play a role in the delivery of effectors  (Birch  et al.,2006) and/or the extraction of nutrients (Judelson et al., 2009). There is considerableinterest  in  the  mechanisms  by  which  these  effectors  establish  a  compatibleinteraction,  which,  as  yet,  is  poorly  characterised,  but  effectors  are  thought  tosuppress or circumvent the standard plant immune response to the perception of athreat  (the  so  called  PAMP  (pathogen  associated  molecular  pattern)  triggeredimmunity). As the infection front progresses through the ground tissue, the regionof  initial  colonization  becomes  necrotic;  this  development is  responsible  for  theappearance of visible lesions. This shift is associated with a change in the pattern ofgene expression in both the pathogen (Zuluaga et al., 2016a) and the host (Zuluagaet al., 2016b); it has been hypothesised that this may correspond to a transition fromearly suppression and evasion of plant defences to a focus on nutrient acquisition(Ah-Fong et al., 2017).
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At  the  interface  between  necrotic  and  living  tissue,  asexual  sporangia  areproduced on specialized hyphal structures termed sporangiophores. Under optimalconditions,  this  asexual  life  cycle  proceeds  very  rapidly  and  the  production  ofsporangia (sporulation) can occur  as little as 4 or 5 days following infection. Thefecundity of P. infestans is also notable; estimates of sporulation capacity range from50 to 500 sporangia per mm2 of infected tissue (Knapova and Gisi, 2002). There is,however, considerable variation in these life history traits between (and potentiallywithin)  P.  infestans  populations  (Mariette  et  al.,  2016),  and  they  are  stronglyinfluenced by the genetic background of the host  (Clément  et al., 2010) as well asthe climatic conditions during the life cycle (Mizubuti and Fry, 1998).
Although the asexual reproductive pathway is the most important driver of theexplosive epidemics caused by P. infestans in the field, the pathogen also possessesthe capacity to reproduce sexually.  Two mating variants  exist (i.e.  the species isheterothallic), designated A1 and A2. These mating types appear to be under thecontrol of a single locus, and each mating type induces the formation of gametangiain its counterpart through the mating type specific phytol-derived hormones α1 andα2 (Ojika et al., 2011). If both complementary mating forms are present within thesame infected tissue  (or  artificial  culture  media),  recombinant  structures  termedoospores may then be formed via the fusion of oogonia and antheridia (Frinking etal., 1987). The potential for oospore production within a geographical region is acause for concern, not only due to the generation of genetic diversity (and thus thepossible emergence of a more virulent, aggressive or fungicide insensitive strain),but  also  because  oospores  are  well  adapted  as  resting  structures,  capable  ofsurviving for extended durations under challenging conditions and in the absenceof the host. Oospores may remain viable for 34 to 48 months, contingent on soil typeand environmental conditions (Turkensteen et al., 2000).
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1.3 Population structureThe  first  characterisations  of  P.  infestans isolates  were  based  on  phenotypictraits, in particular their compatibility with a set of known R genes introgressed intothe potato host from Solanum demissum to produce an international standard set ofdifferentials for the designation of ‘races’ of  P. infestans (Malcolmson and Black,1966). Mating type (Tantius et al., 1986) and sensitivity to phenylamide fungicides(Dowley  et al., 2002) are also in widespread use as identifiers. Such classificationschemes are very informative; for example, the presence of both mating types insufficiently  close  proximity  may  highlight  the  potential  for  oospore  formation,however there are also a number of weaknesses: procedures for phenotyping areusually  time-consuming,  cannot  unambiguously  distinguish  between  differentlineages  (Cooke  and  Lees,  2004) and  can  be  inconsistent  between  differentlaboratories (Fry et al., 1992).
Advances in molecular marker technology and high throughput analysis havefacilitated detailed studies of the population dynamics of  P. infestans (Fry  et al.,2008),  such studies are important not only from a theoretical standpoint, but alsobecause  improved  understanding  in  this  area  opens  the  possibility  of  tailoringcontrol strategies to dominant local genotypes; for example,  avoiding a particularactive ingredient if a resistant lineage is present in  local outbreaks. Any approachwill  be  limited  by  the  intensity  and  geographic  spread  of  sampling,  and  allinferences must be made with these limitations in mind.
Many of the issues associated with classification through phenotypic traits areovercome  via  the  use  of  genetic  markers.  Historically  population  studies  haveutilized several  methods:  isozyme  assays based on glucose phosphate  isomeraseand peptidase (Tooley et al., 1985); genetic fingerprinting using restriction fragmentlength polymorphism (RFLP) analysis based on probe RG57 (Goodwin et al., 1992);and  mitochondrial  DNA  (mtDNA)  haplotype  (Griffith  and  Shaw,  1998).  Morerecently, several research groups have generated multilocus genotype designationsusing  simple  sequence  repeat (SSR = microsatellite) markers  (Knapova and Gisi,
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2002; Lees  et al., 2006; Li  et al., 2010), and some of the most informative of thesehave  been  combined  within  a  12-plex  multilocus  assay  (Li  et  al.,  2013a).  SSRcharacterization has a number of advantages, including the ability to track within-lineage variation and to distinguish between clones and recombinants  (Lees  et al.,2006). There has been extensive international collaboration using SSR assays (Cookeet al.,  2011a), and there are now several published national and regional studies(Akino et al., 2013; Brurberg et al., 2011; Chmielarz  et al., 2014; Chowdappa et al.,2013; Cooke et al., 2014b; Danies et al., 2013; Deahl et al., 2009; Delgado et al., 2013;Lebecka et al., 2007; Li et al., 2012b, 2013a; Lucca and Huarte, 2011; Mariette et al.,2015; Njoroge et al., 2016; Peters et al., 2014; Pule et al., 2013; Runno-Paurson et al.,2013; Savazzini and Galletti, 2015; Statsyuk et al., 2014; Utami and Ambarwati, 2017)or on-going monitoring projects  (César  et al., 2017) which make use of them. Analternative approach is to make use of the  single  nucleotide  polymorphism (SNP)class of molecular markers, which have greater discriminatory power due to theirabundance and lower mutation rates (Brumfield et al., 2003). These have been usedto  examine  within-lineage  variation  in  North  American  isolates  (Hansen  et  al.,2016), but are not as well suited to detect new variant alleles as SSR assays (Hansenet al., 2016).
Away from the pathogen’s centre of origin in central Mexico (Goss et al., 2014),P.  infestans populations are typified by ephemeral outbreaks,  regular migrationsand  displacements  of  lineages  (Fry  et  al.,  1992;  Goodwin  et  al.,  1998).  Thewidespread global cultivation of potatoes preceded migration of the pathogen.  P.infestans arrived in Europe circa 1843  (Andrivon, 1996), probably via a shipmentthat contained infected seed tubers  (Lamb and Bourke, 1993). Analysis of mtDNAfrom herbarium specimens indicates that a single clonal lineage (designated HERB-1) was responsible for the subsequent infamous epidemic of 1845  (Yoshida  et al.,2013).  At  some  point  in  the  1900s,  this  lineage  was  displaced  by  a  genotypedesignated US-1, which was of mating type A1 (Forbes et al., 1998).  US-1 was thenglobally dominant for much of the twentieth century (Goodwin et al., 1998). Fromthe  1980s,  isolates  displaying  A2 mating  type  behaviour  were  found in  Europe
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(Hohl  and  Iselin,  1984;  Tantius  et  al.,  1986) and  beyond  (Singh  et  al.,  1994),probably due to  the importation of infected material from Mexico (Niederhauser,1991). The diversity of isolates obtained from the field has expanded since theseevents  (Sujkowski  et  al.,  1994),  and  it  is  clear  that  in  many  regions  sexualreproduction and the generation of oospores occur in the field. In Great Britain, amore recent population change occurred from the mid-2000s. Two genotypes nowaccount  for  a  large  proportion  of  samples  submitted to  the  national  monitoringscheme by registered scouts.  The clonal  lineages 13_A2  (Cooke  et  al.,  2012) and6_A1 (Kildea  et al., 2012) are currently the most commonly encountered lineages.These newer lineages are certainly more invasive and, in the case of 13_A2, showgreater virulence (i.e. 13_A2 is compatible with a larger number of  R genes) thanolder genotypes, but there is equivocal evidence on their aggressiveness comparedwith the populations they displaced (Mariette et al., 2015).
In  countries  such  as  Great  Britain  where  clonal  lineages  are  the  norm,  theirdistribution is often uneven, and which lineages are dominant shifts periodically(Fry et al., 2015). The dynamics by which these displacements take place are not yetwell  understood.  With  the  exception  of  fungicide  insensitive  strains  (Shattock,2002), it is not clear which fitness components are the most important. Each season alarge  area  of  highly  susceptible  host  tissue  becomes  available  for  colonization(Cooke  et  al.,  2011b),  and,  because  of  the  short  latent  period  of  P.  infestans,numerous infection cycles can be completed within an outbreak  (Suassuna  et al.,2004).  This  is  followed  by  an  overwintering  period  in  which   the  pathogen  isobliged to survive on tuber tissue in suboptimal conditions (Kirk, 2003a). These twodistinct phases apply selective pressures for different traits, and create the potentialfor trade-offs  (Montarry  et al., 2007). The bottlenecking overwinter also increasesthe importance of stochastic factors, and it seems likely that founder effects have alarge influence on each season’s population (Drenth et al., 1994).
It was initially proposed that aggressiveness, the extent of disease within a givenhost-pathogen interaction (Andrivon, 1993), explained much of the displacement by
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successive clonal lineages, with strains that were most aggressive when interactingwith common host cultivars being the most competitive (Day and Shattock, 1997),but  this  has  recently  been  challenged  with  evidence  suggesting  that  dominantlineages are not always the most aggressive  (Mariette  et al., 2015). Exceptionally,aggressive lineages may also be maladapted to overwintering, rapidly destroyingthe tubers required for their survival  (Andrivon  et al., 2013). Aggressiveness is acomplex  trait,  which  is  contingent  on  the  interaction  of  host,  pathogen  andenvironment (Pariaud et al., 2009).  This makes comparisons across studies difficult;relatively subtle phenotypic differences may confer a comparative advantage, andthis may be influenced by climate or host traits  (Yang  et al.,  2016). For examplethere is evidence that some isolates may be temperature-adapted  (Mariette  et al.,2016) and so it is likely that aggressiveness plays a variable role in the fitness of alineage, dependent on these other factors.
P.  infestans  shows  remarkable  variability  for  a  species  that  reproducespredominantly via an asexual pathway, particularly in its ability to defeat novel Rgenes  (Fry, 2008)(see also Section 1.5, page 15), and some authors have reportedwithin lineage phenotypic variation for aggressiveness associated traits  (Goodwinet al., 1995), sometimes comparable to the  between-lineage differences  (Chapman,2012). It has recently been demonstrated than  P. infestans isolates with the samegenotype classification can differ  markedly in gene expression,  which translatedinto virulence on an otherwise resistant host (Pais et al., 2017). This is a key set ofobservations that potentially undermines efforts to reliably predict phenotype fromgenotype. The dynamic nature of the P. infestans population, as well as the wealthof information generated through surveillance and SSR genotyping, has spurred theongoing ‘IPMBlight2.0’ project, which seeks to establish the strength of genotype-phenotype links and to explore the possibility of incorporating data on populationstructure  within  decision  support  systems  (Andrivon  et  al.,  2017).  Anotherimportant goal  of  this  project  is  to update the  R gene differential  set  to includenewly introduced resistance sources.
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1.4 Epidemiology and risk predictionThe characteristics of late blight outbreaks vary between potato-growing regionsdue to differences in climate (Hijmans et al., 2000), agronomic practices (Brylińskaet al., 2016; Forbes, 2004), and the specific traits of the local P. infestans populations(Mariette  et  al.,  2016) and  S.  tuberosum cultivars  (Cooke  et  al.,  2011).  In  GreatBritain,  clonal  lineages  dominate  (Cooke  et  al.,  2014) within  the  population.Recombinants, while encountered in some regions  (Cooke et al., 2014b), have hadlimited impact to date.  As a consequence of  this,  primary inoculum is generallycarried over from the previous season on host tissue in the form of non-harvestedtubers  (Pittis and Shattock, 1994), inadequately managed discard piles  (Twinin  etal., 2009), or contaminated seed stocks  (Boyd, 1974). An important feature of lateblight epidemics is the polycyclic nature of the disease;  multiple infection cyclesoccur within a single field within a season (Young et al., 2018) and it is this, coupledwith the rapidity and fecundity of  P.  infestans, which produces the potential foruncontrolled epidemics to completely defoliate a crop (Möller et al., 2006).
It  has  long  been  recognized  that  environmental  conditions  are  critical  forsuccessful  infection  and  development  of  P.  infestans  (Beaumont,  1947),  withtemperature (Danies et al., 2013; Mizubuti and Fry, 1998), leaf wetness (Hartill et al.,1990), relative humidity (Minogue et al., 1981) and solar radiation (Mizubuti et al.,2000) being  the  most  important  factors.  There  is  a  rich  literature  relating  toepidemiological modelling (Oijen, 1995) and risk warnings (Taylor et al., 2003) forlate blight,  dating back almost a century. The definition of risk used within thisstudy is discussed at the end of this section, page 13. Early studies in Great Britainsought  to  establish  correlations  between  meteorological  events  and  late  blightoutbreaks.  These were followed by a chain of  studies where modifications weremade  to  the  ‘blight  criteria’  to  improve  performance  (Table  1.1,  page  11).  It  isimportant to emphasise that any biological interpretations of these risk criteria arepost hoc, but are nonetheless helpful. Beaumont (1947) implies that the Beaumontcriteria (which were themselves a modification of a set of criteria developed in theNetherlands, the “Dutch Rules”) applied to an outbreak arising from infected seed
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within a crop and this encompassed the following sequence of events: (i) sufficienttissue  colonization  at  primary  infection  foci,  (ii)  sporulation,  (iii)  dispersal  ofsporangia to secondary infection sites, and (iv) secondary infection. Smith  (1956)further modified these criteria by increasing the relative humidity threshold to 90 %.
Table 1.1 Risk criteria for  outbreaks of late  blight  in  potato crops,  which have (or  havehistorically had) widespread use in the United Kingdom.Criteria Temperature HumidityThreshold(°C) Duration(hrs) Threshold(RH) Duration(hrs)Beaumont(Beaumont, 1947) ≥ 10 48 ≥ 75 % 48Smith(Smith, 1956) ≥ 10 48 ≥ 90 % 11 in each 24 hour periodHutton(Dancey et al., 2017) ≥10 48 ≥ 90 % 6 in each 24 hour period
 Researchers often produced risk criteria that  were specific  to their region ofinterest  (Hansen, 1997) or modified criteria that had been developed elsewhere tobetter fit the local climate and potato production systems. An alternative approachoften used is to construct models from empirically-determined pathogen traits andsurvival  thresholds  (Dowley  et  al.,  2001),  which can then be  used to  determineprobable pathogen risk for a given set of meteorological conditions.
There is a large spread in the complexity of these criteria, ranging from the useof a single predictor variable such as the accumulated exposure of spores to solarradiation  (Skelsey  et  al.,  2018) through  to  more  complex  schemes  that  canencompass multiple weather parameters,  as well as end-user actions such as thelevel of irrigation (Bouma and Hansen, 1999) or resistance of the host crop (Small etal., 2015). Several models are available publicly as decision support systems (DSSs),which can be   used by growers  and agronomists  to  aid  their  late  blight  sprayprogrammes.  Within  Great  Britain,  blight  forecasting  has  been  based  on  SmithPeriods (Smith, 1956) determined for Meteorological Office monitoring. These have
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recently  been  updated  to  the  Hutton  Criteria  (Dancey  et  al.,  2017),  and,  inconjunction with a national network of disease monitoring and outbreak warnings,are an invaluable disease management tool.
Potato  late  blight  has  historical  importance  both  socially  and  scientifically.Uncontrolled late blight outbreaks are dramatic examples of botanical  epidemics(Dyer et al., 1993) and late blight is one of the few plant disease which the generalpublic have some awareness of (Kamoun et al., 2015). Discussion of late blight oftencentres around risk, though the term is not always well defined. An appreciation ofhow risk is  perceived,  evaluated and understood is  an important  consideration;particularly when discussions between representatives of different backgrounds ordisciplines take place  (McRoberts  et al., 2011). One can easily imagine the mutualmisunderstanding that could be caused if  interlocutors use related, but different,meanings for risk. Informally, the word “risk” often carries connotations of bothharm  and  uncertainty:  something  bad  could  happen  (Bostrom,  1997).   Astraightforward analytical interpretation is to consider risk to be the probability of aharmful  outcome  (Burt,  2001;  Preisler  et  al.,  2004),  but  definitions  of  risk  alsofrequently encompass the magnitude of the harmful event (i.e. the greater the harm,the greater the risk) (Kasperson et al., 1988).
Under some formulations, risk is the product of an event’s probability and itsimpact  (Boholm,  2003);  the  impact  component  could  be  measured  in  terms  ofeconomic  consequences  (Davidson  et  al.,  2015),  mortality  or  morbidity  (Silver,2012), or some other ‘cost’ (Pollard et al., 2004), depending on the field of interest.However, psychological factors are also an important consideration when definingrisk,  and  some  argue  that  risk  is  a  concept  inextricably  linked  to  cultural andsubjective perception, which are difficult (or impossible) to measure  (Slovic  et al.,1980).  For  example,  events  are  sometimes  considered  to  carry  risk  if  they  arethought to have a highly variable outcome (Nauta, 2000). Perception of a risk maydiffer from the actual risk, both in terms of the likelihood of the negative event andof its impact. There may be tension between the two views of risk: risk defined as a
12
metric  arrived  at  through  analysis  and  risk  as  a  feeling  shaped  by  experience,intuition and culture  (Dake, 1992). Concretely, a decision-maker may perceive theprobability  of  a  harmful  event  as  being  more  (or  less)  likely  than  if  it  weremeasured objectively.  This subjective perception of probability is called credence(Mellor,  2000).  Credence often acts as  a chief  driver of behaviour,  even in caseswhere  the  decision-maker  has  access  to  more  objective  estimates  of  an  event’sprobability (Gold, 1989). 
A  further  psychological  factor  connected  to  risk  perception  is  fear.  This  issometimes described by risk analysts as dread  (Gregory and Mendelsohn, 1993).The anxiety produced by a risk is a very important factor in decision making, as itmay  push  decision-makers  to  be  more  cautions  than  is  warranted  by  a  formalappraisal (Jagiello and Hills, 2018). Potato late blight carries high dread for severalreasons: it was the proximate cause of a multi-year mass starvation event (Donnelly,2007),  and has  thus  accrued cultural  significance  (Fry  and Goodwin,  1997);  thedisease can cause damage both in field and in store  (Bjor and Mulelid,  1991); ifuncontrolled it could potentially lead to complete crop failure; and the causal agenthas remarkable fecundity (Fry and Smart, 1999). Late blight is a risk that is seen asvery likely, very destructive and highly fear inducing (Turner, 2005).
Within this study, the straightforward definition of risk as the probability of anegative outcome will be used. This does not imply that the impact dimension ofrisk is unimportant, nor that psychological and cultural aspects of risk perceptionare irrelevant. Rather, that for this particular case they are not of primary concern;the impact of late blight is almost always assumed to be very severe (De Buck et al.,2001), and so including an impact dimension to the definition of risk would not, inthis  instance,  be  very  productive.  Nor  would  it  be  useful  to  account  for  theperceptions of variability or of fear, as P. infestans inoculum is generally thought ofas being ubiquitous (Skelsey et al., 2017), and its potential arrival in a crop almostalways inspires dread (Wustman, 2007).
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The risk warnings discussed above (page 11) specify conditions under which theprobability of infection is high (Singh et al., 2013).  This study focuses on curativefungicide  treatments,  which  are,  by  definition,  applied  after  infection  has  takenplace.  A more complete discussion of curative activity in relation to late blight isgiven in Section 1.7, page 24. Therefore, the specific ‘risk’ under consideration is notthe risk that infections will occur, but the risk that infections will occur  and  willprogress to produce visible  lesions that  will  then (theoretically) produce furthersporangia. Our scope is confined to early stages of an epidemic1, either the initialloci of infection or secondary infections very early within an epidemic’s progression.This is when fungicides with curative activity (Section 1.7, page 24) are thought tobe most important in limiting pathogen spread, and it follows that another, perhapsmore  helpful,  view  of  the  definition  of  risk  used  here  is  that  it  represents  theprobability that curative control fails.
This  time  frame  for  this  early  or  potential  outbreak  is  difficult  to  specifyprecisely,  because  weather  and variety  will  impact  on the  progression of  a  lateblight epidemic within an affected crop (Andrivon et al., 2003), but up to 14 dayscan be used as a very crude guide. Curative activity is not typically used to slow theprogress of established epidemics but rather to attempt containment (even partial)where infection is suspected but has not developed to a stage where lesions arevisible (Stein and Kirk, 2002). In practice, growers will often destroy the foliage ofblighted crops  (Miller  et  al.,  2006),  either  across the whole field or immediatelysurrounding an affected patch. At this point,  recommendations on fungicide useand choice shift focus to protecting tubers within the soil from infection (Evenhuiset al., 2016). 
1. Note, epidemic in the wide sense of a change in disease incidence (number of plants of
plant parts infected) and severity (plant area affected by disease), not necessarily only an
increase (Madden et al., 2007). 
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1.5 Host resistanceThat variation in susceptibility to pathogens exists within and between plantspecies  has  long  been  appreciated,  studied  and  deployed  as  a  control  strategy(albeit  with  varying  degrees  of  success).  The  term  resistance  is  used  in  a  fewdifferent contexts within the literature, and potential ambiguities exist as resistanceis also used to describe individuals that do not respond to the expected degree tochemical  control  measures  (in  order  to  distinguish  clearly  between the  two theterms,  host resistance and  fungicide resistance will be used).  Host resistance, ingeneral, refers to a reduction in severity, or an absence of a disease phenotype, andit  is  instructive  to  consider  plant  resistance  to  pest  and  pathogen  species  as  ahierarchy of the various different phenomena that the term is often used to describe(Niks  et  al.,  2015).  It  should  be  noted  from  the  outset,  however,  that  there  issignificant overlap in the plant immunity mechanisms underpinning these differentcategories of resistance (Gill et al., 2015; Poland et al., 2009).
The first  useful  distinction to  make is  between host  and non-host  resistance.Non-host resistance refers to the inability, notwithstanding exceptional or contrivedconditions (see Belhaj  et  al.  (2017)),  of  a  given pathogen species  to establish aninteraction between it and the non-host species. Such resistance is often conferredwhen  PAMP  triggered  immunity (PTI) systems  (Zipfel,  2009),  effector  triggeredimmunity (ETI) systems (Nishimura and Dangl, 2010), preformed (Osbourn, 1996)or  induced defences (such as callose deposition (Luna et al., 2011) are sufficient tofrustrate infection attempts by the pathogen. Non-host resistance does not concernus further here, but it is worth noting that, over evolutionary time scales, a pathogenmay adapt to overcome non-host resistance, or a host may move to non-host statusif  a  pathogen’s  effector  repertoire  or  other  pathogenicity  factors  lag  behind  theplant’s ability to suppress them  (Schulze-Lefert and Panstruga, 2011). In contrast,host resistance refers to resistance displayed by individuals, cultivars or accessionsof a species for which a typical disease phenotype is usually observed. Classically,host  resistance  has  been  further  subdivided  into  two  forms:  quantitative  andqualitative resistance,  with a number of synonyms for both.  Qualitative has also
15
been termed  vertical  (Parlevliet and Zadoks, 1977), complete (Ballini  et al., 2008),major  gene  (Song  et  al.,  1995) and  R gene  (Ballvora  et  al.,  2002) resistance.Quantitative  has  been  referred  to  also  as  horizontal  (Nelson,  1978),  partial(Hodgson,  1961),  minor gene  (Mundt,  2014),  field  (Kaniewski  et  al.,  1990),  andbasal (Niks and Marcel, 2009). This dichotomy is probably too simplistic, and it islikely that a continuum exists between the two forms of resistance, and that theyshare at least some molecular mechanisms (see page 18). Qualitative resistance isused to describe the observation that some pathogen-host  genotype combinationsare  incompatible  (i.e.  disease  symptoms  are  not  or  very  rarely  seen,  even  inconditions  when they  would  be  anticipated  (Poland  et  al.,  2009)).  This  type  ofresistance is now understood as ETI, where the host carries specific  R genes thatenable recognition of pathogen effectors or their products, which in turn triggerscascades that in most cases result in a hypersensitive response (HR) in the host cellsand an arrest of pathogen development. In contrast, quantitative resistance refers toa situation where the resistance is only partial.
A  number  of  R genes  that  are  active  against  P.  infestans exist  within  thegermplasm of  Solanum species and work is ongoing to identify new candidates.Several  genes  have  been  mapped  and/or  cloned  and  a  number  have  also  beenintrogressed into cultivated potato varieties: initially the genes R1, R2, R3a, R3b, R4and R10 from Solanum demissum (Rodewald and Trognitz, 2013). This strategy hasnot  proved  durable,  as  these  R genes  were  rapidly  defeated.  For  example,  thecultivar  Pentland Dell  which carries  R1,  R2,  R3a and  R3b (Bozkurt  et  al.,  2012)became susceptible to late blight infection within only four years of its deployment(Stewart  et  al.,  2003).  A  single  R gene  presents  a  strong  selection  pressure  onpathogen  evolution  (Bergelson  et  al.,  2001),  and,  once  broken,  offers  limitedprotection in the field.  Strains of  P.  infestans virulent to  R genes  R5 – R11 werefound  in  the  field  in  Great  Britain,  although  these  genes  had,  at  the  time  ofsampling, yet to be utilized on a wide scale by breeders (Malcolmson, 1969). Manyof the P. infestans effectors which R genes recognize belong to a class referred to asRxLR (as they possess the motif:  arginine – variable – leucine – arginine). These
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effectors are believed to gain entry  to host cells through the use of a signal peptideregion, and from there dampen the host’s immune response (Whisson et al., 2016).These effectors are strongly expressed in the early stages of infection  (Judelson etal.,  2008),  which  has  led  to  the  proposition  that  they  are  associated  with  themaintenance  of  the  initial  biotrophic  phase  (Du  et  al.,  2015).  Interestingly,  themajority of RxLR genes within the P. infestans genome lie in dynamic regions richin mobile elements (Haas et al., 2009), which may be a possible explanation for thepathogen’s resistance breaking propensity.
The  second  form  of  host  resistance,  quantitative  resistance,  manifests  asindividuals which are susceptible to infection but which display reduced symptomsand slower disease development than is typical. Quantitative resistance is currentlynot well understood, but it is likely more complex than qualitative resistance (whichfundamentally  involves  a  single  pathogen-host  gene  pair  (Flor,  1971))  and  isgenerally  viewed  as  a  polygenetic  trait  (Solomon-Blackburn  et  al.,  2007).Quantitative  resistance  probably  represents  a  range  of  related  and  distinctmechanisms  that  slow  disease  progression,  and  clearly  it  only  makes  sense  ifdiscussed in relative terms; a susceptible cultivar could be described as resistantwhen it is contrasted with an exceptionally susceptible cultivar  (Niks  et al., 2015).Quantitative resistance is predicted as being more durable than fully functioning Rgene based resistance (although there is evidence that in some circumstances it canbe eroded, (see Andrivon et al., 2007)). For this reason, and because P. infestans isrecalcitrant  to  major-gene  based  resistance,  breeding  efforts  have  been  directedmore towards quantitative resistance over the past few decades.
It has long been appreciated that quantitative resistance (frequently referred toas ‘field resistance’ in the original studies) in  Solanum against  P. infestans has anumber  of  components.  Black  (1970) classified  these  as:  resistance  to  infection,resistance of tissue to hyphal colonization, delay in the initiation of sporulation, andreduction  in  the  number  of  sporangia  produced.  This  specification  roughlycorresponds to the aggressiveness components which are often assigned to isolates
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in laboratory based studies. Other authors have focused on functional distinctions,partitioning  field  resistance  into  morphological  features  on  the  one  hand  andbiochemical features on the other (Evers et al., 2003). There are also several studieswhich  explore  specific  mechanisms  of  resistance  in  detail.  For  example,Vleeshouwers  et  al.  (2000a) observed  delayed  HR (hypersensitive  response,  i.e.rapid cell death in the vicinity of infection, see Lam et al. (2001)) in ‘field resistant’and ‘weak  R gene’  (R10) carrying cultivars,  hyphae often escaped from necroticareas and went on to form a biotrophic association typical of early infection stages.There is also evidence that defeated  R  genes contribute to quantitative resistance,although there are equivocal reports on the size of these ‘residual’ effects (Ordoñezet al., 1998; Stewart et al., 2003). There is also evidence of linkage between major Rgenes and ‘minor’  resistance genes, making it  difficult to partition the respectivecontribution of each (Gebhardt and Valkonen, 2001).
There is evidence that the level of quantitative resistance varies amongst plantparts with plant age and can be influenced by a large number of additional factors,such as nutritional stress status of the crop (Thurston, 1971). Some of these effectsappear to apply to a species generally and are not cultivar specific, for example: S.tuberosum leaves  from  more  apical  nodes  are  more  resistant  to  P.  infestans,irrespective of the age of said leaves (Visker et al., 2003).
These interpretations of resistance are potentially confounded by the existence ofsusceptibility genes (S genes). These are host genes which the pathogen requires inorder to establish a compatible interaction, for example, for the recognition of hostcell wall characteristics or for critical points of interface with host metabolism (vanSchie  and  Takken,  2014).  The  effects  of  S genes  are  recessive  and  manifest  asreduced susceptibility to pathogen attack; they are also generally accompanied bysome loss of function within the host plant cell an effect which may or may not bedetrimental in itself). It can become a matter of semantics what is referred to as aresistance or a susceptibility gene (for example the gene mlo in barley, the discoveryof which pre-dates the widespread use of the term S gene  (Pavan  et al., 2010)).  S
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gene based resistance may be more durable than that based on R genes, but, becauseof  their  relative  novelty,  evidence  on  this  is  lacking.  Functionally,  S genes  areencompassed by the above definitions of qualitative and quantitative resistance (i.e.the presence and nature of the disease phenotype), and a recent knock-down studyof  putative  potato  S  genes  generated  five  cases  that  would  be  classified  asqualitative  and  one  case  of  reduced  susceptibility  that  would  be  classified  asquantitative  (Sun  et al., 2016). It is not known if some of the naturally occurringquantitative resistance found within potato cultivars is attributable to S genes.
1.6 Chemical controlThe ubiquity of and the severity of infections caused by P. infestans necessitateroutine chemical control. This is particularly the case in regions with prevailing cooltemperatures and high relative humidity (which are very conducive to infection)such as northern Europe. Potato growers have access to a range of fungicides for thecontrol of late blight, with  active  ingredients (a.i.s) representing several chemicalclasses,  modes of action, and with different physical properties.  This diversity isuseful  for  late  blight  management  programmes  as  products  can  be  selected  tocomplement  criteria  such  as  the  growth  stage  of  the  crop,  prevailing  weatherconditions, or local disease pressure  (Evenhuis  et al., 2009). Potato production intemperate regions requires a high input of crop protection products, chiefly due tothe pressure from late blight (Haverkort et al., 2008). There are also legal restrictionson fungicide  use,  e.g.  the  number  of  applications  and/or  the  total  amount  of  afungicide product which can be applied to a given crop (Schepers and Cooke, 2015).Such restrictions provide an additional need for a variety of products in order toconduct a compliant and effective management programme. The restrictions may bein  place  for  environmental  reasons  or  as  a  precautionary  measure  against  thedevelopment  of  fungicide  resistance.  The  United  Kingdom-based  FungicideResistance Action Group (FRAG-UK) publishes regular technical advice relating tofungicide resistance management  (Burnett, 2011), including recommendations usefor the various classes of fungicide which are available for late blight management.Access  to  multiple  different  modes  of  action  is  vital  for  fungicide  resistance
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stewardship.  Several  characteristics  of  P.  infestans’  life  cycle  and  currentmanagement practices2 lead to a moderate risk of fungicide resistance developing3(Qin  et al., 2016). These include a rapid life-cycle  (Montarry  et al., 2007), a largepopulation  size  when  outbreaks  occur  (Fry  et  al.,  1992),  and  a  high  selectionpressure exerted by the quantity of fungicide applied within a season (Doster andFry, 1991). Major resistance problems exist for the phenylamide class of fungicides:control  failures  were  reported in  the  1980s  (Gisi  and Cohen,  1996),  and severalcommon contemporary strains such as 13_A2 are resistant to fungicides of this class(Cooke  et al., 2012). More recently, genotypes insensitive to fluazinam have beenfound,  including a highly aggressive lineage designated 37_A2  (Andrivon  et al.,2017). FRAG guidance is specific to each mode of action, but generally single-sitea.i.s are recommended for use in mixtures, and in some cases there are restrictionson the number of treatments a crop can receive (FRAG-UK, 2018).
The  nature  of  the  a.i.s  used  to  control  late  blight  in  the  field  has  changedconsiderably over time as newer actives have supplanted older compounds whichhave  lost  regulatory  approval  due  to  more  stringent  health  and  environmentalsafety requirements (Williams, 2012). The first class of fungicides which were usedextensively  were  copper  based,  such  as  the  copper  sulphate/calcium  hydroxide‘Bordeaux’  mixture,  which  is  toxic  to  P.  infestans spores  (Leach,  1966).  Theseformulations had a number of drawbacks, including limited efficacy, phytotoxicity,and concerns over residue persistence (Edwards-Jones and Howells, 2001).
Routine treatment of potato crops with blight fungicides became common in themid-20th century,  initially  with organometallic  compounds such as fentin acetate(introduced  in  1954),  an  ATP  synthesis  inhibitor  (Fait  et  al.,  1994),  and  thedithocarbamates such as nabam and zineb introduced in 1942 (Schwinn and Staub,1995).  Several  of  these  compounds  are  no  longer  approved  for  use  in  many
2. These are a response to the pathogen’s life-cycle traits. Frequent fungicide treatments 
are necessitated by P. infestans’ high reproductive capacity.
3. Though, clearly, resistance risk depends on properties of both the a.i. and the pathogen 
in combination.
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countries due to human health and environmental concerns  (López-Fernández etal.,  2012),  but others such as mancozeb remain a core component of several lateblight  fungicide  preparations  (Gullino  et  al.,  2010).  From  the  1970s  onwards,innovations in organic chemistry led to the development of new compounds withlower  non-target  toxicity,  which were  active  at  much lower  concentrations  thantheir predecessors  (Russell, 2005). Several of these compounds had the additionalbenefit of mobility within plant tissues which opened up the possibility of curativecontrol.
Currently, there is a well-developed market for late blight fungicides within theUK. Several a.i.s are available in a number of formulations. Commercial productsfrequently  consist  of  two  partnered  a.i.s  as  a  fungicide  resistance  managementstrategy (Burnett, 2011). Several different biochemical  modes of action (MOA, thisrefers to the primary mechanism4, if known, through which the a.i. exerts biocidaleffects  upon  the  target  organism)  are  represented  by  the  available  compounds,which is fortunate from the perspective of fungicide resistance management. Thereis  also  significant  diversity  in  physical  properties  and mobility  in planta  of  theavailable  compounds,  and  a  thorough  understanding  of  these  features  can  addefficacy and flexibility to a late blight management programme. It is possible for anagronomist or grower to match an appropriate fungicide to the developmental stageof  the  crop,  to  the  pressure  exerted  by  the  pathogen,  and  to  local  weatherconditions.  For  example,  if  tuber  blight  is  thought  to  be  a  significant  risk (in  asusceptible  variety,  late  in  the  season)  a  product  containing,  for  example,fluopicolide,  which reduces zoospore motility and encystment,  could be selected(Tafforeau et al., 2006).
Late blight fungicides (and indeed, chemical species used for plant protection ingeneral)  can  be  classified  in  several  ways  using  various  criteria,  such  as  their
4. If several mechanisms are important, the a.i. is described as multi-site. These 
compounds have particular utility in the management of fungicide resistance as they 
have an inherent ‘low resistance risk’, see: 
http://www.frac.info/docs/default-source/publications/frac-recommendations-for-
multisites/frac-statement-on-multisite-fungicides-2018.pdf (accessed: May, 2019).
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chemical structure or properties. Different classification schemes are appropriate indifferent situations. For example, because of the possibility of pathogens developingresistance to a.i.s, the Fungicide Resistance Action Committee (FRAC)5 maintains alist of commercial fungicides distinguished by their MOA. A summary of these asrelated to curative late blight fungicides can be found in Table 1.2 (page 29).  Thefungicidal  and fungistatic  properties  of  the  a.i.s  used to target  P.  infestans varybetween different  developmental  stages  (i.e.  sporangia,  zoospores,  mycelium  inplanta etc.) of the pathogen (Bruck et al., 1981; Cohen and Gisi, 2007; Samoucha andCohen, 1990). This is  generally a function of both the compound’s MOA and itsmobility  within  the  plant.  From  a  practical  perspective,  mobility  (also  calledsystemicity) is a key characteristic informing fungicide choice  (Cooke  et al., 2011)and refers to the propensity of a.i.s to redistribute or not within plant tissue afterapplication  (Klittich,  2014).  Fungicide mobility is a complex trait  (Satchivi  et al.,2006) which  is  influenced  by  a  variety  of  factors  including:  the  physical  andchemical properties of the a.i.  molecule,  e.g.  melting point  (Stevens  et al.,  1988),molecular weight (Bauer and Schönherr, 1992), water solubility (Baker et al., 1992),lipo-phobicity/philicity (Riederer and Friedmann, 2008): the anatomical propertiesof  the  treated  plant,  e.g.  leaf  surface  structure  (Boize  et  al.,  1976) and  canopyarchitecture (Sharpe et al., 2018); as well as the environmental conditions prevalentat,  or  immediately  after,  application,  e.g.  temperature  (Cabras  et  al.,  1999).Additionally,  it  is  common for fungicide manufacturers  to produce formulationsthat  seek  to  optimise  a.i.  uptake  by  including  humectants  (Steurbaut,  1993),spreading  solvents  (Zabkiewicz,  2007),  etc.,  or  for  agronomists  to  recommendadjuvants to tank mix with the fungicide (Heremans et al., 2018).
Although fungicide mobility is best understood as a continuum  (Klittich andRay, 2013), compounds are frequently grouped into categories for convenience. Forexample the EuroBlight fungicide table (Evenhuis et al., 2016) classifies products as:(i) contact fungicides, which are not appreciably taken up into plant tissues; or (ii)
5. FRAC is a grouping of technical experts under the auspices of CropLife international, 
an international trade association of agrochemical producers. FRAC regularly publishes 
guidelines and recommendations concerning ‘at risk’ fungicides. See: 
http://www.frac.info/about-frac (accessed: May, 2019).
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translaminar fungicides, which can be redistributed within leaf tissue but do notmove into new plant growth not treated at the time of application; or (iii) systemicfungicides,  which  can  be  redistributed  via  xylem  to  younger  leaves  (acropetalmovement) and sometimes to progeny tubers through basipetal movement. Thesethree  definitions  will  be  adopted  here  to  ensure  consistency  with  the  generalliterature (Buchholz and Nauen, 2001; Hinds, 2000; Kromann et al., 2008), but theyshould not be considered as absolute categories.
Generally, a fungicide with low or no systemicity (i.e. a contact fungicide) canonly  be  deployed  as  a  protective  treatment  (Dias,  2012);  meaning  that  anyapplications should be prior to the pathogen challenge. Fungicide molecules willthen be encountered by the pathogen at the plant (generally leaf) surface and exerttheir effects there. In contrast to this, systemic and translaminar compounds offergreater flexibility; as with contact-only fungicides, they are almost universally usedas  protectants  (Johnson  et  al.,  2000;  Serey  et  al.,  2007),  but  several  additionaladvantages arise from the fact that they are taken up by, and are mobile within,plant  tissues.  Systemic  fungicides  may  be  less  susceptible  to  erosion  byenvironmental  factors  (Evans,  1971),  providing  extended  residual  activity  afterapplication (although see  (Vicent  et al., 2007). Their redistributive properties maycompensate if there has been poor spray coverage (Vincelli and Dixon, 2007), and,after application, they may move into and accumulate within regions of active plantgrowth  (Sicbaldi  et  al.,  1997).  This  last  property  is  particularly  useful  formanagement of the potato-late blight pathosytem, specifically within the period ofrapid haulm growth (Evenhuis et al., 2006) during which  a large area of foliage canbe produced between spray applications. In addition to the advantages of systemicand translaminar fungicides listed above, mobility within plant tissues also opensthe  possibility  of  their  controlling  the  pathogen  early  post-infection.  This  post-infection activity is usually described as curative (see Section 1.7, page 24) as it actsupon pathogens which are already established within plant tissues.
Although the positive aspects of systemic fungicides have been highlighted here,there are a number of cautionary points which must also be considered. It is worth
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noting that only a relatively small proportion of any applied systemic a.i.s will moveinto  plant  tissues  (Skylakakis,  1983),  making  the  formulation  critical.  Curativetreatments may increase the risk of the target pathogen gaining resistance  (Kable,1987) especially if the formulation includes a contact-only partner, which will havelittle effect on established infections, thus effectively undermining the partneringstrategy (Staub, 1991). 
1.7 Curative activity and its evaluationAll  late  blight  fungicides  are  applied  as  prophylactics  and  the  majority  arecontact-active, meaning their activity is due to pathogen  sporangia, zoospores and/or germ tubes encountering fungicide deposits at the leaf surface. To ensure that acrop is adequately protected, there must be regular reapplications because fungicideat the phylloplane erodes over time with exposure, and rapid growth of new planttissue  effectively  dilutes  the  quantity  of  a.i.  present.  The  timing  of  fungicideapplication in relation to weather-based high risk periods can be critical. Late blightfungicides that are contact-acting have greater efficacy if timed shortly before a highrisk period (R. Bain, SRUC, Auchincruive, UK, personal communication).
A subset of late blight fungicides also have some mobility within plant tissues.One, metalaxyl-M, is truly systemic and two, oxathiapiprolin and propamocarb, areacropetally systemic (i.e. movement is towards shoot apex from site of absorption).Several others display translaminar activity. The uptake of these compounds intoplant tissue opens the possibility that post-infection pathogen structures will comeinto contact with a.i.s. Any toxicity toward the pathogen at this stage is termed acurative  effect to distinguish it from the protectant effect mentioned above  (Bain,2016).  Most  authors  further  restrict  curative  activity  to  control  that  occurs  post-infection but before the appearance of symptoms, i.e. during the incubation period.A further category, eradicant effect, is used for chemical control that is effective afterthe onset of symptoms. This is less frequently encountered in practice and there issometimes confusion between the terms curative and eradicant.
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Curative  fungicides  are  an  important  component  of  late  blight  controlprogrammes (Tafforeau et al., 2006). There are surprisingly few studies that focuson the curative activity of late blight fungicides, and fewer still that explore factorswhich may influence how well a given curative fungicide performs. There are ahandful of comparative studies (Bugiani et al., 2010; Johnson et al., 2000; Pirondi etal.,  2017),  and   rankings  are  provided  in  the  EuroBlight  table6;  but  these  aresubjective, being based on expert opinion and disparate sources rather than datagenerated from a harmoized protocol.  There  also seems to  be  some diversity  ofopinion; Schepers  (1998) found little agreement on the scale of curative active forvarious  a.i.s  in  responses  to  a  questionnaire  sent  to  agrochemical  companyrepresentatives  and advisors  from university  extension services.   Several  resultsfrom small commercial trials are available, but it is difficult to make comparisons assome methodologies  differ.  Most  studies confirm that  regardless  of  a.i.,  curativeactivity is time-limited and that it compares unfavourably with protectant control(Stein  and  Kirk,  2002).  Nevertheless  a  short  ‘curative  window’  exists  in  whichuseful control is possible. 
Curative activity may be dependent on the developmental state of the pathogenand  the  a.i.s  currently  available  are  only  effective  in  early  stages  of  infectiondevelopment. Curative activity may also be influenced by other factors, such as thestrain of the pathogen or the state of the host (age, cultivar etc.). For example, thereare  two  economically  important  hosts  for  P.  infestans:  S.  tuberosum and  S.lycopersicum (Flier et al., 2003a), and studies on curative treatments exist for both.It is not clear if any curative a.i.’s behaviour differs between the two hosts, as nocomparative studies exist, but it is worth noting that P. infestans has been reportedas having an extended biotrophic period when infecting S. lycopersicum (Zuluagaet al., 2016a).
A  further  difficulty  arises  from  the  definition  of  curative  activity.  Curativeactivity  is  sometimes  quantified  differently  by  different  authors,  and  is  often
6. http://agro.au.dk/forskning/internationale-platforme/euroblight/control-strategies/
late-blight-fungicide-table/ (accessed Sept. 2019)
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contingent on the methods used. For example, if whole plants are bulk-inoculatedand then subsequently treated with a curative fungicide, curative control may beassessed by the proportional reduction in diseased leaf area (Komyoji et al., 1995).In other cases where point inoculation is used, counts can be made of sites that do ordo not go on to develop lesions (Johnson et al., 2000). It is also common for studiesto consider the effect of curative treatments on later spore production as this is animportant component of  late  blight’s  epidemiology  (Bashi  et  al.,  1982;  Harrison,1992).  The issue is  illustrated by a study  (Bugiani  et  al.,  2010) which quantifiescurative activity in terms of both disease  severity (area covered by lesions) anddisease  incidence  (counts of lesions per plant); the magnitude of curative controlappeared larger with the former than the latter. 
In some instances, a developer or distributor may not wish to claim systemicityor any degree of curative activity for an a.i.,  even when data exist suggesting itpossesses  these  characteristics.  This  could  be  because  the  compound’s  curativeactivity is very weak or time-limited in comparison to other a.i.s, and a companymay feel that its impact would be negligible in a field situation. It is possible thatthey may suffer reputational damage or litigation if a product does not meet end-users’ expectations. Even if a product contains a ‘curative’ a.i., literature aimed atthe user (such as the product label or accompanying advice sheets) will likely avoidstressing this  property,  as  potato  late  blight  is  best  controlled with a  protectantapproach. This complicates the task of listing curative compounds, particularly ifone uses only fungicide labels as the information source. In this study, any fungicidefor which there is published information indicating above-negligible post-infectionactivity  is  considered  to  have  curative  activity.  This  definition  is  used  forcompleteness and clearly, in some cases, the duration of the curative window maybe so short or magnitude of the effect so small that using the a.i. curatively in thefield will likely make no appreciable contribution to disease control.   
These points notwithstanding, there is some consistency in the literature in theduration of curative activity and the size of the effect from several commonly used
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a.i.s.. Two studies, Bugiani  et al.  (2010) and Pirondi  et al.  (2017), have assessed alarge range of fungicide formulations (9 and 22 respectively) against  P. infestans-infected S. lycopersicum. The rank order of fungicide effectiveness was broadly thesame as the curative ratings in the EuroBlight table (although different formulationsand dose rates may be important) with significant reductions in disease severityprovided at  24  hours  post  infection for  the majority  of  formulations  tested.  Thephenylamides performed particularly well, as did formulations containing two a.i.sconsidered to have curative activity (i.e. propamocarb + cymoxanil). Formulationswhich  performed  less  well  tended  to  be  those  that  included  only  a  singletranslaminar a.i.  (i.e.  propamocarb at lower doses,  dimethomorph,  etc.)  or thosewhich the EuroBlight table classifies as contact only (i.e. cyazofamid, etc.). 
A single time-point (24 hours post inoculation) was assessed by Pirondi  et al.(2017), but Bugiani et al. (2010) tested the same fungicides at 48 and 72 hours postinoculation.  No curative  activity  was  reported at  72  hours,  but  many  fungicideformulations  reduced  disease  levels  significantly  at  48  hours  post  inoculation,although to a lesser degree than at 24 hours; with one formulation (fluopicolide +propamocarb)  showing  the  greatest  reduction  in  effectiveness  between  the  twotime-points. This pattern was repeated in many of the studies which rated curativeactivity  based on  reductions  in  disease  severity.  Those  that  included later  (72+hours) time-points generally reported no effect, although one (Mayton et al., 2001)found very minor (~ 10 %) reductions when cymoxanil was applied at 96 hours postinoculation.  Studies  that  included intermediate time-points  (36 -  48  hours)  gavevery variable results and differences between a.i.s became clearer: Johnson  (2000)reported a low curative control at 36 hours (S. tuberosum, detached leaves) from adimethomorph + mancozeb formulation, but very good control from propamocarb+ chlorothalonil as well as cymoxanil + mancozeb.
Most  studies  which  sought  to  quantify  curative  control  of  late  blight  werelaboratory-based (this was also the case for other plant pathogens, see: Reuveni etal. (2003), Schwabe et al. (1984), and Usall et al. (2008)), which was probably due to
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the  logistical  difficulties  involved  in  plot-scale  or  field-scale  experiments.Nevertheless, it is relatively common for reports of field trials to mention curativeactivity  in  passing  (Anwar  et  al.,  2015;  Kankwatsa  et  al.,  2003) and  there  areexamples where it has been assessed directly. Stein and Kirk (2002) demonstratedthat  for  several  fungicides,  curative  treatments  beginning 72 hours  following anartificial inoculation event significantly reduced epidemic development to such anextent that the authors classified them as contained, but these treatments did notfully  prevent  disease  spread.  Other  studies  support  the  observation  that  sprayprogrammes  can  offer  effective  control  post  infection  if  begun within  a  ‘criticalcurative  window’  (see  next  section)  following  inoculation  or  high-risk  weather(Cohen  et  al.,  2007;  Engelbrecht,  2003;  Kessel  et  al.,  2018;  Siddique  et  al.,  2016).Perhaps surprisingly, the rank order of fungicide curative activity was not alwaysthe same in these field trials as in laboratory studies  (Bødker and Nielsen, 2000;Griend and Bosch,  2007).  A single  study  (Nielsen and Bødker,  2002) comparedcurative control in the field across seasons, which gave relatively consistent results iftreatment  time  was  expressed  as  a  proportion  of  the  incubation  period.Formulations containing contact a.i.s provided ‘curative’ control no later than thefirst 20 % of the incubation period, two products (mancozeb + dimethomorph andfamoxate + cymoxanil) provided control up to 50 % of the incubation period, and afurther two (mancozeb + propamocarb, mancozeb + metalaxyl) gave good controlup to 40 to 66 % of the incubation period.
There are several possible factors that could influence the curative efficacy of afungicide a.i.: perhaps most obviously dosage, spray coverage or weather conditionsat the time of application, but also several aspects of the plant-pathogen interactionmay have indirect effects. It seems likely that the time-limited nature of curativeactivity is  governed by the stage of the infection, with control  decreasing as thepathogen  increases  its  biomass.  Any  factors  that  increase  the  rate  at  which  thepathogen colonizes tissue will, as a consequence, reduce the time period over whicha curative a.i. shows activity, and it follows that the converse is also true.  
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Table 1.2. Compounds used as fungicides against P. infestans which have some degree of curative activity. Compound common names,chemical  classes,  FRAC codes  and biochemical  modes  of  action  are  taken from Fungicide  Resistance  Action  Committee  definitions.Curative ratings and mobility classifications are those listed in the Euroblight table:  ● ‘reasonable effect’,  ●● ‘good effect’,  ●●● ‘verygood effect’. Half filled circles  represent intermediate cases, thus:  ◐ ●◐ indicates an effect between ‘reasonable’ and ‘good’. Usage datarefers to registered potato cropped area in Scotland, as reported by the SASA pesticide usage survey for 2016 (Monie  et al., 2016). TheEuroBlight table is reproduced in Appendix 3. Active ingredientcommon name FRAC group name FRACcode Curativerating Mobility inplant Biochemical mode of action Usage in Scotland,2016 (treated ha) aBenalaxyl-M Phenylamide 4 ●●◐ Systemic Interferes with rRNA synthesis -
Metalaxyl-M ●●◐ Systemic Interferes with rRNA synthesis 74
Propamocarb-HCl Carbamate 28 ●● Systemic Undetermined, likely interfereswith fatty acid synthesis. 25,086Cymoxanil Cyanoacetamide-oxime 27 ●● Translaminar Unknown 136,637
Oxathiapiprolin Piperidinyl thiazole isoxazoline 49 ●● Systemic Targets an oxysterol bindingprotein approved in 2018Benthiavalicarb Valinamide carbamate 40 ●◐ Translaminar Targets cellulose synthase(CesA3)   9,039
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Table 1.2. (continued from previous page)Active ingredientcommon name FRAC group name FRACcode Curativerating Mobility inplant Biochemical mode of action Usage in Scotland,2016 (treated ha)aMandipropamid Mandelic acid amide 40 ● Translaminar Targets cellulose synthase(CesA3) 39,997Dimethomorph Cinnamic acid amide ● Translaminar Targets cellulose synthase(CesA3) 32,379Cyazofamid Quinone inside inhibitor 21 - b Contact c Interferes with oomycetecellular respiration 62,104Fluopicolide Benzamides 43 - b Contact c Delocaoluzation of spectrin-like proteins 11,718
a Conventionally-managed commercial potato crops typically receive multiple fungicide applications for control of late blight within agrowing season, which accounts for the treated area exceeding the planted area. In 2016, total estimated area of potato cultivation forScotland was 27,525 ha (https://www2.gov.scot/Topics/Statistics/Browse/Agriculture-Fisheries/PubAbstract, accessed May, 2019).
b Not  considered curative by EuroBlight table.  http://agro.au.dk/forskning/internationale-platforme/euroblight/control-strategies/late-blight-fungicide-table/ (accessed, Oct. 2019)
c As classified by the EuroBlight table.
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1.7.1 Carboxylic acid amides (CAAs)CAA  fungicides  that  are  commonly  used  against P.  infestans includedimethomorph (first reported in 1988  (Kuhn  et al., 1991)), mandipropamid (firstintroduced in 2005  (Zhang  et al.,  2014)) and benthiavalicarb (introduced in 2003(Reuveni,  2003)).  These  compounds  are  structurally  diverse  but  are  groupedtogether due to evidence of cross-resistance in target organisms (Kuhn et al., 1991).They act on the oomycete specific cellulose synthase enzyme PiCesA3 (Blum et al.,2010). Early asexual structures are the most sensitive stages to CAAs  (Sun  et al.,2010), and thus CAAs are particularly effective when applied preventively, but theirtranslaminar  mobility,  which  varies  between  a.i.s,  also  confers  some  curativeactivity (Cohen and Gisi, 2007; Toffolatti et al., 2011).
1.7.2 CyazofamidCyazofamid,  which  was  introduced  in  2001,  is  listed  as  a  contact-actingfungicide by the Euroblight table and is marketed as a protectant only in productsmarked for the control of P. infestans (Mitani et al., 2005). However, several studiesreport  some  degree  of  translaminar  mobility  (Mitani  et  al.,  2001) and  curativeactivity  (Mitani  et  al.,  2002),  although  often  with  less  efficacy  than  some othercuratively applied a.i.s  (Pirondi et al., 2017). Cyazofamid interferes with oomyceterespiration by binding to mitochondrial complex III within the electron transportchain  (Mitani  et  al.,  2001).  Cyazofamid is  one  of  the  more  commonly  appliedfungicides (see Table 1.2, page 30) and this is probably due  in part to its activityagainst zoospores, which makes it useful for the control of tuber blight (Desnoucket al., 2012; Ebersold, 2002).
1.7.3 CymoxanilCymoxanil  was developed by DuPont in the early 1970s  (Cohen and Coffey,1986). To date, its mode of action has not been resolved, but it is thought to act inconjunction with plant metabolism (Ziogas and Davidse, 1987). Due in large part toits curative activity, cymoxanil is one of the most widely used curative fungicides,particularly since the emergence of phenylamide-insensitive strains. Cymoxanil hasa very short half-life in planta (2 - 3 days), and there is strong evidence that it can
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act synergistically with other a.i.s (Wang et al., 2002). Cymoxanil is one of the fewcurative  fungicides  for  which  an  external  factor  has  been  shown to  modify  thecurative effect – higher temperatures appear to lead to a shorter curative window(Genet et al., 2001; Mayton et al., 2001) The mechanism behind this is not fully clearbut could be due to different rates of pathogen biomass accumulation. 
1.7.4 OxathiapiprolinOxathiapiprolin is  the most  recently introduced fungicide which has curativeactivity against  P. infestans and other oomycetes. Developed by DuPont, it gainedauthorization for use in the United Kingdom in 2018.  The compound targets  anoxysterol-binding protein, disrupting lipid metabolism  (Pasteris  et al., 2016). It isactive  against  several  life  cycle  stages  of  the  pathogen:  inhibiting  the  release  ofzoospores, reducing lesion formation, and suppressing sporulation  (Cohen, 2015).the  compound  shows  translaminar  movement  after  its  rapid  uptake  into  theepicuticle (Cohen, 2015), and its curative properties against oomycetes (including P.infestans) have been demonstrated in several studies  (Cohen  et al., 2018a, 2018b;Miao et al., 2016).
1.7.5 PropamocarbPropamocarb belongs to the carbamate class of fungicides and was first usedcommercially in 1978  (Cohen and Coffey, 1986). Its mode of action has not beenfully  determined,  but it  is  suspected to  be  linked to  lipid metabolism  (Gisi  andSierotzki, 2008); cell membrane permeability is greatly increased by propamocarb intarget organisms, but this can be reversed by the addition of sterols to the culturemedia  (Papavizas  et  al.,  1978),  suggesting  propamocarb  interferes  with  sterolssynthesis or transport. Propamocarb is translocated acropetally, and this propertyhas  led  to  its  use  as  a  soil  drench  to  combat  plant  pathogens  in  propagationnurseries  (Hu  et al., 2007; Meyer and Hausbeck, 2013; Moorman and Kim, 2004).Propamocarb  has  some  curative  activity  (Samoucha  and  Cohen,  1990) whichappears to be enhanced when it is applied with an appropriate partner a.i. (Bugianiet al., 2010). Mayton  et al.  (2001) observed a suppressive effect on an establishedfield  epidemic:  a  formulation  containing  propamocarb  +  chlorothalonil  caused
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lesion growth rates to decrease, though this falls outside the definition of curativityadopted in this study.
1.7.6 PhenylamidesPhenylamides  are  a  class  of  fungicides  including metalaxyl-M,  oxadixyl  andbenalaxyl  (Gisi,  2002).  These  compounds  were  heavily  used  in  blight  sprayprogrammes  due  in  part  to  their  high  mobility  and  specificity  to  oomycetes.Phenylamides act on oomycete RNA polymerase I, showing little activity againstzoospores, sporangia or the formation of primary haustoria because these structuresare well supplied with ribosomes, but development following these stages is wellcontrolled by the accumulation of RNA precursors due to the disrupted metabolism(Sukul  et al., 2000). In some countries, phenylamides were marketed as single a.i.products, and this was followed by the rapid emergence of insensitive strains ofseveral oomycete pathogens. Metalaxyl was suspended from use during the early1980s in both the Netherlands and the Republic of Ireland (Staub, 1991). The hiatusled  to  a  fall  in  the  proportions  of  insensitive  isolates  appearing  in  populationsurveys and phenylamides were reintroduced as co-formulations, with cautious useadvised. Phenylamide use in contemporary late blight spray programmes withinGreat Britain is very low and generally advised against as genotypes such as 13_A2have been shown to be insensitive to metalaxyl (Cooke et al., 2012).
1.7.7 FluopicolideFluopicolide belongs to the benzamides group of fungicides (Toquin et al., 2007)and induces the delocalization of spectrin-like proteins, disrupting the cytoskeleton(Toquin  et al., 2010). It was introduced in 2006 and is currently available as a co-formulation with propamocarb (Tafforeau et al., 2006). Fluopicolide is described ashaving  translaminar  mobility  (Cooke  and  Little,  2002),  via  xylem redistribution(Jiang et al., 2015), and there is evidence that a greater proportion of the a.i. movesinto  leaf  tissue  in  the  presence  of  propamocarb-HCl  (Tafforeau  et  al.,  2006).Mixtures  of  fluopicolide  and  pyraclostrobin  provided  greater  curative  activityagainst  P. infestans (reported as EC50 values after 24 hours) than the a.i.s appliedsingly (Wang et al., 2014).
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1.8 DiagnosticsTraditionally, plant pathologists have relied on the scoring of visual symptomsto assess the extent and severity of infections,  and this can yield a great deal ofinformation if practised by a skilled assessor. There are, however, several limitationsto  visual  assessments:  scores  may  vary  between  practitioners;  the  relationshipbetween outward symptoms and in planta pathogen growth may be complex; andno information can be obtained before symptoms appear, which prevents the studyof initial stages of infection. These limitations can be overcome to a certain extent bythe  use  of  molecular  diagnostics,  which  allow  enhanced  exploration  of  plant-pathogen  interactions  (Atkins  and  Clark,  2004) as  well  as  providing  a  tool  toaddress applied epidemiological questions.
Initial general diagnostic techniques were non-specific, such as the measurementof compounds synthesised by the pathogen and not the host, i.e. chitin, ergosterol,etc.  (Plassard  et al., 1982). Later, enzyme-linked immunosorbent assays (ELISAs)were used extensively to study plant pathogens including P. infestans (Harrison etal.,  1990), which had the advantage of being species or genus specific but had anumber of drawbacks including cross-reactivity.  These have been superseded byDNA/RNA  probe  and  PCR  amplification  technology,  which  offer  rapid,  high-throughput and specific quantification and detection. End-point PCR assays specificto  P. infestans have been developed (Judelson and Tooley, 2000) and used for thedetection of contamination in seed stocks (Keil  et al., 2010a), to assess if infectionswere  initiated  from  the  mother  tuber  of  plants  in  the  field  (Lehtinen  andHannukkala,  2008),  to  detect  the  presence  of  sporangia,  zoospores  or  oospores(Wangsomboondee and Ristaino, 2002) and to explore historical outbreaks (Ristainoet  al.,  2001).  Molecular  diagnostics  can  also  be  used  to  answer  fundamentalepidemiological questions. For example, Appel  et al.  (2001) artificially inoculatedtubers and later used a PCR assay to confirm the presence of  P.  infestans DNAwithin  stems  originating  from  the  tuber,  before  the  appearance of  lesions  orsporulation – demonstrating that infections originating in the tuber can spread toother plant parts through mycelial growth.
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Quantitative resistance is not solely an attribute of a cultivar but arises from theinteraction of specific pathogen genotypes with specific host genotypes (Andrivon,1993). There is a substantial body of descriptive research related to host-pathogengenotype interactions for  P.  infestans (Latin  et al.,  1981).  It  has been establishedcytologically that in some resistant cultivars, hyphal proliferation and the rate oftissue colonization  (Berggren  et al.,  1988) are slowed. There are previous studiesthat have examined rates of tissue colonization using ELISA (Harrison et al., 1990),but these used a limited range of cultivars and a single  P.  infestans isolate.  Themodifying effects of temperature, radiation (both photoperiod and light intensity)on  quantitative  resistance  have  also  been  explored  (Harrison  et  al.,  1994),  withauthors  reporting marked genotype-environmental  interaction effects  and a highdegree of variability across experiments, highlighting the  large number of factorsthat can potentially influence quantitative resistance.
Recently,  quantitative  PCR  (qPCR)  (McCartney  et  al.,  2003) has  come  intowidespread use by plant pathologists. qPCR makes use of fluorescence (either viaintercalating dyes or labelled probes) to monitor the accumulation of PCR productsin real time  (Bustin  et al.,  2009). This circumvents several disadvantages of end-point PCR such as the need for time consuming post-reaction electrophoresis andstaining (Taylor  et al., 2010). Assays are available for P. infestans, and this projectwill make use of the primers and probes developed by Lees et al. (2012).
1.9 Decision aids and support systemsSuccessful  crop  management  can  be  a  choice-intensive,  high-stakes  process(Moschini  and  Hennessy,  1999) and  it  is  common  for  growers  to  make  use  ofvarious sources of information to guide their decision making (Aubry et al., 1998).These issues are particularly acute when managing crop pests and diseases (Norton,1976) and  when  formulating  crop  protection  programmes.  Potato  late  blight  inparticular is a challenge for decision-makers, as control failure can lead to completecrop loss (Rotem et al., 1983) , in contrast to many other plant pathogens which may
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only confer a yield penalty, albeit a very large one in some circumstances (Figueroaet al., 2018). A number of considerations (sometimes competing) need to be takeninto  account,  with  the  ultimate  aim  of  adequate  suppression  of  the  problemorganism  in  a  cost-effective  manner  (Kogan,  1998),  with  minimal  negativeconsequences  for  human  health  (Hernández  et  al.,  2013),  and  for  the  widerenvironment  (Casida,  2012).  When  using  pesticides,  unnecessary  or  mistimedtreatments are wasteful (Shtienberg, 2013), as is the use of an inappropriate productor formulation (Kleinhenz and Jörg, 1999).  Thorough knowledge of the pest, crop,treatment, local environment and likely weather conditions is needed (Madden andEllis, 1988), and these features can sometimes interact in unexpected ways (Bustos-Korts et al., 2016).
Access to good information is therefore critical and generally takes the form ofexpert knowledge; either from the grower themselves (Ortiz et al., 2004), or from anexternal advisor  (Guenthner  et al., 2001). This situation is made more challengingby the dynamic  nature  of  many crop-disease systems;  new strains of  pathogensemerge  (Anderson  et  al.,  2004),  crop  protection  products  can  be  lost  due  toinsensitivity  (Judelson  and  Roberts,  1999) or  market  factors,  and  regulatoryframeworks can impose additional requirements on their use (Gullino and Kuijpers,1994). In addition to this, new insights from the research community are not alwaystransferred to growers in a timely or user friendly way  (Srivastava,  2003).  Withmany  authorities  now  recommending  or  mandating  the  use  of  Integrated  PestManagement (IPM), a very active research area has been the development of toolsand systems aimed at assisting growers in the choices that they make during thecrop  management  process  (Andrivon,  2018;  Barzman  et  al.,  2015;  Knight,  1997;Lagos-Ortiz et al., 2019; Lamichhane et al., 2018; Lefebvre et al., 2015).
The complexity of these support aids varies,  from simple empirically-derivedrules  (Fabre  et al., 2007) to complex models integrating simulations of numerousprocesses (van Maanen and Xu, 2003). A strong research theme has been the use ofelectronic  computers  (Bouma,  2007) as  platforms  for  such  aids,  although  the
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development of decision support aids, particularly in the area of disease forecastingpre-dates  the  widespread  use  of  consumer  information  technology  (Gent  et  al.,2013), and they are often described as Decision Support Systems (DSSs). A DSS canbe defined very broadly, as a system which uses some combination of empiricaldata, expert knowledge, models, databases and geographic information systems toassist in the problem solving process  (Shtienberg, 2013). A DSS will often presentrelevant information to end-users in an accessible format, to inform or to act as abasis for ongoing choices (Magarey et al., 2005). In many cases a DSS will involve asoftware application (Bajwa et al., 2003), but a printed look-up table, flow chart orsimilar diagrammatic representation are just as valid formats. A representation asprosaic as a checklist could be considered a decision support system (Algaze et al.,2016), and can be of greater use than a complex computer based application. A DSSwhich does not rely on information technology may be more accessible to end-usersin a variety of situations (for example,  if  they lack the resources to acquire andmaintain the necessary technological platforms), will likely be more portable, andpossibly more straightforward to use. 
The domain of a DSS may be as specific as a single decision, or as complex as asingle  cropping  cycle  (Kleinhenz  and  Rossberg,  2000).  Initially,  development  ofDSSs which used computer based applications was, for the most part ,theoretical,but barriers to adoption have progressively lessened in the developed world withthe  widespread  adoption  of  personal  computing  devices  (Antonopoulou  et  al.,2010).  Hundreds  of  DSSs  exist  for  many disparate  cropping  systems  (Hayman,2004), but uptake has been uneven (Lindblom et al., 2017), and this disappointingtrend  has  been  the  subject  of  some  debate  (Matthews  et  al.,  2008). The  mostimportant  issue  (or,  at  least  the  issue with most  relevance  to  this  study)  is  theperception of risk (distinct from the definition of risk given on page 13) by growersand agronomists. There are two aspects to this, the first is the way decision-makersview the risk associated with disease outbreaks (Hanson et al., 2004), which may beseen  as  too  damaging  or  too  likely  to  alter  established  approaches  to  cropprotection. The second, related aspect is that growers may view adopting a DSS as
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‘risky’, because the benefits of adoption may be uncertain (McRoberts et al., 2011).Shtienberg  (2013) identified  input-intensive  cropping  systems  as  those  wherewidespread use of DSS has been relatively poor, with the late blight-potato system aparticularly  pertinent  example  (Wharton  et  al.,  2008).  The costs  associated withcontrol failure in these systems are high (Haverkort et al., 2008), principally becauseof  the  tuber  phase  of  the  disease  (R.  Bain,  SRUC,  Auchincruive,  UK,  personalcommunication). P.  infestans  is  capable  of  sporulating  on  and  infecting  potatotubers  (Lambert  et  al.,  1998),  and  is  thus  able  to  spread  in-store  (Dowley  andO’Sullivan, 1991). Blighted tubers can also become colonized by bacterial species,which increases the rate of tissue decay (Powelson et al., 2002), and entire stocks canbe lost. Additionally, blighted tubers within stocks intended as seed potatoes can actas a sources of inoculum within the subsequent crop (Boyd, 1980). As well as theeconomic losses that these events imply, a grower could suffer serious reputationaldamage  if  blight  related  issues  become  apparent  after  a  stock  has  been  sold(Shepard and Claflin, 1975). Growers, therefore, generally see it as more prudent tostick to regularly scheduled treatments as an insurance policy  (Shtienberg  et al.,1989), and may view it as ‘risky’ to change their behaviour, because they may viewthe outcome as unpredictable; using the decision aid itself could be seen as a risk.
In  addition  to  their  role  in  supporting  growers  during  the  decision-makingprocess, DSSs can have useful theoretical applications (Thorburn et al., 2011), bothto  academics  and  to  end-users.  A  DSS  is  essentially  a  model  of  the  system ofinterest, and it can therefore be interrogated to explore likely outcomes of differentconditions by altering its parameters. This could take the form of exploring the risksassociated with different treatment strategies, well before the actual decisions needto be made, generating a range of probable outcomes under different scenarios. Thepotential for disruption due to biotic factors can be explored: for example, one couldevaluate the probable impact of the emergence of a new strain with resistance to keya.i.s,  or  to assess  if  fungicide inputs can be  reduced if  a  novel  disease resistantvariety is grown.  An area of current interest is what impact climate change willhave on the potato late blight (Gaucher et al., 2018; Litschmann et al., 2018; Pacilly
38
et al., 2018; Skelsey et al., 2016; Sparks  et al., 2014) and other  (Moretti  et al., 2019;Tang  et al., 2017) cropping systems, which may lower risk in some areas, whilstraising them in others. A particular powerful set of DSSs are those that incorporate aGIS, and these have been used to ask fundamental questions regarding the globalscale of late blight risk (Hijmans et al., 2000).
The control of  P. infestans is well represented in the literature on DSSs  (Bakerand Kirk, 2007; Batista et al., 2006; Bruhn and Fry, 1981; Hadders, 1997; Small et al.,2015):  there  are  a  number  of  systems  in  use,  developed  by  both  public  andcommercial  institutions.  The  EuroBlight  website7 lists  thirteen  systems  from tennations, which, in general, focus on disease forecasting, fungicide choice and sprayscheduling.  Some  of  these  systems  also  integrate  active  monitoring  of  seasonaloutbreaks such as the GB-wide AHDB Fight against Blight mapping system8. In fact,decision rules for the prediction of late blight outbreaks (and thus, indirectly thescheduling  of  fungicide  treatments)  were  some  of  the  earliest  to  be  formallydeveloped  (Smith,  1956),  and  some  of  these  are  incorporated  within  modernsystems (Leonard et al., 2001). In Great Britain, risk criteria for the occurrence of lateblight outbreaks based on relative humidity and temperature have been availablesince the 1950s and have recently been updated (Dancey et al., 2017). There are alsoanalogous  criteria  for  other  nations  (Dowley  and  Burke,  2004).  As  well  as  thesystems which are used, or are intended for use on a wide scale by potato growers,there are examples of decision rules or systems which have been published as proof-of-concept,  or  which  are  in  intermediate  stages  of  development  (Skelsey  et  al.,2018). A particularly common example is the validation of an existing DSSs to a newlocation (Batista et al., 2006; Eremeev et al., 2006; Filippov et al., 2009; Kleinhenz andJörg, 1999; Koppel et al., 2003), as DSSs are generally designed for use in a specificgeographic area, and because there can be marked differences in climate (as well asthe make up of the local P. infestans population) between regions,  such validation
7. http://euroblight.net/control-strategies/dss-overview/ (accessed: Aug., 2019)
8. https://blightwatch.co.uk/ (accessed Aug., 2019)
39
is a necessary step before deployment of a DSS outside of its original geographicremit.
Decision  rules  and  support  systems  can  be  of  arbitrary  complexity,  oftendepending on their intended use or on the specific interest of their designers. At oneextreme, very simple heuristics are decision rules (Marewski and Gigerenzer, 2012).At the other, DSSs can be very sophisticated; accounting for the geospatial aspect ofplant  disease  spread,  and  modelling  complex  processes  such  as  spore  dispersal(Skelsey  et al., 2009). Complex models are not necessarily superior. For example,models  containing  even  a  single  predictor  variable  can  provide  robust  results(Skelsey et al., 2018), and much depends on how the system is intended to be used,as well as the scale (from within a single field through to a large geographic region)over which it is designed to apply (Xue et al., 2013). The processes which are mostfrequently modelled and incorporated within DSSs pertaining to potato late blightare infection risk (Ritchie et al., 2018a), disease progression (Andrade-Piedra et al.,2005), and development of fungicide resistance  (Doster and Fry,  1991). In manycases these are given descriptions via simulation models (Oijen, 1995), which mayinclude  stochastic  factors  to  model  features  such  as  climate  (Bruhn,  1980) ormutation  rates  (Milgroom  and  Fry,  1988).  Although  some  DSSs  do  includereferences to curative activity, these are most often included as recommendationsfor action, rather than as explicitly modelled processes (Spits and Wander, 2001).
1.10 Structure of projectThe  brief  of  this  project  is:  to  explore  the  feasibility  of  producing  a  simpledecision  aid  for  the  use  of  curative  fungicides  in  crop  protection  programmesagainst potato late blight; to establish if some key modifying factors can influencecurative activity; and if possible, to produce a prototype of the aid. The exact formwhich the aid will take is not specified, and additional information and resourcesoutside the scope of this investigation, such as input from stakeholders within thepotato industry, will be needed before a full realization can be achieved. The mainfocus of the project will be to gather data from experiments which can be used to
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formulate  the  decision  aid.  Currently,  the  curative  activity  of  fungicides  usedagainst  late  blight  is  an area with many open questions  and lack of  detail  (seeSection  1.7,  page  24).  Data  are  needed  on  how  curative  control  declines  withincreasing pathogen development and whether factors other than the chronologicaltime which has elapsed are important. This approach should mean that even if theprototype decision aid is incomplete or shown to be inadequate, the data generatedwill provide others with a useful starting point in designing decision tools for theuse of curative fungicides.
Notwithstanding  the  focus  on  experimentation,  an  outline  conception  of  thedecision aid was formulated early within the project time line. Of key importancewas that the aid be usable in a practical crop management situation, and this ideaguided much of the following laboratory and fieldwork. As mentioned in Section1.7,  fungicides  with  curative  activity  form  an  important  part  of  late  blightmanagement in potato crops. It is standard practice for non-organic growers to treattheir  potato  crops  at  regular  intervals,  generally  every  7  days.  The  choice  offungicide  products  at  any  given  treatment  time  is  dependent  on  economic  cost(Schepers  et  al.,  2009),  advice from agronomists  or  other  experts  (Hinds,  2001),resistance  management  practices  (i.e.  alternating  a.i.s  from  different  chemicalgroups (Kromann et al., 2008)), and which aspects of the pathogen’s life cycle willbe most affected by a particular a.i..
The potato-late blight pathosystem is a challenging area for the development ofIPM approaches  and tools.  Decision-maker credence  in the likelihood of  diseaseoccurrence is (arguably justifiably) high, and the costs of a false negative from anydecision tool (i.e. when the recommendation is to not treat a crop, but disease doesoccur, meaning the correct decision was to apply treatment) is very high. Growersare unlikely to deviate from their set intervals, aside from perhaps reducing them to6 or even 5 days when disease pressure is perceived to be very high (Hansen et al.,2016a).  Furthermore,  weather  conditions  sometimes  interfere  with  sprayprogrammes, meaning that intervals between treatments are unavoidably increased
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against the wishes of decision-makers. Compounding the logistical difficulties arethe  number  of  treatments  needed  per  season  (an  average  of  12  applications  inEngland and Wales in 2014  (Schepers  et al., 2017)).  Taken together, these factorsmake it unlikely that recommendations to further alter treatment times will be wellreceived or followed.
Over the  past  two decades  there  has  been a  dramatic  increase  in  the  use  offungicides with curative properties in the management of potato late blight, as canbe  seen  in  Figure  1.1  (page  43).  Anecdotally,  the  curative  properties  of  thesefungicides are a key reasons for their selection over alternative a.i.s (R. Bain, SRUC,Auchincruive,  UK,  personal  communication).  The curative effect  of  these  a.i.s  ispoorly defined and it is not clear that inclusion of a curative product will alwaysprovide a benefit; for example, if the time-window for curative activity has elapsedby the time a ‘curative’ treatment is applied, little disease control may occur (Griendand Bosch, 2007).
Growers  and agronomists  may choose  to  prioritise  fungicides  and adjuvantswith properties other than curative activity if they are aware that the window forgood  curative  control  had  elapsed.  The  decision  aid  then  will  not  provide  arecommendation as to when  to treat or if  to treat, but will instead feed informationto the decision-maker which can be used to select the most appropriate tactic to fitthe specific  circumstances.  It  is  beyond the scope of this project  to set  out thesealternatives, but in some cases there could be savings in terms of cost of product oramount  of  fungicide  applied  (R.  Bain,  SRUC,  Auchincruive,  UK,  personalcommunication).
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Figure  1.1.  Estimated  use  of  late  blight  fungicides  with  different  properties  in  Scotlandbetween the years 1996 and 2016. The data are taken from SASA’s biannual pesticide survey,which gives estimates of area treated with each active ingredient (a.i.s).  These a.i.s wereclassified as curative if they were described as such by the EuroBlight table, or as protectantotherwise.  This  classification  scheme  is  imperfect,  because  fungicides  with  curativeproperties  are  primarily  used  in  protective  treatments,  but  is  nevertheless  useful  forillustrative purposes. Note that fungicide-treated area per year exceeds the potato plantedarea because most crops receive multiple treatments within a season.
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A  standalone  DSS  for  curative  fungicide  use  would  not  be  appropriate,  forseveral  reasons.  A spray programmes which puts a strong emphasis on curativecontrol  is  inadvisable  for  this  pathosystem,  as  attempting to  control  sub-clinicalinfections routinely with curative sprays will be much less effective than a robustprotectant  regime,  and  may  increase  the  probability  of  insensitive  P.  infestansstrains emerging. Additionally, well-used and freely available DSSs for late blightcontrol already exist for Great Britain: the meteorological-based warning systems‘BlightWatch’  and  ‘BlightCAST’,  as  well  as  the  ‘Fight  against  Blight’  diseasesurveillance  service. The most sensible approach is to design a decision aid whichcomplements, and could be incorporated as a component of these existing systems.BlightWatch  produces  notifications  when  the  Hutton  Risk  criteria  are  met,  andcould  potentially  also  forecast  their  occurrence  (though  this  has  not  beenimplemented to date). The Hutton Criteria consist of 2 consecutive days where theminimum temperature is 10  °C or above and there are  ≥  6 hours with a relativehumidity ≥ 90 %. This is essentially an updated version of the Smith  Period criteria,which, in turn, are derived from the Beaumont criteria. As initially conceived (seeSection  1.4,  page  11)  these criteria  cover  the  period  from  sporulation  on  theinoculum source (i.e a lesion present on a plant within or adjacent to the crop)through to successful infection at secondary loci. The proposed decision aid couldbe used in the immediate aftermath of a Hutton Period, providing the user with aguide to the likely efficacy of a curative treatment given the time elapsed and otherpotential factors such as the local air temperature since the Hutton Period warning,which cultivar composes the crop to be treated etc.
An outline  overview of  the  decision  aid  components  is  shown in Figure  1.2(page 46). This schema acted as a guide for areas of investigation, as it  was notknown at  the  outset  which factors  would be  informative,  nor  the  form that  theprototype decision aid would take. The diagram includes references to the thesischapters  concerned  with  each  component.  Pathogen development  was  the  mostintuitive candidate for influencing the duration of the curative window, as pathogendevelopment defines the time boundaries for the curative effect (treatments after the
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incubation  period  cannot,  by  definition,  be  curative).  The  development  oforganisms is  usually  strongly influenced by temperature,  and it  was  consideredcritical  that  the  decision aid  take  temperature  during  the  pathogen’s  incubationperiod into account. This is discussed in Chapter 3. The nature of the curative effectand  how  it  changes  with  time  (or  pathogen  development)  was  not  wellcharacterised before this study. An accurate characterisation of the anticipated levelof curative control at a given time point is the most important component of theproposed decision aid, and this is provided in Chapter 4. Chapter 5 provides detailson host resistance and how this influences pathogen growth in planta and thus thepotential  role  it  plays  within  the  decision  aid.  Finally,  a  sketch  of  the  potentialmodel output and proposals for assessing its performance are made in Chapter 6. Itmust be stressed that the specified aid is provisional. The form of output will likelyrequire input from end-users within the potato industry to ensure it provides usefulinformation. It will also require a full validation and, potentially, modification withdata sets representing a range of conditions. Some proposals for further work aremade in Chapter 7.
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Figure 1.2. Schematic overview of the proposed decision aid. Each box contains componentsof the aid: sub-models, input variables or the final output. Where relevant, the boxes alsoinclude  chapter  numbers  where  the  relevant  experiments  and  discussion  can  be  found.Other modifying factors were considered in the planning stage, such as the effect of previousfungicide treatment, but the schema includes only those that were considered in detail andwhere implementation seemed plausible.
46
1.11 Project objectivesAppropriate timing of curative fungicides is crucial,  but users currently havelimited information on which to base their decisions. Spray programmes can easilybe disrupted due to adverse weather conditions,  and with the presence of  moreaggressive pathogen lineages necessitating tight intervals, the relative importance ofcurative fungicides is increasing. Ratings for curative blight fungicides are available,and, although these are evidence based, they lack objectivity and specific detail.
The ultimate aim of this project is the construction and verification of a simpleaid to help growers decide whether the inclusion of a curative active ingredient, aspart of the planned fungicide application, is justified or not. It is anticipated that thedecision  aid  will  contribute  to  the  integrated  control  of  potato  late  blight  byeliminating unnecessary use of curative a.i.s. Subsidiary objectives are:  
1. Establish thresholds, in terms of  P. infestans biomass, for curative  activity for a representative late blight fungicide.2. Evaluate the rate at which foliar tissue is colonized9  for a range of P. infestans isolates obtained from the United Kingdom, by quantifying DNA levels via qPCR.3. Assess the modifying effects of air temperature, cultivar foliar resistance and previous fungicide treatment on the rate of tissue colonization.4. Develop a decision aid for the application of curative fungicides, parameterized from the results of  Objectives 1 – 3.5. Validate and evaluate the decision aid in the field.
9. Tuber and stem infections will not be evaluated. The former are not relevant, as late 
blight fungicides are not used as tuber treatments. The later, while difficult lesions to 
control (Schepers, 2000), probably represent a minority of late blight infections (Keil et 
al., 2010b), and would require an additional suite of experiments to evaluate.
47
48
Chapter 2 General methods
2.1 Maintenance of P. infestans culturesIsolates of P. infestans were obtained from the culture collection at the James HuttonInstitute  (JHI),  isolates  were  selected  based  on  the  following  criteria:  (i)‘contemporary’ i.e. isolated within the past decade, (ii) ‘representative’ belong toclonal  lineages  which  have  accounted  for  a  significant  proportion  of  the  FightAgainst Blight monitoring programme in recent years, and (iii) judged to differ intheir  aggressiveness  or  other  fitness  components.  Mating  type  and  multi-locusgenotype had previously been assigned (Li et al., 2013b). Cultures were maintainedon ‘Rye A Agar’ (Caten and Jinks, 1968)  (2 % w/v sucrose (Sigma-Aldrich, Dorset,UK),  1.5  %  w/v  Oxoid  Technical  Agar  No.  3  (ThermoFisher  Scientific,Leicestershire, UK), and rye extract ‘method A’ (see below)) in sealed Petri dishes(90 mm diameter). Agar was sterilized by autoclaving at 121 °C for 15 minutes (thisapplies to all media or equipment listed as sterilised in this chapter). These weresub-cultured every 6 weeks. Rye extract for the Rye A agar was prepared by soaking60 g of organically produced rye grains (BHFO, Kent, UK) in sterile distilled waterfor approximately 24 hours. The supernatant was decanted and set aside. The ryegrains  were  then blended with 200 ml  sterile  distilled water  for  2  minutes,  thismixture was heated in a water bath at 68  °C for an hour, after which the mixturewas filtered through several layers of muslin, and the filtrate was then combinedwith the  original  supernatant.  Each isolate is  referred to  within this  text  with aunique code listed in Table 2.1 (page 50).
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Table 2.1 Isolates used within this study. Genotype, PCL number (an arbitrary identifier assigned at isolation) and information on thecollection of the isolate were obtained from JHI. The study identifier is a code assigned to each isolate to ensure that their genotype andunique identify can be unambiguously determined by the reader.Genotype PCL no. Study identifier Date Location Cropping where infection found Variety Outbreak size13_A2_1 9922C 2012_13A2-1 18 July 2012 Norfolk,England Conventional Unknown Scatteredthroughout field13_A2_5 10014D 2012_13A2-2 20 July 2012 Lancashire,England Conventional Unknown Scatteredthroughout field6_A1 6090A 2008_6A-1 12 June 2008 Shropshire,England Unknown Maris Piper Unknown7_A1 10290A 2012_7A1-1 30 July 2012 Essex,England Conventional Maris Piper Patch8_A1 10702B 2012_8A1-1 06 July 2013 Ceredigion,Wales Volunteer King Edward Several patches
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2.2 Growth and maintenance of plantsThe majority of laboratory based experiments and inoculum preparations madeuse of glasshouse propagated S. tuberosum plants and took place at SRUC’s King’sBuildings Site  (City of Edinburgh,  UK); a small subset (which will  be indicatedwhen  relevant  within  the  text)  were  conducted  at  a  separate  site  (SRUC,Auchincruive, Ayrshire, UK) at which plants were propagated within a poly-tunnel.As experiments were conduced throughout the year, over three consecutive years anatural  photoperiod  was  used  during  periods  that  coincided  with  the  growingseason, outside of this artificial illumination was used to ensure no less than a 16hour  photoperiod  was  achieved.  The  glasshouses  were  set  to  20  °C,  buttemperatures ranged from (10 – 35 °C) depending on the season.
Seed  tubers  of  S.  tuberosum used  in  all  experiments  were  SPCS  (Seed  PotatoClassification Scheme) certified and were  obtained in  the  case  of  cultivars  KingEdward, Cara, and Sarpo Mira from WCF Horticulture (Perth, UK); from McCainPotatoes (Angus, UK) in the case of Cara, Pentland Dell, and Innovator;  and from arange  of  horticultural  suppliers  for  other  cultivars  which  were  used  in  smallerquantities  (Suttons  Seeds,  Devon,  UK;  Marshall  Seeds,  Cambridgeshire,  UK;Thompson  &  Morgan,  Suffolk;  Pennard  Plants,  Somerset,  UK;  Skea  Organics,Angus, UK). Tubers were stored at 4  °C until use.  When used within glasshouseexperiments, tubers were chitted for ~ 7 days, and were then sown in 6 l plastic pots(two tubers per pot) using Levington M3 – pot/bedding high nutrient compost.Plants were grown for ~ 6 weeks before material was harvested.
2.3 Growth and maintenance of plants in the fieldField trial sites were managed using standard agronomic practice. Typically theground was cultivated with 100 : 50 : 50 NPK fertilizer, before being mechanicallyformed into ridges. Plots were marked out using fibreglass canes. The dimensions ofthe plots varied between experiments and will be given, where appropriate, in thefollowing text. In all cases potato seed tubers were hand-planted with 0.3 m spacingwithin rows. Plots were treated with pre-emergence herbicide to reduce competitionfrom weeds, this consisted of linuron (as Afalon, Adama, suspension concentrate,
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450 g linuron l−1, applied at 1.35 l ha−1), diquat (as Retro, Syngenta, 200 g diquat l−1,applied at 2 l ha−1), and rimsulfuron (as Titus, Adama, dispersible granules, 250 grimsulfuron kg−1, applied at 50 g ha−1) in 250 l water ha−1. An assessment of planthealth (presence of other disease symptoms such as black leg, virus induced mosaicor natural late blight infection etc.) and cultivar was made around two days beforethe commencement of any fieldwork and any plants suspected of carrying infection(of  any  plant  pathogen)  or  of  being  an  incorrect  cultivar  were  removed.  Thisensured that only plants which appeared disease-free and true to planted cultivarwere included in the trial. This occurred only only a single occasion with a KingEdward plant showing mild mosaic symptoms in the field trial at Boghall in 2015during the plot scale varieties trial (see Chapter 5, Section 5.4,  page 159),  it  wasremoved before inoculations with P. infestans took place.
2.4 Production of inoculumA uniform protocol for inoculum production was used for all experiments andfield trials involving artificial inoculations, as source of inoculum has been show toinfluence  the  phenotype  of  P.  infestans infections  (Fry,  2016).  Isolates  weretransferred from Rye A agar plates (Section 2.1, page 49) to Rye B agar plates (2 %w/v  sucrose  (Sigma-Aldrich,  Dorset,  UK),  1.5  %  w/v  Oxoid  Technical  Agar(ThermoFisher  Scientific,  Leicestershire,  UK),  5  · 10−5  w/v  β-sitosterol  (Sigma-Aldrich, Dorset, UK) and rye extract ‘method B’, see below). Rye extraction ‘methodB’ consisted of soaking 60 g of organically produced rye grains (BHFO, Kent, UK) insterile distilled water for approximately 24 hours, after which the supernatant wasset  aside,  the rye grains  were then placed within 200 ml boiling sterile  distilledwater on a hot plate for one hour (the water volume was monitored and amended atregular  intervals).  This  mixture  was  then filtered through several  layers  of  pre-sterilised muslin, and the grains discarded. Finally, the filtrate was combined withthe original supernatant.
After ~ 14 days growth on Rye B agar, sporangial suspensions were prepared byflooding the plates with 2 ml sterile distilled water, the surface of the culture wasscraped with a sterile  glass  rod,  and the suspension transferred through several
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layers of muslin (to remove large mycelial fragments) to 50 ml plastic tubes. Thevolume of suspension prepared was varied depending on the quantity of inoculumrequired.  The  density  of  sporangia  within  the  suspension  was  quantifiedmicroscopically  using  a  haemocytometer  (Improved Neubauer;  NanoEnTek Inc.,Korea),  and the suspension adjusted to 105  sporangia  ml−1.  This  suspension wasused to  inoculate  detached potato  leaflets  (cv.  King Edward),  which  were  thensealed (using transparent plastic bags) within transparent plastic trays (465 · 270 ·85  mm) which had been lined with damp paper  towels.  These  trays  were  thenplaced within a growth cabinet, set at a constant 18 °C with an 18 hour photoperiod.After between 7 – 12 days leaves were inspected for visible sporulation, on leafletswhere sporulation was evidant an ethanol sterilized soft paintbrush was used totransfer  sporangia  to  a  50  ml  plastic  tube  containing  fresh  oxygenated  steriledistilled water, and this suspension was again adjusted to 105 sporangia ml−1. Thisprocess was repeated using newly harvested leaflets, with the inoculum resultingfrom this passage used as the experimental inoculum.
2.5 Bioassay incubation conditionsTwo methods were used for the incubation of infected plant material within thebioassays:  the  first  method,  used  during  2014  -  15,  involved  sealing  leafletsindividually  within  Petri  dishes  and their  stacking  within  LED lined boxes,  thesecond of placing several leaflets within larger plastic trays and was used during thefinal  two years  of  the project.  The change was made for logistic  reasons,  as  thenumber of dishes necessitated by the size of the experiments became cumbersome;which method was used will be made explicit within the text. 
Within the dish method, individual leaflets which had been inoculated and/ortreated were placed within Petri dishes which were lined with a piece of damp filterpaper,  these  were  then  sealed  using  parafilm  and  stacked  within  large  opaqueplastic crates (780 · 350 · 395 mm), lined with LED light-strips (Biard LED, UK; IP205050; output: 900 lumens m−1), the LEDs were wired to a single timer set to a 18
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hours on / 6 hours off cycle. The crates were then placed within a growth room withconditions specific to the bioassay in question.
The second method (‘tray’ method) utilized transparent plastic trays (465 · 270 ·85 mm), which were lined with damp  filter paper folded into ridges to minimizecontact with plant tissue. Experimental plant material was placed within these trays,which were then sealed in turn within transparent plastic bags. These trays werethen placed within a growth cabinet programmed with conditions corresponding tothe experiment in question, most often this was a photoperiod of 16 hours and aconstant 18 °C, but exceptions will be noted within the text. 
2.6 Temperature monitoringIn the majority of experiments temperature logging was achieved using iButtons(Maxim Integrated, USA). The iButtons internal clocks were synchronised using themanufacturer’s software (OneWire Viewer, Maxim Integrated, USA) ~ 30 minutesbefore each experiment, and were programmed to record temperature readings at10  minute  intervals.  The  iButtons  were  placed  within  Petri  dishes  (60  mmdiameter), the lids of which were shaded using a small circular piece of cardboard.These were then in turn placed amongst Petri dishes containing the experimentalplant material or within the transparent plastic trays depending on which was used.Two iButtons were used in each bioassay, and the mean temperature at each timepoint was used as the temperature  reading. iButtons were calibrated at 6 monthintervals  during  the  period  of  data  collection  by  comparison  with  a  referencethermometer, and a correction applied to any discrepancy. 
2.7 Visual assessment of disease symptomsWithin laboratory based bioassays, visible symptoms of late blight were assessedusing  a  standardised  protocol,  as  disease  symptoms  can  be  variable,  and  theirassessment can sometimes be subjective  (Bock  et al.,  2010). Assessment involvedeither a categorical scale, a presence/absence assessment, or as diseased area (i.e.area occupied by lesions). The categorical scale is given in Table 2.2 (page 55).
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Table 2.2. Late blight symptoms key, used in assessments both in the field and in laboratorybased experiments within this project.Score Infection interpretation Description0 Infection failed No visible symptoms, healthy tissue1 Infection failed Small necrotic patches of tissue, no largerthan 25 mm22 Infection successful Lesion. Large (> 25 mm2) region ofnecrotic tissue, but without any visiblesporulation.3 Infection successful Sporulating lesion. Visible areas of tissuewith sporangiophores, with or withoutnecrotic tissue.
Where disease area was quantified as a continuous variable, digital images weretaken of leaves or leaflets using a digital camera (Motorola, 8 MP 3264 · 2448) whichwas affixed 200 mm above the sample using a retort stand. In all images care wastaken to ensure that both a graduated rule for scale, and a label with experimentdetails  (treatment,  replication  number  etc.)  were  visible  in  frame.  Images  werestored in .jpeg format and analysed using the ImageJ application (Schneider et al.,2012).  The  polygon function  was  used  to  manually  construct  a  shape  layercorresponding to the edge of the lesion(s) present, with edge of lesion  defined aseither  the  boundary  between  necrotic  and  healthy  tissue  if  no  sporulation  waspresent,  or  the boundary between tissue regions where sporulation was clear andhealthy tissue. Scale was set using the gradations on the ruler present in frame; thiswas validated by including an image of a 100  · 100 mm piece of card along witheach set of leaflet images.
2.8 Biomass estimation using qPCRThe threshold for curative control for most curative fungicides most likely lieswithin the pathogens incubation period, where pathogen load cannot be assessedusing visual methods. Primers and probes have previously been developed by Leeset al.  (2012), which are specific to  P. infestans, and these are give in Table 2.3 onpage 56.  These  were used to  estimate  the quantity  of  P.  infestans  DNA presentwithin samples in situations where an index of pre-symptomatic pathogen biomass
55
was  required.  Details  of  the  hydrolysis  probe,  as  well  as  forward  and  reverseprimers can be found in Table 2.3.  DNA standards were prepared from culturesgrown on Pea Broth (modified from Hollomon, 1966). Pea Broth was prepared byboiling 120 g of garden peas in 1 l  of distilled water for an hour,  this was thenstrained through sterile muslin. The resulting filtrate was autoclaved before use.  20ml of Pea Broth was poured into 90 mm diameter Petri Dishes, and a small piece ofP.  infestans mycelium  from  a  Rye  A  (see  Section  2.1,  page  49)  culture  wasinoculated on to this. After 14 days, mycelium from these cultures was transferredto 1.5 ml micro-centrifuge tubes and freeze dried for 16 hours (Alpha 1-2 FreezeDrier, Christ, Germany).
Table 2.3. Probe and primer sequences used to quantify P. infestans genomic DNA.Oligo name Type SequencePinfTQF Forward primer 5’-AAC CCA ATA GTT GGG GGT CTT AC-3’PinfTQR Reverse primer 5’-TCG TCC CCA CAG TAT AAT CAG TAT TAA-3’PinfTQPR Hydrolysis probe 5’-AAG CTA CTA GCT CAG ACC GAA GTC CAA ACGCT-3’
Genomic  DNA  was  then  extracted  using  the  Nucleon  PhytoPure  Kit  (GEHealthcare,  USA) following the manufacturer’s  instructions.  Purity  was  assessedusing a spectrophotometer (DS-11 Fx+, DeNovix, USA), by inspecting the ratio ofabsorbance at 260 / 280 nm, and at 260 / 230 nm wavelengths. When purity wasinsufficient (i.e.  ratio 260/280 below 1.7 and/or ratio 260/230 below 1.8), a second‘clean-up’ purification step was carried out. A volume of chloroform : phenol : 3-methylbutan-1-ol (in the ratio 25 : 24 : 1) equal to the sample was added, vortexmixed and then centrifuged at 2  · 104 g for 15 minutes. The upper aqueous phasewas  then  transferred  to  a  new  micro-centrifuge  tube,  and  an  equal  volume  ofisopropanol was added to this, and left to stand at room temperature (20  °C) toallow for DNA precipitation. The sample was centrifuged at 2 · 104 g for 10 minutes,and the supernatant was discarded.  The resultant  DNA pellet  was then washedwith 70 % ethanol, before re-suspension in sterile distilled water.
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Plant material for DNA extractions consisted of individual leaflets placed in 2 mlEppendorf tubes and freeze dried as above. A small sterile steel ball bearing wasplaced in each tube, and samples were then ground within a ball mill at 50 cyclesper second, for 2 minutes. The steel balls were then removed and 1.8 ml of DNAextraction buffer consisting of tris-base 0.06 % w/v, NaCl 0.027 % w/v, EDTA 0.023% w/v, phenanthroline 0.0008 % w/v, polyvinylpyrrolidone 0.02 % w/v, 0.048 % β-mercaptoethanol  v/v  was  added.  Samples  were  then  incubated  at  70  °C for  20minutes prior to being centrifuged at 2 · 103 g. The supernatant was transferred to anew microcentrifuge tube containing 0.9 ml of 7.5 M ammonium acetate solution,and then stored at  −20  °C for 12  hours.  After  centrifugation at  2  ·  104 g for 15minutes, the supernatant was transferred to 1.5 ml microcentrifuge tubes containing0.8 ml isopropanol and left to stand for 15 minutes to allow DNA precipitation. Afinal wash was carried out with 0.4 ml of 70 % ethanol, before centrifugation at 2 ·104 g for 5 minutes. The obtained DNA was allowed to air dry for 15 minutes beforebeing resuspended in sterile distilled water, and stored at  −20  °C. Total genomicDNA quantification and purification when necessary were carried out as describedabove prior to being diluted to 20 ng µl−1.
Quantitative PCR amplification of samples followed similar methods to Cullenet al. (2001) and Lees et al. (2012). The assay was performed in 96-well plates usingan  AriaMx Real-Time  PCR System (Agilent  Technologies,  USA)  All  wells  wereprepared in duplicate. Primers and probes listed in Table 2.3 (page 56), as well asother reaction components (TakyonTM MasterMix) were obtained from Eurogentec(UK). Reaction volume within each well was 25 µl, consisting of forward primerand reverse primer at 0.3 µM, hydrolysis probe at  0.1 µM and 20 ng µl−1 of thesample DNA. A two stage thermal profile was used: denaturation at 95  °C for 2minutes, followed by 35 amplification cycles of 95 °C for 15 seconds and 1 minute atan annealing temperature of 61 °C. Within each plate, a serial dilution of P. infestansDNA from concentrations of 20 ng µl−1 to 2 · 10−5 ng µl−1 (seven dilutions in total)were  included  in  order  to  generate  a  standard  curve.  Log  (base  10)  DNAconcentration of standards was plotted against the obtained Cq values (Bustin et al.,
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2009).  In  all  cases  R2 values  of  this  relationship  were  between  0.99  and  1.comparisons of sample Cq values to this relationship facilitated estimation of thequantity  of  P.  infestans DNA  in  each  sample.  Within  each  plate,  2  wells  wereallocated to non-template controls, and contained a volume of sterile distilled waterin place of a sample.
2.9 Statistical analysisUnless otherwise specified, all  statistical tests and data plots were performedusing the R software package (R Core Team, 2013).
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Chapter 3 Selection of a temperature-dependent development model for
describing growth of P. infestans in planta
AbstractThe rate at which pathogens develop within a host is influenced by temperature.Investigators  often consider ‘thermal time’  (a function of  time and temperature)rather than chronological time alone when describing growth and development, butthere are many approaches which can be used to achieve this. This chapter providesa discussion of the arguments and approaches used in the calculation of thermaltime and how this relates to the development of  P. infestans within its incubationperiod. A set of laboratory based experiments with fixed temperatures (6 – 30 °C)and  four  P.  infestans  isolates  were  conducted  to  generate  data  from  whichparameters of a relationship between thermal time and pathogen growth could beestimated.  Pathogen  growth  was  measured  using  both  visible  symptoms  overseveral  time points  (8  through to  72  hours),  and by estimating quantities  of  P.infestans DNA in detached leaflets using a qPCR assay. Estimated DNA quantityacted as an index for pathogen biomass. A susceptible cultivar (King Edward) wasused in all experiments. A literature review of thermal development models wasconducted, and a range of candidate relationships were tested for goodness-of-fitwith both the visible symptom development (lesion growth) and pre-symptomaticgrowth rates (biomass index) established in the laboratory based experiments. Themost aggressive isolate was used in the fitting of these relationships, as it representsa  hypothetical  ‘worst  case  scenario’  for  an  infected  crop.  One  relationship,  theKontodimas  function  was  judged  to  provide  the  best  description,  based  on  thegoodness-of-fit  measurements,  and other considerations such as the shape of therelationship. This function, using the parameters estimated for the pre-symptomaticgrowth will form a component of the prototype decision aid detailed in Chapter 6. 
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3.1 IntroductionThe growth of an organism, or its progression through developmental phases, isgenerally  a  mutable  process,  with  factors  such  as  the  availability  of  resources(Meletiadis et al., 2001), or the presence of competitors (Mille-Lindblom et al., 2006)directly  or  indirectly  affecting  developmental  rates.  One  of  the  most  importantinfluences on development is environmental temperature; this is particularly true ofectothermic  organisms  which  do  not  invest  heavily  in  thermal  homeostasis.Differing temperature profiles during the development of these organisms can havea profound impact on the speed at which they grow (i.e. biomass is accumulated)(Meier  et al., 2010) or the chronological time which must elapse before they reachspecific life cycle stages (Rossi et al., 2008).
It  has  long  been  recognized  that  a  reliance  on  chronological  time  alone  isinadequate for the prediction or modelling of biological processes  (McMaster andWilhelm, 1997). In agricultural systems, both the crop plants themselves  (Hatfieldand Prueger, 2015), and their pests and diseases (Bergot et al., 2004) are often highlysensitive to temperature. Consequently, events such as the optimum harvest date(Werner, 1942) or the probable onset of a particular pest or disease (and thus themost appropriate time for the use of a crop protection measure) may vary betweenseasons  (Yang et al., 1990). A careful consideration of environmental conditions istherefore a prerequisite for successful pest and disease management.
The sensitivity of many organisms to temperature is due to the influence it exertson  metabolism:  temperature  affects  rates  of  diffusion  (Sarcina  et  al.,  2001);membrane  fluidity  and  permeability  (Quinn,  1988);  the  solubility  of  somebiologically  relevant  compounds  (Farquhar  et  al.,  1980);  and  most  critically  thespeed of many enzyme catalysed reactions (Somero, 2004). These factors ultimatelycontribute to rates of development, as well as defining the thermal niche to whichan  organism  is  adapted  (Tracy  and  Christian,  1986).  For  most  ectotherms,developmental  rates  initially  increase  with  increasing  temperatures,  and  aremaximal at an organism’s ‘optimum temperature’, once this optimum is exceeded
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developmental rates decline (Shi et al., 2017). The range of temperatures over whichan organism is  metabolically  active is  generally bounded by both an upper andlower limit  (Thomas and Blanford, 2003), and exposure to temperature outside ofthis range yield no development and may potentially be lethal.
Temperature is an important factor for plant pathology studies, and authors oftenaccount for the effects of temperature on pathogen development (Grove et al., 1985;Magarey et al., 2005; Weir et al., 2015). As the overall objective of this project is thedevelopment  of  a  simple  decision  aid,  which  can  be  used  by  practitioners  indifferent  locations,  across  different  seasons,  and  at  different  occasions  within  aseason, it is important that temperature and its influence on early establishment ofthe host-pathogen interaction are adequately accounted for.
3.2 Modelling temperature dependence in biological processesAn understanding of the relationship between temperature and development fora given biological system opens several useful applications. For example, the timingof  future  developmental  events  under  different  temperature  schedules  (such  assuccessive  seasons)  can  be  estimated  (Streck  et  al.,  2007);  potential  geospatialdistributions of a species can be determined (Manrique and Hodges, 1989); and thesuitability, or lack thereof, of a crop to a novel climate can be assessed (Keulen andStol, 1995). There is a rich literature exploring both methods and applications forincorporating temperature as a factor in developmental models; much of this workfocuses on simple model systems (Corkrey et al., 2014; Ratkowsky et al., 1982), andmost applied studies relate to entomology  (Rebaudo  et al., 2017), but the generalframework and conclusions seem to apply to the majority of organisms. 
3.2.1 Heat units and accumulated thermal timeThe temperature dependence of biological processes can be modelled in severalways,  but  many  of  these  methods  are  inter-convertible,  and  a  mathematicalgeneralization is  given by Moore and Remais  (2014).  The most  widespread andconceptually straightforward method is to consider development as a function ofaccumulated heat units or ‘thermal-time’, which is defined as the product of time
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T (t ) dt (1)







Where  °Da is the accumulated thermal-time, T is temperature (usually in  °C) as afunction of time, and t is chronological time (days, hours , seconds etc.).  Δt is thedifference in time between the upper and lower time intervals. i  is  the index ofobservations Ti is the temperature at the ith observation, and n is the number ofobservations. In this project, unless otherwise stated thermal time will be calculatedin terms of degree centigrade-hours (°C · hr).
For  most  applications  the  completion  of  a  developmental  event  (such  asdormancy  break,  anthesis,  a  biomass  threshold,  etc.)  can  be  associated  with  athermal  constant  (sometimes  represented  as  K),  which  is  generally  empiricallydetermined or estimated. In most cases, K has units in thermal-time so that it can bedirectly compared to the accumulated degree-time within a given application, but itis sometimes expressed as a value between 0 and 1, which corresponds to initiationand completion of the developmental event respectively (Moore, 2009); in this casea coefficient (K−1) is used to convert the right hand sides of equations 1 and 2 to aproportion. There are several classical phenological studies which make use of thisor related approaches (Allen, 1976; Baskerville and Emin, 1969; Burke, 1968), and it
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is  commonplace  for  agronomic  advice  to  be  given  in  terms  of  ‘degree-days’  or‘growing degree-days’; some organisations regularly publish estimates of thermaltime for a given region10.
Although  very  useful,  there  are  a  number  of  limitations  that  result  from  theassumptions of the thermal-time concept,  some of which can be overcome usingmodifications. Firstly, as thermal time is a simple product, the relationship betweentemperature (and indeed, time) and the calculated heat units will be linear. This isgenerally a reasonable assumption, particularly in situations where the temperatureprofile  is  anticipated  to  remain  well  within  a  organism’s  developmental  limits(Trudgill,  1995),  and is  advantageous  because  models  can  be  constructed usingsimple  linear  regression  techniques,  but  the  assumption  will  be  violated  astemperatures  reach an organism’s  developmental  extremes  (Yin  et  al.,  1995).  Inpractice  negative  temperatures  are  never  summed,  as  this  would  imply,implausibly,  that  reverse  development  is  taking  place  (this  is  avoided  iftemperature is expressed in °K), but it is common for organisms to cease growth(though not necessarily incur mortality) well above 0 °C (Moot  et al., 2000; Slaferand  Savin,  1991).  Similarly,  growth  as  well  as  development  generally  has  anoptimum  temperature  value,  above  which  developmental  rate  declines,  oftensharply,  until  it  ceases  (Wang,  1960).  Note  that  the  optimum  temperatures  forgrowth and development need not be the same; for many plant species the optimumtemperatures for the development of some reproductive structures are less than forvegetative growth (Hatfield and Prueger, 2015).
This  issue  can  be  resolved  by  incorporating  thresholds  within  the  degree-daycalculations,  so that degree-time units are only accumulated above the estimateddevelopmental minimum, generally called the ‘base’ temperature (Tb), and belowthe  developmental  maximum (Tm).  If  both  of  these  thresholds  are  included  thetemperature  response  function  is  undefined outside  of  the  range  Tb <  T  < Tm.
10. Some examples can be found at: 
http://www.cpc.ncep.noaa.gov/products/analysis_monitoring/cdus/degree_days/ 
(accessed: Aug 2019), http://www.farmwest.com/climate/pest (accessed: Aug 2019), 
and http  ://pnwpest.org/wea/weaexp.html   (accessed: Aug 2019).
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Occasionally a third parameter,  the developmental  optimum temperature (To)  isalso included to describe the decline in developmental rates which generally occursbetween an organism’s optimum and maximum temperatures.  It  is  important tonote  that  a  °Da figure  is  meaningless  without  reference  to  these  thresholds(particularly the base temperature).  
An estimate for Tb  is  generally obtained from a linear regression of observeddevelopment over a range of temperatures, with Tb corresponding to the horizontalaxis  intercept  (i.e.  the  temperature  where  development  equals  zero).  Zerodevelopment at this temperature is frequently not biologically true, but any error isoften negligible for practical applications  (Sharratt  et al.,  1989).  It is  not alwayspossible to precisely identify Tb experimentally. For example, if the pathogen isolateis a sample, rather than a pure clone, low temperatures will select for the most cold-tolerant individuals which may lead to an underestimation. In any case it can onlybe stated that Tb   is  located within the interval  between the lowest experimentaltemperature showing growth, and the next lower experimental temperature.
High temperature responses are more difficult to account for, and may be morevariable (Leach and Cowen, 2013), leading to a number of different approaches totheir  modelling.  The  simplest,  mentioned  above,  is  to  leave  the  thermal-timeequation as undefined as T > Tm,  which is usually described as a vertical cut-offmethod  (Roltsch  et al.,  1999). Alternatively, thermal-time accumulation above Tmcan be set as equal to that at Tm , described as a horizontal cut-off method due to itsappearance when plotted (Grigorieva et al., 2010). Both of these methods are poorrepresentations of the response of most organisms to high temperature, and a rangeof  so-called  intermediate  cut-off  methods  are  also  sometimes  used  where  To isintroduced and thermal-time accumulation is  set  to decrease above To.  It  is  alsopossible  to  treat  Tm as  To within  a  linear  model,  to  avoid  adding  additionalparameters.  In  many  situations,  the  different  threshold  methods  yield  onlymarginally  different  values  for  accumulated  thermal-time  (Moore  and  Remais,2014);  in  others,  particularly  where  the  temperature  is  often  outside  of  the
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thresholds,  which method performs best depends on the organism and the localclimate (Moore, 2009).
3.2.2 Non-linear models of temperature-dependent developmentThe  limitations  of  linear  models  of  temperature-dependent  development  arewell known, and have  led several researchers to develop mathematical descriptionswhich more accurately describe the temperature development relationship (Damosand Savopoulou-Soultani, 2012). As these models are non-linear, it is not possible tocalculate a thermal constant, and they generally provide estimates of developmentalrates at different temperatures rather than thermal-time  per se (Ratkowsky  et al.,1982). Some authors, particularly those interested in the more theoretical aspect ofthermal biology advocate describing temperature-dependent development in termsof ‘developmental accumulation’ (Blanford et al., 2013; Xu, 2003), or ‘physiologicaltime’ (which is sometimes denoted as Γ )(van Straalen, 1983). This adds conceptualclarity,  and  also  allows  the  incorporation  of  additional  rate-influencing  factors(humidity, solar radiation, etc.) within the function.
The  chief goal of these non-linear descriptions is to capture the two distinctresponses  organisms  show  to  high  and  low  temperature,  as  the  temperature-development relationship is frequently not symmetrical about To . There are severalapproaches  to  solving this  problem.  For example,  Sharpe and DeMichele  (1977)constructed an equation  based on  a  hypothetical  rate-limiting enzyme,  which isdenatured as high and low temperature thresholds are approached. An attractivefeature of this model is that it has parameters which are biologically meaningful, butthere is a large number of them which complicates fitting, although the authors laterprovided a modified form to address this issue  (Schoolfield  et al., 1981). A morecommon  approach  is  to  produce  a  mathematical  model  which  generates  curvessimilar  to the observed temperature-development  response  (Bayoh and Lindsay,2003;  Briere  et  al.,  1999).  Although these  sometimes  have parameters  without  abiological or physical interpretation, their fitting is often more straightforward, evenin cases where only a few observed values are available.
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No one scheme describing temperature-dependent development is accepted as auniversal  description,  each  has  strengths  and  weaknesses.  Some,  for  example,approach zero development asymptotically and therefore cannot estimate Tb (Loganet al., 1976); others may provide a good fit for some organisms or developmentalstages, but a poor fit for others. It is therefore necessary to select a non-linear modelbased on the intended application,  and to evaluate it  with data for  the relevantorganism, life-history stage and temperature range  (Gilbert  et al., 2004). It is alsoimportant to balance model fit with the number of parameters: simpler models arelikely to be more robust and easier to handle with statistical software packages, butmore  complex  models  may  provide  a  better  description  of  the  relationship.  Inseveral  entomological  studies  (Aghdam  et  al.,  2009;  Kontodimas  et  al.,  2004;Marchioro  et  al.,  2017;  Özgökçe  et  al.,  2016;  Roy  et  al.,  2002) models  have beenevaluated by fitting candidates to the same data set and then comparing them usingmultiple different measures of goodness-of-fit. For example, Marchioro et al. (2017)used R2 (the coefficient of determination), the residual sum of squares (RSS) and theCorrected Akaike Information Criterion (AICc)11 when evaluating 14 growth modelsfor  three  life  cycle  stages  of  Tuta  absoluta  (Lepidoptera,  tomato  leafminer.  Aninvasive moth which is a pest of tomato crops). R2 and RSS were used used to assessindividual model goodness-of-fit, while the AICc was  used as a criteria for selectionbetween models. Roy et al. (2002) used the RSS and adj-R2 (adjusted R2, a variant ofR2  which  includes  a  penalty  based  on  the  number  of  parameters  used  in  theexplanatory model  (Leach and Henson, 2007)) from fits of 11 different models totemperature-growth  data  gathered  for  Tetranychus  mcdanieli (Trombidiformes,McDaniel  spider  mite,  an  apple  orchard  pest)  and  Stethorus  punctillum(Coleoptera,  lesser  mite  destroyer,  a  biocontrol  agent).  In  this  case,  the  authorssought selected models which were ‘better’ than others based on the R2 and RSSvalues  they  produced.  Aghdam  et  al.  (2009) report  RSS,  R2,  AIC  (AkaikeInformation Criterion),  and adj-R2  values for  fits  of  14 temperature-developmentmodels  to  data  from  Cydia  pomonella  (Lepidoptera,  codling  moth,  an  apple
11. Some of these goodness-of-fit measures are discussed in Section 3.5.2, page 82.
66
orchard pest), and state that only the latter two goodness-of-fit measures are usefulfor  comparison  between  models.  In  some  causes,  authors  give  consideration  tofeatures other than  measures of fit, for example Roy et al. (2002) favour models thatprovide parameters with biological interpretations.
3.3 Temperature-dependent development in P. infestansIn  common  with  most  plant  pathogens,  P.  infestans  is  highly  sensitive  totemperature,  and  there  are  several  studies  which  explore  the  relevance  oftemperature to late blight epidemiology  (Batista  et al., 2006; Bruhn and Fry, 1981;Harrison  et  al.,  1994;  Iglesias  et  al.,  2009;  Oijen,  1995).  As  the  establishment  ofinfection is a critical stage, the response and survival of spores when exposed todifferent temperatures has been explored in detail (Fay and Fry, 1997; Mizubuti andFry,  1998;  Sunseri  et  al.,  2002),  with  temperature  frequently  considered  inconjunction  with  relative  humidity  (Minogue  et  al.,  1981).  There  is  a  well-established  relationship  between  temperature  and  the  mode  of  sporangiagermination  (Judelson  and  Blanco,  2005),  with  cooler  temperatures  favouringindirect  germination (the  release of  zoospores),  and warmer temperatures directgermination  (the  formation  of  a  germ  tube  directly  from  the  sporangia).  Arepresentative  sample  of  relatively contemporary isolates  from Great  Britain hasdemonstrated highest rates of indirect germination within the range 4 – 10 °C, withno major differences between isolates (Bain and Convery, 2011).
As  well  as  infection,  the  effect  temperature  exerts  on  several  developmentalstages has also been explored, and several controlled studies of incubation period(Andersen  and  Ospina-Giraldo,  2011;  Lees  et  al.,  2009;  Maziero  et  al.,  2009),sporulation capacity (Seidl Johnson et al., 2015; Sujkowski, 1987), and measures ofgrowth such as lesion size  (Chapman, 2012) have been published. Some authorsreport  discrepancies between growth rates on artificial media and plant material(Seidl Johnson et al., 2015), which brings into question the applicability of pathogencharacteristics (e.g. sporulation capacity, growth rates) measured in vitro to a fieldsituation.  Much  recent  interest  has  focused  on  differences  between  genotypes
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(Mabon et al., 2015), or on comparisons of isolates from different climatic regions(Mariette  et  al.,  2015).  The  methodologies  employed  in  these  studies  are  oftendifferent,  making comparisons difficult,  but several general trends are clear.  Thephysiologically relevant temperature range for P. infestans appears to be ~ 4 – 30 °C,most authors report no growth at 30  °C using cultures on agar plates or infectedplant tissue  (Harbaoui  et al., 2013). The lower end of the temperature scale is lesswell resolved; but development, albeit very slow, has been reported as low as 5 °C(Chapman, 2012). Prolonged sub-zero (°C) temperatures are lethal to  P. infestansmycelium (Kirk, 2003b). Of the studies which produced temperature growth curvesfor P. infestans, many do not have a descriptive model fitted to the data. Those thatdo generally use a polynomial (usually of degree 2) which usually provides a gooddescription (Becktell et al., 2005; Hartill et al., 1990; Olanya et al., 2009; Seidl Johnsonet al., 2015). It appears that only one laboratory-based study has made use of a non-linear model  (Shakya  et al., 2015) to describe  P. infestans behaviour - a modified,four parameter, Sharpe DeMichele equation (see Table 3.2, page 89) which indicatedthat lesion growth rates and duration of incubation were negatively skewed, butthat  other  epidemiologically  important  traits  such  as  infection  efficiency  andsporulation capacity were positively skewed with respect to temperature.
When isolates representing different clonal lineages are compared, differences inresponse  to  temperature  are  often  found,  both  between  and  within  genotypes(Chapman, 2012). The rank order of isolates showing the most growth sometimeschanges at different temperatures (Belkhiter et al., 2017), and different isolates mayhave different optimal temperatures. There is some evidence that local adaptation totemperature takes place. Mariette et al. (2016) reported that isolates within the sameclonal lineage from Western Europe have faster lesion growth on detached leavesthan those of Mediterranean origin at low temperatures (10 & 14 °C), but that thepattern was reversed at a higher temperature (18 °C).
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3.4 Estimating P. infestans biomass accumulation at different temperaturesCurative  fungicides  act  within  a  pathogen’s  incubation  period,  when  directobservation of pathogen growth is not possible. Environmental temperature is verylikely to influence the rate at which these early infections develop, and it is plausiblethat temperature may act as a modifying factor on curative activity.  In fact,  thiseffect has been demonstrated by Genet et al. (2001), although it is also possible thattemperature may be affecting the rate at which active compounds are metabolised,or the rate at which they are redistributed in planta. It is therefore desirable that thefinal  decision aid is  underpinned by a  temperature-developmental  model  whichsatisfies the following criteria: (1) accurately describes  P. infestans growth withinthe  incubation  period  over  different  temperatures;  (2)  is  able  to  describe  thisbehaviour over a range of temperatures likely to be encountered in the field; and (3)generates predictions that reflect the behaviour of the contemporary  P.  infestanspopulation.
The required data were not available from the literature.  Although there areseveral  studies  that  give  relatively  recent  information  on  in  vitro  growth  orprogression of symptoms on detached leaves (Belkhiter et al., 2017; Chapman, 2012;Seidl Johnson et al., 2015), there was little information on pre-symptomatic growthat different temperatures. We were also unaware of any studies which evaluated thesubstantial  number  of  published  temperature-dependent  growth  models  fordescribing  P. infestans  growth. A reliable and accurate temperature-developmentmodel is crucial for the final decision aid, as it will allow an estimation of pathogendevelopment given appropriate time and temperature inputs. It may be possible torelate this estimate of development to an expected level of curative control, whichwill be explored in Chapter 4.  The following sections describe temperature assayswhich were conducted to obtain temperature-dependent growth data for a smallnumber  of  P.  infestans  isolates.  Pathogen  growth  will  be  measured  using  bothtraditional symptom measurement techniques and a qPCR assay which will allowthe pre-symptomatic  pathogen biomass  in planta  to be estimated.  The followingaspects will be investigated using the assays: that P. infestans growth is dependent
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on temperature and can be assessed at both a visual level and using a biomolecularassay, that there are differences in growth between different P. infestans isolates andthat there is a correlation between visible symptoms and sub-clinical growth (i.egrowth  in  the  incubation  period).  Once  growth  estimates  have  been  obtained,models from the literature can be evaluated to see which provides the most usefuldescription, the evaluation will use criteria described in Section 3.5.2, page 82. Thismodel, and its fitted parameters can then be incorporated into the final decision aid(Chapter 6, Section 6.4, page 185).
3.4.1 Temperature bioassay: methods and materials P.  infestans growth  data  were obtained  from  a  sequence  of  assays  usingdetached leaves incubated at different temperatures, which were conducted in 2017.The data which these assays generated were then used to assess potential models.A single growth cabinet (Chapter 2, Section 2.5, page 54) was used for all assayruns,  with the  order of  temperatures assessed randomized.  Lateral  leaflets  weredetached from King Edward potato plants, approximately 6 weeks old and whichhad been propagated as described in Chapter 2 (page 51), planting was staggered toensure that plants were approximately the same age (±3 days) when leaflets weresampled.  For  each  experimental  run,  leaflets  were  harvested  from  each  nodebeginning at the 4th through to the 11th ascending from the base of the stem. Oneleaflet  was  taken  from  each  leaf  and  a  small  sticker  was  affixed  to  its  petiole,denoting plant and node. Leaflets were then placed within plastic trays lined withdamp paper towels corrugated into ridges.
Two distinct types of tray were prepared: ‘symptom measurement’ and ‘biomassestimation’  trays.  Each  symptom  measurement  tray  contained  34  leaflets:  foursequential sets of leaflets representing positions from the 4th to 11th node (8 leafletsin each) from randomized plants,  and two leaflets of random position (betweennodes 4 to 11) from a randomized plant which were designated as controls.  Eachset was assigned to an inoculation category (one of four  P.  infestans isolates,  orsterile distilled water), which was marked on the label. The position of the leaflets
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within each tray was then randomized. The two control leaflets were assigned to asterile distilled water inoculation. Two symptom measurement trays were includedin each run, giving a total of 16 leaflets per isolate per run. The second category oftray, biomass estimation, consisted of four sequential runs of six leaflets from nodepositions 4 though to 9, i.e.  24 leaves in total per tray. Each leaflet in a run washarvested from a different plant. Each set of sequential leaflets was then assigned toan inoculation category (see above) and this was marked on the label. Six biomassestimation trays were included in each experimental run, a total of 36 leaflets perisolate per run.
Four separate sporangial suspensions from lesions on detached leaves (cv. KingEdward) were prepared as described in Chapter 2, Section 2.4 (page 52) from thefollowing  isolates:  2012_13A2-1,  2008_6A1-1,  2012_7A1-1  and  2012_8A1-1.  Eachsuspension was adjusted to a concentration of 105 sporangia ml−1 and kept at roomtemperature  before  use.  The  intention  was  to  favour  direct  over  indirectgermination. The assigned leaflets were then inoculated with a 20 μl droplet, placedon the adaxial surface, away from any main veins. Once all leaflets within a traywere  inoculated,  trays  were  sealed  within  transparent  plastic  bags  and  placedwithin  growth cabinets.  The  trays  were  then  partially  shaded by  placing  papersheets over them.
The  growth cabinet  was  programmed with  a  two-phase  schedule:  the  initialphase consisted of a constant temperature of 18 °C with all illumination off for 12hours;  the  second  phase  consisted  of  16  hours  light  :  8  hour  dark  cycle,  withtemperature held constant at one of seven temperatures (6, 10, 14, 18, 22, 26, or 30°C). The initial phase of 18 °C and darkness was used to maximize the probability ofinfection, as differences in infection efficiency at different temperatures (Shakya etal., 2015) would likely confound later measurements of pathogen growth (Lapwoodand McKee, 1966). The positions of the trays within the chamber were randomized.Two iButton temperature loggers, enclosed within small plastic pots and shadedwith a piece of cardboard, were placed within the growth chamber during each run.
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These were programmed to collect temperature readings at 10 minute intervals. Thereadings from the two data loggers were then averaged, and used to calculate adegree-minute sum for the experimental run. Comparison of these values with theexpected degree-minute sum for each temperature did not differ by more than ± 3%for the infection phase (12 hours,  18  °C), or ± 5% for the constant experimentaltemperature phase. 
Twelve hours after inoculation the biomass estimation trays were opened andone leaflet  per  inoculation category was removed from each tray (6  leaflets  perisolate, from random positions). Each leaflet was then placed in  a micro-centrifugetube (2 ml), frozen and then stored at  −20 °C. This procedure was repeated at 24,36, 48, 60, and 72 hours post inoculation. After 120 hours of incubation, leaflets wereremoved from the symptom measurement trays, and digital images of each leafletwere taken as described in Chapter 2, Section 2.7 (page 55). The leaflets were thenreturned to their trays, which were re-sealed and placed back within the growthchamber in the same position. This procedure was repeated at 144 and 168 hourspost  inoculation,  so  that  in  total  three  images  of  each  leaflet  were  taken  perexperimental  run.  Once  the  experiment  had  been  performed  for  all  seventemperatures,  the  cycle  was  repeated,  but  within  the  second  run  of  eachtemperature  the  biomass  estimation  trays  were  omitted due to  time constraints.Thus growth at each temperature was assessed twice, on different occasions usingdifferent plant material.
The digital  images  were  inspected,  and those which showed the presence  ofdisease symptoms (necrotic  tissue or sporulation) had the lesion area quantifiedusing polygon function in ImageJ (Schneider et al., 2012) as described in Chapter 2(page  55).  The  square  roots  of  these  areas  were  obtained,  and  a  simple  linear
regression against  time performed with the  equation: √LA=βlg 0+βlg 1⋅t ,  whereLA is the lesion area in mm2, βlg0  is the intercept parameter with units mm, βlg1  isthe slope parameter in mm hr−1, and t  is time elapsed from inoculation in hours foreach infected leaflet.  The  slope coefficient  βlg1,  is a  measure  of  the  linear  lesion
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growth rate (mm·hr−1) (Visker et al., 2003). Images of leaflets without lesions at anyof the observation time points were assigned a growth rate of zero.
Genomic DNA was extracted from the frozen leaflets as described in Chapter 2,Section 2.8 (page 56). The quality and quantity of total DNA within each samplewas  assessed  using  spectrophotonic  analysis  (DS-11  FX+  Spectrophotometer,DeNovix). Samples were then diluted to 20 ng μl−1 using sterile distilled water andloaded in duplicate onto 96-well plates – details of primers, reaction mix, etc. can befound within Chapter 2, Section 2.8 (page 56). A serial dilution from 20 ng μl−1 to 2 ·10−5  ng  μl−1  of  P. infestans genomic DNA was used to generate a standard curve.This was matched to the isolate inoculated on to the specific leaflet to avoid biasesdue to differing ploidy or gene copy number between isolates.
Target DNA was detected in all  samples which had been inoculated with  P.infestans sporangia, and no Cq values were obtained from water controls. Estimatesof initial target template quantity (which is an index of P. infestans biomass) wereplotted against time for each isolate and temperature combination. For almost allcombinations for which there appeared to be a positive relationship between targetconcentration and time the increase was exponential. Simple linear regression of thenatural logarithm of initial target template quantity against time was performed.The regression equation was: ln(PiDNA )=βba0+βba1⋅t , where PiDNA is  initial targettemplate quantity of P. infestans DNA with units pg, βba0  is the intercept parameterwith units ln(pg), βba1  is  the slope parameter in ln(pg) hr−1, and t  is time elapsedfrom  inoculation  in  hours.  As  with  the  visible  symptom  measurement,  thecoefficient βba1 gives a measure of the rate of growth, with units ln(pg) hr−1, whichwe interpret as an index of the rate at which biomass is accumulated, and which willbe referred to subsequently as the ‘biomass accumulation coefficient’. In instanceswhere there was no statistically significant positive relationship, a coefficient of zerowas assigned. However, it is important to note that this does not in all cases denoteno  growth,  rather  that  the  rate  of  biomass  increase  was  not  detectable  by  themethodology used within this assay.
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3.4.2 Temperature bioassay: statistical analysisTo assess the influence of the different factors included within the bioassay onvisible  symptom  development,  data  were  analysed  via  an  analysis  of  variance(ANOVA). The statistical model included linear lesion growth rate as the responsevariable,  and  temperature,  leaf  position,  isolate,  experimental  tray,  andexperimental  run  as  factors.   Leaflets  with  zero  late  blight  lesion  growth  wereexcluded. The assumptions for the analysis were assessed by inspecting residualplots:  natural  logarithms  of  growth  rate  were  taken  to  ensure  homogeneity  ofvariance.  Temperature was included as a factor,  as  at this stage no assumptionsabout the shape of the relationship between temperature and lesion growth weremade.  
The biomass accumulation trays used a destructive sampling method, and so itwas  not  possible  to  calculate  growth  indexes  for  each  leaflet  individually.Additionally, unlike the lesion growth data each temperature was only assessed ona single occasion. However all four isolates were included at each temperature, andthe linear regression model (see Section 3.4.1, page 73) could be fitted to the data.An  analysis  of  covariance  (ANCOVA)  was  performed  with  ln(piDNA)  as  theresponse variable, inoculation time (t) as a covariate, and isolate as a factor. Thefeature  of  most  interest  here  was  whether  the  regression  lines  for  each  isolate(considered individually) were parallel, because the slope coefficient βba1  provides ameasure  of  the  growth rate  (in  terms  of  DNA accumulation,  and it  is  inferred,biomass).  In  other  words  non-parallel  regression  lines  indicate  differences  ingrowth rates between isolates at the assessed temperatures. A significant interactionbetween incubation time and isolate was interpreted as a difference in growth rates. 
3.4.3 Temperature bioassay: symptom measurement resultsAll four isolates showed a similar pattern of response to temperature, the dataare summarized in Figure 3.1 (page 75). At the lowest experimental temperature (6°C) very small lesions (0.17 – 11.38 mm2, after 168 hours) and slow growth wereobserved for three of the isolates: 2012_13A2-1,  2008_6A1-1 and 2012_8A1-1, but no
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symptoms were present on leaflets inoculated with isolate 2012_7A1-1 at any of thethree time points. No lesions developed on leaflets incubated at 30 °C for any of theisolates tested. No lesions developed on control leaflets. 
Figure 3.1. Graphical representation of mean linear lesion growth rates (mm hr−1) for four P.infestans  isolates  infecting  detached  King  Edward  leaflets.  The  different  isolates  areindicated by different colours and symbols (■ green squares = 2012_7A1-1, ● purple circles= 2012_8A1-1,  ▲ red triangles  = 2008_6A1-1  ,  and  ♦ blue ‘diamonds’  = 2012_13A2-1).Leaflets were incubated at a constant temperature which is noted at the top of each divisionof the plot. Means are shown, with lines indicating the 95% confidence intervals.
Lesion growth across the two sets of experimental runs was not significantlydifferent (p = 0.24), so data from both runs were pooled. Including leaf position as acovariate yielded a significant relationship (p < 0.01), leaves from higher positionswere associated with smaller lesions as has been reported elsewhere (Visker et al.,2003) but  this  did  not  alter  the  interpretation of  any of  the  other  factors  as  nostatistically significant interactions between leaf position and temperature or isolatewere present.  A large proportion of the variance was due to temperature (p < 0.01),
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but both isolate (p < 0.01), and the interaction between isolate and temperature (p<  0.01)  were  significant.  The  rank  order  of  isolates  varied  across  the  differenttemperatures (as indicated by the significant interaction term temperature · isolatefrom the  ANOVA):  isolate  2008_6A1-1 displayed the  fastest  lesion growth rateswithin the temperature range 6 – 18  °C; but at 22  °C, 2012_8A1-1 showed fasterlesion growth; and at 26  °C, 2012_13A2-1 had more rapid growth than the otherisolates.
3.4.4 Temperature bioassay: biomass estimation results Statistically significant positive linear relationships (see Figure 3.2, page 77, fora representative example) between initial template and disease development timecould be detected for temperatures 6 – 26 °C for isolate 2012_13A2-1, between 10 –22  °C for  isolate  2008_6A1-1,  between 18  –  26  °C  for  isolate  2012_7A1-1 and attemperatures  10,  18,  and  22 °C  for  isolate  2012_8A1-1.  Generally  speakingtemperature and isolate combinations that had more rapid growth rates (i.e. largerβba1 values)  were  associated with  higher  R2 values  for  the  relationship  betweenln(PiDNA) and incubation time, in other words a greater proportion of the variationwas explained when growth was faster. Temperatures close to the developmentalextremes were the most likely to be assigned a growth coefficient of zero. 
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Figure 3.2. Relationship between initial  P. infestans  DNA quantity in a sample (pg) andtime elapsed (hr) between inoculation and sampling. Data shown are from one isolate andtemperature combination (2012_8A1-1, 22 °C) to illustrate the method by which incubationgrowth  coefficients  were  obtained.  Each  point  (●)  represents  an  extraction  andquantification from a single inoculated leaflet (n = 6, per time point). The data are describedby a simple linear relationship  (shown on the diagram by the dashed line) with the formula:
ln (PiDNA )=βba0+βba1⋅t (p < 0.01, R2 = 0.67, βba0  = −1.458 ln(pg), βba1 =  0.073 ln(pg) ·hr−1) where PiDNA is  initial target template quantity of P. infestans DNA, βba0  is the interceptparameter with units ln(pg), βba1  is  the slope parameter in ln(pg) hr−1, and t  is time elapsedfrom inoculation in hours. R2 refers to the coefficient of determination.
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Table 3.1. Incubation biomass accumulation coefficients (obtained by linear regression of thenatural  logarithm  of  initial  template  quantity  against  incubation  time)  from  pre-symptomatic  King  Edward leaflets  which  were  sampled between 12  and  72  hours  postinoculation. The biomass accumulation coefficients correspond to  βba1  within the equation
ln (PiDNA )=βba0+βba1⋅t ,  where PiDNA is  initial target template quantity of P. infestansDNA, βba0  is the intercept parameter with units ln(pg), βba1  is  the slope parameter in ln(pg)hr−1, and t  is time elapsed from inoculation in hours. Quoted significance values are those ofthe coefficient rather than the regression line. In instances where the coefficient βba1 was notsignificant, a value of zero was assigned (this is denoted as ‘ns’). R2 refers to the coefficientof determination about each regression lines.
Isolate Temperature (°C) Biomass accumulation coefficient (ln(pg)·hr−1 ± 95 % ci) Significance R22012_13A2-1 6 0.0105 (± 0.0085) p = 0.02 0.1510 0.0611 (± 0.0098) p < 0.01 0.8314 0.0623 (± 0.0167) p < 0.01 0.6218 0.0678 (± 0.0167) p < 0.01 0.6822 0.0839 (± 0.0262) p < 0.01 0.5826 0.0879 (± 0.0177) p < 0.01 0.7530 0 ns2008_6A1-1 6 0 ns10 0.0666 (± 0.0110) p < 0.01 0.8214 0.0481 (± 0.0230) p < 0.01 0.3518 0.0515 (± 0.0201) p < 0.01 0.4422 0.0824 (± 0.0467) p = 0.01 0.2726 0 ns30 0 ns2012_7A1-1 6 0 ns10 0 ns14 0 ns18 0.0196 (± 0.0106) P < 0.01 0.3122 0.0779 (± 0.0136) p < 0.01 0.8026 0.0345 (± 0.0150) p < 0.01 0.3930 0 ns
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Table 3.1.   (continued from previous page)
Isolate Temperature (°C) Biomass accumulation coefficient (ln(pg)·hr−1 ± 95 % ci) Significance R22012_8A1-1 6 0 ns10 0.0273 (± 0.0183) p < 0.01 0.2114 0 ns18 0.0384 (± 0.0175) p < 0.01 0.3722 0.0726 (± 0.0179) p < 0.01 0.6726 0 ns30 0 ns
 When differences between isolates at each temperature (see Section 3.4.2, page 74) were assessed via ANCOVA, the interaction term time · isolate was significant at 10 °C ( p < 0.01), 18 °C (p < 0.01), and at  26 °C (p < 0.01), but not at 14 °C (p = 0.32) or  22 °C (p = 0.95). 
3.4.5 Correlation between biomass and symptom measurementCurrent methods for estimating biomass accumulation, such as the qPCR assayused  within  this  project,  are  relatively  time-consuming  and  require  access  tospecialized facilities. If visible symptom development is highly correlated with sub-clinical biomass accumulation, the former could be a useful proxy for the latter. Theestimated values for linear lesion growth rate and biomass accumulation growthcoefficient  are  plotted  against  each  other  in  Figure  3.3  (page  80).  There  was  asignificant positive relationship between the two (p < 0.01), but the R2 value of 0.43indicates  that  less  than  half  of  the  variation  was  explained  by  the  biomasscoefficient. Removal of combinations where one of the growth rates was allocated avalue of zero did not improve the relationship. Fitting a linear relationship to eachisolate individually yielded R2  values of 0.76 (p = 0.01) for isolate 2012_13A2-1 and0.66  (p  = 0.03)  for  2012_8A1-1.  The  relationship  was  not  significant  for  isolate2012_7A1-1 (p = 0.26) or 2008_6A1-1 (p = 0.17). This implies that, for some isolatesat  least  observed  lesion  growth  rates  may  not  be  useful  for  estimation  of  pre-symptomatic growth.
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Figure 3.3. Linear lesion growth rates for  P. infestans isolates 2012_13A2-1 (a), 2008_6A1-1(b),  2012_7A1-1  (c),  and 2012_8A1-1  (d)  plotted  against  their  corresponding  incubationbiomass  accumulation  coefficients  obtained  using  infected  detached  leaflets  over  thetemperature  range  6  –  30  °C.  The  R2 values  for  each  relationship  are  shown,  with  nsindicating that there was no significant relationship.
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3.5 Model selection
3.5.1 Candidate models of temperature-dependent developmentA large number of published temperature-development models  are available,and a useful summary and software toolkit is provided by Rebaudo  et al.  (2017).This toolkit covers a range of organisms, chiefly arthropods, but does include somemodels derived from studies with micro-organisms. A review of the literature didnot return any studies where a range of mathematical models was compared using asingle  data  set  for  plant  pathogen  growth  post-infection.  However,  there  are  ahandful of theoretical descriptions, and several studies of this type for arthropoddevelopment  (see  Section  3.2.2,  page  66).  Linear  models  and  polynomials  arecommonly used to describe relationships between disease development/growth ofplant  pathogens  and  temperature.  The  most  commonly  used  non-linear  modelappears to be the Sharpe-DeMichele equation, or a modification (Bernat et al., 2017;Carisse et al., 2000; Davidson et al., 2003; Xu, 2003, 1999), which has been used in atleast one study to model P. infestans (Shakya et al., 2015). A second model which isalso sometimes used  (Legler  et  al.,  2011) is  the Analytis  (1977) equation which,unlike many other models, was developed specifically for plant pathogens. Many ofthe studies that model temperature-dependent development are interested in theinfection phase, for example Lehsten et al. (2017) use a Beta growth function12 forthe accumulation of ‘blight units’ which explain the first late blight outbreaks of aseason. There is some limited evidence to suggest that early phases of pathogendevelopment  may  have  a  different  temperature-growth  profile  than  laterdevelopment (Shakya et al., 2015).
Fifteen  models  of  temperature-dependent  development  were  selected  andassessed  for  their  ability  to  describe  separately  the  symptom development  andbiomass  accumulation  relationships  obtained in  the  temperature  bioassay.  Thesewere chosen to span a range of complexities and a number of different approaches,
12. The Beta growth function is sometimes used to describe plant growth (Archontoulis
and Miguez, 2015; Mao et al., 2018; Yin and Struik, 2010) and was derived from the Beta
distribution function  (Yin et al., 2003). It is useful for modelling plant growth as it has
endpoints which can be fixed, a single mode, and is capable of generating asymmetrical
curves.
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with preference  given to  models  which have previously  been used in  empiricalplant pathology studies. Mathematical definitions of the models can be found inTable 3.2 (page 86).
3.5.2 Model fittingNon-linear equations were fitted to each data set using the  nlsLM (NonlinearLeast Squares Levenberg-Marquardt) function in R from the ‘minpack.lm’ package(Elzhov  et al., 2016), which uses the Levenberg–Marquardt algorithm as a fittingmethod. This algorithm uses an iterative procedure to minimize the the residualsum of squares (Lourakis, 2005) of a fitted equation to a specified data set. Fittingnon-linear least-squares estimates of parameters for the equations requires a set ofreasonable  start  values  or  the  fitting  algorithm  will  not  converge.  Appropriatestarting  values  were  obtained  from  either:  the  literature;  by  following  therecommendations of the model authors; or by visually inspecting several arbitrarytest curves. With fitting algorithms there is a danger that a local (rather than global)minimum is  found,  so  several  different  sets  of  start  values  were  used  for  eachtemperature-growth model, as recommended by Schabenberger and Pierce  (2002).The precedent set in the literature on arthropods of using several goodness-of-fitmeasures to assess temperature-development models  was followed here.  For thelinear (in their parameters) models, the R2 (of predicted against actual values) andRSS were calculated. The residual sum of squares (RSS) provides a measure of thecloseness  of  the  fit  to  the  data  (Ritz  and Streibig,  2008).  For  linear  models  oneinterpretation  of  R2 is  as  the  proportion  of  the  total  variation  explained  by  theregression  curve  (Mead,  2017).  For  non-linear  models  the  use  of  R2 is  oftendiscouraged (Helland, 1987), and for this reason additional goodness-of-fit metricswere included. The first was the pseudo-R2 value as specified by Schabenberger andPierce (2002); this is an R2 variant which like R2 cannot take values greater than one,and is not interpretable as the proportion of variation explained by the model. Thesecond was the corrected Akaike information criterion (AICc). The classical AIC is acriterion  from information  theory  (Burnham and Anderson,  2004;  Symonds  andMoussalli, 2011), which estimates the amount of information lost by representing
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the process which generated the original data as a model13.  In the corrected AIC(AICc) a penalty term is applied to the AIC value to reduce the danger of overfittingwhen sample size is small (Brewer et al., 2016), as is the case here.
 Linear models (eq. 3 – 7, and 18 – 22) were fitted by linear regression using the
lm function (in combination with the poly function for eq. 6, 7, 21, and 22) in R (RCore Team, 2013). The thermal-time models 4, 5, 19, and 20, include temperaturecut-offs at an upper temperature threshold. This can be interpreted as Tm for thevertical cuff-off as no development takes place above it. These cut-offs were set asthe  lowest  temperature  at  which  the  fastest  growth  was  obtained  in  thedevelopmental assay. In the case of isolate 2012_13A2-1 this was at 18 °C for linearlesion growth and at 26  °C for biomass accumulation index. A special procedurewas used for the linear models 3 – 5, and 18 – 20: only the data up to Tm/To wereused in the fitting,  but goodness-of-fit  measures were calculated from the wholedataset (predicted vs. observed growth rates from 6 – 30 °C). This is artificial, butthe motivation was to represent a situation where a linear relationship has beenestablished  over  part  of  the  temperature  range  before  the  optimum  growthtemperature (the temperature development relationship is often well approximatedby a linear relationship up until  To (Montagnes  et al.,  2003)),  and is  then eitherextrapolated to higher temperatures, or has a cut-off applied. 
The  intention  was  to  produce  a  deterministic  model  for  inclusion  in  theprototype  decision  aid.  With  this  in  mind,  for  the  symptom measurement  data,mean lesion growth for each constant temperature served as the observations towhich  the  model  was  fitted,  whereas  for  the  incubation  period  biomassaccumulation dataset the growth coefficients (Table 3.3,  page 92) were used.  Inboth cases the data for isolate 2012_13A2-1 solely were used. This isolate was theonly one with a positive relationship for biomass accumulation and visible lesiongrowth at each constant temperature up to and including 26  °C  (i.e.  where eachnon-zero  lesion  growth  value  had  a  corresponding  biomass  accumulation
13. Note that this is an estimate, as the true process that generates the data is almost always unknown.
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coefficient).  Additionally,  as  this  appeared  to  be  the  most  aggressive  isolate  itrepresents a ‘worst case’ scenario for  P. infestans challenge in the field and so isappropriate for use as the basis of the final decision aid.
3.5.3 Model assessment for linear lesion growth ratesAll three linear models provided a poor fit to the observed lesion growth ratedata set, although the R2 values were improved by the inclusion of a cut-off. Thiswas chiefly due to the lack of fit at temperatures exceeding Tm.  It should also benoted that at intermediate temperatures (i.e. 6  °C – 18  °C), a linear fit provided avery good description of the rates of symptom development (R2 = 0.96).
The linear polynomial models, as well as all of the non-linear models assessedprovided  much  better  descriptions  of  the  data,  but  the  goodness-of-fit  of  eachvaried, with R2 or pseudo-R2 values ranging between 0.83 – 0.98. The models whichdeviated the  greatest  from observed values  and had relatively high AICc values(more  negative  values  indicate  more  informative  models)  were  Bayoh  (eq.  15),Lactin (eq. 11) , Logan (eq. 9), and the quadratic function 6. The Analytis function(eq. 8) had a very large AICc value (33.37),  which was due to the high penaltyincurred  from  the  number  of  parameters  it  requires.  Equations  9,  14  and  15adequately represented the asymmetry of the temperature-growth relationship, butsignificantly  underestimated  development  near  optimum  temperatures;  thequadratic  function (6) generates a symmetrical  curve which does not match thedata’s negative skew. The models most commonly used for plant pathogen growthcurves  (eq.  16  and 17),  which are  both based on the  Sharpe-De Michele  model(Sharpe and DeMichele, 1977) performed relatively well (pseduo-R2 = 0.93 and 0.91,respectively), but model 17 had an unfavourable AICc value (2.47). The number ofparameters for model 16 was so large that a AICc value could not be calculated.  
Several models (eq. 7, eq. 8, eq. 10, eq. 12, and  eq. 13) described the data verywell,  with only marginal  differences between them. The highest  R2  or pseudo-R2between predicted and observed growth rates was obtained for the cubic (eq. 7),
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Analytis (eq. 8) and Kontodimas (eq. 12) models, which is reassuring as (eq. 8) wasdeveloped specifically for descriptions of  plant pathogens.  The most  informativemodel based on AICc value was the Kontodimas (eq. 12) function (−20.83). Thismodel is  attractive as only three parameters need to be estimated, two of whichhave biological interpretations which readily lend themselves to applied situations(Tb and Tm).  Functions  eq.  8  and eq.  12  are  in  fact  related,  with eq.  12  being asimplified form of eq. 8, where two of the parameters (βvAY2 and βvAY3) are replacedwith constants  (2 and 1 respectively).  These constants are relatively close to theestimated values for βvAY2 (3.22) and βvAY3 (1.32) from the fit of equation eq. 8, andthe discrepancy between AICc values between the two models is attributable to theextra parameters needed for eq. 8. A very strong fit of the data is provided by eq. 7,the cubic equation (R2  = 0.98) which compares favourably with many of the morecomplex non-linear models. However, eq. 7 has a local minimum at ≈ 4.8 °C whichwould lead to overestimates of development at temperatures lower than this if anappropriate base temperature is not also incorporated.
Several  of  the  models  include  parameters  which  have  concrete  biologicalmeanings, or are able to estimate parameters commonly used in physiological-timeapplications (Tb, To and/or Tm). For the most part the estimates they provide hereare  plausible,  notwithstanding  the  inherent  uncertainty  in  their  estimation.  Themain exception to this is eq. 14, which gives a point estimate of Tb  as −4.3 °C, whichdoes not seem physiologically reasonable; although its associated standard error ishigh (± 8.72 °C).
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Table 3.2. Fitted coefficients and goodness-of-fit metrics for a selection of linear and non-linear models. Models were fitted to linear lesiongrowth rates for blight-infected (isolate 2012_13A2-1) detached leaves. Equations (3) through (7) are linear in their parameters, and (8)through (16) are non-linear. For the fitted parameters, the standard error (se) is given in brackets. RSS = residual sum of squares, R 2 is thecoefficient of determination determined from actual vs. predicted values, pseduo-R2 is a variant R2 recommended for non-linear regression,and AICc is the corrected Akaike information criterion. 
Model Equationa Fitted parametersa (± se) RSS R2 pseduo-R2  AICcLinear,no cut-offs f (T ) = βvL0 + βvL1 T  (3) βvL0  =   −0.13              (± 4.56 · 10−2)βvL1  =     2.30 · 10−2    (± 3.48 · 10−3) 0.385 0.05 - -Linear,vertical cut-off f (T ) = {βvL0 + βvL1T if T <T m0 else  (4) βvL0   =  −0.13              (± 4.56 · 10−2)βvL1  =     2.30 · 10−2    (± 3.48 · 10−3) Tm    =   18                                           
0.140 0.14 - -
Linear,horizontal cut-off f (T ) = {
βvL0 + βvL1T if x<T o
βvL0 + βvL1 T o else
(5) βvL0  =  −0.13              (± 4.56 · 10−2)βvL1  =     2.30 · 10−2    (± 3.48 · 10−3)To     =   18                                            
0.084 0.35 - -
Quadratic f (T ) = βvL0 + βvL1 T + βvL2 T 2 (6) βvL0  =  −0.38              (± 0.13)            βvL1  =     6.95 · 10−2    (± 1.59  ·  10−2)βvL2  =  −1.85 · 10−2    (± 4.33  ·  10−4)
0.016 0.83 - -
a Where  T  is  the  temperature  in  °C,  Tb is  the  minimum  (base)  developmental  temperature  constant  (°C),   Tm is  the  maximumdevelopmental temperature (°C), and To is the optimum developmental temperature constant (°C). Other parameters which are modelspecific are denoted by β and an accompanying subscript. References for their derivation, interpretations and units are provided.
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Table 3.2. (continued from previous page)
Model Equationa Fitted parametersa (± se) RSS R2 pseduo-R2  AICcCubic f (T ) = βvL0+βvL1T +βvL2 T 2+βvL3 T 3 (7) βvL0   =    0.10              (± 0.12)             βvL1   = −3.90 · 10−2    (± 2.46 · 10−2)   βvL2   =    4.97 · 10−3    (± 1.50 · 10−3)   βvL3   = −1.26 · 10−4    (± 2.76 · 10−5)   
0.002 0.98 - -
Analytis(Analytis, 1977) f (T ) = βvAY 1 (T −T b )βvAY 2 (T m −T )βvAY 3 (8) βvAY1 =    9.57              (± 1.31 · 10−5)   βvAY2 =    3.22              (± 3.42)             βvAY3 =    1.31              (± 0.72)             Tb      =    2.71 · 10−2     (± 12.36)           Tm     =  30.00              (±   1.06)           
0.002 0.98 0.98 33.37
Logan(Logan et al.,1976) f (T ) = βvLG 1(eβvLG 2 T −e (βvLG 2 T m )−
(Tm − T )
βvLG 3 ) (9) βvLG1  =    2.86              (± 7.47 · 105)     βvLG2  =    0.15              (± 55.91)           βvLG3  =    6.46              (± 2.34 · 103)     Tm      =  29.91              (± 0.46)             
0.011 0.90 0.89 4.37
Taylor(Taylor, 1981) f (T ) = βvTY 1 e(− 0.5( T −T mβ vTY2 )2) (10) βvTY1   =      0.33              (± 3.42 ·  10−2)βvTY2   =      5.40              (± 0.67)           Tm      =    20.10              (± 0.65)           
0.007 0.92 0.92 −12.06
a Where  T  is  the  temperature  in  °C,  Tb is  the  minimum  (base)  developmental  temperature  constant  (°C),   Tm is  the  maximumdevelopmental temperature (°C), and To is the optimum developmental temperature constant (°C). Other parameters which are modelspecific are denoted by β and an accompanying subscript. References for their derivation, interpretations and units can be found in the
cited papers.
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Table 3.2. (continued from previous page)
Model Equationa Fitted parametersa (± se) RSS R2 pseduo-R2  AICcLactin(Lactin et al.,1995) f (T ) = eβ vLN1 T − e
βvLN 1 T m −(
T m −T
βvLN 2 ) (11) βvLN1  =      0.15              (± 2.11 ·  10−2) βvLN2  =      6.44              (± 0.85)            Tm      =    29.91              (± 0.40)            
0.011 0.90 0.89 −9.64
Kontodimas(Kontodimas etal., 2004) f (T ) = βvKD1 (T − T b)
2
(T m −T ) (12) βvKD1  =      1.16 · 10−4    (± 1.20 ·  10−5) Tb       =      5.09              (± 0.91)            Tm      =    29.98              (± 0.27)            
0.002 0.98 0.98 −20.86
Ratowsky(Ratkowsky etal., 1982) f (T ) = (βvRT 1( T −T b) (1− e
βvRT 2 (T − Tm )))
2 (13) βvRT1   =      3.95 · 10−2    (± 1.20 · 10−2) βvRT2   =      0.15              (±  7.50 · 10−2)Tb       =      2.38              (±  2.47)          Tm      =    30.52              (±  1.03)           
0.002 0.98 0.98 −7.25
Briere(Briere et al.,1999) f (T ) = βvBR 1 T (T −T b) (T m−T )
1
2 (14) βvBR1   =      1.68 · 10−4    (±  6.39 · 10−5)Tb       =   −4.30              (±  8.72)          Tm      =     30                  (±  1.81 · 10−4) 
0.009 0.92 0.91 −10.90
a Where  T  is  the  temperature  in  °C,  Tb is  the  minimum  (base)  developmental  temperature  constant  (°C),   Tm is  the  maximumdevelopmental temperature (°C), and To is the optimum developmental temperature constant (°C). Other parameters which are modelspecific are denoted by β and an accompanying subscript. References for their derivation, interpretations and units can be found in the
cited papers.
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Table 3.2. (continued from previous page)Model Equationa Fitted parametersa (± se) RSS R2 pseduo-R2  AICcBayoh(Bayoh andLindsay, 2003)
f (T )=βvBY 1+βvBY 2 T +βvBY 3 e
T
+βvBY 4 e
− T  (15) βvBY1   =      3.00 · 10−2            (±   0.11)βvBY2   =      1.04 · 10−2  (±   5.91 · 10−3)βvBY3   =   −3.20 · 10−14 (±   1.01 ·10−14)βvBY4   = −30.27                      (± 43.48)
0.016 0.83 0.83 7.31
Schoolfield(= modified Sharpe-DeMichele)(Schoolfield etal., 1981)
f (T )=
























(16) βvSdM1  =       0.88            (± 27.20)        βvSdM2 =   −8.64 · 104     (±   6.75 · 105)βvSdM3 =   −5.74 · 104     (±   2.05 · 105)βvSdM4 =      3.00 · 102     (±   1.35 · 102)βvSdM5 =   −1.16 · 105     (±   6.22 · 105)βvSdM6 =      2.98 · 102     (± 57.88)        
0.006 0.94 0.93 - b
Schoolfield,four parameter(Schoolfield etal., 1981) y=














(17) βvSF1 =   0.86                            (± 0.59)βvSF2 =   2.54 · 104           (± 1.12  · 104)βvSF3 =   8.23 · 104           (± 2.36  · 104)βvSF4 =   2.96 · 102          ( ± 2.64)         
0.008 0.92 0.91 2.47
a  Where  T  is  the  temperature  in  °C,  Tb is  the  minimum  (base)  developmental  temperature  constant  (°C),   Tm is  the  maximumdevelopmental temperature (°C), and To is the optimum developmental temperature constant (°C). Other parameters which are modelspecific are denoted by β and an accompanying subscript. References for their derivation, interpretations and units can be found in the
cited papers.
b Calculation not possible due to number of parameters.
89
3.5.4 Model assessment for incubation period biomass accumulationA  single  isolate,  2012_13A2-1,  provided  the  observed  biomass  accumulationrates used to parametrize the incubation period models which can be found in Table3.3 (page 92), and thus the results should be interpreted with caution. It is useful toconsider the response of the other isolates included in the temperature bioassay, theobserved values and model fits for symptom measurement, as well as the widerliterature on early  P.  infestans development when considering which descriptionwill offer the greatest utility.
As with the symptom development models, the simple linear (eq. 18) description ofthe  incubation  biomass-temperature  relationship  left  almost  all  variationunexplained (R2 = 0.01);  however,  both threshold models  (eq.  19  and 20)  werebetter descriptions of the growth curve (R2 = 0.89 and 0.58 respectively) in thisinstance . The estimated optimum temperature was higher than might be expected(26  °C),  however,  inspecting  the  standard  errors  of  the  estimated  growthcoefficients  illustrates  the  low confidence  that  growth rates  at  26  °C were  trulygreater than at 22  °C. Reducing the optimum temperature to 22  °C lowered the R2values substantially (0.23 for vertical cut-off and 0.12 for horizontal cut-off, data notshown).  Both  polynomial  functions  provided  reasonable  descriptions,  with  theasymmetrical cubic (eq. 21, R2 = 0.81) outperforming the quadratic (eq. 22, R2 =0.73).
Goodness-of-fit for the non-linear models was variable. The Taylor function (eq.25) generated a curve which was close to symmetrical, overestimating rates in thecentral temperature range and generally underestimating more extreme values, andthus was the least descriptive non-linear model. Functions 24, 26, 27, 28, and 32 allprovided reasonable descriptions of the growth rate-temperature relationship; allgenerated negatively skewed curves. Models 24, 26, 28, and 32 were least accurate atlow temperatures  6  –  10  °C and were  probably  overestimating  growth as  Tb isapproached.  Two models, Analytis (eq. 23) and Briere (eq.  29) produced similarcurves which were very good descriptions of the relationship, but both of which
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underestimated the observed development at 14 °C. Two models (eq. 23 and 27)also provided a reasonable point estimates of Tb : 1.2 °C and 0.45 °C, respectively.
Excellent descriptions of the data were provided by functions 30 and 31, chieflydue to the shape of curve that they yielded: a central linear phase between 10 and 26°C, with very sharp declines in predicted growth rates either side of this. Althoughgoodness of fit measurements were very favourable (model 30: R2 = 0.99, AICc =−31.16 and model 31: R2 = 0.99) the models are possibly overfitted to the data set:both produced high estimates of Tb,  and the general shape of the relationship isunusual when compared to published pathogen temperature development curves(Rebaudo et al., 2017). Model 31 also has a very large number of parameters, and soan AICc could not be calculated for it. Similarly, the Analytis model (eq. 23) has avery high AICc value (27.32) due to the number of parameters required.
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Table  3.3.  Fitted coefficients  and goodness-of-fit  metrics  for  a  selection of  linear  and non-linear  models.  Models  were  fitted to  pre-symptomatic growth measures at different temperature obtained via qPCR from blight-infected (isolate 2012_13A2-1) detached leaves.Equations (18) through (22) are linear in their parameters, and (23) through (32) are non-linear. For the fitted parameters, the standarderror (se) is given in brackets. RSS = residual sum of squares, R2 is the coefficient of determination determined from actual vs. predictedvalues, pseudo-R2 is a variant R2 recommended for non-linear regression, and AICc is the corrected Akaike information citerion.Model Equationa Fitted parametersa (± se) RSS R2 pseduo-R2  AICcLinear,no cut-offs f (T ) = βbL0 + βbL 1T  (18) βbL0    =     9.58 · 10−3   (± 1.47 · 10−2)βbL1    =     3.29 · 10−3   (± 8.46 · 10−4) 1.25 · 10−2 0.01 - -Linear,vertical cut-off f (T ) = {
βbL 0 + βbL1 T if T<T m
0 else
 (19) βbL0    =     9.58 · 10−3   (± 1.47 · 10−2)βbL1    =     3.29 · 10−3   (± 8.46 · 10−4)Tm     =   26                                           
8.02 · 10−2 0.89 - -
Linear,horizontalcut-off f (T ) = {
βbL 0 + βbL1 T if T<T o
βbL0 + βbL1 T o else
(20) βbL0    =     9.58 · 10−3   (± 1.47 · 10−2)βbL1    =     3.29 · 10−3   (± 8.46 · 10−4)Tm      =   26                                          
9.86 · 10−3 0.58 - -
Quadratic f (T ) = βbL0 + βbL 1T + βbL2 T 2 (21) βbL0    =  −8.08 · 10−2   (± 4.44 · 10−2)βbL1    =     1.80 · 10−2   (± 5.52 · 10−3)βbL2    =  −4.89 · 10−4   (± 1.50 · 10−4)
1.95 · 10−3 0.73 - -
a Where  T  is  the  temperature  in  °C,  Tb is  the  minimum  (base)  developmental  temperature  constant  (°C),   Tm is  the  maximumdevelopmental temperature (°C), and To is the optimum developmental temperature constant (°C). Other parameters which are modelspecific are denoted by β and an accompanying subscript. References for their derivation, interpretations and units are provided.
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Table 3.3 (continued from previous page)Model Equationa Fitted parametersa (± se) RSS R2 pseduo-R2  AICcCubic f (T ) = βbL0+βbL1 T+βbL 2T 2+βbL3 T 3 (22) βbL0    =     1.67 · 10−2     (± 9.66 · 10−2)βbL1    =   –3.99 · 10−3     (± 2.02 · 10−2)βbL2    =     8.91 · 10−4     (±  1.24 · 10−3)βbL3    =   –2.56 · 10−5     (± 2.27 · 10−5)
1.37 · 10−3 0.81 - -
Analytis(Analytis, 1977) f (T ) = βbAY 1 (T − T b)βbAY 2 (T m−T )βbAY 3 (23) βbAY1  =     1.21 · 10−3     (±  1.34 ·10−2)βbAY2  =     1.19                       (± 2.87)βbAY3  =     0.32                       (± 0.83)Tb       =     1.20                                  (± 18.34)Tm      =   30                  (± 1.80 · 10−5)
6.92 · 10−4 0.92 0.90 27.32
Logan(Logan et al.,1976) f (T ) = βbLG 1(eβbLG2 T −e (βbLG2 Tm )−
(T m −T )
βbLG 3 ) (24) βbLG1  =     1.89 · 10−2   (± 1.37 · 10−2)βbLG2  =     8.10 · 10−2   (± 6.70 · 10−2)βbLG3  =     3.62                         ± 3.78)Tm      =   30                             (± 0.41)
8.33 · 10−4 0.88 0.88 −12.98
Taylor(Taylor, 1981) f (T ) = βbTY 1 e(−0.5 (T −T mβbTY 2 )2) (25) βbTY1  =      8.50 · 10−2             (±0.18)βbTY2  =      7.60                       (±2.11)Tm      =    19.24                       (±1.86)
2.3 · 10−3 0.63 0.62 −19.16
a Where T is the temperature in °C, Tb is the minimum (base) developmental temperature constant (°C),  Tm is the maximum 
developmental temperature (°C), and To is the optimum developmental temperature constant (°C). Other parameters which are model
specific are denoted by β and an accompanying subscript. References for their derivation, interpretations and units are provided.
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Table 3.3 (continued from previous page)Model Equationa Fitted parametersa (± se) RSS R2 pseduo-R2  AICcLactin(Lactin et al.,1995) f (T ) = eβbLN 1T − e
βbLN 1 T m −(
Tm − T
βbLN 2 ) (26) βbLN1  =      0.14             ( ± 1.9 · 10–2)βbLN2  =      6.97                     (± 0.90)Tm      =    30.05                     (± 0.43)
9.07 · 10−4 0.87 0.87 −26.79
Kontodimas(Kontodimaset al., 2004) f (T ) = βbKD 1(T −T b)
2
(T m−T ) (27) βbKD1  =      2.21 · 10−5      (±9.1 · 10–6)Tb        =      0.45                      (± 2.92)Tm       =    30.51                      (± 0.98)
1.38 · 10−3 0.81 0.81 −23.85
Ratowsky(Ratkowskyet al., 1982) f (T ) = (βbRT 1 (T −T b ) (1− e
βbRT 2 (T− T m)) )
2 (28) βbRT1   =     2.02 · 10–3    (± 3.41 · 10–3)βbRT2   =     0.52                       (± 0.41)Tb       = –15.53                     (± 30.14)Tm      =   30.14                       (± 1.85)
8 · 10−4 0.89 0.89 −13.52
Briere(Briere et al.,1999) f (T ) = βbBR1 T (T − T b) (T m−T )
1
2 (29) βbBR1   =     4.84 · 10−5    (±1.88 · 10−5)Tb       =   –7.25                     (± 10.03)Tm      =   30                  (± 1.72  ·10−4)
7.62 · 10−4 0.90 0.89 −28.77
a Where T is the temperature in °C, Tb is the minimum (base) developmental temperature constant (°C),  Tm is the maximum 
developmental temperature (°C), and To is the optimum developmental temperature constant (°C). Other parameters which are model
specific are denoted by β and an accompanying subscript. References for their derivation, interpretations and units are provided.
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Table 3.3 (continued from previous page)Model Equationa Fitted parametersa (± se) RSS R2 pseduo-R2  AICcBayoh(Bayoh andLindsay,2003)
f (T )=βbBY 1+βbBY 2 x+βbBY 3 e
T
+βvbY 4 e
−T (30) βbBY1   =     3.82 · 10–2    (± 7.13 · 10–3)βbBY2   =     1.94 · 10–3      (±3.79 · 10–4)βbBY3   =   –9.01 · 10–15  (± 6.46 · 10–16)βbBY4   =   –1.58                      (± 2.79)
6 · 10−5 0.99 0.99 −31.16
Schoolfield(= modified Sharpe-DeMichele)(Schoolfieldet al., 1981)
f (T )=






















βbSdM1 =    8.96 · 10–2   (± 1.03 · 10–2)βbSdM2 =    4.07 · 103     (± 2.89 · 103)βbSdM3 =    7.62 · 105     (± 1.36 · 109)βbSdM4 =    3.00 · 102     (± 1.65 · 103)βbSdM5 =  –8.32 · 105     ± 2.45 · 1012)βbSdM6 =    2.79 · 102     (± 7.46 · 105)



















(32) βbSF1  =    0.10                (± 2.58 · 10
–2)βbSF2  =    9.36 · 103        (± 4.37 · 103)βbSF3   =    3.78 · 105        (± 6.34 · 106)βbSF4  =    3.00 · 102               (± 10.96)
9.27 · 10–4 0.87 0.87 −29.30
a Where  T  is  the  temperature  in  °C,  Tb is  the  minimum  (base)  developmental  temperature  constant  (°C),   Tm is  the  maximumdevelopmental temperature (°C), and To is the optimum developmental temperature constant (°C). Other parameters which are modelspecific are denoted by β and an accompanying subscript. References for their derivation, interpretations and units are provided.
b Calculation not possible due to number of parameters.
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3.6 Discussion and final physiological-time model selectionThe  observed  temperature-development  relationships  for  P.  infestans lesionspresented in this  chapter are in agreement with those in previous investigations(Chapman, 2012; Shakya et al., 2015). A wide range of models have been assessedfor their descriptive power whereas authors typically use a single function withoutexplicit  consideration of  its  merits  (Hartill  et  al.,  1990;  Mizubuti  and Fry,  1998).Additionally, a growth index within the incubation period, i.e. the increase in theproportion  of  P.  infestans  genomic  DNA present  in  infected host  material,  wasobtained  directly.  The  usual  practice  is  to  infer  sub-clinical  development  fromincubation  periods,  but  this  approach  will  be  sensitive  to  the  frequency  ofobservation, as well as to the method used for assessment; i.e. either microscopic(Shakya  et  al.,  2015) or  unaided  (Lebecka and Sobkowiak,  2012;  Maziero  et  al.,2009).
Although only four isolates  were  included in the temperature  bioassay,  theywere explicitly selected as representative of the relatively contemporary P. infestanspopulation extant in Great Britain,  and were thought to differ in aggressiveness.However, as each genotype was only represented by a single isolate due to logisticconstraints, no assessment of intra-clonal variation was made (Dey et al., 2018). Therates  of  visible  lesion expansion were  of  the  same order  of  magnitude as  thosereported by others  (Mariette  et al.,  2016),  but comparisons are difficult as  lesiongrowth is contingent on several other factors (host cultivar, inoculum density, etc.).The rank order of isolates for growth rate differed across the assessed temperatures:within the range 6 – 18 °C isolate 2008_6A1-1 had the fastest average linear lesiongrowth rate, but at 22 °C was replaced as the fastest growing isolate by 2012_8A1-1,which in turn was supplanted by 2012_13A2-1 at 26 °C.
When growth models were fitted to the isolates individually, slightly differentestimates of To were obtained (data not shown). This is consistent with several otherstudies in which differences between isolates  were found  (Belkhiter  et  al.,  2017;Chapman,  2012;  Michalska  et  al.,  2016).  More  data  are  needed  before  any
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attributions  of  temperature  adaptation  are  made.  Other  authors  have  reportedvariation  between inoculum batches  obtained  from the  same  isolate  (Chapman,2012). Although no significant differences were obtained between the repeat runs atthe  same temperature  this  possibility  cannot  be  excluded,  and it  may act  as  anadditional  source  of  variation  between  the  different  temperatures  tested.  Thisshould also be kept in mind when interpreting the biomass accumulation results, asit  was  only  possible  to  test  each  constant  temperature  a  single  time.  It  is  alsopossible that isolates of the same genotype designation differ in phenotypic traits(Hansen  et  al.,  2016b),  such  as  response  to  temperature  (Marano  et  al.,  2016).Ideally  this  within-genotype  variability  would  have  been  assessed by  includingseveral isolates of the same genotype within the bioassays, but this was not possibledue  to  resource  and time  constraints.  The  results  presented here  should not  beextrapolated to genotype groups without further evidence.
Several  of  the  tested  models  gave  descriptions  of  the  relationship  betweentemperature and the rate of  P. infestans tissue colonization that were a good fit tothe  observed  values  across  the  tested  temperature  range.  Surprisingly,  the  twogrowth indices used (linear lesion growth and incubation biomass accumulation)had only a moderately strong correlation. This in particular was due to the twoisolates (2008_6A1-1 and 2012_7A1-1) showing no apparent correlation between thetwo variables. Linked to this was the observation that the performance of almost allof the growth models differed between the two growth indices. For example, theBayoh function performed relatively poorly in describing lesion growth (eq. 15), butwas the most informative model when applied to the biomass accumulation dataset(eq. 30). The converse was, in essence, true of the Taylor function (eqs 10 and 25). Itis  not  possible  to  determine  if  this  is  a  robust  finding  and  whether  biomassaccumulation  within  the  incubation  period  and  visible  symptom  developmentrequire different descriptions or whether this is an artefact of the methodology usedto generate the two measurement types.
The most appropriate measurement on which to base the final physiological-time model is the incubation biomass accumulation, as it is within the incubation
97
period that curative fungicides are active, and the threshold for curative control willalmost  certainly  lie  in  the  time  period  included  in  the  temperature  bioassaysdetailed in Section 3.4 (page 69). Although the coefficients generated from the qPCRestimation of biomass increase within the incubation period are useful, there arecaveats  to consider  before  any inferences are  made.  Firstly,  not  all  temperature-isolate combinations could be assigned a growth coefficient, which indicates thateither (i) no growth occurred, (ii) very slow growth occurred which could not bedetected  by  the  assay  or,  (iii)  the  data  were  too  variable  to  fit  a  statisticallysignificant  linear  relationship.  In  instances  where  no  lesions  developed  in  thecorresponding symptom development observations, we can be reasonably confidentof  (i).  However,  there  were  also  several  combinations  where  no  incubationcoefficient could be assigned, but where lesion growth was observed. It is difficultto see how this is possible if (i) applied. These cases can probably be attributed to(ii) and (iii),  or possibly a combination of both as it was often the case that thebiomass  data  appeared  to  give  a  truncated  range  of  physiologically  relevanttemperatures.  Isolate  2012_13A2-1  represents  a  lineage  thought  to  be  moreaggressive  (Cooke  et al., 2012), more aggressive isolates colonize host tissue at amore rapid rate and this could be a factor in why growth could be detected at mosttemperatures.  However  this  does  not  offer  a  complete  explanation  as  isolate2008_6A1-1 is also considered to be an aggressive lineage (Stroud et al., 2016).
The above being the case, the best approach is in fact to select a model which isflexible  enough  to  accurately  describe  growth  curves  for  both  pre-  and  post-symptomatic  development  (naturally,  the  fitted  parameters  will  be  different  foreach). If necessary it will be straightforward to update the model used at a laterdate,  if  new  data  are  produced  which  give  more  accurate  information  on  thetemperature-growth relationship. If more resources had been available, the biomassaccumulation measurements could have been repeated over a longer time-scale (upto 96 or 120 hours) to capture a larger proportion of the exponential growth curve.This curve is likely to shift to the right for temperatures approaching Tb and Tm.More could also have been done to improve the biomass estimates at each time-
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point,  by  taking a  larger  number  of  samples,  and/or  by  ensuring  greaterstandardisation. Although leaflets of a similar size were selected, there was somenatural  variation  which  will  have  increased  the  variance  of  P.  infestans  DNAquantity estimates. A recommendation for future work is to fix the mass of hosttissue across experiments of this nature, but in some situations this could introducefurther errors in that sub-clinical lesions could be missed when a standardised areaof leaflet is sampled.
The selection of a final model is difficult as many of the tested models providedreasonable  descriptions  of  the  relationship  between  pathogen  development  andtemperature (based on their goodness-of-fit measures). A very strong candidate isthe  Analytis  function  (eq.  23).  It  provided  appropriate  curve  shapes,  plausibleestimates of base and maximum temperatures, and was informative for both typesof growth measurement.  However,  it  also has a number of weakness,  which aremainly due to the small sample size of the data set. The equation has a relativelylarge number of parameters, and this resulted in a very large AICc value (as thepenalty term was large). There was also a large standard error for the Tb  , whichresulted in a large interval estimate. The Bayoh (eq. 30) and Schoolfield models (eq.31) are probably not appropriate choices as the shape of curve they generated forpre-symptomatic  development  is  unusual  for  temperature-dependent  biologicalgrowth.  The  four  parameter  Schoolfield  model  (eq.  32)  would  be  a  reasonablechoice,  but  many  of  its  parameter  have  interpretations  based  enzyme  kinetics(Schoolfield et al., 1981), which are probably not intuitive to users of a plant diseaseforecasting application such as the planned decision aid. The Ratowsky (eq. 28) andBriere (eq. 29) models had favourable goodness-of-fit measures, but underestimatedTb to levels that are not biologically plausible (−15.53 °C and −7.25 °C). The Logan(eq. 24) and Lactin (eq. 26) both provided good descriptions, but do not provideestimates for Tb.
Ultimately,  the  Kontodimas  function  (eq.  27)  was  chosen  for  the  followingreasons: it has a small number of parameters, it generates plausibly shaped curvesfor both liner lesion growth and biomass accumulation, it provides estimates of both
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Tb and Tm which are plausible, and it is closely related to the Analytis function (eq.23) which was disqualified on the basis of its high AICc value but was otherwise astrong  candidate.  The  Kontodimas  function  did  have  slightly  lower  RSS  andpseduo-R2 values (1.38 · 10−3 and 0.81, respectively) than some of the other modelswhen used to describe the biomass accumulation data, and it may mean that themodel  underestimates  biomass  accumulation  towards  the  high  temperaturedevelopmental extreme (see Figure 3.4, page 101). This was judged an acceptabletrade-off with the other criteria (number of parameters, estimates of Tb and Tm, fit tolinear lesion growth data, etc.). This is a point which could be revisited if a larger setof pre-symptomatic growth observations become available. Fits of the function tothe linear lesion growth rate and biomass accumulation data for isolate 2012_13A2-1are shown in Figure 3.4.
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Figure 3.4. Temperature-dependent development of the P. infestans isolate 2012_13A2-1 ondetached leaves when incubated at a range of constant temperatures for (a) visible symptomdevelopment  measured  by  the  linear  lesion  growth  rate  (mm  hr−1),  and  (b)  biomassaccumulation  within  the  latent  period  measured  by  the  quantity  of  pathogen  DNApresent(estimated via qPCR). Points in (a) represent mean values from 32 infected detachedleaflets  and lines  represent  the  95%  confidence  intervals,  points  in  (b)  are  the  biomassaccumulation  coefficients  estimated  by  linear  regression  of  the  natural  logarithm  of  P.infestans DNA (ln(pg)) against time (six leaflets per time point at 12 hour intervals between12 and 72 hours), and lines represent the 95% confidence intervals. The blue dashed curvesare the nonlinear least squares fits of the Kontodimas function to each of the data sets, for (a)this fitted relationship was:  linear lesion growth (mm hr−1) =  1.16 · 10−4 (T − 5.09)2  (29.98− T),  and for (b):  P. infestans DNA accumulation (ln(pg)  hr−1) = 2.21 · 10−5 (T −  0.45)2(30.51 − T). In both cases T was the incubation temperature in °C. Note that because themodel  includes  a  base  (Tb)  and  a  maximum  (Tm)  developmental  temperature,  onlypredicated development in the range between Tb and Tm is shown.
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The  final  model  which  will  be  used  to  express  temperature  in  terms  ofphysiological time is therefore defined as:
f (T ) = {
0 T < 0.45
2.21 ⋅10−5(T − 0.45)2(30.51 − T ) 0.45 ≤ T ≤ 30.51
0 T > 30.51
(27-A)
where 𝒇(T) is a rate function of the observed temperature T (°C), with the unitsln(pg) hr −1. As the function includes a base (Tb = 0.45 °C) and a maximum (Tm =30.51 °C) developmental temperature, no development accumulates outside of therange Tb to Tm.  Temperature will generally be available in the form of readings atfixed intervals, which will allow the calculation of the estimated development of P.infestans biomass for each interval. Subsequent chapters of this thesis will link thisexpected development  to  the  level  of  curative  control  using  laboratory  basedexperiments (Chapter 4) and will validate the model on datasets not used in theconstruction  of  the  model  (Chapter  6).  The  units  of  the  selected  model  canalternatively be expressed as a relative of development using a conversion constant(k = 1 / ln(pg)), or as physiological-time (Γ) with the constant (k  = hr2 / ln(pg)).
Several  assumptions  have  been made  in  the  construction  of  this  model,  andseveral  factors  which  may  be  important  have  not  been  considered.  Firstly,  noaccount has been taken of  the ‘Kaufmann effect’  which describes inaccuracies inthermal-time models under oscillating temperatures compared with constant ones(Worner,  1992).  This  effect  is  likely to be a significant issue over relatively longtime-scales,  and where temperature observations are infrequent or are estimated(i.e.  daily  highs  and lows).  For  the  decision aid  it  is  envisaged that  hourly  (orperhaps even more frequent) temperature readings will be available. Additionally,the relevant time windows are in the region of 3 – 6 days (i.e. within the incubationperiod of  P.  infestans),  and the fact that the selected temperature model is  non-linear should limit any discrepancies due to temperature oscillations.
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The  model  implicitly  assumes  that  temperature  is  the  only factor  whichinfluences the rate of development of P. infestans, which is clearly untrue. This andother studies have observed subtle differences between isolates which may impingeon development rates  (Chapman,  2012).  In future,  if  very rapid genotyping andrigorous  population  monitoring  are  in  place,  it  may  be  useful  to  include  anaggressiveness  term  within  the  model.  Currently  however,  it  seems  prudent  toassume that a crop is under threat from one of the most aggressive isolates currentlypresent as natural inoculum. This is the chief reason isolate 2012_13A2-1 was usedto parametrize the temperature-biomass accumulation model. Although genotypeswhich appear to be more aggressive have since emerged (Ritchie et al., 2018a), thispost-dates the experimentation detailed within this study. 
Several other factors may also modify the rate at which  P. infestans  colonizespotato leaf tissue, such as the density of the challenging inoculum (Lapwood andMcKee,  1966) and the  host  cultivar  (Bengtsson et  al.,  2014;  Carlisle  et  al.,  2002;Young et al., 2018). A susceptible cultivar (foliar resistance rating 3) was used in thetemperature  bioassay  because  the  majority  of  potato  varieties  of  commercialimportance in Great Britain have low foliar resistance to late blight (foliar resistanceratings of 2 to 5, see Chapter 5, Section 5.1, page 145). The impact cultivar resistancehas on tissue colonization will be explored in a subsequent chapter (Chapter 5), butthe experiments included in this project will not establish the presence or absence ofa  temperature  ·  cultivar  effect.  This  remains  an  open  and  interesting  researchquestion. A relatively high inoculum density was used in the temperature bioassay(~ 2,000 sporangia per inoculation site). Biomass accumulation rates may be slowerif the initial number of spores is low (Kroll and Eide, 1981). However, it is possiblethat inter-spore competition at the inoculation site could also lower the measuredgrowth rate (Shakya et al., 2015; Staves and Knell, 2010). In future studies it wouldbe useful  to  establish growth curves  for  different  inoculum concentrations.  Thiscould  potentially  lead  to  the  inclusion  of  an  ‘inoculum  density’  term  in  rate-development models. In practice, local spore traps could be used to estimate thisdensity,  but  further  (challenging)  work  would  be  needed  to  establish  the
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relationship between sporangial numbers detected in the traps with spore density atthe leaf surface.
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Chapter 4 Determining the effect of pathogen development on the 
level of curative control
AbstractFungicides with a curative effect are used extensively in controlling potato lateblight,  and although they  are  chiefly  applied  as  protectants,  curative  activity  isrecognized  as  an  important  part  of  late  blight  control  programmes.  It  is  welldocumented that curative control declines as P. infestans infections develop (i.e. asthe amount of pathogen biomass present in host tissue increases). However, mostpublished data to date has assessed this decline with large (usually 24 hour) timeintervals. A series of bioassays were conducted using detached leaves, as well as anovel leaf-disc method, to assess the decline in curative control over time for two P.infestans isolates. Staggered inoculation and curative treatment times were used toachieve a range of disease development times from 8 to 72 hours. A field trial wasconducted  to  establish  if  a  similar  relationship  could  be  found  in  the  field.  Arepresentative  curative  fungicide  formulation  (propamocarb  + fluopicolide)  wasused in all experiments, as well as a susceptible cultivar (King Edward). Thermaltime was calculated in  all  experiments,  and used as  the  explanatory  variable  insubsequent analysis. The nature of the relationship was deemed to be analogous to adose-response curve, and a classic logistic model was fitted to the leaf disc data, asthis  was  the  most  detailed  set  of  measurements.  This  relationship  which  usesexpected  P.  infestans  development after a given thermal time value (determinedpreviously in Chapter 3) as an input and provides a probability of curative controlas an output, was used as the central component of the prototype decision, details ofwhich are provided in Chapter 6.
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4.1 IntroductionMany of the fungicide formulations which are routinely used for control of thelate  blight  causal  pathogen P.  infestans within  potato  cropping  systems  havecurative  properties.  A  fungicide  which  acts  curatively  is  capable  (under  somecircumstances)  of arresting infections which have occurred, but that have not yetprogressed to the point where visible symptoms are apparent (van den Bosch et al.,2014). Although a strategy which relies solely on curative treatments is inadvisable(Beckerman et al., 2015; Keinath and DuBose, 2004), the curative properties of somesystemic fungicides can be an important component of disease control programmes(Nielsen et al., 2014). In practice, a grower may know when conditions of high riskfor infection have occurred or are predicted to occur (Olanya et al., 2012), or if thereare potential sources of inoculum in the local area (Bradshaw et al., 2004), but theywill not know with precise certainty when infection will occur (Rossing et al., 2006).Relatedly,  fungicide  treatment  is  often  disrupted  by  blight  high-risk  weatherconditions  (Dorn  et al., 2007), so that in practice it may not be possible to applyprotectant treatments at an optimal time. In these situations, early infections may beadequately controlled by a fungicide with curative properties  (Kessel  et al., 2004);provided that application is timely. Additionally, there are some situations wherecurative  fungicides  can  lessen  the  severity  of  epidemics  (Fry  et  al.,  1979),  asinfections at various different stages will be present at the time of application. It isalso worth noting that some curative fungicides can have an impact short of fulleradication (though some may still refer to this as ‘eradicant effects’, see (Hodgson,1963))  on  plant  pathogens  even  once  symptoms  are  present:  slowing  diseaseprogress  (Klopping and Delp, 1980), and in many cases acting as anti-sporulants(Genet et al., 2001; Hu et al., 2007; Töfoli et al., 2012).
4.2 Curative activity and pathogen developmentCurative control of P. infestans is by definition time-limited (i.e. it occurs withinthe  incubation period).  There  is  therefore  a  critical  time  period (or  ‘window ofopportunity’  (Xu  and  Butt,  1996))  for  curative  control,  which  seems  to  beappreciably shorter than the full incubation period (Bødker and Nielsen, 2000), and
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which varies between the different fungicide a.i.s (Johnson et al., 2000). Much of theadvice on late blight management aimed at end users gives a window for curativeaction  of  ~  24  hours.  However,  any decline  in  curative  control  is  a  function ofpathogen development rather than simply time elapsed from infection,  and it  istherefore more appropriate to consider the curative opportunity window in terms ofpathogen development rather than time.
There are data on the curative properties of some of the fungicide formulationsused for  management  of  late  blight in  both potato and tomato in the literature,although they do not for the most part include enough information on which to basea decision aid for the use of curative fungicides. Studies which are know to us attime of writing are listed, along with key features such as a.i.s used and applicationtimes in Appendix 1. All of the reviewed studies reported the incubation conditionsfor  the  curative  experiments.  The  vast  majority  used controlled  conditions  withtemperatures in the region 18 – 22 °C. This corresponds to the optimum temperaturefor development of  P.  infestans in planta reported by this study (see Chapter 3,Section 3.4.3, page 75) and previous ones  (Belkhiter  et al., 2017; Chapman, 2012).From this we can cautiously infer that rates of development were relatively rapid,and perhaps represent a lower estimate for the critical curative time window. Theinfluence of temperature on this critical period has been demonstrated in controlledconditions. Genet et al.  (2001) obtained significantly better control with cymoxanilat 17 °C than 20 °C when treatments were applied curatively to infected leaf discsafter  36  hours.  Similar  results  were  obtained  using  whole  plants,  for  both  acymoxanil, and a propamocarb + chlorothalonil formulation. These observations, aswell  as  evidence  from  field  trials,  illustrate  that  temperature  is  an  importantmodifying factor for curative control of P. infestans.
107
4.3 Characterisation of curative opportunity windowInformation currently available provides a useful guide to identify in generalsituations where curative action is likely to occur. However, the time intervals usedin the experiments that generated the information have generally been large, often24 or 12 hours, and data were obtained under conditions that were optimal for thepathogen.  An improved characterisation of  the relationship between  P.  infestansdevelopment  and response  to  curative  treatment  would be  very  useful  for  IPMprogrammes and decision support systems (DSSs).  This chapter aims to providethis description, based on empirical data from bioassays and field trials. The mostappropriate methodology to use was not apparent at the outset of the investigation,and the following sections follow the progression of experimentation towards anassay which was judged to yield data usable for a decision aid. It was importantthan any relationship between disease development and curative control uncoveredunder controlled conditions could also be observed in the field, and a small fieldtrial  was also conducted to test the hypothesis that such a relationship could befound.
4.3.1 Fungicide selectionThe screening of a large number of curative fungicides for efficacy was not anobjective of this project. Although cymoxanil is the most widely used commerciala.i. with curative properties (Monie et al., 2016), preliminary experiments indicatedthat  it  was  not  the  best  choice  for  the  planned  investigations.  The  formulationInfinito (propamocarb-HCl + fluopicolide; Bayer) was selected for the majority of
experiments as (i) it is assigned a ‘good effect’ (●●) rating in the EuroBlight table,representing  a  middle  ranking  for  curative  activity,  and  (ii)  previous  studiesidentified a fall in curative efficacy for this fungicide between 24 and 48 hours underoptimal conditions. Unless otherwise stated, fungicides were applied at the full labelrate (for propamocarb-HCl + fluopicolide as Infinito, Bayer, suspension concentrate, 62.5 g l−1 propamocarb-Hcl + 62.5 g l−1 fluopicolide, this was 1.6 l ha−1 in 200 l H2O)to ensure consistency with typical crop protection practice.
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4.3.2 Detached leaf bioassays: methods and materials It is common for the curative activity of a.i.s to be described as a binary variable,i.e.  there is a critical threshold after which curative control  is  not achieved. It  isunlikely that agronomists mean this literally when the curative effect is described ashaving a duration of ~24 hours, but rather that there is a gradual decline in curativecontrol with increasing disease development time, and they have implicit controlthresholds in mind. The rate or abruptness of the decline in control is therefore veryimportant,  particularly  if  modifying  factors  are  also  considered.  Detached-leafbioassays were conducted between autumn 2015 and summer 2016 to assess thedecline in control with increased late blight subclinical lesion development. For eachexperimental run, potato plants (cv. King Edward) were cultivated as described inChapter  2,  Section  2.2  (page  51)  for  6  –  7  weeks.  Immediately  preceding  theexperiment small plastic loop-lock labels were affixed to leaves on all stems; the leafposition from stem base and a code designating individual plants were recorded onthese labels. Plants were assigned randomly to one of three groups: (a) P. infestansmorning inoculation, (b) P. infestans evening inoculation and (c) mock inoculation(H2O).  This  was  necessary  to  avoid  cross-contamination  due  to  the  inoculationmethod, and to facilitate the sampling method which is explained below.
A P. infestans  sporangial suspension from single-isolate cultures was preparedfor each experimental run (1st run: isolate 2012_13A2-2, 2nd run: isolate 2012_13A2-1,and 3rd run: isolate 2012_8A1-1) as described in Chapter 2, Section 2.4 (page  52).Sporangia were obtained by washing lesions on detached leaves (cv. King Edward)with  sterile  distilled  water,  and  each  inoculum  batch  was  adjusted  to  aconcentration of  105 sporangia ml−1 and stored at  room temperature  (< 1 hour)before use. Two P. infestans inoculations took place during each experimental run: amorning inoculation (a) and an evening inoculation (b) at (a + 12 hours). A thirdmock-inoculation  (c)  with  sterile  distilled  water  took  place  between  these  twotimings.  Inoculations  were  made  with  leaves  attached  to  plants.  Single  20  μldroplets were placed on the adaxial surface of the terminal leaflet, and two adjacentlateral leaflets on the designated plants, with main veins avoided. Healthy leaves
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from between positions  5  to  16  were selected for  inoculation.  Once all  assignedleaves had been inoculated, whole plants were enclosed within large transparentpolyethylene bags, sealed around the base of the pot with string. These were in turnplaced within a growth room set at a constant 20 °C. After 24 hours the polyethylenebags were removed.
The experiment was designed to generate a range of disease development times,which could be arranged chronologically with 3-hour intervals between 24 and 72hours post inoculation. It  was not possible to run all  timings in series,  thereforethere  were  two  parallel  inoculation  times  (a)  and  (b)  which  resulted  in  thefollowing fungicide treatment times (F) across 3 days: F1 (a) 24 hours ; F2 (a) 27hours; F3 (a) 30 hours; F4 (a) 33 hours; F5 (a) 48 hours and (b) 36 hours; F6 (a) 51hours and (b) 39 hours; F7 (a) 54 hours and (b) 42 hours; F8 (a) 57 hours and (b) 45hours; F9 (a) 72 hours and (b) 60 hours; F10 (b) 63 hours; F11, (b) 66 hours; F12, (b) 69hours. Thus, four fungicide treatments took place each day between the hours 08:00and 17:00. At each fungicide treatment time 10 leaves (= 30 inoculated leaflets) wereselected  at  random  from  the  relevant  inoculation  category  (a)  and/or  (b)  anddetached, as well as 10 leaves (= 30 leaflets) from the mock inoculated (c) plants.Five  inoculated  leaves  (=  15  leaflets)  and  five  mock-inoculated  controls  (=  15leaflets) were then placed, adaxial surface upwards  in a 3 · 5 arrangement with ~ 5cm between adjacent leaves. The leaf petioles were covered with separate pieces ofpaper towel to avoid contact between fungicide and the cut surface. Fungicide wasthen applied via an AZO compressed air sprayer in a single pass,  with walkingspeed and flow rate calibrated to apply the field dose. The fungicide was applied at350 kPa through Lurmark F03-110 nozzles. The procedure was then repeated in aseparate  area with  the  remaining leaves,  but  with  the  treatment  consisting  of  awater control,  delivered via a CP 5  l  hand compressed sprayer.  Only one AZOsprayer was available, and there was insufficient time to alternate the application offungicide and water control from a single sprayer.
After  treatment,  individual  leaflets  were  detached and placed in Petri  disheslined with damp paper towels (cut to size), which were then sealed with plastic
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paraffin film. The dishes were then placed within LED boxes (see Chapter 2, Section2.5, page 53) with a 16-hour photo-period. The boxes were in turn placed within agrowth room set at a constant 20 °C. At each fungicide treatment time, new disheswere  distributed  amongst  the  LED boxes  so  that  position  within  each  box  wasrandomized.  For  each  experimental  run  temperature  was  recorded  betweeninoculation and fungicide treatment using two iButtons (see Chapter 2, Section 2.6,page 54), placed in shaded plastic tubs amongst the foliage of the inoculated plants.After 7 days, leaflets were removed from the light chambers and their symptomsassessed visually using Table 2.2 (Chapter 2, page 55). The size of any lesion presentwas also determined by taking a digital image of the leaflet as described in Chapter2, Section 2.7, page 55. Diseased area was then quantified using the polygon functionin ImageJ, as in Section 3.4.1 (page 70).
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T (hr) Schedule for inoculation, fungicide treatment and disease assessment of detached leaflets
0 Leaves in group (a) inoculated
3 | | | | | | | | | |
6 | | | | | | | | | |
9 | | | | | | | | | |
12 | | | | | | | | | | Leaves in group (b) inoculated
15 | | | | | | | | | | | | | | | | | | |
18 | | | | | | | | | | | | | | | | | | |
21 ▼ | | | | | | | | | | | | | | | | | |
24 F1 24 h ▼ | | | | | | | | | | | | | | | | |
27 F2 | 27 h ▼ | | | | | | | | | | | | | | | |
30 F3 | | 30 h ▼ | | | | | | | | | | | | | | |
33 F4 | | | 33 h | | | | | | | | | | | | | | |
36 | | | | | | | | | | | | | | | | | | |
39 | | | | | | | | | | | | | | | | | | |
42 | | | | | | | | | | | | | | | | | | |
45 | | | | ▼ | | | | | ▼ | | | | | | | |
48 F5 | | | | 48 h ▼ | | | | 36 h ▼ | | | | | | |
51 F6 | | | | | 51 h ▼ | | | | 39 h ▼ | | | | | |
54 F7 | | | | | | 54 h ▼ | | | | 41 h ▼ | | | | |
57 F8 | | | | | | | 57 h | | | | | 44 h | | | | |
60 | | | | | | | | | | | | | | | | | | |
63 | | | | | | | | | | | | | | | | | | |
66 | | | | | | | | | | | | | | | | | | |
69 | | | | | | | | ▼ | | | | | ▼ | | | |
72 F9 | | | | | | | | 72 h | | | | | 60 h ▼ | | |
75 F10 | | | | | | | | | | | | | | | 63 h ▼ | |
78 F11 | | | | | | | | | | | | | | | | 66 h ▼ |
81 F12 | | | | | | | | | | | | | | | | | 69 h |
. | | | | | | | | | | | | | | | | | | |
. | | | | | | | | | | | | | | | | | | |
. ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼
168 Disease assessments performedFigure 4.1. Overview of the inoculation, fungicide treatment and disease assessment timings for the detached leaf experiment described inSection 4.3.2 (page 10).  Inoculations were made with leaves attached to plants at either time (a) or (b), the left most column headed T (hr)represents the time elapsed in hours from the start of the experiment. Fungicide treatment times are denoted F i, where i is an index of thetreatment sequence number. Batches of 15 leaflets were treated curatively at the times shown in the diagram. The vertical arrows show thesequence of events for each batch of leaflets, and the inoculation categories and fungicide sprays to which they correspond. Note that thecontrol batches were untreated, and so do not have an associated fungicide treatment time.
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4.3.3 Detached leaf bioassays: data handling and statistical analysisTo  establish  a  relationship  between  P.  infestans development  and  diseasecontrol,  symptoms  were  grouped  into  two  categories:  (1)  curative  fungicideeffective, which corresponded to either no symptoms or small necrotic flecks; and(2) no curative control,  which was represented by large lesions with or withoutsporulation. This definition follows from Miyake et al. (2005), who observed similarresults  with benthiavalicarb-isopropyl  when treating  P.  infestans-infected tomatoplants  at  24  hours  post  infection.  A  mean  lesion  count  for  the  inoculated  butuntreated  controls  was  calculated  for  the  two  inoculum  batches  in  eachexperimental run, and values for fungicide treatment at each time-point were scaledusing the level of infection in the corresponding control (i.e. scaled lesion count =lesion  count  in  treated  observation  /  lesion  count  in  control)  to  correct  fordifferences in infection rates between inoculum batches. 
Thermal-time  values  for  the  different  intervals  between  inoculation  andfungicide treatment were calculated using the discrete time function14  equation 2from  Chapter  3  (Section  3.2.1,  page  62),  and  are  expressed  as  degree-hours.Inoculations had a duration of ~ 1 hour, and fungicide treatment of leaves one of ~30 minutes. When calculating the disease development time, the mid points of thesedurations were used. The mean of the two values from the two iButtons included ineach run was used as the temperature to calculate thermal-time.
Lesion sizes were analysed using ANOVA, with treatment type as a factor andthermal  time  as  a  covariate.  The  null  hypotheses  was that  lesion  size  wasindependent of thermal time, and that there were no differences in mean lesion sizebetween treated and untreated leaflets.  Inspection of residual plots indicated that





2 ) Δt ,  
Where °Da is the accumulated degree-time unit (in this case with units °C · hr), T  is temperature 
(°C) as a function of time and t  is chronological time (in hours). Δt is the difference in time between the upper and lower time intervals. i is the index of observations Ti is the 
temperature at the ith observation, and n is the number of observations. 
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the  data  required  square  root  transformation  to  meet  the  assumptions  of  theanalysis.  
4.3.4 Detached leaf bioassays: resultsIn all three experiments infection was high, but not uniform, in the inoculatedbut  untreated  leaves  (mean  values:  2012_13A2-2,  am  inoculation  =  57  %,  pminoculation = 83 %; 2012_13A2-1, am = 93 %, pm = 69 %; 2012_8A1-1, am = 64 %,pm = 87 %). As these values were < 100% this resulted in scaled values for treatedleaves  sometimes  exceeding  1.0.  No  lesions  developed  on  any  of  the  mock-inoculated (H2O) leaves. Accumulated thermal time values did not deviate morethan 6 % from those expected, leading to roughly comparable treatment intervalsacross the three experimental runs.
Relationships  between  thermal-time  and  the  number of  leaflets  in  a  samplewhich went on to develop lesions are shown in Figure 4.2 (page 115). In general thecount of leaves with lesions increased with thermal time. For isolates 2012_13A2-2and 2012_8A1-1 early thermal time points (465 – 645 °Da) showed a low amount oflesion development (0.0 – 0.2), but for points greater than 700 °Da the scaled numberof infected leaflets ranged from between 0.4 – 1.1 for isolate 2012_13A2-2, and 0.6 –1.2 for isolate 2012_8A1-1. In contrast the run which included isolate 2012_13A2-1contained no treated leaf batches which fell below 50 % of leaves developing lesions.A statistically significant relationship between the scaled number of infected leafletsand thermal time existed for isolates 2012_13A2-1 and 2012_8A1-1. For 2012_13A2-1a quadratic equation  (LI = 0.63 + 0.34  °Da  – 0.57  °Da2, p < 0.01, where LI is thescaled number of infected leaflets, and  °Da  is  the accumulated thermal time withunits  °C  · hr)  was the better fit  than a simple linear  relationship (adj-R2 of  0.55compared with 0.41 for the simple linear equation). For isolate 2012_8A-1 there waslittle difference in fit between quadratic and simple linear functions (the adj-R2 was0.70 for a quadratic function with the formula LI = 0.68 + 1.33 °Da – 0.43 °Da2,  and0.76 for a linear equation with the formula LI = βli1 °Da + βli0, where βli1 is the slopecoefficient with units  °C-1 · hr-1,  and  βli0 is the intercept parameter with the same
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units  as  LI).  For  isolate  2012_13A2-2  there  was  no  statistically  significantrelationship between infection and time, either from fitting a linear equation (p =0.12) or a quadratic one (p = 0.22).  
Figure  4.2.  Scaled  count  of  detached  leaflets  (n  =  15,  scaling  is  to  untreated)  whichdeveloped active lesions after point inoculation with  P. infestans and subsequent curativetreatment with propamocarb-HCl + fluopicolide at a range of disease development timesbetween  24  and 72  hours.  Disease  development  time  (interval  between  inoculation  andtreatment) is expressed as thermal time (accumulated degree hours). Different isolates wereincluded in each experimental run, which are displayed in separate panels: (a) 2012_13A2-2(light blue points), (b) 2012_13A2-1 (blue points), and (c) 2012_8A1-1 (purple points).
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When lesion areas were analysed, in all experimental runs the mean square rootof diseased area was significantly different for untreated leaflets than for those thathad received a fungicide treatment (2012_13A2-2: p < 0.01, 2012_13A2-1: p < 0.01,and 2012_8A1-1: p < 0.01), and lesions were larger in the untreated leaflets (datanot shown). Thermal time was a significant covariate for 2012_13A2-2 (p = 0.04)and 2012_8A1-1 (p < 0.01),  but not  for 2012_13A2-1 (p = 0.25).  The interactionbetween  thermal  time  and  treatment  was  significant  for  all  three  isolates:2012_13A2-2 (p < 0.01),  2012_13A2-1 (p < 0.01), and  2012_8A1-1 (p = 0.01). Fortreated leaflets, lesion size increased with higher accumulated thermal time valuesfor  fungicide-treated  leaflets  (data  not  shown).  Although  there  may  have  beendifferences between inoculum batches, these were not included as a factor in theANOVA, as the treatment structure was not orthogonal.
4.3.5 Leaf disc bioassay: methods and materialsThe  data  produced by  the  detached leaf  bioassay  were  judged  insufficientlyrobust for use in the final decision aid. It appeared that the experimental design didnot in all  cases cover the critical period for curative control,  and the number ofinoculation sites per sampling time (n = 15) was too low considering the variabilityin  infection  and  lesion  development.  To  address  these  issues,  an  alternativemethodology using cut leaf-discs was used; this allowed for an increased number ofinoculation sites, both in total and per sampling time, traded-off against similarity toa field situation. With the new system curative activity was tested from 8 hours afterinoculation rather than from the 24 hours from inoculation used in the detached leafmethodology.
Acrylic  tiles  (170  mm  · 170  mm  Perspex  frame)  were  obtained  from  acommercial supplier, and 64 holes (12 mm diameter) were drilled into each in an 8 ·8 equidistant pattern (Figure. 4.3, page 117). A second, intact, tile was then affixedto the base in order to form a frame into which cut leaf discs could be loaded. Allframes were washed and surface sterilized with ethanol before use.  On the daypreceding an experimental run, leaf discs of corresponding size to the spaces in theframe were cut using a sterilised cork borer from 6 to 7 week-old  S.  tuberosum
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leaves, which had been cultivated as described in Chapter 2, Section 2.2 (page 51).The discs were then loaded into the acrylic frames. Disc edges were covered usinghorizontally and vertically arranged strips of paraffin film, which left a central area≈ 100  mm2 of  each  disc  exposed.  Frames  were  wrapped in  new plastic  film toprevent dessication and stored overnight at 4 °C in darkness.
Figure 4.3. Potato leaf discs in 64-hole inoculation frames. Each frame was constructed fromacrylic tiles. The drilled holes were 12 mm in diameter and held cut leaf discs in place duringfungicide treatment. To prevent fungicide a.i. uptake at cut edges, parafilm strips were usedto cover disc edged; tape which secures the film in place can be seen at the  edges of theframes in the above image. Once each frame was fully constructed and loaded, each potatoleaf disc had an approximate area of  100 mm2 left exposed to fungicide treatment.
Experiments were conducted between winter 2016 and autumn 2017.  A timesequence similar to that described in Section 4.3.2 (page 110) was obtained throughstaggered inoculations and fungicide treatments. A number of modifications weremade to the method used in the detached leaf bioassay: time steps were spaced at 4hour intervals, and the treatment timings were scheduled to yield a range from 8 –72  hours.  A  total  of  23  frames  were  used  in  each  experimental  run:  ten  wereinoculated in the morning (08:00, referred to as the (a) inoculation) and eleven wereinoculated in the evening of the same day (20:00, i.e. am + 12 hours, referred to asthe (b) inoculation). Each leaf disc in a frame was inoculated with a 20 μl droplet ofP.  infestans sporangial  suspension  (105 sporangia  ml−1)  derived  from  a  single
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isolate. One frame per inoculation timing was set aside as an untreated control, andtwo  frames  per  timing  for  P.  infestans biomass  estimation.  An  additional  fullyloaded frame was mock-inoculated with sterile distilled water on the same day, as acontrol. On all trays, the inoculation category was recorded on the base. Inoculatedframes were sealed within plastic trays (two per tray,  randomly allocated) linedwith damp paper  towels  to  ensure  high relative  humidity.  The  trays  were  thenshaded  using  paper  sheets,  enclosed  within  transparent  polyethylene  bags  andplaced within a single growth chamber, with the position of the trays randomized.
The  growth  chamber  was  programmed  to  maintain  a  constant  18  °C  withillumination at a 16 hour photoperiod. This was scheduled so that the first 8 hoursof incubation were in darkness. At the relevant timings frames selected randomlyfrom  the  appropriate  inoculation  group  were  removed  from  trays  and  treatedcuratively with fungicide as described in Section 4.3.2 (page 110).  The followingtreatment timings were used: F1 (a) 8 hours, F2 (b) 12 hours and (a) 24 hours, F3 (b)16 hours and (a)  28 hours, F4 (b) 20 hours & (a) 32 hours, F5 (b) 36 hours and (a) 48hours, F6 (b) 40 hours and (a) 52 hours, F7 (b) 44 hours and (a) 56 hours, F8 (b) 60hours and (a) 72 hours, F9  (b) 64 hours, and finally F10 (b) 68 hours. Treated frameswere then placed within fresh, damp paper towel lined trays to avoid any vapour-phase fungicide activity influencing untreated frames; these were sealed as aboveand returned to the growth chamber. Temperature was recorded throughout eachexperimental run using two iButtons (see Chapter 2, Section 2.6, page 54), placed inrandomly selected trays. In addition to the symptom measurement some leaf discswere sampled for pre-symptomatic biomass estimation. At each fungicide timing sixleaf-discs were randomly selected from the untreated frame assigned to biomassestimation. These were placed individually within micro-centrifuge tubes (2 ml),frozen and stored at −20 °C.
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T (hr) Schedule for inoculation, fungicide treatment and disease assessment of cut leaf discs within frames
0 Leaf discs within group (a) frames inoculated
4 ▼ | | | | | | | |
8 F1 8 h | | | | | | | |
12 | | | | | | | | | Leaf discs within group (b) frames inoculated
16 | | | | | | | | | | | | | | | | | | |
20 | ▼ | | | | | | | ▼ | | | | | | | | |
24 F2 | 24 h ▼ | | | | | | 12 h ▼ | | | | | | | |
28 F3 | | 28 h ▼ | | | | | | 16 h ▼ | | | | | | |
32 F4 | | | 32 h | | | | | | | 20 h | | | | | | |
36 | | | | | | | | | | | | | | | | | | |
40 | | | | | | | | | | | | | | | | | | |
44 | | | | ▼ | | | | | | | ▼ | | | | | |
48 F5 | | | | 48 h ▼ | | | | | | 36 h ▼ | | | | |
52 F6 | | | | | 52 h ▼ | | | | | | 40 h ▼ | | | |
56 F7 | | | | | | 56 h | | | | | | | 44 h | | | |
60 | | | | | | | | | | | | | | | | | | |
64 | | | | | | | | | | | | | | | | | | |
68 | | | | | | | ▼ | | | | | | | ▼ | | |
72 F8 | | | | | | | 72 h | | | | | | | 60 h ▼ | |
76 F9 | | | | | | | | | | | | | | | | 64 h ▼ |
80 F10 | | | | | | | | | | | | | | | | | 68 h |
84 | | | | | | | | | | | | | | | | | | |
. | | | | | | | | | | | | | | | | | | |
. | | | | | | | | | | | | | | | | | | |
. ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼ ▼
168 Disease assessments performed
Figure 4.4.  Overview of the inoculation, fungicide treatment and disease assessment timings for the cut leaf disc leaf experiment
described in Section 4.3.5 (page 116).  Inoculations were made on to cut leaf discs at either time (a) or (b). The left most column
headed T (hr) represents the time elapsed in hours from the start of the experiment. Fungicide treatment times are denoted F i, where i
is an index of the treatment sequence number. Each frame consisted of 64 inoculated leaf discs that were treated curatively at the times
shown in the diagram. The vertical arrows show the sequence of events for each frame, and the inoculation categories and fungicide
sprays to which they correspond. Note that the control frames were untreated, and so do not have an associated fungicide treatment
time.
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After  7  days,  all  frames  were  removed  from  their  incubation  trays  andsymptoms of late blight were quantified and recorded. Discs which were necrotic orwhich showed signs of sporulation were classified as unsuccessful control, whilethose which showed only healthy tissue or which displayed only small  arrestedlesions were classified as successful curative activity (i.e. the lesion is very unlikelyprogress  further  and  produce  viable  sporangia).  Six  successful  runs  of  theexperiment  were  conducted,  three  using  isolate  2012_13_A2-1,  and  three  usingisolate 2012_7A1-1. These two isolates were selected as representatives of extremesin aggressiveness from the available clones (more and less aggressive respectively).
Leaf discs which were sampled from the frames assigned to biomass estimationwere analysed using the qPCR assay described in Chapter 2, Section 2.8 (page 55)and in Chapter 3, Section 3.4.1 (page 73). This provided a quantification of pathogenDNA  present  within  leaf  discs  which  had  been  incubated  for  time  durationscorresponding to the curative fungicide treatment times. Total genomic DNA wasextracted from frozen discs,  and analysed as described in Chapter 2,  Section 2.8(page 55). As in Chapter 3 (page 73), DNA standards were matched to the isolateused within each experimental run.
4.3.6 Leaf disc bioassay: data handling and statistical analysisTo facilitate comparisons between runs and also inoculum batches, the discs ineach frame where infections were deemed uncontrolled were expressed as a scaledcount  of  the untreated control  frames for  the  corresponding batch.  Temperaturedata were used to calculate thermal-time as described in Section 4.3.3 (page 113).Data from runs using the same isolate were aggregated, and the infected lesion-disccounts  were  arcsine-transformed  and  regressed  against  thermal-time  sums.  Thearcsine function is undefined for values ≥ 1, and two values (2012_13A2-1, 2nd run,800 and 1314 oDa,) exceeded 1 due to the correction procedure described above, sothe data were renormalized using min-max scaling (Patro and Sahu, 2015).  To testfor differences between isolates,  ANOVA was used with the arcsine-transformeddata, with infected lesion-disc count as a covariate and isolate as a factor.
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Estimates of the quantity of P. infestans DNA within the biomass samples wereplotted against accumulated thermal time (see Figure 4.6, page 124). Runs with thesame isolate were combined, but because of time constraints only samples from the2nd and 3rd runs with each isolate were quantified. To assess if the relationship wasexponential, P. infestans DNA quantity was natural log transformed and regressedagainst the calculated accumulated thermal time for the combined inoculations forthe corresponding experimental run.
4.3.7 Leaf disc bioassay: results The frames containing discs that were inoculated but untreated generally had ahigh number of leaf discs developing lesions (2012_13A2-1: run 1 (a) 97 %, (b) 100%; run 2 (a) 84  %, (b) 44 %; run 3 (a) 95 %, (b) 100 %. 2012_7A1-1: 100 % all runs).Calculated thermal-time sums did not deviate more than 5 % from those expected,making sample times closely comparable across experimental runs. The counts ofinfected  discs  (scaled  to  the  inoculated  but  untreated  frames)  plotted  againstthermal-time can be found in Figure 4.5 (page 122). For both isolates the efficacy ofcurative treatment was reduced with increasing disease development thermal-time.For isolate 2012_7A1-1, the scaled count of infected leaf discs did not exceed 0.3until  thermal-time sums were > 600  °Da,  and were in the region of 0.4 – 1.0 forthermal-sums exceeding 1000  °Da.  In contrast,  for  isolate 2012_13A2-1 the scaledcount of infected leaf discs ranged from 0 – 0.6 for thermal-time sums under 600 °Daand, aside from two outliers , rarely fell below 0.6 at thermal sums greater than 600
°Da. The relatively low infection rate (44 %) in the inoculated, but untreated discsinoculated with isolate 2012_13A2-1 in run 2 inoculation time (b), cannot be readilyexplained. However, as all frames in this category received the same inoculum, andas the results were scaled, they were included in the final analysis.
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Figure 4.5. Scaled count of inoculated leaf discs displaying late blight symptoms (n = 64) inrelation  to  curative  fungicide  (propamocarb-HCl  +  fluopicolide)  treatment  at  differentpathogen development timings. The counts of infected leaf discs are expressed in relation tountreated controls. Six experimental runs are shown, with three runs each using the sameisolate in each panel: (a) isolate 2012_7A1-1 (), and (b) isolate 2012_13A2-1 (). Thermaltime is a composite term calculated from the incubation temperature and the time betweeninoculation and treatment with the units °C · hr.
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There was a significant linear increase in the arcsine transformed (performed tomeet assumptions of the analysis) scaled count of infected leaf discs with increasingthermal time for both isolates (2012_7A1-1:  p < 0.01, R2 = 0.64, DI = 3.38 · 10−4 °Da –8.26 · 10−2; 2012_13A2-1:  p < 0.01  R2 = 0.62, DI = 1.02 · 10−3 °Da + 0.13. Where DI isthe scaled number of infected leaf discs, and  °Da is the accumulated thermal time
with units °C · hr). The intercept term was non-significant in both cases (2012_7A1-1:  p = 0.28;  2012_13A2-1:  p = 0.17) confirming zero disease development wherecurative fungicide treatment and inoculation occurred at the same time. There was asignificant  difference  between  the  two  isolates  when  infected  disc  scaled  count(arcsine transformed) was analysed using ANOVA ( p < 0.01).
Target P. infestans DNA was detected in all samples which had been inoculatedwith sporangia, and no Cq values were obtained from water inoculated controls.After  a  lag  phase  there  was  an  increase  in  P.  infestans DNA  with  increasingaccumulated thermal-time,  with the largest  increase at  °Da values >  1000.   Therelationship was exponential for both isolates, and the DNA quantities were naturallog transformed for analysis (2012_13A2-1: p < 0.01,  ln(PiDNA) = 2.44  ·  10−3 °Da –4.38;  2012_7A1-1: p < 0.01,  ln(PiDNA) = 1.72  ·  10−3  °Da – 5.40. See  Figure 4.6 page124). An ANOVA was performed where amount of DNA was the response variable,isolate  was  a  factor  and  thermal  time  was  included  as  a  covariant.  The  nullhypothesis  was that there were no differences between the amount of  P. infestansDNA present between the two isolates.  This  analysis  indicated that  there was asignificant difference (p < 0.01) in DNA quantity between isolate 2012_13A2-1 and2012_7A1-1  when thermal-time was included as a covariate.
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Figure 4.6. Mean (n = 6) P. infestans DNA template quantity (± 95% confidence intervals)present  within  inoculated  potato  leaf  discs,  determined  via  a  qPCR  assay,  againstaccumulated thermal-time (°C · hr). Two experimental runs per isolate are shown: panel (a)2012_7A1-1 (), and (b) isolate 2012_13A2-1 ().
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4.3.8 Curative field trial: methods and materialsIt can sometimes be the case that behaviours observed for plant pathogens in thelaboratory differ from those observed in the field (Fry et al., 2019). To address this,data were obtained for curative activity of the representative fungicide in a fieldtrial. The field trial took place over the summer of 2016, at SRUC’s Auchincruivesite. Similar trials which included cultivars with different foliar resistance ratingsagainst late blight, and trials which were used to assess the performance of the finaldecision aid, are detailed in Chapters 5 and 6 respectively.
The trial consisted of 28 plots (each 4.95 m long  · 1.7 m wide) encompassing tworidges.  Seed  tubers  of  the  late  blight-susceptible  variety  King  Edward  (foliarresistance rating = 3) were hand planted, with 0.33 m spacings within rows.  Thetreatments were designed to generate a series of disease development times broadlysimilar  to  those  in  the  glasshouse  bioassays  and  were  allocated  to  plots  in  arandomized block design consisting of 6 blocks.  Each block had four plots, to whichwere allocated four treatments: F1, F2, F3, or an untreated control Fu. Additionally,four plots not within blocks were left uninoculated and untreated to assess the levelof natural background late blight infection (F0). Two artificial inoculation timings:(i) early morning and (ii) mid-afternoon, were applied to each plot, i.e. plants of thefirst ridge within a plot were inoculated at (i) and those in the second ridge at (ii).Thus there were 36 possible disease development time intervals, the product of twoinoculation times, three curative treatment times and six plots per treatment time.
Plants for inoculation were selected one day before the start of the experiment.Each inoculation site consisted of two stems which could be bunched together easilyand these were tagged with loop-lock labels, of separate colours for the differentinoculation timings. A total of four inoculation sites (= 8 stems) per plot per timingwere selected. Inoculum was prepared approximately an hour before the start ofinoculations, with two separate batches, from samples of the same infected plantmaterial, prepared for the different inoculation times. 
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Due to unavoidable contingencies, inoculum was prepared by washing lesionscollected  from  untreated  field-grown  plants  (cv.  Cara).  It  was  not  possible  todetermine the isolate (or isolate mix) with complete certainty,  but it  was highlylikely  that  a  clone  belonging to  genotype  6_A1 was  predominant  (C.  Kennedy,SRUC,  Auchincruive,  UK,  personal  communication).  Inoculum was  prepared asdescribed in Chapter 2, Section 2.4 (page 52), and adjusted to 3.8  · 104 sporangiaml−1.  The  inoculation  method  involved  bunching  the  two  stems  together  andapplying ~ 2.6 ml of inoculum from a plastic spray bottle, i.e.  ~ 105  sporangia persite. Inoculated haulm was then sealed within transparent plastic bags, with a smallhole  in  one  upper  corner  to  moderate  temperature.  The  bags  ensured  a  highhumidity environment to  increase the probability of infection and were removedafter 24 hours. Each inoculation took ~ 3 hours to complete. Plot inoculation timeswere recorded, together with the inoculation order of plots.
Assigned plots were treated curatively at one day (F1), two days (F2), and threedays  (F3)  from the start  of  inoculations,  with precise spray times  recorded.  Thetreatment of  plots  took ~ 20 minutes for  each of  the timings.  Plots  received thecurative treatment propamocarb-HCl + fluopiclode at 1.6 l ha−1 in a 200 litre watervolume. At F1  plots were sprayed using an AZO backpack sprayer (350 kPa spraypressure and Lurmark F03-110 nozzles), and at F2 and F3 a tractor-mounted sprayer(350 kPa spray pressure and Lurmark F03-110 nozzles). The different applicationmethods reflected availability of equipment. Symptoms were assessed seven dayspost  inoculation.  Inoculated  stems  were  identified  via  the  loop-lock  tags  and  arecord was made of the number of late blight lesions per leaf. Leaves between thefirst fully unfurled leaf below the stem apex (leaf one) to leaf eight were assessed asthese were the most likely to have intercepted both inoculum and fungicide spray.
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4.3.9 Curative field trial: data handling and statistical analysisTemperature data  from the Met  Office station at  Auchincruive  were used inconjunction with the recorded inoculation mid-point times and treatment times tocalculate an accumulated thermal time for each plot.  The average time to inoculateeach plot was ~ 10 minutes. Six lesions were found in total in non-inoculated plots,indicating that natural late blight inoculum was present. However this count was anorder of magnitude smaller than the number of lesions found in inoculated plots.Lesion  number  per  compound  leaf  was  recorded  and  then  regressed  againstaccumulated thermal time values to test for the existence of a relationship. Varianceincreased  with  increasing  thermal  time  sum.  A  significant  proportion  of  thecompound leaves returned a lesion count of zero, therefore + 1 was added to eachvalue prior to natural log transformation.
4.3.10 Curative field trial: resultsThe relationship between increasing accumulated thermal time and the meanlesion count per compound leaf can be found in Figure 4.7 (page 128). Lesions werefound at  all  inoculation sites  indicating that  complete control  was not achieved,even at  lower  accumulated degree  hours.  In  inoculated but  untreated plots,  themean lesion count per leaf was 2.59 (± 0.32, 95% c.i.) for the morning inoculationand 2.57 (± 0.34, 95% c.i.) for the evening inoculation. A t-test on natural log + 1transformed  values  (see  previous  section)  indicated  no  significant  differencebetween the two inoculum batches (p = 0.53). There was a statistically significantexponential relationship between mean lesion count and thermal time (p < 0.01,ln(LC + 1) = 1.06 · 10−3 + 0.06, where LC is the lesion count).
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Figure 4.7. Natural log + 1 transformed lesion count  per compound leaf with increasingthermal time between inoculation and curative treatment (propamocarb-HCl + fluopiclode).Each point represents the mean from four inoculation sites (= 64 leaves), and lines representthe 95 % confidence intervals.  Data are from a field experiment (see Section 4.3.8, page 125);Thermal time was calculated for the interval from inoculation to time of treatment  and hasunits °C · hr.
4.4 Relationship between curative control and pathogen developmentThe results from experiments reported in this chapter have been presented interms of thermal-time in order to account for the effect of temperature on pathogendevelopment, and to allow comparisons to be drawn across experiments. However,the final decision aid will use a developmental rate function which was set out inthe previous chapter (Chapter 3). It was not appropriate to use this model for all thedata-sets presented above, as it was parametrized only for isolate 2012_13A2-1. Thisisolate generated the shortest curative window in both detached leaf (Section 4.3.4,page 115) and leaf disc assays (Section 4.3.7, page 122), and can be used to representa ‘worst case’ scenario for the duration of any curative effect. 
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The leaf disc assay provided a description of the relationship between diseasecontrol  and thermal-time that  could,  as  a rough overview be  divided into threephases: good control, declining control, and little curative control. The situation isanalogous  to  studies  which  determine  EC50 or  ED50 values  from  fitting  controlrelationships  to  dose-response  datasets  (Ritz  et  al.,  2015),  however  in  this  casecontrol  falls  with  increasing  biomass  accumulation  rather  than  with  decreasingcompound concentration.  Dose-response relationships are commonly explored intoxicology (Clewell and Andersen, 2016; Cox, 1987), weed science (Kim et al., 2002;Knezevic et al., 2007), and in plant pathology (van Bosch et al., 2011; Cohen et al.,1991).
Within  the  leaf  disc  bioassay  both  temperature  and  time  elapsed  weremonitored,  and  the  results  are  displayed  with  thermal-time  as  the  explanatoryvariable. In Chapter 3 (Section 3.6, page 96) a model for conversion of thermal-timeto expected development was specified, and it is hypothesised that curative controldeclines with pathogen development (rather than thermal time per se). With this inmind, expected development given the temperature and time data was calculatedusing equation 27-A, which is reproduced below:
f (T ) = {
0 T < 0.45
2.21 ⋅10−5(T − 0.45)2(30.51 − T ) 0.45 ≤ T ≤ 30.51
0 T > 30.51
(27-A)
where 𝒇(T) is a rate function of the observed temperature T (°C),  with the unitsln(pg) hr−1. Expected development was calculated hourly, and this was summed forthe disease development time between inoculation and treatment of each leaf disc toproduce a value for expected accumulated development.  It  was desirable to useexpected development as an explanatory variable because given eq. 27-A expecteddevelopment could be calculated from any suitable set of temperature observations.Note that although pathogen biomass was quantified with the leaf disc assay (andwas  demonstrated  to  increase),  these  results  are  not  directly  comparable  with
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temperature-development model specified in Chapter 3 (Section 3.6, page 102) asDNA was extracted from complete leaflets rather than cut leaf dics.
The  are  many  potential  models  which  are  used  to  describe  dose-responserelationships, and these can become quite complex, for example involving switchingfunctions  if  hormetic15 effects  are  anticipated  (Schabenberger  and  Pierce,  2002).Many of the functions generate sigmoid curves, but there are several such functionsto  choose  from,  a  useful  review of  some  of  these  is  given  by  Ritz  (2010) whorecommends  using  a  model  with  as  few  parameters  as  possible  to  improveparameter estimate and ease the fitting process. The classical logistic function is oneof the simpler models used when fitting dose-response curves, and is defined as(Oliver, 1964):
f (x) =
L
1 + e β1 (x − β2)
 
where 𝒇(x) is the response, x is the predictor variable, L is the upper asymptote, β1 isa  constant  which  is  sometimes  called  the  logistic  growth  rate  and  controls  thesteepness of the curve  (Noel et al., 2017), and β2 is a constant with the same units asthe predictor variable. When  β2 = x , the response is half of L.  In many case β2 isthe most important parameter for interpretation as the dose level at which a 50 %response occurs (EC50, or LC50 when mortality occurs). A distinction can be madebetween  continuous  dose  response  curves  where  the  response  variable  is  somedirect measurement (such as the observed growth of an organism), and quantaldose-response relationships where the response is expressed as a proportion or as apercentage.  The  leaf  disc  assay  is  a  quantal  case,  which  if  considered  as  aproportion, can conceptually can range between zero (full curative control) and one(no  curative  control).  This  seemed a  reasonable  assumption  from inspection  ofFigure 4.8 (page 133),  and the logistic function with L fixed to one was used todescribe the relationship between expected development and curative control. There
15. Hormesis refers to a situation where low doses of a toxicant have a stimulating effect 
on a biological system.
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are good biological reasons for applying a simple sigmoid curve here:  pathogenbiomass increases exponentially in early development (Lees  et al.,  2012) and thelevel  of  curative  control  should  theoretically  decrease  accordingly,  as  pathogendevelopment increases curative control will  fail  completely (i.e all  infections willdevelop  into  sporulating  lesions,  notwithstanding  factors  other  than  fungicideapplication which may arrest pathogen growth) and it seems likely that this level ofcomplete (or near complete) control failure will be approached asymptotically; seefor example Reis et al., 2016, where curative control of Phakopsora pachyrhizi (thecausal  agent  of  Asian soybean rust)  by chlorothalonil  declines in  this  way withincreasing disease development time. Other descriptions could have been used torepresent the decline of curative control with increasing pathogen development, andthis  is  an  area  other  investigators  may  wish  to  revisit,  but  for  this  particularapplication a simple sigmoid curve seemed the most appropriate for the biologicalreasons given, as well as for ease of implementation.
As the data were recorded as a successful/unsuccessful infection by P. infestans(i.e. a binary outcome), one approach could have been to use a generalized linearmodel with a logistic link function (Hothorn, 2014; Skelsey et al., 2018) to describethe relationship between expected development and curative control. This methodwas not used because the response variable (infected leaf discs) was scaled to theuntreated control. Instead, as in Chapter 3 (Section 3.5.2, page 82), nonlinear leastsquares analysis using the R function  nlsLM was used to estimate the parametersthat best fit the data. The equation for which parameters were estimated was:
DI s(dac) =
1
1 + e βdi1 (dac − βdi 2)
28
where dac is the expected development with units ln(pg), DIs(dac) is the count ofinfected leaf  discs  scaled to  the  untreated control  as  a  function  of  the  expecteddevelopment,  βdi1 is the slope parameter with units ln(pg)−1, and  βdi2 is the 50 %response parameter with units ln(pg). Inspection of a plot of standardized residualsagainst fitted values (data not shown) indicated that the scaled number of infected
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leaf discs varied more at smaller values for accumulated development than at largervalues of  accumulated development,  and so a weighted least  squares non-linearanalysis was applied by calling the weights argument in the function  nlsLM. Theweightings applied were the square root of the accumulated development value:
weights = sqrt(acc),  in R syntax (were  acc is a vector containing the expectedaccumulated  development  values)  as  these  seemed  reasonable  from  theaforementioned residuals fitted values plot. Parameter estimates are given in Table4.1 (see below), applying weights changed the parameter estimates very slightly,but  the  lack of  homogeneity  of  variance  was  improved.  In  general,  when dose-response relationships are determined it is the mean function which is of centralinterest (Ritz, 2010), and with this in mind the parameter estimates will be carriedforward to the final decision aid. This does not mean that the confidence measuresof the parameter estimates are of no interest, and these are presented here. The levelof curative control  from the leaf disc bioassay was variable,  particularly at earlytime-points, the implications of this are discussed in Section 4.5 (page 134).
Table 4.1. Estimates of parameters for the scaled leaf disc infection after curative treatmentmodel. The model is given in equation 28 (page 131). βdi1 is the slope parameter with unitsln(pg)−1,  and   βdi2 is  the  50  %  response  parameter  with  units  ln(pg).  A  plot  of  thisrelationship, along with the data used in the fitting process can be found in Figure 4.8 (page133). Parameter Fitted estimate Standard Error 95% confidence intervalβdi1 −0.865 0.149 −1.163, −0.566βdi2    2.924 0.200    2.522,    3.326
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Figure  4.8.  Scaled  (to  untreated  control)  count  of  leaf  discs  developing  lesions  afterinoculation with isolate 2012_13A2-1 (see Section 4.3.5, page 116) and subsequent treatmentwith curative fungicide (propamocarb-HCl + fluopiclode) to generate a range of diseasedevelopment times. Expected accumulated development is a function of both time and theincubation temperature and has the units ln(pg).  Three runs of the same experiment areshown, incubation occurred under controlled conditions (18  °C) and fungicide treatmentintervals were the same in each run, although there were slight differences in both betweenruns and hence expected development is not always exactly the same for the same treatmentslot across runs. A logistic model (the fitted parameters of which can be found in Table 4.1,page 132) describes the relationship and is shown as the dashed curve.
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4.5 DiscussionThe time frames for curative control demonstrated in this chapter were similar tothose reported in other sources (Bugiani et al., 2010; Genet et al., 2001; Johnson et al.,2000; Nielsen and Bødker, 2002; Pirondi et al., 2017). Expressing control in terms ofthermal-time, or as accumulated development, proved useful in interpreting resultsand  highlights  the  importance  of  considering  the  influence  of  temperature  onpathogen  development  when  the  timings  of  crop  protection  interventions  areconsidered. The results from the three different approaches (field trial, detached leafbioassay, and leaf disc bioassay) were broadly in agreement. Isolate 2012_13A2-1showed similar responses to heat sums > 600 degree hours in both the detached leafand leaf disc bioassays, which may not have been apparent if only chronologicaltime  had  been  considered.  There  were,  however,  several  significant  differencesbetween the approaches, and between situations which may be encountered in thefield. For example, fungicide coverage of infected tissue  may have been better in thebioassays than in the field trial. This may lead to an overestimation of the durationof the curative window. However,  this is  unlikely to be a serious issue as otherfactors act against  any error:  in a commercial  situation the crop will  likely havereceived several previous treatments, providing a well protected crop, and curativefungicides’ mobility will likely compensate for poor coverage within a crop canopy.(R.  Bain,  SRUC  Auchincruive,  UK  personal  communication).  Additionally,  theaggressiveness of the isolate(s) used in the field trial was not known definitively, socomparisons should be made cautiously.
The  two  isolates  which  were  chosen  to  represent  contrasting  levels  ofaggressiveness  showed  different  responses  in  the  leaf  disc  bioassay,  with  thecurative window shorter for the more aggressive isolate.  This could have usefulimplications  for  sophisticated integrated management,  e.g.  genotype-specific  lateblight  control.  However,  this  study could  not  rule  out  the  possible  influence  ofdifferential  isolate  sensitivity  to  propamocarb-HCl  and/or  fluopicolide,  and thismay be a possible alternative explanation. This point notwithstanding, the biomassaccumulation data for this bioassay support isolate phenotype strongly contributing
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to the difference in the curative window. Different responses between isolates werealso obtained in the detached leaf bioassay, and  these broadly agreed with isolateaggressiveness.  Interestingly,  different  responses  were  obtained  from  differentisolates  with the same multi-locus genotype designation: other studies have alsoreported within-lineage variation  (Dey  et  al.,  2018).  However,  the  results  of  thedetached leaf  bioassay should be interpreted with caution, as it was only possible toinclude each isolate in a single run. It would have been very useful to repeat theseexperiments with a wider range of isolates.
There are some caveats to bear in mind when considering the curative activity-expected development relationship represented by equation 28. Other studies havedemonstrated the  importance  of  developmental  temperature  on curative  activity(Genet et al., 2001), but only inferential evidence is presented here. It would be veryuseful to demonstrate directly the effect of temperature on the curative window,and to conduct a series of experiments to describe the relationship, and to assess theaccuracy  of  the  accumulated  development  model  in  predicting  this.  As  timeconstraints  did  not  permit  this  within  the  current  study,  the  model  should  beinterpreted with  reference  to  this  fact.  Only  a  single  fungicide  formulation  wastested here. This probably represents the mid-range response, and other a.i.s mayoffer longer or shorter critical windows. Finally, there was some variability in thelevel  of  curative  control  offered  at  similar  time  points  (and  therefore  levels  ofexpected development) between runs of the same experiment. The reason for this isnot  immediately  obvious,  and  warrants  further  investigation.  It  is  possible  thatcurative  control  is  inherently  variable  for  this  pathosystem;  complete  curativecontrol was not always obtained even at the disease development times of shortestduration. This fact should be communicated to  end-users, and re-enforces the pointthat curative treatment, while an important component of late blight managementshould  in  no  circumstances  be  the  central  strategy  within  a  spray  programme.Alternatively,  the variability  could be  due to  the methodology used,  and futureexperiments  may produce more  precise estimates  of  the curative control-diseasedevelopment relationship.
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In  conclusion  a  scientifically  acceptable  model  can  only  be  generated  byobtaining response curves for diverse genotypes of  P.  infestans using fungicideswith different curative ratings, at different dose rates (a.i. rate is not standard acrossproducts), and with different levels of inoculum challenge. A programme of thisnature was however beyond the scope of the resources available here, and the finaldevelopment-response  curve  should be  viewed as  a  pragmatic  starting  point.  Itshould be noted that in practical terms the aim was to produce a decision aid thatwas sufficiently accurate to allow growers to distinguish between when the use of acurative fungicide was justifiable (economically and/or environmentally) and whenit was not.  Also, currently very few decision support systems for late blight controltake  account  of  P.  infestans genotype,  inoculum  density  or  fungicide  dose.However, some of these factors are included in present-day research (Andrivon etal., 2017; Kessel et al., 2018).
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Chapter 5 Modifying effect of host resistance on fungicide curative     
activity
AbstractPotato  cultivars  vary  in  the  level  of  host  resistance  they display against  lateblight. Although it has not been investigated previously, it was hypothesised thatthe curative window may be extended in more resistant cultivars compared withmore susceptible ones. A set of experiments was conducted using small plants ofthree cultivars with varying resistance levels (King Edward, foliar resistance rating3; Cara, foliar resistance rating 5; and Sarpo Mira, foliar resistance rating 7. Lowratings  indicate  susceptibility,  higher  ratings  resistance).  There  were  exposed tonatural  inoculum, and subsequently treated with curative  fungicides.  A curativeeffect (measured by the number of lesions which developed after treatment) wasdetected at later time points in the resistant cultivars (Cara, Sarpo Mira), but not thesusceptible  cultivar  (King  Edward).  An expedient  method  of  incorporating  thismodifying  effect  into  the  decision  aid  was  sought:  categorical  ratings  for  hostresistance are published by AHDB potatoes, and if these ratings correspond to ratesof tissue colonization, it may be possible to estimate from them the extent to whichthe curative effect is modified. Several experiments were conducted using detachedleaves and a range of cultivars with different resistance ratings. Rates of host tissuecolonization  by  P.  infestans were measured  using  similar  methods  to  thetemperature assays in Chapter 3 (by visually scoring symptoms and by quantifyingthe  amount  of  pathogen DNA using  a  qPCR assay).  A strong relationship  wasfound between rating and visual symptoms, but no such relationship was found forthe  resistance  ratings  and  pre-symptomatic  growth.  This  may  be  due  toexperimental  factors,  or  may  be  the  result  of  the  resistance  ratings  capturingcomponents of resistance unrelated to tissue colonization.
5.1 IntroductionThe working hypothesis of this study is that slower rates of tissue colonizationby a pathogen result in an extended window of opportunity for curative control.Logically, any factor which slows pathogen growth or spread should increase the
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time  period  over  which  curatively-applied  fungicides  give  good  control(Richardson  and  Munnecke,  1964).  Temperature,  which  will  often  be  the  mostcritical factor has been discussed in Chapter 3, and some other potentially importantfactors are discussed in Chapter 7. A factor which deserves specific attention is hostresistance,  as  it  is  a  key  component  of  Integrated  Pest  Management  (IPM)programmes  (Elliott  et  al.,  1995).  Host  (or  varietal)  resistance  refers  to  thepropensity of cultivars with certain traits to display a lessened or absent diseasephenotype (Poland et al., 2009), and is a well utilised and effective method of cropprotection  (Oerke  and  Dehne,  2004).  A  central  goal  of  IPM  is  to  select  cropprotection interventions that can act synergistically (Barzman et al., 2015), and thereare a number of studies which explore the complementary use of host resistance andpesticide inputs  (Landa  et al., 2004; Willyerd  et al., 2012; Wolfe, 1981); includingmany examples from the potato late blight pathosystem (Fry and Shtienberg, 1990;Fry et al., 1983; Small et al., 2015).
Fungicides and host resistance can sometimes exert a strong selective pressureon  pathogen  populations,  and  both  of  these  control  methods  are  thereforevulnerable:  pesticides to the development of insensitivity  (Judelson and Roberts,1999),  and  host  resistance  to  the  emergence  of  resistance  breaking  strains  (Fry,2008). One suggested approach is to use combinations of fungicide treatments andhost resistance as mutual guards against loss of efficacy (Carolan et al., 2017). Otherauthors suggest that coordinating fungicide treatments and host resistance could beused to reduce fungicide inputs (Kessel et al., 2004; Nærstad et al., 2007), lesseningeconomic  and  environmental  burdens.  There  is  also  evidence  that  fungicideperformance can be improved when used in conjunction with resistant  cultivars(Ritchie  et  al.,  2017),  for  example,  Ritchie  et  al. (2018b) report  that  manycombinations of fungicide and host resistance performed better in a set of field trialsthan predicted when AUDPCs from field experiments were compared with thosepredicted by a multiplicative survival model (though the authors caution that thiscould be due to trial methodology).
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Definitions and classification of host resistance have been discussed previously(Section 1.7, page 24).  Broadly speaking, there are two forms which host resistancetakes: qualitative (or complete) resistance (Thrall et al., 2016), and quantitative (orpartial) resistance (St.Clair, 2010). Qualitative resistance is frequently governed bythe presence of major resistance genes (R genes) which recognize pathogen effectorsand  are  generally  monogenetic,  segregating  in  classical  Mendelian  ratios(McDonald, 2010). This results in an incompatible interaction between the pathogenstrain and the host (Song et al., 2003). However, it is also conceivable that the sumeffect  of  several  ‘minor’  genes may be sufficient  to block infection  (Corwin andKliebenstein, 2017). Several different R genes are frequently present in a host (Kimet  al.,  2012),  and  they  are  often  structurally  related,  sharing  similar  geneticsequences and protein motifs when expressed  (Huang  et al., 2004);  however onecannot always predict the target of an R gene from its genetic structure, as related Rgenes  can  sometimes  have  disparate  target  organisms  (Vossen  et  al.,  2000). Incontrast to qualitative resistance, plants with some degree of quantitative resistancegenerally display a disease phenotype when interacting with specific pathogens, butthe extent of symptoms is reduced compared to other ‘susceptible’ varieties (Niks etal., 2015). Quantitative resistance is usually thought of as polygenetic, with several‘minor genes’ or QTLs contributing to a reduction in the expressed symptoms ofdisease  (Mundt,  2014).  The precise  mechanisms  by which this  takes  place  haveimplications for this project, and are discussed below.
As  a  clonal  crop,  differences  in  host  resistance  against  late  blight  betweenindividual  potato  plants  of  the  same variety with similar  physiological  age  andnutritional status do not differ greatly; although different tissues within the sameplants  can differ,  see Visker  (2004).  However,  between cultivars  there is  a  widespectrum of disease-susceptibility (Kadish et al., 1990). A central goal for breedersof  both  potato  and  tomato  has  been  to  produce  new  varieties  with  strong  anddurable resistance against late blight (Nowicki et al., 2011), and this has stimulatedsearches for,  and characterisation of resistance mechanisms. A number of closelyrelated non-domesticated  Solanum species have acted as useful genetic pools for
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late blight resistance (Yang et al., 2017), and many modern cultivars carry resistancegenes which originated in these wild potato species  (Jansky, 2000; Rodewald andTrognitz, 2013). Much of this resistance is directly attributable to classical R genes,and a helpful  review is  given by Rodewald and Trognitz  (2013).  Unfortunately,after introgression the resistance conferred by these R genes did not prove durableand was rapidly defeated in the field (Toxopeus, 1956).
After  the  failure  of  single  R genes  to  provide  durable  resistance,  alternativeapproaches have been proposed.  R genes which have not been overcome by anyknow P. infestans strain have been characterised, but are not yet widely deployed(Chen et al., 2018; Haesaert et al., 2015; Roman et al., 2017), and hope remains thatsome of these may prove more robust sources of resistance. Transgenic techniqueshave been used to transfer some of these genes, for example Rpi-blb1 and Rpi-blb2into popular cultivars  (Dixelius  et al.,  2012), although both of theses genes havebeen broken by some (albeit rare) strains of the pathogen (Förch et al., 2010). Thisapproach has several advantages to classical breeding: it can be accomplished muchmore  rapidly,  resistance  genes  can  be  introduced  into  varieties  which  alreadypossess desirable traits,  and it  avoids the introduction of  linked but undesirablegenes.  However,  in  the  current  regulatory  environment  these  techniques  cannotachieve widespread use (Hou et al., 2014).  Current breeding efforts are focused on‘pyramiding’ or ‘stacking’ R genes, i.e. introducing several known R genes against alate blight within a single cultivar  (Haverkort  et al., 2009), with the rationale thiswill prove a more formidable barrier to pathogen adaptation (Zhu et al., 2012).
In addition to major R genes, quantitative resistance has also been a recent focusof research interest; although it is much less well understood and more challengingto  manipulate  (Kou  and  Wang,  2010).  Contemporary  reviewers  of  quantitativeresistance  (Corwin  and Kliebenstein,  2017;  Niks  et  al.,  2015;  Poland  et  al.,  2009;St.Clair,  2010) provide overview classifications and lists of potential mechanismsunderlying this form of resistance. QTLs for quantitaive resistance are diverse intheir effects and their potential mechanisms: some are isolate specific, others broad
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spectrum  (Pilet-Nayel  et  al.,  2017);  they often manifest in a continuous range ofphenotypes (Roux et al., 2014); and there may sometimes be differences in the life-history stage of pathogen at which they impact (Gabriel et al., 2007). This last pointis  particularly  relevant  for  potential  modification  of  the  curative  opportunitywindow, particularly in a polycyclic disease such as  P.  infestans. A reduction inobserved disease level on a field scale could be due to a number of factors including:(i)  a  reduction  in  infection  efficiency,  (ii)  slower  plant  tissue  colonisation,  (iii)extended duration of the latent period, (iv) lessened symptom intensity, or (v) areduction  in  reproductive  capacity.  Several  of  these  factors  are  linked,  as  theyrepresent  sequential  stages  in  P.  infestans’ life  history  (Black,  1970).  The  mostimportant factor when a single infection cycle is considered is slower plant tissuecolonization.  There is  evidence from other  pathosystems that  biomass  levels  arelower  at  comparable  time  points  in  more  resistant  cultivars.  Barley  and  wheatgenotypes  classified  as  resistant  to  Fusarium  head  blight  caused  by  Fusariumgraminearum showed a lower copy number of the pathogen gene Tri6  determinedvia qPCR at six days post inoculation compared with susceptible genotypes (Kumaret al., 2015). In contrast Bengtsson et al. (2014) found no significant difference in P.infestans DNA quantity 96 hours post inoculation between the susceptible potatocultivar Bintje and the more resistant cultivar Ovatio.
A recent hypothesis for the mechanism(s) underlying quantitative resistance inthe potato-late blight pathosystem is that it results from defeated and/or ‘weak’  Rgenes failing to completely contain infection attempts via a hypersensitive response(Vleeshouwers et al., 2000a). All known R genes active in the Solanum-P. infestanspathosystem encode for proteins belonging to the CC-NB-LRR class (Rodewald andTrognitz, 2013), and all recognized effectors with experimental confirmation belongto the RxLR class (Vleeshouwers et al., 2011). Even functional R genes, with viableAvr  targets  do not always completely contain infections,  for example late  blightresistance governed by R genes has been shown to be variable in response to plantage and inoculum density (Shah et al., 2015; Stewart, 1990). There is also evidencethat the presence of defeated R genes contributes to quantitative resistance: Stewart
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et al. (2003) report that populations of potato plants carrying the R genes R1, R10, orR11 had a greater level of quantitative resistance in field trials over two consecutiveyears than plants in which  these genes were absent.  Microscopic observations ofearly  P. infestans infections in a range of potato cultivars with differing levels ofquantitative resistance showed at least some hypersensitive responses in all cases,but this was delayed in the more susceptible varieties and pathogen hyphae wereable  to  ‘escape’  from  the  region  of  cell  death  (Vleeshouwers  et  al.,  2000b).Additionally several of the QTLs associated with quantitative resistance are locatednear or within clusters of known R genes (Oberhagemann et al., 1999), and the genedesignated  Rpi-Smira2 (which  recognises  an  RxLR  effector)  associated  withquantitative resistance is only detectable in the field (Rietman et al., 2012). At leastsome of the quantitative resistance against  P. infestans found within the  Solanumgermplasm shares a common mechanism with qualitative resistance, in contrast toseveral  other  pathosystems,  and this  may be due to the  rapidity  with which  P.infestans invades new host tissues (Saubeau et al., 2016).
These points notwithstanding, it is not clear that the overlap been quantitativeand qualitative resistance in this case is complete. Plant defence against pathogenattack is a set of complex, incompletely understood processes  (Miller  et al., 2017).Many of the reported mechanisms, such as the oxidative burst  (Wojtaszek, 1997),up-regulation  of  possibly  antimicrobial  proteins  (Ahuja  et  al.,  2012),  and  thereinforcement of cell walls  (Bellincampi  et al.,  2014), occur in  P. infestans-potatointeractions (Desender et al., 2007) It is likely that the efficiency of these processes indifferent cultivars, as well as the vulnerability of them against different P. infestansstrains  (or  ability  of  the  strains  to  circumvent  them) contributes  to  the  level  ofobserved resistance. Some comparative studies of gene expression (Draffehn et al.,2013; Gyetvai et al., 2012) and metabolite profiles (Abu-Nada et al., 2007; Yogendraet al., 2014) in susceptible and resistant potato varieties have been conducted. Potatocultivars  with similar  levels  of  quantitative  resistance  can display very differentdefence  related  gene  expression  patterns  after  exposure  to  P.  infestans PAMPs(Saubeau et al., 2016), so it is possible that diverse mechanisms may contribute to
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the level of partial resistance which is ultimately observed. In some cases, there aremarked differences between gene expression patterns and metabolites present insusceptible and resistant cultivars; both constitutive  (Ali  et al., 2012) and inducedupon  pathogen  attack  (Eschen-Lippold  et  al.,  2012).  For  example,  the  resistantgenotype F06025 displayed marked accumulation of hydroxycinnamic acids amides(HCAAs) at  72  hours  after  exposure  to  P.  infestans sporangia  (Yogendra  et  al.,2014).  These  secondary  metabolites  possibly  play  a  role  in  cell  wall  thickening(Macoy  et al., 2015). Interestingly, genetic background appears to be crucial for  Rgene function.  A recent  study has demonstrated that  possession of  the  Rpi-blb1gene, introduced using transgenic techniques, was not a guarantee of a high level ofresistance (Shandil et al., 2017).
Cultivars with high levels of quantitative resistance do exist,  and to date thisresistance has proved durable  (Hao  et  al.,  2018;  Rietman  et  al.,  2012).  However,these cultivars often carry unrelated undesirable traits which make them unsuitablefor large scale cultivation. Chief amongst these is late maturity (Visker et al., 2004),and it  seems that  there is strong coupling between some sources of quantitativeresistance and delayed maturity in the Solanum germplasm (Bormann et al., 2004)as QTL for the two traits co-localize (Collins et al., 1999). Two possible hypothesesfor this observation are (i) that distinct genes are responsible for later maturity andquantitative resistance, but that they lie in close proximity, or (ii) that genes withpleiotropic  effects  are  responsible.  Recent  evidence  (Danan  et  al.,  2011) hasprovided some tentative support for the former hypothesis. Additionally, some ofthese studies have reported linkage between known  R gene loci and quantitativeresistance QTLs (Danan et al., 2011; Li et al., 2012a); providing further evidence oftheir important role.
Information on the resistance of various potato cultivars to a variety of pest andpathogens  is  available  from  the  AHBD  potato  varieties  database.  Cultivars  areassessed on a 1 – 9 scale of increasing resistance, with 9 being fully resistant. Theexperiments used to obtain these values are referred to as the Independent Variety
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Trials, and are specific to potato production in Great Britain. These trials includereference cultivars as well new varieties, and they involve testing against a range ofdisease that are deemed a priority  (Campbell  et al.,  2012,  2013,  2014,  2015,  2016,2017, 2018, and 2019). These data for foliar blight resistance are combined with theestimated  potato  plantings  in  Great  Britain  in  Figure  5.1  (page  145);  the  vastmajority of cultivars lie in the more susceptible region of the scale (3 – 4), and it isstriking that almost 13 % of plantings are of the same cultivar (Maris Piper) whichhas a foliar resistance rating of 4. Many of the potential mechanisms for quantitativeresistance such as pathogen escape from host HR (Kombrink and Schmelzer, 2001),stress due to antimicrobial metabolites (Poloni et al., 2014), or increased difficulty informing haustoria due to cell wall reinforcement (Ellinger et al., 2013) will all slowtissue colonization, and thus may extend the curative control window. It is possiblehowever that the form of quantitative resistance found in some cultivars does notimpact  tissue  colonization,  and will  then not  modify  curative  activity.  This  willclearly  be  the  case  if  the  source  of  resistance  is  gross  morphology  or  pathogenescape (Niks and Rubiales, 2002), but it is also conceivable that the resistance affectspathogen processes other than lesion growth, such as sporulation capacity. It is afrequent observation that  P.  infestans fecundity is reduced in some (but not all)resistant cultivars (Van Oijen, 1991);  this will slow epidemics, where the polycyclicnature  of  the  disease  is  critical  (Grünwald  and  Flier,  2005),  but  will  have  lessrelevance to the timing of a curative treatment post some suspected infection event.Although the Independent Variety Trials are a very valuable resource, most of theassigned ratings are derived from field trials using small plots (two plants) of eachvariety, which are assessed for percentage infection over the course of an epidemic(Campbell  et al., 2017).  This methodology will capture most possible sources ofresistance, some of which may not be relevant to rates of tissue colonization.
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Figure 5.1. Commonly planted potato varieties which have assigned foliar resistance ratingsin Great Britain.  Common names are given along the  vertical axis, and the foliar resistancerating on the horizontal axis. The size of each circle is scaled, based on the area planted ofeach variety. Data are from the AHDB planting estimates in Great Britain for 201716, cross-referenced against the AHDB potato varieties database17. Although the planting estimateslist the top 50 varieties, four have been omitted as they were yet to receive a rating at time ofwriting.  An  additional  area  of  1.8  ·  104 ha  was planted  in  other  varieties  not  listedindividually within the AHDB planting estimate.
16. https://potatoes.ahdb.org.uk/publications/potato-plantings-variety-great-britain-
2017 (accessed: May 2019)
17. http://varieties.ahdb.org.uk/ (accessed: May 2019)
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5.2 Modifying effect of cultivar resistance field trials
5.2.1 Natural inoculum whole plant trialObserved foliar resistance scores to late blight in potato are sometimes stablebetween field trials  and laboratory experiments  (Vleeshouwers  et  al.,  1999),  andsometimes they differ  (Rietman et al., 2012). There are few published studies thatconsider  modifying  factors  on  curative  fungicide  performance,  so  an  importantinitial goal was to establish if the combination of resistant cultivars and curativefungicide treatments improved curative control. The final decision aid will provideguidance on the likely progression of late blight infections and thus the anticipatedlevel  of  curative  control.  There  will  always  be  some  uncertainly  as  to  wheninfections take place, but it is sensible to assume that inoculum is ubiquitous, andthat therefore infection coincides with high risk weather conditions (see Chapter 1,Section 1.4, page 10). This risk-averse approach is often adopted by growers, andweather warnings may sometimes serve as justifications for the use of curativelyactive products.
5.2.2 Natural inoculum trial: materials and methodsA  sequence  of  experiments  was  designed  to  mimic  natural  infection  afterconducive weather and subsequent treatment with curative fungicide.  To ensureconsistency with experiments used to generate the development-control curves inChapter  4,  unless  otherwise  specified  the  curative  fungicide  Infinito  (BayerCropScience,  62.5  g  fluopicolid  +  625  g  propamocarb-HCl  l−1,  suspensionconcentrate)  was used at  the recommended field dose of  1.6 l  ha−1,  applicationswere  made  from  either  a  tractor  mounted  or  backpack  AZO  sprayer  (350  kPapressure through Lurmark F03-110 nozzles). Two methods of fungicide applicationwere used for logistic reasons, as the tractor-mounted sprayer was sometimes in useservicing unrelated field trials. The experiment was repeated four times (designatedas  runs  A –  D),  but  because  of  logistic  reasons  the  treatment  structure  differedslightly between each run, as explained below. Runs A – C were conducted over thelate summer and autumn of 2015, and run D during late summer 2016.
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 Small  potato  plants  were  propagated from seed tubers  in  small  pots  (5  cmdiameter)  using  John  Innes  potting  compost  No1,  and  were  grown  within  apolytunnel for approximately 7 weeks. In runs A and C, two cultivars were used:King Edward (foliar resistance rating: 3) and Cara (foliar resistance rating: 5). Inruns B and D, three cultivars were used: King Edward, Cara, and Sarpo Mira (foliarresistance  rating:  7).  Cultivars  were  selected  to  give  a  reasonable  span  of  theavailable levels of resistance. Plants were propagated following a slightly differentmethod in run D, as they were chitted for an extended period (8 weeks) beforeplanting. Immediately prior to use the experiment plants were inspected for thepresence  of  disease  symptoms to  minimize  the  possibility  of  established lesionsconfounding the results.
Late blight fungicide trials are conducted annually at SRUC’s Auchincruvie site,involving several medium sized plots (typically 3.8 m · 8 m) with different varietiesand fungicide treatment programmes, as well as untreated infecter rows. Once trialsare  sufficiently  advanced,  high inoculum pressure can be  found within the  trialfields,  and  as  the  initial  artificial  inoculations  are  usually  conducted  using  anaggressive isolate (C. Convery, SRUC, Auchincruive, UK personal communication)this provides conditions that mirror a natural epidemic. Once the propagated plantswere of a sufficient size (growth stages 107 – 112, assessed using BBCH key (Hacket al., 1993)) weather forecasts were monitored until a Smith Period (Smith, 1956) ora ‘near miss’ was imminent (i.e. criteria met on one day, but not two consecutivedays).  When the experiments were conducted the more  modern Hutton Criteriawere  still  in  development  (Dancey  et  al.,  2017).  The  small  plants  were  thentransported  to  the  field  site,  and  left  exposed  to  airborne  inoculum  forapproximately 2 hours. The trays were placed across two ridges in approximatelythe centre of  plots  containing infected King Edward potato plants  (as shown inFigure 5.2, page 149), when multiple trays were used each was placed 0.5 m apart.During this period leaf wetness was monitored visually and foliage was periodicallymisted with dechlorinated water to maximize the probability of infection. The potscontaining plants were placed in doublets (runs A and C) or triplets (runs B and D)
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containing one plant of each cultivar, these were held in place within larger plastictrays. After the allotted exposure time, trays containing plants were sealed withintransparent plastic sheeting to ensure high relative humidity and were then placedin a growth room with conditions set to a 16 hour photoperiod and a constant 18 °C(temperature was monitored with iButtons as described in Chapter 2, Section 2.6,page 54).
Treatment categories  differed with the different experimental  runs,  but in allcases each category contained a batch of 12 plants: the designated treatment wasrecorded using pot labels before their placement within the trays was randomized.In all experimental runs, one batch of plants per cultivar was exposed to naturalinoculum, and then left untreated as a control. 12 additional plants per cultivar werenot exposed to inoculum, but were otherwise incubated in the same manner as acontrol,  to establish the level (if  any) of disease development without exposure.Fungicide  treatment  timings  were  selected  to  cover  the  interval  thought  to  beimportant  in  curative  control  (1  –  3  days).  All  plastic  coverings  were  removedbefore  treatment  and the  foliage  was  given  time  to  dry.  The  small  plants  weresupported with wooden canes during fungicide treatment.  In run A, one batch ofplants  from each cultivar  (King Edward,  Cara)  were  removed from the  growthroom  and  treated  with  curative  fungicide  at  56  hours  post  exposure.  In  run  Bbatches of all culitvars (King Edward, Cara, Sarpo Mira) were treated 43 hours postexposure.  In  run C,  three  cultivars  (King Edward,  Cara,  Sarpo  Mira)  and threetimings were used: 28 (F1), 47 (F2), and 69 hours (F3). Finally, in run D two cultivars(King Edward, Cara) were treated at the following time points: 25 (F1), 44 (F2) and65 hours (F3) post exposure.  
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Figure  5.2.  Small  potato  plants  within  plastic  trays  exposed  to  naturally  produced  P.infestans sporangia in the field during the natural inoculum field trial. Exposure time wasapproximately  two  hours,  and  experiments  were  conducted  in  weather  conditionsconducive to  sporulation, at a site where plants with active blight lesions were numerous.Plants were subsequently incubated under controlled conditions and treated with curativefungicide.
In experimental runs A and D sample leaflets were detached at the fungicidetreatment times (i.e. after plants had been exposed and incubated for the 1st period)and frozen at −20 °C. Petiole scars that remained on the plants were covered with asmall patch of para-film to prevent fungicide absorption though the wound. Thesesamples were later used to estimate  P.  infestans biomass present in  the  leaflets.Genomic DNA was extracted from frozen leaflets as described in Chapter 2 (Section2.8, page 56), and the qPCR bioassay described in Chapter 2 (also Section 2.8, page56) and in Section 3.4.1 (page 70) was used to determine the proportion which wasP. infestans. DNA standards for this assay were extracted from a mycelial culture ofgenotype 2012_13A2-1, as described in Chapter 2 (Section 2.1, page 49).
After treatment all plants were returned to the growth room under the sameconditions and allowed to incubate for a second period of 7 days . After this, plantswere  removed from the  growth room and counts  were  made of  the  number of
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visible late blight lesions.  Size measurements of lesions were also taken, using asimilar method to (Chapman, 2012): the longest length of each lesion (d1) as well asits length at right angles (d2) were recorded in mm, these measurements were thenused to calculate an area,  assuming the lesion was elliptic (LA = 0.25  π  d1 d2  ,where LA is the lesion area in mm2).
5.2.3 Natural inoculum trial: statistical analysisThe lesion count data for each experiment was assessed using ANOVA, datawere  transformed  to  meet  the  assumptions  of  the  analysis  (chiefly  normaldistribution  and  homogeneity  of  variance),  this  took  the  form  of  a  natural  logtransformation  in  Run  A,  and  a  natural  log  +  1  transformation  in  all  otherexperimental runs.  This  second transformation was used as in some cases lesioncounts  were  zero.  Area  measurements  were  square  root  transformed  beforeanalysis,  as  inspection  of  residual  plots  revealed  that  they  were  not  normallydistributed,  and  this  is  often  the  most  appropriate  transformation  for  areameasurements  (Mead,  2017).  In  situations  where  ANOVA  indicated  significantfactor  effects,  post-hoc  comparisons  of  group  levels  of  interest  were  conductedusing Tukey’s range test.
5.2.4 Natural inoculum trial: resultsIn  the first  run of  the  natural  inoculum trial  lesions  developed on all  plantsexposed in the field, no lesion development was observed on the unexposed controlplants. Mean counts for the four treatment combinations are shown in Figure 5.3(page 151). There was a statistically significant difference between the natural logtransformed lesion counts on fungicide-treated and untreated plants (p < 0.01), andbetween the two cultivars (p < 0.01), but the interaction term was not significant (p= 0.78). On average the number of lesions developing on fungicide-treated KingEdward plants was reduced by 44 % when compared with the untreated control,and within the Cara plants the reduction attributable to fungicide treatment was 53%. There was a significant difference in lesion size between fungicide-treated plantsand those left untreated (p < 0.01), with smaller mean lesion size for the fungicide-treated plants, but there was no significant difference in lesion size between King
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Edward and Cara plants (p = 0.84). P. infestans DNA was detected (Cq values wereobtained) in all samples taken at the time of treatment from Cara plants, and in allbut one of the King Edward samples. Mean values for  P. infestans DNA (± 95%confidence intervals) were  9.33 · 10−2 pg (± 2.47 · 10−2 pg)  for Cara plants and 0.26pg (± 0.33 pg) for King Edward plants. A Welch’s two-sample t-test  (Delacre et al.,2017) was conduced as the observed variance differed between the cultivars, andthis  indicated  that  there  was  no  statistically  significant  difference  between  thecultivars (p = 0.33).
Figure 5.3. Natural inoculum experiment, run A. Small potato plants of the cultivars Cara()  and King  Edward (▲) were  exposed to  natural  P.  infestans inoculum in the  fieldimmediately following a period of high risk weather (Smith Period). Mean lesion counts (n= 12, ± 95 % confidence internals), 7 days from exposure are shown on the horizontal axis.Plants of each cultivar received one of two treatments: untreated (black shapes) or treatmentwith a curative fungicide (green shapes) with the a.i.s fluopicolid + propamocarb-HCl at 56hours (1,008 oDa) post exposure.
Infection rates were lower in the second experimental run (B) than the first (dataare shown in Figure 5.4, page 153), and on some of the inoculum-exposed plants no
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lesions  developed  (two  of  the  Cara,  and  three  Sarpo  Mira  plants).  ANOVA  ofnatural log + 1 transformed lesion counts indicated that both curative treatment (p< 0.01) and cultivar (p < 0.01) were significant sources of variation. Additionally,the interaction term treatment · cultivar was significant (p = 0.05). In practice, thismay mean that different responses to curative fungicide treatment may occur forinfections present on cultivars with different resistance ratings. When groups werecompared there was a significant treatment effect for Sarop Mira (p = 0.03), and forCara  (p  <  0.01),  but  not  for  King  Edward  (p  =  0.99).   For  the  cultivar  Cara,fungicide-treated plants had an average reduction in developing lesion count of 70%compared to the untreated control. This value was  84% for Sarpo Mira. Square roottransformed lesion size was significantly  different in fungicide-treated comparedwith untreated plants  (p < 0.01);  with smaller  lesions  present  in  the  fungicide-treated plants. Unlike in run A, cultivar was a significant source of variation (p =0.03), with the smaller lesions associated with the two more resistant cultivars (Caraand Sarpo Mira, data not shown). The interaction term was not significant (p =0.59).  Post-hoc  comparisons  of  the  square  root  lesion  size  means  using  Tukey’srange  test  yielded  a  significant  difference  for  the  Sapro  Mira-King  Edwardcomparison  (p  =  0.04),  approached  significance  for  the  Sapro  Mira-Caracomparison  (p  =  0.07),  and  was  not  significant  for  the  Cara-King  Edwardcomparison (p = 0.99).
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Figure 5.4. Natural inoculum experiment, run B. Small potato plants of the cultivars SarpoMira (♦), Cara () and King Edward (▲) were exposed to natural  P. infestans inoculumimmediately following a period of high risk weather (Smith Period). Mean lesion counts (n= 12, ± 95 % confidence internals), 7 days from exposure are shown on the y-axis. Plants ofeach cultivar received one of two treatments: untreated (black shapes) or treatment with acurative fungicide (green shapes) with the a.i.s fluopicolid + propamocarb-HCl at 43 hours(774 °Da) post exposure.
In experimental run C a large proportion of the exposed plants did not developlesions after the 7 day incubation period (31 % of the Kind Edward, 28 % of Cara,and 83 % of  Sarpo Mira plants) and the majority of the plants which did showinfection  had  only  1  –  2  lesions  (data  not  shown  graphically).  There  was  nosignificant effect from fungicide treatment (p = 0.41), but cultivar was a significantsource of variation. Comparisons of the natural log + 1 transformed lesion countsbetween Sarpo Mira and both Cara (p < 0.01) and King Edward (p < 0.01) weresignificantly different, with counts lower for the former than the later two, but therewas not a significant difference between Cara and King Edward (p = 0.20).
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Experimental  run D incorporated two cultivars  and three  potential  fungicidetreatment timings, as well as an exposed but untreated control. Data from run D aresummarised in Figure 5.5 (page 155). ANOVA of natural log + 1 transformed dataindicated that both cultivar (p < 0.01) and curative fungicide treatment category (p< 0.01) were significant sources of variation, but their interaction was not significantat the 5% level (p = 0.09). Tukey’s range test was used to obtain significance valuesfor comparisons of interest. Fewer lesions were present on the Cara plants at F1 (p <0.01) and F2 (p = 0.04), but not F3 (p = 0.18) when the three treatment timings werecompared  with  the  untreated  control.  For  the  King  Edward  plants,  only  thecomparison between F1 and the untreated plants was significantly different (p =0.01). Genomic DNA from P. infestans was present in all samples with the exceptionof the Cara T3 samples where,  Cq values could not be obtained for seven of thetwelve  samples.  These  data  are  summarised  in  Table  5.1  (page  155);  the  mostabundant treatment category for initial template was King Edward at F3. ANOVA ofthe transformed data (natural  log + 1,  as the variances were unequal) indicatedstatistically  significant  differences between the cultivars  (p = 0.01),  but that  thetreatment timing (p = 0.09) and the interaction term (p = 0.58) were not significant.If samples where no Cq was obtained are removed from the analysis (i.e. assumingno  infection  took  place  on  these  leaflets,  and  that  they  are  not  relevant  to  thedevelopmental state of the pathogen at F3), then on the log-transformed values bothcultivar (p < 0.01) and treatment time (p < 0.01), but not their interaction (p = 0.57)were significant. Post hoc testing indicated that the King Edward plants in the F1category  had  significantly  higher  P.  infestans DNA  levels  than  Cara  plants  attimepoints F1 (p = 0.03), and F2 (p = 0.02) and that similarly King Edward plantswithin F3 had higher levels than Cara plants at F1 (p < 0.01) and F2 (p < 0.01).
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Figure 5.5. Natural inoculum experiment Run D. Small potato plants of the cultivars Cara()  and King Edward (▲) were  exposed to natural  P.  infestans  inoculum immediatelyfollowing a period of high risk weather (Smith Period). Mean lesion counts (n = 12, ± 95 %confidence intervals), 7 days from exposure are shown on the y-axis. Plants of each cultivarreceived one of four treatments: untreated (unt), or treatment with a curative fungicide withthe a.i.s fluopicolid + propamocarb-HCl, at one of three timepoints (F1: 25 hrs (450 °C·hr) ;F2: 44 hrs (792 °C·hr); F3: 65 hrs (1170 °C·hr)).
Table 5.1. Amount of  P. infestans DNA obtained from potato leaflets within run D of thenatural inoculum experiment. Small potato plants (Cara and King Edward) were exposed tonaturally produced P. infestans sporangia in the field. These plants were then incubated incontrol conditions and treated with curative fungicide (fluopicolid + propamocarb-HCl) atone of  three  timings  denoted  as  F1,  F2, and F3.  Amount  of  pathogen DNA present  wasdetermined  using  qPCR.  Disease  development  time  is  expressed  as  thermal  time,  theproduct of the chronological time elapsed and the temperature (°C·hr).    
Thermal time between exposure and curative treatment (°C·hr)
Mean P.infestans DNA (pg) ± 95 % confidence intervalsCara King Edward
  450 (F1) 0.104 (± 0.027) 0.279 (± 0.086)  792 (F2) 0.109 (± 0.011) 0.189 (± 0.019)1170 (F3) 0.195 (± 0.268) 0.443 (± 0.243)
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5.3 Artificial inoculum trialIn addition to the natural inoculum trial,  a trial using controlled inoculationswas conducted in the late summer of 2017.  Experiments with artificial inoculumallow greater control of the inoculum challenge (the isolate(s) used, the inoculumdensity  applied  etc.),  and  provide  a  useful  complement  to  the  experimentsconducted in Section 5.2 (page 146).
5.3.1 Artificial inoculum trial: materials and methodsTwo potato varieties with contrasting foliar resistance ratings were available forthis  trial:  a  susceptible  variety,  King  Edward  (foliar  resistance  rating:  3)  and  amoderately  resistant  variety,  Mozart  (foliar  resistance  rating:  5).  Plots  werecultivated following standard agronomic practice (see Chapter 2, Section 2.3, page51). Cultivars were assessed in sequence: an experimental cycle was completed firstwith King Edward plants,  and then the following week with the Mozart  plants.Plots were inspected prior to leaf collection to ensure no natural infections werepresent.  Leaves were harvested from the field on the day of inoculations,  leaflettriplets  (terminal  and  two  lateral)  were  detached  from  plants  in  the  field  andtransported to the laboratory. Two groups of leaflets were collected: one group fromhigh in the canopy (node 1 – 5 from apex) and a second group from mid canopy(nodes 6 – 11). Leaflets were then distributed into transparent plastic trays linedwith  damp  paper  towels,  24  leaflets  per  tray,  with  two  trays  for  each  canopy-treatment combination (= 48 leaflets per category). Each individual leaflet was theninoculated on their adaxil surface (away from main veins) with a 20 µl droplet ofinoculum containing ~ 2,000  P.  infestans sporangia (isolate 2012_13A2-1),  whichhad been prepared from sporulating lesions on detached King Edward leaflets asdescribed  in  Chapter  2,  Section  2.4  (page  52).  Trays  were  then  sealed  withintransparent plastic bags to ensure high humidity, and incubated within a growthroom with the same conditions as the natural inoculum trial (16 hour photoperiodand a constant 18 °C), trays were shaded with paper towels during incubation. Atthree time points following inoculation (F1: ≈ 1 day, F2: ≈ 2 days, and F3:  ≈ 3 days;precise timings are given in results Section 5.3.3, page 157), two trays containingmid-canopy leaflets, and two trays containing high-canopy leaflets were removed
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from the growth room. Leaflets  were placed at  random in an 8 by 12 grid withapproximately 4 cm spacing between leaflets, small card markers were placed nextto each leaflet to keep track of its canopy position.  Small sections of paper towelswere used to cover petioles to prevent fungicide uptake through wounded tissue.The  leaflets  were  then  treated  curatively  with  fungicide  applied  from  an  AZOspayer (see  page 146). Following treatment leaflets were resealed within the traysand returned to the growth room. After 7 days incubation, leaflets were inspectedfor  disease  development:  non-symptomatic  leaflets  or  leaflets  displaying  smallarrested lesions were classed as curatively controlled infections,  whereas leafletswith large necrotic lesions or lesions with abundant sporulation were classed asuncontrolled infections.
5.3.2 Artificial inoculum trial: statistical analysisAs the data are categorical (successful infection / no infection) a generalizedlinear model with a logit link function was fitted to the data, with infection as theresponse  variable  and  fungicide  treatment  time,  and  canopy  position  as  theexplanatory  variables.  All  levels  of  fungicide  treatment  were  considered  ascategorical.  Each run was analysed individually.  Chi-squared tests  were used toassess the importance of the factors canopy position and treatment timing.
5.3.3 Artificial inoculum trial: resultsSummaries of both runs of the artificial inoculum trial are shown in Tables 5.2and 5.3 (page 158).  The highest count for successful  infections was in untreatedKing Edward leaflets from the mid-canopy (94 %), the lowest in Mozart leaflets atthe first treatment time (no infection); though counts in all F1 categories were verylow  (0  –  2%).  Within  the  King  Edward  experiment,  there  were  significantdifferences between the curative treatment times (p < 0.01), but not between thetwo canopy positions (p = 0.24), or their interaction (p = 0.94). The proportion ofleaflets infected increased with increasing disease development time, but did notreach the level of untreated leaflets even at F3.  In the Mozart run of the experiment,both treatment timing (p < 0.01) and canopy position (p < 0.01) were significant
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factors.  The interaction between treatment  timing and canopy position was  alsosignificant (p < 0.01), indicating different patterns of response to treatment betweenthe two canopy positions.  The mid-canopy leaflets  followed a similar pattern toKing Edward, with low infection at F1 progressively increasing with increasing time.In contrast, infection was low in untreated high-canopy leaves (26 % compared tomid canopy), and only the F1 timing had an appreciably lower lesion count.
Table 5.2.  Artificial  inoculum field trial run A. Leaflets (n = 48 per category) from fieldgrown King Edward plants  (foliar  resistance  rating:  3)  were  inoculated with sporangialsuspensions  of  isolate  2012_13A2-1,  incubated  at  18  °C  and  subsequently  treated  withcurative fungicide fluopicolid + propamocarb, at one of three timepoints (F1:  20 hrs (360°C·hr)  ;  F2:  43  hrs  (774  °C·hr);  F3:  67  hrs  (  1206  °C·hr)).  Counts  are  of  the  number  ofindividual leaflets which went on to develop extensive late blight symptoms.
Treatment timing (accumulated thermal time)
F1 (360 °C·hr) F2 (774 °C·hr) F3 (1206 °C·hr) UntreatedCanopy position Infected leaflets count (n = 48)High 1 19 32 37Mid 1 20 37 45
Table 5.3.  Artificial  inoculum field trial  run  B. Leaflets (n = 48 per  category) from fieldgrown  Mozart  plants  (foliar  resistance  rating:  5)  were  inoculated  with  sporangialsuspensions  of  isolate  2012_13A2-1,  incubated  at  18  °C  and  subsequently  treated  withcurative fungicide fluopicolid + propamocarb, at one of three timepoints (F1:  18 hrs (324°C·hr)  ;  F2:  42  hrs  (756  °C·hr);  F3:   67  hrs  (1206  °C·hr)).  Counts  are  of  the  number  ofindividual leaflets which went on to develop extensive late blight symptoms.
Treatment timing (accumulated thermal time)F1 (°C·hr) F2 (°C·hr) F3 (°C·hr) UntreatedCanopy position Infected leaflets count (n = 48)High 1 8 12 8Mid 0 10 25 31
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5.4 Plot scale field trialA plot scale field trial using potato varieties with contrasting resistances wereconducted in the early summer of 2015. One purpose of this trial was to optimizethe methodology used to parameterize and validate the final decision aid, and thusthe methodology (particularly the inoculation method) was provisional, and wassubsequently modified. It was difficult to interpret the size and scale of the curativeeffect in this trial, but the design did provide some useful information on a singledisease cycle on field grown plants  so a description is included here.
5.4.1 Plot scale field trial: materials and methodsTrials took place at SRUC’s Boghall site in Midlothian and were conducted inearly  summer.  Trials  were  scheduled  for  early  in  the  season  before  late  blightoutbreaks became common, to reduce the risk of natural inoculum interfering withthe  results.  The  experiment  was  designed  to  incorporate  three  factors  withcontrasting levels: curatively treated/untreated plants, resistant/susceptible plants,and  aggressive/less  aggressive  P.  infestans isolates.  The  inoculations  were  alsoconducted in  five  distinct  intervals  to  generate  a  range  of  disease  developmenttimings.
The trial area consisted of 8 plots (1.8 · 7 m) with 1.8 m gaps between plots, witheach plot being the width of two planting ridges. Plots were split,  with one halfassigned for fungicide treatment and the other left untreated (which half receivedtreatment was randomized). After cultivation, seed tubers of two varieties wherehand planted within the plots: King Edward (susceptible, foliar resistance rating: 3)and Innovator (no official rating at time of experiment, but based on informationfrom  the  breeder  it  was  thought  to  be  a  resistant  variety.  This,  however, wasincorrect,  as  subsequently  a  published  foliar  resistance  rating  of  3  has  beenassigned18). In total, 60 tubers were planted in each plot (30 from each variety) withtheir position within each subplot randomized (so that both subplots within a plotwere  balanced)  –  these  were  pre-recorded  to  keep  track  of  cultivar  in  laterexperimental stages, but the two varieties have very distinct phenotypes and are
18. http://varieties.ahdb.org.uk/varieties/view/Innovator (Accessed: Sept. 2019)
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easily  distinguished.  Pre-emergence  herbicides  and  fertilizers  were  appliedfollowing standard agronomic practice. Plants were then grown for 10 weeks.
The day prior to inoculations, plots were inspected for the presence of late blightlesions  and  to  confirm  placement  of  cultivars  within  each  plot.  At  this  stage,inoculation sites were also selected and  six compound leaves per plant were taggedwith loop lock labels. Leaves were selected that were undamaged and that were of asufficient position within the canopy that they were likely to intercept fungicidespray at the time of treatment. The loop lock labels were colour-coded and labelledbased on the  isolate  and inoculation timing they were  allocated.  There  were  15possible combinations per sub plot: five inoculation timings (I1,  I2,  I3,  I4,  or I5) bythree inoculum categories (2012_13A2-1, 2012_8A1-1, or sterilise distilled water. Thepositioning of these was randomized within each subplot.
Inoculum was prepared as described in Chapter 2 (Section 2.4, page 52) fromcultures  of  the  two  experimental  isolates  on  detached  King  Edward  leaflets.Inoculum was prepared approximately 1.5 hours before the inoculation time, andwas adjusted to 2 · 104 sporangia per ml before transport to the field. The inoculumwas loaded into 100 ml hand pressurized spray bottles (Nalgene, Rochester, USA)to facilitate application. Bottles were calibrated before use; it was determined that ashort spray delivered ~ 0.1 ml (~ 2,000 sporangia at the experimental density), andthis was used as the inoculum dose at each inoculation site. Inoculations took placeover the space of three days, I1 on day one, I2 and I3 on day two, and I4 and I5 on daythree.  Inoculations  took  place  in  either  the  late  afternoon  or  evening.  Eachinoculation took approximately 2.5 hours to complete. Once all inoculations werecomplete, plants were sealed within large transparent polythene bags with a smallhole  cut  into  the  top  corner  to  prevent  overheating.  Bags  were  left  in  placeovernight, and were removed approximately 14 hours after each inoculation. TwoiButtons  in  small  shaded  containers  were  placed  amongst  the  crop  to  logtemperature over the course of the experiment.
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On the day following the I4 and I5 inoculations, one subplot per plot was treatedwith curative fungicide. In contrast to the other experiments detailed within thisproject  the  curative  fungicide  Option  (Corveta,  water  dispersible  granules,  600gcymoxanil kg−1) was used at the full label rate of 0.15 kg in 200 l ha−1. Fungicide wasapplied via an AZO backpack sprayer. Infections were left to incubate, and 1 weekfrom the fungicide treatment date inspections were made of the inoculation sites.The initial protocol specified lesion counts be made, but this was modified when itbecame  apparent  that  the  vast  majority  of  inoculation  sites  displayed  largecontiguous lesions. Lesion area at each site was therefore recorded following themethod specified in Chapter 2, Section 2.7 (page 54).
5.4.2 Plot scale field trial: statistical analysisAn  unexpected  incompatible  interaction  was  observed  between  isolate2012_8A1-1 and Innovator, meaning that it would be inappropriate to analyse theexperiment  as  a  whole.  Each  isolate  were  therefore  considered  as  a  separateexperiment,  inoculations  with  2012_13A2-1  incorporating  both  cultivars,  andinoculations with 2012_8A1-1 only the different disease development timings andthe fungicide treatments. ANOVA was performed on the two data sets with lesionarea  (square  root  transformed)  as  the  response  variable  and  treatment,  diseasedevelopment time, plot, and cultivar (if appropriate) as explanatory factors. Lesionareas were square root transformed to meet the assumptions of the analysis.
5.4.3 Plot scale field trial: resultsInoculation sites fell into one of two categories. In most cases large sporulatinglesions were present at inoculation sites. However at Innovator sites which wereinoculated with 2012_8A1-1 almost no lesions were observed (0.5% of sites) and thisis probably attributable to an R gene based incompatibility. ANOVA of 2012_13A2-2inoculated plants indicated a very large effect from timing category (p < 0.01), butthis  varied  between  timings  without  a  distinctive  pattern  (data  not  shown).Treatment alone approached significance, but did not meet the 5 % threshold (p =0.07), and there was no significant effect from cultivar (p = 0.24).  However,  theinteraction terms treatment · cultivar (p < 0.01) and cultivar · disease development
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time (p < 0.01) were significant. In the King Edward plants, no significant effectwas present from treatment (p = 0.32), but similar to the Innovator plants there wasa  highly  significant  effect  from  inoculation  time  (p  <  0.01)  but  this  was  notcorrelated  with  the  increasing  thermal  time  values  (data  not  shown).  Theinteraction term approached, but was not significant at the 5 % level (p = 0.08). Thedata are summarised in Tables 5.4 and 5.5
Table 5.4. Comparisons of mean diseased area at isolate 2012_13A2-2 inoculation sites withinthe plot  scale field trial.  Sections of foliage were inoculated with  P.  infestans sporangialsuspension at several possible inoculation times. Area occupied by late blight lesions acrossleaflets  and  plots  with  the  same  treatment  combination  are  displayed  as  scaled  to  theuntreated control for their respective cultivars. The symbols I1 – I5 represent the inoculationtime before curative fungicide treatment times, for which associated thermal time values aregiven. Disease development timing (accumulated thermal time)I1 (197 °C·hr) I2 (254 °C·hr) I3 (454 °C·hr) I4 (610 °C·hr) I5 (967 °C·hr)Cultivar Mean disease area as a proportion of untreated controlKing Edward 1.12 1.02 1.07 0.96 0.90Innovator 0.75 0.71 0.72 0.98 1.00
Table 5.5. Comparisons of mean diseased area at isolate 2012_8A1-1 inoculation sites withinthe plot  scale field trial.  Sections of foliage were inoculated with  P.  infestans sporangialsuspension at several possible inoculation times. Area occupied by late blight lesions acrossleaflets  and  plots  with  the  same  treatment  combination  are  displayed  as  scaled  to  theuntreated control for their respective cultivars.  The symbols F1 – F5 represent the fungicidetreatment times,  for which associated thermal time values are given. The symbols I1 – I5represent  the  inoculation  time  before  curative  fungicide  treatment  times,  for  whichassociated thermal time values are given.Disease development timing (accumulated thermal time)I1 (197 °C·hr) I2 (254 °C·hr) I3 (454 °C·hr) I4 (610 °C·hr) I5 (967 °C·hr)Cultivar Mean disease area as a proportion of untreated controlKing Edward 0.85 0.86 1.21 0.84 1.11
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5.5 Host resistance and rates of tissue colonizationIf the published foliar resistance ratings of potato against late blight from theindependent variety trials (Campbell et al., 2017) are a good index for rates of tissuecolonization by P. infestans, then they could serve as a useful guide to growers andagronomists as to the period over which curative fungicide applications are likely tobe effective. On the other hand, it is possible that there is a poor relationship, andthat the ratings are chiefly capturing some other aspect of resistance. In order toevaluate this, a range of cultivars were tested in the laboratory under controlledconditions for their observed resistance to late blight.
5.5.1 Rates of tissue colonization: materials and methodsTwo experimental cycles were conducted, one at intervals throughout 2016 andthe second in 2017. It was not possible to screen a large range of cultivars in a singleexperiment because of time and resource constraints. In each experimental run threecultivars  were  tested,  from  a  pool  of  available  seed  representing  a  range  ofresistance  ratings,  from amongst  the  most  widely  grown  of  important  varietieswithin  Great  Britain  where  possible.  A  common  cultivar,  King  Edward,  wasincluded as  a  standard reference  in  each  run,  so  that  approximate  comparisonscould be made even if there was an effect from different batches of inoculum atdifferent times. In 2016, three experimental runs were completed: A (King Edward,Cara, and Sarpo Mira), B (King Edward, Pentland Dell, and Shepody), and C (KingEdward, Harmony, and Markies). In 2017, six experimental runs were completed D(King Edward, Marfona, and Inca Bella), E (King Edward, Cara, and Chalotte), F(King Edward, Pentland Dell, and Sarpo Mira), G (King Edward, Maris Peer, andSarpo Shona),  H (King Edward,  Premier,  and Sharpo Una),  and finally I  (KingEdward, Maris Piper, and Arran Pilot).
Methodology differed slightly between the two years,  as  improvements weremade to the measurements taken in 2017 to better complement data gathered inChapter 3 (Section 3.4.3, page 75) on rates of tissue colonization for different isolatesand temperatures. Plants were propagated as described in Chapter 2 (Section 2.2,page 51), until  they were approximately  6 weeks old. At this point leaflets were
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harvested  from  between  nodes  4  to  11  in  sequential  runs,  small  stickers  wereattached to the petioles of these leaflets denoting the position and plant from whichthey were obtained. In total, at each experimental run 32 leaflets per cultivar wereharvested in this way. Additional leaflets were harvested from random positions,these were inoculated with sterile distilled water and included as controls.
Once  leaflets  were  harvested  and  labelled  they  were  distributed  amongsttransparent plastic trays lined with damp paper towels. Four trays were utilised ineach experiment. Each tray was allocated 27 leaflets: three sequential runs (one runfrom each of the experimental cultivars) of leaflets representing positions 4 to 11 (8leaflets in total per run) from randomized plants, as well as three of the controlleaflets (one from each cultivar). The placement of the leaflets themselves withineach  tray  was  randomized.  Leaflets  were  then  inoculated  with  a  20  µl  dropletcontaining  ≈ 2,000  P. infestans sporangia (see Chapter 2, Section 2.4, page 52 fordetails of inoculum preparation), placed on the adaxil surface away from any mainveins.  Once  inoculations  were  completed,  trays  were  sealed  within  transparentplastic bags, shaded with paper sheets  and placed with a growth cabinet set at aconstant 18  °C and a 16 hour photoperiod. In the experimental runs conducted in2017, four extra trays were included containing leaflets harvested and inoculated inexactly  the  same way but  designated  for  biomass  estimation  rather  than visualassessment.
In the experimental runs completed in 2016, trays were opened at 144 hours postinoculation and digital images of each leaflets were taken as described in Chapter 2,Section 2.7 (page 54). In the 2017 runs, trays were opened at three time points: 120,144, and 168 hours and images were taken in the same way; this was done so thatgrowth rates rather than simple lesion size could be determined. For the runs whichincluded biomass estimation trays, these were opened at 12, 24, 36, 48, 60, and 72hours post infection, and at each opening six leaflets were removed, placed into amicro-centrifuge tube (2 ml), frozen and stored at −20 °C until later DNA extractionand quantification.
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Sizes of lesions visible in the digital images  were quantified using the  polygonfunction in ImageJ  (Schneider  et al.,  2012) as described in Chapter 2, Section 2.8(page 55).  In the 2017 runs,  linear lesion growth rates (mm hr−1) were obtainedusing a similar method to  (Visker  et al., 2003): simple linear regression of squareroot lesion area was regressed against time for each individual leaflet.  The slopecoefficient of this regression is the linear lesion growth rate.
5.5.2 Rates of tissue colonization: statistical analysisIn order to compare lesion size or growth rate across all the cultivars within arun, a linear mixed model was used. Square root lesion size (runs in year 2016) orlinear lesion growth rate (runs in year 2017) was included as the response variable,cultivar was included as a fixed effect, and experimental run, plant from which theleaflet was harvested, and the experimental tray were included as random effects.For  the  incubation  period  biomass  accumulation  data,  the  natural  log  of  initialP.infestans DNA template was regressed against time, with the slope coefficient ofthis regression providing a rate of increase. Spearman's rank correlation coefficient(Dytham, 2011),  denoted here as  𝛒,  was used to assess the relationship betweenfoliar late blight resistance rating and the measures of pathogen growth (lesion sizeafter fixed time, linear lesion growth rate, or biomass accumulation coefficient). Thismeasure was used as foliar resistance rating is an ordinal scale where only the rankorder is meaningful. 
5.5.3 Rates of tissue colonization: resultsWithin the 2016 run of  experiments there was a statistically significant effectfrom cultivar (p < 0.01). Estimated means for the different cultivars are shown inFigure 5.6 (page 166), and were in very good accord with the published foliar lateblight  resistance  ratings  (𝛒 =  −0.96);  increasing  foliar  resistance  ratings  wereassociated with smaller values for square root lesion sizes.
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Figure 5.6. Mean lesion size after 144 hours in runs A – C of the tissue colonization assay.Square root of lesion size (mm) is shown on the vertical axis and the foliar resistance ratingsaccording to the AHDB potatoes variety database are given on the horizontal axis. The twoletter codes symbolise the cultivars for which the mean square roots of lesions sizes havebeen determined: SH = Shepody, KE = King Edward, PD = Pentland Dell, CA= Cara, HR =Harmony, MR = Markies, and SM = Sarpo Mira. Note that Cara and Harmony are almostcoterminous within the graphic and their symbols may be difficult to read.
A larger range of cultivars were included within the 2017 cycle of experimentsand a summary of these data can be found in Figure 5.6. There was a large andsignificant effect from cultivar within the mixed model (p < 0.01), and again therewas a reasonable accord between the observed rates of tissue colonization and thepublished foliar resistance ratings. There were, however, some cultivars for whichrank  order  was  not  as  expected:  Charlotte  displayed  lower  rates  of  tissuecolonization than would be anticipated from its foliar resistance rank, and Inca Bellsignificantly  higher rates  (comparable  to  the growth rates  from cultivars  with aresistance rating of 3). The correlation between expected foliar resistance rating and
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observed mean lesion growth rates (see Figure 5.7 for a graphical representation)was 𝛒 = −0.68.
Figure 5.7. Rates of tissue colonization (mm  hr−1) in runs D – I of the tissue colonizationassay plotted against the foliar resistance rating to late blight published within the AHDBpotatoes variety database. Two letter codes refer to the cultivars included in the experiments(AP: Arran Piolt, CA: Cara, CH: Charlotte, IB: Inca Bella, KE: King Edward, MF: Marfona,MR: Maris Peer, MP: Maris Piper, PD: Pentland Dell, PR: Premier, SM: Sarpo Mira, SS: SarpoShona, and SU: Sarpo Una). Values for KE-PR and MR-MP-MF-PD were very close and mayappear almost coterminous on the plot.
Biomass  accumulate  within  samples  taken  during  the  latent  period  wasdetermined using a similar method to Chapter 3 (Section 3.4, page 69); Figure 5.8(page 168) shows the estimated DNA levels at the six timepoints for two contrastingcultivars: Sarpo Mira and Arran Pilot. Cq values were obtained for all samples whichhad been inoculated with P. infestans sporangia, whereas none were obtained fromwater inoculated controls, indicating no or very low (outside the range of detection)levels of P. infestans within the plant tissue.
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Simple positive linear relationships between the natural log of P. infestans DNAand incubation time were significant for all cultivars, and these are summarised inTable 5.6 (page 169). A range of R2 values were obtained from 0.75 for Arran Pilot to0.18 for Pentland Dell, with lower values associated with slower growth estimates,indicating that there may be greater uncertainty at this end of the scale. Rank orderof incubation coefficients did not match what would be expected from the foliarblight resistance ratings, nor from the lesion growth rates calculated from observedsymptoms. The ranks of observed values are displayed graphically in Figure 5.9(page 170); there is a weak association (𝛒 = −0.38) between higher foliar resistanceratings and slower growth rates.
Figure 5.8. Relationship between initial P. infestans DNA quantity within a sample (ln(pg))and  time  elapsed  (hr)  between  inoculation  and  sampling.  Data  shown  are  from  twocontrasting  isolates:  Arran  Piolt  (●)  and  Sarpo  Mira  (▲),  each  point  representing  anextraction from a single inoculated leaflet (n = 6 per time point and cultivar combination).Simple  linear  relationships  are  fitted  to  each  cultivar  to  obtain  an  index  for  biomassaccumulation. For Arran Pilot this was ln(PiDNA) = −7.29 + 0.062t (p < 0.01, R2 = 0.75), andfor Sarpo Mira ln(PiDNA) = −7.76 + 0.050t (p < 0.01, R2 = 0.70), where PiDNA is the quantity ofP. infestans specific DNA in pg, and t is the time from inoculation to assessment in hours.
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Table 5.6. Incubation biomass accumulation coefficients for 13 potato cultivars, obtained bylinear  regression of  the  natural  logarithm of  initial  template  quantity  against  incubationtime. The accumulation coefficient corresponds to βba1 (with units ln(pg)hr−1) in the fittedequation  ln (PiDNA )=βba0+βba1⋅t .  Quoted  significance  levels  are  for  the  parameterestimate for βba1 rather than the regression line itself. The terms βba0 are not shown here,these represent the natural logarithm of the amount of pathogen DNA present at the start ofthe assay (i.e. when t = 0).
Cultivar Incubation coefficient(± 95% confidence intervals) Significance ofparameter estimate R2Arran Pilot 0.06187 (± 0.01209) p < 0.01 0.75Cara 0.04208 (± 0.02217) p < 0.01 0.29Charlotte 0.08125 (± 0.02019) p < 0.01 0.65Inca Bella 0.05173 (± 0.01792) p < 0.01 0.49King Edward 0.06592 (± 0.01401) p < 0.01 0.71Marfona 0.05878 (± 0.01766) p < 0.01 0.56Maris Peer 0.07015 (± 0.02295) p < 0.01 0.51Maris Piper 0.04893 (± 0.01438) p < 0.01 0.50Pentland Dell 0.02280 (± 0.01626) p < 0.01 0.18Premier 0.04608 (± 0.02246) p < 0.01 0.32Sarpo Mira 0.05012 (± 0.01075) p < 0.01 0.71Sarpo Shona 0.05858 (± 0.03318) p < 0.01 0.26Sarpo Una 0.05508 (± 0.02103) p < 0.01 0.44
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Figure  5.9.  Rates  of  biomass  accumulation  (ln(pg)hr−1)  in  runs  D  –  I  of  the  tissuecolonization assay plotted against the foliar resistance rating to late blight published fromthe independent variety trials (also available via AHDB potatoes’ Varieties Database). Twoletter codes refer to the cultivars included in the experiments (AP: Arron Piolt, CA: Cara,CH: Charlotte, IB: Inca Bella, KE: King Edward, MF: Marfona, MR: Maris Peer, MP: MarisPiper,  PD: Pentland Dell,  PR:  Premier, SM: Sarpo Mira, SS: Sarpo Shona, and SU: SarpoUna).
5.6 DiscussionExperiments within this chapter provide evidence that host resistance can act asa modifying factor on curative activity, but also that this effect may be variable andthat further work is needed to give a full characterisation. Some indication of effectmagnitude is provided, particularly by the natural inoculum trial (Section 5.2, page146).  Additionally,  a  range  of  cultivars  were  assessed  for  their  rates  of  tissuecolonization  against  an  aggressive  P.  infestans clone  on  two separate  measures.Implications from this and recommendations for the final decision aid are discussedbriefly below, and in greater depth in Chapter 6.
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Curative control was evident in runs A, B and D of the natural inoculum trial(see Section 5.2, page 146). Interestingly this differed between cultivars, with moreresistant varieties showing larger proportional curative effects (runs A and B) and/or extended curative control windows (run B and D). The control threshold in termsof degree hours did not appear to be constant across experimental runs. A curativeeffect was observed on King Edward plants in run A at 1008 °Da, but not in runs Band D at  846  °Da or  792  °Da respectively.  This  may have been due  to  differingdisease pressures at the exposure time, as the number of founder spores is verylikely to also act as a modifying factor (Lapwood and McKee, 1966). One weaknessof these experiments is that the isolate or isolate mix is not known.  If quantitativeresistance is pathogen and host genotype specific as suggested in previous work(Flier et al., 2003b), then it would be unwise to assume a cultivar will always offer afixed modifying effect in different locations and during different epidemics. This isone possible explanation for the variation seen between experimental runs.
The artificial inoculum trial (Section 5.3, page 156) and the plot scale field trial(Section 5.4, 159) generated more variable results. This may have been a function ofthe cultivars selected, the methodology used or simply due to the variability of fieldgrown plants, as observed resistances can sometimes differ between the field andlaboratory (Dorrance and Inglis, 1998). However, they both provided evidence thatthe curative effect declines with increasing pathogen development, and there wereindications  that  this  differed between cultivars.  The low infection rates  on  highcanopy Mozart leaves were interesting as leaf position is known to modify observedlesion  growth  rates  (for  example  Carnegie  and  Colhoun  (1980) report  a  linearrelationship of  increasing lesion size on more apical  as  compared to more  basalleaves of King Edward plants from comparable inoculum concentrations), but asthis was also reflected in the high-canopy untreated controls more data are neededbefore conclusions are drawn.
Results  from  the  tissue  colonization  experiments  demonstrated  that  thepublished foliar resistance ratings from the AHDB varieties trials are good general
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guides to the rates of observed lesion growth. However, there were some varietiesthat deviated from their expected rank. There are three possible reasons for this (i) itis an artefact of the methodology used in these experiments, (ii) it is an artefact ofmethodology used in the independent variety trials or (iii) the form of quantitativeresistance displayed by these varieties does not depend on slowing rates of tissuecolonization or is only visible in the field. There is precedent for (iii) in the literature(Rietman et al., 2012), and it is unfortunate that the time constraints did not allowthe experimental cycle to be repeated to rule out (i), as (ii) seems unlikely.
The second measure of tissue growth used (genomic DNA quantification viaqPCR) was less well correlated with the foliar resistance ratings, and indeed the twomeasures  themselves  were  not  well  correlated.  This  could  be  due  to  themethodology  used  estimating  biomass  accumulation  poorly,  but  the  obtainedgrowth  coefficient  for  King  Edward  (0.066  ln(pg)hr−1)  was  very  close  to  thatobtained  using   the  same  experimental  set  up  when  the  modifying  effect  oftemperature in Chapter 3 (0.068 ln(pg)hr−1). An alternative explanation is that thetwo life  cycle  stages:  tissue  colonization  within  the  incubation  period  and  latersymptom development progress at different rates. Life history trait of a pathogencan differ, and there may be unexpected interactions with host cultivars. However amuch more  extensive  set  of  experiments  would be  needed to  confirm this.  Theinteraction between cultivar and genotype seen for Innovator is suspect to be due tothe presence of an  R gene to which one genotype was compatible, and the otherincompatible. This has implications for curative control: one can imagine a situationwhere mix inoculum is  present,  and some spores are of  incompatible genotypeswith  the  cultivar  grown.  This  would  have  the  effect  of  reducing  the  founderpopulation,  and  possibly  leading  to  a  larger  than  expected  curative  effect  if  acurative fungicide was applied. This is however quite a complex situation, and verydifficult to determine in practice.
In terms of the final model, the inclusion of host resistance seems justified, withsuitable caveats. It would be possible to use the obtained incubation coefficients to
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modify the infection probability model developed in Chapter 4 on a cultivar-wisebasis. This does not seem a sensible approach, as one would have to evaluate a verylarge range of cultivars (certainly the most commonly grown) and the final modelwould be cumbersome, probably requiring a large lookup table. As the link betweenfoliar  resistance  rating  does  seem  important,  with  the  proviso  that  there  areexceptions  to  this  pattern  (see  above),  and  as  the  two  measures  differed,  apragmatic  approach  would  be  to  use  the  foliar  resistance  ratings  from  theindependent variety trials as a ‘guide’ factor with a suitable warning that resultsmay vary in the field. The form that this will take is discussed in the next chapter,when the final decision aid is specified and validated against field data.
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Chapter 6  Specification and validation of the decision aid
AbstractThis chapter specifies the requirements of the decision aid in more detail, anddescribes how it is intended to be used in terms of geographic scope, time frame,etc.  Methods  of  validation  are  briefly  summarized,  and the  index  of  separation(PSEP) selected as the most appropriate measure to use. A quantitative descriptionof the decision aid is provided, as well as some simple implementation in R code.The final model takes time and temperature as inputs, and returns a probability ofcurative control failure. As a demonstration of potential outputs, this probability isthen converted into one of four categories and reported to the end-user. While thereis evidence that the cultivar can act as a modifying factor, it is not included in thefinal  decision aid.  Two field trials  were conducted to generate data from whichpreliminary validation is carried out. The chapter concludes with recommendationsfor future validation programmes and potential revisions which could be made tothe decision aid.
6.1 IntroductionThe remit of this project was to investigate the feasibility of producing a decisionaid to help guide the use of curative fungicides for the management of potato lateblight, and to investigate factors which were thought to modify the curative effect.Over  the  previous  chapters  an  appropriate  model  of  temperature-dependentdevelopment has been selected (Chapter 3), and the relationship between pathogendevelopment  within  the  latent  period  and  curative  control  has  been  described(Chapter  4).  Information  on  the  modifying  factors  developmental  temperature(Chapter  3),  P.  infestans isolate  (Chapter  4),  and quantitative  resistance  of  hostcultivar (Chapter 5) has also been provided. These data provide a basis on which anoutline  of  a  decision  aid  can  be  constructed.  It  should  be  emphasised  that  thespecifications  here  represent  a  starting  point  for  further  development  andmodification,  suggestions  for  which  are  made  in  Section  6.6  (page  202).Nevertheless, even in its current form the decision aid may be informative.
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6.2 Objective statementThe initial objectives of the investigations carried out in this project, as well asthe potential decision aid were set out in Chapter 1 (Section 1.10, page 46 - 47), andare repeated in more detail  here in the form of an objective statement  (Haefner,2005).  The  aid  should be  a  simple  tactical  tool  which  provides  growers  and/oragronomists  with  guidelines  for  the  appropriateness  of  curative  fungicidetreatments  when managing  potato  late  blight.  The  tool  will  be  tactical  and notstrategic,  because  the  choice  to  include  a  fungicide  formulation  with  curativeproperties is a relatively short term decision made in response to local conditions:i.e. we suspect early latent infections of P. infestans are present within a crop, andwe wish to arrest their development if possible. A strategic tool, in contrast mightimply that curative treatments should be the main method used to control potatolate blight, and that the aid provides criteria or thresholds that prescribe treatments.This is highly inadvisable, and an “only treat curatively” strategy would likely becounter-productive by increasing the  probability of control failure, and potentiallycontributing to fungicide resistance issues (Beckerman et al., 2015) as the number ofusable  a.i.  would  decrease  (protectant  only  compounds  would  have  limitedusefulness).
It is envisaged that the curative decision aid therefore will sit as part of the widersystem  of  potato  late  blight  control.  It  should  complement,  as  far  as  possible,existing aids and tools that are in widespread use. The most obvious of these is theBlightWatch warnings that use the Hutton Risk Critera to issue infection warnings(introduced in Chapter 1, Section 1.4, page 10), but the aid could be used with orwithin other systems, for example as a module to describe curative activity. Existingsupport systems tend to include curatively activity as a simple threshold which isbased on chronological time: i.e.  it is sometimes assumed that there is full curativeactivity before 24 hours  post-infection, and there is no curative activity after thispoint  (Spits and Wander, 2001). Replacing this with an expected level of controlbased  on  anticipated  pathogen  development  may  lead  to  better  decisions  onfungicide formulation choice and use.
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The aid will use inputs based on the evidence gathered in Chapters 3 – 5. Diseasedevelopment  time,  from  exposure  to  inoculum  under  conditions  conducive  toinfection  (i.e.  a  Hutton  Period)  through  to  time  of  curative  treatment  and  atemperature profile during this time (ideally with readings at hourly or sub-hourlyintervals, in °C) are the most important inputs. The modifying effect of cultivar wasprovisionally included (see Chapter 1 section 1.10, page 46), but as is detailed inSection 6.4 (page 185), ultimately there was not enough evidence for its inclusion.While the experimental work in this project provided evidence that pathogen isolate(and perhaps genotype) can act as a modifying factor (see Chapter 4, Section 4.3.7,page 122) is not clear how, under the current epidemiological surveillance schemefor potato late blight such information can be ascertained in a timely fashion, norestimated  accurately.  There  is,  at  present,  insufficient  evidence  to  include  otherpotentially modifying factors such as inoculum density or fungicide residues on thephylloplane.
The decision aid will be limited to the P. infestans-S. tubersosum pathosystem,and is intended for use in Great Britain (GB). However, much of the experimentalwork that underpins the model choice and parameter estimation in the aid has beenlaboratory or glasshouse based. The aid uses data derived from experiments using asingle  fungicide  formulation,  an  aggressive  P.  infestans isolate,  and  (mostly)  asingle  susceptible  cultivar,  as  representative  of  late  blight  infections  and controlpractices in potato crops grown across GB. Clearly, therefore, thorough validationunder field conditions in a range of circumstances is required. Methods used forpreliminary validation are given in Section 6.5 (page 192), and a specification for awider validation on page 202. It is fully possible for others to test how informativethe decision aid is under other climates, and with P. infestans population and potatocultivars common to other regions, though this is outside the scope of this study. Itmay also be possible to extend the aid to the P. infestans-S. Lycopersicum system,although  very  significant  differences  in  the  agronomic  practices  will  likelynecessitate modifications (Nick et al., 2014).
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The  time-scale  over  which  the  aid  will  provide  guidance  is  by  definitionprescribed  due  to  the  phenomena  it  describes  (curative  activity  and  the  latentperiod of  P.  infestans).  The duration of the latent period (and thus the curativecontrol  window)  will  vary  with  the  air  temperature  and  will  thus  be  contextdependent. A more abstract definition of the time-scale is that the decision aid isintended  for  use  whenever  a  grower  or  agronomists  is  selecting  a  fungicideformulation after high infection risk conditions have occurred (Dancey et al., 2017);if it turns out that this is substantially outside the curative control window, the aidwill report this. The output which the aid provides, and the criteria for validationare inter-related and the following section (6.3) is given over to a discussion of thistopic.
6.3 Decision aid output and criteria for validationThe form of output the aid produces is an important consideration, as is  thecriteria by which it will be validated. The term validation is used throughout here,rather than verification (or similar) as validation implies that the object in questionhas been judged acceptable (for example legally or logically) for a specific purpose.Verification implies truth, which it is clearly not possible to capture entirely in asimple  model;  it  is  entirely  possible  for  a  model  to  be  untrue  and  to  containdemonstrable inaccuracies,  but still  be useful  for  some purposes  (Oreskes  et  al.,1994).
In  crop  protection,  decision  aids  and  rules  are  typically  concerned  withprediction  of  disease  or  pest  occurrence  (Yuen,  2006),  and  under  whatcircumstances decisions to withhold or apply a control measure are justified; i.e. abinary  prediction  of  a  true  state  which  also  takes one  of  two  values(present/absent).  A  tool’s  prediction  about  the  state  of  a  system will  either  becorrect, or it will be incorrect. There are well-developed methodologies to measurethe performance of such predictive tools  (Madden, 2006). Sometimes the potentialoutcomes of such a system are presented as a two by two contingency table (Skelsey
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et al., 2018). From this table we may calculate the probability of disease given thatdisease was predicted (referred to as the positive predicted value,  PPV) and theprobability of no disease given that no disease was predicted (referred to as thenegative predicted value, NPV). Both PPV and NPV vary with the prevalence ofdisease, so are not simple characteristics of a tool for making disease forecasts.
Also  available  from  the  two  by  two  contingency  table  are  sensitivity  andspecificity (Altman and Bland, 1994). Sensitivity is the true positive rate, and can beexpressed as a proportion calculated from the number of situations where presencewas  predicted over the number of situations where the disease was  truly  present.Specificity, on the other hand is the true negative rate, and can be expressed as aproportion of  predicted  absence situations out of all situations where the diseasewas truly absent. Unlike PPV and NPV, sensitivity and specificity are independentof  disease  prevalence  and  so  are  characteristics  of  the  prediction  tool.  Fromsensitivity and specificity,  one can calculate a false positive rate,  1  − specificity,which refers to situations where disease is predicted but it in fact does not occur,and also the false negative rate, 1 − sensitivity, which refers to the inverse situationwhere  no disease  is  predicted but  disease  does  occur  (Lalkhen and McCluskey,2008).  Sensitivity and specificity are  linked,  and can be changed by altering thethreshold between ‘presence’ and ‘absence’; often called a decision threshold, as it isthe catalyst  for implementing a control  measure  (Hughes,  1999;  Yuen and Mila,2004). A higher decision threshold will increase the specificity of a tool, but will atthe same time lower the sensitivity. The inverse is also true; increasing sensitivitylowers specificity (Yuen and Hughes, 2002).
Decision tools  can be evaluated graphically by plotting the true positive rate(sensitivity) against the false positive rate (1 − specificity) as the decision thresholdis varied, in a procedure known as receiver operating characteristic (ROC) curveanalysis which captures information about the trade-off between the sensitivity andspecificity. A perfect system would score 1 for the true positive rate and 0 for falsepositive rate  (Madden et al., 2007). The worst possible systems would lie at some
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point along a diagonal line (sometimes called the line of no-discrimination (Nguyenand Devarajan, 2008)) from co-ordinates (0, 0) to (1, 1). Predictions from a tool withsuch a profile are no better than those produced at random. Which specific cut-offvalue to use can be selected using statistics such as Youden’s J19 (Schisterman et al.,2005), but can also be informed by the costs associated with each decision choice. Ifthe  costs  of  decisions  are  well  understood,  a  decision threshold  can be  selectedwhich  minimizes  these  (Skaltsa  et  al.,  2010).  Of  course,  a  decision-maker’sperception of risk (distinct from the definition given in Chapter 1, Section 1.4, page13)  is  also  an  important  consideration;  if  a  decision-maker  fears  false  negatives(disease is present, but it was predicted to be absent and treatment which shouldhave been applied was withheld) then they may be inclined towards thresholdswith  higher  sensitivity.  The  sensitivity  and  specificity  of  a  tool  can  also  besummarized using likelihood ratios, for example, the likelihood ratio of a positiveprediction is given by sensitivity / (1 – specificity)20. This opens the possibility ofBayesian applications using odds and prior probabilities (Yuen and Hughes, 2002)which are not explored here.
As will be explained in Section 6.4 (page 185), the decision aid will output ametric,  which  can  range  between  0  and  1,  and  could  be  interpreted  as  theprobability  of  curative  control  failure.  It  is  possible  that  this  metric  could  bepresented to the end user in its raw form, but this is not thought appropriate. End-users  (indeed, the public  at  large) sometimes lack an intuitive understanding ofprobabilities  (Krebs,  2011) and as the aid is intended to add easily interpretableinformation,  it  should  deliver  this  information  in  as  accessible  a  format  as  ispractical. Additionally, numbers presented without a thorough explanation of howthey were produced tend to inspire more certainty than is justified, and thereforepresenting probabilities or percentages may give an impression of greater accuracythan is warranted.
19. J = sensitivity + specificity – 1
20. This is more properly specified using conditional probabilities, which are not given 
here (Yuen and Mila, 2004).
180
Alternatively, a decision threshold could be used, and a binary prediction couldbe provided to the end user; i.e. curative control will likely succeed or it will likelyfail. There are several attractive features to this approach. Firstly, it is very easy tointerpret.  Secondly,  the  methodology  for  validation  and  threshold  selection  viaROCs is well documented and has been applied to numerous other decision andassessment tools within plant pathology  (Dancey  et al., 2017; Roscher  et al., 2016;Skelsey  et al., 2018; Tegg  et al., 2014). However, much information is lost when acontinuous predictor is dichotomized (Beckstead and Beckie, 2011)21, and part of therationale  behind  using  dose-response  methodology  (Ritz,  2010) to  describe  therelationship  between  pathogen  development  and  expected  curative  control  inChapter  4,  Section  4.4  (page  129)  was  to  produce  a  relationship  that  could  beinterpreted rather than a simple threshold. A single decision threshold for curativecontrol  failure  was  therefore  neither determined  nor  validated  here,  though  itwould be entirely possible for the data presented here to be used for this purpose.
Instead,  as  a  demonstration of  a  possible  output  method,  a  multi-categoricalsystem was used. In other words,  the probability metric will  be binned, and thelabels of these bins presented to the end user. The nature of these bins, and thelabels that they are assigned is presented in Section 6.4, page 185. A total of fourbins were selected, but the choice was somewhat arbitrary. The decisions availableto  a  grower  or  agronomist  surrounding  the  use  of  a  curative  fungicide  are  notstraightforward.  They  have  many  options,  including,  but  not  limited  to:  usingcurative a.i.(s) (but there are several to chose from), using protectant only a.i.(s) ifthe curative control window was thought to have elapsed, or using protectant a.i.(s)with an adjuvant to improve coverage (to focus on limiting new infections, ratherthan arresting the development of those that are already present). Breakpoints wereset at 0.25, 0.50, and 0.75 (more formal definitions are given in Section 6.4, page 185)and were assigned labels indicating curative control is decreasingly likely to occur.It is anticipated that end-users will interpret this information in the context of their
21. Though note that information is not the same as meaning, so the ‘information’ that is 
lost many have no utility for our purposes, and thus the loss may not be as significant as 
it first appears.
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own experience, and judgement of the specific situation (crop conditions, weatherforecast, local disease pressure etc.) to make a control decision.
Multi-category predictors are not common in plant epidemiology, but there areexamples of their use in the medical  (Leonard et al., 1991; Olsson et al., 2004) andmeteorological literature (Mason, 2008). Several approaches have been developed toassess the quality of these patient prognoses or weather forecasts (Benedetti, 2010).In  a  meteorological  context,  where  simulation  models  are  frequently  used,probabilistic  information  from  ensemble  forecasting  is  sometimes  presented.Ensemble forecasting refers to a process of generating a set of forecasts for a givensituation using Monte Carlo analysis, and using uncertainty in initial conditions togenerate the range of outcomes (Gneiting and Raftery, 2005). Statements can thenbe made about the spread of outcomes and their relative likelihoods. This approachcannot be used with the prototype decision aid because it is a deterministic model.An alternative validation approach sometimes used for probabilistic predictions inmeteorology,  and frequently used in medical  epidemiology is  the use of  scoringrules (Moons et al., 2002). There are several such rules (Benedetti, 2010), an exampleof which is the Brier score  (Brier, 1950), which in its original specification rangedbetween zero (perfect forecast) and two (worst possible forecast). The Brier score isreduced (i.e. becomes better) as the  correspondence between forecast probabilitiesand observed probabilities increases.
Even  when  a  forecasting  or  prognostic  tool  meets  a  specified  criterion  foraccuracy of prediction, it may still have little practical use if it is unable to designatesituations  (patients  in  a  medical  setting,  individual  plants  or  fields  in  a  plantepidemiological  one)  into  useful  groups.  Altman  and  Royston  (2000) make  adistinction  between  a  statistically  valid  model  and  a  clinically  valid  model.  Astatistically  validated  model  meets  standards  set  out  in  goodness  of  fit  or  biasassessments. A clinically validated model is one that is transportable (Royston andSauerbrei, 2005) to a new ‘case-mix’ (Fetter et al., 1980), that is a new set of patientsat a different centre, and that still provides clinically useful classifications. A tool
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can  fail  statistical  validity  measurements  (it  may  for  example  produce  biasedpredictions)  but  still  separate  patients  into  clinically  useful  groups.  Altman andRoyston (2000) give details of a measure termed the index of separation (PSEP) todetermine then intrinsic prognostic information that a model provides.  It  can beused  when  a  model  assigns  patients  to  categories  which  have  associatedprobabilities for an event (survival to a set time-point, disease occurrence, etc.). Theprognostic categories for best and worst outcomes (i.e. the groups with lowest andhighest probabilities of mortality) are then examined, and the probabilities  of theevent for  each group determined.  Pworst is  the predicted probability  of  the  eventoccurring (death, disease etc.) for members assigned the worst prognosis, and Pbestis the probability of the event (death, disease etc.) occurring for members assignedthe best prognosis.  The index of separation (PSEP) is calculated as:
PSEP = Pworst − Pbest  
For a predictor with two prognostic groups, PSEP = PPV + NPV − 1 (Altman andRoyston,  2000).  Calculation  of  PSEP  can  then  be  used  to  compare  how  well  aprognostic tool separates patients with good or poor outcomes at different centres.Whether we consider the model valid based on this calculation depends on the aimsof the model. Separating patients into groups will in most cases lead to differenttreatment decisions beings made for (at least some) of the groups, treatments mayhave associated costs  (in economical  terms,  or in a medical setting they may beassociated with risks for the patient), and we may only be able to justify treatmentinterventions for a subset of the assigned categories. This judgement will be contextdependent.
The decision aid produced by this study, as set out in Section 6.4, page 185 is aprognostic model,  with the chief predictor variable being the anticipated diseasedevelopment time at  the  point  of  curative treatment.  The prognostic  groups arecategorised pragmatically around the likelihood that the curative control treatmenthas failed, or in other words that the window for curative control has been missed.
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It is a slightly unusual tool, as it is not making forecasts about disease occurrence asmany other plant disease decision rules do (Yuen, 2006), but rather the prospects ofa  control  measure  (curative  treatment)  given  that  disease  is  assumed  to  haveoccurred. PSEP is therefore an appropriate measure to use here, as end-users willmake  a  decision  about  which  control  measure  to  deploy.  Absolute  accuracy  ofpredictions is perhaps less important than an ability to separate situations into thosewith a high probability that curative control will fail (worst prognosis) and thosewith a very low probability that curative will fail (best prognosis).
Measuring curative activity in the field is very challenging (how can we knowthat an outbreak is due to curative control failure if we do not know when initialinfections occurred?), and it is not immediately obvious how data from which tovalidate the decision aid can be obtained. A tentative proposal is set out in Section6.6  (page  202),  and  in  addition  two  field  trials  with  similar  methodologies  atdifferent  geographical  locations  were  carried  out  to  generate  data-sets  forpreliminary validation.
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6.4 Specification of the curative control decision aid
A schematic of the decision aid is set out in Figure 6.1:
Figure 6.1. Schematic of decision aid, as set out in the planning stage of the project. Notethat, although host resistance was explored within Chapter 5 the prototype decision aid setout  in  this  chapter  does  not  include  a  term  for  host  resistance,  but  suggestions  for  itsincorporation are made on page 188.
The  first  component  of  the  decision  is  the  temperature-dependent  developmentmodel, which was derived in Chapter 3 (Section 3.6, page 102, Equation 27-A):
f (T ) = {
0 T < 0.45
2.21 ⋅10−5(T − 0.45)2(30.51 − T ) 0.45 ≤ T ≤ 30.51
0 T > 30.51
where 𝒇(T) is a rate function of the observed temperature T (°C),  with the unitsln(pg)hr−1. This  gives the expected development per hour of  P. infestans in plantagiven a specific temperature. It is anticipated that temperature data will be obtained
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as regular readings for a given time step. The expected development for a set oftemperature measurements and at given time-steps can then be summed to producean accumulated expected development:
g( f (T ) , t s) = ∑
i=0
n
f (T )it si
where g(𝒇(T), ts) is the expected accumulated development with units lg(pg), 𝒇(Ti)is the development per hour as a function of temperature defined above (page 185)for the ith temperature observation with units  ln(pg) hr−1,  tsi is the time step inhours  (i.e.  if  a  daily  average  temperature  was  provided,  ts =  24)  of  the  ithobservation, and n is the number of temperature observations. From the expectedaccumulated  development  value  (g(𝒇(T),  ts)),  the  raw  metric  produced  by  thedecision  aid  is  produced.  This  is  termed  Pcur,  and  can  be  interpreted  as  theprobability  of  curative  control  failure,  given an expected pathogen developmentvalue:
Pcur(g (f (T , t s))) =
1
1 + e−0.865(g ( f (T) , ts) − 2.924 )
where Pcur  is the probability of curative control failure, g(𝒇(T), ts) is the expectedaccumulated development given a set of temperature readings (with units °C) and atime step (in hours). For practical purposes Pcur can be binned into four categoriesshown in Table 6.1, these categories have been given labels which lend themselvesto ease of interpretation.
Table 6.1. Ranges of Pcur and their associated prognostic categories. Pcur can be interpreted asthe  probability  that  curative  control  will  fail,  given  an  expected  level  of  pathogendevelopment. Pcur range Categorical output0 ≤ Pcur < 0.25 Curative control very likely 0.25 ≤ Pcur < 0.50 Curative control somewhat likely0.50 ≤ Pcur < 0.75 Curative control unlikely0.75 ≤ Pcur ≤ 1.00 Curative control very unlikely
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For illustrative purposes a very simple implementation of the decision aid usingR  code  will  now  be  shown.  Firstly,  a  function  which  returns  the  expecteddevelopment per time step is defined:
R> ExpDev <- function ( T, delta_t = 1 )               
+          { if ( T <=  0.45 )                          
+              { return( 0 ) }                          
+            if ( T >= 30.51 )                          
+              { return( 0 ) }                          
+            if ( T > 0.45 & T < 30.51 )                
+             { return( 2.21e-05 *                    
+                      ( ( T - 0.45 )^2 ) * ( 30.51 - T ) * 
+                      delta_t ) }                     
+           else { return( 0 ) } }
where  T is  the temperature with units  °C, and  delta_t is  the time step in hourswhich defaults to 1 if not specified. Outside its defined range, ExpDev returns zero.For example, in a situation where three temperature readings of 18 °C , 17 °C and 16°C  are taken at ten minute intervals. the expected development would be:
R> temp.data <- c(18,17,16)
R> sapply( X       = temp.data, 
+          FUN     = ExpDev,     
+          delta_t = ( 1/6 ) )
[1] 0.01419229 0.01362989 0.01292317
where  temp.data is a vector containing the temperature observations.  ExpDev hasprovided  us  with  expected  developments  of  0.01419229  ln(pg)  for  the  first,0.01362989 ln(pg) for the second and 0.01292317 ln(pg) for the third interval. Notethat the time step delta_t must be specified or incorrect developmental values willbe given. In this case, because temperature readings are taken every ten minutes,
delta_t is set to 1/6. In the demonstration code  delta_t defaults to 1 (= hourlyintervals), but it may be desirable in future implementations to display a warning,or a check-point where delta_t must be manually assigned by the end user. Once
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the  expected  development  at  each  time-step  is  obtained,  the  accumulateddevelopment over a specific time period is calculated by summing the appropriateexpected development outputs. In the demonstration code this is done manually,but it would be possible to automate the process. For example, if forecasts for airtemperature over a future time period (for example 24 hours) are provided, then theexpected curative control failure at set intervals (say 6, 12, 18 and 24 hours) could bedisplayed to the end-user.  Below, the accumulated development for a simulatedperiod of 24 hours where the air temperature was a constant 18  °C and readingswere taken hourly, are shown:
R> temp.data <- rep( x     = 18,
+                    times = 24 )
                 
R> hly.dev <- sapply( X       = temp.data, 
+                     FUN     = ExpDev )
R> acc.dev.18 <- sum( hly.dev )    
R> acc.dev.18
[1] 2.04369
where  temp.data is a vector containing the temperature observations,  hly.dev is avector containing the expected development at each temperature observation and
acc.dev.18  is  a  single  value  obtained  from  summing  the  values  contained  in
hly.dev.  This  accumulated development  value  can  used as  input  for  a  functionwhich calculates Pcur:
R> Pcur <- function ( acc.dev )
+    { return( 1 / ( 1 + exp( ( -0.8646 ) *
+                             ( acc.dev - 2.924 ) ) ) ) }
R> Pcur( acc.dev.18 )
[1] 0.3184041
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where  acc.dev  is  the  input  value  for  accumulated  expected  development.  Thereturned value (0.3184041) can be interpreted as the probability of curative controlfailure.  Using  the  categories  specified  in  Table  6.1  (page  186),  a  projection  of“curative control somewhat likely” would be given for this instance. The grower oragronomist  can then make a  decision,  taken in  conjunction with the  other  localfactors (state of crop, time since last fungicide treatment, etc.), regarding the use of afungicide product with curative activity.
In  early  iterations  a  term  was  included  in  the  prototype  model  anddemonstration code which slowed expected development if infections took place ona more resistant cultivar. However, what form this relationship should take was notobvious from the data generated in Chapter 4, and including an arbitrary scalingfactor for resistant cultivars did not improve the decision aid’s predictions (data notshown). Host resistance is clearly important as a modifying factor, and should moredata  become  available  it  would  be  straightforward  to  incorporate  it  within  themodel.  Indeed,  conceptually  many  modifying  factors  could  be  included  in  thedecision  aid,  provided their  impact  on  pathogen development  within  the  latentperiod  is  well  described.  Control  failure  predictions  for  a  range  of  fixedtemperatures are shown in Figure 6.2 (page 190). The relationship between the Pcurand accumulated development,  and how this  relates  to the proposed prognosticcategories are shown in Figure 6.3 (page 191). For example, if temperature readingsafter an infection event had remained at a constant 6 °C for 60 hours, a Pcur value of0.16 would be obtained from the  decision aid (the  expected development giventhese conditions would be 1.00 ln(pg)). This Pcur value falls within the prognosticcategory of  “curative  control  very likely”,  which corresponds  to  the  bottom leftsection  of  Figure  6.3.  It is  expected  that  an  agronomist  would  feel  justified  inincluding an active ingredient with curative properties within a blight spray giventhese circumstances.
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Figure  6.2.  Output  of  the  prototype  decision  aid  when  provided  with  simulated  datacontaining constant temperature observations of 6, 10, 14, 18, 22, 26, and 30 °C.  The colouredcurves show the probability of control failure (Pcur) as disease development time increases.Note  that  these  are  simulated  data,  not  derived  directly  from  observations  of  curativecontrol treatments in the laboratory or field.
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Figure 6.3. Plot representing the relationship between Pcur (the probability of curative controlfailure calculated by the decision aid), accumulated development (with units ln(pg)), andthe four possible output categories of the decision aid. The black dashed line shows how thevalue of Pcur increases with increasing accumulated development. The greater the value ofPcur, the greater the predicted probability of curative control failure. the coloured sections ofthe plot  represent  which categorical  output would be returned by the decision aid for arange of Pcur values.
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6.5 Validation of the decision aidThe  relationships  that  underpin  both  models  (between  thermal  time  andpathogen development, and between pathogen development and curative control)within  the  decision  aid  are  based  fundamentally  on  laboratory  assays  undercontrolled conditions, with some additional information from the field. However, tobe useful to end-users the utility of the system should be validated in conditionssimilar to those in which it  will be used. In order to accomplish this,  field trialsfollowing a similar methodology to that laid out in Chapter 4 (Section 4.3.8, page125) were conducted. The aims of this preliminary validation were to compare thepredictions made by the decision aid to the control levels observed, and to assessthe prognostic information that they contain (by calculation of PSEP). This will givean indication if the decision aid is providing useful separation of cases (plots inthese instances), and if it is transportable to locations other than those in which itwas constructed. The decision aid as specified is an unusual example of this type oftool,  as  it  is  specifying the risks of  control  failure within fungicide-treated units(field,  plots,  individual  plants,  etc.)  which  are  anticipated  to  be  infected.  Themethodology  used  here  includes  artificial  inoculations,  with  the  untreated plotsserving  to  indicate  the  level  of  disease  incidence  without  intervention.  Controlfailure can then be assessed in relation to this level.
6.5.1 Validation field trials: materials and methodsField trials were conducted in the summer of 2017. The same methodology wasused at two sites approximately 80 miles apart; SRUC’s Boghall site in Midlothian,and the Auchincruive site in South Ayrshire.  Two aspects of  the model were ofparticular interest: the influence of thermal-time on the observed curative effect, andthe  modifying  role  that  varietal  resistance  plays.  In  order  to  assess  these  twofeatures, field trials were designed to incorporate staggered inoculation times andcurative  treatments  (to  generate  different  disease  development  values  at  thecurative treatment time) and two cultivars of contrasting foliar resistance ratings.The cultivars King Edward and Cara were selected, as these were the most heavilyused in setting the models’ parameter values.
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At both sites the experimental structure was very similar: a total of 40 plots werearranged in  four  blocks,  10  plots  per  block.  Plot  dimension were  2.7  · 1.8  m atBoghall and 2.7  · 1.7 m at Auchincruive. The difference in width was due to theplots consisting of two planted ridges, with slightly different equipment availablefor cultivation at the two sites.  20 seed tubers were planted per plot, with 0.3 mspacing between plants within rows. A ‘split-plot’ structure was used, in that eachpair  of  adjacent  plots  were  allocated  two  varieties,  Cara  or  King  Edward.  Theposition of these within a pair of plots was randomized. This resulted in five plot-pairs per block, which were allocated at random one of five categories: F1, F2, F3, Fu,or I0. F1 – F3  were treated 1, 2, or 3 days post inoculation and the Fu plots were leftuntreated, and I0 plots did not receive an inoculation and were used as a negativecontrol.
Artificial  inoculations  were  used  in  both  experiments,  and  the  same  isolate2012_13A2-1  was  used  in  both  cases.  Inoculum  was  prepared  from sporulatinglesions  on  detached  King  Edward  leaves  as  described  in  Chapter  2,  and  wasadjusted to ~ 3.85 · 105   sporangia per ml. Two batches of inoculum were used fortwo separate inoculations on the same day.  Inoculation sites  were pre-identifiedwith loop-lock labels of distinct colours so that they could be easily tracked. Eachinoculation site consisted of two stems which could easily be bunched together. Thefirst ridge of each plot was assigned to the first set of inoculations, and the secondridge the second set of inoculations. The first set of inoculations took place in themorning, with the order, and time at which plots were inoculated recorded. Theprocedure  was  then  repeated for  the  second  set  of  inoculations  beginning mid-afternoon. Each set of inoculations took approximately 5 hours, generating a rangeof development times when taken as a whole. The inoculation procedure itself wasthe  same  as  that  outlined  in  Chapter  4  (Section  4.3.8,  page  125):  at  each  pre-designated site the two stems were bunched together and ~ 2.6 ml of inoculum wasdelivered  across  the  foliage  from a  misting  bottle.  This  resulted  in  a  scatter  ofdroplets  localized  at  the  inoculation  site,  at  some  of  these  sites  infection  and
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incubation occurred, and lesions developed. An example of an inoculation site nottreated with fungicide, and a typical pattern of lesion scatter after 7 days, is shownin Figure 6.4. In total five sites (= 10 stems) were inoculated in each plot.
Figure 6.4. Blight lesions at an inoculation site (7 days post inoculation). Bunches of stemswere artificially inoculated with a suspension of P. infestans sporangia applied from a spraybottle. This generated a number of inoculation sites (in  at least some of locations wheredroplets settled), which then potentially developed into lesions. A typical pattern of lesionincidence at an inoculation site is shown in the image.
After  inoculation,  the foliage  surrounding sites  was bagged with transparentplastic bags to increase the relative humidity at the inoculation sites and maximizethe probability of infections occurring. A small hole was made in the corner of eachbag to limit the build up of heat in the bags. The bags were removed on the morningof the following day. Plots were treated curatively at ~ 24 hours (F1), ~ 48 hours(F2), or ~ 72 hours (F3) from the commencement of inoculations, with propamocarb-HCl + fluopicolide at  1.6 l  ha−1  in a 200 l  water volume.  At Boghall  plots  weresprayed using an AZO backpack sprayer, and at Auchincruive a tractor-mountedsprayer  (350  kPa  spray  pressure  and  F110-03  nozzles)  was  used.  Timing  oftreatments was recorded and used in conjunction with the plot inoculation times tocalculate thermal time, and thus expected development. Symptoms were assessed 7days post inoculation. Stems on which leaves had been exposed to inoculum wereidentified using the loop-lock tags, and a record was made of the number of late
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blight lesions per leaf. Leaves between the first fully unfurled leaf below the stemapex (leaf one) to leaf eight were assessed as these were the most likely to haveintercepted both inoculum and fungicide spray.
6.5.2 Validation field trials: data handling and statistical analysisTemperature data from the Met Office stations at the two sites were used inconjunction with the recorded inoculation mid-point times and treatment times foreach plot (the average time to inoculate each plot was approximately 10 minutes) toprovide  a  temperature  profile  for  each,  from  inoculation  to  treatment.  Thedemonstration  code  presented  Section  6.4  (page  185)  was  used  to  generate  Pcurvalues and output categories. Physical and thermal time values were also calculatedto aid with interpretation and comparisons. Based on experience with similar fieldtrials (see Chapter 4, Section 4.3.8, Page 125), the raw lesion counts per compoundleaf were recorded. Linear regressions of the natural log + 1 transformed countsagainst thermal time, with cultivar included as an additional factor were performed.As there were two inoculation times, and two distinct cultivars, an  ANOVA wasperformed  on  the  untreated  plots  only  to  see  if  data  could  be  pooled,  oralternatively if inoculation times needed to be treated separately. Natural log + 1lesion count was included as the response variable, and with cultivar, inoculationtime, and block as factors.
6.5.3 Validation field trials: resultsAt both sites there were large, significant differences in the mean lesion countsper  compound  leaf  between  the  two  inoculation  times  (Boghall:  p  <  0.01,Auchincruive:  p  <  0.01)  and  between  the  two  cultivars  (Boghall:  p  <  0.01,Auchincruive:  p = 0.04),  but in neither case was the interaction term significant(Boghall: p = 0.11,  Auchincruive: p = 0.59). Each inoculum batch was treated as adistinct event and analysed separately. In both cases lesions were more abundant onKing Edward than Cara plants, and more lesions  developed at sites inoculated inthe afternoon than the morning inoculations. Untreated lesion counts were two tosix times greater in the untreated plots at Boghall compared with Auchincruive.
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The  results  from the  Boghall  trial  are  summarized in  Figure  6.5  (page  197),which  is  faceted  to  separate  the  two  inoculation  times.  With  the  morninginoculations, inoculated but untreated Cara plants had a mean lesion count per leafof 4.05 (± 0.70, 95 % c.i.), and inoculated but untreated King Edward plants had amean lesion count per leaf of 18.21 (± 2.29, 95 % c.i.). The corresponding valueswere higher for the afternoon inoculations: 9.07 (± 1.43,  95 % c.i.) for Cara, and29.31  (± 3.90,  95  % c.i.)  for  King Edward.  The  regression  relationship  betweenln(lesion count + 1) and thermal time, with cultivar as a factor, provided a verygood  description  of  the  data  sets  for  both  morning  (p  <  0.01,  R 2 =  0.87)  andafternoon  (p  <0.01,  R2 =  0.69)  inoculations.  Parameter  estimates  for  theserelationships are given in Table 6.2, note that the R2 values here refer to the linearrelationships with the transformed data, and not the plots shown in Figure 6.5 (page197). In both cases thermal time (morning p <0.01, afternoon p < 0.01) and cultivar(morning p <0.01,  afternoon p < 0.01) were significant  terms in the regression.Lesion count increased with time, and, in general, had reached values comparable tothe untreated controls in the F3 plots.
Table  6.2.  Parameter  estimates  for  the  simple  linear  model:  ln(lesion  count  +  1)  =accumulated thermal time + cultivar (as a factor) of data from the Boghall curative fieldtrial.  Accumulated  thermal  time  has  the  units  °C  ·  hr,  and  refers  to  the  time  betweeninoculation and treatment with a curative fungicide. Two batches of inoculations took place,one  during  the  morning  and  one  during  the  afternoon.  Separate  models  were  used  todescribe each in turn. Term Parameter Estimate 95% confidence intervalMorning inoculations Intercept 0.584 0.196, 0.973Thermal time 1.01 · 10−3 4.83 · 10−4, 1.55 · 10−3Cultivar (King Edward) 1.461 1.194, 1.727Afternoon inoculationsIntercept 0.825 0.234, 1.147Thermal time 1.54 · 10−3 5.86 · 10−4, 2.49 · 10−3Cultivar (King Edward) 1.381 0.904, 1.859
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Figure  6.5.  Mean  lesion  count  (±  95%  confidence  interval)  per  compound  leaf  withincreasing thermal time between inoculation and treatment at the Boghall site. Two cultivarswere used in this experiment: Cara () and King Edward (▲). Morning inoculations areshown in (a), and afternoon in (b). See main text (page 195) and Table 6.2 (page 196) fordescription  of  the  regression  used  to  generate  the  trend-lines,  which  have  been  back-transformed in these plots.
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The results from the Auchincruive trial can be found in Figure 6.6 (page  199),which  are  again  faceted  to  separate  the  two inoculation  times.  Although  lesioncounts per compound leaf were much lower (note scale on vertical axis), there wasa similar pattern of differences between untreated leaves of different categories, butwith less  marked difference  between the  cultivars.  Untreated Cara plants  in  themorning inoculations had an average lesion count per compound leaf of 1.23 (±0.19,  95%  c.i.),  and  for  the  afternoon  inoculations  4.69  (±  0.52,  95  %  c.i.).  Thecorresponding values for the King Edward plants were for the morning inoculatedplants:  1.92 (± 0.23,  95 % c.i.)  lesions per compound leaf,  and for the afternooninoculated  plants:  4.14  (±  0.41,  95% c.i.)  lesions  per  compound  leaf.  When  theresponse to thermal time was explored with a simple: linear model (ln(lesion count+ 1) = accumulated thermal time + cultivar (as a factor)), the influence of thermaltime and cultivar resistance on curative activity was much more limited than at theBoghall site. In neither case was the thermal time term significant (morning, p =0.27; afternoon, p = 0.28). However, cultivar was a significant factor in the morninginoculations (p > 0.01) with higher lesion counts on King Edward plants. There wasno  evidence  of  a  significant  differences  between  the  cultivars  in  the  afternooninoculations (p > 0.56).
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Figure  6.6.  Mean  lesion  count  (±  95%  confidence  interval)  per  compound  leaf  withincreasing thermal time between inoculation and treatment at the Auchincruive site. Twocultivars  were  used  in  this  experiment:  Cara  ()  and  King  Edward  (▲).  Morninginoculations  are  shown in  (a),  and afternoon in (b).  The relationship  between ln(lesioncount) and thermal time was not significant for either .
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6.5.4 Performance of decision aidThe data gathered in the validation field trials were used to assess the accuracyof  the  categories  assigned by  the  decision  aid,  and to  determine the  prognosticinformation provided by the decision aid. Unfortunately, at both sites mean lesioncounts within some of the treatment plots exceed those of the control plots, makingit impossible for proportions to be calculated. The reason for this is  not clear,  itcould be a result of the high background variability in lesion counts across plots ateach trial site. Nevertheless, in cases where lesion counts exceeded the untreatedcontrols, curative activity had clearly failed. It was therefore possible to assign eachplot an ‘observed Pcur’ value by dividing the mean lesion count per compound leaffor the plot by the mean lesion count per compound for the untreated control plots.Where this value exceeded 1 (i.e. more lesions in the treatment plot than control)this was interpreted as complete control failure and assigned a value of 1. These‘observed Pcur‘ values were then assigned to ‘observed categories’ with reference toTable 6.1.
Pcur values  and  ‘predicted  outcome  categories’  were  obtained  using  thedemonstration code provided in Section 6.4 (page 185), and by using the relevanttemperature profile for each plot as the input values (i.e. the temperature readingsbetween  inoculation  and  curative  fungicide  treatment).  When  observed  andpredicted categories were compared, the accuracy of the aid was poor: 23 % of callswere made correctly at the Boghall site and 36 % of calls were made correctly at theAuchincruive  site.  This  indicates  that  there  is  scope  to  improve  the  model’spredictions and a better model of curative activity can probably be constructed, butfor reasons explained in Section 6.3 (page 178) it does not mean that the model hasno use.  The decision aid will be providing usable information to end users if it isable to separate plots where curative control has a strong prospect of success fromthose where there is very limited chance of successful curative control. With this inmind, indices of separation (PSEP) were calculated for the data from both sites, aswell  as  from the original  bioassay from which the development-curative controlaspect of the decision aid was originally derived. Pworst and Pbest were in each case
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calculated from the  ‘observed Pcur‘ values  of  plots  (or  frames in  the  case  of  thebioassay)  assigned  to  the  relevant  categories.  The  results  of  this  exercise  aresummarised in Table 6.3.
Table 6.3. Values in table are curative control failure probabilities of treated subjects (plots orleaf-disc  frames)  based  on  the  number  of  lesions  occurring  after  both  inoculation  andtreatment in comparison with untreated control plots. The number of observations withineach category is shown in parentheses.Curative ControlCategory Original Bioassay(Glasshouse) Field Trial 1 (Boghall) Field Trial 2(Auchincruvie)Control Likely (best outcome) 0.16   (10) 0.46   (14) 0.66    (12)Control Unlikely(worst outcome) 0.83   (18) 0.82     (6) 0.77    (24)Total 0.59   (28) 0.57   (20) 0.73    (36)
PSEP 0.67      0.36       0.11     
PSEP was 0.67 for the original bioassay, 0.36 for the trial at the Boghall site and0.11  at  the  Auchincruvie  site.  This  indicates  that  whilst  the  aid  is  providingprognostic information at all  three ‘centres’, the value of PSEP is not stable and ismuch lower in the field trials than in the original glasshouse assay. There is also alarge difference between the two trial  sites;  the decision aid provided much lessprognostic information at Auchincruvie than Boghall. It appears that the model’sestimated ability to separate  groups is overstated. This is perhaps unsurprising, asthe  data  from which  the  decision  aid  is  derived were  generated from carefullycontrolled laboratory assays, the levels of curative control may be greater, and thevariability in curative control performance smaller in this setting than in the field.The  difference  between  the  trial  sites  may  indicate  that  the  decision  aid  is  nottransportable between locations, which is a very serious flaw. However, even in theworst  performing  situation  (Auchincruvie  site)  the  aid  produced  prognosticinformation which may have value to a decision-maker. It is also worth noting thatlittle evidence of curative control could be detected when the Auchincruvie fieldtrial data were analysed with a simple linear regression technique (Section 6.5.3,
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page 198), and it may be that other factors, such as the UV intensity at inoculationtimes  which is known to affect viability of inoculum  (Mizubuti  et al., 2000)  mayhave interfered the the curative effect. Mean lesion counts were much lower at theAuchincruvie site than at Boghall, and it may be that a critical number of lesions isneeded before a curative effect can actually be detected. The ‘case-mix’  (Pettengilland Vertrees, 1982) was also different in the three situations. Total curative controlfailure probability was  similar for the glasshouse bioasssay and the Boghall fieldtrial, but was higher at the Auchincruvie site, providing additional evidence that thecurative control in this particular instance was poor.
6.6 Discussion and recommendation for future validationThe decision aid, in its current form, has the ability to convey useful informationto  end  users.  There  is  currently  no  method,  aside  from  expert  judgement,  ofdistinguishing between situations where curative control is likely to be effective andwhere it is likely to fail. The prognostic information which the aid produces will beof great utility when such judgements are being made. However, the accuracy of theaid  is  in  need  of  improvement,  and  it  seems  likely  that  a  more  thoroughinvestigation  of  factors  which  modify  curative  activity  and  their  incorporationwithin the decision aid will improve its performance.
The  validation  carried  out  in  this  project  was  very  limited due  to  time  andresource constraints, and a more extensive program would be highly desirable. Thecultivars from which the validation data are derived were the same as those used toobtain parameter estimates in the construction of the decision aid. Performance ofthe  aid  should  ideally  be  assessed against  a  much  wider  range  of  cultivars,particularly given the relatively diversity of culitvars grown commercially in GreatBritain. Additionally, it would be desirable to assess the aid under different climaticconditions, particularly given the importance of temperature to the categories whichit assigns. It would be possible to out carry this validation as a set of extensive fieldtrials  using  similar  methodology  used  in  this  project.  However,  such  trials  are
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logistically difficult and laborious, and it is not fully clear that they are the mosteffective way of assessing curative control.
The measurement of curative control in the field is very challenging, but if  amethod can be  constructed to quantify levels  of  curative  control  retrospectively,perhaps through an investigation of fungicide treatment times, high risk weatherconditions,  and subsequent late  blight outbreaks,  then the decision aid could bevalidated on historical data sets (provided that temperature readings or estimatesare also available).
203
204
Chapter 7  General discussion
7.1. IntroductionA large  community  of  researchers  is  focused on  the  development  of  controlstrategies  for  the  management  of  potato  late  blight,  and  our  ability  to  monitor(Hansen et al., 2016b; Schepers et al., 2017) and profile (Andrivon et al., 2017; Kesselet al., 2018) the pathogen population is becoming ever more sophisticated. Growershave access to multiple control measures consistent with the principles of IPM and anumber of DSSs to assist in their decision making. The range of fungicides availablefor late  blight management is  also well  developed,  although there are pressuresfrom  regulation  (Williams,  2012),  as  well  as  the  potential  for  rapid  pathogenpopulation change  (Zhu et al., 2015). These pressures highlight the importance ofstewardship for sustainable control (Burnett, 2011). There has been recognition thatsome  of  the  available  information,  tools  and  resources  are  underutilized(Lamichhane  et al., 2016; Lefebvre  et al., 2015), and that more work is needed totruly integrate them.
The aim of this study was to produce a simple decision aid to inform tacticalchoices in the use of  fungicides with curative properties,  an area which has notpreviously been explored in detail. There are relatively few studies characterisinghow curative effects diminish with increasing disease development time, or how thecurative effect can be modified by factors such as temperature and host resistance.Additionally,  although  some  DSSs  do  include  reference  to  curative  treatments(Hadders, 1997), they do not generally include a model of the likely efficacy of thesetreatments. A typical example is Apel et al. (2003), who included a fixed parameterfor curative activity in their simulation, with the rationale that  P. infestans’ shortincubation  period  will  result  in  a  uniform  curative  effect  at  all  stages  of  pre-symptomatic development. Fungicides with curative activity are very widely usedwithin late blight management in the UK, and can be an important component ofspray programs (Hansen et al., 2012) but application timing in relation to high-riskperiods is not generally optimised. In field trials, more accurate explanations of the
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control  provided  by  a  particular  sequence  of  fungicides  are  obtained  if  theEuroBlight  curative  ratings  are  considered  in  conjunction  with  the  decimalprotectant ratings (assigned to products via a harmonised protocol, see Evenhuis(2006)) than if the decimal ratings alone are considered.
The  nature  of  the  contemporary  P.  infestans population  in  Europe  presentsseveral  challenges  for  the  designers  of  decision  aids  and  support  systems.  Thepopulation is dynamic, rapidly overcoming host resistance  (Du  et al.,  2018), andadapting to local environmental conditions (Yang et al., 2016). Its rapid life-cycle isalso  problematic  (Leesutthiphonchai  et  al.,  2018).  False  negatives  (arecommendation to withhold a control measure, when the correct decision was totreat  the crop) have the potential to be very damaging and this  could lead to areluctance by growers to use such systems. Conversely, some of these characteristicsopen opportunities for novel DSSs developments.  P. infestans populations are, inmany countries including the UK, predominately clonal (Cooke et al., 2016), and arewell monitored  (Cooke  et al., 2018). This opens the possibility of tailoring controltactics to match the local pathogen population. Although this has not been achievedto date, it is one of the explicit goals of the ongoing IPMBlight 2.0 project (Andrivonet al., 2017). Preliminary results indicate that virulence profiles of local pathogenpopulations can be fed into existing decision support systems (Kessel  et al., 2018),reducing the number of unnecessary fungicide treatments.
The  final  decision  aid  produced  by  this  project  and  the  data  generated  tosupport  its  sub-models  are complementary to these research efforts.  Although acomprehensive DSS was not the goal, the framework laid out in Chapter 6 could beincorporated as a module within existing DSSs, or it could be used as a stand-alonetool where output of a DSS (for example risk factor from a web-based application)is used as part of its input. Additionally, the two sub-models within the decisionaid,  i.e.  the  temperature-pathogen  growth  model  and  the  development-curativeactivity model may be helpful to others when specifying or updating DSSs whichgive recommendations for curative fungicide sprays.  Surprisingly this  is  an areathat has received little attention to date.  DSSs for the management of late blight
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often include models for weather related risk, varietal resistance, and for rates offungicide erosion, but curative effects (if present at all) are often included as fixedor as a simple time dependent cut-off (Hadders, 1999).
7.2 Temperature modelsAs noted in Chapter 3, Section 6 (page 96), the temperature-development datagathered in this project are consistent with other studies (Chapman, 2012; Marietteet al., 2016; Seidl Johnson  et al., 2015) both in terms of the rates of lesion growth(Maziero et al., 2009) and the responses to high and low temperature (Belkhiter etal.,  2017). Although only one isolate per SSR genotype was assessed, there weresubtle differences in the optimum and minimum temperatures for growth betweenthe isolates, which again has been reported by other authors. It seems very likelythat a range of temperature response phenotypes do exist within the  P. infestanspopulation, and although these differences are not large, there is the potential fortemperature adaptation as suggested by Mariette  et al. (2016). Other authors havereported within-genotype differences between isolates in response to temperature(Chapman, 2012) and therefore no generalizations can be made about genotypesand temperature from this project. However,  it would be interesting to repeat theexperiments with a larger number of isolates, and with several representatives fromeach genotype to better characterise between and within-lineage variation.
Estimates of in planta P. infestans biomass using a variety of methods, includingqPCR,  have been reported before (Halim et al., 2007; Kamoun et al., 1998), but thenumber of samples and span of time-points included in this project give a moredetailed assessment of pre-symptomatic growth than is typically available. Thesedata are particularly relevant to phenomena such as the effect of curative fungicides,which by definition  occur  within  a  pathogen’s  incubation  period  (Waard  et  al.,1993). It is unsurprising that the growth curves within the incubation period wereexponential,  as  this  is  often  the  case  in  other  biological  systems  at  analogousdevelopmental  points  (Lejeune  and  Baron,  1998;  Okada,  1967;  Trinci,  1971).However, interpretation was complicated by the fact that a relationship could not
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always  be  established  between  development  time  and  oomycete  DNA  withinsamples. In some cases it was not possible to distinguish between zero and veryslow  growth;  as  noted  in  Chapter  3,  there  were  some  temperature-isolatecombinations where visible lesion growth was observed but where an incubationgrowth  coefficient  could  not  be  assigned.  Additionally,  for  isolate  2012_8A1-1,incubation growth coefficients could be assigned for 10 °C and for 18 °C, but not for14 °C, but it seems very unlikely that this is a true discontinuity. The most probableexplanation is that stochastic factors led to growth within the sampled leaf discsfalling  below  the  range  of  detection  statistically,  and  the  discontinuity  was  anartefact of the experimental design. A related issue with the methodology is thatthere  was  no  clear  way  to  distinguish  between  successful  and  unsuccessfulinfections. The quantity of inoculum applied to a leaf surface would be sufficient toyield DNA values within the assay’s range of detection (personal observation), andalthough the assay was designed to maximize the infection efficiency by having aninitial 18  °C ‘infection phase’, it is possible that for the least optimal temperaturesfailed infections led to lower estimates of (or failure to estimate) growth rates. Apossible solution to this would be the microscopic inspection of inoculation sites forinfection-related structures (Schoina et al., 2017); however this method may also beambiguous without staining the leaflets or the use of a transformed fluorescent P.infestans strain to view internal plant interactions.
The number of models for pathogen growth in response to temperature assessedin this study was larger than is usually the case for plant pathogens, and the resultsand the methodology may be useful to others who are interested in modelling thegrowth dynamics of P. infestans. Several of the models gave robust descriptions ofthe temperature-growth relationship, so it is  not a concern that different authorshave used different models in the past. However, some of the simple linear modelsperformed relatively  poorly,  highlighting the  dangers  of  oversimplification.  It  isinteresting that the models which provided the best descriptions differed betweenthe visible symptom and biomass data sets,  although this observation should betreated with caution.  Only  one isolate  was  used for  model  fitting in  both cases
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(2012_13A2-1),  as  this  isolate  yielded  measurable  biomass  accumulation  for  alltemperatures  at  which  lesion  growth  was  observed.  It  is  possible  that  themethodology used to measure biomass accumulation within the incubation periodgives  poor  growth  estimates  at  temperature  extremes,  which  may  explain  thediscrepancy.  The  observation  does  merit  further  investigation  however,  aspreviously it has been demonstrated that ‘internal’ and ‘external’ life history stageshave  different  profiles  in  response  to  temperature  (Shakya  et  al.,  2015),  and  ifdifferent  developmental  stages  have  different  optimum  temperatures  this  couldhave epidemiological implications.
No direct demonstration of temperature extending or shortening the curativewindow  was  made  because  data  were  available  in  the  literature  whichdemonstrated the modifying effect that temperature during the incubation periodcan have on the activity of curative fungicides (Genet et al., 2001), and also becausedevelopment was directly linked to curative activity in the experiments in Chapter4. This would have been a very useful experiment to perform, had more time andresources been available, both to confirm the role that temperature plays explicitly,and to provide a more direct estimate of the degree to which the curative window ismodified. There was a clear benefit from expressing the results in thermal time or inrelative development rather than physical time, with greater consistency betweendifferent classes of  experiment in most  cases.  However,  in the natural  inoculumfield  trial  described  in  Chapter  5  (Section  5.2,  page  146)  this  was  not  the  case,indicating that other factors such as inoculum pressure may be important.
7.3 The curative windowA core objective of this project was the characterisation of the curative controlwindow.  This  was  explored  in  both  the  laboratory  and  field  (Chapter  5).  Therelationships between disease development time and curative control presented inthis project may be more robust than in other studies as smaller time steps andlarger  sample  sizes were used.  The methodology used in the leaf  disc  bioassay,whilst  a  simplification  of  the  situation  in  the  field,  may  be  useful  to  other
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pathologists  interested  in  curative  control  against  P.  infestans or  other  foliarpathogens. The final fitted relationship was a simple logistic curve, and the situationfor  declining  curative  control  appears  analogous  to  that  of  a  dose-responserelationship  (Ritz,  2010),  with  increasing  biomass  substituting  for  decreasingfungicide dose. There is a well developed set of methods for exploration of dose-response curves, and it is relatively straightforward to apply these to the curativerelationship  as  well.  It  is  possible  that  a  better  fit  to  the  data  could  have  beenachieved by using a more  complex sigmoid function such as  a Gompertz  curve(Tjørve and Tjørve, 2017), but as curves such as these would introduce additionalparameters they were not used for the sub-model within the decision aid.
Different response curves were obtained for the two isolates: 2012_13A2-1 and2012_7A1-1.  These  isolates  represented  the  extremes  in  aggressiveness  from theisolates that were available, with 2012_13A2-1 the most and 2012_7A1-1 the leastaggressive.  Intuitively,  aggressiveness  could  then  be  considered  as  a  modifyingfactor  for  curative  activity.  Aggressiveness  has  several  components  (Flier  andTurkensteen, 1999), and can depend on the scale at which it is measured (Pariaud etal., 2009). However,  if the rate of tissue colonization is an important determinantthen this will have implications for the duration of the curative control window.This appears to be the case, at least for the isolates tested in this study. PathogenDNA accumulated at a slower rate for isolate 2012_7A1-1 than for 2012_13A2-1. TheqPCR  assay  provided  a  more  direct  estimate  of  tissue  colonization  than  theobservation of visible symptoms, which can be influenced by other factors (Bock etal., 2010). Interestingly the rank order of isolate growth rates differed at differenttemperatures  in  the  Chapter  3  experiments,  so  it  is  possible  that  a  complexinteraction between isolate aggressiveness phenotype and temperature exists for thecurative window, but experimental data are needed to confirm this. It is possiblethat the different response curves generated for isolates 2012_13A2-1 and 2012_7A1-1  were  not  connected  to  aggressiveness,  and  were  instead  due  to  differingsensitivities  to  propamocarb-HCl  of  fluopicolide.  Variation  in  sensitivity  topropamocarb-HCl has been found in other  Phytophthora species  (Moorman and
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Kim, 2004), but recent surveys of fungicide sensitivity in P. infestans isolates havenot reported large variations between isolates for most a.i.s  (Saville  et al.,  2014).Nevertheless,  it  would  be  very  useful  to  determine  EC50 values  (or  a  similarmeasure) to establish if the extended curative window is independent of fungicidesensitivity,  because even subtle  differences below the thresholds of  concern mayhave an effect.
For  logistic  reasons,  two  staggered  inoculations  were  used  in  the  leaf  discbioassay, and staggered inoculations were also used in some of the field trials inChapters 4 to 6. In several cases, the infection rates differed between the inoculationtimings. When the results were analysed this was corrected  by expressing values asa proportion of the untreated control,  but it  is  possible that developmental ratesdiffered between the two batches of inoculum. More rigorous experiments could beconducted in which a single inoculation was used, and all treatment intervals wereperformed  within  a  continuous  sequence,  but  this  was  beyond  the  resourcesavailable here.  In the field trials,  infection efficiency differences between batcheswere probably due to differences in environmental factors at the inoculation times.For example, morning inoculations will have received more solar radiation whichvery probably decreased infection efficiency by reducing the viability of sporangiaat the leaf surface. Weather was monitored during the run-up to these experiments,and attempts were made to ensure high cloud cover on days of inoculation, but thiswas not always possible due to competing factors. It is possible that the inoculumbatches themselves were intrinsically variable, leading to different infection rates.No account was made of circadian rhythms, of either the pathogen or of the host(Weyman et al., 2006) as this was not within the scope of the project. Nevertheless,it is possible that this may have led to differences between inoculum batches whenprepared and used for inoculation at different times of day (Roden and Ingle, 2009).Whilst the results should be interpreted with this in mind, our understanding ofplant and plant-pathogen circadian rhythms is nascent  (Lu  et al., 2017), and it isdifficult to see how this could have been avoided.
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7.4 Modifying factorsA large number of factors could potentially modify the duration of the curativecontrol window, and it was only possible to conduct experiments on a subset ofthose  deemed  most  important.  As  mentioned  earlier,  the  modifying  effect  oftemperature has been demonstrated by previous authors.  Several experiments inthis study indicated that more resistant cultivars could increase the duration of thecurative  window, but this  was not always the case.  Interestingly,  the modifyingeffect  of  host  resistance  was  most  prominent  when  inoculum  pressure  waspresumed to be low, such as in the trials where natural inoculation was used. Thenumber  of  founder  sporangia  is  known  to  influence  the  rate  of  pathogendevelopment,  with  a  greater  number  leading  to  shorter  incubation  periods(Lapwood and McKee, 1966). This may explain why a modifying effect from moreresistant cultivars  was not always detected, and why its size was variable whenpresent. Data from the decision aid validation trials do suggest that it would be amistake  to  omit  host  resistance  from characterisations  of  the  curative  effect,  butmore data are probably needed before it can be modelled robustly.
Foliar  resistance  ratings  from  the  AHDB  Potato  Variety  Database  agreedreasonably  well  with  the  observed  rates  of  lesion  growth  for  the  majority  ofcultivars, which is reassuring. However, much more variation was evident when themeasurements of growth were within the incubation period. The fact that there wasno  strong  correlation  between  sub-clinical  DNA  accumulation  rates  and  lesiongrowth rates suggests that caution should be exercised before using the former toforecast expected levels of curative control. Indeed, when the incubation coefficientcalculated for Cara plants was used in the final decision aid it did not improve itspredictive power. Whether the rate of P. infestans proliferation in planta during theincubation  period  is  strongly  affected  by  cultivar  resistance  remains  an  openquestion. Also it is possible that the variable results obtained from the qPCR assaywith cultivars included in Chapter 5 was due to the methodology used. This is animportant issue to explore further, however as the foliar resistance ratings were not
212
predictive  of  sub-clinical  growth  more  detailed  assessments  will  be  required  toaccurately forecast the modifying effect of a given cultivar on curative activity.
A further limitation of many of the experiments conducted within this project isthat assays on detached leaves, rather than on whole plants were used. This choicewas  based on  the  need to  process  a  relatively  large  number  of  samples  withincontrolled conditions, and is routinely performed by other pathologists in similarsituations  (Vleeshouwers  et  al.,  1999).  However,  detached  leaves  may  differphysiologically  from  intact  tissue,  and  it  is  possible  that  this  could  act  as  amodifying  factor,  particularly  if  expressed  levels  of  quantitative  resistance  arealtered. In at least one of the cultivars assessed (Sarpo Mira) other researchers havedemonstrated that intact meristems can modulate the level of resistance (Orłowskaet  al.,  2012),  indicating  that  an  assessment  of  lesion  growth  and  biomassaccumulation  rates  using  whole  plants  may  be  warranted.  Similarly,  some  hostresistance genes have been shown to be relevant only in the field situation (Rietmanet al., 2012), and quantitative resistance that manifests itself only over the course ofan epidemic, rather than a single disease cycle, may not be relevant as a modifyingfactor for curative fungicides.
Two field trials were conducted which included a previous protectant fungicidespray were conducted (data not shown), but these did not provide evidence that thepresence of previous fungicide acted as a modifying factor. In one case there was nodetectable  improvement  between curative  treatment  with or  without  a  previousfungicide  treatment.  In  the  other  case,  the  previous  fungicide  treatment  offeredgood control,  leading to very low infection rates and it  was thus not possible toevaluate any change in the curative effect. These results highlight the challenge ofmeasuring such modifying factors,  which may have subtle effects. In the case ofboth  protectant  and  curative  treatments  timing  is  critical.  Protectant  fungicidesweather after application (Fry et al., 1983) and the protection that they offer declineswith time.  This  process will  depend on factors  such as rainfall  and temperature(Leonard  et al., 2001), and is sometimes modelled by DSSs. As the curative effect
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itself  is  time-limited,  and sensitive to other factors,  it  is  likely that  the interplaybetween these two processes is complex. Modern late blight control programmestake a prophylactic approach, with regular fungicide sprays. It is very likely that ina field situation a basal level of fungicide from previous treatments will be presentwhen  sprays  which  have  a  curative  component  are  applied,  making  this  aworthwhile factor for further investigation. Treatment of plants with either somefungicides or some host resistance elicitors can significantly reduce the area of lateblight  lesions  (Bain  and  Walters,  2016).  It  is  probably  worth  investigating  thissystematically under controlled conditions before exploring any effects in the field,but in this study other aspects of the curative effect and pathogen biology werejudged to take priority in laboratory-based investigations.
It has been observed previously that leaf position on the stem has an effect onthe  level  of  quantitative  resistance  against  late  blight,  with  more  apical  leaveshaving greater levels of resistance than basal leaves  (Visker  et al., 2003), for somepotato cultivars at least. In several of the experiments in this project, this effect wasdetectable. There are also published reports of leaf age playing an important role inlevels  of  quantitative  resistance,  with  the  youngest  leaves  being  the  mostsusceptible. The experimental design used in many assays in this project will haveled  to  these  two  factors  being  confounded,  although  Visker  et  al.  (2003)  havedemonstrated that  they  can be  independent.  The effect  of  leaf  position was  notincluded in the final decision aid because, as with quantitative resistance in general,more data are needed to give a full characterisation of how it interacts with curativetreatments. It was also not clear which approach would be most appropriate for theinclusion of leaf position in the decision aid, or how this could be validated. It issurprising  that,  despite  several  authors  acknowledging  the  importance  of  leafposition-dependent host resistance, there are no studies to date which explore itsunderlying  mechanism.  A  better  understanding  of  this  phenomenon  would  behelpful in assessing if it is a likely modifying factor for curative activity.
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There are several other factors which have the potential to modify the durationof the curative window. Any factor that alters the rate of pathogen development is acandidate  for  this,  and  it  is  also  possible  that  there  are  other  mechanisms  formodification. For example, the metabolic profile of a particular potato cultivar maylead to altered rates of a.i. uptake and metabolism. Few data exist for this, but it maybe  a  worthwhile  area  for  investigation.  Also,  experiments  in  this  project  usedsporangial  suspensions,  and were generally  conducted at  temperatures at  whichdirect  germination  predominantly  should  be  assumed.  However,  it  is  routineexperimental  practice  to  chill  P.  infestans inoculum before  use  to encourage therelease  of  zoospores  as  this  multiples  the  potential  infection  sites  (Doke,  1975;Rohwer et al., 1987; Stephan et al., 2005). Surprisingly, there are few studies whichdirectly compare infections arising from the different pathways: one study from therelated species Phytophthora ramorum reported larger necrotic areas on host plantswhen zoospores,  rather than sporangia  (Widmer,  2009),  were used as inoculum.This could be due to different rates of growth within host tissue between the twoinfection pathways, and if the same is true for P. infestans this could influence theduration of the curative window, though experimental confirmation of this wouldbe needed.
7.5 Status of decision aidThe  decision  aids  as  currently  formulated  can  provide  useful  prognosticinformation, but it is in need of wider validation. Modifications could also be madeto it to improve the accuracy of its predictions. It is instructive to consider how thedecision aid, as currently specified could be explained to individuals from differentdisciplines  who  would  likely  have  some interaction  with  it  should  it  be  fullyimplemented. With this in mind, three such individuals are considered here: a lateblight plant pathologist, a software engineer, and the end-user themselves (assumedto be an agronomist).
215
Plant PathologistThe  curative  decision  aid  is  a  simple  tool  which  can  be  used to  project  theexpected control  provided by curatively  treating latent  P.  infestans  infections.  Itmakes use of models of pathogen growth as a function of time and temperature, andof  the  curative  control  expected as  a  function of  the  developmental  state  of  thepathogen. The parameters it uses were derived from laboratory assays with plantcultivars  and  pathogen  isolates  relevant  to  current  potato  production  in  GreatBritain.  It  is  designed to  complement  existing infection risk models  such as  theHutton Criteria, and it provides projects for results if a curative a.i.  is used. It isintended  to  be  tactical,  rather  than  strategic  and  is  intended  to  be  used  inconjunction with a local expert’s (i.e. an agronomist’s) judgement to help chooseappropriate  control  measures  for  a  given  situation.  Essentially,  it  answers  thequestion ‘are we too late?’, given the temperature conditions and the time elapsedfor a curative fungicide application to be effective.
The decision aid has the scope to be extended, and can easily be modified toinclude factors other than temperature and time which may modify the curativeeffect.  For  example,  in  the  course  of  its  development  evidence  was  obtained tosuggest quantitative host resistance can extend the time frame over which curativecontrol  is  effective.  This  was  not  included  in  the  final  aid,  but  it  would  bestraightforward to do so as new data become available. The two subcomponents ofthe aid have independent uses. The temperature development model is based onpathogen biomass in the  latent  period estimate by qPCR, and could be used toexplore more other pathology and epidemiological  questions,  for example latentperiods for  P. infestans  could be projected across different geographic regions ofseasons for example. The relationship between pathogen development and expectedcurative control was similar to a fungicide dose-response curve, which opens thepossibility of curative fungicides formulations being explored with methods extantin the relevant literature. For example, a developmental value analogous to an EC50could be assigned to available products, updating the somewhat subjective ratingsthat are currently available.
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Software engineerThe curative decision aid in its current form is the specification for a tool, theimplementation of which is  as yet undefined. The underlying models are simple,and can be readily implemented in computer code. The aid requires temperaturedata  as  an  input,  either  recorded  from the  field  or  as  a  forecast.  The  end-userspecifies  the  time  periods  of  interest  to  them,  and  they  will  receive  a  simplecategorical  response  which  estimates  the  expected  control  level  given  the  inputconditions.
A typical use-case would involve a user accessing the system (application, web-page, or printed table), and supplying the conditions for the aid to work on. Forexample -  “a suspected infection occurred in crop X ,  Y hours ago.  The in-fieldtemperature for this  period is  the set of observations Z. Is the use of a curativefungicide formulation justified?” If the answer is negative, other control options willbe  used.  In  its  current  form,  the  aid  is  fully  deterministic,  but  the  disease-cropsystem is very dynamic, so the aid should be implemented in such a way as to makemodification of underlying parameters trivial.
AgronomistThe decision aid is a simple tool to help with fungicide product choice during alate  blight  spray  programme.  It  does  not  recommend  altering  a  fixed-interval,protectant approach to protecting potato crops from late blight, as the difficultiesand potential costs associated with changing this approach are appreciated. Instead,it  will  provide an indication of  the level  of  curative control  expected,  given theconditions which the crop is under. The decision aid will probably be attached to asystem like BlightWatch; when a Hutton Period warning is issued, the decision aidwill begin estimating development of blight lesions before symptoms can be seen. Ifthe user  is  able to provide local  temperature  readings,  perhaps from an in-fieldweather  station  or  in-crop  sensors  this  will  improve  the  estimates  the  modelprovides. This estimate of pathogen development is then used to determine howwell the curative effect will work. These estimates are based on probabilities, and
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they should be interpreted with this in mind; many other factors that the decisionaid does not take into account can also impact on curative activity. The output of thedecision aid should be used along with  the judgement of  an agronomist who isfamiliar with the crop and has knowledge of the local conditions, to make decisionsabout control tactics.
The  aid  provides  easily  interpretable  categories  given  a  crop  thought  to  beinfected, a specified time for a hypothetical fungicide treatment, and temperaturereadings (either expected or recorded) between the time of infection and treatment.An agronomic decision can then be made with this in mind. For example, if theoutput is “curative control is very likely”, the use of a product containing a curativea.i. is probably justified. However, this does not mean that control is certain. On theother  hand  an  output  of  “curative  control  is  very  unlikely”,  indicates  that  thewindow of opportunity has probably passed (see Figure 6.3, page 191). 
7.6 Future researchThe methodology and datasets presented here may also be useful to researcherswho wish to incorporate curative activity in other DSSs. The leaf disc bioassay usedin Chapter 4 in particular produced reproducible and easily interpreted results andit may be possible to adapt the assay for other pathosystems, although this will belimited to situations where incubation periods are relatively short. As the curativeactivity sub-model was chiefly characterized from data produced using this method,it would be helpful to evaluate each of the modifying factors in the same fashion.This would generate a better characterisation of how the development-control curvewas shifted (if at all) by the different conditions, and would provide a more directmeasure of any modification of the curative window.
A single fungicide (propamocarb-HCl + fluopicolide) was used in the majorityof  experiments within this  project,  and was selected as a representative productwith ‘good’ curative activity. There are currently eight a.i.s used in the managementof late blight in the United Kingdom which are considered to have some degree of
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curative activity. Ratings exist for the level of curative control that they offer, butthey are not based on a harmonized protocol  (Evenhuis  et al., 2016).  It would bepossible to evaluate these fungicides using the methodology developed within thisproject, and thus obtain a quantitative rating. This could be incorporated into thedecision aid, but should also have value independent of this, as the ratings are likelyto be better descriptors of curative effect in the field than those currently publishedin  the  EuroBlight  table.  Fungicide  dose  rates,  formulations  and  the  impact  ofadjuvants on the curative efficacy of fungicides  were not evaluated by this project,but these could also act as modifying factors (Grayson et al., 1996).
7.7 Key messages
• Air temperature is a vital consideration for predicting development of  P.  
infestans infections at both pre-symptomatic and subsequent time-points, and
is well described by a number of growth functions.
• The curative activity of a commonly used translaminar fungicide declined  rapidly with increasing disease development time, with a relationship  best  described by a logistic curve.
• Varietal resistance can act as a modifying factor for curative activity, but this may vary at  different disease pressure levels.  Other factors  such as  the  aggressiveness  of  the  pathogen phenotype  may be  important,  but  more  data are required.
• Foliar resistance ratings from the online AHDB Potato Variety Database  
offered  a  good  guide  to  rates  of  P.  infestans tissue  colonization,  but  the  
resistance may be more complex in some cases.  The relationship was  less  
strong for development in the incubation period.
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Appendix 1. Table of mathematical symbols used in this thesis  
Table 0.1 List of mathematical symbols used within this thesisSymbol Units DescriptionAIC Dimensionless Akaike information criterionAICc Dimensionless Corrected Akaike information criterionci As accompanying metric Confidence interval, unless otherwise stated 95%Cq Dimensionless Quantification cycleDis Dimensionless Infected leaf discs scaled to control count.dac ln(pg) Expected developmentd1 mm Ellipse diameter 1d2 mm Ellipse diameter 2e Dimensionless Euler’s numberEC50 As accompanying metric Effective dose 50%F Dimensionless Fungicide treatment indexg Dimensionless Relative centrifugal forceI Dimensionless Inoculation time indexJ Dimensionless Youden’s JK as °Da Thermal constantLA mm2 Lesion AreaLI Dimensionless Number of infected leafletsLC Dimensionless Lesion CountLC50 As accompanying metric Lethal concentration 50%Pbest Dimensionless Probability of harmful outcome for the group with the best prognosisPcur Dimensionless Probability of curative control failurePworst Dimensionless Probability of harmful outcome for the group with the worst prognosisPSEP Dimensionless Index of separationPiDNA pg Initial target template quantity of P. infestans DNARH % Relative humidityR J K−1 mol−1 Gas constantRSS Dimensionless Residual Sum of Squares
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Table 0.1 (table continued from previous page)Symbol Units DescriptionRSS Dimensionless Residual Sum of SquaresR2 Dimensionless Coefficient of determinationadj-R2 Dimensionless Adjusted R2pseudo-R2 Dimensionless Pseudo R2se As accompanying metric Standard errort hr Chronological timeT °C TemperatureTb °C Base temperature for biologicalgrowth/developmentTm °C Maximum temperature for biologicalgrowth/developmentTo °C Optimum temperature for biologicalgrowth/developmentβba0 ln(pg) Biomass accumulation Parameter (intercept)βba1 ln(pg)·hr−1 Biomass accumulation parameter(slope coefficient)βvL0 mm·hr−1 Visible lesion growth parameter (intercept)βvL1 mm·hr−2 Visible lesion growth parameter (slope coefficient)βvL2 mm·hr−3 Visible lesion growth parameter (quadratic coefficient)βvL3 mm·hr−4 Visible lesion growth parameter (cubic coefficient)βbL0 ln(pg)·hr−1 Biomass accumulation parameter (intercept)βbL1 ln(pg)·hr−2 Biomass accumulation growth parameter (slope coefficient)βbvL2 ln(pg)·hr−3 Biomass accumulation growth parameter (quadratic coefficient)βbvL3 ln(pg)·hr−4 Biomass accumulation growth parameter (cubic coefficient)βdi1 ln(pg)−1 Logistic Slope Parameterβdi2 ln(pg) Logistic 50% Response Parameterβlg0 mm Lesion Growth Parameter (incerecpt)
βlg1 mm·hr−1 Lesion Growth Parameter (slope coefficient)
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Table 0.1 (table continued from previous page)Symbol Units Descriptionβli0 Dimensionless Lesion Infection Parameter (intercept)
βli1 °C−1 · hr−1 Lesion Infection Parameter (slope coefficient)
oDa °C·hr Accumulated Degree-TimeΓ h Physiological time𝛒 Dimensionless Spearman's Rank Correlation Coefficient
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Appendix 2. List of abbreviations and acronyms used in thesis
AHDB: Agriculture and Horticulture Development Boarda.i.s: Active IngredientsANCOVA: Analysis of CovarianceANOVA: Analysis of VarianceATP: Adenosine TriphosphateCAAs: Carboxylic Acid AmidesDNA: Deoxyribonucleic AcidDSS: Decision Support SystemELISA: Enzyme-Linked Immunosorbent AssayETI: Effector Triggered ImmunityFRAC: Fungicide Resistance Action CommitteeFRAG-UK: Fungicide Resistance Action Group – UKGB: Great BritainGIS: Geographic Information SystemHR: Hypersensitive ResponseIPM: Integrated Pest ManagementJHI: James Hutton InstituteLED: Light Emitting DiodeMOA: Modes Of ActionmtDNA: Mitochondrial DNAPAMP: Pathogen Associated Molecular PatternPCR: Polymerase Chain ReactionPTI: PAMP Triggered ImmunityqPCR: Quantitative Polymerase Chain ReactionRFLP: Restricted Fragment Length PolymorphismRH: Relative HumidityROC: Receiver Operating Characteristic CurveRNA: Ribonucleic acidrRNA: Ribosomal RNA
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(List of abbreviations continued from previous page)
SNP: Single Nucleotide PolymorphismSPCS: Seed Potato Classification SchemeSRUC: Scotland’s Rural CollegeSSR: Simple Sequence Repeat
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Appendix 3. The EuroBlight table
Reproduced from: 
http://agro.au.dk/forskning/internationale-platforme/euroblight/control-strategies/
late-blight-fungicide-table/ (accessed Oct. 2019)
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Appendix 4. List of registered fungicide formulationsTable  0.2  Fungicide  formulations  which  are  approved for  use  against  late  blight  in  theUnited  Kingdom  as  of  2018,  according  to  the  Health  and  Safety  Executive’s  PesticidesRegister (https://secure.pesticides.gov.uk/pestreg/, accessed Mar. 2019).Trade name Active Ingredients Active Ingredient concentration Formulation type Maximum individual dose ManufacturerGachinko amisulbrom 200    g L−1 Soluble concentrate 0.5   L ha−1 Du PontLeimay amisulbrom 200    g L−1 Suspension concentrate 0.5   L ha−1 SyngentaShinkon amisulbrom 200    g L−1 Soluble concentrate 0.5   L ha−1 NissanResplendPercosZampro DM ametoctradin +dimethomorph 300    g L
−1225    g L−1 Suspension concentrate 0.8   L ha−1 BASF
Vendetta azoxystrobin +fluazinam 150    g L−1375    g L−1 Suspension concentrate 0.5   L ha−1 HeadlandGalben MIntro PlusTairel
benalaxyl +mancozeb   80    g kg−1650    g kg−1 Wettable powder 2.5   kg ha−1 Headland
En−gardeValbon benthiavalicarb +mancozeb   17.5 g kg−1700    g kg−1 Water dispersible granules 1.6   kg ha−1 CertisMixanil chlorothalonil +cymoxanil 375    g L−1  50    g L−1 Suspension concentrate 2      L ha−1 SipcamLinfordSwallow cyazofamid 400    g L−1 Suspension concentrate 0.35  L ha−1 AgChemAccessRanman Top cyazofamid 160    g L−1 Suspension concentrate 0.5   L ha−1 BelchimRithfir cyazofamid 400    g L−1 Suspension concentrate 0.35 L ha−1 Du PontRouteOne Roazafod cyazofamid 400    g L−1 Suspension concentrate 0.35 L ha−1 Albaugh EuropeCymbal 45Drum cymoxanil 450    g kg−1 Water dispersible granules 0.25 kg ha−1 BelchimCymbal FlowDanso FlowDrum FlowKrug Flow
cymoxanil 225    g L−1 Suspension concentrate 0.5   L ha−1 Belchim
Cymostraight 45 cymoxanil 450    g kg−1 Water dispersible granules 0.25 kg ha−1 BelchimCymozebProfilux cymoxanil +mancozeb   45    g kg−1680    g kg−1 Water dispersible granules 2.5   kg ha−1 BelchimDauphin 45 cymoxanil 450    g kg−1 Water dispersible granules 0.22 kg ha−1 S.F.P.Option cymoxanil 600    g kg−1 Water dispersible granules 0.15 kg ha−1 Du PontSipcam C50 WG cymoxanil 500    g kg−1 Water dispersible granules 0.24 kg ha−1 SipcamTanos cymoxanil +famoxadone 250    g kg−1250    g kg−1 Water dispersible granules 0.7   kg ha−1 Du Pont
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Table 0.2 (continued from previous page)Trade name Active Ingredients Active Ingredient concentration Formulation type Maximum individual dose ManufacturerGrecale cymoxanil +fluazinam 200    g L−1300    g L−1 Suspension concentrate 0.6   L ha−1 SipcamKunshiTezuma cymoxanil +fluazinam 250    g kg−1375    g kg−1 Water dispersible granules 0.5   L ha−1 BelchimPlexus cymoxanil +fluazinam 200    g L−1300    g L−1 Suspension concentrate 0.6   L ha−1 HeadlandShirlan Forte cymoxanil +fluazinam 250    g kg−1375    g kg−1 Water dispersible granules 0.5   kg ha−1 SyngentaGlobeZetanil cymoxanil +mancozeb   60    g kg−1 700    g kg−1 Wettable powder 1.5   kg ha−1 SipcamMaster Cyman cymoxanil +mancozeb   50    g kg−1800    g kg−1 Water dispersible granules 2      kg ha−1 Generica EuropaNautile WPSolace Max cymoxanil +mancozeb   45.9 g kg−1650    g kg−1 Wettable powder 2.25 kg ha−1 U.P.L.Palmas WP cymoxanil +mancozeb   45    g kg−1650    g kg−1 Wettable powder 2.25 kg ha−1 S.F.P.Zetanil WG cymoxanil +mancozeb   45    g kg−1650    g kg−1 Water dispersible granule 2.4   kg ha−1 SipcamCarial Flex cymoxanil +mandipropamid 180    g kg−1250    g kg−1 Water dispersible granules 0.6   kg ha−1 SyngentaAxidorProxanil cymoxanil + propamocarb   50    g L−1400    g L−1 Suspension concentrate 2.5   L ha−1 ArystaLieto cymoxanil +zoxamide 333    g kg−1333    g kg−1 Water dispersible granules 0.45 kg ha−1 SipcamReboot cymoxanil +zoxamide 333.3 g kg−1333.3 g kg−1 Water dispersible granules 0.45 kg ha−1 GowanMorph dimethomorph 500    g L−1 Suspension concentrate 0.3   L ha−1 AdamaMurphy 500 SC dimethomorph 500   g L−1 Suspension concentrate 0.3   L ha−1 Aako BVNavio dimethomorph 500   g kg−1 Water dispersible granules 0.3  kg ha−1 HeadlandHubble dimethomorph +fluazinam 200    g L−1200    g L−1 Suspension concentrate 0.75 L ha−1 AdamaSaracen dimethomorph +mancozeb   75   g kg−1667   g kg−1 Water dispersible granules 2.4  kg ha−1 BASFConsentoPrompto fenamidone +propamocarb   75   g L−1375   g L−1 Suspension concentrate 2     L ha−1 BayerBoyanoIbiza 500 fluazinam 500    g L−1 Suspension concentrate 0.4   L ha−1 BelchimDeltic ProFloatTizca fluazinam 500   g L
−1 Suspension concentrate 0.4   L ha−1 Headland
Fluazinova fluazinam 500    g L−1 Suspension concentrate 0.4   L ha−1 Barclay
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Table 0.2 (continued from previous page)Trade name Active Ingredients Active Ingredient concentration Formulation type Maximum individual dose Manufacturer/distributorFrowncideOhayoWinby fluazinam 500    g L
−1 Suspension concentrate 0.4   L ha−1 ISK Biosciences
Gando fluazinam 500    g L−1 Suspension concentrate 0.4   L ha−1 HarvestLegacyShirlan fluazinam 500    g L−1 Suspension concentrate 0.4    L ha−1 SyngentaNando 500 SC fluazinam 500    g L−1 Suspension concentrate 0.4    L ha−1 NufarmSmash fluazinam 500    g L−1 Suspension concentrate 0.4    L ha−1 RAATVolley fluazinam 500    g L−1 Suspension concentrate 0.4    L ha−1 AdamaZinam 500Zinam II fluazinam 500    g L−1 Suspension concentrate 0.4    L ha−1 Euro ChemicalsInfinito fluopicolide +propamocarb   62.5 g L−1625    g L−1 Suspension concentrate 1.6   L ha−1 BayerAUK 75 WG mancozeb 750    g kg−1 Water dispersible granules 1.7   kg ha−1 GoldengrassCleancrop Mandrake mancozeb 750    g kg−1 Water dispersible granules 2.13 kg ha−1 AgriiClearcrop Feudal mancozeb 750    g kg−1 Water dispersible granules 2      kg ha−1 AgriiDithane 945 mancozeb 800      g kg−1 Wettable powder 2     kg ha−1 IndofilEmzeb 80 WP mancozeb 800      g kg−1 Wettable powder 2     kg ha−1 SaberoLaminator 75 WG mancozeb 750      g kg−1 Water dispersible granule 2.13 kg ha−1 InterfarmLaminator Flo mancozeb 455      g kg−1 Suspension concentrate 3.3   L ha−1 InterfarmMalvi mancozeb 752      g kg−1 Water dispersible granules 2.13 kg ha−1 AgChemAccessManfil 75 WG mancozeb 750      g kg−1 Water dispersible granules 2.13 kg ha−1 IndofilManfil 80 WP mancozeb 800      g kg−1 Wettable powder 2     kg ha−1 IndofilMewati mancozeb 800      g kg−1 Wettable powder 2    kg ha−1 AgChemAccessPenncozeb 80 WPTrimanzone mancozeb 800      g kg−1 Wettable powder 1.7 kg ha−1 U.P.L.Penncozeb WDG mancozeb 750      g kg Water dispersible granules 1.7 kg ha−1 U.P.L.Quell Flo mancozeb 455      g L−1 Suspension concentrate 3.3 L ha−1 InterfarmZebra WDG mancozeb 750      g kg−1 Water dispersible granules 2.13 kg ha−1 HeadlandClayton Mohawk mancozeb +metalaxyl−M 640      g kg−1  38.8   g kg−1 Water dispersible granules 1.9  kg ha−1 ClaytonEnsis mancozeb +metalaxyl−M 640      g kg−1  38.8   g kg−1 Water dispersible granules 1.9  kg ha−1 AgChemAccess
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Table 0.2 (continued from previous page)Trade name Active Ingredients Active Ingredient concentration Formulation type Maximum individual dose Manufacturer/distributorFubol Gold WG mancozeb +metalaxyl−M 640      g kg−1  38.8   g kg−1 Water dispersible granules 1.9  kg ha−1 Syngenta Electis 75 WGRoxam 75 WGUnikat 75 WG mancozeb +zoxamide 666      g kg
−1  83      g kg−1 Water dispersible granules 1.8  kg ha−1 Gowan
Evagio mandipropamid 250    g L−1 Suspension concentrate 0.6   L ha−1 SyngentaMandimid mandipropamid 250    g L−1 Suspension concentrate 0.6   L ha−1 Euro ChemicalsMandoprid mandipropamid 250    g L−1 Suspension concentrate 0.6   L ha−1 Generica EuropaRevus mandipropamid 250    g L−1 Suspension concentrate 0.6   L ha−1 SyngentaStandon Mandor mandipropamid 250    g L−1 Suspension concentrate 0.6    L ha−1 Standon ChemicalsAmphore PlusCarial Star mandipropamid +difenoconazole 250    g L−1250    g L−1 Suspension concentrate 0.6   L ha−1 SyngentaZorvec Enicade oxathiapiprolin 100    g L−1 Oil Dispersion Du Pont 
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Appendix 5. Table of curative fungicide studies targeting P. infestans
Table 0.3 Summary of studies which have assessed the curative effects of fungicides against P. infestans.
Study Scale Inoculum challenge Incubation 
conditions
Host (cv.) Incubation 
time (hours)
Compound Dose Score Control quantification
(Klopping and 
Delp, 1980)
Whole plants not described 20 °C
100%  RH
Solanum lycopercicum 18 cymoxanil     80      mg  L-1
    16      mg  L-1
 100    % a
   79    % a % control
(Cohen et al., 
1995)
Whole plants 2.5 x 103 sporangia mL-1
10 mL plant-1 18 °CDew chamber Solanum tuberosum(cv. Alpha) 24 dimethomorph       0    µg mL-1  250    µg mL-1
  500    µg mL-1





Proportion of tissue showing visible symptoms
      0    µg mL-1
  250    µg mL-1
  500    µg mL-1
1000    µg mL-1
2.0  x 104 sporangia leaflet-1
2.8  x 103 sporangia leaflet-1
7.0  x 102 sporangia leaflet-1
4.0  x 102 sporangia leaflet-1
Sporangial production after 5days
(Komyoji et al., 
1995)
Whole plants Zoosporangia









   500 ppm
   500 ppm
   500 ppm
   125 ppm
     31 ppm
       8 ppm
       2 ppm
    28    %
    20    %
  100    %
  100    %
    84    %
    84    %
    12    %
Disease incidenceas a % of control
(Grayson et al., 
1996) b






18 – 22 dimethomorph     12.5      g ha-1
    25         g ha-1
    50         g ha-1
  100         g ha-1
  200         g ha-1
   29.3 % c
   20    % d
   21.8 % d
   25.6 % d
   26.8 % d
effect %, derived from lesion area compared with untreated controls
` 48? ‘two days’     12.5      g ha-1
    25         g ha-1
    50         g ha-1
  100         g ha-1
   59    %
     4    %
   13    %
   17    %    
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Table 0.3 (continued from previous page)
Study Scale Inoculum challenge Incubation 
conditions
Host (cv.) Incubation 
time (hours)
Compound Dose Score Control quantification
24? ‘one day’ dimethomorph +
mancozeb e
    25         g ha-1
  200         g ha-1 *
    50         g ha-1
  400         g ha-1 *
  100         g ha-1 
  800         g ha-1 *
  200         g ha-1
1600         g ha-1 *
   28    %
   20    %
   66    %
   19    %
48? ‘two days’ dimethomorph +
mancozeb e
    25         g ha-1
  200         g ha-1 *
    50         g ha-1
  400         g ha-1 *
  100         g ha-1 
  800         g ha-1 *
  200         g ha-1
1600         g ha-1 *
     0    %
   47    %
   81    %
   23    %




1 x 104  sporangia mL-1
50 µL droplet




23 – 27 °C day












      no a.i.
     
      2.4   g L-1
      2.5   g L-1
      2.5   g L-1
      0.37 g L-1
      3.7   g L-1
      0.6   g L-1
      4      g L-1
   83    % a
   75    % a
 
   50    % a
   
     8    % a
   
     0    % a
   
Incidence of disease (percentage leaves infected)
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Table 0.3 (continued from previous page)
Study Scale Inoculum challenge Incubation 
conditions
Host (cv.) Incubation 
time (hours)









      no a.i.
     
      2.4   g L-1
      2.5   g L-1
      2.5   g L-1
      0.37 g L-1
      3.7   g L-1
      0.6   g L-1
      4      g L-1
   36    % a
   
   28    % a
   
     2    % a
     0    % a
     0    % a
   35    % a









      no a.i.
     
      2.4   g L-1
      2.5   g L-1
      2.5   g L-1
      0.37 g L-1
      3.7   g L-1
      0.6   g L-1
      4      g L-1
1.9  x 104 sporangia cm-2 a
2.2  x 104 sporangia cm-2 a
0             sporangia cm-2 a
0             sporangia cm-2 a









      2.4   g L-1
      2.5   g L-1
      2.5   g L-1
      0.37 g L-1
      3.7   g L-1
      0.6   g L-1
      4      g L-1
   92    % a
   26    % a
     0     % a
   68    % a
Incidence of disease (percentage leaves infected)
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Table 0.3 (continued from previous page)
Study Scale Inoculum challenge Incubation 
conditions
Host (cv.) Incubation 
time (hours)








      2.4   g L-1
      2.5   g L-1
      2.5   g L-1
      0.37 g L-1
      3.7   g L-1
      0.6   g L-1
      4      g L-1
   37    % a
     2    % a
     0    % a
   26    % a








      2.4   g L-1
      2.5   g L-1
      2.5   g L-1
      0.37 g L-1
      3.7   g L-1
      0.6   g L-1
      4      g L-1
1.6  x 104 sporangia cm-2 a
0             sporangia cm-2 a
0             sporangia cm-2 a









      2.4   g L-1
      2.5   g L-1
      2.5   g L-1
      0.37 g L-1
      3.7   g L-1
      0.6   g L-1
      4      g L-1
 100    % a
   68    % a
   18    % a
   76    % a








      2.4   g L-1
      2.5   g L-1
      2.5   g L-1
      0.37 g L-1
      3.7   g L-1
      0.6   g L-1
      4      g L-1
   48    % a
   14    % a
     3    % a
   25    % a
Disease severity (Proportion of tissue showing visible symptoms)
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Table 0.3 (continued from previous page)
Study Scale Inoculum challenge Incubation 
conditions
Host (cv.) Incubation 
time (hours)








      2.4   g L-1
      2.5   g L-1
      2.5   g L-1
      0.37 g L-1
      3.7   g L-1
      0.6   g L-1
      4      g L-1
1.2  x 104 sporangia cm-2 a
1.0  x 103 sporangia cm-2  a
1.5  x 103 sporangia cm-2  a









      2.4   g L-1
      2.5   g L-1
      2.5   g L-1
      0.37 g L-1
      3.7   g L-1
      0.6   g L-1
      4      g L-1
   78    %  a
   42    %  a
   94    %  a
   68    %  a








      2.4   g L-1
      2.5   g L-1
      2.5   g L-1
      0.37 g L-1
      3.7   g L-1
      0.6   g L-1
      4      g L-1
   25    %  a
     5    %  a
   25    %  a
   31    %  a
   








      2.4   g L-1
      2.5   g L-1
      2.5   g L-1
      0.37 g L-1
      3.7   g L-1
      0.6   g L-1
      4      g L-1
2.7  x 104 sporangia cm-2 a
4.5  x 103 sporangia cm-2 a
1.1  x 104  sporangia cm-2 a
1.65 x 104 sporangia cm-2 a 
Sporangial production
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Table 0.3 (continued from previous page)
Study Scale Inoculum challenge Incubation 
conditions
Host (cv.) Incubation 
time (hours)
Compound Dose Score Control quantification
(Genet et al., 
2001)







6 cymoxanil   300    mg L-1  100      % a % disease control (proportion of discs on which lesion develop)
24    86      % a
36    82      % a
48    24      % a
20 °C 6  100      % a
24    72      % a
36    48      % a
48    12     %  a









      0.36     g L-1
      
      3.375   g L-1 
      3.375   g L-1
      0.6       g L-1
      4          g L-1
     2     % a
   30     % a
   96     % a
   38     % a
% infected leaf area after seven days.





      0.36     g L-1
      
      3.375   g L-1 
      3.375   g L-1
      0.6       g L-1
      4          g L-1
   38     % a
   82     % a
   98     % a





      0.36     g L-1
      
      3.375   g L-1 
      3.375   g L-1
      0.6       g L-1
      4          g L-1
  100    % a   
  100    % a
  100    % a
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Table 0.3 (continued from previous page)
Study Scale Inoculum challenge Incubation 
conditions
Host (cv.) Incubation 
time (hours)
Compound Dose Score Control quantification







      0.36     g L-1
      
      3.375   g L-1 
      3.375   g L-1
      0.6       g L-1
      4          g L-1
    40    % a
  100    % a








      0.36     g L-1
      
      3.375   g L-1 
      3.375   g L-1
      0.6       g L-1
      4          g L-1
    60    % a
  100    % a








      0.36     g L-1
      
      3.375   g L-1 
      3.375   g L-1
      0.6       g L-1
      4          g L-1
  100    % a
  100    % a
  100    % a
Detached 
leaves









      no a.i.
      0.3       g L-1
      4.53     g L-1
      0.5       g L-1
      4.53     g L-1
  100    % a
    62    % a
    88    % a








      no a.i.
      0.3       g L-1
      4.53     g L-1
      0.5       g L-1
      4.53     g L-1
    68    % a
    12    % a
       56    % a
287
Table 0.3 (continued from previous page)
Study Scale Inoculum challenge Incubation 
conditions
Host (cv.) Incubation 
time (hours)








      no a.i.
      0.3       g L-1
      4.53     g L-1
      0.5       g L-1
      4.53     g L-1
  100    % a
    90    % a








      no a.i.
      0.3       g L-1
      4.53     g L-1
      0.5       g L-1
      4.53     g L-1
  100    % a
    84    % a
  100    % a













8 cymoxanil    112      g ha-1      0    % a lesion area as % of control
24      0    % a
48      0    % a
96    25    % a
16 °C 8      0    % a
24      0    % a
48    30    % a
96    80    % a
24 °C 8      0    % a
24    40    % a
48  115    % a
96  120    % a
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Table 0.3 (continued from previous page)
Study Scale Inoculum challenge Incubation 
conditions
Host (cv.) Incubation 
time (hours)
Compound Dose Score Control quantification
10 °C 8      0    % a sporulating area as % of control
24      0    % a
48      0    % a
96      4    % a
16 °C 8      0    % a
24      0    % a
48    20    % a
96    20    % a
24 °C 8      0    % a
24    80    % a
48    30    % a
96    90    % a
(Miyake et al., 
2005)







12 benthiavalicarb       0.3 µg mL-1
      1    µg mL-1
      3    µg mL-1
    10    µg mL-1
    30    µg mL-1
    100    µg mL-1
   38    % a
   58    % a
   95    % a
 100    % a
 100    % a
 100    % a 
Percentage control (disease index based on lesion size)
24       0.3 µg mL-1
      1    µg mL-1
      3    µg mL-1
    10    µg mL-1
    30    µg mL-1
    100    µg mL-1
   35    % a
   56    % a
   64    % a
   62    % a
   68    % a
   72    % a 
(Cho et al., 
2007)
Whole plants not described not described Solanum lycopercicum 24 cymoxanil      50 mg L-1   100    % ‘control value’
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Table 0.3 (continued from previous page)
Study Scale Inoculum challenge Incubation 
conditions
Host (cv.) Incubation 
time (hours)










60 – 70 % RH
Solanum tuberosum
(cv. Bintje)
24 mandipropamid       0    µg  mL-1
      1    µg  mL-1
    10    µg  mL-1
  100    µg  mL-1
  500    µg  mL-1
3.7 x 104 sporangia leaflet-1 a
3.2 x 104 sporangia leaflet-1 a
2.7 x 104 sporangia leaflet-1 a
2.5 x 104 sporangia leaflet-1 a
1.9 x 104 sporangia leaflet-1 a
Sporangial production after 4days
48       0    µg  mL-1
      1    µg  mL-1
    10    µg  mL-1
  100    µg  mL-1






24 dimethomorph       0    µg  mL-1
      1    µg  mL-1
    10    µg  mL-1
  100    µg  mL-1
  500    µg  mL-1
3.7 x 104 sporangia leaflet-1 a
3.2 x 104 sporangia leaflet-1 a
1.1 x 104 sporangia leaflet-1 a
5.0 x 102 sporangia leaflet-1 a
0.0          sporangia leaflet-1 a
48       0     µg  mL-1
      1     µg  mL-1
    10    µg  mL-1
  100    µg  mL-1








24 mandipropamid    0     µg  mL-1
   1     µg  mL-1
  10    µg  mL-1
100    µg  mL-1
500    µg  mL-1
3.5 x 104 sporangia leaflet-1 a
2.9 x 104 sporangia leaflet-1 a
1.6 x 104 sporangia leaflet-1 a
1.5 x 104 sporangia leaflet-1 a
1.2 x 104 sporangia leaflet-1 a
Sporangial production after 4days
48    0     µg  mL-1
   1     µg  mL-1
  10    µg  mL-1
100    µg  mL-1






24 dimethomorph    0     µg  mL-1
   1     µg  mL-1
  10    µg  mL-1
100    µg  mL-1
500    µg  mL-1
3.5 x 104 sporangia leaflet-1 a
1.3 x 104 sporangia leaflet-1 a
3.0 x 103 sporangia leaflet-1 a
5.0 x 102 sporangia leaflet-1 a
5.0 x 102 sporangia leaflet-1 a
48    0     µg  mL-1
   1     µg  mL-1





Study Scale Inoculum challenge Incubation 
conditions
Host (cv.) Incubation 
time (hours)
Compound Dose Score Control quantification
100    µg  mL-1
500    µg  mL-1
no effect
no effect
(Bugiani et al., 
2010)



















    0.00125    g ha-1 
    0.06975    g ha-1
    0.0096      g ha-1
    0.16          g ha-1
 
    0.1624      g ha-1
    0.01          g ha-1
    0.1            g ha-1
    0.008        g ha-1
    0.00195    g ha-1
    0.013        g ha-1
    0.00147    g ha-1
    0.007105  g ha-1
    0.00126    g ha-1
    0.011925  g ha-1
    40    % a
    42    % a
    88    % a
    48    % a
    12    % a
    35    % a
    17    % a
    22    %















    0.00125    g ha-1 
    0.06975    g ha-1
    0.0096      g ha-1
    0.16          g ha-1
 
    0.1624      g ha-1
    0.01          g ha-1
    0.1            g ha-1
    0.008        g ha-1
    0.00195    g ha-1
    0.013        g ha-1
    0.00147    g ha-1
    0.007105  g ha-1
    0.00126    g ha-1
    0.011925  g ha-1
    65    % a
    40    % a
    98    % a
    94    % a
    57    % a
    30    % a
    46    % a
    42    % a
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Table 0.3 (continued from previous page)
Study Scale Inoculum challenge Incubation 
conditions
Host (cv.) Incubation 
time (hours)

















    0.00125    g ha-1 
    0.06975    g ha-1
    0.0096      g ha-1
    0.16          g ha-1
 
    0.1624      g ha-1
    0.01          g ha-1
    0.1            g ha-1
    0.008        g ha-1
    0.00195    g ha-1
    0.013        g ha-1
    0.00147    g ha-1
    0.007105  g ha-1
    0.00126    g ha-1










Table 0.3 (continued from previous page)
Study Scale Inoculum challenge Incubation 
conditions
Host (cv.) Incubation 
time (hours)
Compound Dose Score Control quantification
(Pirondi et al., 
2017)
Whole plants 2 x 104 zoosporangia
‘to run off’

































      no a.i.
      0.0975 g L-1
      1.6       g L-1
      0.15     g L-1
      0.25     g L-1
      0.18     g L-1
      0.15     g L-1
      1.5       g L-1
      0.035   g L-1
      1.4       g L-1
      0.18     g L-1
      0.24     g L-1 
      0.18     g L-1
      0.1       g L-1
      0.1       g L-1
      0.25     g L-1
      0.24     g L-1
      0.08     g L-1
      0.2       g L-1 
      0.125   g L-1
      1          g L-1
      0.125   g L-1
      1          g L-1
      1.334   g L-1
      1.805   g L-1
      0.775   g L-1
      1.334   g L-1
      2          g L-1
   97.2   %
     0.07 %
   44.81 %
   16.83 %
   59.04 %
   75.79 %
   44.58 %
   30.02 %
     2.92 %
   74.95 %
   26.82 %
   85.88 %
   56.1   %
     0.31 %
     0.27 %
     0.93 %
   42.97 %
   78.92 %
   14.63 %
   24.43 %
   59.72 %
% disease severity, i.e. sporulating tissue.g
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Study Scale Inoculum challenge Incubation 
conditions
Host (cv.) Incubation 
time (hours)
Compound Dose Score Control quantification
      0.775   g L-1    71.22 %
 
a Values approximate. Transcribed from graphic.b Study also demonstrated improved curativity when fungicide was combined with an adjuvant.c Mean of three runs at the same concentration. These were presented individually in the original report.d Mean of five runs at the same concentration. These were presented individually in the original report.e Not generally considered to act as a curative compound against P. infestans.f Study assessed Myristica fragrans (Nutmeg) extract, which had no curative properties against P. infestans.g Symptoms were assessed at three time-points, the central observations are included in this table.h No current UK products approved for treatment of field potatoes contain this active.* Concentration not explicitly stated, inferred from materials and methods.
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