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Abstract
Green tea catechins have been in use for some time as a curative for
a number of disorders and illnesses, however their direct beneﬁts are still
disputed. In this thesis several computational techniques have been applied
to systems involving green tea catechins in order to study their properties
and better ascertain their supposed health beneﬁts.
Based on ﬁrst principles data, classical force ﬁelds of four selected green
tea catechins (−)-Epigallocatechin 3-Gallate (EGCg), (−)-Epicatechin 3-
Gallate (ECg), (−)-Epigallocatechin-3-O-(3-O-Methyl)-Gallate (EGCmg)
and (−)-Epigallocatechin (EGC) have been parametrised in order to ex-
amine their behaviour under diﬀerent conditions. Classical Molecular Dy-
namics coupled with Metadynamics has been used to explore the potential
energy surface of these molecules as a function of selected torsions deemed
crucial to the conformation of the system. In depth analysis of their inter-
actions under classical conditions has been carried out in gas phase, water
and chloroform. The catechins EGCg and EGC were further examined us-
ing Density Functional Theory (DFT) to determine their radical properties
which are closely linked to their antioxidant activity. By calculating their
ionisation potentials, bond dissociation enthalpies and acidity in gas phase,
water and benzene solution we ﬁnd little diﬀerence in their energies, de-
spite large structural diﬀerences, and we investigate the limit of DFT in
accurately describing these systems.
Classical simulations of the cardiac protein Troponin C (a protein known
to be crucial to the process of heart contraction), in complex with EGCg,
were carried out from the basis of previous experimental work and it was
found that EGCg exerts a stabilising eﬀect on the calcium ion mobility
present in the system and may help regulate calcium signalling in the cardiac
sarcomere. Using sparse experimental data as a guide, alternative protein-
ligand binding possibilities were uncovered and used to help validate and
expand the current experimental knowledge on the troponin C - troponin I
system, giving rise to two low aﬃnity, non-speciﬁc binding sites for EGCg
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Tea, produced from the plant Camellia Sinensis, has been cultivated by
people since ancient times. Its near mythical discovery by Chinese Emperor
Shen Nung led to its inclusion and continuing status as a core part of Chi-
nese medicine up to the present day. In Japan The Way of Tea developed
as a cultural ceremony surrounding the preparation, pouring and drinking
of green tea. This ceremony is still carried out and is of considerable im-
portance in traditional Japanese culture. The acquisition and production
of tea in the 17th and 18th centuries became a contributing factor in the
expansionist policies of the colonial European powers of the time (especially
Britain), aﬀecting the political landscape to this day. Tea currently stands
as the most widely consumed beverage in the world behind water and has
attracted signiﬁcant attention for its believed beneﬁcial eﬀects for a variety
of health problems.[7]
Green tea makes up nearly 20% of the total tea produced worldwide and
is diﬀerentiated from more common black teas by the process of steaming
or pan frying shortly after the leaf is picked. This destroys the enzymes
naturally present, which would otherwise oxidise the polyphenol contents
of the leaf, as well as reducing the water content allowing better storage of
the leaves.
It is thought that between 80-100mg of polyphenols are contained in
one bag of green tea. Though many catechins are present in small quan-
16
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tities, by far the most abundant of the green tea polyphenols by weight is
(−)-Epigallocatechin 3-Gallate or EGCg (roughly 50-75% of total catechin
content), a powerful antioxidant which includes a benzenediol ring joined
to a tetrahydropyran moiety, a pyrogallol ring and a galloyl ring.[8] These
polyphenols will be present in black and oolong tea as well but in lower
quantities due to the processing methods involved.
In particular the polyphenolic content of green tea has attracted in-
terest for it purported beneﬁts to combat depression[911], inﬂuenza[12],
HIV[13, 14], obesity[15], Parkinson's and Alzheimer's[16, 17], several forms
of cancers[1821] and cardiovascular diseases[2224] among others. Consid-
erable interest has recently been placed on green tea anti-cancer activity as
well as its ability to inhibit amyloid β ﬁbril formation.[25, 26] EGCg itself
has been described as the most eﬃcacious of the green tea catechins and
is the primary component of green tea extract, a herbal derivative of green
tea shown in Figure 1.1, and has shown promise in the treatment of cardio-
vascular diseases[22]. The majority of the research attempting to analyse
the beneﬁcial eﬀects of green have concentrated on this molecule.
The mechanisms through which green tea catechins aﬀect the body are
still not well understood however, and it is instructive to undertake fur-
ther investigation of these molecules using a range of computational tools
and thus gain insights into these molecules' properties. Some studies have
shown that the green tea polyphenols could potentially be used to treat car-
diovascular diseases, currently the leading cause of death in the developed
world[27].
Recently the C terminal of cardiac troponin C (cCTnC, discussed in
detail in Section 1.2) has been investigated as a possible target for drugs
which modulate the calcium sensitivity of the protein. Experimental studies
have shown that the polyphenol EGCg, when bound at the surface of the
hydrophobic cleft of the cardiac protein troponin C, may modulate the bind-
ing of Ca2+ ions to the tissue[28] in a manner similar to that of the known
calcium sensitiser EMD 57033. Calcium ions in cardiac tissue regulate heart
contraction and several diseases are known to modify this interaction, there-
fore the biological eﬀect of this polyphenol is of great interest as they could
potentially lead to new treatments of heart disease[6, 24, 29].
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Figure 1.1: Camellia Sinensis leaves and the commonly sold green tea ex-
tract. Sold as a health supplement, green tea extract is primarily composed
of polyphenols (up to 90%) and most of this is in the form of EGCg (around
55%) though content varies by supplier and cost.
Mutations on the thin ﬁlament are believed to aﬀect the regulation of
cardiac muscle contraction including several found in troponin C.[28, 30, 31]
Mutations associated with Dilated Cardiomyopathy (DCM) are found to
reduce the Ca2+ sensitivity of contraction while those associated with Hy-
pertrophic Cardiomyopathy (HCM) increase the Ca2+ sensitivity. Current
drugs in use as treatment for these diseases do not protect patients from
sudden death and so there is a real need to ﬁnd alternative therapies.
1.2 Cardiac Function and Regulation
Muscle tissue exists in skeletal, cardiac and smooth forms. This work fo-
cuses entirely on the aspects of the cardiac muscle system which shares
many similarities to the skeletal form including function, structure and con-
traction regulation. Smooth muscle (as found in the wall of blood vessels
for example) is quite diﬀerent from these other forms and notably lacks the
troponin protein. For the remainder of this work only cardiac muscle is
assessed. The process of muscle contraction is similar, though not identi-
cal, in both skeletal and cardiac muscle forms. In both cases it is carried
out by myoﬁbrils within cardiac muscle cells. These myoﬁbrils are in turn
formed of long chains of ﬁbrillar units known as sarcomeres. These are the
contractile unit of the cell and each sarcomere contains many repeating pro-
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tein units primarily composed of a thin ﬁlament scaﬀold of actin with thick
ﬁlaments of myosin arranged within. The process of muscle contraction is
achieved by the movement of the thick and thin ﬁlaments with respect to
each-other generating tension in the muscle. This is generally described
by the sliding ﬁlament theory proposed separately by A. Huxley and R.
Neidergerke as well as H. Huxley and J. Hanson.[32, 33] The diagram in
Figure 1.2 exempliﬁes this sliding ﬁlament model. An action potential is
initiated and travels along the surface membrane causing Ca2+ ions to enter
the cell through calcium channels. This locally increases intracellular Ca2+
concentration which leads to a positive feedback loop via further release of
Ca2+ from the sarcoplasmic reticulum. This calcium induced calcium re-
lease generates calcium sparks increasing calcium concentration throughout
the cell. Cytoplasmic calcium then binds to active sites on the troponin C
protein, signalling a conformational response in the tropomyosin complex
which moves from the actin binding site and allows a myosin head group
to bind to this position on the actin thin ﬁlament. This action is shown in
Figure 1.3.
The myosin heads then pull the actin ﬁlament toward the centre of the
sarcomere causing contraction of the unit. During this time intracellular
calcium is being pumped from the cell, dropping the calcium concentration
and eventually leading to calcium dissociation from troponin C which causes
conformational change to switch the troponin complex back over the myosin
binding site on actin and ending the contraction cycle.[3438]
The Myosin `cocking' action known as cross-bridge cycling is powered
by Adenosine triphosphate (ATP) during the contraction cycle. Once the
mysoin head is bound to the thin ﬁlament, the phosphate generated in
the previous contraction cycle is released resulting in the myosin head ro-
tating toward the center of the sarcomere (the power stroke action occurs
here). Following this the attached adenosine diphosphate (ADP) is released.
Shortly afterwards a new molecule of ATP attaches to the myosin head,
causing the cross-bridge to detach. The myosin head hydrolyzes ATP to
ADP and phosphate, which returns the myosin to the cocked position.[1]
A close-up view of the full sarcomere unit is shown in Figure 1.3. High-
lighted in the ﬁgure are several points where mutations are known to occur
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Figure 1.2: A full sarcomere unit shown in relaxed (top) and contracted
(bottom) states. The thin ﬁlaments are shown as the green helices while
the thick ﬁlaments with myosin are shown in purple. Z-discs anchor the thin
ﬁlaments while the M-line maintains the structure of the thick ﬁlaments.
At full contraction, the thin and thick ﬁlaments overlap and the H-band
becomes smaller (the total contraction is about 10 nm).[1]
(speciﬁcally SER532PRO and PHE764LEU in the myosin heavy chain as
well as LYS210 and GLY159ASP in cardiac troponin, though these are not
shown in the Figure) which can lead to a reduction of the contractile force
and are believed to cause DCM.[2] This weakens the heart, causing it to
pump ineﬃciently and can lead to sudden death in some cases. Alterna-
tively HCM is associated with enlargement of the heart muscle as well as
decreased size of the ventricle chambers and is caused by an overload of the
contractile force leading to reduced function and mortality.[39, 40]
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Figure 1.3: Generation of a power stroke by Myosin and Actin in Sarcomere
Filaments. Major protein structures and sub-units are labelled and intra-
cellular calcium shown. The bending action of the myosin heads is shown
by the curved arrow, resulting in the sliding of thick ﬁlaments in relation
to thin ﬁlaments (purple and brown arrows). Some mutations (shown as
red spots) of sarcomere proteins enhance contractile function and cause hy-
pertrophic cardiomyopathy or alternatively may reduce the production of
contractile force by the sarcomere causing dilated cardiomyopathy.[2]
1.2.1 Review of Experimental and Computational stud-
ies of binding processes involving Troponin C
A number of studies have investigated the binding properties of ligands to
troponin C. These have primarily targetted the N terminal domain, though
some research has suggested that several molecules also bind to the C ter-
minal. Examples are listed in the following.
Levosimendan: This calcium sensitizer has been extensively studied in con-
nection with troponin C and is currently used as a treatment for patients
with severe decompensated heart failure.[41] Levosimendan is believed to
increase Ca2+ sensitivity by binding directly to the N domain of troponin
C[42] though it has been shown that it is also capable of binding to the C
domain.[43] NMR chemical shift mapping was used to demonstrate binding
to cNTnC in the presence of cTnI32−79 (the N terminal) and cTnI128−180
(the switch region). More recently 2D HSQC NMR spectroscopy has been
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used to compare this binding between Levosimendan and several of its
analogs. Among these, only those with a speciﬁc chiral methyl group were
found to induce chemical shifts and so it was concluded that this could be
the key pharmacophore responsible for binding pyridazinone derivatives to
cNTnC.[44]
Bepridil: This Ca2+ channel blocker was found to bind to cNTnC in the
presence of cTnI and alone, though with reduced aﬃnity when cTnI is
present.[45, 46] NMR studies as well as stop ﬂow ﬂuorescence techniques
have concluded that two of the three potential binding sites for Bepridil are
blocked by cTnI though even with only one site occupied Bepridil is believed
to slow the release of Ca2+ from site II of cNTnC.[47] Computational molec-
ular dynamics on the complex concluded that competition between Bepridil
and cTnI was due to the ligand binding to the hydrophobic portion of the N
terminal of troponin C.[48] Computational screening and molecular dynam-
ics have been used to compare a number of molecular analogues to Bepridil,
several of which were found to have improved binding chraracteristics.[49]
Triﬂuoperazine: NMR spectroscopy and chemical shift mapping have been
used to show that this molecule binds to TnC in 3-4 places, two of which
are within the hydrophobic binding pocket of the N domain.[50, 51] Binding
to these sites appears to have a similar eﬀect to Bepridil and increases the
Ca2+ aﬃnity of TnC.[46, 52]
EMD 57033: This drug has been found to increase Ca2+ sensitivity in a
stero-speciﬁc manner (its ()-enantiomer, EMD-57439, did not exhibit the
same behaviour).[53] Unlike the previous drugs, EMD 57033 was found to
bind to the C domain of troponin C using direct binding measurements[54]
and NMR shift mapping.[55] The NMR work indicated that the sensitizing
ability derives from a modiﬁcation of the interaction between cCTnC and
cTnI by competing with cTnI34−71 thereby enhancing the binding of C ter-
minal cTnI to cTnC.[5]
EGCg: This green tea polyphenol has been investigated by the group of
Sykes et al.[6] for its binding characteristics to troponin C. The structure of
the protein-ligand complex was evaluated using NMR spectroscopy and a
solution NMR structure was deposited in the protein data bank. Like EMD
57033, this molecule was found to preferentially bind to the C terminal of
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cardiac troponin C. For isolated cCTnC, the binding was found to be within
the hydrophobic cleft of the protein (see Chapter 5). This cleft is usually
the location for binding of the cTnI34−71 fragment; however the group were
unable to precisely determine the binding of EGCg to the protein complex
when this fragment was included. The binding of EGCg to troponin C is
the subject of Chapter 5 and 6.
Experimental studies on the troponin protein have also focussed on the
binding characteristics of calcium ions to the N terminal of troponin C,
though some work on the high aﬃnity calcium sites on the C terminal have
also been undertaken.[5660] This has lead to a greater understanding of
the processes underlying contraction-relaxation mechanisms in cardiac and
skeletal muscle proteins. Investigations have also shown that magnesium
ions (Mg2+) will competitively bind to troponin C in the same calcium
binding sites and that the increase of magnesium ions in the sarcomere
reduces the aﬃnity of the troponin protein for calcium. In addition, minor
changes in pH (from 7.2 to 6.5) were shown to decrease calcium aﬃnity for
troponin C.[61]
Several studies have evaluated the relationships between the protein
sub-units of troponin, including computational docking of the troponin I
to troponin C[62] as well as experimental interactions of the troponin I-
troponin C complex.[63] The interaction of all three sub-units (TnC, TnI
and TnT) were investigated using molecular dynamics (MD) simulations for
both skeletal and cardiac troponin to monitor the cooperativity between the
units and to better understand the eﬀects of mutation on the protein.[64]
Recent work has also been undertaken to precisely determine the position
of the troponin protein with respect to the tropomyosin-actin complex by
reconstructing thin ﬁlaments through imaging the proteins with transmis-
sion electron microscopy and then post-processing these images using single
particle analysis to build up a more complete picture of the complex.[65]
1.3 Thesis Overview
This thesis oﬀers a detailed analysis of structural and electronic features of
a selection of green tea catechins in gas phase, solution and in complex with
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cardiac troponin C calculated through computational methods. Chapter 2
details the theory behind the methodology used, including ab initio and
classical simulation techniques as well as free energy methods which have
been used throughout. Chapter 3 develops a force ﬁeld parametrisation for
green tea catechins to be used in classical molecular dynamics simulation
and gives discussion of the structural properties of these molecule in vacuo,
water and chloroform. Chapter 4 discusses the electronic structure prop-
erties of the green tea catechins, primarily EGCg, in the context of their
antioxidant behaviours. Analysis of the anionic, cationic and several neu-
tral radicals is untertaken here. Chapter 5 evaluates the binding of EGCg
to the cardiac muscle protein Troponin C. Simulations of this molecular
complex are compared with the available experimental results. Free energy
data is gathered for the binding of the system as well as production of free
energy conformational maps from metadynamics. Chapter 6 investigates
the binding of EGCg to troponin C in the presence of the anchoring part
of troponin I (which occupies the hydrophobic cleft of troponin C seen to
be the binding site of EGCg in Chapter 5). Finally Conclusions and future




This Chapter describes the computational techniques used in the following
work. Simulation methods provide a powerful tool to tackle problems from
the atomic to the macromolecular scale. Initially electronic structure meth-
ods are outlined as a means of solving the many-body Schrödinger equation.
Following this, schemes of free energy evaluation are also discussed which
can be used to contribute important information on the chemical and bi-
ological processes of interest. Finally a brief description of computational
protein-ligand docking methods is undertaken with a view to the types of
binding calculations carried out on biological systems.
2.2 Electronic Structure Methods
2.2.1 Hartree-Fock and Møller Plesset Calculation
Much of electronic structure theory is built upon the fundamental Hartree-
Fock theory and, while more complex and accurate methods have been
formulated to solve the many-body problem, it remains very useful in a
variety of systems and contexts.[6668] At its heart, Hartree-Fock theory
seeks to solve the many-body electronic Schrödinger equation obtained by
invoking the Born-Oppenheimer (BO) approximation, which states that,
because the nuclei in a molecular system are considerably more massive
25
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than the electrons but experience a similar force, the electrons will eﬀectively
react instantaneously to the motion of the nuclei. We then consider that,
for any nuclear conﬁguration, the electrons will be in the ground state of
the system. This leaves us with the electronic time independent Schrödinger
equation for a given nuclear conﬁguration:
HˆelΨ =
[
Tˆ + Vˆ + Uˆ
]
Ψ = EΨ (2.1)
used to solve the ground state wavefunction Ψ. Here Hˆ is the Hamiltonian,
Tˆ is the kinetic energy, Vˆ is the external potential exerted on the system
from the nuclei, Uˆ is the electron-electron interaction energy and E is the
energy of the system. The energy E here gives the potential energy experi-
enced by the nuclei and enables us to ﬁnd important aspects of the system
which depend on the nuclear conﬁguration such as equilibrium geometries
and vibrational frequencies. Even with the BO simplifying assumption,
this equation is prohibitively expensive to solve for the many electron wave-
function and so several methods were introduced to deal with this. One
of the earliest was the Self-Consistent Field method (SCF) or Hartree-Fock
method. The initial assumption to the theory was that electrons interacting
with each other can be simpliﬁed by assuming that each electron interacts
only with a mean ﬁeld which describes the interactions with all the other
electrons. We can then produce the Hartree Ansatz:
ΨHA(r1, r2, . . . , rN) = φ1(r1)φ2(r2) . . . φN(rN) (2.2)
where φ(r) are orbitals describing the electrons of the system. This
however does not satisfy the antisymmetric principle for fermions, which
states that a wavefunction describing fermions should be antisymmetric
with respect to the exchange of any set of space-spin coordinates, required
by the Pauli exclusion principle. So the wavefunction is re-written in the
form of a Slater Determinant of spin-orbitals:





χ1(x1) χ2(x1) . . . χN(x1)





χ1(xN) χ2(xN) . . . χN(xN)
∣∣∣∣∣∣∣∣∣∣
(2.3)
where N is the total number of electrons in the system and the spin orbital
χ accounts for both the spatial and spin degrees of freedom (x). Using a
Slater determinant as a trial wavefunction implies that the electrons are
moving independently of the others, feeling only the Coulomb repulsion of
the average of the other electrons and an exchange interaction due to the
antisymmetrisation. Using the variation method we can derive the Hartree-
Fock equations by setting the condition that the derivative of the expec-
tation value of the Hamiltonian, δE, is zero. Hence the optimal molecular
spin-orbitals are those which minimise E = 〈Ψ|Hˆel|Ψ〉. This can be ef-
fectively achieved using Lagrange multipliers with the constraint that the






εijSij = 0 (2.4)
where we have used the convention that the multiplier λij is written −2εij
as it is related to the molecular orbital energies. Sij is the overlap integral
between two orbitals and ensures the orthonormality condition. It is possible
to manipulate the resulting equations such that the Lagrange Multipliers




















is the `core' one electron operator, εi is the energy eigenvalue of orbital
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is the Coulomb operator giving the average local potential at point x1










is known as the exchange operator and is deﬁned in terms of its eﬀect
in acting upon the spin orbital χi. We can make use of the fact that
[Ji(x1)−Ki(x1)]χi(x1) = 0 to introduce the Fock operator:




which reduces Equation 2.5 to:
f(x1)χi(x1) = εiχi(x1) (2.10)
In practice, for a closed shell system, by writing the spatial part of
the spin-orbitals as linear combinations of a ﬁnite set of atomic orbitals or





where φµ is one of K atomic orbitals and cµi is a coeﬃcient, one can obtain











µ(x1)φν(x1) is the overlap




µ(x1)f(x1)φν(x1) is the Fock matrix.[66]
Equation 2.12 requires an iterative method to obtain the molecular or-
bitals and so is often called the Self-Consistent-ﬁeld (SCF) procedure. Sev-
eral types of basis sets have been proposed for these calculations with the
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most popular being the Slater-type or Gaussian-type. Slater functions are
an obvious choice but become diﬃcult to evaluate for molecular orbitals and
so the Gaussian-type is often preferred, which have the advantage that the
product of two Gaussians can be expressed as a single Gaussian located at
the lines joining the two. This can make the evaluation of the combination
of orbitals much more eﬃcient; however replacing a Slater type orbital with
a single Gaussian orbital will badly underestimate the cusp at the origin as
well as decaying faster than we would like, equivalent to underestimating
the long-range atom overlap and the charge and spin density at the nu-
cleus. Hence we use a linear combination of Gaussian functions to more
closely approximate the Slater-orbital, though this does not fully correct
the problem. A possible improvement was found by splitting the treatment
of core and valence orbitals into seperate Gaussian orbitals. This works as
the core orbitals do not aﬀect chemical properties much and only slightly
change from one molecule to another. Additional basis functions have been
proposed to ameliorate this issue, including polarisation functions which
have a higher angular momentum quantum number and so, for example,
give a slight p orbital character to hydrogen as well as d orbitals to the ﬁrst
and second row elements. Where molecular species have signiﬁcant electron
density far from the nuclei, such as anions or lone pairs, these basis sets
are still found to be deﬁcient. To address these problems diﬀuse basis sets
were introduced which contain an additional set of diﬀuse s-type and p-type
Gaussian functions.
For open-shelled systems, such as radicals with one or more unpaired
electron, the Roothan-Hall equations are not applicable. Instead approaches
known as the Restricted Hartree-Fock (RHF) and Unrestricted Hartree-Fock
(UHF) have been developed. The RHF theory uses doubly occupied molec-
ular orbitals as far as possible, then uses singly occupied orbitals afterward.
The alternative UHF method uses two sets of molecular orbitals, one for all
electrons of spin up and the other for spin down. This entails two Fock ma-
trices, one for each spin type, as well as two density matrices where the full
matrix is the sum of these. The UHF version is the more general form and
has shown to be the better method for dealing with atoms close to their dis-
sociation limit for example; however, as the spin-orbitals are not explicitly
CHAPTER 2. THEORETICAL BACKGROUND 30
paired, `spin density', a property much like charge density, will exist from
the excess of electron spin in the system. The UHF method can also suﬀer
from a problem known as spin contamination in systems where some higher
spin states become mixed in with the correct one.[69] This arises from the
fact that the UHF wavefunction is not an eigenfunction of the total spin,
〈S2〉, unlike in the RHF case. Unfortunately this error is not systematic
and so can be diﬃcult to deal with. Usually spin annihilation is performed
to reduce the overall contamination to an acceptable level (within 10% of
the true spin is usually considered reasonable for organic systems) though
other methods are available and none completely remove this problem.[67]
A signiﬁcant drawback to HF theory is the problem of electron corre-
lation. In reality electron motion is correlated and they will tend to avoid
each other; however as HF is a mean ﬁeld theory the electrons are assumed
not to interact with neighbouring electrons but with the average ﬁeld of the
whole system. This leads to HF theory giving higher energies than should
be the case and the correlation energy is thus deﬁned as the diﬀerence be-
tween the HF energy and the exact energy. A number of methods have been
implemented to attempt to resolve this issue, including the many body per-
turbation theory as proposed by Møller and Plesset and commonly known
as Møller Plesset, or MP, methods.[70] Here the Hamiltonian operator is
expressed as a combination of a `zeroth order' Hamiltonian (H0), our orig-
inal Hamiltonian from above, and a perturbation (V). In order to improve
the eigenfunction and eigenvalues of H0 we write:
H = H0 + λV (2.13)
where λ is a parameter which varies between 0 and 1, one being the
point that we achieve the `true' Hamiltonian value. Eigenvalues of the
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where the superscript denotes the correction to the speciﬁc order, for
example E(2) is the energy correction to second order, and the summation
is truncated to the desired order. The perturbation is related to the fact
that the true Hamiltonian is given by the sum of nuclear attraction and












The sum of zeroth order and ﬁrst order energies will correspond to the HF
energy and so the correction at least to second order must be used and is
often written as MP2. This is a popular way to account for electron corre-
lation eﬀects however it is possible the ﬁnal energy will be lower than the
true energy as the theory is not variational. It is also a highly computa-
tionally expensive method and so is often restricted to single point energy
evaluations at geometries calculated with lower levels of theory.
2.2.2 Density Functional Theory
One of the most well known and successful approaches to the electronic
structure problem is Density Functional Theory (DFT) which has been
widely used in solid state and condensed matter physics, but also for molec-
ular systems. The theory attempts to address inaccuracies with HF, while
reducing the computational cost relative to other post-HF methods.[71] De-
spite the advent of fast, parallel computing allowing for larger systems to
be calculated, post-HF methods are still unsuitable for complex systems
(though the software CP2K has shown itself capable of running post-HF
methods on large systems[72]) as they are still very expensive to calculate
numerically and HF is unable to deal with electron correlation eﬀects (a
consequence of using the mean ﬁeld approximation). Density Functional
Theory is a ground state many body theory using the electronic density,
ρ(r), as the quantity which determines the state of the system:
ρ(r1) = N
∫
dr2 . . . drNΨ
∗(r1, . . . rN)Ψ(r1, . . . rN) (2.17)
This is part of the Hohenburg-Kohn theorems[73] which shows that the
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ground-state properties of a system can be expressed as functionals of the
electron density and that the optimised ground state of the system can be
found with the proper choice of this density. In this manner it is possible















Here F [ρ(r)] is a universal function of the charge density which is not
known.
This was later extended into the popular Kohn-Sham approach for DFT
which introduces a ﬁctitious set of electrons that are non-interacting but
provide the same electron density as that of interacting electrons.[74] By
constructing a set of one electron orthonormal orbitals the electron density





where ρ is the electron density, ψi is the Kohn-Sham orbital and all states are
assumed to be doubly occupied.[66] The KS orbitals are used as solutions to
the one electron Kohn-Sham Equations (Equation 2.21) below. In modern
calculations the atomic orbitals are commonly expressed as basis sets built
up of Slater-type or Gaussian-type orbitals (as well as plane wave methods).
A brief discussion on these orbitals is given in Subsection 2.2.1. The energy




















|r− r′| + EXC [ρ(r)] (2.20)
where ∇ is the gradient operator, dr indicates the integration over all
spatial coordinates and V is the static potential derived from the nuclear
potential. The ﬁrst term is the kinetic energy of the non-interacting elec-
trons, the second term is the Hartree energy describing the electrostatic
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interaction between clouds of charge and the exchange-correlation energy
EXC contains all the other terms. The minimisation of the energy functional










ψi = εiψi (2.21)
which are solved self consistently.
One of the simplest methods of including the exchange-correlation en-
ergy is the local density approximation (LDA) which assumes that charge
density varies slowly in a system and so a localised region may be treated
as a uniform electron gas (for which the exchange-correlation can be calcu-
lated). Thus if εXC is the exchange-correlation energy per particle in the




This is acceptable for single atoms (and works well for some solids) but
for molecules (where LDA badly overestimates bond strengths) a gradient
correction is usually required. This changes the exchange-correlation func-





which improve the calculation of binding and bond energies at a rel-
atively modest increase in computational cost. Common gradient correc-
tions include those in the 1996 gradient-corrected correlation functional of
Perdew, Burke and Ernzerhof (PBE)[75] and that of Becke[76] as well as a
correlation functional such as the Lee-Yang-Parr (LYP)[77] functional. The
so called BLYP functional has shown to be robust in describing many or-
ganic molecules and is a popular choice for biological systems. Over time,
several additive terms have been proposed as well as alterations to the func-
tionals used such as the hybrid functionals PBE0[78] and Becke3[79] which
mix in, using a three parameter set, exact exchange from HF theory with the
Becke 88 (B88) exchange functional and correlation from LYP, also called
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B3LYP. These hybrid functionals have shown to be very successful for a
range of systems and remain the most popular in use.
Pseudopotentials can be introduced to further simplify the problem
which separate the core and valence electron wavefunctions. As the core
electrons are tightly bound to the nucleus they play little role in atomic in-
teractions and so pseudopotentials are used to reproduce their eﬀect while
attempting to accurately model the valence electrons. This reduces the
number of electrons to be explicitly modelled and can reduce the number
of basis sets required for an accurate calculation of the system. There are
many diﬀerent pseudopotentials available depending on the system to be
modelled and the accuracy required and are particularly useful when using
a plane wave basis set to expand the orbitals.[66, 80]
One problem with DFT which arises is the so-called self-interaction
where the interaction of an electron with the ﬁeld it generates does not can-
cel out exactly (unlike in the HF case). Several self-interaction corrections
(SIC) have been proposed but these are not applicable to all systems.[81]
Longe-range corrections have also been included in hybrid functionals
such as CAM-B3LYP to better produce the eﬀect of charge transfer and
other long range properties using a Coulomb attenuating method. In this
case, at the short range exchange mixing is 0.19 HF and 0.81 B88 while
at longer ranges a larger mixing of HF is used (0.65 HF to 0.35 B88).
To smooth the region between these ranges, an intermediate region uses a
smooth error function with a parameter 0.33.[82]
A further continuing issue in this ﬁeld is the treatment of London disper-
sion forces. Dispersion interactions play an important role in many chemical
processes. These weak interactions are due to instantaneous dipoles which
arise during the ﬂuctuations in the electron clouds and can induce a dipole
in neighbouring atoms, giving rise to an attractive eﬀect. They are known
to be important in the study of noble gases, molecules interacting with
substrates or biomolecules, for example, where weak interactions can be
signiﬁcant.[66]
Recently, several methods of introducing dispersion corrections have
been proposed including using DFT functionals parameterised to produce
dispersion behaviour[83], functionals with dispersion correcting potentials[84,
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85] as well as functionals corrected by empirical coeﬃcients.[8688]
Previous functionals have been shown to badly account for this interac-
tion leading to poor results in some circumstances.[89, 90] Many attempted
empirical solutions to this problem have led to much debate as to whether
the ﬁtting parameters are suitable for multiple systems. They can also lead
to over-correction in some cases so the search for new, better functionals is
an on-going topic.
Uncorrected functionals can still perform very well compared to experi-
mental results in many areas.[91] Where systems are dominated by electro-
static interactions, for example, a dispersion correction can have very small
eﬀects. In addition, uncorrected functionals such as PBE0 and B3LYP have
been very well tested over the years on a wide variety of systems, and this
allows a level of comparability which newer functionals necessarily lack.
Nevertheless, the acceptable computational increase in using these correc-
tions combined with the improvement they provide means that dispersion
corrected functionals are likely to be commonly used and improved upon as
time passes.
2.3 Classical Molecular Dynamics
Thus far the methods described have primarily revolved around time inde-
pendent calculations of a system in its ground state. While it is undeniable
that this provides crucial information about the system of interest, the truth
remains that most or all systems we would like to investigate are dynami-
cally changing and thus we need to turn to methods such as the well known
Molecular Dynamics (MD) in order to further our scientiﬁc goals. Here
the dynamics of a system of classical particles is evaluated by integrating







which describes the evolution of the position ri of a particle i with mass mi
subject to the force Fi. We can assume in most cases that the nuclei move
as classical particles in the electronic ground state (either calculated via
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quantum mechanical methods like DFT or as empirical potentials). This
integration is carried out in a discrete manner from time t to time t + ∆t
where ∆t is a time-step determined by the smallest motion of the system
(usually the vibration of bonds containing hydrogen) in order to prevent
problems such as energy drift. This allows average properties of the dynamic
system to be calculated. The velocity Verlet algorithm is popular and often
used for these purposes and takes the form of:




vi(t+ ∆t) = vi(t) +
1
2
∆t[ai(t) + ai(t+ ∆t)] (2.26)
where ri, vi and ai are the position, velocity and acceleration of particle
i. There are a number of implementations which can increase the speed of
these integrator methods such as constraining the bonds involving hydrogen
in the system (as with the SHAKE algorithm[92]) allowing larger time-steps
to be used. Thermostats and barostats can be added depending on the type
of ensemble to be reproduced.[66, 93]
While ab initio quantum mechanical calculations can be used in MD
simulations, most bio-molecular systems are too large for them to be ef-
fectively used due to the sheer computational cost. This is because the
electronic wavefunction must be taken into account which makes the cal-
culations simply too costly. Classical Molecular Dynamics, whereby forces
are derived by empirical potentials (force ﬁelds), can be feasibly used to
investigate time scales of up to 100-1000's of nano seconds at the cost of
some accuracy and can provide some insights into the behaviour of systems
with thousands of atoms. These force ﬁelds express the potential energy
of the system as a function of distances, angles, torsions, etc. and include
a set of parameters (containing the force constants, equilibrium properties
of bond lengths etc.) to be used in the calculations. These parameters are
built up from experimental data or from quantum mechanical calculations
and are often reﬁned by further work over time.[93] Using these force ﬁelds
as a framework, methods such as Molecular Dynamics become relatively
simple and less computationally expensive for large systems.
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2.3.1 Force Fields for Biological Simulation
Simple force ﬁelds used today for (bio)-molecular systems can be reduced
to components of the inter- and intra-molecular forces, which can be de-
scribed by the bonding terms (stretching, bending and bond rotations or
torsions) and by the non-bonded interactions (van der Waals and electro-
static). These terms deﬁne the potential energy of the system and the
forces on the atoms are then simply calculated as the negative gradient of






































which is the generalised form of the AMBER ﬁeld[95] which has been widely
tested and reﬁned for use with biological systems and is the force ﬁeld used
in this work. Here the terms kb and ka are constants of the stretching and
bending terms respectively, l0 and θ0 are equilibrium positions of the bond
length and bond angle respectively. The torsional term contains Vn, related
to the potential barriers to rotation of a bond, n is the multiplicity of the
minima points around the bond, ω is the torsional angle and γ is the oﬀset
related to this. The non-bonded terms relate to the Lennard-Jones and
Coulomb potential, N is the total number of particles, i,j is the minimum
potential energy, r0ij is the diameter of a particle, qi is the charge on
particle i and rij is the distance between particles.
The bonded part is short-ranged and therefore relatively easy to calcu-
late. This means the most computationally intensive part of classical MD
then becomes calculating the non-bonded term in Equation 2.27 which can
include very many long range interactions in large systems as each particle
is assumed to interact with each other particle in the simulation box and
with each particle image in an inﬁnite array of periodic cells (when using
period boundary conditions). This can be simpliﬁed using an Ewald sum-
mation where interactions are split into short and long ranges. The point
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charges in the system are assumed to be a set of screened charges with
Gaussian distributions, then short range interactions are summed in real
space (within a cutoﬀ distance) while the long range interactions (which
describe the interactions of the unit cell with those of the repeated images)























Where Ucorr corrects the self interaction term which appears in Equa-
tion 2.28. In these equations V is volume, k = (2pi/L)l with l = (lx, ly, lz)
being the lattice vectors in Fourier space, α determines the width of the
Gaussian charge distribution, qi/j is the charge on particle i/j respectively
and erf(x) ≡ (2/√pi) ∫ x
0
exp(−u2)du is the error function with erfc(x) ≡
1 − erf(x) and u represents the tail part of the potential. These sums
converge relatively quickly and so may be truncated without great loss in
accuracy while improving the computational time requirements.[66, 93, 96]
The eﬃciency of this calculation in terms of CPU time can be further im-
proved by the use of a mesh or grid which the charges of the system are
placed upon. The long-range interactions are then solved using the Fast
Fourier transform while the short-range interactions continue to be calcu-
lated directly from particle-particle interactions.[93]
Molecular dynamics makes use of the ergodic hypothesis which states
that all accessible microstates are equally probable over a long period of time
allowing macroscopic properties of the system to be calculated. A molecular
dynamics simulation is not usually carried out under the micro-canonical
ensemble (where the number of particles N , the volume V and the energy E
of the system are kept constant) also known as the constant NVE ensemble.
Biological systems (as others) are often tremendously aﬀected by both the
temperature and pressure of the system and it is usually advantageous to
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use a constant temperature (NVT) or constant pressure and temperature
(NPT) scheme to produce realistic dynamics.
By controlling the temperature or pressure to produce an NVT or NPT
scheme, care must be taken when choosing a thermostat which will maintain
the simulation at a desired temperature (often 300 K, but it depends on the
process of interest) without causing too much disruption to the dynamics
of the system or constraining it in an unrealistic manner and this can be
diﬃcult. Of particular interest in this work is the Langevin scheme which
adds a random force Wi and a frictional force with coeﬃcient ζ to the
particles in the system at a rate determined by the collision frequency γi.
These are related by γi =
ζ
mi
where mi is the mass of particle i. This scheme
simulates random collisions between the system and an external heat bath
which will be at the desired temperature. The equation of motion then
becomes:
mr¨i = Fi − γipi +Wi (2.31)
Here r¨i is the acceleration of particle i, Wi is uncorrelated in time and
has zero mean and a variance given by:
σ2W = 2miγiKbT (2.32)
where Kb is the Boltzmann constant and T the desired temperature.
The advantage of this scheme is that it allows for stable dynamics while
still reproducing the correct canonical ensemble unlike schemes such as the
Berendsen thermostat which uses velocity scaling instead to re-scale the ve-
locities of all the atoms in the system to ﬁt to the desired temperature.[97] A
drawback of the Langevin thermostat as with other stochastic temperature
schemes is that momentum transfer is modiﬁed and so it is not possible to
compute properties such as diﬀusion coeﬃcients.[98, 99]
Similar to thermostats, there are a variety of barostats available depend-
ing on requirements of the simulation and care must be taken here as well.
The Berendsen barostat is commonly used in order to maintain constant
pressure in isotropic systems (such as for a solute dissolved in water) and
uses a scale factor µ which is a function of pressure to suitably rescale the










In Equation 2.33 ∆t is the time-step used, τP is a time constant of the
barostat which determines how closely coupled the system will be to the
desired pressure P0.[97]
A number of force ﬁelds have been developed for a variety of systems
over time. As these are usually produced at least partially from empirical
data, they perform better for some systems over others. In this work we
are most interested by those developed for biological study, primarily those
based oﬀ the original Cornell et al. ﬀ94 force ﬁeld[100] (which in itself was
a development from earlier eﬀorts by Weiner et al.[101, 102]). These force
ﬁelds ﬁt charge parameters from Restrained Electrostatic Potential (RESP)
calculations, Van der Waals parameters calculated from liquid simulations
and equilibrium bond parameters from experimental sources (microwave,
neutron diﬀraction and NMR studies for example) and attempt to accu-
rately describe nucleic acids. Over time further developments have led to
the creation of the ﬀ99SB force ﬁeld[103] which attempts to improve sec-
ondary structures and backbone dihedrals of glycine and alanine. A further
development of this force ﬁeld was ﬀ99SB-ildn[104] where the side-chain tor-
sion of isoleucine, leucine, aspartate and asparagine are further reﬁned to
better describe α-helical and other secondary structures. An alternative de-
velopment which we also investigate is the Duan et al. 2003 force ﬁeld[105]
(ﬀ03) which varies from the ﬀ99 case in that charges are derived using a
continuum dielectric to mimic solvent eﬀects. The backbone protein tor-
sions φ and ψ have also been modiﬁed. Later, ﬀ03r1 was constructed with
enhanced charge parameters for terminal chain protein residues which had
previously been taken from the ﬀ94 ﬁeld. The last force ﬁeld we investigate
is ﬀ12SB which modiﬁes the ﬀ99SB-ildn force ﬁelds to include side-chain tor-
sion corrections in an attempt to compensate for this force ﬁelds tendency
to under-stabilise helical conformations of transiently folded peptides. This
force ﬁeld therefore includes corrections to the φ′ and ψ′ torsions for nucleic
acids on top of the other corrections included in ﬀ99SB-ildn.[95]
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2.4 Free Energy Exploration and Estimations
2.4.1 Metadynamics
Many biological eﬀects of interest (such as protein folding) only occur on
relatively large time scales (10µs - 1ms or more), whereas current limits
on accessible time scales is on the order of 1 ms [106] though this was only
possible on a custom built machine. This makes it eﬀectively impossible to
regularly reproduce these kinds of processes on atomistic scales. Even when
implementing simplifying methods such as SHAKE and Ewald summations,
the total CPU time required for a moderately sized molecule to fully explore
a region of phase space can be extremely large. In many cases it is not
possible or convenient to simulate a system long enough for a desired process
to take place and so many attempts have been made to accelerate these
`rare events'. One such method, which has proved successful since it was
proposed by Laio and Parrinello in 2002, is Metadynamics [107] which builds
up a history dependent potential alongside a standard MD simulation. This
potential is based upon a set of a few collective variables (CVs) in order to
force the system out of a meta-stable state (some local energy minima)
enabling evaluation of free energy surface (FES) of the system with respect
to these CVs. These CVs may be an inter-atomic bond length, a torsional or
bond angle or other property of the system but it is crucial that they give a
good, general description of the process of interest and evolve slowly in time:
so great care must be taken with their choice. The equilibrium behaviour
of these variables are completely deﬁned by the probability distribution:
P (s) =
exp (− (1/kBT )F (s))∫
ds exp (− (1/kBT )F (s)) (2.34)
where s is the d dimensional vector representing the values of the CVs
and the free energy F (s) is given by:











where S(x) is a function of the coordinates of the system while s is the
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value of the CVs. Using these CVs a bias potential is built up of repulsive
Gaussians alongside the standard MD (these Gaussians are deposited along
the CV trajectory at some appropriate time interval) which eventually forces
the system out of its current region of phase space. As many Gaussians are
deposited it will eventually become possible for normal thermal ﬂuctuations
to break the system out of its local minima and into a new one. It is
important that the Gaussians are the proper size to compromise between
sampling speed and accuracy of the reconstructed energy surface and so
the height ω and width δs of these Gaussians is determined by the typical
variation of this surface. The history dependent potential is given by











where τG is the frequency of the Gaussian deposition and s(t) is the
value taken by the CVs at time t. If the Gaussians used are too large, detail
is lost about the free energy surface. If, on the other hand, the Gaussians
are too small the simulation may never reach the `rare event' of interest
or alternative energy minima. It is important to note that this method
is limited by the number of CVs used as the time required to ﬁll the free
energy surface is proportional to (1
δ
)n where n is the number of CVs used.[3]
For a suﬃciently long time it is assumed that
lim
t→∞
VG(s, t) ∼ −F (s) (2.37)
This relation was originally postulated heuristically from observations of
the eﬀects of VG on the dynamics of the CVs on known free energy surfaces
but has since been proved.[3] Therefore over the course of a metadynamics
simulation the entire region of phase space searched is ﬁlled up with these
Gaussians and the free energy surface of the system can be reconstructed.
An example of this is shown in Figure 2.1.
An extension of this method known as Well-Tempered (WT) Metady-
namics attempts to address one of the main problems of the method, namely
that free energy surface does not converge but ﬂuctuates around the correct
value making it diﬃcult to know when the metadynamics run should end
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Figure 2.1: An example metadynamics simulation. Evolution of the po-
tential of a 1-dimensional system with a 3-minima potential as shown with
respect to the collective variable s in the bottom panel. A biased potential
VG is included and its evolution over time is shown by the coloured lines
at diﬀerent stages of the metadynamics simulation. The simulation begins
in the middle minima and after 20 Gaussians (blue line) escapes to the
second minima (left). After 69 Gaussians (red) this minima is also ﬁlled
and eventually the system is able to escape into the true minimum (right).
After 180 Gaussians (orange) the potential wells have been ﬁlled and the
metadynamics becomes diﬀusive. The top panel shows the energy surface
reconstructed using these deposited Gaussians.[3]
as well as impeding the reproduction of an accurate FES. Thus in the WT
metadynamics scheme the bias growth rate is changed by adding a history
dependent potential:







where ∆T is a temperature, w has the dimension of an energy rate and
represents the initial bias deposition rate and N(s, t) is the histogram of
the CV value from an unbiased simulation. The height of each Gaussian is





which over a long period of time allows the metadynamics run to con-
verge to an estimate of the free energy:
lim
t→∞
V (s, t) = − ∆T
T + ∆T
F (s, t) (2.40)
where T is the temperature of the system and T+∆T
T
is the bias factor to
be chosen, which determines the speed at which the bias potential decreases
with time.[3, 108, 109]
One possible use of metadynamics in biological systems is the recently
developed funnel metadynamics for simulating the long time scales of protein-
ligand binding.[110] Here, by using a restraint potential which has a funnel
shape and reduces the sampling space of the process of interest to the im-
mediate area around the binding site, it is possible to obtain the details of
protein-ligand binding/unbinding including an estimate of the binding free
energy as well as the eﬀects of mediating waters.
2.4.2 Poisson-Boltzmann Surface Area Calculations
When considering molecular systems, especially large macromolecules like
proteins in complex with ligands, one of the most important attributes
which we investigate is the binding free energy. For systems in the NPT
ensemble the corresponding energy is the Gibb's free energy of binding
∆Gbind. Treatment of these large macromolecules is usually undertaken
classically as described in Section 2.3 where we might be investigating some
property of protein-ligand binding for example. In this case we would ideally
like to calculate the absolute free enegy of binding ∆G0bind but this is a rare
event on the order of milli-seconds and explicit treatment of the solvent
environment means that there will be large ﬂuctuations from solvent-solvent
interactions from one frame to the next making this calculation extremely
diﬀcult to converge.
Instead, an eﬀective method is to calculate the free energy of solvation.
The Molecular Mechanics Poisson-Boltzmann Surface Area (MM-PBSA)
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method is widely used and has been tested for a variety of systems, especially
biomolecules.[111117] With this method, we divide up the total ∆G0bind into
components of vaccuo and solvent free energies of the receptor, ligand and





solv,complex − (∆G0solv,ligand + ∆G0solv,receptor)
(2.41)
where ∆G0bind,solv is the solvation free energy of the system, ∆G
0
bind,vacuo
is the free energy required to bind the receptor-ligand system in vacuo,
∆G0solv,complex is the free energy diﬀerence between the bound complex in
solvent and vacuo, ∆G0solv,ligand and ∆G
0
solv,receptor are the free energy diﬀer-
ence between the ligand and receptor going from vacuo to solvent respec-
tively. To evaluate these solvation free energies themselves we commonly
divide into electrostatic and hydrophobic portions:
∆Gsol = ∆Gelec + ∆Gvdw + ∆Gcav (2.42)
with ∆Gelec as the electrostatic component, ∆Gvdw is the van der Waals
interaction between solvent and solute (which can be further divided into
repulsive and attractive components) and ∆Gcav is the free energy required
to form the solute cavity within the bulk solvent. This last term incorporates
the entropic penalty from the reorganisation of solvent molecules around
the solute as well as the pressure exerted by the solute against the solvent
to create the cavity. The vacuo free energy, ∆G0bind,vacuo, is obtained via
calculating the average interaction energy between the receptor and ligand
as well as the entropy change upon binding.
∆G0vacuo = ∆E
0
mm − T∆S0nm (2.43)
Here ∆E0mm is the interaction energy calculated from the molecular me-
chanics force ﬁeld and ∆S0nm is the entropy of the system which includes
the change of translational and rotational freedom of when moving from
one state to the other. The entropy is not always included; it is usually
evaluated by normal mode analysis which can be extremely time consum-
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ing and for similar shaped and sized ligands, produces very similar results.
Instead, for nearly identical ligands, the enthalpy alone can be compared to
provide a relative ranking of binding aﬃnity. The interaction energies are
calculated from a set of uncorrelated snapshots of an MD trajectory that
has already been equilibrated.
We now discuss obtaining the electrostatic contribution to the solvation
free energy, ∆Gelec.
2.4.2.1 Poisson-Boltzmann Equations
A popular methodology for calculating the electrostatic component of the
solvation free energy is to use the Poisson-Boltzmann equations. In this
regime, the solute material (our macromolecule for example) is treated as a
single body of low dielectric, while the solvent surrounding is considered as
a continuum of high dielectric. By deﬁning a system in this way the Poisson
equation may be used to give the variation in potential φ which in reduced




where ε is the uniform dielectric constant and ρ is the charge density.
In the case of a set of point charges in a constant dielectric this equation
reduces to Coulomb's law (as the charge density is given in C m−3). If
this is not the case and the dielectric varies with position (such as with our
previously deﬁned solute/solvent case) then the Poisson equation is instead:
∇ · ε(r)∇φ(r) = −4piρ(r) (2.45)
The total charge density includes the solute charge density (which clas-
sically is contained entirely within the solute cavity) and the ionic charge
density externally, thus ρ = ρint + ρext. The external dielectric is commonly
set to 80 for water, while the solute value varies from 2-4, though 1 is also
often used.[111, 118, 119] In a dynamical situation there are usually mobile
ions present, such as the small salt concentration in biological environments
or counter-ions in simulation, which must be incorporated into this equa-
tion. Thermal motion as well as the repulsion of like charges ensure that
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the ions will not simply sit at locations of largest electostatic potential and
thus we describe the position of these ions with the Boltzmann distribution:





where n(r) is the number density of ions at location r, N is the bulk number
density and Wi(r) is the work required to bring the ion, i, from inﬁnity to
position r. Given that we can have both positive and negative mobile ions,
such as Na+ and Cl− for a standard salt solution, we divide Equation 2.46
into the positive and negative distributions of ions of charge ±ec, Wi =
+ecφ(r) and Wi = −ecφ(r):










which represent the distributions of positive and negative ions respec-
tively. We have assumed here that the ratio of ion concentration is approxi-
mately 1:1 far from the solute. Therefore, by combining Equations 2.45 and
2.47 we get the non-linear Poisson-Boltzmann equation:
∇ · ε(r)∇φ(r)− κ′sinh[φ(r)] = −4piρ(r) (2.48)
where we have incorporated most of the terms into κ′, related to the






where e is the
electronic charge, I is ionic strength of the solution and NA is Avogadro's
number. At low ionic concentrations (as in most biological cases) it is
acceptable to linearise Equation 2.48 by writing the hyperbolic sine function
as a Taylor expansion and keeping only the ﬁrst expansion, giving:
∇ · ε(r)∇φ(r)− κ′φ(r) = −4piρ(r) (2.49)
In order to solve Equation 2.49 several approaches have been developed
of which one of the most favoured numerical approaches is the ﬁnite diﬀer-
ence Poisson-Boltzmann method.[120123] In this case, cubic grid lattices
are superimposed over the solute and solvent system and the electrostatic
potential, charge density, dielectric constant and ionic strength are calcu-
lated at each grid point. Although it is possible to assign a grid for atomic
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resolution (or higher) charge allocation is usually spread over the six or
eight nearby points in a distance dependent manner (as ions will rarely
exist exactly on a grid point). The potential at a grid point, k, is then:
φk =
∑
i εiφi + 4pi
qk
L∑





where L is the side of the grid cube, φi is the potential at the nearest
neighbours i, εi is the dielectric constant midway between φk and φi, f(φk)
is sinh[φ(r)] for the non-linear PB equation and 1 for the linear case. κ′20 is
zero inside the solute cavity and κ′2 elsewhere.
This method requires careful assignment of the solute-solvent bound-
ary, most often using either the molecular surface or the accessible surface,
in order to correctly give solute and solvent dielectric values to the grids.
Once assigned it is possible to give each grid point its associated internal or
external dielectric constant. In this way it becomes possible to calculate a








i − φ1i ) (2.51)
where two seperate calculations are performed, one in vacuo (solvent dielec-
tric 1) and one in water (solvent dielectric 80), and the electrostatic energy
of a charge qi in a potential φi is equal to qiφi.[66]
The boundary of the ﬁnite grid must be given special care and most
implementations of the ﬁnite-diﬀerence method will also include a form of
focussing, whereby the calculation is done with a large continuum solvent
with the solute far from the grid boundary to obtain a coarse potential map.
A focussed calculation is then undertaken where the solute occupies a larger
percentage of the grid volume, so that all of the boundary points of the new
grid were internal grid points of the more coarse grid. The new grid points
then use the coarse grid values as initial guesses which should give a much
better treatment of the boundary.
While the ﬁnite diﬀerence method has been successful for many sys-
tems, it does have some drawbacks. The treatment of the solute-solvent
interface for example can be a problem as in many cases one cannot really
consider the water interface as a mobile bulk liquid. It can also be diﬃ-
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cult to capture the complex electrostatic eﬀects of a solute macromolecule
which are ususally anisotropic and include several regions of high polarity
as well as hydrophobic characteristics. One must also take great care with
the deﬁnition of the solute-solvent interface.
2.4.2.2 Solvent Accessible Surface Area
The solvent accessible surface is usually preferred to delineate the solute-
solvent boundary, using a water probe (commonly of radius 1.4 Å) with the
values for atom and charge radii taken from some reasonable force ﬁeld (see
Subsection 2.3.1). This adequately describes the electrostatic interactions of
the system however inclusion of the non-polar contribution to free energy is
also required which arises from short-range interactions between the solute
and solvent as shown in Equation 2.42. Solvent exposed area models are
also often based on the accessible surface area of the macromolecule and are
collectively known as Solvent Accessible Surface Area (SASA) models.[124,
125]
These attempt to calculate the values ∆Gvdw and ∆Gcav which we saw
from Equation 2.42 and are usually given as:
∆Gcav + ∆Gvdw = γA+ b (2.52)
where A is the total solvent accessible area and γ and b are constants
based upon empirical results (usually the experimental free energies ob-
tained when transferring alkanes from vacuo to solvent).
2.5 Protein - Ligand Docking
Many biological processes involve the binding of a molecule to the binding
site of a target protein in order to produce some desired eﬀect. This can
include processes such as muscle contraction, signalling systems between
cells or possibly inhibiting some competing interaction. Most drugs aﬀect
the body in a manner similar to this. It is thus of critical importance to en-
hance drug discovery to be able to locate and hopefully predict these binding
sites. Docking programs are one method to attempt to solve this problem:
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they can be used to reﬁne a known 3D structure from experiments, or they
can be used to perform `blind' dockings where the binding site is not known.
Docking simulations comprise of a form of search function, which searches
for the most energetically favourable pose of the ligand around the protein,
and scoring system which can be used to rank the placements for the bound
system. Usually the scoring function is related to the aﬃnity for binding
of the system as this is likely to produce the most stable structure.[126] A
common type of scoring function will be similar in form to that of the force
ﬁeld energy equation seen in Equation 2.27.
In this work the Autodock program has been used.[127, 128] This creates
a set of grids around the receptor molecule by calculating the energy of each
of the ligand atom types at each grid point. Using this the docking algorithm
then attempts to ﬁnd the global minimum of the system by positioning the
ligand on the grid. To start, a random position is usually chosen and the
ligand is moved around the conformational space of the system. Moves are
accepted on criteria speciﬁed by the user and are usually based on the ligand
having a more favourable potential energy than in the previous step, if this is
not true the move is rejected and the docking program tries another move.
Eventually the ligand reaches the maximum number of steps speciﬁed or
alternatively is unable to successfully move into another position and the
docking run is completed. Lamarckian genetic algorithms are commonly
used and have been shown to produce high eﬃciency and reliability.[129]
These are similar to the more standard genetic algorithm except that the
parent conformer, instead of simply transmitting random mutations to its
oﬀspring, will pass on some of its own information allowing the conformer
to continually reﬁne its own position around the receptor.
There may be many docking runs per docking simulation in order to fully
explore the conformational space of the system and the ﬁnal structures can
be clustered via the square root of the mean squared displacement (RMSD)
calculation which groups similar conformers together. Often the lowest en-
ergy structure of these clusters is then taken to be the `best' structure in
the cluster and several of these can be compared to the particular criteria
of the user and used in further computational work. If nothing is known a
priori about the system then the lowest energy cluster (or possibly a struc-
CHAPTER 2. THEORETICAL BACKGROUND 51
ture from the largest cluster, where these are not the same) is commonly
used.[127]
Due to the computational expense of these codes a common simplify-
ing measure is to consider the receptor entirely rigid (as is done in blind
dockings) which reduces the degrees of freedom of the system and makes
the calculations more manageable but greatly reduces accuracy. Some or
all of the bonds on the ligand are set to be rotatable which allows the
ligand to change shape to ﬁt around areas of the receptor and enables a
closer docking than would be possible with an all rigid structure. It is also
possible to designate ﬂexible receptor residues in a similar manner to the
ligand which should further improve the ﬁnal docking. This signiﬁcantly
increases simulation time due to the extra degrees of freedom in the system
and so this is used only when information on the binding site can be at-
tained from previous experimental work (such as X-ray crystallography or
NOESY data).
Chapter 3
Structural Properties of Green
Tea Catechins
Chapter Overview
In this chapter the structural properties of four green tea catechins are inves-
tigated. A suitable force ﬁeld is parametrised and used for classical molecu-
lar dynamics simulations for the catechins in the gas phase and in solution.
The conformational free energy landscape of the catechins is explored with
metadynamics. Since we are interested in studying the interaction of green
tea catechins with the cardiac protein troponin C (Chapters 5 and 6), we
also analyse the calcium sensitiser EMD 57033 and Levosimendan through
similar techniques.
3.1 Green Tea Catechins
As has been discussed in detail in Chapter 2, in addition to the classically at-
tributed calmative beneﬁts of tea, much speculation and research have gone
into investigating its possible role in preventing or ameliorating the eﬀects
of chronic diseases, especially its possible preventative eﬀects against heart
disease, diabetes, Alzheimer's, Parkinson's and cancer.[8, 25, 26, 130, 131]
There are a wide variety of mechanisms of action suggested to account for
these eﬀects, notably including the antioxidant and pro-oxidant eﬀects of the
green tea polyphenol catechins present in green tea. Previous studies have
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established that of the many available catechins present in green tea, the
majority of the active polyphenol content lies in only a few catechins, four
of which were chosen for analysis: ()-Epigallocatechin-3-gallate (EGCg),
()-Epicatechin-3-gallate (ECg), ()-Epigallocatechin-3-O-(3-O-methyl)-
gallate (EGCmg) and ()-Epigallocatechin (EGC). They are shown in Fig-
ure 3.1 with labelled benzopyran core ring (A/C) as well as gallate with
3,4,5-trihydroxy groups (B) and galloyl moiety (B′) with ester form.[131]
The dihedral torsions which determine the conformational layout of these
catechins are also labelled γ, θ and φ. These are of interest as they determine
the respective positions in or out of plane with respect to one another of
the aromatic rings which themselves contain several hydroxyl groups prone
to interact with the local environment via hydrogen bonding. The rings
are capable of cation-pi or pi − pi stacking interactions which may also be
important in biological environments such as in binding to proteins.
In order to fully understand the interactions of these molecules in sol-
vent and protein environments, classical simulations are required as the
system sizes and time-scales involved make more accurate ab initio meth-
ods prohibitively expensive. The remainder of this Chapter is dedicated
to the parametrisation of a suitable classical force ﬁeld and interrogation
of the structural aspect of these molecules from molecular dynamics and
metadynamics simulations.
3.2 Force Field Parametrisation for Classical
Simulation
Initially, total energy DFT calculations of the selected green tea catechins
were undertaken using Gaussian09[132]. The three dihedral angles deemed
to determine the interactions available to the catechin molecules (as shown
in Figure 3.1) were analysed using the B3LYP exchange and correlation
functional with a 6-311++G(d,p) basis set. This was in order to give suit-
able parameters to compare with the derived classical model. Potential
energy proﬁles were calculated whereby these angles were scanned at 22.5◦
increments with the remaining two angles restrained to minima positions
using harmonic potentials. In several minima positions single point cal-
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Figure 3.1: The four catechins selected. Included are labelled rings and
torsional angles of interest.
culations using the Møller Plesset method truncated to the second order
(MP2)[70, 133137] were carried out to determine highly accurate torsional
energy values for the γ torsion at the maxima (-90◦ and 90◦) and minima (0◦
and 180◦) values in order to conﬁrm the relative barrier height. Hartree-Fock
single point energies for the B3LYP optimised structures were also calcu-
lated in order to produce a parametrisation which would be compatible with
GAFF (General AMBER force ﬁeld).[138] RESP (Restrained Electrostatic
Potential) charges were ﬁnally used as the classical point charges of the
molecules. RESP charge derivation was carried out in AMBER[139] using
ESP charges from eight optimised minima positions which corresponded to
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the possible meta-stable states of the dihedral torsions derived from the
potential energy scans (or 2 for EGC which lacks the γ and θ dihedral an-
gles). In order to determine whether this classical force ﬁeld described the
system well, relevent torsion angles were again scanned at 22.5◦ increments
in AMBER in order to determine whether the DFT torsional proﬁle were
reproduced. Harmonic potentials were used to constrain two angles at pre-
viously established energy minima (for γ = 0◦, θ = 112.5◦ and φ = 90◦)
while the other angle was rotated at 22.5◦ increments as in the DFT calcu-
lations. The molecule was minimised with the conjugant gradient method at
each angle scanned. Using the default GAFF parameters for the molecular
torsions in AMBER led to the correct minima positions but overestimation
of the γ torsional barrier by a factor of 4. This was found to be due to
the lack of a speciﬁc dihedral parameter in GAFF for atom types Os-C-Ca-
Ca which was automatically replaced by a default X-C-Ca-X value derived
from C6H6. In order to correct this, a new dihedral parameter was gener-
ated to more accurately describe this torsion with IDIV F = 1, PK = 1.1
(kcal/mol), phase = 180◦ and n = 2 where the functional form of torsion




(1 + cos(nφ− phase)) (3.1)
With the force ﬁeld correction the γ minima points are well reproduced,
while the maxima are within 1.5 kcal/mol of the MP2 value.
The torsional proﬁles of EGCg, including those obtained with the cor-
rected torsional parameter of γ, can be seen in Figures 3.2, 3.3 and 3.4.
When energy minimisation is carried out on these proﬁles in AMBER one
can see some diﬀerence in absolute barrier height though the overall shapes
of the proﬁles are preserved. The φ torsion shows a sharper peak at 22.5◦
and −157.5◦ which is nearly 2 kcal/mol higher than the HF value. This is
due to the forced steric overlap of atoms on the B and B′ rings which the
AMBER minimiser is unable to completely account for, however during a
molecular dynamics simulation without restraints this is not a problem as
this conformation will not be encountered. The θ torsion minima at −67.5◦
is shown to be slightly too large compared to the DFT and HF scan which
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Figure 3.2: Potential Energy proﬁles for EGCg as a function of the γ angle
for θ = 112.5◦ and φ = 90◦ calculated with DFT-B3LYP and the classical
AMBER force ﬁeld. The B3LYP proﬁle is in black, the HF in blue, the
original proﬁle without torsional correction is shown in red while the cor-
rected proﬁle is shown in orange. The Single point MP2 energies at selected
angles are shown in green. The zero of the energy scale is set to the absolute
minimum.
Figure 3.3: Potential Energy proﬁles for EGCg as a function of the θ angle
for γ = 0◦ and φ = 90◦ calculated with DFT-B3LYP and the classical
AMBER force ﬁeld. The B3LYP proﬁle is in black, the HF in blue and
the classical proﬁle is in orange. The zero of the energy scale is set to the
absolute minimum.
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Figure 3.4: Potential Energy proﬁles for EGCg as a function of the φ angle
for γ = 0◦ and θ = 112.5◦ calculated with DFT-B3LYP and the classical
AMBER force ﬁeld. The B3LYP proﬁle is in black, the HF in blue and
the classical proﬁle is in orange. The zero of the energy scale is set to the
absolute minimum.
appears to be due to a slightly less disfavoured interaction between the ester
oxygen on ring B′ and the nearby benzopyran A ring carbons. The barri-
ers at −135◦ and 0◦ are reasonably well re-produced (to almost 1 kcal/mol
accuracy) however, and indicate that this minima conformation cannot be
explored under normal conditions. All the catechin proﬁles show similar
characteristics with the exception of EGC which lacks both the γ and θ
angles, leaving the B ring able to freely rotate. Overall, despite these small
energy diﬀerences in absolute barrier height, the classical force ﬁeld appears
to reproduce the main characteristics of these torsions well and was thus
used in the classical simulations.
As discussed in Chapter 2, in some systems dispersion eﬀects can cause
DFT functionals to perform badly. In order to test the diﬀerence between
a dispersion corrected and our uncorrected B3LYP functional, geometry
optimisations were performed in Gaussian09 for the EGCg γ torsion at
stationary points (-180◦, -90◦, 0◦, 90◦ and 180◦) using B3LYP-D with an S6
scaling factor of 1.05 according to Grimme's dispersion correction.[86, 87]
The γ torsion was chosen as it has well deﬁned, similar barriers in all the
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Figure 3.5: Comparison of the γ torsion potential energy proﬁle of EGCg
using B3LYP (black), B3LYP-D (red), and MP2 single point calculations
for reference (green).
catechins tested and its position aﬀects the proximity between the B and
B′ rings. The results are shown in red in Figure 3.5. The main diﬀerences
are in the 0◦ minima, where the B3LYP-D optimisation gives an energy
0.26 kcal/mol higher than the original B3LYP, and at the maxima at -90◦
where the barrier height is reduced by 0.5 kcal/mol. This is also closer
to the MP2 single point result. The diﬀerence is likely to be due to the
fact that the hydroxyl groups on the B′ ring are oriented towards the B
ring in this position and a small interaction occurs between the attached
hydrogens on the rings. Given the relatively small improvement shown
here it appears unlikely that the B3LYP-D functional would change the
parametrisation used for the force ﬁeld and appears reasonable to use the
uncorrected value though future work on similar structures may ﬁnd the
improvement valuable.
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3.3 Classical Molecular Dynamics of Catechins
3.3.1 Catechins in Vacuo
The initial structures of the catechins were taken from the minimised po-
sitions of the proﬁles discussed in Section 3.2. The major dihedral angles
were set to γ = 0◦, θ = 112.5◦ and φ = 90◦ where appropriate. Vacuo simu-
lations of the catechins were carried out with the AMBER10 package using
the parametrisation outlined in Subsection 3.2. Each catechin was initially
minimised for 10,000 steps using the steepest descent method for the ﬁrst
5,000 steps followed by conjugate gradient minimisation for the remainder
with a 10 Å cutoﬀ for non bonded interactions. Molecular Dynamics was
then used to heat the molecule up to 300 K with a Langevin thermostat us-
ing a 1 ps−1 collision frequency. With SHAKE[92] switched on to constrain
the bonds containing hydrogen atoms, a time-step of 2 fs was used and each
simulation run for 50 ns. While SHAKE is not strictly necessary for these
calculations as the total number of atoms in the system in each case is less
than 100, it allows us to easily compare to later simulations which include
water and a larger protein environment. This allowed averages for dihe-
dral motion and intra-molecular hydrogen bonds to be ascertained. Results
are displayed in Subsection 3.3.2 where they are compared directly to the
solvent simulations. The total intra-molecular hydrogen bonds are listed
in Table 3.1 where they are also compared with the water and chloroform
solvent cases.
3.3.2 Catechins in TIP3P Water and Chloroform
The catechins were prepared for solvent simulations by surrounding them in
a 10 Å buﬀer of TIP3P model waters[140] periodically repeated in a trun-
cated octahedral box. In this case the minimisation and MD was split into
solvent only and full system equilibration phases. First, with the catechin
held ﬁxed by positional harmonic restraints, the solvent was minimised us-
ing the combination of minimisation steps in Subsection 3.3.1. Following
this the restraints were removed and a further minimisation of the entire
system was carried out for 10,000 steps as previously stated. The equilibra-
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Table 3.1: Average number of Intra- and Inter-molecular hydrogen bonds
during the catechin MD simulations. In brackets are the averages obtained
when lowering the angle cut-oﬀ to 100◦.
Intra Inter
Catechin Vacuo Chloroform Water Water
EGCg 0.5 (3.8) 0.4 (3.9) 0.3 (3.7) 16.9
ECg 0.7 (2.9) 0.8 (3.0) 0.3 (2.8) 16.5
EGCmg 0.9 (3.9) 0.9 (3.9) 0.5 (3.6) 16.5
EGC 0.3 (2.5) 0.3 (2.5) 0.2 (2.1) 12.9
tion phase followed this pattern with 20 ps of MD heating the system from 0
K to 300 K using the Langevin thermostat with a 1 ps−1 collision frequency,
with harmonic restraints on the catechin and SHAKE[92] switched on, to
heat the solvent only. Subsequently the restraints were removed and the
system allowed to equilibrate for a further 100 ps with the same thermostat
at 300 K and a Berendsen barostat with a target pressure of 1 bar and
relaxation time of 1 ps. Production runs of 50 ns were then carried out
to produce data to contrast the vacuo simulations. Alternatively, to simu-
late a hydrophobic medium, the catechins were also placed in 10 Å buﬀers
of chloroform (CHCl3) to monitor the change in intra-molecular bonding
and preferential dihedral conformations. The minimisation and equilibra-
tion phase was identical to that performed for the TIP3P waters and the
simulations were run for 50 ns as previously.
Hydrogen bonding analysis was carried out to determine the behaviour
of the catechins in vacuo and solvent. These were tracked throughout the
simulations using the ptraj H-bonding facility with the AMBER package.
H-bond acceptor heavy elements are speciﬁed as well as possible electron
donors with both the hydrogen atom and the O or N atom they are con-
nected to. An H-bond is deemed to have been formed if the distance between
the donor and acceptor and the O-H-O (for example) angle is within pre-
deﬁned parameters. The inter-atomic distances of all donors and acceptors
which are able to form H-bonds were monitored. The donor-acceptor dis-
tance cut-oﬀ for inter-molecular H-bonds was 3.5 Å and the angle cut-oﬀ
was set to only accept angles larger than 120◦. These results are then aver-
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aged throughout the production run simulation. From examination of the
minimised positions of the ring hydroxyl groups, as well as their angular ﬂuc-
tuations in vacuo and solvent, it appears that the optimal intra-molecular
hydrogen bonding position occurs when the O-H-O angle is 110◦ and so the
H-bonding analysis was also carried out with an angular cut-oﬀ of 100◦ in
order to monitor this interaction. These averages are given in brackets in
Table 3.1 and are likely to be a better representation of the self interactions
occurring in the simulations. This is reasoned to be because inspection of
of catechin B and B′ rings would suggest that the hydroxyl groups could
form around two hydrogen bonds on each ring, far more than is seen with
the 120◦ cut-oﬀ but very close to that of the 100◦ cut-oﬀ.
In Table 3.1 some interesting trends are observed. From vacuo to solvent
the intra-molecular H-bonds appear to decrease very slightly except for
EGC which is moderate. This is due to the EGC O2 weak H-bond breaking
in the solvent case, reducing the total. There is little diﬀerence in the
overall solvent H-bonding when comparing ECg and EGCmg suggesting
that substituent eﬀects on the B and B′ ring will not have much eﬀect to
the overall external system interactions. For EGCmg it appears that the
methyl group on the attached oxygen strengthens the intra-molecular H-
bond to the neighbouring oxygen very slightly compared to EGCg. For ECg
there is a signiﬁcant decrease in the number of H-bonds due to the reduced
number of hydroxyl groups on ring B, this may be signiﬁcant as this was
seen to decrease the potency of green tea polyphenols in inhibiting lung
cancer growth.[141] In addition it was found that hydroxyls on the galloyl
group, ring B′, also showed considerable antiproliferative eﬀects in PC-9
human lung cancer cells[142] suggesting that the additional methyl goup in
EGCmg could disrupt this activity. In this way EGCmg and ECg could
be considered identical in that they both eﬀectively have one less hydroxyl
which can externally interact, leading to reduced activity. A breakdown
of H-bonds by catechin oxygen (using the 110◦ cut-oﬀ) is shown in Figure
3.7 while the oxygen numbering system, based upon EGCg, can be seen in
Figure 3.6.
Figure 3.7 gives a more in-depth view to the interaction diﬀerences be-
tween the catechins under diﬀerent solvent conditions. Vacuo and chlo-
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Figure 3.6: EGCg with oxygens labelled according to AMBER nomencla-
ture. In ECg O8 is replaced by a single hydrogen while in EGCmg O3 has
a methyl group bound to it instead of the hydrogen. In EGC the B′ ring
attached to O2 is replaced with a hydrogen.
roform simulations recover almost identical H-bond breakdowns, primarily
through increased hygrogen bonding with the O4 and O9 in the centre of the
trihydroxy groups. The presence of water solvent reduces intra-molecular
bonding slightly but mainly acts to `even out' the H-bond intramolecular
interaction as in vacuo and chloroform the hydroxyl groups tended not to
rotate. In all cases the O6 and O7, present on the A ring, readily form
roughly 2.5 bonds each marking them as prime sites for bonding in other
systems such as protein or lipid environments. As we might expect, the
interactions on the B and B′ rings are very similar with exception of the
locations where substitutions on diﬀerent rings take place. The ECg lack
of O8 causes an increased preference for intra-molecular binding to the O9
except in water solvent which shows little diﬀerence. Meanwhile the same
eﬀect is seen for the EGCmg O4 where the methyl group increases intra-
molecular bonding in all environments while drastically reducing it for O3
as we would expect due to the limited potential for rotation.
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Figure 3.7: H-bonds formed in MD simulation with each catechin oxygen.
Green: the number of intra-molecular H-bonds formed in vacuo. Blue:
number of intra-molecular H-bonds formed in water. Yellow: number of
intra-molecular H-bonds formed while in chloroform. Red: number of inter-
molecular H-bonds formed in water. Note that ECg lacks O8, while EGC
lacks O3, O4, O5 and O11. All intra-molecular bonds are attributed to
their acceptor oxygen to prevent double-counting.
For EGCg, ECg and EGCmg the O1, O2 and O11 oxygens (the ester and
benzopyran oxygens) show identical bonding behaviour due to the highly
similar conﬁgurations they observe. In the case of O1 the low absolute
charge on the oxygen as well as the apparent conﬁguration of the B ring co-
operatively act to prevent more than a very small amount of water solvation.
This is also true for EGC indicating that the B′ ring has little to no eﬀect
on this behaviour. While no intra-molecular interactions are seen with O1
in EGCg, ECg and EGCmg in the case of EGC about 0.5 intra-molecular
H-bonds occur with O1 from the O2 hydroxyl group present in vacuo and
chloroform, reduced to 0.25 in solvent. The lack of the B′ ring also en-
ables signiﬁcant solvent bonding to O2 in the water simulations though not
enough to compensate for the lack of the four other oxygens. Overall we
see that water solvation has a strong eﬀect on these molecules and as such,
hydrogen bonding is expected to be a major contributor to the interactions
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Figure 3.8: Histogram of the major dihedral torsions which determine the
structure of EGCg during MD simulation in vacuo (top) and water solution
(bottom).
available to these molecules. Due to the number of aromatic rings present
in the catechins the possibility of pi stacking interactions, especially between
the B and B′ rings, was investigated however this was found not to occur
due to the conformational restrictions of the rings, primarily due to the B′
ester conﬁguration.
The dihedral torsions which were used to parametrise the system are
monitored throughout the 50 ns production runs and shown in histograms
in Figure 3.8 for EGCg, Figure 3.9 for ECg, Figure 3.10 for EGCmg and
Figure 3.11 for EGC. The eﬀect of the chloroform solvent was seen to be
very similar to the vacuo case and so has not been shown.
Overall the dihedral histograms show very similar, if not identical pro-
ﬁles, in accordance with the parametrisation Figures 3.2, 3.3 and 3.4. The γ
angle is not seen to switch to the minima at 180◦ in any simulation while the
θ and φ angles switch between their two minimas. In all cases the torsions
appear to be more restricted in the vacuo case suggesting that H-bonding
does indeed play an important role in reducing the torsional barriers. As
expected, the lack of the B′ ring on EGC allows much easier rotation and a
minimal amount of occupation at all angles is seen, especially in water sol-
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Figure 3.9: Histogram of the major dihedral torsions which determine the
structure of ECg during MD simulation in vacuo (top) and water solution
(bottom).
Figure 3.10: Histogram of the major dihedral torsions which determine
the structure of EGCmg during MD simulation in vacuo (top) and water
solution (bottom).
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Figure 3.11: Histogram of the φ dihedral torsion of EGC during MD simu-
lation in vacuo (top) and water solution (bottom).
vent, though the minima positions at -90◦ and 90◦ are still heavily preferred.
For the θ angle it appears that the 90◦ position becomes more preferable in
solvent and this is especially noticable in ECg due to the asymmetry of the
B ring. In this case it appears that the φ and θ angles are heavily inﬂuenced
by one another with the ester oxygen appearing to slightly interact with the
B ring when in the θ = 90◦, φ = −90◦ conﬁguration.
Radial distribution functions between catechin oxygens and water sol-
vent oxygens have been calculated and can be seen for EGCg, ECg, EGCmg
and EGC in Figures 3.12, 3.13, 3.14 and 3.15 respectively. These can be
used to give an indication of the change in solvent environment and cat-
echin structure. O6 and O7 are equivalent for each catechin and we see
this is reﬂected in the proﬁles. As they are far from the other aromatic
rings they can interact with water molecules freely (also shown in Figure
3.7 where they show the largest number of H-bonds) and thus reproduce
the distinctive ﬁrst and second solvation shells at 3 Å and 5 Å respectively.
O11 also shows identical proﬁles for EGCg, ECg and EGCmg and shows
a clear peak for the ﬁrst solvation shell while the A and B′ rings exclude
further waters, leaving a barely discernable second shell. The tri-hydroxy
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Figure 3.12: Radial Distribution Functions of EGCg oxygens to solvent
oxygens.
Figure 3.13: Radial Distribution Functions of ECg oxygens to solvent oxy-
gens. The ECg lacks the O8 oxygen which changes the characteristics of
the O9 and O10 on the B ring.
CHAPTER 3. STRUCTURAL PROPERTIES OF CATECHINS 68
Figure 3.14: Radial Distribution Functions of EGCmg oxygens to solvent
oxygens. The EGCmg includes a methyl group attached to O3 which dis-
tinctly changes the solvation characteristics of the B′ ring.
Figure 3.15: Radial Distribution Functions of EGC oxygens to solvent oxy-
gens. Note that the EGCg lacks the B′ ring entirely which is replaced with
a hydrogen bonded to O2.
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oxygens on the rings (O3, O4 and O5 for ring B′ and O8, O9 and O10
for ring B) show similar characteristics in that the close proximity of the
nearby hydroxyls reduces the size of the ﬁrst solvation peak with respect to
O6/7 while the second peak is slightly obscured and at a distance around
5.5 Å. In all catechins the O1 oxygen is seen to be highly isolated due to
the nearby rings and thus can only interact minimally with the surrounding
waters. This behaviour is also seen for O2 except for EGC where the O2
has become part of a hydroxyl group and is relatively free to interact (and
thus the proﬁle is almost identical to the O6 and O7 oxygens). The EGCmg
O3 also give a distinct proﬁle due to the attached methyl group and shows
that this prevents the close association of waters.
3.3.3 Free Energy Conformational Landscape by Meta-
dynamics
In order to sample the local conformational landscape surrounding the four
catechins, metadynamics was undertaken using the previously discussed γ,
θ and φ torsional angles as collective variables. In the case of EGC only the
φ angle was selected as the molecule lacks the other two. A Langevin ther-
mostat and Berendsen barostat were used to maintain 300 K temperature
and 1 bar pressure using the same settings for the classical MD earlier. Po-
tential energy scans of the torsional proﬁles in Section 3.2 indicated that the
largest energy barriers were on the order of 10 kcal/mol. These were used
to determine the choice of Gaussian width and height, which were chosen to
be 10◦ and 0.1 kcal/mol respectively. The initial conﬁguration was chosen
to be the equilibrated catechin conﬁgurations from the conventional MD.
The vacuo and water solvent simulations were chosen for metadynamics.
Chloroform simulations were not carried out as the earlier analysis of the
MD suggests that vacuo and hydrophobic solvent have eﬀectively identical
eﬀects. The Well-tempered scheme was chosen to produce production runs
for both vacuo and solvent simulations in order to minimise the error in FES
reconstruction using PLUMED.[108] From earlier analysis of the torsional
barriers a bias factor of 15 was chosen to overcome barriers of around 8-12
kcal/mol. The FES for solvent and vacuo metadynamics as a function of
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CV after 100,000 gaussian depositions can be seen for EGCg in Figure 3.16,
for ECg in Figure 3.17 and for EGCmg in Figure 3.18. The free energy
proﬁles as a function of each collective variable integrated over the other
two are shown below. The 1-D proﬁles were produced by integrating out
the other two variables using the following general equation:




dze−F (x,y,z)/kBT ] (3.2)
Each reconstructed proﬁle was averaged over the last 1,000 proﬁles
which, when combined with the well-tempering eﬀect reducing gaussian
height in ﬂat conﬁgurational spaces, acts to further reduce the associated
FES reconstruction error to fractions of kcal/mol. The error in these proﬁles
is carefully explored in Section 3.3.3.1. The prominent stationary points of
the systems are well reproduced with some slight diﬀerences in absolute
barrier height. Solvent eﬀects clearly reduce the energy penalty to rota-
tion by as much as 1.5 kcal/mol. This has been determined to be due to
the eﬀect of hydrogen bonding on the multiple hydroxyl groups present on
the B and B′ rings. The barrier heights of the γ and θ torsions are shown
to be far too large (around 8 kcal/mol and 12 kcal/mol respectively) for
their rotation to be seen in classical MD. This is corroborated by the di-
hedral histograms seen in Section 3.2. The eﬀect of substituents on either
ring does not appear to greatly impact on the proﬁles themselves and it
appears inter-ring interactions are not changed or enhanced, though there
is a very slight interaction of the EGCmg methyl group on ring B′ with
ring B which shifts the energy barriers very slightly. The free energy proﬁle
of EGC in Figure 3.19 indicates that, except for the EGCmg, the rotation
of the B ring is relatively unaﬀected by the presence or absence of the B′
ring for the catechins as the two rings do not interact with each other. For
EGC the presence of solvent shifts the barrier maxima from -30◦ in vacuo
to +30◦. This switching eﬀect is not seen with the other catechins and is
in any case a small diﬀerence of around 0.5 kcal/mol which can easily be
overcome by thermal eﬀects. As with the other catechins, these results em-
phasize the importance of including explicit solvent in the simulations, as
the inter-molecular interactions are crucial to the underlying mechanisms
which deﬁne the catechin environment.
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Figure 3.16: Free Energy Surface maps at 300 K as a function of the dihedral
collective variables used during metadynamics for EGCg. The top row is
the vacuo metadynamics; the middle row is the solvent metadynamics; the
bottom row shows the free energy proﬁle as a function of each collective
variable integrated over the other two with the black line indicating the
solvent proﬁle and the red line indicating the vacuo proﬁle.
3.3.3.1 Analysis of the Error in Metadynamics Proﬁles
In order to examine the accuracy of the metadynamics proﬁles produced
throughout this work, a series of proﬁles were produced in a simulation-time
dependent manner and then overlaid to show the ﬂuctuational diﬀerence
as Gaussians are deposited. The proﬁles were produced for every 10,000
Gaussians deposited and those proﬁles were averaged over the last 1,000
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Figure 3.17: Free Energy Surface maps at 300 K as a function of the dihedral
collective variables used during metadynamics for ECg. Contour spacing is
2 kcal/mol. The top row is the vacuo metadynamics; the middle row is the
solvent metadynamics; the bottom row shows the free energy proﬁle as a
function of each collective variable integrated over the other two with the
black line indicating the solvent proﬁle and the red line indicating the vacuo
proﬁle.
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Figure 3.18: Free Energy Surface maps at 300 K as a function of the dihedral
collective variables used during metadynamics for EGCmg. Contour spacing
is 2 kcal/mol. The top row is the vacuo metadynamics; the middle row is the
solvent metadynamics; the bottom row shows the single collective variables
projected as a function of the free energy with the black line indicating the
solvent proﬁle and the red line indicating the vacuo proﬁle.
depositions. This is demonstrated in Figure 3.20 for the torsional CVs of
EGCg in water simulation. As the well-tempering method was used, a
converged simulation should have near negligible diﬀerences in the proﬁles
of these collective variables after a certain number of proﬁles.
From inspection of Figure 3.20 it can be seen that the only distinct
proﬁles are those of the ﬁrst (in black) and the second (in red) with the
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Figure 3.19: Free energy proﬁle of the single EGC metadynamics collective
variable, the φ torsion as a function of the energy. In black is the solvent
proﬁle while in red is the vacuo proﬁle.
Figure 3.20: Overlaid progression of the torsion collective variables for
EGCg in water taken at 10,000 Gaussian increments, setting each proﬁle
minima to 0 kcal/mol. Particularly noticeable are the ﬁnal proﬁle (dark
green), the ﬁrst proﬁle (black) and the second proﬁle (red).
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remainder largely overlapping, indicating a good convergence. The ﬁnal
proﬁle was then compared with the previous 3 proﬁles in order to give
a value for the the ﬂuctuations in the ﬁnal proﬁles. This procedure was
performed for all the metadynamics simulations and the standard deviation
for each proﬁle can be seen in Table 3.2 for the catechins using torsional
CVs in water simulations.
In Table 3.2 it can be seen that the error here is very small for all the
proﬁles, so much so as to be considered negligible and so it appears the
simulations are well converged. The θ angle appears to have the largest
ﬂuctuations by far which is likely because it was the last CV to be fully
explored due to its large barrier at 0◦. In the case of ECg and EGCmg,
conformational restrictions make overcoming this barrier slightly harder and
hence these show larger ﬂuctuations than for EGCg. Very similar values
were also derived for the simulations in vacuo but are not shown, for brevity.
3.4 Cardiac Drugs: EMD 57033 and Levosi-
mendan
EMD 57033 and Levosimendan are part of a class of drugs which are be-
lieved to aﬀect the strength of the cardiac muscle response to intracellular
calcium (discussed in Chapter 1) without the need to directly modify the in-
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tracellular calcium concentration in the system.[53, 143] This is carried out
either by making the regulatory thin-ﬁlament proteins more sensitive to the
calcium present or by stabilising their calcium induced changes.[144146]
Both EMD 57033 and Levosimendan are displayed in Figure 3.21.
Structurally EMD 57033 has similarities to the catechins in that it has
several smaller rings attached to central double ring though the atomic
composition is very diﬀerent. EMD 57033 is known to increase contractile
function and has been shown by solution NMR spectroscopy to interact
with the C terminal domain of the cardiac protein troponin C in a location
similar to that of EGCg.[5, 55]
Levosimendan is known to increase the calcium sensitivity of the cardiac
system, thereby increasing cardiac contractility without increasing intracel-
lular calcium. Levosimendan exerts its eﬀect by binding to cardiac troponin
C in a calcium-dependent manner. It is also believed to promote smooth
muscle relaxation by opening adenosine triphosphate (ATP)-sensitive potas-
sium channels. These combined eﬀects result in an increased force of con-
traction, as well as reduced muscle stress before and after contraction.[147]
If catechins such as those investigated earlier do indeed exhibit an eﬀect
on cardiac contractility as has been suggested, it is worth comparing their
interactions with that of a known calcium agent such as EMD 57033 or
Levosimendan
Force ﬁeld parametrisation of both molecules was carried out in a man-
ner described in Section 3.2. The molecules aromatic rings prefer planar
orientations and thus RESP charges were derived from the combination of
these 180◦ rotated minima conﬁgurations. Simulations in vacuo and water
solvent using AMBER (with the GAFF force ﬁeld) were then undertaken
with a protocol similar to that of the catechins and the statistics were col-
lected for 50 ns simulations.
Hydrogen bond analysis was carried out on the trajectories where all
nitrogen, oxygen and sulfur atoms were deemed capable of forming H-bonds.
For sulfur H-bonds the distance cut-oﬀ was increased to 4 Å.[148] The results
are seen in Table 3.3. EMD 57033 is entirely unable to self-interact via
intra-molecular hydrogen bonding while for Levosimendan it is possible in
vacuo between one of the nitrile groups which lies in a planar position
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Figure 3.21: Schematic structures of EMD 57033 (top) and Levosimendan
(bottom) with labelled rings.
Table 3.3: Total Intra- and Inter-molecular hydrogen bonds during simula-
tions of known calcium sensitisers.
Intra Inter
Molecule Vacuo Water Water
EMD 57033 0.0 0.0 6.2
Levosimendan 0.2 0.0 7.9
with the nearby N-H group. The eﬀect of this can be seen in Figure 3.21
as a slight asymmetry between the two nitrile groups. This interaction
is not reproduced in water solvent. While Levosimendan is the smaller
molecule it appears it can interact more successfully externally via H-bonds
on the nitrile groups as shown by the nearly two extra hydrogen bonds,
with respect to EMD 57033, formed in water. Though there are a similar
number of aromatic rings to the catechins in these molecules, no aromatic
stacking can occur due to the relatively planar arrangements of the rings.
In the case of EMD 57033 this means that, while it has roughly the same
number of atoms as the catechins discussed earlier (EGCg = 51, ECg = 50
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EGCmg = 53, EMD 57033 = 53), it is structurally longer which changes its
binding and interaction capabilities. Compared to the catechin simulations
it is clear that these molecules have a reduced solvent interaction (as we
would expect given their molecular composition) and both molecules are
likely to favour slightly hydrophobic environments, as is seen with the deep
binding of EMD 57033 to the troponin C hydrophobic cleft.[55]
Chapter Conclusions
In this Chapter we have parametrised classical force ﬁelds based on GAFF
for the green tea catechins EGCg, ECg, EGCmg and EGC as well as the
cardiac drugs EMD 57033 and Levosimendan. The quality of these force
ﬁelds have been assessed with a comparison to ﬁrst principles calculations.
These have then been used for molecular dynamics and metadynamics sim-
ulations which have allowed us to evaluate solvation eﬀects and to explore
the conformational landscape of the green tea catechins. The force ﬁelds
will be used in Chapters 5 and 6 to study the interaction of EGCg and the
calcium sensitier EMD 57033 with the cardiac muscle troponin C.
Chapter 4
Electronic Properties of Green
Tea Catechins
4.1 Chapter Overview
In this Chapter the electronic structure of several radicals of the EGCg and
EGC catechins have been interrogated using Hartree Fock, Density Func-
tional Theory and Møller Plesset methods. The importance and role of these
radicals and antioxidation properties of the catechins is discussed. Three
major mechanisms have been investigated, hydrogen abstraction transfer,
single electron transfer and sequential proton loss electron transfer, and the
energies for each have been calculated and compared. An analysis of the
suitability of widely available functionals in DFT has also been carried out,
paying special attention to their ability to produce accurate estimates for
the spin density localisation of these types of systems. The use of an implicit
polar solvent has been shown to drastically change the relevant energies of
cationic and anionic states depending on the external dielectric used.
4.2 The Importance of Catechin Radicals
Catechin radicals are believed to be important when considering their can-
cer prevention properties due to their interactions with reactive oxidative
species; however due to the reactive nature of such molecules it can be dif-
ﬁcult to make accurate analysis in experimental conditions. It is therefore
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useful to investigate their properties using computational techniques to elu-
cidate the electronic characteristics of the neutral and radical states of green
tea catechins.
This Chapter focusses on the antioxidant action of the green tea cate-
chins. The following quantities are evaluated:
Bond-dissociation enthalpy (BDE) - This is deﬁned as the change in en-
thalpy of a system (at standard conditions) when a covalent bond is broken.
In chemistry, BDE is considered in terms of the breaking of one mole of a
reactant, in the gas state, into radical products and the average bond break-
ing energy is usually taken (for example, for each C-H bond in a molecule).
In this work the homolytic case is considered, where each product retains
one of the electrons involved in the bond. As this work focusses on static
calculations of single molecules where a speciﬁc bond is broken, the use of
BDE here is better thought of as the removal of a hydrogen from the parent
molecule to form a neutral radical.
Ionisation Potential (IP) - This is the energy required to remove an elec-
tron to an inﬁnite distance from a molecule or atom. In this work, the ﬁrst
ionisation potential is investigated which is the removal of the electron from
the highest occupied molecular orbital and is the diﬀerence between the
energy of the neutral molecule and the cation. Additionally, the adiabatic
ionisation potential is investigated here which means that the geometry of
the cation has been re-optimised into its new energy minimum position.
This is opposed to the vertical ionisation energy where the energy of the
cation is calculated for the same structure as the neutral molecule.
Proton transfer - This is where a proton is removed from the molecule,
leaving a negatively charged ion. It can be thought of as a calculation
of the acidity of a molecule. The deﬁnition of a Brønsted-Lowry acid is
a substance that can transfer a proton to another substance.[149] This is
important in the case of sequential proton-loss electron transfer as the initi-
ation of such reactions is the removal of a proton from the molecule, followed
near-instantaneously by the removal of an electron. The important diﬀer-
ence between this and BDE is that the proton and electron involved are not
from the same bond in the reactant, nor do they attach to the same location
in the product and so it is useful to think of these as separate process here.
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Lipid peroxidation, a chain propagating reaction in which hydrogen
atoms are abstracted and many damaging radicals can be formed, has been
shown to lead to serious health problems, especially cancer.[150, 151] The
production of these radicals can be prevented through the interception of
peroxyl radicals by polyphenol antioxidants (in our case the green tea cat-
echins). Several mechanisms have been proposed for this eﬀect: hydrogen
abstraction transfer (HAT); single electron transfer (SET); and sequential
proton loss electron transfer (SPLET).
Lipid peroxidation occurs in three major stages, initiation, formation of
peroxyl radical and chain propagation:
ROO ·+LH → L ·+ROOH (4.1)
L ·+O2 → LOO· (4.2)
LOO ·+LH → LOOH + L· (4.3)
where we have some unsaturated fatty acids and an initial radical from
which alkyl radicals L· form, which in turn go on to form lipid hydroper-
oxyl radicals LOO·. Peroxyl radical formation in Equation 4.2 is very fast
(∼ 109M−1s−1); however the hydrogen transfer reaction in Equation 4.3 is
quite slow (∼ 101M−1s−1) which allows polyphenol antioxidants (PhOH)
to intercept peroxyl radicals and prevent chain propagation. In the HAT
mechanism:
LOO ·+PhOH → LOOH + PhO· (4.4)
This reaction is dependent on the bond dissociation enthalpy of the polyphe-
nol antioxidants: the weaker the O-H bond of the hydroxyl group, the faster
the reaction in Equation 4.4. The important quantity here is therefore the
BDE.
SET reactions can also occur through the following process:
PhOH + LOO· → PhOH+ + LOO− (4.5)
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PhOH+ +H2O ↔ PhO ·+H3O+ (4.6)
LOO− +H3O+ ↔ LOOH +H2O (4.7)
This reaction is solvent dependent, as the important quantity to calculate
is the IP of the hydroxyl group, but results in the same products as the
previous HAT mechanism.
The ﬁnal proposed mechanism is SPLET, also known as Proton Coupled
Electron Transfer:
PhOH → PhO− +H+ (4.8)
PhO− +ROO· → PhO ·+ROO− (4.9)
ROO− +H+ ↔ ROOH (4.10)
This can also be thought of as the acidity of the molecule in that it is
dependent on the ability of the PhOH to act as a proton donor. This
mechanism can lead to false identiﬁcation of some reactions as HAT rather
than SET as SPLET can occur rapidly in some environments.[152]
In many cases SET reactions are slower than those of HAT and this is
also believed to be the case for green tea catechins indicating that HAT is
the dominant mechanism.[153] Experimental investigations of the products
of both mechanisms have shown that the reactions occur on the phenolic B
ring of the catechin (ECg, EGCg and EGC were investigated)[153, 154] even
if the galloyl moiety (B′ ring) is present. The radical scavenging activity of
these molecules has been experimentally predicted to be ECg ≤ EGC <
EGCg based on their rate of reaction with peroxyl radicals, suggesting that
EGCg is of most interest in this area.[155] Computational work on these
molecules using a locally dense basis set (LDBS) method has suggested
ECg < EGC ≤ EGCg on the basis of calculated δBDE values (relative
to phenol).[153] The three processes (SET, HAT and SPLET) have the
same products so by calculating the energy cost of the limiting step (proton
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transfer, electron transfer or hydrogen transfer) it may be possible to gain
insights into the energetic favourability of these mechanisms.
4.3 Comparison of Radical Scavenging Mech-
anisms
The radicals were formed by taking the minimised neutral structures of the
catechins tested and removing an electron (to form the cation), a proton
(to produce an anion) or a hydrogen (to form a charge-neutral radical).
Two of the catechins investigated in Chapter 3 were chosen to investigate
the quantities of interest. These were EGCg, due to its believed superior
radical scavenging ability and larger abundancy, and EGC due to its wide
structural divergence compared to the others due to the lack of the B ring.
In addition, both these molecules were considered to be the most eﬃcacious
in radical scavenging ability in previous work.[151, 153, 154, 156] The se-
lected catechins were optimised in neutral, cationic, anionic and PhO· forms
as it was assumed that the radicals would have enough time to re-orient
themselves into favourable conformations before further chemical processes
occur. Two neutral radicals produced via HAT mechanisms were used, the
radical with an external hydroxyl hydrogen removed (H8) and the radical
with the internal hydroxyl hydrogen removed (H7), both from the B ring.
These are shown in Figure 4.3, while the structures used for EGC were very
similar (see Figure 3.1) and are labelled in the same manner.
They were chosen because experimental work has implicated the hy-
droxyl groups on this ring as being overwhelmingly targeted for these inter-
actions over other locations.[156] In the anionic case, the initial structures
are exactly the same as for the neutral radicals but with only a proton re-
moved at the H7 or H8 positions leaving a -1 charged singlet state. The
H8 radical was considered indistinguishable from the H6 form as the only
diﬀerence lies in the dihedral φ rotation of ±90◦ which has extremely small
barriers to rotation, as found in Chapter 3. In all cases a basis set of
6-311++G(2d,2p) was used in order to attempt to precisely capture the po-
larisation eﬀects of the cationic and anionic states. A selection of functionals
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Figure 4.1: Initial structures of the EGCg neutral and anionic radicals.
Left: the B ring interior hydroxyl hydrogen is removed from the 4' carbon
position (labelled H7). Right: the exterior hydroxyl hydrogen is removed
from the 5' carbon position (labelled H8). Both initial structures were
modiﬁed by rotating their hydroxyl groups into optimal intra-molecular
hydrogen bonding positions before geometric optimisation. Carbon B ring
labels are also shown.
were used to compare the applicability of several widely used methods with
radical systems. The calculations were carried out with HF as well as a se-
lection of DFT functionals to compare their performance, including B3LYP,
CAM-B3LYP and M05-2x: B3LYP[157] was chosen as it is a popular hybrid
functional and widely tested which has shown itself to be useful for biologi-
cal molecules; CAM-B3LYP[82] was included to test whether improvement
could be found with the Coulomb attenuating method to correct long-range
interactions; M05-2x[158, 159] was used as it was parametrised for non-
metals with double the amount of long range exchange (hence 2x) and
was shown to perform very well for radical reaction barrier heights as well
as non-covalent interactions. These were also repeated using the Polaris-
able Continuum Model (PCM) to reproduce an aqueous environment which
is important to account for polarisation eﬀects using a dielectric constant
of ε = 78.36 for water.[160] Zero point energy corrections were included
from frequency calculations of the geometrically optimised stuctures. For
each functional tested the radical was compared with the respective neutral
molecule to calculate the relevent adiabatic proton transfer, IP or BDE. In
the case of the BDE the energy diﬀerence was modiﬁed by the functional
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Table 4.1: IP, BDE and proton dissociation energies in kcal/mol for EGCg
in gas phase (top) and in PCM implicit water solvent (bottom) including
zero point energy and thermal corrections to room temperature.
Functional BDE H+ transfer IP
H7 H8 H7 H8
HF 44.21 46.36 336.12 339.15 149.80
B3LYP 67.86 74.79 315.78 321.21 164.13
CAM-B3LYP 68.85 76.79 316.21 321.28 175.39
M05-2x 73.54 80.95 329.95 320.23 177.59
PCM-H2O - - - - -
HF 45.44 47.67 290.51 291.68 112.37
B3LYP 69.39 75.32 272.66 275.88 136.47
CAM-B3LYP 71.16 77.44 272.01 275.23 137.84
M05-2x 74.75 80.74 286.36 287.20 141.42
Table 4.2: IP, BDE and proton dissociation energies in kcal/mol for EGC
in gas phase (top) and in PCM implicit water solvent (bottom) including
zero point energy and thermal corrections to room temperature.
Functional BDE H+ transfer IP
H7 H8 H7 H8
HF 43.69 46.30 334.92 336.56 148.52
B3LYP 67.70 74.57 316.88 320.75 168.10
CAM-B3LYP 69.58 76.47 316.98 320.52 173.86
M05-2x 72.39 79.66 316.75 320.37 176.42
PCM-H2O - - - - -
HF 45.39 47.71 292.68 292.89 111.44
B3LYP 68.77 74.75 277.22 280.04 135.03
CAM-B3LYP 71.17 77.10 276.80 279.13 137.11
M05-2x 74.13 80.67 276.49 278.15 140.88
energy of the hydrogen atom of -0.4998 Hartrees for HF, -0.5023 Hartrees
for B3LYP and -0.4989 Hartrees for CAM-B3LYP and -0.4993 Hartrees for
M05-2x. The results are shown in Table 4.1 for EGCg and Table 4.2 for
EGC.
In both Table 4.1 and 4.2 one can see a clear ranking of energy for the
quantities measured. It should be noted that these calculations cannot give
a complete picture as radical chemistry is highly dynamic and there are
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many other factors involved that cannot be easily modelled with static cal-
culations. Energy barriers are also not evaluated. However, for all function-
als tested it appears that the BDE in the HAT mechanism is signiﬁcantly
smaller than the IP in SET and the H+ transfer in SPLET. It is also clear
that the central, H7, abstraction would be more favourable than the H8,
though the diﬀerences in energy are not large and it may be possible for
either to occur. Compared to data reported by Leopoldini et. al.[151] we
can see that EGCg and EGC compare favourably against Epicatechin and
Catechin (catechins similar to EGC and EGCg also found in green tea) in
both IP and BDE values in the gas phase (reported as Epicatechin BDE
- 73.7 kcal/mol, IP - 170.8 kcal/mol; Catechin BDE - 74.2 kcal/mol, IP -
169.7 kcal/mol. All calculations using B3LYP with a 6-311++G(d,p) basis
set in Gaussian). We immediately notice a stark reduction in IP and H+
transfer energy when including the eﬀects of water solvent which is not re-
produced in the BDE values. In fact these BDEs seem slightly larger under
PCM conditions, though still smaller than the other quantities.
The H+ transfer energy in both catechins appears quite high, in large
part due to the inability of these methods to calculate the energy of isolated
protons, even in water. It appears unlikely that proton transfer would be
favoured over ionisation or hydrogen abstraction, given these results. Com-
parison of the results shown in the two tables suggest that for these mech-
anisms EGC ≈ EGCg consistent with previous computational work.[153].
While EGC appears to have slightly lower computed BDE and IP energies
in general than EGCg, the diﬀerences are smaller than 1 kcal/mol especially
with the BDE values there is almost no diﬀerence in energy. Earlier com-
putational work using the LDBS method with B3LYP provided a reference
value for ∆BDE and ∆IP of -16.1 kcal/mol and -27.9 kcal/mol respectively
where the values are given relative to those of phenol and are in the gas
phase. The Table 4.1 value for B3LYP in gas phase corresponds to -14.0
and -26.9 kcal/mol in good agreement, though this changes signiﬁcantly
for the other functionals tested and becomes ∆BDE of -11.5 and ∆IP of
-6.8 when implicit solvation is included. Various experimental works have
placed the BDE value of phenol at 88.7 kcal/mol in the gas phase and 85.2
kcal/mol in water solution.[161] Previous DFT computational works men-
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tioned however place these value at 87.1 kcal/mol in the gas phase using
a Restricted open-shell approach[153] and 82.9 kcal/mol in gas phase and
97.1 kcal/mol in water, using PCM.[156] Both calculations used the B3LYP
functional and so to compare with our own we ﬁnd value of 82.1 kcal/mol
in gas phase and 81.1 kcal/mol in water solution. While our value is further
from experimental estimates than the restricted open-shell approach in gas
phase, we do see the same experimental trend of a reduction in the BDE
from gas phase to solution unlike the work of Leopoldini et al.[156] who
give a solution BDE over 10 kcal/mol too high. A possible reason for this
discrepancy is that in this earlier work the structures were optimised using
AM1 methods with a 6-31G basis set.
4.4 Spin Density Distributions
In order to estimate the accuracy of the calculations performed it is useful
to examine the localisation of electron spin in the systems. As previously
discussed, experimentally it is believed that radical processes are carried out
on the pyrogallol (B) ring of these catechins. We would therefore expect
the excess unpaired spin in the cationic and neutral systems to be localised
here. This is in fact an extremely important test of the applicability of
the DFT functional as the methodology is completely dependent on the
electron (and therefore spin) density. The location of the spin density of
these radical states is also likely to be where electrophilic attack occurs on
these molecules. Experimental work in deriving the products of such rad-
ical interactions have overwhelmingly claimed that the site of electrophilic
attack is on the catechin B ring.[150, 154, 162, 163] Previous computational
work[151, 156] assert that the unpaired spin of the radicals of Catechin and
Epicatechin are delocalised over the B and C rings in gas phase which ap-
pears slightly at odds with the experimental view that the B ring alone is
the crucial site. The spin densities of selected neutral and cationic EGCg
radicals are shown in Figures 4.2, 4.3 and 4.4. EGC radicals are shown in
Figures 4.5, 4.6 and 4.7.
For all neutral radicals tested, of both EGC and EGCg, the observed
B3LYP spin density is highly similar to the CAM-B3LYP and M05-2x func-
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Figure 4.2: Cation spin densities for the EGCg molecule at ﬁxed isovalue
0.005 electrons per Å3. Left: gas phase optimisations. Right: PCM water
solvent optimisations.
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Figure 4.3: Selected neutral H7 EGCg radical spin densities at ﬁxed isovalue
0.005 electrons per Å3. Left: gas phase optimisations. Right: PCM water
solvent optimisations.
Figure 4.4: Selected neutral H8 EGCg radical spin densities at ﬁxed isovalue
0.005 electrons per Å3. Left: gas phase optimisations. Right: PCM water
solvent optimisations.
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Figure 4.5: Cation spin densities for the EGC molecule at ﬁxed isovalue
0.005 electrons per Å3. Left: gas phase optimisations. Right: PCM water
solvent optimisations.
Figure 4.6: Selected neutral H7 radical spin densities are shown at ﬁxed
isovalue 0.005 electrons per Å3. Left: gas phase optimisations. Right: PCM
water solvent optimisations.
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Figure 4.7: Selected neutral H8 radical spin densities are shown at ﬁxed
isovalue 0.005 electrons per Å3. Left: gas phase optimisations. Right: PCM
water solvent optimisations.
tionals as no qualitative diﬀerences between them can be seen in either gas
phase or aqueous solution. The cation calculations of both catechins in
gas phase give highly varied spin density distributions, depending upon the
chosen functional. In addition, as can be seen in Figure 4.2, the optimised
structural conformation of EGCg is also quite diﬀerent between the func-
tional chosen, primarily in the rotation of the θ dihedral. Though this does
not appear to aﬀect the trend of IPs in Table 4.1, the B3LYP functional
indicates a spin density spread over the entire molecule in the cationic state
and it is unlikely that this is an accurate picture of the spin density as the
radical reactions are believed to centre on the B ring in all cases. In the
case of the CAM-B3LYP and M05-2x the structure is unable to optimise
near the neutral conformation and there is considerable rotation of the di-
hedral θ angle with spin localisation on the A ring. This rotation enables
interaction between the A ring and carbonyl oxygen from the B′, hence
there is also a small accumulation of spin denisty on this oxygen. For the
HF calculation the spin density appears spread between the B and B′ rings
in a symmetric manner around the rings. In addition it was found that
spin contamination is signiﬁcant in the HF calculations, the annihilated S2
value being 0.87 for the cation and between 1.01 and 1.02 for the neutral
radicals. For every functional tested the eﬀect of PCM solvent with a high
dielectric constant drastically changes the distribution of spin density by
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restricting it entirely onto the B ring of the molecule and localised around
the 4′ carbon of the ring which corroborates the earlier work of experimen-
talists discussed previously. With PCM solvent the optimised geometry of
the EGCg structure also reverts more closely to the initial neutral orien-
tation and that seen with B3LYP in the gas phase, suggesting that this
functional is a reasonable choice for geometry optimisation even if it cannot
capture electron spin behaviour. For both neutral radical states the DFT
functionals chosen gave almost identical distributions of spin density con-
centrated, as expected, around the B ring. In the H7 case this leads to spin
localisation around the central 4′ carbon bonded to the de-hydrogenated
oxygen with highly symmetric spin density around the neighbouring car-
bon bonds. In the H8 case there are accumulations of spin on the carbons
either side of the 5′ carbon with only a small distribution extending over
this carbon itself. This distribution is highly asymmetric and appears to
indicate that the 4′ carbon is generally preferred and therefore the likely site
of electrophilic attack. The Hartree Fock calculations also appear to give
reasonably close distributions to the DFT results, but show spin densities
symmetrically localised completely over the de-hydrogenated oxygen and
alternating carbons on the ring.
To test the eﬀect of the PCM solvent with a small dielectric the B3LYP
optimisation of both EGCg and EGC were re-run in benzene (ε = 2.27) and
the spin densities of the cation and hydrogen abstracted radicals are shown
in Figure 4.8.
The associated IP, BDE and proton transfer energy are shown in Table
4.3 where we can seen similar trends between catechins as was seen in the
gas and water calculations.
The hydrogen abstraction radicals show little diﬀerence in BDE from
that of the earlier gas phase and water calculations but we do see a change
in the cation and anion results as we would expect from the results in Tables
4.1 and 4.2. The distributions of spin density is also similar with the neutral
radicals showing no real diﬀerence to the gas phase results while the cation
is considerably closer to the gas phase distribution than the water, though
in the case of EGCg no spin density is seen on the B′ ring here. These
results seem to indicate that as the external dielectric is increased, the
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Figure 4.8: Radical optimisations of the EGCg (Left) and EGC (Right)
molecules displaying unpaired spin density with B3LYP using benzene im-
plicit solvent at ﬁxed isovalue 0.005 electrons per Å3.
Table 4.3: IP, BDE and proton dissociation energies in kcal/mol of the
radical forms of EGCg and EGC in PCM implicit benzene solvent including
zero point energy and thermal corrections to room temperature.
Radical EGCg EGC
Cation 148.22 150.23
H7 Abstracted 68.81 67.87
H8 Abstracted 75.33 74.54
H7 Anion 303.12 283.80
H8 Anion 310.38 306.32
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spin density of the charged radical localises more around the B ring, giving
results closer to that expected from experiment. Overall, DFT calculations
of these cationic radicals do not appear to be able to give a reliable spin
density without the inclusion of implicit solvent with a high dielectric.
4.5 Møller Plesset Calculations of Cations
Further analysis of the two catechins was undertaken using unrestricted
MP2 (UMP2) single point energy calculations on the B3LYP optimised
structure. This structure was chosen as it has been shown to give a very
similar estimate for the geometry of the minimised system to the PCM re-
sults despite poorly resolving the spin density in the gas phase. Energy
evaluations were carried out to establish whether the eﬀects of spin con-
tamination play a signiﬁcant role in the energy evaluations of the system.
The structures of the UMP2 with spin density iso-surface can be seen in
Figure 4.9.
Figure 4.9: EGCg and EGC optimised cation with UMP2 single point en-
ergy evaluation displaying the MP2 spin density at ﬁxed isovalue 0.005
electrons per Å3. In this case the EGCg MP2 energy was slightly lower in
the φ -90◦ position while for EGC this remained in the +90◦.
Similar to the HF evaluation seen earlier, for EGCg the UMP2 result
places concentrations of spin density over alternating carbons 1′, 3′ and 5′ of
the B ring but unlike the HF this is also seen on the benzopyran A/C ring
instead of the B′ ring. The EGC spin did localise on the B ring but, as with
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EGCg, the spin appears to localise over individual B ring carbons, in this
case the 2′, 4′ and 6′. Spin contamination was a factor in the unrestricted
EGCg case with S2 found to be 0.781 after annihilation. As this was within
10% of the true value of 0.75 we consider this not to be a dominant eﬀect
and is much reduced over the HF values. For EGC the S2 was 0.757 and so
considered negligible. The IP value of the UMP2 EGCg cation was 184.36
kcal/mol while for the EGC this was 187.01 kcal/mol. Both values lie closer
to that calculated for the CAM-B3LYP and M05-2x functionals in gas phase
earlier and it is interesting to note that these functionals too showed spin
density accumulation on the benzopyran ring in the EGCg case though
this does not satifactorily explain the EGC cation energy. Overall neither
structure appears to represent a better picture of the catechin cation than
those calculated with DFT methods earlier despite the increased cost of
calculation.
4.6 Chapter Conclusions
Investigation into the IP, BDE and proton transfer energies of the antioxi-
dants EGCg and EGC led to several trends being observed: directly com-
paring between catechins suggests that EGC ≈ EGCg, while the quantities
themselves rank in terms of energy cost BDE < IP  H+transfer and in
both neutral and anionic abstraction cases the central H atom is preferred.
Despite reasonable agreement with previous work, analysis of the spin den-
sity of the cationic states appears to suggest that the functionals selected led
to overly de-localised spin conﬁguration without the use of PCM implicit
solvent with a high dielectric constant. In addition there are signiﬁcant
torsional structural diﬀerences in the EGCg molecule in the gas phase us-
ing the CAM-B3LYP and M05-2x functionals which are very diﬀerent from
the aqueous case. HF calculations in cation and neutral radical states led
to signiﬁcant spin contamination which is only partly improved by Møller
Plesset methods and it is clear that these calculations cannot accurately
capture the radical characteristics of these catechins.
Chapter 5
Interaction of Epigallocatechin
3-Gallate with Cardiac Troponin
C
Chapter Overview
In this Chapter we examine the protein C-terminal troponin C and its inter-
action with the green tea catechin EGCg. Previous experimental research
on these systems is discussed and used to establish rigorous computational
protocols for docking and classical simulations which we then analyse and
compare to experiment. The suitability of computational docking with re-
gards to this and similar protein systems is investigated and the eﬀect of
EGCg on calcium mobility in wild-type and mutated protein is presented.
Following this, metadynamics to elucidate the binding site of EGCg is car-
ried out and compared with the work in Chapter 3. The results contained
in this Chapter have been published in PLOS ONE.[164]
5.1 Troponin C: Function and Mutation
Troponin is a protein which exists in both cardiac and skeletal muscle and
plays diﬀerent functions depending on the location. Of interest in this work
is cardiac troponin (cTn), shown in Figure 5.1, which has a critical role in
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regulating relaxation and contraction in the heart. The protein is attached
to tropomyosin and lies between actin ﬁlaments found in muscle tissue. It is
composed of three distinct protein sub-units which each play important roles
in this regulatory function. Troponin C (cTnC) binds Ca2+ and regulates
the thin ﬁlament activation, troponin I (cTnI) inhibits contraction in the
absence of Ca2+ and troponin T (cTnT) attaches the troponin complex to
tropomyosin on the actin ﬁlament.[165]
As demonstrated by solution NMR[166], troponin C (see Figure 5.2) is
a dumbbell shaped protein consisting of two domains comprising the C and
N terminals connected by an α-helical linker. Each domain contains two
EF-hand helix-loop-helix motifs which act to bind divalent cations, though
in the N domain one of these sites is inactive. The hydrophobic core of
the regulatory N-terminal (cNTnC) domain is buried inside the protein but
unlike in the case of skeletal TnC, which exposes its hydrophobic core when
bound to Ca2+, the regulatory domain is not thought to undergo major
conformational changes upon binding Ca2+.[4, 166169] The Ca2+ binding
sites on the C terminal cTnC are of high aﬃnity and without the ions bound,
the domain remains unstructured.[170]
Calcium ion binding is known to be the physiological activator of con-
tractile proteins and so troponin C is of particular interest to researchers
looking for ways to modulate heart contraction as the cTnC protein is a
useful target for drugs which attempt to either sensitise or desensitise the
ability of the system to bind Ca2+ in order to restore normal heart func-
tion. These types of drugs are considered safer than others currently used
such as milrinone[171] which alter the cytosolic Ca2+ homoeostasis and can
cause arrhythmia or death with continued use. As the regulatory domain
of cTnC undergoes the initial binding of calcium ions which triggers the
relaxation-contraction cycle, it has traditionally been the target for Ca2+
sensitisers/desensitisers; however the structural domain (cCTnC) has re-
ceived scientiﬁc interest of late as its location is the primary binding site
of cTnC with the rest of the thin ﬁlament and so cCTnC my be a suit-
able target for drugs which alter the calcium sensitivity of the protein.
The switch region of cTnI (residues 147-163) interacts with cNTnC to draw
the inhibitory and C terminal regions of cTnI (residues 128-147 and 163-
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Figure 5.1: X-ray crystal structure of the partially resolved core domain
of two entwined human cardiac troponin proteins saturated with Ca2+(in
pink). Troponin C (shown in Green), troponin T (shown in yellow) and
troponin I (shown in red). PDB code 1J1D[4]
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Figure 5.2: View of the dumbbell shaped Troponin C protein sub-unit taken
from PDB 1J1D. The N terminal is in light green while the C terminal is
in dark green. Three calcium ions are present in the high and low aﬃnity
active sites and are in pink.[4]
210 respectively) away from actin during the relaxation-contraction cycle,
while the anchoring region of cTnI (residues 34-71) interacts with cCTnC to
tether the cTnC protein to the thin ﬁlament. The calcium sensitiser EMD
57033 is believed to work by weakening the interaction of cTnI(34-71) with
cCTnC and thereby increase the tendancy for cCTnC and cTnI(128-147)
to bind.[55] As both EMD 57033 and EGCg are believed to bind near the
hydrophobic cleft of cCTnC, it is possible that these have a similar eﬀect.
Recent experiments have identiﬁed the green tea catechin EGCg as a possi-
ble calcium desensitiser which may be of use as a treatment for Hypertrophic
Cardiomyopathy[28, 172] however further investigation into these calcium
modulators is required to understand precisely the mechanisms which allow
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them to carry out such function.[6] This leads to the need for in-depth struc-
tural and conformational analyses using atomistic computational methods.
5.2 Rigid and Flexible Docking Studies
The initial research by Sykes et al.[6] provided a useful basis from which it
becomes possible to explore and investigate the eﬀects of catechins in a car-
diac system. Using the AUTODOCK[127] program suite it was possible to
perform a computational docking to compare with the experimental results
as well as search for possible alternative binding sites. Several docking cal-
culations were undertaken to establish the viability of the scoring and search
algorithm to reproduce the known system (deposited in the pdb database,
code 2KDH[6]). The lowest energy NMR structure from the 2KDH pdb
is diplayed in Figure 5.3. On the left cCTnC·EGCg with labelled helices
and bound calcium ions is shown while on the right cCTnC·EGCg is shown
with the protein surface (displayed by residue type) which surrounds EGCg
highlighting the highly hydrophobic environment of the cleft.
The preliminary docking of EGCg to cCTnC was carried out with no a
priori knowledge of the binding site assumed. This gives a quick binding
result as bond rotations and translations are not accounted for but tends
to provide lower quality bound structures. An all rigid receptor was used
in the form of the cCTnC extracted from the lowest energy solution NMR
structure with non-polar hydrogens removed. A set of cubic atomic grids
which spanned the entire protein as well as a 10 Å buﬀer region on all sides
was included in order to allow translation and rotation of the catechin by the
search algorithm. Default Gasteiger charges were applied to the protein with
the calculated DFT charges for EGCg (as discussed in Chapter 3. All non-
polar hydrogens the ligand were removed and the ligand bonds comprising
C-C and C-O atoms which were not part of a ring system were speciﬁed to
be ﬂexible. The results of this preliminary docking overwhelmingly centred
around the hydrophbic cleft in excellent agreement with the established
experimental work and so a more reﬁned, ﬂexible docking was carried out.
The grid was localised around the hydrophobic cleft with dimensions 94 ×
106 × 96 Å in order to improve the clustering of results. A grid spacing
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Figure 5.3: 2KDH pdb stucture showing C terminal troponin C in complex
with EGCg. Left: Protein-ligand structure shown with labelled helices and
calcium ions. Right: Display of protein molecular surface centred on EGCg.
Surface is coloured by residue type where white is hydrophobic, red is acidic,
blue is basic and green is polar uncharged.
of 0.182 Å3 was used. Several residues inside or very near the hydrophobic
cleft were found to have strong NOE contacts with EGCg experimentally.
These were the residues MET120, LEU121, LEU136, MET157 and VAL161
which are displayed in orange in Figure 5.5. Using this knowledge as a
basis it is possible to deﬁne these residues as `ﬂexible' to the AUTODOCK
program, eﬀectively treating the bonds contained within this selection as
able to move in the same manner as the ligand. This helps provide a more
reﬁned docking result as the ligand is able to ﬁt more closely to these areas of
the protein (if it is favourable to do so). 200 Lamarckian genetic algorithm
runs were carried out using a population size of 150 and each set to carry
out 25 million energy evaluations. The conformations were then clustered
using a 2 Å root-mean-square ﬁt and ranked by binding energy. From this
result several structures were extracted to be used in further simulation.
The ﬁrst structure was the lowest energy conformer from the largest, lowest
energy cluster (often considered the `best' structure) named Model 1 (or
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Figure 5.4: Clustering results of EGCg to cCTnC hydrophobic cleft using a
reﬁned, restricted grid and active residues chosen from NOE data.
M1), a conformer from the same cluster but in which the ligand was rotated
anti-clockwise (with respect to the aromatic ring positions in the cleft) from
the position of Model 1 named Model 2 (or M2) and a third structure named
Model 3 (or M3) from the second lowest energy cluster which was categorized
by binding to the surface of the hydrophobic cleft instead of bound within
it. The largest cluster is at the lowest binding energy position and is a
good indicator of the success of the docking as the structure must be easily
accessible and stable in order for it to be considered a likely candidate for
the real docking location. A low instance of clustering would suggest that
no overall position is favourable which would prevent meaningful further
computational analysis. Despite the large clustering at low energy this
docking was unable to reproduce exactly the experimental structure, Models
1 and 2 were both positioned slightly to the right of this and Model 3 is
at the edge of the cleft. It is therefore necessary to use classical Molecular
Dynamics in order to produce statistical averages which may be used to
compare these models against experiment.
These were chosen as a compromise between the main factors which
describe a well docked structure, namely the energy of conformation (an
indication of the most `ideal' position) and cluster size (an indication of
the likelihood of the ligand reaching this position). The binding energies of
Model 1, 2 and 3 were -67.67, -62.44 and -63.17 kcal/mol respectively. The
docked structures are displayed within cCTnC in Figure 5.5 as well as the
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Figure 5.5: Side view of cCTnC with computationally and experimentally
docked EGCg ligands. In cyan is the experimental NMR lowest energy
structure; in red is M1; in yellow is M2 and in purple is M3. GLY159, which
is mutated to an ASP in the mutant models, is displayed in pink while the
ﬁve experimentally derived NOE residues are in orange.
location of the GLY159 residue whose mutation to an ASP has been linked
to some forms of Dilated Cardiomyopathy (DCM).
These conformers were chosen in order to best represent and explore
the possible interactions and poses available to the catechin. Model 2 was
chosen speciﬁcally due to its shifted orientation with respect to Model 1
which may change its possible interactions with the protein. Model 3 was
similarly chosen to represent the catechin binding in a sub-optimal location
near but not within the cleft. This may give an indication of the exit or
entry pathway for EGCg in the cleft during MD.
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These three models were then prepared for further classical simulation
via molecular dynamics. For comparison, the cCTnC structure initially ex-
tracted from the 2KDH pdb was prepared without EGCg (the wild-type
model) and is denoted as M0. The lowest energy bound EGCg structure
from the experimental NMR data was also extracted from the 2KDH pdb.
This model was used to compare against the computationally docked sys-
tems and is labelled Mexp in the later work.
Both experimental structures were also mutated to the GLY159ASP
(G159D) case in order to compare the eﬀects the cardiac response to the
addition of EGCg in this case. These models are labelled M0mut (mutated
troponin C alone) and M1mut (mutated troponin C with bound EGCg) later
work and are identical to the M0 and Mexp models with the exception that
residue glycine 159 has been mutated into an aspartic acid residue.
The troponin C mutation G159D was performed by taking the initial
cCTnC structure and stripping all non-backbone atoms from the Glycine
159 residue and re-labelling the residue ASP. This structure was then run
through xleap, within the AmberTools package, which is able to access
the Amber database of nucleic acids and place Aspartic acid non-backbone
atoms in the optimal positions around the residue (the database is composed
of amino acid structure deﬁnitions based on NMR and crystallographic data
as well as quantum mechanical calculations in some cases). Glycine is one
of the simplest amino acids, with only a hydrogen side-chain, while Aspartic
acid has a large side-chain, so care was taken to ensure that the new side-
chain was not positioned within another residues inside the protein. This
problem was made slightly simpler with the cCTnC model as residue 159
is very close to one of the terminal strands of the protein and so was not
within a closely packed protein space. The new mutant residue was min-
imised within the xleap program to remove any close contacts with nearby
atoms, then the mutated protein underwent full minimisation prior to the
equilibration simulations.
5.2.1 Coordination and Inclusion of Calcium Ions
The EF-hand loop motif found in troponin C is a common feature of many
signalling proteins which bind Mg2+ or Ca2+. As previously stated in the
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Figure 5.6: Initial coordination of the site 1 calcium (pink) with surrounding
protein oxygens (red) in cCTnC. Structure taken from pdb 2KDH.
review of the troponin protein, the structural form of C-terminal troponin C
contains two calcium sites which are of high aﬃnity. In general calcium ions
bind with varied coordination numbers based on the speciﬁc site; however
the coordination number tends to be between 7 and 9 in protein crystallo-
graphic structures with oxygen as the preferred ligand.[57, 59, 60, 173] This
is quite diﬀerent compared to Mg2+ (with coordination number 6), which
has the same charge and is known to bind to similar sites as calcium.[57, 60]
5.2.1.1 Force Field Parameters
The parameters for the two divalent calcium ions were made into a library
ﬁle and remained ﬁxed for every simulation. The Van der Waals parameter
was taken from the AMBER parm99 database (originally adapted from the
work by Johan Åqvist[174]) giving a radius of 1.71 Å, 6-12 potential well
depth of 0.4598 kcal/mol and the charge for each atom set to 2.0. These
ions were not covalently bonded to the troponin protein but allowed to
move freely during the simulation. Divalent ions are diﬃcult for molecular
mechanical methods to model properly and so to test the suitability, the
coordination number was monitored throughout the simulations.
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5.3 Molecular Dynamics Simulations
5.3.1 Molecular Dynamics Protocols
The models in Section 5.2 were prepared for MD simulations using the
program xleap which is included in the AMBER suite of software and in-
corporates many functions of this program for structure preparation and
revision. The non-polar hydrogens which were removed during the docking
preparation were added at minima positions based on the relevent amino
acids in the protein. 11 Na+ counter-ions were placed around the structure
in order to neutralise the system (12 counter-ions were required for M0mut
and M1mut due to the additional charge on the protein from the aspartic
acid) using a Coulombic potential on a grid, followed by explicit solvation in
a periodically repeated 12 Å buﬀer truncated octahedral box of TIP3P wa-
ter molecules.[140] MD was carried out using the AMBER10[139] molecular
dynamics package using the ﬀ03[94, 105] force ﬁeld. These structures were
ﬁrst minimised and then equilibrated followed by molecular dynamics for
productions runs. The program PMEMD (or Particle Mesh Ewald Molec-
ular Dynamics) was used to carry out all the simulations; this program is
a variation of AMBER's sander MD engine which was designed to improve
the performance of commonly used methods of simulation in AMBER (in-
cluding PME simulations) as well as providing a more eﬃcient performance
on parallel machines. The simulations were run on HECToR - High-End
Computing Terascale Resource, the UK's National supercomputing service.
Initial minimisation was carried out using positional restraints on the
protein and ligand atoms while the water and counter-ions were allowed to
relax. 20,000 minimisation steps were carried out, the ﬁrst 15,000 using
steepest descent minimisation followed by 5,000 conjugate gradient min-
imisation steps. Both speed and accuracy were considerations here as the
steepest descent method is very useful for minimising potential energy of
the structure quickly, but is less useful for ﬁnding the ﬁnal minimum po-
sition, which the second method is much better at. Constant volume and
periodic boundary conditions were used along with a cutoﬀ of 10 Å for the
non-bonded interactions. A second stage was carried out to minimise the
entire system and so the positional restraints on the protein and ligand
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atoms were removed. Again 20,000 steps were carried out using the same
methodologies.
Following this a restrained MD simulation was carried out in order to
heat the system from 0 K to 300 K using the Langevin thermostat[99] (with
a collision frequency of 1.0 ps−1) and at constant volume for 20 ps. Once
this heating was complete the restraints were turned oﬀ and the simulation
was equilibrated at 300 K for 100 ps. The SHAKE algorithm was also used
to constrain the bonds with hydrogen in the protein allowing a time-step of
2 fs.[92]
Finally production runs of 50 ns of MD was carried out on each of
the structures in the NPT ensemble with the constant temperature of 300
K (again using the Langevin thermostat) and constant pressure of 1 atm,
using the Berendsen barostat with a time constant of 2 ps.[97, 139] Statistics
from the simulations are collected for the last 45 ns of these simulations,
with the ﬁrst 5 ns considered an equilibration phase. In order to make
selective analysis of the calcium sensitising eﬀects of EGCg bound to cCTnC,
a simulation using EMD 57033 bound deep into the cleft of cCTnC was
also prepared and carried out in a manner identical to the methodology
described. The structure was taken from the pdb database, code 1IH0[5],
and can be seen alongside EGCg in Figure 5.7. Some discussion is given to
its interaction capabilities and any altered eﬀects on calcium ion sensitivity,
including calcium coordination, in Subsection 5.3.6.
5.3.2 Secondary Structure Stability
Calculation of the RMSD of a molecular structure can provide a relatively
simple and eﬀective gauge for the stability of the molecular system as well
as indicate any points of large conformational change during the trajectory.
It may also be instructive to compare the protein stability in cases with
and without the bound ligand in order to see the eﬀect EGCg can have
on the native state of the protein. This also allows a relatively simple
comparison of the wild-type and mutated proteins. The protein backbone
RMSD (atoms C, CA, N, O for each amino acid residue) for each model
tested is averaged over the equilibrated 45 ns and the values, along with
ﬂuctuations, are shown in Table 5.1 and in Figure 5.8.
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Figure 5.7: cCTnC with deeply bound EMD 57033 from the lowest energy
NMR structure of pdb code 1IH0[5]. For comparison the initial Mexp EGCg
structure is also shown in purple illustrating the comparative surface binding
of EGCg.
The majority of the ﬂuctuations appear to derive from the terminal
strands of cCTnC as the centre of the protein tends to be highly stable.
Several trends can be seen from this data. It is apparent that the muta-
tion causes both an increase in absolute deviation and overall ﬂuctuations
compared to M0. All the models tested were found to be stable, as can be
clearly seen in Figure 5.8 however the ranking of stability for the models
appear to be Mexp followed closely by M0 and M1, then the M2 and M3
and ﬁnally the mutated systems. This is largely in accordance with what
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Table 5.1: Averaged protein backbone RMSD values for cCTnC models with
and without EGCg.








Figure 5.8: Protein backbone RMSD ﬂuctuations over full simulation time
for cCTnC models.
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Table 5.2: Average EGCg hydrogen bonds formed during simulation.
Model Solvent H-bonds Protein H-bonds Total H-bonds
Mexp 12.5 3.9 16.4
M1 10.7 5.2 15.9
M2 12.5 4.5 17.0
M3 11.3 4.2 15.5
M1mut 11.9 3.9 15.8
MEMD 4.8 0.1 4.9
would be expected given the earlier docking results. It is also interesting to
note that in all cases the addition of bound EGCg moderately reduces the
ﬂuctuations of the cCTnC protein and this is especially so in the mutated
system indicating a stabilising eﬀect of the green tea molecule on the protein
structure.
5.3.3 Hydrogen Bonding
As EGCg contains 8 hydroxyl groups and 3 further oxygens it is expected
that hydrogen bonding will be a major contributor to the interactions be-
tween it and the local protein environment. Indeed, in Chapter 3, we ﬁnd
that in classical water solvent EGCg forms almost 17 inter-molecular H-
bonds in total along with a small amount of intra-molecular bonding as well.
When bound to cCTnC, the EGCg rings appear highly conformationally re-
stricted in a hydrophobic environment so we compare these diﬀerences. In
addition to the standard hydrogen bonding atoms (O and N in the case of
cCTnC) it has also been shown that this type of bonding can occur with
sulfur atoms.[148] As cCTnC contains sulfur atoms in the Methionine side-
chain, one residue of which has been shown experimentally to have NOE
contacts with EGCg, we include the possiblity of hydrogen bonding between
the two. EMD 57033 contains four oxygens, three nitrogens and a sulfur
atom however these are generally restricted in ring positions or in the case
of the oxygens, have attached methyl groups. This prevents excess interac-
tions by hydrogen bonding and, as was seen in Chapter 3, fewer interactions
compared to EGCg.
The total H-bonding to the EGCg ligand when in complex with the
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Figure 5.9: EGCg molecule with labelled rings and carbon bonded hydrogen
as indexed in AMBER.
cCTnC hydrophobic cleft is slightly reduced compared to the solvation alone
in water except in the case of M2 where it is almost identical. The larger
number of solvent H-bonds of M2 and M3 are likely due to a slightly more
loosely bound position on the protein when compared to M1 as established
from the docking simulations. The M2 results closely agree with the Mexp
structure and it is highly probable that the M2 EGCg is exposed to the
solvent in the same manner due to their similar starting ring orientation
with respect to the cleft. M1 shows the largest number of H-bonds with
the protein, localised primarily on the A and B' rings (the rings are shown
labelled in Figure 5.9). It appears that these strong H-bonds prevent a
re-orientation of the rings which may act to reduce overall ligand exposure
to solvent. The hydroxyl groups on EGCg will readily donate to form an
H-bond throughout the entire simulation except in the case of M1 where it
is likely the tight binding of the A and B' rings trap one of the OH groups
inside the hydrophobic cleft. These results suggest that orientation of the
ligand rings with respect to the protein has a much larger inﬂuence on total
H-bonding than tight binding to the protein via initial docking.
As expected, EMD 57033 did not interact with cCTnC through hydrogen
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Table 5.3: Major protein-ligand H-bonds formed during simulation.
Model Major H-bonded Residues
Mexp GLU161, GLY159, MET120
M1 PHE156, GLY159, GLU161
M2 GLU126, GLU161, GLY159
M3 GLU135, GLY140, ASP139, THR124
M1mut GLY91, MET120, LYS158
bonding in any signiﬁcant way. The ends of the molecule which are exposed
to solvent are able to form hydrogen bonds and it is here that the majority
of the H-bonds are found, with the ring bound nitrogens and sulfur adding
only around 0.3 H-bonds to the total. Overall H-bonding in the M1mut case
is very similar to Mexp as we expect but it is likely that the conformational
re-organisation of the protein due to the mutation has reduced the possible
solvent exposure to EGCg compared to Mexp.
Table 5.3 discloses the important protein-ligand H-bonds which con-
tribute to the stability of the system. These were deﬁned as H-bonds which
existed for more than 30% of the total simulation time. For the unmutated
models we generally see the same two residues reappearing, GLY159 and
GLU161 on the terminal H helix, though as expected this is not the case
for M3 which attaches more closely to the G and F helices of cCTnC. These
interactions with the terminal strand of the protein are likely damping the
ﬂuctuations of this part of the protein and may partially explain why the
M3 RMSD was much higher than the others. The M1mut case is slightly
diﬀerent in that the GLY159 is now ASP159. Due to the larger size of the
ASP side-chain it appears that it becomes more preferrable for EGCg to
interact with the adjacent residue LYS158 instead. In addition it appears
that this allows EGCg to form an H-bond with GLY91 at the terminal near
helix E, meaning EGCg spans both sides of the cleft while still interacting
deeply within the cleft to MET120. This then leads to the reduction in
ﬂuctuations we see in Table 5.1 for the mutated case.
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Table 5.4: pi − pi Interactions during production runs between EGCg and
cCTnC PHE residues.
Model Ligand Ring PHE Residue Bond lifetime
Mexp A PHE104 0.1%
M1 A PHE156 0.6%
B PHE104 0.3%
M2 B′ PHE156 4.8%
M3 A PHE156 43.1%
B′ PHE156 67.8%
M1mut B′ PHE156 1.1%
MEMD A PHE156 32.0%
A PHE104 4.3%
D PHE156 81.5%
5.3.4 Aromatic Stacking Interactions
The cCTnC protein contains two Tyrosine and four Phenylalanine residues
which may undergo aromatic stacking with EGCg or EMD 57033. While a
pi stacking interaction is diﬀcult to accurately describe using classical MD
(due to the lack of correlation eﬀects included in the model) it is still pos-
sible to observe analogous interactions from the van der Waals interaction
between aromatic rings. These rings were tracked throughout simulation
and their relative distances and angle to the ligand rings monitored. When
two aromatic rings came within 5 Å (measured centre-to-centre) of each
other with the angle between the vectors normal to those rings less than
45◦, a stacking interaction was considered to be taking place.[175] The only
aromatic rings that showed interactions with the EGCg ligand were those
of the PHE104 and PHE156 residues which remain close to the surface of
the hydrophobic cleft. These can be seen with respect to the EGCg binding
site in Figure 5.10.
Table 5.4 gives a full breakdown of the aromatic stacking interations
taking place in the models. PHE156 appears much more likely to interact
with the ligand and in one case did so for a signiﬁcant percentage of the total
simulation time. The majority of interactions taking place in this manner
were nearly instantaneous where two rings come brieﬂy into contact but
do not maintain the interaction for very long. Despite this, stacking may
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Figure 5.10: cCTnC with labelled aromatic residues which lie on the hy-
drophobic cleft surface. Mexp is also shown for comparison.
be signiﬁcant as there are some changes in the protein arrangement when
stacking occurs due to the space required for the rings to rotate suﬃciently
to form a bond in the ﬁrst place.
This is especially noticable in the case of M3 where the loose binding
of the ligand allows the rings to easily re-arrange into favourable stacking
positions. The lower number of protein-ligand H-bonds may also have af-
fected the ability of M3 to rotate to accomodate such stacking interactions.
Notably, in the M1 case, a strong H-bond is seen to form between PHE156
and EGCg which would prevent the rotation required to stack the rings.
Given the wide variance in the frequency of aromatic stacking occurring be-
tween the EGCg and cCTnC for all models it is unlikely that the interaction
plays a dominant role in the binding process between the two in this case
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though these interactions may help compensate for sub-optimal binding. In
the case for MEMD, when monitoring the two EMD 57033 aromatic rings (B
and D in Fig. 3.21) as well as the sulphur-containing ring (A), the average
number of pi − pi interactions was 1.2; these were essentially with PHE156,
and to a much smaller degree with PHE104. The increased amount of pi−pi
interactions compensated for fewer viable hydrogen bonds with the protein
with respect to EGCg.
5.3.5 Comparisons with Experimental NOE Data
NMR imaging is an experimental technique which is very useful for gener-
ating structural conformations of large proteins and other polymers. Using
the Nuclear Overhauser Enhancement (NOE) distance restraints (generated
from NOESY data) as a comparison, the computationally docked simula-
tions can be assessed for their suitability to represent the EGCg-troponin
complex. The NOE eﬀect is proportional to 1
r6
where r is the inter-atomic
distance. Therefore by tracking the inter-atomic distances between atoms
during the simulation a set of distance values comparable to those inferred
from experiment can be determined which should estimate the average po-
sition of the ligand with respect to the cCTnC. These are shown in Figure
5.11. The naming convention for the EGCg H atoms is shown in Figure 5.9.
Due to the symmetry of the EGCg molecule several hydrogen atoms
are considered indistinguishable in experimental NOE calculations such as
the H16 and H17 as well as the H9 and H10. This is not a problem in
computational studies as the atom indexes are unique, however in order to
produce a representative set of data which is comparable to experimental
work the r−6 data have been averaged together where appropriate.
As we expect, due to the stochastic nature of the MD, the simulations
do not match exactly with the NMR data; however it should be noted that
in order to show a true agreement between experiment and simulation the
simulated NOE distances should not only reproduce those NOEs found by
experiment but should also not show any NOEs that are not also found in
experiment.[176]
The Mexp, M1 and M2 results appear to be in reasonable agreement with
the NMR data. The Mexp structure is in closest agreement with this (as
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Figure 5.11: Comparison between experimental NOE data (empty
squares)[6] and calculated (diamonds) NOE distances between select hy-
drogen atoms of EGCg (abscissa) and cCTnC residues (ordinate) in the
cCTnC·EGCg models. The colours correspond to the following ranges:
medium (2.7 Å - 3.3 Å, purple); weak (3.3 Å - 5.0 Å, red); very weak
(5.0 Å - 6.0 Å, orange).
we might expect) as seen in the similarity of the H12 and H13 contacts
to MET120, LEU121 and MET157 as well as the H18 and H9/10 NOEs.
The M1 results appear slightly shifted away from the Mexp structure, likely
due to the diﬀerent polyphenol ring orientation with respect to the cleft as
discussed in Section 5.2, suggesting that despite diﬀerent docked orienta-
tions the average position of EGCg during these simulations is not markedly
diﬀerent. There are striking similarities between the Mexp and M2 NOEs,
notably with the H12/H13 contacts to MET120 and LEU121 indicating that
both structures during simulation do not move signiﬁcantly far from their
initial position and orientation, but it is likely that the M2 structure moves
to a slightly more central position in the cleft from its initial one in order
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to reproduce these NOE results so closely.
The M3 trajectory, on the other hand, clearly diverges with the others as
shown by a complete lack of interaction with MET120 and MET157, again
likely due to its original docked position being further out of the hydrophobic
cleft. This indicates that the large potential barriers to rotation of the
polyphenol rings examined in Chapter 3 do not prevent the structure from
ﬁnding an equilibrium position in the cleft, nor does binding to diﬀerent
parts of the troponin C hydrophobic cleft prevent the EGCg from optimally
orienting within the simulation time once there. These results give credence
to the notion that the EGCg position is stable in the hydrophobic cleft and
does not require a speciﬁc ring orientation with respect to the protein,
though molecular interactions can only slightly adjust the EGCg position




Calcium ion sensitivity is at the core of questions over eﬀective treatments
for heart disease which target the troponin complex, whether by direct
eﬀects on the binding propensity of inter-cellular calcium ions or by less
direct modiﬁcations of the protein-protein interaction causing changes to
the calcium signalling response. While it is known that the calcium sites in
cCTnC are of high aﬃnity and do not instigate the contraction-relaxation
cycle in the same manner as the calcium binding to the N terminal domain,
it has been shown that mutations which aﬀect calcium sensitivity on the
N terminal will also aﬀect the C terminal sites and thus the reverse is also
likely to hold true.[177]
The behaviours of the calcium ions at the two binding sites, which we
labelled I and II in Figure 5.3, were monitored and compared for the various
models. The distributions of the RMSD of each calcium ion calculated with
respect to their positions at the end of the MD equilibration for all the
models aligned with respect to the cCTnC backbone are shown in Figure
5.12. For the M0 simulation, deformation to reduce solvent exposure of the
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Figure 5.12: Distributions of the RMSD of calcium ion at site I versus that
of site II. Overlaid in black are the wild-type cCTnC simulations while in
red are the mutated troponin simulations: (a) M0, (b) MEMD, (c) Mexp, (d)
M1, (e) M2, (f) M3.
hydrophobic core tended to conﬁne the calcium ion at site I while having
the opposite eﬀect on site II. The destabilising eﬀect on site II was so large
that the corresponding calcium ion began a transition to a new location after
nearly 48 ns (the simulation was extended a further 4 ns in order to map this
transition). For comparison the results of the EMD 57033 simulation are
shown where it can be seen that the presence of the ligand highly restricts
ﬂuctuations of the ions. The addition of EGCg to the hydrophobic cleft
tended to drastically reduce ﬂuctuations on both calcium sites, including
the case of binding in M3, although it is further from the cleft than the
other models. Interestingly, the G159D systems with and without EGCg
showed larger ﬂuctuations overall, especially for the calcium ion at site I,
though no transition to a diﬀerent location was observed. This is consistent
with the experimental observation that calcium ions show a reduction of
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Table 5.5: The coordination numbers of calciums ions averaged throughout
the cCTnC MD simulations.








binding aﬃnities in cardiac tissue aﬀected by dilated cardiomyopathy.
5.3.6.2 Calcium Coordination
The number of oxygen atoms coordinated to the calcium ions was calculated
by integrating the radial distribution function of calcium to oxygen up to
the ﬁrst minima which was found to be a distance of 3.5 Å. The shell
peaks were seen at 2.65 Å. Calcium coordination distance is slightly diﬀerent
depending on the protein/environment and this distance appears to be in
reasonable agreement with previous work on the coordination distance of
calcium ions in water under various geometries as well as coordination in
EF hand loops.[178, 179] The results for the cCTnC models in Table 5.5.
There appears to be very little variation in the coordination between
simulations, including those of the mutated protein. The coordination of
the site 2 calcium does not change by more than 0.2 for all the simulations
tested, while for site 1 this is slightly lower, with a wider variation of 0.5.
For both sites the values are within the range of 7-9 expected from crystal-
lographic data and so it appears that the simple model used to treat the
divalent cations is suﬃcient.
5.3.7 Binding Free Energies
The binding free energy of the protein-ligand interaction was evaluated us-
ing the MM/PBSA facility within the AMBER program suite.[180] This
program combines molecular mechanics energies with continuum solvation
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Table 5.6: Estimates for the free energy of binding between cCTnC and
EGCg using an internal dielectric of 1.0. All values given in kcal/mol.
Model ∆H −T∆S ∆G ∆∆G
Mexp -16.3 ± 5.8 20.2 ± 4.3 3.9 ± 7.3 0.0
M1 -18.6 ± 5.8 19.7 ± 4.2 1.0 ± 7.2 -2.9
M2 -16.8 ± 6.6 19.1 ± 3.0 2.3 ± 7.3 -1.6
M3 -6.5 ± 5.8 18.9 ± 5.0 12.4 ± 7.7 8.5
M1mut -16.4 ± 4.3 19.0 ± 3.8 2.4 ± 5.7 -0.1
MEMD -22.3 ± 4.1 20.1 ± 2.5 -2.2 ± 4.8 -6.1
model approaches (discussed in Chapter 2) within the Poisson-Boltzmann
Surface Area (PBSA) scheme. A salt concentration of 0.1mM was mimicked
in order to more closely reproduce the biological environment. Enthalpic
contributions were evaluated using the PBSA method while estimates of the
entropy at 300 K were calculated with normal mode analysis. Snapshots
for both calculations were extracted from the production runs in steps of
10 ps for the enthalpic term and 2.25 ns for normal mode analysis. These
were chosen to remove correlation eﬀects in the enthalpic portion and as
a compromise on the large calculation time for the entropic portion whilst
attempting to maintain a good degree of accuracy. There are a number
of drawbacks to the MM/PBSA method which are thoroughly discussed in
Chapter 2 but the method has shown to provide an eﬀective estimator for
ranking binding of similar structures without consuming exorbitant com-
putational resources, especially useful in cases where there are proteins in
solvent.[181, 182] Calculations were performed using an external dielectric
of 80 to represent water solvent and an internal dielectric of 1.0 and 2.0
to represent the complex. The default value of 1.0 for the internal dielec-
tric is commonly used for proteins and polymers to simulate their generally
hydrophobic interior, however it has been shown that the accuracy of en-
thalpic calculations can be improved by increasing this in cases where there
are a large number of charged residues.[119, 183, 184] For cCTnC 43% of the
residues are explicitly charged, with a considerable number of polar residues
in addition to this and so calculations with both dielectrics were carried out
to test their eﬀectiveness. The results are displayed in Tables 5.6 and 5.7.
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The ﬁnal column in each table gives a relative ranking using the Mexp
as the baseline to allow a quick estimation of the models binding character
relative to the Experimental structure. Entropy values for all the systems
are very similar as we might expect for identical molecules and the main
diﬀerence here lies in the vibrational component of the complex, indicating
that EGCg movement becomes more or less restricted in the cleft depending
on the docking. The overwhelming diﬀerence in binding energy is therefore
derived from the enthaplic contribution. These values are quite similar for
all models except M3 for which it is drastically diﬀerent, likely due to the
change in local protein environment as well as a larger prevalence for pi
stacking interactions during the simulation. It is interesting to note that
the computationally docked M1 model indicates a more favourable binding
than the structure proposed experimentally while Mexp, M2 and M1mut,
which have very similar docked positions, are eﬀectively equivalent. This
indicates that the rotated bound structure of M1 might be a better structure
for the bound state of the system overall. In addition it should be noted
that the associated deviations in these values is quite high, in fact generally
larger than for the entropic contribution (this is generally the larger source
of error in these type of calculations). Moreover, in terms of absolute ∆G
Table 5.6 suggests that the binding is unfavourable and EGCg will dissociate
quickly, especially for M3 which we might expect to un-bind within the
simulation time. This is of course not seen for any models and experimental
binding to cCTnC ascribed a Kd (dissociation constant) of 1.1mM which
when converting into a free energy of binding by ∆G = RTlnKd, translates
into a ∆G value of -4.06 kcal/mol indicating a moderately favourable bound
state. It is therefore worth analysis of the eﬀects of using a higher internal
dielectric, shown in Table 5.7.
In this table it is immediately apparent that a more consistent view of the
enthalpic terms is seen with smaller deviations from the Mexp baseline. We
also achieve lower ﬂuctuations and more favourable overall ∆G (though it
appear now to slightly overestimate this absolute value) which is favourable
within error margins (except for M3 which is slightly disfavoured). The
relative ranking of the binding is fairly similar though M2 is no longer more
favourable than the Mexp system. The overall diﬀerence between M1 and
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Table 5.7: Estimates for the free energy of binding between cCTnC and
EGCg using an internal dielectric of 2.0. All values given in kcal/mol.
Model ∆H −T∆S ∆G ∆∆G
Mexp -27.6 ± 5.2 20.2 ± 4.3 -7.4 ± 6.7 0.0
M1 -27.7 ± 4.5 19.7 ± 4.2 -8.1 ± 6.2 -0.7
M2 -25.0 ± 3.6 19.1 ± 3.0 -5.9 ± 4.7 1.5
M3 -21.9 ± 3.5 18.9 ± 5.0 -3.1 ± 6.1 4.3
M1mut -28.1 ± 3.5 18.8 ± 3.8 -9.4 ± 5.1 -2.0
MEMD -31.1 ± 3.7 20.1 ± 2.5 -11.0 ± 4.5 -3.6
Mexp is now smaller and largely dependant on the change in entropic value
due to the alternate ring orientations. In both dielectric calculations we ﬁnd
that the G159D mutation increases the binding propensity for EGCg over
the wild-type situation. We also conﬁrm that deep binding to the cCTnC
cleft is more favourable than binding to the surface, as suggested by exper-
imental and docking studies. Due to the much smaller discrepancy between
the experimental and Mexp ∆G, as well as a moderate improvement in stan-
dard deviation of all the results, it is apparent that an internal dielectric of
2.0 provides a better treatment of the cCTnC·EGCg molecular system.
5.4 Studying the Conformational Landscape
of EGCg in the Hydrophobic Cleft using
Metadynamics
5.4.1 Dihedral Collective Variables
Well-tempered metadynamics calculations were carried out in order to ex-
plore the Free Energy Surface (FES) of the protein ligand system as well as
explore alternative orientations of the aromatic rings of EGCg given their
variability in docking outcome. The well-tempered scheme was chosen due
to its eﬃcient sampling speed and reduced error in FES reconstruction.[109]
This was undertaken using the PLUMED plug-in for AMBER10.[108] In
preparation for this several tests were carried out in order to determine
the most appropriate set of parameters for the simulations and it was seen
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that the use of a 2 fs time step with SHAKE on did not noticeably aﬀect
the mapping of the free energy surface but did increase the conformational
space searched without a corresponding increase in computational time re-
quired. Previous dihedral analysis has established that the position of the
polyphenol on troponin C is dependent upon three torsions which describe
the positions of the phenolic rings respective to one another. These were
therefore used as the collective variables (CVs) to be speciﬁed in the metady-
namics simulation. The well tempered run was carried out at a simulated
temperature of 300 K; they included a bias factor of 15 kcal/mol with a
Gaussian height of 0.1 kcal/mol and width of 0.35 radians. The Gaussian
deposition τG was set to be 500 time-steps and in all other respects the
molecular dynamics was carried out as previously using a Langevin thermo-
stat and Berendsen barostat. The starting conﬁguration was chosen to be
the Mexp after 30 ns of simulation. It is not strictly necessary to take the
structure after such a long MD as the system need only be thermally well
equilibrated, however in order to ensure the protein and complete complex
were fully relaxed before beginning metadynamics extended time was given
after equilibration before extracting the initial structure.
Previous metadynamics work to elucidate the free energy surface of
EGCg in vacuo and water can be seen in Chapter 3. Free energy proﬁles
of the EGCg in the cCTnC hydrophobic cleft as a function of the torsional
CVs can be seen in Figure 5.13 after a total of 120,000 Gaussians were
deposited. The proﬁles shown are averaged over the last 1,000 proﬁles in
order to reduce the associated error to fractions of kcal/mol which, when
considered with the eﬀect of the well-tempered scheme to reduce gaussian
height as a function of bias factor when in an unchanging collective variable
space, gives an accurate estimate for the free energy surface. As previously,
the 1-D proﬁles were calculated according to Equation 3.2.
Also shown are the reconstructed free energy surfaces averaged over
1,000 proﬁles in order to further reduce the error in the free energy values.
It appears that the combination of solvent and protein interactions cause
the CV minima and maxima to shift slightly away from the 0◦, 90◦ and
180◦ clearly shown by the θ and φ CVs in comparison to the EGCg alone in
vacuo and solvent. It is also noted that the θ and γ potential barriers are
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Figure 5.13: Top: Free energy surface as a function of the dihedral angles θ,
φ, γ with the energy scale set to the absolute barrier minimum and contour
spacing of 2 kcal/mol. Bottom: Energy proﬁles of the dihedral torsions
(from left to right: θ, φ, γ) as collective variables projected over time and
setting their absolute minimum to zero.
too high (total current barrier height is 10.6 and 8.2 kcal/mol respectively)
for them to be properly explored using conventional MD and this explains
why these angles were not seen to change during the MD (except θ between
the smaller 180◦ and 90◦ barrier). The angle of the ring B′ can therefore be
considered relatively ﬁxed after docking to the protein. The θ proﬁle has
changed considerably, the maxima at -135◦ is 3 kcal/mol higher while the 0◦
maxima has decreased in height by nearly 2 kcal/mol. This, combined with
the angular shifts, suggests that inter-molecular interactions, both of the
solvent water and protein, have a more dominant eﬀect on the dynamics of
this ring. The φ angle however shows a much lower barrier of 3.7 kcal/mol
which in terms of barrier height is in reasonable agreement with the barrier
proﬁle obtained during the earlier metadynamics of EGCg alone. The slight
shifting of the maxima points is again likely due to the close proximity of the
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Table 5.8: The standard deviation associated with the solvated





hydrophobic cleft of cCTnC preventing free rotation of the ring. The low
barrier height will have contributed to the high angle variance in the dihedral
analysis earlier. The number of H-bonds formed with solvent during this
time was 12.77 in very close agreement with the MD results (the slight
discrepancy may be attributed to the forced rotation of the rings breaking
protein-ligand H-bonds and brieﬂy exposing the OH groups to more of the
solvent while in the cleft). Overall it is apparent that while protein-ligand
interactions will have an eﬀect on the free energy surface, these eﬀects do
not change the general shape of the proﬁles. The standard deviation for
each proﬁle can be seen in Table 5.8.
Table 5.8 shows ﬂuctuations an order of magnitude larger than those in
Table 3.2 which, though still small, indicates that the simulations required
longer time-scales to converge. As EGCg would have be able to interact
with a number of nearby protein residues, it is likely that these interactions
would require more simulation time to fully explore the full energy landscape
than for the isolated catechin. Despite this increase, it appears that the use
of the well-tempered scheme has produced a good estimation of the proﬁle
energy barriers of EGCg bound to cCTnC with minimal error.
5.4.2 Distance Collective Variables
Metadynamics was carried out using a restricted selection of the previous
NOE distances discussed in Section 5.2. This was done in order to explore
the overall energetic favourability of EGCg to bind and stay within the cleft.
A preliminary simulation was undertaken in which no other restraints were
applied to the system and was set up as follows: the Gaussian height was
0.1 kcal/mol, width was set to be 0.5 Å and Gaussian deposition rate was
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kept at 500 steps. The distance restraints were selected in a way which
allowed them to represent the surface contact of the EGCg rings with the
hydrophobic cleft of cCTnC. The chosen residues are shown in Figure 5.14.
The metadynamics run was set up similarly to that of the dihedrals except in
every case the CV was chosen to be the averaged distance between the side-
chain hydrogens capable of forming NOEs and carbon bonded hydrogens
attached to speciﬁc rings of EGCg:
CV1: The MET120 residue distance to the H12/H13 atoms on the C
ring.
CV2: The LEU136 residue distance to the H9/H10 atoms on the B′ ring.
CV3: The VAL160 residue distance to the H16/H17 atoms on the B
ring.
The preliminary CV results are shown in Figure 5.15. The 1-D proﬁles
were calculated according to Equation 3.2. The free energy minimum po-
sition appears to occur when CV3 remains near 4.5 Å though there also
exists meta-stable states of below 6 Å for both CV1 and CV2. The minima
state at 3.5 Å for CV1 indicates a probable weak protein-ligand H-bond
interaction aﬀecting the A/C ring which is easily broken as shown by the
very small barrier between that and the overall minima at 6 Å. The barrier
for CV2 at 6 Å is larger but once passed, the ring appears free from protein
interactions as indicated by the broad global minima.
From inspection of the proﬁles it should be possible to introduce poten-
tial walls at 12 Å distance without a large disturbance to the relevant FES
proﬁle, allowing us to increase free energy surface resolution by reducing
gaussian width to 0.25 Å without extending computational time unnac-
ceptably. This was carried out by adding artiﬁcial CV energy potential
walls of 100 kcal/mol at 12 Å distance. The well-tempered scheme was car-
ried out with a bias factor of 10, anticipating the smaller barriers between
meta-stable states seen in the preliminary work. In other ways the simula-
tion was identical to the preliminary set-up and in total 80,000 gaussians
were deposited. The reconstructed free energy surfaces are averaged over
100 proﬁles and shown in Figure 5.16.
The reconstructed FES for this simulation contains several areas of in-
terest. Regions in yellow were not explored at all during the metadynamics,
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Figure 5.14: Close-up of the cCTnC cleft with bound EGCg. Arranged
around are coloured representations of the protein residues used as distance
collective variables. MET120 is lined in red, LEU136 is lined in orange and
VAL160 is lined in blue. Close proximity of the side-chain hydrogens with
the relevent carbon bonded hydrogens on EGCg can clearly be seen.
in all likelihood due to them being inaccessible as a combination of CVs (be-
cause they would involve overcoming the short-range interaction or because
they would stretch EGCg into a highly energetically infeasible conforma-
tion), while red areas were only sparsely explored due to a lack of potential
molecular interactions to favour such a state. There are several meta-stable
regions within the 10 Å and one beyond, indicating a possible transition
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Figure 5.15: Preliminary free energy proﬁles of the three distance CVs used
in metadynamic simulation.
Figure 5.16: Reconstructed FES as a function of collective variables for the
distance restraint metadynamics simulation with potential walls.
pathway exiting the hydrophobic cleft. Within the 10 Å region there ap-
pear to be 2 main energy minima regions which likely comprise an amalgam
of several favourable protein-ligand interactions. These are at the very close
2.5 Å - 4 Å and more distant 6 Å - 8 Å regions. The very close corresponds
to direct interactions between the relevent EGCg aromatic and the protein
residue involved in the CV while the distant is the global minima and in-
dicates a number of interactions with other close by protein residues. This
suggests that within the hydrophobic cleft EGCg can remain moderately
mobile and is likely to form several favoured conformations within it with
no single one being overwhelmingly preferred. The exit pathway was not
explored fully and so an estimate for the energy barrier could not be made.
This is primarily due to the need to impose the potential walls to limit the
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Table 5.9: The standard deviation associated with the solvated





computational cost. It may be possible in future to examine this transition
by imposing walls further out, at 15 Å or, better, at 20 Å however the im-
plied computational cost would be severe and it may instead be more useful
to consider alternate methods such as a funnel metadynamics regime. An
estimation of the error in the energy proﬁles has been performed in the same
manner as described in Section 3.3.3 and the errors are displayed in Table
5.9.
The magnitude of the errors in Table 5.9 are the same as those seen in the
dihedral metadynamics of EGCg bound to cCTnC, shown in Table 5.8. It
is likely that this is for similar reasons, as a wide number of interactions are
possible between each of the aromatic rings of EGCg. As can be seen in the
2D free energy surface in Figure 5.16, this lead to a number of small minima
positions and this may explain the larger ﬂuctuations here. In addition, the
introduction of the potential walls will have increased the uncertainty in the
proﬁles at distances close to the 12 Å wall. Overall however the error does
not appear to impact the proﬁles to a signiﬁcant degree.
5.5 Chapter Summary
Using experimentally derived work as a base it was possible to show that
computational docking could reproduce a close approximation of the origi-
nal binding (with M2) as well as provide a favourable alternative (M1) which
both corresponded closely to NOESY restraints, a highly sensitive measure
of structural position. MD simulations provided a wealth of detail on the
potential interactions for the system such as the eﬀects of mutation and
ligand binding on calcium aﬃnity as well as allowing a reasonable estimate
of the ranked binding energy, ∆G, of the docked structures where it was
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also shown that protein enviroment needs to be carefully considered when
making these estimates. The simple model used to describe the calcium
ions bound to the protein was also found to be successful. Metadynamics
simulations indicated that while the free energy proﬁle is shifted slightly
in the protein cleft, it is not distinctly aﬀected and the torsional barriers
inherent to the EGCg molecule remain the primary driver of the confor-
mational state and will determine the speciﬁc inter-molecular interactions
which take place. This also allowed us to monitor the eﬀect of rotation
on binding propensity where it was found that torsional rotation within
the protein cleft does not led to dissociation of the system, due in large
part to the alternate meta-stable positions available. The distance restraint
metadynamics gave an indication of a possible dissociation pathway, de-
spite reducing the major interaction of the system to 3 collective variables,
elucidating the further potential of such methods in these systems.
Chapter 6
Interaction of Epigallocatechin
3-Gallate with the Cardiac
Troponin C - Troponin I Complex
6.1 Chapter Overview
In this Chapter the protocols used in Chapter 5 have been extended to the
troponin C - troponin I complex, a larger section of the entire troponin pro-
tein. Computational docking techniques are used to identify an alternative
binding site for the EGCg catechin in this case and MD is performed to test
the eﬀects of this binding on the calcium mobility and protein interactions.
This work has been published in PLOS ONE.[164]
Sparse data from experimental NMR studies[6] are used in conjunction
with the computational binding data to establish a possible second binding
site as well as a double-bound protein-ligand system which is further tested
with MD. These results are discussed in terms of the speciﬁcity of ligand
binding as well as the collaborative abilities of experimental and computa-
tional work to reﬁne diﬃcult to resolve cases such as this.
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6.2 The Troponin C - Troponin I Complex
The protocols used in Section 5.2 have shown to be able to correctly re-
produce the experimentally veriﬁed binding of EGCg to cCTnC as well as
favourable alternatives within the cCTnC hydrophobic cleft. It should be
noted that this hydrophobic cleft is also where a fragment of cTnI binds
to cCTnC and is responsible for passing the calcium signalling response to
the extended cardiac system. With the knowledge gained in the previous
Chapter it becomes useful to apply the same protocols to this extended
cardiac system. A more complete picture of the cardiac troponin protein
structure is available in the experimental X-ray crystallographic structure
in the PDB database with ID 1J1D[185]. This is shown in the previous
Chapter in Figure 5.1. In the native state the protein subunit cTnI binds
cTnC to the rest of the muscle ﬁbre. The portion of cTnI which achieves
this is known as the cTnI(34-71) fragment. This structural binding exists
in the hydrophobic cleft of cCTnC where EGCg is seen to bind in Chapter
5. It has been experimentally veriﬁed that known calcium sensitisers such
as EMD 57033 do not bind concurrently with cTnI(34-71).[6] Attempts to
experimentally discern a viable binding site for EGCg in this case were also
unsuccessful[6] though several chemical shifts were observed hinting that
some form of binding does take place. Thus computational simulations
may provide a viable alternative given their success in the previous Chap-
ter. In the ﬁrst part of this Chapter docking and molecular dynamics of the
cCTnC·TnI(34-71) with EGCg is carried out and the eﬀects of the ligand
binding as well as protein mutation are discussed with reference to their
eﬀect on calcium signalling transmission. Further comparison to calcium
mobility with regards to the new binding site is also made. In the second
part of this Chapter the new binding site is further developed with aid from
the original experimental data and a double-bound protein-ligand structure
is proposed. Using an up-to-date force ﬁeld, designed for enhanced pro-
tein stabilisation, both binding sites are investigated through MD and the
eﬀects are analysed with respect to the purely computational results. Fi-
nally suitablity for this structure to represent the full experimental data is
discussed.
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6.2.1 Docking Protocols
A similar recipe to that found in Section 5.2 was carried out. The struc-
ture used was taken from the previously mentioned 1J1D pdb where only
the cCTnC and cTnI(34-71) sub-units were retained. Again, all non-polar
hydrogens were removed prior to docking and the charge scheme remained
the same with default Gasteiger charges on the protein residues and DFT
charges applied to the ligand. In this case, as there was a lack of clear
NOESY experimental data to reﬁne the search, an all-rigid receptor dock-
ing with full grid surrounding cCTnC was undertaken with a 10 Å grid
buﬀer on all sides of the cCTnC protein. As before a grid spacing of 0.182
Å was used, 200 Lamarckian genetic algorithm runs were carried out using
a population size of 150 with each set to carry out 25 million energy eval-
uations. The results were overwhelmingly localised either near helix E or
at the interface between helix E and H, though with quite varied energy
values. Lacking any further experimental details it was concluded that the
low energy pose from the lowest energy cluster would be the most suitable
for further simulation. The selected docked complex is shown in Figure 6.1.
This structure was then prepared for classical MD similarly to the protocols
outlined in Section 5.2.
6.2.2 Molecular Dynamics Protocols and Outcomes
Several models were considered and can be grouped into wild-type and mu-
tated models. In all cases high aﬃnity bound calcium ions were included and
remained bound for the duration of the simulations. The wild-type group
consisted of cCTnC·TnI(34-71) modelled alone and with the docked EGCg.
The mutated group were the same except the cCTnC residue 159 was mu-
tated from a Glycine to an Aspartic acid. This is referenced as previously by
exchanging wild-type with mutated (using the label Mmut) in the following
work. The focus here was primarily to allow for comparisons of protein-
protein interaction which is crucial for the calcium signalling response in
the cardiac system: in fact any changes here may aﬀect the muscle response
in the full ﬁbre system. The simulations were carried out with AMBER10
using the ﬀ03 force ﬁeld.[94, 105, 139]
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Figure 6.1: cCTnC·TnI(34-71) with the EGCg ligand computationally
docked to the E helix and near the E and H helix interface. The cCTnC
remains in green while the cTnI fragment is in red.
Preparation steps were carried out in xleap, 5 Na+ counter-ions were
placed around the structure in order to neutralise the system using a Coulom-
bic potential on a grid, followed by explicit solvation in a periodically re-
peated 12 Å buﬀer truncated octahedral box of TIP3P water molecules.
Minimisation and then equilibration of the structures was carried out fol-
lowed by MD as explained below. PMEMD was again used to carry out the
simulations and was run on HECToR, the UK's National supercomputing
service as discussed in Section 5.3.
Initially, the solvent and counter-ions were minimised while positional
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restraints were placed on the protein and ligand atoms. 20,000 minimisation
steps were carried out, the ﬁrst 15,000 using steepest descent minimisation
followed by 5,000 conjugate gradient minimisation steps. Constant volume
and periodic boundary conditions were used along with a cutoﬀ of 10 Å
for the non-bonded interactions. Second stage minimisation was to relax
the entire system and so the positional restraints on the docked protein
and ligand atoms were removed. Again 20,000 steps were carried out and
divided between steepest descent and conjugate gradient.
MD simulation with harmonic restraints placed on the solute was then
carried out to heat the system from 0 K to 300 K using the Langevin ther-
mostat (with a collision frequency of 1.0 ps−1) and at constant volume for 20
ps. The restraints were then removed and the simulation was equilibrated
at 300 K for 100 ps. The SHAKE algorithm was also used to constrain the
bonds with hydrogen in the protein allowing a time-step of 2 fs.
Production runs of all the models followed, with 50 ns of MD at the
constant temperature of 300 K (again using the Langevin thermostat) and
constant pressure of 1 atm, using the Berendsen barostat with a time con-
stant of 2 ps. The ﬁrst 5 ns was considered as the equilibration phase while
statistical data were collected from the last 45 ns of simulation. The full
simulations were then each repeated twice in order to better assess any
unusual eﬀects.
6.2.2.1 Protein Stability for Wild-type andMutated Cardiac Sys-
tems
EGCg remained bound throughout all the simulations however in every
case within the ﬁrst 5 ns the ligand rotated toward the H helix of cCTnC
forming hydrogen bond interactions with both the E and H helices where
the ligand remained until the end of the simulations. Hence this period was
not used to collect data averages. This equilibrated position was seen to
be close to both the two major docking poses discussed in Subsection 6.2.1
which is likely to be accessible due to the solvent and, it may be speculated,
represents an amalgam of favourable interactions of both the earlier docked
poses.
RMSD breakdowns for every model may be seen in Table 6.1. With
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Table 6.1: cCTnC·TnI(34-71) models (two replicas) with averaged protein
backbone RMSD values along with protein sub-unit breakdowns.
Model cCTnC cTnI(34-71) Total
cCTnC·TnI(34-71) 1.79 ± 0.20 3.06 ± 0.51 2.78 ± 0.42
" 1.84 ± 0.49 2.46 ± 0.59 2.40 ± 0.54
cCTnC·TnI(34-71)·EGCg 1.82 ± 0.20 2.66 ± 0.46 2.58 ± 0.48
" 1.61 ± 0.33 2.57 ± 0.54 2.47 ± 0.52
Mmut·TnI(34-71) 2.00 ± 0.23 2.86 ± 0.64 2.79 ± 0.47
" 2.04 ± 0.32 3.24 ± 0.59 3.08 ± 0.64
Mmut·TnI(34-71)·EGCg 1.41 ± 0.16 2.81 ± 0.40 2.38 ± 0.33
" 1.72 ± 0.25 2.95 ± 0.62 2.62 ± 0.43
the cTnI(34-71) bound to the hydrophobic cleft, the structure of cCTnC
was seen to be highly stable during the simulations as may be expected
due to its conformational restriction with the TnI fragment blcoking the
hydrophobic cleft. The cTnI(34-71) fragment however was quite mobile on
either terminal strand (deﬁned as the last 8 residues on either side of the
cTnI fragment). This may be attributed to the unnatural termination of this
sub-unit leading to decreased stability in these regions, though the protein
remained well bound throughout the simulation time. This instability is
exempliﬁed in Figure 6.2 where the cCTnC·TnI(34-71) and cCTnC·TnI(34-
71)·EGCg replica 1 models show the backbone ﬂuctuations of the two pro-
tein fragments.
Averaging over the eight residues and the eight MD simulations (with
and without EGCg and with and without the GLY159ASP mutation) sheds
some light on the source of the backbone ﬂuctuations. The C terminal
strand of the cTnI fragment was seen to have ﬂuctuations of 2.87 ± 0.58
Å; the largest ﬂuctuations for this terminal were observed in the mutated
model Mmut·TnI(3471)·EGCg simulations, without which the average value
reduced to 2.70 ± 0.30 Å. The N terminal strand of the cTnI peptide had
on average ﬂuctuations of 2.68 ± 0.67 Å; in this case the ﬂuctuations were
larger when EGCg was present and for the mutated systems with respect
to the wild type.
The interactions of EGCg with the protein complex were primarily
through hydrogen bonding, though some pi − pi interactions were observed.
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Figure 6.2: Protein backbone RMSDs of the cCTnC·TnI(34-71) complex
during simulation broken down by protein sub-unit. In black is the cCTnC
while in red is the TnC-(34-71) fragment. On top is replica 1 of the
cCTnC·TnI(34-71) simulation while on the bottom is the cCTnC·TnI(34-
71)·EGCg replica 1. The drop line shows the point at which the simulations
were considered equilibrated and statistics are collected.
EGCg formed on average 19.2 hydrogen bonds of which 4.4 were with cCTnC
and 14.8 with the solvent. This can be compared with the earlier catechin
work in Table 3.1 where solvation alone accounted for an average 16.9 hy-
drogen bonds. The increased number of overall hydrogen bonds may be due
to the locally favourable environment, in that the EGCg blocks a small hy-
drophobic patch of the protein and spans two regions where acidic and basic
protein residues are likely to increase local density of waters. This combina-
torial eﬀect may led to larger clustering of waters near the hydroxyl groups.
Protein-ligand hydrogen bonds were observed with the hydroxyl groups
of the B and B′ rings, which considerably restricted the torsion of the
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Figure 6.3: MD snapshot after 5 ns of the cCTnC·TnI(34-71)·EGCg replica
1 simulation. Close up view the E - H helix interface displaying several
major interactions between EGCg and cCTnC during simulation. In orange
are the residues ASP151 (interacting with EGCg ring B here) and TYR150
(pi stacking with the B′ ring on helix H). In violet are the GLU94 and GLU95
residues on the E helix with GLU94 currently H-bonding with EGCg ring
A.
rings and acted to anchor the EGCg molecule to the E and H helices of
cCTnC. Hydrogen bonds between EGCg and cCTnC were formed with the
side-chains of the negatively charged residues GLU94 (on average 0.9) and
GLU95 (2.3) on helix E as well as ASP151 (1.2) on helix H as shown in Fig-
ure 6.3. In the presence of the G159D mutation EGCg formed an average of
16.7 hydrogen bonds, of which 13.3 with water and 3.4 with cCTnC, through
a number of residues also including GLU94 (2.05) and ASP151 (0.41), be-
sides SER98 (0.24), ASP105 (0.12), ALA108 (0.11) and TYR150 (0.44). 0.4
pi−pi interactions were formed by EGCg with cCTnC·TnI(3471)·EGCg and
0.5 with Mmut·TnI(3471)·EGCg, in both cases with the TYR150 on helix
H which can also be seen in Figure 6.3. These were from both the B and
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Table 6.2: Average number of the inter-protein hydrogen bonds and salt
bridges between cCTnC and TnI(34-71) (wild type and with the G159D
mutation) in the presence and absence of EGCg.
Model Hydrogen Bonds Salt Bridges
[cCTnC]·[TnI] 11.2 8.8 (78%)
" 10.5 7.8 (74%)
[Mmut]·[TnI] 15.9 11.5 (72%)
" 15.6 11.3 (72%)
[cCTnC·EGCg]·[TnI] 10.6 8.0 (75%)
" 10.6 8.5 (80%)
[Mmut·EGCg]·[TnI] 12.5 8.6 (69%)
" 12.5 9.5 (76%)
B′ rings suggesting a weak overall hydrophobic interaction with the ligand.
As shown in Table 6.2, cCTnC and the cTnI(34-71) fragment interacted
via several strong hydrogen bonds the majority of which were salt bridges
between amino acid pairs of opposite charge. The observed dominance of
salt bridges is consistent with the experimental suggestion that cTnC-cTnI
binding is electrostatically driven[186]. The total average number of hydro-
gen bonds was increased with the mutation of GLY159 with the negativly
charged ASP, as we would intuitively expect. However the increased number
of hydrogen bonds in the mutated systems, which led to stronger binding,
seems to be in contrast with NMR experiments which detected a slight
weakening.[31] Overall, the presence of EGCg reduced or maintained the
average number of hydrogen bonds, which may be related to a weakening
of the interaction between cCTnC and cTnI(34-71).
6.2.2.2 Calcium Coordination in the presence of cTnI
The coordination number of the two calcium ions with oxygen was calcu-
lated in the same manner as described in Sub-Section 5.2.1 and the results
are shown in Table 6.3.
In the same manner as for the cCTnC simulations in Chapter 5 both
the calcium ions coordinate between 8 and 9 nearby oxygens. The site
2 calcium shows extremely low variation across simulations and replicas
and appears to readily coordinate with 9 oxygens. It appears that the site 1
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Table 6.3: The coordination numbers of calciums ions averaged throughout
the cCTnC·TnI ﬀ03 MD simulations.









calcium shows higher overall coordination than previously except in the case
of the cCTnC·TnI(34-71) replicas. This overall slight increase in the site 1
value could be explained by the reduction in protein backbone ﬂuctuations
leading to a slightly tighter binding overall, however the diﬀerence is quite
small compared to cCTnC alone and these results do not seem to change
the picture of calcium coordination in the system.
6.2.2.3 Binding Free Energy of the cCTnC·TnI(34-71) Complex
The binding free energy of the protein-protein interaction and protein-ligand
interaction was evaluated using the previously discussed MM/PBSAmethod
with AMBER. Both the enthalpic and entropic contributions to binding
were calculated and are shown in Table 6.4. As previously discussed in
Chapter 5, a dielectric constant of 2.0 was used to account for the high
content of positively and negatively charged amino acid residues in the
protein (notably cTnI(34-71)) leading to a large percentage of interactions
between the protein sub-units consisted of salt-bridges as shown in Table
6.2.
As before, the entropic contributions remained largely similar between
systems while the enthalpic contribution showed the largest variations. The
∆∆G values were calculated with respect to the wild-type system allow-
ing comparative discrimination between models. Little overall diﬀerence
is seen between the binding of EGCg to the wild-type or mutated protein
suggesting that the catechin propensity to bind would not be aﬀected by
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Table 6.4: Enthalpic and entropic contributions and binding free energies
between the complexes in square brackets evaluated within the MM/PBSA
and normal mode analysis scheme. Units are in kcal/mol.
Model ∆H −T∆S ∆G ∆∆G
[cCTnC·TnI]·[EGCg] -9.4 ± 2.5 15.8 ± 2.5 6.5 ± 3.5 0.0
" -11.6 ± 3.6 17.9 ± 2.0 6.3 ± 4.1 -0.2
[Mmut·TnI]·[EGCg] -14.0 ± 3.9 18.1 ± 3.9 4.1 ± 5.6 -2.4
" -9.1 ± 4.4 16.2 ± 3.6 7.0 ± 5.7 0.5
[cCTnC]·[TnI] -129.7 ± 8.4 55.5 ± 5.9 -74.2 ± 10.3 0.0
" -130.1 ± 8.1 56.2 ± 5.5 -73.9 ± 9.8 0.3
[Mmut]·[TnI] -139.3 ± 10.1 55.8 ± 6.3 -83.5 ± 11.9 -9.3
" -137.0 ± 11.7 53.5 ± 5.6 -83.4 ± 13.1 -9.2
[cCTnC·EGCg]·[TnI] -121.0 ± 10.7 55.1 ± 5.1 -65.8 ± 11.9 8.4
" -123.1 ± 9.9 52.8 ± 5.8 -70.3 ± 11.4 3.9
[Mmut·EGCg]·[TnI] -126.4 ± 12.5 56.7 ± 5.7 -69.7 ± 13.7 4.5
" -121.6 ± 6.9 52.6 ± 5.6 -70.0 ± 8.9 4.2
this mutation. Of more interest is the eﬀect of mutation and EGCg binding
on the protein-protein interaction. There is a clear trend that mutation
increases the strength of the binding between protein sub-units while the
addition of EGCg weakens it. Crucially, the catechin weakening eﬀect is still
seen in the mutated system to a smaller degree lending credence to the idea
of EGCg as a `moderator' of the interaction. As this interaction passes on
the calcium binding signal in the full protein system this may prove useful
as the moderating eﬀect could return more normal function to the diseased
state.
6.3 Revisiting Experimental Data: Two Po-
tential Binding Sites
At this point, a re-examination of the experimental literature is instructive.
The work by Sykes et al.[6] was able to produce several bound structures
for the cCTnC·EGCg system which were then veriﬁed and expanded upon
by our work in Section 5.2. At the time the experimental group had also
attempted to investigate the cCTnC·TnI(34-71) protein complex but were
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unable to fully make sense of the chemical shifts in the NMR data. They
did however suggest that a binding site might exist at or near the F helix
of cCTnC in this case. The work in Section 6.2 was able to shed some
light onto this system and explained some of the chemical shifts seen in
the region near helix E and H. Close inspection of this area as well as that
posited by the experimentalists suggested that these two regions were in
fact very similar and a small number of chemical shifts are observed in
both regions. Both sites are at a helical interface, E & H and F & G,
and have small hydrophobic patches exposed to the exterior of the protein
with charged residues on either side. It was realised that the reason for the
unusual NMR data might in fact be due to there being two binding sites
for EGCg on either side of the cCTnC sub-unit.
Using the docking and MD data gathered from Sections 5.2 and 5.3
as a template, as well as the chemical shift data previously obtained[6],
the experimentalists were able to produce a double bound structure using
xplor-nih[187, 188] (a structure determination program which uses chemical
shift data to produce bound structures) to dock two EGCg molecules to
cCTnC·TnI(34-71). The backbone protein atoms were kept rigid while side-
chains were allowed to rotate and the two ligands were docked using a
simulated annealing protocol. In the case of the second site (the one not
found with our computational docking earlier) there was some ambiguity in
the assignment of NOE shifts and so the possibility for both restraints to
troponin C residues LEU114 and ILE119 were included. It is hoped that
through MD it will be possible to determine the correct preference, if any.
The lowest energy structure obtained from this method was extracted is
shown in Figure 6.4. This was then prepared for MD to test the validity of
this model and whether the molecules would remain bound concurrently or
whether there were simply two sites which could be occupied.
6.3.1 Molecular Dynamics Protocols
6.3.1.1 New Force Field Testing
Molecular modelling is a ﬁeld which is continually being reﬁned and im-
proved. As such, new force ﬁelds are often added to revisions of computing
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Figure 6.4: cCTnC·TnI(34-71) with lowest energy NMR double docked
EGCg displaying labelled sites, calcium ions and helix nomenclature.
codes and existing force ﬁelds are updated with time to include new em-
pirical parameters derived either from experiment or high level quantum
simulations. Before further production simulations were carried out on the
double-bound troponin system, several newer force ﬁelds were tested for
their suitability to represent the system in question. As had been seen in
Section 5.3, the use of a peptide fragment, cTnI(34-71), had led to small
instabilities at the terminal strands. This had a knock on eﬀect on several
aspects of the simulations such as the ﬂuctuations of the binding free energy.
Unfortunately this problem could not be easily rectiﬁed by simply including
a larger portion of the cTnI protein as this has not been completely exper-
imentally resolved. This is not to suggest that the system is impossible
to study however, but it behooves us to investigate whether improvements
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Table 6.5: Protein structure stability based on backbone RMSD of the
protein and compared with deﬁned secondary structures.
Force ﬁeld Total (Å) Secondary Structure (Å)
ﬀ03 2.78 ± 0.42 1.59 ± 0.30
ﬀ03r1 2.59 ± 0.36 1.85 ± 0.31
ﬀ99SB-ildn 2.05 ± 0.37 1.79 ± 0.27
ﬀ12SB 2.24 ± 0.34 1.52 ± 0.24
to protein force ﬁelds can partially enhance current data. With this in
mind several shorter classical simulations were undertaken using a range of
force ﬁelds, from the well known and tested to the new and `improved' to
determine a reasonable choice for further calculation. The selected force
ﬁelds were the revised ﬀ03r1, the ﬀ99SB with ildn correction and the newer
ﬀ12SB.[189] A brief discussion of their parameter derivation and major dif-
ferences is undertaken in Section 2.3, Subsection 2.3.1. Simulations of the
cCTnC·TnI(34-71) complex were carried out using the equilibration steps
outlined in Section 6.2, Subsection 6.2.2. The production run was set to
be 50 ns in order to collect comparable statistics to the simulations run
with the ﬀ03 force ﬁeld and the last 45 ns of this was used for statistical
averages as before. The backbone RMSD averages for each force ﬁeld used
during the production run can be seen in Table 6.5. The overall diﬀerences
between the studied force ﬁelds were small and in the case of the secondary
structures tended to fall within the standard deviations, though the ﬀ99SB
and ﬀ12SB did uniformly show increased secondary structure stability over
the ﬀ03 based simulations. The average ﬂuctuations were also marginally
decreased in the ﬀ99SB and ﬀ12SB simulations suggesting better helical and
beta strand behaviour in these cases. This appears to show that the mod-
iﬁcations to the side chain angles have led to a reduced overall structural
ﬂuctuation. Due to the combination of improved total structural stabili-
sation and reduced overall ﬂuctuations the 12SB force ﬁeld was chosen for
later MD work on the complex.
CHAPTER 6. EGCG WITH TROPONIN C - TROPONIN I 145
Figure 6.5: Close up view of the Site 1 and Site 2 docked locations gener-
ated from experiment including the protein molecular surface coloured by
residue type: Red - acidic, blue - basic, green - polar un-charged, white
- hydrophobic. The two sites share a number of similarities including the
presence of hydrophobic residues partially buried in the interface between
helices of charged or polar residues.
6.3.2 Model Preparation and Simulation Protocols
The cCTnC·TnI(34-71) structure with two bound EGCg molecules provided
the basis for the simulations undertaken. Figure 6.5 shows close views of the
binding sites of this structure with a view of the local protein environment.
Four protein complex systems were considered, representing the possibilities
of the docked double bound complex: the cCTnC·TnI(34-71) complex to
represent the original system; cCTnC·TnI(34-71)·EGCgS1; cCTnC·TnI(34-
71)·EGCgS2 and cCTnC·TnI(34-71)·EGCgDB. Here and from this point on
the EGCgS1 refers to the binding site at the helical E & H interface (Site 1),
EGCgS2 represents the binding site at the helical F & G interface (Site 2)
and EGCgDB represents the double bound system. The protein complexes
were prepared with xleap in a manner similar to that discussed previously
with 12 Å of explicit TIP3P waters and counterions placed to fully neutralise
the entire system.
MD preparation of the models also followed previously established pat-
terns with minimisation using protein-ligand positional restraints followed
by full minimisation of the system. Equilibration was carried out with NVT
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for 20ps with protein-ligand positional restraints while heating the solvent
to 300K was undertaken followed by a further 100ps of NPT equilibration
without restraints using the Langevin thermostat (with 1 ps−1) and Berend-
sen barostat as has been established in earlier Chapters. Full production
runs for 50ns of NPT simulation were then carried out with statistics col-
lected from the ﬁnal 45 ns. These simulations were each repeated 3 times
in order to generate statistical averages for the systems.
6.3.3 Single-Bound EGCg
The two single bound complexes are considered here separately due to their
diﬀering locations and subsequent interactions. The EGCgS1 system is rep-
resentative of the earlier, computationally docked system investigated in
Section 6.2 and as such some comparisons may be drawn between the two
though force ﬁeld eﬀects must be taken into account. The EGCgS2 system
has not been previously studied and so represents an alternative possibility
which has not been explored.
6.3.3.1 Site 1
As expected from earlier simulations, the three replica EGCgS1 models all
show EGCg to remain bound during the 50 ns of simulation. In addition
the protein backbone and secondary structure remain stable throughout.
As the EGCgS1 system is eﬀectively very similar to the earlier com-
putationally docked model in Section 6.2 it is not surprising to note that
a number of the same interactions with EGCg are seen, notably both H-
bonding and pi − pi bonding between EGCg and TYR150. The diﬀerences
here are likely due to the eﬀects of the new force ﬁeld and slightly diﬀerent
initial positions. The major ligand - protein hydrogen bonds which were
formed during the replica simulations can be seen in Table 6.6. A bond is
included in this table if it was found to exist for more than 10% of the total
production run. The bond listed does not diﬀerentiate between cases where
the EGCg hydroxyl group acts as donor or acceptor, only that the bond
existed, for brevity.
Listed in the table are the protein and solvent H-bond totals as well
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Figure 6.6: Replica 1 of the Site 1 simulation at the end of the equilibration
phase showing interacting residues. In orange is the TYR150 on the H helix
while in violet is the GLU95 and SER98 on the E helix. This is illustrative
of the EGCg A ring sliding between the E/H interface and interacting with
both sides.
Table 6.6: EGCgS1 Major EGCg hydrogen bonds averaged throughout
replica simulations.
Replica Protein Residue Protein Water Total
(Helix) H-bonds H-bonds H-Bonds
1 GLU95, SER98 (E) 2.7 12.5 15.2
TYR150 (H)
2 GLU94, SER98, ARG102 (E) 3.1 10.9 14.0
TYR150 (H)
ALA108 (E/F loop)
3 GLU94, LEU97 (E) 2.0 12.9 14.9
ASP109 (E/F loop)
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Table 6.7: Site 1 pi− pi Interactions during production runs between EGCg
and local PHE and TYR residues.





as secondary structure helix location of the protein residues in brackets (in
some cases the residue did not belong to a speciﬁc helix and instead the loop
region location between helices is instead listed). Figure 6.6 displays the
interactions of the Replica 1 simulation at the end of the 5 ns equilibration
phase. The major H-bonding residues are shown as well as the TYR150
currently interacting via pi stacking with ring A. This is very similar to the
picture presented in Figure 6.3 with the exception of ring orientation. Table
6.7 details the total pi−pi interactions which occurred during the simulations
between EGCg and cCTnC. The criteria for pi−pi bonding is detailed clearly
in Chapter 5, Section 5.3.
Some pi−pi bonding exists in all the simulations, almost exclusively with
TYR150 but a small amount with PHE101 as well. The EGCg B′ is not
seen to interact in this manner in any case. In the ﬁrst and third replica a
pi−pi bond is seen to exist for a signiﬁcant portion of the production run and
this strongly anchors the ligand to the H helix in both cases. In the second
replica this bonding is reduced and appears to be compensated for by a
stronger hydrogen bond to the TYR150 instead indicating stability in both
the parallel and perpendicular ring orientations. This allows the EGCg
molecule to remain anchored to the H helix while the B′ ring maintains
hydrogen bonds with several residues on the E helix. Tables 6.6 and 6.7 also
indicate a distinct eﬀect of pi bonding in that, due to the conformational
restrictions when in such a bond, the EGCg hydroxyl groups are less likely to
form H-bonds with protein residues. These other hydrogen bonds therefore
appear weaker overall than those with TYR150, which is likely due to the
high availaibility of suitable protein residues rather than indicating a more
loosely bound system. In replica 3 EGCg appears to brieﬂy form between
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pi − pi interactions to the nearby TYR150 and PHE101 as well as forming
short-lived hydrogen bonds with E/F loop residues, the most prevalent of
which appeared to be to ALA108. Overall this provides an interesting
insight into the strength of the pi − pi bonds occurring in the system.
Using MM/PBSA methods, estimates for the enthalpic and entropic
contributions to the free energy of binding for the system were carried out.
The enthalpic portion of the free energy was calculated with the Poisson-
Boltzmann methodology on 4,500 frames of the replica simulations. The
entropic contributions were carried out with normal mode calculations on
20 frames taken from the replica simulations at evenly spaced intervals
with nmode in AMBER. The external dielectric was set to 80 to mimic
water solvation and the internal dielectric was set to 2 as we had previously
shown this to be a better ﬁt to model binding behaviour in this system. As
has been discussed before, the results of these calculations should be used
to determine relative binding strength of similar molecules rather than an
absolute value. It should also be noted that as a newer force ﬁeld is being
used these results are not directly comparable to the earlier results in Table
6.4 though we are still able to draw trends from the data. The results of
the calculations are displayed in Table 6.8.
From the earlier investigation on local interactions throughout simula-
tion we can say it is likely that the large entropic value for replica 2 is due to
a less favoured ring orientation deep within the protein (the lack of strong
pi−pi bonding and the stronger H-bond to TYR150 suggest a preference for
parallel orientation between aromatic rings). In replica 3 the lower num-
ber of H-bonds is likely correlated with an increased in pi stacking with the
TYR150 and compared to replica 1 appears to be the cause of the more
favoured binding.
Overall we see a favourable ∆G value with a consistent binding energy
across all replicas, though the slightly diﬀerent interactions of replica 3
suggest the site is not rigidly bound.
6.3.3.2 Site 2
The new site for EGCg binding has shown to be stable throughout the
simulation time similarly to the EGCgS1 system. Unlike in the EGCgS1
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Table 6.8: EGCgS1 MM/PBSA Calculation Results Showing Enthalpic and
Entropic Contributions for the protein-ligand binding using an internal di-
electric of 2.0.
Replica ∆H −T∆S ∆G
1 -19.3 ± 3.1 15.8 ± 4.7 -3.5 ± 6.1
2 -22.4 ± 3.5 20.1 ± 4.2 -2.3 ± 5.5
3 -20.4 ± 4.3 16.8 ± 5.0 -3.6 ± 6.6
Average -20.7 ± 3.6 17.5 ± 4.8 -3.7 ± 6.1
situation the location of EGCgS2 prevents any possible pi − pi interactions
with EGCg as the TYR and PHE residues of cCTnC are far from the new
potential binding site.
Thus a major stabiliser of the bound system is hydrogen bonding, though
reduction of solvent exposure to the nearby MET137 and hydrophobic
LEU114 residues may also be a factor to the favourability of binding. While
this is the preferred site from the experimental NMR analysis[6] due to
slightly stronger chemical shifts, it was still a tentative suggestion and the
lack of clear NOESY signals initially indicates that this could be a tran-
sient binding. Comparison of the replica simulations shows that the EGCg
does not dissociate during simulation time and seems to suggest that while
hydrogen bonding occurs frequently, these are usually seen to be shorter-
lived bonds which the EGCg hydroxyl groups frequently switch between. A
breakdown of the major contributors is shown in Table 6.9.
In replica 1 the majority of these interactions appear to exist between
the EGCg A and B′ rings to residues on helix G on one side while a strong
hydrogen bond between ring B and helix F anchors the ligand to the binding
site on the other. In replica 2 the H-bonds are primarily to the G helix with
a slightly weaker bond to helix F from the B′ ring. In replica 3 the EGCg
benzopyran A/C rings appear to interact more with the F helix while the B
and B′ rings maintain contacts to the G helix, though they are all in general
quite weak interactions compared to the other replicas. In each replica it
appears that the total hydrogen bonds of the A and B′ rings are nearly
identical. This seems likely to increase the overall stability of the system
due to the ability to compensate for local system variations, though it may
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Figure 6.7: Close up view of the protein-ligand interactions of Replica 1 of
the Site 2 simulations after equilibration. In orange are the GLU130 and
GLU134 residues on the G helix, in blue is the GLU115 on the F helix and
in yellow is the ILE128 residue on the F/G loop.
indicate that the binding is short lived or transitory. As seen in the earlier
Chapter 3 the B′ ring has larger energy barriers to torsion than the B ring
and thus it is expected that this imposes some diﬃculty in achieving a close
bound structure with EGCg as the ligand interactions are unlikely to match
up precisely with the individual ring energy minima. However in this case
the A/B′ rings stabilise one side while the B ring ﬂexibly interacts on the
other, leading to quite variable binding strength.
MM/PBSA was performed for estimates of the free energy of binding
using a method identical to the EGCgS1 method. The results can be seen
in Table 6.10. Unlike the EGCgS1 case, here there appears to be quite large
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Table 6.9: EGCgS2 Major EGCg hydrogen bonds averaged throughout
replica simulations.
Replica Protein Residue Protein Water Total
(Helix) H-bonds H-bonds H-Bonds
1 GLU130, GLU134 (G) 2.0 13.1 15.1
GLU115 (F)
ILE128 (F/G loop)
2 ILE133, GLU130, GLU134 (G) 2.5 10.9 13.4
LEU114 (F)
GLY146 (G/H loop)
3 MET137, LYS138 (G) 2.5 11.8 14.8
ASP113, GLU115 (F)
ASN144, GLY146 (G/H loop)
Table 6.10: EGCgS2 MM/PBSA Calculation Results Showing Enthalpic
and Entropic Contributions for the protein-ligand binding using an internal
dielectric of 2.0.
Replica ∆H −T∆S ∆G
1 -15.0 ± 3.7 15.7 ± 4.7 0.7 ± 6.0
2 -26.9 ± 2.9 17.2 ± 5.4 -9.8 ± 6.1
3 -17.5 ± 5.5 21.7 ± 5.9 4.2 ± 8.0
Average -19.8 ± 4.1 18.2 ± 5.3 -1.6 ± 6.7
variations in both contributions to the free energy of binding. Enthalpic
contributions are much lower except in the replica 2 case. Entropically,
replicas 1 and 2 give similar values to the EGCgS1, replicas 1 and 3 while
replica 2 here is much larger. This is due to the replica 3 B′ ring orienta-
tion facing deeply into the protein helix cleft (where it interacts strongly
with ILE133, not seen in the other replicas) causing a large increase in the
vibrational contribution to entropy for the complex.
While the average binding remains favourable overall, there is a large
variation in replica values. This may be due to the fact that EGCg in
EGCgS2 is more likely to interact with charged residues, with fewer nearby
hydrophoic possibilites. It could also be due to the uncertainty in the initial
experimental structure determination leading to a poorer binding. Replica
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Table 6.11: EGCgDBs1 Major EGCg hydrogen bonds averaged throughout
replica simulations.
Replica Protein Residue Protein Water Total
(Helix) H-bonds H-bonds H-Bonds
1 GLU95, SER98 (E) 3.7 12.4 16.1
GLU155 (H)
2 GLU95, ASP99, ARG102 (E) 3.7 12.1 15.8
ASP105 (E/F loop)
3 GLU95, SER98, ASP99 (E) 1.6 13.4 15.0
TYR150 (H)
2 is the only replica which shows direct hydrogen bonding to the residues
LEU114 or ILE119 used in the original xplor-nih structure determination
which may partially explain its increased enthalpy. The diﬀerence between
EGCgS1 and EGCgS2 binding favourability here appears quite small but
noticable, around 2 kcal/mol, almost entirely due to the enthalpic term
which may indicate a binding site preference.
6.3.4 Double Bound EGCg
The ﬁnal set of replica simulations generated were for the doubly bound case
where an EGCg molecule is attached to both sites from the outset. Here
the EGCgDBs1 and EGCgDBs2 nomenclature is used to refer to each in the
combined system. For all three replica simulations both the site 1 and site
2 EGCg molecules remained bound during the full production runs. Tables
6.11 and 6.14 give breakdowns of the major protein - EGCg hydrogen bond
interactions for the EGCgDBs1 and EGCgDBs2 locations respectively. Table
6.12 shows the pi − pi interactions with the EGCgDBs1 in these simulations.
As before, EGCgDBs2 did not undergo any pi−pi bonding due to the binding
site location. It is useful to compare the diﬀerences for each site in the
double bound system with those of the singly bound simulations discussed
previously. Due to their location on opposite sides of the cCTnC protein we
expect no direct interaction, and indeed we ﬁnd this is the case, however it
is possible that the inﬂuence on the protein on one site could cause a protein
mediated change in the other leading to a further possible cooperative eﬀect.
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Table 6.12: EGCgDBs1 pi − pi interactions during production runs between
EGCg and PHE and TYR residues of cCTnC.





Inspection of Tables 6.11 and 6.12 immediately reveals several diﬀerences
from the singly bound system. The overall number of H-bonds tends to be
higher (in fact the average number of protein - ligand H-bonds averaged for
the single bound case was 2.6 while for the double bound is 3.0), while the
prevalence for pi−pi bonding seems to have correspondingly decreased. The
decrease in pi−pi bonding appears particularly stark with replica 1 showing
no bonding of this type at all while replica 2 shows only very slight bonding,
and with the B′ ring, not seen to interact in this manner at all in the single
bound case.
It is probable that these eﬀects are linked, an increase in strong H-
bonding would prevent suﬃcient overlap of aromatic rings which is likely to
have occurred here. Very little H-bonding in Replica 1 occured outside of
the major bonds listed, around 0.2 H-bonds in total. These few, strong H-
bonds appear to have existed for the entire simulation time and this strong
anchoring to helix H and E leaves little space for the rings to orient close to
the protein surface in a way which allows aromatic stacking. Replica 2 shows
a similarly high level of H-bonding, though with weaker H-bonds to GLU95
and ARG102, with only 0.15 bonds accounting for `minor' interactions. In
this case anchoring of the ligand appears to come from the very strong
H-bonds to ASP105, a residue buried relatively deep into the E/H helix
cleft. This formation then causes EGCg to favour an alignment of the B′
ring to run parallel down the cleft between the helices, leaving a near freely
rotating B ring exposed to solvent similar to Replica 1. Replica 3 in the
double-bound system appears quite similar to the single EGCgS1 replica
3 model, with fewer H-bonds than the others but a considerable amount
of pi − pi bonding to TYR150. Here the A ring has aligned along the helix
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Table 6.13: EGCgDBs1 MM/PBSA calculation results showing enthalpic
and entropic contributions for the protein-ligand binding using an internal
dielectric of 2.0.
Replica ∆H −T∆S ∆G
1 -17.9 ± 2.5 17.9 ± 4.6 0.0 ± 5.2
2 -17.5 ± 3.3 19.3 ± 3.5 1.8 ± 4.8
3 -18.0 ± 3.6 18.5 ± 4.7 0.6 ± 5.9
Average -17.8 ± 3.1 18.6 ± 5.0 0.8 ± 5.3
interface anchored to the H helix with B ring H-bond interactions connecting
the E helix. Relatively few interactions take place with the B′ ring as this
is positioned at the edge of the interface and directs away from the protein
for much of the production run.
Estimates for the free energy of binding for the system were carried
out using the MM/PBSA methods as described earlier using an internal
dielectric of 2.0. The results can be seen in Table 6.13. As explained
for the earlier simulations this was carried out in order to more accurately
describe the local protein environment which contains many acidic and basic
residues in close proximity to both EGCg sites (for example in Table 6.11
the largest number of H-bonds in each replica is formed to a negatively
charged GLU or ASP residue). The overall eﬀect of this on the enthalpic
contribution appears to show the replicas providing a very consistent value
for the favourable binding term. The averaged ﬁnal result of 0.8 kcal/mol
suggests a very slightly disfavoured binding. Interestingly, it appears that
the average binding is reduced compared to the EGCgS1 simulations by
about 1.5 kcal/mol suggesting that the site 1 location is less favourable a
binding site when site 2 is already occupied though these diﬀerences are still
well within the standard deviations of the calculations.
EGCgDBs2 H-bonds are shown in Table 6.14 and depict a seemingly less
well-deﬁned interaction space than the EGCgDBs1 system.
In replicas 2 and 3 several interactions occur which include O11, the
double-bonded carbon close to the B′ ring. This is slightly unusual and
does not appear in other replicas but is likely to have occurred due to close
H-bonding to the O3 hydroxyl which is nearby on the B′ ring itself. In
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Table 6.14: EGCgDBs2 Major EGCg hydrogen bonds averaged throughout
replica simulations.
Replica Protein Residue Protein Water Total
(Helix) H-bonds H-bonds H-Bonds
1 LYS118 (F) 3.7 10.9 14.6
GLU134 (G)
ASP145, GLY146 (G/H loop)
2 GLU134, LYS138, ASP141 (G) 3.1 10.8 13.9
3 LYS118, GLN122 (F) 2.8 11.4 14.2
GLU130 (G)
GLU126, ILE128 (F/G loop)
replica 2 this interaction along with the strong H-bonds from the B ring are
the only way the ligand anchors to the protein and reveal these two rings
align closely to the protein surface while the A ring faces away. Due to the
position of EGCg in site 2 and the speciﬁc H-bonds formed, the ligand is able
to remain in the F/G helix interface without any major F helix interactions.
As previously stated, the site 2 location only forms hydrogen bonds with no
pi−pi interactions taking place. The prevalence for H-bonding in the double-
bound case appears to have increased compared to the EGCgS2 system
forming on average around 3.2 H-bonds versus about 2.3 for the single site.
It is possible that this is due to protein-wide conformational shifts due to
binding at both sides of the protein. This may additionally explain the
fewer pi − pi interactions seen in the EGCgS1 case. Analysis of the EGCgS2
H-bonds against the EGCgDBs2 H-bonds suggests that in the single case
there is a preference for binding slightly closer to the G/H loop end of the
helical interface and thus we see more H-bonds form with these residues.
Meanwhile in the double bound case the site 2 EGCg does not seem to have
a preference and interactions are seen on either end.
MM/PBSA calculations were carried out as before for both enthalpic and
entropic contributions (using normal mode analysis) as has been discussed
for the EGCgDBs1 and elsewhere. Results are shown in Table 6.15. For
all three replicas the entropic terms remained very similar suggesting little
diﬀerence in orientation of the EGCg around and within the protein. In
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Table 6.15: EGCgDBs2 MM/PBSA calculation results showing enthalpic
and entropic contributions for the protein-ligand binding using an internal
dielectric of 2.0.
Replica ∆H −T∆S ∆G
1 -21.5 ± 2.7 19.2 ± 6.4 -2.3 ± 6.9
2 -20.5 ± 2.8 18.1 ± 5.2 -2.4 ± 5.9
3 -18.5 ± 4.0 18.6 ± 4.3 0.1 ± 5.9
Average -20.2 ± 3.2 18.6 ± 5.3 -1.5 ± 6.2
Table 6.15 we can see that consistent results are achieved for the enthalpic
term, with similar standard deviations across replicas. In this simulation
set replica 3 is very similar to the EGCgS2 replica 1 simulation and it is
possible that the presence of the hydrophobic residue ILE128 leads pbsa to
underestimate overall binding of the system.
It is also worth noting that the EGCgS2 and EGCgDBs2 give nearly
identical averages for total ∆G with a dielectric of 2.0. This indicates that
Site 2 binding is not aﬀected by EGCg concurrently binding to Site 1 and
it may be the preferred site for EGCg binding when there is an excess of
EGCg in the cardiac sarcomere.
6.3.5 Calcium Mobility and Protein Stability
This Subsection contains accumulated data and statistics for the earlier
simulations which are more easily compared side by side rather than in
their respective separate sections.
Figure 6.8 and Figure 6.9 shows relevant RMSD protein backbone data
as well as calcium ion ﬂuctuations from the simulations undertaken. It
is worth noting that when averaged over all the replicas, the undocked
cCTnC·TnI(34-71) backbone ﬂuctuations are very similar to those seen in
Section 6.2 suggesting that the choice of a more up to date force ﬁeld has
not markedly changed the protein behaviour, which validates our previous
results. Several familiar trends can be picked out from this data, including
a slight overall decrease in structural ﬂuctuation seen when there is bound
EGCg in the system. This eﬀect is more visible for EGCgS1 and EGCgDB
and diﬃcult to discern in EGCgS2 which may indicate that site 2 alone has
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Figure 6.8: Protein backbone RMSDs versus simulation time for each model
simulated. In each case the black line is replica 1, red is replica 2 and green
is replica 3. The drop line at 5 ns indicates where the production runs
began.
little to no eﬀect in enhancing structural stability of the protein. When
comparing the calcium ion scatter plots in Figure 6.9 there appears to be
some variation between the model replicas, particularly for the unbound
complex and the two single site models. It is therefore diﬃcult to discern
an overall trend between the models, however, in general the ligated models
show slightly reduced calcium ion movement, as well as ﬂuctuations, over the
un-ligated model. This may be attributed to a small increase in structural
rigidity of the EF hand loop binding sites when EGCg is bound nearby.
Table 6.16 shows the calcium coordination for the ﬀ12SB simulations
of between 8 and 9, in the range predicted by the literature of 7-9 and
conﬁrmed by the previous simulation results. Unlike the results shown in
Table 6.3, there is a slightly larger range of coordination for the site 1 cal-
cium which is in closer agreement to the earlier cCTnC results seen in Table
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Figure 6.9: Calcium ion RMSD (Å) of Site I versus Site II from the produc-
tion runs of the replica simulations.
5.5. There is also a lower coordination for site 2 in the EGCgS1 model than
is seen in the others, though again this is not a large diﬀerence overall. De-
spite some diﬀerences, it appears that the simulations are still in agreement
in terms of oxygen coordination for both ﬀ03 and ﬀ12SB simulations. When
compared to the calcium motion scatter plots in in Figure 6.9 there appears
to be little connection between larger ﬂuctuation and lower coordination, as
shown by the small diﬀerences in the cCTnC·TnI(34-71) and EGCgS2 repli-
cas coordination numbers and their relatively variable motion. Table 6.16
appears to show quite consistent results over the diﬀerent simulations and
it appears that the relatively simple description used to model the divalent
calcium ions has not been signiﬁcantly aﬀected by the change in force ﬁeld
from ﬀ03 to ﬀ12SB.
This data appears to favour the idea that drugs targeted to bind to site
1 and/or site 2 locations can have an eﬀect on the calcium ions of these high
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Table 6.16: The coordination numbers of calciums ions averaged throughout
the cCTnC·TnI ﬀ12SB MD simulations.

















aﬃnity sites, as shown in the earlier section, though this is not as distinct
as was shown previously.
6.3.6 Comparison to Experimental Findings
With the results gathered from the simulations it becomes possible to com-
pare our results with the sparse NOE assignments used to generate the
initial docked conﬁgurations. As was brieﬂy touched upon earlier, the ex-
perimentalists had diﬃculty assigning NOE restraints between the EGCg/s
and residues of the protein when cTnI was present in the system. In par-
ticular they were unable to conﬁrm which leucine residue, leucine 114 or
isoleucine 119, were in contact with EGCg in site 2 (they thus assigned
them to both to generate the original site 2 binding). By performing the
same NOE analysis as shown in Chapter 5, Section 5.3 it is possible for
us to see the preference of the EGCg in each replica simulation. In this
case the only EGCg NOEs found experimentally were H11/H14 (A ring),
H12/H13 (C ring) and H9/H10 (B′ ring) which were considered indistin-
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Figure 6.10: Comparison of NOE restraint assignment from experimental
docking (hollow black squares) and the computational results. In each graph
red squares are for replica 1, blue circles are for replica 2 and green triangles
are for replica 3.
guishable from one another. These are named in the same manner as those
shown in Figure 5.9. Note that the B ring H16/H17 were not included in
the experimental work, nor were several other hydrogens on the benzopyran
A/C ring. The results are shown in Figure 6.10 alongside the original NOEs
used to generate the double bound structure.
When determining the structure from the experimental data, the re-
straints were all assigned values of 4.2 Å - 6.0 Å. As the calculated values
almost exclusively lie within this range we have not diﬀerentiated for vary-
ing strength of the NOE. The EGCgS1 results appear to show a complete
lack of interaction with the LEU97 when in actuality there were several con-
tacts though they were from the H16/H17 B ring. The replica 3 simulation
here does not show any NOEs listed though several interactions with nearby
residues are noted (see Table 6.6) including with LEU97. The EGCgDBs1
results are quite similar to the single site case and both show a considerable
preference for NOE contact with LEU154 over LEU97, though nearby H-
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bond interactions indicate that the EGCg remains nearby throughout the
simulations.
The Site 2 results show an interesting trend: In both cases the simula-
tions demonstrate a considerable preference for the LEU114 NOE set over
the ILE119. The EGCgS2 results show a slight preference for the LEU114
while the EGCgDBs2 show no contacts to the ILE119 at all. This may be
an indication of why the NOEs were so diﬃcult to assign experimentally
as the binding site may shift slightly when there is an excess of EGCg in
the sarcomere (likely the case if a double-binding were to occur) compared
to a smaller concentration which might only transiently occupy the site 2
binding area.
Overall, We were able to shed light on this system from the less well de-
ﬁned set of data we started with (compared to Chapter 5). We can see that
the results shown appear to indicate that EGCg binds to the cCTnC·TnI(34-
71) with a low aﬃnity and in a non-speciﬁc manner, with EGCg being able
to occupy both sites but likely preferring the original site 1 area. In both
single and double bound cases we see that this binding aﬀects the calcium
ion aﬃnity, crucial to the regulation of the cardiac system.
6.4 Chapter Summary
Using protocols established and reﬁned in Chapter 5 it was possible to use
computational methods to explore and enhance the state of knowledge of the
cCTnC·TnI(34-71) system when both bound and free from EGCg. Dock-
ing simulations provided an excellent basis from which sparse experimental
data could be improved and expanded upon, initially by ﬁnding a suitable
binding site on the protein complex for EGCg and then by exploring a pos-
sible double bound structure. The eﬀects of single and double binding to
both sites are analysed and provide an interesting insight as to why this
system proved diﬃcult for experimental methods. From the data gathered,
it appears likely that the second site is of lower aﬃnity and may be a tran-
sient binding present only when an excess of EGCg is in the system. Free
energy estimates give clear indication for the changes in protein-protein
binding upon mutation suggesting that calcium signalling eﬀects could also
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be a strong factor in DCM and related diseases in addition to the eﬀects on
calcium aﬃnity. The eﬀect of signal response is also worth further investi-
gation as a change in cCTnC·TnI(34-71) binding is likely to modify the rate
of calcium signal transmission. In all cases EGCg acted as a moderator of
the interactions of the system strongly suggestive of a potential role for this




In this work a variety of computational methods have been applied to green
tea catechins as well as the cardiac protein troponin C. In doing so the
properties of these selected green tea catechins have been analysed in vacuo,
water, chloroform and benzene solvent media. The eﬀect of the green tea
catechin EGCg on the human cardiac protein troponin C has been investi-
gated with regards to its ability to aﬀect calcium mobility. Simulations have
provided atomic scale examination of these chemical and biological systems
and their deﬁciencies and limitations have also been discussed. This Chap-
ter brieﬂy summarises of the outcomes of the previous Chapters as well
as giving thought to further investigation of these systems using the work
detailed here as a foundation.
Structural Properties of Catechins
Computational techniques at various levels of accuracy have been carried
out to elucidate the interactions of four selected green tea catechins (EGCg,
EGCmg, ECg and EGC). In doing so a complete picture of the interplay
of intra-molecular and inter-molecular interactions in gas phase as well as
water and chloroform environments has been achieved, giving new insights
into the conﬁgurational landscape of these systems.
Classical molecular dynamics, ably aided by the use of metadynamics
to accelerate rare events, has allowed us to quantify the interactions of the
selected green tea catechins with the inclusion of explicit solvent media
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including water and hydrophobic chloroform. We were able to construct
a force ﬁeld modiﬁcation to the Amber GAFF ﬁle which adequately re-
produces the results derived from DFT calculations. This allowed us to
perform MD and metadynamics to explore the potential energy surface of
these molecules using selected molecular torsions to describe the systems.
We also compared these catechins with currently used calcium sensitisers
Levosimendan and EMD 57033 to analyse their similarities and ﬁnd the
catechins possess a more hydrophilic character than these drugs. This also
allowed us to further interrogate these molecules bound to biological systems
later on in Chapter 5.
Electronic Properties of Catechins
The claimed antioxidant properties of green tea catechins have led to their
use as a health supplement for a variety of conditions. Using DFT, Hartree
Fock and Møller Plesset calculations, this work has expanded the current
knowledge of the electronic properties of the EGCg and EGC catechins in
various radical forms. In addition, we have paid particular attention to the
current deﬁciencies in the modelling these systems using these methods.
We show that the galloyl B′ ring present in EGCg has little to no eﬀect
on the ionisation potential or bond dissociation enthalpies of the molecule,
leading us to conclude that EGCg and EGC have very similar mechanisms.
Overall we found that BDE, which characterises the HAT mechanism, is
smaller than IP for SET or H+ transfer for SPLET in both catechins. It
would therefore be of interest to further investigate the HAT mechanism,
for example with molecular dynamics, as this may provide more information
on the radical processes involved with these molecules. The eﬀect of solvent
dielectric has also been tested and shown to be an important consideration
when evaluating charged systems such as the cationic and anionic states of
the catechins, though has a very minor eﬀect on bond dissociation enthalpy.
The solvent medium does considerably aﬀect the ionisation potential as
well as proton transfer when considering a water or hydrophobic medium
(such as in the case of biological membranes). We ﬁnd ongoing issues with
the treatment of spin density in the cationic system, notably in the gas
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phase but present in any system lacking a large external dielectric, using
current methods which make determination of other molecular properties
problematic in this case.
Interactions of EGCg and the Cardiac Troponin
C Protein
Classical molecular dynamics of the protein-ligand system cCTnC·EGCg
were carried out using the parametrisation generated in the earlier catechin
work to model EGCg. We were able to show that computational methods
could reproduce, to a good degree of accuracy, the experimental work on this
protein, notably several major NOE restraints used to ﬁt the experimental
structure. In addition, our simulations were then able to give a detailed
account of the interaction network that EGCg forms when in complex with
cCTnC as well as other similar drugs which may be used to target the
hydrophobic cleft, including EMD 57033. We used metadynamics to explore
this protein cleft and show that EGCg is able to bind in diﬀerent positions
based on its ring conﬁguration whilst remaining bound to the protein as well
as to provide possible transition pathways for dissociation of the catechin
from the complex. We also give an estimate of the free energy of binding
based upon MM/PBSA results which should be useful for comparative work
with similar classes of drugs designed to target this system.
Interactions of EGCg and the Cardiac Troponin
C - Troponin I Complex
Using the docking protocols outlined in our earlier work we were able to lo-
cate an alternative binding site for EGCg in the case where the hydrophobic
cleft of cCTnC is occupied by the cTnI(34-71) anchoring fragment, located
at the interface of the E & H helices of cCTnC. With the aid of MD and
MM/PBSA protocols established in Chapter 5 we have shown that while
this binding is weaker than to the hydrophobic cleft, it still has an eﬀect
on the calcium mobility in the system and may act as a calcium modulater,
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though it is unlikely, in itself, to solve the problems associated with car-
diac malfunction. We therefore identify this site as of particular interest for
further study for drugs which indirectly alter the calcium cycle of the heart.
In combination with NMR experimental work[190] on this system, we
were then able to identify and test a second binding site for EGCg (site
2, at the interface of the F & G helices of cCTnC), as well as a potential
double bound case, to the cCTnC·TnI(34-71) complex. We were able to
use MD simulations to clarify the NOE data seen experimentally and ﬁnd
that EGCg likely binds non-speciﬁcally to these sites, with relatively low
aﬃnity and may only transiently bind to site 2. In this case the eﬀect on
calcium mobility was less noticeable. Nevertheless it is recommneded that
both sites be persued by those seeking to alter the state of calcium binding
in the cardiac sarcomere.
Ongoing Work and Future Perspectives
DFT calculations have allowed us to produce robust and useful force ﬁeld
modiﬁcations for the green tea catechins EGC, ECg, EGCmg and EGCg for
further work with biological systems. The work in this thesis has focussed on
the commonly stated `most eﬃcacious' of these molecules, EGCg, however
our ﬁndings from extensive electronic calculations indicate that it would also
be prudent to extend this investigation in the future to EGC which we have
shown to be at least as eﬀective in terms of its antioxidant related properties
as EGCg, though it is less abundant than EGCg in green tea. Given the
less bulky size of the smaller EGC molecule, coupled with similar energetic
processes (IP, BDE) to EGCg, it may provide a useful alternative molecule
to probe the eﬀects of dietary polyphenols and should be considered in
further work on the subject.
The work in Chapter 4 outlines some issues with the current treatments
of radical molecules using commonly available DFT functionals. The pri-
mary issue being that as DFT methods are based upon the property of
electron density, if the method cannot accurately describe the unpaired spin
density of this class of organic radicals, other results may well be erroneous.
This error is diﬃcult to quantify though appears to be exacerbated by the
CHAPTER 7. CONCLUSIONS AND PERSPECTIVES 168
poly-aromatic structures of these catechins leading to excess de-localisation
of spin over the system. It would be beneﬁcial to examine these molecules
using alternative methods such as Quantum Monte Carlo, which may be
able to bypass some of the drawbacks of the current DFT methodology and
has been demonstrated to work for radicals.[191] This work is currently on-
going with EGC as a test system and was chosen as the method is highly
computationally intensive which greatly beneﬁts from smaller system size.
It is hoped that this can be used to complement the works shown here.
The regulation of the cardiac cycle represents a broad body of work the
understanding of which is crucial to ameliorating eﬀects of heart disease,
currently the largest cause of death in the developed world. The eﬀect of
EGCg on cardiac calcium mobility has been extensively discussed in this
work, and our results so far indicate that it is worth further analysis of the
newly assigned EGCg binding sites to cCTnC·TnI(34-71).
It may be beneﬁcial to explore further the calcium signalling response by
simulating the full Troponin protein, though this eﬀort is currently stymied
by inadequate experimental resolution of the protein in question. Alterna-
tively, the recently developed funnel metadynamics method[110] (discussed
brieﬂy in Chapter 2) could prove to be a useful tool to probe the binding
sites discovered in this work, as well as the eﬀect of mediating waters, if
any. In this way it should be possible to gain a much better estimate of
the absolute binding energies of EGCg to each site as well as the eﬀect of
binding one site while the other is already occupied. As was mentioned,
the similarity of EGC to EGCg may make this a plausible alternative can-
didate, where the less branched, bulky shape of the molecule may give it
more character of the calcium sensitiser EMD 57033. It may be worth us-
ing a combination Quantum Mechanics / Molecular Mechanics (QM/MM)
regime based on the recently discovered binding sites in order to beneﬁt
from the wealth of data generated by our classical work and to thoroughly
interrogate these sites with catechins and other drugs capable of aﬀecting
calcium binding.
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