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Abstract
Plasmas present a diverse set of behaviors in different regimes. Given the intrinsic multi-
scale nature of plasma dynamics, classical theoretical and numerical methods are often em-
ployed at separate scales with corresponding assumptions and approximations. Clearly, the
coarse-grained modeling may introduce considerable uncertainties between the field solutions
of flow and electromagnetic variables, and the real plasma physics. To study the emergence,
propagation and evolution of randomness from gyrations of charged particles to magnetohy-
drodynamics poses great opportunities and challenges to develop both sound theories and
reliable numerical algorithms. In this paper, a physics-oriented stochastic kinetic scheme
will be developed that includes random inputs from both flow and electromagnetic fields via
a hybridization of stochastic Galerkin and collocation methods. Based on the BGK-type
relaxation model of the multi-component Boltzmann equation, a scale-dependent kinetic
central-upwind flux function is designed in both physical and particle velocity space, and
the governing equations in the discrete temporal-spatial-random domain are constructed.
By solving Maxwell’s equations with the wave-propagation method, the evolutions of ions,
electrons and electromagnetic field are coupled throughout the simulation. We prove that
the scheme is formally asymptotic-preserving in the Vlasov, magnetohydrodynamical, and
neutral Euler regimes with the inclusion of random variables. Therefore, it can be used for
the study of multi-scale and multi-physics plasma system under the effects of uncertainties,
and provide scale-adaptive physical solutions under different ratios among numerical cell
size, particle mean free path and gyroradius (or time step, local particle collision time and
plasma period). Numerical experiments including one-dimensional Landau Damping, the
two-stream instability and the Brio-Wu shock tube problem with one- to three-dimensional
velocity settings, and each under stochastic initial conditions with one-dimensional uncer-
tainty, will be presented to validate the scheme.
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1. Introduction
Plasma applications cover an extremely wide range of density n from 106 to 1034 m−3
and temperature kBT from 10
−1 to 1010 eV [1]. As F. Chen wrote in his famous monograph
[2], ”What makes plasmas particularly difficult to analyze is the fact that the densities fall
in an intermediate range. They behave sometimes like fluids, and sometimes like a collection
of individual particles.” A qualitative classification of typical plasma regimes with respect
to density and temperature is presented in Fig. 1. In this paper, we confine ourselves to
the study of classical, non-relativistic and weakly coupled plasmas, e.g. the magnetosphere,
whose behaviors can be well described by the kinetic theory of gases.
Figure 1: An illustrative demonstration of different plasma regimes and related phenomena [1].
Given the intrinsic multi-scale nature in plasma physics, classical theories are devoted to
different governing equations at different hierarchies. For example, at a particle mean free
path which is larger than the Debye length λD = (ε0kBTele/ne
2)1/2, and a mean collision
time which is larger than the reciprocal of the plasma frequency ωp = (ne
2/ε0mion)
1/2, the
motions of ions and electrons can be depicted statistically through kinetic equations, e.g.
the Vlasov equation and the Fokker-Planck-Landau equation. On the other hand, at the
macroscopic level with intensive intermolecular collisions, the fluid dynamic equations are
routinely used to model the collective behaviors of charged particles, i.e. the magnetohy-
drodynamics (MHD) equations.
Since the 1950s, rapid development has been made in deterministic numerical meth-
ods for plasma simulations [3–10]. However, given the coarse-grained approximation in the
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field theories of plasmas and errors inherited from numerical simulations, considerable un-
certainties may be introduced inevitably. One typical example are the uncertain inputs of
the initial/boundary value problem. Furthermore, for the evaluation of collision kernel in
the kinetic equations, the phenomenological model parameters often need to be calibrated
by experiments to reproduce correct transport coefficients, which introduce errors into the
simulations. Another example goes to the vacuum permeability employed in the Maxwell’s
equations for electromagnetic fields. In the SI system which has gone into force in 2019 [11],
this value is measured experimentally as µ0 = 8.8541878128× 10−12F ·m−1, with a relative
standard deviation being 1.5× 10−10.
Uncertainty quantification (UQ) is a thriving subject that quantifies one’s lack of knowl-
edge concerning a physical reality. It applies itself to answer the challenging questions, e.g.
how predictive are the simulation results from the idealized models, and how can one explic-
itly assess the effects of uncertainties on the quality of model predictions. Depending on the
methodology to model the random variables, the methods for UQ study can be classified
into intrusive and non-intrusive ones. In the former case, a series of realizations of ran-
dom inputs are generated based on a prescribed probability distribution. Each realization
is solved by a deterministic solver, and then a post-processing is employed to estimated the
uncertainties. In contrast, intrusive methods work in a way such that we reformulate the
original deterministic system.
One prevalent intrusive strategy is the stochastic Galerkin (SG) method [12], in which
the solutions are expressed into orthogonal polynomials of the input random parameters. It
promises spectral convergence in random space when the solution depends smoothly on the
stochastic parameters [13]. In a nonlinear Galerkin system, all the expansion coefficients are
essentially coupled, which becomes cumbersome in massive computations. The stochastic
collocation (SC) method [14], although a non-intrusive method, can be seen as a middle way.
It combines the strengths of non-intrusive sampling and SG by evaluating the generalized
polynomial chaos (gPC) expansions on quadrature points in random space. As a result,
a set of decoupled equations can be derived and solved with deterministic solvers on each
quadrature point. Provided the solutions posses sufficient smoothness over random space,
the SC methods maintain similar convergence as SG, but suffers from aliasing errors due to
limited number of quadrature points.
Although the UQ field has undergone rapid development over the past few years, its
applications on plasma physics mainly focus on the two limits of Vlasov [15–18] and MHD [19,
20] with standard stochastic settings. To the best of the authors’ knowledge, limited work has
been conducted on the evolutionary process of uncertainty in multi-scale physics. Given the
nonlinear system including intermolecular collisions, initial inputs, fluid-surface interactions
and geometric complexities, uncertainties may emerge from molecular-level nature, develop
upwards, affect macroscopic collective behaviors, and vice versa. To study the emergence,
propagation and evolution of uncertainty poses great opportunities and challenges to develop
both sound theories and reliable multi-scale numerical algorithms.
It is noticeable that tracking the evolution of stochastic variables with either polynomial
chaos or quadrature rules is similar in spirit to solving kinetic equations in phase space
with moment or discrete velocity methods. The advantages of SG and SC methods can be
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combined when the integrals that are necessary for SG inside the algorithm are computed
numerically using SC. In this paper, we follow the strategy proposed in [21] and develop
a stochastic kinetic scheme for multi-scale plasma transport and we couple it to Maxwell’s
equations. Based on the Bhatnagar-Gross-Krook (BGK) type relaxation model for multi-
component plasmas, a scale-dependent central-upwind flux function is constructed in both
physical and particle velocity space, which considers simultaneously the individual particle
transports and their collective behaviors. The update of source terms of plasma and elec-
tromagnetic fields are solved in a coupled way implicitly. We thus combine the advantages
of SG and SC methods with the construction principle of kinetic schemes, and obtain an
efficient and accurate scheme for cross-scale BGK-Maxwell system with uncertainties. The
randomly initial inputs of both flow and electromagnetic fields are considered.
The rest of this paper is organized as follows. Sec. 2 is a brief introduction of kinetic
theory of plasma and its stochastic formulation. Sec. 3 presents the numerical implemen-
tation of the current scheme and detailed solution algorithm. Sec. 4 includes numerical
experiments to demonstrate the performance of the current scheme and analyze some new
physical observations. The last section is the conclusion.
2. Deterministic and stochastic theories
2.1. Kinetic theory of plasmas
The gas kinetic theory describes the time-space evolution of particle distribution function.
With a separate modeling of particle transport and collision processes, the evolution equation
of monatomic plasmas writes as
∂fα
∂t
+ u · ∇xfα + qα
mα
(E + u×B) · ∇ufα = Qα, (1)
where α = ion, ele denotes a specific ion or electron, (qα,mα) are particle charge and mass,
and (E,B) are electric and magnetic fields respectively. For the Coulomb collisions between
charged particles, the limiting case of Boltzmann collision integral leads to the Fokker-
Planck-Landau operator,
Qα =
N∑
β
{
∇u ·
∫
Φ(u− u′) [fβ(u′)∇ufα(u)− fα(u)∇ufβ(u′)] du′
}
, (2)
where (u, u′) are the velocities of two classes of particles and Φ(u) = (|u|2I3 − u⊗ u)/|u|3
is a 3× 3 matrix.
Instead of solving the above collision integral directly, here we employ a multi-component
BGK-type relaxation model proposed by Andries, Aoki and Perthame [22] in the current
work to mimic the collision process,
Qα = να(Mα − fα), (3)
4
where να is the collision frequency. The equilibrium distribution is defined based on the
local modified macroscopic variables, i.e.,
Mα = nα
(
mα
2pikBT¯α
) 3
2
exp
(
− mα
2kBT¯α
(u− U¯α)2
)
, (4)
where nα is number density, mα is molecular mass and kB is the Boltzmann constant. The
design of modified temperature T¯α and velocity U¯α is based on the idea that the macroscopic
transfer rates in the moments equations derived from BGK model should be consistent with
that from multi-component Boltzmann equation. For elastic scattering, the evaluation of
modified variables for Maxwell and hard sphere molecules can be written as,
U¯α = Uα + τα
∑
r
2mr
mα +mr
ναr(Ur −Uα),
3
2
kBT¯α =
3
2
kBTα − mα
2
(U¯α −Uα)2
+ τα
∑
r
4mαmr
(mα +mr)2
ναr
[
3
2
kBTr − 3
2
kBTα +
mr
2
(Ur −Uα)2
]
,
(5)
where ναr is the frequency of intermolecular interactions which can be derived through
specific molecule models [23], and it determines the relaxation time by τα = 1/
∑N
r ναr.
Here we adopt the hard-sphere molecules, i.e.,
ναr =
4
√
pinr
3
(
2kBTα
mα
+
2kBTr
mr
)1/2(
dα + dr
2
)2
, (6)
where d is the kinetic molecule diameter.
Macroscopic conservative flow variables are related to the moments of the particle dis-
tribution function,
Wα =
 ραραUα
ραEα
 = ∫ mαfα$du, (7)
where Eα = (Uα)2/2 + 3kBTα/2mα is total energy density, and $ =
(
1,u, 1
2
u2
)T
is the
vector of collision invariants. Hence, macroscopic transport equations can be derived by
taking moments of the kinetic equation with respect to the collision invariants, i.e.,
∂nα
∂t
+∇x · (nαUα) = 0,
∂(ραUα)
∂t
+∇x · (ραUαUα) = ∇x ·Pα + nαqα(E + Uα ×B) + Rα,
∂(ραEα)
∂t
+∇x · (ραEαUα) = ∇x · (PαUα)−∇x · qα + nαqαUα · E +Hα,
(8)
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where the source terms Rα and Hα in the balance laws come from the moments of collision
term respectively,
Rα =
∫
umανα(Mα − fα)du =
∑
r
2mαmr
mα +mr
nαvαr (Ur −Uα) ,
Hα =
∫
1
2
(u−U)2mανα(Mα − fα)du
=
∑
r
4mαmr
(mα +mr)
2nαvαr
[
3
2
kBTr − 3
2
kBTα +
mr
2
(Ur −Uα)2
]
.
(9)
Eq.(8) is consistent with the well-known Braginskii’s two-fluid model [24].
2.2. Generalized polynomial chaos approximation of kinetic equation with uncertainties
Several sources of uncertainty can be considered in the BGK equation. Here we con-
sider uncertain initial and boundary conditions, which turn the deterministic system into
stochastic case. We employ the generalized polynomial chaos (gPC) expansion of particle
distribution with degree N , i.e.,
fα(t,x,u, z) ' fαN =
N∑
|i|=0
fˆαi(t,x,u)Φi(z) = fˆ
T
α Φ, (10)
where i could be a scalar or a K-dimensional vector i = (i1, i2, · · · , iK) with |i| = i1 + i2 +
· · ·+iK . The fˆαi is the coefficient of i-th polynomial chaos expansion, and the basis functions
used are orthogonal polynomials {Φi(z)} satisfying the following constraints,
E[Φj(z)Φk(z)] = γkδjk, 0 ≤ |j|, |k| ≤ N, (11)
where
γk = E[Φ2k(z)], 0 ≤ |k| ≤ N, (12)
are the normalization factors. The expectation value defines a scalar product,
E[Φj(z)Φk(z)] =
∫
Iz
Φj(z)Φk(z)%(z)dz, (13)
where %(z) is the probability density function. In practice, it can be evaluated theoretically
or with numerical quadrature rule, i.e.,
E[Φj(z)Φk(z)] =
∑
i
Φj(zi)Φk(zi)w(zi), (14)
where w(zi) is the corresponding quadrature weight function in random space. In the fol-
lowing we adopt a uniform notation 〈ΦjΦk〉 to denote the integrals over random space from
Eq.(13) and (14).
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Given the correspondence between macroscopic and mesoscopic variables, from Eq.(7)
we can derive,
Wα '
∫
fαN$du =
∫ N∑
i
fˆαi(t,x,u)Φi(z)$du =
∑
i
(∫
fˆαi$du
)
Φi
'WαN =
N∑
i
wˆαiΦi = wˆ
T
αΦ.
(15)
After substituting the Eq.(10) into the kinetic equation (1) and (3), and performing a
Galerkin projection, we then obtain
∂fˆα
∂t
+ u · ∇xfˆα + Gˆα = Qˆα = να(mˆα − fˆα), (16)
where Qˆα is the gPC coefficient vector of the projection from collision operator to the
polynomial basis,
Qˆα = να(mˆα − fˆα), (17)
with mˆα being the vector of gPC coefficients of Maxwellian distribution (which depends
implicitly on the fˆα) and να being a deterministic collision frequency. The electromagnetic
forcing term Gˆα is
Gˆα = Gˆ
T
αΦ =
N∑
i
GˆiΦi, Gˆi =
qα
mα
∑N
j
∑N
k
(
Eˆj + u× Bˆj
)
∇ufˆαk 〈ΦjΦkΦi〉
〈Φ2i 〉
. (18)
Notice that the gPC coefficients of both Gˆα and Qˆα are nonlinear functions of the state
variables (cf. Eq.(5)).
2.3. Maxwellian distribution in generalized polynomial chaos
For a deterministic system, the evaluation of the Maxwellian distribution given in Eq.(4)
is straight-forward. However, given a generalized polynomial chaos (gPC) system, the mul-
tiplication and division can’t be operated directly on the stochastic moments without modi-
fying the orthogonal basis. Starting from a known particle distribution function in Eq.(10),
here we draw a brief outline to approximately evaluate the Maxwellian distribution function
in the gPC expansion.
1. Derive the macroscopic conservative variables from particle distribution function with
gPC expansion,
WαN =
 ραN(ραUα)N
(ραEα)N
 = N∑
i
(∫
fˆαiψdu
)
Φi; (19)
2. Locate conservative variables on quadrature points zj of random space and calculate
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primitive variables, e.g. flow velocity
Uα(zj) =
(ραUα)N(zj)
ραN(zj)
, (20)
and
Tα(zj) =
(ραEα)N(zj)− (ραUα)2N(zj)/2ραN(zj)
3kBραN/2mα
, (21)
and then calculate the modified velocity and temperature via Eq.(5).
3. Calculate Maxwellian distribution on quadrature points
Mα(zj) = nα(zj)
(
mα
2pikBT¯α(zj)
) 3
2
e−λ¯α(zj)(u−U¯α(zj))
2
, (22)
and decompose it into a gPC expansion
MαN =
N∑
i
mˆαiΦi, (23)
with each coefficient in the expansion being given by a quadrature rule
mˆαi =
〈Mα,Φi〉
〈Φ2i 〉
=
∑
jMα(zj)Φi(zj)%(zj)∫
Iz
(Φi(z))2%(z)dz
. (24)
2.4. Maxwell’s equations
For the self-consistent problem of plasma dynamics, the evolutions of electric and mag-
netic fields (E,B) are coupled with the motions of charged particles, which can be described
by the linear Maxwell’s equations in vacuum,
∂E
∂t
− c2∇x ×B = − 1
ε0
J,
∂B
∂t
+∇x × E = 0,
∇x · E = σ
ε0
,
∇x ·B = 0.
(25)
Here σ = e(ni − ne) is the net charge density, J is the current, and the speed of light is
related to the permeability and permittivity of vacuum with c = (µ0ε0)
−1/2. To ensure
the divergence constraints in numerical simulations, some techniques can be used in solving
Maxwell’s equations. Here we employ the perfectly hyperbolic Maxwell’s equations (PHM)
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[25],
∂E
∂t
− c2∇x ×B + χc2∇xφ = − 1
ε0
J,
∂B
∂t
+∇x × E + γ∇xψ = 0,
1
χ
∂φ
∂t
+∇x · E = σ
ε0
,
ε0µ0
γ
∂ψ
∂t
+∇x ·B = 0,
(26)
where φ, ψ are two additional correction potentials, and the propagation speed of errors
for the divergence of magnetic and electric fields are γc and χc correspondingly. With the
stochastic Galerkin formulation, the PHM system can be rewritten as
∂Eˆ
∂t
− c2∇x × Bˆ + χc2∇xφˆ = −( ˆJ/ε0),
∂Bˆ
∂t
+∇x × Eˆ + γ∇xψˆ = 0,
1
χ
∂φˆ
∂t
+∇x · Eˆ = ( ˆσ/ε0),
ε0µ0
γ
∂ψˆ
∂t
+∇x · Bˆ = 0.
(27)
The parameters in Maxwell’s equations are assumed to be deterministic.
3. Solution algorithm
3.1. Update algorithm
The current numerical algorithm is implemented within the finite volume framework.
We adopt the notation of cell averaged macroscopic conservative variables and particle dis-
tribution function in a control volume,
Wα(t
n,xi, zk) = (Wα)
n
i,k =
1
Ωi(x)Ωk(z)
∫
Ωi
∫
Ωk
Wα(t
n,x, z)dxdz,
fα(t
n,xi,uj, zk) = (fα)
n
i,j,k =
1
Ωi(x)Ωj(u)Ωk(z)
∫
Ωi
∫
Ωj
∫
Ωk
fα(t
n,x,u, z)dxdudz,
along with the coefficient vector in the gPC expansions,
Wˆα(t
n,xi) = (Wˆα)
n
i =
1
Ωi(x)
∫
Ωi
Wˆα(t
n,x)dx,
fˆα(t
n,xi,uj) = (fˆα)
n
i,j =
1
Ωi(x)Ωj(u)
∫
Ωi
∫
Ωj
fˆα(t
n,x,u)dxdu,
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where Ωi, Ωj and Ωk are the cell area in the discretized physical, velocity and random space.
The update of the stochastic Galerkin coefficients for particle distribution function can
be written as,
(fˆα)
n+1
i,j =(fˆα)
n
i,j +
1
Ωi
∫ tn+1
tn
∑
Sr∈∂Ωi
Sr(Fˆα)
f
r,jdt
+
1
Ωj
∫ tn+1
tn
∑
Sr∈∂Ωj
Sr(Fˆα)
f
i,rdt+
∫ tn+1
tn
(Qˆα)
f
i,jdt.
(28)
where (Fˆα)
f
r is the time-dependent fluxes for distribution function at interface r in physical
and velocity space, Sr is the interface area, and Qˆ
f
α is the collision term. Taking velocity
moments of Eq.(28), we obtain the corresponding macroscopic system,
(Wˆα)
n+1
i =(Wˆα)
n
i +
1
Ωi
∫ tn+1
tn
∑
Sr∈∂Ωi
Sr · (Fˆα)Wr dt
+
∫ tn+1
tn
(Gˆα)
W
i dt+
∫ tn+1
tn
(Qˆα)
W
i dt,
(29)
where (Fˆα)
W
r is the flux functions for macroscopic conservative variables, Sr = nSr is the
interface area vector, and GˆWα is the external force terms related to Eq.(8).
Notice that the gPC coefficients of different orders are coupled through the external
force term Gˆα (17) and the collision term Qˆα (18). Instead of solving this large nonlinear
system, we can locate the gPC system onto the collocation points in random space. It results
a decoupled system that can be solved efficiently. Therefore, we combine the advantages
of stochastic Galerkin and collcation methods, which is one of the novelties of this paper.
To make use of it, in the solution algorithm, we first update the gPC coefficients to an
intermediate step t∗,
(Wˆα)
∗
i = (Wˆα)
n
i +
1
Ωi
∫ tn+1
tn
∑
Sr∈∂Ωi
Sr · (Fˆα)Wr dt,
(fˆα)
∗
i,j = (fˆα)
n
i,j +
1
Ωi
∫ tn+1
tn
∑
Sr∈∂Ωi
Sr(Fˆα)
f
r,jdt,
(30)
which are then evaluated on random quadrature cell Ωk,
W∗i,k = W
∗
Ni (zk) =
N∑
m
wˆ∗i,m (zk) Φm (zk) ,
f ∗i,j,k = f
∗
Ni,j (zk) =
N∑
m
fˆ ∗i,j,m (zk) Φm (zk) .
(31)
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Afterwards, the collision and forcing term are evaluated on collocation points via
(Wα)
n+1
i,k = (Wα)
∗
i,k +
∫ tn+1
tn
(Gα)
W
i,k dt+
∫ tn+1
tn
(Qα)
W
i,k dt, (32)
and
(fα)
n+1
i,j,k = (fα)
∗
i,j,k +
1
Ωj
∫ tn+1
tn
∑
Sr∈∂Ωj
Sr (Fα)
f
i,r,k dt+
∫ tn+1
tn
(Qα)
f
i,j,k dt, (33)
where (Fα)
f
r is the numerical flux at interface r in velocity space. In the solution algorithm
loop, Eq.(32) can be solved first, and then the updated variables at tn+1 can be employed
to evaluate the Maxwellian distribution in Eq.(33) implicitly.
For plasma transport, the evolution of electromagnetic field should be solved in a coupled
way with flow field. The hybrid Galerkin-collocation method is employed as well, where the
gPC coefficients are stepped to the intermediate state first,
Mˆ ∗i = Mˆ
n
i +
1
Ωi
∫ tn+1
tn
∑
r
∆Sr · FˆMr dt, (34)
where FˆM is the flux functions for the electromagnetic fields (Eˆ, Bˆ, φˆ, ψˆ). Then the source
terms are solved via,
En+1i = E
∗
i −
e
ε0
∫ tn+1
tn
((nU)ion − (nU)ele) dt,
φn+1i = φ
∗
i +
e
ε0
∫ tn+1
tn
(nion − nele) dt.
(35)
3.2. Fluxes computed using Stochastic Galerkin
3.2.1. Plasma flux
Based on the finite volume framework, a scale-dependent interface flux function is needed
in multi-scale modeling and simulation. Different from a purely upwind flux which loses
efficiency in the collisional limit, we here develop a kinetic central-upwind flux function
based on an integral solution of the kinetic model equation. The integral solution originates
from Kogan’s monograph on rarefied gas dynamics [26] and has been employed by a series
of gas-kinetic schemes [27–31]. Let us rewrite the stochastic BGK equation (16) for the gPC
coefficients vector along the characteristics,
Dfˆα
Dt
+ ναfˆα = ναmˆα. (36)
We assume that the collision frequency να is kept fixed at the value that can be computed
from the macroscopic variables at the previous timestep. Then the following integral solution
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holds along the characteristics,
fˆα(t,x,u) = να
∫ t
0
mˆα(t
′,x′,u′)e−να(t−t
′)dt′ + e−ναtfˆα(0,x0,u0), (37)
where x′ = x−u′(t− t′)− 1
2
a(t− t′)2 is the particle trajectory, and x0 = x−u′t− 1
2
at2 is the
location at initial time t = 0. The above solution indicates a self-conditioned mechanism
for multi-scale gas dynamics. For example, when the evolving time t is much less than the
mean collision time τ = 1/να, the latter term in Eq.(37) dominates and describes the free
transport of particles. And if t is much larger than τ , the second term approaches to zero,
and then the distribution function will be an accumulation of equilibrium state along the
characteristic lines, which provides the underlying wave-propagation mechanism for hydro-
dynamic solutions. In the following, we present a detailed strategy for the construction of
numerical fluxes. Since the electromagnetic force term a is a stochastic variable, we do an
operator splitting to evaluate fluxes in physical and velocity space.
With the simplified notations of physical cell interface xi+1/2 = 0 and initial time t
n = 0,
Eq.(37) along physical trajectories of particles can be rewritten into the following form,
fˆα(t, 0,uj) = να
∫ t
0
mˆα(t
′,x′,uj)e−να(t−t
′)dt′ + e−ναtfˆα(0,−ujt,uj), (38)
where fˆα(0,−ujt,uj) is the initial distribution at each time step.
In the numerical scheme, the initial distribution function at cell interface can be obtained
through reconstruction, i.e.,
(fˆα)(0,±0,uj) =
{
(fˆα)
L
i+1/2,j, x = 0
−,
(fˆα)
R
i+1/2,j, x = 0
+.
(39)
The initial distributions (fˆα)
L,R
i+1/2,j at the left and right hand sides of a cell interface are
obtained through the van-Leer limiter.
The macroscopic conservative variables in the gPC expansions at the interface can be
evaluated by taking moments over velocity space,
wˆ =
∑
uj>0
fˆLi+1/2,jψ∆uj +
∑
uj<0
fˆRi+1/2,jψ∆uj.
The equilibrium distribution at interface can be determined as illustrated in Sec. 2.3.
After all coefficients are obtained, the interface distribution function becomes
fˆα(t, 0, uj) =
(
1− e−ναt) (mˆα)j
+ e−ναt
[
(fˆα)
L
i+1/2,jH [uj] + (fˆα)
R
i+1/2,j(1−H [uj])
]
,
(40)
where H(u) is the heaviside step function. The above interface distribution function can be
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regarded as a combination of central difference and upwind methods. With the variation
of the ratio between evolving time t (i.e., the time step in the computation) and collision
time τα = 1/να, the factor e
−ναt plays as a modulator and provides a self-adaptive solution
between equilibrium and non-equilibrium physics.
After the coefficients of distribution function at all orders are determined, the corre-
sponding gPC expansion can be expressed as,
fαN(t, 0,uj) =
N∑
m=0
fˆm(t, 0,uj)Φm(z), (41)
and the corresponding fluxes of particle distribution function and conservative flow variables
can be evaluated via
F fαN(t, 0,uj, z) = ujfαN(t, 0,uj, z),
FWαN(t, 0, z) =
∫
ufαN(t, 0,u, z)$du '
∑
wjujfαN(t, 0,uj, z)$j,
(42)
where uj denotes quadrature points in particle velocity space, and wj is its integral weight
in velocity space, and the time-integrated fluxes in Eq.(29) and (28) can be evaluated with
respect to time in Eq.(40).
3.2.2. Electromagnetic flux
Besides the flow variables, the numerical fluxes of electromagnetic fields in Eq.(27) are
calculated by the wave-propagation method developed by Hakim et al. [32].
3.3. Fluxes and sources computed using stochastic collocation
Besides the construction of the interface flux, the source terms need to be evaluated
inside each control volume within each time step. In this part, we show the detailed update
algorithm for the collision and external force term with stochastic collocation method.
3.3.1. Macroscopic source terms
Given the intermediate macroscopic variables in the discrete cell (Ωi,Ωj,Ωk), the macro-
scopic system writes as follows,
(ραUα)
n+1
i,k = (ραUα)
∗
i,k + ∆tqα (nα(E + Uα ×B))n+1i,k +
∫ tn+1
tn
(
ναρα(U
∗
α −U∗α)
)
i,k
dt,
(ραEα)
n+1
i,k = (ραEα)
∗
i,k + ∆tqα(nαE ·Uα)n+1i,k +
∫ tn+1
tn
(
να(ραE
∗
α − ραE ∗α )
)
i,k
dt,
En+1i,k = E
∗
i,k −
e∆t
ε0
((nU)ion − (nU)ele)n+1i,k ,
φn+1i,k = φ
∗
i,k +
e∆t
ε0
(nion − nele)n+1i,k .
(43)
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We split the above system into two parts. First, the flow variables are evolved with respect
to mixture source terms,
(ραUα)
∗∗
i,k = (ραUα)
∗
i,k +
∫ tn+1
tn
(
ναρ
n+1
α (U
∗
α −U∗α)
)
i,k
dt,
(ραEα)
∗∗
i,k = (ραEα)
∗
i,k +
∫ tn+1
tn
(
ναρ
n+1
α
(
E
∗
α − E ∗α
))
i,k
dt.
(44)
The relaxation integrals are evaluated through the Rosenbrock method [33] to overcome
possible stiffness.
Then we solve the electromagnetic sources implicitly, in which a linear system can be
solved, i.e.,
(ραUα)
n+1
i,k = (ραUα)
∗∗
i,k + ∆tqα (nα(E + Uα ×B))n+1i,k ,
(ραEα)
n+1
i,k = (ραEα)
∗∗
i,k + ∆tqα(nαE ·Uα)n+1i,k ,
En+1i,k = E
∗
i,k −
e∆t
ε0
((nU)ion − (nU)ele)n+1i,k ,
φn+1i,k = φ
∗
i,k +
e∆t
ε0
(nion − nele)n+1i,k .
(45)
3.3.2. Particle distribution function
The updated macroscopic variables can be used to step the particle distribution functions
of ion and electron implicitly. Let us consider the kinetic equation,
∂fα
∂t
+ aα · ∇ufα = να(Mα − fα), (46)
where the electromagnetic force is
aα =
qα
mα
(
En+1 + uα ×Bn+1
)
.
Making the simplified notations of velocity cell interface uj+1/2 = 0 and initial time
tn = 0 again, we write the integral solution of Eq.(46) as,
fα(t,xi, 0, zk) = να
∫ t
0
M∗α(t′,xi,u′, zk)e−να(t−t
′)dt′ + e−ναtf ∗α(0,xi,−aαt, zk)
=M∗α(0,x,u− aαt, zk)
(
1− e−ναt)+ f ∗α(0,xi,u− aαt, zk)e−ναt. (47)
Similar to physical space, the above interface distribution function can also be regarded as
a combination of central difference and upwind methods in particle velocity space. With
the variation of the ratio between evolving time t (i.e., the time step in the computation)
and collision time τα = 1/να, it provides a self-adaptive solution from equilibrium to non-
equilibrium. Based the above solution, the interface flux in particle velocity space can be
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constructed as
F fα (t,xi, 0, zk) = aαfα(t,xi, 0, zk), (48)
and the time-integrated flux can be evaluated directly with respect to t.
For the collision term, with the updated flow variables at tn+1, an implicit update can be
arranged. Therefore, the update algorithm of particle distribution function can be written
as,
(fα)
n+1
i,j,k = (fα)
∗
i,j,k +
1
Ωj
∫ tn+1
tn
∑
Sr∈∂Ωj
Sr (Fα)
f
i,r,k dt+ ∆tν
n+1
α
(
(Mα)n+1i,j,k − (fα)n+1i,j,k
)
. (49)
3.4. Time step
In the current scheme, the time step is determined by the Courant-Friedrichs-Lewy con-
dition in phase space,
∆t = Cmin
(
min(|∆x|)
max(|u|) + max(|U|) ,
min(|∆x|)
c
,
min(|∆u|)
max(|a|)
)
, (50)
where C is the CFL number, u = (uion,uele) is particle velocity, U = (Uion,Uele) is fluid
velocity, and c is speed of light. In the computation, c usually takes a pseudo value which
is less than 3.0× 108m/s but a few orders larger than particle velocity.
3.5. Asymptotic analysis
In this part we will present theoretical analysis on the current kinetic model and numer-
ical algorithm, with special focus on their asymptotic limits.
3.5.1. Asymptotic limits of the BGK-Maxwell system
Let us return to the BGK equation (1). From Eq.(6), we see that the collision frequency is
positively correlated with plasma density and temperature. When the plasma gets rarefied,
the intensity of collision term decreases correspondingly. As the collision frequency να goes
to zero, the BGK equation automatically reduces to the Vlasov equation, i.e.,
∂fα
∂t
+ u · ∇xfα + qα
mα
(E + uα ×B) · ∇ufα = 0. (51)
On the other hand, as the collision frequency increases, then the two-fluid system (8) is
equivalent with the BGK equation, which describes the motions of plasma as fluid. Under
the quasineutral assumption ni ' ne with λD  L0 (L0 is the characteristic length of
system), mi  me and νi, νe  0, it can be further degenerated to the single-fluid Hall-
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MHD equations,
∂ρ
∂t
+∇x · (ρU) = 0,
∂(ρU)
∂t
+∇x · (ρUU) = −∇xp+ J×B,
∂(ρE )
∂t
+∇x · (ρEU) = ∇x · (pU) + J · E,
E + U×B = ηJ + 1
en
(J×B +∇xp),
∂σ
∂t
+∇x · J = 0.
(52)
where σ is electric charge density and J is net current. Together with Maxwells equations,
this set is able to describe the equilibrium state of the plasma.
The specific resistivity η is proportional to the interaction frequency between ions and
electrons, i.e.,
η =
me
ne2
νie. (53)
Therefore, given the fully conductive conditions with νie → 0 and ignore the Hall current
term and pressure gradient in the generalized Ohm’s law, we get the ideal MHD equations,
∂ρ
∂t
+∇x · (ρU) = 0,
∂(ρU)
∂t
+∇x · (ρUU) = −∇xp+ (B · ∇x) B
µ0
−∇x
(
B2
2µ0
)
,
∂(ρE )
∂t
+∇x · (ρEU) = ∇x · (pU) + 1
µ0
ρU · (∇x ×B×B) ,
∂B
∂t
+∇x × (U×B) = 0.
(54)
In contrast to the ideal MHD regime, we can also consider the non-conductive limit
where the interspecies molecular interaction is intensive with νie → ∞. As a result, the
plasma now behaves like dielectric material, and the two-fluid system deduces to the Euler
equations,
∂ρ
∂t
+∇x · (ρU) = 0,
∂(ρU)
∂t
+∇x · (ρUU) = −∇xp,
∂(ρE )
∂t
+∇x · (ρEU) = ∇x · (pU).
(55)
3.5.2. Interface fluxes
Besides the theoretical modeling, the asymptotic preserving property for the limiting
solutions is also a preferred nature for the kinetic scheme. Let us consider the interface
fluxes constructed in Sec. 3.2 and 3.3 first. In the collisionless limit where να approaches
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zero, the relation να∆t  1 holds naturally, and the collision term in Eq.(1) disappears.
In this case, the interface distribution function in both Eq.(40) and (47) go to the non-
equilibrium distribution parts. For brevity, we write them down into collocation form, i.e.,
(fα)i+1/2,j,k = (fα)
L
i+1/2,jH(uj) + (fα)
R
i+1/2,j(1−H(uj)),
(fα)i,j+1/2,k = f
∗
α(xi,u− aαt, zk),
(56)
which constitute a fully upwind scheme for the Vlasov equation.
On the other hand, in the hydrodynamic regime with intensive collisions, the interface
distribution becomes,
(fα)i+1/2,j,k = (Mα)i+1/2,j,
(fα)i,j+1/2,k =M∗α(xi,u− aαt, zk),
(57)
leading to near-equilibrium MHD or Euler solutions.
3.5.3. Source terms
Besides the flux functions, the treatment of source terms plays an important role for the
asymptotic property of scheme. Let us rewrite the electromagnetic sources in Eq.(45) as
follows,
(ρionUion)
n+1
i,k = (ρionUion)
∗∗
i,k + ∆te (nion(E + Uion ×B))n+1i,k ,
(ρeleUele)
n+1
i,k = (ρeleUele)
∗∗
i,k −∆te (nele(E + Uele ×B))n+1i,k ,
(ρionEion)
n+1
i,k = (ρionEion)
∗∗
i,k + ∆te(nionE ·Uion)n+1i,k ,
(ρeleEele)
n+1
i,k = (ρeleEele)
∗∗
i,k −∆te(neleE ·Uele)n+1i,k ,
En+1i,k = E
∗
i,k −
e∆t
ε0
(nionUion − neleUele)n+1i,k ,
φn+1i,k = φ
∗
i,k +
e∆t
ε0
(nion − nele)n+1i,k .
(58)
Adding the momentum and energy equations of ion and electron, we get
(ρU)n+1i,k − (ρU)∗∗i,k = ∆te ((nion − nele)E)n+1i,k + ∆t ((Jion + Jele)×B)n+1i,k ,
(ρE )n+1i,k − (ρE )∗∗i,k = ∆t ((Jion + Jele) · E)n+1i,k .
(59)
With the quasineutral assumption, it can be simplified as
(ρU)n+1i,k − (ρU)∗∗i,k = ∆t (J×B)n+1i,k ,
(ρE )n+1i,k − (ρE )∗∗i,k = ∆t (J · E)n+1i,k .
(60)
At the same time, let us multiply the first equation in Eq.(58) by mele and second by mion
and subtract the latter from the former, which results,
mionmele (n (Uion −Uele))n+1i,k −mionmele (n (Uion −Uele))∗∗i,k
= ∆te (mion +mele) (nE)
n+1
i,k + ∆te (n (meleUion +mionUele)×B)n+1i,k .
(61)
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Given mion  mele, the above the equation can be degenerated to
En+1i,k + U
n+1
i,k ×Bn+1i,k =
1
eρn+1i,k
(mionmele
e
(Jn+1i,k − J∗∗i,k) +mionJn+1i,k ×Bn+1i,k
)
, (62)
which is the generalized Ohm’s law. At a time scale where the inertial effects (i.e., cyclotron
frequency) are unimportant, the time difference of current is ignorable. The second term
is the Hall current term, which becomes unimportant in the ideal MHD limit. Let νie → 0
with fully conductive assumption, then we get the ideal Ohm’s law,
En+1i,k + U
n+1
i,k ×Bn+1i,k = 0. (63)
3.6. Summary
The flowchart of the current solution algorithm is summarized in Fig. 2.
4. Numerical experiments
In this section, we will present some numerical results. The goal of numerical experiments
is not simply to validate the performance of the current scheme, but also to present and
analyze new physical observations. In order to demonstrate the multi-scale nature of the al-
gorithm, simulations from Vlasov to magnetohydrodynamics (MHD) regimes are presented.
The following dimensionless flow variables are introduced in the simulations,
x˜ =
x
L0
, t˜ =
t
L0/U0
, m˜ =
m
mion
, n˜ =
n
n0
, U˜ =
U
U0
, T˜ =
T
T0
,
P˜ =
P
mionn0U20
, q˜ =
q
mionn0U30
, f˜ =
f
n0U30
, u˜ =
u
U0
,
B˜ =
B
B0
, E˜ =
E
B0U0
, σ˜ =
σ
en0
, J˜ =
J
en0U0
, λ˜D =
λD
rg
,
where U0 =
√
kBT0/mion is the thermal velocity of ions, λD =
√
ε0kBT0/n0e2 is the Debye
length, and rg = mionU0/eB0 is the gyroradius of ion in the reference state. For brevity,
the tilde notation for dimensionless variables will be removed henceforth. Therefore, the
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start
initialize plasma and eletromanetic field
calculate time step
reconstruct distribution function and electromagnetic fields
calculate flow fluxes FW and F f
update W*, f*, and M* by fluxes
update W** by interspecies collision
update Wn+1 and Mn+1 from electromagnetic source term
timeout / converge?
end
calculate electromagnetic fluxes FM
calculate electromagnetic force an+1 and flux F f in velocity space
calculate Maxwellian Mn+1 
update fn+1 from velocity flux and BGK term
Figure 2: Flowchart of solution algorithm.
dimensionless BGK-Maxwell system becomes,
∂fα
∂t
+ u · ∇xfα + 1
rgmα
(E + u×B) · ∇ufα = να(Mα − fα),
∂E
∂t
− c2∇x ×B = − 1
λ2Drg
J,
∂B
∂t
+∇x × E = 0,
1
χ
∂φ
∂t
+∇x · E = σ
λ2Drg
,
1
c2γ
∂ψ
∂t
+∇x ·B = 0.
(64)
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4.1. Landau damping
The Landau damping is a physical phenomenon first predicted by Landau [34] based
on theoretical derivation, namely the exponential decay effect of electromagnetic waves in
collisionless plasmas. Here, we use the example of Landau damping to verify the performance
of the current stochastic scheme in the Vlasov limit. For brevity, we consider the one-
dimensional case first, and thus the Maxwell’s equations for the electrostatic field degenerates
into the Poisson equation for the electric potential.
4.1.1. Linear case
Consider the following macroscopic system
nion
nele
U
T

t=0
=

1
1 + αξ cos(kx)
0
1
 ,
where α is the amplitude of electromagnetic wave, k is the wave number, and ξ is a random
parameter. The corresponding particle distribution functions at t = 0 are the Maxwellian,
fα = nα
( mα
2piT
)1/2
exp
(
−mα
2T
(u− U)2
)
.
The computational setup is listed in Table 1. Given the minor amplitude α, the Vlasov-
Poisson system can be regarded as the Maxwellian plus lineazised perturbation near equi-
librium. With the large mass ratio, we fix the slow motions of ions as background, and solve
the evolution of electrons. The standard non-intrusive stochastic collocation method is also
employed to provide reference solution. Besides, the damping rate of electric field energy
can be derived by linear theory [5]. We hereby combine α and ξ into a new perturbation
amplitude β, and derive the following relation as benchmark,
E(x, t) ' 4β × 0.3677e−0.1533t sin(kx) cos(1.4156t− 0.536245). (65)
Table 1: Computational setup of linear Landau damping.
t x Nx mion/mele uele Nu α
(0, 40] [−pi/k, pi/k] 128 1836 [−5, 5] 128 0.01
k ξ Polynomial Nz(gPC) Nz(quad) Kn cfl
0.5 U(0, 1) Legendre 5 9 100 0.2
Fig. 3 presents the time evolution of electric energy. As is shown, the current stochastic
kinetic scheme provides equivalent numerical solution as the standard collocation method.
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The expected energy damping rate is consistent with the theoretical damping rate −0.1533,
and the oscillation frequency of the electromagnetic wave corresponds well to the theoretical
value ω = 1.4156.
Besides the evolution of expectation value, the stochastic scheme provides the opportu-
nity to study the uncertainty propagation modes simultaneously. As shown in Fig. 3(b),
the uncertainties travel along with the structure of electromagnetic wave and present similar
evolution patterns with mean field. The magnitudes of expectation and variance are on the
same order due to the small perturbation strength.
Fig. 4 presents the time evolution of particle distribution function at the domain center
x = 0. From the zoom-in expected distribution function around u = 0, we see that the
low-speed particles resonate with the electromagnetic wave and gradually absorb energy,
resulting in decreased value of particle distribution. In spite of the minor variation of
expected value around the Maxwellian for the linear damping case, the standard deviation
of solutions shows an increasingly symmetric oscillation in the velocity space during the
resonance process. It indicates a more significant sensitivity compared to the mean field, and
provides a quantitative description of the non-equilibrium effects triggered by the particle-
wave resonance.
4.1.2. Nonlinear case
The same initial conditions and computational setups as linear case are followed, except
for the enhanced amplitude α = 0.5. The evolution of electric energy is presented in Fig.
5. As the amplitude of the electromagnetic wave increases, nonlinear effects would emerge
correspondingly, resulting in a rise in energy after the initial damping.
Fig. 6 shows the time evolution of expected particle distribution over the phase space
(x, u), and Fig. 7 picks out the expectation and variance of particle distribution at physical
domain center x = 0. Given the increasing intensity of radio field, here the particle distri-
bution function is deformed in phase space. Consistent with the linear case, the change of
variance here is more significant than expectation value, indicating a stronger sensibility.
4.2. Two-stream instability
The two-stream instability is another typical phenomenon in for collisionless plasmas.
To a certain extent, it can also be regarded as an inverse phenomenon of Landau damping.
4.2.1. Linear case
Consider the following initial system,

nion
nele
U
T
fion
fele

t=0
=

1
2
7
[
1 + αξ
(
cos(2kx)+cos(3kx)
1.2
+ cos(kx)
)]
0
1
nion
(
mion
2piT
)1/2
exp
(−mion
2T
(u− U)2)
nele
(
mele
2piT
)1/2
(1 + 5u2) exp
(−mele
2T
(u− U)2)

,
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where the computational setup is listed in Table 2. Same as the Landau damping case, we
fix the slow motions of ions as background, and solve the evolution of electrons.
Table 2: Computational setup of linear two-stream instability.
t x Nx mion/mele uele Nu α
(0, 70] [0, 2pi/k] 128 1836 [−5, 5] 128 0.001
k ξ Polynomial Nz(gPC) Nz(quad) Kn cfl
0.5 U(0, 1) Legendre 5 9 100 0.2
The evolution of electric field energy is shown in Fig. 8, from which it can be seen that
the numerical and theoretical solutions [2] fit well, and the uncertainties of electric energy
propagate in the similar pattern as mean field. Fig. 9 provides the particle distribution
function over the phase space (x, u) at t = 70. The swirling pattern is clearly identified
in both expectation and variance values. More fine structures can be seen in the standard
deviation, which provides a clearer way to quantify the stochastic evolution of particles.
4.2.2. Nonlinear case
In the following let us consider the nonlinear case. The initial system is given as,
nion
nele
U
T
fion
fele

t=0
=

1
1
2
(1 + αξ ∗ cos(kx))
0
0.09
nion
(
mion
2piT
)1/2
exp
(−mion
2T
(u− U)2)
1
2
nele
(
mele
2piT
)1/2 (
exp
(−mele
2T
(u− 0.99)2)+ exp (−mele
2T
(u+ 0.99)2
))

.
The computational setups adopted here is shown in Table 3.
Table 3: Computational setup of nonlinear two-stream instability.
t x Nx mion/mele uele Nu α
(0, 70] [0, 2pi/k] 256 1836 [−5, 5] 256 0.001
k ξ Polynomial Nz(gPC) Nz(quad) Kn cfl
0.5 U(0, 1) Legendre 5 9 100 0.2
Fig. 10 shows the time evolution of expected particle distribution over the phase space
(x, u). Due to the increasing kinetic energy from two particle streams, the particle dis-
tribution function is stretched and warped in the phase space. The pattern of standard
deviation is similar as mean field, yet presenting more fine-scale structures, indicating a
stronger sensitivity with respect to stochastic parameters.
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4.3. Brio-Wu shock tube
After the validation of current scheme in the Vlasov limit, let us turn to another lim-
iting regime, i.e. the magnetohydrodynamic (MHD) transport problem under continuum
assumption. In this case, we employ the Brio-Wu shock tube [7] as benchmark case for ideal
MHD solutions.
In the simulation, the initial background of deterministic solutions is consistent with the
Sod problem, with an additional magnetic discontinuity, i.e.,
nion
nele
U
p
Ex
Ey
Ez
Bx
By
Bz
φ
ψ

L
=

1
1
0
1
0
0
0
0.75
1
0
0
0

,
for the left half, and 
nion
nele
U
p
Ex
Ey
Ez
Bx
By
Bz
φ
ψ

R
=

0.125
0.125
0
0.8
0
0
0
0.75
−1
0
0
0

,
for the right half. The computational setup is listed in Table 4. To recover the ideal MHD
solutions, here the interspecies coefficients νie is set as zero.
4.3.1. Case 1: stochastic flow field
First, we consider the uncertainties of plasma density in the left half tube, with nion,L =
nele,L = ξ. The numerical expected solutions of macroscopic variables under different ref-
erence gyroradius at t = 0.1 are shown in Fig. 11. It is known that the evolution of flow
and electromagnetic fields can be well described by MHD equations when rg is small. At
rg = 0.003, besides the typical wave structures in the classic Sod problem, a compound wave
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Table 4: Computational setup of Brio-Wu shock tube.
t x Nx mion/mele uion uele cfl
(0, 0.1] [0, 1] 400 1836 [−5, 5] [−5, 5]×
√
mion
mele
0.3
ξ Polynomial Nz(gPC) Nz(quad) Kn rg λD
U(0.95, 1.05) Legendre 5 9 1.0× 10−6 [0.003, 100] 0.01
emerges around the tube center. As illustrated by Brio and Wu [7], with the nonconvexity
of ideal MHD equation, this wave structure is induced from initial magnetic discontinuity.
From Fig. 11(a)-(c), we see the current scheme from the BGK-Maxwell system provides
equivalent numerical solutions as ideal MHD equations, which identifies the asymptotic pre-
serving (AP) property of the current scheme in the MHD limit.
As the gyroradius rg increases, the electric and Lorentz force decreases accordingly. The
effects of charge separation are enhanced, and the omitted terms, e.g. the Hall current term,
become important. The plasma gradually manifests itself as dielectric material. As a result,
the magnetic diffusion is enhanced, and the wave structures from discontinuous magnetic
field By are flattened. When rg = 100, at this point the gyroradius is much larger than
the characteristic length of the shock tube, and thus plasma behaves as neutral gas, and
the Brio-Wu shock tube degenerates into a standard Sod case. In Fig. 11(m) and (n), we
see the current scheme provides equivalent solutions as Euler equations, indicating the AP
property of the current scheme in the Euler limit.
Fig. 12 presents the standard deviations at the same output instant. Generally, the
uncertainties travel along with the wave structure of expectation values and present sim-
ilar propagating patterns. Typical wave structures serve as sources of local maximums of
variance. Compared with the expected value, its variance is more sensitive to physical dis-
continuities and holds finer-scale structures due to the spectrum formulation in the random
space. As a result, the overshoots near contact discontinuity and shock, as well as the
oscillations around central compound wave are observed.
Fig. 13 presents the expectations and standard deviations of particle distribution func-
tion at different reference gyrorarius. As is shown, the discontinuities in macroscopic ex-
pectations and overshoots in standard deviations come from the uncertainties contained in
the particle distribution function near the center of velocity space. From MHD to Euler
regimes, the randomness on particles get reduced and smoothed, resulting in gentle profiles
of macroscopic quantities.
4.3.2. Case 2: stochastic magnetic field
In the second case, we turn to the uncertainties from magnetic field in the left half tube,
with By,L = ξ. The numerical solutions of macroscopic variables under different reference
gyroradius at t = 0.1 are shown in Fig. 14 and 15. For the expected values in Fig. 14, we see
that different initial stochastic conditions don’t significantly change the wave structures of
mean field. Both MHD and Euler limits are precisely preserved under stochastic magnetic
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field.
Fig. 15 presents the corresponding standard deviations of macroscopic system. As
can be seen, the uncertainties manifest the consistent propagating patterns of expected
values. Different from the previous case, here the high-frequency variance of density in
compound wave region is much reduced, which indicates this phenomenon comes from the
uncertain densities. As rg increases, the wave structures around tube center becomes even
more complicated in the transition regime rg = 0.01, and simplify again when it comes to
rg = 0.1, which demonstrates the complex nonlinearity from Hall current, two-fluid effects,
etc. The increasing gyroradius doesn’t lead to a simple process of monotonic variation.
This test case clearly shows the consistency and distinction of propagation modes be-
tween expectation value and variance. It also illustrates the capacity of current scheme to
simulate multi-scale and multi-physics plasma transports, and capture the propagation of
uncertainties in different regimes.
5. Conclusion
Plasma dynamics is associated with an intrinsic multi-scale nature due to the large
variations of particle density and temperature, as well as the characteristic scales of the
local structures. Based on the multi-component BGK model and Maxwell’s equations, a
stochastic kinetic scheme with hybrid Galerkin-collocation strategy has been constructed in
this paper, which allows for a unified numerical simulation for multi-scale plasma physics.
Based on the cross-scale modeling, the solution algorithm is able to capture both equilibrium
magnetohyrodynamics and non-equilibrium gyrations of charged particles simultaneously,
and recover the scale-dependent plasma physics along with the emergence, propagation, and
evolution of randomness. The asymptotic-preserving property of the scheme is validated
through theoretical analysis and numerical tests.
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Figure 3: Expectation value and standard deviation of electric field energy (logarithmic) in linear landau
damping.
(a) Expectation value (b) Standard deviation
Figure 4: Time evolved expectation value and standard deviation of particle distribution function at x = 0
in linear landau damping.
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Table 5: Nomenclature of stochastic kinetic scheme.
kB Boltzmann constant
ε0 vacuum permittivity
µ0 vacuum permeability
e elementary charge
c speed of light
qα charge of species α, with qα = ±e (α = ion, ele)
mα particle mass of species α
nα number density of species α
ρα density of species α
Uα macroscopic velocity of species α
Tα temperature of species α
Pα stress tensor of species α
pα pressure of species α
qα heat flux of species α
Wα macroscopic conservative variables of species α (density, momentum, energy)
fα particle distribution function of species α
u particle velocity
aα electromagnetic force acting on species α
Qα kinetic collision operator of species α
Mα equilibrium distribution function of species α
E electric field
B magnetic field
φ correction potential for E in perfectly hyperbolic Maxwell’s equations
ψ correction potential for B in perfectly hyperbolic Maxwell’s equations
σ charge density
J current density
M abbreviation of electromagnetic variables (E,B, φ, ψ)
$ vector of collision invariants
να collision frequency of species α
νie interaction frequency between ion and electron
τα Collision time of species α with τα = 1/να
FWα flux for macroscopic conservative variables of species α
Ffα flux for particle distribution function of species α
FM flux for electromagnetic variables
LN generalized polynomial chaos expansion of any stochastic variable L with degree N
lˆ vector of generalized polynomial chaos coefficients of any stochastic variable L
Φ orthogonal polynomials in random space z
% probability density function of random variable z
Kn Knudsen number
rL gyroradius
λD Debye length
H[x] Heaviside step function
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Figure 5: Expectation value and standard deviation of electric field energy (logarithmic) in nonlinear landau
damping.
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Figure 6: Time evolved expectation value of particle distribution function over phase space (x, u) in nonlinear
landau damping.
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Figure 7: Time evolved expectation value and standard deviation of particle distribution function at x = 0
in nonlinear landau damping.
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Figure 8: Expectation value and standard deviation of electric field energy (logarithmic) in linear two-stream
instability.
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Figure 9: Expectation value and standard deviation of particle distribution function over phase space (x, u)
in linear two-stream instability.
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Figure 10: Expectation value and standard deviation of particle distribution function over phase space (x, u)
in nonlinear two-stream instability.
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Figure 11: Expectation values of N , U and By in Brio-Wu shock tube with density uncertainty at t = 0.1
(row 1: rg = 0.003, row 2: rg = 0.01, row 3: rg = 0.1, row 4: rg = 1, row 5: rg = 100).
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Figure 12: Standard deviations of N , U and By in Brio-Wu shock tube with density uncertainty at t = 0.1
(row 1: rg = 0.003, row 2: rg = 0.01, row 3: rg = 0.1, row 4: rg = 1, row 5: rg = 100).
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Figure 14: Expectation values of N , U and By in Brio-Wu shock tube with magnetic uncertainty at t = 0.1
(row 1: rg = 0.003, row 2: rg = 0.01, row 3: rg = 0.1, row 4: rg = 1, row 5: rg = 100).
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Figure 15: Standard deviations of N , U and By in Brio-Wu shock tube with magnetic uncertainty at t = 0.1
(row 1: rg = 0.003, row 2: rg = 0.01, row 3: rg = 0.1, row 4: rg = 1, row 5: rg = 100).
37
