A strongly connected digraph D of order n is primitive (aperiodic) provided the greatest common divisor of its directed cycle lengths equals 1. For such a digraph there is a minimum integer t, called the exponent of D, such that given any ordered pair of vertices x and y there is a directed walk from x to y of length t. The exponent of D is the largest of n 'generalized exponents' that may be associated with D. If D is a symmetric digraph, then D is primitive if and only if its underlying graph is connected and is not bipartite. In this paper we determine the largest value of these generalized exponents over the set of primitive symmetric digraphs whose shortest odd cycle length is a fixed number r. We also characterize the extremal digraphs. Our results are common generalizations of a number of related results in the literature.
Introduction
The concept of generalized exponents for primitive matrices (and primitive digraphs) was first introduced in 1990 [l] . It is a common generalization of the traditional concepts of primitive exponents for nonnegative primitive matrices and ergodic indices for the transition matrices of finite homogeneous Markov chains. Primitive exponents and ergodic indices have been extensively studied. Generalized exponents also arise in the study of memoryless communication networks which we will explain after giving the definition of generalized exponents. In this paper we will adopt the graph-theoretic version to define the generalized exponents and will use graph-theoretic methods to prove our main results.
A strongly connected digraph D is primitive provided the greatest common divisor of the lengths of its directed cycles equals 1. It is well known (see e.g. [2] ) that D is primitive if and only if there exists an integer k such that for each ordered pair of vertices x and y there is a directed walk from x to y of length k. The smallest such integer k is the exponent of D, denoted by exp(D). I Y E V.
Let the vertices of D be ordered as vi, ~2,. . . , v, so that YD(Vl)dYD(V2)<... GYd%).
(1)
Then ye is called in [1] the kth generalized exponent of D and is denoted by expD(k), 1 bk<n.
We have exp,(l)<exp,(:!)< ... dexp,(n).
Clearly, the exponent of D equals exp,(n). Thus, the generalized exponents of D are generalizations of the classical exponent of D. Also if D is the digraph corresponding to the transition matrix of a finite homogeneous Markov chain, then exp,( 1) is just the ergodic index of the chain. Thus, the classical primitive index and the ergodic index are special cases of k = n and k = 1 of our generalized exponents exp,( 1).
The numbers exp,(k) have an interpretation in an application model of a "memoryless communication network" associated with D: Suppose that at time t = 0, k of the vertices of D each hold one bit of information with no two of the information bits identical. At time t = 1 each vertex with some information passes its information to each of its neighbors (those reachable by a walk of length 1) and then forgets its information.
The vertex may however receive information from another vertex. The system continues this way for each discrete values of t. Then exp,(k) is the smallest time such that every vertex simultaneously holds all k bits of the information.
We would like to mention here that expD(k) can also be defined by using matrices. In fact, if A is the adjacency matrix of the primitive digraph D, then exp,(k) is the smallest power of A for which there are k rows with no zero entries. From this point of view, all the results in this paper can be expressed in matrix language.
In [l, 3,4] Brualdi and Liu derived upper bounds for the generalized exponents of primitive digraphs and for primitive digraphs of special type (symmetric digraphs, tournaments, and minimally strong digraphs). In this paper we consider only symmetric digraphs, that is, digraphs such that for any vertices x and y, (x, y) is an arc if and only if (y,x) is an arc. Let G be the underlying graph of a symmetric digraph G. Then D is strongly connected if and only if G is connected, and since a symmetric digraph with at least one arc contains a directed cycle of length 2, D is primitive if and only if G is connected and has at least one cycle of odd length. We identify the digraph D with its underlying graph G and thus deal with connected nonbipartite graphs. We call Fig. I . The graph G,, r in S,(r) a graph primitive provided it is the underlying graph of a primitive symmetric digraph, that is, provided it is a connected nonbipartite graph.
For each positive odd integer r <n, let S,(r) denote the set of all connected graphs with vertex set { 1,2,. . , n} having a cycle of length Y but no cycle of any odd length less than I'. In this paper we determine an explicit expression for the maximum kth generalized exponent of a graph in S,(r). We also characterize the extremal graphs which attain the maximum. In Theorem 3.1 we determine the generalized exponents of a special graph G,, r pictured in Fig. 1 . In Theorem 5.3 we show that for each integer k with 1 <k <n, the kth generalized exponent of the graph G,,. r is at least as large as the kth generalized exponent of each graph in S,(r). If n, k and r satisfy certain conditions, then there may be other graphs in S,(r) with the same kth generalized exponent as G,,. I. These graphs are characterized by Theorems 4. 1, 6.1, 7.3, 8.2 and 8.4 .
Let S,*(r) denote the set of all connected graphs with vertex set { 1,2,. . . ,n} having at least one cycle of odd length Y (but possibly cycles of odd length less than r). In Theorem 5.4 we show that the kth generalized exponent of G,l,K is also the maximum kth generalized exponent of graphs in S,*(r).
Many of our results are generalizations
of results in [l, 4, 6, 5, 7, 81 .
Preliminary results
In this section we discuss some lemmas which will be useful in obtaining our main in G and x and y are vertices of P, then xPy denotes the subpath of G joining x and y. If C is a cycle of odd length and x and y are vertices of C, then C contains two walks joining x and y, and these walks are of different length since ICI is odd. We denote these walks by xC'y and xC"y where IxC'yI < IxC"yI. Note that if x= y, then
IxC'yl = 0 and xC"y = C. A cycle of length k is called a k-cycle. We denote the distance between two vertices x and y of G by d (x, y) . The concatenation of a walk WI from a vertex x to a vertex y, and a walk W2 from y to a vertex z is denoted by Wl + w,.
Lemma 2.3. Let G be a primitive graph, and let x and y be vertices of a cycle C of odd length r. Then
If, in addition, z is a vertex of G, then
Proof. First we apply Lemma 2.2 to the two walks xC'y and xC"y of different parity and conclude that yG(x,y)< max{lxc'yl, Ixc"yl} -1 = Ixc"yl -1 <r -1. Now let z be any vertex of G and let P be a shortest path between y and z. Then xC'y + P and xC"y + P are two walks between x and z whose lengths are of different parity. Thus, by Lemma 2.2 we have
Lemma 2.4. Let G be a primitive graph of order n and let C be a cycle of odd length. Then yG(x) <n -1 for each vertex x of C.
Proof. Let z be any vertex of G and let y be the vertex of C which is closest to z. Then d(y,z)dn -ICI and by (3) of Lemma 2.3, we have
Since z is an arbitrary vertex of G, the result now follows by (1). 0
A special graph in S,,(v)
In this section we investigate the graph G,,, in the class S,(r) of all primitive symmetric graphs of order n with shortest odd cycle length equal to r. This graph is drawn in Fig. 1 and consists of a path P of length n -r and an r-cycle C which meets P exactly at one of P's endvertices. We determine the generalized exponents of G,,V.
Theorem 3.1. Let r be an odd integer with 1 <r <n. Then
Proof. We first assume that r 6 k dn. Suppose that there is a directed walk W of length 2n -r -2 from vertex 1 to itself. Since a closed walk of odd length contains a cycle of odd length, W contains the cycle C of G,, ,. and hence
and hence by Lemma 2.1,
By Lemma 2.4 we also have expG,,,r(r)<n -l.
Since k >r, Lemma 2.1 now implies that
Combining (5) and (6) we obtain the first part of (4).
We now assume that 1 <k 6 r -1. By Lemma 2.4, yG, , .(x) d n -1 for each of the r vertices x of the cycle C of G,.. Combining this fact with what we have proved above, we conclude that expG,,r(r + 1) = n -1 + ((r + 1) -r) = n. Thus, we need only compute the vertex exponents yo, .(x) of the vertices x of C and arrange them in nondecreasing order.
We now denote the unique common vertex of P and C by u, and we denote by y an arbitrary vertex of C. Let
Our goal is to prove that
By Lemma 2.3, yG, , , (y, x) <r -1 <m(d) for each vertex x of C, and
for all vertices x of P. Hence, we have
We next 
Suppose there is a walk W of length n -d -2 from y to vertex 1. Then
implies that W consists of the path YC'u +P of length d + (n -r) and cycles of lengths 2 and r (the only cycle lengths for G,,.). Hence, there exist nonnegative integers a and b such that
implying that b = 0 and that r is even, a contradiction. We conclude that
Combining (9) and (lo), we have
Now (7) follows from (8) and (11). In other words,
for each integer t with 1 <t < i(r -1 ), and this is equivalent to the second part of (4). 0
The maximum kth generalized exponent for Y d k d n and the extremal graphs
Let e(n,r,k) denote the maximum value of exp,(k) for G in S,(r). In this section, for each integer k with r <k <PI, we determine e(n, r, k) and characterize those graphs G in S,(r) for which expo(k) = e(n,k,r). 
Eq. (12) now follows, since by Theorem 3.1 we have expon Jk) = n -1 + (k -r) for r6kdn. If k = 1 and G is the graph GA,, in (ii), then it is easy to see that exp,(l)=n-1 =e(n,l,l).
Now let G be a graph in S,(r) and assume that exp,(k) = n -1 + (k -r) for some integer k with r d k <n. First suppose that k > 2. By Lemma 2.1, we have exp,(r) 3 exp,(k) -(k -r) = n -1.
Let C be an r-cycle of G. Then max{expo(x) : x a vertex of C}>exp&r)an -1, and hence by ( 1) there exists a vertex x of C and a vertex y of G such that ]jo(.& y) > n -1. Let z be a vertex of C which is nearest to y and let P be a shortest path between y and z. We have \Pj <n -r. Since xC'z + P and xC"z + P are walks of different parity between x and y, it follows from Lemma 2.2 that n-l<I/o(X,y)+C"zl+IP(-l<(n-r)+r-I==-1, Hence, lxC"zI = r (and thus z = X) and \PI = n -r, and since P is a shortest path between y and z, G contains a spanning subgraph G" isomorphic to G,,,.
We now show that G" equals G. Since C is a shortest odd length cycle of G, C is an induced subgraph of G. Since P is a shortest path between x and z, P is also an induced subgraph of G. Suppose that there is an edge e of G, but not of G*, which joins a vertex u of P and a vertex v of C, where u # v. Then clearly, c' # z = x.
The paths XC'V + e + uPy and xC"v + e + uPy are paths joining x and y of different parity, and using Lemma 2.2 we obtain the contradiction yo(x, y) < (n -1) -1 = n -2. Finally, suppose that there is a loop of G which is not an edge of G*. Then r = 1 and it follows that ICJ = 1 implying that there are at least two loops of G. It is easy to see that if w is a vertex meeting a loop, then yo(~) <n -1. From this it now follows that expo(2) <n -1. Since k 92, Lemma 2.1 implies that
a contradiction because r = 1. Therefore, G = G* and G is isomorphic to G,,, ,.. We now suppose that k = 1 and hence that r = 1. Then exp,( 1) = n -1. Arguing as above we obtain a spanning subgraph G* of G consisting of a path P of length n -1 with a loop at one of its endvertices. If G contains an edge (loop or nonloop) which is not an edge of G* and which is not a loop at the other endvertex of P, then it is easy to verify that exp,( 1) <n -2, a contradiction. Hence, G satisfies (ii) of the theorem. The theorem now follows. 0 5. The maximum kth generalized exponent for 1 d R < r -1
In this section we show that exp o,, Jk) is the maximum kth generalized exponent in S,(r) for each integer k with 1 <k <r -1. We first recall that a unicyclic graph is a connected graph with a unique cycle and that such a graph consists of a cycle C along with a tree rooted at each of its vertices. Some of these trees may be trivial; those trees which contain at least two vertices are called branches. Let a be a nonnegative integer. If C is a cycle in a graph G and x is a vertex of G, then we denote by C(x; a) the set of all vertices z of C for which jxC'z/ < a and by c(x; a) the set of vertices .z of C for which IxC'zI > a.
Since G,,, is a unicyclic graph in S,(r) and since any graph in S,(r) has a spanning unicyclic subgraph whose unique cycle has length r, we first consider unicyclic graphs. is not a vertex of C and let y be a vertex of B(xj). Then is not in C(xj; aj), IxC'xjI 2 Qj and hence IXC"Xj\ <Y -aj. Simin C(Xj, aj + 1 ), \ZC"Xjj <r -Uj -1. By Lemma 2.3 again, we i-+1 ~G(x,y)4IxC"xj)+d(~j,y)-ldr-Uj+h,-l=n-~+t-l, and similarly
Lemma 5.1. Let G be a unicyclic graph in S,(r) and let t be an integer with

YG(Z,y)~Y-uj-l+b,-l=n-~
+t-2.
The lemma now follows. Cl
The following theorem along with Theorem 3.1 (see also the conclusion of its proof) shows that G, ,. is also an extremal graph for each of the first Y exponents of graphs in S,,(r).
Theorem 5.2. Let r be an odd integer with 1 <r <n, and let t be 1<2t<r -1. Then expc;(2t -l) <exp&2t) < expGn r(2t) = exp&, r(2t -1)
for each graph G in S,(r).
-1 generalized an integer with (15)
Proof. We have only to prove that expG(2t)< max{n -(r + 1)/2 + t -1,r -l}. If r = n, then G is a cycle of length n and is isomorphic to G,,,", and hence the result holds by Theorem 3.1. Now assume that r <n -1. We first consider a unicyclic graph G in &(r), and we use the notation of Lemma 5.1. We then have Et, bi = n -r and uidn-r-
We also have
(16)
We consider two cases. 
In both instances we have Applying Lemma 5.1, we have
Case 2: n -i(3r + 1) + t < 0. Since r <n -1, there exists an integer to with t < to <(r -1)/2 such that n -(3r + I)/2 + to = 0. Applying Case 1 to to we obtain
The theorem therefore holds for unicyclic graphs in S,(r). If G is not unicyclic, then there is a spanning, unicyclic subgraph Ga of G which belongs to S,,(r), and we have expG(2t) < expc,(2t) < max i r+l n -2+t-l,r-l 0 I Combining Theorems 3.1, 4.1 and 5.2, we obtain the following theorem which evaluates the maximum generalized exponents for the class S,(r). 
((n-l)+(k-r),r<k<n
Let e*(n, k,r) denote the maximum value of exp,(k) for G in S,*(r). The following corollary is a simple consequence of the fact that a graph in S,*(r) has a spanning, unicyclic subgraph which is contained in S,(r).
Corollary 5.4. Let r be an odd integer with 1 <r < n. Then e*(n,r, k) = expGfl,, (k)
Characterization of the extremal graphs I
In this and the subsequent two sections we characterize the graphs G in S,(r) for which the kth generalized exponent is maximum for those integers k satisfying 1 <k <r -1. The characterization depends on the relationship between n, k and r. In each case we take t = L(k + 1)/2], so that k = 2t -1 or 2t. Since 1 <kdr -1 and r is odd, we have 16 t <(r -1)/2. The next theorem shows that if n -(3r + 1)/2 + t < 0, then every graph in S,(r) has the same kth generalized exponent. In particular, in this case the extremal graph is not unique in general. 
Proof. By Theorem 5.2, we have
On the other hand, for each vertex x of G, since there can be no walk from x to x of odd length r -2. Hence,
The theorem now follows from (21) and (22). q
Characterization of the extremal graphs II
We continue with the notation of the previous section but now we investigate the case in which n -(3r + 1)/2 + t 2 2 where again t = L(k + 1)/2]. We first give some necessary conditions for a unicyclic graph G in S,,(r) to be extremal for expG(2t -1) and expG(2t) in case that
Note that (23) 
Proof. We first assume that expG(2t) = n -(Y + 1)/2 + t -1 and prove (i). Since 
If n -(3~ + 1)/2 + t > 2, then since p B 1 and b, 2 1 we now conclude that 0 > 4(p-l)-(p+1)+2q=3p+2q-5 andso p= 1 andq=O. Ifn-(3r+1)/2+t=l, weconcludethatO>p+2q-3andsop=landq=O,orp=2andq=O.Hence (i) holds.
We now assume that expo(2t -1) = n -(r + 1)/2 + t -1 and prove (ii). In place of (24) we have )V(C)\C(xi;ai + l)[ < 2t -1, and we obtain This implies that
and hence that p = 1 and q = 0. Hence (ii) holds. We now assume that p = 1, q = 0 and G is not isomorphic to G,, r. We then have h = 1 and the unique branch Bi = &xi) of G is not a path with xi as an endvertex.
Thus, for any vertex y of BI we have d~(xl,y)<JV(B~)l -2 = h -1, where di(.;) is the distance function of B1. Let x be any vertex in V(C)\C(xi;at). By Lemma 2.3, if y is a vertex of C, we have yo(x, y) <r -1, and if y is a vertex of Bi,
This implies that ye(x) 6 max { r+l n --2 +t-2,r-1 . 1
Now bi = 12 -Y implies that IC(xi;a*)l = 2a* -1 = 2b, -2 (
and hence ) V(C)\C(xi; al)1 = 2t. Therefore,
and (iii) also holds. 0
The proof of the next lemma is quite technical and we omit it. (ii)r=n-2(andsot=(r-l)/2andn-(3r+1)/2+t=l,sincen-(3r+ 1)/2 + t 3 1 = n -(3r + 1)/2 + (r -1)/2) and G is isomorphic to the graph Gn+, , (r) consisting of a cycle of length n -2 and a cycle of length 4 with a common edge.
We now state and prove the main theorem of this section.
Theorem 7.3. Let r be an odd integer with 1 <r<n, and let t be an integer with G,,,(2t) . Let H be a spanning unicyclic subgraph of G in S,(r). Since expc(2t) < exp,(2t), exp,(2t) = expGn, ,(2t). It follows from Lemma 7.1 that H is isomorphic to G,, r, and thus G has a spanning subgraph isomorphic to G,,.. Now Lemma 7.2 implies that G = H. If expc(2t -1) = exp,",J2t -1) then by Theorem 5.2 we also have exp,(2t) = exp,,, J2t) and the theorem follows.
Let G be a graph in S,(r). Then expc(2t) = exp G,,,(2t) if and only if G is isomorphic to G,, il, and expc(2t -1) = expc, , ( 2t -1) if and only if G is isomorphic to G,, ,..
Proof. First suppose that expc(2t) = exp
Characterization of the extremal graphs III
We continue with the notation of the previous two sections but now we consider the case in which n -(3r + 1)/2 + t = 1 where t = [(k + 1)/2]. In the next lemma we evaluate some of the generalized exponents of the graph G&-2 defined in (ii) of Lemma 7.2. 
Proof.
Suppose that expG(2t -1) = expg ,( 2t -l), which by Theorem 3.1 equals n -t(r + 1) + t -1. Let Go be a unicyclic spanning graph of G which is contained in S,(r). Then expGO(2t -1) also equals n -i(r + 1) + t -1. By (ii) of Lemma 7.1 applied to GO and using the notation in the lemma, we must have p = 1 and q = 0, and by (iii) of that lemma, Go is isomorphic to G,,. Since (i) of Lemma 7.2 does not hold, it follows from the lemma that either G = Go or r = n -2 and G is isomorphic to G; n-2. Since the latter possibility contradicts (27) of Lemma 8.1, we conclude that G = GO and hence G is isomorphic to G,,,. The theorem now follows. q
In order to obtain a characterization of the extremal graphs when k is even we prove the following lemma. 
YI ._LQL. Y, Fig. 2 . The graph G(n,r,y,f') Let G = G(n, Y, g, f) be the graph in S,(r) pictured in Fig. 2 consisting of an r-cycle C, a path PI of length g joining a vertex yl to a vertex x1 of C and a path P2 oj length h = n -r -g3 1 joining a vertex y2 to a vertex x2 of C, where it is assumed that 1x1 C'x2 1 = f. Then
Proof. Since (28) holds, we have n -(r + 1)/2 + t -1 = r. Also n -(3r + 1)/2 + (r -1)/2>n -(3r + 1)/2 + t = 1 implies that n>r + 2 and (n -r)/2<n -r -1. Also n -(3r + 1)/2 = 1 -t 60 implies that n -r -1 <(r -1)/2. We conclude that there do exist positive integers g and f satisfying (29). Also g > (n -r)/2 implies that h=n-r-g<g.
By Theorem 5.2, it suffices to prove that expo(2t)>r.
First we show that yo(x)>r for each vertex x of V(P1) U V(P2) U C(xr ; g) U C(x2; h). We consider three cases.
Case 1: x is not a vertex of C. Since r is odd, there is no walk of length r from x to x and hence ye(x) > r.
Case 2: x is a vertex of C(xl; g) so that 1x1 C'xl bg -1. Suppose that W is a walk from x to y1 with 1 WI = r -(xC'x1 I + g -2. Then lxC"x, + PI I = r -IxC'xl ) + g > ( W( and IxC'w + PI I + r = r + IxC'xl 1 + g > (WI, and it follows that W must be obtained from xC'xr + PI by attaching closed walks of length 2 to some of its vertices. But then r -IxC'xl I + g -2 = IWl E IxC'xl I + g (mod 2) a contradiction since r is odd. Thus, there is no walk from x to yr of length rJxC'xr I + g -2, and hence ye(x) 3 YG(~, yt ) 2 r -IxC'xt I + 9 -12 r, since IxC'xt I < g -1.
Case 3: x is a vertex of C(xz;/z). Using an argument similar to that in Case 2 we conclude that In summary, we now know that YG(x) >r for each vertex x of V(Pi ) U V(P2) U w1; $7) u C(x2; h).
Now (x1C'x~I=f>n-r-
l=g+h-1 >(gl)+(h-1) implies that C(xi;g)n C(XZ; h) = 0, and using n -(3r + 1)/2 + t = 1 we obtain IV(PI)U V(h)U C(x1;g)UC(x2;h)l It now follows that expo(2t)ar. 0
Under the assumptions of this section, the extremal graphs for the kth generalized exponent when k is even can now be characterized. G,,,,, (ii) n is odd, r = n -2, 2t = r -1, and G is isomorphic to Gi, n_2, and (iii) there exist integers g and f with (n -r)/2<gbn -r -16 f <(r -1)/2 such that G is isomorphic to G(n,r,g, f ) .
Proof. By Theorem 3.1 and Lemmas 8.1 and 8.3, it suffices to show that a graph G in S,(r) for which expG(2t) = exp G,, r(2t) satisfies either (i), (ii) or (iii). Let GO be a spanning, unicyclic subgraph of G in S,(r). Then expGO(2t) = expG, ,(2t) and applying Lemma 7.1 to GO (and using its notation) we have p = 1 and q L 0, or p = 2 and q = 0.
First assume that p = 1 and q = 0. Then it follows from (iii) of Lemma 7.1 that Go is isomorphic to G,,, r. By Lemma 7.2 either Go equals G and G is isomorphic to G n, Tr or r = n -2 and t = (r -1)/2, and G is isomorphic to G&2.
