A conjecture of Loebl, known as the (n/2 − n/2 − n/2) Conjecture, states that if G is an n-vertex graph in which at least n/2 of the vertices have degree at least n/2, then G contains all trees with at most n/2 edges as subgraphs. Applying the Regularity Lemma, Ajtai, Komlós and Szemerédi proved an approximate version of this conjecture. We prove it exactly for sufficiently large n and show that this is essentially best possible. Our result gives a tight bound for the Ramsey number of trees, and thus partially answers a conjecture of Burr and Erdős. Along with our proof, we also give a stability theorem, which describe the structure of n-vertex graphs that have at least (1 − ε)n/2 vertices of degree at least n/2 but does not contain certain tree with n/2 edges.
Introduction
Given a graph G, V (G) and E(G) denote its vertex set V and edge set, respectively. The order of G is v(G), and the size of G is e(G) or simply |G|. For v ∈ V and a set X ⊆ V , N (v, X) represents the set of the neighbors of v in X, and deg(v, X) = |N (v, X)| is the degree of v in X. In particular N (v) = N (v, V ) and deg(v) = deg(v, V ).
Given a graph G and a tree T with v(T ) ≤ v(G).
Under what condition must G contain T as a subgraph? Applying the greedy algorithm, one can easily derive the following fact.
Fact 1.1. Every graph G with δ(G) = min deg(v) ≥ k contains all trees T on k edges as subgraphs.
Extending Fact 1.1, Erdős and Sós [7] conjectured that the same conclusion holds if the average degree of G replaces δ(G) in the condition. Clearly the n/2 − √ n − 2 vertices in A 1 ∪ A 2 have degree n/2. We claim that G does not contain T . In fact, by symmetry in G, we only consider two possible locations for the root r of T : A 1 or B 1 . Suppose that r is mapped to some u ∈ B 1 . Since deg(u) ≤ |A 1 | + √ n/2 − 1 = n/4 − 2, there is no room for the n/4 children of r. Suppose that r is mapped to some u ∈ A 1 . Let m be the size of a largest family of paths of length 2 sharing only u (u-2-paths). There are two kinds of u-2-paths containing no vertices from A 1 \ {u}: u to B 1 to A 2 , and u to B 2 to A 2 . Since the size of a maximal matching between B 1 and A 2 is √ n/2 and deg(u, B 2 ) = 1, we conclude that m ≤ |A 1 | − 1 + √ n/2 + 1 = n/4 − 1. Hence there is no room for the n/4 2-paths in T .
Define L(G) = {u ∈ V (G) : deg(u) ≥ v(G)/2} and λ(G) = |L(G)|.
Denote by T k the set of trees on k edges. We write G ⊃ T k when the graph G contains all members of T k as subgraphs. Conjectures 1.3 and 1.4 actually consider the following extremal problem. Let m(n, k) be the smallest m such that every n-vertex graph G with λ(G) ≥ m contains all trees on k edges, i.e., G ⊃ T k . Conjecture 1.4 says that m(n, k) ≤ n/2 for all k < n, in particular, Conjecture 1.3 says that m(n, n/2) ≤ n/2. Our Construction 1.7 shows that m(n, n/2) > n/2 − √ n − 2. At present, we do not know the exact value of m(n, n/2) or m(n, k) for most values of k (see Section 7 for more discussion).
After considering an extremal problem on graphs, one may further ask about the structure of graphs whose size is close to the extreme value. Let ex(n, F ) be the usual Turán number of a graph F . The Erdős-Simonovits stability theorem [12] from 1966 proved that n vertex graphs without a fixed subgraph F with close to ex(n, F ) edges have similar structures: they all look like the extremal graph. In this paper, though we can not determine m(n, n/2) exactly, we are able to describe the structure of n-vertex graphs G with λ(G) about n/2 and G ⊃ T n/2 . Definition 1.8. The half-complete graph H n is a graph on n vertices with V = V 1 + V 2 such that |V 1 | = n/2 and |V 2 | = n/2 . The edges of H n are all the pairs inside V 1 and between V 1 and V 2 . In other words,
For a graph G and k ∈ N, we denote by kG the k disjoint copies of G. Theorem 1.9 (Stability Theorem). For every τ > 0 there exist ε > 0 and n 0 ∈ N such that the following statement holds for all n ≥ n 0 : if an 2n-vertex graph G with λ(G) ≥ (1 − ε)n does not contain some T ∈ T n , then V (G) = 2H n ± τ n 2 , i.e., G can be transformed to two vertex-disjoint copies of H n by adding or deleting at most τ n 2 edges.
The structure of the paper is as follows. In the next section we discuss the application of Theorem 1.6 on graph Ramsey theory. In Section 4 we recall the Regularity Lemma and the roles of regular pairs on tree embedding. In Section 3 we outline the proof of Theorem 1.6, comparing it with the proof of Theorem 1.5, and define a special case and an extremal case. The proofs are given in Sections 5 and 6. In Section 5 we extend the ideas in [2] to prove the general (i.e., not special or extremal) case, where subsection 5.5 contains most of our new ideas and many technical details. The special and extremal cases are covered in Section 6, in which we also complete the proof of Theorem 1.9. The last section contains a few concluding remarks.
We gather our notations as follows. We write [n] = {1, 2, . . . , n}. We may write A + B instead of A ∪ B when two sets A and B are disjoint. We may simply represent a oneelement set {x} by x. Given a graph G = (V, E) and two (not necessary disjoint) subsets A and B of V , e(A, B) denotes the number of ordered pairs (a, b) such that a ∈ A, b ∈ B and {a, b} ∈ E. The density between A and B is defined as: d
(A, B) = e(A, B)/(|A||B|).
We denote by F a forest and by T a tree (although F could contain only one component). Trees in this paper are always rooted (though we may change the roots in the middle). Let Root(F ) be the set of roots in F ; when F is indeed a tree, Root(F ) represents the unique root of F . For any vertex x ∈ V (F )\root(F ), we define the parent P (x) of x as the neighbor on the unique (r, x)-path and the set of Children C(x) = N (x) \ P (x). We use F (x) to represent the maximal subtree of F containing x but not P (x). For a forest F , we partition its vertices by levels, namely, their distances to the roots: Level i (F ) denotes the set of vertices whose distance to a root is i, e.g., Level 0 (F ) = Root(F ). We let F even (resp. F odd ) to be the union of Level i (F ) for even (resp. odd) i. We also define Ratio(F ) = |F odd |/v(F ).
For two graphs G and H, we write H → G if H can be embedded into G with an function φ : V (H) → V (G) such that {φ(u), φ(v)} ∈ E(G) for all {u, v} ∈ E(H). For X ∈ V (H)
and A ⊆ V (G), φ(X) stands for the set of φ(x), where x ∈ X. When φ : H → G and φ(X) ⊆ A, we write X → A.
Ramsey number of trees
An immediate consequence of Theorem 1.6 is a good upper bound for the Ramsey number of trees. The Ramsey number R(H) of a graph H is the minimum integer n such that a monochromatic copy of H can be found in every 2-coloring of the edges of K n . Let T n be a tree on n vertices. What can we say about upper bounds for R(T n )?
It is easy to see that R(T n ) ≤ 4n − 3. In fact, arbitrarily 2-color the edges of K 4n−3 yields a monochromatic graph G on 4n − 3 vertices with at least (4n − 3)(4n − 4)/4 edges. Because every graph with average degree d contains a subgraph whose minimal degree is at least d/2, G contains a subgraph G with minimal degree at least (4n−4)/4 = n−1. By Fact 1.1, G thus contains a copy of T n .
Burr and Erdős conjectured 1 [5] that R(T n ) ≤ 2n − 2 for even n and R(T n ) ≤ 2n − 3 for odd n. These bounds are best possible when letting T n be a star S n on n vertices. For example, when n is even, there exists an (n − 2)-regular graph G 1 on 2n − 3 vertices, and consequently 2-edge-coloring K 2n−3 with G 1 as the red graph contains no monochromatic copy of S n .
It is easy to check that the Erdős-Sós Conjecture implies the Burr-Erdős Conjecture. On the other hand, Conjecture 1.3 suggests a slightly weaker bound on R(T n ). To see this, consider a 2-edge-coloring of K 2n−2 . Let G 1 , G 2 be the graphs with red, blue edges, respectively. Suppose that deg
, which implies that G 2 contains at least n vertices of degree at least n − 1. Conjecture 1.3 implies that either G 1 or G 2 contains all trees on n vertices. Our main theorem (Theorem 1.6) therefore implies the following bound for R(T n ).
Corollary 2.1. If n is sufficiently large and T n is a tree on n vertices, then R(T n ) ≤ 2n−2.
Given two graph H 1 , H 2 , the asymmetric Ramsey number R(H 1 , H 2 ) is the minimum integer n such that every 2-coloring (red, blue) of K n yields a red H 1 or a blue H 2 . Theorem 1.6 actually implies that R(T , T ) ≤ 2n − 2 for large n, where T , T are (not necessarily the same) trees on n vertices. Furthermore, if correct, Komlós-Sós Conjecture implies that R(T n , T m ) ≤ m + n − 2, where T n , T m are arbitrary trees on n, m vertices, respectively.
Finally, when the bipartition of T n is known, Burr conjectured [4] a upper bound for R(T n ) in terms of the sizes of the two partition sets t 1 , t 2 (see [4, 9, 10] for more discussion on this conjecture).
Sketch of the proofs
In this section we sketch the proofs of the Main Theorem and Theorem 1.9.
Let us first recall the proof of Theorem 1.5. Given T and G as in Theorem 1.5, the authors of [2] first prepared T and G: T is folded such that it looks like a bi-polar tree, namely, a tree having two vertices (called poles) under which all subtrees are small, and G is treated with the Regularity Lemma. Then they applied Gallai-Edmonds decomposition to the reduced graph G r and found two clusters A, B of large degree and a matching covering the neighbors of A and B in G r . Finally they embedded the bi-polar version of T into {A, B} ∪ M and showed how to covert this embedding to an embedding of T .
The two ρ's in Theorem 1.5 are to compensate the following losses. Assume that ε, d, γ are some small positive numbers determined by ρ. After applying the Regularity Lemma with parameters ε, d, the degrees of vertices of L are reduced by (d + ε)n. In addition, the regularity of a regular pair (A, B) only guarantees (by a corollary of Lemma 4.7) an embedding of a forest (consisting of small-size trees) of order (1 − γ)(|A| + |B|), instead of |A| + |B|. Clearly the above losses are unavoidable as long as the Regularity Lemma is applied. In other words, without these two ρ's (as the condition of Theorem 1.6), we can only expect to embed trees of size smaller than v(G)/2 by copying the proof of Theorem 1.5.
In order to prove Theorem 1.6, we have to study the structure of G more carefully and also consider the structure of T in order to find a series of sufficient conditions for embedding T in G . If none of these conditions holds, then G can be split into two equal parts such that between them, there exist either almost no edges or almost all possible edges. In such extremal cases, we show that all trees with n edges (not necessarily bi-polar) can be found in the original graph G without using the Regularity Lemma.
Throughout our proofs, we assume that n is sufficiently large and omit floors and ceilings. We use the following parameters:
where a b can be specified as, for example, 100a < b 8 .
Let G be a 2n-vertex graph. We first give a sufficient condition on the structure of G for G ⊃ T n , i.e., G containing all trees on n edges.
Proposition 3.1. For any 0 < σ < 1, there exist n 0 ∈ N and 0 < c < 1 such that the following holds. If n ≥ n 0 and G is a 2n-vertex graph with |L(G)| ≥ 2σn and
In the proofs of Theorem 1.6 and Theorem 1.9, we first apply Proposition 3.1 with σ = 1/2 and thus assume that the following special case SC does not hold in G:
The core step of in our proofs is the following theorem, which describes the structure of G with λ(G) ≥ (1 − ε)n and G ⊃ T n . 
The structure concluded by Theorem 3.2 is called the extremal case EC:
Our next theorem covers EC and thus complete the proof of Theorem 1.6.
The main step in proving Theorem 3.3 is a technical lemma (Lemma 6.3), which also completes the proof of Theorem 1.9.
Regular pairs and the Regularity Lemma
In this section we recall the Regularity Lemma and state some properties of regular pairs.
We use the following version of the Regularity Lemma: Like many other problems to which the Regularity Lemma is applied, it suffices to consider the subgraph G = G − V 0 as the underlying graph except for the extremal case. We skip the subscript G in most cases.
Below we extend the definition of degree to a pair of vertex sets. Note the asymmetry of deg(X, Y ) and δ(X, Y ).
Definition 4.3. Given any two subsets X, Y ⊆ V (G ), the (average) degree and minimum degree from X to Y are defined as follows: 
For a cluster X = V i ∈ V, we may abuse our nation by writing deg
The degree of X, deg(X) and deg G r (X) have the following relationship 
One immediate consequence of (A, B) being regular is that all but at most ε|A| vertices 
Then the following statements hold:
All but at most
Therefore we can find
which contradicts the regularity between V i 0 and V i 1 .
According to Part I, all but √ εN vertices of V i 0 further satisfy
Similarly we can show that all but √ εN vertices of V i 0 satisfy the first inequality of (3). Consequently all but 2 √ εN vertices of u ∈ V i 0 satisfy (3).
One advantage of a regular pair is that regardless of its density, it behaves like a complete bipartite graph when we embed many small trees in it. This follows from repeatedly applying the following fundamental lemma, which gives an online embedding algorithm (embedding vertices one by one). Let us first introduce a notation to represent the flexibility of such an algorithm. Suppose that an algorithm embeds the vertices of a graph H 1 one by one into another graph H 2 . For a vertex x ∈ V (H 1 ), an integer p and a set A ⊆ V (H 2 ), we write x p → A to indicate the following. When p > 0, it means that (at the moment when we consider x), our algorithm allow at least p vertices of A to be the image of x. When p = −q < 0, it means that all but at most q vertices of A can be chosen as the image of x. Proof. According to the distance to the root r, we partition V (T ) into levels {r} 
The non-extremal case
The purpose of this section is to prove Theorem 3.2. Let G be a 2n-vertex graph with λ(G) ≥ (1 − ε)n, i.e., at least (1 − ε)n vertices of degree at least n. We first apply the Regularity Lemma (Lemma 4.2) to G, with ε and d as in (1), and obtain the subgraph G and the reduced graph G r .
The rest of the proof is divided into five subsections. In Section 5.1 we prove G and G r have similar properties to G. In Section 5.2 we partition a tree T into a forest F such that F \ Root(F ) consists of small trees. In Section 5.3 we present a series of technical lemmas which give sufficient conditions for embedding F and correspondingly T into G . Some of these lemmas (or their variations) appeared in [2] with very brief proofs. The reason why we state and (re)prove them is to make them applicable under new assumptions (the readers who are familiar with [2] may skip this subsection first). In Section 5.4 we prove a Tutte-type one-factor theorem, which states that the condition λ(G) ≥ (1 − ε)n forces a large matching in G r . Since SC does not hold in G, this suffices for embedding a tree of size near n into G . The last subsection, Section 5.5 carefully check case by case when we can even embed a tree of size n and conclude that EC is the only exception.
Preparation of G
The goal of this subsection is to prove Lemma 5.2, which gives the properties of G and G r . Before stating the Lemma, we need the following preliminaries. Let L be the set of vertices in G of degree at least n. We call these large vertices, and call vertices in V \ L small vertices. Since deleting edges between small vertices does not change our assumption, we assume that there is no edge between any two small vertices.
We may also assume that the number of clusters is even and equals to 2k. In fact, if is odd, then eliminate one cluster by moving all the vertices in this cluster to V 0 . As a result, the size of V 0 has a new upper bound 2ε(2n) = 4εn and
We call a cluster large if it contains many large vertices (though the reason we set the threshold as 2 √ dN can only be seen in the proof of Claim 5.21).
Definition 5.1. A cluster is called large if it contains at least 2 √ dN vertices of L. The set of large clusters is denoted by L.
We delete all the edges of G between two small clusters and thus assume every (non-trivial) regular-pair (of clusters) contains at least one large cluster.
If SC does not hold in G, then G r contains two large adjacent clusters.
Proof. Part 1. Applying Proposition 4.6 Part 2 to X and
Part 2. Following the hypothesis that
Part 3. Suppose instead, that L is an independent set in G r . Let V 1 be the set of the vertices of G contained in all the large clusters. For all v ∈ V 1 , we have deg
After adding (less than 5
. This contradicts our assumption that SC does not hold.
Partition a tree into a forest
In this subsection we describe a way to cut a tree into a forest consisting of small-size trees. We need the following definition. Recall that T (x) is the maximal subtree in a (rooted) tree T containing a vertex x but not its parent.
Definition 5.3. Given a positive integer k, a tree T with root r is called a k-tree if v(T (x)) ≤ k for every x = r. A forest F is called a k-forest if F is a union of k-trees. In a tree T , we call a vertex x ∈ V (T ) a k-vertex if v(T (x)) > k, and v(T (y)) ≤ k for every y ∈ C(x).
We may transform an arbitrary tree T to an ordered k-forest F as follows. We start with F = ∅ and apply the following bottom-up transformation to T . We first move all subtrees rooted at the k-vertices from T to F . Label these roots and their parents in T by the same decreasing indices i (allowing multiple parent-indices at one vertex). We repeat this process till at most k vertices remains in T . We add this subtree to F and denote it by T 1 . The resulting forest F = {T 1 , T 2 , . . . , T } with ≤ |V (T )|/(k + 1) satisfies the following conditions:
It is easy to restore T from F . We start with T = T 1 and add T 2 , . . . , T sequentially such that root(T i ) is a child of p i . The order in F needs to be preserved when restoring T (in fact, after the trees containing parent-vertices are linked together, the remaining trees can be added in any order).
Sufficient conditions for embedding trees
In this subsection we present a series of technical lemmas which give sufficient conditions for embedding trees into G .
Our first lemma bounds the size of a forest of small trees that can be embedded into a regular pair under various assumptions. Part 1 was proved in [2] ) and sufficed for the purpose of [2] , while Part 2 and 3 are needed for our Theorem 1.6. Recall the ratio of a tree 
If v(F
) ≤ min{p + q, p + N , q + N − εN, 2N − εN } (in particular, v(F ) ≤ |P | + |Q| − 2γN − εN ), then there exists an online algorithm embedding V (F ) into X ∪ Y such that x −2εN −s → P ∪ Q for x ∈ Root(F ) and x εN +1 → X ∪ Y for x ∈ Root(F ).
If every tree in F contains at least two vertices, then the conclusion of 1. holds when
3. If P = ∅ and every tree in F has ratio between c and 1 − c (inclusively) for some
. . , T s }. We will sequentially embed T i by applying Lemma 4.7 such that Root(T i ) goes to P or Q. Because Lemma 4.7 requires the size of the subgraphs of X and Y to be at least γN and the images of Root(T i ) must be typical vertices, our embedding stops when the remaining X or Y has fewer than γN vertices or each of the remaining P and Q has at most εN vertices. The proof for Part 3 is straightforward; for Part 1 and 2, we have to balance the size of two remaining partition sets by selecting the locations of Root(T i ). Note that the requirement
→ is automatically satisfied because of Lemma 4.7. In the proofs below we denote by φ i the function embedding Proof. We may assume that deg(u, e i ) > 2(ε + γ)n for each e i ∈ M. The goal is to embed the forest F = T \ {root(T )} into M with Root(F ) into N (u). Since each tree in F has order at most εN , we may partition
Definition 5.5. A (cluster) matching (a matching in V) M is a family of disjoint regular pairs. The set of the clusters covered by M is denoted by V (M) (hence the size |M| of M is the half of |V (M)|). For a cluster
for i < s, and
we may embed F i into e i for all i by applying Lemma 5.4 Part 1.
Lemma 5.7. Let M be a cluster-matching and A be a cluster not in V (M). If a forest F consists of s = o(N ) of εN -trees and |F |
Proof. The main idea is to map Root(F ) to some vertices u ∈ A with deg(u, e i ) ≈ deg(A, e i ) and apply Corollary 5.6 to embed each tree of F (this is the whole proof given in [2] ). Note that our basic embedding tool, Lemma 4.7 guarantees that at least εN + 1 vertices can be chosen as φ(x) for every x ∈ Root(F ).
However, there are two subtleties: (1) as shown in the proof of Corollary 5.6, when embedding T i ∈ F , the edge (i.e.regular pair) that hosts the last vertex of T i may not be fully used. The unused vertices in this regular pair must be considered when embedding the next tree T i+1 ∈ F . (2) There may not exist a vertex u ∈ A with deg(u, e i ) ≈ deg(A, e i ), for all the edges in M (see Definition 4.5 for the definition of being typical). However, Proposition 4.6 guarantees that most vertices of A are typical to all but √ ε|M| clusters in M. This actually suffices for our embedding because the size of F is at least 5 √ εn less than deg(A, M).
Let us carefully prove the assertion by induction on s. To facilitate the induction, we also require that all but one edge involved in embedding are fully used: an edge e = (X, Y ) is fully used by an embedding φ if |φ(e)|, the number of occupied vertices in X ∪ Y satisfies 
Since (8) 
where the last inequality needs 12ε + 4γ < √ ε, which follows from (1).
We may therefore embed T s+1 \ {r} into e s ∪ M by following the proof of Corollary 5.6. Let φ be the new embedding function and M s+1 be the set of edges in which φ(e) = ∅. The first inequality in (7) indicates (8) holds for all but one edge of M s+1 . Now we are ready to give a sufficient condition for embedding an arbitrary tree T . 
then T can be embedded with
Proof. In the forest F (T ) transformed from T , we denote by r i and p i the roots and the corresponding parent-vertices, respectively.
Because of (9), we may apply Lemma 5.
(following the order of trees in F ). This will give the desired embedding when the images of p i and r i are adjacent for each j ≥ 2. To achieve this, when considering r i , we modify the embedding of p i and q i = P (p i ) given by Lemma 5.7 and select the image of r i as follows.
Suppose that T 1 , T 2 , . . . , T j−1 are embedded with a function φ and p j is contained in
Since the distance between x j and p j is even, we know that φ(p j ) ∈ X. Lemma 5.7 says that at least εN + 1 vertices may be chosen as φ(p j ). We may therefore choose φ(p j ) to be a vertex w ∈ X, which is typical to A. Lemma 5.7 also guarantees that all but at most 2 √ εN vertices of A can be chosen as the image of r j .
Since the distance between x j and q j is even, we know that φ(q j ) ∈ X. Instead of being a typical vertex to Y , φ(q j ) is changed to be a typical vertex to A. This is possible again because at least εN + 1 vertices may be chosen as φ(p j ) and the number of atypical vertices to A is at most εN . Next we map p j to a vertex w ∈ A, an unoccupied typical vertex to B. Lemma 5.7 guarantees that all but at most 2 √ εN vertices of B can be chosen as the image of r j . Since (d − ε)N > 2 √ εN , we can always choose it from N (w, B).
For a regular pair e = (X, Y ), we define that d(A, e) = d(A, X) + d(A, Y ).
Lemma 5.9. Let A and B be two adjacent clusters and M be a cluster-matching on V \ {A, B}. If a tree T satisfies
Proof. After deleting some edges in G if necessary, we may assume that deg(
We thus have (2) , and
Without loss of generality, we assume that b (2) ≥ a (1) . Thus b (2) ≥ b (1) and consequently (12) and contains fewer edges.
Hence (9) Lemma 5.10. We may repeat this process to all regular pair in M while the roots of F are embedded into typical vertices in P . We conclude that the total number of the embedded vertices is at least (1 − γ) 
Given a cluster C with a subset P and a cluster-matching M with
δ = deg G r (C, V (M)). Let F = {T 1 , T 2 , . . . , T s } be a forest with v(T i ) ≤ εN and s ≤ |P | − 2εN . If v(F ) ≤ (1 − γ)δN − εN |M|, then F → P ∪ M with Root(F ) → P .
Given a cluster-matching M, a cluster-set C outside V (M) and a cluster
Part 2. We embed Root (F ) = {r 1 , . . . , r s } into (large) vertices in A that are typical to C, i.e., φ(r i ) = a i and there is a subset C i ⊂ C of size at least ( 
For simplicity, we assume that all the C i are the same and denoted this set by C .
Pick a cluster C ∈ C and let P = N (a 1 , C) . Applying Part 1, we may embed into C ∪ M a sub-forest
Embed a tree of size almost n
In this subsection we show how to embed a tree of size almost n in G .
We need a variation of Tutte's one-factor theorem, which provides a matching in G r that covers almost all the clusters we are considering. This lemma was proved in Proof. We apply the Gallai-Edmonds decomposition to H. Let S denote the usual cutset such that the following holds: every even component has a complete matching; every odd component has a matching covering all but one vertex (denoted by x i ); and there is a matching of |S| edges connecting each vertex in S to a (different) x i in some odd component. Let M be an union of these matchings. Then M covers all but t vertices which are located in t odd components.
Below we show that either 
We may therefore assume there is a unique component O which contain all the vertices of For any X ∈ L ∩ O, the second property of O and deg(X)
In particular, for any two adjacent large clusters A, B ∈ O,
For any tree with |T | ≤ (1−10 √ d)n−12 √ εn, we may apply Lemma 5.9 to find an embedding of T into G .
Embedding a tree of size n
In this subsection we finish the proof of Theorem 3.2.
Let T be a tree of size n and G be a 2n-vertex graph satisfying λ(G) ≥ (1 − ε)n but neither SC or EC holds in G. Assume that T cannot be embedded in G and our goal is to conclude a contradiction.
Let F = F a ∪F b be the εN -forest generated from T as in Section 5.2, and suppose p 1 , . . . , p c f are (not necessarily distinct) parent-vertices. The number c f = |Root(F )| is a constant not more than
ε , where M (ε) is the threshold in the Regularity Lemma. Suppose that
As in subsection 5.4, we first apply Lemma 5.11 to find adjacent clusters A, B, a set O and a cluster-matching M such that (11) and the three properties of O hold. After removing some edges in G r if necessary, we may assume that equalities hold in (11) . 
The main difference between Stage 1 and 2 is that in Stage 1, all the embedding takes place in A, B and the regular pairs covering the neighbors of A and B, while in Stage 2, the embedding may takes place on A, a set C of neighbors of A and regular pairs covering the neighbors of C.
Stage 1
According to the Regularity Lemma, a (non-trivial) regular pair may have density any number between d and 1. Lemma 4.7 says that the actual density of a regular pair in M is irrelevant to our embedding, for example, we may assume that it equals to one. However, as seen in Lemma 5.7, the density of a regular pair (A, X) for a cluster X ∈ M determines the size of the embedding and may not assumed to be 1. In this sub-section, we will show that under the assumption that T → G, most of these regular pairs (A, X) have density close to one.
We saw in Section 5.1 that SC does not hold implies that G r contains two adjacent large clusters. Now we see another consequence of this assumption, Claim 5.13, which implies that T → G when most trees in F (T ) are unbalanced. We first recall a simple fact on trees.
Fact 5.12. If the vertex set of a tree T can be partitioned into two subsets U 1 and U 2 such that U 2 is an independent set, then U 2 contains at least |U 2 | − |U 1 | + 1 leaves.
Proof. Assign a vertex x ∈ U 1 to be the root. Let U 2 be the set of non-leaf vertices in U 2 . Since each vertex in U 2 has at least one child in U 1 \ {x} (using the fact that U 2 is independent) and the sets of children are disjoint, we have |U 1 | − 1 ≥ |U 2 | and consequently the number of leaves in U 2 is at least
The following claim only deals with the original graph G, thus independent of the Regularity Lemma. The constant c 1 is defined in (1) and used in SC.
Claim 5.13. Let c = c 1 /12 and
12, each tree T ∈ F 1 has at least (1 − 2c)|V (T )| leaves and the total number of leaves in F 1 is thus at least
Since F is decomposition of T and F consists of c f trees, F has at most c f more leaves than T . Since 2c 2 n > c f + 1, T has at least (1 − 3c)n + 1 leaves, or at most 3cn = c 1 n/4 non-leaf vertices.
On the other hand, the set L of large vertices of G contains at least (1 − ε)n vertices. Without loss of generality, assume that |L|
This implies that the average degree of the induced subgraph of G on L is at least c 1 n/2. By a well-known fact in graph theory, G has an induced subgraph
We may therefore embed thee non-leaf vertices of T into G 1 using the greedy algorithm. Since the vertices in L 1 have degree at least n, we can add all the leaves to complete the embedding of T by the greedy algorithm. This contradicts our assumption that T → G.
The second claim says that d(A, e) is about the same as d(B, e)
for most e ∈ M unless the small forest F b is very small. Without loss of generality, assume that a (1) ≤ b (2) . Then
It is easy to see that there exists M b ⊆ M 2 such that
(thus M b satisfies (9)) and
To achieve it, we can add edges of M 2 to an empty set in the descending order of
d(B,e)−d(A,e) d(B,e)
and stop as soon as
where the second last inequality uses the hypothesis
Thus M a and M b satisfy (9).
In the following corollary, Part 1 uses that η 2 ≥ 40d 
Except for at most ηk edges, all the edges in M satisfy that |d(A, e) − d(B, e)| < η.

All but one cluster
All the embeddings so far are based on Lemma 5.4 Part 1, which embeds about deg(A, e) vertices of T into each edge e ∈ M. If there exists a reasonably large sub-matching M ⊆ M, in which we can embed reasonably many more vertices, then the entire T can be embedded. We summarize this into the following proposition, which will be used in next few claims. Assume that η 2 > 50d 
Proof. It suffices to find a partition
with Root(F a ) mapped to some vertices of A that are typical to M 0 .
Let us first consider the case that
we can find a sub-matching of (12) holds. We may thus embed
In fact, Claim 5.14 implies that
. Using the hypothesis (13), we obtain that
Now we consider the case
as in the proof of Lemma 5.9 and assume that deg(B,
we may choose a sub-matching
The rest is the same as in the previous case. The definition of M 3 implies that deg(A, 
Proof. Suppose instead, that there exists a sub-matching
M 0 ⊆ M 2 of size ηk. Recall that F 2 = {T ∈ F \ Root(F ) : c < Ratio(T ) < 1 − c}M 3 ) < 2ηN k. We thus have deg(A, M ) > (1 − 10 √ d)n − (2ηk)2N − (ηk)2N − 2ηN k > (1 − 9η)n. and consequently |M | > (1 − 9η)k/2. Since (2 − 2η)N |M | < deg(A, M ) ≤ (1 − 10 √ d)n, we also know that |M | < (1 + 2η)k/2. We let M in = {e = (X, Y ) ∈ M : X, Y ∈ O, |d(A, e)−d(B, e)| ≤ η} and M out = M−M in . Let V 1 = V (M
Stage 2
We first remove the regular pairs running between V 1 and V 2 whose densities are less than η and still denote the resulting cluster graph by G r . Let V i denotes the set of vertices of G contained in the clusters in
After adding (removing) vertices to (from) V 1 such that |V 1 | = |V 2 | = n, we still have e(V 1 , V 2 ) < 3ρn 2 , which contradicts the assumption that EC does not hold.
We may therefore assume that
Our goal is to embed F into A ∪ B ∪ M directly or via Proposition 5.16, and thus obtain a contradiction. The main idea is that if a cluster X ∈ V 1 has many neighbors in M out , then we may use Lemma 5.10 Part 2 to embed a tree T of
Recall by our assumption, that all the leaves of T are in Level i (T ) for i ≥ 2. In a forest F , we call a root-2-path a path of length 2 having one end in Root(F ). Unless T consists of root-2-paths, significantly more vertices are embedded in this way than the embedding of T into A ∪ M in . If this embedding can be repeated to many trees in F a , then we obtain aF a satisfying the condition of Proposition 5.16.
Since e(V 1 , V 2 ) > ρk 2 > 16ηk 2 , V 1 contains at least 8ηk clusters which has at least 8ρk neighbors. Since V 1 ⊆ M 2 (A), Property 3 of O says that all but 6d 1 k of these clusters are contained in O. Therefore by Property 2 of O, the most of their neighbors are covered by M. We may therefore find a set C ⊂ V 1 of size ηk with deg
In the latter case, since each tree in F 3 has at least 3 vertices, we have
Therefore in either case, the condition of Proposition 5.16 holds and we obtain a contradiction.
Claim 5.20 leaves only one case unsettled, that is, when most vertices of F a are covered by root-2-paths. The rest of this section is devoted to this special case.
Since no regular pair runs between two small clusters, all the small clusters of V 1 are contained in S 1 . Our plan is to show that both e G r (S 1 , V 2 ) and e G r (L 1 , V 2 ) are so small that it causes a contradiction to (14). The subscript G r will be omitted in next two claims.
Proof. Suppose instead, that e(S 1 , V 2 ) ≥ 16ηk 2 . By Claim 5.20, there are at least (
We pick 3ηn 2-paths which contain no parentvertices p i 's (hence these paths may be embedded at any time). Denote the vertices in these paths (except for the roots) by Z. We will show how to embed F in a way that the vertices in Z are embedded at the end.
The hypothesis e(S 1 , V 2 ) ≥ 16ηk 2 implies that at least 8ηk clusters in S 1 have at least 8ηk neighbors in V 2 . We pick 4ηk such clusters which are located in different regular pairs and denote this cluster-set by S 0 , the sub-matching containing S 0 by M 0 and let
we may choose different neighbors in V 2 for each element of S 0 to form a new matching covering S 0 . We replace M 0 by this matching in M. Now we can use Lemma 5.9 to embed the sub-forest F \ Z in the resulting M because |V (F ) \ Z| ≤ (1 − 6η)n. Since the clusters in L 0 are not used yet and they are large neighbors of A, we may add the vertices in Z as follows. Recall that Lemma 5.2 says that in each large cluster, there are at least 2 √ dN large vertices of degree n in G and (1 − ε)N typical vertices of degree (1 − 5d) n in G. First we pick (3η − 3d)n remaining 2-paths and map their mid-points to the typical small vertices in the clusters of L 0 . This is possible because (
Next we may add the leaves in these paths greedily, since the degree (1 − 5d)n of typical vertices is larger than (1 − 6d)n, the number of to-be-embedded vertices. Then we map the mid-points of the last 3dn paths to the large vertices in the clusters of L 0 . This is again possible because 2 √ dN 4ηk > 3dn. Finally we add the remaining leaves greedily.
By the definition of L 1 , the clusters in L 1 must be large and located in different regular pairs whose the other ends are small clusters.
We will show that e(S 0 , V 2 ) ≥ 16ηk 2 , a contradiction to Claim 5.21.
Consider a cluster X ∈ L 0 . Since X is large and X ∈ N (A)∩O, X and A may play the same roles of A and B, respectively. Since all regular pairs have density at least η, Remark 5.19 says that all but at most 3ηk neighbors of X in V 2 make up edges in M out (in other words, they occupy the both ends of some regular pairs in M out ). We pick large clusters from these pairs to form a setÑ (X) such thatÑ (
Any Y ∈Ñ (X) and X now can play the same role as A and B, respectively. For the same reason, all but at most 3ηk neighbors of
Then we may find a subset N 0 ⊆ N such that
From Claim 5.21 and 5.22, we conclude that
which contradicts (14). This completes the proof of Theorem 3.2.
The special case and extremal case
In this section we prove Proposition 3.1 and Theorem 3.3. The proof of Proposition 3.1 is easy, but a proof of Theorem 3.3 is far from trivial (at least from the point of our view).
To prove it, we first define and handle a particular extremal case (denoted by EC1), in which the embedding of T takes place mainly in one partition set V 1 and then show that the assumption of Theorem 3.3, EC actually implies EC1.
We first list a few facts to be used in both proofs. 
The naive greedy algorithm is the main tool for embedding trees. Proof. Applying the greedy Algorithm directly, we obtain Part 1.
To see Part 2, we first use Fact 5.12 to conclude that there are at least |U 2 | − |U 1 | + 1 leaves in U 2 . We are thus able to put all the non-leaf vertices of U 2 into B, and all the vertices of U 1 into A using the greedy algorithm. Since the parents of un-embedded vertices (which are leaves) are in A and δ(A) ≥ |T |, we can add them greedily.
Special Case (SC)
Proof of Theorem 3.1. Let c be a real number such that
Without loss of generality, we assume that
Next we separate two cases based on the values of t e = |T even | and t o = |T odd |. } and δ(A, V (G) ) ≥ n, we may apply Fact 6.2 Part 2 to embed T into G.
Case a). min{t
We also have δ(
Because of (15), we know that
We may thus apply the greedy algorithm (Fact 6.2 Part 1) to embed T into G.
Extremal Case (EC)
In this section, we prove Theorem 3.3 and complete the proof of Theorem 1.9. Recall that the extremal case EC is that for some α 1, the graph G satisfies
Lemma 6.3. If the graph G satisfies the following conditions
Note that in Lemma 6.3, the first condition λ(G) ≥ n/2+1 is much weaker than the hypothesis of Theorem 1.9 and 3.3, which is λ(G) ≥ n. We call the second and third conditions together Extremal Case 1 (EC1). Lemma 6.3 thus completes the proof of Theorem 1.9. 
The conditions of Lemma 6.3 thus holds, and they imply that G ⊃ T n , a contradiction. We therefore have that
Consequently the induced G at V i is 2( √ α + ε)n 2 edges away from H n/2,n/2 . The difference between G and 2H n/2,n/2 is at most 2( √ α + ε)n 2 + αn 2 < τ n 2 edges, where τ = 3 √ α.
Finally, Theorem 3.3 follows Lemma 6.3 and the following lemma.
Extremal Case 1
In this section we prove Lemma 6.3. Suppose that G is a graph satisfying the hypothesis andT is an n-edge tree such thatT ⊂ G. We need to derive a contradiction.
We only work on the case that n is even. The proof for an odd n is similar. and √ 2ε 1 /2 < √ ε 1 , we may summarize our situation as follows
Without loss of generality, we assume that |T even | ≤ |T odd |. We next observe that |T even | must be close to |T odd |. When proving these two propositions, a useful procedure is to flip a sub-forest in a given partition of a tree T . Proof of Proposition 6.7. Denote sets of leaves in U 1 , U 2 by W 1 , W 2 , respectively. Let W 1 be the set of leaves at U 1 whose parent is located at U 2 . We may only consider the case
Because, when at least √ ε 1 n leaves in U 1 have parents at U 1 , we may move these leaves to U 2 to make |U 1 | ≤ n/2 − √ ε 1 n. This immediately implies T ⊂ G as noted in Remark 6.6.
We let W 1 = {v ∈Ŵ 1 : v is the unique leaf among the children of P (v)}. Since two leaves in W 1 have different parents, we have |P (W 1 )| = |W 1 |, where P (S) denotes the union of parents P (x) for x ∈ S.
When |W 1 | ≥ 2 √ ε 1 n, we first apply the greedy algorithm (Fact 6.2 Part 1) to embed U 1 \W 1 into A and U 2 \W 2 into B 1 . Denote by A the set of the remaining vertices in A and by B the set of images of 
n. An embedding thus holds by Remark 6.6.
The following simple fact on subtrees is needed for proving Proposition 6.8. Proof. Let T (x) be the maximal subtree containing x ∈ V (T ) but not P (x) and t(x) = |V (T (x))|. We can always find
is the desired subtree. Otherwise, from T (x 0 ), we repeat removing a subtree T (y) for some y ∈ c(x 0 ) until the remaining subtree (rooted at x 0 ) has order less than k. We know the size of this tree is at least k/2 because the last removed y satisfies t(y) < 
This immediately gives an ideal partition T even + T odd .
When |P (W e )| ≤ 15 √ ε 1 n, we flip P (W e ) and W e . As a result, the gap g increases by at least 2(15
n. An embedding of T follows as noted in Remark 6.6.
When |P (W e )| > 15 √ ε 1 n, we flip 5 √ ε 1 n vertices of P (W e ) and its children. The resulting partition sets U 1 (from T even ) and U 2 (from T odd ) is ideal: each of them contains at least 5 √ ε 1 leaves and
This is the hardest case. Applying Fact 6.10 Part 2, we find a subtree
If d ≥ g/2 and r 0 ∈ T even , then we flip T 0 . Let U 2 and U 1 be the sets generated from T even and T odd , respectively. Clearly |U 1 | ≤ |U 2 | and U 1 contains one internal edge. In addition, both U 1 and U 2 contain more than 10 and r 0 ∈ T odd . In both cases, we flip T 0 to get two sets U 1 and U 2 satisfying
• T is bipartite except for one internal edge in U 1 .
• U 1 and U 2 each contains more than 5 √ ε 1 n leaves.
Note that U 1 + U 2 is not an ideal skew-partition only because |U 1 | = |U 2 | + 1 and U 1 may contain edges. This is not a problem if we initially have |A| = |V 1 ∩ L| ≥ n/2 + 1 (note that ( ) still holds in this case). Otherwise V 2 must have at least one large vertex. In this case we find an embedding of T by mapping one vertex of U 1 to V 2 as follows. Let z ∈ U 1 be a leaf in the lowest level of T . We claim that z is the unique child of y = P (z). Indeed, since z is in the lowest level, all the children of y must be leaves. We may assume that y ∈ U 2 , since if y ∈ U 1 , then we can move z to U 2 to reduce the size of U 1 by 1 and U 1 + U 2 becomes an ideal skew-partition. Furthermore, if |C(y)| ≥ 2, then we may flip y and C(y) to make U 1 + U 2 become an ideal skew-partition. 
If v is adjacent to a large vertex u ∈ A, then we first map x, y to u, v, respectively, and then apply Proposition 6.7 to T \ {x, y, z} and add the last vertex z. If v is adjacent to a vertex w ∈ B, which is adjacent to some u ∈ A, then we map x, y, z to u, w, v, respectively and embed T \ {x, y, z} as before.
Case 2.T has fewer than
Proposition 5.12 implies that there are at least 2 leaves inT odd . Our goal is to embedT even to A,T odd to B and add leaves inT odd at last. Our problem thus reduces to how to embed into G a tree T with fewer than 30 √ ε 1 n leaves and |T even | ≤ n/2, |T odd | ≤ n/2 − 1 such that T even and T odd are embedded into A and B, respectively.
The following proposition provides such an embedding. It could be considered as a generalization of the greedy algorithm, Fact 6.2 Part 1. We postpone its proof to the end of the subsection. Recall that our G satisfies V 1 = A+B, |A| = |B| = n/2, and ( ). To apply Proposition 6.11, we first modify B 2 : we move every v ∈ B 2 to V 2 in which deg(v, A) < 2 √ ε 1 n and then move u ∈ V 2 back to B 2 if |V 1 | < n and deg(u, A) ≥ 2 √ ε 1 n. After the modification, we find |B 2 | vertex-disjoint 2-paths, each of which contains one vertex of B 2 as the mid-point, since
Note that the size of new V 1 is at least n − √ ε 1 n. If |V 1 | < n, then we next find a maximal family of vertex-disjoint 2-paths with mid-points in V 2 and end-points in A, and move their mid-points to B 2 . We claim that now |B| ≥ n/2 − 1, thus |V 1 | ≥ n − 1. Suppose to the contrary, that |V 1 | ≤ n − 2. For a vertex v ∈ A, the degree condition deg(v) ≥ n implies that deg(v, V 2 ) ≥ 3. There are at least n/2 − 2 √ ε 1 n vertices of A that are not the endpoints of the existing 2-paths. Since a common neighbor in V 2 of two such vertices makes a new 2-path, the neighborhoods in V 2 of these vertices must be disjoint. But this is impossible because 3 × (
We can now apply Proposition 6.11 to find the embedding of T .
We thus complete the proof of Lemma 6.3.
In order to prove Proposition 6.11, we need the following fact on the relationship between the numbers of leaves and of the vertices of degree larger than 2 in a tree. Proof. We can assume that T does not contain any vertices of degree 2. In fact, if any vertex x has exactly two neighbors y and z, we can remove x and connect y and z with an edge. The resulting tree T contains l leaves and also satisfies S(T ) = S(T ), deg T (x) = deg T (x) for any x ∈ S(T ). Proof of Proposition 6.11.
First we work on the case B 2 = ∅. In this case we embed most vertices of T by the greedy algorithm and then apply the Matching Lemma to add the remaining vertices.
We will take use of vertex-disjoint 2-paths with mid-points at T e and T o , which are called 
where the last inequality uses Proposition 6.12. Therefore m > |T o |/3 − n 2 . Similarly, there are at least |T e |/3 − n 2 vertex-disjoint T e -2-paths. We order these paths by the positions of their mid-points: those with mid-points closer to the root come first. We pick the last 4n 2 T o -2-paths P 1 , . . . , P 4n 2 and then pick last 4n 2 T e -2-paths Q 1 , . . . , Q 4n 2 that are disjoint form P i . We derive a tree T as follows: omit the mid-points of P i , Q i , i = 1, . . . , 4n 2 and connect the two ends of these paths by "fake" edges. Thus T has partition sets U 1 By the Matching Lemma, there exists a matching betweenÃ andB inG. We may accordingly add 4n 2 vertex-disjoint 2-paths with the vertices inÃ as mid-points to T . We repeat this process adding the missing vertices in T o to T and thus complete our embedding of T .
When B 2 = ∅, we also embed the modified tree T in G and add the skipped vertices by the Matching Lemma. The only difference is that we will map some T o -2-paths to the given B 2 -2-paths (2-paths whose mid-points are at B 2 ).
Let k = |B 2 | and suppose the given B 2 -2-paths are O 1 , O 2 , . . . , O k . Following the arguments on the number of U 2 -2-paths before, we derive that there are at least |T o |/3 − (4 + 10 3 )n 2 > k U 2 -2-paths in the modified tree T . Consider the first k such 2-paths. Suppose their midpoints are x 1 , x 2 , . . . , x k and the three nearest ancestors of x i are P (x i ), s i , t i (in the order of increasing distance from x i ) for i = 1, . . . , k. We map P (x i ), x i and C(x i ) to the three vertices of O i for all i and denote by i the image of P (x i ). Then we start embedding T by the greedy algorithm: right after t i is mapped to v i , we map s i to an unoccupied common neighbor of u i and v i . This is always possible because the common degree of u i and v i is at least |B| − 2n 2 > |T o |.
EC ⇒ EC1
In this subsection we prove Lemma 6.4, i.e., if λ(G) ≥ n and EC holds in G, then EC1 holds unless G contains all trees of size n as subgraphs.
The following parameters will be used: α, α 3 = √ α, α 2 = 2 √ α 3 , α 1 = 32α 2 .
Proof of Lemma 6.4. Let T be a tree of size n. We may first assume that If some large vertex has a big neighborhood both in V 1 and V 2 , then we obtain an embedding of T directly by the following proposition, which we prove later. 
