Abstract -Consider the model  Y X Z , where Y is an observable random variable, X is an unobservable random variable with unknown density f , and Z is a random noise independent of X . The density g of Z is known exactly and assumed to be compactly supported. We are interested in estimating the m -fold convolution    m f f f on the basis of independent and identically distributed (i.i.d.) observations 1 ,, n YY drawn from the distribution of Y . Based on the observations as well as the ridge-parameter regularization method, we propose an estimator for the function m f depending on two regularization parameters in which a parameter is given and a parameter must be chosen. The proposed estimator is shown to be consistent with respect to the mean integrated squared error under some conditions of the parameters. After that we derive a convergence rate of the estimator under some additional regular assumptions for the density f .
INTRODUCTION
n this paper, we consider the additive noise model Y X Z 
(1) where Y is an observable random variable, X is an unobservable random variable with unknown density f , and Z is an unobservable random noise with known density g . The density g is called noise density. We also suppose that X and Z are independent. Estimating f on basis of i.i.d.
Received 06-05-2017 ; Accepted 15-05-2017 ; Published 10-8-2018 Author: Cao Xuan Phuong-Ton Duc Thang University -(xphuongcao@gmail.com) observations of Y has been known as the density deconvolution problem in statistics. This problem has received much attention during two last decades. Various estimation techniques for f can be found in Carroll-Hall [1] , Stefanski-Carroll [2] , Fan [3] , Neumann [4] , Pensky-Vidakovic [5] , Hall-Meister [6] , Butucea-Tsybakov [7] , Johannes [8] , among others.
This problem has concerned with many real-life problems in econometrics, biometrics, signal reconstruction, etc. For example, when an input signal passes through a filter, output signal is usually disturbed by an additional noise, in which the output signal is observable, but the input signal is not. 
based on the observations. In the free-error case, i.e. 0 
Z
, there are many papers related to this problem, such as Frees [9] , Saavedra-Cao [10] , Ahmad-Fan [11] , Ahmad-Mugdadi [12] , Chesneau et al. [13] , Chesneau-Navarro [14] , and references therein. For 1 m  , the problem of estimating m f reduces to the density deconvolution problem. To the best of our knowledge, for ,2 mm   , so far this problem has been only studied by Chesneau et al. [15] . In that paper, the authors constructed a kernel type of estimator for m f under the assumption that ft g is nonvanishing on , where the function
is the Fourier transform of g . The latter assumption is fulfilled with many usual densities, such as normal, Cauchy, Laplace, gamma, chi-square densities. However, there are also several cases of g that cannot be applied to this paper. For I   TẠP CHÍ PHÁT TRIỂN KH&CN, TẬP 21, SỐ T1-2018  CHUYÊN SAN KHOA HỌC TỰ NHIÊN, TẬP 2, SỐ 1, 2018 77 instance, the case in which g is a uniform density or a compactly supported density in general. In the present paper, as a continuation of the paper of Chesneau et al. [15] , we consider the case of compactly supported noise density g . In fact, the problem was studied by Trong-Phuong [16] in the case of 1 m  ; however, the problem has more challenge with ,2   mm . The rest of our paper consists of three sections. In Section 2, we establish our estimator. In Section 3, we state main results of our paper. Finally, some conclusions are presented in Section 4.
For convenience, we introduce some notations. 
Using the Parseval identity, the Fubini theorem and the binomial theorem, we obtain 
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Using the inequality
where 
Clearly, the sequence 
From (4) - (6), we obtain the desired conclusion. .
The proof of the proposition is completed.
The mean consistency of the estimator ,m f  is given in the following theorem. 
many important densities, for example, normal and Cauchy densities. Note that 
Combining (7) 
