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ABSTRACT 
Let P be an n X n permutation matrix, and let p be the corresponding permuta- 
tion. Let A be a matrix such that AP = PA. It is well known that when p is an 
n-cycle, A is permutation similar to a circulant matrix. We present results for the 
band patterns in A and for the eigenstructure of A when p consists of several disjoint 
cycles. These results depend on the greatest common divisors of pairs of cycle 
lengths. 
1. INTRODUCTION 
A central theme in matrix theory concerns what can be said about a 
matrix if it commutes with a given matrix of some special type. In this paper, 
we investigate the combinatorial structure and the eigenstructure of a matrix 
that commutes with a permutation matrix. In doing so, we follow a long 
tradition of work on classes of matrices that commute with a permutation 
matrix of a specified type. In particular, our work is related both to work on 
the circulant matrices, the results for which can be found in Davis’s compre- 
hensive book [5], and to work on the centrosymmetric matrices, which can be 
found in the book by Aitken [l] and in the papers by Andrew [2], Bamett, 
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Frame, and Weaver [3], Cantoni and Butler [4], Good [6], Ligh [7], Stuart [9], 
and Weaver [lo, 111. It is worth noting that there are a priori reasons for 
both optimism and pessimism. In the case that P is a circulant permutation 
matrix, PA = AP leads to a complete and simple characterization of A. If, 
however, P is the permutation matrix I,, then no information whatsoever 
can be gleaned from commutativity. It will be seen that it is the cycle 
decomposition of the underlying permutation that determines how strongly 
PA = AP controls the nature of A. 
Throughout this paper, permutation matrices will be represented by 
capital letters, and the corresponding permutation functions will be repre- 
sented by the corresponding lowercase letters. Thus if P is a permutation 
matrix, pij = I if and only if p(i) = j. 
If A is an n X n matrix its entries will be indexed by the integers 
0, 1, . . , n - 1. The ith column of A will be denoted by A i, and the jth row 
of A will be denoted by Aj.. If A has been block partitioned, then the i, j 
block of A will be denoted by Aci,j). The spectrum of A, allowing for 
multiple eigenvalues, will be the n-element multiset denoted by spec(A). 
If CY and /I are positive integers, lcm(cu, /?> and gcd(a, @) will be the least 
common multiple and greatest common divisor, respectively. 
2. CIRCULANT MATRICES 
For n 2 1, let P,, denote the n x n circulant permutation matrix 
0 1 
0 1 
0 1 
P, = 0’. 
1 
-1 O_ 
The corresponding permutation is the n-cycle (123 . . . n), and the corre- 
sponding permutation function is 
p(i) =i+I (modulo n). 
The properties of P, and of the matrices that commute with it are well 
known (see [5], for example). 
COMMUTATIVI-IY WITH A PERMUTATION 257 
Let w be a primitive nth root of unity. For 0 < j < n - 1, let Xc) be the 
column vector 
KY)= [ 1 w.i ,zj w3j . . . w(n-llj] ‘. 
Let U be the n X n matrix given by 
~+y’[X~W xu xiv . . . ,,,-I)]. 
Then U is unitary, and 
u* = (&y[ x~w XII-1) xy’ . . . x$ 
Let D = diag(w(‘,w’,w” ,..., tin-‘). Then P = UN*. 
If AP, = Z’,,A, then A is an n X n circulant matrix. That is, A is the 
banded matrix determined by its first row: 
A= 
-a, a1 a2 . 
an-1 a0 a1 
a2 
a1 a2 . 
a n-l 
a n-2 
a1 
a n-l a0 
Let f,,(z) be the polynomial 
,I - I 
fr,(-> = c UkZk 
k=O 
Then 
and 
n-l 
= C n-lf,(wi>x~~)[x~-i)]‘, 
i=O 
(2.1) 
where we adopt the convention that Xr) = XF). 
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Thus for each j, X2) is an eigenvector both for P corresponding to W’ 
and for A corresponding to f,(wj>. The set of vectors 1X:‘: 0 < j < n - 1) is 
linearly independent. 
3. PERMUTATIONS AND PERMUTATION MATRICES 
Let Q be an n x n permutation matrix whose corresponding permutation 
decomposes into disjoint cycles as 
(i . . 11212 . . . Zlh, )(i,l i,, . . * i2/J . . . (i,, ik2 . . . ikhk). 
From group theory [B, Theorem 3.101, the given permutation is conjugate to 
the permutation whose cycle structure is 
(12.. .h,)((h,+1)(h,+2)...(h,+h,))... 
((n-hk+l)(n-hk+2)vz). 
Consequently, Q is permutation-similar to the permutation matrix 
(3.1) 
where for each i, P,,, is the hi X hi circulant permutation matrix. Letting oh, 
be a primitive h,th root of unity, it follows that 
spec(P)= 6 ((w,Z)‘:lGj=Ghi). 
i=l 
Consequently, if A E spec(P), then A has algebraic multiplicity less than or 
equal to k. Further, P has n linearly independent eigenvectors, and these 
may be obtained from the eigenvectors for the diagonal blocks by embedding 
the eigenvectors for each P,,, in an n-vector of zeros. 
Let Q and P be as above, and let S be an n X n permutation matrix such 
that Q = SPS’. Let A be an n X n matrix. Then QA = AQ if and only if 
P(S’AS) = (S’AS)P. Consequently, it will suffice to choose our permutation 
matrix to have the form given by (3.1). 
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4. COMBINATORIAL STRUCTURE OF A 
Let P be an 12 X n permutation matrix in the standard form given by 
(3.1). If A in an R X n matrix, then A can be given the same block 
partitioning as I’. Since P is block-diagonal, Al’ = PA is equivalent to 
Ph,A(i,j) = A(i,J)P/l, 
for l<i,j<k. (4.1) 
Setting i = j yields 
Thus the ith diagonal block of A is an hi X h, circulant matrix. Rewriting 
(4.1). 
Let pi and pj denote the permutation functions corresponding to P,,, and 
P,, ,, respectively. Let LY and /3 be indices of an entry in A,,, j), so 0 < (Y < hi 
and 0 < /? < hj. Then ap,(a),, (p) = aaB. Since pi(a) and pj(/3) 
indices of an entry in Aci,j),’ 
are again 
it follows that there is a string of entries in 
A (i, j) satisfying 
u,:m;(m = a,:-‘(a),;-‘(p) = . . . = a,,(,)pj(p) = asp, (4.2) 
Since p,(a) = a + 1 (module hi) and p,(p) = p + 1 (modulo hj), (4.2) im- 
plies that A(,,]) is banded. 
Let g = gcd(hi, hj), and let m = lcm(h,,hj). The entries of Aci,j) in 
(4.2) are distinct until r = m, at which point pT(cr) = a and pJ”(p) = /3. 
Thus the entries of A (i, j) partition into h,h, /m = g equivalence classes 
according to the relationship (4.2). 
If hi = h,, then Ati, j) is clearly a g X g circulant matrix. Suppose that 
hi z hj. Since there are m entries in the band given by (4.2) the band 
crosses the first row m/hi times. Consequently, the band crosses the first 
row at evenly spaced intervals of hj /(m/hi) = g columns. Similarly the 
band crosses the first column at evenly spaced intervals of hi /(m /h j) = g 
rows. Thus Ati,j) subdivides into copies of the g X g circulant that lies in its 
upper left-hand comer. Consequently, Acj,j) has exactly g entries that can 
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be chosen independently. If these independent entries are denoted by 
b,,, b l,...,b,_,, then 
*<i.,) = 
b, b, 6, b 
g-1 
b, 
b, b, . 
b, bl 
b, 
b,-, b, 
b, b, . .* 
b,-, bo 
b, 
b, 
Let w be a primitive gth root of unity. Applying (2.1) to the g X g 
circulant block in the upper left-hand comer of AC,,j), the g X g block can 
be expressed as 
where 
g-1 
pk = g-1 C b,,wkh 
h=O 
for each k. 
Letting r = hi /g and s = hi/g, it follows that for 0 < k < g, 
(4.3a) 
and 
(x:“‘)~ . . . 
s copies 
(4.3b) 
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Then 
(4.4) 
In summary, the diagonal blocks of A are circulants, and the off-diagonal 
blocks of A are banded matrices, each one consisting of copies of a circulant. 
Let N(P) denote the number of arbitrarily assignable entries in a matrix 
that commutes with P. Since an r X r circulant matrix is determined by 
choosing the r entries in its first row, it follows that 
N(P) = ; hi+2 c gcd(hi,hj) 
i=l l<j 
= n +2 c gcd(h,,h,). 
i<j 
5. BOUNDS ON N(P) 
(4.5) 
While the formula (4.5) provides an exact value for N(P) when the cycle 
decomposition for P is known, it is interesting to consider bounds for N(P) 
based only on n and k, where k is the number of cycles in the cycle 
decomposition of P. 
From (4.5), the problem of bounding N(P) is equivalent to finding 
bounding the sum of the gcd’s. The determination of an upper bound on the 
sum of the gcd’s depends on the following result: 
LEMMA 5.1. If h,,h,,...,hk are positive integers such that h , + h, 
+ . . . + 12, = n, then 
c gcd(h,,h,)< n(k2-1’, 
i<j 
and the inequality is an equality when k divides n. 
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Proof. Without loss, assume that h, < h, < . . . < h,. Clearly, 
gcd(h,, hi) < min(h,, hj) < hi when i < j. Thus, 
zgcd(h,,hj)<h,(k-l)+h,(k-2)+ ... +hk_,(l) 
i<j 
= i (k -i)h, 
i=l 
Consider the relaxed, constrained maximization problem 
maximize S(x) = i (k -i)x, 
i=l 
subject to 
C xi = n, 
i=l 
Note that integrality is not required of the xi. If x,~ < xj+i for some index j, 
fix one such j, and let 6 = i(xj+, - xj). Then replacing both of xj and xj+, 
by xj + 6 yields a feasible solution to the relaxed maximization that aug- 
ments S(r) by 6. Consequently, the maximum for S(X) is obtained at the 
sequence x1=x2= ... = xk = n/k. The maximum value so obtained is 
If k divides n, then choosing hi = xi = n/k proves that the stated bound is 
sharp. n 
THEOREM 5.3. If P is an n x n permutation matrix whose corresponding 
permutation has a cycle decomposition containing exactly k disjoint cycles, 
then 
n+k”-k<N(P)<nk. 
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Further, the lower bound is sharp for all choices of n and k, and the upper 
bound is sharp when k divides n. 
Proof. Clearly, the minimum for the sum of the gcd’s in (4.5) is obtained 
by assuming that P corresponds to k - 1 l-cycles and one (n - k + l)-cycle. 
This guarantees that for i z j, gcd(hi, hi) = 1, and thus 
c gcd(hi,h,j)=+k(k -1). 
i < j 
Then the left-hand side of (4.5) becomes n + k” - k. 
Applying Lemma 5.1 to (4.5) yields 
with equality when k divides n. 
6. EIGENSTRUCTURE FOR A 
LEMMA 6.1. Let Q be an n X n permutation matrix. Let A be an n X n 
mutrix such that QA = AQ. Then the eigenspaces for Q ure A-invariant 
spaces. In par-tic&w, each l-dimensional eigenspace for Q must be the span 
of an eigenvector for A. 
Proof. Let X be a nonzero vector satisfying QX = AX for some scalar 
A. Then Q(AX) = A(QX) = A(hX) = A(AX). n 
It follows from this lemma that the higher the dimension of an eigenspace 
for Q, the less control there is on the eigenstructure of A. This is in 
agreement with the fact that P = P,, the circulant permutation, has n 
one-dimensional eigenspaces, whereas P = I, has one n-dimensional 
eigenspace. 
TIIEOREM 6.2. L_.et Q be an n x n permutation matrix. Let A,,A,,.. .,A,. 
be the distinct eigenvalues of Q. For each i, let m, be the algebraic 
multiplicity of Ai. Let V be a unitary matrix such that V*QV = A,l,,,,~A,I,,,2 
@ ... @A,&, . Suppose the matrix A satisfks QA = AQ. Then V*AV is a 
block-diagonal matrix whose i th diagonal block is mi X m, for 1 < i < r. 
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Proof From Section 3, there is a permutation matrix S such that S’QS 
has the form given by (3.1). F or each diagonal block Pi, given in (3.1), 
construct the corresponding matrix U, as defined in Section 2. Let U = 
Ur@&@ . . . @Cl,. Then V = SU. Since the columns of V generate the 
invariant spaces for Q, apply Lemma 6.1. n 
It follows immediately that the multiplicities mi are upper bounds for the 
possible heights for the generalized eigenvectors of A. If Q has a cycle 
decomposition into k disjoint cycles, then k is the maximum possible height 
for a generalized eigenvalue of A. Further, A = 1 is an eigenvalue of 
multiplicity k for Q. Thus V*AV has a k X k diagonal block. Consequently, 
as k increases, the eigenstructure of A is necessarily less controlled by 
QA = AQ. 
Let P be an n X n permutation matrix in the standard form given by 
(3.1). Let the matrix A satisfy AP = PA. If k = 1, then A is a circulant 
matrix, and its spectral decomposition is discussed in Section 2. If k = 2, it is 
possible to explicitly express the eigenvalues of A in terms of the entries of 
A and the eigenvalues of P, to explicitly determine the eigenvectors for A, 
and to characterize when A has a generalized eigenvector of height two. The 
k = 2 results depend in a complicated, nonlinear manner on the eigenvalues 
of the diagonal blocks of A, the coefficients of the off-diagonal blocks of A 
via (4.4 and the sizes of the diagonal blocks. For k > 3, there is little hope 
that there is an elegant, or even tractable way to characterize the manner in 
which the A-invariant subspaces split. 
The final result in this paper is a lower bound on the number of 
independent eigenvectors for A. Note that h is a multiple eigenvalue for P 
whenever there exist distinct integers i and j such that A”1 = A”] = 1. This 
holds precisely when A” = 1, where g = gcd(h,, hi). 
LEMMA 6.3. Let P be un n X n permutation matrix of the form given by 
(3.1). Let A be a matrix such that AP = PA. Then the number of distinct 
eigenvulues for P is a lower bound on the number of independent eigenvectors 
for A. Further, the number of distinct eigenvalues for P is given by 
n- c gcd(h,,h,)+ c gcd(h,,h,,h,)- ... 
a<P a<PcY 
+( -lp+’ gcd(h,,h,,h, ,..., h&f. 
Proof. Since every nonempty A-invariant space contains an A-eigenvec- 
tor, and since each eigenspace for P is A-invariant, A has at least as many 
independent eigenvectors as there are distinct eigenvalues for P. 
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The formula for the summation is just the inclusion-exclusion principle 
applied to the function that counts how many eigenvalues are common to at 
least i diagonal blocks of P. The scalar h is a common eigenvalue for the 
blocks I’,,,, PILO,. , PI,, if and only if A’ = 1, where g = gcd(h,, h,, . ., h,). 
Since the equation h”i = 1 has g distinct roots, g is the number of eigenval- 
ues which are common to at least the blocks Ph,, Php,. . , P,z . Consequently, 
the function is just the sum of all gcd’s of sets of i cycle 1er;kths. 
Note that the lower bound on the summation (ceiling of n/k) is 
achieved by assuming that every eigenvalue of P has the maximal possible 
multiplicity: k. n 
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