Tracking methods based on the particle filter uses frequently the appearance information of the target object to calculate the likelihood. The method using it often fails in tracking when the target object intersects with objects similar to the target object. We propose a new approach for tracking an object in a video sequence taken by a moving camera. The proposed method is based on the particle filter. During tracking the target object, the method detects a similar object near the target object by the Mean-Shift tracker. After detecting the object, the size of it is recalculated and the similar object is tracked by the same way with the target object. The positions of the similar objects are used for calculating the likelihood and for judging situation under which the target object exists. These prevent the method from tracking the other object mistakenly. Results are demonstrated by experiments using real video sequences.
Introduction
Object tracking is a significant technique in the field of computer vision. It can be applied to the traffic surveillance system, the behavior recognition, and so on. Many methods based on particle filter (PF) have been proposed recently to track moving objects 1,2,3,3,5 . The particle filter based tracking is robust to occlusion and noise.
Tracking methods often use appearance information, such as color and edge information of the target object. Methods using appearance information tend to fail in tracking the target object when objects similar to the target object come close to the target, when they intersect with it and when they hide it. The method which is robust to intersection with similar objects has been proposed 5 . This method detects similar objects near the target object by Mean-Shift tracker and the objects detected are tracked by the particle filter. The histogram of the reference image of the target object is used by the Mean-shift tracker. The method assumes that the size of the similar object is similar to that of the target object. The object detecter used by the method 5 cannot detect the whole area of the similar object which is much larger than the target object. When the target object intersects with such an object or is hidden by it, the tracker often mistakenly tracks the remaining area of the similar object.
We propose a new approach for tracking a target object robustly. The method uses image sequence taken by a moving camera. The detector of a similar object near the target object is introduced for tracking robustly. The method also uses the Mean-Shift tracker to detect similar objects. After detecting a similar object by the Mean-Shift tracker, the method extracts the whole area of the object. The object detected by the proposed detector is tracked by the method based on the particle filter. The positions of the objects detected are used for calculating the likelihood and for judging the situation under which the target object exists. These prevent the method from tracking the object similar to the target object mistakenly. Results are demonstrated by experiments using real video sequences.
Particle Filter
Let observed data and state variables at the frame t be represented by I t and c t respectively. The particle filter is a probabilistic approach and it estimates c t by I t , · · · , I 1 and c t−1 . The posterior probability distribution p(c t |I t , · · · , I 1 ) is approximated by many particles. A particle is a sample of c t generated according to p(c t |I t , · · · , I 1 ). I t usually means the observed image at t and c t includes the position of the target object in the case of a tracking method based on the particle filter.
Let state variables of i-th particle be represented by c (i) t (i = 1, · · · , N), where N means the number of the particles. The particle filter estimates c t by the following steps. First, c (i) t is predicted by transiting c (i) t−1 in accordance with the state transition model. Next, the weight of each particle is obtained by normalizing the likelihood calculated by the likelihood function. As a result, the discrete approximation of the posterior distribution is obtained. At last, particles are resampled. c t is estimated as the expected values of the states of all particles after the second step.
Outline of Proposed Method
The proposed method is based on the particle filter. Let c (i) At STEP1, the situation under which the target exists is judged. The processes at STEP2 and STEP3 are changed depending on the situation. At STEP2, the state variables of each particle are changed by the transition function and the likelihood of each particle is calculated by the likelihood function at STEP3. At STEP6, The proposed method detects a similar object so that the tracker may not track it mistakenly. The object detected is tracked by the particle filter. The result estimated by the particle filter is used by from STEP1 to STEP3.
The procedures of STEP1, STEP2, STEP3 and STEP6 are described in the following sections.
Judging Situation of Target
The proposed method considers following three situations:
• The target object intersects with similar objects • The target object is hidden by one or more similar objects • The target object exists alone
The tracking results of the target object and the similar objects are used for judging the situation under which the target object exists. How to judge the situation under which the target exists is described in the following.
When one or more similar objects exist inside a circle, the method judges that the target object intersects with the similar objects. The center (x t , y t ) and the radius R of the circle are calculated by Eq. (1) and Eq. (2).
where (x t−1 ,ŷ t−1 ) means the position of the target object estimated at t − 1 and (û t−1 ,v t−1 ) means the estimated velocity of it. σ 2 x and σ 2 y are the variances for the Gaussian noises which are added to the center position of the target object at STEP2. (x t , y t ) is used as the temporary position of the target object at t. The temporary positions of the similar objects are used for judging the situation. The temporary positions of the similar objects are calculated by the same manner as Eq. (1).
When 80% or more of the rectangle region for the target object overlaps with a rectangle for a similar object, the method determines that the target object is hidden by the objects. Here, the temporary position of each object tracked by the particle filter is used as the center of the rectangle. The rectangular size estimated by the particle filter at t − 1 is used as the size of the rectangle.
Other cases are treated as the case where the target object exists alone. The above judgement causes cases where it is judged that the target object is hidden in spite of existing in front of the similar objects. There is no problem because the target object can be observed.
Prediction
The prediction is done by changing c (i) t in accordance with the transition model. The proposed method defines two transition model. One is for the case that the target object is hidden by the similar object and the other is for the other cases.
The state transition model for the former case is defined by the following equation.
x,t and g (i) y,t are Gausian noises, respectively, and n 1 represents a constant. (x o,t , y o,t ) means the temporary position of the similar object which is tracked by the particle filter and hides the target object,ŵ o,t−1 means the estimated width of the rectangle for the similar object andĥ o,t−1 means the estimated height of that. x (i) t−1 and y (i) t−1 are selected randomly in X o,t and Y o,t respectively under the condition that ( x (i) t−1 , y (i) t−1 ) exists on a side of the rectangle. Using the transition function makes (x (i) t , y (i) t ) exist around the rectangle for the similar object. The other transition model is defined by Eq. (4).
where g (i) t means a Gaussian noise vector.
Likelihood Calculation
The likelihood function is defined as follows:
where
f mean the likelihood based on the color, that based on the velocity, that based on the distance between the objects and that based on the probability background model, respectively.
How to calculate each likelihood is described in the following.
Likelihood based on Color
t,c is calculated by the following equation.
where k c means a constant and is set to 20 according to the paper 8 . S (i) j means the color similarity. S (i) j is calculated by the following process. First, the reference image of the target object, which is obtained in advance, and the rectangle region, of which the center position, width and height are (x (i) , y (i) ), w (i) and h (i) , are divided into n 2 blocks horizontally. Next, S (i) j is calculated by Swain's histogram intersection 7 using the histogram of j-th region and its neighbors of the reference image and that of the corresponding regions of i-th rectangle. The joint histograms of HS histogram and SV histogram are used at this time. So, the color space is transited from RGB into HSV. The number of bins of the HS and SV histogram is set to 10.
Likelihood based on Velocity
t,v is calculated by the following equation.
where (û t−1 ,v t−1 ) means the velocity estimated by the particle filter at t − 1. In the case where the target object can be observed, L (i) t,v becomes larger when (x (i) t , y (i) t ) is closer to (x t , y t ). σ v tunes the variance of the exponential. It is defined so that it may be changed according to the velocity values of the object. On the other hand, L (i) t,v is set to 1 when the target object is hidden by the similar objects. In this case, the velocity of the target object is not obtained correctly because the target object is not observed. L (i) t,v is set to 1 so that it may not affect L (i) t .
Likelihood based on Distance
is calculated by the following equation. 
where M means the number of the objects which exist near the target object, ς(·) means the sigmoid function, α (i) t,l means the gain of ς(·), D (i) t,l means the distance between (x (i) t , y (i) t ) and the temporary position of l-th object and D t,l means the distance between the temporary positions of the target object and l-th object. S t,l is the cube root of the similarity calculated by the Histogram Intersection between the histogram of the target object and that of l-th object. Fig. 1 shows α (i) t,l , D t,l and S t,l and those effects on
t,d is introduced to prevent the method from tracking the similar objects mistakenly when the target object intersects with them. It becomes small as (x (i) t , y (i) t ) is closer to the other object. On the other hand, L (i) t,d becomes large as S t,l becomes small. This prevents L (i) from becoming too small and causes the stable tracking when S t,l is small. α (i) t,l is determined by the following equation.
where σ w|h means the variance of the Gaussian noise for the smaller variable in w (i) t−1 and h (i) t−1 . The noises are used at the state transition step. k f is a constant for determining the minimum value of α (i) t,l . It is set to 0.05 in the experiments. α (i) t,l is introduced to prevent the rectangle size estimated by the proposed method from becoming too large. L (i) t,c of the particle which has large rectangle size tends to become large when the target object intersects with others. α (i) t,l makes L (i) t of the particle of which the rectangle size is large small.
Likelihood based on Probabilistic Background Model
L (i) t, f is set to 1 when other objects do not exist near the target object. Otherwise, it is calculated after obtaining the probabilistic background model. Optical flows of feature points are used to construct the background model. It is assumed that the number of the points in the background is larger than that in the foreground regions. Two dimensional co-occurrence histogram for the flows is constructed and the probability of the occurrence of the flow is approximated by the Gaussian mixture distribution. The mixture ratios and the parameters of the Gaussian distributions are estimated by non-parametric Bayesian scheme 10 . The Gaussian distribution with the largest mixture ratio is obtained as the background model.
The process of calculating L (i) t, f is as follows: First, the probability that a feature point exists in a foreground region is calculated by 1 − N(F x ; Θ), where N(·) means the Gaussian distribution, F x means the flow vector at the feature point x and Θ means the parameters of the background model. Next, the probability distribution is approximated by the Gaussian mixture distribution. After obtaining it, the value like the probability of the foreground region is calculated at each pixel. At last, L (i) t, f is calculated by the values. At the third step, the mixture ratios of the Gaussian distributions of which the mean vector (the position on the image) does not exist near the tracking objects are set to 0. When the target object stops, there is no Gaussian distribution of which the mean vector exists near the target object. In such a case, a Gaussian distribution for each stationary object is added. The mean vector of the distribution is obtained by adding the mean vector of the flows F to the estimated position of the target object at t − 1. The variance-covariance matrix Σ for the Gaussian distribution is defined by the following equation.
At the last step, the segmentation method is applied to the observed image and L (i) t, f is set to the mean value of the probability-like values in the segmented region in which (x (i) t , y (i) t ) exists. There is a case that the points which have the largest probability-like values do not exist in the object area. On the other hand, there is a case that the points in the target object region have low values. The mean value is used so that L (i) t, f may become large in the target object region.
Similar Object Detection
The procedure of detecting similar objects is shown in the following.
STEP6-1
Setting Mean-Shift trackers STEP6-2 Detecting similar objects STEP6-3 Color segmentation around the detected objects STEP6-4 Calculating similarity of the histogram of the reference image and that of each segmented region.
STEP6-5 Combining the regions having high similarity
The Mean-Shift tracker 9 is used for detecting similar objects which exist near the target object. It can detect the objects at high speed. At STEP6-1, four rectangles are arranged around the rectangle which is estimated by the particle filter at t. At this time, the size of each rectangle is set to as same size as the center rectangle.
Next, Mean-Shift tracking is done at each rectangle. The color histogram of the target object is used for the feature value for the Mean-Shift tracker. The rectangles move to the similar objects if they exist near the target object. Otherwise, they move to the target object. The method judges that the similar object exists at the place where the rectangle exists when the average of the weight of the rectangle for the Mean-shift is larger than a threshold. The threshold is set to the average of the weight of the pixels in the reference image. When the detected object has not been tracked already, the following steps are proceeded.
At STEP6-3, the color segmentation method 11 is applied to the region around the detected object. The center position of the region is the center position of the rectangle. The width w s and the height h s of it is decided by the following equation.
whereŵ t andĥ t mean the width and the height estimated by the particle filter, respectively. The color similarity of each region segmented at STEP6-3 and the reference image of the target object is calculated at STEP6-4. The regions which are contiguous and have high similarity are combined. The combined regions which do not overlap with the rectangle for the target object are extracted. The similarity of each region and the reference image of the target object is calculated and the region which has higher similarity than a threshold is treated as the region of the similar object.
The similar object detected is tracked by the tracker based on the particle filter. The particles for the detected object are initialized as follows:
. Examples of Input Images
The tracking of the similar object finishes when it leaves from the target object. When the estimated rectangle for the similar object exists outside the circle, of which the center position and the radius are (x t , y t ) and R, respectively, the method judges that the similar object is away from the target object sufficiently, and the particles for tracking the similar object are removed.
Experiments
Experiments using real video sequences were done for confirming the effectiveness of the proposed method. Three scenes(Scene1-Scene3) were used for the experiments. Fig. 2 shows the examples of input images of each scene. Scene1 and Scene2 were taken for the experiments by a moving camera. Scene3 was taken by a fixed camera and is included in the dataset 12 .
The target object exists from start to end in each video. In the experiments, the regions of the target objects are given manually and the particles are initialized by using the regions. Fig. 3 shows the initial target object of each scene.
The number of the particles was increased for the stable tracking when the target object intersected with the similar objects or was hidden by the objects. It was set to 300, while it was usually set to 100.
The experimental results of the proposed method are shown in Fig. 4 -Fig. 6 . The red rectangle in each image shows the estimated result and the white rectangles mean the tracking results for the similar objects which are detected. All target objects were tracked successfully. The similar objects which existed near the target object were detected.
Scene1
Scene2 Scene3 The judgement of the situation of the target object can be done accurately and the transition function works effectively.
The results show the effectiveness of the proposed method. Experimental results by the method 5 are also shown in the figures for the comparison with the proposed method. At the Scene1 and the Scene2, the method 5 tracks the other objects with similar appearance mistakenly when the target object intersects with them. The method can detect the similar objects but the correct size of them cannot obtain. The figures show that the method detects the remaining region of the similar object as other objects. In such a case, the judgement of the situation of the target object cannot be done correctly. This causes tracking the similar object mistakenly. The results show that the proposed method can track more stably than the method 5 in the case that objects which are not tracked exist near the target object.
Next, the results were evaluated quantitatively. The success rates were calculated. The particle filter uses the Gaussian noise at the prediction process. The particle filter obtains the different result whenever the experiment is done. The experiments were done 25 times at each video. Tracking was judged as success when the method could track the target object from start to end. The success rates of the proposed method and the method 5 are shown in Table 1 . Table 1 shows that the proposed method can track the target object with high accuracy at all scenes. In comparison with the rates for the method 5 , The proposed method can get better rates than it. The effectiveness of the proposed method can be shown by the table.
Conclusion
This paper proposed a new approach for the object tracking. The tracker is based on the particle filter. The object detector is used for tracking the target object robustly. The proposed detector can detect similar objects with various sizes which exist near the target object. The positions of the similar objects are used in the process for calculating the likelihood and that for judging the situation under which the target object exists. Using the information makes the method robust tracking. The experimental results show that the proposed method can track stably the target objects.
Future works include updating the reference image and constructing the background model with high accuracy. 
