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Abstract
In this thesis we address the problem of data-driven coarse-graining, i.e. the process of inferring
simplified models, which describe the evolution of the essential characteristics of a complex
system, from available data (e.g. experimental observation or simulation data). Specifically, we
consider the case where the coarse-grained model can be formulated as a stochastic differential
equation. The main part of this work is concerned with data-driven coarse-graining when the
underlying complex system is characterised by processes occurring across two widely separated
time scales. It is known that in this setting commonly used statistical techniques fail to obtain
reasonable estimators for parameters in the coarse-grained model, due to the multiscale struc-
ture of the data. To enable reliable data-driven coarse-graining techniques for diffusion processes
with multiple time scales, we develop a novel estimation procedure which decisively relies on
combining techniques from mathematical statistics and numerical analysis. We demonstrate,
both rigorously and by means of extensive simulations, that this methodology yields accurate
approximations of coarse-grained SDE models. In the final part of this work, we then discuss a
systematic framework to analyse and predict complex systems using observations. Specifically,
we use data-driven techniques to identify simple, yet adequate, coarse-grained models, which
in turn allow to study statistical properties that cannot be investigated directly from the time
series. The value of this generic framework is exemplified through two seemingly unrelated data
sets of real world phenomena.
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1. Introduction
1.1. Data-driven coarse-graining
Many natural phenomena and technological applications are characterised by the presence of
processes occurring across different length and/or time scales. Examples range from biological
systems [29] and problems in atmosphere and ocean sciences [37, 118] to molecular dynamics
[60], materials science [50] and fluid and solid mechanics [70, 72, 147], to name but a few.
Studying the full dynamics of such systems is often a very intricate task due to the complex
structure of the systems which may also hamper the ability to obtain governing equations from
first principles. However, it is often possible to achieve complexity reduction by focusing on
the evolution of a few selected essential degrees of freedom and replace the original systems
with coarsened ones whose objects represent certain subsystems of the original systems. The
relations between the objects of the coarsened system must be constructed in this process of
complexity reduction.
More precisely, the general problem of obtaining a reduced coarse-grained model from the
full system can be formulated as follows. Let the underlying system be given in terms of a
dynamical system Z which evolves according to the dynamics
dZ
dt
= F (Z) , (1.1)
where the state space Z of Z is high (or even infinite) dimensional and F is a nonlinear
function. For instance, the semilinear partial differential equation (PDE) of the type ∂tu = Au+
f(u,∇u,∇2u, . . . ) with periodic boundary conditions in an extended domain, often appearing
in pattern formation dynamics of spatially extended systems, can be written as an infinite
dimensional system of ordinary differential equations (ODEs) in Fourier space in the form of
(1.1) in which case F depends on the linear operator A and the function f . Notice that from
a practical perspective even more general (stochastic) PDEs can approximately be written
in the form of (1.1) once the PDE is discretised in its spatial variables (i.e. using method
of lines), e.g. via a finite difference or spectral method. Since we are only interested in the
evolution of a few selected degrees of freedom, i.e. only some components of the full dynamics
Z solving (1.1), we assume that one can separate these resolved degrees of freedom (RDoF)
in the dynamical system from the unresolved degrees of freedom (UDoF). Standard examples
include systems with well-separated time scales, e.g. the decomposition between (long-term)
climate and (short-term) weather degrees of freedom in atmosphere-ocean science and the use
1
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of reaction coordinates in the study of chemical kinetics or in molecular dynamics. For such
systems, one decomposes the state space of Z into subspaces X and Y that contain the RDoF
and UDoF, respectively:
Z = X ⊕ Y ,
with dim(X ) dim(Y) typically. We also introduce the projection operators onto these spaces
P : Z 7→ X and (I − P ) : Z 7→ Y , respectively. Let now X be the projection of Z onto the
space of RDoF X , i.e. X = PZ. Then we postulate the existence of a reduced coarse-grained
stochastic model describing the evolution of X independent of Y = (I − P )Z. In this work we
will assume that the model for X is given via an Itô stochastic differential equation (SDE):
dX = f(X) dt+ g(X) dWt , (1.2)
where W denotes a standard Brownian motion of dimension equal to dim(X ) (see Appendix A
for a brief overview of some basic facts on SDEs). There exists a rich literature on complexity
reduction techniques for a variety of different systems of form (1.1), each taking advantage of the
decomposition into RDoF and UDoF. As an example of a classical approach we mention here
the Mori–Zwanzig projection operator formalism (see [31,123,169]), a device used in statistical
mechanics to derive a stochastic coarse-grained model. See also [58] for an overview of various
techniques used to find accurate approximations of coarse-grained dynamics.
Once the coarse-grained model (1.2) is identified, it can be a powerful tool to analyse the es-
sential characteristic features (e.g. state transitions or intermittent behaviour) of the full system
(1.1). Indeed, its simplicity makes it particularly accessible for both rigorous and computational
treatment; see [138, 139, 148] for examples. For many practically relevant cases however, it is
not possible to derive a coarse-grained model (1.2) analytically, because of the complexity of
the underlying full system or simply because the full model (1.1) is not completely known,
as we have mentioned earlier already. Consequently, the only way to obtain a coarse-grained
model in such a situation is to resort to observations, e.g. experimental and/or simulation data,
of the corresponding full system (1.1). That is, it is desirable to appropriately identify the
coarse-grained SDE model (1.2) in a data-driven fashion from observations of (1.1). Together
with the simplicity of the identified coarse-grained model, one can thus understand data-driven
coarse-graining not only as a device to derive coarse-grained models from data, but also as a
modelling tool to study a complex system since the coarse-grained model enables the system’s
systematic analysis and prediction.
To illustrate these data-driven coarse-graining principles, we consider the example where the
full system Z describes the evolution of Earth’s climate. In that case system (1.1) would ar-
guably correspond to a high (possibly infinite) dimensional coupled system of PDEs, provided
it was possible to formulate it mathematically at all. On the other hand some components of Z,
such as temperature, can be measured experimentally. As part of climate change investigations
it might, for example, be desired to study the temperature alone. In this situation the temper-
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ature X, say, is the RDoF of interest and it is given as the projection of the full climate onto X ,
i.e. X = PZ, while Y = (I − P )Z are the UDoF which we are not primarily interested in (i.e.
pressure, humidity, precipitation, radiation, . . . ). From this perspective we clearly have that
1 = dim(X )  dim(Y). For a subsequent analysis and prediction of the temperature process
it is thus desirable use a coarse-grained temperature model of form (1.2). Deriving equation
(1.2) from (1.1) analytically is impossible however, so that the only possibility to identify model
(1.2) is in a data-driven fashion by resorting to the temperature measurements, i.e. to data of
X = PZ.
1.2. Multiscale diffusion processes
One important class of problems of the kind discussed above arises when the dynamical system
(1.1) is given as system of SDEs with two widely separated time scales. Such systems are a
natural testbed for data-driven coarse-graining techniques, because one has explicit information
about the coarse-grained model. Consider, for example, the system (1.1) for Zε ≡ (Xε, Y ε) as
given by
dXε =
(
1
ε
f0(X
ε, Y ε) + f1(X
ε, Y ε)
)
dt+ α(Xε, Y ε) dUt , X
ε(0) = ξ , (1.3a)
dY ε =
1
ε2
g0(X
ε, Y ε) dt+
1
ε
β(Xε, Y ε) dVt , Y
ε(0) = η , (1.3b)
where ε > 0 denotes a small parameter controlling the scale separation. Here we understand
Xε = PZε as evolving on a timescale which is much slower than the timescale of Y ε = (I−P )Zε,
provided that ε 1. In other words, Xε denotes the slow components of Zε, while Y ε the fast
ones. Due to this difference in time scales, only Xε is the degrees of freedom we are interested
in (i.e. the RDoF). Consequently, we would like to obtain a coarse-grained model describing the
evolution of Xε independent of Y ε for ε  1. Using averaging or homogenization techniques
(see e.g. [133]) one can show that the slow component Xε converges weakly to X in the limit
of ε→ 0, where the limiting process X solves an appropriate SDE
dX = f(X) dt+ g(X) dWt , X(0) = ξ , (1.4)
which is precisely of the form (1.2). A data-driven coarse-graining strategy in this situation
would then be to identify the coarse-grained model (1.4) from available observations of the
multiscale system (1.3). Specifically, given only observations of Xε solving (1.3a) for some
0 < ε 1, the aim is to infer the functions f and g in (1.4) without any further knowledge of
the functional form of the full multiscale system (1.3).
Often it is possible to justify proposing a coarse-grained equation with a particular structure
based on theoretical arguments or previous experience with similar systems. In these cases
the inference problem for f and g in (1.4) reduces to estimating unknown parameters in the
3
CHAPTER 1. INTRODUCTION
SDE. There is a vast and rich literature on the parametric inference problem for SDEs; see
[105, 113, 140] for instance (cf. also Appendix B). For a data-driven coarse-graining approach
of equation (1.4) based on observations from Xε solving (1.3a) it turns out, however, that
commonly used estimation techniques are biased due to small scale effects in the observations
[129, 132]. We will illustrate this problem in more detail in the following chapter, as the work
of this thesis is motivated precisely by the bias of these estimators. In fact, in the upcoming
chapters we will be concerned with the question of how to accurately infer coarse-grained SDE
models from observations of a multiscale system.
1.3. Related work
Problems related to data-driven coarse-graining for multiscale diffusion processes have been
studied in the context of numerical analysis for SDEs with multiple time scales. In particular,
the heterogeneous multiscale method (HMM) [45, 161] is based on the idea of evolving the so-
lution of the coarse-grained equation (1.4), when the coefficients in the coarse-grained equation
are being evaluated “on the fly” by running short runs of the underlying fast dynamics. Similar
ideas have been proposed in the framework of the equation-free modelling methodology intro-
duced by Kevrekidis and collaborators; see e.g. [87–89,157]. Recently, the HMM methodology
has also been extended to approximate stochastic partial differential equations with multiple
timescales [1]. As such, these techniques can be considered as a hybrid between numerical
analysis and statistical inference since the coefficients in the coarse grained SDE are estimated
from data that is obtained from short runs of the full dynamics. We emphasise, however, that
in the HMM the full multiscale system (1.3) is assumed to be completely known, whereas we
wish to work in a setting without such an assumption and in a purely data-driven setting.
We also mention that the effect of the multiscale structure on the evolution of the coarse-
grained probability density using the Fokker-Planck equation (i.e. Kolmogorov’s forward equa-
tion; see Appendix A) was studied in [54]. In this study it was shown that when decreasing the
spatial discretisation in a finite difference approximation the error increases rapidly and that
in order to avoid this, it is necessary to improve the accuracy of the estimators of f and g in
equation (1.4).
Naturally also other widely applied techniques that rely on stochastic differential equations
have been investigated for systems with (at least) two widely separated time scales, including
stochastic filtering and stochastic optimal control problems. For the filtering problem (i.e.
the problem of determining the “best estimate” for the true state of an SDE from partial
observations) associated with a class of multiscale diffusion processes it has been shown that
the filter associated with the multiscale SDE converges to the filter associated with the coarse-
grained SDE [78,79]. A closely related property of filters, which is relevant in this setting (and
for practical applications), is their robustness with respect to weak perturbations [11, Ch. 5]; cf.
Chapter 5. Optimal control problems for systems with widely separated time scale have been
4
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studied from at least two conceptually different perspectives. A first perspective is to directly
investigate the convergence properties of the full multiscale control system, here both functional
analytic tools (see e.g. [6, 112, 125]) and probabilistic methods (see e.g. [23, 76, 103, 104]) have
been used. These approaches do, however, not provide a constructive form of the limiting
equations in most cases. A practically more relevant approach is thus by first using model order
reduction techniques to reduce the dimensionality of the original problem with computable error
bounds (see [66–68] for model order reduction techniques for systems with multiple scales) and
exploit averaging and homogenization techniques afterwards. In [168] the authors recently
scrutinised this approach for multiscale diffusion processes and they provide necessary and
sufficient conditions under which this concept is beneficial. It is important to note however, that
in both filtering and optimal control problems the simplification by using the coarse-grained
SDE model can only be exploited once this model is known. This fundamental assumption
inevitably relates to the topic of this work, where we study how to obtain the coarse-grained
SDE model from data.
1.4. Structure of the thesis
In Chapter 2 we discuss data-driven coarse-graining for multiscale diffusion process in more
detail. First, we follow [133] and briefly overview, for the reader’s convenience, the procedure
to derive coarse-grained models for SDEs with two widely separated time scales, as some of these
techniques will be used in the sequel. Then we study the problem of data-driven coarse-graining
for these systems. Specifically, we investigate the performance of the maximum likelihood
estimator and the quadratic variation estimator for parameters in the coarse-grained SDE
model from observations of the slow component of the multiscale system. We show, both
analytically and numerically, that these estimators are biased in this setting even for a simple
toy model.
Motivated by these observations, Chapter 3 introduces a new computational methodology
that allows reliable estimation in the setting where these commonly used estimators fail. More
specifically, the introduced methodology aims for estimating parameters in coarse-grained SDE
models based only on observations of the RDoF, such as Xε solving (1.3a). The estimation
methodology is derived purely from the coarse-grained SDE and combines tools from numerical
analysis with techniques for diffusion processes. We demonstrate via extensive numerical exper-
iments that this methodology can successfully recover parameters in the coarse-grained model,
where particular emphasise is given on coarse-grained SDE models with space-dependent drift
and diffusion functions.
One shortcoming of the introduced methodology is that it is only applicable for observations
where an ensemble of short trajectories for multiple initial conditions is available. Such a design
is, however, common only in computer-based simulations but not for most real world exper-
iments. In Chapter 4 we therefore generalise and extend the methodology to the practically
5
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relevant scenario where only one times series is available. To accomplish this, we rely on Itô’s
formula combined with methods from time series analysis. The flexibility of the methodology to
enable accurate data-driven coarse-graining also under this observation design is demonstrated
through a range of examples, including both stochastic and deterministic multiscale systems.
Having extended the methodology to the observation design of one long time series, Chapter
5 is then concerned with the convergence analysis of the methodology. Here we first introduce
appropriate consistency, stability, and convergence concepts for general estimation procedures
and show that the maximum likelihood estimator is not convergent as it fails to be stable.
Afterwards we verify that a slightly modified version of the methodology introduced in the
previous chapters is convergent indeed. These theoretical findings are supported by numerical
investigations.
In the final Chapter 6 we then shift the attention to aspects of mathematical modelling us-
ing data-driven coarse-graining techniques. We propose a generic and flexible framework for
analysing and predicting complex systems using time series. Here we use adequate coarse-
grained models obtained through a careful data-driven modelling procedure to study statistical
properties of the underlying complex process, which cannot be investigated from the time series
directly. We exemplify the value of this rational framework through two seemingly unrelated
data sets of real world phenomena.
Part of this thesis is based upon work which is submitted for publication or has been pub-
lished:
Chapter 3: [97] S. Krumscheid, G. A. Pavliotis, and S. Kalliadasis, Semiparametric Drift and
Diffusion Estimation for Multiscale Diffusions, Multiscale Model. Simul. 11 (2013), no.
2, 442–473.
Chapter 4: [83] S. Kalliadasis, S. Krumscheid, and G. A. Pavliotis, A new framework for
extracting coarse-grained models from time series with multiscale structure, 2014. sub-
mitted.
Chapter 5: [96] S. Krumscheid, Perturbation-based Inference for Diffusion Processes: Obtain-
ing coarse-grained models from multiscale data, 2014. submitted.
Chapter 6: [98] S. Krumscheid, M. Pradas, S. Kalliadasis, and G. A. Pavliotis, Data-driven
coarse-graining in action: Modeling and prediction of complex systems, 2014. submitted.
6
2. Data-driven coarse-graining for multiscale
diffusion processes
2.1. Introduction
Identifying an SDE model from observations in the case where the underlying data generating
process is consistent with the postulated SDE model is well understood and established in the
literature (see, [105, 113, 140] and the references therein). This is, however, not true anymore
when the data generating process is characterised by the presence of two widely separated time
scales, as we will illustrate in this chapter. Since we will repeatedly discuss coarse-grained SDE
models associated with a multiscale diffusion process, we will, for the reader’s convenience, first
overview these basic concepts for SDEs with two widely separated time scales (Section 2.2).
Afterwards we discuss the practical aspects of finding a coarse-grained model and illustrate the
failure of commonly used estimation techniques, when one wants to estimate a coarse-grained
model from observations of the multiscale system (Section 2.3).
2.2. Deriving coarse-grained SDE models
We are interested in systems of SDEs with two widely separated characteristic time scales,
which are either of the form
dXε = f1(X
ε, Y ε) dt+ α0(X
ε, Y ε) dUt + α1(X
ε, Y ε) dVt , (2.1a)
dY ε =
(1
ε
g0(X
ε, Y ε) + g1(X
ε, Y ε)
)
dt+
1√
ε
β(Xε, Y ε) dVt , (2.1b)
or systems of SDEs of the form
dXε =
(1
ε
f0(X
ε, Y ε) + f1(X
ε, Y ε)
)
dt+ α0(X
ε, Y ε) dUt + α1(X
ε, Y ε) dVt , (2.2a)
dY ε =
( 1
ε2
g0(X
ε, Y ε) +
1
ε
g1(X
ε, Y ε) + g2(X
ε, Y ε)
)
dt+
1
ε
β(Xε, Y ε) dVt , (2.2b)
in both cases with state spaces Xε(t) ∈ X ⊆ Rd, Y ε(t) ∈ Y ⊆ Rd′ , and U , V denoting
independent Brownian motions of dimension p and q, respectively. Therein 0 < ε 1 denotes
a small parameter which controls the time scale separation. Furthermore fi : X × Y → Rd,
i ∈ {0, 1}, α0 : X ×Y → Rd×p, and α1 : X ×Y → Rd×q as well as gi : X ×Y → Rd′ , i ∈ {0, 1, 2},
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and β : X × Y → Rd′×q. The goal is to obtain a coarse-grained (i.e. effective) SDE model
describing reduced dynamics of equation (2.1) or of equation (2.2) in the limit as ε→ 0. That
is, one wishes to eliminate Y ε and obtain an evolution equation for the slow componentXε alone.
The rigorous treatment of these problems is well established in the case where the state space
of Y ε is the d′-dimensional unit torus, i.e. Y = Td′ , and the matrix β(x, y)β(x, y)T ∈ Rd′×d′
is uniformly strictly positive definite [15, 133]. In more general settings, rigorous results are
more difficult to obtain and require more elaborated function space settings. A review of the
available theoretical results would go beyond the scope of this thesis, but the interested reader
is encouraged to consult [133] and the references therein for details. Here we will follow a formal
derivation of the coarse-grained model instead, which is largely based on [129,133].
The process of deriving a coarse-grained model from (2.1) is called averaging, while it is
called homogenization for systems of the form (2.2). As the presence of the term ε−1f0 in (2.2)
makes the homogenization procedure more complicated, we will focus on this system in the
following only. The derivation of a coarse-grained model for the averaging case, i.e. for systems
of the form (2.1), is based on similar techniques and the results for this case are summarised
in Remark 2.2.1.
To characterise the evolution of statistical properties of the process Xε solving (2.2a), let w
be a real-valued function independent of y, i.e. w ≡ w(x) (in other words w : X → R). Then
the function vε(t, x, y) := E
(
w
(
Xε(t)
)∣∣Xε(0) = x, Y ε(0) = y) solves the backward Kolmogorov
equation (see Appendix A)
∂tvε =
1
ε2
L0vε + 1
ε
L1vε + L2vε , in (0,∞)×X × Y , (2.3)
with initial condition vε(0, x, y) = w(x), for any (x, y) ∈ X × Y . Therein
L0ϕ = g0 · ∇yϕ+ 1
2
B : ∇y∇yϕ ,
L1ϕ = f0 · ∇xϕ+ g1 · ∇yϕ+ C : ∇y∇xϕ ,
L2ϕ = f1 · ∇xϕ+ g2 · ∇yϕ+ 1
2
A : ∇x∇xϕ ,
with A(x, y) := α0(x, y)α0(x, y)T +α1(x, y)α1(x, y)T , B(x, y) := β(x, y)β(x, y)T , and C(x, y) :=
α1(x, y)β(x, y)
T . The main idea is to seek the solution vε in form of a multiscale expansion:
vε = v0 + εv1 + ε
2v2 + · · · ,
where vj ≡ vj(t, x, y), j ≥ 0. Substituting this ansatz into (2.3) and equating powers of ε
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results in a hierarchy of equations, with the first three given by
O(1/ε2) − L0v0 = 0 , (2.4a)
O(1/ε) − L0v1 = L1v0 , (2.4b)
O(1) − L0v2 = −∂tv0 + L1v1 + L2v0 . (2.4c)
The aim is to use these equations to extract an equation for v0 alone, in which y is elimi-
nated. In view of (2.4a) we find that v0 ∈ ker(L0), so that in order to eliminate y we have
to assume that ker(L0) =
{
u : u(x, y) ≡ u(x)}. As the generator L0 is a differential operator
in y with x appearing as a parameter, this condition means that, for any x fixed, ker(L0) is
one-dimensional and it is spanned by constants in y. Furthermore, equations (2.4b) and (2.4c)
indicate that we have to solve two PDEs with differential operator L0 to arrive at an equation
for v0. Consequently, we have to assume that these PDEs provide a unique solution. In view of
the first assumption that dim
(
ker(L0)
)
= 1 for any x fixed, a natural assumption on L0 is for
it to satisfy the Fredholm alternative [47]. As a consequence, Y ε solving (2.2b) with Xε = x
fixed is ergodic with invariant measure µx and a Poisson equation of the form −L0ϕ = h has a
solution if and only if the right-hand side h is centred with respect to the measure µx:∫
Y
h(x, y)µx(dy) = 0 ∀ x ∈ X .
In that case the solution ϕ is only unique up to an element of ker(L0). We can, however, make
it unique by additionally requiring that the solution ϕ itself has to be centred with respect to
the measure µx.
Under these solvability assumptions we proceed with the multiscale expansion. From (2.4a)
we already have that v0 ≡ v0(t, x). With this observation in mind, we turn to (2.4b) and find
that the right-hand reduces to L1v0 = f0 · ∇xv0. Consequently, (2.4b) has a solution v1 if and
only if ∫
Y
f0(x, y)µx(dy) = 0 ∀ x ∈ X . (2.5)
Condition (2.5) is typically called the centering condition. Assuming that this centering condi-
tion holds, we denote by Φ: X × Y → Rd the unique solution of the so-called cell problem:
−L0Φ = f0 ,
∫
Y
Φ(x, y)µx(dy) = 0 ∀ x ∈ X ,
where the Poisson equation is understood component-wise. Therefore we find that v1(t, x, y) =
Φ(x, y) · ∇xv0(t, x) + c(t, x), where c(t, ·) ∈ ker(L0) is equal to zero when making v1 the unique
solution of (2.4b), i.e. when requiring that v1 is centred with respect to the measure µx. We pro-
ceed now with equation (2.4c), for which the solvability condition yields the following identity
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for any x ∈ X and t > 0:
∂tv0(t, x) =
∫
Y
(L2v0(t, ·))(x, y)µx(dy) + ∫
Y
(
L1
(
Φ · ∇xv0(t, ·)
))
(x, y)µx(dy) , (2.6)
= I1(t, x) + I2(t, x) .
Substituting the definitions of the operators into the terms on the right-hand side, we readily
find that
I1(t, x) =
∫
Y
f1(x, y)µx(dy) · ∇xv0(t, x) + 1
2
∫
Y
A(x, y)µx(dy) : ∇x∇xv0(t, x) .
The term I2 is more involved. Let φi, 1 ≤ i ≤ d, denote the components of Φ so that
Φ(x, y) =
(
φ1(x, y), . . . , φd(x, y)
)T ∈ Rd and define ψ : X × Y → Rd via
ψ(x, y) :=
(
C(x, y) :
(∇y∇xφi(x, y)))
1≤i≤d
.
Then, after some algebra, we find that the second term can be written as
I2(t, x) =
(∫
Y
Jx(Φ)(x, y)f0(x, y)µx(dy) +
∫
Y
Jy(Φ)(x, y)g1(x, y)µx(dy)
+
∫
Y
ψ(x, y)µx(dy)
)
· ∇xv0(t, x)
+
(∫
Y
f0(x, y)Φ(x, y)
Tµx(dy) +
∫
Y
Jy(Φ)(x, y)C(x, y)Tµx(dy)
)
: ∇x∇xv0(t, x) ,
where Jz(Φ) denotes the Jacobian matrix of Φ with respect to the variable z ∈ {x, y}. For
notational convenience, let us define F : X → Rd via
F (x) :=
∫
Y
(
f1(x, y) + Jx(Φ)(x, y)f0(x, y) + Jy(Φ)(x, y)g1(x, y) + ψ(x, y)
)
µx(dy) ,
as well as G : X → Rd×d as a matrix root of
G(x)G(x)T := G1(x) +
1
2
(
G2(x) +G2(x)
T
)
,
with G1 and G2 given by
G1(x) :=
∫
Y
A(x, y)µx(dy) , G2(x) := 2
∫
Y
(
f0(x, y)Φ(x, y)
T + Jy(Φ)(x, y)C(x, y)T
)
µx(dy) ,
respectively. If the matrix G(x)G(x)T is nonnegative definite for any x ∈ X , then the matrix
root G is well defined, which can be shown, under additional assumptions on the generator L0,
using the Dirichlet form associated with L0 [133, Thm. 6.12]. Based on this notation, equation
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(2.6) can be written simply as
∂tv0 = F · ∇v0 + 1
2
GGT : ∇∇v0 ,
since only the symmetric part ofG2 is need to compute the Frobenius inner product with another
symmetric matrix (here, with the Hessian of v0).1 Notice that we suppressed the subscript x in
∇x as the equation for v0 is independent of the y variable as desired. By writing equation (2.6)
in this form, it is easy to see that it represents the backward Kolmogorov equation of the SDE
dX = F (X) dt+G(X) dWt , (2.7)
which is the coarse-grained model describing the reduced dynamics. We remark that the matrix
G(x) is not uniquely determined from the knowledge of G(x)G(x)T , so that also the SDE (2.7)
is not uniquely defined. In fact, this is a consequence of the fact that, while an SDE uniquely
determines the generator the converse is not true. This in turn indicates that the approximation
of Xε solving (2.2a) by X solving (2.7) is only valid in the of weak convergence of measures
(see Definition 5.2.4).
Remark 2.2.1. For a system of form (2.1) similar arguments can be used to show that in this
case the SDE (2.7) is characterised by F (x) =
∫
Y f1(x, y)µx(dy) and G given via G(x)G(x)
T =∫
Y
(
α0(x, y)α0(x, y)
T +α1(x, y)α1(x, y)
T
)
µx(dy). If this averaging procedure yields that F (x) ≡
0, one has to rescale time t 7→ t/ε in order to observe nontrivial dynamics. In that case system
(2.1) turns into a system of form (2.2) and F (x) ≡ 0 corresponds to the centering condition
(2.5); see [133, Ch. 10] for more details.
2.3. Failure of data-driven coarse graining techniques
The derivation presented in Section 2.2 illustrates, as we have already emphasised in Chapter
1, that computing the coefficients in the coarse-grained model (2.7) explicitly can be far from
straightforward (if possible at all), since multiple PDEs have to be solved and possibly high-
dimensional integrals with respect to the invariant measure have to be computed. Consequently,
one particularly appealing way, and sometimes the only possible way, to obtain a coarse-grained
model approximation is to utilise available observations, e.g. experimental or simulation data.
In other words, one seeks to identify the coarse-grained model (2.7) based on observations of Xε
in a data-driven fashion. It turns out, however, that estimating parameters in the coarse-grained
SDE (2.7) from observations of a multiscale system, such as (2.1) or (2.2), can be biased in
this setting [129,132]. In fact, estimators such as maximum likelihood estimator and quadratic
variation estimator are highly sensitive to this scale separation. While these estimators do
1This follows from the properties of the trace operator. In fact, let A ∈ Rd×d and B = BT ∈ Rd×d. Then
A : B ≡ tr (ATB) = tr (BAT ) = tr (ABT ) ≡ AT : B, so that A : B = AT : B = 12 (A+AT ) : B.
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converge (as ε→ 0) to the parameters in the coarse-grained model for the averaging framework
(i.e. the multiscale system is of form (2.1), see also Remark 2.2.1), these methods fail to obtain
consistent estimates for the homogenization setting. Therefore, we will focus on the data-driven
coarse-graining problem in the homogenization setting in what follows, i.e. on the problem of
identifying SDE (2.7) from observations of (2.2a).
Instead of reviewing the theoretical results of [129, 132], we will illustrate the problem of
estimating parameters in coarse-grained models from multiscale data by means of a toy exam-
ple that is not covered by the general theory and for which the proofs simplify significantly.
Specifically, we consider a multiscale system of the form
dXε =
(1
ε
√
σY ε − θXε
)
dt , (2.8a)
dY ε = − 1
ε2
Y ε dt+
√
2
ε
dVt , (2.8b)
Using the results of the previous section we identify the coarse-grained model as
dX = −θX dt+
√
2σ dWt . (2.9)
In fact, all arguments in Section 2.2 can be justified rigorously and it is known thatXε converges,
as ε→ 0, weakly in C([0, T ]) to X, for any finite T > 0.
We begin by estimating the diffusion coefficient σ in (2.9). A commonly used technique is
based on the quadratic variation of a process. Specifically, let Z be a real-valued stochastic
process on [0, T ], then for any t ∈]0, T ] fixed the quadratic variation estimator (also called
quadratic variation of the path estimator) of Z is defined as
σˆt,n(Z) :=
1
2t
n∑
k=1
(
Z(tk)− Z(tk−1)
)2
, (2.10)
with tk = kh, k ∈ {0, 1, . . . , n}, where h := t/n. Here we have used a uniform temporal
partition of [0, t] merely for simplicity but this choice is not crucial for the results that follow.
The fact that (2.10) is indeed a reasonable estimator for σ in (2.9) when the observations also
come from (2.9) is recalled in the following result.
Proposition 2.3.1. Let X be the solution of (2.9) on the time interval [0, T ], T > 0, corre-
sponding to the parameters θ ∈ R and σ > 0. Then the quadratic variation estimator (2.10)
applied to the observation X satisfies
lim
n→∞
σˆt,n(X) = σ
in probability, for any t ∈]0, T ] fixed.
Proof. The claim follows directly from the fact that the quadratic variation of a process
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which solves an SDE is identical (in probability) to the time integral of the squared diffu-
sion function; see [41, Satz 5.14] or [84, 143]. Specifically, for X solving (2.9) we have that
limn→∞
∑n
k=1
∣∣X(tk)−X(tk−1)∣∣2 = 2σt in probability.
The situation is completely different when we use observations of the multiscale system (2.8)
instead of observations of (2.9) directly.
Proposition 2.3.2. Let Xε be the solution of (2.8a) on the time interval [0, T ], T > 0, corre-
sponding to the parameters θ ∈ R and σ, ε > 0 in (2.8). Then the quadratic variation estimator
(2.10) applied to the observation Xε satisfies
lim
n→∞
σˆt,n(X
ε) = 0
in probability, for any t ∈]0, T ] and for any ε > 0.
Proof. The claim follows from the observation that Xε ∈ C1([0, T ]) a.s., for any T > 0, and
the fact that the quadratic variation of any continuously differentiable function is zero.
The previous result shows that the quadratic variation estimator is asymptotically biased in
the sense that
lim
ε→0
lim
n→∞
σˆt,n(X
ε) 6= σ .
In other words, it does not matter how small ε is, it is impossible to estimate σ in (2.9) from
observations of (2.8a) with the quadratic variation estimator, despite the fact that Xε and X
are close to each other in view of the convergence result of Xε to X (recall that the convergence
is weakly in C([0, T ]) as ε→ 0).
We now turn our attention to the estimation of the drift parameter θ in (2.9) via the maximum
likelihood approach. Specifically, let Z be a real-valued diffusion processes on the time interval
[0, T ] (cf. Appendix A). Then the maximum likelihood estimator of θ in equation (2.9) based
on the observed path Z is given via
θˆMLET (Z) := −
∫ T
0
Z(t) dZ(t)∫ T
0
Z(t)2 dt
. (2.11)
The following result recalls that the maximum likelihood estimator converges to the true value,
provided that the observed process Z = X is ergodic.
Proposition 2.3.3. Let X be the solution of (2.9) corresponding to the parameters θ, σ > 0.
Then the maximum likelihood estimator (2.11) based on the observation X satisfies
lim
T→∞
θˆMLET (X) = θ
almost surely.
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Proof. The maximum likelihood estimator based on observation X satisfies
θ − θˆMLET (X)√
2σ
=
∫ T
0
X(t) dWt∫ T
0
X(t)2 dt
,
so that the claim is an immediate consequence of the ergodicity of X.
As for the quadratic variation estimator, the situation is also completely different for the
maximum likelihood estimator when applied to observation of the multiscale system (2.8) in-
stead.
Proposition 2.3.4. Let Xε be the solution of (2.8a) on the time interval [0, T ], T > 0, corre-
sponding to the parameters θ, σ, ε > 0 in (2.8). Then the maximum likelihood estimator (2.11)
based on Xε satisfies
lim
T→∞
θˆMLET (X
ε) = 0
almost surely for any ε > 0.
Proof. We first show that the solution (Xε, Y ε) of the multiscale system (2.8) is ergodic for any
θ, σ, ε > 0. In fact, it is easily verified that
ρε(x, y) =
1
Zε
exp
(−aεx2 + bεxy − cεy2) ,
with aε = θ(θε2 + 1)
2
/(2σ), bε = θ(θε2 + 1)ε/
√
σ, cε = (θε2 + 1)/2, and Zε = 2pi
√
σ/
(√
θ(θε2 +
1)
)
is the density of the Gaussian invariant measure.2 Ergodicity of the process (Xε, Y ε) for
any ε > 0 is then a consequence of [92, Thm. 4.8.8]. Next we turn to the maximum likelihood
estimator itself. Notice that the estimator can be written as
θˆMLET (X
ε) = −
∫ T
0
Xε(t) dXε(t)∫ T
0
Xε(t)2 dt
= θ −
√
σ
ε
1
T
∫ T
0
Xε(t)Y ε(t) dt
1
T
∫ T
0
Xε(t)2 dt
,
in view of (2.8), so that we study the second term on the right hand side next. From the
ergodicity of (Xε, Y ε) it follows that
lim
T→∞
1
T
∫ T
0
Xε(t)Y ε(t) dt =
ε
√
σ
θε2 + 1
, and lim
T→∞
1
T
∫ T
0
Xε(t)2 dt =
σ
θ(θε2 + 1)
,
hold almost surely, respectively, so that the claim follows.
As a consequence of the previous result, the maximum likelihood estimator is also asymptot-
ically biased, i.e.
lim
ε→0
lim
T→∞
θˆMLET (X
ε) 6= θ ,
2That is, ρε is the unique solution of L∗ερε = 0 such that ρε ≥ 0 and ‖ρε‖L1(R2) = 1 (cf. Appendix A).
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so that we cannot infer θ in (2.9) from observations of (2.8a) using the maximum likelihood
estimator.
Notice that the previous results, showing the inconsistency of both quadratic variation es-
timator (2.10) and the maximum likelihood estimator (2.11) when confronted with multiscale
observations, are solely due to the multiscale effects in the data and not to any discretisation
or approximation errors. We also mention that the result above were obtained by rather basic
tools owing to the simplicity of the toy example. We emphasise that the theory developed in
[129,132] applies to more general multiscale system.
2.3.1. Data subsampling to reduce the bias
In [129, 132] the authors also show that an appropriate subsampling of discretely sampled
observations can be used to reduce the bias of these estimators. In fact, the authors prove
that for the class of problems they consider, the bias can be removed by using observations
at an optimal sampling rate. Intuitively the optimal rate has to be sufficiently large so that
the influence of small scale effects is minimised. In practise this means not to use all available
observations in the estimators but only a subset. Specifically, assume that we have access
to discrete time observations of the multiscale process Xε solving (2.2a) with sampling rate
h, i.e. we observe Xε(0), Xε(h), Xε(2h), . . . , Xε(T ). The idea of data subsampling can then
be formulated as using only observations Xε(0), Xε(δh), Xε(2δh), . . . from some δ ∈ N fixed,
instead of all of them. We call δ the subsampling rate. Determining the optimal subsampling
rate (i.e. a rate such that the bias is minimised) is, however, still an open problem, as e.g. the
results in [129, 132] provide only the existence of such a rate; see [167] for a notable exception
dealing with a simple model. Moreover, numerical experiments in [132] also indicate that
the optimal rate can vary between parameters in the same coarse-grained model. Work that
investigates the problem of parametric inference combined with subsampling techniques in
various settings can, e.g., be found in [9, 10, 32,34,35].
Although our toy example above does not fall into the class studied in [129,132], we will use
it nonetheless in the following to illustrate the idea of data subsampling and its effect on the
quadratic variation estimator and the maximum likelihood estimator, respectively. Let Xε be
a time series of (2.8a) over the time interval [0, T = 5000] with initial condition Xε(0) = 1/2
corresponding to the true parameters θ = 1/2 = σ and ε = 0.1 in (2.8). The time series
was obtained by approximating the system (2.8) via the Euler–Maruyama scheme using a
time step h = 10−3; see e.g. [92, Ch. 9.1]. Here, the time step is chosen sufficiently small
to neglect approximation errors and to focus solely on the influence of subsampling. As the
maximum likelihood estimator (2.11) is defined for continuous time observations, we also have
to approximate it in order to use it for discretely sampled observations. One particularly simple
way is via
θˆMLET (Z) ≈ θˆMLET,h (Z) := −
∑n−1
k=0 Z(kh)
(
Z(kh+ h)− Z(kh))
h
∑n−1
k=0 Z(kh)
2 , (2.12)
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Figure 2.1.: Performance of the quadratic variation estimator and the maximum likelihood es-
timator based on multiscale observations as functions of the subsampling rate δ
(δ = 1 corresponds to no subsampling) in a semi-log scale. The dashed line indi-
cates the true values.
where n = bT/hc, so that the right-hand side can be used for any continuous time process
or any discretely sampled process with sampling rate h, which is expected to be an accurate
approximation provided that h 1.
Based on these parameter choices and approximations, Figure 2.1 depicts the performance
of both the quadratic variation estimator σˆT,n/δ(Xε) for σ (recall n = T/h) and the maximum
likelihood estimator θˆMLET,δh (Xε) for θ in (2.9) as functions of the subsampling rate δ in semi-
logarithmic scale. The parameter δ indicates here that only every δ-th observation is used to
estimate the parameters in the drift and diffusion coefficients, hence δh denotes the time period
between two consecutive observations. In the case without data subsampling (i.e. δ = 1), both
estimators yield values smaller than 2.7 · 10−2 which is, in view of the different approximation
errors, in good agreement with the theoretical results of Propositions 2.3.2 and 2.3.4. Further-
more, starting from the case without subsampling and increasing δ, both estimators approach
the true value. However, after an optimal subsampling rate for which the estimators are as
close to the true values as possible, both estimators deviate monotonically from the target
value. Here we find that the optimal subsampling rate is approximately δ = 250 for both esti-
mators, corresponding to an optimal time period of δh = 0.25 between observations. We note
that at the optimal subsampling rate the relative error is approximately 10%. Figure 2.1 seems
to suggest that the optimal subsampling rate is given as the critical point of an estimator as
function of the subsampling δ. However, this behaviour is not true in general, see for instance
the numerical examples in [53, 132], which reveal very different behaviours and we recall that
the optimal subsampling rate is in general unknown. Finally, we mention that the reason why
the bias is not completely removed at the optimal subsampling rate, as predicted by the theory
developed in [129], is due to the fact that the toy example is not covered by these theoretical
results.
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Figure 2.2.: Absolute errors of estimators θˆMLET,h based on observations Xε solving (2.13a) for
various values of ε as functions of T . The curve of ε = 0 is based on observations
from (2.14) directly.
2.3.2. Origin of the bias
Finally, we want to illustrate that the asymptotically bias in estimators based on multiscale
observations Xε (recall Propositions 2.3.4 and 2.3.2) is not due to the fact that Xε converges
only weakly to X as ε → 0. Specifically, here we focus on the maximum likelihood estimator
and consider the following example:
dXε = −θXε(Y ε)2 dt+ sin(Y ε) dUt , Xε(0) = ξ (2.13a)
dY ε = −1
ε
Y ε dt+
√
2√
ε
dVt , Y
ε(0) = η , (2.13b)
with U , V being independent standard Brownian motions. Notice that the system (2.13a) is
of the form (2.1) and deriving a coarse-grained model for it thus corresponds to the averaging
framework. It follows that the coarse-grained model is
dX = −θX dt+
√
2σ dUt , X(0) = ξ , (2.14)
with σ = 1/2
∫
R sin(y)
2µ(dy) = (1 − e−2)/4 > 0, where we used µ to denote the invariant
measure of the fast process (2.13b), i.e. the standard normal distribution.
Next we use the maximum likelihood estimator (2.11) to estimate θ in equation (2.14) based
on observations of Xε solving (2.13a). Specifically, let Xε be a numerically obtained time series
(time step h = 10−3) of (2.13) over the time interval [0, T ] with initial conditions ξ = 0, η ∼ µ,
and true parameter θ = 3 for ε ∈ {0.01, 0.05, 0.1}. Figure 2.2 illustrates the absolute error of
the estimated value θˆMLET (Xε), more precisely its approximation (2.12) for discretely sampled
observations, as a function of T for each value of ε. The curve corresponding to ε = 0 shows
the absolute error when observations come from (2.14) directly. All curves seem to approach
limiting values for T sufficiently large, respectively, with some fluctuations (recall that the
converge of the estimator is given as T tends to ∞). More importantly, one clearly recognises
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the trend that the smaller ε the smaller the error and the closer the estimated value to the result
of the ε = 0 case. In fact, for sufficiently large T (e.g. T ≥ 1000) the error of the estimated
value for ε = 0.01 is almost the same as for ε = 0.
These numerical experiments thus suggest that the maximum likelihood estimator for θ in
the coarse-grained equation (2.14) converges (as ε → 0) to the correct value. As this example
is within the averaging framework, this convergence is not surprising and indeed in agreement
with the theoretical results of [129]. What is important to note though, is that Xε solving
(2.13a) converges only weakly in C([0, T ],R), but not strongly (i.e. not in L2(Ω;P)), to X as
ε→ 0; see [57,91] for details. Consequently, it cannot be the weak convergence causing the bias
in the homogenization framework and it is only the difference in time scales (shorter advective
time scale for averaging vs. longer diffusive time scale for homogenization) which introduces
nontrivial effects in the observations that are harmful for these estimators.
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3. Semiparametric estimation for multiscale
diffusion processes
3.1. Introduction
As we saw in Section 2.3, it is not straightforward to extract information about the coarse-
grained model from the available multiscale observations when relying on commonly used esti-
mation techniques. The main aim of this and the following chapters is therefore to develop novel
statistical inference techniques which enable the estimation of parameters in both drift and dif-
fusion functions of a coarse-grained SDE in the presence of an underlying (either stochastic or
deterministic) multiscale structure in the full system. More precisely, given only observations
of the slow component of the multiscale (i.e. fast/slow) system without any further knowledge
of the fast component, the aim is to infer the coefficients in the coarse-grained equation.
In many cases of interest the noise in the coarse-grained equation appears in a multiplicative
way. One is thus confronted with the problem of estimating parameters in both the drift and
the diffusion coefficients of an SDE of the form
dX = f(X;ϑ) dt+ g(X; θ) dWt ,
with unknown parameters (ϑ, θ)T ∈ Θ, the set of all feasible parameters. The problem is
further complicated by the fact that the parameter vectors ϑ and θ may not be independent
as for example in the problem of Brownian motion in a two-scale potential, see Section 3.3.2.2
for example. In the absence of multiscale effects in the data, or if one assumes that the
optimal subsampling rate is known, a combination of the maximum likelihood estimator and
the quadratic variation estimator is a commonly used estimation technique in practise, as we
have also done for the toy model in Section 2.3.
The quadratic variation estimator (or a variant thereof) is used to estimate parameters in the
diffusion coefficient and, based on these estimates, the maximum likelihood estimator is used
to obtain estimates for the parameters in the drift. As the maximum likelihood framework is
based on an SDE with unit diffusion, one usually transforms the original SDE into an SDE
with unit diffusion coefficient by applying Itô’s formula to an appropriately chosen function.
For example, when considering g(x; θ) =
√
θ1 + θ2x2, which is a frequently appearing diffusion
coefficient in this chapter, then the function (x; θ) 7→ ln
(√
θ2x+
√
θ1+θ2x2
)
−ln
(√
θ2c+
√
θ1+θ2c2
)
√
θ2
ac-
complishes this task, where c is an arbitrary constant in the state space of the process X and
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θ = (θ1, θ2)
T has to be replaced by a previously obtained estimator. Notice that this transfor-
mation can be singular when implementing it in practise, so that special care has to be taken
when performing numerical simulations. In particular within the maximum likelihood frame-
work where a nonlinear objective function needs to be maximised, this might cause problems.
See [75,105,113,140] and the references therein for alternative estimation techniques; refer also
to Appendix B for some background material on the maximum likelihood estimator and the
quadratic variation estimator.
The statistical inference technique we propose here consists of two steps. First, we use
the martingale property of the stochastic integral to obtain an equation involving only the
drift but not the diffusion coefficient of the SDE. Since the drift might depend on multiple
unknown parameters, it is generally impossible to obtain the parameters uniquely from a single
equation. The main element we employ to overcome this under-determined situation is the often
disregarded initial condition. In fact, by varying the initial condition of the SDE one can define
the estimator for the drift parameters via the best approximation of a system of equations. For
the second step, we rely on the estimators for the drift parameters and on the Itô isometry
to obtain a relation for the unknown parameters in the diffusion coefficient. Using the same
idea as in the first step, that is by varying the initial condition of the SDE, we can also define
the estimators for parameters concerning the diffusion function via the best approximation of
a system of equations. The expectations involved in both steps of the estimation procedure
are approximated by an average over many short trajectories (i.e. by ensemble averages) in
contrast to classical estimators that often rely on a long trajectory of the underlying process,
see e.g. [140]. That is, the methodology we propose here relies on independent short trajectories
starting from different initial conditions. Extensions and generalisations of this approach to
the setting of only one trajectory will be discussed in Chapter 4.
The rest of this chapter is organised as follows. In Section 3.2 we present the precise deriva-
tion of the estimators for systems with and without multiscale structure. Based on these results,
in Section 3.3 the general applicability and performance of the proposed methodology is investi-
gated via different numerical examples. The extensive numerical study we undertake illustrates
that the proposed technique enables us to estimate accurately parameters in multiscale diffu-
sion processes. This heuristic is backed up by first convergence results presented in Section 3.4.
A brief summary of the results and future research perspectives are offered in Section 3.5.
3.2. Estimators
We now present the precise derivation of the drift and diffusion estimators for systems without
and for systems with multiscale effects present. First we outline the methodology for SDEs
without multiscale structure and illustrate some properties of the estimators in this case, before
presenting the set-up for data-driven coarse-graining of multiscale diffusion processes.
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3.2.1. Derivation of drift and diffusion estimators
For the sake of simplicity we consider here only one dimensional real-valued processes (see
Sections 3.3.2.3 and 3.3.2.4 for examples of multivariate processes). Consider the scalar-valued
Itô stochastic differential equation
dX = f(X) dt+
√
g(X) dWt , X(0) = ξ , (3.1)
where W denotes a standard one-dimensional Brownian motion. Both the drift coefficient f
and the diffusion coefficient g are assumed to be sufficiently smooth such that the SDE provides
a unique solution on any finite time interval; see e.g. [99, Sect. 1]. Moreover, we assume that
both drift f and diffusion g depend on unknown parameters and the task is to estimate these
parameters in f and g from available data. In fact, here we focus on the case when f(x) and g(x)
are polynomials in x of degree max {Jf} and max {Jg}, respectively, where Jf , Jg ⊂ N0 denote
index sets of finite cardinality p = |Jf | and q = |Jg| respectively. The unknown coefficients of
the polynomials are ϑ ≡ (ϑj)j∈Jf ∈ Rp and θ ≡ (θj)j∈Jg ∈ Rq respectively, i.e. we consider
f(x) ≡ f(x;ϑ) :=
∑
j∈Jf
ϑjx
j and g(x) ≡ g(x; θ) :=
∑
j∈Jg
θjx
j . (3.2)
Consequently, f and g are linear functions in ϑ and θ, respectively. These particular assump-
tions on the drift f and the diffusion g simplify the notation in what follows and they will
lead to a linear system of equations for the estimators of the parameters. We emphasise that
the following derivation of the estimators does not crucially depend on this specific type of
parametrisation. In fact, in the following chapters we will use (x; θ) 7→∑j∈J θjvj(x) for some
known functions vj instead, which will also lead to a linear system of equations for θ. More
general parametrisation will, however, not necessarily result in a system of linear equations for
θ anymore and more elaborated solution methods (e.g. an iterative approach using Newton’s
method) are required.
For the sake of notation, we denote by Xξ(t) the solution to (3.1) at time t ≥ 0, which was
initially started in ξ, i.e. Xξ(0) = ξ. Then the starting point for the derivation of the estimators
is based on the following identities∫ t
0
E
(
f
(
Xξ(s)
))
ds = E
(
Xξ(t)
)− ξ , (3.3a)∫ t
0
E
(
g
(
Xξ(s)
))
ds = E
((
Xξ(t)− ξ −
∫ t
0
f
(
Xξ(s)
)
ds
)2)
, (3.3b)
owing to the martingale property of the stochastic integral and the Itô isometry, respectively,
holding for any fixed initial condition ξ. Therein, and throughout this work, the expectation is
taken with respect to the Wiener measure. The next step is to incorporate the parametrisation
of the functions f and g into (3.3), to identify a functional structure for the parameters ϑ and
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θ, respectively. We begin with substituting the parametrisation of f into equation (3.3a), which
will yield an estimator for the parameter ϑ, that is present in the drift term alone. Based on
this estimator it is possible to proceed similarly with equation (3.3b) and eventually obtain an
estimator for the parameter θ present in the diffusion part.
Substituting ansatz (3.2) for f into (3.3a) yields
E
(
Xξ(t)
)− ξ = ∑
j∈Jf
ϑj
∫ t
0
E
(
Xξ(s)
j) ds , (3.4)
for a given initial condition ξ. Fix a time t > 0 (the question how to chose the final time t will
be addressed numerically in Sections 3.3 and analytically in Section 3.4 for a special case) and
define
b1 : R 3 ξ 7→ b1(ξ) := E
(
Xξ(t)
)− ξ ∈ R
a1 : R 3 ξ 7→ a1(ξ) :=
(∫ t
0
E
(
Xξ(s)
j) ds)
j∈Jf
∈ Rp .
With these definitions equation (3.3a) can be rewritten as
a1(ξ)
Tϑ = b1(ξ) . (3.5)
The above equation is under-determined for p > 1. To derive a well-defined estimator for ϑ,
we consider a finite sequence of initial conditions (ξi)1≤i≤m with m ≥ p. Since (3.5) is valid for
each initial condition, this approach yields a system of linear equations
A1ϑ = b1 , (3.6)
with A1 :=
(
a1(ξi)
T
)
1≤i≤m ∈ Rm×p and b1 :=
(
b1(ξi)
)
1≤i≤m ∈ Rm. The linear system does not
have a unique solution in general (if a solution exists at all). To overcome this shortcoming
we define the solution of the system of linear equations in (3.6), i.e. the estimator of the drift
parameter, to be the best approximation in the sense that
ϑˆ := arg min
s∈S1
‖s‖22 , S1 :=
{
z ∈ Rp : ‖A1z − b1‖22 → min
}
,
respectively,
ϑˆ := A+1 b1 , (3.7)
with A+1 being the Moore–Penrose pseudo-inverse [14]. We note that the estimation of param-
eters in the drift does not require knowledge of the diffusion coefficient.
Assume now that we have already estimated the parameter vector in the drift f correctly,
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which we denote by ϑˆ. Then substituting the ansatz (3.2) of g into (3.3b) yields
E
((
Xξ(t)− ξ −
∫ t
0
f
(
Xξ(s); ϑˆ
)
ds
)2)
=
∑
j∈Jg
θj
∫ t
0
E
(
Xξ(s)
j) ds .
To cope with multiple parameters, we follow the same approach as for the drift parameters
above. In fact, we define here
b2 : R 3 ξ 7→ b2(ξ) := E
((
Xξ(t)− ξ −
∫ t
0
f
(
Xξ(s); ϑˆ
)
ds
)2) ∈ R
a2 : R 3 ξ 7→ a2(ξ) :=
(∫ t
0
E
(
Xξ(s)
j) ds)
j∈Jg
∈ Rq
and consider again a finite sequence of initial conditions (ξi)1≤i≤m. Then we also obtain a
system of linear equations for the parameters
A2θ = b2 , (3.8)
with A2 :=
(
a2(ξi)
T
)
1≤i≤m ∈ Rm×q and b2 :=
(
b2(ξi)
)
1≤i≤m ∈ Rm. We define the estimator
again via the best approximation
θˆ := A+2 b2 . (3.9)
Since the estimation of diffusion parameters θ is based on the estimators ϑˆ for the drift param-
eters, additional error sources might affect the estimator θˆ in practise – see Section 3.2.3 for an
example of this error propagation.
In practise we are confronted with discrete time observations instead of continuous ones, so
that we need to approximate the (deterministic) integrals in a1(·), a2(·), and b2(·). Assume
that we have (n + 1) observations at equidistant times tk := kh for 0 ≤ k ≤ n and h := t/n.
The goal is to approximate the integrals by means of these observations. Since the integrands
depend on the path of the solution of an SDE, we cannot expect the integrands to be very
smooth. For such “rough” functions the trapezoidal rule is more accurate than Simpson’s rule
[36]. Consequently, we approximate the various integrals via the composite trapezoidal rule
∫ t
0
E
(
Xξ(s)
j) ds = n−1∑
k=0
∫ tk+h
tk
E
(
Xξ(s)
j) ds ≈ h
2
(
ξj + E
(
Xξ(t)
j)+ 2 n−1∑
k=1
E
(
Xξ(tk)
j)) , (3.10)
where we used that t0 = 0 and tn = t.
3.2.2. Description of the algorithm: An example
To apply the actual parametric estimation procedure introduced in the previous section to a
specific problem, not only data need to be available but also a parametrisation needs to be
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chosen. Consequently, the complete algorithm can be understood as consisting of two stages:
1. Initialisation: The time step h is given by the underlying time series of observations
and is assumed to be constant (however, this assumption is not necessary, in fact, the
procedure might be carried out in the exact same manner with a non-equidistant sampling
rate) and the terminal time t = nh is fixed by choosing n appropriately (cf. Section
3.3). Expectations are approximated by averages over N trajectories generated form N
independent Brownian motions. The crucial step is to fix a parametrisation for both drift
and diffusion coefficients. Lastly, the sequence of initial conditions (ξi)1≤i≤m needs to be
chosen appropriately.
2. Two-step Estimation: Based on the initialisations in the previous stage the estimators
are well-defined. According to Section 3.2.1 the parameters ϑ and θ are estimated succes-
sively, first the parameters in the drift and then the parameters in diffusion coefficient.
For both estimators, two steps need to be performed:
a) Assembling the linear system equations (3.6) and (3.8) respectively.
b) Solving the arising systems via best approximation (3.7) and (3.9) respectively.
Since the estimation step depends on the considered parametrisation for drift and diffusion,
we present a detailed pseudocode of the methodology in Algorithm 3.1 for the example using
Jf = {1, 3} and Jg = {0, 2}, i.e. p = 2 = q with
f(x;ϑ) = ϑ1x+ ϑ3x
3 and g(x; θ) = θ0 + θ2x2 . (3.11)
This setting corresponds to the Landau–Stuart equation, which will play a vital role in the
numerical examples discussed in Section 3.3. The input arguments of Algorithm 3.1 are the
time step size h and the data array X ∈ Rm×N×(n+1). The dimension of the array is a result
of m different initial conditions each with N trajectories of (n + 1) observations. Denoting
by X iξ(t) the value at time t of the i-th independent trajectory started initially in ξ, then
X corresponds to the collection of these trajectories at discrete (equidistant) times. For the
example we consider here, we define approximations of the first three moments at time t via
X¯ξ(t) :=
1
N
N∑
i=1
X iξ(t) , X˜ξ(t) :=
1
N
N∑
i=1
X iξ(t)
2
, and Xˇξ(t) :=
1
N
N∑
i=1
X iξ(t)
3
.
Thus, the quantities defining the matrices and right-hand sides involved in the estimation step
(cf. (3.6) and (3.8), respectively) are approximated via
a1(ξ)
T ≈ h
2
(
Qn
(
X¯ξ
)
, Qn
(
Xˇξ
))T
, b1(ξ) ≈ X¯ξ(t)− ξ (3.12a)
a2(ξ)
T ≈ h
2
(
2n,Qn
(
X˜ξ
))T
, b2(ξ) ≈ 1
N
N∑
i=1
(
X iξ(t)− ξ −Qn
(
fϑˆ ◦X iξ
))2
, (3.12b)
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Algorithm 3.1 Algorithm for the estimation of the parameters in the drift and diffusion
coefficients in (3.11).
Require: h > 0 and X ∈ Rm×N×(n+1)
1: for i = 1 to m do
2: for j = 1 to n do
3: αj ←
∑N
k=1
Xi,k,j+1
N
4: βj ←
∑N
k=1
(Xi,k,j+1)3
N
5: end for
6: Ai,1 ← h2 (Xi,1,1 + αn + 2
∑n−1
j=1 αj)
7: Ai,2 ← h2
(
(Xi,1,1)3 + βn + 2
∑n−1
j=1 βj
)
8: bi ← αn − Xi,1,1
9: end for
10: ϑ← A+b
11: for i = 1 to m do
12: for j = 1 to n do
13: γj ←
∑N
k=1
(Xi,k,j+1)2
N
14: end for
15: Ai,1 ← nh
16: Ai,2 ← h2
(
(Xi,1,1)2 + γn + 2
∑n−1
j=1 γj
)
17: for j = 1 to N do
18: δj ← h2 (f(Xi,1,1;ϑ) + f(Xi,j,n+1;ϑ) + 2
∑n
k=2 f(Xi,j,k;ϑ))
19: end for
20: bi ←
∑N
j=1
(Xi,j,n+1−Xi,1,1−δj)2
N
21: end for
22: θ ← A+b
23: return (ϑT , θT )T
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with fϑˆ ≡ f(·; ϑˆ) and Qn denoting the quadrature operator of the trapezoidal rule on [0, t] with
n equally spaced (h = t/n) subintervals (cf. (3.10)):
Qn(u) =
h
2
(
u(0) + u(t) + 2
n−1∑
j=1
u(jh)
)
. (3.13)
It should be emphasised that equations such as x = A+b (e.g. as in lines 10 and 22 in Al-
gorithm 3.1) are merely meant as a formal notation for x solving the least squares problem
x = arg mins∈S ‖s‖22, S = {z : ‖Az − b‖22 → min}, cf. equations (3.7) and (3.9), rather than in-
dicating that we first compute A+ and then multiply it with b to obtain x, a step which can be
computationally inefficient. In practise the method to compute the solution typically depends
on the rank of A. For the numerical examples that we will present in Section 3.3 we ensured
a full rank situation by considering a sufficiently large number of different initial conditions.
The solution x can be computed with one of the several methodologies for solving least squares
problems, e.g. the Cholesky factorisation of the normal equations ATAx = AT b; for details on
such methodologies we refer to standard textbooks on numerical linear algebra, such as [59, Ch.
5]. This method for solving the least squares problem via the normal equations is simple to
implement but might not be optimal and is usually only recommended for problems with large
residuals. However, it is noteworthy that for the numerical examples presented in this chap-
ter, this method performed well and no stability issues occurred (as can be demonstrated by
monitoring the condition number), and similar results were obtained with a QR factorisation
with column pivoting (not shown here). The fact that the normal equations approach is stable
in our application can be explained by the fact that we achieve a full rank problem through
considering sufficiently many initial conditions ξ, hence reducing the condition number of the
least squares problem.
3.2.3. Properties of the estimator: Some heuristics
The proposed estimation procedure relies on two key ingredients. The first is that the method-
ology is based on the identities in (3.3). The second is that by considering a finite sequence
of initial conditions we can cope with multiple parameters in drift and diffusion coefficient,
respectively. In the sequel we demonstrate the influence of both components on the proposed
estimation scheme with the help of some elementary, nonetheless illustrative, examples when
no multiscale effects are present.
To illustrate the influence of the identities in (3.3) and to address some asymptotic properties
we consider a simple Langevin equation with additive noise
dX = ϑf(X) dt+
√
θ dWt .
The drift estimator proposed in this study (this parametrisation is already a straightforward
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generalisation of the one introduced above) relies on the relation
E
(∫ t
0
f
(
X(s)
)
ds
)
ϑ = E
(
X(t)−X(0)) , (3.14)
with ϑ being the true value. For a fixed final time t < ∞, the estimator for continuous-time
observations – meaning that we approximate only the expectation by an i.i.d. average but do
not approximate the integrals – based on a single (fixed) initial condition X(0) = ξ is given by
ϑˆ =
∑N
i=1(X
i(t)− ξ)∑N
i=1
∫ t
0
f
(
X i(s)
)
ds
= ϑ+
√
θ
∑N
i=1
∫ t
0
dW is∑N
i=1
∫ t
0
f
(
X i(s)
)
ds
= ϑ+
N (0, θt/N)
1
N
∑N
i=1
∫ t
0
f
(
X i(s)
)
ds
, (3.15)
where N (µ, σ2) denotes the normal distribution with expectation µ and variance σ2. Notice
that we dropped the dependency on the initial condition ξ, because only a single initial con-
dition is needed here. Since we approximate only the expectations by finite averages, it is
not surprising that the estimator for continuous-time observations (3.15) converges to the true
value in agreement with the law of large numbers. The property that the variance of the error
vanishes for N → ∞ reflects the fact that the estimator relies on an identity, i.e. on a direct
(deterministic) computation (3.14) rather than on asymptotic time limits (i.e. on ergodicity).
Recall that we have (n+ 1) observations at times 0 = t0 < t1 < · · · < tn = t with t > 0 fixed,
in the case of discrete-time observations. The integral approximation introduces an additional
error that can be identified via ∫ t
0
u(s) ds = Qn(u) + cn , (3.16)
with an appropriate constant cn ∈ R that depends not only on n but also on u and t, and which
vanishes in the limit as n → ∞. Here Qn denotes the quadrature operator of the trapezoidal
rule as defined in (3.13). The actual error of the trapezoidal rule depends on the regularity of
the integrand. Here we rely only on the assumption limn→∞ cn = 0 as a general scenario and do
not discuss the rate of convergence. Then, similarly to the continuous-time case, the estimator
(when neglecting sampling errors) can be written as
ϑˆ =
∑N
i=1(X
i(t)− ξ)∑N
i=1 Qn
(
f ◦X i) =
∑N
i=1
(
ϑQn
(
f ◦X i)+ ϑcin +√θ ∫ t0 dW is)∑N
i=1Qn
(
f ◦X i)
= ϑ
(
1− c¯N(n)
c¯N(n)− 1N
∑N
i=1
∫ t
0
f
(
X i(s)
)
ds
)
+
N (0, θt/N)
1
N
∑N
i=1
∫ t
0
f
(
X i(s)
)
ds− c¯N(n)
, (3.17)
with c¯N(n) = 1N
∑N
i=1 c
i
n being the average error constant. Hence, the integral approximation
introduces an additional bias (the second term in the bracket), which can be controlled by n.
Notice that |c¯N(n)| ≤ max1≤i≤N |cin| so that the additional bias vanishes as n → ∞ for every
N . Consequently, from equation (3.17) one infers that for a fixed final time t > 0, one should
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choose both n,N  1 to obtain an accurate estimate, which agrees with our intuition.
To estimate the diffusion coefficient the proposed scheme relies on the relation
θ =
1
t
E
((
X(t)−X(0)− ϑ
∫ t
0
f
(
X(s)
)
ds
)2)
,
which is valid for any t > 0. Here we replace ϑ by its estimator ϑˆ for concreteness. Consequently,
the estimator for continuous-time observation using a single (fixed) initial condition X(0) = ξ
and a fixed final time t > 0 reads
θˆ =
1
tN
N∑
i=1
(
X i(t)− ξ − ϑˆ
∫ t
0
f
(
X i(s)
)
ds
)2
=
1
tN
N∑
i=1
(
(ϑ− ϑˆ)
∫ t
0
f
(
X i(s)
)
ds+
√
θ
∫ t
0
dW is
)2
= θ
1
N
χ2N +
(ϑ− ϑˆ)2
tN
N∑
i=1
(∫ t
0
f
(
X i(s)
)
ds
)2
+
2(ϑ− ϑˆ)
tN
N∑
i=1
W it
∫ t
0
f
(
X i(s)
)
ds .
Since the estimator for the diffusion coefficient depends on the estimated drift parameter,
an additional error is introduced (last two terms), as expected. To illustrate the asymptotic
properties of the estimator we, however, assume that the error (ϑ− ϑˆ) is negligible, which seems
reasonable in view of (3.15) provided that N  1. Consequently, we find that
θˆ ≈ θ 1
N
χ2N ,
where χ2N denotes the Chi-squared distribution with N degrees of freedom. Recall that
1
N
χ2N ≈
N (1, 2/N) for N sufficiently large, as a consequence of the central limit theorem.
For the modification of discrete time observations the integrals are again approximated via
the trapezoidal rule. Based on the same (n+ 1) observations at 0 = t0 < t1 < · · · < tn = t and
t > 0 fixed, we find
θˆ =
1
tN
N∑
i=1
(
X i(t)− ξ − ϑˆQn
(
f ◦X i))2
=
1
tN
N∑
i=1
(
(ϑ− ϑˆ)
∫ t
0
f
(
X i(s)
)
ds+
√
θ
∫ t
0
dW is + ϑˆc
i
n
)2
,
with cin being the error representation of the trapezoidal rule, cf. (3.16). In contrast to the
continuous-time situation, the term ϑˆcin reflects the additional error due to the integral approx-
imation that can be controlled by n. Since this additional term is the only difference, expanding
the square yields a similar result as in the continuous-time situation. If we assume again that
the error from the drift parameter (ϑ− ϑˆ) is negligible (see Chapter 5 for a rigorous convergence
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analysis), then we find
θˆ ≈ θ 1
N
χ2N +
ϑˆ2
t
c˜N(n) +
2ϑˆ
√
θ
tN
N∑
i=1
cinW
i
t , (3.18)
with c˜N(n) = 1N
∑N
i=1 (c
i
n)
2. As 0 ≤ c˜N(n) for every N , the second term in equation (3.18) can
only be controlled by n. Consequently, for a fixed final time t, choosing n,N  1 is necessary
to obtain an accurate estimate of the true parameter. It is noteworthy that the same steps
may be carried out for an arbitrary diffusion function, but obviously we cannot directly infer
the distributions of terms involving the stochastic integral.
To deal with multiple parameters in drift and/or diffusion coefficients the proposed estimation
scheme relies on considering a finite sequence of initial conditions and defining the estimator via
the best approximation. To illustrate the effect of this second key component of the estimation
procedure, consider the SDE
dX = ϑf(X) dt+
√
g(X) dWt.
Provided all quantities are well defined, the estimator of ϑ, defined via a best approximation
using a sequence of initial conditions (ξi)1≤i≤m, can be written as
ϑˆ =
∑m
i=1 a1(ξi)b1(ξi)∑m
i=1 a1(ξi)
2
,
where a1(·) and b1(·) are as in (3.5) but modified for the drift function f . On the other hand,
the quantity b1(ξi)/a1(ξi) itself represents a local estimator for each initial condition because
the considered problem has only one parameter to be determined. Thus the best approxima-
tion corresponds here to the weighted arithmetic mean of these local estimators with weights
a1(ξi)
2. Consequently, increasing m includes an additional stabilisation effect into the estima-
tion scheme. From this point of view, the best approximation resolves naturally the problem
of combining local estimates to a global estimator which arises in other estimation procedures
as well, where piecewise local strategies are utilised to improve the estimates; see for example
[26]. In the aforementioned study a heuristic estimation strategy for non-constant diffusion
coefficients in the maximum likelihood framework is proposed by extracting local information
from a time series to estimate coefficients locally and combining these local estimators to global
estimators. Since this strategy is based on the maximum likelihood estimator, the results in
the above study also require data subsampling when applied to multiscale diffusion processes.
Finally, it should be noted that although the proposed methodology computes moments of the
solution of an SDE, there is no direct link to the generalised method of moments [63,64]. The
generalised method of moments for the parametric estimation in SDEs is more closely related
to the maximum likelihood estimator instead, as both estimation schemes rely on ergodicity of
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the corresponding process by using one long time series (see Section 4.2.1 though, where the
generalised method of moments can indeed be derived as a special case from a variant of the
methodology presented here). In fact, both estimators even coincide for many cases [62, Ch.
14.4]. Since the maximum likelihood estimator is biased for multiscale diffusion processes, it
can be expected that also the generalised method of moments is asymptotically biased when
applied to data obtained form a system with multiscale structure.
3.2.4. Estimators for multiscale diffusion processes
In the context of diffusion processes with two widely separated time scales (cf. Chapter 2) we
consider the following set-up: Let the multiscale system be given in terms of a fast/slow system
of SDEs
dXε =
(1
ε
f0(X
ε, Y ε) + f1(X
ε, Y ε)
)
dt+ α0(X
ε, Y ε) dUt + α1(X
ε, Y ε) dVt , (3.19a)
dY ε =
( 1
ε2
g0(X
ε, Y ε) +
1
ε
g1(X
ε, Y ε) + g2(X
ε, Y ε)
)
dt+
1
ε
β(Xε, Y ε) dVt , (3.19b)
equipped with appropriate initial conditions. In (3.19) U, V denote Brownian motions of ap-
propriate dimensions and 0 < ε  1 denotes a small parameter. For the dimension of the
fast/slow system we assume that Y ε : [0, T ] 7→ Rd and (for simplicity) Xε : [0, T ] 7→ R, where
0 < T < ∞. Furthermore, we assume that the drift and diffusion functions in (3.19a) and
(3.19b) respectively, are such that there exists a well-defined coarse-grained SDE
dX = f(X) dt+
√
g(X) dWt , (3.20)
in the limit of ε → 0. That is, the slow process Xε is approximated by the solution of (3.20)
for ε 1. As emphasised earlier already, even in cases where both the drift f and the diffusion
function g in the coarse-grained model are known, the actual computation of these expressions
might be difficult or even impossible, as appropriate Poisson equations have to be solved and
integrals with respect to the invariant measure of the fast process to be computed. Hence, our
goal is to estimate both drift coefficient f and diffusion coefficient g in the coarse-grained model
(3.20) from available data (observations) of the fast/slow system (3.19), more precisely, only of
its slow component. To this end we assume the same parametrisation of the drift and diffusion
functions as introduced in Section 3.2.1, i.e.
f(x) ≡ f(x;ϑ) :=
∑
j∈Jf
ϑjx
j and g(x) ≡ g(x; θ) :=
∑
j∈Jg
θjx
j ,
where we recall that Jf , Jg ⊂ N0 denote index sets with p = |Jf | and q = |Jg|. Our goal then is:
Given observations only of the slow component (3.19a), is it possible to estimate the parameters
ϑ ≡ (ϑj)j∈Jf ∈ Rp and θ ≡ (θj)j∈Jg ∈ Rq characterising the associated coarse-grained equation
30
3.2. ESTIMATORS
(3.20)? Under the assumption that the (ergodic) fast process (3.19b) is stationary, the method-
ology described in Section 3.2.1 applies straightforwardly also for this problem, given the final
time t of observation length is appropriately chosen; cf. Sections 3.3.2 and 3.4. That is, using
multiple initial conditions for the slow process (3.19a) to deal with multiple parameters in drift
and diffusion, while the fast process is sampled from its invariant measure that is assumed to
be known, either analytically or numerically.
The main motivation to consider the same algorithm also in the presence of multiscale effects
originates from the fact that both the slow component of the full fast/slow system and the
coarse-grained model have probability laws that are approximately the same provided that
ε 1, due to the weak convergence ofXε toX. Consequently, also expectations with respect to
these laws are approximately equal. Since the proposed methodology is based on expectations,
cf. equation (3.3), we believe that this approach yields asymptotically unbiased estimators.
This intuition will be backed up by the theoretical results for a simple toy example in Section
3.4. A rigorous analysis of a generalisation of this proposed methodology will be discussed in
Chapter 5.
We conclude this section with a remark on a recently proposed estimator for constant diffusion
coefficients [53] that can also be derived using the approach we introduce here. To this end,
assume that the coarse-grained equation takes the form:
dX = f(X) dt+
√
θ dWt ,
where one assumes that the drift f is known and we only wish to estimate the diffusion coefficient
θ from available data of a fast/slow system. When considering a single (fixed) initial condition
X(0) = ξ and following the approach introduced in Section 3.2.1, the resulting estimator reads
θˆ =
1
tN
N∑
i=1
((
X i(t)− ξ −
n−1∑
j=0
∫ (j+1)h
jh
f
(
X i(s)
)
ds
)2)
,
where the integrals are being approximated by a quadrature rule and t is chosen appropriately.
In fact, in our approach we approximate the time integral via the trapezoidal rule. If one,
however, uses a rectangular-method with the left corner node instead, this estimator coincides
with the estimator proposed in [53] for estimating the diffusion coefficient in a coarse-grained
model based on observations of the slow component of a fast/slow system. We emphasise, that
a crucial assumption on the estimator in the aforementioned work is that the drift in the coarse-
grained model is known a priori. This assumption is very restrictive and makes the estimator
unfeasible for most practical applications. A further limitation of the estimator in [53] is that
it applies only in situations where the noise in the coarse-grained equation is additive (constant
diffusion coefficient). Conversely, the methodology proposed here aims to estimate multiple
parameters in both the drift and the diffusion coefficients.
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3.3. Numerical experiments
In this section we present numerical experiments of parameter estimations for diffusion processes
to illustrate the behaviour of the estimation scheme developed in Section 3.2. We first present
numerical results for parameter estimation when no multiscale effects are present (Section 3.3.1).
Afterwards we shift the focus to our main objective: estimating parameters in coarse-grained
models based on observations from a multiscale system (Section 3.3.2).
3.3.1. Parameter estimation for single-scale SDEs
We investigate two different SDEs. In Section 3.3.1.1 we consider the SDE corresponding to the
Ornstein–Uhlenbeck process and in Section 3.3.1.2 we examine the stochastic Landau–Stuart
equation. The purpose of these examples is twofold. On the one hand they are used to illustrate
that the proposed methodology can be employed successfully in practise to estimate unknown
parameters and on the other hand they help us understand the influence of the parameters n,
h, N , and m on the algorithmic estimation procedure. The time series for these parameter
studies were obtained by solving the corresponding SDEs via the Euler–Maruyama scheme. In
all numerical examples reported in this section, we used a time step of h = 10−3.
3.3.1.1. Ornstein–Uhlenbeck process
Consider the following SDE
dX = −AX dt+√σ dWt , X(0) = ξ , (3.21)
with the unique solution being the Ornstein–Uhlenbeck process starting at ξ. The estimation
procedure is applied to data from the SDE with true parameters (A, σ) = (0.5, 0.5) using a
variety of different values for the parameters of the algorithm. Figure 3.1 depicts the relative
errors of the estimated values as functions of the number of initial conditions m for different
combinations of N and n (recall that the final time is t = nh). For the estimated drift parameter
Aˆ (Figure 3.1(A)) there is a discrepancy among different combinations of n and N for small
values of m and the relative errors vary from approximately 0.08 to 6. Increasing m decreases
the relative errors, with fluctuations due to the discretisation, as expected; cf. Section 3.2.3.
Moreover, it is apparent that the larger n and N , the smaller the relative error. In contrast
to the drift parameter, the relative errors of the diffusion parameter σˆ (Figure 3.1(B)) are
already small (relative error smaller than 0.05) even for small values of m. This is due to the
constant diffusion coefficient of the SDE. Increasing m generally decreases the relative error
further, again, with fluctuations due to the discretisation. We note that although an error
propagates from the drift estimation to the diffusion estimation (cf. Section 3.2), it appears to
be negligible in this example. Based on theses results, it seems plausible to tune the algorithm-
defining parameters in a way such that the estimators provide a given relative accuracy while
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Figure 3.1.: Relative error of the estimated parameters in (3.21) as functions of the number
of initial conditions m in a log-log scale. The final time of the considered time
series is t = nh with h = 0.001 and the true parameters are (A, σ) = (0.5, 0.5).
Furthermore, N denotes the number of independent Brownian paths.
at the same time the computational cost is minimised. Obviously the question of optimised
algorithm-defining parameters is of high importance in practical applications. However, this is
not a straightforward issue to address as not only the discretisation related parameters n and
N influence the accuracy of the algorithm in practise, but also the number of initial conditions
m as well as their locations; we will leave these and related issues for future studies, see also
the discussion in Section 3.5.
3.3.1.2. Landau–Stuart equation
Consider the stochastic Landau–Stuart equation [102, Ch. 2.2], where both additive and mul-
tiplicative noise are present
dX =
(
AX −BX3) dt+√σa + σbX2 dWt , X(0) = ξ . (3.22)
This SDE can be obtained from a wide class of spatially extended systems, e.g. for the noisy
Kuramoto–Sivashinsky equation [138, 139] by assuming near-critical conditions (i.e. being suf-
ficiently close to the primary bifurcation) and employing the homogenization theory developed
in [19]. In this case we need to estimate a total number of four parameters, two in the drift
and two in the diffusion coefficient. We performed various numerical experiments with different
choices of parameters. Figure 3.2 illustrates the relative error of the estimated parameters as
functions of the number of initial conditions for different combinations of n and N when the
true parameters are (A,B, σa, σb) = (3, 2, 1.5, 1.3). We find qualitatively the same behaviour
as in the previous section for the Ornstein–Uhlenbeck process: all three parameters n, N , and
m affect the accuracy of the estimators. Although Figures 3.2(A)–(D) show a decreasing trend
of the relative errors when increasing m, fluctuations are still present. These fluctuations are
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Figure 3.2.: Relative error of the estimated parameters in (3.22) as functions of the number of
initial conditionsm using a log-log scale. The final time of the considered time series
is t = nh with h = 0.001 and the true parameters are (A,B, σa, σb) = (3, 2, 1.5, 1.3).
Here N denotes the number of independent Brownian paths.
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of different magnitude for different parameters and are reduced by increasing both n and N .
One also observes that increasing m improves the accuracy of the estimators but only up to a
certain level, i.e. the corresponding curves approach nearly constant values for large m. These
nearly constant levels are due to the approximation of the original system matrix, for instance
in (3.6), by a matrix based on observations and the aforementioned discretisations. Although it
is apparent that estimating all parameters in the Landau–Stuart model is more delicate than for
the Ornstein–Uhlenbeck process in Section 3.3.1.1, it nonetheless seems possible to determine
optimal algorithm-defining parameters such that the computational cost is minimised given a
certain error tolerance for the estimators for this model also.
3.3.2. Parameter estimation for multiscale systems
Of particular interest is the behaviour of the estimator when applied to systems with two widely
separated time scales. We examine the properties of the estimation scheme for stochastic mul-
tiscale diffusion processes (Sections 3.3.2.1–3.3.2.3), the problem of estimating the eddy diffu-
sivity in a two-dimensional cellular flow (the Taylor-Green flow, Section 3.3.2.4), a truncated
systems of time rescaled stochastic partial differential equations (Section 3.3.2.5), and deter-
ministic systems that exhibit temporal chaos which can be approximated by an appropriate
SDE (Section 3.3.2.6). To measure the accuracy of the estimation procedure in these examples,
we rigorously derive the coarse-grained equations from the associated fast/slow systems using
homogenization theory (cf. Section 2.2) so that the theoretical coefficients are known. Based
only on observations of the slow component of the fast/slow system, the goal is to infer the coef-
ficients in the coarse-grained equation using the proposed estimation procedure. The estimated
values are then compared with the theoretical ones. It is noteworthy that no assumptions on
the knowledge of the fast component, nor on the structure of the fast/slow system are made;
also ε is unknown. As the precise dependency of the estimation procedure on the control pa-
rameters n,m,N, h is still an open question, the main purpose of this section is to illustrate the
general applicability of the proposed estimation procedure for multiscale diffusion processes.
If not stated otherwise, the generated time series were obtained by solving the corresponding
multiscale SDEs via the Euler–Maruyama scheme using a time step h = 10−3. Furthermore,
the expectation is approximated by an average using N = 5000 independent Brownian paths
and m = 150 different initial conditions are used. Specifically, the points (ξi)1≤i≤m are equally
spaced between the minimum value and the maximum value of an initially computed trajec-
tory of the slow component of the multiscale system on [0, 10]. We emphasise once again that
this particular choice of algorithm-defining parameters might be far from optimal in the sense
of computational complexity. But since our main goal is to demonstrate the applicability of
the proposed scheme to multiscale diffusion processes, these algorithm-defining parameters will
yield reliable estimators.
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3.3.2.1. Fast Ornstein–Uhlenbeck noise
When the fast process is an Ornstein–Uhlenbeck process it is rather straightforward to deter-
mine the precise form of the coarse-grained model associated with the fast/slow system, because
this task reduces to computing Gaussian integrals. Consider for example
dXε =
(1
ε
σ(Xε)Y ε + h(Xε, Y ε)− σ′(Xε)σ(Xε)
)
dt , (3.23a)
dY ε = − 1
ε2
Y ε dt+
√
2
ε
dVt , (3.23b)
with V being a standard Brownian motion, then the coarse-grained model is given by
dX = h¯(X) dt+
√
2σ(X)2 dWt , (3.24)
where h¯(x) denotes the average of h(x, ·) with respect to the invariant measure of the fast
process, which is an Ornstein–Uhlenbeck process. We note that we have subtracted the
Stratonovich correction from the drift in (3.23a), so that the noise in (3.24) can be interpreted
in the Itô sense.1 In the sequel we consider two different choices of the pair h(·), σ(·).
As a first example let
h(x, y) = h(x) = Ax and σ(x) =
√
σ , (3.25)
then multiscale system corresponds to the toy example we used in Section 2.3 where the coarse-
gained model is precisely the Ornstein–Uhlenbeck process (cf. Section 3.3.1.1). In Section 2.3
we already saw that commonly used estimation techniques fail to obtain consistent estimators
in this setting. The situation is very different when the parameters in the coarse-grained model
are estimated via the method introduced in this chapter. Indeed, we generate observations of
the associated fast/slow system (3.23) with true parameters (A, σ) = (−0.5, 0.5) and ε = 0.1.
The performance of the estimator as function of the final time t = nh for both Aˆ and σˆ is then
plotted in Figure 3.3. For small values of t = nh one observes that the estimated value of the
drift parameter Aˆ fluctuates around the true value and stabilises for larger times with minor
fluctuations around the true value. We note that the estimator obtained by the proposed scheme
significantly outperforms the maximum likelihood estimator in terms of accuracy. In fact, even
at the optimal subsampling rate the relative error for the maximum likelihood estimator used
in Section 2.3.1 is approximately 10% (recall Figure 2.1), whereas the relative error for the
drift parameter obtained by the novel scheme is less than 1% for t = nh ≥ 0.25.2 For the
1The noise entering (3.23a), i.e. the process (3.23b), is a smoothed approximation to white noise, so that the
noise in the limiting equation has to be interpreted in the Stratonovich sense according to the Wong–Zakai
theorem. Correcting the drift is not essential for the applicability of our methodology, it was done so that
the limiting equation (3.24) is somewhat simpler.
2Admittedly, this comparison is not completely fair, because the novel estimation scheme in this form relies on
more data than the maximum likelihood estimator, but we believe that these numbers nonetheless illustrate
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Figure 3.3.: Performance of novel procedure for both drift and diffusion coefficients in (3.25) as
a function of the final time t = nh with h = 0.001. The dashed lines denote the
true values.
estimated coarse-grained diffusion coefficient σˆ one finds that the scheme proposed here and
the quadratic variation estimator used in Section 2.3.1 yield similar results for small values
of t = nh and small subsampling rates δ, respectively, indicating that increasing t = nh here
has the same beneficial effect as subsampling does for the quadratic variation estimator. But
unlike the quadratic variation estimator, the estimator proposed here approaches the correct
value further and closely fluctuates around it when increasing nh further. This is a typical
behaviour for the estimator when applied to multiscale diffusion processes as we will see in the
forthcoming examples. Consequently, one finds that, unlike classical estimators, once the final
time t = nh is larger than a critical value, the estimator fluctuates closely around the true
value. We verify this observation rigorously in Section 3.4.
Consider as a second example h(x, y) = h(x) = Ax − Bx3 and σ(x) = √σa + σbx2, so that
the fast/slow system (3.23) reads
dXε =
(1
ε
Y ε
√
σa + σb(Xε)
2 + (A− σb)Xε −B(Xε)3
)
dt , (3.26a)
dY ε = − 1
ε2
Y ε dt+
√
2
ε
dVt , (3.26b)
and the coarse-grained model in (3.24) is given by the Landau–Stuart equation (see Section
3.3.1.2)
dX = (AX −BX3) dt+
√
2(σa + σbX2) dWt . (3.27)
A natural extension of the quadratic variation estimator to diffusion coefficients that depend
on multiple parameters is obtained by considering the standard quadratic variation relation
(2.10) for different time increments h. Provided that one considers a sufficient number of dif-
ferent increments, i.e. a sufficient number of estimating equations, one can define the quadratic
the potential of the methodology we propose.
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N σˆa σˆb
1 0.948301 0.251906
10 0.871561 0.390639
100 0.817719 0.480469
1000 0.806024 0.500243
(A) Classical Setting
N σˆa σˆb
1 0.056463 0.000000
10 0.039087 0.028682
100 0.040613 0.026214
1000 0.040363 0.026727
(B) Multiscale Setting
Table 3.1.: Quadratic variation estimator when fitting the Landau–Stuart SDE (3.27) to ob-
served data. For the results outlined in table (A) the observed data were obtained
from (3.27), i.e. the classical setting, whereas for the results in table (B) observa-
tions of the slow component (3.26a) of the fast/slow system (3.26) were used, i.e. the
multiscale setting. In both cases the true parameters are (σa, σb) = (0.81, 0.49) and
ε = 0.1 was used in the multiscale setting. The parameter N indicates the number
of independent Brownian paths that have been used to compute an average.
variation estimator by solving the resulting system. To illustrate that this approach can deal
with multiple parameters in the diffusion coefficient when no multiscale effects are present in
the data, we first use the quadratic variation estimator to estimate σa and σb in (3.27) based
on data that are also obtained from (3.27). This (single-scale) situation corresponds to the
classical case of parametric estimation and the quadratic variation estimator can indeed be
used to obtain accurate estimators σˆa and σˆb, as it is illustrated in Table 3.1(A). Therein the
obtained estimators σˆa and σˆb are presented for different values of N , where N indicates the
number of independent Brownian paths that have been used to compute an average to improve
the accuracy. The Landau–Stuart equation (3.27) was solved numerically on [0, T = 1000]
starting at X(0) = 0.5 with true parameters (A,B, σa, σb) = (1, 2, 0.81, 0.49). Apparently, the
quadratic variation estimator yields very accurate estimates in this setting. However, things
change when it is adopted in the presence of multiple time scales. In this multiscale setting we
wish to estimate the parameters σa and σb in the coarse-grained model (3.27) from observations
of the slow component (3.26a) of the fast/slow system (3.26). The same true parameters and
configuration (i.e. same number and length of time increments) of the quadratic variation esti-
mator as in the classical example without multiscale effects were used, since the it performed
well therein. Table 3.1(B) displays the obtained estimators σˆa and σˆb for different values of N
when the observations are obtained from (3.26) with scale separation ε = 0.1. Increasing N
yields quadratic variation estimators with minor fluctuations but both estimators are strongly
biased, as expected. Hence, an appropriate subsampling of the data would be required to re-
move the bias, but, once again the optimal subsampling rate is not known a priori and might
even be different for different parameters.
Conversely, we will use this example to illustrate that the parameters in a coarse-grained
model associated with a multiscale diffusion processes can be estimated accurately using the
proposed methodology, even though the coarse-grained model provides a far more involved
structure than the one of the previous example in addition to the multiscale structure of the
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Figure 3.4.: Performance of the novel estimators Aˆ, Bˆ, σˆa, and σˆb for the Landau–Stuart equa-
tion (3.27) as functions of the final time t = nh with h = 0.001. The true parame-
ters are (A,B, σa, σb) = (1, 2, 0.81, 0.49).
problem. Figure 3.4 depicts the performance of the estimation procedure based on observations
generated by the fast/slow system (3.26) with true parameters (A,B, σa, σb) = (1, 2, 0.81, 0.49)
and ε = 0.1 as a function of the final time t = nh. The true values are indicated by dashed
lines. The behaviour of the estimators is qualitatively similar with that in the previous example.
By increasing t = nh, the estimators approach the true values, respectively and fluctuate
closely around them after a critical final time. Consequently, all parameters can be estimated
accurately.
3.3.2.2. Brownian motion in a two-scale potential: A quadratic potential in one
dimension
Here we study the example that was originally used in [132] to illustrate the failure of classical
estimation schemes in the context of multiscale diffusion processes for the first time. More
precisely, we consider the first-order Langevin equation
dXε = −∇Vα
(
Xε,
Xε
ε
)
dt+
√
2σ dUt , (3.28)
which is a simple model to describe the movement of a Brownian particle in a two-scale potential
Vα subject to thermal noise; U being a standard Brownian motion. Here we consider the one-
dimensional problem (a two-dimensional example is treated in Section 3.3.2.3) and further
assume that the two-scale potential is given by a large scale as well as a fluctuating part:
Vα(x, y) = αV (x) + p(y). Based on these assumptions we can rewrite the Langevin equation as
dXε = −
(
αV ′(Xε) +
1
ε
p′
(
Xε
ε
))
dt+
√
2σ dUt .
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Figure 3.5.: Performance of the estimators Aˆ, Σˆ in (3.29) as functions of the final time t = nh
with h = 0.001.
When the fluctuating part p is sufficiently smooth and periodic with period L, the coarse-grained
model is given by
dX = −AV ′(X) dt+
√
2Σ dWt , (3.29)
where the coarse-grained coefficients are given by A = αL2/(Z+Z−) and Σ = σL2/(Z+Z−),
where Z± =
∫ L
0
e±p(y)/σ dy, see [132] for details. Here we consider V (x) = x2/2 and p(y) =
cos(y), so that (3.29) is the SDE of an Ornstein–Uhlenbeck process with
A =
α
I0(σ−1)2
and Σ =
σ
I0(σ−1)2
,
where I0(z) denotes the modified Bessel function of first kind [2, Ch. 9.6]. We note that both
the drift and the diffusion of the coarse-grained model depend on the diffusion σ of the original
fast/slow system. Figure 3.5 shows the performance of the estimation scheme when applied to
observations of the fast/slow system with (α, σ) = (1, 0.5) and ε = 0.1. As for the examples in
the previous section both estimators Aˆ and Σˆ are biased for small final times t = nh. Using
longer time series, i.e. increasing nh, reduces this bias and both estimators approach the true
values (dashed lines) respectively.
3.3.2.3. Brownian motion in a two-scale potential: A quadratic potential in two
dimensions
As a first example to illustrate that the proposed methodology can readily be extended to
multivariate processes, we consider here a generalisation of (3.28) in two dimensions
dXε = −∇V
(
Xε,
Xε
ε
;M
)
dt+
√
2σ dUt ,
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where V (·, ·;M) denotes again a two-scale potential with M being a set of parameters con-
trolling the drift and U denotes a standard two-dimensional Brownian motion. As with the
one-dimensional case, we assume that the two-scale potential V (·, ·;M) is given by a large
scale as well as a fluctuating part, with the fluctuating part being separable: V (x, y;M) =
V (x;M) + p1(y1) + p2(y2), with x, y ∈ R2 and y ≡ (y1, y2)T . Hence, the original system reads
dXε = −
(
∇V (Xε;M) + 1
ε
(
p′1
(
Xε1/ε
)
p′2
(
Xε2/ε
))) dt+√2σ dUt ,
with Xε(t) =
(
Xε1(t), X
ε
2(t)
)T ∈ R2. We take the large scale part to be a quadratic potential
V (x;M) =
1
2
xTMx ,
with M being symmetric and positive definite, so that the coarse-grained model is given by
dX = −KMX dt+
√
2σK dWt , (3.30)
for X(t) ∈ R2 with analytic expressions for K = diag(k1, k2); see [132]. With p1(y1) = cos(y1)
and p2(y2) = cos(y2)/2 we find
k1 =
1
I0(1/σ)2
and k2 =
1
I0(1/(2σ))2
,
where I0(z) denotes again the modified Bessel function of the first kind.
Since both identities in (3.3) have pendants for multivariate processes (see Appendix A or
[127, Ch. 4.2]), the methodology introduced here can be readily applied to estimate both the
drift matrix A := KM and the diffusion matrix Σ := 2σK in (3.30). The only difference
is that the system of equations corresponding to (3.6) and (3.8), respectively, is a matrix
equation in this case, and similar techniques to obtain the best approximation (both formally
and numerically) can be employed [134]. Figure 3.6 depicts the performance of the estimation
scheme when applied to observations of the fast/slow system with M =
(
2 2
2 3
)
, σ = 3/2, and
ε = 0.1. Figure 3.6(A) shows the estimated values of the four coarse-grained drift coefficients:
as for the one-dimensional examples, the estimators also appear to approach the target values
when increasing t = nh, yielding an accurate estimate of A ≡ ( A11 A12A21 A22 ) for t = nh sufficiently
large. The same behaviour when increasing t = nh is also observed for the estimated (diagonal)
coarse-grained diffusion coefficient Σ = 2σK, as it is shown in Figure 3.6(B). We note that
although the curves in Figure 3.6(B) show a minor gap for larger t = nh, the relative error is
less than 2% in both cases for t ≥ 0.75.
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Figure 3.6.: Performance of the estimators Aˆ and Σˆ in (3.30) as functions of the final time
t = nh with h = 0.001.
3.3.2.4. Eddy diffusivity for the Taylor–Green flow
In this example we use our estimator to estimate the eddy diffusivity (coarse-grained diffusion
coefficient) of a tracer particle moving in a two-dimensional cellular flow and subject to molec-
ular diffusion. This is a very well studied problem and it is known that the position of the
tracer particle converges, under the diffusive rescaling, to a Brownian motion with a diffusion
coefficient (covariance matrix) that can be calculated in terms of the solution of an appropri-
ate Poisson equation (see [119] or [133, Ch. 13] for example). The evolution equation for the
position of the tracer particle is
dZ = v(Z) dt+
√
2κ dUt ,
where v is a periodic divergence-free velocity field and κ denotes the small-scale diffusivity. In
the numerical simulations below we will take v to be the Taylor–Green flow, that is v = J∇ψTG
where J =
(
0 −1
1 0
)
and ψTG(u, v) = sin(u) sin(v). For the diffusive rescaling we set Xε(t) :=
εZ(t/ε2) and obtain the equation
dXε =
1
ε
v(Xε/ε) dt+
√
2κ dVt , (3.31)
where V denotes another standard Brownian motion. In the limit as ε tends to 0, Xε converges
weakly to a Brownian motion with diffusion tensor D, the eddy diffusivity. The goal here is to
obtain an estimator Dˆ of D using the proposed methodology. It is known that the off-diagonal
elements of the eddy diffusivity for the Taylor-Green flow vanish, and that the two diagonal
elements are equal, and our numerical experiments are consistent with these results. Figure 3.7
shows the performance of diagonal elements of Dˆ using (3.31) with ε = 0.1 and κ = 0.1. Even
though D is not known explicitly as a function of κ, it can be approximated accurately either
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Figure 3.7.: Performance of the estimated diagonal elements Dˆ11 and Dˆ22 of Dˆ as functions of
the final time t = nh.
by solving the Poisson equation using a spectral method or by performing a long time Monte
Carlo simulation [32]. In the aforementioned work the value d¯ = 0.342 has been reported as
an approximation of the diagonal elements. When a time step h = 10−3 is used, Figure 3.7(A)
shows that the estimators behave qualitatively in the same way as in the previous examples:
increasing t = nh drives the estimators towards limiting values. Noteworthy is that although
there are differences between these limiting values of the estimators and the target value d¯
(dashed horizontal line), the relative error is less than 7% in both cases for t = nh ≥ 0.5.
Moreover, the differences in 3.7(A) are mainly due to temporal discretisations and not due to
multiscale effects as can be verified with Figure 3.7(B) where the performance of the estimators
for the same experiment but with a smaller time step is shown.
3.3.2.5. Truncated Burgers equation
Another field of interesting applications originates from recent results on the derivation of
coarse-grained equations (also known as amplitude equations) for stochastic partial differential
equations (SPDEs) with quadratic nonlinearities [19,20]. In fact, this class of SPDEs arises in
many different applications, ranging from population biology [71] to fluid dynamics [138, 139].
Consider, for example, the stochastic Burgers equation in a small noise regime
duε =
(
(∂2x + 1)uε +
1
2
∂xuε
2 + ε2νuε
)
dt+ εQ dWt , (3.32)
for uε ≡ uε(t, x) on the domain [0, pi] equipped with appropriate boundary conditions. Therein
Q denotes the covariance operator, W space-time white noise, and 0 < ε 1. To study solu-
tions to (3.32) of O(ε) on time scales of O(1/ε2), i.e. ensuring that we are in the regime described
by amplitude equations, a diffusive rescaling is performed by defining vε via εvε(ε2t, ·) = uε(t, ·).
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Then vε solves a rescaled version of the stochastic Burgers equation
dvε =
( 1
ε2
(∂2x + 1)vε +
1
2ε
∂xvε
2 + νvε
)
dt+
1
ε
Q dWt
also on [0, pi] with Dirichlet boundary conditions. Under technical assumptions on the covariance
operator Q of the space-time white noise W , one can show (see [1] and references therein for
details) that the coefficients of the three-term truncated spectral representation of the solution
have to solve the following multiscale SDE
dXε =
(
νXε − 1
2ε
(
XεY ε1 + Y
ε
1 Y
ε
2
))
dt ,
dY ε1 =
(
νY ε1 −
3
ε2
Y ε1 −
1
2ε
(
2XεY ε2 − (Xε)2
))
dt+
q1
ε
dV 1t ,
dY ε2 =
(
νY ε2 −
8
ε2
Y ε2 +
3
2ε
XεY ε1
)
dt+
q2
ε
dV 2t ,
with V 1 and V 2 being independent standard Brownian motions. Therein the covariance oper-
ator Q is assumed to be such that noise acts only on the fast modes directly. More precisely,
let (ek)k≥1 and (λk)k≥1 be the normalised eigenfunctions and the corresponding eigenvalues of
the differential operator Aφ := −(∂2xφ + φ) with homogeneous Dirichlet boundary conditions,
that is ek(x) = sin(kx)
√
2/pi and λk = k2 − 1. It is assumed that (Qe1, e1)L2([0,pi]) = 0 so
that the noise does not act on e1 directly. In the multiscale SDE above we have also used the
notation q1 := (Qe2, e2)L2([0,pi]) and q2 := (Qe3, e3)L2([0,pi]). For the truncated system standard
homogenization theory applies and yields
dX =
(
AX −BX3) dt+√σa + σbX2 dWt (3.33)
as the coarse-grained model with true parameters
A = ν +
q1
2
396
+
q2
2
352
, B =
1
12
, σa =
q1
2q2
2
2112
, and σb =
q1
2
36
.
See [19] for details. Figure 3.8 shows the performance of the estimation scheme when applied
to observations of the three dimensional fast/slow system with ν = 1, (q1, q2) = (1, 1), and
ε = 0.1. Since the true values of the coarse-grained coefficients (dashed lines) are of different
orders for these particular choices, a semi-logarithmic scale is adopted for the sake of clarity.
The plots show qualitatively the same behaviour as in the previous examples when increasing
the final time t = nh and suggest that the estimation procedure yields accurate estimators.
Only the estimated value σˆa fluctuates around the true value. We note, however, that the true
value σa is very small (≈ 5 · 10−4) so that this coefficient has only marginal influence in the
complete diffusion function. Furthermore, recall that even the time-step (h = 10−3) in the
Euler–Maruyama discretisation is larger, so that the fluctuations are expected to be due to
discretisation errors. As a matter of fact, considering a finer discretisation (i.e. increasing m,n,
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Figure 3.8.: Performance of the estimators Aˆ, Bˆ, σˆa, and σˆb in (3.33) as functions of the final
time t = nh with h = 0.001.
and N) reduces the fluctuations (not shown here).
3.3.2.6. Fast chaotic noise
The introduced methodology is also applicable to a system of ordinary differential equations
(ODEs) where the stochastic noise is replaced by deterministic chaos. In particular, we will
consider an ODE driven by one of the components of an appropriately rescaled Lorenz system.
More precisely, consider as an example the following system
dXε
dt
= Xε − (Xε)3 + λ
ε
(
1 + (Xε)2ν
)
Y ε2 , (3.34a)
dY ε1
dt
=
10
ε2
(Y ε2 − Y ε1 ) , (3.34b)
dY ε2
dt
=
1
ε2
(
28Y ε1 − Y ε2 − Y ε1 Y ε3
)
, (3.34c)
dY ε3
dt
=
1
ε2
(
Y ε1 Y
ε
2 −
8
3
Y ε3
)
, (3.34d)
where the fast component Y ε ≡ (Y ε1 , Y ε2 , Y ε3 )T solves the Lorenz equation. In the sequel we
investigate two different couplings between the fast and the slow process by choosing ν ∈ {0, 1}.
According to [133, Ch. 11.7.2] (see also [58, Ex. 6.2]), when eliminating the fast chaotic
variable Y ε, the approximate dynamics for ν = 0 is given by
dX = A
(
X −X3) dt+√σ dWt , (3.35)
with A = 1 and the diffusion coefficient given in terms of the Green–Kubo formula
σ = 2λ2
∫ ∞
0
lim
T→∞
1
T
∫ T
0
Y ε=12 (s)Y
ε=1
2 (s+ t) ds dt . (3.36)
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Figure 3.9.: Performance of the estimation scheme applied to the deterministic system (3.34)
using λ = 2/45, ν = 0, and ε ∈ {10−3/2, 10−1}. The final time of the considered
time series is t = nh with h = 0.001 and the true coarse-grained drift parameter is
A = 1.
The convergence of the solution of (3.34a) to the solution of (3.35) can be justified rigorously
using the recent results from [121]. However, the above expression for σ is not useful practically:
not only does it not give an analytical value for σ, also using it to obtain σ numerically is
computationally expensive. Hence, it would be advantageous to use the methodology proposed
here and estimate the coarse-grained coefficients via observations of the complete (deterministic)
fast/slow system. To illustrate numerically that our estimation procedure can indeed deal
with this problem, we apply it to observations of the deterministic fast/slow system using
λ = 2/45 and ν = 0 to estimate both the drift and the diffusion coefficients. Since the system
is deterministic, classical solvers for ODEs may be employed. For example, depending on
the stiffness (i.e. on ε) of the system, either a fourth order Runge–Kutta scheme or a solver
based on numerical differentiation formula (NDF; see e.g. [151]) is used. Figure 3.9 depicts
the estimated values as functions of the final time t = nh for two different choices of the scale
separation ε ∈ {10−3/2, 10−1}. The value ε = 10−3/2 is the same with that used in [58], thus
allowing for direct comparisons to be made; we will return to this point shortly. The estimated
drift parameter Aˆ (Figure 3.9(A)) shows the typical behaviour we expect in the context of
multiscale diffusion processes for both values of ε. While the estimator is biased for small
values of t = nh, increasing t significantly reduces the bias so that the estimator approaches
the true value (dashed line). The estimators of the coarse-grained diffusion coefficient σˆ (Figure
3.9(B)) also approach a limiting value when increasing t, with minor fluctuations for both values
of ε. In both plots, one observes a performance difference of the estimators for different values
of ε. In fact, the more distinctive the scale separation between fast and slow components (i.e.
the smaller ε), the faster the estimators approach a limiting value.
For both drift and diffusion estimator the curves for different values of ε give slightly different
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limiting values
Aˆε ≈
0.984 , if ε = 10−10.998 , if ε = 10−3/2 and σˆε ≈
0.121 , if ε = 10−10.124 , if ε = 10−3/2
at time nh = 2. Hence for ε > 0 there exists an additional bias, which is the reason for the
observed difference in the estimators for different ε. On the other hand, one expects that as ε
decreases the estimators of the coarse-grained coefficients become more accurate, as one observes
here for the estimated drift Aˆ. Thus, σˆ is also expected to be more accurate as ε decreases.
Since no analytic formula for the diffusion coefficient exists, the estimator σˆ is compared with
alternative numerical approximations available in [58, Ex. 6.2 and Ill. 10.5]. In the numerical
experiments performed in this study the value ε = 10−3/2 was adopted giving a value of 0.126±
0.003 using Gaussian (second) moment approximations based on a modified Euler–Maruyama
discretisation of the coarse-grained model, and a value of 0.13±0.01 based on the heterogeneous
multiscale method (HMM) with a discretisation of the Green–Kubo formula for the coarse-
grained diffusion coefficient; see also [49] for more elaborated HMM based numerical schemes
applied to the Lorenz 96 model. We thus have a very good agreement of the result obtained
by the estimation proposed here with these previously reported values. It is worth to mention
that, unlike the procedure introduced here, the methods employed to determine the coarse-
grained diffusion coefficient in [58] assume that the coarse-grained drift parameter A is known.
While the HMM can easily be adapted to the case of an unknown drift parameter, it is not
straightforward to incorporate the unknown drift parameter in the estimation based on Gaussian
moment approximations. In any event, incorporating the drift estimation would yield an even
larger statistical error for these methods, while the results based on the presented methodology
show only minor fluctuations; see Figure 3.9.
Choosing ν = 1 in (3.34a) and adapting the procedure outlined in [133, Ch. 11.7.2], yields
the following coarse-grained model
dX =
(
AX +BX3 + CX5
)
dt+
√
σa + σbX2 + σcX4 dWt . (3.37)
The coarse-grained coefficients are now given by
A = 1 + σ , B = σ − 1 , C = 0 , σa = σ , σb = 2σ , σc = σ ,
with σ being as in (3.36). We apply our methodology again to observations of the deterministic
fast/slow system using λ = 2/45, ν = 1, and ε = 10−3/2 to estimate all six coarse-grained
coefficients. Figure 3.10 illustrates the estimated values of both drift and diffusion parameters as
functions of the final time t = nh. We observe the procedure’s typical behaviour in the context of
multiscale observations. In fact, for both drift (Figure 3.10(A)) and diffusion parameters (Figure
3.10(B)) the estimators approach the correct limiting values with only minor fluctuations when
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Figure 3.10.: Performance of the estimation scheme applied to the deterministic system (3.34)
using λ = 2/45, ν = 1, and ε = 10−3/2. The final time of the considered time
series is t = nh with h = 0.001.
increasing t = nh. Notice that, although we know theoretically that C = 0, we estimate C
nonetheless with the proposed scheme to illustrate that the novel scheme can correctly identify
the relevant parameters in a model that contains more parameters than necessary.
3.4. A first convergence result
Motivated by the numerical experiments carried out in Section 3.3.2, the purpose of this section
is twofold. Firstly, we wish study the proposed estimation procedure rigorously concerning the
influence of the multiscale effect in the observation. Secondly, we want to shed light on the
question of how to choose the terminal time t. For the latter point it will be key to quantify
the transition densities, not just the invariant law, of the underlying slow component Xε of
the multiscale system, which is typically only possible for rather simple systems. To this end
we will focus here only on the toy example that we already used in Section 2.3 and we will
come back to the general convergence analysis in Chapter 5. In Section 3.2.3 we already saw
that approximations of expectations and discrete time observations do not result in any erratic
behaviour. Therefore we will ignore these discretisations and approximations in what follows
and focus solely on the influence of ε.
Consider the multiscale system
dXε =
(1
ε
√
σY ε − θXε
)
dt , Xε(0) = ξ , (3.38a)
dY ε = − 1
ε2
Y ε dt+
√
2
ε
dVt , Y
ε(0) = η , (3.38b)
with θ, σ > 0 and 0 < ε  1, for which it is known that Xε solving (3.38a) converges weakly,
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as ε→ 0, in C([0, T ],R) to X solving
dX = −θX dt+
√
2σ dWt , X(0) = ξ . (3.39)
As before we use Xξ(t) to denote the solution of (3.39) at time t and started at ξ, i.e. Xξ(0) = ξ.
Analogously, we will use the notation Xεξ (t) and Y εη (t) to denote the solutions of (3.38) with
respect to their initial conditions, respectively.
Following the procedure presented in Section 3.2, one finds that the estimator for θ in (3.39)
relies on the identity
E
(
Xξ(t)
)−ξ = −θ ∫ t
0
E
(
Xξ(s)
)
ds ,
for any given deterministic initial condition ξ. Since we only seek one parameter, it suffices to
use only one initial condition, i.e. m = 1 in the definition of the best approximation in (3.6).
Consequently, the estimator of θ is given via
θˆ(t,Xξ) :=
ξ − E(Xξ(t))∫ t
0
E
(
Xξ(s)
)
ds
, (3.40)
where we used the notation θˆ(t,Xξ) to emphasise the dependency on both the time t and the
observation Xξ. Notice that θˆ(t,Xξ) = θ since we ignore all approximation errors. In a similar
way, it is possible to explicitly compute the estimator of σ in (3.39). In fact, here one relies on
E
((
Xξ(t)− ξ − θ
∫ t
0
Xξ(s) ds
)2)
= 2σt ,
which can be equivalently written as
E
(
Xξ(t)
2)−ξ2 + 2θ ∫ t
0
E
(
Xξ(s)
2) ds = 2σt ,
in view of Itô’s formula applied to x 7→ x2. The estimator of σ thus reads
σˆ(t,Xξ) :=
1
2t
(
E
(
Xξ(t)
2)−ξ2 + 2θˆ(t,Xξ)∫ t
0
E
(
Xξ(s)
2) ds) , (3.41)
which depends on the estimated value of θ. In the following we study the effect of using
multiscale observations of (3.38a) instead. Specifically, we will show that θˆ(t,Xεξ ) and σˆ(t,Xεξ )
converge to θ and σ, respectively, as ε → 0. Moreover, we investigate how the choice of t
influences the estimators in the case where ε > 0.
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3.4.1. Law of the multiscale system
To verify that (3.40) and (3.41) are indeed asymptotically unbiased estimators we have to study
the law of the solution to the multiscale system (3.38). Due to the simplicity of the toy model,
this can be done analytically in at least two obvious ways. The first approach relies on the
observation that the multiscale system (3.38) is of skew-product form in the sense that the fast
component Y ε solving (3.38b) is independent of the slow component Xε. Moreover, equation
(3.38b) is precisely an Ornstein–Uhlenbeck SDE, so that an explicit representation of Y ε and
its law is known. Substituting the explicit representation into equation (3.38a) one can infer
the distribution of Xε and compute the necessary moments. The second approach neglects the
skew-product structure instead it uses the fact that system (3.38) is a linear SDE, for which a
complete solution theory exists, see e.g. [92, Ch. 4.2] or [41, Ch. 3.2]. For compactness we use
the second approach here. Consider the general prototype for an n-dimensional linear system
of SDEs
dZ = A(t)Z dt+ C(t) dWt , Z(0) = Z0 ∈ Rn , (3.42)
with A ∈ C(R≥,Rn×n), C ∈ C(R≥,Rn×k), and W being a k-dimensional Brownian motion.
Then the following Lemma summarises properties of the solution to (3.42) that will be useful
in the sequel.
Lemma 3.4.1. The SDE (3.42) has a unique solution Z, which is given by
Z(t) = Φ(t, 0)X0 +
∫ t
0
Φ(t, u)C(u) dWu ,
with Φ(t, s) = φ(t)φ(s)−1, where φ(t) ∈ Rn×n is the unique and well-defined solution of the
differential equation φ˙ = Aφ, φ(0) = I. Moreover, if the initial condition Z0 is normally
distributed (or deterministic) and independent of σ(Ws : s ≥ 0), then the process Z is Gaussian.
In this case, Z is completely characterised by its expectation
E
(
Z(t)
)
= Φ(t, 0)E(Z0)
and its covariance
Cov
(
Z(s), Z(t)
)
= Φ(s, 0)
(
Var(Z0) +
∫ min(s,t)
0
Φ(0, u)C(u)C(u)TΦ(0, u)T du
)
Φ(t, 0)T .
In view of Lemma 3.4.1 the process (Xεξ , Y εη )T solving the multiscale system (3.38) is Gaussian,
provided that η is Gaussian (or deterministic) since ξ is deterministic. Moreover we find that
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the mean and the variance of the slow component Xεξ satisfying (3.38a) are then given by
E
(
Xεξ (t)
)
= e−θt ξ +
ε
√
σ
1− ε2θ
(
e−tθ− e−t/ε2
)
E(η) (3.43)
Var
(
Xεξ (t)
)
=
σ
θ
(
1
1 + θε2
− e
−2θt
(θε2 − 1)2 +
θε2 Var(η)
(θε2 − 1)2 e2θt
− 2θε
2
(
θε2 Var(η) + Var(η)− 2)
(θε2 − 1)2(1 + θε2) et(θ+1/ε2) +
θε2
(
Var(η)− 1)
(θε2 − 1)2 et/ε2
)
.
(3.44)
If the fast process Y ε solving equation (3.38b) is stationary, i.e. it is started from its invariant
measure so that η ∼ N (0, 1), then the formulae simplify to
E
(
Xεξ (t)
)
= e−θt ξ (3.45)
Var
(
Xεξ (t)
)
=
σ
θ
(
1
1 + θε2
+
e−2θt
θε2 − 1 −
2θε2 e−t(θ+1/ε
2)
θ2ε4 − 1
)
. (3.46)
Note that, when taking the limit of t→∞, (3.46) agrees with the corresponding second moment
of the invariant distribution used in the proof of Proposition 2.3.4.
3.4.2. Properties of the estimators based on multiscale observations
Now we are in a position to present the results for the estimators θˆ(t,Xεξ ) and σˆ(t,Xεξ ), so that
the numerical results of Section 3.3.2.1 are explained here. In fact, the following results can
be obtained by combining (3.43) and (3.44) with the explicit representation of θˆ(t,Xεξ ) and
σˆ(t,Xεξ ) in (3.40) and (3.41), respectively. Although the calculations are straightforward, they
are quite tedious and result in lengthy formulae so that we do not give them here. However, by
using a symbolic computer algebra system such as MapleTM, the following results are readily
verified (see Appendix C for a full Maple implementation).
Proposition 3.4.1. Let Xε be the solution of (3.38a) corresponding to the parameters θ, σ, ε >
0 in (3.38), where η is normally distributed or deterministic. Then the estimators defined in
(3.40) and (3.41) are asymptotically unbiased in the sense that
lim
ε→0
θˆ(t,Xεξ ) = θ and lim
ε→0
σˆ(t,Xεξ ) = σ ,
for any t > 0 and any ξ ∈ R.
Even though it is possible to compute the formulae for both estimators explicitly, we do not
give them here since they are quite lengthy (cf. Appendix C). If the fast process is stationary,
however, the situation simplifies significantly and we have the following representations.
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Corollary 3.4.1. Let Xε be the solution of (3.38a) corresponding to the parameters θ, σ, ε > 0
in (3.38). If the fast process is stationary, i.e. Y εη (0) = η ∼ N (0, 1), then the drift estimator
(3.40) satisfies
θˆ(t,Xεξ ) = θ ,
for any ξ ∈ R and any t > 0. Moreover, the estimator of the diffusion coefficient (3.40) can be
written as
σˆ(t,Xεξ ) = σ
(
1
1 + θε2
− 1− e
−t(θ+1/ε2)
t(1 + θε2)2
ε2
)
,
for any ξ ∈ R and any t > 0.
For the situation covered by Corollary 3.4.1, a truncated Taylor expansion of σˆ(Xεξ ; t) in ε
reveals
σˆ(Xεξ ; t) = σ − σ
(
θ +
1
t
)
ε2 +O(ε4) ,
which explains the necessity of t being sufficiently large for accurate estimates. In fact, for
0 < ε  1 the asymptotic expansion above suggests that t has to be at least of order ε to
obtain an error of order ε, while t of order one yields an error of order ε2.
3.5. Summary and open problems
In this chapter we have developed a numerical methodology for estimating multiple parameters
in a coarse-grained equation (in one or multiple dimensions) based on observation from an
associated multiscale (fast/slow) system. This problem is far from straightforward, not only due
to the multiscale effects present in the available data (cf. Section 2.3), but also due to difficulties
associated with estimating parameters when both the drift and the diffusion coefficients are
state dependent.
The approach developed here combines a number of different techniques. On the one hand,
the derivation of the estimators relies on simple identities based on the martingale property for
stochastic integrals and Itô’s isometry. On the other, we exploit our freedom in varying the
initial condition in combination with standard techniques from inverse problems to define the
parameter estimators via best approximation.
We demonstrated via a detailed numerical study that the proposed inference scheme provides
us with accurate estimates for parameters in both the drift and the diffusion coefficients in
systems with multiscale structure and state dependent noise. In fact, the proposed methodology
appears to be accurate and effective even when the stochastic noise in the system is replaced
by deterministic chaos. In view of these numerical results, the methodology developed in
this chapter represents a first step towards consistent and reliable data-driven coarse-graining
techniques.
While this feasibility study of the parameter estimation for multiscale diffusion processes and
the initial presentation of the estimation scheme is the main focus in this chapter, clearly many
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open problems and questions remain to be addressed. One such topic is the rigorous analysis
of the algorithm to investigate its asymptotic properties and to scrutinise its limitations. We
already gave a first convergence result in Section 3.4, but we will come back to this point in
a more general setting in Chapter 5. Another important topic is the estimation procedure’s
limitation concerning the observation design. In fact, in its current form the estimation proce-
dure only works for an ensemble of short trajectories and not for a design with only one long
time series. There are many applications, however, where only one long time series is available,
rather than several short ones. Overcoming this shortcoming and related issues will be treated
in the next chapter.
Aside from these theoretical and conceptual considerations, there are many interesting open
problems concerning the procedure’s efficiency improvement. A first starting-point could be
the usage of techniques with an accelerated convergence instead of the brute-force Monte Carlo
sampling to approximate the involved expectations, e.g. quasi Monte Carlo [126] or variance
reduction techniques [92, Ch. 16]. Also recent work on Multilevel Monte Carlo methods [56]
appears very appealing in this context, although care might have to be taken due to the nonlin-
ear nature of the underlying model SDE; cf. [74]. Furthermore, several questions arise naturally
within the presented framework of varying the initial condition to set up a system of equations:
How many initial conditions need to be considered? Where to locate the initial conditions:
equally spaced or distributed differently? How does the choice of the initial condition influ-
ence the accuracy of the estimator? In fact, preliminary numerical experiments suggest that
an alternative distribution of the initial conditions improves the accuracy (see also numerical
examples in the following chapters). Hence, an “optimal” distribution of the initial condition
is expected to reduce the computational cost further. We will leave these topics and related
issues for future work.
53

4. Extensions of the semiparametric procedure
4.1. Introduction
The semiparametric estimation procedure introduced in the previous chapter demonstrates how
to bypass the need to subsample data thereby enabling accurate inference for coarse-grained
models based on multiscale observations. This methodology is, however, only applicable for
observations where an ensemble of short trajectories for multiple initial conditions is available;
a design common in many computer-based simulations. In most real world experiments, such as
in molecular dynamics simulations, one typically has only access to a single long time series. The
goal of the present chapter is therefore to generalise and appropriately extend the methodology
developed in Chapter 3 so that it can used for an observation design where only one long time
series is available.
This chapter is organised as follows. In Section 4.2 we follow the general procedure of
Chapter 3 and present the necessary generalisations and extensions required for the case of an
observational design with a single time series. To demonstrate the effectiveness of the developed
methodology we apply it to a number of selected examples, which we discuss in Section 4.3.
Specifically, we use the estimation method to identify coarse-grained models for Brownian
motion in a two-scale potential (i.e. a stochastic multiscale systems), for a deterministic system
exhibiting chaos, for a Kac–Zwanzig model, and for a deterministic model for Brownian motion.
Finally, Section 4.4 offers a summary and discussion of the results.
4.2. Estimators for coarse-grained models
We outline here a generic methodology that can be used to estimate parameters in SDEs based
on a single trajectory of discrete time observations. For the sake of clarity, we first outline the
derivation of the estimator for the case where no multiscale effects are present. To this end
we derive an estimating equation in a continuous time setting, which will relate the unknown
parameters to statistical properties of the solution to the SDE and discuss how to obtain
parametric estimators from it. To obtain a functional relation between unknown parameters
and statistical properties of the model, in Section 4.2.1 we follow the principle ideas of the
methodology introduced in Chapter 3 and generalise it appropriately. Most of the examples we
are interested in are such that the coarse-grained model is one-dimensional, see Section 4.3, so
that we focus on the case of a scalar diffusion process here. It is, however, worthwhile to remark
that the our derivation can be readily extended to the multidimensional case. Moreover, we
55
CHAPTER 4. EXTENSIONS OF THE SEMIPARAMETRIC PROCEDURE
discuss modifications and discretisations to the continuous time estimating equation to account
for observations which are available in the from of a time series before discussing the coarse-
graining scenario.
4.2.1. Estimating equation
Consider the scalar-valued Itô SDE
dX = f(X) dt+
√
g(X) dWt , X(0) = ξ , (4.1)
on some finite time interval [0, T ], T > 0, with W denoting a standard one-dimensional Brow-
nian motion. We assume that both the drift function f and the diffusion function g are such
that equation (4.1) has a unique strong solution on [0, T ]; details are given in [84, 127]. Let us
denote by Xξ(t) the solution of equation (4.1) at time t started in ξ at time zero, i.e. Xξ(0) = ξ.
Moreover, denote by L the generator associated with (4.1), i.e. L := f d
dx
+ 1
2
g d
2
dx2
. Then, Itô’s
formula together with the martingale property of the stochastic integral implies that
E
(
φ
(
Xξ(t)
))− φ(ξ) = ∫ t
0
E
(
(Lφ)(Xξ(s))) ds , (4.2)
for any φ ∈ C2(R) and deterministic initial condition ξ.
Here we also follow a semiparametric approach for the parametrisation of equation (4.1). That
is, we assume that both f and g depend on an unknown parameter vector θ ≡ (θ1, . . . , θn)T ∈
Rn, n ∈ N, which we wish to determine from observations.1 Specifically, we consider
f(x) ≡ f(x; θ) :=
n∑
j=1
θjfj(x) and g(x) ≡ g(x; θ) :=
n∑
j=1
θjgj(x) , (4.3)
with some known functions fj and gj, 1 ≤ j ≤ n. For the numerical examples in Section 4.3
we will have that f and g are polynomials of some degree, so that fj and gj will be appropriate
monomials, respectively. After substituting (4.3) into (4.2) and rearranging terms, we arrive at
E
(
φ
(
Xξ(t)
))− φ(ξ) = n∑
j=1
θj
∫ t
0
E
(
(Ljφ)
(
Xξ(s)
))
ds , (4.4)
with Lj := fj ddx + 12gj d
2
dx2
. To write this estimating equation (4.4) in a more compact manner,
1Note that we use n here to denote the number of unknown parameters and not the number of discrete time
observations as we did in Chapter 3. In fact, here we will denote this number by N so that the approximation
of expectations in this chapter will also be controlled by N . Consequently, the notation used in this chapter
corresponds to the notation of Chapter 3 from this perspective.
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we define the following component functions for any time t ∈ [0, T ] and any function φ fixed:
bc(ξ) := E
(
φ
(
Xξ(t)
))− φ(ξ) ∈ R and ac(ξ) := (∫ t
0
E
(
(Ljφ)
(
Xξ(s)
))
ds
)
1≤j≤n
∈ Rn ,
which highlight the dependency on ξ. Using these definitions, equation (4.4) reduces to
ac(ξ)
T θ = bc(ξ) , (4.5)
which is underdetermined for n > 1. To make this identity useful nonetheless, we exploit the
fact that equation (4.5) is valid for any ξ; a technique that has already been used successfully
in the previous chapter. We now introduce the concept of trial points : as we work in an
observation framework where only one time series is available, we denote the point ξ as trial
point instead of initial condition to avoid confusion with the initial condition of the time series;
see also Section 4.2.2.1. By considering a finite sequence of trial points (ξi)1≤i≤m, we can
assemble a system of linear equations, solved by the parameter vector θ:
Aθ = b , (4.6)
where A :=
(
ac(ξi)
T
)
1≤i≤m ∈ Rm×n and right-hand side b :=
(
bc(ξi)
)
1≤i≤m ∈ Rm. Since this
linear system does not have to have a unique solution in general, we thus define the estimator
of θ based on A and b as the least squares solution of Aθ = b with minimum norm:
θˆ := arg min
x∈S
‖x‖22 , S :=
{
x ∈ Rn : ‖Ax− b‖22 = min
}
. (4.7)
At this point, we can still exploit the degree of freedom for choosing φ in equation (4.4) freely.
Motivated by the results presented in Chapter 3 where approximations of the first and second
moment provided very accurate estimates of θ, we use φ(x) := x+ x2 throughout this chapter.
In fact, the two-step estimation approach for θ presented in Chapter 3 can be recovered as a
special case of the procedure outlined here. Indeed, using φ(x) = x causes equation (4.4) to
degenerate to an equation not containing any parameters characterising the diffusion function g.
This then yields an estimator for the drift parameters only. After this first step, we substitute
the obtained estimators into the parametrisation of f . Repeating then the same steps with
the function φ(x) = x2 gives an estimator of the remaining parameters determining g and the
two-step scheme is completed.
Finally, we mention that the estimating equation used for the generalised method of moments
[63, 64] can be derived from equation (4.2) as a special case. To see this, we assume that the
process X is ergodic with invariant measure µ. Dividing both sides of the identity (4.2) by t
and taking the limit as t→∞ yields∫
(Lφ)(x)µ(dx) = 0 ,
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for any suitable function φ. After substituting a parametrisation such as as (4.3) into this
equation, one finds precisely the estimating equation that forms the starting point of the gener-
alised method of moments. One well known shortcoming of this method is, however, that this
estimating equation based on moments with respect to the invariant measure cannot be used
to estimate all parameters defining the SDE [86]. This is due to the fact that the invariant
measure of an SDE does not uniquely define the drift and diffusion functions which characterise
the SDE. Therefore the generalised method of moments has to be used jointly with another
estimation technique to make it useful in practise.
4.2.2. Modifications due to discrete time observations
Recall that we seek to determine an approximation of the parameter vector θ in equation (4.1)
with parametrisation (4.3), based on a trajectory of discrete time observations. That is, we have
access to N data XN :=
(
X(tk)
)
1≤k≤N with tk = (k − 1)h, where h = T/(N − 1). A constant
sampling rate h is assumed here merely for simplicity, alternative temporal discretisations can
be handled accordingly. To apply the methodology outlined above, we have to carry out two
essential modifications to the purely continuous framework (4.4). Firstly, we have to estimate
the conditional expectations of the form E
(
ϕ
(
Xξ(τ)
))
based on XN . Secondly, we have to
replace the temporal integrals with discrete versions. A detailed algorithmic description of the
estimation procedure for discrete time observations based on these modifications is presented
in Section 4.2.2.3.
4.2.2.1. Estimating the conditional expectations
Throughout the estimation procedure, we have to approximate conditional expectations of the
form E
(
ϕ
(
Xξ(τ)
))
for multiple values of the trial point ξ. The available time series XN provides,
however, only one initial condition which we cannot influence nor manipulate; thus the necessity
to distinguish between trial point and initial condition. A way out of this predicament is possible
when the time series (i.e. the discrete time process) is stationary and sufficiently mixing (see
Chapter 5 for more details) so that
Cov
(
Xε(t), Xε(t+ kh)
) ≤ Cρk ,
for some finite C > 0 and ρ ∈ [0, 1[, which we will assume from now on; see e.g. [22, 48]
for further details. Related conditions on the covariance as a function of the lag k have also
been used in other works on parametric inference for diffusion processes; see [10] for instance.
Intuition in this case then suggests to sequentially search the time series XN for the value of the
trial point ξ and then to approximate the expectation by averaging over ϕ applied to the values
τ time units after the occurrences of ξ in XN . A technique which makes this approximation idea
precise is the class of so-called local polynomial kernel regression estimators [48]. Recall that
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the sampling time of the time series XN is h. For a shift by τ > 0 time units to be well-defined,
we require that τ = lh, for some l ∈ {1, 2, . . . , N−1} and for such a τ we set Nτ = N−τ/h ∈ N.
Then the simplest regression estimator (locally constant) yields the approximation
E
(
ϕ
(
Xξ(τ)
))∣∣∣
τ=lh
≈
∑Nτ
k=1 ϕ
(
X(tk+l)
)
K
(
X(tk)−ξ
κNτ
)
∑Nτ
k=1K
(
X(tk)−ξ
κNτ
) , (4.8)
which is also known as the Nadaraya–Watson estimator [124, 164]. Therein K is an appropri-
ately chosen kernel, and 0 < κNτ denotes the bandwidth which decays to zero as Nτ → 0 at a
rate depending on the type of convergence in equation (4.8); details are given in [22]. Through-
out this chapter we select the Gaussian kernel K(x) := exp (−x2/2)/√2pi for convenience, but
we remark that this choice is not crucial.
Upon defining wNτ ,k(ξ) := K
(
(X(tk)− ξ)/κNτ
)
/
∑Nτ
k=1K
(
(X(tk)− ξ)/κNτ
)
, one can rewrite
the regression estimator, i.e. the right-hand side in equation (4.8), as
∑Nτ
k=1wNτ ,i(ξ)ϕ
(
X(tk+l)
)
.
That is, the regression estimator is given as a weighted average with non-identical weights
wNτ ,k(ξ). Let us finally note that if the trial point ξ is such that the denominator of the
regression estimator in equation (4.8) is zero (roughly speaking this happens if ξ is not in
the support of the stationary density of XN), then we set wNτ ,k(ξ) = 1/Nτ instead for well-
posedness (see also Section 4.2.2.3 below). However, one should ensure that this event is avoided
by selecting the trial points appropriately, otherwise the estimator’s approximation accuracy
would deteriorate due to incorporating unfeasible information. We will discuss an approach for
the trial point selection in Section 4.3.
4.2.2.2. Temporal integrals
The integrands of the temporal integrals in equation (4.4) are precisely the conditional expec-
tations discussed above. Let u(s) := E
(
ϕ
(
Xξ(s)
))
be such an expectation for a fixed trial point
ξ and function ϕ. To replace the temporal integral of u over [0, t] by a discrete version in (4.4),
we use the composite trapezoidal rule with nh equally spaced (nh = t/h) subdivisions:
∫ t
0
u(s) ds ≈ h
2
(
u(0) + u(t) + 2
nh−1∑
l=1
u(lh)
)
. (4.9)
The choice of an equally spaced subdivision of [0, t] where the division length coincides with the
sampling rate h of the available time series XN is made for reasons of a consistent discretisation.
In fact, it ensures that the time points τ , say, at which the integrand u is evaluated, is an integer
multiple of h so that the shifts by τ time units in the regression estimator (4.8) are well-defined.
Other time discretisations, which are consistent in this sense, are of course possible. Finally, we
mention that the use of trapezoidal rule (4.9) is again motivated by the fact that the integrands
u are replaced by the regression estimators (4.8) in practise, for which we cannot expect to
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Algorithm 4.1 Algorithmic description of the introduced estimation procedure.
Require: 0 < t such that t/h ∈ N, 0 < h, Ξ ∈ Rm, and XN ∈ RN
1: l← t
h
2: for i = 1 to m do
3: ξ ← Ξi
4: for j = 1 to n do
5: uj,0 ← fj(ξ)(1 + 2ξ) + gj(ξ)
6: end for
7: for k = 1 to l do
8: X ← XN(1 : N − k)
9: Y ← XN(1 + k : N)
10: for j = 1 to n do
11: uj,k ← nwe
(
X, fj(Y )(1 + 2Y ) + gj(Y ), ξ
)
12: end for
13: end for
14: X ← XN(1 : N − l)
15: Y ← XN(1 + l : N)
16: bi ← nwe
(
X, Y + Y 2, ξ
)− (ξ + ξ2)
17: for j = 1 to n do
18: Ai,j ← h2
(
uj,0 + uj,l + 2
∑l−1
k=1 uj,k
)
19: end for
20: end for
21: θ ← A+b
22: return θ
provide sufficient smoothness. Under these conditions the trapezoidal rule is advantageous over
higher order methods [36].
4.2.2.3. An algorithmic description for discrete time observations
To illustrate how the combination of these approximations can be used to apply the developed
methodology to discrete time observations, we present a detailed pseudocode in Algorithm 4.1.
Therein we assume that a parametrisation for both drift function and diffusion function has
been fixed by choosing fj and gj in equation (4.3), for 1 ≤ j ≤ n. Moreover, recall that
φ(x) = x + x2 is fixed. The input arguments of Algorithm 4.1 are the time series XN of N
discrete time observations corresponding to a constant sampling rate h, the m trial points Ξ,
and the time t controlling the temporal integration in (4.4), which is assumed to be an integer
multiple of h. We note that we use the colon notation [59, Ch. 1.1.8] in lines 8, 9 and 14, 15
to select several components of a vector at once, so that we can suppress additional iteration
details. Similarly, the application of a function defined on R to a vector (such as in lines 11 and
16) is understood componentwise. We emphasise also that the statement θ ← A+b in line 21
is merely meant as a formal notation for computing the least squares solution of Aθ = b with
minimum norm. In fact, in this work we use a QR factorisation with column pivoting to solve
the least squares problem but other choices are possible, typically depending on the rank of A;
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Algorithm 4.2 Pseudocode of the nwe procedure used in Algorithm 4.1 to approximate con-
ditional expectations via the Nadaraya–Watson estimator.
Require: X, Y ∈ RM and ξ ∈ R
1: κ← arg minδ>0
(
1
δM2
√
2
∑M
i,j=1K
(Xi−Xj
δ
√
2
)− 2
M(M−1)
∑M
i=1
∑
i 6=jK
(Xi−Xj
δ
))
2: if
∑M
i=1K
(
Xi−ξ
κ
)
= 0 then
3: u← 1
M
∑M
i=1 Yi
4: else
5: u←
∑M
i=1 YiK
(
Xi−ξ
κ
)
∑M
i=1K
(
Xi−ξ
κ
)
6: end if
7: return u
see, e.g., [59, Ch. 5]. Furthermore, the procedure nwe (called in lines 11 and 16) implements
the Nadaraya–Watson estimator (4.8) for the approximation of conditional expectations and
its detailed pseudocode is given in Algorithm 4.2. Its input arguments are two lists X, Y of
the same length as well as the trial point ξ and the algorithm returns an approximation of
E(Y |X = ξ). In the pseudocode presented here, we use the least squares cross validation for a
data-driven bandwidth selection (line 1). We mention, however, that this selection technique
is used here merely for the sake of a compact notation and several other methods can be used
alternatively [94, Ch. 8.5]. For the numerical examples discussed in Section 4.3 we tried different
bandwidth selection methods (not shown) but did not observe any significant differences. We
also note that there exist efficient computational strategies to evaluate the term in brackets in
line 1 of Algorithm 4.2 via fast Fourier transform related approaches.
4.2.3. Estimators for coarse-grained models of multiscale systems
A central goal of this study is to identify a coarse-grained model based on observations of a
multiscale system. Specifically, we consider the prototypical multiscale system introduced in
Section 2.2, i.e.
dXε =
(
1
ε
f0(X
ε, Y ε) + f1(X
ε, Y ε)
)
dt+ α0(X
ε, Y ε) dUt + α1(X
ε, Y ε) dVt , (4.10a)
dY ε =
(
1
ε2
g0(X
ε, Y ε) +
1
ε
g1(X
ε, Y ε)
)
dt+
1
ε
β(Xε, Y ε) dVt , (4.10b)
equipped with appropriate initial conditions on the time interval [0, T ], where U and V denote
independent Brownian motions, and ε > 0 is a small parameter controlling the scale separation.
Here we assume that dim (X ) = 1 while dim (Y) is arbitrary, so that the coarse-grained model
dX = f(X) dt+
√
g(X) dWt , (4.11)
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is also one-dimensional, withW denoting a standard one-dimensional Brownian motion. In fact,
using results from homogenization theory one can rigorously show that the process Xε solving
(4.10a) converges weakly in C([0, T ],X ) to the process X solving (4.11) as ε → 0, provided
that the fast process Y ε is ergodic and the centering condition is satisfied; recall Section 2.2
and the references therein.
Our data-driven coarse-graining strategy is to use the available observations of Xε solving
(4.10a) with 0 < ε and estimate both f and g in (4.11). We will use exactly the same estima-
tion methodology as derived in Section 4.2.1 also in this coarse-graining approach, despite the
apparent model misspecification: fitting model (4.11) to observation from (4.10a) which are not
consistent with model (4.11). Parametric inference for misspecified models in the absence of
multiscale effects have been studied, e.g. in [105, Ch. 2.6]. For the data-driven coarse-graining
problems we are interested in, we expect, however, that the model misspecification is small,
i.e. if ε  1, due to the convergence of Xε to X. Finally, our motivation to resort for this
setting to the estimation methodology as derived in Section 4.2.1 stems precisely from the re-
sults in Chapter 3, where the related scheme demonstrated to be able to accurately estimate
the coarse-grained model from observations of the multiscale system. This favourable property
agrees with our intuition that the estimated model should be close to the coarse-grained model
if the model misspecification is small.
Specifically, in this multiscale setting we have access to N discrete time observations of
equation (4.10a), that is XεN :=
(
Xε(tk)
)
1≤k≤N with tk = (k−1)h, where h = T/(N−1). Based
on the semiparametric parametrisation (4.3) for both functions f and g, respectively, in the
coarse-grained model (4.11), the multiscale time series XεN is used to assemble the corresponding
matrix Aε and right-hand side bε in equation (4.6). The estimated parameter vector of the
coarse-grained model based on the multiscale data XεN is then given as the least squares solution
of Aεθ = bε with minimum norm accordingly. We denote the estimated parameter vector by
θˆε to emphasise the dependency on the multiscale observations XεN . It is also worthwhile to
reiterate that the estimation procedure is solely derived from the coarse-grained model (4.11).
That is, the procedure does not incorporate any knowledge of the corresponding multiscale
system (4.10), also the value of ε is unknown. In other words, one can view the available time
series XεN as obtained purely from a “black box” model, which is close to the coarse-grained
model (4.11) provided that ε 1.
4.3. Numerical experiments
In this section we apply the proposed estimation procedure to several examples. We focus
here on the inference problem for coarse-grained models based on multiscale observations, for
which classical estimators are expected to fail. In Section 4.3.1 we first investigate a stochastic
multiscale system, namely Brownian motion in a two-scale potential. The remaining examples
are deterministic multiscale systems, for which we seek to identify a coarse-grained stochastic
62
4.3. NUMERICAL EXPERIMENTS
model from a time series. Specifically, we estimate parameters in a coarse-grained model for
a deterministic system exhibiting fast temporal chaos (Section 4.3.1), in a low-dimensional
approximation of a large Hamiltonian system (Section 4.3.3), and in an Ornstein–Uhlenbeck
process constructed in a purely deterministic setting (Section 4.3.4). To verify the accuracy
of the estimated parameters in the coarse-grained models, we compare the obtained estimates
with theoretically available ones. We will also address numerically the question of selecting t
in (4.4), in order to uniquely define the estimation procedure of Section 4.2. To emphasise the
dependency of the estimated parameter vector based on multiscale data θˆε also on t, we use
θˆε ≡ θˆεt . To assemble the linear system (4.6) we use m = 54 trial points, which are selected
a priori for each example in such a way that they cover most of the range of the time series
XεN . Specifically, we identify the region for ξ by defining aN := (1− ν) min(XεN) + ν max(XεN)
and bN := ν min(XεN) + (1 − ν) max(XεN), for 0 < ν < 1/2. Furthermore, let η1, η2, . . . , ηm be
an independent and identically distributed sequence of random variables following a standard
normal distribution. Then we set lm := min1≤i≤m(ηi) as well as rm := max1≤i≤m(ηi) and select
the trial points as follows
ξi :=
aN − bN
lm − rm ηi +
lmbN − rmaN
lm − rm , 1 ≤ i ≤ m ,
which are then fixed throughout the numerical experiment. This procedure worked well for the
examples that follow where we used ν = 0.2, but other approaches, such as resampling methods
(e.g. via bootstrapping), are possible as well. Finally, we note that we set the estimation
procedure’s defining parameters m, T , and h in such a way that their approximation errors are
negligible compared to the scale separation ε. This is done to focus solely on the estimator’s
performance under the presence of multiscale effects in the observations.
4.3.1. Brownian particle in a two-scale potential
Let us begin with the example that we already used in Section 3.3.2.2 and which is borrowed
from [132]. That is, we consider
dXε = − d
dx
V
(
Xε,
Xε
ε
)
dt+
√
2σ dWt ,
which models the position of a Brownian particle moving in a two-scale potential V and being
affected by thermal noise. The two-scale potential is given by a large scale part Vα superimposed
with a fluctuating part p: V (x, y) = Vα(x) + p(y). Under this assumption, the multiscale SDE
can be written as
dXε = −
(
V ′α(X
ε) +
1
ε
p′
(
Xε
ε
))
dt+
√
2σ dWt . (4.12)
To see that the multiscale system (4.12) is indeed of the prototypical form used in Section 4.2.3,
we introduce the auxiliary variable Y ε := Xε/ε. Rewriting (4.12) as a system in both Xε and
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Figure 4.1.: Relative error of the estimated parameter vector θˆεt for (4.13) based on observations
of (4.12) with α = 2, σ = 1, and ε = 10−1.
Y ε, yields a system of the form (4.10).
As in Section 3.3.2.2, we set the large scale part to be quadratic, i.e. Vα(x) = αx2/2, and the
fluctuating part to be p(y) = cos (y). Then, as ε → 0, Xε solving (4.12) converges weakly in
C([0, T ],R) to the solution of the coarse-grained equation
dX = −AX dt+
√
2Σ dWt , (4.13)
with A = α/I0(σ−1)
2 and Σ = σ/I0(σ−1)
2, where I0 again denoting the modified Bessel function
of first kind (see Section 3.3.2.2 for details).
To estimate the n = 2 parameters in (4.13), we choose the functions in the drift and diffusion
parametrisation (4.3) as f1(x) = x, f2(x) = 0 = g1(x), and g2(x) = 2, with true parameter
vector θ = (−A,Σ)T . The estimate of θ is then based on a time series on [0, T = 1000] of
the multiscale system (4.12) with α = 2, σ = 1, and ε = 0.1. The time series was obtained
by numerically integrating (4.12) via the Euler–Maruyama method with step size h = 0.001
and initial condition Xε(0) = 0. Figure 4.1 shows the relative error of the estimated parameter
vector θˆεt as a function of t. One observes that while very small values of t result in large relative
errors, increasing t reduces the error significantly. In fact, for t = 1 we find a relative error
of 10% and for even larger values of t the relative error drops further significantly below 5%.
For t ≥ 3 (not shown here) the relative error starts fluctuating around 4% due to discretisation
errors. In fact, the relative error remains of O(ε) as we will see in Chapter 5. Consequently,
it is possible to obtain very accurate estimates of the parameters in the coarse-grained model
(4.13) based on observations of the multiscale system (4.12), once t is sufficiently large. In
fact, Figure 4.1 suggests to choose t of O(1) for an relative error of O(ε). Notice that this
observation is in agreement with the theoretical results presented in Section 3.4.
We proceed by numerically studying the bias and the variance of the estimation procedure for
a fixed time t as functions of the length of the time interval T . To this end we use M indepen-
dent Brownian motions in equation (4.12) to generate an ensemble of independent trajectories
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Figure 4.2.: Bias and variance of the estimation procedure as functions of T for t ∈ {0.05, 0.5}.
Expectations were approximated as described in the text.
Xε1 , X
ε
2 , . . . , X
ε
M , each on the time interval [0, T ]. Applying the estimation procedure to every
such time series Xεk yields an estimated value, which we denote by θˆt(Xεk, T ) to emphasise the
dependency on the k-th time series and on the final time T . Using these estimated values we
approximate expectations by ensemble averages to define the bias and variance. Specifically,
let ETM(θˆεt ) :=
1
M
∑M
k=1 θˆt(X
ε
k, T ) be the average of these estimated values. Then we use
bias(θˆεt , T ) :=
∥∥ETM(θˆεt )− θ∥∥2 ≈ ∥∥E(θˆt(Xε, T ))− θ∥∥2 ,
to quantify the (absolute) bias and as a measure of the variance we use
Var(θˆεt , T ) :=
1
M − 1
n∑
i=1
M∑
k=1
(
ei ·
(
θˆt(X
ε
k, T )− ETM(θˆεt )
))2 ≈ n∑
i=1
Var
(
ei · θˆt(Xε, T )
)
,
with ei, 1 ≤ i ≤ n, denoting the canonical basis vectors of Rn. In other words Var(θˆεt , T ) is
simply an approximation of the trace of the covariance matrix. Figure 4.2 shows the behaviour
of the estimation procedure’s bias and variance as functions of T using M = 100 indepen-
dent Brownian motions for t ∈ {0.05, 0.5}. One observes that the variance Var(θˆεt , T ) (Figure
4.2(B)) decreases to zero as T increases, with slightly different rates for the different values of t.
Conversely, the bias approximation bias(θˆεt , T ) (Figure 4.2(A)) starts to decrease by increasing
T for both values of t, however, after some value of T , the bias approaches a limiting value
of approximately 0.15 for t = 0.05 and fluctuates around 0.04 for t = 0.5. This fluctuation
persists even for T > 1000 (not shown here) and are mainly due to the error induced by ap-
proximating an expectation via an ensemble average of size M = 100, which becomes visible
in this logarithmic scaling. The fact that the bias approaches a non-zero limiting value is not
surprising (and in fact in agreement with the theoretical results of Chapter 5), as one expects
that the estimated value approaches the true value θ, as T → ∞, plus an O(ε) error due to
the multiscale effects in the data Xε. Furthermore, we note that both values of t correspond
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to estimated values in Figure 4.1 which have a considerable relative error, where the relative
error for t = 0.5 is significantly smaller than the one for t = 0.05, hence explaining the different
limiting values in Figure4.2(A) as the constant of the O(ε) error is t dependent.
4.3.2. Fast deterministic chaos
Next, we reuse the example of Section 3.3.2.6, which is also commonly used as a deterministic
climate toy model [122]. That is, our aim is to obtain a stochastic coarse-grained model from
observations of the following system of ODEs
dXε
dt
= α
(
Xε − (Xε)3)+ λ
ε
Y ε2 , (4.14a)
dY ε1
dt
=
10
ε2
(Y ε2 − Y ε1 ) , (4.14b)
dY ε2
dt
=
1
ε2
(28Y ε1 − Y ε2 − Y ε1 Y ε3 ) , (4.14c)
dY ε3
dt
=
1
ε2
(
Y ε1 Y
ε
2 −
8
3
Y ε3
)
, (4.14d)
where the fast process Y ε ≡ (Y ε1 , Y ε2 , Y ε3 )T is given as the solution to the time rescaled Lorenz
equation. We reiterate that, as ε → 0, the slow component Xε of equation (4.14) converges
weakly in C([0, T ],R) to X, which is the solution of
dX = A
(
X −X3) dt+√σ dWt , (4.15)
with true values A = α and σ given through the Green–Kubo formula:
σ = 2λ2
∫ ∞
0
lim
T→∞
1
T
∫ T
0
Y ε=12 (s)Y
ε=1
2 (s+ t) ds dt . (4.16)
To compute a value for σ directly from equation (4.16) is obviously very challenging, as we
have emphasised earlier, so that the parametric estimation problem of σ from observations of
equation (4.14a) arises naturally for this model.
To estimate both the drift coefficient A and the diffusion coefficient σ (i.e. n = 2) in equation
(4.15), a self-evident choice for the functions in equation (4.3) is f1(x) = x − x3, f2(x) = 0 =
g1(x), and g2(x) = 1, where the true parameter vector is θ = (A, σ)T . To generate the time
series we numerically integrate the multiscale system of ODEs (4.14) with α = 1/3, λ = 2/45,
and ε = 0.1 on [0, T = 5000] with initial conditions Xε(0) = 1, Y ε(0) = (1, 1, 1)T . For these
parameter choices (mainly the value of ε) the ODE system (4.14a) is only moderately stiff and we
thus adopt a fourth order Runge–Kutta scheme with step size h = 0.001 for the computations.
Since there is no exact value for σ in equation (4.15) available, we cannot compute the relative
error of the estimated parameter vector θˆεt . Instead Figure 4.3 illustrates both estimated values
Aˆ and σˆ as functions of t directly. One finds that the estimated drift parameter Aˆ is strongly
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Figure 4.3.: Parameter estimates Aˆ (+) and σˆ (×) for (4.15) based on observations Xε of (4.14)
with α = 1/3, λ = 2/45, and ε = 10−1.
biased for very small values of t. Increasing t reduces the bias significantly and the estimated
value approaches the true value (dashed line), only with minor fluctuations. In fact, the relative
error is smaller than 6% for t ≥ 0.5. The estimated diffusion coefficient σˆ shows qualitatively the
same behaviour. Specifically, by increasing t the estimated value seems to approach a limiting
value. In fact, averaging over the obtained estimated values for t ≥ 0.5 (i.e. the region for which
Aˆ is accurate), one finds σˆ ≈ 0.113 with minor fluctuations (standard deviation ≈ 0.002). This
value of σˆ is in very good agreement with those reported in the literature [58, 97] (see also
Section 3.3.2.6), albeit marginally smaller. In fact, the relative error between the obtained
value here and the value reported in Chapter 3 (for ε = 10−1) is around 6%.
4.3.3. Large Hamiltonian systems: A simple Kac–Zwanzig model
Here we consider the case where one distinguished particle, with coordinate QM and momentum
PM , moves in an one-dimensional potential V and interacts with M ∈ N heat bath particles.
Let the heat bath particles be described by coordinates q ≡ (q1, . . . , qM)T ∈ RM and momenta
p ≡ (p1, . . . , pM)T ∈ RM . Specifically, we are interested in Kac–Zwanzig models described by
the Hamiltonian
H(PM , QM , p, q) :=
1
2
PM
2 + V (QM) +
1
2
M∑
j=1
pj
2
mj
+
1
2
M∑
j=1
kj(qj −QM)2 .
That is, the j-th heat bath particle with mass mj acts on the distinguished particle as a linear
spring with stiffness constant kj. The interaction with the bath is governed by the following
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2(M + 1)-dimensional system of ODEs
dQM
dt
= PM ,
dPM
dt
=
M∑
j=1
kj(qj −QM)− V ′(QM) , (4.17a)
dqj
dt
=
pj
mj
,
dpj
dt
= −kj(qj −QM) , j = 1, . . . ,M . (4.17b)
The initial condition for this system are QM(0) = Q0, PM(0) = P0, qj(0) = qj,0, and pj(0) = pj,0.
Provided that the initial conditions for the heat bath particles are in equilibrium, it is possible
to derive a coarse-grained model for the distinguished particle; see e.g. [100, 101] and the
references therein for details. That is, we assume that the 2M -dimensional vector of heat
bath initial conditions (positions and momenta) is randomly distributed according to a Gibbs
distribution with density proportional to exp(−βH), conditioned on (Q0, P0). Here β > 0
denotes the inverse temperature.
The precise form of the coarse-grained model depends mainly on the chosen values for the
spring constants kj and the particles’ mass mj, 1 ≤ j ≤ M . Here we borrow Example 7.3
from [58]. Let α ∈ (0, 1) and define ωj = Mαηj, where (ηj)1≤j≤M is an identically and in-
dependently distributed sequence of random variables with η1 ∼ U(0, 1). Moreover, we set
kj = 2αM
α/
(
pi(α2 + ωj
2)M
)
and mj = kj/ωj2. Then, as M →∞, the process QM solving the
full model (4.17) converges weakly in C2([0, T ];R) to the process Q which solves
dQ
dt
= P , (4.18a)
dP
dt
= S − V ′(Q) , (4.18b)
dS = (µS − P ) dt+
√
2σ dW . (4.18c)
Consequently, the full 2(M + 1)-dimensional Hamiltonian system (4.17) reduces to a 3-dimensional
stochastic system. Therein the auxiliary variable S embodies the memory effects due to the
heat bath interactions. The limiting parameters in the coarse-grained model (4.18) are given
by µ = −α and σ = α/β, where we recall that β is the inverse temperature.
The goal now is to estimate µ and σ in (4.18c) from observations in form of a single time
series of (QM , PM). Although the coarse-grained model (4.18) is three-dimensional, we can use
a slightly modified procedure of the one derived in Section 4.2 for one-dimensional models, since
we are concerned with identifying parameters in only one of the equations in (4.18), namely in
(4.18c). Using Itô’s formula for (4.18) with the function φ(s) = s+ s2, which only depends on
s, we find
E
(
φ
(
Sξ(t)
))− φ(ξ) + ∫ t
0
E
(
PP0(τ)φ
′(Sξ(τ))) dτ = ∫ t
0
E
(
(L0φ)
(
Sξ(τ)
))
dτ ,
with (L0ϕ)(s) := µs ddsϕ(s) + σ d
2
ds2
ϕ(s) and where PP0 denotes the solution to (4.18b) with
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initial condition P0. This is an estimating equation like (4.4) and we thus only have to modify
the definition of the term bc in (4.5) to account for the dependency of (4.18c) on the process
P (the integral term on the left-hand side above). The rest of the procedure follows as in
Section 4.2. In fact, we select the functions in parametrisation (4.3) with n = 2 as f1(x) = x,
f2(x) = 0 = g1(x), and g2(x) = 2, where the true parameter vector is θ = (µ, σ)T .
It is important to stress that we wish to estimate µ and σ in (4.18c), but that we do not
observe the process S directly: unlike for Q and P where we observe QM and PM which
converge to Q and P , respectively, we do not have access to such a process for S. We only
have observations of (QM , PM) from the full Hamiltonian system (4.17) with sampling time
h. In the absence of model misspecification (i.e., when observing Q,P directly and not just
QM , PM instead), this problem is typically associated to hidden Markov model techniques as S is
unobserved (i.e. hidden); see e.g. [27]. Here we consider a simple approximation to reconstruct
the unobserved process S, which we will need in the estimation procedure. To this end we use
the observations we have in (4.18b) with a first order finite difference approximation:
SM(t) :=
PM(t+ h)− PM(t)
h
+ V ′
(
QM(t)
)
.
We remark that, in principle, one can apply the methodology even if only QM is observed
but not PM . In that case one has to use both equation (4.18a) and equation (4.18b) with
finite difference approximations to obtain suitable approximations of P and S. These finite
difference approximation ideas have also been used in [100] within a customised maximum
likelihood framework for the Kac–Zwanzig model. However, in their study the authors had to
chose h sufficiently large as otherwise the parameter estimation performed poorly due to the
presence of multiscale effects. Here we are not subject to such a condition.
For the numerical example we consider the case where the distinguished particle moves in a
quartic potential, i.e. V (x) = −x2/2 + x4/4. Moreover, we use M = 5000 heat bath particles
and set α = 1/2 and β = 1 to characterise the distribution of their initial condition. To obtain a
time series for (QM , PM) of the full Hamiltonian system (4.17) on [0, T = 1000], we approximate
it via a symplectic Euler scheme with time step h = 10−3 started at Q0 = 1, P0 = 0. Figure 4.4
depicts the relative error of the estimated parameter vector θˆεt as a function of t, with the
understanding that ε ≡ M−1. Similar to the previous examples, one also observes here that
it is possible to obtain accurate estimates once the value of t is sufficiently large. The relative
error fluctuates closely around 6% for t ≥ 0.2 and can be reduced even further by increasing
M (not shown).
4.3.4. Deterministic Brownian motion
In [117] an Ornstein–Uhlenbeck process is constructed within a completely deterministic frame-
work as an appropriate limit process of a chaotic dynamical system. Specifically, consider the
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Figure 4.4.: Relative error of the estimated parameter vector θˆεt for (4.18c) based on observations
(QM , PM) of (4.17) with α = 1/22, β = 1, and M ≡ ε−1 = 5000.
position Xε and the velocity V ε of the dynamical system
dXε
dt
= V ε , (4.19a)
dV ε
dt
= −γV ε + ηε , (4.19b)
with a deterministic perturbation ηε ≡ ηε(t) in the velocity variable. Specifically, we consider
ηε(t) =
√
ε
∞∑
l=0
ζ(tl)δ(t− tl) ,
so that the derivative of the velocity variable V ε experiences small “kicks” at times t0, t1, . . . ,
where tl = lε. Therein ζ denotes a highly chaotic variable, which is generated by dynamical
system ζ(tl+1) = Φ(ζ(tl)) with Φ(y) := cos (3 arccos(y)). For this perturbation ηε and map Φ,
it follows from the results in [117] that the solution (Xε, V ε) of the chaotic deterministic system
(4.19) converges weakly in C([0, T ],R), as ε → 0, to an Ornstein–Uhlenbeck process (X, V )
solving
dX = V dt , (4.20a)
dV = −γV dt+√σ dWt , (4.20b)
where the diffusion coefficient is σ = 1/2.
We now aim for estimating both γ and σ in (4.20b) based only on a trajectory of observations
of the position variable Xε solving (4.19a). That is, we do not observe V ε solving (4.19b)
directly. Instead we will, as in Section 4.3.3, compute an approximation V˜ ε based on a finite
difference approximation in (4.20a) first, i.e. we set V˜ ε(tl) := (Xε(tl+1) − Xε(tl))/ε, recalling
that tl+1 − tl = ε. Based on this approximate trajectory we can then directly apply the
procedure introduced in Section 4.2 to estimate both γ and σ in (4.20b), since the velocity SDE
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Figure 4.5.: Relative error of the estimated parameter vector θˆεt for (4.20b) based on observa-
tions Xε of (4.19) with γ = 1 and ε = 0.1.
is independent of the position. Therefore (n = 2) we select the functions f1(x) = x, f2(x) =
0 = g1(x), and g2(x) = 1 in (4.3), corresponding to the true parameter vector θ = (−γ, σ)T .
A time series of Xε on [0, T = 1000] with sampling rate h = 0.01 is obtained by solving the
perturbed system (4.19) with Xε(0) = −0.15, V ε(0) = −0.53, γ = 1 and ε = 0.1. Figure 4.5
shows the relative error of the estimated parameter vector θˆεt as a function of t. Increasing t
yields very accurate estimates with the relative error fluctuating around 5% for t ≥ 0.5.
4.4. Summary and open problems
Using elements from stochastic processes and SDEs together with techniques from time series
analysis we have introduced a numerical procedure which allows us to estimate parameters
in coarse-grained models based on partial observations of a corresponding multiscale system.
Specifically, our approach is based on the procedure introduced in Chapter 3 where it was
assumed that an ensemble of short trajectories for multiple initial conditions is available. Here
we generalise and appropriately extend the procedure to the practically relevant setting where
only one time series is available. The examples presented demonstrate that the developed
inference method yields accurate approximations of the parameters in coarse-grained models
based on a multiscale time series. The examples range from coarse-grained models where
the associated multiscale system is stochastic to coarse-grained models for fully deterministic
multiscale systems.
The focus of our study was on demonstrating that the introduced methodology can also
accurately infer parameters in coarse-grained models from one time series, either stochastic
or chaotic, of a multiscale system. Clearly there are still many challenges that remain to
be addressed. One of them is the rigorous analysis of these algorithm to understand their
asymptotic properties, but also to explore its limitations. Some of these aspects will be part of
the following chapter.
A closely related avenue is also the improvement of the computational efficiency (and thus
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the accuracy) of the scheme, for instance by using a principle component analysis (i.e. a sin-
gular value decomposition) or related techniques, to obtain more accurate approximations to
the associated linear system. Another interesting topic is, for example, the investigation of
alternative methods to approximate the conditional expectations. Specifically, alternative non-
parametric or semiparametric regression estimators are appealing; see, e.g. [40, Ch. 10] and
[141, Ch. VIII.2]. But also variance reduction techniques (see, e.g., [94, Ch. 9]) appear to be
beneficial in this context. We will examine these and related questions in future studies.
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5.1. Introduction
For the rigorous analysis of the methodologies introduced in the previous chapters, it is helpful
to examine the inference problem for diffusion processes using a perturbation-based perspective.
To motivate this approach, we consider the problem of estimating the unknown parameter
vector θ ∈ Rn in the d-dimensional SDE model
dX = f(X; θ) dt+ g(X; θ) dW , (5.1)
from available discrete time observations. In abstract terms, an estimator for θ can be viewed
as a mapping from the sample space (i.e. the space of observations) to the parameter space Rn
and it is solely derived from model (5.1). For concreteness, let the observations X correspond to
model (5.1) with true parameter θ and denote by Λλ(X) the estimated value using the procedure
Λλ. Here λ is a generic parameter which accounts for effects that influence the estimated value,
such as the number of observations or effects due to approximations of continuous objects. Of
particular interest is to verify that the parameter vector θ can be recovered asymptotically from
the observations, i.e. abstractly that
lim
λ→0
Λλ(X) = θ ,
in an appropriate sense, with λ → 0 denoting a generic limit value. For instance, in Section
2.3 we studied this property for the quadratic variation estimator, for which λ corresponds to
the inverse of the number of observations on the time interval [0, t]. There exists a vast and
well-established literature concerning this property, both from theoretical and computational
aspects [75, 105, 113, 140]; see also Appendix B. Here we are interested in a slightly different
scenario: instead of having direct access to observations X corresponding to model (5.1) with
true parameter θ, we only observe a process Xε which converges weakly to X in the limit of ε→
0. This situation cannot easily be ruled out in many practical applications. One such example
is precisely the problem of data-driven coarse-graining for systems with two widely separated
time scales considered in this thesis. In fact, there one typically only has access to discretely
sampled observations of the multiscale processXε which converges weakly in C([0, T ],Rd) to the
solution X of the corresponding coarse-grained model as ε→ 0. Nevertheless one is interested
in identifying parameters in the coarse-grained model solved by X using the observation Xε.
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In other examples one might, however, not even be aware of the fact that one observes only
a perturbed version Xε of X instead of X directly. Consequently it is indispensable in these
situations to use an estimation procedure which is robust against this perturbation of the
observation, so that one can (asymptotically) recover the unknown parameter θ also from Xε
instead of X, i.e.
lim
ε→0
lim
λ→0
Λλ(X
ε) = θ
in an appropriate sense.
Although this kind of robustness for estimation schemes seems certainly desirable in many
applications, it has not yet been treated systematically in the literature. Partially related
problems have been studied in the context of parametric inference for misspecified models;
see, e.g., [105, Ch. 2.6] and the references therein. In that field, one is mainly concerned
with consistency-related results of an estimation procedure Λλ from a statistical perspective
when the observations originate from an SDE which is not contained in the considered class of
parametrised models such as (5.1), i.e. there does not exist a true θ. More precisely, there it is of
interest whether or not the estimation procedure Λλ (e.g. maximum likelihood estimator) still
converges to a well-defined limit object as λ→ 0. Moreover, we already saw in Section 2.3 (see
also [9,129,131,132]) that inferring coarse-grained SDE models from temporal observations of a
multiscale system by means of estimators such as the quadratic variation estimator or maximum
likelihood estimator is often impossible, since these estimators are biased due to the multiscale
structure of the data. As such, many statistical inference techniques might not be endowed
with the desirable robustness property motivated above, thus making an accurate estimation
of θ in (5.1) impossible, or doubtful at best.
The main objective of this chapter is twofold. Firstly, we devise a numerical analysis ori-
ented point of view on the convergence of a general estimation procedure. In fact, we will
introduce appropriate consistency, stability, and convergence concepts by merging tools from
mathematical statistics and numerical analysis. This combined consistency and stability analy-
sis framework for inference problems is motivated by the well-known fact in numerical analysis
that consistency of a method is not sufficient to guarantee an accurate solution to a numerical
problem [109]. Secondly, by generalising and extending ideas presented in Chapters 3 and 4, we
will introduce a class of parametric inference procedures that is more amenable to a rigorous
convergence analysis and for which we will show that the procedures are indeed convergent
within the novel framework.
The rest of this chapter is structured as follows. We begin, in Section 5.2, by introducing
the numerical analysis oriented inference framework for diffusion processes. As an example,
we study the maximum likelihood estimator concerning its convergence properties within this
framework. In Section 5.3 we introduce a class of estimation procedures, for which we present
the convergence analysis in Section 5.4. To support the theoretical findings, we investigate
several data-driven coarse-graining examples in Section 5.5. Conclusions and open questions
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are offered in Section 5.6.
5.2. Parametric inference framework for diffusion
processes
Throughout this chapter, let (Ω,F , (Ft)t∈[0,T ],P) be a complete, filtered probability space sat-
isfying the usual conditions (cf. Appendix A). Furthermore, let W = {W (t) : t ∈ [0, T ]} be
an r-dimensional Brownian motion with respect to (Ft)t∈[0,T ]. We consider a d-dimensional Itô
stochastic differential equation (SDE),
dX = f(X) dt+ g(X) dWt , X(0) = ξ , (5.2)
over a finite time interval [0, T ], T ∈ R>. The initial condition ξ ∈ Rd is assumed to be
independent of the σ-field generated by W and such that E(‖ξ‖22) <∞. Moreover, f : Rd → Rd
and g : Rd → Rd×r are assumed to be such that (5.2) has a unique strong solution on [0, T ];
consult, e.g., [84, 127] for details.
The parametric inference problem for diffusion processes, i.e. for solutions of SDEs, can then
be formulated as follows. Let both the function f and the function g in (5.2) depend on some
unknown vector-valued parameter θ ∈ Rn, n ∈ N, so that (5.2) reads
dX = f(X; θ) dt+ g(X; θ) dWt . (5.3)
We assume that (5.3) has a unique strong solution for any admissible parameter θ ∈ Θ ⊆ Rn.
Then based only on available observations of the solution to (5.3), the goal is to accurately
infer the unknown parameter θ in (5.3) from the observations.
An estimator for a parameter vector in an SDE is given as a mapping of the sample space
to the space of admissible parameters Θ; cf. [105, 140]. Based on available observations of the
diffusion process X solving (5.3) with parameter θ ∈ Θ, an estimate of θ is then given by
applying this mapping to the observation X. Let Λλ(X) denote such an estimated value based
on X. Here we introduce a generic, possibly vector-valued, parameter λ to account for the fact
that the estimated value Λλ(X) depends on properties of the available observations, such as the
number of observations or approximations of continuous objects (e.g. integrals). We emphasise
that, although, we use here only one parameter λ to index this family of estimators Λλ, the
generic limit λ → 0 is merely meant as a notation for considering the limit of all properties
that influence the estimated value, such as, for example, taking the number of observations to
infinity and the mesh size of any discretisation to zero. Ultimately, the question is whether
or not the estimated value Λλ(X) is an accurate approximation of θ. To make this concept
more precise we introduce two consistency concepts, which express purely statistical ideas. The
first one introduces the class of feasible processes F , i.e. the class of processes for which the
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estimation procedure Λλ has a well-defined limiting object as λ→ 0.
Definition 5.2.1 (Numerical Consistency). Let X be the solution to (5.3) associated with
parameter θ ∈ Θ and let Λλ be an estimation procedure for θ. The procedure Λλ is called
numerically consistent for class F , if limλ→0 Λλ(Y ) =: Λ(Y ) exists in probability for any Y ∈ F .
The class F is called the class of feasible processes F and is such that X ∈ F .
The class F can be thought of as the domain of definition of the estimation procedure, in the
sense that it typically contains all processes such that the estimated value exists in the limit as
λ → 0. Moreover, it is natural to require that X ∈ F , because otherwise it is not possible to
estimate θ accurately using the methodology Λλ. Then the second consistency concept given
below links the limiting value Λ(X) to the parameter θ.
Definition 5.2.2 (Model Consistency). Let X be the solution to (5.3) associated with param-
eter θ ∈ Θ. A numerically consistent estimation procedure Λλ for θ is called model consistent
if Λ(X) = θ in probability.
Remark 5.2.1. The notion of a consistent estimation procedure commonly used in the math-
ematical statistics literature (see, e.g., [111, 160]) is a special case of the consistency concept
introduced in Definition 5.2.2. To see this, we assume that the estimation procedure Λλ depends
only on the number of observations, that is b1/λc denotes the number of available observations.
Furthermore we assume that Λλ is numerically consistent for class F = {X}. Then model
consistency of Λλ in view of Definition 5.2.2 coincides with the consistency concept used in
mathematical statistics. The reason for considering a more general consistency concept here
is that we will also be concerned with additional approximation errors, which influence the
convergence, as well as perturbations to the input X.
As it is well-known in numerical analysis, consistency of a numerical method is not sufficient
to guarantee an accurate solution to a numerical problem, since small perturbations in the
input may result in drastic changes in the solution. Therefore, a stability condition is typically
employed. To study the effect of small perturbations to the input in the context of parametric
inference for diffusion processes, we consider perturbations in the following sense.
Definition 5.2.3 (Weak perturbations). Let (Ω,F ,P) be a probability space and let Xε, ε > 0,
and X be stochastic processes defined on that space, whose trajectories are almost surely
continuous on the time interval [0, T ] with values in Rd. We say Xε is a weak perturbation of
X, if
lim
ε→0
sup
t∈[0,T ]
∣∣∣E(ϕ(Xε(t)))− E(ϕ(X(t)))∣∣∣ = 0 (5.4)
for every ϕ ∈ Cb(Rd).
A closely related concept is that of weak convergence of measures, which we present in the
following Definition for the sake of clarity and self-consistency (cf. [13, Ch. IV.30]). In fact,
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a sufficient condition for Xε to be a weak perturbation in the sense of Definition 5.2.3, is to
converge weakly in C([0, T ],Rd) to X.
Definition 5.2.4 (Weak convergence of measures). Let (Ω,F ,P) be a probability space and let
Xε, ε > 0, and X be stochastic processes defined on that space, whose trajectories are almost
surely continuous on the time interval [0, T ] with values in Rd. We say Xε converges weakly
in C([0, T ],Rd) (equipped with the usual topology of uniform convergence) to the process X,
if the family of measures µε on C([0, T ],Rd) induced by the processes Xε converges weakly to
the measure µ on C([0, T ],Rd) induced by X, in the sense that
lim
ε→0
∫
ϕ(x)µε(dx) =
∫
ϕ(x)µ(dx)
for every continuous bounded functional ϕ on C([0, T ],Rd), i.e. for every ϕ ∈ Cb
(
C([0, T ],Rd),R
)
.
Based on weak perturbations in the sense of Definition 5.2.3, we introduce a natural stability
condition in context of parametric inference for diffusion processes.
Definition 5.2.5 (ε-stability). Let X be the solution to (5.3) associated with parameter θ ∈ Θ.
Moreover, let the estimation procedure Λλ for θ be numerically consistent for class F . Then
Λλ is called ε-stable, if limε→0 Λ(Xε) = Λ(X) in probability for any weak perturbation Xε of
X, such that Xε ∈ F .
Independent of the consistency and stability concepts developed above, we are ultimately
interested in whether or not an estimation procedure for θ in (5.3) yields an accurate approxi-
mation when applied to a weak perturbation Xε of X. Only when the estimated value based
on weak perturbations coincides with the true value θ (asymptotically), we call a estimation
methodology convergent. The following definition makes this intuition precise.
Definition 5.2.6 (Convergence). Let X be the solution to (5.3) associated with parameter
θ ∈ Θ. An estimation procedure Λλ for θ is called convergent for class F , if
lim
ε→0
lim
λ→0
Λλ(X
ε) = θ
in probability, for any weak perturbation Xε of X, such that Xε ∈ F .
There is an natural link between the consistency and stability concepts introduced above, and
the convergence concept. In fact, model consistency and ε-stability imply convergence, while
model consistency and convergence imply ε-stability. In other words: stability is a necessary
and sufficient condition for the convergence of a consistent methodology. This relationship
resembles precisely the essence of the Lax equivalence theorem, the fundamental theorem of
numerical analysis of finite difference methods for partial differential equations [109].
Remark 5.2.2. By casting the parametric inference problem into a numerical analysis frame-
work, one easily notices the resemblance to inverse problems and regularisation. In fact, there
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is direct link to the concept of well-posed problems in the sense of Hadamard, as such that
ε-stability reflects the dependency of the solution on perturbations of the input argument.
Consequently, the parametric inference problem using an ε-unstable method is not well-posed
and it has to be regularised for its numerical treatment. Typical regularisation techniques re-
formulate the problem by incorporating additional information (e.g. regularity assumptions) or
constraints to obtain a well-posed problem. We will briefly come back to this point in Remark
5.2.3.
5.2.1. The maximum likelihood estimator for multiscale diffusion
processes
In this section we consider the maximum likelihood estimator (MLE) in continuous time to
illustrate the concepts introduced above. Specifically, we focus on a simple one-dimensional
example borrowed from [132]. Consider the case where SDE (5.3) is the first order Langevin
equation, given by
dX = −AV ′(X) dt+
√
2Σ dWt , (5.5)
with A,Σ > 0. We assume that Σ is known so that we are only concerned with estimating
the parameter A from a trajectory of continuous time observations on the time interval [0, T ],
T > 0. Let V : R → R be a confining potential with at most polynomial growth for which
there exist c1, c2 > 0 such that −V ′(x)x ≤ c1 − c2x2 for every x ∈ R (e.g. V (x) = x2/2).
Consequently, the solution X to (5.5) is ergodic (see, e.g., [130]). Then the MLE for A is given
by (see [105,140] and Appendix B)
ΛT (X) := −
∫ T
0
V ′
(
X(t)
)
dX(t)∫ T
0
∣∣V ′(X(t))∣∣2 dt , (5.6)
where we have indexed the class of estimators by T instead of λ, as here λ = 1/T . Mimicking
the proof of [132, Thm. 3.4], one readily obtains numerical consistency of the MLE for a class
of ergodic diffusion processes.
Lemma 5.2.1 (MLE is numerical consistent). Let F be defined as
F =
{
Y ∈ C([0,∞)) : dY = b(Y ) dt+√2γ dWt , Y ergodic (measure µ), and | ∫ bV ′ dµ|∫ |V ′|2 dµ <∞
}
.
Then the MLE ΛT in (5.6) is numerical consistent for class F . A sufficient condition for
integrability condition in the definition of class F above is
‖b‖
L2µ(R)
‖V ′‖
L2µ(R)
<∞.
Furthermore, model consistency of the MLE is a well-known fact in the mathematical statis-
tics literature; see [105,113,140] for example.
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Lemma 5.2.2 (MLE is model consistent). Let X be the solution to (5.5) corresponding to the
parameters A,Σ > 0. Then the MLE ΛT for A is model consistent, so that limT→ ΛT (X) = A
in probability.
Despite the consistency results of Lemmas 5.2.1 and 5.2.2, an accurate numerical treatment
of the parametric inference problem is still not guaranteed. In fact, the MLE fails to be ε-stable
and it is, as such, not a convergent estimation procedure. To see this, we construct a weak
perturbation in F , for which the MLE is not convergent. Specifically, consider the SDE
dXε = −αV ′(Xε) dt− 1
ε
p′(Xε/ε) dt+
√
2σ dWt , (5.7)
with p being a smooth periodic function with period L > 0 and let ε > 0. Let Z±(σ) =∫ L
0
e±p(y)/σ dy and define R(σ) := L2/(Z+(σ)Z−(σ)). Notice that 0 < R(σ) < 1 in view of the
Cauchy–Schwarz inequality. Then for α, σ such that αR(σ) = A and σR(σ) = Σ it is known
that Xε solving (5.7) converges weakly in C([0, T ],R) to X, as ε→ 0. In other words, Xε is a
weak perturbation of X in the sense of Definition 5.2.3. Then the following result states that
the MLE is not convergent, as it fails to be ε-stable for this perturbation.
Proposition 5.2.1 (MLE is not convergent). Let F be as in Lemma 5.2.1 and let X be the
solution to (5.5) corresponding to the parameters A,Σ > 0. Then the MLE for A in (5.5) is
not convergent for class F .
Proof. Let Xε, ε > 0, denote the solution to (5.7) corresponding to α, σ satisfying αR(σ) = A
and σR(σ) = Σ. Then Xε is a weak perturbation of X. Moreover, the process Xε is ergodic
for any ε > 0 [132, Prop. 5.2] and it follows that Xε ∈ F . Thus, the consistency results of
Lemmas 5.2.1 and 5.2.2 imply
lim
ε→0
lim
T→∞
|A− ΛT (Xε)| ≥ lim
ε→0
lim
T→∞
∣∣|A− Λ(Xε)| − |Λ(Xε)− ΛT (Xε)|∣∣
≥ lim
ε→0
|Λ(Xε)− Λ(X)|
= A
|1−R(σ)|
R(σ)
> 0 ,
in probability, where the last equality follows from [132, Thm. 3.4]. Therefore, the process Xε
is a counterexample and, as a consequence, shows that the MLE cannot be convergent for class
F .
Remark 5.2.3. As the MLE is not convergent, for it to become a meaningful inference scheme
appropriate regularisation techniques have to be used, as we have mentioned in Remark 5.2.2.
Although not coined as such, the principle of data subsampling (cf. Section 2.3.1) can be
viewed as such a regularisation technique as one introduces additional conditions concerning
the sampling rate. Recall, however, that the optimal sampling rate is unknown in general and
can also vary for different parameters in the same model; see [8–10,129,131,132].
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5.3. A parametric inference technique for diffusion
processes
Here we introduce a procedure for the parametric inference problem of diffusion processes
by extending and generalising the approach presented in Chapters 3 and 4, making it more
amenable to a theoretical treatment. Specifically, consider the following d-dimensional Itô SDE
dX = f(X) dt+ g(X) dWt , X(0) = ξ , (5.8)
where f : Rd → Rd, g : Rd → Rd×r, and W denotes a standard r-dimensional Brownian motion.
The initial condition ξ ∈ Rd is assumed to be deterministic and, as before, both functions
f and g are assumed to be such that (5.8) has a unique strong solution on any finite time
interval [0, T ], T > 0. In what follows, we will use Xξ(t) to denote the solution of (5.8) at time
t ∈ [0, T ] started at time zero in ξ, i.e. Xξ(0) = ξ. Moreover, let L be the generator of the
diffusion process (5.8), i.e.
Lφ = f · ∇φ+ 1
2
G : ∇∇φ ,
with G := ggT : Rd →∈ Rd×d and where A : B ≡ tr(ATB) denotes the Frobenius inner product
of matrices A,B ∈ Rd×d. Then for any φ ∈ C2(Rd), Itô’s formula implies that
E
(
φ
(
Xξ(t)
))− φ(ξ) = ∫ t
0
E
(
(Lφ)(Xξ(s))) ds , (5.9)
when additionally assuming that φ, f , and g are sufficiently regular so that Fubini’s theorem
holds.
For the parametric inference problem we assume that both drift f and diffusion G = ggT
depend on unknown parameters θ = (θ1, . . . , θn)T ∈ Θ = Rn, which we wish to estimate from
available data. Specifically, we consider the case where f and G can be expressed as a series
expansion using appropriate functions (fj)1≤j≤n and (Gj)1≤j≤n, respectively. That is, both drift
function and diffusion function depend linearly on θ:
f(x) ≡ f(x; θ) :=
n∑
j=1
θjfj(x) and G(x) ≡ G(x; θ) :=
n∑
j=1
θjGj(x) , (5.10)
with fj : Rd → Rd and Gj : Rd → Rd×d for 1 ≤ j ≤ n. This representation is always possible
if f and G belong to some finite dimensional vector spaces with basis functions fj and Gj,
respectively. For the numerical examples in Section 5.5 we will typically take f and G to be
polynomials of some degree and use monomial basis functions. The semiparametric representa-
tion (5.10) makes the inference problem finite dimensional and will lead to a linear least squares
problem.
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Substituting the parametrisation (5.10) into (5.9) and rearranging the terms, we find
E
(
φ
(
Xξ(t)
))− φ(ξ) = n∑
j=1
θj
∫ t
0
E
(
(Ljφ)
(
Xξ(s)
))
ds , (5.11)
where Ljφ := fj · ∇φ+ 12Gj : ∇∇φ. For any time t ∈ [0, T ] and function φ we define the local
contribution functions
bc : Rd 3 ξ 7→ bc(ξ) ≡ bc(ξ, t, φ,X) := E
(
φ
(
Xξ(t)
))− φ(ξ) ∈ R ,
ac : Rd 3 ξ 7→ ac(ξ) ≡ ac(ξ, t, φ,X) :=
(∫ t
0
E
(
(Ljφ)
(
Xξ(s)
))
ds
)
1≤j≤n
∈ Rn ,
for the sake of notation. Equation (5.11) can then be written as
ac(ξ)
T θ = bc(ξ) . (5.12)
As equation (5.12) is under-determined for n > 1, we derive a well-defined estimator for θ by
exploiting the fact that equation (5.12) is valid for any ξ ∈ Rd. As in the previous chapters, by
considering a finite sequence of trial points (ξi)1≤i≤m we find that θ solves the linear system of
equations
Aθ = b , (5.13)
with matrix A :=
(
ac(ξi)
T
)
1≤i≤m ∈ Rm×n and right-hand side b :=
(
bc(ξi)
)
1≤i≤m ∈ Rm. We
emphasise that both the matrix A and the right-hand side b depend on the considered trial
points Ξ := (ξi)1≤i≤m, say , as well as t, φ, and the process X solving (5.8), i.e. A ≡ A(X, t, φ,Ξ)
and b ≡ b(X, t, φ,Ξ).
In view of (5.13), the inference problem for θ in a continuous setting reduces to solving a
linear system. As the matrix A is typically singular, and the right-hand side b might not be in
the range of A, we define the estimator of θ based on A and b as the least squares solution of
Aθ = b with minimum norm:
θˆ := arg min
x∈S
‖x‖22 , S :=
{
x ∈ Rn : ‖Ax− b‖22 = min
}
, (5.14)
or equivalently written as θˆ = A+b, with A+ denoting the pseudoinverse of A [14]. It is well
known that the least squares solution (5.14) is always unique [17, Thm. 1.2.10]. Consequently,
the estimator θˆ is well-defined. Notice that, by construction, the true parameter θ satisfies
equation (5.13), so that θ ∈ S. However, θ 6= θˆ is still possible, since there might be more
than one element in Rn that minimises x 7→ ‖Ax − b‖22. This is due to the fact that we solve
the linear system in the least squares sense (5.14); we will come back to this problem and its
consequences in Section 5.4.2. Finally, we note that we use Θ = Rn throughout this chapter for
simplicity. The case Θ ⊂ Rn results in a constrained least squares problem and can be treated
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similarly; cf. [17, Ch. 5].
5.3.1. Admissible functions
Both the matrix A and the right-hand side b in equation (5.13) depend on the function φ, so
that also the least squares estimator θˆ depends on it. In the formal derivation of (5.14) above,
we have not specified the function φ yet, except assuming sufficient regularity. The following
definition makes the assumptions on φ concrete.
Definition 5.3.1. The space of admissible functions, denoted by Vn, is defined as
Vn := Cb
(
Rd
) ∩ n⋂
j=1
{
ϕ ∈ C2(Rd) : Ljϕ ∈ Cb(Rd)} , (5.15)
where Ljϕ = fj · ∇ϕ + 12Gj : ∇∇ϕ, and the functions fj and Gj are fixed by the considered
parametrisation (5.10).
The derivation of (5.14) above is rigorous for any φ ∈ Vn, since in that case both Itô’s
formula and Fubini’s theorem (see e.g. [13, Ch. III.23]) are indeed applicable. Moreover, the
reason to consider only bounded functions is due to the fact that this not only ensures all
expectations to be finite but, more importantly, will also yield favourable properties of the
estimation procedure when confronted with a weak perturbation. The concept of admissible
functions thus plays a vital role in this chapter as it will enable the rigorous convergence analysis
of the estimator; see Section 5.4. Finally, it is important to note that Vn is typically not empty.
Take for example the case where all fj and Gj are continuous functions satisfying polynomial
growth conditions, respectively. Then the function exp (−‖x‖22)p(x), where p is an arbitrary
polynomial, is an admissible function for example. We also remark that the set of admissible
functions Vn defined in (5.15) might not be the largest possible class. It is, however, sufficient
for our purposes since we only need one element in Vn to define the estimator θˆ.
5.3.2. Fully discretised estimation procedure
In practise both matrix A and right-hand side b in the definition of the least squares problem
(5.14) are not readily available but can only be obtained approximately based on available
observations (i.e. in a data-driven fashion). Hence, using these assembled approximations of
A and b in (5.14) instead, introduces an error to the estimation procedure. Specifically, the
different error sources are:
(a) Sampling errors in discretely sampled observations of a continuous time process: let Th be
the time discretisation of [0, T ], then, for any τ ∈ Th, only the time discrete approximation
X¯h|ξ corresponding to time step h is available:
X¯h|ξ(τ) ≈ Xξ(τ) .
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(b) Errors due to approximating time integrals by numerical quadrature. Here we also re-
sort to the trapezoidal rule due to its advantages over higher order methods for “rough”
integrands [36], but other quadratures are also possible. Specifically, let Qtnδ denote the
quadrature operator of the trapezoidal rule on [0, t] with nδ equally spaced (δ = t/nδ)
subdivisions, so that
∫ t
0
ϕ(s) ds ≈ δ
2
(
ϕ(0) + ϕ(t) + 2
nδ−1∑
k=1
ϕ(kδ)
)
=: Qtnδ(ϕ) . (5.16)
(c) Errors due to approximating expectations of discrete time approximations: for τ ∈ Th we
use an approximation
E
(
ϕ
(
X¯h|ξ(τ)
)) ≈ u¯h,N(τ, ξ;ϕ) , (5.17)
for which the approximation error vanishes asymptotically in a probabilistic sense (e.g.
almost surely). Here u¯h,N(τ, ξ;ϕ) could be an appropriate ensemble average or time
average, depending on the available observations (see Section 5.3.3).
For a fixed time t ∈ [0, T ], a sequence of trial points Ξ, and an admissible function φ ∈ Vn the
right-hand side b in (5.14) is then approximated by
bh,N :=
(
u¯h,N(t, ξi;φ)− φ(ξi)
)
1≤i≤m
∈ Rm ,
while the matrix A via
Aδ,h,N :=
(
aδ,h,N(ξi)
T
)
1≤i≤m ∈ Rm×n , aδ,h,N(ξ) :=
(
Qtnδ
(
u¯h,N(·, ξ;Ljφ)
))
1≤j≤n
∈ Rn .
The fully discretised estimation procedure is then given by
θˆδ,h,N := (Aδ,h,N)
+bh,N ,
accordingly. To emphasise the dependency of the estimated value θˆδ,h,N on the used observa-
tions, we will occasionally use the notation
θˆδ,h,N =
(
Aδ,h,N(X)
)+
bh,N(X) =: Λλ(X) , (5.18)
with λ = (δ, h,N), corresponding to the notation introduced in Section 5.2.
5.3.3. Approximating expectations from observations
An important task when using the developed estimation procedure for discrete time observations
is to approximate expectations from available observations. More precisely, let Xξ(t) denote a
generic diffusion process at some time t ∈ [0, T ] started at ξ and recall that Th denotes a time
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discretisation of [0, T ]. Furthermore, let X¯h|ξ(τ), for τ ∈ Th, denote a time discrete approxima-
tion of Xξ. To obtain the estimated value (5.18), expectations of the form E
(
ϕ
(
X¯h|ξ(τ)
))
for
ϕ ∈ Cb(Rd) need to be approximated. The choice of the approximation depends on the design
of the available observations. In the following we consider two different observation designs:
firstly we discuss the situation when an ensemble of short trajectories is available (i.e. a design
as in Chapter 3), and secondly the case when only one long trajectory of observations, i.e. a
single time series, is available (as in Chapter 4). We will exemplify an approximation of the
expectation in each case.
5.3.3.1. Ensemble of short trajectories
Let us first consider the case where an ensemble of independent and identically distributed
(i.i.d.) observations is available. That is, for h > 0 and trial point ξ ∈ Rd we have access to
X¯
(1)
h|ξ(τ), X¯
(2)
h|ξ(τ), . . . , where τ ∈ Th. A natural approximation of E
(
ϕ
(
X¯h|ξ(τ)
))
with ϕ ∈ Cb(Rd)
is then given via an ensemble average:
u¯h,N(τ, ξ;ϕ) :=
1
N
N∑
k=1
ϕ
(
X¯
(k)
h|ξ (τ)
)
. (5.19)
In view of the strong law of large numbers, we have the following convergence result.
Proposition 5.3.1. Let h > 0, τ ∈ Th, and ξ ∈ Rd. Moreover, let the sequence
(
X¯
(k)
h|ξ (τ)
)
k≥1
be i.i.d. and let ϕ ∈ Cb(Rd). Then it holds for approximation (5.19) that
u¯h,N(τ, ξ;ϕ)→ E
(
ϕ
(
X¯h|ξ(τ)
))
a.s. ,
as N →∞.
This observation design is common for many computer-based simulations and experiments,
such as, e.g., computational statistical physics, but also some real word experiments can be
cast into this framework.
5.3.3.2. One long trajectory
An observational design more prevalent in real world experiments is when only one long tra-
jectory of discrete time observations (i.e. a time series) is available. That is, we have access to
X¯h(t1), X¯h(t2), . . . , with 0 ≤ t1 < t2 < . . . , and tk ∈ Th with h > 0. Here we dropped the sub-
script for the initial condition of the observations, since there is only one initial condition which
we cannot influence. Instead we will obtain an approximation of E
(
ϕ
(
X¯h|ξ(τ)
))
by searching
the trajectory for the value of the trial point ξ ∈ Rd. Due to mutual dependencies between the
observations in this setting and the fact that we have to search the time series for the value
of ξ, we cannot expect to get a good approximation with as little assumptions on the time
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discrete process as in the ensemble case above. One technique that is nonetheless applicable
here is the class of so-called local polynomial kernel regression estimators [48, 159], which we
already introduced in Chapter 4. Specifically, we use the Nadaraya–Watson estimator
u¯h,N(τ, ξ;ϕ) :=
∑N
k=1 ϕ
(
X¯h|ξ(tk + τ)
)
K
(
X¯h|ξ(tk)−ξ
κN
)
∑N
k=1K
(
X¯h|ξ(tk)−ξ
κN
) , (5.20)
with K : Rd → R being the Gaussian kernel K(x) = (2pi)−d/2 exp (−‖x‖22/2). We reiterate, that
this kernel is selected merely for convenience and that other choices are possible. Moreover,
recall that κN > 0 in (5.20) denotes the bandwidth, which depends on N . See also Section
4.2.2 for implementation details. For this kernel choice and under suitable conditions on the
degree of dependency of the observations, we have the following convergence result [22, Thm.
3.2].
Proposition 5.3.2. Let
(
X¯h(tk)
)
k≥1 be a strictly stationary (discrete time) Markov process
with density p ∈ C2b (Rd) such that ‖∂xi∂xjp‖∞ ≤ L < ∞, for any 1 ≤ i, j ≤ d. Furthermore,
let
(
X¯h(tk)
)
k≥1 be geometrically α-mixing in the sense that
sup
B∈σ(X¯h(t1))
C∈σ(X¯h(t1+k))
|P(B ∩ C)− P(B)P(C)| ≤ cρk ,
for some ρ ∈ [0, 1[ and c > 0. Let ϕ ∈ Cb(Rd), τ ∈ Th, and ξ ∈ supp (p). If κN → 0 at a rate
such that κdNN/ln (N)
(2+1/ν) → ∞ as N → ∞ for some 0 < ν < ∞, then the approximation
(5.20) satisfies
u¯h,N(τ, ξ;ϕ)→ E
(
ϕ
(
X¯h|ξ(τ)
))
a.s. ,
as N →∞.
Remark 5.3.1. The rather technical α-mixing condition on the degree of dependency of the
observations in Proposition 5.3.2 ensures that various covariance terms can be controlled [46,
Ch. 7.2]. Specifically, it implies that Cov
(
X¯h(t1), X¯h(t1+k)
) ≤ Cρk, for some finite C ≡ Ch > 0
and ρ ∈ [0, 1[, as we have emphasised earlier already. Related conditions on the covariance
structure as a function of the lag k have also been used in other works on parametric inference
for diffusion processes; see [10] for example.
5.4. Error analysis for the estimation procedure
We now analyse the estimation procedure introduced in Section 5.3 concerning its convergence
properties.
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5.4.1. Setting and assumptions
Let X denote the solution to the diffusion process (5.8) on the time interval [0, T ] corresponding
to parameter θ ∈ Θ = Rn in parametrisation (5.10). For a fixed time t ∈ [0, T ], a sequence of
trial points Ξ, and an admissible function φ ∈ Vn, recall that θˆδ,h,N denotes the estimated value
for θ based on X, see (5.18). That is, in terms of the notation introduced in Section 5.2 we
have
θˆδ,h,N := Λλ(X) ,
with λ = (δ, h,N). Moreover, let Xε be a weak perturbation of X (see Definition 5.2.3) and
denote by θˆεδ,h,N the estimated value (5.18), which is based on the observation Xε instead of X:
θˆεδ,h,N := Λλ(X
ε) . (5.21)
As discussed in Section 5.3.2, the estimation procedure is subject to different error sources. In
the following we impose assumptions to characterise these error contributions. We begin with
characterising both the accuracy of the available discretely sampled observations and the time
discretisation itself.
Assumption A1 (Time discrete observations). For any t ∈ [0, T ], let Th be an equidistant time
discretisation of [0, t] in the sense that Th = {0, h, 2h, . . . , nth}, for h > 0, and nt ∈ N such that
t = nth. The time discrete approximation X¯εh|ξ corresponding to a time step h converges weakly
to Xεξ at time τ ∈ Th as h → 0, in the sense that for any ϕ ∈ C2+βP (Rd), β > 0 arbitrary, and
any ξ ∈ Ξ we have that
lim
h→0
∣∣∣E(ϕ(Xεξ (τ)))− E(ϕ(X¯εh|ξ(τ)))∣∣∣ = 0 .
Here, CkP (Rd) denotes the subspace of Ck(Rd), such that the functions, together with all their
partial derivatives of orders smaller or equal to k, have at most polynomial growth.
Assumption A1 ensures that the discrete time observations provide a certain accuracy. The
error contribution due to approximation of expectations is characterised next.
Assumption A2 (Approximation of expectation). Let τ ∈ Th, h > 0, and ξ ∈ Ξ. For any ϕ ∈
Cb(Rd), the approximation u¯εh,N(τ, ξ;ϕ) converges almost surely to u¯εh(τ, ξ;ϕ) := E
(
ϕ
(
X¯εh|ξ(τ)
))
as N →∞.
Notice that both ensemble and single trajectory based averages to approximate the expec-
tation are covered by Assumption A2 (see Section 5.3.3). Finally, we impose a time regularity
condition on the expectations, so that convergence of the trapezoidal rule is guaranteed.
Assumption A3 (Approximation of time integral). For any ϕ ∈ Cb(Rd), the function t 7→
E
(
ϕ
(
Xεξ (t)
)) ≡ uε(t, ξ;ϕ) is such that Qtnδ(uε(·, ξ;ϕ)) → ∫ t0 uε(s, ξ;ϕ) ds as nδ → ∞ (or
equivalently as δ → 0, recalling that t = δnδ) for any fixed t ∈ [0, T ] and any ξ ∈ Ξ.
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Remark 5.4.1. A sufficient condition for the convergence of the trapezoidal rule is for t 7→
E
(
ϕ
(
Xεξ (t)
))
to be at least Hölder continuous with exponent α > 0 on [0, t]; cf. Appendix A
and reference [36].
In view of the introduced notations above, and omitting the dependency on Xε, the fully
discretised estimator based on perturbed input data, i.e. (5.21), can then explicitly written as
θˆεh,δ,N := (A
ε
h,δ,N)
+bεh,N . (5.22)
In fact, therein the data-driven approximation of the right-hand side b is given by
bεh,N :=
(
u¯εh,N(t, ξi;φ)− φ(ξi)
)
1≤i≤m
∈ Rm ,
while the data-driven approximation of the matrix A by
Aεδ,h,N :=
(
aεδ,h,N(ξi)
T
)
1≤i≤m ∈ Rm×n , aεδ,h,N(ξ) :=
(
Qtnδ
(
u¯εh,N(·, ξ;Ljφ)
))
1≤j≤n
∈ Rn ,
accordingly.
5.4.2. Convergence property
In view of Definition 5.2.6 the key property of the estimation procedure for a numerically
feasible result is that the error ‖θ− θˆεδ,h,N‖2 vanishes asymptotically. Upon recalling that θ ∈ Θ
denotes the true parameter in (5.8), while θˆεδ,h,N is the estimated value based on Xε (i.e. given
by (5.21)), one can divide the error into two parts:
‖θ − θˆεδ,h,N‖2 ≤ ‖θ − θˆ‖2 + ‖θˆ − θˆεδ,h,N‖2 , (5.23)
where θˆ solves (5.14). The first part accounts for the error introduced by solving (5.13) in
the least-squares sense instead of solving it directly and this part is not affected by any other
error sources. Hence, it vanishes if the estimation procedure is model consistent. The second
part in (5.23) measures the effect of the different error contributions as well as the influence
of using a weak perturbation Xε of X. Instead of decomposing the second term further into
a term reflecting the ε-stability and one term characterising the numerical consistency, we will
study the second term in (5.23) directly and address the ε-stability and consistency concepts
afterwards in Corollary 5.4.1.
For notational convenience and to facilitate the presentation of the proofs that follow, we
introduce
u(t, ξ;ϕ) := E
(
ϕ
(
Xξ(t)
))
, uε(t, ξ;ϕ) := E
(
ϕ
(
Xεξ (t)
))
,
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and, for any discretisation time τ ∈ Th,
u¯εh(τ, ξ;ϕ) := E
(
ϕ
(
X¯εh|ξ(τ)
))
.
Now we are in the position to state the main results concerning convergence of the estimator
introduced in Section 5.3.
Proposition 5.4.1. Let X be the solution to (5.8) corresponding to the true parameter θ ∈ Θ
in (5.10). Moreover, let φ ∈ Vn ∩C2+βP (Rd), for some β > 0, and let Ξ be such that rank (A) =
min(m,n). Then, for any t ∈ [0, T ]
lim
ε→0
lim
δ→0
lim
h→0
lim
N→∞
‖θˆεδ,h,N − θˆ‖2 = 0 , a.s. (5.24)
for any weak perturbation Xε of X, provided Xε is such that Assumptions A1, A2, and A3 hold
for sufficiently small ε.
If, moreover, Ξ and φ ∈ Vn ∩ C2+βP (Rd) are such that rank (A) = n, then the estimation
procedure is convergent:
lim
ε→0
lim
δ→0
lim
h→0
lim
N→∞
‖θˆεδ,h,N − θ‖2 = 0 , a.s. (5.25)
Proof. Let Xε be a weak perturbation of X satisfying Assumptions A1–A3 for sufficiently small
ε. The difference between b in (5.14) and bεh,N in (5.22) can be estimated via
‖b− bεh,N‖2 ≤
√
m max
1≤i≤m
∣∣u(t, ξi;φ)− u¯εh,N(t, ξi;φ)∣∣
≤ √m max
1≤i≤m
(
|u(t, ξi;φ)− uε(t, ξi;φ)|
+ |uε(t, ξi;φ)− u¯εh(t, ξi;φ)|+
∣∣u¯εh(t, ξi;φ)− u¯εh,N(t, ξi;φ)∣∣) . (5.26)
Since φ ∈ Vn ∩ C2+βP (Rd), the third term in (5.26) vanishes a.s. in the limit as N → ∞ by
Assumption A2. Furthermore, the second term vanishes as h → 0 in view of Assumption A1,
and the first term disappears as ε → 0 in view of (5.4), since φ ∈ Vn. Consequently, we find
that
lim
ε→0
lim
h→0
lim
N→∞
‖b− bεh,N‖2 = 0 , a.s. (5.27)
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Next, we estimate the difference of matrix A in (5.14) and matrix Aεδ,h,N in (5.22) via
‖A− Aεδ,h,N‖2 ≤
√
nm max
1≤i≤m
1≤j≤n
∣∣∣∣∫ t
0
u(s, ξi;Ljφ) ds−Qtnδ
(
u¯εh,N(·, ξi;Ljφ)
)∣∣∣∣
≤ √nm max
1≤i≤m
1≤j≤n
(∣∣∣∣∫ t
0
u(s, ξi;Ljφ) ds−
∫ t
0
uε(s, ξi;Ljφ) ds
∣∣∣∣
+
∣∣∣∣∫ t
0
uε(s, ξi;Ljφ) ds−Qtnδ
(
uε(·, ξi;Ljφ)
)∣∣∣∣
+
∣∣Qtnδ(uε(·, ξi;Ljφ)− u¯εh(·, ξi;Ljφ))∣∣
+
∣∣Qtnδ(u¯εh(·, ξi;Ljφ)− u¯εh,N(·, ξi;Ljφ))∣∣
)
. (5.28)
By the same argument as above we find that the fourth term vanishes a.s. as N → ∞ by
Assumption A2 and the third term in (5.28) does so in the limit as h → 0 by Assumption
A1. The second term disappears in the limit as δ → 0 by Assumption A3, while the first term
vanishes as ε→ 0 in view of (5.4). Thus, here we find
lim
ε→0
lim
δ→0
lim
h→0
lim
N→∞
‖A− Aεδ,h,N‖2 = 0 , a.s. (5.29)
Therefore we have that ‖A− Aεδ,h,N‖2‖A+‖2 < 1 a.s. for sufficiently small N−1, h, δ, and ε. In
view of the rank hypothesis rank (A) = min(m,n) it thus follows from [17, Thm. 1.4.2 & 1.4.4]
that
‖θˆ − θˆεδ,h,N‖2 = ‖A+b− (Aεδ,h,N)+bεh,N‖2
= ‖A+b− (A+ (Aεδ,h,N − A))+(b+ (bεh,N − b))‖2
≤ ‖A+ − (A+ (Aεδ,h,N − A))+‖2‖b‖2 + ‖(A+ (Aεδ,h,N − A))+‖2‖bεh,N − b‖2
≤ ‖A
+‖2
1− ‖A+‖2‖Aεδ,h,N − A‖2
(√
2‖A+‖2‖b‖2‖Aεδ,h,N − A‖2 + ‖bεh,N − b‖2
)
,
holds a.s., which, together with (5.27) and (5.29), implies (5.24).
For rank (A) = n, it is well-known that S in (5.14), i.e. the set of all least squares solutions,
contains only one element [17, Thm. 1.1.3]. By construction θ ∈ S, so that θ = θˆ. Therefore
(5.23) and (5.24) imply the claim (5.25).
Remark 5.4.2. The rank condition rank(A) = n in the previous result ensures the model con-
sistency of the estimation procedure. Specifically, the rank condition makes the link to the
feasibility of parametrisation (5.10), in the sense that rank(A) = n is only possible if the
parametrisation (5.10) for X solving (5.8) is reasonable and unique. From a more technical
viewpoint, the rank condition is crucial for the sensitivity of the least squares problem and thus
inherent to any methodology relying on a least squares approach.
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Based on the convergence properties of the estimation procedure described in Proposi-
tion 5.4.1, it is also possible to characterise the stability and consistency concepts intro-
duced in Section 5.2. Recall that we identify λ = (δ, h,N) here and understand limλ→0 as
limδ→0 limh→0 limN→∞.
Corollary 5.4.1. Let X be the solution to (5.8) corresponding to the true parameter θ ∈ Θ in
(5.10). Moreover, let φ ∈ Vn ∩ C2+βP (Rd), for some β > 0, and let Ξ be such that rank (A) =
min(m,n). Then, for any t ∈ [0, T ], it holds that
(i) the estimation procedure is numerically consistent, and
(ii) the estimation procedure is ε-stable
for any weak perturbation Xε of X, provided Xε is such that Assumptions A1, A2, and A3 hold
for sufficiently small ε.
Proof. Claim (i) follows by the same arguments used in the proof of Proposition 5.4.1. Under
the hypotheses of this Corollary, result (5.24) holds and claim (ii) follows from (i) in view of
the bound ‖θˆεδ,h,N − θˆ‖ ≥
∣∣‖θˆεδ,h,N − θˆε‖ − ‖θˆε − θˆ‖∣∣.
Remark 5.4.3. From Corollary 5.4.1, and in view of Remark 5.2.1, it follows that the estimation
procedure introduced in Section 5.3 is also consistent in the sense used in the mathematical
statistics literature, provided that the rank condition rank(A) = n holds.
Finally, we mention that the assumptions used in this section are such that limλ→0 is well
defined, if it is understood as limδ→0 limh→0 limN→∞. To obtain a different order of these limit
operations, one could use the same arguments as we have done here, but with appropriately
modified assumptions and possibly slightly different perturbation bounds to control the term
‖θˆεδ,h,N − θˆ‖.
5.4.3. Convergence rates
From a practical point of view it is also of interest to quantify the rate of convergence. To this
end, we strengthen Assumptions A1–A3 by quantifying these convergence rates for the approx-
imations accordingly. We begin by characterising the quality of the discrete time observations.
Assumption A4. Let Th = {0, h, 2h, . . . , nth}, for h > 0, and nt ∈ N such that t = nth. The
time discrete approximation X¯εh|ξ corresponding to a time step h converges weakly with order
β > 0 as h→ 0 to Xεξ at time τ ∈ Th, in the sense that∣∣∣E(ϕ(Xεξ (τ)))− E(ϕ(X¯εh|ξ(τ)))∣∣∣ ≤ Chβ , (5.30)
for any ϕ ∈ C2(β+1)P (Rd) and any ξ ∈ Ξ. Therein C is independent of h, for h sufficiently small.
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Remark 5.4.4. Note that the analysis in this section can be readily extended to non-equidistant
time discretisation, and the choice of an equidistant one is merely made for convenience. What
is important, however, is that the time discretisation is nonrandom so that a uniform weak
convergence on the discrete interval Th follows from (5.30); see [92, p. 475]. That is
max
τ∈Th
∣∣∣E(ϕ(Xεξ (τ)))− E(ϕ(X¯εh|ξ(τ)))∣∣∣ ≤ Chβ .
Furthermore it holds that, an appropriately constructed continuous-time extension based on
the discrete time approximations X¯εh|ξ converges weakly with order β on the whole interval
[0, t], t ∈ [0, T ].
Remark 5.4.5. It is noteworthy that the error constant in (5.30) may depend on ε. This is
possible, for example, when the discrete time observations of X¯ε are being generated via a
computer experiment based on discretising an SDE with multiple time scales. However, in
that case there exist specialised methods to remove this dependency, such as the heterogeneous
multiscale method [45,161]. Here we did not pursue this problem further as this would introduce
additional technicalities and deviate the attention from the principle question of convergent
estimators. See also Remark 5.4.6.
Next we make an assumption on the mean squared convergence of the approximations of
expectations.
Assumption A5. For any ϕ ∈ Cb(Rd), τ ∈ Th, and ξ ∈ Ξ, let u¯εh,N(τ, ξ;ϕ) be an approximation
of u¯εh(τ, ξ;ϕ) := E
(
ϕ
(
X¯εh|ξ(τ)
))
such that
E
((
u¯εh,N(τ, ξ;ϕ)− u¯εh(τ, ξ;ϕ)
)2) ≤ CN−γ ,
for some γ > 0. For ε, h sufficiently small, both γ and the constant C are independent of ε, h, τ ,
and N .
Finally we impose the some temporal regularity on the expectations.
Assumption A6. For any ϕ ∈ Cb(Rd) and any ξ ∈ Ξ, the function t 7→ E
(
ϕ
(
Xξ(t)
)) ≡
u(t, ξ;ϕ) is Hölder continuous on [0, t], t ∈ [0, T ], with exponent α > 0.
Based on theses strengthened assumptions it is possible to obtain the following result con-
cerning convergence rates. For convenience we only present the case where the matrix A satisfies
the rank condition rank (A) = n. The case rank (A) = min (m,n) can be treated similarly.
Proposition 5.4.2. Let X be the solution to (5.8) corresponding to the true parameter θ ∈ Θ
in (5.10). Moreover, let φ ∈ Vn ∩ C2(β+1)P (Rd), with β as in Assumption A4, and let Ξ be such
that rank (A) = n. Furthermore let Xε be a weak perturbation of X such that
sup
t∈[0,T ]
∣∣∣E(ϕ(Xεξ (t)))− E(ϕ(Xξ(t)))∣∣∣ ≤ Cε ,
91
CHAPTER 5. CONVERGENT INFERENCE FOR DIFFUSION PROCESSES
for any ϕ ∈ Cb(Rd) with C independent of ε, and such that Assumptions A4, A5, and A6 hold.
Then for any t ∈ [0, T ], it holds with probability exceeding p, p ∈ [0, 1[, that
‖θˆεδ,h,N − θ‖2
‖θ‖2 ≤ C
(
ε+ δα + min
(
1, c(ε)hβ
)
+
N−γ/2√
1− p
)
, (5.31)
for ε, δ, h, and N−1 sufficiently small. Therein the constant C is independent of ε ,δ, h, p, and
N .
Proof. We fix t ∈ [0, T ] and 0 ≤ p < 1. In view of Chebyshev’s inequality, Assumption A5
implies that ∣∣u¯εh(τ, ξ;ϕ)− u¯εh,N(τ, ξ;ϕ)∣∣ ≤ C N−γ/2√1− p
with probability exceeding p, for any τ ∈ Th, ξ ∈ Ξ, ϕ ∈ Vn. As φ ∈ Vn∩C2(β+1)P (Rd), it follows
from the assumptions and from (5.26) that
‖b− bεh,N‖2 ≤ Cb
(
ε+ min
(
1, c(ε)hβ
)
+
N−γ/2√
1− p
)
with probability exceeding p, where Cb is independent of ε, h, p, and N . Similarly, it follows
from (5.28) with some algebra that there is a constant CA, independent of ε, h, δ, p, and N ,
such that
‖A− Aεh,δ,N‖2 ≤ CA
(
ε+ δα + min
(
1, c(ε)hβ
)
+
N−γ/2√
1− p
)
with probability exceeding p in view of the hypotheses and [36, Thm. 1.1]. For ε, δ, h, and
N−1 sufficiently small, the claim then follows in view of [17, Thm. 1.4.6].
Remark 5.4.6. In Proposition 5.4.2 above we use c(ε) to indicate that the error constant in
(5.31) could depend on ε, due the dependency of the discrete time observations in (5.30) on the
parameter ε; see also Remark 5.4.5. It is worth mentioning however, that this error contribution
due to inexact sampling is often neglected in the (statistical) analysis of estimation procedures
for diffusion processes (see, e.g. [140]) and it is instead assumed that the process is sampled
exactly. When overlooking this particular error contribution here too, the convergence rate
(5.31) simplifies, as c(ε) ≡ 0 in this case.
Observe that the ensemble estimator (5.19) to approximate expectations is covered by the
hypotheses of Proposition 5.4.2. In fact, Assumption A5 holds with γ = 1 in this case. The
situation is more intricate for estimators based on one long trajectory. This is due to the
fact that the techniques for proving the mean squared convergence of (5.20) rely on Taylor
expansions of the stationary density function of the underlying random variables. Consequently,
the error constant in Assumption A5 depends on (partial) derivatives of this density in this
case; cf. [22, Thm. 3.1]. Therefore, it is not possible to obtain uniform bounds with respect
to the parameters ε and h as required by Assumption A5. From a practical point of view we
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believe, however, that bound (5.31) for estimator (5.20) is nonetheless useful, here in the form
‖θˆεδ,h,N − θ‖2
‖θ‖2 ≤ C
(
ε+ δα + min
(
1, c1(ε)h
β
)
+ c2(ε, h)
N−γ/2√
1− p
)
,
with γ = 4/(d + 4), because it highlights the interplay of the parameters that influence the
accuracy and can thus guide numerical experiments.
Finally, we remark that in practise the combination of discrete time observations and numer-
ical integration naturally links δ and h. That is, δ (and hence nδ) is not arbitrary but has to be
such that δ = lh, for l ∈ N (or nt = lnδ). Here the choice l > 1 could make sense to reduce the
computational effort during the integral approximation, while bound (5.31) suggests to choose
δ ∝ hβ/α so that both error contributions are of the same order.
5.5. Data-driven coarse-graining for multiscale diffusion
processes
As motivated at the beginning of this chapter, one important class of problems for which it is
essential to have a convergent estimation procedure, is precisely the problem of finding coarse-
grained systems associated with the resolved degree of freedom of a diffusion processes with
two widely separated time scales. That is, in view of Chapter 2 we consider
dXε =
(1
ε
f0(X
ε, Y ε) + f1(X
ε, Y ε)
)
dt+ α0(X
ε, Y ε) dUt + α1(X
ε, Y ε) dVt , (5.32a)
dY ε =
( 1
ε2
g0(X
ε, Y ε) +
1
ε
g1(X
ε, Y ε) + g2(X
ε, Y ε)
)
dt+
1
ε
β(Xε, Y ε) dVt , (5.32b)
with Xε : [0, T ] → Rd and Y ε : [0, T ] → Rd′ for a finite time T > 0. That is, we have fi : Rd ×
Rd′ → Rd, i ∈ {0, 1}, α0 : Rd×Rd′ → Rd×p, and α1 : Rd×Rd′ → Rd×q as well as gi : Rd×Rd′ →
Rd′ , i ∈ {0, 1, 2}, and β : Rd × Rd′ → Rd′×q. In (5.32), U and V denote independent Brownian
motions of dimensions p and q, respectively, and ε > 0 is a small parameter. Let X denote the
solution to the coarse-grained model
dX = f(X) dt+ g(X) dWt , (5.33)
so that X approximately retains the essential statistical properties of Xε solving (5.32a) for
ε  1. We recall that the process Xε solving (5.32a) converges weakly in C([0, T ],Rd) to
X solving (5.33), provided that the fast process Y ε is ergodic and the centering condition is
satisfied (cf. Chapter 2). That is, Xε is a weak perturbation of X in the sense of Definition
5.2.3, so that data-driven coarse-graining essentially corresponds to estimating parameters in
(5.33) based on a perturbed input.
We present several data-driven coarse-graining examples to illustrate the applicability of the
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estimation methodology described in Section 5.3. Although the following examples are fairly
simple, they are yet very instructive as they cover many different important aspects, includ-
ing space dependent coefficients and multivariate processes. Most importantly, however, all
examples are such that the theoretical results presented in Section 5.4 apply and also so that
commonly used statistical techniques fail to obtain accurate approximations of the parameters
in the coarse-grained model. We also iterate that we use homogenization theory only to con-
struct the weakly convergent process Xε and its limit X in these numerical examples, so that
we can measure the error of the estimated values and compare it with the theoretical results
in Section 5.4. In fact, the developed estimation procedure itself does not rely on any homog-
enization techniques at all. Moreover, it does neither rely on the statistical knowledge of Y ε,
i.e. knowledge of (5.32b), nor on any other information of (5.32), even ε is not assumed to be
known.
If not stated otherwise, the discretely sampled observations were obtained by solving the
multiscale SDE numerically via the Euler–Maruyama scheme (i.e. β = 1 in Assumption A4)
using a time step h = 10−3. Moreover, the temporal subdivision used for the trapezoidal op-
erator (5.16) to approximate time integrals is set to equate with the sampling time, i.e. δ = h.
The set of trial points Ξ used in the examples below is a collection of normally distributed
random variables, which were drawn a priori and then fixed throughout the numerical experi-
ment. Based on these approximations and only on time discrete observations of Xε, the goal is
to infer the coefficients in the corresponding coarse-grained model (5.33), when assuming that
both the drift function f and the diffusion function G = ggT can be parametrised as in (5.10).
Recall that the estimated value depends on the choice of the admissible function φ, the set of
trial points Ξ, and the time t. Consequently, the error constants in (5.31) will also depend on
those parameters, in particular the dependency of the estimated value on t is profound. We
will thus plot the relative errors of the estimated values as functions of t below.
5.5.1. Fast Ornstein–Uhlenbeck noise
As a first example, consider
dXε =
(1
ε
σ(Xε)Y ε + h(Xε, Y ε)− σ′(Xε)σ(Xε)
)
dt , (5.34a)
dY ε = − 1
ε2
Y ε dt+
√
2
ε
dVt , (5.34b)
with V being a standard one-dimensional Brownian motion. Since the fast process is an
Ornstein–Uhlenbeck process, determining the precise form of a coarse-grained equation asso-
ciated to this multiscale system reduces to computing Gaussian integrals, as we have outlined
earlier already. The associated coarse-grained model is then given by
dX = h¯(X) dt+
√
2σ(X)2 dWt , (5.35)
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Figure 5.1.: Relative error of the estimators θˆεδ,h,N for (5.35) with (5.36) as functions of t, with
h = δ = 10−3, and ε = 10−1, for two different ensemble sizes N .
where h¯(x) denotes the average of h(x, ·) with respect to the invariant measure of the fast
process Y ε, and W denotes another standard one-dimensional Brownian motion. In (5.34a)
we have subtracted the Stratonovich correction from the drift so that the noise in (5.35) can
be interpreted in Itô’s sense. This drift correction was merely done for convenience and is not
essential for what follows. In the sequel we consider two different choices of the pair h(·), σ(·).
As a first example let
h(x, y) = Ax and σ(x) =
√
ς , (5.36)
so that (5.35) is the SDE satisfied by an Ornstein–Uhlenbeck process. Consequently, to fit
(5.35) to available data, we seek n = 2 parameters. Natural choices for the functions in the
drift and diffusion parametrisation (5.10) are
f1(x) = x , f2(x) = 0 , G1(x) = 0 , G2(x) = 2 ,
with the true parameters being θ ≡ (θ1, θ2)T = (A, ς)T . We chose φ(x) = exp(−x2/2) as
admissible function, and approximate the expectations by an ensemble average of trajectories.
Finally, we consider m = 24 different trial points. For the numerical experiment we generate
observations of Xε on [0, t], i.e. of (5.34a), with (A, ς) = (−0.5, 0.5) and ε = 0.1, and fit the
coarse-grained SDE model to these data. Figure 5.1 depicts the relative error of the resulting
parameter estimates as a function of time t, for two different ensemble sizes N ∈ {100, 5000}.
To focus solely on the influence of the perturbation of the input, i.e. to verify the ε-stability of
the methodology numerically, we plot the relative error in Figure 5.1(A) for a large ensemble
size N = 5000, so that all other error contributions are negligible. For very small values of t,
one observes large relative errors indicating that the estimators, based on these approximations,
are distorted. In view of (5.31) this is due to a large constant dominating the error. Increasing
t, however, reduces the relative error significantly, i.e. the error constant shrinks. In fact,
the relative error drops well below 5% for t ≥ 0.2 with only minor fluctuations. Roughly
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Figure 5.2.: Relative error of the estimators θˆεδ,h,N for (5.37) as functions of t, with h = δ = 10−3,
and ε = 10−1, for two different ensemble sizes N .
speaking, by increasing t one increases the information content in the estimator and the O(ε)
contribution in error bound (5.31) becomes visible. To demonstrate the usefulness of bound
(5.31), despite the fact that it is rather pessimistic, Figure 5.1(B) shows the relative error of
the estimator for the same experiment but with a smaller ensemble size N . By decreasing N ,
one can significantly reduce the computational cost while still controlling the relative error.
Specifically, we use N = 100 so that 1/
√
N = O(ε), which in view of bound (5.31) should yield
relative errors of the same order, with (possibly) larger fluctuations. This is indeed confirmed
in Figure 5.1(B). In fact, one finds qualitatively the same behaviour as before: the estimator is
biased for small t and increasing t considerably reduces the relative error below 10% with some
fluctuations.
Consider as a second example h(x, y) = Ax + Bx3 and σ(x) =
√
σa + σbx2 so that the
coarse-grained system (5.35) associated with the multiscale system (5.34) reads
dX = (AX +BX3) dt+
√
2(σa + σbX2) dWt . (5.37)
In this case, natural choices for the functions in (5.10) with n = 4 parameters are
f1(x) = x , f2(x) = x
3 , f3(x) = 0 , f4(x) = 0 ,
G1(x) = 0 , G2(x) = 0 , G3(x) = 2 , G4(x) = 2x
2 ,
where the true parameters are θ ≡ (θ1, θ2, θ3, θ4)T = (A,B, σa, σb)T . As admissible function
we select φ(x) = (1 + x) exp(−x2/2) to meet the rank condition in Proposition 5.4.1, and we
approximate the expectations by an ensemble average again. Finally, we consider m = 54 trial
points. Figure 5.2 depicts the relative error of the estimated value for the parameters in (5.37)
corresponding to a choice of (A,B, σa, σb) = (2,−2, 1, 1) and ε = 0.1 in (5.34), again for two
different ensemble sizes N ∈ {100, 5000}. Despite the fact that SDE (5.37) provides a far more
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involved structure than the previous example, the estimation procedure shows qualitatively
the same performance behaviour as before. For the large ensemble size N = 5000, Figure
5.2(A) also displays that increasing t reduces the relative error substantially and only minor
fluctuations are present. Even though the results for this example are not as accurate as for
the first one, a relative error varying between 5% and 10% is in good agreement with bound
(5.31), as it is of O(ε). Furthermore, Figure 5.2(B) also demonstrates the practicality of bound
(5.31) for this example: by decreasing the ensemble size to N = 100, so that 1/
√
N = O(ε),
one observes relative errors that show qualitatively the same behaviour as a function of t and
are of the same order as before, but with slightly larger fluctuations.
5.5.2. Brownian motion in a two-dimensional potential
Another example that falls into the class of multiscale diffusion processes is the movement
model of Brownian motion in a two-scale potential. Specifically, consider the two-dimensional
Langevin equation
dXε = −∇V
(
Xε,
1
ε
Xε;M
)
dt+
√
2σ dUt ,
where V (·, ·;M) denotes a two-scale potential with M being a set of parameters controlling V
and U denotes a standard two-dimensional Brownian motion used to model the thermal noise.
As in the previous chapters, we assume that the two-scale potential V (·, ·;M) is given by a
large scale as well as a separable fluctuating part: V (x, y;M) = V (x;M)+p1(y1)+p2(y2), with
x, y ≡ (y1, y2)T ∈ R2, so that the original system reads
dXε = −
(
∇V (Xε;M) + 1
ε
(
p′1
(
Xε1/ε
)
p′2
(
Xε2/ε
))) dt+√2σ dUt , (5.38)
where Xε(t) ≡ (Xε1(t), Xε2(t))T ∈ R2. Here we take the large scale part to be a quadratic
potential V (x;M) = 1
2
xTMx, with M ∈ R2×2 being symmetric and positive definite, so that
the coarse-grained equation for X(t) ∈ R2 is given by
dX = −RMX dt+
√
2σR dWt , (5.39)
with analytic expressions for R = diag(r1, r2), see [132]. For the choices p1(y1) = cos(y1) and
p2(y2) = cos(y2)/2 we find that r1 = I0(1/σ)−2 and r2 = I0(1/(2σ))−2, where I0(z) denotes the
modified Bessel function of the first kind. For this example a simple choice for the functions
defining the parametrisation (5.10) is
f1(x) =
(
x1
0
)
, f2(x) =
(
x2
0
)
, f3(x) =
(
0
x1
)
, f4(x) =
(
0
x2
)
,
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Figure 5.3.: Relative error of the estimators θˆεδ,h,N for (5.39) as functions of t, with ensemble
size N = 5000, h = δ = 10−3, and ε = 10−1.
and f5(x) = f6(x) = 0, as well as G1(x) = G2(x) = G3(x) = G4(x) = 0 and
G5(x) =
(
2 0
0 0
)
, G6(x) =
(
0 0
0 2
)
,
where x ≡ (x1, x2)T ∈ R2. Hence, we seek to determine n = 6 parameters, where the true pa-
rameters θ ≡ (θ1, . . . , θ6)T are such that
(
θ1 θ2
θ3 θ4
)
= −RM and diag(θ5, θ6) = σR. As admissible
function we select here φ(x) = Φ(x1)Φ(x2), with Φ(z) = (1 + z2) exp(−z2/2). Moreover, we
choosem = 24 trial points and approximate the expectations by ensemble averages (N = 5000).
Figure 5.3 shows the relative error of the estimated value as a function of t based on obser-
vations of the multiscale system (5.38) with M =
(
2 2
2 3
)
, σ = 3/2, and ε = 0.1. Also here we
observe that the relative error is significantly reduced to around 5% by increasing t and only
minor fluctuations are present.
5.5.3. Brownian motion in a two-scale potential revisited
In the previous examples we always used an ensemble average to approximate the expectations.
Here we illustrate that the proposed methodology can also be applied to the situation where only
one long trajectory of observations (i.e. a time series) is available. Consider the one-dimensional
Langevin equation
dXε = − d
dx
Vα
(
Xε,
1
ε
Xε
)
dt+
√
2σ dUt .
Let the two-scale potential Vα be given by a quadratic large scale part plus a fluctuating part,
Vα(x, y) = αx
2/2 + p(y), so that the Langevin equation can be written as
dXε = −
(
αXε +
1
ε
p′
(
Xε/ε
))
dt+
√
2σ dUt . (5.40)
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Figure 5.4.: Relative error of the estimators θˆεδ,h,N for (5.41) as functions of t, using h = δ =
10−3, ε = 10−1, and a single time series on [0, 5000].
When the fluctuating part p is sufficiently smooth, bounded, and periodic with period L, the
coarse-grained equation is given by
dX = −AX dt+
√
2Σ dUt , (5.41)
with A = αL2/(Z+Z−) and Σ = σL2/(Z+Z−), where Z± =
∫ L
0
e±p(y)/σ dy.
To effectively use the estimation procedure based on one long trajectory of time discrete
approximations of (5.40), the time discrete approximations have to satisfy the mixing condition
in Proposition 5.3.2. To check this condition, we assume that the time discrete approximations
are the result of an Euler–Maruyama approximation. Let gεh(x) := (1−αh)x−p′(x/ε)h/ε, then
the Euler–Maruyama scheme applied to (5.40) on [0, t = nth] can be written as
X¯εh|ξ
(
(k + 1)h
)
= gεh
(
X¯εh|ξ(kh)
)
+ ηk
√
2σh , X¯εh|ξ(0) = ξ , (5.42)
for 0 ≤ k < nt, where the sequence of random variables (ηk)0≤k<nt is i.i.d. with η0 ∼ N (0, 1). For
any h, ε > 0 sufficiently small, one can thus find b, c > 0 and a ∈ (0, 1) such that |g(x)| ≤ a |x|−b
for |x| ≥ c, since p′ is bounded. As the Euler–Maruyama scheme (5.42) generates essentially a
stochastic difference equation of autoregressive type, it follows from the results in [44, p. 102]
that the process
(
X¯εh|ξ(kh)
)
k≥0 is strictly stationary and geometrically α-mixing. Consequently,
Proposition 5.3.2 ensures that the error of the expectation approximation vanishes and that
the main convergence result (Proposition 5.4.1) holds.
To estimate the n = 2 parameters in (5.41), we use f1(x) = x, f2(x) = 0 = G1(x), and
G2(x) = 2 in the parametrisation (5.10). For the numerical experiment below we set p(y) =
cos(y) so that parameters are θ ≡ (θ1, θ2)T = I0(σ−1)−2(−α, σ)T , with I0(z) again denoting
the modified Bessel function of first kind. Moreover, we use m = 24 trial point and φ(x) =
exp(−x2/2) as the admissible function. Figure 5.4 shows the relative error of the estimated
value as a function of t, when one trajectory of observations on [0, 5000] is obtained from the
multiscale system with (α, σ) = (2, 1), and ε = 0.1. The same behaviour of the relative error
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as a function of t is evident: very small t yields distorted estimated values, while increasing t
reduces the error significantly. In fact, for t ≥ 0.1 the relative error drops well below 5% with
only minor fluctuations. Since bound (5.31) is not valid in this case, the constants in front of the
rates might depends on other parameters (see discussion in Section 5.4.3). Therefore we chose a
rather long time series to focus solely on ε-stability, that is on the influence of the perturbation
of the input, and to illustrate the convergent behaviour of the estimation procedure.
5.6. Summary and open problems
We have studied the convergence of parametric estimation procedures for diffusion processes
from a numerical analysis perspective. Specifically, we have introduced consistency, stability,
and convergence concepts for estimation procedures. It turns out that the maximum likelihood
estimator is not convergent within this framework, since it fails to be stable. Motivated by
the results of the preceding chapters, we have introduced an inference methodology which
is provably convergent within this framework. This convergence property of an estimation
procedure is pivotal in many applications, such as for data-driven coarse-graining approaches
from multiscale observations. We have studied several examples of this class to verify the
theoretical results of the introduced methodology. Furthermore, these examples demonstrated
that the estimation procedure can be used to accurately approximate parameters in both drift
function and diffusion function.
We mention that the analysis presented in this chapter does not directly apply to the method-
ologies introduced in Chapters 3 and 4. Strictly speaking, this is because these methodologies
do not use admissible functions. In fact, in the previous chapters we used polynomials, which
are obviously unbounded. One can, however, work around this technicality by introducing an
appropriate (mollified) cut-off function, which cuts the polynomial off at a fixed level. For
this truncated version the analysis of this chapter applies. Under the additional assumption
that the dominated convergence theorem (see e.g. [13, Ch. II.15]) holds, e.g. by assuming the
existence of moments of all order, one can obtain the desired result by letting the cut-off level
tend to infinity.
There are still many challenges that remain to be addressed. One is, for example, related to
rigorous verification of the mixing conditions in the case where only one time series is available.
From a theoretical perspective this is not easy, as the available theory is quite restrictive.
In fact, most of it is only applicable for a constant diffusion coefficient and a drift function
satisfying a linear growth condition; see, e.g., [93] and references therein. Standard conditions
on drift and diffusion functions ensuring the mixing conditions of the continuous time diffusion
process are, e.g., given in [110, 162, 163]. From a practical perspective, however, this condition
does not appear to be too restrictive, as the results in Chapter 4 indicate.
But there are also other interesting questions left open. During the construction of the
estimator, for example, there are still some degrees of freedom that we have not used optimally.
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For instance, it seems that the particular choice of the admissible function φ can influence the
error constant of the error bound. Therefore, an important task for future research is to study
whether or not one can minimise the error constant not only with respect to φ, but also with
respect to the number and location of the trial points. From this perspective, characterising
the error constant’s dependency on the parameter t is also desirable. A closely related avenue
is also the study of the asymptotic distribution of the estimators, which in turn can be used to
guide the construction of asymptotic confidence intervals for the estimated values. For this task
the techniques used to show the asymptotic normality of the generalised method of moments
(see, e.g., [86]) appear to be promising starting point. These and related topics will be treated
in future studies.
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6. Data-driven coarse-graining in action
6.1. Introduction
In the previous chapters we were concerned with identifying coarse-grained stochastic models
from observations with a multiscale structure, in other words: data-driven coarse-graining for
multiscale systems. Here we now turn our attention to the bigger picture and highlight the
appeal of data-driven coarse-graining techniques as a generic tool to understand and predict
complex systems using observations. Specifically, the work of this chapter is motivated by the
fact that there has been an increasing demand for capturing nontrivial and generic statisti-
cal properties in complex systems based on available data only, as we have already pointed
out earlier. In fact, in many natural, industrial, social, and economical applications random
fluctuations play an essential role for the interesting and intriguing phenomena that emerges
in temporal observations [71, 82] and understanding the underlying complex process is a task
common across many disciplines. Typically, however, an accurate and reliable estimation of
statistical properties from empirical data (i.e. experimental observations) alone is often not
possible because the particular phenomenon of interest is for example only observed rarely.
One could, on the other hand, aim for deriving the governing equations from first principles
though this is possible in a few cases only, and usually leads to complex mathematical models
with a high level of detail, for example accounting for both micro- and macroscopic properties,
making it in turn computationally expensive. Here we propose an alternative approach based
on identifying a reduced (coarse grained) model on the basis of the experimental data at hand
(i.e. data-driven coarse-graining) which retains the fundamental aspects of the system and at
the same time has predictive capabilities. The subsequent analysis and prediction of a complex
process can then be carried out based on an adequate coarse-grained model. This idea is in
fact at the core of data-driven methodologies and despite its simplicity and the fundamental
importance in many different scientific areas there is not up to date a rational and systematic
framework for these purposes.
The motivation to identify such reduced models on basis of the experimental data stems
from the fact that, although there might not be sufficient experimental observations to directly
investigate the statistical properties of the complex phenomenon empirically, there is a wealth
of observations available nonetheless. Relying exclusively on the observations and treating the
model as a black box (that is, in technical terms using nonparametric estimators [140]) is,
however, not reasonable since such an approach is typically rather crude and introduces errors
in regions where no or only few observations are located, such as in rare phenomena (see also
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Figure 6.1.: Flow chart of the data-driven modelling framework: Given observations (data) we
postulate a coarse-grained stochastic model which is fitted (via statistical inference
and time series analysis tools) to the data and refined via a model selection process
(postulate - assessment/validation loop). Once the model has been validated, it
is used to predict underlying statistical properties of interest by making use of
stochastic processes and critical phenomena tools.
discussion in [156]), thus corrupting model based predictions. A more general procedure is
then to follow the semiparametric approach used throughout this work where one postulates a
model, i.e. a parametric ansatz, which supports the essential characteristics of the experimental
data, such as for example state transitions. This approach is also sometimes referred to as grey
box modelling.
In this chapter we introduce a unified generic framework for data-driven modelling based on
a semiparametric approach with the ultimate aim of analysing complex phenomena arising in
various systems. A schematic representation of the methodology is presented in Figure 6.1 which
consists of two main steps: a model selection (postulate - assess/validate) procedure, which
allows to select a simple coarse grained model with predictive capabilities, and a prediction
step where we use the selected model to find and predict, both analytically and numerically,
the behaviour of several underlying statistical quantities of interest which cannot be obtained
from the original data. The key point of this methodology, which we describe in detail in
Section 6.2, is that it combines different interdisciplinary tools in a single framework, which
can be applied to a diverse range of applications. As two representative examples of current
interest, in Section 6.3 we apply this methodology to experimental observations of the foraging
behaviour of a marine predator [73], and to the temperature record during the last glacial
period [7]. Finally, the results are summarised and discussed in Section 6.4.
6.2. Generic data-driven modelling framework
We are mainly interested in systems where the underlying noisy process is continuous with
respect to time as it occurs in most physical systems. Therefore we focus, as we did throughout
this work, on simple models for continuous time processes which are solutions of the following
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prototypical stochastic differential equation (SDE):
dX = f(X) dt+ g(X) dWt , (6.1)
with initial condition X(0) ∈ Rd. As usual, X describes a fluctuating variable of interest,
which is characterised through the combination of a drift function f and a diffusion function g,
with the latter controlling the influence of the stochastic driving through a Wiener process W .
Recall that we understand an SDE such as the above equation in view of Itô’s convention for
the stochastic integral throughout this work (see Appendix A for more details and also [135] for
a discussion on preferences of different conventions for applications originating from different
fields).
6.2.1. Postulating and identifying suitable models
To deduce a functional form for both drift function f and diffusion function g in equation
(6.1), we perform a preliminary nonparametric analysis in regions where most observations are
located (not shown here); see [12, 154] and the references therein for details. This insight then
in turn guides us to consider the postulated SDE model in a parametric way, so that we rewrite
the SDE (6.1) as:
dX = f(X; θ) dt+ g(X; θ) dWt . (6.2)
Given a series of experimental observations, we want to fit the above model to the available
data. The unknown model parameter vector θ ∈ Θ ⊆ Rn is then estimated on the basis
of the available observations using a maximum likelihood methodology. We do not resort to
the estimation procedures introduced in the previous chapters, because it turns out that the
following examples are not characterised by the presence of widely separated time scales. This
can be heuristically verified, e.g., by comparing estimated values using the maximum likelihood
framework with different sampling rates (cf. Section 2.3.1). A more systematic verification is
possible by comparing the results of a standard nonparametric estimator (ε-unstable) with those
obtained by a stabilised nonparametric estimator (work in progress; see also Chapter 7). Under
these circumstances the maximum likelihood methodology is computational more efficient and it
also provides additional favourable theoretical properties, such as asymptotic normality [16,38],
which motivates its use in this chapter. Let Xi ≡ X(ti) be experimental observations of the
process of interest for some unknown θ ∈ Θ at times 0 = t0 < t1 < · · · < tN = t and
denote by XN the sample of these (N + 1) observations, i.e. XN := (Xi)0≤i≤N . Then the
maximum likelihood estimator (MLE) based on the observations XN is given as any element
that maximises the observation-based likelihood function LN(θ;XN),
LN(θ;XN) =
N−1∏
i=0
pθ(ti+1 − ti, Xi+1|Xi)pθ(X0) , (6.3)
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over the space of admissible parameters Θ. That is, the MLE θˆN satisfies
θˆN ∈ arg max
θ∈Θ
LN(θ;XN) .
See Appendix B for further details. In equation (6.3) pθ(x) denotes the probability density
function of the initial condition and pθ(∆t, x|x0) denotes the conditional density function, i.e.
transition density associated with the SDE, of the value x being reached in ∆t time units
when currently located at state x0. As the transition density pθ(·, ·|·) is only rarely known in
closed-form, we adapt here an approximation via the closed-form expansion due to Aït-Sahalia
[3, 4]. As the following examples are characterised by scalar processes (i.e. d = 1), we describe
here the inference step for one-dimensional time series only. We mention, however, that a
similar expansion is also available in the multidimensional case; see the references details. In
the situation d = 1, the closed-form expansion is based upon using equation (6.3) together with
the approximation
pθ(∆t, x|x0) ≈ exp(−z
2/2)
g(x; θ)
√
2pi∆t
J∑
j=0
η
(K)
j
(
Fθ(x0)|∆t; θ
)
Hj(z)
∣∣∣∣∣
z=
Fθ(x)−Fθ(x0)√
∆t
with J = 6 = 2K and where Fθ is such that dFθdx = g(·; θ)−1. The coefficients η(K)j are quite
lengthy but are given in closed-from; see Appendix B for details. It is known that the approxi-
mation error vanishes in the limit as J tends to∞. As we only have control over the pointwise
approximation error of the transition density, but not over the error in its derivatives with
respect to θ, we use derivative-free optimisation techniques to compute the MLE θˆN in prac-
tise. Specifically, we use a combination of global (genetic algorithm) and local (Nelder–Mead
simplex method) strategies; see [95] for implementation details.
Using this inference step in the data-driven modelling framework it is possible to identify
a simple (i.e. characterised by a small number of unknown parameters), yet adequate, model
which retains the essential statistical properties of the real process. Once several possible
model candidates are identified we proceed with a model selection procedure which statistically
compares and assesses the different models. This allows us to narrow down two models which
are similar to each other and are good candidates to describe the observed phenomena. There
is a rich literature on statistical model selection criteria, which are used to compare different
model parametrisation against each other; see e.g. [24]. Here we use two techniques, both
relying on the maximised likelihood function of the considered model, i.e. on LN(θ;XN). To
be specific, let θˆN be the n-dimensional MLE for the SDE model (6.2). Then we use the finite
sample size corrected Akaike information criterion (AICc), given by
AICc = 2n(N + 1)/(N − n)− 2 ln (LN(θˆN ;XN)) ,
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which is recommended over the standard AIC due to the correction for finite sample sizes [24],
but also because it coincides with the AIC for large sample sizes N . Moreover, we use the
Bayesian information criterion (BIC), which is given by
BIC = n ln (N + 1)− 2 ln (LN(θˆN ;XN)) .
Both criteria provide a measure of the relative quality of the SDE parametrisation (6.2) (i.e.
of the statistical model) based on the given set of data. In particular they are designed to
penalise over-fitted models, i.e. a parametrisation with many parameters is not as valuable as
a parametrisation with fewer parameters, unless it significantly improves the goodness of the
fit. The only difference between these criteria is how this trade-off between complexity and
goodness of the fit is realised: the AICc penalises the number of parameters not as strongly as
the BIC does. In both cases the preferred model parametrisation is the one with a minimum
value. Although the AICc has sometimes theoretical advantages and can be practically advan-
tageous [24], we also monitor the BIC here as a second opinion. In addition to these statistical
model selection criteria, we also require that the fitted SDE provides a solution with stationary
probability density function, which is motivated by the underlying observation processes we
consider here.
Instead of fitting the SDE model for X to the data XN directly, it is sometimes more conve-
nient to apply a (deterministic) transformation both to the data and to the model first, so that
the transformed model becomes more amenable to the inference problem. More precisely, let
φ be a suitable function, then we define the new (auxiliary) process by Y := φ(X) correspond-
ing to the observations YN := φ(XN), where we understand the application of the function φ
element-wise. In view of the Itô formula, the new process Y also solves an SDE. The motivation
for this approach stems from the fact that if one can infer the SDE model of Y from YN , then
the SDE model of X can be readily expressed in terms of the SDE model for Y . The following
Lemma summarises this concept, which is an immediate consequence of the Itô formula and
the inverse mapping theorem.
Lemma 6.2.1. Let X solve an SDE of the form (6.1) with X(t) ∈ X for all t ≥ 0. Furthermore,
let φ : X → Y be a C2-diffeomorphism and define Y := φ(X). Assume that the process Y solves
dY = fY (Y ) dt+gY (Y ) dW and denote by fˆY and gˆY the estimated coefficients based on φ(XN).
Then the fitted SDE model for X based on XN is given by
dX =
(
fˆY
(
φ(X)
)
φ′(X)
− gˆY
(
φ(X)
)2
φ′′(X)
2φ′(X)3
)
dt+
gˆY
(
φ(X)
)
φ′(X)
dW .
Furthermore,if the function φ is monotonically increasing and the process Y has a stationary
density ρY , say, then the stationary (Lebesgue) density ρX of the process X is given by
ρX(x) = φ
′(x)ρY
(
φ(x)
)
,
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for any x ∈ X .
6.2.2. Model validation and prediction
Once we have shortlisted two coarse-grained SDE models, we then validate them by computing
quantities that can be directly compared with the experimental data, for example the probabil-
ity distribution function (PDF). After this final step, we can then study and predict different
statistical properties. An example of this is to investigate exit times, or the so-called mean-
first-passage time (MFPT) of the process X solving (6.1). In particular, for a domain D ⊂ Rd
we want to know how long it takes on average for X to leave the domain D for the first time
when the process is initially started at x ∈ D, i.e.
τ(x) := E
(
inf {t ≥ 0: X(t) 6∈ D , X(0) = x}) . (6.4)
Note that τ(x) = 0 by definition when x 6∈ D. To approximate τ one typically resorts to
Monte Carlo techniques based on numerical simulations of the SDE model. For example,
recently a multilevel Monte Carlo method has been introduced, which significantly reduces
the computational cost over the costs for standard Monte Carlo approaches [69]. For small
dimensions (i.e. d ≤ 3), an alternative way of approximating τ is to exploit the relation between
statistical properties of the solution to SDE (6.1) and PDE theory (cf. Appendix A). In fact,
the MFPT τ solves the deterministic Poisson equation
f · ∇τ + 1
2
ggT : ∇∇τ = −1 in D ,
equipped with appropriate boundary conditions on ∂D [55, 145]. Notice that the differential
operator on the left-hand side is the generator associated to the SDE (6.1). The boundary
conditions (e.g. reflection or absorption on ∂D) depend on the problem at hand, that is on the
statistical property one is interested in.
The fact that τ solves a PDE is particularly useful in one-dimension (d = 1). In that case,
the PDE reduces to an ODE and can be solved analytically. In fact, let D := (l, r), then the
MFPT for x ∈ D can be written as
τ(x) = −2
∫ x
l
∫ y
l
exp (ψ(z)− ψ(y))
g(z)2
dz dy + c1
∫ x
l
exp (−ψ(y)) dy + c0 ,
where ψ(x) = 2
∫ x
l
g(z)−2f(z) dz and the constants c0, c1 are determined via the boundary
conditions. This explicit representation of τ is not only of practical interest when approximating
it, but also amenable to a simplified mathematical analysis of the MFPT, such as a sensitivity
analysis with respect to the parametrisation [25].
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Figure 6.2.: Analysis of marine predator movements: (a) Diving depth time series of an ocean
sunfish (Mola mola) (data is obtained from [73]). (b) PDF of the experimen-
tal observations (histogram in grey) and the ones obtained from model M1 and
M2. (c) Time series of the fitted coarse-grained process X computed by using
model M1. (d) PDF of the waiting times between large bursts of activity computed
numerically using model M1. The solid line corresponds to a fit to the function
P (T ) = aT−γ exp (−T/T0) with exponent γ = 1.48 ± 0.03. (e) PDF of the total
diving length ` as defined by equation (6.6). The solid line corresponds to a power
law P (`) ∼ `−µ exp (−`/L0) with exponent µ = 1.88± 0.05.
6.3. Representative Examples
Now we apply the methodology described above to two unrelated examples of complex systems
which are of fundamental significance in the current research topics.
6.3.1. Movement patterns of marine predators
The study of foraging behaviour in marine animals is an active research topic in ecology that has
received a considerable amount of attention over the last years. For example, the analysis of the
movement displacements of marine predators, which are obtained via animal-attached electronic
tags, has suggested that predators adopt an optimal search strategy based on Lévy search
flights [73,153] - a special case of a random walk for which the movement displacements follow
a probability density function (PDF) with a power-law tail. Understanding how such complex
behaviour is linked to, e.g., the environment conditions and the available prey distribution [18]
or the predator’s physiological capabilities [158]; and more importantly, how to predict it in
terms of simple statistical models has become a major goal (see e.g. [144] and references therein).
As a first example to apply our data-driven methodology we study the diving depths of a
particular marine predator.
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6.3.1.1. Observations
We consider the experimental observations of the movement pattern of an ocean sunfish (Mola
mola) which were obtained by Humphries et al. [73] in a recent study to identify Lévy flights
and Brownian movements in marine predators. Figure 6.2(a) shows the time series of the
animal’s diving depth (in positive values with respect to the sea surface) over a period of 4.5
days. The data set contains N = 37800 observations with temporal sampling rate ∆t = 10 s. It
is evident that its behaviour is characterised by a complex intermittent dynamics which reveals
at least two interesting patterns. Firstly, the animal seems to have two preferred habitats, i.e.
depths where it spends most of its time, which are characterised by two main peaks in the
histogram of the data (see Figure 6.2(b)) located at depths of approximately 5.5 m and 26.5 m.
The second interesting phenomenon is that the animal, on rare occasions, undertakes dives into
regions which are significantly deeper than its favourite habitats. To perform hence a statistical
analysis of this behaviour we approximate it by means of a stochastic model.
6.3.1.2. Model Selection
We first note that to postulate a simple model for the diving depth dynamics one needs to
take into account the sea surface as a natural boundary so that the diving depth is always
positive, i.e. X > 0. To this end, we consider the change of variable Y = ln (X) and the
auxiliary process Y solves an SDE with drift function fY and diffusion function gY in view of
Itô’s formula. The shape of the histogram of the transformed observations (not shown here)
together with a preliminary nonparametric estimation suggest to postulate SDE models for Y
of the form:
M1: fY (y; θ) =
∑5
j=0 θjy
j , gY (y; θ) = θ6,
M2: fY (y; θ) =
∑7
j=0 θjy
j , gY (y; θ) = θ8,
M3: fY (y; θ) =
∑3
j=0 θjy
j , gY (y; θ) = θ4,
M4: fY (y; θ) = gY (y; θ)
2∑3
j=0 θjy
j , gY (y; θ) =
√
θ4 exp(−θ5y),
M5: fY (y; θ) = gY (y; θ)
2∑5
j=0 θjy
j , gY (y; θ) =
√
θ6 exp(−θ7y).
The SDE model for X then follows from Lemma 6.2.1. Table 6.1 summarises the outcome of the
framework’s model selection step. Therein the different models for the auxiliary process Y are
compared with respect to the number of parameters n, the negative value of the log-likelihood
function evaluated at the MLE (i.e. Lˆ ≡ LN(θˆN ;XN)), the statistical model selection criteria,
and the fact whether or not the estimated model provides a normalisable PDF for the original
process X (the symbol X means that the PDF exists). Inspection of the Table indicates that
model M1 and model M2 are the two preferred models and we will focus only on these two models
from now on. Note that both models are characterised by only 7, respectively 9, parameters.
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Model n − ln (Lˆ) AICc BIC PDF of X
M1 7 −59331.0 −118648.0 −118588.2 X
M2 9 −59335.2 −118652.4 −118575.5 X
M3 5 −59094.9 −118179.8 −118137.1 X
M4 6 −74000.1 −147988.2 −147937.0 ×
M5 8 −74366.3 −148716.6 −148648.3 ×
Table 6.1.: Comparison of different SDE models for the transformed process Y = ln(X)
The dynamics of the diving depth is then given by X = exp (Y ), and its corresponding SDE
can be generically written as:
dX = f(X; θ) dt+ 2σX dWt, (6.5)
which has pure multiplicative noise and where the strength 2σ equals either θ6 or θ8 in models
M1 or M2, respectively, see Lemma 6.2.1. Figure 6.2(c) shows an example of a time series gen-
erated from model M1, and 6.2(b) the theoretical PDFs associated with both estimated models
superimposed on the experimental histogram. We observe that the numerically generated time
series exhibits a similar behaviour as the one observed experimentally, and that there is a good
match between the model PDFs and the time series’. In fact, they nicely reproduce the bimodal
nature of the empirical data in terms of both locations and values. The fact that the drift func-
tion of model M1 is contained in the drift of model M2 together with the observation that the
associated model PDFs are almost identical, indicates the robustness of the parametrisation.
Both models are also very similar in view of the statistical model selection criteria (see Table
6.1). Indeed, the AICc only just selects model M2 as the preferred model, where the difference is
minor, while the BIC, due to its stronger penalisation of number of parameters, favours model
M1 (see [85] for an interpretation of the magnitude of these differences). Finally, it is important
to emphasise that although this formulation is based on stochastic models that can give rise
to unreal local fluctuations at small scales, it fully captures the macroscopic dynamics of the
animal and reproduces the underlying quantities of interest.
6.3.1.3. Prediction
Once we have identified models M1 and M2 we use them to compute several quantities describing
the dynamics of the animal. First, based on the bimodal PDF we define the three regions of
interest (habitats) as follows. Region I, which is the low-depth preferred habitat, is defined
as depths which are smaller than the local minimum between peaks of the PDF located at
XI = 10.5 m, so that Region I corresponds to X < XI. Region II, which is the deeper preferred
habitat, is defined as XI ≤ X < XII, where XII = 41.3 m is defined as the inflection point of
the PDF for depths deeper than the second maximum. Finally, Region III, which consists of
unlikely and rare deep dives, is defined as the depths X ≥ XII (cf. Figure 6.2(c)).
111
CHAPTER 6. DATA-DRIVEN COARSE-GRAINING IN ACTION
We now look at how long it takes on average to make the transition from Region I to
II. Specifically, based on model M1 (model M2), the animal spends on average approximately
τ = 1.24 h (τ = 1.41 h) in lower depths corresponding to Region I before diving to deeper
depths of Region II. Conversely, when situated in its deeper favourable habitat II, it takes on
average approximately τ = 4.48 h (τ = 4.87 h) before ascending to Region I according to model
M1 (model M2). On the other hand, we also look at the statistics of the rare events when the
animal undertakes very deep dives. We first compute the transition time that it takes for the
animal to dive from Region II deep into Region III, specifically we consider dives to 150 m
and beyond. We obtain that on average it takes approximately τ = 44.32 h (τ = 48.18 h) in
view of model M1 (model M2). We look next at the distribution of the waiting times between
two consecutive deep depths. In particular, we define the waiting time T as the time the
animal is in depths smaller than XII (i.e. X ≤ XII) before migrating from Region II into Region
III. Figure 6.2(d) shows the results obtained with model model M2 (in fact both models give
the same results) observing that the PDF of T follows a truncated power-law distribution,
P (T ) ∼ T−γ exp (−T/T0), with exponent γ ≈ 1.48. It is interesting to note that this particular
type of distribution (with exponent close to 3/2) has been observed ubiquitously in many
different biological and physical intermittent systems and it is a signature of critical phenomena,
from neuronal activity in cortex [152], electroconvection of nematic liquid crystals [81] or fluid
flow in porous media [115, 137] to colloidal quantum dots [52], and additive noise-induced
transitions in dissipative systems [139]. By studying the mean first passage properties it has
also been proved recently that this exponent can follow from the generic form of the SDE (6.5)
with multiplicative noise term [138].
Finally, we look at the statistics of the total diving length of the animal during a rare event
for a single trajectory Xi for i = 0, . . . , N , where N = T/∆t with T being the final time. In
particular we define the total travelled length as:
` ≡ `(X) =
N−1∑
i=0
|Xi+1 −Xi| I(Xi ≥ XII) , (6.6)
where I(·) denotes the indicator function. In other words, `(X) is a data-driven approximation
of the length of the curve t 7→ X(t) above the threshold XII. Due to the dependency on the
observed trajectory, `(X) is a random variable. When computing the PDF of ` numerically we
obtain that for long distances it also follows a truncated power law, P (`) ∼ `−µ exp (−`/L0)
with an exponent µ = 1.88 ± 0.05. Note that the statistics of this quantity follow a similar
behaviour as the statistics of the step length defined in [73] where they report an exponent of
µ = 1.92 indicating the animal follows a Lévy searching description.
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Figure 6.3.: Analysis of climate transitions: (a) Paleoclimatic record time series [7]. (b) PDF of
the experimental observations (histogram in grey) and the numerical ones obtained
from model M1 and M2. (c) Time series of the fitted coarse-grained process X
computed by using model M2. (d) and (e) PDF of the residence times τw for
which the solution is in the cooler state and PDF of the durations τd of the DO
events, normalised to their corresponding mean values and for different values of
the threshold, namely Xth = −42 (◦), −42.2 (), and −42.5 (). The solid lines
correspond to the exponential function P (z) = exp (−z).
6.3.2. Climate transitions during the last glacial period
Ice core records from Greenland reveal many intriguing phenomena of Earth’s past climate
and in particular records covering the last glacial period, approximately from 70 ky (1 ky =
1000 y) until 20 ky before present, are dominated by repeated rapid climate shifts, the so-called
Dansgaard–Oeschger (DO) events [39], which are characterised by abrupt warmings. While the
origin of these shifts is still actively debated [106], there seems to be the general consensus
that these DO events are transitions between two meta-stable climate states: a cold stadial
and a warm interstadial state. In addition to identifying the underlying causes, it is also vital
to understand how long it takes between DO events, as this yields indicators for the causes.
Earlier research on this problem, based on previously obtained ice core records, reported a
periodically occurrence of the DO events with period of approximately τDO ≈ 1.5 ky [61],
which has been subsequently refined to 1.47 ky [142, 149]. In a more recent work, based on
a newer record with more accurate dating, it has been reported that there is not significant
statistical evidence supporting the periodicity hypothesis of the DO events. Moreover, it is
argued that these climate shifts are most likely due to a stochastic nature [42, 43]. In this
fashion we use our data-driven framework to investigate the DO events during the last glacial
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Model n − ln Lˆ AICc BIC PDF of X
M1 5 1123.4 2256.8 2281.3 X
M2 7 1188.1 2390.4 2424.6 X
M3 7 1111.3 2236.8 2271.0 ×
M4 6 5180.0 10372.1 10401.4 X
M5 8 4969.6 9955.3 9994.4 X
M6 9 1193.7 2405.7 2449.6 X
Table 6.2.: Comparison of different SDE models for X
period without relying on periodic models.
6.3.2.1. Observations
We consider the δ18O isotope record (as a proxy for Northern Hemisphere temperature) dur-
ing the last glacial period which was obtained from the North Greenland Ice Core Project
(NGRIP), Greenland’s newest ice core [7], consisting of N = 1000 observations with temporal
sampling rate of ∆t = 0.05 ky (see Figure 6.3(a)). We can see a noisy temporal signal which is
characterised by transitions between two states. The periods when the temperature increases
up to the warmer state until it abruptly goes down to the cool state correspond to the DO
events, and these two states give rise to a bimodal histogram, see Figure 6.3(b).
6.3.2.2. Model Selection
To account for transitions between two states, we consider six different parametrisation of the
SDE model (6.2) for X:
M1: f(x; θ) =
∑3
j=0 θjx
j , g(x; θ) = θ4,
M2: f(x; θ) =
∑3
j=0 θjx
j , g(x; θ) =
θ4 , if x < θ6θ5 , if x ≥ θ6 ,
M3: f(x; θ) =
∑5
j=0 θjx
j , g(x; θ) = θ6,
M4: f(x; θ) = g(x; θ)2
∑3
j=0 θjx
j , g(x; θ) =
√
θ4 exp(−θ5x),
M5: f(x; θ) = g(x; θ)2
∑5
j=0 θjx
j , g(x; θ) =
√
θ6 exp(−θ7x),
M6: f(x; θ) =
∑5
j=0 θjx
j , g(x; θ) =
√
θ6 + θ7(x− θ8)2.
The results of the model selection step are summarised in Table 6.2. It turns out that model M1
and model M2 are the two preferred models so that we will focus only on them in what follows.
Note that model M2 generalises model M1 to a piecewise constant diffusion function. Figure
6.3(b) shows the model-based PDFs in comparison with the histogram of the original time
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series, observing very good agreement between them. Due to its piecewise constant diffusion
coefficient, the PDF associated with model M2 also captures the drop in the histogram around
X = −42. It is noteworthy that although model M1 appears to be marginally preferable from
a purely model selection criteria point of view (see Table 6.2), M2 is a novel model in this field
and shows strong statistical resemblance with the NGRIP data (something we believe should
advocate the use of models with a non-constant diffusion function also in other fields). In fact,
M1 has been used previously to obtain a dynamical model for the NGRIP record [106, 107]
albeit in that case, the model was not assessed nor were predictions made and the estimation
procedure was somewhat ad hoc by using the same data set several times in order to obtain a
larger sample.
6.3.2.3. Prediction
Using the identified models, we compute the average time τDO between DO events during the
last glacial period by using the techniques described in Section 6.2.2. In particular, we calculate
the time τDO as the average time to exit from a warm state plus the average time to exit from
a cold state. For model M1 this approach results in τDO ≈ 1.602 ky, while for model M2 in
τDO ≈ 1.511 ky. Both values, especially the one obtained with model M2 are in very good
agreement with the values previously reported in the literature (the most accurate value was
1.47 ky reported in [142,149]). It is important to reiterate, however, that this previous value was
obtained by considering a periodic model, something that has been recently questioned [42,43],
whereas the value we obtain here is from a pure stochastic model which is derived in our
data-driven framework.
We next look at the statistics of both the residence times in the cooler state, i.e. the waiting
times between DO events which we denote as τw, and the durations of the DO events, i.e.
the residence times in the warmer state, which are denoted as τd. To this end, we define a
threshold separating the two states to be at Xth = −42.13 corresponding to the mean value
of the signal. The time τw is then defined as the consecutive times for which X ≤ Xth and τd
as the consecutive times for which X > Xth, respectively. Figures 6.3(d,e) show the PDFs for
both magnitudes (normalised to their corresponding mean value) observing that they follow
an exponential behaviour, P (z) = exp (−z) for z = τw/〈τw〉 or τd/〈τd〉. Such an exponential
behaviour can be understood analytically as follows. First, we note that the waiting times τw
are characterised by time periods for which the solution is locally fluctuating around the stable
cooler state before jumping to the warmer state. We can approximate such local dynamics as
fluctuations of a particle around an effective harmonic potential. To this end, let V be such
that V ′ = −f(·; θ), where f is as in M1 or M2. Then we express the effective harmonic potential
Ve via a second order Taylor expansion of V around the cooler stable state X0 (i.e. minimum
of V ): Ve(X) = V (X0) + (1/2)V ′′(X0)(X − X0)2. Hence, we have that the local dynamics
around X0 follow the SDE, dX = a(X0 −X) dt + θ4 dWt with a = V ′′(X0). Consequently, we
obtain an underlying local process which is given by an Ornstein–Uhlenbeck process, for which
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the first-passage properties are known to exhibit an exponential behaviour [5, 55]. A similar
argument for the local dynamics around the warmer state can also be applied and show that
the durations τd also follow an exponential behaviour.
6.4. Discussion
In this chapter we have presented a new framework that allows to extract reliable statistical
properties from a short set of available data (experimental observations). By combining tools
from statistical inference and time series analysis we are able to predict and assess a selection
of different models which were fitted to the data. Our fitting procedure is based on a semipara-
metric ansatz where the model depends on a set of unknown parameters which we estimate via
a discrete time maximum likelihood approach. Once the best model is selected and validated
we use it to find the underlying statistical properties of the system which are not accessible
from the experimental observations. It is important to emphasise that our approach aims to
find a coarse-grained (reduced) description of the full system and hence it needs to be described
in terms of a stochastic process in order to account for the unresolved degrees of freedom [148].
We have exemplified the methodology with two representative examples which are relevant in
different areas of research, namely marine biology and climate prediction. We have analysed first
the movements of a particular marine predator which exhibits a complex intermittent behaviour
that can be described in terms of Lévy search flights. Our methodology has shown that the
dynamics of the animal can be fitted into a reduced stochastic model that is characterised with
a multiplicative noise term. With this, we have been able to extract information about the
average times spent in the different preferred habitats, and to compute the statistics of the rare
events for which the animal dives into deep depths. Our results have shown that the PDF of the
waiting times between two consecutive deep dives follow a truncated power-law behaviour with
exponent 3/2, a behaviour which is ubiquitously observed in many other areas of research [52].
We have also shown that the PDF of the total travelled distance during a rare event follows a
power-law which is consistent with the Lévy flight pattern reported in [73].
As a second representative example, we have analysed the ice-core record during the last
glacial period which is an active topic of current research. The data exhibits repeated rapid
climate shifts, the so-called Dansgaard–Oeschger (DO) events, and we have shown that it can
be described by a stochastic model with additive noise. Our results indicate that using in
particular a piece-wise diffusion constant shows a better agreement than a simple constant. By
making use of the mean-first-passage properties we have analysed the average time between two
consecutive DO events obtaining the value of 1.51 ky, which is in agreement with a previously
reported value obtained using a periodic model [142,149].
Finally, it is important to emphasise that the presented methodology needs to be seen as a
generic framework which can be applied to different systems for which there is not a macroscopic
model but the global dynamics can be describe by a stochastic coarse-grained formulation. For
116
6.4. DISCUSSION
the present study we have selected two representative examples but this methodology can be
applied to many other systems such as ranking processes in complex systems [21] or cellular
networks [165], to name but a few.
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7. Conclusions
In this thesis, we have considered the concept of data-driven coarse-graining both as a devise to
derive simple coarse-grained models describing the essential dynamics of complex systems and
as a mathematical modelling tool where a coarse-grained model forms the building block for a
systematic statistical analysis of an underlying complex processes through available data (i.e.
observation). Specifically, in this work we have focused on the case where the coarse-grained
model is given as an stochastic differential equation (SDE).
In the main part of this work, we have focused on the case where the underlying complex
system is characterised by processes occurring across two widely separated time scales, because
data-driven coarse-graining for these systems is far from straightforward due to this multiscale
structure. In fact, it is known that commonly used estimators, such as the maximum likelihood
estimator or quadratic variation estimator, are biased. Conversely, by combining techniques
from stochastic analysis, statistics, and numerical analysis we have developed a novel inference
methodology which is robust with respect to the multiscale structure of the data. Specifically,
the procedure yields accurate approximations of coarse-grained models as it has been demon-
strated by extensive and detailed numerical studies, both for the case where an ensemble of
short trajectories are observed and for the case where only one long times series is available. The
novel methodology thus enables a systematic and reliable data-driven coarse-graining for multi-
scale diffusion possesses. This favourable property has also been verified rigorously. Specifically,
by introducing appropriate consistency, stability, and convergence concepts for estimation pro-
cedures it followed not only that the maximum likelihood estimator is not convergent, but also
that the methodology introduced here is convergent. To the best of our knowledge, this is the
first time that this desirable property has been rigorously verified for an estimation procedure.
In the final part of this work, we have focused on the data-driven modelling aspect and
have introduced a generic and flexible framework to analyse and predict complex systems using
time series. At the core of this framework are adequate coarse-grained models that are obtained
using careful data-driven techniques. Based on these models it is possible to analyse and predict
statistical properties of the underlying complex process, which cannot be investigated from the
time series directly. The scientific value of this rational framework is exemplified through two
seemingly unrelated data sets of real world phenomena, namely foraging of a marine predator
and climate transitions during the last glacial period.
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7.1. Further work
At several points in this work, we have already discussed potential improvements to the intro-
duced methodology. In addition to these problem-oriented research directions, in this section
we discuss two concrete ideas for future studies, which will extend the framework introduced
in this work further and will transfer ideas and concepts from this work to other fields.
One first possible future direction concerns the effect of additional contamination by noise
of the available observations, a problem which is relevant in many applications. That is, one
observes X˜ε instead of Xε, in the easiest case related via
X˜ε(tk) = X
ε(tk) + η(tk) ,
for any k ∈ N0, where η denotes the stochastic process modelling the observation error (also
known as measurement error). In view of the stability results of Chapter 5 we know that
our methodology yields approximately the same results based on contaminated observations,
provided that X˜ε and Xε have approximately the same probability laws, i.e. provided the
perturbation η is small in this sense. Without this assumption on η, the stability results of
Chapter 5 are no longer applicable so that the introduced methodology needs to be extended
to allow for this additional contamination. One appealing approach is the combination of our
methodology with appropriate stochastic filtering techniques (see, e.g., [11]) in order to obtain
accurate approximations of the observations Xε without the additional noise process η, and for
which our methodology is applicable. For the case where η is purely additive Gaussian noise
(i.e. η(tk) ∼ N (0, σ2) for any k ∈ N0), first filtering and averaging concepts for a particular
multiscale problem have recently been studied in [32]. A completely different approach to
the same problem originates from a numerical analysis perspective. In view of regularisation
methods for inverse problems (see, e.g., [65]) it seems worthwhile to investigate the benefits
these methods might provide. To make this point precise, recall that within the procedure we
use observations Xε to assemble a linear system for the parameter vector θ, which we solve in
the least square sense. Alternatively, one could, for example, use Tikhonov’s method to solve
for θ instead so that θˆ is obtained by minimising
x 7→ ‖Ax− b‖22 + λ‖L(x− θ∗)‖22 ,
where λ ≥ 0 denotes the regularisation parameter, L the regularisation matrix, and θ∗ ∈ Rn
an a priori estimate (or guess) of the unknown parameter vector. Notice that λ = 0 (i.e. no
regularisation) corresponds to the current version of our methodology. In the case where the
introduced procedure is based on contaminated observations X˜ε, we already argued above that
θˆ is not guaranteed to be close to θ for general perturbations η. Due to the presence of the
second penalisation term in Tikhonov’s method (i.e. when λ > 0) however, it seems worthwhile
to study whether or not appropriate choices of the regularisation parameters can be used to
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correct for this misfit. We also note that, while the approach via filtering techniques to the
problem of additional data contamination seems to be natural from a statistical analysis point
of view, the approach via regularisation techniques seems to be novel and unexplored in the
literature.
A second interesting research direction is to generalise the estimation strategy to a nonpara-
metric framework. This direction is motivated by the observation that the error constants
for the methodology depend on the number of unknown parameters so that their estimation
becomes less accurate and more expensive when increasing this number. Conversely, a non-
parametric estimation strategy appears promising to overcome this “curse of dimensionality”.
An additional benefit would be that an initial modelling step by specifying the class for the
coarse-grained SDE becomes obsolete, because no particular form of the SDE had to be assumed
anymore. While convergent (in the sense of Chapter 5) point-wise nonparametric estimators
can be readily obtained by adopting the admissible function concept and using an appropriate
Itô–Taylor expansion, a mathematically more appealing approach to nonparametric inference is
described in the recent work [128]. Therein the likelihood function (cf. Appendix B) is regarded
as a functional from an appropriate Banach space V , say, to R, which has to be maximised
to obtain an estimated drift function in V . If successful, such a functional analytic framework
could provide error bounds, which are, even after discretisation, independent of the number of
unknowns. Concepts related to this topic have recently been introduced for Bayesian inverse
problems [155] and Markov Chain Monte Carlo Methods in functions spaces [33]. A functional
analytic framework is, however, not only of theoretical interest but also from purely practical
considerations, since the norm of V (or of a finite dimensional subspace once discretised) might
be a more satisfactory measure of the approximation accuracy than the point-wise distance
(think, e.g., of V = C(R) equipped with the uniform norm). The nonparametric Bayesian
approach of [128] does, however, rely on the maximum likelihood framework so that it has to
be expected that it is not possible to carry these concepts over to systems with multiple scales
in a straightforward manner. This is precisely because the method could be ε-unstable, i.e.
sensitive to multiscale effects. Consequently, combining the ideas and concepts developed in
this work with the Bayesian approach of [128] presents an interesting future project. One im-
portant aspect would be to appropriately formulate the procedure in this function space setting,
in particular the least squares problems (see, e.g., [150]), but also the effect of the multiscale
structure on the posterior consistency (see e.g. [136]) would be essential to understand.
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A. Stochastic Differential Equations: A toolbox
In this Appendix we briefly recall some facts on stochastic differential equations, which are used
throughout this work. For the sake of simplicity, we will present these tools formally so that
we will often (sometimes implicitly) assume that necessary regularity conditions are satisfied.
A more complete and rigorous treatment of the topics covered here can be found in standard
textbooks, such as [41,77,84,127].
Let (Ω,F , (Ft)t≥0,P) be a complete, filtered probability space, where the filtration (Ft)t≥0
satisfies the usual conditions. By this we mean that it is right continuous (i.e. Ft =
⋂
s>tFt+s
for every t ≥ 0) and complete (i.e. F0 contains all P-null sets in F). Furthermore, let W =
{W (t) : t ≥ 0} be an r-dimensional Brownian motion with respect to (Ft)t≥0. Then we consider
the d-dimensional Itô stochastic differential equation (SDE)
dX = f(X) dt+ g(X) dWt , (A.1)
with state space X ⊆ Rd, i.e. X(t) ∈ X , and where the initial condition X(0) ∈ Rd is assumed
to be independent of the σ-algebra generated by W and such that E
(‖X(0)‖22) < ∞. The
differential form in (A.1) is merely a symbolic shorthand notation for X ∈ C(R≥,Rd) solving
the stochastic integral equation
X(t) = X(0) +
∫ t
0
f
(
X(s)
)
ds+
∫ t
0
g
(
X(s)
)
dW (s) ,
where the second integral is an Itô stochastic integral. In equation (A.1) the function f : Rd →
Rd is called the drift function, while g : Rd → Rd×r is referred to as the diffusion function. The
existence and uniqueness of (strong) solutions to (A.1) is linked to the regularity of both drift
function and diffusion function. Similarly to the theory for ordinary differential equations, a
sufficient condition for the existence of a unique solution is, for example, that both functions
are locally Lipschitz continuous and additionally satisfy a linear growth condition. There exist,
of course, weaker conditions which might be used in some cases (see, e.g., [30] for a systematic
study for one-dimensional processes). Nevertheless, these conditions are often too restrictive
and do not even cover some classes of SDEs, for which it is known that they are explicitly
solvable (see [92, Ch. 4.4] for examples of SDEs with explicit solutions). In this work we will
always assume that both f and g are simply such that (A.1) has a unique solution.
In some applications it can be more natural to formulate (A.1) in terms of Stratonovich rather
than Itô stochastic integrals. We mention, however, that one can always convert between
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different interpretations by modifying the drift function appropriately. In fact, consider the
d-dimensional Stratonovich
dX = f(X) dt+ g(X) ◦ dWt , (A.2)
where we used the “◦” notation to emphasise that we use the Stratonovich calculus. Then
a solution to (A.2) also satisfies an Itô SDE with the same diffusion function g, but with a
modified drift, i.e. it solves
dX =
(
f(X) + f˜(X)
)
dt+ g(X) dWt ,
where f˜(x) ≡ (f˜1(x), . . . , f˜d(x))T ∈ Rd is given by
f˜i(x) =
1
2
d∑
k=1
r∑
j=1
gkj(x)∂xkgij(x) , 1 ≤ i ≤ d ,
with gij : Rd → R denoting the components of the matrix-valued function g. Due to this one-
to-one correspondence between the different interpretations of the stochastic integral, we will
only use the Itô interpretation in this work.
An important property of an Itô diffusion, i.e. a process satisfying an SDE such as (A.1), is
that one can associate a second-order partial differential operator to it, which encodes many
information about the process. Specifically, let G := ggT : Rd → Rd×d and define the generator
L for any suitable function φ ∈ C2(Rd) via
Lφ :=
d∑
i=1
fi∂xiφ+
1
2
d∑
i,j=1
Gij∂xi∂xjφ ,
or equivalently written in a more compact notation as
Lφ = f · ∇φ+ 1
2
G : ∇∇φ ,
where A : B ≡ tr(ATB) denotes the Frobenius inner product of matrices A,B ∈ Rd×d. More-
over, we used the notation ∇u ≡ gradu = (∂x1u, . . . , ∂xdu)T and ∇∇u to denote the Hessian
matrix of the function u : Rd → R. Of interest will also be the formal L2(Rd)–adjoint operator
L∗ of L. That is, for any ψ ∈ C2(Rd) we define
L∗ψ := −
d∑
i=1
∂xi(fiψ) +
1
2
d∑
i,j=1
∂xi∂xj(Gijψ) ,
where Gij : Rd → R, 1 ≤ i, j ≤ d, denote the component of G. The operator L∗ can also be
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written in a more compact way via
L∗ψ = − div(fψ) + 1
2
div
(
div(Gψ)
)
,
with div(v) =
∑d
i=1 ∂xivi for v : Rd → Rd and div(A) =
(∑d′
j=1 ∂xjaij
)
1≤i≤d
for any suitable
matrix-valued function A : Rd → Rd×d′ . Then L∗ is the L2(Rd)–adjoint of L in the sense that
〈Lφ, ψ〉L2(Rd) = 〈φ,L∗ψ〉L2(Rd) for every φ ∈ C20(Rd,R) and ψ ∈ C2(Rd,R), where 〈·, ·〉L2(Rd)
denotes the standard inner product of L2(Rd) defined by 〈φ, ψ〉L2(Rd) :=
∫
Rd φψ dx.
Throughout this work we will make frequent use of the Itô formula which is based on the
generator L and essentially provides a chain-rule for SDEs. Specifically, let X be the solution
of (A.1) and let V ∈ C2(Rd). Then the process t 7→ V (X(t)) satisfies
V
(
X(t)
)
= V
(
X(0)
)
+
∫ t
0
(LV )(X(s)) ds+ ∫ t
0
∇V (X(s))Tg(X(s)) dW (s) , (A.3)
respectively, dV (X) = (LV )(X) dt + ∇V (X)Tg(X) dWt in SDE notation. Itô’s formula is
readily extended to vector-valued functions V ∈ C2(Rd,Rp), where (A.3) then holds for every
component of V (x).
Using the Itô formula it is possible to deduce the following important property for the evo-
lution of expectations of solutions to (A.1). Let Xx(t) denote the solution of (A.1) which is
initially started in x ∈ Rd, i.e. Xx(0) = x, and let φ ∈ DL, where DL :=
{
h ∈ C2b (Rd) : Lh ∈
Cb(Rd)
}
. Then the function
u(t, x) := E
(
φ
(
Xx(t)
))
is the unique solution of the Kolmogorov backward equation{
∂tu = Lu in (0,∞)× Rd ,
u(0, x) = φ x ∈ Rd ,
(A.4)
such that u ∈ C1,2((0,∞) × Rd,R) ∩ C([0,∞) × Rd,R) and u(t, ·) ∈ DL for every t > 0. It
is noteworthy that the Kolmogorov backward equation is typically presented for φ ∈ C2c (Rd)
in the literature (assuming f, g continuous), i.e. φ ∈ C2(Rd) with compact support, instead of
φ ∈ DL as we did here. In view of the Itô formula both spaces are similar, as such that for an
element of either space the functions appearing in equation (A.3) are bounded. In fact, even
the proof of (A.4) can be adopted as it stands when replacing C2c (Rd) by DL; cf. [127, Ch. 7–8].
The advantage of φ ∈ C2c (Rd) is clearly that it is independent of f and g in SDE (A.1), making
it explicit and more natural when both f and g are known. The characterisation via DL is,
however, more amenable for a combined statistical and numerical analysis and we use DL here,
despite the fact that it depends implicitly on f and g, as it is closer to the work of Chapter 5.
As an immediate consequence of the backward Kolmogorov equation (A.4) one can obtain an
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evolution equation for the Lebesgue density of the law ofX. Specifically, letX(t) be the solution
of (A.1) where the initial condition X(0) is a random variable with Lebesgue density ρ0 : Rd →
R. If the law of X(t) has a Lebesgue density ρ ∈ C1,2((0,∞) × Rd,R) ∩ C([0,∞) × Rd,R),
then ρ satisfies the Kolmogorov forward equation (also called Fokker–Planck equation):{
∂tρ = L∗ρ in (0,∞)× Rd ,
ρ(0, x) = ρ0(x) x ∈ Rd .
(A.5)
We remark that it is also possible to study the SDE (A.1) in a bounded domain D, say, with
prescribed effects when the process reaches the boundary ∂D (e.g. reflection or absorption). In
that case the results above still remain valid, but one has to additionally equip the initial value
problems (A.4) and (A.5) with appropriate boundary conditions on ∂D; see, e.g., [55, 145].
A.1. Ergodicity
One important characterisation of a solution X to SDE (A.1) is how the law of X behaves
asymptotically as t→∞. These ergodic properties of X can be studied via several approaches,
including both functional analytic techniques (see, e.g., [28, 116]) and probabilistic tools (see,
e.g., [90]). In the case where the generator L associated to the process X is a uniformly elliptic
partial differential operator [47], which is equivalently to saying that G(x) is positive definite
uniformly in x ∈ Rd, one particularly useful tool to prove ergodicity is via Lyapunov functions;
see [108, Ch. 11.9]. Specifically, by a Lyapunov function we mean a non-negative function
V ∈ C2(Rd), satisfying lim‖x‖→∞ V (x) = ∞, and being such that there exist constants c, λ so
that
max
1≤i,j≤d
{
V (x),
∣∣∂xiV (x)∣∣, ∣∣∂xi∂xjV (x)∣∣} ≤ ceλ‖x‖ ,
for every x ∈ Rd. Notice that these conditions are not overly restrictive as, for example, any
positive definite quadratic form of even order m, i.e. V (x) =
∑d
i1,...,im=1
ai1,...,imxi1 · · ·xim , is
a Lyapunov function. Ergodicity of the process X associated with the generator L is then
implied, if one can find a Lyapunov function V which satisfies the inequality
(LV )(x) ≤ −αV (x) + β , (A.6)
where α, β > 0 for every x ∈ Rd.
There are two relevant implications of the ergodic property of X. The first one concerns the
solution to the Fokker–Planck equation. Specifically, let ρ ≡ ρ(t, x) denote the unique solution
of (A.5), then ρ satisfies
lim
t→∞
∥∥ρ(t, ·)− ψ∥∥
L1(Rd) = 0 ,
where ψ : Rd → R is the unique solution of the stationary Fokker–Planck equation L∗ψ = 0 such
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that ‖ψ‖L1(Rd) = 1. That is, ψ denotes the Lebesgue density of the unique invariant measure
µ of the process X, i.e. µ(dx) = ψ(x) dx. The second useful implication offers a representation
of expectations with respect to the measure µ:
lim
T→∞
1
T
∫ T
0
ϕ
(
X(t)
)
dt =
∫
Rd
ϕ(x)µ(dx) , a.s.
for every ϕ ∈ L1µ(Rd), with L1µ denoting the weighted L1 space. The previous equation is often
interpreted as that time averages converge to space averages.
Finally, we note that the proof of X being ergodic becomes increasingly more involved when
L is not uniformly elliptic anymore. In that case condition (A.6) is not sufficient anymore, as
for instance even the regularity of solutions to the Fokker–Planck equation is not guaranteed,
so that further assumptions have to be made; see, e.g., [146, Ch. V.38]. A rather restrictive,
yet easily verified, sufficient condition can be found in [92, Thm. 4.8.8], while in [120] results
for some special cases with relaxed conditions are presented.
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B. Commonly used estimators for SDEs
Throughout this work we occasionally referred to commonly used estimators for SDEs, such as
the maximum likelihood estimator and the quadratic variation estimator. The purpose of this
Appendix is to introduce both estimators more carefully. Although we will present some basic
results for these estimators, we refer the interested reader to the monographs [105, 113, 140]
for a comprehensive overview of theoretical results and for the details we omit here. See also
[75] for an application-oriented introduction. In what follows we will restrict our attention to
scalar-valued diffusion processes (i.e. d = 1) for simplicity, but we remark that these concepts
can often be carried over to processes in arbitrary finite dimension d > 1. We will distinguish
two different observation scenarios: the case of discretely sampled observations and the case
where continuous time observations are available.
B.1. Discrete time observations
Consider the one-dimensional Itô SDE
dX = f(X; θ) dt+ g(X; θ) dWt , X(0) = x0 ∈ R , (B.1)
with both the drift f and the diffusion g depending on an unknown parameter vector θ ∈ Θ ⊆
Rn. Here we wish to estimate θ from available observations by maximising a so-called likelihood
function. Specifically, let Xi ≡ X(ti) be discrete-time observations (ignoring sampling errors)
of (B.1) at times 0 = t0 < t1 < · · · < tN = t and denote by XN the sample of these (N + 1)
observations, i.e. XN := (Xi)0≤i≤N . As a direct consequence of the Markovianity of the process
X and the definition of conditional probabilities (Bayes’ rule), the joint probability density
function, also called likelihood function in the field of mathematical statistics, based on the
observed the data XN is given by
LN(θ;XN) =
N−1∏
i=0
pθ(ti+1 − ti, Xi+1|Xi)pθ(X0) . (B.2)
Therein pθ(x) ≡ p(x; θ) denotes the probability density function of the initial condition and
pθ(h, x|y) ≡ p(h, x|y; θ) denotes the conditional density function (also called transition density
function) of value x being reached in h time units when currently being at state y. Notice that
expression (B.2) resembles the conventional definition of the likelihood function for independent
and identically distributed (i.i.d.) random variables. The discrete-time maximum likelihood
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estimator (MLE) based on observations XN is then given as any (if not unique) element that
maximises LN over Θ, i.e.
θˆN ∈ arg max
θ∈Θ
LN(θ;XN) .
Instead of maximising the likelihood function LN , commonly the log-likelihood function
lN(θ;XN) := ln
(
LN(θ;XN)
)
=
N−1∑
i=0
ln
(
pθ(ti+1 − ti, Xi+1|Xi)
)
+ ln
(
pθ(X0)
)
is used, since its functional form is more amendable to analyse and as it provides the same
critical points as LN . It is well-known that the MLE θˆN converges to the true parameter θ
as N → ∞ and it also has other favourable properties such as asymptotic normality under
additional assumptions; see e.g. [16, 38]. For an equidistant temporal discretisation, say h ≡
ti+1− ti for all i, the MLE is even consistent and asymptotically normal as N →∞ irrespective
of the temporal discretisation [38].
B.1.1. Approximated likelihood approaches
A shortcoming of this MLE approach is that the transition function pθ(·, ·|·) in (B.2) is usually
not known in closed form. In fact, it is only known for a few very simple models, such as the
Ornstein–Uhlenbeck SDE. Consequently, one has to approximate the transitions function pθ in
order to make (B.2) practicable. Here we will mention two popular choices: a locally Gaussian
approximation and a truncated expansion in Hermite polynomials (see, e.g., [75, Ch. 3] for
alternatives).
B.1.1.1. Locally Gaussian approximation
A straightforward approximation of the transition function pθ(·, ·|·) in (B.2) can be obtained by
assuming that the observations correspond to a discretisation of the original SDE. Instead of
using the transition density of the original problem, one then uses the transition density of the
discretised process in this case. To make this idea concrete, assume that instead of observing
the solution to the SDE (B.1) we have observations X¯N =
(
X¯i
)
0≤i≤N which correspond to
approximations of the SDE by the Euler–Maruyama scheme (see, e.g., [92, Ch. 9.1])
X¯i+1 = X¯i + f(X¯i; θ)hi + g(X¯i; θ)
√
hiξi ,
with X¯0 = x0, hi = ti+1− ti, and (ξi)0≤i<N being a sequence of i.i.d. centred standard Gaussian
random variables. The conditional density function associated with the approximated process
pEMθ (hi, X¯i+1|X¯i), say, is the density of a Gaussian with mean X¯i + f(X¯i; θ)hi and variance
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g(X¯i; θ)
2
hi:
pEMθ (h, x|y) =
1√
2pihg(y; θ)2
exp
(
−
(
x− y − f(y; θ)h)2
2hg(y; θ)2
)
.
Thus, the MLE is obtained by maximising the likelihood function (B.2) using this locally
Gaussian approximations as transition densities. In this case the log-likelihood function1 reads
lEMN
(
θ; X¯N
)
= −1
2
N−1∑
i=0
{
(X¯i+1 − X¯i − f(X¯i; θ)hi)2
g(X¯i; θ)
2
hi
+ ln
(
2pig(X¯i; θ)
2
hi
)}
. (B.3)
As an illustration we apply these concepts to the Ornstein–Uhlenbeck (OU) process.
Example B.1.1. Consider the SDE of an OU process
dX = −αX dt+ σ dWt , X(0) = x0 , (B.4)
with α, σ > 0 denoting parameters that we wish to estimate. Let θ ≡ (θ1, θ2)T := (α, σ2)T , then
the space of admissible parametrisation is Θ := {R2 3 x ≡ (x1, x2)T : x1, x2 > 0}. It is known
that the exact transition density pOUθ (h, x|y) is Gaussian with mean y exp(−θ1h) and variance
θ2(1− exp(−2θ1h))/(2θ1). We fix the step size between discrete time observations Xi ≡ X(ti)
to be h ≡ ti+1− ti for any 0 ≤ i < N . Then the MLEs for θ1 and θ2 based on XN := (Xi)0≤i≤N
are available in explicit form and can be written as
θˆ1,N =
1
h
ln
( ∑N−1
i=0 Xi
2∑N−1
i=0 Xi+1Xi
)
, θˆ2,N =
2θˆ1,N
n
(
1− exp (−2hθˆ1,N)
) N−1∑
i=0
(
Xi+1 −Xi exp (−hθˆ1,N)
)2
.
Alternatively, let us also use the locally Gaussian approximation, that is we use the transi-
tion density approximation pEMθ (h, x|y) induced by the Euler–Maruyama method instead of
pOUθ (h, x|y). Based on the same observations XN , the MLEs can again be obtained explicitly
and read
θˆEM1,N =
∑N−1
i=0 Xi
2 −∑N−1i=0 Xi+1Xi
h
∑N−1
i=0 Xi
2
θˆEM2,N =
(∑N−1
i=0 Xi
2
)2 − (∑N−1i=0 Xi+1Xi)2 + (XN 2 −X02)∑N−1i=0 Xi2
h
∑N−1
i=0 Xi
2
.
Comparing both estimators with the estimators based on the exact transition density, we find
θˆEM1,N
θˆ1,N
=
1− exp (−hθˆ1,N)
hθˆ1,N
= 1 +O(h) and θˆ
EM
2,N
θˆ2,N
=
1− exp (−2hθˆ1,N)
2hθˆ1,N
= 1 +O(h) ,
1The probability density of the initial condition pθ(x0) is usually neglected by arguing that it is independent
of θ. Alternatively, notice that its relative weight decreases with increasing number of observations N , so
that it is reasonable to assume pθ(x0) = 1.
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which reveal the additional bias due to the locally Gaussian density approximation. Conse-
quently, this approach only yields reasonable estimates of the true parameter θ provided that
h 1 in addition to N  1.
The example above illustrates that the locally Gaussian approximation introduces an ad-
ditional bias. In fact, even for the simple example of an OU process which has Gaussian
transitions itself, this bias is already of O(h). It thus has to be expected that the bias is even
more severe for more general processes whose transition densities can deviate significantly from
being Gaussian. Moreover, the time parameter h could also depend on the sample size N , as
one can only expect to recover the true parameter θ from the estimator using the locally Gaus-
sian approximation θˆEMN,h, say, asymptotically via limN→∞ limh→0 θˆEMN,h. For these reasons, the
locally Gaussian approximation approach is typically not recommended as a general purpose
methodology; see, e.g., [75, p. 124] and also the work [114] for further examples where this
approach does not even yield consistent estimators.
B.1.1.2. Closed-form expansion
An alternative approach to approximate the transition density is the so-called closed-form
expansion due to Aït-Sahalia [3,4]. The main idea is to transform the original process X solving
(B.1) into a process whose transition density is sufficiently close to a Gaussian. Specifically, let
Fθ be such that F ′θ = 1/g(·; θ) and denote its inverse by F−1θ (Fθ is strictly increasing if g > 0).
In view of Itô’s formula the process defined as Y := Fθ(X) satisfies dY = µ(Y ; θ) dt + dWt,
where the drift function is given by
µ(y; θ) =
f
(
F−1θ (y); θ
)
g
(
F−1θ (y); θ
) − 1
2
g′
(
F−1θ (y); θ
)
.
Furthermore, we introduce Z := (Y −y0)/
√
h with y0 = Fθ(x0) ∈ R fixed, which is more suitable
for an expansion in Hermite polynomials, since it has a density which is sufficiently close to a
standard Gaussian. Let pY (h, z|y0; θ) denote the transition density of [Y (t+h)|Y (t) = y0], and
set the transition density of Z as
pZ(h, z|y0; θ) = h1/2pY (h, h1/2z + y0|y0; θ) ,
so that
pY (h, y|y0; θ) = h−1/2pZ(h, h−1/2(y − y0)|y0; θ) . (B.5)
The density of the original process X is then directly available in the form
pX(h, x|x0; θ) = g(x; θ)−1pY
(
h, Fθ(x)|Fθ(x0); θ
)
. (B.6)
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In what follows, we will construct a closed-form approximation of pZ , which in turn provides
an closed-form approximation of pX in view of (B.5) and (B.6) for a given h > 0, θ ∈ Θ, and
x0 ∈ R. Specifically, let (Hj)j≥0 be an orthogonal basis of the Hilbert space L2ν(R) with inner
product 〈·, ·〉L2ν(R), where L2ν(R) denotes the space L2(R) weighted by the measure ν which has
a Lebesgue density φ so that dν = φ dx. Then any element in L2ν(R) can be represented in this
basis. In particular for p, φ such that p/φ ∈ L2ν(R) we find that
p(z)
φ(z)
=
∑
j≥0
〈p,Hj〉L2(R)
‖Hj‖L2ν(R)
Hj(z) ,
for z ∈ supp (φ). We note that one could also just expand p ∈ L2ν(R) directly, with the only
difference being that in this case the L2(R) inner product had to be replaced by the L2ν(R)
inner product. While this approach seems to be more natural from an analytic point of view,
we follow the approach of the original reference here and use the expansion of p/φ instead.
Based on our definition of Z, a natural choice for φ is the density of the standard normal
distribution, i.e. φ(z) = exp(−z2/2)/√2pi with supp (φ) = R, and as the basis of L2ν(R) the
Hermite polynomials2
Hj(z) := φ(z)
−1 dj
dzj
φ(z) , j ≥ 0 .
To approximate the density pZ , we now expand pZ into the Hermite polynomials, but truncate
truncate the series after (J + 1) terms:
p
(J)
Z (h, z|y0; θ) := φ(z)
J∑
j=0
ηj(y0, h; θ)Hj(z) , with ηj(y0, h; θ) =
〈
pZ(h, ·|y0; θ), Hj
〉
L2(R)
j!
,
since ‖Hj‖L2ν(R) = j! for these choices of φ and Hj. Based on p
(J)
Z we find an approximation p
(J)
X
of pX in view of (B.5) and (B.6) accordingly. Moreover, the convergence of this approximation
as J →∞ can be verified rigorously; see [3, Thm. 1] for details.
It remains to compute the coefficients ηj for 0 ≤ j ≤ J , which depend on the unknown
transition density pZ . One can, however, relate these coefficients to moments of the process.
In fact, after some manipulations of the integrand, we find that
ηj(y0, h; θ) =
1
j!
Eθ
(
Hj
(
h−1/2
(
Y (t+ h)− y0
))∣∣∣Y (t) = y0) .
As the process X (and hence Y ) satisfies an SDE, we can use the techniques discussed in
Appendix A to exploit the relation of these expectations and the generator. Specifically, let
2Notice that this Definition is slightly different from the commonly used definition of Hermite polynomials as,
e.g., given in [2, Ch. 22].
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ϕ ≡ ϕ(y, y0) be a polynomial in y with y0 fixed. Then a Taylor expansion of
s 7→ Eθ
(
ϕ
(
Y (t+ s), y0
)∣∣Y (t) = y0)
around s = 0 with t ≥ 0 fixed reveals that
Eθ
(
ϕ
(
Y (t+ h), y0
)∣∣Y (t) = y0) = m∑
i=0
(Aiθϕ(·, y0))(y0)hii!
+ Eθ
((Am+1θ ϕ(·, y0))(Y (t+ δ))∣∣Y (t) = y0) hm+1(m+ 1)! ,
for some δ ∈ [0, h]. In the formula above, Aθ denotes the generator associated with the process
Y , i.e. Aθ = µ(·; θ) ddy + 12 d
2
dy2
, and the notation Aiθ means that the operator Aθ is applied
recursively i times (A0θ = id). Using this approximation for the expectation, we can expand
each coefficient ηj into such a Taylor series and truncate the series at m such that it contains
only terms up to the order of at most O(hK), K ∈ N. That is, let η(K)j (y0|h; θ) be such that
η
(K)
j (y0|h; θ) = ηj(y0, h; θ) + O(hK+1). Combining both series truncations yields an explicit
closed form approximation of pZ
p
(J,K)
Z (h, z|y0; θ) := φ(z)
J∑
j=0
η
(K)
j (y0|h; θ)Hj(z) ,
and hence an approximation p(J,K)X for pX via (B.5) and (B.6) accordingly. In practise J and
K are not selected independently, but the idea is to first fix J and then set K = J/2 [3, 80].
In these works it has also been demonstrated that small values for J suffice (in some examples
even J = 3 produced very accurate approximations), since the series converges quite rapidly.
Here we adopt J = 6 as in the original reference. In this case K = 3 and the approximate
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coefficients are:
η
(3)
0 = 1 ,
η
(3)
1 = −µh1/2 −
2µµ′ + µ′′
4
h3/2 − 4µµ
′2 + 4µ2µ′′ + 6µ′µ′′ + 4µµ(3) + µ(4)
24
h5/2 ,
η
(3)
2 =
µ2 + µ′
2
h+
6µ2µ′ + 4(µ′)2 + 7µµ′′ + 2µ(3)
12
h2 +
1
96
(
28µ2(µ′)2 + 28µ2µ(3)
+ 16(µ′)3 + 16µ3µ′′ + 88µµ′µ′′ + 21(µ′′)2 + 32µ′µ(3) + 16µµ(4) + 3µ(5)
)
h3 ,
η
(3)
3 = −
µ3 + 3µµ′ + µ′′
6
h3/2 − 1
48
(
12µ3µ′ + 28µ(µ′)2 + 22µ2µ′′ + 24µ′µ′′
+ 14µµ(3) + 3µ(4)
)
h5/2 ,
η
(3)
4 =
µ4 + 6µ2µ′ + 3(µ′)2 + 4µµ′′ + µ(3)
24
h2 +
1
240
(
20µ4µ′ + 50µ3µ′′ + 100µ2(µ′)2
+ 50µ2µ(3) + 23µµ(4) + 180µµ′µ′′ + 40(µ′)3 + 34(µ′′)2 + 52µ′µ(3) + 4µ(5)
)
h3 ,
η
(3)
5 = −
µ5 + 10µ3µ′ + 15µ(µ′)2 + 10µ2µ′′ + 10µ′µ′′ + 5µµ(3) + µ(4)
120
h5/2 ,
η
(3)
6 =
1
720
(
µ6 + 15µ4µ′ + 15(µ′)3 + 20µ3µ′′ + 15µ′µ(3) + 45µ2(µ′)2 + 10(µ′′)2
+ 15µ2µ(3) + 60µµ′µ′′ + 6µµ(4) + µ(5)
)
h3 ,
where we suppressed the arguments of the functions for notational convenience. Although these
expressions are quite lengthy, they can be easily obtained for arbitrary order by means of a
computer algebra system such as MapleTM. Thus the MLE can be readily approximated using
p
(J,K)
X in (B.2). See the original reference for convergence results of the MLE using these density
approximations. Finally, we mention that by gathering the terms differently, namely in terms
of increasing powers of h instead of increasing order of Hermite polynomials, it is possible to
obtain a more compact representation of the transition density approximation, corresponding
to J → ∞ [4]. We do not discuss this here, as this representation cannot be used for general
SDEs such as (B.1), since some of the appearing integrals are not explicitly solvable so that
further approximation techniques are required, whose effects diminish the J =∞ benefit.
B.2. Continuous time observations
Also in the case where the observations are available in continuous time, we consider SDE (B.1),
that is
dX = f(X; θ) dt+ g(X; θ) dWt , X(0) = x0 ∈ R ,
with unknown parameter vector θ ∈ Θ ⊆ Rn. It turns out that the maximum likelihood
estimator (MLE) for continuous time observations is only feasible for a very restrictive class
of SDEs (B.1). In fact, the MLE can only be used if g(x; θ) is fully known due to a measure-
135
APPENDIX B. COMMONLY USED ESTIMATORS FOR SDES
theoretical reason. It is thus necessary to carry out another estimation step first to estimate θ
defining g. This is done via the quadratic variation estimator.
B.2.1. Quadratic variation estimator
To introduce the concepts of the quadratic variation estimator (also called quadratic variation
of the path estimator), we begin by recalling some standard definitions and notations.
Definition B.2.1. A finite partition of [a, b] ⊂ R is a set pi = {t0, t1, . . . , tk} with a = t0 <
t1 < · · · < tk = b and k ∈ N. The positive number ∆(pi) := max1≤i≤k |ti − ti−1| denotes the
norm of the partition pi.
Employing the concept of finite partitions it is possible to define the quadratic variation of a
stochastic processes.
Definition B.2.2. A real-valued stochastic process X =
(
X(t)
)
t≥0 is of finite quadratic vari-
ation provided there exists a finite stochastic process 〈X〉t such that for every t > 0 and for
every sequence (pim)m∈N of partitions of [0, t] with ∆(pim)→ 0 as m→∞ it holds that
lim
m→∞
km∑
i=1
(
X(tmi )−X(tmi−1)
)2
= 〈X〉t , (B.7)
in probability. The process 〈X〉t is called the quadratic variation of X at time t.
Remark B.2.1. The convergence in probability in (B.7) implies that the limit process 〈X〉t is
almost surely unique. Furthermore it implies the existence of a subsequence which converges
almost surely [13, Thm. 20.7]. The fact that a subsequence converges even in a stronger sense
is not only of pure theoretical interest, but can also be observed for Brownian Motion W on
[a, b]. In fact, in standard textbooks it is typically shown that
2m∑
i=1
(
W (tmi )−W (tmi−1)
)2 → b− a almost surely,
as m→∞, by choosing the dyadic partitions pim = {tmi }0≤i≤2m with tmi := a+ i(b− a)2−m.
The notion of quadratic variation established in Definition B.2.2 holds for general processes.
If the process can be expressed in terms of Itô integrals, as it is trivially the case for the solution
to an SDE, then the quadratic variation can be expressed in an alternative way; cf. [84, Ch.
1.5] for the general setting. In fact, let X denote the solution to (B.1), then we have
〈X〉t =
∫ t
0
g
(
X(s); θ
)2
ds . (B.8)
Equating (B.7) and (B.8) enables us to derive a functional relation involving the unknown
parameter θ and the solution X, which can be used to derive estimators. To this end, we fix
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a partition pi = {t0, . . . , tN} of [0, t] and define the quadratic variation estimator θˆ based on pi
such that
N∑
i=1
(
X(ti)−X(ti−1)
)2
=
∫ t
0
g
(
X(s); θˆ
)2
ds . (B.9)
The identity above is only of limited use if the diffusion coefficient g depends on multiple
elements of the parameter vector θ. However, if it depends only on one element of θ, then
equation (B.9) yields directly an estimator for this element, as we will illustrate in the following
simple examples. We refer to Section 3.3.2.1 for a workaround in the case where g depends on
multiple parameters.
Example B.2.1 (Diffusion coefficient linear in σ). Consider g(x; θ) =
√
σg(x) where σ = θj
for one j ∈ {1, 2 . . . , n}, then σˆ solving (B.9) is given by
σˆ =
∑N
i=1
(
X(ti)−X(ti−1)
)2∫ t
0
g
(
X(s)
)2
ds
. (B.10)
In case of discrete time observations we fix the partition pi such that it coincides with the
observation times and approximate the integral by a quadrature rule.
Example B.2.2 (SDE with additive noise). In the case of additive noise we have g(x; θ) =
√
σ
where σ = θj for one j ∈ {1, 2 . . . , n}. Hence by the previous example the quadratic variation
estimator σˆ is given by
σˆ =
1
t
N∑
i=1
(
X(ti)−X(ti−1)
)2
. (B.11)
As before, if we are confronted with discrete time observations we fix the partition pi such that
it coincides with the observation times.
Typically the performance of the quadratic variation estimator is studied in view of its be-
haviour as the norm of the partition tends to zero. By construction it converges in probability.
However, in some cases and under additional regularity assumptions it is also possible to prove
almost sure convergence [51,166]. It is noteworthy that the estimator does not rely on asymp-
totic properties of the process, such as ergodicity.
B.2.2. Maximum likelihood estimator
For the estimation of drift parameters in the continuous time setting we consider
dX = f(X; θ) dt+ dWt , X(0) = 0 (B.12)
instead of the original SDE (B.1). That is, we consider here only a unit diffusion coefficient
and we will comment on this shortcoming in what follows. The key idea of the continuous time
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MLE is based on the important and well-known concept of Radon–Nikodym derivatives and
dominating measures; see, e.g., [13, Ch. 17] for details.
Let (Ω,F ,P) be a probability space and recall that the solution to SDE (B.12) is a stochastic
process X : Ω × [0, T ] 3 (ω, t) 7→ X(ω, t) ∈ R, which is continuous in t for every θ ∈ Θ.
Moreover, X can be thought of as a random variable on (Ω,F ,P) with state space (Ct,Bt),
where Ct := C0([0, t];R) is the space of real-valued continuous functions taking the value zero
at time zero and Bt := B(Ct) the Borel sets using an appropriate metric on Ct, e.g. the metric
induced by the uniform norm on [0, t]. Thus, for a fixed parameter θ ∈ Θ the solution to
SDE (B.12) on [0, t] induces a measure on (Ct,Bt). Consequently it makes sense to define
Pt := {Pt,ϑ : ϑ ∈ Θ} as the family of probability measures induced by the solution to (B.12) on
[0, t] depending on the parameter θ. If we assume that there exists a probability measure λt
such that Pt,ϑ is absolutely continuous with respect to λt for every θ ∈ Θ (in other words Pt is
dominated by λt), then
Lt(θ;X) =
dPt,θ(X)
dλt(X)
(B.13)
exists by the Radon–Nikodym theorem. The Radon–Nikodym derivative Lt(ϑ;X) (also called
likelihood function in the field of mathematical statistics) is considered to be a function in
θ ∈ Θ for a fixed solution (i.e. observed trajectory) X ∈ C([0, t];R) of (B.12). Analogously to
the discrete time case, the value θˆt which maximises the likelihood function Lt(·;X) based on
the observed trajectory X on [0, t] is called maximum likelihood estimator (MLE), i.e.
θˆt ∈ arg max
θ∈Θ
Lt(θ;X) .
Notice that the MLE depends on both the observed path X and on the final time t.
The crucial question is whether or not there exists a measure λt which dominates Pt. It turns
out that this question can be answered to the positive [113, Ch. 7].3 In fact, the measure induced
by Brownian motion, the so-called Wiener measure Wt, takes over the role of the dominating
measure λt. For the process X solving (B.12) on [0, t] the Radon–Nikodym derivative then
takes the form
dPt,θ
dWt
(X) ∝ Lt(θ;X) ≡ exp
(
−1
2
∫ t
0
f
(
X(s); θ
)2
ds+
∫ t
0
f
(
X(s); θ
)
dX(s)
)
. (B.14)
The rigorous justification of (B.14) is based on Girsanov’s theorem and the interested reader is
referred to [113, Ch. 7] for details. As θˆt does not only depend on the final time t but also on
the (function space valued) random variable X, θˆt itself is a random variable. Under conditions
on the drift function f which ensure the ergodicity of X, it can be shown that the MLE θˆt
converges almost surely to the true value θ ∈ Θ and it is also asymptotically normal as t→∞.
3Necessary and sufficient condition is P
(∫ t
0
f
(
X(s); θ
)2
ds <∞) = 1 for every θ ∈ Θ, which we assume to hold
here.
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The asymptotic normality can then, for example, be used to determine confidence intervals for
θˆt; see [105] for a comprehensive set of results.
Example B.2.3 (A heuristic derivation). Instead of giving a rigorous derivation of the likeli-
hood function (B.14) using Girsanov’s theorem, we present here a heuristic argument. Specif-
ically, we consider the process which is the result of approximating the SDE (B.12) by the
Euler–Maruyama method, i.e. we consider a sequence of random variables (X¯i)0≤i≤n with t = nh
and
X¯i+1 := X¯i + hf(X¯i; θ) +
√
h ηi , X¯0 = x0
where X¯i ≈ X(ih) and (ηi)1≤i≤N is an i.i.d. sequence with ηi ∼ N (0, 1). The likelihood
function for an i.i.d. sequence of continuous random variables is given as the joint distribution,
respectively as the joint density function. Notice that the dominating measure is the Lebesgue
measure in this case. As the approximation provides increments X¯i+1 − X¯i which are i.i.d.
and distributed normally with mean hf(X¯i; θ) and variance h, the likelihood function for the
sequence obtained from the discretisation reads
LEMh (θ; X¯N) =
1
(2pih)N/2
exp
(
− 1
2
N−1∑
i=0
f(X¯i; θ)
2
h− 1
2
N−1∑
i=0
(X¯i+1 − X¯i)2
h
+
N−1∑
i=0
f(X¯i; θ)(X¯i+1 − X¯i)
)
,
where we used the notation X¯N ≡ (X¯i)0≤i≤N . To obtain an MLE one has to maximise LEMh
with respect to θ. When doing so, the factor in front of the exponential and the second term
in the exponential do not contribute to the location of the critical points, so that we can define
an auxiliary likelihood function L˜EMH with the same critical points via
L˜EMh (θ; X¯N) := exp
(
−1
2
N−1∑
i=0
f(X¯i; θ)
2
h+
N−1∑
i=0
f(X¯i; θ)(X¯i+1 − X¯i)
)
.
Keeping t = hN fix and formally passing to the limit as h → 0 (or equivalently N → ∞), we
recover (B.14).
We conclude this section with a brief discussion on the MLE’s shortcoming of not being
capable to infer parameters in the diffusion function. As described above, the likelihood function
is identified via the Radon–Nikodym derivative of the probability law induced by the process of
interest (i.e. parametric SDE model) and the law induced by a known reference process; recall
(B.13) and (B.14). From this perspective it is indeed possible to derive a likelihood function
for an SDE without unit diffusion coefficient. However, one of the key assumptions in the
derivation of the likelihood function via Girsanov’s theorem prohibits to chose the dominating
process arbitrarily. In fact, the reference process has to be such that its induced measure
and the measure induced by process of interest are equivalent (i.e. they are dominating each
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other). This implies that both processes have to possess the same diffusion coefficient. As the
reference process has to be known, this approach thus breaks down if the process of interest
is characterised by a diffusion coefficient with unknown parameters. To see that the processes
necessarily have to possess the same diffusion coefficient, consider exemplary
dX = f(X) dt+
√
σ1 dWt ,
with induced measure P(1)t and as the reference processes
dY =
√
σ2 dWt ,
with measure P(2)t . For measure P
(1)
t to be equivalent to measure P
(2)
t , both measures have to
share the same null sets in the filtration Ft. For Ft := {ω ∈ Ω: 〈Y (ω, ·)〉t = σ2t} ∈ Ft we
have, however, that P(2)t (Ft) = 1 , while P
(1)
t (Ft) = 0 for σ1 6= σ2. Consequently, both measures
cannot be equivalent for different diffusion coefficients, i.e. the induced measures are singular.
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C. Details on the convergence analysis for the
toy model
Here we present further details on the estimation procedure’s convergence analysis presented
in Section 3.4. To this end, first we write the considered toy model (3.38) as a linear system of
SDEs:
d
(
Xε
Y ε
)
=
(
−θ
√
σ
ε
0 − 1
ε2
)
︸ ︷︷ ︸
=:A
(
Xε
Y ε
)
dt+
(
0 0
0
√
2
ε
)
︸ ︷︷ ︸
=:C
(
dUt
dVt
)
,
(
Xε(0)
Y ε(0)
)
=
(
ξ
η
)
. (C.1)
Recall that, as ε → 0, the slow component Xε converges weakly in C([0, T ],R) to the process
X solving the SDE:
dX = −θX dt+
√
2σ dWt , X(0) = ξ . (C.2)
As before, we use Xξ(t) to denote the solution of (C.2) at time t and started at ξ, i.e. Xξ(0) = ξ,
and analogously, we use the notationXεξ (t) and Y εη (t) to denote the solution components of (C.1)
with respect to their initial conditions, respectively. Using the estimation procedure introduced
in Chapter 3 and ignoring approximation errors, the parameters θ and σ in equation (C.2) based
on observations of Xεξ are then estimated as follows: the parameter θ via
θˆ(t,Xεξ ) :=
ξ − E(Xεξ (t))∫ t
0
E
(
Xεξ (s)
)
ds
, (C.3)
and the parameter σ via
σˆ(t,Xεξ ) :=
1
2t
(
E
(
Xεξ (t)
2)−ξ2 + 2θˆ(t,Xεξ )∫ t
0
E
(
Xεξ (s)
2) ds) , (C.4)
cf. equations (3.40) and (3.41). Using Lemma 3.4.1 it is in principle possible to derive explicit
and closed-from representations for both estimators θˆ(t,Xεξ ) and σˆ(t,Xεξ ), which are then used
to obtain the theoretical results presented in Section 3.4. Despite being straightforward to
compute, these representations are very lengthy. In particular the formula for σˆ(t,Xεξ ) would
span over more than half of a page. Instead of showing these representations here explicitly,
Algorithm C.1 presents a simple MapleTM implementation that performs the necessary com-
putations, so that the interested reader can easily verify the results presented in Section 3.4.
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Algorithm C.1 MapleTM implementation (used with version 17) for the symbolic computation
of the estimators θˆ(t,Xεξ ) and σˆ(t,Xεξ ), respectively, as well as the computation of their limit
values as ε→∞
1: restart;
2: with(LinearAlgebra):
3: # Construct the matrices A and C to define the linear SDE system (C.1):
4: A := <<-theta|sqrt(sigma)/epsilon>,<0|-1/epsilon^2>>:
5: C := <<0|0>,<0|sqrt(2)/epsilon>>:
6: # Compute the fundamental solution Φ(t, s) = φ(t)φ(s)−1, where φ(t) = exp(tA):
7: phi := unapply(MatrixExponential(t*A),t):
8: Phi := unapply(phi(t).MatrixInverse(phi(s)),(t,s)):
9: # Extract the mean of
(
Xεξ (t), Y
ε
η (t)
)T solving (C.1), where Ex ≡ E(ξ) and Ey ≡ E(η):
10: m := t->Phi(t,0).E:
11: E := <Ex,Ey>:
12: # Compute the covariance matrix K ≡ K(s, t) using the function mmin(x,y) as a more
13: # appropriate implementation of the min(x, y) function. Here Cxx ≡ Cov(ξ, ξ),
14: # Cyy ≡ Cov(η, η), and Cxy = Cyx ≡ Cov(ξ, η):
15: mmin := unapply(piecewise(x<y,x,y),(x,y)):
16: ii := unapply(Phi(0,u).(C.Transpose(C)).Transpose(Phi(0,u)),u):
17: II := unapply(<<int(ii(u)[1][1],u=0..tau)|int(ii(u)[1][2],u=0..tau)>,
<int(ii(u)[2][1],u=0..tau)|int(ii(u)[2][2],u=0..tau)>>,tau):
18: K := unapply( Phi(s,0).(Cov + II(mmin(s,t)) ).Transpose(Phi(t,0)),(s,t) ):
19: V := unapply(K(t,t),t):
20: Cov := <<Cxx|Cxy>,<Cyx|Cyy>>:
21: # Extract the mean and variance of the slow component Xεξ (t)
22: ms := unapply(m(t)[1],t):
23: Vs := unapply(V(t)[1][1],t):
24: # Initial condition ξ of slow component is deterministic:
25: Cxx,Cxy,Cyx := 0,0,0:
26: Ex := xi:
27: # Construct the estimator est1 ≡ θˆ(t,Xεξ ) (cf. (C.3)) of θ in (C.2) based on Xεξ :
28: est1 := -(ms(t)-Ex)/int(ms(s),s=0..t);
29: limit(est1,epsilon=0,right) assuming t>0;
30: # Construct the estimator est2 ≡ σˆ(t,Xεξ ) (cf. (C.4)) of σ in (C.2) based on Xεξ using the
31: # second moment of Xεξ (t):
32: m2s := unapply(Vs(t) + ms(t)^2,t):
33: est2 := (m2s(t) - xi^2 + 2*est1*int(m2s(s),s=0..t))/2/t;
34: limit(est2,epsilon=0,right) assuming t>0;
35: # Assume now that the fast process Y εη is stationary, i.e. η ∼ N (0, 1):
36: Ey,Cyy := 0,1:
37: simplify(est1);
38: simplify(est2);
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