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Abstract—Currently, deep neural networks (DNNs) have 
achieved a great success in various applications. Traditional deploy-
ment for DNNs in the cloud may incur a prohibitively serious delay 
in transferring input data from the end devices to the cloud. To ad-
dress this problem, the hybrid computing environments, consisting 
of the cloud, edge and end devices, are adopted to offload DNN lay-
ers by combining the larger layers (more amount of data) in the 
cloud and the smaller layers (less amount of data) at the edge and 
end devices. A key issue in hybrid computing environments is how 
to minimize the system cost while accomplishing the offloaded layers 
with their deadline constraints. In this paper, a self-adaptive discrete 
particle swarm optimization (PSO) algorithm using the genetic al-
gorithm (GA) operators was proposed to reduce the system cost 
caused by data transmission and layer execution. This approach 
considers the characteristics of DNNs partitioning and layers of-
floading over the cloud, edge and end devices. The mutation opera-
tor and crossover operator of GA were adopted to avert the prema-
ture convergence of PSO, which distinctly reduces the system cost 
through enhanced population diversity of PSO. The proposed of-
floading strategy is compared with benchmark solutions, and the re-
sults show that our strategy can effectively reduce the system cost of 
offloading for DNN-based applications over the cloud, edge and end 
devices relative to the benchmarks. 
 
Index Terms—Cloud computing, Edge computing, Deep neural
 networks, Cost-driven offloading, Workflow scheduling 
I. INTRODUCTION 
ONTEMPORARILY, deep neural networks (DNNs) have 
achieved a great success in various applications, such as nat-
ural language processing [1], speech recognition [2], and com-
puter vision [3]. For example, Fig. 1 shows the state-of-the-art 
performances continuously achieved by DNNs in computer vi-
sion. Meanwhile, the number of Internet of Things (IoT) devices 
has increased dramatically. These end devices, equipped with 
sensors (e.g., microphones, cameras, and gyroscopes) for obtain-
ing a large amount of environment data, are usually attractive to 
machine learning (ML) applications [4]. 
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However, the IoT devices with limited energy and computing 
resources cannot afford computation-intensive tasks (e.g., 
DNNs). Performing classification directly on the IoT devices by 
simple ML model leads to low system accuracy [5]. As such, 
DNNs are conventionally deployed in the cloud with powerful 
computation capability. This results in a prohibitively serious de-
lay when offloading input sensor data to DNNs in the cloud, due 
to the long distance between the cloud and IoT devices. 
Mobile edge computing (MEC) is proposed as a promising 
computing model for solving the problem by deploying servers 
at the network edge close to the end devices [6]. One solution to 
reducing the system delay of offloading for DNN-based applica-
tions is to partition DNNs [7] in hybrid computing environments, 
consisting of the cloud, edge, and end devices, and combine the 
larger layers (more amount of data) in the cloud and the smaller 
layers (less amount of data) at the edge and end devices. In this 
way, the traffic load of core network and the transmission delay 
will be alleviated significantly, and the overall system accuracy 
will be improved [5]. 
Offloading for DNN-based applications in MEC has been 
broadly studied [7-11]. These work mostly focuses on offloading 
DNN layers to the edge instead of to the cloud. However, much 
less attentions are paid to offloading DNN layers in hybrid com-
puting environments [5]. It is a challenging task to partition 
DNNs and schedule different layers to their suitable locations for 
distinct applications while satisfying each application’s deadline 
constraint. Moreover, when the input/intermediate data is sched-
uled to different cloud/edge servers, the cost of computation and 
transmission are also different. Therefore, how to minimize the 
system cost while accomplishing the offloaded layers within their 
deadlines in hybrid computing environments is still an open issue. 
 In our previous work [12, 13], we addressed the time-driven 
data placement for a scientific workflow combining edge com-
puting and cloud computing, as well as the cost-driven sched-
uling for deadline-based workflow across multiple clouds, re-
spectively. Offloading DNN layers in hybrid computing envi-
ronments and workflow scheduling across multiple clouds are 
both NP-hard problems with many similarities, such as the 
structure between the DNNs and the workflow [14]. In this pa-
per, we propose a self-adaptive particle swarm optimization 
(PSO) algorithm using the genetic algorithm (GA) operators 
(PSO-GA) to reduce the system cost caused by data transmission 
and layer execution, with the deadline constraints of all DNN-
based applications. This approach considers the characteristics 
of DNNs partitioning and layers offloading over the cloud, edge 
and end devices. 
The main contributions of this study are summarized as fol-
lows. 
Cost-Driven Offloading for DNN-based Applica-
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Fig. 1.  Progression towards DNNs 
1) A cost-driven offloading strategy based on PSO-GA is 
proposed to optimize the system cost during DNN layers of-
floading over the cloud, edge, and end devices. 
2) A preprocessing operation is proposed to compress the 
number of layers in a DNN, which results in reducing the di-
mensions of a PSO particle.  
3) PSO-GA is designed to enhance the population diversity 
of PSO and effectively reduce the sum cost of data transmission 
and layer computing while offloading DNN layers with deadline 
constraints. 
The remainder of this paper is organized as follows. Section 
II reviews the related work. Section III discusses the process of 
cost-driven offloading for DNN-based applications in hybrid 
computing environments. Section IV presents the proposed 
PSO-GA algorithm in detail. Section V compares our algorithm 
with other state-of-the-art algorithms. Finally, section VI sum-
marizes the full text and looks into future work. 
II. RELATED WORK 
DNNs are popular in various fields such as natural language 
processing and computer vision. An offloading strategy is crit-
ical for the class of intelligent applications, which can rarely run 
on mobile devices due to the limited computation resources. 
Many work focused on offloading DNN layers from end de-
vices to the cloud.  Fang et al. [15] first designed a heuristic 
method to efficiently schedule heterogeneous servers for infer-
ence in DNNs, which satisfied the requirement on processing 
throughput and kept low response delay. Then they proposed a 
deep reinforcement learning (RL) method maximizing Quality 
of Service (QoS) from learning to schedule. This work opti-
mized both response delay and inference accuracy, and ignored 
the data transmission between two layers in a DNN. Qi et al [16] 
designed a DNN-based object detection system with a model 
scheduling algorithm to adaptively offload DNN layers to the 
cloud based on the conditions of network and mobile devices. 
This work also aimed to reduce the system latency while de-
ploying DNN-based applications. However, deploying DNNs 
only in the cloud will cause a prohibitively serious delay when 
offloading input sensor data to DNNs in the cloud. 
MEC is a promising computing model for DNN-based appli-
cations by offloading DNN layers from resource-constrained mo-
bile devices to the edge. Jeong [7] proposed a lightweight of-
floading system running on web-supported devices to offload 
DNN computations to edge servers. He designed a DNN parti-
tioning algorithm to efficiently utilize the edge resources and 
reduce the system response time. However, this work ignored 
the difference in the computing capacity of each edge server. 
Lo et al. [10] made a dynamic DNN design for efficient work-
load allocation in edge computing. They explored the use of dy-
namic network structure and authentic operation (AO) unit to 
enhance DNNs, which had a better performance in reducing the 
amount of data transmissions under the same accuracy require-
ment. Jeong et al. [9] designed a simple method to offload DNN 
computations in the context of web applications. This approach 
could offload any DNN-based application to any edge server 
equipped with a browser. However, this work ignored how to 
offload each layer in DNN to a specific edge server for an opti-
mized result. 
It is a promising way to partition DNNs in hybrid computing 
environments, and combine the larger layers in the cloud and the 
smaller layers at the edge and end devices [5, 17]. Hu et al. [8] 
proposed a dynamic adaptive DNN surgery scheme that allowed 
DNN layers to be executed in both the cloud and the edge while 
limiting the data transmission under different network condition. 
This work focused on the DNN partitioning, and payed less at-
tention to the DNN layers offloading. Teerapittayanon et al. [5] 
proposed distributed DNNs over distributed computing hierar-
chies, consisting of the cloud, the edge and end devices. This dis-
tributed DNNs exploited geographical diversity of sensors to re-
duce communication cost and improve object recognition accu-
racy. The environment in this work was similar to the one in this 
paper, but it did not focus on DNN layers offloading.  Mao et al. 
[11] employed the differentially private strategies to enable the 
privacy preserving edge based training of DNN face recogni-
tion models, and the method is rigorously proved to be privacy 
preserving. Kang et al. [17] first examined DNN partitioning 
strategies that effectively offloaded DNN layers on the mobile 
devices and in the cloud to achieve low energy consumption 
and latency. Then they proposed a lightweight scheduler called 
Neurosurgeon to automatically partition DNNs between data-
centers and mobile devices at the granularity of neural network 
layers. The scheduler had certain guiding significance for our 
research, however, it focused on DNNs partitioning instead of 
DNN layers offloading. 
The work discussed above mostly focused on reducing the sys-
tem response delay with the help of MEC [7, 10, 17]. There is 
little work aiming to minimize the system cost. The communica-
tion cost was considered in [5] while deploying distributed DNNs 
over distributed computing hierarchies. However, it ignored the 
layer computing cost. A DNN and a scientific workflow have 
many similarities, such as the overall structure, and the data de-
pendencies between each pair of computing nodes. We have pre-
viously proposed a scheduling strategy for a deadline-constrained 
scientific workflow across multiple clouds [12]. The strategy 
aimed to minimize the execution cost of a scientific workflow 
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within its deadline, which introduced the discrete PSO technique. 
This work has specific guiding significance for the work in this 
paper. However, it did not consider the affect of MEC. Cui et al. 
[18] proposed a data placement strategy based on GA for a sci-
entific workflow to reduce the amount of data movement in 
cloud environment. They modified the mutation and crossover 
operator of GA to get a good performance from a global per-
spective. 
In summary, previous studies have widely investigated the 
offloading strategies for DNN-based applications. However, it 
is still an open issue to optimize the system cost caused by data 
transmission and layer execution, while offloading DNN layers 
within the corresponding deadlines in hybrid computing environ-
ments. 
III. PROBLEM DEFINITION AND ANALYSIS 
The purpose of our work is to minimize the system cost 
caused by data transmission and layer execution during DNN 
layers offloading while satisfying each DNN-based applica-
tion’s deadline constraint.   
A. Problem Definition 
The problem definition includes the hybrid computing envi-
ronments, some DNN-based applications, and an offloading 
strategy. 
 The hybrid computing environments C = {Ccld, Cedg, Cdev} 
consist of the cloud, edge and end devices. The cloud Ccld = {s1, 
s2, ..., sn} consists of n servers1 in a region, and we only consider 
the offloading process in one region. The edge Cedg = {s1, s2, ..., 
sm} consists of m servers in m different regions, i.e., each region 
has only one server. There are r IoT devices Cdev = {s1, s2, ..., sr}, 
and each device has only one server. This study pursues an of-
floading scheme, therefore we focus on the computing power 
of each server and ignore their storage capacity. A server si is 
expressed as 
 , ,,
i
com
i i i s p c t                                      (1) 
where pi represents the measured computing power of server si, 
which is usually characterized by its CPUs [19]. 
i
com
c  repre-
sents the computation cost of si per second2, which is in a posi-
tive proportional relationship with pi. ti = {0, 1, 2} represents 
the environment the server si belongs to. When ti = 0, si belongs 
to the cloud, and it has strong computing power. When ti = 1, si 
belongs to the edge, and it has general computing power. When 
ti = 2, si belongs to the end devices, and it has poor computing 
power. The computing power of each server is assumed to be 
known and not fluctuate. 
Formula (2) represents the bandwidth across different servers. 
1,1 1,2 1,| |
2,1 2,2 2,| |
| |,1 | |,2 | , |
,
b b b
b b b
b b b

 
 
 
 
 
 
C
C
C C C| |C
B                     (2) 
 
1 In order to have a unified expression for the computing resource in differ-
ent platforms, we use ‘server’ instead of ‘virtual machine’ to express the in-
stances in cloud. 
, ,, ,,, i j
tran
ij i j i jb c t t                          (3) 
where bi,j is the bandwidth between server si and server sj. ,i j  
represents the value of bandwidth bi,j, where ∀i, j =1, 2, ..., |C| 
and i ≠ j. We do not consider ad hoc network [20], therefore 
there is no internet connection between two end devices (i.e., 
when ti and tj are both equal to 2, ,i j  is 0). ,
tran
i jc  represents the 
transmission cost per MB from server si to server sj. In addition, 
end devices connect to the edge via WIFI [21], therefore the 
servers belong to IoT devices only communicate with the serv-
ers belong to the edge within a certain range of WIFI radiation. 
The bandwidth is assumed to be known and not fluctuate. 
The are many DNNs G = {G1, G2, …, Gq} from different end 
devices. A DNN is modeled as a directed acyclic graph Gi = (Li, 
Ei, Di) [22], where Li  1 2, ,  ..., si i il l l  represents a finite set of 
nodes containing s layers in Gi, Ei =  1,2 1,3 ,, ,  ..., j ki i ie e e  repre-
sents the data dependencies between each pair of layers, and Di 
=  1 2, ,  ..., ni i id d d  represents all the datasets including input 
data, intermediate data and output data in the Gi. Each DNN has 
a corresponding deadline D(Gi), and an offloading strategy is 
named feasible solution if the DNN is completed within its 
deadline. 
,j k
ie  = (
j
il , 
k
il ) denotes a data dependency between layer 
j
il  
and layer k
il , where layer 
k
il  is the direct successor of layer 
j
il , 
and layer j
il  is the direct precursor of layer 
k
il . In the process 
of offloading DNN layers, a layer cannot start executing until 
all of its precursors have been completed. 
For a layer j
il  = , ,
j j j
i i ia i o  , 
j
ia is the calculated amount 
of j
il , 
j
ii  is the input datasets of 
j
il , and 
j
io  is the output da-
tasets of j
il . Serial processing model [23] is adopted in the ex-
ecution process, which means that a server can only execute one 
layer at the same time and a whole layer is executed on a same 
server. Therefore, the execution time Texe(
j
il , sk) that offloading 
layer j
il  to a ready server sk is calculated as (4). The layers and 
datasets are many-to-many correspondence (i.e., a layer may re-
quire many input datasets from different servers, and a dataset 
may be used by many layers) shown as GoogleNet in Fig. 1. 
 exe , .
j
j i
i k
k
a
T l s
p
                                  (4) 
For a dataset j
id  = , , , ,
j j j j j
i i i i ig c f    , 
j
i  is the dataset 
size, j
ig is the layer generating 
j
id  using (5), where Dini is the 
initial datasets (i.e., the input datasets of a DNN), Dgen is the 
generated datasets (i.e., the intermediate datasets generated dur-
ing DNN execution) and L( j
id ) is the layer generating dataset 
j
id . In addition, 
j
ic  is the layer consuming 
j
id , 
j
i  is the orig-
inal server storing j
id , and 
j
if is the final server using 
j
id . 
2Although the computation cost in cloud is measured in hour, the execution 
time of DNN is usually at the millisecond level. Therefore, we use ‘second’ 
instead of ‘hour’ to measure the computation cost of each server. 
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Fig. 2.  A sample of cost-driven offloading for a DNN. 
Therefore, the transmission time Ttrans(
j
id , sk, sr) that transfer-
ring dataset j
id  from server sk  to server sr is calculated as (6). 
ini
gen
0,
 ,
( ),
j
ij
i j j
i i
d
dL d
g






D
D
                         (5) 
 
,
, , .
j
j i
trans i k r
k r
T d s s

                         (6) 
The purpose of the offloading strategy is to minimize the sys-
tem cost caused by data transmission and layer execution, with 
the deadline constraints of all DNN-based applications. Any 
layer execution in a DNN have to satisfy both conditions: (1) 
the layer has been offloaded to a specific server; (2) the datasets 
required by this layer have been transferred to the same server. 
The offloading strategy for DNN-based applications is defined 
as O = (C, Li, Di, M, ,
comp
iT  Ctotal), where 
1,2,...,
{ , , },
k ri
j j
i s il d s ss     CM represents the map set 
from any DNN layers Li and datasets Di to hybrid computing 
environments C. < j
il , ss> represents that the layer 
j
il  is of-
floaded to server ss, and <
j
id , sk, sr> represents that dataset 
j
id  
is transferred from server sk to server sr. If all <
j
il , ss> sets are 
determined, then all < j
id , sk, sr> sets are determined. Therefore, 
the map can be modified as  
1,2,...,
{ },
i
j
i sl s  CΜ . 
comp
iT rep-
resents the completion time of DNN Gi, and Ctotal represents the 
whole system cost for executing all DNN layers. 
comp
{ ( )},max
j
i i
comp j
i i
l
T T l


L
                         (7) 
total off on
1
1, 1,
,
( ( ) ( ))
,
m m
l l
i
com
tran
j
i i
i
j
i
j j k j f k
k
c
c
C T s T s

     
  
 

 
C
C C
               (8) 
where Tcomp(
j
il ) is the completion time of layer 
j
il , Toff(si) is the 
turn-off time of server si, and Ton(si) is the turn-on time of server 
si. Assuming that when the first task arrives on a server, the 
server is turned on immediately with no delay, and when the  
 
Table I.  The execution time of each layer on different servers 
  s0 s1 s2 s3 s4 s5 
l0 1.1s - - - - - 
l1 1.92s 0.98s 0.62s 0.31s 0.19s 0.09s 
l2 2.35s 1.20s 0.75s 0.67s 0.41s 0.32s 
l3 2.12s 1s 0.8s 0.56s 0.45s 0.21s 
Table II.  The cost of six servers   Table III.  The bandwidth between two cate-
gories and the corresponding cost 
Servers Cost/hour($) 
 
ti   tj ,i j  (M/s) ,
tran
i jc  ($/GB) 
s0 0  0 ←→ 0 5 0.4 
s1 10  0 ←→ 1 2 0.8 
s2 15  0 ←→ 2 2 0.8 
s3 1  1 ←→ 1 10 0.16 
s4 2  1 ←→ 2 10 0.16 
s5 3       
last task on a server is completed, the server is turned off im-
mediately with no delay. 
 The problem of the cost-driven offloading for DNN-based 
applications over the cloud, edge, and end devices can be for-
malized as (7). Its core purpose is to pursue a minimum total 
system cost while satisfying the deadline constraint for each 
DNN-based application. 
total
.
, ( )compi i
C
i T D  G
Minimize
subject to
                        (9) 
B. Problem Analysis 
Fig. 2(a) is a sample of offloading for a DNN Gi, which in-
cludes four layers  0 1 2 3, , ,i i i il l l l , and four transmission datasets 
 1 2 3 4, , ,i i i id d d d , whose size are {1MB, 1MB, 0.5MB, 0.5MB}. 
Its deadline is 3.7s. Note that layer 0
il  must be executed on the 
end device (i.e., s0). There are six servers in hybrid computing 
environments. Table I shows the execution time of each layer on 
the six servers. Table II shows the cost of six servers. Table III 
shows the bandwidth between two categories and the corre-
sponding cost. 
Fig. 2(b) is the offloading result according to a greedy strat-
egy [24]. The completion time of the DNN is 3.65s, and the 
system cost is 0.0044013 with greedy strategy. Fig. 2(c) is the 
optimal offloading result. The completion time of the DNN is 
3.41s, and the system cost is 0.0036517. The system cost with 
the optimal strategy is 18.18% less than the former. The greedy 
offloading strategy offloads each layer to the server with the 
lowest cost step by step within the corresponding deadline. 
However, each step with the best choice for offloading a layer 
from a local perspective does not necessarily get the best result. 
In this study, the offloading issue for many DNNs have to be 
addressed. We need a suitable approach to offload all DNN lay-
ers from a global perspective.  
IV. OFFLOADING STRATEGY BASED ON PSO-GA 
For an offloading strategy O = (C, Li, Di, M, 
comp
iT , Ctotal), its 
core purpose is to find a map from all Li to C that has minimum 
system total cost Ctotal while each DNN completion time
comp
iT  
is not more than their corresponding deadline D(Gi). Finding  
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Fig. 3  Preprocessing for a DNN: (a) Merging two adjacent layers into a new 
one; (b) The structure of GoogleNet before and after preprocessing 
the best map from all Li to C is an NP-hard problem [25]. There-
fore, an offloading strategy based on PSO-GA algorithm to op-
timize the system total cost is proposed from a global perspec-
tive in hybrid computing environments. To improve the effi-
ciency of our offloading strategy, a preprocessing for a DNN is 
designed to compress the amount of layers and data transmis-
sion. This section mainly describes the preprocessing for a 
DNN, and PSO-GA algorithm as follows. 
A. Preprocessing for a DNN 
 Algorithm 1 describes the preprocessing pseudocode for a 
DNN that merges two adjacent layers with a common cut-edge 
into a new layer. Two adjacent layers are merged into a new 
layer when the precursor’s out-degree and the successor’s in-
degree are both 1. A cut-edge is the data dependence between 
the precursor and successor, which disappears after prepro-
cessing. The procedure of merging two adjacent layers with a 
common cut-edge into a new layer is shown in Fig. 3(a). Goog-
leNet [26] has many cut-edge layers, and the number of com-
pressed layer reaches about 48%. Fig. 3(b) depicts the structure 
of GoogleNet before and after preprocessing. PSO-GA has bet-
ter efficiency for a DNN with less layers. 
Property 1: Preprocessing reduces the number of layers in a 
DNN, and improves the efficiency of PSO-GA execution. How-
ever, it may influence the final offloading result. 
Fig. 3 depicts that the number of layers in GoogleNet is re-
duced. Part B in this section describes that the particle encoding 
dimension of PSO-GA depends on the number of all layers. The 
efficiency of PSO-GA execution is mainly based on the particle 
encoding dimension. Therefore, the decrease of layers will im-
prove the efficiency of PSO-GA execution. In Fig. 3(a), FC1 
and FC2 are merged into FC12, which means that FC1 and FC2 
have to be offloaded to a server together. However, FC1 and FC2 
can be offloaded to two different servers if they are not merged 
together. Therefore, preprocessing may influence the final of-
floading result. 
 
Algorithm 1: Merge two adjacent layers into a new layer 
procedure preprocess (G(L, E, D)) 
    1: Record in-degree and out-degree of all layers in G 
    2: If there are two adjacent layers with a common cut-edge, merging these 
two layers into a new layer. 
    3: Repeat step 2 until there is no cut-edge. 
end procedure 
0 1 2 3
0 1 2 3layers
offloading 
location  
Fig. 4  An encoded particle corresponding to the offloading for a DNN 
B. PSO-GA 
PSO algorithm is an evolutionary computation technique, 
which is inspired by social behavior observed in nature, such as 
bird flocks. In 1995, it was first introduced by Eberhart and 
Kennedy [27]. The particle is an important concept in PSO, 
whose position represents a candidate solution to the optimiza-
tion problem. Each particle searches for better position by mod-
ifying its own velocity, which determines its future magnitude 
and direction. The velocity and current position determine the 
movement of a corresponding particle. and they are iteratively 
updated by (10) and (11). 
1
1 1 2 2
( ) ( ),
i
t t t t t t
i i i i
V w V c r pBest X c r gBest X      
    
(10) 
1 1.t t ti i iX X V
  
                           
 (11) 
where Vit and Xit represent the velocity and position of the ith 
particle at the tth iteration, respectively. From (10), you can find 
that each particle’s velocity is influenced by its personal best 
position, pBest, and the global best position of its population, 
gBest. Inertia weight w determines the extent to which the pre-
vious velocity affects the current velocity, which impacts on the 
convergence of PSO. c1 and c2 represent a particle’s cognitive 
ability to its personal best value and global best value, which 
are both acceleration coefficients. r1 and r2 are introduced to en-
hance the random search for an optimization result, whose 
value are both between 0 and 1. 
PSO has been widely used to solve continuous optimization 
problems. Offloading DNN layers in hybrid computing environ-
ments is a discrete problem, and it needs a new coding approach. 
In addition, a suitable strategy for particle update should be in-
troduced to avoid the premature convergence of traditional PSO. 
In this paper, PSO-GA is proposed to solve the above shortages 
of traditional PSO. The offloading strategy based on PSO-GA 
for DNNs is described as follows. 
1) Problem Encoding 
A good encoding strategy can enhance PSO-based algo-
rithm’s search efficiency and improve its performance, which 
usually satisfies the following three principles [28]. 
Definition 1 (Completeness). Each candidate solution can 
be encoded as a particle in the problem space. 
Definition 2 (Non-redundancy). Each candidate solution 
has only one corresponding encoded particle in the problem 
space. 
Definition 3 (Viability). Each encoded particle represents a 
candidate solution in the problem space. 
Designing an encoding strategy that simultaneously satisfies 
the three principles is difficult. Inspired by [29], we adopt a 
server-order nesting strategy to encode the layers offloading 
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problem. A particle represents a candidate solution of cost-
driven offloading for all DNNs in hybrid computing environ-
ments, and the ith particle in the tth iteration is described in (12). 
1 2( , , , ),
t t t t
i i i ipX x x x                            
 (12) 
( , ) ,t tik j j ikx s  (13)
where p is the total number of layers from all ready DNN-based 
applications. t
ikx  (k=1, 2, …, p) indicates the final offloading 
location of the kth layer in the tth iteration in (13). It means that 
the kth layer is offloaded to server sj with a specified order j , 
whose value ranges from 0 to p-1. The order of each layer in the 
same particle is different from each other, and the layer with 
smaller order is processed earlier when there are more than two 
layers on the same server. Therefore, the particle dimension is 
twice of the total number of layers. Fig. 4 shows an encoded 
particle corresponding to the offloading for a DNN in Fig. 2(c).  
 Property 2: The encoding strategy meets completeness and 
non-redundancy principles, but it may not meet the viability 
principle. 
After DNN layers offloading, each layer is offloaded to the 
corresponding server with a specified order. A layer can be of-
floaded to any server with any order under the data dependence 
constraint, and the dimension in a particle can be the corre-
sponding value of server and order. Therefore, each offloading 
strategy has the corresponding particle, which meets the com-
pleteness principle. An offloading strategy for DNNs corre-
sponds to a 2p-dimensional particle. The value of the kth dimen-
sion in a particle are the server number processing the kth layer 
and the specified process order. Therefore, an offloading strat-
egy only corresponds to a specified particle, which meets the 
non-redundancy principle. However, some candidate solutions 
corresponding to the particles may not meet the deadline con-
straints. For example, if the final offloading location of layers 
in Fig. 2 is (0, 0, 2, 3), then layer l0 and layer l1 are offloaded to 
end device D1. The completion time of this DNN is more than 
4s, which exceeds its deadline (that is, 3.7s). Therefore, the en-
coding strategy may not meet the viability principle. 
2) Fitness Function 
The fitness function is used to evaluate the performance of 
all particles. In general, a particle with smaller fitness represents 
a better candidate solution [30]. This work pursues minimum 
system cost for offloading DNN layers while satisfying their 
deadline constraints. Therefore, a particle with lesser system 
cost can be considered as a better solution. However, the encod-
ing strategy designed in this paper fails to meet the viability 
principle.  
All particles can be divided into two categories: feasible par-
ticles and infeasible particles, whose definitions in this paper 
are described as follows. 
Definition 4 (Feasible particle). A particle that corresponds 
to a DNN layers offloading strategy meets all deadline con-
straints. 
Definition 5 (Infeasible particle). A particle that corre-
sponds to a DNN layers offloading strategy fails to meet all 
deadline constraints (i.e., At least one DNN’s completion time 
exceeds its corresponding deadline). 
old 
particle
pBest
(gBest)
crossover
ind1
ind1 ind2
ind2
new 
particle
0 1 2 3
0 0 1 1
0 1 2 1
0 0 2 3old particle
ind3
0 1 2 3new particle
ind3
mutation
 
(a)                                                                (b) 
Fig. 5  Update operation: (a) Crossover operator for individual (social) cogni-
tion component; (b) Mutation operator for inertia component 
The definition of fitness function that compares two candi-
date solutions has to be modified according to three different 
situations. 
Case 1: Both particles are feasible. The particle with lesser 
system cost is selected, and the fitness function is defined as 
follows. 
total( )( ) .ii XF X C
                          (14) 
Case 3: One particle is feasible, and the other one is infeasi-
ble. The feasible particle is selected, and the fitness function is 
defined as follows. 
( )0, if , ( )
( ) .
1,else                   
i
comp
i X i
i
i T D
F X
  
 

G
     
           (15) 
Case 2: Both particles are infeasible. The particle with lesser 
total completion time is selected, and this particle is more likely 
to become a feasible particle after update operations. The fit-
ness function is defined as follows. 
( )( ) .i
comp
i i XF X T                           (16) 
3) Update Strategy 
Formula (10) shows that PSO has three main parts: inertia, 
individual cognition, and social cognition. The iterative update 
of each particle is affected by both its personal best positon and 
the global best position in current generation [31]. Prematurely 
falling into a local optimum is a major defect of traditional PSO. 
To enhance the search ability of our algorithm and avoid prem-
aturely convergence, the crossover operator and mutation oper-
ator of GA are introduced for particle update. The iterative up-
date of the ith particle at the tth iteration is shown as (17), where 
Cg() and Cp() represent crossover operators, and Mu() is muta-
tion operator. In addition, the value of the order 
j  for each 
layer remains the same, and only the value of the server sj for 
each layer is updated. 
1 1 1
2 1( ( ( ), ), ),
t t t t
i g p u i iX c C c C w M X pBest gBest
     
 
(17) 
For individual cognition component and social cognition 
component, the crossover operator of GA is introduced to re-
fresh the corresponding component of (10), which is describe 
as (18) and (19), respectively. 
1
1 1 1
1
( , )
( , ) ,
t t
t t t p i
i p i t
i
C A pBest r c
B c C A pBest
A else


 
   
    
(18) 
1
1 2 2
2
( , )
( , ) ,
t t
t t t g i
i g i t
i
C B gBest r c
C c C B gBest
B else


 
   
    
(19) 
where r1 and r2 are both random factors, whose value is between 
0 and 1. Cp() (or Cg()) is crossover operators, which randomly 
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chooses two locations in a particle to be updated, and then re-
places its segment between the two locations with the segment 
in the same interval in pBest (or gBest) particle. The crossover 
operator for individual (or social) cognition component is 
shown as Fig. 5(a). It randomly chooses ind1 and ind2 locations 
in an old particle, and then replaces the segment between ind1 
and ind2 with the pBest (or gBest) particle in the same interval. 
 Property 3: A particle can change from infeasible to feasible 
after crossover operator, and vice versa. 
The encoded particle (0, 0, 1, 1) in Fig. 5(a) is infeasible, 
whose completion time is more than 5s in Fig. 2. The pBest par-
ticle is (0, 1, 2, 3), and the crossover locations are 2nd and 3rd. 
Therefore, the generated encoded particle is (0, 1, 2, 1) after the 
crossover operator. The completion time of the new particle is 
3.65s, which is less than the corresponding deadline. This gen-
erated particle is feasible. On the contrary, a feasible particle (0, 
3, 3, 3) crossover with the pBest particle (0, 1, 2, 3) in location 
1st and 2nd. The new generated particle (0, 1, 3, 3) is infeasible. 
For inertia component, the mutation operator of GA is intro-
duced to refresh the corresponding component of (10), which is 
described as (20). 
1
1 3
1
( )
( ) ,
t
t t u i
i u i t
i
M X r w
A w M X
X else



 
   

            (20) 
where r3 is a random factor, whose value is between 0 and 1. 
Mu() is mutation operator, which randomly chooses a location 
in a particle, and then alters the value of the server sj in the range 
of |C|. Fig. 5(b) illustrates the mutation operator for inertia com-
ponent. It randomly chooses ind3 location, and then alters the 
value of ind3 from 0 to 1. 
Property 4: A particle can change from infeasible to feasible 
after mutation operator, and vice versa. 
The mutation operator randomly selects 2nd location of an in-
feasible particle (0, 0, 2, 3) to mutate, and then generates a new 
feasible particle (0, 1, 2, 3). This particle is the optimal solution 
in Fig. 2. Alternately, it mutates a feasible particle (0, 1, 2, 3) in 
location 2nd, and then generates a new infeasible particle (0, 0, 
2, 3). The completion time of this particle is more than 4s, 
which exceeds its deadline (that is, 3.7s) 
4) Map from a Particle to DNN Layers Offloading 
Algorithm 2 shows the pseudocode of mapping a particle to 
cost-driven offloading for DNNs in hybrid computing environ-
ments. The inputs include DNNs G, resource of the hybrid com-
puting environments C and a particle X. First, the whole data 
transmission cost Ctrans and the whole system cost Ctotal are set 
to 0 (line 1). After initialization, the layers are offloaded to the 
corresponding servers. According to the layer execution se-
quence, the layer j
il is offloaded to server sx(j). If 
j
il  has no par-
ents (i.e., j
il  is input layer), its start time Tstart(
j
il ) is equal to the 
leased time Tlease(sx(j)) of server sx(j). Otherwise, the start time of 
layer j
il  has to consider the data transmission time from its par-
ents (line 3-12). Obviously, the end time Tend(
j
il ) of layer 
j
il  is 
equal to the sum of its start time and execution time on server 
sx(j) (line 13-14). In addition, if the end time of any layer exceeds 
its corresponding deadline, this particle is infeasible and the al-
gorithm execution is terminated (line 15-17). The update of the 
sx(j) leased time Tlease(sx(j)) has to consider the data transmission  
Algorithm 2: A map from a particle to DNN layers offloading 
procedure DNNsOffloading(G, C, X) 
1: Initialization: Ctrans ← 0, Ctotal ← 0 
2: for j = 0 to j = |G|-1 
3:       if j
il  has no parents then 
4:             Tstart(
j
il ) = Tlease(sx(j)) 
5:       else 
6:             maxTrans = 0 
7:             foreach parent p
il  of 
j
il  do 
8:                       maxTrans = max (maxTrans, 
( ), ( )/ x p ji x
p ) 
9:                       Ctrans += ( ), ( )
tran
x p x j
p
ic    
10:           end for 
11:           Tstart(
j
il ) = Tlease(sx(j))+ maxTrans 
12:      end if 
13:      exe = Texe(
j
il , sx(j)) 
14:      Tend(
j
il ) = Tstart(
j
il ) + exe 
15:      if Tend(
j
il ) > D(Gi) then 
16:             return this particle is infeasible 
17:      end if 
18:      transfer = 0 
19:      foreach child c
il  of 
j
il  do 
20:            transfer +=
( ), ( )/ x j ci x
j  
21:      end for 
22:      Tlease(sx(j)) = Tlease(sx(j)) + exe + transfer 
23:      if j
il  is output layer then 
24:             
comp
iT  = Tend(
j
il ) 
25:      end if      
26: calculate Ctotal according to formula (8) 
end procedure 
from layer j
il  to its children layers (line 18-22). If 
j
il  is output 
layer, the completion time of DNN Gi is equal to the end time 
of layer j
il  (line 23-25). Finally, the whole system cost Ctotal is 
calculated according to formula (8). 
5) Parameter Settings 
The inertia weight w in (10) affects the convergence and 
search ability of PSO [32]. Formula (21) represents an adjust-
ment mechanism for the inertia weight [33]. 
max min
max
max
.cur
w w
w w iters
iters

                  (21) 
where wmin and wmax are the given minimum and maximum of 
w in the initialization phase. iterscur and itersmax are the current 
number and the maximum number of iterations, respectively. 
Therefore, the algorithm focuses on the global search at the be-
ginning of execution. With the increase of iterations, the value 
of w reduces linearly and the algorithm gradually focuses on the 
local search.  
The adjustment mechanism in (21) fails to meet the nonlinear 
characteristics of DNN layers offloading. Therefore, this paper 
designs an adjustment mechanism that can adaptively adjust the 
search ability according to the quality of current particle in (22).  
1 1
max max min( ) exp( ( ) ( ( )-1.01)),
t t
i iw w w w d X d X
      
(22) 
1 1
1 ( , )( ) ,
| |
t t
t div gBest Xd X
 
 
C
                
 (23) 
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Fig. 6  The flowchart of PSO-GA 
where div(gBestt-1, Xt-1) indicates the number of difference in sj 
coordinate between the global best particle gBestt-1 and the cur-
rent particle Xt-1. This mechanism can adaptively adjust its 
search ability according to the difference between the global 
best particles and current particle. When div(gBestt-1, Xt-1) is 
small, it means that there is a small gap between gBestt-1 and Xt-
1, and the algorithm prefer to enhance the local search and ac-
celerate the convergence to find an optimal solution.  
 The other two acceleration coefficients (i.e., c1 and c2) are 
given by [34]. Note that 
start
1c  and 
end
1c  are the start value and 
end value of c1. 
start
2c and 
end
2c  are the start value and end value 
of c2. 
6) Algorithm Flowchart 
Fig. 6 is the flowchart of PSO-GA, whose detailed process is 
described as follows. 
Step 1: Initialize the relevant parameters of PSO-GA, such as 
population size Spop, maximum iteration, inertia weight, and 
cognitive factors, and then generate the initial population.  
Step 2: According to the map from a particle to DNN layers 
offloading (Algorithm 2), calculate the fitness of each particle 
based on (14) to (16). Each particle is set as its personal best 
particle, and the particle with the smallest fitness is set as the 
global best particle in current generation. 
Step 3: Update particles based on (17) to (20), and recalculate 
the fitness of each updated particle. 
Step 4: If the fitness of the updated particle is smaller than its 
personal best particle, set the updated particle as its own per-
sonal best particle. Otherwise, go to Step 6. 
Step 5: If the fitness of the updated particle is smaller than 
the global best particle, set the updated particle as the global 
best particle. 
Step 6: Verify whether the stop condition is met. If it is not 
satisfied, go to Step 3. Otherwise, terminate the procedure. 
V. EXPERIMENTAL RESULTS AND ANALYSIS 
All the simulation experiments were conducted on a Win8 64-
bit operating system with a G3250 3.20 GHz Intel (R) Pentium 
(R) processor and 8GB RAM. The corresponding parameters of 
PSO-GA were set based on [33]: Spop = 100, itersmax = 1000, wmax 
= 0.9, wmin = 0.4, 
start
1c = 0.9, 
end
1c = 0.2, 
start
2c = 0.4, and 
end
2c = 0.9. 
 
3 https://github.com/LinBin403/dataset-for-our-research 
Table IV.  The configurations and the cost for all servers 
Servers Configurations Cost/hour($) ti 
{s1, s2, ..., s10} 2CPUs 4GB 0 2 
{s10, s11, ..., s15} 16CPUs 32GB 2.43 1 
s16 4CPUs 8GB 0.225 0 
s17 8CPUs 16GB 0.45 0 
s18 16CPUs 32GB 0.9 0 
s19 32CPUs 64GB 1.8 0 
s20 64CPUs 128GB 3.6 0 
A. Experimental Setup 
We conducted our experiments using four types of DNNs: 
AlexNet, VGG19, GoogleNet and ResNet101. The structure, 
datasets and computing amount in each type of DNN are differ-
ent. The basic layer execution time, data transmission amount 
between two layers, and the overall structure for our tested 
DNNs is recorded in a file3 in github.com.  
The hybrid computing environments have 20 servers {s1, 
s2, ..., s20}, which are divided into 3 categories. The first 10 serv-
ers belong to the end devices, the last 5 servers belong to the 
cloud, and the other 5 servers belong to the edge. The pro-
cessing capacity of a server in the same category is roughly pro-
portional to its cost. We assume that the end servers have lowest 
configurations and execute DNN layers without charging. Ta-
ble IV shows the configurations and the cost for all servers. In 
this paper, each end server is connected to two nearby edge 
servers. To simplify the experiments, we calculate the band-
widths and the corresponding cost by 3 categories. The band-
width between two categories and the corresponding transmis-
sion cost is shown in Table III. 
Finally, each DNN needs a specific deadline to verify 
whether an offloading strategy is feasible or not. We set five 
different deadlines for each DNN as follows. 
( ) ( ), {1.2,1.5,3,5,8},j i j i jD r H r  G G (24)
where H (Gi) is the execution time of a DNN Gi based on HEFT 
algorithm [35]. 
B. Competitive Algorithms 
To verify the effectiveness of PSO-GA, we modified the GA 
[18]  and the Greedy [24] to adapt the cost-driven offloading 
strategy for DNNs in hybrid computing environments. 
GA adopts a binary encoding strategy, and its fitness function 
is according to Formula (14) - (16). The map from an encoded 
chromosome to a cost-driven offloading solution should not 
only consider the computation cost for each layer, but also the 
transmission cost for each dataset. 
Greedy offloads each layer to the cheapest server within the 
corresponding deadline. If a layer offloaded to the cheapest 
server cannot meet the deadline constraint, then the layer has to 
be offloaded to the second cheapest server. It follows these op-
erations and iterates over. 
Finally, prePSO is selected as another comparison algorithm, 
which is the PSP-GA with preprocessing discussed in section 
IV. 
C. Experimental Results and Analysis 
GA, PSO-GA, and prePSO belong to the meta-heuristic al-
gorithms. They are terminated if they maintain the same value  
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(a)                                                                                                            (b)                                       
                                       
 (c)                                                                                                           (d) 
Fig. 7  The system cost of different strategies for one DNN per end device: (a) AlexNet; (b) VGG19; (c) GoogleNet ; (d) ResNet101
in 50 iterations. The offloading results may be different with the 
same configurations in each experiment. Therefore, the system 
cost is measured as the average value of 50 repeated experi-
ments. If an infeasible solution occurs, its system cost is ex-
pressed as a negative value. 
Fig. 7 shows The system cost of different strategies for one 
DNN per end device. In these experiment, there is only one 
DNN on each end device originally. It means that there are 10 
DNNs on 10 end devices, respectively. In general, the system 
cost becomes less and less as the deadline is gradually loose for 
all offloading strategies. With the looser deadline constraints, 
more layers can be offloaded to the cheaper servers under the 
same situation. PSO-GA has the best performance due to that it 
evolves iteratively from a global perspective. Greedy is an ex-
treme strategy. When the deadline is loose, it can find the fea-
sible solution. On the contrary, it sometimes cannot find a fea-
sible solution. The search scope of GA is relatively limited dur-
ing each iteration, and it does not adaptively adjust according 
to the performance of the current chromosome. This results are 
worse compared with PSO-GA. For VGG19 and ResNet101, 
prePSO compresses all the layers into one layer in a DNN. 
Therefore, it offloads all layers of a DNN to its corresponding 
end devices, and its performance is similar to Greedy for 
VGG19 and ResNet101. For GoogleNet, there is a big gap be-
tween PSO-GA and prePSO after D3(G). The reason is that the 
preprocessing influences the final offloading result discussed as 
Property 1. The compressed layers have larger computation 
amount, which have to be offloaded to the servers with more 
computing power.  
Fig. 7(a) shows The system cost of different strategies for 
one AlexNet per end device. The strategies in Fig. 7(a) have 
less system cost compared with those in Fig. 7(b) and Fig. 7(d). 
This is mainly due to that the number of layers, the average 
amount of each dataset, and the average execution time of each 
layer in Fig. 7(a) are all much less than those in Fig. 7(b) and 
Fig. 7(d). This results in that the system cost among the three 
figures is not an order of magnitude. In Fig. 7(c), there is no 
strategy offering a feasible solution before after D3(G). Alt-
hough the deadline is expanded by 1.5 times the completion 
time by HEFT algorithm for each DNN, each layer has to be 
executed according to the serial processing model on a specific 
server. The number of servers is limited, and the number of lay-
ers for ResNet101 is more than 1000 in hybrid computing envi-
ronments. 
Fig. 8 shows The system cost of different strategies for three 
DNNs per end device. It means that there are three DNNs on 
each end device originally. From Fig. 7, we find that almost all 
offloading strategies cannot achieve a feasible solution with 
D1(G) and D2(G) constraints. The number of layers in the ex-
periments of Fig. 8 is three times that in Fig. 7. In order to avoid 
the generation of more infeasible solutions, the deadlines in the 
experiments of Fig. 8 is twice that in Fig. 7. 
In general, the system cost in Fig. 8 is almost 4 times that in 
Fig. 7. It is obvious the system cost becomes less and less as the 
deadline is gradually loose for all offloading strategies. Greedy 
has the worst performance due to that it is an extreme strategy 
from a local perspective. It prioritizes scheduling each layer to 
the cheapest server within its DNN corresponding deadline step 
by step. As the total number of DNN layers increase, the higher 
layers usually fails to be completed with the deadline constraint 
by Greedy strategy. Through an overview of Fig. 8, we find that 
Greedy achieves feasible solutions only within much looser 
deadline (i.e., D5(G)) for AlexNet and ResNet101. PSO-GA has 
the best performance. It averts the premature convergence of  
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(a)                                                                                                            (b)                                       
                                       
 (c)                                                                                                           (d) 
Fig. 8  The system cost of different strategies for three DNNs per end device: (a) AlexNet; (b) VGG19; (c) GoogleNet ; (d) ResNet101
                                        
(a)                                                                                                                                      (b)     
Fig. 9  The system cost of different strategies for one AlexNet per device in D2(G) with different updated computing power: (a) Edge; (b) Cloud 
PSO and improves the diversity of population. This results in 
that a layer with a large amount of computation is offloaded to 
the cloud, and a layer with a large amount of data transmission 
is offloaded the edge and end devices according to the deadline 
constraints. The overall trend of different strategies for system 
cost in Fig. 8 is similar to that in Fig. 7. From the experiments, 
we find that data transmission cost accounts for the majority of 
the total system cost for GoogleNet and ResNet101. The reason 
for this result is that they have more layers, and the amount of 
layer computation is relatively smaller compared with AlexNet, 
whose number of layers is 11. 
Fig. 8(a) shows The system cost of different strategies for 
three AlexNets per end device. As the total number of AlexNet 
layers increases, you can find that Greedy strategy becomes ex-
tremely unsuitable by comparing Fig. 8(a) with Fig. 7(a). Alt-
hough PSO-GA has the best performance, it cannot offload all 
layers to the end devices to achieve 0 system cost until with 
D5(G) constraint. In Fig. 8(b), all offloading strategies except 
GA achieve 0 system cost after D3(G). It means that all layers 
in a AlexNet are offloaded to its original end device. In Fig. 
8(d), PSO-GA and PSO both achieve the feasible solutions 
from D1(G) to D5(G). Greedy and prePSO can not find any fea-
sible solution until in D5(G). prePSO compresses all the layers 
into one layer in a AlexNet, and offloads all layers in a AlexNet 
to its original end device when the corresponding deadline is 
loose enough.  
In the follow-up experiments, we selected the representative 
AlexNet as the experimental subject.  To observe the influence 
of the computing power of the edge server and cloud server on 
the performance of different strategies, we adjust the computing 
power of the edge server and cloud server based on the config-
urations for one AlexNet per device in D2(G). The updated 
computing power of the edge server and cloud server is {0.8, 1, 
1.5, 3, 5} times that in the original settings. 
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Fig. 9 shows the system cost of different strategies for one 
AlexNet per device in D2(G) with different updated computing 
power of the edge server and cloud server. With the increase in 
the computing power of each edge server and cloud server, a 
layer on such server can be executed faster. This results in that 
more layers can be completed within the same time, and the 
layer computing cost will be reduced. Due to that more layers 
of AlexNet prefer to be offloaded to the edge servers, the in-
crease in computing power of edge servers has more significant 
effect on the system cost than that in computing power of cloud 
servers. The system cost of different strategies with the increase 
in computing power of edge servers is 4% to 31% better than 
that with cloud servers.  
Fig. 9(a) shows the system cost of different strategies for one 
AlexNet per device in D2(G) with different updated computing 
power of edge servers. AlexNet only have 11 layers, and the 
maximum amount of dataset transferring from a layer to its next 
layer is less that 1.1 MB in our benchmark test. From the exper-
iments, we find that layer computing cost accounts for the ma-
jority of the total system cost for AlexNet. Most of layers are 
offloaded to the edge servers. For example, 69% of the number 
of layers and 51% of the amount of layer computing are on the 
edge servers. Fig. 9(b) shows the system cost of different strat-
egies for one AlexNet per device in D2(G) with different up-
dated computing power of cloud servers. It is obvious that the 
overall performance improvement of system cost is not as good 
as that in Fig. 9(a).  
D. Industrial Applications 
The package delivery application with unmanned aerial ve-
hicles (UAV) swarms needs to rely on computer vision, whose 
core is DNNs. UAV swarms have limited battery capacity and 
are usually latency-intolerant. They should make real-time de-
cisions with limited power to avoid collisions. With the hybrid 
computing environments, consisting of the cloud, edge and end 
devices, the larger layers (more amount of data) with high busi-
ness intelligence are offloaded in the cloud, while the smaller 
layers (less amount of data) are offloaded at the edge and end 
devices. These three platforms collaborate with each other and 
execute the layers of DNNs with low system cost and latency. 
The offloading strategy based on PSO-GA proposed in this pa-
per can effectively reduce the system cost within the specified 
deadline. Therefore, our strategy will extend the flight time of 
UAV swarms. 
VI. CONCLUSION 
A cost-driven offloading strategy based on PSO-GA for 
DNN-based applications over the cloud, edge and end devices 
is proposed. The experimental results show that the offloading 
strategy effectively reduced the system cost within each DNN’s 
corresponding deadline. With the looser deadline constraints, 
more layers can be offloaded to the cheaper servers under the 
same situation. This results in that the system cost decreases 
with the looser deadline. All layers can be offloaded in their 
original end devices with no data transmission, if their corre-
sponding deadlines are loose enough. Moreover, the increase of 
server computing power has significant effect on the DNNs that 
their layer computing cost accounts for the majority of the total 
system cost. 
In the future, the impact of bandwidth changes between two 
servers in different regions on the offloading strategies will be 
considered. In addition, each layer in the real environment has 
different price/performance ratios for different servers. There-
fore, we will comprehensively optimize the system cost while 
considering the different price/performance ratios for different 
servers. 
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