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Abstract
We examine finite words over an alphabet Γ = {a, a¯; b, b¯} of pairs
of letters, where each word w1w2...wt is identified with its reverse
complement w¯t...w¯2w¯1 (where a¯ = a, b¯ = b). We seek the smallest
k such that every word of length n, composed from Γ, is uniquely
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determined by the set of its subwords of length up to k. Our almost
sharp result (k ∼ 2n/3) is an analogue of a classical result for “normal”
words. This problem has its roots in bioinformatics.
AMS Classification: 05D05, 68R15.
1 Introduction
Let ∆ be a finite alphabet and let ∆∗ denote the set of all finite sequences
over ∆, called words. For s, w ∈ ∆∗ we say that s is a subword of w (s ≤ w)
if s is a (not necessarily consecutive) subsequence of w. (Note, there some
authors have called these constructs “subsequences”, reserving “subword” for
consecutive subsequences.) The length of w is denoted |w|. The following
result was independently rediscovered repeatedly; as far as we are aware the
problem originally was posed by M.P. Schu¨tzenberger and I. Simon.
Theorem 1 (Simon [8]) Every word w ∈ ∆∗ with at most 2m− 1 letters is
completely determined by its length and by the set of all its subwords of length
at most m.
The pair of words abababa and bababab shows clearly that this result is sharp.
In Simon’s paper it was noted that it suffices to prove the theorem for the
two-letter case: ∆ = {a, b}. Perhaps the shortest proof of Theorem 1 is
due to Jacques Sakarovitch and Imre Simon (see [6], pp. 119–120); we were
influenced by this nice proof.
V. L. Levenshtein in his papers [3, 4, 5] considers more generalizations
of the reconstruction problem. In [3] the author examines which other sets
of subwords or super-words determine uniquely the original word, in [4] the
maximum size of the set of common subwords (or super-words) of two differ-
ent words of a given length is given in a recursive way. In [5] every unknown
sequence is reconstructed from its versions distorted by errors of a certain
type, which are considered as outputs of repeated transmissions over a chan-
nel, and a minimal number of transmissions sufficient to reconstruct the
original word (either exactly or with a given probability) is given. In both of
the latter papers simple reconstruction algorithms are given.
In this paper we study another version of the Schu¨tzenberger-Simon’s
problem. Let Γ = {a, a¯; b, b¯} be an alphabet where the letters come in pairs
(called complement pairs); and let Γ∗ denote the set of all finite sequences,
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called words, composed from Γ. Define a¯ = a, b¯ = b and for a word w =
w1w2...wt ∈ Γ∗ let w˜ = wtwt−1 ... w1, the reverse complement of w. Note
that (˜w˜) = w. Now we want to keep the essence of the previous partial
ordering, while, in our poset, each word is identified with its reverse
complement.
As in the foregoing Theorem, we do not address effective reconstruction
per se; our concern is the prefatory problem of determining the minimal m
such that the subwords of length up tom determine each word of length n. In
the “classical case” the reconstruction problem was recently addressed (see:
A. Dress and P.L. Erdo˝s, [1]). In the reverse complement case the problem
seems to be more complicated, and no results are presently available.
Our problem and definitions have biological motivations (for details see
[2]). DNA typically exists as paired, reverse complementary words or strands:
the Watson-Crick double helix, with its four letters, A, C, G and T paired via
A¯ = T and C¯ = G. Corresponding DNA codes could involve the insertion-
deletion metric — with bounded similarity between two strands: the length
of the longest subword common either to the strands or common to one
strand and the reverse complement of the other.
Another common task is to decide rapidly and efficiently whether a given
DNA double-strand (for example an erroneous gene, which is associated with
illness) is present in a sample. This setting typically invokes microarrays: ten
thousand or so of relatively short DNA words (called probes) are fixed on a
glass slide. The sample reacts with the probes, and the probes which bind
material from the sample are determined. We may model this process with
our definition, i.e., to say that binding occurs if the probe is a subword of
either strand. One may argue that the physicochemical laws don’t allow
each subword of the long DNA word to bind effectively because, for instance,
“blocks” of consecutive matches may be required for binding. Although this is
a perfectly legitimate objection, our aim is to provide additional background
for such applications.
2 Main results
In this section we formulate our main results. Let’s recall that in our partial
order every word is identified with its reverse complement. Therefore, if in
this partial order the word g is smaller than the word f, then it can happen
that g is a subword of f or it is a subword of its reverse complement f˜ . For
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convenience, if we do not know (or do not care) which is the case, then we
will say that the word g precedes the word f (g ≺ f). Let S(m, f) denote
the set of all words of length ≤ m, which precede f. We seek to determine
when S(m, f) uniquely defines f.
One may note essential differences between this and the original problem;
here, for instance, we may have more subwords but we do not distinguish be-
tween individual subwords belonging to a word or to its reverse complement.
This difference is evident when the alphabet consists of a letter and its com-
plement.
Let’s consider the following example:
F ′ = a¯2k+ε ak and G ′ = a¯2k+ε−1 ak+1, (1)
where ε ∈ {0, 1, 2} and k ≥ 1 and (k, ε) 6= (1, 0). The length of both words
is 3k + ε. On the one hand the subword a¯2k+ε of F ′ satisfies a¯2k+ε 6≺ G ′. On
the other hand it is easy to check that
S(2k + ε− 1,F ′) = S(2k + ε− 1,G ′).
In this paper we prove the following result:
Theorem 2 Every word f ∈ {a, a¯}∗ of length at most 3m − 1 is uniquely
determined by its length and by the set
D′(f) := S(2m, f).
The next example illustrates that if our words contain letters from more
than one complement pair, then they are “easier to distinguish”. Consider
the following words:
F = a¯2k+ε b¯ b ak and G = a¯2k+ε−1 b¯ b ak+1, (2)
where ε ∈ {0, 1, 2} and k ≥ 1 and (k, ε) 6= (1, 0). The length of both words
is 3k + 2 + ε. On the one hand the subword a¯2k+ε of F satisfies a¯2k+ε 6≺ G.
On the other hand it is easy to verify that
S(2k + ε− 1,F) = S(2k + ε− 1,G).
We have the following statement:
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Theorem 3 Every word f ∈ Γ∗ of length at most 3m+1 (m > 1) containing
both (a or a¯) and (b or b¯) is uniquely determined by its length and by the set
D(f) := S(2m, f).
The examples abab and abba show that in case of m = 1 the statement is not
true.
Please recognize that due to our definitions, the expression “uniquely
determined” means “uniquely determined, up to reverse complementation”.
The statement pertains to the case of ε = 2 in the example.
3 Easy consequences
There are some immediate consequences of the results of Section 2. Here we
give just some examples: in the case when our words contain letters from
one complement pair only, the following result holds:
Corollary 4 Every word f ∈ {a, a¯}∗ of length at most n is uniquely deter-
mined by its length and by the set S
(⌈
2(n+2)
3
⌉
, f
)
.
Proof: Letm be the smallest integer such that n ≤ 3m−1. Then
⌈
2(n+2)
3
⌉
≥
2m and Theorem 2 applies.
And, correspondingly, for the case of words containing letters from two com-
plement pairs:
Corollary 5 Every word f ∈ Γ∗ of length at most n containing both (a or a¯)
and (b or b¯) is uniquely determined by its length and by the set S
(⌊
2(n+1)
3
⌋
, f
)
.
Proof: The statement is straightforward: Let m be the smallest integer
such that n ≤ 3m+ 1. Then
⌊
2(n+1)
3
⌋
≥ 2m, therefore Theorem 3 applies.
Our instinct says that Corollaries 4 and 5 are not sharp. We suspect that
the truth is the following:
Conjecture 6 Each word of length at most 3m+2+ε containing both (a or
a¯) and (b or b¯) is uniquely determined by its length and by the set S(2m+ε, f).
Furthermore, each word of length at most 3m + ε containing only a or a¯ is
uniquely determined by its length and by the set S(2m+ ε, f).
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If our words are self-reverse complementary, then we are back to the original
problem:
Remark 7 Let the words f and g ∈ Γ∗ (of length at most n) be self-reverse
complementary, that is f = f˜ and g = g˜. Now if S(d(n+1)/2e, f) = S(d(n+
1)/2e, g) then f = g.
Proof: If for the word w we have w ≺ f and f = f˜ , then w is a subword
of f as well as of f˜ . Therefore Theorem 1 applies.
For the original problem it was almost trivial that from the result for the
case of 2-letter alphabet one derives an (approximate) result for the case
of k-element alphabets as well. The situation here is similar but the proof
requires some work:
Theorem 8 Theorem 3 remains valid if the word f contains letters from
k ≥ 2 different complement pairs.
Proof: We use induction on the number k of different complement pairs
present. The case of two pairs present is Theorem 3. Assume that the
statement is valid for the case of k − 1 different pairs present. Let f and g
be words with length |f | = |g| ≤ 3m + 1, and in both words let there be k
different complement pairs present. The alphabet is {a1, a¯1, ..., ak, a¯k}. Let
A1,2, A¯1,2 be a new pair of complementary letters, and f1,2 be the word derived
from f by identifying all occurrences of a1 and a2 withA1,2 and all occurrences
of a¯1 and a¯2 with A¯1,2. The word g1,2 is derived similarly. The new words
contain letters from k−1 different pairs and D(f1,2) = D(g1,2). The inductive
hypothesis gives that f1,2 = g1,2 (one might need to exchange the names of
g1,2 and g˜1,2). Furthermore, for the subwords f
∗
1,2 and g
∗
1,2 consisting of all
occurrences of the letters {a1, a¯1, a2, a¯2} we have D(f ∗1,2) = D(g∗1,2); therefore,
we can apply Theorem 3. Whence f ∗1,2 = g
∗
1,2 or f
∗
1,2 = g˜
∗
1,2.
In the case of f ∗1,2 = g
∗
1,2 interleaving f1,2 and f
∗
1,2 we can determine f
which is identical to g. In case of (f1,2 = g˜1,2 and f
∗
1,2 = g˜
∗
1,2) we can proceed
similarly. However, it can happen that
f1,2 = g1,2 but f1,2 6= g˜1,2 while (3)
f ∗1,2 6= g∗1,2 but f ∗1,2 = g˜∗1,2. (4)
The value |f ∗1,2| cannot be odd, since otherwise f1,2
( |f∗1,2|+1
2
)
= g1,2
( |g∗1,2|+1
2
)
,
therefore f ∗1,2 = g˜
∗
1,2 cannot occur. So let |f ∗1,2| = ` be even. From Condition
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(4) it follows that there is an index j ≤ `/2 such that, say, f ∗1,2(j) = a1,
g∗1,2(j) = a2, while f
∗
1,2(` + 1 − j) = a¯2 and g∗1,2(` + 1 − j) = a¯1. From
Condition (3) it follows that there is a subscript i ≤ (3m+1)/2 such that, say,
f1,2(i) = a3 (therefore g1,2(i) = a3 also holds) while g1,2(3m+2−i) = b where
b 6= a¯3. If b ∈ {a1, ..., ak}, then introducing the new letters B1, B¯1, B2, B¯2,
substitute all occurrences of a1 and a3 with B1, all occurrences of a¯1, a¯3
with B¯1, all occurrences of the letters a2, a4, ..., ak with B2, and, finally, all
occurrences of the letters a¯2, a¯4, ..., a¯k with B¯2 in the original words. The
result is the words fB and gB which satisfy the conditions of Theorem 3
while clearly fB 6= gB and fB 6= g˜B, a contradiction.
If, however, b ∈ {a¯1, a¯2, a¯4, ..., a¯k}, then we may define a bipartition of
the alphabet, where letters b and a3 belong to different classes, and letters a1
and a2 also belong to different classes. Then substitute all occurrences of the
letters from the first class of the bipartition with C1, C¯1 and the letters from
the second class with C2, C¯2, respectively. The new words clearly satisfy the
conditions of Theorem 3; however, the consequence of Theorem 3 does not
hold.
This proof suggests that the existence of letters from more complement
pairs decreases the necessary subword length in the result.
Because our approach does not work for very short words, we use the
following enumerative result:
Remark 9 Theorem 2 and 3 were tested by a computer program for short
words (for |f | ≤ 13 and for selected words with |f | ≤ 18) and were found
valid. Therefore our proofs need only address sufficiently long words, allowing
reasoning which is effective above a (usually very small) length.
The general approach to prove our main results is similar to the one in the
proof of Theorem 8: identify a subword of the word under investigation which
distinguishes the word and its reverse complement from each other. Such a
subword can identify the word itself. The greater the similarity between the
word and its reverse complement, the harder to find such a subword but,
compensating for this difficulty, more is known about the structure of such
words.
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