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Abstract
In this paper we introduce activation functions that move
the entire computation of Convolutional Networks into the
frequency domain, where they are actually Hadamard Net-
works. To achieve this result we employ the properties of
Discrete Fourier Transform.
We present some implementation details and experimen-
tal results, as well as some insights into why convolutional
networks perform well in learning use cases.
1 Introduction
Convolutional networks use real numbers and operate
in the spatial domain, although their defining mathemati-
cal operation, that is, the convolution, is easier to compute
and understand after applying the Discrete Fourier Trans-
form (DFT
¯
), FN , and moving the computation to the fre-
quency domain. For example, as you can see in Figure 1,
the first layer is convolving the input X with three filters
W1,W2,W3. The output of the first layer (X ? W1, X ?
W2, X ? W3) is then forwarded to an activation layer, in
this case Relu.
  
 Conv
  
 Activ  Conv
X (X✳W1, X✳W2, X✳W3) Relu( X✳W1, X✳W2, X✳W3 )
Figure 1. Convolutional Network in the Space Domain.
In order to move the entire computation to the frequency
domain we could apply the DFT FN to the input X and to
the filters. We can then use the fact that FN (X ? W ) =
FN (X) ·FN (W ), that is, in the frequency domain convolu-
tions become the entrywise product of some complex num-
bers, which is known as the Hadamard product (see Fig-
ure 2).
     
Hadm
  
Activ Hadm
F(X) ( F(X)F(W1), F(X)F(W2), F(X)F(W3) ) A( F(X)F(W1), F(X)F(W2), F(X)F(W3) )
Figure 2. Hadamard Network in the Frequency Domain.
In addition to simplifying the convolution calculations,
there are many good reasons for researching the convolu-
tional network computation in the frequency domain and
use complex numbers for weights [2]. One compelling rea-
son is that real-valued networks cannot properly get close to
the optimum on certain sets that are connected in the com-
plex space but not in the real one [3]. Moreover, many re-
searchers have observed that nets using complex values for
weights have a more robust and stable behavior in train-
ing [4]. We could also mention some recent Computational
Neuroscience studies [1], that suggest that the entorhinal
cortex might employ some sort of Fourier transform in its
functionality.
The first goal of our paper is to investigate whether we
can create convolutional networks that operate entirely in
the frequency domain and that have all their layers “com-
mute” with the discrete Fourier transform in the same way
as convolutions. For example, one of the issues we have to
address is the fact that the currently used activation func-
tions, for example, Relu, do not get mapped nicely to the
frequency domain. What we would like to find is a pair
of easy-to-compute activation functions A and A′ such that
FN (A(x)) = A′(FN (x)).
In Section 3.5, we will introduce a pair AN,A〈N〉 of
activation functions that commute with the DFT. We will
also show that all other widely used layers (fully con-
nected, residual, batch normalization) are commutable with
the DFT.
The second goal is to test that these convolutional net-
works converge for some known standard data sets, for ex-
ample, MNIST, and then see if we can use Fourier analysis
to get some insights on some hard open problems: why are
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convolutional networks working well, is there a good rea-
son why deep networks generalize better than the shallow
ones, etc.
Experimental results show that a specific shallow net-
work using A〈N〉 as an activation function converges
fast in the frequency domain: we got 90% accuracy on
MNIST after 70 epochs of Wirtinger gradient descent back-
propagation. This experimental result confirms the find-
ings in [7] and [12], that is, as A〈N〉 is bounded almost ev-
erywhere but not holomorphic we should expect that feed-
forward networks using this activation function are capable
of universally approximating any non-linear complex map-
ping.
In this paper we show that any convolutional network
built with layers that commute with the DFT is equivalent to
a Hadamard network. That is, the known technique of clas-
sifying patterns from input x using convolutional networks
is equivalent to the technique of extracting the recurring in-
formation from the input x by applying DFT FN (x) then
feeding it to a Hadamard network.
We propose that this equivalence might explain why
convolutional networks work well in areas such as image
recognition. This equivalence also suggests that predictive
models using complex numbers for weights should perform
beter than the ones using only real numbers.
2 Preliminaries
2.1 The Discrete Fourier Transform
Let N be an integer and suppose that x =
(x0, . . . , xN−1) is an N dimensional complex vector. Let
ω = exp(−2piiN ). Then the Discrete Fourier Transform
(DFT) FN : CN → CN is given by
Xk = FN (x)k =
N−1∑
j=0
xjω
jk. (1)
The inverse DFT F−1N : CN → CN is then
xk = F−1N (X)k =
1
N
N−1∑
j=0
Xjω
−jk.
The DFT is a linear function, that is
FN (αx+ βy) = αFN (x) + βFN (y). (2)
Parseval Theorem states that if x,w ∈ CN then the fol-
lowing equality holds:
N−1∑
j=0
xjwj =
1
N
N−1∑
j=0
FN (x)jFN (w)j . (3)
From this theorem one can easily prove the Plancherel
Theorem that states that if x,X ∈ CN and X = FN (x)
then
N−1∑
j=0
|xj |2 = 1
N
N−1∑
j=0
|Xj |2 (4)
and this is equivalent to
‖x‖2 =
1√
N
‖FN (x)‖2 (5)
where ‖x‖2 =
√∑N−1
j=0 xjxj .
The circular convolution x ? y ∈ CN of two vectors
x,y ∈ CN is defined by
(x ? y)k =
N−1∑
j=0
xjyk−j (mod N). (6)
The convolution property of the Fourier transform is
FN (x ? y) = FN (x) · FN (y) (7)
where the multiplication indicated by the dot is element-
wise.
2.2 Wirtinger Derivatives and Gradients
Given a function g : C → C differentiable in the real
sense, its Wirtinger derivative (equivalent to the areolar
derivative first introduced by Pompeiu in [8]) at c ∈ C is
defined by:
∂g
∂z
(c) =
1
2
(∂g
∂x
(c)− i∂g
∂y
(c)
)
.
Its conjugate Wirtinger derivative is defined by:
∂g
∂z
(c) =
1
2
(∂g
∂x
(c) + i
∂g
∂y
(c)
)
.
Note that a function g(z) = u(x, y) + iv(x, y) is holo-
morphic (thus satisfying the Cauchy Riemann equation
ux = vy, uy = −vx) if and only if its conjugate Wirtinger
derivative vanishes, that is, ∂g∂z (c) = 0.
If we denote the conjugate of the complex number z by
z then the following relations hold:
∂g
∂z
(c) =
∂g
∂z
(c)
g
∂z
(c) =
∂g
∂z
(c).
For a function f : CN → C that is differentiable with
respect to the real and imaginary parts of all of its inputs,
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the conjugate gradient∇f(c) is defined similarly to its real
counterpart:
∇f(c) =
( ∂f
∂z1
(c), . . . ,
∂f
∂zN
(c)
)
.
For any real-valued function (such as a cost function)
knowing its∇f(c) gradient is a sufficient condition to min-
imize it, see for example [5].
The chain rules for two functions f, g : C → C that are
differentiable in the real sense, are:
∂f ◦ g
∂z
=
(∂f
∂z
◦ g
)
· ∂g
∂z
+
(∂f
∂z
◦ g
)
· ∂g
∂z
∂f ◦ g
∂z
=
(∂f
∂z
◦ g
)
· ∂g
∂z
+
(∂f
∂z
◦ g
)
· ∂g
∂z
.
The above rules extend easily to functions of several
variables. Given two functions f : CM → C and g : CN →
CM differentiable in the real sense, the chain rules are:
∂f ◦ g
∂zk
=
M∑
m=1
( ∂f
∂zm
◦ g
)∂gm
∂zk
+
M∑
m=1
( ∂f
∂zm
◦ g
)∂gm
∂zk
∂f ◦ g
∂zk
=
M∑
m=1
( ∂f
∂zm
◦ g
)∂gm
∂zk
+
M∑
m=1
( ∂f
∂zm
◦ g
)∂gm
∂zk
(8)
where k ∈ [1, N ].
3 Convolutional Networks as Hadamard Net-
works in the Frequency Domain
For reasons we will provide in the next subsection and
also for the sake of simplicity, we will consider only com-
plex valued networks operating on 2D tensors. For example,
a layer F with a 3-channels tensor input and a 2-channels
tensor output of channel size 256 is a complex valued func-
tion F: C256×3 → C256×2. In general we will define layers
G〈N〉 with p-channel tensor inputs and q-channel tensor out-
put of channel sizeN as complex valued functions mapping
2D tensors, for example, G〈N〉 : CN×p → CN×q.
Notation-wise, we usually use upper indices for channels
and lower indices for vector/tensor components. We write a
3-channel tensor x ∈ CN×3 as x = (x1,x2,x3) and by x2j
we mean the j scalar component of vector x2, etc. We also
use the notation GN for layers G used in the spatial domain
acting on tensors of channel size N and F〈N〉 for layers F
used in the frequency domain, etc.
Note also that Fourier transforms are always performed
on the 1D components of the 2D tensors: if x ∈ CN×m and
x = (x1, . . . ,xm) then
FN (x) = (FN (x)1, . . . ,FN (x)m)
= (FN (x1), . . . ,FN (xm))
where, for each 1 ≤ j ≤ m we compute FN (xj) as per
definition (1), etc.
3.1 The Circular vs the Linear Convolution
Currently all convolutional layers used in the spatial
domain use linear convolutions rather than circular ones.
However, any linear convolution can be mapped to and
computed from an 1D circular one. For example, given the
following 2D tensor X and the 3× 3 kernel matrix W :
X =
x0 x1 x2x3 x4 x5
x6 x7 x8
 W =
w0 w1 w2w3 w4 w5
w6 w7 w8

their 2D linear convolution of stride 1 and same padding is
the 3×3 matrix X ?W computed as (X ?W )00 = x0w4 +
x1w5 + x3w7 + x4w8, . . . , (X ? W )11 = Σ8i=0xiwi, . . . ,
etc. One can get the same result by padding these matrices
with zeros as shown here:
X =

0 0 0 0 0
0 x0 x1 x2 0
0 x3 x4 x5 0
0 x6 x7 x8 0
0 0 0 0 0

W =

w0 w1 w2 0 0
w3 w4 w5 0 0
w6 w7 w8 0 0
0 0 0 0 0
0 0 0 0 0

and then flattening them in row major order to 1D tensors
x,w:
(0, 0, 0, 0, 0, 0, x0, x1, x2, 0, 0, x3, x4, . . . )
(w0, w1, w2, 0, 0, w3, w4, w5, 0, 0, w6, w7, w8, . . . )
One can observe that the dot product of the above tensors
is precisely (X ? W )00. Moreover, one can see from (6),
that this value can be found by computing the circular con-
volution x ? w∗, where w∗ is obtained from the tensor w
by performing 7 left rotations and then flipping the indices
greater than 1 left to right.
Note also that if x and y are two 1D tensors, if x has
length |x|, and y has length |y|, and both x and y are zero
padded to length |x|+|y|−1, then their circular convolution
matches their linear convolution.
For these reasons henceforth we will only use 2D tensors
and circular convolutions, that is, the x ? y notation will
always mean the circular convolution.
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3.2 The Convolution Layer
Given two m-channel tensors, that is, x,w ∈ CN×m,
we define their convolution as the sum of convolutions of
their 1D components:
x ?w = (x1, . . . ,xm) ? (w1, . . . ,wm) =
m∑
j=1
xj ?wj .
By the linearity of DFT and the convolution property (7),
we know FN (x ? w) =
∑m
j=1 FN (x)j · FN (w)j . Using
this observation it follows that the convolutional layer in
the spatial domain:
ConvN(x,w1, . . . ,wn,b) = (x?w1+b
1, . . . ,x?wn+b
n)
commutes with the DFT:
FN (ConvN(x,w1, . . . ,wn,b))
= (FN (x ?w1) + FN (b1),
. . . ,FN (x ?wn) + FN (bn))
=
( m∑
j=1
FN (x)j · FN (w1)j + FN (b1),
. . . ,
m∑
j=1
FN (x)j · FN (wn)j + FN (bn)
)
,
where the input and the weights are m-channel tensors, that
is, x,w1, . . . ,wn ∈ CN×m and the bias b verifies that b ∈
CN×n.
Note that usually the tensors used as weights in the con-
volutional layer have low dimensionality and they are called
“kernels”, for example 3 × 3 matrices are widely used etc.
As we have observed in the previous subsection, computing
linear convolutions with these kernels is equivalent to per-
forming 1D circular convolutions, after some suitable zero
padding. Based on this observation we define a Pad func-
tion that takes a linear pattern, that is, an ordered set of in-
dices K ⊆ {0, . . . , N − 1}, and k = |K| tensor weights
to create (via some zero padding) a length N ×m tensor of
weights.
More precisely we define PadN : Ck×m × P({0, N −
1})→ CN×m by
PadN (w,K)
l
j =

wli if K[i] = j
0 otherwise
for 0 ≤ j < N and 1 ≤ l ≤ m.
For example, given a 3× 3 kernel of weights w ∈ C9×1
and K = (0, 1, 2, 5, 6, 7, 10, 11, 12) then Pad25(w,K) is
equal to
(w0, w1, w2, 0, 0, w3, w4, w5, 0, 0, w6, w7, w8, 0, . . . ).
We can then extend convolutional layers in the spatial
domain having a kernel K ⊆ {0, . . . , N − 1} as follows.
ConvN(x,K,w1, . . . ,wn,b) =
ConvN(x, PadN (w1,K), . . . , PadN (wn,K),b).
3.3 The Hadamard Layer
The Hadamard layer H〈N〉 corresponding to the con-
volutional layer ConvN is simply defined so that the
DFT carries over from the spatial domain to the fre-
quency domain: FN (ConvN(z,K,w1, . . . ,wq,b)) =
H〈N〉(FN (z),K,w1, . . . ,wq,FN (b)).
Formally, a Hadamard layer with a p-channels input ten-
sor z = (z1, . . . , zp) ∈ CN×p and outputting a q-channels
tensor y = (y1, . . . ,yq) ∈ CN×q by using the kernel
K ⊆ {0, N − 1}, the weights w1, . . . ,wq ∈ C|K|×p and
the biases b ∈ CN×q is defined as the complex multivariate
function H〈N〉 : CN×p×P({0, N−1})×C|K|×p×CN×q →
CN×q given by
yj =
p∑
i=1
zi · FN (Pad(wij ,K)) + bj (9)
where 1 ≤ j ≤ q, “·” is the Hadamard product of two
vectors, FN is the discrete Fourier transform and Pad is
the function defined previously.
The Wirtinger derivatives of this layer with respect to
input and weights can be computed by applying the chain
rule (8), and the definition of the discrete Fourier transform
(1). More precisely, assume we have back-propagated the
Wirtinger gradients for the layer G where L : CN×q →
R and L = G ◦ H〈N〉 is the loss function. The back-
propagation rules for the layer H〈N〉 and the input variable
zik are:
∂G ◦H〈N〉
∂zik
=
q∑
j=1
FN (Proj(wij ,K))k
∂G
∂zjk
◦H〈N〉
and
∂G ◦H〈N〉
∂zik
=
q∑
j=1
FN (Proj(wij ,K))k
∂G
∂zjk
◦H〈N〉
where 1 ≤ i ≤ p and 0 ≤ k < N .
3.4 The Input Layer
In order to move the entire computation in the fre-
quency domain we will simply apply the Fourier trans-
form to the input tensors. That is, the input ten-
sor z = (z1, . . . , zk) ∈ CN×k is mapped to Z =
FN (z) = (FN (z1), . . . ,FN (zk)). For example, a CIFAR-
10 input tensor x = (x1,x2,x3) ∈ R1024×3 is
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mapped to X = (F1024(x1),F1024(x2),F1024(x3)), etc.
Formally we define the layer In〈N〉 to be the function
In〈N〉 : CN×k → CN×k given by
In〈N〉(x) = (FN (x1), . . . ,FN (xk)). (10)
Note that by using fast Fourier transform algorithms we can
compute In〈N〉(x) in O(kN logN) time. Given the train-
ing/testing examples/data points (x1, y1), . . . , (xm, ym) a
faster approach is to pre-compute them ahead of time:
(FN (x1), y1), . . . , (FN (xm), ym).
3.5 The Activation Layer
Let AN be the function AN : CN → CN given by
AN(x) =

x√
N ‖x‖2
x 6= 0
0 x = 0.
(11)
One can easily observe that AN is bounded for all
x ∈ CN :
‖AN(x)‖2 ≤
1√
N
.
Moreover, for a given function g : CN → CN and from
equation (5), we know:
FN (AN(g(x)))k =
N−1∑
j=0
AN(g(x))jω
jk
=
N−1∑
j=0
g(x)j√
N ‖g(x)‖2
ωjk
=
1√
N ‖g(x)‖2
N−1∑
j=0
g(x)jω
jk
=
FN (g(x))k
‖FN (g(x))‖2
.
This means that for any function g : CN → CN the fol-
lowing equation holds:
FN (AN(g(x))) =

FN (g(x))
‖FN (g(x))‖2
g(x) 6= 0
0 g(x) = 0.
Based on the above observation we define the activation
layer in the frequency domain A〈N〉 : CN → CN to be
A〈N〉(z) =

z
‖z‖2
z 6= 0
0 z = 0
(12)
and we know AN and A〈N〉 commute with the DFT:
FN (AN(z)) = A〈N〉(FN (z)).
Let A〈N〉(z) = (f0(z), . . . , fN−1(z)) and z =
(z0, . . . , zN−1). For each k ∈ [0, N − 1] we know
fk : CN → C and zk = xk + iyk. The partial derivatives of
fk(z) with respect to the variables xk and yk are:
∂fk
∂xk
(z) =
∂
∂xk
xk + iyk
‖z‖2
=
‖z‖22 − x2k
‖z‖32
− ixkyk‖z‖32
∂fk
∂yk
(z) =
∂
∂yk
xk + iyk
‖z‖2
= −xkyk‖z‖32
+ i
‖z‖22 − y2k
‖z‖32
.
The Wirtinger derivatives for fk(z) follow from the above
equations and their definitions:
∂fk
∂zk
(z) =
1
‖z‖2
− 1
2
|zk|2
‖z‖32
∂fk
∂zk
(z) = −1
2
z2k
‖z‖32
∂fj
∂zk
(z) = −1
2
zjzk
‖z‖32
, when j 6= k
∂fj
∂zk
(z) = −1
2
zjzk
‖z‖32
, when j 6= k.
Note that the A〈N〉 activation function is bounded and dif-
ferentiable in the real sense but it is not differentiable in the
complex sense as its
∂fj
∂zk
derivatives do not vanish, hence
A〈N〉 is not holomorphic.
Note also that Georgiou et al introduced the following acti-
vation function in [6]:
f(z) =
z
c+ 1r |z|
where c and r are real positive constants. This function
maps a point z on the complex plane to a unique point f(z)
on the open disc {z : |z| < r}. One way to extend this ac-
tivation function to CN , while making it commute with the
DFT, is the following:
AN,c,r(z) =
z
c+
√
N
r ‖z‖2
and we can similarly show that AN,c,r has the property that
FN (AN,c,r(z)) = FN (z)
c+ 1r ‖FN (z)‖2
.
Henceforth we will extend these activation functions to
2D tensors in the usual way, that is, if z = (z1, . . . , zm) ∈
CN×m then
A〈N〉(z) = (A〈N〉(z1), . . . ,A〈N〉(zm)). (13)
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3.6 The Fully Connected Layer
Parseval Theorem states that if z,w ∈ CN then the fol-
lowing equality holds:
N−1∑
j=0
zjwj =
1
N
N−1∑
j=0
FN (z)jFN (w)j
that is, the complex dot product z • w equals 1NFN (z) •FN (w). Based on this equality it makes sense to define
Fully Connected layers FC〈N〉 in the frequency domain as
follows:
FC〈N〉(z,w1, . . . ,wk) =( 1
N
mN−1∑
j=0
zjw1j , . . . ,
1
N
mN−1∑
j=0
zjwkj
) (14)
where FC〈N〉 : CN×m × CN×m×k → Ck, z is an m-
channels input and w1, . . . ,wk ∈ CN×m are the fully con-
nected layer’s filters/weights.
This definition has the property that the well-known
fully connected layers operating in the spatial domain are
mapped naturally to the frequency domain. That is, if
x = (x1, . . . ,xm) ∈ RN×m is an m-channels input ten-
sor and w1, . . . ,wk ∈ RN×m are the weights of a standard
fully connected layer FCN, then the layer’s output verifies
the following relation:
FCN(x,w1, . . . ,wk)
=
(mN−1∑
j=0
xjw1j , . . . ,
mN−1∑
j=0
xjwkj
)
=
(mN−1∑
j=0
xjw1j , . . . ,
mN−1∑
j=0
xjwkj
)
=
( m∑
i=1
xi •wi1, . . . ,
m∑
i=1
xi •wik
)
=
1
N
( m∑
i=1
FN (xi) • FN (wi1),
. . . ,
m∑
i=1
FN (xi) • FN (wik)
)
=FC〈N〉(FN (x),FN (w1), . . . ,FN (wk))
=FC〈N〉(FN (x,w1, . . . ,wk)).
Note that formally we define FCN as a complex valued
function FCN : CN×m × CN×m×k → Ck and
FCN(x,w1, . . . ,wk) =
( m∑
i=1
xi •wi1, . . . ,
m∑
i=1
xi •wik
)
and we have that
FCN(x,w1, . . . ,wk) = FC〈N〉(FN (x,w1, . . . ,wk)).
The Wirtinger gradients of the FC〈N〉 layer can be com-
puted easily at back-propagation time by applying the chain
rule (8) and the trivial equalities ∂(zw)/∂w = z and
∂(zw)/∂z = w.
3.7 TheOutputLayer and theCrossEntropyLoss
Let OutN be the function OutN : CN → CN given by
OutN(z) =

z
‖z‖2
z 6= 0
(
√
1/N, . . . ,
√
1/N) z = 0.
(15)
For all z = (z0, . . . , zN−1) ∈ CN we have that 1 =
N−1∑
i=0
|OutN(z)j |2. Thus the probability of a particular out-
come j ∈ 0, . . . , N − 1 is
P (y = j | z) = |OutN(z)j |2 = zj · zj/ ‖z‖22 .
That is, the squared absolute value of the OutN(z)j am-
plitude. Incidentally, this way of defining probabilities is
similar to the Born Rule in Quantum Mechanics: the prob-
ability of a particular outcome is the squared absolute value
of a certain amplitude.
Given a pair (z0,y0) ∈ CN × RN+ with
∑N−1
j=0 y
0
j = 1, the
cross entropy loss L : CN × RN+ → CN is
L(z0,y0) =
N−1∑
k=0
−y0k log(z0kz0k/
∥∥z0∥∥2
2
).
We can show that the cost functions Ck : CN → R,
where 0 ≤ k < N , given by Ck(z) = log(zkzk/ ‖z‖22)
have the following Wirtinger derivatives
∂Ck
∂zk
(z) = zk(1/|zk|2 − 1/ ‖z‖22)
∂Ck
∂zk
(z) = zk(1/|zk|2 − 1/ ‖z‖22)
∂Ck
∂zj
(z) = −zj/ ‖z‖22 , when k 6= j
∂Ck
∂zj
(z) = −zj/ ‖z‖22 , when k 6= j.
The above equalities let us compute ∇(L), the Wirtinger
conjugate gradient of the cross entropy loss function, L. As
L is a real-valued function we can then use gradient descent
algorithms to minimize it, see [5], for more information.
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Note that
OutN = Out〈N〉,
that is, we will use the same output layer in both the spatial
and the frequency domains rather than having Out〈N〉 ≡
(1/
√
N)FN (OutN). The reason for this is that while the
OutN layer commutes with the DFT, the Hirschman en-
tropic uncertainty principle tells us that we cannot minimize
L, the cross entropy loss, in both domains at the same time.
More precisely, let z ∈ CN and for 0 ≤ j < N let
pj = |OutN(z)j |2 and qj = 1N |FN (OutN(z))j |2. We
then know
∑N−1
j=0 pj = 1 and by Parseval Theorem we also
know
∑N−1
j=0 qj = 1, however the Hirschman uncertainty
principle tells us that
−
N−1∑
j=0
pj log(pj)−
N−1∑
j=0
qj log(qj) ≥ log(N).
Roughly speaking, we cannot minimizeL, the cross entropy
loss, in both the space and the frequency domains, at the
same time.
3.8 Putting it All Together
Let’s start with an example by defining a minimal con-
volutional network Net in the space domain in order to
create a model for the MNIST dataset. Let this Net con-
sist of a convolution layer, say with 64 filters of kernel
K = {0, 1, 2, 28, 29, 30, 56, 57, 58}, an activation layer
A784 and a fully connected layer FC:
Net(x,K,w1 . . . ,w64,b,u) =
Out10(FC784(A784(x ? Pad(K,w1) + b
1,
. . . ,x ? Pad(K,w64) + b
64)),u1, . . . ,u10))
where x ∈ R784, w1, . . . ,w64 ∈ C9, b ∈ C784×64 and
u ∈ C784×64×10.
As we have already observed in the previous subsection,
all Net’s layers are commuting with the DFT, therefore we
can write
Net = Out〈10〉(FC784(A784(. . .)))
= Out〈10〉(FC〈784〉(F784(A784(. . .))))
. . .
= Out〈10〉(FC〈784〉(A〈784〉(H〈784〉(In〈784〉))))
= Out〈10〉 ◦ FC〈784〉 ◦A〈784〉 ◦H〈784〉 ◦ In〈784〉.
That is, we can perform all the computation in the frequency
domain, where convolutions are mapped to Hadamard prod-
ucts which are simpler to deal with. Moreover, we can min-
imize the cross entropy loss by back-propagating in the fre-
quency domain the Wirtinger gradients for inputs, weights
and biases. Another observation is that the only require-
ment for the final OutN = Out〈N〉 layer is to be a map
from a complex valued vector to a probability vector.
The above result is easily generalized to any convolu-
tional network built with layers that commute with the DFT.
Therefore, we conclude that any convolutional network
built with layers that commute with the Discrete Fourier
Treansform is equivalent to a Hadamard Network.
First consequence of this equivalence is that predictive
models using complex numbers for weights should perform
better as the space of solutions is larger.
Second consequence is that performing the computation
in the frequency domain should be faster as convolutions
become Hadamard products and we can precompute the
DFT of the inputs.
Third consequence is that the above convolutional net-
works are equivalent to multivariate rational expressions in
the frequency domain, and learning via gradient descent is
a technique for interpolation.
Last but lot the least, the technique we present of ex-
tracting the “recurring” information in the input x by apply-
ing DFT FN (x) then feeding it in a Hadamard network is
equivalent to the known technique of extracting “patterns”
from input x via convolutional networks.
4 Implementation and Experimental Results
In order to properly perform the back-propagation of gra-
dients in the frequency domain, we need support for com-
plex number operations and also a way to keep track of both
the Wirtinger and the Wirtinger conjugate gradients for all
inputs. For weights and biases, just keeping track of the
Wirtinger conjugate gradient is enough. The current ma-
chine learning frameworks (Tensorflow, Torch, etc.) have
limited support for both complex differentiation and com-
puting Fourier Transforms on GPUs, therefore the author
has run experiments on custom software. The hardware
used was based on a NVIDIA GTX-1070-Ti GPU.
4.1 MNIST
We have obtained 90% accuracy on MNIST after 70
epochs using a mini-batch Wirtinger gradient descent of
batch size 100 and a shallow network in the frequency do-
main. This network has only one Hadamard layer with
50 out channels and a kernel K of size 7 × 7 with K =
{0, 1, 2, 3, 4, 5, 6, 28, 29, 30, 31, 32, 33, 34, · · · , 168(= 28∗
6), 169, 170, 171, 172, 173, 174}. This Hadamard layer is
directly connected to an activation layer, followed by a 10
out channels fully connected layer, followed by an output
layer:
In〈784〉 → H〈784,50,7×7〉 → A〈784〉
→ FC〈784,10〉 → Out〈10〉.
7
The above net has 394510 complex parameters that are ini-
tialized using the circularly symmetric complex Gaussian
distribution, see Section 6.4 in the Annex for details.
We slightly improved the accuracy to 91.1% by increas-
ing the number of Hadamard filters to 100 and training the
net for 200 epochs.
5 Conclusions and Further Work
In this paper, we first investigated whether we can mod-
ify convolutional networks so that the entire computation
moves from the space domain into the frequency domain
and from convolutions to Hadamard products.
We found out that there are indeed certain activation
functions and additional layers that commute with the DFT
and make computation in the frequency domain possible.
Next, we did some experiments and found that there are
shallow Hadamard networks in the frequency domain that
converge fast to a model for the MNIST data.
Finally, we showed that any convolutional network built
with layers that commute with the DFT is equivalent to a
Hadamard Network. This result suggests that using com-
plex numbers for weights creates better predictive models.
Another consequence of this equivalence is that these con-
volutional networks are multivariate rational expressions in
the frequency domain, and learning via gradient descent is
a technique for interpolation.
This paper opens some interesing lines of research and
here are some questions that might deserve some further
theoretical and experimental investigation:
1. Could we build state of the art Hadamard predictive
models for larger data sets, say CIFAR10? Can we do it
with a shallow Hadamard network? Do we need data aug-
mentation?
2. If b = (c0, c0, . . . , c0) ∈ CN then FN (b) = (N ·
c0, 0, . . . , 0), and FN (x ? w + b) = FN (x) · FN (w) +
(N · c0, 0, . . . , 0). Does this mean that using a bias in the
convolution layer is unnecessary as it only acts as a high
pass filter for the stationary frequency? Or should the bias
be multivariate?
3. Is the divider layer proposed in the Section 6.1 playing
the same role for Hadamard networks as the drop out layer
is playing for convolutional networks?
4. Batch normalization and residual layers are both com-
muting with the DFT, see the Sections 6.2 and 6.3 in the Ap-
pendix. Are these layers speeding up the learning in deep
Hadamard networks?
5. Let c ∈ R+ be a positive constant. The cost func-
tionsCk and their Wirtinger gradients introduced in the Sec-
tion 3.7 are Lipschitz on the domain {z : ‖z‖2 > c}. Could
we use this observation to analyse the gradient descent con-
vergence?
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6 Appendix
6.1 A Dropout Equivalent: the Divider Layer
If N is even and x ∈ CN then let xE =
(x0, x2, x4, . . . , xN−1) and xO = (x1, x3, x5, . . . , xN−2).
It is a well known fact that the following recurrences hold
for all 0 ≤ k < N/2:
FN (x)k = FN/2(xE)k + ωkFN/2(xO)k
FN (x)k+N/2 = FN/2(xE)k − ωkFN/2(xO)k.
The above equalities are equivalent to the following rela-
tions:
FN/2(xE)k =
1
2
(FN (x)k + FN (x)k+N/2)
FN/2(xO)k =
ω−k
2
(FN (x)k −FN (x)k+N/2).
Then, we can define the Divider layer as the function
Div〈2N〉 : C2N → CN × CN
Div〈2N〉(x)k =

1
2 (xk + xk+N/2) k < N
ω−k
2 (xk − xk+N/2) N ≤ k < 2N
having the following property for all x ∈ C2N :
Div〈2N〉(F2N (x)) = (FN (xE),FN (xO)). (16)
In words, the Divider layer halves the dimension of the
channels by doubling their numbers while preserving the
data under the discrete Fourier transform.
6.2 The Batch Normalization Layer Commutes
with DFT
Rather than considering batch normalization in the com-
plex domain to be equivalent to whitening 2D vectors, as
Trabelsi et al have proposed in [10], we would like to anal-
yse how the batch normalization layer is mapped into the
frequency domain under the discrete Fourier transform.
Let z1, . . . , zm be a batch of m input tensors with p
channels / feature layers such that zj = (z1j , . . . , z
p
j ) ∈
CN×p. For each layer 1 ≤ k ≤ p let the mean µk be
µk =
1
m
m∑
j=1
zkj .
Obviously, µk ∈ CN for all 1 ≤ k ≤ p. Similarly, let the
variance σ2k be given by formula
σ2k =
1
mN
m∑
j=1
(zkj − µk) • (zkj − µk)
where “•” is the inner product of complex vectors etc. Note
that the variance σ2k is a real number. By using the DFT
linearity (2) and the Parseval Theorem (3) one can show
that
FN (µk) = 1
m
m∑
j=1
FN (zkj ), and
σ2k =
1
mN2
m∑
j=1
(FN (zkj )−FN (µk))
• (FN (zkj )−FN (µk)).
(17)
In other words, the mean µ′k of FN (zk1), . . . ,FN (zkm) is
equal to FN (µk) while their variance σ2k′ is N times σ2k.
The 1/N scaling factor appears again in the equality (17),
due to the way we have chosen the normalization of the
discrete Fourier transform. This fact is consistent with ob-
servation (20).
The batch normalization defined in [11], works with
real numbers. However, we can extend it to complex
ones. That is, we may define BN be the multivari-
ate function BN : CN×p → CN×p such that BN(z) =
(BN
1(z), . . . ,BN
p(z)), BNk : CN×p → CN given by:
BN
k(z) = γk
(zk − µk)√
σ2k + 
+ βk (18)
where γk ∈ C and βk ∈ CN are some new weights and  is
a constant added for numerical stability.
Using again the DFT linearity and the equality (17), we
can show that:
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FN (BNk(z)) = γk (FN (z
k)−FN (µk))√
1
N σ
2
k
′
+ 
+ FN (βk)
=
√
Nγk
(FN (zk)− µ′k)√
σ2k
′
+ ′
+ FN (βk).
That is, the batch normalization layer is commuting with
the DFT.
6.3 The Residual Layer Commutes with DFT
One can show that the residual layer RN as introduced
in [14], is commuting with the DFT when modified to use
circular convolutions. That is, if
RN(x,w1,w2) = AN(x ?w1) ?w2 + x (19)
then
FN (RN) =FN (AN(x ?w1) ?w2 + x)
=A〈N〉(FN (x) · FN (w1)) · FN (w2)
+ FN (x).
6.4 On Complex Weights Initialization
The usual way to initialize the weights in most deep
learning frameworks is to sample them from the (multi-
nomial) normal distribution with zero mean and a small
standard deviation, see [9]. As we would like to initial-
ize the weights of Hadamard layers in an equivalent way,
we need to understand how is this distribution changing
under the discrete Fourier transforms. More precisely, if
x = (x0, x1, . . . , xN−1) ∈ RN is a white Gaussian noise
signal of standard deviation σ, that is, xj ∼ N (0, σ2) then
the question is what is the distribution of Xk = FN (x)k.
If we note by Re(z) and Im(z) the real and respective the
imaginary part of a complex number z then one can show
that bothRe(Xi) and Im(Xi) are normally distributed with
standard deviation σ
√
N/2, that is,Re(Xi) and Im(Xi) ∼
N (0, σ2N/2). This results suggests that we should initial-
ize the complex weights wj = uj + ivj such that
uj ∼ N (0, 2σ2/N) and vj ∼ N (0, 2σ2/N). (20)
Note that if the real parts uj and the imaginary parts vj
are independent then wj are circularly symmetric complex
Gaussians as uj and vj have the same variance, see [13].
Note also that the term N/2 is due to the way we have
chosen the normalization of the discrete Fourier transform.
In general, the Fourier transform of the corresponding prob-
ability density of f(x | 0, σ2) = 1√
2piσ2
e
−x2
2σ2 is a real Gaus-
sian function that has width σ inverted in the frequency do-
main:
F(f(x | 0, σ2))(y) =
∫ ∞
−∞
f(x | 0, σ2)e−iyxdx
= e
−σ2y2
2 .
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