Repetitive experience with the same visual stimulus and task can remarkably improve behavioral performance on the task. This wellknown perceptual-learning phenomenon is usually specific to the trained retinal-or visual-field location, which is taken as an indication of plastic changes in retinotopic visual areas. In previous studies of perceptual learning, however, a change in stimulus location on the retina is accompanied by positional changes of the stimulus in nonretinotopic frames of reference, such as relative to the head and other objects. It is unclear, therefore, whether the putative location specificity is exclusively retinotopic or if it could also depend on nonretinotopic representation of the stimulus, which is particularly important for multisensory and sensorimotor integration as well as for maintenance of stable visual percepts. Here, by manipulating subjects' gaze direction to control spatial and retinal locations of stimuli independently, we found that, when the stimulated retinal regions were held constant, the improvement with training in motion-direction discrimination of two successively displayed stimuli was restricted to the relative spatial position of the stimuli but independent of their absolute locations in head-and world-centered frame. These findings indicate location specificity of perceptual learning beyond retinotopic frame of reference, suggesting a pliable spatiotopic mechanism that can be specifically shaped by experience for better spatiotemporal integration of the learned stimuli.
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coordinate system | motion discrimination | retinotopic specificity | spatiotopic specificity | plasticity V isual information can be encoded not only in eye-centered (i.e., retinotopic) but also in nonretinotopic reference frames, such as the head-, world-, or object-centered coordinate systems. Psychophysical studies have revealed both retinotopic and spatiotopic processing mechanisms in some visual tasks (1) (2) (3) (4) (5) (6) . In a motion-detection task, for instance, two subthreshold stimuli can be temporally integrated when they appear at the same retinal location (retinotopic integration) or at different retinal locations but at the same spatial location (spatiotopic integration) when gaze shift is involved (1) . Electrophysiological and functional MRI (fMRI) studies have shown that many cortical areas can represent visual stimuli in head-, body-, world-, or object-centered coordinates (7) (8) (9) (10) (11) (12) (13) . In addition to multiple reference frames, dynamic remapping of retinotopic receptive fields (RFs) of neurons around the time of saccadic eye movement could also contribute to spatiotopic processing (14) (15) (16) . Extraretinotopic processing is not only suited for multisensory integration and sensory-motor control (17, 18) but also related to some essential functions of the visual system, such as mediating spatiotopic temporal integration of visual stimuli and maintaining stable and continuous visual percepts across eye movements (19) .
Although nonretinotopic visual processing has been widely explored from different perspectives, little is known about its experience-dependent plasticity. However, retinotopic processing has been shown to be highly malleable, even in adults. Perceptual learning (PL), for instance, can specifically improve perceptual ability at the trained visual field (VF) or retinal location for the trained stimulus (20) (21) (22) .
Previous studies on visual PL simply focus on the locational factor within the retinotopic frame, overlooking extraretinotopic reference frames in visual processing. Therefore, it remains unknown whether the location specificity of PL is entirely retinotopic or if it could depend on nonretinotopic representation of the learned stimulus. To address this issue, we devised a series of psychophysical experiments in which spatial location of stimulus could be manipulated independently of its retinal location by adjusting subjects' gaze direction. In the first experiment, using the conventional PL paradigm, we replicated the location specificity that has been traditionally viewed as retinotopic. As a matter of fact, different positional factors could be entangled with this experimental design. In another set of experiments, using a gaze-contingent design, we were able to dissociate a component of location specificity of motion PL beyond the retinotopic coordinate frame.
Results
Naive human subjects were trained in a two-interval motiondirection discrimination task. The task was to discriminate a small difference in motion direction between two successively displayed arrays of moving random dots (details in Methods). Using the conventional PL paradigm, we repeated the common finding of location specificity. Subjects were required to gaze straight at a fixation point (FP) when two arrays of moving random dots were presented successively to the left or right of the FP (Fig.  1A) . One group of subjects (n = 3) was trained in the left VF, whereas the other group (n = 3) was trained in the right VF (details in Methods). After 6 d of training, the learning effects were examined at the trained location together with the learning transfer and specificity to the opposite, untrained location by pooling data from all of the subjects (Fig. 1B) . Before training, the mean threshold for motion-direction discrimination around a 55°axis was 5.13°± 0.43°(n = 6; mean ± SEM). Training significantly decreased the mean threshold at the trained location (2.40°± 0.16°; t = 5.40, P = 0.003, paired t test), a typical effect of PL reported in the literature. After the training, the threshold at the untrained location was also significantly lowered (3.34°± 0.20°; t = 5.66, P = 0.002), but it remained significantly higher than the trained location (t = 2.74, P = 0.04), indicating that the improvement with training in motion-direction discrimination is specific to the trained stimulus location, which is in agreement with previous studies (23) .
Experiment II: Location Specificity in a Nonretinotopic Reference
Frame. Because the conventional PL paradigm cannot distinguish between different locational factors, in another set of experiments, we examined whether stimulus location relative to the head and external world (referred to as the spatial location as distinguished from the VF or retinal location), particularly, whether the relative spatial position of the two successively displayed stimuli, could have any specific effect on the learning. The two stimuli used for comparison were presented either at the same (congruent) or different (incongruent) spatial location, whereas the stimulated retinal regions were kept unchanged in both conditions ( Fig. 2A) .
This experiment included four stages, the first training stage, the midtest, the second training stage, and the posttest. In the first training stage, 18 naive subjects were randomly assigned to practice in either the congruent (Group I subjects) or incongruent (Group II subjects) condition ( Fig. 2A) . After the training and in the midtest, all subjects' thresholds were measured under both the congruent and incongruent conditions and at both the trained 55°motion direction ( Fig. 2A) and an untrained direction of 320°. In the second training stage, the spatial relation of the two stimuli (referred to as the stimulus relation throughout the text) was switched between the two groups of subjects (from congruent to incongruent and vice versa), but the retinal regions covered by the two stimuli remained unchanged. In the final posttest, the subjects' thresholds were measured again as in the midtest. It is important to keep in mind that the two successively presented stimuli in a trial occupied two different retinal locations (the first stimulus at the center of gaze and the second stimulus in the periphery), but the same two retinal locations were held constant for different stimulus relations. In other words, only the relative spatial location of the two motion stimuli and the absolute spatial location of the second stimulus, all in head-or world-centered coordinates but not in retinal coordinates, were different between the congruent and incongruent conditions. Both groups of subjects showed remarkable learning effects in the first training stage (Fig. 2B ): the thresholds decreased by a factor of 2 for Group I trained in the congruent condition (t = 19.91, P = 4.22 × 10
, paired t test) and for Group II trained in the incongruent condition (t = 3.65, P = 0.006). The learning effects were the most pronounced during the first several days and then, approached an asymptotic level. If the learning is entirely retinotopic, we would expect a complete learning transfer between the congruent and incongruent conditions and also a negligible improvement within the second training stage. Contrary to this hypothesis, in the midtest when the stimulus relation was changed without changing stimulus locations on the retina, there was an elevation of the thresholds, which was much more evident in Group I (independent t test; t = 3.22, P = 0.007). Moreover, significant improvement recurred during the second training stage, especially in the first several days, in both groups of subjects for the newly trained stimulus relation (Group I: t = 4.73, P = 0.0015; Group II: t = 5.97, P = 3.3 × 10 −4 ) but not for the previously trained stimulus relation in which the subjects' behavioral performance had plateaued (Group I: t = 1.74, P = 0.12; Group II: t = 1.49, P = 0.17). This effect was clearer by calculating the improvement ratio within the second training stage (the threshold difference between the mid-and posttest divided by the midtest threshold): the mean improvement in the second training stage was significantly larger for the newly trained than the previously trained stimulus relation (Fig. 2C ) (Group I: t = 7.57, P = 6.5 × 10 −6 ; Group II: t = 3.77, P = 0.0055); the same was true for individual subjects (Fig. 2D ). All these results consistently point to specificity of the learning to the trained stimulus relation.
Pooling data from all subjects in the posttest after both stimulus relations had been trained, we found a weak but significant advantage of the congruent over incongruent condition at the trained 55°direction (mean threshold = 2.44°± 0.11°vs. 2.76°± 0.15°; t = 2.78, P = 0.013) as well as at the untrained 320°direction (mean threshold = 3.79°± 0.21°vs. 4.32°± 0.30°; t = 2.23, P = 0.039). This suggests that the visual system somewhat benefits from spatially aligned stimuli, as has been reported (1, 24) . This bias could account for the asymmetry in threshold elevation between the two groups of subjects in the midtest when the stimulus relation was switched (Fig. 2B) .
To better show learning-specific changes in spatiotopic processing, we defined a spatiotopic index (S i ; the difference between the thresholds under the incongruent and congruent conditions divided by their sum). A positive (or negative) S i represents better (or worse) discriminability for spatially congruent than incongruent stimuli; an S i of 0 indicates equal discriminability independent of the stimulus relation. A comparison of the S i between the two subject groups and between the mid-and posttest showed significant learning-induced changes in spatiotopic effect that were specific to the trained motion direction. After the first training stage when the two groups of subjects had been trained, respectively, in the congruent and incongruent condition, there was a striking difference in mean S i between them at the trained 55°direction (compare Left and Right in , independent t test). After the second training stage (in the posttest), the mean S i significantly decreased in Group I (t = 7.37, P = 7.8 × 10
, paired t test) but increased in Group II (t = 4.06, P = 0.0036). A comparison of individual subjects' S i between the mid-and posttest also led to the same result (Fig. 2F ). These data suggest that training can specifically modify spatiotopic mechanisms. Our data also showed that these changes were only seen at the trained 55°motion direction; the S i at the untrained 320°was unaffected by the training (Fig. 2E ) (Group I: t = 0.42, P = 0.69; Group II: t = 0.23, P = 0.83). This observation also excluded the possibility that the observations in Experiment II were simply because of learning of some nonperceptual factors such as spatial attention and eye movement; otherwise, training at 55°in either stimulus relation would result in a similar change of S i at the untrained 320°as well, because all these nonperceptual factors were identical at both the trained and untrained motion directions.
Experiment III: Further Dissociation of the Nonretinotopic Location
Specificity. The results from Experiment II showed location specificity of PL beyond the retinotopic frame, but two locational factors were still entangled: the absolute location of the second stimulus in head-or world-centered reference frame and its rela- Illustration of the stimuli and experimental procedure. The dashed circle indicates the region covered by moving random dots, and the small arrows indicate the motion direction. On each trial, the FP was fixed in the screen center. After a delay of 800 ms, the two stimuli used for comparison were successively displayed for 200 ms at the same VF location, either −6°or +6°r elative to the FP, with a blank interstimulus interval of 1,000 ms. The trained (i.e., the reference) motion direction was 55°. (B) The learning curve averaged across all of the subjects (n = 6). One-half of the subjects were trained in the left VF, and the other one-half were trained in the right VF. After the training, their thresholds were also measured at the opposite, untrained location (indicated by the isolated data point). All error bars indicate ± SEM.
tive location with respect to the first stimulus in head-or worldcentered frame (but not in retinal frame, because the two retinal locations were kept unchanged in both the congruent and incongruent conditions). To further disambiguate which of these two locational factors accounted for the nonretinotopic location specificity of the learning, an additional measure was taken in the midtest of Experiment II after the subjects had been trained with one stimulus relation (before training with the other stimulus relation). All of the subjects in Group I (n = 9) participated in this experiment. In addition to the originally trained congruent condition in which both stimuli were aligned at 0°relative to the head, these subjects were also tested when the same two successively displayed stimuli were aligned at −30°relative to the head (Fig. 3) . The subjects were required to gaze at −30°in the first stimulus interval, with head still facing straight ahead, and then, to shift gaze direction from −30°to −24°in the second stimulus interval (compared with from 0°to +6°in the trained congruent condition). With this manipulation, the two motion patterns remained spatially congruent and their retinal locations also remained unchanged, but they were displayed at an untrained head-centered location. The mean threshold was comparable with that in the trained headcentered location (t = 0.56, P = 0.59), indicating complete learning transfer across different head-centered locations of stimuli. With this further observation, we conclude that the relative position of the two stimuli in head-or world-centered reference frame accounts for the nonretinotopic specificity that we observed. Therefore, the learning effect is most likely specific to spatiotopic relation of the two stimuli used for comparison.
Here, we only examined Group I subjects, because they showed the most pronounced spatiotopic effect (or nonretinotopic specificity) in the midtest (Fig. 2 B and E) . In fact, if naive subjects were trained in the incongruent condition, the learning was also transferable between different head-centered locations for the same incongruent stimuli (Fig. S3A ).
Discussion
Using a gaze-contingent experimental design, we showed location specificity of PL beyond the retinotopic frame of reference. On each trial, the first stimulus was centered on a green FP that the subject was fixating with 0°gaze angle. After the first stimulus interval, the FP was displaced. In the congruent condition (Left), the FP was shifted by 6°to the right; the second stimulus was displayed at −6°(to the left) relative to the shifted FP, sharing an identical spatial location with the first stimulus. In the incongruent condition (Right), the FP was shifted by 6°to the left; the second stimulus was displayed at −6°r elative to the shifted FP (or −12°relative to the first stimulus), and therefore, its retinal location was the same as the second stimulus in the congruent condition. (B) Learning curves from two groups of subjects trained at 55°motion direction. Group I (Left; n = 9) was first trained in the congruent (solid diamonds) and then the incongruent (open diamonds) condition, whereas Group II (Right; n = 9) was trained the opposite way. By probing at an untrained motion direction with all of the other experimental settings unchanged, we excluded possible confounding factors related to specific training in eye movements and spatial attention. With the additional observation of gaze invariance of the learning effect, our results imply a form of PL that is restricted to the trained relative position of the stimuli in head-and world-centered frame, which we term as objectcentered spatiotopic specificity.
Reliability of Eye Positions During the Experiments. In Experiments II (Fig. 2) and III (Fig. 3) , eye positions were not monitored during the training and testing stages. To strictly exclude any possible confounding factors related to unwanted eye movements, we repeated these experiments on a few more naive subjects with rigorous eye-tracking control in every trial throughout the experi- 
Stimulus and Task Dependency of Nonretinotopic Processing and
Learning. Visual processing involves both stimulus-driven and goaldriven processes, and it is distributed over a large number of cortical areas that are functionally specialized and hierarchically organized for processing different stimulus features (25, 26) . Different stimuli or stimulus attributes pertaining to various perceptual tasks may engage different neuronal modules or cortical areas. Moreover, response properties of visual neurons can be dynamically modified by top-down influences in a task-specific manner (27) (28) (29) . In a similar vein, whether and to what extent nonretinotopic mechanism is invoked in visual processing may also depend on visual stimuli and behavioral goals. With respect to spatiotopic processing, the magnitudes of spatiotopic visual aftereffects have been shown to increase with stimulus complexity, suggesting a progressive increase in spatiotopic modulation along the hierarchically organized visual pathway (2). This speculation is further supported by recent electrophysiological and fMRI evidence showing increased spatiotopic processing capability ascending the visual processing hierarchy (15, 16, 19) . The engagement of nonretinotopic processing in visual perception is also dependent on top-down influence or behavioral goal. An fMRI study showed spatiotopic selectivity in human middle temporal visual area (MT) in a simple fixation task (9), but the MT activity became more retinotopic when a contrast discrimination task was performed at the center of gaze. *It has been reported that spatial attention is generally deployed on a retinotopic map; only if a perceptual task requires a reference in spatiotopic frame does a component of spatiotopic attention come into effect (6) . Object-centered processing has been suggested to rely on attentional control as well (30) (31) (32) . A recent psychophysical study has shown that the putative spatiotopic aftereffects can be referenced to an attended or salient object (33) . All these previous findings suggest that the reference frames within which visual stimuli are represented can be attention-or task-dependent. It is well-known that conventional PL in retinotopic frame of reference is tightly coupled with attentional control (34) . Only task-relevant stimulus or attended stimulus attribute can be learned with training, and learning-induced changes in neuronalresponse properties also require the intervention of task-specific top-down control (27) (28) (29) . Similarly, for PL in the nonretinotopic reference frame, learning-induced changes in stimulus representation may also depend on attentional state or task requirement. This may account for the absence of any nonretinotopic location specificity in learning a pop-out detection task reported in a recent study (35) . In that study, subjects maintained fixation at a target while doing a dual task, discrimination of T/L letters at the center of gaze and detection of an odd-ball target embedded within similar distracters. After training, the authors examined learning specificity in the head-centered reference frame by moving the whole stimulus pattern on the screen, changing its spatial but not retinal location. The authors observed a complete learning transfer, which is in agreement with our result from Experiment III showing no learning specificity to absolute stimulus location in the head-centered reference frame ( Fig. 3 and Fig. S3A ). To test learning specificity in the object-centered frame, the distracters were moved while the odd-ball target and the fixation target remained unchanged on the screen. The authors did not see any learning specificity either. Note that this manipulation altered the relative location of the odd-ball target within the distracters, but it did not change its position relative to the fixation target. If objectcentered processing mainly involved the two attended objects relevant to the dual task, there would be no learning specificity because of their invariant spatial relation within the distracters.
Learning in Object-Centered Reference Frame. It is possible that the learning observed in our gaze-contingent experiments captures the specifics of the task including the gaze shift, which is often the case in perceptual learning. To examine whether gaze shift is a prerequisite for leaning specificity in object-centered frame and to further test the object-based interpretation of our data, we conducted a control experiment using a gaze-fixed design in which naive subjects maintained fixation at the screen center throughout a trial; no gaze shift was required between the two stimulus intervals. The two successively displayed stimuli were vertically or horizontally aligned. For either of these two fixed stimulus relations, the visual-field location of the stimulus pair was randomized from trial to trial in the central visual field. We found that training with one stimulus relation did not completely transfer to the other stimulus relation (Fig. S4) . This observation parallels that from Experiment II and provides evidence that the learning can be specific to the trained stimulus relation, even without gaze shift. Nevertheless, the gaze-contingent Experiment II revealed objectcentered specificity beyond the retinotopic frame of reference (that is, object-centered spatiotopic specificity). In contrast, the gaze-fixed control experiment could not distinguish the reference frames within which the stimulus relation is represented, because the relative position of two stimuli can be derived either from their retinal locations (i.e., it could be object-centered retinotopic specificity) or their head-centered locations.
Possible Neural Mechanisms. Processing of visual-motion signals is mediated by the dorsal visual pathway, and area MT plays a critical role by representing motion information in retinotopic coordinates (36) (37) (38) . Plastic changes in MT have been suggested to be responsible for retinal-location specificity in motion PL (39) . However, recent psychophysical (1, 24) and fMRI (9) studies have Fig. 3 . Learning transfer across head-centered locations and gaze directions. The two stimuli to be compared were congruently displayed at the trained (center 0°) or untrained (left −30°) spatial location relative to the head (details in Results). All of Group I subjects (n = 9) used in Experiment II participated in this experiment after the first training stage. The error bars represent ± SEM. shown that stimulus representation in MT can be spatiotopic as well, most likely based on a reference to external objects such as the stimulus screen (9) . Because PL in our motion-direction discrimination task is specific to spatiotopic relation of stimuli, we speculate that the learning could modify not only retinotopic but also spatiotopic processing mechanisms in MT. In addition to MT, many other cortical areas, especially higher-order cortical areas in the parietal and prefrontal cortex, are also important for spatiotopic processing, which might be shaped by PL as well. Gaze-contingent experiments involve a change in gaze direction. It has been shown that gaze direction can modulate neuronal responses in nearly all visual cortical areas (40) (41) (42) and posterior parietal cortex (43, 44) . Gaze modulation of neuronal responses may have some behavioral consequences, as seen in many gazecontingent visual aftereffects caused by short-term (45, 46) and long-term (47, 48) adaptation. However, the gaze-contingent modulatory mechanism by itself cannot explain our results, because Experiment III showed that the leaning was completely transferable between different gaze directions, in accordance with gaze-invariant visual perception. Spatiotopic processing is often thought to involve neurons with RFs anchored in the head-or world-centered frame of reference (7, 8, 17, 18) . However, Experiment III showed that the learning effect was not restricted to the trained location in head-and world-centered coordinates. It is unlikely that neurons with fixed spatiotopic RFs are directly responsible for the spatiotopic specificity that we observed. Alternatively, spatiotopic visual processing is not necessarily referenced to viewer's head or body; it can be accomplished in reference to a particular object, such as the stimulus screen (9), a salient, or an attended object (33) .
Different mechanisms could account for processing and learning in object-centered frame of reference. One possible mechanism is related to cortical neurons showing object-centered spatial selectivity (10) (11) (12) . When repeatedly involved in encoding task stimuli with a certain spatial relation, these object-centered neurons could be specifically modified by training. In another mechanism, objectcentered processing could be mediated by dynamic remapping of neuronal RFs, which could serve to transfer stimulus information from neurons representing a stimulus, before a saccade, to other neurons whose RFs will cover the stimulus after the saccade. Neurons with such remapping properties have been found in lateral intraparietal cortex as well as extrastriate cortical areas (14) (15) (16) . Perisaccadic RF remapping has been thought to be responsible for a number of perceptual phenomena, including transsaccadic processing of motion and form information (1, 24, 49) , and transsaccadic transfer of visual aftereffects across spatial locations (2, 3) . However, whether RF mapping plays a critical role in spatiotopic processing has been challenged because of some inexplicable issues (50) . Some of our results cannot be interpreted in terms of RF remapping associated with saccadic eye movement, such as equivalent amount of learning improvement for spatially incongruent and congruent stimuli (Fig. 2) , and the learning even in the gaze-fixed condition (Fig. S4 ). An alternative and simplified point of view-remapping of attention pointers-has been proposed to better explain perisaccadic updating of the target location without assuming momentary perisaccadic rewiring of RF to a new retinal location (50) . There is some supporting evidence for attention remapping (6, 33) . Our results could be explained within this framework: what remapped between two successively displayed stimuli is attention pointer to the first target location, either with or without gaze shift, as long as the second target location is predictable relative to the first one. The remapped attention pointer can facilitate visual processing of the second stimulus through top-down modulatory mechanisms. With repetitive training, this remapping process, as well as those processes engaged in representing the task-relevant stimulus attributes under top-down control, could be specifically refined. However, the current proposition of attention pointer remapping itself can only account for updating of target locations. It remains unclear how stimulus attributes are transferred across remapped target locations. Visual short-term memory distributed over visual and higher-order cortical areas is likely involved, but how the linkage is implemented between the temporarily stored stimulus attributes and the updated target positions requires future investigations (50) .
In fact, the neural mechanism of PL is still a matter of debate, because conflicting results are often reported. Although some studies ascribe the improvement to visual cortical plasticity, others emphasize an enhancement of attention and decision processes. Recent studies suggest that the complex interactions between bottom-up and top-down processes play an important role in PL (34) . This point of view holds that a single cortical area or process is unlikely responsible for PL exclusively and that PL is a refinement of synergistic processes in multiple stages and cortical areas, including those dedicated to sensory processing, engaged in topdown control, and involved in working memory and decision making. Therefore, it is not surprising that changes associated with training have been reported in any of these cortical areas or processing stages. The current study suggests that visual processing in the nonretinotopic frame of reference can also be specifically modified by experience. This pliable mechanism could be important for better spatiotemporal integration beyond retinotopic frame and is consonant with the idea that stable visual percepts depend on acquired experience (51) .
Methods
Naive subjects with normal or corrected-to-normal vision participated in the experiments. They were undergraduate and graduate students who were unaware of the purpose of the study and were required to sign an informed consent form beforehand. To avoid differential aberration of eyeglasses at different viewing angles, only subjects with normal vision were used in Experiments II and III.
The stimulus patterns were displayed on a CRT monitor (Iiyama Vision Master Pro-514) by a stimulus generator (ViSaGe; Cambridge Research Systems) at a refresh rate of 100 Hz and a resolution of 1,024 × 768. The viewing distance was 60 cm. The stimulus (Figs. 1A and 2A ) consisted of 60 antialiased round dots (7.01 cd/m 2 ) that were randomly distributed within a circular aperture subtending 6°on a dark background (0 cd/m 2 ). Each dot was 0.15°i n diameter, and all of the dots moved coherently along the same direction at a constant speed of 10°/s. When a dot moved out of the circular aperture, it was wrapped around from the other side of the aperture at a new random location. A head-and-chin rest was used to stabilize the subject's head. All of the experiments were conducted in a completely dark room in which only the FP and stimulus patterns were visible. In a blocked design, the subjects were required to gaze at an FP and follow its lateral displacement (Experiments II and III) while keeping the head straight ahead. Each trial included two successively presented stimuli (a reference and a test) (Figs. 1A and 2A) . The reference stimulus, whose motion direction was fixed within a block of trials, was presented randomly in either the first or the second stimulus interval; the test stimulus with varying motion direction was displayed in the other interval. The observers' task was to report whether the motion direction of random dots in the second stimulus interval was tilted clockwise or counterclockwise relative to the first one. Auditory feedback was given on error responses. To minimize the influences of procedural learning, the naive subjects were given a few tens of practice trials to get familiar with the task before data collection. The subjects' discrimination thresholds were measured by a classical one-up twodown staircase procedure converging at 70.7% correct responses. The step size of the staircase was 0.05 log units. Each staircase (i.e., a block of trials) consisted of two preliminary reversals, which were discarded, and six additional reversals, whose geometric mean was taken as the threshold. A typical staircase comprised about 40 trials.
In Experiment I, the two stimuli to be compared were displayed at the same VF location while the subjects were gazing forward (Fig. 1A) . The subjects were trained for 6 consecutive d, eight blocks of trials (about 300-400 trials in total) per day, at one of the two VF locations (6°left or right to the FP) that was randomly assigned to them. After the training (on the seventh day), their thresholds were measured at both the trained and the opposite untrained location for testing-location specificity of the learning; four blocks of trials were tested at each location.
Experiment II used a gaze-contingent paradigm (Fig. 2A) . The two stimuli in a trial could be presented either at the same spatial location in the congruent condition (both stimuli at 0°relative to the head) or at different spatial locations in the incongruent condition (the first stimulus was at 0°while the second stimulus was at −12°relative to the head); however, in both the congruent and incongruent conditions, identical retinal regions were covered by the stimulus patterns. Therefore, training in either condition would lead to the same trained retinal locations; any incomplete transfer of the learning effect from one condition to the other would imply location specificity beyond the retinotopic frame of reference. Care was taken to ensure that the subjects' gaze direction faithfully followed the FP in a trial (SI Methods and Figs. S1 and S2B) .
Because of the complex trial structure with added interstimulus saccades in Experiment II, at the beginning, some naive subjects had difficulties following the FP displacement while performing the motion-discrimination task. Therefore, the day before data collection, some operational training was carried out. Because a certain degree of PL could have taken place after the operational training, we did not attempt to measure the pretraining baseline thresholds (i.e., no pretest). For daily training on motion-direction discrimination, the subjects practiced a total of eight blocks of trials (typically 300-400 trials). To counterbalance eye-movement training because of repeated saccades always to the same direction in the congruent or incongruent condition, every two blocks of training trials were interleaved with two blocks of 25 counterbalance trials, in which the subjects made saccades to the direction opposite to that in the training condition while doing an irrelevant task, discriminating a slight change in luminance of the shifted FP (brighter or dimmer than the initial FP in the screen center). For the other one-time threshold measurements in the midand posttest, including Experiment III, four blocks of trials were tested.
