While substantial progress has been made in mining code on an Internet scale, efforts to date have been overwhelmingly focused on data sets where source code is represented natively as text. Large volumes of source code available online and embedded in technical videos have remained largely unexplored, due in part to the complexity of extraction when code is represented with images. Existing approaches to code extraction and indexing in this environment rely heavily on computationally intense optical character recognition. To improve the ease and efficiency of identifying this embedded code, as well as identifying similar code examples, we develop a deep learning solution based on convolutional neural networks and autoencoders. Focusing on Java for proof of concept, our technique is able to identify the presence of typeset and handwritten source code in thousands of video images with 85.6%-98.6% accuracy based on syntactic and contextual features learned through deep architectures. When combined with traditional approaches, this provides a more scalable basis for video indexing that can be incorporated into existing software search and mining tools.
INTRODUCTION
As the amount of publicly available programming resources continues to grow, so too does the volume and diversity of artifacts available to the empirical software engineering community. While substantial progress has been made in the last decade in developing mining techniques for understanding code and those who write it, this research has largely focused on repositories of textual information. This includes source code, user forums, bug tracking systems, and traceability logs, to name only a few application domains. While each of these types of artifacts require their own heuristics to account for differences in form, function, and vocabulary [23] , at the lowest level they share a common textual encoding, regardless of whether they represent natural languages, programming languages, or a combination of both. However, a substantial amount of software data also exists in multimedia formats, such as images and video, due to the popularity of online coding tutorials and the relative ease in which they can be recorded and distributed to an Internet-wide audience.
Whether a result of massive open online courses (MOOCs) and similar learning platforms, or companies looking to accelerate the adoption of their products and services by attracting end users, video tutorials have become a staple for software engineers looking to beat either a learning curve or a tricky API into submission. In aggregate, these videos are home to an untold amount of source code, which can be leveraged to extract search features for effective isolation of pertinent video excerpts, or serve as a basis for understanding software development trends in the same way as textual repositories. Yet, because the code is not represented as text, the tools that have worked so well for traditional software corpora are unable to be leveraged on the native data. This typically necessitates the application of optical character recognition (OCR) to make the data compatible with existing techniques. While popular OCR solutions are freely available [35] , they are also computationally intensive and sensitive to noise. Thus, if these techniques are to be applied at an Internet scale, performance improvements are necessary.
While there are several viable architectural solutions for identifying source code in video for the purposes of searching or mining, a universal performance bottleneck is found in identifying which video frames contain code, if any, and then processing this code via OCR. This is complicated by the fact that the position of the code within the frame is unknown, and can also change from frame-toframe (translational variance). This creates substantial overhead as frames must be segmented into candidate regions to identify likely code snippets, with each region being passed through an OCR algorithm. If no code is found, these processing cycles have been wasted. Tracking unique code examples over the course of a video adds yet another level of cost, as examples appearing across frames must be resolved. Finally, while OCR packages are typically well-tuned for extracting typeset text, handwritten text leads to mixed results depending on the library used. Thus, videos containing handwritten code, on paper or whiteboard in a traditional lecture setting, require additional effort if useful data is to be extracted. Fortunately, advances in computer vision algorithms based on deep artificial neural networks (ANNs) provide a promising direction for computationally inexpensive identification of code-containing frames and the regions within which that code exists.
Deep learning techniques based on artificial neural networks represent the cutting-edge in machine learning in multiple domain applications such as game play [33] , biochemical informatics [3, 24] , and medicine [21] . Based largely on widely studied methods such as backpropagation and gradient descent, deep learning allows ANNs with deep architectures (multiple hidden layers) to be trained using large volumes of input data. This is made computationally feasible with advances in storage and processing hardware, particularly the availability of a graphics processing units (GPU) and scientific computing libraries [2, 4, 26] . As a result, deep neural networks are well suited for finding high-order, discriminating features in complex data such as images. For this reason, the current state-of-the-art approaches in computer vision are based on deep architectures.
In this paper, we propose a methodology for accelerating code identification and code example resolution in video tutorials by leveraging deep learning. In particular, we apply convolutional neural networks (CNNs) to classify the presence or absence of code in thousands of video frames. Our method achieves almost 93% accuracy on this binary classification task. It is also able to correctly differentiate between typeset code, handwritten code, and partially visible code (for example, overlapping windows obscuring an IDE) with accuracies ranging from 85.6% to 98.6%. The CNNs also provide a natural mechanism for defining regions of interest in the video frame where OCR is most likely to be applicable, thus pruning the space of possible regions that must be examined and thereby increasing the throughput of indexing pipelines.
In addition to code identification with CNNs, we also apply deep autoencoders to the problem of detecting similar or related code examples in video. Autoencoders provide a convenient method for learning compact representations of images. When architected with convolutional layers, they also achieve translational invariance, which can cope with code examples that exhibit position changes across frames. These compact representations allow for substantially faster similarity computation than approaches that rely on pixel-by-pixel comparisons in high-resolution imagery. Our experiments show that our autoencoder approach allows for up to 1.1 million image comparisons per second when run on an appropriate hardware configuration.
The remainder of this paper is organized as follows: Section 2 provides an overview of the dataset used for our experiments, as well as how that data was collected and labeled using crowdsourcing. Section 3 provides a brief description of the deep learning algorithms leveraged in this paper, specifically convolutional neural networks and autoencoders. Section 4 describes the results of our experiments, both in terms of classification accuracy of our models and runtime performance. Related work is described in section 5, with particular attention to CodeTube [29] , a previously published code tutorial indexing and search engine that inspired many of the performance optimizations present here. Finally, we discuss conclusions drawn from our work and future directions for computer vision applications in software engineering research in section 6.
DATA
While neural networks with deep architectures are able to learn high-order features in imagery data, the large number of parameters that are required by these models demand substantial amounts of input data for training. As a first step in exploring the suitability of CNNs and autoencoders for mining source code in video, we cultivated a corpus of 40 tutorials consisting of approximately 22 hours of video from YouTube. A diverse set of Integrated Development Environments (IDEs), text editors, font sizes, and text colors appear in the dataset. We focused on the Java programming language for the experiments described here. A subset of the videos used in this study focused on Microsoft Word, PowerPoint, and other general technology topics. This allowed us to balance our dataset between positive and negative code samples. This diversity in training data allows the network the best chance to recognize code in a variety of scenarios. Though we chose to focus on Java for proof of concept, the methods described here are generic and can be applied to any programming language for which labeled data exists.
All 40 videos were downloaded to our server using pytube [7] , a Python library for scraping YouTube videos. After downloading, each video was segmented into a discrete image set by sampling at a rate of one frame per second using FFmpeg [1] . This resulted in 79,500 unlabeled images. A complete list of video URLs from which the frames were extracted, as well as source code used for downloading and processing the videos, can be found at: https://github.com/mlat/msr18.
Upon inspection of the imagery, it was observed that embedded source code was largely presented through four primary mechanisms.
• Visible Typeset Code: Source code is typewritten and completely visible within the frame, such as frames depicting the contents of an IDE, text editor, or PowerPoint slide maximized to fill the screen. Based on this observation, we decided to use these four categories as the class labels for our machine learning models.
As with all supervised learning methods, the ability of CNNs to achieve high classification accuracy is predicated on the availability of accurately labeled training data. Given the tedious and timeintensive nature of manually labeling images, we decided to use a crowdsourcing approach. All images were stored in a relational database, and a web interface was built which would present users with one unlabeled image at a time. The user then selected the label they believed most accurately described the image, and this was recorded in the database.
To label as many images as accurately and efficiently as possible, help was solicited from approximately 100 students enrolled in a freshman and sophomore-level course focusing on object-oriented programming in Java. Enrolled students represent majors in computer science, software engineering, data analytics, and mathematics. Students were provided with detailed instructions and examples to differentiate among each of the class labels. Of the 100 students contacted, approximately half chose to participate and were given a 3-week window of time for labeling activities. In order to compare our machine learning models to a human baseline, timestamps were recorded every time a label was submitted. Using these estimates, we determined that our human labelers averaged approximately 12 labeled images per minute.
At the end of the labeling period, the database was queried to determine the candidate images for training and testing the performance of our models. Our inclusion criteria limited candidates to images that had been tagged by more than one distinct user. In the case that the labels provided by the users differed, the majority label was taken as the true value. If only two users tagged an image, and they did not agree, the image was excluded from training and testing sets. This process resulted in an image set of 19,200 frames.
Due to differing resolutions in our video corpus, as well as a need for uniform input sizes in the first layer of our neural networks, as a final preprocessing step all images were rescaled to 300x300 pixels. Though rescaling to this size can result in subtle distortion to the human eye, the reduced resolution allows for greater computational efficiency during the training process. This is especially true for convolutional neural networks, as small filter sizes may be used.
METHODS
Traditionally, fully-connected, feedforward artificial neural networks (ANNs) receive a single vector representing the raw data at the input layer. This input is then transformed through a series of weighted connections to hidden layers that perform non-linear operations, before being routed to an output layer for the purposes of classification. Each neuron in a layer is connected to every other neuron in the previous layer. The output of each neuron is calculated as a function of the dot product of input values and incoming connection weights. Non-linear relationships in the data are modeled by passing the dot product through an appropriate activation function. This is typically achieved through the application of sigmoidal functions, such as the logistic or hyperbolic tangent function. Because these functions are continuous and differentiable, weights in the network can be trained efficiently using gradient descent to minimize the error between network predictions and truth data through a process known as backpropagation [30] . It can be shown that feedforward neural networks with a single hidden layer and sigmoidal neurons are universal approximators capable of learning any continuous function [5] .
Though powerful, structured input data such as images lose their spatial relationships when passed through traditional fullyconnected ANN architectures. This is problematic for applications such as computer vision since image features are comprised of groups of pixels. Convolutional Neural Networks (CNNs) represent an alternative ANN architecture that is able to maintain spatial relations between pixels by convolving the input space with a multidimensional weight matrix, commonly referred to as a filter. The convolutional architecture was inspired by the neurobiological findings of Hubel and Wiesel in experiments performed on the cat visual cortex [14] .
Training CNNs with backpropagation was first proposed by LeCunn et al. [20] . CNNs use a shared weight paradigm to reduce the number of trained parameters, and as a result scale better compared to their fully-connected counterparts. Weight-sharing in CNNs is typically associated with two primary functions. The first is to reduce the number of free parameters that need to be stored or updated during learning. This can be important in applications where storage space or training data is limited, or where overfitting is a danger. The second function is to apply the exact same operation at different locations in the input data to process the data uniformly and provide a basis for invariance, typically translation invariant recognition in CNN architectures.
To model non-linear data, non-linear activation functions are required. For CNNs, the Rectified Linear Unit (ReLU) [25] is the activation function of choice, as it is computationally inexpensive and avoids the vanishing gradient problem. The ReLU function, shown in equation 1, is a maximum of the input, x i , and 0 to produce the output, y i .
A pooling layer is often implemented to downsample the feature space between convolutional blocks. Max pooling is a variant that takes the maximum value in a given window and ignores the rest.
Fully connected layers at the end of convolutional networks allow for classification. Another variant, the softmax function, allows for displays the cost function as the negative log probability of the correct answer. Where t i is the target value of the i th output and y i is the i th output from the softmax in equation 2. The aim is to maximize the log probability of getting the correct answer.
Convolutional Neural Networks are the current state-of-the-art solution for image recognition tasks. In this paper, we leverage the popular VGG [34] network to label images that contain varying degrees of on-screen code. The VGG network, shown in figure  1 , has a convenient architecture in which multiple convolutional operations occur in succession, followed by a max pooling layer for downsampling. Additionally, VGG is shallow compared to networks like Inception [36] and ResNet [10] . This is important because our dataset is small relative to the number of parameters those networks contain. Using a shallower network, such as VGG, allows us to train the network from scratch while avoiding overfitting and achieving a high classification accuracy.
Here we train multiple instances of the VGG network for a variety of classification tasks, described in table 1. The table also provides details on the size of training and testing sets used for each of our experiments. As stated previously, we are interested in predicting if an image frame contains typeset code, partially visible typeset code, handwritten code, or no code at all. The output of the network, for the first five cases listed in table 1, is a binary classification. The last case represents a multiclass classification problem where we are interested in predicting membership across all four of these categories.
Within software engineering tutorials, a single frame may sit idle for a given time interval while the instructor narrates over the frame. As our data is randomly shuffled to produce training and testing sets, this may lead to duplicates appearing in both sets and result in overfitting. To avoid this, a standard pixel-wise comparison is implemented to remove frames from the test set if they appear too similar to frames in the training set. To further assess the generalizability of our models, our experiments were performed using five-fold cross-validation. At the start of each fold, network weights were reinitialized to create a new network. Simulations were implemented in Python using the Keras API with a Tensorflow backend using two NVidia P100 GPUs with 16 GBs of memory and 3,584 CUDA cores each. Individually these GPUs are capable of achieving 4.7 TeraFLOPs and 9.3 TeraFLOPs of single and double-precision floating point performance, respectively.
Class Activation Mapping (CAM) gives convolutional networks tremendous localization ability despite being trained on image-level labels [42] . CAM requires the use of a global average pooling layer [22] , which is added to the last convolutional layer of the VGG network. The Keras Visualization Toolkit [19] is used to produce CAM results. Using CAM, we are able to visualize what regions of input images the network attends to when making its classification prediction. This allows us to ensure the network is learning features directly related to code and not other circumstantial features contained in the images. Additionally, leveraging the CAM results allows us to quickly identify appropriate image regions that can be passed to an OCR library in order to tokenize and index contained code for further search or mining activities.
During a tutorial, a code example may appear at various points throughout the video or be built up incrementally over time. Thus, it is convenient to be able to identify which frames are likely related to the same code example. This process can be computationally intense, however, as it requires a substantial number of pixel-by-pixel comparisons across all pairs of frames. To speed up this process, we apply autoencoders. An autoencoder is a type of neural network that is trained to reconstruct its input. Unlike feedforward and convolutional neural networks, autoencoders are unsupervised.
They experience features of the data but are not dependent on truth data. Instead, an autoencoder is trained to minimize the distance between its input and its output.
Formally, an autoencoder network may be viewed as consisting of two parts: an encoder function, z = f (x) , and a decoder function that produces a reconstruction of the input, r = д(z) [8] . Internally, it has a hidden layer, z , that represents a compact encoding of the original data. Because the model is forced to compress the data into a compact representation and then reconstruct the original input, the network learns to extract the most relevant features for encoding. Autoencoders have been shown to be comparable to principle component analysis [12] . The concept of autoencoders can be applied to images by using convolutional layers. This allows for images to be encoded into a compact representation, maintaining the most important features in the encoding. Images can then be compared against each other in a lower-dimensional space using any appropriate distance metric (here we use Euclidean distance), requiring fewer operations and less CPU time.
In order to facilitate reproducibility of our experiments, all Python source code used for training, testing, and validating the performance of our CNNs and autoencoders is available from the GitHub link provided in section 2.
RESULTS
Here we detail the results of applying our deep learning architectures to code image classification and similarity analysis.
CNN Experiments
To begin, convolutional neural networks were trained using 5-fold cross-validation for the 5 binary classification tasks and 1 multiclass classification task described in table 1. Each convolutional model took, on average, 2.5 hours per fold to train, for a total of 62.5 computing hours of training for all folds in all models. In practice, overall time was decreased by training models in parallel by taking advantage of multiple GPUs on our deep learning server. Though computationally intensive, training is done a priori, and cost can be amortized over a model's lifetime once deployed to automatically classify images. Table 2 displays the mean and median accuracies of the 5-fold cross-validation experiments for each classifier. An accuracy of 92.92% is achieved on the binary classification task of predicting the presence of visible typeset code. Combing the visible typeset and partially visible typeset code categories yields an accuracy of 90.3% when predicting the presence of typeset code. Binary classification on the amalgamation of code categories (visible, partially visible, and handwritten) produces an accuracy of 90.52%. When predicting the probability distribution over each of the four categories an accuracy of 85.59% is achieved. The confusion matrix for predicting one of four categories is shown in figure 2 . The confusion matrix reports that 129 images were incorrectly predicted as visible code when the ground truth was partially visible. This error is understandable, as even human labelers have a difficult time choosing the correct category. In certain cases, we observed the same human labeler to mark a given image as visible code one time and partially visible code the next.
Figure 2: Confusion matrix for the task of predicting one of four categories: visible typeset code (VC), Partially visible typeset code (PVC), handwritten code (HC), or no code (NC).
Two separate experiments were conducted on handwritten code detection. The first was to predict handwritten code versus no code at all and the VGG network achieved an average accuracy of 98.191%. The second task was to predict handwritten code versus both visible and partially visible typeset code, and an accuracy of 98.6% was found. The latter task is slightly more difficult, as the network must learn to disambiguate common syntactical features that occur in both handwritten and typeset code (indentation structure, semicolons, curly brackets, etc.).
In regards to handwritten code, we note two possible limitations to our results. The first is that the proportion of the dataset that falls into this category is very small relative to the non-handwritten portion. On the two handwritten code detection tasks described above, accuracies of 95.7% and 98.01% respectively were achievable if the network was only to predict no code. However, as the networks in these tasks achieved a five-fold cross-validation mean of 98.2% and 98.6% respectively, it is clear the networks have learned some distinguishing features between handwritten code and non-handwritten code.
This brings us to our second concern regarding handwritten code detection. The network tends to learn features associated with handwritten code, but not directly related to it. For example, the network tends to predict an image of a man standing in front of a whiteboard as containing handwritten code. This is ostensibly due to the fact that in software engineering tutorial videos, handwritten code is often illegible, even to human viewers. Thus, black markings on a whiteboard in the presence of other common features, like a person, will cause the network to strongly predict the presence of code. However, while the results on handwritten code are promising, further experimentation with a larger dataset is needed. Equally as promising as the classification accuracies of the models is the speed in which they are able to label images. Once the networks have been trained, using them in practice is highly efficient. We found that the VGG networks can label 4,500 images per minute on average using the GPU. This represents a 375x improvement over our human baseline. In practical terms, this means an hour-long video can be completely labeled in under 50 seconds, compared to the 300 minutes required by a human, assuming a sampling rate of 1 frame per second. Figure 3 shows CAM results on correctly predicted Java code image frames. The heatmap produced by CAM can be interpreted by the degree of redness in a given region. The more red a region is, the more weight the network associates with features in that area to formulate its output prediction. In figure 3 , the left column shows examples from the test set, while the right column shows the CAM overlaid on the corresponding test image. Visual analysis of the CAM result images reveals the network's preference towards features such as method and class declarations, semicolons, and curly brackets. Additionally, contextual features like keywords, package imports, and variable initializations show up favorably in CAM results. The first row of figure 3 shows an image of handwritten Java code, correctly identified by the network. The CAM image on the right shows that the network achieves this identification through recognition of the class declaration, method heading, and curly brackets. The second through fourth rows show examples of typeset Java code tagged correctly by the network. In cases such as the last row of figure 3 , the CAM heatmap covers nearly the entire body of the image. This is a consistent occurrence when the predominant focus of the image is Java code and code features are easily visible. The results of figure 3 show the network is capable of learning syntactic and contextual features of image code frames.
In addition to providing a convenient mechanism for visualizing learned features, the heat maps also provide a heuristic for identifying regions for OCR. In particular, "hot" areas can be thought of as the center point for candidate bounding boxes. The length and height of the bounding rectangles can be adjusted by examining the distribution of "heat" over a region.
Though our experiments here have focused solely on the identification and tagging of video frames that contain the Java programming language, the ability of the models to discern between Java and other languages is of practical significance. Thus, we presented our trained CNNs with images of programming languages other than Java to see how well they faired. These tests were met with varying degrees of accuracy. Figure 4 shows examples of the network on video frames of C and HTML respectively. Java and C share many syntactic attributes such as curly braces, semicolons, and method declarations (in a general sense). This leads the network to be easily fooled by these code snippets. However in the case of HTML, Java differs significantly. The bottom row of figure  4 shows that the network is able to differentiate HTML from Java by identifying the presence of many angle brackets, a feature that is not common to Java.
The Python programming language is somewhat of a middle ground, as it's syntax is not as far from Java as HTML and not as similar as C. The results of the network classifying Python code snippets can be seen in figure 4 . The first Python example is correctly identified as non-Java code. From the CAM results, it appears that the network identifies the absence of semicolons and curly braces. However, the second Python example is incorrectly classified. One possible reason for this is that the text in this image is smaller, resulting in lower quality. This makes it harder for the network to identify key features such as semicolons and curly braces that are harder to see. As a result, the network focuses on the main body and shape of the indented code.
It is important to emphasize that our models are at a disadvantage when asked to differentiate Java from other programming languages because no labeled examples of other languages were provided to the CNNs during training. Thus, our tests on these tasks do not represent robust experiments, but only initial attempts to understand what Java-specific language features were learned by the networks. To obtain more precise results would require the hand labeling of datasets for each language. Acquiring more labeled data samples of other languages for training will allow the network to better generalize to languages other than Java. This work is currently in progress.
Autoencoder Experiments
Having demonstrated the efficacy of CNNs on identifying code in video, we turn to the task of determining which code samples within a tutorial represent the same example. This is complicated by the fact that even identical code samples across frames are subject to positional variation due to vertical and horizontal translations caused by scrolling or window repositioning. Additionally, a code example may be built up incrementally over frames, resulting in images that are similar but not identical.
To automate the process of similarity analysis we trained an autoencoder with convolutional layers on images labeled as containing code. This process took a total of 15 hours on a single GPU. Once the autoencoder was trained, all images were transformed into the encoder's learned compact representation. We observed a rate of approximately 20,000 images per minute for this task (less than one second for an hour-long video), which was completed in parallel using both GPUs in our server.
To test the ability of the autoencoder to efficiently identify related code examples, a small group of human experts selected excerpts from videos not used during training that exhibited repetition of identical or similar code examples across frames. This resulted in 169 frames containing code as determined by our CNN approach. These frames were passed through the autoencoder for compression, and the resulting vectors were clustered using Euclidean distance with NumPy [27] . The cluster memberships were then examined manually and the approach was found to achieve 85.7% accuracy for this experiment. In terms of runtime performance, by using the autoencoder to compress the video frames, we were able to achieve 1.1 million frame comparisons per minute. This is a 7.6x speedup over brute force, pixel-by-pixel image comparison which achieved a maximum of 145,000 comparisons per minute on our hardware. Additionally, because we leveraged convolutional layers in our autoencoders, our comparisons were able to account for some degree of translational variance in our images.
While our results are promising, it should be noted that a limitation of this experiment is the relatively small number of testing examples used to determine accuracy. We are currently curating a much larger synthetic dataset that uses a series of seed code example images, and then randomly translates these images throughout the pixel space. Additionally, more truth data is needed for the case where an example is built up iteratively over several frames. Once we have acquired this data we can more aggressively tune the parameters of the autoencoder to maximize generalizability and accuracy.
RELATED WORKS
In recent years the study of software repositories has been notably shaped by deep learning techniques that have consistently improved upon existing knowledge and systems. The applicability of deep learning to software repositories is presented in [38] . As the authors demonstrate, deep learning algorithms have led to impressive advances in fields like natural language processing (NLP), and thus should be looked to when it comes to advancing the study of software corpora. Specifically, they show how deep learning can be used to model sequential data, aid in generalization, and optimize real SE tasks like code suggestion.
In [32] the authors train two Long Short Term Memory (LSTM) networks to pinpoint the location of syntax errors. In [9] , the authors outline DeepAPI, an adapted neural language model (specifically a Recursive Neural Network Encoder-Decoder) that generates API sequences given a natural language query outperforming existing bags-of-words approaches.
Deep learning methods have also been applied to advance clone detection in a variety of mediums. In [15] , a framework referred to as CDLH is proposed which applies LSTM networks to compare code representations using hamming distance. This can be compared to the Deckard framework outlined in [18] which proposes a clone detection tool based on syntax analysis. In [37] , a language model is leveraged to convert lexical elements of code to continuous valued vectors referred to as embeddings. These embeddings are then compressed through the recursive application of the autoencoder. This compression allows for efficient comparison of code fragments to propose potential functionality repetition found in source code repositories. In our paper we also leverage the autoencoders ability to compress large entities by compressing matrices of pixels in order to compare frames efficiently.
The application of other deep learning techniques, specifically CNNs, has further contributed to a widening of research avenues. CNNs are used to recognize handwritten English characters in an offline setting in [41] . Further, in [39] the authors utilize CNNs to build a multiclass classification system in order to link knowledge units like a question and its answer in Stack Overflow. This multiclass, deep learning based system outperforms existing traditional, human-engineered classifier systems which assume a binary relatedness (i.e. related or not) and ultimately fail when encountering lexical gaps.
CNNs have also been used extensively in the field of digital image processing because of their powerful and accurate object recognition abilities. CNNs have been shown to exhibit particular prowess in the area of text detection and recognition when used with OCR algorithms, and have been used in video-tagging applications for robust scene-text recognition in multiple different languages. However, to the best of our knowledge, CNNs have yet to be applied towards identifying source code in software engineering tutorial videos. There have been several successful endeavors in recent years to tag and extract relevant portions of programming tutorial videos based on code detection, but these approaches have utilized standard image processing techniques and not deep learning.
Text Detection
In [13] , a coarse-to-fine strategy is used to extract text from video without constraints. The authors employ a layered CNN approach that first utilizes the networks to generate candidate text regions and then looks to enable feature sharing and identify final text regions after projection analysis. Their approach results in a robust multimedia indexing and retrieval system. In [11] the authors continue in their explorations of deep learning through another text-focused CNN. Particularly, they center on extracting features related to text from images by training their CNN with multi-level supervised information. They propose training this novel network with text region mask, character label, and binary text/non-text information. We followed a similar training strategy by hand-labeling our images to indicate the presence of code contained in the video frame.
In [16] , the authors present an approach that does not rely on hand labeling. They train large CNNs to perform word recognition on entire proposal regions (as opposed to individual characters) at one time. In this study, they detail how they assembled a pipeline for large-scale detection of text in video. These authors have also employed CNNs in character classification, as outlined in [17] . Their approach in that endeavor computed text saliency maps by evaluating a character vs. background CNN classifier in a sliding window fashion. Bounding boxes on the text were then derived using these text saliency maps. Similarly, in our approach, we utilize class activation mapping to project the output category of our CNN back onto the input image, generating a heat map of the zones of interest where the network predicts code to appear. This way, subregions of the image can be identified in one simple step, using work already done by the network itself.
The task of identifying code in video highlights a need for a robust model to detect scene text in video frames. In [31] , a CNN-based architecture for the automatic recognition of color text characters extracted from scene images is proposed. The authors utilize seven heterogeneous convolution layers and combine the automatically learned operations to extract features with strong generalizability, allowing uppercase and lowercase versions of each letter to be represented by the same class. Their approach is robust to distortions, complex background, low resolution, and non-uniform lighting, a crucial characteristic in the indexing of tutorial videos, which vary greatly in quality and presentation.
Code Detection
Video indexing based on recognition of code in captured frames is an emerging field of study given the growing volume of online code tutorial videos. However, this problem has yet to be approached from a deep learning perspective. Rather, researchers in the field have found success with more standard image processing methods.
One such notable approach to digital image processing in the code recognition domain is outlined in [29] . Throughout this study, the authors implement a tool created to enable developers to access a greater breadth of expertise by allowing users to query the contents of video tutorials. The methodological foundations of this paper largely served as a motivation for our research and informed the decisions we made in the building of our model. The authors first optimized their solution by comparing the pixel matrices of consecutive video frames. If they differed by less than 10% only the first frame was kept. This highlighted the importance of removing identical frames and in our paper, we have leveraged the abilities of the autoencoder in order to further optimize frame similarity identification.
The authors go on to identify Java code by applying OCR to a candidate sub frame followed by the application of a parser which creates a Heterogeneous Abstract Syntax Tree. This construction is then used to conclude if code is present in the frame. This approach informed our research as we saw an opportunity to further the advancements made in the CodeTube study through using CNNs to identify when code was present in the frame to allow for a more specific application of OCR.
The authors addressed other pertinent issues in parsing software video tutorials such as code that appears in multiple frames but translated to different areas in the frame. To remedy this, the authors compare the Java constructs generated by OCR applications and the parser outlined above to identify if consecutive code-containing frames contain the same code component. In order to improve the accuracy of this comparison if these constructs are not found to be similar, Longest Common Substring (LCS) analysis is run on the pixel matrices in order to determine similarity. LCS is very effective in this environment as it is not affected by scrolling that is often conducted in video tutorials however, the expense of its application motivated us to utilize an autoencoder based approach. Our method achieves translational invariance and is thus able to address the issue of code samples changing positions on a screen while also improving on the efficiency of similarity computation. It should be noted that the authors expanded their solution beyond parsing video tutorials by integrating other sources of expertise, particularly Stack Overflow discussions, and conducted a thorough user study.
Another approach to indexing programming tutorials was conducted in [40] . The authors base their work on a general application of OCR to video tutorials to consolidate code as it appears across frames followed by the leveraging of programming language statistical models to determine if the extracted text is code and then, to correct the code downloaded in order to produce higher quality results. Finally, in [6] the authors describe a method of tagging programming videos based on title, description, and audio transcript. This project did not use machine learning or image recognition to consider the visuals of the video data but pulled from those text-based sources to identify relevant topics.
CONCLUSION AND FUTURE WORK
In this paper we have described the application of deep learning techniques, specifically convolutional neural networks and autoencoders, to the task of identifying source code examples in video frames from a large dataset, and examining those examples for similarity. Though CNNs represent the state-of-the-art in computer vision, we believe this work represents their first application to mining software from multimedia data sources. Our results demonstrate 85.6% to 98.6% accuracy on classification tasks and is capable of generalizing to typeset, partially visible, and handwritten code examples. We are also able to achieve 85.7% accuracy for similarity prediction, albeit on a much smaller test sample. Additionally, our approach yields substantial runtime performance increases when used in conjunction with GPU-based computing platforms and appropriate scientific computing libraries.
We are currently working on curating additional labeled data for a variety of programming languages, including C++, and R and have begun an initial exploration into differentiating between Python and Java code samples embedded in digital images through a model that can differentiate between multiple languages while learning lexical features in the process [28] . Using this data we will train an ensemble of classifiers for identifying these languages in video and images. We are also finalizing a web API that can be used by users to submit the URL of a tutorial video and receive in return an indexed list of frames that contain code, as well as groups of frames corresponding to the same or similar code examples. We hope that this will help further the development of code tutorial indexing platforms, such as the ones discussed in our related works section. Finally, in the longer term, we are interested to see if computer vision techniques can be used to detect poorly implemented code examples of well-known algorithms.
