The asymptotic formula So "' Sc -I +In 2 is obtained for the information entropy in position space So of one-dimensional quantum systems in energy eigenstates, where Sc is the position entropy corresponding to a microcanonical ensemble of analogous classical systems having the same energy. This result is analytically and numerically verified for several simple systems.
Introduction
Bohr's correspondence principle states, roughly speaking, that quantum mechanics reduces to classical mechanics in the large quantum-number limit. In the framework of modern quantum mechanics, this principle is often illustrated by noting that the local average of the quantum probability density of position PQ(X) = li/ln(x)j 2 in the energy eigenstate l/Jn for a system with an infinite discrete spectrum {En} approaches, in the limit of large n, the probability density Pc(x) corresponding to a microcanonical ensemble of analogous classical systems with energy E =En [1] [2] [3] [4] [5] , which is sometimes referred to as the configuration correspondence principle [2] . It follows that the expected value of any observable F ( x) in the eigenstate I/Jn approaches the corresponding 1 E-mail: jsanchez@hermes.ffn.ub.es. average for the analogous classical system having the same energy, (F(x))Q"" (F(x))c.
(1) However, as explained below, Eq. ( 1) does not hold when the function F(x) depends explicitly on the probability density P(x). A physically interesting example is the Boltzmann-Shannon information entropy of position, S = -j P(x) lnP(x) dx = (-lnP(x)), (2) which measures the uncertainty in the localization of the particle in position space. The quantum entropy SQ = (-In PQ ( x)) and its counterpart in momentum space have been used during recent years to discuss a wide range of quantum-mechanical problems, such as the mathematical formulation of the positionmomentum uncertainty relation [ 6, 7] The analytical value of SQ is only known in a few particular cases, even for simple systems as the harmonic oscillator and hydrogen atom [ 12] , which has attracted interest to its approximate calculation, specially for very excited or Rydberg states (i.e., for large n). Such asymptotic formulas for SQ have been obtained in the case when PQ(X) oc p~(x)w(x), where Pn ( x) are orthogonal polynomials with respect to the weight w( x) on a finite interval [ 13], or Freud or-
on the whole real axis [ 14, 15] , but no general result of this kind has been found up to now for arbitrary quantum systems. In this Letter we show that, in the simplest case of a one-dimensional system whose Hamiltonian is of the form p2 H= -
where, at least for large n, there are two (and no more than two) classical turning points for E = En (see Section 2 for the precise definition of turning points), a very simple reasoning based on the WKB approximation leads to the general asymptotic formula SQ ,..., Sc -1 + In 2 , (4) which implies that the difference between SQ and the corresponding classical entropy Sc = (-In Pc ( x)) does tend to a nonzero constant, at variance with the usual statement of the correspondence principle ( 1). Eq. ( 4) provides a useful approximation to SQ for large n, which can be applied for any Hamiltonian of the form (3) without requiring the previous knowledge of the corresponding quantum eigenfunctions.
The differential entropy S defined by Eq. (2) contains the logarithm of the probability density P(x), which has a dimension of inverse length, so that it is measured in (say) "log-meters". Although this may seem somewhat unusual, it only means that the entropy changes by an additive constant when a change of scale is made, i.e. S changes to S-ln a if we replace P(x) by aP(ax), a > 0 [ 16] . This transformation rule takes a more natural form (the same that obeys, e.g., the standard deviation [ 16] ) for the exponential of the entropy, a nonnegative quantity which has a dimension of length and is a good measure of the width of the curve P(x). For example, exp{S) = L when P { x) is a uniform distribution extended over an interval of length L, while a simple variational calculation shows that exp(S) < L for any nonuniform distribution vanishing outside that interval, and it tends to zero when P(x) tends to a Dirac delta distribution. Thus it appears more convenient to consider exp{ S) rather than S itself as a measure of uncertainty for continuous distributions. However, such a rescaling procedure is purely conventional, so that both exp(S) and S represent in fact the same notion of uncertainty [ 16] . It is also worth noting that differences between any two entropies, such as SQ -Sc, are dimensionless quantities.
On the other hand, actual physical measurements of any continuous observable such as position are always performed by means of measuring devices that have finite resolution. This means that the continuous spectrum of the position observable is partitioned into a countable set of intervals (or "bins", in the terminology of Ref.
[ 17]) of length dx > 0 {for the sake of simplicity, we assume the resolution of the measuring device to be uniform). The probability P/tJ,.x) of finding the outcome of the position measurement to have a value in the ith interval, (~x);, is the integral of P ( x) dx over this interval, and the entropy s< tJ,.x) associated to the discrete probability distribution { P/tJ,.x)} is [I 7,18] 
Unlike the differential entropy S, the finite resolution entropy s<tJ,.x) is a dimensionless quantity. It is nonnegative, s<tJ,.x) ? 0, and also satisfies the inequality [ 18) 
which becomes an equality in the limit dx -+ 0. Therefore, in this limit, the difference between the finite resolution entropies of any two probability densities coincides with the difference between the cor-
In particular, the asymptotic formula ( 4) is also valid for the quantum and classical entropies s«h),
The derivation of Eq. ( 4) is carried out in Section 2, and this result is verified in Section 3 for the particular cases of the particle in a box (infinite potential well), the linear potential, and the harmonic oscillator. Finally, in Section 4 some concluding remarks are given and several open problems are pointed out.
Derivation of the asymptotic formula (4)
The motion of a classical particle with Hamiltonian (3) and (constant) energy Eis periodic between the turning points X-and x+ (x_ < x+), where the speed u = p/m of the particle reduces to zero,
and there exists a nonvanishing force -V' ( x) that causes the particle to move towards the right at x = x_, and towards the left at x = x+,
The probability Pc( x) dx of finding the particle in the region between x and x + dx is proportional to the amount of time dt the particle spends in that region during one traversal of the potential well (from, say, x _ to X+), which in turn is inversely proportional to the speed u = dx / dt at the point x (or, equivalently, to the momentum p =mu) [ 1-5,19]. Using Eq. (3), it can be shown [ 5] that the normalized classical probability density for the position of the particle is given by
within the classically allowed region x_ ::::;; x ::::;; x+, where T is the period of the motion. In terms of the reduced de Broglie wavelength, (12) which shows that the functions Pc(x) and ll(x) are proportional to each other.
On the other hand, in the limit of large quantum numbers the quantum probability density Po(x) also vanishes outside the classical region ( x _, x+), while inside this region the WKB approximation gives [ 1,4] (13) where N is a normalization constant. For large n, the energy levels En are determined by the WKB quanti-
which enables us to write 
The same reasoning enables us to prove Eq. (I) for any position-dependent observable F ( x),
However, this derivation assumes F(x) to be a smoothly varying function, whose value can be considered as a constant during a period of cos 2 </J( x). Therefore, it cannot be applied when F(x) depends explicitly on the quantum probability density PQ(X), thus being itself a rapidly oscillating function. In the particular case of the Boltzmann-Shannon infonnation entropy, substitution for PQ ( x) from ( 19) into (2) gives
x_ For large n, cos 2 </J(x) can be replaced again by ~ in the first and second integrals, while application of (18) 
which leads to Eq. ( 4). The same method could be used to find similar asymptotic relations for the expected values of other functions F(x) explicitly depending on P(x).
Examples
It is interesting to note that, for a particle in a box (infinite potential well) of length L, we have [ 1,4]
so that the corresponding entropies are (22) and the asymptotic relation ( 4) is thus shown to become an exact equality in this case.
As our second example we consider the linear potential V(x) = Valxl/a, with Va, a> 0, for which the quantum probability density is expressed in terms of the Airy function [ 4, 5] ,
It suffices to consider only the odd-parity eigenfunctions, whose corresponding eigenvalues are determined by the condition The analytical value of the normalization constant Nn is then [20] a(Joo .2 )-I a
-€11
so that we have
On the other hand, the normalized classical probability density for E = En is
and the corresponding classical entropy is given by
The first ten zeros of the Airy function may be found in Ref.
[ 21 ] , while for n > 10 we can calculate En by means of the asymptotic expansion [ 20, 21 ] f ( 37T( 4n -1) )
whose leading term is the WKB approximate value given by ( 14) [ 4]. The resulting numerical values of the classical and quantum entropies, as well as their difference, are displayed for several values of n in Table 1. From the last column of this table, we conjecture that ( 4) can be improved in this case to , the quantum probability density is [ 1,4,5]
where Hn ( x) are Hermite polynomials, while, for E = En = (n + ~ )fiw, one has the classical probability
so that the classical entropy is ! A,.
The asymptotic formula for SQ given by ( 4) and ( 33),
coincides with that obtained by means of the theory of strong asymptotics of Freud orthogonal polynomials, which include Hermite polynomials as a particular case [ 14, 15] , and also agrees with the exact numerical values of SQ for n » I [ 12, 15] . An independent derivation of Eq. ( 34) on the basis of the asymptotic relation between PQ ( x) and Pc ( x) for the harmonic oscillator has been given very recently by Majernfk and Opatrny [ 22] .
Summary and open problems
In summary, we have derived the general asymptotic formula ( 4) for the quantum entropy of position of one-dimensional systems in energy eigenstates in terms of the corresponding classical entropy (i.e., the entropy corresponding to a microcanonical ensemble of analogous classical systems having the same energy). This result was obtained by means of the WKB approximation for systems whose Hamiltonian is of the form ( 3) and only have two classical turning points for E =En, at least for large n.
Eq. ( 4) has been checked for three simple systems, namely the particle in a box (where the asymptotic formula becomes an exact identity), the linear potential, and the harmonic oscillator. In particular, the asymptotic formula for the harmonic oscillator ( 34) coincides with that obtained by means of the theory of strong asymptotics of orthogonal polynomials [ 14, 15] . This result strongly suggests the mathematical equivalence of these two seemingly very different approaches, although the problem of finding a rigorous proof of this equivalence remains open. On the other hand, it is worth noting that, when derived from ( 4), asymptotic formulas such as ( 34) are shown to be a simple consequence of the correspondence principle ( I), with the correction term I -In 2 arising due to the explicit dependence of F(x) = -In P(x) on the probability density, which provides them with a more clear physical interpretation.
The entropy s< 1 hl defined by Eq. (5) illustrates the transition between Eqs. ( 1) and ( 4). The average distance between two consecutive zeros of cos 2 </J(x) is approximately equal to ( x+ -x _) / n for large n (see Section 2). If this distance is much less than iix, the function cos 2 ¢( x) oscillates very rapidly over each interval (iix) i• so that it can be replaced by the average value ! in the calculation of s<!l.x) for the quantum probability density given by the WKB approximation (Eq. (19)). We thus have
while in the opposite case we can make use ofEq. (7), which may be written more precisely as 
which becomes an exact equality for the Ddimensional infinite potential well. However, the more involved problem of finding the asymptotic relation between quantum and classical entropies of position for systems whose Hamiltonian is not of the form (37) (or (3) in the one-dimensional case) has not yet been solved. Another open problem is that of whether a counterpart of Eq. ( 4) does exist in momentum space. Owing to the symmetry between position and momentum in the harmonic oscillator Hamiltonian, both classical and quantum momentum entropies coincide, up to an additive constant, with the respective position entropies, which implies that then Eq. ( 4) is also valid for momentum entropies. Leaving aside this special case, however, no simple asymptotic relation such as ( i 9) between quantum and ciassicai momentum probability densities is known, so that the problem of obtaining a general asymptotic formula for the quantum entropy of momentum in energy eigenstates remains open.
