A very good approximate, closed-form solution to the reaction rate equation with Arrhenius temperature dependence is derived, valid for activation energies E ) k B T 0 (k B is Boltzmann constant and T 0 is room temperature) and monotonically decreasing temperatures. This solution is then used to develop a transfer function description of the reaction rate equation, enabling the bandwidth of the reaction rate to be determined and related to the kinetic and thermophysical parameters of the medium. Applications of the transfer function approach to understanding and predicting reaction (i.e., crystallization) rates in phase-change materials and devices are discussed. Understanding and predicting reaction rates are important in many scientific and technological fields. In phasechange materials and devices, the focus of this work, reaction rate equations are frequently used to model and predict crystallization rates. 1, 2 Understanding the factors that affect crystallization rates is most important in the design and development of phase-change memory devices, since it is the crystallization rate that is the dominant factor limiting write speeds in current-day phase-change memory devices. 3, 4 The reaction dynamics of a mixture of two materials can be described by the nth-order nonlinear reaction rate equation with Arrhenius temperature dependence, 1, 2, 5 dvðtÞ dt ¼ Að1 À vðtÞÞ n exp Àe hðtÞ ;
where v is the fraction of the reactant transformed (in the case of phase-change materials the fraction of crystallized material), A is the pre-exponential frequency factor, n is the reaction order, e ¼ E/k B T 0 is the activation energy normalized to thermal energy at room temperature T 0 , and h ¼ T/T 0 is the normalized absolute temperature in the medium. Exact analytical solutions to the non-linear rate equation in Eq. (1) are only available for simple temperature functions including constant (isothermal) temperatures, and linearly increasing 5, 6 or decreasing 7 temperature changes. While the use of linear temperature functions is useful for the analysis of laboratorybased calorimetry experiments, as used extensively to study the reaction dynamics of phase-change materials and to extract relevant activation energies (for example Ref. 8) , in practical phase-change applications, such as optical disk systems or electrical phase-change memories, the heat sources (laser light in the case of optical disks, Joule heating in the case of electrical memories) produce more complex temperature functions with changing rate that is dependent on the heat source parameters (such as the power density) and the material/device thermal properties. In such cases, the reaction rate equation is usually solved numerically, but such numerical solutions are complicated by rapid changes in temperature that lead to large reaction gradients, so requiring arbitrary small numerical sampling intervals or even adaptive schemes to accommodate the "stiff" conditions of the simulation to arrive at satisfactory results. 9, 10 The same difficulty arises when resorting to Fourier domain techniques to solve the reaction rate equation, as such techniques also require knowledge of the sampling resolution necessary to cover the essential bandwidth of the system. Furthermore, the correlation between the system bandwidth (or transfer function) of the reaction rate equation and the kinetic and thermophysical parameters of the medium and source parameters is not known or addressed in the literature. The determination of such a correlation would, however, be extremely beneficial not only to ensure accurate numerical evaluation and modelling of the reaction dynamics in materials and devices but also to provide a quantitative insight into the scaling of reaction times (i.e., in the phase-change case the crystallization times) with the device dimensions and the thermal and kinetic properties of the materials used in a particular device design. In this work, therefore, we develop a transfer function representation for the reaction rate equation of Eq. (1), during practical cooling/thermal relaxation schemes, that enables unambiguous identification of the reaction rate bandwidth (hence the required sampling interval for numerical simulations) along with, in the case of phase-change materials/devices, the correlation between key material/device properties and bandwidth (hence crystallization times).
We begin by deriving a very good approximate closedform solution for the reaction rate equation in Eq. (1), for the limit e ) 1 (where e is the normalized activation energy E/k B T 0 ) and assuming monotonically decreasing temperatures. The condition e ) 1 is satisfied by all phase-change materials of current technological importance (e.g., in Ge 2 Sb 2 Te 5 e $ 81-see Table I ) and which form the focus of our work. Moreover, monotonically decreasing temperatures arise in practical phase-change memory devices and materials following removal of the heat source (or turn-off), from ultra- fast heating followed by thermal relaxation, or during cooling from the melting phase. 11 Thus, the approximate closed-form solution to Eq. (1) derived here, and the resulting reaction rate transfer function derived using Laplace transform techniques, are very well-suited to real phase-change applications.
Direct integration of the rate equation in Eq. (1) yields the solutions
The integral I ¼ Ð t t 0 ¼0 expðehðt 0 ÞÞdt 0 and h(t) ¼ À1/h(t). Exact solutions to this integral are limited to constant and linearly increasing/decreasing temperatures. A very good approximation may be derived for a monotonically decreasing temperature with maximum near t ¼ 0 and e ) 1 by invoking Laplace's method. 12 Under these conditions, this method stipulates that for large e, only the immediate neighbourhood of t ¼ 0 contributes to the full asymptotic expansion of the integral I. Expanding h(t) around this maximum to first-order hðtÞ % hð0Þ þ th 0 ð0Þ, where h 0 (t) is the first derivative of h(t), and integrating I yields the approximation I % Àe ehð0Þ eh 0 ð0Þ ð1 À e eh 0 ð0Þt Þ;
where e ) 1 and h 0 (0) < 0 since the temperature is monotonically decreasing. Substituting Eq. (3) into Eq. (2) yields an approximate solution for the rate equation under these conditions. The approximation technique used to solve Eq.
(1) can be applied to other systems exhibiting Arrhenius temperature dependence such as the growth velocity in interface-controlled growth. 13 Any error in the approximate solution to Eq. (1) presented here can be estimated next by comparison with a numerical solution for Eq. (1) (or Eq. (2)). To solve (2) numerically, the integral I is re-written as a convolution with the unit-step function U(t À t 0 ) in the form
Þdt 0 , which can be integrated easily using the Fast-Fourier Transform (FFT). This choice of integration method highlights the need for knowledge of the bandwidth of the system to determine the necessary sampling interval for accurate evaluation of the Fourier transform. In this numerical example and in the analysis to follow, the normalized monotonically decreasing temperature, h ¼ T/T 0 , will be assumed to follow the exponential function:
with relaxation or thermal diffusion time constant t c (that includes the effects of the thermophysical parameters of the medium), and peak temperature h p ¼ T P /T 0 (which reflects the power delivered by the heat source). The exponential temperature distribution of Eq. (4) provides a realistic model of the temperature variation/thermal diffusion in optical and electrical phase-change systems 11, 14, 15 and has a temperature gradient that is not constant and is a function of the source peak temperature (unlike linear heating cases). This exponential temperature distribution also simplifies the mathematical analysis and yields closed-form expressions for the rate equation transforms. The influence of more detailed temperature histories (for example, a constant temperature preceding the exponential decay) can be easily included in this model as an initial condition v 0 in Eq. (2) for the determination of the subsequent reaction dynamics.
The material parameters used in this paper are for the Ge 2 Sb 2 Te 5 phase-change material frequently used in optical recording and phase-change memory devices (PCMs). This material experiences temperature distributions in the form of Eq. (4) during turn-off of laser and voltage pulse operations that determine the final crystalline fraction transformed from the starting amorphous phase. Typical kinetic and thermodynamic parameters for Ge 2 Sb 2 Te 5 are listed in Table I along with the assumed heat source parameters.
Thus, the predicted crystalline fraction as a function of time for a Ge 2 Sb 2 Te 5 material subjected to the temperature distribution of Eq. (4) and calculated using the approximate analytical solutions from Eqs. (2) and (3) is shown in Fig. 1 , for the reaction orders of n ¼ 1 and n ¼ 3. Also shown in the same figure are the results from the convolution based numerical approach; excellent agreement between the analytical and numerical approaches is achieved (maximum rootmean-square error is 0.4%) and therefore the approximate solutions in Eqs. (2) and (3) are used below to derive the reaction rate transfer function. Note that the sampling time for the numerical integration was chosen by progressively reducing it from a starting value of 1/eh 0 (0) $ 270 ps (rise time constant of I in Eq. (3)) until further reductions caused negligible changes to the numerical solution (at which point (2) and (3), compared to a solution using the convolution based numerical technique.
the sampling interval was 10 ps, a choice that is confirmed directly using the reaction rate bandwidth expression derived later). We now derive the reaction rate transfer function, and therefore the system frequency response, via the Laplace transform of Eq. (2). For first-order reactions (n ¼ 1), evaluating the Laplace transform of Eq. (2) (after substituting Eq. (3)) yields
e g g a cðÀa; gÞ;
where a ¼ s=eh 0 ð0Þ, g ¼ Ae ehð0Þ =eh 0 ð0Þ, and c is the incomplete Gamma function defined by the integral cða; zÞ ¼ Ð z t¼0 e Àt t aÀ1 dt. 16 For n 6 ¼ 1, the Laplace transform of Eq. (2), again using the approximation in Eq. (3), was found to be
where 2 F 1 ð:Þ is the Hypergeometric function. 16 The Laplace transform of the exponential temperature distribution, which is needed for the determination of the transfer function (which is defined as the ratio of the Laplace transform of the fraction transformed to the Laplace transform of the input temperature) is given by
Thus, for n ¼ 1, the reaction rate transfer function (v(s)/h(s)) is given by dividing Eq. (5) by Eq. (7) and simplifying
Since the focus of the analysis is on the sinusoidal frequency response at steady-state, the initial condition of the transformed fraction is assumed zero (i.e., v 0 ¼ 0) in the transfer function evaluation. For higher order reactions (n 6 ¼ 1), the transfer function is derived from Eqs. (6) and (7) and is given by
The gain of the transfer functions (or frequency responses) in Eqs. (8) and (9) is plotted in Fig. 2 as a function of angular frequency x (with s ¼ jx). The frequency responses in Fig. 2 exhibit a low pass filter effect and a reduction in the low frequency gain for an increased reaction order. At high frequencies, the effect of the reaction order becomes negligible and the gain rolls off at a rate of approximately 20 dB per decade.
The bandwidth of the reaction rate equation can now be estimated, from the frequency at which the high frequency response reduces to a given fraction of the low frequency limit. Evaluating the low frequency limit of the transfer functions in Eqs. (9) and (10) by setting s ! 0 yields
indicating a decrease in the low frequency gain with increasing reaction order as indicated in Fig. 2 (which corresponds to reduction in v at steady-state as indicated in Fig. 1 ). At high frequencies, the incomplete Gamma function in Eq. (8) and the Hypergeometric function in Eq. (9) can be expanded to second-order for s ! 1 with both yielding the high frequency limit
with a slope of À20 dB per decade as shown by the dashed line at high frequency in Fig. 2 . The bandwidth x B of the reaction rate equation is now determined at the frequency at which the high frequency response reduces to a fraction r of the low frequency limit by solving rL n ¼ HðsÞ, where r < 1, and setting s ¼ jx to yield:
h p rL n :
In the remainder of this paper, the system bandwidth is determined for r ¼ 0.1. Equation (12) explicitly illustrates the dependence of the essential bandwidth, and therefore the achievable crystallization time (or switching time in phasechange devices) on the kinetic and thermophysical parameters of the medium and on the heat source parameters. It also gives direct quantitative values for the required sampling frequency x s , and therefore sampling interval t s , necessary to properly sample the reaction dynamics according to the sampling theorem, i.e., x s ¼ 2p=t s > 2x B .
FIG. 2.
Gain versus frequency for the transfer functions in Eqs. (8) and (9). The dashed lines indicate the low and high frequency limits derived in Eqs. (10) and (11), respectively.
The effect of the kinetic material parameters, including activation energy e, frequency factor A, and reaction order n on x B is plotted in Fig. 3 . As e increases, x B initially decreases logarithmically, reflecting the slower reaction rate expected with increasing e and meaning that the sampling time (for accurate numerical simulation) is getting larger. Increasing the factor A (the probability of a molecule or "monomer" at energy E to be involved in the reaction) in this region increases x B by the same proportion to correctly follow the fast transients in the system. Figure 3 also reveals that x B reaches a minimum and then increases linearly with further increases in e (and independent of A). This is due to abrupt increases in reaction rate that can take place at high temperatures or over prolonged heating for large e, thus increasing x B to encompass these dynamics. The transition between the logarithmic and linear dependance of x B (minima in Fig. 3 ) happen approximately at e % ÀWðAhð0Þ =h 0 ð0ÞÞ=hð0Þ where W(.) is the Lambert function. 17 Increasing the reaction order n appears to cause negligible increases in x B for the parameters used here. The values of e for both Ge 2 Sb 2 Te 5 and AgInSbTe (common phasechange materials in use today) and their essential bandwidths are also shown in Fig. 3 for comparison. The influence, on the reaction rate bandwidth, of the thermal parameters of the medium (e.g., the dimensions, thermal conductivity and specific heat of the material and/or device structure) and the heat source power are included in the parameters t c and h p , respectively. Thus, Fig. 4 illustrates the variation in x B for Ge 2 Sb 2 Te 5 as a function of t c for a number of peak temperatures h P . Fig. 4 shows that x B increases with reductions in t c due to the consequent increase in the rate of v in response to larger temperature gradients. For large t c , however, the reaction rate is slow leading to reductions in x B . For sufficiently large peak temperatures (h p ¼ 2.8, 3 in Fig. 4 ), x B does not decrease indefinitely with increasing t c but remains constant at a minimum level to accurately sample the temperature gradients induced in the material by the high peak temperatures. Fig. 4 also illustrates the correlation between t c and the thickness of the phasechange layer in a practical phase-change optical disk stack 11 consisting of ZnS-SiO 2 /Ge 2 Sb 2 Te 5 /ZnS-SiO 2 /Si excited by a femtosecond laser. This illustrates that Eq. (13) can be used study the correlation and therefore scaling of x B (and hence crystallization/switching time) in a phase-change medium with the dimensions of the active layer, and/or with the thermal parameters of the medium in general.
Finally, we note that for the Ge 2 Sb 2 Te 5 parameters listed in Table I , Eq. (12) predicts bandwidths x B ¼ 2.5 Â 10 10 and 4 Â 10 10 rad/s for n ¼ 1 and n ¼ 3, respectively. The 10 ps sampling interval used for the correct numerical evaluation of the integral I satisfies these bandwidth requirements therefore illustrating the validity of Eq. (12) in predicting the essential bandwidth for the reaction rate equation. The approximate theory presented here therefore provides a general understanding and foundation for more complex simulations of reaction dynamics in materials (involving nucleation and growth for example). It is important to note that the theory presented here is valid for any class of monotonically decreasing temperatures with arbitrary relaxation time constant (not necessarily in the nanosecond range used in this paper) provided that e ) 1. Table I . FIG. 4 . Effect of the heat source parameters including thermal relaxation time t c and normalized peak temperature h p on x B determined using Eq. (12) . The kinetic parameters were fixed at the values in Table I 
