Abstract. Nowadays, the research of focused crawler approaches the field of semantic web, along with the appearance of increasing semantic web documents and the rapid development of ontology mark-up languages. Semantic focused crawlers are a series of focused crawlers enhanced by various semantic web technologies. In this paper, we make a survey in this research field. We discover eleven semantic focused crawlers from the existing literature, and classify them into three categories -ontology-based focused crawlers, metadata abstraction focused crawlers and other semantic focused crawlers. By means of a multi-dimensional comparison, we conclude the features of these crawlers and draw the overall state of the art of this field.
Introduction
Semantic web is a vision for the future of the web in which information is categorized and made comprehensible by various automated tools [11] .The major mission of the semantic web is to "express meaning" This demands that agents execute more intelligent operations on behalf of users [14] . A crawler is an agent which can automatically search and download webpages [4] . Focused (topical) crawlers are a group of distributed crawlers that specialize in certain specific topics [18] . Each crawler will analyze its topical boundary when fetching webpages.
Semantic web is an extension of World Wide Web with the purpose of expressing the meaning of the information [21] [22] . The technologies involved in the semantic web subsume (Extensible Markup Language) XML [24] , XML schema [25] , Resource Description Framework (RDF) [26] , RDF schema [27] , Web Ontology Language (OWL) [28] and SPARQL Protocol and RDF Query Language (SPARQL) [23] etc. Within them, the former four are employed to annotate web documents in order to convert them into semantic web documents; SPARQL is a RDF-based query language for querying the annotated documents [23] .
Recently, focused crawler approaches the are increasingly being used in semantic web, along with the appearance of increasing semantic web documents and the rapid development of ontology mark-up languages [9] [10] . We define semantic focused crawlers as a subset of focused crawlers enhanced by various semantic web technologies. In this paper, we carry out a thorough survey from the literature on semantics-focused crawlers and provide directions for future and further research in this area. Eleven semantic focused crawlers are discovered and are classified into three groups. According to their features, we make a comprehensive evaluation of these crawlers along six dimensions, and thus draw conclusions in the final part.
Semantic Focused Crawlers
In accordance with the respective characteristics of the eleven semantic focused crawlers, we categorize them into three classes -ontology-based focused crawlers [19] , metadata abstraction focused crawlers [20] , and other semantic focused crawlers, which are defined in Table 1 . From Section 2.1 to Section 2.3, we introduce the typical examples within these categories. The focused crawlers that utilize ontologies to link a crawled web document with the ontological concepts (topics), with the purpose of organizing and categorizing web documents, or filtering irrelevant webpages with regards to the topics [19] . Metadata abstraction focused crawlers
The focused crawlers that can abstract and annotate metadata from the fetched web documents, in addition to fetching relevant documents [20] .
Other semantic focused crawlers
The focused crawlers that employ other semantic web technologies than ontology-based filtering and metadata abstraction.
Ontology-based Focused Crawlers
In the existing literature there are four ontology-based focused crawlers, namely Yuvarani et al. [16] propose a new generation of focused crawler -LSCrawlerwhich makes use of ontologies to analyze the semantic similarity between URLs and topics. In the LSCrawler, an ontology base is built to store ontologies. For each query keyword, a Relevant Ontology Extractor retrieves the ontology base to find the compatible ontology. Then the matched ontology is passed to a Crawler Manager. Meanwhile, a Seed Detector sends the keyword to the three most popular search engines, and returns the retrieved seed Uniform Resource Locator (URLs) to the URL Buffer of the Crawler Manger. Based on the matched ontology and the retrieved URLs, the Crawl Manager then generates a multi-threaded crawler to fetch webpages by these URLs. Meanwhile, a Busy Server is configured to prevent repeatedly visiting URLs, which have already been visited. The fetched webpages are then stored into a Document Repository, and the fetched URL database is updated. Subsequently, a Link Extractor extracts all URLs and their surrounding texts from the fetched webpages, and sends them to a Hypertext Analyzer. Meanwhile the Porter Stemmer algorithm is used to remove stop keywords and extract terms from the texts. The Hypertext Analyzer then removes the URLs found in the fetched URL Database, and the extracted terms are matched with the concepts in the ontology, to determine the relevance of webpages to the keyword. Based on the relevance values, the URLs are ranked and then stored in the URL repository for further visit. In order to evaluate the framework of the proposed LSCrawler, the authors compare the performance of LSCrawler-based search engine with a full text-indexed search engine on the benchmark of recall. The results show that the LSCrawler has a 10% advantage on average.
Tane et al. [15] propose a new ontology management system -Courseware Watchdog. One important component of the system is an ontology-based focused crawler. By means of the crawler, a user can specify his/her preference, by assigning weights to the concepts of an ontology. By means of the interrelations between concepts within the ontology, the weights of other concepts can be calculated. Once a webpage is fetched, its text and URL descriptions are matched with the weighted ontological concepts. Thus, the weights of the webpage and its URLs are measured, ranked and clustered according to the concepts. In addition, the webpage relations can be viewed by linking the webpages to the ontology concepts that appear in the webpages.
Ganesh et al. [6] propose a group of metrics, with the purpose of optimizing the order of visited URLs for web crawlers. Three metrics are involved, which are combination importance metric, association metric and ordering metric. First of all, given a webpage p, the combination importance metric CI(p) can be computed as shown below: 
where d is a damping factor. For each URL u i in the webpage p, two association metrics AS(u i ) and AS(P) respectively evaluate the semantic relevance of the URL u i and the semantic relevance of webpage p based on a reference domain-specific ontology. These association metrics can analyze the link strength between parent and children webpages after the latter is downloaded, in order to refine itself. Finally, the URLs would be ranked according to an ordering metric O(u) that can be mathematically expressed below:
where b1, b2, b3 are constants, CI'(p) is the combination importance metric that evaluates the downloaded webpage p, P(u) is a function that returns all the parent pages of a URL u.
THESUS aims to organize online documents by linking their URLs to hierarchical ontology concepts, which are seen as thematic subsets [8] . A web crawler is used in the document acquisition component of the system. The working mechanism of this crawler is as follows: first, the crawler extracts the URLs and their descriptive texts from the initial set of documents; then the descriptive text of a URL are matched with one of the ontological concepts, and the URL is linked to concept. A threshold of maximum number of recursions or maximum number of documents is set in order to ensure that the process is not carried out endlessly. For a web document d j , the crawler extracts a set of terms k i (i = 1…n) with the respective weights n i extracted from the descriptive texts of the URLs pointing to the document. Then the document d j can be seen as the following set as: {URL, k i , n i } (i = 1…n). The similarity sim ct,ki between a concept c t and terms k i (i = 1…n) is computed as shown below:
where L(k i , c t ) is a function that returns all available couplings between terms k i (i = 1…n) and concept c t , s t is the indication-based weight of each concept c t .
Therefore, the web document d j then can be seen as a following set as: {URL, c t , sim ct,ki } (t = 1…m), which can be utilized for the following ontology-based document clustering.
In order to evaluate the crawler's framework, the authors compare its clustering efficiency with a keyword-based clustering approach based on the benchmarks of Fmeasure, rand statistics, preprocessing time and average clustering time. The result indicates that the THESUS crawler has a 0.12 advantage on F-measure, a 0.05 advantage on rand statistics, over 40 times faster on preprocessing time and 0.4s faster on average clustering time than the latter.
Metadata Abstraction Focused Crawlers
In the existing literature there are two metadata abstraction focused crawlers namely Vertical Portal crawler and CiteSeer crawler. In this section, we present an overview of these crawlers.
Francesconi and Peruginelli [5] propose Vertical Portal, with the purpose of providing both resources and available solutions and services to satisfy users' requirements, within the legal domain. In the system a metadata abstraction focused crawler is designed by the authors, to fetch the domain-specific web documents. Then a metadata generator automatically transforms the web documents into metadata, by means of extraction. The focused crawler is implemented by computing the probabilities that URLs are similar with predefined topics. The metadata format is in accordance with the Dublin Core (DC) scheme in its XML version. Then, with the purpose of document clustering, each document d can be represented as a vector of weights (w 1 , …, w n ), in which each weight could be one of the following three types:
 Binary weight δ(w, d) that indicates the presence/absence of a term w in a document.  Term frequency (tf) weight tf(w, d) that indicates the frequency of a term w appearing in a document.  Term frequency-inverse documents frequency (tfidf) weight tfidf(w, d) which can be mathematically computed, as shown below:
where freq is frequency of term w appearing in a document, maxfreq is the total number of terms appearing in the document, N is total number of documents and n is the number of documents where term w appears.
During the next stage, two document classification algorithms -Naive Bayes (NB) and Multiclass Support Vector Machines (MSVM) are adopted respectively for evaluation purposes. The results show that the latter has a 2.6% advantage than the former on accuracy.
Giles et al. [7] propose a niche search engine for retrieving e-business information, with the integration of CiteSeer technique. A set of crawling strategies, including Brute Force, Inquirus-based and focused crawlers are used to fetch web documents. The CiteSeer technique is used to parse citations from the downloaded documents, and then create metadata based on the documents. To enhance the quality of metadata, the Support Vector Machine (SVM) algorithm is chosen to extract metadata, in comparison with the Hidden Markov Model (HMM) algorithm. Based on a small training set of words, the SVM model shows better performance than the HMM on accuracy.
Other Semantic Focused Crawlers
The following focused crawlers all have their own unique features that differentiate them from the previously discussed ontology-based crawlers and metadata abstraction crawlers, and therefore cannot be grouped them. From the literature, there are five such crawlers, namely Lokman crawler, the crawler proposed by Liu et al., Web Spider, Digital Library crawler and BioCrawler, Can and Baykal [2] propose a medical search engine -MedicoPort -which employs a topical web crawler -Lokman. Lokman is responsible for collecting the medical information while limiting the scope of linking URLs. By means of the concepts from a Unified Medical Language System (UMLS) [29] , Lokman can identify the links relevant to the medical domain. For each fetched document, a Document Parser extracts the links from it. For each fetched webpage, its relevance value to the UMLS concepts are estimated based on the concept frequencies, concept weights, and the relevance value of the contained URLs. The URL relevance values are evaluated by a Link Estimator, based on the relevance between the texts within the URLs and the UMLS concepts. Then a URL Frontier determines the order of URL queue, based on their relevance values. Lokman then fetches the URLs within the URL queue. The performance of Lokman is tested by the comparison between two reevaluation algorithms -IncrementValues which regards the sum of link relevance values for a link as its link value, and GetGreater which regards the maximum value as the link value. Two situations, which are direct links included and excluded out of the seed URLs, are tested by means of the two re-evaluation algorithms. In comparison with a simple best search crawler, Lokman shows significant improvement in both the situations.
Liu et al. [12] propose a learned user model-based approach to assist focused crawlers to predict relevant links based on users' preference. Three components are involved in their architecture, which are User Modeling, Pattern Learning, and Focused Crawling. In the User Modeling, the system observes the sequence of uservisited pages with regards to a specific topic. A web graph is drawn, which consists of nodes that represent the webpages user-visited, and edges that represent the links among the webpages, in order to analyze user browsing pattern. In addition, the nodes are highlighted when users regard them as relevant. In the pattern leaning, the Latent Semantic Indexing (LSI) model is adopted to cluster the documents to several groups, and to reveal the topic for each cluster and the relationship between the identified topics. Meanwhile an Expectation-Maximization (EM) algorithm is used to optimize the clusters. Then a Hidden Markov Model (HMM) algorithm is used to estimate the likelihood of the topics directly or indirectly leading to a target topic. The mathematical representation of the HMM [32] is described as follows:
Let S = (T n-1 …T 0 ) be n hidden states of reaching an object, O = (o 1 …o m ) are m visible states associated with two conditional probability distributions P(s j |s i ) and P(o|s j ), then the Initial Probability Distribution Matrix P = {P(T 0 )… P(T n-1 )}, the Transition Probabilities Matrix A = [a ij ] n×n , where a ij = probability of being in state T j at time t+1, given that the observer is in state T i at time t, and Emission Probabilities Matrix B = [b ij ] n×m , where b ij = probability of seeing cluster j if the observer is in state T i . The probabilities are estimated by maximum likelihood with ratio of counts, which can be shown mathematically as follows:
where
In the focused crawler, the HMM is used to find the most likely state sequence in state s at time t+1 given the observed webpage sequence which can be mathematically shown below:
where maxδ(s, t) is the maximum probability of all sequences ending at state s at time t, P(s|s') and P(o t+1 |s) are transition probabilities and emission probabilities.
In the Focused Crawling, a focused crawler downloads the page linked to the first URL in its URL queue, and computes the page's reduced LSI representation. It then downloads all the children pages and clusters them by means of the K-Nearest Neighborhood algorithm to obtain the corresponding Visit Priority Value based on the learned HMM. In comparison with a Best-First search crawler, the crawler shows significant advantage on precision [13] .
Cesarano et al. [3] propose an agent-based semantic search engine. In their proposed methodology, the query keywords are sent to a traditional search engine and the retrieved URLs are returned. One of the components of the search engine -Web Spider -can download all pages by URLs and then visit all children pages pointed by the URL, which traditional search engines can not reach. The web spider uses a Web Catcher which follows links to visit web pages. Then the web pages are stored in a Web Repository, and the unvisited links parsed from the web pages are visited next time. The whole crawling procedure stops when a predefined depth parameter is reached. Then a Document Postprocessor extracts the useful information for each downloaded page, including the title, content and description; a Miner Agent ranks these pages according to the similarities between the pages' information and a userpredefined search context. The tool used for computing similarity values is the group of ontologies stored in a Semantic Knowledge Base, which has weighted relations between concepts. The similarity between concepts c i and c j are obtained by (9) shown below:
where n is the number of existing paths between c i and c j , m i is the number of edges in these paths and P ij is the weight on each edge. The semantic relevance of a webpage is considered to be a function of single-word concepts, which consists of the following processes:
 The title, content and description of a webpage are extracted as a sequence of concepts.  The Normalized Probabilistic Distance between each pair of concepts can be computed by (10) shown below: 
where DIST(c i , c j ) is the distance between the words representing concept c i and c j .
 The Semantic Grade of a webpage can be computed by (11) shown below:
where NC is the number of concepts appearing in the webpage.  Then the Semantic Grade is normalized by (12) shown below:
 Finally, the Normalized Semantic Grade for a webpage can be mathematically shown as follows:
where t is the title of the webpage, c is the content of the webpage, k is the keywords of the webpage, d is the description of the webpage and ρ t + ρ c + ρ k + ρ d = 1. Zhuang et al. [17] propose to use publication metadata to guide focused crawlers to collect the missing information in digital libraries. The whole procedure is as follows: when a request for retrieving the publications in a specific venue is sent by a user; a Homepage Aggregator queries a public metadata repository, and returns some Metadata Heuristics for a focused crawler to locate the authors' homepages, it also returns a list of URLs to a Homepage URL Database; then the focused crawler fetches the publications by means of the seed URLs and stores them in a Document Database.
Batzios et al. [1] propose a vision of crawler -BioCrawler -working in the environment of semantic web. BioCrawler extends from the focused crawler, which is a group of distributed crawlers over the web, which is seen as an entity of "vision, moving, communication abilities", and an up-to-date knowledge model when browsing web content. Vision is the scope of domains which one BioCrawler can visit, in the form of web page link vectors. Thus, BioCrawler's movement is controlled by their visions. A Rule Manager agent is configured to determine the best rule (route) upon a crawler's request, based on the strength parameter of each available route plan. The knowledge model mechanism in BioCrawler is composed of a classifier that stores the information regarding rules, and a classifier evaluator which calculates the amount of semantic content grabbed by following the rules, also called the rules' strength. In order to evaluate its framework, the BioCralwer is compared with a dump crawler on the benchmark of crawler energy that is defined as the amount of webpages crawled per unit of bandwidth. Two experiments are implemented, which respectively compare the crawler energy of the two crawlers during 30,000 website visited and their average crawler energy during 100 random restarts. Both of the experiment results show that the BioCrawler outperforms the dump crawler.
In the following sections, we make a comprehensive comparison to the introduced semantic focused crawlers by their categories. Based on their typical features, we choose the seven dimensions below for comparison: domain of application (e.g., business, medicine etc.), working environment (e.g., Google crawler for Google, Yahoo crawler for Yahoo etc.), special functions, technologies utilized, evaluation methods, evaluation results, and finally our comments or suggestions to the crawlers.
Comparison of the Ontology-based Focused Crawlers
We would like to observe that most of the ontology-based focused crawlers are designed for general domains. Some of them are encapsulated in larger systems, and others are designed as separate tools. Ontology is mostly used to match the fetched URLs or webpages with the predefined topics (ontological concepts), by means of computing the similarity value between the ontological concepts and the fetched URLs or webpages. In addition, the weight of some ontological concepts can be defined by users to highlight users' preference. While most of the crawlers do not provide evaluation methods and results, those that provide make use of precision and recall as primary metrics to measure the performance of such crawlers. As a whole, the ontology-based focused crawlers show obvious progress, compared with some full-text crawlers. We suggest that the crawlers' designers should provide more technical details regarding their evaluation process and results, in order to consolidate the crawlers. The detailed comparison results of the ontology-based crawlers are shown in Table 2 (see appendix).
Comparison of the Metadata Abstraction Focused Crawlers
From this comparison it is found that the metadata abstraction crawlers mostly work in the specific domains and capsulated in more comprehensive systems. Due to the specialty of documents fetched, they need to convert the domain-specific document into more meaningful metadata. Various technologies are utilized for document classification and metadata abstraction. Whilst some crawlers do not provide their evaluation details and results, from the existing evidence based on the preliminary survey, we still can observe its prime performance. It is suggested that the authors should disclose their evaluation details and results. The detailed comparison results can be found in Table 3 (see appendix).
Comparison of the Other Semantic Focused Crawlers
The ungrouped crawlers display the flexibility of the application of semantic web technologies in focused crawlers. Most of the crawlers are applied as part of a larger system in a specific domain, such as search engine, knowledge portal and so forth. Differing from the traditional focused crawlers, they have some special functions, such as estimating the similarity values between documents/URLs and ontology concepts/user-predefined context, indexing the unvisited URLs based on ontology concepts and users' preference, seeking the missing documents in a metadata base. Multiple semantic web technologies are used, including ontologies, similarity and clustering algorithms, as well as metadata heuristics. The primarily used evaluation method is to compare the harvest rate or precision with a Best-First Crawler or Breadth-First Crawler and nearly all of them show significant advantages. However, the disadvantages are also obvious: some crawlers contain many complex algorithms or operations which may affect their efficiency; some need more testing, considering the obvious variation in different environments; some should provide metadata abstraction function for the interdisciplinary knowledge sharing. The detailed comparison results can be found in Table 4 and 5 (see appendix).
Conclusions and Recommendations Toward the Comparison of Semantic Focused Crawlers
From the respective comparison of three clusters of crawlers, the conclusions with regard to the features and situation of the semantic focused crawlers are made as follows: First of all, let us emphasize on the features of each category of crawlers with semantic web technologies. For the ontology-based focused crawlers, the utilization of semantic web technologies mainly focuses on the use of ontology for linking webpages/URLs with topics (ontological concepts), indexing webpages based on estimating the similarity values between webpages and ontological concepts, or analyzing users' preference, in order to provide personalized crawling services; for the metadata abstraction focused crawlers, the utilization focuses on annotating the parsed and extracted web information with the ontology mark-up languages; for the category of other semantic focused crawlers, ontology can be used to calculate the similarity values between webpages or between webpages and queries etc..
Next we conclude the comparison results of the semantic focused crawlers from the dimension of domain, working environment, evaluation method and result. The domains where the semantic focused crawlers work can be divided into two categories -general and specific domain. They are designed either as a part of a complex system, such as search engine, or only as a tool that can be used independently or as a plug-in for any systems. The evaluation methods focus on the traditional methods in information retrieval -precision and recall. By means of the comparison with the traditional full-text, Best-First or Breadth-First crawlers, the significant advantages of the series of semantic crawlers are indicated directly. However, apart from the advantages, the disadvantages are obvious -many proposed models are not tested, which reveals that this field is not mature yet.
In the backdrop of these semantic focused crawler shortcomings, we recommend that these researchers should disclose their evaluation details and compare their crawlers with other crawlers without semantic technological supports, in order to validate the feasibility and applicability of their research.
In this paper, we carried out a detailed survey in the field of semantic focused crawlers. According to the literature, we classify the existing semantic focused crawlers into three primary categories -ontology-based focused crawlers that determine the relevance of web documents by analyzing their relevance to ontology concepts, metadata abstraction focused crawlers that employ ontology mark-up languages to convert HTML documents into semantic web documents, and other semantic focused crawlers that have unique applications of semantic web technologies. Based on a thorough literature analysis, we found eleven crawlers in this domain. The working mechanism of each of these research crawlers is explained in detail.
In order to perform a comparative analysis of these crawlers, for each category of crawlers, identified six key attributes for comparison and evaluation purposes. These are the domain, working environment, special functions, technologies utilized, evaluation methods and evaluation results. We observed that the ontology-based focused crawlers focus on using ontology for linking webpages/URLs with topics (ontological concepts), indexing webpages based on estimating the similarity values between webpages and ontological concepts, or analyzing users' preference, in order to provide personalized crawling services. Additionally, we observed that the metadata abstraction focused crawlers focuses on annotating the parsed and extracted web information with the ontology mark-up languages; other semantic focused crawlers employ ontology to calculate the similarity values between webpages or between webpages and queries etc. By means of this comparison, we came to the conclusion that these semantic focused crawlers have significant advantages in contrast to the traditional crawlers. However, some researchers do not disclose their evaluation details and results, which indicate the "blueprint" stage of the semantic focused crawler research.
In conclusion, on one hand, the application of semantic web technologies achieves undebatable progress in the field of focused crawler research; on the other hand, it is still far away to claim success to researchers, which reveals the state of the art in this field. Comparing precision with a BestFirst crawler.
Evaluation Results
Better than the Best-First crawler on overall harvest rate.
Significantly advantageous on precision than the Best-First crawler.
Comments/ Suggestions
Provide semantic functions for the fetched webpages.
Too many algorithms adopted could affect the overall efficiency.
