Ecological engineering is an emerging study of integrating both ecology and engineering, concerned with the design, monitoring, and construction of ecosystems. In recent years, the threat to amphibian animals is becoming more and more serious. In particular, the loss of habitats caused by changes to the way land is used by human beings has hit amphibians particularly hard. Amphibians are known to be particularly vulnerable to human activities because they rely on both terrestrial and aquatic habitats for survival. With the increasing development of many areas in recent years, concrete structures are often installed along water bodies in order to increase the safety of local residents. The construction of concrete banks along rivers associated with human development has become a serious problem in Taiwan 
INTRODUCTION
Taiwan is a continental island, located between the southeastern coastline of mainland China and Japan's Ryukyu Islands. With diverse terrain and wide range of vertical elevations, Taiwan has tropical, subtropical, temperate, and frigid climate zones. These unique geographical conditions, coupled with the effect of habitat isolation, gave Taiwan its high biodiversity [2] .
The emerging discipline of ecological engineering is ameaning of Ecological engineering is "the design of sustainable ecosystems intends to integrate human society with its natural environment for the benefit of both." The increase of human population is transforming many native environments into human-dominated landscapes. Environmental impacts of human activities are readily apparent, causing dramatic changes in patterns of species composition, abundance, and diversity in various ecosystems [5] [6] [7] [8] [9] .
In recent years, the major concern has been focused on the global decline of many amphibian populations [10] [11] [12] [13] [14] [15] [16] [17] . It is well known that habitat destruction is the major cause of amphibian extirpations, and many amphibian species are currently under-going population declines, range reductions, and even extinction [18] Declines in amphibians could have a critical impact on other organisms due to their contribution to trophic dynamics in both terrestrial and aquatic communities. Researchers in many countries have attempted to investigate the reasons of decreasing amphibian populations, and seek possible solutions to manage and restore their habitats [19] [20] [21] [22] .
Amphibians have long played important roles in Taiwanese ecosystems [23] [24] [25] [26] . Because amphibians live both in water and on land, the quality of bank between these two areas is crucial to their survival. In recent years, threats to amphibian habitat, such as concrete being applied as a construction material on lakeshores, have become increasingly serious. These threats have resulted in alterations of the habitats on which amphibians rely. However, very little research considering the effect of these structures on the decline of amphibian populations in Taiwan has been performed.
Hou et al. [25] used endemic species, Chirixalus idiootocus, as an indicator to understand the relationship between amphibian behavioral capacity and environment factors. They found that substrates and weather conditions are important factors in the activity of C. idiootocus, and indicated that more comprehensive studies and experiments involving different species should be performed to further examine how local climate and lakeshore and stream bank conditions affect activities of amphibians. This will lead to better management of river banks, especially when considering the degree to which many urban rivers are modified.
Chang et al. [27] selected eight species of amphibians and investigated their climbing abilities in an effort to improve lake and river bank designs. They evaluated their climbing abilities on five angles of bank slopes, identified relationships between an amphibian's climbing ability and different surface substrates of banks, i.e. Japanese silvergrass (Miscanthus floridulus) mixed with moss, cobblestone, wood (Philippine mahogany), clay, and concrete, under high humidity and different temperatures to simulate changes across the four seasons.
The major objective of this study is to improve the understanding of the climbing abilities of amphibians. An endemic species, Buergeria robusta, was chosen to investigate whether the climbing abilities can be estimated by using the physical characteristics of amphibians. In this paper, we used Artificial Neural Network to simulate the climbing ability of Buergeria robusta. Besides, Grey System Theory [28] is also adopted to improve the performance of Artificial Neural Network. The results could provide a useful material for engineers involved in future engineering of aquatic banks, and to suggest substrates and inclines that will promote amphibian conservation and habitat management.
MATERIALS AND METHODS

Sampling and Grouping
In this study, a Taiwan endemic species, Buergeria robusta, was chosen for investigation. In particular, this frog was a protected species in Taiwan before 2008 mainly due to the habitat loss. Although the amount of this amphibian has increased these years, it is still necessary to collect sufficient materials in order to protect their habitat. Sample numbers and measurement periods were determined based on patch and on-site sampling methods proposed by Lue [23] . Using the Amphibians Resource Survey Handbook [23] , the quantitative requirements of biological sampling were adopted for field tests [29] .
30 male and 10 female frogs were gathered in Wulai Distribution (located at north of Taiwan). The 40 collected creatures were numbered and kept in aquariums. Since the creatures' behavioral capacity may be affected by long-term laboratory observations [23, 29] , the subsequent laboratory experiments were performed within 14 days after the capture of the creatures. All the creatures were then returned to the original site after the experiments were completed.
Experiment
The body height, weight, high jump and long-jump ability were measured and recorded (as shown in Table 1 ) before grouping. An electronic scale and a Vernier caliper were used to measure the samples' body weights and straight body lengths, respectively. Jumping heights were measured using paper tubes of diameters ranging from 5 to 18 cm reeled from 1 mm thick cardboard, with heights ranging from 3 to 60 cm. The height difference between each paper tube was 2 cm. Using grass as a stimulus, five jumps were surveyed at 1 min intervals, and the average jumps was measured [26] . The climbing ability of the amphibians was tested using a simple apparatus [30] (Figure 1) and then divided by individual body weight ( Table 1 ). The substrate is chosen to be Japanese silvergrass (Miscanthus floridulus) and the bank slope on amphibians' climbing ability is chosen to be 15˚ in this pilot study [27] . Each organism was swathed in wet cloth and fastened to an electronic spring scale by a cotton string. The climbing ability was measured by pulling the scale gradually at 1 min intervals. The unit of measurement was N,and the mean value of five jumps were calculated. During all trials, the amphibian's skin remained wet throughout the process. input and discrete data [31] . Consequently, grey-relational analysis is a measurement method to discuss the consistency of an uncertain discrete sequence and its target. In a given group for Grey relational analysis, all the sequences should comply with the comparability conditions of non-dimensional, scaling and polarization [28] . The results (Table 1) showed that the physical characteristics and climbing ability between male and female frogs are quite different. For example, the average weight of the male frogs is 11.42 (g), while the value is 40.31 (g) for the female frogs. The ratio of average male weight to female weight is 28.33%. Besides, it can found that the jump ability and climbing ability performed by female frogs are better than male frogs. Due to the obvious differences between the male and female frogs, only the data of the male frogs have been chosen in the analysis of Artificial Neural Network.
The Comparison of Sequence
Assure a sequence meets the following three conditions; this sequence is regarded to be comparable.
Non-dimensional: Factors must be processed to become non-dimensional.
Scaling: The values of each sequence belongs to the same order (order difference cannot be greater than 2) Polarization: Factor description of sequence should be in the same direction.
Grey-Relational Analysis 2.5. Grey-Relational Generation
The Grey theory established by Dr. Deng includes Grey relational analysis, Grey modeling, prediction and decision making of a system in which the model is unsure or the information is incomplete [29] . It provides an efficient solution to the uncertainty, multi-input and discrete data problem. The relation between machining parameters and machining performance can be found out using the grey-relational analysis. And this kind of interaction is mainly through the connection among parameters and some conditions that are already known. Also, it will indicate the relational degree between two sequences with the help of grey-relational analysis.
First, generate the measurement space factor from the original sequence factor in a process known as grey-relational generation [28] . This can be divided into three types: larger-the-better, smaller-the-better and nominalthe-better by characteristics.
Larger-the-better grey-relational generation: the maximum of the sequence factors is the ideal factor.
Smaller-the-better grey-relational generation: the minimum of the sequence factors is the ideal factor. Grey-relational analysis [28] is mainly used to conduct a relational analysis of the uncertainty of a system model and the incompleteness of information. It can generate discrete sequences for the correlation analysis of such sequences with processing uncertainty, multi-variable
OPEN ACCESS
Nominal-the-better grey-relational generation: the one in line with the target value of the sequence factors is the ideal factor.
where OD is the target value;
is the data after grey-relational generation;  max X p is the maximum value of the original sequence factor;
X p is the minimum value of the original sequence.
Grey-Relational Degree
The grey-relational degree [28] is used to measure the correlation between the measurement space factor and reference sequence after a grey-relational generation of the discrete sequence. The grey-relational degree can be divided into two types of localized grey-relational degree and globalized grey-relational degree. This paper used the localized grey-relational degree in analysis.
Suppose that . The grey-relational coefficient is defined as
where : The absolute value of the minimum difference of the comparison sequence and the reference sequence; min  max  : The absolute value of the maximum difference of the comparison sequence and the reference sequence;
The absolute value of the difference of the comparison sequence and the reference sequence;
The main purpose of  is to adjust the difference between oi  and . Usually, this value is equal to 0.5. max  Finally, the grey-relational grade is obtained by calculating the average value of the grey-relational coefficient for n comparison sequences is obtained as below:
Grey-Relational Rank
After the grey-relational grade is calculated, we can rank the sequence based on the above values, and this procedure is called gray-relational rank [28] . If the two sequences are identically coincidence, then the value of grey relational grade is equal to 1. The grey relational grade also indicates the degree of influence that the comparability sequences could exert over the reference sequence. Therefore, if a particular comparability sequence is more important than the other comparability sequences to the reference sequence, then the grey relational grade for that comparability sequence will be higher than other grey relational grades. Grey analysis is actually a measurement of absolute value of data difference between sequences, and it could be used to measure approximation correlation between sequences.
Artificial Neural Network
Artificial Neural Network (ANN) [32] is a computing system that uses a large number of artificial neurons imitating natural neural ability to deal with an information network by computing system. It is composed of a large number of highly interconnected processing elements (neurones) working in unison to solve a specific problem. It is a technique that can analyze a large number of materials and build the relation between the input parameters and output terms [33] , no matter whether the relationship is linear or non-linear. Therefore, it has wide application in many issues like optimization questions, distinguishing and classification, prediction models, and the approximate value of functions [34] [35] [36] indicated that the ANN method can model the nonlinear relationship between the input parameter and output terms.
The Back-propagation neural networks (BPNN), a branch of ANN, are neural networks capable of learning and recall. BPNN have been successfully applied in many areas, such as the analysis of biomechanics [37] , analysis of computing muscular signals [38] , and study of human gait patterns by adopting BPNN to distinguish leg length [39] . Wu et al. [40] suggested that the Back Propagation Neural Network (BPNN) is one of the most frequently utilized ANN methods for prediction because of its many advantages, including high learning accuracy, fast response, ease usability, and a capacity for dealing with complex and nonlinear data relationships. In general, the BPNN contains three parts, including one input layer, one or more hidden layers, and one output layer. The neurons in each layer are fully interconnected by connection strengths called weights which express the relative importance of each input to a processing element. The process of training a neural net-work involves adjusting weights to minimize the difference between the targets and the outputs. By repeating the learning process, the network learns the correct values of weights, finally obtaining the optimal outputs. The BPNN belongs to a multilayer feed-forward network, and its learning process usually adopted the steepest-descent method to amend weights and quickly minify errors to obtain the optimum function.
USING THE GRA TO IMPROVE THE BPNN
The procedure of using grey-relational analysis (GRA) to improve the accuracy of BPNN is shown below: (1) Prepare the original data for grey-relational analysis (2) Checking the comparability conditions needed for grey-relational analysis (3) If the answer of item 2 is Yes, the original data can be used to proceed the grey-relational analysis. 
DESIGNING THE BPNN MODELS
Procedure of Designing BPNN Models
Designing BPNN models follows a number of procedures. Generally, there are four basics steps: 1) collecting data, 2) building the network, 3) train, and 4) test performance of model.
Building the Network
The network of this study was composed of three layers: input layer, hidden layer, and output layer (Figure 2) . In this study, there were 4 neurons (Figure 3) in the input layer (height, weight, high jump and long-jump ability), and 1 neurons in the output layer (climbing ability per gram of body weight, 10 −2 N/g). The number of neurons in that hidden layer is calculated in the following three ways: 1) the mean of the neurons in the input and output layers; 2) the sum of the neurons in the input and output layers; and 3) twice the sum of the neurons in the input and output layers. The MATLAB 7.0 software is used since it not only provides numerous ready-to-use algorithms for most methods of data analysis but also allows the existing routines to be modified and expanded.
Training the Network
During the training process, the weights are adjusted in order to make the actual outputs (predicated) close to the target (measured) outputs of the network. To prove that the BPNN had a good learning effect, the samples of the subjects (frogs) were divided into two groups (training and testing samples) in ratios of 75:25. In the network, the training function available in Matlab 7 .0 which adopted is the TRAINLM, adaption learning function is LEARNGDM, performance function is MSE, and the transfer function is TANSIG [41] . As can been seen in MATLAB User's Guide that TRAINLM is a network training function that updates weight and bias values according to Levenberg-Marquardt optimization. LEAR-NGDM is gradient descent with momentum weight and bias learning function. MSE is a network performance function. It measures the network's performance according to the mean of squared errors. TANSIG is hyperbolic tangent sigmoid transfer function [41] .
Testing the Network
The next step is to test the performance of the developed model. At this stage unseen data are exposed to the model. In order to evaluate the performance of the developed BPNN models quantitatively and verify the accuracy in performance, the mean square error (MSE), the root mean square error (RMSE), the mean absolute error (MAE), and the mean absolute percentage error (MAPE) were adopted [42] . MSE provide information which is a measure of the variation of predicated values around the measured data. The lower the MSE, the more accurate is the estimation. MAE is a quantity used to measure how close forecasts or predictions are to the eventual out-comes. The lower the MAE, the more accurate is the estimation. The mean absolute percentage error (MAPE), also known as mean absolute percentage deviation (MAPD), is a measure of accuracy of a method which used the actual value as the denominator in the equation. This has made MAPE very easy to interpret and reflect the accuracy of the model.
where t F is the forecast value and is the actual value.
t P
NUMERICAL STUDY AND RESULTS
The weight, length, high jump, long jump and climbing ability of frogs obtained from experiment ( Table 1) are chosen for grey-relational analysis and BPNN analysis. To satisfy the scaling of comparability condition, the original climbing ability is selected in the grey-relational analysis. It can be seen that the above original data has satisfied the comparability conditions (i.e. non-dimensional, scaling and polarization); therefore, the process of grey-relational generation is not necessary. In addition, as the localized grey-relational degree is adopted, the next step is to calculate reference sequence. In this study, the reference sequence was obtained using the average values of 30 male frogs (see Table 1 ). For example, the first value of reference sequence was 11.42 (see Table 2 ) which is the average weight of the 30 male frogs.
The results obtained by grey-relational analysis are shown in Tables 3-5. Table 3 shows the difference of the comparison sequence and the reference sequence. Table  4 shows the grey-relation grade calculated by using Eq.5. It can be seen that the minimum value of grey-relation grade is 0.7911 for frog No. 9 and the maximum value of grey-relation grade is 0.9468 for frog No. 28. Table 5 shows the grey-relational rank based on the above grey-relation grade. It can be seen that the Rank 1 is frog No. 28, Rank 2 is frog No. 13 and Rank 30 is frog No. 9.
As stated before, to prove that the BPNN had a good learning effect, the samples of the subjects (frogs) were divided into two groups (training and testing samples) in ratios of 75:25. As the total number of male frogs is 30, the number of frogs in the training and testing groups can be calculated to be 23 and 7, respectively. In order to understand whether the grey-relational analysis can im- Table 3 . The difference of the comparison sequence and the target sequence. After the grey-relational analysis is completed, the next step is to investigate the performance of the developed BPNN models. Tables 8 and 9 showed the computed values of MSE, RMSE, MAE and MAPE for the developed BPNN models considering different network structures of samples. For the network structure identification used in the fourth column of Tables 8 and 9 , the first number indicates number of neurons in the input layer, the last number represents neurons in the output layer, and the numbers in between represent neurons in the hidden layer.
During the training process, we noted that model 1 seems to be the best (see Table 8 ) among the three investigated BPNN models (model 1 -3) as it yields the lowest values of MAPE (0.005341). Figure 4 gives further evidence that model 1 is the best among the three models.
During the testing process, again, we can see that model 1 (see Table 9 and Figure 5 ) is the best among the three models as it yields the lowest values of MSE (0.00153), MAE (0.03543) and MAPE (0.21632). Model 3 achieve the worst performance as it has the largest values.
Based on the above results, model 1 was adopted to investigate whether the grey-relational analysis can im- Table 12 and Figures 6-8 . Table  12 and Figures 6-8 showed that the application of greyrelational analysis before the BPNN analysis does im- We can see that network structures 4-5-1 ( Table 12 and Figure 7 ) and 4-10-1 ( Table 12 and Figure 8 ) have exactly the same trend as network structure 4-3-1 ( Table 12 and Figure 6 ).
The above results showed that the grey-relational analysis does not improve the of BPNN models in the training stage, but it does improve the results of BPNN models in the testing stage. It is reasonable to believe that the grey-relational analysis can improve the performance of BPNN. However, the above results of BPNN in the training stage should be further investigated to obtain more information to understand the above phenomenon. Figure 9 shows the climbing abilities of frogs in the training stage obtained from BPNN and experiment for model 1. It can be seen that the numerical results have shown good agreement with experimental results. Figure  10 shows the climbing abilities of frogs in the testing stage obtained from BPNN and experiment for model 1. Again, it can be found that the numerical results have shown reasonable agreement with experimental results.
CONCLUSIONS
In this study, we apply Grey system theory and the Back-propagation neural network (BPNN) to investigate number of neurons in the hidden layer of samples are adopted. The results showed that the grey-relational analysis can be used to improve the simulation results of BPNN models.
In addition, BPNN models can be used to predict the climbing ability of Buergeria robusta with the input physical characteristics. The results obtained from this study can improve the communication and understanding of engineers and ecological researchers. In addition, they can provide further useful materials for engineers involved in future ecological engineering designs of banks throughout the world.
