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Resumen
El control coalicional es una rama incipiente del control distribuido donde los distintos agentes se agrupan de forma dinámica
en coaliciones en función de los enlaces de comunicación activos/inactivos en cada instante de tiempo. Gracias a ello, se reduce la
carga de comunicación sin comprometer las prestaciones del sistema. En este tutorial, se analizan las principales caracterı́sticas de
estos esquemas dentro del marco de la teorı́a de juegos cooperativos, estando el juego definido por la función de coste a optimizar
en el esquema de control, y correspondiendo los jugadores bien a los enlaces de comunicación o bien a los propios agentes. En este
contexto, se estudiarán diversas herramientas de teorı́a de juegos cooperativos, con objeto de clasificar jugadores, imponer restric-
ciones en los mismos, proponer vı́as de cálculo más eficientes, realizar particionado de sistemas, etc., examinando las caracterı́sticas
más relevantes presentadas por cada herramienta.
Palabras clave: Control coalicional, Control por agrupamiento, Control distribuido, Control óptimo, Realimentaciones lineales,
Teorı́a de juegos cooperativos, Valor de Shapley, Desigualdades matriciales lineales.
Coalitional control in the framework of cooperative game theory
Abstract
Coalitional control is a fairly new branch of distributed control where the agents merge dynamically into coalitions according to
the enabled/disabled communication links at each time instant. Therefore, with these schemes there is a reduction of the communi-
cation burden without compromising the system performance. In this tutorial, the main features of these schemes will be introduced
in the framework of cooperative game theory, being the game related to the cost function that is optimized by the control approach,
and with the players corresponding to either the communication links or the agents involved. In this context, several cooperative
game theory tools will be considered in order to: rank the players, impose constraints on them, provide more efficient ways of
calculation, perform system partitioning, etc., hence analyzing the main features related to each tool.
Keywords: Coalitional control, Control by clustering, Distributed control, Optimal control, Linear feedbacks, Cooperative game
theory, Shapley value, Linear matrix inequalities.
1. Introducción
La teorı́a de control y la teorı́a de juegos son dos ramas in-
terdisciplinarias de la ingenierı́a y las matemáticas que lidian,
respectivamente, con el comportamiento de sistemas dinámicos
mediante el uso de dispositivos conocidos como controladores,
y con situaciones de conflicto o de cooperación llamadas jue-
gos, mantenidas entre entidades inteligentes y racionales o ju-
gadores (Muros, 2019). En este tutorial se interrelacionan am-
bas disciplinas asumiendo fundamentalmente que los controla-
dores –o sus conexiones– son los jugadores de un determinado
juego. Para ello haremos uso de esquemas de control óptimo,
que persiguen optimizar un cierto ı́ndice de coste, y aplicaremos
técnicas de realimentación lineal del vector de estados. Nótese
que los problemas derivados de la comunicación, como velo-
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cidades de datos, tecnologı́a y seguridad de la red, o retardos y
pérdida de paquetes, que están dentro del ámbito de los sistemas
de control en red o networked control systems (NCSs) (Zhang
et al., 2020), no serán abordados en este trabajo.
Tradicionalmente, los esquemas de control óptimo se han
implementado de forma centralizada, i.e., un único controlador
gobierna el sistema completo. Es obvio que si se asume acceso
ilimitado a toda la información del sistema en cualquier instan-
te, las soluciones centralizadas ofrecen las mejores prestacio-
nes (Maestre, 2010). Sin embargo, hay muchos escenarios don-
de no es posible trabajar con esquemas centralizados debido a
cuestiones como complejidad del sistema, extensión geográfica
o privacidad, cobrando sentido las propuestas no centralizadas.
En este caso, el problema de control se divide en piezas más pe-
queñas o subsistemas, asignando cada una a controladores lo-
cales o agentes. Algunas de las ventajas más conocidas de estos
esquemas son su modularidad, escalabilidad, facilidad de im-
plementación o robustez, lo que los hace ideales para el control
de sistemas de gran escala, como redes de tráfico (De Souza
et al., 2015), eléctricas (Negenborn et al., 2008; Yazdanian and
Mehrizi-Sani, 2014), o cadenas de suministro (Maestre et al.,
2011). Buenos recopilatorios de técnicas no centralizadas en un
marco de control predictivo, conocido como model predictive
control o MPC (Camacho and Bordons, 2013), se encuentran
en (Scattolini, 2009; Maestre and Negenborn, 2014).
Dentro de las soluciones no centralizadas, dependiendo del
grado de interacción entre los subsistemas, los agentes pueden o
no necesitar coordinarse entre ellos, distinguiéndose entre con-
trol descentralizado, si no existe comunicación entre los agen-
tes, y control distribuido, cuando los agentes comparten cierta
información. Tı́picamente, los esquemas distribuidos conside-
ran que los grupos de agentes que colaboran se mantienen fi-
jos en el tiempo, es decir, no se modifica la forma en la que
los agentes se agrupan (Negenborn et al., 2009; Maestre et al.,
2011). Sin embargo, en los últimos años han aparecido diver-
sas estrategias que consideran de forma explı́cita una evolución
dinámica de vecindades entre agentes, tales como los sistemas
switching (Philippe et al., 2016), el particionado variable en el
tiempo (Barreiro-Gomez et al., 2019), los esquemas plug-and-
play (Riverso et al., 2013, 2014), o el control por agrupamiento
o clustering (Dörfler et al., 2014; Zheng et al., 2018).
En este tutorial, nos centraremos en el control coalicio-
nal (Maestre et al., 2014), una estrategia de control por cluste-
ring donde los subsistemas están conectados en red y los recur-
sos de comunicación se penalizan dinámicamente para disuadir
a los agentes de intercambiar información innecesaria. Como
consecuencia, los enlaces de comunicación se activan/desacti-
van estableciendo topologı́as de red distintas según las necesi-
dades del sistema, consiguiéndose una reducción del coste de
comunicación sin pérdida relevante de prestaciones. Cada coa-
lición resultante coordina de forma autónoma las acciones de
control de sus agentes miembros. Esta implementación coali-
cional, más escalable que los esquemas distribuidos tradiciona-
les, se ha extendido al MPC (Fele et al., 2017, 2018; Baldivieso-
Monasterios and Trodden, 2021; Chanfreut et al., 2021b), con
aplicaciones a sistemas de agua (Fele et al., 2014; Núñez et al.,
2015; Maestre and Ishii, 2017; Muros et al., 2018a,b), fuentes
de energı́a renovables (Masero et al., 2020, 2021), o redes de
carreteras (Chanfreut et al., 2021a), entre otras.
La estructura de los esquemas no centralizados, y en par-
ticular la de los coalicionales, nos invita a considerar bien los
agentes o bien sus enlaces de comunicación como jugadores
en un cierto juego (Muros, 2019). Básicamente, es posible di-
ferenciar entre juegos cooperativos y juegos no cooperativos,
basándose los últimos en que cada jugador trata de maximi-
zar su propio beneficio de forma egoı́sta (Nash, 1951). Por con-
tra, en los juegos cooperativos cada jugador puede hacer ciertos
acuerdos y sacrificios en búsqueda de un bien común, i.e., unas
prestaciones globales (Peleg and Sudhölter, 2007). En ambos
casos, el objetivo del jugador es maximizar el valor esperado de
una cierta regla de pagos, medido en una cierta escala de uti-
lidad o satisfacción. Buenas referencias generales de teorı́a de
juegos son (Maschler et al., 2013; Owen, 2013; Peters, 2015).
Centrándonos en los juegos cooperativos, es evidente que
sus aplicaciones a la ingenierı́a son cada vez más comunes,
con contribuciones a las redes de comunicación (Saad et al.,
2009; Zhang et al., 2011; Han et al., 2012), las redes inteligen-
tes o smart grids (Saad et al., 2012; Marzband et al., 2017), las
estructuras sociales (Gilles, 2010), o el propio control predic-
tivo (Fele et al., 2017), o robusto (Bauso and Timmer, 2009,
2012; Nedić and Bauso, 2013), desarrollando algoritmos de
consenso en (Olfati-Saber and Murray, 2004; Ren and Beard,
2005; Olfati-Saber et al., 2007; Cai and Ishii, 2011; Bauso and
Notarstefano, 2015; Bauso and Cannon, 2018). En este senti-
do, es destacable la visión de (Maestre et al., 2014), donde se
combinan de forma natural la teorı́a de juegos cooperativos y
el control coalicional. En este tutorial, se analizará una lı́nea
de investigación (Muros et al., 2017a,b,c, 2016, 2018a,b) desa-
rrollada a partir de dicho trabajo, donde se aplican al control
coalicional herramientas de teorı́a de juegos cooperativos co-
mo el valor de Shapley (Shapley, 1953b), posición (Borm et al.,
1992), Banzhaf (Banzhaf, 1965), o las soluciones de poder de
Harsanyi (van den Brink et al., 2011), con objeto de imponer
restricciones a los jugadores, medir su relevancia, o proponer
vı́as de cálculo más eficientes, analizando aquı́ las principales
caracterı́sticas de cada herramienta.
El resto del artı́culo está organizado de la siguiente forma.
En la sección 2 se introduce el control coalicional, presentan-
do el esquema jerárquico usado en este tutorial. La sección 3
incluye un análisis de diversas herramientas de teorı́a de jue-
gos cooperativos, distinguiendo situaciones de comunicación
completa y restringida. Las aplicaciones de dichas herramientas
al control coalicional se comentan especı́ficamente en la sec-
ción 4, incluyendo ideas para reducir la carga computacional.
En la sección 5 se proponen un ejemplo académico de simula-
ción y algunos casos prácticos de sistemas reales que ilustran
las aplicaciones presentadas. Finalmente, las conclusiones de-
rivadas de este trabajo se detallan en la sección 6.
2. Introducción al Control Coalicional
Sea un conjunto N = {1, 2, . . . , |N |} de subsistemas inter-
conectados, pertenecientes a la clase de sistemas distribuidos
lineales. Cada subsistema está gobernado por un controlador
local o agente, cuya dinámica se describe como:





Ai jx j(k) + Bi ju j(k)
]
, (1)
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Figura 1: Ejemplo de red de cinco agentes y cuatro enlaces
donde xi(k) ∈ Rnxi es el vector de estados del agente i, ui(k) ∈
Rnui define su vector de entradas, y Aii ∈ Rnxi×nxi , Ai j ∈ Rnxi×nx j
y Bii ∈ Rnxi×nui , Bi j ∈ Rnxi×nu j son las matrices de transición de
estados y de entradas, respectivamente. El término zi(k) ∈ Rnxi
refleja la influencia sobre el agente i del resto de agentes.
2.1. Arquitectura de control en red
Con el objetivo de intercambiar información, asumimos que
los agentes en N están interconectados a través de una red defi-
nida mediante un grafo no dirigido (N , E ), donde E ⊆ N ×N
es el conjunto de enlaces l ∈ E que define las conexiones de
comunicación. Cada enlace se asumirá activo o inactivo en un
cierto instante de control k, considerando un coste por enlace
σl ∈ R+\{0} si el enlace l está activo. Este razonamiento nos lle-
va de forma natural al concepto de topologı́a de red Λ(k) (Maes-
tre et al., 2014; Muros et al., 2017c), que se define como el con-
junto de enlaces activos en el instante de control k, con Λ(k) ⊆
E . Dados |E | enlaces existen 2|E | topologı́as de red posibles, de-
notadas mediante el conjunto T = {Λ0,Λ1, . . . ,Λ2|E |−1}.
Ejemplo 1. Considérese la red representada en la Figura 1.
Las diferentes topologı́as de red, i.e., T = {Λ0,Λ1, . . . ,Λ15}, y
sus correspondientes enlaces activos y componentes de comu-
nicación, aparecen detallados en la Tabla 1.
Cuando una cierta topologı́a está activa en un instante de
control concreto, se generan un conjunto de coaliciones de
agentes o componentes de comunicación C ⊆ N que coexis-
ten en dicho instante. Los agentes dentro de una componente
son libres de intercambiar toda la información necesaria para
coordinarse. Es decir, cada componente C optimiza el coste de
sus miembros, que deciden sus entradas de forma cooperativa,
i.e., uC (k) = (ui(k))i∈C , definiéndose un modelo análogo a (1) a
nivel de coaliciones





AC jx j(k) + BC ju j(k)
]
, (2)
Tabla 1: Topogı́as y componentes de comunicación de la red de la Figura 1
Enlaces Enlaces
Λ I II III IV Componentes Λ I II III IV Componentes
Λ0 X X X X {1},{2},{3},{4},{5} Λ8 X X X X {1},{2,3,4},{5}
Λ1 X X X X {1,3},{2},{4},{5} Λ9 X X X X {1},{2,3},{4,5}
Λ2 X X X X {1},{2,3},{4},{5} Λ10 X X X X {1},{2},{3,4,5}
Λ3 X X X X {1},{2},{3,4},{5} Λ11 X X X X {1,2,3,4},{5}
Λ4 X X X X {1},{2},{3},{4,5} Λ12 X X X X {1,2,3},{4,5}
Λ5 X X X X {1,2,3},{4},{5} Λ13 X X X X {1,3,4,5},{2}
Λ6 X X X X {1,3,4},{2},{5} Λ14 X X X X {1},{2,3,4,5}
Λ7 X X X X {1,3},{2},{4,5} Λ15 X X X X N={1,2,3,4,5}
donde xC (k) ∈ RnxC , uC (k) ∈ Rnui son los vectores de estado y
entradas de la componente C, con zC (k) siendo la influencia so-
bre C que tienen los agentes fuera de dicha coalición, y donde
ACC ∈ RnxC ×nxC , AC j ∈ RnxC ×nx j , BCC ∈ RnxC ×nuC , BC j ∈ RnxC ×nu j
son matrices de las dimensiones apropiadas.
Por último, para modelar de forma distribuida el esquema
centralizado basta con hacer C = N en (2), es decir
xN (k + 1) = AN xN (k) + BN uN (k), (3)
donde xN (k) ∈ RnxN , uN (k) ∈ RnuN son los vectores agregados
de estados y entradas, y AN ∈ RnxN ×nxN , BN ∈ RnxN ×nuN son
las matrices globales de transición de estados y de entradas, res-
pectivamente. Trivialmente, al trabajar con una coalición com-
puesta por todos los agentes, zN (k) = 0 en este caso.
2.2. Objetivo de control
Lógicamente, el propósito de un esquema de control óptimo
se basa en la minimización de una cierta función de coste, que
en nuestro caso combina una componente debida al esfuerzo de
control y otra que penaliza el coste de comunicación.
J(xN (k),uN (k),Λ(k)) =
Js(xN (k),uN (k),Λ)︷                                                                      ︸︸                                                                      ︷ ∞∑
=0
[
xTN (k + )QN xN (k + ) + u
T
N (k + )RN uN (k + )
] +




con Js(xN (k),uN (k),Λ), Jc(Λ(k)) ∈ R+ siendo el cost-to-go
y el coste de comunicación, respectivamente, donde QN ∈
RnxN ×nxN y RN ∈ RnuN ×nuN son matrices de ponderación se-
midefinida y definida positiva, y con σl ∈ R+\{0} denotando el
coste por enlace previamente introducido. Nótese que si no se
penalizase la comunicación innecesaria, la optimización de (4)
nos llevarı́a trivialmente a la solución centralizada. En cualquier
caso, serı́a posible penalizar dicha comunicación con propues-
tas alternativas a σl, como por ejemplo a través de la cardinali-
dad de las componentes de comunicación.
En general, no es posible resolver la minimización de (4)
de forma directa porque dicho problema pertenece a la clase de
los problemas NP-completos (Fletcher and Leyffer, 1998). Para
resolver este inconveniente se considera una cota superior de la
solución del problema asumiendo lo siguiente:
Suposición 1. Para cada topologı́a Λ ∈ T , existe una ma-
triz KΛ ∈ RnuN ×nxN , que establece una ley de control global
uN (k) = KΛxN (k), (5)
y una matriz definida positiva PΛ ∈ RnxN ×nxN , que nos pro-
porciona una función de Lyapunov f (xN (k)) = xTN (k)PΛxN (k).
Esta función de Lyapunov decrece en el tiempo y nos da una co-
ta superior del cost-to-go del sistema en bucle cerrado cuando
la ley de control es (5)
xTN (k)PΛxN (k) ≥ Js(xN (k),uN (k),Λ), (6)
donde la igualdad estricta en (6) es la solución optima para el
caso centralizado, i.e., con comunicación completa. 2
Muros, F. J. / Revista Iberoamericana de Automática e Informática Industrial 18 (2021) 97-112 99
Basándonos en la suposición 1, denotando σΛ =
∑
l∈Λ(k) σl
y de acuerdo a (Maestre et al., 2014), es posible definir una cota
superior de la función de coste (4) (Muros et al., 2017b)
rv(Λ, xN (k)) = xTN (k)PΛxN (k) + σΛ, (7)
que puede minimizarse con respecto a Λ para encontrar en el
instante k la topologı́a más apropiada del conjunto T para nues-
tro esquema. En definitiva, el problema del cálculo de (7) se re-
duce a computar previamente las matrices KΛ y PΛ para todas
las topologı́as Λ ∈ T , para lo que se necesita cierta información
centralizada del sistema. Por último, nótese que bajo la perspec-
tiva coalicional los cambios de topologı́a afectan a la dinámica
de la ley de control (5) pero no a la del sistema global (3).
2.3. Desigualdades matriciales lineales
En este tutorial, para el diseño de las matrices de con-
trol KΛ y PΛ se implementarán métodos de optimización ba-
sados en desigualdades matriciales lineales, conocidas como
LMIs por su acrónimo en inglés, i.e., linear matrix inequa-
lities. En esencia, dado un conjunto de variables de decisión
matriciales Y1, . . . ,Yn y una función matricial de las mismas
H(Y1, . . . ,Yn) decimos que la expresión H(·) > 0 es una LMI
en Y1, . . . ,Yn si H(·) es simétrica para todas las variables y la
dependencia de H(·) respecto a las mismas es afı́n. Las LMIs re-
presentan una herramienta muy potente para resolver problemas
de control con resultados muy satisfactorios tanto a nivel de es-
tabilidad como de tiempo de computación (Alamo et al., 2006;
Boyd et al., 1994), en esencia debido a que imponen restriccio-
nes convexas en las variables de decisión. Ejemplos recientes
de métodos de control basados en LMIs aparecen en (Ebihara
et al., 2014; Witczak et al., 2016; Jiang, 2019).
Utilizando la cota (6) y la función objetivo (4) es posible re-
lacionar el coste de control Js(xN (k),uN (k),Λ) en dos instantes
de tiempo sucesivos




coste de etapa︷                                                ︸︸                                                ︷






≥Js(xN (k),uN (k),Λ)︷            ︸︸            ︷
xTN (k)PΛxN (k),
(8)
donde el superı́ndice ‘+’ indica el instante siguiente, i.e.,
x+N (k) = xN (k + 1). Utilizando (8), la suposición 1, y siguien-
do (Maestre et al., 2014), el cálculo de las matrices KΛ, que
estabilizan el sistema global, y PΛ, que nos dan una cota supe-
rior del cost-to-go, se puede realizar ∀Λ ∈ T , a partir de
PΛ > 0,
PΛ−(AN +BN KΛ)T PΛ (AN +BN KΛ)−QN −KTΛRN KΛ > 0,
(9a)









donde i Λ= j indica que no hay ningún camino de comunicación
entre los agentes i y j cuando la topologı́a Λ ∈ T está activa.
El sistema de ecuaciones anterior no es un sistema LMI ya
que existe una dependencia no lineal con las variables de deci-
sión a calcular, i.e., las matrices KΛ y PΛ. Este problema se
puede resolver con un cambio de variables. Usando el com-
plemento de Schur (Zhang, 2005), y siguiendo (Maestre et al.,
2014), se puede reescribir (9) como el sistema LMI
.









AN WΛ + BN YΛ WΛ 0 0
Q1/2N WΛ 0 I 0
R1/2N YΛ 0 0 I
 > 0,
(10a)









con I siendo la matriz identidad, y donde la relación entre las
nuevas y las antiguas variables de decisión viene dado por
WΛ = P−1Λ , YΛ = KΛP
−1
Λ . (11)
2.4. Esquema de control
Una vez calculadas las matrices de diseño del controlador,
i.e., KΛ y PΛ, ∀Λ ∈ T , se propone el siguiente esquema de
control sı́ncrono bicapa (Muros et al., 2017b):
Esquema de control 1)
Sea ks ∈ N+ un número especı́fico de instantes de tiempo
y Tsim el número total de instantes de simulación. Para cada
instante de control k, repetir hasta alcanzar Tsim
1. Cada agente envı́a su estado a todos los agentes con los
que esté conectado, directa o indirectamente, a través de
la topologı́a habilitada en dicho instante Λ(k).
2. Si k es múltiplo de ks, los controladores locales situados
en la capa inferior envı́an sus estados a la entidad cen-
tralizada de la capa superior, que calcula la topologı́a que
minimiza (7). La topologı́a resultante Λmin se activará du-
rante el instante actual y los siguientes ks − 1 instantes, si
se verifica la siguiente condición respecto a la topologı́a
previamente habilitada Λprev:
xTN (k)PΛmin xN (k) + σΛmin < x
T
N (k)PΛprev xN (k) + σΛprev .
(12)
3. Cada agente usa la información recibida para actuali-
zar su acción de control. Globalmente, se implementa la
ley uN (k) = KΛxN (k) y los enlaces innecesarios se des-
habilitan de manera dinámica hasta alcanzar la configu-
ración descentralizada en régimen permanente.
Es decir, con la condición (12) forzamos a que solo haya
conmutación o switch de topologı́a en un cierto k múltiplo de ks,
si la topologı́a Λmin que minimiza (7) proporciona un coste in-
ferior al que origina la topologı́a previamente habilitada Λprev,
evaluadas ambas en el instante del switch. El siguiente teorema,
demostrado en (Maestre et al., 2014; Muros et al., 2017b), nos
prueba la estabilidad asintótica del esquema de control 1.
Teorema 1. Sea un sistema descrito por una red (N , E ) go-
bernada por el esquema de control 1. Considérense las matri-
ces de control KΛ y PΛ correspondientes a las distintas topo-
logı́as Λ ∈ T . Si dichas matrices han sido calculadas resol-
viendo un algoritmo de optimización sujeto a (10), entonces el
sistema en bucle cerrado es asintóticamente estable. 2
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Nótese que la implementación del esquema de control 1 re-
quiere de cierta información centralizada, aunque esto no limita
la escalabilidad de la solución propuesta, pues la comunicación
con la capa superior se realiza únicamente en instantes muy li-
mitados, i.e., en los cambios de topologı́a cada ks. Además, es
suficiente con que dicha capa maneje un modelo simplificado
de la capa inferior. El resto de instantes los agentes dentro de
cada coalición se comunican para implementar las acciones de
control de manera autónoma.
Es destacable que el esquema de control 1 representa un
ejemplo de implementación del controlador con el fin de intro-
ducir la idea coalicional en un marco de teorı́a de juegos coope-
rativos. En cualquier caso, existen resultados de estabilidad en
los switchings independientemente del esquema de control usa-
do, basados en encontrar una función de Lyapunov común a to-
das las topologı́as (Muros et al., 2017b), y por tanto, la filosofı́a
coalicional admite implementaciones del esquema alternativas.
Por ejemplo, se pueden encontrar soluciones que identifican re-
giones donde los switchings satisfacen propiedades como con-
vexidad o invarianza (Chanfreut et al., 2021c), o propuestas ba-
sadas en el uso de una matriz P común, ∀Λ ∈ T , como el inci-
piente control modular (Lopez-Rodriguez et al., 2020; Maestre
et al., 2021). Asimismo, también hay implementaciones coali-
cionales que no requieren capa centralizada, como los esque-
mas predictivos tipo bottom-up, donde los agentes únicamente
conocen información parcial de los vecinos (Fele et al., 2015;
Maestre et al., 2015). En cualquier caso, sin información centra-
lizada las matrices del controlador no podrı́an definirse a nivel
de topologı́a, sino diseñarse de forma egoı́sta por cada agente
usando unas cotas de perturbación como datos de los vecinos y
asumiendo que desde un punto de vista global conducen a un
comportamiento estable (Darivianakis et al., 2020). Por último,
aunque el esquema de control propuesto es sı́ncrono, la filo-
sofı́a coalicional es perfectamente implementable en esquemas
ası́ncronos, como los esquemas disparados por eventos o event-
based, donde en lugar de un periodo constante de muestreo la
transmisión de información se realiza bajo demanda. Un ejem-
plo son los sistemas auto-disparados o self-triggered, donde el
instante siguiente donde se ejecutan las tareas se calcula en fun-
ción del estado actual. Una excelente panorámica de esquemas
basados en eventos se da en (Aranda-Escolástico et al., 2020)1.
3. Herramientas de Teorı́a de Juegos Cooperativos
Como se ha comentado, la teorı́a de juegos cooperativos
maneja situaciones de cooperación entre entidades llamadas ju-
gadores. Un primer concepto necesario para trabajar en esta
lı́nea es el de juego cooperativo de utilidad transferible o jue-
go TU (von Neumann and Morgenstern, 1944), que se define
como el par formado por un conjunto de jugadores y una fun-
ción caracterı́stica que asocia un coste o beneficio a cada coali-
ción de jugadores, satisfaciendo un coste nulo para el conjunto
vacı́o. El punto de vista clásico es identificar a los jugadores con
el conjunto de agentes N , asumiendo que toda coalición C ⊆ N
es factible. En ese caso, si la función de coste se denota por v,
hablamos del juego (N , v). Por contra, en este tutorial se con-
tinuará la idea iniciada en (Maestre et al., 2014) de interpretar
el par (E , rv) como un juego TU de enlaces (Borm et al., 1992),
donde el conjunto E son los jugadores y con cada componente
de rv definida para cada topologı́a Λ por (7)2. En particular, se
trabajará con un juego de costes, donde los jugadores más útiles
obtienen los pagos más pequeños. Nótese que cada topologı́a Λ
tiene información implı́cita de la conexión de todos los agentes
en N , lo que no ocurre al trabajar con coaliciones C ⊆ N . Por
tanto, el juego de enlaces nos soluciona de forma natural ciertos
problemas de indefinición.
Para que el juego de enlaces sea propiamente un juego TU
el coste debe ser nulo para el conjunto vacı́o de enlaces, i.e.,
rv(Λ0, xN ) = 0. Por tanto, (7) debe redefinirse, ∀Λ ∈ T , como






donde el coste de comunicación de la topologı́a descentralizada
es trivialmente nulo, i.e., σΛ0 = 0. Nótese que (13) es equiva-
lente a (7) a efectos del esquema de control 1, ya que ambas
funciones solo difieren en una constante. Es también destaca-
ble que no se trata a (13) como un juego multiobjetivo, pues
no se busca optimizar por separado dos objetivos distintos. Por
contra, el objetivo de control consiste en minimizar la suma de
cost-to-go y coste de comunicación como un único objetivo, en
el contexto de los juegos escalares clásicos.
Dado el enfoque cooperativo de los juegos TU, es inmedia-
to pensar que su objetivo natural es distribuir el valor de la gran
coalición, i.e., rv(E , xN ), entre los jugadores. Con ese fin apa-
recen las llamadas reglas de reparto o de pagos para referirse a
los conceptos de solución. En este tutorial, se aplicaran diver-
sas reglas de pagos al juego coalicional (E , rv) con rv definido
por (13) para repartir dicho coste entre los enlaces. A diferencia
de algunos trabajos de Bauso y sus colaboradores (Bauso and
Timmer, 2012; Nedić and Bauso, 2013; Bauso and Notarste-
fano, 2015; Bauso and Cannon, 2018), que emplean herramien-
tas basadas en restricciones de conjuntos como el core (Gillies,
1959), en este tutorial se trabajará con reglas de reparto basadas
en ponderar las contribuciones marginales de los jugadores, las
cuales garantizan existencia de la solución y la posibilidad de
expresar la misma de forma explı́cita en función del juego. En
muchos casos, este tipo de conceptos de solución se ha intro-
ducido en la literatura de forma axiomática, i.e., primero se es-
tablece un conjunto de propiedades deseables y posteriormente
se prueba que solo existe un valor (o conjunto) caracterizado
por las mismas. En este tutorial se enumerarán las propieda-
des satisfechas por las axiomatizaciones más conocidas de cada
concepto de solución, aunque por simplicidad no se explicarán
en detalle. Para más información, consultar (Muros, 2019).
Nótese que, en general, en los juegos TU cada jugador es
capaz de cooperar con el resto. Sin embargo, hay muchos es-
cenarios donde algunos jugadores no pueden –o no quieren–
compartir información. Este tipo de juegos TU con cooperación
restringida se modelan mediante las llamadas situaciones de
comunicación, que consideran la situación entre el juego (N , v)
1En el resto de secciones del artı́culo, por cuestiones de claridad, se omitirá la dependencia de todas las variables con el instante de control k.
2En este artı́culo se ha adoptado la notación clásica introducida en (Borm et al., 1992) para el juego de enlaces.
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o (E , rv) y el grafo (N , E ) (ver (Jackson, 2008)), y definen las
comunicaciones bilaterales entre los jugadores. A continuación
se introducen algunos conceptos de solución de teorı́a de juegos
cooperativos en el contexto del juego coalicional presentado,
distinguiendo entre comunicación completa y restringida.
3.1. Conceptos de solución en juegos TU con comunicación
completa
En esta subsección se presentan algunas reglas de reparto
para juegos TU donde se asume comunicación completa, i.e.,
cualesquiera dos jugadores pueden compartir información.
3.1.1. Valor de Shapley y valores de Shapley ponderados
El valor de Shapley (Shapley, 1953b) es el concepto de so-
lución más conocido y utilizado de la teorı́a de juegos coope-
rativos, con aplicaciones en campos tan variados como redes
sociales (Narayanam and Narahari, 2011), enologı́a (Ginsburgh
and Zang, 2012), finanzas (Tarashev et al., 2016), redes eléctri-
cas (Marzband et al., 2017; Barreiro-Gomez et al., 2017; Flets-
cher et al., 2018; Saracho et al., 2020), o reducción de conta-
minación (Petrosjan and Zaccour, 2003; Zhang et al., 2014).
Ver (Algaba et al., 2019) para un compendio de ideas teórico-
prácticas sobre el mismo. El valor de Shapley se define de forma
clásica como la única regla de pagos que satisface las propieda-
des de jugador nulo, simetrı́a, aditividad y eficiencia, asignan-
do al juego (E , rv) el vector φ(E , rv), definido ∀l ∈ E como
φl(E , rv) =
∑
Λ⊆E :l<Λ
|Λ|!(|E | − |Λ| − 1)!
|E |! [r
v(Λ∪{l}, xN )−rv(Λ, xN )],
(14)
es decir, la contribución marginal de cada enlace se promedia
entre todas las posibles topologı́as a las que puede formar par-
te. Nótese que en este valor los pesos asignados a cada topo-
logı́a Λ dependen de su tamaño, según el término |Λ|!(|E |−|Λ|−1)!
|E |! .
Es particularmente interesante la propiedad de eficiencia, que
se cumplirá en la mayorı́a de las reglas de pagos comentadas en
este tutorial, y que indica que la suma de todos los valores de
Shapley es igual al valor de la función de coste evaluada en la
gran coalición, i.e.,
rv(E , xN ) =
∑
l∈E
φl(E , rv). (15)
El valor de Shapley pertenece al conjunto de los valores de
Shapley ponderados (Shapley, 1953a; Kalai and Samet, 1987),
que se caracterizan por las propiedades de jugador nulo, adi-
tividad, eficiencia, monotonicidad y compañerismo. Dado un
vector de pesos ω = (ωl)l∈E ∈ R|E |+ , el conjunto de valores de
Shapley ponderados se define por el vector φω(E , rv), que asig-
na el pago, ∀l ∈ E








l∈Λ ωl y donde λrv (Λ) son los conocidos dividendos




(−1)|Λ|−|L|rv(L, xN ), ∀Λ ⊆ E . (17)
Se puede comprobar que si se asigna el mismo peso a todos los
enlaces, se cumple φωl (E , rv) = φl(E , rv). Es decir, el único valor
de Shapley ponderado simétrico es el propio valor de Shapley.
3.1.2. Valor de Banzhaf
Este valor fue introducido para juegos de votación (Pen-
rose, 1946; Banzhaf, 1965), y está presente en ámbitos como
la biologı́a (Lucchetti et al., 2010), o la polı́tica (Monroy and
Fernández, 2014), entre otros. Al igual que el valor de Shapley
posee varias axiomatizaciones, caracterizándolo la clásica por
las propiedades de jugador nulo, simetrı́a, aditividad, y super-
aditividad (Lehrer, 1988). El valor de Banzhaf asigna al juego
coalicional (E , rv) el vector β(E , rv), definido ∀l ∈ E como





[rv(Λ ∪ {l}, xN ) − rv(Λ, xN )], (18)
donde se puede apreciar que, a diferencia de para el valor de
Shapley, todas las topologı́as son equiprobables. Existe otra
axiomatización del valor de Banzhaf (Nowak, 1997), que de-
muestra que es la única regla de pagos que satisface las propie-
dades de jugador nulo, simetrı́a, marginalidad y 2-eficiencia,
siendo especialmente interesante esta última. Más especı́fica-
mente, dados dos jugadores lp y lq, y definiendo el juego amal-
gamado
(EA, rvA) como un nuevo juego sin esos dos jugadores
pero con un nuevo jugador fusión la = {lp, lq}, la propiedad de
2-eficiencia garantiza que el pago del nuevo jugador la en el
juego amalgamado es la suma de los pagos individuales a los
jugadores lp y lq en el juego original. Esta propiedad satisfe-
cha por el valor de Banzhaf –y no por el valor de Shapley–
nos permitirá reducir el coste de computación como veremos
en la sección 4.
3.1.3. Semivalores
Los semivalores representan un conjunto de reglas de pagos
caracterizados axiomáticamente por las propiedades de jugador
nulo, simetrı́a y aditividad (Dubey et al., 1981), y con aplica-
ciones en polı́tica, economı́a y sociologı́a (Carreras and Freixas,
2002). Dado un juego coalicional (E , rv), el vector de semiva-
lores ψ(E , rv) se define ∀l ∈ E por
ψl(E , rv) =
∑
Λ⊆E :l<Λ





|E | − 1
|Λ|
)
ζ(|Λ|) = 1. (19b)
Dadas las propiedades que caracterizan a este conjunto, es po-
sible deducir que contiene a los valores de Shapley y Banzhaf,
pues ambos las satisfacen. Otros semivalores son los ı́ndices
dictatorial y marginal (Owen, 1978).
3.2. Conceptos de solución en juegos TU con comunica-
ción restringida
En esta subsección se habla de conceptos de solución para
juegos TU con comunicación restringida, es decir, situaciones
de comunicación de juegos restringidos por grafos.
3.2.1. Valor de posición y valor de posición generalizado
Hasta este punto hemos trabajado con el juego coalicio-
nal (E , rv) que es un juego de enlaces. Es posible realizar un
análisis por agentes a través del valor de posición (Borm et al.,
1992), caracterizado para cualquier grafo por las propiedades
de eficiencia por componentes y enlaces con contribuciones
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equilibradas (Slikker, 2005). Dicho valor proporciona un pa-
go a cada agente i ∈ N a partir del valor de Shapley del juego
de enlaces según la situación de comunicación (N , v, E ), gene-
rando el vector π(N , v, E ) definido por





φl(E , rv), ∀i ∈ N , (20)
donde Ei es el subconjunto de enlaces conectados al agente i.
El valor de posición (20) divide el valor de Shapley de un
enlace simétricamente entre los dos agentes que conecta. Sin
embargo, es posible generalizar dicho concepto mediante un
reparto no simétrico del valor de Shapley. Con ese fin, la clase
introducida y caracterizada en (Ghintran, 2013), utiliza medi-
das de poder (van den Brink et al., 2011), es decir, funciones α
que asignan un valor no negativo o poder αi(N , E ) a cada agen-
te i ∈ N , para el reparto del coste entre los jugadores según la
red (N , E ). El valor de posición generalizado πα de una situa-
ción de comunicación (N , v, E ), ponderado por la medida de
poder α, se define para cada agente i ∈ N como
παi (N , v, E )=
∑
l ∈ Ei
l = {i, j}
αi︷                       ︸︸                       ︷
ᾱil(N , E )
ᾱil(N , E ) + ᾱ jl(N , E )
φl(E , rv), (21)
donde para juegos de coste, el término ᾱil(N , E ) se define
por (Muros et al., 2016) como αil(N , E ) si φl(E , rv) < 0 o
1
αil(N ,E ) si φl(E , r
v) ≥ 0. Por tanto, la participación de cada ju-
gador se determina de acuerdo al signo del valor de Shapley del
enlace y de los pesos relativos de los dos jugadores implicados
según la red (N , E ) (Ghintran, 2013).
3.2.2. Soluciones de poder de Harsanyi
Esta soluciones fueron introducidas para juegos restringidos
por grafos en (van den Brink et al., 2011), y aplicadas a juegos
coalicionales en (Muros et al., 2017b), donde además se pre-
sentan las medidas de poder de enlaces como concepto análogo
a las medidas de poder. Es decir, se trata de funciones ω que
asocian a cada enlace l ∈ E un valor no negativo ωl(N , E ) que
representa el poder del enlace dentro de la red (N , E ). En nues-
tro contexto, dada una situación de comunicación (N , rv, E ), la
solución de poder de Harsanyi denotada por ϕω(N , rv, E ), asig-
na ∀l ∈ E el vector de pagos (Muros et al., 2017b)






con ωΛ(N ,Λ) =
∑
l∈Λ ωl(N ,Λ), y donde λrv (Λ) son los divi-
dendos de Harsanyi dados por (17).
Es decir, las soluciones de poder de Harsanyi ponderan la
influencia de los dividendos de Harsanyi según el poder de cada
enlace evaluado en el subgrafo (N ,Λ). Nótese que a diferencia
de (21), los poderes en (22) dependen de la topologı́a Λ. En-
tre otras propiedades, estas soluciones satisfacen eficiencia por
componentes y aditividad para cualquier grafo (van den Brink
et al., 2011). Por último, es fácil deducir a la vista de (16) que
para una medida de poder fija y que no dependa del grafo, las
soluciones de poder de Harsanyi se reducen a los valores de
Shapley ponderados
ϕωl (N , rv, E )
∣∣∣
ω(N ,Λ)=ω = φ
ω
l (E , rv). (23)
Ejemplo 2. Considérese la red representada en la Figura 1,
cuyas topologı́as se ilustran en la Tabla 1. Asimismo, sea un
juego de enlaces (E , rv) donde E = {I, II, III, IV}, y cuyo va-
lor de la función de coste rv(Λ) evaluada en cada topologı́a Λ
viene dado por el vector rv = [0 1 2 2 1 4 0 2 1 3 5 4 3 2 5 6]T.
En la Tabla 2 se detallan los valores especı́ficos de todos
los conceptos de solución presentados, donde como medidas de
poder α y ω se han considerado respectivamente la medida de
grado di = |Ei| (Sun and Tang, 2011; van den Brink et al., 2008),
y la análoga medida de grado para enlaces dl = |Ei|n|E j|n (Mu-
ros et al., 2017b), con l = {i, j} ∈ E y tomando n = 1. Asimismo,
los pesos de los valores de Shapley ponderados se han escogido
coincidentes conωl(N , E ),∀l ∈ E . Nótese que en todos los con-
ceptos de solución, a excepción del valor de Banzhaf y los semi-
valores, se cumple eficiencia o eficiencia por componentes. Fi-
nalmente, los semivalores se han expresado de forma genérica,
pues serı́a válida cualquier solución que satisfaga (19b), i.e.,
ζ(0) + 3ζ(1) + 3ζ(2) + ζ(3) = 1. (24)
4. Aplicaciones al Control Coalicional
En este apartado presentamos diversas aplicaciones de la
teorı́a de juegos cooperativos al control coalicional, en particu-
lar usando las herramientas presentadas en la sección anterior.
4.1. Imponer restricciones en jugadores
Existen situaciones en las que puede ser útil restringir o fa-
vorecer el uso de ciertas interconexiones de un sistema, v.g., la
regulación del tráfico en carreteras ante un accidente. Con ese
fin, se propone un método para aplicar restricciones en los valo-
res de Shapley de determinados enlaces para premiar o penali-
zar su uso. Consideraremos como restricciones cualquier com-
binación lineal de la forma (Muros and Maestre, 2021)∑
l∈Er
κlφl(E , rv) ≥ T , (25)
donde Er ⊆ E es el conjunto de enlaces con restricciones,
κl ∈ R, l ∈ Er y siendo T ∈ R un valor constante.
En (Muros et al., 2017b,c) se demuestra que es posible re-
presentar el valor de Shapley de cualquier enlace l de forma
cerrada en función del coste (13)












|E |! l ∈ Λ,
−
|Λ|!(|E |−|Λ|−1)!
|E |! , l < Λ,
(27)
Tabla 2: Valores de los conceptos de solución para el juego del ejemplo 2
φl φ
ω
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son los elementos de la matriz estándar de Shapley M ∈
R|E |×2|E | (Xu et al., 2008), que verifica φ(E , rv) = Mrv, y con
las filas correspondiendo a los enlaces l ∈ E , y las columnas a
las topologı́as Λ ⊆ E , en orden lexicográfico.
Usando (26) es posible reescribir (25) en formato LMI co-
mo (Muros et al., 2017c; Muros and Maestre, 2021)












donde se requiere que el primer menor principal sea no nega-
tivo. Por último, todas las condiciones LMI (28) consideradas
se agruparán en el llamado set de restricciones S . Nótese que
es posible considerar restricciones análogas en otras reglas de
pagos (Muros et al., 2017a,b,c; Muros and Maestre, 2021).
Es destacable que las condiciones LMI (28) no dependen de
las mismas variables que el sistema LMI (10), necesario para
garantizar la estabilidad del esquema de control 1 según el teo-
rema 1. Con idea de agrupar ambas condiciones se considera
aquı́ un método iterativo desarrollado en (Muros et al., 2017c)
para el cálculo offline de las matrices del controlador. Básica-
mente, al igual que en las llamadas iteraciones DK (Skogestad
and Postlethwaite, 2001), se alterna en cada paso la optimiza-
ción con respecto a KΛ y PΛ, dejando la otra matriz fija:
Algoritmo de diseño 1)
Sean un ı́ndice de iteración l y un contador r, inicializados
a l = 1 y r = 0. Realizar lo siguiente:
1. Para obtener un valor inicial de KΛ y PΛ, calcular
máx
WΛ ,YΛ
Tr(WΛ),∀Λ ∈ T , sujeto a (10), de donde obtene-


















 sujeto a (9)
y al set S , ∀Λ ∈ T . Como resultado obtenemos P(r+1)
Λ
.












R1/2N (AN + BN KΛ)
T
Q1/2N ξΛI 0 0
R1/2N KΛ 0 ξΛI 0





 > 0, (29a)











4. Hacer r = r + 2, l = l + 1 y volver al paso 2, mientras
l < lmáx (siendo lmáx un máximo número de iteraciones
prefijado) o hasta que el algoritmo converja según algún
ı́ndice que dependa de P(r)
Λ
(ver (Muros et al., 2017c)).
En resumen, en el paso 1, resolvemos un problema inicial
de optimización en el plano (YΛ,WΛ), sin considerar restric-
ciones en el valor de Shapley, que se incluyen en los pasos 2
y 3. Precisamente por esta razón necesitamos resolver el pro-
blema en el plano (KΛ,PΛ), obteniendo LMIs análogas a (10)
en dicho plano –dadas por (9) y (29)– al tomar como constante
cierta información de las matrices de control del paso anterior.
Nótese que añadir nuevas restricciones LMIs reduce el espacio
de soluciones factibles pero no afecta las propiedades garantiza-
das por (10). Por tanto, según el teorema 1, el sistema definido
por las matrices obtenidas según el algoritmo de diseño 1 sigue
siendo estable. Una vez computadas las matrices, se aplicarı́a
en cada instante el esquema de control 1 durante un periodo de
simulación Tsim, pudiendo medir el coste acumulado del esque-




[xTN (k)QN xN (k) + u
T
N (k)RN uN (k) + σΛ]. (30)
4.1.1. Especificaciones a priori
Adicionalmente, además de restricciones a posteriori en la
lı́nea de (28), es posible considerar especificaciones a priori,
que afecten a la evolución de las reglas de reparto mediante una
matriz caracterı́stica que dependa de cada enlace, manteniendo
inalteradas las matrices del controlador. Bajo algunos supues-
tos, esto puede suponer una reducción del coste computacional.
Dos conceptos de solución que encajan de forma natural en este
contexto son los valores de Shapley ponderados y las soluciones
de poder de Harsanyi, pues ambos dependen de los pesos/po-
deres de cada enlace. De hecho, como vimos en (23), en un
contexto coalicional el primer valor es un caso particular del
segundo. Por tanto, es posible poder trabajar con ambos valo-
res usando la matriz estándar de Harsanyi Hω ∈ R|E |×2|E | (Muros
et al., 2017b), con las filas y columnas correspondiendo respec-
tivamente a cada enlace l ∈ E y topologı́a Λ ∈ T , y donde cada








verificándose la relación ϕω(N , rv, E ) = Hωrv, que para el caso
de los valores de Shapley ponderados queda reducida, ∀l ∈ E ,
a (Muros et al., 2017b)








Nótese que los pesos influyen a través de los elementos hωlΛ en
la manera en la que se combinan los costes de control de las
topologı́as para computar la regla de pago.
4.2. Proporcionar vı́as alternativas de cálculo
Como adelantamos en el apartado 3.1.2, dado un juego
amalgamado (EA, rvA) la propiedad de 2-eficiencia garantiza
βlp (E , rv) + βlq (E , rv) = βla
(EA, rvA). (33)
3Existe un teorema demostrado en (Muros et al., 2017c) que asegura la estabilidad del sistema en problemas de optimización sujetos al LMI (29).
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Figura 2: Juegos amalgamados que intervienen en la red de la Figura 1. Se
alcanza la gran coalición con un nivel de recurrencia + = 3.
Considerando (33), definimos como δΛl = δl ∩ Λ al con-
junto de enlaces que pertenece simultáneamente a la terna δl =
{l, lp, lq}, con l ∈ E\{lp, lq}, y a una cierta topologı́a Λ. Dado
que los juegos originales y amalgamados solo difieren en los
jugadores que se amalgaman, es posible usar δΛl para conectar
los valores de Banzhaf de un enlace l ∈ E\{lp, lq} de los juegos
original y amalgamado (Muros et al., 2017a)







, ∀l ∈ E\{lp, lq},
(34)con los términos b∗lΛ definidos como
b∗lΛ =
 12|E |−1 , |δΛl | = 1, 3,− 12|E |−1 , |δΛl | = 0, 2. (35)
El valor de Banzhaf de los enlaces amalgamados se obtendrı́a
como (Muros et al., 2017a)







− σlq,p . (36)
4.2.1. Amalgamiento recursivo
El amalgamiento puede realizarse de forma recursiva, re-
duciendo uno a uno el número de jugadores. Por tanto, en el
juego +-amalgamado los jugadores se agrupan en |E | − + subco-
juntos no vacı́os llamados amalgamas. En (Muros et al., 2017a)
se demuestra que el valor de Banzhaf de un juego se puede obte-
ner mediante combinaciones lineales de los valores de Banzhaf
apropiados de los juegos +-amalgamados de dos amalgamas.
Nótese que el número de formas de dividir un conjun-
to de |E | elementos en dos amalgamas viene dado por el
número de Stirling de segunda especie (Becker and Rior-





. En este contexto, el conjun-
to G =
{





contiene todos los juegos +-
amalgamados con dos amalgamas Gt =
(E (|E |−2)At , rv,(|E |−2)At ),
donde E (|E |−2)At = {ςa(Gt), ςb(Gt)}, con ςa(Gt) ∪ ςb(Gt) = E y
ςa(Gt) ∩ ςb(Gt) = ∅. En la Figura 2 se detallan los juegos amal-
gamados implicados en redes de cuatro enlaces como la de la
Figura 1. El conjunto G estarı́a formado por
G1: {I-II-III, IV}, G2: {I-II-IV, III}, G3: {I-III-IV, II}, G4: {I, II-III-IV},
G5: {I-II, III-IV}, G6: {I-III, II-IV}, G7: {I-IV, II-III}.
(37)
El valor de Banzhaf de ambas amalgamas para cada juego
de G viene dado por (Muros et al., 2017a)
βςa(Gt)
(E (|E |−2)At , rv,(|E |−2)At ) = 12 (−rv∅ + rvςa(Gt) − rvςb(Gt) + rvE ),
βςb(Gt)
(E (|E |−2)At , rv,(|E |−2)At ) = 12 (−rv∅ − rvςa(Gt) + rvςb(Gt) + rvE ).
(38)
Usando (38), es posible obtener información del juego ori-
ginal a partir de combinaciones lineales de juegos con menos
–dos– jugadores. Más especı́ficamente, el valor de Banzhaf de
un enlace l en el juego original se calcula mediante bien la adi-
ción del valor de Banzhaf de la amalgama ςa(Gt), o bien la sus-
tracción del valor de Banzhaf de ςb(Gt), para cada juego de dos
amalgamas Gt ∈ G, y asumiendo l ∈ ςa(Gt), l < ςb(Gt). En otras
palabras, es posible llegar a (Muros et al., 2017a)









(E (|E |−2)At , rv,(|E |−2)At )], (39)
con G1 y G2 cualesquiera dos subconjuntos que verifiquen
G1 ∪ G2 = G, G1 ∩ G2 = ∅, |G1| − |G2| = 1. (40)
Nótese que mediante (39) (u otras expresiones análogas de-
talladas en (Muros, 2019)) es posible el particionado del cálculo
del valor de Banzhaf de una forma natural, mediante la resolu-
ción de juegos simples de dos jugadores, lo que reduce la carga
computacional. Finalmente, es posible consultar resultados adi-
cionales sobre cotas del valor de Banzhaf y su propagación con
el nivel de recurrencia + en (Muros et al., 2017a).
4.3. Clasificar jugadores
Puede resultar de gran utilidad detectar qué jugadores son
los más relevantes dentro de una red desde una perspectiva
de control. Con ese fin, se propone un método offline de tipo
Montecarlo (Zio, 2013) para ordenar y comparar los jugado-
res –enlaces o agentes– mediante los valores de Shapley y de
posición generalizado. Es necesario tomar un número alto de
muestras de distintos estados iniciales factibles para que los re-
sultados sean precisamente independientes del estado, y poste-
riormente evaluar las reglas de pagos en los mismos, mediante
el siguiente procedimiento:
Procedimiento de toma de datos 1)
Sea un ı́ndice de iteración s y un valor lo suficientemente
grande L ∈ N+. Comenzando en s = 1:
1. Tomar una muestra aleatoria del estado inicial, i.e., x0N ,




2. Evaluar la función de coste (13) para cada topologı́a Λ ∈
T , donde las matrices PΛ se han obtenido mediante algún
método de optimización sujeto al sistema LMI (10).
3. Calcular el valor de Shapley φl(E , rv),∀l ∈ E con (14),
y/o el valor de posición generalizado παi (N , v, E ),∀i ∈ N
mediante (21), para una α dada.
4. Hacer s = s + 1 e ir al paso 1 mientras s < L.
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Figura 3: Panorámica de las aplicaciones propuestas y el esquema de control sı́ncrono bicapa utilizado
Una vez tomadas las muestras, se calculan las medias y des-
viaciones tı́picas considerando elementos equiprobables me-












(φsl (N , v) − µφl )2,
(41)
siendo equivalente el cálculo de µπαi y σπαi . Se detallan a conti-
nuación dos aplicaciones basadas en estos parámetros, donde se
pone de manifiesto que la perspectiva es distinta dependiendo
de si se trabaja con agentes o enlaces de comunicación.
4.3.1. Particionado de sistemas
Es interesante clasificar cómo de importantes son los enla-
ces dentro de la red coalicional, lo que nos permitirá realizar
una reestructuración de la red y en su caso un particionado del
sistema. Con ese objetivo, dadas las cotas Lc, Le, νφ ∈ R,
con Lc ≤ Le, se propone el siguiente criterio (Muros et al.,
2018b): 
si µφl < Lc y
|µφl |
σφl
> νφ, l ∈ Ec,
si µφl > Le y
|µφl |
σφl
> νφ, l ∈ Ee.
(42)
En otras palabras, todos los enlaces en el conjunto Ec se consi-
derarán suficientemente importantes para la red, y se asumirán
siempre habilitados, y todos los enlaces pertenecientes a Ee se
considerarán lo bastante caros como para deshabilitarlos per-
manentemente. Nótese que mediante la condición |µφl |/σφl > νφ
se limita la dispersión máxima admisible para que un enlace sea
candidato a pertenecer a Ec o Ee. Tras aplicar este método, el
conjunto de enlaces de la red coalicional se reduce a E\{Ec∪Ee},
disminuyendo consecuentemente la carga computacional.
4.3.2. Detección de agentes crı́ticos
En este caso, el enfoque consiste en discriminar los nodos
crı́ticos dentro de un sistema de control, lo que nos permite
diseñar sus controladores con mayores niveles de redundan-
cia, robustez, capacidad de memoria, etc., logrando mejorar las
prestaciones de la red. Con ese fin, dadas las cotas C , νπα ∈ R,
se considerará que el agente i ∈ N tiene un rol importante en la
red (N , E ) si se verifica (Muros et al., 2016)
µπαi < C y
|µπαi |
σπαi
> νπα . (43)
Nótese que mediante el uso de medidas de poder α –sirva de
ejemplo la ya mencionada medida de grado d– se tiene en cuen-
ta la centralidad del nodo para dotarle de una cierta importancia
dentro del sistema. Otros esquemas coalicionales que usan me-
didas de relevancia de los nodos en un grafo son los basados en
PageRank, como (Maestre and Ishii, 2017).
4.4. Reducción de coste computacional
Inexcusablemente, y a pesar de que las aplicaciones presen-
tadas se computan offline, como mayor inconveniente destaca
su inherente explosión combinacional cuando el número de ju-
gadores aumenta lo suficiente. Aunque varios resultados de los
propuestos atacan este problema, a continuación se comentan
ideas adicionales para mitigarlo.
Nótese que es posible demostrar que si existe una solución
factible de las matrices de control KΛ̄ y PΛ̄ para una cierta topo-
logı́a Λ̄, siempre habrá solución para cualquier topologı́a den-
tro del conjunto de ascendientes, al tener menos restricciones
de comunicación. Como ascendientes se entiende al conjun-
to T Λ̄ ⊆ T que contiene a las topologı́as que como mı́nimo
tengan activos los enlaces de la topologı́a Λ̄ (Chanfreut et al.,
2021c; Maestre et al., 2021). Además, se cumple que las matri-
ces mencionadas representan una solución para el conjunto de
ascendientes de Λ̄, y por tanto se puede utilizar para aproximar
una solución del juego (13) en dichas topologı́as
rvapr(Λ, xN ) =
 xTN PΛ̄xN + σΛ̄, si Λ ∈ T Λ̄,xTN PΛxN + σΛ, en otro caso. (44)
Alternativamente, es posible redefinir el juego (13) en cualquier
subconjunto de T (Loehman and Whinston, 1976; Khmelnits-
kaya et al., 2016), o bien excluir coaliciones usando la propia
regla de pagos (Hiller, 2016, 2018).
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Por último, otra solución a los problemas de explosión com-
binacional reside en los llamados métodos randomizados (Cas-
tro et al., 2009, 2017; Ishii and Tempo, 2010; Tarkowski et al.,
2018). En particular, en (Castro et al., 2009, 2017) se computa
en tiempo polinomial una estimación del valor de Shapley de
un enlace l, i.e., φ̃l(E , rv), mediante la toma, con reemplazo e
igual probabilidad, de un número q de muestras aleatorias del
conjunto completo de permutaciones de las que puede formar
parte cualquier enlace, dado por |E |!. Se puede demostrar (Cas-
tro et al., 2009) que el valor de Shapley estimado φ̃l(E , rv) sa-
tisface una serie de propiedades como eficiencia, y su error ε
con respecto al valor de Shapley real φl(E , rv) se puede aco-
tar en función de q. Se exponen algunos usos prácticos de este
método en la subsección 5.2.
4.5. Panorámica global
Para finalizar esta sección, se ilustra en la Figura 3 una vi-
sión global de las aplicaciones presentadas en este tutorial. Co-
mo se ha comentado, todas intervienen en la fase de diseño off-
line del controlador, con la idea de garantizar ciertas propieda-
des de interés cuando se implemente el esquema de control 1,
basado en la optimización cada ks instantes de (13). Se puede
secuenciar su impacto en el sistema de la siguiente forma:
Primero, se considera la reestructuración/particionado de
la red coalicional de acuerdo a lo comentado en la sub-
sección 4.3.1, con el objeto de fijar/desconectar perma-
nentemente ciertos enlaces de comunicación.
A continuación, se realiza una detección de nodos crı́ti-
cos según lo comentado en la subsección 4.3.2.
Posteriormente, se consideran restricciones explı́citas en
las reglas de pago mediante la inclusión de nuevas LMIs.
Las nuevas matrices KΛ y PΛ,∀Λ, se calculan usando el
algoritmo de diseño 1 propuesto en la subsección 4.1.
Adicionalmente, se pueden añadir especificaciones en los
pesos/poderes tras el diseño de las matrices del controla-
dor, según lo explicado en la subsección 4.1.1
Finalmente, apoyándonos en el valor de Banzhaf, se pue-
de extraer información del juego coalicional implemen-
tado, resolviendo únicamente juegos simples de dos ju-
gadores, como se indica en la subsección 4.2.
Nótese que hay aplicaciones que admiten el uso de distintas
reglas de reparto, como la imposición de restricciones (ver (Mu-
ros et al., 2017a,b,c; Muros and Maestre, 2021)) o el particio-
nado de sistemas. En consecuencia, el coste acumulado de im-
plementar el esquema de control, i.e., Jacum (30), variará con la
herramienta usada, aunque dependerá fuertemente del sistema
objeto de estudio. En estos casos, una elección razonable serı́a
trabajar con el valor de Shapley, pues tiene la ventaja de satis-
facer la interesante propiedad de eficiencia (15) en el reparto.
5. Simulaciones
Dividimos esta sección en dos apartados: primero se pre-
senta un ejemplo académico que ilustra numéricamente los con-
ceptos presentados en este tutorial. A continuación, se analizan
casos prácticos de esquemas inspirados en la filosofı́a coalicio-
nal en el marco de la teorı́a de juegos cooperativos.
Figura 4: Valores de Shapley (arriba) y evolución de las topologı́as (abajo) antes
(izquierda) y después (derecha) de aplicar las restricciones (46).
5.1. Ejemplo académico
Sea la red de cinco agentes y cuatro enlaces de la Figura 1.
Las diferentes topologı́as y componentes vienen especificadas











































, i , j,
(45)
donde xi ∈ R2 y ui ∈ R son respectivamente los estados y
la entrada de cada agente i ∈ N . El coste de etapa se defi-
ne por Q = I ∈ R10×10 y R = 10I ∈ R5×5, y suponemos
un coste por enlace constante σl = c = 1,∀l ∈ E . En las
simulaciones se ha usado la rutina mincx de la librerı́a LMI
Control Toolbox (Gahinet et al., 1995) de Matlab R©, en un
Intel R© CoreTM i7 de cuatro núcleos a 2.2 GHz y con 16GB de
RAM. Las distintas aplicaciones presentadas en la sección 4 se
exploran a continuación.
5.1.1. Restricciones en los jugadores
Sean las siguientes restricciones en el valor de Shapley:
φI(E , rv) > 0.9, 2φIII(E , rv) + φIV(E , rv) < 3.5,
φII(E , rv) ≥ φI(E , rv) ≥ φIII(E , rv), φII(E , rv) ≥ φIV(E , rv),
(46)
expresadas según (25), y de las que se han derivado las corres-
pondientes condiciones LMI (28) para formar el set de restric-
ciones S . Se ha implementado el algoritmo de diseño 1 aplican-
do lmáx = 20 como criterio de parada y como resultado se han
obtenido las matrices KΛ ∈ R5×10 y PΛ ∈ R10×10 para todas las
topologı́as. En este punto, se ejecuta el esquema de control 1
con ks = 3, Tsim = 50, y estado inicial





























En la Figura 4 se representa la evolución de los valores de
Shapley y de las topologı́as antes y después de considerar las
restricciones (46). En particular, tras considerar el set S se evo-
luciona de la topologı́a Λ13 = {II, III, IV}, a Λ10 = {III, IV},
luego a Λ4 = {IV}, y finalmente a Λ0 = ∅. Por tanto, se des-
conectan secuencialmente los enlaces desde el más caro al más
barato según (46), hasta alcanzar el esquema descentralizado en
régimen permanente, donde todos los valores de Shapley tien-
den al coste del enlace σl = c = 1, como se puede extraer
de (26). El coste acumulado del esquema de control para el ca-
so de estudio y alternativamente con restricciones en el valor
de Banzhaf análogas a (46), viene respectivamente dado por
Jφacum = 751.7 y J
β
acum = 755.5. Nótese que las diferencias de
coste no son significativas.
5.1.2. Juegos amalgamados
Se ha trabajado con los juegos amalgamados siguientes: pri-
mero, los enlaces II y III se fusionan en un nuevo enlace II-III,
resultando el juego
(EA, rvA) con EA = {I, II-III, IV}. Posterior-
mente los enlaces I y IV se fusionan en otro enlace I-IV, lle-
gando al juego
(E2A, rv,2A) con E2A = {I-IV, II-III}. Los valores
de Banzhaf de los juegos original y amalgamados se muestran
en la Tabla 3 para distintos instantes de tiempo, como resultado
de aplicar el esquema de control 1 para el estado inicial (47).
Nótese que la propiedad de 2-eficiencia se satisface en todos
los casos, lo que no ocurre en general para el valor de Shapley.
Finalmente, considerando el conjunto G de juegos con dos
amalgamas para la red del ejemplo, especificados en (37), y eli-
giendo por ejemplo G1 = {G1,G2,G3,G4}, G2 = {G5,G6,G7},
que verifican (40), el valor de Banzhaf del enlace II en el juego


























obteniendo el mismo resultado que se obtuvo de forma analı́ti-
ca para dicho enlace como se aprecia en la Tabla 3, lo que nos
demuestra que con esta técnica se puede obtener información
de un juego a partir de juegos simples más pequeños.
Tabla 3: La propiedad de 2-eficiencia se satisface por el valor de Banzhaf en
todos los casos. Nótese que el valor de Shapley cumple dicha propiedad en el
régimen permanente pues solo intervienen costes de enlace, puramente aditivos.









) I-IV -70.5081 -1.1298 2
II-III -85.7275 0.0053 2(
EA, rvA
) I -24.2320 -24.0071 1.8444 1.6164 1
II-III -86.4023 -86.1774 0.6894 0.4614 2
IV -46.2761 -46.0511 -2.9742 -3.2022 1
(E , rv)
I -22.2270 -22.6704 1.0523 1.0883 1
II -28.6506 -29.8437 0.9826 1.0342 1
III -57.7517 -61.9805 -0.2932 -0.5281 1
IV -39.8109 -41.7410 -2.2491 -2.7188 1
5.1.3. Clasificación y detección de jugadores crı́ticos
Se han tomado L = 106 muestras del estado inicial satisfa-
ciendo las restricciones x0i1, x
0
i2 ∈ [−5, 5],∀i ∈ N . A partir de
ahı́ se ha aplicado el procedimiento de toma de datos 1 y las
fórmulas (41) para obtener las medias y desviaciones tı́picas de
los valores de Shapley, posición y posición generalizado, usan-
do la medida de grado d, i.e., di = |Ei|, como medida de poder α
para este último. Los resultados se detallan en la Tabla 4.
Se han seleccionado las cotas Lc = −80, Le = −10,
C = −60 y νφ = νπ = 0.5, y se han aplicado los criterios
descritos en (42) y (43). Se concluye que los subconjuntos de
enlaces susceptibles de ser fijos y desconectados permanente-
mente vienen dados en este ejemplo por
Ec = {IV}, Ee = {∅}, (49)
resultando la red coalicional definitiva (N , E\{IV}). Asimismo,
se considera a los nodos 3 y 4 como crı́ticos en el sistema.
Nótese que usando el valor de posición clásico no se hubiera
considerado crı́tico al nodo 3, siendo el más central de la red.
Finalmente, debido a que los parámetros asociados a enlace I y
nodos 1 y 2 no verifican |µ|φ,πα
σφ,πα
> νφ,πα , aunque sus medias cum-
plieran los requisitos para pertenecer a los conjuntos comenta-
dos, se les habrı́a descartado por tener excesiva dispersión.
5.2. Implementaciones en sistemas reales
Se presentan a continuación usos prácticos del control coa-
licional en un marco de juegos cooperativos, en particular en
redes de agua, eléctricas, y plantas termosolares. Es interesante
destacar que en los dos últimos esquemas no se modela el siste-
ma mediante grafos pues por propia construcción del problema
no es necesario el uso de enlaces para comunicar los distin-
tos subsistemas. En cualquier caso, aunque no compartan esta
caracterı́stica en sentido estricto propia del control coalicional
puro, sı́ están claramente inspirados en la filosofı́a coalicional
en el marco de la teorı́a de juegos cooperativos, por lo que se ha
creı́do conveniente incluirlos en este tutorial. Debido a restric-
ciones de espacio los esquemas se introducen brevemente. Para
más información consultar los artı́culos referenciados.
5.2.1. Particionado de sistemas de agua
En (Muros et al., 2018a) se implementa un control MPC
coalicional con horizonte de predicción Np = 12 y perio-
do Tsim = 24, ambos en horas, mediante el cual se realiza un
particionado eficiente de la red de aguas de Barcelona, opera-
da por AGBAR, SA. El modelo usado (Ocampo-Martinez et al.,
2011, 2013), mostrado en la Figura 5, se compone de 63 tanques
de agua y 114 actuadores –75 bombas y 39 válvulas–, ası́ como
de 88 sectores de consumo que se tratan como perturbaciones
conocidas. Atendiendo a las ecuaciones de nodos satisfechas
por el sistema, se realiza una distribución previa del sistema en
43 agentes, según el diagrama simplificado de la Figura 6.
Tabla 4: Medias y desviaciones tı́picas de los valores de Shapley y posición
Enlaces Agentes
l µφl σφl i µπi µπαi σπi σπαi
I -21.2882 43.1788 1 -10.6441 -2.4481 21.5894 15.0209
II -26.2753 44.4163 2 -13.1377 -4.2976 22.2082 14.4641
III -60.8427 88.7967 3 -54.2031 -78.4252 86.3438 109.7925
IV -111.5808 110.3763 4 -86.2117 -97.7793 96.7476 107.1390
5 -55.7904 -37.0368 55.1882 36.9838
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Figura 5: Esquema de la red de aguas de Barcelona (Ocampo-Martinez et al., 2011, 2013)
En este caso se consideró un juego de agentes, penalizan-
do el coste de comunicación a través de la cardinalidad de las
componentes. Asimismo, se escogió el valor de Shapley, ne-
cesitando estimar su valor usando (Castro et al., 2009) debido
al alto número de jugadores. Para mantener el error de estima-
ción ε por debajo de lı́mites aceptables se consideró un número
de muestras q = 68. Una vez estimado el valor de Shapley de
los agentes, se distribuyó entre los enlaces asumiendo una red
completa. Finalmente, en el algoritmo de particionado se clasi-
ficaron todos los enlaces en función de su relevancia, tomando
como criterio Lc = 1.0 × 107, Le = 1.5 × 107, vφ = 0 (ver sub-
sección 4.3.1), además de otros parámetros adicionales, llegan-
do a una solución compuesta por las siguientes 23 particiones:
NC =
{ C1︷                              ︸︸                              ︷
{1, 2, 3, 5, 27, 32, 37, 38, 42},
C2︷          ︸︸          ︷
{4, 15, 16, 29},




C5︷  ︸︸  ︷
{10, 19},
C6︷  ︸︸  ︷
{11, 25},
C7︷  ︸︸  ︷
{13, 14},
C8︷  ︸︸  ︷
{17, 30},
C9︷  ︸︸  ︷
{18, 26},































la cual generaba un coste acumulado inferior al esquema des-
centralizado, y a otras estrategias de particionado de la literatu-
ra (Ocampo-Martinez et al., 2011; Di Nardo et al., 2015), de-
mostrando la viabilidad de la solución propuesta.
Figura 6: Diagrama simplificado de la red de aguas de Barcelona (Muros et al.,
2018a). Las flechas indican las direcciones de flujos de agua entre agentes.
5.2.2. Asignación de telemandos en lı́neas eléctricas
En (Saracho et al., 2020) se propone una clasificación de
localizaciones para instalar centros telemandados en instalacio-
nes eléctricas de distribución, con el fin de reducir el tiempo
de localización de averı́as eléctricas, según la Figura 7. Para
ello, dada una lı́nea eléctrica, se define un juego cooperativo
donde los jugadores son los centros susceptibles de telemandar
de la lı́nea, y con la función de coste dependiente de indica-
dores económicos y de calidad de suministro. La detección de
las mejores posiciones considerando todas las configuraciones
posibles se realiza mediante el valor de Shapley.
En el algoritmo propuesto, se tomó la media de L = 105
muestras de dicho valor para cada jugador, y se usaron datos
reales de una empresa eléctrica española. Está en fase de desa-
rrollo un trabajo más complejo aplicado al ámbito de subes-
taciones eléctricas, donde se computará un preı́ndice para se-
leccionar las lı́neas más susceptibles de mejora, considerando
después un juego cooperativo para cada una de ellas.
Figura 7: Detección de averı́as eléctricas en lı́neas de distribución (Saracho
et al., 2020)
5.2.3. Reparto de robots y tareas (problemas MRTA)
Por último, en (Martin et al., 2021) se propone un algoritmo
de clustering para resolver un problema de reparto de robots y
tareas o MRTA (multi-robot task allocation). Para ello, se asu-
men robots y tareas como jugadores de un juego cooperativo,
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y se evalúan todas las coaliciones posibles en función de ca-
racterı́sticas como velocidad y energı́a del robot, dificultad de
la tarea, o distancia entre robots y tareas. Basado en dicho jue-
go, el algoritmo propuesto asigna robots y tareas en clústers
compensando sus valores de Shapley. Ası́, se puede resolver un
problema MRTA por cada clúster disminuyendo notablemente
la carga computacional respecto a soluciones centralizadas.
Para verificar la efectividad del algoritmo, se consideró un
problema MRTA de 60 jugadores –15 robots y 45 tareas–, cuyos
valores de Shapley se estimaron mediante (Castro et al., 2009)
garantizando un error ε aceptable para q = 453. Como resultado
del algoritmo se obtuvieron los 10 clústers mostrados en la Fi-
gura 8, cuyos respectivos problemas MRTA se pueden resolver
independientemente, obteniendo una reducción del tiempo de
computación respecto al problema centralizado del 98% a cos-
ta de una pérdida de optimalidad en torno al 20%. Esta mejora
drástica del coste computacional nos permite aplicar este méto-
do a sistemas reales tales como plantas termosolares que nece-
sitan soluciones de reparto en pocas decenas de segundos. Asi-
mismo, nuestra propuesta presentó mejores resultados que otros
esquemas de clustering basados en algoritmos genéticos (Mit-
chell, 1998). Finalmente, se simularon baterı́as de problemas
con caracterı́sticas y número de jugadores aleatorios, cuyos re-
sultados corroboraron la eficacia del algoritmo propuesto.
6. Conclusiones
En este tutorial, basado en (Muros, 2019), se establecen los
fundamentos del control coalicional desde la perspectiva de la
teorı́a de juegos cooperativos. Para ello se introduce el concepto
de juego coalicional como función de realimentaciones lineales,
siendo los jugadores bien los controladores o bien sus enlaces
de comunicación, cuyo uso se penaliza de forma explı́cita en la
función de optimización. Se realiza un diseño offline de las ma-
trices del controlador, y se aportan resultados que garantizan la
estabilidad asintótica del bucle cerrado del esquema de control.
Como resultado, los enlaces se activarán/desactivarán dinámi-
camente en función de las necesidades del sistema. Gracias a
esta configuración coalicional, se alcanza un compromiso entre
carga de comunicación y rendimiento de control.

















































































Figura 8: Clustering de un problema MRTA con 15 robots ( ) y 45 tareas ()
distribuidos espacialmente según la imagen (escala en metros) (Martin et al.,
2021). Se han usado colores diferentes para cada clúster y tipos de lı́nea distin-
tos dentro de un clúster para trayectorias asociadas a diferentes robots.
Se han explorado aplicaciones coalicionales basadas en al-
gunas de las reglas de pagos más conocidas de la teorı́a de jue-
gos cooperativos, como los valores de Shapley, Banzhaf, po-
sición, las soluciones de poder de Harsanyi o los semivalores,
aportando las definiciones formales y propiedades de cada he-
rramienta. Estas reglas nos han permitido distribuir los costes
de control y comunicación entre los jugadores, analizando si-
tuaciones de comunicación completa y restringida. Se presen-
tan tres aplicaciones al control coalicional: la consideración de
restricciones sobre los jugadores para premiar/penalizar su uso,
la segmentación del cálculo de las reglas de pago, y la clasifi-
cación de los jugadores según su relevancia en la red. Asimis-
mo, se proponen diferentes mecanismos encaminados a mitigar
los efectos de la explosión combinacional. Por último, se ilus-
tran los conceptos propuestos con un ejemplo académico, y con
implementaciones en sistemas reales inspiradas en la filosofı́a
coalicional en el marco de la teorı́a de juegos cooperativos, lo
que da una idea de las múltiples posibilidades de esta lı́nea de
investigación en trabajos futuros.
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